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Abstract. A canonical system is a kind of first-order system of ordinary differential
equations on an interval of the real line parametrized by complex numbers. It is
known that any solution of a canonical system generates an entire function of the
Hermite-Biehler class. In this paper, we deal with the inverse problem to recover a
canonical system from a given entire function of the Hermite-Biehler class satisfying
appropriate conditions. This inverse problem was solved by de Branges in 1960s.
However his results are often not enough to investigate a Hamiltonian of recovered
canonical system. In this paper, we present an explicit way to recover a Hamiltonian
from a given exponential polynomial belonging to the Hermite-Biehler class. After
that, we apply it to study distributions of roots of self-reciprocal polynomials.

1. Introduction

Let \( H(a) \) be a \( 2 \times 2 \) real symmetric matrix-valued function defined almost everywhere
on a finite interval \( I = [a_1, a_0) \) \((0 < a_1 < a_0 < \infty)\) with respect to Lebesgue measure
\( da \). We refer to a first-order system of differential equations

\[
-\frac{a}{da} \begin{bmatrix} A(a, z) \\ B(a, z) \end{bmatrix} = z \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} H(a) \begin{bmatrix} A(a, z) \\ B(a, z) \end{bmatrix}, \quad \lim_{a \nearrow a_0} \begin{bmatrix} A(a, z) \\ B(a, z) \end{bmatrix} = \begin{bmatrix} 1 \\ 0 \end{bmatrix} \tag{1.1}
\]

on \( I \) parametrized by \( z \in \mathbb{C} \) as a quasi-canonical system (on \( I \)). A column vector-
valued function \((A(\cdot, z), B(\cdot, z)): I \to \mathbb{C}^{2 \times 1}\) is called a solution if it consists of abso-
lutely continuous functions and satisfies (1.1) almost everywhere on \( I \) for every fixed
\( z \in \mathbb{C} \).

A quasi-canonical system (1.1) is called a canonical system if

(H1) \( H(a) \) is a real positive-semidefinite symmetric matrix for almost every \( a \in I \),

(H2) \( H(a) \neq 0 \) on any subset of \( I \) with positive Lebesgue measure,

(H3) \( H(a) \) is locally integrable on \( I \) with respect to \( da/a \),

and \( H(a) \) is called the Hamiltonian of the system. Abusing language, if it cause no
confusion, we often call a matrix-valued function \( H(a) \) a Hamiltonian if a quasi-canonical
system (1.1) is not a canonical system.

A number of different second-order differential equations, such as Schrödinger equa-
tions and Sturm–Liouville equations of appropriate form, and systems of first-order
differential equations such as Dirac type systems of appropriate form are reduced to a
canonical system. Fundamental results on the spectral theory of canonical systems
were established in works of Gohberg–Krein [5], de Branges [3] and many other authors;
see the survey articles Winkler [28], Woracek [29] and references there in for historical
details on canonical systems. Note that the variable \( a \) in (1.1) is the variable on the
multiplicative group \( \mathbb{R}_{>0} \). By the change of variable \( a = e^{-x} \), (1.1) is transformed into
the equation for the variable \( x \) on the additive group \( \mathbb{R} \), and the right endpoint of \( a \nfor the initial value is transformed into the left endpoint of \( x \) for the initial value. The
transformed equation is the one treated by de Branges, Krein, Kac, and others; see the
final paragraph of the introduction for the reason we use a multiplicative variable.
The subject of the present paper is an inverse spectral problem for canonical systems. In order to state the problem, we review the theory of the Hermite–Biehler class.

We use the notation \( F^\sharp(z) = \overline{F(z)} \) for functions of the complex variable \( z \), and denote by \( \mathbb{C}_+ \) the (open) upper half-plane \( \{ z = x + iy : y > 0 \} \). An entire function \( E(z) \) satisfying

\[
|E^\sharp(z)| < |E(z)| \quad \text{for every } z \in \mathbb{C}_+
\]  

(1.2)

and having no real zeros is said to be a function of the Hermite–Biehler class, or the class \( \text{HB} \), for short. (This definition of the class HB is equivalent to the definition of Levin [11, Section 1 of Chapter VII] if “the upper half-plane” is replaced by “the lower half-plane”, because (1.2) implies that \( E(z) \) has no zeros in \( \mathbb{C}_+ \). We adopt the above definition for the convenience of using the theory of canonical systems via the theory of de Branges spaces.)

Suppose that the system (1.1) is a canonical system endowed with a solution \((A(a, z), B(a, z))\). Then \( E(a, z) := A(a, z) - iB(a, z) \) is a function of the class HB for every fixed point \( a \in I \). In particular, \( \lim_{a \to a_0} E(a, z) = 1 \) and \( E(a_1, z) \) is a function of the class HB. Therefore, an inverse problem for canonical systems is to recover their Hamiltonians from given entire functions of the class HB satisfying appropriate conditions. Usually, such an inverse problem is difficult to solve in general, because it is an inverse spectral problem ([8] Section 2, [18] Section 7). However it was already solved by the theory of de Branges in 1960s ([3]). For example, for fixed \( I \) and an entire function \( E(z) \) of exponential type belonging to the class HB and satisfying \( \int_{-\infty}^{\infty} (1 + x^2)^{-1} |E(x)|^{-2} \, dx < \infty \) and \( E(0) = 1 \), there exists a canonical system (that is, there exists a Hamiltonian \( H(a) \) on \( I \) having

\[
A(a_1, z) = \frac{1}{2} (E(z) + E^\sharp(z)), \quad B(a_1, z) = \frac{i}{2} (E(z) - E^\sharp(z))
\]

as its solution (see [18 Theorem 7.3] with [4, Lemma 3.3]). Moreover, such a canonical system is uniquely determined by \( E(z) \) and \( I \) under appropriate normalizations. More general situation is treated in Kac [7]; see also [28] and [29].

As above, de Branges’s theory ensures the existence of canonical systems or Hamiltonians for given functions of the class HB, but it does not provide explicit or useful expressions of Hamiltonians. In fact, an explicit form of \( H(a) \) is not known except for a few examples of \( E(z) \), as in [5, Chapter 3], [4, Section 8], and some additional examples constructed from such known examples using transformation rules for Hamiltonians and Weyl functions [27].

In this paper, we deal with the above inverse problem for a special class of exponential polynomials, together with the problem of explicit constructions of \( H(a) \), and apply the results to the study of the distribution of roots of self-reciprocal polynomials.

Let \( \mathbb{R}^* := \mathbb{R} \setminus \{0\} \), \( g \in \mathbb{Z}_{>0} \), and \( q > 1 \). We denote by \( \mathcal{C} \) a vector of length \( 2g+1 \) of the form \( \mathcal{C} = (C_g, C_{g-1}, \cdots, C_{-g}) \in \mathbb{R}^* \times \mathbb{R}^{2g-1} \times \mathbb{R}^* \), and consider exponential polynomials

\[
E(z) := E_q(z; \mathcal{C}) := \sum_{m=-g}^{g} C_m q^{|m|z}
\]

(1.3)

along with the associated functions

\[
A(z) := A_q(z; \mathcal{C}) := \frac{1}{2} (E_q(z; \mathcal{C}) + E_q^\sharp(z; \mathcal{C})),
\]

(1.4)

\[
B(z) := B_q(z; \mathcal{C}) := \frac{i}{2} (E_q(z; \mathcal{C}) - E_q^\sharp(z; \mathcal{C})).
\]

(1.5)

A basic fact (see, e.g., [11, Chapter VII, Theorem 6]) is that an exponential polynomial \( E(z) \) of (1.3) belongs to the class HB if and only if it has no zeros in the closed upper half-plane \( \mathbb{C}_+ \cup \mathbb{R} = \{ z = x + iy : y \geq 0 \} \). Therefore, there exists a Hamiltonian
\( H(a) \) of a canonical system corresponding to \( E(z) \) if \( E(z) \) has no zeros in \( \mathbb{C}_+ \cup \mathbb{R} \).

Beyond such results standing on a general theory, we show that there exists a real symmetric matrix-valued function \( H(a) \) of a quasi-canonical system corresponding to an exponential polynomial \( E(z) \) if \( E(z) \) satisfies a weaker condition assumed in Theorem [1.1]. It is constructed explicitly as follows.

We define lower triangular matrices \( E^+ \) and \( E^- \) of size \( 2g + 1 \) by

\[
E^\pm = E^\pm(C) := \begin{bmatrix}
C_{\mp g} & C_{\mp (g-1)} & \cdots & \cdots & \cdots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
C_{\mp g} & C_{\mp (g-1)} & \cdots & \cdots & \cdots \\
C_{\pm g} & C_{\pm (g-2)} & \cdots & \cdots & \cdots \\
C_{\pm (g-1)} & C_{\pm (g-2)} & \cdots & \cdots & \cdots \\
\end{bmatrix}
\]

and define square matrices \( J_n \) of size \( 2g + 1 \) by

\[
J_n = J_n^{(2g+1)} := \begin{bmatrix}
J^{(n)} & 0 \\
0 & 0 \\
\end{bmatrix}, \quad J^{(n)} := \begin{bmatrix}
1 & & \\
& \ddots & \\
& & 1 \\
\end{bmatrix}
\]

for \( 1 \leq n \leq 2g \), where \( J^{(n)} \) is the antidiagonal matrix of size \( n \) with 1’s on the antidiagonal.

Using the above matrices, we define the numbers \( \Delta_n \) by

\[
\Delta_n = \Delta_n(C) := \frac{\det(E^+(C) + E^-(C)J_n)}{\det(E^+(C) - E^-(C)J_n)}
\]

for \( 1 \leq n \leq 2g \) and \( \Delta_0 = \Delta_0(C) := 1 \). We write \( \Delta_n = \infty \) if \( \det(E^+ - E^- J_n) = 0 \). In addition, we define the real-valued locally constant function \( \gamma : [1, q^q) \to \mathbb{R} \) by

\[
\gamma(a) = \gamma(a; C) := \Delta_{n-1}(C)\Delta_n(C) \quad \text{for} \quad q^{(n-1)/2} \leq a < q^{n/2}.
\]

Then, we obtain the following results for the inverse problem associated with the exponential polynomial \( \{1, \cdots, q, q^2, \cdots, q^n \} \).

**Theorem 1.1.** Let \( q > 1 \) and \( C \in \mathbb{R}^* \times \mathbb{R}^{2g-1} \times \mathbb{R}^* \). Let \( E(z) \) be the exponential polynomial defined by \( \{1, \cdots, q, q^2, \cdots, q^n \} \). Define the square matrix of size \( 2n \)

\[
D_n(C) := \begin{bmatrix}
\begin{bmatrix}
C_{-g} & C_{-g+1} & \cdots & \cdots & \cdots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
C_{g} & C_{g-1} & \cdots & \cdots & \cdots \\
C_{-g} & C_{-g+1} & \cdots & \cdots & \cdots \\
\end{bmatrix} & \begin{bmatrix}
C_g & C_{g-1} & \cdots & \cdots & \cdots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
C_{-g} & C_{-g+1} & \cdots & \cdots & \cdots \\
C_g & C_{g-1} & \cdots & \cdots & \cdots \\
\end{bmatrix}
\end{bmatrix}
\]

Suppose that \( \det D_n(C) \neq 0 \) for every \( 1 \leq n \leq 2g \). Then

1. \( \det(E^+ \pm E^- J_n) \neq 0 \) for every \( 1 \leq n \leq 2g \);
2. the pair of functions \( (A(a, z), B(a, z)) \) defined in (2.11) below satisfies

\[
-a \frac{d}{da} \begin{bmatrix}
A(a, z) \\
B(a, z)
\end{bmatrix} = z \begin{bmatrix}
0 & -1 \\
1 & 0
\end{bmatrix} \begin{bmatrix}
A(a, z) \\
B(a, z)
\end{bmatrix} \quad (a \in [1, q^q), \ z \in \mathbb{C})
\]

(1.8)
Theorem 1.2. Let \( q > 1 \) and \( \mathcal{C} \in \mathbb{R}^* \times \mathbb{R}^{2q-1} \times \mathbb{R}^* \), let \( E(z) \) be the exponential polynomial defined by (1.3), and let \( H(a) \) be the matrix-valued function defined by (1.10).

1) Suppose that \( E(z) \) belongs to the class HB. Then \( H(a) \) is well-defined and is positive definite for every \( 1 \leq a < q^3 \). Hence the quasi-canonical system attached to (1.1) and (1.9) is a canonical system, and \( (A(a, z), B(a, z))/E(0) \) is its solution.

2) Suppose that \( H(a) \) is well-defined and is positive definite for every \( 1 \leq a < q^3 \). Then \( E(z) \) belongs to the class HB.

As mentioned above, \( E(z) \) of (1.3) belongs to the class HB if and only if it has no zeros in \( \mathbb{C}_+ \cup \mathbb{R} \). On the other hand, the following conditions are equivalent to each other by \( \Delta_0 = 1 \) and definitions (1.6), (1.7), and (1.10):

(i) \( H(a) \) is positive definite for every \( 1 \leq a < q^3 \),
(ii) \( \gamma(a) > 0 \) for every \( 1 \leq a < q^3 \),
(iii) \( 0 < \Delta_n < \infty \) for every \( 1 \leq n \leq 2g \).

Therefore, we obtain the following corollary.

Corollary 1.1. An exponential polynomial \( E(z) \) of (1.3) has no zeros in \( \mathbb{C}_+ \cup \mathbb{R} \) if and only if \( 0 < \Delta_n < \infty \) for every \( 1 \leq n \leq 2g \).

The converse of Theorem 1.1 is the direct problem for quasi-canonical systems (1.1) with the Hamiltonians of the form (1.10). It is easier than the inverse problem, because the Hamiltonians have a simple form: \( H(a) = \text{diag}(\gamma(a)^{-1}, \gamma(a)) \), and \( \gamma(a) \) is a (special) locally constant function.

Theorem 1.3. Let \( q > 1 \), \( g \in \mathbb{Z}_{>0} \), and let \( \gamma(a) \) be a locally constant function on \([1, q^3]\) such that \( \gamma(a) = \gamma_n \in \mathbb{R}^* \) for \( q^{(n-1)/2} \leq a < q^n/2 \) \((1 \leq n \leq 2g) \). Then the quasi-canonical system (1.1) with \( H(a) = \text{diag}(\gamma(a)^{-1}, \gamma(a)) \) on \([1, q^3]\) has the unique solution \((A(a, z), B(a, z))\) whose components have the forms

\[
A(a, z) = \sum_{m=-g+n}^g \alpha_m(n) \left[ \left( \frac{q^m}{a} \right)^{iz} + \left( \frac{q^{-m}}{a} \right)^{-iz} \right],
\]

\[
-iB(a, z) = \sum_{m=-g+n}^g \beta_m(n) \left[ \left( \frac{q^m}{a} \right)^{iz} - \left( \frac{q^{-m}}{a} \right)^{-iz} \right],
\]

for \( q^{(n-1)/2} \leq a < q^n/2 \) and \( 1 \leq n \leq 2g \), where \( \alpha_m(n) \) and \( \beta_m(n) \) are real constants depending only on the set \( \{\gamma_n\} \) of values of \( \gamma(a) \). Therefore, for \( q^{(n-1)/2} \leq a < q^n/2 \), \( E(a, z) := A(a, z) - iB(a, z) \) is the exponential polynomial

\[
E(a, z) = \sum_{m=-g+n}^g \left[ (\alpha_m(n) + \beta_m(n)) \left( \frac{q^m}{a} \right)^{iz} + (\alpha_m(n) - \beta_m(n)) \left( \frac{q^{-m}}{a} \right)^{-iz} \right].
\]
Moreover, $E(a,0) = 1$ and $E(a,z)$ has no real zeros for any fixed $1 \leq a \leq q^g$.

In particular, each Hamiltonian of the form (1.1) with (1.7) yields an exponential polynomial $E(1,z) = A(1,z) - iB(1,z)$ having no real zeros.

Theorem 1.3 does not guarantee that $E(1,z)$ has the form (1.3). In fact, $H(a)$ on $[0,q)$ with $\gamma(a) = 1$ for $1 \leq a < q^{1/2}$ and $\gamma(a) = -1$ for $q^{1/2} \leq a < q$ yields the constant function $E(1,z) = 1$, and $H(a)$ on $[0,q)$ with $\gamma(a) = 1$ for $1 \leq a < q$ yields the function $E(1,z) = q^{-iz}$. In these examples, $E(1,z)$ does not have the form (1.3). A sufficient condition for $E(1,z)$ to have the form (1.3) is the following.

**Theorem 1.4.** With the notation of Theorem 1.3, $E(1,z)$ is an exponential polynomial of the form (1.3) if $\gamma_n > 0$ for every $1 \leq n \leq 2g$ and $\gamma_1 \neq 1$.

If the hypothesis of Theorem 1.4 is satisfied, one proves that $E(1,z)$ belongs to the class HB in a way similar to the proof of Theorem 1.2 (2) in Section 5.2. On the other hand, $\gamma_n > 0$ for every $1 \leq n \leq 2g$, and $\gamma_1 \neq 1$ if we start from the exponential polynomial of the form (1.3), by Theorem 1.2 and (5.8) below. Hence, as a consequence of the above theorems, the exponential polynomials (1.3) belonging to the class HB are characterized in terms of positive-definiteness of Hamiltonians.

Now we turn to an application of Corollary 1.1. A nonzero polynomial $P(x) = c_0x^n + c_1x^{n-1} + \cdots + c_{n-1}x + c_n$ with real coefficients is called a self-reciprocal polynomial of degree $n$ if $c_0 \neq 0$ and $P$ satisfies the self-reciprocal condition $P(x) = x^cP(1/x)$; equivalently, $c_0 \neq 0$ and $c_k = c_{n-k}$ for every $0 \leq k \leq n$. The roots of a self-reciprocal polynomial either lie on the unit circle $T = \{ z \in \mathbb{C} : |z| = 1 \}$ or are distributed symmetrically with respect to $T$. Therefore, a basic problem is to find a “nice” condition on coefficients of a self-reciprocal polynomial under which all roots of $P$ lie on $T$. Quite a few results for this problem can be found in the literature; see, e.g., books of Marden [14], Milovanović–Mitrinović–Rassias [15], Takagi [25, Section 10] and the survey paper of Milovanović–Rassias [16] for several systematic treatments of roots of polynomials.

As an application of Corollary 1.1 we study roots self-reciprocal polynomials of even degree. The restriction on the degree is not essential, because if $P(x)$ is a self-reciprocal polynomial of odd degree, there exists a self-reciprocal polynomial $\tilde{P}(x)$ of even degree and an integer $r \geq 1$ such that $P(x) = (x+1)^r \tilde{P}(x)$. In contrast, the reality of coefficients is essential. We denote by $P_g(x)$ a self-reciprocal polynomial of degree $2g$ of the form

$$P_g(x) = \sum_{k=0}^{g-1} c_k(x^{2g-k} + x^k) + c_g x^g, \quad c_0 \neq 0,$$

and identify the polynomial with the vector $c = (c_0, c_1, \ldots, c_g) \in \mathbb{R}_+ \times \mathbb{R}^g$ consisting of its coefficients. For a vector $c \in \mathbb{R}_+ \times \mathbb{R}^g$ and a real number $q > 1$, we define the numbers $\delta_n(c)$ ($1 \leq n \leq 2g$) by

$$\delta_n(c) := \frac{\det(E^+(c) + E^-(c)J_n)}{\det(E^+(c) - E^-(c)J_n)} \times \begin{cases} 1 & \text{if } n \text{ is even}, \\ g \log q & \text{if } n \text{ is odd}, \end{cases}$$

(1.13)

where $c$ is the vector defined by

$$\sum_{m=-g}^{g} C_m T^m := \sum_{m=0}^{g} c_g - m(1 - \log q^m)T^m + \sum_{m=1}^{g} c_g - m(1 + \log q^m)T^{-m}.$$

(1.14)

**Theorem 1.5.** Let $g \in \mathbb{Z}_{>0}$, $q > 1$. Let $c \in \mathbb{R}_+ \times \mathbb{R}^g$ be coefficients of a self-reciprocal polynomial $P_g(x)$ of the form (1.12). Define $C \in \mathbb{R}_+ \times \mathbb{R}^{2g-1} \times \mathbb{R}^*$ by (1.14). Then, for every $1 \leq n \leq 2g$, it is independent of $q$ whether $\det(E^+ \pm E^- J_n)$ are zero, and the numbers $\delta_n(c)$ of (1.13) are independent of $q$ if $\det(E^+ \pm E^- J_n)$ are not zero.

Moreover, a necessary and sufficient condition for all roots of $P_g(x)$ to be simple roots on $T$ is that $0 < \delta_n(c) < \infty$ for every $1 \leq n \leq 2g$. 


Remark 1.2. As a function of indeterminate elements \((c_0, \ldots, c_g)\), \(\delta_n(\xi)\) is a rational function of \((c_0, \ldots, c_g)\) over \(\mathbb{Q}\).

The criterion of Theorem 1.5 may not be new, because it seems that the quantity \(\delta_n(\xi)\) in Theorem 1.5 probably essentially coincides with quantities in a classical theory on the roots of polynomials in Section 7.5. The author has not yet considered rigorously whether \(\delta_n(\xi)\) and the classical quantities indeed have the same meaning. However, the theory of this paper at least provides a new bridge between the study of the roots of polynomials and the theory of canonical systems.

In order to deal with the case that all roots of \(P_g(x)\) lie on \(T\) but \(P_g(x)\) may have a multiple zero, we modify the above definition of \(\delta_n(\xi)\) as follows.

For a vector \(\xi \in \mathbb{R}^* \times \mathbb{R}^g\) and real numbers \(q > 1\), \(\omega > 0\), we define the numbers \(\delta_n(\xi; q^\omega)\) \((1 \leq n \leq 2g)\) by

\[
\delta_n(\xi; q^\omega) = \frac{\det(E^+(\xi) + E^-(\xi)J_n)}{\det(E^+(\xi) - E^-(\xi)J_n)} \times \begin{cases} 1 & \text{if } n \text{ is even}, \\ \frac{q^{g\omega} - q^{-g\omega}}{q^{g\omega} + q^{-g\omega}} & \text{if } n \text{ is odd}, \end{cases}
\]

(1.15)

where \(\xi\) is the vector defined by

\[
\sum_{m=-g}^{g} C_mT^m := \sum_{m=0}^{g} c_{g-m}q^{-m\omega}T^m + \sum_{m=1}^{g} c_{g-m}q^{m\omega}T^{-m}.
\]

(1.16)

Theorem 1.6. Let \(g \in \mathbb{Z}_{>0}, q > 1\). Let \(\xi \in \mathbb{R}^* \times \mathbb{R}^g\) be coefficients of a self-reciprocal polynomial \(P_g(x)\) of the form (1.12). Then a necessary and sufficient condition for all roots of \(P_g(x)\) to lie on \(T\) is that \(0 < \delta_n(\xi; q^\omega) < \infty\) for every \(1 \leq n \leq 2g\) and \(\omega > 0\).

Furthermore, the quantities \(\delta_n(\xi)\) and \(\delta_n(\xi; q^\omega)\) are related as follows.

Theorem 1.7. Let \(\delta_n(\xi)\) and \(\delta_n(\xi; q^\omega)\) be as above. Then

\[
\lim_{q^\omega \searrow 1} \delta_n(\xi; q^\omega) = \delta_n(\xi)
\]

as a rational function of \(\xi = (c_0, \ldots, c_g)\) over \(\mathbb{Q}\). Suppose that all roots of a self-reciprocal polynomial (1.12) lie in \(T\) and are simple. Then

\[
\delta_n(\xi; q^\omega) = \delta_n(\xi) + O(\log q^\omega) \text{ as } q^\omega \searrow 1,
\]

where the implied constants depend only on \(\xi\).

Finally, we comment on the reason we use a multiplicative variable on \(\mathbb{R}_{>0}\) and the right endpoint for the initial value in (1.11). It comes from the author’s personal motivation for the work of this paper: the inverse problem for entire functions of the class HB obtained by Mellin transforms of functions on \([1, \infty)\). This problem was stimulated by Burnol [1], in particular, Sections 5–8, and was partially treated in [24] in the number theoretic setting. In [1], Burnol often uses a multiplicative variable on \(\mathbb{R}_{>0}\), and the left endpoint (= +\(\infty\)) corresponds to the initial value. In order to apply the method of [1] to the above inverse problem, the author noted on the formulas

\[
\int_1^\infty f(x)x^\alpha dx = \lim_{X \to \infty} \int_1^X f(x)x^{\alpha} \frac{dx}{x},
\]

\[
\int_1^X f(x)x^{\alpha} \frac{dx}{x} = \lim_{q \to 1+} \frac{1}{\log q} \sum_{n=0}^{[\log X/\log q]} f(q^n)q^{n\alpha}.
\]

Here exponential polynomials appear in the left-hand side of the second formula. If we fix \(X > 1\), \(q > 1\) and put \(2g = [\log X/\log q]\), we obtain an exponential polynomial of degree \(2g\). Recall that the results of the paper corresponds the exponential polynomial to the canonical system on \([1, \sqrt{q^g}]\). Then, if we imagine the limiting situation \(q \to 1\) and
$X \to +\infty$, it is expected (but not proved rigorously) that a canonical system corresponds to the Mellin transform $\int_0^\infty f(x)x^{iz}\frac{dx}{x}$ should be a system on $[1, \infty)$.

For a realizations of the above heuristic discussion on the original motivation, the right endpoint may be more useful and convenient for the initial value than the left endpoint, although the left endpoint is useful for the initial value in the usual theory of canonical systems. In any case, the above number theoretic aspect of de Branges’ theory is an important aspect.

The paper is organized as follows. In Section 2, we describe the outline of the proof of Theorem 1.1. In Section 3, we prepare several lemmas and the notation used to prove statements of Section 2 and Theorem 1.1 in Section 4. In Section 5, we prove Theorems 1.2, 1.3, and 1.4. In Section 6, we mention a way of constructing $(\gamma(a), A(a, z), B(a, z))$ which is different from the way of Sections 2 and 4. In Section 7, we prove Theorems 1.5, 1.6, and 1.7 and compare them with classical results on the roots of self-reciprocal polynomials.
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2. OUTLINE OF THE PROOF OF THEOREM 1.1

2.1. Hilbert spaces and operators. Let $q > 1$, and let $L^2(T_q)$ be the completion of the space of $(2\pi/\log q)$-periodic continuous functions on $\mathbb{R}$ with respect to the $L^2$-norm $\|f\|_{L^2(T_q)}^2 := \langle f, f \rangle_{L^2(T_q)}$, where

$$\langle f, g \rangle_{L^2(T_q)} := \int_{T_q} f(z)\overline{g(z)} \, dz \quad \text{and} \quad I_q = [0, 2\pi/(\log q)).$$

Every $f \in L^2(T_q)$ has the Fourier expansion

$$f(z) = \sum_{k \in \mathbb{Z}} u(k)q^{ikz}$$

with $\{u(k)\}_{k \in \mathbb{Z}} \in l^2(\mathbb{Z})$ and $\|f\|_{L^2(T_q)}^2 = \sum_{k \in \mathbb{Z}} |u(k)|^2$, where $l^2(\mathbb{Z})$ is the Hilbert space of sequences $\{u(k) \in \mathbb{C} : k \in \mathbb{Z}\}$ satisfying $\sum_{k \in \mathbb{Z}} |u(k)|^2 < \infty$ ([19, Chapter 4]).

For $0 < a \not\in q^{Z/2} = \{q^{n/2} : n \in \mathbb{Z}\}$, we define the vector space

$$V_a := \{ \phi(z) = a^{-iz}f(z) + a^{iz}g(z) \mid f, g \in L^2(T_q) \}$$

of functions of $z \in \mathbb{R}$. As a vector space, $V_a$ is isomorphic to the direct sum $L^2(T_q) \oplus L^2(T_q)$, since $a^{-iz}f(z) + a^{iz}g(z) = 0$ if and only if $(f, g) = (0, 0)$. In fact, if one of $f$ and $g$ is zero and $a^{-iz}f(z) + a^{iz}g(z) = 0$, the other one is also zero. On the other hand, if $f \neq 0$, $g \neq 0$, and $a^{-iz}f(z) + a^{iz}g(z) = 0$, then $a^{2\pi z} = -f(z)/g(z)$, and hence $a \not\in q^{Z/2}$. The maps $p_1 : (a^{-iz}f(z) + a^{iz}g(z)) \mapsto a^{-iz}f(z)$ and $p_2 : (a^{-iz}f(z) + a^{iz}g(z)) \mapsto a^{iz}g(z)$ are projections from $V_a$ to the first and the second components of the direct sum, respectively. We define the inner product on $V_a$ by

$$\langle \phi_1, \phi_2 \rangle = \langle f_1, g_1 \rangle_{L^2(T_q)} + \langle g_1, g_2 \rangle_{L^2(T_q)},$$

where $\phi_j(z) = a^{-iz}f_j(z) + a^{iz}g_j(z)$ ($j = 1, 2$). Then $V_a$, with this inner product is a Hilbert space and is isomorphic to the (orthogonal) direct sum $L^2(T_q) \oplus L^2(T_q)$ of
Hilbert spaces ([39 Chapter 5]). We put

\[ X(k) := (q^k/a)^{iz}, \quad Y(l) := X(l)^{-1} = (q^l/a)^{-iz} \]  

(2.1)

for \( k, l \in \mathbb{Z} \) and \( \alpha > 0 \). We regard \( X(k) \) and \( Y(l) \) as functions of \( z \), functions of \( (a, z) \), or symbols, depending on the situation. For a fixed \( 0 < a \neq q^{i/2} \), the countable set consisting of all \( X(k) \) and \( Y(l) \) is linearly independent over \( \mathbb{C} \) as a set of functions of \( z \), since the linear dependence of \{ \( X(k), Y(l) \) \}_{k, l \in \mathbb{Z}} \) implies the existence of a nontrivial pair of functions \( f, g \in L^2(\mathbb{T}_q) \) satisfying \( a^{-iz}f(z) + a^{iz}g(z) = 0 \). Using these vectors, we have

\[ V_a = \left\{ \phi = \sum_{k \in \mathbb{Z}} u(k)X(k) + \sum_{l \in \mathbb{Z}} v(l)Y(l) : \{u(k)\}_{k \in \mathbb{Z}}, \{v(l)\}_{l \in \mathbb{Z}} \in l^2(\mathbb{Z}) \right\} \]

\[ \simeq L^2(\mathbb{T}_q) \oplus L^2(\mathbb{T}_q), \]

\[ p_1V_a = \left\{ \sum_{k \in \mathbb{Z}} u(k)X(k) : \{u(k)\}_{k \in \mathbb{Z}} \in l^2(\mathbb{Z}) \right\} \simeq L^2(\mathbb{T}_q), \]

\[ p_2V_a = \left\{ \sum_{l \in \mathbb{Z}} v(l)Y(l) : \{v(l)\}_{l \in \mathbb{Z}} \in l^2(\mathbb{Z}) \right\} \simeq L^2(\mathbb{T}_q) \]

and

\[ \langle \phi, \phi' \rangle = \sum_{k \in \mathbb{Z}} u(k)\overline{u'(k)} + \sum_{l \in \mathbb{Z}} v(l)\overline{v'(l)} \quad (\phi, \phi' \in V_a), \]

\[ \|\phi\|^2 = \langle \phi, \phi \rangle = \sum_{k \in \mathbb{Z}} |u(k)|^2 + \sum_{l \in \mathbb{Z}} |v(l)|^2 \quad (\phi \in V_a), \]  

(2.2)

where

\[ \phi = \sum_{k \in \mathbb{Z}} u(k)X(k) + \sum_{l \in \mathbb{Z}} v(l)Y(l) \quad \text{and} \quad \phi' = \sum_{k \in \mathbb{Z}} u'(k)X(k) + \sum_{l \in \mathbb{Z}} v'(l)Y(l). \]

On the other hand, we have

\[ \|\phi\|^2 = \frac{\log q}{2\pi} \int_{I_q} p_1\phi(z)p_1\overline{\phi(z)} \, dz + \frac{\log q}{2\pi} \int_{I_q} p_2\phi(z)p_2\overline{\phi(z)} \, dz \]  

(2.3)

for \( \phi \in V_a \), since

\[ \frac{\log q}{2\pi} \int_{I_q} (a^{iz}f_1(z))(a^{iz}f_2(z)) \, dz = \sum_{k \in \mathbb{Z}} u_1(k)u_2(k) = \langle f_1, f_2 \rangle_{L^2(\mathbb{T}_q)} \]

for \( f_j(z) = \sum_{k \in \mathbb{Z}} u_j(k)q^{ikz} \in L^2(\mathbb{T}_q) \) \((j = 1, 2)\). Note that, for \( \phi \in V_a \), \( p_1\phi \) and \( p_2\phi \) are not periodic functions of \( z \), but the integrals \( \int_{I_q} p_j\phi(z)p_j\overline{\phi'(z)} \, dz \) \((j = 1, 2, \phi, \phi' \in V_a)\) are independent of the intervals \( I = [\alpha, \alpha + 2\pi]\) \((\alpha \in \mathbb{R})\). We write \( \phi \in V_a \) as \( \phi(z) \) (respectively, \( \phi(a, z) \)) to emphasize that \( \phi \) is a function of \( z \) (respectively, \( (a, z) \)). If we regard \( X(k) \) and \( Y(l) \) as symbols, \( V_a \), endowed with the norm defined by (2.2), is an abstract Hilbert space and is isomorphic to \( l^2(\mathbb{Z}) \oplus l^2(\mathbb{Z}) \).

For each nonnegative integer \( n \), we define the closed subspace \( V_{a,n} \) of \( V_a \) by

\[ V_{a,n} = \left\{ \phi_n = \sum_{k=0}^{n-1} u_n(k)X(k) + \sum_{l=-n}^{n-1} v_n(l)Y(l) : \{u_n(k)\}_{k=0}^{\infty}, \{v_n(l)\}_{l=-n}^{n-1} \in l^2(\mathbb{Z}) \right\} \]

and denote by \( P^*_n \) the projection operator \( V_a \to V_{a,n} \). Then, for the conjugate operator \( P^{**}_n := JP^*_n J : V_a \to V_a \) of \( P^*_n \) by the involution \( J : V_a \to V_a \) defined by

\[ J\phi = \sum_{k=-\infty}^{\infty} v(k)X(k) + \sum_{l=-\infty}^{\infty} u(l)Y(l) \quad (\phi \in V_a), \]
Both $\sum T V$ of (1.3) is constructed starting from solutions of the set of linear equations of the (right) Mellin transform of differential equations [1, (117a) and (117b), Section 6]; see also [24, Section 4].

Therefore, $P_n := P_n^* P_n^*$ maps $V_a$ into $V_{a,n}$ for every nonnegative integer $n$. In addition, $J P_n$ also maps $V_{a,n}$ into $V_{a,n}$ for every nonnegative $n$, because

$$J P_n \phi_n = \sum_{l=0}^{n-1} v_n(l) X(l) + \sum_{k=0}^{n-1} u_n(k) Y(k)$$

(2.4)

for $\phi_n \in V_{a,n}$. Note that $P_0 |_{V_{a,0}} = J P_0 |_{V_{a,0}}$, since $P_0^* J |_{V_{a,0}} = 0$, by definition.

For an exponential polynomial $E(z)$ of (1.3), we have

$$E^\sharp(z) = \sum_{m=-g}^{g} C_m q^{m z} = E_q(z; C^\sharp)$$

for $C^\sharp := (C_g, C_{g-1}, \ldots, C_0) \in \mathbb{R}^* \times \mathbb{R}^{2g-1} \times \mathbb{R}^*$, by a simple calculation. Using $E(z)$ and $E^\sharp(z)$, we define the multiplication operators

$$E : \phi(z) \mapsto E(z) \phi(z), \quad E^\sharp : \phi(z) \mapsto E^\sharp(z) \phi(z).$$

These operators map $V_a$ into $V_a$, because $E$ and $E^\sharp$ are expressed as

$$E = \sum_{m=-g}^{g} C_m T_m, \quad E^\sharp = \sum_{m=-g}^{g} C_m T_m$$

by using shift operators $T_m : V_a \to V_a (m \in \mathbb{Z})$ defined by

$$T_m v = \sum_{k=-\infty}^{\infty} u(k) X(k + m) + \sum_{l=-\infty}^{\infty} v(l) Y(l - m).$$

Both $E$ and $E^\sharp$ are bounded on $V_a$, since $\|E\| \leq \sum_{m=-g}^{g} \|C_m\| \cdot \|T_m\| \leq M$ and $\|E^\sharp\| \leq \sum_{m=-g}^{g} \|C_m\| \cdot \|T_m\| \leq M$ for $M = \max \{|C_m| : -g \leq m \leq g\}$.

Suppose that $E(z)$ has no zeros on the real line. Then the operator $E$ is invertible on $V_a$ (Lemma 4.1 (1)). Thus the operator

$$\Theta := E^{-1} E^\sharp$$

is well-defined. We have

$$(\Theta \phi)(z) = \Theta(z) \phi(z) \quad \text{for} \quad \Theta(z) := \frac{E^\sharp(z)}{E(z)}, \quad \phi \in V_a$$

and $\Theta J P_n(W_{a,n}) \subset W_{a,n}$ for each nonnegative integer $n$, where

$$W_{a,n} := V_{a,n} + \Theta J P_n V_{a,n}.$$

2.2. Quasi-canonical systems associated with exponential polynomials. In the above settings, a quasi-canonical system associated with an exponential polynomial $E(z)$ of (1.3) is constructed starting from solutions of the set of linear equations

$$(1 \pm \Theta J P_n) \phi_n^\pm = \Theta X(0) \quad (\phi_n^\pm \in W_{a,n}, \ 0 \leq n \leq 2g),$$

(2.6)

where $I$ is the identity operator. The set of $4g + 2$ equations (2.6) is a discrete analogue of the (right) Mellin transform of differential equations [11 (117a) and (117b), Section 6]; see also [24, Section 4].

Under the assumption that both $1 \pm \Theta J P_n$ are invertible on $W_{a,n}$ for every $0 \leq n \leq 2g$, that is, $(1 \pm \Theta J P_n)^{-1}$ exist as a bounded operator on $W_{a,n}$, we define

$$A_n^+(a, z) := \frac{1}{2} (1 + J) E \phi_n^+(a, z), \quad B_n^+(a, z) := \frac{1}{2} (1 - J) E \phi_n^+(a, z)$$

(2.7)
using unique solutions of \(2.6\). The functions \(A_n^*(a, z)\) and \(B_n^*(a, z)\) are entire functions of \(z\) and are extended to functions of \(a\) on \((0, \infty)\) (by formula \(4.3\)). Here we define functions \(A^*(a, z)\) and \(B^*(a, z)\) of \((a, z) \in [1, q^g) \times \mathbb{C}\) by
\[
A^*(a, z) := A_n^*(a, z), \quad B^*(a, z) := B_n^*(a, z) \tag{2.8}
\]
for \(q^{(n-1)/2} \leq a < q^{n/2}\). In general, the function \(A^*(a, z)\) is discontinuous at \(a \in [1, q^g) \cap q^{2z/2}\), because \(A_n^*(q^{n/2}, z) = A_{n+1}^*(q^{n/2}, z)\) may not be hold. The same is true about \(B^*(a, z)\). However, we will see that
\[
\alpha_n = \alpha_n(C) := \frac{A_{n-1}(q^{(n-1)/2}, z)}{A_n^*(q^{(n-1)/2}, z)}, \quad \beta_n = \beta_n(C) := \frac{B_{n-1}(q^{(n-1)/2}, z)}{B_n^*(q^{(n-1)/2}, z)} \tag{2.9}
\]
are independent of \(z\) for every \(1 \leq n \leq 2g\) (Proposition \(4.9\)). Therefore, we obtain functions \(A(a, z)\) and \(B(a, z)\) of \((a, z) \in [1, q^g) \times \mathbb{C}\) which are continuous for \(a\) and entire for \(z\) by the modification
\[
A_n(a, z) := \alpha_1 \cdots \alpha_n \cdot A_n^*(a, z), \quad B_n(a, z) := \beta_1 \cdots \beta_n \cdot B_n^*(a, z) \tag{2.10}
\]
for \(1 \leq n \leq 2g\), and
\[
A(a, z) := A_n(a, z), \quad B(a, z) := B_n(a, z) \tag{2.11}
\]
for \(q^{(n-1)/2} \leq a < q^{n/2}\). Moreover, \((A(a, z), B(a, z))\) satisfies the system \(1.8\) endowed with the boundary conditions \(1.9\) for the locally constant function \(\gamma(a)\) defined by
\[
\gamma_n = \gamma_n(C) := \frac{\alpha_1(C) \cdots \alpha_n(C)}{\beta_1(C) \cdots \beta_n(C)} \tag{2.12}
\]
and
\[
\gamma(a) := \gamma(a; C) := \gamma_n \quad \text{if} \quad q^{(n-1)/2} \leq a < q^{n/2} \tag{2.13}
\]
(Proposition \(4.6\) and Theorem \(4.1\)). This \(\gamma(a)\) is equal to the function of \(1.7\) (Proposition \(4.9\)). Therefore, \((A(a, z), B(a, z))/E(0)\) is a solution of a quasi-canonical system on \([1, q^g)\) if \(E(0) \neq 0\) and \(\alpha_n, \beta_n \neq 0\) for every \(1 \leq n \leq 2g\). As a summary of the above argument, we obtain Theorem \(4.1\), see Section \(4\) for details.

To prove Theorems \(1.2\), \(1.3\) and \(1.4\) we use the theory of de Branges spaces, which are a kind of reproducing kernel Hilbert spaces consisting of entire functions. Roughly speaking, the positivity of \(H(a)\) corresponds to the positivity of the reproducing kernels of de Branges spaces: see Section \(5\) for details.

3. Preliminaries

3.1. Identities for matrices. The following basic facts of linear algebra are used often in later sections.

**Lemma 3.1.** Let \(A\) and \(B\) be square matrices of the same size. Then
\[
\det \begin{bmatrix} A & B \\ B & A \end{bmatrix} = \det(A + B) \det(A - B).
\]

**Lemma 3.2.** Let \(A, B, C, D\) be square matrices of the same size. If \(\det A \neq 0\), \(\det D \neq 0\), and \(\det(D - CA^{-1}B) \neq 0\),
\[
\begin{bmatrix} A & B \\ C & D \end{bmatrix}^{-1} = \begin{bmatrix} (A - BD^{-1}C)^{-1} & -A^{-1}B(D - CA^{-1}B)^{-1} \\ -D^{-1}C(A - BD^{-1}C)^{-1} & (D - CA^{-1}B)^{-1} \end{bmatrix}.
\]
Lemma 3.3 (Laplace’s expansion formula). Let $A$ be a square matrix of size $n$. Let $i = (i_1, i_2, \ldots, i_k)$ (respectively, $j = (j_1, j_2, \ldots, j_k)$) be a list of indices of $k$ rows (respectively, columns), where $1 \leq k < n$ and $0 \leq i_1 < i_2 < \cdots < i_k < n$ (respectively, $1 \leq j_1 < j_2 < \cdots < j_k < n$). Denote by $A(i, j)$ the submatrix of $A$ obtained by keeping the entries in the intersection of any row and column that are in the lists. Laplace’s formula for determinants yields
\[
\det A = \sum_j (-1)^{|i|+|j|} \det A(i, j) \det A'(i, j),
\]
where $|i| = i_1 + i_2 + \cdots + i_k$, $|j| = j_1 + j_2 + \cdots + j_k$, and the summation is taken over all $k$-tuples $j = (j_1, j_2, \ldots, j_k)$ for which $1 \leq j_1 < j_2 < \cdots < j_k < n$.

For a proof of Lemma 3.3, see, e.g., [11, Chapter IV].

3.2. Definition of special matrices, I. We define several special matrices for the convenience of later arguments. We define the matrices $E_{0}^{\pm}$ to be the square matrices of size $8g$
\[
E_{0}^{\pm} = E_{0}^{\pm} (C) := \begin{bmatrix}
\epsilon_{0}^{\pm} (C) & 0 \\
0 & \epsilon_{0}^{\pm} (C)
\end{bmatrix},
\]
where $\epsilon_{0}^{\pm} (C)$ are lower triangular matrices of size $4g$ defined by
\[
\epsilon_{0}^{\pm} (C) := \begin{bmatrix}
C_{\mp g} & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
C_{\mp (g-1)} & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & \cdots & \cdots & C_{\mp (g-1)} & \cdots & \cdots & \cdots \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\end{bmatrix}.
\]
Replacing the column at the left edge of $\epsilon_{0}^{\pm}$ by the zero column vector, we have
\[
\epsilon_{1}^{\pm} = \epsilon_{1}^{\pm} (C) := \begin{bmatrix}
0 & 0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & C_{g} & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\vdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\vdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\vdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & \cdots & \cdots & \cdots & C_{g} & \cdots & \cdots & \cdots \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\end{bmatrix}.
\]
We define
\[
E_{0}^{4} J = E_{0}^{4} J (C) := 0, \quad E_{0,1}^{4} J = E_{0,1}^{4} J (C) := 0
\]
and
\[
E_{n}^{4} J = E_{n}^{4} J (C) := \begin{bmatrix}
\epsilon_{n}^{4} (C) & 0 \\
\epsilon_{n}^{4} (C) & 0
\end{bmatrix}, \quad E_{n,1}^{4} J = E_{n,1}^{4} J (C) := \begin{bmatrix}
0 & \epsilon_{n}^{4} (C) \\
\epsilon_{n}^{4} (C) & 0
\end{bmatrix}.
\]
by setting

\[ e_{1,n}^\sharp = e_{1,n}(C) := \begin{bmatrix}
0 & C_g & \cdots & C_{g-1} & \cdots & C_{-(g-1)} & C_g \\
\vdots & \ddots & \cdots & \ddots & \cdots & \ddots & \vdots \\
C_{g-1} & \cdots & \ddots & \ddots & \cdots & \ddots & C_{g-1} \\
\vdots & \cdots & \ddots & \ddots & \cdots & \ddots & \vdots \\
C_{-(g-1)} & \cdots & \cdots & \ddots & \ddots & \ddots & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 & 0 \\
\end{bmatrix} = \begin{bmatrix}
2g - n & n & 2g \\
\cdots & \cdots & \cdots \\
2g + n & 2g - n & \end{bmatrix} \]

and

\[ e_{2,n}^\sharp = e_{2,n}(C) := \begin{bmatrix}
0 & 0 & \cdots & 0 & 0 \\
\vdots & \ddots & \cdots & \ddots & \vdots \\
C_g & \ddots & \cdots & \ddots & 0 \\
\vdots & \cdots & \ddots & \cdots & \vdots \\
C_{g-1} & \cdots & \cdots & \ddots & 0 \\
C_{-(g-1)} & \cdots & \cdots & \cdots & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 \\
\end{bmatrix} = \begin{bmatrix}
n & 4g - n \\
\cdots & \cdots \\
2g - n & 2g + n \\
\end{bmatrix} \]

for \( 1 \leq n \leq 2g \), where the right-hand sides mean the size of each block of matrices in middle terms. In addition, we define square matrices \( e_0^\sharp \) of size \( 4g \) by

\[ e_0^\sharp = e_0^\sharp(C) := \begin{bmatrix}
C_g & C_{g-1} & \cdots & C_{-(g-1)} & C_g \\
\vdots & \ddots & \cdots & \ddots & \vdots \\
C_{g-1} & \cdots & \ddots & \ddots & \vdots \\
\vdots & \cdots & \ddots & \ddots & \ddots \\
C_{-(g-1)} & \cdots & \cdots & \ddots & \ddots \\
C_{-(g-1)} & \cdots & \cdots & \cdots & \ddots \\
C_g & \ddots & \cdots & \cdots & \ddots \\
\vdots & \cdots & \ddots & \ddots & \ddots \\
C_{g-1} & \cdots & \cdots & \cdots & \cdots \\
C_{g-1} & \cdots & \cdots & \cdots & \cdots \\
C_{g} & \cdots & \cdots & \cdots & \cdots \\
\end{bmatrix} \]
so that

\[
J^{(8g)}E_0^+ = \begin{bmatrix}
0 \\
e_0^g
\end{bmatrix}.
\]

Replacing \(n\) columns from the left edge of \(e_0^g\) by zero column vectors, we have

\[
e_{0,n}^g = e_{0,n}^g(\mathcal{C}) := \begin{bmatrix}
0 \\
\vdots \\
0 \\
C_g & C_{g-1} & \cdots & C_{(g-1)} & C_g
\end{bmatrix}
\]

We denote by \(I^{(m)}\) the identity matrix of size \(m\) and by \(J_n^{(m)}\) the following square matrix of size \(m\):

\[
J_n^{(m)} = \begin{bmatrix}
J^{(n)} & 0 \\
0 & 0
\end{bmatrix}, \quad \left(J^{(n)} = \begin{bmatrix} 1 & \cdots & 1 \end{bmatrix}\right).
\]

We also use the notation

\[
\chi_n = ^t[1 \ 0 \ \cdots \ 0] = \text{the unit column vector of length } n.
\]

For a square matrix \(M\) of size \(N\), we denote by \([M]_{<,n}\) (respectively, \([M]_{>,n}\)) the square matrix of size \(n (\leq N)\) in the top left (respectively, the top right) corner, and denote by \([M]_{\leq,N-n}\) (respectively, \([M]_{\geq,N-n}\)) the square matrix of size \(n (\leq N)\) in the lower right (respectively, the lower left) corner:

\[
M = \begin{bmatrix}
[M]_{<,n} & * \\
* & [M]_{\leq,N-n}
\end{bmatrix} = \begin{bmatrix}
[M]_{<,n} & * \\
* & [M]_{\geq,N-n}
\end{bmatrix}.
\]

### 3.3. Definition of special matrices, II.

For every nonnegative integer \(k\), we define the square matrix \(P_k(m_k)\) of size \(2k+2\), parametrized by \(m_k\), and the \((2k+2) \times (2k+4)\) matrix \(Q_k\) for every nonnegative integer \(k\) as follows. For \(k = 0, 1,\)

\[
P_0 := \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad Q_0 := \begin{bmatrix} 1 & 1 & 0 & 0 \\ 1 & 0 & 1 & -1 \end{bmatrix},
\]

\[
P_1(m_1) := \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & -m_1 \end{bmatrix}, \quad Q_1 := \begin{bmatrix} 1 & 0 & 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & -1 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix},
\]

For \(k \geq 2\), we define \(P_k(m_k)\) and \(Q_k\) blockwisely as follows:

\[
P_k(m_k) := \begin{bmatrix} V_k^+ & 0 \\ 0 & V_k^- \end{bmatrix}, \quad Q_k := \begin{bmatrix} W_k^+ & 0 \\ 0 & W_k^- \end{bmatrix},
\]

\[
0_{k,k+2} & 0_{k,k+2} \end{bmatrix}.
\]
where $0I_k := [0_{k,1} \ I_k]$, $-m_k \cdot 0I_k = [0_{k,1} \ -m_k \cdot I_k]$, $0_{k,l}$ is the $k \times l$ zero matrix, $I_k$ is the identity matrix of size $k$,

$$V_k^+ := \begin{pmatrix} 1 & 0 & \cdots & 1 \\ & 1 & \cdots & 1 \\ & & \ddots & \vdots \\ & & & 1 \end{pmatrix} \left( \frac{k+3}{2} \right) \times (k+1) \quad \text{if } k \text{ is odd},$$

$$V_k^- := \begin{pmatrix} 1 & 0 \\ & 1 \\ & \vdots \\ & & 1 \\ & & & 0 \end{pmatrix} \left( \frac{k+1}{2} \right) \times (k+1) \quad \text{if } k \text{ is odd},$$

and matrices $W_k^\pm$ are defined by adding column vectors $^t(1 \ 0 \ \cdots \ 0)$ to the right-side end of matrices $V_k^\pm$:

$$W_k^+ := \begin{pmatrix} 1 & 0 & \cdots & 1 \\ & 1 & \cdots & 1 \\ & & \ddots & \vdots \\ & & & 1 \end{pmatrix} \left( \frac{k+3}{2} \right) \times (k+2) \quad \text{if } k \text{ is odd},$$

$$W_k^- := \begin{pmatrix} 1 & 0 \\ & 1 \\ & \vdots \\ & & 1 \\ & & & 0 \end{pmatrix} \left( \frac{k+1}{2} \right) \times (k+2) \quad \text{if } k \text{ is odd},$$

Lemma 3.4. For $k \geq 1$,

$$\det P_k(m_k) = \begin{cases} \varepsilon_{2j+1} 2^j m_{2j}^{j+1} & \text{if } k = 2j+1, \\ \varepsilon_{2j} 2^j m_{2j}^j & \text{if } k = 2j, \end{cases}$$

where

$$\varepsilon_{2j+1} = \begin{cases} +1 & j \equiv 2, 3 \mod 4 \\ -1 & j \equiv 0, 1 \mod 4 \end{cases}, \quad \varepsilon_{2j} = \begin{cases} +1 & j \equiv 0, 1 \mod 4 \\ -1 & j \equiv 2, 3 \mod 4 \end{cases}.$$

In particular, $P_k(m_k)$ is invertible if and only if $m_k \neq 0$. 


Then, by eliminating every 1 and \(-m_k\) for which \(Z\), so that
\[
Z \times k \times k
\]

Here \(Z_k\) is the \(k \times k\) matrix
\[
Z_k = \begin{bmatrix}
Z_{k,1} & Z_{k,2} \\
0_{j+1,j} & Z_{k,3}
\end{bmatrix}
\]

for which \(Z_{k,1}\) is the \(j \times j\) antidiagonal matrix with \(-1\) on the antidiagonal line and
\[
\begin{bmatrix}
Z_{k,2} \\
Z_{k,3}
\end{bmatrix} = \begin{bmatrix}
\cdot & \cdot & \cdots & \cdot & -m_k \\
-2m_k & & \cdots & -2m_k \\
\end{bmatrix}
\]

The above formula for \(\det P_k(m_k)\) implies the desired result. The case of even \(k\) is proved in a way similar to the case of odd \(k\).

\[\square\]

**Lemma 3.5.**

\[
P_k(m_k)^{-1}Q_k = \begin{bmatrix}
M_{k,1} & M_{k,2} \\
M_{k,3} & M_{k,4}
\end{bmatrix} \quad (2k + 2) \times (2k + 4)
\]

for every \(0 \leq k \leq 2g\), where \(M_{k,1}, M_{k,2}, M_{k,3}, M_{k,4}\) are \((k + 1) \times (k + 2)\) matrices defined by
\[
\begin{bmatrix}
M_{0,1} & M_{0,2} \\
M_{0,3} & M_{0,4}
\end{bmatrix} = \begin{bmatrix}
1 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0
\end{bmatrix}, \quad \begin{bmatrix}
M_{1,1} & M_{1,2} \\
M_{1,3} & M_{1,4}
\end{bmatrix} = \begin{bmatrix}
1 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & -1
\end{bmatrix}
\]

and
\[
M_{k,1} = \begin{bmatrix}
2 & 1 & \cdots & 1 \\
1 & 2 & \cdots & 1 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 1 & \cdots & 1
\end{bmatrix}, \quad M_{k,4} = \begin{bmatrix}
2 & 1 & \cdots & 1 \\
1 & 2 & \cdots & 1 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 1 & \cdots & 1
\end{bmatrix}
\]

if \(k \geq 3\) is odd,

\[
M_{k,1} = \begin{bmatrix}
1 & \cdots & 1 \\
1 & \cdots & 1 \\
\vdots & \ddots & \vdots \\
1 & \cdots & 1 \\
0 & \cdots & 1
\end{bmatrix}, \quad M_{k,4} = \begin{bmatrix}
1 & \cdots & 1 \\
1 & \cdots & 1 \\
\vdots & \ddots & \vdots \\
1 & \cdots & 1 \\
0 & \cdots & 1
\end{bmatrix}
\]

if \(k \geq 2\) is even,
Proof. Noting the definitions of $P_k(m_k)$, $Q_k$ and $M_{k,l}$ ($1 \leq l \leq 4$), the identity

$$P_k(m_k) \begin{bmatrix} M_{k,1} & M_{k,2} \\ M_{k,3} & M_{k,4} \end{bmatrix} = Q_k$$

is checked in an elementary way. \qed
4. Proof of Theorem \([1.1]\)

In this section, we complete the proof of Theorem \([1.1]\) by showing each statement in Section \([2]\). We fix \(g \in \mathbb{Z}_+\), \(q > 1\) and \(C \in \mathbb{R}^n \times \mathbb{R}^{2g-1} \times \mathbb{R}^n\) throughout this section.

**Lemma 4.1.** Let \(E\) be the multiplication operator defined by \([2.5]\) for \(E(z)\) of \([1.3]\). Suppose that \(E(z)\) has no zeros on the real line. Then \(E\) is invertible on \(V_\phi\).

**Proof.** It is sufficient to prove that \(E\) is invertible on \(p_1V_\phi\) and \(p_2V_\phi\), since \(e^{\pm 2it\pi(1/E(z))}f(z) = g(z)\) is impossible for any \(0 \neq f, g \in L^2(T_q)\). We have \(1/E(z) \in L^\infty(T_q)\), by assumption. Therefore, multiplication by \(1/E(z)\) defines a bounded operator \(E^{-1}\) on \(p_1V_\phi\) with the norm \(\|E^{-1}\| = \|1/E\|_{L^\infty(T_q)}\) for \(i = 1, 2\).

Let us consider the equations

\[
(E \pm E^\sharp JP_n) \phi_n^\pm = E^\sharp X(0) \quad (\phi_n^\pm \in W_{a,n}, 1 \leq n \leq 2g)
\]

instead of \((2.6)\). They are equivalent to \((4.1)\) if \(E\) is invertible.

**Lemma 4.2.** Let \(0 < a \notin q^{Z/2}\). Let \(D_n(C)\) be matrices define in Theorem \([1.1]\). Suppose that \(\det D_n(C) \neq 0\) for every \(1 \leq n \leq 2g\). Then \(\Theta JP_n\) defines a compact operator on \(W_{a,n}\) for each \(0 \leq n \leq 2g\), and the resolvent set of \(\Theta JP_n|W_{a,n}\) contains both \(\pm 1\). In particular, \(1 \pm \Theta JP_n\) are invertible on \(W_{a,n}\), and \([1.1]\) has unique solutions in \(W_{a,n}\) for each \(0 \leq n \leq 2g\).

**Remark 4.3.** If \(a \in q^{Z/2} \cap (0, \infty)\), \(1 \pm \Theta JP_n\) may not be invertible.

**Proof.** It is trivial for \(n = 0\), since \(P_0|W_{a,0} = 0\). Let \(n \geq 1\). By definition, \(P_n\) is a projection from \(V_\phi\) into \(V_{a,n}\), so \(\Theta JP_n\) is an operator on \(W_{a,n}\). The image of \(W_{a,n}\) by \(E^\sharp JP_n\) is finite dimensional by definition of \(E^\sharp\) and \([2.4]\), thus \(\Theta JP_n = E^{-1}(E^\sharp JP_n)\) is a finite rank operator on \(W_{a,n}\). Hence it is compact. Thus, \(\lambda \in \mathbb{C} \setminus \{0\}\) is either an eigenvalue of \(\Theta JP_n|W_{a,n}\) or an element of the resolvent set of \(\Theta JP_n|W_{a,n}\). Assume that \(\Theta JP_n \phi_n = \pm \phi_n\). Then \(\|\Theta JP_n \phi_n\| = \|\phi_n\|\). Because \(\Theta\) and \(p_i\) \((i = 1, 2)\) commute,

\[
\|\Theta JP_n \phi_n\|^2 = \frac{\log q}{2\pi} \int_{I_q} |\Theta(z)p_1JP_n \phi_n(z)|^2 \, dz + \frac{\log q}{2\pi} \int_{I_q} |\Theta(z)p_2JP_n \phi_n(z)|^2 \, dz
\]

\[
= \frac{\log q}{2\pi} \int_{I_q} |p_1JP_n \phi_n(z)|^2 \, dz + \frac{\log q}{2\pi} \int_{I_q} |p_2JP_n \phi_n(z)|^2 \, dz
\]

\[
= \sum_{k=0}^{n-1} |u(k)|^2 + \sum_{l=0}^{n-1} |v(l)|^2
\]

by \([2.3]\), while,

\[
\|\phi_n\|^2 = \frac{\log q}{2\pi} \int_{I_q} |p_1 \phi_n(z)|^2 \, dz + \frac{\log q}{2\pi} \int_{I_q} |p_2 \phi_n(z)|^2 \, dz = \sum_{k=0}^{\infty} |u(k)|^2 + \sum_{l=-\infty}^{n-1} |v(l)|^2
\]

by \([2.3]\). Thus,

\[
\phi_n = \sum_{k=0}^{n-1} u(k)X(k) + \sum_{l=0}^{n-1} v(l)Y(l).
\]

In this case,

\[
E^\sharp JP_n \phi_n = \sum_{m=-g}^{g} \sum_{k=0}^{n-1} C_{-m} v(k)X(k+m) + \sum_{m=-g}^{g} \sum_{l=0}^{n-1} C_{-m} u(l)Y(l-m)
\]

and

\[
\pm E \phi_n = \pm \sum_{m=-g}^{g} \sum_{k=0}^{n-1} C_{m} u(k)X(k+m) \pm \sum_{m=-g}^{g} \sum_{l=0}^{n-1} C_{m} v(l)Y(l-m).
\]
Comparing the coefficients of \( \{X(k)\}_{-g \leq k \leq -g+n-1} \) and \( \{X(k)\}_{g \leq k \leq g+n-1} \) in the equality 
\( E^\pm \gamma_{\phi_n} = \pm \phi_n \), yields
\[
A^\pm \cdot \begin{bmatrix} u_n(0) & \cdots & u_n(n-1) & v_n(0) & \cdots & v_n(n-1) \end{bmatrix} = 0, \tag{4.2}
\]
where
\[
A^\pm = \begin{bmatrix}
C_g & C_{g-1} & C_g \\
\vdots & \cdots & \cdots & \cdots \\
\pm C_{g-n+1} & \pm C_{g-n+2} & \cdots & \cdots & \cdots \\
\pm C_g & \cdots & \cdots & \cdots & \pm C_{-g}
\end{bmatrix}.
\]

Here \( \det A^\pm \neq 0 \) by \( \det D_n(C) \neq 0 \). Therefore \( \text{cf. (4.2)} \) has no nontrivial solutions, which means \( \phi_n = 0 \). Consequently, neither 1 nor -1 is an eigenvalue, and hence both belong to the resolvent set of \( \Theta J P_n \mid W_{a,n} \). This means that \( (1 \pm \Theta J P_n \mid W_{a,n})^{-1} \) exist and are bounded on \( W_{a,n} \).

In the remaining part of the section, we assume that
\[
\det D_n(C) \neq 0 \quad \text{for } 1 \leq n \leq 2g,
\]
so that both \( 1 \pm \Theta J P_n \) are invertible on \( W_{a,n} \) for every \( 0 \leq n \leq 2g \); cf. Lemmas 4.1 and 4.2. As we see in Section 5.1, \( E \) has no real zeros if \( \det D_{2g} \neq 0 \). Note that each \( \phi \in W_{a,n} \) has the absolutely convergent expansion
\[
\phi = \sum_{k=0}^{\infty} u(k) X(k) + \sum_{l=-\infty}^{n-1} v(l) Y(l)
\]
if \( \Im(z) > 0 \) is large enough. This is trivial for \( \phi \in V_{a,n} \) and follows for \( \phi \in \Theta J P_n V_{a,n} \) from (2.4) and the expansion
\[
\frac{E^\pm(z)}{E(z)} = \frac{C_g + \sum_{k=1}^{2g} C_{g-k} e^{ikz}}{C_{g} + \sum_{k=1}^{2g} C_{-(g-k)} e^{ikz}} = \sum_{m=0}^{\infty} \tilde{C}_m e^{irmz}
\]
that holds if \( \Im(z) > 0 \) is large enough.

Let \( \phi_n^\pm = \sum_{k=0}^{\infty} v_n^+(k) X(k) + \sum_{l=-(2g-1)}^{n-1} v_n^+(l) Y(l) \) be solutions of (4.4) for \( 0 \leq n \leq 2g \). Using coefficient of \( \phi_n^\pm \) and putting
\[
v_n^+(n) = v_n^+(n+1) = \cdots = v_n^+(2g-1) = 0
\]
if \( 0 \leq n \leq 2g-1 \), we define the column vectors \( \Phi_n^\pm \) of length \( 8g \) by
\[
\Phi_n^\pm = \begin{bmatrix} u_n^+(0) & u_n^+(1) & \cdots & u_n^+(4g-1) & v_n^+(2g-1) & v_n^+(2g-2) & \cdots & v_n^+(2g) \end{bmatrix}.
\]
Substituting \( \phi_n^\pm \) in (4.4) and then comparing coefficients of \( X(k) \) and \( Y(l) \), we obtain
\[
(E_0^\pm \pm E_n^\pm J) \Phi_n^\pm = E_0^\pm \chi_{8g} \quad (\Phi_n^\pm \in W_{a,n}, 0 \leq n \leq 2g)
\]
and
\[
\sum_{j=0}^{2g} C_{g-j} u_n^+(K+j) = 0, \quad \sum_{j=0}^{2g} C_{g-j} v_n^+(L-j) = 0
\]
for every \( K \geq 4g \) and \( L \leq -2g - 1 \).

**Lemma 4.4.** Let \( 0 \leq n \leq 2g \). Then \( \det(E_0^\pm \pm E_n^\pm J) \neq 0 \) if \( 1 \pm \Theta J P_n \) are invertible.
Proof. For fixed \( n \), equations (4.1) have unique solutions \( \phi_n^\pm \), if \( 1 \pm TP_n \) are invertible. On the other hand, the solutions \( \phi_n^\pm \) correspond to solutions of the pair of linear equations (4.3) and (4.4). Therefore, \( \det(E_0^+ \pm E_n^J) \neq 0 \).

On the other hand,
\[
E \phi_n^\pm = E^tX(0) \mp E^tJP_n \phi_n^\pm
\]
\[
= \sum_{m=-g}^{g} C_{m}(X(m) \mp \sum_{k=0}^{n-1} (v_n^+(k)X(k+m) + u_n^+(k)Y(k-m)))
\]
by (4.1). Therefore, we can write
\[
E \phi_n^\pm = \sum_{k=-g}^{g+n-1} \left( p_n^+(k)X(k) + q_n^+(k)Y(k) \right)
\]
(4.5) for some real numbers \( p_n^+(k) \) and \( q_n^+(k) \). Hence \( E \phi_n^\pm(a, z) \) are extended to smooth functions of \( a \) on \((0, \infty)\) by the right-hand side of (4.5). We use the same notation for such extended functions.

We put \( p_n^+(k) = q_n^+(k) = 0 \) for every \( g + n \leq k \leq 3g - 1 \) if \( 0 \leq n \leq 2g - 1 \) and define the column vectors \( \Psi_n^\pm \) of length \( 8g \) by
\[
\Psi_n^\pm = \begin{bmatrix} p_n^+(3g-1) & q_n^+(3g-1) & \cdots & q_n^+(3g-2) & \cdots & q_n^+(g) \end{bmatrix}.
\]
Then we have
\[
\Psi_n^\pm = E_0^\pm \Phi_n
\]
(4.6) by
\[
E \phi_n^\pm = \sum_{k=-g}^{g+n-1} \left( p_n^+(k)X(k) + q_n^+(k)Y(k) \right)
\]
\[
= \sum_{m=-g}^{g} \sum_{k=0}^{\infty} C_{m}u_n(k)X(k+m) + \sum_{m=-g}^{g} \sum_{l=-\infty}^{n-1} C_{m}v_n(l)Y(l-m).
\]

Lemma 4.5. Let \( 0 \leq n \leq 2g \). Then \( p_n^+(k) \pm q_n^+(k) = 0 \) if \( g + 1 \leq k \leq g + n - 1 \) or \(-g \leq k \leq -g + n - 1 \), and \( p_n^+(g) \pm q_n^+(g) = C_{-g} \). Therefore,
\[
(1 \pm J)E \phi_n^\pm = \sum_{k=-g+n}^{g} (p_n^+(k) \pm q_n^+(k))(X(k) \pm Y(k)).
\]

Proof. The equality \( (E_0^+ \pm E_n^J) \Phi_n = E_0^- \chi_{8g} \) is written in matrix form as
\[
\begin{bmatrix} e_0^+ & \pm e_{1,n}^+ & e_0^- \\ \pm e_{2,n} & e_0^- \end{bmatrix} \Phi_n^\pm = E_0^- \chi_{8g}.
\]
(4.7)

On the other hand,
\[
\begin{bmatrix} e_0^+ & \pm e_{0}^+ \\ \pm e_0^+ & e_0^+ \end{bmatrix} \Phi_n^\pm = \begin{bmatrix} p_n^+(3g-1) \pm q_n^+(3g-1) \\ \vdots \\ p_n^+(g) \pm q_n^+(g) \end{bmatrix},
\]
(4.7)
since
\[
E_0^+ \pm J^{(8g)}E_0^+ = \begin{bmatrix}
  e_0^+ & \pm e_0^z \\
  \pm e_0^z & e_0^+
\end{bmatrix},
\]
by definition of \(e_0^+\), and
\[
(I^{(8g)} \pm J^{(8g)})E_0^+ \Phi_n^\pm = (I^{(8g)} \pm J^{(8g)})\Psi_n^\pm = \begin{bmatrix}
  p_n^+(-g) \pm q_n^+(-g) \\
p_n^+(g) \pm q_n^+(g+1) \\
\vdots \\
p_n^+(3g-1-1) \pm q_n^+(3g-1) \\
p_n^+(3g-2) \pm q_n^+(3g-2) \\
\vdots \\
p_n^+(g) \pm q_n^+(g)
\end{bmatrix},
\]
by (4.6). In addition,
\[
\begin{bmatrix}
  e_0^+ & \pm e_0^z \\
  \pm e_0^z & e_0^+
\end{bmatrix}
\begin{bmatrix}
  e_0^+ & \pm e_0^z \\
  \pm e_0^z & e_0^+
\end{bmatrix} = \begin{bmatrix}
  e_0^+ & \pm e_0^z \\
  \pm e_0^z & e_0^+
\end{bmatrix}
\begin{bmatrix}
  e_0^+ & \pm e_0^z \\
  \pm e_0^z & e_0^+
\end{bmatrix}.
\]
since \(v_n^\pm(n) = v_n^\pm(n+1) \cdots = v_n^\pm(2g-1) = 0\) for \(1 \leq n \leq 2g-1\), by definition of \(\Phi_n^\pm\). Therefore,
\[
\begin{bmatrix}
  e_0^+ & \pm e_0^z \\
  \pm e_0^z & e_0^+
\end{bmatrix}_{\pm} \text{ with indices } (2g+1, 2g+2, \ldots, 4g) \text{ and } n \text{ rows of both } E_0^+ \pm E_n^J \text{ and }
\begin{bmatrix}
  e_0^+ & e_0^\pm \\
  e_0^\pm & e_0^+
\end{bmatrix}_{\pm}
\]
with indices \((8g-n + 1, 8g-n + 2, \ldots, 8g)\) have the same entries. Therefore, by comparing \(2g\) rows of (4.7) and (4.8) with indices \((2g+1, 2g+2, \ldots, 4g)\), we obtain \(p_n^\pm(g) \pm q_n^\pm(g) = C_{-g}\) and \(p_n^\pm(k) \pm q_n^\pm(k) = 0\) \((g+1 \leq k \leq 3g-1)\). Similarly, by comparing \(n\) rows of (4.7) and (4.8) with indices \((8g-n + 1, 8g-n + 2, \ldots, 8g)\), we obtain \(p_n^\pm(k) \pm q_n^\pm(k) = 0\) \((-g \leq k \leq -g + n-1)\). Hence we complete the proof.  

We define the column vectors \(A_n^+\) and \(B_n^+\) of length \(8g\) by
\[
A_n^+ = A_n^+(\mathcal{C}) := (I + J)\Psi_n^+ = (I + J)E_n^+\Phi_n^+,
\]
\[
B_n^+ = B_n^+(\mathcal{C}) := (I - J)\Psi_n^- = (I - J)E_n^+\Phi_n^-,
\]
(4.9)
Proof.

By (4.1),

\[ g + \text{. . .} \]

Therefore, for every

\[ 2 \leq g \]

This establishes Lemma 4.7, since all 4 entries of $\mathbb{I} + \mathbb{J}$ and $\mathbb{J} + \mathbb{I}$ are zero.

\[ \square \]

Proposition 4.6.

\[-a \frac{d}{da} A_n^*(a, z) = -zB_n^*(a, z), \quad -a \frac{d}{da} B_n^*(a, z) = zA_n^*(a, z) \]

for every $0 \leq n \leq 2g$.

We provide two lemmas used to prove Proposition 4.6.

Lemma 4.7.

\[ u_n^+(k) = u_n^-(k) \quad (0 \leq k \leq 4g - 1), \]

\[ v_n^+(k) = -v_n^-(k) \quad (-2g \leq k \leq 2g - 1) \]

for every $0 \leq n \leq 2g$.

Proof. We have $\Phi_n^\pm = (E_n^+ \pm E_n^J)^{-1}E_0^- \chi_{8g}$ with

\[ E_0^+ \pm E_0^J = \begin{bmatrix} e_0^+ & \pm e_{1,n}^+ \\ \pm e_{2,n}^+ & e_0^- \end{bmatrix} \]

by (4.8) and definition of $E_n^J$. Applying Lemma 3.2 to $A = D = P := e_0^+$, $B = \pm Q := \pm e_{1,n}^+$, and $C = \pm R := \pm e_{2,n}^+$, we obtain

\[ \Phi_n^\pm = \begin{bmatrix} (P - QP^{-1}R)^{-1} & \mp P^{-1}Q(P - RP^{-1}Q)^{-1} \\ \mp P^{-1}R(P - QP^{-1}R)^{-1} & (P - RP^{-1}Q)^{-1} \end{bmatrix} E_0^- \chi_{8g}. \]

This establishes Lemma 4.7 since all 4g entries of $E_0^- \chi_{8g}$ with indices $(4g + 1, 4g + 2, \ldots, 8g)$ are zero.

\[ \square \]

Lemma 4.8.

\[ p_n^+(k) + q_n^+(k) = p_n^-(k) - q_n^-(k) \quad (-g \leq k \leq g + n - 1), \]

for every $0 \leq n \leq 2g$, where $p_n^+(k) \pm q_n^+(k) = 0$ if $-g \leq k \leq -g + n - 1$ or $g + 1 \leq k \leq g + n - 1$ by Lemma 4.7.

Proof. By (1.1),

\[ \mathbb{E} \phi_n^\pm = \mathbb{E}^Z X(0) + \mathbb{E}^Z J \mathbb{P}_n \phi_n^\pm \]

\[ = \sum_{m=-g}^{g} C_{-m} X(m) \mp \sum_{m=-g}^{g} C_{-m} \sum_{k=0}^{n-1} u_n^+(k) X(k + m) \mp \sum_{m=-g}^{g} C_{-m} \sum_{l=0}^{n-1} u_n^-(l) Y(l - m). \]

Therefore,

\[ (1 + J)\phi_n^+ = \sum_{m=-g}^{g} C_{-m} X(m) - \sum_{m=-g}^{g} \left( C_{m} \sum_{l=0}^{n-1} u_n^+(l) Y(l + m) + C_{-m} \sum_{l=0}^{n-1} v_n^+(k) X(k + m) \right) \]

\[ + \sum_{m=-g}^{g} C_{-m} Y(m) - \sum_{m=-g}^{g} \left( C_{m} \sum_{l=0}^{n-1} u_n^-(l) Y(l + m) + C_{-m} \sum_{l=0}^{n-1} v_n^-(l) Y(l + m) \right). \]
On the other hand,
\[
(1 - J)\mathbb{E}\phi_{n}^- = \sum_{m=-g}^{g} C_{-m}X(m) - \sum_{m=-g}^{g} \left( C_{m} \sum_{k=0}^{n-1} u_{n}^{+}(k)X(k + m) - C_{-m} \sum_{k=0}^{n-1} v_{n}^{+}(k)X(k + m) \right)
- \sum_{m=-g}^{g} C_{-m}Y(m) + \sum_{m=-g}^{g} \left( C_{m} \sum_{l=0}^{n-1} u_{n}^{-}(l)Y(l + m) - C_{-m} \sum_{l=0}^{n-1} v_{n}^{-}(l)Y(l + m) \right)
= \sum_{m=-g}^{g} C_{-m}X(m) - \sum_{m=-g}^{g} \left( C_{m} \sum_{k=0}^{n-1} u_{n}^{+}(k)X(k + m) + C_{-m} \sum_{k=0}^{n-1} v_{n}^{+}(k)X(k + m) \right)
- \sum_{m=-g}^{g} C_{-m}Y(m) + \sum_{m=-g}^{g} \left( C_{m} \sum_{l=0}^{n-1} u_{n}^{-}(l)Y(l + m) + C_{-m} \sum_{l=0}^{n-1} v_{n}^{-}(l)Y(l + m) \right)
\]
by Lemma 4.7. Comparing the right-hand sides of the above formulas of \((1 \pm J)\mathbb{E}\phi_{n}^{\pm}\) with formulas of \((1 \pm J)\mathbb{E}\phi_{n}^{\pm}\) in Lemma 4.5, we obtain Lemma 4.8.

**Proof of Proposition 4.9** By definition of \(X(k)\) and \(Y(l)\), (4.5), and Lemma 4.5,
\[
(1 \pm J)\mathbb{E}\phi_{n}^{\pm}(a, z) = \sum_{k=-g+n}^{g} \left( p_{n}^{\pm}(k) \pm q_{n}^{\pm}(k) \right) ((q^{k}/a)^{iz} \pm (q^{k}/a)^{-iz}).
\]
Therefore, the differentiability of \(A_{n}^{*}(a, z)\) and \(B_{n}^{*}(a, z)\) with respect to \(a\) is trivial, and
\[
-a \frac{d}{da} (1 + J)\mathbb{E}\phi_{n}^{+}(a, z) = iz \sum_{k=-g+n}^{g} \left( p_{n}^{+}(k) + q_{n}^{+}(k) \right) ((q^{k}/a)^{iz} - (q^{k}/a)^{-iz})
\]
\[
-a \frac{d}{da} (1 + J)\mathbb{E}\phi_{n}^{-}(a, z) = z \sum_{k=-g+n}^{g} \left( p_{n}^{-}(k) - q_{n}^{-}(k) \right) ((q^{k}/a)^{iz} + (q^{k}/a)^{-iz}).
\]
Applying Lemma 4.8 to the right-hand sides, we obtain Proposition 4.9 by definition (2.7).

As mentioned above, \(A_{n}^{*}(a, z)\) and \(B_{n}^{*}(a, z)\) of (2.7) are smooth functions of \(a\) on \((0, \infty)\) for every \(0 \leq n \leq 2g\). However \(A^{*}(a, z)\) and \(B^{*}(a, z)\) of (2.8) may be discontinuous at \(a \in (0, \infty) \cap q^{n}/2\). Therefore, as mentioned in Section 2, the next aim is to make modifications so that \(A^{*}(a, z)\) and \(B^{*}(a, z)\) become continuous functions of \(a\) on \([1, q^{g}]\).

The essential part is the following proposition.

**Proposition 4.9.** Let \(1 \leq n \leq 2g\). Suppose that \(1 \pm \Theta J_{p_{n}-1}\) are invertible on \(W_{a,n-1}\) for every \(q^{(n-1)/2} < a < q^{n/2}\) and \(1 \pm \Theta J_{p_{n}}\) are invertible on \(W_{a,n}\) for every \(q^{(n-1)/2} < a < q^{n/2}\). Define \(\alpha_{n}\) and \(\beta_{n}\) by (2.9). Then
\[
\alpha_{n} = \begin{cases}
\frac{\det(E^{+} + E^{-}J_{1})}{\det(E^{+})} & \text{if } n = 1, \\
\frac{\det(E^{+} + E^{-}J_{2}) \det(E_{0}^{+})}{\det(E^{+}) \det(E_{0}^{+} + E_{1}^{+}J)} & \text{if } n = 2, \\
\frac{\det(E^{+} + E^{-}J_{n}) \det(E_{0}^{+} + E_{n-2}^{+}J)}{\det(E^{+} + E^{-}J_{n-2}) \det(E_{0}^{+} + E_{n-1}^{+}J)} & \text{if } 3 \leq n \leq 2g.
\end{cases}
\]
\[
\beta_{n} = \begin{cases}
\frac{\det(E^{+} - E^{-}J_{1})}{\det(E^{+})} & \text{if } n = 1, \\
\frac{\det(E^{+} - E^{-}J_{2}) \det(E_{0}^{+})}{\det(E^{+}) \det(E_{0}^{+} + E_{1}^{+}J)} & \text{if } n = 2, \\
\frac{\det(E^{+} - E^{-}J_{n}) \det(E_{0}^{+} - E_{n-2}^{+}J)}{\det(E^{+} - E^{-}J_{n-2}) \det(E_{0}^{+} - E_{n-1}^{+}J)} & \text{if } 3 \leq n \leq 2g.
\end{cases}
\]
In particular, \(\alpha_{n}\) and \(\beta_{n}\) depend only on \(C\).
We prove Proposition 4.9 after preparing several lemmas.

**Lemma 4.10.** For every $0 \leq n \leq 2g$,

$$
\det(E^+_0 + E^g_n J) = \det(E^+_0 - E^g_n J).
$$

(4.13)

**Proof.** Since $E^g_n J = 0$ by definition, we suppose that $n \geq 1$. We have

$$
E^+_0 \pm E^g_n J = \begin{bmatrix}
  e^+_0 & \pm e^g_{1,n} \\
  \pm e^g_{2,n} & e^+_0 \\
  A & 0 & \pm B \\
  C & D & 0 \\
  \pm B & E & A
\end{bmatrix}
\begin{bmatrix}
  2g + n \\
  4g - 2n \\
  2g + n \\
  4g - 2n \\
  2g + n
\end{bmatrix}
$$

by the definition of $e^g_{1,n}$ and $e^g_{2,n}$, where

$$
A = [e^+_0] \setminus 2g + n, \quad B = [e^g_{2,n}] \cup 2g + n, \quad D = [e^+_0] \setminus 2g - n
$$

and the right-hand side means the size of each block of the matrix of the second line. Applying Lemma 3.3 to the $(4g - 2g - n)$ columns of $E^+_0 \pm E^g_n J$ with indices $(2g + n + 1, \ldots, 4g)$, and then applying Lemma 3.3 to the $(4g - 2g - n)$ rows of the resulting matrix with indices $(2g + n + 1, \ldots, 4g)$, we obtain

$$
\det(E^+_0 \pm E^g_n J) = \det(D) \det\begin{bmatrix}
  A & \pm B \\
  \pm B & A
\end{bmatrix}.
$$

By Lemma 3.1

$$
\det\begin{bmatrix}
  A & \pm B \\
  \pm B & A
\end{bmatrix} = \det(D) \det(A + B) \det(A - B).
$$

This equality shows (4.13). \qed

**Lemma 4.11.**

$$
\operatorname{adj}(e^+_0 \pm e^-_0 J^{(4g)}_n e^-_0 \chi_{4g}) = \operatorname{adj}(e^+_0 \pm e^-_1 J^{(4g)}_n e^-_1 \chi_{4g})
$$

for every $1 \leq n \leq 2g$, where $\operatorname{adj}(A) = (\det A) A^{-1}$ is the adjugate matrix of $A$.

**Proof.** Let $w = \ell [C_g \cdots C_{-g} 0 \cdots 0]$ be the column vector of length $4g$. Denote by $u_{n,j}$ and $v_{n,j}$ the column vectors of $e^+_0 \pm e^-_0 J^{(4g)}_n$ and $e^+_0 \pm e^-_1 J^{(4g)}_n$, respectively:

$$
e^+_0 \pm e^-_0 J^{(4g)}_n = \begin{bmatrix} u_{n,1} & \cdots & u_{n,4g} \end{bmatrix}, \quad e^+_0 \pm e^-_1 J^{(4g)}_n = \begin{bmatrix} v_{n,1} & \cdots & v_{n,4g} \end{bmatrix}.
$$

By Cramer’s formula, it is sufficient to prove that

$$
\det[u_{n,1} \cdots u_{n,j-1} \frac{j}{w} u_{n,j+1} \cdots u_{n,4g}] = \det[v_{n,1} \cdots v_{n,j-1} \frac{j}{w} v_{n,j+1} \cdots v_{n,4g}]
$$

(4.14)
for every $1 \leq j \leq 2g$. By definition of $e_0^+$ and $e_1^+$, $u_{n,j} = v_{n,j}$ for every $j \neq n$, $1 \leq j \leq 4g$, and $u_{n,n} = v_{n,n} + w$. Therefore, (4.11) is trivial if $j = n$. If $1 \leq j < n$,

$$\det[u_{n,1} \cdots u_{n,j-1} \frac{j}{w} u_{n,j+1} \cdots u_{n,4g}]$$

$$= \det[v_{n,1} \cdots v_{n,j-1} \frac{j}{w} v_{n,j+1} \cdots v_{n,4g}] + \det[v_{n,1} \cdots \frac{j}{w} \cdots \frac{n}{w} \cdots v_{n,4g}]$$

$$= \det[v_{n,1} \cdots v_{n,j-1} \frac{j}{w} v_{n,j+1} \cdots v_{n,4g}] + 0.$$  

Hence we obtain (4.14). □

**Lemma 4.12.**

$$\det(e_0^+ + e_1^- J_1^{(4g)}) = \det(e_0^+ + e_1^- J_2^{(4g)}) = \det(e_0^+)$$

and

$$\det(e_0^+ + e_1^- J_n^{(4g)}) = \det(e_0^+ + e_0^- J_n^{(4g)})$$

for $3 \leq n \leq 2g$.

**Proof.** We have $\det(e_0^+ + e_1^- J_1^{(4g)}) = \det(e_0^+)$, since $e_1^- J_1^{(4g)} = 0$. On the other hand, $\det(e_0^+ + e_1^- J_2^{(4g)}) = C_{-g} = \det(e_0^+)$, since $e_0^+$ is a lower triangular matrix of size $4g$ and

$$e_1^- J_2^{(4g)} = \begin{bmatrix} 0 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & 0 \\
* & \cdots & 0 & 0 \\
* & \cdots & \cdots & \cdots \end{bmatrix}.$$  

For $3 \leq n \leq 2g$, we have

$$e_0^+ + e_1^- J_n^{(4g)} = \begin{bmatrix} C_{-g} & 0 & \cdots & 0 \\
* & \cdots & \cdots & 0 \\
* & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots \end{bmatrix}.$$

The $4g$-th row and the $4g$-th column of $e_0^+ + e_1^- J_n^{(4g)}$ are $[0 \cdots 0 C_g \cdots C_{-g}]$ and $[0 \cdots 0 0 \cdots 0 C_{-g}]$, respectively. Therefore,

$$\det([e_0^+ + e_1^- J_n^{(4g)}]_{4g-1}) = C_{-g}^{-1} \det(e_0^+ + e_0^- J_n^{(4g)}).$$

Hence, we obtain the equality of Lemma 4.12. □

**Lemma 4.13.** For $1 \leq n \leq 2g$,

$$\det(E_0^+ + E_n^g J) = C_{-g}^{2g-2n} \det([E_0^+ + E_0^- J_n^{(8g)}]_{2g+n}) \det([E_0^+ - E_0^- J_n^{(8g)}]_{2g+n}).$$  

(4.15)

**Proof.** By the proof of Lemma 4.10

$$\det(E_0^+ + E_n^g J) = C_{-g}^{2g-2n} \det([e_0^+]_{2g+n} + [e_2^g]_{2g+n}) \det([e_0^-]_{2g+n} - [e_2^g]_{2g+n})$$

Here

$$[e_0^+]_{2g+n} + [e_2^g]_{2g+n} = [E_0^+ + E_0^- J_n^{(8g)}]_{2g+n},$$

since $[e_0^+]_{2g+n} = [E_0^+]_{2g+n}$ and $[e_2^g]_{2g+n} = [E_0^- J_n^{(8g)}]_{2g+n}$ by definition of matrices. Applying Lemma 4.3 to the $2g$ columns of $[E_0^+ + E_0^- J_n^{(8g)}]_{2g+n}$ with indices $(n+1, n+2, \ldots, 2g+n)$, we have

$$\det([E_0^+ + E_0^- J_n^{(8g)}]_{2g+n}) = C_{-g}^{2g} \det([E_0^+ + E_0^- J_n^{(8g)}]_{2g+n}),$$

since all entries above $[E_0^+ + E_0^- J_n^{(8g)}]_{2g+n}$ in $[E_0^+ + E_0^- J_n^{(8g)}]_{2g+n}$ are zero and $[E_0^+ + E_0^- J_n^{(8g)}]_{2g+n}$ is lower triangular with diagonal $(C_{-g}, \ldots, C_{-g})$. Therefore, we obtain (4.15). □
Lemma 4.14.

$$\det(E_0^+ \pm E_0^- J_n^{(8g)}) (1 \mp (u_n^\pm (n-1) + v_n^\pm (0))) = \det(E_0^+ \pm E_0^- J_{n-2}^{(8g)})$$

Proof. Let \( w = \ell [C_g \cdots C_{-g} 0 \cdots 0] \) be the column vector of length 8g. Denote by \( u_{n,j}^\pm \) the columns of \( E_0^+ \pm E_0^- J_n \). By Cramer's formula,

$$\det(E_0^+ \pm E_0^- J_n) (1 \mp (u_n^\pm (n-1) + v_n^\pm (0)))$$

$$= \det(E_0^+ \pm E_0^- J_n) \mp [u_n^\pm \cdots w \cdots u_{n,6g}] \pm \det[u_{n,1}^\pm \cdots \mp w \cdots u_{n,6g}^-]$$

$$= \det(E_0^+ \pm E_0^- J_n) \mp [u_n^\pm \cdots w \cdots u_{n,6g}] \mp \det[u_{n,1}^\pm \cdots \pm w \cdots u_{n,6g}^+]$$

$$= \mp \det[u_{n,1}^\pm \cdots w \cdots u_{n,6g}] \mp \det[u_{n,1}^\pm \cdots w \cdots u_{n,6g}^+]$$

$$= \mp \det[u_{n,1}^\pm \cdots w \cdots u_{n,6g}] \mp \det[u_{n,1}^\pm \cdots w \cdots u_{n,6g}^+]$$

Therefore, it is sufficient to prove

$$\det(E_0^+ \pm E_0^- J_{n-2}^{(8g)}) \det(E_0^+ \pm E_0^- J_n)$$

$$= \det(E_0^+ \pm E_0^- J_{n-2}^{(8g)}) [u_{n,1}^\pm \cdots w \cdots u_{n,6g}^- \pm w \cdots u_{n,6g}^+] \cdots (4.16)$$

Applying Lemma 3.3 to the columns \((n + 1, n + 2, \cdots, 8g)\), we obtain

$$\det(E_0^+ \pm E_0^- J_{n-2}^{(8g)}) = \det([E_0^+ \pm E_0^- J_{n-2}^{(8g)}]_{n-2}) \det([E_0^+ \pm E_0^- J_{n-2}^{(8g)}]_{8g-n+2})$$

$$= C_{8g-n+2} \det([E_0^+ \pm E_0^- J_{n-2}^{(8g)}]_{n-2}),$$

since all entries above \([E_0^+ \pm E_0^- J_{n-2}^{(8g)}]_{8g-n+2}\) are zero and \([E_0^+ \pm E_0^- J_{n-2}^{(8g)}]_{8g-n+2}\) is lower triangular with diagonal \((C_{-g}, \cdots, C_{-g})\).

By the proof of Lemma 4.10

$$\det(E_0^+ \pm E_0^- J_n) = C_{8g-n} \det([E_0^+]_{2g+n} + [e_{1,n}^\pm]_{2g+n}) \det([E_0^+]_{2g+n} + [e_{1,n}^\pm]_{2g+n})$$

since \([e_{1,n}^\pm]_{2g+n}\). We observe that

$$[E_0^+]_{2g+n} + [e_{1,n}^\pm]_{2g+n} = [E_0^+]_{2g+n} + [e_{1,n}^\pm]_{2g+n}$$

By Lemma 4.13

$$(\text{LHS of } 4.16) = C_{16g-2n+2} \det([E_0^+ \pm E_0^- J_{n-2}^{(8g)}]_{n-2}) \times \det([E_0^+ \pm E_0^- J_{n}^{(8g)}]_{n}) \det([E_0^+ \pm E_0^- J_{n}^{(8g)}]_{n})$$

On the right-hand side of \( 4.16 \), we have

$$\det(E_0^+ \pm E_0^- J_{n}^{(8g)}) = C_{8g-n} \det([E_0^+ \pm E_0^- J_{n}^{(8g)}]_{n})$$
by applying Lemma 3.3 to the columns \((n+1, n+2, \cdots, 8g)\) of \(E_0^+ \pm E_0^- J_n^{(8g)}\). Therefore, it is sufficient to prove

\[
D_n^\pm := \det(u^\pm_{n,1} \cdots u^\pm_{n,6g} \mp w \cdots u^\pm_{n,6g} \mp w \cdots u^\pm_{n,6g})
\]

(4.17)

Subtracting the \((6g - j)\)-th column from the \((n - j)\)-th column for \(1 \leq j \leq n - 1\), we obtain

\[
D_n^\pm = \det(v^\pm_{n,1} \cdots v^\pm_{n,n-1} u^\pm_{n,6g} \mp w \cdots u^\pm_{n,6g} \mp w \cdots u^\pm_{n,6g})
\]

where \(v^\pm_{n,n-j} = u^\pm_{n,n-j} - u^\pm_{n,6g-j}\) for \(1 \leq j \leq n - 1\). Successively adding the \((n - j + 1)\)-th column to the \((6g - j - 1)\)-th column for \(1 \leq j \leq n - 2\), we obtain

\[
M_n^\pm := [v^\pm_{n,1} \cdots v^\pm_{n,n-1} u^\pm_{n,6g} \mp w \cdots v_{n,6g,n-1} \cdots u^\pm_{n,6g} \mp w \cdots u^\pm_{n,6g}]
\]

By the deformation of the matrix, we observe that

\[
[M_n^\pm]_{\times 4g} = [E_0^+ \mp E_0^- J_n^{(8g)}]_{\times 4g}.
\]

Therefore, applying Lemma 3.3 to the columns \((n + 1, n + 2, \cdots, 4g)\), we obtain

\[
D_n^\pm = C_{-g}^{4g-n} \det([E_0^+ \pm E_0^- J_n^{(8g)}]_{\times n}) \det([M_n^\pm]_{\times 4g}).
\]

Here we note that

\[
[M_n^\pm]_{\times 2g+n} = [E_0^+ \pm E_0^- J_n^{(8g)}]_{\times 2g+n}
\]

and that the columns \((4g + 1, \cdots, 6g - n)\) are not changed by the deformation of matrix. Then, applying Lemma 3.3 to the rows \((1, \cdots, 2g - n)\) of \([M_n^\pm]_{\times 2g+n}\), we obtain

\[
D_n^\pm = C_{-g}^{6g-2n} \det([E_0^+ \pm E_0^- J_n^{(8g)}]_{\times n}) \det([E_0^+ \pm E_0^- J_n^{(8g)}]_{\times 2g+n})
\]

(4.17) is proved. \(\square\)

Lemma 4.15.

\[
\det(E_0^+ \mp E_0^- J_n^{(8g)}) = C_{-g}^{4g} \cdot \det(e_0^+ \pm e_0^- J_n^{(4g)})
\]

\[
= C_{-g}^{6g-1} \cdot \det(E^+ \pm E^- J_n^{(2g+1)})
\]

for every \(1 \leq n \leq 2g\).

Proof. If \(1 \leq n \leq 2g\), we have

\[
E_0^+ \pm E_0^- J_n^{(8g)} = \begin{bmatrix} e_0^+ & e_0^- J_n^{(4g)} & 0 \\ 0 & e_0^+ \end{bmatrix}
\]

Therefore,

\[
\det(E_0^+ \pm E_0^- J_n^{(8g)}) = C_{-g}^{4g} \det(e_0^+ \pm e_0^- J_n^{(4g)})
\]
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Proof of Proposition 4.9.

We complete the proof by comparing (4.18) and (4.19).

\[
\det(E_0^+ \pm E_0^+ J_{n+1}^g) = C_{n-g}^2 \det(A_{n-1} + B_{n-1}) \det(A_{n-1} - B_{n-1})
\]

for 2 ≤ n ≤ 2g.

Proof. By the proof of Lemma 4.10

\[
\det(E_0^+ \pm E_{n-1,n}^g) = C_{n-g}^2 \det(A_{n-1} + B_{n-1}) \det(A_{n-1} - B_{n-1})
\]

for \(A_{n-1} = [e_0^+]_{n-g+1} \text{ and } B_{n-1} = [e_{n-1,n-1}^+]_{g+1}. \) On the other hand, applying Lemma 3.3 to the columns \((2g + n + 1, \cdots, 4g)\) of \(E_0^+ \pm E_{n-1,n}^g\), and then applying Lemma 3.3 to the rows \((2g + n + 1, 4g)\) of the resulting matrix, we obtain

\[
\det(E_0^+ \pm E_{n,1,n}^g) = C_{n-g}^2 \det \left[ \begin{array}{c} A_{n} \pm B_{n-1} \\ \pm B_{n} \\ A_{n} \end{array} \right]
\]

where \(B_{n-1} = [e_{2,n-1}^+]_{2g+n}. \) Applying Lemma 3.3 to the first row of

\[
\det \left[ \begin{array}{c} A_{n} \pm B_{n-1} \\ \pm B_{n} \\ A_{n} \end{array} \right]
\]

and then applying Lemma 3.3 to the \((4g + 2n - 1)\)-th column of the resulting matrix, we obtain

\[
\det \left[ \begin{array}{c} A_{n} \pm B_{n-1} \\ \pm B_{n} \\ A_{n} \end{array} \right] = C_{n-g}^2 \det \left[ \begin{array}{c} A_{n-1} \pm B_{n-1} \\ \pm B_{n-1} \\ A_{n-1} \end{array} \right] = C_{n-g}^2 \det(A_{n-1} + B_{n-1}) \det(A_{n-1} - B_{n-1}).
\]

Hence

\[
\det(E_0^+ \pm E_{n,1,n}^g) = C_{n-g}^2 \det(A_{n-1} + B_{n-1}) \det(A_{n-1} - B_{n-1}).
\]

We complete the proof by comparing (4.18) and (4.19).

Proof of Proposition 4.11. Fix one of 0 ≤ n ≤ 2g − 1. Taking the limit \(a \to q^{n/2}\) in (2.1), we have \(X(k) = q^{(n-k)/2}\) and \(Y(l) = q^{-(l-n)/2}\). Therefore, \(X(k) = Y(l)\) as a function of \(z\) if and only if \(n = k + l\). Taking the limit \(a \to q^{n/2}\) on the left-hand side of (4.1), we obtain

\[
(E \pm E^2 J_{n+1})q^{n/2}(q^{n/2}, z) = \pm \tilde{v}_n^+(0) \sum_{m=-g}^{g} C_{-m} X(m) + \tilde{v}_n^-(0) \sum_{m=-g}^{g} C_{m} X(m) \pm C_{-m} X(n + m))
\]

\[
+ \sum_{m=-g}^{g} \sum_{k=1}^{g} C_{m} (u_n^+(k) + v_n^+(n-k)) X(k + m)
\]

\[
+ \sum_{m=-g}^{g} \sum_{k=1}^{n-1} C_{-m} (u_n^+(k) + v_n^+(n-k)) X(n - k + m)
\]

(4.20)
By (4.23), (4.24), and Lemma 4.12, we obtain

$$
(\mathbb{E} \pm \mathbb{E}^2 \Theta \mathbb{P}_{n+1}) \phi_n^\pm(q^{n/2}, z) = \sum_{m=-g}^{g} \sum_{k=0}^{\infty} C_m(u_n^+(k) + v_{n+1}^+(n-k))X(k + m) \\
\pm \sum_{m=-g}^{g} \sum_{k=0}^{n} C_m(u_n^+(k) + v_{n+1}^+(n-k))X(n - k + m).
$$

By (4.22), \((\mathbb{E} \pm \mathbb{E}^2 \Theta \mathbb{P}_{n}) \phi_n^\pm = \mathbb{E}^2 X(0)\) implies

\[
(1 \mp v_n^+(0)) \sum_{m=-g}^{g} C_m X(m) = u_n^+(0) \sum_{m=-g}^{g} (C_m X(m) \pm C_m X(n + m)) \\
\pm \sum_{m=-g}^{g} \sum_{k=1}^{\infty} C_m(u_n^+(k) + v_{n}^+(n-k))X(k + m) \\
\pm \sum_{m=-g}^{g} \sum_{k=1}^{n-1} C_m(u_n^+(k) + v_{n}^+(n-k))X(n - k + m).
\]

Let we write

\[
L \Phi_n^\pm = \begin{bmatrix}
u_n^+(0) \\
u_n^+(1) + v_n^+(n-1) \\
u_n^+(2) + v_n^+(n-2) \\
\vdots \\
u_n^+(4g-1) + v_n^+(n-4g+1)
\end{bmatrix}, \quad R \Phi_{n+1}^\pm = \begin{bmatrix}
u_{n+1}^+(0) + v_{n+1}^+(n) \\
u_{n+1}^+(1) + v_{n+1}^+(n-1) \\
u_{n+1}^+(2) + v_{n+1}^+(n-2) \\
\vdots \\
u_{n+1}^+(4g-1) + v_{n+1}^+(n-4g+1)
\end{bmatrix}.
\]

Then, comparing coefficients of \(X(k)\) \((-g \leq k \leq 3g-1)\) in (4.22), we obtain

\[
(e_0^+ \pm e_1^- J_{n+1}^{(4g)}) L \Phi_n^\pm = (1 \mp v_n^+(0)) e_0^- \chi_4g.
\]

Note that \(e_0^+ \pm e_1^- J_{n+1}^{(4g)} \neq 0\) by Lemmas 4.12, 4.13, and 4.15 since \(l \pm \Theta \mathbb{P}_n\) are invertible on \(W_{a,n}\). Therefore,

\[
L \Phi_n^\pm = \frac{1 \mp v_n^+(0)}{\det(e_0^+ \pm e_1^- J_{n+1}^{(4g)})} \text{adj}(e_0^+ \pm e_1^- J_{n+1}^{(4g)}) e_0^- \chi_4g.
\]

On the other hand, comparing coefficients of \(X(k)\) \((-g \leq k \leq 3g-1)\) in (\(E \pm E^2 \Theta \mathbb{P}_{n+1}\)) \(\phi_{n+1}^\pm = \mathbb{E}^2 X(0)\) together with (4.21), we obtain

\[
(e_0^+ \pm e_0^- J_{n+1}^{(4g)}) R \Phi_{n+1}^\pm = e_0^- \chi_4g.
\]

Note that \(e_0^+ \pm e_0^- J_{n+1}^{(4g)} \neq 0\) by Lemma 4.13 and 4.15 since \(l \pm \Theta \mathbb{P}_{n+1}\) are invertible on \(W_{a,n+1}\). This implies

\[
\det(e_0^+ \pm e_0^- J_{n+1}^{(4g)}) R \Phi_{n+1}^\pm = \text{adj}(e_0^+ \pm e_0^- J_{n+1}^{(4g)}) e_0^- \chi_4g.
\]

Then, by Lemma 4.11 we have

\[
\det(e_0^+ \pm e_0^- J_{n+1}^{(4g)}) R \Phi_{n+1}^\pm = \text{adj}(e_0^+ \pm e_0^- J_{n+1}^{(4g)}) e_0^- \chi_4g.
\]

By (4.23), (4.24), and Lemma 4.12 we obtain

\[
L \Phi_n^\pm = \frac{\det(e_0^+ \pm e_0^- J_{n+1}^{(4g)})}{\det(e_0^+ \pm e_0^- J_{n-1}^{(4g)})} (1 \mp v_n^+(0)) R \Phi_{n+1}^\pm.
\]
where we understand that \( \det(e_0^+ \pm e_0 J_{n-1}^{(4g)}) = \det(e_0^+) \) if \( n = 0, 1 \). Passing to the limit \( a \to q^{n/2} \) in the equalities in the proof of Lemma 4.8, we have

\[
(l \pm J)E \phi_n^+(q^{n/2}, z) = (1 \mp v_n^+(0)) \sum_{m=-g}^g (C_m X(m) \pm C_m X(n - m))
- u_n^+(0) \sum_{m=-g}^g (C_m X(m) \pm C_m X(n + m))
- \sum_{m=-g}^g C_m \sum_{k=1}^{n-1} (u_n^+(k) + v_n^+(n - k))X(k + m)
\equiv \sum_{m=-g}^g C_m \sum_{k=0}^{n-1} (u_n^+(k) + v_n^+(n - k))X(n - k + m)
\tag{4.26}
\]

and

\[
(l \pm J)E \phi_{n+1}^+(q^{n/2}, z) = \sum_{m=-g}^g (C_m X(m) \pm C_m X(n + m))
- \sum_{m=-g}^g C_m \sum_{k=0}^n (u_{n+1}^+(k) + v_{n+1}^+(n - k))X(k + m)
\equiv \sum_{m=-g}^g C_m \sum_{k=0}^n (u_{n+1}^+(k) + v_{n+1}^+(n - k))X(n - k + m).
\tag{4.27}
\]

Applying (4.25) to (4.26), we obtain

\[
(l \pm J)E \phi_n^+(q^{n/2}, z)/(1 \mp v_n^+(0))
= \left(1 \pm (u_n^+ + v_n^+)(n) + v_n^+(0)\right) \frac{\det(e_0^+ \pm e_0 J_{n-1}^{(4g)})}{\det(e_0^+ \pm e_0 J_{n-1}^{(4g)})} \sum_{m=-g}^g (C_m X(m) \pm C_m X(n + m))
- \frac{\det(e_0^+ \pm e_0 J_{n-1}^{(4g)})}{\det(e_0^+ \pm e_0 J_{n-1}^{(4g)})} \sum_{m=-g}^g C_m \sum_{k=1}^{n-1} (u_n^+(k) + v_n^+(n - k))X(k + m)
\equiv \frac{\det(e_0^+ \pm e_0 J_{n-1}^{(4g)})}{\det(e_0^+ \pm e_0 J_{n-1}^{(4g)})} \sum_{m=-g}^g C_m \sum_{k=0}^{n-1} (u_n^+(k) + v_n^+(n - k))X(n - k + m),
\]

and then, therefore, by (4.27) and Lemma 4.14

\[
(l \pm J)E \phi_n^+(q^{n/2}, z) = \frac{\det(e_0^+ \pm e_0 J_{n+1}^{(4g)})}{\det(e_0^+ \pm e_0 J_{n+1}^{(4g)})} (1 \mp v_n^+(0))(l \pm J)E \phi_{n+1}^+(q^{n/2}, z).
\]

By (4.3) and Cramer’s formula, we have

\[
1 \mp v_n^+(0) = \frac{\det(E_0^{++} \pm E_{n,1}^{*+} J)}{\det(E_0^{++} \pm E_{n,1}^{*+} J)}.
\]

Hence we obtain (4.11) and (4.12) by Lemma 4.15 and Lemma 4.16. \( \square \)

**Proposition 4.17.** For \( 1 \leq n \leq 2g \), define the column vectors \( A_n^* \) and \( B_n^* \) of length \( 2g - n + 1 \) by

\[
A_n^* = A_n^{**}(\mathbb{C}) = \begin{bmatrix} A_n^*(2g + 1) & \cdots & A_n^*(n + 1) \end{bmatrix},
B_n^* = B_n^{**}(\mathbb{C}) = \begin{bmatrix} B_n^*(2g + 1) & \cdots & B_n^*(n + 1) \end{bmatrix},
\]
where \( v(j) \) means the \( j \)th component of a column vector \( v \). Define the column vectors 
\[ \Omega_n = t \left( \prod_{j=1}^{n} \alpha_j \right)^{t} A_{n}^{**} \left( \prod_{j=1}^{n} \beta_j \right)^{t} B_{n}^{**} \].

Then
\[ P_{2g-(n+1)}(\gamma_{n+1})\Omega_{n+1} = Q_{2g-(n+1)}\Omega_{n} \]
for every \( 0 \leq n \leq 2g - 1 \), where \( \gamma_n \) is of (2.12).

Proof. We have
\[ \Omega_0 = t \left[ C_{-g} C_{-g+1} \cdots C_{g-1} C_{g} C_{-g} C_{-g+1} \cdots C_{g-1} C_{g} \right], \]
since \( A_0^* = (I + J)E_0^-\chi_{8g} \) and \( B_0^* = (I - J)E_0^-\chi_{8g} \) by \( E_0^-J = 0 \), where \( I = I^{(8g)} \) and \( J = J^{(8g)} \). By Proposition 4.9, we have
\[ (I + J)\phi_n^+(q^{n/2}, z) = \alpha_{n+1}(I + J)\phi_{n+1}^+(q^{n/2}, z), \]
\[ (I - J)\phi_n^-(q^{n/2}, z) = \beta_{n+1}(I - J)\phi_{n+1}^-(q^{n/2}, z). \]

On the other hand, writing
\[ (I \pm J)\phi_n^\pm(a, z) = \sum_{k=-g+n}^{g} r_n^\pm(k)(X(k) \pm Y(k)), \]
we have
\[ (I \pm J)\phi_n^\pm(q^{n/2}, z) = \sum_{k=-g+n}^{g} \left( r_n^\pm(k) \pm r_n^\pm(n-k) \right)X(k) \]
\[ = \frac{1}{2} \sum_{k=-g+n}^{g} \left( r_n^\pm(k) \pm r_n^\pm(n-k) \right)(X(k) \pm X(n-k)), \]
\[ (I \pm J)\phi_{n+1}^\pm(q^{n/2}, z) = \sum_{k=-g+n+1}^{g-1} \left( r_{n+1}^\pm(k) \pm r_{n+1}^\pm(n-k) \right)X(k) \]
\[ + r_{n+1}^\pm(g)(X(g) \pm X(n-g)) \]
\[ = \frac{1}{2} \sum_{k=-g+n+1}^{g-1} \left( r_{n+1}^\pm(k) \pm r_{n+1}^\pm(n-k) \right)(X(k) \pm X(n-k)) \]
\[ + r_{n+1}^\pm(g)(X(g) \pm X(n-g)), \]
since
\[ (I \pm J)\phi_n^\pm(q^{n/2}, z) = u_n^\pm(0) \sum_{m=-g}^{g} C_m(X(m) \pm X(n-m)) \]
\[ + \sum_{m=-g}^{g} \sum_{k=1}^{\infty} C_m(u_n^\pm(k) + v_n^\pm(n-k))(X(k+m) \pm X(n-k-m)) \]
and
\[ (I \pm J)\phi_{n+1}^\pm(q^{n/2}, z) = \sum_{m=-g}^{\infty} \sum_{k=0}^{\infty} C_m(u_{n+1}^\pm(k) + r_{n+1}^\pm(n-k))(X(k+m) \pm X(n-k-m)) \]
between a rearrangement of (4.26) and (4.27). Noting
\[ r_n^+(k) = A_n^*(k + g + 1), \quad r_n^-(k) = B_n^*(k + g + 1), \]
we obtain (4.29) for \( 0 \leq n \leq 2g - 1 \) by (4.31) and (4.32). \( \square \)
Proposition 4.18. Let $C = (C_{g}, C_{g-1}, \ldots, C_{-g}) \in \mathbb{R}^{r} \times \mathbb{R}^{2g-1} \times \mathbb{R}^{r}$ and define $E(z)$ by (4.3). Suppose that $\det D_{n}(C) \neq 0$ for every $1 \leq n \leq 2g$. Then the pair of functions $(A(a, z), B(a, z))$ of (4.11) satisfies the boundary conditions (1.9).

Proof. First we prove the first half of (1.9). By (4.29), $\Omega_{1} = P_{2g-1}(\gamma)^{-1}Q_{2g-1} \cdot \Omega_{0}$ for $\gamma = \gamma_{1}(C)$. Therefore, $\Omega_{1} = t^{[a_{1} \ t_{b_{1}}]}$ with

$$a_{1} = \frac{1}{2} \begin{bmatrix} 2(C_{-g} + C_{g}) \\ C_{-(g-1)} + C_{g-1} + \gamma(C_{-(g-1)} - C_{g-1}) \\ C_{-(g-2)} + C_{g-2} + \gamma(C_{-(g-2)} - C_{g-2}) \\ \vdots \\ C_{1} + C_{-1} + \gamma(C_{1} - C_{-1}) \\ 2C_{0} \\ C_{-1} + C_{1} - \gamma(C_{-1} - C_{1}) \\ \vdots \\ C_{-(g-2)} + C_{g-2} - \gamma(C_{-(g-2)} - C_{g-2}) \\ C_{-(g-1)} + C_{g-1} - \gamma(C_{-(g-1)} - C_{g-1}) \end{bmatrix}$$

and

$$b_{1} = \frac{1}{2} \begin{bmatrix} 2(C_{-g} - C_{g}) \\ C_{-(g-1)} - C_{g-1} + \gamma^{-1}(C_{-(g-1)} + C_{g-1}) \\ C_{-(g-2)} - C_{g-2} + \gamma^{-1}(C_{-(g-2)} + C_{g-2}) \\ \vdots \\ C_{1} - C_{-1} + \gamma^{-1}(C_{1} + C_{-1}) \\ 2\gamma^{-1}C_{0} \\ C_{-1} - C_{1} + \gamma^{-1}(C_{-1} + C_{1}) \\ \vdots \\ -(C_{-(g-2)} - C_{g-2}) + \gamma^{-1}(C_{-(g-2)} + C_{g-2}) \\ -(C_{-(g-1)} - C_{g-1}) + \gamma^{-1}(C_{-(g-1)} + C_{g-1}) \end{bmatrix}.$$ 

Therefore,

$$A(1, z) = \sum_{k=1}^{g} (C_{-m} + C_{m}) \cos(z \log q^{m}) + C_{0} = A(z),$$

$$B(1, z) = \sum_{k=1}^{g} (C_{-m} - C_{m}) \sin(z \log q^{m}) = B(z)$$

by (4.10) and definition (4.28): the second equalities of right-hand sides are immediate consequence of definitions (1.3), (1.4) and (1.5).

Finally, we prove the latter half of (1.9). By definition (4.11), it is sufficient to prove

$$\lim_{a \rightarrow q^{2g}} \begin{bmatrix} A_{2g}(a, z) \\ B_{2g}(a, z) \end{bmatrix} = \begin{bmatrix} E(0) \\ 0 \end{bmatrix}.$$ 

By definition (2.7) and Lemma 4.5

$$A_{2g}^{*}(a, z) = C_{-g} \cos(z \log q^{2g}/a), \quad B_{2g}^{*}(a, z) = C_{-g} \sin(z \log q^{2g}/a).$$

Therefore, $\lim_{a \rightarrow q^{2g}} B_{2g}(a, z) = 0$ and

$$\lim_{a \rightarrow q^{2g}} A_{2g}(a, z) = \alpha_{1} \cdots \alpha_{2g} \cdot C_{-g}$$

for fixed $z \in \mathbb{C}$. By (2.10) and (4.10),

$$A_{2g}(a, z) = \alpha_{1} \cdots \alpha_{2g} \cdot C_{-g} \cos(z \log q^{2g}/a).$$

On the other hand,

$$\alpha_{1} \cdots \alpha_{2g} \cdot C_{-g} = \Omega_{2g}(1) \quad (4.35)$$
by Proposition 4.17. Therefore, it is sufficient to prove $\Omega_{2g}(1) = E(0)$. To prove this, we put

$$S_n = P_0^{-1} Q_0 P_1 (\gamma_{2g-1})^{-1} Q_1 \cdots P_n (\gamma_{2g-n})^{-1} Q_n \quad (n = 0, 1, 2, \ldots).$$

The size of $S_n$ is $2 \times (2n + 4)$ by definitions of $P_k(m_k)$ and $Q_k$. Applying (4.29) repeatedly, we obtain

$$\Omega_{2g}(1) = (\text{the first row of } S_{2g-1}) \cdot \Omega_0.$$

On the other hand,

$$S_0 = P_0^{-1} Q_0 = \begin{bmatrix} 1 & 1 & 0 & 0 \\ 0 & 0 & 1 & -1 \end{bmatrix},$$

and we find that the first row of $S_n$ has the form

$$1 1 \cdots 1 0 0 \cdots 0 \quad \text{by induction using } \Omega_{2g}(1).$$

by (3.1). Hence

$$\Omega_{2g}(1) = (1 1 \cdots 1 0 0 \cdots 0) \cdot \Omega_0 = \sum_{k=-g}^{g} C_m = E(0) \quad (4.36)$$

by (1.3) and (1.30).

**Proof of Theorem 1.1.** As a summary of the above results, we obtain the following theorem which implies Theorem 1.1.

**Theorem 4.1.** Let $C = (C_g, C_{g-1}, \ldots, C_{-g}) \in \mathbb{R}^g \times \mathbb{R}^{2g-1} \times \mathbb{R}^g$ and define $E(z)$ by (1.3). Suppose that $\det(D_n(C)) \neq 0$ for every $1 \leq n \leq 2g$. Then, for arbitrary fixed $q > 1$,

(1) $\det(E^+ \pm E^- J_n) \neq 0$ for every $1 \leq n \leq 2g$,

(2) $A(a, z)$ and $B(a, z)$ are well-defined and continuous on $[1, q^g]$ with respect to $a$,

(3) $A(a, z)$ and $B(a, z)$ are differentiable on $(q^{(n-1)/2}, q^{n/2})$ with respect to $a$ for every $1 \leq n \leq 2g$,

(4) the left-sided limit $\lim_{a \to q^{n/2}} (A(a, z), B(a, z))$ defines entire functions of $z$ for every $1 \leq n \leq 2g$,

(5) the pair of functions $(A(a, z), B(a, z))$ defined in (2.11) satisfies the system (1.8),

(6) the pair of functions $(A(a, z), B(a, z))$ satisfies the boundary condition (1.9).

**Proof.** (1) is a consequence of Lemmas 4.2, 4.3 and 4.19. (2), (3) and (4) are consequences of definitions (2.10), (2.11), formula (4.10) and Proposition 4.9. (5) is a consequence of Proposition 4.16 definitions (2.11) and (2.10). In fact,

$$-\frac{a}{d a} \begin{bmatrix} A_n(a, z) \\ B_n(a, z) \end{bmatrix} = z \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \begin{bmatrix} \gamma_n^{-1} & 0 \\ 0 & \gamma_n \end{bmatrix} \begin{bmatrix} A_n(a, z) \\ B_n(a, z) \end{bmatrix}$$

for every $q^{(n-1)/2} \leq a < q^{n/2}$ and $1 \leq n \leq 2g$ by Proposition 4.16 where $\gamma_n$ is of (2.12). This implies (1.8). (6) is a consequence of Proposition 4.18.

5. Proofs of Theorems 1.2, 1.3 and 1.4

We use the theory of de Branges spaces together with the theory of canonical systems to prove Theorems 1.2, 1.3 and 1.4. De Branges spaces are a kind of reproducing kernel Hilbert spaces consisting of entire functions; see [3, 4, 5, 18] for details. Firstly, we review two propositions from these theories as a preparation to the proofs of Theorems 1.2, 1.3 and 1.4. Note that their proofs presented below are the almost same as the argument in the literature on canonical systems and de Branges spaces; see, for example, the proof of equation (2.4) and Lemma 2.1, and Step 1 of the proof of Theorem 5.1 in [4]. However, we purposely give their detailed proofs to confirm that the positive semidefiniteness of
the Hamiltonian, which is usually assumed in the theory of canonical systems, is not necessary for their proofs.

**Proposition 5.1.** Let $\gamma(a)$ be as in (2.13), and let $1 \leq a_1 < a_0 \leq q^a$.

1. Assume that $\gamma(a) \neq 0$ and $|\gamma(a)| < \infty$ for every $1 \leq a < a_0$. Then there exists a $2 \times 2$ matrix-valued function $M(a_1, a_0; z)$ such that all entries are entire functions of $z$ and that satisfies

$$
\begin{bmatrix}
a(a_1, z) \\
b(a_1, z)
\end{bmatrix} = M(a_1, a_0; z) \begin{bmatrix}
a(a_0, z) \\
b(a_0, z)
\end{bmatrix},
$$

and $\det M(a_1, a_0; z) = 1$.

2. Assume that $\gamma(a) \neq 0$ and $|\gamma(a)| < \infty$ for every $1 \leq a < a_0$. Then the matrix-valued function $M(a_1, a; z)$ of (1) is left-continuous as a function of $a$ and

$$
\begin{bmatrix}
a(a_1, z) \\
b(a_1, z)
\end{bmatrix} = \lim_{a \searrow a_0} M(a_1, a; z) \lim_{a \searrow a_0} \begin{bmatrix}
a(a, z) \\
b(a, z)
\end{bmatrix}
$$
holds as a vector-valued function of $z \in \mathbb{C}$.

**Proof.** (1) Put

$$
J(a) = \begin{bmatrix}
0 & -\gamma(a) \\
\gamma(a) & 0
\end{bmatrix}.
$$

Then the system (1.8) for $1 \leq a < a_0$ is written as

$$
-\frac{\partial}{\partial a} \begin{bmatrix}
a(a, z) \\
b(a, z)
\end{bmatrix} = zJ(a) \begin{bmatrix}
a(a, z) \\
b(a, z)
\end{bmatrix} (1 \leq a < a_0, z \in \mathbb{C}).
$$

By assumption, both $\gamma(a)$ and $\gamma(a)^{-1}$ are integrable on $[a_1, a_0]$. Hence,

$$
\begin{bmatrix}
a(a_1, z) \\
b(a_1, z)
\end{bmatrix} = \begin{bmatrix}
a(a_0, z) \\
b(a_0, z)
\end{bmatrix} + z \int_{a_1}^{a_0} J(t_1) \begin{bmatrix}
a(t_1, z) \\
b(t_1, z)
\end{bmatrix} \frac{dt_1}{t_1} + \int_{a_1}^{a_0} J(t_1) J(t_2) \begin{bmatrix}
a(t_2, z) \\
b(t_2, z)
\end{bmatrix} \frac{dt_2}{t_2} \frac{dt_1}{t_1}
$$

$$
= \left(I + z \int_{a_1}^{a_0} J(t_1) \frac{dt_1}{t_1} + z^2 \int_{a_1}^{a_0} \int_{t_1}^{a_0} J(t_1) J(t_2) \frac{dt_2}{t_2} \frac{dt_1}{t_1} + \cdots \right) \begin{bmatrix}
a(a_0, z) \\
b(a_0, z)
\end{bmatrix},
$$

where $I = I^{(2)}$. On the other hand,

$$
J(t_1) \cdots J(t_k) = (-1)^k \begin{cases}
0 & \text{if } k = 2k' + 1, \\
\frac{\gamma(t_1) \gamma(t_2) \cdots \gamma(t_{k-1})}{\gamma(t_1) \gamma(t_2) \cdots \gamma(t_{k-1})} & \text{if } k = 2k',
\end{cases}
$$

Therefore, taking $C(a_0, a_1) := \sup \{ |\gamma(a), \gamma(a)^{-1}| ; a \in [a_1, a_0] \}$ and by using the formula

$$
\int_{a_1}^{a_0} \int_{t_1}^{a_0} \cdots \int_{t_{k-1}}^{a_0} \frac{dt_k}{t_k} \cdots \frac{dt_2}{t_2} \frac{dt_1}{t_1} = \frac{1}{k!} \left( \log \frac{a_0}{a_1} \right)^k ,
$$

we obtain

$$
\left| \int_{a_1}^{a_0} \int_{t_1}^{a_0} \cdots \int_{t_{k-1}}^{a_0} J(t_1) \cdots J(t_k) \frac{dt_k}{t_k} \cdots \frac{dt_2}{t_2} \frac{dt_1}{t_1} \right| \leq \frac{1}{k!} C(a_0, a_1)^k \left( \log \frac{a_0}{a_1} \right)^k ,
$$

for every $1 \leq i, j \leq 2$, where $[M]_{ij}$ means the $(i, j)$-entry of a matrix $M$. This estimate implies that the right-hand side of (5.1) converges absolutely and uniformly if $z$ lies in a bounded region.
Suppose that \( \gamma(a) = \gamma \neq 0 \) for \( a_1 \leq a \leq a_0 \). Then

\[
I + z \int_{a_1}^{a_0} J(t_1) \frac{dt_1}{t_1} + z^2 \int_{a_1}^{a_0} \int_{t_1}^{a_0} J(t_1) J(t_2) \frac{dt_2 \ dt_1}{t_1} + \cdots
\]

is equal to

\[
\left[ \cos(z \log(a_0/a_1)) - \gamma \sin(z \log(a_0/a_1)) \right] \frac{1}{\gamma} \sin(z \log(a_0/a_1)) \cos(z \log(a_0/a_1))
\]

and hence (5.1) holds, which is seen by taking this matrix as \( M(a_1, a_0; z) \). Therefore, if we suppose that \( \gamma(a) = \gamma_j \neq 0 \) on \([t_{j+1}, t_j)\) for a partition \([a_1, a_0] = [a_1, t_{k-1}] \cup \cdots \cup [t_1, a_0]\) with \( t_0 = a_0 \) and \( t_k = a_1 \), then we have (5.1) by taking

\[
M(a_0, a_1; z) := \left[ \begin{array}{cc}
\cos(z \log(t_{k-1}/a_1)) & -\gamma_k \sin(z \log(t_{k-1}/a_1)) \\
\frac{1}{\gamma_k} \sin(z \log(t_{k-1}/a_1)) & \cos(z \log(t_{k-1}/a_1))
\end{array} \right] \times \cdots \\
\times \left[ \begin{array}{cc}
\cos(z \log(t_1/t_2)) & -\gamma_1 \sin(z \log(t_1/t_2)) \\
\frac{1}{\gamma_1} \sin(z \log(t_1/t_2)) & \cos(z \log(t_1/t_2))
\end{array} \right]
\]

Moreover, \( \det M(a_1, a_0; z) = 1 \) is obvious by this definition. Now the proof is complete, since \( \gamma(a) = \gamma_n \) on \([q^{(n-1)/2}, q^{n/2})\) for every \( 1 \leq n \leq 2g \), by definition (2.13).

(2) The matrix-valued function \( M(a_1, a; z) \) is left-continuous with respect to \( a \) by the above definition, since \( \gamma(a) \) is left-continuous by definition (2.13). Because \( A(a, z) \) and \( B(a, z) \) are continuous with respect to \( a \) by definition (2.10), (2.11), and Proposition 4.6 we obtain (5.2) from (6.1).

**Corollary 5.2.** Let \( \gamma(a) \) be of (2.13). Assume that \( \gamma(a) \neq 0, \infty \) on \([1, q^n]\). Then

\[
\begin{bmatrix} A(a, z) \\ B(a, z) \end{bmatrix} = E(0) \begin{bmatrix} \cos(z \log(q^{n/2}/a)) & -\gamma_n \sin(z \log(q^{n/2}/a)) \\
\gamma_n^{-1} \sin(z \log(q^{n/2}/a)) & \cos(z \log(q^{n/2}/a)) \end{bmatrix}
\]

\[
\times \prod_{k=1}^{2g-n} \begin{bmatrix} \cos(\frac{\pi}{2} \log q) & -\gamma_{n+k} \sin(\frac{\pi}{2} \log q) \\
\gamma_{n+k}^{-1} \sin(\frac{\pi}{2} \log q) & \cos(\frac{\pi}{2} \log q) \end{bmatrix} \begin{bmatrix} 1 \\ 0 \end{bmatrix}
\]

for \( q^{(n-1)/2} \leq a < q^{n/2} \) and \( 1 \leq n \leq 2g \).

**Proof.** We obtain the formula by applying the proof of Proposition 5.1 (1) to \( a_1 = a \) \((q^{(n-1)/2} \leq a < q^{n/2})\), \( a_0 = q^n \) and \( t_k = q^{(g-k)/2} \) \((1 \leq k \leq g-n)\).

**Proposition 5.3.** Define

\[
E(a, z) := A(a, z) - iB(a, z)
\]

and

\[
K(a; z, w) := \frac{E(a, w)E(a, z) - E^2(a, w)}{2\pi i(w - z)}.
\]

Then

\[
K(a; z, w) = \frac{A(a, w)B(a, z) - B(a, w)A(a, z)}{\pi (z - w)}.
\]

Moreover, if \( \gamma(a) \) and \( \gamma(a)^{-1} \) are integrable on \([a_1, a_0]\), then

\[
K(a_1; z, w) - K(a_0; z, w)
\]

\[
= \frac{1}{\pi} \int_{a_1}^{a_0} A(a, w)A(a, z) \frac{1}{\gamma(a)} \frac{da}{a}
\]

for every \( z, w \in \mathbb{C} \).
Proof. We obtain (5.6) easily by substituting (5.4) into (5.5). By integration by parts, together with (1.8), we obtain
\[
z \int_{a_1}^{a_0} A(a, w) A(a, z) \frac{1}{\gamma(a)} \frac{da}{a} = - A(a, w) B(a, z) \bigg|_{a_1}^{a_0} + \int_{a_1}^{a_0} B(a, w) B(a, z) \frac{\gamma(a)}{a} \frac{da}{a},
\]
\[
z \int_{a_1}^{a_0} B(a, w) B(a, z) \frac{\gamma(a)}{a} \frac{da}{a} = B(a, w) A(a, z) \bigg|_{a_1}^{a_0} + \int_{a_1}^{a_0} A(a, w) A(a, z) \frac{\gamma(a)}{a} \frac{da}{a}.
\]
Moving the second terms of the right-hand sides of the two equations to the left-hand sides, then adding both sides of the resulting two equations, and finally dividing both sides by \((z - \bar{w})\), we obtain
\[
\int_{a_1}^{a_0} A(a, w) A(a, z) \frac{1}{\gamma(a)} \frac{da}{a} + \int_{a_1}^{a_0} B(a, w) B(a, z) \frac{\gamma(a)}{a} \frac{da}{a}
\]
\[
= \frac{\big(- A(a, w) B(a, z) + B(a, w) A(a, z)\big)}{z - \bar{w}} \bigg|_{a_1}^{a_0} = \pi \left( K(a_1; z, w) - K(a_0; z, w) \right).
\]
This implies (5.7).

5.1. Proof of Theorem 1.2 (1). For \(C = (C_g, C_g-1, \cdots, C_g-1) \in \mathbb{R}^* \times \mathbb{R}^{2g-1} \times \mathbb{R}^*\), the polynomial
\[
f(T) := T^g \sum_{m=-g}^{g} C_m T^m \in \mathbb{R}[T]
\]
and \(f^2(T) := T^{2g} f(1/T)\) have a common root if and only if \(\det D_{2g}(C)\) is zero (Lemma 11.5.11 and 11.5.12). The former is equivalent that \(E\) and \(E^\dagger\) have a common zero, since \(E(z) = q^{2gz} f(q^{-iz})\) and \(E^\dagger(z) = E(-z) = q^{2gz} f^2(q^{-iz})\). If \(E\) belongs to the class HB, it has no real zeros and \(|E(z)| < |E(z)|\) in \(\mathbb{C}_+\) by definition of the class HB. Therefore \(E\) and \(E^\dagger\) have no common zeros. Hence \(\det D_{2g}(C) \neq 0\), which implies that \(\det D_{n}(C) \neq 0\) for every \(1 \leq n \leq 2g\). Hence \(\gamma_n \neq 0, \infty\) for every \(1 \leq n \leq 2g\) by Theorem 4.1 (1).

Therefore, it is sufficient to prove that \(E(z)\) is not a function of the class HB if \(\gamma_n < 0\) for some \(1 \leq n \leq 2g\). We proceed in three steps as follows.

Step 1. We show that there is no loss of generality in assuming that there exists \(1 \leq n_0 \leq 2g - 1\) such that \(\gamma_n > 0\) for every \(1 \leq n \leq n_0\) and \(\gamma_{n_0+1} < 0\) holds. We have
\[
\gamma_1 = \frac{\alpha_1}{\beta_1} = \frac{\det(E^+ + E^- J_1)}{\det(E^+ - E^- J_1)} = \frac{C_g - C_g}{C_g - C_g}
\]
by definition (2.12) and Proposition 4.9. In addition, \(|C_g/C_g| < 1\) if \(E(z)\) belongs to the class HB, since
\[
\left| \frac{E^\dagger(y)}{E(y)} \right| = \left| \frac{C_g}{C_g} + C_g^{k(ixy-y)} + O(q^{-(k+1)y}) \right| (y \to +\infty)
\]
for some \(k \geq 1\) and \(C \in \mathbb{R}\). Therefore,
\[
1 + \frac{C_g}{C_g} > 0, \quad 1 - \frac{C_g}{C_g} > 0.
\]
This implies that \(\gamma_1 > 0\) if \(E(z)\) belongs to the class HB.

Step 2. Let \(n_0\) be the number of Step 1. In this part, we show that \(E(z)\) is not a function of the class HB if \(E(a, z)\) of (5.2) is not a function of the class HB for some \(1 < a \leq q^{(n_0+1)/2}\). We have
\[
\begin{bmatrix} A(z) \\ B(z) \end{bmatrix} = \begin{bmatrix} A(1,z) \\ B(1,z) \end{bmatrix} = M(1,a;z) \begin{bmatrix} A(a,z) \\ B(a,z) \end{bmatrix}
\]
(5.9)
for $1 \leq a < q^{(n_0+1)/2}$ by applying (5.11) to $(a_1, a_0) = (1, a)$, when $\gamma(a) \neq 0$ and $\gamma(a)^{-1} \neq 0$ for $1 \leq a < q^{(n_0+1)/2}$.

Suppose that $E(a_0, z)$ is not a function of the class HB for some $1 < a_0 \leq q^{(n_0+1)/2}$, that is, $E(a_0, z)$ has a real zero for some $1 < a_0 \leq q^{(n_0+1)/2}$ or $|E^2(a_0, z)| \geq |E(a_0, z)|$ for some $z \in \mathbb{C}_+$ and $1 < a_0 \leq q^{(n_0+1)/2}$. If $E(a_0, z)$ has a real zero for some $1 < a_0 \leq q^{(n_0+1)/2}$, then $A(a_0, z)$ and $B(a_0, z)$ have a common real zero, since they are real-valued on the real line. Therefore, (5.9) and det $M(1, a_0; 0) = 1$ imply that $A(z)$ and $B(z)$ have a common real zero. Hence $E(z)$ has a real zero by $E(z) = A(z) - iB(z)$. Thus $E(z)$ is not a function of the class HB.

On the other hand, we assume that $E(a, z)$ has no real zeros for every $1 < a < q^{(n_0+1)/2}$ but it has a zero in the upper half plane for some $1 < a_0 \leq q^{(n_0+1)/2}$. By (2.11) and (5.24), $E(a, z)$ is a continuous function of $(a, z) \in [1, q^{(n_0+1)/2}] \times \mathbb{C}$. Therefore, any zero locus of $E(a, z)$ is a continuous curve in $\mathbb{C}$ parametrized by $a \in [1, q^{(n_0+1)/2}]$. Denote by $z_0 \subset \mathbb{C}$ a common real zero. Hence $E(a, z)$ is a function of the Cartwright class [12, the first page of Chapter II]. Therefore, we have the factorization

$$E(a_0, z) = C \lim_{R \to \infty} \prod_{|\rho| < R} \left(1 - \frac{z}{\rho}\right);$$

see [12] Remark 2 of Lecture 17.2. Here $\text{Im}(\rho) < 0$ for every zero of $E(a_0, z)$ by the assumption. Hence, we have

$$\left|\frac{E^2(a_0, z)}{E(a_0, z)}\right| = \lim_{R \to \infty} \prod_{|\rho| < R} \left|\frac{z - \rho}{z - \rho}\right| < 1 \quad \text{for} \quad \text{Im} z > 0.$$

This contradicts the assumption $|E^2(a_0, z_0)| \geq |E(a_0, z_0)|$.

**Step 3.** For the number $n_0$ of Step 1, we prove that $E(z)$ is not a function of the class HB if $\gamma_{n_0+1} < 0$. Considering the argument in Step 2, we assume that $E(a, z)$ is a function of the class HB for every $1 < a < q^{(n_0+1)/2}$ in both cases and find a contradiction.

Suppose that $E(a, z)$ is a function of the class HB for every $1 < a < q^{(n_0+1)/2}$. Put $a_1 = q^{n_0/2}$, $a_0 = (q^{(n_0+1)/2} + q^{n_0/2})/2$ and $\gamma_{n_0+1} = -\gamma < 0$. Then, for every $a_1 \leq a \leq a_0$, $\gamma(a) = -\gamma$ by (2.13), and we find that $E(a, z)$ generates the de Branges space $B(E(a, z))$ which is the Hilbert space of all entire functions $F(z)$ such that $\int_{\mathbb{R}} |F(x)|^2 E(a, x) \, dx < \infty$, and $F(z)/E(a, z), F^2(z)/E(a, z)$ are functions of the Hardy space $H^2$ in the upper half-plane; see [3, §19] and [18 Proposition 2.1]. By applying (3.7) to $z = w$ with $\gamma(a) = -\gamma < 0$, we have $K(a_1, z, z) > K(a_1, z, z)$. Therefore, for every $f \in B(E(a_1, z))$,

$$|f(z)|^2 \leq \|f\|^2_{a_1} K(a_1, z, z) < \|f\|^2_{a_1} K(a_0, z, z)$$

by [3 Theorem 20], where $\|\cdot\|_{a_1}$ is the norm of $B(E(a_1, z))$. Applying this to the function $g(z) := (E(a_1, z) - E(a_1, iy))/(-iz - iy)$ $(y_0 \in \mathbb{R})$, which is a function of $B(E(a_1, z))$ by Lemmas 3.3 and 3.4 of [4], we obtain

$$|g(iy)|^2 \leq \|g\|^2_{a_1} K(a_0, iy, iy) = \|g\|^2_{a_1} \frac{|E(a_0, iy)|^2 - |E^2(a_0, z)|^2}{4\pi y} \leq \|g\|^2_{a_1} \frac{|E(a_0, iy)|^2}{4\pi y}.$$
By $E(a, z) = A(a, z) - iB(a, z)$ with (2.11), we see that

$$y^{-1} q (y^{-\gamma_n} - x_n^{-1}) y \ll |g(iy)| \ll y^{-1/2} |E(a_0, iy)| \ll y^{-1/2} q(y^{-\gamma_n}) y$$ as $y \to +\infty$.

This is a contradiction. Hence $E(a, z)$ is not a function of the class HB for some $1 < a \leq a_0$.

The conclusions of Steps 2 and 3 show that $E(z)$ is not a function of the class HB if $\gamma_n$ is neither positive nor finite for some $1 \leq n \leq 2g$. 

\[\boxed{}\]

5.2. Proof of Theorem 1.2(2). By assumption, $\det(E^+ - E^{-} J_n) \neq 0$ for every $1 \leq n \leq 2g$. Therefore, $0 < \gamma_n < \infty$ for every $1 \leq n \leq 2g$, since definition (1.7) and (2.13) are equivalent to each other by Proposition 4.6. Hence, $\gamma_n, \beta_n \neq 0, \infty$ for every $1 \leq n \leq 2g$, $A(a, z)$ and $B(a, z)$ are well-defined and satisfy the system (1.8), and both $\gamma(a)$ and $\gamma(a)^{-1}$ are integrable on $[1, q^0]$ and positive real-valued. Hence, applying (3.6) to $(a_1, a_0) = (a, b)$ and then letting $b$ tend to $q^0$ and using Theorem 4.1 (3) and (5.5), we obtain

$$0 < \frac{1}{\pi} \int_a^{q^0} |A(t, z)|^2 \frac{1}{\gamma(t)} \frac{dt}{t} + \frac{1}{\pi} \int_a^{q^0} |B(t, z)|^2 \frac{\gamma(t)}{\gamma^{-1}(t)} \frac{dt}{t} = K(a; z, z) - \lim_{b \to q^0} K(b; z, z) = \frac{|E(a, z)|^2 - |E^2(a, z)|^2}{4\pi \Im z}$$

for every $1 \leq a < q^0$ if $\Im z > 0$. Thus $E(a, z)$ satisfy (1.2) for every $1 \leq a < q^0$. The proof is then completed once we prove that $E(a, z)$ has no real zeros.

We have

$$\begin{bmatrix} A(a, z) \\ B(a, z) \end{bmatrix} = \left( \lim_{b \to q^0} M(a, b; z) \right) \begin{bmatrix} E(0) \\ 0 \end{bmatrix} \text{ with } \lim_{b \to q^0} \det M(a, b; z) = 1 \quad (5.10)$$

for every $1 \leq a < q^0$. Here $E(0) = A(0)$, since $B(z)$ is odd. By Proposition 4.9

$$\alpha_1 \cdots \alpha_{2g} = \det(E^+_0) \frac{\det(E^+ + E^- J_{2g-1}) \det(E^+ + E^- J_{2g})}{\det(E^+_0 + E^2_{2g-1}J)} = C_{-g}^{-2} \frac{\det(E^+ + E^- J_{2g}) \det(E^+ + E^- J_{2g-1})}{\det(E^+_0 + E^2_{2g-1}J)}$$

Applying Lemma 3.3 to the $4g$-th column and then to the $(4g + 1)$-th row, we obtain

$$\det(E^+_0 + E^2_{2g-1}J) = C_{-g}^2 \det(A + B) \det(A - B)$$

with

$$A = [E^+_0 + E^2_{2g-1}J]_{\setminus 4g-1}, \quad B = [E^+_0 + E^2_{2g-1}J]_{\setminus 4g-1},$$

by Lemma 3.1. Applying Lemma 3.3 to the $(4g - 2g - 1)$ columns of $A \pm B$ with indices $(2g + 2, 2g + 3, \cdots, 4g - 1)$, we obtain

$$\det(A \pm B) = C_{-g}^{2g-2} \det(E^+ \pm E^- J_{2g})$$

because

$$[E^+_0 + E^2_{2g-1}J]_{\setminus 2g+1} = E^+$$

and

$$[E^+_0 + E^2_{2g-1}J]_{\setminus 2g+1} = E^- J_{2g-1}.$$ Therefore,

$$\alpha_1 \cdots \alpha_{2g} = \frac{\det(E^+ + E^- J_{2g})}{\det(E^+ - E^- J_{2g-1})}.$$ Hence $A(0) = E(0) \neq 0$ by (4.35) and (4.36), which implies that $A(a, z)$ and $B(a, z)$ have no common zeros for every $1 \leq a < q^0$ by (5.10). Thus $E(a, z)$ has no real zeros, by (3.6). As a consequence, $E(a, z)$ is a function of the class HB for every $1 \leq a < q^0$. 

\[\boxed{}\]
5.3. Proof of Theorem 1.3. First, we note that the proofs of Proposition 5.1 and Corollary 5.2 are valid for \( H(a) \) of Theorem 1.3 since they use only the property that \( \gamma(a) \) is constant on every \([q^{(n-1)/2}, q^{n/2})\) (1 \( \leq n \leq 2g \)). Hence, the quasi-canonical system (1.1) for \( H(a) \) of Theorem 1.3 has the unique solution \((A(a, z), B(a, z))\) as in Corollary 5.2 (with \( E(0) = 1 \)). To prove (1.11), we put

\[
\begin{bmatrix}
M_{11}^{n,K}(z) \\
M_{12}^{n,K}(z) \\
M_{21}^{n,K}(z) \\
M_{22}^{n,K}(z)
\end{bmatrix} = \prod_{k=2g-n+1-K}^{2g-n} \begin{bmatrix}
\cos(\frac{k}{2} \log q) & -\gamma_{n+k} \sin(\frac{k}{2} \log q) \\
\gamma_{n+k} \sin(\frac{k}{2} \log q) & \cos(\frac{k}{2} \log q)
\end{bmatrix}
\] (5.11)

for \( 1 \leq K \leq 2g - n \). Then Corollary 5.2 implies

\[
A(a, z) = \cos(z \log(q^{n/2}/a))M_{11}^{n,2g-n}(z) - \gamma_n \sin(z \log(q^{n/2}/a))M_{21}^{n,2g-n}(z),
\]

\[
B(a, z) = \gamma_n^{-1} \sin(z \log(q^{n/2}/a))M_{11}^{n,2g-n}(z) + \cos(z \log(q^{n/2}/a))M_{21}^{n,2g-n}(z)
\] (5.12)

for \( q^{(n-1)/2} \leq a < q^{n/2} \) and \( 1 \leq n \leq 2g \). On the other hand, we obtain the formula

\[
M_{rs}^{n,K}(z) = \mu_{rs} \sum_{\nu=0}^{[K/2]} m_{rs}^{n,K}(\nu)(q^{(K-2\nu)iz/2} + (-1)^{\nu+s} q^{-(K-2\nu)iz/2})
\] (5.13)

for \( r, s \in \{1, 2\} \) by induction for \( K \geq 1 \), where \( \mu_{11} = \mu_{22} = 1 \), \( \mu_{12} = i \), \( \mu_{21} = -i \), and \( m_{rs}^{n,K}(\nu) \) are real numbers depending only on the set \( \{\gamma_n\}_{1 \leq n \leq 2g} \) of values of \( \gamma(a) \). Substituting (5.13) into (5.12) and then carrying out a simple calculation, we obtain (1.11).

5.4. Proof of Theorem 1.4. We have

\[
E(a, z) = A(a, z) - iB(a, z)
\]

\[
\frac{1}{2} \sum_{\nu=0}^{[2g-n/2]} (\gamma_n - 1)(m_{11}^{n,2g-n}(\nu) + \gamma_n m_{21}^{n,2g-n}(\nu))(q^{(g-\nu)/a})^{iz}
\]

\[
\frac{1}{2} \sum_{\nu=0}^{[2g-n/2]} (\gamma_n + 1)(m_{11}^{n,2g-n}(\nu) + \gamma_n m_{21}^{n,2g-n}(\nu))(q^{(g-\nu)/a})^{-iz}
\]

\[
\frac{1}{2} \sum_{\nu=0}^{[2g-n/2]} (\gamma_n - 1)(m_{11}^{n,2g-n}(\nu) - \gamma_n m_{21}^{n,2g-n}(\nu))(q^{-(g-\nu)/a})^{iz}
\]

\[
\frac{1}{2} \sum_{\nu=0}^{[2g-n/2]} (\gamma_n + 1)(m_{11}^{n,2g-n}(\nu) - \gamma_n m_{21}^{n,2g-n}(\nu))(q^{-(g-\nu)/a})^{-iz}
\]

for \( q^{(n-1)/2} \leq a < q^{n/2} \) and \( 1 \leq n \leq 2g \) by (5.12) and (5.13). Applying this to \( a = 1 \), we obtain

\[
E(1, z) = \frac{\gamma_n^{-1}}{2} (\gamma_n - 1)(m_{11}^{1,2g-1}(0) + \gamma_1 m_{21}^{1,2g-1}(0)) q^{giz} + \cdots
\]

\[
\cdots + \frac{\gamma_1^{-1}}{2} (\gamma_1 + 1)(m_{11}^{1,2g-1}(0) + \gamma_1 m_{21}^{1,2g-1}(0)) q^{-giz}.
\]

Therefore, to complete the proof of Theorem 1.4, it suffices to show that \( m_{11}^{1,2g-1}(0) \) and \( m_{21}^{1,2g-1}(0) \) are positive if \( \gamma_n > 0 \) for every \( 1 \leq n \leq 2g \). As easily derived from definition (5.11), \( m_{11}^{n,K}(0) \) and \( m_{21}^{n,K}(0) \) satisfy the inductive relations

\[
m_{11}^{n,K+1}(0) = \frac{1}{2}(m_{11}^{n,K}(0) + \gamma_{2g-K} m_{21}^{n,K}(0)),
\]

\[
m_{21}^{n,K+1}(0) = \frac{1}{2\gamma_{2g-K}}(m_{11}^{n,K}(0) + \gamma_{2g-K} m_{21}^{n,K}(0))
\]
for $1 \leq K \leq 2g - n - 1$, and $m_{11}^{n, 1}(0) = 1$, $m_{21}^{n, 1}(0) = \gamma_{2g}^{-1}$. Hence, $m_{11}^{n, K}(0)$ and $m_{21}^{n, K}(0)$ are positive for every $1 \leq K \leq 2g - n$ and $1 \leq n \leq 2g$ if $\gamma_n > 0$ for every $1 \leq n \leq 2g$. □

6. Inductive Construction

The pair of functions $(A(a, z), B(a, z))$ of (2.11) is written as

$$A_n(a, z) = \frac{1}{2} \prod_{j=1}^{n} \alpha_j \cdot F(a, z) \cdot (I + J)E_0^+(E_0^+ + E_n^+J)^{-1}E_0^-\gamma_8g,$$

$$B_n(a, z) = \frac{1}{2} \prod_{j=1}^{n} \beta_j \cdot F(a, z) \cdot (I - J)E_0^+(E_0^+ - E_n^+J)^{-1}E_0^-\gamma_8g$$

for $q^{(n-1)/2} \leq a < q^{n/2}$ by (2.10), (4.3), (4.9), and (4.10), where $I = I^{(8g)}$ and $J = J^{(8g)}$.

The above formula is explicit but is rather complicated from a computational point of view. In contrast, the following method, based on Proposition 4.14, is often useful for computing the triple $(\gamma(a), A(a, z), B(a, z))$.

**Theorem 6.1.** Let $\tilde{\Omega}_0$ be a column vector of length $(4g + 2)$. Define the column vectors $\tilde{\Omega}_n$ $(1 \leq n \leq 2g)$ of length $(4g - 2n + 2)$ inductively as follows:

$$\tilde{\gamma}_{n+1} = \frac{\tilde{\Omega}_n(1) + \tilde{\Omega}_n(2g - n + 1)}{\Omega_n(2g - n + 1) - \tilde{\Omega}_n(4g - 2n + 2)}, \quad (6.1)$$

$$\tilde{\Omega}_{n+1} = P_{2g-(n+1)}(\tilde{\gamma}_{n+1})^{-1}Q_{2g-(n+1)} \tilde{\Omega}_n, \quad (6.2)$$

where $P_0(m_0) := P_0$ and $v(j)$ means the $j$-th component of a column vector $v$.

Suppose that $\tilde{\Omega}_0$ is the vector defined by (4.30) for a numerical vector $C \in \mathbb{R}^+ \times \mathbb{R}^{2g-1} \times \mathbb{R}^+$ such that the exponential polynomial (1.3) has no zeros on the real line. Then $\tilde{\gamma}_n$ and $\Omega_n$ are well-defined as functions of $C$ for every $1 \leq n \leq 2g$, and

$$\gamma_n = \tilde{\gamma}_n, \quad \Omega_n = \tilde{\Omega}_n,$$

where $\gamma_n$ and $\Omega_n$ are defined in (2.12) and (4.28), respectively.

**Proof.** Let $\tilde{C}$ be a numerical vector such that the exponential polynomial (1.3) has no zeros on the real line. Then $\gamma_n$ and $\Omega_n$ of (2.12) and (4.28) satisfy (6.1) and (6.2), by the definitions of $P_k(m_k)$, $Q_k$, and (4.29). Therefore, $\gamma_n \neq 0$ as a function of $\tilde{C}$ for every $1 \leq n \leq 2g$, by Theorem 4.14, since the cyclotomic polynomial of degree $2g$ is a self-reciprocal polynomials of degree $2g$, all of whose roots are simple and on $T$. Hence, Lemma 6.4 implies that $\tilde{\Omega}_1, \tilde{\Omega}_2, \ldots, \tilde{\Omega}_{2g}$ are uniquely determined from the initial vector $\tilde{\Omega}_0$. Therefore, $\tilde{\Omega}_n = \tilde{\Omega}_n$ for every $1 \leq n \leq 2g$, by definition $\tilde{\Omega}_0 = \Omega_0$. □

**Proposition 6.1.** Let $\tilde{C} = (C_g, C_{g-1}, \ldots, C_0)$ be a vector consisting of $2g + 1$ indeterminate elements. Define $\tilde{\gamma}_n(\tilde{C})$ by (6.1) and (6.2), starting with the initial vector (4.30). Define

$$\tilde{\Delta}_n = \tilde{\Delta}_n(\tilde{C}) := \begin{cases} \tilde{\gamma}_1(\tilde{C}) \prod_{j=1}^{J} \tilde{\gamma}_{2j+1}(\tilde{C}) / \gamma_{2j}(	ilde{C}) & \text{if } n = 2J + 1 \geq 1, \\ \prod_{j=0}^{J} \tilde{\gamma}_{2j+2}(\tilde{C}) / \gamma_{2j+1}(	ilde{C}) & \text{if } n = 2J + 2 \geq 2, \end{cases} \quad (6.3)$$

where $\tilde{\gamma}_n$ are functions of $\tilde{C}$ in Theorem 6.4. Then $\tilde{\Delta}_n = \Delta_n$ for every $1 \leq n \leq 2g$ if $\tilde{C}$ is a numerical vector such that the exponential polynomial (1.3) has no zeros on the real line.

**Proof.** By Theorem 6.1, $\gamma_n = \tilde{\gamma}_n$. On the other hand, $\Delta_n$ and $\gamma_n$ satisfy (6.3), by (1.7). Hence $\tilde{\Delta}_n = \Delta_n$. □
Here we mention that the vector $\Omega_n$ of (7.2) can be defined from $\Omega_{n-1}$ by a slightly different way according to the following lemma.

**Lemma 6.2.** For every $1 \leq n \leq 2g$,

$$\frac{\Omega_{n-1}(1) + \Omega_{n-1}(2g - n + 2)}{\Omega_{n-1}(2g - n + 3) - \Omega_{n-1}(4g - 2n + 4)} = \frac{(P_{2g-n}(m_{2g-n})^{-1}Q_{2g-n}\Omega_{n-1})(1)}{(P_{2g-n}(m_{2g-n})^{-1}Q_{2g-n}\Omega_{n-1})(2g - n + 2)},$$

that is, the right-hand side is independent of the indeterminate element $m_{2g-n}$.

**Proof.** Formula (3.1) shows that

$$(P_{2g-n}(m_{2g-n})^{-1}Q_{2g-n}\Omega_{n-1})(1) = \Omega_{n-1}(1) + \Omega_{n-1}(2g - n + 2),$$

$$(P_{2g-n}(m_{2g-n})^{-1}Q_{2g-n}\Omega_{n-1})(2g - n + 2) = \Omega_{n-1}(2g - n + 3) - \Omega_{n-1}(4g - 2n + 4)$$

for every $1 \leq n \leq 2g$. These equalities imply the lemma. \(\Box\)

Using Lemma 6.2, we can define $\Omega_n$ by taking

$$\Omega'_n = P_{2g-n}(\gamma_n)^{-1}Q_{2g-n}\Omega_{n-1}$$

for $\Omega_{n-1}$ and then substituting $\Omega'_n(1)/\Omega'_n(2g - n + 2)$ into $\gamma_n$ of $\Omega'_n$.

7. APPLICATIONS TO SELF-RECIPROCAL POLYNOMIALS

7.1. **Proof of Theorem 1.5.** For a self-reciprocal polynomial $P_g(x)$ of (1.12) and a real number $q > 1$, we define

$$A_q(z) := q^{-giz}P_g(q^{i\bar{z}}), \quad B_q(z) := -\frac{d}{dz}A_q(z) \quad (7.1)$$

and

$$E_q(z) := A_q(z) - iB_q(z). \quad (7.2)$$

Then the reality of the coefficients of $P_g(x)$ and the self-reciprocal condition $P_g(x) = x^{2g}P_g(1/x)$ imply that that $A_q(z)$ (respectively, $B_q(z)$) is an even (respectively, odd) real entire function of exponential type, namely, $A_q(-z) = A_q(z)$ and $A_q^2(z) = A_q(z)$ (respectively, $B_q(-z) = -B_q(z)$ and $B_q^2(z) = B_q(z)$). In particular, $E_q^2(z) = A_q(z) + iB_q(z)$.

By (7.1), all roots of $P_g(x)$ are simple and on $T$ if and only if $A_q(z)$ has only simple real zeros. The following lemma enables us to obtain Theorem 1.5 as a corollary of Theorems 1.3 and 1.2.

**Lemma 7.1.** Let $E_q(z)$, $A_q(z)$, $B_q(z)$ be as above. Then

1. $E_q(z)$ satisfies condition (1.2) if and only if $A_q(z)$ has only real zeros,
2. $E_q(z)$ is a function of the class $\mathcal{HB}$ if and only if $A_q(z)$ has only simple real zeros.

**Proof.** (1) Assume that $E_q(z)$ satisfies (1.2). Then $A_q(z) \neq 0$ for $\text{Im} \, z > 0$. Furthermore, $A_q(z) \neq 0$ for $\text{Im} \, z < 0$, by the functional equation $A_q(z) = A_q(-z)$. Hence all zeros of $A_q(z)$ lie on the real line.

Conversely, assume that all zeros of $A_q(z)$ are real. Then $A_q(z)$ has the factorization

$$A_q(z) = C \lim_{R \to \infty} \prod_{\rho \in \mathbb{R}, A_q(\rho) = 0} \left(1 - \frac{z}{\rho}\right) \quad (C, \rho \in \mathbb{R}), \quad (7.3)$$

because $A_q(z)$ is real, even and of exponential type. Therefore,

$$\text{Re} \left(\frac{iA'_q(z)}{A_q(z)}\right) = \text{Re} \left(\sum_{\rho \in \mathbb{R}, A_q(\rho) = 0} \frac{i(x - \rho) + y}{|z - \rho|^2}\right) = \sum_{\rho \in \mathbb{R}, A_q(\rho) = 0} \frac{y}{|z - \rho|^2} \quad (z = x + iy).$$
Hence, for \( \text{Im } z > 0 \),
\[
|E_q(z)| = |A_q(z)| \left| 1 + i \frac{A_q'(z)}{A_q(z)} \right| > |A_q(z)| \left| 1 - i \frac{A_q'(z)}{A_q(z)} \right| = |E_q^\circ(z)|.
\]

(2) Suppose that \( E_q(z) \) is a function of the class HB, that is, \( E_q(z) \) satisfies (1.2) and has no real zeros. Then, by (1), \( A_q(z) \) has only real zeros. If \( A_q(z) \) has a multiple real zero, then \( A_q(z) \) and \( B_q(z) = -A_q'(z) \) have a common real zero. Thus \( E_q(z) = A_q(z) - iB_q(z) \) has a real zero, which is a contradiction. Hence \( A_q(z) \) has only simple real zeros.

The converse assertion follows from (1) and definition (1.5). \( \square \)

Let \( C \) be the vector defined by (1.14) for \( x \in \mathbb{R}^* \times \mathbb{R}^* \) and \( q > 1 \). Then the exponential polynomial \( E(z) \) of (1.3) is equal to \( E_q(z) \) of (7.2). By Lemma 7.1, all roots of \( P_q(x) \) are simple and on \( T \) if and only if \( E_q(z) \) is a function of the class HB. Therefore, we obtain Theorem 1.5 by applying Theorems 1.1 and 1.2 to (1.13). However it remains to obtain Theorem 1.6 by applying Theorems 1.1 and 1.2 to (1.13). However it remains to prove that \( \delta_n(C) \) is independent of the choice of \( q > 1 \). This is proved in the following proposition.

**Proposition 7.2.** \( \delta_n(C) \in \mathbb{Q}(c_0, \ldots, c_y) \) for every \( 0 \leq n \leq 2g \).

**Proof.** Let \( C \) be of (1.14), and put \( F = \mathbb{Q}(c_0, \ldots, c_y) \). Firstly, we show that \( \Omega_n(k) \in F \) for \( 1 \leq k \leq 2g - n + 1 \) and \( (\log q)^{-1}\Omega_n(k) \in F \) for \( 2g - n + 2 \leq k \leq 4q - 2n + 2 \), because it implies \( (\log q)^{-1}\gamma_{n+1}(C) \in F \) by Theorem 6.1 and (6.1). We have \( \Omega_1(k) \in F \) for \( 1 \leq k \leq 2g \) and \( (\log q)^{-1}\Omega_n(k) \in F \) for \( 2g + 1 \leq k \leq 4g \) by the formula for \( \Omega_1 \) in the proof of Proposition 4.18 together with (1.14) and (5.8).

Assume the above assertion for \( \Omega_{n-1} \). Then \( (\log q)\gamma_n(C) = (\log q)^{-1}\mu_n \) for some \( \mu_n \in F \), by Theorem 6.1 and (6.1). Applying the formula of \( P_k(m_k)^{-1}Q_k \) in Lemma 7.5 to \( m_k = \gamma_{2g-k} \) and \( k = 2g - n \), we obtain \( \Omega_n(k) \in F \) for \( 1 \leq k \leq 2g - n + 1 \) and \( (\log q)^{-1}\Omega_n(k) \in F \) for \( 2g - n + 2 \leq k \leq 4q - 2n + 2 \), because of Theorems 6.1 and (6.2). Hence \( (\log q)^{-1}\gamma_n(C) \in F \) for every \( 1 \leq n \leq 2g \), by induction.

On the other hand,
\[
\delta_n(C) = \begin{cases} 
(\log q) \cdot \gamma_1(C) \prod_{j=1}^J \frac{\gamma_{2j+1}(C)}{\gamma_{2j}(C)} & \text{if } n = 2J + 1 \geq 1, \\
J \prod_{j=0}^\infty \frac{\gamma_{2j+2}(C)}{\gamma_{2j+1}(C)} & \text{if } n = 2J + 2 \geq 2,
\end{cases}
\]
by definition (1.13) and Proposition 6.1. This formula for \( \delta_n(C) \) implies that \( \delta_n(C) \in F \) for every \( 1 \leq n \leq 2n \). \( \square \)

### 7.2. Proof of Theorem 1.6

Using the function of (7.1), we define
\[
E_{q,\omega}(z) := A_q(z + i\omega),
\]
\[
A_{q,\omega}(z) := \frac{1}{2}(E_{q,\omega}(z) + E_{q,\omega}^\circ(z)), \quad B_{q,\omega}(z) := \frac{i}{2}(E_{q,\omega}(z) - E_{q,\omega}^\circ(z)).
\]

Then \( A_{q,\omega}(z) \) and \( B_{q,\omega}(z) \) are real entire functions satisfying \( E_{q,\omega}(z) = A_{q,\omega}(z) - iB_{q,\omega}(z) \).

We use the following lemma instead of Lemma 7.1.

**Lemma 7.3.** Let \( E_{q,\omega}(z) \) be in (7.3). Then, all roots of \( P_q(x) \) lie on \( T \) if and only if \( E_{q,\omega}(z) \) is a function of the class HB for every \( \omega > 0 \).

**Proof.** By definition (7.1), all roots of \( P_q(x) \) lie on \( T \) if and only if \( A_q(z) \) has only real zeros. Suppose that \( A_q(z) \) has only real zeros (allowing multiple zeros). Then \( E_{q,\omega}(z) \)
satisfies inequality (1.2) for every $\omega > 0$, because
\[
\left| \frac{E_{q,\omega}(z)}{E_{q,\omega}(z)} \right|^2 = \frac{A_q(z - i\omega)}{A_q(z + i\omega)} \prod_{\rho \in \mathbb{R}, A_q(\rho) = 0} \left( 1 - \frac{4\omega y}{(x - \rho)^2 + (y + \omega)^2} \right) < 1
\]
for $z = x + iy$ with $y > 0$, by the factorization (7.3). Moreover, $E_{q,\omega}(z)$ has no real zeros for every $\omega > 0$, by definition (7.3) and by assumption. Hence $E_{q,\omega}(z)$ is a function of the class HB for every $\omega > 0$.

Conversely, suppose that $E_{q,\omega}(z)$ is a function of the class HB for every $\omega > 0$. Then all zeros of $A_{q,\omega}(z)$ and $B_{q,\omega}(z)$ are real, simple, and they interlace; see [11, Chapter VII, Theorems 3, 5, p. 313], but note the footnote of the first page. In particular, $A_{q,\omega}(z)$ has only real zeros for every $\omega > 0$. Hence $A_q(z) = \lim_{\omega \searrow 0} A_{q,\omega}(z)$ has only real zeros by Hurwitz’s Theorem (11, Theorem (1.5)). □

**Proof of necessity.** By Lemma 7.3, $P_0(x)$ has a zero outside $T$ if and only if $E_{q,\omega}(z)$ is not a function of the class HB for some $\omega > 0$. Hence it is sufficient to prove that $E_{q,\omega_0}(z)$ is not a function of the class HB if there exists $\omega_0 > 0$ such that $\delta_n(\zeta; q^{\omega_0}) \leq 0$ or $\delta_n(\zeta; q^{\omega_0})^{-1} \leq 0$ for some $1 \leq n \leq 2g$. This is proved similarly to Theorem 1.1. □

**Proof of sufficiency.** Let $\omega > 0$. Suppose that $\delta_n(\zeta; q^{\omega}) > 0$ and $\delta_n(\zeta; q^{\omega})^{-1} > 0$ for every $1 \leq n \leq 2g$. Then we can prove that $E_{q,\omega}(z)$ is a function of the class HB in a way similar to the proof of Theorem 1.2. Therefore, all roots of $P_0(x)$ lie on $T$, by Lemma 7.3 if $\delta_n(\zeta; q^{\omega}) > 0$ and $\delta_n(\zeta; q^{\omega})^{-1} > 0$ for every $1 \leq n \leq 2g$ and $\omega > 0$. □

### 7.3. Proof of Theorem 1.7

Using (6.1) and (6.2), starting from the initial vectors
\[
\Omega_{0,\omega} = \left[ \frac{a_{0,\omega}}{a_{0,\omega}} \right] \quad \text{and} \quad \tilde{\Omega}_{0,\omega} = \left[ \frac{a_{0,\omega}}{\omega - 1 a_{0,\omega}} \right], \tag{7.5}
\]
respectively, where
\[
a_{0,\omega} = \left( \begin{array}{cccc} c_0 q^{\omega} & c_1 q^{(q-1)\omega} & \cdots & c_{g-1} q^{\omega} & c_g & c_{g-1} q^{-\omega} & \cdots & c_0 q^{-g\omega} \end{array} \right),
\]
we define $(\gamma_n(\zeta; q^{\omega}), \Omega_q(n))$ and $(\tilde{\gamma}_n(\zeta; q^{\omega}), \tilde{\Omega}_q(n))$ for $1 \leq n \leq 2g$. Then $\Omega_{0,\omega}$ is equal to the initial vector (1.30) associated with (1.16). Therefore,
\[
\delta_n(\zeta; q^{\omega}) = \begin{cases} \frac{q^{\omega} - q^{-\omega}}{q^{\omega} + q^{-\omega}} \gamma_1(\zeta; q^{\omega}) \prod_{j=1}^{J} \frac{\gamma_{j+1}(\zeta; q^{\omega})}{\gamma_j(\zeta; q^{\omega})} & \text{if } n = 2J + 1 \geq 1, \\
\prod_{j=0}^{J} \frac{\tilde{\gamma}_{j+2}(\zeta; q^{\omega})}{\tilde{\gamma}_{j+1}(\zeta; q^{\omega})} & \text{if } n = 2J + 2 \geq 2,
\end{cases}
\]
by definition (1.15), Theorem 6.1 and Proposition 6.1. On the other hand, $\tilde{\gamma}_n(\zeta; q^{\omega}) = \omega \cdot \gamma_n(\zeta; q^{\omega})$ for every $1 \leq n \leq 2g$, by (6.1), (6.2), and definition (7.5). This implies $\delta_n(\zeta; q^{\omega}) = \tilde{\delta}_n(\zeta; q^{\omega})$ for every $1 \leq n \leq 2g$, if we define $\delta_n(\zeta; q^{\omega})$ by
\[
\tilde{\delta}_n(\zeta; q^{\omega}) = \begin{cases} \frac{1}{\omega} \frac{q^{\omega} - q^{-\omega}}{q^{\omega} + q^{-\omega}} \gamma_1(\zeta; q^{\omega}) \prod_{j=1}^{J} \frac{\gamma_{j+1}(\zeta; q^{\omega})}{\gamma_j(\zeta; q^{\omega})} & \text{if } n = 2J + 1 \geq 1, \\
\prod_{j=0}^{J} \frac{\tilde{\gamma}_{j+2}(\zeta; q^{\omega})}{\tilde{\gamma}_{j+1}(\zeta; q^{\omega})} & \text{if } n = 2J + 2 \geq 2.
\end{cases}
\]
Hence, for Theorem 1.7 it is sufficient to prove that
\[
\lim_{q^n \to 1} \delta_n(\zeta; q^n) = \delta_n(\zeta) \quad (1 \leq n \leq 2g).
\]

This equality follows from the formula
\[
\lim_{q^n \to 1} \tilde{\Omega}_{1,\omega} = \begin{bmatrix} \mathbf{a}_1 \\ \mathbf{b}_1 \end{bmatrix} \quad \left( \tilde{\Omega}_{1,\omega} := P_{2g-1}(\tilde{\gamma}_1(\zeta; q^n))^{-1}Q_{2g-1} \cdot \tilde{\Omega}_{0,\omega} \right),
\]

by definitions of \(\tilde{\gamma}_n(\zeta; q^n)\) and \(\gamma_n(\zeta; \log q)\), where
\[
\mathbf{a}_1 = \begin{bmatrix} 2c_0 \\ \frac{2g-1}{g} c_1 \\ \frac{2g-2}{g} c_2 \\ \vdots \\ \frac{g+1}{g} c_{g-1} \\ \frac{g}{g} c_g \\ \frac{g-1}{g} c_{g-1} \\ \vdots \\ \frac{2}{g} c_2 \\ \frac{1}{g} c_1 \end{bmatrix}, \quad \mathbf{b}_1 = \begin{bmatrix} 2gc_0 \log q \\ (2g-1)c_1 \log q \\ (2g-2)c_2 \log q \\ \vdots \\ (g+1)c_{g-1} \log q \\ gc_g \log q \\ (g-1)c_{g-1} \log q \\ \vdots \\ 2c_2 \log q \\ c_1 \log q \end{bmatrix}
\]

which are vectors of (4.33) and (4.34) with \(\gamma_1 = \frac{(C_{-g} + C_g)}{(C_{-g} - C_g)}\) associated with (1.14). Put
\[
\begin{bmatrix} \tilde{\mathbf{a}}_{1,\omega} \\ \tilde{\mathbf{b}}_{1,\omega} \end{bmatrix} := \tilde{\Omega}_{1,\omega} = P_{2g-1}(\tilde{\gamma}_1(\zeta; q^n))^{-1}Q_{2g-1} \cdot \tilde{\Omega}_{0,\omega}.
\]

Then, using the formula of \(P_k(m_k)^{-1}Q_k\) in Lemma 3.5 we have
\[
\tilde{\mathbf{a}}_{1,\omega} = \begin{bmatrix} 2 \cosh(g \log q^n) c_0 \\ (\cosh((g-1) \log q^n) + \omega^{-1} \gamma \sinh((g-1) \log q^n)) c_1 \\ (\cosh((g-2) \log q^n) + \omega^{-1} \gamma \sinh((g-2) \log q^n)) c_2 \\ \vdots \\ (\cosh((g-1) \log q^n) - \omega^{-1} \gamma \sinh((g-2) \log q^n)) c_{g-1} \\ (\cosh((g-2) \log q^n) - \omega^{-1} \gamma \sinh((g-1) \log q^n)) c_g \\ (\cosh((g-1) \log q^n) - \omega^{-1} \gamma \sinh((g-1) \log q^n)) c_1 \end{bmatrix}
\]

\[
\tilde{\mathbf{b}}_{1,\omega} = \begin{bmatrix} 2 \omega^{-1} \sinh(g \log q^n) c_0 \\ \gamma^{-1}(\cosh((g-1) \log q^n) + \omega^{-1} \gamma \sinh((g-1) \log q^n)) c_1 \\ \gamma^{-1}(\cosh((g-2) \log q^n) + \omega^{-1} \gamma \sinh((g-2) \log q^n)) c_2 \\ \vdots \\ \gamma^{-1}(\cosh((g-1) \log q^n) - \omega^{-1} \gamma \sinh((g-2) \log q^n)) c_{g-1} \\ \gamma^{-1}(\cosh((g-2) \log q^n) - \omega^{-1} \gamma \sinh((g-1) \log q^n)) c_g \\ \gamma^{-1}(\cosh((g-1) \log q^n) - \omega^{-1} \gamma \sinh((g-1) \log q^n)) c_1 \end{bmatrix}
\]

with
\[
\gamma = \tilde{\gamma}_1(\zeta; q^n) = \frac{q^{g\omega} + q^{-g\omega}}{q^{g\omega} - q^{-g\omega}} = \omega \coth(g \log q^n).
\]
Using
\[
\lim_{x \to 0^+} \left[ \cosh((g-k)x) + \coth(gx) \sinh((g-k)x) \right] = \frac{2g-k}{g} (0 \leq k \leq g),
\]
\[
\lim_{x \to 0^+} \left[ \cosh((g-k)x) - \coth(gx) \sinh((g-k)x) \right] = \frac{k}{g} (1 \leq k \leq g-1),
\]
\[
\lim_{x \to 0^+} \gamma^{-1} = \lim_{x \to 0^+} \frac{\log q}{x} \tanh(gx) = g \log q
\]
for \( x = \log q \omega \), we obtain
\[
\lim_{q \to 1 \atop q^\omega \to 1} \begin{bmatrix} \overline{a}_{1,\omega} \\ b_{1,\omega} \end{bmatrix} = \begin{bmatrix} a_1 \\ b_1 \end{bmatrix}.
\]
On the other hand, it is easy to see that
\[
\lim_{q \to 1 \atop q^\omega \to 1} \frac{q^{g\omega} + q^{-g\omega}}{q^{g\omega} - q^{-g\omega}} = \frac{1}{g \log q}
\]
Hence \( \lim_{q^\omega \to 1} \delta_n(q^\omega) = \delta_n(q) \) for every \( 1 \leq n \leq 2g \). Because \( \delta_n(q^\omega) \) is a rational function of \( q^\omega \), we obtain the second formula of Theorem 1.7.

7.4. Remark on Theorem 1.7: We have
\[
E_{q,\omega}(z) = A_q(z) - i\omega B_q(z) + O(\omega^2),
\]
\[
A_{q,\omega}(z) = A_q(z) + O(\omega^2), \quad B_{q,\omega}(z) = \omega B_q(z) + O(\omega^3)
\]
as \( \omega \to 0^+ \) if \( z \) lies in a compact subset of \( \mathbb{C} \). Therefore, it seems that \( E_{q,\omega}(z) \) is similar to \( E_q(z) = A_q(z) - iB_q(z) \) for small \( \omega > 0 \), but there is an obvious gap after the limit \( \omega \to 0^+ \) is taken. To resolve this gap, we consider
\[
\tilde{E}_{q,\omega}(z) := A_{q,\omega}(z) - \frac{i}{\omega} B_{q,\omega}(z).
\]
Then,
\[
\tilde{E}_{q,\omega}(z) = A_q(z) - i B_q(z) + O(\omega^2) = E_q(z) + O(\omega^2),
\]
\[
\tilde{A}_{q,\omega}(z) := \frac{1}{2}(\tilde{E}_{q,\omega}(z) + \tilde{E}_{q,\omega}^\ast(z)) = A_{q,\omega}(z) = A_q(z) + O(\omega^2),
\]
\[
\tilde{B}_{q,\omega}(z) := \frac{i}{2}(\tilde{E}_{q,\omega}(z) - \tilde{E}_{q,\omega}^\ast(z)) = \frac{1}{\omega} B_{q,\omega}(z) = B_q(z) + O(\omega^2)
\]
as \( \omega \to 0^+ \) if \( z \) lies in a compact subset in \( \mathbb{C} \). Hence we “recovers” \( E_q(z) \) from \( \tilde{E}_{q,\omega}(z) \) by taking the limit \( \omega \to 0^+ \). The initial vector \( \tilde{\Omega}_{q,\omega} \) of (7.3) is chosen to corresponds to \( \tilde{A}_{q,\omega}(z) \) and \( \tilde{B}_{q,\omega}(z) \). This is a reason Theorem 1.7 holds. However, despite this advantage, we chose \( E_{q,\omega}(z) \), and not \( \tilde{E}_{q,\omega}(z) \) in Section 7.2. One reason is the simple formula \( E_{q,\omega}(z) = A_q(z + i\omega) \). By comparison, \( E_{q,\omega}(z) \) has a slight complicated form
\[
\tilde{E}_{q,\omega}(z) = \frac{A_q(z + i\omega) + A_q(z - i\omega)}{2} + \frac{A_q(z + i\omega) - A_q(z - i\omega)}{2\omega}.
\]
We do not know whether an analogue of Lemma 7.3 holds for \( \tilde{E}_{q,\omega}(z) \). However, if such analogue holds, we may obtain results for \( \tilde{E}_{q,\omega}(z) \) analogous to \( E_{q,\omega}(z) \).
7.5. Comparison with classical results. A necessary and sufficient condition for all roots of $P(x) \in \mathbb{C}[x]$ to lie on $T$ is that $P(x)$ be self-inversive (i.e., $P(x) = x^{\deg P(1/x)}$) and that all roots of the derivative $P'(x)$ lie inside or on $T$ (Gauss–Lucas [13], Schur [23], Cohn [2]). If $P(x)$ is a self-inversive polynomial, $P'(x)$ has no zeros on $T$ except at the multiple zeros of $P(x)$ ([14 Lemma (45.2)]). Therefore, a necessary and sufficient condition for all roots of the self-inversive polynomial $P(x) \in \mathbb{C}[x]$ to be simple and on $T$ is that all the roots of $P'(x)$ lie inside $T$. The following classical result is quite useful for checking this condition.

**Theorem 7.1.** Let $Q(x) = a_0x^n + a_1x^{n-1} + \cdots + a_n$ be a complex polynomial of degree $n$. Let $D_n(Q)$ be the $2n \times 2n$ matrix

$$
D_n(Q) = \begin{bmatrix}
a_0 & a_1 & \cdots & a_{n-1} & a_n \\
a_0 & a_1 & \cdots & a_{n-1} & a_n \\
a_0 & a_1 & \cdots & a_{n-1} & a_n \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
a_n & a_{n-1} & \cdots & a_1 & a_0
\end{bmatrix}
$$

which is the resultant of $Q$ and $Q^2$. For $k = 2, \ldots, n$, given the $2k \times 2k$ matrix $D_k(Q)$, define the $2(k-1) \times 2(k-1)$ matrix $D_{k-1}(Q)$ by deleting the $k$-th and $2k$-th rows and columns of $D_k(Q)$. In particular,

$$
D_2(Q) = \begin{bmatrix}
a_0 & a_1 & a_n & a_{n-1} & a_n \\
a_0 & a_1 & a_n & a_{n-1} & a_n \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
a_n & a_{n-1} & a_1 & a_0
\end{bmatrix}, \\
D_1(Q) = \begin{bmatrix}
a_0 & a_n \\
\bar{a}_n & \bar{a}_0
\end{bmatrix}.
$$

All roots of $Q(x)$ lie inside $T$ if and only if $\det D_k > 0$ for every $1 \leq k \leq n$.

For a proof, see [25 Section 75, Problems 4, 5] and the Schur-Cohn criterion [14 Section 43, Theorem (43.1)], together with [14 Section 43, Exercise 2 and Section 45, Exercise 3].

Applying Theorem 7.1 to $Q(x) = P_g'(x)$, we find that all roots of $P_g'(x)$ are simple and on $T$ if and only if $\det D_n(P_g') > 0$ for every $1 \leq n \leq 2g - 1$. For $g = 2$, we have

$$
\det D_1(P_2') = (4c_0 - c_1)(4c_0 + c_1),
$$

$$
\det D_2(P_2') = 4(8c_0^2 - 2c_1^2 + 4c_0c_2)(8c_0^2 + c_1^2 - 4c_0c_2),
$$

$$
\det D_3(P_2') = 16(2c_0 + 2c_1 + c_2)(2c_0 - 2c_1 + c_2)(8c_0^2 + c_1^2 - 4c_0c_2)^2.
$$

On the other hand,

$$
\delta_2(P_2) = \frac{4c_0 + c_1}{4c_0 - c_1}, \\
\delta_3(P_2) = \frac{8c_0^2 - 2c_1^2 + 4c_0c_2}{8c_0^2 + c_1^2 - 4c_0c_2}, \\
\delta_4(P_2) = \frac{2c_0 + 2c_1 + c_2}{2c_0 - 2c_1 + c_2}
$$

where $\delta_n(P_g) = \delta_n(C)$ for corresponding $C$.

As in the above examples, it is expected that $\delta_{n+1}(P_g)$ and $\det D_n(P_g')$ have the same sign for every $1 \leq n \leq 2g - 1$ even if $P_g'(x)$ has a root outside $T$. We do not touch such a problem here but mention that Theorems 7.1 and 7.2 for self-reciprocal polynomials are the same level from a computational point of view, because $\delta_1(P_g) = 1$, in general, and a computation of $\det([E^+(C)]_n + E^-(C)_n,J_n)$ is reduced to a computation of a determinant of a size $n$ matrix:

$$
\det([E^+(C)]_n + E^-(C)_n,J_n) = C_{2g+1-n}^{-1} \det([E^+(C)]_n + E^-(C)_n,J_n)_{\leq n}.
$$
That is, essentially, $\delta_{n+1}(P_g)$ is a determinant of a square matrix of size $n+1$. Therefore, it seems plausible that the criterion of Theorem 5.5 can be deduced from the known criterion using some linear algebra identities. However, the author does not have an idea how to realize such argument.

As mentioned in [14] and [25], an origin of Theorem 7.1 is in work of Hermite and Hurwitz. They related the distribution of roots of polynomials with the signature of quadratic forms. Concerning the approach of the present paper, the reproducing kernel (5.3) of the de Branges space $B(E)$ may play a role of quadratic forms.

7.6. Concluding remarks. Corollary 5.2 and arguments of Subsections 6.3.1 and 7.1 show that a self-reciprocal polynomial $P_g(x)$ of (1.12) has only simple zeros on $T$ if and only if there exists $2g$ positive real numbers $\gamma_1, \ldots, \gamma_{2g}$ such that

$$P_g(x) = P_g(1) \frac{1}{2g} [1 \ 0] \prod_{n=1}^{2g} \left[ \begin{array}{cc} (x + 1) & i\gamma_n(x - 1) \\ -i\gamma_n^{-1}(x - 1) & (x + 1) \end{array} \right] [1 \ 0],$$

since $P_g(1) = E_q(0) = A_q(0)$. Compare this with the factorization

$$P_g(x) = P_g(0) \prod_{j=1}^g (x^2 - 2\lambda_j x + 1) \quad (\lambda_j \in \mathbb{C}).$$

As described in the introduction and in Section 6, we have at least two simple algebraic algorithms for calculating $\gamma_1, \ldots, \gamma_{2g}$ from coefficients $c_0, \ldots, c_g$, but it is impossible to calculate $\lambda_1, \ldots, \lambda_g$, since the Galois group of a general self-reciprocal polynomial $P_g(x)$ is isomorphic to $S_g \times (\mathbb{Z}/2\mathbb{Z})^g$. In addition, it is understood that the positivity of $\gamma_1, \ldots, \gamma_{2g}$ is equivalent to the positivity of a Hamiltonian, but a plausible meaning of $|\lambda_j| < 1$ and $\lambda_i \neq \lambda_j \ (i \neq j)$ is not clear.

We now comment on two important classes of self-reciprocal polynomials.

The first one is the class of zeta functions of smooth projective curves $C/\mathbb{F}_q$ of genus $g$: $Z_C(T) = Q_C(T)/((1 - T)(1 - qT))$, where $Q_C(T)$ is a polynomial of degree $2g$ satisfying the functional equation $Q_C(T) = (q^{1/2}T)^{2g}Q_C(1/(qT))$. Hence $P_C(x) = Q_C(q^{-1/2}x)$ is a self-reciprocal polynomial of degree $2g$ with real coefficients. Weil [26] proved that all roots of $P_C(x)$ lie on $T$ as a consequence of Castelnuovo’s positivity for divisor classes on $C \times C$.

The second one is the class of polynomials $P_A(x)$ attached to $n \times n$ real symmetric matrices $A = (a_{i,j})$ with $|a_{i,j}| \leq 1$ for every $1 \leq i < j \leq n$ (no condition is imposed on the diagonal): $P_A(x) = \sum_{I \cup J = \{1, 2, \ldots, n\}} x^{|I|} \prod_{i \in I, j \in J} a_{i,j}$, where $I \cup J$ means a disjoint union. Polynomials $P_A(x)$ are obtained as the partition function of a ferromagnetic Ising model and are self-reciprocal polynomials of degree $n$ with real coefficients. The fact that all roots of any $P_A(x)$ lie on $T$ is known as the Lee-Yang Circle Theorem [10]. Ruelle [21] extended this result and characterized the polynomials $P_A(x)$ in terms of multi-affine polynomials being symmetric under certain involution on the space of multi-affine polynomials [21].

It seems that a discovery of arithmetical, geometrical, or physical interpretation of the positivity of $\gamma_1, \ldots, \gamma_{2g}$ or $H(a)$ (for some restricted class of polynomials) is quite an interesting and important problem. We hope that our formula of $\gamma_1, \ldots, \gamma_{2g}$ contributes to such philosophical interpretation.
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