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Abstract

We introduce a new formulation of reflected BSDEs and doubly reflected BSDEs associated with irregular obstacles. In the first part of the paper, we consider an extension of the classical optimal stopping problem over a larger set of stopping systems than the set of stopping times (namely, the set of split stopping times), where the payoff process ξ is irregular and in the case of a general filtration. Split stopping times are a powerful tool for modeling financial contracts and derivatives that depend on multiple conditions or triggers, and for incorporating stochastic processes with jumps and other types of discontinuities. We show that the value family can be aggregated by an optional process v, which is characterized as the Snell envelope of the reward process ξ over split stopping times. Using this, we prove the existence and uniqueness of a solution Y to irregular reflected BSDEs. In the second part of the paper, motivated by the classical Dynkin game with completely irregular rewards considered by Grigorova et al. (2018), we generalize the previous equations to the case of two reflecting barrier processes.
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1 Introduction

The notion of Backward stochastic differential equations (BSDEs, in short) was originally introduced by Bismut ( [15], 1973) in the case of a linear driver and developed afterward by Pardoux and Peng in [10]. Ever since, these equations has been widely studied in the literature due to their affiliation with many problems in different mathematical areas, we mention, among others, partial differential equations, theoretical economies, mathematical finance, stochastic optimal control, game theory, and other optimality problems. Later, El Karoui et al. [29] introduced the notion of backward stochastic differential
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equation with reflection in the case of a Brownian filtration and a continuous obstacle. This notion is simply a backward equation with the property that the first component of its solution remain greater than or equal to a given process called obstacle or barrier. The theory of reflected BSDEs for right-continuous and right-uppersemicontinuous obstacles, has been developed in a very high generality: see e.g., [2, 3, 8, 21, 24, 36, 38–40], however, the case of completely irregular obstacles presents considerable additional challenges. The first who dealt with this case are Grigorova et al. in [22]. Using some techniques from the optimal stopping theory (cf. [30], [27], [20]) and some results from the general theory of processes (cf. [5]), Grigorova et al. have proved existence and uniqueness of the solution to reflected BSDEs in a larger stochastic basis than the Brownian one, and where the obstacle is completely irregular. An important observation of their paper is that the solution is the value function of an optimal stopping problem in which the risk of a financial position \( \xi \) is assessed by an \( f \)-conditional expectation \( \mathbb{E}^f(.) \) (where \( f \) is a Lipschitz driver). In this work the obstacle was considered to be an optional process. On the other hand, when the obstacle is given by a completely irregular predictable process \( \xi \), and the filtration is non quasi-left continuous, Bouhadou and Ouaknine [35] proved the existence of a unique predictable solution to reflected BSDEs associated with \( \xi \), by means of the predictable Mertens decomposition (see [31]). In their setting, the predictable projection of a martingale appears in the expression of the first component of the solution, which differs from the case of reflected BSDEs associated with optional obstacles.

Cvitanic and Karatzas ([13], 1996) generalized the result of the work [29] to the case of two reflecting obstacles: the solution of the BSDE has to remain between two continuous processes \( \xi \) and \( \zeta \), called lower and upper obstacle, respectively. Since then, there has been a considerable development of doubly reflected BSDEs (DRBSDEs in short). The case of a not necessarily continuous obstacles were developed, among others, by Hamadène et al. [37], Crépey and Matoussi [36], Essaky et al. [7], Dumitrescu et al. [34], and usually introduced in connection with various applications such as Dynkin games (see e.g., [19]). In [23], Grigorova et al. (2020) studied DRBSDEs in the case of completely irregular optional obstacles, and interpreted the solution in terms of a game problem. They show the existence of a unique solution if and only if the so-called Mokobodzki’s condition holds (there exist two strong supermartingales such that their difference is between \( \xi \) and \( \zeta \)). Recently, Arharas et al. (2021) [11] generalized the work [35], using tools from the general theory of stochastic processes, for instance, Gal’chouk and Lenglart formula for strong predictable semimartingales and the predictable Mertens decomposition. They formulate a notion of DRBSDEs in the predictable setting, where the obstacles are predictable processes and the filtration is non-quasi-left continuous.

Although it is a known fact that every predictable process can be viewed as an optional process, references such as [11], [35], [23] and [22] have shown that reflected BSDEs in the optional and predictable frameworks exhibit noticeable differences. The main objective of this paper is to establish a formulation of reflected BSDEs that connects the two frameworks. The use of optimal stopping theory and the general theory of stochastic processes is generally known in most analyses of reflected BSDEs associated with irregular obstacles (see e.g., [22, 24]), therefore, we tackle the later question by considering an augmentation of the classical optimal stopping problem, that is, by optimizing over a larger set of stopping strategies than the set of stopping times, the so-called set of \textit{split stopping times}. More precisely, we are interested in the following optimal stopping problem: We
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are given a financial position/payoff process $\xi$. For a split stopping time $\delta = (G, \sigma) \in S_0$, we define

$$v(\delta) := \esssup_{\rho = (H, \tau) \in S_\delta} E[\xi_\rho | F_\delta],$$

(1.1)

where $S_\delta$ denotes the set of split stopping times $\rho = (H, \tau)$, such that $\rho \geq \delta$, in the sense of; $\tau \geq \sigma$ a.s. and $H \cap \{\tau = \sigma\} \subset G \cap \{\tau = \sigma\}$ (see Definition 3.1, Section 3). Note that with every stopping time $\tau$ can be associated the split stopping time $(\emptyset, \tau)$ (see e.g., [5]), thence the set of split stopping times is bigger than the one of stopping times.

The notion of Split stopping time can be traced back to Bismut [16] who names it a "quasi-stopping time" and resumed later in a slightly different form by Dellacherie and Meyer in [5, Appendix 1, p. 424]. A generalization can be found in Maingueneau [20]. Split stopping times are a useful generalization of stopping times in probability theory and stochastic processes, particularly in the context of finance and financial modeling. One reason why split stopping times are used is that they provide a way to model financial contracts and derivatives that depend on multiple conditions or triggers. In many financial applications, the value of a contract or derivative may depend not only on the value of the underlying asset at a specific time (represented by a stopping time), but also on some other condition or trigger that must be met in order for the contract to be exercised or for the derivative to be valued. Split stopping times allow for the modeling of such conditions or triggers by incorporating an additional element $H$, which represents the condition or event that triggers the stopping time $\tau$. This can provide a more flexible and realistic representation of financial contracts and derivatives than is possible with a simple stopping time. Another reason why split stopping times are useful is that they can be used to model stochastic processes with jumps or discontinuities, which can occur in financial markets due to sudden changes in market conditions or events such as news announcements. Split stopping times allow for the modeling of such discontinuities by incorporating both the left and right limits of the process $\xi$ at time $\tau$, which provides a way to account for sudden changes in the value of the underlying asset or instrument being modeled. Overall, split stopping times are a powerful tool for modeling complex financial instruments and contracts, and for incorporating stochastic processes with jumps and other types of discontinuities. For instance, Bismut in [16] introduced problem (1.1) in the case of a cadlag financial position process $\xi$ and applied the paper results to a game problem over quasi-stopping times. In the case of a non-right-continuous process $\xi$, this optimal stopping problem has been studied in [30, p. 136], where the assumption of right-continuity of $\xi$ was replaced by the weaker assumption of right-uppersemicontinuity (r.u.s.c.). Recently, Marzougue [28] considered a formulation of problem (1.1) closest to ours, where the reward is a ladlag positive process. Using the definition of split stopping times given in [20], he studied the following problem: For each stopping time $\theta$,

$$Y(\theta) := \esssup_{\rho = (H^-, H, H^+, \tau) \in G_\theta} E[\xi_\rho | F_\theta],$$

where $G_\theta$ is the set of split stopping times $\rho = (H^-, H, H^+, \tau)$, such that $\tau \geq \theta$. Nevertheless, our model is more general in two aspects: (i) the value family is indexed by split stopping times; (ii) the supremum in (1.1) is taken over the set of split stopping times greater than or equal to $\delta$, in the sense of the order defined above. We think such a generalization is interesting from theoretical point of view. From applied point of view, in
many cases, the value of the process at a stopping time depends on the information available up to that time. For example, in the context of a stock market, the value of a stock at the time of sale depends on the information available to the investor up to the time of the sale. In order to find the optimal time to sell the stock, one needs to take this information into account. By using split stopping times, we are able to explicitly specify the information available up to the stopping time as a subset $H$ of the information available up to the stopping time, which is represented by the $\sigma$-algebra $\mathcal{F}_{\tau^-}$. This allows us explicitly incorporate the available information when computing the value function for an optimal stopping problem, and can help us find the optimal split stopping time and decision rule. Without the use of split stopping times, it may be difficult to specify and incorporate the available information in a clear and consistent manner.

In the present paper, we consider problem (1.1) in the case of a general filtration and without making any regularity assumptions on $\xi$. For simplification purposes, we suppose that the process $\xi$ is left-limited. We highlight that the results of this paper remain valid in the case where $\xi$ do not have left limits. This can be done by considering the process $(\xi_t)_{t \in [0,T]} := (\limsup_{s \uparrow t, s < t} \xi_s)_{t \in [0,T]}$ instead of the process $(\xi_{t-})_{t \in [0,T]}$ (see e.g., [23]). Our first goal is to provide some properties of the value function family $v$ when $\xi$ is a ladlag positive process. To this purpose, some new notions for families of random variables indexed by split stopping times are introduced. Using some techniques and approaches from the optimal stopping theory (cf. [17], [27], [20]) and some results from the general theory of processes (cf. [5]), we show that the value family $(v(\delta), \delta \in \mathcal{S}_0)$ can be aggregated by a unique cadlag optional process $(v_t)_{t \in [0,T]}$. We characterize the value process $(v_t)_{t \in [0,T]}$ as the Snell envelope of $\xi$ over split stopping times, namely, the smallest strong supermartingale greater than or equal to $\xi$. Then, we give a Mertens decomposition and we obtain some local properties of the value function $(v_t)$. Inspired by the work [27], we underline that our results can be generalized to the case where the reward is given by a family $(\xi(\delta), \delta \in \mathcal{S}_0)$ of nonnegative random variables indexed by split stopping times. As it is mentioned in [27], this setup is more general than the setup of processes.

An interesting question now is: using the previous results to the case where, in addition to the reward process $\xi$, there is an additional running reward process $g \in L^2$, can we show that the smallest strong supermartingale $(v_t)$ of problem (1.1) is the solution of the reflected BSDE with lower obstacle $\xi$? That is to say, can we find a new formulation of Skorohod reflecting conditions that characterizes this solution? As a second contribution of this paper, we give a generalized formulation of Skorohod reflecting conditions (see (3.5), (3.6)) and then characterize the above value process as the unique solution of the following reflected BSDE:

$$Y_\delta = \xi_{\rho_T} + \int_\delta^{\rho_T} g(s, Y_s, Z_s)ds - \int_\delta^{\rho_T} Z_s dW_s - (M_{\rho_T} - M_\delta) + A_{\rho_T} - A_\delta + B_{\rho_T} - B_\delta \text{ a.s.,}$$

for all $\delta \in \mathcal{S}_0$, \hspace{1cm} (1.2)

where $T$ is a fixed finite time horizon, and $\rho_T$ is the terminal split stopping time $(\emptyset, T)$. The important point to note here is that the formulation (1.2) generalized the predictable and the optional case. If we consider $\delta = (\emptyset, \tau)$, where $\tau$ runs through the set of stopping times $\mathcal{T}_0$, we recover the usual formulation of reflected BSDEs associated with irregular optional obstacles given in [24]. Also, recall that, if $\tau$ is a predictable stopping time,
we can associate with it the split stopping time $(\Omega, \tau)$, which can be denote by $\tau^-$ (see [5, Appendix 1, p. 424]). Therefore, by associating $T$ with the split terminal time $\rho^T = (\Omega, T)$ and taking $\delta = (\Omega, \tau)$, where $\tau$ runs through the set of predictable stopping times $T_0^p$, equation (1.2) coincides with the formulation of reflected BSDEs for predictable barriers given in [35].

As a third contribution of this paper, we generalize the previous equations with the objective to give a new characterization of the problem of doubly RBSDEs in the case where the barriers do not satisfy any regularity assumption, and where the filtration is general. Motivated by ideas of [23], under an extended type of Mokobodzki’s condition, we show the existence and uniqueness of the solution. In the proof of our result, we will use a Picard iteration method to show the existence of a solution when the driver $g$ does not depend on the solution, and for a general driver we prove the existence and uniqueness using a contraction method. Grigorova et al. [23] were the first to deal with BSDEs with two reflecting barriers that are not right-continuous. At this point we would like to mention the use of split stopping times in their context. For completely irregular payoffs, Grigorova et al. observe that the solution is characterized in terms of the value of a generalized $\mathcal{E}^f$-Dynkin game, namely, a game problem over split stopping times with (non-linear) $f$-expectation, where $f$ is the driver of the doubly reflected BSDE. Precisely, let $\theta$ be a stopping time in $T_0$. For each split stopping times $\rho = (H, \tau)$ s.t. $\tau \geq \theta$ a.s. and $\delta = (G, \sigma)$ s.t. $\sigma \geq \theta$ a.s., the criterium is given by

$$J_{\rho, \delta} := \mathcal{E}_{\theta, \tau \wedge \sigma} \left[ \xi_\rho 1_{\tau \leq \sigma} + \zeta_\delta 1_{\sigma < \tau} \right].$$

In view of this, we believe that our new formulation of doubly RBSDEs can open a way towards further developments in this Dynkin game problem.

The rest of the paper is organized as follows: Section 2 is devoted to notation, definitions and some preliminary results. In section 3, we present the notion of split stopping time, which plays a crucial role in this paper. Next, we state our first main problem of the reflected BSDE, in Definition 3.2, for one left limited obstacle. Subsection 3.1 is devoted to study our optimal stopping problem (1.1). We first provide some properties of the value function $v$ and the strict value function $v^+$ when $\xi$ is a ladlag process. Therefore, we show that the value family $(v(\delta), \delta \in S_0)$ can be aggregated by a unique ladlag optional process $(\mathbb{v}_t)_{t \in [0,T]}$. Then, we give some general results such as Mertens decomposition of the value process and Skorokhod conditions satisfied by the associated non decreasing processes. In subsection 3.2, we characterize the value process of problem (1.1) in terms of the solution of a Reflected BSDE associated with a completely irregular obstacle in general filtration, and with a driver $g$ which does not depend on the solution. Using a fixed point argument, we prove existence and uniqueness of the solution for a general Lipschitz driver. Section 4 is devoted to provide results on doubly reflected BSDEs associated with a Lipschitz driver and left limited barriers $(\xi, \zeta)$; in particular, we show existence and uniqueness of the solution of this equation.

2 Notations and definitions

Let $T > 0$ be a fixed positive real number. Throughout this paper we are given a probability space $(\Omega, \mathcal{F}, P)$ equipped with a right-continuous complete filtration $\mathcal{F} = \{\mathcal{F}_t :
Let $W$ be a one-dimensional $\mathbb{F}$-Brownian motion. We denote by $\mathcal{P}$ (resp. $\mathcal{O}$) the predictable (resp. optional) $\sigma$-algebra on $\Omega \times [0, T]$. Moreover, we denote by $\mathcal{F}_0$ the set of all stopping times $\tau$ with values in $[0, T]$, and by $\mathcal{T}_0^p$ the set of all predictable stopping times $\tau$ with values in $[0, T]$. More generally, for a given stopping time $S$ in $\mathcal{F}_0$, we denote by $\mathcal{T}_S$ (resp. $\mathcal{T}_S^+$) the set of stopping times $\tau$ in $\mathcal{F}_0$ such that $S \leq \tau$ a.s. (resp. $S < \tau$ a.s. on $\{S < T\}$ and $\tau = T$ a.s. on $\{S = T\}$).

We also use the following notations:

- $L^2(\mathcal{F}_T)$ is the set of random variables $\xi$ which are $\mathcal{F}_T$-measurable and square-integrable.
- $\mathbb{H}^2$ is the set of real-valued predictable processes $\phi$ with
  \[ \|\phi\|^2_{\mathbb{H}^2} := E\left[\int_0^T |\phi_t|^2 dt\right] < \infty. \]
- $\mathbb{S}^2$ is the vector space of real-valued optional (not necessarily cadlag) processes $\xi$ such that
  \[ \|\xi\|^2_{\mathbb{S}^2} := E[\esssup_{\tau \in \mathcal{T}_0} |\xi_\tau|^2] < \infty. \]
  The mapping $\|\cdot\|_{\mathbb{S}^2}$ is a norm on the space $\mathbb{S}^2$. Moreover, the space $\mathbb{S}^2$ endowed with this norm is a Banach space. This follows by using similar arguments as in the proof of Proposition 2.1 in [22].
- $\mathbb{M}^2$ is the set of square integrable martingales $M = (M_t)_{t \in [0, T]}$ with $M_0 = 0$. We can endow $\mathbb{M}^2$ with the norm
  \[ \|M\|_{\mathbb{M}^2}^2 := E\{M_T^2\}. \]
  This space equipped with the scalar product
  \[ (M, N)_{\mathbb{M}^2} = E[M_T N_T] = E[<M, N>_T] = E[[M, N]_T], \quad M, N \in \mathbb{M}^2, \]
  is an Hilbert space.
- $\mathbb{M}^{2, \perp}$ is the subspace of martingales $N \in \mathbb{M}^2$ satisfying $<N, W> = 0$.

**Remark 2.1** The condition $<N, W> = 0$ expresses the orthogonality of $N$ (in the sense of the scalar product $(\cdot, \cdot)_{\mathbb{M}^2}$) with respect to all stochastic integrals of the form $\int_0^t h_s dW_s$, where $h \in \mathbb{H}^2$ (cf. e.g. [32, IV. 3. Lemma 2, p. 180]).

Let $\beta > 0$. For $\phi \in \mathbb{H}^2$, we define $\|\phi\|^2_\beta := E[\int_0^T e^{\beta s} |\xi_s|^2 ds]$. For $\xi \in \mathbb{S}^2$, we define $\|\xi\|^2_\beta := E[\esssup_{\tau \in \mathcal{T}_0} e^{\beta \tau} |\xi_\tau|^2]$. For $M \in \mathbb{M}^2$, $\|M\|^2_{\mathbb{M}^2, \beta} := E(\int_0^T e^{\beta s} d[M]_s)$. Note that $\|\phi\|^2_\beta$ (resp. $\|\xi\|^2_\beta, \|M\|^2_{\mathbb{M}^2, \beta}$) is a norm on $\mathbb{H}^2$ (resp. $\mathbb{S}^2, \mathbb{M}^2$) equivalent to the norm $\|\xi\|^2_{\mathbb{H}^2}$ (resp. $\|\xi\|^2_{\mathbb{S}^2}, \|M\|^2_{\mathbb{M}^2}$). We write $K_\beta$ for the space $\mathbb{S}^2 \times \mathbb{H}^2$ equipped with the norm: $\|(Y, Z)\|_{K_\beta}^2 := \|Y\|^2_\beta + \|Z\|^2_\beta$, for $(Y, Z) \in \mathbb{S}^2 \times \mathbb{H}^2$. Since $(\mathbb{S}^{2, p}, \|\cdot\|^2_{L^p})$ and
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(H², ||·||₂²) are Banach spaces, Kβ is also a Banach space.

For a ladlag process φ, we denote by φₜ₊ and φₜ₋ the right-hand and left-hand limit of φ at time t. We denote by Δφₜ := φₜ₊ − φₜ₋ the size of left jump of φ at time t (with the convention φ₀₋ = φ₀), and by Δ₊φₜ := φₜ₊ − φₜ the size of right jump of φ at time t.

The following orthogonal decomposition property of martingales in M² can be found in [14, Chapter III, Lemma 4.24, p. 185]:

Lemma 2.1 For each M ∈ M², there exists a unique couple (Z, N) ∈ H² × M²⊥ such that

\[ M_t = \int_0^t Z_s dW_s + N_t, \quad 0 \leq t \leq T \quad \text{a.s.} \]  (2.1)

Definition 2.1 (Strong supermartingale) An optional process Y = (Yₜ) ∈ [0, T] is said to be a strong supermartingale if

1. For every bounded stopping time τ, Yₜ is integrable.
2. For every pair of stopping times S, τ such that S ≤ τ,

\[ Y_S \geq E[Y_\tau | F_S] \quad \text{a.s.} \]  (2.2)

The following Theorems can be found in [6, Theorem 86, p. 220; Theorem 53, p. 187].

Theorem 2.1 (Section theorem) Let X = (Xₜ) and Y = (Yₜ) be two optional (resp. predictable) processes. If for every finite stopping time τ one has, Xₜ = Yₜ a.s., then the processes (Xₜ) and (Yₜ) are indistinguishable.

Theorem 2.2 For a stopping time τ in T₀ and a measurable set A. We denote by τₐ the random variable defined by

\[ \tauₐ(\omega) = \tau(\omega) \quad \text{if} \quad \omega \in A, \quad \tauₐ(\omega) = T \quad \text{if} \quad \omega \in A^c. \]  (2.3)

τₐ is a stopping time if and only if A ∈ Fₜ.

Definition 2.2 (Driver, Lipschitz driver). A function g is said to be a driver if

(i) \( g : \Omega \times [0, T] \times \mathbb{R}^2 \to \mathbb{R} \) is \( \mathcal{P} \otimes \mathcal{B}(\mathbb{R}^2) \) measurable,

(ii) \( g(., 0, 0) \in H² \).

A driver g is called a Lipschitz driver if moreover there exists a constant K > 0 such that dP ⊗ dt-a.s., for each \( (y₁, z₁) \in \mathbb{R}², (y₂, z₂) \in \mathbb{R}², \)

\[ |g(w, t, y₁, z₁) − g(w, t, y₂, z₂)| \leq K(|y₁ − y₂| + |z₁ − z₂|). \]

We recall the definition of mutually singular random measures associated with nondecreasing cadlag predictable processes from [34, Definition 2.3., p. 5].
Definition 2.3 Let $A = (A_t)_{0 \leq t \leq T}$ and $A' = (A'_t)_{0 \leq t \leq T}$ be two real-valued predictable nondcreasing cadlag processes with $A_0 = 0$, $A'_0 = 0$, $E[A_T] < \infty$ and $E[A'_T] < \infty$. We say that the random measures $dA_t$ and $dA'_t$ are mutually singular (in a probabilistic sense), and we write $dA_t \perp dA'_t$, if there exists $D \in \mathcal{O}$ such that:

$$E \left[ \int_0^T 1_D dA_t \right] = E \left[ \int_0^T 1_D dA'_t \right] = 0,$$  \hspace{1cm} (2.4)

which can also be written as $\int_0^T 1_D dA_t = \int_0^T 1_D dA'_t$ a.s., where for each $t \in [0, T]$, $D_t$ is the section at time $t$ of $D$, that is, $D_t := \{ \omega \in \Omega, (\omega, t) \in D \}$.

Definition 2.4 (Admissible obstacles). Let $\xi = (\xi_t)_{t \in [0, T]}$ and $\zeta = (\zeta_t)_{t \in [0, T]}$ be two processes in $S^2$, such that $\xi_t \leq \zeta_t$, $0 \leq t \leq T$ a.s. and $\xi_T = \zeta_T$ a.s. A pair of processes $(\xi, \zeta)$ satisfying the previous properties will be called a pair of admissible obstacles, or a pair of admissible barriers.

3 Optimal Stopping Problem Over Split Stopping Times and Reflected BSDEs

Let $T > 0$ be a fixed terminal time (as before). The following notion was first introduced by Bismut [16] under the name “quasi-stopping times”, in a different form and resumed by Dellacherie and Meyer in [5]. From practical point of view, it can be seen as a larger set of stopping strategies than the set of stopping times $\mathcal{T}_0$. The definitions below can be found in [5].

Definition 3.1 (Split stopping time) A split stopping time (abbreviated s.s.t.) is an ordered pair $\rho = (H, \tau)$, where $\tau$ is a stopping time in $\mathcal{T}_0$ and $H$ an element of $\mathcal{F}_\tau$ such that $\tau_H$ is a predictable stopping time (hence $H$ in fact belongs to $\mathcal{F}_{\tau^{-}}$). $\rho$ is called bounded, finite, ... if $\tau$ is bounded, finite, ...

For a strong supermartingale or more generally a process $X$ which a.s. admits left limits and a stopping system $\rho = (H, \tau)$, we set

$$X_\rho := X_\tau 1_H + X_{\tau^+} 1_{H^c},$$  \hspace{1cm} (3.1)

with the convention that $X_{0^-} = X_0$. If $X$ is optional, $X_\rho$ is measurable with respect to the $\sigma$-algebra $\mathcal{F}_\rho$, formed by the $A \in \mathcal{F}_\tau$ such that $A \cap H \in \mathcal{F}_{\tau^{-}}$.

Let $\rho = (H, \tau)$ and $\delta = (G, \sigma)$ be two split stopping times; we write $\rho \geq \delta$ (resp. $\rho > \delta$) if $\tau \geq \sigma$ a.s. (resp. $\tau > \sigma$ a.s.) on $\{\sigma < T\}$ and $\sigma = \sigma$ a.s. on $\{\sigma = T\}$, and if $H \cap \{\tau = \sigma\} \subset G \cap \{\tau = \sigma\}$. It is easily seen that $\mathcal{F}_\delta \subset \mathcal{F}_\rho$.

In real-world applications, the event $H$ in Definition 3.1 represents the available information up to and including the stopping time $\tau$. To illustrate this concept, let us consider an example in the context of a stock market.

Example 1 Suppose we are modeling the price of a stock over time using a stochastic process $X$. A stopping time $\tau$ in this context could represent the time at which an investor
decides to sell the stock. The event \( H \) could represent the information available to the investor up to the time of the sale, such as the current market conditions, news about the company, or other factors that could influence the stock price.

In this case, a split stopping time \((H, \tau)\) would represent the situation where the investor has access to information up to the time of the sale, and can make a decision based on that information. The left limit \( X_{1-} \) of the stock price process at the stopping time \( \tau \) would represent the value of the stock just before the sale, and \( X_\tau \) would represent the value of the stock at the time of the sale. The concept of a split stopping time allows us to capture the idea that the decision to sell the stock may be based on both past and present information, and that the value of the stock at the time of the sale may be influenced by both factors. The definition of \( X_\rho = X_{1-}1_H + X_11_{H^c} \) then allows us to compute the value of the stock at the time of the sale, taking into account the available information up to that point.

Let now \( H^T \) be a fixed set in \( \mathcal{F}_{T^-} \). We define \( \rho^T \) by the split terminal time \((H^T, T)\). We denote by \( S_0 \) the set of all split stopping times \( \delta = (G, \sigma) \) such that \( \delta \leq \rho^T \), i.e. \( \sigma \leq T \) a.s. and \( H^T \cap \{ \sigma = T \} \subset G \cap \{ \sigma = T \} \). More generally, for a given split stopping time \( \delta \) in \( S_0 \), we denote by \( S_\delta \) (resp. \( S_{\delta^+} \)) the set of split stopping times \( \rho = (H, \tau) \in S_0 \) such that \( \delta \leq \rho \) (resp. \( \delta < \rho \)) in the above sense. We denote also by \( S_0^p \) the set of split stopping times \( \rho = (H, \tau) \in S_0 \) such that \( \tau \in T_0^p \).

**Remark 3.1**

1. Every stopping time \( \tau \in T_0 \) can be associated with the split stopping time \( \rho = (\emptyset, \tau) \) which we identify with \( \tau \). In this particular case, we have \( X_\rho = X_\tau \), so the notation (3.1) is consistent. We see that the notion of split stopping time generalizes that of a stopping time (in the usual sense).

2. If \( \tau \) is predictable, we can associate with it the split stopping time \((\emptyset, \tau)\), which we denote by \( \tau^- \).

The following theorem can be found in [5].

**Theorem 3.1** Let \( X \) be an optional strong supermartingale. Let \( \rho = (H, \tau) \) and \( \delta = (G, \sigma) \) be two split stopping times such that \( \rho \leq \delta \). Then

\[
X_\rho \geq E[X_\delta | \mathcal{F}_\rho] \quad \text{a.s.} \tag{3.2}
\]

with equality if \( X \) is an optional strong martingale.

We define now reflected BSDEs, for which the solution is constrained to stay above a given ladjag process \( \xi \) called obstacle or barrier.

**Definition 3.2** Let \( g \) be a driver. Let \( \xi = (\xi_t)_{t \in [0,T]} \) be a ladjag process in \( S^2 \). A process \((Y, Z, M, A, B) \in S^2 \times H^2 \times M^{2,1} \times (S^2)^2\) is said to be solution to the reflected BSDE with (lower) barrier \( \xi \) and driver \( g \), if for all \( \delta \in S_0 \)

\[
Y_\delta = \xi_\rho^T + \int_\delta^{\rho^T} g(s, Y_s, Z_s)ds - \int_\delta^{\rho^T} Z_s dW_s - (M_{\rho^T} - M_\delta) + A_{\rho^T} - A_\delta + B_{\rho^T} - B_\delta - a.s., \tag{3.3}
\]
Indeed, recall that if \( Y \) is predictable and we set for every \( \delta \)
\[
\int_0^\rho T_{Y^- > \xi^-} dA^\sigma_t = 0 \quad \text{a.s. and } (Y^-_\delta - \xi^-_\delta)(A^d_\delta - A^d_\delta^-) = 0 \quad \text{a.s. for all } \delta \in S^p_0,
\]
(3.5)

\( B \) is a nondecreasing right-continuous adapted purely discontinuous process with \( B^- = 0, E(B^\rho T) < \infty \) and such that
\[
(Y^-_\delta - \xi^-_\delta)(B^-_\delta - B^-_\delta^-) = 0 \quad \text{a.s. for all } \delta \in S_0.
\]
(3.6)

Here \( A^c \) denotes the continuous part of the nondecreasing process \( A \) and \( A^d \) its discontinuous part. Conditions (3.5) and (3.6) are called minimality conditions or Skorohod conditions.

**Remark 3.2** The Skorohod condition for \( A^d \) (resp. \( B \)) can be rewritten as
\[
(Y^-_\sigma - \xi^-_\sigma)(A^d_\sigma - A^d_\sigma^-) 1_{G^c} = 0 \quad \text{a.s. for all } \delta = (G, \sigma) \in S^p_0 \quad (3.7)
\]
(3.7)

\( \text{resp. } (Y^-_\sigma - \xi^-_\sigma)(B^-_\sigma - B^-_\sigma^-) 1_{G^c} = 0 \quad \text{a.s. for all } \delta = (G, \sigma) \in S_0. \quad (3.8) \)

Indeed, recall that if \( X \) is an optional left-limited process, the process \( \tilde{X} = (X^-) := (X_t^-) \) is predictable and we set for every \( \delta = (G, \sigma) \in S^p_0 \)
\[
X^-_\delta = \tilde{X}_\delta := \tilde{X}_\sigma - 1_G + \tilde{X}_\sigma 1_{G^c}
\]
\[
= X^- \sigma 1_G + X^- \sigma - 1_{G^c} = X^- \sigma.
\]

Now since the processes \( \xi, Y \) and \( A \) are ladjag we get for every \( \delta = (G, \sigma) \in S^p_0, \)
\[
Y^-_\delta = Y^- \sigma, \quad \xi^-_\delta = \xi^- \sigma, \quad A^d_\delta = A^d_\sigma \quad \text{and}
\]
\[
(Y^-_\delta - \xi^-_\delta)(A^d_\delta - A^d_\delta^-) = (Y^-_\sigma - \xi^-_\sigma)(A^d_\sigma - A^d_\sigma^-).
\]

One can see that on \( G, A^c_\delta := A^c_\sigma^- \) thus \( (Y^-_\sigma - \xi^-_\sigma)(A^d_\sigma^- - A^d_\sigma^-) = 0 \) a.s. and on \( G^c, A^d_\delta := A^d_\sigma \) hence \( (Y^-_\sigma - \xi^-_\sigma)(A^d_\sigma - A^d_\sigma^-) = (Y^-_\sigma - \xi^-_\sigma)(A^d_\sigma - A^d_\sigma^-) \) a.s. Therefore, (3.7) implies the Skorohod condition (3.5) for \( A^d \). The same reasoning applies to \( B \).

**Remark 3.3** We note that, by the section theorem 2.1, a process \( Y, Z, M, A, B \) \( \in S^2 \times H^2 \times M^{2, \perp} \times (S^2)^2 \) satisfies (3.3) in the above definition, if and only if, a.s. for all \( t \in [0, T], \)
\[
Y_t = \xi^\rho T + \int_t^T g(s, Y_s, Z_s) ds - \int_t^T Z_s dW_s - (M^\rho T - M_t) + A^\rho_T - A_t + B^\rho_T - B_t.
\]
(3.9)

In the particular case where \( \rho^T := (\emptyset, T) \), the process \( Y, Z, M, A, B \) \( \in S^2 \times H^2 \times M^{2, \perp} \times (S^2)^2 \) satisfies (3.3), if and only if, a.s. for all \( t \in [0, T], \)
\[
Y_t = \xi_T + \int_t^T g(s, Y_s, Z_s) ds - \int_t^T Z_s dW_s - (M_T - M_t) + A_T - A_t + B_T - B_t.
\]

**Remark 3.4** If we rewrite Eq. (3.3) forwardly, we obtain \( \Delta B_\delta = -(Y^+_\delta - Y^-_\delta) \) a.s. for all \( \delta \in S_0 \), hence \( Y^-_\delta \geq Y^+_\delta \) a.s. From the Skorohod condition (3.6), we derive \( (Y^-_\delta - \xi^-_\delta)(Y^+_\delta - Y^-_\delta) = 0 \) a.s. for all \( \delta \in S_0 \). This, together with \( Y^-_\delta \geq \xi^-_\delta \) a.s. and \( Y^-_\delta \geq Y^+_\delta \) a.s. yields
\[
Y^-_\delta = Y^+_\delta \lor \xi^\delta \quad \text{a.s. for all } \delta \in S_0.
\]
3.1 Optimal Stopping Problem Over Split Stopping Times

In this subsection, we revisit the notion of Snell envelope over split stopping times. To this end, we present some preliminary results on the value families $v$ and $v^+$ indexed by split stopping times when the reward is given by a ladlag process and in the case of a general filtration.

Let us first introduce the definition of an admissible family of random variables indexed by split stopping times in $S_0$.

**Definition 3.3 (Admissible family indexed by s.s.t.)** We say that a family $U = (U(\delta), \delta \in S_0)$ is admissible if it satisfies the following conditions

1. For all $\delta \in S_0$, $U(\delta)$ is a real-valued $\mathcal{F}_\delta$-measurable random variable.
2. For all $\delta = (G, \sigma), \delta' = (G', \sigma') \in S_0$, $U(\delta) = U(\delta')$ a.s. on $\{\delta = \delta'\}$.

If moreover for all $\delta \in S_0$, $U(\delta)$ is square-integrable, we say that the admissible family $U$ is square-integrable.

**Remark 3.5** Note that if $U = (U(\rho), \rho \in S_0)$ is an admissible family, then for each $\delta \in S_0$ and $A \in \mathcal{F}_\delta$, the family $(U(\rho)1_A, \rho \in S_0)$ satisfies the properties 1 and 2 of Definition 3.3 with $S_0$ replaced by $S_\delta$, and it is said to be $\delta$-admissible.

Let $(\xi_t)_{t \leq T}$ be a ladlag process in $\mathcal{S}_S^2$, called the reward process or the *pay-off* process. For each $\delta \in S_0$, we define the value $v(\delta)$ at time $\delta$ by

$$v(\delta) := \text{ess sup}_{\rho = (H, \tau) \in \mathcal{S}_\delta} E[\xi_\rho | \mathcal{F}_\delta], \quad (3.10)$$

and the strict value function $v^+(\delta)$ at time $\delta$ by

$$v^+(\delta) := \text{ess sup}_{\rho = (H, \tau) \in \mathcal{S}_{\delta,+}} E[\xi_\rho | \mathcal{F}_\delta]. \quad (3.11)$$

Note that $v(\delta) = v^+(\delta) = \xi_{\rho^{cT}}$ a.s. on $\{\delta = \rho^T\}$.

**Proposition 3.1 (Admissibility of $v$ and $v^+$)** The families $v = (v(\delta), \delta \in S_0)$ and $v^+ = (v^+(\delta), \delta \in S_0)$ defined by (3.10) and (3.11) are square-integrable admissible families.

**Proof.** Let us prove the property for $(v^+(\delta), \delta \in S_0)$. Thanks to the characterizations of the conditional expectation and of the essential supremum (see Neveu [17]), one can easily see that for each $\delta \in S_0$, $v^+(\delta)$ is an $\mathcal{F}_\delta$-measurable square-integrable random variable. Let now $\delta = (G, \sigma)$ and $\delta' = (G', \sigma')$ be two split stopping times in $S_0$, and set $A := \{\delta = \delta'\}$. For every $\rho = (H, \tau) \in S_{\delta^+}$, we set $\rho_A = (\tilde{H}, \tilde{\tau})$ where $H := H \cap A \cup H^T \cap A^c$ and $\tilde{\tau} := \tau 1_A + T 1_{A^c}$. As $A = \{\sigma = \sigma'\} \cap \{G = G'\} \in \mathcal{F}_\sigma \cap \mathcal{F}_{\sigma'}$, $\tilde{\tau}$ is a stopping time in $\mathcal{T}_0$ and $\tilde{H} \in \mathcal{F}_{\tilde{\tau}}$. Moreover, $\tilde{\tau}_R = \tau_H 1_A + T 1_{A^c}$ is a predictable stopping time, hence $\rho_A$ is a split stopping time. Additionally, we have $\rho_A \in S_{\delta^+}$. Indeed, since $\rho \in S_{\delta^+}$, we get $T > \tilde{\tau} > \sigma'$ a.s. on both $\{\sigma' < T\} \cap A$ and $\{\sigma' < T\} \cap A^c$. Also we have $\tilde{\tau} = T$ a.s on $\{\sigma' = T\} \cap A$ and $\{\sigma' = T\} \cap A^c$, thus $\tilde{\tau} \in \mathcal{T}_{\sigma^{T+}}$. On the other hand,

$$H \cap \{\sigma' = \tilde{\tau}\} = [H \cap \{\sigma = \tau\} \cap A] \cup [H^T \cap \{\sigma' = T\} \cap A^c] \subset \{G' \cap \{\sigma = \tau\} \cap A\} \cup \{G' \cap \{\sigma' = T\} \cap A^c\} = G' \cap \{\sigma' = \tilde{\tau}\},$$
and

\[ H^T \cap \{ \bar{\tau} = T \} = \left[ H^T \cap \{ \bar{\tau} = T \} \cap A \right] \cup \left[ H^T \cap \{ \bar{\tau} = T \} \cap A^c \right] \]

\[ \subset \left[ H \cap \{ \bar{\tau} = T \} \cap A \right] \cup \left[ H^T \cap \{ \bar{\tau} = T \} \cap A^c \right] \]

\[ = H \cap \{ \bar{\tau} = T \}, \]

which proves that \( \rho_A \in S_{\delta^+} \). One can see that \( A \in F_\delta \cap F_{\delta^+} \). Indeed, since \( \sigma'_c \) is a predictable stopping time, we have (see e.g., [6, Theorem 73, p. 205])

\[ \{ \sigma = \sigma' \} \cap \{ G = G' \} \cap \{ \sigma = \sigma'_{\delta^+} \} \cap \{ G = G' \} \cap A^c \in F_{\sigma^+}. \]

Thus, \( A \in F_\delta \) and by symmetry of \( \delta \) and \( \delta' \) we get \( A \in F_\delta \cap F_{\delta^+} \). Therefore, we obtain a.s. on \( A \),

\[ E[\xi_\rho|F_\delta] = E[\xi_\rho,A|F_\delta] = E[\xi_\rho,A|F_{\delta^+}] \leq v^+(\delta'). \]

By taking the ess sup over \( S_{\delta^+} \) on both sides, we get \( 1_A v^+(\delta) \leq 1_A v^+(\delta') \). Again by symmetry of \( \delta \) and \( \delta' \), we obtain the converse inequality and the proof is complete. In the same manner we show that \( (v(\delta), \delta \in S_0) \) is admissible.

**Proposition 3.2 (Optimizing sequences for \( v \) and \( v^+ \))** For each \( \delta \in S_0 \), there exists a sequence of split stopping times \( (\rho_n)_{n \in N} \in S_\delta \) (resp. \( S_{\delta^+} \)), such that the sequence \( (E[\xi_\rho_n|F_\delta])_{n \in N} \) is non-decreasing and

\[ v(\delta) \ (\text{resp. } v^+(\delta)) = \lim_{n \to \infty} E[\xi_{\rho_n}|F_\delta] \ a.s. \]

**Proof.** We give the proof only for \( v(\delta), \delta \in S_0 \). The same reasoning applies to \( (v^+(\delta), \delta \in S_0 \). We fix \( \delta = (G, \sigma) \in S_\delta \) and consider the set of random variables \( E[\xi_{\rho_n}|F_\delta] \), where \( \rho \) runs through the set of split stopping times \( S_\delta \), one can show that this set is closed under pairwise maximization. Indeed, let \( \rho_1 = (H_1, \tau_1) \in S_\delta \) and \( \rho_2 = (H_2, \tau_2) \in S_\delta \) and put \( A = \{ E[\xi_{\rho_1}|F_\delta] \geq E[\xi_{\rho_2}|F_\delta] \} \). One has \( A \in F_\delta \). Put \( \tau := \tau_1 1_A + \tau_2 1_{A^c} \) and \( H := H_1 \cap \{ A \} \cup H_2 \cap \{ A^c \} \). Then \( H \in F_\tau \), \( \tau \in F_\tau \) and \( \tau_H = \tau \). \( \tau \) is predictable. Moreover,

\[ H \cap \{ \tau = \sigma \} = \left[ H_1 \cap \{ \tau_1 = \sigma \} \cap A \right] \cup \left[ H_2 \cap \{ \tau_2 = \sigma \} \cap A^c \right] \]

\[ \subset \left[ G \cap \{ \tau = \sigma \} \cap A \right] \cup \left[ G \cap \{ \tau = \sigma \} \cap A^c \right] \]

\[ = G \cap \{ \tau = \sigma \}, \]

and

\[ H^T \cap \{ \tau = T \} = \left[ H^T \cap \{ \tau_1 = T \} \cap A \right] \cup \left[ H^T \cap \{ \tau_2 = T \} \cap A^c \right] \]

\[ \subset \left[ H \cap \{ \tau = T \} \cap A \right] \cup \left[ H^T \cap \{ \tau = T \} \cap A^c \right] \]

\[ = H \cap \{ \tau = T \}. \]

It follows that \( \rho := (H, \tau) \) is a split stopping time that belongs to \( S_\delta \). Therefore,

\[ E[\xi_{\rho}|F_\delta] = E[\xi_{\rho_1}|F_\delta] = E[\xi_{\rho_2}|F_\delta] \]

\[ = E[\xi_{\rho_1}|F_\delta] = E[\xi_{\rho_2}|F_\delta] = E[\xi_{\rho_1}|F_\delta] = E[\xi_{\rho_2}|F_\delta] \]

\[ = E[\xi_{\rho_1}|F_\delta] = E[\xi_{\rho_2}|F_\delta] \]

\[ = E[\xi_{\rho_1}|F_\delta] = E[\xi_{\rho_2}|F_\delta] \]

\[ = E[\xi_{\rho_1}|F_\delta] = E[\xi_{\rho_2}|F_\delta] \]

which implies the stability under pairwise maximization. The proof is straightforward using a classical result on essential suprema (cf. Neveu [17]).
Definition 3.4 (Supermartingale family indexed by s.s.t.) An admissible family \( U := (U(\delta), \delta \in \mathcal{S}_0) \) is said to be a supermartingale family (resp. a martingale family) if for all \( \delta, \delta' \in \mathcal{S}_0 \), such that \( \delta \geq \delta' \),
\[
E[U(\delta)|\mathcal{F}_{\delta'}] \leq U(\delta') \quad \text{a.s. (resp.} \quad E[U(\delta)|\mathcal{F}_{\delta'}] = U(\delta') \quad \text{a.s.).}
\]

The following proposition states that the value function \( v \) and the strict value function \( v^+ \) are both supermartingale families.

Proposition 3.3 The admissible families \( v = (v(\delta), \delta \in \mathcal{S}_0) \) and \( v^+ = (v^+(\delta), \delta \in \mathcal{S}_0) \) are supermartingale families in the sense of Definition 3.4. Moreover, the value family \( v = (v(\delta), \delta \in \mathcal{S}_0) \) is characterized as the Snell envelope family over split stopping times associated with \( (\xi_\delta, \delta \in \mathcal{S}_0) \), that is, the smallest supermartingale family indexed by split stopping times which is greater a.s. than \( (\xi_\delta, \delta \in \mathcal{S}_0) \).

Proof. We only prove the property for \( v = (v(\delta), \delta \in \mathcal{S}_0) \). Similar arguments apply for \( v^+ = (v^+(\delta), \delta \in \mathcal{S}_0) \). Let \( \delta, \delta' \in \mathcal{S}_0 \), such that \( \delta \geq \delta' \). By Proposition 3.2, there exists a sequence of split stopping times \( (\rho_n)_{n \in \mathbb{N}} \in \mathcal{S}_\delta \), such that \( v(\delta) = \lim_{n \to \infty} \uparrow E[\xi_{\rho_n} | \mathcal{F}_\delta] \) a.s. From this together with the monotone convergence theorem, we get
\[
E[v(\delta)|\mathcal{F}_{\delta'}] = E[\lim_{n \to \infty} \uparrow E[\xi_{\rho_n} | \mathcal{F}_\delta]|\mathcal{F}_{\delta'}] = \lim_{n \to \infty} \uparrow E[\xi_{\rho_n} | \mathcal{F}_\delta] \leq v(\delta') \quad \text{a.s.,}
\]
and thus the supermartingale property of \( v \) holds. What is left is to show the second statement. We see at once that \( (v(\delta), \delta \in \mathcal{S}_0) \) is a supermartingale family bounding \( \xi \) above, i.e. for each \( \delta \in \mathcal{S}_0 \), \( v(\delta) \geq \xi_\delta \) a.s. Let \( (\bar{v}(\delta), \delta \in \mathcal{S}_0) \) be another supermartingale family such that for each \( \delta \in \mathcal{S}_0 \), \( \bar{v}(\delta) \geq \xi_\delta \) a.s. Fix \( \delta \in \mathcal{S}_0 \). By the supermartingale property of \( \bar{v} \), we have for every split stopping time \( \rho \in \mathcal{S}_\delta \),
\[
\bar{v}(\delta) \geq E[\bar{v}(\rho)|\mathcal{F}_{\delta}] \geq E[\xi_{\rho}|\mathcal{F}_{\delta}] \quad \text{a.s.}
\]
Taking the supremum over \( \rho \), we obtain \( \bar{v}(\delta) \geq v(\delta) \) a.s., and the proposition follows.

Proposition 3.4 For every \( \delta \in \mathcal{S}_0 \), \( v(\delta) = \xi_\delta \lor v^+(\delta) \) a.s.

Proof. Let \( \delta = (G, \sigma) \) be a split stopping time in \( \mathcal{S}_0 \). Take \( \rho = (H, \tau) \in \mathcal{S}_\delta \), i.e. \( \rho \geq \delta \). We first show that
\[
E[\xi_{\rho}|\mathcal{F}_{\delta}] \leq \xi_\delta \lor v^+(\delta) \quad \text{a.s.} \quad (3.12)
\]
We set \( \gamma = (H, \bar{\tau}) := (H, \tau 1_{(\rho > \delta)} + T1_{(\rho = \delta)}) \). One can show that \( \gamma \) belongs to \( \mathcal{S}_{\delta^+} \). Indeed, since \( \rho \geq \delta \), \( H \in \mathcal{F}_\tau \subset \mathcal{F}_\gamma \) and \( \{ \rho = \delta \} \in \mathcal{F}_\tau \), \( \bar{\tau} \) is a stopping time and \( \bar{\tau}_H = \tau H 1_{(\rho > \delta)} + T1_{(\rho = \delta)} \) is a predictable stopping time in \( \mathcal{T}_0 \). Moreover, \( \bar{\tau} \in \mathcal{T}_{\sigma^+} \) and hence \( \gamma \in \mathcal{S}_{\delta^+} \). Then,
\[
E[\xi_{\rho}|\mathcal{F}_{\delta}]1_{(\rho > \delta)} = E[\xi_{\gamma}|\mathcal{F}_{\delta}]1_{(\rho > \delta)} \leq v^+(\delta)1_{(\rho > \delta)} \quad \text{a.s.} \quad (3.13)
\]
Therefore,
\[
E[\xi_{\rho}|\mathcal{F}_{\delta}] = \xi_\delta 1_{(\rho = \delta)} + E[\xi_{\rho}|\mathcal{F}_{\delta}]1_{(\rho > \delta)} \leq \xi_\delta 1_{(\rho = \delta)} + v^+(\delta)1_{(\rho > \delta)} \leq \xi_\delta \lor v^+(\delta) \quad \text{a.s.}
\]
By taking the essential supremum over $\rho \in S_\delta$, we get $v(\delta) \leq \xi_\delta \vee v^+(\delta)$ a.s. The other inequality follows immediately from the fact that $v(\delta) \geq v^+(\delta)$ a.s. and $v(\delta) \geq \xi_\delta$ a.s., which completes the proof.

We now give a crucial property of regularity for the strict value function family, that is, the right continuity along split stopping times in expectation (in short RCE). This property is well-known in the case of families indexed by stopping times and it is pretty near to Proposition 1.12. in Kobylanski and Quenez (cf. [27]).

**Definition 3.5 (Right continuous family along s.s.t. in expectation)** An admissible family $U = (U(\delta), \delta \in S_0)$ is said to be right continuous along split stopping times in expectation (RCE) if for every $\delta = (G, \sigma) \in S_0$ and for any sequence of split stopping times $(\delta_n)_{n \in \mathbb{N}} = (G^n, \sigma_n)_{n \in \mathbb{N}} \in S_0$ such that $\delta_n \downarrow \delta$ in the sense; $\sigma_n \downarrow \sigma$ and $G^n \downarrow G$, one has $E[U(\delta)] = \lim_{n \to \infty} E[U(\delta_n)]$.

**Proposition 3.5 (RCE property for $v^+$ along s.s.t.)** Let $\xi \in S^2$ be a non-negative ladlag process. The associated strict value function family $v^+ = (v^+(\delta), \delta \in S_0)$ is RCE along split stopping times.

**Proof.** First, note that for each $\delta = (G, \sigma) \in S_0$, $E[v^+(\delta)] < \infty$. Indeed, for every $\rho = (H, \tau) \in S_\delta$ we have $\xi_\rho := \xi_{\tau-}1_H + \xi_{\tau}1_{H^c}$. By the left-continuity of the process $(\xi_{t-})$, we get

$$
\sup_{t \in [0,T]} |\xi_{t-}|^2 = \sup_{t \in \mathbb{Q} \cap [0,T]} |\xi_{t-}|^2 \leq \operatorname{ess sup}_{\theta \in T_0} |\xi_\theta|^2 \quad \text{a.s. (3.14)}
$$

Using this together with the existence of an optimizing sequence of split stopping times for $v^+(\delta)$ (see Proposition 3.2), it follows that

$$
E[v^+(\delta)] = \sup_{\rho \in S_{\delta^+}} E[\xi_\rho] \leq E[\operatorname{ess sup}_{\rho \in S_{\delta^+}} |\xi_\rho|^2]^{\frac{1}{2}} \quad \text{a.s. (3.15)}
$$

$$
\leq E[\operatorname{ess sup}_{\theta \in T_0} |\xi_\theta|^21_H + \operatorname{ess sup}_{\theta \in T_0} |\xi_\theta|^21_{H^c}]^{\frac{1}{2}}
$$

$$
\leq E[\operatorname{ess sup}_{\theta \in T_0} |\xi_\theta|^2]^{\frac{1}{2}} < \infty.
$$

It is also easily seen that the function $\delta \to E[v^+(\delta)]$ is a non-increasing function of split stopping times, since $v^+$ is a supermartingal family. Suppose, contrary to our claim, that the family $(v^+(\delta), \delta \in S_0)$ is not RCE at $\delta = (G, \sigma) \in S_0$. In other words, there exists a constant $\epsilon > 0$, and a sequence of split stopping times $(\delta_n)_{n \in \mathbb{N}} = (G^n, \sigma_n)_{n \in \mathbb{N}} \in S_0$ such that $\delta_n \downarrow \delta$ in the sense of Definition 3.5 and

$$
\lim_{n \to \infty} \uparrow E[v^+(\delta_n)] + \epsilon \leq E[v^+(\rho)].
$$

From Eq. (3.15), one can easily see that there exists $\rho' \in S_{\delta^+}$, such that

$$
\lim_{n \to \infty} \uparrow E[v^+(\delta_n)] + \frac{\epsilon}{2} \leq E[\xi_{\rho'}].
$$

(3.16)
In order to find a contradiction, suppose at first that \( \sigma < T \) a.s. Therefore, \( \rho' = (H', \tau') \in S_{\delta^+} \) gives that \( \tau' > \sigma \) a.s. and we have

\[
\{ \rho' > \delta \} = \left\{ \omega : \tau'(\omega) > \sigma(\omega), H' \cap \{ \tau'(\omega) = \sigma(\omega) \} \subset G \cap \{ \tau'(\omega) = \sigma(\omega) \} \right\}
\]

\[= \bigcup_{n \in \mathbb{N}} \{ \tau > \sigma_n \} \]

Thus, \( E[\xi_{\rho}'] = \lim_{n \to \infty} \uparrow E[\xi_{\rho'}1_{\tau' > \sigma_n}] \). Using Eq. (3.16), one can see that there exists an \( n_0 \) such that

\[\lim_{n \to \infty} \uparrow E[v^+(\delta_n)] + \frac{\epsilon}{4} \leq E[\xi_{\rho'}1_{\tau' > \sigma_{n_0}}].\]

We set \( \bar{\rho} = (\bar{H}, \bar{\tau}) \), where \( \bar{H} := [H' \cap \{ \tau' > \sigma_n \}] \cup [H^T \cap \{ \tau' \leq \sigma_n \}] \) and \( \bar{\tau} := \tau'1_{\tau' > \sigma_{n_0}} + T1_{\tau' \leq \sigma_{n_0}} \). One has \( \bar{\tau} > \sigma_n \) a.s. on \( \{ \sigma_n < T \} \), \( \bar{\tau} = T \) a.s. on \( \{ \sigma_n = T \} \) and

\[
\bar{H} \cap \{ \bar{\tau} = \sigma_n \} = [H' \cap \{ \tau' > \sigma_n \} \cap \{ \tau' = \sigma_n \}] \cup [H^T \cap \{ \tau' \leq \sigma_n \} \cap \{ T = \sigma_n \}]
\]

\[= \emptyset \cup [H^T \cap \{ \tau' \neq \sigma_n \} \cap \{ T = \sigma_n \}]
\]

\[\subset \left[ G^\sigma \cap \{ \tau' > \sigma_n \} \cup \{ \bar{\tau} = \sigma_n \} \right] \cup \left[ G^\sigma \cap \{ \tau' \leq \sigma_n \} \cup \{ \bar{\tau} = \sigma_n \} \right]
\]

\[= G^\sigma \cap \{ \bar{\tau} = \sigma_n \}.\]

We have thus proved that \( \bar{\rho} \in S_{\delta_n} \). Therefore, the positivity of \( \xi \) yields

\[E[v^+(\delta_{n_0})] + \frac{\epsilon}{4} \leq E[\xi_{\rho'}1_{\tau' > \sigma_{n_0}}] \leq E[\xi_{\bar{\rho}}] \leq E[v^+(\delta_{n_0})],\]

which is impossible.

To study the general case, take \( \sigma \in T_0 \). Since \( \rho' \in S_{\delta^+} \), one has \( \rho' = \rho^T \) on \( \{ \delta = \rho^T \} \) and \( \tau' > \sigma \) a.s. on \( \{ \delta < \rho^T \} \). Thus, \( E[\xi_{\rho'}] = E[\xi_{\rho'}1_{\delta < \rho^T}] + E[\xi_{\rho'}1_{\delta = \rho^T}] \) and

\[E[\xi_{\rho'}1_{\delta < \rho^T}] = \lim_{n \to \infty} \uparrow E[\xi_{\rho'}1_{\{ \delta < \rho^T \} \cap \{ \tau' > \sigma_n \}}].\]

From this and Eq. (3.16), there exists an \( n_0 \) such that

\[\lim_{n \to \infty} \uparrow E[v^+(\delta_n)] + \frac{\epsilon}{4} \leq E[\xi_{\rho'}1_{\{ \delta < \rho^T \} \cap \{ \tau' > \sigma_n \}}] + E[\xi_{\rho'}1_{\delta = \rho^T}].\] (3.17)

Consider \( \bar{\rho} := (\bar{H}, \bar{\tau}) \), where

\[
\bar{H} = [H' \cap \{ \tau' > \sigma_n \} \cap \{ \sigma < T \}] \cup [H^T \cap \{ \tau' \leq \sigma_n \} \cap \{ \sigma < T \}] \cup [H^T \cap \{ \sigma = T \}],
\]

\[
\bar{\tau} = \tau'1_{\{ \tau' > \sigma_n \}} \cap \{ \sigma < T \} + T1_{\{ \tau' \leq \sigma_n \} \cap \{ \sigma < T \}} + T1_{\{ \sigma = T \}}.
\]

By similar arguments as in the first case, one can check that \( \bar{\rho} \) is a split stopping time in \( S_{\delta_n^+} \). Consequently,

\[E[\xi_{\rho'}1_{\{ \delta < \rho^T \} \cap \{ \tau' > \sigma_n \}}] + E[\xi_{\rho'}1_{\delta = \rho^T}] \leq E[\xi_{\bar{\rho}}] \leq E[v^+(\delta_{n_0})].\]

From this and Eq. (3.17), we derive \( E[v^+(\delta_{n_0})] + \frac{\epsilon}{4} \leq \lim_{n \to \infty} \uparrow E[v^+(\delta_n)] + \frac{\epsilon}{4} \leq E[v^+(\delta_{n_0})] \), a contradiction. The proof of the proposition is thus complete.

The following Lemma holds:
Lemma 3.1 Let $U = (U(\rho), \rho \in S_0)$ be a RCE family along split stopping times. Then, for every $\delta = (G, \sigma) \in S_0$ and $A \in \mathcal{F}_\delta$, the family $(U(\rho)1_A, \rho \in S_\delta)$ is RCE.

Proof. Let $\delta = (G, \sigma) \in S_0$. Let $(\rho_n)_{n \in \mathbb{N}} = (H^n, \tau_n)_{n \in \mathbb{N}}$ be a sequence of split stopping times such that $\rho_n \downarrow \rho$ in the sense of Definition 3.5. For each $n \in \mathbb{N}$, put $\bar{\rho}_n := (H^n \cap A \cup H^n \cap A^c, \tau_n 1_A + T1_{A^c})$ and $\bar{\rho} := (H \cap A \cup H^n \cap A^c, \tau 1_A + T1_{A^c})$. Clearly, we have $\bar{\rho}_n \downarrow \bar{\rho}$. From the RCE property of $(U(\rho), \rho \in S_0)$, we get $\lim_{n \to \infty} E[U(\bar{\rho}_n)] = E[U(\bar{\rho})]$, consequently $\lim_{n \to \infty} E[U(\rho_n)1_A] = E[U(\rho)1_A]$

Let us now state the following lemma that will be used in the sequel.

Lemma 3.2 Let $\xi$ be a ladlag process in $S^2$. For each $\delta = (G, \sigma), \rho = (H, \tau) \in S_0$, we have

$$E[v(\rho)|\mathcal{F}_\delta] \leq v^+(\delta) \quad a.s. \text{ on } \{\rho > \delta\}.$$  (3.18)

Proof. From Proposition 3.2, there exists a sequence of split stopping times $(\rho_n)_{n \in \mathbb{N}} = (H^n, \tau_n)_{n \in \mathbb{N}}$ in $S_\rho$, such that the sequence $(E[\xi_{\rho_n}|\mathcal{F}_\delta])_{n \in \mathbb{N}}$ is non-decreasing and

$$v(\rho) = \lim_{n \to \infty} \uparrow E[\xi_{\rho_n}|\mathcal{F}_\rho] \quad a.s.$$  

Therefore, using the fact that $\xi \in S^2$, by dominated convergence theorem for conditional expectation, we get a.s. on $\{\rho > \delta\}$

$$E[v(\rho)|\mathcal{F}_\delta] = E\left[\lim_{n \to \infty} \uparrow E[\xi_{\rho_n}|\mathcal{F}_\rho]\right] = \lim_{n \to \infty} \uparrow E[\xi_{\rho_n}|\mathcal{F}_\delta].$$  (3.18)

Moreover, for each $n \in \mathbb{N}$, we have $\tau_n \geq \tau$ and $H^n \cap \{\tau_n = \tau\} \subset H \cap \{\tau_n = \tau\}$. Thus, on $\{\rho > \delta\}$, we have; $\tau_n \geq \tau > \sigma$ a.s. on $\{\sigma < T\}$, $\tau_n = \tau = T$ a.s. on $\{\sigma = T\}$ and $H \cap \{\sigma = \tau\} \subset G \cap \{\sigma = \tau\}$, hence

$$H^n \cap \{\tau_n = \sigma\} = H^n \cap \{\tau_n = \sigma\} \cap \{\sigma = T\} \cap \{\sigma = \tau\} \subset H \cap \{\tau_n = \sigma\} \cap \{\sigma = T\} \cap \{\sigma = \tau\} \subset G \cap \{\tau_n = \sigma\},$$

which shows that on $\{\rho > \delta\}$, $\rho_n > \delta$. Then, from Eq. (3.13), we get $E[\xi_{\rho_n}|\mathcal{F}_\delta] \leq v^+(\delta)$ a.s. From this and Eq. (3.18) we obtain the expected result $E[\xi_{\rho}|\mathcal{F}_\delta] \leq v^+(\delta)$ a.s. on $\{\rho > \delta\}$.

We will now give a regularity property which holds for any uniformly integrable supermartingale family indexed by split stopping times. We first present the definition of an admissible family that is right limited along split stopping times (RL in short).

Definition 3.6 (Right-limited family) An admissible family $(U(\delta), \delta \in S)$ is said to be right limited along split stopping times (RL) if for every $\delta = (G, \sigma) \in S_0$ there exists an $\mathcal{F}_\delta$-measurable random variable $U(\delta^+)$ such that, for any non-increasing sequence of split stopping times $(\delta_n)_{n \in \mathbb{N}} = (G^n, \sigma_n)_{n \in \mathbb{N}}$ such that $\delta_n \downarrow \delta$ (in the sense, $G^n \downarrow G, \sigma_n \downarrow \sigma$ and for each $n$, $\delta_n > \delta$), one has $U(\delta^+) = \lim_{n \to \infty} U(\delta_n)$ a.s.
Theorem 3.2 A uniformly integrable supermartingale family $((U(\rho), \rho \in \mathcal{S}_0)$, is right limited along split stopping times (RL) at any $\delta = (G, \sigma) \in \mathcal{S}_0$.

**Proof.** Fix $\delta \in \mathcal{S}_0$. Let $(\delta_n)_{n \in \mathbb{N}} = (G^n, \sigma_n) \in \mathcal{S}_{\delta^+}$, such that $\delta_n \downarrow \delta$ in the sense of Definition 3.6. Put $Z_n := U(\delta_n)$ and $G_n = F_{\delta_n}$ for every $n \leq 0$. The sequence $(Z_n)_{n \leq 0}$ is a supermartingale relative to the non-decreasing filtration $(G_n)_{n \leq 0}$. Since the family $U$ is uniformly integrable, by the convergence theorem for discrete supermartingales indexed by non-positive integers, and uniformly bounded in $L^1$ (cf., Chap.V, Theorem 30, [5], p. 26), there exists an integrable random variable $Z$ such that the sequence $(Z_n)_{n \leq 0}$ converges a.s. and in $L^1$ to $Z$. The random variable $Z$ is $\mathcal{F}_{\delta}$-measurable. Indeed, we have $\delta_n \downarrow \delta$, i.e., $\sigma_n \downarrow \sigma, G^n \downarrow G$, and for each $n \delta_n > \delta$. Hence, for every $n \leq 0$, $\sigma_n \uparrow \sigma$, and $\sigma_n < \sigma$.

Moreover, we have $G = \bigcap_{n \geq 0} \downarrow G^n$, then $G \subset G^{-n}$, for every $n \leq 0$. Thus, $\delta^{-n} < \delta$, and $\mathcal{F}_{\delta_n} \subset \mathcal{F}_{\delta}$, for each $n \leq 0$. Therefore, $Z_n := U(\delta_n)$ is $\mathcal{F}_{\delta_n}$-measurable for all $n \leq 0$. Finally, since the sequence $(Z_n)_{n \leq 0} := (U(\delta_n))_{n \leq 0}$ converges a.s. and in $L^1$ to $Z$, and the limit a.s. preserves measurability, we conclude that $Z$ is $\mathcal{F}_{\delta}$-measurable.

As such, we set $U(\delta^+) := Z$. We are left with the task of showing that this limit does not depend on the sequence $(\delta_n)$. For this purpose, let $(\delta_n')_{n \in \mathbb{N}} = (G'^n, \sigma'_n) \in \mathcal{S}_{\delta^+}$ be a sequence such that $\delta_n' \downarrow \delta$. Similarly, there exists a random variable $Z'$ such that $(Z'_n)_{n \leq 0} \subset \mathcal{F}_{\delta'}$ converges a.s. and in $L^1$ to $Z'$. Our goal is to show that $Z = Z'$ a.s.

For each $n$ and each $\omega \in \Omega$, we define $\bar{\sigma}_n(\omega) := \sigma^{(n)}(\omega)$ (resp. $\bar{G}_n := G^{(n)}$, where $\sigma^{(2n)}(\omega) \leq \sigma^{(2n-1)}(\omega) \leq \ldots \leq \sigma^{(0)}(\omega)$ (resp. $G^{(2n)} \subset G^{(2n-1)} \ldots G^{(0)}$) are the reordered terms of the sequence $\sigma_0(\omega), \ldots, \sigma_n(\omega), \sigma^0(\omega), \ldots, \sigma_n(\omega)$ (resp. $G_0, \ldots, G_n, G_0^0, \ldots, G^n$). Let $(\delta_n)_{n \in \mathbb{N}} := (G^n, \bar{\sigma}_n)_{n \in \mathbb{N}}$. It is easy to check that for each $n \in \mathbb{N}$, $\delta_n \downarrow \delta$ in the sense of Definition 3.6. Again, by the supermartingale convergence theorem, there exists a random variable $\bar{Z}$ such that $(U(\delta_n))_{n \in \mathbb{N}}$ converges a.s. to $\bar{Z}$. Therefore,

$$Z = \bar{Z} \quad \text{a.s.}$$

Indeed, for almost each $\omega \in \Omega$, the sequence $(\bar{\delta}_n(\omega))$ outlines all the values taken by the sequences $(\delta_n(\omega))$ and $(\delta_n'(\omega))$. In other words, for each $p$, there exists $n(\omega) \geq p$ such that $\bar{\delta}_n(\omega) = \delta_p(\omega)$. Since $U$ is an admissible family, for each $n, p \geq 0$, we have

$$U(\delta_n) = U(\delta_p) \quad \text{a.s. on } \{\bar{\delta}_n = \delta_p\}. \quad (3.19)$$

Let $\epsilon > 0$ and for almost each $\omega$, suppose that $Z(\omega)$ and $\bar{Z}(\omega)$ are finite. By definition of the limit, there exists $N(\omega) \geq 0$, such that for every $n, p \geq N(\omega)$,

$$|U(\delta_p(\omega)) - Z(\omega)| \leq \epsilon \quad \text{and} \quad |U(\bar{\delta}_n(\omega)) - \bar{Z}(\omega)| \leq \epsilon. \quad (3.20)$$

Moreover, there exists $n_0(\omega) \geq N(\omega)$, such that $\bar{\delta}_{N(\omega)}(\omega) = \bar{\delta}_{n_0(\omega)}(\omega)$. Thus, by Eq. (3.20),

$$U(\bar{\delta}_{N(\omega)}(\omega)) = U(\bar{\delta}_{n_0(\omega)}(\omega)).$$

We conclude that $|Z(\omega) - \bar{Z}(\omega)| \leq 2\epsilon$ for each $\epsilon > 0$, thus we have $Z(\omega) = \bar{Z}(\omega)$. Likewise, we prove that if $Z(\omega) = \infty$ or $\bar{Z}(\omega) = \infty$, then both are not finite. This gives $Z = \bar{Z}$ a.s. By symmetry, $Z' = \bar{Z}$ a.s., hence $Z = Z'$ a.s. The proof of the theorem is thus complete.

Let us now give the definition of a right continuous admissible family along split stopping times, and some useful properties.
Definition 3.7 (Right continuous family along s.s.t.) An admissible family \((U(\delta), \delta \in S_0)\) is said to be right continuous along split stopping times (RC in short) if for any \(\delta \in S_0\) and for any sequence of split stopping times \((\delta_n)_{n \in \mathbb{N}},\) such that \(\delta_n \downarrow \delta\) one has \(U(\delta) = \lim_{n \to \infty} U(\delta_n)\) a.s.

Proposition 3.6 Let \((U(\delta), \delta \in S_0)\) be a uniformly integrable admissible supermartingale family. Then, the family \(U\) has the following properties

1. For each \(\delta \in S_0,\) we have \(U(\delta^+) \leq U(\delta)\) a.s.

2. If \((U(\delta), \delta \in S_0)\) is non-negative and RCE along split stopping times. Then, \((U(\delta), \delta \in S_0)\) is RC, that is, for each \(\delta \in S_0, U(\delta^+) = U(\delta)\) a.s.

Proof. Let \((\delta_n)_{n \in \mathbb{N}} = (G^n, \sigma_n)_{n \in \mathbb{N}}\) such that \(\delta_n \downarrow \delta,\) i.e. \(G^n \downarrow G, \sigma_n \downarrow \sigma\) and for each \(n, \delta_n > \delta.\)

The supermartingale property of \(U\) implies that \(E[U(\delta_n)|\mathcal{F}_\delta] \leq U(\delta)\) a.s. for every \(n.\) Passing to the limit and using the uniform integrability of \((U(\delta_n), n \geq 0)\) yields \(E[\lim_{n \to \infty} U(\delta_n)|\mathcal{F}_\delta] \leq U(\delta)\) a.s. On the other hand, from Theorem 3.2, we have \(U(\delta^+) = \lim_{n \to \infty} U(\delta_n)\) a.s. Thus, \(E[U(\delta^+)|\mathcal{F}_\delta] \leq U(\delta)\) a.s. Considering that \(U(\delta^+)\) is \(\mathcal{F}_\delta\)-measurable, we get \(U(\delta^+) \leq U(\delta)\) a.s. The first assertion thus holds.

We now prove the second assertion. The uniform integrability property of \((U(\delta_n), n \geq 0)\) together with the RL property of \(U\) yields

\[
E[U(\delta^+)] = E[\lim_{n \to \infty} U(\delta_n)] = \lim_{n \to \infty} E[U(\delta_n)] \quad \text{a.s.}
\]

From the RCE property of \(U\) over split stopping times, we have \(E[U(\delta^+)] = E[U(\delta)]\) a.s. By this and the first assertion \(U(\delta^+) \leq U(\delta)\) a.s., we get the desired conclusion.

We can now state the following property satisfied by the value functions families \(v\) and \(v^+\).

Proposition 3.7 Let \(\xi\) be a nonnegative laglag process in \(S^2.\) Let \(v\) and \(v^+\) be the value functions families defined in Eq. (3.10) and Eq. (3.11). For each \(\delta \in S_0,\) we have

\[
v^+(\delta) = v(\delta^+) \quad \text{a.s.}
\]

Proof. Let \(\delta \in S_0.\) We first observe that since \(v^+\) is RCE over split stopping times, the second assertion of Proposition 3.6 implies that \(v^+\) is RC. Let \((\delta_n)_{n \in \mathbb{N}} = (G^n, \sigma_n)_{n \in \mathbb{N}}\) such that \(\delta_n \downarrow \delta,\) i.e. \(G^n \downarrow G, \sigma_n \downarrow \sigma\) and for each \(n, \delta_n > \delta.\) For each \(n,\) we have \(v(\delta_n) \geq v^+(\delta_n)\) a.s. and \(\lim_{n \to \infty} v^+(\delta_n) = v^+(\delta)\) a.s. By letting \(n\) tend to \(\infty,\) we get \(v(\delta^+) \geq v^+(\delta)\) a.s.

It remains to show the other inequality. Since for each \(n, \delta_n > \delta,\) by Lemma 3.2, we have \(v^+(\delta) \geq E[v(\delta_n)|\mathcal{F}_\delta]\) a.s. for every \(n.\) Passing to the limit and using the uniform integrability property of \((v(\delta_n), n \in \mathbb{N}),\) we get \(v^+(\delta) \geq E[v(\delta^+)|\mathcal{F}_\delta] = v(\delta^+)\) a.s., where the last equality follows from the \(\mathcal{F}_\delta\)-measurability of \(v(\delta^+).\) Hence, \(v^+(\delta) = v(\delta^+)\) a.s.
\textbf{Remark 3.6} Since $T_0 \subset S_0$, we consider the family $\{v^+(\sigma), \sigma \in T_0\}$ where $v^+(\sigma)$ is defined for each $\sigma \in T_0$, by

$$v^+(\sigma) := v^+(\delta), \quad \delta = (\emptyset, \sigma) \in S_0.$$ 

The family $v^+ = (v^+(\delta), \delta \in S_0)$ is a supermartingale family over split stopping times, hence one can see that the family $\{v^+(\sigma), \sigma \in T_0\}$ is a supermartingale family over stopping times (see [27, p. 5]). Consequently, the family $\{v^+(\sigma), \sigma \in T_0\}$ is left limited along stopping times at each time $\sigma \in T_0$ (e.g., [27, Theorem 4.3]) i.e., there exists an $\mathcal{F}_\sigma-$measurable random variable $v^+(\sigma^-)$ such that, for any nondecreasing sequence of stopping times $(\sigma_n)_{n \in \mathbb{N}}$,

$$v^+(\sigma^-) = \lim_{n \to +\infty} v^+(\sigma_n) \text{ a.s. on } A[(\sigma_n)],$$ 

where $A[(\sigma_n)] = \{\sigma_n \uparrow \sigma \text{ and } \sigma_n < \sigma \text{ for all } n\}$.

Let $\rho^T := (\emptyset, T)$. Let $\xi$ be a nonnegative ladlag process in $S^2$. Using the above results on the value functions families $v = (v(\delta), \delta \in S_0)$ and $v^+ = (v^+(\delta), \delta \in S_0)$, we show the following main result, which generalizes the classical Snell envelope of the pay-off process $\xi$ to the case of split stopping times.

\textbf{Theorem 3.3 (Aggregation and Snell envelope)} There exists a positive optional process, denoted by $(v_t)_{t \in [0,T]}$, which aggregates the value function family $v = (v(\delta), \delta \in S_0)$, that is, for each $\delta \in S_0$, $v_0 = v(\delta)$ a.s. Moreover, $(v_t)_{t \in [0,T]}$ is the Snell envelope of the pay-off process $\xi$, that is, the smallest strong supermartingale greater than or equal to $\xi$. It is called the Snell envelope of $\xi$ over split stopping times.

\textbf{Proof}. Let us consider the process $(v^+(t))_{t \in [0,T]}$. Since the supermartingale family $(v^+(\delta), \delta \in S_0)$ is RCE over split stopping times, the process $(v^+(t))$ is a supermartingale and the function $t \to E[v^+(t)]$ is right-continuous. From this, Eq. (3.1) and Remark 3.6, we have for each $\delta = (G, \sigma) \in S_0$

$$v^+(\delta) := v^+(\sigma^-)1_G + v^+(\sigma)1_{G^c}.$$ 

From a classical result (see for instance Theorem 3.13 in Karatzas and Shreve [12] and Proposition 4.1 in Kobylanski et al. [25]), there exists a rcll supermartingale $(v_t^+)_{t \in [0,T]}$ such that for each $t \in [0,T]$, $v_t^+ = v^+(t)$ a.s. It is easy to check that for each dyadic stopping time $\sigma \in T_0$, we have $v_\sigma^+ = v^+(\sigma)$ and

$$E[v_\sigma^+] = E[v^+(\sigma)].$$ 

(3.22)

Let now $\sigma$ be a stopping time in $T_0$, one can show that equality (3.22) still holds for $\sigma$. Indeed,

$$\sigma_n = \sum_{k=0}^{\infty} \frac{k+1}{2^n} \mathbf{1}_{\frac{k}{2^n} \leq \sigma \leq \frac{k+1}{2^n}} + T1_{(\sigma = T)}, \quad n = 0, 1, 2, \ldots$$ 

(3.23)

is a decreasing sequence of stopping times such that $\sigma = \lim_{n \to +\infty} \downarrow \sigma_n$. Since the process $(v_t^+)_{0 \leq t \leq T}$ is rcll and the family $(v^+(\delta), \delta \in S_0)$ is RCE over split stopping times, from dominated convergence theorem we get

$$E[v_\sigma^+] = \lim_{n \to +\infty} E[v_{\sigma_n}^+] = \lim_{n \to +\infty} E[v^+(\sigma_n)] = E[v^+(\sigma)].$$ 

(3.24)
Let \( A \in \mathcal{F}_\sigma \) and define \( \sigma_A = \sigma 1_A + T1_{A^c} \), \( \sigma_A \) is a stopping time hence \( E[v_\sigma^+] = E[v^+(\sigma A)] \). Since \( v_T^+ = v^+(T) \) a.s., it follows that \( E[v_\sigma^+ 1_A] = E[v^+(\sigma) 1_A] \), which implies that
\[
v_\sigma^+ = v^+(\sigma) \quad \text{a.s.} \tag{3.25}\]

Let \( \sigma_n \in \mathcal{F} \) be a nondecreasing sequence of stopping times such that \( \sigma_n \uparrow \sigma \) and \( \sigma_n \leq \sigma \) for all \( n \). From (3.25), we have \( v_{\sigma_n}^+ = v^+ (\sigma_n) \), since \( (v_t^+) \) is left limited and the family \( \{v^+(\sigma), \sigma \in \mathcal{T}_0\} \) is left limited along stopping times, Remark 3.6 implies that
\[
v^+_{\sigma^{-}} = \underset{n \rightarrow +\infty}{\lim} v^+_{\sigma_n} = \lim_{n \rightarrow +\infty} v^+(\sigma_n) = v^+(\sigma^{-}) \quad \text{a.s.} \tag{3.26}\]

On the other hand, for each \( \delta = (G, \sigma) \in \mathcal{S}_0 \), \( v_\delta^+ \) is defined by:
\[v_\delta^+ := v_{\sigma^-}^+ 1_G + v_{\sigma^+}^+ 1_{G^c}.
\]
From (3.25) and (3.26), we get
\[
v_\delta^+ = v^+(\sigma^-) 1_G + v^+(\sigma) 1_{G^c} = v^+(\delta). \tag{3.27}\]
The process \( (v_t^+) \) thus aggregates the family \( \{v^+(\delta), \delta \in \mathcal{S}_0\} \). Let now the process \( (v_t)_{t \in [0,T]} \) defined by
\[
v_t := \xi_t \lor v_t^+ \tag{3.28}\]

By Proposition 3.4 and the above, we clearly have \( v(\delta) = v_\delta \), for each \( \delta \in \mathcal{S}_0 \). From Proposition 3.1 and Proposition 3.3, it follows that \( (v_t)_{t \in [0,T]} \) is the smallest strong supermartingale bounding \( \xi \) above (except on evanescent sets), which makes the proof ended.

Note that since the process \( (v_t)_{t \in [0,T]} \) is a strong supermartingale, it follows from Theorem 4 in [5, Appendix 1, p. 408] that \( (v_t) \) has right and left limits. We thus derive the following Theorem:

**Theorem 3.4**

(i) The strict value process \( (v_t^+)_{t \in [0,T]} \) is right-continuous.

(ii) For each \( \delta \in \mathcal{S}_0 \), \( v_\delta^+ = v_{\delta^+} \) a.s.

(iii) For each \( \delta \in \mathcal{S}_0 \), \( v_\delta = v_{\delta^+} \lor \xi_\delta \) a.s.

(iv) For each \( \theta \in \mathcal{T}_0 \) and for each \( \lambda \in (0,1] \), the process \( (v_t)_{t \in [0,T]} \) is a martingale on \( [\theta, \tau^+_\delta] \), where \( \tau^+_\delta := \inf \{ t \geq \theta, \lambda v_t(\omega) \leq \xi_t \} \).

**Proof.** Statement (i) is a direct consequence of Proposition 3.5, together with part 2. of Proposition 3.6. Let us prove the second statement. From Proposition 3.7 and Eq. 3.27, we have for each \( \delta \in \mathcal{S}_0 \), \( v^+(\delta) = v^+_{\delta} = v^+(\delta^+) \) a.s. On the other hand, the process \((v_t)\) aggregates the family \( \{v(\delta), \delta \in \mathcal{S}_0\} \), which implies that the process \((v_t^+)\) aggregates the family \( \{v^+(\delta), \delta \in \mathcal{S}_0\} \), that is, for each \( \delta \in \mathcal{S}_0 \), \( v(\delta^+) = v_{\delta^+} \) a.s. Therefore, we get \( v^+(\delta) = v_{\delta}^+ = v_{\delta^+} \) a.s., which is the expected result. Assertion (iii) follows immediately from part (ii) (which we have just shown), together with Proposition 3.4.

The last assertion corresponds to a known result of optimal stopping theory and can be shown in our case, using a penalization method, introduced by Maingueneau (cf. the proof of Theorem 2 in [20]).

**Remark 3.7** On account of (iii), we have for each \( \delta \in \mathcal{S}_0 \), \( \Delta_+ v_\delta = 1_{\{v_\delta = \xi_\delta\}} \Delta_+ v_\delta \) a.s.

The following Lemma holds:
Lemma 3.3  
(i) The value process $v$ belongs to $\mathcal{S}^2$, and there exists a unique cadlag uniformly integrable process $A$ with $A_0 = 0$, $E(A_T^2) < \infty$, and a unique nondecreasing right-continuous adapted purely discontinuous process $B$ with $B_0 = 0$, $E(B_T^2) < \infty$, such that
\[ v_\delta = v_0 + M_\delta - A_\delta - B_\delta - \text{ a.s. for all } \delta \in \mathcal{S}_0. \tag{3.29} \]

(ii) For each $\delta \in \mathcal{S}_0$, we have $\Delta B_\delta = 1_{\{v_\delta = \xi_0\}} \Delta B_\delta$ a.s.

(iii) For each $\delta \in \mathcal{S}_0$, we have $\Delta A_\delta = 1_{\{v_\delta = \xi_0\}} \Delta A_\delta$ a.s.

(iv) The continuous part $A^c$ of $A$ satisfies the equality $\int_0^T 1_{\{v_\delta > \xi_{\delta-}\}} dA^c_t = 0$ a.s.

Proof. Let us prove the first point. By Theorem 3.3, the value process $(v_t)_{t \in [0, T]}$ is a strong supermartingale. Moreover, let $\sigma \in \mathcal{T}_0$, from Remark 3.1, we have $\delta := (\emptyset, \sigma) \in \mathcal{S}_0$, $v_\delta = v_\sigma$ and $\mathcal{F}_\delta \equiv \mathcal{F}_\sigma$. Thus, using Jensen’s inequality yields
\[ |v_\sigma| \leq \text{ess sup}_{\rho \in \mathcal{S}_\delta} E[|\xi_\rho| |\mathcal{F}_\sigma] \leq E[\text{ess sup}_{\rho \in \mathcal{S}_\delta} |\xi_\rho| |\mathcal{F}_\sigma] = E[X |\mathcal{F}_\sigma] \quad \text{a.s. for all } \sigma \in \mathcal{T}_0, \tag{3.30} \]
where $X$ is $\text{ess sup}_{\rho \in \mathcal{S}_\delta} |\xi_\rho|$. By using Eq. (3.14), we get
\[
E[X^2] = E \left[ \text{ess sup}_{\rho \in \mathcal{S}_\delta} |\xi_\rho|^2 \right] = E \left[ \text{ess sup}_{\rho \in \mathcal{S}_\delta} (|\xi_\rho|^2 1_H + |\xi_\rho|^2 1_{H^c}) \right] \\
\leq E \left[ \text{ess sup}_{\rho \in \mathcal{S}_\delta} \text{ess sup}_{\rho = (H, H^c)} (|\xi_\rho|^2 1_H + \text{ess sup}_{\theta \in \mathcal{T}_0} |\xi_\theta|^2 1_{H^c}) \right] \\
\leq \|\xi\|_{\mathcal{S}^2}^2. \tag{3.31} \]

From Eq. (3.30), we have
\[ E[\text{ess sup}_{\sigma \in \mathcal{T}_0} |v_\sigma|^2] \leq E[\text{ess sup}_{\sigma \in \mathcal{T}_0} |E[X |\mathcal{F}_\sigma]|^2] = E[\text{ess sup}_{t \in [0, T]} |E[X |\mathcal{F}_t]|^2], \]
where the last equality follows from the right-continuity of the martingale $(E[X |\mathcal{F}_t])_{t \in [0, T]}$. Using Doob’s martingale inequalities in $L^2$, we obtain
\[ E[\text{ess sup}_{\sigma \in \mathcal{T}_0} |v_\sigma|^2] \leq 4E[X^2] \leq 4\|\xi\|_{\mathcal{S}^2}^2 < \infty. \]

Therefore, the process $(v_t)_{t \in [0, T]}$ is a strong supermartingale in $\mathcal{S}^2$ (thus, of class $(D)$), by Mertens decomposition for strong supermartingales of class $(D)$ (see for example equalities (20.2) of Theorem 20 in [5]), there exists a unique uniformly integrable cadlag martingale $(M_t)$, a unique predictable right continuous nondecreasing process $(A_t)$ with $A_0 = 0$ and $E[A_T^2] < \infty$ and a unique right continuous adapted nondecreasing process $(B_t)$, which is purely discontinuous with $B_0 = 0$ and $E[B_T^2] < \infty$, such that
\[ v_t = v_0 + M_t - A_t - B_{t-}, \quad \text{for all } t \in [0, T] \quad \text{a.s.}, \tag{3.32} \]
which gives for each \( \delta \in \mathcal{S}_0 \), \( v_\delta = v_0 + M_\delta - A_\delta - B_\delta \) a.s. What is left is to show that \( A_T, B_T \in L^2 \). By Eq. (3.30), we have for every \( \sigma \in \mathcal{T}_0 \), \( |v_\sigma| \leq E[X|\mathcal{F}_\sigma] \) a.s., where \( X = \operatorname{ess} \sup_{\rho \in \mathcal{S}_\delta} |\xi_\rho| \) is a non-negative \( \mathcal{F}_T \)-measurable random variable. From this, Eq. (3.31) and a fine result of Dellacherie-Meyer (cf., e.g., [22, Corollary A.1]), yields \( E(A_T + B_T) \leq cE[X^2] \leq c\|\xi\|^2_{L^2} \), where \( c > 0 \). We conclude that \( A_T \) and \( B_T (= B_T^-) \) are square integrable, which gives the statement (i).

By Eq. (3.29), we have for each \( \delta \in \mathcal{S}_0 \), \( \Delta B_\delta = -\Delta_+ v_\delta \) a.s. As from Remark 3.7, \( \Delta_+ v_\delta = 1_{\{v_\delta-\xi_\delta\}} \Delta_+ v_\delta \) a.s., the second point clearly holds.

Let us show assertion (iii). Observe that, for each \( \delta \in \mathcal{S}_0 \), \( \Delta A_\delta = \Delta A_\sigma 1_{G^\sigma} \), hence, it suffices to show that for each \( \theta \in \mathcal{T}_0 \)

\[
\Delta A_\theta = 1_{\{v_\theta-\xi_\theta\}} \Delta A_\theta. \tag{3.33}
\]

Theorem 3.4 (iv) together with Mertens decomposition (3.29), gives \( A_\theta = A_\theta \) a.s. for each \( \theta \in \mathcal{T}_0 \), and for each \( \lambda \in [0, 1] \). From this and a result of El Karoui ([30, Proposition 2.34]), Eq. (3.33) follows, which yields the third assertion.

Based on Theorem 3.4 (iv) and on some analytic arguments, the proof of (iv) follows by the same method as in the proof of Lemma 3.3 [24].

Remark 3.8  1. In the case of a not necessarily non-negative reward process \( \xi \in \mathcal{S}^2 \), we define \( X_\delta := E[\operatorname{ess} \sup_{\rho \in (H, \tau) \in S_0} \xi_\rho | \mathcal{F}_\delta] \) and \( \hat{\xi}_\delta := \xi_\delta + X_\delta \). The reward process \( \hat{\xi} \) is non-negative and is associated with the value family \( \hat{v} := v + X \). The results of this section thus hold for \( \hat{\xi} \) up to a translation by the martingale \( X \) (cf. e.g., [26, Appendix A]).

2. Section 3.1 can be extended to the setup of reward families indexed by split stopping times, i.e. \( (\xi(\delta), \delta \in \mathcal{S}_0) \), such a generalization has been studied by Kobylanski and Quenez [27] in the framework of stopping times.

3.2 Existence and uniqueness of the solution of Reflected BSDEs with a ladlag obstacle

Let \( \rho^\tau = (\emptyset, T) \). In this section, we prove existence and uniqueness of the solution to the Reflected BSDE from Definition 3.2 (in the case where the driver \( g \) does not depend on \( y, z \)). We characterize the first component of the solution as the value process of an optimal stopping problem over split stopping times. To this end, note first that we have the following a priori estimates.

Lemma 3.4 Let \((Y, Z, M, A, B)\) (resp. \((\bar{Y}, \bar{Z}, \bar{M}, A, B)\)) \( \in \mathcal{S}^2 \times \mathcal{H}^2 \times \mathcal{M}^{2,1} \times (\mathcal{S}^2) \times (\mathcal{S}^2) \) be a solution to the RBSDE associated with driver \( g = (g_t) \in \mathcal{H}^2 \) (resp. \( \bar{g} = (\bar{g}_t) \in \mathcal{H}^2 \)) and with a ladlag obstacle \( \xi \). Then, there exists \( c > 0 \) such that for all \( \epsilon \geq 0 \), for all \( \beta > \frac{1}{c^2} \), we have

\[
\|Z - \bar{Z}\|_\beta^2 + \|M - \bar{M}\|_{M^2, \beta}^2 \leq \epsilon^2\|g - \bar{g}\|_\beta^2, \tag{3.34}
\]

\[
\|Y - \bar{Y}\|_\beta^2 \leq 4\epsilon^2(1 + 12\epsilon^2)\|g - \bar{g}\|_\beta^2. \tag{3.35}
\]
Theorem 3.5 Let \( \xi \) be a ladlag process in \( S^2 \) and \( g = (g_t) \) a driver process in \( H^2 \). Then, the RBSDE from Definition 3.2 admits a unique solution \((Y, Z, M, A, B) \in S^2 \times H^2 \times M^{2, \perp} \times (S^2)^2 \), and for each \( \delta = (G, \sigma) \in S_0 \), we have

\[
Y_\delta = \operatorname{ess} \sup_{\rho = (H, \tau) \in S_{\delta}} E[\xi_{\rho} + \int_0^\delta g(t)dt | \mathcal{F}_\delta] \quad \text{a.s.} \tag{3.36}
\]

Moreover, the following property holds

\[
Y_\delta = \xi_\delta \vee Y_{\delta^+} \quad \text{a.s.} \tag{3.37}
\]

Proof. For each \( \delta = (G, \sigma) \in S_0 \), we define the value \( Y(\delta) \) at the split stopping time \( \delta \) by

\[
Y(\delta) := \operatorname{ess} \sup_{\rho = (H, \tau) \in S_\delta} E[\xi_{\rho} + \int_0^\delta g(t)dt | \mathcal{F}_\delta]. \tag{3.38}
\]

This is equivalent to

\[
Y(\delta) + \int_0^\delta g(t)dt := \operatorname{ess} \sup_{\rho = (H, \tau) \in S_\delta} E[\xi_{\rho} + \int_0^\delta g(t)dt | \mathcal{F}_\delta]. \tag{3.39}
\]

Thus, Theorem 3.3 holds with \( \xi \) replaced by \( \xi_\delta + \int_0^\delta g(t)dt \) and \( \nu(\delta) \) by \( Y(\delta) + \int_0^\delta g(t)dt \). Then, there exists a ladlag optional process \((Y_t)_{t \in [0,T]}\) which aggregates the family \((Y(\delta))_{\delta \in S_0}\), that is,

\[
Y_\delta = Y(\delta) \quad \text{a.s. for all } \delta \in S_0. \tag{3.40}
\]

Hence, \( Y_\delta \geq \xi_\delta \) a.s. for all \( \delta \in S_0 \). For each \( \rho \in S_{\delta, \tau} \), we have \( \rho = \rho^T \), consequently \( Y_{\rho^T} = Y(\rho^T) = \xi_{\rho^T} \). Moreover, the process \((Y_t + \int_0^t g(t)dt)_{t \in [0,T]}\) is the smallest strong supermartingale greater than or equal to \((\xi_t + \int_0^t g(t)dt)_{t \in [0,T]}\), and from (iii) of Theorem 3.4, we have

\[
Y_\delta = \xi_\delta \vee Y_{\delta^+} \quad \text{a.s.}
\]

Next, from Lemma 3.3, \( Y \) belongs to \( S^2 \) and admits the following Mertens decomposition:

\[
Y_\delta = Y_0 - \int_0^\delta g(s)ds + M_\delta - A_\delta - B_\delta-, \quad \text{a.s. for all } \delta \in S_0. \tag{3.41}
\]

where \( M \in M^2 \), \( A \) is a nondecreasing right-continuous predictable process such that \( A_0 = 0 \), \( E(A^2_{\rho^T}) = E(A^2_T) < \infty \), and \( B \) is a nondecreasing right-continuous adapted purely discontinuous process such that \( B_{0-} = 0 \), \( E(B^2_{\rho^T}) = E(B^2_T) < \infty \). Furthermore,

(i) For each \( \delta \in S_0 \), we have \( \Delta B_\delta = 1_{\{Y_\delta = \xi_\delta\}} \Delta B_\delta \) a.s.,
(ii) For each \( \delta \in \mathcal{S}_0^\rho \), we have \( \Delta A_\delta = 1_{\{Y_{\delta^{-}} = \xi_{\delta^{-}}\}} \Delta A_\delta \) a.s.,

(iii) The continuous part \( A^c \) of \( A \) satisfies the equality \( \int_0^\rho r \ 1_{\{Y_{r^{-}} > \xi_{r^{-}}\}} dA_r^c = 0 \) a.s.

From (i), the process \( B \) satisfies the minimality condition \( 3.6 \), and from (ii) and (iii), the process \( A \) satisfies condition \( 3.5 \). Finally, from Lemma \( 2.1 \), there exists a unique couple \( (Z, N) \in H^2 \times M^{2, \perp} \) such that

\[
M_t = \int_0^t Z_s dW_s + N_t, \quad 0 \leq t \leq T \ \text{a.s.} \tag{3.42}
\]

From this together with \( 3.41 \) we get, for each \( \delta \in \mathcal{S}_0 \)

\[
Y_\delta = \xi_\rho + \int_\delta^\rho g(s) ds - \int_\delta^\rho Z_s dW_s - (N_\rho - N_\delta) + A_\rho - A_\delta
\]

\[
+ B_\rho A_\delta - B_\delta A_\delta \ \text{a.s.}
\]

The process \( (Y, Z, N, A, B) \) is thus a solution of the RBSDE \( 3.2 \) associated with the driver process \( g(t) \) and the obstacle \( \xi \). The uniqueness of \( A, B, Z \) and \( N \) follows from the uniqueness of Mertens decomposition and from the uniqueness of the martingale representation (Lemma \( 2.1 \)). If \( (\bar{Y}, Z, N, A, B) \) is a solution of the RBSDE with driver \( g \) and obstacle \( \xi \), by inequality \( 3.35 \) of Lemma \( 3.4 \), we obtain \( \bar{Y} = Y \) in \( S^2 \). The proof of the Theorem is thus complete.

Let now \( g \) be a general Lipschitz driver. Using Theorem \( 3.5 \) together with the a priori estimates from Lemma \( 3.4 \), we derive the following existence and uniqueness result in the case of a general Lipschitz driver \( g(t, y, z) \).

**Theorem 3.6** Let \( \xi \) be a ladlag process in \( S^2 \) and let \( g \) be a Lipschitz driver in \( H^2 \). The RBSDE associated with the parameters \( (g, \xi) \) from Definition \( 3.2 \) admits a unique solution \( (Y, Z, M, A, B) \in S^2 \times H^2 \times M^{2, \perp} \times (S^2)^2 \).

**Proof.** We introduce a mapping \( \Phi \) from \( K^2_\beta \) into itself. This map is defined by: for a given \( (U, V) \in K^2_\beta \), \( \Phi(U, V) := (\bar{Y}, \bar{Z}) \), where \( \bar{Y}, \bar{Z} \) are the first two components of the solution \( (Y, Z, M, A, B) \) to the reflected BSDE associated with driver \( g_t := g(t, U_t, V_t) \) and with the obstacle \( \xi \). By Theorem \( 3.5 \), the mapping \( \Phi \) is well-defined.

Consider \( (U, V) \) and \( (\bar{U}, \bar{V}) \) two elements of \( K^2_\beta \). We set \( (Y, Z) = \Phi(U, V) \), \( (\bar{Y}, \bar{Z}) = \Phi(\bar{U}, \bar{V}) \), \( \bar{Y} := Y - \bar{Y}, \bar{Z} := Z - \bar{Z}, \bar{U} := U - \bar{U} \) and \( \bar{V} := V - \bar{V} \). Hence, Lemma \( 3.4 \) shows that

\[
\|Y\|_\beta^2 + \|Z\|_\beta^2 \leq 6\epsilon^2 (1 + 8c^2) \|g(t, U_t, V_t) - g(t, \bar{U}_t, \bar{V}_t)\|_\beta^2, \tag{3.43}
\]

for all \( \epsilon > 0 \) and \( \beta \geq \frac{1}{c^2} \). By using the Lipschitz property of \( g \), we obtain

\[
\|Y\|_\beta^2 + \|Z\|_\beta^2 \leq 6\epsilon^2 M (1 + 8c^2) \left(\|\bar{U}\|_\beta^2 + \|\bar{V}\|_\beta^2\right), \tag{3.44}
\]
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where $M$ is a positive constant depending only on the Lipschitz constant $K$. Using Fubini’s theorem, we get $||\tilde{U}||^2_{\beta} \leq T||\tilde{G}||^2_{\beta}$. This, combined with (3.44), gives

$$||\tilde{Y}||^2_{\beta} + ||\tilde{Z}||^2_{\beta} \leq 6\epsilon^2 M (1 + T) (1 + 8\epsilon^2) \left[||\tilde{U}||^2_{\beta} + ||\tilde{V}||^2_{\beta}\right].$$

(3.45)

Consequently, by choosing $\epsilon > 0$ such that $6\epsilon^2 M (1 + T) (1 + 8\epsilon^2) < 1$ and $\beta$ such that $\beta \geq \frac{1}{T}$, we deduce that the mapping $\Phi$ is a contraction, and hence by the Banach fixed-point theorem, $\Phi$ admits a unique fixed point $(\tilde{Y}, \tilde{Z}) \in K^2_{\beta}$. The process $(\tilde{Y}, \tilde{Z})$ is equal to the first two components of the solution $(Y, Z, M, A, B)$ to the RBSDE associated with the driver process $h(\omega, t) := g(\omega, t, Y_t(\omega), Z_t(\omega))$ and with the barrier $\xi$. Thus, $(\tilde{Y}, \tilde{Z}, M, A, B)$ is the unique solution to the RBSDE with parameters $(g, \xi)$, which completes the proof.

We introduce the following operator:

**Definition 3.8** *(Operator induced by a RBSDE with driver 0)*

Let $\xi$ be a dalg process in $S^2$. We denote by $\text{Ref} [\xi]$ the first component of the solution to the reflected BSDE from Definition 3.2 in the case where the driver is 0. Note that by Proposition 3.5, the operator $\text{Ref} : \xi \rightarrow \text{Ref} [\xi]$ is well defined on $S^2$.

Here are some elementary properties of this operator.

**Lemma 3.5** The operator $\text{Ref}$ is nondecreasing, i.e. for $\xi, \xi' \in S^2$ such that $\xi \leq \xi'$ we have $\text{Ref} [\xi] \leq \text{Ref} [\xi']$. Further, for each $\xi \in S^2$, $\text{Ref} [\xi]$ is a strong supermartingale and satisfies $\text{Ref} [\xi] \geq \xi$. If moreover $\xi$ is a strong supermartingale, then $\text{Ref} [\xi] = \xi$.

**Proof.** By definition, $\text{Ref} [\xi]$ is the first component of the solution to the reflected BSDE (3.3). Hence, Theorem 3.5 shows that $\text{Ref} [\xi]$ is the value function associated with the reward $\xi$, that is for each split stopping time $\delta = (G, \sigma) \in S_0$

$$\text{Ref} [\xi]_\delta = \text{ess sup}_{\rho \in {\mathcal S}_\delta} E (\xi_\rho | {\mathcal F}_\delta).$$

Thus, the operator $\text{Ref}$ is nondecreasing and the process $(\text{Ref} [\xi])_{t \in [0, T]}$ is characterized as the Snell envelope over split stoping times associated with the process $(\xi)_{t \in [0, T]}$. If now $\xi$ is a strong supermartingale, it remains to show that $\text{Ref} [\xi] \leq \xi$. Let $\delta \in S_0$, since $\xi$ is a strong supermartingale, for each split stopping time $\rho \in S_\delta$, we have

$$E (\xi_\rho | {\mathcal F}_\delta) \leq \xi_\delta.$$

By definition of the essential supremum, we get $\text{Ref} [\xi]_\delta \leq \xi_\delta$. Consequently, $\text{Ref} [\xi] = \xi$.

**Remark 3.9** Observe that the nondecreasing limit of a sequence of strong supermartingales is a strong supermartingale (which is easy to check using Lebesgue theorem and the fact that the trajectories of strong supermartingales are bounded on compact intervals of $\mathbb{R}^+$).
4 Doubly RBSDEs whose obstacles are irregular over a larger set of “stopping strategies”

We associate with $T$ the split terminal time $\rho^T = (\emptyset, T)$. Let now $g$ be a driver and $(\xi, \zeta)$ be a pair of ladorl admissible obstacles.

**Definition 4.1** A process $(Y, Z, M, A, B, A', B') \in S^2 \times H^2 \times M^{2, \perp} \times (S^2)^2 \times (S^2)^2$ is said to be a solution to the doubly RBSDE with parameters $g, \xi, \zeta$, where $g$ is a driver and $(\xi, \zeta)$ is a pair of admissible obstacles, if for all $\delta \in S_0$

$$Y_\delta = \xi_{\rho^T} + \int_\delta^{\rho^T} g(s, Y_s, Z_s)ds - \int_\delta^{\rho^T} Z_s dW_s - (M_{\rho^T} - M_\delta) + A_{\rho^T} - A_\delta$$

$$- (A'_{\rho^T} - A'_\delta) + B_{\rho^T} - B_{\delta} - (B'_{\rho^T} - B'_{\delta})$$

for all a.s., (4.1) with

(i) $\xi_\delta \leq Y_\delta \leq \zeta_\delta$, a.s. for all $\delta \in S_0$,

(ii) $A$ and $A'$ are nondecreasing right-continuous predictable processes with $A_0 = A'_0 = 0$ and such that

$$\int_0^{\rho^T} I_{\{\gamma_\gamma \geq \xi_\gamma\}} dA^c_\gamma = 0$$

$$\int_0^{\rho^T} I_{\{\gamma_\gamma < \xi_\gamma\}} dA^c_\gamma = 0$$

(a.s.) and (4.2)

$$(Y_\delta - \xi_\delta)(A^d_\delta - A^d_\delta) = 0$$

(a.s.) and

$$(Y_\delta - \zeta_\delta)(A^d_\delta - A^d_\delta) = 0$$

(iii) $B$ and $B'$ are nondecreasing, right-continuous adapted purely discontinuous processes with $B_{\rho^T} = B'_{\rho^T} = 0$,

$$(Y_\delta - \xi_\delta)(B_\delta - B_{\delta}) = 0$$

and

$$(Y_\delta - \zeta_\delta)(B'_\delta - B'_{\delta}) = 0$$

a.s. for all $\delta \in S_0$, (4.3)

(iv)

$$dA_\gamma \perp dA'_\gamma$$

and

$$dB_\gamma \perp dB'_\gamma.$$  (4.4)

**Conditions (4.2) and (4.3)** are called minimality conditions or Skorohod conditions.

**Remark 4.1** The Skorohod conditions for $A^d$ and $A'^d$ (resp. $B$ and $B'$) can be rewritten as

$$(Y_{\gamma\gamma} - \zeta_{\gamma\gamma})(A^d_{\gamma\gamma} - A'^d_{\gamma\gamma})1_{\gamma\gamma} = 0$$

(a.s.) and

$$(Y_{\gamma\gamma} - \zeta_{\gamma\gamma})(A'^d_{\gamma\gamma} - A'^d_{\gamma\gamma})1_{\gamma\gamma} = 0$$

(a.s.)

(resp. $Y_{\gamma\gamma} - \zeta_{\gamma\gamma})(B_{\gamma\gamma} - B_{\gamma\gamma})1_{\gamma\gamma} = 0$ a.s. and

$$(Y_{\gamma\gamma} - \zeta_{\gamma\gamma})(B'_{\gamma\gamma} - B'_{\gamma\gamma})1_{\gamma\gamma} = 0$$

for all $\gamma = (G, \sigma) \in S_0$.

This follows by the same reasoning applied for $A$ and $B$ in Remark 3.2.

**Remark 4.2** In Definition 4.1, by considering $\delta = (0, \tau)$, where $\tau$ runs through the set of stopping times $T_0$, we recover the usual formulation of the doubly reflected BSDEs with optional obstacles given in [23]. Moreover, if we associate $T$ with the split terminal time $\rho^T = (\Omega, T)$ and we consider $\delta = (\Omega, \tau)$, where $\tau$ runs through the set of predictable stopping times $\mathcal{T}_0^\delta$, our definition coincides with the definition of doubly reflected BSDEs for predictable obstacles given in [11].
Remark 4.3 Note that a process \((Y, Z, M, A, B, A', B') \in S^2 \times H^2 \times M^{2,\perp} \times (S^2)^2 \times (S^2)^2\) satisfies equation (4.1) in the above definition if and only if, almost surely, for all \(t \in [0, T]\),

\[
Y_t = \xi_T + \int_t^T g(s, Y_s, Z_s)ds - \int_t^T Z_s dW_s - (M_T - M_t) + A_T - A_t
- (A'_T - A'_t) + B_T - B_t - (B'_{T-} - B'_{t-}).
\]

Remark 4.4 Note that we have, \(-\Delta Y_\delta = \Delta B_\delta - \Delta B'_\delta\) a.s. for all \(\delta \in S_0\). Thus, from condition (4.4) we get \(\Delta B_\delta = (Y_{\delta+} - Y_\delta)^-\) a.s. for all \(\delta \in S_0\), and \(\Delta B'_\delta = (Y_{\delta+} - Y_\delta)^+\) a.s. for all \(\delta \in S_0\). In addition, we have \(-\Delta Y_\delta = \Delta A_\delta - \Delta A'_\delta - \Delta M_\delta\) a.s. The notation \((Y_{\delta+} - Y_\delta)^-\) and \((Y_{\delta+} - Y_\delta)^+\) stands for \(\max(-(Y_{\delta+} - Y_\delta), 0)\) and \(\max(Y_{\delta+} - Y_\delta, 0)\) respectively.

Proposition 4.1 Let \(g\) be a driver and \((\xi, \zeta)\) be a pair of ladlag admissible obstacles. Let \((Y, Z, M, A, B, A', B')\) be a solution to the doubly reflected BSDE with parameters \((g, \xi, \zeta)\). For each \(\delta \in S_0\), we have

\[
Y_\delta = (Y_{\delta+} \lor \xi_\delta) \land \zeta_\delta\quad \text{a.s.}
\]  

(4.6)

Proof. Remark 4.4 together with the Skorokhod conditions 4.3 for \(B\) and \(B'\) gives

\[
(Y_{\delta+} - Y_\delta)^- = 1_{\{\xi_\delta = Y_\delta\}}(Y_{\delta+} - Y_\delta)^- \quad \text{and} \quad (Y_{\delta+} - Y_\delta)^+ = 1_{\{\xi_\delta = Y_\delta\}}(Y_{\delta+} - Y_\delta)^+\quad \text{a.s.}
\]

It follows easily that (4.6) holds on the sets \(\{\xi_\delta < Y_\delta < \zeta_\delta\}, \{\xi_\delta < Y_\delta = \zeta_\delta\}\) and \(\{\xi_\delta = Y_\delta < \zeta_\delta\}\), which proves the proposition.

Definition 4.2 (Mokobodski’s condition) Let \((\xi, \zeta) \in S^2 \times S^2\) be a pair of admissible barriers. The Mokobodski’s condition is defined as follows: there exist two nonnegative strong supermartingales \(H\) and \(\Pi\) in \(S^2\) such that:

\[
\xi_t \leq H_t - \Pi_t \leq \zeta_t \quad 0 \leq t \leq T \quad \text{a.s.}
\]

(4.7)

4.1 Existence and uniqueness when \(g\) is a driver process

In this section, we are given a process \(g = (g_t)\) in \(H^2\). Let \(\xi\) and \(\zeta\) be two ladlag admissible obstacles. We show that the doubly reflected BSDE associated with the driver process \((g_t)\) and the barriers \(\xi\) and \(\zeta\) admits a unique solution \((Y, Z, M, A, B, A', B')\).

Let \((Y, Z, M, A, B, A', B') \in S^2 \times H^2 \times M^{2,\perp} \times (S^2)^2 \times (S^2)^2\) be a solution to the DRBSDE associated with driver \(g\) and the barriers \(\xi\) and \(\zeta\). Let \(\tilde{Y}_t := Y_t - \mathbb{E}[\xi_{\rho_T} + \int_\delta^{\rho_T} g_sds | \mathcal{F}_t]\), for all \(t \in [0, T]\). From this definition together with equation (4.1), we get

\[
\tilde{Y}_\delta = J_\delta^g - \tilde{J}_\delta^g\quad \text{a.s. for all} \quad \delta \in S_0,
\]

(4.8)

where the processes \(J^g\) and \(\tilde{J}^g\) are defined, for all \(t \in [0, T]\), by

\[
J_t^g := \mathbb{E}[A_{\rho_T} - A_t + B_{\rho_T} - B_t | \mathcal{F}_t]\quad \text{and} \quad \tilde{J}_t^g := \mathbb{E}[A'_{\rho_T} - A'_t + B'_{\rho_T} - B'_{t-} | \mathcal{F}_t].
\]

(4.9)

Let us denote by \(\tilde{\xi}^g\) and \(\tilde{\zeta}^g\) the following optional process defined for all \(\delta \in S_0\) by:

\[
\tilde{\xi}^g := \xi_\delta - \mathbb{E}[\xi_{\rho_T} + \int_\delta^{\rho_T} g_sds | \mathcal{F}_\delta], \quad \tilde{\zeta}^g := \zeta_\delta - \mathbb{E}[\zeta_{\rho_T} + \int_\delta^{\rho_T} g_sds | \mathcal{F}_\delta].
\]

(4.10)
Remark 4.5 Note that since $A$, $A'$, $B$ and $B'$ are nondecreasing processes belong to $S^2$, $J^g$ and $\tilde{J}^g$ are two nonnegative strong supermartingales in $S^2$ such that $J^g_{\rho_T} = \tilde{J}^g_{\rho_T} = 0$ a.s. Since $g \in H^2$ and $\xi, \zeta \in S^2$, it follows that $\tilde{\xi}^g$ and $\tilde{\zeta}^g$ belong to $S^2$. Moreover, we have $\tilde{\xi}^g_{\rho_T} = \tilde{\zeta}^g_{\rho_T} = 0$ a.s.

Lemma 4.1 Let $Y \in S^2$ be the first component of a solution of the doubly RBSDE with parameters $(g, \xi, \zeta)$, where $g$ is a driver and $(\xi, \zeta)$ is a pair of ladlag admissible obstacles. We then have

$$Y_\delta = J^g_\delta - \tilde{J}^g_\delta + E[\xi_{\rho_T} + \int_\delta^{\rho_T} g_s ds | \mathcal{F}_\delta] \quad \text{a.s. for all } \delta \in S_0,$$

where the process $J^g$ and $\tilde{J}^g$ satisfy the following coupled system of reflected BSDEs:

$$J^g = \text{Ref}_f[(J^g + \tilde{\xi}^g)1_{(0,T)}]; \quad \tilde{J}^g = \text{Ref}_e[(J^g - \tilde{\zeta}^g)1_{(0,T)}], \quad (4.11)$$

where $\text{Ref}_f$ is the operator associated to the RBSDE over split stopping times with driver 0 (cf. Definition 3.8).

Proof. From the definition of $\bar{Y}$ and equality (4.8), it follows that

$$Y_\delta = J^g_\delta - \tilde{J}^g_\delta + E[\xi_{\rho_T} + \int_\delta^{\rho_T} g_s ds | \mathcal{F}_\delta], \quad \text{for all } \delta \in S_0, \quad \text{a.s.}$$

By Remark 4.5 the processes $(J^g + \tilde{\xi}^g)1_{(0,T)}$ and $(J^g - \tilde{\zeta}^g)1_{(0,T)}$ belong to $S^2$. Otherwise, from (i) in Definition 3.2 we get for all $\delta \in S_0$, $\hat{\xi}^g_\delta \leq \bar{Y}_\delta = J^g_\delta - \tilde{J}^g_\delta \leq \xi^g_\delta$ a.s Therefore,

$$J^g_\delta \geq \bar{J}^g_\delta + \hat{\xi}^g_\delta \quad \text{and} \quad \bar{J}^g_\delta \geq J^g_\delta - \hat{\zeta}^g_\delta, \quad \text{a.s. for all } \delta \in S_0.$$

From Remark 4.5, $J^g$ and $\tilde{J}^g$ are two nonnegative optional strong supermartingales in $S^2$, hence of class $(D)$ (i.e. $\{J^g_\tau; \tau \in T_0\}$ and $\{\tilde{J}^g_\tau; \tau \in T_0\}$ are uniformly integrable). Applying Mertens decomposition for optional strong supermartingales of class $(D)$ (see [31], p. 143), we get for all $\delta \in S_0$

$$J^g_\delta = N_\delta - A^1_\delta - B^1_\delta \quad \text{a.s.;} \quad \bar{J}^g_\delta = \bar{N}_\delta - A^2_\delta - B^2_\delta \quad \text{a.s.} \quad (4.12)$$

where; $N$ and $\bar{N}$ are two cadlag uniformly integrable martingales,

$$A^1 \text{ and } A^2 \text{ two nondecreasing right-continuous predictable processes with } A^1_0 = A^2_0 = 0 \text{ and } E[A^1_T] < \infty, E[A^2_T] < \infty,$$

$$B^1 \text{ and } B^2 \text{ two nondecreasing right-continuous adapted purely discontinuous processes with } B^1_0 = B^2_0 = 0 \text{ and } E[B^1_T] < \infty, E[B^2_T] < \infty.$$  

Since otherwise,

$$J^g_\delta = E[A_{\rho_T} + B_{\rho_T} | \mathcal{F}_\delta] - A_\delta - B_\delta; \quad \bar{J}^g_\delta = E[A'_{\rho_T} + B'_{\rho_T} | \mathcal{F}_\delta] - A'_\delta - B'_\delta,$$

the uniqueness of Mertens decomposition implies that $A^1 \equiv A, B^1 \equiv B, A^2 \equiv A'$ and $B^2 \equiv B'$. By the orthogonal decomposition property of martingales in $M^2$ (Lemma 2.1), there exist $(L, M^1), (\bar{L}, M^2) \in H^2 \times M^{2,\perp}$ such that $\forall \delta \in S_0$

$$N_\delta = \int_0^{\delta} L_s dW_s + M^1_\delta \quad \text{a.s.,} \quad \bar{N}_\delta = \int_0^{\delta} \bar{L}_s dW_s + M^2_\delta \quad \text{a.s.} \quad (4.13)$$
Therefore, combining equation (4.12) with (4.13), we get for all \( \delta \in S_0 \)

\[
J_\delta^g = -\int_\delta^{\rho_T} L_s dW_s - (M_\rho^T - M_\delta^T) + A_\rho - A_\delta + B_\rho - B_\delta \quad \text{a.s.;} \tag{4.14}
\]

\[
\bar{J}_\delta^g = -\int_\delta^{\rho_T} \bar{L}_s dW_s - (M_\rho^T - M_\delta^T) + A'_\rho - A'_\delta + B'_\rho - B'_\delta \quad \text{a.s.} \tag{4.15}
\]

Next, we have \( Y_\delta - \xi_\delta = \bar{Y}_\delta - \bar{\xi}_\delta = J_\delta^g - \bar{J}_\delta^g - \tilde{\xi}_\delta^g \) a.s. By the Skorokhod conditions (4.3), (4.2) satisfied by \( B \) and \( A \), we get

\[
\Delta B_\delta [J_\delta^g - (\bar{J}_\delta^g + \tilde{\xi}_\delta^g)] = 0 \quad \text{a.s.;} \quad [J_\delta^g - (\bar{J}_\delta^g + \tilde{\xi}_\delta^g)](A_\delta^g - A_\delta^g) = 0 \quad \text{a.s.} \tag{4.16}
\]

We also have \( \{Y_t^- > \xi_t^-\} = \{J_t^- > \bar{J}_t^- + \tilde{\xi}_t^-\} \). Hence, the skorokhod condition (4.2) satisfied by \( A \) can be expressed in the form:

\[
\int_0^{\rho_T} 1_{\{J_t^- > \bar{J}_t^- + \tilde{\xi}_t^-\}} dA_t^c = 0 \quad \text{a.s.} \tag{4.17}
\]

We conclude that \((J^g, L, M^1, A, B)\) is the solution of the reflected BSDE associated with the driver 0 and the barrier \((J^g + \tilde{\xi}^g)I_{[0,T]}\).

We prove similarly that \((\bar{J}^g, \bar{L}, M^2, A', B')\) is the solution of the reflected BSDE associated with the driver 0 and the barrier \((J^g - \tilde{\xi}^g)I_{[0,T]}\). This completes the proof.

**Proposition 4.2** Let \( g \in H^2 \). Let \( \xi \) and \( \zeta \) be two ladlag admissible obstacles in \( S^2 \). The following assertions are equivalent:

(i) The DRBSDE (4.1) with driver process \( g(t) \) has a solution.

(ii) There exist two processes \( J, J \in S^2 \) and \( \bar{J}, \bar{J} \in S^2 \) satisfying the coupled system of DRBSDEs:

\[
J = \Re f[(J + \tilde{\xi}^g)I_{[0,T]}]; \quad \bar{J} = \Re f[(J - \tilde{\xi}^g)I_{[0,T]}], \tag{4.18}
\]

where \( \tilde{\xi}^g \) and \( \tilde{\xi}^g \) as above.

In this matter, the process \( Y \) defined by

\[
Y_\delta := J_\delta - \bar{J}_\delta + E[\xi_\rho \mid \mathcal{F}_\delta], \quad \forall \delta \in S_0 \text{ a.s.} \tag{4.19}
\]

gives the first component of the solution to the predictable DRBSDE.

**Proof.** The implication \((i) \Rightarrow (ii)\), has been proved in Lemma 4.1. Let us prove \((ii) \Rightarrow (i)\). The steps of the proof are similar of those used in the literature (see eg. [34], [23]). Let \((J, L, M^1, A, B)\) and \((\bar{J}, \bar{L}, M^2, A', B')\) be two solutions in \( S^2 \times H^2 \times M^{2,1} \times (S^2)^2 \times (S^2)^2 \) of the coupled system (4.18). For all \( \delta \in S_0 \), we define the process \( Y \) as in (4.19).

By assumptions, the processes \( J \) and \( \bar{J} \) belong to \( S^2 \). Hence, the difference \( J - \bar{J} \) and

---

1Note that this barrier is equal to \( E(A_T - A_t + C_T - C_t \mid \mathcal{F}_t) - \tilde{\xi}^g \) if \( t < T \), and 0 if \( t = T \).

2Note that this barrier is equal to \( E(A_T - A_t + C_T - C_t \mid \mathcal{F}_t) - \tilde{\xi}^g \) if \( t < T \), and 0 if \( t = T \).
thus the process $Y$ are well defined. Further, since $J_{\rho t} = \bar{J}_{\rho t} = 0$ a.s., we get $Y_{\rho t} = \xi_{\rho t}$ a.s. By the formulation of the coupled system (4.18), we get $J_\delta \geq \bar{J}_\delta + \xi_\delta^g$ and $J_\delta \geq J_\delta - \xi_\delta^g$ a.s. for all $\delta \in S_0$. Then, we derive that $\xi_\delta \leq Y_\delta \leq \zeta_\delta$ a.s. for all $\delta \in S_0$.

Note that the process $(E(\xi_{\rho t} + \int_\delta^{\rho t} g_s dF_s))_{t \in [0, T]}$ coincides with the first component of the solution to the (non-reflected) BSDE with terminal condition $\xi_{\rho t}$ and driver $g$ (cf. [24], Definition 2.2). Thus, there exist $(L', \bar{M}) \in \mathbb{H}^2 \times M^{2, \perp}$ such that for all $\delta \in S_0$:

$$E(\xi_{\rho t} + \int_\delta^{\rho t} g_s dF_s) = \xi_{\rho t} + \int_\delta^{\rho t} g_s d\bar{M}_s - \int_\delta^{\rho t} L'_s dW_s - (\bar{M}_\rho - \bar{M}_\delta) \text{ a.s.} \quad (4.20)$$

From this, together with (4.19) and the definition of $J$ and $\bar{J}$, we get

$$Y_\delta = \xi_{\rho t} + \int_\delta^{\rho t} g_s d\bar{M}_s - \int_\delta^{\rho t} Z_s dW_s - (M_{\rho t} - M_\delta) + A_{\rho t} - A_\delta - (A_{\rho t} - A_\delta) + B_{\rho t} - B_\delta - (B_{\rho t} - B_\delta),$$

where $Z := L - \bar{L} + L'$, $M = M^1 - M^2 + \bar{M}$.

Skorokhod conditions (4.2) and (4.3) for $A$, $A'$, $B$ and $B'$: From the above, it follows that the processes $A$, $B$, $A'$, $B'$ satisfy the Skorokhod conditions for RBSDEs. Accordingly, we have: for all $\delta \in S_0$, $\Delta A_t^d = 1_{\{J_\delta = \tilde{J}_\delta + \tilde{\xi}_\delta^g\}}\Delta A_t^d = \text{a.s.; } \Delta B_\delta = 1_{\{J_\delta = \tilde{J}_\delta + \tilde{\xi}_\delta^g\}}\Delta B_\delta = 0$ a.s. Similar conditions hold for $A'$ and $B'$. By the definition of $Y$, $\xi^g$ and $\xi^g$, we get

$$\{J_\delta > \bar{J}_\delta + \tilde{\xi}_\delta^g\} = \{Y_\delta > \xi_\delta\}, \quad \{J_\delta = \bar{J}_\delta + \tilde{\xi}_\delta^g\} = \{Y_\delta = \xi_\delta\},$$

Thus, we get (4.2) and (4.3) for $A$ and $B$. By the same manner, we prove the Skorokhod conditions for $A'$ and $B'$. The only point remaining concerns the behavior of the random measures $dA_t$, $dA_t'$ and $dB_t$, $dB_t'$. If $dA_t \perp dA_t'$ and $dB_t \perp dB_t'$, then the vector $(Y, Z, M, A, B, A', B')$ is a solution to the doubly RBSDE with parameters $(g, \xi, \zeta)$, which is the desired conclusion. If not, by the canonical decomposition of a RCLL predictable process with integral total variation (see, Proposition A.7 in [34], p. 30), there exist a pair $(C, C')$ (resp. $(D, D')$) of nondecreasing right-continuous predictable processes belonging in $\mathcal{S}_2^2$, such that $A - A' = C - C'$ (resp. $B - B' = D - D'$) with $dC_t \perp dC_t'$ (resp. $dB_t \perp dB_t'$). Moreover, $dC_t \ll dA_t, dC_t' \ll dA_t'$, $dB_t \ll dB_t'$, and $dD_t \ll dB_t'$. Thus, $\int_0^{\rho_t} 1_{\{Y_s < \xi_s\}} dC_s = 0$ a.s. we get $\int_0^{\rho_t} 1_{\{Y_s < \xi_s\}} dC_s = 0$ a.s.

Also, for all $\delta = (G, \sigma) \in S_0$ on $G^c$ we have $\Delta A_\delta^d = 1_{\{Y_\delta = \xi_\delta\}}\Delta A_\delta^d = 0$ a.s. thus $\Delta A_\delta^d = (C^d - C^d_\delta)1_{G^c} = 0$ a.s. for all $\delta = (G, \sigma) \in S_0$. Similarly, we obtain for all $\delta = (G, \sigma) \in S_0$, hence the processes $C$ and $C'$ satisfy the Skorokhod conditions (4.2).

Therefore, the observation $dD_t \ll dB_t$ implies that $D$ is purely discontinuous and for all $\delta = (G, \sigma) \in S_0$, $(Y_\delta - \xi_\delta)\Delta D_\delta 1_{H^c} = 0$ a.s. Similarly, $D'$ is purely discontinuous and $(Y_\delta - \xi_\delta)\Delta D'_\delta 1_{H^c} = 0$ a.s. for all $\delta = (G, \sigma) \in S_0$. Hence, the processes $D$ and $D'$ satisfy the Skorokhod conditions (4.3). We conclude that the process $(Y, Z, M, C, D, C', D')$ is a solution to the doubly RBSDE with parameters $(f, \xi, \zeta)$. Which completes the proof.
Set now \( J_0^0 = 0 \) and \( \bar{J}_0^0 = 0 \). We define recursively, for each \( n \in \mathbb{N} \), the processes:\(^3\)

\[
J^{n+1} := \text{Ref}[(\bar{J}^n + \bar{\xi}^n) 1_{[0,T]}]; \quad \bar{J}^{n+1} := \text{Ref}[(J^n - \bar{\xi}^n) 1_{[0,T]}].
\] (4.22)

Since \( \bar{\xi}^0 \) and \( \bar{\xi}^n \) belong to \( S^2 \), by induction, the processes \( J^n \) and \( \bar{J}^n \) are well defined.

**Lemma 4.2** Let \( (\xi, \zeta) \in S^2 \times S^2 \) be a pair of ladlag admissible barriers satisfies Mokobodzki’s condition. The sequences of processes \( (J^n)_{n \in \mathbb{N}} \) and \( (\bar{J}^n)_{n \in \mathbb{N}} \) are nondecreasing. The processes \( J \) and \( \bar{J} \) defined by

\[
J := \lim_{n \to +\infty} J^n \quad \text{and} \quad \bar{J} := \lim_{n \to +\infty} \bar{J}^n.
\] (4.23)

are the smallest nonnegative strong supermartingales in \( S^2 \) satisfying the system (4.18). We also have following minimality property: if \( H \) and \( \bar{H} \) are two nonnegative strong supermartingales such that \( \bar{\xi}^0 \leq H - \bar{H} \leq \bar{\xi}^n \), then we have \( J \leq H \) and \( \bar{J} \leq \bar{H} \).

**Proof.** Using Lemma 3.5 and Remark 3.9, the proof runs in much the same way as in [23, Proposition 3.14].

From Lemma 4.2 together with Proposition 4.2, we derive the following existence result.

**Theorem 4.1 (Existence of a solution to the DRBSDE)** Let \( g = (g_t) \in H^2 \) be a driver process. Let \( (\xi, \zeta) \) be a pair of ladlag admissible barriers satisfying Mokobodzki’s condition. Then, there exists a solution of the doubly RBSDE associated with the driver \( g \). The first component of this solution is given by

\[
Y_\delta := J_\delta - \bar{J}_\delta + E[\xi_{\rho^T} + \int_0^{\rho_T} g_s d\mathbb{F}_{\delta}] \quad \text{a.s. for all } \delta \in S_0.
\] (4.24)

where \( J \) and \( \bar{J} \) are the processes defined in Lemma 4.2.

Let us now investigate the question of uniqueness of the solution to the doubly RBSDE defined above. To this purpose, we state the following lemma.

**Lemma 4.3 (A priori estimate)** Let \( (Y, Z, M, A, B, A', B') \in S^2 \times H^2 \times M^{2,1} \times (S^2)^2 \times (S^2)^2 \) (resp. \( (\bar{Y}, \bar{Z}, M, A, B, A', B') \in S^2 \times H^2 \times M^{2,1} \times (S^2)^2 \times (S^2)^2 \) be a solution to the DRBSDE associated with driver \( g = (g_t) \in H^2 \) (resp. \( \bar{g} = (\bar{g}_t) \in H^2 \) and the ladlag admissible barriers \( \xi \) and \( \zeta \). Then, there exists \( c > 0 \) such that for all \( \epsilon \geq 0, \) for all \( \beta > \frac{1}{c\epsilon} \), we have

\[
\|Z - \bar{Z}\|_\beta^2 + \|M - \bar{M}\|_{M^2_\beta} \leq \epsilon^2 \|g - \bar{g}\|_\beta^2;
\] (4.25)

\[
\|Y - \bar{Y}\|_\beta^2 \leq 4\epsilon^2(1 + 6\epsilon^2)\|g - \bar{g}\|_\beta^2.
\] (4.26)

**Proof.** The proof of this result in the case of \( \mathcal{E}^f \)-Dynkin games over stopping times can be found in [23, Lemma 3.18]. The proof in our case is identical and is therefore omitted.

From this result, we derive the following uniqueness result for the DRBSDE associated with the driver process \( g(t) \).

\(^3\)We omit the exponent \( g \) in the notation for \( J^n \) and \( \bar{J}^n \) for sake of simplicity.
**Theorem 4.2** Let $\xi$ and $\zeta$ be two ladlag admissible barriers satisfying Mokobodzki’s condition. The DRBSDE (4.1) associated with driver process $g(t)$ admits a unique solution $(Y, Z, M, A, B, A', B') \in S^2 \times H^2 \times M^2_{\perp} \times (S^2)^2 \times (S^2)^2$.

**Proof.** We only need to show the uniqueness of the solution, Theorem 4.1 gives the existence. For this purpose, let $(Y, Z, M, A, B, A', B')$ be a solution of the DRBSDE associated with the driver process $g(t)$ and the obstacles $(\xi, \zeta)$. The previous estimates (4.25) and (4.26) (applied with $g = \bar{g}$), gives the uniqueness of $(Y, Z, M)$. Thus, by Remark 4.4 $B$ and $B'$ are uniquely determined and by using (4.1) and the mutually singularity condition (4.4), we get the uniqueness of $A$ and $A'$, which completes the proof.

### 4.2 Existence and uniqueness for a general Lipschitz driver

In this section, we are given a Lipschitz driver $g$. We prove existence and uniqueness of the solution to the DRBSDE from Definition 3.2, in the case of a general Lipschitz driver $g$.

**Theorem 4.3** Let $\xi$ and $\zeta$ be two ladlag admissible barriers satisfying Mokobodzki’s condition and let $g$ be a Lipschitz driver. There exists a unique solution to the DRBSDE (4.1) associated with parameters $(g, \xi, \zeta)$.

**Proof.** For $\beta > 0$, we introduce a mapping $\Phi$ from $K^2_\beta$ into itself. This map is defined by: for a given $(U, V) \in K^2_\beta$, $\Phi(U, V) := (Y, Z)$, where $Y, Z$ are the first two components of the solution $(Y, Z, M, A, B, A', B')$ to the DRBSDE associated with driver $g_t := g(t, U_t, V_t)$ and with the pair of ladlag admissible barriers $(\xi, \zeta)$. Note that by Theorem 4.1, the mapping $\Phi$ is well-defined. Using Lemma 4.3 and analysis similar to that in the proof of Theorem 3.6, we conclude that $\Phi$ is a contraction, and hence by the Banach fixed-point theorem, admits a unique fixed point $(Y, Z) \in K^2_\beta$. By the definition of $\Phi$, the process $(Y, Z)$ is equal to the first two components of the solution $(Y, Z, M, A, B, A', B')$ to the DRBSDE associated with the driver process $h(\omega, t) := g(\omega, t, Y_t(\omega), Z_t(\omega))$ and with the pair of barriers $(\xi, \zeta)$. Thus, $(Y, Z, M, A, B, A', B')$ is the unique solution to the DRBSDE with parameters $(g, \xi, \zeta)$, which completes the proof.
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