We increasingly rely on digital services and the conveniences they provide. Processing of personal data is integral to such services and thus privacy and data protection are a growing concern, and governments have responded with regulations such as the EU’s GDPR. Following this, organisations that make software have legal obligations to document the privacy and data protection of their software. This work must involve both software developers that understand the code and the organisation’s data protection officer or legal department that understands privacy and the requirements of a Data Protection and Impact Assessment (DPIA).

To help developers and non-technical people such as lawyers document the privacy and data protection behaviour of software, we have developed an automatic software analysis technique. This technique is based on static program analysis to characterise the flow of privacy-related data. The results of the analysis can be presented as a graph of privacy flows and operations—that is understandable also for non-technical people. We argue that our technique facilitates collaboration between technical and non-technical people in documenting the privacy behaviour of the software. We explain how to use the results produced by our technique to answer a series of privacy-relevant questions needed for a DPIA. To illustrate our work, we show both detailed and abstract analysis results from applying our analysis technique to the secure messaging service NextCloud and show how their privacy flow-graphs inform the writing of a DPIA.
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## 1 INTRODUCTION

Privacy has been widely discussed in recent years — with the rise in public awareness and associated legislative developments, guaranteeing privacy while processing large amounts of private user data has become an important topic. Following recent law implementations such as the GDPR, we now have a regulated and clear framework for ensuring privacy compliance, which mandates documenting software properties through, for example, a Data Privacy Impact Assessment (DPIA). Such an examination must include all parts of the software and it requires a grasp of the software as well as sufficient technical knowledge to analyse the implementation. As a result, we would anticipate a development team expert who has a brief grasp of the implementation while also having sophisticated analysis and tools at their disposal to assist ensure that critical questions in evaluation frameworks such as DPIA can be answered.

The reality, however, is considerably different. While having a privacy compliance checking process operating alongside a software development life cycle is important, analysis and tools at the code level with tailored assistance to legal experts are insufficient. In the meantime, DPIA questions require an understanding of both technical and legal aspects. This means that performing a successful DPIA cannot be done exclusively by a non-technical Data Protection Officer (DPO) who specialises in data protection policy or a technical professional from the data controller (e.g., a developer in the service provider organisation) with programming experience. Simultaneously, it is difficult for developers to keep track of every single change in terms of private data processing among hundreds of lines of code.

This raises the following question: how can we help both technical developers (from or work for data controllers) and non-technical (DPOs) individuals examine privacy compliance in software? Since tracking the flow of data originating from users is important for privacy protection, we must check sensitive user inputs to the software and use an explainable abstraction to illustrate the privacy behaviours in the software, address privacy elements, and provide assistance in producing a better privacy analysis.

We propose privacy flow-graphs as a means to help both developers and DPOs, they can adopt our technique to discover privacy-related behaviours in software. Such graphs produced by our technique enable documenting private data processing actions, assist organisations (the data controller) in showing compliance with their duties and assist the DPO in carrying out its missions. Illustrating the processes may also assist developers to construct more privacy-compliant software and achieve privacy-by-design throughout development and deployment.

Our contributions are:
We define some notation to refer to results obtainable from the start of the method and an input primitive can only be an end.

We are concerned with all data-flows that originate from the use of an input primitive. We now define some particular types of flows.

Definition 3.3 (Source flow, $F^o$). Given method $c.m$ where $(\text{i\_primitive}_i \rightarrow \text{return}_i) \in \text{CFG}(c.m)$. This flow is called a source flow, denoted $F^o$.

Definition 3.4 (Sink flow, $F^i$). Given method $c.m$ where $(\text{start} \rightarrow \text{o\_primitive}_i) \in \text{CFG}(c.m)$. The flow is called a sink flow, denoted $F^i$.

3.2 Global data-flow & the privacy flow-graph

We now consider global data-flow, specifically data-flows between methods of different classes, those are, all data-flows that start from the use of an input primitive.

We extend the concept of a data-flow from local flows $F$ inside methods to global flows $G$ across methods. A global data-flow is defined by a series of local data-flows, each corresponding to a method invocation, and that satisfies certain conditions.

Definition 3.5 (Global data-flow $G$). A global data-flow $G$ is finite series of two or more local data flows, $F_1 \cdots F_n$. The notions of beginning and end extend to $G$ in an obvious way. Furthermore, any $F_k, F_{k+1}$ above must satisfy the following: Let $c_k.m_k$ be such that $F_k \in \text{CFG}(c_k.m_k)$ and $c_{k+1}.m_{k+1}$ such that $F_{k+1} \in \text{CFG}(c_{k+1}.m_{k+1})$ and $\text{end}(F_k) = \text{return}_i$ and $\text{begin}(F_{k+1}) = \text{invoke}\_c_k.m_k$ for some $i, j$.

A global data-flow $G = F_1 \cdots F_n$ is a privacy flow if $F_1$ is a source flow. We are especially interested in global data-flows that involve data from input primitives ending up in output primitives.

Let $P$ be a program with privacy flows $G_1, \ldots, G_n$. The privacy flow-graph is a graph where the nodes are all methods involved in a privacy flow and the edges are pairs of methods involved in successive flows $F_k, F_{k+1}$ part of some $G_j$.

3.2.1 Java specific. Here we consider some issues in adapting our data-flow definitions to Java.

First, we define rich types with the intuition that we are only interested in flows that involve values of these kinds of types.

Definition 3.6 (Rich type). A rich type is any of following: the primitive data types string, int, byte, the object types, as well as arrays of rich types.

Values of rich types are those values that may contain privacy-related information. In principle, a boolean could also be relevant to privacy, but we limit our scope to the rich types to simplify our task. We are concerned with the processing of privacy-related data and not with the leakage of bits of privacy information stemming from such processing.

All non-trivial programs refer to either standard libraries or third-party libraries and thus source flows and sink flows may take place inside the methods of these libraries. In order to include these flows without analyzing the libraries, we introduce the concept of source methods and sink methods where such flows happen, and we apply a separate library analysis to pre-build a collection of source and sink methods.
A source method is a method whose invocation results in a source flow, and we denote it as $om$. A sink method is a method whose invocation results in a sink flow, denoted $im$.

3.2.2 Library analysis. We have manually constructed a dataset of source and sink methods in the native Java library\(^1\) as well as the most used third-party Java libraries across different categories\(^2\). The third-party libraries were selected from the Maven Repository list based on their download frequency\(^3\). There are 158 Java source methods and 257 third-party library methods, which are divided into five groups based on the return data type. Table 1 displays three Java source method samples and three from third-party libraries.

Similarly, we created a dataset that included 350 sink methods from the same Java and 365 sink methods from the third-party libraries we investigated for the source method. Five examples of sink methods are displayed below in Table 2.

A global privacy data-flow is made up of many nodes that represent various methods. Different methods imply different types of data processing; to help demonstrate these processes, we characterise process under four categories.

**Definition 3.7 (Process).** A process is a local data-flow $F$ in a privacy flow $G = F_1 \ldots F_n$ that is not a source flow $F^O$ or a sink flow $F^I$.

To specify some special kinds of processes, we use the following separate terms:

- Security process, if a process involves cryptography, database, security, or network packages.
- Authentication process, if authentication is involved.
- Initialisation process, if a process initialises a class.
- Non-privacy process, if it does not belong to either of the three categories above.

4 ASSESSING DATA PRIVACY

It is challenging for software developers and legal privacy experts to have a mutual understanding and benefit from each other’s expertise and insights. To address this, we examine how to leverage information from data flows in software to answer particular concerns related to GDPR rules. According to Article 4 in GDPR, “the data controller determines the purposes for which and the means by which personal data is processed”; hence, software providers (organisations) are data controllers if the organisation develops its own software. Otherwise, the software developers provide the implementation to the data controllers who are responsible for privacy protection. In this paragraph, we first look at the core GDPR obligations of the data controller, which serves as the duty of DPOs, and then discuss how we may help DPOs answer key DPIA questions (the document created by the approach in this study is referred to as a DPIA).

4.1 Obligation of the data controller

Article 24 in the GDPR\(^9\) states several obligations of the data controller which should be monitored by the DPO:

- by default and by design, the data controller should have a record of processing activities (Article 30);
- to ensure the security of the processing (Article 32);
- to notify personal data breaches to the supervisory authorities (Article 33);
- to communicate personal breaches to the data subject (article 34);
- to conduct DPIA (Article 35);
- to conduct prior consultation with supervisory authorities (Article 36).

The DPOs’ role is to monitor whether the data controller fulfilled all of their commitments, which includes performing a DPIA when required. The writing of a DPIA is a shared duty for data controllers and DPOs.

As one of the major data protection authorities in Europe, the Irish Data Protection Commission [8] provides a short explanation of what DPIA contains:

“A DPIA describes a process designed to identify risks arising out of the processing of personal data and to minimise these risks as far and as early as possible.”

Here we picked one of the most often used sample templates for generating a DPIA from the British Information Commissioner’s Office (ICO) [20].

**Under Section 2: Describe the processing** of the template, there are three questions:

- Describe the nature of the processing: how will you collect, use, store and delete data? What is the source of the data? Will you be sharing data with anyone? You might find it useful to refer to a flow-graph or another way of describing data flows. What types of processing identified as likely high risk are involved?
- Describe the scope of the processing: what is the nature of the data, and does it include special category or criminal offence data? How much data will you be collecting and using? How often? How long will you keep it? and more
- Describe the context of the processing: what is the nature of your relationship with the individuals? How much control will they have?

Also under **Step 5: Identify and assess risks**, DPIA requires “Describe the source of risk and nature of the potential impact on individuals.”

With a list of privacy data-flows listed under different categories, developers and DPOs could identify the parts of the program that collect privacy data from users and the relevant risky sinks. As a result of identifying privacy flows, they can pinpoint exposure risks and offer solutions to minimise those risks.

4.2 Answering key DPIA questions

Based on the previous paragraph, we now define six key questions relevant to the DPIA. Software development teams and DPOs should consider how to answer these questions when writing the DPIA. Each question is followed by an explanation of how our proposed analysis technique can help answer the questions.

**Q1 What is the source & nature of the data?**
### Table 1: Examples of source methods

| Method signature                                                                 | Category |
|---------------------------------------------------------------------------------|----------|
| int java.io.DataInputStream.read(byte[])                                        | I/O      |
| java.lang.String java.net.URL.getQuery()                                        | Network  |
| java.sql.ResultSet java.sql.Statement.getResultSet()                            | Database |
| int org.apache.commons.io.input.ProxyInputStream.read(byte[])                  | I/O      |
| org.apache.http.ssl.SSLContextBuilder org.apache.http.ssl.SSLContextBuilder.loadKeyMaterial() | Network |
| java.sql.ResultSet org.apache.derby.jdbc.BrokeredStatement.executeQuery(java.lang.String) | Database |

### Table 2: Examples of sink methods

| Method signature                                                                 | Category |
|---------------------------------------------------------------------------------|----------|
| void java.util.logging.Logger.log(java.util.logging.LogRecord)                 | Log      |
| void java.io.BufferedWriter.write(int)                                          | I/O      |
| void javax.servlet.http.HttpServletResponse.sendRedirect(java.lang.String)        | Network  |
| void com.sun.xml.txw2.output.XMLWriter.comment(char[],int,int)                 | I/O      |
| java.net.HttpURLConnection org.jsoup.helper.HttpConnection.org.jsoup.Connection | Network  |

A1 We need to know where the data is acquired originally and through which way. By having privacy source methods detected from the target program, we are able to look for all the potential locations in which personal data from users might get captured by the system. Different categories of privacy source methods might also indicate the type and nature of the data. For example, a method from `java.io.File` indicates this method reads from a file in the local file system.

Q2 How is private data processed?

A2 We want to identify the parts of the program that involve the processing of private data. This is a discovery study based on the flows that stem from privacy source methods. There are many patterns that might provide details on the processing of privacy data, for example, data travel through multiple sources or reach into multiple different sinks.

Q3 Will the data be transformed? If so, how to ensure privacy data quality?

A3 Data transformation and quality control can be subtle. There are clues such as the change of data types, certain types of data manipulation methods or certain APIs that might get involved in data transformation such as encryption or database packages.

Q4 Will the data be shared/transferred and if yes, how?

A4 Most of the data transportation happens when the privacy data flow into a sink method. By pinpointing the location and type of sink methods, we are able to identify whether there are private data being shared or transferred out of the target program.

Q5 Does the data collected include special/highly sensitive personal data?

A5 The property of privacy data need to be manually identified or with the help of developers. By adopting pure logic we can pick up properties that are directly linked with specific input devices of software.

Q6 How is the data secured?

A6 The security of private data is ensured when there are data protection mechanisms adopted, for example, the usage of cryptographic libraries or some encrypted databases. By locating the occurrence of these methods, we are able to analyse the data security protection of the target program.

## 5 IMPLEMENTATION

In the following paragraphs, we explain how our program analysis technique is implemented. Our implementation is built on Soot [16], a Java optimisation framework that provides four intermediate representations for analysing and transforming Java bytecode. Our technique consists of three parts:

- Transforming program bytecode to intermediate representation;
- Finding the source and sink methods;
- Building a privacy flow-graph by constructing one privacy flow for each source method at a time;
- Producing the abstraction extracted from the privacy flow-graph.

### 5.1 Finding source and sink methods

Soot helps us transform our target program into a 3-address intermediate representation [23]. By traversing the `CFG.c.m` of each method `c.m` in the program (provided in Jimple), the local data-flow analysis helps us detect the occurrences of source and sink methods in the pre-set annotation datasets (`om` and `im`) defined in Section 3.2.1. By having a complete list of source and sink methods in the application as `O` and `I`, we now use them to start building the privacy flow-graph.

### 5.2 Building the privacy flow-graph

For every class that includes a detected source method, we mark it as a class-of-interest (COI). For each COI, we first build a complete call-graph for it.
Definition 5.1 (Class-of-interest). A class-of-interest (COI) is a class that contains an invocation to one of the source methods \((O)\).

\[ c \in COI \iff \exists o \in c, o \in O \]

Now for each source method \(o \in O\), we build a global data-flow \(G_o = F^0 \ldots F^t\) for it from the call-graphs of each class that \(G_o\) passes through. The final output is a union of all the global data-flows originating from source methods. This graph uses \(A \rightarrow B\) to represent that method \(B\) invokes method \(A\). Each \(G_o\) will be output as a separate dot file consisting of all the nodes (full signature of methods) and edges (invocations among the methods) which enables users to easily visualise it with simple tools.

5.3 Abstracting the privacy flow-graph

Privacy flows can be lengthy and comprise a variety of non-sensitive processes, many of which are from the same class and are unrelated to privacy protection yet may confound both developers and DPOs. We want to enable DPOs to get a big picture of the important processes without getting bogged down in minutiae by creating an abstraction from the privacy-flow-graphs generated by each source method. The abstraction is powered by a simple Python script running automatically on the initial complete privacy flow-graph. We select several key parts from the complete privacy flow-graph which are listed below as symbols:

- \(\triangle\): the starting source method;
- \(\Delta\): a non-starting source method;
- \(\lozenge\): a non-special process;
- Multiple processes that belong to the same package will be grouped into one process symbol in the abstraction.
- \(\odot\): a security process (cryptography, database, or network);
- A security process is detected by the substring detector, we look for substrings such as ‘encrypt’, ‘db’, ‘send’, ‘connect’ in the method and its package name.
- \(\triangledown\): the end sink method;
- \(\nabla\): a non-ending sink method;
- \(\bigcirc\): the end process;
- \(\bigodot\): an authentication process;
- Similar to a security process, we report an authentication process when we detect the substring ‘auth’ in the method or its package name.
- \(\odot\): initialisation process(es).

The initialisation process has ‘init’ in their names which can be picked up by our substring detector.

The above key information can be interpreted to help developers pin down specific issues in code and assist DPOs to have a sketch of high-level privacy patterns in the program, to also better answer the relevant questions in DPIA.

An example abstraction output reflecting the code snippet in Figure 1 is shown below: The example has one obvious source method \(\text{read()}\) (line 7) which acts as the starting point of our analysis. The technique then finds the next invocation to the source method when class \(\text{Student}\) gets initialised (line 16). This initialisation is triggered later by another initialisation of class \(\text{Status}\) (line 24). Following the newly created object \(\text{Status}\ s\), we can trace the invocations to \(\text{calculate()}\) (line 28), \(\text{encode()}\) (line 21), \(\text{findResult()}\) (line 31) and finally to a sink \(\text{print()}\) (line 31) which is invoked by the \(\text{Main()}\) method. Source method \(\text{read()}\) and sink method \(\text{print()}\) have their categories labelled as well as the special process \(\text{encode()}\).

Along with the abstraction figure, we provide short labels with the symbols which consist of information such as 1) categories of starting source method and sink methods; 2) categories of the special processes (security, authentication, or initialisation); 3) the class name is displayed when it is an initialisation process (optional).

6 EXPERIMENT

We are looking for apps that accept raw sensitive user data and entail data transmission, often in messaging and cloud storage applications. We thus selected the following two applications: Signal\(^4\) and NextCloud\(^5\). The non-profit Signal Foundation and Signal Messenger LLC created Signal, a cross-platform end-to-end instant messaging service. We intend to study how Signal processes privacy-related user data by analysing both Signal’s front-end Android application and the Signal Client Service API because of its expertise in end-to-end encryption. The purpose is to figure out how data is taken from the user and sent to the server. NextCloud is a client-server software package for developing and managing file hosting services. It is free and open-source software that anybody may install and run on their own private servers. We chose an implementation of its Client API that assists developers in developing Java apps with NextCloud integration since it is highly configurable. Similar to Signal, we intend to determine how the application handles privacy-sensitive user data.

6.1 Signal

The Signal Service API contains 17,710 lines of code, which might require developers and DPOs significant time and effort to comprehend. With our samples of DPIA answers, DPOs could effortlessly use our implementation results to create a DPIA.

A total number of 11 privacy flows were detected in Signal Service API (9 out of a total 11 are displayed here), the abstraction of its privacy flow-graph is shown below as Figure 2. We categorise the 9 source methods found into four different functionalities. In Signal, we have discovered a similar pattern for all types of data communication: each raw entry is instantly sent into Signal’s own communication: each raw entry is instantly sent into Signal’s own cryptography libraries, allowing all user entries to be completely encrypted before they reach any possible sinks or processes. Signal: Send Message and Signal: Receive Message in Figure 2 demonstrate this end-to-end encryption mechanism. As indicated by the dashed green lines, there are some source methods that accept some values from local files which originated from source methods in other flows. PS$01$, for example, gets value from source methods 06 and 09, which are network-related properties associated with the message object.

Now, we answer the DPIA questions we listed in Section 4.2 using the flow that originates from 01 (blue flow) in Signal: Send Message of Figure 2. To analyse privacy compliance, we combine the abstraction figure (which only comprises shapes and categories of critical processes) with detailed privacy flow-graphs (which contain

\[\text{https://signal.org/en/}\]

\[\text{https://nextcloud.com/}\]
ever node in the flow-graph as well as their complete signature), shown as in Table 3.

Q1 What is the source & nature of the data?
A1 Android applications take text input from a TE object which is a UI fragment providing a text field for users. The message field contains the raw message users want to send out.

Q2 How is private data processed?
A2 The abstraction tells us that there exist multiple processes when the text message is being sent out. There are two non-privacy processes from packages org.signal.securemsm.jobs and org.signal.service.api.signalservicemessagesender. The package names indicate the types of processing behind the processes. There are also highly sensitive privacy processes such as the MessageContentProcessor() which is a non-starting source method that takes privacy data from a local field, in this case, it combines multiple privacy data including the text message. org.signal.service.api.crypto shows a typical encryption process, this also demonstrates the end-to-end encryption in Signal.

Q3 Will the data be transformed? If so, how to ensure privacy data quality?
A3 We notice that the data type gets immediately changed after being read into the device as raw strings. Both non-privacy and privacy processes transform data in order to achieve their functionality. However, encrypted messages stay encrypted before they get sent out, which ensures the content will not get manipulated by external parties.

Q4 Will the data be shared/transferred and if yes, how?
A4 The final ending sink method sendMessage() sends encrypted message objects out to the server from the client.

Q5 Does the data collected include special/highly sensitive personal data?
A5 The properties of the message object are sensitive. Not only the text message body itself, its attributes such as the details of senders but receivers and timestamps also remain sensitive during the entire process.

Q6 How is the data secured?
A6 Data security is guaranteed here by end-to-end encryption. All the privacy data related to the message get encrypted together as an EncryptedMessage object. This encrypted object cannot be decrypted by the server, which remains unreadable until it reaches the destination client.

Our discovery also supports what Signal claims in its privacy policy. By supplying the aforesaid information to both developers and DPOs, they are able to receive adequate information for creating DPIA and examining the privacy protection status in Signal without having to read the original code.
Figure 2: Sample abstract privacy flows for Signal and NextCloud

Signal: Send Message

Signal: Receive Message

Signal: Verification

Signal: Build Connection

NextCloud: Upload Files
### 6.2 NextCloud

Since NextCloud recently implemented end-to-end encryption in their products, this feature only offers on the level of ‘end-to-end encrypted folders’. Hence in our analysis, we only apply the technique to the client API which is applied to the traditional version that relies on TLS communication for safely transferring files.

From a total of 8,923 lines of code, we are able to extract key information from the NextCloud Client API using a simplified privacy flow-graph along with the complete flow-graphs with full signatures, as we did with Signal. We evaluate the DPIA questions to help DPOs in getting information from a legal standpoint, using the abstraction graph derived from our technique in Figure 2.

| Abstraction | Complete privacy data-flow |
|-------------|---------------------------|
| ▲           | android.widget.EditText getText() |
| ○           | org.thoughtcrime.securesms.jobs.PushTextSendJob deliver(message) |
| △           | org.thoughtcrime.securesms.messages.MessageContentProcessor handleMessage(content, timestamp, ...) |
| ○           | org.whispersystems.signalservice.api.crypto.SignalServiceCipher encrypt(destination, message, ...) |
| △           | org.whispersystems.signalservice.api.SignalServiceMessageSender getEncryptedMessage(content, recipient, timestamp, ...) |
| ○           | org.whispersystems.signalservice.api.SignalServiceMessageSender getEncryptedMessages(content, recipient, timestamp, ...) |
| △           | org.whispersystems.signalservice.api.SignalServiceMessageSender createMessageContent(message) |
| ▼           | org.whispersystems.signalservice.api.SignalServiceMessageSender sendMessage(message, recipient, ...) |

#### 7 RELATED WORK

Using static analysis for security bug detection in software [4, 6, 10] is a source of inspiration for our work. In our work, we used hand-crafted datasets of source and sink methods for Java and popular third-party libraries as the start point for our analysis. The idea of using a pre-built set as a basis of static analysis is similar to SUSI [2], IccTA [17], MudFlow [3] and AndroidLeak [11] in terms of privacy protection for Android applications. Most current work, including the above, is specific to Android sinks and sources and often uses name features as the basis of their analysis, whereas we focus on Java in general without adopting heuristics. Regarding the GDPR, we demonstrate the utility of employing privacy flow-graphs to ease the DPIA process, which saves manual labour and assists in identifying possible questionable practices and ensuring good practices on privacy-related data.

With the information provided above, we provide both developers and DPOs a better understanding of how the file upload process works in the NextCloud Client API, as well as what and where are the important aspects of privacy protection for NextCloud.

Privacy flow-graphs illustrate trends in terms of privacy-related data processing, including both benign and bad practices. It can assist not just DPOs and developers in responding to DPIA questions and addressing important processing, but also in identifying potentially questionable practices and ensuring good practices on privacy-related data.

Q1: *What is the source & nature of the data?*

A1: NextCloud Client API allows a client to upload a new file via `uploadNewFile()`. The files can be of various types but shall be categorised as the user’s personal data. There is also one network source, which links with data that can be used to identify users on the Internet.

Q2: *How is private data processed?*

A2: The file is transmitted from the device to the network; this is how a file is sent from the client to the server.

Q3: *Will the data be transformed? If so, how to ensure privacy data quality?*

A3: Not only the file acquired from the user is transferred to the server, but also network data and configuration settings. These various user data are processed and loaded into multiple fields of various class objects (reflect on the two initialisation processes). During these procedures, data types must be transformed in order to be organised for transmission as a type that the server accepts.

Q4: *Will the data be shared/ transferred and if yes, how?*

A4: The final node is a network sink, which indicates that the user’s data has been transmitted into the network and shared with the server.

Q5: *Does the data collected include special/ highly sensitive personal data?*

A5: In this example, the data comprises user files, settings, and network details. User files are highly sensitive in terms of privacy.

Q6: *How is the data secured?*

A6: The network process here depicts a TLS connection, which is a cryptographic technology meant to ensure network communications security.
8 CONCLUSION
In terms of privacy protection, there always exists a barrier between developers and DPOs. DPOs need to generate a successful DPIA to document the privacy protection behaviour of software, this requires the developer’s comprehensive knowledge of code details. Our work provides a technique for detecting privacy source and sink methods in software bytecode, generating privacy flow-graphs from the discovered sources, and supporting DPOs in writing a DPIA utilising privacy flow-graphs and associated abstractions.

9 LIMITATION AND FUTURE WORK
Our present method requires predetermined source and sink lists. Given that modern applications typically contain hundreds of direct and indirect dependencies, we may miss a significant number of privacy-related sources and sinks. Therefore, we rely on the knowledge of technical specialists to create a more precise list of sources and sinks. Moreover, despite the fact that our complete privacy flow-graphs and their abstractions can express key privacy-sensitive behaviours such as data acquisition, encryption, and transportation, they are unable to provide complete information regarding which type of data manipulation was involved in terms of privacy protection; therefore, developers may be required to provide additional explanation for DPOs.

Future work includes a more detailed local flow analysis for each local data-flow in a privacy global data-flow, such as tracking how values from privacy-related data are modified in the method and flagging sensitive manipulations such as value accumulation and separation. In the meantime, it is feasible to extract information from the manifest file on which third-party libraries are imported by the software in order to assist in the construction of a more adaptable list of sources and sinks. This procedure might be automated by including these third-party libraries (which are usually downloadable as JAR files) as a part of the input of the analysis. Additionally, since dynamically-typed languages such as JavaScript are used in many different types of modern systems, it would be advantageous to build a source code-based analyser based on tools such as Semgrep6, which as a starting point for extending our results to web applications.
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