A four-state adaptive Hopf oscillator
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Abstract

Adaptive oscillators (AOs) are nonlinear oscillators with plastic states that encode information. Here, an analog implementation of a four-state adaptive oscillator, including design, fabrication, and verification through hardware measurement, is presented. The result is an oscillator that can learn the frequency and amplitude of an external stimulus over a large range. Notably, the adaptive oscillator learns parameters of external stimuli through its ability to completely synchronize without using any pre- or post-processing methods. Previously, Hopf oscillators have been built as two-state (a regular Hopf oscillator) and three-state (a Hopf oscillator with adaptive frequency) systems via VLSI and FPGA designs. Building on these important implementations, a continuous-time, analog circuit implementation of a Hopf oscillator with adaptive frequency and amplitude is achieved. The hardware measurements and SPICE simulation show good agreement. To demonstrate some of its functionality, the circuit’s response to several complex waveforms, including the response of a square wave, a sawtooth wave, strain gauge data of an impact of a nonlinear beam, and audio data of a noisy microphone recording, are reported. By learning both the frequency and amplitude, this circuit could be used to enhance applications of AOs for robotic gait, clock oscillators, analog frequency analyzers, and energy harvesting.

1 Introduction

Adaptive oscillators are similar to phase-locked loops, except they have an additional, direct injection of the external forcing on the oscillator itself. Previously, only two circuit implementations of adaptive oscillators have been reported, both of which were Hopf Adaptive Frequency Oscillators (HAFOs)—a VLSI implementation (noting that the VLSI implementation did not report any experimental results) [1] and an FPGA implementation [2]. The two primary goals for this manuscript are 1) to provide a HAFO architecture with an additional plastic state that builds on these important, previous contributions and 2) to report new hardware results for a physical implementation. As few published designs currently exist and verified hardware measurements are scarce in the literature, this second point is especially important.
Early studies of adaptive phase oscillators were used as neural models to reproduce sinusoidal inputs [3]. More generally, adaptive oscillators (AOs) can be created by adding additional, plastic states to a nonlinear oscillator [4]. The derivation of adaptive frequency oscillators (AFOs) was originally based on a dynamic Hebbian learning rule implemented in hardware by modifying the Hopf system [5]. The correlation-based Hebbian rule was inspired from the firing rate of neurons, such that the information transmission between different neurons will be increased due to electrical activity, which can synchronize neural networks [6]. Generally, learning characteristics of AOs can be preferable when compared with their counterparts, such as the relaxation oscillator and the phase oscillator [7, 8], which are limited to simple inputs and have smaller basins of attraction.

Several practical applications of AOs have been explored. Central pattern generators (CPGs) have been used to control the motion of individual joints of walking robots [9], and adaptive frequency oscillators can work together to create an arbitrary CPG [10–12]. Various gait patterns for locomotion can be achieved through assigning specific frequency and phase angles to individual oscillators in an array. Applications for locomotion control using Field Programmable Gate Arrays (FPGAs) with the aid of CPGs and coupled nonlinear oscillators have also been proposed [13–15]. Specifically, the HAFO has been used for robotic locomotion control by employing HAFOs as CPGs to tune walking patterns in a cooperative way [16–18]. Body dynamics of these robots often vary over time due to obstacles and environmental fluctuations. These oscillators can be used as adaptive controllers that find and match intrinsic frequencies leading to enhanced energy efficiency of the resulting gait [19, 20]. Additionally, AFOs have been proposed to detect gait phase and frequency in robots for assisting people with walking difficulties due to muscle weakness [21] or reducing the metabolic cost of walking [22]. State observer AFOs have been used to create cross adaptation between users and assistance robots resulting in reduced effort supporting arm muscles’ activities [23]. An array of AOs has also been proposed as a biologically-inspired analog signal analyzer [24]. This form of analog signal analyzer subtracts the dynamic response of AOs from an input signal, which causes the array’s frequency states to converge to the frequencies present in the input signal [25].

Considering these mentioned uses, an AO that is capable of learning additional states could be useful to many applications. In this paper, a four-state adaptive oscillator analog circuit that links theory discussed by [5] is presented. The resulting system provides the dynamics of 1) A two-state regular Hopf oscillator, 2) A three-state AO that can learn the frequency of an input sinusoid, and 3) A four-state AO that can learn the frequency and amplitude of an input sinusoid and extends the work of [1, 2]. These schemes are similar to AOs that have previously improved phase-locked loop designs through Lyapunov treatments [26]. In this letter, we show a topology that extends the number of adaptive states previously implemented and show direct injection of a forcing signal. This AO is similar to the phase-locked loop Lyapunov design [26]; in the Lyapunov design, the forcing frequency needed to be directly inputted into the system. In the current AO, the forcing signal is injected directly into the \( x \), \( \omega \), and \( \alpha \) states without knowledge of the frequency. This is an important distinction, since the forcing signal, \( a \sin(\Omega t + \phi_0) \), is available, while the forcing frequency, \( \Omega \), might not be precisely known at a specific time.

In the following sections, a standard Hopf oscillator is described. Then, plastic states are progressively added to the Hopf equations by modifying the system dynamics as reported in [5, 10]. This treatment results in 1) the addition of a fourth, plastic state and 2) three systems that inform circuit designs based on state variable networks.
2 Two-state system

The Hopf oscillator is a nonlinear oscillator described by the following ordinary differential equations (ODEs) [27]:

\[
\begin{align*}
\dot{x} &= (\mu - (x^2 + y^2))x - \omega_0 y + k(a \sin(\Omega t + \phi_0)) \\
\dot{y} &= (\mu - (x^2 + y^2))y + \omega_0 x
\end{align*}
\]

Here, \(\omega_0\) is a resonance constant, \(\mu\) is a constant that controls the limit cycle radius, and \(k\) is a coupling constant. The input signal is \(a \sin(\Omega t + \phi_0)\), where \(a\) is the amplitude of the sinusoid, \(\Omega\) is the external forcing frequency, and \(\phi_0\) is the phase of the input sinusoid. This nonlinear oscillator is used as the building block for the subsequent adaptive oscillator systems. Since this system is not adaptive, the frequency-amplitude relationship has a single peak, as presented in Fig 5.

3 Three-state system

The Hopf Adaptive Frequency Oscillator (HAFO) may learn the frequency of an external stimuli; this implies that the HAFO is a three-state nonlinear oscillator with dynamical plasticity. This synchronization process is appealing, as it does not need any pre- or post-processing. Here, \(y\) is used to replace the term \(\sqrt{x^2 + y^2}\) that was proposed in [5]. If the constants in Eq 1 are chosen to create a stable limit cycle, this limit cycle will have a constant radius after the transient response decays. This modification simplifies the circuit implementation in a similar manner shown in [1]. Fig 1 compares the originally derived AFO in [5] with the simplifications imposed on Eq 2. After their transient response decays, the outputs of the two systems are qualitatively similar. With this modification, the complexity of the circuit implementation is highly reduced and the learning time of the \(\omega\) state is decreased. The frequency information stored in the third state, \(\omega\), is achieved by the system’s intrinsic dynamics. The first two ODEs are the classical form of the Hopf oscillator, and the third ODE allows for frequency adaptation. Input forcing causes the resulting HAFO output to increase or decrease in frequency based on a frequency difference referenced to the input signal. The three-state system’s ODEs

![Fig 1. Comparison of original and modified AFOs. For two forcing frequencies, a comparison of the original AFO as proposed by [5] and the simplified system, as given in Eq 2, is shown.](https://doi.org/10.1371/journal.pone.0249131.g001)
are given as follows:

\[
\dot{x} = (\mu - (x^2 + y^2))x - o y + k(a \sin(\Omega t + \phi_0)) \\
\dot{y} = (\mu - (x^2 + y^2))y + o x \\
\dot{\omega} = -k(a \sin(\Omega t + \phi_0))y
\] (2)

It should be noted that the resonance constant, \(\omega_0\), in Eq 1 has been replaced by the state, \(\omega\). By allowing the resonance frequency to be a state variable instead of a constant, the Hopf oscillator may now learn the external forcing frequency. It should also be noted that the external input signal is injected into both the \(x\) and the \(\omega\) states.

4 Four-state system

By adding another state and modifying the equation for \(\dot{x}\) to include \(x\alpha\) in Eq 2, a four-state oscillator [10] can be created that learns the amplitude of the external signal in addition to frequency. It should be noted that the magnitude of \(\alpha\) at steady state will deviate from the input amplitude when \(\mu \neq 1\). Detailed information concerning the derivation of these equations was reported in [5, 28]; however, few circuit designs have been reported and little hardware verification exists in the literature. The four-state system’s ODEs are given as follows:

\[
\dot{x} = (\mu - (x^2 + y^2))x - o y + k(a \sin(\Omega t + \phi_0) - xz) \\
\dot{y} = (\mu - (x^2 + y^2))y + o x \\
\dot{\omega} = -k(a \sin(\Omega t + \phi_0) - xz)y \\
\dot{z} = \eta(a \sin(\Omega t + \phi_0) - xz)x
\] (3)

Here, \(\eta\) is a coupling constant. It should also be noted that the external input signal is injected into the \(x\), \(\omega\), and \(\alpha\) states. In the four-state system, Hebbian learning (i.e., subtracting \(x\alpha\) from the external input signal) is used to enforce that \(\omega\) and \(\alpha\) converge to the external input signal.

5 Local analysis

To gain a better understanding of adaptive oscillators, a local analysis is performed on the Hopf adaptive frequency oscillator (Eq 2). For comparison, this local analysis will first be used on the classical Hopf oscillator (the two-state system represented by Eq 1). Removing the forcing term from this equation, the Jacobian may be written as:

\[
J_1 = \begin{bmatrix}
-3x^2 - y^2 + \mu & -2xy + \omega_0 \\
-2xy - \omega_0 & -x^2 - 3y^2 + \mu
\end{bmatrix}
\] (4)

For the fixed point \((x, y) = \vec{0}\), Mathematica was used to find the eigenvalues of this system. The eigenvalues of \(J_1\) are the conjugate pair, \(\mu \pm \omega_0 i\). This is because the unforced Hopf oscillator given by Eq 1 with \(\mu > 0\) possesses a limit cycle with frequency \(\omega_0\) [27].

To perform this analysis for the three-state system, the forcing term, \(\sin(\Omega t + \phi_0)\), is replaced by an additional oscillator in order for the system of equations to be autonomous, as
The system represented by Eq 5 has a supercritical Andronov-Hopf bifurcation [30]. Replacing the forcing term in Eq 2, the following system of equations obtained:

\[
\begin{align*}
\dot{x} &= (\mu - (x^2 + y^2))x - \omega y + k(au) \\
\dot{y} &= (\mu - (x^2 + y^2))y + \omega x \\
\dot{\omega} &= -k(au)y \\
\dot{u} &= u + \Omega v - u(u^2 + v^2) \\
\dot{v} &= v - \Omega u - v(u^2 + v^2)
\end{align*}
\]

These equations are autonomous, and their Jacobian may be written as:

\[
J_2 = \begin{bmatrix}
  j_1 & j_2 & j_3 & j_4 & 0 \\
  j_5 & j_6 & j_7 & 0 & 0 \\
  0 & j_8 & 0 & j_9 & 0 \\
  0 & 0 & 0 & J_{10} & J_{11} \\
  0 & 0 & 0 & j_{12} & j_{13}
\end{bmatrix}
\]

where \(j_1 = -3x^2 - y^2 + \mu\), \(j_2 = -2xy - \omega\), \(j_3 = -y\), \(j_4 = a\kappa\), \(j_5 = -2xy + \omega\), \(j_6 = -x^2 - 3y^2 + \mu\), \(j_7 = x\), \(j_8 = -a\kappa u\), \(j_9 = -a\kappa y\), \(j_{10} = 1 - 3u^2 - v^2\), \(j_{11} = -2uv + \Omega\), \(j_{12} = -2uv - \Omega\), \(j_{13} = 1 - u^2 - 3v^2\). For the fixed point \((x, y, u, v) = 0\), the eigenvalues for the \(J_2\) are \(1 \pm \Omega i\), \(\mu \pm \omega i\), and 0. The conjugate pair \(1 \pm \Omega i\) corresponds to the forcing oscillator, with forcing frequency \(\Omega\). The conjugate pair \(\mu \pm \omega i\) corresponds to the forcing frequency oscillator; thus, the Hopf adaptive frequency oscillator oscillates with frequency equal to the third state, \(\omega\). The eigenvalue of 0 corresponds to the \(\omega\) state. It is not stable or unstable, which allows this state to plastically deform to the forcing frequency.

### 6 Experimental results

#### 6.1 Circuit design

A circuit implementation of the system described by Eq 3 was designed, fabricated, and tested. A complete, detailed schematic is shown in S1 Fig. For clarification, a simplified schematic is shown in Fig 2. Three potentiometers, annotated as RV1, RV2 and RV3, are set to 10kΩ, 12.5kΩ, 200kΩ, respectively. Additionally, the tunable resistance ranges of RV1, RV2 and RV3 are from 0Ω to 500kΩ. All unlabeled resistors are 1kΩ. The capacitors, labeled C1, C2, C3, and C4, have a capacitance of 0.1 μF. The experimental PCB is shown in Fig 3.

This implementation was realized using TL082 opamps and AD633 multipliers in standard configurations with 0805 SMD passive components with 1% error tolerance for resistors and 2% error tolerance for capacitors. Three potentiometers were included to tune the coupling strengths associated with the first, third, and fourth states.

The dynamical system in Eq 3 was then mapped to Eq 7. This was done in a manner similar to that discussed in [31], where Kirchhoff’s laws may be used to create a standard, voltage-mode opamp integrator configuration paired with voltage multipliers. This also resembles the analog circuit implementations shown in [32], where \(V_p(t) = [a \sin(\Omega t + \phi_0)] - xa\) is an
\[
\dot{V}_x = -\frac{1}{R_1C_1} (V_x - (V_y^2 + V_\omega^2)) V_x + \frac{1}{R_2C_1} V_\omega V_y - \frac{1}{RV_2C_1} V_P(t)
\]
\[
\dot{V}_y = -\frac{1}{R_3C_2} (V_y - (V_x^2 + V_\omega^2)) V_y - \frac{1}{R_4C_2} V_\omega V_x
\]
\[
\dot{V}_\omega = \frac{1}{RV_3C_3} V_P(t) V_y
\]
\[
\dot{V}_\alpha = -\frac{1}{RV_1C_4} V_\alpha V_P(t) V_x
\]

Fig 2. Simplified circuit schematic. A simplified schematic for the four-state adaptive system, with states \(V_x, V_y, V_\omega\), and \(V_\alpha\).

https://doi.org/10.1371/journal.pone.0249131.g002

external stimulus.

Fig 3. Printed circuit board. PBC used in experiments. Here, “Ext. Sig.” is given by \(V_P(t)\).

https://doi.org/10.1371/journal.pone.0249131.g003
Here, the states $V_x$, $V_y$, $V_\omega$, and $V_\alpha$ correspond to the voltage outputs of opamp integrators. This methodology is similar to the realization of integrator-based state variable networks.

By connecting the output pin headers of the $\alpha$ state to the ground, the four-state system can be transformed into the three-state system. This effectively sets the $\alpha x$ term in the $x$, $\omega$, and $\alpha$ equations to zero. By connecting the output pin headers of both the $\alpha$ state to the ground and the $\omega$ state to a constant, the four-state system can be transformed into a regular two-state Hopf oscillator. Therefore, the PCB can switch its functionality between a two-state, three-state, and four-state system. The PCB, whose dynamics is represented by Eq 7 was fabricated, and the experimental results from this PCB are depicted in Figs 4 and 5.

### 6.2 Range of operation

The results shown in Fig 4 are the time response of the $x$, $\omega$, and $\alpha$ states. The results display qualitatively similar characteristics.

The simulation results shown in Fig 5 are a comparison of SPICE simulations and the experimental results of the PCB. It should be noted that no filters were used on any of the results collected from the experiments. In Fig 5, the black solid lines represent experimental data, while the blue dashed lines represent simulation results. The black dash-dotted and blue dotted lines show the percent error of the learned input of the experiment and simulation, respectively.

All the external stimuli for the experimental results were generated with MATLAB and input to the PCB with a National Instruments (NI) cDAQ-9174. In Fig 5(a), the frequency-amplitude response of the two-state Hopf oscillator is shown. A frequency sweep was performed from 5 Hz to 210 Hz. The frequency-amplitude response from the SPICE simulations show qualitatively similar results with slightly different resonance frequency and corresponding magnitude. There is only one resonance peak near $\omega_0$ (which is marked as a vertical dashed line) in the tested frequency range, since it is not an AO. In Fig 5(b), the frequency-amplitude response of the three-state system is shown. Instead of a single resonance, the three-state system maintains a large value over a wide range of frequencies. The percent error is calculated as
\[ \frac{\omega}{\langle \omega \rangle} \times 100 \]

where \( \langle \omega \rangle \) is the mean of the \( \omega \) state at steady state. For the experiment, the error is less than 2% when the forcing frequency is between 19 Hz and 173 Hz. For the simulations, the percent error is less than 3% when the forcing frequency is between 20 Hz and 198 Hz. The frequency-amplitude relationship of the three-state oscillator matches closely with the percent error relationship (i.e., when the amplitude is high, the percent error is small).

In Fig 5(c), the frequency-amplitude response of the four-state system is shown. For the experiment, the percent error is less than 2.5% if the forcing frequency is between 25 Hz and 174 Hz. For the simulations, the percent error displays qualitatively similar behavior. In Fig 5(d), the resulting \( \alpha \) when sweeping the input amplitude from 0 to 7 for both the simulations and the experiment are shown. The experimental results show that the linear relationships between \( \alpha \) and \( \alpha \) is maintained until \( \alpha > 3 \). A linear curve-fit was performed in MATLAB (for \( \alpha < 3 \)), and the slope of the line was 0.986 for the experiment. For the simulation, the linear relationship was maintained even outside this region, and the slope of the curve-fit was 1.018. Both the experiments and simulations have less than 2% error. It should be noted that the scalar parameter, \( \mu \), controls the amplitude of \( x \) at steady state, and a slight deviation of \( \mu \) generated by the power supply from its expected value will cause an error between the experiment and the desired result. Additionally, the nonlinearity of the electrical components used in the simulations are not perfectly modeled, so the resulting differences inevitably occur in Fig 5.

6.3 Verification of other waveforms

After the initial testing to determine the range of operation of the experimental four-state adaptive oscillator system, the circuit was then tested using several complex waveforms. A signal generator was used to create a square wave and a sawtooth wave; the square wave was constructed so that the fundamental frequency changes over time. These signals are more complex than a simple sinusoidal wave, as they are composed of an infinite series of sinusoids. The results are shown in Figs 6 and 7.
Further, the voltage data from a strain gauge that was mounted to a nonlinear beam was used as an input to the adaptive oscillator circuit. By impacting the beam with a hammer, a vibratory system identification was performed to find the first natural frequency of the beam [33]. The results are shown in Fig 8.

A vehicle’s response to an asphaltophone was recorded with a microphone [34]. This recording had high amplitude low-frequency noise; the amplitudes of this noise were larger than the signal. In this recording, the asphaltophone was designed to reproduce a note of F3 (174.6141 Hz) when the vehicle is traveling 35 miles per hour. As the note is rather short, it was concatenated to create a longer signal. The low-frequency noise was filtered from the recording, and the filtered recording was input to the circuit. It should be noted that this example is the only time that filtering was used in this paper. The results are shown in Fig 9.

**Fig 6. Square wave results.** A generated square wave with a varying fundamental frequency was used as the input to the adaptive oscillator circuit. The circuit was able to learn the fundamental frequency of the square wave. Top: The time history of the x state and the generated square wave are shown. Bottom: The circuit learns the fundamental frequency of the square wave, even though the frequency was varying over time.

https://doi.org/10.1371/journal.pone.0249131.g006

**Fig 7. Sawtooth wave results.** A generated sawtooth wave was used as the input to the adaptive oscillator circuit. The circuit was able to learn the fundamental frequency of the sawtooth wave. Top: The time history of the x state and the generated sawtooth wave are shown. Bottom: The circuit learns the fundamental frequency of the sawtooth wave.

https://doi.org/10.1371/journal.pone.0249131.g007
Last, a robotic player trumpet playing an $A^{-440}$ note (440 Hz) was recorded. This note was then rescaled in time to produce a 110 Hz note. Even though the trumpet’s timbre has higher harmonics, the adaptive oscillator is still able to learn the fundamental frequency. The results are shown in Fig 10.

7 Conclusion

In this paper, an adaptive oscillator was designed, fabricated, and tested. SPICE simulations were compared to the experimental results. The results collected from the PCB show

Fig 8. Impact test results. Strain gauge data [33] was directly input to the adaptive oscillator circuit. The circuit learned the natural frequency of the nonlinear beam. Top-left: The time history of the strain gauge’s voltage is shown. The impact of the beam happens at approximately 3 seconds. Bottom-left: The circuit learns the first natural frequency of the beam. Right: An FFT of the beam is shown, with the first natural frequency marked by a dashed, vertical line.

https://doi.org/10.1371/journal.pone.0249131.g008

Last, a robotic player trumpet playing an $A^{-440}$ note (440 Hz) was recorded. This note was then rescaled in time to produce a 110 Hz note. Even though the trumpet’s timbre has higher harmonics, the adaptive oscillator is still able to learn the fundamental frequency. The results are shown in Fig 10.

7 Conclusion

In this paper, an adaptive oscillator was designed, fabricated, and tested. SPICE simulations were compared to the experimental results. The results collected from the PCB show

Fig 9. Asphaltophone results. A filtered audio recording of an asphaltophone was input to the adaptive oscillator circuit. Top: The original signal and the filtered signal are plotted. Bottom: The circuit learns the F3 note from the asphaltophone. The data is still quite noisy, so the $\omega$ state has fluctuations about the F3 frequency.

https://doi.org/10.1371/journal.pone.0249131.g009
qualitatively similar behavior to the adaptive oscillator’s simulated equations. The four-state oscillator was shown to learn the forcing frequency successfully from approximately 25 Hz to 175 Hz within 3% error and input amplitudes from approximately 0 to 3 within 2% error. These experimental results were in close agreement with the SPICE simulation results. There are two types of nonlinearity in this paper. The nonlinearities of the ODEs are desired, and they cause the learning to happen. The circuit nonlinearities (e.g., parasitic elements, etc.) are not modeled, and these nonlinearities cause errors in the experimental results.

As demonstrated in Figs 6–10, this adaptive frequency oscillator is capable of learning more complex waveforms, in addition to simple sinusoids. As demonstrated in Fig 8, this oscillator is capable of reporting the first natural frequency of a mechanical system, without the need of a fast Fourier transform or other post-processing techniques. The implementation presented here could be used as an analog controller for walking robots, a circuit component of clock oscillators, an analog signal analyzer, or a component of a electromechanical energy harvester (such as that presented in [35]).

It should also be mentioned that other types of implementations of adaptive oscillators could be achieved. For example, adaptive oscillators could likely be implemented in a field programmable analog array, such as the implementation of a chaotic oscillator in [36]. The circuit presented in this paper is a prototype system that is a physical embodiment of Eq 3, which could be further refined for specific, practical applications.

It should be noted that this design may be scaled in frequency via the capacitors used in the integrator circuits. This scaling creates tuning possibilities for analog adaptive oscillators’ frequency-learning range from tens of Hz to MHz. Expanding on the demonstrated capabilities, an array of these circuits could perform a wide range of signal processing capabilities for real-life hardware.

Supporting information
S1 Fig. Full schematic of circuit. Full circuit schematic for the four-state adaptive system, with states $V_x$, $V_y$, $V_\omega$, and $V_\alpha$. And the DC power supply used here is +15 and –15 volts, in...
addition, all unmarked resistors are $1k\Omega$.

Author Contributions

Conceptualization: XiaoFu Li, Casey Fendley, Robert N. Dean, Aubrey N. Beal, Edmon Perkins.

Formal analysis: Edmon Perkins.

Funding acquisition: Edmon Perkins.

Investigation: XiaoFu Li, Md Raf E Ul Shougat, Scott Kennedy, Casey Fendley, Robert N. Dean, Aubrey N. Beal, Edmon Perkins.

Methodology: XiaoFu Li, Md Raf E Ul Shougat, Scott Kennedy, Casey Fendley, Robert N. Dean, Aubrey N. Beal, Edmon Perkins.

Project administration: Edmon Perkins.

Resources: Edmon Perkins.

Software: XiaoFu Li, Casey Fendley, Robert N. Dean, Edmon Perkins.

Supervision: Casey Fendley, Robert N. Dean, Aubrey N. Beal, Edmon Perkins.

Validation: XiaoFu Li, Robert N. Dean.

Visualization: XiaoFu Li, Md Raf E Ul Shougat.

Writing – original draft: XiaoFu Li, Md Raf E Ul Shougat, Scott Kennedy, Casey Fendley, Robert N. Dean, Aubrey N. Beal, Edmon Perkins.

Writing – review & editing: XiaoFu Li, Md Raf E Ul Shougat, Scott Kennedy, Casey Fendley, Robert N. Dean, Aubrey N. Beal, Edmon Perkins.

References

1. Ahmadi A, Mangieri E, Maharatna K, Dasmahapatra S, Zwolinski M. On the VLSI implementation of adaptive-frequency hopf oscillator. IEEE Transactions on Circuits and Systems I: Regular Papers. 2010; 58(5):1076–1088. https://doi.org/10.1109/TCSI.2010.2092070

2. Maleki MA, Ahmadi A, Makki SVAD, Soleimani H, Bavandpour M. Networked adaptive non-linear oscillators: a digital synthesis and application. Circuits, Systems, and Signal Processing. 2015; 34(2):483–512. https://doi.org/10.1007/s00034-014-9863-9

3. Niajsi J. A learning model for oscillatory networks. Neural networks. 1998; 11(2):249–257. https://doi.org/10.1016/S0893-6080(97)00074-9 PMID: 12662835

4. Nachstedt T, Tetzlaff C, Manoonpong P. Fast dynamical coupling enhances frequency adaptation of oscillators for robotic locomotion control. Frontiers in neurorobotics. 2017; 11:14. https://doi.org/10.3389/fnb ot.2017.00014 PMID: 28377710

5. Righetti L, Buchli J, Ijspeert AJ. Dynamic hebbian learning in adaptive frequency oscillators. Physica D: Nonlinear Phenomena. 2006; 216(2):269–281. https://doi.org/10.1016/j.physd.2006.02.009

6. Kempton R, Gerstner W, Van Hemmen JL. Hebbian learning and spiking neurons. Physical Review E. 1999; 59(4):4498. https://doi.org/10.1103/PhysRevE.59.4498

7. Watanabe S, Strogatz SH. Constants of motion for superconducting Josephson arrays. Physica D: Nonlinear Phenomena. 1994; 74(3-4):197–253. https://doi.org/10.1016/0167-2789(94)90196-1

8. Eck D. Finding downbeats with a relaxation oscillator. Psychological research. 2002; 66(1):18–25. https://doi.org/10.1007/s004260100070 PMID: 11963274

9. Cristiano J, Puig D, Garcia M. Efficient locomotion control of biped robots on unknown sloped surfaces with central pattern generators. Electronics Letters. 2015; 51(3):220–222. https://doi.org/10.1049/el.2014.4255
10. Righetti L, Buchli J, Ijspeert AJ. From dynamic hebbian learning for oscillators to adaptive central pattern generators. In: Proceedings of 3rd International Symposium on Adaptive Motion in Animals and Machines–AMAM 2005. Verlag ISLE, Ilmenau; 2005. p. 2–.

11. Righetti L, Ijspeert AJ. Programmable central pattern generators: an application to biped locomotion control. In: Proceedings 2006 IEEE International Conference on Robotics and Automation, 2006. ICRA 2006. IEEE; 2006. p. 1585–1590.

12. Buchli J, Ijspeert AJ. Self-organized adaptive legged locomotion in a compliant quadruped robot. Autonomous Robots. 2008; 25(4):331. https://doi.org/10.1007/s10514-008-9099-2

13. Sproewitz A, Moekel R, Maye J, Ijspeert AJ. Learning to move in modular robots using central pattern generators and online optimization. The International Journal of Robotics Research. 2008; 27(3-4):423–443. https://doi.org/10.1177/0278364907088401

14. Takeda K, Torikai H. A Novel Hardware-Efficient Central Pattern Generator Model based on Asynchronous Cellular Automaton Dynamics for Controlling Hexapod Robot. IEEE Access. 2020.

15. Barron-Zambrano JH, Torres-Huitzil C. FPGA implementation of a configurable neuromorphic CPG-based locomotion controller. Neural Networks. 2013; 45:50–61. https://doi.org/10.1016/j.neunet.2013.04.005 PMID: 23631905

16. Xiong X, Wörgötter F, Manoonpong P. Adaptive and energy efficient walking in a hexapod robot under neuromechanical control and sensorimotor learning. IEEE transactions on cybernetics. 2015; 46(11):2521–2534. https://doi.org/10.1109/TCYB.2015.2479237 PMID: 26441437

17. Thor M, Manoonpong P. A fast online frequency adaptation mechanism for cpg-based robot motion control. IEEE Robotics and Automation Letters. 2019; 4(4):3324–3331. https://doi.org/10.1109/LRA.2019.2926660

18. Liu C, Wang D, Chen Q. Central pattern generator inspired control for adaptive walking of biped robots. IEEE Transactions on Systems, Man, and Cybernetics: Systems. 2013; 43(5):1206–1215. https://doi.org/10.1109/TSMC.2012.2235426

19. Noorani S, Ghanbari A, Jafari-zadeh M. Efficiency on legged locomotion pattern using adaptive frequency Hopf oscillator. In: 2013 First RSI/ISM International Conference on Robotics and Mechatronics (ICRoM). IEEE; 2013. p. 307–312.

20. Buchli J, Iida F, Ijspeert AJ. Finding resonance: Adaptive frequency oscillators for dynamic legged locomotion. In: 2006 IEEE/RSJ International Conference on Intelligent Robots and Systems. IEEE; 2006. p. 3903–3909.

21. Choi H, Seo K, Hyung S, Shim Y, Lim SC. Compact hip-force sensor for a gait-assistance exoskeleton system. Sensors. 2018; 18(2):566. https://doi.org/10.3390/s18020566 PMID: 29438300

22. Seo K, Hyung S, Choi BK, Lee Y, Shim Y. A new adaptive frequency oscillator for gait assistance. In: 2015 IEEE International Conference on Robotics and Automation (ICRA). IEEE; 2015. p. 5565–5571.

23. Ronsse R, Vitelli N, Lenzi T, Van Den Kieboom J, Carrozza MC, Ijspeert AJ. Human–robot synchrony: flexible assistance using adaptive oscillators. IEEE Transactions on Biomedical Engineering. 2010; 58(4):1001–1012. https://doi.org/10.1109/TBME.2010.2089629 PMID: 20977981

24. Maharatnka K, Ahmadi A, Magieri E. Biologically inspired analogue signal processing: Some results towards developing next generation signal analyzers. In: Proceedings of the 2009 12th International Symposium on Integrated Circuits. IEEE; 2009. p. 542–545.

25. Buchli J, Righetti L, Ijspeert AJ. Frequency analysis with coupled nonlinear oscillators. Physica D: Nonlinear Phenomena. 2008; 237(13):1705–1718. https://doi.org/10.1016/j.physd.2008.01.014

26. Rahmani M, Nodoozi I. Phase-locked loops redesign by the Lyapunov theory. Electronics Letters. 2015; 51(21):1664–1666. https://doi.org/10.1049/el.2015.2468

27. Nayfeh AH, Balachandran B. Applied nonlinear dynamics: analytical, computational, and experimental methods. John Wiley & Sons; 2008.

28. Righetti L, Buchli J, Ijspeert AJ. Adaptive frequency oscillators and applications. The Open Cybernetics & Systems Journal. 2009; 3(1).

29. Perkins E. Restricted normal mode analysis and chaotic response of p-mode intrinsic localized mode. Nonlinear Dynamics. 2019; 97(2):955–966. https://doi.org/10.1007/s11071-019-05029-7

30. Perkins E, Fitzgerald T. Continuation method on cumulant neglect equations. Journal of Computational and Nonlinear Dynamics. 2018; 13(9). https://doi.org/10.1115/1.4038895

31. Wang C, Tang J, Ma J. Minireview on signal exchange between nonlinear circuits and neurons via field coupling. The European Physical Journal Special Topics. 2019; 228(10):1907–1924. https://doi.org/10.1140/epjst/e2019-800193-8
32. Xiong L, Lu YJ, Zhang YF, Zhang XG, Gupta P. Design and hardware implementation of a new chaotic secure communication technique. PloS one. 2016; 11(8):e0158348. https://doi.org/10.1371/journal.pone.0158348 PMID: 27548385

33. Perkins E. Effects of noise on the frequency response of the monostable Duffing oscillator. Physics Letters A. 2017; 381(11):1009–1013. https://doi.org/10.1016/j.physleta.2017.01.037

34. Tucker A, Perkins E. Asphaltophones: Modeling, analysis, and experiment. The Journal of the Acoustical Society of America. 2020; 148(1):236 –242. https://doi.org/10.1121/10.0001575 PMID: 32752775

35. Lallart M, Anton SR, Inman DJ. Frequency self-tuning scheme for broadband vibration energy harvesting. Journal of Intelligent Material Systems and Structures. 2010; 21(9):897–906. https://doi.org/10.1177/1045389X10369716

36. Silva-Juárez A, Tlelo-Cuautle E, de la Fraga LG, Li R. FPAA-based implementation of fractional-order chaotic oscillators using first-order active filter blocks. Journal of advanced research. 2020. https://doi.org/10.1016/j.jare.2020.05.014 PMID: 32922976