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Abstract
We consider the allocation of $m$ balls into $n$ bins with incomplete information. In the classical Two-Choice process a ball first queries the load of two randomly chosen bins and is then placed in the least loaded bin. In our setting, each ball also samples two random bins but can only estimate a bin’s load by sending binary queries of the form “Is the load at least the median?” or “Is the load at least 100?”.

For the lightly loaded case $m = O(n)$, Feldheim and Gurel-Gurevich (2021) showed that with one query it is possible to achieve a maximum load of $O(\sqrt{\log n / \log \log n})$, and they also pose the question whether a maximum load of $m/n + O(\sqrt{\log n / \log \log n})$ is possible for any $m = \Omega(n)$. In this work, we resolve this open problem by proving a lower bound of $m/n + \Omega(\sqrt{\log n})$ for a fixed $m = \Theta(n\sqrt{\log n})$, and a lower bound of $m/n + \Omega((\log n / \log \log n))$ for some $m$ depending on the used strategy.

We complement this negative result by proving a positive result for multiple queries. In particular, we show that with only two binary queries per chosen bin, there is an oblivious strategy which ensures a maximum load of $m/n + O(\sqrt{\log n})$ for any $m \geq 1$. Further, for any number of $k = O(\log \log n)$ binary queries, the upper bound on the maximum load improves to $m/n + O(k(\log n)^{1/k})$ for any $m \geq 1$.

This result for $k$ queries has several interesting consequences: (i) it implies new bounds for the $(1 + \beta)$-process introduced by Peres, Talwar and Wieder (2015), (ii) it leads to new bounds for the graphical balanced allocation process on dense expander graphs, and (iii) it recovers and generalizes the bound of $m/n + O((\log \log n))$ on the maximum load achieved by the Two-Choice process, including the heavily loaded case $m = \Omega(n)$ which was derived in previous works by Berenbrink et al. (2006) as well as Talwar and Wieder (2014).

One novel aspect of our proofs is the use of multiple super-exponential potential functions, which might be of use in future work.

1 Introduction
We study balls-and-bins processes where the goal is to allocate $m$ balls (jobs) sequentially into $n$ bins (servers). The balls-and-bins framework a.k.a. balanced allocations [5] is a very popular and simple framework for various resource allocation and storage problems such as
load balancing, scheduling or hashing (see surveys [27, 34] for more details). In most of these settings, the goal is to find a simple allocation strategy that results in an allocation that is as balanced as possible.

It is a classical result that if each ball is placed in a random bin chosen independently and uniformly (called **One-Choice**), then the maximum load is $\Theta(\log n / \log \log n)$ w.h.p.\(^1\) for $m = n$, and $m/n + \Theta(\sqrt{(m/n) \log n})$ w.h.p. for $m \gg n$. Azar et al. [5] (and implicitly Karp et al. [21]) proved that if each ball is placed in the lesser loaded of two randomly chosen bins, then the maximum load drops to $\log 2 \log n + O(1)$ w.h.p., if $m = n$. This dramatic improvement of **Two-Choice** is widely known as “power of two choices”, and similar ideas have been applied to other problems including routing, hashing and randomized rounding [27].

While for $m = n$ a wide range of different proof techniques have been employed, the heavily loaded case $m \gg n$ turns out to be much more challenging. In a seminal paper [9], Berenbrink et al. proved a maximum load of $m/n + \log 2 \log n + O(1)$ w.h.p. using a sophisticated Markov chain analysis. A simpler and more self-contained proof was recently found by Talwar and Wieder [32], giving a slightly weaker upper bound of $m/n + \log 2 \log n + O(\log \log \log n)$ for the maximum load and at the cost of a larger error probability.

In light of the dramatic improvement of **Two-Choice** (or $d$-Choice) over **One-Choice**, it is important to understand the robustness of these processes. For example, in a concurrent environment, information about the load of a bin might quickly become outdated or communication with bins might be restricted. Also, acquiring always $d \geq 2$ uncorrelated choices might be costly in practice. Motivated by this, Peres et al. [28] introduced the $(1 + \beta)$-process, in which two choices are available with probability $\beta$, and otherwise only one. Thus, the $(1 + \beta)$-process interpolates nicely between **Two-Choice** and **One-Choice**, and surprisingly, a bound on the gap between maximum and average load of $O(\log n / \beta)$ w.h.p. was shown, which also holds in the heavily loaded case where $m = \Omega(n)$. The $(1 + \beta)$-process has been also connected to other processes, including population protocols [2], balls-and-bins with weights [31, 32] and, most notably, graphical balanced allocation [22, 28, 3, 6]. In this graphical model, bins correspond to vertices of a graph, and for each ball we sample an edge uniformly at random and place the ball in the lesser loaded bin of the two endpoints.

**Our Model.** In this work, we will investigate the following model. At each step, a ball is allowed to sample two random bins chosen independently and uniformly, however, the load comparison between the two bins will be performed under incomplete information. This may capture scenarios in which it is costly to communicate or maintain the exact load of a bin.

Specifically, we assume that each ball is allowed to send up to $k$ binary queries to each of the two bins, inquiring about their current load. These queries can either be about the absolute load (i.e., is the load at least 100?), which we call **threshold processes**, or about the relative load (i.e., is the load at least the median?), which we call **quantile processes**.

We will distinguish between **oblivious** and **adaptive** allocation strategies. For an adaptive strategy, the queries may depend on the current load configuration (i.e., the full history of the process), whereas in the oblivious setting, queries may depend only on the current time-step.

**Our Results.** For the case of $k = 1$ query, Feldheim and Gurel-Gurevich [16] proved a bound of $O(\sqrt{\log n / \log \log n})$ on the gap (between the maximum and average load) in the lightly loaded case $m = \Theta(n)$. In the same work, the authors suggest that the same bound

\(^1\) In general, with high probability refers to probability of at least $1 - n^{-c}$ for some constant $c > 0$. 
might be also true in the heavily loaded case [16, Problem 1.3]. In this work, we disprove this by showing a lower bound of $\Omega(\sqrt{\log n})$ on the gap for $m = \Theta(n\sqrt{\log n})$ (Theorem 4.4). We also prove a lower bound of $\Omega(\log n/\log \log n)$ on the gap, which holds for at least $\Omega(n \log n/\log \log n)$ of the time-steps in $[1, n \log^2 n]$ (Corollary 4.2). These two lower bounds hold even for the more general class of adaptive strategies.

It is natural to ask whether we can get an improved performance by allowing more, say two queries per bin. We prove that this is indeed the case, establishing a “power of two queries” effect. For $k$ uniform quantiles (i.e., queries only depend on $n$, but not on the time $t$) that achieves for any $m \geq 1$:

$$\Pr \left[ \text{Gap}(m) = O\left( k \cdot (\log n)^{1/k} \right) \right] \geq 1 - n^{-3}.$$  

Comparing this for $k = 2$ to the lower bounds for $k = 1$, we indeed observe a “power of two queries” effect. For $k = \Theta(\log \log n)$, the gap even becomes $O(\log \log n)$, which matches the TWO-CHOICE result up to a multiplicative constant [9, 32]. Hence, for large values of $k$, the process approximates TWO-CHOICE, whereas for $k = 1$ it resembles the $(1 + \beta)$-process. Indeed, the same upper bound of $O(\log n)$ follows from the analysis of the $(1 + \beta)$-process (Theorem 5.2).

We also prove new upper bounds on the gap of the $(1 + \beta)$ process with $\beta$ close to 1 by relating it to a relaxed quantile process (Theorem 7.1). We show that these in turn imply new upper bounds on the graphical balanced allocation on dense expander graphs, making progress towards Open Question 2 in [28] (Corollary 7.2).

**Our Upper Bound Techniques.** We use the following two techniques in our upper bounds:

1. For upper bounding the gap for $k$ queries, where $k \geq 2$, we use a series of $k$ super-exponential potential functions of the form:

$$\Phi_j^{(s)} := \sum_{i=1}^n \exp \left( \alpha \cdot (\log n)^{1/k} \cdot \left( x_i^{(s)} - \frac{s}{n} - \kappa \cdot j (\log n)^{1/k} \right)^+ \right),$$

for $0 \leq j < k$ and some constants $\alpha, \kappa > 0$. Next, in the spirit of layered induction, we show that when $\Phi_j^{(s)} = O(n)$, then $\Phi_j^{(s)}$ drops in expectation when large. Ultimately, for $j = k - 1$, we obtain the desired bound on the gap. Similar to the analysis in [32] for TWO-CHOICE, the base case of this induction follows by the $(1 + \beta)$-process for constant $\beta$.

2. The techniques of [28] show that the drop in expectation implies that the expectation of $\Phi_j$ is $O(n)$. From this, by Markov’s inequality one can obtain that w.h.p. $\Phi_j^{(s)} = \text{poly}(n)$. However, in the layered induction we need that w.h.p. $\Phi_j^{(s)} = O(n)$. To obtain the high probability, we use a second instance $\Psi_j$ of the potential function of the same form as $\Phi_j$, but with larger (constant) $\tilde{\alpha}$ instead of $\alpha$. Then conditioning on $\Psi_j^{(s)} = \text{poly}(n)$, the change $|\Phi_j^{(s)} - \Phi_j^{(s)}|$ is bounded and so we can apply a variant of the method of bounded differences (Theorem 2.1).

**Applications and Implications on other Models.** A direct implementation of the $k$-quantile protocol in practice requires to maintain some global information about the load configuration (that is, the exact, or at least the approximate, values of the quantiles). If this can be achieved, then the results of $k$-quantile for $k \geq 2$ demonstrate that a sub-logarithmic gap is possible – even with very limited local information about the individual bin loads.
In addition, our study of the $k$-quantile process also leads to new results for some previously studied allocation processes. We demonstrate that a $(1 + \beta)$-process for $\beta$ close to 1 is majorized by a (relaxed version of the) $k$-quantile process. For any $\beta = 1 - o(1)$, this leads to a sub-logarithmic bound on the gap, and if $\beta = 1 - 1/\text{poly}(n)$, we recover the $O(\log \log n)$ gap from the Two-Choice process. Secondly, we use a similar majorization argument to analyze graphical balanced allocation, which has been studied in several works on different graphs [28, 22, 3, 6]. Specifically, we prove for dense and strong expander graphs (including random $d$-regular graphs for $d = \text{poly}(n)$) a gap of $O(\log \log n)$. To the best of our knowledge, these are the first sub-logarithmic gap bounds in the heavily loaded case for the $(1 + \beta)$-process and graphical balanced allocation (apart from $\beta = 1$ or the graph being a clique, both equivalent to Two-Choice).

Further Related Work. Our model for $k = 1$ is equivalent to the $d$-Thinning process for $d = 2$, where for each ball, a random bin is “suggested” and based on the bin’s load, the ball is either allocated there or it is allocated to a second bin chosen uniformly and independently. Generalizing the results of [16] for $d = 2$, Feldheim and Li [18] also analyzed an extension of 2-Thinning, called $d$-Thinning. For $m = O(n)$, they proved tight lower and upper bounds, resulting into an achievable gap of $(d + o(1)) \cdot (d \log n / \log \log n)^{1/d}$. Iwama and Kawachi [19] analyzed a special case of the threshold process for $m = n$ and for $k$ equally-spaced thresholds, proving a gap of $(k + O(1)) \cdot (k + 1)^{1/k} \log((k+1) \log n)$. Mitzenmacher [26, Section 5] coined the term weak threshold process for the two threshold process in a queuing setting, where a customer chooses two queues uniformly at random and enters the first one if it is shorter than $T$. This and previous work [14, 20, 35] analyze the case of a fixed threshold for queues and they do not directly imply results for the heavily loaded case.

In another related work, Alon et al. [4] established for the case $m = \Theta(n)$ a trade-off between the number of bits used for the representation of the load and the number of $d$ bin choices. This is a more restricted case of having a fixed number of non-adaptive queries. For $d = 2$, Benjamini and Makarychev [7] obtained tight results for the gap, using a process very similar to the threshold process, but considering the case $m = \Theta(n)$ only.

Czumaj and Stemann [13] investigated general allocation processes, in which the decision whether to take a second (or further) sample depends on the load of the lightest sampled bin. They obtained strong and tight guarantees, but they assume the full information model and also $m = O(n)$ (see [10] for some results for $m \geq n$). Other processes with inaccurate (or outdated) information about the load of a bin have been studied in an asynchronous environment [1] or a batch-based allocation [8]. However, the obtained bounds on the gap are only $O(\log n)$. Other protocols that study the communication between balls and bins in more detail are [24, 23, 15, 30], but they assume that a ball can sample more than two bins.

After an earlier version of this paper was made available, Feldheim, Gurel-Gurevich and Li [17] extended the lower bounds for 2-Thinning when $m = O(n \log^2 n)$ and also provided an adaptive thinning process that matches the $\Omega(\log n / \log \log n)$ lower bound proved in this paper. Also, Los, Sauerwald and Sylvester [25] proved that Threshold$(m/n)$ (or equivalently 2-Thinning where the threshold is $m/n$) achieves w.h.p. a $\Theta(\log n)$ gap.

Organization. In Section 2, we introduce our model more formally in addition to some notation used in the analysis. In Section 4, we present our lower bounds on processes with one query. In Section 5, we present the upper bound for the quantile process with one query. In Section 6, we present a generalized upper bound for $k \geq 2$ queries. Section 7 contains our applications to $(1 + \beta)$-process and graphical balanced allocations. We close in Section 8 by
summarizing our main results and pointing to some open problems. We also briefly present some experimental results in Section 9. In Section 3, we formally relate the new quantile (and threshold) processes to each other and to other processes studied before (see Figure 2 for an overview).

2 Notation, Definitions and Preliminaries

We sequentially allocate $m$ balls (jobs) into $n$ bins (servers). The load vector at step $t$ is $x^{(t)} = (x_1^{(t)}, x_2^{(t)}, \ldots, x_n^{(t)})$ and in the beginning, $x_i^{(0)} = 0$ for $i \in [n]$. Also $y^{(t)} = (y_1^{(t)}, y_2^{(t)}, \ldots, y_n^{(t)})$ will be the permuted load vector, sorted decreasingly in load. This can be described by ranks, which form a permutation of $[n]$ that satisfies $r = \text{Rank}^{(t)}(i) \Rightarrow y^{(t)}_i = x_i^{(t)}$. Following previous work, we analyze allocation processes in terms of the

\[
\text{Gap}(t) := \max_{1 \leq i \leq n} x_i^{(t)} - \frac{t}{n} = y_i^{(t)} - \frac{t}{n},
\]

i.e., the difference between maximum and average load at time $t \geq 0$. It is well-known that even for Two-CHOICE, the gap between maximum and minimum load is $\Omega(\log n)$ for large $m$ (e.g. [28]). Here our focus is on sequential allocation processes based on binary queries. That is, at each step $t$:

1. Sample two bins independently and uniformly at random (with replacement).
2. Send the same $k$ binary queries to each of the two bins about their load.
3. Allocate the ball in the lesser loaded one of the two bins (based on the answers to the queries), breaking ties randomly.

We first describe threshold-based processes, where queries to each bin $j$ are of the type “Is $x_j^{(t)} \geq f(t)$” for some function $f$ that maps into $\mathbb{N}$. For example, we could ask whether the load of a bin is at least the average load. Formally, we denote such a process with two choices and $k$ queries by $\text{Threshold}(f_1, f_2, \ldots, f_k)$, where $f_1 > f_2 > \ldots > f_k$ are $k$ different load thresholds, that may depend on the time $t$, in which case we write $f_i(t)$. After sending all $k$ queries to a bin $j$, we receive the correct answers to all these queries and then we determine the $i$ ($0 \leq i \leq k$) for which,

\[
x_j^{(t)} \in (f_{i+1}(t), f_i(t)],
\]

where $f_0(t) = +\infty$ and $f_{k+1}(t) = -\infty$ (see Figure 1). After having obtained two such numbers $i_1, i_2 \in \{0, 1, \ldots, k\}$, one for each bin $j_1$ and $j_2$, we will allocate the ball “greedily”, i.e., into $j_1$ if $i_1 < i_2$ and into $j_2$ if $i_1 > i_2$. If $i_1 = i_2$, then we will break ties randomly.
We proceed to define quantile-based processes. In this process, queries to a bin \( j \) are of the type “Is \( x^{(t)}_j \geq y^{(t)}_{\delta(t)j} n \)?”, for some function \( \delta \) that maps \( t \) into \( \{1/n, 2/n, \ldots, 1\} \). For example if \( \delta = 1/2 \), we are querying whether the load of a bin is at most the median load. We denote such a process with two choices and \( k \) queries by \( \text{QUANTILE}(\delta_1, \delta_2, \ldots, \delta_k) \), where \( \delta_1 < \delta_2 < \ldots < \delta_k \) are \( k \) different quantiles, which may depend on the time \( t \). After sending all \( k \) queries to a bin \( j \) in step \( t \), we receive the correct answers and then we determine the \( i \) (\( 0 \leq i \leq k \)) for which,

\[
\text{Rank}^{(t)}(j) \in (\delta_i(t) \cdot n, \delta_{i+1}(t) \cdot n],
\]

where \( \delta_0(t) = 0 \) and \( \delta_{k+1}(t) = 1 \). As before, we allocate the ball to the bin with smaller \( i \)-value and break ties randomly.

\( \text{QUANTILE} \) and Threshold processes can be classified into oblivious processes and adaptive processes, depending on the type of queries. In an oblivious process, the queries \( f_1, f_2, \ldots \) (or \( \delta_1, \delta_2, \ldots \)) may only depend on \( t \) (as well as \( n \)) – a special case is a uniform process where \( \delta_1, \delta_2, \ldots \) are constants (independent of \( t \)), and the \( f_i \)'s are of the form \( t/n + f_i(n) \). In an adaptive process, queries in step \( t \) may depend on the full history of the process, i.e., the load vector \( x^{(t-1)} \), so each query \( i \) involves a function \( f_i(x^{(t-1)}) \), but this must be specified before receiving any answers. In the adaptive setting, a \( k \)-quantile process can simulate any \( k \)-threshold process, by setting the quantile to the largest \( \delta_i(t) \) such that \( y_{\delta_i(t)} n \leq f_i(t) \) (Lemma 3.7).

The \( d \)-Thinning process [16] works as follows. For each ball to be allocated, an overseer can inspect up to \( d \) randomly sampled bins in an online fashion, and based on all previous history, can accept or reject each bin (however, one of the \( d \) proposed bins must be accepted).

The \( d \)-Choice process [5] (sometimes also called GREEDY[\( d \)]) is the process where, for each ball, \( d \) bins are chosen uniformly at random and the ball is placed in the least loaded bin. We will refer to the special case \( d = 1 \) as the One-Choice process, and \( d = 2 \) as the Two-Choice process. The \((1 + \beta)\)-process [28] is the process where each ball is placed with probability \( \beta \) according to Two-Choice and with probability \( 1 - \beta \) according to One-Choice.

Finally, in graphical balanced allocation [22, 28], we are given an undirected graph \( G \) with \( n \) vertices corresponding to \( n \) bins. For each ball to be allocated, we select an edge \( \{u, v\} \in E(G) \) uniformly at random, and place the ball in the lesser loaded bin among \( \{u, v\} \).

Following [28] and generalizing the processes above, an allocation process can be described by a probability vector \( p^{(t)} = (p_1^{(t)}, p_2^{(t)}, \ldots, p_n^{(t)}) \) for step \( t \), where \( p_i^{(t)} \) is the probability for incrementing the load of the \( i \)-th most loaded bin. Following the idea of majorization, if two processes with (time-invariant) probability vectors \( p \) and \( q \), for all \( i \in [n] \) satisfy \( \sum_{j \leq i} p_j \leq \sum_{j \leq i} q_j \), then there is a coupling between the allocation processes with sorted load vectors \( y(p) \) and \( y(q) \) such that \( \sum_{j \leq i} y_i^{(t)}(p) \leq \sum_{j \leq i} y_i^{(t)}(q) \) for all \( i \in [n] \) (\( q \) majorizes \( p \)).

Finally, we define the height of a ball as \( i \geq 1 \) if it is the \( i \)-th ball added to the bin.

Many statements in this work hold only for sufficiently large \( n \), and several constants are chosen generously with the intention of making it easier to verify some technical inequalities.

### 2.1 Probabilistic Tools

In order to state the concentration inequality for supermartingales conditional on a bad event not occurring, we introduce the following definitions from [11]. Consider any r.v. \( X \) (in our case it will be the \( \Phi_j \) and the \( \Gamma_1 \) potentials) that can be evaluated by a sequence of decisions
Y₁, Y₂, ..., Yₙ of finitely many outputs (the allocated balls). We can describe the process by a decision tree T, a complete rooted tree with depth n with vertex set V(T). Each edge uv of T is associated with a probability pᵤv, depending on the decision made from u to v.

We say f : V(T) → ℜ satisfies an admissible condition P if P = {Pᵥ} holds for every vertex v. For an admissible condition P, the associated bad set Bᵢ over the Xᵢ is defined to be

\[ Bᵢ = \{ v \mid \text{the depth of } v \text{ is } i, \text{ and } P_u \text{ does not hold for some ancestor } u \text{ of } v \}. \]

**Theorem 2.1 (Theorem 8.5 from [11]).** For a filter \( \mathcal{F}, \{ \emptyset, \Omega \} = \mathcal{F}^{(0)} \subset \mathcal{F}^{(1)} \subset \ldots \subset \mathcal{F}^{(N)} = \mathcal{F} \), suppose that a random variable \( X^{(s)} \) is \( \mathcal{F}^{(s)} \)-measurable, for \( 0 \leq s \leq N \). Let B be the bad set associated with the following admissible conditions:

\[
\begin{align*}
E \left[ X^{(s)} \mid \mathcal{F}^{(s-1)} \right] & \leq X^{(s-1)}, \\
\text{Var} \left[ X^{(s)} \mid \mathcal{F}^{(s-1)} \right] & \leq \sigma_s^2, \\
X^{(s)} - E \left[ X^{(s)} \mid \mathcal{F}^{(s-1)} \right] & \leq a_s + M,
\end{align*}
\]

for fixed \( \sigma_s > 0 \) and \( a_s > 0 \). Then, we have for any \( \lambda > 0 \),

\[
\Pr \left[ X^{(N)} \geq X^{(0)} + \lambda \right] \leq \exp \left( -\frac{\lambda^2}{2(\sum_{s=1}^{N} (\sigma_s^2 + a_s^2) + M\lambda/3)} \right) + \Pr \left[ B \right].
\]

### 3 Basic Relations between Allocation Processes

In this section we collect several basic relations between allocation processes, following the notion of majorization [28]. Figure 2 gives a high-level overview of some of these relations, along with the derived and implied gap bounds.

Recall that the Two-Choice probability vector is given by \( p_i = \frac{2i-1}{n^2} \), for \( i \in [n] \):

The \((1 + \beta)\) probability vector [28] interpolates between those of One-Choice and Two-Choice, so for any \( i \in [n] \), \( p_i = (1 - \beta) \cdot \frac{i}{n} + \beta \cdot \frac{2i-1}{n^2} \).

For the process \textsc{Quantile}(δ₁, ..., δₖ), it is straightforward to verify that the probability vector satisfies for any \( i \in [n] \):

\[
p_i = \begin{cases} 
\frac{\delta_i}{n} & 1 \leq i \leq \delta_1 \cdot n, \\
\frac{\delta_i + \delta_{i+1}}{n} & \delta_1 \cdot n < i \leq \delta_2 \cdot n, \\
\vdots \\
\frac{\delta_{k-1} + \delta_k}{n} & \delta_{k-1} \cdot n < i \leq \delta_k \cdot n, \\
\frac{1 + \delta_k}{n} & \delta_k \cdot n < i.
\end{cases}
\]

(3.1)

We start by making some simple observations for the quantile processes:

**Observation 3.1.** For any \( n \geq 0 \), the \textsc{Quantile}(\frac{1}{n}, \frac{2}{n}, ..., \frac{n-1}{n}) process is equivalent to the Two-Choice process.

**Observation 3.2.** For \( k < n - 1 \), for any \( \delta', \delta_1, ..., \delta_k \) quantiles, the \textsc{Quantile}(\delta₁, ..., δₖ) process majorizes \textsc{Quantile}(δ₁, ..., δᵢ, δ', δᵢ₊₁, ..., δₖ).
Corollary 3.3. Any Quantile(δ₁, ..., δ_k) process majorizes Two-Choice.

Further, we show that we can always execute the Quantile(δ) and Threshold(f) processes in the same way as 2-Thinning:

Lemma 3.4. Consider a quantile process Quantile(δ) with one query. This process can always be transformed into an equivalent instance of 2-Thinning: Sample a bin, if its rank is greater than n · δ(t), then place the ball there; otherwise, place the ball in a randomly chosen bin.

Lemma 3.5. Consider a threshold process Threshold(f) with one query. This process can be always transformed into the following equivalent process: For the first sampled bin i, if its load is smaller than f(t), place the ball; otherwise, place the ball in another randomly chosen bin j.
Lemma 3.6. For any \( \delta \in (0,1) \) and any \( \beta \in (0,1) \) with \( \beta \leq \delta \leq 1-\beta \), the process \( \text{QUANTILE}(\delta) \) is majorized by a \( (1+\beta) \)-process. In particular, the gap of the quantile process is stochastically smaller than that of the \( (1+\beta) \)-process.

Note that for any given \( \delta \in (0,1) \), \( \beta := \min\{\delta, 1-\delta\} \) always satisfies the precondition of the lemma. Conversely, for any given \( \beta \leq 1/2 \), we have \( \beta \leq 1/2 \leq (1-\beta) \), and thus we can set \( \delta := 1/2 \). The majorization results in Corollary 3.3 and Lemma 3.6 are illustrated in Figure 3 for \( n=10 \).

Next, we establish that any \( \text{THRESHOLD}(f_1, \ldots, f_k) \) can be simulated by an adaptive \( \text{QUANTILE} \) process with \( k \) quantiles, and similarly, any \( \text{QUANTILE}(\delta_1, \ldots, \delta_k) \) process can be simulated by an adaptive randomised \( \text{THRESHOLD} \) process with \( k \) thresholds.

Lemma 3.7. Any \( \text{THRESHOLD}(f_1, \ldots, f_k) \) process can be simulated by an adaptive quantile process with \( k \) queries.

Lemma 3.8. Any step \( t \) of a \( \text{QUANTILE}(\delta_1, \ldots, \delta_k) \) process can be simulated by first choosing \( f_1(t), f_2(t), \ldots, f_k(t) \) randomly (from a suitable distribution depending on \( x(t) \) and \( \delta_1(t), \ldots, \delta_k(t) \)) and then running \( \text{THRESHOLD}(f_1, f_2, \ldots, f_k) \).

Finally, we establish the following relation between \( \text{QUANTILE} \) and \( (2k)\text{-THINNING} \):

Lemma 3.9. For any \( k \geq 1 \), a \( \text{QUANTILE}(\delta_1, \ldots, \delta_k) \) process can be simulated by an adaptive (and randomized) \( (2k)\text{-THINNING} \) process.

4 Lower Bounds for One Quantile and One Threshold

In the lightly loaded case (i.e., \( m = n \)), [16] proved an upper bound of \( (2+o(1)) \cdot (\sqrt{2\log n/\log \log n}) \) on the maximum load for a uniform \( \text{THRESHOLD}(f) \)-process with \( f = (\sqrt{2\log n/\log \log n}) \) ([18] extended this to \( d > 2 \)). They also proved that this strategy is asymptotically optimal. In [16, Problem 1.3], the authors suggest that the \( O(\sqrt{\log n/\log \log n}) \) bound on the gap extends to the heavily loaded case. Here we will disprove this, establishing a slightly larger lower bound of \( \Omega(\sqrt{n}) \) (Theorem 4.4). We also derive additional lower bounds (Theorem 4.1 and Corollary 4.2) that demonstrate that any \( \text{QUANTILE} \) or \( \text{THRESHOLD} \) process will “frequently” attain a gap which is even as large as \( \Omega(\log n/\log n) \).

Let us describe the intuition behind this bound in case of uniform quantiles, neglecting technicalities. Consider \( \text{QUANTILE}(\delta) \) and the equivalent \( 2\text{-THINNING} \) instance where a ball is placed in the first bin if its load is among the \((1-\delta)\cdot n \) lightest bins, and otherwise it is placed in a new (second) bin chosen uniformly at random (Lemma 3.4). We have two cases:
Case 1: We choose most times a “large” \( \delta \). Then we allocate approximately \( m \cdot \delta \) balls to their second bin choice which is uniform over all \( n \) bins. This will lead to a behavior close to One-Choice.

Case 2: We choose most times a “small” \( \delta \). Then we allocate approximately \( m \cdot (1 - \delta) \) balls with the first bin choice, which is a One-Choice process over the \( n \cdot (1 - \delta) \) lightest bins. For small \( \delta \) there are simply “too many” light bins that will reach a high load level, so the process is again close to One-Choice.

\[ \text{Theorem 4.1.} \quad \text{For any adaptive Quantile}(\delta) \text{ (or Threshold}(f)\text{) process,} \]

\[
\Pr \left[ \max_{t \in [0, n \log^2 n]} \text{Gap}(t) \geq \frac{1}{8} \cdot \frac{\log n}{\log \log n} \right] \geq 1 - o(n^{-2}).
\]

Let us also observe a slightly stronger statement which follows directly from Theorem 4.1:

\[ \text{Corollary 4.2.} \quad \text{Any adaptive process Quantile}(\delta) \text{ satisfies:} \]

\[
\Pr \left[ \bigcup_{t \in [0, n \log^2 n]} \min_{s \in [t, t + \frac{\log \log n}{\log n}]} \text{Gap}(s) \geq \frac{1}{16} \cdot \frac{\log n}{\log \log n} \right] \geq 1 - n^{-2}.
\]

In other words, the corollary states that for at least \( \Omega(n \log n / \log \log n) \) (consecutive) steps in \([1, \Theta(n \log^2 n)]\), the gap is \( \Omega(\log n / \log \log n) \). This is in contrast to the behavior of the process Quantile(\(\delta_1, \delta_2\)), for which our result in Section 6 implies that with high probability the gap is always below \( \mathcal{O}(\sqrt{\log n}) \) during any time-interval of the same length.

Further for uniform Quantile(\(\delta\)), we are always either in Case 1 or Case 2, so the following strengthened version of Theorem 4.1 holds:

\[ \text{Corollary 4.3.} \quad \text{For any uniform Quantile}(\delta) \text{ process for } m = n \log^2 n \text{ balls,} \]

\[
\Pr \left[ \text{Gap}(m) \geq \frac{1}{8} \cdot \frac{\log n}{\log \log n} \right] \geq 1 - o(n^{-2}).
\]

We also show a lower bound for fixed \( m \), which is derived in a similar way as Theorem 4.1, but with a different parameterization of “large” and “small” quantiles:

\[ \text{Theorem 4.4.} \quad \text{For any adaptive Quantile}(\delta) \text{ (or Threshold}(f)\text{) process, with } m = K \cdot n \sqrt{\log n} \text{ balls for } K = 1/10, \text{ it holds that} \]

\[
\Pr \left[ \text{Gap}(m) \geq \frac{1}{20} \sqrt{\log n} \right] \geq 1 - o(n^{-2}).
\]

5 Upper Bounds for One Quantile

In this section we study the Quantile(\(\delta\)) process for constant \( \delta \in (0, 1) \). This analysis will also serve as the basis for the \( k \)-quantile case with \( k > 1 \) in Section 6. First, we define the following exponential potential function (similarly to \([28]\)): For any time-step \( s \geq 0 \),

\[
\Phi_0^{(s)} := \sum_{i=1}^{n} \exp \left( \alpha_2 \cdot \left( z_i^{(s)} - \frac{s}{n} \right)^+ \right),
\]

where \( z^+ = \max(z, 0) \) and \( \alpha_2 > 0 \) to be specified later. We first remark that with the results in \([28]\), a bound on the expected value of \( \Phi_0 \) can be easily derived:
Then, for any $\epsilon > 0$, we have for any $s \geq 0$, $E \left[ \Phi_0^{(s)} \right] \leq cn$, where $c = \frac{40 \cdot 128^3}{\epsilon^7}$.

In particular, by verifying the condition on the probability vector and applying Markov’s inequality, we immediately obtain an upper bound of $O(\log n)$ on the gap.

**Theorem 5.2.** For the quantile process $\text{QUANTILE}(\delta)$ with $\delta \in [1/3, 2/3]$ and any $m \geq 1$,
\[
\Pr \left[ \text{Gap}(m) \leq 300 \log n \right] \geq 1 - O(n^{-2}).
\]

However, to analyze the process with more than one quantile in the next section, we will need a tighter analysis. We prove the following refined version of Theorem 5.1:

**Theorem 5.3.** Consider any probability vector $p$ that is (i) non-decreasing in $i$, i.e., $p_i \leq p_{i+1}$ and (ii) for $\epsilon = 1/12$,
\[
p_{n/3} \leq \frac{1 - 4\epsilon}{n} \quad \text{and} \quad p_{2n/3} \geq \frac{1 + 4\epsilon}{n}.
\]

Then, for any $t \geq 0$ and $\alpha_2 := 0.0002$, $c := c_{\epsilon, \alpha_2} := 2 \cdot 40 \cdot 128^3 \cdot \epsilon^{-7} \cdot 4 \cdot \alpha_2^{-1}$,
\[
\Pr \left[ \bigcap_{s \in [t, t+n \log^3 n]} \Phi_0^{(s)} \leq 2cn \right] \geq 1 - n^{-3}.
\]

Note that Theorem 5.3 not only implies a gap of $O(\log n)$ using Markov’s inequality (as Theorem 5.1), but also that for any fixed time $s$, the number of bins with load at least $s/n + \lambda$ is at most $2cn/\exp(\alpha_2 \cdot \lambda)$ for any $\lambda \geq 0$. In particular, for any $\lambda = \Theta(\log n)$, only a polynomially small fraction of all bins have load at least $s/n + \lambda$.

**Proof Outline of Theorem 5.3.** In order to prove that $\Phi_0$ is small, we will reduce it to the potential function $\Gamma$ used in [28]:
\[
\Gamma^{(s)} := \sum_{i=1}^{n} \left( \exp(\alpha(x_i^{(s)} - s/n)) + \exp(-\alpha(x_i^{(s)} - s/n)) \right),
\]

for some constant $0 < \alpha < 1/(6 \cdot 12)$. Note that if $\alpha = \alpha_2$, then $\Phi_0^{(s)} \leq \Gamma^{(s)}$, so it suffices to upper bound $\Gamma^{(s)}$. It is crucial that this potential includes both the $\exp(\alpha(\cdot))$ and $\exp(-\alpha(\cdot))$ terms, as otherwise the potential may not decrease, even if it is large (see [28, Appendix]).

**Lemma 5.4 (Theorem 2.9 and 2.10 in [28]).** For any process satisfying the conditions of Theorem 5.3, (i) for any $t \geq 0$,
\[
E \left[ \Gamma^{(t+1)} \right] \leq \left( 1 - \frac{c_{\alpha}}{n} \right) \cdot \Gamma^{(t)} + c',
\]

where $c'_{\alpha} := \frac{c_{\alpha}}{T}$ and $c' := \frac{1}{\epsilon^7}$. Furthermore, (ii) for any $t \geq 0$, $E \left[ \Gamma^{(t)} \right] \leq cn$. 

**Theorem 5.1** (cf. Theorem 2.10 in [28]). Consider any allocation process with probability vector $p$ that is (i) non-decreasing in $i$, $p_i \leq p_{i+1}$ and (ii) for some $0 < \epsilon < 1/4$,
\[
p_{n/3} \leq \frac{1 - 4\epsilon}{n} \quad \text{and} \quad p_{2n/3} \geq \frac{1 + 4\epsilon}{n}.
\]

Then, for $0 < \alpha_2 < \epsilon/6$, we have for any $s \geq 0$, $E \left[ \Phi_0^{(s)} \right] \leq cn$, where $c = \frac{40 \cdot 128^3}{\epsilon^7}$.
To obtain the stronger statement that $\Gamma^{(t)} = \Theta(n)$ w.h.p., we will be using two instances of the potential function: $\Gamma_1$ with $\alpha_1 = 0.01$ and $\Gamma_2$ with $\alpha_2 = 0.0002$; so $\Gamma_1 \geq \Gamma_2$. The interplay between these two potentials is shown in Figure 4. We pick $\alpha_1$ such that $12.1 \cdot \frac{\alpha_1}{\alpha_2} < \frac{1}{3}$ and hence the additive change of $\Gamma_2$ (given $\Gamma_1$ is small) is $n^{1/3}$.
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**Figure 4** Outline for the proof of Theorem 5.3. Results in green are used in the application of the concentration inequality (Theorem 2.1) in Theorem 5.3.

**Lemma 5.5.** For any $t \geq 0$, if $\Gamma^{(t)}_1 \leq cn^9$, then, (i) $|\alpha^{(t)}_i - \frac{1}{n}| \leq \frac{9}{\alpha_1} \log n$ for all $i \in [n]$, (ii) $\Gamma^{(t)}_2 \leq n^{4/3}$, and, (iii) $|\Gamma^{(t+1)}_2 - \Gamma^{(t)}_2| \leq n^{1/3}$.

The preconditions of Lemma 5.5 are easy to satisfy thanks to Lemma 5.4 and Markov’s inequality. The next lemma proves a weaker version of Theorem 5.3, in the sense that the potential $\Gamma^{(s)}_2$ is small in at least one step. Note that due to the choice of $\alpha_1$ and $\alpha_2$, we have $c > \frac{2\delta}{\alpha_2}$.

**Lemma 5.6.** For any $t \geq n \log^2 n$, for constants $c' > 0, \epsilon'_{\alpha_2} > 0$ defined as above,

$$
\Pr \left[ \bigcup_{s \in [t-n \log^3 n, t]} \Gamma^{(s)}_2 \leq \frac{2c'}{\epsilon'_{\alpha_2}} \cdot n \right] \geq 1 - 2n^{-8}.
$$

To prove the strong version that $\Gamma^{(s)}_2$ is small at all time-steps, we use Lemma 5.6 to obtain a starting point $s_0$. For the following time-steps, we bound the expected value of $\Gamma^{(s)}_2$ for $s \geq s_0$, using Lemma 5.4. Then we apply a concentration inequality for supermartingales (Theorem 2.1), and use the bounded difference $|\Gamma^{(t+1)}_2 - \Gamma^{(t)}_2| \leq n^{1/3}$ for all $s \geq t$ (Lemma 5.5).

## 6 Upper Bounds for More Than One Quantile

### 6.1 Upper Bounds on the Original Quantile Process and Consequences

We now generalize the analysis from Section 5 for one quantile to $2 \leq k \leq \kappa \cdot \log \log n$ quantiles, where $\kappa := 1/\log(10^4)$. We emphasize that our chosen quantiles are oblivious and even uniform, i.e., independent of $t$ (but dependent on $n$). Specifically, we define

$$
\delta_i = \begin{cases} 
\frac{1}{2} & \text{for } i = k, \\
2^{-0.5(\log n)(k-1)/k} & \text{for } 1 \leq i < k,
\end{cases}
$$
and let each $\delta_i$ be $\tilde{\delta}_i$ rounded up to the nearest multiple of $\frac{1}{n}$. The intuition is that the largest quantile $\tilde{\delta}_k = \frac{1}{k}$ ensures that the load distribution is at least “coarsely” balanced, analogous to the $(1 + \beta)$-process. All smaller quantiles $\delta_1, \delta_2, \ldots, \delta_{k-1}$ almost always return a negative answer, but they gradually reduce the probability of allocating to a heavy bin.

**Theorem 6.1 (Theorem 6.5 simplified).** For any integer $2 \leq k \leq \kappa \log \log n$, consider the Quantile($\delta_1, \delta_2, \ldots, \delta_k$) process with the $\delta_i$’s defined above. Then for any $m \geq 1$,

$$\Pr \left[ \text{Gap}(m) \leq 1000 \cdot k \cdot (\log n)^{1/k} \right] \geq 1 - n^{-3}. $$

For $k = 2$ and $k = 3$, Theorem 6.1 directly implies the following corollary:

**Corollary 6.2.** For $k = 2$, the process Quantile($2^{-0.5(\log n)\sqrt{\log n}} \cdot \frac{1}{2}$) satisfies for any $m \geq 1$,

$$\Pr \left[ \text{Gap}(m) \leq 2000 \cdot \sqrt{\log n} \right] \geq 1 - n^{-3}. $$

For $k = 3$ the process Quantile($2^{-0.5(\log n)^{2/3}} \cdot 2^{-0.5(\log n)^{1/3}} \cdot \frac{1}{2}$) satisfies for any $m \geq 1$,

$$\Pr \left[ \text{Gap}(m) \leq 3000 \cdot (\log n)^{1/3} \right] \geq 1 - n^{-3}. $$

Using the fact that any allocation process with $k$ quantiles majorizes a suitable adaptive (and randomized) $2k$-Thinning process (Lemma 3.9), we also obtain:

**Corollary 6.3.** For any even $d \leq \frac{2}{n} \log \log n$, there is an (adaptive and randomized) $d$-Thinning process, satisfying for any $m \geq 1$, $\Pr \left[ \text{Gap}(m) \leq 2000 \cdot d \cdot (\log n)^{(2/d)} \right] \geq 1 - n^{-3}.$

This is an extension of [18, Theorem 1.1] to $d$-Thinning to the heavily-loaded case, but with an exponent of $2/d$ instead of $1/d$.

Finally, for $k = \Theta(\log \log n)$, the bound on the gap in Theorem 6.1 is $C \cdot \log \log n$ for some (large) constant $C > 0$. Surprisingly, this matches the gap of the full information setting (Two-Choice process), even though the Quantile process behaves quite differently. For instance, Quantile cannot discriminate among the $n/2$ most lightly loaded bins. Also since any Quantile process majorizes Two-Choice (see Corollary 3.3), we deduce:

**Corollary 6.4.** For Two-Choice, there is a constant $C > 0$ such that for any $m \geq 1$, $\Pr \left[ \text{Gap}(m) \leq C \log \log n \right] \geq 1 - n^{-3}.$

This result originally shown in [9] proved the tighter bound $\text{Gap}(m) = \log_2 \log n \pm \mathcal{O}(1)$, w.h.p. However, their analysis combines sophisticated tools from Markov chain theory and computer-aided calculations. The simpler analysis in [32] derives the same gap bound up to an additive $\mathcal{O}(\log \log \log n)$ term, but the error probability is much larger, i.e., $\Theta((\log \log n)^{-4})$. In comparison to their bound, our result achieves a much smaller error probability of $\mathcal{O}(n^{-3})$, but it comes at the cost of a multiplicative constant in the gap bound.

### 6.2 Relaxed Quantile Process and Outline of the Inductive Step

We now define a class of processes Relaxed-Quantile($\delta_1, \ldots, \delta_k$), which relaxes the definition of Quantile($\delta_1, \ldots, \delta_k$), with $1 \leq k \leq \kappa \log \log n$ and a relaxation factor $\gamma \geq 1$. The probability vector $p_i$ of such a process satisfies four conditions: (i), for each $i \in [n],$

$$p_i \leq \begin{cases} 
\gamma \cdot \frac{\delta_i}{n} & 1 \leq i \leq \delta_1 \cdot n, \\
\gamma \cdot \frac{\delta_i + \delta_2}{n} & \delta_1 \cdot n < i \leq \delta_2 \cdot n, \\
& \vdots \\
\gamma \cdot \frac{\delta_{k-1} + \delta_k}{n} & \delta_{k-1} \cdot n < i \leq \delta_k \cdot n, 
\end{cases}$$
(ii) the probability vector \( p \) is non-decreasing in \( i \), (iii) \( p_{n/3} \leq \frac{1-\epsilon}{n} \) and, (iv) \( p_{2n/3} \geq \frac{1+\epsilon}{n} \) for some \( 0 < \epsilon < 1/4 \). Note that the process \( \text{Quantile}(\delta_1, \delta_2, \ldots, \delta_k) \) with the \( \delta_i \)'s as defined above falls into this class with \( \gamma = 1 \) (cf. Equation (3.1)).

**Theorem 6.5 (Theorem 6.1 generalized).** Consider a \( \text{Relaxed-Quantile}_{\gamma}(\delta_1, \delta_2, \ldots, \delta_k) \) process with the \( \delta_i \)'s above. Let \( 2 \leq k \leq \kappa \log n \) and \( 1 \leq \gamma \leq 6 \). Then for any \( m \geq 1 \),

\[
\Pr \left[ \text{Gap}(m) \leq 1000 \cdot k \cdot (\log n)^{1/k} \right] \geq 1 - n^{-3}.
\]

**Reduction of Theorem 6.5 to Lemma 6.6.** The proof of Theorem 6.5 employs some type of layered induction over \( k \) different, super-exponential potential functions. Generalizing the definition of \( \Phi^{(s)}_i \) from Section 5, for any \( 0 \leq j \leq k - 1 \):

\[
\Phi^{(s)}_j := \sum_{t=1}^{n} \exp \left( \alpha_2 \cdot (\log n)^{j/k} \cdot \left( x^{(s)}_t - \frac{s}{n} - \frac{2}{\alpha_2} j (\log n)^{1/k} \right)^+ \right),
\]

where \( \alpha_2 = 0.0002 \) (recall \( z^+ = \max\{z, 0\} \)). We will then employ this series of potential functions \( j = 0, 1, \ldots, k-1 \) to analyze the process over the time-interval \( s \in [m-n \log^2 n, m] \).

The next lemma (Lemma 6.6) formalizes this inductive argument. It shows that if for all steps \( s \) within some suitable time-interval, the number of balls of height at least \( \frac{z}{n} + \frac{2}{\alpha_2} j (\log n)^{1/k} \) is small, then the number of balls of height at least \( \frac{z}{n} + \frac{2}{\alpha_2} (j + 1) (\log n)^{1/k} \) is even smaller. This “even smaller” is encapsulated by the (non-constant) base of \( \Phi_j \), which increases in \( j \); however, this comes at the cost of reducing the time-interval slightly by a \( \Theta(n \log^3 n) \) term. Finally, for \( j = k - 1 \), we can conclude that at step \( s = m \), there are no balls of height \( \frac{z}{n} + \frac{2}{\alpha_2} k (\log n)^{1/k} \). Hence we can infer that the gap is \( O(k \cdot (\log n)^{1/k}) \).

**Lemma 6.6 (Inductive Step).** Assume that for some \( 1 \leq j \leq k \leq \frac{1}{ \log \log n } \log n \), the process \( \text{Relaxed-Quantile}_{\gamma}(\delta_1, \ldots, \delta_k) \) with the \( \delta_i \)'s above, and \( \gamma \leq 6 \) and \( t \geq 0 \) satisfies:

\[
\Pr \left[ \bigcap_{s \in [x_j, \beta_j + n \log^2 n]} \Phi^{(s)}_{j-1} \leq 2cn \right] \geq 1 - \frac{(\log n)^{8(j-1)}}{n^4},
\]

where \( \beta_j := t + 2jn \log^3 n \) and \( c = c_{1/12, \alpha_2} \) (see Theorem 5.3). Then, it also satisfies:

\[
\Pr \left[ \bigcap_{s \in [x_j, t + n \log^2 n]} \Phi^{(s)}_j \leq 2cn \right] \geq 1 - \frac{(\log n)^{8j}}{n^4}.
\]

As in Section 5, we will also use a second version of the potential function to extend an expected bound on the potential into a w.h.p. bound. Intuitively, we exploit the property that potential functions will have linear expectations for a range of coefficients. With this in mind, we define the following potential function for any \( 0 \leq j \leq k - 1 \),

\[
\Psi^{(s)}_j := \sum_{i=1}^{n} \exp \left( \alpha_1 \cdot (\log n)^{j/k} \cdot \left( x^{(s)}_i - \frac{s}{n} - \frac{2}{\alpha_2} j (\log n)^{1/k} \right)^+ \right),
\]

where \( \alpha_1 = 0.01 \). Note that \( \Psi_j \) is defined in the same way as \( \Phi_j \) with the only difference that \( \alpha_1 \) is significantly larger \( \alpha_2 \). The interplay between \( \Psi_j \) and \( \Phi_j \) is similar to the interplay between \( \Gamma_1 \) and \( \Gamma_2 \) in the proof of Theorem 5.3, but some extra care is needed. In particular, while underloaded bins with load of \( m/n - \Theta(\log n) \) contribute heavily to \( \Gamma_1 \) (or \( \Gamma_2 \)), their contribution has to be eliminated here in order to derive a gap bound better than \( O(\log n) \).
6.3 Proof Outline of Lemma 6.6

We will now give a summary of the main technical steps in the proof of Lemma 6.6 (an illustration of the key steps is shown in Figure 5). On a high level, the proof mirrors the proof of Theorem 5.3; however, there are some differences, especially in the final part.

First, fix any \(1 \leq j \leq k - 1\). Then the inductive hypothesis ensures that \(\Phi_j^{(r)}\) is small for \(r \in [\beta_{j-1}, t + n \log^5 n]\). From that, it follows by a simple estimate that \(\Psi_j^{(\beta_{j-1})} \leq e^{0.01 \log^3 n}\) (Claim 6.13). Using a multiplicative drop (Lemma 6.8) repeatedly, it follows that there exists \(u \in [\beta_{j-1}, \beta_{j-1} + n \log^3 n]\), \(\mathbb{E}[\Psi_j^{(u)}] \leq cn\) (Lemma 6.10). Then by Lemma 6.11, this statement is extended to the time-interval \([\beta_{j-1} + n \log^3 n, t + n \log^5 n]\). By simply using Markov’s inequality and a union bound, we can deduce that \(\Psi_j^{(r)} \leq cn^{12}\) for all \(r \in [\beta_{j-1} + n \log^3 n, t + n \log^5 n]\). By a simple relation between two potentials, this implies \(\Phi_j^{(r)} \leq n^{4/3}\) (Claim 6.14 (ii)). Now using a multiplicative drop (Lemma 6.8) guarantees that this becomes \(\Phi_j^{(r)} \leq cn\) w.h.p. for a single time-step \(r \in [\beta_{j-1}, \beta_j]\) (Lemma 6.12).

To obtain the stronger statement which holds for all time-steps \(r \in [\beta_{j-1}, \beta_j]\), we will use a concentration inequality. The key point is that whenever \(\Psi_j^{(s)} \leq cn^{12}\), then the absolute difference \(|\Phi_j^{(s+1)} - \Phi_j^{(s)}|\) is at most \(n^{1/3}\), because \(12.1 \frac{22}{13} < 1/3\) (Claim 6.14 (ii)). This is crucial so that applying the supermartingale concentration bound Theorem 2.1 from [11] to \(\Phi_j\) yields an \(O(n)\) guarantee for the entire time interval.

\[
\begin{align*}
\text{Claim 6.13:} & \quad \Phi_j^{(s)} \leq 2cn \quad \text{for all } s \in [\beta_{j-1}, t + n \log^5 n] \quad \text{(Inductive hypothesis)} \\
\text{Expectation drop using Lemma 6.8} \\
\text{Lemma 6.10:} & \quad \exists s_0 : \mathbb{E}[\Phi_j^{(s_0)}] \leq cn \\
\text{Lemma 6.11:} & \quad \mathbb{E}[\Phi_j^{(s)}] \leq cn \quad \text{for all } s \in [s_0, t + n \log^5 n] \\
\text{Markov & Bound} \\
\text{Claim 6.14 (ii):} & \quad \Phi_j^{(s)} \leq cn^{12} \text{ w.h.p. for all } s \in [\beta_{j-1} + n \log^3 n, t + n \log^5 n] \\
\text{Lemma 6.12:} & \quad \exists r_0 : \Phi_j^{(r_0)} \leq cn \quad \text{w.h.p.} \\
\text{Starting point:} & \quad \Phi_j^{(r_0)} \leq 2cn \quad \text{for all } s \in [r_0, t + n \log^5 n] \quad \text{(Inductive step)} \\
\text{Completion of the Proof of Lemma 6.6:} & \quad r_0, \Phi_j^{(r_0)} \leq cn \quad \text{for all } s \in [r_0, t + n \log^5 n] \\
\end{align*}
\]

Figure 5 Outline for the proof of Lemma 6.6. Results in blue are given in Section 6.4, while results in green are used in the application of the concentration inequality (Theorem 2.1).

6.4 Auxiliary Definitions and Claims for the proof of Lemma 6.6

In the following, we will always implicitly assume that \(1 \leq j \leq k - 1\), as the case \(j = 0\) has already been done. We define the following event, which will be used frequently in the proof:

\[E_{j-1} := \left\{ \Phi_j^{(r)} \leq 2cn \right\}.\]
Recall that the induction hypothesis asserts that $\mathcal{E}^{(s)}_{j-1}$ holds for all steps $s \in [\beta_{j-1}, t + n \log^5 n]$. In the following arguments we will be working frequently with the “killed” versions of the potentials, i.e., we condition on $\mathcal{E}^{(s)}_{j-1}$ holding on all time steps:

$$\Phi^{(s)}_{j} := \Phi^{(s)}_{j} \cdot 1_{\cap_{r \in [\beta_{j-1}, \alpha_{j}]} \mathcal{E}^{(r)}_{j-1}} \quad \text{and} \quad \Psi^{(s)}_{j} := \Psi^{(s)}_{j} \cdot 1_{\cap_{r \in [\beta_{j-1}, \alpha_{j}]} \mathcal{E}^{(r)}_{j-1}}.$$  

As the proof of Lemma 6.6 requires several claims and lemmas, the remainder of this section is divided further in:

1. Analysis of the (expected) drop of the potentials $\Phi_{j}$ and $\Psi_{j}$. (Section 6.4.1)
2. Auxiliary (Probabilistic) lemmas based on these drop results. (Section 6.4.2)
3. Deterministic inequalities that involve one or two potentials. (Section 6.4.3)

### 6.4.1 Analysis of the Drop of the Potentials $\Phi_{j}$ and $\Psi_{j}$

We define $\alpha_{j}^{(s)} := \frac{\beta_{j} - 1}{n} + \frac{\beta_{j} - 1}{n} \cdot j (\log n)^{1/k}$, so that when $\mathcal{E}^{(s)}_{j-1}$ holds, then $y_{n, \delta_{k-j}}^{(s)} \leq \alpha_{j}^{(s)} - 1$; this will be established in the next lemma below.

► **Lemma 6.7.** For any step $s \geq 1$, if $\mathcal{E}^{(s)}_{j-1}$ holds then $y_{n, \delta_{k-j}}^{(s)} \leq \alpha_{j}^{(s)} - 1$.

► **Lemma 6.8.** For any step $s \geq \beta_{j-1} = t + 2j n \log^3 n$, $E \left[ \Phi^{(s+1)}_{j+1} | \mathcal{E}^{(s)}_{j-1}, \Phi^{(s)}_{j} \right] \leq \left( 1 - \frac{1}{n} \right) \cdot \Phi^{(s)}_{j} + 2$, and $E \left[ \Psi^{(s+1)}_{j+1} | \mathcal{E}^{(s)}_{j-1}, \Psi^{(s)}_{j} \right] \leq \left( 1 - \frac{1}{n} \right) \cdot \Psi^{(s)}_{j} + 2$.

► **Claim 6.9.** Let $\tilde{\Phi}_{j}^{(s)}$, $\tilde{\mathcal{E}}^{(s)}_{j-1}$, and $\alpha_{j}^{(s)}$ be defined as in Lemma 6.8. Then for any bin $i \in [n]$ with $x_{i}^{(s)} \geq \alpha_{j}^{(s)}$, we get $\Pr \left[ x_{i}^{(s+1)} = x_{i}^{(s)} + 1 \mid \tilde{\Phi}_{j}^{(s)}, \tilde{\mathcal{E}}^{(s)}_{j-1}, x_{i}^{(s)} \geq \alpha_{j}^{(s)} \right] \leq \frac{\gamma_{j}^{(s)}}{n}$.

### 6.4.2 Auxiliary Probabilistic Lemmas on the Potential Functions

The first lemma proves that $\tilde{\Psi}_{j}^{(s)}$ is small in expectation for at least one time-step. It relies on the multiplicative drop (Lemma 6.8), and the fact that precondition $\cap_{r \in [\beta_{j-1}, \beta_{j}]} \mathcal{E}^{(r)}_{j-1}$ holds due to the definition of the killed potential $\tilde{\Psi}_{j-1}$.

► **Lemma 6.10.** There exists $s \in [\beta_{j-1}, \beta_{j} + n \log^3 n]$ such that $E[ \tilde{\Psi}_{j}^{(s)} ] \leq cn$.

Generalizing the previous lemma, and again exploiting the conditioning on $\cap_{r \in [\beta_{j-1}, \beta_{j}]} \mathcal{E}^{(r)}_{j-1}$ of $\Psi^{(s)}_{j}$, we know prove that $\tilde{\Psi}_{j}^{(s)}$ is small in expectation for the entire time interval.

► **Lemma 6.11.** For all $s \in [\beta_{j-1} - n \log^3 n, t + n \log^5 n]$, $E[ \tilde{\Psi}_{j}^{(s)} ] \leq cn$.

We now switch to the other potential function $\tilde{\Phi}_{j}^{(s)}$, and prove that if it is polynomial in at least one step, then it is also linear in at least one step (not much later).

► **Lemma 6.12.** For all $1 \leq j < k$ it holds that,

\[
\Pr \left[ \bigcup_{s \in [\beta_{j-1}, \beta_{j}]} \{ \tilde{\Phi}_{j}^{(s)} \leq cn \} \mid \bigcup_{r \in [\beta_{j-1}, \beta_{j} + n \log^3 n]} \{ \tilde{\Phi}_{j}^{(r)} \leq n^{4/3} \} \right] \geq 1 - n^{-5}.
\]
6.4.3 Deterministic Relations between the Potential Functions

We collect several basic facts about the potential functions \( \Phi_j^{(s)} \) and \( \Psi_j^{(s)} \).

\[ \text{Claim 6.13.} \quad \text{For any } s \geq 0, \Phi_j^{(s)} \leq 2cn \text{ implies } \Psi_{j+1}^{(s)} \leq \exp(0.01 \cdot \log^3 n). \]

The next claim is crucial for applying the concentration inequality, since the third statement bounds the maximum additive change of \( \Phi^{(s)} \) (assuming \( \Psi^{(s)} \) is small enough):

\[ \text{Claim 6.14.} \quad \text{For any } s \geq 0, \text{ if } \Psi_j^{(s)} \leq cn^{12}, \text{ then (i) } x_i^{(s)} \leq \frac{c}{n} + \frac{12 + 1}{cn} (\log n)^{\frac{k-1}{k}} + \frac{2}{cn^{0.5}} j (\log n)^{1/k} \text{ for all } i \in [n], \text{ (ii) } \Phi_j^{(s)} \leq n^{4/3} \text{ and (iii) } |\Phi_j^{(s+1)} - \Phi_j^{(s)}| \leq n^{1/3}. \]

The next claim is a simple “smoothness” argument showing that the potential cannot decrease quickly within \( n/\log^2 n \) steps. The derivation is elementary and relies on the fact that average load does not change by more than \( 1/\log^2 n \).

\[ \text{Claim 6.15.} \quad \text{For any } s \geq 0 \text{ and any } r \in [s, s + n/\log^2 n], \text{ we have } \Phi_j^{(r)} \geq 0.99 \cdot \Phi_j^{(s)}. \]

7 Applications of the Relaxed Quantile Process

In this section we present two implications of our analysis in Section 6, exploiting the flexibility of the relaxed version of the \( k \)-quantile process. The first implication is based on majorizing the \((1 + \beta)\)-process by a suitable relaxed \( k \)-quantile process, where \( k \) depends on \( \beta \) (see Lemma 7.3).

\[ \text{Theorem 7.1.} \quad \text{Consider a } (1 + \beta)\text{-process with } \beta \geq 1 - 2^{-0.5(\log n)^{(k-1)/k}} \text{ for some integer } 1 \leq k \leq \kappa \cdot \log \log n. \text{ Then for any } m \geq 1, \]

\[ \Pr \left[ \text{Gap}(m) \leq 1000 \cdot k \cdot (\log n)^{1/k} \right] \geq 1 - n^{-3}. \]

In particular, if \( \beta \geq 1 - n^{-c_1} \), for any (small) constant \( c_1 > 0 \), then there is a constant \( c_2 = c_2(c_1) > 0 \) such that the gap is at most \( c_2 \cdot \log \log n \) w.h.p..

We can also derive an almost matching lower bound, showing that \( 1 - \beta \) has to be (almost) polynomially small in order to achieve a gap of \( \mathcal{O}(\log \log n) \) (Remark 7.4 in the appendix).

Our result for \( k \) quantiles can be also applied to graphical balanced allocations, where the graph is parameterized by its spectral expansion \( \lambda \in [0, 1] \). Similar to the derivation of Theorem 7.1, the idea is to show that the graphical balanced allocation process can be majorized by a suitable relaxed \( k \)-quantile process.

\[ \text{Corollary 7.2 (special case of Theorem 7.8).} \quad \text{Consider graphical balanced allocation on a } d\text{-regular graph with spectral expansion } \lambda \leq n^{-c_1} \text{ for a constant } c_1 > 0. \text{ Then there is a constant } c_2 = c_2(c_1) > 0 \text{ such that for any } m \geq 1, \Pr \left[ \text{Gap}(m) \leq c_2 \cdot \log \log n \right] \geq 1 - n^{-3}. \]

As shown in [33], for any \( d = \text{poly}(n) \), a random \( d\)-regular graph satisfies \( \lambda = \mathcal{O}(1/\sqrt{d}) \) w.h.p., and thus the gap bound above applies. For the lightly loaded case, [22] proved that any regular graph with degree at least \( n^{\Omega(1/\log \log n)} \) achieves a gap \( \mathcal{O}(\log \log n) \), and they also showed that this density is necessary. For the heavily loaded case, [28] proved a gap bound of \( \mathcal{O}(\log n) \) for any expander. Hence Corollary 7.2 combines these lines of work, and establishes that the \( \mathcal{O}(\log \log n) \) gap bound extends from complete graphs to dense and (strong) expanders.
7.1 $(1 + \beta)$-Process for large $\beta$

We first relate the $(1 + \beta)$-process to a relaxed quantile process.

**Lemma 7.3.** Consider a $(1 + \beta)$-process with $\beta \geq 1 - 2^{-0.5(\log n)(k-1)/k} = 1 - \delta_1$ for some integer $k \geq 1$. Then this $(1 + \beta)$-process is a Relaxed-Quantile, $(\delta_1, \ldots, \delta_k)$-process, where each $\delta_i$ is $\tilde{\delta}_i$ being rounded up to the nearest multiple of $\frac{1}{k}$ and $\gamma = 3$.

Using the above lemma, majorization and Theorem 6.5 yields immediately:

**Theorem 7.1.** Consider a $(1 + \beta)$-process with $\beta \geq 1 - 2^{-0.5(\log n)(k-1)/k}$ for some integer $1 \leq k \leq n \cdot \log \log n$. Then for any $m \geq 1$,

$$\Pr \left[ \text{Gap}(m) \leq 1000 \cdot k \cdot (\log n)^{1/k} \right] \geq 1 - n^{-3}.$$

In particular, if $\beta \geq 1 - n^{-c_1}$, for any (small) constant $c_1 > 0$, then there is a constant $c_2 = c_2(c_1) > 0$ such that the gap is at most $c_2 \cdot \log \log n$ w.h.p.

It is straightforward to derive an almost matching lower bound on the gap, showing that $1 - \beta$ has to be (almost) polynomially small in order to achieve a gap of $O(\log \log n)$:

**Remark 7.4.** Consider a $(1 + \beta)$-process with $\beta \leq 1 - n^{-c_3}/\log \log n$ for some $c_3 > 0$ (not necessarily constant). Then, $\Pr \left[ \text{Gap}(n) \geq \frac{c_3}{3} \log \log n \right] \geq 1 - o(1)$.

7.2 Graphical Balanced Allocation

We now analyze the graphical balanced allocation process, with a focus on dense expander graphs. To this end, we first recall some basic notion of spectral graph theory and expansion. For an undirected graph $G$, the normalized Laplacian of $G$ is a $n \times n$-matrix defined by $L = I - D^{-1/2} \cdot A \cdot D^{1/2}$, where $I$ is the identity matrix, $A$ is the adjacency matrix and $D$ is the diagonal matrix where $D_{u,u} = \deg(u)$ for any vertex $u \in V$. Further, let $\lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n$ be the $n$ eigenvalues of $L$, and let $\lambda := \max_{i \in [2,n]} |1 - \lambda_i|$ be the spectral expansion of $G$. Further, for any set $U \subseteq V$ define $\text{vol}(U) := \sum_{v \in U} \deg(v)$. Note that for a $d$-regular graph, we have $\text{vol}(U) = d \cdot |U|$ and $\text{vol}(V) = dn$.

We now recall the following (stronger) version of the Expander Mixing Lemma (cf. [12]):

**Lemma 7.5** (Expander Mixing Lemma). For any subsets $X, Y \subseteq V$,

$$\left| E(X, Y) - \frac{\text{vol}(X) \cdot \text{vol}(Y)}{\text{vol}(V)} \right| \leq \lambda \cdot \sqrt{\frac{\text{vol}(X) \cdot \text{vol}(\overline{X}) \cdot \text{vol}(Y) \cdot \text{vol}(\overline{Y})}{\text{vol}(V)}},$$

where $\text{vol}(\overline{X}) = \text{vol}(V \setminus X)$.

In the following, we consider $G$ to be a $d$-regular graph.

**Proposition 7.6.** Consider the probability vector $p_i^t$, $1 \leq i \leq n$ of a graphical balanced allocation process on a $d$-regular graph $G$ with spectral expansion $\lambda$. Then this vector satisfies for any load configuration at any time $t$ the following three inequalities.

1. For any $1 \leq j \leq \lambda \cdot n$, $\sum_{i=1}^{j} p_i^t \leq 2\lambda \cdot \frac{j}{n}$.
2. For any $\lambda \cdot n \leq j$, $\sum_{i=1}^{j} p_i^t \leq 2 \cdot \left( \frac{j}{n} \right)^2$.
3. For any $1 \leq j \leq n$, $\sum_{i=1}^{j} p_i^t \leq \frac{j}{n} \cdot (1 - (1 - \lambda) \cdot \frac{n-2}{n})$.
Lemma 7.7. Consider a graphical balanced allocation process on a connected, d-regular graph on G with spectral expansion λ ≤ 1/2. Further, let \(2^{-0.5(\log n)^{(k-1)/k}} ≥ λ\) for an integer \(k ≥ 1\). Then there exists a process in the class RELAXED-QUANTILE, \((δ_1, \ldots, δ_k)\), where each \(δ_i\) is \(\tilde{δ}_i\) being rounded up to the nearest multiple of \(1/n\) and \(γ = 2\), which majorizes the probability vector of the graphical balanced allocation process in each round \(t ≥ 1\), for any possible load configuration.

Theorem 7.8. Consider a graphical balanced allocation process on a connected, d-regular graph on G with spectral expansion λ ≤ 1/2. Further, let \(k ∈ [1, k ≤ κ \cdot \log \log n]\) be the largest integer such that \(2^{-0.5(\log n)^{(k-1)/k}} ≥ λ := \max\{λ, n^{-0.0005}\}\). Then for any \(m ≥ 1\),

\[\Pr \left[ \text{Gap}(m) ≤ 1000 \cdot k \cdot \left( \frac{\log n}{\log(1/λ)} \right)^{(k+1)/k} \right] ≥ 1 - n^{-3}.\]

From the general bound in the above corollary, we can deduce the following two bounds:

Remark 7.9. Under the assumptions of Theorem 7.8, we have the following more explicit (but slightly weaker) bound for any \(2 ≤ k ≤ κ \cdot \log \log n\),

\[\Pr \left[ \text{Gap}(m) ≤ 1000 \cdot \frac{\log \log n}{\log \log n - \log \log(1/λ) + \log(0.5)} \cdot \left( \frac{\log n}{\log(1/λ)} \right)^{3/2} \right] ≥ 1 - n^{-3}.\]

Also if \(λ ≤ 1/(\log n)^{c_1}\) for some constant \(0 < c_1 < 1\), then

\[\Pr \left[ \text{Gap}(m) ≤ 1000 \cdot \frac{1}{\log(10^3)} \cdot \log \log n \cdot (\log n)^{(3/2)\cdot(1-c_1)} \right] ≥ 1 - n^{-3}.\]

Finally, let us consider the case where \(λ\) decays polynomially in \(n\).

Corollary 7.2 (special case of Theorem 7.8). Consider graphical balanced allocation on a d-regular graph with spectral expansion \(λ ≤ n^{-c_1}\) for a constant \(c_1 > 0\). Then there is a constant \(c_2 = c_2(c_1) > 0\) such that for any \(m ≥ 1\), \(\Pr \left[ \text{Gap}(m) ≤ c_2 \cdot \log \log n \right] ≥ 1 - n^{-1}.\)

Note that \(λ ≤ n^{-c_1}\) captures a relaxed, multiplicative approximation of Ramanujan graphs (it is in fact more relaxed than the existing notion “weakly Ramanujan”). Recently, [33] proved that for any \(\text{poly}(n) ≤ d ≤ n/2\), a random d-regular graph satisfies the constraint on \(λ\) with probability at least \(1 - n^{-1}.\)

Further, we remark that the above result extends one of the main results of [22] which states that for any graph with degree \(n^{1/(\log \log n)}\), graphical balanced allocation achieves a gap of at most \(Θ(\log \log n)\) in the lightly loaded case \((m = n)\). Our result above also refines a previous result of [28] which states that for any expander graph, a gap bound of \(O(\log n)\) holds (even in the heavily loaded case \(m ≥ n\)). In conclusion, we see that the gap bound of \(O(\log \log n)\) extends from the complete graph (which is the Two-Choice process) to other graphs, provided we have a strong expansion and high density.

8 Conclusions

In this work, we introduced a new framework of balls-and-bins with incomplete information. The main contributions are as follows:
1. A lower bound of $\Omega(\sqrt{\log n})$ for a fixed $m = \Theta(n\sqrt{\log n})$ for one adaptive query (Theorem 4.4), disproving Problem 1.3 in [16]. Also, a stronger lower bound of $\Omega(\log n/\log \log n)$ for “many” time-steps in $[1, n\log^2 n]$ (Corollary 4.2), again for one adaptive query.

2. Design and analysis of an instance of the $k$-quantile process for any $k \geq 1$. This process performs well empirically (Section 9), and achieves w.h.p. an $O(k \cdot (\log n)^{1/k})$ gap for any $m \geq 1$ and $k = O(\log \log n)$ (Theorem 6.1). This theoretical result has several implications:
   - A “power of two queries” phenomenon: reduction of the gap from $\Omega(\log n/\log \log n)$ to $O(\sqrt{\log n})$ by increasing the number of queries from one to two.
   - For $k = \Theta(\log \log n)$, a gap bound of $O(\log \log n)$ which matches the gap of the process with full information (Two-Choice) up to multiplicative constants.
   - New upper bounds on the gap of the $(1 + \beta)$ process with $\beta$ close to 1 by relating it to a relaxed-quantile process (Theorem 7.1).
   - New upper bounds on the graphical balanced allocation on dense expander graphs, making progress towards Open Question 2 in [28] (Corollary 7.2).

3. Several majorizations and reductions between the processes Quantile, Threshold, Relaxed-Quantile, Thinning, $(1 + \beta)$ and Two-Choice (see Figure 2 for a high-level outline, and Section 3 for more details).

One natural open question is whether we can prove matching lower bounds, in particular, the case $k \geq 2$ is wide open. Another interesting direction is to investigate other allocation processes with limited information, e.g., where a sampled bin reports its actual load perturbed by some random or deterministic noise function.

9 Experimental Results

In Table 1 and Figure 6a, we also recorded the empirical distribution of the gap for $m = 1000 \cdot n$ balls for the $(1 + \beta)$ with $\beta = 1/2$, the $k$-Quantile (for $k = 1, 2, 3, 4$) of the form defined in Section 6, and the Two-Choice process. The experiments show a large improvement of $k = 2$ over $k = 1$ (“Power of Two Queries”). Figure 6b shows empirical evidence that the gap decreases (and approaching closely the Two-Choice gap) in regular graphs as the degree increases.

![Figure 6](image-url) (a) Balanced allocation on complete graphs. (b) Balanced allocation on random $d$-regular graphs.
Table 1 Summary of our Experimental Results ($m = 1000 \cdot n$).

| $n$ | $(1 + \beta)$, for $\beta = 0.5$ | $k = 1$ | $k = 2$ | $k = 3$ | $k = 4$ | Two-Choice |
|-----|---------------------------------|--------|--------|--------|--------|------------|
| $10^3$ | 12 : 5% | 13 : 15% | 14 : 31% | 15 : 21% | 16 : 15% | 17 : 5% | 18 : 4% | 19 : 2% | 20 : 1% | 21 : 1% | 103 : 5% | 13 : 15% | 14 : 31% | 15 : 21% | 16 : 15% | 17 : 5% | 18 : 4% | 19 : 2% | 20 : 1% | 21 : 1% | 2 : 4% | 3 : 80% | 4 : 16% | 4 : 2% | 4 : 1% | 2 : 24% | 3 : 74% | 3 : 49% | 3 : 7% |
| $10^4$ | 16 : 3% | 17 : 21% | 18 : 19% | 19 : 10% | 20 : 23% | 21 : 11% | 22 : 10% | 23 : 2% | 24 : 1% | 6 : 14% | 7 : 42% | 8 : 25% | 9 : 15% | 10 : 2% | 11 : 1% | 12 : 1% | 2 : 8% | 3 : 27% | 4 : 65% | 5 : 8% | 3 : 83% | 3 : 95% | 2 : 46% | 3 : 54% |
| $10^5$ | 20 : 2% | 21 : 7% | 22 : 9% | 23 : 26% | 24 : 27% | 25 : 14% | 26 : 6% | 27 : 3% | 28 : 4% | 29 : 1% | 34 : 1% | 8 : 28% | 9 : 42% | 10 : 18% | 11 : 7% | 12 : 3% | 14 : 1% | 15 : 1% | 4 : 72% | 5 : 26% | 6 : 2% | 3 : 46% | 3 : 79% | 3 : 100% |
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