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ABSTRACT

Image processing is a method to convert an image into digital form and perform some operations on it. It is a type of signal dispensation in which input is image, video frame or photograph and output may be image or characteristics associated with that image. Image processing basically include the three steps as importing the image with optical scanner or by digital photography. Analyzing and manipulating the image which includes data compression and image enhancement and spotting pattern that are not to human eyes like satellite photographs. Output is the last stage in which result can be altered and report is based on image analysis. In recent trends, image processing domain plays a virtual part of real time application in modern world. Feature extraction starts from an initial set of measured data and builds derived values (features) intended to be informative and non-redundant, facilitating the subsequent learning and generalization steps, some cases leading to better human interpretations.
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I. Introduction

Image processing involves processing or altering an existing image in a desired manner and also helps in obtaining the image in the readable format. Benefits of Image processing is faster and cost effective, image sharpening and restoration-to create a better image, which can be retrieval easily from the database. Feature extraction is the most important step in image processing. It helps in extracting the feature of an image as ideal as possible. Feature extraction techniques are applied to get feature that will be useful in classifying and recognizing the images.

These methods are classified as low-level feature extraction and high-level feature extraction. Low-level feature extractions are based on finding the points, lines, edges etc while high level feature extraction methods use the low level feature to provide more significant information for further processing of image analysis. Feature plays a very important role in the area of image processing. Before getting features, various image processing techniques like binarization, thresholding, resizing, normalization etc. are applied on the sampled image. After that, feature extraction techniques are applied to get features that will be useful in recognition of images. Feature extraction techniques are helpful in various image processing applications. As features define the behaviour of an image, the show its place in terms of storage taken.

Feature extraction techniques and explaining in what scenario, which feature extraction technique, will be better.

II. Literature Survey

Rajkumar et al, [1] describes, the efficiency of feature extraction method enhance the further processing of an image to a great extent. These features can be used in image matching, pattern recognition and retrieval. Feature extraction technique is used to extract that feature by keeping as much as information as possible from the large set of data of image. Numerous methods are used to extract features like color, texture and shape as feature vector.

Dixa Saxena et al, [2] to obtain the most relevant information from the original data and represent the
information in a lower dimensionality space. Constructing combinations of the variable to get reduced number of features while still describing the data sufficient accuracy.

Asghar Feizi, [3] the feature have high discriminative power and low dimensional feature space. In the process of feature fusion, the features keep independent and contain redundant and overlapping information as little as possible. The feature are resistant to thorny challenges of person Re-Identification including low resolution, occlusion, arbitrary poses, background cutter and variation in illumination.

Monika et al, [4] the objective of the features extraction is to capture important characteristics of region under investigation in the kidney images. The features of the region should be able to identify region uniquely. The present research has used statistical features to identify the region of interest. The concept of gray level co-occurrence matrix (GLCM) used to extract the features.

Elavarasan et al, [5] deals, the technique is used to extracts a subset of new features from the original feature set by means of some functional mapping by keeping as much information in the data as possible. The following methods are commonly used for the features extraction. The following methods are Principal Component Analysis (PCA) and Linear Discriminant Analysis (LDA). PCA method extracts a lower dimensional space by analyzing the covariance structure of multivariate statistical observations. LDA mainly projects the high-dimensional data into lower dimensional space.

Shreya Narang et al, [6] explain, feature extraction is the main part of the speech recognition system. It is considered as the heart of the system. The work of this is to extract those features from the input speech (signal) that help the system in identifying the speaker. Feature extraction compresses the magnitude of the input signal (vector) without causing any harm to the power of speech signals.

Preeti et al, [7] says, the images to extract patterns and derive knowledge from large collections of images which mainly deals with identification and extraction of unique features for a particular domain. Increasing amount of illicit image data transmitted via the internet has triggered the need to develop effective image mining system for digital forensics purpose.

Muhammad et al, [8] describes, feature extraction in HCR is a very important field of image processing and object recognition. Fundamental component of characters are called features. The basic task of feature extraction and selection is to find out group of the most effective features for classification that is compressing from high-dimensional feature space to low-dimensional feature space.

Wu Pin et al, [9] deals, new features represent raw data with linear or non-linear transformations, and the dimension of low-dimensional space are always the dimensions of sample data’s features. Feature extraction can solve the issue which high-dimension data facing, using little but enough data to represent raw data to make recognizing and retrieving quickly. In this case, feature directly influences the whole system. Manual feature designing are a way that need people’s wisdom and experience.

Gaurav et al, [10] presents the image data and finding the most appropriate feature extraction method, in order to utilize them in various application. Image is a different kind of data which includes a huge amount of information, such as color information, objects, edges, pixel definition, dimensions and others. The various key features and properties of image data by which the information from the image is extract and utilized for different application of face recognition, image retrieval and others.

Gaurav Kumar et al, [11] feature extraction done after the processing phase in character recognition system. The primary task of pattern recognition is to take an possible output and correctly assign it as one of the possible output classes. This process divided into two general stages: Feature selection and classification.

Ryszard et al, [14] the extraction task transforms rich content of images into various content features. Feature extraction is most critical because the particular features made available for discrimination directly. The end result of the extraction task is a set of features, commonly called a feature vector, which constitutes a representation of the image.

Sriram et al, [16] we propose a feature extraction technique based on two-dimensional (2-D) spectro-temporal AR models. The initial model is the
temporal AR model based on frequency domain linear prediction. A robust feature extraction scheme must rely on the high energy regions in the spectro-temporal plane. In general, an autoregressive (AR) modeling approach represents high energy regions with good modeling accuracy. One-dimensional AR modeling of signals spectra is widely used for feature extraction of speech.

III. Conclusion

Image processing is a method to convert an image into digital form and perform some operations on it. It is a type of signal dispensation in which input is image, like video frame or photograph and output may be image or characteristics associated with that image. Many feature algorithms proposed by different researchers are discussed and the issues present in the existing algorithm were identified. Features play a very important role in the area of image processing. The various image processing techniques like binarization, thresholding, resizing, normalization etc. are applied on the sampled image. Feature extraction techniques are applied to get features that will be useful in recognition of images, and helpful in various image processing applications. Many authors applied feature extraction techniques in different applications. Accurate results are obtained using those techniques.
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