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Abstract

The supervised-learning-based morphing attack detection (MAD) solutions achieve outstanding success in dealing with attacks from known morphing techniques and known data sources. However, given variations in the morphing attacks, the performance of supervised MAD solutions drops significantly due to the insufficient diversity and quantity of the existing MAD datasets. To address this concern, we propose a completely unsupervised MAD solution via self-paced anomaly detection (SPL-MAD) by leveraging the existing large-scale face recognition (FR) datasets and the unsupervised nature of convolutional autoencoders. Using general FR datasets that might contain unintentionally and unlabeled manipulated samples to train an autoencoder can lead to a diverse reconstruction behavior of attack and bona fide samples. We analyze this behavior empirically to provide a solid theoretical ground for designing our unsupervised MAD solution. This also results in proposing to integrate our adapted modified self-paced learning paradigm to enhance the reconstruction error separability between the bona fide and attack samples in a completely unsupervised manner. Our experimental results on a diverse set of MAD evaluation datasets show that the proposed unsupervised SPL-MAD solution outperforms the overall performance of a wide range of supervised MAD solutions and provides higher generalizability on unknown attacks. Training codes and pre-trained models are publicly released \footnote{https://github.com/meilfang/SPL-MAD}.

1. Introduction

Face recognition technique has witnessed remarkable progress in recent years. A variety of face recognition methods \cite{3,19} are proposed in the literature and applied in practical applications with very high accuracy. However, these methods are vulnerable to several attack \cite{7,14,21,34}, one of which is the face morphing attack. A morphing attack is a face image which is purposefully manipulated to be matched with the probe images of more than one identity. As a result, morphing attack detection (MAD) solutions is of crucial importance to building reliable face recognition systems. Conventional single-image and differential MAD solutions \cite{13,22,25,40,42,43} require two classes of data, bona fide (i.e., not attack) and morphing attack samples for training a supervised MAD model. However, this restricts the MAD performance with the size and diversity of the training data. Most of the existing MAD datasets \cite{11,13,44} are limited in diversity and quantity caused by such as the labor-intensive pair selection, morphing process, and the limited of bona fide source data that is of suitable properties (e.g., ICAO compliant \cite{26}) and shareable in a privacy-aware frame. Moreover, due to ethical and legal issues, only a few MAD datasets \cite{11,13,44} are publicly available for the development of MAD solutions. Following the lack of diversity of MAD datasets and the possibility of facing attacks created by unknown methods, the supervised MAD solutions \cite{13,22,40,42,43} commonly results in poor performance generalization on unknown morphing attacks or data sources. To the best of our knowledge, only one single-image based \cite{8} and one differential based MAD method \cite{25} were proposed to detect morphing attacks as anomalies by training a one-class classifier. Despite the obtained improved performance on the unknown attack in comparison to supervised MAD approaches, training the one-class classifier still relies on the prior knowledge that all training samples are known to be bona fide, and thus it is not a completely unsupervised approach.

To target the lack of large-scale, labelled, and diverse MAD datasets, along with the low generalizability of supervised MADs on unknown attacks, we leverage the existing large-scale face recognition datasets to train our proposed unsupervised learning-based model. Most publicly available face recognition datasets were collected from the web and might consist of unintentionally and unlabeled manipulated samples. To alleviate this issue, we model our design as self-paced learning (SPL) paradigm. Self-paced learning paradigm is inspired by the cognitive learning order in human curricula, where samples are involved in the training phase from easy to hard ones \cite{1}. In this case, training data...
is evaluated and selected automatically based on the training loss without any prior knowledge of humans. Recently, researchers have investigated the potential of SPL paradigm [20, 30] and demonstrated that is significant a strong performance gain [51, 53]. Following the properties of the SPL paradigm as an effective learning strategy to suppress the side effects of noise samples or outliers by adjusting the weight of samples. Given the understanding of the limitations of supervised MAD solutions, we propose an SPL paradigm and incorporate it and incorporate it in our unsupervised MAD learning.

This work makes the following main contributions: 1) We first study the behavior of unsupervised anomaly detection through reconstruction error analyses on MAD data to ensure that our unsupervised MAD solution is developed on the bases of solid empirical analyses. Our study reveals that morphing attacks are more straightforward to reconstruct than bona fide samples when the reconstruction is learned on general face data; 2) We leverage our above-stated observation to present a novel unsupervised MAD solution via an adapted self-paced anomaly detection, namely SPL-MAD. The adapted SPL paradigm proved helpful in neglecting the suspicious unlabeled data in training and thus enhancing the reconstruction gap between bona fide and attack samples, leading to improving the generalizability of the MAD model. 3) The experimental results demonstrate that our SPL-MAD solution not only reaches the performance of supervised MAD solutions but also outperforms well-established supervised MAD methods and presents a more generalizable performance over a diverse set of unknown attacks included in eight MAD datasets.

2. Related work

A number of studies [22, 45] pointed out that face recognition systems are vulnerable to morphing attacks. To target this problem, several MAD solutions [13, 43, 48] were proposed. MAD solutions can be categorized into two groups based on the application scenario requirements: single-image MAD and differential-MAD, where the latter requires an investigated image and an additional live capture of the individual [5], which limits its applicability in many scenarios. In our case, we focus on the single-image-based MAD scenario, where only the investigated image is analyzed. Most single-image MAD solutions [13, 22, 40, 42, 43] are based on supervised learning that relies on data annotations. For example, Raghavendra et al. [43] proposed a handcrafted-feature-based solution where textural features were extracted across scale-space and were classified using collaborative representation. Damer et al. [13] proposed a pixel-wise MAD (PWMAD) solution where a network is trained to classify each pixel of the image into an attack or not, rather than only one binary label for the whole image. These supervised-learning-based solutions achieved good MAD performance typically on attacks with properties known during training. Variations in the attacks strongly effect the MAD performances, such variations can be related to the face morphing approach [6, 8, 10, 16, 54], the pairing protocols of morphed images [12, 15], image compression [32], the source of bona fide images [46], and re-digitization of the images [23, 40, 42], among other variations. Additionally, to the relative low generalizability of supervised MAD, their optimal training requires large-scale labelled databases with variation in the attacks, which is very challenging given the data-creating efforts and the legal limitations on using, sharing, and re-using biometric-based personal data [50].

Besides supervised MAD approaches, a single work [8] proposed to detect morphing attacks from single images by leveraging the anomaly detection technique, however, with very limited success. Damer et al. [8] studied detecting attacks as anomalies via one-class classifiers. However, the performance of the one-class model on unknown attacks was still low, considering roughly 50% detection error rates [8]. Moreover, training the one-class classifier in fact relies on the prior knowledge that all training samples are assumed to be bona fide data even if they included contamination, and thus it is not a completely unsupervised approach. Also, using a one-class classifier, but for the out of our scope differential morphing attack detection that requires a bona fide (live) image in its operation, a recent work [25] proposed a solution that also required bona fide labelled images for the training.

In addition to the lack of large-scale, labelled, and diverse datasets, leading to poor generalizability of the MAD model, most of the existing morph attack samples in MAD datasets [11, 13, 44] are created based on a small-scale bona fide samples. This is due to the insufficient identities in suitable (ICAO compliant [26]) and publicly available datasets. Compared to the face recognition datasets [52], and even face presentation attack (spoofing) databases [56], existing MAD datasets are hundred times smaller. Besides, only a few datasets (detailed information of eight MAD datasets can be found in Section 4.1) are available for MAD development research. To enhance the generalizability on unknown morphing attacks and avoid the need for diverse morphing development databases, we leverage the publicly available face recognition datasets and present an unsupervised face MAD solution, the SPL-MAD.

3. Methodology

3.1. Preliminaries

Convolutional autoencoder (CAE): Autoencoder (AE) is a branch of unsupervised learning techniques and has been widely used for anomaly detection [47, 57]. AE consists of an encoder representing the input in a latent do-
main and a decoder reconstructing the data from this latent feature. Convolutional autoencoder (CAE) is designed by stacking convolutional layers, where the encoder (denote as $f_e(\cdot, w_e)$) is combined by several convolutional layers and the decoder (denote as $f_d(\cdot, w_d)$) is combined by transposed convolutional layers. Given $i$-th input $x_i$ in dataset, the CAE $f_{CAE}(x_i, w)$ with model parameter $w$ can be formulated as following:

$$\hat{x}_i = f_{CAE}(x_i, w) = f_d(f_e(x_i, w_e), w_d)$$

(1)

where $w_e$ and $w_d$ is the parameters of the encoder and decoder, respectively. $\hat{x}_i$ is the reconstructed data. To measure the reconstruction quality, the most commonly used loss function for anomaly detection is mean square error (MSE), i.e., $L_{MSE} = \|x_i - \hat{x}_i\|_2^2$. Thus, the training objective of CAE can be constructed as:

$$\min_{w} \sum_{i=1}^{n} L_{MSE}(f_{CAE}(x_i, w), x_i).$$

(2)

Self-paced learning (SPL): we introduce first the conventional SPL as preliminaries based on [20, 30]. Given a training dataset $D = \{(x_i, y_i)\}_{i=1}^{n}$ with $n$ samples, where $x_i \in \mathbb{R}^d$ is the $i$-th sample and $y_i$ is the learning target (i.e., ground truth label). In our case, we use a fully convolutional autoencoder (CAE) to transform the input image, that is, $y_i$ is equal to input $x_i$. A learned model is denoted as $f(\cdot, w)$ where $w$ is the model parameter. Let $L(f(x_i, w), y_i)$ denote the loss function that computes the cost between estimated data $f(x_i, w)$ and target object $y_i$ of $i$-th sample. The sample weights is denoted as $v = [v_1, ..., v_n]$. Then, the objective of SPL can be presented as a union of a weighted loss term on all samples and a general self-paced regularizer imposed on sample weights. The objective of SPL can be expressed as the following minimization problem:

$$\min_{w, v \in (0, 1)^n} \mathbb{E}(w, v; \lambda) = \sum_{i=1}^{n} v_i L(f(x_i, w), y_i) + g(\lambda, v_i),$$

(3)

where $g(\lambda, v_i)$ is the self-paced regularizer with a penalty parameter $\lambda$ that controls the learning space. Alternative search strategy (ASS) [30] is generally used for solving Eq. 3 that alternatively optimizes model weight $w$ and sample weight $v$ while keeping the other fixed. For example, given a fixed $v$, the minimization over $w$ is a weighted loss minimization problem which is independent of regularizer $g(\lambda, v_i)$. Through such a jointly learning process of $w$ and $v$ by ASS with gradually increasing the value of $\lambda$, more samples can be automatically included in the training process from easy to hard in a self-paced manner based on training losses.

3.2. Unsupervised SPL-MAD

Reconstruction behavior exploration: In the context of anomaly detection, AE/CAE models trained on normal data are expected to produce higher reconstruction error for the abnormal data than normal data [24]. However, this assumption does not always hold as the reconstruction behavior of anomaly inputs is unclear when no anomalies exist in the training set. Zong et al. [57] observed that abnormal data obtains somehow lower reconstruction error than normal data. Hence, we will first analyze the reconstruction behavior in the MAD task by training a CAE on bona fides and limited morphed attacks. As discussed in Section 2, the insufficient number of identities in the existing MAD datasets is one possible reason for the poor generalization of MAD performance. To address this issue, we utilize the in-the-wild CASIA-WebFace dataset [52] as our assumed to be “mostly normal” samples, considering its diversity in capture environment, sensor, and identity. Specifically, the CASIA-WebFace dataset [52] consists of 494,414 images across 10,575 identities collected from the web and is used for face verification and identification tasks. Then, we use an additional MAD dataset, namely SMDD [9], together with CASIA-WebFace for exploration of reconstruction behavior. We select the SMDD dataset due to its privacy-friendly property and diversity in identity. The detailed in-

Figure 1. The curves of reconstruction error on two MAD test set (SMDD [9] and MorGAN-LMA [11], details in Section 4.1) by models trained without SPL and with SPL paradigm. The $x$-axis refers to the training epoch, and the $y$-axis is the average reconstruction error of all data. The green curve denotes the error of bona fide data, and the red curve presents the error of attack data. It can be seen that attacks are easier to reconstruct than bona fide samples, thus resulting in lower reconstruction error, which we leverage in our proposed MAD solution. The SPL paradigm also leads to a higher gap in the reconstruction error between bona fide and attacks.
formation of SMDD is presented later in Section 4.1. To investigate our conclusions hold on other datasets, we also did the same using the MorGAN-LMA (landmark-based morphs) dataset [11].

Figure 1 (a) and (c) illustrate the average reconstruction errors on MorGAN-LMA and SMDD test set by a vanilla CAE model trained on the unlabeled combined dataset in each epoch. It can be clearly observed that the average reconstruction errors of attacks are lower than bona fides. Meanwhile, the error gap between bona fides and attacks consistently persists as the training continues. This finding is in stark contrast to the assumption [24] in general anomaly detection, indicating that morph attacks are easier to reconstruct. The possible reasons are: 1) the possible artefacts resulting from various morphing processes induce an ambiguity in some of the image details, which might make the image similar to a wider range of reconstructions, as they make it similar to faces of multiple identities, and thus result in a lower reconstruction error. 2) the blending artefacts existing in some morphed images might be easier to decode (less sharp information) from attack encoding. Overall, such feasible error gaps prove that the models can be detected in an unsupervised manner even if the model is trained on data, including polluted attack data.

**SPL-MAD:** Despite the error gaps between bona fides and attacks observed in Figure 1, the gaps become gradually smaller as the training continues. This is probably caused by the model learning anomalous patterns from the polluted attack samples as the training continues and thus leading to a degraded ability of the model to remove anomalies. To address this concern, we propose to incorporate the SPL paradigm into the training, aiming to continually remove the suspicious attacks in the training phase. As we introduced before, the SPL paradigm consists of a problem-specific weighted term on all samples and an SPL regularizer on sample weights. Due to such ability of weight adjustment, SPL can enhance the robustness and generalizability of the model in polluted data. Therefore, we incorporate the SPL paradigm into our unsupervised MAD learning by assigning smaller weights to suspicious morphed attacks. Our SPL-MAD solution is defined by:

\[
\min_{w, v} \sum_{i=1}^{n} v_i L_{\text{MSE}}(f_{\text{CAE}}(x_i, w), x_i) + g(\lambda, v_i), \tag{4}
\]

where \(f_{\text{CAE}}(x_i, w)\) is the reconstructed image and \(L_{\text{MSE}}(\cdot)\) is the reconstruction loss (MSE in our case). The Eq. 4 is optimized by ASS. First, when sample weight \(v \in [0, 1]^{n}\) in the regularizer is fixed, the minimization over \(w\) is a weighted loss minimization problem and the optimal model \(w^*\) is determined as:

\[
w^* = \arg\min_{w} \sum_{i=1}^{n} v_i L_{\text{MSE}}(f_{\text{CAE}}(x_i, w), x_i). \tag{5}
\]

The Eq. 5 is solved by gradient descent in the training phase. Alternatively, given model parameter \(w\), the optimal weight of the \(i\)-th sample \(v^*_i\) is computed by:

\[
v^*_i = \arg\min_{v_i \in [0, 1]} \sum_{i=1}^{n} v_i L_{\text{MSE}}(f_{\text{CAE}}(x_i, w), x_i) + g(\lambda, v_i). \tag{6}
\]

Based on the observation in Figure 1 that lower reconstruction losses are achieved by morphs than by bona fides at the beginning of training and a smaller difference between bona fides and attacks in the later epochs of training, we adapted general SPL rules to meet our needs: 1) \(v^*_i\) is monotonically increasing w.r.t \(L_i\), the reconstruction loss of the \(i\)-th sample, which guides the model to select potential bona fide samples with larger losses in favor of suspicious morphs (morphs or images that have properties similar to a morphed image) with smaller losses. 2) \(v^*_i\) is monotonically decreasing w.r.t \(\lambda\), which means that a larger \(\lambda\) has a higher tolerance to the losses (i.e., smaller sample weight) and can remove more suspicious samples. 3) \(g(\lambda, v_i)\) is convex w.r.t \(v_i \in [0, 1]\) to ensure the soundness of SPL regularizer for optimization. Therefore, we selected a linear SPL regularizer proposed in [28] and modified its close-formed optimal solution formulation as:

\[
v^*_i = \begin{cases} 
1 - \frac{\lambda}{L_i}, & L_i > \lambda \\
0, & L_i \leq \lambda 
\end{cases} \tag{7}
\]

Thus, Eq. 7 helps our unsupervised training process: the sample weight of data with a loss smaller than \(\lambda\) (suspicious samples) is set to zero; the data with a large loss is assigned with a relatively large sample weight, which encourages CAE model to focus on the learning of potential of normal (assumed to be bona fide) samples.

Furthermore, we determine a self-adaptive \(\lambda\) by considering the reconstruction errors in each training step. We gradually increase the \(\lambda\) to the maximum \(\lambda_{\max} = \mu(s) - \sigma(s)\) with the increasing training step \(s\) by following the equation:

\[
\lambda = \min(\mu(s) - (m - r \cdot s) \cdot \sigma(s), \lambda_{\max}) \tag{8}
\]

where \(\mu(s)\) and \(\sigma(s)\) denote the mean and standard deviation of all data in the current training step \(s\). \(m\) is the constant initial standard deviation range, and \(r\) is the constant shrink rate. To be consistent with our modified SPL learning needs, \(r\) is usually set to a small value, where only a few easy samples with very low reconstruction losses are removed at the early training stage. In our case, we assume that the majority of (or all) training samples are normal (assumed to be bona fide) samples. Therefore, the coefficient \((m - r \cdot s)\) of \(\sigma(s)\) is limited to minimum 1 (i.e., \(1 \cdot \sigma(s)\) in \(\lambda_{\max}\)) to maintain the majority of the data. Our SPL-MAD paradigm is presented in Algorithm 1.
The proposed SPL-MAD algorithm

| Algorithm 1: The proposed SPL-MAD algorithm |
|---|
| **Input**: Input unlabeled data $D = \{x_i\}_{i=1}^n$, a CAE model with parameters $w$, training step size $s$ |
| **Output**: Updated model parameters $w$ |
| 1 | Initialize model parameter $w$, sample weights $v^*$ and $s = 0$ |
| 2 | Repeat |
| 3 | Randomly sample a batch size of data from $D$; |
| 4 | Calculate the reconstruction loss $L_{MSE}$ by forward propagation; |
| 5 | Compute $\lambda$ based on step-size $s$ by Eq. 8; |
| 6 | $s = s + 1$; |
| 7 | Updated sample weights $v^*$ by Eq. 7; |
| 8 | Update model parameters $w^*$ by Eq. 5; |
| 9 | Until convergence; |
| 10 | Return $w^*$ |

4. Experimental setup

4.1. Datasets

To evaluate the generalizability of our MAD solutions on unknown attacks, we use eight publicly available MAD datasets: LMA-DRD (PS) [13], LMA-DRD (D) [13], MorGAN-LMA [11], MorGAN-GAN [11], FRLL-Morphs [44], FERET-Morphs [44], FRGC-Morphs [44], and one synthetic morphing attack detection development dataset (SMDD) [9]. It should be noted that our model is trained on CASIA-WebFace dataset [52] which is used for face recognition tasks, and does not contain any information on the images being manipulated or not (morphed, beautified, re-digitized, and so on.). Furthermore, a privacy-friendly SMDD training set is added to CASIA-WebFace to explore the effect of unlabeled attack contamination in the unsupervised training phase.

LMA-DRD (D) and LMA-DRD (PS): The bona fide samples in LMA-DRD (D) and LMA-DRD (PS) are selected from VGGFace2 dataset [4] and morphed attack samples are created by OpenCV morphing [33] and following parametrization in [41] into two ways: ”D” refers to digital and ”PS” refers to re-digitized (print and scan). In our case, we only use the test set for unknown MAD, which consists of 123 bona fide and 88 morphs, for each D and PS.

MorGAN-LMA and MorGAN-GAN: The bona fide samples in MorGAN are selected from CelebA [31] and morphs are created by either OpenCV landmark-based morphing [33] (denoted as MorGAN-LMA) or GAN-based solution presented in [11] (denoted as MorGAN-GAN). Each of the test sets contains 750 bona fides and 500 morphs. Note that the generated faces by the GAN-based solution in this dataset are of the relatively low resolution of $64 \times 64$ pixels.

FRLL-, FERET-, and FRGC-Morphs: The morph samples in the FRLL-Morphs [44] dataset is generated based on the publicly available Face Research London Lab dataset [18]. FRLL-Morphs contains five different morphing methods: OpenCV [33], FaceMorpher [39], StyleGAN2 [29, 49], and WebMorpher [17], and AMSL [35]. FRLL-Morphs is created for the evaluation of attack vulnerability and MAD performance (i.e., containing only a test set) and is thus suitable in our case for evaluating our solution. Each test set contains 204 bona fides and 1,222 attacks (per morphing type). The FERET-Morphs [44] datasets contain bona fide images from FERET [37] and three types of morph attacks generated from OpenCV [33], FaceMorpher [39], and StyleGAN2 [29, 49]. The test set contains 1,361 bona fides and between 523 and 525 attacks per morph type. Similarly, the FRGC-Morphs [44] datasets contains bona fide images from FRGC v2.0 [38] and three types of morph attacks generated from OpenCV [33], FaceMorpher [39], and StyleGAN2 [29, 49]. The test set contains 3,069 bona fides and between 961 and 963 attacks per morph type.

SMDD: The SMDD [9] dataset is a synthetic-based MAD database that bona fide images are created by StyleGAN2-ADA [29, 49] and morph attacks are generated based on such bona fide by using OpenCV morphing technique [33]. The training set and test set contain 25,000 bona fides and 15,000 morphs, each. Their extensive results showed that SMDD could be served as an effective training set for the MAD model, even when the MAD model encounters attacks created with unknown morphing techniques or data sources. Moreover, by considering the privacy-friendly characteristic and diversity of the SMDD dataset, we use the SMDD training set for further attack contamination exploration.

For the datasets that were also explored as the training data for supervised MAD methods in the experiments, only their respective train set was used for training, and only their test sets were used for evaluation. Both sets are identity-disjoint in all the datasets.

4.2. Implementation details

We use a CAE model consisting of seven convolutional blocks as our SPL-MAD backbone. We use a large-scale face dataset CASIA-WebFace [52] for face verification and identification task to train the CAE model. All the databases are cropped using landmark points obtained from Multi-task Cascaded Convolutional Networks (MTCNN) [55]. All crops are resized to $224 \times 224$ to match the network input size. Overall, the input image size is $224 \times 224 \times 3$ for training. In the training phase, we use the stochastic gradient descent (SGD) optimizer with a momentum of 0.9 and a weight decay of 5e-4, and the initial learning rate is 1e-5. The degradation of the learning rate is controlled by an
exponential learning scheduler with a gamma of 0.98. The batch size in our experiment is 64, and the number of training epochs is 25. The first five epoch is used for warm-up without SPL. The implementation is based on in PyTorch toolbox [36]. The initial standard deviation range $m$ and the shrink rate $r$ are set to 4 and 5e-3, respectively.

4.3. Evaluation metrics

We follow the standard definitions in ISO/IEC 30107-3 [27] to evaluate MAD performance, that is, Attack Presentation Classification Error Rate (APCER) and Bona fide presentation Classification Error Rate (BPCER). APCER is the proportion of attack samples misclassified as bona fides, and BPCER is the proportion of bona fide samples misclassified as attacks. To report the overall MAD performance and for comparison with other well-established MAD solutions, we report the equal error rate (EER) value where APCER and BPCER are equal. Furthermore, we plot receiver operating characteristic (ROC) curves where the x-axis is APCER, and the y-axis is (1-BPCER) at different operations to give a visual evaluation on a wider range.

5. Results

In this section, we first analyze the experimental results of our developed SPL-MAD approach from two aspects: the contribution of the adapted SPL paradigm and the robustness of our approach on morphing attack contamination. Then, to put the performance of our unsupervised solution in the perspective of the supervised MAD performance, we compare our experimental results with three diverse supervised and well-performing MAD methods trained on five different sets of training data, totalling 15 supervised MAD solutions.

5.1. Ablation study on SPL paradigm

To illustrate the effectiveness of the SPL paradigm within our SPL-MAD, we trained an unsupervised CAE model without SPL (denoted as baseline) and with SPL (i.e., SPL-MAD), respectively. Table 1 shows the comparison results on various test sets. The lowest EER values on each training data protocol (i.e., CASIA-WebFace and CASIA-WebFace with SMDD [9]) are shown in bold, respectively. From the results, we can observe that: 1) Including SPL in the training paradigm (i.e., SPL-MAD) consistently outperformed the training without SPL when training on uncontaminated data. 2) Similarly, including SPL in the training paradigm also outperformed the model trained without SPL on most test sets when the training data was contaminated with the SMDD data. 3) Overall, a model trained with the SPL paradigm yields better average performance than without SPL. For example, EER is decreased from 39.73% obtained by the baseline model to 21.13% by SPL-MAD and decreased from 20.45% to 18.95% in two training data protocols, respectively. Such observations point out the significant contribution of the SPL paradigm to the improvement of the MAD performance. In addition to quantitative results, the larger reconstruction error gaps between bona fides and attacks in Figure 1 support our conclusion and our motivation behind using the SPL paradigm. As shown in Figure 1, the SPL-MAD model achieved a larger gap between attack and bona fides than the baseline model on both MorGAN-LMA (error gap increases from 0.62 to 1.46) and SMDD dataset (error gap increases from 3.26 to 5.07). Furthermore, we plot the ROC curves for additional visual analysis. The ROC curves in Figure 2 show that the blue and red curves of SPL-MAD model are placed above the green and yellow curves of the baseline models (no SPL) in most cases. Only for the FRLL-based attacks, and only in the case of contaminated training data, the benefit of the SPL is not as clear as both with SPL and without SPL training paradigms achieve very close performances. These graphical observations are consistent with the previous quantitative findings. In general, the SPL module plays an important role in our unsupervised MAD learning and enhances the overall improvement of MAD performance, as theorized earlier in Section 3.

5.2. Ablation study on data contamination

To increase the diversity of bona fide identities and thus enhance the generalizability of MAD models, we leverage the publicly available face recognition datasets. However,
most face recognition datasets were collected in the wild and might unintentionally include manipulated images. As a result, we provide two training data protocols by adding contaminated attacks to further demonstrate the robustness and effectiveness of our method trained purely on unlabeled data. One training set is a pure face recognition dataset CASIA-WebFace [52], and the other one is a combined training set consisting of the face recognition dataset and a face MAD training set (including both bona fides and attacks), that is CASIA-WebFace [52] and SMDD [9], respectively. The ratio of bona fide to attack data in the combined dataset is around 35:1. We stress again that our unsupervised attack does not consider any labels during training, even for the contamination data. Table 1 shows the comparison results in terms of the EER value obtained by the model trained on both training data protocols. It can be observed that baseline and SPL-MAD model trained with contaminated data gains 19.33% and 2.187% overall performance improvement over models trained on uncontaminated CASIA-WebFace. The reason behind such improvement might be that more data is included in the training phase, and the majority of training data are still bona fides. This observation suggests that our unsupervised MAD method sees a steady rise in the performance irrespective of the attack contamination. Moreover, the ROC curves in Figure 2 confirms our quantitative findings and indicate that our unsupervised model proves to be effective even under data contamination scenario in most cases.

5.3. Comparison to supervised MAD

Furthermore, to put our unsupervised SPL-MAD in the perspective of the supervised MAD performances, Table 2 presents the performance comparison of our method (i.e., SPL-MAD trained on contaminated data) to other three supervised single image MAD solutions [9, 13, 43]. The results under the intra-dataset scenario are marked with * (which is expected to perform unfairly good), and the best average performance (lowest EER) among all models is in bold. It should be noted that we only consider the results in the cross-dataset setting when calculating the average performance for a fair comparison. From the results, we can conclude that our unsupervised SPL-MAD achieved comparable results with supervised methods in most test set cases. When considering the average performance on all datasets, our method obtains the lowest EER value (18.95%), where the second-lowest EER is 20.42%. The improvement in MAD performance can be attributed to the large-scale training data enabled by the unsupervised nature of the approach and the adaption of the SPL
In Figure 3, we plot the mean and standard deviation of the EER (%) value, and the red line within the box refers to the mean value of each model on all test sets (as in Table 2), the box range represents the standard deviation, and the "o" signs are extreme outliers. Note the low average EER value of our SPL-MAD, along with its low deviation and lack of extreme outlier performances.
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