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Abstract: In this paper we discuss the use of wavelet bases to solve the relativistic three-body problem. Wavelet bases can be used to transform momentum-space scattering integral equations into an approximate system of linear equations with a sparse matrix. This has the potential to reduce the size of realistic three-body calculations with minimal loss of accuracy. The wavelet method leads to a clean, interaction independent treatment of the scattering singularities which does not require any subtractions.
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I. INTRODUCTION

This is the third paper in a series of investigations designed to explore potential advantages of using wavelet numerical analysis to solve the relativistic three-body problem. Commercially, wavelets are used to convert raw digitized photographic images to compressed JPEG files. In this application the data compression leads to a large saving in storage space with a minimal loss of information. The compression involves expanding the raw digital image in a wavelet basis and setting the smaller expansion coefficients to zero. The kernel of a scattering integral equation and a raw digital image can both be approximated by rectangular arrays of numbers with some continuity properties. This suggests that the bases used to compress digital images could be used to generate accurate sparse matrix approximations to the kernel.

The ability to construct numerically exact solutions to the quantum mechanical three-body problem coupled with the ability to accurately measure complete sets of experimental observables constrains the form of the three-nucleon Hamiltonian. These constraints have resulted in the construction of realistic model nucleon-nucleon interactions. When these interactions are used in the many-nucleon Hamiltonian, the resulting dynamical model provides a good quantitative description of low-energy nuclear physics.

The state of the art in few-body computations has improved to the point where numerically exact scattering calculations at energy and momentum transfers of hundreds of MeV have been performed. Higher energy calculations are possible. As in the low-energy case, the structure of Hamiltonians for higher energy reactions can be constrained by the consistency of the few-body calculations with precise measurements of complete sets of experimental observables.

The success of the few-body approach to low-energy nuclear physics is a consequence of (1) knowing the relevant degrees of freedom (nucleons), (2) working with the most general Hamiltonians involving these degrees of freedom that are consistent with the symmetries of the system (Galilean invariance) and (3) understanding the relation between the few and many-body problem (cluster properties). To extend this success to reactions involving higher energy scales (1) the relevant degrees of freedom may have to include explicit mesonic or subnucleonic degrees of freedom (2) Galilean invariance must be replaced by Poincaré invariance and (3) cluster properties must be maintained.

Each of the required extensions of low-energy nuclear dynamics is non-trivial, and progress has been made on all three problems. The purpose of this paper is to focus on technical aspects of using wavelet numerical analysis to construct exact numerical solutions of the dynamics in Poincaré invariant few-body models. While the scope of this paper is limited to three-nucleon models with no explicit mesonic or subnucleonic degrees of freedom and S-matrix cluster properties, the formulation and advantage of methods discussed in this paper are straightforward to extend to systems with explicit mesonic degrees of freedom and stronger forms of cluster properties. Moving singularities are a generic feature of the dynamical equations in all of these cases.

Relativistic few-body equations are naturally formulated in momentum space. Relativistic kinematic factors, Wigner rotations and Melosh rotations are all multiplication operators in momentum space. The compactness of the iterated Faddeev-Lovelace kernel implies the kernel of the integral equations can be uniformly approximated by a finite matrix, resulting in a finite linear system. In the momentum representation these linear systems have large dense matrices, which increase in size with increasing energy and momentum transfer. It is desirable to be able to perform accurate calculations at energy and momentum scales where subnuclear degrees of freedom are relevant. At these scales a relativistic treatment is required and advances in computational efficiency are needed to perform realistic calculations. The ability of the wavelet transform to efficiently transform a dense matrix to an ap-
proximate sparse matrix suggests that wavelet methods can provide a powerful tool for improving the efficiency of relativistic few-body computations.

The advantages of using wavelet numerical analysis to solve momentum space scattering integral equations was investigated in [1] and [2]. These papers used wavelet numerical analysis to solve the Lippmann-Schwinger equation for a system of two nucleons interacting with a Malfliet-Tjon V potential [14][15] using partial wave expansions [1] and direct integration [2]. In both applications the kernel of the integral equation was accurately approximated by a sparse matrix, which resulted in accurate approximate solutions. The success of these applications indicates that wavelet numerical analysis will have similar advantages when applied to the relativistic three-body problem.

The feature of the three-body problem that is not present in the two-body applications is moving singularities. The methods used in [1] and [2] are not applicable to problems with moving singularities. The purpose of this paper is to illustrate how to apply wavelet numerical analysis to treat the moving singularities that appear in the relativistic three-body problem.

II. OVERVIEW - WAVELET NUMERICAL ANALYSIS

The applications in ref. [1] and [2] used Daubechies’ wavelets. These wavelets differ from the wavelets used to store JPEG images. The Daubechies’ wavelets are orthonormal but the basis functions are not reflection symmetric; while the wavelets used to store JPEG images sacrifice orthonormality to obtain more symmetric basis functions. The results of ref. [1] and [2] indicate that the Daubechies’ wavelets are suitable for scattering calculations.

Daubechies’ wavelets [16][17] are discussed in many texts on wavelets [13][19][21][21]. They are fractal functions that have complex structures on all scales. Because the basis functions have structure on all scales, numerical applications with wavelets require a different approach to numerical analysis, hence the term wavelet numerical analysis.

We use the Daubechies’ wavelets because they are a dense orthonormal set of compactly supported functions with the property that finite linear combinations can locally pointwise represent low-degree polynomials.

Two types of functions are needed to generate wavelet bases. These functions are called scaling functions and wavelets. The scaling function, $\phi(x)$, is the solution of the linear renormalization group equation:

$$D\phi(x) = \sum_{l=0}^{2K-1} h_l T^l \phi(x)$$

with normalization

$$\int_{-\infty}^{\infty} \phi(x) dx = 1.$$  \hspace{1cm} (2)

Equation (1) is called the scaling equation.

In equation (1) $D$ is the unitary scaling operator

$$Df(x) := \frac{1}{\sqrt{2}} f\left(\frac{x}{2}\right).$$  \hspace{1cm} (3)

which stretches the support of the function by a factor of two. The operator $T$ is the unitary unit translation operator

$$Tf(x) = f(x-1).$$  \hspace{1cm} (4)

The coefficients $h_l$ are real numbers that determine the properties of the scaling function. $K$ is a finite positive integer. The calculations in [1][2] used Daubechies’ $K = 3$ wavelets. The reason for this choice will be discussed later. For the $K = 3$ Daubechies’ wavelets the six scaling coefficients $h_l$ are given in Table 1.

![Table 1: Daubechies’ $K = 3$ Scaling Coefficients](image)

The fractal structure of $\phi(x)$ is a consequence of the scaling equation (1) which shows that the scaling function on a given scale is a finite linear combination of translates of the same function on half the scale.

The scaling equation implies that the scaling coefficients $h_l$ satisfy

$$\sum_{l=0}^{2K-1} h_l = \sqrt{2}$$

and that the solution $\phi(x)$ of equation (1) has support on the interval $[0, 2K - 1]$ [22].

The unit translates of the scaling function are orthonormal

$$(T^m \phi, T^n \phi) = \delta_{mn}$$

provided the scaling coefficients satisfy the additional constraints:

$$\sum_{l=0}^{2K-1} h_l h_{l-2m} = \delta_{m0}.$$
The scaling function \( \phi(x) \) is continuous (for \( K > 1 \)) and can be computed exactly at all dyadic rationals using equations (1) and (2). This method is used to compute the Daubechies’ \( K = 3 \) scaling function plotted in Figure 1.

The subspace of square integrable functions on the real line that can be expressed as linear combinations integer translates of the scaling function, \( \mathcal{V}_0 \) of \( L^2(\mathbb{R}) \) defined by:

\[
\mathcal{V}_0 := \{ f(x) = \sum_{n=-\infty}^{\infty} f_n T^n \phi(x) | \sum_{n=-\infty}^{\infty} |f_n|^2 < \infty \}. \tag{8}
\]

Application of powers of the scaling operator \( D^k \) to \( \mathcal{V}_0 \) defines subspaces \( \mathcal{V}_k \) with coarser (\( k > 0 \)) or finer resolution (\( k < 0 \)):

\[
\mathcal{V}_k = D^k \mathcal{V}_0. \tag{9}
\]

The space \( \mathcal{V}_k \) is called the approximation space with resolution \( k \). The resolution determines the size of the smallest features that can be approximated by functions in \( \mathcal{V}_k \).

The scaling functions

\[
\phi_{kn}(x) := D^k T^n \phi(x) = \frac{1}{2^{k/2}} \phi(\frac{x}{2^k} - n) \tag{10}
\]

are an orthonormal basis for \( \mathcal{V}_k \). The support of \( \phi_{kn}(x) \) is \([2^k n, 2^k(n + 2K - 1)]\).

The scaling equation implies the inclusions

\[
\mathcal{V}_k \supset \mathcal{V}_{k+1}. \tag{11}
\]

The orthogonal compliment of \( \mathcal{V}_{k+1} \) in \( \mathcal{V}_k \) is denoted by \( \mathcal{W}_{k+1} \) which leads to the orthogonal decomposition

\[
\mathcal{V}_k = \mathcal{V}_{k+1} \oplus \mathcal{W}_{k+1}. \tag{12}
\]

Orthonormal basis functions, \( \psi_{km}(x) \), for the subspaces \( \mathcal{W}_k \) are elements of \( \mathcal{V}_{k-1} \) given by

\[
\psi_{km}(x) = D^k T^m \psi(x) \tag{13}
\]

\[
\psi(x) = \sum_{l=0}^{2K-1} g_l D^{-1} T^l \phi(x) \tag{14}
\]

where

\[
g_l = (-1)^l h_{2K-1-l}. \tag{15}
\]

The subspaces \( \mathcal{W}_{kn} \) are called the wavelet spaces and the basis functions \( \psi_{kn} \) are called wavelets. The support of \( \psi_{kn}(x) \) is identical to the support of \( \phi_{kn}(x) \). Since the wavelets are finite linear combinations scaling functions they are also fractal functions.

The function \( \psi(x) = \psi_{00}(x) \) is called the mother wavelet; the Daubechies’ \( K = 3 \) mother wavelet is shown in Figure 2.

The coefficients \( h_l \) for the Daubechies’ \( K \) wavelets are determined by equations (5) and (7) and the requirements

\[
\int_{-\infty}^{\infty} \psi(x) x^n dx = 0; \quad n = 0, 1, \cdots, K - 1 \tag{16}
\]

which implies that \( \psi_{kn}(x) \) is locally orthogonal to all polynomials of degree \( K - 1 \). Equation (16) can be expressed directly in terms of the scaling coefficients:

\[
\sum_{l=0}^{2K-1} t^l g_l =
\]
The entries in Table 1 are the solution of these equations for $K = 3$. The Daubechies’ wavelets have the property that as $k \to -\infty$ (infinitely fine resolution) the space $V_k$ becomes all of $L^2(\mathbb{R})$.

The decomposition (12) implies that

$$V_k = W_{k+1} \oplus W_{k+2} \cdots W_{k+m-1} \oplus W_{k+m} \oplus V_{k+m},$$

for any $m > 0$. This means that functions in the approximation space $V_k$ can be expanded as linear combinations of the scaling basis functions of resolution $k$ or equivalently as linear combinations of the scaling basis functions of a coarser resolution $k' = k + m$ and wavelet basis functions of all resolutions from $k + 1$ to $k + m$.

If we let $k \to -\infty$ with $m + k$ finite, then the functions in (19) become a basis for $L^2(\mathbb{R})$. Since the $\psi_{kn}(x)$ basis functions are locally orthogonal to degree $K - 1$ polynomials, and only a finite number of the $\phi_{kn}(x)$ are non-zero at any $x$, it follows that finite linear combinations of $\phi_{kn}(x)$ must be able to locally pointwise represent degree $K - 1$ polynomials.

Thus, for the Daubechies’ $K = 3$-wavelets finite linear combinations of the scaling basis functions $\phi_{kn}(x)$ can locally pointwise represent polynomials of degree 2, while the wavelet basis functions $\psi_{kn}(x)$ are orthogonal to degree 2 polynomials.

Equation (19) implies that the projection $P_k$ of a function $f(x)$ on $V_k$ can be represented by

$$P_k f(x) = \sum_n a_n \phi_{kn}(x) \quad a_n = \int f(x) \phi_{kn}(x) dx$$

or equivalently

$$P_k f(x) = \sum_n a_n \phi_{k+m,n}(x) + \sum_{k'=k+1}^{k+m} b_{k',n} \psi_{k',n},$$

$$b_{kn} = \int f(x) \psi_{kn}(x) dx.$$  \hspace{1cm} (21)

For a sufficiently fine resolution (large $-k$) the scaling basis functions have small support and integrate to a constant. If $f(x)$ varies slowly on intervals of width $(2K - 1)2^k$ then expansion coefficients $a_n$ are well approximated by evaluating $f(x)$ at any point in the support of $\phi_{kn}(x)$ and multiplying by $2^{k/2}$, which is the integral of $\phi_{kn}(x)$. This means that the scaling function basis coefficients, $a_n$, are well approximated, up to a fixed multiplicative constant, by sampling the original function. These coefficients play the role of the raw image in a digital photograph. They provide an accurate, but inefficient approximation of the function $f(x)$.

In the representation (21), if $f(x)$ can be accurately approximated by a polynomial of degree $K - 1$ on the support of $\psi_{kn}(x)$ then $b_{kn} \approx 0$. This means that if $f(x)$ can be well approximated by low-degree local polynomials with compact support on multiple scales, most of the coefficients $b_{kn}$ will be small and the function can be accurately approximated by replacing these small coefficients by zero. The mean square error is the sum of the squares of the discarded coefficients, which can be controlled by selecting a maximum size of the discarded coefficients. Even though most of the basis functions in the representation (21) are orthogonal to low degree polynomials, the equivalence between the representations (20) and (21) means that the representation (21) can still locally pointwise represent low degree polynomials. The orthogonal transformation connecting equivalent representations (20) and (21) of $V_k$ is called the wavelet transform (22). For $N$ basis functions it can be implemented in $O(N)$ steps, which for large $N$ requires less steps than a fast Fourier transform.

The scaling equation and normalization condition can be used to derive exact expressions for the moments and partial moments of the scaling function

$$\langle x^m \rangle := \int \phi_{kn}(x) x^m dx$$

$$\langle x^m \rangle := \langle l, l' \mid \int_{2^l}^{2^{l+1}} \phi_{kn}(x) x^m dx \rangle \quad n \leq l, l' \leq 2K - 1 + n$$

in terms of the scaling coefficients $h_l$. Explicit expressions for the moments and partial moments appear in (1), (2), (22).

For the Daubechies’ $K$ wavelets with $K > 1$ the second moment of the scaling function is the square of the first moment. This means that for $K = 3$ the first moment provides a single quadrature point that will integrate the scaling function times any second degree polynomial exactly:

$$\int \phi(x)(a + bx + cx^2) dx = a + b(x) + c(x)^2.$$  \hspace{1cm} (25)

This is called the one-point quadrature. Translating and rescaling leads to one-point quadratures for all of the scaling basis functions $\phi_{kn}(x)$. The choice of $K = 3$ Daubechies’ wavelets in (1) and (2) is motivated by their ability to locally pointwise represent second degree polynomials and to exactly integrate these local polynomials with a one-point quadrature.

In (1), (2) and (22) the moments and the scaling equation are used to compute the singular integrals

$$L_{kn}^\pm := \int dx \frac{\phi_{kn}(x)}{x \pm i\epsilon}.$$  \hspace{1cm} (26)
to any pre-determined precision.

In applications the integral equation is approximated by projecting on an approximation space \( V_k \) with a finest resolution \( k \) dictated by the problem. This projection can be computed efficiently in the scaling basis \( \psi_0 \) using the one-point quadrature \( \psi_0 \) and the explicit integrals \( \psi_0 \). The resulting matrix equation is transformed using the wavelet transform to an equivalent system in the wavelet basis \( \psi_k \). In the transformed basis the kernel of the integral equation decomposes into the sum of a sparse matrix and a small matrix. The kernel is approximated by setting matrix elements of the kernel that are smaller than a threshold value to zero. This results in a sparse matrix approximation. The resulting linear system is solved using sparse matrix iterative techniques, such as the complex biconjugate gradient method \( \psi_0 \) used in \( \psi_0 \). This solution is transformed back to the scaling function representation, using the inverse wavelet transform, and the resulting solution is inserted back in the integral equation to construct an interpolated solution \( \psi_0 \).

The only wavelet information used in this application is the wavelet transform and moments of the scaling function. These can both be expressed directly in terms of the scaling coefficients \( h_l \) in Table 1. This means that the basis functions never have to be computed.

The work in references \( \psi_0 \) shows that all of these steps work as expected. These references also discuss technical issues that arise due to the treatment of end-points when the equations are transformed to a finite interval.

III. DYNAMICAL EQUATIONS

The general structure of the Faddeev-Lovelace \( \psi_0 \) equation in a relativistic quantum theory with three particles of mass \( m \) is

\[
X(p, q; p', q') = D(p, q; p', q') + \int_0^\infty K(p, q; p'', q'') dp'' dq'' \frac{X(p'', q''; p', q')}{z - e_1(p'', q'') - e_2(q'')}
\]

where

\[
e_1(p, q) = \sqrt{4p^2 + 4m^2 + q^2} \quad e_2(q) = \sqrt{m^2 + q^2}
\]

and \( X = X_{mn}, K = K_{mn} \) and \( D = D_{mn} \) are complex matrix valued functions. The quantity \( K(p, q; p', q', z) \) is the smooth part of the kernel.

In order to use wavelet methods it is advantageous to transform this equation to a form where functions of the momentum, rather than the energy, are additive in the denominator. This transformation facilitates the treatment of the moving singularity. Note that \( e_1 > e_2 \) for all values of \( p \) and \( q \). If \( E > 0 \) then \( E + e_1(p, q) - e_2(q) > 0 \).

It follows that the singular denominator

\[
1 \over E + i0^+ - e_1(p, q) - e_2(q) + E + e_1(p, q) + e_2(q) = 1 \over E + i0^+ - e_1(p, q) - e_2(q) - i0^+
\]

where \( z = E + i0^+ \), can be transformed to a more useful form by multiplying the numerator and denominator by the non-zero function \( E + e_1(p, q) - e_2(q) \). This leads to the equivalent expression

\[
1 \over E + i0^+ - e_1(p, q) - e_2(q) = E + e_1(p, q) - e_2(q) \over E^2 + e_1^2(p, q) - 2Ee_1(p, q) - e_2^2(q) + i0^+ = E + e_1(p, q) - e_2(q) \over E^2 + 2Ee_1(p, q) + e_2^2(q) - e_2(q) = E + e_1(p, q) - e_2(q) \over E^2 - 3m^2 - 2E \sqrt{q^2 + m^2} + 4p^2 + i0^+
\]

which has the advantage that it separates the \( p \) and \( q \) dependence. In this expression there is only one singularity in the denominator. The next step is to change variables

\[
x = \eta p^2 \quad y = \eta 2E(\sqrt{q^2 + m^2} - m) \quad z' = \eta[(E - m)^2 - 4m^2].
\]

The parameter \( \eta \) both sets a scale and can be used to fine tune \( z' \) so the real part is a dyadic rational of the form \( n/2^{-k} \). The method that we use to evaluate the singular integrals requires that \( z \) is a dyadic rational.

The substitutions \( \psi_0 \) and \( \psi_0 \) lead to the equivalent equation

\[
\tilde{X}(x, y; x', y') = \tilde{D}(x, y; x', y') + \int_0^\infty \tilde{K}(x, y; x'', y'')dx''dy'' \tilde{X}(x'', y''; x', y')
\]

where

\[
\tilde{X}(x, y; x', y') = X(p(x), q(y); p(x'), q(y')) \quad \tilde{D}(x, y; x', y') = D(p(x), q(y); p(x'), q(y')) \quad \tilde{K}(x, y; x', y') = K(p(x), q(y); p(x'), q(y'), z) \times \eta(E + e_1(p(x'), q(y')) - e_2(q(y'))) \over dp \over dx' \over dq \over dy'\]

Approximate equations are derived using projection methods. We seek a solution \( \tilde{X} \), in the \( x \), and \( y \) variables, on the approximation space \( \psi_k \times \psi_k \). Approximate equations are obtained by projecting the smooth part of
the kernel and the driving on this space. We use the approximations:

\[ \hat{X}(x, y; x', y') \approx \sum_{mn} \phi_{km}(x) \phi_{kn}(y) \hat{X}_{m,n}(x', y'), \quad (37) \]

\[ D(x, y; x', y') \approx \sum_{mn} \phi_{km}(x) \phi_{kn}(y) D_{m,n}(x', y'), \quad (38) \]

and

\[ \bar{K}(x, y; x', y') \approx \sum_{mm'n'} \phi_{km}(x) \phi_{kn}(y) \bar{K}_{m,n;m',n'}(x') \phi_{kn'}(y') \quad (39) \]

where

\[ \bar{D}_{m,n}(x', y') := 2^k \bar{D}(x_m, x_n, x', y') \quad (40) \]

\[ \bar{K}_{m,n;m',n'} := 2^{2k} \bar{K}(x_m, x_n; x_{m'}, x_{n'}) \quad (41) \]

are evaluated at the one point quadrature points associated with \( \phi_{km}(x) \):

\[ x_m = 2^k (x > +m) \quad x > = \frac{1}{\sqrt{2}} \sum_{i=1}^{2^{K-1}} \ell_{li}. \quad (42) \]

It is useful to approximate the product of the approximate expressions, (37) and (39) for \( \hat{K}(x, y; x', y') \) and \( \hat{X}(x', y') \) by expanding the \( x' \) and \( y' \) dependence in the basis on \( \mathcal{V}_k \times \mathcal{V}_k \). The justification for this approximation is that if both of the approximations are well represented by low-degree polynomials on the scale \( k \) in \( x' \) and \( y' \), then the product of these functions should be well represented by low-degree polynomials on the scale \( k \) in \( x' \) and \( y' \).

To test this approximation we approximate \( x^4 \) by re-expanding the product of expansions of \( x^2 \) using Daubechies’ \( K = 3 \) wavelets. We write

\[ x^2 = \sum_n x_n^2 \phi_{kn}(x) \quad (43) \]

which gives

\[ x^4 = \sum_{mn} x_m^2 x_n^2 \phi_{km}(x) \phi_{kn}(x). \quad (44) \]

This is exact for the Daubechies’ \( K = 3 \) wavelets. We approximate this by projecting on the approximation space \( \mathcal{V}_k \). The expansion coefficients are

\[ c_l = \int x^4 \phi_{kl}(x) dx = \sum_{mn} x_m^2 x_n^2 I^k_{m,n} \quad (45) \]

where

\[ I^k_{m,n} := \int \phi_{kl}(x) \phi_{km}(x) \phi_{kn}(x) dx. \quad (46) \]

The approximation defined by this projection can be written as

\[ x^4 \approx \sum_{mn} x_m^2 x_n^2 I^k_{m,n} \phi_{kl}(x) \quad (47) \]

The expansion coefficients \( x_n^2 \) are computed using the 1 point quadrature, which is exact for the expansion of \( x^2 \). The \( \phi_{kl}(x) \) are evaluated at dyadic rationals so there is no error in computing the scaling basis functions. The only source of error is the approximation (44). Table 2 compares the right and left sides of equation (47) for resolution \( k = -5 \).
The expansion is essentially exact, except near the critical point, \( x^4 = 0 \), where it is still accurate. The accuracy near the critical point can be improved using a higher resolution, however a degenerate critical point is not generic.

This additional approximation gives

\[
K(x, y; x', y') \hat{X}(x', y'; x'', y'') = \]
\[
\sum \phi_{km}(x)\phi_{kn}(y)K_{m,n;m',n'}I_{m,n;n',n''}^{k}J_{m',n',n''}^{k}\times
\]
\[
\hat{X}_{m',n',n''}(x'', y'')\phi_{km''}(x')\phi_{kn''}(y').
\]

Even though this introduces two additional sums, most of the terms are zero because \( I_{m,m';m''}^{k} = 0 \) unless \(|m - m'|, |m' - m''| \) and \(|m'' - m|\) are all less than \(2K - 1\). In section IV, we show that the integrals \( I_{m,m';m''}^{k} \) can all be computed analytically using the scaling equation.

With these approximations the dynamical equations reduce to the algebraic system

\[
\hat{X}_{m,n}(x', y') = D_{m,n}(x', y') +
\]
\[
\sum K_{m,n;m',n'}I_{m',m'';m,m'''}^{k}J_{m'',n,n''}^{k}(z)\hat{X}_{m'',n''}(x', y')
\]

where

\[
J_{m,n}(z) := \int_{0}^{\infty} dx dy \frac{\phi_{km}(x)\phi_{kn}(y)}{z - x - y + i0^+}.
\]

These equations separate the smooth part of the physics input in \( D \) and \( K \) from the singular part of this equation, contained in the integrals \( J_{m,n}^{k}(z) \). While the construction of the smooth kernel in the relativistic case is considerably more complicated than in the non-relativistic case, \( K_{m,n;m',n}^{k} \) given the driving term and smooth kernel the projections \( K_{m,n;m',n}^{k} \) and \( D_{m,n}(x', y') \) can be calculated by evaluating the exact driving term and kernel at the one-point quadrature point for each \( \phi_{km}(x) \). This reduces a Galerkin projection to a simple function evaluation.

In the next section we discuss the evaluation of the integrals

\[
I_{l,m,n}^{k} \quad \text{and} \quad J_{m,n}^{k}(z)
\]

that appear in \( \hat{X}_{m,n}(x', y') \). These integrals can be evaluated and stored before calculation. They are the wavelet input to the calculation. They replace all of the integrations in the integral equations and they are independent of the choice of dynamical model. The physics input is contained in the matrices \( K_{m,n;m',n}^{k} \) and \( D_{m,n}(x, y) \). Equation \( \hat{X}_{m,n}(x', y') \) gives a clean and stable separation of the physics and the treatment of the moving singularity, which is contained in the integrals \( \hat{X}_{m,n}(x', y') \).

The equations \( \hat{X}_{m,n}(x', y') \) are an infinite set of equations. They can be reduced to a finite set by including high-momentum cutoffs or transforming to a finite interval. The treatment of endpoints in the evaluations of \( K_{m,n;m'}^{k} \) and \( D_{m,n}(x', y') \) is identical to the treatment used in \( \hat{X}_{m,n}(x', y') \), where partial moments of the scaling function are used to construct simple quadratures that exactly integrate the product of the scaling function and degree \( K - 1 \) polynomials over a subinterval of the support of the scaling function. The treatment of endpoints in the evaluation of \( I_{m,n}^{k} \) and \( J_{m,n}(z) \) is discussed in this paper.

Even with the reduction to a finite set of equations, the system of equations is large. It can be reduced by performing a wavelet transform on the scaling function basis. This can be done following the method used in \( \hat{X}_{m,n}(x', y') \), which maps the interval to a circle to treat endpoints. This does not change the final result because the resulting transformation is still a finite orthogonal transformation.

The next step is to discard the small matrix elements in the transformed kernel and to solve the resulting equation.

As discovered in \( \hat{X}_{m,n}(x', y') \), the treatment of the endpoints leads to an ill-conditioned matrix. This is because the right tail of the scaling function is small (see Fig. 1). Some of the overlap integrals with support containing the left endpoint replace the orthogonality integrals by integrals of products of scaling functions over an interval where the product is small. This can be fixed using the conditioning method that was used in \( \hat{X}_{m,n}(x', y') \). The resulting conditioned equations are stable and can be accurately solved using sparse matrix techniques.

The resulting solution can be transformed back to the scaling function basis. An interpolated solution is then constructed from the solution, \( \hat{X}_{m,n}(x, y) \), of the algebraic equations using the Sloan interpolation method.

\[
\hat{X}(x, y; x', y') = D(x, y; x', y') +
\]
\[
\sum K_{m,n}(x, y)I_{m',m''}^{k}J_{m',n'}^{k}(z)\hat{X}_{m',n'}(x', y')
\]

If this interpolation is used the basis functions never have to be evaluated.

Equations \( \hat{X}_{m,n}(x, y) \) and \( \hat{X}_{m,n}(x', y') \), along with the methods for computing the integrals \( \hat{X}_{m,n}(x', y') \), are the main results of this paper.

**IV. EVALUATION OF INTEGRALS**

In this section we discuss the evaluation of the integrals \( I_{l,m,n}^{k}(x, y) \) and \( J_{m,n}^{k}(z) \) that appear in equation \( \hat{X}_{m,n}(x', y') \). These integrals are defined in equations \( \hat{X}_{m,n}(x', y') \). To evaluate these integrals we first express the scale “k” integrals in terms of the scale “0” integrals, then we...
evaluate the scale “0” integrals. Using the definition in equations \( 10 \) and \( 60 \) we obtain
\[
I_{l,m,n}^k = 2^{-k/2} I_{l,m,n}^0
\]
and
\[
J_{m,n}^k(z) = J_{m,n}^0(2^{-k} z).
\]
For \( k \) a negative integer, we can choose \( 2^{-k} z \) as an integer which is equivalent to choosing \( z \) to be a dyadic rational. This can be done for any on shell energy by adjusting the parameter \( \eta \) in \( 31 \). As a result, it is enough to evaluate \( I_{m,n}^0(l) \) and \( I_{l,m,n}^0 \) for \( l, m, n \) integers. In what follows we define
\[
I_{l,m,n} := I_{l,m,n}^0
\]
and
\[
J_{m,n}(k) := J_{m,n}^0(k).
\]
Both \( I_{l,m,n} \) and \( J_{m,n}(k) \) involve integrals over the half infinite interval. In order to evaluate these integrals we first evaluate the corresponding integrals over the infinite interval:
\[
I_{l,m,n} = \int_{-\infty}^{\infty} \phi(x - l) \phi(x - n) \phi(x - m) dx
\]
and
\[
J_{m,n}(k) = \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dy \frac{\phi(x - m) \phi(y - n)}{k - x - y + i0^+}.
\]
These integrals are easier to compute because of the simplified boundary conditions.

The support of the scaling functions implies that if any of \( l, m \) or \( n \) are non-negative then
\[
I_{l,m,n} = \delta_{l,m,n}.
\]
and if any of \( l, m \) or \( n \) are less than \(-2K + 2\) then
\[
I_{l,m,n} = 0.
\]
The non-trivial values of \( I_{l,m,n} \) correspond to the case that the indices \( l, m, n \) satisfy
\[
l, m, n \in [-2K + 2, -1].
\]
To compute the integrals \( \bar{I}_{l,m,n} \) defined in \( 55 \) note that the definition implies
\[
\bar{I}_{l,m,n} = \bar{I}_{0,m,-l,n,-l}.
\]
which allows us to express \( \bar{I}_{l,m,n} \) in terms of \( \bar{I}_{n,m} \) defined by
\[
\bar{I}_{m,n} = \bar{I}_{0,m,n} = \int_{-\infty}^{\infty} dx \phi(x) \phi(x - m) \phi(x - n).
\]

Since the support of \( \phi(x) \) is contained in the interval \([0, 2K - 1] \), there are only a finite number of non-zero values of \( \bar{I}_{m,n} \). These have \( m, n \in [-2K + 2, 2K - 2] \). For \( K = 3 \) there are 81 non-zero \( \bar{I}_{m,n} \) with \( m, n \in [-4, 4] \).

We can derive linear equations relating these integrals using the scaling equation in the form
\[
\phi(x) = \sqrt{2} \sum_{l=0}^{2K-1} h_l \phi(2x - l).
\]
When we use \( 63 \) in equation \( 62 \), the resulting scaling equations for the integrals \( \bar{I}_{m,n} \) are:
\[
\bar{I}_{m,n} = \sqrt{2} \sum_{l_m,l_n,l_k=0}^{2K-1} h_{l_k} h_{l_m} h_{l_n} \bar{I}_{2m+l_n-l_k,2n+l_m-l_k}.
\]
These are homogeneous equations relating the non-zero values of \( \bar{I}_{m,n} \). An additional inhomogeneous equation is needed to solve for the non-zero values of \( \bar{I}_{m,n} \). The needed equation follows from the normalization condition \( 4 \) and the identity
\[
\sum_n \phi(x - n) = 1
\]
which when used in \( 63 \) gives the inhomogeneous equation
\[
2 \sum_{m=-2K+2}^{2K-2} \bar{I}_{m,n} = \delta_{n,0}.
\]
Equations \( 55 \) and \( 67 \) are a finite system of \((4K - 3) \times (4K - 3) \) linear equations that can be solved for the non-zero values of \( \bar{I}_{m,n} \). The results of these calculations \( \bar{I}_{m,n} \) for \( K = 3 \) are given in Table 3.

These solutions give \( \bar{I}_{m,n} \) when \( l, m \) or \( n \) are non-negative from equations \( 59 \) and \( 60 \). To calculate remaining non-zero values of \( \bar{I}_{m,n} \) first observe that using \( 63 \) in \( 66 \) gives scaling equations for \( I_{l,m,n} \):
\[
I_{k,m,n} = \sqrt{2} \sum_{l_k} h_{l_k} h_{l_m} h_{l_n} \bar{I}_{2k+l_n,2m+l_m,2n+l_k}.
\]
These equations are not homogeneous equations because when any of the indices on the right hand side of the equation are non-negative, \( I_{k,m,n} = \bar{I}_{k,m,n} = \bar{I}_{m,n} \), which is known input. This linear system can be solved for the non trivial values of \( I_{k,m,n} \) associated with the values of \( k, n \), \( m \in [-2K + 2, 2K - 2] \). For \( K = 3 \) there are 64 values of \( k, m, n \in [-4, -1] \). The results of this calculation for the \( K = 3 \) case are given in Table 4.

All of the overlap integrals \( I_{l,m,n} \) that appear in \( 49 \) can be computed from the values in the tables using the relations \( 55 \) and \( 60 \). There are only a finite number of these integrals that are non-zero, so they can be computed once and stored.

The second integral that is needed as input to equation \( 49 \) is \( J_{m,n}(l) \). The first step to compute \( J_{m,n}(l) \)
is to compute $J_{mn}(k)$ defined in (48). With a change of variables this integral can be rewritten as

$$J_{mn}(k) = \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dy \frac{\phi(x')\phi(y')}{k - m - n - x' - y' + i 0^+}$$

$$= \bar{J}_{k-m-n} \quad (69)$$

with

$$\bar{J}_n := \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dy \frac{\phi(x)\phi(y)}{n - x - y + i 0^+} \quad (70)$$

The support, $[0, 2K-1]$, of the scaling function implies that in this integral $x+y$ ranges from 0 to $4K-2$. This

| $m$ | $n$ | $J_{mn}$ | $I_{mn}$ |
|-----|-----|----------|----------|
| -2 | -2 | 4.152357e-09 | -2 -4 -4 -5.89504e-07 |
| -2 | -3 | 1.155617e-07 | -2 -2 -3 -1.218375e-05 |
| -3 | -2 | -5.89504e-07 | -2 -2 -2 -1.218375e-05 |
| -3 | -3 | 1.155617e-07 | -2 -2 -3 -1.218375e-05 |

| $m$ | $n$ | $J_{mn}$ | $I_{mn}$ |
|-----|-----|----------|----------|
| 0 | -2 | 4.070309e-05 | -2 -2 -2 -9.32308e-03 |
| 1 | -2 | 1.750639e-04 | -2 -2 -3 -5.59712e-03 |
| 2 | -2 | 5.627612e-04 | -2 -2 -3 -5.59712e-03 |
| 3 | -2 | 4.070309e-05 | -2 -2 -3 -5.59712e-03 |

| $m$ | $n$ | $J_{mn}$ | $I_{mn}$ |
|-----|-----|----------|----------|
| -1 | -1 | 1.750639e-04 | -2 -2 -3 -5.59712e-03 |
| 0 | -1 | 5.627612e-04 | -2 -2 -3 -5.59712e-03 |
| 1 | -1 | 4.070309e-05 | -2 -2 -3 -5.59712e-03 |
| 2 | -1 | 2.72045e-04 | -2 -2 -3 -5.59712e-03 |

means that for $|n| > (4K - 2)$ the series

$$\bar{J}_n = \frac{1}{2\pi i} \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dy \frac{1}{n^k} \phi(x)\phi(y) \quad (71)$$

converges. Using the binomial theorem we can express the integrals in this series in terms of the known moments $\bar{J}_n$ of the scaling function

$$\bar{J}_n = \frac{1}{2\pi i} \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dy \frac{1}{n^k} \phi(x)\phi(y) \quad (72)$$

This series converges rapidly for large $n$. If $\bar{J}_n(N)$ is the approximation defined by summing the first $N$ terms of the series $\bar{J}_n$ it follows that

$$|\bar{J}_n - \bar{J}_n(N)| \leq \left(\frac{(4K - 2)}{|n|}\right)^{N+1} \frac{(2K - 1)^2}{|n - 4K + 2|} \phi_{max}^2$$

(73)

where $\phi_{max}$ is the maximum value ($< 1.5$ for $K = 3$) of the scaling function. For $|n| \gg 4K - 2$ this error can be made as small as machine accuracy for modest values of $N$. Thus for large $|n|$ the integrals $\bar{J}_n$ can be computed efficiently and accurately by truncating the sum in $\bar{J}_n$.
Integrals \( J_n \) for different values of \( n \) are related by the scaling equation \( J_n = \sum_{l'} h_l h_{l'} J_{2n-l-l'} \). Equation \( 74 \) can be used to calculate \( J_n \) recursively using \( J_m \) for large |\( m \)| as input. This recursion can be used to step up in negative \( n \) until \( n = -1 \) and down in positive \( n \) until \( n = 4K - 1 \). This provides an efficient and accurate method for calculating all of the \( J_n \) for \( n < 0 \) and \( n > 4K - 2 \).

The remaining values, \( 0 \leq n \leq 4K - 2 \), correspond to cases where the denominator of the singular integral \( 70 \) vanishes on the support of the integrand.

The scaling relations \( 74 \) are still satisfied for these values of \( n \), giving \( 4K - 1 \) equations relating the unknown \( J_0 \cdots J_{4K - 2} \) to the known values of \( J_n \) for \( n < 0 \) and \( n > 4K - 2 \). Unlike the equations for \( I_{lmn} \), these equations cannot be linearly independent because they do not specify the treatment of the singular integral. One more equation is needed.

The desired equation can be derived by observing that the integral \( J_n \) can be expressed in terms of the autocorrelation function \( \Phi(x) \) of the scaling function as

\[
J_n = - \int_{-\infty}^{\infty} \frac{\Phi(y)}{y - n - i0^+} dy - \sum_{n} \Phi(x+n)
\]

(75)

where

\[
\Phi(x) := \int_{-\infty}^{\infty} \phi(x-y) \phi(y) dy.
\]

(76)

It follows from the properties

\[
\int \phi(x) dx = 1 \quad 1 = \sum_{n} \phi(x+n)
\]

(77)

of the scaling function that the autocorrelation function satisfies

\[
\int \Phi(x) dx = 1 \quad 1 = \sum_{n} \Phi(x+n)
\]

(78)

and has support on \([0, 4K-2]\). The autocorrelation function is plotted in Figure 3.

Using \( 78 \) in \( 76 \) gives the additional linear constraint on the integrals \( J_n \):

\[
-i\pi = - \int_{-m}^{m} \frac{dx}{x - i0^+} = \sum_{n} \int_{-m}^{m} \frac{\Phi(x+n)}{x - i0^+} = \sum_{n} \int_{n-m}^{n+m} \frac{\Phi(x)}{x - n - i0^+}
\]

(79)

which holds for any \( m \). Replacing \(-i\pi\) on the left side of equation \( 79 \) by zero gives the principal value; by \( +i0^+ \) gives the limit on the other side of the real line.

If \( m > 4K - 2 \) equation \( 79 \) can be expressed as

\[
-i\pi = \sum_{n=-m}^{m} J_n
\]

\[
+ \sum_{n=m+1}^{m+4K-3} \int_{n-m}^{4K-2} \frac{\Phi(x)}{n-x + i0^+} dx
\]

\[
+ \sum_{n=-m+1}^{-m+4K-3} \int_{0}^{4K-m} \frac{\Phi(x)}{n-x + i0^+} dx.
\]

(80)

For \(|n| > 4K-2\) the boundary integrals

\[
\int_{n-m}^{4K-2} \frac{\Phi(x)}{n-x + i0^+} dx = \int_{n-m}^{\infty} \frac{\Phi(x)}{n-x + i0^+} dx
\]

(81)

and

\[
\int_{0}^{n+m} \frac{\Phi(x)}{n-x + i0^+} dx = \int_{-\infty}^{n+m} \frac{\Phi(x)}{n-x + i0^+} dx
\]

(82)

can be expanded in a convergent power series in terms of partial moments of the autocorrelation function

\[
\int_{n-m}^{4K-2} \frac{\Phi(x)}{n-x + i0^+} dx = \frac{1}{n} \sum_{k=0}^{\infty} \frac{1}{n^k} \int_{n-m}^{\infty} \Phi(x)x^k dx
\]

(83)
The error after truncating the series in (83) or (84) after integrals because

\[ \int_{-\infty}^{\infty} \Phi(x) dx = \frac{1}{n} \sum_{k=0}^{n} \int_{-\infty}^{\infty} \Phi(x)x^k dx \]

is non-negative and

\[ \text{max} \leq -\frac{1}{n} \sum_{k=0}^{n} \int_{-\infty}^{\infty} \Phi(x)x^k dx \]

The error after truncating the series in (83) or (84) after N terms is bounded by

\[ \left( \frac{4K-2}{n} \right)^N \left( \frac{4K-2}{n-4K+2} \Phi_{\text{max}} \right) \]

where \( \Phi_{\text{max}} < 1 \) is the maximum value of the autocorrelation function. It is easy to compute these quantities to machine accuracy. The partial moments of the autocorrelation function in (83) and (84), which are needed as input to (80) can be computed analytically. This calculation is discussed in the appendix.

Equations (74) and (80) can be solved for the \( \bar{J}_n \), for \( 0 \leq n \leq 4K-2 \) in terms of left side of (83), the partial moments of the autocorrelation function, and the integrals for \( |n| > 4K-2 \). The results of these calculations are the nine complex numbers in Table 5. This gives values of \( J_m \) for all \( m \). The solution for principal value is given by the real values in table 5, while the conjugate of the values in table gives the singular integral approaching the real line from the other side.

The quantity that appears in the integral equation (83) is \( J_{mn}(k) \). In order to evaluate this quantity first note that it is symmetric in \( m \) and \( n \) so we can assume \( m \geq n \).

For \( n \geq 0 \) we can express \( J_{mn}(k) \) in terms of \( \bar{J}_n \):

\[ J_{mn}(k) = \bar{J}_{k-m-n} \]

When either \( m \) or \( n \) is less than \(-2K+2\) then

\[ J_{mn}(k) = 0 \]

The non-trivial values of \( J_{mn}(k) \) correspond to \( m \) non-negative and \(-2K+2 \leq n \leq -1 \), and both \(-2K+2 \leq n, m \leq -1 \). This still includes an infinite number of integrals because \( k \) can take on any value.

We discuss the treatment of \( m \) non-negative and \(-2K+2 \leq m \leq -1 \) separately. When \( m \) is non-negative the integral becomes

\[ J_{mn}(k) = J_n(k-m) \]

where

\[ J_n(m) := \int_{0}^{\infty} dx \int_{-\infty}^{\infty} dy \frac{\phi(x-n)\phi(y)}{m-x-y+i0^+}. \]  

Because in this case \( n \) is within \( 2K-2 \) of zero, for large \( |m| \) this can be computed in terms of moments \( J_{mn} \) and partial moments \( \bar{J}_{2m} \) of the scaling function using the series method:

\[ J_n(m) = \sum_{l} \frac{1}{(m-n)!+1} \sum_{k=0}^{l} \langle x^k \rangle \langle \Phi_{\text{max}} \rangle^2 \]

The error made by keeping \( N \) terms in the \( l \) sum is bounded by

\[ \left( \frac{2K-1}{m-n} \right)^{N+1} \left( \frac{2K-1}{m-n-2K+1} \right)^2 \]

relations among these integrals for different values of \( m \) and \( n \). Equation (85) can be used to recursively step down from large values of \( |m| \) to \( m = -1 \) from below and \( m = 2K \) from above. Some terms in this recursion will be complex because they involve the integrals \( J_n \) for \( 1 \leq n \leq 4K-3 \). The values of \( J_n(m) \) that cannot be computed directly from the moments or by using the recursion correspond \(-2K+2 \leq n \leq -1 \) and \( 0 \leq m \leq 2K-1 \). These can be computed by treating as a system of linear equations for the unknown \( J_n(m) \). This works because the terms in (84) include some of the previously computed integrals. The results of this calculation are shown in Table 6.

What remains are the \( J_{mn}(k) \) when both \( m \) and \( n \) fall between \(-2K+2 \) and \(-1 \). In this case when \( |k| \) is large, \( J_{mn}(k) \) can be expressed in the form of a convergent power series in terms of moments and partial moments of the scaling function. The scaling equations can be used to step up or down in \( k \) until \( k \) is between 0 and \( 2K-2 \); in addition they can also be used to solve for cases when

\[ m, n, k \in [-2K+2, -1] \times [-2K+2, -1] \times [0, 2K-1]. \]

In a normal application the value \( k \) represents the on-shell energy. It will be large if there are a lot of basis functions with support on either side of the on-shell point. While \( J_{mn}(k) \) can be calculated at the points (83) from the known values using the scaling equation (84), these points do not arise in most applications.

This completes the computation of the singular integrals that appear in equation (49).
Table 6 - $J_m(n)$

| m  | n  | $J$                        |
|-----|----|----------------------------|
| -4  | 0  | -5.270534e - 05 + 0.000000e - 00 |
| -4  | 1  | 1.328492e + 04 - 1.360295e - 03 |
| -4  | 2  | 4.129155e + 04 + 3.906821e - 04 |
| -3  | 3  | -9.487772e - 05 - 1.989216e - 05 |
| -4  | 4  | 3.178448e - 06 - 8.800341e - 06 |
| -5  | 5  | 1.039698e - 07 + 6.117942e - 09 |
| -3  | 6  | -4.625359e + 03 + 0.000000e - 00 |
| -3  | 7  | -2.620525e + 03 - 1.564086e - 02 |
| -3  | 8  | 2.569291e + 02 + 1.368533e - 03 |
| -3  | 9  | -2.507103e + 02 + 1.505784e - 03 |
| -3  | 10 | -1.189214e + 03 - 1.325919e - 04 |
| -3  | 11 | 8.403857e - 05 + i.945118e - 06 |
| -2  | 12 | 5.719523e - 02 + 0.000000e - 00 |
| -2  | 13 | 8.006177e - 02 + 3.624922e - 01 |
| -2  | 14 | -2.606313e - 01 - i.778517e - 02 |
| -2  | 15 | 3.145142e - 02 + 2.488590e - 02 |
| -2  | 16 | -1.188904e - 02 - 1.543955e - 03 |
| -2  | 17 | -5.959595e - 03 + 1.432318e - 04 |
| -1  | 18 | 1.309699e - 01 + 0.000000e - 00 |
| -1  | 19 | -4.302964e - 01 - i.481010e + 00 |
| -1  | 20 | 1.269047e + 00 + 1.296315e - 01 |
| -1  | 21 | -2.565108e - 01 - 1.893945e - 02 |
| -1  | 22 | 1.173431e - 01 + i.010587e - 02 |
| -1  | 23 | 4.76128e - 02 + i.054775e - 03 |

V. CONCLUSION

In this paper we introduced a method for applying wavelet numerical analysis to solve the relativistic threobody problem. The method starts by making variable changes in the relativistic Faddeev-Lovelace equations so the moving scattering singularity has simple scaling properties.

The next step is to project the equation in the transformed variables on a finite resolution subspace of the three-body Hilbert space. The matrix representation of the integral equation in this approximation space is easily computed by evaluating the driving terms and smooth part of the kernel at the one-point quadrature points. Additional integrals involving the singular part of the kernel over the basis functions are needed to compute the full kernel. These integrals can be calculated either exactly or with precisely controlled errors using the scaling equation (1) and normalization condition (2). Method for computing all of the required integrals are discussed in detail in section IV and the appendix. Explicit values of most of the needed integrals are computed and appear in Tables 3-6. The physics input is in the driving term and smooth part of the kernel. The integrals over the singular part of the kernel are independent of the dynamics. They can be computed from the scaling coefficients by solving a small system of linear equations.

The resulting system of equations in the high resolution basis, while easy to compute, is large. The wavelet transform is used to transform matrix elements in the high-resolution scaling basis to matrix elements in a basis consisting of low resolution scaling functions and wavelet basis functions with resolutions that fall between the high-resolution and low resolution basis. The transformation to this new basis take $O(N)$ steps, which is faster than a fast Fourier transform. In the new basis the kernel can naturally be expressed as the sum of a sparse matrix and a small matrix. The key approximation is to replace the small part of the kernel by zero. The size of the error made in this approximation can be controlled by changing the threshold size for discarding matrix elements.

The sparse matrix can be solved using sparse matrix techniques. In reference (2) this was done by first conditioning the matrix and then using the complex bi-conjugate gradient method. The resulting solution can be transformed back to the scaling basis using the inverse wavelet transform. The approximation is improved if the resulting solution is substituted back in the original equation (23). The step has the added benefit that the basis functions never have to be calculated.

The key result that was needed to calculate integrals associated with the moving singularities is the observation by Beylkin (29) and collaborators that integrals of scaling functions over moving singularities can be expressed as integrals of the autocorrelation function of the scaling function over a fixed singularity. This leads to a practical and stable method for computing the integrals. The methods do not require subtractions or careful choices of quadrature points; for the Daubechies’ $K = 3$ basis they are reduced to solving a system of eleven linear equations. The required properties of the autocorrelation function are derived in the appendix.

The research in references (1) and (2) demonstrated that the wavelet method led to sparse matrix approximations resulting negligible errors. The structure of the kernel in the relativistic three-body case indicates that the wavelet method will lead to accurate sparse matrix approximations to the relativistic Faddeev-Lovelace equations.

The increase in efficiency in this method is due to the saving in computational effort in going from solving a large dense set of linear equations to an approximately equivalent equations with a sparse matrix. The wavelet method will lead to a significant savings in computational effort for a large system.

Our conclusion is that wavelet numerical analysis can be used to accurately approximate the relativistic Faddeev Lovelace equations by a linear system of equations with a sparse kernel matrix.
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The normalization condition \((A1)\) of the scaling function defines:

\[
\Phi(x) = \int_{-\infty}^{\infty} \phi(x-y)\phi(y)dy.
\]  
(A1)

Because of the support of the scaling function is \([0, 2K-1]\), the autocorrelation function has support \([0, 4K-2]\).

Using the scaling equation \((A2)\) for the scaling function in the definition \((A1)\) of the autocorrelation function leads to the scaling equation for the autocorrelation function:

\[
\Phi(x) = \sum_l \sum_{l'} h_l h_{l'} \Phi(2x - l' - l).
\]  
(A2)

If we define

\[
a_l = \frac{1}{\sqrt{2}} \sum_{l'=0}^{\min(l,2K-1)} h_{l-l'} h_{l'} \quad 0 \leq l \leq 4K-2
\]  
(A3)
equation \((A2)\) can be put in the same form as \((A1)\):

\[
D\Phi(x) = \sum_{l=0}^{4K-2} a_l T^l \Phi(x).
\]  
(A4)

The scaling coefficients \(a_k\) for the Daubechies’ \(K = 3\) autocorrelation function are given in Table 7.

The normalization condition \((A1)\) of the scaling function can be used in the definition \((A1)\) of the autocorrelation function to derive the normalization condition:

\[
\int \Phi(x)dx = 1.
\]  
(A5)

The scaling equation \((A2)\) and the normalization condition \((A5)\) can be used to calculate moments and partial moments of the autocorrelation function. To calculate the moments of the autocorrelation function use

\[
\langle x^k \rangle_\Phi = \int \Phi(x) x^k dx,
\]  
(A6)

\[
\langle x^k \rangle_\Phi = \frac{1}{2^{k+1/2}} \sum_l a_l \sum_{n=0}^{k} \frac{k!}{n!(k-n)!} \langle x^n \rangle_\Phi.
\]  
(A7)

Moving the \(n = k\) term to the left side of the equation gives recursion relation

\[
\langle x^k \rangle_\Phi := \frac{1}{2^{k-1}} \frac{1}{\sqrt{k+1}} \sum_l a_l \sum_{n=1}^{k} \frac{k!}{n!(k-n)!} \langle x^{k-n} \rangle_\Phi.
\]  
(A8)

The recursion is started using the the normalization condition \((A1)\). The lowest moments are tabulated in Table 8.

The partial moments of the autocorrelation function satisfy the scaling equation

\[
\langle x^k \rangle_{\Phi,[m,\infty]} := \int_m^\infty \Phi(x) x^k dx =
\]

\[
\sum_l a_l \sum_{n=0}^{k} \frac{\sqrt{2}}{2^{k+1}} \frac{k!}{n!(k-n)!} \langle x^{k-n-2m} \rangle_{\Phi,[2m-l,\infty]}.
\]  
(A9)

When \(m \geq 4K-2\) these partial moments become ordinary moments while when \(m \leq 0\) they vanish. This gives us a linear system for partial moments in terms of the full moments and lower partial moments. These equations can be solved recursively. Partial moments corresponding to more general intervals can be computed by subtraction:

\[
\langle x^k \rangle_{\Phi,[m,n]} = \langle x^k \rangle_{\Phi,[m,\infty]} - \langle x^k \rangle_{\Phi,[n,\infty]}.
\]  
(A10)

**APPENDIX A**

The autocorrelation function of the scaling function is defined by

\[
\Phi(x) = \int_{-\infty}^{\infty} \phi(x-y)\phi(y)dy.
\]  
(A1)

**Table 7: Daubechies’ \(K = 3\) Autocorrelation Scaling Coefficients**

| \(a_n\)  | Value                      |
|---------|----------------------------|
| \(a_0\) | 7.825529e-02               |
| \(a_1\) | 3.796160e-01               |
| \(a_2\) | 6.767361e-01               |
| \(a_3\) | 4.612557e-01               |
| \(a_4\) | -4.471656e-02              |
| \(a_5\) | -1.687321e-01              |
| \(a_6\) | -2.481571e-03              |
| \(a_7\) | 3.922363e-03               |
| \(a_8\) | -1.563883e-03              |
| \(a_9\) | -4.256471e-03              |
| \(a_{10}\)| 8.774429e-04              |

**Table 8: Daubechies’ \(K = 3\) Autocorrelation Moments**

| \(\langle x^k \rangle_\Phi\) | Value                      |
|-----------------------------|----------------------------|
| \(\langle x^3 \rangle_\Phi\) | 1.000000e+00               |
| \(\langle x^4 \rangle_\Phi\) | 1.634802e+00               |
| \(\langle x^5 \rangle_\Phi\) | 2.672579e+00               |
| \(\langle x^6 \rangle_\Phi\) | 4.167733e+00               |
| \(\langle x^7 \rangle_\Phi\) | 5.825913e+00               |
| \(\langle x^8 \rangle_\Phi\) | 6.817542e+00               |
| \(\langle x^9 \rangle_\Phi\) | 8.079171e+00               |
| \(\langle x^{10} \rangle_\Phi\) | 4.055470e+01               |
| \(\langle x^{11} \rangle_\Phi\) | 2.899950e+02               |
| \(\langle x^{12} \rangle_\Phi\) | 1.695851e+03               |
| \(\langle x^{13} \rangle_\Phi\) | 8.321402e+03               |
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