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Abstract

We review in detail modern numerical methods used in the determination and solution of Bethe-Salpeter and Dyson-Schwinger equations. The algorithms and techniques described are applicable to both the rainbow-ladder truncation and its non-trivial extensions. We discuss pedagogically the steps involved in constructing conventional mesons and baryons as systems of two- and three-quarks respectively. As further application we describe the self-consistent calculation of form-factors and highlight the challenges that remain therein.
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1. Introduction

In functional approaches to Quantum Field Theories (QFTs), the Dyson-Schwinger equations (DSEs) can be succinctly thought of as the equations of motion of Green’s functions. They are exact—in principle—and are derived by considering the Ward identity associated with translational invariance. The dynamical information contained within these Green’s functions pertains to the fundamental degrees of freedom, with the simplest being that of two-point functions that encode the propagation of a particle from one space-time point to another. When subject to a Fourier transformation, they may be recast into functions of momentum which thence describe the particles behaviour as a function of the energy scale. Higher n-point functions provide access to interaction vertices, together with more complicated constructs from which one may extract—depending upon the underlying theory—bound-states and scattering amplitudes.

Such extraction can be somewhat simplified when we all that is needed is the on-shell information about the bound-states of the theory. In that case, a different integral representation of the n-point functions may be used: the Dyson series. In this paper we will focus upon the theory of the strong interaction, Quantum Chromodynamics (QCD), and the calculation of both Green’s functions and bound-states therein. Here, the bound-states (i.e. the hadrons) appear as poles in the relevant Green’s function for select momentum configurations. For example, mesons appear as poles in a Green’s function with four quark-legs (i.e. 4-point quark Green’s function). Expansion around such a pole reveals the simpler Bethe-Salpeter equation (BSE) for the bound-state. This equation still depends upon the propagation and interaction of the constituents of the bound-state, therefore a combination of DSE and BSE methods is necessary. Discussions of these techniques can be found in various reviews, see e.g. [4–11].

In general, the solution of both the DSEs and the BSEs is a very complicated task, explaining why their introduction as non-perturbative tools in QFTs was initially restricted to formal applications. With advances in computing power, together with the development of ever sophisticated tools for performing algebraic manipulation [12–18], robust treatments of DSEs [19–27] and BSEs [28–32] appeared whose initial numerical techniques underpin much of what is done today. Since then, their use has blossomed especially in the context of theoretical hadron physics. However, until very recently the computer capabilities and available numerical tools has restricted their use to very simplified setups which, in turn, has limited the value of DSE/BSE calculations to qualitative rather than quantitative calculations, but with great phenomenological merit. However, such investigations have provided for a steady improvement of the numerical and algebraic techniques used, and thus we believe that, in conjunction with the unprecedented computer power presently available, this situation will change. First calculations of meson masses using QCD input only have already appeared [33] and proof that this level of sophistication can be reached for baryons exists as well [34]. It is the purpose of this article to make public the numerical algorithms developed by our group in order to enable a wider community to use and further develop them. We make no claim, however, that these same techniques are employed (or not) by other groups or whether these are the best possible ones.

The paper tackles three different classes of problems. In Sec. 2 we explain the techniques to solve the quark DSE for real and complex momenta, as needed in the calculation of bound-states. Some general guidance on the solution of DSEs for vertices is also given in Sec. 2 although the discussion there is less detailed as they are best studied on a case-by-case basis. In Sec. 3 the basic ideas of solving BSEs to calculate the hadron spectrum from QCD are introduced by means of the meson BSE. The BSE equation describing baryons as three-quark objects is conceptually identical to the meson BSE but computationally much more demanding; the necessary modifications to make such a calculation manageable are described in Sec. 4. The last important topic for which DSEs and BSEs have been used is the study of the internal structure of hadrons by calculating their form factors. The techniques here are less developed than those for the hadron spectrum; their current status is presented in Sec. 5. A certain degree of repetition has been introduced on purpose, particularly in the Secs. 3 and 4, to make them reasonably self-contained and to enable the reader to skip to the most relevant section. We assume knowledge of the basic numerical techniques, such as e.g. quadrature and interpolation, although some formulas are quoted in the Appendices or by reference. Furthermore, although BSEs are solved as eigenvalue problems, we only sparingly discuss the relevant techniques in the text since they are part of the standard toolbox of the computational practitioner.

Finally, we wish to mention that baryons can and are treated in a simplified fashion as two-body objects, by means of introducing intermediate (unphysical) bound states called diquarks. We do not discuss the techniques used in this case here and refer instead to the relevant literature [32, 35–42].
2. Quark Dyson-Schwinger equation

One of the fundamental ingredients to the calculation of bound-states is the constituent itself that is being bound. In this article we are concerned with bound-states of quarks and anti-quarks and hence we must provide the non-perturbative propagator for the quark. In our approach this is provided by solution of its Dyson-Schwinger equation which encodes both the perturbative and non-perturbative corrections stemming from gluonic self-interactions as well as hadronic unquenching effects.

2.1. Setting up the equation

2.1.1. One-body kinematics

The quark-propagator depends on a single momentum \( p^\mu \) and can be decomposed into the tensor product of a spin-momentum part and a colour diagonal part

\[
S_{AB}^{(1)}(p) = S_{ab}^{(1)}(p) \otimes \delta_{rs} .
\]

(1)

Here, \( AB \) are collective indices for spin (\( \alpha\beta \)) and colour (\( rs \)) while \( A \) is a flavour index that we henceforth omit in this section for brevity. There are two distinct Dirac structures contained within \( S_{ab}^{(1)} \), namely \( \hat{S}_A = -i \gamma^\mu \) and \( \hat{S}_B = 1 \), parametrized by the propagator dressing functions \( \sigma_A(p^2) \), \( \sigma_B(p^2) \) which are combinations of the scalar functions \( A(p^2) \) and \( B(p^2) \):

\[
S(p) = -i \gamma^\mu \sigma_A(p^2) + i \gamma^\mu \sigma_B(p^2) = \hat{S}_A \sigma_A(p^2) + \hat{S}_B \sigma_B(p^2) , \quad \text{with} \quad \sigma_{X=AB}(p^2) = \frac{X(p^2)}{p^2 A^2(p^2) + B^2(p^2)} .
\]

(2)

The quark wave-function is given by \( Z_f(p^2) = 1/\Lambda(p^2) \) while the quark mass-function is \( M(p^2) = B(p^2)/A(p^2) \). There is an implicit dependence on the cut-off \( \Lambda \) via renormalization scale \( \mu \).

Since the framework is covariant we are free to choose any convenient frame in which to work. The simplest choice is for the quark momentum \( p^\mu \) to be aligned with that of the \( \hat{e}_4 \) Euclidean direction.

2.1.2. Quark self-energy

The quark-propagator is obtained by solving its Dyson-Schwinger equation, see Fig. 1. It features the bare (inverse) quark-propagator

\[
S_0^{-1}(p) = i \gamma^\mu + i Z_m m_R ,
\]

(3)

which introduces the renormalised quark mass \( m_R \) from the QCD action, and a self-energy correction \( \Sigma(p^2, \mu^2) \) that encodes the dynamical quantum corrections. This self-energy contains both dressed and bare quark-gluon vertices, together with a gluon-propagator and the quark-propagator we wish to obtain. Explicitly

\[
S_{AB}^{-1}(p) = Z_2 S_{AB}^{-1}(p) - \Sigma_{AB}(p^2, \mu^2) , \quad \Sigma_{AB}(p^2, \mu^2) = Z_{if} \int (k_1) \left( -ig_s t^a \gamma^\mu \right) S(k_1) \left( -ig_s t^b \gamma^\nu \right) D_{\mu\nu}(k_2) ,
\]

(4)

where \( k_1 = k + \eta p \) and \( k_2 = -k + \bar{\eta} p \) are the quark and gluon momenta, with \( \eta + \bar{\eta} = 1 \) expressing freedom in the momentum partitioning, and we write the shorthand \( \int = d^4 k / (2\pi)^4 \) to represent the integration measure. The quark-gluon vertices come equipped with a colour factor \( t^a \) which we have factored out; explicitly performing the traces (and noting that the gluon is colour diagonal) yields a global factor \( C_F = (N_C^2 - 1) / 2 N_C \) in the self-energy term. The renormalisation constants \( Z_2 \), \( Z_m \) are obtained subtractively by evaluating the quark self-energy at a given scale \( \mu \) and imposing boundary conditions, typically \( A(\mu^2) = 1 \) and \( B(\mu^2)/A(\mu^2) = M(\mu^2) = m_R \). The renormalisation constant for the quark-gluon vertex is constrained by the Slavnov-Taylor identities in the miniMOM scheme [43].

\[
Z_{if} = Z_2 / Z_5 , \quad \text{where} \quad Z_5 \text{ renormalises the ghost propagator; in model calculations this can be taken to be equal to unity and neglected.}
\]

Figure 1: The Dyson-Schwinger equation for the full (inverse) quark propagator. All internal propagators are dressed, with lines representing quarks and springs denoting gluons. The large blue circle is the dressed quark-gluon vertex, whilst its smaller counterpart is a bare vertex.
where $\Gamma$ as projection operator, we can reduce it to a coupled set of non-linear integral equations for the scalar functions $A$ and $B$ and take the trace to yield\[ D_{\mu \nu}^{ab} = \delta^{ab} D_{\mu \nu}(p) , \quad D_{\mu \nu}(p) = T_{\mu \nu}(p)DZ(p^2) , \quad T_{\mu \nu}(p) = \left( \delta_{\mu \nu} - \frac{p_{\mu}p_{\nu}}{p^2} \right) , \quad DZ(p^2) = \frac{Z(p^2)}{p^2} , \quad (5) \]

with $T_{\mu \nu}(p)$ the transverse projector and $Z(p^2)$ the gluon dressing function. The spin-momentum part of the quark-gluon vertex is more complicated. While its tree-level or bare form is just $\gamma^\mu$, the non-perturbative decomposition spans a linear combination of the twelve elements
\[
\gamma^\mu , \quad p^\mu , \quad k_i^a , \quad \gamma^\mu p , \quad p^\mu p , \quad k_i^a p , \quad \gamma^\mu k_i^a , \quad p^\mu k_i^a , \quad k_i^a k_j^b , \quad \gamma^\mu p k_i^a , \quad p^\mu p k_i^a , \quad k_i^a p k_j^b . \quad (6)
\]

where $k_i^a$ and $p^\mu$ are the incoming and outgoing quark momenta, respectively. As a result of the transverse projector inherent to Landau gauge the number of linearly independent components reduces to eight, thus we expand the vertex as $\Gamma_{\mu \nu}^{a b} = \sum_{i=1}^{8} c_i(p^2, k_i^a, p \cdot k_i) r_i^{a b}(k_1, p)$, with $c_i$ the non-perturbative and momentum dependent dressing functions and $r_i^{a b}(k_1, p)$ an appropriate choice of basis functions, see Sec. 2.4.

### 2.1.3. Scalar Projections

The quark Dyson-Schwinger equation is presently a matrix equation in Dirac space. By applying a suitable projection operator, we can reduce it to a coupled set of non-linear integral equations for the scalar functions $A(p^2)$ and $B(p^2)$, viz. we multiply by
\[
P_A(p) = -i \frac{\not{p}}{4p^2} , \quad P_B(p) = \frac{1}{4} , \quad (7)
\]

and take the trace to yield
\[
A(p^2) = Z_2 - \text{Tr} \left[ P_A(p) \Sigma(p^2, \mu^2) \right] , \quad (8)
\]
\[
B(p^2) = Z_2 Z_M m_B - \text{Tr} \left[ P_B(p) \Sigma(p^2, \mu^2) \right] . \quad (9)
\]

If we split the quark propagator into its $A$ and $B$ components as in Eq. (2), we can write the trace of the spin-momentum parts of the integration kernels as
\[
K_{X Y}^{a b}(p, k) = \text{Tr} \left[ P_A(p) \gamma^\mu \gamma(1) r_i^{a b}(k_1, p) T_{\mu \nu}(k_2) \right] , \quad (10)
\]
for $X, Y \in \{A, B\}$. Then the equations for $A$ and $B$ are
\[
A(p^2) = Z_2 + g_2^2 Z_{\text{J1}} C_F \int_k \sum_{i=1}^{8} \left[ \sigma_A(k_i^a) K_{AA}^{i}(p, k) + \sigma_B(k_i^a) K_{BB}^{i}(p, k) \right] c_i(k_i^a, p^2, k_1 \cdot p) , \quad (11)
\]
\[
B(p^2) = Z_2 Z_M m_B + g_2^2 Z_{\text{J1}} C_F \int_k \sum_{i=1}^{8} \left[ \sigma_A(k_i^a) K_{BA}^{i}(p, k) + \sigma_B(k_i^a) K_{BB}^{i}(p, k) \right] c_i(k_i^a, p^2, k_1 \cdot p) , \quad (12)
\]

These traces can be performed either by hand, using FORM [13] or with the aid of FORMTracer [17], FeynCalc [12] [18] and Mathematica. Note that upon writing the integration measure in terms of hyperspherical coordinates
\[
\int_k \equiv \int_0^1 \frac{dk^4}{(2\pi)^4} = \int_0^\infty dk^2 \frac{k^2}{2} \int_0^\pi d\psi \sin^2 \psi \int_0^\psi d\theta \sin \theta \int_0^{2\pi} d\phi . \quad (13)
\]

the two angles $\theta$ and $\phi$ may both be trivially integrated.

### 2.2. Solving the equation

We are solving a non-linear integral equation, which requires provision of initial values for the functions of interest $A(p^2)$ and $B(p^2)$, discretized on a momentum grid $p_i^2$ distributed logarithmically in $[\Lambda_{IR}^2, \Lambda_{UV}^2]$. For the initial guess one can for example employ
\[
A(p^2) = \frac{1 + a}{1 + p^2 / \Lambda^2} , \quad B(p^2) = \frac{b}{1 + p^2 / \Lambda^2} , \quad (14)
\]
with $a = 1.2$, $b = 0.8$ GeV and $\Lambda = 1$ GeV being suitable choices. The solution is obtained according to the flow diagram shown in Fig. 2. That is, the quark Dyson-Schwinger equation is solved iteratively, until the two scalar functions $A$ and $B$ are converged, in the background of fixed a gluon propagator and quark-gluon vertex. This is the micro cycle; it is complemented by a macro cycle wherein the gluon propagator and quark-gluon vertex—if they are part of the coupled system—are updated to reflect their dependence on the quark propagator(s). The system is considered to have converged when further updates of the quark-gluon vertex (or gluon propagator) lead to no change in the quark propagator dressing functions (i.e. convergence is already reached in just one iteration step).

### 2.2.1. Pre-calculation of the quark-gluon vertex

Here we will keep the discussion of the quark DSE general, referring to Sec. 2.4 for details on how the DSE for the quark-gluon vertex can be solved. As regards its appearance in the quark DSE, the complexity is not so great, especially with respect to the memory requirements. Thus we pre-interpolate the dressing functions appearing on the right-hand side each time they are updated and cache the result. This process is simple: for each external momentum $p^2$ required, we loop over the radial component of the integration momentum, $k^2$, together with its polar angle $\cos \psi$ and evaluate the eight dressing functions $c_i(k^2, p^2, \cos \psi)$ that describe the vertex. In the case of rainbow ladder this is a trivial step.

### 2.2.2. Pre-calculation of angular integrals

When the momentum configuration is chosen such that the external momentum $p$ is entirely passing through the gluon—the unshifted momentum configuration—the loop integrals can be factorized efficiently. Thus, writing $k_1 = k$ and $k_2 = p - k = q$ we have for $X \in \{A, B\}$

$$
\int d^4k \frac{Z(k^2)}{k^2} \sum_{n=1}^{8} \sigma_Y(k^2) K_{XY}(p, k) c_i(k_1^2, p^2, k_1 \cdot p) = \int dk^2 k^2 2\sigma_Y(k^2) \int d\psi \sin^2 \psi \frac{Z(q^2)}{q^2} \sum_{i=1}^{8} K^{i}_{XY}(p, k)c_i(k^2, p^2, q^2). 
$$

(15)

The kernels $K_{XY}(p, k)$ are polynomials in $p^2$, $k^2$ and $q^2$; we eliminate $(k \cdot p)$ in favour of $q^2 = k^2 + p^2 - 2(k \cdot p)$ and collect powers in $q^2$. Suppose we also know the angular dependence of the vertex dressing functions $c_i(k^2, p^2, q^2) = \Sigma_j c_{ij}(k^2, p^2) \Theta_j(q^2) \cos \psi$ i.e. it is expanded in a basis of orthogonal polynomials such as Chebyshev’s. Then, we determine (for the whole micro cycle)

$$
\Theta_{ij}(p^2, k^2) = \int d\psi \sin^2 \psi (q^2)^n Z(q^2) \Theta_j(q^2),
$$

(16)

with $n$ a finite set of integers, and $l \geq 0$ being the number of polynomials used in the expansion of $c_i$, whose convergence is typically rapid. This leaves

$$
\int dk^2 k^2 \sum_{Y=A,B} \sigma_Y(k^2) \sum_n \sum_{i,j} f_{XY}^{nij}(p^2, k^2) c_{ij}(k^2, p^2) \Theta_{ij}(p^2, k^2),
$$

(17)

to be solved at each step of the micro cycle, which is a single radial non-linear integral equation for $A, B$ alone. The $f_{XY}^{nij}$ are polynomials in $p^2, k^2$ that are determined in the course of tracing out the equations, and are related to the $K_{XY}$ appearing in Eq. (15).

---

1 It is possible, however, to find multiple solutions of the quark Dyson-Schwinger equation, which is unsurprising since the equation is itself non-linear. Typically they have the characteristic of being *noded*, in that there are one or more zero crossings present whereas the usual solutions are positive semi-definite. These different solutions can be selected through the choice of the initial guess or by traversing different solution branches when bifurcation of the solutions occurs [44][45].
For example, in the rainbow-ladder truncation where $\Gamma^a_{gg} = Z_A \gamma^a$ and $Z(p^2) = Z_{\text{eff}}(p^2)$ is an effective interaction, the non-zero elements of $f_{AA}$ are

$$f_{AA}^2 = \frac{(k^2 - p^2)^2}{2p^2}, \quad f_{AA}^1 = \frac{k^2 + p^2}{2p^2}, \quad f_{BB}^0 = -\frac{1}{p^2}, \quad f_{BB}^{-1} = 3.$$  \(\text{(18)}\)

Then, we only need to pre-calculate the angular functions

$$\Theta_n(p^2, k^2) = \int d\psi \sin^n \psi \left( q^2 \right)^n Z_{\text{eff}}(q^2),$$  \(\text{(19)}\)

for $n = \{-2, -1, 0\}$. For the shifted momentum configuration it is no longer beneficial to pre-calculate the angular integrals since the $A$, $B$ functions that we solve for depend upon $\psi$ under the integral.

### 2.3. Analytic continuation

Everything discussed thus far can be applied to the calculation of the quark in the complex momentum plane, as needed for bound-state calculations. In this case, the choice

$$p^2 = \left( 0, 0, 0, iM + \sqrt{p^2} \right),$$  \(\text{(20)}\)

results in $p^2 \in \mathbb{C}$ following the path of a parabola in the complex plane, with $M = 0$ recovering the original real-axis parametrization. The maximal value of $M$ is dictated by the appearance of poles or singularities in the dressing functions that then require rigorous treatment. For the unshifted momentum routing ($\eta = 0, \bar{\eta} = 1$), one may either employ naive analytic continuation of the effective interaction to more cautious path deformation techniques that ensure non-analyticities are not integrated over \[47\] \[48\]. For the shifted momentum routing ($\eta = 1, \bar{\eta} = 0$), where the complex momenta is chosen to pass solely through the internal quark line, we have access to the shell and Cauchy methods \[46\] \[49\]. Hybrid combinations of these techniques can similarly be formulated \[33\]. Here, we focus on the Cauchy method and note that the shell method can be thought of a nested variant.

#### 2.3.1. Cauchy Interpolation

For a closed contour $\Gamma$ we can obtain $f(z_0)$ for $z_0$ interior to $\Gamma$ by the Cauchy integral formula

$$f(z_0) = \frac{1}{2\pi i} \int_{\Gamma} \frac{f(z)}{z - z_0} dz, \quad \text{(21)}$$

$$= \sum_j \frac{1}{2\pi i} \int_{\gamma_j} \frac{f(z(t))z_j'(t)}{z - z_0} dt. \quad \text{(22)}$$

In the second line, we assumed that the contour is broken into a set of paths $\gamma_j$ whose points $z_j$ are parametric functions of $t \in [-1, 1]$.

This method is not stable numerically. In particular, with the contour integral is discretized at the points $z_j$, the instability manifests whenever $z_j \approx z_0$. To counter this, we write \[49\] \[50\]

$$f(z_0) = \left[ \int_{\Gamma} \frac{f(z)}{z - z_0} dz \right] \left[ \int_{\Gamma} \frac{1}{z - z_0} dz \right]^{-1}, \quad \text{(23)}$$

where the denominator evaluates to $2\pi i$. In discretized form we instead write

$$f(z_0) = \sum_j w_j f(z_0) f_j \left[ \sum_j w_j(z_0) \right] \quad w_j(z_0) = w_j(z_0 - z_j). \quad \text{(24)}$$

where the $w_j$ are appropriate integration weights and $z_j$ the abscissa. Numerical errors when $z_0 \approx z_j$ cancel in the ratio. This form looks like barycentric interpolation discussed in Appendix B.2.

#### 2.3.2. Grid

We can obtain the dressing functions of the quark propagator, $A$ and $B$, in the lower half-plane by complex conjugation of their values in the upper half plane. Thus it is sufficient to define only the upper half of the Cauchy contour, which is described parametrically by two paths: the vertical part $\gamma_1$; and the parabolic part $\gamma_2$. The parametric variables $t_i \in [-1, 1]$ are discretized e.g. as the roots of the Legendre polynomials of degree $n_i$. 
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Defining a useful constant $c_1 = M \sqrt{4\Lambda^2 + M^2}/4$, the vertical path and its derivative are given by
\[
z(r, t) = \Lambda^2 + i(1 + t)c_1, \quad \dot{z}(r, t) = ic_1.
\] (25)

Similarly, with the aid of $c_2 = \sinh^{-1}\left(\sqrt{4\Lambda^2 + M^2}/2\right)/2$, the parabolic path is described with
\[
z(r, t) = \sinh^2(c_2(1 - t)) - M^2/4 + iM \sinh(c_2(1 - t)), \quad \dot{z}(r, t) = -c_2 \sinh(2c_2(1 - t)) - ic_2M \cosh(c_2(1 - t)).
\] (26)

We show the an example of the point distribution of this path, reflected in the plane, in Fig. 3

![Figure 3: An example of the Cauchy integration used, for a bound-state mass $M = 1$ GeV and UV cutoff 2 GeV. The path is anticlockwise.](image)

2.4. Quark-Gluon Vertex

The quark-gluon vertex can be decomposed into a colour part and a spin-momentum part carrying the Dirac and Lorentz indices
\[
\Gamma_{ij}^{\alpha \beta}(k, P) = -ig_2 t^\alpha \otimes \Gamma_i^eta,
\] (27)

where $\Gamma_i^\beta$ is a linear combination of a subset of the elements given in Eq. (6). Focusing on the spin-momentum part, the exact DSE for the quark-gluon vertex can be written as the sum
\[
\Gamma_{qg}^{\mu}(p_1, p_2) = Z_{ij} \left[ \gamma^\mu + \Lambda^\mu_{\text{qg,NA}} + \Lambda^\mu_{\text{qg,AB}} + \Lambda^\mu_{\text{qg,SF}} \right],
\] (28)

where the vertex corrections of the DSE are
\[
\Lambda^\mu_{\text{qg,NA}}(p_1, p_2) = g_2^2 C_{\text{NA}} \int \frac{dk}{(2\pi)^2} \gamma^\alpha S(k_3) \Gamma_{qg}^{\alpha \beta}(k_3, p_2) \Gamma_{\text{gq}}^{\beta \gamma}(k_1, -k_2, p_3) D_{\text{af}}(k_1) D_{\text{gf}}(k_2),
\] (29)
\[
\Lambda^\mu_{\text{qg,AB}}(p_1, p_2) = g_2^2 C_{\text{AB}} \int \frac{dk}{(2\pi)^2} \gamma^\alpha S(k_2) \Gamma_{qg}^{\alpha \beta}(k_1, k_2) S(k_2) \Gamma_{\text{gq}}^{\beta \gamma}(k_2, p_2) D_{\text{af}}(k_3),
\] (30)
\[
\Lambda^\mu_{\text{qg,SF}}(p_1, p_2) = g_2^2 \sum_{i=1}^3 C_{\text{SF}, i} \int \frac{dk}{(2\pi)^2} \gamma^\alpha S(k_2) \Gamma_{\text{gq}}^{\alpha \gamma}(k_2, p_2; k_1, p_3) D_{\text{af}}(k_1).
\] (31)

We have performed the colour traces, yielding the factors
\[
C_{\text{NA}} = \frac{N_C}{2}, \quad C_{\text{AB}} = -\frac{1}{2N_C}, \quad C_{\text{SF}, 1} = C_F, \quad C_{\text{SF}, 2} = -\frac{1}{2N_C}, \quad C_{\text{SF}, 3} = \frac{1}{4}.
\] (32)

To accomplish this we have assumed that the two-quark–two-gluon vertex can be written in colour reduced form as
\[
\Gamma^{\mu \nu \rho \sigma}_{\text{gq}}(p_1, p_2, p_3) = Z_1 \left[ \delta^{\mu \nu} (p_1 - p_2)^\rho + \delta^{\rho \sigma} (p_2 - p_3)^\mu + \delta^{\nu \sigma} (p_1 - p_3)^\rho \right].
\] (34)

Further details of solving the DSE for the three-gluon vertex can be found e.g. in Refs. [33, 51-53].
2.4.1. Kinematics and Interpolation

The kinematics of the quark-gluon vertex can be described by three scalar invariants corresponding to the square of the incoming and outgoing quark momenta \( p_1, p_2 \) respectively, and the incoming gluon momentum \( p_3 \). Due to momentum conservation, any two four-momenta are sufficient and one frequent choice is to write the relative quark momentum \( k = (p_1 + p_2)/2 \) and the total momentum \( P = p_3 = p_2 - p_1 \). The vertex itself may depend on any three of the scalar invariants \( s_{ij}, t_{ij}, u_{ij} \) or linear combinations thereof. For three-point functions it is convenient to arrange the three four-momenta \( p_1, p_2, p_3 \) in accordance to the \( S_3 \) permutation group. The benefits of this have been discussed at length for the three-gluon vertex \[53\] where Bose-symmetry makes its relevance obvious, but it remains useful also for the quark-gluon vertex. We write

\[
\begin{align*}
& s_0 = \frac{p_1^2 + p_2^2 + p_3^2}{6} , \\
& a = \frac{\sqrt{3}(p_1^2 - p_2^2)}{6s_0} , \\
& s = \frac{p_1^2 + p_2^2 - 2p_3^2}{6s_0} ,
\end{align*}
\]

where the doublet \((a, s)\) forms the inside of a circle, see Fig. 4 whilst the singlet \( s_0 \) carries the overall momentum scale. In calculations, we replace this doublet by the more natural polar coordinates \((r, \psi)\), with \( r \in (0, 1] \) a radius and \( \psi \in [0, 2\pi) \) the polar angle. These variables are discretized on a grid—one that is suitable for interpolation—and the momenta \( p_1, p_2 \) and \( p_3 \) reconstructed. Hence

\[
\Gamma_{\text{qqg}}^\mu(p_1, p_2, p_3) = \sum_{i=1}^{8} c_i r_i^\mu(p_1, p_2, p_3) ,
\]

with \( c_i = c_i(s_0, r, \psi) \). To be concrete, \( s_0 \) is arranged logarithmically from \([-1, 1]\) to \([\Lambda_{\text{IR}}^2, \Lambda_{\text{UV}}^2]\) with typical scales being \(10^{-6} \text{ GeV}^2\) and \(10^6 \text{ GeV}^2\). The radial variable is discretized on a grid \( r^2 \in [0, 1] \) (thus distributing more points towards the more interesting region close to 1). For the angular points we work in \([0, 2\pi)\) with a periodic rule, offset from zero to avoid purely numerical kinematic singularities. We use a combination of barycentric interpolation with different rules, such as Berrut and Legendre (see Appendix B).

2.4.2. Basis

An especially useful choice is afforded by

\[
T^{\mu \nu}(P)\Gamma_{\text{qqg}}^\nu(k, P) = h_1 \gamma_\mu^i + h_2 k^\mu_i k^i + h_3 k_i^\mu k^i + h_4 (k \cdot P) \frac{i}{2} [\gamma^i, k^i] + h_5 \frac{i}{2} [\gamma^\mu, P] + h_6 \frac{1}{6} \left[ \{\gamma^\mu, k^i\} P \left[ \gamma^\nu, k^i\right] \right] + h_7 \frac{\delta^{\mu \nu}}{p_k} (k \cdot P) \gamma^\nu + h_8 \frac{\delta^{\mu \nu}}{p_k} \frac{i}{2} [\gamma^\nu, k^i] .
\]

Here, the incoming gluon momentum is \( P^\mu \), and \( k^\mu \) is the relative quark momentum. Quantities with a subscript \( T \) are contracted with the transverse projector \( T^{\mu \nu}(P) \), see \[53\] and \( \delta^{\mu \nu} = (k \cdot P) \delta^{\mu \nu} - k^\mu P^\nu \). This basis is free of kinematic singularities and transforms correctly under charge-conjugation.

2.4.3. Numerics

The calculation of the quark-gluon vertex presents a sizable numerical challenge as compared to that of propagators. Our end goal is to extract a coupled system of equations for the scalar functions that parametrize our vertex, viz.

\[
h_i = \text{Tr} \left[ p_i^\mu T^\mu \right] ,
\]

Figure 4: The \( S_3 \) permutation group variables arranged into a Mandelstam plane, for \( s_0 \) constant.
where $\Gamma^\mu$ is the DSE for the quark-gluon vertex, see Eq. (28), and $\text{Tr}$ denotes the Dirac trace, the colour trace having already been applied. The projectors $P^\mu_i$ are defined such that $\text{Tr} [ P^\mu_i \Gamma^\mu ] = \delta_{ij}$, and can be constructed from linear combinations of the basis elements $\tau_j$, see Eq. (37). It is more efficient to determine auxiliary scalar coefficients $d_i$ by tracing with the basis elements themselves

$$d_i = \text{Tr} [ \tau_i \Gamma^\mu ] .$$

(39)

The coefficients $h_i$ of the basis $\tau_i$ can then be reconstructed through $h_i = R_{ij} d_j$, with $R_{ij}$ the inverse of the Gram matrix $\text{Tr} [ T^\mu_i T^\mu_j ]$. In practice this is achieved by solving the linear system of equations using LU decomposition. Any numerical issues due to an unfortunate choice of grid (i.e. where momenta become degenerate) can be determined directly from the properties of $R_{ij}$.

It is important to choose the external momentum grid to be complementary to the basis—hence the success found in exploiting the $S_3$ permutation group variables—as this can minimize the number of numerically difficult points that are encountered. Related to this, the integrand itself must be thoroughly explored. In typical Dyson–Schwinger calculations, it suffices employ open quadrature rules such Gauss-Legendre or Gauss-Chebyshev, perhaps split into intervals e.g. $(-1, 0) \cap (0, +1)$. In the case of three-point functions, it can be that there are (integrable) end-point singularities, especially in the angle associated with the $\sin^2 \theta$ part of the $d^4 k$ measure in hyper-spherical coordinates; these can be dealt with through the use of the tanh-sinh rule. All of these aspects carefully chosen together, in addition to a precisely controlled interpolation of the back-coupled vertex coefficients under the integral, enables a fast and efficient calculation of this object.

2.4.4. Analytic continuation

The analytic continuation of the quark-gluon vertex to complex momenta is achieved in combination with the Cauchy integration method for the quark propagator. Similar to the situation there, we arrange the momentum flow inside the loop integrals of the vertex corrections such that the complex momentum associated with the total bound-state momentum $P^\mu$ such that is passes entirely through internal quark lines.

To alleviate the problem of interpolating the quark-gluon vertex dressing functions themselves for complex momentum, we calculate them for fixed values of $M$ that appear in the $p^\mu$ of Eq. (20). Thus we have

$$h_i = h_i(\bar{s}_0, \bar{a}, \bar{\tau}; M),$$

(40)

for the dressing function, where now $\bar{s}_0$, $\bar{a}$ and $\bar{\tau}$ are defined as Eq. (35) with the four-momenta $p^\mu_i$ replaced by $\text{Re}[p^\mu_i]$. The quark and vertex can be solved simultaneously for the largest desired value of $M$, thus extending the quark into the complex plane as far as possible. This is then used as input—interpolated via the Cauchy method described above—for the calculation of the quark-gluon vertex as needed in solution of the BSE.
3. Meson Bethe-Salpeter equation

The Bethe-Salpeter equation for a quark-antiquark system contains a single two-body interaction kernel that binds the quark constituents into a meson. There are innumerable studies of the meson Bethe-Salpeter equation (see e.g. [54–60] and references therein), which approach the numerical solution in several different ways. In this article we review the techniques that we employ that have been adapted to non-trivial interaction kernels beyond the rainbow-ladder approximation.

A meson in the Bethe-Salpeter formalism is described by a tensorial object $\Gamma_{ABF}(p_1, p_2)$ known as the Bethe-Salpeter amplitude. The collective indices $[AB]$ represent the discrete spin, flavour and colour indices of the valence quarks and $I = \mu_1 \ldots \mu_J$ denotes the $J$ possible Lorentz indices that carry the total angular momentum of the state. The amplitude can be further decomposed into a tensor product of spin-momentum $\Psi$, flavour $F$ and colour parts

$$\Gamma_{ABF}(p_1, p_2) = (\Psi_{ABF}(p_1, p_2) \otimes F_{ab}) \otimes \delta_{rs},$$

where the colour part $\delta_{rs}$ fixes the bound state to be a colour singlet.

3.1. Setting up the equation

3.1.1. Two-body kinematics

The meson Bethe-Salpeter amplitude depends on two independent momenta which could be taken as that of the two quarks, $p_1 = p + \eta P$ and $p_2 = p + (\eta - 1)P$. Here $\eta \in [0, 1]$ determines what fraction of the momentum $P$ passes through the quark-legs. In calculations, it is convenient to take linear combinations of these and thus form the total meson momentum $P$ and the relative quark momentum $p$. We define

$$p = (1 - \eta)p_1 + \eta p_2, \quad P = p_1 - p_2.$$

We will set $\eta = 1/2$ from here on. With the total momentum fixed by the on-shell condition $P^2 = -M^2$ (see below), the amplitude depends on just the relative momentum. As we will later see, it will be convenient to introduce scalar combinations of the momenta. In this case the only possibilities are

$$p^2, \quad z = \hat{p} \cdot \hat{P}.$$

From the two momenta $p$ and $P$, it is also convenient to introduce their transverse and orthonormal projections $\hat{P}$ and $\hat{p}_{\perp}$, where $T$ denotes transverse projection with respect to the total momentum $P$ and the hat indicates normalization. In the rest frame of the meson one can choose them to be

$$\hat{P} = (0, 0, 1, 0), \quad \hat{p}_{\perp} = (0, 0, 1, 0).$$

It will be similarly convenient to introduce transversely projected analogs of the Dirac gamma matrices and the (Euclidean space) metric tensor as this simplifies the construction of a tensor basis for the decomposition of the Bethe-Salpeter amplitude.

3.1.2. Two-body kernel

For a meson Bethe-Salpeter amplitude $\Gamma_{ABF}$, the homogeneous Bethe-Salpeter equation is explicitly given by

$$\Gamma_{ABF}(p, P) = \int K_{AA', BB'}(k_1, k_2; k) S_{AA'}(k_1) \Gamma_{A'B'T}(k, P) S_{B'B}(k_2),$$

with the internal quark momenta being $k_1 = k + P/2$ and $k_2 = k - P/2$. In general, the kernel contains spin-momentum $(K)$, flavour $(k_f)$ and colour $(k_c)$ parts

$$K_{AA', BB'}(k_1, k_2; k) = K_{aa'; bb'}(k_1, k_2; k) k_{1c} k_{2c}^T \delta_{rrs}.$$

The flavor wave function can be written as a sum of $d_F$ terms

$$F_{ab} = \sum_d d_F F_{ab}^d.$$
For example, the flavour content of the $K^+$ is $(u\bar{s})$ and hence $d_F = 1$, while for the $\pi^0$ we would have $d_F = 2$ corresponding to $(u\bar{u} - d\bar{d}) / \sqrt{2}$. The action of propagators on the meson amplitudes is then the sum

$$ S_{A'\Lambda'}(p_1)\Gamma_{A'\Lambda'}(p_1, p_2)S_{\Lambda'\Lambda}(p_2) = \sum_{d_F} d_F \mathcal{F}^{(1)}_{a\bar{a}}(p_2) \Psi_{a\bar{a}}(p_1) S^{(2)}_{a\bar{a}}(p_2) . $$

For our example of the Kaon, the only flavour contribution yields $S^{(1)}$ and $S^{(2)}$ corresponding to the $u$- and $s$-quarks, respectively.

Since both the colour and flavour parts of the Bethe-Salpeter amplitude are fixed, the BSE reduces to an equation for its spin-momentum part. The final BSE is then

$$ \Psi_{a\bar{a}}(p, P) = C \sum_{d_F} d_F \mathcal{F}^{(1)} \int K_{a\bar{a}a\bar{a}}(k_1, k_2; k) S^{(1)}(k_1) \Psi_{a\bar{a}}(k, P) S^{(2)}(k_2) , $$

where the colour trace provides a global factor $C$ and contraction of the flavour parts yields

$$ \mathcal{F}^{(1)} = F^{(1)}_{a\bar{a}a\bar{a}} F^{(1)}_{a\bar{a}a\bar{a}} . $$

Moreover, one can expand the spin-momentum part of the Bethe-Salpeter amplitude in terms of a Poincaré covariant tensor basis with the quantum numbers of the bound state of interest

$$ \Psi_{a\bar{a}}(p, P) \equiv \sum_i f_i(p^2, z) \tau_f^i(p, P) . $$

A covariant basis for a pseudoscalar meson is given in Eq. (63), and its general construction discussed in [Appendix D.2]. The coefficients $f_i$ are scalars and can only depend on scalar combinations of the momenta. The BSE can now be written as an equation for the scalar dressing functions

$$ f_i(p^2, z) = C \sum_{d_F} d_F \mathcal{F}^{(1)} g_i^{(1)}(p^2, z) $$

where

$$ g_i^{(1)}(p^2, z) = \int K_{a\bar{a}a\bar{a}}(k_1, k_2; k) S^{(1)}(k_1) \tau_f^i(k, P) S^{(2)}(k_2) . $$

Here $z_k = \vec{k} \cdot \vec{P}$ and $\bar{\tau}$ denote the conjugated basis elements, which project onto each of the elements of the covariant decomposition, i.e. $\bar{\tau}_f^i \tau_f^j = \delta^i_j$. Note that in Eq. (53) there is an implicit trace over the Dirac indices (the indices are contracted and summed over).

3.2. Solving the Bethe-Salpeter equation

With the BSE of a meson specified by equations (52) and (53), the solution strategy is as follows:

- Introduce a fictitious eigenvalue $\sigma$,

$$ \sigma f_i(p^2, z) = C \sum_{d_F} d_F \mathcal{F}^{(1)} g_i^{(1)}(p^2, z) , $$

- to turn the BSE into an eigenvalue problem.

- Scan the possible bound-state masses $M$ by fixing the total momentum such that $P^2 = -M^2$; for example, in the rest frame of the meson this is achieved by defining it to be $P = (0, 0, 0, i M)$.

- For each of these masses, evaluate Eq. (53) and solve the eigenvalue problem above. If the eigenvalue is 1 then one has recovered the original BSE and has solved the problem. The bound-state mass is the corresponding $M$ and the eigenvectors give the dressing functions $f(p^2, z)$. If the eigenvalue is different from 1, try a different bound-state mass and refine the search using a secant method.

Some details and references on how to solve eigenvalue problems in the context of BSEs are given in [Appendix C]. In this section we focus on how we optimally calculate Eq. (53).
3.2.1. Preliminaries

Each dressing function depends on one radial and one angular variable. For a meson, to evaluate the BSE interaction kernel, one does not need to employ additional interpolation (though it may be beneficial for various reasons) since they can be mapped directly to the integration variables. To do so the four-dimensional integration is performed using hyper-spherical coordinates \([k^2, z, \phi]\)

\[
\int_k \equiv \int \frac{d^4k}{(2\pi)^4} = \int dk^2 \frac{k^2}{2} \int dz \sqrt{1-z^2} \int dy \int d\phi .
\]  

(55)

The integration over \(\phi\) is trivial and gives just a numerical factor. For the radial variable and the angle \(z\) we employ Gauss-Legendre quadrature rules. For the variable \(z\) we use Gauss-Chebyshev quadrature as it minimises the number of necessary integration points. Furthermore, the quadrature points for the radial variables must be mapped from \([-1, 1]\) to \([0, \infty)\). A logarithmic mapping to \([\Lambda_{1R}, \Lambda_{1U}]\) with \(\Lambda_{1R} \sim 10^{-3}\) and \(\Lambda_{1U} \sim 10^3\) is sufficiently well-behaved.

3.2.2. Pre-calculation of the wave function

It is convenient to work instead with the Bethe-Salpeter wave function, \(\Phi\), which may be obtained from the amplitude by attaching free quark propagators

\[
\Phi_{\alpha \beta}^I(p, P) = S_{\alpha \alpha}^{(i)}(p_1) \Psi_{\alpha \beta}^I(p, P) S_{\beta \beta}^{(i)}(p_2) .
\]  

(56)

It can be expanded in the same covariant basis as the amplitudes

\[
\Phi_{\alpha \beta}^I(p, P) \equiv \sum \omega_i(p^2, z) r_{\alpha \beta}^I(p, P) .
\]  

(57)

The coefficients \(f^I\) and \(\omega_i\) can be related by means of a rotation matrix \(Y\)

\[
\omega_i(p^2, z) = Y_{(\alpha, \beta)}^j(p, P) f^j(p^2, z) .
\]  

(58)

- **Pre-calculation of the propagator traces**: To expand the wave function in terms of the covariant basis we need to evaluate

\[
Y_{(\alpha_1, \beta_1)}^j(k, P) = \bar{\psi}_{\alpha_1}^I(k, P) S_{\alpha \alpha}^{(i)}(k_1) r_{\alpha \beta}^I(k, P) S_{\beta \beta}^{(i)}(k_2)
\]  

(59)

For the meson covariant basis the traces are not complicated and the scalar rotation matrix \(Y_{(\alpha_1, \beta_2)}^j(k, P)\) can be pre-calculated for the integration grid in \((k^2, z)\). This requires just a few MB of storage.

3.2.3. Pre-calculation of the kernel

Once the wave function has been expanded in the covariant basis, one is left with the evaluation of the following trace of the BSE interaction kernel

\[
L_{\alpha \beta}^I(p, k; P) = \bar{\psi}_{\alpha_1}^I(p, P) K_{\alpha \alpha'}^{\beta \beta'}(p, k; P) r_{\beta \beta'}^I(k, P)
\]  

(60)

The traces can be performed algebraically in advance and evaluated as required. Some degree of pre-calculation can be employed depending upon the choice of the interaction kernel \(K\). For example, in the simple case of a rainbow-ladder kernel the following steps are convenient:

- **Separation of the traces and the momentum dependence**: In the rainbow-ladder kernel the tensor structure is \(\gamma^\mu \otimes \gamma^\nu\) together with a momentum-dependent transverse projector for the gluon exchange and a momentum-dependent coupling

\[
L_{\mu \nu}^{ij}(p, k; P) = \bar{\psi}_{\alpha_1}^I(p, P) \gamma^\mu_{\alpha \alpha'} r^I_{\alpha \beta \beta'}(k, P) \gamma^\nu_{\beta \beta'} D_{\mu \nu}(k - p)
\]

(61)

If we make use of the following transverse orthonormal momenta

\[
\bar{p}^\mu = (0, 0, 1) , \quad \bar{p}^\mu_T = (0, 0, 1, 0) , \quad \bar{k}^\mu_T = (0, \sin \theta, \cos \theta, 0) ,
\]  

(62)
with \( \theta \) one of the hyper-spherical angles (and its cosine \( z = \cos \theta \) is used as integration variable) in (53), then a possible covariant basis for the Bethe-Salpeter amplitude is given by

\[
\begin{align*}
\tau^1 &= \gamma_5, \\
\tau^2 &= i \gamma_5 \hat{k}_T, \\
\tau^3 &= i \gamma_5 \hat{P}, \\
\tau^4 &= \gamma_5 \hat{P}. 
\end{align*}
\] (63)

This basis corresponds to a pseudoscalar meson, e.g. a pion. Then, we would find for the kernel traces

\[
\begin{align*}
L_{\mu\nu}^{11}(\theta) &= \delta_{\mu\nu}, \\
L_{\mu\nu}^{32}(\theta) &= \hat{k}_{T\mu} \hat{P}_v + \hat{k}_{T\nu} \hat{P}_\mu, \\
L_{\mu\nu}^{33}(\theta) &= 2 \hat{P}_\mu \hat{P}_\nu - \delta_{\mu\nu}, \\
L_{\mu\nu}^{22}(\theta) &= \hat{k}_{T\mu} \hat{P}_v + \hat{k}_{T\nu} \hat{P}_\mu - \delta_{\mu\nu} \hat{k}_T \cdot \hat{P}_T, \\
L_{\mu\nu}^{23}(\theta) &= \hat{p}_T \hat{P}_\mu \hat{P}_v + \hat{p}_T \hat{P}_\nu \hat{P}_\mu, \\
L_{\mu\nu}^{34}(\theta) &= -\hat{k}_{T\mu} \hat{P}_v - \hat{k}_{T\nu} \hat{P}_\mu \hat{P}_T + \hat{P}_\mu \hat{P}_\nu \hat{P}_T + \delta_{\mu\nu} \hat{k}_T \cdot \hat{p}_T, \\
L_{\mu\nu}^{44}(\theta) &= -\hat{k}_T \hat{P}_v - \hat{k}_T \hat{P}_\mu \hat{P}_T + \hat{P}_\mu \hat{P}_\nu \hat{P}_T + \delta_{\mu\nu} \hat{k}_T \cdot \hat{p}_T.
\end{align*}
\]

with the remaining matrix elements vanishing. The only dependence is on the angle \( \theta \) owing to the simplicity of the rainbow-ladder interaction and the use of transverse orthonormal momenta for the external/internal basis.

- **Factorisation of the angular dependence**: The trace in Eq. (60) is not overly complicated for meson bound-states. Moreover, this is the only place where the combination \( p \cdot k \) can appear and exposes the dependence of the kernel on the integration variable \( y \). We define \( q = k - p \) and eliminate \( p \cdot k \) in favour of \( q^2 \). Then, collecting powers of \( q^2 \) allows us to factorise with respect to the angular variable: this integral we can pre-calculate. More-or-less independent of the structure of the kernel we then need

\[
G_x^j(p, k; P) = \int_{-1}^1 dy \left(q^2\right)^x h_j(q^2; \ldots), \tag{64}
\]

where \( x \in [-2, J + 1] \)—for total angular momentum \( J \)—is the power to which \( q^2 \) is raised and \( h_j(q^2) \) are the set of scalar functions contained within the kernel that depend on \( q^2 \) (and hence the angular variable \( y \)), such as the gluon propagator dressing or the coefficients of any internal quark-gluon vertices.
4. Baryon Bethe-Salpeter equation

The baryon and meson Bethe-Salpeter equations are similar in many respects and for this reason many concepts discussed in this section will be a repetition of those in Sec. 3. The BSE for a three-quark system contains two types of diagrams (see Fig.5), those containing a two-body interaction kernel and a spectator quark and those with a three-body interaction kernel. The effect of the three-body kernel is expected to be small and is usually omitted. Moreover, until very recently \[61\], it has been considered intractable in a covariant approach. When the three-body kernel is neglected, the simplified BSE is usually called the Faddeev equation: this is the only case that we consider here. The basic procedure to solve the Faddeev equation was outlined in \[62, 63\] (see also \[64\]). We present here the key ideas for a numerical implementation of the Faddeev equation with a generic two-body interaction kernel, most of which are not really necessary for simplistic kernels such as rainbow-ladder.

4.1. Setting up the equation

4.1.1. Three-body kinematics

The baryon Bethe-Salpeter amplitude depends on three independent momenta. They could be taken as the quark momenta \(p_1, p_2\) and \(p_3\). As we saw in previous sections, however, it is very convenient in many cases to rewrite them in terms of the total baryon momentum \(P\) and two relative momenta \(p\) and \(q\) since then, for a fixed total momentum, the amplitude effectively depends on two momenta only. We define

\[
\begin{align*}
p &= 2p_3/3 - (p_1 + p_2)/3, \\
p_1 &= -q - p/2 + P/3, \\
p_2 &= q - p/2 + P/3, \\
p_3 &= p + P/3,
\end{align*}
\]

When the spin-momentum part of the Bethe-Salpeter amplitude is expanded in a Poincaré covariant tensor basis (see Appendix B), then the coefficients of such an expansion (the dressing functions) can only depend on scalar combinations of the momenta. One can choose them to be

\[
\begin{align*}
p^2, & \quad q^2, & \quad z_0 & \equiv \vec{p}_T \cdot \vec{q}_T, & \quad z_1 & \equiv \vec{p} \cdot \vec{P}, & \quad z_2 & \equiv \vec{q} \cdot \vec{P},
\end{align*}
\]

with the \(T\) denoting transverse projection with respect to the total momentum.

Another advantage of this choice of momenta is made manifest when used in combination with a transverse and orthonormal covariant basis. We call in this section a basis transverse orthonormal if—in addition to being orthonormal with respect to an inner product space that we discuss later—it is further composed of unit momentum vectors, transverse with respect each other, e.g. the momenta \(\vec{P}, \vec{p}_T\) and \(\vec{q}_TT\), with \(T\) denoting transverse projection with respect to the total momentum \(P\) and \(TT\) transverse projection with respect to both \(P\) and \(p_T\).

Moreover, since the framework is covariant, we are free to choose any reference frame. For the Faddeev equation it is convenient to work in the baryon rest frame, where \(\vec{P}, \vec{p}_T\) and \(\vec{q}_TT\) can be taken to define three reference axes (in hyperspherical coordinates)

\[
\begin{align*}
\vec{P} &= (0, 0, 0, 1), & \quad \vec{p}_T &= (0, 0, 1, 0), & \quad \vec{q}_TT &= (0, 1, 0, 0).
\end{align*}
\]

As we see below, in such a frame the integration momentum takes a very simple form when used in a transverse orthonormal basis.

Note, however, that such a choice of momenta is not optimally behaved under permutations of the quark labels, which plays an essential role in reducing the Faddeev equation to something manageable.

---

\[\text{As in Sec. 3.1.1, a momentum partitioning parameter } \eta \text{ can be introduced. We will only work with } \eta = 1/3, \text{ so we omit it here.}\]
4.1.2. Relation between the different diagrams

Even without the three-body kernel, the calculation of the covariant Faddeev equation with its full momentum dependence—once we take into account the large number of covariants necessary to describe the amplitude—is very demanding. A crucial step forward was taken in Ref. [63], where it was shown that for a certain class of two-body kernels, only one diagram in the Faddeev equation needs to be calculated explicitly, while the remaining two can be reconstructed from the former. The proof follows after realising that the colour and flavour parts of the Bethe-Salpeter amplitude enforce certain symmetry properties on the spin-momentum part. Specifically, a baryon is described by the three-body Bethe-Salpeter amplitude \( \Gamma_{ABC}(p, q, P) \), where \( \{ABC\} \) are collective indices for spin, flavour and colour indices for the valence quarks and, similarly, we use \( D \) as a collective index for the resulting baryon. Since it must describe a system of three fermions, it must be antisymmetric under the exchange of any two quark labels. When we decompose it as a tensor product of spin-momentum, flavour and colour parts we can fix the last two to be

\[
\Gamma_{ABC}(p, q, P) = \left( \sum_\rho \Psi^\rho_{\alpha \beta \gamma \delta}(p, q, P) \otimes F^\rho_{\alpha \beta \gamma \delta} \right) \otimes \frac{\epsilon_{\alpha \beta \gamma \delta}}{\sqrt{6}},
\]

where the colour term \( \epsilon_{\alpha \beta \gamma \delta}/\sqrt{6} \) constrains the baryon to be a colour singlet and the flavour terms \( F^\rho_{\alpha \beta \gamma \delta} \) are the quark-model \( SU(N_f) \)-symmetric, antisymmetric or mixed irreducible representations; the index \( \rho \) is relevant only for the mixed representations where we must sum over both mixed-symmetric and mixed-antisymmetric components. From this it is clear that the product of the spin-momentum and flavour terms must be symmetric under the exchange of quark labels. For a given baryon, the symmetry of the flavour amplitudes is known and thus determines the symmetry of the spin-momentum part. Now, in detail the Faddeev equation reads

\[
\Gamma_{ABCT}(p, q, P) = \int_k \left[ K_{BB,CC}(k_2, k_3; k) \delta_{AA'} S_{BB'=}(k_2) S_{CC'}(\bar{k}_3) \Gamma_{A'B'C'=T}(p^{(1)}, q^{(1)}, P) \right] + \int_k \left[ K_{AA',CC}(\bar{k}_1, k_3; k) \delta_{BB'} S_{A'A'}(\bar{k}_1) S_{CC'}(k_3) \Gamma_{A'B'C'=T}(p^{(2)}, q^{(2)}, P) \right] + \int_k \left[ K_{AA',BB}(k_1, \bar{k}_2; k) \delta_{CC'} S_{A'A'}(k_1) S_{BB'}(\bar{k}_2) \Gamma_{A'B'C'=T}(p^{(3)}, q^{(3)}, P) \right].
\]

The kernel also contains spin-momentum, flavour and colour parts

\[
K_{AA',BB'}(p_1, p_2; p) = K_{\alpha \beta \gamma \delta}(p_1, p_2; p) k^e_{\alpha \beta \gamma \delta} k^C_{\alpha \beta \gamma \delta},
\]

Moreover, we write the flavour wave functions as a sum of several terms

\[
F^\rho_{\alpha \beta \gamma \delta} = \sum_\lambda d^\lambda_\rho F^\rho_{\alpha \beta \gamma \delta}^\lambda,
\]

where \( d^\lambda_\rho \) is the number of such terms (for example, the antisymmetric component of the \( \Sigma^0 \) is \( \langle u s s - s u s \rangle / \sqrt{2} \) and therefore \( d^\lambda_\rho = 2 \)). The action of the propagators on the Faddeev amplitudes in \( \Sigma^0 \) can therefore be written as a sum of \( d^\lambda_\rho \) terms, for instance

\[
S_{\alpha \beta}(p_1) S_{\beta \gamma}(p_2) \Gamma_{A'B'C'=T}(p, q, P) = \sum_\rho \sum_\lambda d^\lambda_\rho S^{(\lambda)\alpha\beta}(p_1) S^{(\lambda)\beta\gamma}(p_2) \Psi^\rho_{\alpha \beta \gamma \delta}(p, q, P) F^\rho_{\alpha \beta \gamma \delta},
\]

where, for example, for the first term in the antisymmetric component of the \( \Sigma^0 \) given above, \( S^{(1)\alpha\beta} \) and \( S^{(1)\beta\gamma} \) would be the propagators for \( u \)- and \( s \)-quarks, respectively. The quark propagators depend on the internal quark momenta \( k_i = p_i - k \) and \( \bar{k}_i = p_i + k \), with \( k \) the exchanged momentum. The internal relative momenta, for each of the three terms in the Faddeev equation, are

\[
p^{(1)} = p + k, \quad p^{(2)} = p - k, \quad p^{(3)} = p, \quad q^{(1)} = q - k/2, \quad q^{(2)} = q - k/2, \quad q^{(3)} = q + k.
\]

Now, from Eq. (73) it is clear that for the third term in Eq. (69) the internal and external relative momenta \( p \) coincide. This makes this term particularly easy to evaluate, since for the integration we will need to interpolate the Faddeev amplitude in the \( q \)-direction only. Therefore, our goal is to relate the first two terms in Eq. (69) to the third one. It is obvious that the first and second terms can be obtained from the third by permutations of the quark labels.
\((123) \rightarrow (231)\) and \((123) \rightarrow (132)\), respectively. In particular, the kinematics of the first two terms can be expressed as in the third one, but evaluated at shifted relative momenta

1st diagram: \(\{p, q\} \rightarrow \left\{ p' = -q - \frac{p}{2}, \ q' = \frac{q}{2} + \frac{3p}{4} \right\}\),

2nd diagram: \(\{p, q\} \rightarrow \left\{ p'' = q - \frac{p}{2}, \ q'' = \frac{q}{2} - \frac{3p}{4} \right\}\). (74) (75)

Putting in all the elements defined above and permuting the indices in Eq. (69) as indicated above, and after renaming dummy indices conveniently, Eq. (69) reduces now to an equation for the spin-momentum parts of the Faddeev amplitude

\[
\Psi_{\alpha\beta\gamma}(p, q, P) = C F_1^{\alpha\beta\gamma}(p', q', P) + C F_2^{\alpha\beta\gamma}(p'', q'', P) + C F_3^{\alpha\beta\gamma}(p''', q''', P),
\]

(76)

where the contraction of the color parts of the kernel and those of the Faddeev amplitudes (before the permutation of indices) gives a global factor \(C\) and, similarly, the contraction of the corresponding flavour parts leads to the flavour matrices

\[
F_1^{\alpha\beta\gamma} = F_1^{\rho\rho\gamma}(p', q', P), \quad F_2^{\alpha\beta\gamma} = F_2^{\rho\rho\gamma}(p'', q'', P), \quad F_3^{\alpha\beta\gamma} = F_3^{\rho\rho\gamma}(p''', q''', P).
\]

(77)

If we denote the result of the integral in the third line of Eq. (77) as \(\Psi_{\alpha\beta\gamma}(p, q, P)\), it is now clear that if the kernel is such that \(K_{\alpha\alpha'}(k_1, k_2, k_3) = K_{\beta\beta'}(k_1, k_2, k_3)\) then we have

\[
\Psi_{\alpha\beta\gamma}(p, q, P) = C F_1^{\alpha\beta\gamma}(p', q', P) + C F_2^{\alpha\beta\gamma}(p'', q'', P) + C F_3^{\alpha\beta\gamma}(p''', q''', P).
\]

(79)

Therefore, the task at hand has been reduced to the calculation of only one of the diagrams in the Faddeev equation for all the necessary combinations of pairs of quarks. As in Sec. [3] we expand the spin-momentum part in a covariant tensor basis \(\tau_{\alpha\beta\gamma}(p, q, P)\) which encodes the spin of the baryon \([62, 65]\). One can then rewrite Eq. (79) in terms of the scalar coefficients \(f(p^2, q^2, z_0, z_1, z_2)\) of the expansion of the Faddeev amplitudes in such a covariant basis. These coefficients (the dressing functions) depend on scalar combinations of the momenta only. We finally obtain an equation for the scalar dressing functions

\[
f_i^j(p^2, q^2, z_0, z_1, z_2) = C \int F_1^{\alpha\beta\gamma} H_1^j g_i^{\alpha\beta\gamma}(p', q', z'_0, z'_1, z'_2) + C \int F_2^{\alpha\beta\gamma} H_2^j g_i^{\alpha\beta\gamma}(p'', q'', z''_0, z''_1, z''_2) + C \int F_3^{\alpha\beta\gamma} g_i^{\alpha\beta\gamma}(p''', q''', z'''_0, z'''_1, z'''_2),
\]

(80)

with

\[
g_i^{\alpha\beta\gamma}(p^2, q^2, z_0, z_1, z_2) = \int K_{\alpha\alpha'}(p, q, P) K_{\beta\beta'}(p, q, P) \delta_{\gamma\gamma'} \delta_{\alpha\alpha'} S_{\alpha\alpha'}^{(k_1)}(k_1) S_{\beta\beta'}^{(k_2)}(k_2) \int F_1^{\rho\rho\gamma}(p^3, q^3, z_0^3, z_1^3, z_2^3),
\]

(81)

and

\[
H_1^j = \int \tau_{\alpha\beta\gamma}(p, q, P) \tau_{\rho\rho\gamma}(p', q', P), \quad H_2^j = \int \tau_{\alpha\beta\gamma}(p, q, P) \tau_{\rho\rho\gamma}(p'', q'', P), \quad H_3^j = \int \tau_{\alpha\beta\gamma}(p, q, P) \tau_{\rho\rho\gamma}(p''', q''', P),
\]

(82)

where \(\bar{\tau}\) denotes the conjugation of (or projection onto) the \(i\)-th basis element, conjugation appropriately defined such that the inner product yields \(\bar{\tau}_{\alpha\beta\gamma} \tau_{\rho\rho\gamma} = \delta_{ij}\) \([62, 63]\).
4.2. Solving the Faddeev equation

As explained at the beginning of Sec. 3.2, BSEs are solved as eigenvalue problems by introducing a fictitious eigenvalue and scanning the space of bound-state masses \( M \) (e.g., by fixing the total momentum to be \( P = (0, 0, 0, i M) \) in the rest frame of the baryon) until finding a value for which the eigenvalue is one. In this section we describe the most important steps necessary to implement the numerical evaluation of Eq. (80). Note that most of what is explained here is not strictly necessary for simple kernels such as in the rainbow-ladder approximation, in which case the techniques described in Sec. 3.2 to solve a meson BSE together with the relation among the three different diagrams explained above, suffice to solve the Faddeev equation with modest computer resources. It is for more complicated interaction kernels that the techniques described below are useful, if not unavoidable.

4.2.1. Preliminaries

As already stated above, we will use the variables in Eq. (66) to describe the momentum dependence of the scalar dressing functions; that is, each dressing function depends on two radial variables and three angular variables. Note that in [63] it is argued that after rewriting the radial variables in terms of a permutation-group singlet and a doublet (a member of one), the dependency of the dressings on the latter is weak, thus facilitating the interpolation. We don’t consider this possibility here.

One needs to interpolate over these variables. For the radial variables the interpolation methods of choice are cubic spline or barycentric interpolation (see Appendix B.2). Whilst the latter is somewhat faster, it generates slight oscillations in the high-momentum tail of the amplitudes, which can be problematic if those amplitudes are later used to calculate e.g. form factors. For the angular variables, it is customary to expand them in Chebyshev polynomials (see Appendix B.1). This expansion then defines a natural interpolation in these variables. Another possibility is to use barycentric interpolation for the angular variables as well, which can be defined in such a way that it is equivalent to the Chebyshev expansion.

Finally, a four-dimensional integration over the variables in (88) must be performed. Experience shows that Gauss-Legendre quadrature rules are optimal for the radial variable as well as the angles \( y \). Outside of the integral. Since the resulting wave function just represents the free propagation of quarks, it will have momentum independent so it can be calculated in advance, requiring just a few MB of memory. Then, Eq (85) is reconstructed from \( D_{ij}^{\mu \nu} \) in the next step.

4.2.2. Pre-calculation of the wave function

Instead of solving Eq. (81) directly, it is convenient to attach the quark propagators to the Faddeev amplitude outside of the integral. Since the resulting wave function just represents the free propagation of quarks, it will have the same quantum numbers as the Faddeev amplitude and can therefore be expanded in the same covariant basis, e.g.

\[
\Phi_{a_0 b_0}^{c_0 d_0}(p, q, P) \equiv S_{a \alpha}^{(l_1)}(p_1) S_{b \beta}^{(l_2)}(p_2) \Phi_{a_0 b_0}^{c_0 d_0}(p, q, P) \equiv \sum_{i} \omega_{i}^{c_0 d_0}(p, q, P),
\]

and the wave function carries an additional index (a pair of them) indicating the flavour of the quarks that have been attached to the amplitude. One then solves the following integral instead

\[
s_{i}^{c_0 d_0}(p, q, P)K_{\alpha \alpha, \beta \beta}(p, q, k) \delta_{\gamma \gamma'} I_{a_0 b_0}^{y_0}(p, q, k) \times \omega_{i}^{c_0 d_0}(p, q, P),
\]

To arrive here we proceed as follows:

- **Pre-calculation of the propagator traces:** To expand the wave function in terms of the covariant basis one needs to evaluate traces of the following type

\[
\tilde{\tau}_{a_0 b_0}^{c_0 d_0}(p, q, P)S_{a \alpha}^{(l_1)}(p_1) S_{b \beta}^{(l_2)}(p_2) ,
\]

Traces involving baryon covariant bases are computationally expensive, so it is convenient to pre-calculate and store them. However, Eq. (85) is both momentum and quark-flavour dependent through the quark dressing functions and hence too big to be precomputed. We precompute instead

\[
D_{ij}^{\mu \nu} = \tilde{\tau}_{a_0 b_0}^{c_0 d_0}(p, q, P)Y_{\alpha \alpha, \beta \beta}^{\mu \nu} ,
\]

with \( \mu, \nu \) running from 0 to 4 and \( \gamma_0 \) denoting the unit matrix. If, as discussed in Sec. 4.1.1, the basis depends on the momenta via \( \vec{P}, \vec{P_T} \) and \( \vec{P_T T} \) only, then in the reference frame Eq. (67), \( D_{ij}^{\mu \nu} \) is effectively momentum independent so it can be calculated in advance, requiring just a few MB of memory. Then, Eq (85) is reconstructed from \( D_{ij}^{\mu \nu} \) in the next step.
• Evaluation of $\omega$ at the integration points: For each fixed total momentum $P$, the propagator traces (83) need to be evaluated anew since the quark dressing functions depend on $P$ through the quark momentum. This can be done outside of the main integration step. After evaluating the dressings $\sigma_r(p_i)$ and $\sigma_r(p_i)$, we can form a 5-dimensional vector $d(p) = (\sigma_r, \sigma_r p_1^I, \sigma_r p_2^I, \sigma_r p_3^I, \sigma_r p_4^I)$ and the traces in Eq. (83) can be recovered with a simple matrix-vector multiplication (omitting flavour indices)

$$
\tau_{\mu_1\mu_2}(p, q, P) \Pi^{(\sigma, \gamma)}(p) \Pi^{(\sigma, \gamma)}(p) \tau_{\mu_3\mu_4}(p, q, P) = d(p) d'(p) D_{\mu_1\mu_2\mu_3\mu_4}^{(\sigma, \gamma)}(p, q, P). 
$$

(87)

Next, since we only need to solve the diagram (84) and due to the simplified kinematics in this case (see Eqs. (74) and (75)), we can use $q^{(3)}$ as integration variable. In hyperspherical coordinates it would read

$$
q^{(3)} = \sqrt{q^2} \left( \sin \phi \sqrt{1-z^2} \sqrt{1-y^2}, \cos \phi \sqrt{1-z^2} \sqrt{1-z^2}, \sqrt{1-z^2}, \sqrt{1-z^2}, z \right),
$$

(88)

and there is a one-to-one correspondence between some of the integration variables and the momentum scalars on which the dressings of Faddeev amplitude (and of the wave function) depends. Namely

$$
(p^{(3)})^2 = p^2, \quad \left(q^{(3)}\right)^2 = q^2, \quad \tau_0^{(3)} = y, \quad \tau_1^{(3)} = z_1, \quad \tau_2^{(3)} = z_2.
$$

(89)

Therefore, we can directly evaluate the wave-function dressings $\omega$ at the integration points needed for Eq. (84), thus avoiding interpolation under the integral. As before, only a few hundred MB are necessary to restore the wave-function dressings.

4.2.3. Pre-calculation of the kernel

The next computationally expensive element in the integral of Eq. (84) is the trace over the interaction kernel

$$
\tau_{\mu_1\mu_2}(p, q, P) K_{\sigma\alpha, \beta\beta}^{(\gamma)}(p, q, k = q^{(3)} - q) \delta_{\gamma\gamma'} \tau_{\alpha\beta(\gamma)}^{(\sigma)}(p^{(3)}), q^{(3)}, P).
$$

(90)

As with the propagator traces, it is convenient to pre-calculate and store it. This is, however, infeasible for any minimally sophisticated interaction kernel. For example, for the kernel studied in [34] which consisted of a single dressed-gluon exchange, a direct pre-calculation and storage of the kernel would have required memory in the PB range. This problem can be overcome as follows:

• Separation of the traces and the momentum dependence: One of the reasons for the high memory requirements is the large dimension of a typical covariant baryon basis. For example, for a spin-$1/2$ baryon (the lowest-dimensional possibility), the indices $i, j$ above run both from 1 to 64. Therefore the first step is to factorise as much as possible the momentum dependence and the tensor structure of the kernel. This is trivial (as much as unnecessary) for a rainbow-ladder kernel, where the kernel consists of a $T^\mu \otimes y^\gamma$ tensor part, contracted with a momentum-dependent transverse projector and possibly other momentum-dependent couplings. It is not so trivial in general and probably a case-by-case strategy must be used. For example, the kernel in Ref. [34] was of the type $T^\mu \otimes y^\nu, T^\nu$ being the fully-dressed quark-gluon vertex (with full momentum dependence) with the transverse projector included. A full quark-gluon vertex can be expanded in 12 (momentum-dependent) tensor structures. However, in [34] it was expanded in a 64-dimensional (corresponding to the dimension of an arbitrary object with two Dirac indices and a Lorentz index) momentum-independent basis. The use of such a redundant and seemingly counter-intuitive basis was the crucial step to make the calculation feasible. To see this, let us assume that we can factorise our kernel as

$$
K_{\sigma\alpha, \beta\beta}(p, q, k) = T_{\sigma\alpha, \beta\beta}^{(\mu)}(p, q, k),
$$

(91)

with $T^\mu$ being a set of momentum-independent tensors, $\delta$ a superindex subsuming possible discrete indices (such as the indices $\mu, \nu$ for the example of a rainbow-ladder kernel) and $T^\mu$ a set of momentum-dependent dressing functions. The trace (90) then factorises as

$$
\left[ \tau_{\mu_1\mu_2}(p, q, P) T_{\sigma\alpha, \beta\beta}^{(\mu)}(p, q, k = q^{(3)} - q) \right] A^{(\mu)}(p, q, k),
$$

(92)

and the only momentum dependence of the trace comes now from the basis elements. However, using the frame (67) for the external momenta $p, q$, the momentum $q^{(3)}$ as integration variable as defined in Eq. (58) and assuming that we work with a transverse orthonormal basis, the only momentum dependence left in the trace comes from

$$
\tilde{q}_{TT}^{(3)} = (\sin \phi, \cos \phi, 0, 0),
$$

(93)
that is, only a dependence on the angle $\phi$ remains. This can easily be pre-calculated and stored.

It is preferable as well—for each value of the total momentum $P$—to pre-calculate and store the momentum-dependent parts $\kappa^{\mu\nu}$ outside the integration since, in general, their evaluation can easily become the bottleneck of the calculation. The memory requirements to do that are high but realistic, ranging from a few GB to 1–2 TB depending on the number of integration points and the complexity of the kernel. In this way, in the integration, only the reconstruction of the kernel via the contraction of the $\kappa$ and $\delta$ indices in Eq. (92) needs to be done.

\subsection*{4.2.4. Reconstruction of the remaining diagrams}
This is the most costly part for a rainbow-ladder kernel, but its cost becomes marginal for more complicated choices. As can be inferred from Eq. (80), the necessary steps are, for each value of the momentum scalars $\{p^2, q^2, z_0, z_1, z_2\}$, to interpolate the dressing functions for the shifted momenta $74$ and $75$ as well as calculate the rotation matrices $82$. This last step can be slightly alleviated by providing analytic expressions for them (obtained, for example, with a symbolic-computing software such as Mathematica).

\subsection*{4.2.5. Choice of basis and its impact on the numerics}
It is clear that any tensor basis with the correct quantum numbers is equally valid to describe a baryon (or a meson, or a vertex) and, in principle, to be used to decompose the BSE into a set of equations for scalar dressing functions. This, however, does not necessarily imply that any basis is equally well suited for the numerical implementation of those equations. For example, a possible orthonormal basis for a spin-$1/2$ baryon is given by the 128 elements

$$\sqrt{3 \over 2} \left( \gamma_5 \Gamma^\mu(p, q) \Lambda(\pm) \gamma_5 C \right)_{\alpha\beta} \equiv \left( \Gamma^\mu(p, q) \Lambda(+) p^\mu \mathcal{P}^{\alpha\beta} \right)_{\alpha\beta},$$

$$\sqrt{3 \over 2} \left( \Gamma^\mu(p, q) \Lambda(\pm) \gamma_5 C \left( \gamma_5 \Gamma^\mu(p, q) \Lambda(+) p^\mu \mathcal{P}^{\alpha\beta} \right)_{\alpha\beta},$$

$$\sqrt{2 \over 2} \left( \gamma_5 \Gamma^\mu(p, q) \Lambda(\pm) \gamma_5 C \left( \tilde{\Gamma}^{\mu}(p, q) \Lambda(+) \mathcal{P}^{\alpha\beta} \right)_{\alpha\beta},$$

$$\sqrt{2 \over 2} \left( \Gamma^\mu(p, q) \Lambda(\pm) \gamma_5 C \left( \gamma_5 \tilde{\Gamma}^{\mu}(p, q) \Lambda(+) \mathcal{P}^{\alpha\beta} \right)_{\alpha\beta},$$

with $\mathcal{P}^{\alpha\beta}$ the Rarita-Schwinger projector for spin-$1/2$ particles $66$. $C$ the charge conjugation matrices, $\Lambda(\pm) = \left(1 \mp \hat{\gamma}_5 \right)/2$ and

$$\Gamma(p, q) \equiv \left\{ 0, {1 \over 2} [\gamma, \gamma] \right\},$$

$$\tilde{\Gamma}^{\mu}(p, q) \equiv \left\{ \Gamma^1 q^\mu - {1 \over 2} \Gamma^2 p^\mu, \Gamma^2 q^\mu + {1 \over 2} \Gamma^1 p^\mu, \Gamma^3 q^\mu - {1 \over 2} \Gamma^4 p^\mu, \Gamma^4 q^\mu + {1 \over 2} \Gamma^3 p^\mu \right\},$$

with the form of $96$ the result of Gram-Schmidt orthonormalisation.

However, this is an extremely poorly-behaved basis for numerical calculations. One of the reasons is that all basis elements are dependent on the relative momenta, whereas a ground-state baryon is typically dominated by s-waves which, in this framework, are described by momentum-independent basis elements. These must be recovered from the basis $\{94\}$ by means of complicated linear combinations of basis elements with an equally complicated momentum dependence of the coefficients (dressing functions). A basis which already encodes at least some of the expected physics is therefore preferable. In this respect, bases with a well-defined partial-wave content (and, as a consequence, well-behaved numerically) have been constructed for spin-$1/2$ $62$, spin-$3/2$ $65$ and spin-$5/2$ $57$ baryons.
5. Form factors

Once the meson or baryon BSE has been solved one has access—not only to the hadron spectrum—but to its internal structure as encoded in the Bethe-Salpeter amplitude or wave function. In order to extract this information, one needs to couple the hadron to external probes. The most studied case in the literature is the coupling of hadrons to external electromagnetic fields and the calculation of the corresponding current, from which the electromagnetic form factors of hadrons can be determined. We detail the corresponding numerical techniques here (however, the same techniques apply for the extraction of other types of form factors [68]). Note also that baryons and their form factors can be studied using a quark-diquark approximation of the three-body equation, which we don’t consider here (see, for example [32, 35–42]).

5.1. Normalisation

Since BSEs are homogeneous equations of the BS amplitude, its normalisation is not fixed. Thus, before using the amplitudes in the calculation of currents their physical normalisation must be determined; then a priori current conservation can be realised self-consistently. One can establish two different but equivalent normalisation conditions, whose derivation we only sketch here. One can start from the equation for the scattering matrix \( T \), introducing an auxiliary variable \( \vartheta \) which will correspond to the inverse of the eigenvalue to be determined in the solution of the BSE. Namely,

\[
T = K + \vartheta K{G_0}T \quad \Rightarrow \quad T = (1 - \vartheta K{G_0})^{-1} K.
\]

Let us now take a derivative with respect to \( \vartheta \) and thereafter make further use of the equation above

\[
\frac{dT}{d\vartheta} = (1 - \vartheta K{G_0})^{-1} K{G_0} \left( 1 - \vartheta K{G_0} \right)^{-1} K = T{G_0}T.
\]

We introduce the BS amplitudes by means of the expansion of \( T \) around the bound-state pole

\[
T \sim \frac{\bar{\Psi}\Psi}{P^2 + M^2(\vartheta)},
\]

where we have assumed that the dependence on the parameter \( \vartheta \) enters through the bound-state mass \( M \) only. Expanding Eq. (98) we find

\[
-\frac{\bar{\Psi}\Psi}{(P^2 + M^2(\vartheta))^2} \frac{dM^2}{d\vartheta} = \frac{\bar{\Psi}G_0 \Psi}{(P^2 + M^2(\vartheta))^2} \rightarrow -\frac{dM^2}{d\vartheta} = \bar{\Psi}G_0 \Psi.
\]

We can now rewrite this in terms of the BSE eigenvalue \( \lambda = \vartheta^{-1} \), taking into consideration that the BSE solution corresponds to the case \( \lambda = 1 \),

\[
\left. \frac{dM^2}{d\lambda} \right|_{\lambda=1} = \bar{\Psi}G_0 \Psi.
\]

This is the Nakanishi normalisation condition for BS amplitudes [69]. It is the simplest normalisation condition to use in practice, since it only requires one to save the eigenvalues for different masses in the process of solving the BSE, and then the evaluation of a four- (for mesons) or eight-dimensional (for baryons) integration over the relative momenta, implicit in Eq. (101). For example, in the case of mesons

\[
\left. \frac{dM^2}{d\lambda} \right|_{\lambda=1} = \int_q \bar{\Psi}_{\beta\alpha} \left( q, P^2 = -M^2 \right) S_{\beta\alpha'}(q + P/2) S_{\alpha'\alpha}(q - P/2) \bar{\Psi}_{\alpha'\beta} \left( q, P^2 = -M^2 \right).
\]

It can be checked that the Nakanishi [69] and the Leon-Cutkosky [70] normalisation conditions are equivalent [71, 72].

5.2. Calculation of hadronic currents

For a hadron, calculated using a BSE with interaction kernel \( K \), the current \( J^\mu \) describing its coupling to an external field is given by (see, e.g. [73])

\[
J^\mu_{\Gamma J} = \bar{\Psi}_\Gamma \left( G_0^\mu - iG_0 K^\mu {G_0} \right) \Psi_J.
\]
where the gauged Green’s functions $G^\mu_0$ and $K^\mu$ are defined as follows [73]. The product of quark propagators encodes the coupling of the external field to the constituent quarks

$$G^\mu_0 = S^\mu S \cdots + S S^\mu \cdots + \ldots ,$$

(104)

via the definition of the quark-photon vertex $\Gamma^\mu$

$$S(p_f - p_i)^\mu \equiv S(p_f)\Gamma^\mu(p_f - p_i)S(p_i) .$$

(105)

The gauged kernel $K^\mu$ may contain, depending on whether one is dealing with mesons or baryons, two type of contributions. The kernel $K$ is decomposed in terms of $\ell$-particle irreducible kernels $K^{(\ell)}$ (with $\ell \geq 2$)

$$K = \sum_{\ell} K^{(\ell)} S^{-1} \cdots S^{-1} ,$$

(106)

with $N = 2, 3$ for mesons and baryons, respectively. The gauged kernel then consists of

$$K^\mu = \sum_{\ell} [K^{(\ell)}]^\mu S^{-1} \cdots S^{-1} + [K^{(\ell)} S^{-1}]^\mu S^{-1} + \ldots ,$$

(107)

with $[S^{-1}]^\mu = -S^{-1} S^\mu S^{-1}$. That is, it contains additional quark-photon couplings for the spectator quark lines (if any), plus the terms $[K^{(\ell)}]^\mu$ in which the external field couples to the internal lines of the interaction kernel. For a rainbow-ladder kernel, in which the only internal line corresponds to a neutral gluon, $[K^{(\ell)}]^\mu$ vanishes. To the best of our knowledge, all calculations performed so far assumed $[K^{(\ell)}]^\mu = 0$ and this is the only possibility we consider here. A diagrammatic representation of Eq. (103) for mesons and baryons in the case of a rainbow-ladder kernel is shown in Fig. 6.

Figure 6: Diagrams necessary for the calculation of the current in Eq. (102) for the rainbow-ladder truncation, for the case of mesons (left panel) and baryons (right panel). The permutations refer to the different ways of attaching the external field to the quark propagator lines.

5.3. Quark-photon vertex

If $[K^{(\ell)}]^\mu = 0$, then the only additional element needed for the calculation of hadronic currents is the quark-photon vertex $\Gamma^\mu$ (as has been already mentioned, we discuss the coupling of hadrons to electromagnetic fields for concreteness, but the calculation proceeds almost identically for the coupling to other external fields). The quark-photon vertex depends on two independent momentum, which can be any combination of the quark momenta $p_1, p_2$ and the photon momentum $p_3$. As in the case of bound-states, it is convenient to choose these to be the total photon momentum $Q$ and the relative quark momentum $k$, where

$$P = p_1 = p_2 - p_1 , \quad k = (p_1 + p_2) / 2 ,$$

(108)

identical to that of the meson.

In the DSE/BSE approach the vertex is obtained self-consistently as a solution of an inhomogeneous BSE [75]

$$\Gamma^\mu(k, P) = \Gamma^\mu_0 + \int_q K_G \Gamma^\mu(q, P) ,$$

(109)

where the driving term $\Gamma^\mu_0$ can be taken as the tree-level term $Z_1 \gamma^\mu$.

The vertex renormalization $Z_1$ is equal to the quark wave function renormalization $Z_2$ as a consequence of the Abelian Ward-Takahashi identity [76, 77]

$$P_\mu \Gamma^\mu(k, P) = S^{-1}(k_+) - S^{-1}(k_-) ,$$

(110)

where $k_\pm = k \pm P/2$. This can be solved to restrict part of the vertex in terms of the dressing functions of the (inverse) quark propagator [78]. Furthermore, under the action of charge conjugation $C$, we have

$$\overline{\Gamma}^\mu(k, P) = C \Gamma^\mu(-k, -P) C^T = -\Gamma^\mu(k, -P) .$$

(111)
5.3.1. Covariant Basis

To encourage consistency in the labelling of the components of the vertex, we follow [79] and similarly employ a common notation

$$\Gamma^\mu(k, P) = \left[ i \gamma^\mu \Sigma_A + 2 k^\mu (i \kappa A + \Delta_B) \right] + i \sum_{j=1} N h_j t^\mu_j(k, P). \quad (112)$$

The first part is that of the Ball-Chiu vertex [78] and is constrained (in QED) by both the Ward identity and the Ward-Takahashi identity in terms of the quark propagator dressings. The transverse part—right-hand side—on the other hand contains the physical poles and cuts pertaining to e.g. the vector meson and higher excitations.

The $t^\mu_j$ are functions of the relative quark momenta, $k$, and the incoming gauge boson momentum, $P$. One suitable choice is [79]

$$t^\mu_1 = \mu_\rho \gamma^\mu, \quad t^\mu_2 = \mu_{pp} (k \cdot P) \frac{i}{2} \left[ \gamma^\mu, \gamma^\rho \right], \quad t^\mu_3 = \frac{i}{2} \left[ \gamma^\mu, P \right], \quad t^\mu_4 = \frac{i}{2} \left[ \gamma^\mu, \gamma^\rho \right], \quad t^\mu_5 = \mu_{pp} (k \cdot P) \gamma^\mu, \quad t^\mu_6 = \mu_{pp} \frac{1}{2} \left[ \gamma^\mu, \gamma^\rho \right]. \quad (113)$$

where $\mu_{\rho \sigma} = (a \cdot b) \delta^{\rho \sigma} - b^\rho a^\sigma$. Here, $t_1$ and $t_5$ correspond to the vector and scalar components of the vertex, respectively, whilst $t_3$ and $t_4$ in turn relate to the scalar- and vector-anomalous magnetic moments. The triple commutator is defined $[A, B, C] = [A, B] C + [B, C] A + [C, A] B$.

The reason for this particular choice of basis is two-fold. Firstly, it respects the charge conjugation property of the vertex; secondly it is free of kinematic singularities. The dressing functions are subsequently well-behaved, therefore converges rapidly.

5.3.2. Integration

The four-dimensional Euclidean integration over $q$ is performed by recourse to hyperspherical coordinates (see Eq. (88))

$$\int d^4 q = \int_0^\infty dq q^3 \int_0^1 dz z^2 \int_0^1 dy \int_0^{2\pi} d\phi, \quad (114)$$

with $z' = \sqrt{1 - z^2}$. The $\phi$ angle may be trivially evaluated since the diagram is planar. Owing to its similarities to the construction and of the meson Bethe-Salpeter equation, see Sec. 3, we tackle the problem in a similar fashion. The only difference is that more caution may be required in evaluating the angular integrals, where end-point singularities may arise that are best tackled with a tanh-sinh rule. As before, the radial variables are mapped from $[-1, 1]$ to $[0, \infty)$. A logarithmic mapping to $[\Lambda_{IR}, \Lambda_{UV}]$ with $\Lambda_{IR} \approx 10^{-3}$ and $\Lambda_{UV} \approx 10^3$ is sufficiently well-behaved.

5.3.3. Results

We give typical solutions to the quark-photon vertex for light quarks in the rainbow-ladder approximation, using the Maris-Tandy interaction [80], in Fig. 7. The dressing functions are parametrized in terms of the $S_3$ permutation group variables $s_0$ and $a, s$ as discussed in Sec. 2.4.

5.4. Numerical implementation

Once the quark-photon vertex (or, in general, the gauged kernel) is calculated one can proceed with the numerical implementation of Eq. (103). In the case of the rainbow-ladder truncation this is rather straightforward, in the sense that, with a couple of exceptions discussed below, there are no remarkable optimisations that one can generally use, other than the usual considerations when performing a multi-dimensional integration numerically (see Sec. 4.2.1).

For a meson, the equation to solve is

$$J_p^{I, A} = \sum_{\rho, \sigma, \lambda} Q^{\rho, \lambda; A} \int_0^\rho \int_0^\rho \left( \int_0^\rho \right) \left( \int_0^\rho \right) t^{I, A} \left( S^{(A)}(p_2) \right) \left( S^{(A)}(p_1) \right) f\left( \rho^2, z \right) k_2, \quad (115)$$

with $t(p, P)$ and $f\left( \rho^2, z \right)$ the covariant meson basis and scalar dressings, respectively. The charge matrices are defined

$$Q^{\rho, \lambda; A} = F^{I, A}_{b a} F^{J, A}_{a b}, \quad (116)$$
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where $Q$ is the quark-charge operator.

In practice, one usually works in the so-called Breit frame, where the photon four-momentum is taken as $Q = (0, 0, |Q|, 0)$. The initial and final bound states are assumed to be on-shell, which implies that the corresponding total momenta fulfill $P_i^2 = -M_i^2$ and $P_f^2 = -M_f^2$, with $M_i$ and $M_f$ the initial and final bound-state mass, respectively. This can be achieved by introducing an average momentum $P$ defined as

$$P = \sqrt{\frac{M_{av}^2}{\tau}} \left(0, 0, -\delta, i\sqrt{\delta^2 + \tau (1 + \tau)}\right),$$

with

$$M_{av}^2 = \frac{M_i^2 + M_f^2}{2}, \quad \delta = \frac{M_f^2 - M_i^2}{4M_{av}^2}, \quad \tau = \frac{Q^2}{4M_{av}^2}.$$
The boosted momenta in (115) are then defined as
\[
P_i = P - Q/2, \quad P_f = P + Q/2, \quad p_i = p - Q/2, \quad p_f = p + Q/2, \quad (119)
\]
\[
p_i' = p_1 - Q/2, \quad p_i'^{I} = p_1 + Q/2, \quad p_2' = p_2 + Q/2, \quad p_2'^{I} = p_2 - Q/2, \quad (120)
\]
with \(p_1\) and \(p_2\) defined as in Eq. (42) with \(p\) the relative momentum.

The most time-consuming part of the four-dimensional integral of Eq. (115) is, obviously, the evaluation of the integrand. A possible optimisation in this respect is, again, the pre-calculation of the wave function in the rest-frame of the meson
\[
\omega_{\rho' \Lambda' \Sigma' \pi' \gamma' \rho' \Lambda' \Sigma' \pi' \gamma' \rho' \Lambda' \Sigma' \pi' \gamma'} (p', P) \equiv S_{\rho' \Lambda' \Sigma' \pi' \gamma'} (p, P) S_{\rho' \Lambda' \Sigma' \pi' \gamma'} (k_2).
\]
(121)

In the integrand, the dressings \(\omega_{\rho' \Lambda' \Sigma' \pi' \gamma' \rho' \Lambda' \Sigma' \pi' \gamma' \rho' \Lambda' \Sigma' \pi' \gamma'} (p', z)\) need only be interpolated.

For baryons the calculation is a bit more complicated since it involves two different diagrams (see Fig. 9) in addition to their possible permutations. Along the same lines of Sec. 4.1.2, the three permuted diagrams can be related to each other [63, 81] and in this case become identical, except for flavour factors. With the momenta defined as in Eq. (65), the simplest diagram is that in which the external field couples to the third quark line. The equation to solve is then
\[
\tau_{\alpha_i p_i, q_i, r_i} \equiv \sum_{\rho_i \rho_i^I, \Lambda_i \Sigma_i} \left[ F_{\rho_i \rho_i^I, \Lambda_i \Sigma_i}^p (p_i', q_i, r_i) \left( F_{\rho_i \rho_i^I, \Lambda_i \Sigma_i}^p (p_i', q_i, r_i) \right)^* \right] \equiv \tau_{\alpha_i p_i, q_i, r_i},
\]
with \(\tau_{\alpha_i p_i, q_i, r_i}\) given by Eq. (81). The boosted momenta are given by
\[
P_i = P - Q/2, \quad P_f = P + Q/2, \quad (124)
\]
\[
p_i = p - Q/3, \quad P_f = p + Q/3, \quad (125)
\]
\[
q_i = q, \quad q_f = q, \quad (126)
\]
\[
p_i' = p_3 - Q/2, \quad P_i' = p_3 + Q/2, \quad (127)
\]
with all other variables defined as in Eqs. (65) and (67).

In the baryon case, one obvious optimisation would be not having to evaluate \(g_{ij}^{(l)}\) anew. Therefore, when solving the Faddeev equation it is convenient to store not only the final result of Eq. (80) but also the partial result in Eq. (81). Additionally, as discussed above, it may be advantageous to pre-calculate the wave function in the rest frame and interpolate its dressings during the integration.

5.5. Obstacles in the calculation of hadronic currents

5.5.1. Poles of the quark propagator

As already mentioned in previous sections the quark propagator features complex-conjugate poles in the complex momentum plane. In BSEs, the propagators are probed in a parabolic region of the complex plane, and the location of the poles determines the maximum size of a parabola such that the propagators are analytic inside; equivalently, they determine the minimum value of the apex \(\omega^2\) of the parabola in the negative real axis. For BSEs, this results in a limitation of the maximum bound-state mass that is accessible. We show below how, when coupling to an external field, this imposes a limit to the momenta transferred to the bound state by the external field.

To be specific, let us consider the situation in baryons, although the reasoning is identical for mesons. As shown in Eq. (123), for the calculation of the current the quark propagators are evaluated at the boosted momenta \(p_{3f}^{I} = p_{3} \pm Q/2\). From the definitions (65), it is clear that in the frame (117) the four-vector \(p_{3f}^{I}\) can be written as
\[
p_{3f}^{I} = \left( r_{1}, r_{2}, r_{3}, r_{4} + iI \right),
\]
(128)
with all the \(r\)’s and \(I\) real variables. Therefore, the quark propagators are probed in a region given by
\[
\left( p_{3f}^{I} \right)^{2} = r_{1}^{2} + r_{2}^{2} + (r_{3}^{2})^{2} + r_{4}^{2} - I^{2} + 2ir_{4}I,
\]
(129)
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which is still a parabolic region of the complex plane, with its apex determined by the imaginary part of the average momentum $P$. Therefore, if the quark propagators can be determined down to a minimum apex $-a^2$ before encountering any singularities, the range of allowed values of $Q^2$ can be determined from

$$\frac{M_{av}^2}{9\tau} (\delta^2 + \tau (1 + \tau)) = a^2,$$

(130)

with $Q^2$ entering via $\tau$. For elastic processes, where $\delta = 0$, this imposes a maximum limit for $Q^2$ but for inelastic processes, where $\delta \neq 0$, there is both a maximum and a minimum limit. As an example, for a typical value $a = 0.5$, if $M_i = M_f = 1$ GeV the maximum photon momentum allowed is $Q^2 = 5$ GeV$^2$, whereas if $M_i = 1$ GeV and $M_f = 1.25$ GeV the allowed range for $Q$ is $0.83 \leq Q^2 \leq 3.80$ GeV$^2$.

5.5.2. Non-convergence of the angular Chebyshev expansion

A different, more technical problem stems from the fact that, when the bound-state BS amplitude is boosted, the variables $z = p \cdot P$ for mesons and $z_0 = p_T \cdot q_T$, $z_1 = p \cdot P$ and $z_2 = q \cdot P$ for baryons become complex and take values outside the complex unit-circle as well. It is easy to see this for the variables $z_1$ and $z_2$ (the angle $z_0$ is more difficult to analyse, although the behaviour is analogous).

From the definitions given in Eqs. (117) and (127) we can write

$$\hat{P}_{i/f} = \frac{1}{iM_{i/f}} (P \mp Q/2) \sim (0, 0, -iI, r) ,$$

$$\hat{P}_{i/f} \cdot Q_{i/f} \sim (r_1, r_2, r_3, r_4) ,$$

where, as before, all the $r$'s and $I$ are real variables. Moreover, from $r_1^2 + r_2^2 + r_3^2 + r_4^2 = 1$ and $r^2 - I^2 = 1$ we see
that, whereas \( r_{1,4} \leq 1 \), this is not the case for \( r \) and \( I \). The variables \( z_{1,2}^{ij} \) all have the generic form

\[
z_{1,2}^{ij} \sim r_4 r - i r_3 I = r_4 \sqrt{1 + I^2} - i r_3 I ,
\]

\[
\left| z_{1,2}^{ij} \right| = r_2^2 (1 + I^2) + r_3^2 I^2 .
\]

(131)

In the rest-frame of the bound-state we have \( I = 0 \) and clearly these variables behave as regular angles, taking values in the range \([-1, 1]\). When the BS amplitudes are boosted this is no longer the case, as illustrated in Figs. 8 and 9. The problem appears when the dependence of the BS amplitudes on these variables is expanded in orthogonal polynomials when solving the corresponding BSE, since such an expansion is ill-defined beyond the complex unit-circle and thus cannot be strictly used to interpolate the amplitudes as needed for the calculation of currents (indirectly, the same problem appears if barycentric interpolation is used instead). The only remedy is to introduce additional angles, stemming from scalar products of the type \( \hat{q} \cdot \hat{Q} \) and \( \hat{p} \cdot \hat{Q} \) or, equivalently, expand the angular dependence of the BS amplitudes in terms of the hyperspherical angles directly. This is, however, a significantly more complicated problem to solve numerically especially in the case of beyond rainbow-ladder.
6. Conclusions

We have presented a comprehensive review of the numerical techniques that we have used to solve Dyson-Schwinger and Bethe-Salpeter equations, with focus on their applications to hadron physics. To the best of our knowledge, the most sophisticated techniques developed so far have been described. In particular, the algorithms presented herein allow for the more complex truncations of the DSE/BSE system to be used in practice, thus opening the way for genuine ab-initio calculations of hadron properties in continuum QCD. We hope that this paper enables interested researchers to become practitioners of this challenging and fascinating field.
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Appendix A. Euclidean space

Our frameworks is formulated in Euclidean space with space-time metric $\delta_{\mu\nu}$. We work with hermitian Dirac gamma matrices $\gamma_{\nu}$, related to the usual Minkowski space matrices via

$$
\gamma^1 = -i\gamma_M^1, \quad \gamma^2 = -i\gamma_M^2, \quad \gamma^3 = -i\gamma_M^3, \quad \gamma^4 = \gamma_M^0,
$$

(A.1)

and construct fifth Dirac matrix $\gamma_5$ (with $(\gamma_5)^2 = 1$) that anti-commutes with the above. One possible choice is

$$
\gamma_1 = 
\begin{pmatrix}
0 & 0 & 0 & -i \\
0 & 0 & -i & 0 \\
i & 0 & 0 & 0 \\
i & 0 & 0 & 0
\end{pmatrix}, \quad
\gamma_2 = 
\begin{pmatrix}
0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{pmatrix}, \quad
\gamma_3 = 
\begin{pmatrix}
0 & 0 & -i & 0 \\
0 & 0 & 0 & i \\
i & 0 & 0 & 0 \\
0 & -i & 0 & 0
\end{pmatrix}, \quad
\gamma_4 = 
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix},
$$

(A.2)

\begin{align*}
\gamma_0 &= 
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}, \quad
\gamma_5 = 
\begin{pmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{pmatrix}.
\end{align*}

(A.3)

The usual Clifford algebra then applies

$$
\{\gamma_\mu, \gamma_\nu\} = 2\delta_{\mu\nu}.
$$

(A.4)

For bound-state calculations we will need the charge conjugation matrix. In terms of the above gamma matrices, it is defined by $C = \gamma_4\gamma_2$, with its inverse given by $C^{-1} = C^\dagger = -C$

Appendix B. Numerical methods

Appendix B.1. Chebyshev expansion

It is convenient in many situations in DSE and BSE calculations to expand the momentum dependence of dressing functions in orthogonal polynomials. Particularly useful in this respect are Chebyshev polynomials. For $x \in [-1, 1]$, the polynomials of the first kind, defined by the recurrence relation

$$
T_n(x) = 2xT_{n-1}(x) - T_{n-2}(x), \quad n = 2, 3, \ldots,
$$

(B.1)

with $T_0(x) = 1/\sqrt{2}$ and $T_1(x) = x$, the following discrete orthogonality relation is exact (see, e.g. [83])

$$
\sum_{k=1}^{N} T_i(x_k)T_j(x_k) = a_{ij},
$$

(B.2)

where $x_k = \cos \theta_k$, with $\theta_k = (k - 1/2) \pi/N$, are the zeroes of $T_N(x)$ and $a_{ii} = N/2$ for $i \leq N - 1$, $a_{ij} = 0$ for $i \neq j$ and $0 \leq i, j \leq N - 1$. If a function $f(x)$ is expanded as

$$
f(x) = \sum_{i=0}^{n} c_i T_i(x),
$$

(B.3)

the coefficients of the expansion are given by

$$
c_i = \frac{2}{N + 1} \sum_{k=1}^{N} f(x_k)T_i(x_k).
$$

(B.4)

The polynomials of the second kind are defined by the recurrence relation

$$
U_n(x) = 2xU_{n-1}(x) - U_{n-2}(x), \quad N = 2, 3, \ldots,
$$

(B.5)

with $U_0(x) = 1$ and $U_1(x) = 2x$. The weighted polynomials $\sqrt{1 - x^2}U_j(x)$ obey the following exact discrete orthogonality relation

$$
\sum_{k=1}^{N} (1 - y_k^2)U_i(y_k)U_j(y_k) = b_{ij},
$$

(B.6)
Appendix B.2. Barycentric Lagrange interpolation

In general, the polynomial \( p \) that interpolates a function \( f \) at the points \( x_j \) has a unique solution and can be written in Lagrange form

\[
p(x) = \sum_{j=0}^{n} f_j l_j(x) , \quad l_j(x) = \prod_{k=0, k \neq j}^{n} \frac{x - x_k}{x_j - x_k} .
\]

where \( l_j(x) \) is the Lagrange polynomial. As it stands, each of evaluation of \( p(x) \) is of complexity \( O(n) \) and is not stable numerically. It can be rewritten in terms of barycentric weights \[84, 85\]

\[
l_j(x) = l(x) \frac{w_j}{x - x_j} , \quad \text{with} \quad l(x) = \prod_{k=0}^{n} \frac{x - x_k}{x_j - x_k} , \quad \text{and} \quad w_j = \frac{1}{f'(x)} = \frac{1}{\prod_{k=0, k \neq j}^{n} (x_j - x_k)} .
\]

Then the first form of the barycentric interpolation formula is

\[
p(x) = l(x) \sum_{j=0}^{n} \frac{w_j}{x - x_j} f_j .
\]

The next step is to note that

\[
1 = \sum_{j=0}^{n} l_j(x) = l(x) \sum_{j=0}^{n} \frac{w_j}{x - x_j} ,
\]

and hence one may write the second form of the barycentric interpolation formula

\[
p(x) = \sum_{j=0}^{n} \frac{w_j}{x - x_j} f_j \prod_{j=0}^{n} \frac{w_j}{x - x_j} .
\]

Note the similarity with the Cauchy integration formula of in Eq. 23

Appendix C. Solving the Eigenvalue Problem

We previously stated that Bethe-Salpeter equation is solved as an eigenvalue equation of the form

\[
A x = \lambda x ,
\]

where solutions \( \lambda(P^2) = 1 \) for discrete \( P^2 = -M^2 \) correspond to bound-states. The ground state is identified with \( \lambda_0 \), the largest eigenvalue and hence its eigenvector can be extracted by the method of power iteration

\[
x_{i+1} = A x_i , \quad \lambda[x_i] = \frac{x_i^t A x_i}{x_i^t x_i} = \frac{x_{i+1}^t x_i}{x_i^t x_i} ,
\]

where \( \lambda \) is estimated from the Rayleigh Quotient and \( x_i^t \) is the conjugate transpose of \( x_i \). Convergence is typically judged from the residual at the \( k \)-th iterative step \( R^k = \lambda x^k - A x^k \) by demanding that its magnitude is below some threshold.

To access excited states we need to employ more robust techniques such as Arnoldi factorisation: see ARPACK \[86, 87\].
Appendix D. Basis decomposition

Appendix D.1. Symmetric trace-free tensors

The process of incorporating total spin $J$ into both our mesons and baryons involves a common starting point, the construction of symmetric and trace-free tensors [88]. Denoting symmetrisation by parenthesis around the indices, and targeting the indices $a_1, \ldots, a_n$ yields

$$ S_{a_1 \ldots a_n} = R^{a_1 a_2 \ldots a_n \ldots a_{n+1}}, $$

(D.1)

where $S_n$ is the symmetric group on the set $\{1, 2, \ldots, n\}$. From this, we construct a tensor that is trace-free in any pair of indices i.e. $S_{a_1 \ldots a_n} = 0$. Thus

$$ T_{a_1 a_2 \ldots a_n} = \sum_{j=0}^{[n/2]} \beta_j^n \delta_{a_1}^{a_2} \ldots \delta_{a_j}^{a_{j+1}} S_{a_{j+1} \ldots a_n - a_1 - a_2 - \ldots - a_j}. $$

(D.2)

Here $[\cdot]$ is the floor function. The coefficients $\beta$ are given by

$$ \beta_j^n = (-1)^j \frac{n!(2n - 2j - 1)!}{(n - 2j)!(2n - 1)!!}, $$

(D.3)

where $n!! = \prod_{k=0}^{[n/2]-1} (n - 2k)$ is the double factorial with $[\cdot]$ the ceiling function.

Note the symmetrisation over $n$ indices which is accompanied by a $1/n!$. If we work with unique permutations, i.e. take into consideration the symmetry properties of the kronecker delta and the uncontracted indices of $S$ then we collect an additional combinatorial factor of $2^j / j!(n - 2j)!/n!$. This comes from the number of different ways that $n$ indices can be split into $j$ (ordered) pairs and the symmetry under permutations of the $n - 2j$ free indices of $S$. Then the modified coefficients reduce to

$$ \tilde{\beta}_j^n = (-1)^j j^{-1} \frac{(2n - 2j - 1)!}{(n - 2j)!(2n - 1)!!}. $$

(D.4)

Let us give some examples. For convenience we compress the indices by writing $a_1 a_2 \ldots a_n = 12 \ldots n$:

$$ T^1 = \frac{1}{2} S_{1}, $$

(D.5)

$$ T^{12} = \frac{1}{3} S_{12} - \frac{1}{3} \delta_{12} S_{1}, $$

(D.6)

$$ T^{123} = \frac{1}{5} (\delta_{123} S_{1345} + \delta_{134} S_{235} - \delta_{145} S_{234} + \delta_{235} S_{124} + \delta_{124} S_{234} + \delta_{135} S_{234} + \delta_{125} S_{234} + \delta_{145} S_{234} + \delta_{245} S_{123}) $$

(D.7)

$$ T^{1234} = \frac{1}{7} (\delta_{1234} S_{15678} + \delta_{1345} S_{25678} + \delta_{1245} S_{25678} + \delta_{1324} S_{25678} + \delta_{1235} S_{25678} + \delta_{1246} S_{25678} + \delta_{1236} S_{25678} + \delta_{1237} S_{25678} + \delta_{1238} S_{25678} + \delta_{1326} S_{25678} + \delta_{1236} S_{25678} + \delta_{1237} S_{25678} + \delta_{1238} S_{25678} + \delta_{1327} S_{25678} + \delta_{1237} S_{25678} + \delta_{1238} S_{25678} + \delta_{1328} S_{25678} + \delta_{1238} S_{25678} + \delta_{1328} S_{25678} + \delta_{1238} S_{25678}) $$

(D.8)

$$ T^{12345} = \frac{1}{9} (\delta_{12345} S_{16789} + \delta_{13456} S_{26789} + \delta_{12456} S_{26789} + \delta_{13456} S_{26789} + \delta_{12456} S_{26789} + \delta_{12356} S_{26789} + \delta_{12346} S_{26789} + \delta_{12345} S_{26789} + \delta_{13256} S_{26789} + \delta_{12356} S_{26789} + \delta_{12346} S_{26789} + \delta_{12345} S_{26789} + \delta_{13245} S_{26789} + \delta_{12345} S_{26789} + \delta_{13245} S_{26789} + \delta_{12345} S_{26789} + \delta_{12345} S_{26789} + \delta_{12345} S_{26789} + \delta_{12345} S_{26789} + \delta_{12345} S_{26789}) $$

(D.9)

Appendix D.2. Mesons

The angular momentum tensors for bound state of two quarks with total spin $J$ are constructed from

$$ R_{1}^{(\mu_1 \ldots \mu_J)} = \gamma_{1}^{\mu_1} \gamma_{1}^{\mu_2} \ldots \gamma_{1}^{\mu_J}, \quad R_{2}^{(\mu_1 \ldots \mu_J)} = \gamma_{2}^{\mu_1} \gamma_{2}^{\mu_2} \ldots \gamma_{2}^{\mu_J}, $$

(D.10)
by imposing symmetrisation and tracelessness as discussed above; for a more detailed discussion see Refs. \[59, 89, 90\].

Our basic covariants are then given by

\[ G_1 = I, \quad G_2 = \hat{p}_T, \]  

for (pseudo)scalar mesons, while

\[ G_1^{\mu_1\ldots\mu_j} = T_1^{\mu_1\ldots\mu_j} I, \quad G_2^{\mu_1\ldots\mu_j} = T_1^{\mu_1\ldots\mu_j} \hat{p}_T, \quad G_3^{\mu_1\ldots\mu_j} = T_2^{\mu_1\ldots\mu_j} I, \quad G_4^{\mu_1\ldots\mu_j} = T_2^{\mu_1\ldots\mu_j} \hat{p}_T, \]  

for those with total spin one or greater. Here \( \Lambda_s \) must be folded in to give four and eight tensor structures, respectively. Organising these covariants according partial waves we have

\[
\begin{array}{ccc}
J = 0 & J = 1 & J > 1 \\
\begin{array}{ccc}
1 & 1 & G_2 \\
0 & 0 & G_1 \\
1 & 0 & \hat{G}_3 \\
0 & 1 & \hat{G}_4 \\
\end{array} & \begin{array}{ccc}
1 & 2 & 3G_2^{\mu_1} - G_3^{\mu_1} \\
1 & 1 & G_2^{\mu_1} - G_3^{\mu_1} \\
1 & 0 & \hat{G}_3^{\mu_1} \\
0 & 1 & \hat{G}_4^{\mu_1} \\
\end{array} & \begin{array}{ccc}
1 & J + 1 & G_3^{\mu_1\ldots\mu_j} - \frac{J+1}{2} G_2^{\mu_1\ldots\mu_j} \\
1 & J & G_4^{\mu_1\ldots\mu_j} \\
1 & J - 1 & \hat{G}_3^{\mu_1\ldots\mu_j} + \hat{G}_4^{\mu_1\ldots\mu_j} \\
0 & J & \hat{G}_4^{\mu_1\ldots\mu_j} \\
\end{array}
\end{array}
\]

To determine the partial wave decomposition, we exploited the total spin operator \( S^2 \)

\[
\left[ S^2 \right]_{ab,cd} = \frac{3}{2} \left[ I \right]_{ab} \left[ I \right]_{cd} - \left[ \gamma_T^{\mu_1} \gamma_5 \hat{p}_T \right]_{ab} \left[ \hat{p}_T \gamma_5 \gamma^\mu \right]_{cd},
\]

that acts upon the basis elements as

\[
\left[ S^2 \right]_{ab,cd} \left[ G_i^{\mu_1\ldots\mu_j} \right]_{bc} = \left[ G_i^{\mu_1\ldots\mu_j} \right]_{bd}.
\]

Similarly, for quark angular momentum we use the differential operator \( L^2 \)

\[
L^2 = \hat{p}_T^{\mu} \hat{p}_T^{\nu} \hat{\sigma}_\mu \hat{\sigma}_\nu + 2 \hat{p}_T^2 \hat{\sigma}_\mu - \hat{p}_T^2 \hat{\sigma}^2,
\]

where we write \( \hat{p}_T^\mu = (x_1, x_2, x_3, 0) \) and take \( x_1 = x_2 = 0, x_3 = 1 \) at the end.

**Appendix D.3. Baryons**

A basic set of Dirac covariants for the baryon is provided by 64 elements \[91, 92\]

\[
S_{ij}(\hat{p}_T, \hat{q}_i, \hat{P}) = \Gamma_{ij}(\hat{p}_T, \hat{q}_i) \Lambda_s(\hat{P}) \gamma_5 \mathcal{C} \otimes \Gamma_{ij}(\hat{p}_T, \hat{q}_i) \Lambda_s(\hat{P}),
\]

\[
P_{ij}(\hat{p}_T, \hat{q}_i, \hat{P}) = \gamma_5 \Gamma_{ij}(\hat{p}_T, \hat{q}_i) \Lambda_s(\hat{P}) \gamma_5 \mathcal{C} \otimes \gamma_5 \Gamma_{ij}(\hat{p}_T, \hat{q}_i) \Lambda_s(\hat{P}),
\]

where \( \Lambda_s(\hat{P}) = (1 \pm \hat{P})/2 \) and \( i, j = 1, \ldots, 4 \) spans the elements

\[
\Gamma_{ij}(\hat{p}_T, \hat{q}_i) = \left( I, \frac{1}{2} \left[ \hat{p}_T, \hat{q}_i \right], \hat{p}_T, \hat{q}_i \right).
\]

The basis for spin \( j = n+1/2 \) is constructed by incorporating contractions of the Rarita-Schwinger projector with \( n \) momenta

\[
S_{ij}^{n+1/2} = \left( S_{ij}(\hat{p}_T, \hat{q}_i, \hat{P}) (I \otimes \hat{p}^{\mu_1} \hat{q}^{\mu_2} \ldots \hat{q}^{\mu_n} \hat{p}^{\mu_{n+1}} \gamma_5) \right).
\]

For the Rarita-Schwinger projector for arbitrary spin, we use

\[
\mathcal{P}^{\mu_1\ldots\mu_{n+1}}_{\nu_1} = \left( \frac{n+1}{2n+3} \right) \gamma_Y \gamma^\nu \mathcal{P}_Y^{\mu_1\ldots\mu_{n+1} \nu_1}.
\]

where \( \mathcal{P}_Y^{\mu_1\ldots\mu_{n+1} \nu_1} \) is symmetric trace-free raw tensor (discussed in Sec. \[\text{Appendix D.1}\]) composed from the \( n + 1 \) products of the metric tensor.

One choice for the basis of the Nucleon baryon arranged by partial waves is as given in Table \[D.1\]. We similarly list the partial wave basis for the Delta baryon in Table \[D.2\].
Table D.1: The tensor basis for the Nucleon baryon arranged by partial waves. The first column corresponds to the quark orbital angular momentum $l$ while the second column refers to the total quark spin $s$. See the text for details of the symbolic notation used for the basis elements given in the third column.
Table D.2: The tensor basis for the Delta baryon arranged by partial waves. The first column corresponds to the quark orbital angular momentum \( \ell \) while the second column refers to the total quark spin \( s \). See the text for details of the symbolic notation used for the basis elements given in the third column.
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