Identification of stellar-mass black hole binaries and the validity of linear orbital motion approximation in microlensing
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ABSTRACT
Gravitational microlensing is unique in detecting binary black (BH) holes with wide (a few au) separations. Models predict that about 1% of microlensing binaries should be due to binary BHs, and yet zero has been robustly identified. Using simulated events with binary BH lenses, we show that the microlensing parallax effect in a typical binary BH event cannot be reliably detected. Given the crucial role of the parallax parameter in determining the mass of dark microlenses, this may explain the non-detection of binary BHs. Additionally, we show that in only a small fraction (≤ 7%) of the simulated events the full orbital motion of the binary lens cannot be modeled with the linear orbital motion approximation. This approximation has been frequently used in modelings of binary microlensing events.
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1 INTRODUCTION
Black holes (BHs) are generally considered the end product of the evolution of massive stars, as such, the discovery of such stellar-mass BHs can therefore help constrain the massive star evolution (e.g., Abbott et al. 2016; Thompson et al. 2019; Miller-Jones et al. 2021). So far there have been over 100 detections of stellar-mass black holes, mostly from observations of X-ray binaries and the LIGO/Virgo detections of the gravitational wave radiations (e.g., Corral-Santana et al. 2016; Abbott et al. 2019, 2021).

Not relying on the (electromagnetic or gravitational) radiation from the target object/system, gravitational microlensing has its unique advantage in detecting extremely faint and even dark objects (Paczyński 1986; Mao & Paczyński 1991). In terms of stellar-mass BHs, microlensing is arguably the only technique that can detect isolated BHs and thus identify it as a BH object, one needs to measure (or constrain) two microlensing parameters, the angular Einstein radius $\theta_E$ and the microlensing parallax $\pi_E$ (Gould 1992, 2000b, 2004)

$$M_L = \frac{\theta_E}{\kappa \pi_E}; \quad \kappa = \frac{4G}{c^2 \text{au}} \approx 8.14 \text{mas}$$

Here

$$\theta_E \equiv \sqrt{\kappa M_L \pi_{\text{rel}}}; \quad \pi_E \equiv \frac{\pi_{\text{rel}}}{\theta_E}$$

where $\pi_{\text{rel}} = \text{au} (D_L^{-1} - D_S^{-1})$ is the relative parallax between the lens and the source, and $D_L$ and $D_S$ are the distances to the lens and the source, respectively. This work focuses on the determination of the microlensing parallax $\pi_E$, although measuring the angular Einstein radius $\theta_E$ can also be challenging, especially for isolated microlenses.

One common way of measuring the microlensing parallax is to search for the imprints of the orbital motion of Earth around Sun on the microlensing light curve (Gould 1992; but see also Refsdal 1966; Gould 1994). This annual parallax method typically works better up in BHs are predominantly in binaries (e.g., Duchêne & Kraus 2013). On the other hand, binary stellar systems that are loosely bound may be easily disrupted on their way to form binary BHs (e.g., Olejak et al. 2020).

During the review process of this paper, Sahu et al. (2022) reported that MOA-2011-BLG-191/OGLE-2011-BLG-0462 was produced by an isolated stellar-mass black hole, based on astrometric microlensing from Hubble Space Telescope and photometric microlensing from the ground. An independent analysis by Lam et al. (2022) claimed that the lens mass might be lower and that a neutron star could not be ruled out.
microlensing events with longer durations, and thus is seemingly in favor of events involving BH lenses. However, the amplitude of the microlensing parallax is also reduced with the increasing lens mass, leading to the increased difficulty to reliably detect the parallax effect for truly BH events. Indeed, it has been shown that the microlensing parallax effect is usually undetectable in the case of isolated BHs (Karolinski & Zhu 2020).

This work will check the detectability of the parallax effect in typical microlensing events produced by binary BHs. Because we have nearly no knowledge of the wide-orbit BH binaries in the Milky Way from direct observations, we adopt results from the population synthesis simulation (e.g., Lam et al. 2020) for the distribution of wide-orbit BH binaries as well as the typical microlensing parameters they predict. Similar to the isolated BH case, the amplitude of the microlensing parallax is small for events with binary BHs. The orbital motion effect of the binary lens system may further complicates the analysis. Given the very similarity between the annual parallax and lens orbital motion effects in modifying the microlensing light curves, it is possible that the signal from the lens orbital motion may be misinterpreted as the signal from the annual parallax, thus resulting in erroneous parallax parameters.

This paper is organized in the following way. We describe the details of our light curve simulation and binary modeling in Section 2 and present the main results of this paper in Section 3. The implications of our results are discussed in Section 4.

2 METHODS

2.1 Light curve generation

A standard binary-lens microlensing event is typically described by the following parameters

\[ \{t_0, u_0, f_0, \rho, q, \eta, a_0, o_0\} \] (3)

in addition to the flux parameters \( (F_S, F_B) \). Here \( t_0 \) and \( u_0 \) are the time and distance at the closest approach between the source and the center of mass of the lens system, respectively, \( f_0 \) is the Einstein ring crossing time, normalized to the total mass of the lens system, \( \rho \) is the source size scaled to the Einstein ring radius, \( q \) is the mass ratio between the binary component, \( a_0 \) is the projected separation between the two binary components scaled to the Einstein ring radius at \( t_0 \), and \( \eta \) is the angle between the source trajectory and the binary axis at \( t_0 \). The direction of \( \alpha_0 \) follows the convention of Poleski & Yee (2019), which is offset by 180° from the convention of Skowron et al. (2011).

The flux parameter \( F_S \) quantifies the flux of the source star that would be magnified during the event, and \( F_B \) is the flux from the other objects that contribute to the photometric aperture (i.e., companion to the source, companion to the lens, or ambient stars). When the microlensing parallax effect is considered, two additional parameters \( (\pi_{E,E}, \pi_{E,N}) \) are also included. They are the eastern and northern components of the parallax vector \( \pi_E \), respectively. The direction of parallax is the same as the relative lens-source proper motion.

In this work, we set \( t_0 \) to be HJD = 2459031.5, which is July 1st, 2020 and thus approximately the middle of the annual microlensing season. We also choose typical values for the other parameters. Specifically, we set \( \eta_0 = 0.3 \), \( \rho = 10^{-3} \), \( t_E = 100 \) days, \( q = 1 \) and \( x_0 = 0.8 \). The event is assumed to occur at the equatorial coordinates (RA, Dec) = (18°00′00″, −30°00′00″), and the microlensing parallax parameters are \( \pi_{E,E} = \pi_{E,N} = 0.03/\sqrt{2} \). The amplitude of the microlensing parallax and the event timescale are chosen to be representative of a typical event by stellar-mass black holes (see Figure 13 of Lam et al. 2020). For our chosen binary with \( M_1 = M_2 = 5 M_\odot \), these values correspond to a source distance of \( D_S = 5 \) kpc (with the source in the bulge at \( D_S = 8 \) kpc), an Einstein radius of \( r_E = 12 \) AU, and a projected separation \( r_{\perp,0} = 9.6 \) AU at \( t_0 \).

We include the full orbital motion of the lens binary in the light curve generation. For simplicity, we fix the orbital eccentricity \( e = 0.3 \), which is a typical value for stellar binaries (e.g., Duchêne & Kraus 2013). We randomly draw an orbital inclination \( I \) from a sin \( I \) distribution between 0 and \( \pi/2 \). We also randomly draw from a uniform distribution between 0 and \( 2\pi \) the mean anomaly at \( t_0 \), \( l_0 \), the argument of periastron, \( \omega \), as well as the binary axis orientation relative to the source trajectory at \( t_0 \), \( \alpha_0 \). The eccentric anomaly at \( t_0 \), \( E_0 \), is then determined from solving the Kepler’s equation

\[ l_0 = E_0 - e \sin E_0, \] (4)

and the true anomaly at \( t_0 \), \( f_0 \), from

\[ \cos f_0 = \frac{\cos E_0 - e}{1 - e \cos E_0} \] (5)

with the understanding that \( \sin f_0 \) shares the same sign as \( \sin E_0 \). The semi-major axis \( a \) can be derived from the following equation

\[ r_{\perp,0} = a(1 - e \cos E_0)\sqrt{\cos^2(f_0 + \omega) + \sin^2(f_0 + \omega)\cos^2 I}. \] (6)

Similar to the commonly used geometry in microlensing, we set the \( x \)-axis to be the direction of the binary axis, and thus the longitude of ascending node \( \Omega \) can be determined by

\[ \tan \Omega = -\tan(f_0 + \omega) \cos I \] (7)

with \( \Omega \) and \( -(f_0 + \omega) \) in the same quadrant. With these Keplerian parameters, we can then proceed and determine the projected separation, \( s \), and the orientation of the source trajectory relative to the binary axis, \(\alpha \), at any given epoch.

The VBBinaryLensing package inside the MulensModel code is then used to compute the microlensing magnification \( A(t) \) (Bozza 2010; Bozza et al. 2018; Poleski & Yee 2019). We assume a typical source star with a baseline magnitude \( m_0 = 18 \) and no blending \(^3\), and convert the magnification to magnitude

\[ m(t) = m_0 - 2.5 \log_{10} A(t). \] (8)

The uncertainty in magnitude is given by

\[ \sigma_m(t) = \sqrt{\sigma_{sys}^2 + \sigma_0^2 \left( 0.8(m(t) - m_0) \right)}, \] (9)

where \( \sigma_{sys} = 0.004 \) is the systematic floor, \( \sigma_0 = 0.04 \) is the uncertainty at the reference magnitude \( m_0 \). The above noise curve matches the theoretical noise curve of an OGLE-IV-like survey (Udalski et al. 2015a). Note that we do not randomize the simulated data points around the model values with the uncertainties given above. Randomizing the simulated data points around the model values would complicate the modeling procedures and add additional random noises to the results, but no scientifically useful benefit. The same argument has been presented in the previous simulation work of Henderson et al. (2014).

The light curve is sampled at a cadence of once per day and within an 1800-day total duration, which is long enough to constrain the microlensing parallax. Our simulated light curves do not contain

\(^3\) Although zero blending was assumed in the light curve simulation, it was not forced in the light curve modeling. We used the FluLensModel module (Poleski & Yee 2019) to derive the flux parameters. In other words, the degeneracy between the blending parameter and other microlensing parameters is taken into account in the modeling.
seasonal gaps in the data span. A gap of 2–3 months per year is typical for observations taken from the ground. However, such gaps will not affect the characterization of light curves with 100 days (or longer) timescales at a dramatic level, as long as the primary binary features are reasonably covered with observations. If any, the inclusion of seasonal gaps will further reduce the detectability of microlensing parallax effect.

In total 40 events are simulated, and Figure 1 illustrates one of them. To check the robustness of our results, we also simulated 20 events with a different mass ratio \( q = 0.3 \). The generation of this additional set of events follows closely the generation of the \( q = 1 \) events.

2.2 Binary lens modeling

The microlensing light curve arising from a binary lens is usually modeled with the following set of parameters

\[
\begin{align*}
\{t_0, u_0, E, a_0, s_0, q, \rho, \pi_{E,E}, \pi_{E,N}, \Delta s/\Delta t, \Delta \alpha/\Delta t\}
\end{align*}
\]  

(10)

The first seven of them are necessary to describe a static binary with no parallax effect, and the last four are introduced for the inclusion of microlensing parallax and lens orbital motion effects. Note that the orbital motion of the lens system is approximated with two linear parameters, \( \Delta s/\Delta t \) and \( \Delta \alpha/\Delta t \) (e.g., Dong et al. 2009; Skowron et al. 2011). This linear approximation seems to work except for some rare cases (e.g., Skowron et al. 2011; Shin et al. 2011, 2012; Han et al. 2016), primarily because the duration of the binary signature is much shorter than the orbital period of the lens binary. We will investigate how often this linear approximation breaks down in Section 3.

Following the standard approach in microlensing, we first fit for the binary parameters without higher-order effects and then introduce parallax and orbital motion parameters in the modeling. Considering that the cadence in our simulated events is long relative to the source crossing time, we fix the scaled source size \( \rho \) to the input value. Our light curve modeling proceeds in the following way. First, we perform a grid search in the \( (q, s_0) \) plane to identify the set of parameters that yield the lowest \( \chi^2 \). This search is done for five values of \( q \) and \( s_0 \) equally spaced in the range 0.9–1.1 and 0.75–0.85, respectively. At each grid point, we use the Nelder-Mead algorithm of scipy.optimize with no bounds (Virtanen et al. 2020) to search for the best set of \( \{t_0, u_0, E, a_0\} \) that yields the lowest \( \chi^2 \) value. The set of parameters found from this grid search is then polished and all parameters but \( \rho \) are set free to identify the best-fit global solution. Then, we perform Markov chain Monte Carlo (MCMC) analysis to determine the best-fit parameters and their associated uncertainties. The set of parameters obtained from the previous step is used as the initial guess of this MCMC process, and the MCMC is done through the emcee package developed by Foreman-Mackey et al. (2013). For the majority of events we use 20 walkers, each with 5,000 samples. In cases of unsatisfactory MCMC results, such as un converged chains and/or overly large \( \chi^2 \) values (\( \chi^2 > 100 \)), we repeat the above procedures with finer \((11 \times 11)\) grid and longer (40 walkers, each with 5,000 samples) chains.

The first 50,000 elements of the flattened MCMC chain are treated as the burn-in steps, and we use the remaining chain elements to derive the best-fit values and the associated uncertainties.

After the above procedures, all but seven events have reasonably good models found with \( \chi^2 \leq 100 \). For the remaining seven, grid searches on a much larger parameter space are performed to identify better solutions (if any). Specifically, we search for local \( \chi^2 \) minima on the grid of \((\log q, \log s, a_0)\), with \((21, 41, 20)\) values equally spaced in ranges of \(-2 \leq \log q \leq 0, -1 \leq \log s \leq 1, \) and \(0 \leq a_0 \leq 2\pi\), respectively. We then perform MCMC analysis on the grid search result to identify the global minimum as well as the uncertainties on all parameters. Out of the seven events that go through these additional steps, three have their model \( \chi^2 \) substantially reduced.

The linear approximation for the lens orbital motion is subject to additional constraint. To select physically plausible solutions, the ratio between the projected kinetic energy and the potential energy is introduced

\[
\frac{\beta}{8\pi^2} = \frac{\pi_E}{\theta_E} \frac{\pi_S}{\theta_E} \frac{y^2}{s_0} \left(\frac{s_0}{\pi_E + \pi_S/\theta_E}\right)^3; \quad \gamma = \frac{\Delta s/\Delta t}{s_0}, \quad \Delta \alpha/\Delta t.
\]  

(11)

where \( \pi_S \equiv AU/D_S \) is the source parallax (Dong et al. 2009). Binary systems that are physically bound should have \( \beta \) in the range 0–1, with values at both ends disfavored (Poleski et al. 2014). We will investigate the impact of adding the \( \beta \) constraint on the best-fit solutions with linear approximation in Section 3.

3 RESULTS

We provide the input parameters as well as the best-fit solution of all 60 simulated events in Table 1.

The cumulative distribution of the best-fit \( \chi^2 \) values of all simulated events is shown in Figure 2. We adopt \( \chi^2 \approx 100 \) as the threshold, below which the fit is considered reasonable. This seemingly large threshold is to take into account the systematic noise that is not included in our simulation but exists in real observations. Such systematics can usually affect the goodness-of-fit by \( \Delta \chi^2 \) of dozens. Furthermore, our result is largely insensitive to the choice of \( \chi^2 \) threshold. As shown in Figure 2, the change of this \( \chi^2 \) threshold from 100 to 10 will only affect four events.

As shown in Figure 2, all except four of the simulated events with full orbital motions can be reasonably modeled with the linear orbital motion approximation. For the well-fit events, we show in Figure 3 the uncertainties on the parallax parameters, \( \pi_{E,E} \) and \( \pi_{E,N} \), derived from the MCMC analyses. Overall, the uncertainties on the parallax parameters are substantial compared to the amplitude of the microlensing parallax, rendering no (secure) detection of the microlensing parallax effect in any of the well-fit events. This agrees with the previous study on detecting isolated BHs that the microlensing parallax is generally too small to be robustly detected (Karolinski & Zhu 2020). The null detection of microlensing parallax effect suggests that the mass of the lens system cannot be well determined. This provides a plausible explanation for the null detection of BH binaries via microlensing. It is also worth pointing out that none of the well-fit events has secure parallax detection with large amplitude (e.g., \( \pi_E \geq 0.1 \)), suggesting that, at least for well sampled BH binary events, the degeneracy between binary orbital motion and microlensing parallax is rare.

Out of the 60 simulated events with full orbital motion, four cannot be modeled with the linear orbital motion approximation. We show in Figure 4 the one with the highest \( \chi^2 \). The remaining three can be found in the online-only figures (Figures 7–9). The simulated light
Figure 1. The top panel shows the simulated light curve and the best-fit model of one example event. Data beyond the 100-day window centered on \( t_0 \) are not shown. The middle panel shows the residuals after the subtraction of the best-fit model. The bottom left panel is the lensing geometry at \( t_0 \). The source trajectory for the central 100-day window is shown in green, and the hexagonal-shaped caustic is shown in blue. The positions of the source and the two components of the binary lens at \( t_0 \) are shown as grey dots. The bottom right panel is similar to the bottom left panel, except that it shows the trajectories of both lenses during the full 1800-day window (solid line) and the trajectories of the source during 400-day window. The full orbits of both lenses are also indicated as dashed curves. The black crosses indicate the lens positions where the projected separation reaches the smallest (i.e., pericenter) and the largest (i.e., apocenter).
The cumulative distribution of the best-fit model $\chi^2$ of all 60 simulated events. The red vertical line marks $\chi^2 = 100$, below which the associated linear orbital motion model is considered a reasonable approximation. The blue line indicates the events with $q = 1$, the yellow line indicates the events with $q = 0.3$, and the black line indicates the distribution for all events.

Figure 3. The best-fit microlensing parallax parameters and the associated uncertainties as functions of the minimum model $\chi^2$ for simulated events that can be fit with the linearized lens orbital model. The blue dots indicate the events with $q = 1$ and the yellow dots indicate the events with $q = 0.3$. The curves for 56 well-fit events are also shown in online-only figures (Figure 10). Why is the linear orbital motion assumption broken in these cases? Perhaps the most straightforward hypothesis is that at the peak of the event the lens is at (or close to) the peri- or apocenter of the ellipse-shaped trajectory (see the bottom middle panel of Figure 4), where the time derivative of the projected separation $s$ is about to switch signs and thus the linear approximation of $s$ is no longer valid. To test this hypothesis, we have calculated the angular distances of the lens position at $t_0$ to the pericenter (or apocenter, whichever is closer) of the ellipse-like trajectory for all simulated events. The results are shown in Figure 5 as the red dots. Although events that cannot be well fit tend to have relatively small angular separations and their lenses are preferentially closer to the pericenter/apocenter, a substantial fraction of the well-fit events have similarly small (or even smaller) angular separations. This general trend holds even when the time of maximum magnification in the simulated data is used for computing the angular distances. Therefore, passing through the pericenter/apocenter of the ellipse-shaped lens trajectory during the course of the microlensing event is probably not the primary (or the only) reason for the invalidity of the linear approximation of the lens orbital motion. The reason why the linear orbital motion assumption is broken for some events remains unclear. Further investigations are needed.

When the linear approximation of the lens orbital motion is used, the parameter $\beta$ (Equation 11) is usually employed to evaluate the validity of the orbital motion (e.g., Dong et al. 2009). As listed in Table 1 and illustrated in Figure 6, the events that can be modeled with the linear orbital motion approximation all have reasonably small values of $\beta$. Considering that the extremely small values are also disfavored a priori (Poleski et al. 2014), we impose a lower limit on the parameter $\beta$ at 0.1 on the MCMC results for well-fit events and find that the goodness of fit hardly changes, expect for two events that have all MCMC samples with $\beta < 0.1$. This suggests that the events that can be modeled with linear orbital motion are fairly robust against the variation of $\beta$.

4 CONCLUSION AND DISCUSSION

While the number of expected binary BH detections via microlensing is highly uncertain, it is true that microlensing is capable of detecting such systems and yet zero has been unambiguously identified so far. A direct determination of the lens mass remains the key to distinguish the BH systems from the common stellar binaries. This work studies the detectability of the microlensing parallax effect, one of the two ingredients into a direct mass determination.

We simulated 60 microlensing events that are assumed to be produced by typical binary BHs with full orbital motion. The simulated events were then modeled in the standard approach used in current microlensing analysis. In particular, the model assumes linear orbital motion of the binary lens system, based on the fact that the duration of the microlensing event is typically much shorter than the orbital period of the binary. We report a few new findings:

- Even though the microlensing events caused by binary BH lenses have preferentially long timescales, the microlensing parallax effect in typical binary BH events cannot be reliably detected because of the small amplitude of the microlensing parameter. Given the crucial role of the parallax parameter in determining the mass of dark microlenses, the null detection of the parallax effect may
be partially responsible for the null detection of binary BHs from microlensing.

- The linear orbital motion that is commonly used in microlensing models may fail in a small fraction (≤ 7%) of binary events. This is generally consistent with that practiced in the analyses of real events. Wherever the linear approximation fails, the full orbital motion must be taken into account (e.g., Skowron et al. 2011). A robust detection of the full orbital motion can in principle provide another relation between the lens mass and lens distance, which, once combined with the angular Einstein radius measurement from caustic crossings (Yoo et al. 2004), may lead to a direct determination of the lens properties.

- Lens orbital motion does not usually produce erroneous microlensing parallax, at least in typical BH events. This is probably because the lens orbital motion has more flexibility than the microlensing parallax effect.

Our simulations were performed with selected choices of microlensing parameters. These values were chosen as typical for microlensing events with BH binary lenses based on the population synthesis simulation of Lam et al. (2020), as observations have yielded very limited constraints on the distribution of Galactic BH binaries with wide separations. Additionally, our simulated observations are rather ideal, with no seasonal gaps or blending effect and relatively bright sources of fixed magnitude. The inclusion of these realistic
conditions will further reduce the detectability of the microlensing parallax and thus strengthen the conclusion. We expect that the results reported here are qualitatively applicable to reality and provide useful guidance toward the search for Galactic BH binaries.

In the present work, the way that the microlensing parallax effect is to be detected is through the annual oscillation of Earth motion around Sun. An alternative way that can also measure the microlensing parallax is through simultaneous observations from at least two well-separated observatories (Refsdal 1966; Gould 1994). The recent practice employing the *Spitzer* and two-wheeled *Kepler* (K2) space telescopes has yielded the microlensing parallax detections of ~1000 microlensing events (e.g., Dong et al. 2007; Udalski et al. 2015b; Henderson et al. 2016; Zhu et al. 2017). This satellite parallax method has also been proposed for future space-based microlensing surveys, including *Roman* microlensing survey (Penny et al. 2019) and the proposed microlensing surveys with *Euclid* (Penny et al. 2013) and the Chinese Space Station Telescope (Yan & Zhu 2022). However, this method also encounters difficulties in measuring/constraining parallax parameter, $\pi_E$, to the precision that is required for precise lens mass determinations. The follow-up mode and the relatively short observing window of the *Spitzer* microlensing campaign imply that the satellite usually could not precisely constrain the microlensing parameters alone (Yee et al. 2015). For the proposed future microlensing surveys at Earth–Sun L2 or low-Earth orbit, the spatial separation is not large enough to permit precise parallax measurements of long-timescale events. Therefore, it is plausible that our conclusion applies regardless of the detection method and that the microlensing parallax effect cannot be precisely measured/constrained in typical BH binary events.

Binary BH systems from the microlensing technique can comple-
Figure 5. Angular difference between the lens position at the chosen epoch ($t_0$ for the red filled circles and the epoch with the maximum magnification for the blue open dots) and the apocenter/pericenter of the ellipse-like lens trajectory.

Figure 6. The ratio between the projected kinetic and potential energies, $\beta$, for the well-fit (model minimum $\chi^2 < 100$) events in our simulation. The yellow lines connect the locations of the same event before and after an lower limit on $\beta$ ($> 0.1$) is imposed. There are two events whose $\beta$ values are never above the chosen 0.1 limit. These events are indicated by the red dots.

ment the BH detections from other channels and thus provide an unbiased picture of the BH demographics. Our work points out a few characteristic features of binary BH events that have been overlooked in previous searches. The results reported here may therefore help to more efficiently identify the rare but interesting BH events from the dominating, normal microlensing events.
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Event 34, $\chi^2 = 172.813$

![Graph showing light curves and lensing trajectories for Event 34 with $\chi^2 = 172.813$.](image)

**Figure 7.** The graph is similar to Figure 4 in the main paper, but for event 34 with $\chi^2 = 172.813$. 

---
Figure 8. The graph is similar to Figure 4 in the main paper, but for event 8 with $\chi^2 = 215.648$. 
Figure 9. The graph is similar to Figure 4 in the main paper, but for event 18 with $\chi^2 = 257.239$. 
Figure 10. The graph is a collection of simulated light curves for 56 well-fit events within 260-day window centered at $t_0$. 