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Abstract
In this research note, we lay some groundwork for analyzing the manipulability of core-selecting payment rules in combinatorial auctions. In particular, we focus on payment rules based on the bidders’ Shapley values. We define a sensitivity metric, and provide analytical results for this metric in LLG, for six different payment vectors used as reference points for minimum-revenue core-selecting payment rules. We furthermore show how this sensitivity affects the derivative of the resulting payment rules.

1 Introduction
Combinatorial auctions (CAs) are used in settings where heterogeneous, indivisible goods are auctioned off to multiple bidders, allowing them to express non-linearities in their valuations of bundles of goods. The strategyproof VCG mechanism has many undesirable properties in this setting [Ausubel and Milgrom, 2006], so finding a CA payment rule that leads to good auction outcomes is an open problem. Rules that are not strategyproof are most often used in practice, but predicting the equilibria they produce is not straightforward [Bosshard et al., 2020]. If we could quantify how manipulable different rules are, this would enable us to make proper tradeoffs between manipulability, revenue, and other desiderata, and also propose new rules with better properties along those dimensions. We suspect that the partial derivatives of a payment rule are good indicators of manipulability and can thus be used to estimate the auction’s equilibrium outcomes, a link we aim to establish more precisely in future work.

In this research note, we focus on reference point rules [Bünz et al., 2018], a class of payment rules that is built by choosing a reference point in the space of possible payments, and then projecting onto the minimum revenue core from there to derive the final payments. We define a sensitivity of each reference point, and show that this metric can be used to determine the derivative of the corresponding reference point rule in the LLG domain. We investigate several such rules, finding that a reference point based on bidders’ Shapley values in the coalitional value game [Shapley, 1953] is less sensitive than the widely used VCG-nearest rule. The implied low manipulability of this rule is consistent with previous findings based on numerical simulation [Bünz et al., 2018].

2 Preliminaries

2.1 Formal Model
A combinatorial auction (CA) is a mechanism used to sell a set \( M = \{1, 2, \ldots, m\} \) of goods to a set \( N = \{1, 2, \ldots, n\} \) of bidders. Each bidder \( i \)'s preferences over bundles are captured via the bidder’s valuation \( v_i \). Specifically, for each bundle of goods \( K \subseteq M \), we let \( v_i(K) \in \mathbb{R}_{\geq 0} \) denote bidder \( i \)'s value for bundle \( K \).

Each bidder submits a bid \( b_i \) to the auction, which is a (possibly non-truthful) declaration of her whole valuation. The bid profile \( b = (b_1, \ldots, b_n) \) is the vector of all bids from all bidders. The bid profile of every bidder except bidder \( i \) is denoted \( b_{-i} \). Similarly with \( b_{-K} \) for a set of bidders \( K \). We also express the combination of multiple bid profiles \( b \) and \( b' \), by \( (b_K, b'_{-K}) \), where each bidder’s bid is taken from \( b \) resp. \( b' \).

For an arbitrary subset \( K \) of bidders, we define the coalitional value \( V_K \) as

\[
V_K(b) := \sum_{j \in K} b_j(X_j(b_K, 0_{-K}))
\]
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To define the core, we will need to define the welfare achieved by a subset of bidders \( K \), when goods are allocated

efficiently among all bidders (and not just among the subset \( K \) as was the case with \( V_K \)):

\[
W_K(b) := \sum_{j \in K} b_j(X_j(b)).
\]

Definition 1. Given allocation rule \( X \) and a bid profile \( b \), an auction outcome is in the core if \( X \) is efficient and the payments \( p(b) \) satisfy the individual rationality constraints and the following additional core constraints:

\[
\forall L \subseteq N : \sum_{j \in N \setminus L} p_j(b) \geq V_L(b) - W_L(b). \tag{1}
\]

Each of the sets \( L \) is called a blocking coalition, and it requires that the joint payment of the remaining bidders

\( N \setminus L \) is at least as large as the joint loss of welfare incurred by \( L \) due to the presence of \( N \setminus L \). Among all payment vectors in the core, the minimum revenue core (MRC) is the set of payment vectors with smallest \( L_1 \) norm, i.e.,
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three bidders, with bidders 1 and 2 being local, interested in two different single goods, and bidder 3 being global,

interested in the package of both goods.

In this note, we do not consider the possibility of the local bidders engaging in complex bidding, i.e., making an

additional bundle bid on the global bundle \( \{1,2\} \), even though such manipulations have shown to be beneficial

[Beck and Ott, 2013, Bosshard and Seuken, 2020]. Instead, we assume that each bidder only bids on their bundle

of interest. Thus, we will keep the notation simple and denote the bid profile \( b \) as a vector \((A,B,G)\), where

\( A := b_1(\{1\}), B := b_2(\{2\}), \) and \( G := b_3(\{1,2\}) \).

The global bidder is known to have a dominant strategy to bid truthfully under most payment rules, namely those who are minimum revenue core selecting [Beck and Ott, 2013]. Thus, we will focus our analysis on the two local bidders.

2.4 Definitions of Reference Points

We next introduce a series of payment rules. While some of these rules are used as-is in practice, in this note we

consider them as reference points from which a projection to the minimum-revenue core is done. This method of

contracting payment rules has been proposed as a promising design approach in the literature [Bünz et al., 2018].

Definition 2 (First Price). Given a bid vector \( b \), the first price payment rule is given by

\[
p_i(b) := b_i(X_i(b)).
\]

Definition 3 (VCG). Given a bid vector \( b \), the VCG payment rule is given by

\[
p_i(b) := V_{N \setminus \{i\}}(b) - W_{N \setminus \{i\}}(b).
\]
**Definition 4** (Shapley payoffs/payments without Auctioneer). Given a bid vector $b$, the Shapley payoffs (without auctioneer) are given by

$$\pi_i(b) := \sum_{S \subseteq N \setminus \{i\}} \frac{|S|! \cdot (|N| - |S| - 1)!}{|N|!} (V_{S \cup \{i\}}(b) - V_S(b)),$$

and the Shapley payments (without auctioneer) are given by

$$p_i(b) := v_i(X_i(b)) - \pi_i(b).$$

**Definition 5** (Shapley payoffs/payments with Auctioneer). Given a bid vector $b$, the Shapley payoffs (with auctioneer) are given by

$$\pi_i(b) := \sum_{S \subseteq N \setminus \{i\}} \frac{(|S| + 1)! \cdot (|N| - |S| - 1)!}{(|N| + 1)!} (V_{S \cup \{i\}}(b) - V_S(b)),$$

and the Shapley payments (with auctioneer) are given by

$$p_i(b) := v_i(X_i(b)) - \pi_i(b).$$

The only difference between the last two rules are the weights assigned to each coalition. This is because the latter considers the auctioneer as an agent in the coalitional value game on which the definition of Shapley payoffs is based. Clearly, when the auctioneer is not part of the coalition, the value achieved is 0. Thus, in the latter version of the Shapley payoffs, the set $S$ should be thought of as always including the auctioneer. The half of subsets for which this doesn’t hold can be excluded from the sum, as they don’t contribute anything to bidders’ payoffs. We believe that the Shapley payments without seller is the more natural variant, as it has the desirable property that it always lies below the MRC, and never above it, at least in LLG.

**3 Results**

**3.1 Sensitivity of Reference Points**

We used Python with the symbolic solver SymPy [Meurer et al., 2017] to compute expressions for the various reference points of interest defined above. Our code is freely available and can be found at (https://github.com/marketdesignresearch/Shapley_MRC). To perform our analysis in a clean way, we split the set of possible bid profiles $b = (A, B, G)$ into four cases:

1. Both local bidders make weak bids: $A < G, B < G$,
2. The first local bidder makes a strong bid: $B < G < A$,
3. The second local bidder makes a strong bid: $A < G < B$,
4. Both local bidders make strong bids: $G < A, G < B$.

Between these four cases lie the boundaries where the optimal allocations of some subsets of bidders change. The payments change smoothly over those boundaries, but the coalitional value functions that make up the VCG and Shapley payment rules take on different functional forms on different sides of the boundary.

The analytical expressions for the reference points are given in Table 1.

In this note, we study a quantity that we denote the sensitivity of a reference point.

**Definition 6.** Let $p = p(b)$ be a payment rule. In the LLG domain, the sensitivity of $p$ to bidder 1’s bid $A$ is given by

$$\text{sens}_1(p(b)) := \frac{\partial p_1(b)}{\partial A} - \frac{\partial p_2(b)}{\partial A}.$$

We define this in terms of bidder 1, with the definition for bidder 2 obviously being symmetric. The sensitivities of the reference points we study are given as analytical expressions in Table 1 as well. These quantities determine how core-selecting rules using this reference point behave, as will become clear in the next subsection.
| Case       | First Price | VCG        | Shapley payment w/o seller | Shapley payoff w/o seller | Shapley payment w/ seller | Shapley payoff w/ seller |
|------------|-------------|------------|----------------------------|--------------------------|---------------------------|--------------------------|
| locals     |             |            |                            |                          |                           |                          |
| weak       | p₁          | A          | $-B + G$                   | $\frac{A - B + G}{6}$    | $\frac{5 \cdot A + B - G}{6}$ | $\frac{7 \cdot A - B + G}{12}$ |
|            | p₂          | B          | $-A + G$                   | $\frac{A}{3} + \frac{B + G}{6}$ | $\frac{A}{3} + \frac{5 \cdot B - G}{6}$ | $\frac{A}{4} + \frac{7 \cdot B + G}{12}$ |
|            |             | (1,0)      | $(1,0)$                    | 1                        | 1                         | 1                        |
|            |             | sens₁(p(b)) | 0                          | 0                        | 0                         | 0                        |
| local 1   |             |            |                            |                          |                           |                          |
| strong     | p₁          | A          | $-B + G$                   | $\frac{B + G}{3}$        | $\frac{A + B - G}{3}$     | $\frac{A}{2} + \frac{B - G}{3}$ |
|            | p₂          | B          | 0                         | $\frac{B}{6}$            | $\frac{5 \cdot B}{6}$     | $\frac{7 \cdot B}{12}$     |
|            |             | (1,0)      | $(0,0)$                    | (1,0)                    | 1                         | 1                        |
|            |             | sens₁(p(b)) | 0                          | 0                        | 0                         | 0                        |
| local 2   |             |            |                            |                          |                           |                          |
| strong     | p₁          | A          | 0                         | $\frac{A}{6}$            | $\frac{5 \cdot A}{6}$     | $\frac{7 \cdot A}{12}$     |
|            | p₂          | B          | $-A + G$                   | $\frac{A}{3} + \frac{B - G}{2}$ | $\frac{7 \cdot A}{12}$     | $\frac{5 \cdot A}{12}$     |
|            |             | (1,0)      | $(1,0)$                    | 1                        | 1                         | 1                        |
|            |             | sens₁(p(b)) | 1                          | 1                        | 1                         | 1                        |
| locals     |             |            |                            |                          |                           |                          |
| strong     | p₁          | A          | 0                         | $\frac{G}{6}$            | $\frac{A - G}{6}$         | $\frac{A}{2} - \frac{G}{12}$ |
|            | p₂          | B          | 0                         | $\frac{G}{6}$            | $\frac{B - G}{6}$         | $\frac{B}{2} - \frac{G}{12}$ |
|            |             | (1,0)      | $(0,0)$                    | (1,0)                    | 1                         | 1                        |
|            |             | sens₁(p(b)) | 0                          | 0                        | 0                         | 0                        |

Table 1: Analytical expressions in LLG for six different payment rules used as reference points. The analysis is split into four cases depending on the relative strength of the bids $A, B$, and $G$. 
3.2 Application to Core-Selecting Payment Rules

As explained in the preliminaries, many payment rules are defined by taking the reference point and projecting onto the point of the MRC that has the smallest distance in some metric such as $L_2$. For all such minimum-revenue core-selecting (MRCS) rules, we can characterize how manipulable they are (locally), only needing to know the sensitivity of the reference point and the position of the reference point relative to the individual rationality constraints.

**Lemma 1.** Let $p$ be a payment rule, and $proj(p)$ a MRCS payment rule which uses $p$ as a reference point, i.e., it selects the point on the minimum-revenue core closest to $p$ according to the $L_c$ metric for some $c > 1$.

Then, we have that

$$\frac{\partial \text{proj}(p_1)}{\partial A} = \begin{cases} 
1 & \text{if } p_1 > p_2 - G + 2A \\
0 & \text{if } p_1 < p_2 - G + 2B \\
sens(p_1)/2 & \text{otherwise}
\end{cases}$$

(2)

Condition (2) of the lemma distinguishes three cases (see Figure 1). In the first case, bidder 2’s IR constraint is binding, so bidder 1 cannot affect his payment (locally). In the second case, the projection to the MRC hits bidder 1’s IR constraint, so any change to $b_1(A)$ immediately moves the payment by the same amount. If neither of these two constraints are binding, the payment varies based on the sensitivity of the reference point.

**Proof.** In LLG, when the local bidders win, the minimum revenue core is given by the global constraint $p_1 + p_2 \geq G$, capped at each end by the local bidders’ IR constraints, and there are no other core constraints to consider.

For any $L_c$ norm with $c > 1$, and any point $p$, the closest point to $p$ that lies on this global core constraint can be calculated as follows: we take the amount missing to exactly satisfy the constraint, i.e., $G - p_1 - p_2$, and split it evenly among the local bidders. The inequalities given in the first two cases characterize exactly if this projection reaches the MRC, or if one of the two IR constraints become binding.

In the first two cases, the location of the reference point does not matter at all, as the intersection of the global constraint and the corresponding IR constraint is always chosen as the solution. Thus, the derivative of the payment depends only on how a change in bidder 1’s bid affects the IR constraint itself, which is 1 if it is the same bidders’ IR constraint, and 0 if it is the other bidders’.

In the third case, bidder 1’s payment, as argued above, is

$$\text{proj}(p)_1 = p_1 + \frac{G - p_1 - p_2}{2} = \frac{G + p_1 - p_2}{2},$$

(3)

and the derivative follows trivially.

Based on Lemma 1, we can now fully characterize many MRC payment rules in LLG. In this note, we show three examples, VCG-nearest and Shapley-nearest (based on Shapley payments with and without the seller).

The VCG reference point always falls into case 3 of the Lemma, as can be easily verified by hand using the analytical expressions from Table 1. Thus, the derivative of VCG-nearest is exactly half the sensitivity of VCG, i.e., either 1/2 or 0, depending on bidder 1’s bid (Figure 2a).
Figure 2: Derivatives of three MRCS payment rules in the LLG domain. The MRC projections are done with any $L_c$ metric for $c > 1$. The derivatives are taken w.r.t. to bidder 1’s bid $A$, and they depend on the bids $A$ and $B$ of both local bidders, as well as on the global bidder’s bid $G$. The bidding space is divided into four cases as shown by the red lines. In the white area, the local bids sum up to less than $G$, so the global bidder wins both goods.

For Shapley-nearest, the inequalities from (2) hold under the following conditions:

|                      | Shapley payments (without seller) | Shapley payments (with seller) |
|----------------------|-----------------------------------|--------------------------------|
| weak locals          | $3A + B < 2G$                     | $A + 3B < 2G$                  |
| strong local 1       | never holds                       | $7A + 5B < 6G$                 |
| strong local 2       | $3A < G$                          | $5B < 6G$                      |
| strong locals        | never holds                       | never holds                    |

The situation is summarized graphically in Figures 2b and 2c. As we can see, in most cases, the local manipulability is much lower than for VCG-nearest, except when $A$ is very low compared to $G$. This plausibly explains the experimental findings of [Bünz et al., 2018] that this payment rule has better incentive properties than VCG-nearest in LLG under incomplete information: while it is not monotonically better according to our metric, it is better when the corresponding bidder’s value is high, and this case is more relevant to overall utility for that bidder.

4 Discussion

In this note, we presented some preliminary results pointing at a possible explanation why certain reference point rules are more manipulable than others. Even though the VCG-nearest payment rule is widely used in practice [Ausubel and Baranov, 2017], our analysis shows that it has a relatively high susceptibility to being manipulated. With the VCG point having a sensitivity of 1, VCG-nearest behaves as an even mixture between the first price and VCG payment rules (in the appropriate sub-case), as has been shown previously [Bosshard and Seuken, 2020].

In contrast, we characterize payment rules based on the Shapley reference point as being surprisingly resistant to manipulations, at least in the LLG domain.

In future work, we aim to generalize the notion of sensitivity to larger domains of arbitrary dimensionality, to analyze the behavior of reference point rules in those domains, and to use those insights to better predict a bidder’s behavior when acting under incomplete information.
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