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Abstract

In this thesis, common features from the theories of open quantum systems, estimation of state dynamics and statistical mechanics have been integrated in a comprehensive framework, with the aim to analyze and quantify the energetic and information contents that can be extracted from a dynamical system subject to the external environment. The latter is usually assumed to be deleterious for the feasibility of specific control tasks, since it can be responsible for uncontrolled time-dependent (and even discontinuous) changes of the system.

However, if the effects of the random interaction with a noisy environment are properly modeled by the introduction of a given stochasticity within the dynamics of the system, then even noise contributions might be seen as control knobs. As a matter of fact, even a partial knowledge of the environment can allow to set the system in a dynamical condition in which the response is optimized by the presence of noise sources. In particular, we have investigated what kind of measurement devices can work better in noisy dynamical regimes and studied how to maximize the resultant information via the adoption of estimation algorithms. Moreover, we have shown the optimal interplay between quantum dynamics, environmental noise and complex network topology in maximizing the energy transport efficiency. Then, foundational scientific aspects, such as the occurrence of an ergodic property for the system-environment interaction modes of a randomly perturbed quantum system or the characterization of the stochastic quantum Zeno phenomena, have been analyzed by using the predictions of the large deviation theory. Finally, the energy cost in maintaining the system in the
non-equilibrium regime due to the presence of the environment is evaluated by reconstructing the corresponding thermodynamics entropy production.

In conclusion, the present thesis can constitute the basis for an effective **resource theory of noise**, which is given by properly engineering the interaction between a dynamical (quantum or classical) system and its external environment.
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Introduction

The term \textit{stochasticity} quantifies the lack of predictability of a sequence of events. Predictability is ensured only from a probabilistic point of view in the distribution of the random variables’ outcomes, computed over a very large number of replicas of the same sequence of events \cite{167}. For this reason, the introduction of stochastic processes in the mathematical formulation of real systems dynamics at any dimensional scale has allowed the modeling of a wide class of static and dynamical uncertainties, as, for example, the unavoidable presence of noise on a measuring device, or the occurrence of spontaneous transitions of a quantum mechanical system (such as atoms, molecules or subatomic particles) from an excited energy state to a lower energy one with the resulting emission of a quantum of light (photon).

On the other side, \textit{information} is an actually universal term too: it quantifies the relevance of a given amount of data in relation to our knowledge of their (real or abstract) content \cite{56}. This concept hides inside the existence of a cognitive process given by the presence of an observer, providing an uncertain estimate of the issues under investigation after a repeated sequence of observations. In this regard, especially in quantum mechanics, the measurement process is to be considered as random, so as to describe the predicted outcome of the measurements within the same probabilistic framework, which is used to model the evolution of the observed phenomena. In particular, the postulates of the quantum measurement theory enable to quantitatively calculate the probability distributions of the measurement outcomes and determine the corresponding back-actions on the
quantum system dynamics. Accordingly, the interplay between the application of sequences of quantum measurements and the presence of stochastic contributions within the system dynamics, due to the random interaction with the environment, is actually a topic which is worth exploring.

Finally, in order to design nanoscale machines and engines, which can be characterized by automatic functionalities and computing capability, it can be required to evaluate in routine transformations their energy consumption, in comparison with the efficiency of the device. A larger efficiency-energy rate unavoidably translates into novel challenges on how to fully exploit (by means of new methods) the minimum information content coming from the measurements or proper interactions with the environment.

In this thesis, all of these concepts are contextualized in the framework of open dynamical systems, i.e. systems that interact with an external environment, leading to the introduction of stochasticity contributions in the form of disorder or noise. Generally, both disorder and noise are considered deleterious to accurately manipulate/control the system; however, with the present thesis, we want to provide the basic points, which define a resource theory of noise, i.e.

- The capability to exploit measurement devices, that can work better in noisy dynamical regimes by using estimation algorithms able to extract information from fictitious variations of the device’s outcomes due to a measurement noise source. As it will be explained in Chapter 1, an example of such a device is given by binary (threshold) sensors.

- The knowledge of physical phenomena, which are well optimized by nature (after thousand of years of continuous natural adaptation to external boundary conditions) in their dynamical behaviour thanks to the optimal interaction with the environmental degrees of freedom. In this context, recent studies \[74, 137\] in the novel research field of quantum biology \[153\] have shown that a remarkably high efficiency in the excitation energy transfer over light-harvesting complexes can be achieved only when noise sources affects each site of such a biological systems. The presence of noise, in-
The identification of mathematical tools (especially from statistical mechanics), which allow to make predictions about the behaviour of a dynamical system subject to random interactions with the environment. In this regard, by modelling how the system is externally influenced in a repeated sequence of events, the Large Deviation (LD) theory \cite{66,220} has turned out to be the most appropriate method with such a predictive feature. The application of the LD theory to open quantum systems will be introduced in Chapter 3.

- The design of noise sensing algorithms. As a matter of fact, in order to consider the noise entering into the system as an effective resource, it can be required to be able to infer the noise fluctuation profiles, which are uniquely determined by the corresponding power spectral density in the frequency domain \cite{64}. Moreover, as shown again in Chapter 3, an a-priori modeling of the noise occurrence within the system dynamics is essential to enhance the predictions from LD theory, and, then, drive the system in a target non-equilibrium regime of the system-environment configurations space.

- The introduction of a figure of merit, which can measure the degree of energy dispersion within the system due to the presence of external noise contributions. The latter is given by the thermodynamic entropy, which quantifies how much the current state of the system, after repeated system-environment interactions, differs from a configuration corresponding to states at minimal energy \cite{61}. As a matter of fact, noise terms can drive the system towards novel dynamical regimes that could not be otherwise achieved,
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and it is worth asking questions about the energetic cost needed to maintain the system in such non-equilibrium condition. In this specific framework, in Chapter 4 the most important result is given by the characterization of the thermodynamic irreversibility for an arbitrary open quantum system subject to external environments.

In this way, the presence of noise can be effectively seen as a control knob, which would allow one to set-up a given dynamical system in a suitable configuration, in which the responses of the system itself are optimized by the presence of an external environment.

Thesis outline

Specifically, the following macro-themes will be addressed in detail within the thesis:

- Chapter 1: State estimation via networks of binary sensors. We will address state estimation for complex discrete-time systems with binary (threshold) measurements by following both deterministic and probabilistic Moving Horizon Estimation (MHE) approaches. The outputs of binary sensors (probes) can take only two possible values according to whether the sensed variable exceed or not a given threshold. For both classical and quantum systems, the solution of state estimation problems with binary sensors is of absolute scientific and technological relevance, because such devices provide the least amount of information as possible. As a matter of fact, especially in the continuous-time case, the information coming from a binary sensor is strictly related to the threshold-crossing instants (by the sensed variable), and system-observability can be ensured only when the number of threshold-crossing instants is sufficiently large, as well as for irregularly sampled systems. In this regard, we will show that by using the probabilistic approach to state estimation the proposed estimators exhibit noise-assisted features, so that the estimation accuracy is improved under the presence of measurement noise.
• Chapter 2: Noise-assisted quantum transport. We will address how excitations energy transport over complex networks can be performed with remarkably high efficiency only via the optimal interplay between quantum coherence and environmental noise. The presence of coherence, indeed, leads to a very fast delocalization of excitations, that in this way can simultaneously exploit several paths to the target site. However, the transmission of energy can be prevented by the occurrence of destructive interference between different pathways and by the presence of energy gaps between the network sites. In particular, we have experimentally shown that, in specific dynamical conditions, the additional and unavoidable presence of static disorder and noise positively affects the transmission efficiency, thus leading to the evidence of a noise-assisted quantum transport paradigm.

• Chapter 3: Large deviations and stochastic quantum Zeno phenomena. We will address how to model the stochastic interaction between a quantum (many-body) system and the external environment by using the tools of the non-equilibrium statistical mechanics. In particular, we will analyze through the LD theory the effects on quantum system dynamics given by the presence of some noise sources and the application of sequences of quantum measurement within the framework of the stochastic quantum Zeno effect (QZE). The quantum Zeno effect states that in case of a frequent enough series of measurements, projecting back the quantum system to the initial state, its dynamical evolution gets completely frozen, while the LD theory concerns the asymptotic exponential decay of a given system probability function due to large fluctuations of some stochastic variables entering into its dynamics. We will show how to derive the typical value (not necessarily equal to the mean value) of the probability that the system remains in its initial state (survival probability) after a randomly-distributed sequence of quantum measurements, so that it can be used as a control knob to protect and manipulate information contents within open quantum systems. The chapter ends with the introduction of a novel (quantum Zeno-based) noise filtering scheme for the detection of time correlations in
random classical fields coupled to the quantum system used as a probe. Indeed, time correlations in the noise field determine whether and how fast the typical value of the survival probability converges to its statistical mean, and, consequently, how the standard deviation of the survival probability over many realisations can reveal information on the noise field.

- **Chapter 4: Quantum thermodynamics.** In this chapter, we will finally address the characterization and reconstruction of general thermodynamical quantities such as work, heat and entropy. In the quantum regime, the dynamics of systems is highly stochastic, in the sense that thermal and quantum fluctuations become of the same order of magnitude as the averages of the physical quantities defining the system Hamiltonian. Therefore, the characterization of such fluctuations with the tools of the non-equilibrium statistical mechanics is crucial to understand both the dynamics of an open system and the ways whereby the environmental stochasticity affects the system itself. In particular, by starting from the analysis of the fluctuation theorem for open quantum systems, we will introduce an efficient protocol (relying on the two-time quantum measurements scheme) to determine the characteristic functions of the stochastic entropy production of an arbitrary quantum many-body system. It is worth noting that the concept of entropy is important not only in thermodynamics, where it allows to characterize the irreversibility of a dynamical system, but also in information theory to measure the amount of lost information within a communication channel [56].

For the sake of clarity, the notation of each chapter is introduced before being adopted. However, the same symbols with a different meaning can be found in various chapters of the thesis. Furthermore, throughout the thesis the Dirac notation (or bra-ket notation) will be largely used. The bra-ket notation was initially introduced by Dirac to represent in a compact way a vector (linear) space, and, in particular, in quantum mechanics is the standard notation to describe quantum states. In general, a collection of physical quantities is represented by
a row or column vector. In this regard, the Dirac notation uses two distinct symbols: given the generic vector $v$, the *ket* 

$$|v⟩ \leftrightarrow \begin{pmatrix} v_1 \\ \vdots \\ v_n \end{pmatrix} \tag{1}$$

corresponds to the column vectors, while the *bra* 

$$⟨v| \leftrightarrow (v_1^*, \cdots, v_n^*) \tag{2}$$

to a row vector. Observe that in (1), $v_i, i = 1, \ldots, n$, is the $i$–th element of the vector $v$, while in (2) the superscript * denotes complex conjugation. Finally, in the thesis $\text{col}(\cdot)$ will denote the matrix obtained by stacking its arguments one on top of the other, and $\text{diag}(m_1, \ldots, m_q)$ will be the diagonal matrix whose diagonal elements are the scalars $m_1, \ldots, m_q$. Further, given a matrix $M$, $\text{vec}(M)$ is the linear transformation which converts the matrix $M$ into a column vector and $|||v⟩||_M \equiv ⟨v|M|v⟩$. 
Chapter 1

State estimation with binary sensors

In this chapter, we will address how to solve the problem to accurately infer a given system dynamics via the adoption of measurement devices (sensors) providing a minimal amount of information. Such devices are modelled as binary sensors, whose output can take only two possible values according to whether the sensed variable exceed or not a given threshold. This issue is crucial when we want to analyze phenomena in which the exact outcomes coming from the measurement process are fundamentally unpredictable, so that our knowledge of the real world is given only by computing the probabilities of such outcomes. \[1\]

Introduction

Every measurement of a given physical (classical or quantum) quantity is uncertain. About classical systems, the unavoidable presence of external noise sources (especially in the measurement device) introduces systematic errors, which makes our knowledge of the process partial and uncertain. About quantum systems, indeed, uncertainty relations are consistently present in the physical be-

\[1\]The part of this chapter related to moving-horizon state estimation for discrete-time dynamical systems has been published in the following scientific papers: “Moving horizon state estimation for discrete-time linear systems with binary sensors” in 54th International Conference on Decision and Control (CDC), December 15-18, 2015, Osaka (Japan) [23]; “Moving horizon estimation for discrete-time linear systems with binary sensors: algorithms and stability results” in Automatica 85, 374-385 (2017) [24]; “MAP moving horizon state estimation with binary measurements” in The 2016 American Control Conference (ACC), July 6-8, 2016, Boston (USA) [20]; “MAP moving horizon field estimation with threshold measurements for large-scale systems” in preparation, 2018 [21].
haviour of systems such as electrons and light, which behave sometimes like waves and sometimes like particles, in accordance with the Heisenberg’s *uncertainty principle*. The latter, as given in Ref. [87], literally states that *any determination of the alternatives taken by a process capable of following more than one alternative destroys the interference between them*. As a consequence, if we introduce an additional (macroscopic) system (i.e. an *observer*), which effectively measures the expectation value of the position (momentum) operator along one or more of the path followed by the particle, then our knowledge of the momentum (position) is prevented by the presence of quantum fluctuations introduced by the observer. More formally, the uncertainty principle states that

\[
\Delta X \Delta P \geq \frac{\hbar}{2},
\]

where \(\Delta X\) and \(\Delta P\) denotes, respectively, the standard deviations of the position and momentum operators, and \(\hbar\) is the reduced Planck’s constant. In the same way, as dual definition, the principle states that it is not possible to *prepare* a quantum system state, which admits simultaneously well-defined values of the position and momentum observables, \(X\) and \(P\) respectively, after being measured. Position and momentum, indeed, are non-commutating operators, satisfying the relation \([X, P] = i\hbar\). In the present form, as given for example by the well-known double-slit experiment, originally performed by Davisson and Germer in 1927 [60], the Heisenberg’s uncertainty principle sets a lower bound to the accuracy that can be reached in performing a measurement on a given system observable. As clearly shown by Feynman in [87], the connection between uncertainty in classical and quantum systems is mainly given by the following two observations: (i) the quantum mechanical laws of the physical world approach very closely to the classical ones when the size of the dynamical systems involved in the experiment increases; (ii) the concept of probability is not altered in quantum mechanics: what radically changes are the methods of determining the outcome probabilities, which are provided by the postulates of quantum mechanics.
In this chapter, we will analyze, for a given dynamical system, what is the ultimate limit in estimating its state by using binary sensors, which provide the minimal amount of information from the measurement process. In particular, we will evaluate when the system is observable as a function of the number of sensors and their placement within the system domain, and proper mathematical estimators will be introduced with the aim to increase the information that can be extracted from the system. Furthermore, as it will be shown in the second part of this chapter, the presence of measurement noise can be a helpful source of information when a probabilistic approach to estimation is adopted. The above stated paradigm will be recast in the branch of noise-assisted estimation/metrology.

**Binary sensors**

Many examples, requiring the use of a binary sensor as measurement device, can be found both from classical and quantum systems. Binary (threshold) sensors are measurement devices, which are nowadays commonly exploited for monitoring/control aims in a wide range of application domains.

A non-exhaustive list of existing binary sensors, involving classical systems, includes: industrial sensors for brushless dc motors, liquid levels, pressure switches; chemical process sensors for vacuum, pressure, gas concentration and power levels; switching sensors for exhaust gas oxygen (EGO or lambda sensors), ABS, shift-by-wire in automotive applications; gas content sensors ($CO$, $CO_2$, $H_2$, etc.) for gas & oil industry; traffic condition indicators for asynchronous transmission mode (ATM) networks; and medical sensors/analyses with dichotomous outcomes.

Regarding nanoscale systems, instead, any ideal detector of quantum system dynamics performs projective measurements. In case the system is a qubit, the measurements have only two possible values, 0 and 1, corresponding to the two qubit states. Accordingly, the probabilities of these outcomes are equal to the matrix elements of the qubit’s density matrix, which describes the statistical ensemble of the corresponding quantum state [130]. After the measurement, the quantum state is projected onto the subspace corresponding to the measurement outcome. More practically, quantum binary sensors can be modelled and realized.
in several ways. (i) One can use the model of indirect projective measurements, for which the quantum system (whose state has to be estimated) interacts with an ancillary qubit, that is later measured by means of standard projective measurements. (ii) We can adopt a linear detector in binary-outcome mode: the output of a linear detector is compared with a certain threshold, so as to determine if the output falls into the region given by result 0 or the region corresponding to result 1. (iii) Binary detectors from solid-state qubits: the qubit used as the quantum binary sensor is realized by a superconducting loop, which is interrupted by a Josephson junction \[123\]. The qubit, then, is measured by changing the magnetic flux through the loop, so that only one of the two states of the qubit can tunnel outside the potential profile given by the magnetic field. Finally, the tunnelling event or its absence, which is a binary measurement, is recorded by using another superconducting quantum interference device \[130\].

In all of these applications, binary sensors represent the only viable solution for real-time monitoring. In any case, especially if used for macroscopic systems, they provide a remarkably more cost-effective alternative to continuous-valued sensors at the price of an accuracy deterioration which can, however, be compensated by using many binary sensors (for different variables and/or thresholds) in place of a single one or few linear sensors. In other words, the idea is that by a large number of low-resolution sensing devices it is possible to achieve the same estimation accuracy that a few (possibly a single one) high-resolution sensors could provide.

Moreover, binary (threshold) measurements arise naturally in the context of networked state estimation when, in order to save bandwidth and reduce the energy consumption due to data transmission, the measurements collected by each remote sensor are compared locally with a time-varying threshold and only the information pertaining to the threshold-crossing instants is transmitted to the computing center. This latter setting falls within the framework of event-based or event-triggered state estimation \[10,207,210\], and is more challenging as compared to the usually addressed settings due to the minimal information exchange. A binary measurement just conveys a minimal amount (i.e. a single bit) of information, implying possible communication bandwidth savings and consequently a
greater energy efficiency. Thus, it is of paramount importance to fully exploit the little available information by means of smart estimation algorithms.

In the existing literature [234, 235] investigated observability and observer design for linear time-invariant (LTI) continuous-time systems under binary-valued output observations, while the work in [236, 237] addressed system identification using binary sensors. A possible solution for coping with the high nonlinearity associated with binary measurements within a stochastic framework is particle filtering [67, 191]. Such techniques, however, suffer from the so-called curse of dimensionality (i.e., the exponential growth of the computational complexity as the state dimension increases) and from the lack of guaranteed stability and performance, being based on Monte Carlo integration.

Both limitations are discussed and solved for wide classes of dynamical systems. In particular, state estimation with binary (threshold) output measurements will be addressed by following a moving horizon estimation (MHE) approach. MHE techniques were originally introduced to deal with uncertainties in the system knowledge [119] and, in recent years, have gathered an increasing interest thanks to their capability of taking explicitly into account constraints on state and disturbances in the filter design [184], and on the possibility of having guaranteed stability and performance even in the nonlinear case [6, 7, 185]. Moreover, MHE has been successfully applied in many different contexts, ranging from switching and large-scale systems [5, 84, 105, 106, 204] to networked systems [83, 85, 140].

The novel contributions here introduced in solving state estimation problems by using binary measurements can be split into two approaches:

- **Deterministic approach**: No probabilistic description of the system disturbance and measurement noise is supposed to be available. The estimates are computed by minimizing suitable cost functions, which are defined over a given time-horizon (advancing in time) of finite length, possibly subject to linear inequality constraints accounting for the threshold measurements. Specifically, for such a case two different cost functions are proposed and analyzed. About the first cost function, only the threshold-crossing in-
The main advantage of this solution is that the resulting cost function is quadratic. The second cost function, instead, exploits all the available information by defining a piece-wise quadratic term which accounts for all the available binary measurements, but requires the solution of a convex optimization problem at each time instant. Stability results will be proved for the two different choices of the cost function.

- **Probabilistic approach:** According to the deterministic approach, information contributions from binary measurements are given only in correspondence of the sampling instants in which some outcomes change their values. As a consequence, there is no or very little information available for estimation purposes whenever no or very few binary sensor switchings occur. Therefore, a probabilistic approach is recommended. In this regard, we can exploit binary sensor readings to infer information about the probability distribution of the variable of interest. To clarify this point, let us assume that a very large number of binary sensors of the same type (i.e. measuring the same variable with the same threshold) is available and that the distribution of their measurement noise (e.g. Gaussian with zero mean and given standard deviation) is known. Then, thanks to the high number of measurements, the relative frequency of 1 (or 0) values occurring in the sensor readings could be considered as a reasonable estimate of the probability that the sensed variable is above (or below) the threshold and this, in turn, by exploiting the knowledge of the measurement noise distribution, allows to extract information about the location of the value of the sensed variable with respect to the threshold. The above arguments suggest that, adopting a probabilistic approach to estimation using binary measurements, the presence of measurement noise can be a helpful source of information. Accordingly, a noise-assisted paradigm for state estimation with binary measurements can be stated by taking advantage of the fact that the measurement noise randomly shifts the analog measurement, thus
making possible to infer statistical information on the sensed variable.

1.1 Problem formulation

Now, let us consider the problem of recursively estimating the state $|x_t\rangle$ of the following discrete-time nonlinear dynamical system:

\[
\begin{align*}
|x_{t+1}\rangle &= f(|x_t\rangle, |u_t\rangle) + |w_t\rangle \\
z^i_t &= g^i(|x_t\rangle) + v^i_t, \quad i = 1, \ldots, p
\end{align*}
\]

(1.2)

from binary (threshold) measurements

\[
y^i_t = h^i(z^i_t) = \begin{cases} 
  +1, & \text{if } z^i_t \geq \tau^i \\
  -1, & \text{if } z^i_t < \tau^i
\end{cases}
\]

(1.3)

In (1.2)-(1.3): $|x_t\rangle \in \mathbb{R}^n$ is the state to be estimated, $|u_t\rangle \in \mathbb{R}^m$ is a known input, $|z_t\rangle = \text{col} (z^i_t)_{i=1}^p \in \mathbb{R}^p$, and $\tau^i$ is the threshold of the $i$-th binary sensor. Instead, $|w_t\rangle$ and $|v_t\rangle = \text{col} (v^i_t)_{i=1}^p$ are the process and, respectively, measurement noises assumed unknown but bounded. The process noise is an additional disturbance affecting the system dynamics, which accounts for uncertainties in the mathematical model, while the measurement noise models the effects of the environment on the measurement devices. Notice from (1.2)-(1.3) that sensor $i$ provides a binary measurement $y^i_t \in \{-1, +1\}$ (two-level measurement quantization) according to whether the noisy function of the state $z^i_t = g^i(|x_t\rangle) + v^i_t$ falls below or above the threshold $\tau^i$. Hereafter, for the sake of simplicity, we will use in the next sections of this chapter $x_t, u_t, w_t$ and $v_t$ instead of $|x_t\rangle, |u_t\rangle, |w_t\rangle$ and $|v_t\rangle$. The bra-ket notation will be resumed when quantum dynamical systems will be taken into account.

Let us observe that the aforementioned problem includes, as a special instance, the case of quantized sensors with an arbitrary number of levels. Indeed, a $d$-level quantizer, for generic $d \geq 2$, can be easily realized by using $d - 1$ binary (threshold) sensors for the same physical variable but with appropriate different thresholds. The considered setting with multiple binary sensors (which can
measure the same physical variable with different thresholds, but also different physical variables) is clearly more general. Moreover, it is worth to point out how the problem of estimating the state of a dynamical system via the adoption of binary sensors reveals a very deep connection with the observability properties of the system. In this regard, let us recall from control theory the definition of observability: observability is a measure of the observer capability to infer the state of a dynamical system from the knowledge of some external outputs coming from the measurement devices. For the analyzed case, at least for the deterministic approach, the measurement outcomes are obtained by sampling the outputs of the system in correspondence of a set of non-periodic and irregularly-spaced time instants. As a matter of fact, the available information from binary sensors is set in correspondence of the threshold-crossing instants. Thus, under these hypotheses, the state observability may be lost, and only the moving horizon approach will guarantee an asymptotically bounded estimation error.

1.2 Deterministic approach

In this section, the results of [23, 24] are discussed. In a deterministic context, the available information from a binary sensor is essentially concentrated at the sampling instants in which the measurement outcomes have switched value. However, as shown in [23, 24], some additional information from the measurements can be exploited also in the non-switching sampling instants by penalizing the values of the estimated quantities, whose predicted measurement is on the opposite side with respect to the binary sensors reading.

In this regard, let us assume that the discrete-time dynamical system of (1.2) is linear, i.e.

\[ x_{t+1} = Ax_t + Bu_t + w_t \]
\[ z_i^t = C^i x_t + v_i^t, \quad i = 1, \ldots, p \] (1.4)

where \( A, B, C = \text{col} (C^i)_{i=1}^p \) are matrices of compatible dimensions. The binary measurement equation, instead, remains unchanged and is given again by (1.3). The system (1.3)-(1.4) represents a very special instance of a linear system with
output nonlinearity, generally called Wiener system\textsuperscript{239}. However, due to the discontinuous nature of the measurement function of (1.3), all the standard state estimation techniques for Wiener systems that require a certain smoothness of the output nonlinearity (see for example\textsuperscript{101} and the references therein) cannot be applied. In fact, while general-purpose nonlinear estimators accounting for such a discontinuity (e.g., the particle filter) could be used, the peculiar nature of the considered output nonlinearity deserves special attention and, for optimal exploitation of the poor available information, the development of ad-hoc receding-horizon estimators, that will be presented in the sequel, is required.

Before addressing the estimation problem, some preliminary considerations on the information provided by binary multi-sensor observations are useful. With this respect, it has been pointed out in\textsuperscript{234} that, in the continuous-time case, the information provided by a binary sensor is strictly related to the threshold-crossing instants. In this case, indeed, at every instant corresponding to a discontinuity of the binary signal $y^i_k$, it is known that the signal $z^i_k$ is equal to the threshold value $\tau^i$, implying that the linear measurement $z^i_k = \tau^i$ is available. Hence, observability with binary sensors for continuous-time linear systems can be analyzed within the more general framework of observability for irregularly sampled systems\textsuperscript{234}. In particular, observability can be ensured when the number of threshold-crossing instants, which corresponds to the number of available irregularly sampled linear measurements, is sufficiently large.

The situation is, however, different for discrete-time systems. To see this, let us consider a generic time instant $k$ in which the binary signal $y^i_k$ changes sign, i.e., $y^i_k y^i_{k+1} < 0$. Then, it is not possible to state, as in the continuous-time case, that $z^i_k$ coincides with the threshold $\tau^i$. Conversely, it can be simply concluded that there exists $\alpha \in [0, 1]$ such that

$$\alpha z^i_k + (1 - \alpha) z^i_{k+1} = \tau^i,$$

where the exact value of $\alpha$ is clearly unknown and unobservable from the binary measurements. Notice that (1.5) simply states that if the binary output $y^i_k$
switches from discrete time $k$ to $k+1$, then the threshold $\tau^i_k$ must lie in the interval between $z^i_k$ and $z^i_{k+1}$. In view of (1.5), such discrete time instants $k$, at which the output of some binary sensor changes value, will be more appropriately referred to as output switching or simply switching instants, instead of threshold-crossing instants like in the continuous-time case considered in [234]. It is easy to see that (1.5) corresponds to an uncertain linear measurement, i.e.

$$\alpha z^i_k + (1-\alpha) z^i_{k+1} = C^i x_k + \delta^i_k + \zeta^i_k,$$

(1.6)

where $\delta^i_k$ is the uncertainty and $\zeta^i_k$ the measurement noise given by the following relations:

$$\delta^i_k = (1-\alpha)C^i(A-I)x_k + (1-\alpha)C^iBu_k,$$

(1.7)

$$\zeta^i_k = \alpha v^i_k + (1-\alpha)v^i_{k+1} + (1-\alpha)C^iw_k,$$

(1.8)

with $I$ equal to the identity operator. As a consequence, even in presence of bounded disturbances, the uncertainty associated with the measurement (1.5) depends on $x_k$ and $u_k$. Recalling that, in general in the context of state estimation for uncertain systems, boundedness of the state trajectories is a prerequisite for the boundedness of the estimation error - see, for instance, the discussion in Section 2.1 of [29] - our attention will be restricted to the case of bounded state and input trajectories by making the following assumption:

**A1** At any time $t$, the vectors $x_t$, $u_t$, $w_t$, $v^i_t$, $i = 1,\ldots,p$, belong to the compact sets $X$, $U$, $W$, and $V^i$, $i = 1,\ldots,p$, respectively.

In practice, the compact sets $X$, $U$, $W$, $V^i$ need not be known by the estimator; they will only be used for stability analysis purposes.

### 1.2.1 Moving horizon estimation

In order to estimate the state $x_t$ of the linear system (1.4) given the binary measurements (1.3), a MHE approach is adopted. Then, by considering a sliding
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window \( W_t = \{ t - N, t - N + 1, \ldots, t \} \), the goal is to find estimates of the state vectors \( x_{t-N}, \ldots, x_t \) on the basis of the information available in \( W_t \) and of the state prediction \( \hat{x}_{t-N} \) at the beginning of \( W_t \). Let us denote by \( \hat{x}_{t-N|t}, \ldots, \hat{x}_{t|t} \) the estimates of \( x_{t-N}, \ldots, x_t \), respectively, to be obtained at any stage \( t \).

Following the discussion at the end of the previous section, a first natural approach for constructing a MH estimator would amount to considering the information provided by the switching instants inside the sliding window \( W_t \), in order to define the cost-function to be minimized. Accordingly, for any time instant \( t \geq N \) and for any sensor index \( i \), let us define the set \( I_i^t \) of switching instants as

\[
I_i^t = \{ k \in W_t : k + 1 \in W_t \text{ and } y_{k} y_{k+1} < 0 \}. \tag{1.9}
\]

Then, the following least-squares cost function can be defined:

\[
J_t^A = \| \hat{x}_{t-N|t} - \hat{x}_{t-N} \|^2_P + \sum_{k=t-N}^{t-1} \| \hat{x}_{k+1|t} - A \hat{x}_{k|t} - Bu_k \|^2_Q + \sum_{i=1}^{p} \sum_{k \in I_i^t} \| C^i \hat{x}_{k|t} - \tau^i \|^2_{R^i}, \tag{1.10}
\]

where the positive definite matrices \( P \in \mathbb{R}^{n \times n}, Q \in \mathbb{R}^{n \times n} \) and the positive scalars \( R^i, i = 1, \ldots, p \), are design parameters to be suitably chosen. The first term, weighted by the matrix \( P \), penalizes the distance of the state estimate at the beginning of the sliding window from the prediction \( \hat{x}_{t-N} \). The second contribution, weighted by the matrix \( Q \), takes into account the evolution of the state in terms of the state equation \([1.4]\). Finally, for each sensor \( i \) the third term weighted by the scalar \( R^i \) penalizes the distances of the expected output (based on the state estimates) \( C^i \hat{x}_{k|t} \) from the threshold \( \tau^i \) at the switching instants. Let us note that considering the distance from the threshold at the switching instant is equivalent, for sampled-data systems, to considering the beginning of the time interval \( [kT_s, (k+1)T_s] \) in which the threshold crossing happens. As a matter of fact, since for a sampled-data system a binary sensor does not provide a precise information on the threshold crossing instant in the interval \( [kT_s, (k+1)T_s] \), considering the distance from the threshold at the beginning of the time interval is just a choice,
not necessarily optimal. As an alternative, with little modifications, one could consider for instance the middle point of the interval. Such modifications would not affect the properties (e.g. stability) of the estimator. Thus, at each time $t \geq N$, the estimates in the window $\mathcal{W}_t$ can be obtained by solving the following optimization problem.

**Problem $E_t^A$:** Given the prediction $\overline{x}_{t-N}$, the input sequence $\{u_{t-N}, \ldots, u_{t-1}\}$, and the sets $\mathcal{I}_i^t$, $i = 1, \ldots, p$, find the optimal estimates $\hat{x}_{t-N|t}^0, \ldots, \hat{x}_{t|t}^0$ that minimize the cost function (1.10). Concerning the propagation of the estimation procedure from Problem $E_t^A$ to Problem $E_{t+1}^A$, different prediction strategies may be adopted. For instance, a first possibility consists of assigning to $x_{t-N+1}$ the value of the estimate of $x_{t-N+1}$ made at time instant $t$, i.e. $\overline{x}_{t-N+1} = \hat{x}_{t-N+1|t}^0$. As an alternative, following [6], the state equation of the noise-free system can be applied to the estimate $\hat{x}_{t-N|t}^0$. In this case, the predictions are recursively obtained by

$$\overline{x}_{t-N+1} = A\hat{x}_{t-N|t}^0 + Bu_{t-N}, \quad t = N, N + 1, \ldots.$$  (1.11)

Such a recursion is initialized with some a priori prediction $\overline{x}_0$ of the initial state vector. Hereby, this latter possibility will be adopted as it will facilitate the derivation of the stability results (see the next subsection).

The main positive feature of Problem $E_t^A$ is that it admits a closed-form solution since the cost function (1.10) depends quadratically on the estimates $\hat{x}_{t-N|t}, \ldots, \hat{x}_{t|t}$ (for the readers’ convenience an explicit expression for the solution is reported in the Appendix A). On the other hand, such a cost takes into account only the information pertaining to the switching instants, which, however, is intrinsically uncertain. In order to overcome such a limitation, a different cost function can be considered by taking into account all the time instants in the sliding window $\mathcal{W}_t$. To this end, for any sensor $i = 1, \ldots, p$, let us define the
of discontinuity of $\omega$ 

functions

$$
\omega^i(z^i, y^i) = \begin{cases} 
1, & \text{if } (z^i - \tau^i) y^i < 0 \\
0, & \text{otherwise}
\end{cases}
$$

Suppose now that at time $k$ the sensor $i$ provides a measurement $y^i_k = 1$. Then, the information provided by such a measurement is that the linear measurement $z^i_k$ is above the threshold $\tau^i$, i.e. belongs to the semi-interval $[\tau^i, +\infty)$. Such information can be included in the cost function by means of a term of the form $\omega^i(C^i\hat{x}_{k|t}, y^i_k) \|C^i\hat{x}_{k|t} - \tau^i\|^2_R$, which penalizes the distance of the expected output $C^i\hat{x}_{k|t}$ from $[\tau^i, +\infty)$. Similarly, in the case $y^i_k = -1$, a term of the form $\omega^i(C^i\hat{x}_{k|t}, -1) \|C^i\hat{x}_{k|t} - \tau^i\|^2_R$, can be used to penalize the distance of the expected output $C^i\hat{x}_{k|t}$ from $(-\infty, \tau^i]$. Summing up, the inclusion of such terms gives rise to a cost function of the following form:

$$
J^B_t = \|\hat{x}_{t-N|t} - x_{t-N}\|^2_P + \sum_{k=t-N}^{t-1} \|\hat{x}_{k+1|t} - A\hat{x}_{k|t} - Bu_k\|^2_Q + \sum_{i=1}^p \sum_{k=t-N}^t \omega^i(C^i\hat{x}_{k|t}, y^i_k) \|C^i\hat{x}_{k|t} - \tau^i\|^2_R.
$$

While a closed-form expression for the global minimum of (1.13) does not exist, since $J^B_t$ is piece-wise quadratic, it is easy to see that the cost $J^B_t$ enjoys some nice properties. In fact, while each function $\omega^i(C^i\hat{x}_{k|t}, y^i_k)$ per se is discontinuous, the product $\omega^i(C^i\hat{x}_{k|t}, y^i_k) \|C^i\hat{x}_{k|t} - \tau^i\|^2_R$ is continuous since at the points of discontinuity of $\omega^i(C^i\hat{x}_{k|t}, y^i_k)$, i.e. for $C^i\hat{x}_{k|t} = \tau^i$, the product vanishes. Further, for similar reasons, also the derivative $2\omega^i(C^i\hat{x}_{k|t}, y^i_k) R^i(C^i\hat{x}_{k|t} - \tau^i)$ of the product turns out to be continuous even at $C^i\hat{x}_{k|t} = \tau^i$. Thus, the product $\omega^i(C^i\hat{x}_{k|t}, y^i_k) \|C^i\hat{x}_{k|t} - \tau^i\|^2_R$ is continuously differentiable on $\mathbb{R}^n$, such that the overall cost function $J^B_t$ is continuously differentiable with respect to the estimates $\hat{x}_{t-N|t}, \ldots, \hat{x}_{t|t}$ and also strictly convex (since $P > 0$ and $Q > 0$). Hence, standard optimization routines can be used in order to find its global minimum. Clearly, since an optimization has to be performed, it is also reasonable to include constraints accounting for the available information on the state trajectory so that the solver can work on a bounded solution set. In particular, in order
to preserve convexity, it is advisable to consider a convex set $\mathcal{X}$ containing $X$ (if $X$ is convex, one can simply set $\mathcal{X} = X$; in general, choosing $\mathcal{X}$ as a convex polyhedron is preferable so that only linear constraints come into play). Then, at any stage $t = N, N+1, \ldots$, the following optimization problem has to be solved.

**Problem $E_B^t$:** Given the prediction $\mathbf{x}_{t-N}$, the input sequence $\{u_{t-N}, \ldots, u_{t-1}\}$, the measurement sequences $\{y_{i,t-N}, \ldots, y_{i,t}, i = 1, \ldots, p\}$, find the optimal estimates $\hat{\mathbf{x}}_{t-N}^o, \ldots, \hat{\mathbf{x}}_{t}^o$ that minimize the cost function (1.13) under the constraints $\hat{\mathbf{x}}_{k|t}^o \in \mathcal{X}$ for $k = t - N, \ldots, t$.

Also in this case, the predictions $\mathbf{x}_{t-N}$ are supposed to be recursively obtained via equation (1.11) starting from a prior prediction $\mathbf{x}_0$. Of course, if no information on the set $X$ is available or if it is preferable to resort to an unconstrained optimization routine, one can simply let $\mathcal{X} = \mathbb{R}^n$. As a final remark, it is worth pointing out that for the two previously presented optimization problems there is a trade-off between estimation accuracy and computational cost. As a matter of fact, the cost in Problem $E_A^t$ is quadratic but accounts only for part of the information provided by the sensors, while Problem $E_B^t$ accounts for all the available information but requires a convex optimization program to be solved.

To summarize

- The solution of Problem $E_A^t$ requires simply the minimization of a strictly convex quadratic form in $(n + 1)N$ variables, where $n$ is the plant order. Standard techniques like Gaussian elimination can solve this kind of problems with complexity $O(n^3N^3)$, but faster algorithms are available. This means that this approach is much computationally cheaper as compared to particle filtering algorithm, which usually require in the order of $O(10^n)$ particles to provide satisfactory performance.

- As for the solution of Problem $E_B^t$, it entails the minimization of a convex and continuously differentiable piecewise quadratic cost function. It is known that this kind of problems can be solved in finite time by means of sequential quadratic programming [142]. Further, many computationally
efficient algorithms are available which are able to handle problems with hundreds of optimization variables \[171\] and enjoys super-linear convergence \[241\]. Nevertheless, application of Problem $E_t^B$ is possible only when the number $n$ of state variables is not too large and the sampling interval is sufficiently large so as to allow the optimization to terminate. In the other cases, one must resort to Problem $E_t^A$.

1.2.1.1 Accounting for additional constraints

Provided that some information on the bounds of the process disturbance $w_t$ and measurement noises $v_i^t$ is available, additional constraints can be considered in the determination of the state estimates. For instance, considering a convex (usually polyhedral) set $W$ containing $\mathcal{W}$, one can impose the constraints

\[
\hat{x}_{k+1|t} - A\hat{x}_{k|t} - Bu_k \in \mathcal{W}, \quad k = t - N, \ldots, t - 1 \tag{1.14}
\]

in the solution of the optimization problem. Moreover, assuming the knowledge of upper bounds $\rho_i^V$ on the amplitudes $|v_i^t|, i = 1, \ldots, p$, of the measurement noises, for each $k$ and each $i$, the constraints

\[
\begin{cases}
C^i \hat{x}_{k|t} < \tau^i + \rho_i^V, & \text{if } y_k^i = -1 \\
C^i \hat{x}_{k|t} > \tau^i - \rho_i^V, & \text{if } y_k^i = 1
\end{cases} \tag{1.15}
\]

can be imposed. With this respect, it is an easy matter to see that the constraints in (1.15) define a polyhedron in the state space as summarized in the following proposition (the proof is reported in the Appendix A).

**Proposition 1.1:** Given the vector $\hat{\chi}_t = vec \left( [\hat{x}_{t-N|t} \cdots \hat{x}_{t|t}]' \right)$ of the estimates in the observation window, the constraints in (1.15), for $k = 0, \ldots, N$ and $i = \ldots, p$, can be written in compact form as

\[
\Gamma_t \hat{\chi}_t < \gamma_t, \tag{1.16}
\]
where
\[
\Gamma_t = [\Phi_t(C \otimes I_N)] \in \mathbb{R}^{pN \times nN}, \quad \gamma_t = [\Phi_t vec(T') + vec(V)] \in \mathbb{R}^{pN},
\]
\[
\Phi_t = -\text{diag}(y_{1t-N}^1, \ldots, y_{1t}^1, y_{2t-N}^1, \ldots, y_{2t}^1, \ldots, y_{pt-N}^p, \ldots, y_{pt}^p) \in \mathbb{R}^{pN \times pN},
\]
\[
(1.17)
\]
and
\[
T = \begin{bmatrix}
\tau_1 & \cdots & \tau_1 \\
\vdots & \ddots & \vdots \\
\tau_p & \cdots & \tau_p
\end{bmatrix} \in \mathbb{R}^{p \times N}, \quad V = \begin{bmatrix}
\rho_1 & \cdots & \rho_1 \\
\vdots & \ddots & \vdots \\
\rho_p & \cdots & \rho_p
\end{bmatrix} \in \mathbb{R}^{p \times N}.
\]
\[
(1.18)
\]
While the inclusion of the constraints (1.14) and (1.16) in the convex optimization problem $E_t^B$ is natural, in some circumstances it may be interesting to combine them also with the quadratic cost $J_t^A$. For example, minimizing $J_t^A$ under the linear constraints (1.16) can be a way to account for the information concerning the non switching instants without the necessity of considering the piece-wise quadratic cost. In fact, this would result in a quadratic programming problem (being the cost quadratic and the constraints linear) for which many efficient solvers are available. It is worth to point out that what is, among the above mentioned options, the best choice clearly depends on the situation under consideration and, in particular, on the available computational resources, on the available information (the bounds $\rho'_V$ may be unknown), and on the necessity (or not) of having estimates satisfying the constraints (since clearly this property is guaranteed only if the constraints are taken into account in the estimator design). Nevertheless, in the next section it will be shown that both costs $J_t^A$ and $J_t^B$ imply some nice stability properties of the resulting MH estimator.

Furthermore, as final remark, let us observe that while the considered system dynamics is linear, we do not have access to the linear measurements $z_t = Cx_t + \nu_t$ but rather to the nonlinear (binary) measurements $y_{it}^i = h^i(z_{it}^i)$, for which we cannot apply neither the Kalman filter due to nonlinearity of $h^i(\cdot)$ nor the extended Kalman filter due to the discontinuous nature of $h^i(\cdot)$. It is however worth noting that the simplified quadratic cost $J_t^A$ amounts to considering a fictitious linear measurement of the form $C^i x_k = \tau^i + \zeta_k^i$ for each switching instant $k$ in the observation window. In this case and supposing that no constraints are
imposed, the estimates could be computed also via a Kalman-like filter. In all the other cases, i.e., when the piecewise quadratic cost $J_t^B$ is used or constraints are imposed in the optimization, this is no longer possible.

## 1.2. Stability analysis

Here, we analyze the stability properties of the state estimators obtained by solving, at each time instant, either Problem $E_t^A$ or $E_t^B$. Specifically, a complete analysis is first provided in the more involved case of Problem $E_t^B$. This will be followed by a short discussion on the main differences in the analysis with respect to Problem $E_t^A$. Notice that the analysis carried out in [6] for the nonlinear case cannot be directly applied in the present context, since the binary sensors do not satisfy the observability requirement of [6]. The proofs of all results can be found in the Appendix A.

For each sensor $i$ and for each time instant $t \geq N$, let us denote by $\Theta_t^i$ the observability matrix concerning the set $I_t^i$ of the switching instants in the observation window $W_t$, i.e.,

$$\Theta_t^i = \text{col}(C_i A^{k-t+N})_{k \in I_t^i}. \quad (1.19)$$

Then, the observability matrix related to the switchings in $W_t$ of all binary sensors is

$$\Theta_t = \text{col}(\Theta_t^i)_{i=1}^p. \quad (1.20)$$

Please notice that the observability matrix defined in (1.19)-(1.20) is actually related to the linear subsystem (1.4), with output $z_t$, of the overall system (1.3)-(1.4) considering only those discrete-time instants at which some binary sensor output switches. Thus, the following uniform observability assumption is needed in order to ensure that enough information is provided by the binary sensors in each window $W_t$.

$\mathbf{A2}$ For any $t \geq N$, rank($\Theta_t$) = $n$, with $n = \dim(x_t)$.

The above uniform observability assumption is made in accordance with the ob-
CHAPTER 1. STATE ESTIMATION WITH BINARY SENSORS

...observation that each output switching can be associated with a linear (albeit uncertain) measurement of the form (1.5). Hence, each switching instant \( k \) can be thought of as a sampling instant for the linear output \( z_k \). This means that observability of the system depends crucially on the output switching instants in each observation window which, in turn, clearly depend on the thresholds and of the time window length \( N \). In practice, the threshold (or the thresholds when multiple sensors are available) and the time window length \( N \) must be chosen taking into account the system dynamics so as to ensure that such an irregular sampling preserves observability. For instance, when only one binary sensor is available, clearly \( N \) should be substantially greater than \( 2n - 1 \), with \( n = \dim(x_t) \), so as to ensure that at least \( n \) output switching instants are present in each observation window. While some analytical results on observability under irregular sampling are available [234], the simplest approach amounts to studying, for instance by numerical simulations, how the observability measure \( \delta \) varies as a function of the thresholds and of the time window length \( N \). Of course, depending on the system dynamics, time-invariant thresholds may not be sufficient to always ensure uniform observability (think for example to the case of a constant linear output). In these cases, observability can be recovered by making each threshold oscillate in the range of variability of the corresponding continuous output \( z_t \) with a sufficiently high frequency and by choosing \( N \) so that each observation window contains a sufficient number of threshold oscillation periods. This latter solution is particularly convenient in case \( z_t \) is a measurement collected by a remote sensor and a time-varying threshold \( \tau_t \) is used for transmission scheduling.

Before stating the main stability results, some preliminary definitions are needed. Given a symmetric matrix \( S \), let us denote by \( \lambda(S) \) and \( \bar{\lambda}(S) \) the minimum and maximum eigenvalues of \( S \), respectively. Further, given a matrix \( M \), we define by \( \|M\| \equiv \bar{\lambda}(M'M)^{1/2} \) its norm. Given a generic subset \( \Psi \) of an Euclidean space, \( \rho_{\Psi} \equiv \sup_{v \in \Psi} \|v\| \). Then, given a generic quantity \( G^i \) related to the \( i \)-th binary sensor, let us denote \( G^i \equiv \max_i \|G^i\| \) and \( G \equiv \min_i \|G^i\| \). Finally, the
uniform observability measure associated to the matrices $\Theta_t$ is given by

$$\delta = \inf_{t \geq N} \| \Theta_t \| = \inf_{t \geq N} \lambda(\Theta_t^t \Theta_t)^{1/2}.$$ 

Recalling that, under assumption A2, $\delta > 0$, we can state the following result.

**Theorem 1.1:** Let assumptions A1 and A2 hold. For each $t \geq N$, let the estimate $\hat{x}_{t-N}^o$ be generated by solving Problem $E_t^B$, with $\bar{x}_{t-N}$ recursively obtained via equation (1.11), and consider the estimation error $e_{t-N} \equiv x_{t-N} - \hat{x}_{t-N}^o$. Then, the weighted norm of the estimation error can be recursively bounded as

$$\|e_{t-N}\|^2_P \leq a_1\|e_{t-N-1}\|^2_P + a_2, \quad t = N, N + 1, \ldots$$  

(1.21)

where

$$a_1 = \frac{b_1\|A\|^2}{b_2},$$

$$a_2 = \frac{c_1\|A - 1\|^2\rho_X^2 + c_2\|B\|^2\rho_U^2 + c_3\rho_W^2 + c_4\rho_V^2}{b_2},$$

$$b_1 = \frac{\bar{\lambda}(P)}{\lambda(P)} \left[ 4 + \frac{d_1}{\lambda(Q)}(d_2 + \bar{R}) \right], \quad b_2 = \left( \frac{1}{2} + \frac{\delta^2 R}{4\lambda(P)} \right)$$  

(1.22)

and $c_1, c_2, c_3, c_4, d_1, d_2$ are suitable constants (given in the proof). In addition, if the weights $Q$ and $R^i$, $i = 1, \ldots, p$, are selected such that $a_1 < 1$, the norm of the estimation error turns out to be asymptotically bounded in that

$$\limsup_{t \to +\infty} \|e_{t-N}\| \leq e_{\infty}^o \equiv \left( \frac{a_2}{1 - a_1} \right)^{1/2}.$$  

The reason for analyzing the estimate at the beginning of the observation window is that, due to the nature of the MHE estimation scheme, the estimate $\hat{x}_{t-N}^o$ is used to generate the prediction $\bar{x}_{t-N+1}$ used at time $t + 1$. This makes it possible to recursively write $e_{t-N+1} = x_{t-N+1} - \hat{x}_{t-N+1}^o$, as a function of $e_{t-N} = x_{t-N} - \hat{x}_{t-N}^o$. Let us note that even in the noise-free case, i.e., when the
process disturbance and the measurement noise are zero and hence $\rho_W = \rho_V = 0$, the asymptotic bound $e_\infty$ on the estimation error does not go to zero due to the presence of the term $c_1 \|A - 1\|^2 \rho_X^2 + c_2 \|B\|^2 \rho_U^2$ in $a_2$. Indeed, such a term accounts for the intrinsic uncertainty associated with the switching instants in discrete-time. With this respect, it is worth recalling that, when the discrete-time system under consideration is obtained by sampling a continuous-time system, the quantities $\|A - 1\|$ and $\|B\|$ vanish as the sampling interval $T_s$ goes to zero. This means that the smaller is the sampling interval, the smaller turns out to be the asymptotic bound on the estimation error since the information concerning the switching instants becomes more precise.

Another important issue concerns the solvability of the stability condition $a_1 < 1$. In particular, the following result can be readily proved.

**Proposition 1.2:** Let assumption A2 hold. Then, when $\delta > 0$, it is always possible to select the weights $P$, $Q$ and $R^i$, $i = 1, \ldots, p$, so that $a_1 < 1$. In particular, for given $Q$ and $R^i$, $i = 1, \ldots, p$, the condition $a_1 < 1$ can be satisfied by letting $P = \varepsilon \overline{P}$, with $\overline{P}$ any positive definite matrix, provided that $\varepsilon$ is suitably small.

Hence, if the observability measure $\delta$ is strictly positive, it is sufficient to choose $P$ sufficiently small in order to ensure the satisfaction of the stability condition $a_1 < 1$. This result is in accordance with the well-known results on stability of MHE algorithms which stipulate that stability is ensured provided that the weight on the prediction is sufficiently small [6].

For the sake of clarity, the following remarks about the stability results of Theorem 1.1 have to be stated:

- Let us consider now the case in which, for each $t \geq N$, the estimate $\hat{x}_{t-N|t}$ is generated by solving Problem $E_t^A$, with $\pi_{t-N}$ recursively obtained via equation (1.20). In particular, the estimates $\hat{x}_{t-N|t}, \ldots, \hat{x}_t$ are readily obtained as the unique global minimum of the strictly convex quadratic function $J_t^A$. A close inspection of the proof of Theorem 1.1 shows that the same line of reasoning can be applied also for Problem $E_t^A$. The main difference is that,
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when deriving the lower bound for the optimal cost, each term \( t(\hat{x}_{k|t}, \hat{x}_{k+1|t}) \) in the proof of Theorem 1.1 (see Appendix A) can be simply replaced with the quantity \( \|C^l \hat{x}_{k|t} - \tau^l\|^2 \) in accordance with the definition of cost \( J_t^A \). Then an inequality analogous to (1.21) can be derived, with the important difference that, in the definition of the novel \( a_2, \rho X \) can be replaced by \( \rho X \), which is consistent with the fact that the constraint set \( X \) is not used in the solution of Problem \( E_t^A \).

- While the foregoing analysis does not account for the possible presence of the additional constraints, analogous results could be easily obtained also when the constraints (1.14) and/or (1.16) are imposed in the determination of the state estimates. In this case, the bound on the estimation error turns out to be smaller thanks to the additional information provided by such constraints.

- The extension of the stability results reported here to the case in which the binary measurements are obtained by thresholding nonlinear output maps and/or the system dynamics is nonlinear does not entail particular conceptual difficulties, by combining the analysis of Theorem 1.1 with that of [6, 7]. On the other hand, in this case, establishing a link between the observability properties and the number of threshold crossing instants appears more challenging. Further, for nonlinear output maps, the resulting cost functions need not be convex.

1.2.3 Numerical examples

Here, we present some numerical examples in order to show the effectiveness of the proposed MHE algorithms by adopting binary measurements. In particular, two different case-studies will be considered: a first simple example concerns an hydraulic system composed of two tanks, and a second example on networks of 2-mass 2-spring oscillators with multiple binary sensors. In both numerical examples, the performance of the estimators has been evaluated in terms of the
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Root Mean Square Error (RMSE):

$$\text{RMSE}(t) = \left( \frac{1}{L} \sum_{l=1}^{L} \| e_{t,l} \|^2 \right)^{\frac{1}{2}}, \quad (1.23)$$

where $\| e_{t,l} \|$ is the norm of the estimation error at time $t$ in the $l-$th simulation run, averaged over $L$ Monte Carlo trials. The estimation error is computed at time $t$ on the basis of the estimate $\hat{x}_{t-N+1|t}^\circ$.

1.2.3.1 Hydraulic systems

Let us consider the following continuous-time linear dynamical system:

$$A_c = \begin{pmatrix} 0 & 0 & -\frac{1}{C_1} \\ 0 & -\frac{1}{R_1 C_2} & \frac{1}{C_2} \\ \frac{1}{L_f} & -\frac{1}{L_f} & -\frac{R_2}{L_f} \end{pmatrix}, \quad B_c = \begin{pmatrix} \frac{1}{C_1} \\ 0 \\ 0 \end{pmatrix}, \quad C = \begin{pmatrix} 0 & C_2 & 0 \end{pmatrix}, \quad (1.24)$$

that models an hydraulic system composed of two tanks in cascade (see Fig. 1.1), in which $C_1$ and $C_2$ are the hydraulic capacities of the two tanks, $R_1$ and $R_2$ the hydraulic resistances of the connection pipe between the tanks and the output conduit, respectively, $L_f$ is the inertance of the connection pipe and $S$ is the output tank area. In correspondence of the second tank a binary sensor is placed, whose threshold value has been chosen equal to 0.17 [m].

Figure 1.1: Hydraulic system composed of two tanks in cascade.

The state $x$ of the system is represented by the vector $(p_1, p_2, q)'$, where $p_1$ and $p_2$ are the pressures in the connection pipe and in the output conduit and $q$ is the flow-rate of liquid in the connection pipe. The values of $C_1, C_2, R_1, R_2, L_f$
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and $S$ have been taken equal to $0.05 \ [Pa^{-1} \ m^3]$, $0.01 \ [Pa^{-1} \ m^3]$, $2 \ [Pas kg^{-1}]$, $15 \ [Pas kg^{-1}]$, $2 \ [Pas^2 \ m^{-3}]$ and $1 \ [m^2]$ respectively. Finally, the input signal $u$ is supposed to be characterized by a periodic behavior, i.e. $u = a \ \sin(2\pi ft) + u_0$, with $a = 0.75 \ [m^3 \ s^{-1}]$, $f = 0.5 \ [Hz]$ and $u_0 = 1 \ [m^3 \ s^{-1}]$. The components of the initial state $x_0$ and the noises $w_t$ and $v_t$ are supposed to be mutually independent random variables uniformly distributed in the intervals $[0, 10]$, $[-10^{-2}, 10^{-2}]$ and $[-10^{-2}, 10^{-2}]$ and the weight matrices $P$, $Q$ and $R$ are taken equal to $10^6 I_3$, $10^{-8} I_3$ and $10^6$, respectively. The duration of each simulation experiment is fixed to $800 T_s$, where the sampling time $T_s$ is equal to $0.01 \ [s]$.

Now, for the sake of brevity, we shall denote as the Least-Squares Moving Horizon Filter (LSMHF) and as the Piece-Wise Moving Horizon Filter (PWMHF) the filters obtained by solving, respectively, Problem $E_t^A$ and Problem $E_t^B$. The PWMHF has been implemented by means of the Matlab Optimization Toolbox, and in particular by using the routine $fminunc$. Fig. 1.2 illustrates the behaviour of the true values and the estimates of both the state and the output of the system for a randomly chosen simulation, along with the binary sensor signal, where the number of samples $N$ of the estimation sliding window is equal to 5.

In the considered settings, LSMHF and PWMHF have a similar behavior, as it can been seen especially in Fig. 1.3 where the RMSEs for the proposed filters are plotted. The PWMHF exhibits better performance in the transient thanks to the additional information taken into account in the definition of cost $J_t^B$.

Moreover, as a final remark, it can be noted that, due to the binary sensor nonlinearity, the presence of a single sensor implies that a certain transient time (i.e., a certain number of threshold crossings) is needed by the filters.

1.2.3.2 2-mass 2-spring oscillators

Let us, initially, consider the 2-mass 2-spring mechanical system of Fig. 1.4. The state of the system is defined as $x = [x_1, \dot{x}_1, x_2, \dot{x}_2]'$, where $x_1$ and $x_2$ are the displacements of the two masses from their static equilibrium positions. Accordingly the system is described by the continuous-time linear state equations
Figure 1.2: True values and estimates of both the state and the output of the system and the binary sensor signal for a randomly chosen simulation.

Figure 1.3: RMSEs of the LSMH and PWMH filters.

\[ \dot{x}(t) = A_c x(t) \] with

\[
A_c = \begin{bmatrix}
0 & 1 & 0 & 0 \\
\frac{(k_1 + k_2)}{m_1} & 0 & \frac{k_2}{m_1} & 0 \\
0 & 0 & 0 & 1 \\
\frac{k_2}{m_2} & 0 & -\frac{k_2}{m_2} & 0
\end{bmatrix}
\] (1.25)
where $k_1, k_2$ are the stiffnesses of the springs and $m_1, m_2$ the corresponding masses. The parameters are set to $m_1 = 1 = m_2 = 1$ [Kg], $k_1 = k_2 = 10$ [N/m], and

![Figure 1.4: 2-mass 2-spring mechanical oscillator of example 1.](image)

the continuous-time model is discretized with sampling interval $T_s = 0.1$ [s]. Further, it is assumed that only the displacement $x_2$ (third state component) is measured by a single threshold sensor so that the output matrix turns out to be $C = [0, 0, 1, 0]$. In all the simulations, the initial state is chosen so as to impose the harmonic motion condition, i.e. $x_0 = [0.618, 0, 1, 0]'$, making the two masses oscillate with the same frequency but different amplitudes within the interval $[-1, 1]$; the initial phase of the oscillations is a uniformly distributed random variable. The process disturbance is taken equal to zero, while the measurement noise is a white sequence with uniform distribution in the interval $[-\rho_V, \rho_V]$. In order to tune the proposed MHE algorithms for appropriate performance, the threshold value $\tau$ of the binary sensor and the length $N$ of the estimation sliding window need to be properly selected. To this end, it has been analyzed by means of numerical simulations how the observability measure $\delta$ varies as a function of $N$ and $\tau$, as shown in Fig. 1.5 with a simulation time interval of 50 [s] and a noise level $\rho_V = 0.05$. As shown in Fig. 1.5, observability requires sufficiently large window size ($N \geq 60$ with $\tau = 0.5$). Also notice that the observability measure as a function of $N$ has a monotonically increasing behaviour with some characteristic plateaus. Further, it is perfectly symmetric with respect to $\tau$: if the threshold
value is outside the range $[-1, 1]$ of the system output, then no information is provided by the binary sensor; $\tau = 0$ also implies poor observability as sampling the sinusoid in proximity of zero provides little information about the sinusoid amplitude. From Fig. 1.5 we chose $N = 100$ and $\tau = 0.5$ for the forthcoming simulation results, so that assumption $A2$ holds. For the weight matrices we selected $Q = I_4$, $R = 1$ and $P = \epsilon I_4$ with $\epsilon < 10^{-4}$ in order to satisfy the stability condition $\alpha_1 < 1$ according to Proposition 1.2.

In order to appreciate the accuracy of the proposed algorithms and take into account the timescales of the systems, Monte Carlo simulations have been performed by randomly varying the measurement noise realization, the phase of the oscillations for the true state trajectories, and the a priori prediction $x_0$, which is randomly generated with uniform distribution in $[-5, 5]^4$. As performance index, in Fig. 1.6 we have plotted the RMSE (as given in Eq. (1.23)) normalized by
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Figure 1.6: Example 1 - Normalized RMSEs of the LSMHE and PWMHE filters, evaluated over 100 Monte Carlo trials.

The Euclidean norm of the true system state, with $L = 100$ Monte Carlo trials. Fig. 1.6 confirms the effectiveness of the MHE algorithms for state estimation with binary observations: the estimates resulting from both algorithms converge to the true trajectories of the system state vector. As before, the PWMHE algorithm exhibits much better performance in the transient regime.

The computational burden of solving both Problems $E^A_t$ and $E^B_t$, as a function of the length $N$ of the estimation sliding window, has been evaluated by means of the CPU time per iteration step (a notebook with an Intel Core i7-2640M CPU @ 2.80 GHz has been used in simulations). The results are reported in Table I.1. Notice that PWMHE is by far more computationally expensive than LSMHE (computing time three orders of magnitude larger in this specific small-size example). As a matter of fact, the solution of Problem $E^A_t$ can be found analytically by an explicit matrix formula, while for the solution of $E^B_t$ a convex mathematical programming problem has to be solved. However, it is worth to point out that the PWMHE algorithm has been implemented by using standard functions of the Matlab Optimization Toolbox, without resorting to ad-hoc opti-
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| N  | LSMHE         | PWMHE |
|----|---------------|-------|
| 1  | 0.50·10^{-3} | 0.25  |
| 5  | 0.56·10^{-3} | 0.42  |
| 20 | 1.79·10^{-3} | 1.11  |
| 35 | 3.23·10^{-3} | 2.07  |
| 50 | 5.30·10^{-3} | 3.19  |
| 100| 22.83·10^{-3}| 7.53  |
| 150| 78.90·10^{-3}| 15.70 |

Table 1.1: CPU time (in [s]) per iteration step for different values of \( N \).

mization routines. Hence, we are confident that much faster computing times can be achieved. The analysis of the dependence of the performance on the threshold \( \tau \) and the noise level \( \rho \) can be found in Ref. [24].

Finally, in order to numerically assess the performance of the proposed MHE algorithms when the dimensionality of the system state and the number of binary sensors increase, the network in Fig. 1.7 of six coupled 2-mass 2-spring oscillators (like the one in Fig. 1.4) is considered. It is assumed that each node is equipped with a binary sensor measuring the third component of the local state vector, with threshold belonging to the range \([-1, 1]\). The network dynamics turn out to be described by a discrete-time linear dynamical system with matrices \( A = 1_6 \otimes A_d - \gamma L \otimes 1_4 \) and \( C = 1_6 \otimes [0, 0, 1, 0] \), where \( A_d = \exp(A_c T_s) \), \( L \) is the Laplacian matrix of the network, and \( T_s = 0.1 \) [s] is the sampling interval. For the sake of simplicity, we have chosen the same value \( \gamma = 0.02 \) for the

Figure 1.7: Network of six coupled 2-mass 2-spring oscillators. Each node of the network has a binary sensor, monitoring the corresponding third state component.
coupling constants between all the connected sites, which ensures the synchronization of the system states. Note that synchronization is reached if $\gamma < 0.31685$. The threshold values of the six binary sensors are taken, respectively, equal to $[0.5, 0.2, -0.5, -0.8, -0.2, 0.3]'$. In all simulations, the initial state of each 2-mass 2-spring system is a uniformly distributed random variable centred around the vector $x_0 = [0.618, 0, 1, 0]'$ with variations of $\pm 5$ for each component, while the measurement noise is a white sequence uniformly distributed in the interval $[-0.05, 0.05]$. Moreover, the validity of Proposition 1.2 for the network is ensured by choosing $\varepsilon = 10^{-5}$ with $P = I_{24}$. The duration of each simulation experiment is fixed to $35 \ [s]$, and the corresponding RMSE of the proposed MHE filters is averaged over 100 Monte Carlo trials. In Fig. 1.8 the RMSEs, normalized by the Euclidean norm of the true system state, of the LSMHE and PWMHE algorithms are plotted. It can be seen that, also in this case, the PWMHE filter exhibits better performance in the transient, and that the convergence of its estimation error is slower by a factor of approximately 4 with respect to the case of the single oscillator.

Figure 1.8: Normalized RMSEs of the LSMHE and PWMHE filters, evaluated over 100 Monte Carlo trials, for a network of six 2-mass 2-spring oscillators.
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1.3 Probabilistic approach

In this section, we pursue a probabilistic approach to state estimation with binary sensors by following [20, 21]. In this respect, some work has recently addressed parameter identification or state estimation with binary measurements by following approaches based on the recursive propagation of conditional probability density functions [13, 45, 189, 191]. Relying on the aforementioned noise-assisted paradigm, we introduce a novel probabilistic approach to recursive state estimation based on binary measurements. These algorithms are based on a moving-horizon (MH) approximation of Maximum A-posteriori Probability (MAP) estimation algorithms, and they can be considered as an extension of the works in [191, 230], concerning recursive parameter estimation. As it will be shown later as a novel result of this thesis, if the dynamical system is linear and the noise distributions are described by log-concave probability density functions, then the proposed MH-MAP state estimator involves the solution, at each sampling interval, of a convex optimization problem, practically feasible for real-time implementation. Moreover, by exploiting a probabilistic approach, the presence of measurement noise can be helpful to enhance the amount of information coming from the sensors, leading to the effective definition of a noise-assisted paradigm for state estimation. As it will shown later, for quantum mechanical systems the introduction of MH-MAP estimators could open the ways towards noise-assisted quantum estimation schemes.

Let us consider the nonlinear dynamical system of (1.2). As before, the measurements are provided by a set of binary sensors according to the following equation, which is almost identical to (1.3):

\[ y^i_t = h^i(z^i_t) = \begin{cases} 1, & \text{if } z^i_t \geq \tau^i \\ 0, & \text{if } z^i_t < \tau^i \end{cases}, \quad (1.26) \]

where \( z^i_t = g^i(x_t) + v^i_t \), with \( i = 1, \ldots, p \). Moreover, it is assumed that the
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The statistical behavior of the system is characterized by

\[ x_0 \sim \mathcal{N}(x_0, P^{-1}), \quad w_t \sim \mathcal{N}(0, G^{-1}), \quad v_t \sim \mathcal{N}(0, R) \]  

(1.27)

where \( \mathcal{N}(\mu, \nu) \) denote a normal distribution with mean \( \mu \) and variance \( \nu \). In Eq. (1.27), \( R \equiv \text{diag}(r_1, \ldots, r_p) \); \( \mathbb{E}[w_j w'_k] = 0 \) and \( \mathbb{E}[v_j v'_k] = 0 \) if \( j \neq k \); and \( \mathbb{E}[w_j v'_k] = 0 \), \( \mathbb{E}[w_j x'_0] = 0 \), \( \mathbb{E}[v_j x'_0] = 0 \) for any \( j, k \). As before, each sensor \( i \) produces a threshold measurements \( y^i_t \in \{0, 1\} \) depending on whether the noisy system output \( z^i_t \) is below or above the threshold \( \tau^i \).

1.3.1 Maximum a-posteriori state estimation

The probabilistic approach to state estimation with binary sensors is recast in the Bayesian framework, which exploits the Maximum A posteriori Probability (MAP) estimation theory. In this way, we evaluate for each sensor the probability that the corresponding measurements assume one of the two binary values, in relation to the dynamical evolution of the system state we are monitoring. As a result, also a binary sensor is always characterized by an informative content, i.e. each binary measurement \( y^i_t \) intrinsically provides information about the state \( x_t \). Such information is encoded in the likelihood functions \( p(y^i_t|x_t) \) related to the \( i \)-th threshold sensor. The binary measurements \( y^i_t \) are Bernoulli random variables, so that, for any binary sensor \( i \) and any time instant \( t \), the likelihood function \( p(y^i_t|x_t) \) is given by

\[ p(y^i_t|x_t) = p(y^i_t = 1|x_t)^{y^i_t} \cdot p(y^i_t = 0|x_t)^{1-y^i_t}, \]  

(1.28)

where

\[ p(y^i_t = 1|x_t) = F^i(\tau^i - g^i(x_t)) \]  

(1.29)

and

\[ p(y^i_t = 0|x_t) = 1 - p(y^i_t = 1|x_t) = \Phi^i(\tau^i - g^i(x_t)). \]  

(1.30)
The function $F^i(\tau^i - g^i(x_t))$ is the complementary cumulative distribution function (CDF) of the random variable $\tau^i - g^i(x_t)$. Since $v_i^t \sim \mathcal{N}(0, r_i^t)$, the conditional probability $p(y_i^t = 1|x_t) = F^i(\tau^i - g^i(x_t))$ can be written in terms of a Q-function, which describes the tail probability of a standard normal probability distribution \[78\]. In other words:

$$F^i(\tau^i - g^i(x_t)) = \frac{1}{\sqrt{2\pi r_i^t}} \int_{\tau^i - g^i(x_t)}^{\infty} \exp\left(-\frac{u^2}{2r_i^t}\right) du = Q\left(\frac{\tau^i - g^i(x_t)}{\sqrt{r_i^t}}\right). \quad (1.31)$$

Now, let us recall that $Y_t = \text{col}(y_0, \ldots, y_t)$ is the vector of all binary measurements collected up to time $t$ and $X_t \equiv \text{col}(x_0, \ldots, x_t)$ is the vector of the state trajectory. $\hat{X}_{tt} \equiv \text{col}(\hat{x}_0|t, \ldots, \hat{x}_t|t)$, instead, collects the estimates of $X_t$, made at any stage $t$. Then, at each time instant $t$, given the a-posteriori probability $p(X_t|Y_t)$, the estimate of the state trajectory is obtained by solving the following MAP estimation problem:

$$\hat{X}_{tt} = \arg\max_{X_t} p(X_t|Y_t) = \arg\min_{X_t} -\ln p(X_t|Y_t). \quad (1.32)$$

From the Bayes rule

$$p(X_t|Y_t) \propto p(Y_t|X_t) \ p(X_t), \quad (1.33)$$

where $p(Y_t|X_t)$ is the likelihood function of the binary measurement vector $Y_t$, and

$$p(X_t) = \prod_{k=0}^{t-1} p(x_{t-k}|x_{t-k-1}, \ldots, x_0) \ p(x_0) = \prod_{k=0}^{t-1} p(x_{t-k}|x_{t-k-1}) \ p(x_0), \quad (1.34)$$

for which the Markov property for the dynamical system state has been taken into account. Being the initial state $x_0$ and the process noise $w_t$ normally distributed vectors, it holds that

$$p(x_0) \propto \exp\left(-\frac{1}{2} ||x_0 - \bar{x}_0||^2_{P}\right) \quad (1.35)$$
and
\[ p(x_k|x_{k-1}) \propto \exp \left( -\frac{1}{2} \| x_{k+1} - f(x_k, u_k) \|^2_G \right), \quad (1.36) \]
so that
\[ p(X_t) = \exp \left( -\frac{1}{2} \left[ \| x_0 - \bar{x}_0 \|^2_P + \sum_{k=0}^t \| x_{k+1} - f(x_k, u_k) \|^2_G \right] \right). \tag{1.37} \]

Now, the following assumption has to be stated:

**A3** Statistical independence of the threshold measurements.

Under this assumption, the likelihood function \( p(Y_t|X_t) \) can be written as
\[ p(Y_t|X_t) = \prod_{k=0}^t p(y_k|x_k) = \prod_{k=0}^t \prod_{i=1}^p p(y^i_k|x_k) \]
\[ = \prod_{k=0}^t \prod_{i=1}^p F^i(\tau^i - g^i(x_k))^{y^i_k} \Phi^i(\tau^i - g^i(x_k))^{1-y^i_k}. \tag{1.38} \]

In conclusion, the log-likelihood function, natural logarithm of the likelihood function, reads
\[ \ln p(Y_t|X_t) = \sum_{k=0}^t \sum_{i=1}^p \left[ y^i_k \ln F^i(\tau^i - g^i(x_k)) + (1 - y^i_k) \ln \Phi^i(\tau^i - g^i(x_k)) \right]. \tag{1.39} \]

and the cost function \(- \ln p(X_t|Y_t) = - \ln p(Y_t|X_t) - \ln p(X_t)\) to be minimized in the MAP estimation problem \((1.32)\) turns out to be, up to additive constant terms, equal to
\[ J_t(X_t) = \| x_0 - \bar{x}_0 \|^2_P + \sum_{k=0}^t \| x_{k+1} - f(x_k, u_k) \|^2_G \]
\[ - \sum_{k=0}^t \sum_{i=1}^p \left[ y^i_k \ln F^i(\tau^i - g^i(x_k)) + (1 - y^i_k) \ln \Phi^i(\tau^i - g^i(x_k)) \right]. \tag{1.40} \]

Unfortunately, a closed-form expression for the global minimum of \((1.40)\) does not exist and, hence, the optimal MAP estimate \( \hat{X}_{t|t} \) has to be determined by
resorting to some numerical optimization routine. With this respect, the main drawback is that the number of optimization variables grows linearly with time, since the vector $X_t$ has size $(t + 1)n$. As a consequence, as $t$ grows the solution of the full information MAP state estimation problem (1.32) becomes eventually unfeasible, and some approximation has to be introduced.

In this regard, we propose an approximation solution, which is based on the MHE approach to solve state estimation problems [65,86]. If we introduce again the sliding window $\mathcal{W}_t = \{t - N, t - N + 1, \ldots, t\}$, then the goal of the estimation problem becomes to find an estimate of the partial state trajectory $X_{t-N:t} \equiv \text{col}(x_{t-N}, \ldots, x_t)$ by using the information available in $\mathcal{W}_t$. In this way, besides increasing the information content of the binary measurements as in [23, 24], by adopting the MHE approach we are also able to solve state estimation problems with constrained system dynamics, such that $x_t \in X \subseteq \mathbb{R}^n$, $u_t \in U \subseteq \mathbb{R}^m$, $w_t \in W \subseteq \mathbb{R}^n$ and $v^i_t \in V \subseteq \mathbb{R}^p$, where $X$, $U$, $W$ and $V$ are convex sets. Therefore, in place of the full information cost $J_t(X_t)$, at each time instant $t$ the minimization of the following moving-horizon cost is addressed:

$$
J_{t}^{\text{MH}}(X_{t-N:t}) = \Gamma_{t-N}(x_{t-N}) + \sum_{k=t-N}^{t} \|x_{k+1} - f(x_k, u_k)\|_Q^2
- \sum_{k=t-N}^{t} \sum_{i=1}^{p} [y^i_k \ln F^i(\tau^i - g^i(x_k)) + (1 - y^i_k) \ln \Phi^i(\tau^i - g^i(x_k))] ,
$$

(1.41)

where the non-negative initial penalty function $\Gamma_{t-N}(x_{t-N})$, known in the MHE literature as arrival cost (see [7,185]), is introduced so as to summarize the past data $y_0, \ldots, y_{t-N-1}$ not explicitly accounted for in the objective function. The form of the arrival cost plays an important role in the behavior and performance of the overall estimation scheme. While in principle $\Gamma_{t-N}(x_{t-N})$ could be chosen so that the minimization of the moving-horizon cost (1.41) yields the same estimate that would be obtained by minimizing (1.40), an algebraic expression for such a true arrival cost seldom exists, even when the sensors provide continuous (non-threshold) measurements [185]. Hence, some approximation must be used.
With this respect, a common choice [6], also followed in this section, consists of assigning to the arrival cost a fixed structure penalizing the distance of the state $x_{t-N}$ at the beginning of the sliding window from some prediction $\mathbf{x}_{t-N}$ computed at the previous time instant, making the estimation scheme recursive. A natural choice is then a quadratic arrival cost of the form

$$\Gamma_{t-N}(x_{t-N}) = \|x_{t-N} - \mathbf{x}_{t-N}\|^2_\Psi,$$  \hspace{1cm} (1.42)

which has been used also in the deterministic approach to state estimation with binary sensors, shown in the previous section. From the Bayesian point of view, this choice corresponds to approximating the probability density function of the state $x_{t-N}$, conditioned to all the measurements collected up to time $t-1$, with a Gaussian having mean $\mathbf{x}_{t-N}$ and covariance $\Psi^{-1}$. As for the choice of the weight matrix $\Psi$, in the case of continuous measurements it has been shown that stability of the estimation error dynamics can be ensured provided that $\Psi$ is not too large, so as to avoid an overconfidence on the available estimates [6,7]. Recently in [23, 24], similar results have been proven to hold also in the case of binary sensors, but in the deterministic context. In practice, $\Psi$ can be seen as a design parameter which has to be tuned by pursuing a suitable trade-off between such stability considerations and the necessity of not neglecting the already available information, since in the limit for $\Psi$ going to zero the approach becomes a finite memory one.

Summing up, at any time instant $t = N, N+1, \ldots$, the following problem has to be solved.

**Problem $E^C_t$:** Given the prediction $\mathbf{x}_{t-N}$, the input sequence $\{u_{t-N}, \ldots, u_{t-1}\}$, the measurement sequences $\{y^{i}_{t-N}, \ldots, y^{i}_{t}, i = 1, \ldots, p\}$, find the optimal estimates $\hat{x}^0_{t-N|t}, \ldots, \hat{x}^0_{t|t}$ that minimize the cost function (1.41) with arrival cost (1.42).

In order to propagate the estimation procedure from Problem $E^C_{t-1}$ to Problem $E^C_t$, the prediction $\mathbf{x}_{t-N}$ is set equal to the value of the estimate of $x_{t-N}$ made at
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time instant \( t - 1 \), i.e., \( \pi_{t-N} = \hat{x}_{t-N|t-1} \). Clearly, the recursion is initialized with the a priori expected value \( \pi_0 \) of the initial state vector. Let us observe that, in general, solving Problem \( E_t^C \) entails the solution of a non-trivial optimization problem. However, when the (discrete-time) dynamical system is linear, the resulting optimization problem turns out to be convex so that standard optimization routines can be used in order to find the global minimum. To see this, let us consider again that \( f(x_t, u_t) = Ax_t + Bu_t \) and \( g^i(x_t) = C^i x_t, i = 1, \ldots, p \), where \( A, B, C^i \) are constant matrices of suitable dimensions. Then, the following result, whose proof is Appendix A, holds.

**Proposition 1.3:** If assumption A3 holds, the dynamical system is linear and the noise are distributed as a Gaussian probability density function, then the CDF \( \Phi^i(\tau^i - C^i x_t) \) and its complementary function \( F^i(\tau^i - C^i x_t) \) are log-concave. Hence, the cost function (1.41) with arrival cost (1.42) is convex.

The convexity of the cost function (1.41) is guaranteed also in the more general case in which the statistical behavior of the random variables \( x_0, w_t, v_t \) is described by logarithmical concave distribution functions. Indeed, if a probability density function is log-concave, also its cumulative distribution function is log-concave, so that the contribution related to the threshold measurements in (1.41) is effectively convex. Let us observe that the proposed MH-MAP state estimator turns out to be the optimal Bayesian filter when we want to estimate the state of a linear dynamics with a network of independent binary sensors.

### 1.3.2 Dynamic field estimation

As main application of the MH-MAP estimator for macroscopic systems, we address state estimation for a spatially distributed system with a noisy measurement, which is provided by a set of binary sensors spread over the spatial domain \( \Omega \) of interest. In particular, we consider the problem of reconstructing a two-dimensional diffusion field. The diffusion process is governed by the following
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parabolic Partial Differential Equation (PDE):

\[
\frac{\partial c}{\partial t} - \lambda_d \nabla^2 c = 0 \text{ in } \Omega \tag{1.43}
\]

which models various physical phenomena, as for example the spread of a pollutant in a fluid. In this case, \( c(\xi,\eta,t) \) represents the space-time dependent substance concentration, \( \lambda_d \) denotes the constant diffusivity of the medium, and \( \nabla^2 = \frac{\partial^2}{\partial \xi^2} + \frac{\partial^2}{\partial \eta^2} \) is the Laplace operator, \( (\xi,\eta) \in \Omega \) being the 2D spatial variables. Furthermore, we assume mixed boundary conditions to the PDE (1.43), i.e. a non-homogeneous Dirichlet condition \( c = \psi \) on \( \partial \Omega_D \), which specifies a constant-in-time value of concentration on the boundary \( \partial \Omega_D \), and a homogeneous Neumann condition on \( \partial \Omega_N = \partial \Omega \setminus \partial \Omega_D \), assumed impermeable to the contaminant: \( \frac{\partial c}{\partial \nu} = 0 \) on \( \partial \Omega_N \), where \( \nu \) is the outward pointing unit normal vector of \( \partial \Omega_N \).

The objective is to estimate the values of the dynamic field of interest \( c(\xi,\eta,t) \) given the measurements from a set of binary measurements in \( \Omega \). The PDE system (1.43) is simulated with a mesh of finite elements over \( \Omega \) via the Finite Element (FE) approximation described in [22,89]. Specifically, the domain \( \Omega \) is subdivided into a suitable set of non overlapping regions, or elements, and a suitable set of basis functions \( \phi_j(\xi,\eta) \), with \( j = 1,\ldots,m_\phi \), is defined on such elements. The choices of the basis functions \( \phi_j \) and of the elements are key points of the FE method. In this specific case, we have chosen the elements of the mesh to be triangles in 2D, which define a FE mesh with vertices \( (\xi_j,\eta_j) \in \Omega, j = 1,\ldots,m_\phi \). Then each basis function \( \phi_j \) is assumed to be a piece-wise affine function, which vanishes outside the elements of the mesh in correspondence of the vertices \( (\xi_j,\eta_j) \), so that \( \phi_j(\xi,\eta) = \delta_{ij} \), where \( \delta_{ij} \) denotes the Kronecker delta. In order to take into account also the mixed boundary conditions, the basis functions are supposed to follow a proper ordering law: \( m \) points of the mesh correspond to vertices, which lie either in the interior of \( \Omega \) or on \( \partial \Omega_N \), while the others \( m_\phi - m \) points correspond to vertices lying on the boundary \( \partial \Omega_D \). Accordingly, the discretized function,
modeling the substance concentration within the domain $\Omega$, is approximated as

$$
c(\xi, \eta, t) \approx \sum_{j=1}^{m} \phi_j(\xi, \eta) c_j(t) + \sum_{j=m+1}^{m_d} \phi_j(\xi, \eta) \psi_j, \quad (1.44)
$$

where $c_j(t)$ are the unknown expansion coefficient of the function $c(\xi, \eta, t)$ at the time instant $t$, while $\psi_j$ is the known expansion coefficient of the boundary function $\psi(\xi, \eta)$. In this regard, let us observe that the second summation in (1.44) is needed in order to impose the non-homogeneous Dirichlet condition on the boundary $\partial \Omega_D$.

As stated by the FE approximation, we recast the PDE (1.43) into the following integral form:

$$
\int_{\Omega} \frac{\partial c}{\partial t} \varphi \, d\xi d\eta - \lambda d \int_{\Omega} \nabla^2 c \varphi \, d\xi d\eta = 0 \quad (1.45)
$$

where $\varphi(\xi, \eta)$ is a generic space-dependent weight function. It is worth to point out that the function $\varphi(\xi, \eta)$ is a weight function, that is introduced as an additional degree of freedom of the method in order to ensure that on average the solution of the PDE is effectively given by the substance concentration (1.44). This procedure, which spatially discretizes the diffusion field within the domain $\Omega$, relies on weighted residual methods. The interested reader to further details on the FEM theory is referred to [33]. Now, by applying Green’s identity, i.e.

$$
\int_{\Omega} \nabla^2 c \varphi \, d\xi d\eta = \int_{\partial \Omega} \frac{\partial c}{\partial \nu} \varphi \, d\xi d\eta - \int_{\Omega} \nabla c \nabla \varphi \, d\xi d\eta, \quad (1.46)
$$

one obtains:

$$
\int_{\Omega} \frac{\partial c}{\partial t} \varphi \, d\xi d\eta + \lambda_d \int_{\Omega} \nabla^T c \nabla \varphi \, d\xi d\eta - \lambda_d \int_{\partial \Omega} \frac{\partial c}{\partial \nu} \varphi \, d\xi d\eta = 0. \quad (1.47)
$$

Usually, the Galerkin weighted residual method [33] is then applied. It ensures that the error done by the approximation is minimal in correspondence of the nodes of the elements of the mesh, that in this case are the vertices of the triangles. According to the Galerkin method, the test function $\varphi$ is chosen equal to the basis
functions $\phi_i(\xi, \eta)$. Hence, by exploiting the approximation given by (1.44), we obtain the following equation:

$$
\sum_{i=1}^{m} \int_{\Omega} \phi_i \phi_j \frac{d\xi d\eta}{\Omega} \dot{c}_i(t) + \lambda_d \sum_{i=1}^{m} \int_{\Omega} \nabla^T \phi_i \nabla \phi_j \frac{d\xi d\eta}{\Omega} c_i(t)
$$

$$
+ \lambda_d \sum_{i=m+1}^{m} \int_{\Omega} \nabla^T \phi_i \nabla \phi_j \frac{d\xi d\eta}{\Omega} \psi_i = 0 \quad (1.48)
$$

for $j = 1, \ldots, m$. Let us observe that in (1.48) the boundary integral in (1.47) has been omitted, since it is equal to 0 due to the validity of the homogeneous Neumann condition on $\partial\Omega_N$ and to the fact that, by construction, the basis functions $\phi_j, j = 1, \ldots, m$, are vanishing on $\partial\Omega_D$.

Now, by defining the state vector $x \equiv \text{col}(c_1, \ldots, c_m)$ and the vector of boundary conditions with $\gamma \equiv \text{col}(\psi_{m+1}, \ldots, \psi_{m+\phi})$, (1.48) can be written in the more compact form

$$
M \dot{x}(t) + Sx(t) + S_D \gamma = 0 \quad (1.49)
$$

where $S$ is the so-called stiffness matrix, $M$ the mass matrix, and $S_D$ captures the physical interconnections among the vertices affected by the boundary condition and the remaining nodes of the mesh. The expression of the matrices $S$, $M$ and $S_D$ can be directly derived by (1.48). Thus, if we apply for example the implicit Euler method, (1.49) can be discretized in time, obtaining the following linear discrete-time model

$$
x_{t+1} = Ax_t + Bu + w_t \quad (1.50)
$$

where

$$
A \equiv [1 + \delta t \ M^{-1}S]^{-1}
$$

$$
B \equiv [1 + \delta t \ M^{-1}S]^{-1} M^{-1} \delta t.
$$

$$
u \equiv -S_D \gamma
$$

Moreover, in (1.50) $\delta t$ is the time integration interval of the implicit Euler method, and $w_t$ is the process disturbance taking into account the space-time discretization errors. Let us notice that the linear system (1.50) has dimension $m$ equal to the number of vertices of the mesh, which do not lie on the boundary $\partial\Omega_D$, and it is
assumed to be monitored by a network of \( p \) threshold sensors. Each sensor, before threshold quantization is applied, directly measure the pointwise-in-time-and-space concentration of the contaminant in a point \((\xi_i, \eta_i)\) of the spatial domain \( \Omega \).

By exploiting (1.44), such a concentration can be written as a linear combination of the concentrations on the grid points in that

\[
c(\xi_i, \eta_i, t) \approx C^i x_t + D^i \gamma, \quad (1.51)
\]

where

\[
C^i \equiv [\phi_1(\xi_i, \eta_i), \ldots, \phi_n(\xi_i, \eta_i)], \quad (1.52)
\]

\[
D^i \equiv [\phi_{n+1}(\xi_i, \eta_i), \ldots, \phi_{n+\phi}(\xi_i, \eta_i)]. \quad (1.53)
\]

Hence the resulting output function takes the form

\[
z^i_t = C^i x_t + v^i_t, \quad i = 1, \ldots, p \quad (1.54)
\]

where the constant \( D^i \gamma \) can be subsumed into the threshold \( \tau_i \).

As example, let us consider the diffusion equation (1.43) with \( \lambda_d = 0.01 \text{ [m}^2/\text{s}] \). It has been discretized in 1695 triangular elements and 915 vertices, where the field of interest is defined over a bounded 2D spatial domain \( \Omega \), which covers an area of 7.44 [m\(^2\)]. Moreover, we have chosen the fixed integration step length equal to \( \delta t = 1 \text{ [s]} \), \( \gamma = 30 \text{ [g/m}^2\text{]} \), \( x_0 = 0_n \text{ [g/m}^2\text{]} \) as initial condition of the field vector, and a non-homogeneous Dirichlet boundary condition on the bottom edge and no-flux condition (Neumann boundary condition) on the remaining portions of \( \partial \Omega \). As shown in Fig. 1.9, the domain \( \Omega \) has a L-shape. Traditionally, L-shaped domains have been used in boundary-value problems as a basic yet challenging problem, since the non-convex corner causes a singularity in the solution of the diffusion equation. The aforementioned setting defines the \textit{ground truth} simulator of the problem, which constitutes the basis to design the corresponding MH-MAP estimator. The latter, indeed, implements a coarser mesh (in this regard, see Fig. 1.9) of \( m_\phi = 97 \) vertices (\( m = 89 \)), and runs at a slower sample
rate (i.e. 0.1 [Hz]), so that the filter is affected also by model uncertainties. The initial condition of the estimated dynamic field is set to $x_0 = 5 \cdot 1_n \text{[g/m}^2\text{]}, the moving window has size $N = 5$, and the weight matrices in (1.27) are chosen as $P = 10^3 \cdot 1_n$ and $Q = 10^2 \cdot 1_n$. As for the binary measurements, we first corrupted the true concentrations (from the dynamical model of (1.50)) with a Gaussian noise with variance $r_i$, and, then, we applied a different threshold $\tau^i$ for each sensor $i$ of the network. Furthermore, in order to receive informative threshold measurements, the threshold $\tau^i$, $i = 1, ..., p$, are generated as uniformly distributed random numbers in the interval $[0, 0.05, 29.95]$, being $[0, 30]$ the range of nominal concentration values throughout each simulation. The duration of each simulation experiment is fixed to 1200 [s] (120 samples).

Fig. 1.10 shows the performance of the proposed MH-MAP state estimators implemented in MATLAB, in terms of the RMSE of the estimated concentration field. To obtain the RMSEs plotted in Fig. 1.10, the estimation error $e_{t,j}$ at time $t$ in the $j$–th simulation run has been averaged over 304 sampling points (evenly spread within $\Omega$) and the number of Monte Carlo realizations has been set to
Figure 1.10: RMSE of the concentration estimates from the MH-MAP state estimator as a function of time, for a random network of 5 threshold sensors.

\( \alpha = 100 \). It can be observed that the proposed estimators successfully estimate

the dynamic field, even with a small number of randomly deployed binary sensors. Furthermore, the effect of the measurement noise on the mean value of the RMSE can be seen in Fig. 1.11, in which it becomes apparent how for certain values of \( r^i \), including an observation noise with higher variance, the quality of the overall estimates can actually be improved. Such result numerically demonstrate the validity of the above stated noise-assisted paradigm in the recursive state
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estimation with threshold measurements.

1.3.3 Fast MH-MAP filter for large-scale problems

In order to achieve a good approximation of the original continuous field, a large number of basis function need to be used in the expansion (1.44). Hence, in general the FEM-based space discretization gives rise to a large-scale system possibly characterized by thousands of state variables, equal to the number of the vertexes of the mesh not lying on the boundary $\partial \Omega$ of the domain. This means that a direct application of the MH-MAP filter involves the solution, at each time instant, of a large-scale (albeit convex) optimization problem. Although today commercial optimization software can solve general convex programs of some thousands equations, the problem becomes intractable from a computational point of view when the number of variables (that is, the number of vertexes of the FE grid) is too large. Further, even when a solution to the large-scale optimization problem can be found the time required for finding it may not be compatible with real-time operations (recall that the MH-MAP filter requires that each optimization terminates within one sampling interval).

Here, we propose a more computationally efficient and fast version of the MH-MAP filter for the real-time estimation of a dynamic field that is based on the idea of decomposing the original large-scale problem into simpler subproblems by means of a two-stage estimation procedure. Such results are discussed in [21]. The proposed method allows to efficiently solve the problem of estimating the state (ideally infinite dimensional) of a spatially-distributed dynamical system just by using sensors with minimal information content, such as a binary sensor. The improved version of the aforementioned MH-MAP filter, which can be suitable for large-scale systems, will split the estimation problem into two main steps:

1. Estimation of the local concentration correspondence of each binary sensor by means of $p$ independent MH-MAP filters. The concentration estimates provided by each local MH-MAP filter allows to recast the threshold measurements into linear pseudo-measurements.
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(2) Field estimation over a mesh of finite elements defined over the (spatial) domain $\Omega$ on the basis of the linear pseudo-measurements provided by the local filters in step 1. For this purpose, any linear filtering technique suitable for large-scale systems can be used (see e.g. the finite-element Kalman filter as in [22]. In this step, field estimation is performed by minimizing a single quadratic MH cost function for linear systems.

This solution turns out to be more computationally efficient as compared to a direct application of the MH-MAP filter to the dynamical system in that: (i) the number of binary sensors spread over the domain $\Omega$ is typically much smaller than the number of vertexes (i.e. $p \ll n$); (ii) as will be clarified in the following, each local MH-MAP filter in step 1 involves the solution of a convex optimization problem with a reduced number of variables.

1.3.3.1 Step 1

Let us analyze in more detail step 1 of the fast MH-MAP filter. To this end, let us denote by $\sigma_i^t$ the value of the concentration in correspondence of sensor $i$ at the $t$-th sampling instant, i.e. $\sigma_i^t = c(\xi_i, \eta_i, t)$, and let $\sigma_{k,t}^i$ denote the value of the $k$-th time-derivative of such a concentration, i.e.

$$
\sigma_{k,t}^i \equiv \frac{\partial^k}{\partial s^k} c(\xi_i, \eta_i, t) \bigg|_{s=tT_s}.
$$

Under the hypothesis of a small enough sampling time, in correspondence of each binary sensor the dynamical evolution of the propagating field can be approximated by resorting to a truncated Taylor series expansion, so that

$$
\sigma_{t+1}^i \approx \sigma_t^i + \sum_{k=1}^{K} \frac{(T_s)^k}{k!} \sigma_{k,t}^i,
$$

Then, the local dynamics of the concentration in correspondence of sensor $i$ can be described by a linear dynamical system with state $\chi_t^i = [\sigma_t^i, \sigma_{1,t}^i, \ldots, \sigma_{K,t}^i]^T$ and state equation

$$
\chi_{t+1}^i = \tilde{A} \chi_t^i + w_t^i.
$$
where the matrix $\tilde{A}$ is obtained from (1.55) and $w_t^i$ is the disturbance acting on the local dynamics with zero mean and inverse covariance $\tilde{G}$. Notice that models like (1.57) are widely used in the construction of filters for estimating time-varying quantities whose dynamics is unknown or too complex to model (for instance, they are typically used in tracking of moving objects [16]). With this respect, a crucial assumption for the applicability of this kind of models is that the sampling interval be sufficiently smaller as compared to the time constants characterizing the variation of the quantities to be estimated. Hence, their application in the present context is justified by the fact that, in practice, (binary) concentration measurements can be taken at a high rate so that between two consecutive measurements only small variations can occur. In model (1.57), the simplest choice amounts to taking $K = 0$ and $w_t^i$ as a Gaussian white noise, which corresponds to approximating the concentration as nearly constant (notice that, in this case, we have $\tilde{A} = 1$). Instead, by taking $K = 1$, we obtain a nearly-constant derivative model with state transition matrix

$$
\tilde{A} = \begin{bmatrix} 1 & T_s \\ 0 & 1 \end{bmatrix}
$$

(1.58)

which is equivalent to the usual nearly constant velocity models for moving object tracking [16]. Clearly, each local model (1.57) is related to the $i$-th binary measurement via the measurement equation

$$
\begin{align*}
\tilde{z}_t^i &= \tilde{C}_t^i \chi_t^i + v_t^i \\
\tilde{y}_t^i &= h_t^i (\tilde{z}_t^i)
\end{align*}
$$

(1.59)

where

$$
\tilde{C} \equiv [1, 0, \cdots, 0].
$$

(1.60)
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Then, for each sensor $i$, at each time instant $t$ the minimization of the following MH-MAP cost function is addressed

$$
\tilde{J}_i^t(X_{i,t-N} : t) = \|\chi_{i,t-N} - \overline{\chi}_{i,t-N}\|_\Phi^2 + \sum_{k=t-N}^{t} \|\chi_{k+1} - \tilde{A}\chi_k\|_Q^2 - \sum_{k=t-N}^{t} \left[ y_k^i \ln F^i \left( \tau^i - \tilde{C}\chi_k \right) + (1 - y_k^i) \ln \Phi^i \left( \tau^i - \tilde{C}\chi_k \right) \right],
$$

(1.61)

where $\chi_{i,t-N} \equiv \text{col} (\chi_k^i)_{t-N}$ and $\overline{\chi}_{i,t-N}$ is the estimate of the local state at time $t - N$ computed at the previous iteration. In conclusion, at any time instant $t = N, N + 1, \ldots$, for any binary sensor $i$ the following problem has to be solved.

**Problem step 1:** Given the prediction $\overline{\chi}_{i,t-N}$ and the measurement sequence $\{y_{t-N}^i, \ldots, y_t^i\}$, find the optimal estimates $\hat{\chi}_{i,t-N|t}, \ldots, \hat{\chi}_{i,t|t}$ that minimize the cost function $\tilde{J}_i^t(X_{i,t-N|t})$.

As before, the propagation of the estimation problem from time $t - 1$ to time $t$ is ensured by choosing $\chi_{i,t-N} = \hat{\chi}_{i,t-N|t-1}$. The number of variables involved in each of such optimization problems is $(K + 1)(N + 1)$ and, in view of (1.57) and (1.59), the cost function $\tilde{J}_i^t$ is convex according to Proposition 1.3. Hence, basically, step 1 amounts to solving $p$ convex optimization problems of low/moderate size.

**1.3.3.2 Step 2**

In step 2, the concentration estimates $\hat{\sigma}_{k|t}^i$, $k = t - N, \ldots, t$, obtained by solving Problem of step 1 in correspondence of any binary sensor $i$, are used as linear pseudo-measurements in order to estimate the whole concentration field over the spatial domain $\Omega$. By resorting again to the FE approximation, the vector of coefficients $x_t$ can be estimated, for example, by minimizing a quadratic
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MH cost function of the form:

\[
\mathcal{J}_t(X_{t-N:t}) = \|x_{t-N} - \tilde{x}_{t-N}\|_Q^2 + \sum_{k=t-N}^{t} \|x_{k+1} - Ax_k - Bu\|_Q^2 + \sum_{k=t-N}^{t} \sum_{i=1}^{p} \|\hat{\sigma}_{k|t}^i - C^i x_k - D^i \gamma\|_{\Xi_i}^2,
\]  

where the quantities \(A, B, \gamma, C^i, D^i\), for \(i = 1, \ldots, p\), are obtained by means of the FE method as in Section 1.3.2. Notice that each term weighted by the positive definite matrix \(\Xi_i\) penalizes the distance of the concentration \(C^i x_k + D^i \gamma\) estimated through the FE approximation from the concentration \(\hat{\sigma}_{k|t}^i\) estimated in step 1 on the basis of the binary measurements. The prediction \(\tilde{x}_{t-N}\) is computed in a recursive way as previously shown. In conclusion, at any time instant \(t = N, N+1, \ldots\), after the application of step 1 the following problem has to be addressed.

**Problem step 2:** Given the prediction \(\tilde{x}_{t-N}\) and the optimal estimates \(\{\hat{\sigma}_{t-N|t}, \ldots, \hat{\sigma}_{t|t}\}\), \(i = 1, \ldots, p\) obtained by solving Problem of step 1, find the optimal estimates \(\hat{x}_{t-N|t}, \ldots, \hat{x}_{t|t}\) that minimize the cost function \(\mathcal{J}_t(X_{t-N:t})\).

The above estimation problem admits a closed-form solution since the cost function (1.62) depends quadratically on the states \(\{x_{t-N|t}, \ldots, x_{t|t}\}\). Hence, the computational efforts needed to perform step 2 of the fast MH-MAP filter turns out to be limited, so that the overall algorithm is computationally efficient as compared to a direct application of the MH-MAP filter to the large-scale system arising from the FE discretization. Numerical investigations of the effectiveness of the proposed Fast MH-MAP estimator can be found in [21].

1.4 Noise-assisted estimation

The noise-assisted paradigm relies on the idea that we can extract a greater amount of information from the knowledge of the measurement noise, which un-
avoidably affects each binary sensor. The measurement noise, indeed, shifts (of a certain amount) the analog measurements between the system outputs and the threshold of the binary sensors, leading in this way to a sufficiently large number of additional switching instants. The increased information content given by a greater number of switching instants can be exploited for estimation purposes only by using a probabilistic approach, whose aim is to find the optimal estimates by solving a Maximum A Posteriori (MAP) estimation problem. Such information is contained in the likelihood function of the binary measurements, which is evaluated at each time instant of the sliding window $W_t$. The MAP estimation problem, then, relies on defining a stochastic cost function, which is proportional to the corresponding log-likelihood function. Let us observe, moreover, that additional information contributions from the measurements can be extracted also by virtual/fictitious switching instants, which are first obtained by propagating the state estimates at the previous step of the procedure by using the model of the system and, then, compared with the predictions given by the measurement equation within the estimation sliding window. Clearly, the moving horizon approximation is crucial to design a viable recursive procedure to state estimation with binary sensors, allowing us both to reduce the computational complexity of the problem and to derive stability results.

Let us observe that the latter considerations lose of significance if the measurement devices are linear. A linear sensor, indeed, provides the maximum amount of information when the measurement noise is absent, returning in such case the best estimates. However, when the sensors are characterized by a prominent nonlinear characteristic (as e.g. for a binary sensor), the aforementioned probabilistic approach can ensure to obtain good performance in noisy environments.

Towards noise-assisted quantum estimation

The probabilistic approach to state estimation with binary sensors is very promising if applied to quantum mechanics, mainly for two reasons.

- We could be able to derive a generalized expression of the Heisenberg’s
uncertainty principle when one or more measurement devices are taken into account and an algorithm (or in general a software) is integrated to them, with the capabilities to process the information coming from the devices and provide improved accuracy (super-resolution) for quantum state estimation [168].

• We could design and realize reliable estimation schemes based on the noise-assisted estimation paradigm introduced in this chapter.

Hence, to conclude the chapter we will introduce a motivational example to convince the reader about a possibly successful application of the MH-MAP estimator to quantum systems. To this end, let us start from the well-known double-slit experiment, that has demonstrated the fundamentally probabilistic nature of quantum mechanical phenomena, by showing that light and matter can exhibit features both of waves and particles [60].

A pictorial representation of the double-slit experiment is shown in Fig. 1.12, where \( S \) denotes a source of electrons, with the same energy and the same probability to impinge on the screen \( A \), after coming out in all the space directions. Such screen has two holes, 1 and 2, through which the electrons may pass. More-
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Figure 1.12: Pictorial representation of the double-slit experiment, proving the wave-particle duality. From a laser source, one electron at a time reaches the screen \( B \), by first passing through the holes 1 and 2 of the screen \( A \). On the screen \( B \) we observe an interference pattern, which is given by dark and light regions representing the constructive and destructive interference fringes of system with a wave behaviour.
over, behind the screen $A$ a second screen $B$ is present. In correspondence of $B$, we place a set of $p$ photo-detectors, each at various distance $d_i$, with $i = 1, \ldots, p$, from the center of the screen [57]. The reconstruction of the interference patterns along the screen $B$ is provided by the photo-detectors, which measure the presence or the absence of an electron at the distance $d_i$ at the time instant $t$. In case both the holes are open, the standard intensity profile $I \propto p(d_i)$, representing the wave interference pattern, is recovered. $I$ is the intensity of a wave, which is arriving at the screen $B$ (at distance $d_i$ from the center) by starting from $S$, while $p(d_i)$ is the probability to find an electron at such a distance. In particular, the images (a)-(d) in Fig. 1.13 from [219] by Tonomura et.al. show the interference patterns with 100, 3000, 20000 and 70000 electrons, whose mean velocity is approximately equal to $0.4c$, where $c$ is the speed of light.

Figure 1.13: Double-slit experiment by Tonomura et.al. [219], which was performed by collecting 100 (a), 3000 (b), 20000 (c) and 70000 (d) electrons on screen $B$.

A photo-detector is a binary measurement device. Indeed, by assuming that the power transferred by the laser source $S$ is very weak, each photo-detector records a pulse representing the arrival of an electron at a different time instant $t$, so that two or more photo-detectors cannot simultaneously respond for the arrival of a particle. The latter event can occur only if the source emits two
electrons within the resolving time of the detectors. However, the probability of such occurrence decreases exponentially by reducing the power of the laser source. As a result, each detector at position \( d_i \) records the passage of a single electron, which travels from \( S \) to \( d_i \), at different (random) times. In other words, the effective arrival of the electrons at the screen \( B \) is not continuous, but corresponds to a rain of particles. As a remark, let us observe that we are implicitly assuming that each measurement device (which can be also modeled as a single qubit in quantum computing or a cavity mode in quantum electrodynamics) is not altered by the process of measurement, so that the presence of the detector can only affect the energy difference with the measured system.

Now, to introduce the noise-assisted quantum estimation paradigm, we define by \( p_1(d_i) \) and \( p_2(d_i) \) the probabilities for the electron to arrive at the screen \( B \), respectively, through hole 1 and hole 2. Each of these probabilities can be found by measuring the change of the electron to arrive at \( d_i \) when only the corresponding hole is open. The probability \( p(d_i) \) strictly depends on \( p_1(d_i) \) and \( p_2(d_i) \): if both holes are open, then the change of arrival at the position \( d_i \) is not simply given by the sum of the probabilities \( p_1(d_i) \) and \( p_2(d_i) \). It has been observed, indeed, that \( p(d_i) \) is the absolute square of a phase term \( \phi(d_i) \) (a complex number), which is the arrival amplitude to reach the point \( d_i \). In other words

\[
p(d_i) \equiv |\phi(d_i)|^2, \quad \text{with} \quad \phi(d_i) = \phi_1(d_i) + \phi_2(d_i), \quad (1.63)
\]

where \( \phi_1(d_i) \) and \( \phi_2(d_i) \) are solutions of a wave equation, modeling the spread of an electron from \( S \) to the point \( d_i \) by passing through the holes 1 and 2, respectively. As a result, \( p_1(d_i) = |\phi_1(d_i)|^2 \) and \( p_2(d_i) = |\phi_2(d_i)|^2 \). However, this interference pattern can no longer be observed if one of the two holes is closed, or if one observer is present behind them. In such cases, the probability \( p(d_i) \) turns out to be classical, in the sense that it becomes equal to the sum of \( p_1(d_i) \) and \( p_2(d_i) \). Thus, the presence of an observer in correspondence of hole 1 or 2 radically changes the dynamics of the system. In this regard, it might be worth asking what is the best accuracy that can be achieved in detecting the presence of an observer behind one of the two holes by adopting a version of the MH-MAP
state estimator, which has been properly designed for the quantum mechanical framework. To this end, we first model the measurement equation, by observing that the binary measurements are statistically independent in each time interval (indeed the photo-detectors do not affect each other). Since the resolution of the photo-detector is chosen comparable with the intensity of the laser source, so that each sensor can record at most one electron in the time instants of the acquisition procedure, the outputs $y(d_i, t)$ of the photo-detectors are impulsive signals. The latter assume value 1 or 0 in correspondence of the discretized time instants $t_j = jT_s$ ($T_s$ is the sampling time, which in this case is directly proportional to the detector resolution), respectively, when an electron is detected or not detected.

If we consider again the sliding window $\mathcal{W}_t = \{t - N, t - N + 1, \ldots, t\}$ composed of $N$ samples, then the measurement equation will be the intensity profile $p(d_i)$, which is evaluated within $\mathcal{W}_t$:

$$p_{t-N:t}(d_i) = \frac{1}{N} \left( \sum_{j=0}^{N} y(d_i, t - N + j) \right).$$ (1.64)

Then, being each electron detected by only one photo-detector at any time instant $t$, the following constraint can be stated:

$$\sum_{i=1}^{P} y(d_i, t) = 1 \quad \forall t,$$ (1.65)

so that the probability conservation is ensured:

$$\sum_{i=1}^{P} p_{t-N:t}(d_i) = \frac{1}{N} \sum_{j=0}^{N} \sum_{i=1}^{P} y(d_i, t - N + j) = \frac{1}{N} \sum_{j=0}^{N} 1 = 1.$$

Instead, the measurement noise $v_i^t$ on the $i$–th photo-detector is modeled as a Bernoulli random variable, whose information content is encoded in the conditional probability $p(v_i^t|y_i^t)$, where $y_i^t$ is the measurement outcome at time instant $t$ as if the $i$–th photo-detector were ideal. Thus, if $y_i^t = 0$, then the measurement noise $v_i^t$ can assume the values 0 and 1, respectively, with probabilities $p_1$ and $1 - p_1$. Conversely, if $y_i^t = 1$, $v_i^t$ can be 0 or $-1$ with probabilities $p_2$ and $1 - p_2$. 
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More formally,

\[ \text{If } y_i^t = 1 \Rightarrow v_i^t = \begin{cases} 0, \text{ with prob. } = p_1 \\ -1, \text{ with prob. } = 1 - p_1 \end{cases} \]

and

\[ \text{if } y_i^t = 0 \Rightarrow v_i^t = \begin{cases} 0, \text{ with prob. } = p_2 \\ 1, \text{ with prob. } = 1 - p_2 \end{cases} \]

so that

\[ \sum_k p(v_{i,k}^t | y_i^t = y_{i,j}^t) = 1, \forall j, i \in \mathbb{N} \text{ and } \forall t \in \mathbb{R}, \]

where \( v_{i,k}^t \) and \( y_{i,j}^t \) are, respectively, the values that can be assumed by the random variables \( v_i^t \) and \( y_i^t \) at time \( t \). Finally, also the presence of the observer will be described by a piece-wise function, entering the dynamical behaviour of the whole system. In this respect, the double-slit experiment represents the natural benchmark to test the presence and the role of an external observer in quantum experimental setups, since any attempt to determine which slit an electron has passed through destroys its interference pattern on the arrival screen (screen \( B \) in Fig. 1.12).

To summarize, by knowing the dynamical model describing the dynamics of an electron from the laser source \( S \) to the screen \( B \), one could infer if an external observer is present in correspondence of the holes 1 or 2, i.e. if the probability profiles \( p_{t-N;}(d_i) \) are classical or quantum. Afterwards, by taking into account the contribution of noise over the photo-detector outcomes, one could estimate not only the presence of the observer, but also the quantum state of the electron (i.e. the expectation values of its position and momentum operators) around the two holes on the screen \( A \), by using the outcomes \( yes \) or \( no \) from the photo-detectors. We expect that, by applying a properly designed MH-MAP estimator, the estimation accuracy is largely improved.

As additional remarks, let us notice that placing a given number \( p \) of photodetectors along the screen \( B \) and, then, waiting for the arrival of an electron to
the screen $B$ corresponds, to all effects, to irregularly sample a portion of the quantum state of the system. Indeed, both the measurement noise and the dephasing (which randomizes the phase of the wave function of the system at any time instant $t$) contributes to make irregular the nominal sampling interval. Furthermore, it is worth noting that to define a noise-assisted estimation paradigm in the quantum mechanical context it is essential to assume that the measurements are not directly performed on the components of the system state that has to be inferred. In other words, the estimation scheme (exploiting a noise-assisted paradigm) has to be chosen among those schemes, which implement a Quantum Non-Demolition (QND) measurement \cite{17}. The latter is a special type of measurement, for which the uncertainty of the measured observable (given by the measurement process) does not increase with respect to the measured value after the subsequent evolution of the system. Also for this reason, a QND measurement is the most classical and least disturbing type of measurement in quantum mechanics. Accordingly, also the noise-assisted estimation paradigm requires both to perform indirect sequences of measurements and to propagate (over time) the estimates of the quantum state without losing information about the dynamical behaviour of the system. In this way, the accuracy of the estimation procedure shall be improved (from a purely probability point of view), by quantitatively using the information content of the measurement outcome, and a driven optical cavity Quantum Electro-Dynamics (QED) setup could be chosen as the most suitable apparatus to effectively achieve noise-assisted quantum estimation. Such a setup, already used e.g. in \cite{51} to probe energy transport dynamics in photosynthetic bio-molecules, is essentially given by a pump-probe scheme, in which the probe system is the cavity mode and the sample system, whose state has to be estimated, is confined inside an optical cavity. The energy injected into the system, instead, is provided by an external laser field (pump).

1.5 Conclusions and contributions

Summarizing, this chapter provides the following contributions:
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- Design of novel moving-horizon state estimators for discrete-time dynamical systems subject to binary (threshold) measurements using both a deterministic and a probabilistic approach.

- By adopting the deterministic approach, both a least-square and a piece-wise quadratic cost function to be minimized have been introduced, either including or not constraints (boundary conditions). By assuming also the presence of unknown but bounded noises affecting both the system and the measurement devices, stability results have been proved, showing that all proposed estimators, irrespectively of the cost being used and of the inclusion of constraints, guarantee an asymptotically bounded estimation error under suitable observability assumptions. Performance comparison and examples have demonstrated the effectiveness, in terms of both estimation accuracy and computational cost, of our approach, especially with respect to particle filtering. However, from a more practical point of view, it is worth noting that, depending on the system dynamics, the adoption of binary sensors with time-invariant thresholds may not be sufficient to always ensure uniform observability. Thus, it can be required that one uses a greater number of sensors or to make each threshold oscillate within the range of variability of the sensed variable with a sufficiently high frequency. In this case, the optimal value for the frequency of oscillation of the sensors threshold is strictly dependent on the value of \( N \) (length of the observation window) and the eigenvalues of \( A \). Indeed, one can expect that less binary sensor detections are obtained when the eigenvalues of \( A \) are real (and not complex conjugate) or the input excitation is poor (given e.g. by pulse or step functions).

- Formulation of Moving Horizon (MH) Maximum A posteriori Probability (MAP) estimators to solve state estimation problems with binary sensors (probabilistic approach). It has been proved that, in case the dynamical system is linear and the threshold measurements are statistically independent, the optimization problem turns out to be convex, and, thus, solvable with
computationally efficient algorithms. By recasting the estimation problem in a Bayesian framework, each binary measurement is characterized by an information content for each time instant $t$, encoded in the likelihood functions $p(y_t|\mathbf{x}_t)$, which is able to distinguish in probability if a binary switching is due to noise or to the dynamical behaviour of the system. Moreover, the simulation results have exhibited the conjectured noise-assisted feature of the proposed estimator: starting from a null measurement noise, the estimation accuracy improves until the variance of the noise achieves an optimal value, beyond which the estimation performance deteriorates.

- By using the probabilistic approach and the *Finite Element (FE)* approximation, field estimation of spatially distributed system with noisy binary measurements has been addressed. The PDE, modeling a given propagating field, has been discretized and simulated with a mesh of finite elements over the spatial domain $\Omega$, and a network of pointwise-in-time-and-space threshold sensors has been introduced. Then, we have proposed also an improved version of the MH-MAP estimator, which can be adopted for large-scale systems.

- Introduction of a noise-assisted estimation paradigm for quantum dynamical systems.
Chapter 2

Noise-assisted quantum transport

In this chapter, we will address theoretical models for noise-assisted quantum transport, that have been confirmed and reproduced with an high degree of controllability by a scalable transport emulator based on optical fiber cavity networks, completely realized at the Consiglio Nazionale delle Ricerche (CNR) in Florence, Italy. The possibility to design a perfectly controllable experimental setup, whereby one can tune and optimize its dynamics parameters, is a challenging but very relevant task, so as to emulate the transmission of energy in light harvesting processes. Also disorder and dephasing noise can be finely tuned within the emulator until the energy transfer efficiency is maximized. In particular, we proved that the latter are effectively two control knobs allowing to change the constructive and destructive interference patterns to optimize the transport paths towards an exit site. ¹

Introduction

Transport phenomena, i.e. the transmission of energy through interacting systems, represent a very interdisciplinary topic with applications in many fields of science, such as physics, chemistry, and biology. In particular, the study and a full understanding of such mechanisms will allow to improve in experimental

¹The part of this chapter related to noise-assisted transport has been published as “Disorder and dephasing as control knobs for light transport in optical cavity networks” in Scientific Reports 6, 37791 (2016) ²²⁸.
and industrial setups the process of transferring classical and quantum information across complex networks, and to explain the high efficiency of the excitation transfer through a network of chromophores in photosynthetic systems \[153\]. Very recently theoretical and experimental studies, indeed, have shown that the remarkably high efficiency (almost 100\%) of the excitation energy transfer in photosynthetic systems seems to be the result of an intricate interplay between quantum coherence and noise \[47,55,74,109,137,154,166,179,187\]. In this regard, let us recall the concepts of quantum coherence and dephasing noise. Quantum coherence is a feature of each quantum system, and comes from their wave-like properties. As previously shown, particles such as electrons can behave as waves, which can interfere and originate peculiar patterns, given by sequences of bright and dark bands representing, respectively, constructive and destructive interference. Such wave-like behaviour, which is mathematically described by a wave function, is related to quantum coherence. Conversely, dephasing (or quantum decoherence) \[203\] is the mechanism which leads to the loss of coherence, and involves quantum systems that are not completely isolated, but still interacting with the environment. Then, the effects of the environment to the quantum system dynamics is to randomize the phase of its wave function.

Regarding energy transport phenomena, the presence of coherence between chromophores of the photosynthetic system leads to a very fast delocalization of the excitation, that can hence exploit several paths to the target site, named also as sink or reaction center. However, since the destructive interference among different pathways and energy gaps between sites of the complex are obstacles to the transmission of energy, this regime is not optimal by itself. Only the additional and unavoidable presence of disorder and noise, which is usually assumed to be deleterious for the transport properties, seems to positively affect the transmission efficiency \[46,47\]. This can be explained in terms of the

- inhibition of destructive interference;
- opening of additional pathways for excitation transfer.

This mechanism is known as **Noise-Assisted Transport (NAT)**, and it has
been recently observed in some physical platforms: all-optical cavity-based networks \cite{28, 229}, integrated photonic structures \cite{48}, and genetically engineered complexes \cite{169}. However, a deep analysis of the underlying contributions, such as interference, disorder and dephasing, and their interplay was still missing from the experimental point of view. In this regard, the possibility to experimentally realize simple test platforms being able to mimic transport on complex networks, reproducing NAT effects, could allow

- to clarify the role of disorder, interference and noise contributions in the transport behavior of natural (photosynthetic) complexes;

- to design feasible model of different complex networks, where the role of topology can be further investigated;

- to engineer new artificial molecular structures where all the aforementioned control knobs (e.g. disorder and interference patterns) are optimized to achieve some desired tasks, such as the maximization of the transferred energy or its temporary storage in some part of the network.

As shown also in chapter 1, the possibility to introduce and exploit a noise-assisted paradigm relies on our understanding of the complexity features of the system, as given in this case by the network topology. Thus, the introduction of a simple experimental setup has remarkable advantages with respect to real biological samples or expensive artificial systems, which are very difficult to manipulate both in their geometry and in the system parameters, being these aspects governed by specific bio-chemical laws.

In this chapter, we will argue the recently realized optical platform, entirely based on fiber-optic components, which has been designed to emulate the transmission of energy in light harvesting processes. In particular, we will show how an optimal combination of constructive and destructive interference with static disorder and dephasing noise can be successfully exploited as feasible control knobs to manipulate the transport behavior of coupled structures and optimize the transmission rate. It is worth noting that such a setup has provided the first experimental observation of the typical NAT predictions in the dependence of the
network transmission rate as a function of the amount of noise introduced into the system \[229\].

## 2.1 Theoretical model

In the proposed experimental setup, the coherent propagation of excitons in a \(N\)-site quantum network is simulated by the propagation of photons in a network of \(N\) coupled optical cavities. The dynamics of an optical cavity network can be described by the following Hamiltonian:

\[
H = \sum_i \hbar \omega_i a_i^\dagger a_i + \sum_{(i,j)} \hbar g_{ij} \left( a_i^\dagger a_j + a_i a_j^\dagger \right),
\]

where \(a_i\) and \(a_i^\dagger\) are the usual bosonic field operators \[188\], that annihilate and create an excitation (a photon in our case) in the \(i\)-th site of the network, \(\omega_i\) is the corresponding resonance frequency, and \(g_{ij}\) are the coupling constants between all the connected sites. The first term in (2.1) describes the energy structure of the system, while the second one is related to the hopping process among the network nodes. Hereafter, we will refer to the (random) energy level spacings of the network’s sites as static disorder and it will be obtained by tuning the frequencies \(\omega_i\) of the network sites. Conversely, the presence of dephasing noise, randomizing the photon phase during the dynamics, will be introduced in terms of dynamical disorder, i.e. time-dependent random variation of the site energies. The dephasing rate for the site \(i\) is denoted with \(\gamma_i\). To summarize:

- Static disorder \(\equiv\) time-independent random energy level spacings of the network’s sites.

- Dephasing noise \(\equiv\) time-dependent random variation of the site energies.

From a mathematical point of view, the effects of the presence of some dephasing noise on the quantum network dynamics is described by the so-called Lindblad
super-operator $\mathcal{L}_{\text{deph}}(\rho)$ [34], defined as

$$\mathcal{L}_{\text{deph}}(\rho) = \sum_i \gamma_i \left( -\{a_i^\dagger a_i, \rho\} + 2a_i^\dagger a_i \rho a_i^\dagger a_i \right),$$

(2.2)

where $\rho$ denotes the density matrix describing the state of the system. The super-operator $\mathcal{L}_{\text{deph}}$ models the interaction of a quantum system with its environment (described by an Hamiltonian term) under the validity of the Born and Markov approximations. The Born approximation relies on assuming between the system and the environment a weak coupling, which allow us to consider the contribution of the interaction on the behaviour of the system only up to the second order of the corresponding perturbative series as a function of the coupling term. The Markov approximation, instead, is based on the hypothesis that the environment has so many degrees of freedoms to consider negligible memory effects between the system and the environment itself. The evolution of the density matrix is given by the following differential Lindblad (Markovian) master equation:

$$\frac{d\rho}{dt} = -\frac{i}{\hbar} [H, \rho] + \mathcal{L}_{\text{deph}}(\rho) + \mathcal{L}_{\text{inj}}(\rho) + \mathcal{L}_{\text{det}}(\rho),$$

(2.3)

where $[\cdot, \cdot]$ is the commutator. In this regard, let us recall that in quantum mechanics the density matrix has been introduced to describe the state of a quantum system, which does not necessarily live in a coherent superposition state corresponding to the eigenstate of a physical (Hermitian) observable. Such state is also called mixed quantum state, and is defined as a statistical ensemble of pure states. In (2.3), the Lindbladian operators $\mathcal{L}_{\text{inj}}(\rho)$ and $\mathcal{L}_{\text{det}}(\rho)$ describe two distinct irreversible transfer processes, respectively, from the light source to the network (energy injection) and from the exit site to an external sink (energy detection). In particular, the injection process is modeled by a thermal bath of harmonic oscillators, whose temperature is expressed by the thermal average boson number $n_{\text{th}}$. In the Markov approximation, this process is described by
the following Lindbladian term:

\[ \mathcal{L}_{\text{inj}}(\rho) = n_{\text{th}} \frac{\Gamma_0}{2} \left( -\{a_0 a_0^{\dagger}, \rho\} + 2a_0^{\dagger}a_0 \rho + (n_{\text{th}} + 1) \frac{\Gamma_0}{2} \left( -\{a_0^{\dagger}a_0, \rho\} + 2a_0^{\dagger}a_0 \right) \right), \]

(2.4)

where \( a_0^{\dagger} \) is the bosonic creation operator for the network input site (denoted as site 0), and \( \{\cdot, \cdot\} \) defines the anticommutator. The photons leaving the network, instead, are detected by the sink, that is usually denoted as the output port of the network, modeling the reaction center of a photosynthetic biological system. Each light-harvesting complex, indeed, is composed by several chromophores that turn photons into excitations and lead them to the reaction center, where the first steps of conversion into a more available form of chemical energy occurs. This part is described by another Lindbladian super-operator, that is

\[ \mathcal{L}_{\text{det}}(\rho) = \Gamma_{\text{det}} \left( 2a_{\text{det}}^{\dagger}a_k \rho a_k^{\dagger}a_{\text{det}} - \{a_k^{\dagger}a_{\text{det}}^{\dagger}a_{\text{det}}a_k, \rho\} \right), \]

(2.5)

where \( a_{\text{det}}^{\dagger} \) refers to the effective photon creation in the detector with the subsequent absorption of excitations from the site \( k \), according to operator \( a_k \), with \( \Gamma_{\text{det}} \) being the rate at which the photons reach irreversibly the detector.

Furthermore, the transferred excitation energy, reaching the sink at time \( t \), is defined as

\[ E_{\text{tr}}(t) = 2\Gamma_{\text{det}} \int_0^t \text{Tr} \left[ \rho(\tau) a_k^{\dagger}a_k \right] d\tau, \]

(2.6)

where \( \text{Tr}[\cdot] \) is the trace operator, \( \Gamma_{\text{det}} \) denotes the rate at which the photons reach irreversibly the output detector, and \( a_k \) refers to the effective absorption of photons from the site \( k \) corresponding to the output site. To compare the theoretical results with the experimental data, where the light is continuously injected into the network (with rate \( \Gamma_0 \)) and absorbed from the detector, we need to define the network transmission as the steady-state rate for the photons in the detector, i.e.

\[ \lim_{t \to \infty} 2\Gamma_{\text{det}} \text{Tr} \left[ \rho(t) a_k^{\dagger}a_k \right]. \]

(2.7)

Let us point out that, if one repeats a single-photon experiment many times, one obtains the same statistics corresponding to an injected coherent state \([1]\), but
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this holds just because nonlinear processes are not present in our setup. Moreover, note that the model is able to take into account also the slight asymmetry that is present in the experimental setup by imposing different coupling rate in the two paths of the networks, i.e. $g_{01} \neq g_{02}$ and $g_{13} \neq g_{23}$. Such asymmetry is mainly caused by different loss rates in the two resonators.

In Fig. 2.1 different time behaviours of the transferred energy are shown, for different initial conditions of global constructive (2.1a) and destructive (2.1b) interference and different values of dephasing and static disorder. The numerical results, which will be then compared with the experimental data from the setup, are obtained by implementing the master equation (2.3). To this aim, we have assumed that the network is initially empty, namely with no excitations inside, while a laser source continuously injects photons in the site 0 with a rate $\Gamma_0$. Moreover, in order to take into account the experimental imperfections, the non-vanishing coupling constants are set in the range $[0.2, 0.5]$. Indeed, by varying

![Figure 2.1: Time evolution of the excitation transferred energy. $E_{tr}$ vs time for constructive (a) and destructive (b) interference. In both figures, the curves refer to different values of $\gamma_2$ and $\omega_2$: $(\gamma_2, \omega_2) = [0, 0]$ and $(\gamma_2, \omega_2) = [0, 3]$ for solid and dash-dot lines, respectively, while $(\gamma_2, \omega_2) = [2, 0]$ and $(\gamma_2, \omega_2) = [2, 3]$ for dashed and dotted lines. Moreover, we set $\Gamma_{det} = \Gamma_0 = 0.5$. Notice that $E_{tr}$ is measured in terms of the number of transmitted photons, while the time is in the units of the inverse coupling rates. Inset: Exponential behaviour of the transferred energy in the transient time regime.](image-url)
such parameters, we observe a similar qualitative behaviour in agreement with
the experimental observations, as we simply expect from our abstract model. The
destructive interference, then, is simply obtained by introducing a phase in the
hopping strength $g_{01}$, i.e. changing its sign, while the cavity resonance frequen-
cies $\omega_i$ are all vanishing in the absence of static disorder that instead leads to
a variation of the frequency of site 2 within the range $[0,2]$. Similarly, the only
non-zero dephasing rate $\gamma_2$ for the cavity 2 (when dephasing is on) is chosen in the
range $[0,1]$. Since the photon injection is continuous in time, the energy in the
steady-state condition increases monotonically in time with an asymptotic linear
behavior whose slope is indeed the transmission rate. An exponential behaviour is
instead observed for the initial temporal regime, as shown in the inset of Fig. 2.1.
Then we find that, for constructive interference both disorder and dephasing in-
dividually reduce the transferred energy (no NAT). However, in presence of some
disorder inhibiting the path to constructive interference, dephasing slightly as-
sists the transport by opening additional pathways. This can be also intuitively
explained by the fact that the two cavities are not energetically on resonance
(because of the disorder) but the line broadening effect, induced by dephasing,
allows again the hopping between them. On the other side, destructive interfer-
ence leads to very small transferred energies since the two transmission paths over
the two cavities cancel each other (opposite phase). In this case, dephasing and
disorder can hinder such a perfect cancellation, thus partially restoring transport,
i.e. NAT behaviour.

2.1.1 Computational complexity

Here we evaluate the computational time for the single realization of the
numerical dynamical evolution of networks of increasing size (i.e., number of
sites/cavities $N$) with the model (2.2). As shown in Fig. 2.2, the computational
complexity increases exponentially with $N$. In other words, already adding a
few cavities to our model would take months to theoretically simulate the corre-
sponding dynamics for a given set of parameters, and the computation becomes
unfeasible if one wants to reconstruct the dynamical behaviour of the system
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Figure 2.2: Computational complexity increasing the network size. Computational time (in hours) as a function of the simulated network size (i.e. $N$ number of cavities) for a single realization of the system dynamical evolution, with only one choice of the system parameters. An exponential behaviour is observed (green dashed line), hence a scheme with more than ten sites/cavities (red dashed region in the inset) becomes very hard to be simulated by a powerful workstation, corresponding on average to at least one month of simulation. Our experimental setup corresponds to the case of four cavities (blue dashed region), but can be easily extended to more cavities.

where thousands of simulations are needed to take into account dynamical disorder, dephasing, etc. In particular, the critical number of sites above which it becomes very hard to reproduce the theoretical data is around 8 (corresponding to around six months of simulations for one thousand realizations) – see again Fig. 2.2. Let us notice that, while the experimental scheme has been realized with coherent states of light that in principle allow its classical simulation time to scale polynomially with the number of optical elements, if one instead considered a full quantum regime (for example, with several single-photon walkers), the computation complexity would have indeed scaled exponentially, as observed
above. On the other hand, the experimental complexity is not so affected by the network size and, at most, linearly increases in terms of both the cost of the optical components (cavities, beam-splitters, etc.) and the practical realization and observation time of the stationary behavior of the optical system. However, even if the increase of the network size is not a significant limit for the present setup employing a classical coherent source, the same would not be true when operating in a quantum regime, with one or multiple single-photon sources and coincidence detection. In such a case, the increased losses in a larger network (mainly due to the presence of several FBG resonators) could substantially reduce the efficiency of the setup and imply much larger acquisition times.

2.2 Experimental setup

2.2.1 Network of fiber-optic resonators

The realized experimental fiber-optic setup, which reproduces energy transport phenomena (including the NAT effect), is given by the 4-site network shown in the inset (a) of Fig. 2.3. The detailed scheme of the experimental apparatus, instead, is shown in Fig. 2.3. More schematically, the scheme is reproduced by the Mach-Zehnder setup of inset (b), which presents the following two main differences with respect to a standard Mach-Zehnder interferometer:

- The insertion of a FBG resonator in each path of the interferometer.
- The presence of two additional mirrors (M1 and M2) at the normally unused input and output port of the interferometer.

The resonators FBG1 and FBG2 represent the sites 1 and 2 with variable local excitation energy $\omega_1$ and $\omega_2$, while the role of the other two sites 0 and 3 is played by two fiber optic couplers (C), which represent two sites with fixed local excitation energy resonant with the energy of the propagating excitation $\omega_S$ ($\omega_0 = \omega_3 = \omega_S$). The presence of the two additional mirrors M1 and M2 makes it possible to couple sites 1 and 2, since the light reflected by the resonators is partially re-
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Figure 2.3: Experimental design of the fiber-optic cavity network. Light is injected in the network by a continuous-wave diode laser, transmitted over coupled optical cavities, and then irreversibly absorbed by a detector measuring the transmission rate. O.I., Optical Isolator; M1 and M2, mirrors; P.C., polarization controller; C, 50x50 fiber coupler; C1 and C2, 90x10 fiber couplers; FBG1 and FBG2, Fiber Bragg Grating resonators; PZT piezoelectric transducer; D1, D2 and D3, detectors. The PZT can be driven to introduce a difference between the resonance frequencies of FBG1 and FBG2, which can be either constant in time ($V_0$) or variable ($V(t)$), in order to insert disorder and/or dephasing into the network. Inset (a): scheme of the 4-site network mimicked by the optical setup. Inset (b): simplified scheme of our optical platform.

inserted into the network by M1, while transmitted light is partially recycled by M2.

The setup is entirely based on single-mode fiber-optic components at telecom wavelength (1550 nm). The choice of fiber components presents the following advantages:

- It completely removes issues related to matching the transverse spatial mode of the fields and considerably simplifies the alignment of sources, cavities, and detectors, thus allowing one to easily adjust the network size and topology.

- Working at telecom wavelengths guarantees low optical losses and a low cost of the fiber components.

These two advantages are essential to achieve the scalability of the apparatus.
The FBG resonators are characterized by a straightforward alignment and easy tunability by tiny deformations of the fiber section within the Bragg mirrors. Each resonator is inserted in a home-made mounting to isolate it from environmental noise and allowing the piece of fiber containing the cavity to be stressed and relaxed in a controlled way by the contact with a piezoelectric transducer (PZT). In such a way the length of each cavity and, consequently, its resonance frequency, can be finely tuned. The laser source injects light of frequency $\omega_S$ into one input port of the first (50:50) fiber coupler $C$. Light exiting the two cavities passes through two more polarization controllers before being coupled by a second (50:50) fiber coupler $C$. Finally, one of the interferometer outputs is measured by detector $D_3$.

All the parameters characterizing the network and that are described in the following sections are expressed in terms of the cavity detuning parameter $\Delta x$, which is defined as

$$\Delta x \equiv \omega_2 - \omega_1.$$  \hspace{1cm} (2.8)

Thus, the cavity detuning parameter is equal to the difference between the resonance frequencies of the two cavities (in units of their linewidth). Finally, two additional fiber couplers (C1 and C2) are used to split a small portion (about 10%) of the light in each interferometer arm in order to measure the transmission peaks of each single cavity before interference. The transmission signals are measured by detectors $D_1$ and $D_2$ while scanning the laser frequency $\omega_S$ over an interval including a single longitudinal mode of both cavities; from the difference between the frequency positions of the two peaks it is possible to infer $\Delta x$.

### 2.2.2 Network parameters

The network configuration is completely described by the following 3 characteristics:

- The initial conditions related to global interference.
- Static disorder.
• Dephasing or dynamical disorder.

All these features are defined in terms of the cavity detuning parameter $\Delta x$. Let us observe that changes in the global interference of the network and in the values assumed by dephasing and static disorder will involve radical variations in the dynamical behaviour of the whole system. In this regard, the implemented network of fiber-optic resonators is one of the first experimental setups in which we can observe and reproduce the beneficial effects in controlling some parameters, that are defined by stochastic processes. Moreover, since the aforementioned model well fits the experimental data from the network transmission, future investigations about the definition of optimized routines of stochastic variables for control tasks are desirable.

**Initial Conditions for Interference.** The interferometric apparatus involves no active stabilization. Consequently, the system is intrinsically unstable and the network response will be time dependent (on the time scale of the order of hundreds of ms). This intrinsic instability can be used to establish different initial conditions of global interference for our network. The system throughput when the two cavities are resonant ($\Delta x = 0$) and without any kind of noise will vary between a minimum and a maximum value in correspondence of global destructive or constructive interference. The output signal measured by detector D3 in this case will thus set the initial conditions of global interference of the network.

**Disorder or Static Disorder.** A network is said to be disordered if the local excitation energies of different sites are unequal ($\omega_j \neq \omega_k$, with $j \neq k$), but constant in time. In the experimental setup, the static disorder of the network is quantified with the cavity detuning parameter $\Delta x$. The case of an ordered system is illustrated in Fig. 2.4a, where $\Delta x = 0$ and constant. The case of a disordered system with a static disorder $\Delta x = \Delta_0 \neq 0$ is shown in Fig. 2.4b. We assume that a system presents a medium level of disorder if $\Delta x \sim 1$, i.e. $(\omega_2 - \omega_1) \sim$ FWHM$_{\text{cav}}$, which is defined as the full-width at half-maximum linewidth of the cavity mode, while we have a high level of disorder if $\Delta x > 1$, i.e. $(\omega_2 - \omega_1) >$
Figure 2.4: Definition of Disorder and Dephasing. Transmission peaks of FBG1 (black line) and FBG2 (red line), measured respectively by detector D1 and detector D2 when the laser frequency $\omega_S$ is scanned over an interval including a single longitudinal mode of both cavities. a) Ordered system without dephasing: $\Delta x = 0$ and constant. b) System with static disorder $\Delta_0$: $\Delta x = \Delta_0$ and constant (no dephasing). c) System with disorder $\Delta_0$ and dephasing $\delta_0$: $\Delta x$ variable between $\Delta_0 - \delta_0/2$ and $\Delta_0 + \delta_0/2$.

FWHM$_{\text{cav}}$. Thus, to summarize:

- Ordered system $\rightarrow \Delta x = 0$ and constant.
- Medium level of disorder $\rightarrow \Delta x \sim 1 \rightarrow (\omega_2 - \omega_1) \sim \text{FWHM}_{\text{cav}}$.
- High level of disorder $\rightarrow \Delta x > 1 \rightarrow (\omega_2 - \omega_1) > \text{FWHM}_{\text{cav}}$.

**Dephasing or Dynamical Disorder.** - Dephasing or dynamical disorder introduces a random phase perturbation in one or more sites of the network, thus
resulting in temporal fluctuations of the corresponding resonance frequencies $\omega_j$’s around their stationary values. We can introduce it into our network by slightly changing the value of $\omega_2$ during measurement by means of the piezoelectric transducer. In such a way, $\Delta x$ is not time constant but can vary within an interval of $\pm \delta x/2$ around $\Delta x$. The amount of dephasing can be quantified by the amplitude $\delta x$ of this interval. The case of a network with disorder $\Delta_0$ and a dephasing $\delta_0$ is illustrated in Fig. 2.4c, where $\Delta x$ is variable in the interval $[\Delta_0 - \delta_0/2, \Delta_0 + \delta_0/2]$. We assume that a system presents a medium level of dephasing if $\delta x \sim 1$, and a high level of dephasing if $\delta x > 1$.

**Network Transmission.** Finally, the transmission of the network is defined as the output signal measured by detector D3 in correspondence of the transmission peak of cavity 1 ($\omega = \omega_1$). Technical details about the acquisition procedure can be found in [228]. Then, the value of the transmission is normalized to the measured value of the output signal in conditions of constructive interference, without disorder and without dephasing, i.e. for $\Delta x = \delta x = 0$.

### 2.3 Experimental results

The network transmission has been investigated for different initial conditions of global constructive or destructive interference, as a function of both disorder and dephasing on the experimental 4-site network of fiber-optic resonators in Fig. 2.3. In particular, the noise effects on the amount of transferred energy will be shown from two points of view:

- We analyze the network transmission as a function of dephasing for different values of the disorder.

- Then, the network transmission is analyzed as a function of disorder for different values of the dephasing.

The experimental data are compared with the theoretical results obtained by the theoretical model, in order to demonstrate in a full range of cases how different
regimes of interference, static disorder and dephasing noise are effective control knobs to optimize energy transport processes in complex networks. Moreover, it is worth noting that in these results we are able also to show when NAT behaviours can be observed in the presence of different operating conditions. The agreement is reached in the common behaviours of the experimental data and theoretical results, so that all the different transport behaviours are well captured. Let us remind that our experimental fiber-optic setup has been designed as a simple, scalable and low-cost platform with not perfectly identical FBG resonators and significant losses within the network, even if relatively small. Furthermore, the effective Hamiltonian of the optical platform is hard to be quantified, for the energy and coupling values, and the experimental scheme has been realized with coherent states of light not in a fully quantum regime. Despite all these limitations, we achieved a sufficiently high level of control by tuning the global interference, static and dynamical disorder. As already expressed, in the model the static disorder is added by tuning the cavity frequency of site 2, \( \omega_2 \), while dephasing is given by \( \gamma_2 \). For both the experimental data and numerical results, the network transmission is normalized to the value of the output signal in the condition of constructive interference without disorder nor dephasing.

**Constructive Interference.**— We start by investigating the behavior of the network transmission for initial conditions of global constructive interference. In Fig. 2.5, the experimental and theoretical network transmission are shown as a function of dephasing for three different configurations of disorder. Without disorder (\( \Delta x = 0 \)), the only effect of dephasing is to reduce the transferred energy, i.e. no NAT is observed because the different pathways do already constructively interfere. However, if the system’s energy landscape presents some disorder (\( \Delta x > 0.4 \)), NAT effects can be detected and, in particular conditions of disorder, one finds the typical bell-shaped NAT behavior with an optimal value of dephasing that maximizes the network transmission. In other terms, *dephasing enhances the transport efficiency if the additional presence of disorder inhibits the otherwise fast constructive-interference path*. A similar behavior is found for the
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Figure 2.5: Role of dephasing for constructive interference. Experimental network transmission (black circles) vs dephasing $\delta x$, and numerical evaluation of the network transmission (blue stars) vs $\gamma_2$, for an initial condition of constructive interference and for different values of disorder: no disorder ($\Delta x = 0$, and $\omega_2 = 0$, top figure), medium disorder ($\Delta x = 0.7$, and $\omega_2 = 1$, medium figure), and large disorder ($\Delta x = 2$, and $\omega_2 = 2$, bottom figure).

Theoretical model for parameters compatible with the experimental ones, though it should be noted a discrepancy for small values of dephasing. The latter is due to the difficult experimental feasibility of perfect constructive interference, which is also hard to properly quantify in the model. Similar reasonings hold for destructive interference.

In Fig. 2.6 the network transmission is shown as a function of disorder for two
different dephasing configurations. Here, as expected, we find that disorder has a generally negative impact on the transport performance since it always leads to the suppression of the initial constructive interference. However, while a little bit of disorder quickly deteriorates transport in the case without dephasing, the presence of some dephasing noise that broadens the resonances has the effect of making the system more robust against static disorder, with an evidently smoother decay in both the theoretical and experimental cases.

**Destructive Interference.**—Repeating the analysis above for the case of ini-
tial destructive interference, it turns out that both dephasing and disorder independently assist transport, i.e. NAT behavior, since they reduce the amount of interference that prevents the transmission of energy – see Fig. 2.7. When the network is in a regime of high-disorder, again the typical bell-like NAT shape is recovered. However, if a lower amount of disorder is included, the additional contribution of dephasing does not further improve the network transmission that

![Figure 2.7: Role of dephasing for destructive interference. Experimental network transmission (black circles) vs dephasing $\delta x$, and numerical evaluation of the network transmission (blue stars) vs $\gamma$, for an initial condition of destructive interference and for different values of disorder: no disorder ($\Delta x = 0$, and $\omega_2 = 0$, top figure), medium disorder ($\Delta x = 0.7$, and $\omega_2 = 1$, medium figure), and large disorder ($\Delta x = 2$, and $\omega_2 = 2$, bottom figure).](image-url)
Figure 2.8: Role of disorder for destructive interference. Experimental network transmission (black circles) vs disorder $\Delta x$, and numerical evaluation of the network transmission (blue stars) vs $\omega_2$, for an initial condition of destructive interference and for different values of dephasing: no dephasing ($\delta x = 0$, and $\gamma_2 = 0$, top figure), and large dephasing ($\delta x = 1.83$, and $\gamma_2 = 1.8$, bottom figure).

Instead shows a minimum value for a dephasing value of $\delta x \approx 2.2$.

Finally, in Fig. 2.8 we show the role of disorder in enhancing the transmission rate with its peak moving to higher value of disorder for increasing dephasing values.

### 2.4 Observing and reproducing NAT

Noise is an unavoidable feature of any system, be it physical or cyber. As it is usually known, the presence of noise usually leads to the deterioration of performance in fundamental and well-defined processes such as information processing,
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sensing and transport. However, noise-assisted transport phenomena occur in several physical systems, where noise can open additional transport pathways and suppress the ineffective slow ones. In the last years, indeed, this scheme has been applied to better understand energy transport in photosynthetic light-harvesting complexes, where dephasing noise remarkably enhances the transmission of an electronic excitation from the antenna complex to the reaction center in which such energy is further processed [47]. The basic underlying mechanisms of such a behavior are mainly due to line-broadening effects and the suppression of destructive interference, so that the interplay of quantum coherence and noise is responsible for the observed very high transport efficiency. However, while several theoretical studies have been performed, it is very challenging to actually test these ideas either in the real photosynthetic pigment-protein complexes or in artificial ones, since their structure and dynamical properties cannot be controlled or even indirectly measured [51,53] with the required resolution. Moreover, these samples are usually quite expensive or difficult to synthesize. For these reasons, it is very convenient to reproduce such transport phenomena in a controlled system where one can tune the parameters and measure the corresponding dynamical behaviors, while also playing with the underlying network geometry. This will allow to better understand the underlying physical phenomena and to start engineering new molecular/nano-structures for more efficient and feasible technological applications.

In this regard, the experimental setup, that has been previously described, is a simple and scalable test optical platform with optimized accessible noise features for energy transport. Although the experiment could be fully described by classical optics, the role of the quantum coherence in energy transport processes, as observed for photosynthetic systems, can be mimicked by the propagation of photons in correspondence of different global interference conditions. In such a interferometric apparatus, the effective controllability of parameters is reached by exploiting the intrinsic instability of the setup, where no phase locking is used for the stabilization of the system. Hence, this setup not only allows to observe the NAT peak in the network transmission as a function of the amount of noise
in the system dynamics, but, more importantly, can be exploited to monitor and control different noise sources for quantum transport dynamics with specific types of global interference. Overall, we observed that:

- When constructive interference provides a very fast path to the exit site, dephasing has a detrimental effect and reduces the amount of transferred energy.

- If some disorder is present in the system energy levels, thus blocking the constructive interference path, dephasing represents a recovery tool to achieve again higher transport efficiency, thanks to NAT effects.

- In the presence of destructive interference, both dephasing and disorder are able to speed up the energy transport, whereby dephasing often provides a faster NAT mechanism.

In conclusion, the role of noise in increasing the transferred energy can be explained by considering how the pathways of energy transfer are modified: destroying the inefficient ones (given by the inhibition of destructive interference patterns in the network) or giving access to more efficient network hubs. It is worth noting that, by increasing the network size, the results presented in this chapter could be used also to observe even more complex transport behaviors, that can be very hardly simulated on a computer. Indeed, as shown also in this context, the network topology or connectivity plays a crucial role that deserves to be further studied in future investigations.

2.5 Conclusions and contributions

Summarizing, this chapter provides the following contributions:

- We have numerically and experimentally validated a class of theoretical models for noise-assisted quantum transport.

- A quite simple, scalable and controllable experimental setup of coupled cavities (only based on single-mode fiber optic components) have been in-
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introduced as transport emulator, in which the system noise parameters can be properly tuned to maximize the transfer efficiency. These optical setups, indeed, turned out to be capable to mimic the transport dynamics as in natural photosynthetic organisms, so that it could be a very promising platform to artificially design optimal nanoscale structures for novel, more efficient, clean energy technologies. In this regard, the use of single-mode telecom optical fiber components is an essential ingredient, as it dramatically reduces costs and losses, besides canceling all issues related to the alignment and spatial mode-matching procedures that should be faced when adding other cavities to the system or changing its topology.

- We experimentally investigated the optimal interplay between constructive and destructive interference, static disorder and dephasing to optimize the transport paths for excitons towards an exit site. In other words, disorder and dephasing can be exploited as control knobs to manipulate the transport performance of complex networks, as for example the optimization of the final transmission rate or the capability to temporarily store energy/information in the system. In this regard, the demonstration of noise-enabled information transfer phenomena [50, 68] has shown that an information transmission system exhibits optimal features when both static and dynamical disorder are tuned to specific values, so that the information transfer is considerably enhanced.

- As a final remark, it is worth noting that the numerical simulations have been performed by modeling each site of the network as a two-level quantum system, and, thus, all the presented results can be applied to real quantum networks, where the tensor product of sites grows exponentially with their number. In this setup, the quantum transport is favoured by the presence of noise sources on dynamical parameters. However, such property is valid on average by taking into account networks with different number of sites and topologies. In this way, the presence of noise cannot be seen as a control pulse in the system-theoretical sense. We believe that fur-
ther investigations are necessary to analytically derive the conditions for the controllability of the quantum network Hamiltonian under the presence of an external stochastic driving. Indeed, noise-assisted transport features impose system symmetries, which hamper the controllability of the system and build preferential pathways for excitons towards exit sites.
In this chapter, we will apply the LD theory \([220]\) to open quantum systems. In particular, we will base our procedure on the modeling of the local couplings between a quantum system and the environment as projection events given by the action of one (or more) measurement operators, along the lines of the formalism of quantum jump trajectories \([180]\). The latter, resulting from the dissipative influence of the environment, are intrinsically stochastic processes, since any interaction occurs at irregular time intervals without any a-priori predictability. The stochasticity of such a measurement sequence can also be introduced by experimental noise or a randomly fluctuating classical field coupled to the system. We will analytically show that, in the limit of a large number \(m\) of randomly distributed measurements, the distribution of the probability for the system to remain in the initial state assumes a large-deviation form, namely, a profile decaying exponentially in \(m\). This result has allowed to obtain analytical expressions also for the most probable and the average value of such probability. The former represents what an experimentalist will measure in a single typical implementation of the measurement sequence, while the latter is given by averaging the experimental outcomes over a large (ideally infinite) number of experimental runs. Hence, by tuning the probability distribution of the time intervals between consecutive measurements, one can effectively realize a specific value for the most probable
survival provability, thereby allowing to engineer novel optimal control protocols for the manipulation, e.g., of the atomic population related to a specific quantum state. Furthermore, the extension of these theoretical results to the application of multi-dimensional projection operators has made it possible to control also the amount of quantum coherence within an arbitrary Hilbert subspace. Thus, in conclusion, by characterizing the statistical space of configurations concerning the random variables, that enter into the system dynamics and describe the effects of the system-environment interactions, we are able to formulate a noise-assisted quantum control paradigm, which may require to be supported by quantum noise sensing techniques.

Introduction

The theory of Large Deviations (LD) studies the exponential decay of probabilities concerning observables of stochastic dynamical systems [66, 72, 220, 226]. In particular, by means of LD theory we can derive the scaling of such probabilities when the deviation of their results from the expected value is relevant. For the sake of clarity, let us consider for example the following question: Which is the probability that the single realization of the stochastic process \( \frac{1}{n} \sum_{i=1}^{n} X_i \) is greater than 3/4, given that \( X_1, \ldots, X_n \) are Bernoulli random variable with probability 1/3 to take the value 1? Clearly, the occurrence of such event is a large deviation with respect to the expected result of the process (that will be around 1/3), and its probability is exponentially small. LD theory has been largely used to identify and gather information on the occurrence of extreme or rare events, that arise from the realization of tail fluctuations (i.e. fluctuations with a low but relevant frequency of occurrence) in the system dynamics. Moreover, in LD theory the relationship between information theory and statistics is very close (see...
e.g. [56]), and its application to dynamical systems for monitoring and control purposes is desirable. In the last years an increasing interest has led to several studies of large deviations in both classical and quantum systems. In the latter case, the LD formalism has been discussed in the context of quantum gases [93], quantum spin systems [162], and quantum information theory [3] among others. Furthermore, an interesting recent application pursued in [94, 138] has invoked the LD theory to develop a thermodynamic formalism to study quantum jump trajectories [180] of open quantum systems [34].

In this chapter we will show how to use LD theory to derive the exponential decay of the probability distribution of the probability that an arbitrary quantum system, subject to repeated sequence of quantum measurements, is confined within a given portion of the corresponding Hilbert space.

### 3.1 LD theory and open quantum systems

Here, the results in [97] are discussed, and the interplay between the sequence of projective measurements and stochastic contributions from an external environment on a quantum system dynamics is analyzed by using LD theory.

In the extreme case of a frequent enough series of measurements projecting the system back to the initial state, its dynamical evolution gets completely frozen. As a consequence, the probability that the system remains in the initial state approaches unity in the limit of an infinite number of measurements. This effect is known as the quantum Zeno effect (QZE), that was first discussed in a seminal paper by Sudarshan and Misra in 1977 [151]. The QZE can be understood intuitively as resulting from the collapse of the wave function corresponding to the initial state of the system due to the process of measurement. Then, it was later explored experimentally in systems of ions [117], polarized photons [134], cold atoms [88], and dilute Bose-Einstein condensed gases [216]. In particular, in [117] it was observed the inhibition of induced transitions in an RF transition between two $^9Be^+$ ground-state hyperfine levels, while in [134], interaction-free measurements have been experimentally proved by using single photons in a Michelson
interferometer, being the presence of an absorbing object in one of the arms of an interferometer able to modify the interference of an incident photon, which is used as a probe. Thus, the photon and the object do not need to interact one with the other, and the presence of the object is revealed by a sequence of repeated measurements, which inhibit the coherent evolution of the photon. Finally, in [88] a system of cold sodium atoms trapped in a far-detuned standing wave of light is studied, and it has been observed that, depending on the frequency of the measurements, the decay features of the atoms are suppressed (Zeno effect) or enhanced (anti-Zeno effect) with respect to the unperturbed case. Moreover, in noisy quantum systems both the Zeno and anti-Zeno effects have been shown in [127][128], and, then, proposed for thermodynamical control of quantum systems [75] and quantum computation [172]. In recent times, Zeno phenomena have assumed particular relevance in applications owing to the possibility of quantum control, whereby specific quantum states (including entangled ones) may be protected from decoherence by means of projective measurements [125][144].

In its original formulation, QZE was defined over a sequence of repeated measurements at constant times, while only recently [208] considered the case of randomly spaced in time measurements, which takes the name of Stochastic Quantum Zeno Effect (SQZE). According to SQZE, the survival probability that the system remains in the projected state becomes itself a random variable, that takes on different values corresponding to different realizations of the measurement sequence. In this regard, one would expect that the expectation value of the survival probability, obtained by averaging the measurement sequence over a large (ideally infinite) number of realizations, leads to the result obtained for an evenly spaced sequence under some constraints (e.g. the mean time interval between consecutive measurements is finite). However, some interesting questions, of both theoretical and experimental relevance, naturally emerges:

- Is it possible to have realizations of the measurement sequence that give values of the survival probability significantly deviated from the mean?

- How typical/atypical are those realizations?
• Are there ways to quantify the probability measures of such realizations?

These questions assume particular importance in devising experimental protocols that on demand may slow down or speed up efficiently the transitions of a quantum system between its possible states.

In this chapter, by exploiting tools from probability theory, we propose a framework that allows an effective addressing of the questions posed above. In particular, we adapt the well-established theory of LD to quantify the dependence of the survival probability on the realization of the measurement sequence, in the case of independent and identically distributed (i.i.d.) time intervals between consecutive measurements. In doing this, our goal is twofold:

• Adapt and apply the LD theory to discuss the QZE by transferring tools and ideas from classical probability theory to the arena of quantum Zeno phenomena.

• Analytically predict the corresponding survival probability and exploit it for a new type of control based on the stochastic features of the applied measurements.

3.1.1 Sequences of repeated quantum measurements

Here, we will argue how to model sequences of repeated quantum measurements. In this respect, let us consider a quantum mechanical system described by a finite-dimensional Hilbert space $\mathcal{H}$, which may be taken to be a direct sum of $r$ orthogonal subspaces $\mathcal{H}^{(k)}$, i.e.

$$
\mathcal{H} = \bigoplus_{k=1}^{r} \mathcal{H}^{(k)}.
$$

To each subspace is assigned a projection operator $\Pi^{(k)}$, such that

$$
\Pi^{(k)} \mathcal{H} = \mathcal{H}^{(k)}.
$$
Then, we assume that the initial state of the quantum system is described by a density matrix $\rho_0$, which undergoes a unitary dynamics to evolve in time $t$ to $\exp(-iHt)\rho_0\exp(iHt)$, where $H$ denotes the system Hamiltonian and the reduced Planck’s constant $\hbar$ has been set to unity. Observe that usually $H$ commutes with the projectors $\Pi^{(k)}$.

In this model, starting with a $\rho_0$ that belongs to one of the subspaces, say subspace $\tilde{r} \in 1, 2, \ldots, r$, so that $\rho_0 = \Pi^{(\tilde{r})}\rho_0\Pi^{(\tilde{r})}$ and $\text{Tr}[\rho_0\Pi^{(\tilde{r})}] = 1$, we subject the system to an arbitrary but fixed number $m$ of consecutive measurements separated by time intervals $\tau_j > 0$, with $j = 1, \ldots, m$. During each interval $\tau_j$, the system follows a unitary evolution described by the Hamiltonian $H$, while the measurement corresponds to applying the projection operator $\Pi^{(\tilde{r})}$. We take the $\tau_j$’s to be independent and identically distributed (i.i.d.) random variables sampled from a given distribution $p(\tau)$, with the normalization $\int p(\tau)d\tau = 1$. Moreover, we assume that $p(\tau)$ has a finite mean, which is denoted by $\bar{\tau}$. For the sake of simplicity, in the following we will represent $\Pi^{(\tilde{r})}$ and $\mathcal{H}^{(\tilde{r})}$ by $\Pi$ and $\mathcal{H}_\Pi$, respectively. The (unnormalized) density matrix at the end of evolution for a total time

$$T \equiv \sum_{j=1}^{m} \tau_j,$$

(3.1)

corresponding to a given realization of the measurement sequence $\{\tau_j\} \equiv \{\tau_j; j = 1, 2, \ldots, m\}$, is given by

$$W_m(\{\tau_j\}) \equiv (\Pi U_m)\cdots(\Pi U_1)\rho_0(\Pi U_1)^\dagger\cdots(\Pi U_m)^\dagger = R_m(\{\tau_j\})\rho_0R_m^\dagger(\{\tau_j\}),$$

(3.2)

where we have defined

$$R_m(\{\tau_j\}) \equiv \prod_{j=1}^{m} \Pi U_j\Pi,$$

(3.3)

and $U_j \equiv \exp(-i\mathcal{H}\tau_j)$. Clearly, also $T$ is a random variable that depends on the realization of the sequence $\{\tau_j\}$. Let us observe that, to obtain (3.2), we have used the relations $\Pi^\dagger = \Pi$, $\rho_0 = \Pi\rho_0\Pi$ and $\Pi^2 = \Pi$, which are obtained by modeling the quantum measurement with a projection operator.
The survival probability, namely, the probability that the system belongs to the subspace $\mathcal{H}_\Pi$ at the end of the evolution, is given by

$$P(\{\tau_j\}) \equiv \text{Tr}[W_m(\{\tau_j\})] = \text{Tr}[R_m(\{\tau_j\}) \rho_0 R_m^\dagger(\{\tau_j\})],$$

(3.4)

while the final (normalized) density matrix is

$$\rho(\{\tau_j\}) = \frac{R_m(\{\tau_j\}) \rho_0 R_m^\dagger(\{\tau_j\})}{P(\{\tau_j\})}.$$  

(3.5)

Note that the survival probability $P(\{\tau_j\})$ depends on the system Hamiltonian $H$, the initial density matrix $\rho_0$ and also on the probability distribution $p(\tau)$.

### 3.1.2 Survival probability statistics

Now, we will provide a novel method from LD theory to derive the distribution of the survival probability $P(\{\tau_j\})$ with respect to different realizations of the sequence $\{\tau_j\}$. To this end, let us suppose that the system is initially in a pure state $|\psi_0\rangle$ belonging to $\mathcal{H}_\Pi$, so that $\rho_0 = |\psi_0\rangle\langle\psi_0|$, and that the projection operator is given by $\Pi \equiv |\psi_0\rangle\langle\psi_0|$. In this way, starting with a pure state, the system evolves according to the following repetitive sequence of events: unitary evolution for a random interval, followed by a measurement that projects the evolved state into the initial state. The survival probability $P(\{\tau_j\})$ is, then, evaluated by using (3.4) to get

$$P(\{\tau_j\}) = \prod_{j=1}^m q(\tau_j),$$

(3.6)

where the probability $q(\tau_j)$ is defined as

$$q(\tau_j) \equiv |\langle\psi_0|U_j|\psi_0\rangle|^2,$$

(3.7)

which takes on different values depending on the random numbers $\tau_j$. Note that, being a probability, possible values of $q(\tau)$ lie in the range $0 < q(\tau) \leq 1$. 
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Moreover, the distribution of \( q(\tau_j) \) is obtained as

\[
\text{Prob}(q(\tau_j)) = p(\tau_j) \left| \frac{d\tau_j}{dq(\tau_j)} \right|,
\]

(3.8)

where (3.7) gives

\[
\left| \frac{dq(\tau_j)}{d\tau_j} \right| = 2 |\langle \psi_0 | H U_j | \psi_0 \rangle|.
\]

(3.9)

Then, from (3.6) one derives the distribution of \( P \) as

\[
\text{Prob}(P) = \left[ \prod_{j=1}^{m} \int d\tau_j \ p(\tau_j) \right] \delta \left( \prod_{j=1}^{m} q(\tau_j) - P \right),
\]

(3.10)

where \( \delta(\cdot) \) is the Dirac-delta distribution. In particular, one may be interested in the average value of the survival probability, where the average corresponds to repeating a large number of times the protocol of \( m \) consecutive measurements interspersed with unitary dynamics for random intervals \( \tau_j \). One gets:

\[
\langle P \rangle = \prod_{j=1}^{m} \int d\tau_j \ p(\tau_j) q(\tau_j).
\]

(3.11)

In this regard, let us observe that here and in the following we will use angular brackets to denote averaging with respect to different realizations of the stochastic sequence under analysis. Additionally, let us note that writing \( q(\tau) \) as

\[
q(\tau) = 1 - \mu(\tau); \ 0 \leq \mu(\tau) < 1,
\]

(3.12)

we have

\[
\mu(\tau) = \sum_{k=1}^{\infty} \frac{(-i\tau)^k}{k!} \langle H^k \rangle^2,
\]

(3.13)

with

\[
\langle H^k \rangle \equiv \langle \psi_0 | H^k | \psi_0 \rangle; \ k = 0, 1, 2, \ldots
\]

(3.14)

In particular, considering \( \tau \ll 1 \), one has, to leading order in \( \tau^2 \), the result

\[
\mu(\tau) = \frac{\tau^2}{\tau^2_Z},
\]

(3.15)
where $\tau_Z$ is the so-called Zeno-time and is defined as

$$\tau_Z^{-2} \equiv \Delta^2 H, \quad \Delta^2 H \equiv \langle H^2 \rangle - \langle H \rangle^2. \quad (3.16)$$

Let us now employ the LD formalism to derive the statistics of the survival probability $P(\{\tau_j\})$ in the limit of $m \to \infty$. In this limit, (3.11) gives

$$\langle T \rangle = m \tau, \quad (3.17)$$

where we have used the fact that the $\tau_j$’s are i.i.d. random variables and $\tau$ is a finite number. Moreover, let us consider $p(\tau)$ to be a $d$-dimensional Bernoulli distribution, namely $\tau$ takes on $d$ possible discrete values $\tau^{(1)}, \tau^{(2)}, \ldots, \tau^{(d)}$ with corresponding probabilities $p^{(1)}, p^{(2)}, \ldots, p^{(d)}$, such that $\sum_{k=1}^d p^{(k)} = 1$. The average value of the survival probability is, then, obtained by using (3.11) as

$$\langle P \rangle = \exp \left( m \ln \sum_{k=1}^d p^{(k)} q(\tau^{(k)}) \right). \quad (3.18)$$

In order to introduce the LD formalism for the survival probability, consider the log-survival-probability

$$\mathcal{L}(\{\tau_j\}) \equiv \ln (P(\{\tau_j\})) = \sum_{k=1}^d n_k \ln q(\tau^{(k)}), \quad (3.19)$$

where $n_k$ is the number of times $\tau^{(k)}$ occurs in the sequence $\{\tau_j\}$. Noting that $\mathcal{L}(\{\tau_j\})$ is a sum of i.i.d. random variables, its probability distribution is given by

$$\text{Prob}(\mathcal{L}) = \sum_{\{n_k\}: \sum_k n_k = m} \frac{m!}{n_1! n_2! \ldots n_d!} (p^{(1)})^{n_1} \ldots (p^{(d)})^{n_d} \delta \left( \sum_k n_k \ln q(\tau^{(k)}) - \mathcal{L} \right)$$

$$= \frac{m!}{\hat{n}_1! \hat{n}_2! \ldots \hat{n}_d!} \prod_{k=1}^d (p^{(k)})^{\hat{n}_k}, \quad (3.20)$$

where, as indicated, the summation in the first equality is over all possible values
of \( n_1, n_2, \ldots, n_d \) subject to the constrain \( \sum_{k=1}^{d} n_{a} = m \). In the second equality, instead, \( \tilde{n}_k \)'s are such that
\[
\begin{aligned}
\sum_{k=1}^{d} \tilde{n}_k &= m, \\
\sum_{k=1}^{d} \tilde{n}_k \ln q(\tau(k)) &= \mathcal{L}.
\end{aligned}
\] (3.21)

Starting from (3.20) and considering the limit \( m \to \infty \), the following LD form for the probability distribution \( \text{Prob} \left( \frac{\mathcal{L}}{m} \right) \) can be derived (in this regard, see Appendix [3]) as
\[
\text{Prob} \left( \frac{\mathcal{L}}{m} \right) \approx \exp \left( -m I \left( \frac{\mathcal{L}}{m} \right) \right),
\] (3.22)
where the function \( I(\xi) \), also called rate function [220], is given by
\[
I(\xi) = \sum_{k=1}^{d} f(\tau(k)) \ln \left( \frac{f(\tau(k))}{p(k)} \right),
\] (3.23)
where
\[
\begin{aligned}
f(\tau(k)) &= \frac{\ln q(\tau(d)) - \xi}{(d - 1) \left[ \ln q(\tau(d)) - \ln q(\tau(k)) \right]}; \quad k = 1, \ldots, (d - 1), \\
f(\tau(d)) &= 1 - \sum_{k=1}^{d-1} f(\tau(k)).
\end{aligned}
\] (3.24)
The approximate symbol \( \approx \) in (3.22) stands for the fact that there are subdom-
inant \( m \)-dependent factors on the r.h.s. of the equation. An alternative form to (3.22), that involves an exact equality and can be considered as the equation defining the function \( I(\xi) \), is
\[
\lim_{m \to \infty} -\frac{1}{m} \text{Prob} \left( \frac{\mathcal{L}}{m} \right) = I \left( \frac{\mathcal{L}}{m} \right).
\] (3.25)

The rate function \( I(\xi) \) in (3.23) is the relative entropy or the Kullback-Leibler distance between the set of probabilities \( \{f(\tau(k))\} \) and the set \( \{p(k)\} \). It has the property to be positive and convex, with a single non-trivial minimum [36]. Equation (3.22) implies that the value at which the function \( I(\mathcal{L}/m) \) is minimized
corresponds to the most probable value $L^*$ of $L$ as $m \rightarrow \infty$. Using
\[
\frac{\partial I(L/m)}{\partial \ln q(\tau^{(k)})}\bigg|_{L=L^*} = 0; \quad k = 1, \ldots, d
\]
we get (see Appendix B)
\[
L^* = m \sum_{k=1}^{d} p^{(k)} \ln q(\tau^{(k)}). \tag{3.26}
\]

As for the distribution of the survival probability, one may obtain a LD form for it in the following way:
\[
\text{Prob}(P) = \int dL \text{Prob}(L) \delta(L - \ln P)
= \int d(L/m) \text{Prob}(L/m) \delta(L/m - \ln P)
\approx \int d(L/m) \exp (-m I(L/m)) \delta(L/m - \ln P)
\approx \exp \left( -m \min_{L:L=m \ln P} I(L/m) \right), \tag{3.27}
\]
where in the third step we have considered large $m$ and have used (3.22), while in the last step we have used the saddle point method to evaluate the integral. We, thus, obtain
\[
\lim_{m \rightarrow \infty} \frac{-\ln(\text{Prob}(P))}{m} = J(P), \tag{3.28}
\]
with
\[
J(P) \equiv \min_{L:L=m \ln P} I(L/m). \tag{3.29}
\]

The value at which $J(P)$ takes on its minimum value gives the most probable value of the survival probability in the limit $m \rightarrow \infty$, which may also be obtained by utilizing the relationship between $L$ and $P$; one gets
\[
P^* = \exp \left( m \sum_{k=1}^{d} p^{(k)} \ln q(\tau^{(k)}) \right), \tag{3.30}
\]
which may be compared with the average value in (3.18). In other words, while the average value $\langle P \rangle$ is determined by the logarithm of the averaged $q(\tau^{(k)})$, the
most probable value $P^*$ is given by the average performed on the logarithm of $q(\tau^{(k)})$. The latter is the so-called log-average or the geometric average of the quantity $q(\tau^{(k)})$ with respect to the $\tau$-distribution.

A straightforward generalization of (3.30) for a generic continuous $\tau$-distribution is

$$P^* = \exp \left( m \int d\tau p(\tau) \ln q(\tau) \right),$$

(3.31)

while that for the average reads as

$$\langle P \rangle = \exp \left( m \ln \int d\tau p(\tau) q(\tau) \right).$$

(3.32)

Using the so-called Jensen’s inequality, namely, $\langle \exp(\xi) \rangle \geq \exp(\langle \xi \rangle)$, it immediately follows that

$$\langle P \rangle \geq P^*,$$

(3.33)

with the equality holding only when no randomness in $\tau$ (that is, only a single value of $\tau$ exists) is considered. The difference between $P^*$ and $\langle P \rangle$ can be estimated in the following way in an experiment. If we perform a large number $m$ of projective measurements on our quantum system, then:

- The value of the survival probability to remain in the initial state that is measured in a single experiment will very likely be close to $P^*$, with deviations that decrease fast with increasing $m$.

- On the other hand, averaging the survival probability over a large (ideally infinite) number of experimental runs will yield $\langle P \rangle$.

All the derivations above were based on the assumption of a fixed number $m$ of measurements, so that the total time interval $T$ is a quantity fluctuating between different realizations of the measurement sequence. To obtain the LD formalism, we eventually let $m$ approach infinity, which in turn leads to an infinite $\langle T \rangle$. We now consider the situation where we keep the total time $T$ fixed, and let $m$ fluctuate between realizations of the measurement sequence. In this case,
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In contrast to (3.20), we have the following joint probability distribution:

\[
\text{Prob}(\mathcal{L}, \mathcal{T}) = \sum_m \sum_{n_k: \sum_k n_k = m} \frac{m!}{n_1! \ldots n_d!} \prod_{k=1}^d \left( p^{(k)} \right)^{n_k} \delta \left( \sum_{k=1}^d n_k \ln q(\tau^{(k)}) - \mathcal{L} \right) \times \delta \left( \sum_{k=1}^d n_k \tau^{(k)} - \mathcal{T} \right).
\]

We thus have to find the set of \( n_k \)'s, which we now refer to as \( \tilde{n}_k \)'s, such that the following conditions are satisfied:

\[
\begin{cases}
\sum_{k=1}^d \tilde{n}_k = m, \\
\sum_{k=1}^d \tilde{n}_k \ln q(\tau^{(k)}) = \mathcal{L}, \\
\sum_{k=1}^d \tilde{n}_k \tau^{(k)} = \mathcal{T}.
\end{cases}
\] (3.35)

The above equations have a unique solution only for \( d = 2 \), that is, when one has a Bernoulli distribution. In this case, the solutions satisfy

\[
\frac{\mathcal{T} - m \tau^{(2)}}{\tau^{(2)} - \tau^{(1)}} = \frac{\mathcal{L} - m \ln q(\tau^{(2)})}{\ln q(\tau^{(2)}) - \ln q(\tau^{(1)})},
\] (3.36)

which may be solved for \( m \), for given values of \( \mathcal{L} \) and \( \mathcal{T} \), and then used in (3.34) to determine \( \text{Prob}(\mathcal{L}, \mathcal{T}) \). In the limit \( m \to \infty \), provided the mean \( \tau \) of \( p(\tau) \) exists, (3.34) together with the law of large numbers gives:

\[
\mathcal{T} = m \tau.
\] (3.37)

In this case, for every \( d \), one obtains an LD form for \( \text{Prob}(\mathcal{L}, \mathcal{T}) \) (see Appendix B for the derivation):

\[
\text{Prob}(\mathcal{L}, \mathcal{T}) \approx \exp \left( - m I \left( \frac{\mathcal{L}}{m}, \frac{\mathcal{T}}{m} \right) \right).
\] (3.38)
where

\[
I (\xi, y) = \sum_{k=1}^{d} g(\tau^{(k)}) \ln \left( \frac{g(\tau^{(k)})}{p^{(k)}} \right),
\]

(3.39)

\[
g(\tau^{(k)}) = \frac{\tau^{(d)}(m \ln q(\tau^{(d)}) - \xi)}{(\ln q(\tau^{(d)}) - \xi)(\tau^{(d)} - \tau^{(k)}) + y(d - 1) \ln (q(\tau^{(d)})/q(\tau^{(k})))};
\]

\[k = 1, \ldots, (d - 1),\]

(3.40)

\[
g(\tau^{(d)}) = 1 - \sum_{k=1}^{d-1} g(\tau^{(k)}).
\]

(3.41)

The rate function \(3.39\) is related to the rate function \(3.23\) as follows:

\[
I(\mathcal{L}/m) = \min_{T/m: T = \langle T \rangle} I \left( \frac{\mathcal{L}}{m}, \frac{T}{m} \right),
\]

(3.42)

and, similarly to \(3.27\), one has

\[
\text{Prob}(\mathcal{P}, T) \approx \exp \left( -m J(\mathcal{P}, T/m) \right),
\]

(3.43)

where

\[
J(\mathcal{P}, T/m) \equiv \min_{\mathcal{L}: \mathcal{L} = m \ln \mathcal{P}} I(\mathcal{L}/m, T/m).
\]

(3.44)

Finally, as in \(3.31\), the most probable value of the survival probability for a continuous \(\tau\)-distribution is given by

\[
\mathcal{P}^\star(T) = \exp \left( m \int d\tau p(\tau) \ln g(\tau) \right).
\]

(3.45)

3.1.3 Quantum Zeno limit

Stochastic quantum Zeno effect has been previously introduced by applying on an arbitrary quantum system a sequence of projective measurements, which are randomly spaced in time. Therefore, to recover the exact quantum Zeno limit, we assume that the \(m\) projective measurements are at times equally separated by an amount \(\tau\), so that one has \(p(\tau) = \delta(\tau - \tau)\), and \(\langle T \rangle = T = m\tau\). As a
consequence, we obtain

\[ \mathcal{P}^* = \langle P \rangle = \mathcal{P}(\tau) \equiv \exp \left( m \ln q(\tau) \right) \equiv \exp \left( \frac{T}{\tau} \ln q(\tau) \right). \] (3.46)

QZE, then, is recovered in the limit \( \tau \to 0 \) with finite \( T \). Indeed, by using (3.12) and (3.15), one obtains

\[ \mathcal{P}(\tau) \approx \exp \left( -T \tau \Delta^2 H \right) \approx 1, \] (3.47)

provided that \( \Delta^2 H \) is finite, as it is the case for a finite-dimensional Hilbert space.

Let us, now, discuss QZE for a general \( p(\tau) \). Note that in this case it is natural in experiments to keep the number of measurements \( m \) fixed at a large value, with the total time \( T \) fluctuating between different sequences of measurements \( \{\tau_j\} \). From (3.31) and (3.32), with the use of (3.12), and the Taylor expansion of \( \log(1 + \xi) \) for \( \xi < 1 \), we get

\[ \mathcal{P}^* = \exp \left( -m \sum_{n=1}^{\infty} \frac{\langle \mu^n \rangle}{n} \right) \approx \exp \left( -m \langle \mu \rangle \right) \] (3.48)

and

\[ \langle P \rangle = \exp \left( -m \sum_{n=1}^{\infty} \frac{\langle \mu \rangle^n}{n} \right) \approx \exp \left( -m \langle \mu \rangle \right), \] (3.49)

where

\[ \langle \mu^k \rangle \equiv \int d\tau p(\tau) \mu^k(\tau); \ k = 1, 2, 3, \ldots \] (3.50)

From (3.48) and (3.49), it follows that in the limit of very frequent measurements so that \( m \to \infty \), provided that \( \langle \mu \rangle \approx 0 \), one recovers the QZE condition, i.e.

\[ \mathcal{P}^* = \langle P \rangle \approx 1. \] (3.51)

Thus, the condition to obtain QZE in the case of stochastic measurements is

\[ \langle \mu \rangle = \frac{\int d\tau p(\tau)\tau^2}{\tau^2_Z} \approx 0, \] (3.52)
which, considering that $\tau_Z$ is finite, reduces to the requirement
\[
\int d\tau p(\tau) \tau^2 \approx 0.
\] (3.53)

For instance, for a quite general probability distribution $p(\tau)$ with power-law tails, namely,
\[
p(\tau) \sim \left( \frac{\tau_0}{\tau} \right)^{1+\alpha},
\]

with $\alpha > 0$ and $\tau_0$ being a given time scale, QZE is achieved for $\tau_0 \ll 1$ and $\alpha > 2$, corresponding to a finite second moment of $p(\tau)$.

### 3.1.4 Illustrative example - Zeno-protected entangled states

Here, in order to test our analytical results, we numerically simulate the dynamical evolution of a generic $n$-level quantum system governed by the following Hamiltonian:
\[
H = \sum_{j=1}^{n} \omega_j |j\rangle \langle j| + \sum_{j=1}^{n-1} \Omega (|j\rangle \langle j+1| + |j+1\rangle \langle j|).
\] (3.54)

Here, $|j\rangle \equiv |0\ldots1\ldots0\rangle$, with 1 in the $j-$th place and 0 otherwise, denotes the state for the $j$-th level with $\omega_j$ the corresponding energy, while $\Omega$ is the coupling rate between nearest-neighbor levels. For simplicity, we take $n = 3$, $\Omega = 2\pi f$, with $f = 100$ kHz, and $\omega_j = 2\pi f_j$, with $f_1 = 30$ kHz, $f_2 = 20$ kHz and $f_3 = 10$ kHz. We choose the initial state $|\psi_0\rangle$ to be the following entangled (with respect to the bipartition 1|23) pure state
\[
|\psi_0\rangle \equiv \frac{1}{\sqrt{2}} (|100\rangle + |001\rangle).
\] (3.55)

Under these conditions, we obtain the survival probability $\mathcal{P}$ as a function of the number of measurements $m$ for a $d$-dimensional Bernoulli distribution for the $\tau_j$’s, with $d = 2, 3, 4$ – see Fig. 3.1. We find a perfect agreement between the numerical evaluation of (3.4) for a typical realization of the measurement sequence $\{\tau_j\}$ and the asymptotic most probable values obtained by using (3.30).
Figure 3.1: Survival probability $\mathcal{P}$ as a function of the number of measurements $m$ for a $d$-dimensional Bernoulli distribution for the $\tau_j$’s, with $d = 2, 3, 4$. Specifically, we have chosen for $d = 4$ the values $p^{(1)} = 0.3$, $p^{(2)} = 0.2$, $p^{(3)} = 0.05$, $p^{(4)} = 0.45$, and $\tau^{(1)} = \tau_0$, $\tau^{(2)} = 3\tau_0$, $\tau^{(3)} = 2\tau_0$, $\tau^{(4)} = 0.5\tau_0$, with $\tau_0 = 1$ ns. For $d = 3$, the values are $p^{(1)} = 0.3$, $p^{(2)} = 0.2$, $p^{(3)} = 0.5$, and $\tau^{(1)} = \tau_0$, $\tau^{(2)} = 3\tau_0$, $\tau^{(3)} = 2\tau_0$, while for $d = 2$, we have taken $p^{(1)} = 0.3$, $p^{(2)} = 0.7$, and $\tau^{(1)} = \tau_0$, $\tau^{(2)} = 3\tau_0$. Here, the points denote the values obtained by evaluating (3.4) numerically for a typical realization of the measurement sequence $\{\tau_j\}$, while the lines denote the asymptotic most probable values obtained by using (3.30).

Moreover, a comparison between these two quantities for $d = 2$, $m = 2000$, and 100 typical realizations of the measurement sequence is shown in Fig. 3.2.

Furthermore, to test our analytical predictions for a continuous $\tau$-distribution, we have considered the following distribution for the $\tau_j$’s, namely,

$$p(\tau) = \alpha \frac{\tau_0^{\alpha}}{\tau^{1+\alpha}},$$

with $\alpha > 0$ and $\tau \in [\tau_0, \infty)$. The corresponding survival probability shown in Fig. 3.3 further confirms our analytical predictions. Note that the decrease of
fluctuations around the most probable value with increasing $\alpha$ is consistent with the concomitant smaller fluctuations of $\tau$ around the average $\bar{\tau}$. In all the cases discussed here, we observe excellent agreement with our estimate of the most probable value based on the LD theory. Moreover, our analytical predictions are numerically confirmed also for any coherent superposition state $|\psi_0\rangle \equiv a_1|100\rangle + a_2|001\rangle$ with $|a_1|^2 + |a_2|^2 = 1$.

Finally, we want to address the following question. Does the presence of disorder in the sequence of measurement time intervals enhance the survival probability? To address it, we consider a $d$-dimensional Bernoulli $p(\tau)$ with $d = 2$, and a given fixed value of the average $\bar{\tau} = p^{(1)\tau^{(1)}} + p^{(2)\tau^{(2)}}$. Then, in the first scenario, we apply $m$ projective measurements at times equally spaced by the amount $\tau$, while in the second we sample this time interval from $p(\tau)$. As previously shown, the absence of randomness on the values of $\tau$ trivially leads to $P^* = \langle P \rangle$. In the
Figure 3.3: Survival probability $\mathcal{P}$ as a function of the number of measurements $m$ for the distribution $p(\tau) = \alpha \frac{\tau^\alpha}{\tau_0^{\alpha+1}}$, with $\alpha > 0$ and $\tau \in [\tau_0, \infty]$. Here, $\tau_0$ is a time scale set to 1 ns. Besides, we choose values of $\alpha$ such that $p(\tau)$ has a finite mean and a finite second moment, i.e. $\alpha > 2$. As in the preceding figures, the points denote the values obtained by evaluating numerically (3.4) for a typical realization of the measurement sequence $\{\tau_j\}$, while the lines denote the asymptotic most probable values obtained by using (3.31).

In the second scenario, the most probable value $\mathcal{P}^*$ is given by (3.30), from which

$$\mathcal{P}^* = \exp \left( m \left[ p^{(1)} \ln q(\tau^{(1)}) + (1 - p^{(1)}) \ln q(\tau^{(2)}) \right] \right), \quad (3.56)$$

with $\tau^{(2)} = \frac{\tau - p^{(1)} \tau^{(1)}}{p^{(2)}}$. Thus, the question arises as to whether for given fixed $\tau$ and $\tau^{(1)}$ a random sequence of measurement yields a larger value of the survival probability than the one obtained by performing equally spaced measurements. For the Hamiltonian (3.54) and the initial state (3.55), we show in Fig. 3.4 the behavior of $\mathcal{P}^*$ as a function of $p^{(1)}$ at fixed values of $\tau = 2.4 \tau_0$ and $\tau^{(1)} = \tau_0$, with $\tau_0 = 10 \mu$s. A comparison with $\mathcal{P}(\tau)$ shows that while in the Zeno limit, such a disorder is deleterious, there are instances where random measurements
are beneficial in enhancing the survival probability. Moreover, as shown in Fig. 6 in Ref. [97], an effective survival probability enhancement is reached in every dynamical evolution regime (except that in the Zeno limit) also in the behaviour of the ratio $P^*/P(\tau)$ as a function of $P(\tau^{(1)})$ at fixed values of $p^{(1)} = 0.99$, $m = 100$ and $\tau = 2.4\tau_0$, with $\tau^{(1)} \in [1, 250] \text{ ns}$. Interestingly enough, these regimes might be particularly relevant from the experimental side when the ideal Zeno condition is only partially achieved.

### 3.2 Experimental realization with BECs

In this section, an experimental demonstration of the theoretical results in [97], which have been previously introduced, is shown [98]. The experimental platform is given by a Bose-Einstein condensate (BEC) of Rubidium ($^{87}\text{Rb}$) atoms, pre-
pared on an atom chip \cite{201}. Atom chips give the possibility to realize a trapping field for cold-atom clouds with current-carrying wires, whose induced magnetic field is compensated with a constant magnetic field (the bias) perpendicularly to the wire. The presence of a bias field, indeed, generates a zero of the total magnetic field on the axis parallel to the wire direction at a given (fixed) weight. Around such direction the field can be approximated with a quadrupole, which thus constitutes a linear guide for the atoms \cite{178}. Further details on the setup will be discussed in this section, together with the experimental results.

By applying the LD theory to a sequence of randomly-distributed projective measurements, we have proved the equivalence between the analogous of the time and ensemble averages of the configurations assumed by the stochasticity in the time interval between measurements, when the system approaches the quantum Zeno regime. The observation of such equivalence corresponds to prove the ergodicity of the interaction modes between the system and the environment. This result could pave the way towards the development of new feasible schemes to control quantum systems by tunable and usually deleterious stochastic noise. Before showing in detail the experimental results, let us recall that the mathematical definition of ergodicity was initially introduced by von Neumann \cite{232,233}: his ergodic theorem ensures that only rarely an observable of the system deviates considerably from its average value. In accordance with von Neumann’s theory, Peres defined ergodicity in quantum mechanics as the equality between the time and ensemble averages of an arbitrary quantum operator \cite{176}. Recently, in \cite{161} ergodic dynamics have been proved in a small quantum system consisting of three superconducting qubits, which was realized as a general framework for investigating non-equilibrium thermodynamics.

Now, given an observable $O$, we introduce two schemes to take into account the presence of stochastic noise in terms of an external environment by applying consecutive quantum projective measurements to the system, as shown in Fig. 3.5. The first scheme is based on the measurement of $O$ after a single dynamical evolution of the system, that interacts with the environment at stochastically distributed times (geometric average $O_G$). The second scheme, instead, consists
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Figure 3.5: Pictorial representation of the two measurement schemes corresponding, respectively, to here called geometric $O_G$ and arithmetic $O_A$ averages of a generic observable $O$ of an open quantum system. The black lines represent the interaction with the external environment, that is mimicked by a sequence of consecutive projective measurements, where the total time of a given realization of the measurements sequence is a random variable depending on how stochasticity is realized.

of averaging the final observable outcomes over different dynamical realizations of the system each periodically interacting with the environment (arithmetic average $O_A$). Then, different realizations of the measurement sequence correspond to different time intervals in the system-environment interaction, but extracted from the same probability distribution as in the first scheme. Moreover, the total number of times in which the time interval is sampled by the corresponding probability distribution establishes the relative weight to compute the arithmetic average $O_A$.

More formally, let us consider a sequence of repeated quantum measurements, which are separated by random time intervals sampled from a given probability density function $p(\tau)$. The most probable value $P^*(m)$ of the survival probability (probability that the system belongs to the measurement subspace after $m$ measurements) is given by (3.31), while the average value $\langle P(m) \rangle$ by (3.32). It can be observed that $P^*(m)$ is identically equal to the geometric average $\overline{P}_g$ of
the survival probability, weighted by \( p(\tau) \). Indeed

\[
\mathcal{P}_g = \prod_{\{\tau\}} q(\tau)^{mp(\tau)} = \exp \left( m \int_{\tau} d\tau p(\tau) \ln(q(\tau)) \right) = \mathcal{P}^*(m), \tag{3.57}
\]

where the index of multiplication assumes all possible values of \( \{\tau\} \), i.e. the ones in the support of \( p(\tau) \). In the limit of a large number of measurements \( M \), the geometric average \( \mathcal{P}_g(m) \) is the value to which the time average

\[
\hat{\mathcal{P}}_M(m) \equiv \frac{1}{M} \sum_{k=1}^{M} \mathcal{P}(\{\tau_j\}^k_{j=1})^\frac{m}{\tau} \tag{3.58}
\]

of the survival probability \( \mathcal{P}(\{\tau_j\}) \) converges, so that

\[
\hat{\mathcal{P}}(m) \equiv \lim_{M \to \infty} \frac{1}{M} \sum_{k=1}^{M} \mathcal{P}(\{\tau_j\}^k_{j=1})^\frac{m}{\tau} = \mathcal{P}_g(m). \tag{3.59}
\]

As a matter of fact, the value of the survival probability after \( m \) measurements can be estimated by using the corresponding value \( \mathcal{P}(\{\tau_j\}^k_{j=1}) \) after \( k \) measurements by using the relation

\[
\mathcal{P}(\{\tau_j\}^m_{j=1}) \approx \mathcal{P}(\{\tau_j\}^k_{j=1})^\frac{m}{\tau}. \tag{3.60}
\]

This value, then, if averaged for \( k = 1, \ldots, M \), converges to the geometric average \( \mathcal{P}_g(m) \) in the limit of large \( M \). Finally, one can consider the ordered case of periodic projective measurements, i.e. \( \tau_j = \tau \), but with \( \tau \) being selected according to \( p(\tau) \). This leads to the definition of the arithmetic average, i.e.

\[
\mathcal{P}_a \equiv \int_{\tau} d\tau p(\tau)q(\tau)^m = \exp \left( \ln \int_{\tau} d\tau p(\tau)q(\tau)^m \right). \tag{3.61}
\]

Using the Jensen’s inequality and considering that \( \langle \xi \rangle^m \leq \langle \xi^m \rangle \) for any \( \xi \in [0, 1] \) and \( m \in \mathbb{N} \), it follows that

\[
\mathcal{P}_g \leq \langle \mathcal{P} \rangle \leq \mathcal{P}_a, \tag{3.62}
\]
i.e.

\[
\exp\left(m \int \tau \, d\tau p(\tau) \ln(q(\tau))\right) \leq \left(\int \tau \, d\tau p(\tau) q(\tau)\right)^m \leq \exp\left(\ln \int \tau \, d\tau p(\tau) q(\tau)^m\right).
\]

(3.63)

As main result, it is has been proved in [98] that in the Zeno regime it is sufficient to examine the series of constant \(\tau\) in order to determine \(\overline{P}_g\), \(\overline{P}_a\) and \(\langle P \rangle\). The Zeno regime is defined by the relation

\[
m \int \tau \, d\tau p(\tau) \ln(q(\tau)) = m \langle \ln q(\tau) \rangle \ll 1,
\]

(3.64)

in perfect agreement with (3.51). Within this limit all the three averages are equal; indeed

\[
\overline{P}_a \approx \langle 1 + m \ln q \rangle = 1 + m \langle \ln q \rangle \approx \overline{P}_g,
\]

(3.65)

and, as a consequence of the relation (3.62), the equality holds also for the ensemble average \(\langle P \rangle\). Since in the geometric average the noise is averaged over time while the other two averages are computed over different realizations of the measurement sequence, the validity of this equality proves the ergodicity of the system-environment interaction modes. More specifically, let us define the normalized discrepancy \(D\) between \(\overline{P}_g\) and \(\overline{P}_a\) as

\[
D \equiv \frac{\overline{P}_a - \overline{P}_g}{\overline{P}_a} = 1 - e^{-\Delta q(\tau,m)} \approx \Delta q(\tau,m),
\]

(3.66)

where

\[
\Delta q(\tau,m) \equiv \langle q(\tau)^m \rangle - \langle \ln q(\tau)^m \rangle.
\]

(3.67)

\(\Delta q(\tau,m)\) is equal to zero only within the Zeno regime, while outside the equality (3.65) (under second-order Zeno approximation) breaks down. As a matter of fact, the leading term in \(D\) is of fourth order in \(\tau\), i.e.

\[
\Delta q(\tau,m) \approx \frac{m^2}{2} (\Delta^2 H)^2 \left(\langle \tau^4 \rangle - \langle \tau^2 \rangle^2\right),
\]

(3.68)

which is determined by the second and the fourth moment of \(p(\tau)\) \(\langle \tau^2 \rangle \equiv \)
\[ \int_{\tau} d\tau p(\tau) \tau^2 \text{ and } \left\langle \tau^4 \right\rangle \equiv \int_{\tau} d\tau p(\tau) \tau^4, \text{ respectively} \] and by the variance of the energy \( \Delta^2 H \) (see Appendix [3] for further details).

For the sake of clarity, let us consider a bimodal distribution for \( p(\tau) \), with values \( \tau^{(1)} \) and \( \tau^{(2)} \) and probability \( p_1 \) and \( p_2 = 1 - p_1 \). The survival probability in the Stirling approximation for \( m \) sufficiently large is distributed as

\[
\text{Prob}(\mathcal{P}) \approx \frac{1}{\sqrt{2\pi m p_1 p_2}} \exp \left( -\frac{(k(\mathcal{P}) - m p_1)^2}{2 m p_1 p_2} \right),
\]

where

\[
k(\mathcal{P}) = \frac{\ln \mathcal{P} - m \ln q(\tau^{(2)})}{\ln q(\tau^{(1)}) - \ln q(\tau^{(2)})},
\]

is the frequency of the event \( \tau^{(1)} \). Also the derivation of (3.69) can be found in Appendix [3].

Fig. 3.6 shows the distribution \( \text{Prob}(\mathcal{P}) \) of the survival probability for this bimodal distribution. The grey boxes refer to the relative frequencies of \( \mathcal{P} \) with \( \tau^{(1)} = 1 \mu s \) after \( m = 100 \) measurements for 1000 random realizations, as compared to the expected distribution (3.69) in dark red. The top panel displays the results for \( \tau^{(2)} = 2 \mu s \) (satisfying both the Zeno condition and the ergodic hypothesis), the lower panel for \( \tau^{(2)} = 10 \mu s \) (not satisfying both the Zeno condition and the ergodic hypothesis). We select two values of \( \tau^{(2)} \) (i.e., 2 \mu s and 10 \mu s) in order to show two different scenarios closely related to the experimental observations (in this regard, see also Fig. 3.9). \( \tau^{(2)} = 2 \mu s \), indeed, is close to the minimal time interval that is experimentally feasible and leads to Zeno dynamics in a regime where the geometric average \( \mathcal{P}_g \) can also be different from 1 (depending on the choice of \( p_2 \)). On the other side, \( \tau^{(2)} = 10 \mu s \) guarantees that the Zeno condition is violated with \( \mathcal{P}_g \) being however significantly larger than zero. In both scenarios \( \mathcal{P}_g \) is the maximal value assumed by \( \text{Prob}(\mathcal{P}) \) and the expectation value \( \left\langle \mathcal{P} \right\rangle \) is very close to it. In the Zeno limit also \( \mathcal{P}_a \) is very close to these two values, while in the lower panel, where the Zeno condition is violated, it assumes a different value, confirming the analytical results. The other parameters are \( \Delta H = 2\pi \cdot 2.5 \text{ kHz} \), \( p_1 = 0.8 \) and \( p_2 = 0.2 \). Qualitatively similar behaviours have been observed for other parameter values.

Finally, in Table 3.1 we show the difference between the values of \( \mathcal{P}_a \) and \( \mathcal{P}_g \).
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![Figure 3.6: Probability distribution Prob(\(\mathcal{P}\)) of the survival probability. The grey boxes refer to the relative frequencies of \(\mathcal{P}\), obtained by evaluating numerically 1000 random realizations of the survival probability after \(m = 100\) measurements. They are compared to the expected distribution (3.69) shown in dark red. The top panel shows the results in the Zeno regime, the lower panel for violated Zeno condition. As it can be seen, the values of the geometric average \(\overline{\mathcal{P}}_g\) and of the expectation value \(\langle \mathcal{P} \rangle\) are very similar. In the Zeno limit, also \(\overline{\mathcal{P}}_a\) is very close to these two values, unlike the lower panel where the Zeno condition does not hold, hence demonstrating the **ergodic hypothesis** for a randomly perturbed quantum system only in the Zeno regime.

for a bimodal distribution when varying the probability \(p_1\) but with \(\tau^{(2)} = 10\) \(\mu s\). Outside the Zeno regime, the arithmetic average \(\overline{\mathcal{P}}_a\) is always different from the geometric average \(\overline{\mathcal{P}}_g\). Such discrepancy disappears when the stochasticity in the time interval between the measurements vanishes, i.e. for \(p_1 = 0\) (complete leakage) and for \(p_1 = 1\) (standard Zeno regime). As it will be shown in the following, all the theoretical predictions are well corroborated by the experimental data.

**Experimental setup and methods**

The aforementioned theoretical results have been tested with a Bose-Einstein condensate of \(^{87}\text{Rb}\) produced in a magnetic micro-trap realized with an atom chip.
Table 3.1: Arithmetic and geometric averages $\bar{P}_a$ and $\bar{P}_g$ as a function of the probability $p_1$ for a bimodal distribution $p(\tau)$, expressed with four decimal digits. In the simulations we have chosen $\tau^{(1)} = 1 \ \mu s, \ \tau^{(2)} = 10 \ \mu s, \ \Delta H = 2\pi \cdot 2.5 \ kHz$, and $m = 100$. The trap has a longitudinal frequency of 46 Hz and a radial trapping frequency of 950 Hz. The BEC has typically $8 \cdot 10^4$ atoms, a critical temperature of 0.5 $\mu K$ and is at 300 $\mu m$ from the chip surface. The magnetic fields for the micro-trap are provided by a Z-shaped wire on the atom chip and an external pair of Helmholtz coils, while the RF fields for the manipulation of the Zeeman states are produced by two further conductors also integrated on the atom chip.

Let us recall that the ground state of $^{87}\text{Rb}$ is a hyperfine doublet separated by 6.834 GHz with total spin $F = 2$ and $F = 1$, respectively. To prepare the atoms for the experiment, the condensate is released from the magnetic trap and allowed to expand freely for 0.7 ms, while a constant magnetic field bias of 6.179 G is applied in a fixed direction. This procedure ensures that the atom remains oriented in state $|F = 2, m_F = +2\rangle$ and strongly suppresses the effect of atom-atom interactions by reducing the atomic density. The preparation consists of three steps (see Fig. 3.7):

- In the first step all the atoms are brought into the $|F = 2, m_F = 0\rangle$ state with high fidelity ($\sim 95\%$). This is obtained applying a 50 $\mu s$ long frequency modulated RF pulse designed with an Optimal Control (OC) strategy [143].
- After the RF pulse we transfer the whole $|F = 2, m_F = 0\rangle$ population into the $|F = 1, m_F = 0\rangle$ sub-level by shining in bichromatic (Raman) laser light. This is the initial state $\rho_0$ for our experiment. Note that, with our choice of laser polarizations and thanks to the presence of the homogeneous bias field.
shifting away from resonance other magnetic sub-levels, the bichromatic light does not alter the population of the other magnetic sub-levels.

- The preparation is completed by applying another RF pulse to place some atomic population in the $|F = 1, m_F = \pm 1\rangle$ states for normalization of the imaging procedure. Atoms in these last states will be not affected during the actual experiment, so they can be used as a control sample population.

![Diagram of state preparation sequence](image)

Figure 3.7: State preparation sequence for the experiment on stochastic quantum Zeno effect. After the condensation in the pure state $|F = 2, m_F = +2\rangle$, in the first step the atoms are transferred to the state $|F = 2, m_F = 0\rangle$ with fidelity $\sim 95\%$. In the second step, by two Raman lasers the atoms in this sub-level are transferred to the lower state $|F = 1, m_F = 0\rangle$, which is the initial state $\rho_0$ for our experiment. In the third and last step, a fixed amount of population is transferred into the side sub-levels $|F = 1, m_F = \pm 1\rangle$. These atoms will be used as a benchmark to compute the survival probability after the experiment.

In order to check each step of the preparation procedure, we record the number of atoms in each of the 8 $m_F$-states by applying a Stern-Gerlach method. In this regard, an inhomogeneous magnetic field is applied along the quantization axis for 10 ms. This causes the different $m_F$-sub-levels to spatially separate. After a total time of 23 ms of expansion, a monochromatic light in resonance with the $|F = 2\rangle \rightarrow |F' = 3\rangle$ transition is used for $200\, \mu s$, so to push away all atoms in the $F = 2$ sub-levels and recording the shadow cast by these atoms onto a CCD
camera. We let the remaining atoms expand for further 1 ms and, then, apply a bichromatic pulse containing light resonant to the $|F = 2\rangle \rightarrow |F' = 3\rangle$ and $|F = 1\rangle \rightarrow |F' = 2\rangle$ transitions, effectively casting onto the CCD the shadow of the atoms in the $F = 1$ sub-levels. Another two CCD images to acquire the background complete the imaging procedure.

The experiments are performed by coupling the $|F = 1, m_F = 0\rangle$ and $|F = 2, m_F = 0\rangle$ with a Raman transition driven at a Rabi frequency of 5 kHz by a bichromatic laser beam, as shown in Fig. 3.8. Since we are working with ground state atoms, with our choice of laser polarizations and thanks to the presence of the homogeneous bias field (shifting away from resonance other magnetic sub-levels) and selection rules for Raman transitions, we have effectively isolated a closed 2-level system. The projective measurements $\Pi = |\psi_0\rangle\langle\psi_0|$ are realized by shining the atoms with a 1 $\mu$s pulse of light resonant with the $|F =
component of the Rubidium D2 line. Note that from the excited state $|F' = 3\rangle$ atoms will immediately decay outside the condensate and will not be seen by our imaging system. Under constant coupling by the Raman beams, we apply 100 projective measurements $\Pi$ after variable intervals of free evolution $\tau_j$. At the end of the sequence we measure the population remaining in state $|F = 1, m_F = 0\rangle$ and normalize it by comparison with the population in states $|F = 1, m_F = \pm 1\rangle$. This allows to measure, in a single shot, the survival probability $P$ of the atoms in the initial state. Each experimental sequence is repeated 7 times to obtain averages and standard deviations.

### 3.2.1 Ergodicity of the system-environment interaction modes

To realize the theoretical predictions we experimentally measure the geometric and arithmetic averages of the survival probability $P$ by assuming $p(\tau)$ as a bimodal distribution, where we take $\tau^{(1)} = 2 \mu s$ to be fixed and $\tau^{(2)}$ variable between $2 \mu s$ and $25 \mu s$. Overall, the experiment can be synthesized in two sets of data acquisitions:

- In a first set of experiments we measure the arithmetic average $\overline{P}_a$ by fixing the intervals of free evolution $\tau_j$ to be all the same and equal to $\tau \in \{\tau^{(1)}, \tau^{(2)}\}$ and we determine $P(\tau)$, i.e the probability for an atom to remain in the initial state as a function of $\tau$. As shown in Fig. 3.8, $P(\tau)$ displays the characteristic exponential decay, which becomes negligible, in our case, after $9 \mu s$. After measuring $P(\tau^{(1)})$ and $P(\tau^{(2)})$, we then calculate the arithmetic average of the two data with statistical weights $p_1$ and $p_2$, respectively. In this way we obtain $\overline{P}_a(\tau^{(2)})$ which represents the statistical mean averaged over the two possible system configurations as a function of the variable time $\tau^{(2)}$. In Fig. 3.9 we report as yellow dots the results of three choices $(0.2, 0.8)$, $(0.5, 0.5)$, and $(0.8, 0.2)$ for the statistical weights $(p_1, p_2)$.

- In order to determine the geometric average $\overline{P}_g$ of a single realization, we
perform a second set of experiments. In each experimental sequence we now choose the intervals of free evolution $\tau_j$ from the bimodal probability density function given by $\tau^{(1)}$ and $\tau^{(2)}$ with probabilities $(p_1, p_2)$. The results of these experiments give the geometrical average $\bar{P}_g(\tau^{(2)})$ of the survival probability as a function of the parameter $\tau^{(2)}$. We choose again the probabilities $(0.2, 0.8)$, $(0.5, 0.5)$, and $(0.8, 0.2)$ and the experimental results are shown as blue squares in Fig. 3.9.

As it can be observed in the figure, the agreement of theoretical predictions...
and experiments is generally very good, although some deviations go beyond the error bars and are systematic. Indeed, in the model the measurement has been assumed to be instantaneous while in the experiment it is a dissipative process of a duration of about 1 μs. Furthermore, we can see in Fig. 3.9 that for small values of \( \tau^{(2)} \), i.e. in the Zeno regime, the two averages \( \overline{P}_g \) and \( \overline{P}_a \) practically coincide, and this has been predicted by approximating the discrepancy between the two quantities with 
\[
\Delta q(\tau, m) \approx \frac{m^2}{2}(\Delta^2 H)^2(\langle \tau^4 \rangle - \langle \tau^2 \rangle^2),
\]
which is of fourth order in \( \tau^{(1)}, \tau^{(2)} \). Finally, it is worth noting that Fig. 3.6 corresponds to two cases of the lower panel of Fig. 3.9.

### 3.3 Fisher information from stochastic quantum measurements

In the previous section, we have shown how the interaction between a quantum system and the external noisy environment can be modeled with a sequence of stochastic measurements, i.e. measurements separated by random time intervals. Here, we analytically study the distinguishability of two different sequences of stochastic measurement in terms of the Fisher Information (FI) measure, as given in [160]. Indeed, if we want to characterize the dynamics and the statistics of a randomly perturbed quantum system by measuring its state after a given evolution time, it becomes important to investigate how much two arbitrary states, obtained by propagating different stochastic contributions, can be distinguished by the measurement process. In this regard, a key role is played again by the quantum Zeno effect, whereby the largest interval such that two quantum states remain indistinguishable under an arbitrary evolution is given by the Zeno time. As proved in [212], the Zeno time can be written in terms of the Fisher information computed as a function of the conditional probability that the state of the system (after a free evolution) is projected into the Zeno subspace. In this context, a FI measure has been recently introduced to investigate the realizability of quantum Zeno phenomena, when non-Markovian noise is also included [243], but, as in [212], the small parameter of the theory is the con-
stant time interval between two consecutive measurements. Conversely, within the formalism of stochastic quantum measurements, we will introduce a *Fisher information operator*, for which the dynamical small parameters are defined by the statistical moments of the stochastic noise acting on the quantum system.

### 3.3.1 Fisher information operator

As shown before, the survival probability $\mathcal{P}$ of a quantum system subject to a sequence of $m$ random measurements is a random variable, which converges to the corresponding most probable value $\mathcal{P}^*$ in the limit of a large number of measurements. In particular, Fig. 3.10 shows how the survival probability decays with ongoing time, slowed down by the intermediate measurements. At final time, after $m$ projective measurements, we make a final measurement and we register its outcome – survival or not. For large enough $m$, the repetition of the experiment will allow us to determine the most probable value $\mathcal{P}^*$, to which the survival probability converges for every single realization of the $\tau_j$’s. By introducing a perturbation $\delta p(\tau)$ of the probability density function $p(\tau)$, we are interested in investigating the *sensitivity of the survival probability most probable*.

![Figure 3.10: Decay of the survival probability $\mathcal{P}^*$ for a quantum system to remain in an Hilbert subspace when subjected to a stochastic sequence of measurements. As the time goes on, the population slowly leaks out of the subspace ($\Pi \mathcal{H}$, where $\Pi$ is the measurement projector and $\mathcal{H}$ is the full Hilbert space) as illustrated by the blue shades in the lower panel. After each measurement $\mathcal{P}^*$ evolves quadratically in time. Only the final survival probability is registered by a (red) detector.](image-url)
value $P^\star$ with respect to such perturbation, which induces a change of $P^\star$ by the quantity

$$\delta P^\star = mP^\star \int d\tau \delta p(\tau) \ln q(\tau).$$

(3.71)

In other words, $\delta P^\star$ quantifies how sensitive is $P^\star$ to a change of $p(\tau)$, and corresponds to the following functional derivative:

$$\frac{\delta P^\star}{\delta p}(\cdot) = mP^\star \int d\tau (\cdot) \ln q(\tau).$$

(3.72)

It is worth noting that, formally, this functional derivative is an element of the dual space with respect to that of the probability density functions $p(\tau)$, and thus a linear mapping from the admissible changes $\delta p(\tau)$ to the real number $\delta P^\star$. We can express this fact by introducing the ket notation $\langle \cdot |$, such that the functional derivative (3.72) is given by

$$\langle \delta P^\star | \delta p \rangle = mP^\star \langle \ln q \rangle.$$  

(3.73)

Observe that for two arbitrary functions $f$ and $g$ the application of a bra to a ket leads to the scalar product

$$\langle f | g \rangle = \int_{\tau} d\tau f(\tau)g(\tau),$$

(3.74)

where the bra $\langle f |$ is an element of the dual space and defines a linear mapping of the ket $| g \rangle$ onto the space of real numbers (through the scalar product operation).

If the projective measurements are frequent enough, the system evolution is effectively limited to the subspace given by the measurement projector $\Pi$, such that in the limit of infinite measurement frequency, the survival probability given by its most probable value $P^\star$ converges to one. By using the bra-ket notation, the small deviation from this ideal scenario can be approximated by the following relation:

$$P^\star \approx 1 + \langle \frac{\delta P^\star}{\delta p} | p \rangle,$$

(3.75)

whereby the quality of the Zeno confinement is determined by the sensitivity of
the survival probability $P^*$ with respect to a perturbation $\delta p(\tau)$. Such sensitivity is closely linked to the corresponding Fisher information, which quantifies the information on $p(\tau)$ that can be extracted by a statistical measurement of $P^*$. When dealing with a single estimation parameter $\theta$ and possible measurement results $\eta$, the Fisher information is defined as

$$F(\theta) \equiv \int_\eta \frac{1}{p(\eta|\theta)} \left( \frac{\partial p(\eta|\theta)}{\partial \theta} \right)^2 d\eta,$$

where $p(\eta|\theta)$ is the conditional probability to observe the result $\eta$ given a known value of the parameter $\theta$. In the case of a binary event, i.e. $\eta \in \{\text{yes}, \text{no}\}$, the integral reduces to a sum over the two events, and since $p(\text{no}|\theta) = 1 - p(\text{yes}|\theta)$ such that $\left[ \frac{\partial p(\text{yes}|\theta)}{\partial \theta} \right]^2 = \left[ \frac{\partial p(\text{no}|\theta)}{\partial \theta} \right]^2$, the FI simplifies to

$$F(\theta) = \frac{1}{p(\text{yes}|\theta)(1 - p(\text{yes}|\theta))} \left( \frac{\partial p(\text{yes}|\theta)}{\partial \theta} \right)^2.$$

The Fisher information (3.77) quantifies the information that we obtain on $\theta$ when an event yes or no occurs. Thus, let us now consider the case where we perform $m$ projective measurements on the quantum system and we keep only the result of the last measurement. As shown in Fig. 3.10, we measure survival or not, hence one of two possible events with respective probabilities $P^*$ and $1 - P^*$. Given two different probability density functions $p(\tau)$ characterized by their statistical moments, one can ask how they can be distinguished by a proper measurement. Since the probability depends on the function $p(\tau)$ (instead of a single parameter $\theta$), we approach this problem by generalizing the Fisher Information Matrix (FIM)

$$F_{ij}(\theta) \equiv \frac{1}{p(\text{yes}|\theta)(1 - p(\text{yes}|\theta))} \left( \frac{\partial p(\text{yes}|\theta)}{\partial \theta_i} \right) \left( \frac{\partial p(\text{yes}|\theta)}{\partial \theta_j} \right),$$

depending on the vector $\theta \equiv (\theta_1, \theta_2, \ldots)'$, to a Fisher Information Operator (FIO), which involves the functional derivatives of $P^*$. We get

$$F(p) \equiv \left| \frac{\delta P^*}{\delta p} \right| \left| \frac{\delta P^*}{\delta p} \right| = m^2 \frac{P^*}{1 - P^*} |\ln q\rangle \langle \ln q|.$$
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The Fisher information operator has the following three properties:

(1) Since also $P^\ast$ depends on $m$, in the Zeno limit the FIO linearly scales with $m$:

$$F(p) \approx \frac{m}{\|\ln q(p)\|} \langle \ln q \rangle \langle \ln q \rangle.$$  \hfill (3.80)

(2) The FIO is a rank one operator, since binary measurement outcomes determine just $P^\ast$ and not its distribution. As a consequence, it is characterized by the single eigenvector $|v\rangle = |\ln q\rangle$ corresponding to the non-zero eigenvalue

$$\Lambda_v = m^2 \frac{P^\ast}{1 - P^\ast} \| \ln q \|^2,$$  \hfill (3.81)

with $\| \cdot \|$ being the $L_2$-norm, which is defined as

$$\| \ln q \|^2 = \int_\tau d\tau |\ln q(\tau)|^2.$$  \hfill (3.82)

(3) The FIO can be transformed into a FIM, if it is expressed in a certain basis, and the corresponding FIM in the generic basis $\{|f_i\rangle\}$ is given by the relation

$$F_{ij} = m^2 \frac{P^\ast}{1 - P^\ast} \langle f_i | \ln q \rangle \langle \ln q | f_j \rangle.$$  \hfill (3.83)

In particular, we might be interested in expressing the FIO in terms of the statistical moments

$$\langle \tau^k \rangle \equiv \int_\tau d\tau p(\tau) \tau^k$$  \hfill (3.84)

of the probability density function $p(\tau)$. As shown in Appendix B, the corresponding FIM reads as

$$\tilde{F}_{ij} = m^2 \frac{P^\ast}{1 - P^\ast} \frac{\beta_i \beta_j}{i! j!},$$  \hfill (3.85)

where

$$\beta_k \equiv \frac{\partial^k \ln(q(\tau))}{\partial \tau^k} \bigg|_{\tau=0}.$$  \hfill (3.86)

The third property of the Fisher information operator implies that, in princi-
ple, we can distinguish two probability density functions that differ by a single statistical moment or a linear combination of them. As main result, the highest sensitivity of such a distinguishability problem is found for a difference in the statistical moments of \( p(\tau) \) along the (single) eigenvector \( v \) (corresponding to the non-zero eigenvalue \( \lambda_v \)) of the FIM (3.85). The non-zero eigenvalue is given by

\[
\lambda_v = m^2 \frac{\mathcal{P}^*}{1 - \mathcal{P}^*} \sum_k \left( \frac{\beta_k}{k!} \right)^2.
\]

Moreover, the \( k \)-th element of the (non-normalized) eigenvector \( v \) is equal to \( v_k = \beta_k/k! \). Therefore, the most probable value \( \mathcal{P}^* \) can be expressed also as a function of \( \Lambda_v (\lambda_v) \) and \( |v\rangle \langle v| \), such that

\[
\mathcal{P}^* = \frac{\Lambda_v}{\Lambda_v + m^2 \|v\|^2} = \frac{\lambda_v}{\lambda_v + m^2 \|v\|^2}
\]

or equivalently

\[
\mathcal{P}^* = \exp \left( m \langle v | \mu \rangle \right),
\]

where the functions

\[
\|v\| \equiv \sqrt{\sum_k (v_k)^2}
\]

and

\[
\langle v | \mu \rangle = \langle v | \text{col}(\langle \tau^k \rangle) \rangle_k \equiv \sum_k v_k \langle \tau^k \rangle
\]

are, respectively, the Euclidian norm of \( v \) and the scalar product between \( v \) and \( \mu \), which collects the statistical moments of \( p(\tau) \). As final remark, it is worth noting that the eigenvector of the FIM (3.85) depends only on the system properties (\( \{\beta_k\} \)), while the corresponding eigenvalue depends on both the system (\( \{\beta_k\} \)) and the probability density function \( p(\tau) \) through the quantities \( \{\langle \tau^k \rangle\} \).

3.4 Stochastic quantum Zeno dynamics

The generalization of the QZE is given by the so-called Quantum Zeno Dynamics (QZD), which is achieved by applying sequences of projective measurements.
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Figure 3.11: Pictorial representation of the observation protocols for stochastic quantum Zeno dynamics. A subsystem (orange, left) exhibits quantum Zeno dynamics when decoupled from the rest of the system by frequent measurements (blue “detectors”, randomly spaced on the time axis) of the (population) leakage from the subspace or alternatively by a strong coherent coupling effectively locking the dynamics of the border site. The blue curly bracket indicates that the occupation in the grey part of the chain is measured to determine the leakage out of the (orange) subsystem, while the yellow thicker link indicates where the coherent coupling acts. The coherent coupling in its temporal behaviour can be continuous (red) or pulsed (green), as shown in the graph in the upper panel of the figure (coupling strength vs. time). The measurements as well as the coupling pulses can be spaced randomly, thus making the leakage stochastic.

onto a multi-dimensional Hilbert subspace [80]. In this case, the system evolves away from its initial state, but remains confined in the subspace defined by the measurement operator [81]. At the very heart of QZD there is the quantum mechanical concept of the measurement back-action, which is the ability to drive a given quantum state along specific paths by measuring the system: if the measurements are frequent enough, then the system is continuously projected back to its initial state, and the back-action confines its dynamics within the measurement subspace. The QZD has been confirmed first in an experiment with a Rubidium Bose-Einstein condensate in a five-level Hilbert space [201] and later in a multi-level Rydberg state structure [209]. In particular, [201] realizes confinement of the atom dynamics in a subspace of a 5-level hyperfine manifold through four different coherent and dissipative protocols. Instead, [209] examines a 51-
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dimensional angular momentum space, where the observation protocol allows to adjust the size of the accessible subspace and the confinement can be used to produce “Schrödinger cat” states.

In this section, we investigate how the stochasticity in the time intervals between a series of projective measurements modifies the probability of a quantum system to be confined in an arbitrary Hilbert subspace, by generalizing the LD formalism for SQZE \cite{97} to Stochastic Quantum Zeno Dynamics (SQZD). These results are discussed also in \cite{158}. Moreover, since both theoretically \cite{81} and experimentally \cite{201} it has been demonstrated that QZD evolutions can be equivalently achieved not only by frequent projective measurements, but also by strong continuous coupling or fast coherent pulses, we will analyze also the accessibility to quantum Zeno dynamics if stochastic coherent or dissipative protocols are taken into account (see Fig. 3.11). The aim of using protocols, which rely on quantum Zeno dynamics, is to constrain the quantum system dynamics to remain within a given Hilbert subspace, also called Zeno subspace. The perfect (ideal) implementation of such a protocol forbids the system to go beyond the Zeno subspace, so that the system dynamics is described exclusively by the projected Hamiltonian $\Pi H \Pi$ (Zeno Hamiltonian). In this case, the dynamical evolution of the system is determined by the propagator

$$ U^{(\Pi)}(t) \equiv \hat{T} \exp \left( -i \int_0^t \Pi H(\xi) \Pi d\xi \right) $$

(3.92)

so that $\rho^{(\Pi)}(t) = U^{(\Pi)}(t) \rho_0 (U^{(\Pi)}(t))^\dagger$, where $\hat{T}$ denotes the time ordering operator, while $\rho^{(\Pi)}(t)$ is the density matrix describing the state of the system within the Zeno subspace.

3.4.1 Zeno protocols

Stochastic projective measurements protocol

To realize quantum Zeno dynamics, the standard observation protocols are given by applying a sequence of repeated projective measurements separated by
constant small intervals, in which the system freely evolves with unitary dynamics. In this way, the quantum state is projected onto the multidimensional subspace \( \mathcal{H}_\Pi \equiv \Pi \mathcal{H} \) by the measurement operator \( \Pi \), which usually does not commute with the system Hamiltonian \( H \) \([80][81]\). However, if we consider a stochastic distribution \( p(\tau) \) of the time intervals between the measurements, the QZD can be described also in the case of temporal noise within the protocol. Moreover, the presence of some stochasticity introduces the possibility to engineer the dynamics by varying the underlying probability density function \( p(\tau) \). Indeed, by controlling the functional behaviour of \( p(\tau) \), we can influence the strength of confinement of the system and, in principle, vary its time behaviour by means of a sophisticated interplay with the system internal dynamics. This could allow to explore the whole Hilbert space of a quantum system, by dynamically engineering the measurement operator and, thus, slowly moving the population from one portion of the Hilbert space to another. To this end, let us consider again a sequence of \( m \) projective measurements separated by random time intervals \( \tau_j, j = 1, \ldots, m \), which are assumed to be independent and identically distributed random variables. Accordingly, by generalising the results of \([97]\), the survival probability \( P_m(\{\mu_j\}) \equiv \text{Prob}(\rho_m \in \mathcal{H}_\Pi) \) that the system belongs to the Zeno subspace \( \mathcal{H}_\Pi \) after \( m \) projective measurements (at the total time \( T \)) is equal to

\[
P_m(\{\tau_j\}) = \prod_{j=1}^{m} q_j(\tau_j),
\]

where

\[
q_j(\tau_j) \equiv \text{Tr}[\Pi \mathcal{U}_j \Pi \rho_{j-1} \Pi \mathcal{U}_j^\dagger \Pi]
\]

(3.94)

is the probability to find the system in the Zeno subspace at the \( j \)–th measurement. As shown also in \([212]\), for small \( \tau_j \) the single survival probability \( q_j(\tau_j) \) can be expanded as

\[
q_j(\tau_j) = 1 - \Delta^2_{\rho_j} H_{\Pi} \tau_j^2,
\]

(3.95)
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where $\Delta^2_{\rho_{j-1}} H_\Pi$ is the variance of the Hamiltonian

$$H_\Pi \equiv H - \Pi H \Pi$$

(3.96)

with respect to the state $\rho_{j-1}$.

In the case the measurement subspace is unidimensional (as given in the previous sections) or more generally when $T$ is small compared to the system dynamics within the Zeno subspace, the survival probability $q_j(\tau_j)$ reduces to

$$q(\tau_j) = \text{Tr}[\Pi U_j \Pi \rho_0 \Pi U_j^\dagger \Pi] = 1 - \Delta^2_{\rho_0} H_\Pi \tau_j^2,$$

(3.97)

where the variance is now calculated with respect to the initial state. With this simplification, the most probable value $P^*$ of the survival probability $P_m(\{\tau_j\})$ is

$$P^* = \prod_{\{\tau\}} q(\tau)^{m p(\tau)} = \exp \left( m \int_\tau d\tau p(\tau) \ln(q(\tau)) \right),$$

(3.98)

as given by (3.31) and (3.57). Now, the following theorem can be stated:

**Theorem 3.1:** Given a stochastic sequence of $m$ projective measurements separated by random time intervals $\{\tau_j\}$, the most probable value $P^*$ of the survival probability $P$ can be expressed as

$$P^* \approx 1 - m \Delta^2_{\rho_0} H_\Pi (1 + \kappa) \overline{\tau^2},$$

(3.99)

under the strong Zeno limit

$$m \Delta^2_{\rho_0} (1 + \kappa) \overline{\tau^2} \ll 1,$$

(3.100)

with $\kappa \equiv \Delta^2 \tau / \overline{\tau^2}$, where $\overline{\tau}$ and $\Delta^2 \tau$ are, respectively, the expectation value and the variance of the probability density function $p(\tau)$. Conversely, if the weak Zeno limit

$$\langle \tau^3 \rangle \equiv \int_\tau d\tau p(\tau) \tau^3 \ll \frac{1}{m C},$$

(3.101)
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is valid, where $C$ is a positive constant so that

$$\left| \frac{1}{6} \frac{\partial^3 \ln(q(\tau))}{\partial \tau^3} \right|_{\tau = \xi \in [0, \tau]} \leq C,$$  \hspace{1cm} (3.102)

then $P^\ast$ can be approximated as

$$P^\ast \approx \exp \left( -m \Delta^2 \rho_0 H_{\Pi}(1 + \kappa) \tau^2 \right).$$  \hspace{1cm} (3.103)

The proof of Theorem 3.1 can be found in Appendix B.

Theorem 3.1 defines two approximated expressions for the survival probability’s most probable value $P^\ast$, which quantifies the confinement of the quantum system dynamics within the Zeno subspace. The first is obtained under the so-called strong Zeno limit (3.100), which requires a tight condition for the square of the expectation values of $p(\tau)$, and ensures an ideal Zeno confinement also when a stochastic sequence of measurements is applied to the quantum system. As a matter of fact, if we set $\kappa = 0$ (i.e. we consider a sequence of equally-distributed measurements), we directly recover the survival probability for standard quantum Zeno dynamics [212]. Conversely, the strong Zeno limit (3.101) provides an expression for $P^\ast$ when the confinement is good but not perfect, allowing to model system dynamics outside the Zeno subspace due to large deviations of $p(\tau)$ with respect to the average behaviour of the system. Indeed, (3.103) does not depend on the variance of the probability distribution $p(\tau)$, but on its degree of skewness.

In the more general case that the measurement subspace has dimension greater than one and the dynamics within the subspace plays a role, the previous simplification $q_j(\tau_j) = q(\tau_j)$ is no longer valid, so that we cannot substitute $\rho_{j-1}$ with $\rho_0$ within the equation $q_j(\tau_j) = 1 - \Delta^2_{\rho_{j-1}} H_{\Pi} \tau^2_j$. However, a different approximation can be made:

- First, approximate the state of the system with $\rho^{(\Pi)}(t)$, which denotes the dynamics for perfect Zeno confinement.

- Secondly, assume that the system Hamiltonian (in general time-dependent)
is constant in the small time interval between two measurements.

As a consequence, the survival probability \( q_j(\tau_j) \) for small enough \( \tau_j \) can be expanded as

\[
q_j(\tau_j) \approx \tilde{q}(\tau_j, c_j) = 1 - c_j^2 \tau_j^2,
\]

where

\[
c_j \equiv \Delta_{\rho_{j-1}^{(\Pi)}} H_{\Pi}(t_{j-1}),
\]

and \( \Delta_{\rho_{j-1}^{(\Pi)}}^2 H_{\Pi}(t_{j-1}) \) is the variance of \( H_{\Pi}(t_{j-1}) \) with respect to the density matrix \( \rho_{j-1}^{(\Pi)} \). Moreover, for the coefficients \( c_j \) we introduce the artificial probability density function \( \tilde{p}(c) \), that properly takes into account the average influence of the system dynamics on the leakage (out of the Zeno subspace) by requiring that

\[
\int_c \tilde{p}(c) c^2 dc = \frac{1}{T} \int_0^T \Delta_{\rho_{(\Pi)}(t)}^2 H_{\Pi}(t) dt.
\]

In this way, the most probable value of the survival probability for quantum Zeno dynamics can be written as

\[
\mathcal{P}^* = \prod_c \prod_{\{\tau\}} \left( \prod_{j=1}^m \tilde{q}(\tau_j, c_j) \right)^{p(\tau)\tilde{p}(c)} = \exp \left( m \int_{\tau,c} d\tau dc \tilde{p}(c) \ln(\tilde{q}(\tau, c)) \right).
\]

Finally, under the hypothesis that the quantum system is in the weak Zeno limit and that the Hamiltonian varies only slowly in time (compared to the time scale of the measurement intervals), we can state that \( \Delta_{\rho_{(\Pi)}(t)}^2 H_{\Pi}(t) \) changes slowly with respect to the measurement frequency. Hence, by making the approximation

\[
\ln(\tilde{q}(\tau, c)) \approx 1 - \tilde{q}(\tau, c),
\]

the integral in (3.107) can be easily solved, so as to obtain

\[
\mathcal{P}^* \approx \exp \left( -\frac{m \tau^2 (1 + \kappa)}{T} \int_0^T \Delta_{\rho_{(\Pi)}(t)}^2 H_{\Pi}(t) dt \right).
\]

As main result, (3.109) is the generalization of (3.103) for stochastic quantum Zeno dynamics and time-dependent Hamiltonian.
Coherent protocols

In the previous section, we have considered how to realize stochastic Zeno dynamics by means of instantaneous projective measurements. However, projective measurements are difficult to be experimentally implemented, since the duration of a single measurement might be comparable to or even larger than the time scale of the system dynamics.

Accordingly, quantum Zeno dynamics can be alternatively achieved via coherent couplings [79–82]: continuous coupling (c.c.) or pulsed coupling (p.c.). To this end, we add to the system Hamiltonian $\mathcal{H}$ the additional coupling Hamiltonian $g\mathcal{H}_c$, that acts on the complement $\mathcal{H}_{1-\Pi}$ of the Zeno subspace. For the continuous coupling protocol, the coupling strength $g$ is constant over time and in the limit of strong coupling strength $g$ different regions of the system Hilbert space can be dynamically disjointed. Conversely, for the pulsed coupling protocol, the coupling is switched on and off repeatedly to perform fast unitary kicks (with high coupling strength $g$), which are followed by time intervals of switched-off coupling.

The time intervals between two unitary kicks can allow for the same stochasticity as the time-disordered measurements. These unitary kicks or instantaneous rotations, indeed, are given by the propagator

$$\mathcal{U}^{(p.c.)} = \exp \left(-i\mathcal{H}_c s\right), \quad (3.110)$$

where the time $s$ denotes the rotation angle. This rotation angle is given by the pulse area (i.e. the coupling strength integrated over the duration of the pulse) of a coupling pulse in a finite time realization. As in the case of quantum bang-bang controls for dynamical decoupling tasks [231], we assume that the pulse area is finite and that arbitrarily strong coupling kicks lead to practically instantaneous rotations. Similarly to the time-disordered sequence of projective measurements, also the Zeno protocol based on pulsed coupling is intrinsically stochastic if the pulses are separated by random time intervals $\tau_j$ sampled from $p(\tau)$. Accordingly, in order to compare the results from the two coherent coupling
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schemes, we require that on average the pulse area of the two coherent coupling protocols is the same. Then, the survival probability is evaluated by computing

\[ \mathcal{P} = \text{Tr}(\Pi \rho^{(c.c.)}) \quad \text{or} \quad \mathcal{P} = \text{Tr}(\Pi \rho^{(p.c.)}), \]

(3.111)

where \(\rho^{(c.c.)}\) and \(\rho^{(p.c.)}\) are the normalised density matrices of the system at the end, respectively, of the continuous and pulsed coupling Zeno protocols. It is worth noting that a closed expression for the survival probability as a function of the coupling strength \(g\) cannot be trivially calculated; however, we can derive the scaling of \(\mathcal{P}\) with respect to \(g\). For this purpose, let us consider, without loss of generality, the continuous coupling method, and, then, the total system Hamiltonian \(H_{\text{tot}}\) (with the additional term coupling term \(gH_c\)), which can be decomposed as

\[ H_{\text{tot}} = \Pi H \Pi \otimes 1 + 1 \otimes [gH_c + (1 - \Pi)H(1 - \Pi)] + H_{\text{int}}. \]

(3.112)

In this regard, we have assumed that \(H_c\) acts only outside the Zeno subspace, and \(H_{\text{int}}\) is the interaction Hamiltonian term between the subspace and its complement. By transforming the total Hamiltonian in a basis where \(H_c\) is diagonal, the coupling between the Zeno subspace and its complement is effectively a driving, that is off-resonant by a term proportional to \(g\). As a consequence, the confinement error \(1 - \mathcal{P}\) within the Zeno subspace scales as \(|H_{\text{int}}|^2/g^2\). This becomes clearer if we consider the paradigmatic three level system (see also Fig. 3.12), given by the Hamiltonian

\[ H_{\text{tot}} = \omega(|1\rangle\langle 2| + |2\rangle\langle 1|) + g(|2\rangle\langle 3| + |3\rangle\langle 2|). \]

The coupling rate (with strength \(g\)) to the upper level \(|3\rangle\) plays the role of the measurement, and the Zeno subspace is assumed to be the state \(|1\rangle\). The coupling Hamiltonian \(H_c\), thus, is given by the term \(g(|2\rangle\langle 3| + |3\rangle\langle 2|)\), as it is shown on the left hand side of Fig. 3.12. Then, let us introduce a linear transformation \(G\),
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Figure 3.12: Coherent coupling protocol in the paradigmatic three level system. Initially the system is prepared in state $|1\rangle$ (left). This state is coupled to the state $|2\rangle$ by a Rabi frequency of $\omega$. This level $|2\rangle$, in turn, is coupled to a third level $|3\rangle$ with constant coupling strength $g$. Under the basis change $G$ we get the picture on the right hand side. Level $|1\rangle$ is now coupled to the two new basis states $(|2\rangle + |3\rangle)/\sqrt{2}$ and $(|2\rangle - |3\rangle)/\sqrt{2}$, where both couplings are detuned. The detuning has an absolute value of $|g|$ and, thus, by increasing the coupling between the levels $|2\rangle$ and $|3\rangle$, we effectively lock the population in level $|1\rangle$.

which diagonalizes $H_c$ and makes the coupling diagonal. In the canonical matrix representation, $G$ can be chosen equal to

$$G = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1/\sqrt{2} & 1/\sqrt{2} \\ 0 & 1/\sqrt{2} & -1/\sqrt{2} \end{pmatrix},$$

(3.113)

so that the transformed Hamiltonian is

$$G^\dagger HG = \begin{pmatrix} 0 & \omega/\sqrt{2} & \omega/\sqrt{2} \\ \omega/\sqrt{2} & g & 0 \\ \omega/\sqrt{2} & 0 & -g \end{pmatrix}.$$ 

(3.114)

The system and the Hamiltonian after the transformation $G$ are sketched on the right hand side of Fig. 3.12. We can observe that, if the initial state of the system is taken in the Zeno subspace $\mathcal{H}_\Pi$, then the coupling makes extremely difficult the transfer of the system dynamics outside $\mathcal{H}_\Pi$, since the transition to the rest of the Hilbert space (here, driven by the Rabi frequency $\omega$) is moved out of resonance by a factor $g$. As a consequence, the effective driving is reduced to
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\( \omega^2/g^2 \). When \( g \rightarrow \infty \), we obtain an ideal confinement of the quantum system in the measurement subspace. This can be easily seen by solving the model, and computing the corresponding survival probability

\[
P(t) = \left[ 1 - \frac{2\omega^2}{\omega^2 + g^2} \sin^2 \left( \frac{\sqrt{\omega^2 + g^2} t}{2} \right) \right]^2
\]

(3.115)
in the Zeno subspace. In conclusion, the confinement error scales with one over the square of the coupling strength, as it can later observed in the inset of Fig. 3.15.

3.4.2 Illustrative example - Quantum spin chains

The dynamics within the Zeno subspace can be characterized also by collective behaviours originating from inter-particle interactions. In this regard, let us consider a chain of \( N \) qubits, whose dynamics is described by the following Hamiltonian:

\[
H_N = \gamma_1 \sum_{i=1}^{N} \sigma_z^i + \frac{\gamma_2}{2} \sum_{i=1}^{N-1} \left( \sigma_x^i \sigma_x^{i+1} + \sigma_y^i \sigma_y^{i+1} \right),
\]

(3.116)

where \( \sigma_z^i \) is the Pauli z-matrix acting on the \( i \)-th site, and \( \sigma_x^i, \sigma_y^i \) are the interaction terms, which couple spins \( i \) and \( i + 1 \) through the tensor product of the respective Pauli matrices \[25\]. Moreover, \( \gamma_1 \) is an external magnetic field, while \( \gamma_2 \) denotes the coupling strength of the interaction. Here, we are interested in a dynamical regime, whereby the measurement projectors restrict the dynamics to excitations of the first \( \nu \) spins, which thus define a \( 2^\nu \)-dimensional measurement subspace. If we measure the excitations outside this subspace, both the Hamiltonian evolution and the negative measurement outcomes (which give the absence of population in the rest of the chain) preserve the number of excitations. In particular in the following, by neglecting states with more than one excited spin, we will limit the dynamics of the spin chain to the single excitation sector, and only to pure states of the form

\[
|\psi(t)\rangle = \sum_{i=1}^{N} \phi_i(t) |1_i\rangle.
\]

(3.117)
\[
|1_i\rangle = |0..010..0\rangle
\]
denotes the state with one excitation at site \(i\), while the coefficients of the initial state of the chain will be chosen so that \(\phi_k(0) = 0\) for \(k > \nu\). Under these assumptions, the probability to find the system in the measurement subspace after the \(j\)-th measurement is equal to

\[
q_j(\tau_j) = 1 - \gamma_2^2 \tau_j^2 |\phi_\nu(t_{j-1})|^2, \quad (3.118)
\]

where

\[
\gamma_2^2 |\phi_\nu(t_{j-1})|^2 = \Delta_\psi_{j-1}^2 H_\Pi,
\]

and, as before, the variance \(\Delta_\psi_{j-1}^2 H_\Pi\) is computed with respect to the state \(|\psi_{j-1}\rangle\). In other words, the probability \(q_j(\tau_j)\) can be directly computed just by observing the modulus of the state \(|1_{\nu+1}\rangle\) at time \(t_j\), corresponding to the leakage outside the measurement subspace.

In the case the initial condition of the dynamics is given by an eigenstate of the Zeno-Hamiltonian \(\Pi H_N \Pi = H_\nu\) (which is the spin chain Hamiltonian with \(\nu\) spins) and we re-normalise the system state after every measurement, then the coefficient \(|\phi_\nu(t)|\) is approximately constant and equal to \(\phi_\nu\), such that

\[
q_j(\tau_j) = 1 - \gamma_2^2 \tau_j^2 |\phi_\nu(t_{j-1})|^2 = 1 - \gamma_2^2 \tau_j^2 \phi_\nu^2 = q(\tau_j),
\]

In this way, the quantum mechanical probability of finding the system in the subspace upon measurements depends just on the length of the interval \(\tau_j\), and from (3.103) we have

\[
\mathcal{P}^* = \exp\left(-\gamma_2^2 \phi_\nu^2 m \tau^2 (1 + \kappa)\right). \quad (3.119)
\]

However, in a more general case the time dependence of \(|\phi_\nu(t)|^2\) has to be taken into account, and \(\mathcal{P}^*\) can be computed either numerically (by simulating the sequence of repeated measurement on the \(N\) spin chain) or analytically (by using the approximation given by (3.109) for stochastic quantum Zeno dynamics).
In the latter case, we have
\[ P^* \approx \exp \left( -\frac{m\gamma_2^2\tau^2(1+\kappa)}{T} \int_0^T |\phi_\nu(t)|^2 dt \right) . \] (3.120)

In the following, numerical results for a chain of \( N = 12 \) spins are presented. All the results are evaluated for a bimodal distribution of the measurement intervals. First, we examine the behaviour of the survival probability when the system is subjected to a stochastic protocol of projective measurements and two different initial states are considered. In particular, the initial state of the system is prepared, respectively, as an entangled W-state (i.e. a delocalized excitation) and then as a state where the excitation is localized in the left-most spin of the chain. For each set of parameters we consider a single realization of random time intervals \( \tau_j \) and we calculate the survival probability as \( P = \prod_j q_j(\tau_j) \), where \( q_j(\tau_j) \) is the probability (numerically calculated) to find the population in the subspace after the \( j \)-th measurement. For the coherent Zeno protocols, instead, the survival probability is given by \( P = P(t_j) \), that is the population of the system within the measurement subspace at time \( t_j = \sum_j \tau_j \).

**W-state:** Let us prepare the quantum system in the entangled state
\[ |\psi_\nu(t)\rangle = \frac{1}{\sqrt{\nu}} \sum_{i=1}^\nu |1_i\rangle. \] (3.121)

In Fig. 3.13 we show the survival probability (i.e. \( P = \prod_j q_j(\tau_j) \), black lines) obtained by numerical simulations of a sequence of random measurements for \( \nu = 1, \ldots, 9 \) (bottom to top), compared to (3.120) (cyan lines). An excellent agreement is observed: the numerical values and the theoretical approximation practically coincide, confirming thus the validity of the approximation. Although the initial state (3.121) is not an eigenstate of \( H_\nu \), the dynamics of the system approximately converges to such a state, as observed in the numerical simulations. Hence, we can compare the survival probability \( P \) (black lines), obtained by the numerical simulation, to \( P^* \) computed from (3.119) (cyan lines), where...
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Figure 3.13: The quantum spin chain is initially prepared in the W-state (3.121). In the figure, we show one realisation of $P$ (for each $\nu = 1, \ldots, 9$, from bottom to top) as a function of the number of measurements $m$ (black lines) compared to $P^*$, calculated by using (3.120) (cyan lines). Inset – The same realizations (black lines) compared to $P^*$, calculated by (3.119) (cyan lines). The probability density function is bimodal with $p_1 = p_2 = 0.5$, $\tau^{(1)} = 1 \mu s$, and $\tau^{(2)} = 5 \mu s$.

$|\phi_\nu(t)|^2$ is assumed to be constant. In this regard, the inset of Fig. 3.13 shows the comparison between this analytical approximation and the numerical values. The agreement is better for small $\nu$, where the discrepancy between the initial state and the eigenstates of the subspace Hamiltonian $H_\nu$ is small (in particular, for $\nu = 1, 2$ the initial state is an eigenstate of $H_\nu$).

Left-most qubit excited: By starting from $|1_1\rangle$, the excitation travels towards the edge of the subspace, where it is reflected. Hence, apart from the spreading, the excitation oscillates between the edge of the chain and the edge of the subspace, with a velocity $\varsigma$ given by the Lieb-Robinson bound [139]. The velocity $\varsigma$ can be determined by evaluating (for $\nu = 2, \ldots, 10$) the time when the excitation first peaks at the edge qubit $\nu$, which is the one qubit belonging to the subspace that directly interacts with the rest of the chain. We numerically obtain $\varsigma \approx 0.06$ sites/ms, in good agreement with the theoretical bound given by
the norm of the interaction operator \[126\], i.e.

$$\varsigma \leq e \left\| \frac{\gamma}{2} (\sigma^x_\nu \sigma^{x+1}_\nu + \sigma^y_\nu \sigma^{y+1}_\nu) \right\| \approx 0.085 \text{ sites/ms}.$$  

![Graph showing survival probability $P^*$ as a function of $m$](image)

Figure 3.14: The quantum spin chain is prepared in the state $|1_1\rangle$. We plot the numerical value of $P^*$ (black line) as a function of the number of measurements $m$ compared to (3.120) (cyan lines) for $\nu = 9$. The blue dashed line is $|\phi_\nu(t)|^2$ as obtained by a simulation with $H_9$, while in the inset of the figure we show $P^*$ for $\nu = 1, \ldots, 9$ (from bottom to top). The probability density function is bimodal with $p_1 = p_2 = 0.5$, $\tau^{(1)} = 1 \mu$s, and $\tau^{(2)} = 5 \mu$s.

Fig. 3.14 shows the survival probability $P = \prod_j q_j(\tau_j)$ (black lines), obtained by numerical simulations and compared to (3.120) (cyan lines) for $\nu = 9$ (in the inset the most probable value $P^*$ is shown for $\nu = 1, \ldots, 9$, bottom to top). The plateaus correspond to zero or very little excitation of the edge qubit (with $|\phi_\nu|^2$ very small), while the steps correspond to a considerable excitation located at the edge qubit. This excitation (i.e. $|\phi_\nu|^2$ for $\nu = 9$) of the edge qubit, plotted as a blue dashed line, oscillates between the edge of the chain and the edge of the subspace and the peaks indicate the time instances where the excitation is practically located at the edge qubit. The remnant plateaus for $\nu = 1$ occur only in the numerical simulation and are absent in the model, since they do not come
from an oscillation of the excitation in the 1-qubit subspace, but from repetitive measurements after the smaller time interval $\tau^{(1)}$. Thus, it is an effect that is averaged out in the model. For $\nu > 1$, instead, the plateaus are originated also by the dynamics within the subspace and, thus, are present both in the single realizations (numerics) and in the averaged model (theory).

**Coherent Couplings:** Without applying a sequence of quantum measurements on the system, we can include the coupling of the system with a coherent driving by means of the following additional (coupling) Hamiltonian:

$$H_c(\nu) = (\sigma^{\nu+1}_x \sigma^{\nu+2}_x + \sigma^{\nu+1}_y \sigma^{\nu+2}_y).$$  \hspace{1cm} (3.122)

The coupling is chosen so that $g = \frac{\pi}{2\tau}$ in the case of continuous coupling, and $s = \frac{\pi}{2}$ in the case of pulsed coupling. Thus, on average in both cases the pulse area of the coupling is the same, and for the pulsed coupling the projective measurement is substituted by an excitation flip between the qubits $\nu + 1$ and $\nu + 2$.

The performance of the Zeno protocols are evaluated by introducing the *Uhlmann fidelity* [120,223], defined as

$$\mathcal{F}^{(\text{protocol})} = \text{Tr} \sqrt{\rho_m^{(\Pi)} \rho_m^{(\text{protocol})} \rho_m^{(\Pi)}}. \hspace{1cm} (3.123)$$

$\mathcal{F}^{(\text{protocol})}$ compares the evolved density matrices to the density matrix $\rho_m^{(\Pi)} \equiv \rho^{(\Pi)}(t = T)$, which is obtained by exact subspace evolutions. The superscript (protocol), instead, refers to the examined Zeno protocols given by projective measurements (p.m.), continuous coupling (c.c.) or pulsed coupling (p.c.).

Fig. 3.15 shows the fidelity $\mathcal{F}$ of the respective dynamics as a function of the number of qubits $\nu$ within the subspace. While projective measurements (p.m.) yield the highest fidelity, *all three Zeno protocols show a similar scaling behaviour with respect to $m$ and $\nu*. It should be noted though that, due to the *probabilistic* nature of the projective measurements given by the survival probability $\mathcal{P}^*$, the coherent methods show the better *deterministic* performance with a slight advan-
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Figure 3.15: Performance of the Zeno protocols as a function of the subspace size \( \nu \). The red upper triangles, green lower triangles and blue circles show the fidelities, respectively, for continuous coupling, pulsed coupling and projective measurements. Instead, the black squares show the survival probability. The simulations where carried out for the initial W-state and a bimodal probability density function with \( p_1 = p_2 = 0.5 \), \( \tau^{(1)} = 3 \mu s \) and \( \tau^{(2)} = 5 \mu s \). The inset shows how the system behaves for \( \nu = 5 \) when \( m\tau \) is constant, and the interaction (given by the number of measurements \( m \) or the coherent coupling strength \( g \)) is varied: As we approach the Zeno limit the confinement error \( 1 - P \) vanishes for all the three Zeno protocols (from top to bottom: p.m. (black), c.c. (dark red), p.c. (dark green)), and the scaling with respect to \( \tau \) is linear for the protocol based on projective measurements and quadratic for the coherent coupling methods.

tage for pulsed coupling (p.c.) over coherent coupling (c.c.). For increasing \( \nu \), we approach higher values of fidelity and survival probability, since the edge qubit is on average less populated, so that we have less leakage. The inset of Fig. 3.15 shows the leakage \( 1 - P \) for the three protocols, projective measurements (black), pulsed coupling (dark green) and continuous coupling (dark red), when approaching the Zeno limit, by setting \( m\tau \) to be a constant value and decreasing \( \tau \) while at the same time \( m \) is increasing. The results are shown for \( \nu = 5 \), \( p_1 = 1 \), and \( \tau^{(1)} = 3 \mu s \). While the projective measurements approach shows a linear scaling with \( \tau \propto 1/m \), the coherent coupling protocols exhibit a quadratic scaling (in this regard, see the inset of Fig. 3.15). The linear scaling in the first case is a direct
consequence of (3.99), while the quadratic scaling in the latter case corresponds to the prediction of the off-resonant driving model.

Figure 3.16: Performance of the three protocols as a function of the time disorder $1 + \kappa$. The red upper triangles, green lower triangles and blue circles show the fidelities, respectively, for continuous coupling, pulsed coupling and projective measurements. The black squares show the survival probability. The system was initially prepared in the W-state. The cyan curves are the theoretical values obtained by (3.120), where $|\phi_\nu(t)|$ has been taken from the time evolution with $H_\nu$. The probability density function is bimodal with $p_1 = 0.8$, $p_2 = 0.2$, $\tau = 3\mu s$, $\tau^{(1)} \in [1,3]\mu s$ and $\tau^{(2)} \in [3,11]\mu s$, corresponding to $\kappa \in [0,1.778]$. Inset: Performance of the three protocols when only the left-most spin was initially excited.

Finally, in Fig. 3.16 the performance of the Zeno protocols as a function of the time disorder $1 + \kappa$ are shown. As it can be observed, we find a decrease in the fidelity $F$ both for the protocol based on projective measurement (p.m.), and for the coherent pulsed coupling (p.c.), while, trivially, no change occurs for continuous coupling (c.c.). At the same time the survival probability for the projective measurement protocol decreases to about half its ordered value ($\kappa = 0$) over the plotted range of disorder. Fig. 3.16 shows the behaviour of these quantities for the case when the system is initially prepared in the W-state, while in the inset it is shown that the behaviour is very similar when the system is initially prepared with an excitation in the left-most spin.
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3.5 Stochastic sequences of correlated quantum measurements

Usually the environment is unknown and very hard to be characterized. In particular, it can be distinguished according to whether the system to which it is coupled can generate Markovian or non-Markovian dynamics \[192\]. In this regard, time correlations in the noisy environment can potentially generate non-Markovian dynamics within the quantum system, depending on the structure and energy scale of the system Hamiltonian. In particular, also classical environments exhibiting non-Gaussian fluctuations (i.e. characterized by non-Gaussian probability density functions) can lead to non-Markovian quantum dynamics, as shown in Ref. \[26,27\].

In this section, we will consider a quantum system subject to a sequence of projective measurements, where each measurement (defined by the projector \(\Pi\)) occurs after a fixed time interval \(\tau\) and the system driving is given by a random classical field. More specifically, we will study a quantum system that is coupled to a bath that effectively acts on the system via a time fluctuating classical field \(\Omega(t)\), according to the following Hamiltonian:

\[
H_{\text{tot}}(t) = H_0 + \Omega(t)H_{\text{noise}} = H_0 + [\langle \Omega \rangle + \omega(t)]H_{\text{noise}},
\]

(3.124)

where \(H_0\) is the Hamiltonian of the unperturbed system, while \(H_{\text{noise}}\) describes the coupling of the environment with the system. Moreover, we assume that \(\Omega(t)\) takes real values with mean \(\langle \Omega \rangle\), whereby \(\omega(t)\) is the fluctuating part of the field with vanishing mean value. The system dynamics for a given realization of the random field \(\Omega(t)\), then, is described by the stochastic Schrödinger equation

\[
\dot{\rho}(t) = -i[H_0 + \langle \Omega \rangle H_{\text{noise}}, \rho(t)] - i\omega(t)[H_{\text{noise}}, \rho(t)],
\]

(3.125)

that, if averaged over the statistics of the field \(\Omega(t)\) as shown in Appendix \[B\].
takes the form of the following master equation:

\[
\langle \dot{\rho}(t) \rangle = -i[H_0 + \langle \Omega \rangle H_{\text{noise}}, \rho(t)] - \int_0^t \langle \omega(t)\omega(t') \rangle [H_{\text{noise}}, [H_{\text{noise}}, \rho(t')]] dt',
\]

where \(\langle \omega(t)\omega(t') \rangle\) denotes the second-order time correlation function or memory kernel of the random field \(\omega(t)\), and \([\cdot, \cdot]\) is the commutator. If the classical field is a white noise, the second-order time correlation function turns out to be a Dirac-delta distribution, i.e. \(\langle \omega(t)\omega(t') \rangle \propto \delta(t - t')\), and the standard Lindblad-Kossakowski master equation \([34]\) is obtained. Otherwise, a different memory kernel can lead to non-Markovian dynamics depending on the structure and time scale of the Hamiltonian, as for example demonstrated for random telegraph noise (RTN) and 1/f-noise \([26, 27]\). We denote the single measurement quantum survival probability (i.e. the probability for the system to remain confined within the measurement subspace) as \(q(\Omega)\), that depends on the value of \(\Omega\) during the time interval \(\tau\) and thus is a random variable. Accordingly, the survival probability for the whole time duration is given by

\[
\mathcal{P}_k(m) = \prod_{j=1}^m q(\Omega_{j,k}),
\]

where \(k = 1, \ldots N\) labels the realization of a trajectory, \(j\) represents the time order of the \(m\) measurements, and \(\Omega_{j,k}(t)\) is the corresponding fluctuating field. Moreover, in \((3.127)\) the single measurement quantum survival probability \(q(\Omega_{j,k})\) is defined as

\[
q(\Omega_{j,k}) = \text{Tr} \left[ \rho_k(j\tau) \Pi \right],
\]

where \(\rho_k(j\tau)\) is the \(k\)-th realization of the system density matrix at time \(t_j = j\tau\).

Also in this case, where the stochasticity is given by the random classical field \(\Omega(t)\), the survival probability becomes a random variable described by the stochastic quantum Zeno dynamics formalism. In this regard, in the following we propose a way to probe the presence of noise correlations in the environment, by analyzing the time and ensemble average of the system survival probability. In particular, we will demonstrate how such environmental time
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correlations can determine whether the two averages do coincide or not \cite{157}. It is worth noting that also this method relies on the very recent idea of the so-called quantum probes, whereby their fragile properties, as coherence and entanglement, are strongly affected by the environment features and can be used for detection purposes. Examples of such physical systems, which are used to probe environments like biological molecules or surfaces of solid bodies or amorphous materials, are quantum dots, atom chips and nitrogen vacancy centers in diamond \cite{15,52,100,111,146,148,195,218}. Finally, especially in this framework, the introduction of noise quantum filtering techniques can be required to achieve the following two main goals:

- To improve the effectiveness of the predictions given by applying the LD theory to open quantum systems.

- To design robust quantum devices for information processing and take advantage at most of the presence of an external environment.

As a matter of fact, robust control of a quantum system is crucial to perform quantum information processing, which has to be protected from decoherence or noise contributions originating from the environment. The decay of the coherence of an open quantum system depends in a peculiar way both on the spectrum of the bath and the driving terms of the system. In this regard, as shown in \cite{64,128,164,173}, the application of different control functions lies at the core of the so-called filter function approach to spectrally resolve quantum sensing, that however can undergo the problem of spectral leakages. Most protocols, indeed, investigate the noise fluctuations only in a finite frequency band, while the interaction of the probe with the environment has contributions also outside this band, leading thus to a decreasing of the measurement precision. In solving this issue, we proposed in \cite{159} a fast and robust estimation strategy (based on filter function orthogonalization, optimal control filters and multi-qubit entanglement) for the characterization of the spectral properties of classical and quantum dephasing environments within the whole frequency band. The robustness of such sensing procedure is quantified in terms of a directional Fisher information operator \cite{160}. 
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and then optimal control theory is employed to construct filter functions that maximize the sensitivity of the filter with respect to the noise spectrum. The two methods (i.e. the optimal multi-probe method and the Zeno-based one) not only are complementary, but, being designed on two different quantum system behaviours, could be in principle used to validate the results coming from both of them.

### 3.5.1 Time and ensemble averages vs. noise correlations

To characterize the survival probability $P_k(m)$, two natural quantities arise: The time-average and the ensemble average. In this case, the time average is defined as

$$
\hat{P}_k(m) \equiv \lim_{M \to \infty} \frac{1}{M} \sum_{j=1}^{M} P_k(j)^m.
$$

As before, by using the measured value of the survival probability after the $j$-th measurement, one can estimate the corresponding value after $m$ measurements as

$$
P_k(m) \approx P_k(j)^m.
$$

This value, then, is averaged for $j = 1, \ldots, M$, and the limit of a large number of measurements $M$ is performed. Note that this limit will depend on the realization $k$ of the fluctuating field, and, in particular, on the strength of the noise correlation. The ensemble average, instead, is defined as

$$
\langle P(m) \rangle \equiv \lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} P_k(m),
$$

where the average of $P_k(m)$ is performed over a large number of realizations $N$. In the limit of infinite realizations, the average does not depend on the single realization but on their probability distribution. Now, let us make the following assumption: For each realization $k$ of the stochastic process the fluctuating field between two measurements assumes a constant value, i.e. $\Omega_{j,k}(t) \to \Omega_{j,k}$, which is sampled from the probability density function $p(\Omega)$. Fig. 3.17 shows (in the right upper panel) how the fluctuating field $\Omega$ causes the survival probability $P$. 

146
3.5. STOCHASTIC SEQUENCES OF CORRELATED QUANTUM MEASUREMENTS

to decrease at a fluctuating rate. Observe that within each time interval between

![Diagrams showing quenched, finite temperature, and annealed field fluctuations and their influence on the survival probability during the measurement sequence. The driving field Ω fluctuates in time and with increasing temperature the time correlations vanish going from quenched disorder to annealed disorder. The survival probability \( P \) decreases in time at a rate depending on the fluctuating value of the field. For annealed disorder the effect of the field fluctuations over a couple of time intervals is averaged out and for each realization \( P \) converges to the same value. If we decrease the temperature, the time correlation of the fluctuation grows and this convergence slows down. In the limit of \( T = 0 \) the fluctuations degenerate to a random offset value that determines the behavior of \( P \) that is now different for each realization.

Figure 3.17: Schematic view of the field fluctuations and their influence on the survival probability during the measurement sequence. The driving field \( \Omega \) fluctuates in time and with increasing temperature the time correlations vanish going from quenched disorder to annealed disorder. The survival probability \( P \) decreases in time at a rate depending on the fluctuating value of the field. For annealed disorder the effect of the field fluctuations over a couple of time intervals is averaged out and for each realization \( P \) converges to the same value. If we decrease the temperature, the time correlation of the fluctuation grows and this convergence slows down. In the limit of \( T = 0 \) the fluctuations degenerate to a random offset value that determines the behavior of \( P \) that is now different for each realization.

two measurements the decrease of \( P \) is *quadratic* in the time interval and the field strength. While the field fluctuations are random, after a few measurements the influence of these fluctuations on \( P \) is averaged out and the decay of \( P \) behaves similarly for each realization. When the field fluctuations are correlated, however, the decay of the survival probability depends much stronger on the realization because the probability distribution for \( \Omega_{j+1,k} \) depends on the value of \( \Omega_{j,k} \), and potentially also on the previous history. *This means that the convergence of the time average can be much slower with respect to the uncorrelated case, since a random deviation will influence not only a single time interval but a range of them, according to the relaxation time \( \tau_c \) of the noise correlations.* For this reason, the results, that will be shown later, about the behaviours of the time and ensemble averages as a function of the noise correlation will depend just on the statistics of \( q(\Omega) \) and not on the actual dependence of \( q \) on \( \Omega \), so that \( \Omega \) will be
treated as a parameter describing the statistics of \( q(\Omega) \) via the probability density function \( p(\Omega) \). In accordance with the aforesaid assumption, we sample \( \Omega_{j+1,k} \) from \( p(\Omega) \) with probability \( p \), and \( \Omega_{j+1,k} = \Omega_{j,k} \) otherwise, where the update probability \( p \) can be associated to a temperature \( T \) according to the relation \( p = e^{-E/kT} \). In Fig. 3.17, the temperature grows from left to right yielding different types of disorder. For \( T = 0 \), one has \( p = 0 \), i.e. the value of the field \( \Omega \) is chosen only once randomly and then remains always the same. Hence, the relaxation time \( \tau_c \) is infinite and the time average does always converge to the same value. It is worth noting that this scenario simulates the interaction of the system with an environment that exhibits quenched disorder. Depending on the value of \( \Omega \) in correspondence of the \( k \)-th realization, the decay of the survival probability \( P_k(m) \) can be faster or slower, while for infinite temperature we have \( p = 1 \), representing an annealed disorder environment. Between these two extreme regimes, i.e. for finite temperature, we have \( p \in [0, 1] \), hence a mixture of both behaviours. As explained in [71], quenched disorder means a scenario with a static noise that depends on the initial random configuration of the environment, whereas annealed disorder means that the environment changes its configuration randomly in time.

Let us write now the expressions for the time and ensemble averages when also environmental time correlations are taken into account. In particular, for the time average \( \hat{P}_k(m) \) we introduce the expected frequencies \( m_n \Omega \) that the event \( \Omega \) occurs in one realization of the stochastic sequence of measurements. Then, the time average is given by

\[
\hat{P}_k(m) = \lim_{M \to \infty} \frac{1}{M} \sum_{j=1}^{M} \prod_{\{\Omega\}} (q(\Omega)^{j\Omega_n})^m = \prod_{\{\Omega\}} q(\Omega)^{m_n},
\]

where the product is over all possible values of \( \Omega \) and \( n_\Omega \). For independent (thus uncorrelated) and identically distributed (i.i.d.) random variables \( \Omega_{j,k} \) the expected frequencies correspond directly to the underlying probability density function \( p(\Omega) \). Instead, for correlated \( \Omega_{j,k} \) the convergence of the time average might not be unique or not even exist. The latter consideration is very rele-
vant, since it is linked to the Markov property and recurrence of a stochastic process [135], as explained in more detail below by introducing the theoretical expressions for the time average in different correlated dynamical regimes. In this regard, let us recall that a Markovian stochastic process does not imply Markovian quantum system dynamics, since a Markovian fluctuating field can generate non-Markovianity through its time-correlations. The ensemble average, instead, is the expectation value of the survival probability $P_k$, i.e.

$$\langle P(m) \rangle \equiv \int d\mathcal{P} \text{Prob}(\mathcal{P}) = \int_{\Omega_1} d\Omega_1 \cdots \int_{\Omega_m} d\Omega_m \prod_{j=1}^{m} p_j(\Omega_j|\Omega_1, \ldots \Omega_{j-1}) q(\Omega_j),$$

(3.132)

where $\text{Prob}(\mathcal{P})$ is the probability distribution of the survival probability $P_k(m)$ (which is by itself a random variable depending on the field fluctuations) and $p_j(\Omega_j|\Omega_1, \ldots \Omega_{j-1})$ is the conditional probability of the event $\Omega_j$ given the process history. In the case of i.i.d. random variables $\Omega_j$, (3.132) becomes

$$\langle P(m) \rangle = \int_{\Omega_1} d\Omega_1 \cdots \int_{\Omega_m} d\Omega_m \prod_{j=1}^{m} p(\Omega_j) q(\Omega_j) = \left( \int p(\Omega) q(\Omega) \right)^m. \quad (3.133)$$

Finally, we compute the time and ensemble averages as a function of $p$ in three different regimes: (i) Annealed Disorder ($p = 1$), (ii) a finite temperature case with $p \in [0, 1]$ and a number $m$ of measurements such that at least $5 - 10$ jumps occur, and (iii) quenched disorder ($p = 0$). In the case of annealed disorder (an), i.e. uncorrelated noise, the two averages follow straightforwardly from the definitions, namely

$$\hat{P}_k(m)_{\text{an}} = e^{m\ln q(\Omega)}$$

(3.134)

for the time average and

$$\langle P(m) \rangle_{\text{an}} = e^{m\ln(q(\Omega))}$$

(3.135)

for the ensemble average. Conversely, in the case of quenched disorder (qu), each realization has constant $q(\Omega)$ and, thus, survival probability $q(\Omega)^m$. Accordingly,
the ensemble average is the arithmetic average of these outcomes:

$$\langle P(m) \rangle_{\text{qu}} = e^{\ln(q(\Omega)^m)} = \langle q(\Omega)^m \rangle.$$  \hspace{1cm} (3.136)

Instead, the time average for quenched disorder does not take a single value but splits into several branches, i.e.

$$\hat{P}_k(m)_{\text{qu}} \in \{q(\Omega)^m \mid \Omega \in \text{supp}(p(\Omega))\},$$  \hspace{1cm} (3.137)

since the underlying stochastic process is not recurrent, in the sense that given the value of $\Omega$ in the first interval, all the other values of the support of $p(\Omega)$, $\text{supp}(p(\Omega))$, cannot be reached anymore within the same realization of the process. Finally, for the finite temperature (fT) regime the problem is more difficult, but not for the time average, which is the same of the annealed disorder case:

$$\hat{P}_k(m)_{\text{fT}} = \hat{P}_k(m)_{\text{an}} = e^{m\ln q(\Omega)}.$$  \hspace{1cm} (3.138)

The reason is that, despite of the time correlations, the time average is equal to the weighted geometric average of the quantity $q(\Omega)^m$ with respect to $p(\Omega)$, being computed over all possible configurations of $\{\Omega_j\}$ independently from the history of the process. Indeed, only in the quenched disorder case the $\sigma-$algebra of the random variable $\Omega$ is drastically decreased, and also $p$ is independent of the current value of the field. Thus, for a sufficiently long time the frequency of occurrence for the single measurement quantum survival probability $q(\Omega)$ converges to the expected values $n_{\Omega} = p(\Omega)$. Conversely, in order to derive the ensemble average we have to take into account the correlations and examine (i) the occurrence of the sequences of constant $\Omega(t)$’s over several time intervals and (ii) the updates of their values according to $p$. If the length of such a sequence is labelled by $l$, then $l$ is distributed by the Poisson distribution

$$r(l, \lambda_p) = \frac{\lambda_p^l e^{-\lambda_p}}{l!},$$  \hspace{1cm} (3.139)
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where \( \lambda_p \equiv 1/p \). Thus, the expectation value of the survival probability \( \mathcal{P}_{CF} \) for this sequence of constant field values \( \Omega \)'s is given by

\[
\langle \mathcal{P}_{CF}(l, \Omega, p) \rangle_{l,\Omega} \equiv \sum_{l=0}^{\infty} r(l, \lambda_p) \langle \mathcal{P}_{CF}(l, \Omega, p) \rangle_{\Omega} = \sum_{l=0}^{\infty} r(l, \lambda_p) \int d\Omega p(\Omega) q(\Omega)^l
\]

\[
= \int d\Omega p(\Omega)e^{-\frac{1}{p}} \left( \sum_{l=0}^{\infty} \frac{(\lambda_p q(\Omega))^l}{l!} \right) = \int p(\Omega)e^{\frac{q(\Omega)-1}{p}} d\Omega.
\]

Moreover, also the update frequency of the constant \( \Omega \)'s is Poisson distributed, with expectation value \( p m \). Hence, the ensemble average of the system survival probability in case of time-correlated random fields is equal to

\[
\langle \mathcal{P}(m) \rangle_{IT} = \langle \mathcal{P}_{CF}(l, \Omega, p) \rangle_{l,\Omega,p} = e^{-pm} \sum_{n=0}^{\infty} \frac{(pm)^n}{n!} \langle \mathcal{P}_{CF}(l, \Omega, p) \rangle_{l,\Omega}
\]

\[
= e^{pm} \langle \mathcal{P}_{CF}(l, \Omega, p) \rangle_{l,\Omega-1}.
\]

To summarize, \( \langle \mathcal{P}(m) \rangle_{IT} \) has been derived by means of the following two steps:

- First, we have first computed the expectation value of the system survival probability with a repeated sequence of projective measurements, characterized by constant values of \( \Omega(t) \) over the time intervals of the sequence. For such derivation, we have assumed that the length \( l \) of the sequence is a Poisson distributed random variable, whose mean value has been calculated with respect to \( l \) and \( \Omega \).

- Secondly, also the update frequency of the \( \Omega \)'s has been modeled as a Poisson random variable, so that the ensemble average of the system survival probability turns out to be equal to the expectation value of \( \langle \mathcal{P}_{CF}(l, \Omega, p) \rangle_{l,\Omega} \) with respect to \( p \).

Fig. 3.18 shows the above calculated ensemble averages together with numerical values from the realization of \( N = 1000 \) stochastic processes for different values of \( p \). In all cases, for \( p(\Omega) \) we have used a bimodal distribution with \( p_1 = 0.8, p_2 = 1 - p_1 = 0.2 \) and corresponding single measurement quantum survival
probabilities \( q_1 = 0.999, q_2 = 0.9 \). By decreasing (increasing) \( q_1 \) and \( q_2 \), the decay becomes faster (slower). The same happens if we increase (decrease) \( p_2 \), that is the probability associated with \( q_2 < q_1 \). Note that the probabilities \( p_1, p_2, q_1, q_2 \) and the update frequency \( p \) fully define the time and ensemble average of \( \mathcal{P} \), so that we do not have to specify the Hamiltonian of the system.

### 3.5.2 Detection of noise correlations

In this section, we will show how to probe time correlations of a noisy environment coupled to a quantum system used as probe.

**Accumulated standard deviation**

Let us evaluate the variance of the probability distribution \( \text{Prob}(\mathcal{P}) \), which is defined as

\[
\Delta^2 \mathcal{P}(m) \equiv \langle \mathcal{P}(m)^2 \rangle - \langle \mathcal{P}(m) \rangle^2,
\]

(3.142)

where \( \Delta \mathcal{P} \) is the corresponding standard deviation. Thus, to derive the variance \( \Delta^2 \mathcal{P}(m) \), we still need to calculate the second moment of the probability distribution \( \text{Prob}(\mathcal{P}) \). In the case of infinite temperature or annealed disorder, it is
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given by

\[
\langle P^2(m) \rangle_{an} = \int_{\Omega_1} d\Omega_1 \cdots \int_{\Omega_m} d\Omega_m \prod_{j=1}^{m} p(\Omega_j)q(\Omega_j)^2 = e^{m \ln(f_1 d\Omega p(\Omega)q(\Omega)^2)} = e^{m \ln(q(\Omega)^2)},
\]

so that the normalized variance is equal to

\[
\frac{\Delta^2 P(m)_{an}}{\langle P(m) \rangle_{an}^2} = \frac{\langle P(m)^2 \rangle_{an} - \langle P(m) \rangle_{an}^2}{\langle P(m) \rangle_{an}^2} = e^{m (\ln(q(\Omega)^2) - \ln(q(\Omega))^2)} - 1
\]

and the normalized standard deviation reads as

\[
\frac{\Delta P(m)}{\langle P(m) \rangle} \approx \sqrt{m} \sqrt{\ln(q(\Omega)^2) - \ln(q(\Omega))^2} \approx \sqrt{m} \Delta^2 H \tau^2 \sqrt{\langle \Omega^1 \rangle - \langle \Omega^2 \rangle^2}.
\]

Note that the r.h.s. of (3.145) is given by a second order expansion in the interval length \( \tau \).

For finite temperature, instead, let us consider again the statistical ensemble composed by the sequences of projective measurements with constant \( \Omega \)'s, whose second statistical moment is

\[
\langle P_{CF}(l, \Omega, p)^2 \rangle_{l, \Omega} = \sum_{l=0}^{\infty} r_l(\lambda_p) \int p(\Omega)q(\Omega)^2 l d\Omega = \int p(\Omega)e^{q(\Omega)^2 - \frac{1}{\tau}} d\Omega.
\]

Then, being also \( p \) a Poisson random variable, the second statistical moment of the system survival probability turns out to be

\[
\langle P(m)^2 \rangle_{\Omega} = \langle P_{CF}(l, \Omega, p) \rangle_{l, \Omega, p} = e^{-pm} \sum_{n=0}^{\infty} \frac{(pm)^n}{n!} \langle P_{CF}(l, \Omega, p)^2 \rangle_{l, \Omega}^n = e^{pm(\langle P_{CF}(l, \Omega, p)^2 \rangle_{l, \Omega} - 1)}.
\]

and the normalized variance reads as

\[
\frac{\Delta^2 P(m)_{\Omega}}{\langle P(m) \rangle_{\Omega}^2} = e^{pm(\langle P_{CF}(l, \Omega, p)^2 \rangle_{l, \Omega} - 2\langle P_{CF}(l, \Omega, p) \rangle_{l, \Omega} + 1)} - 1
\]
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i.e.

\[ \Delta^2 \mathcal{P}(m)_{\Gamma \Gamma}^{(m)} \approx pm \left( \langle \mathcal{P}_{CF}(l, \Omega, p)^2 \rangle_{l, \Omega} - 2 \langle \mathcal{P}_{CF}(l, \Omega, p) \rangle_{l, \Omega} + 1 \right), \]  

(3.149)

leading to the following normalized standard deviation:

\[ \frac{\Delta \mathcal{P}(m)_{\Gamma \Gamma}}{\langle \mathcal{P}(m) \rangle_{\Gamma \Gamma}} \approx \sqrt{m} \sqrt{1 + \frac{1}{p} \Delta^2 H \tau^2 \sqrt{\langle \Omega^4 \rangle}}. \]  

(3.150)

Finally, for the quenched disorder case one has

\[ \langle \mathcal{P}^2(m) \rangle_{qu} = \int_{\Omega} d\Omega p(\Omega) q(\Omega)^{2m} = e^{\ln(q(\Omega)^{2m})}, \]  

(3.151)

where the normalized variance is given by

\[ \frac{\Delta^2 \mathcal{P}(m)_{qu}}{\langle \mathcal{P}(m) \rangle_{qu}^{2}} = e^{\ln(q(\Omega)^{2m}) - \ln(q(\Omega)^{m})^2} - 1 \approx \ln(q(\Omega)^{2m}) - \ln(q(\Omega)^{m})^2. \]  

(3.152)

As a consequence, the normalized standard deviation is

\[ \frac{\Delta \mathcal{P}(m)_{qu}}{\langle \mathcal{P}(m) \rangle_{qu}} \approx \sqrt{\ln(q(\Omega)^{2m}) - \ln(q(\Omega)^{m})^2} \approx m \Delta^2 H \tau^2 \sqrt{\langle \Omega^4 \rangle - \langle \Omega^2 \rangle^2}, \]  

(3.153)

where the latter expression is given again by a second order expansion in the interval length \( \tau \).

Fig. 3.19 shows the standard deviations \( \Delta \mathcal{P} \) (without normalization) together with the values from the realization of 1000 stochastic processes for the chosen value of \( p \), i.e. \( p = 0, 0.03, 0.1, 0.5, 1 \). We find that the larger is the time-correlation (the smaller \( p \)), the larger is the standard deviation \( \Delta \mathcal{P} \) of the survival probability \( \mathcal{P} \), i.e. the more the outcome depends on the single realization. To average out the non-monotonic behaviour of \( \Delta \mathcal{P} \), we introduce the accumulated standard deviation

\[ \mathcal{D}(m) \equiv \sum_{j=1}^{m} \Delta \mathcal{P}(j), \]  

(3.154)

given by summing up the standard deviation values for an increasing number \( j = 1, \ldots, m \) of measurements. The result is shown in Fig. 3.20. For relatively
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Figure 3.19: Standard deviation for $p = 0, 0.5, 0.1, 0.03, 1$ (black, green, yellow, red, blue). The dashed lines correspond to the value calculated from 1000 realizations of the stochastic process, while the solid lines correspond to the respective theory curve.

Figure 3.20: Accumulated standard deviation $D(m) = \sum_{j=1}^{m} \Delta P(j)$ for $p = 0, 0.5, 0.1, 0.03, 1$ (black, green, yellow, red, blue). The dashed lines correspond to the values calculated from 1000 realizations of the stochastic process. For a relatively high number of measurements $m > 300$ there is a clear monotonicity of $D$ as a function of the degree of the noise time-correlations.

For large values of $m \ (> 300)$ $D(m)$ monotonically increases with the amount of time-correlations, which is directly proportional to the quantity $1 - p$. Hence, we propose $D(m)$ as the natural figure of merit to infer the strength of such a noise time-correlation.
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Ergodicity breaking of interaction modes

As shown before, the time and ensemble averages of the system survival probability $P$ strictly depend on the update frequency $p$. Only for large values of $m$ and $N$ (i.e. many measurements and many realizations), the frequency of each event $q(\Omega)$ is $m N p(\Omega)$, independently of $p$. If we compare the expressions for such averages as a function of the noise time correlation (i.e. for different temperatures $p$), we find that the ensemble average will grow until it takes the maximum in the quenched disorder limit, which is given by the arithmetic average of the quantity $q(\Omega)^m$. In other words, one get

$$\hat{P}_k(m)_{\text{an}} \leq \langle P(m) \rangle_{\text{an}} \leq \langle P(m) \rangle_{\text{RT}} \leq \langle P(m) \rangle_{\text{qu}}, \quad (3.155)$$

so that the following conclusions can be stated:

- For the case of annealed disorder the time and ensemble averages practically coincide: we refer to this equality as an ergodic property of the system environment interaction, as shown in [98].

- However, the more the $q(\Omega_{j,k})$ are correlated, the more the ensemble average moves away from the time average and the ergodicity is broken. This can be seen in Fig. 3.21 where time and ensemble averages are simulated for a bimodal distribution $p(\Omega)$ for quenched and annealed disorder, and for two values of finite temperature. Also for this simulation, as well as for Figs. 3.18, 3.19 and 3.20 we have used a bimodal distribution with $p_1 = 0.8$, $p_2 = 0.2$ and corresponding single measurement quantum survival probabilities $q_1 = 0.999$, $q_2 = 0.9$. As given by (3.145), (3.150) and (3.153), the non-ergodic behaviour depends essentially on the second and fourth moment of $p(\Omega)$. In other terms, this effect will decrease if we choose $p_1 \approx p_2$ or $q_1 \approx q_2$. The same happens if we change the bimodal distribution into a multimodal or continuous distribution.

From an application point of view, this allows to detect correlations in a fluctuating field by measuring and comparing to each other the time and ensemble
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Figure 3.21: In the numerical simulations we have considered 50 realizations of the time average with $M = 2000$ (grey solid lines), along with the ensemble average calculated from 1000 realizations of the stochastic process (red solid lines). These are compared to the theoretical curves for the time average (dark blue dashed) and ensemble average (orange dashed). Top left: quenched; top right: $p = 0.1$; bottom left: $p = 0.5$; bottom right: annealed.

averages of the survival probability. Furthermore, by changing the time interval $\tau$ between two measurements, we can explore the occurrence time scale of these correlations.

In order to test our method for a real quantum system, let us now consider the following two-level Hamiltonian

$$H_{\text{tot}} = \Delta \sigma_z + \Omega(t)\sigma_x ,$$

where $\sigma_x, \sigma_z$ are Pauli matrices, $\Omega(t)$ is the (fluctuating) driving of the system (e.g.
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an unstable classical light field), and $\Delta$ is a detuning term. We set $\Delta = 2\pi \times 5 \text{ MHz}$ and $\Omega \in 2\pi \times \{1, 5\} \text{ MHz}$ as a fluctuating RTN field with equal probability for both values. We initially prepare the system in the ground state $|0\rangle$ and perform projective measurements in this state spaced by intervals of constant length $\tau = 100 \text{ ns}$. Such scheme may be implemented on many different experimental platforms and, very recently, has been realized to prove the stochastic quantum Zeno effect with a Bose-Einstein condensate on an atom-chip $^{98}$. Note that the

Figure 3.22: Time and ensemble averages of the system survival probability, along with the standard deviation $\Delta P$ for the two-level Hamiltonian with a fluctuating RTN (classical) field. For the numerical simulations, we have considered 50 realizations of the time average (grey solid lines) with $M = 2000$, along with the ensemble average calculated from 1000 realizations of the stochastic process (red solid line). The dark green dashed lines show the standard deviation $\Delta P$ of the single realizations. The time scale $\tau_c$ of the correlation decreases from left to right and from top to bottom, ranging from perfectly correlated (quenched) disorder to uncorrelated (annealed) noise.
3.6. CONCLUSIONS AND CONTRIBUTIONS

second order time correlation function for the RTN is exponential in time, so that

\[ \langle \omega(t)\omega(t') \rangle \propto e^{-\frac{2(t-t')}{\tau_c}}, \]

(3.156)

where the relaxation time \( \tau_c \) is equal to the average time between two field switches. In this regard, Fig. 3.22 shows the time and ensemble averages, together with the corresponding standard deviation, for an average time between the fluctuating field switches equal, respectively, to \( 10, 10^3, 10^5, 10^7 \) ns. It can be clearly seen how a relaxation time \( \tau_c \) longer than the time interval \( \tau \) generates a growing standard deviation \( \Delta P \), which can then be exploited as a witness of the strength of noise correlations.

3.6 Conclusions and contributions

Summarizing, this chapter provides the following contributions:

- We have analyzed stochastic quantum Zeno phenomena by means of the LD theory. In particular, for an arbitrary quantum system with unitary dynamical evolution subject to a sequence of random-distributed measurements projecting it into a fixed initial state, we have analytically shown that (in the limit of a large number \( m \) of measurements) the distribution of the (survival) probability to remain in the initial state assumes a large-deviation form, namely, a profile decaying exponentially in \( m \) with a positive multiplying factor. Such a profile is given by the so-called rate function, which is a function only of the survival probability. Our analytical results, then, have been tested in the case of Zeno-protected entangled states. We have shown that the presence of disorder in the sequence of time intervals between consecutive measurements is deleterious in reaching the Zeno limit. Nevertheless, the disorder does enhance the survival probability when the latter is not exactly one, which, interestingly enough, corresponds to the typical experimental situation. Furthermore, it is worth noting that, since the decoherence may correspond to a continuous monitoring from the en-
virement (repetitive random measurements), our formalism allows one to predict the occupation probability of an arbitrary quantum state by the knowledge of the probability distribution of the system-environment interaction times.

- The application of the LD theory to open quantum systems allowed to obtain *analytical expressions for the most probable and the average value of the survival probability*. While the most probable value represents what an experimentalist will measure in a single typical implementation of the measurement sequence, the average value corresponds instead to an averaging over a large (ideally infinite) number of experimental runs. Hence, by tuning the probability distribution of the time intervals between consecutive measurements, one can achieve a specific value for the most probable survival provability, thereby allowing to engineer novel optimal control protocols.

- We analytically and experimentally demonstrated the occurrence in the Zeno regime of an *ergodic property for the interaction modes between a quantum system and the external environment*, by measuring the system at random times. In particular, by using the large deviation theory we have proved that the most probable value of the probability for the system to remain in a given quantum state is equal to the corresponding arithmetic average, computed over a statistical ensemble of ordered sequences of measurements, when the system approaches the quantum Zeno regime. These results have been experimentally tested using a Bose-Einstein condensate of Rubidium atoms, which are trapped on an atom chip. They are expected to represent further steps towards controlled manipulations of quantum systems via dissipative interactions \[202\], whereby one can control the noisy environment or part of it to perform desired challenging tasks.

- By exploiting again LD theory, we have analytically derived under which conditions one can distinguish two different noise probability density functions \(p(\tau)\) of a stochastic sequence of quantum measurements, by evaluating the corresponding survival probability at the end of the sequence. In partic-
ular, we have introduced a Fisher information operator, which is expressed in terms of the statistical moments of the corresponding noise probability density function. This has allowed us to quantify how sensitive is the survival probability’s most probable value to an arbitrary perturbation $\delta p(\tau)$ of $p(\tau)$, and to distinguish the difference between the perturbed and unperturbed noise distribution. Such a tool might become a promising method to analyze the temporal behaviour of an unknown environment when coupled to the measured quantum system.

- The accessibility to Zeno dynamics for a quantum system in random interaction with the environment has been analyzed. In this regard, when noise contributions in quantum Zeno protocols are taken into account, the accessibility to system dynamics becomes more difficult, so that the confinement within the measurement subspace is effectively realized only if the stochasticity is compensated by a stronger observation, that e.g. can be realized by a sequence of measurements occurring at random times but on average more frequently. To achieve this result, we have extended the large deviation theory approach, used to introduce the stochastic quantum Zeno effect, to the description of survival probabilities from QZD by considering also the dynamics within the measurement subspace. The new approach has allowed us to find a less restrictive condition for the confinement of quantum Zeno dynamics (the weak Zeno limit), for which the observations are fast enough to ensure that the dynamics in the subspace follow closely the dynamics of a perfectly truncated system, while the survival probability decays with increasing time.

- Besides the stochastic quantum Zeno protocol based on projective measurements, we have shown that SQZD can be equivalently achieved with high fidelity also by applying fast random unitary kicks or strong continuous couplings, that have the advantage to be fully deterministic and easy to implement. Since only by modelling with enough accuracy the nature of such interactions with the environment we can effectively control a quantum dy-
namics in a well-defined Hilbert space portion, we believe that the results about SQZD will provide a new tool in quantum information processing and quantum computation not only for controlling the amount of quantum coherence by means of Zeno-protection protocols, but also to design engineered quantum paths within the system Hilbert space. To all effects, when this framework, originated from the application of the large deviation theory to open quantum systems, will be combined with optimization methods to derive control pulses, it could be denoted as noise-assisted quantum control paradigm.

- Stochastic sequences of correlated quantum measurements have been analyzed. In particular, we have quantified stochastic quantum Zeno phenomena in time-correlated environments and we have shown how the ergodicity breaking of the system-environment interaction modes depends on the time scale of the noise correlations. Indeed, the deviation between the time and ensemble averages of the system survival probability monotonically grows for increasing values of \( p \), which quantifies the strength of such correlations. In doing this, we have introduced a novel method to probe time correlations in random classical fields coupled to the quantum probing system. The advantage of this method is that it does not rely on quantum state or process tomography but on a simple Zeno-based measurement scheme. In this way, by realizing different initial states and measurement operators, one has also the possibility to probe the effect of the environment on different subspace of the system. We believe that this approach will further contribute to the development of new schemes for quantum sensing technologies, where nanodevices may be exploited to image external structures or biological molecules via the surface field they generate. As final remark, it is worth noting that the introduction of (quantum) noise sensing schemes is crucial also to improve the reliability of the predictions provided by the LD theory about the fluctuation profile of specified system observables.

- As final remark, note that the results we have shown in this chapter rely on
the hypothesis that the introduction of fluctuating semi-classical fields can model a wide class of noise sources, external to the dynamics of the system. Accordingly, the underlying noise-assisted properties follow from our ability to model the fluctuations within the system dynamics, i.e. to correctly predict the occurrence probabilities of the values taken by each system dynamical variable. Such assumption becomes realistic if, before manipulating the system, noise sensing techniques (see e.g. Ref. \cite{159, 164, 173}) are used to evaluate (also approximately) the shape and the intensity of the noise sources affecting the system. Thus, to make stable, or robust, the noise-assisted properties for a given system, the adoption of noise sensing techniques, together with LD predictions, appears to be the most efficient solution. Otherwise, the presence of unmodeled noise is expected to invalidate the positive effects of noise-assisted phenomena.
In this chapter, we will address the characterization and reconstruction of general thermodynamical quantities, such as work, internal energy and entropy for a quantum system in interaction with an external environment, not necessarily thermal. Indeed, in the quantum regime the dynamics of nanoscale systems is highly stochastic, in the sense that thermal and/or quantum fluctuations become of the same order of magnitude as the averages of the physical quantities, which define for example the Hamiltonian of the quantum system. Therefore, the analysis of the energetic and informative content of such fluctuations in terms of non-equilibrium statistical mechanics is crucial to understand the role and the effects of the stochasticity given by random system-environment interactions. On one side, our results allow to quantify the energy that is absorbed by a quantum system due to the presence of stochastic fluctuations, and, on the other side, to infer the environment structure by characterizing the thermodynamic irreversibility of a given quantum process. Moreover, we aim also to clarify the relation between the concepts of entropy and disorder in the sense of stochasticity, by starting from a quantum mechanical microscopic derivation of the entropy production until to derive a
Introduction

The stochastic behaviour of a dynamical system is linked to the presence of non-equilibrium dynamics due to the interaction of the system with an external environment. Such interactions are not necessarily known by an external observer, and, in general, are well modelled by random (fluctuating) couplings. Also the environment, indeed, is a dynamical system, and only rarely it is uniquely determined by some macroscopic variables, as e.g. the temperature, as it happens when the environment is a thermal bath. As a consequence, we can deduce that, if we only observe the evolution of a system (for example by tracing out the environment), then each transformation performed on it is generally irreversible, since in principle such a transformation cannot be reversed by taking back both the system and the environment in their initial conditions, without using a greater amount of energy with respect to that used to realize it. Only in few cases a system transformation can be defined reversible, i.e. when it is realized by infinitesimal and quasi-static variations, that preserve the system in an equilibrium state in each time instant. As a matter of fact, in classical mechanics the solutions of the equations of motion are unique and the motion along the trajectories in system phase space can be, in principle, always inverted to retrieve all the states previously occupied by the system \[206\]. However, the time inversion in experiments with a macroscopic number of particles cannot be practically performed, due to some information losses and the evidence that for a system is very unlikely to occupy the same state at a later time within the dynamics. Similarly, in quan-

\[1\] The results shown in this chapter have been published as “Reconstruction of the stochastic quantum entropy production to probe irreversibility and correlations”, in Eprint arXiv:1706.02193, 2017 (submitted to the International Journal Quantum Science and Technology - IOPscience) \[99\]; “Non-equilibrium quantum-heat statistics under stochastic projective measurements”, in Eprint arXiv:1805.00773, 2018 (submitted to the International Journal Physical Review E) \[96\].

\[2\] Part of this work was conducted while the author was a visiting Ph.D. student at SISSA, Scuola Internazionale Superiore di Studi Avanzati, in January and July 2016, and in January, March and July 2017, Trieste (Italy).
tum mechanics the dynamics of the system wave function and more generally of
the density matrix cannot always be reversed in time, and it ensues the corre-
spending need to characterize and quantify, where possible, irreversible quantum
processes [40, 77]. The typical instance is given by the thermalization of an open
system, where the dissipative processes taking place due to the interaction of the
system with its environment degrade the quantum nature of the system and the
coherence of the quantum states [102].

Accordingly, the following questions naturally emerge: How far a dynamical
system can be led from an equilibrium regime by means of external interactions?
What is the corresponding energy dispersion (loss of information) while perform-
ning a non-equilibrium transformation? How much energy is required to maintain
the system in a non-equilibrium regime, induced by interactions with the envi-
ronment? In this regard, in 1865 Rudolf Clausius first introduced the concept
of entropy production, which quantifies the unavailability of a system to pro-
duce useful work. More formally, entropy (which is not directly measurable) is
a state function of a system in thermodynamic equilibrium, and is proportional
to the number of microscopic configurations assumed by the system, while it is
approaching to a state as specified by one or more macroscopic variables. In its
formulation of thermodynamics, Clausius proved that for a thermodynamic sys-
tem the entropy production is always larger than the heat exchange by the system
with its surroundings. Such a statement, known as Clausius inequality, is valid
for irreversible and reversible processes, as well as for isolated and open systems.
Moreover, the concept of entropy is crucial not only in thermodynamics, where it
allows to characterize irreversibility of a quantum process (for both classical and
quantum systems), but also in information theory, where it is used to quantify
the amount of lost information within a communication channel [56].

In particular, in the present chapter we will address the following topics:

- We will investigate the statistics of the quantum-heat absorbed by a quan-
tum system subject to a sequence of projective measurements applied at
random times, in order to characterize from an energy point of view the ef-
fects produced by the presence of some fluctuating fields due to the random
interaction between the system and the environment.

- By starting from the derivation of the quantum fluctuation theorem for open (decoherent) systems, we will introduce an efficient protocol (relying on a two-time quantum measurements scheme) to reconstruct the entropy production of a quantum given process. In this way, we will be able to (i) understand how much the energetic configuration of the system is altered by the interaction with an arbitrary environment, and (ii) characterize the structure and the features of the external environment.

4.1 Quantum-heat

In this section, the results in [96] about non-equilibrium quantum-heat statistics under stochastic projective measurements are discussed. In the last decades, a growing interest in the thermodynamic properties of quantum dynamical systems has emerged [40, 77]. One of the main goals of such research activity is to devise and implement more efficient engines by exploiting quantum resources [1, 41, 124, 132, 196, 205, 225]. In particular, it has focussed the attention on the exploration of the role of non-thermal states [213] and the capability of characterizing the statistics of the energy, which is exchanged by a quantum system in interaction with an external environment and/or measurement apparatus [73, 242, 238, 43, 44].

Previously in the thesis, we have introduced models relying on sequences of stochastic quantum measurements [97] with the aim to model the random interaction between the environment and the system within the framework of open quantum systems [73]. Indeed, randomness may appear in a measurement process, not only in the outcome of the measurement, but also in the time of its occurrence. Quantum measurements, at variance with classical measurements, are invasive and are accordingly accompanied by stochastic energy exchanges between the measurement apparatus and the measured system. In this work we shall adopt the convention to call such energy exchanges quantum-heat [73], and denote it by the symbol $Q_q$, to distinguish it from the heat proper $Q$ (i.e.,
the energy exchanged with a thermal bath) and the work $W$ (i.e., the energy exchanged with a work source).

In this paper, we study the statistics of the energy exchanged between a quantum system and a measurement apparatus, under the assumption that the interaction can be modelled by a sequence of projective measurements occurring instantly and at random times. Our system does not interact with a thermal bath nor with a work source, hence the energy exchanges is all quantum-heat. Specifically, the following main results will be shown:

- A direct consequence of previous studies [43, 44] is that when the projective measurements occur at predetermined times, the Jarzynski equality of quantum-heat is obeyed. Here we observe that the same is true when there is randomness in the waiting time distribution between consecutive measurements. This can be understood based on the fact that the dynamics that dictate the evolution of the quantum system density matrix are unital [4, 12, 18]. We investigate both the case when the randomness is distributed as a quenched disorder and as annealed disorder [150], for which we present the expression of the characteristic function.

- Our general analysis is illustrated for a repeatedly measured two-level system. We focus on the impact of randomness of waiting times on the average quantum-heat absorbed by the system. As compared with the case of no-randomness, the two-level system exchanges more quantum heat in the presence of randomness, when the average time between consecutive measurements is sufficiently small compared to its inverse resonance frequency. More quantum-heat is absorbed by the two level system when randomness is distributed as quenched noise as compared to annealed noise.

- Finally, we find that even an infinitesimal amount of randomness is sufficient to induce a non-null quantum-heat transfer when many measurements on the system Hamiltonian are performed.

These results have allowed us also to verify a phenomenon of noise-induced quantum-heat transfer as the result of the presence of external (semi-classical)
stochasticity. As further remark, it is worth pointing out how this formalism might be easily exploited even when some parameters of the Hamiltonian are fluctuating variables.

4.1.1 Protocol of stochastic projective measurements

We consider a quantum mechanical system $S$ described by a finite dimensional Hilbert space $\mathcal{H}$. We assume that the system is initially at $t = 0^-$ in an arbitrary quantum state given a density matrix $\rho_0$. The system Hamiltonian $H$ is time-independent and reads:

$$H = \sum_n E_n |E_n\rangle \langle E_n|,$$

(4.1)

where $E_n$ and $|E_n\rangle$ are its eigenvalues and eigenstates, respectively. The eigenstates of $H$ are non-degenerate.

At time $t = 0$ a first projective energy measurement occurs projecting the system in the state $\rho_n = |E_n\rangle \langle E_n|$, with probability $p_n = \langle E_n | \rho_0 | E_n \rangle$. Accordingly, the corresponding energy of the system at $t = 0^+$ is $E_n$. Afterwards, the system $S$ is repeatedly subject to an arbitrary but fixed number $m$ of consecutive projective measurements of a generic observable $O$

$$O \equiv \sum_k o_k \Pi_k,$$

(4.2)

Here $o_k$’s are the possible outcomes of the observable $O$, while the set $\{\Pi_k\}$ are the projectors belonging to the measured eigenvalues. The projectors are Hermitian and idempotent unidimensional operator satisfying the relations $\Pi_k \Pi_l = \delta_{kr} \Pi_r$ and $\sum_k \Pi_k = I$. According to postulates of quantum measurement [200], the state of the quantum system after a projective measurement is given by one of the projectors $\Pi_k$. We denote by $\tau_i$ the waiting time between the $(i - 1)^{th}$ measurement and the $i^{th}$ of the observable $O$. Between those measurements the system undergoes the unitary dynamics generated by its Hamiltonian (4.1), that is $\mathcal{U}(\tau_i) = e^{-iH\tau_i}$, where the reduced Planck’s constant $\hbar$ has been set to unity. The waiting times $\tau_i$ are random variables and so is the total time $T = \sum_{j=1}^M \tau_j$. 

when the last, i.e. the $M^{th}$, measurement of $\mathcal{O}$ occurs. This is immediately followed by a second measurement of energy that projects the system on the state $\rho_l = |E_l\rangle \langle E_l|$. The quantum-heat $Q_q$ absorbed by the system is accordingly:

$$Q_q = E_l - E_n$$  \tag{4.3}$$

In the following we shall adopt the notation $\vec{\tau} = (\tau_1, \ldots, \tau_m)$ for the sequence of waiting time distributions, and $\vec{k} = (k_1, \ldots, k_m)$ for the sequence of observed outcomes of the measurement of $\mathcal{O}$ in a realisation of the measurement protocol. Given the sequences $\vec{k}, \vec{\tau}$, density matrix $\rho_n$ is mapped at time $T$ into

$$\tilde{\rho}_{n, \vec{k}, \vec{\tau}} = \frac{V(\vec{k}, \vec{\tau})\rho_n V^\dagger(\vec{k}, \vec{\tau})}{P(\vec{k}, \vec{\tau})},  \tag{4.4}$$

where $V(\vec{k}, \vec{\tau})$ is the super-operator

$$V(\vec{k}, \vec{\tau}) \equiv \Pi_{k_m} U(\tau_m) \cdots \Pi_{k_1} U(\tau_1) \tag{4.5}$$

and $P(\vec{k}, \vec{\tau}) \equiv \text{Tr} \left[ V(\vec{k}, \vec{\tau})\rho_n V^\dagger(\vec{k}, \vec{\tau}) \right]$. 

\subsection*{4.1.2 Quantum-heat statistics}

$Q_q$ is a random variable due to the randomness inherent to measurements outcomes $\vec{k}$, stochastic fluctuations in the sequence of waiting times $\vec{\tau}$, as well as from the initial statistical mixture $\rho_0$. Its statistics reads

$$P(Q_q) = \sum_{n,l} \delta(Q_q - E_l + E_n)p_{l|n} p_n,$$  \tag{4.6}$$

where $p_{l|n}$ is the transition probability to obtain the final energy $E_l$ conditioned to have measured $E_n$ in correspondence of the first energy measurement. Denoting as $p_{l|n}(\vec{k}, \vec{\tau})$ the probability to make a transition from $n$ to $l$, conditioned on the waiting time and outcomes sequences $\vec{\tau}, \vec{k}$, the overall transition probability $p_{l|n}$
reads

\[ p_{l|n} = \int \sum_{\vec{k}} d^m \tau p(\vec{\tau}) p_{l|n}(\vec{k}, \vec{\tau}), \quad (4.7) \]

where \( p(\vec{\tau}) \) is the joint distribution for the sequence of waiting times \( \vec{\tau} \). The conditioned transition probability \( p_{l|n}(\vec{k}, \vec{\tau}) \) is expressed in terms of the evolution super-operator \( \mathcal{V}(\vec{k}, \vec{\tau}) \), i.e.

\[ p_{l|n}(\vec{k}, \vec{\tau}) = \text{Tr} \left[ \Pi_l \mathcal{V}(\vec{k}, \vec{\tau}) \Pi_n \mathcal{V}^\dagger(\vec{k}, \vec{\tau}) \Pi_l \right]. \quad (4.8) \]

The quantum-heat statistics is completely determined by the quantum-heat characteristic function

\[ G(u) \equiv \int P(Q_q) e^{iuQ_q} dQ_q, \quad (4.9) \]

where \( u \in \mathbb{C} \) is a complex number. Such characteristic function could be directly measured by means of Ramsey interferometry of single qubits \[39,70,147\], or by means of methods from estimation theory \[99\]. Accordingly, plugging (4.7) into (4.6) the quantum-heat statistics becomes

\[ P(Q_q) = \int d^m \tau p(\vec{\tau}) \sum_{n,\vec{k},l} \text{Tr} \left[ \Pi_l \mathcal{V}(\vec{k}, \vec{\tau}) \Pi_n \mathcal{V}^\dagger(\vec{k}, \vec{\tau}) \Pi_l \right] p_n \quad (4.10) \]

Furthermore, substituting (4.10) in the definition (4.9) and using \( \text{Tr} \left[ \Pi_l \mathcal{V} \Pi_n \mathcal{V}^\dagger \Pi_l \right] = \langle E_l | \mathcal{V} | E_n \rangle \langle E_n | \mathcal{V}^\dagger | E_l \rangle \) we obtain

\[ G(u) = \int d^m \tau p(\vec{\tau}) \sum_{n,\vec{k},l} \langle E_l | \mathcal{V} | E_n \rangle \langle E_n | \rho_0 | E_n \rangle \cdot \langle E_n | e^{-iuH} \mathcal{V}^\dagger e^{iuH} | E_l \rangle. \quad (4.11) \]

Finally, being \( e^{iuE_l} | E_l \rangle = e^{iuH} | E_l \rangle \) and \( \langle E_n | e^{-iuE_n} = \langle E_n | e^{-iuH} \), we obtain

\[ G(u) = \langle \text{Tr} \left[ e^{iuH} \mathcal{V}(\vec{k}, \vec{\tau}) e^{-iuH} \rho_0 \mathcal{V}^\dagger(\vec{k}, \vec{\tau}) \right] \rangle, \quad (4.12) \]

where the angular brackets mean quantum-mechanical expectation \( \langle \cdot \rangle = \text{Tr}(\cdot) \rho_0 \), and the overline stands for the average over noise realisations \( \langle \cdot \rangle = \int d^m \tau p(\vec{\tau}) \langle \cdot \rangle \).
Dirac delta, the characteristic function $G(u)$ reduces to

$$G(u) = \sum_k \text{Tr} \left[ e^{iuH_{\vec{k}, \vec{\tau}_0}} e^{-iuH_{0}} \rho_0 \mathcal{V}_{\vec{k}, \vec{\tau}_0} \right],$$

(4.13)
in agreement with the expression in Ref. [242].

The statistical moments of the quantum-heat are obtained, by following the general rule, from the derivatives of the quantum-heat generating function, according to the formula

$$\langle Q^n_q \rangle = (-i)^n \partial^n_u G(u) \bigg|_{u=0},$$

(4.14)

where $\partial^n_u$ denotes the $n$-th partial derivative with respect to $u$. Explicit expressions for $G(u)$ and $\langle Q^n_q \rangle$ will be derived in the following section for the paradigmatic case of a two-level quantum system.

As a side remark we observe that, since the characterization of the measurement operators is encoded in the super-operator $\mathcal{V}(\vec{k}, \vec{\tau})$, Eq. (4.12) is valid also when a protocol of POVMs (excluding the first and the last measurements, performed on the energy basis) is applied to the quantum system. In such a case, the measurement projectors $\Pi_k$ are replaced by a set of Kraus operators $\{B_l\}$, such that $\sum_l B_l^\dagger B_l = I$.

### 4.1.3 Fluctuation Relation

It is a known fact that, when a quantum system is subject to a time dependent forcing protocol and as well to a predetermined number of quantum projective measurements occurring at predetermined times $\vec{\tau}$, the following holds (Jarzynski equality): 

$$\langle e^{-\beta \mathcal{T}(E_l - E_n)} \rangle = e^{-\beta \mathcal{T} \Delta F},$$

(4.15)

where $E_l$ are the final eigenvalues of the time-dependent system Hamiltonian $H(t)$, $\Delta F \equiv -\beta^{-1} \ln \text{Tr}[e^{-\beta \mathcal{T} H(T)}] / \text{Tr}[e^{-\beta \mathcal{T} H(0)}]$ denotes the free-energy difference, and the initial state of the system has the Gibbs form $\rho_0 = e^{-\beta \mathcal{T} H(0)} / \text{Tr}[e^{-\beta \mathcal{T} H(0)}]$ [44]. $Z \equiv \text{Tr}[e^{-\beta \mathcal{T} H(0)}]$ is also called partition function. If turning off the time-dependent forcing, as in the present investigation, this implies that with fixed
waiting times $\bar{\tau}$ one has:

$$\langle e^{-\beta \tau Q_q} \rangle = 1, \quad (4.16)$$

because, without driving, all the energy change in the quantum system can be ascribed to quantum-heat and, being the Hamiltonian time-independent, in that case $\Delta F = 0$. For the sake of clarity, we recall that the notation $\langle e^{-\beta \tau Q_q} \rangle$ denotes a purely quantum-mechanical expectation with fixed waiting time sequence $\bar{\tau}$.

However, as main result, we can easily prove that this continues to hold also if the times between consecutive measurements are random. Indeed, using (4.12), we obtain

$$\langle e^{-\beta \tau Q_q} \rangle = G(i\beta_T) \quad (4.17)$$

where we have used the property

$$\int d^m \tau p(\bar{\tau}) \sum_k \text{Tr} \left[ e^{-\beta_T H} V(\bar{k}, \bar{\tau}) e^{\beta_T H} \frac{e^{-\beta_T H}}{Z} V^\dagger(\bar{k}, \bar{\tau}) \right] = \text{Tr} \left[ e^{-\beta_T H} \right] \frac{1}{Z} = 1,$n

which follows from the normalisation $\int d^m \tau p(\bar{\tau}) = 1$, idempotence of projectors $\Pi_k \Pi_k = \Pi_k$, ciclycity of the trace operation, and the unitarity of the quantum evolutions between consecutive measurements. Its mathematical significance is that the quantum channel that describes the unconditioned evolution from $t = 0$ to $t = T$

$$\rho \mapsto \int d^m \tau p(\bar{\tau}) \sum_k V(\bar{k}, \bar{\tau}) \rho V^\dagger(\bar{k}, \bar{\tau}) \quad (4.19)$$

is *unital*, i.e. it has the identity $\mathbb{I}$ as a fixed point. It is this mathematical property that ensures the validity of the fluctuation relation [4.12] [4.121, 186].

The fluctuation relation [4.12] can also be understood by noticing that, from
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Eq. (4.16), it is $\langle e^{-\beta T Q q} \rangle = 1$, in which the average is restricted to the sole realisations where the sequence $\vec{\tau}$ occurs. The double average remains therefore equal to one: $\langle e^{-\beta T Q q} \rangle = \int d^m \vec{\tau} p(\vec{\tau}) \langle e^{-\beta T Q q} \rangle = 1$. Accordingly, we have shown, from one side, that the fluctuation relation is robust against the presence of randomness in the waiting times $\vec{\tau}$, and, on the other side, that such stochasticity shall not be a-posterior revealed by a measure of $\langle e^{-\beta T Q q} \rangle$ with $\rho_0$ Gibbs thermal state, whatever are the values assumed by $\vec{\tau}$ and $p(\vec{\tau})$.

Moreover, from an experimental point of view, $\langle e^{-\beta T Q q} \rangle$ can be obtained by repeating for a sufficiently large number $N$ of times the foregoing protocol of projective measurements, so that

$$\langle e^{-\beta T Q q} \rangle = \frac{1}{N} \sum_{j=1}^{N} e^{-\beta T Q q(j)},$$

(4.20)

where $Q_q(j)$ is the value of quantum-heat, which is measured after the $j$–th repetition of the experiment.

4.1.4 Noise-induced quantum heat transfer

Below, we will analyze in detail $\langle e^{-\beta T Q q} \rangle$ and the mean quantum-heat $\langle Q_q \rangle$, when a stochastic sequence of projective quantum measurements is performed on a two-level-system. Let $E_+$ and $E_-$ denote its two energy eigenvalues. We assume the initial density matrix is diagonal in the energy eigenbasis:

$$\rho_0 = c_1 |E_+\rangle \langle E_+| + c_2 |E_-\rangle \langle E_-|,$$

(4.21)

with $c_1, c_2 \in [0, 1]$ and $c_2 = 1 - c_1$. We denote the eigenstates of the measured observable $O$ as $\{|\alpha_j\rangle\}$, $j = 1, 2$, so that is $\Pi_j = |\alpha_j\rangle \langle \alpha_j|$. They can be generally expressed as a linear combination of the energy eigenstates, i.e.

$$|\alpha_1\rangle = a |E_+\rangle - b |E_-\rangle$$

$$|\alpha_2\rangle = b |E_+\rangle + a |E_-\rangle$$

(4.22)
where $a, b \in \mathbb{C}$, $|a|^2 + |b|^2 = 1$ and $a^*b = ab^*$.

### 4.1.4.1 Fixed waiting times sequence

We begin by considering the standard case where the waiting time $\tau$ between two consecutive measurements is constant. In this case $p(\vec{\tau}) = \prod_{i=1}^m \delta(\tau_i - \bar{\tau})$, where $\delta(\cdot)$ denotes the Dirac delta. By computing the characteristic function (4.13) in $u = i\beta T$ for the two-level system, we obtain

$$G(i\beta T) = \left( |a|^2 e^{-\beta T E} + |b|^2 e^{\beta T E} \right)^m \left( |a|^2 e^{-\beta T E} + |b|^2 e^{-\beta T E} \right)^{m-1} \cdot \left( |a|^2 c_1 e^{\beta T E} + |b|^2 c_2 e^{-\beta T E} \right) \cdot \left( |a|^2 c_2 e^{-\beta T E} + |b|^2 c_1 e^{\beta T E} \right),$$

(4.23)

where the transition probability $\nu = \nu(\tau)$ is expressed in terms of the function

$$\nu(t) \equiv |\langle \alpha_2 | U(t) | \alpha_1 \rangle|^2 = |\langle \alpha_1 | U(t) | \alpha_2 \rangle|^2 = 2|a|^2 |b|^2 \sin^2(2tE),$$

(4.24)

The explicit calculation is reported in the Appendix.

In Fig. 4.1 we report the quantity $G(i\beta T) = \langle e^{-i\beta T Q_\sigma} \rangle$ as a function of $c_1$ for various values of $a$, which have been chosen to be real. We first observe that $G(i\beta T)$ is a linear function of $c_1$. This is confirmed by the numerical simulations of $\langle e^{-i\beta T Q_\sigma} \rangle$ from the underlying protocol, which is in agreement with the analytical formula (4.23), except for some finite size errors. We further observe that, for an arbitrary value of $a$, $G(i\beta T)$ is identically equal to 1 in correspondence of the value of $c_1$ for which $\rho_0 = e^{-\beta T H}/Z$, in agreement with Eq. (4.16). In Fig. 4.1 such condition is realized in the point where all the analytical lines are crossing.

### 4.1.4.2 Stochastic waiting times sequence

**Quenched disorder:** By quenched disorder it is meant that the time between consecutive measurements within a given sequence is fixed and only varies between distinct sequences. The joint distribution $p(\vec{\tau})$ reads $p(\vec{\tau}) = p(\tau_1) \prod_{i=2}^m \delta(\tau_i - \tau_1)$. In other words, only the first waiting time of a sequence is chosen randomly.
Figure 4.1: Analytic form of $G(i\beta_T)$ (solid yellow, dotted blue and dashed red lines) as a function of $c_1$, which parameterizes the initial density matrix of the system, for three real values of $a$ (respectively, $a = 0, 0.1, 0.5$). The analytical predictions are compared with the numerical simulations (green crosses, blue x-marks and red circles). The simulations have been performed by applying protocols of $m = 5$ projective measurements, averaged over 1000 realizations in order to numerically derive the mean of the exponential of work, with $E_{\pm} = \pm 1$. The point, in which all the analytical lines are crossing, corresponds to the initial thermal state $\rho_0 = e^{-\beta_T H}/Z$ with $\beta_T = 1$.

from $p(\tau)$ and then that waiting time repeats within the sequence. For the sake of simplicity, we assume that $p(\tau)$ is a bimodal probability density function, with values $\tau^{(1)}$, $\tau^{(2)}$ and probabilities $p_1$ and $p_2 = 1 - p_1$. Accordingly, from Eq. (4.12) we have that

$$G(i\beta_T) = \sum_{j=1}^{d_\tau} \left( \begin{array}{cc} 1 - \nu(\tau^{(j)}) & \nu(\tau^{(j)}) \\ \nu(\tau^{(j)}) & 1 - \nu(\tau^{(j)}) \end{array} \right)^{m-1} p_j \cdot \left( \begin{array}{c} |a|^2 e^{-\beta_T E} + |b|^2 e^{\beta_T E} \\ |a|^2 e^{\beta_T E} + |b|^2 e^{-\beta_T E} \\ |a|^2 c_1 e^{\beta_T E} + |b|^2 c_2 e^{\beta_T E} \\ |a|^2 c_2 e^{-\beta_T E} + |b|^2 c_1 e^{-\beta_T E} \end{array} \right)$$

(4.25)

where $d_\tau = 2$ is the number of values that can be assumed by the random variable $\tau$.

Annealed disorder: By annealed disorder it is meant that the waiting times, $(\tau_1, \ldots, \tau_m) = \vec{\tau}$ are random variables sampled from one and the same probability
distribution \( p(\tau) \). Accordingly, the joint distribution of the waiting times is 
\[ p(\vec{\tau}) = \prod_{j=1}^{m} p(\tau_j). \]
Assuming \( p(\tau) \) to be bimodal as above, the characteristic function at 
\[ u = i\beta T \] reads (see Appendix):

\[
G(i\beta T) = \left( |a|^2 e^{-\beta_T E} + |b|^2 e^{\beta_T E} \right) \cdot \left[ \sum_{j=1}^{d} \begin{pmatrix} 1 - \nu(\tau(j)) & \nu(\tau(j)) \\ \nu(\tau(j)) & 1 - \nu(\tau(j)) \end{pmatrix} p_j \right]^{m-1}
\]

\[
\begin{pmatrix}
|a|^2 c_1 e^{\beta_T E} + |b|^2 c_2 e^{-\beta_T E} \\
|a|^2 c_2 e^{-\beta_T E} + |b|^2 c_1 e^{\beta_T E}
\end{pmatrix}
\]

(4.26)

In Fig. 4.2 we plot it as a function of \( c_1 \). The presence of the disorder does not

\[ \text{Figure 4.2: Plot of } G(i\beta T) \text{ (solid yellow, dotted blue and dashed red lines) as a function of } c_1 \text{ for three real values of } a (a = 0, 0.1, 0.5, \text{respectively}). In this case, the stochasticity in the time intervals between measurements is distributed as annealed disorder. Again the analytical predictions are compared to the numerical simulations (green crosses, blue x-marks and red circles) for the three values of } a. \text{Also in this case, the point in which all the lines are crossing corresponds to the thermal state. Inset: Slope of } G(i\beta T) \text{ as a function of } c_1, \text{i.e. } \partial_{c_1} G(i\beta T), \text{for different values of the parameter } |a|^2 \text{ with resolution of } |a| = 0.05. \text{The curves have been performed by applying protocols of } m = 5 \text{ projective measurements, averaged over 1000 realizations, with } E_\pm = \pm 1 \text{ and } \beta_T = 1. \text{ Instead, for } p(\tau) \text{ we have chosen a bimodal probability density function, with values } \tau^{(1)} = 0.01, \tau^{(2)} = 3 \text{ and } p_1 = 0.3. \text{affect the linear dependence of } G(i\beta T) \text{ on } c_1, \text{and it still equals 1 in correspondence} \]
of the initial state to be thermal with temperature $1/\beta_T$. What the stochasticity effectively changes is the slope of $G(i\beta_T)$ when it is plotted as a function of $c_1$. In this regard, in the inset of Fig. 4.2 we show how the slope of $G(i\beta_T)$ as a function of $c_1$, given the partial derivative of $G(i\beta_T)$ with respect to $c_1$ (i.e. $\partial_{c_1} G(i\beta_T)$), depends on $|a|^2$ for both the case of fixed and stochastic waiting times sequence with $m = 5$ measurements. The values of $\partial_{c_1} G(i\beta_T)$ are identically equal when $|a|^2 = 0$ and $0.5$, and in the range $0 \leq |a|^2 \leq 0.5$ they are symmetric with respect to the ones in the range $0.5 \leq |a|^2 \leq 1$.

4.1.4.3 Mean quantum-heat

By substituting $u = 0$ in $\partial_u G(u)$ (in the appendix, we show the analytical expression of the $n$–th partial derivative of $G(u)$ for the two-level system), we find the mean value $\langle Q_q \rangle$, which is a linear function in the parameter $c_1$ both in the ordered and the stochastic case. In particular,

$$\langle Q_q \rangle = -\phi [2c_1 - 1],$$

where

$$\phi \equiv E \left[ 1 - \lambda(\tau) \right].$$

Accordingly, $\phi$ depend on the average (w.r.t. the values that can be assumed by the waiting time $\bar{\tau}$ in a given sequence of the protocol according to $p(\bar{\tau})$) of the parameter $\lambda(\tau)$, which is given by the following relation:

$$\lambda(\tau) = (1 - 2|a|^2)(1 - 2\nu(\tau))^{m-1} \leq 1.$$  (4.29)

Being $\phi \geq 0$, the maximum value of $\langle Q_q \rangle$, i.e. $\langle Q_q \rangle_{\text{max}}$, occurs at $\langle Q_q \rangle = \phi$ when $c_1 = 0$; while $\langle Q_q \rangle = 0$ when $c_1 = 1/2$ for any value of $m$, $a$ and $p(\bar{\tau})$. Moreover, when $a = 0$ or $a = 1$ then $\langle Q_q \rangle = 0$. This can be understood by noticing that the condition $a = 0, 1$ implies that the measured observable $O$ coincides with the system Hamiltonian. In this case, the system after the initial projection onto the state $|E_\pm\rangle$ only acquires a phase during the free evolution while the subsequent
measurements have no effect on the state. Accordingly the quantum-heat would be always null $Q_q = 0$ and so will be its average.

For a sequence of measurements at fixed times $\lambda(\tau) = \lambda(\tau)$, while in the quenched and annealed disorder instance it is respectively equal to

$$\bar{\lambda}(\tau)_{\text{(qu)}} = \sum_{j=1}^{d_\tau} \lambda(\tau^{(j)})p_j = (1 - 2|a|^2) \sum_{j=1}^{d_\tau} [1 - 2\nu(\tau^{(j)})]^{m-1}p_j$$

and

$$\bar{\lambda}(\tau)_{\text{(an)}} = (1 - 2|a|^2)^2 \left[ \sum_{j=1}^{d_\tau} [1 - 2\nu(\tau^{(j)})]p_j \right]^{m-1}. \quad (4.31)$$

Thus, we will denote the mean quantum-heat in such cases respectively as $\langle Q_q \rangle_{\text{(qu)}}$ and $\langle Q_q \rangle_{\text{(an)}}$. In general, by changing the initial density matrix $\rho_0$ (i.e. $c_1$), the parameter $a$ (related to the measurement bases) or the number $m$ of measurements, the mean value of the quantum-heat can assume a value within the range $[-\phi, \phi]$; and when the initial state is thermal then $\langle Q_q \rangle = \beta T E (1 - \bar{\lambda}(\tau)) \tanh(\beta T E)$, as shown also in Ref. [242] for a sequence of measurements at fixed times.

Let us observe that $\langle Q_q \rangle \geq 0$ if $0 \leq c_1 \leq 0.5$, while it is always $\leq 0$ for $0.5 \leq c_1 \leq 1$. These two conditions correspond to two distinct regimes: quantum-heat absorption by the two-level system and quantum-heat emission. Then, being $\langle Q_q \rangle$ a linear function passing through $c_1 = 1/2$, we can study the quantum-heat transfer (heat absorption/emission) by comparing the absolute value of the maximum quantum-heat, i.e. $\langle Q_q \rangle_{\text{max}} = \phi$, for sequence of measurements at fixed and stochastic times. This implies to analyze which is the relations between $\lambda(\tau)$, $\bar{\lambda}(\tau)_{\text{(qu)}}$ and $\bar{\lambda}(\tau)_{\text{(an)}}$. We find that

$$\left| \langle Q_q \rangle_{\text{(qu)}} \right| \geq |\langle Q_q \rangle| \iff (1 - 2\nu)^{m-1} \geq [1 - 2\nu(\tau)]^{m-1}_{\text{(qu)}}. \quad (4.32)$$

and

$$\left| \langle Q_q \rangle_{\text{(an)}} \right| \geq \left| \langle Q_q \rangle_{\text{(qu)}} \right|, \quad (4.33)$$

being $\bar{\lambda}(\tau)_{\text{(an)}} \leq \bar{\lambda}(\tau)_{\text{(qu)}}$. Eq. [4.32] sets the condition allowing for the transfer on average of a greater amount of quantum-heat under the case of quenched noise.
as compared to the case of no noise. To better understand its physical meaning, let us consider \( \tau(j) \Delta E \ll 1 \), \( j = 1, 2 \). We derive that

\[
|\langle Q_q \rangle^{(qu)}| \geq |\langle Q_q \rangle| \iff \tau^2 \geq \overline{\tau^2},
\]

(4.34)

where \( \overline{\tau^2} \) is the second statistical moment of \( p(\tau) \). If the condition (4.34) is not verified, then the application of a sequence of measurements at fixed times will lead to a greater amount of transferred quantum-heat. Instead, for a given choice of \( p(\tau) \) and total number of measurements \( m \) more quantum-heat is absorbed/emitted by the two-level system in the case of annealed noise as compare to the quenched noise case. This agrees with the intuition that the system should heat-up more in case it is subject to higher noise, and the annealed disorder is “more noisy” than the quenched one. This evidences a phenomenon of noise-induced quantum-heat transfer which we will be investigating further elsewhere.

As final remark, it is worth mentioning that in recent studies on stochastic quantum Zeno dynamics [98,157], it has been shown that the survival probabilities that the system remains frozen in its initial state after performing ordered and stochastic sequences of measurements behave in the opposite way: the better the Zeno confinement is, the less quantum-heat is transferred by the system.

### 4.1.4.4 The \( m \to \infty \) limit

For \( m \to \infty \) the characteristic function tends to \( G_\infty(u) = (1 + e^{2iuE})/2 - c_1 \sinh(2iuE) \) for each value of \( a \neq 0 \) and is exactly equal to 1 for \( |a|^2 = 0, 1 \). That is the \( m \to \infty \) asymptotic characteristic function \( G_\infty(u) \) presents a discontinuity at \( |a|^2 = 0, 1 \). Such a discontinuity is present also in the mean quantum-heat \( \langle Q_q \rangle \): when \( |a|^2 \to 0, 1 \) and \( m \) is finite, \( \langle Q_q \rangle \to 0 \) for any value of \( c_1 \), while for \( m \to \infty \) and \( |a|^2 \neq 0, 1 \) we get \( \langle Q_q \rangle \to E(1 - 2c_1) = \langle Q_q \rangle_\infty \). In this way, the \( m \to \infty \) asymptotic mean quantum-heat \( \langle Q_q \rangle_\infty \) can be easily expressed in terms of the \( m \to \infty \) asymptotic characteristic function \( G_\infty(u) \), so that

\[
G_\infty(u) = \frac{\sinh(2iuE)}{E} \langle Q_q \rangle_\infty + [\cosh(2iuE) + 1].
\]

(4.35)
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The existence of this discontinuity is a mathematical feature that is physically relevant when one performs many measurements \((m \to \infty)\) of the Hamiltonian \(\langle |a|^2 \to 0, 1 \rangle\). Perfect measurements of the Hamiltonian \(\langle |a|^2 \to 0, 1 \rangle\) are accompanied by null quantum heat \(\langle Q_q \rangle\), however even an infinitesimal amount of noise in the measurement process will result, in the limit of many measurements, in the finite amount of quantum-heat \(\langle Q_q \rangle_\infty = E(1 - 2c_1)\). Note that the latter is positive (negative) if the initial state is at positive (negative) temperature \(c_1 > (\leq)c_2\).

4.2 Stochastic quantum entropy production

In this section, we discuss the results obtained in [99], about the reconstruction of the stochastic quantum entropy production from a quantum system in interaction with the external environment. One of the major goals of the quantum thermodynamics is the definition and characterization of irreversibility in quantum processes. This could have a significant impact on technological applications for the possibility of producing work with heat engines at high efficiency using systems where quantum fluctuations are important. In this regard, several studies have shown how to derive the quantum version of the fluctuation-dissipation theorem, both for closed and open quantum systems [4, 42, 43, 121, 133, 145, 186], and recently, in [2] a fully quantum fluctuation theorem has been formulated, explicitly including the reservoir exchanging energy with the system and a control system driving its dynamics.

Considerable efforts have been made in measuring irreversibility, and, consequently, the stochastic entropy production in quantum thermodynamics [18, 35, 63]. The ratio between the probability to observe a given quantum trajectory and its time reversal is related to the amount of heat exchanged by the quantum system with the environment. Lately it has been experimentally proved, moreover, that irreversibility in quantum non-equilibrium dynamics can be partially rectified by the presence of an intelligent observer, identified by the well-known Maxwell’s demon [103], which manages to assess additional microscopic informa-
tion degrees of freedom due to a proper feed-forward strategy \cite{38}. As previously introduced and shown in \cite{39,70,91,104,147,177}, the reconstruction of the fluctuation properties of general thermodynamical quantities for open quantum systems can be well-performed by adopting an interferometric setting for the measurement of the characteristic function of the work distribution.

In this section we will mainly address the following three issues:

- We discuss how to relate the stochastic entropy production to the quantum fluctuation theorem, generalizing the Tasaki-Crooks theorem for open systems. This relation is obtained via the evaluation of the irreversibility of the quantum dynamics, hence highlighting the quantum counterpart of the second law of the thermodynamics at zero temperature.

- We propose a procedure to reconstruct the stochastic entropy production of an open quantum system by performing repeated two-time measurements, at the initial and final times of the system transformation. In particular, we will present a novel measurement scheme, that relies on quantum estimation theory \cite{168}, able to infer the work and entropy statistics with a minimal number of measurements. The proposed algorithm requires to determine the characteristic functions of the stochastic quantum entropy distribution, so that, by adopting a parametric version of the integral quantum fluctuation theorem, we can derive the corresponding statistical moments. We will show, moreover, that the number of the required measurements scales linearly with the system size.

- By assuming that the quantum system is bipartite, we apply the reconstruction procedure both for the two subsystems and for the composite system by performing measurements, respectively, on local and global observables. The comparison between the local and the global quantity will allow us to probe the presence of correlations between the partitions of the system.
4.2.1 Quantum fluctuation theorem

The fluctuations of the stochastic quantum entropy production obey the quantum fluctuation theorem, that can be derived by evaluating the forward and backward protocols for a non-equilibrium process according to a two-time quantum measurement scheme. To this end, let us consider an open quantum system that undergoes a transformation in the interval $[0, T]$ consisting of measurement, dynamical evolution and second measurement. We call this forward process and then study also its time-reversal, which we call backward process:

FORWARD : $\rho_0 \xrightarrow{\Pi_{\text{in}}^m} \rho_{\text{in}} \xrightarrow{\Phi} \rho_{\text{fin}} \xrightarrow{\Pi_{\text{fin}}^k}$

BACKWARD : $\tilde{\rho}_{T} \xrightarrow{\tilde{\Pi}_{\text{rel}}^m} \tilde{\rho}_{\text{in}}' \xrightarrow{\tilde{\Phi}} \tilde{\rho}_0'$

At time $t = 0^-$ the system is prepared in a state $\rho_0$ and then subjected to a measurement of the observable

$$O_{\text{in}} = \sum_m a_{m}^{\text{in}} \Pi_{m}^{\text{in}},$$

where $\Pi_{m}^{\text{in}} \equiv |\psi_{a_m}\rangle\langle \psi_{a_m}|$ are the projector operators given in terms of the eigenvectors $|\psi_{a_m}\rangle$ associated to the eigenvalues $a_m^{\text{in}}$ (the $m-$th possible outcome of the first measurement). After the first measurement (at $t = 0^+$), the density operator describing the ensemble average of the post-measurement states becomes

$$\rho_{\text{in}} = \sum_m p(a_{m})|\psi_{a_m}\rangle\langle \psi_{a_m}|,$$  \hspace{1cm} (4.36)

where $p(a_{m}) = \text{Tr}[\Pi_{m}^{\text{in}}\rho_0\Pi_{m}^{\text{in}}] = \langle \psi_{a_m}|\rho_0|\psi_{a_m}\rangle$ is the probability to obtain the measurement outcome $a_{m}^{\text{in}}$. Then, the system undergoes a time evolution, which we assume described by a unital completely positive, trace-preserving (CPTP) map $\Phi : L(\mathcal{H}) \rightarrow L(\mathcal{H})$, with $L(\mathcal{H})$ denoting the sets of density operators (non-negative operators with unit trace) defined on the Hilbert space $\mathcal{H}$. Quantum maps (known also as quantum channels) represent a very effective tool to describe
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the effects of the noisy interaction of a quantum system with its environment [34, 49]. A CPTP map is unital if it preserves the identity operator $\mathbb{1}$ on $\mathcal{H}$, i.e. $\Phi(\mathbb{1}) = \mathbb{1}$. The assumption of a unital map covers a large family of quantum physical transformations not increasing the purity of the initial states, including, among others, unitary evolutions and decoherence processes. The time-evolved ensemble average is then denoted as

$$\rho_{\text{fin}} \equiv \Phi(\rho_{\text{in}}). \quad (4.37)$$

For example, in case of unitary evolution with Hamiltonian $H(t)$, the final quantum state at $t = T^-$ equals $\rho_{\text{fin}} = \Phi(\rho_{\text{in}}) = U\rho_{\text{in}} U^\dagger$, where $U$ is, as before, the unitary evolution operator. After the time evolution, at time $t = T^+$, a second measurement is performed on the quantum system according to the observable

$$O_{\text{fin}} = \sum_k a_{\text{fin}}^k \Pi_{\text{fin}}^k,$$

where $\Pi_{\text{fin}}^k \equiv |\phi_{ak}\rangle \langle \phi_{ak}|$, and $a_{\text{fin}}^k$ is the $k$–th outcome of the second measurement (with eigenvectors $|\phi_{ak}\rangle$). Consequently, the probability to obtain the measurement outcome $a_{\text{fin}}^k$ is $p(a_{\text{fin}}^k) = \text{Tr}\left[\Pi_{\text{fin}}^k \Phi(\rho_{\text{in}}) \Pi_{\text{fin}}^k\right] = \langle \phi_{ak}|\rho_{\text{in}}|\phi_{ak}\rangle$. Thus, the resulting density operator, describing the ensemble average of the post-measurement states after the second measurement, is

$$\rho_T = \sum_k p(a_{\text{fin}}^k)|\phi_{ak}\rangle \langle \phi_{ak}|. \quad (4.38)$$

The joint probability that the events “measure of $a_{\text{in}}^m$” and “measure of $a_{\text{fin}}^k$” both occur for the forward process, denoted by $p(a_{\text{fin}}^k = a_{\text{in}}^k, a_{\text{in}} = a_{\text{in}}^m)$, is given by

$$p(a_{\text{fin}}^k, a_{\text{in}}^m) = \text{Tr}\left[\Pi_{\text{fin}}^k\Phi(\Pi_{\text{in}}^m \rho_0 \Pi_{\text{in}}^m)\right]. \quad (4.39)$$

To study the backward process, we first have to introduce the concept of time-reversal. Time-reversal is achieved by the time-reversal operator $\Theta$ acting on $\mathcal{H}$. The latter has to be an antiunitary operator. An antiunitary operator $\Theta$
is anti-linear, i.e.

\[ \Theta(x_1|\varphi_1) + x_2|\varphi_2\rangle = x_1^*\Theta|\varphi_1\rangle + x_2^*\Theta|\varphi_2\rangle \]  \hspace{1cm} (4.40)

for arbitrary complex coefficients \(x_1, x_2\) and \(|\varphi_1\rangle, |\varphi_2\rangle \in \mathcal{H}\), and it transforms the inner product as \(\langle \tilde{\varphi}_1 | \tilde{\varphi}_2 \rangle = \langle \varphi_2 | \varphi_1 \rangle\) for \(|\tilde{\varphi}_1\rangle = \Theta|\varphi_1\rangle\), and \(|\tilde{\varphi}_2\rangle = \Theta|\varphi_2\rangle\).

Antiunitary operators satisfy the relations \(\Theta^\dagger \Theta = \Theta \Theta^\dagger = 1\). The antiunitarity of \(\Theta\) ensures the time-reversal symmetry \[215\]. We define the time-reversed density operator as \(\tilde{\rho} \equiv \Theta \rho \Theta^\dagger\), and we consider the time-reversal version of the quantum evolution operator, i.e. our unital CPTP map \(\Phi\). Without loss of generality, it admits an operator-sum (or Kraus) representation:

\[ \rho_{\text{fin}} = \Phi(\rho_{\text{in}}) = \sum_u E_u \rho_{\text{in}} E_u^\dagger \]

with the Kraus operators \(E_u\) being such that \(\sum_u E_u^\dagger E_u = 1\) (trace-preserving) \[34\] \[49\]. For each Kraus operator \(E_u\) of the forward process we can define the corresponding time-reversed operator \(\tilde{E}_u\) \[59\] \[145\], so that the time-reversal \(\tilde{\Phi}\) for the CPTP quantum map \(\Phi\) is given by

\[ \tilde{\Phi}(\rho) = \sum_u \tilde{E}_u \rho \tilde{E}_u^\dagger, \]  \hspace{1cm} (4.41)

where

\[ \tilde{E}_u \equiv A \pi^{1/2} E_u^\dagger A^{1/2}, \]

\(\pi\) is an invertible fixed point (not necessarily unique) of the quantum map (such that \(\Phi(\pi) = \pi\)), and \(A\) is an arbitrary (unitary or anti-unitary) operator. Usually, the operator \(A\) is chosen equal to the time-reversal operator \(\Theta\). If the density operator \(\pi\) is a positive definite operator, as assumed in \[59\] \[114\], then also the square root \(\pi^{1/2}\) is positive definite and the inverse \(\pi^{-1/2}\) exists and it is unique. Since our map is unital we can choose \(\pi^{1/2} = \pi^{-1/2} = 1\). Thus, from \(4.41\), we can observe that also \(\tilde{\Phi}\) is a CPTP quantum map with an operator sum-
representation, such that $\sum_u \tilde{E}_u^\dagger \tilde{E}_u = 1$. Summarizing, we have

$$\tilde{E}_u = \Theta E_u^\dagger \Theta^\dagger,$$

so that

$$\tilde{\Phi}(\rho) = \sum_u \tilde{E}_u \rho \tilde{E}_u^\dagger = \Theta \left( \sum_u E_u^\dagger \tilde{\rho}_u E_u \right) \Theta^\dagger.$$

We are now in a position to define the backward process. We start by preparing the system (at time $t = T^+$) in the state $\tilde{\rho}_T = \Theta \rho_T \Theta^\dagger$, and measure the observable

$$\tilde{O}_{\text{ref}} \equiv \sum_k a_k^{\text{ref}} \tilde{\Pi}_k^{\text{ref}},$$

with $\tilde{\Pi}_k^{\text{ref}} = |\tilde{\phi}_{a_k}\rangle \langle \tilde{\phi}_{a_k}|$ and $|\tilde{\phi}_{a_k}\rangle \equiv \Theta |\phi_{a_k}\rangle$, that is we choose this first measurement of the backward process to be the time-reversed version of the second measurement of the forward process. If we call the post-measurement ensemble average $\tilde{\rho}_{\text{ref}}$, as a consequence $\tilde{\rho}_T = \tilde{\rho}_{\text{ref}}$, or equivalently $\rho_T = \rho_{\text{ref}}$, where the latter is called reference state.

Remark: Although the quantum fluctuation theorem can be derived without imposing a specific operator for the reference state [198], the latter has been chosen to be identically equal to the final density operator after the second measurement of the protocol. This choice appears to be the most natural among the possible ones to design a suitable measuring scheme of general thermodynamical quantities, consistently with the quantum fluctuation theorem.

Accordingly, the spectral decomposition of the time-reversed reference state is given by

$$\tilde{\rho}_{\text{ref}} = \sum_k p(a_k^{\text{ref}}) |\tilde{\phi}_{a_k}\rangle \langle \tilde{\phi}_{a_k}|,$$

(4.42)

where

$$p(a_k^{\text{ref}}) = \text{Tr}[\tilde{\Pi}_k^{\text{ref}} \tilde{\rho}_T \tilde{\Pi}_k^{\text{ref}}] = \langle \tilde{\phi}_{a_k}|\tilde{\rho}_T|\tilde{\phi}_{a_k}\rangle$$

(4.43)

is the probability to get the measurement outcome $a_k^{\text{ref}}$. The reference state,
then, undergoes the time-reversal dynamical evolution, mapping it onto the initial state of the backward process \( \tilde{\rho}_{m'} = \tilde{\Phi}(\tilde{\rho}_{\text{ref}}) \). At \( t = 0^+ \) the density operator \( \tilde{\rho}_{m'} = \tilde{\Phi}(\tilde{\rho}_{\text{ref}}) \) is subject to the second projective measurement of the backward process, whose observable is given by

\[
\tilde{\mathcal{O}}_{\text{in}} = \sum_m a_m^{\text{in}} \tilde{\Pi}_m^{\text{in}},
\]

with \( \tilde{\Pi}_m^{\text{in}} = |\tilde{\psi}_{a_m}\rangle\langle \tilde{\psi}_{a_m}| \), and \( |\tilde{\psi}_{a_m}\rangle \equiv \Theta |\psi_{a_m}\rangle \). As a result, the probability to obtain the outcome \( a_{m'} \) is

\[
p(a_{m'}) = \text{Tr}[\tilde{\Pi}_m^{\text{in}} \tilde{\Phi}(\tilde{\rho}_{\text{ref}}) \tilde{\Pi}_m^{\text{in}}] = \langle \tilde{\psi}_{a_m}|\tilde{\rho}_{m'}|\tilde{\psi}_{a_m}\rangle,
\]

while the joint probability \( p(a_{m'}, a_{k}) \) is given by

\[
p(a_{m'}, a_{k}) = \text{Tr}[\tilde{\Pi}_m^{\text{in}} \tilde{\Phi}(\tilde{\Pi}_k^{\text{ref}} \rho_f \tilde{\Pi}_k^{\text{ref}})].
\]

The final state of the backward process is instead \( \tilde{\rho}_{\text{fin}} = \sum_m p(a_{m}) \tilde{\Pi}_m^{\text{in}} \). Let us observe again that the main difference of the two-time measurement protocol that we have introduced here, compared to the scheme in \([198]\), is to perform the 2nd and 1st measurement of the backward protocol, respectively, on the same basis of the 1st and 2nd measurement of the forward process after a time-reversal transformation.

The irreversibility of the two-time measurement scheme is, thus, analyzed by studying the stochastic quantum entropy production \( \sigma \) defined as:

\[
\sigma(a_{m'}^{\text{fin}}, a_{m}^{\text{in}}) \equiv \ln \left( \frac{p(a_{m'}^{\text{fin}}, a_{m}^{\text{in}})}{p(a_{m}^{\text{in}}, a_{k}^{\text{ref}})} \right) = \ln \left( \frac{p(a_{m'}^{\text{fin}}|a_{m}^{\text{in}})p(a_{m}^{\text{in}})}{p(a_{m'}^{\text{fin}}|a_{k}^{\text{ref}})p(a_{k}^{\text{ref}})} \right),
\]

where \( p(a_{m'}^{\text{fin}}|a_{m}^{\text{in}}) \) and \( p(a_{m}^{\text{in}}|a_{k}^{\text{ref}}) \) are the conditional probabilities of measuring, respectively, the outcomes \( a_{m'}^{\text{fin}} \) and \( a_{m}^{\text{in}} \), conditioned on having first measured \( a_{m}^{\text{in}} \) and \( a_{k}^{\text{ref}} \). Its mean value

\[
\langle \sigma \rangle = \sum_{k,m} p(a_{m'}^{\text{fin}}, a_{m}^{\text{in}}) \ln \left( \frac{p(a_{m'}^{\text{fin}}, a_{m}^{\text{in}})}{p(a_{k}^{\text{in}}, a_{m}^{\text{in}})} \right)
\]

corresponds to the classical relative entropy (or Kullback-Leibler divergence) between the joint probabilities \( p(a_{m'}^{\text{fin}}, a_{m}^{\text{in}}) \) and \( p(a_{m}^{\text{in}}, a_{k}^{\text{ref}}) \), respectively, of the forward
and backward processes [56, 224]. The Kullback-Leibler divergence is always non-negative and as a consequence
\[
\langle \sigma \rangle \geq 0.
\] (4.47)

As a matter of fact, $\langle \sigma \rangle$ can be considered as the amount of additional information that is required to achieve the backward process, once the quantum system has reached the final state $\rho_T$. Moreover, $\langle \sigma \rangle = 0$ if and only if $p(a_{k}^{\text{fin}}, a_{m}^{\text{in}}) = p(a_{m}^{\text{in}}, a_{k}^{\text{ref}})$, i.e. if and only if $\sigma = 0$. To summarize, the transformation of the system state from time $t = 0^-$ to $t = T^+$ is then defined to be thermodynamically irreversible if $\langle \sigma \rangle > 0$. If, instead, all the fluctuations of $\sigma$ shrink around $\langle \sigma \rangle \simeq 0$ the system comes closer and closer to a reversible one. We observe that a system transformation may be thermodynamically irreversible also if the system undergoes unitary evolutions with the corresponding irreversibility contributions due to applied quantum measurements. Also the measurements back-actions, indeed, lead to energy fluctuations of the quantum system, as recently quantified in [73].

In case there is no evolution (identity map) and the two measurement operators are the same, then the transformation becomes reversible. We can now state the following theorem:

**Theorem 4.1:** Given the two-time measurement protocol described above and an open quantum system dynamics described by a unital CPTP quantum map $\Phi$, it can be stated that:

\[
p(a_{k}^{\text{fin}} | a_{m}^{\text{in}}) = p(a_{m}^{\text{in}} | a_{k}^{\text{ref}}).
\] (4.48)

The proof of Theorem 4.1 can be found in Appendix C.

Throughout this article we assume that $\Phi$ is unital and this property of the map guarantees the validity of Theorem 4.1. Note, however, that [114, 145] present a fluctuation theorem for slightly more general maps, that however violate (4.48).

As a consequence of Theorem 4.1 we obtain:

\[
\sigma(a_{k}^{\text{fin}}, a_{m}^{\text{in}}) = \ln \left( \frac{p(a_{m}^{\text{in}})}{p(a_{k}^{\text{ref}})} \right) = \ln \left( \frac{\langle \psi_{am} | \rho_0 | \psi_{am} \rangle}{\langle \phi_{ak} | \rho_T | \phi_{ak} \rangle} \right).
\] (4.49)
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providing a general expression of the quantum fluctuation theorem for the described two-time quantum measurement scheme. Let us introduce, now, the entropy production \( \tilde{\sigma} \) for the backward processes, i.e.

\[
\tilde{\sigma}(a^\text{in}_m, a^\text{ref}_k) \equiv \ln \left( \frac{p(a^\text{in}_m, a^\text{ref}_k)}{p(a^\text{in}_m, a^\text{in}_m)} \right) = \ln \left( \frac{p(a^\text{ref}_k)}{p(a^\text{in}_m)} \right),
\]

where the second identity is valid only in case we can apply the results deriving from Theorem 4.1. Hence, if we define Prob(\( \sigma \)) and Prob(\( \tilde{\sigma} \)) as the probability distributions of the stochastic entropy production, respectively, for the forward and the backward processes, then it can be shown (see e.g. [198]) that

\[
\frac{\text{Prob}(\tilde{\sigma} = -\Gamma)}{\text{Prob}(\sigma = \Gamma)} = e^{-\Gamma},
\]

(4.50)

where \( \Gamma \) belongs to the set of values that can be assumed by the stochastic quantum entropy production \( \sigma \). The identity (4.50) is usually called quantum fluctuation theorem. By summing over \( \Gamma \), we recover the integral quantum fluctuation theorem, or quantum Jarzynski equality, \( \langle e^{-\sigma} \rangle = 1 \), as previously shown e.g. in [133, 198].

4.2.2 Mean entropy production vs quantum relative entropy

Following Ref. [198], the essential ingredient is the non-negativity of the quantum relative entropy and its relation to the stochastic quantum entropy production. As a generalization of the Kullback-Leibler information [224], the quantum relative entropy between two arbitrary density operators \( \nu \) and \( \mu \) is defined as

\[
S(\nu \parallel \mu) \equiv \text{Tr}[\nu \ln \nu] - \text{Tr}[\nu \ln \mu].
\]

The Klein inequality states that the quantum relative entropy is a non-negative quantity [227], i.e. \( S(\nu \parallel \mu) \geq 0 \), where the equality holds if and only if \( \nu = \mu \) - see e.g. [198]. In the following we will show the relation between the quantum relative entropy of the system density matrix at the final time of the transformation and the stochastic quantum entropy production for unital CPTP quantum maps. Accordingly, the following theorem can
be stated:

**Theorem 2:** Given the two-time measurement protocol described above and an open quantum system dynamics described by a unital CPTP quantum map $\Phi$, the quantum relative entropy $S(\rho_{\text{fin}} \parallel \rho_\tau)$ fulfills the inequality

$$0 \leq S(\rho_{\text{fin}} \parallel \rho_\tau) \leq \langle \sigma \rangle,$$  \hspace{1cm} (4.51)

where the equality $S(\rho_{\text{fin}} \parallel \rho_\tau) = 0$ holds if and only if $\rho_{\text{fin}} = \rho_\tau$. Then, for $[\mathcal{O}_{\text{fin}}, \rho_{\text{fin}}] = 0$ one has $\langle \sigma \rangle = S(\rho_\tau) - S(\rho_{\text{in}})$, so that

$$0 = S(\rho_{\text{fin}} \parallel \rho_\tau) \leq \langle \sigma \rangle = S(\rho_{\text{fin}}) - S(\rho_{\text{in}}),$$ \hspace{1cm} (4.52)

where $S(\cdot)$ denotes the von Neumann entropy of $(\cdot)$. Finally, $S(\rho_{\text{fin}} \parallel \rho_\tau) = \langle \sigma \rangle$ if $S$ is a closed quantum system following a unitary evolution. A proof of Theorem 2 is in Appendix C.

While Eq. (4.51) is more general and includes the irreversibility contributions of both the map $\Phi$ and the final measurement, in Eq. (4.52) due to a special choice of the observable of the second measurement we obtain $\rho_{\text{fin}} = \rho_\tau$ and, thus, the quantum relative entropy vanishes while the stochastic quantum entropy production contains the irreversibility contribution only from the map. This contribution is given by the difference between the von Neumann entropy of the final state $S(\rho_{\text{fin}})$ and the initial one $S(\rho_{\text{in}})$.3

To conclude, in case the environment $E$ is not thermal, so as not to induce the

---

3Let us assume that the initial density matrix $\rho_{\text{in}}$ is a Gibbs thermal state at inverse temperature $\beta T$, i.e. $\rho_{\text{in}} \equiv e^{\beta T [F(0) \mathbb{1} - H(0)]}$, where $F(0) \equiv -\beta^{-1} \ln \{ \mathcal{N} e^{-\beta T H(t=0)} \}$ and $H(0)$ are, respectively, equal to the Helmholtz free-energy and the system Hamiltonian at time $t = 0$. Accordingly, the von Neumann entropy $S(\rho_{\text{in}})$ equals the thermodynamic entropy at $t = 0$, i.e. $S(\rho_{\text{in}}) = \beta T \langle H(0) \rangle - F(0))$, where $\langle H(0) \rangle \equiv \mathcal{N} \rho_{\text{in}} H(0)$ is the average energy of the system in the canonical distribution. More generally, we can state that given an arbitrary initial density matrix $\rho_{\text{in}}$ the thermodynamic entropy $\beta T \langle H(0) \rangle - F(0))$ represents the upper-bound value for the von Neumann entropy $S(\rho_{\text{in}})$, whose maximum value is reached only in the canonical distribution. To prove this, it is sufficient to consider $S(\rho_{\text{in}} \parallel e^{\beta T [F(0) \mathbb{1} - H(0)]}) = \beta T (F(0) - \langle H(0) \rangle) - S(\rho_{\text{in}})$, from which, from the positivity of the quantum relative entropy, one has $S(\rho_{\text{in}}) \leq \beta T (\langle H(0) \rangle - F(0))$. 
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thermalisation of the system dynamics, or not directly accessible from the outside, i.e. partially controllable only in its own macroscopic properties, the stochastic quantum entropy production represents a very general measurable thermodynamic quantity, encoding information about the interaction between the system and the environment also in a fully quantum regime. Therefore, its reconstruction becomes really relevant, not only for the fact that we cannot longer adopt energy measurements on $S$ to infer $\sigma$ and its fluctuation properties, but also because in this way we could manage to measure the mean heat flux exchanged by the partitions of $S$ in case it is a multipartite quantum system, as shown in the following sections.

4.2.3 Open bipartite systems

In this section, our intent is to define and, then, reconstruct the fluctuation profile of the stochastic quantum entropy production $\sigma$ for an open multipartite system (for simplicity we will analyze in detail a bipartite system), so as to characterize the irreversibility of the system dynamics after an arbitrary transformation. At the same time, we will also study the role played by the performance of measurements both on local and global observables for the characterization of $\text{Prob}(\sigma)$ in a many-body context, and evaluate the efficiency of reconstruction in both cases. In particular, as shown by the numerical examples, by comparing the mean stochastic entropy productions $\langle \sigma \rangle$ obtained by local measurements on partitions of the composite system and measurements on its global observables, we are able to detect (quantum and classical) correlations between the subsystems, which have been caused by the system dynamics.

To this end, let us assume that the open quantum system $S$ is composed of two distinct subsystems ($A$ and $B$), which are mutually interacting, and we denote by $A - B$ the composite system $S$. However, all the presented results can be in principle generalized to an arbitrary number of subsystems. As before, the initial and final density operators of the composite system are arbitrary (not necessarily equilibrium) quantum states, and the dynamics of the composite system is described by a unital CPTP quantum map. The two-time measurement scheme on
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$A - B$ is implemented by performing the measurements locally on $A$ and $B$ and we assume, moreover, that the measurement processes at the beginning and at the end of the protocol are independent. Since the local measurement on $A$ commutes with the local measurement on $B$, the two measurements can be performed simultaneously. This allows us to consider the stochastic entropy production for the composite system by considering the correlations between the measurement outcomes of the two local observables. Alternatively, by disregarding these correlations, we can consider separately the stochastic entropy production of each subsystem.

The composite system $A - B$ is defined on the finite-dimensional Hilbert space $\mathcal{H}_{A-B} \equiv \mathcal{H}_A \otimes \mathcal{H}_B$ (with $\mathcal{H}_A$ and $\mathcal{H}_B$ the Hilbert spaces of system $A$ and $B$, respectively), and its dynamics is governed by the time-dependent Hamiltonian $H(t) = H_A(t) \otimes 1_B + 1_A \otimes H_B(t) + H_{A-B}(t)$. $1_A$ and $1_B$ are the identity operators acting, respectively, on the Hilbert spaces of the systems $A$ and $B$, while $H_A$ is the Hamiltonian of $A$, $H_B$ the Hamiltonian of system $B$, and $H_{A-B}$ is the interaction term. We denote the initial density operator of the composite quantum system $A - B$ by $\rho_0$ (before the first measurement), which is assumed to be a product state, then the ensemble average after the first measurement (at $t = 0^+$) is given by the density operator $\rho_{in}$, which can be written as:

$$\rho_{in} = \rho_{A,in} \otimes \rho_{B,in}, \quad (4.53)$$

where

$$\left\{ \begin{array}{l}
\rho_{A,in} = \sum_m p(a_{in}^m) \Pi_{A,m}^{in} \\
\rho_{B,in} = \sum_h p(b_{in}^h) \Pi_{B,h}^{in} 
\end{array} \right. \quad (4.54)$$

are the reduced density operators for the subsystems $A$ and $B$, respectively. The projectors $\Pi_{A,m}^{in} \equiv |\psi_{am}\rangle \langle \psi_{am}|$ and $\Pi_{B,h}^{in} \equiv |\psi_{bh}\rangle \langle \psi_{bh}|$ are the projectors onto the respective eigenstates of the local measurement operators for the subsystems $A$ and $B$: the observables $O_{A}^{in} = \sum_m a_{in}^m \Pi_{A,m}^{in}$ on system $A$ and $O_{B}^{in} = \sum_h b_{in}^h \Pi_{B,h}^{in}$ on system $B$, with possible measurement outcomes $\{a_{in}^m\}$ and $\{b_{in}^h\}$, upon measurement of $\rho_0$. After the measurement, the composite system $A - B$ undergoes a time
evolution up to the time instant \( t = T^- \), described by the unital CPTP quantum map \( \Phi \), such that \( \rho_{\text{fin}} = \Phi(\rho_{\text{in}}) \). Then, a second measurement is performed on both systems, measuring the observables \( \mathcal{O}_A^{\text{fin}} = \sum_k a_k^{\text{fin}} \Pi_{A,k}^{\text{fin}} \) on system \( A \) and \( \mathcal{O}_B^{\text{fin}} = \sum_l l_l^{\text{fin}} \Pi_{B,l}^{\text{fin}} \) on system \( B \), where \{\( a_k^{\text{fin}} \)\} and \{\( l_l^{\text{fin}} \)\} are the eigenvalues of the observables, and the projector \( \Pi_{A,k}^{\text{fin}} \equiv |\phi_{a_k}\rangle \langle \phi_{a_k}| \) and \( \Pi_{B,l}^{\text{fin}} \equiv |\phi_{b_l}\rangle \langle \phi_{b_l}| \) are given by the eigenstates \( |\phi_{a_k}\rangle \) and \( |\phi_{b_l}\rangle \), respectively. After the second measurement, we have to make a distinction according to whether we want to take into account correlations between the subsystems or not.

If we disregard the correlations, the ensemble average over all the local measurement outcomes of the state of the quantum system at \( t = T^+ \) is described by the following product state \( \rho_{A,T} \otimes \rho_{B,T} \), where

\[
\begin{align*}
\rho_{A,T} &= \sum_k p(a_k^{\text{fin}}) \Pi_{A,k}^{\text{fin}} \\
\rho_{B,T} &= \sum_l p(l_l^{\text{fin}}) \Pi_{B,l}^{\text{fin}}
\end{align*}
\] (4.55)

The probabilities \( p(a_k^{\text{fin}}) \) to obtain outcome \( a_k^{\text{fin}} \) and \( p(l_l^{\text{fin}}) \) to obtain the measurement outcome \( l_l^{\text{fin}} \) are given by

\[
\begin{align*}
p(a_k^{\text{fin}}) &= \text{Tr}_A \left[ \Pi_{A,k}^{\text{fin}} \rho_{\text{fin}} \right] \\
p(l_l^{\text{fin}}) &= \text{Tr}_B \left[ \Pi_{B,l}^{\text{fin}} \rho_{\text{fin}} \right]
\end{align*}
\] (4.56)

where \( \text{Tr}_A [\cdot] \) and \( \text{Tr}_B [\cdot] \) denote, respectively, the operation of partial trace with respect to the quantum systems \( A \) and \( B \). Conversely, in order to keep track of the correlations between the simultaneously performed local measurements, we have to take into account the following global observable of the composite system \( A - B \):

\[
\mathcal{O}_{A-B}^{\text{fin}} = \sum_{k,l} c_{kl}^{\text{fin}} \Pi_{A-B,kl}^{\text{fin}}
\] (4.57)

where \( \Pi_{A-B,kl}^{\text{fin}} \equiv \Pi_{A,k}^{\text{fin}} \otimes \Pi_{B,l}^{\text{fin}} \) and \{\( c_{kl}^{\text{fin}} \)\} are the outcomes of the final measurement of the protocol. The state of the system after the second measurement at \( t = T^+ \) is then described by an ensemble average over all outcomes of the joint
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measurements:

\[ \rho_T = \sum_{k,l} p(c_{kl}^{\text{fin}}) \Pi_{A-B,kl}^{\text{fin}}, \quad (4.58) \]

where \( p(c_{kl}^{\text{fin}}) = \text{Tr} \left[ \Pi_{A-B,kl}^{\text{fin}} \rho_{\text{fin}} \right] \). In both cases, consistently with the previous assumptions, we choose \( \rho_T \) as the reference state of the composite system. The measurement outcomes of the initial and final measurement for the composite system \( A-B \) are, respectively, \( c_{\text{in}}^{\text{mh}} \equiv (a_{\text{in}}^{\text{m}}, b_{\text{in}}^{\text{h}}) \) and \( c_{\text{fin}}^{\text{kl}} \equiv (a_{\text{fin}}^{\text{k}}, b_{\text{fin}}^{\text{l}}) \). These outcomes occur with probabilities \( p(c_{\text{in}}^{\text{mh}}) \) and \( p(c_{\text{fin}}^{\text{kl}}) \), which reflect the correlation of the outcomes of the local measurements. As a result, the stochastic quantum entropy production of the composite system reads

\[ \sigma_{A-B}(c_{\text{in}}^{\text{mh}}, c_{\text{fin}}^{\text{kl}}) = \ln \left( \frac{p(c_{\text{in}}^{\text{mh}})}{p(c_{\text{fin}}^{\text{kl}})} \right). \quad (4.59) \]

In the same way, we can define the stochastic quantum entropy production separately for each subsystem, i.e. \( \sigma_A \) for subsystem \( A \) and \( \sigma_B \) for subsystem \( B \):

\[ \sigma_A(a_{\text{in}}^{\text{m}}, a_{\text{fin}}^{\text{k}}) = \ln \left( \frac{p(a_{\text{in}}^{\text{m}})}{p(a_{\text{fin}}^{\text{k}})} \right), \quad \text{and} \quad \sigma_B(b_{\text{in}}^{\text{h}}, b_{\text{fin}}^{\text{l}}) = \ln \left( \frac{p(b_{\text{in}}^{\text{h}})}{p(b_{\text{fin}}^{\text{l}})} \right). \quad (4.60) \]

If upon measurement the composite system is in a product state, the measurement outcomes for \( A \) and \( B \) are independent and the probabilities to obtain them factorize as

\[ \begin{aligned}
  p(c_{\text{in}}^{\text{mh}}) &= p(c_{\text{in}}^{\text{m}}) p(b_{\text{in}}^{\text{h}}), \\
  p(c_{\text{fin}}^{\text{kl}}) &= p(a_{\text{fin}}^{\text{k}}) p(b_{\text{fin}}^{\text{l}}).
\end{aligned} \]

As a direct consequence, the stochastic quantum entropy production becomes an additive quantity:

\[ \sigma_{A-B}(c_{\text{in}}^{\text{mh}}, c_{\text{fin}}^{\text{kl}}) = \sigma_A(a_{\text{in}}^{\text{m}}, a_{\text{fin}}^{\text{k}}) + \sigma_B(b_{\text{in}}^{\text{h}}, b_{\text{fin}}^{\text{l}}) \equiv \sigma_{A+B}(c_{\text{in}}^{\text{mh}}, c_{\text{fin}}^{\text{kl}}). \quad (4.61) \]

In the more general case of correlated measurement outcomes, the probabilities do not factorize anymore. Instead, the mean value of the stochastic entropy
production $\sigma_{A-B}(c_{in}^{m},c_{in}^{k})$ becomes sub-additive. In other words

$$\langle \sigma_{A-B} \rangle \leq \langle \sigma_A \rangle + \langle \sigma_B \rangle \equiv \langle \sigma_{A+B} \rangle,$$  

(4.62)

i.e. the mean value of the stochastic quantum entropy production $\sigma_{A-B}$ of the composite system $A-B$ is smaller than the sum of the mean values of the corresponding entropy production of its subsystems, when the latter are correlated. To see this, we recall the expression of the mean value of the stochastic entropy production in terms of the von Neumann entropies of the two post-measurement states (see appendix C):

$$\langle \sigma_{A-B} \rangle = S(\rho_T) - S(\rho_{in}) = S(\rho_T) - S(\rho_{A,in}) - S(\rho_{B,in})$$

$$\leq S(\rho_{A,T}) + S(\rho_{B,T}) - S(\rho_{A,in}) - S(\rho_{B,in})$$

$$= \langle \sigma_A \rangle + \langle \sigma_B \rangle = \langle \sigma_{A+B} \rangle.$$  

4.2.4 Probability distribution

Depending on the values assumed by the measurement outcomes $c_{in} \in \{c_{in}^{m} \}$ and $c_{fin} \in \{c_{fin}^{k} \}$, $\sigma_{A-B}$ is a fluctuating variable as it is true also for the single subsystem contributions $\sigma_A \in \{\sigma_A(a_{in}^{m},c_{fin}^{k})\}$ and $\sigma_B \in \{\sigma_B(b_{in}^{m},b_{fin}^{k})\}$. We denote the probability distributions for the subsystems with $\text{Prob}(\sigma_A)$ and $\text{Prob}(\sigma_B)$ and $\text{Prob}(\sigma_{A-B})$ for the composite system. We will further compare this probability distribution for the composite system (containing the correlations of the local measurement outcomes) to the uncorrelated distribution of the sum of the single subsystems’ contributions. We introduce the probability distribution $\text{Prob}(\sigma_{A+B})$ of the stochastic quantum entropy production $\sigma_{A+B}$ by applying the following discrete convolution sum:

$$\text{Prob}(\sigma_{A+B}) = \sum_{\{\xi_B\}} \text{Prob}((\sigma_{A+B} - \xi_B)_A)\text{Prob}(\xi_B),$$  

(4.63)

where $(\sigma_{A+B} - \xi_B)_A$ and $\xi_B$ belong, respectively, to the sample space (i.e. the set of all possible outcomes) of the random variables $\sigma_A$ and $\sigma_B$. 
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The probability distribution for the single subsystem, e.g. the subsystem $A$, is fully determined by the knowledge of the measurement outcomes and the respective probabilities (relative frequencies). We obtain the measurement outcomes $(a_m^\text{in}, a_k^\text{fin})$ with a certain probability $p_a(k, m)$, the joint probability for $a_m^\text{in}$ and $a_k^\text{fin}$, and this measurement outcome yields the stochastic entropy production $\sigma_A = \sigma_A(a_m^\text{in}, a_k^\text{fin})$. Likewise, for system $B$ we introduce the joint probability $p_b(l, h)$ to obtain $(b_h^\text{in}, b_l^\text{fin})$, which yields $\sigma_B = \sigma_B(b_h^\text{in}, b_l^\text{fin})$. Therefore, the probability distributions $\text{Prob}(\sigma_A)$ and $\text{Prob}(\sigma_B)$ are given by

$$\text{Prob}(\sigma_A) = \langle \delta [\sigma_A - \sigma_A(a_m^\text{in}, a_k^\text{fin})] \rangle = \sum_{k,m} \delta [\sigma_A - \sigma_A(a_m^\text{in}, a_k^\text{fin})] p_a(k, m)$$

and

$$\text{Prob}(\sigma_B) = \langle \delta [\sigma_B - \sigma_B(b_h^\text{in}, b_l^\text{fin})] \rangle = \sum_{l,h} \delta [\sigma_B - \sigma_B(b_h^\text{in}, b_l^\text{fin})] p_b(l, h),$$

where $\delta[..]$ is the Dirac-delta distribution. In (4.64) and (4.65), the joint probabilities $p_a(k, m)$ and $p_b(l, h)$ read

$$\begin{cases}
p_a(k, m) = \text{Tr} \left[ (\Pi_{A,k}^\text{fin} \otimes 1_B) \Phi(\Pi_{A,m}^\text{in} \otimes \rho_B^\text{in}) \right] p(a_m^\text{in}) \\
p_b(l, h) = \text{Tr} \left[ (1_A \otimes \Pi_{B,l}^\text{fin}) \Phi(\rho_A^\text{in} \otimes \Pi_{B,h}^\text{in}) \right] p(b_l^\text{fin})
\end{cases}$$

By definition, given the reconstructed probability distributions $\text{Prob}(\sigma_A)$ and $\text{Prob}(\sigma_B)$, the probability $\text{Prob}(\sigma_{A+B})$ can be calculated straightforwardly by calculating the convolution of $\text{Prob}(\sigma_A)$ and $\text{Prob}(\sigma_B)$ according to (4.63). Equivalently, the probability distribution $\text{Prob}(\sigma_{A-B})$ of the stochastic quantum entropy production of the composite system (containing the correlations between the local measurement outcomes) is given by:

$$\text{Prob}(\sigma_{A-B}) = \langle \delta [\sigma_{A-B} - \sigma_{A-B}(c_{mh}^\text{in}, c_{kl}^\text{fin})] \rangle$$

$$= \sum_{mh,kl} \delta [\sigma_{A-B} - \sigma_{A-B}(c_{mh}^\text{in}, c_{kl}^\text{fin})] p_c(mh, kl),$$
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where
\[ p_c(mh, kl) = \text{Tr} \left[ \Pi^{\text{in}}_{A-B, kl} \Phi \left( \Pi^{\text{in}}_{A, m} \otimes \Pi^{\text{in}}_{B, h} \right) \right] p(c^\text{in}_{mh}), \] (4.68)
with \( p(c^\text{in}_{mh}) = p(a^\text{in}_m)p(b^\text{in}_h) \). Now, the integral quantum fluctuation theorems for \( \sigma_A \), \( \sigma_B \) and \( \sigma_{A-B} \) can be derived just by computing the characteristic functions of the corresponding probability distributions \( \text{Prob}(\sigma_A) \), \( \text{Prob}(\sigma_B) \) and \( \text{Prob}(\sigma_{A-B}) \).

### 4.2.5 Characteristic function

As shown in the previous sections, the characteristic function of a real-valued random variable is given by its Fourier transform and it completely defines the properties of the corresponding probability distribution in the frequency domain. Thus, the characteristic function \( G_C(\lambda) \) of the probability distribution \( \text{Prob}(\sigma_C) \) (for \( C \in \{A, B, A-B\} \)) is defined as
\[ G_C(\lambda) = \int \text{Prob}(\sigma_C) e^{i\lambda \sigma_C} d\sigma_C, \]
where \( \lambda \in \mathbb{C} \) is a complex number. For the two subsystems, by inserting (4.64)-(4.66) and exploiting the linearity of the CPTP quantum maps and of the trace (see appendix C), the characteristic functions for \( \text{Prob}(\sigma_A) \) and \( \text{Prob}(\sigma_B) \) can be written as
\[ G_A(\lambda) = \text{Tr} \left[ (\rho_{A,T})^{-i\lambda} \otimes 1_B \right] \Phi \left( (\rho_{A,\text{in}})^{1+i\lambda} \otimes \rho_{B,\text{in}} \right) \] (4.69)
and
\[ G_B(\lambda) = \text{Tr} \left[ 1_A \otimes (\rho_{B,T})^{-i\lambda} \right] \Phi \left( \rho_{A,\text{in}} \otimes (\rho_{B,\text{in}})^{1+i\lambda} \right). \] (4.70)
In a similar way, we can derive the characteristic function \( G_{A-B}(\lambda) \) of the stochastic entropy production of the composite system \( A - B \):
\[ G_{A-B}(\lambda) = \text{Tr} \left[ \rho_T^{-i\lambda} \Phi(\rho^{1+i\lambda}_{\text{in}}) \right]. \] (4.71)
Furthermore, if we choose \( \lambda = i \), the integral quantum fluctuation theorems can be straightforwardly derived, namely for \( \sigma_A \) and \( \sigma_B \):
\[ \langle e^{-\sigma_A} \rangle \equiv G_A(i) = \text{Tr} \left[ (\rho_{A,T} \otimes 1_B) \Phi (1_A \otimes \rho_{B,\text{in}}) \right] \] (4.72)
and
\[ \langle e^{-\sigma_B} \rangle \equiv G_B(i) = \text{Tr} \left[ (1_A \otimes \rho_{B,T}) \Phi (\rho_{A,\text{in}} \otimes 1_B) \right]. \] (4.73)
as well as
\[ \langle e^{-\sigma_{A-B}} \rangle \equiv G_{A-B}(i) = \text{Tr} \left[ \rho T \Phi (1_{A-B}) \right] = 1 \] (4.74)
for \( \sigma_{A-B} \) (with \( \Phi \) unital).

**Remark:** It is worth noting that the characteristic functions \(^{(4.69)-(4.71)}\) depend exclusively on appropriate powers of the initial and final density operators of each subsystem. These density operators are diagonal in the basis of the observable eigenvectors and can be measured by means of standard state population measurements for each value of \( \lambda \). As will be shown in the following, this result can lead to a significant reduction of the number of measurements that is required to reconstruct the probability distribution of the stochastic quantum entropy production, beyond the direct application of the definition according to \(^{(4.64)-(4.66)}\).

### 4.3 Reconstruction algorithm

In this section, we present a novel algorithm for the reconstruction of the probability distribution of a generic thermodynamical quantity such as work, internal energy or entropy. Such protocol is based on the determination of the corresponding characteristic function, which is built over the stochastic realizations of the thermodynamical quantity after the second measurement of the protocol. The characteristic functions, that are measured, are evaluated over a given set of (real) parameters, in order to collect an adequate information to infer a complete statistics. In this regard, let us observe that the principles behind this procedure can be framed within the least squares approach to estimation theory \(^{[183]}\).

Without loss of generality, we will introduce the algorithm to reconstruct the probability distribution \( \text{Prob}(\sigma) \) of the stochastic quantum entropy production \( \sigma \). Being the procedure based on a parametric version of the integral quantum fluctuation theorem (i.e. \( \langle e^{-\varphi \sigma} \rangle \), with \( \varphi \in \mathbb{R} \)), we introduce the moment generating
functions $\chi_C(\varphi)$ for $C \in \{A, B, A - B\}$:

$$
\langle e^{-\varphi \sigma_C} \rangle = G_C(i\varphi) \equiv \chi_C(\varphi).
$$

$\chi_C(\varphi)$ can be expanded into a Taylor series, so to obtain

$$
\chi_C(\varphi) = \langle e^{-\varphi \sigma_C} \rangle = \sum_k \frac{(-\varphi)^k}{k!} \sigma_C^k = 1 - \varphi \langle \sigma_C \rangle + \frac{\varphi^2}{2} \langle \sigma_C^2 \rangle - \ldots
$$

(4.75)

Accordingly, the statistical moments of the stochastic quantum entropy production $\sigma_C$, denoted by $\{\langle \sigma_C^k \rangle\}$ for $k = 1, \ldots, N - 1$, can be expressed in terms of the $\chi_C(\varphi)$’s defined over the parameter vector $\varphi \equiv [\varphi_1, \ldots, \varphi_N]'$, i.e.

$$
\begin{pmatrix}
\chi_C(\varphi_1) \\
\chi_C(\varphi_2) \\
\vdots \\
\chi_C(\varphi_N)
\end{pmatrix} =
\begin{pmatrix}
1 & -\varphi_1 & \frac{\varphi_1^2}{2} & \ldots & \frac{(-\varphi_1)^{N-1}}{N-1!} \\
1 & -\varphi_2 & \frac{\varphi_2^2}{2} & \ldots & \frac{(-\varphi_2)^{N-1}}{N-1!} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & -\varphi_N & \frac{\varphi_N^2}{2} & \ldots & \frac{(-\varphi_N)^{N-1}}{N-1!}
\end{pmatrix}
A(\varphi)
\begin{pmatrix}
1 \\
\langle \sigma_C \rangle \\
\langle \sigma_C^2 \rangle \\
\vdots \\
\langle \sigma_C^{N-1} \rangle
\end{pmatrix},
$$

(4.76)

where the matrix $A(\varphi)$ can be written as a Vandermonde matrix, as detailed below. It is clear at this point that the solution to the problem of inferring the set $\{\langle \sigma_C^k \rangle\}$ can be related to the resolution of a polynomial interpolation problem, where the experimental data-set is given by $N$ evaluations of the parametric integral fluctuation theorem of $\sigma_C$ in terms of the $\varphi$’s. Let us observe that only by choosing real values for the parameters $\varphi$ is it possible to set up the proposed reconstruction procedure via the resolution of an interpolation problem. By construction, the dimension of the parameters vector $\varphi$ is equal to the number of statistical moments of $\sigma_C$ that we want to infer, including the trivial zero-order moment. In this regard, we define the vectors

$$
\tilde{m} \equiv \left( 1, -\langle \sigma_C \rangle, \ldots, (-1)^{N-1} \frac{\langle \sigma_C^{N-1} \rangle}{N-1!} \right),
$$
with element \( \tilde{m}_j = (-1)^j \frac{\langle \sigma_j^0 \rangle}{j} \), \( j = 0, \ldots, N - 1 \), and

\[
\chi_C \equiv (\chi_C(\varphi_1), \ldots, \chi_C(\varphi_N))'.
\]

Then one has

\[
\chi_C = V(\varphi) \tilde{m}, \tag{4.77}
\]

where

\[
V(\varphi) = \begin{pmatrix}
1 & \varphi_1 & \varphi_1^2 & \ldots & \varphi_1^{N-1} \\
1 & \varphi_2 & \varphi_2^2 & \ldots & \varphi_2^{N-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \varphi_N & \varphi_N^2 & \ldots & \varphi_N^{N-1}
\end{pmatrix} \tag{4.78}
\]

is the Vandermonde matrix built on the parameters vector \( \varphi \). \( V(\varphi) \) is a matrix whose rows (or columns) have elements in geometric progression, i.e. \( v_{ij} = \varphi_i^{j-1} \), where \( v_{ij} \) denotes the \( ij \)-element of \( V(\varphi) \). Eq. (4.77) constitutes the formula for the inference of the statistical moments \{\langle \sigma_j^k \rangle\} by means of a finite number \( N \) of evaluations of \( \chi_C(\varphi) \). Note that the determinant of the Vandermonde matrix, i.e. \( \det [V(\varphi)] \), is given by the product of the differences between all the elements of the vector \( \varphi \), which are counted only once with their appropriate sign. As a result, \( \det [V(\varphi)] = 0 \) if and only if \( \varphi \) has at least two identical elements. Only in that case, the inverse of \( V(\varphi) \) does not exist and the polynomial interpolation problem cannot be longer solved. However, although the solution of a polynomial interpolation by means of the inversion of the Vandermonde matrix exists and is unique, \( V(\varphi) \) is an ill-conditioned matrix \[149\]. This means that the matrix is highly sensitive to small variations of the set of the input data (in our case the parameters \( \varphi \)'s), such that the condition number of the matrix may be large and the matrix becomes singular. As a consequence, the reconstruction procedure will be computationally inefficient, especially in the case the measurements are affected by environmental noise. Numerically stable solutions of a polynomial interpolation problem usually rely on the Newton polynomials \[222\]. The latter allow us to write the characteristic function \( \chi_C(\varphi) \) in polynomial terms as a function of each value of \( \varphi \), which is denoted as \( \chi_C^{\text{pol}}(\varphi) \).
Then, the natural question arises on what is an optimal choice for $\varphi$. It is essential, indeed, to efficiently reconstruct the set $\{\langle \sigma^k_C \rangle \}$ of the statistical moments of $\sigma_C$. For this purpose, we can take into account the error $e_C(\varphi) \equiv \chi_C(\varphi) - \chi_C^{\text{pol}}(\varphi)$ in solving the polynomial interpolation problem in correspondence of a value of $\varphi$ different from the interpolating points within the parameter vector $\varphi$. The error $e_C(\varphi)$ depends on the regularity of the function $\chi_C(\varphi)$, and especially on the values assumed by the parameters $\varphi$. As shown in [222], the choice of the $\varphi$'s for which the interpolation error is minimized is given by the real zeros of the Chebyshev polynomial of degree $N$ in the interval $[\varphi_{\text{min}}, \varphi_{\text{max}}]$, where $\varphi_{\text{min}}$ and $\varphi_{\text{max}}$ are, respectively, the lower and upper bound of the parameters $\varphi$. Accordingly, the optimal choice for $\varphi$ is given by

$$\varphi_k = \frac{(\varphi_{\text{min}} + \varphi_{\text{max}})}{2} + \frac{\varphi_{\text{max}} - \varphi_{\text{min}}}{2} \cos \left( \frac{2k - 1}{2N} \pi \right),$$

(4.79)

with $k = 1, \ldots, N$. Let us observe that the value of $N$, i.e. the number of evaluations of the characteristic function $\chi_C(\varphi)$, is equal to the number of statistical moments of $\sigma_C$ we want to infer. Therefore, in principle, if the probability distribution of the stochastic quantum entropy production is a Gaussian function, then $N$ could be taken equal to 2. Hence, once all the evaluations of the characteristic functions $\chi_C(\varphi)$ have been collected, we can derive the statistical moments of the quantum entropy production $\sigma_C$, and consequently reconstruct the probability distribution $\text{Prob}(\sigma_C)$ as

$$\text{Prob}(\sigma_C) \approx \mathcal{F}^{-1} \left[ \sum_{k=0}^{N-1} \frac{\langle \sigma^k_C \rangle}{k!} (i\mu)^k \right] \equiv \frac{1}{2\pi} \int_{-\infty}^{\infty} \left( \sum_{k=0}^{N-1} \frac{\langle \sigma^k_C \rangle}{k!} (i\mu)^k \right) e^{-i\mu \sigma_C} \, d\mu, \quad (4.80)$$

where $\mu \in \mathbb{R}$ and $\mathcal{F}^{-1}[\cdot]$ denotes the inverse Fourier transform [152], which is numerically performed [14]. To do that, we fix a-priori the integration step $d\mu$ and we vary the integration limits of the integral, in order to minimize the error $\sum_k \left| \langle \sigma^k_C \rangle - \overline{\langle \sigma^k_C \rangle} \right|^2$ between the statistical moments $\overline{\langle \sigma^k_C \rangle}$, obtained by measuring the characteristic functions $\chi_C(\varphi)$ (i.e. after the inversion of the Vandermonde matrix), and the ones calculated from the reconstructed probability distribution,
4.3. RECONSTRUCTION ALGORITHM

\( \langle \sigma^k_C \rangle \), which we derive by numerically computing the inverse Fourier transform for each value of \( \sigma_C \). This procedure has to be done separately for \( C \in \{A, B, A - B\} \), while, as mentioned, the probability distribution \( \text{Prob}(\sigma_{A+B}) \) is obtained by a convolution of \( \text{Prob}(\sigma_A) \) and \( \text{Prob}(\sigma_B) \). Here, it is worth observing that Eq. (4.80) provides an approximate expression for the probability distribution \( \text{Prob}(\sigma_C) \). Ideally, given a generic unital quantum CPTP map modeling the dynamics of the system, an infinite number \( N \) of statistical moment of \( \sigma_C \) is required to reconstruct \( \text{Prob}(\sigma_C) \) if we use the inverse Fourier transform as in Eq. (4.80). While we can always calculate the Fourier transform to reconstruct the probability distribution from its moments, in the case of a distribution with discrete support (as in our case), there is a different method that can lead to higher precision, especially when the moment generating function is not approximated very well by the chosen number \( N \) of extracted moments. As a matter of fact, each statistical moment \( \langle \sigma^k_C \rangle \), with \( C \in \{A, B, A - B\} \), is the best approximation of the true statistical moments of \( \sigma_C \) from the measurement of the corresponding characteristic functions \( \chi_C(\varphi) \). Hence, apart from a numerical error coming from the inversion of the Vandermonde matrix \( A \) or the use of the Newton polynomials \( \chi_C^{\text{pol}} \), we can state that

\[
\langle \sigma^k_C \rangle \simeq \sum_{i=1}^{M_C} \sigma_{C,i}^k \text{Prob}(\sigma_{C,i}) = \sigma_{C,1}^k \text{Prob}(\sigma_{C,1}) + \ldots + \sigma_{C,M_C}^k \text{Prob}(\sigma_{C,M_C}), \quad (4.81)
\]

with \( k = 1, \ldots, N \). In (4.81), \( M_C \) is equal to the number of values that can be assumed by \( \sigma_C \), while \( \sigma_{C,i} \) denotes the \( i \)-th possible value for the stochastic quantum entropy production of the (sub)system \( C \). As a result, the probabilities \( \text{Prob}(\sigma_{C,i}), i = 1, \ldots, M \), can be approximately expressed as a function of the
statistical moments \(\{\langle \sigma^k_C \rangle\}\), i.e.
\[
\begin{pmatrix}
\langle \sigma_C \rangle \\
\langle \sigma_C^2 \rangle \\
\vdots \\
\langle \sigma_C^N \rangle \\
\end{pmatrix}
= \Sigma_C
\begin{pmatrix}
\sigma_C,1 & \sigma_C,2 & \cdots & \sigma_C,M \\
\sigma_C^2,1 & \sigma_C^2,2 & \cdots & \sigma_C^2,M \\
\vdots & \vdots & \ddots & \vdots \\
\sigma_C^N,1 & \sigma_C^N,2 & \cdots & \sigma_C^N,M \\
\end{pmatrix}
\begin{pmatrix}
\text{Prob}(\sigma_C,1) \\
\text{Prob}(\sigma_C,2) \\
\vdots \\
\text{Prob}(\sigma_C,M) \\
\end{pmatrix},
\]
(4.82)

where \(\Sigma_C \in \mathbb{R}^{N \times M}\). By construction, \(\Sigma_C\) is a rectangular matrix, that is computed by starting from the knowledge of the values assumed by the stochastic quantum entropy production \(\sigma_{C,i}\). Finally, in order to obtain the probabilities \(\text{Prob}(\sigma_{C,i})\), \(i = 1, \ldots, M_C\), we have to adopt the Moore-Penrose pseudo-inverse of \(\Sigma_C\), which is defined as
\[
\Sigma_C^+ \equiv (\Sigma_C^T \Sigma_C)^{-1} \Sigma_C^T.
\]
(4.83)

A pictorial representation of the reconstruction protocol is shown in Fig. 4.3.

Let us observe, again, that the proposed algorithm is based on the expression
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by a unital CPTP map, one can extend the proposed reconstruction protocol, even though possibly at the price of a greater number of measurements. Notice that, since (4.48) is no longer valid in the general case, one has to use directly (4.45)-(4.46). However, we observe that, as shown in [145], the ratio between the conditional probabilities may admit for a large family of CPTP maps the form

\[ \frac{p(a_{\text{fin}}^m | a_{\text{m}}^m)}{p(a_{\text{m}}^m | a_{\text{ref}}^m)} \equiv e^{-\Delta V}, \]

where the quantity \( \Delta V \) is related to the so-called non-equilibrium potential, so that \( \sigma = \sigma_{\text{unital}} + V \) and \( \sigma_{\text{unital}} \) again given by (4.49).

### Required number of measurements

From an operational point of view, we need to measure (directly or indirectly) the quantities

\[
\begin{align*}
\chi_A(\alpha) &= \text{Tr} \left[ (\rho_{A,T})^\alpha \otimes \mathbb{1}_B \Phi (\rho_{A,\text{in}})^{1-\alpha} \otimes \rho_{B,\text{in}}) \right] \\
\chi_B(\beta) &= \text{Tr} \left[ (\mathbb{1}_A \otimes (\rho_{B,T})^\beta) \Phi (\rho_{A,\text{in}} \otimes (\rho_{B,\text{in}})^{1-\beta}) \right] \\
\chi_{A-B}(\gamma) &= \text{Tr} \left[ (\rho_T)^\gamma \Phi ((\rho_m)^{1-\gamma}) \right]
\end{align*}
\]

i.e. the moment generating functions of \( \sigma_A, \sigma_B \) and \( \sigma_{A-B} \), after a proper choice of the parameters \( \alpha, \beta \) and \( \gamma \), with \( \alpha, \beta, \gamma \in \mathbb{R} \). For this purpose, as shown in appendix C it is worth mentioning that \( (\rho_{C,\text{in}})^{1-\varphi} \equiv \sum_m \Pi_{C,m}^{\text{in}} p(x_m^{\text{in}})^{1-\varphi} \) and \( (\rho_{C,T})^\varphi \equiv \sum_k \Pi_{C,k}^T p(x_T)^{\varphi} \), where \( C \in \{A, B, A-B\}, \ x \in \{a, b, c\} \) and \( \varphi \in \{\alpha, \beta, \gamma\} \). A direct measurement of \( \chi_C(\varphi) \), based for example on an interferometric setting as shown in [147] for the work distribution inference, is not trivial, especially for the general fully quantum case. For this reason, we propose a procedure, suitable for experimental implementation, requiring a limited number of measurements, based on the following steps:

1. Prepare the initial product state \( \rho_{\text{in}} = \rho_{A,\text{in}} \otimes \rho_{B,\text{in}} \), as given in (4.53), with fixed probabilities \( p(a_{\text{m}}^{\text{in}}) \) and \( p(b_{\text{m}}^{\text{in}}) \). Then, after the composite system \( A-B \) is evolved within the time interval \([0, T]\), measure the occupation probabilities \( p(a_{\text{m}}^{\text{fin}}) \) and \( p(b_{\text{m}}^{\text{fin}}) \) via local measurements on \( A \) and \( B \). Then, compute the stochastic quantum entropy productions \( \sigma_A(a_{\text{fin}}^m, a_{\text{fin}}^k) \) and \( \sigma_B(b_{\text{fin}}^m, b_{\text{fin}}^l) \). Si-
multaneous measurements on $A$ and $B$ yield also the probabilities $p(c_{kl}^\text{fin})$ and thus $\sigma_{A-B}(c_{mh}^{\text{in}}, c_{kl}^{\text{fin}})$.

(2) For every chosen value of $\alpha$, $\beta$, and $\gamma$, prepare, for instance by quantum optimal control tools [69], the quantum subsystems in the states

$$
\begin{align*}
\rho_{\text{IN}}(\alpha) &\equiv \frac{\rho_{A,\text{in}}^{1-\alpha} \otimes \rho_{B,\text{in}}}{\text{Tr}[(\rho_{A,\text{in}}^{1-\alpha} \otimes \rho_{B,\text{in}})]}, \\
\rho_{\text{IN}}(\beta) &\equiv \frac{\rho_{A,\text{in}} \otimes (\rho_{B,\text{in}})^{1-\beta}}{\text{Tr}[(\rho_{A,\text{in}} \otimes \rho_{B,\text{in}})^{1-\beta}]}, \\
\rho_{\text{IN}}(\gamma) &\equiv \frac{\rho_{A,\text{in}} \otimes (\rho_{B,\text{in}})^{1-\gamma}}{\text{Tr}[(\rho_{A,\text{in}} \otimes \rho_{B,\text{in}})^{1-\gamma}]},
\end{align*}
$$

and let the system evolve.

(3) Since the characteristic function $\chi_C(\varphi)$, with $C \in \{A, B, A-B\}$ and $\varphi \in \{\alpha, \beta, \gamma\}$, is given by performing a trace operation with respect to the composite system $A-B$, one can write the following simplified relation:

$$
\chi_C(\varphi) = \sum_k \sum_m \langle m | p(x_{k}^{\text{fin}}) \varphi | k \rangle \langle k | \rho_{\text{FIN}}(\varphi) | m \rangle = \sum_m p(x_{m}^{\text{fin}}) \varphi \langle m | \rho_{\text{FIN}}(\varphi) | m \rangle, \tag{4.85}
$$

where $\{|l\rangle\}$, $l = m, k$, is the orthonormal basis of the composite system $A-B$, $x \in \{a, b, c\}$ and $\rho_{\text{FIN}}(\varphi) \equiv \Phi[\rho_{\text{IN}}(\varphi)]$ (with $p(x_{m}^{\text{fin}})$ measured in step 1 and $\rho_{\text{IN}}(\varphi)$ introduced in step 2). Thus, measure the occupation probabilities $\langle m | \rho_{\text{FIN}}(\varphi) | m \rangle$ in order to obtain all the characteristic functions $\chi_C(\varphi)$.

It is observed that the measure of the characteristic functions $\chi_C(\varphi)$ relies only on the measure of occupation probabilities. Hence, the proposed procedure does not require any tomographic measurement. Moreover, for the three steps of the protocol we can well quantify the required number of measurements to properly infer the statistics of the quantum entropy production regarding the composite quantum system. The required number of measurements, indeed, scales linearly with the number of possible measurement outcomes coming from each quantum subsystem at the initial and final stages of the protocol. Equivalently, if we define
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d_A and d_B as the dimension of the Hilbert space concerning the quantum subsystems A and B, we can state that the number of measurements for both of the three steps scales linearly with \( d_A + d_B \), i.e. with the number of values \( M_A + M_B \) that can be assumed by \( \sigma_A \) and \( \sigma_B \), the stochastic quantum entropy production of the subsystems. It also scales linearly with \( M_A M_B \) for the reconstruction of the stochastic quantum entropy production \( \sigma_{A-B} \) of the composite system. The reason is that the described procedure is able to reconstruct the distribution of the stochastic quantum entropy production, without directly measuring the joint probabilities \( p_a(k, m) \) and \( p_b(l, h) \) for the two subsystems and \( p_c(mh, kl) \) for the composite system. Otherwise, the number of required measurements would scale, respectively, as \( M_A^2 \) and \( M_B^2 \) for the subsystems and as \( (M_A M_B)^2 \) for the composite system in order to realize all the combinatorics concerning the measurement outcomes.

4.3.1 Illustrative example - Mølmer-Sørensen gate

Here, in order to illustrate our theoretical results, we discuss an experimental implementation with trapped ions. Trapped ions have been demonstrated to be a versatile tool for quantum simulation [90,136], including simulation of quantum thermodynamics [1,12,116,196,197]. The application of our protocol on a physical example relies on the availability of experimental procedures for state preparation and readout, as well as an entangling operation.

We consider a system of two trapped ions, whose two internal states allow to encode the qubit states \(|0\rangle\) and \(|1\rangle\) of the standard computational basis. Then, the subsystems A and B are represented by the two qubits. The latter can interact by the common vibrational (trap) mode of the two ions, and external lasers allow to manipulate the ion states, generating arbitrary single qubit rotations through individual addressing or an entangling operation, as for example the Mølmer-Sørensen gate operation [155,163,194,214]. Fig. 4.4 shows a pictorial representation of the system. While usually universal state preparation for single qubits is supposed only for pure states, here we have to prepare mixed states. However, once we have prepared a pure state with the right amount of
population in the two levels, we can reach the required mixed state by applying a random $Z$ rotation leading to a complete dephasing of the two levels, where $Z$ is the corresponding Pauli matrix. The two-qubit operation, that generates entanglement between $A$ and $B$, is chosen to be a partial Mølmer-Sørensen gate operation, given by the following unitary operation, depending on the phase $\phi$:

$$
U(\phi) = e^{-i\phi(X_A \otimes X_B)},
$$

(4.86)

where $X^A$ and $X^B$ are equal, respectively, to the Pauli matrix $X$ for the quantum systems $A$ and $B$. In the following (and unless explicitly stated otherwise), we choose $\phi = \frac{\pi}{7}$, and start from the initial state $\rho_0 = \text{diag}(\frac{6}{25}, \frac{9}{25}, \frac{4}{25}, \frac{6}{25})$ since this choice leads to a non-Gaussian probability distribution $\text{Prob}(\sigma_{A-B})$ of the stochastic quantum entropy production. For the sake of simplicity, we remove the label $A$ and $B$ from the computational basis $\{|0\rangle, |1\rangle\}$ considered for the two subsystems. Thus, the corresponding projectors are $\Pi_0 \equiv |0\rangle\langle 0|$ and $\Pi_1 \equiv |1\rangle\langle 1|$, and each ion is characterized by 4 different values of the stochastic quantum entropy production $\sigma_C$, with $C \in \{A, B\}$. As a consequence, the probability
distribution \( \text{Prob}(\sigma_{A-B}) \) of the stochastic quantum entropy production for the composite system \( A - B \) is defined over a discrete support given by \( l \) samples, with \( l \leq M_A M_B = 16 \).

### 4.3.1.1 Correlated measurement outcomes and correlations witness

Generally, the outcomes of the second measurement of the protocol are correlated, as in our example, and the stochastic quantum entropy production of the composite system is sub-additive, i.e. \( \langle \sigma_{A-B} \rangle \leq \langle \sigma_A \rangle + \langle \sigma_B \rangle \). Hence, by adopting the reconstruction algorithm proposed in Fig. 4.3 we are able to effectively derive the upper bound of \( \langle \sigma_{A-B} \rangle \), which defines the thermodynamic irreversibility for the quantum process. In the simulations we compare the fluctuation profile that we have derived by performing local measurements on the subsystems \( A \) and \( B \) with the ones that are obtained via a global measurement on the composite system \( A - B \), in order to establish the amount of information which is carried by a set of local measurements. Furthermore, we discuss the changes of the fluctuation profile of the stochastic quantum entropy production both for unitary and noisy dynamics. The unitary operation describing the dynamics of the quantum system is given by (4.86), while the noisy dynamics is given by the following differential Lindblad (Markovian) equation:

\[
\dot{\rho}(t) = -i[H, \rho] - \sum_{C \in \{A,B\}} \Gamma_C \left( \{\rho, L_C^\dagger L_C\} - 2L_C \rho L_C^\dagger \right). \tag{4.87}
\]

In (4.87), \( \rho(t) \) denotes the density matrix describing the composite quantum system \( A - B \), \( \{\cdot, \cdot\} \) is the anticommutator, \( \Gamma_A \) and \( \Gamma_B \) (rad/s) are dephasing rates corresponding to \( L_A \equiv \Pi_0 \otimes 1_B \) and \( L_B \equiv 1_A \otimes \Pi_0 \) are pure-dephasing Lindblad operators. The Hamiltonian of the composite system \( A - B \) in (4.87), instead, is given by

\[
H = \omega \left( X^A \otimes X^B \right),
\]

where the interaction strength \( \omega = \phi/\tau \) (rad/s) with \( \tau \) kept fixed and chosen equal to 50 s (leading to a largely relaxed system dynamics), consistently with
the unitary operation $\text{(4.86)}$.

In Figs. 4.5 and 4.6, we plot the first 4 statistical moments of $\sigma_{A-B}$ and $\sigma_{A+B}$ as a function of the phase $\phi$, respectively, in case of unitary and noisy dynamics. Moreover, we show, for a given value of $\phi$, the probability distributions $\text{Prob}(\sigma_{A-B})$ and $\text{Prob}(\sigma_{A+B})$ for both unitary and noisy dynamics, compared with the corresponding reconstructed distributions obtained by applying the reconstruction algorithm, which we call $\text{Prob}(\sigma_{A-B})$ and $\text{Prob}(\sigma_{A+B})$, respectively. Let us recall that $\text{Prob}(\sigma_{A+B})$ is obtained by performing the two local measurements with observables $O^{\text{fin}}_A$ and $O^{\text{fin}}_B$ independently (disregarding the correlations...
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Figure 4.6: In the four top panels, the statistical moments \( \langle \sigma_{A-B}^k \rangle \) and \( \langle \sigma_{A+B}^k \rangle \), \( k = 1, \ldots, 4 \), of the stochastic quantum entropy production \( \sigma_{A-B} \) and \( \sigma_{A+B} \) as a function of \( \phi \in [0, 2\pi] \) are shown, in the case where the dynamics of the composite quantum system \( A - B \) is described by a Lindblad (Markovian) equation. In the two bottom panels, moreover, we plot a comparison between the samples of the probability distributions \( \text{Prob}(\sigma_{A-B}) \), \( \text{Prob}(\sigma_{A+B}) \) (black squares) and the samples of the corresponding reconstructed distribution (red circles). The latter numerical simulations are performed by considering \( \phi = \frac{5\pi}{6} \), \( \Gamma = \Gamma_A = \Gamma_B = 0.2 \) rad/s, and \( N \) is equal, respectively, to 20 (for the fluctuation profile of \( \sigma_{A-B} \)) and 10.

of their outcomes) on the subsystems \( A, B \), while the distribution \( \text{Prob}(\sigma_{A+B}) \) requires to measure \( \mathcal{O}_A^\text{fin} \) and \( \mathcal{O}_B^\text{fin} \) simultaneously, i.e. measuring the observable \( \mathcal{O}_{A-B}^\text{fin} \), defined by \((4.57)\). For unitary dynamics, the statistical moments of the stochastic quantum entropy productions \( \sigma_{A-B} \) and \( \sigma_{A+B} \) follow the oscillations of the dynamics induced by changing the gate phase \( \phi \). Conversely, for the noisy dynamics given by \[(4.87)\], with \( \Gamma = \Gamma_A = \Gamma_B > 0 \), when \( \phi \) increases the system approaches a fixed point of the dynamics. Consequently, the statistical moments of the stochastic quantum entropy production tend to the constant
values corresponding to the fixed point, and the distribution of the stochastic entropy production becomes narrower. In both Figs. 4.5 and 4.6 the first statistical moments (or mean values) \( \langle \sigma_{A-B} \rangle \) and \( \langle \sigma_{A+B} \rangle \) are almost overlapping, and the sub-additivity of \( \sigma_{A-B} \) is confirmed by the numerical simulations. Furthermore, quite surprisingly, also the second statistical moments of \( \sigma_{A-B} \) and \( \sigma_{A+B} \) are very similar to each other. This means that the fluctuation profile of the stochastic entropy production \( \sigma_{A+B} \) is able to well reproduce the probability distribution of \( \sigma_{A-B} \) in its Gaussian approximation, i.e. according to the corresponding first and second statistical moments. In addition, we can state that the difference of the higher order moments of \( \langle \sigma_{A+B} \rangle \) and \( \langle \sigma_{A-B} \rangle \) reflects the presence of correlations between \( A \) and \( B \) created by the map, since for a product state \( \sigma_{A-B} = \sigma_{A+B} \).

Therefore, the difference between the fluctuation profiles of \( \sigma_{A-B} \) and \( \sigma_{A+B} \) constitutes a witness for classical and/or quantum correlations in the final state of the system before the second measurement. As a consequence, if \( \text{Prob}(\sigma_{A-B}) \) and \( \text{Prob}(\sigma_{A+B}) \) are not identical, then the final density matrix \( \rho_{\text{fin}} \) is not a product state, and (classical and/or quantum) correlations are surely present. Notice that the converse statement is not necessarily true because the quantum correlations can be partially or fully destroyed by the second local measurements, while the classical ones are still preserved and thus detectable.

Furthermore, in Fig. 4.7 we show the first 4 statistical moments of \( \sigma_{A-B} \) and \( \sigma_{A+B} \) as a function of \( \Gamma \) (rad/s). As before, we can observe a perfect correspondence between the two quantities when we consider only the first and second statistical moments of the stochastic quantum entropy productions, and, in addition, similar behaviour for the third and fourth statistical moments.

Indeed, since the coherence terms of the density matrix describing the dynamics of the composite quantum system tend to zero for increasing \( \Gamma \), the number of samples of \( \sigma_{A-B} \) and \( \sigma_{A+B} \) with an almost zero probability to occur is larger, and also the corresponding probability distribution approaches a Gaussian one, with zero mean and small variance. In accordance with Figs. 4.5 and 4.6 this result confirms the dominance of decoherence in the quantum system dynamics (for large enough \( \Gamma \)), which coincides with no creation of correlations.
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Figure 4.7: The statistical moments $\langle \sigma^k_{A-B} \rangle$ and $\langle \sigma^k_{A+B} \rangle$, $k = 1, \ldots, 4$, of the stochastic quantum entropy production $\sigma_{A-B}$ and $\sigma_{A+B}$ as a function of $\Gamma \in [0, 1.2]$ rad/s are shown, in the case the dynamics of the composite quantum system $A - B$ is described by a Lindblad (Markovian) equation, with $\phi = \pi/7$.

4.3.1.2 Reconstruction for unitary dynamics

Here, we show the performance of the reconstruction algorithm for the probability distribution of the stochastic quantum entropy production $\sigma_{A+B}$ via local measurements on the subsystems $A$ and $B$, when the dynamics of the quantum system is unitary. In particular, in the numerical simulations, we take the parameters $\alpha$ and $\beta$ of the algorithm, respectively, equal to the real zeros of the Chebyshev polynomial of degree $N$ in the intervals $[\alpha_{\text{min}}, \alpha_{\text{max}}] = [0, N]$ and $[\beta_{\text{min}}, \beta_{\text{max}}] = [0, N]$. This choice for the minimum and maximum values of the parameters $\alpha$ and $\beta$ ensures a very small numerical error (about $10^{-4}$) in the evaluation of each statistical moment of $\sigma_A$ and $\sigma_B$ via the inversion of the Vandermonde matrix, already for $N > 2$. Indeed, since all the elements of the vectors
\( \alpha \) and \( \beta \) are different from each other, i.e. \( \alpha_i \neq \alpha_j \) and \( \beta_i \neq \beta_j \) \( \forall \ i, j = 1, \ldots, N \), we can derive the statistical moments of \( \sigma_C \), with \( C \in \{ A, B \} \), by inverting the corresponding Vandermonde matrix. The number \( N \) of evaluations of the moment generating functions \( \chi_A(\alpha) \) and \( \chi_B(\beta) \), instead, has been taken as a free parameter in the numerics in order to analyze the performance of the reconstruction algorithm. The latter may be quantified in terms of the Root Mean Square Error (RMSE) defined as

\[
\text{RMSE} \left( \{ \langle \sigma_{A+B}^k \rangle \}_{k=1}^{N_{\text{max}}} \right) \equiv \sqrt{\frac{\sum_{k=1}^{N_{\text{max}}} \left| \langle \sigma_{A+B}^k \rangle - \langle \sigma_{A+B}^k \rangle \right|^2}{N_{\text{max}}}}, \quad (4.88)
\]

where \( \{ \langle \sigma_{A+B}^k \rangle \} \) are the true statistical moments of the stochastic quantum entropy production \( \sigma_{A+B} \), which have been numerically computed by directly using \((4.63)-(4.65)\), while \( \langle \sigma_{A+B}^k \rangle \) are the reconstructed statistical moments after the application of the inverse Fourier transform or the Moore-Penrose pseudo-inverse of \( \Sigma_C, C \in \{ A, B \} \). \( N_{\text{max}} \), instead, is the largest value of \( N \) considered for the computation of the RMSE \( \left( \{ \langle \sigma_{A+B}^k \rangle \} \right) \) in the numerical simulations (in this example \( N_{\text{max}} = 16 \)). Another measure for the evaluation of the algorithm performance, which will be used hereafter, is given by the RMSE

\[
\text{RMSE} \left( \{ \text{Prob}(\sigma_{A+B,i}) \}_{i=1}^{l} \right) \equiv \sqrt{\frac{\sum_{i=1}^{l} R_i^2}{l}}, \quad (4.89)
\]

where \( R_i \equiv \left| \text{Prob}(\sigma_{A+B,i}) - \text{Prob}(\sigma_{A+B,i}) \right| \) is the reconstruction deviation, i.e. the discrepancy between the true and the reconstructed probability distribution \( \text{Prob}(\sigma_{A+B}) \). The RMSE \( \left( \{ \text{Prob}(\sigma_{A+B,i}) \} \right) \) is computed with respect to the reconstructed values \( \text{Prob}(\sigma_{A+B,i}) \) of the probabilities \( \text{Prob}(\sigma_{A+B,i}), i = 1, \ldots, l \), for the stochastic quantum entropy production \( \sigma_{A+B} \).

Fig. 4.8 shows the performance of the reconstruction algorithm as a function of \( N \) for the proposed experimental implementation with trapped ions in case the system dynamics undergoes a unitary evolution. In particular, we show the first 4
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Figure 4.8: Reconstructed statistical moments of $\sigma_A$, $\sigma_B$ and $\sigma_{A+B}$ as a function of $N$ with unitary dynamics. In the four top panels we show the statistical moments $\langle \sigma^k_C \rangle$, $C = \{A, B\}$ (equal due to symmetry), and $\langle \sigma^k_{A+B} \rangle$, $k = 1, \ldots, 4$, of the stochastic quantum entropy production $\sigma_A$, $\sigma_B$ and $\sigma_{A+B}$ as a function of $N$. As $N$ increases, the reconstructed statistical moments converge to the corresponding true value. The corresponding RMSEs RMSE ($\{\langle \sigma^k_{A+B} \rangle\}$) and RMSE ($\{\text{Prob}(\sigma_{A+B,i})\}$), instead, are plotted in the two bottom panels. All the numerical simulations in the figure are performed by considering unitary dynamics for the composite system $A - B$ with $\phi = \pi/7$.

statistical moments of $\sigma_A$, $\sigma_B$ and $\sigma_{A+B}$ as a function of $N$. In this regard, let us observe that the statistical moments of the stochastic quantum entropy production of the two subsystems $A$ and $B$ are equal due to the symmetric structure of the composite system. As expected, when $N$ increases, the reconstructed statistical moments converge to the corresponding true values, and also the reconstruction deviation tends to zero. This result is encoded in the RMSEs of (4.88)-(4.89), which behave as monotonically decreasing functions. Both the RMSE ($\{\langle \sigma^k_{A+B} \rangle\}$) and RMSE ($\{\text{Prob}(\sigma_{A+B,i})\}$) sharply decrease for about $N \geq 6$, implying that the reconstructed probability distribution $\text{Prob}(\sigma_{A+B})$ overlaps with the true distribu-
tion Prob(σ_{A+B}) with very small reconstruction deviations R_i. Since the system of two trapped ions of this example is a small size system, we have chosen to derive the probabilities \{\text{Prob}(\sigma_{A,i})\} and \{\text{Prob}(\sigma_{B,i})\}, i = 1, \ldots, 4, without performing the inverse Fourier transform on the statistical moments \{\langle \sigma^k_C \rangle\}, C \in \{A, B\}. Indeed, the computation of the inverse Fourier transform, which has to be performed numerically, can be a tricky step of the reconstruction procedure, because it can require the adoption of numerical methods with an adaptive step-size in order to solve the numerical integration. In this way, the only source of error in the reconstruction procedure is given by the expansion in Taylor series of the quantity χ_C(φ), with C \in \{A, B\} and φ \in \{α, β\}, around φ = 0 as a function of a finite number of statistical moments \langle \sigma^k_C \rangle, k = 1, \ldots, N - 1. As shown in Fig. 4.8, the choice of the value of N is a degree of freedom of the algorithm, and it strictly depends on the physical implementation of the reconstruction protocol. In the experimental implementation above with two trapped ions, N = 10 ensures very good performance without making a larger number of measurements with respect to the number of values assumed by the stochastic quantum entropy production σ_{A+B}.

In Fig. 4.9 moreover, we show for N = 10 the first 4 true statistical moments of the stochastic quantum entropy productions σ_A and σ_B of the two subsystems, as well as the correlation-free convolution σ_{A+B} as a function of φ \in [0, 2π], along with the corresponding reconstructed counterpart \langle \sigma^k_C \rangle, k = 1, \ldots, 4, C \in \{A, B, A + B\}. As before, the reconstruction procedure yields values very close to the true statistical moments of σ_A, σ_B and σ_{A+B} for all values of the phase φ.

### 4.3.1.3 Reconstruction for noisy dynamics

Let us consider, now, that the system dynamics is affected by pure-dephasing contributions, described via the differential Lindblad (Markovian) equation (4.87), where the Hamiltonian of the composite system A−B is defined as \( H = \omega (X^A \otimes X^B) \). Since the fixed duration τ of the transformation has been chosen as before equal to 50 s, we choose the desired phase φ by setting the interaction strength to ω \equiv φ/T \text{ (rad/s)}. Again, we evaluate the performance of the reconstruction al-
4.3. RECONSTRUCTION ALGORITHM

Figure 4.9: True and reconstructed statistical moments of $\sigma_A$, $\sigma_B$ and $\sigma_{A+B}$ as a function of the phase $\phi$ with unitary dynamics. We show the statistical moments $\langle \sigma^k_C \rangle$, $C = \{A, B\}$ (equal by symmetry), and $\langle \sigma^k_{A+B} \rangle$, $k = 1, \ldots, 4$, of the stochastic quantum entropy production $\sigma_A$, $\sigma_B$ and $\sigma_{A+B}$ as a function of the phase $\phi$. All the numerical simulations are performed by considering unitary dynamics for the composite system $A - B$ with $N = 10$ and $\phi \in [0, 2\pi]$.

Algorithm also as a function of the phase $\phi = \omega \mathcal{T}$. As shown in Fig. 4.10, when $\phi$ increases (with a fixed value of $\Gamma$, set to 0.2) the statistical moments of $\sigma_{A+B}$ (but not necessarily the ones regarding the subsystems $A$ and $B$) increase as well, since when $\phi$ increases the system tends to a fixed point of the dynamics. Also the reconstruction procedure turns out to be more accurate for larger values of $\phi$, as shown in the two bottom panels of Fig. 4.10 (for this figure we use the Fourier transform). The reason is that when the dynamics approaches the fixed point, the distribution of the stochastic quantum entropy production becomes narrower and the convergence of the Fourier integral is ensured.

Finally, in Fig. 4.11 we plot the behaviour of the first three statistical moments...
CHAPTER 4. QUANTUM THERMODYNAMICS

Figure 4.10: True and reconstructed statistical moments of $\sigma_A$, $\sigma_B$ and $\sigma_{A+B}$ as a function of the phase $\phi$ with noisy dynamics. In the first 4 panels we show the statistical moments $\langle \sigma^k_C \rangle$, $C = \{A,B\}$ (equal by symmetry), and $\langle \sigma^k_{A+B} \rangle$, $k = 1, \ldots, 4$, of the stochastic quantum entropy production $\sigma_A$, $\sigma_B$ and $\sigma_{A+B}$ as a function of the phase $\phi$. All the numerical simulations are performed by considering a Lindblad (Markovian) dynamics for the composite system $A - B$, given by (4.87), with $N = 10$, $\Gamma = 0.2$ rad/s, and $\phi \in [0, 2\pi]$. In the bottom panels of the figure, instead, we show the root mean square errors RMSE ($(\{\langle \sigma^k_{A+B} \rangle\})$) and RMSE ($(\{\text{Prob}(\sigma_{A+B})\})$).

of $\sigma_A$, $\sigma_B$ and $\sigma_{A+B}$ as a function of the dephasing rate $\Gamma = \Gamma_A = \Gamma_B$, with $N = 10$ and $\phi = \pi/7$. As before, due to the symmetry of the bipartition, the statistical moments of $\sigma_A$ and $\sigma_B$ are identically equal. For increasing $\Gamma$ the dephasing becomes dominant over the interaction and all correlations between the subsystems are destroyed. As a consequence, the stochastic quantum entropy production tends to zero as is observed in the figure for all the investigated moments, both for the subsystems and the composite system.
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Figure 4.11: True and reconstructed statistical moments of $\sigma_A$, $\sigma_B$ and $\sigma_{A+B}$ as a function of the dephasing rate $\Gamma$. The first 3 statistical moments of the stochastic quantum entropy productions for $A$, $B$ (equal by symmetry) and the composite system $A-B$ as a function of the dephasing rate $\Gamma = \Gamma_A = \Gamma_B$ (rad/s) are shown for the physical example of 2 trapped ions. In particular, the statistical moments of $\sigma_{A+B}$ are put beside their reconstructed version, which have been obtained by choosing $N = 10$ and $\phi = \pi/7$. In the last panel, moreover, the corresponding root mean square error RMSE ($\{\langle \sigma_{A+B}^k \rangle \}$) as a function of $\Gamma$ is shown.

4.3.1.4 Probing irreversibility and dynamics correlations

Once the fluctuation profile of the stochastic quantum entropy production (i.e. the corresponding probability distribution) is reconstructed, then the irreversibility properties of the composite system transformation can be successfully probed. The thermodynamic irreversibility is quantified by means of the mean value $\langle \sigma_{A-B} \rangle$, with $\langle \sigma_{A-B} \rangle = 0$ corresponding to thermodynamic reversibility. As previously shown in Figs. 4.5, 4.6 and 4.7, the mean value $\langle \sigma_{A-B} \rangle$ can be well approximated by $\langle \sigma_{A+B} \rangle$ and from (4.51) and (4.62) we have $0 \leq \langle \sigma_{A-B} \rangle \leq \langle \sigma_{A+B} \rangle$. From Figs. 4.7 and 4.11 thus, we can observe that the implemented noisy transformation is more reversible with respect to the unitary one. Indeed, the statistical
moments of the stochastic quantum entropy production, as well as the corresponding mean value, go to zero as $\Gamma$ increases. Since the dynamics originating from the Lindblad equation (4.87) admits as a fixed point the completely mixed state of the composite system $A - B$, if we increase the value of $\Gamma$ then the probability distribution of the quantum entropy production for the systems $A$, $B$ and $A - B$ tends to a Kronecker delta around zero, leading to a more-reversible system transformation with respect to the unitary case. For this reason, also the numerical simulations of Fig. 4.11 have been performed by using the inverse Fourier transform to reconstruct the probabilities $\{\text{Prob}(\sigma^C_i)\}$, with $i = 1, \ldots, M_C$ and $C \in \{A, B\}$, instead of calculating the pseudo-inverse of the matrix $\Sigma^C$. As a matter of fact, as $\Gamma$ increases some values of $\sigma^C$ approach zero and $\Sigma^C$ becomes singular. Let us observe that, when the dynamics is unitary, the performance of the reconstruction algorithm adopting the inverse Fourier transform can be affected by a non-negligible error, as shown by the RMSE $(\langle \sigma^k_{A+B} \rangle)$ in the last panel of Fig. 4.11. For such case, the adoption of the pseudo-inverse of $\Sigma^C$ is to be preferred. Moreover, we expect that increasing the number of ions the thermodynamic irreversibility becomes more and more pronounced.

In conclusion, a system transformation on a multipartite quantum system involves stochastic quantum entropy production whenever correlations between the subsystems of the multipartite system is first created by the dynamics of the composite system and then destroyed by the second measurement. This result, indeed, can be easily deduced from Figs. 4.10 and 4.11 in which, for a fixed value of $\Gamma$ ($\Gamma = 0.2$) and $\phi$ ($\phi = \pi/7$) respectively, the behaviour of the statistical moments of the stochastic quantum entropy production as a function of $\phi$ ($\Gamma$) is monotonically increasing (decreasing). Indeed, the stronger is the interaction between the two ions, the larger is the corresponding production of correlations between them. On the other side, instead, the production of correlations within a multipartite system is inhibited due to the presence of strong decoherent processes.
4.4 Conclusions and contributions

To summarize, this chapter provides the following contributions:

- We have studied the statistics of quantum-heat in a quantum system subjected to a sequence of projective measurements of a generic observable $O$. At variance with previous works, we have investigated the case when the waiting time between consecutive measurements is a random variable. Previous works imply that when the waiting times are predetermined the quantum-heat obeys an integral fluctuation theorem which reads like the Jarzynski equality where quantum-heat replaces work. Here, we have shown that this continues to hold when the waiting times are random, and this can be understood by noticing that the corresponding quantum dynamics is unital.

- We have illustrated the theory with a two-level system, for which we have provided the explicit expressions of the characteristic function of quantum-heat. In particular, we have investigated both the case when the noise in the waiting times is annealed or quenched, and have noticed that, interestingly, in the annealed case more quantum heat is transferred by the two-level system as compared to the quenched noise case. Accordingly, our results reflects the intuition that a greater amount of noise in the waiting times between consecutive measurements of a given protocol is accompanied by higher quantum-heat transfer. Finally, we have found the existence of a discontinuity in the characteristic function $G(u)$ when the protocol relies on the application of many measurements of the Hamiltonian, i.e. $m \to \infty$ and $|a|^2 \to 0, 1$. This means that even an infinitesimal amount of noise in the measurement process will result in a finite amount of quantum-heat, also when measurements of the Hamiltonian are performed.

- We have characterized the stochastic quantum entropy production of an open quantum system by starting from a quantum fluctuation theorem (generalization of the Tasaki-Crooks theorem) based on the use of a two-time
measurement protocol. In particular, the mean value \( \langle \sigma \rangle \) of the stochastic quantum entropy production quantifies the amount of thermodynamic irreversibility of the system, with \( \langle \sigma \rangle = 0 \) (\( \langle \sigma \rangle > 0 \)) corresponding to thermodynamic reversibility (irreversibility). At variance, we proved that \( \langle \sigma \rangle < 0 \) – violating the second law of the thermodynamics – do not occur due to the non-negativity of the Kullback-Leibler divergence.

- Under the hypothesis that the open quantum system (at most described by an unital CPTP quantum map) is composed by mutually interacting subsystems, we have investigated the stochastic quantum entropy production both for the subsystems and for the composite system, showing that the mean values of the entropy production for the subsystems are sub-additive. However, their fluctuation profiles coincide if the composite system is described by a product state. As a consequence, by analyzing these fluctuation profiles one can witness classical and quantum correlations between each subsystem.

- We have proposed a suitable algorithm for the reconstruction of the fluctuation profiles of an arbitrary thermodynamical quantity. Without loss of generality, we have applied the procedure to infer the statistics of the stochastic quantum entropy production for each subsystem of a multipartite system. The algorithm is designed over a parametric version of the integral quantum fluctuation theorem, and provides the first \( N \) statistical moments of the chosen thermodynamical quantity through the inversion of a Vandermonde matrix, which encodes the experimental evaluation of the corresponding characteristic function.

- By adopting the proposed reconstruction algorithm, we have proved that the required number of measurements to achieve the reconstruction scales linearly with the number of the values that can be assumed by the stochastic variable, and not quadratically as one would expect by a direct application of the definition of the corresponding probability distributions.
• We have observe that the fluctuation properties of the stochastic quantum entropy production strongly depend on the presence of decoherent channels between an arbitrary quantum system and the environment, which does not necessarily have to be a thermal bath. As a consequence, one could effectively determine not only the influence of the external noise sources on the system dynamics, but also characterize the environment structure and properties via quantum sensing procedures.

• Finally, we have proposed (in the form of an illustrative example) an experimental implementation of the reconstruction algorithm with trapped ions for the characterization of the thermodynamic irreversibility of a given system with Hamiltonian $H$. 
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Appendix A

Proofs of chapter 1

A.1 Closed-form solution of Problem $E^A_t$

Let us consider the cost function (1.10). Under the assumption A1, (1.10) can be written as the following quadratic form:

$$J^A_t = \hat{Y}_t\hat{Y}_t^T - N\hat{Y}_t^TM_t - N\hat{Y}_t^TD_t + r_t,$$

where $\hat{Y}_t = \text{col}(\hat{x}_t, i_{t=0}^N)$, $D_t = -U_t \in \mathbb{R}^{nN}$ and the matrices $U_t \in \mathbb{R}^{nN}$, $M_t \in \mathbb{R}^{nN \times nN}$ are defined as

$$M_t = \begin{bmatrix} P + A'QA + \zeta_{j,1} & -A'Q & 0 & \cdots & 0 \\ -Q & Q + A'QA + \zeta_{j,2} & -A'Q & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & Q + A'QA + \zeta_{j,N} \end{bmatrix}$$

and

$$U_t = \begin{bmatrix} A'QB_0 - P\pi_{t-1} - \pi_{j,1} \\ A'QB_1 - QB_0 - \pi_{j,2} \\ \vdots \\ A'QB_{N-1} - QB_{N-2} - \pi_{j,N-1} \\ A'QB_N - QB_{N-1} - \pi_{j,N} \end{bmatrix},$$

where $\hat{Y}_t = \text{col}(\hat{x}_t, i_{t=0}^N)$.
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with

\[
\delta_{j,h}^i = \begin{cases} 
1, & \text{if } \exists j \in \mathcal{I}_i : j = h \\
0, & \text{else}
\end{cases}, \quad h = 1, \ldots, N,
\]

and

\[
\pi_{j,h} = \sum_{i=1}^p \delta_{j,h}^i C^i R^i C^i, \quad h = 1, \ldots, N, \quad \zeta_{j,k} = \sum_{i=1}^p \delta_{j,h}^i C^i R^i C^i,
\]

\[
r_{t-N} = \bar{x}_{t-N}^T P \bar{x}_{t-N} + \sum_{k=t-N}^t u_k' B' Q B u_k + \sum_{i=1}^p h_i R^i r^i \in \mathbb{R},
\]

\[
h_i = \dim(\mathcal{I}^i).
\]

Necessary condition for the minimum of the cost function (A.1) is

\[
\nabla \hat{Y}_{t-N}|_t J^A_t(\hat{Y}_{t-N}|_t) = 2 M_{t-N} \hat{Y}_{t-N}|_t + 2 U_{t-N} = 0,
\]

(A.2)

for any \( t = N, N+1, \ldots \) Solving (A.2) as a function of \( \hat{x}_{t-N}|_t \), we obtain the optimal estimates \( \hat{x}_{t-N}|_t, t = N, N+1, \ldots \) that minimize the cost function (1.10), namely

\[
\hat{x}_{t-N}|_t = \begin{bmatrix} 1_n & 0 \cdots 0 \end{bmatrix} M_{t-N}^{-1} D_{t-N}, \quad t = N, N+1, \ldots
\]

(A.3)

Choosing the weighting matrices \( P \) and \( Q \) as positive semi-definite matrices and \( R^i > 0 \), the solution (A.3) corresponds to a global minimum, since the Hessian matrix \( M_{t-N} \) of the cost function is strictly positive definite. As a final remark, notice that there are many equivalent ways of writing the solution of Problem \( E^A_t \) and the particular form presented here is a consequence of the fact that we consider as optimization variables the state estimates \( \hat{x}_{t-N+i}|_t \) for \( i = 0, \ldots, N \).

An alternative would be to consider as optimization variables the state estimate \( \hat{x}_{t-N}|_t \) at the beginning of the observation interval together with the estimates of the process disturbance \( \hat{w}_{t-N+i}|_t = \hat{x}_{t-N+i+1}|_t - A \hat{x}_{t-N+i}|_t - B u_{t-N+i} \) for \( i = 0, \ldots, N-1 \). In this case, each \( \hat{x}_{t-N+i}|_t \) would be written as a function of \( \hat{x}_{t-N}|_t \) and the observability matrix would explicitly appear in the solution.
A.2 Proof of Proposition 1.1

For each $k = t - N, \ldots, t - 1$, we initially introduce the constraints for the $i$–th measurement equation, $i = 1, \ldots, p$:

\[
\begin{cases}
    C^i \hat{x}_{k|t} < \tau^i + \rho^i_V, & \text{if } y^i_k = -1 \\
    C^i \hat{x}_{k|t} > \tau^i - \rho^i_V, & \text{if } y^i_k = 1
\end{cases}
\]  \hspace{1cm} (A.4)

The system (A.4) is equivalent to the inequality

\[y^i_k(C^i \hat{x}_{k|t} + y^i_k \rho^i_V) > y^i_k \tau^i.\]  \hspace{1cm} (A.5)

Observing that $(y^i_k)^2 = 1$, $\forall k = t - N, \ldots, t - 1$, we obtain

\[y^i_k(C^i \hat{x}_{k|t} - \tau^i) + \rho^i_V > 0, \quad k = t - N, \ldots, t - 1.
\]

If we define $\phi_k \equiv \text{diag}(y^i_k) \in \mathbb{R}^{p \times p}$, $i = 1, \ldots, p$, $\tau_p = \text{col}(\tau^i)_{i=1}^p \in \mathbb{R}^p$ and $\nu = \text{col}(\rho^i)_{i=1}^p \in \mathbb{R}^p$, then we can write

\[\phi_k(C\hat{x}_{k|t} - \tau_p) + \nu > 0,
\]

since $\phi_k' \phi_k = 1_p$. Moreover, introducing the matrices $\Phi_t$, $\mathcal{T}$ and $\mathcal{V}$ as in (1.17), the constraints (A.4) can be written in matrix form, namely

\[\Phi_t \text{ vec } [ (C\hat{X}_t - \mathcal{T})'] < \text{ vec } (\mathcal{V})\]  \hspace{1cm} (A.6)

where $\hat{X}_t \equiv [\hat{x}_{t-N|t}, \ldots, \hat{x}_{t|t}]'$. Observing that

\[\text{ vec } [ (C\hat{X}_t)'] \equiv (C \otimes I_n) \text{ vec } (\hat{X}_t'),\]  \hspace{1cm} (A.7)

(A.6) is equal to (1.16), so that the proposition is proved.
A.3 Proof of Theorem 1.1

Some preliminary definitions are needed. Notice first that, while the function $\omega(C^i x, y)\|C^i x - \tau^i\|$ is not differentiable for $C^i x = \tau^i$, for $C^i x \neq \tau^i$ one has

$$\frac{\partial}{\partial x} \omega(C^i x, y)\|C^i x - \tau^i\| =\begin{cases} 0, & \text{if } y(C^i x - \tau^i) > 0, \\ -y C^i, & \text{if } y(C^i x - \tau^i) < 0. \end{cases}$$

Hence $\omega(C^i x, y)\|C^i x - \tau^i\|$ is globally Lipschitz with Lipschitz constant $L_i = \|C^i\|$, for $i = 1, \ldots, p$. Further, consider for each sensor $i$ and each sliding window $\mathfrak{W}_t$, the vector $\tilde{z}^i_{t|t} = \text{col}(C^i \hat{x}^o_{k|t})_{k \in I_i}$. Then, we can write

$$\tilde{z}^i_{t|t} = \Theta_t \hat{x}^o_{t-N|t} + H^i_t \tilde{u}_t + D^i_t \tilde{w}_t,$$

where

$$\tilde{u}_t = \text{col}(u_k)_{k \in [t-N,t]},$$
$$w^o_{k|t} = \hat{x}^o_{k+1|t} - A \hat{x}^o_{k|t} - Bu_k,$$
$$\tilde{w}_t = \text{col}(w^o_{k|t})_{k \in [t-N,t]},$$

and $H^i_t$ and $D^i_t$ are suitable matrices. Moreover, let $\phi^i$ be defined as $\sup_{t \geq N} \lambda(D^i_t D^i_t)^{1/2}$. Clearly, $\phi^i$ is finite since $D^i_t$ can assume only a finite number of configurations in the estimation window.

Let us now consider the estimation error as $e_{t-N} = x_{t-N} - \hat{x}^o_{t-N}$; the aim is to find a lower and an upper bound for the optimal cost

$$J^o_t = \|\hat{x}^o_{t-N|t} - \bar{x}_{t-N}\|_P^2 + \sum_{k=t-N}^{t-1} \|\hat{x}^o_{k+1|t} - A \hat{x}^o_{k|t} - Bu_k\|_Q^2$$
$$+ \sum_{i=1}^p \sum_{k=t-N}^{t} \omega(z^i_{k|t}, y^i_{k|t})\|C^i \hat{x}^o_{k|t} - \tau^i\|_R^2. \quad (A.8)$$

to derive a bounding sequence on the norm of the estimation error.
– Upper bound on the optimal cost $J_t^o$:

For the optimality of the cost function $J_t^o$, we have $J_t^o \leq J_t^B|_{\hat{x}_{k|t}=x_k, k\in\mathbb{N}}$ and hence

$$J_t^o \leq \|x_{t-N} - x_{t-N}\|^2_P + \sum_{k=t-N}^{t-1} \|w_k\|^2_P + \sum_{i=1}^{t} \sum_{k=t-N}^{t-1} \omega(z^i_k, y^i_k)\|z^i_k - \tau^i\|^2_{R_t}. \quad (A.9)$$

The discontinuous function $\omega(z^i_k, y^i_k)$ is non-zero if and only if $z^i_k - \tau^i \in V_i$, i.e. if the system output is close to the $i$-th sensor threshold and the measurement noise makes the sensor detection incoherent with the system evolution. Thus, the upper bound (A.9) can be rewritten as

$$J_t^o \leq \|x_{t-N} - x_{t-N}\|^2_P + N\lambda(Q)\rho^2_W + p(N + 1)\rho^2_V. \quad (A.10)$$

– Lower bound on the optimal cost $J_t^o$:

Let us consider a time instant $k \in \mathcal{I}_i$ and suppose, for the sake of notational simplicity, that $y^i_k = 1$ and $y^i_{k+1} = -1$ (up-down threshold crossing). Note that the dual case can be analysed in a similar way. Thus, in the cost function $J_t^o$ the following contribution is present:

$$\iota(\hat{x}_{k|t}, \hat{x}_{k+1|t}) \equiv \omega(z^i_k, 1)\|C^i\hat{x}_{k|t} - \tau^i\|^2_{R_t} + \omega(z^i_{k+1}, -1)\|C^i\hat{x}_{k+1|t} - \tau^i\|^2_{R_t}$$

$$= \left[\omega(z^i_k, 1) + \omega(z^i_{k}, -1)\right]\|C^i\hat{x}_{k|t} - \tau^i\|^2_{R_t} + \omega(z^i_{k+1}, -1)\|C^i\hat{x}_{k+1|t} - \tau^i\|^2_{R_t}$$

$$= \omega(z^i_k, 1)\|C^i\hat{x}_{k|t} - \tau^i\|^2_{R_t},$$

where

$$\omega(z^i_{k+1}, -1)\|C^i\hat{x}_{k+1|t} - \tau^i\|^2_{R_t} - \omega(z^i_k, -1)\|C^i\hat{x}_{k|t} - \tau^i\|^2_{R_t} \leq (L^i)^2\|(A - 1)\hat{x}_{k|t} + Bu_k + w^o_k\|^2.$$ 

Since $\hat{x}_{k|t}^o \in \mathcal{X}$ for $k = t - N, \ldots, t$, it can be stated that each term $\iota(\hat{x}_{k|t}, \hat{x}_{k+1|t})$
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has a lower bound, such that

\[ \nu(\hat{x}^2_{k|t}, \hat{x}^2_{k+1|t}) \geq \| C^i \hat{x}^0_{k|t} - \tau^i \|_{R^i}^2 - 3(L^i)^2 \left( \| A - I \|_{\rho_X}^2 + \| B \|_{\rho_U}^2 + \| v_{k|t} \|_2^2 \right). \]

Since \( k \) is a switching instant,

\[ y^i_k = h^i(C^i x_k + v^i_k) = 1 \]

and

\[ y^i_{k+1} = h^i(C^i A x_k + C^i B u_k + C^i w_k + v^i_{k+1}) = -1, \]

i.e. there exists \( \alpha \in [0, 1] \) such that \( \alpha z^i_k + (1 - \alpha) z^i_{k+1} = \tau^i \), from which

\[ \tau^i = C^i x_k + \zeta^i_k, \]

where \( \zeta^i_k = \delta^i_k + \eta^i_k \). Then,

\[ \| C^i \hat{x}^0_{k|t} - \tau^i \|_{R^i}^2 = \| C^i \hat{x}^0_{k|t} - C^i x_k - \zeta^i_k \|_{R^i}^2 \geq \frac{1}{2} \| C^i \hat{x}^0_{k|t} - C^i x_k \|_{R^i}^2 - \| \zeta^i_k \|_{R^i}^2, \]

where

\[ \| \zeta^i_k \|_{R^i}^2 \leq 4R^i \left( \| C^i \|_2 \| A - I \|_{\rho_X}^2 + \| C^i \|_2 \| B \|_{\rho_U}^2 + \| C^i \|_2 \| \rho_W \|_2 + (\rho_V)^2 \right). \]

Summarizing the previous results, if we consider \( \forall i \) only the instants \( k \in \mathcal{I}_i \), we obtain

\[ J^i_t \geq \| \hat{x}^0_{i-N|t} - \pi_{i-N} \|_{R^i}^2 + \sum_{i=1}^p \sum_{k \in \mathcal{I}^i_t} \left( \| C^i \hat{x}^0_{k|t} - C^i x_k \|_{R^i}^2 \right) - \beta_t - \sigma_t, \]

where

\[ \beta_t = \sum_{i=1}^p \sum_{k \in \mathcal{I}^i_t} [4R^i \left( \| C^i \|_2 \| A - I \|_{\rho_X}^2 + \| C^i \|_2 \| B \|_{\rho_U}^2 \right.
\]

\[ + \| C^i \|_2 \| \rho_W \|_2 + (\rho_V)^2 \) + 3(L^i)^2 \left( \| A - I \|_{\rho_X}^2 + \| B \|_{\rho_U}^2 \right) \]} \]
and \( \sigma_t = \sum_{i=1}^{p} \sum_{k \in \mathcal{I}_t} 3(L^i)^2 \| w_{k|t}^o \|^2 \) are quantities with an upper bound. Indeed, it can be stated that:

\[
\beta_t \leq 4p(N + 1)R \left( \frac{C^2}{\lambda(Q)} \| A - 1 \|^2 \rho_c^2 + \frac{C^2}{\lambda(Q)} \| B \|^2 \rho_u^2 + \frac{C^2}{\lambda(Q)} \rho_w^2 + \frac{C^2}{\lambda(Q)} \rho_v^2 \right) + 3p(N + 1)L^2 \left( \| A - 1 \|^2 \rho_c^2 + \| B \|^2 \rho_u^2 \right) = \tilde{\beta}_t
\]

and

\[
\sigma_t \leq 3p \left( \max_i L^i \right)^2 \sum_{k=t-N}^{t-1} \| w_{k|t}^o \|^2 \\
\leq \frac{3pL^2}{\lambda(Q)} \left[ \| \hat{x}_{t-N|t} - \bar{x}_{t-N} \|_P^2 + N\lambda(Q)\rho_w^2 + p(N + 1)\rho_v^2 \right] = \tilde{\sigma}_t.
\]

To conclude the calculation of the lower bound, let us define \( \hat{z}_i^t \equiv \text{col}(z_k)_{k \in \mathcal{I}_t} \) and \( \hat{R}^i \equiv R^i_{[\mathcal{I}_t]} \) and write

\[
\psi_t \equiv \sum_{i=1}^{p} \sum_{k \in \mathcal{I}_t} \left( \| C^i \hat{x}_{k|t}^o - C^i x_k^i \|_{\hat{R}^i}^2 \right) = \sum_{i=1}^{p} \| \hat{z}_{i|t} - \hat{z}_i^t \|_{\hat{R}^i}^2 = \\
= \sum_{i=1}^{p} \| \Theta_i^{i} \hat{x}_{t-N|t}^o + H_i^i \hat{w}_t - \Theta_i^{i} x_{t-N} - H_i^i \hat{v}_t - D_i^i \hat{w}_t - \tilde{v}_i^t \|_{\hat{R}^i}^2,
\]

with \( \hat{w}_t \equiv \text{col}(w_k)_{k \in [t-N, t]} \) and \( v_i^t \equiv \text{col}(v_k^i)_{k \in \mathcal{I}_t} \). Hence,

\[
\psi_t \geq \sum_{i=1}^{p} \left( \frac{1}{4} \| \Theta_i^{i}(\hat{x}_{t-N|t}^o - x_{t-N}) \|_{\hat{R}^i}^2 - \| D_i^i \hat{w}_t \|_{\hat{R}^i}^2 - \| D_i^i \hat{w}_t \|_{\hat{R}^i}^2 - \| v_i^t \|_{\hat{R}^i}^2 \right) \\
\geq \frac{1}{4} \| \Theta_i^{i}(\hat{x}_{t-N|t}^o - x_{t-N}) \|_{\hat{R}^i}^2 - \hat{\mu}_t,
\]

where

\[
\hat{\mu}_t = \sum_{i=1}^{p} \hat{R}^i \left[ \| D_i^i \|_2^2 (\| \hat{w}_t \|_2^2 + \rho_w^2) + (\rho_v^2 \| v_i^t \|^2) \right] \\
\leq p\hat{R} \left[ \frac{\phi^2}{\lambda(Q)} (\| x_{t-N} - \bar{x}_{t-N} \|_P^2 + N\lambda(Q)\rho_w^2 + p(N + 1)\rho_v^2) + \rho_w^2 \rho_w^2 + \rho_v^2 \right] = \hat{\mu}_t,
\]
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i.e.

\[
\psi_t \geq \frac{\delta^2 R}{4\lambda(P)} \|\hat{x}_{t-N\mid t} - x_{t-N}\|_P^2 - \hat{\mu}_t = \frac{\delta^2 R}{4\lambda(P)} \|e_{t-N}\|_P^2 - \hat{\mu}_t.
\]

In conclusion

\[
J^*_{t}\geq\|\hat{x}_{t-N\mid t} - \pi_{t-N}\|_P^2 + \frac{\delta^2 R}{4\lambda(P)} \|e_{t-N}\|_P^2 - \hat{\beta}_t - \hat{\sigma}_t - \hat{\mu}_t. \tag{A.11}
\]

Now we can exploit the bounds on the optimal cost \(J^*_{t}\) in order to obtain a bounding sequence on the norm of the estimation error. More specifically, combining (A.10) and (A.11), we derive the following inequality:

\[
\|\hat{x}_{t-N\mid t} - \pi_{t-N}\|_P^2 + \frac{\delta^2 R}{4\lambda(P)} \|e_{t-N}\|_P^2 \leq \hat{\beta}_t + \hat{\sigma}_t + \hat{\mu}_t + \|x_{t-N} - \pi_{t-N}\|_P^2 + N\lambda(Q)\rho^2_W + p(N + 1)\bar{R}\rho^2_V. \tag{A.12}
\]

But, noting that

\[
\|\hat{x}_{t-N\mid t} - \pi_{t-N}\|_P^2 \geq \frac{1}{2} \|e_{t-N}\|_P^2 - \|x_{t-N} - \pi_{t-N}\|_P^2
\]

and

\[
x_{t-N} - \pi_{t-N} = Ae_{t-N-1} + w_{t-N-1},
\]

namely

\[
\|x_{t-N} - \pi_{t-N}\|_P^2 \leq 2 (\|A\|_P^2 \|e_{t-N-1}\|_P^2 + \lambda(P)\rho^2_W),
\]

inequality (A.12) can be rewritten as

\[
\|e_{t-N}\|_P^2 \leq a_1 \|e_{t-N-1}\|_P^2 + a_2,
\]

where the coefficients \(a_1\) and \(a_2\) are defined as in formula (1.22) and

\[
d_1 = 2p\bar{\phi}^2, \quad d_2 = 3L^2\bar{\phi}^{-2}, \quad c_1 = c_2 = p(N + 1) \left( 4\bar{R} \bar{C}^2 + 3L^2 \right),
\]

\[
c_3 = b_1 + N\lambda(Q) \left( \frac{b_1}{2\lambda(P)} - 1 \right) + p\bar{R} \left[ 4(N + 1)\bar{C}^2 + \bar{\phi}^2 \right],
\]

\[
c_4 = p(N + 1)\bar{R} \left( \frac{b_1}{2\lambda(P)} - 1 \right) + p\bar{R}(4N + 5).
\]
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Since $a_2$ is a positive scalar, if we further impose that $a_1 < 1$, the asymptotic upper bound $e_\infty^o$ can be easily derived, in that

$$
\|e_t\|_P^2 < a_1^t\|e_0\|_P^2 + a_2 \sum_{j=0}^{t-1} a_1^j,
$$

which tends to $a_2/(1 - a_1)$ as $t \to \infty$.

### A.4 Proof of Proposition 1.2

Notice first that the stability condition $a_1 < 1$ can be rewritten as

$$
\frac{\lambda(P)}{\lambda(Q)} \left[ 4 + \frac{d_1}{\lambda(Q)} (d_2 + R) \right] \|A\|^2 \leq \left( \frac{1}{2} + \frac{\delta^2 R}{4\lambda(P)} \right).
$$

By letting $P = \varepsilon \overline{P}$, with $\overline{P}$ any positive definite matrix, the above inequality becomes

$$
\frac{\lambda(\overline{P})}{\lambda(P)} \left[ 4 + \frac{d_1}{\lambda(Q)} (d_2 + R) \right] \|A\|^2 \leq \left( \frac{1}{2} + \frac{\delta^2 R}{4\varepsilon \lambda(\overline{P})} \right).
$$

It can be seen that the left-hand side of such an inequality does not depend on $\varepsilon$, whereas the right-hand side goes to infinity as $\varepsilon$ goes to 0, provided that $\delta^2 > 0$. Hence, when $\delta^2 > 0$, it is always possible to ensure that the stability condition $a_1 < 1$ holds by taking any $Q, R_i, i = 1, \ldots, p$, $\overline{P}$, and then choosing $\varepsilon$ suitably small.

### A.5 Proof of Proposition 1.3

If assumption A3 holds, the dynamical system is linear and the noise are distributed as a Gaussian probability density function, then the cost function $1.41$ is convex if and only if $F^i(\tau^i - C^i x_t)$ and $\Phi^i(\tau^i - C^i x_t)$ are log-concave functions, $\forall i = 1, \ldots, p$.

A function $f : \mathbb{R}^n \to \mathbb{R}$ is log-concave if $f(x) > 0$ for all $x$ in its domain and $f(\alpha x_1 + (1-\alpha) x_2) \geq \alpha f(x_1) (1-\alpha) f(x_2)$ for all $x_1, x_2 \in \mathbb{R}^n$ and $0 < \alpha < 1$. A function $f : \mathbb{R}^n \to \mathbb{R}$ is log-concave if and only if $-f$ is log-convex.
In \( f(x) \) is concave \([30]\), namely
\[
\nabla^2 \ln f(x) = \frac{1}{f^2(x)} \left[ \frac{\partial^2 f(x)}{\partial x^2} f(x) - \left( \frac{\partial f(x)}{\partial x} \right)^2 \right] < 0. \quad (A.13)
\]
Now, let us consider the CDF \( \Phi^i(\tau^i - C^i x_t) \) and its complementary function \( F^i(\tau^i - C^i x_t) \), that are positive functions for all \( \chi^i_t \equiv \tau^i - C^i x_t, i = 1, \ldots, p \).

From the fundamental theorem of calculus, namely
\[
\frac{\partial}{\partial x} \left( \int_{a(x)}^{b(x)} f(x) \, dx \right) = f(a(x)) \frac{\partial a(x)}{\partial x} - f(b(x)) \frac{\partial b(x)}{\partial x}, \quad (A.14)
\]
where \( a(x) \) and \( b(x) \) are arbitrary functions of \( x \), the first and the second derivatives of the function \( F^i(\tau^i - C^i x_t) \) with respect to \( x_t \) are, respectively, equal to
\[
\frac{\partial F^i(\tau^i - C^i x_t)}{\partial x_t} = \frac{C^i}{\sqrt{2\pi r_i}} \exp \left( -\frac{(\tau^i - C^i x_t)^2}{2 r_i} \right) \quad (A.15)
\]
and
\[
\frac{\partial^2 F^i(\tau^i - C^i x_t)}{\partial x_t^2} = \frac{(C^i)^2}{r_i \sqrt{2\pi r_i}} (\tau^i - C^i x_t) \exp \left( -\frac{(\tau^i - C^i x_t)^2}{2 r_i} \right). \quad (A.16)
\]
If \( \tau^i - C^i x_t \leq 0 \), then \( \frac{\partial^2 F^i(\tau^i - C^i x_t)}{\partial x_t^2} \leq 0 \). Hence \( \frac{\partial^2 F^i}{\partial x_t^2} \leq 0 \) and, from \( A.13 \), it follows that the Q-function \( F^i \) is log-concave. Conversely, if \( \tau^i - C^i x_t > 0 \), the log-concavity of \( F^i \) depends on the sign of the term
\[
\frac{\partial^2 F^i}{\partial x_t^2} = \frac{(C^i)^2}{2 \pi r_i} \exp \left( -\frac{(\tau^i - C^i x_t)^2}{2 r_i} \right) \times \left[ \frac{\tau^i - C^i x_t}{r_i} \left( \int_{\tau^i - C^i x_t}^{\infty} \exp \left( -\frac{u^2}{2 r_i} \right) \, du \right) - \exp \left( -\frac{(\tau^i - C^i x_t)^2}{2 r_i} \right) \right]. \quad (A.17)
\]
From the convexity properties of the function \( f(x) = x^2/2 \), it can be easily verified for any variable \( s, k \) that \( s^2/2 \geq -k^2/2 + sk \), and hence \( \exp(-s^2/2) \leq \)
\[ \exp(-sk + k^2/2) \] (see e.g. [30]). Then, if \( k > 0 \), it holds that
\[
\int_k^\infty \exp \left( -\frac{s^2}{2} \right) \, ds \leq \int_k^\infty \exp \left( -sk + \frac{k^2}{2} \right) \, ds = \frac{\exp \left( -\frac{k^2}{2} \right)}{k}. \quad (A.18)
\]

Since \( \tau^i - C^i x_t > 0 \), with a simple change of variable, it can be stated that
\[
\frac{\tau^i - C^i x_t}{r_i} \left( \int_{\tau^i - C^i x_t}^\infty \exp \left( -\frac{u^2}{2r_i} \right) \, du \right) \leq \exp \left( -\frac{(\tau^i - C^i x_t)^2}{2r_i} \right), \quad (A.19)
\]
proving, as a consequence, the log-concavity of the Q-function \( F^i(\tau^i - C^i x_t) \).

By using the complement rule, the cumulative distribution function can be written as
\[
\Phi^i(\tau^i - C^i x_t) = 1 - F^i(\tau^i - C^i x_t) \geq 0 \quad (A.20)
\]
and
\[
\frac{\partial^2 \Phi^i(\tau^i - C^i x_t)}{\partial x_t^2} = -\frac{\partial^2 F^i(\tau^i - C^i x_t)}{\partial x_t^2}. \quad (A.21)
\]

If \( \tau^i - C^i x_t > 0 \), then \( \frac{\partial^2 \Phi^i}{\partial x_t^2} \Phi^i < 0 \) such that \( \Phi^i \) is log-concave. In the remaining case, i.e. \( \tau^i - C^i x_t \leq 0 \), noting that
\[
\Phi^i = \frac{1}{\sqrt{2\pi r_i}} \int_{-\infty}^{\tau^i - C^i x_t} \exp \left( -\frac{u^2}{2r_i} \right) \, du = \frac{1}{\sqrt{2\pi r_i}} \int_{-(\tau^i - C^i x_t)}^\infty \exp \left( -\frac{u^2}{2r_i} \right) \, du, \quad (A.22)
\]
it can be observed that the sign of the term
\[
\frac{\partial^2 \Phi^i}{\partial x_t^2} \Phi^i - \left( \frac{\partial \Phi^i}{\partial x} \right)^2 \left( \frac{\partial \Phi^i}{\partial x} \right) = \frac{(C^i)^2}{2\pi r_i} \exp \left( -\frac{(\tau^i - C^i x_t)^2}{2r_i} \right) 
\times \left[ -\frac{(\tau^i - C^i x_t)}{r_i} \left( \int_{-(\tau^i - C^i x_t)}^\infty e^{-\frac{u^2}{2r_i}} \, du \right) - \exp \left( -\frac{(\tau^i - C^i x_t)^2}{2r_i} \right) \right]
\]
is negative, thus proving the log-concavity of the CDF \( \Phi^i(\tau^i - C^i x_t) \) and the convexity of the whole cost function.
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Proofs of chapter 3

B.1 Log-survival-probability distribution

Here, we derive the distribution of the log-survival-probability, as given by (3.22) in chapter 3. From the constraints (3.21), we get

\[ m \ln q(\tau^{(d)}) - \mathcal{L} = \sum_{k=1}^{d-1} \tilde{n}_k \lambda(\mu^{(\alpha)}), \]  

(B.1)

with

\[ \lambda(\tau^{(k)}) \equiv \ln q(\tau^{(d)}) - \ln q(\tau^{(k)}). \]  

(B.2)

Eq. (B.1) is solved with

\[ \tilde{n}_\alpha = \frac{m \ln q(\tau^{(d)}) - \mathcal{L}}{(d-1)\lambda(\tau^{(k)})}; \quad k = 1, 2, \ldots, d - 1, \]  

(B.3)

while \( \tilde{n}_d \) is given by

\[ \tilde{n}_d = m - \sum_{k=1}^{d-1} \tilde{n}_k. \]  

(B.4)
Then, (3.20) gives

\[
\text{Prob}(\mathcal{L}) = \exp \left( \ln m! - \sum_{k=1}^{d} \ln \tilde{n}_k! + \sum_{k=1}^{d} \tilde{n}_k \ln p^{(k)} \right)
\]

\[
\approx \exp \left( m \ln m - m - \sum_{k=1}^{d} \tilde{n}_k \ln \tilde{n}_k + \sum_{k=1}^{d} \tilde{n}_k + \sum_{k=1}^{d} \tilde{n}_k \ln p^{(k)} \right)
\]

\[
= \exp \left( m \ln m - m \sum_{k=1}^{d-1} \ln \left( \frac{\ln q(\tau^{(d)}) - \frac{\xi}{m}}{(d-1)\lambda(\tau^{(k)})} \right) \ln \left( \frac{\ln q(\tau^{(d)}) - \frac{\xi}{m}}{(d-1)\lambda(\tau^{(k)})} \right) \right) - m \left( 1 - \sum_{k=1}^{d-1} \frac{\ln q(\tau^{(d)}) - \frac{\xi}{m}}{(d-1)\lambda(\tau^{(k)})} \right) \ln \left( 1 - \sum_{k=1}^{d-1} p^{(k)} \right) \right)
\]

\[
\approx e^{-mI(\frac{\xi}{m})}, \quad \text{(B.5)}
\]

where, in the second step, we have used the Stirling’s approximation, while in the third step (B.3) and (B.4) have been used. Being, from (B.5),

\[
I(\xi) = \sum_{k=1}^{d} f(\tau^{(k)}) \ln \left( \frac{f(\tau^{(k)})}{p^{(k)}} \right), \quad \text{(B.6)}
\]

\[
f(\tau^{(k)}) = \frac{\ln q(\tau^{(d)}) - \xi}{(d-1)\lambda(\tau^{(k)})}; \quad k = 1, \ldots, (d-1), \quad \text{(B.7)}
\]

\[
f(\tau^{(d)}) = 1 - \sum_{k=1}^{d-1} f(\tau^{(k)}), \quad \text{(B.8)}
\]

the distribution of the log-survival-probability, as given by (3.22), has been derived.

### B.2 Most probable value of the log-survival-probability

Here, we provide more details on the derivation of (3.26). From (3.23), the condition \( \partial I(\mathcal{L}/m) / \partial \ln q(\tau^{(k)}) |_{\mathcal{L}=\mathcal{L}^*} = 0 \) gives for \( k = 1, \ldots, d-1 \) the relation

\[
p^{(d)} f(\tau^{(k)}) = p^{(k)} \left( 1 - \sum_{k=1}^{d-1} f(\tau^{(k)}) \right), \quad \text{(B.9)}
\]
Summing both sides over \( k = 1, 2, \ldots, d - 1 \), we get

\[
p^{(d)} \sum_{k=1}^{d-1} f(\tau^{(k)}) = \left(1 - \sum_{k=1}^{d-1} f(\tau^{(k)})\right) \sum_{k=1}^{d-1} p^{(k)}, \tag{B.10}
\]

which, by using \( \sum_{k=1}^{d} p^{(k)} = 1 \), gives

\[
\sum_{k=1}^{d-1} f(\tau^{(k)}) = \sum_{k=1}^{d-1} p^{(k)}. \tag{B.11}
\]

Using the above equation, and combining \[\text{(B.7)}\] and \[\text{(B.9)}\], one has

\[
\left(\ln q(\tau^{(d)}) - \frac{\mathcal{L}^*}{m}\right) = (d - 1) \left(1 - \sum_{k=1}^{d-1} p^{(k)}\right) \frac{p^{(d)}}{\lambda(\tau^{(d)})}, \tag{B.12}
\]

i.e.

\[
\frac{\mathcal{L}^*}{m} = \ln q(\tau^{(d)}) - \left(1 - \sum_{k=1}^{d-1} p^{(k)}\right) \left(\frac{d}{\sum_{k=1}^{d-1} \lambda(\tau^{(k)}) \frac{p^{(k)}}{\lambda^{(d)}}}\right), \tag{B.13}
\]

which yields, finally, to the expression for the most probable value of the log-survival-probability, i.e.

\[
\mathcal{L}^* = m \sum_{k=1}^{d} p^{(k)} \ln q(\tau^{(k)}). \tag{B.14}
\]

### B.3 LD form for the joint probability distribution \( \operatorname{Prob}(\mathcal{L}, \mathcal{T}) \)

To derive \[\text{(3.38)}\], we use \[\text{(3.35)}\] and \[\text{(3.37)}\] to get \( \sum_{k=1}^{d} \tilde{n}_k \tau^{(k)} = m \mathcal{T} \), which, by rewriting \( \sum_{k=1}^{d} \tilde{n}_k = m \) as

\[
\left(m - \sum_{k=1}^{d-1} \tilde{n}_k\right) \tau^{(d)} + \sum_{k=1}^{d-1} \tilde{n}_k \tau^{(k)} = m \mathcal{T}, \tag{B.15}
\]
leads to
\[ m = \frac{\sum_{k=1}^{d-1} \tilde{n}_k (\tau^{(d)} - \tau^{(k)})}{(\tau^{(d)} - \tau)}. \] (B.16)

Then, from equation \( \sum_{k=1}^{d} \tilde{n}_k \ln q(\tau^{(k)}) = \mathcal{L} \), one obtain (similarly to the derivation of (B.3))
\[ \tilde{n}_k = \frac{m \ln q(\tau^{(d)}) - \mathcal{L}}{(d-1)\lambda(\tau^{(k)})}; \quad k = 1, 2, \ldots, d - 1, \] (B.17)
while \( \tilde{n}_d \) is
\[ \tilde{n}_d = m - \sum_{k=1}^{d-1} \tilde{n}_k. \] (B.18)

Combining (B.16) and (B.17), and noting that \( m \neq 0 \), we get
\[ \sum_{k=1}^{d-1} \left( \frac{(\ln q(\tau^{(d)}) - \mathcal{L}/m)(\tau^{(d)} - \tau^{(k)})}{(d-1)\lambda(\tau^{(k)})(\tau^{(d)} - \tau)} \right) = 1, \] (B.19)
which is satisfied with
\[ (\ln q(\tau^{(d)}) - \mathcal{L}/m)(\tau^{(d)} - \tau^{(k)}) = (d - 1)\lambda(\tau^{(k)})(\tau^{(d)} - \tau). \] (B.20)
\[ \forall \ k = 1, \ldots, (d - 1). \] Hence, from (B.17), we get for \( k = 1, 2, \ldots, d - 1 \) that
\[ \tilde{n}_k = \frac{\tau^{(d)}(m \ln q(\tau^{(d)}) - \mathcal{L})}{(d-1)\lambda(\tau^{(k)})(\tau^{(d)} - \tau + \tau)} \]
\[ = \frac{\tau^{(d)}(m \ln q(\tau^{(d)}) - \mathcal{L})}{(\ln q(\tau^{(d)}) - \mathcal{L}/m)(\tau^{(d)} - \tau^{(k)}) + (\mathcal{T}/m)(d-1)\lambda(\tau^{(k)})}. \] (B.21)

Using the last expression, and proceeding in a way similar to Appendix B.1, we get
\[ \text{Prob}(\mathcal{L}, \mathcal{T}) \approx \exp \left( -m \mathcal{I} \left( \frac{\mathcal{L}}{m}, \frac{\mathcal{T}}{m} \right) \right), \] (B.22)
where the expressions of \( \mathcal{I}(\xi, y) \), \( g(\tau^{(k)}) \) and \( g(\tau^{(d)}) \) are given by (3.39), (3.40) and (3.41) in chapter 3.
B.4 Normalized discrepancy $D$ in the Zeno regime

Here, we show that the normalized discrepancy

$$D \equiv \frac{\mathcal{P}_a - \mathcal{P}_g}{\mathcal{P}_a} = 1 - e^{-\Delta q(\tau, m)}$$

is not vanishing only at the fourth order in $\tau$. To this end, let us consider the series expansion of $q^m$ and its logarithm up to fourth order, namely

$$q^m = 1 - m\Delta^2 H \tau^2 + \frac{m}{12} [\gamma_H + 3(2m - 1)(\Delta^2 H)^2] \tau^4 + O(\tau^6)$$ (B.24)

and

$$\ln q^m = -m\Delta^2 H \tau^2 + \frac{m}{12} [\gamma_H - 3(\Delta^2 H)^2] \tau^4 + O(\tau^6).$$ (B.25)

In (B.24) and (B.25) $\gamma_H \equiv \frac{H^4}{4H^3H + 6H^2H^2 - 3H^4}$ is the kurtosis of the system Hamiltonian. As a result, under this fourth order approximation, $\Delta q(\tau, m) \approx D$ is identically equal to

$$\Delta q \approx m\Delta^2 H \langle \tau^2 \rangle - \frac{m}{12} [\gamma_H - 3(\Delta^2 H)^2] \langle \tau^4 \rangle$$

$$+ \ln \left[ 1 - m\Delta^2 H \langle \tau^2 \rangle + \frac{m}{12} [\gamma_H + 3(2m - 1)(\Delta^2 H)^2] \langle \tau^4 \rangle \right],$$ (B.26)

i.e.

$$\Delta q \approx \frac{m^2}{2} (\Delta^2 H)^2 \langle \tau^2 \rangle - \frac{m^2}{2} (\Delta^2 H)^2 \langle \tau^2 \rangle^2 = \frac{m^2}{2} (\Delta^2 H)^2 (\langle \tau^4 \rangle - \langle \tau^2 \rangle^2),$$ (B.27)

where $\langle \tau^2 \rangle \equiv \int_\tau d\tau p(\tau)\tau^2$ and $\langle \tau^4 \rangle \equiv \int_\tau d\tau p(\tau)\tau^4$.

B.5 Derivation of Prob($\mathcal{P}$) for a bimodal $p(\tau)$

We analytically derive the expression for Prob($\mathcal{P}$) when the probability density function $p(\tau)$ is bimodal, with values $\tau^{(1)}$ and $\tau^{(2)}$ and probabilities $p_1$ and $p_2$ =
1 − p₁. To this end, let us write the survival probability \( P(\{\tau_j\}) \) as

\[
P = q(\tau^{(1)})^k(P) q(\tau^{(2)})^{m-k(P)},
\]

(B.28)

where \( k(P) \) is the frequency of the event \( \tau^{(1)} \). By taking the logarithm of \( P \) and resolving for \( k(P) \), one has

\[
k(P) = \frac{\ln P - m \ln q(\tau^{(2)})}{\ln q(\tau^{(1)}) - \ln q(\tau^{(2)})}.
\]

(B.29)

Moreover, being the frequency \( k(P) \) binomially distributed, it can be stated that

\[
\text{Prob}(k(P)) = \frac{m!}{k(P)! (m - k(P))!} p_k^{(P)} (1 - p_k^{(P)})^{m - k(P)}.
\]

(B.30)

Then, assuming that for each value of \( k(P) \) there exists a single solution \( P \) of (B.29), \( \text{Prob}(P) \) is univocally determined from \( \text{Prob}(k(P)) \). Since by using the Stirling approximation the binomial distribution \( \text{Prob}(k(P)) \) is approximately equal (for \( m \) sufficiently large) to a Gaussian distribution, we get

\[
\text{Prob}(P) \approx \frac{1}{\sqrt{2\pi mp_1p_2}} \exp\left(-\frac{(k(P) - mp_1)^2}{2mp_1p_2}\right).
\]

(B.31)

B.6 Fisher information operator in terms of the statistical moments of \( p(\tau) \)

Here, we show how to transform the Fisher Information Operator (FIO)

\[
F(p) = m^2 \frac{\mathcal{P}^* - 1}{\mathcal{P}^*} |\ln q\rangle \langle \ln q|
\]

(B.32)

into the corresponding Fisher Information Matrix (FIM) expressed in terms of the statistical moments of the probability density function \( p(\tau) \), defined as

\[
\langle \tau^k \rangle \equiv \int_\tau d\tau p(\tau) \tau^k.
\]

(B.33)
To this end, let us express the FIO (B.32) in the generic basis \{\ket{f_i}\}. We get the following relation:

\[
F_{ij} = m^2 \frac{\mathcal{P}^*}{1 - \mathcal{P}^*} \langle f_i | \ln q \rangle \langle \ln q | f_j \rangle. \tag{B.34}
\]

Then, by introducing the basis functions

\[
f_k(\tau) = 2 \frac{(-1)^k}{k!} \frac{\partial^k \delta(\tau)}{\partial \tau^k}, \tag{B.35}
\]

with \(\delta(\cdot)\) equal to the Dirac-delta distribution, we can express the FIO in terms of the statistical moments \(\langle \tau^k \rangle\)'s. Indeed, a small change of the probability density function \(p(\tau)\) in the direction of \(f_k(\tau)\) will only change its \(k\)-th moment \(\langle \tau^k \rangle\), but not affect the other moments. Now, by means of a Taylor expansion around zero, we can write \(\ln(q(\tau))\) as

\[
\ln(q(\tau)) = \sum_{k=1}^{\infty} \frac{\partial^k \ln(q(\tau))}{\partial \tau^k} \bigg|_{\tau=0} \tau^k, \tag{B.36}
\]

and, by defining

\[
\beta_k = \frac{\partial^k \ln(q(\tau))}{\partial \tau^k} \bigg|_{\tau=0}, \tag{B.37}
\]

we obtain

\[
\mathcal{P}^* = \exp \left( m \sum_{k=1}^{\infty} \frac{\beta_k \langle \tau^k \rangle}{k!} \right), \tag{B.38}
\]

as well as

\[
\langle f_i | \ln q \rangle = \frac{\beta_i}{i!}. \tag{B.39}
\]

This means that \(\beta_i/i!\) is the effect of the system dynamics \(\ln(q(\tau))\) in the direction of the basis function \(\ket{f_i}\). In conclusion, the resulting FIM given by representing the FIO in the basis (B.35) is equal to

\[
\tilde{F}_{ij} = m^2 \frac{\mathcal{P}^*}{(1 - \mathcal{P}^*)} \frac{\beta_i \beta_j}{i!j!}. \tag{B.40}
\]
It is worth noting that, since
\[
\frac{\partial P^*}{\partial \langle \tau^h \rangle} = m P^* \frac{\beta_h}{h!},
\]
(B.41) is compatible with the standard definition of the FIM, i.e.
\[
\tilde{F}_{ij} = \frac{1}{P^*(1 - P^*)} \frac{\partial P^*}{\partial \langle \tau^i \rangle} \frac{\partial P^*}{\partial \langle \tau^j \rangle}.
\]
(B.42)

Finally, as observed for the FIO, also the rank of the FIM is equal to one. Indeed, the determinant of a generic $2 \times 2$ minor of the Fisher matrix $\tilde{F}_{ij}$ is equal to 0:
\[
\left( m^2 \frac{P^*}{(1 - P^*)} \right)^2 \begin{vmatrix} \frac{\beta_i \beta_j}{\tau^j} & \frac{\beta_i \beta_{i+1}}{\tau_{(i+1)!}} \\ \frac{\beta_{i+1} \beta_{i+1}}{(i+1)!} & \frac{\beta_{i+1} \beta_{i+1}}{(i+1)!} \end{vmatrix} = 0.
\]
(B.43)

\section*{B.7 Proof of Theorem 3.1}

To prove Theorem 3.1, let us consider the survival probability’s most probable value
\[
P^* = \exp \left( m \int_\tau d\tau p(\tau) \ln(\eta(\tau)) \right).
\]
(B.44)

Then, if we perform a Taylor expansion of $\ln q(\tau)$ as a function of the time intervals, then we can write
\[
P^* = \exp \left( m \sum_{k=1}^\infty \frac{\alpha_k}{k!} \int_\tau d\tau p(\tau) \tau^k \right) = \exp \left( m \sum_{k=1}^{h/2} \frac{\alpha_{2k}}{2k!} \int_\tau d\tau p(\tau) \tau^{2k} + R_h(\xi) \right),
\]
(B.45)

where
\[
\alpha_k = \frac{\partial^k \ln(q(\tau))}{\partial \tau^k} \bigg|_{\tau = 0}
\]
(B.46)

and $R_h(\xi)$ is the remainder of the Taylor expansion of $\ln(q(\tau))$ up to the $h$–th order, with $\xi \in [0, \mu]$ real number. For odd $k$, due to the symmetry of $q(\tau)$, we find $\alpha_k = 0$. Thus $h$ is assumed to be an even number greater than zero. For $h = 2$, namely by considering a second order approximation of the Taylor expansion (only the first term of the summation in (B.45) is considered), the
survival probability’s most probable value is equal to

\[
P^* = \exp \left( m \frac{\alpha_2}{2} (1 + \kappa) \tau^2 \right) \exp \left( m \langle R_2(\xi) \rangle \right), \quad (B.47)
\]

where

\[
\alpha_2 = -2\Delta^2_{\rho_0} H_\Pi \quad (B.48)
\]

and

\[
\kappa = \frac{\Delta^2 \tau}{\tau^2}. \quad (B.49)
\]

Note that \( \tau \) and \( \Delta^2 \tau \) are, respectively, the expectation value and the variance of the probability density function \( p(\tau) \), while the 2nd order remainder of the Taylor expansion in the Lagrange form is

\[
R_2(\xi) \equiv \frac{\partial^3 \ln(q(\tau))}{\partial \tau^3} \bigg|_{\tau=\xi} \frac{\tau^3}{6}, \quad (B.50)
\]

where

\[
\left| \frac{1}{6} \frac{\partial^3 \ln(q(\tau))}{\partial \tau^3} \right|_{\tau=\xi} \leq C \quad (B.51)
\]

for some positive constant \( C \) depending on the form of the specific system Hamiltonian \( H \) and the initial state \( \rho_0 \). Hence

\[
\langle R_2(\xi) \rangle \equiv \int_{\tau} d\tau p(\tau) R_2(\xi) \quad (B.52)
\]

is bounded by \( C\tau^3 \) and, if

\[
\int_{\tau} d\tau p(\tau) \tau^3 \ll \frac{1}{mc}, \quad (B.53)
\]

then the term \( \langle R_2(\xi) \rangle \) is negligible. Accordingly, we can now approximate the survival probability as

\[
P^* \approx \exp \left( -m \Delta^2_{\rho_0} H_\Pi (1 + \kappa) \tau^2 \right). \quad (B.54)
\]
(B.54) generalizes the expression for the probability that the quantum system belongs to the measurement subspace after \( m \) random projective measurements beyond the standard Zeno regime. We denote the inequality in (B.53) as the \textit{weak Zeno limit}, while the condition

\[ m \Delta^2 H_{\text{ps}}(1 + \kappa) \tau^2 \ll 1 \]  

(B.55)

is the \textit{strong Zeno limit}, which leads to

\[ P^* \approx 1 - m \Delta^2 \rho_0 H_\Pi(1 + \kappa) \tau^2. \]  

(B.56)

B.8 Time-continuous stochastic Schrödinger equation

Let us consider an arbitrary quantum system that is coupled to a bath, whose effects on the system are encoded in the time fluctuating classical field \( \Omega(t) \). Thus, the corresponding Hamiltonian is given by

\[ H_{\text{tot}}(t) = H_0 + \Omega(t) H_{\text{noise}}, \]  

(B.57)

where \( H_0 \) is the coherent part of the Hamiltonian, while \( H_{\text{noise}} \) describes the coupling of the environment with the system. Then, the system dynamics is governed by following stochastic Schrödinger equation:

\[ \dot{\rho} = -i[H_{\text{tot}}(t), \rho] = -i[H_0, \rho] - i\Omega(t)[H_{\text{noise}}, \rho]. \]  

(B.58)

The integral form of the initial value problem states that

\[ \rho(t) = \rho(0) - i \int_0^t [H_{\text{tot}}(t'), \rho(t')] dt', \]  

(B.59)

so that

\[ \dot{\rho}(t) = -i \left[ H_{\text{tot}}(t), \left( \rho(0) - i \int_0^t [H_{\text{tot}}(t'), \rho(t')] dt' \right) \right]. \]  

(B.60)
The random field \( \Omega(t) \) is sampled from the probability density function \( p(\Omega) \), such that
\[
\langle \Omega(t) \rangle = \int_{\Omega} p(\Omega) \Omega d\Omega, \tag{B.61}
\]
denotes its expectation value and
\[
\langle \Omega(t) \Omega'(t') \rangle = \int_{\Omega} \int_{\Omega'} p(\Omega)p(\Omega') \Omega \Omega' d\Omega d\Omega' \tag{B.62}
\]
is the corresponding second-order time correlation function. Now, if we average \( (B.60) \) over the realizations of the noise term, we get
\[
\langle \dot{\rho}(t) \rangle = \int_{\Omega} \int_{\Omega'} p(\Omega)p(\Omega') \dot{\rho}(t) d\Omega d\Omega' = -i \left[ \left( H_0(t) + \int_{\Omega} p(\Omega) H_{\text{noise}} d\Omega \right), \left( \rho(0) - i \int_0^t \left[ \langle \Omega(t') H_{\text{noise}} \rangle, \rho(t') \right] dt' \right) \right], \tag{B.63}
\]
and by using \( (B.59) \), the general expression for \( \langle \dot{\rho}(t) \rangle \) can be straightforwardly obtained:
\[
\langle \dot{\rho}(t) \rangle = -i \left[ \left( H_0 + \langle \Omega(t) H_{\text{noise}} \rangle, \rho(t) \right), \left( \rho(t) - i \int_0^t \left[ \langle \Omega(t') H_{\text{noise}} \rangle, \rho(t') \right] dt' \right) \right], \tag{B.64}
\]
where \( \langle \xi(t)X \rangle_{\xi(t)} \) is equal to \( \int_{\xi} d\xi p(\xi) \xi X \). Note that
\[
\left[ \langle \Omega(t) H_{\text{noise}} \rangle_{\Omega(t)}, -i \int_0^t \left[ \langle \Omega(t') H_{\text{noise}} \rangle_{\Omega(t')}, \rho(t') \right] dt' \right] \equiv -i \left[ H_{\text{noise}}, \int_0^t \int_{\Omega} \int_{\Omega'} p(\Omega)p(\Omega') \Omega \Omega' d\Omega d\Omega' \left[ H_{\text{noise}}, \rho(t') \right] dt' \right]. \tag{B.65}
\]
Hence, if we separate the contributions of the coherent term and the noise term, we get
\[
\langle \dot{\rho}(t) \rangle = -i \left[ H_0 + \langle \Omega \rangle H_{\text{noise}}, \rho(t) \right] - \left[ H_{\text{noise}}, \int_0^t \int_{\Omega} \int_{\Omega'} d\Omega d\Omega' dt' p(\Omega)p(\Omega') \omega \omega' \left[ H_{\text{noise}}, \rho(t') \right] \right]. \tag{B.66}
\]
i.e.

\[
\langle \dot{\rho}(t) \rangle = -i \left[ H_0 + \langle \Omega \rangle H_{\text{noise}}, \rho(t) \right] - \left[ H_{\text{noise}}, \left[ H_{\text{noise}}, \int_0^t dt' \langle \omega(t)\omega(t') \rangle \rho(t') \right] \right]
\]

\[
= -i \left[ H_0 + \langle \Omega \rangle H_{\text{noise}}, \rho(t) \right] - \int_0^t dt' \langle \omega(t)\omega(t') \rangle [H_{\text{noise}}, [H_{\text{noise}}, \rho(t')]],
\]

(B.67)

being assumed that \( \Omega(t) = \langle \Omega \rangle + \omega(t) \), \( \omega(t) \) is the fluctuating part of \( \Omega(t) \) with vanishing expectation value.
Proofs of chapter 4

Derivation of the characteristic function $G(u)$

Here, we derive the expression for the characteristic function

$$G(u) = \int P(Q_q) e^{iuQ_q} dQ_q$$  \hspace{1cm} (C.1)

by taking into account, respectively, quenched and annealed disorder for the waiting times between measurements. In Eq. (C.1) the quantum-heat probability distribution is defined as

$$P(Q_q) = \sum_{n,l} \delta(Q_q - E_l + E_n) p_{l|n} p_n,$$  \hspace{1cm} (C.2)

where $p_{l|n}$ is the transition probability to get the final energy $E_l$ conditioned to have measured $E_n$ after the first energy measurement.

Quenched disorder

Plugging the expression of the joint distribution $p(\vec{\tau}) = p(\tau_1) \prod_{i=2}^m \delta(\tau_i - \tau_1)$ into Eq. (4.7) in the main text, we obtain for the transition probability $p_{l|n}$ the expression

$$p_{l|n} = \sum_{\vec{k}} \int d\tau p(\tau) \text{Tr} \left[ \Pi_l V(\vec{k}, \tau) \Pi_n V^\dagger(\vec{k}, \tau) \Pi_l \right],$$  \hspace{1cm} (C.3)
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where
\[ V(\vec{k}, \tau) = \prod_{k_m} U(\tau) \cdots \prod_{k_1} U(\tau). \]

Accordingly, the corresponding quantum-heat probability distribution is equal to
\[
P(Q_q) = \int \sum_{n, \vec{k}, l} \text{Tr} \left[ \Pi_m V(\vec{k}, \tau) \Pi_n \nabla^\dagger(\vec{k}, \tau) \Pi_l \right] p_n p(\tau) d\tau, \tag{C.4}
\]
so that the characteristic function \( G(u) \) reads
\[
G(u) = \int \sum_{n, \vec{k}, l} \langle E_l | V(\vec{k}, \tau) | E_n \rangle \langle E_n | V^\dagger(\vec{k}, \tau) | E_l \rangle e^{iu(E_l - E_n)} p_n p(\tau) d\tau, \tag{C.5}
\]
where we used the relation
\[
\text{Tr} \left[ \Pi_l \Pi_n \Pi_l \right] = \langle E_m | V | E_n \rangle \langle E_n | V^\dagger | E_l \rangle \tag{C.6}
\]
Finally, using
\[
\begin{align*}
\langle E_n | e^{-iuE_n} &= \langle E_n | e^{-iuH} \\
\langle E_l | e^{iuE_l} &= \langle E_l | e^{iuH}
\end{align*} \tag{C.7}
\]
we obtain
\[
G(u) = \sum_{\vec{k}} \int \sum_{n, l} \langle E_l | V | E_n \rangle \langle E_n | \rho_0 | E_n \rangle \langle E_n | e^{-iuH} \nabla^\dagger e^{iuH} | E_l \rangle p(\tau) d\tau
\]
\[
= \sum_{\vec{k}} \int \text{Tr} \left[ V e^{-iuH} \rho_0 \nabla^\dagger e^{iuH} \right] p(\tau) d\tau, \tag{C.8}
\]
i.e. Eq. (4.12) in the main text for the quenched disorder case.

Annealed disorder

In case the stochasticity between consecutive projective measurements is distributed as an annealed disorder, the joint distribution of the waiting times is
\[ p(\vec{\tau}) = \prod_{j=1}^{m} p(\tau_j), \] so that the transition probability \( p_{l|n} \) is equal to
\[ p_{l|n} = \sum_{\vec{k}} \int \sum_{n,l} d^{m} \vec{\tau} p(\vec{\tau}) \text{Tr} \left[ \Pi_l V(\vec{k}, \vec{\tau}) \Pi_n V^\dagger(\vec{k}, \vec{\tau}) \Pi_l \right]. \tag{C.9} \]

The latter corresponds to a multiple integral defined over the waiting times \( \vec{\tau} \), where \( V(\vec{k}, \vec{\tau}) = \Pi_k U(\tau_k) \cdots \Pi_1 U(\tau_1) \). As a result, the quantum-heat probability distribution \( P(Q_q) \) and the corresponding characteristic function \( G(u) \) can be written, respectively, as
\[ P(Q_q) = \sum_{\vec{k}} \int \sum_{n,l} \text{Tr} \left[ \Pi_l V(\vec{k}, \vec{\tau}) \Pi_n V^\dagger(\vec{k}, \vec{\tau}) \Pi_l \right] p_n p(\vec{\tau}) d^{m} \vec{\tau}, \tag{C.10} \]
and
\[ G(u) = \sum_{\vec{k}} \int \sum_{n,l} \langle E_l | V | E_n \rangle \langle E_n | \rho_0 | E_n \rangle \langle E_n | e^{-iuH} V | E_l \rangle p(\vec{\tau}) d^{m} \vec{\tau}. \tag{C.11} \]

Accordingly, by using again the relations of Eq. (C.7), we can derive the expression of \( G(u) \), i.e.
\[ G(u) = \left\langle \text{Tr} \left[ e^{iuH} V(\vec{k}, \vec{\tau}) e^{-iuH} \rho_0 V^\dagger(\vec{k}, \vec{\tau}) \right] \right\rangle, \tag{C.12} \]
i.e. Eq. (4.12) in the main text, where the angular bracket denote quantum-mechanical expectation, while the overline stands for the average over the noise realizations.

**Fluctuation relation**

To derive \( G(i\beta_T) = 1 \), let us substitute the initial thermal state \( \rho_0 = e^{-\beta_T H}/Z \) and \( u = i\beta_T \) in the characteristic function of Eq. (C.12). We get
\[ G(i\beta_T) = \left\langle \text{Tr} \left[ e^{-\beta_T H} V(\vec{k}, \vec{\tau}) e^{\beta_T H} \frac{e^{-\beta_T H}}{Z} V^\dagger(\vec{k}, \vec{\tau}) \right] \right\rangle \]
\[ = \text{Tr} \left[ e^{-\beta_T H} Z \sum_{\vec{k}} V(\vec{k}, \vec{\tau}) V^\dagger(\vec{k}, \vec{\tau}) \right] = \frac{\text{Tr} \left[ e^{-\beta_T H} \right]}{Z} = 1, \tag{C.13} \]
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where we have exploited the unitality of the system dynamics, i.e. \( \sum_k \mathcal{V}(\vec{k}, \vec{\tau}) \mathcal{V}^\dagger(\vec{k}, \vec{\tau}) = \mathbb{I} \), and the normalisation \( \int d^m \vec{\tau} p(\vec{\tau}) = 1 \).

**Analytical \( G(u) \) for a two-level system**

**Fixed waiting times sequence**

Let us consider a sequence of projective measurements applied to a \( n \)-level quantum system at fixed waiting times; we denote with \( \vec{\tau} \) the (fixed) time between consecutive measurements. Then, the characteristic function of the quantum-heat is given by Eq. (4.13), which can be rewritten as:

\[
G(u) = f(u) L^{m-1} g(u). \tag{C.14}
\]

For a two-level system an explicit expression for \( G(u) \) can be derived. To this end, we assume, without loss of generality, that the system energy values \( E_{\pm} \) are equal to \( \pm E \) and, then, we make use of the energy eigenvalue equation, i.e. \( H |E_{\pm} \rangle = E_{\pm} |E_{\pm} \rangle \), so as to obtain

\[
f(u)' = \left( \frac{\langle \alpha_1 | e^{iuH} | \alpha_1 \rangle}{\langle \alpha_2 | e^{iuH} | \alpha_2 \rangle} \right) = \left( \frac{|a|^2 e^{iuE} + |b|^2 e^{-iuE}}{|a|^2 e^{-iuE} + |b|^2 e^{iuE}} \right), \tag{C.15}
\]

where \( \{|\alpha_j\rangle\}, j = 1, 2, \) is the basis, defining the projective measurements of the protocol. As shown in the main text, the elements of the basis \( \{|\alpha_j\rangle\} \) are chosen as linear combinations of the energy eigenstates \( |E_{\pm} \rangle \) (see Eq. (4.22)). Instead, the transition matrix \( L \) turns out to be

\[
L = \begin{pmatrix}
|a|^2 e^{-iEt} + |b|^2 e^{iEt} & a^* be^{-iEt} - ab^* e^{iEt} \\
|b^* ae^{-iEt} - ba^* e^{iEt}|^2 & |b|^2 e^{-iEt} + |a|^2 e^{iEt}
\end{pmatrix} = \begin{pmatrix}
1 - \varpi & \varpi \\
\varpi & 1 - \varpi
\end{pmatrix},
\tag{C.16}
\]

where

\[
\varpi \equiv 2|a|^2 |b|^2 \sin^2 (\varpi \Delta E), \tag{C.17}
\]
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and $\Delta E \equiv (E_+ - E_-) = 2E$. Then, by using the decomposition of the initial density matrix $\rho_0$ in the energy basis - Eq. (4.21) - and again Eq. (4.22), it holds that

$$g(u) = \left( \frac{\langle \alpha_1 | e^{-iuH} \rho_0 | \alpha_1 \rangle}{\langle \alpha_2 | e^{-iuH} \rho_0 | \alpha_2 \rangle} \right) = \left( \frac{|a|^2 c_1 e^{-iuE} + |b|^2 e^{iuE}}{|a|^2 c_2 e^{iuE} + |b|^2 c_1 e^{-iuE}} \right). \quad \text{(C.18)}$$

In conclusion, the explicit dependence of $G(u)$ from the set of parameters $(a, b, c_1, c_2, \tau)$ is given by the following equation:

$$G(u) = \left( \frac{|a|^2 e^{iuE} + |b|^2 e^{-iuE}}{|a|^2 e^{-iuE} + |b|^2 e^{iuE}} \right) \left( \begin{array}{cc} 1 - \nu & \nu \\ \nu & 1 - \nu \end{array} \right)^{m-1} \left( \frac{|a|^2 c_1 e^{-iuE} + |b|^2 e^{iuE}}{|a|^2 c_2 e^{iuE} + |b|^2 c_1 e^{-iuE}} \right). \quad \text{(C.19)}$$

It is worth noting that the characteristic function $G(u)$ admits a discontinuity point in correspondence of $|a|^2 \rightarrow 0, 1$ and $m \rightarrow \infty$. In particular, when $|a|^2 \rightarrow 0, 1$ and a finite number $m$ of measurements is performed, $G(u)$ is identically equal to 1. Conversely, under the asymptotic limit $m \rightarrow \infty$, the characteristic function does not longer depend on $a$ and it equals to

$$G(u) = \frac{1 + e^{2iuE}}{1 + e^{-2iuE}} - c_1 \sinh(2iuE), \quad \text{(C.20)}$$

so that $G(i\beta_T) = (1 + e^{-2\beta_TE})/2 + c_1 \sinh(2\beta_T E)$. The transition matrix $L$, indeed, admits as eigenvalues the values 1 and $(1 - 2\nu) < 1$, and, thus, after the eigendecomposition of the transition matrix, for $m \rightarrow \infty$ it holds that

$$L^{m-1} \rightarrow V \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} V^T = \begin{pmatrix} \frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} \end{pmatrix}, \quad \text{(C.21)}$$

with

$$V = \begin{pmatrix} -\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\ \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \end{pmatrix}. \quad \text{(C.22)}$$
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Stochastic waiting times sequence

Here, we take into account a sequence of projective measurements with stochastic waiting times $\tau_k$, $k = 1, \ldots, M$, which sampled by a bimodal probability density function $p(\tau)$, as shown in the main text.

The explicit expression of the characteristic function in the presence of quenched disorder can be derived from Eqs. (4.12) and (C.19). We obtain

$$G(u) = \sum_{j=1}^{d_\tau} \left( \frac{|a|^2 e^{iuE} + |b|^2 e^{-iuE}}{|a|^2 e^{-iuE} + |b|^2 e^{iuE}} \right)^{m-1} \cdot \left( \frac{|a|^2 c_1 e^{-iuE} + |b|^2 c_2 e^{iuE}}{|a|^2 c_2 e^{iuE} + |b|^2 c_1 e^{-iuE}} \right) p_j,$$

where

$$\nu_j \equiv \nu(\tau^{(j)}) = 2|a|^2|b|^2 \sin^2(2\tau^{(j)}E),$$

and $d_\tau = 2$. As discussed in the main text, also in this case the characteristic function admits a discontinuity point in correspondence of $|a|^2 \to 0, 1$ and $m \to \infty$. As before, when $|a|^2 \to 0, 1$ and a finite number $m$ of measurements is performed, $G(u)$ is identically equal to 1; while for $m \to \infty$ the characteristic function does not longer depend on $a$ and it equals again to

$$G(u) = \frac{1 + e^{2iuE}}{2} - c_1 \sinh(2iuE),$$

as we obtained in the non-stochastic case. Indeed, the transition matrix $L(\tau^{(j)})$ admits as eigenvalues the values 1 and $(1 - 2\nu_j) < 1$, so that for $m \to \infty$

$$L(\tau^{(j)})^{m-1} \longrightarrow \begin{pmatrix} \frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} \end{pmatrix} \quad \text{with} \quad j = 1, \ldots, d_\tau.$$  

Finally, we repeat the latter derivation when the stochasticity between measurements is distributed as annealed disorder. In this regard, the characteristic
function

\[ G(u) = \sum_{k=0}^{m-1} \binom{m-1}{k} f(u) L(\tau^{(1)})^k L(\tau^{(2)})^{m-k-1} g(u) p_1^{k} p_2^{m-k-1}. \]  

(C.27)

and, by substituting the expressions of \( f(u) \), \( L \) and \( g(u) \) as given in Eqs. (C.15), (C.16), (C.17) and (C.18), we obtain the following relation:

\[ G(u) = \sum_{k=0}^{m-1} \binom{m-1}{k} \left( |a|^2 e^{iuE} + |b|^2 e^{-iuE} \right) \cdot \left( 1 - \nu_1 \nu_1 \right)^k \cdot \left( \begin{array}{cc}
1 - \nu_2 & \nu_2 \\
\nu_2 & 1 - \nu_2
\end{array} \right)^{m-k-1} \cdot \left( |a|^2 c_1 e^{-iuE} + |b|^2 c_2 e^{iuE} \right) p_1^{k} p_2^{m-k-1}. \]  

(C.28)

As for the other cases, we find the same discontinuity in \( G(u) \) in the limits of \( |a|^2 \to 0, 1 \) and \( m \to \infty \). Quite surprisingly, the discontinuity is exactly the same for both types of disorder. To observe this, let us take Eq. (C.27) with \( a \neq 0 \), and, then, use the binomial theorem, given by

\[ (x + y)^n = \sum_{k=0}^{n} \binom{n}{k} x^{n-k} y^k \]

with \( x, y \) arbitrary real variables. As a result, we obtain

\[ G(u) = f(u) \left( L(\tau^{(1)}) p_1 + L(\tau^{(2)}) p_2 \right)^{m-1} g(u). \]  

(C.29)

By introducing the quantity \( \zeta \equiv \nu_1 p_1 + \nu_2 p_2 \), the weighted sum (w.r.t. \( p(\tau) \)) of the transition matrices \( L(\tau^{(1)}) \) and \( L(\tau^{(2)}) \) can be simplified as

\[ (L(\tau^{(1)}) p_1 + L(\tau^{(2)}) p_2) = \begin{pmatrix}
1 - \zeta & \zeta \\
\zeta & 1 - \zeta
\end{pmatrix}, \]  

(C.30)

which admits eigenvalues 1 and \( (1 - 2\zeta) \leq 1 \). Thus, by performing the limit \( m \to \infty \), the weighted sum of the transition matrices tends to a projector, so that \( G(u) \) is effectively given by Eq. (C.25).
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\textbf{n–th order derivative of } \( G(u) \)

Analytical expression for \( \partial_u^n G(u) \) allows us to derive all the statistical moments of the quantum-heat, and, consequently, the its mean value \( \langle Q_q \rangle \). In particular, the \( n–th \) order derivative of the quantum-heat characteristic function, when a protocol of projective measurements at fixed waiting times is considered, is

\[
\partial_u^n G(u) = \sum_{k=0}^{n} A_k(u)'. \left( \begin{array}{ll} 1 - \nu & \nu \\ \nu & 1 - \nu \end{array} \right)^{m-1} . B^{n-k}(u),
\]

where

\[
A^l(u) \equiv (i)^l \left( \begin{array}{c} \langle \alpha_1 | H e^{iuH} | \alpha_1 \rangle \\ \langle \alpha_2 | H e^{iuH} | \alpha_2 \rangle \end{array} \right)
\]

and

\[
B^l(u) \equiv (-i)^l \left( \begin{array}{c} \langle \alpha_1 | H e^{-iuH} \rho_0 | \alpha_1 \rangle \\ \langle \alpha_2 | H e^{-iuH} \rho_0 | \alpha_2 \rangle \end{array} \right).
\]

Instead, in the quenched disorder case \( \partial_u^n G(u) \) reads

\[
\partial_u^n G(u) = \sum_{j=1}^{d_v} \sum_{k=0}^{n} A_k(u)' . \left( \begin{array}{ll} 1 - \nu(\tau(j)) & \nu(\tau(j)) \\ \nu(\tau(j)) & 1 - \nu(\tau(j)) \end{array} \right)^{m-1} . B^{n-k}(u)p_j,
\]

while in the annealed case

\[
\partial_u^n G(u) = \sum_{k=0}^{m-1} \sum_{l=0}^{n} A_l(u)' . \left( \begin{array}{ll} 1 - \nu(\tau(1)) & \nu(\tau(1)) \\ \nu(\tau(1)) & 1 - \nu(\tau(1)) \end{array} \right)^k . \left( \begin{array}{ll} 1 - \nu(\tau(2)) & \nu(\tau(2)) \\ \nu(\tau(2)) & 1 - \nu(\tau(2)) \end{array} \right)^{m-k-1} . B^{n-l}(u)p_1^{k}p_2^{m-k-1}.
\]

\textbf{Proof of Theorem 4.1}

In this section, we prove the equality between the conditional probabilities \( p(a_k^\text{fin} | a_m^\text{in}) \) and \( p(a_m^\text{in} | a_k^\text{ref}) \), respectively, of the forward and backward processes of our two-time measurement scheme. Let us recall the observables \( \mathcal{O}_m \equiv \sum_m a_m^\text{in} \Pi_m^\text{in} , \mathcal{O}_\text{fin} \equiv \sum_k a_k^\text{fin} \Pi_k^\text{fin} , \mathcal{O}_\text{ref} \equiv \sum_k a_k^\text{ref} \Pi_k^\text{ref} \) and \( \tilde{\mathcal{O}}_m \equiv \sum_m \tilde{a}_m^\text{in} \tilde{\Pi}_m^\text{in} \). The
dynamical evolution of the open quantum system between the two measurements is described by a unital CPTP map $\Phi(\cdot)$ (with $\Phi(1) = 1$), whose Kraus operators $\{E_u\}$ are such that $\sum_u E_u^\dagger E_u = 1$, where $1$ denotes the identity operator on the Hilbert space $\mathcal{H}$ of the quantum system. Accordingly, $\Phi(\rho_{in,m}) = \sum_u E_u \rho_{in,m} E_u^\dagger$, where $\rho_{in,m} \equiv \Pi_{in}^m \rho_0 \Pi_{in}^m$, and thus the conditional probability $p(a_{fin}^m | a_{in}^m)$ equals

$$p(a_{fin}^m | a_{in}^m) = \frac{\text{Tr}[\Pi_{in}^m \Phi(\rho_{in,m})]}{\text{Tr}[\Pi_{in}^m \rho_0 \Pi_{in}^m]} = \frac{\text{Tr}[\Pi_{in}^m \sum_u E_u \rho_{in,m} E_u^\dagger]}{\text{Tr}[\Pi_{in}^m \rho_0 \Pi_{in}^m]} = \sum_u |\langle \phi_{ak} | E_u | \psi_{am} \rangle|^2. \quad (C.36)$$

Next, by inserting in (C.36) the identity operator $1 = \Theta \Theta^\dagger = \Theta^\dagger \Theta$, where $\Theta$ is the time-reversal operator, one has:

$$|\langle \phi_{ak} | E_u | \psi_{am} \rangle|^2 = |\langle \phi_{ak} | \Theta \Theta^\dagger (\Theta E_u \Theta^\dagger) | \psi_{am} \rangle|^2 = |\langle \tilde{\phi}_{ak} | \Theta E_u \Theta^\dagger | \tilde{\psi}_{am} \rangle|^2 = |\langle \tilde{\psi}_{am} | \Theta E_u \Theta^\dagger | \tilde{\phi}_{ak} \rangle|^2. \quad (C.37)$$

where we have used complex conjugation and the modulus squared to flip the order of the operators. The time-reversal of a single Kraus operator is $\tilde{E}_u \equiv \mathcal{A}\pi^{1/2} E_u^\dagger \pi^{-1/2} \mathcal{A}$, where we choose $\mathcal{A} = \Theta$ and $\pi = 1$ (as $\Phi$ is unital, such that $\Phi(1) = 1$). We can now state that

$$|\langle \phi_{ak} | E_u | \psi_{am} \rangle|^2 = |\langle \tilde{\psi}_{am} | \tilde{E}_u | \tilde{\phi}_{ak} \rangle|^2. \quad (C.38)$$

Moreover, by observing that

$$\sum_u |\langle \tilde{\psi}_{am} | \tilde{E}_u | \tilde{\phi}_{ak} \rangle|^2 = \frac{\text{Tr}[\Pi_{in}^m \Phi(\rho_{ref,k})]}{\text{Tr}[\Pi_{ref}^m \rho_T \Pi_{ref}^m]} = p(a_{ref}^m | a_{k}^\text{ref}), \quad (C.39)$$

where $\rho_{ref,k} \equiv \tilde{\Pi}_{ref}^m \tilde{\rho}_T \tilde{\Pi}_{ref}^m$, the equality $p(a_{fin}^m | a_{in}^m) = p(a_{fin}^m | a_{k}^\text{ref})$, as well as Theorem 4.1, follow straightforwardly.
Proof of Theorem 4.2

Here, we prove Theorem 4.2, i.e. the inequality

\[ 0 \leq S(\rho_{\text{fin}} \parallel \rho_T) \leq \langle \sigma \rangle, \]

where \( \rho_{\text{fin}} \) and \( \rho_T \) are the density operators of the open quantum system \( S \) before and after the second measurement of the forward process. \( S(\rho_{\text{fin}} \parallel \rho_T) \) is the quantum relative entropy of \( \rho_{\text{fin}} \) and \( \rho_T \) and \( \langle \sigma \rangle \) is the average of the stochastic quantum entropy production. This inequality may be regarded as the quantum counterpart of the second law of thermodynamics for an open quantum system.

To this end, let us consider the stochastic entropy production \( \sigma(a_{\text{fin}}, a_{\text{in}}) = \ln \left( \frac{p(a_{\text{in}})}{p(a_{\text{ref}})} \right) \) (as given in (4.49) in chapter 4) for the open quantum system \( S \), whose validity is subordinated to the assumptions of Theorem 4.1. Accordingly, the average value of \( \sigma \) is

\[
\langle \sigma \rangle = \sum_{a_{\text{fin}}, a_{\text{in}}} p(a_{\text{fin}}, a_{\text{in}}) \ln \left( \frac{p(a_{\text{in}})}{p(a_{\text{ref}})} \right) = \sum_{a_{\text{in}}} p(a_{\text{in}}) \ln [p(a_{\text{in}})] - \sum_{a_{\text{fin}}} p(a_{\text{fin}}) \ln [p(a_{\text{ref}})] \geq 0.
\]

(C.40)

We observe that the mean quantum entropy production \( \langle \sigma \rangle \) is a non-negative quantity due to the positivity of the classical relative entropy, or Kullback-Leibler divergence. Since \( p(a_{\text{fin}}) \equiv \langle \phi_a | \rho_{\text{fin}} | \phi_a \rangle \) and the reference state is diagonal in the basis \( \{|\phi_a\rangle\} \), we have

\[
\sum_{a_{\text{fin}}} p(a_{\text{fin}}) \ln [p(a_{\text{ref}})] = \sum_{a_{\text{fin}}} \langle \phi_a | \rho_{\text{fin}} | \phi_a \rangle \ln [p(a_{\text{ref}})] = \sum_{a_{\text{fin}}} \langle \phi_a | \rho_{\text{fin}} \ln \rho_{\text{ref}} | \phi_a \rangle = \text{Tr} [\rho_{\text{fin}} \ln \rho_T] ,
\]

(C.41)

where the last identity is verified by assuming the equality between the reference state \( \rho_{\text{ref}} \) and the density operator \( \rho_T \) after the second measurement of the
protocol. One also has:

$$\sum_{a^{in}} p(a^{in}) \ln[p(a^{in})] = \text{Tr} [\rho_{in} \ln \rho_{in}] = -S(\rho_{in}), \quad (C.42)$$

where $S(\rho_{in}) \equiv -\text{Tr} [\rho_{in} \ln \rho_{in}]$ is the von Neumann entropy for the initial density operator $\rho_{in}$ of the quantum system $S$. The mean quantum entropy production $\langle \sigma \rangle$, thus, can be written in general as

$$\langle \sigma \rangle = -\text{Tr} [\rho_{fin} \ln \rho_T] - S(\rho_{in}). \quad (C.43)$$

The quantum relative entropy is defined as

$$S(\rho_{fin} \parallel \rho_T) = -\text{Tr} [\rho_{fin} \ln \rho_T] - S(\rho_{fin})$$

and trivially $S(\rho_{fin} \parallel \rho_T) \geq 0$. According to our protocol, the initial and the final states are connected by the unital CPTP map $\Phi$ as $\rho_{fin} = \Phi(\rho_{in})$. As a consequence of the unitality of $\Phi$, the von Neumann entropies obey the relation $S(\rho_{in}) \leq S(\rho_{fin})$. Summarizing, we obtain

$$0 \leq S(\rho_{fin} \parallel \rho_T) = -\text{Tr} [\rho_{fin} \ln \rho_T] - S(\rho_{fin}) \leq -\text{Tr} [\rho_{fin} \ln \rho_T] - S(\rho_{in}) = \langle \sigma \rangle, \quad (C.44)$$

proving the original inequality.

Note that if we perform the second measurement with a basis in which $\rho_{fin}$ is diagonal (i.e. vanishing commutator between measurement operator and final state, $[O_{fin}, \rho_{fin}] = 0$), the state is unchanged by the second measurement and $\rho_{fin} = \rho_T$. As a consequence

$$0 = S(\rho_{fin} \parallel \rho_T) \leq \langle \sigma \rangle = S(\rho_{fin}) - S(\rho_{in}),$$

i.e. the quantum relative entropy vanishes, while the average of the stochastic entropy production equals the difference of final and initial von Neumann entropies, $\langle \sigma \rangle = S(\rho_{fin}) - S(\rho_{in})$, and thus describes the irreversibility distribution of the
map $\Phi$ only (and not of the measurement, as it would be in the general case).

In the general case, i.e. if the condition $[O_{\text{fin}}, \rho_{\text{fin}}] = 0$ does not hold, still the post-measurement state $\rho_T$ is diagonal in the basis of the observable eigenstates and we obtain

$$
\langle \sigma \rangle = -\text{Tr} [\rho_{\text{fin}} \ln \rho_T] - S(\rho_{\text{in}}) = S(\rho_T) - S(\rho_{\text{in}}). \quad (C.45)
$$

**Characteristic functions of the quantum entropy distribution**

We derive the expressions for the characteristic functions $G_A(\lambda)$ and $G_B(\lambda)$, respectively for the probability distributions $\text{Prob}(\sigma_A)$ and $\text{Prob}(\sigma_B)$, given by (4.72) and (4.74). We start with the definition

$$
G_A(\lambda) = \int \text{Prob}_A(\sigma_A) e^{i\lambda \sigma_A} d\sigma_A, \quad (C.46)
$$

where

$$
\text{Prob}(\sigma_A) = \sum_{k,m} \delta \left[\sigma_A - \sigma_A(a_{m}, a_{k})\right] p_a(k, m), \quad (C.47)
$$

as well as

$$
p_a(k, m) = \text{Tr} \left[ (\Pi^T_{A,k} \otimes 1_B) \Phi (\Pi_{A,m}^{\text{in}} \otimes \rho_{B,in}) \right] p(a_{m}^{\text{in}}), \quad (C.48)
$$

and

$$
\sigma_A(a_{m}^{\text{in}}, a_{k}^{\text{fin}}) = \ln[p(a_{m}^{\text{fin}})] - \ln[p(a_{k}^{\text{fin}})] \quad (C.49)
$$

Exploiting the linearity of $\Phi$ and the trace, we obtain

$$
G_A(\lambda) = \sum_{k,m} p_a(k, m) e^{i\lambda \sigma_A(a_{m}^{\text{in}}, a_{k}^{\text{fin}})} = \text{Tr} \left[ \left( \sum_k \Pi^T_{A,k} e^{-i\lambda \ln[p(a_{k}^{\text{fin}})]} \otimes 1_B \right) \Phi \left( \sum_m \Pi_{A,m}^{\text{in}} e^{i\lambda \ln[p(a_{m}^{\text{in}})]} p(a_{m}^{\text{in}}) \otimes \rho_{B,in} \right) \right]. \quad (C.50)
$$

Recalling the spectral decompositions of the initial and final density operators, $\rho_{\text{in}} \equiv \sum_m \Pi_{A,m}^{\text{in}} p(a_{m}^{\text{in}})$ and $\rho_{A,T} \equiv \sum_k \Pi^T_{A,k} p(a_{k}^{T})$, with eigenvalues $p(a_{m}^{\text{in}})$ and
\( p(a_k^T) = p(a_k^{\text{fin}}) \), we get

\[
\sum_k \Pi_{A,k}^T e^{-i\lambda \ln[p(a_k^{\text{fin}})]} = \sum_k \Pi_{A,k}^T e^{-i\lambda \ln[p(a_k^T)]} = \sum_k \Pi_{A,k}^T p(a_k^T)^{-i\lambda} = (\rho_{A,T})^{-i\lambda},
\]

(C.51)

and

\[
\sum_m \Pi_{A,m}^\text{in} e^{i\lambda \ln[p(a_m^{\text{in}})]} p(a_m^{\text{in}}) = \sum_m \Pi_{A,m}^\text{in} p(a_m^{\text{in}})^{1+i\lambda} = (\rho_{A,\text{in}})^{1+i\lambda}.
\]

(C.52)

If we insert these expressions into (C.50) we obtain the expression for the characteristic function \( G_A(\lambda) \) given in (4.69). Analogously we can derive (4.70) for \( G_B(\lambda) \). In a similar way we can derive the characteristic function \( G_{A-B}(\lambda) \) of the stochastic entropy production of the composite system \( A-B \):

\[
G_{A-B}(\lambda) = \text{Tr} \left[ \rho_T^{-i\lambda} \Phi(\rho_{\text{in}}^{1+i\lambda}) \right].
\]

(C.53)
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