Detecting hidden spatial and spatio-temporal structures in glasses and complex physical systems by multiresolution network clustering
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Abstract. We elaborate on a general method that we recently introduced for characterizing the “natural” structures in complex physical systems via a multi-scale network based approach for the data mining of such structures. The approach is based on “community detection” wherein interacting particles are partitioned into “an ideal gas” of optimally decoupled groups of particles. Specifically, we construct a set of network representations (“replicas”) of the physical system based on interatomic potentials and apply a multiscale clustering (“multiresolution community detection”) analysis using information-based correlations among the replicas. Replicas may be (i) different representations of an identical static system or (ii) embody dynamics by when considering replicas to be time separated snapshots of the system (with a tunable time separation) or (iii) encode general correlations when different replicas correspond to different representations of the entire history of the system as it evolves in space-time. Inputs for our method are the inter-particle potentials or experimentally measured two (or higher order) particle correlations. We apply our method to computer simulations of a binary Kob-Andersen Lennard-Jones system in a mixture ratio of A\textsuperscript{80}B\textsuperscript{20}, a ternary model system with components “A”, “B”, and “C” in ratios of A\textsuperscript{88}B\textsuperscript{7}C\textsuperscript{5} (as in Al\textsuperscript{88}Y\textsuperscript{7}Fe\textsuperscript{5}), and to atomic coordinates in a Zr\textsuperscript{80}Pt\textsuperscript{20} system as gleaned by reverse Monte Carlo analysis of experimentally determined structure factors. We identify the dominant structures (disjoint or overlapping) and general length scales by analyzing extrema of the information theory measures. We speculate on possible links between (i) physical transitions or crossovers and (ii) changes in structures found by this method as well as phase transitions associated with the computational complexity of the community detection problem. We briefly also consider continuum approaches and discuss the shear penetration depth in elastic media; this length scale increases as the system becomes increasingly rigid.

PACS. 89.75.Fb – 64.60.Cn – 89.65.-s

1 Introduction

This article constitutes a longer companion work to an earlier summary [1] in which the basic notions to be detailed here for complex physical systems were succinctly outlined. We begin by briefly reviewing a special class of complex physical systems that is of great fundamental and technological importance – that of amorphous materials. From a practical standpoint, these materials often have industrial processing and preparation advantages [2,3] relative to crystalline systems enabling, e.g., greater solubility of pharmaceuticals [4] and many other advantages [2,5]. Below, we list several specific complex amorphous systems. (i) Metallic glasses can be stronger than their respective crystalline structure and exhibit interesting electrical, chemical, and magnetic properties [3]. (ii)

Phosphate glasses are of great use in biomedical applications and chalcogenide glasses are of vital importance in optical recording media such as Blu Ray technology [6]. (iii) Far more recent and exotic challenges involve incommensurate complex electronic structures found in systems such as the high temperature superconductors [7,8]. The understanding of the character of such non-trivial structures is a problem of considerable interest in disparate arenas.

In perfect crystals, the natural system scales are evident by the regular ordering of the lattice. The fundamental unit cells of a crystal typically involve several atoms that are replicated in a simple pattern to span the entire system. There are no intermediate scale structures within the system from the atomic scale of the lattice up to the complete single crystal. Identifying the basic periodic unit cells is vital to the understanding of all crystalline solids.

\textsuperscript{a} Corresponding author: zohar@wuphys.wustl.edu
This simplicity of structure enables an understanding of crystalline solids in great detail. Early on, the existence of specific unit cell structures were postulated to exist in crystals based on the sharp facets and other macroscopic properties of large crystals.

There are more complex systems in which new structures appear on additional intermediate scales between the atomic-scale and the macro-scale of the system. In recent years, scientific exploration has endeavored to understand a vast array of such complex materials that do not have a simple theoretical starting point.

As alluded to above, some of the best known complex materials are glasses. Liquids that are rapidly cooled (“supercooled”) below their melting temperature avoid crystallization and instead become quenched into an amorphous state. On supercooling, liquids may veer towards crystallization and instead become quenched into an amorphous state. Local low energy structures such as those formed by icosahedral packing are indeed observed in metallic glasses [9,10]. Due to the lack of a simple crystalline reference, the structure of glasses is extremely hard to quantify beyond local scales.

Many theories of glasses rely on the hypothesis of natural structures in the glass [11,12,13,14]. Actually finding such structures in a general way has been more elusive. How then may we detect and best characterize the most notable structures in amorphous systems? In the current work, we introduce a general framework to answer this question with specific applications to model glass formers.

The outline of this article is as follows. Initially, we present some background information concerning the pursuit of characterizing structures in glasses and the basic features of our method in Sect. 2. Details of the primary simulated systems are presented in Sect. 3. The community detection and multi-scale community detection methods are explained in Sect. 4. Our multi-resolution approach is applied to physical models in Sect. 5. We summarize our findings in Sect. 6. Details regarding the applied information measures are given in Appendix A, and those concerning our overlapping community detection to augment the community partitions determined by the methods in Sect. 4. Appendix C highlights the simple (yet often overlooked) fact that prepeaks in the structure factor do not constitute a necessary condition for medium range order. In Appendix D, we discuss how we handle “overlapping nodes” - nodes that are common to one or more “communities” within the community detection methods that we employ. The remaining appendices elaborate on additional test cases and various facets of our method. We conclude by discussing structures in space-time and their general properties. We discuss the detection of multi-scale structure in space-time in Appendix B. In Appendix C, we consider continuum approaches and discuss the divergence of a general length scale – the “shear penetration depth” – as a supercooled liquid becomes quenched into a rigid glass.

2 Background

2.1 Lightning summary of numerous current approaches

Existing work in the pursuit of understanding the glass transition is vast, spanning decades and affecting many fields of science and engineering. Glass formers exhibit several unique common features [15]. Glasses demonstrate short range order (SRO) and medium range order (MRO) structures, but no easily discernible static long range order exists. A striking property of glass formers (especially of the so-called “fragile” glass formers) is that their relaxation times (as measured, by, e.g., their viscosity) can increase by many orders of magnitude over a relatively narrow temperature range. This dramatic slowing down is not associated with the usual distinguishing measures of conventional thermodynamic phase transitions. These systems have rich energy landscapes with an exceptionally high number of metastable states [16,17,18,19,20,21,22].

Given the broad appearance of glass-related states, different frameworks have been explored to work towards a “universal” characterization of the glass transition. Many theoretical approaches, e.g., [15,23,24,25,26,27,28,29,30,31,32,33,34,35,36,37,38,39,40,41,42,43,44,45,46] have been developed over the years. The notable theory of random first order transitions (RFOT) investigates mosaics of local configurations [15,23,24,25,26,27,28,29,30,31]. RFOT is related [4] to theories of locally preferred structures [11,12,28,11,12]. Other theories seek a similar measures of structure. Amongst many others, these approaches include spin glass type analysis [24], theories of topological defects and kinetic constraints [14,15,23,29,30,31], and numerous ingenious approaches summarized in excellent reviews, e.g., [15,23,24,25,26]. Formally, as demonstrated in [44], a growing static length scale is associated with the diverging relaxation times in supercooled liquids. Some works indeed found indications of increasing correlation lengths (static and those describing dynamic inhomogeneities) as the temperature was lowered [35,36,37,38]. Static correlation lengths were amongst other approaches, notably, examined in terms of (i) “point-to-set” correlations [39,40] as well as (ii) pattern repetition [41]. We will briefly discuss these measures later on.

In metallic glasses, early work to ascertain local structural used a dense random packing model [42]. It was later established that such structures are better represented by an efficient cluster packing (ECP) model [14,43,44]. SRO features were thought to pivot on the existence of local icosahedral structures centered around solute atoms. Various idealized SRO configurations were presented in [45]. Schenk et al. experimentally verified icosahedral short range order (ISRO) in undercooled liquids [9]. Kelton et al. were the first to experimentally establish a connection between ISRO and the nucleation barrier [10]. Later work further established the importance of ISRO in glasses [15,48,49].
Many structural characterizations are oriented toward static viewpoint of the system, but some dynamical features have also been examined. Analysis of “free volume” (unoccupied space between atoms) fluctuations have been used. Shear stress calculations investigate dynamical processes in glass forming materials. Dynamic heterogeneities involving cooperative motion of structures in a glass have also been studied.

Viable characterizations of SRO and MRO structures were advanced for low and high solute concentrations, binary, and multicomponent systems.

Some methods of characterizing local structures include Voronoi tessellation, Honeycutt-Andersen indices, and bond orientation ordering parameters. These local measures center on an atom or a given link and, by definition, are restricted from detecting more complex longer range general structures.

Experimental means to directly measure MRO structures are given in . Some potential MRO clusters were examined. Some approaches to understand MRO use pattern matching to idealized MRO structures often constructed as agglomerations of perfectly ordered SRO features.

A very useful experimentally driven approach for ascertaining MRO has been to look for “prepeaks” in X-ray and neutron scattering data that is, peaks in the structure factor $S(q)$ that appear for wavenumbers $q$, corresponding to the inverse interatomic distances, which are lower in magnitude than that corresponding to the dominant $S(q)$ peak. We remark here that while this approach may capture general MRO structures, it is possible to have such structures without structure factor prepeaks (see Appendix C).

2.2 Preliminaries concerning our method

Our unbiased structure characterization method extends multiresolution ideas that have generally been reserved for network science applications (analyzing graphs in myriad social and biological networks) to complex materials. Any complex physical system may be expressed as a network composed of nodes that code basic units of interest (e.g., atoms, electrons, etc.). Weighted links may capture the strength of the interactions between the different nodes or experimentally determined correlations (e.g., covariance or partial correlation contributions to the structure factor). After casting the system as a network, we then search for “communities” of nodes (e.g., clusters of atoms) that are more tightly linked to each other (or – in the case of the use of correlation functions as link weights – are more strongly correlated with one another) than to nodes in other clusters.

Our multiresolution method employs the notion of “community detection”, see, e.g., Ref. 62, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84, to quantitatively identify the “best” scale (or scales) for a complex physical system. Our approach does not rely on intuition or a knowledge of expected “important” features. Rather, it quantitatively estimates the best scale(s) through information-theory-based correlations, such as the variation of information (VI) 76 or normalized mutual information (NMI), among different solutions. [In Appendix A we review these information theory measures.] In essence, different copies of the community detection problem are given to different solvers (“replicas”). If many of these solvers strongly agree regarding certain features of the solution, then these aspects are more likely to be correct. Similarly, a large discrepancy may indicate large fluctuations on a particular scale (or scales). Extrema in NMI or VI among the results of these independent solvers then indicate the best scales for the network.

Multiple extrema can therefore indicate the existence of multiple relevant length/time scales. Although in most physical instances there is only a single dominant correlation length, there are many other cases in which more than one length/time scale is present 77.

One distinction between our work and some other established studies of local structures in glasses is that our analysis is not looking strictly at the positional structure. Rather, it evaluates structures in terms of the potential energies (i.e., the internal binding energies of the clusters, see also 22). Our method can encapsulate weights that represent general statistical (pair of higher order) stress (or other) correlation functions, relative atomic displacements, etc.

Our approach provides a perspective different from the “point-to-set” 78, 79, 80 and other methods 81. The point-to-set method examines the overlap between configurations in a given volume (a “cavity”) in an equilibrated system and compares those to configurations in the same cavity of the equilibrated system in which the boundary of the cavity was held fixed. Physically, it probes how probable it is to have a particular configuration within a disk or ball of a particular diameter given the boundary conditions. If many small clusters exist inside a sphere of fixed radius, then, a change in the boundary conditions will not significantly alter the bulk cluster distribution within the sphere. Conversely, if the sphere radius is smaller than the natural correlation length, then the number of configurations compatible with the boundary will be small and the overlap will be large. A different but perhaps related approach, that of Ref. 81, examines the distribution of structures inside a given volume to identify the correlation length. The method examines whether the distribution of configurations inside the volume occurs with a random frequency (when the linear scale of the volume is larger than the correlation length) or not (when the linear scale of the volume is smaller than the correlation length).

Our method does not search for overlap at different scales for a multitude of configurations nor does it examine their frequency. Rather, the pertinent structures are revealed by the information theory extrema between different copies of the entire system. We do not tabulate possible configurations and their occurrence probabilities or examine the system in restricted volumes.

Furthermore, the basic structures that we find may be used as the natural units in a renormalization group type
3 Simulations of model glasses

We examine a model glass former derived from a three-component AlYFe metallic glass \[80\] which we designate as “A”, “B”, and “C” in mixture ratios of 88%, 7%, and 5%, respectively. The \(N = 1600\) atoms are simulated via IMD \[82\] in cube of approximately 31 Å in size with periodic boundary conditions. The identities of the atoms are C (red), A (silver), B (green) in order of increasing diameters. This potential form incorporates a realistic weak long range interaction. Table 1 summarizes the parameter values \(a_i\) which depend on the specific types for a pair of interacting atoms, and Fig. 2 shows the respective potential plots.

The interaction parameters \(\{a_i\}\) were determined \[83\] by fitting configuration forces and energies to ab-initio data \[84\]. The same-species model interactions are finally replaced by that suggested by generalized pseudo-potential theory \[85\]. As illustrated in Fig. 1 we simulate \(N = 1600\) atoms in a cubic system approximately 31 Å in size using periodic boundary conditions. This width is approximately twice the size of any suspected MRO structures.

The system is initialized at a temperature of \(T = 1500\) K and allowed to equilibrate for a long time using a con-

\[
\phi(r) = \left( \frac{a_0}{r} \right)^{a_1} + \frac{a_2}{r^{a_3}} \cos(a_4r + a_5),
\]

where \(r\) is the distance between the centers of two atoms.

Table 1. Fit parameters for Eq. (1) obtained from fitting configuration forces and energies to ab-initio data \[83,84\]. The units of the parameters are such that given \(r\) in Å, \(\phi(r)\) is in eV. (That is, the parameters \(a_1\), \(a_4\) and \(a_5\) are dimensionless, \(a_0\) is in Å, \(a_2\) is in eV Å\(^{-n}\) and \(a_3\) is in Å\(^{-1}\)). The same-species (*) data is replaced by a suggested potential derived from generalized pseudo-potential theory \[85\] (see also Appendix D).

|     | \(a_0\) | \(a_1\) | \(a_2\) | \(a_3\) | \(a_4\) | \(a_5\) |
|-----|--------|--------|--------|--------|--------|--------|
| AA  | *      | *      | *      | *      | *      | *      |
| AB  | 1.92   | 17.4   | 6.09   | 3.05   | -4.68  | 3.48   |
| AC  | 2.38   | 8.96   | -14.9  | 3.11   | -5.88  | 4.38   |
| BB  | *      | *      | *      | *      | *      | *      |
| BC  | 1.88   | 8.00   | -3.42  | 2.53   | -1.25  | 3.00   |
| CC  | *      | *      | *      | *      | *      | *      |

3.1 Ternary model glass former

One system that we examine is derived from a three-component AlYFe metallic glass. As depicted in Fig. 1, it is a model glass former with components designated as “A”, “B”, and “C” in mixture ratios of 88%, 7%, and 5%, respectively.

We use classical molecular dynamics (MD) \[82\] to simulate the system dynamics. For this, we need accurate effective pair potentials that portray the pairwise interactions between the atoms in the system. Our model potential analysis or coarse grained theories where clusters are replaced by single nodes and an effective energy can be written that entails interactions between the different clusters alone. Finding the basic units is not trivial in amorphous systems such as glasses and numerous disordered systems. In these systems, there is generally no symmetry or any other obvious natural key that may determine how to optimally partition the system on different scales.

**Fig. 1.** A depiction of our simulated model glass former with three components “A”, “B”, and “C” with mixture ratios of 88%, 7%, and 5%, respectively. The \(N = 1600\) atoms are simulated via IMD \[82\] in cube of approximately 31 Å in size with periodic boundary conditions.

**Fig. 2.** The pair potentials for our three-component model glass former (see Fig. 1). We indicate the atomic types by “A”, “B”, and “C” which are included with mixture ratios of 88%, 7%, and 5%, respectively. The units are given for a specific candidate atomic realization (AlYFe) discussed in the text. The same-species uses a suggested potential derived from generalized pseudo-potential theory \[85\] (see also Appendix D).
stant number of atoms (N), a constant volume (V), and a constant energy (E). That is, we work within the NVE ensemble. After allowing for system equilibration, we save $s$ high temperature configurations separated by a fixed period of simulation time. Prior to cooling, the length scales in the system are changed by 1% to account for the increase in density as a result of cooling since we choose to cool the system in an NVT ensemble to control the temperature. The system is then rapidly quenched to a temperature of $T = 300$ K, and it is allowed to equilibrate (in a mostly frozen state) in an NVE ensemble. We again save $s$ separate low temperature configurations separated by a long period of simulation time.

### 3.2 Lennard-Jones glass

We additionally test the ubiquitous Lennard-Jones potential using the Kob-Andersen (KA) 80:20 binary liquid [86] which lies in the glass-forming mixture region [87]. The potential is

$$\phi_{\alpha\beta}(r) = 4\epsilon_{\alpha\beta} \left( \frac{\sigma_{\alpha\beta}}{r} \right)^6 - \left( \frac{\sigma_{\alpha\beta}}{r} \right)^{12}$$

(2)

where $\alpha$ or $\beta$ designate one of two atomic types A and B. Specifically, in accord with KA we set the dimensionless units $\epsilon_{AA} = 1.0$, $\epsilon_{BB} = 0.5$, $\epsilon_{AB} = 1.5$, $\sigma_{AA} = 1.0$, $\sigma_{BB} = 0.88$, and $\sigma_{AB} = 0.80$.

As in the ternary glassy system above, we use MD [82] to simulate a LJ system of $N = 2000$ atoms. The system is initialized at a temperature of $T = 5$ (using energy units where the Boltzmann constant $k_B = 1$) and allowed to evolve for a long time. We save $s$ high temperature configurations separated by 1000 time steps. The time step size is $\Delta t = 0.0069$ in LJ time units. Then, the system is rapidly quenched to a temperature of $T = 0.01$ which is well below the glass transition temperature of the KA-LJ system. The system is evolved in this mostly frozen state, and we save $s$ low temperature configurations separated by 1000 steps of simulation time.

### 4 Multiresolution clustering on amorphous materials

Our idea is to apply, for the first time, multiresolution network analysis methods to ascertain all pertinent structures in complex amorphous materials. A key subcomponent of this analysis is the community detection method itself. We first explain these ideas in network analysis and their physical analogs.

#### 4.1 Physical Motivation

In an ideal decomposition of a large system into decoupled subsystems (communities), there is no interaction between different communities, and the system is effectively that of an ideal gas of disjoint communities. Stated differently, in the simplest setting in which the Hamiltonian would be block diagonal, the evolution of nodes (e.g., atoms) in each community would be decoupled from all other nodes in other communities. We next consider a fundamental Newtonian many particle setting. If the total force on a cluster is zero (i.e., if the cluster is strongly decoupled from all others) $F_{\text{cluster}} = 0$ then, the particles in that cluster will drift (on average) with a uniform velocity (the center of mass velocity of that cluster), i.e., $v = \text{const.}$

In such instances, we may treat each community as a different particle in an ideal gas of non interacting such particles. The general problem is to find (the time dependent) permutation that renders the pair interaction strengths and/or correlations between particles into the best possible block diagonal form (on the time scale chosen). Community detection emulates this for graphs. In the atomic realization that we discuss in this article, this emulates a partition of the system into optimally decoupled clusters such that the system may be viewed as an “ideal gas” of decoupled communities.

For slow cooling of a liquid which enables crystallization, a first order or critical transition appears in the community detection problem. A similar transition is materialized in many slowly cooled liquids as they crystallize to form nicely ordered solids. By contrast, in an extremely rapid cooling of a liquid, the interactions between the particles are similar to those in spin-glass systems (i.e., the particles are not nicely organized and consequently the inter-particle interactions harbor a large degree of randomness). It is notable that a spin-glass transition appears in the community detection problem for random graphs [89].

#### 4.2 Community detection

In a graph such as that depicted in Fig. 3, nodes correspond to abstracted fundamental elements of the system, and edges represent defined relationships between the nodes. Community detection describes the problem of finding strongly connected groups of nodes. Nodes in different clusters are more weakly connected than the nodes belonging to the same cluster. As alluded to earlier, we apply direct physical analogies where a node corresponds to a single atom. Edges, and their corresponding weights, are directly defined by the associated pair-wise interaction energy (or, in the absence of known interactions, may be set by measured inter-particle correlations). Specifically, we use the interatomic potential energies in Eqs. (1) and (2). This potential model of the network edges is physically appealing in that finding the best partition for the network is akin to minimizing the cluster binding energies of the physical system.

Our Potts model Hamiltonian for community detection is

$$H(\{\sigma_i\}) = -\frac{1}{2} \sum_{i \neq j} (A_{ij} - \gamma B_{ij}) \delta(\sigma_i, \sigma_j).$$

(3)
Fig. 4. Panel (a) depicts our replica construction for the physical system at a “static” time $t_0$ (no time separation between replicas, see Appendix K). For presentation purposes, only a few nodes (atoms) are illustrated. Panel (b) depicts a similar set of replicas separated by a time $\Delta t$ between successive replicas. In both panels (a) and (b), we generate a model network for each replica using the potential energy between the atoms as the respective edge weights for the network. Independently, within each replica, we then subsequently minimize Eq. (3) at a given value of $\gamma$ using the algorithm briefly described in Sect. 4.2. Afterwards, we use the information measures in Appendix A to evaluate how strongly the set of replicas agree on the best partition.

Fig. 3. An arbitrary weighted network with 4 natural communities (strongly connected) depicted as distinct node shapes. The goal in community detection is to identify any such strongly related clusters of nodes based on their defined edge relationships. Solid lines depict weighted links corresponding to complimentary or attractive relationships where $A_{ij} > 0$ and $B_{ij} = 0$ in Eq. (3). Gray dashed lines depict missing, adversarial, or repulsive relationships where $A_{ij} = 0$ and $B_{ij} > 0$ in Eq. (3). In both cases, the relative link weight is indicated by the respective line thicknesses. For presentation purposes, missing intercommunity edges are not depicted. In this paper, we directly relate the edges (attractive and missing/repulsive) to the interaction energy between pairs of atoms which implies that the natural groups would correspond to bound clusters of atoms.

Globally minimizing this Hamiltonian corresponds to identifying strongly connected clusters of nodes. The elements of the matrices $A_{ij}$ and $B_{ij}$ are the edge weights and are defined as follows: an “attractive” weight has $A_{ij} > 1$ if nodes $i$ and $j$ are connected, $A_{ij} = 0$ if the nodes are not connected, a “repulsive” weight has $B_{ij} \geq 0$ if the nodes are not connected, and $B_{ij} = 0$ if nodes $i$ and $j$ are connected. In this paper, we define model the weights $A_{ij}$ and $B_{ij}$ by pair-wise potential energies (see Sect. 5). In principle, we can generalize the Hamiltonian to include $n$-body correlations or interactions.

We split the “attractive” (ferromagnetic) and “repulsive” (anti-ferromagnetic) contributions into two separate weighted matrices in order to insert the model weight $\gamma$ that adjusts the energy trade-off between the two types of interactions. The parameter $\gamma$ allows us to vary the target scale of the community solution. The spin states $\sigma_i$ designate the community membership of each node $i$ with a range $1 \leq \sigma_i \leq q$ where $q$ is the number of communities. This number $q$ may be variable [62,63] (such as in the multi-resolution that we perform in the current work) in order to find the optimal solutions or held fixed. Node $i$ is a member of community $k$ if $\sigma_i = k$. In this Hamiltonian, each spin $\sigma_i$ interacts only with other spins in its own community.

Briefly, using Eq. (3) our community detection algorithm rapidly moves nodes between communities based on the current lowest energy assignment until no more moves are possible (see also Appendix B). We then attempt $t$ independent trials and select the lowest energy trial as the best division. [62][63] The number of trials serves as our optimization parameter in this greedy algorithm. It effectively allows the algorithm to explore more possible configurations before selecting the best configuration for a given replica. The number of required trials in order to achieve a prescribed accuracy monitors the computational complexity (correlating with the number of local minima in which individual trials may get stuck). Somewhat better optimization could be obtained with a heat...
bath solution algorithm \[89\] at a cost of substantially increased computational effort.] This community detection algorithm partitions the network into communities by assigning a unique cluster membership for each node. Further details are provided in the appendices.

Local features in metallic glasses generally exhibit interconnecting short range structures \[56\]. In our community detection problem, this feature corresponds to allowing “overlapping” node memberships where atoms can be members of more than one local cluster. We incorporate this effect by assigning a node as a secondary member of every community for which it has a negative binding energy in terms our Potts model in Eq. \(3\) (see Appendix \([4]\)).

We can express the general partition function for a community partition with inter-community interactions which may correspond to the surface terms of clusters in Random First Order Transition theory (RFOT). Our parameter \(\gamma\) effectively plays the role of scaling the relation between surface and bulk terms in RFOT. A high value of \(\gamma\) corresponds to large surface effects while a small \(\gamma\) corresponds to dominant bulk effects.

Several strengths of our method are listed below. The analysis is independent of the type of structures that are being analyzed (structured, amorphous solid, and possibly even liquid systems). It is robust to noise in the model network, and it yields very accurate results with a simple and fast greedy algorithm \[63\]. Because edge assignments are based on relative node positions (through the interaction potential), our method should be robust with respect to translational or rotational motion of solid structures in the system (such as crystal nucleation).

4.3 Multiresolution community detection

Multiresolution methods \[50,51,52,55,53\] extend the ideas of community detection to identify the “best” division(s) over a range of network scales (“resolutions”). We test \(s\) independent realizations of the system (“replicas”) over all relevant network scales by specifying different values of \(\gamma\) in Eq. \(3\). Networks with a weakly defined structure will result in more diverse solutions among the different replicas. Conversely, strongly defined structures will result in replica solutions that agree more strongly. When replicas represent time-separated configurations, a strong agreement among the replicas corresponds to consistent physical structures over time. The time separation between different snapshot can be tuned to find the corresponding pertinent structures for general time scales. The particular case of vanishing time separation corresponds to different representations of the same static system. See Fig. \(4\) In the particular case of vanishing time separation, we permute, for identical nodes (atoms), the numbers labeling the nodes within the network: this leads to replicas corresponding to different initial starting points for the algorithm described in Sect. \([4,12]\). [Another possibility now shown in Fig. \(4\) is that of replicas being different copies of the same system as it evolves in space-time (i.e., a replica not corresponding to a given snapshot of the system at a fixed time but rather monitoring the entire system as it evolves in space-time). This latter possibility will be alluded to in Appendix \([4]\).]

Within this framework, we identify the best resolution(s) by analyzing how well the independent replica solutions agree with each other in terms of information content \[52\]. See Fig. \(5\) for a schematic involving time separated replicas. Extremal correlated resolution(s) identify the best division(s) of the network. We apply the variation of information \((VI) V\) metric and the normalized mutual information \((NMI) I_N\) measure to evaluate the level of similarity among all pairs of the \(s\) replicas (see Appendix \([4]\)). Extrema correspond to locally stable solutions that remain locally unchanged for variations in the system scale. In the case of very stable system resolutions, local extrema can be replaced by plateaus in these information theory measures that indicate no change in the system solution over an extended range of resolution scales \(\gamma\) (as seen in the networks examined in \([62]\) and, in the appendix of the current work, in some crisp lattice systems analyzed in Appendix \([0]\)). We can further extract additional qualitative information about the “stability” of network partitions across a range of resolutions by examining the average number of clusters \(q\) \([50,51,55]\), mutual information \(I\) \([60]\, or the Shannon entropy \(H\) \([62,64]\).
Fig. 5. A depiction of our multiresolution algorithm using the replicas of Fig. 4(b) for a range of resolution parameters $\gamma$ in Eq. (3). We solve the set of replicas at each $\gamma_i$ after which we utilize the information measures in Appendix A, such as $I_N$ in the schematic, to measure the level of agreement among the replicas for each tested resolution. The NMI $I_N$ or VI extrema (or plateaus in some instances) indicate preferred (or more “stable”) resolutions.

Fig. 7. Panels (a) and (b) show the plots of information measures $I_N, V, H$, and $I$ and the number of clusters $q$ (right-offset axes) versus the Potts model weight $\gamma$ in Eq. (3). The ternary model system contains 1600 atoms in a mixture of 88% type A, 7% of type B, and 5% of type C with a simulation temperature of $T = 1500$ K which is well above the glass transition for this system. At this temperature, there is no resolution where the replicas are strongly correlated. See Fig. 6 for the corresponding low temperature case where the replicas are much more highly correlated at $\gamma \approx 0.001$.

4.3.1 Phase diagram of the community detection problem

Apart from trying to find the best possible division of communities in a particular system, we have also looked at the ease at which such a solution can be found. This further indicates when, physically, the system might be analyzed in terms of nearly decoupled communities and when it cannot. It also enables us, by varying the parameters and temperature to map out when a solution is present or not, to determine whether the solutions found can be trusted and are physically relevant.

When solving the system of Eq. (3) at non-zero temperature for a given network (i.e., for an atomic configuration that is held fixed), entropic effects can, on their own, lead to a transition as the temperature is increased [89]. This transition corresponds to a spin glass type transition for random systems capturing a transition from easy to hard computational problems. These transitions may
Fig. 9. Panel (a) is the full system cube, and panels (b) – (d) show three sample clusters (one distinct cluster each using periodic boundary conditions) within the simulation box. Note that the algorithm can identify structures beyond immediate short range neighbors.

also be standard equilibrium transitions for sufficiently regular systems – critical for several regular graphs (e.g., the square lattice viewed as a graph analyzed via a Potts model for $q \leq 4$ communities) or first order ($q > 4$ in the example above); for weak disorder, the latter transitions may be rounded off and further display signatures of Griffiths type behavior [101]. We briefly elaborate on this idea below. As illustrated in the examples analyzed in this work, spatially increasing low temperature structures in a supercooled liquid as well as correlation lengths in systems such as the Ising spin systems can be ascertained via our method. In a general decomposition of an interacting system into optimally decoupled groups of particles (“communities”), the partition function is approximated as

$$Z \approx \sum_{\{A\}} g(A) \prod_{c=1}^{q_A} z_c.$$ \hspace{1cm} (4)

Here, $z_c$ is the partition function as computed with the Hamiltonian of the entire system for the particles in community $c$, $g(A)$ is the frequency of obtaining a particular set of communities $A$ in a decomposition of the entire system into optimally disjoint communities, and $q_A$ is the total number of communities in the partition $A$. Thus, physical transitions or crossovers may, in this approximation, be related to transitions (or divergent scales) or crossovers in the communities found in $A$ themselves and/or phase transitions associated with the computational complexity of the community detection problem (as further manifest via the distribution of partitions $g(A)$) [59]. A decomposition of the type of Eq. (4) is exact for a (standard uniform) $q$ state Potts model ($H = -\frac{1}{2} \sum_{i \neq j} A_{ij} \delta_{\sigma_i, \sigma_j}$ where $A_{ij} = 0, 1$) wherein the interaction energy between spins in different clusters (with each cluster/community given by uniform value of $\sigma_i$) is identically zero ($\delta_{\sigma_i, \sigma_j} = 0$).

In Fig. 11 we plot a specific measure [62] of the computational complexity as a function of the density of energetically attractive inter-community links $p_{out}$ and temperature $T$ for a particular random graph. Within the solvable flat region (starting at low $p_{out}$ and $T$) the system can be effectively decomposed into decoupled elements, i.e., the partition function satisfies Eq. (4) with a well-defined set of partitions $\{A\}$. This region is separated by ridges of high complexity in which the community detection problem becomes exceedingly hard from the unsolvable region in which no sensible community detection occurs (weak thermal fluctuations aid the system in avoiding metastable states while large thermal fluctuations are detrimental). While the specific phase diagram boundaries were found with the Hamiltonian of our method (discussed next), the phase diagram changes little when other methods are used. In several simple cases the phase boundaries coincide with those of the known cases (e.g., the phase transition of the Ising model on the square lattice when investigated as a network with links representing the strength of the spin exchange).

Fig. 10. A depiction of some of the best clusters of the low temperature ($T = 300K$) ternary system at the peak replica correlation at feature (i) in Fig. 6. These clusters include overlapping node membership assignments where each node is required to have an overall negative binding energy to the other nodes in the cluster. The atomic identities are C (red), A (silver), B (green) in order of increasing diameters.
5 Multiresolution application to model glass formers

We assign edges between the nodes (atoms) with the respective weights based on the empirical pair-potentials given by Eqs. 1 and 2. Specifically, we calculate the potential energy $\phi_{ij}$ between each pair of nodes $i$ and $j$ in the system and then shift each value by a constant $\phi_0$ to obtain $\phi_{ij}' = \phi_{ij} + \phi_0$ (assuming that $\phi_{ij} \rightarrow 0$ as the distance between particles $i$ and $j$ tends to infinity ($r \rightarrow \infty$)). The shift $\phi_0 > 0$ is necessary for the community detection algorithm to properly partition the network of atoms since it provides an objective definition of which interatomic spacings are preferable for a well-defined cluster and which are preferred to be excluded from a cluster.

In our particular application here, we calculate the average potential energy of the system and set $\phi_0 = -\phi_{\text{avg}}$. For use in Eq. 3, we define an edge with a weight $A_{ij} = -\phi_{ij}'$ between nodes $i$ and $j$ if $\phi_{ij} < 0$, and we weight any missing links (or “repulsive edges”) by $B_{ij} = \phi_{ij}'$ if $\phi_{ij} \geq 0$. We then solve both model systems over a large range of $\gamma$ using $s = 12$ replicas and $t = 10$ optimization trials per replica.

While $\phi_0 = -\phi_{\text{avg}}$ is an intuitive shift that accomplishes the goal of an objective cluster definition here, it is not an appropriate shift for some problems. For example, using $\phi_0 = -\phi_{\text{avg}}$ turns out to be problematic in some cases for lattice models. In a general setting, we examine a continuum of potential shifts $\phi_0$ and monitor extrema in the information theory measures as a function of both $\gamma$ in Eq. 3 and $\phi_0$.

In addition to the systems tested below, we applied the algorithm to various test cases including square, triangular, and cubic lattice structures. The algorithm is able to correctly identify the natural leading order scales (plaquettes and composites of plaquettes as “cascades” in the information theory correlations). Further testing involved two-dimensional defects (dislocations, interstitials, etc.) and domain walls in a lattice. Defects in triangular lattices occurred most frequently near cluster boundaries.

We also tested static configurations for the ternary model glass system where each replica is a model of the same configuration. There we detected structures in both low and high temperatures where the high temperature “structures” are more fragile (that is, harder to solve in the clustering problem). This corresponds to identifying relevant transient features in a dense liquid.

5.1 Ternary model glass results

In Figs. 6 and 7, panels (a) and (b) show the information theory based correlations (averaged over all replica pairs as in $\rho_{\text{out}}$) over a range of network resolutions. The lower temperature system at $T = 300$ K in Fig. 6(a) shows a peak NMI at $\gamma_{\text{best}} \approx 0.001$ where we include overlapping node memberships (the replicas are correlated on partitions), and Fig. 8 depicts an example of the full system partition. Fig. 9 shows some sample clusters within the simulation bounding box at resolution parameter value of $\gamma_{\text{best}} \approx 0.001$ where we include overlapping node memberships (the replicas are correlated on partitions), and Fig. 10 depicts additional samples of the best clusters. The corresponding high temperature ($T = 1500$ K) solutions have a much lower NMI at $\gamma_{\text{best}} \approx 0.001$ indicating significantly worse agreement among replicas. That is, one would expect that the high temperature system $T = 1500$ K is in a liquid state, so any observed features are not dynamically stable across all replicas (snapshots of the system over time). At $T = 300$ K, the best structures have consistent cluster sizes that are exclusively MRO.

The plateau regions for $\gamma > 10$ are similar to the LJ plot in Fig. 12 but in this system the NMI plateau is lower. In the high temperature case in Fig. 7, there are additional “almost-plateaus” for the range $0 \leq \gamma \leq 0.1$. These plateaus represent a region of structural transition, but we are not concerned with them because the replica correlations are very low.

5.2 Binary Lennard-Jones glass results

In Figs. 12 and 14, panels (a) and (b) show the data for the replica information correlations over a range of network resolutions. The lower temperature system at a temperature of $T = 5$ (in units of $k_B = 1$) in Fig. 8(a) shows a plateau in NMI at (ia) with a corresponding VI plateau at (ib) which are the local extrema ($V = 0$ is a trivial solution with only one cluster in this problem). Fig. 13 depicts a sample of the best clusters, including overlapping node memberships, at resolution (i) for $\gamma_{\text{best}} \approx 10^3$. The corresponding higher temperature solutions at $\gamma_{\text{best}} \approx 10^4$ (see Figs. 14 and 15) have a lower NMI (indicating a weak agreement among replicas). The dependence number of replicas (See Fig. 15) required to achieve high accuracy underscores the faint agreement between conflicting solutions and the high temperature complexity of the problem. Our identified structures for this LJ model system
are consistent in terms of the cluster sizes and are almost exclusively SRO configurations with simple adjunct-type atoms extending into the low end of MRO size structures.

6 Conclusions

Our method is a new and very general approach to determine the natural multi-scale structures of complex physical systems. We do not bias the expected configurations in any way. The required input is that of inter-particle interactions (or measured correlations as further detailed in Appendix N). Information theory extrema (including plateaus) between contending solutions give the different pertinent structures on all important length scales (lattice scales and correlation lengths) of the system in an unbiased unified way.

Apart from benchmarks on general networks and on lattices and spin systems with and without defects (see Appendices O, P, Q), to illustrate the feasibility of this approach, we focused in this work on structural glasses. The detection of structure in structural glasses is a heavily investigated hard problem. By the use of our method, we identified consistent SRO or MRO structures at temperatures below the glass transition in two different model systems. Notably, via the use of information theory correlations and extrema as a function of the Hamiltonian parameters therein (\(\gamma\) of our defining Hamiltonian of Eq. [3] and \(\phi_0\) of Sect. [5]), we are able to identify in an unbiased way all of the natural scales of the system. In more rudimentary approaches this needs to be introduced by hand (e.g., a cutoff on mode occupancy in spectral based glass formers. Our analysis evaluates structures in terms the potential energies (i.e., the internal binding energies of the clusters). This approach differs from some other methods of structural analysis that look strictly at the relative atomic positions. We briefly comment on the relation between our work and that of simpler mode analysis of the interactions—the latter have been indeed been used to detect a link between spatial structure and local dynamics [53,95]. Local heterogeneous dynamics was shown to be correlated with topological defects [99] and thus (as a consequence of [53,95]) with the system modes. (Indeed, a recent work [97] directly reaffirms such a connection.) Similarly, some old variants of graph partitioning methods such as direct spectral clustering [98,99] as well as community detection employ a normal mode analysis [72]. Indeed, a method based on particle dynamics in high dimensions enabled multi-scale community detection [72]. Other different yet conceptually related approaches also include oscillator synchronization analogies [100,73].

In the above approaches, physical analogies were made. It is thus natural to suspect that the approach may inverted and that community detection will link spatial structure with dynamics in a broad class of physical systems where the physics based analysis of the interacting multi-particle system is hampered by the shear complexity of the problem. The current work indeed fleshes out this link in detail and introduces a method for the direct detection of general spatio-temporal structures in rather general physical systems. Notably, via the use of information theory correlations and extrema as a function of the Hamiltonian parameters therein (\(\gamma\) of our defining Hamiltonian of Eq. [3] and \(\phi_0\) of Sect. [5]), we are able to identify in an unbiased way all of the natural scales of the system. In more rudimentary approaches this needs to be introduced by hand (e.g., a cutoff on mode occupancy in spectral based
approaches) and it is not obvious how to determine all pertinent structures of a complex physical system.

Our approach identifies MRO as the dominant feature of our ternary model glass former with no strongly defined SRO. In contrast, the LJ system shows a largely SRO structure with adjunct atoms that create near-MRO structures. Compounding the changes in structure that we find by analyzing the atomic system at different temperatures and minimizing the energy function to determine the optimal division into clusters, there are also entropic effects. The distribution of optimal partitions becomes wider and less pronounced due to these effects as the temperature increases. This is a validation of our arguments in Sect. 4.3.1.

On a lattice, plateaus in information theory correlation steps correspond to a cascade of structures starting from the smallest dyads of nodes, to basic plaquette structures (square, triangle, etc.), and growing ever larger (two joined plaquettes etc.). In Ising spin systems at different temperatures on a square lattice, the domains of “+” and “−” spins are separated from one another by domain walls. The information theory plateaus correspond similarly to the cascade of small plaquette structures found on the lattice itself (i.e., the single plaquette, two joined plaquettes etc.) up to a cutoff scale set by the domain wall. This is sensible since no clear structure is found beyond the domain length scale. The largest fluctuations occur at the boundaries between different domains. These domain walls are directly attained by the extrema (those corresponding to the maximum in VI). Physically, they correspond to the scales at which the largest fluctuations occur, where the large fluctuations lead to poor information theory correla-

![Fig. 14. Panels (a) and (b) show the plots of information measures $I_N$, $V$, $H$, and $I$ and the number of clusters $q$ (right-offset axes) versus the Potts model weight $\gamma$ in Eq. (3). The LJ system contains 2000 atoms in a mixture of 80% type A and 20% type B (Kob-Andersen binary LJ system) with a simulation temperature of $T = 5$ (energy units) which is well above the glass transition of $T_\alpha \approx 0.5$ for this system. At this temperature, the replicas are significantly less correlated than the corresponding low temperature case in Fig. 12.](image)

![Fig. 15. A sample depiction of dispersed clusters for the LJ system Eq. (2) at a temperature of $T = 5$ (in units where $k_B = 1$). The shown clusters correspond to the multiresolution plot in Fig. 14 at value of the resolution parameter of $\gamma = 10^4$. These clusters are a sample of high temperature counterparts to the low temperature clusters in Figs. 12 and 13. Panels (a) and (b) show a more typical example of dispersed clusters at a number of replicas $s = 10$. In some cases, the identified high temperature clusters can be more compact, but not densely packed. Panels (c) and (d) provide sample solutions for $s = 20$ replicas. An increasing replica ($s$) number (and generally also trial ($t$) number, see text) required to achieve better solutions is indicative of a greater computational complexity of the system. Physically, a larger time is required for the system to realize better clusters under ideal conditions (in the absence of quenching and any relaxation time constraints). The sparsity of the identified clusters in this high temperature system is generally consistent across all clusters in the network solution. (This lies in contrast to the more compact and more strongly correlated structures found at low temperatures.)](image)
correlations among the independent replicas in our multisolution algorithm. The mutual information $I(A, B)$ between community divisions $A$ and $B$ is

$$I(A, B) = \sum_{i=1}^{q_A} \sum_{j=1}^{q_B} n_{ij} \log \left( \frac{n_{ij}N}{n_i n_j} \right).$$

$q_A$ and $q_B$ are the number of communities in divisions $A$ and $B$, $n_i$ and $n_j$ are the number of nodes in communities $i$ and $j$, and $n_{ij}$ is a “confusion matrix” that identifies the number of nodes in community $i$ of partition $A$ that are found in community $j$ of partition $B$. For a single community division $A$, we can determine the self mutual information by $H(A) = I(A, A)$ which is identically equal to the Shannon entropy. We use base 2 logarithms.

We calculate the variation of information $V(A, B)$ by

$$V(A, B) = H(A) + H(B) - 2I(A, B).$$

The range for $VI$ is $0 \leq V(A, B) \leq \log N$. The normalized mutual information $I_N(A, B)$ is

$$I_N(A, B) = \frac{2I(A, B)}{H(A) + H(B)}.$$  

The range for $NMI$ is $0 \leq I_N(A, B) \leq 1$. The NMI and $VI$ afford slightly different perspectives on the replica correlations in the multisolution analysis above.

These information measures are based on the cluster definitions and are not directly related to a thermodynamic entropy. The replica correlation measures could be improved by incorporating information about the assigned “overlapping” configurations (nodes may belong to more
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A Information theory measures

We utilize the variation of information [76] and normalized mutual information to measure the strength of the
than one cluster) such as in Ref. [92], by modifying the measures to account for the fact that same-type atoms are indistinguishable in this type of a model, or by utilizing a thermodynamic entropy since we are dealing with a physical system in the current application.

An inverted PE model fits the above criterion, and it would at first appear to be conceptually consistent with a model based on the relative pairwise squared node displacement (SND) model. For both cases, small deflections about the minimum still indicate a good, even if not optimal, configuration corresponding to the intuitive notion of a bound cluster. However, the SND model would cause a perfect crystal to be identified as a single contiguous cluster. The PE would not have this effect since more distant nodes have a much lower potential energy. In effect, the PE model could identify the smaller scale units in a perfect crystal that the SND model could not isolate.

Another intuitive edge model for bound clusters is related to the attractive force that one may expect to exist between constituent elements of a physical cluster. Of course, the system forces still cause the formation of a crystalline ground under the appropriate conditions, but the forces dictate the system’s physical dynamics over time where the PE model (more) directly indicates the relevant ground state(s). Forces with a minimum such as the LJ model in Eq. (2) would be zero at the optimal ground state configuration (ideal crystal state), and the maximum force would be at a larger radius \( r \) than the PE minimum. While a force model of edge weights is also intuitive, it would correspond to (perhaps slightly) different clusters in a physical system compared to clusters derived from a PE model because the community detection Hamiltonian is extremized at different radii.

This discussion of the subtle differences between the edge models leads to the natural question of which is the “best” physical cluster model. Another perspective is that the different edge weight models simply answer different questions. We have selected the PE definition since it best corresponds to the ideal ground state of the system in our pairwise interaction model. We then infer the best local clusters within configurations in local (frustrated) equilibrium (in the solid systems).
C MRO and structure factor pre-peaks

One experimental approach to ascertain MRO is to look for “prepeaks” in the scattering data. That is, one can look for lower amplitude peaks in the structure factor $S(q)$ which precede the dominant $S(q)$ peak for wavenumbers $q$. While the approach may capture general MRO structures, it is possible to have MRO structures without significant pre-peak(s) in the structure factor plot.

We illustrate the basic premise of this statement with an elementary example – that of a random arrangement of crystallites. Even though the Fourier transform of the mass density in each individual crystallite has sharp peaks at the reciprocal lattice vectors corresponding to these small crystallites, the structure factor obtained from the entire system may have these peaks vanish. We may, for instance, denote the locations of the centers of mass of individual grains $i$ by $R_i$, and denote the location of individual atoms $j$ in each grain with respect to its center of mass by $r_j$. In that case, the structure factor is

$$S(k) = \sum_{R_i} \sum_{r_j \in i} \exp[i k \cdot (R_i + r_j)].$$  (8)

Within each individual grain on its own,

$$S_i(k) = \sum_{r_j \in i} \exp[i k \cdot (R_i + r_j)].$$  (9)

will be sharply peaked about the corresponding reciprocal lattice vectors of grain $i$. However, the complete sum,

$$S(k) = \sum_{R_i} \exp(i k \cdot R_i) S_i(k),$$  (10)

may vanish if the relative distances between the different crystallites are random and lead to phases $\exp(i k \cdot R_i)$ which obliterate the signatures of order in the individual $S_i(k)$.

D Overlapping nodes between different communities

We wish to account for the possibility of a given atom being connected to more than one physical cluster. For example, in a cubic lattice, each atom participates in the local structure of multiple unit cells. In community detection, this corresponds to allowing “overlapping” community memberships where a node can be a member of more than one community. To accomplish this task, we select the lowest energy partition at the best resolution(s) of the model network [i.e., value(s) of $\gamma$ in Eq. (3) corresponding to extrema in $I_N$ or $V$].

First, we fix the initial node memberships including the number of communities $q$. We then sequentially iterate through the community memberships of each node and make changes according to the following: (1) place the node in any additional (non-member) clusters to which it is bound (a negative energy contribution), or (2) remove the node from any member clusters (except for the original membership) in which the current net energy contribution is positive. This process iterates through all nodes as many times as necessary until no node additions or removals are found. The total computational cost is slightly higher than the initial partitioning cost in Sect. 4.2 due to the multiple allowed memberships. See also [92] for another method that allows overlapping multiscale network analysis in a general fashion.

E Potential shift in the ternary metallic glass

In Fig. 15, we show the NMI correlations for a range of potential shifts $\phi_0$ and the Potts model weights $\gamma$ using $s = 12$ replicas and $t = 10$ trials for all data. The NMI peaks are roughly constant over a range of $\phi_0$ for the ternary metallic glass up to $\phi_0 = 0.1$ (the A-A interaction minimum $\phi_{\text{min}} \simeq 0.24$ eV).

F Time correlations in the ternary model glass

In Fig. 17, we show the NMI correlations for a range of separation times $t_s$ between replicas (units are in MD time steps) and the Potts model weights $\gamma$ using $s = 12$ replicas and $t = 10$ trials for all data. This plot intuitively shows that the correlations weaken as we increase the separation.
time between replicas, we examine the correlations as a function of \( t_s \) and \( \gamma \) which allows us to determine the most important time scale(s) (or relative equivalence). See Fig. 6 for the corresponding 2D plot using \( t_s = 1000 \), and the static limiting case is shown explicitly in Sect. K.

**G Time correlations in the binary LJ glass**

In Fig. 18 we show the NMI correlations for a range of separation times \( t_s \) between replicas (units are in MD time steps) and the Potts model weights \( \gamma \) using \( s = 12 \) replicas and \( t = 10 \) trials for all data. This plot shows that the correlations weaken only a little as we increase the separation time between replicas up to 10 000 MD time steps. Through varying the time step between replicas, we examine the correlations as a function of \( t_s \) and \( \gamma \) which allows us to determine the most important time scale(s) (or relative equivalence). See Fig. 6 for the corresponding 2D plot using \( t = 1000 \), and the static limiting case is shown explicitly in Sect. K.

**H An optimization effect in the binary LJ glass**

In Fig. 19 we show the NMI correlations for a range of optimization trials \( t \) for \( s = 12 \) replicas and the Potts model weights \( \gamma \). The plots show that the number of trials \( t \) has a small effect on the overall accuracy of the solution for either temperature \( (T = 0.01 \) or \( 5) \), but the effect is slightly more pronounced in the higher temperature \( T = 5 \) case. See Figs. 12 and 13 for the corresponding 2D plots using \( s = 10 \).

The high temperature clusters are generally much more dispersed. See Fig. 15 for sample clusters using \( t = 10 \) and 20 at \( T = 5 \) where the clusters correspond to the multiresolution plot in Fig. 14 at \( \gamma = 10^4 \). The corresponding low temperature clusters are analyzed Fig. 12 and presented in Fig. 13. Panels (a) and (b) in Fig. 15 display the typical case of dispersed clusters at \( t = 10 \). In some instances, the high temperature clusters can be more compact, albeit not densely packed, where panels (c) and (d) show two examples at \( s = 20 \). The clusters that are identified are generally consistent in terms of sparseness across all clusters in the solution. The frequency of occurrence of the more compact high temperature clusters, and its dependence on the level of optimization, is a subject for further study.

Fig. 21. The best clusters found for the peak \( V \) for the replica correlation within the high temperature LJ system (see text). These clusters include overlapping node membership assignments where each node is required to have a overall negative binding energy to the other nodes in the cluster. The peak in the variation of information \( V \) generally correlates with the scale on which fluctuations are the largest. The atomic identities are B (silver) and A (red) in order of increasing diameters. The diffuse objects found at high temperatures are no longer as compact as at lower temperatures. The normalized mutual information at the peak \( V \) is also correspondingly lower than that for the low temperature system.

Fig. 22. Plots of the variation of information \( V \) between replica pairs as a function of the resolution parameter \( \gamma \) for several system sizes in a LJ simulation (see Sect. 3.2). Panels (a), (b), and (c) use \( N = 2000 \), \( N = 4000 \), and \( N = 8000 \), respectively. Note that the value of \( \gamma \) corresponding to the peak \( V \) scales downward with the system size (larger structures) which may indicate that it is correlated to a diverging length scale.
I Multiresolution VI maxima in the LJ system

In Fig. 12, we show the multiresolution correlations as a function of the Potts model weight $\gamma$ for a LJ system of $N = 2000$ nodes using $s = 12$ replicas and $t = 10$ trials for all data. The value of $\gamma$ corresponding to the peak in $V$ corresponds to the “maximum complexity” of the energy landscape which is often correlated to the system size (see Appendix 3). Fig. 20 shows a sample of the best clusters corresponding to the VI peak which are roughly 300 atoms in size (7 – 8 atoms in diameter) which is approximately 1/7 of the size of the system. Fig. 21 shows some corresponding high temperature $T = 5$ clusters which we note are approximately twice the size ($n \simeq 600$ nodes) and more dispersed.

As an additional note, we remark that, intuitively, one would expect that the VI maxima are directly related to the NMI minimum in this region of $\gamma$. This is not the case in this region because the VI metric does to zero as the network collapses to one cluster. It is rapidly shifting from a region of maximum complexity at a peak VI value, where most of the information comes from the sum of the Shannon entropies $H(A)$ and $H(B)$, for two partitions $A$ and $B$, to minimum complexity at a value of $V = 0$. NMI has a different behavior here, as the ratio $I_N = \frac{2I(A,B)}{[H(A)+H(B)]}$, because the mutual information between different replicas becomes smaller and approaches zero as the system collapses into larger communities. The low temperature LJ system in Fig. 12 shows a transitional very low peak in NMI which corresponds to a near bisection of the system. However, in this case the overlapping cluster configurations collapse to the entire system.

|   | $a_0$  | $a_1$  | $a_2$  | $a_3$  | $a_4$  | $a_5$  |
|---|--------|--------|--------|--------|--------|--------|
| AA | 2.11*  | 9.49*  | -32.9* | 3.06*  | -10.6* | 6.20*  |
| AB | 1.92*  | 17.4*  | -10.9* | 3.05*  | -4.68* | 3.48*  |
| AC | 2.38*  | 8.96*  | -14.9* | 3.11*  | -3.88* | 4.38*  |
| BB | 2.01*  | 4.95*  | -5.01* | 2.74*  | -2.26* | 3.00*  |
| BC | 1.88*  | 8.00*  | -3.42* | 2.53*  | -1.25* | 3.00*  |
| CC | 2.75*  | 15.3*  | -6400* | 2.38*  | -1.69* | 8.71*  |

Table 2. Fit parameters for Eq. (1) obtained from fitting configuration forces and energies to ab-initio data [83][84]. The units of the parameters are such that given $r$ in A, $\phi(r)$ is in eV. The same-species (*) data is different from Table 4.
Fig. 25. Panels (a) and (b) show the plots of information measures $I_N$, $V$, $H$, and $I$ and the number of clusters $q$ (right-offset axes) versus the Potts model weight $\gamma$ in Eq. (3). As in Sect. 5.2, this LJ system contains 2000 atoms in a mixture of 80% type A and 20% type B with a simulation temperature of $T = 0.01$ (energy units) which is well below the glass transition for this system. In this test, we use a single static “snapshot” of the system. This low temperature system has a higher overall level of correlation among the replicas than the high temperature case in Fig. 25 and the overall results are very similar to what was observed for the time separated replicas in Fig. 12 in Sect. 5.2. See Fig. 27 for a sample of some of the best observed clusters.

J Finite size effects in the LJ system

In Fig. 22 we show the VI correlations as a function of the Potts model weight $\gamma$ for several system sizes of $N = 2000$, $N = 4000$, and $N = 8000$ in panels (a), (b), and (c), respectively. We also used $s = 12$ replicas and $t = 10$ trials for all data. The value of $\gamma$ corresponding to the peak in $V$ scales downward with the system size (larger structures) indicating that the maximum fluctuations are scaling with the size of the simulation box. In the limit of an infinite size simulation box, the VI peak would tend to $\gamma = 0$.

K Static Multi-resolution analysis on ternary model glass

The inter-replica NMI/VI correlations change with the time separation interval between the replicas where the longer time separations intuitively result in poorer correlations. The other limiting case is for a static analysis of the system. Thus, we are interested in determining what our multiresolution analysis finds when we examine a single-time snapshot of the system. A single snapshot may, potentially, capture a transient feature of the system. This is illustrated in panel (a) of Fig. 4 in which the time separation between different replicas is set to zero. We applied the same algorithm as in Sect. 4 except that all replicas correspond to the same system time, and we solved the systems with $s = 8$ replicas and $t = 4$ trials per replica. In Figs. 23 and 24 our analysis identifies a static length associated with the instantaneous configuration. At both high and low temperatures, the static multi-resolution analysis display information extrema at low $\gamma$ (large spatial scales). The higher temperature system displays weaker correlations with sparser structures whereas the structures of the low temperature system display more significant correlations (and more compact structures). As seen in Figs. 23 and 24 the high temperature system displays weaker correlations in the vicinity of the peak NMI than those of the low temperature system. That is, the high temperature solutions require more effort to solve accurately (there are far more metastable minima and more trials are required in order to find better contending solutions). (A similar occurrence was found for the high temperature LJ system in Fig. 15.) The solved clusters (not depicted) are comparable to those identified for the time-separated replicas in Sect. 5 for both system temperatures.
Fig. 27. A depiction of some of the best clusters for the peak replica correlation in the static system of Fig. 25. These clusters include overlapping node membership assignments where each node is required to have an overall negative binding energy to the other nodes in the cluster. The atomic identities are A (red) and B (silver).

L Static Multi-resolution analysis on LJ glass

As in Appendix K for the ternary system, we further tested a static version of the binary LJ model where the results are similar to the dynamic case in Sect. 5.2 both in the MRA plot and the resulting clusters. A notable exception is that the distinction between the high and low temperature cases becomes more subtle in the multiresolution plots.

We applied the same algorithm as in Sect. 4 except that all replicas correspond to the same system time, and we solved the systems with \( s = 12 \) replicas and \( t = 10 \) trials per replica. In Figs. 25 and 26, we show our multiresolution analysis associated with the instantaneous configurations. These two static plots are similar, but the high temperature case has slightly weaker correlations (lower NMI peak and higher VI minimum). In Figs. 25 and 26 where we use time separated replicas, the contrast in the MRA plots at different temperatures is stronger. Fig. 27 shows a sample of the best clusters in the low temperature case which are comparable to those identified for the time-separated replicas in Fig. 13 in Sect. 5.2.

M An analysis of yet another ternary system

In Figs. 28 and 29, we repeat the analysis of Sects. 5.1 and 5.2 for an alternate ternary model glass system (Al1Fe). In particular, we use the best parameter fit for the same-species interactions that are tabulated in Table 2 as opposed to implementing the GPT \[85\] as used in Figs. 6–10 and tabulated in Table 1. A plot of the alternate potentials is shown in Fig. 30. These interactions conform to those.

The lower temperature system at \( T = 300 \) K in Fig. 25(a) shows a peak NMI at \((i)\) with a corresponding VI minimum at \((ib)\). Following Sect. 5.1, Fig. 31 depicts a sample of the best clusters at \( \gamma_{best} \approx 0.001 \) where we include overlapping node memberships (the replicas correlations are calculated on partitions). We used \( s = 12 \) replicas and \( t = 20 \) trials per replica. The corresponding \( T = 1500 \) K high temperature solutions have a much lower NMI at \( \gamma_{best} \approx 0.001 \) indicating very poor agreement among the replicas. At \( T = 300 \) K, the best structures have consistent cluster sizes that are MRO or a little larger which are generally larger than \( 1/2 \) the simulated system width. Therefore, it would beneficial to test the consistency of the clusters in a larger system requiring a substantially longer computational time.

In this system the NMI plateau at \( \gamma > 100 \) is actually higher than the configuration at \((i)\), but the clusters are almost exclusively small \((n \approx 5 \) nodes\) and are not completely contiguous. The distinction in the results between the different potential models is likely due to the longer range Al-Al minimum in the ab initio potential parameter fit data as compared to the GPT \[85\] minimum.

Fig. 28. Panels (a) and (b) show the plots of information measures \( I_N, V, H, \) and \( I \) and the number of clusters \( q \) (right-offset axes) versus the Potts model weight \( \gamma \) in Eq. 3. The ternary model system contains 1600 atoms in a mixture of 88% type A, 7% of type B, and 5% of type C with a simulation temperature of \( T = 300 \) K which is well below the glass transition for this system. This alternate system uses the best fit parameter data for the same-species interactions as opposed to the pseudo-potential interaction used in Figs. 6–10. This system shows a locally preferred resolution as evidenced by the information extrema at \((i)\) in both panels. A set of sample clusters for the best resolution at \( \gamma = 0.0001 \) is depicted in Fig. 31. The region for \( \gamma > 100 \) actually has a higher correlation, but the clusters are very small \((n \approx 5 \) nodes\) and somewhat dispersed.
ordering are of extreme interest. Atomic configurations that are consistent with the experimentally determined scattering data for liquid Zr$\text{Pt}$ at 250 K below the liquid were generated using conventional Reverse Monte Carlo (RMC) methods\cite{108,109,110}. The result of analysis uses unconstrained RMC which may or may not emulate the precise microscopic structure. We then analyzed a representative system with $N = 7500$ nodes using the algorithm outlined in Sect. 4.3.

Specifically, we analyze the system as a static model. That is, each replica is based on the one particular system representation since the data is obtained by RMC methods rather than by a dynamical simulation. The multi-resolution analysis (MRA) is seen in Fig. 32. A few of the relatively uniform large clusters are shown in Fig. 33 where each cluster is approximately 700 – 800 atoms in size. Interestingly, the ZrPt system shows a well-defined secondary MRA NMI peak near $\gamma \simeq 1$. Although the peak NMI value has a poor overall correlation among the replica solutions (low $I_N$), it is notable that the system displays this secondary peak since it is entirely absent in the LJ binary liquid results in Sect. 5.2.

O Multiresolution application to lattice systems

We define several uniform lattices systems for the purpose of comparing the results to the model glasses where we use relatively small systems for presentation purposes. We would normally just treat respective model networks as unweighted networks, but here we wish to maintain a consistent analysis across all systems in the paper, so we further apply a “potential” shift $\phi_0$ which corresponds to

![Fig. 29. Panels (a) and (b) show the plots of information measures $I_N$, $V$, $H$, and $I$ and the number of clusters $q$ (right-offset axes) versus the Potts model weight $\gamma$ in Eq. (5). The ternary model system contains 1600 atoms in a mixture of 88% type A, 7% of type B, and 5% of type C with a simulation temperature of $T = 1500$ K which is well above the glass transition for this system. This alternate system uses the best parameter fit for the same-species interactions as opposed to the pseudopotential interaction used in Figs. 6 – 10. At this temperature, there is no resolution where the replicas are strongly correlated. See Fig. 28 for the corresponding low temperature case where the replicas are much more highly correlated at $\gamma \simeq 0.001$.](image1)

![Fig. 30. A plot of the model potentials for our three-component model glass former (see Fig. 1) using the fit data in Table 2. We indicate the atomic types by “A”, “B”, and “C” which are included with mixture ratios of 88%, 7%, and 5% respectively. The units are given for a specific candidate atomic realization (AlYFe) discussed in the text. Here, we apply the ab initio fit data for the same-species interactions, as opposed to the GPT model from Table 1 in Fig. 2.](image2)
A depiction of some of the best clusters for the peak replica correlation at feature (i) in Fig. 6. These clusters include overlapping node membership assignments where each node is required to have an overall negative binding energy to the other nodes in the cluster. The atomic identities are C (red), A (silver), B (green) in order of increasing diameters. These clusters are generally larger than 1/2 of the simulated system width; therefore, it would be beneficial to test their consistency in a larger simulation (requiring substantially longer computational time).

Fig. 32. A plot for the multiresolution analysis of a binary Zr$_{80}$Pt$_{20}$ system at 250 K below the liquidus. Atomic configurations were generated using conventional RMC methods that are consistent with the experimentally determined scattering data for liquid Zr$_{80}$Pt$_{20}$ at 250 K below the liquidus. The plot shows a poorly correlated, but nevertheless well-defined, peak in NMI near $\gamma \approx 1$.

We allow zero energy moves for the lattice solutions and perform a more strenuous optimization using $s = 20$ replicas and $t = 40$ trials. These representative networks result in “imperfect” tilings of the favored local structures due to the constraints imposed by the perfect symmetry in the Hamiltonian and by the local solution dynamics. In the depictions, different colors represent distinct clusters (best viewed in color) and edges between clusters are made partially transparent as a visualization aid. No overlapping nodes are assigned in the lattice depictions.

O.1 Square lattice

We define a uniform, initially unweighted, square lattice with $N = 400$ nodes. Edges are assigned to each neighbor in the $x$ and $y$ directions with periodic boundary conditions. The “potential” shift is $\phi_0 = 0.97995$. We then perform the same multiresolution analysis to the graph as in the previous systems. In Fig. 34, we see that there are three dominant plateaus in the information measures.

Except for the plateaus, the overall multiresolution pattern resembles the LJ system in Fig. 5.2, except for the presence of the plateaus in the lattice plot, which suggests that the LJ system is “more ordered” than the metallic glass model. However, a purely random graph also shows a similar pattern, including a plateau, which indicates that there may exist an analogy between purely “random” and perfectly “ordered” systems in our analysis. However, these data are not alone sufficient to be conclusive.

We select a configuration at $\gamma = 60$ corresponding to the center plateau. The lattice is depicted in Fig. 35 with $q = 120$ clusters of 78 squares, 4 triads, and 38 dyads. At this resolution, the square dominates the configuration which shows that our algorithm is able to isolate the basic unit cells of the lattice in a natural fashion.

The plateau for $\gamma \geq 100$ corresponds to essentially all dyads, and the plateau for $\gamma \leq 30$ corresponds to a mixture of dyads, squares, and tight six-node configurations.
(a square plus two adjacent nodes). The lower $\gamma$ plateau favors the six-node configuration in terms of the cluster energies, but the larger features are even more difficult with which to tile the lattice than for squares.

Fig. 34. The multiresolution analysis of a square lattice with periodic boundary conditions. Neighbors have an initial weight of $A_{ij} = 1$ and non-neighbors have an initial weight of $B_{ij} = 1$. We further apply a “potential” shift of $\phi_0 = 0.97995$ in order to be consistent with our previous analysis on glasses. There are three distinct plateaus in the information measures. A depiction of the system at $\gamma = 60$ for the center plateau is shown in Fig. 35. The multiresolution plot is seen in Fig. 34. We use the algorithm described in the paper at $\gamma = 60$ to solve the system. To aid in visualization of the clusters, neighbor links not in the same cluster are made partially transparent. In this configuration, there were $q = 120$ clusters with 78 squares, 4 triads, and 38 dyads which indicates that square configuration dominates the partition, and it shows how our algorithm can naturally identify the basic unit cells of the square lattice.

Fig. 35. A partition of a square lattice with periodic boundary conditions. The corresponding multiresolution plot is seen in Fig. 34. We use the algorithm described in the paper at $\gamma = 60$ to solve the system. To aid in visualization of the clusters, neighbor links not in the same cluster are made partially transparent. In this configuration, there were $q = 120$ clusters with 78 squares, 4 triads, and 38 dyads which indicates that square configuration dominates the partition, and it shows how our algorithm can naturally identify the basic unit cells of the square lattice.

### O.2 Triangular lattice

Similar to the square lattice we define a uniform, initially unweighted, triangular lattice with $N = 400$ nodes. Edges are assigned to each triangular neighbor using periodic boundary conditions. The “potential” shift is $\phi_0 = 0.969925$. We again perform the same multiresolution analysis to the graph with the results shown in Fig. 36. There are three dominant plateaus in the information measures; and the overall multiresolution pattern resembles both the square lattice and the Lennard-Jones systems except for the presence of the plateaus here.

We select a configuration at $\gamma = 50$ corresponding to the “left” plateau. The lattice is depicted in Fig. 37 with $q = 104$ clusters of 17 triads, and 86 “diamonds”, and 1 five-node cluster. The five node cluster is a result of a preference being given for an isolated node to join a diamond as opposed to forming its own single-node cluster. At this resolution, the diamond configuration dominates.

Two plateaus to the right of $\gamma \gtrsim 65$ are both strongly dominated by triads of nodes. The distinction between the two is that the central plateau favors an isolated node joining a triangle, to form a rare diamond, rather than forming its own single-node cluster. Together, the different plateaus show that our algorithm is able to isolate the basic unit cells of the lattice in a natural fashion.

### O.3 Cubic lattice

We further define a uniform, initially unweighted, cubic lattice with $N = 1000$ nodes. Edges are assigned to each neighbor in the $x$, $y$, and $z$ directions using periodic boundary conditions. The “potential” shift is $\phi_0 = 0.987988$. We perform the same multiresolution analysis to the graph as in the previous systems where the results are summarized in Figs. 38 and 39.

Out of $q = 177$ clusters, we identified 66 squares, 51 six-node configurations (square plus two adjacent nodes), 45 cubes, and 15 other assorted configurations smaller than cubes. At $\gamma \approx 50$, the cube is the preferred cluster in terms of the cluster energy, but they consist of only slightly more than 25% of the clusters because the large cube configuration is more difficult to identify due to the perfect network symmetry and local constraints imposed by the evolution of the community structure during the algorithm dynamics. The “middle” plateau represents a square-dominated region (201 out of 294 clusters are squares), and the “right” plateau consists of dyads of neighbor nodes almost exclusively.
Fig. 36. The multiresolution analysis of a triangular lattice with periodic boundary conditions. Neighbors have an initial weight of $A_{ij} = 1$ and non-neighbors have an initial weight of $B_{ij} = 0$. We further apply a “potential” shift of $\phi_0 = 0.969925$ in order to be consistent with our previous analysis on glasses. There are three distinct plateaus in the information measures, but the latter two are closely related (see text). A depiction of the system at $\gamma = 50$ for the left plateau is shown in Fig. 37.

P Multiresolution application to a 2D Ising lattice

We define two-dimensional square lattice of Ising spins using the Hamiltonian

$$H = -\sum_{ij} \sigma_i \sigma_j$$

for all pairs of neighbor spins $i$ and $j$. Neighbors with the same spin have an initial weight of $A_{ij} = 1$, neighbors with opposite spins have an initial weight of $B_{ij} = 1$, and non-neighbors have an initial weight of $B_{ij} = 0$. There is an unavoidable inherent discontinuity in defining the interactions for the Ising system (only neighbors can interact) and the continuous systems elsewhere in this paper (all pairs of nodes interact). With this caveat, we analyze this Ising system according to the same multiresolution analysis, and we then compare the results to the other tested Ising systems according to the same multiresolution analysis, and we then compare the results to the other tested Ising systems.

We could effectively treat the above Ising interactions using an unweighted network model since we can factor out the weight, but we again wish to maintain a consistent analysis across all systems in this paper. With this in mind, we further apply the average “potential” shift $\phi_0$ which varies on each defined network and which corresponds to the negative of the average weight over all pairs of nodes (including non-neighbors). We allow zero energy moves for the solution dynamics. No overlapping nodes are assigned in the lattice.

In Fig. 40 there are two main plateaus for $\gamma \gtrapprox 100$ and a noticeable configuration “shift” at $\gamma \simeq 100$. The “right” plateau for $\gamma \gtrapprox 500$ consists largely of same-spin dyads except where a given spin has no matching neighbors. The “middle” plateau for $100 \lesssim \gamma \lesssim 500$ corresponds to a “natural” grouping of medium size clusters. In Fig. 41 different colors represent distinct clusters (best viewed in color) and edges between clusters (neighbor spins with the same sign but that are in different clusters) are depicted in gray. Missing edges are not shown.

Here, the plateaus correspond to a cascade of structures starting from the smallest dyads of nodes, to basic plaquette structures (square, triangle, etc.), and growing ever larger (two joined plaquettes etc.). In Ising spin systems at different temperatures on a square lattice, the domains of “+” and “−” spins are physically separated from one another by domain walls. The plateaus here similarly correspond to the cascade of small plaquettes found on the lattice up to a cutoff scale set by the domain walls.

The domain walls are closely related to the maximum in VI (NMI displays a different, non-extremal, behavior where the standard deviation is large). Physically, they correspond to the scales at which the largest fluctuations occur where the large fluctuations result in poor information correlations between the replicas. Fig. 42 shows a sample depiction of the system at this VI peak. Correlation lengths are thus likely related to poorly correlated replicas best indicated by a VI maximum.
Q Multiresolution analysis of Lennard-Jones systems with elastic defects

We define a uniform lattice based on a two-dimensional Lennard-Jones system using the LJ potential in Eq. (2) where the lattice is constructed as the ideal ground state of the system using periodic boundary conditions. The main purpose is to check for consistency of our multiresolution method, but the lattice also allows us to perform a preliminary investigation of the behavior of our analysis in how it places lattice defects that are randomly inserted into the system. We used $s = 8$ replicas and $t = 8$ trials.

The ground state of the LJ system is given by a triangular lattice with a lattice constant that is equal to the distance that minimizes the LJ interaction between two atoms. We define a uniform triangular lattice with $N = 2943$ nodes where we create random “defects” by removing some nodes. Edges are again assigned and weighted according to the LJ potential in Eq. (2) applying periodic boundary conditions. (The “potential” shift is, as before, set to $\phi_0 = 0.969925$.) We perform the multiresolution analysis on the graph where the results are shown in Fig. 38.

Next, we select a configuration at $\gamma \simeq 31.6$ from the peak corresponding to the largest natural communities for this system at this specific lattice spacing. An example of the best lattice partition is depicted in Fig. 44. Defects appear to occur most likely near the boundary of neighboring communities.

R Multiresolution analysis in space-time

In addition to the potential interaction energies, we may model our multiresolution community detection analysis using the mechanical action

$$ S = \frac{1}{2} \int dt \left[ \sum_{i=1}^{N} M_i \left( \frac{dr_i}{dt} \right)^2 - \frac{1}{2} \sum_{i \neq j} \phi(r_i, r_j) \right]. \quad (12) $$

Here, $M_i$ is the mass of particle $i$ and $r_i(t)$ denotes its location as a function of time. As throughout, $\phi$ is the two particle interaction. Below, we refer to the case of a system in $D$ spatial dimensions. In a discretized form (allowing, in particular, for discrete time steps $\Delta t$ along the time axis), the action

$$ S = \sum_{\alpha\beta} W_{\alpha\beta} \quad (13) $$

with the nodes $\alpha$ and $\beta$ representing nodes in space-time and $W_{\alpha\beta}$ an effective “interaction weight” between them. Thus, we represent our physical system as a network embedded in $(D + 1)$ dimensional space-time. We extremize this action “$S$” corresponding to the Hamiltonian of Eq. (3). The spatial links are determined by $\phi(r_i, r_j)$ similar to before (apart from a sign inversion) while the links
parallel to the time axis are determined by the particle masses. As before, extrema of the information theory correlation pinpoint the natural structures and scales in the system. In this case, there is only one tuning parameter which is the typical speed of sound \(c\) (or an appropriate average of such speeds) in equilibrated solids.

**S Continuum elasticity about local minima and the shear penetration depth**

The focus of our article is on a detailed bona fide description of amorphous materials that invokes graph theory methods to ascertain general structure. The various examples shown have hopefully clearly outlined the strengths of our approach. In this section, we depart from this approach and outline a continuum formalism.

Continuum elasticity in regular solids does not assume detailed knowledge of the underlying atomic constituents. In this section, we follow suit and outline general considerations for amorphous solids. In an ideal crystalline system, any small deformation about the crystalline ground state will raise the energy in a harmonic manner. The increase of energy (for non-plastic deformations) is captured by

\[ \Delta E \propto \sum_{ij} \frac{1}{2} K_{ij} \Delta u_{ij}^2 \]

In Eq. (14), \(K_{ij}\) is a constant that describes the elastic constants of the material. Nothing prevents, in principle, the application of these considerations for deformation about local energy minima – as these pertain to an amorphous solid in a local energy minimum (an inherent structure as it would have pertained to supercooled liquids). In what briefly follows, we consider the harmonic expansion of Eq. (12) about such a local energy minimum state. We then review general considerations about “shear penetration depth” - the length scale on which the mediumreacts to shear. Earlier treatments considered the shear penetration depth in homogeneous media \([111][112]\). Here, we consider what may occur when replicating these considerations for deformations about a general non-uniform local ground state.

In what follows, we label the displacement of the \(i\)-th atom, \(u_i\) about its position in a given state, \(R_i\) by

\[ u_i = r_i - R_i. \tag{14}\]

In Eq. (14), \(r_i\) denotes the location of the displaced atoms. Henceforth, we consider a coarse grained description in which \(u\) is a field defined in the continuum. (That is, we replace the lattice indices \(i\) in Eq. (14) by continuous spatial coordinates \(x\).) The displacement vector \(u\) is a \(D\)-dimensional vector in real space. We apply field theoretic ideas introduced by \([113]\). In particular, we next follow the procedure of \([111][112]\) and write the corresponding action of the system in a manner similar to that of the energy of an anisotropic solid in \((D + 1)\) dimensions. We will label the time direction as the \(\alpha = 0\) direction and denote all spatial Cartesian coordinates by \(\alpha = 1, 2, \ldots, D\).
We will use Latin indices \( a = 1, 2, ..., D \) to label the spatial directions alone. In the continuum limit, expanding the energy to harmonic order about any local minima (inherent state), the action reads \([111,30]\),

\[
S = \frac{1}{2} \int d^Dx \int dt \partial^\alpha u^a \partial^\beta u^b C_{\alpha\beta ab}(x,t) \partial^\rho u^b. \tag{15}
\]

In Eq. (15), repeated indices are to be summed over. The quantities \( C_{\alpha\beta ab} \) derive from effective elastic moduli. In regular solids, \( C_{\alpha\beta ab} \) are space (and time) independent quantities. In an amorphous medium, however, \( C_{\alpha\beta ab}(x,t) \) are generally space (and time) dependent. The effective elastic constant \( C_{\alpha\beta ab} \) in Eq. (15) is set by the mass density, i.e., \( C_{00ab} = \rho(x,t) \). \([30][11][112]\) When \( \alpha \) and \( \beta \) both assume values between 1 and \( D \), the quantities \( C_{\alpha\beta ab} \) are set by the elastic moduli of the solid (e.g., the shear modulus \( \mu \)). The square root of the typical ratio between \( S_{\text{dist}} \) and \( S_{\text{dist}} \) is given by a typical speed of sound in the system \( c = O(\sqrt{\mu/\rho}) \).

One approach to defining defects such as dislocation and disclination in regular solids is to consider the net change in the displacement or local orientation associated with closed trajectories. Defect densities relative to a given inherent state may be defined in a similar way. More formally, we can dualize (via a Hubbard-Stratonovich transformation) the quadratic action of Eq. (15) and associate the dual fields with defect current densities in space-time. Replicating the analysis performed for regular solids in \([30][11][112]\) to amorphous solids with an invertible space-time dependent elastic moduli \( C_{\alpha\beta ab} \), we obtain the same result obtained for regular solids. Namely, dislocation and disclination current densities are given by

\[
J_\alpha^a = \epsilon_{\alpha\beta \lambda\rho} \partial^\lambda \partial^\rho u^a,
\]

\[
T_{\gamma\delta} = \epsilon_{\gamma\delta \lambda\rho} \partial^\lambda \omega^{a\beta}, \tag{16}
\]

with the local rotation given by

\[
\omega_{\alpha\beta} = \frac{1}{2}\epsilon_{\alpha\beta \lambda\rho} \partial_\lambda u^a.
\tag{17}
\]

The temporal direction (\( \alpha = 0 \)) components of these tensors are the usual (dislocation and disclination) defect densities of elasticity,

\[
\alpha^a_\alpha = \epsilon_{ijk} \partial^j \partial^k u^a,
\]

\[
\Theta^a_\alpha = \frac{1}{2} \epsilon_{ijk \epsilon \lambda \rho} \partial^j \partial^k \partial_\lambda \partial_\rho u^a. \tag{18}
\]

The condition of a divergence-less stress tensor (\( \sigma \)) in the absence of an applied force, enables us to write it as a curl of a gauge field,

\[
\sigma^a_\alpha = \epsilon_{\alpha\beta \lambda} \partial^\beta B^{a\lambda}. \tag{19}
\]

Elastic shear is mediated by the gauge field \( B \). When a plastic component of the displacement field \( u \) exists, it couples minimally to the stress-gauge fields via

\[
S_{\text{dist}} = \int d^Dx \int dt B^a_\alpha J_{\alpha a}. \tag{20}
\]

for the coupling between the dislocation currents and gauges. Mathematically, the structure is very similar to that in electromagnetism when currents couple minimally to gauge fields. Just as charges screen applied electromagnetic fields (as, e.g., in the Debye screening of plasmas), defect charges can screen the elastic shear. In the uniform medium, when a defect condensate (\( |\psi_0| \neq 0 \)) appears, it gives rise a screening of the elastic shear \([30][11][112]\), with a screening length set by

\[
\lambda_{\text{shear}} = \frac{c_T}{|\psi_0| \sqrt{\rho}}. \tag{21}
\]

In Eq. (21), \( c_T \) is the transverse sound velocity and \( \mu \) is the shear modulus. In the case of simple dilation of the elastic moduli when \( C_{\alpha\beta ab}(x,t) = w(x,t)K_{\alpha\beta ab} \) where \( K_{\alpha\beta} \) is a space-time independent tensor and \( w \) is a dilution function, the calculation of the elastic shear penetration depth can be replicated for the amorphous system to yield Eq. (21) when the quantities refer to the local values of \( \lambda_{\text{shear}}, c_T, \psi_0, \) and \( \mu \). A similar effect appears for general
space-time dependent elastic moduli \[114\] when considering elastic deformations about a local energy minimum. As is seen from Eq. (21), when the defect density tends to zero, the elastic shear penetration depth diverges

\[ \lambda_{\text{shear}} \to \infty \quad (22) \]

as the system becomes rigid throughout. In order to ascertain detailed shear response in a system, we may employ the shear stress correlation functions as link weights within our community detection algorithm. This is topic of a future study.

Fig. 43. A multiresolution analysis of a 2D triangular LJ lattice with periodic boundary conditions. Edges are weighted according the LJ potential in Eq. (2) (with a potential shift \( \phi_0 = 0.969925 \)). There are two preferred regions: a small peak on the left and a large plateau on the right, where the peak here corresponds to the largest possible “natural” clusters. The defects make only a small alteration to the multiresolution plot. A depiction of the system at \( \gamma \simeq 31.6 \) for the left peak is shown in Fig. 44.

Fig. 44. A depiction of a partition of a 2D LJ triangular lattice with periodic boundary conditions. The corresponding multiresolution plot is seen in Fig. 43. We use the algorithm described in the paper at \( \gamma \simeq 31.6 \) (the left peak) to solve the system. Our algorithm places defects generally near the boundary of the communities in order to minimize the energy cost of the defects in the community assignments.
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