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Abstract—Edge AI accelerators have been emerging as a solution for near customers’ applications in areas such as unmanned aerial vehicles (UAVs), image recognition sensors, wearable devices, robotics, and remote sensing satellites. These applications not only require meeting performance targets but also meeting strict area and power constraints due to their portable mobility feature and limited power sources. As a result, a column streaming-based convolution engine has been proposed in this paper that includes column sets of processing elements design for flexibility in terms of the applicability for different CNN algorithms in edge AI accelerators. Comparing to a commercialized CNN accelerator, the key results reveal that the column streaming-based convolution engine requires similar execution cycles for processing a 227 × 227 feature map with avoiding zero-padding penalties.
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I. INTRODUCTION

Convolution neural network (CNN), which has been applied to image recognition, is a kind of machine learning algorithm. CNN is usually adopted by software programs that are supported by the Artificial intelligence (AI) framework, such as TensorFlow and Caffe. These programs are usually run by central processing units (CPUs) or graphics processing units (GPUs) to form the AI systems which construct the image recognition models. The models which are trained by massive data such as big data and infer the result by the given data have been commonly seen running on cloud-based systems.

Hardware platforms for running AI technology can be sorted into the following hierarchies: data center bound system, edge-cloud coordination system, and ‘edge’ AI devices. These three hierarchies, computation ability, area size, and power consumption of hardware platforms from the data center to edge devices require different hardware resources and are exploited by various applications according to their demands. The state-of-the-art applications for image recognition such as unmanned aerial vehicles (UAVs), image recognition sensors, wearable devices, robotics, and remote sensing satellites belong to the third hierarchy are called edge devices. Edge devices refer to the devices connecting to the internet but near the consumers or at the edge of the whole Internet of things (IoT) system. This indicates the size of the edge devices is limited. They are also called edge AI devices when they utilize AI algorithms. The AI algorithm targeted in this paper is CNN.

The most important feature of these edge AI devices is the real-time computing ability for predicting or inferring the next decision by pre-trained data. For practicing CNN algorithms, CPUs and GPUs have been used a lot in the first two hierarchies of AI hardware platforms. Due to the inflexibility of CPUs and the high power consumption of GPUs, they are not suitable for power-sensitive edge AI devices. As a result, edge AI devices with limited power resources such as batteries require a new customized and flexible AI hardware platform to implement arbitrary CNN algorithms for real-time computing with low power consumption. To provide a flexible platform for edge AI accelerator targeting CNN algorithm, this paper proposed a column streaming-based convolution engine, inspired by [1] and [2]. The column streaming-based convolution engine does not only give out an efficient data stream but also provides configurable connections for PEs. Besides, in some filter-size cases, there are unused spare PEs. These spare PEs in the convolution engine are provided for flexibility to adapt arbitrary CNN algorithms.

The rest of this paper is organized as follows: Section 2 introduces the related works. Section 3 introduces the convolution neural network layers. Section 4 shows the column streaming-based convolution engine design and the key result. This section also contains the CNN mapping algorithm and shows the key components of the convolution engine. Conclusion and future works are summarized in section 5.

II. RELATED WORKS

For achieving the performance of AI algorithms, there are several design trends of a complete platform for AI systems, such as cloud training and inference, edge-cloud coordination, near-memory computing, and in-memory computing [3]. Currently, AI algorithms rely on the cloud or edge-cloud coordinating platforms, such as Nvidia’s GPU-based chipsets, Xilinx’s Versal platform, MediaTek’s NeuroPilot platform, and Apple’s A13 CPU [4]. As shown in [2][5], CPU and GPU are more suitable for data-center-bound platforms because CPU’s processing ability, GPU’s power consumption, and their system size do not meet the demand of low-power edge devices which are strictly power-limited and size sensitive [5].

When it comes to the edge-cloud coordination system, the second hierarchy, the network connectivity is necessary because these devices cannot run in the areas where is no network coverage. Data transfer through the network has significant latency, which is not acceptable for real-time AI applications such as security and emergency response [2]. Privacy is another concern when personal data is transferred through the internet. Power-sensitive edge devices require...
hardware to support high-performance AI computation with minimal power consumption in real-time. As a result, designing a reconfigurable AI hardware platform allowing adapting arbitrary CNN algorithms for low-power edge devices under no internet coverage is the trend. Besides ASIC, FPGA, a kind of reconfigurable architecture, is another choice. FPGA is in the category of fine-grained reconfigurable architecture (FGRA). FGRA contains a large amount of silicon to be allocated for interconnecting the logic together. This implies that FGRA impacts the rate for reconfiguring devices in real-time due to the larger bitstreams of instructions that are needed. As a result, CGRA is a better solution for real-time reconfiguration for mapping arbitrary CNN algorithms.

For achieving compact size, low power consumption, and computation ability of edge devices, there are several architectures and methods have been proposed, including the recently released commercial edge AI accelerators [2][7]-[16] and state-of-the-art edge accelerators based on CGRA [17]-[27]. For the accelerators releasing completed chip size, they are organized in Table I and II, which show the three key features with the evaluation of these prior arts. The three key features are computation ability, power consumption, and area size. The evaluation of the prior arts can be calculated as shown in (1). $\text{C}$$\text{F}$$\text{i}$$\text{x}$$\text{i}$$\text{d}$$\text{1}$$\text{6}$ represents the converted accelerator’s performance in 16-bit fixed precision [28], $p$ and $s$ represent power consumption $p$ (w) and chip size $s$ ($\text{mm}^2$), respectively.

$$E = \frac{\text{C}$$\text{F}$$\text{i}$$\text{x}$$\text{i}$$\text{d}$$\text{1}$$\text{6}}{(p \times s)} \quad (1)$$

A. Architecture analysis and design direction

Fig. 2 shows the normalized three key features of the accelerators whose area size is smaller than 10 mm$^2$ in Table 1 and Table 2. The three key features of the accelerators are normalized to the same grade of computation ability by scaling up [17][18][23][27] and scaling down [20][22], linearly [29]. The result shows that except for [23][27], the remaining five accelerators have a similar trend in power consumption and area size. After normalization, the result emphasizes the insufficient performance of [23] and [27] for power-sensitive edge AI devices. [23] consumes too much power while [27] has a too big area size compared to its computation ability. However, if the targeting application requires ultra-low power consumption and can accept hundred-grade MOPs, [27] is a good choice. As a result, if we want to design an architecture for an edge AI accelerator in an ultra-small area (units’ mm$^2$ area size), the power consumption and operation ability will be in the order of hundreds of mWs and GOPs, respectively. As shown, [2], implemented by steaming architecture, falls in the standard.

![Fig. 2. Normalized to the same grade of GOPs: Three key features statistics (accelerators under 10 mm$^2$)](image)

### Table I.Prior Art Edge AI Accelerators

| Accelerator       | Year | Computation ability | Power consumption | Area size (mm$^2$) |
|-------------------|------|---------------------|--------------------|--------------------|
| Kneron 2018       | [5]  | 152 GOPs            | 350mW              | 2.5mmx2.5mm        |
| Eyress 2016       | [7]  | 84 GOPs             | 278mW              | 2mmx2.5mm          |
| 1.42TOPS/W 2016   | [9]  | 64 GOPs             | 45mW               | 3.5mmx3.5mm        |
| TPU 2018          | [14][15] | 4 TTOPs            | 2W (0.5W/TOPs)    | 5.0mmx5.0mm        |

### Table II. Course-grained Cell Array Accelerators

| Accelerator       | Year | Computation ability | Power consumption | Area size (mm$^2$) |
|-------------------|------|---------------------|--------------------|--------------------|
| Eyeriss 2016      | [8]  | 84 GOPs             | 350mW              | 2.5mmx2.5mm        |
| ADRES 2017        | [17] | 152 GOPs            | 444mW              | 3mmx3mm            |
| Versat 2016       | [18] | 452 GOPs            | 954.4mW            | 4mmx4mm            |
| Soft-Brain 2017   | [20] | 201.6 GOPs          | 115.6mW            | 4mmx4mm            |
| Sure based at Delphi Compute 2016 | [22] | 95 GOPs             | 1.22W               | 2mmx2mm            |
| DT- CGRA 2016     | [23] | 170 GOPs            | 1.79W               | 1mmx1mm            |
| Pulp 2018         | [24] | 14 GOPs             | 0.44mW              | 1mmx1mm            |

### III. Convolution Neural Network Layers

The convolution function is applied in the convolution layer to calculate the inner product of the input features and weight filters. This process can be understood as mapping the input or previous layer’s features to the next layer according to the emphasized features.

At the beginning of the convolution computation, the output features of a 2D input image will be generated by the convolution function. The output features will become the next layer’s input features. Each layer can have multiple input features such as the RGB color model, so the convolution features can be realized as 3D. The convolution output data is obtained by computing the inner product of the weight filter and the part of the input feature masked by the filter. Fig. 3 shows an example of a convolution layer. In Fig. 3, $k$ represents the kernel size, known as the height and width of a weight filter. $n$ represents the input layer’s height and width, and $m$ represents the output layer’s height and width. Stride ($s$) means how far a weight filter would move to the right or down direction each time if the original start point is the most top left. The relationship of $m$, $n$, $s$, $k$ is shown as (2).
An output feature in an output layer can be obtained by the convolution computation. It can be seen as a filter scanning through an input layer according to the stride size. An example of a convolution computation in a convolution layer is shown in Fig. 4. Each output feature is obtained by the summation of the inner products, which is produced by each input feature and weight filter. After the summation is obtained, an additional bias weight (B) will be added to each summed result. How to map the convolution inputs and data flows on a hardware platform will be described in the next section.

IV. COLUMN STREAMING BASED CONVOLUTION ENGINE DESIGN

The proposed convolution engine achieves reconfigurability and fewer execution cycles by using two techniques below:

1. Using filter column decomposition technique to support arbitrary kernel-sized filter’s computation with column streamed input features computation method.

2. Streaming data flow to minimize bus control and using reconfigurable interconnect PE array, thus reducing hardware cost while achieving high energy efficiency.

Furthermore, in some filter-size cases, there are unused spare PEs. The PEs give out the flexibility for mapping arbitrary CNN algorithms. Although this will come with some penalties, it is always necessary to make architecture more flexible with minimum extra components.

A. Data mapping to convolution engine

According to the survey in section II, streaming architecture is not only competitive with commercial edge AI accelerators but also CGRA edge AI accelerators.

Besides, it provides a reconfigurable streaming concept, which is flexible for adapting arbitrary CNN and avoiding unnecessary data movement. However, the reconfiguration in [2] indicates the reconfigurable weight filter composing with boundary penalty. For providing better convolution computation efficiency, this paper proposed a column streaming-based convolution engine mapping algorithm for edge AI accelerators to adapt arbitrary CNN algorithms.

Fig. 5 shows a schematic of convolution computation, which is achieved by the column streaming method. The pink square on the top-left represents the input features while the bottom-left blue square represents the weight filters. The right big blue square represents the PEs array (module), where the convolution computation is executed.

The input feature will be decomposed into a \( j \)-height column as the pink rectangles show in the right big blue square in Fig. 5. The weight values in the Filters block will preload to the PEs array.

Fig. 6 shows the PEs array layout in the convolution engine. The two inputs indicate the buses for the streaming input features data from memory such as SRAM. According to different filter sizes, the connections, such as wire1, wire2, wire3, wire4, will be programmed differently. Fig. 6. is an example of an input feature mapping with a \( 4 \times 4 \) weight filter, so the PEs in the red squares are organized as several 4-height columns. The input lines are not fixed to be the first column and fifth column, and they will be changed depending on the mapping model, which is according to the filter size.

When the filter size is between 3 to 5, the \( j \) is equal to 11. In Fig. 6, the first column set of the input feature is the 0th data to the 20th data of the input feature. The second column set of the input feature will be 20th to 40th, and the \( n^{th} \) set will be \((n-1) \times 20 \) to \( n \times 20 \) \((n \in \mathbb{N}_0)\). The \( n^{th} \) set is separated into two sub-column sets, which will be mapped to the convolution engine by bus 1 and bus 2 simultaneously in the first cycle. In the next cycle, both sub-set of the first set data will move to the right next column diagonally while the second column set will be mapped to the convolution engine by bus 1 and 2, and so on. The following sets of the input features will be streaming to the convolution engine.

For easier to understand, Fig. 6 only shows the progress view of the first 4 cycles with the first data set and some data in the second set. When the first 4 cycles are finished, data 0-22 has finished their convolution operation by doing the inner product operation with the preloaded weight values, which are in a column of the filter. Fig. 7 represents weight filters that should apply to the input features for the inner product operation. Fig. 7(a) is the weight filter adopted by Fig. 6. Fig. 8 shows that the first column of the \( 4 \times 4 \) filter in Fig. 7(a) preloads to the PEs module and waits for the streaming in input features. A column of the filters’ values will only be updated after a layer of feature is computed and streamed out. Then, the second column of the filter will load into the PE module and wait for the feature columns which should apply the inner product with it.
When it comes to the filter size between 6 to 11, the streaming mapping method is different due to the filter’s column containing more data. In Fig. 9, the first column set of the input feature is the 0th data to the 14th data of the input feature. The second column set of the input feature will be 15th to 29th, and the nth set will be \((n-1)\times15 + i\) \((0 \leq i \leq 5)\). The data 0 to 10 in the first set will load to bus 1, and the data 11-14 will load to bus 2. Except for the first set, the data, \((n-1)\times15 + i\) \((0 \leq i \leq 5)\), in the nth set is not only loaded to bus 1 but also bus 2. The data in the nth set is one clock behind the \((n-1)\text{th}\) set.

### B. Components of the Convolution Engine

As shown in Fig. 11 ②, the PEs are connected to the adjacent PEs diagonally. To be flexible for adapting different filters, the connections can be programmed in either direction. When Fig. 11 ① shows that the preloaded weight filter will be latched at the input of the multiplexer to wait for the streaming input features data.

### C. Key Result

For evaluating the column streaming-based convolution engine in this preliminary proposed design, we use MATLAB to count the execution cycles needed for both structures computing a 227 × 227 size feature map, which is the input size of AlexNet, one of the famous CNN.

As shown in Fig. 12, the calculation result shows that when the weight filter size is equal to 4, 7, and 10, the proposed convolution engine requires fewer cycles to compute the feature map. When the weight filter size is equal to 5 and 8, the proposed convolution engine shares similar execution cycles. When the weight filter size is equal to 3, 6, 9, and 11, the proposed convolution engine needs more cycles to compute the operations. In Fig. 12, we can observe that the orange line, indicating this work’s result, goes through the blue line, [2].
cycles to [2] for processing a 227 × 227 feature map. The compatible computation ability with similar execution
the future work. The amount and buses amount will be adjusted and optimized as
and flexible PE design. The exact specification such as PEs based convolution engine has compatible execution ability
underworking without zero-padding value for certain filters. The preliminary result shows the column streaming-
based convolution engine has compatible execution ability and flexible PE design. The exact specification such as PEs amount and buses amount will be adjusted and optimized as the future work.

V. CONCLUSIONS AND FUTURE WORKS

This paper has introduced a column streaming-based convolution engine for CNN with the review of up-to-date edge AI accelerators. The result reveals the proposed column streaming-based convolution engine provides compatible computation ability with similar execution cycles to [2] for processing a 227 × 227 feature map. The zero-padding boundary penalty in [2] has been avoided by using the proposed column streaming mapping algorithm. The future work will optimize the variables such as the PE amounts and focus on the structure simulation beyond the mathematical work.
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