Controlling Chiral Domain Walls in Antiferromagnets Using Spin-Wave Helicity
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In antiferromagnets, the Dzyaloshinskii-Moriya interaction lifts the degeneracy of left- and right-circularly polarized spin waves. This relativistic coupling increases the efficiency of spin-wave-induced domain-wall motion and leads to higher drift velocities. We demonstrate that, in biaxial antiferromagnets, the spin-wave helicity controls both the direction and the magnitude of the magnonic force on chiral domain walls. In this case it is shown that the domain-wall velocity is an order of magnitude faster in the presence of the Dzyaloshinskii-Moriya interaction. In uniaxial antiferromagnets, by contrast, the magnonic force is always propulsive but its strength is still helicity dependent.

In this Rapid Communication, we demonstrate the possibility of all-magnonic helicity-dependent AFM-DW motion in the presence of DMI. This paves the way for faster and improved control of AFM textures.

Model.— We consider a two-sublattice AFM insulator with equal spins, $S_A = S_B = S$. The unit vectors along the directions of the magnetic moments are $m_A(r,t) = S_A/S$ and $m_B(r,t) = S_B/S$. At equilibrium, $m_A(r,t)$ and $m_B(r,t)$ are antiparallel. We introduce the magnetization $m = (m_A + m_B)/2$ and the staggered order parameter $n = (m_A - m_B)/2$, where $n \cdot m = 0$ and $n^2 + m^2 = 1$. We consider an effective one-dimensional (1D) model along the $x$ direction to describe the AFM-DW motion.

In the exchange approximation, the total Lagrangian density of an AFM system is

$$\mathcal{L}[n,m] = \mathcal{L}_B[n,m] - U[n,m],$$

where the Berry-phase-induced term $\mathcal{L}_B$ and the free energy density $U$ are

$$\mathcal{L}_B[n,m] = \rho \partial_t n \cdot (n \times m),$$

$$U[n,m] = \frac{m^2}{2\chi} + L m \cdot \partial_x n + \frac{A}{2} (\partial_x n)^2 - \frac{K_x}{2} (n \cdot \hat{x})^2 + w_{DM}. \tag{2b}$$

Here, $\rho = \hbar S/a$ is the spin angular momentum density, $a$ is the lattice constant, $\chi$ is the magnetic susceptibility, $A$ is the exchange stiffness, $L$ is the parity-breaking term amplitude $[41]$, and $K_x > 0$ is the easy axis anisotropy energy density. The DM free energy density in the continuum model, $w_{DM} = d \cdot (m \times n) + \hat{D} \cdot (\partial_x n \times n)$, consists of homogeneous and inhomogeneous DMIs as expressed by the first and second terms, respectively. The magnetization is a slave variable and can be found by solving the equation of motion, $\chi^{-1} m = \rho \partial_t n \times n - \Lambda \partial_x n + d \times n$.

To simplify the expressions, we use natural units of time, length and energy: $t_0 = \rho \sqrt{\chi/K_x}$, $\lambda_0 = \sqrt{A/K_x}$, and $\epsilon_0 = \sqrt{\Lambda K_x}$, where the exchange stiffness and easy axis anisotropy are renormalized as follows: $A \rightarrow A - \chi L^2$ and $K_x \rightarrow K_x - \chi d^2$. In this way, the contributions to the
Lagrangian density as functions of the staggered order parameter read simply as [44]

\begin{align}
\mathcal{L}_B[n] &= \frac{1}{2}(\partial_t n)^2, \\
U[n] &= \frac{1}{2}(\partial_x n)^2 - \frac{1}{2}n \cdot \hat{\sigma} \hat{\tau}^2 + Dn \cdot (\hat{x} \times \partial_x n).
\end{align}

The kinetic part of the AFM Lagrangian, Eq. (3a), is Lorentz invariant [13], and the effective velocity of light is the maximum velocity of magnons in isotropic systems, \( c = 1 \). As in ferromagnets [46], Eq. (3b) implies that when \( D > 1 \), the ground state is a helical state with a spatial period of \( 2\pi/D \). By contrast, when \( D < 1 \), there are two collinear, degenerate ground states: \( n_0 = \sigma \hat{x} \), where \( \sigma = \pm \). A domain wall (DW) is a transition between these two discrete degenerate ground states [47]. In the following, we assume that \( D \) is smaller than the critical value of \( D < 1 \).

By minimizing the free energy Eq. (3b) with respect to the boundary conditions \( n_0(x \to \pm \infty) = \sigma \hat{x} \), we can find the profile of a CDW. This profile is represented by \( n_0 = (\cos \theta \sin \theta \sin \phi, \sin \theta \sin \phi) \) with \( \cos \theta = \tanh[(x - x_0)\sqrt{1 - D^2}] \) and \( \phi = (x - x_0)D + \Phi \), where \( \sqrt{1 - D^2} \) is the effective DW width, \( D \) is the rate of DW twisting, \( \Phi \) is the DW tilt, and \( x_0 \) is the position of the DW center [46]. When \( D \to 0 \), the DW profile is of the Néel type. In the limit of \( D \to 1 \), the system gradually approaches a spiral state. The energy of CDW is \( E = 2\sqrt{1 - D^2} \).

**DW motion in a uniaxial AFM system.** We compute the SW dispersions in uniaxial uniform domains and CDWs \( \omega_0 \) and \( \omega_c \), respectively. In doing so, we assume that there is a small transverse deviation of the staggered field on top of a static ground state \( n = n_0(x) + \delta n \). It is convenient to use a global basis to express the SWs \([6, 26]\). The orthogonal unit vectors are \( \varepsilon_1 = \partial n_0/\partial \theta, \varepsilon_2 = (\partial n_0/\partial \phi)/\sin \theta \), and \( \varepsilon_3 = \varepsilon_1 \times \varepsilon_2 = n_0 \). A SW is represented by a complex field \( \psi = \delta n \cdot (\varepsilon_1 + i\varepsilon_2) \). We obtain the effective Lagrangian density for SWs by expanding the total Lagrangian to the second order in \( \psi \).

The effective SW equation is \( \mathcal{H}_{uc}(\psi) = \omega_{uc}(\psi) \). The SW Hamiltonians in a uniform domain and in a CDW are

\begin{align}
\mathcal{H}_u &= -\partial_x^2 + i2\sigma D\partial_x + 1, \\
\mathcal{H}_c &= -\partial_x^2 + (1 - D^2) \left[ 1 - 2\text{sech}^2(x\sqrt{1 - D^2}) \right].
\end{align}

The eigenvalues are given by

\begin{align}
\omega_0^2 &= 1 - 2\sigma \kappa + k^2, \\
\omega_c^2 &= 1 - D^2 + k^2,
\end{align}

and the eigenfunctions are expressed as \( \psi(t, x) = \Psi \Psi(t) e^{-i\omega_0(t)\tau + ikr} \), where \( \Psi = [\delta n] \) is the SW amplitude far from the AFM-DW and \( k \) is the wave number. The eigenfunction \( \psi \), together with its dispersion relation as given in Eq. (5), describes a circularly polarized SW. The dispersion relation of Eq. (5) has both positive- and negative-frequency solutions. The SWs with \( \omega < 0 \) (\( \omega > 0 \)) are right-circularly (left-circularly) polarized SWs. Since the phase velocity is \( \omega/k \), the left-circularly polarized SWs are rightward-moving for \( k > 0 \) and leftward-moving for \( k < 0 \), whereas the opposite is true for the right-circularly polarized SWs.

In AFM materials, the DMI lifts the degeneracy of the circularly polarized SWs, as has recently been observed experimentally [30]. Equation (5a) shows that the SW spectrum is non-reciprocal in uniaxial AFM domains, such that \( \omega_0(k) \neq \omega_c(-k) \). However, in chiral AFM-DWs, the dispersion is symmetric and degenerate, such that \( \omega_c(k) = \omega_c(-k) \), with a renormalized energy gap. The group velocity in a uniform domain is \( v_0 = (k - \sigma D)/\omega_0 \), whereas in a CDW, it is \( v_c = k/\omega_c \).

The effective potential energy of a static AFM-DW, the Pöschl-Teller potential in the SW Hamiltonian \( \mathcal{H}_c \) of Eq. (45), is reflectionless. Nevertheless, a circularly polarized SW exerts a torque on an AFM-DW. As a result, the DWs in a uniaxial AFM material rotate and no longer remain reflectionless [24–26]. Consequently, there is a force on the AFM-DWs; see Fig. 1.

To capture these effects, we transform from the laboratory frame \( F \) into a uniformly moving and precessing frame \( \tilde{F} \). The new frame of reference \( \tilde{F} \) rotates with an angular frequency of \( \Omega \) around the \( x \) axis and moves with a linear velocity of \( V \) along the \( x \) direction [22, 26]. In the new frame, the profile of a CDW is described by \( \cos \theta = \tanh[(\tilde{x} - \tilde{x}_0)\sqrt{1 - D^2}] \) and \( \phi = (\tilde{x} - \tilde{x}_0)D + \Phi \), where we mark the variables in \( \tilde{F} \) with a tilde. The natural units in \( \tilde{F} \) are \( \lambda_r = \Gamma \lambda_0, t_r = \Gamma t_0, \) and \( \epsilon_r = \epsilon_0/\Gamma \), where \( \Gamma = 1/\sqrt{1 - \Omega^2 + 2\gamma V D} \) and \( \gamma = 1/\sqrt{1 - V^2} \). Additionally, we define \( \tilde{\Omega} = \Gamma(\Omega - \gamma V D) \) and \( D = \Gamma D \).

Finally, in \( \tilde{F} \), the Lagrangian density is given by

\begin{align}
\tilde{\mathcal{L}}_B &= \frac{1}{2}(\partial_t \tilde{n})^2 + \tilde{\Omega}\partial_t \tilde{n} \cdot (\hat{x} \times \tilde{n}), \\
\tilde{U} &= \frac{1}{2}(\partial_x \tilde{n})^2 - \frac{1}{2}(\tilde{n} \cdot \hat{x})^2 + D\tilde{n} \cdot (\hat{x} \times \partial_x \tilde{n}).
\end{align}

The second term in the kinetic part of the Lagrangian, Eq. (6a), is due to the Coriolis force [26]. By expanding the effective Lagrangian in the new reference frame \( \tilde{L} \) up to the second order in \( \psi \) and calculating the Euler-Lagrange equation, we find an eigenproblem expressed as \( \tilde{H}_c \psi = \tilde{\omega}^2 \psi \), with the following effective Hamiltonian for SWs on a precessing CDW:

\begin{align}
\tilde{H}_c &= \mathcal{H}_c[\tilde{x} \to \tilde{x}, D \to \tilde{D}] + 2\tilde{\Omega} \tanh(\tilde{x} \sqrt{1 - \tilde{D}^2}).
\end{align}

The additional hyperbolic tangent potential energy in the Hamiltonian \( \tilde{H}_c \) causes reflections [25, 26].

The reflection \( r \) and transmission \( t \) amplitudes for the 1D hyperbolic tangent scattering potential are known
\[
|r|^2 = \frac{\sin^2 \left( \frac{\pi}{2} (k_+ - k_-) \right)}{\sin^2 \left( \frac{\pi}{2} (k_+ + k_-) \right)}, \quad (8a)
\]
\[
|\tilde{r}|^2 \hat{k}_- + |\tilde{r}|^2 \hat{k}_+ = \hat{k}_-. \quad (8b)
\]

In \( \tilde{F}_i \), the wave numbers of the transmitted and incoming SWs \( \hat{k}_+ \) and \( \hat{k}_- \), respectively, are given by \( \hat{k}_\pm = \tilde{\omega} + \hat{\omega} \Omega/1 + D^2 \). The wave numbers are the same in \( \tilde{F} \) and \( \tilde{F}_i \); thus, \( \hat{k}_\pm = \omega + (\Omega - \gamma V D) \). The frequency shift between an incoming SW of frequency \( \omega_- = \omega_+ (\Omega - \gamma V D) \) and an outgoing SW of frequency \( \omega_+ = \omega - (\Omega - \gamma V D) \) is our first central result:

\[
\Delta \omega = -2(\Omega - \gamma V D). \quad (9)
\]

Equation (9) demonstrates that the DMI causes a shift in the SW frequency that is linear in the DW velocity \( \tilde{F} \) \cite{26}. This frequency shift significantly changes the interaction between SWs and DWs, especially in biaxial systems, where the angular frequency \( \Omega \) is suppressed. A left-circularly (right-circularly) polarized SW incident on a DW has a positive (negative) frequency and induces a precession of the DW in the positive (negative) direction. In both cases, the effect of the angular frequency term, the first term in Eq. (9), is the same: The precession of the DW reduces the frequency of the transmitted SW by the same amount for incoming SWs of the same amplitude but opposite helicity. By contrast, the velocity-dependent term, the second term in Eq. (9), reinforces the redshift for left-circularly polarized SWs and reduces it for right-circularly polarized SWs.

Let us now derive the reactive magnonic force and torque. We employ the conservation of the energy-momentum tensor \( T^{\alpha \beta} = g^{\alpha \gamma} T^{\gamma \beta} \), where \( g^{\alpha \gamma} = \text{diag}(1,-1) \) is the inverse of the metric tensor in the Minkowski space \( (x^0,x^1) = \{(t, x) \text{ and } T^{\alpha \beta} = \partial_\alpha \mathbf{n} \cdot \partial_\beta \mathcal{L}/\partial(\partial_\alpha \mathbf{n}) - \delta^{\alpha \beta} \mathcal{L} \). When Lagrangian density is invariant with respect to the space-time, the Noether’s theorem implies continuity equations for the energy-momentum tensor \( \partial \beta T^{\alpha \beta} = 0 \), and current \( \partial_\alpha j^{\alpha} = 0 \) \cite{50}, respectively.

The translational and rotational symmetries in uniaxial AFM systems dictate the conservation of total linear-momentum \( P \), and angular-momentum \( J \). Then the force and torque on AFM-DWs are defined as \( F = T^{11}(\ldots) - T^{11}(\ldots) = (dp)/dt \), and \( \tau = j^{1}(\ldots) - j^{1}(\ldots) = dJ/dt \), respectively. The total reactive magnonic force \( F = F_{\text{reflection}} + F_{\text{redshift}} + F_{\text{DMI}} \) consists of the reflection force, the redshift force, and the DMI force,

\[
F_{\text{reflection}} = 2|\Psi|^2 |r|^2 k_+, \quad (10a)
\]
\[
F_{\text{redshift}} = |\Psi|^2 (1 - |r|^2) k_- (k_- - k_+), \quad (10b)
\]
\[
F_{\text{DMI}} = 2\gamma D |\Psi|^2 (1 - |r|^2) k_- . \quad (10c)
\]

Both the redshift and DMI forces are due to the transmitted SWs. The total reactive torque exerted by SWs is given by

\[
\tau = 2|\Psi|^2 (1 - |r|^2) k_- . \quad (11)
\]

Equation (11) shows that when the SWs are hard \((k_\perp \gg 1)\) and the DMI is large and comparable to the critical value \( D \ll 1 \), \( F_{\text{reflection}} \ll F_{\text{redshift}}, F_{\text{DMI}} \). If \( k_+ \sim k_- \), then the DMI force dominates \((F_{\text{redshift}} \ll F_{\text{DMI}})\). When \( k_+ \ll k_- \), both the redshift and DMI forces are of the same order. For soft SWs \((k_\perp \ll 1)\) and a strong redshift \((k_+ \ll k_-)\), the reflection force dominates.

Thus far, we have not considered the ubiquitous dissipation. We include dissipative effects via a Rayleigh’s dissipation function density \( \mathcal{R} = \alpha (\partial_\alpha \mathbf{n})^2/2 \), where \( \alpha \) is the Gilbert damping. We define a viscous force \( F^v \) and a torque \( \tau^v \) such that \( dP^v/dt = F^v + F^r \) and \( dJ/dt = \tau + \tau^v \). In the steady state, \( F = -F^v \) and \( \tau = -\tau^v \), and we find that

\[
F = \frac{2\alpha \gamma (D(\Omega - \gamma V D) - V (1 - D^2 - (\Omega - \gamma V D)^2))}{\sqrt{1 - D^2 - (\Omega - \gamma V D)^2}} , \quad (12a)
\]

\[
\tau = \frac{2\alpha \gamma (\Omega - \gamma V D)}{\sqrt{1 - D^2 - (\Omega - \gamma V D)^2}} . \quad (12b)
\]

Equations (8) and (10)-(12) form a closed set that we can solve numerically to find the steady state. We plot the results of the related simulations in Fig. 1. We see that the directions of the angular frequencies of the DWs are opposite for different SW helicities. We check our results based on Eqs. (8) and (10)-(12), whereas the circles represent solutions of LLG equations. The black curves are the results in the absence of DMI and the red/blue curves show the results for a finite DMI in the presence of left-/right-circularly polarized SWs.
shows the DW velocity as a function of the external magnetic field frequency, \( \omega_0 \), for both L- and R-polarized SWs in a uniaxial, \( \kappa = 0 \), AFM system with \( D = 0.5 \). The black dots represent the DW velocity in the absence of the DMI, \( D = 0 \).

We solve the coupled nonlinear Landau-Lifshitz-Gilbert (LLG) equations for the staggered field \( n \) and the magnetization \( m \) \[24\]. A circularly-polarized magnetic field of frequency \( \omega_0 \) and amplitude \( h_0 \) excites SWs in a region far from the DW center. The amplitude of the external magnetic field is in natural units.

Figure 2 shows the DW velocity as a function of \( \omega_0 \) for left- and right-circularly polarized SWs excited by a magnetic field of \( h_0 = 0.001 \). In the presence of a high frequency left-handed (right-handed) SW, the velocity of a chiral AFM-DW is higher (lower) than that of its non-chiral counterpart. The DW velocity exhibits non-monotonic behavior with respect to the frequency \( \omega_0 \). At lower frequencies, CDWs have higher velocities than their non-chiral counterparts for both helicities.

Note that these calculations are based on the conservation of linear momentum \[24,26\] and they are valid for the small Gilbert damping regime \[51\].

**DW motion in a biaxial AFM system.**— We model a biaxial AFM material by introducing an additional contribution to the free-energy density expressed in Eq. \[25\]. \( U \rightarrow U + U_{\text{ani}} \). The transverse-axis anisotropy energy density is \( U_{\text{ani}} = \kappa (n \cdot \hat{z})^2 \), where \( \kappa = K_x/2K_z > 0 \) and \( K_z \) is the anisotropy energy density in the \( z \)-direction. This fixes the CDW tilt angle such that \( \Phi = 0 \) or \( \pi \). For biaxial AFM systems, the spin-current \( j^z \) is no longer conserved.

In a collinear biaxial AFM system, the SW polarization is elliptical with a dispersion relation:

\[
\omega_b^2 = 1 + \kappa + k^2 \pm \sqrt{4D^2k^2 + \kappa^2}. \tag{13}
\]

In a biaxial AFM system, the spectrum remains symmetric, such that \( \omega_b(k) = \omega_b(-k) \). Note that, even in the absence of the DMI, a transverse anisotropy lifts the helicity degeneracy of the polarized SWs; however, this degeneracy breaking is independent of momentum and leads to a finite gap between the two branches of the SW excitations. The group velocity of the SWs in a collinear biaxial AFM system is \( v_g = (1 \pm 2D^2/\sqrt{4D^2k^2 + \kappa^2}) k/\omega_b \). The equations of motion in biaxial AFM systems are complicated; here, we present only the results of numerical calculations.

In a biaxial AFM system, the absence of the DMI, a DW approaches the SW source regardless of the SW helicity. There is no rotation of the DW. The potential in the SW Hamiltonian that is induced by the AFM-DW texture causes no reflections. Thus, the motion induced by elliptical SWs is similar to that induced by linearly polarized SWs in a uniaxial AFM system; the DW motion is slow compared with that induced by circularly polarized SWs and is toward the SW source because of the conservation of linear momentum \[24\].

In a biaxial AFM system, the DMI does not cause the CDWs to rotate, but Eq. \[9\] shows that the outgoing SWs acquire a DMI-dependent frequency shift. The hard-axis anisotropy suppresses the angular frequency of the CDWs. The frequency shift simplifies to \( \Delta \omega \approx 2\gamma V D \). The DMI and redshift forces dominate the total magnonic force since the reflection force can be neglected. Figure 3 shows that DMI dramatically increases the DW velocity and leads to helicity-dependent DW motion. This is our second central result. The helicity of the SWs controls the direction of the induced motion of chiral AFM-DWs. The velocity of CDW is antisymmetric respect to the helicity of SWs. The DW velocity is approximately two times higher in the presence of one helicity (left-circularly polarized SWs, in our configuration) than in the presence of the opposite helicity.

**Discussion and conclusion.**— Using KMnF\(_3\) parameters \[55\], we find a DW velocity of 2 km/s which is at least two orders of magnitude faster than the SW-driven CDW motion in biaxial FM systems \[32\] and one order of magnitude larger than the FM-DW driven by spin-orbit
torque [56]. On the other hand, although in SW-driven CDW motion only a change in the sign of the DMI merely reverses the direction of motion [32, 57], via a linear-momentum transfer mechanism [58], in AFMs the SW helicity also controls the direction.

Recent developments in atomic-scale resolution microscopy enables us to trace the AFM-DW position via techniques, such as spin-polarized scanning-tunneling microscopy [59], photoelectron emission microscopy [60], and magnetic exchange force microscopy [61]. The position of AFM-DW center also can be detected by using the anisotropic magneto resistance effect, indirectly [21].

The DMI results in a faster and more controlled motion of AFM-DWs. In a biaxial AFM system, the SW helicity determines both the direction and the magnitude of the DW velocity. These features enable the magnonic helicity-dependent DW motion. By contrast, in a uniaxial AFM system, a CDW always is recoiled from the SWs’ source via a magnonic force with a helicity-dependent magnitude.
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The parameters of the 1D micromagnetic model are defined in terms of the atomistic spin-lattice parameters as follow: \( \chi^{-1} = 4|J_0|S^2/a \), \( A = 2a|J_0|S^2 \), \( K_x = 2K_0S^2/a \), \( d = 2D_0S^2/a \), and \( D = D_0S^2 \), where \( J_0 \) and \( K_0 \) are the Heisenberg exchange energy and anisotropy energy, respectively, and \( a \) is the lattice constant.

In our non linear \( \sigma \) model, we disregarded the topological term \( [\chi \mathbf{L} \cdot (\nabla \mathbf{n} \times \mathbf{n})] \) and another term arising from the homogeneous DMI \( [\chi \mathbf{n} \cdot \mathbf{d}] \), because these terms are total derivatives and do not affect the equations of motion.

We use the material parameters for KMnF\(_3\) in 1D: \( S = 5/2 \), \( a = 0.418\text{nm} \), \( M_s = 5 \times 10^{-14}\text{Am} \), \( K_x = 2.03 \times 10^{-14}\text{J/m} \), \( D = 1 \times 10^{-22}\text{J} \), and \( A = 1.15 \times 10^{-30}\text{Jm} \). Other candidate materials for the observation of SW-induced AFM-DW motion include metallic AFM materials such as the uniaxial KMnF\(_3\) and insulating AFM materials such as the uniaxial Cu\(_2\)V\(_2\)O\(_7\) as well as the biaxial Sr\(_2\)IrO\(_4\) and Ba\(_2\)IrO\(_4\).

In the presence of larger damping constants another mechanism becomes dominant in uniaxial AFMs. In this case SWs decay quickly thus there are much more SWs on one side of AFM-DW than on the other side, consequently this leads to a large gradient of the effective stiffness field amplitude. This effective stiffness field gradient leads to a backward motion of AFM-DWs in the presence of circularly polarized SWs in systems with uniaxial anisotropy. This is similar to the contribution of so-called entropic torque (or force) on the DW motion in the presence of a temperature gradient. The entropic torque arises from the temperature dependence of the effective exchange field as discussed in Ref.\(^{52}\).

We use the material parameters for KMnF\(_3\) in 1D: \( S = 5/2 \), \( a = 0.418\text{nm} \), \( M_s = 5 \times 10^{-14}\text{Am} \), \( K_x = 2.03 \times 10^{-14}\text{J/m} \), \( D = 1 \times 10^{-22}\text{J} \), and \( A = 1.15 \times 10^{-30}\text{Jm} \). Other candidate materials for the observation of SW-induced AFM-DW motion include metallic AFM materials such as the uniaxial KMnF\(_3\) and insulating AFM materials such as the uniaxial Cu\(_2\)V\(_2\)O\(_7\), as well as the biaxial Sr\(_2\)IrO\(_4\) and Ba\(_2\)IrO\(_4\).