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Abstract
Recent progresses in domain adaptive semantic segmentation demonstrate the effectiveness of adversarial learning (AL) in unsupervised domain adaptation. However, most adversarial learning based methods align source and target distributions at a global image level but neglect the inconsistency around local image regions. This paper presents a novel multi-level adversarial network (MLAN) that aims to address inter-domain inconsistency at both global image level and local region level optimally. MLAN has two novel designs, namely, region-level adversarial learning (RL-AL) and co-regularized adversarial learning (CR-AL). Specifically, RL-AL models prototypical regional context-relations explicitly in the feature space of a labelled source domain and transfers them to an unlabelled target domain via adversarial learning. CR-AL fuses region-level AL and image-level AL optimally via mutual regularization. In addition, we design a multi-level consistency map that can guide domain adaptation in both input space (i.e., image-to-image translation) and output space (i.e., self-training) effectively. Extensive experiments show that MLAN outperforms the state-of-the-art with a large margin consistently across multiple datasets.
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1. Introduction
Semantic segmentation enables pixel-wise scene understanding, which is crucial to many real-world applications such as autonomous driving. The recent surge of deep learning methods has significantly accelerated the progress in semantic segmentation \cite{2,19} but at the price of large-scale per-pixel labelled datasets \cite{5} which are often prohibitively costly to collect in terms of time and money. Latest progresses in computer graphics engines provide a possible way to circumvent this problem by synthesizing photo-realistic images together with pixel-wise labels automatically \cite{23,24}. However, deep neural networks trained with such synthetic image data tend to perform poorly on real image data due to clear domain gaps \cite{30}.
Unsupervised domain adaptation (UDA) has been introduced to address the domain bias/shift issue, and most existing unsupervised domain adaptation techniques [26, 30, 20, 31] employ adversarial learning to align the data representations of source and target domains via a discriminator [28, 26, 20, 27, 30]. In these approaches, the adversarial loss is essentially a binary cross-entropy which is evaluated according to whether the generated representation is from the source or target domain. However, the global image-level domain classification signal does not have sufficient capacity to capture local/regional features and characteristics (e.g., consistency of region-level context-relations) as illustrated in Figure 1, which is usually too broad and weak to
handle the pixel-level semantic segmentation task.

In [14], we investigated domain adaptive semantic segmentation that addresses the limitation of global image-level alignment by exploiting local region-level consistency across domains. Specifically, [14] first learns prototypical region-level context-relations explicitly in source domains (with synthetic images) and then transfers the learnt region-level context-relations to target domains (with real images) via adversarial learning. Beyond region-level adversarial learning in [14] (to be described in Section 3.2), this work further investigates how to exploit consistency and co-regularization of local and global information for optimal domain adaptive segmentation. Specifically, we design a multi-level adversarial networks (MLAN) and co-regularized adversarial learning (CR-AL) that achieve both global image-level and local region-level alignment optimally as illustrated in Figure 1 (to be described in Section 3.3). MLAN employs a mutual regularizer that uses local and global consistencies to coordinate global image-level adversarial learning (IL-AL) and local region-level adversarial learning (RL-AL). In particular, local consistencies regularize IL-AL by enforcing region-level constraints during image-level alignment, e.g., it increases IL-AL loss for regions with large region-level inconsistency. Similarly, global consistencies regularize RL-AL by enforcing image-level constraints during region-level alignment, e.g., it increases RL-AL loss for hard images with large domain gaps. The multi-level and mutually regularized adversarial learning adds little overhead during inference but just four one-layer classifiers during the training stage.

In addition, we introduce a multi-level consistency map (MLCM) that guides domain adaptive segmentation in image translation in the input space and self-training in the output space (to be described in Section 3.4). For input-space adaptation, MLCM learns adaptive image-to-image translation that can attend to specific image regions with large domain gaps. For output-space adaptation, MLCM introduces domain gap information and encourages self-training to select samples/pixels that have larger domain gaps in pseudo labeling. This helps prevent over-fitting to easy samples/pixels with smaller domain gaps effectively. Extensive experiments demonstrate the effectiveness of proposed two new designs, and MLAN surpasses the state-of-the-art including our prior work [14] consistently by large margins.

The organization of this paper is as follows: We start by reviewing related work on unsupervised domain adaptive semantic segmentation in Section 2. Then, Sections 3 details our proposed MLAN for domain adaptive semantic segmentation. We provide both qualitative and quantitative evaluations in Section 4, and conclude this paper in Section 5.

2. Related work

Unsupervised Domain Adaptation (UDA) [6, 18] aims to learn a model from source supervision only that can perform well in target domains. It has been extensively explored for the tasks of classification [16, 37, 22] and detection [4, 32]. In recent years, UDA for semantic segmentation [11] has drawn increasing attention as training high-quality segmentation model requires large-scale per-pixel annotated dataset, which is often prohibitively expensive and labor-intensive. Most existing unsupervised domain adaptive semantic segmentation methods can be broadly classified into three categories including adversarial learning based [26, 30, 20, 9], image translation based [10, 33], and self-training based [36, 55].

Adversarial learning based segmentation minimizes domain divergences by matching the marginal distributions between source and target domains. Hoffman et al. [11] first proposed a domain adaptive segmentation method by employing a discriminator to globally align source and target features and introducing a constraint from category-level statistic to guarantee the
semantic similarity. Chen et al. [3] implemented class-wise adversarial learning and grid-wise soft label transferring to achieve global and class-wise alignment. Tsai et al. [26] demonstrated the spatial similarities across domains and applied adversarial learning in output space. Vu et al. [30] proposed an adversarial entropy minimization method to achieve structure adaptation in entropy space. Lou et al. [20] designed a category-level adversarial learning technique to enforce semantic consistency in marginal distribution alignment from source domain to target domain. Guan et al. [9] proposed a scale-invariant constraint to regularize adversarial learning loss for preserving semantic information.

Image translation based segmentation reduces domain gap in the input space by transferring the style of source-domain images to target domain [10, 13, 17, 33]. Hoffman et al. [10] employs generative adversarial networks to produce target-like source images for direct input adaptation. Li et al. [17] alternatively trained image translation networks and segmentation model in a bidirectional learning manner. Yang et al. [33] proposed a simple but effective image translation method for domain adaptation by swapping the low-frequency spectrum of source images with target images.

Self-training based segmentation retrains source-domain models iteratively by including target-domain samples that have high-confident predictions of their pseudo labels (by newly trained source-domain models) [36, 12, 35, 31]. Zou et al. [36] proposed a class-balanced self-training approach to optimize pseudo-label generation via decreasing the influence of dominant category. Zou et al. [35] refined pseudo-label generation and model training by a label entropy regularizer and an output smoothing regularizer respectively. Wang et al. [31] optimized self-training by minimizing the distance of background and foreground features across domain.

This paper presents a multi-level adversarial network (MLAN) that introduces local region-level adversarial learning (RL-AL) and co-regularized adversarial learning (CR-AL) for optimal domain adaptation. In addition, MLAN computes a multi-level consistency map (MLCM) to guide the domain adaptation in both input and output spaces. To our knowledge, this is the first method that addresses domain adaptive semantic segmentation by mutual regularization of adversarial learning at multiple levels effectively.

3. Proposed methods

In this section, we present the proposed multi-level adversarial network (MLAN) that aims to achieve both local and global consistencies optimally. MLAN consists of three key components including local region-level adversarial learning (RL-AL), co-regularized adversarial learning (CR-AL), and consistency-guided adaptation in the input and output spaces, which will be described in details in the ensuing subsections 3.2, 3.3, and 3.4, respectively.

3.1. Problem definition

We focus on the problem of unsupervised domain adaptation (UDA) in semantic segmentation. Given the source data $X_s \subset \mathbb{R}^{H \times W \times 3}$ with C-class pixel-level segmentation labels $Y_s \subset (1, C)^{H \times W}$ (e.g., synthetic scenes from computer graphics engines) and the target data $X_t \subset \mathbb{R}^{H \times W \times 3}$ without labels (i.e., real scenes), our objective is to learn a segmentation network $F$ that performs on target dataset $X_t$ optimally. Existing adversarial learning based domain adaptive segmentation networks heavily rely on the discriminator to align source and target distributions through two learning objectives: supervised segmentation loss on source images and adversarial loss for target-to-source alignment. Specifically, for the source domain, these approaches learn a segmentation
model $F$ with supervised segmentation loss. And then, for target domain, these adversarial learning based UDA networks train $F$ to extract domain-invariant features though the mini-max gaming between segmentation model $F$ and a discriminator $D$. Therefore, they formulate this UDA task as:

$$L(X_s, X_t) = L_{seg}(F) + L_{adv}(F, D) \quad (1)$$

However, the current adversarial learning based UDA networks have two crucial limitations. First, they focus on global image-level alignment but neglect local region-level alignment. Second, the global image-level alignment could impair local consistencies even if it is achieved perfectly. The reason is that the discriminator in global image-level alignment takes a whole map as input but outputs a binary domain label only. Consequently, certain local regions that have been well aligned across domains might be deconstructed by the global image-level adversarial loss from the discriminator. We observe such “lack of local region-level consistency” that is essential to semantic segmentation with pixel-level prediction.

3.2. Region-level adversarial learning

This subsection introduces our local region-level adversarial learning (RL-AL) [14] that consists of region-level context-relations discovery and transfer, as shown in Figure 2.

**Region-level context-relations label establishment.** In order to implement local region-level adversarial learning (RL-AL), we first explicitly discover and model the region-level context-relations in labelled source domain. Specifically, we first sample patches on the pixel-level...
ground-truth of source data and then employ Density-based spatial clustering of applications with noise (Dbscan) to cluster them into subgroups based on the histogram of gradient and assign each patch a certain index label (i.e., relation 1, 2, ..., N). We apply this region-level context-relations label establishment process with three patch sizes for explicit local context-relations discovery. These region-level context-relations labels can support our model to conduct alignment at region-level.

Adaptive entropy max-minimizing for region-level adversarial learning. As shown in Figure 3, \( C_{\text{region}} \) learns prototypical region-level contextual-relations (e.g., sidewalk-road, building-sky, car-road, etc.) via the supervised learning in labelled source domain (i.e., the established local region-level context-relations label) and transfers the learnt prototypical contextual-relations on unlabelled target data by implementing adaptive entropy max-minimization based adversarial learning.

Source flow. In our region-level adversarial learning (RL-AL), the source data contributes to \( L_{\text{seg}} \) and \( L_{\text{region}} \). Given a source image \( x_t \in X_t \), its corresponding segmentation label \( y_t \in Y_t \) and contextual-relation pseudo-label \( y_s^{(h,w,c)} \in Y_{s,\text{region}} \), \( p_{\text{seg}}^{(h,w,c)} = C_{\text{seg}}(E(x_t)) \) is the predicted pixel-level probability map for semantic segmentation; \( p_{\text{region}}^{(i,j,n)} = C_{\text{region}}(E(x_t)) \) is the predicted region-level probability map for local contextual-relations classification. Thus, the two supervised learning objectives is to minimize \( L_{\text{seg}} \) and \( L_{\text{region}} \), respectively, which are formulated as:

\[
L_{\text{seg}}(E, C_{\text{seg}}) = \sum_{h,w} \sum_{c} -y_s^{(h,w,c)} \log p_{\text{seg}}^{(h,w,c)} \tag{2}
\]

\[
L_{\text{region}}(E, C_{\text{region}}) = \sum_{i,j} \sum_{n} -y_s^{(i,j,n)} \log p_{\text{region}}^{(i,j,n)} \tag{3}
\]

Target flow. As the target data is not annotated, we propose an adaptive entropy max-minimization based adversarial training between feature extractor \( E \) and classifier \( C_{\text{region}} \) to enforcing the target segmentation to have source-like context-relations. Given a target image \( x_e \in X_e \), \( p_{\text{region}}^{(i,j,n)} = C_{\text{region}}(E(x_e)) \) is the predicted region-level probability map for local contextual-relations classification. The entropy based loss \( L_{\text{ent,region}} \) is formulated as:

\[
L_{\text{ent,region}}(E, C_{\text{region}}) = -\frac{1}{N} \sum_{i,j} \sum_{n} \max[p_{\text{region}}^{(i,j,n)} \log p_{\text{region}}^{(i,j,n)} - \mathcal{R}(p_{\text{region}}^{(i,j,n)}), 0], \tag{4}
\]

where the adaptive optimization is achieve by \( \mathcal{R}(p) = \text{average}[p \log p]\times \lambda_R \); \( \lambda_R = (1 - \frac{\text{iter}}{\text{max_iter}})^{\text{power}} \) with \( \text{power} = 0.9 \) is a weight factor decreases with training iteration.

We employ the gradient reverse layer [8] for local region-level adversarial learning and the training objective is formulated as:

\[
\min_{\theta_E, \theta_C} L_{\text{seg}} + \lambda_{\text{region}} L_{\text{region}} + \lambda_{\text{ent}} L_{\text{ent,region}}, \tag{5}
\]

\[
\min_{\theta_E} L_{\text{seg}}, \min_{\theta_C} L_{\text{region}} \tag{6}
\]

\[
\min_{\theta_E} \lambda_{\text{region}} L_{\text{region}} - \lambda_{\text{ent}} L_{\text{ent,region}}, \tag{7}
\]

where \( \lambda_{\text{ent}} \) is a weight factor to balance the target unsupervised domain adaptation loss and the source supervised loss; \( \lambda_{\text{region}} \) is a weight factor to balance the local region-level and pixel-level supervised learning on source domain.
3.3. Co-regularized adversarial learning

This subsection introduces our co-regularized adversarial network (CR-AL) that integrates local region-level AL with global image-level AL and conducts mutual regularization, as shown in the top part of Figure 3.

**Image-level adversarial learning (IL-AL).** For IL-AL, We employ a domain classifier $C_{\text{image}}$ that takes the source and target feature maps as inputs, and predicts domain labels for them (i.e., 0/1 for source/target domain). The global image-level alignment is conducted through the mini-max gaming between this domain classifier $C_{\text{image}}$ and feature extractor $E$. The global image-level adversarial learning loss is defined as:

$$
\mathcal{L}_{\text{image}}(E, C_{\text{image}}) = \sum_{i \in \mathcal{I}} [\mathbb{E}[\log C_{\text{image}}(E(x_i))] + \mathbb{E}[1 - \log C_{\text{image}}(E(x_i))],
$$

where $C_{\text{image}}(E(x_i)) \in \mathbb{R}^{U \times V}$ is a domain label prediction map with size $3 \times 3$ (i.e., $U = V = 3$).
Consistencies map (CM) calculation. With both region-level and image-level ALs, we calculate the region-level consistencies map (RLCM) and image-level consistencies map (ILCM) for mutual regularization between local region-level and global image-level adversarial learning:

\[
M_{\text{region}} = -\frac{1}{N} \sum_n \max\{p^{(i,j,n)}_{\text{region}} \log p^{(i,j,n)}_{\text{region}} - R(p^{(i,j,n)}_{\text{region}}), 0\},
\]

\[
M_{\text{image}} = \mathbb{E}[1 - \log C_{\text{image}}(E(x))],
\]

where \(p^{(i,j,n)}_{\text{region}}\) and \(R(\cdot)\) are described in Equation. 4.

Multi-level mutual regularization. Then the local consistencies regularized image-level AL and global consistencies regularized region-level AL are formulated as:

\[
L_{\text{rel}} = -\frac{1}{N} \sum_{i,j} \sum_n \max\{p^{(i,j,n)}_{\text{region}} \log p^{(i,j,n)}_{\text{region}} - R(p^{(i,j,n)}_{\text{region}}), 0\} \times M_{\text{image}},
\]

where \(p^{(i,j,n)}_{\text{region}}\) and \(R(\cdot)\) are described in Equation. 4; \(M_{\text{image}}\) is up-sampled to match the size of \(\max\{p^{(i,j,n)}_{\text{region}} \log p^{(i,j,n)}_{\text{region}} - R(p^{(i,j,n)}_{\text{region}}), 0\} \in \mathbb{R}^{I \times J}\) during calculation.

Learning objective. We integrate Equation. 8 and 9 to form a co-regularized adversarial learning and the training objective is formulated as:

\[
\min_{\theta} L_{\text{seg}} + \lambda_{\text{region}} L_{\text{region}} + \lambda_{\text{rel}} L_{\text{rel}} + \lambda_{\text{image}} L_{\text{image}}
\]

\[
\min_{\theta_{\text{seg}}} L_{\text{seg}}
\]

\[
\min_{\theta_{\text{region}}} \lambda_{\text{region}} L_{\text{region}} - \lambda_{\text{rel}} L_{\text{rel}}
\]

\[
\max_{\theta_{\text{image}}} \lambda_{\text{image}} L_{\text{image}}
\]

where \(\lambda_{\text{region}}\), \(\lambda_{\text{image}}\) and \(\lambda_{\text{rel}}\) are the weight factors to balance the objectives different losses.

3.4. Multi-level consistencies regularized input/output adaptation

This subsection introduces the multi-level consistencies map (MLCM) that guides and rectifies the input space (e.g., image translation) and output space (e.g., self-training) domain adaptation effectively, as shown in the bottom part of Figure 3.
The multi-level consistencies map (MLCM) is an incorporation of local region-level consistencies map (RLCM) and global image-level consistencies map (ILCM), which is formulated as:

\[ M_{\text{multi}} = M_{\text{region}} \times M_{\text{image}}, \]  

(11)

where \( M_{\text{region}} \) and \( M_{\text{image}} \) are defined in Equation 7; \( M_{\text{image}} \) is up-sampled to match the size of \( M_{\text{region}} \in \mathbb{R}^I \times J \) during calculation.

We then utilize the calculated MLCM to regularize the image translation for input space domain adaptation, as shown in the left bottom part of Figure 3. MLCM enables adaptive image translation that learns translation with adaptive attention on different regions/images (i.e., focus more on large domain gap regions/images). The training objective of MLCM regularized image translation (MLCMR-IT) is defined as:

\[
\min_{\theta_G} \max_{\theta_D} L_{\text{IT}}(G, D) = \mathbb{E}[\log D(X_s)] + \mathbb{E}[1 - \log D(G(X_t))] \times M_{\text{multi}},
\]  

(12)

where \( G \) is the generator; \( D \) is the discriminator; the original image translation loss \( L_{\text{IT}}(G, D) \) is the same as the regularized loss \( L_{\text{IT}}^r(G, D) \) without multi-level regularization (i.e., \( M_{\text{multi}} \)).

Similarly, MLCM is also used to regularize the self-training for output space domain adaptation, as shown in the right bottom part of Figure 3. MLCM introduces domain gap information and encourages self-training to select samples/pixels with larger domain gap as pseudo label for preventing over-fitting on easy samples/pixels (i.e., samples with smaller domain gap). The MLCM regularized pseudo label generation is defined as:

\[
\hat{y}_{t}^{(h,w)} = \arg \max_{c \in C} \mathbb{1}_{[p_t^{(h,w)} \times M_{\text{multi}} > \exp(-k_c) \times p_t^{(h,w,c)}]}(13)
\]

where \( p_t^{(h,w,c)} = C_{\text{seg}}(E(x_t^{(h,w,3)})) \) refers to the segmentation probability map; \( \mathbb{1} \) is a function that returns the input if the condition is true or an empty output otherwise; and \( k_c \) is the class-balanced weights [36].

We then fine-tune the segmentation model \((E + C_{\text{seg}})\) with target-domain images \( x_t \in X_t \) and the generated pseudo labels \( \hat{y}_t \in \hat{Y}_t \). The loss function and training objective of MLCM regularized self-training (MLCMR-ST) is defined as:

\[
\min_{\theta_E} \min_{\theta_{C_{\text{seg}}}} L_{\text{ST}}(E, C_{\text{seg}}) = \sum_{h,w} \sum_{c} -\hat{y}_{t}^{(h,w,c)} \log p_t^{(h,w,c)}(14)
\]

where \( \hat{y}_{t}^{(h,w,c)} \in (0, 1)^{H(W,C)} \) is the one-hot representation transformed from \( y_{t}^{(h,w)} \in (1, C)^{H(W)} \); the original self-training (non-regularized) loss \( L_{\text{ST}}(E, C_{\text{seg}}) \) is the same to loss \( L_{\text{ST}}^r(E, C_{\text{seg}}) \) except no \( M_{\text{multi}} \) regularization in Equation 13.

4. Experiment

4.1. Datasets

Our experiments are conducted over two synthetic datasets (i.e., GTA5 [23] and SYNTHIA [24]) and one real dataset (i.e., Cityscapes [5]). GTA5 consists of 24,966 realistic virtual images with automatically generated pixel-level semantic labels. SYNTHIA contains 9,400 synthetic images with segmentation labels obtained from a photo-realistic virtual world. Cityscapes
is a real-world captured dataset for semantic segmentation. It contains high-resolution images (2,975/500 in training/validation set) with human-annotated dense labels. In our experiments, domain adaptive semantic segmentation networks are trained with the annotated synthetic dataset (GTA5 or SYNTHIA) and the unannotated real dataset (Cityscapes) as in [30, 9, 33]. The evaluation is performed over the validation set of Cityscapes with the standard mean-Intersection-over-Union (mIoU) metric.

4.2. Implementation details

We employ PyTorch toolbox in implementation. All the experiments are conducted on a single Tesla V100 GPU with maximum 12 GB memory usage. Following [26, 30, 20, 14, 9], we adopt Deeplab-V2 architecture with ResNet-101 pre-trained on ImageNet as our semantic segmentation backbone. For multi-level learning, we duplicate and modify Cseg to create Cregion with N output channels as illustrated in Figure 3. For a fair comparison to previous works with the VGG backbone, we also apply our networks on VGG-16 [25]. Following [29], we use the gradient reverse layer to reverse the entropy based loss between E and Cregion during region-level adversarial learning. For domain classifier Cimage, we use a similar structure with [26, 30], which includes five 2D-convolution layers with kernel 4 $\times$ 4 and channel numbers [64, 128, 256, 512, 1]. We use SGD [1] to optimize segmentation and local alignment modules (i.e., E, Cseg and Cregion) with a momentum of 0.9 and a weight decay of $1e^{-4}$. We optimize the domain classifier Cimage via Adam with $\beta_1 = 0.9, \beta_2 = 0.99$. The initial learning rate is set as $2.5e^{-4}$ and decayed by a polynomial policy with a power of 0.9 as in [2]. For all experiments, the hyper-parameters $\lambda_{\text{region}}, \lambda_{\text{ent}}, \lambda_{\text{image}}$ and N are set at $5e^{-3}, 1e^{-3}, 1e^{-3}$ and 100, respectively.

4.3. Ablation studies

The proposed multi-level adversarial networks (MLAN) consists of two key components including co-regularized adversarial learning (CR-AL) and regularized adaptation in input and output spaces. We conducted extensive ablation studies to demonstrate the contribution of the two modules to the overall network. Table 1 and 2 show experimental results.

Ablation studies of CR-AL: We trained 7 segmentation models for the adaptation task GTA5-to-Cityscapes as shown in Table 1. The 7 network models include 1) Baseline that is trained with source supervised segmentation loss $L_{\text{seg}}$ only (i.e., no adaptation), 2) RLL [14] that is trained using source supervised region-level context-relations classification loss $L_{\text{region}}$ and $L_{\text{seg}}$ only, 3) RL-AL [14] that is trained using unsupervised region-level context-relations adaptation loss $L_{\text{ent,region}}$, $L_{\text{region}}$ and $L_{\text{seg}}$ only, 4) Regularized RL-AL that is trained using regularized unsupervised region-level context-relations adaptation loss $L_{\text{ent,region}}$, $L_{\text{region}}$ and $L_{\text{seg}}$ only, 5) IL-AL that is trained using image-level alignment loss $L_{\text{image}}$ and $L_{\text{seg}}$ only, 6) Regularized IL-AL that is trained using regularized image-level alignment loss $L_{\text{image}}$ and $L_{\text{seg}}$ only, and 7) CR-AL that incorporates and co-regularizes RL-AL and IL-AL via combining Regularized RL-AL and Regularized IL-AL.

We evaluated the 7 models with mIoU and Table 1 shows experimental results. It is shown that the Baseline performs poorly because of the domain discrepancy between synthetic GTA5 and real Cityscapes datasets. RLL outperforms Baseline by 3.3%, indicating learning local context-relations on source domain without any adaptation can slightly enhance the adaptation ability of deep segmentation networks. In addition, RL-AL outperforms RLL clearly, which demonstrates the effectiveness of transferring the learnt local context-relations from source domain to target
Table 1: Ablation study of co-regularized adversarial learning (CR-AL) on the adaptation from GTA5 dataset to Cityscapes dataset with ResNet-101. RLL denotes the supervised region-level learning on source domain.

| Method          | Local Adapt. | Global Adapt. | mIoU |
|-----------------|--------------|---------------|------|
|                 | $L_{seg}$    | $L_{region}$  | $L_{seg-region}$ | $L_{image}$ | $L_{image-region}$ | $L_{image-region}$ | $L_{image-region}$ |
| Baseline        | ✓            | ✓             | 36.6 |
| RLL [14]        | ✓            | ✓             | 39.3 |
| RL-AL [14]      | ✓            | ✓             | 43.7 |
| Regularized RL-AL  | ✓             | ✓             | ✓   | 46.1 |
| IL-AL           | ✓            | ✓             | 43.3 |
| Regularized IL-AL | ✓             | ✓             | ✓   | 46.9 |
| CR-AL           | ✓            | ✓             | ✓   | ✓   | 49.1 |

Table 2: Ablation study of multi-level adversarial networks (MLAN) that include both co-regularized adversarial learning (CR-AL) and the regularized input and output space domain adaptation (with ResNet-101 as backbone). Experiments are conducted on the task GTA5-to-Cityscapes. IT stands for image translation while RIT stands regularized IT; ST stands for self-training while RST stands for regularized ST.

| Method          | Input Space Adapt. | Output Space Adapt. | mIoU |
|-----------------|--------------------|---------------------|------|
|                 | $L_{IT}$           | $L_{ST}$            | $L_{IT}$ | $L_{ST}$ | $L_{ST}$ |
| CR-AL           |                    |                     | 49.1 |
| +IT             | ✓                  | ✓                   | 50.2 |
| +RIT            |                    | ✓                   | 51.4 |
| +ST             | ✓                  | ✓                   | 50.8 |
| +RST            |                    | ✓                   | 52.1 |
| MLAN (+RIT+RST) | ✓                  | ✓                   | 53.6 |

domain (i.e., enforcing the segmentation of unlabelled target images with source-like context-relations via adversarial learning). Further, Regularized RL-AL and Regularized IL-AL outperform RL-AL and IL-AL by a large margin, respectively, demonstrating the importance of mutual regularization in domain adaptive segmentation. Finally, CR-AL performs clearly the best, showing that the region-level adversarial learning (RL-AL) and image-level adversarial learning (IL-AL) are actually complementary to each other.

Ablation studies of input and output adaptation: We trained 6 segmentation networks for the adaptation task GTA5-to-Cityscapes as shown in Table 2. The 6 models include: 1) CR-AL, 2) +IT that augments target-style source images during CR-AL training based on the image translation loss $L_{IT}$, 3) +RIT that augments target-style source images during CR-AL training based on the regularized image translation loss $L_{lrIT}$, 4) +ST that fine-tunes the trained CR-AL segmentation network by the self-training loss $L_{ST}$, 5) +RST that fine-tunes the trained CR-AL segmentation network by the regularized self-training loss $L_{lrST}$, 6) MLAN that incorporates both regularized input and output space domain adaptation.

We evaluated the 6 models with mIoU and Table 1 shows experimental results. It is clear that both +IT and +ST outperform the original CR-AL model, which indicates the CR-AL is complementary to the domain adaptation in input and output spaces. Nevertheless, +RIT and +RST outperform +IT and +ST by a large margin, respectively, demonstrating the importance of introducing multi-level consistencies for both input-space (e.g., image translation) and output-space (e.g., self-training) domain adaptation. Further, MLAN performs clearly the best, which shows that the regularized image translation (RIT) and regularized self-training (RST) are actually complementary to each other.
Table 3: Comparisons of the proposed approach with state-of-the-art works over the adaptation from GTA5 to Cityscapes. We highlight the best result in each column in bold. 'V' and 'R' denote the VGG-16 and ResNet-101 backbones, respectively.

| Networks | mIoU | AdaptSeg | AdvEnt | CAG | CLAN | CLAN + Sim | CRST | CRST + PatAlign | FDA | IDA | PatAlign | PatAlign + AdvEnt | SIM | TIR | Ours |
|----------|------|----------|--------|-----|------|------------|------|---------------|-----|-----|----------|------------------|-----|-----|------|
| Ours     |      |          |        |     |      |            |      |               |     |     |          |                  |     |     |      |
| V        |      |          |        |     |      |            |      |               |     |     |          |                  |     |     |      |
| R        |      |          |        |     |      |            |      |               |     |     |          |                  |     |     |      |

4.4. Comparisons with the State-of-the-Art

We validate our methods over two challenging synthetic-to-real domain adaptation semantic segmentation tasks (i.e., GTA5-to-Cityscapes and SYNTHIA-to-Cityscapes) with two widely adopted network backbones ResNet-101 and VGG-16. We also compare our network with various state-of-the-art approaches. Tables 3 and 4 show experimental results.

For the GTA5-to-Cityscapes adaptation, we evaluate the mIoU of 19 classes shared between the source domain and target domain as in [26, 30, 14, 9]. For a fair comparison in SYNTHIA-to-Cityscapes adaptation, we report both mIoU of 13 classes (mIoU*) and mIoU of 16 classes (mIoU) shared between the source domain and target domain, respectively, as in [26, 30, 14, 9].

As shown in Tables 3 and 4, the proposed method outperforms all state-of-the-art methods under all four settings, i.e., two adaptation tasks with two backbones. The superior performance of our segmentation model is largely attributed to the introduced multi-level consistencies regularization that enables concurrent region-level and image-level feature alignment and domain adaptation in both input and output spaces. Without the multi-level consistencies regularization, region-/image-level feature alignment and input/output adaptation tends to lack of image-region/multi-level consistencies information and over-minimize their own objectives individually, ultimately leading to sub-optimal segmentation performance in the target domain.

As shown in Figure 4, we present qualitative segmentation results on the adaptation task GTA5-to-Cityscapes. It is clear that the proposed method performs the best, especially in the local regions with class-transition (i.e., regions that involve local context-relations among two or more classes). For example, as shown in the last row of Figure 4, CrCDA and SVMin falsely predict the trunk of the ‘tree’ as ‘pole’ while the proposed MLAN segments the same area correctly. We reckon the improvement is largely thanks to the proposed multi-level consistencies regularization that well rectifies region-level context-relation alignment (e.g., the ‘pole’ is not supposed to be on the top of ‘vegetation’) as well as image-level feature alignment.
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4.5. Parameter Studies

We analyze the influence of the weight factors that are employed to balance the adaptation/alignment objectives (i.e., $\lambda_{ad}$ for region-level adversarial learning (RL-AL) and $\lambda_{img}$ for image-level adversarial learning) and other factors such as the source supervised segmentation loss and region-level learning loss. As shown in Figures 5 and 6, the segmentation performance of proposed regularized RL-AL is insensitive and robust to a variety of weight factor values. Specifically, for RL-AL, the segmentation performance varies from 40% to 43% while its weight factor ranges from $0.2 \times 10^{-3}$ to $1.8 \times 10^{-3}$. On the contrary, the segmentation performance of proposed regularized RL-AL varies from 45.1% to 46.1% while its weight factor changes from $0.2 \times 10^{-3}$ to $1.8 \times 10^{-3}$. The IL-AL and the regularized IL-AL show similar phenomena during same weight factor variation, where IL-AL varies between 40.9% to 43.3% and IL-AL varies between 45.9% to 46.9%. The phenomenon described above indicates that the original adversarial loss (i.e., RL-AL and IL-AL) is an unstable training objective, where the proposed regularization can effectively improve it and make it more robust and stable.

5. Conclusion

In this work, we propose an innovative multi-level adversarial network (MLAN) for domain adaptive semantic segmentation, which aims to achieve both region-level and image-level cross-domain consistencies, optimally. MLAN introduces two novel designs, namely region-level adversarial learning (RL-AL) and co-regularized adversarial learning (CR-AL). Specifically, RL-AL learns the prototypical region-level context-relations explicitly in the feature space of a labelled source domain and transfer them to an unlabelled target domain via adversarial learning. CR-AL integrates local region-level AL with global image-level AL and conducts mutual regularization. Furthermore, MLAN calculates a multi-level consistency map (MLCM) to guide the
domain adaptation in input and output space. We experimentally evaluate the superior of the proposed method on the adaptation from a source domain of synthesized images to a target domain of real images. The proposed methods surpass state-of-the-arts by a large margin. In addition, we perform extensive ablation studies that illustrate the contribution of each design to the overall performance of the proposed method. We also conduct parameter studies and find that the general adversarial learning is an unstable objective for semantic segmentation and the proposed method can well rectify it. In the future work, we will explore more segmentation properties to make adaptation process/loss more relevant to the main task (i.e., segmentation).
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Figure 5: Parameter studies of region-level adversarial learning (RL-AL) weight factor $\lambda_{\text{ent}}$ (with ResNet-101): For the domain adaptive segmentation task GTA5-to-Cityscapes, the segmentation with the original RL-AL is sensitive to different weight factors, showing that its adversarial loss is an unstable objective. As a comparison, the proposed regularized RL-AL is much more stable and robust with different weight factors as the proposed regularization incorporates global image-level information.

References

[1] Léon Bottou. Large-scale machine learning with stochastic gradient descent. In Proceedings of COMPSTAT’2010, pages 177–186. Springer, 2010.
[2] Liang-Chieh Chen, George Papandreou, Iasonas Kokkinos, Kevin Murphy, and Alan L. Yuille. Deeplab: Semantic image segmentation with deep convolutional nets, atrous convolution, and fully connected crfs. IEEE transactions on pattern analysis and machine intelligence, 40(4):834–848, 2017.
[3] Yi-Hsin Chen, Wei-Yu Chen, Yu-Ting Chen, Bo-Cheng Tsai, Yu-Chiang Frank Wang, and Min Sun. No more discrimination: Cross city adaptation of road scene segmenters. In Proceedings of the IEEE International Conference on Computer Vision, pages 1992–2001, 2017.
[4] Yuhua Chen, Wen Li, Christos Sakaridis, Dengxin Dai, and Luc Van Gool. Domain adaptive faster r-cnn for object detection in the wild. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 3339–3348, 2018.
[5] Marius Cordts, Mohamed Omran, Sebastian Ramos, Timo Rehfeld, Markus Enzweiler, Rodrigo Benenson, Uwe Franke, Stefan Roth, and Bernt Schiele. The cityscapes dataset for semantic urban scene understanding. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 3213–3223, 2016.
[6] Cheng Deng, Xianglong Liu, Chao Li, and Dacheng Tao. Active multi-kernel domain adaptation for hyperspectral image classification. Pattern Recognition, 77:306–315, 2018.
[7] Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li, and Li Fei-Fei. Imagenet: A large-scale hierarchical image database. In 2009 IEEE conference on computer vision and pattern recognition, pages 248–255. Ieee, 2009.
[8] Yaroslav Ganin and Victor Lempitsky. Unsupervised domain adaptation by backpropagation. In International Conference on Machine Learning, pages 1180–1189, 2015.
[9] Dayan Guan, Jiaxing Huang, Shijian Lu, and Aoran Xiao. Scale variance minimization for unsupervised domain adaptation in image segmentation. Pattern Recognition, page 107764, 2020.
[10] Judy Hoffman, Eric Tzeng, Taesung Park, Jun-Yan Zhu, Phillip Isola, Kate Saenko, Alexei Efros, and Trevor Darrell. Cycada: Cycle-consistent adversarial domain adaptation. In International Conference on Machine Learning, pages 1989–1998, 2018.
[11] Judy Hoffman, Dequan Wang, Fisher Yu, and Trevor Darrell. Fcns in the wild: Pixel-level adversarial and constraint-based adaptation. arXiv preprint arXiv:1612.02649, 2016.
Figure 6: Parameter studies of global image-level adversarial learning (IL-AL) weight factor $\lambda_{\text{image}}$ (with ResNet-101): For the domain adaptive semantic segmentation task GTA5-to-Cityscapes, the segmentation of the original IL-AL is sensitive to different weight factors, showing that its adversarial loss is an unstable objective. As a comparison, the proposed regularized IL-AL is more stable and robust to different weight factors as the proposed regularization incorporates local region-level information.

[12] Jiaxing Huang, Dayan Guan, Aoran Xiao, and Shijian Lu. Cross-view regularization for domain adaptive panoptic segmentation. arXiv preprint arXiv:2103.02584, 2021.
[13] Jiaxing Huang, Dayan Guan, Aoran Xiao, and Shijian Lu. Fsdr: Frequency space domain randomization for domain generalization. arXiv preprint arXiv:2103.02370, 2021.
[14] Jiaxing Huang, Shijian Lu, Dayan Guan, and Xiaobing Zhang. Contextual-relation consistent domain adaptation for semantic segmentation. In European Conference on Computer Vision, pages 705–722. Springer, 2020.
[15] Myeongjin Kim and Hyeran Byun. Learning texture invariant representation for domain adaptation of semantic segmentation. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 12975–12984, 2020.
[16] Yanghao Li, Naiyan Wang, Jianping Shi, Xiaodi Hou, and Jiaying Liu. Adaptive batch normalization for practical domain adaptation. Pattern Recognition, 80:109–117, 2018.
[17] Yunsheng Li, Lu Yuan, and Nuno Vasconcelos. Bidirectional learning for domain adaptation of semantic segmentation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 6936–6945, 2019.
[18] Jian Liang, Ran He, Zhenan Sun, and Tieniu Tan. Exploring uncertainty in pseudo-label guided unsupervised domain adaptation. Pattern Recognition, 96:106996, 2019.
[19] Jonathan Long, Evan Shelhamer, and Trevor Darrell. Fully convolutional networks for semantic segmentation. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 3431–3440, 2015.
[20] Yuwei Luo, Liang Zheng, Tao Guan, Junqing Yu, and Yi Yang. Taking a closer look at domain shift: Category-level adversaries for semantics consistent domain adaptation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 2507–2516, 2019.
[21] Fei Pan, Inkyu Shin, Francois Rameau, Seokju Lee, and In So Kweon. Unsupervised intra-domain adaptation for semantic segmentation through self-supervision. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 3764–3773, 2020.
[22] Mohammad Mahfujur Rahman, Clinton Fookes, Mahsa Bakashmotlagh, and Sridha Sridharan. Correlation-aware adversarial domain adaptation and generalization. Pattern Recognition, 100:107124, 2020.
[23] Stephan R Richter, Vihav Vinee, Stefan Roth, and Vladlen Koltun. Playing for data: Ground truth from computer games. In European conference on computer vision, pages 102–118. Springer, 2016.
[24] German Ros, Laura Sellart, Joanna Materzynska, David Vazquez, and Antonio M Lopez. The synthia dataset: A large collection of synthetic images for semantic segmentation of urban scenes. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 3234–3243, 2016.

[25] Karen Simonyan and Andrew Zisserman. Very deep convolutional networks for large-scale image recognition. International Conference on Machine Learning, 2015.

[26] Yi-Hsuan Tsai, Wei-Chih Hung, Samuel Schulter, Kihyuk Sohn, Ming-Hsuan Yang, and Manmohan Chandraker. Learning to adapt structured output space for semantic segmentation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 7472–7481, 2018.

[27] Yi-Hsuan Tsai, Kihyuk Sohn, Samuel Schulter, and Manmohan Chandraker. Domain adaptation for structured output via discriminative patch representations. In Proceedings of the IEEE International Conference on Computer Vision, pages 1456–1465, 2019.

[28] Eric Tzeng, Judy Hoffman, Kate Saenko, and Trevor Darrell. Adversarial discriminative domain adaptation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 7167–7176, 2017.

[29] Eric Tzeng, Judy Hoffman, Ning Zhang, Kate Saenko, and Trevor Darrell. Deep domain confusion: Maximizing for domain invariance. arXiv preprint arXiv:1412.3474, 2014.

[30] Tuan-Hung Vu, Himalaya Jain, Maxime Bucher, Matthieu Cord, and Patrick Pérez. Advent: Adversarial entropy minimization for domain adaptation in semantic segmentation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 2517–2526, 2019.

[31] Zhonghao Wang, Mo Yu, Yunchao Wei, Rogerio Fерis, Jinjun Xiong, Wen-mei Hwu, Thomas S Huang, and Honghui Shi. Differential treatment for stuff and things: A simple unsupervised domain adaptation method for semantic segmentation. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 12635–12644, 2020.

[32] Chang-Dong Xu, Xing-Ran Zhao, Xin Jin, and Xiu-Shen Wei. Exploring categorical regularization for domain adaptive object detection. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 11724–11733, 2020.

[33] Yanchao Yang and Stefano Soatto. Fda: Fourier domain adaptation for semantic segmentation. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 4085–4095, 2020.

[34] Qiming Zhang, Jing Zhang, Wei Liu, and Dacheng Tao. Category anchor-guided unsupervised domain adaptation for semantic segmentation. In Advances in Neural Information Processing Systems, pages 433–443, 2019.

[35] Yang Zou, Zhiding Yu, Xiaofeng Liu, BVK Kumar, and Jinsong Wang. Confidence regularized self-training. In Proceedings of the European Conference on Computer Vision (ECCV), pages 289–305, 2018.

[36] Lin Zuo, Mengmeng Jing, Jingjing Li, Lei Zhu, Ke Lu, and Yang Yang. Challenging tough samples in unsupervised domain adaptation. Pattern Recognition, page 107540, 2020.