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Abstract

We recently introduced a mM-MCMC scheme that is able to accelerate the sampling of Gibbs distributions when there is a time-scale separation between the complete molecular dynamics and the slow dynamics of a low dimensional reaction coordinate. The mM-MCMC Markov chain works in three steps: 1) compute the reaction coordinate value associated to the current molecular state; 2) generate a new macroscopic proposal using some approximate macroscopic distribution; 3) reconstruct a molecular configuration that is consistent with the newly sampled macroscopic value. There are a number of method parameters that impact the efficiency of the mM-MCMC method. On the macroscopic level, the proposal- and approximate macroscopic distributions are important, while on the microscopic level the reconstruction distribution is of significant importance. In this manuscript, we will investigate the impact of these parameters on the efficiency of the mM-MCMC method on three molecules: a simple three-atom molecule, butane and alanine-dipeptide.

1 Introduction

The main objective of this manuscript is to study the numerical efficiency of a newly proposed micro-macro Markov chain Monte Carlo (mM-MCMC) method [16]. We designed this method with the goal of accelerating the sampling of molecular dynamics in mind. Many molecular systems typically exist of a large number of interacting atoms, whose motion is described by a complex potential energy

\[ V(x) = V_{\text{bonds}}(x) + V_{\text{angles}}(x) + V_{\text{torsions}}(x) + V_{\text{electrostatic}}(x) + V_{\text{LJ}}(x). \]  

(1)

In this formula, \( x \in \mathbb{R}^{3d} \) is the vector containing the three-dimensional positions of the atoms. When there are no chemical reactions, the potential energy can usually be composed as a sum of local and non-local potentials. For every covalent bond and angle between three connected atoms there is a quadratic potential, \( V_{\text{bonds}} \) and \( V_{\text{angles}} \) respectively, that describes vibrations of the atoms around an equilibrium value. Similarly, certain torsion angles between four connected atoms are described by a periodic potential \( V_{\text{torsions}} \). Finally, there are two important non-local potentials, one for electrostatic interactions, \( V_{\text{electrostatic}} \), and another for Vanderwals interactions. The latter is mostly modelled by a Lennard-Jones potential \( V_{\text{LJ}} \). With this potential energy, we can define the time-invariant Gibbs distribution

\[ \mu(x) = Z_V^{-1} \exp(-\beta V(x)) \quad \forall x \in \mathbb{R}^{3d}, \]  

(2)
that describes the equilibrium behaviour of the molecule. The constant $\beta$ is the inverse temperature, and $Z_V$ is the normalization constant.

There are two serious limitations when sampling from this invariant distribution. First, there can be a time-scale separation $\varepsilon$ between the macroscopic, global conformation of the molecule and the microscopic vibrations of the individual atoms. In this situation, the potential energy decomposes as a sum of slow and fast terms

$$V(x) = V_s(x) + \frac{1}{\varepsilon} V_f(x),$$

where $V_s$ is the potential energy of the slow, macroscopic conformation, and $V_f$ is the potential energy of the remaining fast degrees of freedom. Both are independent from $\varepsilon$. The existence of the time-scale separation calls for the use of small time steps on the order of $\varepsilon$ to keep the simulation stable. However, these small time steps prohibit sampling all possible global structures the molecular can have. Second, there is also the problem of dimensionality. It has been shown that the acceptance rate of some Markov chain Monte Carlo decreases as $d^{-1/3}$, where $d$ is the dimension of the system. We will ignore the issue of large dimensionality in this paper.

Instead, we will focus on cases where the macroscopic system is defined by the use of reaction coordinates. A reaction coordinate is a differentiable function $\xi$ that maps a microscopic molecule to some macroscopic description, i.e.,

$$\xi : \mathbb{R}^d \to \mathbb{R}^n : x \mapsto z,$$

with $n \ll d$. Given a certain reaction coordinate, we can derive a potential energy and invariant Gibbs distribution for it. Indeed, the potential energy, also called the free energy [12], of $\xi$ is given by

$$A(z) = -\frac{1}{\beta} \int_{\mathbb{R}^d} Z_V^{-1} \exp(-\beta V(x)) \delta_{\xi(x)}(z) \, dx. \tag{4}$$

Note that the Dirac delta function only considers $x$ values that have reaction coordinate value $z$. Then, similarly to (2), the reaction coordinate values follow a time-invariant Gibbs distribution of the form

$$\mu_0(z) = Z_V^{-1} \exp(-\beta A(z)). \tag{5}$$

With this free energy, we can rewrite the total microscopic potential energy (1) as

$$V(x) = A(\xi(x)) + \frac{1}{\varepsilon} V_f(x). \tag{6}$$

Given both the macroscopic and microscopic Gibbs distributions, we can define the time-invariant reconstruction distribution from macro to micro [12]. This reconstruction distribution is defined on the level set $\Sigma(z) = \{x \in \mathbb{R}^d \mid \xi(x) = z\}$. This distribution is defined as

$$\nu(x|z) = \frac{\mu(x)}{\mu_0(z)}, \quad x \in \Sigma(z). \tag{7}$$

The time-scale separation problem is far from new. The past decades have seen many creative methods to overcome this problem and reduce its cost. We give an overview. The Adaptive Biasing methods [3, 6] flatten the energy in the direction of the reaction coordinate. There are two variants of this method; adaptive biasing potential (ABP) [1, 11, 14, 17, 19] and adaptive biasing force (ABF) [4, 5]. Both achieve improved sampling by updating a running approximation to the free energy (ABP) or mean force (ABF) and subtracting it from the microscopic potential/force. We also like to mention the recently developped Multilevel Markov Chain Monte Carlo method. There are two instantiations that reduce the variance of MCMC by coupling levels. Dodwell et. al. [7], couple two levels by using the delayed-acceptance method [2]. That is, particle proposals are generated on the coarser level, and then only accepted or rejected on the finer level. A second
approach to Multilevel MCMC is to use the same random numbers for proposals on both levels [9]. It is unclear which scheme can lead to the largest time/variance reduction. Finally, The Coupled MCMC method for lattice systems [10] also accelerates sampling on a fine lattice by coupling it with a coarser lattice, like above ML MCMC methods. However, the coarser lattice does not live in the same state space as the fine lattice. In this method, going back to a finer level is done by sampling from a reconstruction distribution that is constrained to the coarser state.

In previous work, we created a micro-macro MCMC method [16] (mM-MCMC) similar to the coupled MCMC method [10]. With the current microscopic sample, it uses three steps to generate a new microscopic sample: i) compute its reaction coordinate value; ii) Sample a new macroscopic reaction coordinate value; iii) Build a microscopic sample by sampling from a (constrained) reconstruction distribution. The mM-MCMC method has the same structure as the delayed-acceptance, with the difference that the macroscopic level has a lower dimension. We also proved convergence and demonstrated that our method can realize substantial efficiency gains. There are, nonetheless, many parameters that influence these gains. We study the optimal choice of these parameters in this manuscript.

Outline of the manuscript We start by introducing the mM-MCMC method in Section 2, followed by the criterion used to measure the performance of the mM-MCMC method in Section 3. In Section 4, we study the three-atom molecule, where there is a single parameter $\varepsilon$ that determines the time-scale separation. We investigate the performace of both mM-MCMC schemes on this example and look at the effect of the method parameters on the efficiency gain. Next, in Section 5, we study the parameters of direct and indirect reconstruction on the more complex molecule butane, and end with a comparison between both schemes.

2 The micro-macro Markov chain Monte Carlo method

We now describe the mM-MCMC method in more detail. In its most general form, the mM-MCMC method consists of three steps, i) Large macroscopic proposal move followed by a macroscopic acceptance/rejection step, ii) Reconstruction of a new microscopic sample that is consistent with the new reaction coordinate value, iii) microscopic acceptance/rejection step to make sure the new microscopic sample is distributed according to (2).

In previous work [16], we introduced two variants of the mM-MCMC method: with direct reconstruction and with indirect reconstruction. As the name suggests, the two methods differ only in the reconstruction step. The mM-MCMC method with direct reconstruction always generates a new microscopic sample on the sub-manifold of constant reaction coordinate. The mM-MCMC method with indirect reconstruction, on the other hand, generates a microscopic sample by pulling the previous microscopic sample towards, but not necessarily on, the sub-manifold of constant reaction coordinate. The direct reconstruction variant is especially useful when the reaction coordinate is simple and $\Sigma(z)$ has a regular shape. In other cases, the indirect reconstruction is easier to use.

2.1 mM-MCMC with direct reconstruction

Let us now fill in the three steps from above in case of mM-MCMC with direct reconstruction.

2.1.1 Macroscopic proposal move

Given the current microscopic sample $x$ and its reaction coordinate $z$, we generate a new reaction coordinate value $z'$ using a macroscopic proposal distribution $q(z, z')$. This conditional distribution is usually based on a macroscopic time stepping scheme. Examples include a gradient descent step
(MALA), a simple discrete Brownian Motion, or more complex time stepping schemes. As a consequence, \( q(z, z') \) is usually a Gaussian distribution in \( z' \) with a mean related to \( z \).

### 2.1.2 Macroscopic acceptance

Before proceeding to the reconstruction step, we need to make sure that \( z' \) is distributed according to some approximate macroscopic distribution \( \bar{\mu}_0 \). This approximate distribution can be any distribution chosen by the user since the exact time-invariant distribution (5) is not readily available for complex molecules. Therefore, we accept \( z' \) with probability

\[
\alpha_{CG}(z, z') = \min \left\{ 1, \frac{\bar{\mu}_0(z') q_0(z', z)}{\bar{\mu}_0(z) q_0(z, z')} \right\}.
\]

This is the standard Metropolis-Hastings acceptance probability [8, 15].

### 2.1.3 Reconstruction

Given the new macroscopic value \( z' \), we reconstruct a microscopic sample \( x' \) by drawing a sample from the reconstruction distribution \( \bar{\nu}(\cdot | z') \) on the sub-manifold \( \Sigma(z') \). This distribution can be anything specified beforehand by the user.

### 2.1.4 Microscopic acceptance

Finally, to ensure that the microscopic sample is indeed distributed according to (2), we accept \( x' \) with probability

\[
\alpha(x, x') = \min \left\{ 1, \frac{\mu(x') \bar{\mu}_0(z) \bar{\nu}(x | z)}{\mu(x) \bar{\mu}_0(z') \bar{\nu}(x' | z')} \right\}.
\]

With this microscopic acceptance rate, it can be shown that the mM-MCMC method indeed has (2) as its invariant distribution and that it is ergodic.

### 2.2 mM-MCMC with indirect reconstruction

For technical reasons, the mM-MCMC method with indirect reconstruction is defined on the extended state space \( (x, z) \in \mathbb{R}^d \times \mathbb{R}^n \) of microscopic and reaction coordinate values. See [16] for more details. Therefore, there is no need to compute the reaction coordinate value of the current microscopic sample \( x \). Let us now explain the different steps of the algorithm.

#### 2.2.1 Macroscopic proposal move & acceptance

In this step, we again generate a new reaction coordinate value \( z' \) with the transition distribution \( q_0(z, z') \). Afterwards, we accept \( z' \) with probability \( \alpha_{CG} (8) \). This step is identical to section 2.1.1.

#### 2.2.2 Reconstruction

Instead of generating a microscopic sample \( x' \) on the manifold \( \Sigma(z') \), we sample \( x' \) from the indirect reconstruction distribution

\[
\nu_\lambda(x', z') = N_\lambda^{-1}(z') \left( \frac{\lambda \beta}{2\pi} \right)^{n/2} \exp\left( -\beta V(x') \right) \exp\left( -\frac{\lambda \beta}{2} \| \xi(x') - z' \|^2 \right).
\]

The normalization constant \( N_\lambda(z') \) is defined as

\[
N_\lambda(z') = Z_V \int_{\mathbb{R}^n} \left( \frac{\lambda \beta}{2\pi} \right)^{n/2} \exp\left( -\frac{\lambda \beta}{2} (u - z')^2 \right) d\mu_0(u).
\]
Note that this indirect reconstruction distribution is centered around \( \Sigma(z) \) and is almost zero elsewhere.

In this manuscript, we will take a sample from this indirect reconstruction distribution by running a short Markov chain Monte Carlo process. Specifically, we will take \( K \) time steps of the MALA algorithm with time step \( \delta t \):

\[
x_{k+1} = x_k - \delta t \nabla V(x_k) - \delta t \lambda (\xi(x_k) - z') \nabla \xi(x_k) + \sqrt{2 \delta t \beta^{-1}} \eta_k, \eta_k \sim \mathcal{N}(0, 1), k = 0, \ldots, K-1,
\]

and set \( x' = x_K \). This way, if \( K \) is large enough, the microscopic particle \( x' \) is distributed according to \( \nu_{\lambda}(\cdot, z') \). The parameter \( \lambda \) determines the speed at which \( \xi(x_k) \) converges to \( z' \). The higher \( \lambda \), the faster the convergence, making it the most important parameter in the mM-MCMC method with indirect reconstruction.

### 2.2.3 Microscopic acceptance

Finally, we must ensure that \( x' \) is indeed a sample from the Gibbs distribution (2). We ensure this by accepting \( x' \) with probability

\[
\alpha(x, x') = \min \left\{ 1, \frac{\mu_0(z') \mathcal{N}_\lambda(z')}{\mu_0(z) \mathcal{N}_\lambda(z)} \right\}.
\]

Note that this acceptance rate only depends on the reaction coordinate value \( z \) and \( z' \), in contrast to (2.1.4). This form is because of the explicit form of the indirect reconstruction distribution.

## 3 Efficiency Gain Criterion

To assess the total efficiency gain of the mM-MCMC method, we will always compare its sampling result with the microscopic Metropolis Adjusted Langevin (MALA) method [18]. We briefly explain this method for self-containment in Section 3.1. Afterwards, we introduce the efficiency criterion in Section 3.2.

### 3.1 The Metropolis adjusted Langevin method

MALA is a well known method to sample the time-invariant Gibbs distribution (2). Given the current microscopic sample \( x_n \in \mathbb{R}^d \), at time \( t_n = n \delta t \), it generates the next sample as

\[
x_{n+1} = x_n - \delta t \nabla V(x_n) + \sqrt{2 \delta t \beta} \eta_n,
\]

with \( \eta_n \) distributed according to the \( d \)-dimensional normal distribution with mean zero and unit covariance. We then accept \( x_{n+1} \) with Metropolis-Hastings probability

\[
\alpha(x_n, x_{n+1}) = \min \left\{ 1, \frac{\mu(x_{n+1}) q(x_{n+1}, x_n)}{\mu(x_n) q(x_n, x_{n+1})} \right\}.
\]

In the above formula, \( q(x_n, x_{n+1}) \) is the transition probability distribution associated to (12).

### 3.2 Efficiency gain

Suppose we are interested in estimating the expected value of some functional \( F : \mathbb{R}^d \to \mathbb{R} \) with respect to the Gibbs measure,

\[
E[F] = \int_{\mathbb{R}^d} F(x) d\mu(x).
\]

By drawing random samples from \( \mu \), through a Markov chain Monte Carlo method, we can obtain an estimate for \( E[F] \). To assess the accuracy of the MCMC method, one can perform \( M \)
independent runs, each with estimated value $F_i$ for (13), and compute the Mean Squared Error (MSE).

$$\text{MSE} = \frac{1}{M} \sum_{i=1}^{M} (F_i - \mathbb{E}[F])^2.$$  \hfill (14)

In all coming experiments, we will compare the performance of the mM-MCMC method to the microscopic MALA method. Therefore, we define the efficiency gain of mM-MCMC over MALA as

$$\frac{\text{MSE}_{\text{MALA}}}{\text{MSE}_{\text{mM-MCMC}}} \cdot \frac{T_{\text{MALA}}}{T_{\text{mM-MCMC}}}.$$  \hfill (15)

where $T_{\text{MALA}}$ and $T_{\text{mM-MCMC}}$ are the respective CPU times of the MALA and mM-MCMC methods.

4 The three-atom molecule

In this section, we consider the mM-MCMC algorithm on a simple, academic, three-atom molecule, as first introduced in [13]. The three-atom molecule has a central atom $B$, that we fix at the origin of the two-dimensional plane, and two outer atoms, $A$ and $C$. To fix the superfluous degrees of freedom, we constrain atom $A$ to the $x-$axis, while $C$ can move freely in the plane. The three-atom molecule is depicted on Figure 1.

The potential energy for the three-atom system consists of three terms,

$$V(x_a, x_c, y_c) = \frac{1}{2\varepsilon} (x_a - 1)^2 + \frac{1}{2\varepsilon} (r_c - 1)^2 + \frac{208}{2} \left( \left( \theta - \frac{\pi}{2} \right)^2 - 0.3838^2 \right)^2,$$  \hfill (16)

where $x_a$ is the $x-$coordinate of atom $A$ and $(x_c, y_c)$ are the Cartesian coordinates of atom $C$. The bond length $r_c$ between atoms $B$ and $C$ and the angle $\theta$ between atoms $A$, $B$ and $C$ are defined as

$$r_c = \sqrt{x_c^2 + y_c^2},$$

$$\theta = \arctan2(y_c, x_c).$$

The first term in (16) describes the vibrational potential energy of the bond between atoms $A$ and $B$, with equilibrium length 1. Similarly, the second term describes the vibrational energy of the bond between atoms $B$ and $C$ with bond length $r_c$. Finally, the third term determines the potential energy of the angle $\theta$ between the two outer atoms, which has an interesting bimodal behaviour. The distribution of $\theta$ has two peaks, one at $\frac{\pi}{2} - 0.3838$ and another at $\frac{\pi}{2} + 0.3838$.

The reaction coordinate that we consider in this section is the angle $\theta$, i.e.,

$$\xi(x_a, x_c, y_c) = \theta(x_a, x_c, y_c),$$  \hfill (17)
since this variable is the slow component of the three-atom molecule. Additionally, the angle $\theta$ is also independent of the time-scale separation, given by $\varepsilon$.

Finally, from the potential energy (16), it can be easily seen that the free energy of the reaction coordinate $\theta$ reads

$$A(z) = \frac{208}{2} \left( \left( z - \frac{\pi}{2} \right)^2 - 0.3838^2 \right)^2 .$$
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Outline of this section  In previous work [16], we have demonstrated that both mM-MCMC methods with direct and indirect reconstruction can sample the invariant distribution (16) correctly. We continue this line of experiments in this manuscript. Specifically, we include the following numerical results.

We start with all experiments relating to the direct reconstruction scheme in Section 4.1. First, we show in Section 4.1.1 that the mM-MCMC method with direct reconstruction is able to sample the free energy correctly, for three separate choices for the approximate macroscopic distribution $\bar{\mu}_0$. Then, in Section 4.1.2 we study the effect of $\bar{\mu}_0$ and $q_0$ on the efficiency gain of the mM-MCMC method. This is followed by an investigation of $\bar{\mu}_0$ and $\bar{\nu}$ on its efficiency gain in Section 4.1.3. Finally, we study the efficiency gain of mM-MCMC with direct reconstruction as a function of $\varepsilon$, Section 4.1.4.

Afterwards, we study the mM-MCMC method with indirect reconstruction in Section 4.2. First, we see what values of $\lambda$ are optimal for reconstruction in case of the three-atom molecule. Then, with $\lambda$ we study the efficiency gain as a function of $\varepsilon$, respectively in Sections 4.2.1 and 4.2.2. Finally, we compare the mM-MCMC methods with direct and indirect reconstruction with each other in Section 4.2.3.

4.1 Experiments with direct reconstruction

4.1.1 Comparison with the macroscopic reaction coordinate sampler

In the second numerical illustration, we compare the mM-MCMC method to MCMC samplers at the macroscopic level. That is, if the approximate macroscopic distribution $\bar{\mu}_0$ differs significantly from the exact marginal distribution of the reaction coordinate $\mu_0$ (18), any macroscopic MCMC sampler would render a poor fit on $\mu_0$. However, the mM-MCMC method does not readily accept reaction coordinate values sampled at the macroscopic level, but performs a second accept/reject step at the microscopic level. This second accept/reject step guarantees that the reconstructed microscopic samples are indeed samples from the microscopic Gibbs measure $\mu$ (2). As a consequence, the reaction coordinate values sampled with mM-MCMC will sample the marginal distribution $\mu_0$ exactly.

Experimental setup  We verify this claim by defining two approximate free energy functions $\bar{A}$ that define two approximate macroscopic distributions $\bar{\mu}_0$. These approximate free energy functions are

$$\bar{A}^1(\theta) = \frac{208}{2} \left( \left( \theta - \frac{\pi}{2} \right)^2 - 0.4838^2 \right)^2 , \quad (19)$$

$$\bar{A}^2(\theta) = \frac{208}{2} \left( \left( \theta - \frac{\pi}{2} \right)^2 - 0.3838^2 \right)^2 + \cos(\theta).$$

The first expression for the approximate free energy is obtained by perturbing the two peaks of the exact free energy (4) by a distance 0.1 of radians. The second formula, $\bar{A}^3$ perturbs the exact free energy expression by adding the cosine function to $A$, resulting in a large perturbation on the amplitude of the associated macroscopic invariant distribution. The effect of the cosine perturbation is that the height of the left peak in the macroscopic distribution of $\theta$ is decreased.
Figure 2: The three approximate free energy distributions as defined in equation (19). The blue curve is the exact free energy of the three-atom molecule (16), the red curve is obtained by shifting the local maxima of the exact distribution by 0.1 by the left and the right, while the final distribution is the exact expression perturbed by the cosine function.

while the height of the right peak is increased. The three Gibbs distributions associated to the correct free energy and the two approximate free energies defined above are shown in Figure 2.

In the following experiment, we investigate the numerical sampling results of the mM-MCMC method where we use each of the above defined approximate macroscopic distributions. On the macroscopic level, we use the MALA method (12) with time step $\Delta t = 0.01$ to generate reaction coordinate values according to each of the approximate macroscopic distributions. For reconstruction, we use the time-invariant reconstruction distribution $\nu$ (7). We also choose the time-scale parameter $\varepsilon = 10^{-6}$ and sample $N = 10^6$ microscopic samples.

**Numerical results**  The mM-MCMC method is in both cases able to recover the marginal distribution of the reaction coordinates. A simple macroscopic sampler would return samples that differ significantly from the correct macroscopic marginal distribution. This result thus shows the need for a microscopic correction to an inexact macroscopic sampler, and the merit of the mM-MCMC method.

### 4.1.2 Impact of $\bar{A}$ and $q_0$ on the efficiency gain

**Experimental setup**  Having visually shown that the mM-MCMC can correct for an inaccurate approximate macroscopic distribution, we numerically investigate the impact of the choice of approximate macroscopic distribution $\bar{\mu}_0$ and the choice of macroscopic transition distribution $q_0$ on the efficiency gain of mM-MCMC.

For the approximate macroscopic distribution, we use the exact free energy function (18) and the two approximate macroscopic distribution that we defined in (19). The two choices for the macroscopic proposal distribution $q_0$ are based on the following two stochastic dynamical systems for the reaction coordinate,

\[
q_0^1: d\theta = -\nabla A_i(\theta)dt + \sqrt{2\beta^{-1}}dW
\]
\[
q_0^2: d\theta = \sqrt{2\beta^{-1}}dW.
\]

The first stochastic differential equation is the overdamped Langevin dynamics for each of the approximate free energy functions (MALA), while the latter equation is a simple Brownian motion in the reaction coordinate space.
Figure 3: Histogram of the mM-MCMC method (blue) for two different approximate macroscopic distributions: $\bar{A}^2$ (left) and $\bar{A}^3$ (right). The orange line depicts the approximate macroscopic distribution used in each experiment, and the green line represents the marginal distribution of the reaction coordinate values. We can see that the mM-MCMC is able to overcome a bad approximate macroscopic distribution and samples the marginal distribution correctly.

In the following experiment, we run the mM-MCMC algorithm with each of these six combinations for the approximate macroscopic invariant distribution $\bar{\mu}_0 \propto \exp(-\beta \bar{A})$ and the macroscopic transition distribution $\eta_0$ for $N = 10^6$ sampling steps and with a macroscopic time step $\Delta t = 0.01$. We also take the reconstruction distribution $\nu$ in each of these experiments. After each simulation with these combinations, we compute the total macroscopic acceptance rate, the microscopic acceptance rate after reconstruction, the average runtime, the numerical variance on the estimated mean of $\theta$ and the total efficiency gain of mM-MCMC over the MALA algorithm, as explained in Section 3.2. The microscopic time step for the MALA method is $\delta t = \varepsilon$ and for we choose $\beta = 1$ for the inverse temperature. For a statistically good comparison, we average the results over 100 independent runs. The numerical efficiency gains are depicted in Tables 1 and 2 for $\varepsilon = 10^{-4}$ and $\varepsilon = 10^{-6}$ respectively.

| Parameters       | Macroscopic acceptance rate | Microscopic acceptance rate | Runtime gain | Variance gain | Total efficiency gain |
|------------------|-----------------------------|-----------------------------|--------------|---------------|----------------------|
| Langevin, $\bar{A}^1$ | 0.749932                    | 1                           | 2.45692      | 85.3266       | 209.64               |
| Langevin, $\bar{A}^2$ | 0.730384                    | 0.432508                    | 2.62306      | 28.4122       | 74.527               |
| Langevin, $\bar{A}^3$ | 0.749653                    | 0.950238                    | 1.95663      | 99.7186       | 195.112              |
| Brownian, $\bar{A}^1$ | 0.645188                    | 1                           | 3.03108      | 85.1586       | 258.122              |
| Brownian, $\bar{A}^2$ | 0.61375                     | 0.597058                    | 3.28045      | 35.6794       | 117.044              |
| Brownian, $\bar{A}^3$ | 0.645654                    | 0.959794                    | 2.72728      | 81.3405       | 221.838              |

Table 1: A summary of different statistics of the mM-MCMC method with $\varepsilon = 10^{-4}$ for six combinations of the (approximate) macroscopic invariant distribution and macroscopic proposal moves. We record the macroscopic and microscopic acceptance rates of mM-MCMC, the runtime and variance gains of mM-MCMC over the microscopic MALA method and the total efficiency gain.

**Numerical results** The numerical results in Tables 1 and 2 indicate a large efficiency gain of mM-MCMC over the microscopic MALA algorithm. The efficiency gain is on the order of the time-scale separation $\sim O(\varepsilon^{-1})$. For instance, a gain of a factor 8255 in Table 2 indicates that the mM-MCMC method needs 8255 times fewer sampling steps to obtain the same variance on the estimated mean of $\theta$ than the microscopic MALA method, for the same runtime.
Table 2: A summary of different statistics of the mM-MCMC method with $\varepsilon = 10^{-6}$ for six combinations of the (approximate) macroscopic invariant distribution and macroscopic proposal moves. The different columns are the same as in Table 1.

| Parameters | Macroscopic acceptance rate | Microscopic acceptance rate | Runtime gain | Variance gain | Total efficiency gain |
|------------|-----------------------------|----------------------------|--------------|---------------|----------------------|
| Langevin, $\bar{A}_1$ | 0.749906 | 1 | 2.50343 | 3297.65 | 8255.44 |
| Langevin, $\bar{A}_2$ | 0.730538 | 0.43242 | 2.64621 | 933.64 | 2470.61 |
| Langevin, $\bar{A}_3$ | 0.749596 | 0.950308 | 1.99301 | 2461.08 | 4904.96 |
| Brownian, $\bar{A}_1$ | 0.645272 | 1 | 3.058 | 3223.1 | 9856.26 |
| Brownian, $\bar{A}_2$ | 0.613716 | 0.59717 | 3.31087 | 1274.01 | 4218.07 |
| Brownian, $\bar{A}_3$ | 0.645702 | 0.959848 | 2.77357 | 3229.06 | 8956.03 |

First, note that for both values of $\varepsilon$, the macroscopic acceptance rate is lower when using Brownian macroscopic proposals than when using Langevin dynamics proposals. This result is intuitive since the Brownian motion does not take into account the underlying macroscopic probability distribution, while the Langevin dynamics will automatically choose reaction coordinate values in regions of higher macroscopic probability. However, with a lower macroscopic acceptance rate comes a lower runtime as well since we need to reconstruct fewer microscopic samples and hence fewer evaluations of the microscopic potential energy. This effect is indeed visible in the fourth column where the runtime gain is higher for Brownian motion than that of the corresponding Langevin dynamics. Further, we note that there are large variance gains between the Langevin proposals and Brownian proposals for the second and third approximate free energy. We explain this as follows: the more exploration happens at the macroscopic levels, the more diverse the microscopic samples as well. As a result, expected values at the microscopic level are better represented and have a lower variance. Hence, the total efficiency gain of mM-MCMC is almost completely determined by the lower runtime due to the macroscopic Brownian proposals when the approximate distribution lies close to the true marginal distribution of the reaction coordinate. However, when there are significant differences between the approximate and exact macroscopic distributions, the choice of proposal moves does have a significant impact on the overall efficiency.

The choice of macroscopic invariant distribution $\bar{\mu}_0$, however, has a larger impact on the efficiency of mM-MCMC with direct reconstruction. First of all, one can see that the macroscopic acceptance rate is less affected by the choice of macroscopic invariant distribution than by the choice of macroscopic proposal move $q_0$. Indeed, the Langevin proposals are based on the free energy of their respective approximate macroscopic distribution. However, the microscopic acceptance rate is significantly affected by the approximate macroscopic distribution $\bar{\mu}_0$. Since the microscopic acceptance criterion is used to correct the microscopic samples from having the wrong macroscopic distribution, the more the approximate macroscopic distribution $\bar{\mu}_0$ deviates from the exact macroscopic distribution $\mu_0$, the lower the microscopic acceptance rate will be. Indeed, the microscopic acceptance rate for the approximate free energy $\bar{A}^1$ is much lower than that for $A$ since the local minima of $\bar{A}^1$ are located at different positions. On the other hand, the approximate free energy $\bar{A}^2$ lies closer to $A$ since only the height of both peaks different, resulting in a microscopic acceptance rate close to 1.

Consequently, the closer $\bar{\mu}_0$ lies to the exact invariant distribution $\mu_0$ of the reaction coordinates, the higher the gain in variance is over the microscopic MALA method. Indeed, if the microscopic acceptance rate is low, we store the same microscopic sample many times, prohibiting a thorough exploration of the microscopic state space and thus keeping the variance obtained by mM-MCMC high. The choice of approximate macroscopic distribution $\bar{\mu}_0$ has a larger impact on the efficiency gain of mM-MCMC than the choice of macroscopic transition distribution $q_0$. 








4.1.3 Impact of $\bar{A}$ and $\bar{\nu}$ on the efficiency gain

**Experimental setup** For the third experiment on the three-atom molecule, we investigate the effect of the choice of reconstruction distribution $\bar{\nu}$ on the efficiency gain of mM-MCMC over MALA, in conjunction with the same three choices for the approximate free energy $\bar{A}$ (19). For consistency of the numerical results, we employ macroscopic proposal moves based on a gradient descent in $\theta$, with given approximate free energy $\bar{A}$. The two reconstruction distributions that we consider in this numerical experiment are

$$\bar{\nu}_1(x|\theta) = \nu(x|\theta)$$
$$\bar{\nu}_2(x|\theta) \propto \exp\left(-\frac{(x_a - 1)^2}{4\varepsilon}\right) \exp\left(-\frac{(r_c - 1)^2}{4\varepsilon}\right). \quad (21)$$

The first reconstruction distribution is the exact time-invariant distribution (7), while the second distribution is obtained by increasing the variance on $x_a$ and $r_c$ by a factor of $2$, relative to $\bar{\nu}_1$.

| Parameters | Macroscopic acceptance rate | Microscopic acceptance rate | Runtime gain | Variance gain | Total efficiency gain |
|------------|-----------------------------|-----------------------------|--------------|--------------|----------------------|
| $A, \bar{\nu}_1$ | 0.749932 | 1 | 2.45692 | 85.3266 | 209.64 |
| $\bar{A}, \bar{\nu}_1$ | 0.730384 | 0.432508 | 2.62306 | 28.4122 | 74.527 |
| $\bar{A}, \bar{\nu}_1$ | 0.749653 | 0.950238 | 1.95663 | 99.7186 | 195.112 |
| $A, \bar{\nu}_2$ | 0.749891 | 0.475463 | 2.45479 | 37.5736 | 92.2354 |
| $\bar{A}, \bar{\nu}_2$ | 0.730482 | 0.266464 | 2.62922 | 17.2829 | 45.4405 |
| $\bar{A}, \bar{\nu}_2$ | 0.749891 | 0.475463 | 2.45479 | 37.5736 | 92.2354 |

Table 3: A summary of different statistics of the mM-MCMC method with $\varepsilon = 10^{-4}$ for six combinations of the (approximate) macroscopic invariant distribution and reconstruction distribution. For each of these six combinations, we record the average acceptance rate at the macroscopic level, the average acceptance rate on the microscopic level, conditioned on all accepted macroscopic samples and the gain in runtime and variance on the estimated mean of $\theta$ of mM-MCMC over the microscopic MALA method. The final column record the total efficiency gain of mM-MCMC, which is the product of the two former columns.

| Parameters | Macroscopic acceptance rate | Microscopic acceptance rate | Runtime gain | Variance gain | Total efficiency gain |
|------------|-----------------------------|-----------------------------|--------------|--------------|----------------------|
| $A, \bar{\nu}_1$ | 0.749906 | 1 | 2.50343 | 3297.65 | 8255.44 |
| $\bar{A}, \bar{\nu}_1$ | 0.730538 | 0.43242 | 2.64621 | 933.64 | 2470.61 |
| $\bar{A}, \bar{\nu}_1$ | 0.749596 | 0.950308 | 1.99301 | 2461.08 | 4904.96 |
| $A, \bar{\nu}_2$ | 0.749906 | 0.475463 | 2.50343 | 3297.65 | 8255.44 |
| $\bar{A}, \bar{\nu}_2$ | 0.730455 | 0.266443 | 2.65114 | 547.826 | 1452.37 |
| $\bar{A}, \bar{\nu}_2$ | 0.749891 | 0.475463 | 2.45479 | 37.5736 | 92.2354 |

Table 4: A summary of different statistics of the mM-MCMC method with $\varepsilon = 10^{-6}$ for six combinations of the (approximate) macroscopic invariant distribution and reconstruction distribution. The columns are the same as in Table 3.

In this experiment, we again compute the macroscopic acceptance rate, the microscopic acceptance rate, the gain in runtime for a fixed number of sampling steps, the gain in variance of the estimated mean of $\theta$ and the total efficiency gain of mM-MCMC over the microscopic MALA algorithm for each of the six combinations of the approximate macroscopic distribution $\bar{\mu}_0$ and reconstruction distribution $\bar{\nu}$. We perform each experiment with $N = 10^6$ steps, the temperature parameter is $\beta = 1$, the macroscopic time step is again $\Delta t = 0.01$. We use a time step $\delta t = \varepsilon$ for the MALA algorithm. For a good comparison, the numerical results are averaged over 100
independent runs. The numerical results are shown in Table 3 for $\varepsilon = 10^{-4}$ and in Table 4 for $\varepsilon = 10^{-6}$.

**Numerical results** As intuitively expected, the choice of reconstruction distribution has a negligible impact on the macroscopic acceptance rate, but it does have a significant effect on the microscopic acceptance rate. For both values of $\varepsilon$ and for the three choices of $\bar{A}$, reconstruction distribution $\bar{\nu}^2$ has a lower microscopic acceptance rate than $\bar{\nu}^1$. Since the distribution $\bar{\nu}^2$ is not the time-invariant reconstruction distribution (7), the microscopic acceptance criterion needs to correct for this wrong reconstruction, lowering the average microscopic acceptance rate. As we also noted in the previous experiment, a lower microscopic acceptance rate keeps the variance on the estimated mean of $\theta$ high and hence the total efficiency gain of mM-MCMC over the microscopic MALA algorithm is small.

4.1.4 Efficiency gain as a function of $\varepsilon$

**Experimental setup** In the fourth and final experiment on the three-atom molecule, we estimate the efficiency gain of mM-MCMC on the estimated mean and variance of the angle $\theta$, as a function of the time-scale separation $\varepsilon$. We consider two different choices for the approximate macroscopic distribution $\bar{\mu}_0$ and the reconstruction distribution $\bar{\nu}$. For the first choice, we take the exact free energy $A$ [REF FREE energy 3-atom] and the exact time-invariant reconstruction distribution $\nu$ such that the exact reconstruction property holds. The other choice consists of approximate free energy $\bar{A}^1$ and reconstruction distribution $\bar{\nu}^2$. For both choices, the macroscopic proposal moves are based on the overdamped Langevin dynamics with the corresponding (approximate) free energy function and time step $\Delta t = 0.01$. We measure the efficiency gain for four values of the time-scale separation, $\varepsilon = 10^{-i}$, $i = 3, \ldots, 6$ and with $N = 10^6$ sampling steps. The microscopic time step for the microscopic MALA algorithm is $\delta t = \varepsilon$, and the inverse temperature is $\beta = 1$. The numerical results are shown in Figure 4.

**Numerical results** For both choices of the parameters in the mM-MCMC method, the efficiency gain on the estimated mean and variance increases linearly or faster with decreasing $\varepsilon$, proving the mM-MCMC can accelerate the sampling of systems with a medium to large time-scale separation. Additionally, in case time-invariant $(A, \bar{\nu}^1)$, the efficiency gain is higher than when the exact reconstruction property does not hold, i.e., in case of $(\bar{A}^1, \bar{\nu}^2)$.

4.2 Experiments with indirect reconstruction

4.2.1 Impact of $\lambda$ on the efficiency of mM-MCMC

**Experimental setup** It is paramount that the parameter $\lambda$ is chosen well, such that the mM-MCMC scheme is as efficiently as possible. He, we investigate the effect of the magnitude of $\lambda$ on the efficiency gain of the estimated mean and the estimated variance of $\theta$. Specifically, we compute the efficiency gain of mM-MCMC with indirect reconstruction over the microscopic MALA method for three values of the time-scale separation: $\varepsilon = 10^{-4}$, $10^{-5}$, and $10^{-6}$. For a good comparison, we keep the number of biased time steps fixed at $K = 5$ and the step size of the biased simulation fixed at $\delta t = \min\{\varepsilon, \lambda^{-1}\}$ for stability. The other numerical parameters are $\beta = 1$, the macroscopic time step is $\Delta t = 0.01$, the time step of the microscopic MALA method is $\varepsilon$ and we take $N = 10^6$ sampling steps. Moreover, we compute the efficiency gain by averaging the estimated quantities over 100 independent runs. On Figure 5, we show the efficiency gain of mM-MCMC as a function of $\lambda$, for multiple values of $\varepsilon$. Also, in Table 5, we gather some statistics of the mM-MCMC method for the estimated variance of $\theta$ for several values of $\lambda$ and a fixed value of $\varepsilon = 10^{-6}$. 
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Figure 4: Efficiency gain of mM-MCMC over the standard MCMC method on the estimated mean (solid line) and variance (dashed line) of the angle $\theta$ for two different parameter choices: $(A, \bar{\nu}_1)$ (orange lines) and $(\bar{A}, \bar{\nu}_2)$ (blue lines). The gain is computed using the criterion $\text{EFFICIENCY Crit}$, for $\varepsilon = 10^{-i}$, $i = 3, \ldots, 6$ and with $N = 10^6$ microscopic samples. For both parameter choices, the efficiency gain on the estimated mean increases linearly with decreasing $\varepsilon$, and the gain on the estimated variance increases faster, approximately $\varepsilon^{-1.5}$. However, the efficiency gain on the estimated mean and variance of $\theta$ increases slower when the exact reconstruction property does not hold, i.e., $(\bar{A}, \bar{\nu}_2)$, than when it does, i.e., $(A, \bar{\nu}_1)$.

Figure 5: Efficiency gain of mM-MCMC on the estimate of the mean (full lines) and variance (dotted lines) of $\theta$, for different values of the time-scale separation. When $\lambda$ is larger $1/\varepsilon$ there is a clear efficiency gain. This gain is almost constant for a large range of values for $\lambda$. When $\lambda$ is too large, we need more biased steps to come near to the sampled value at the macroscopic level, and when $\lambda$ is smaller than $1/\varepsilon$, we take the sampled reaction value not enough into account and loose efficiency.
Table 5: Several statistics of the performance of mM-MCMC with indirect reconstruction over the microscopic MALA method when estimating the variance of $\theta$, for several values of $\lambda$. The time-scale separation parameter is fixed at $\varepsilon = 10^{-6}$. The macroscopic and microscopic acceptance rates and the increase in execution time remain constant with varying $\lambda$. As is also visible from the green solid line on Figure 5, when $\lambda < \varepsilon^{-1}$, the efficiency gain is low because there is no gain on the variance at all. However, from the point $\lambda > \varepsilon^{-1}$, there is a significant variance reduction on the estimated variance of $\theta$, and therefore a significant increase in efficiency gain. Finally, when $\lambda$ is too large, relative to the fastest modes in the potential energy of the system, the total efficiency gain decreases again due to an increase of the variance on the estimated variance of $\theta$ by mM-MCMC.

Table 6: A summary of different statistics of the mM-MCMC method when applied to estimating the mean of $\theta$, for multiple values of $\varepsilon$. We record the macroscopic and microscopic acceptance rates, the runtime and variance gains of the mM-MCMC method with indirect reconstruction and the total efficiency gain. Note that the cost of pre-computing the free energy is not included in the runtime.

**Numerical results**  From previous sections, we know that efficiency gain increases when $\varepsilon$ decreases. Second, when $\lambda < 1/\varepsilon$ there is no efficiency gain at all. Indeed, as we intuitively mentioned in Section 4.2.1, when $\lambda$ is smaller than the stiffest mode in the system, the reaction coordinate in the biased dynamics will be less driven towards the value sampled at the macroscopic level. We are then effectively ignoring the macroscopic MCMC step so that there is no variance reduction on expectations of $\theta$. This effect is also visible in the first row of Table 5 where there is indeed no gain on the variance on the estimated variance of $\theta$. On the other hand, when $\lambda$ is very large (larger than $10^{2}/\varepsilon$ in this case), the efficiency also starts to decrease as we are not simulating enough biased steps for the reaction coordinate value to approximate the sampled value at the macroscopic level well. This effect is especially visible on the efficiency gain of the estimate variance of $\theta$ in the bottom row of Table 5. We would therefore need more than 5 biased steps to equilibrate around each sampled reaction coordinate value at the macroscopic level of the mM-MCMC algorithm, also reducing the efficiency. To conclude, there is a large range of values for $\lambda$ that give a large and almost identical efficiency gain (middle rows of Table 5). This range, between $1/\varepsilon$ and $100/\varepsilon$, is the same for a large range of $\varepsilon$ values. In practice, it is therefore a good idea to choose $\lambda$ approximately on the order of the stiffest mode of the molecular system.

**4.2.2 Efficiency gain as a function of time-scale separation**

**Experimental setup**  Following the previous experiment, we numerically compare the efficiency gain of the mM-MCMC method over the microscopic MALA method for different values of $\varepsilon$. We
let the small-scale parameter $\varepsilon$ vary between $10^{-6}$ and $10^{-3}$ and we consider the efficiency gain on the estimated mean and the estimated variance of $\theta$. The efficiency gains on the estimated mean and variance of $\theta$ are depicted on Figure 6 as a function of $\varepsilon$. We also display the averaged macroscopic and microscopic acceptance rates, the reduction in runtime, as well as the reduction of the variance on the estimated quantities of interest obtained by mM-MCMC with indirect reconstruction in Table 6 where we consider the estimated mean of $\theta$, and in Table 7 for the estimated variance of $\theta$.

**Numerical results** First, on Figure 6, we see that the efficiency gain of mM-MCMC increases at least linearly with decreasing $\varepsilon$. For large values of $\varepsilon$, one can see that there is almost no efficiency gain at all. The reason for this behaviour is clear from Tables 6 and 7. From the third column of these tables, we conclude that the runtime of mM-MCMC with indirect reconstruction is larger than that of the microscopic MALA method due to the computational overhead of the biased simulation. Hence, for large values of $\varepsilon$, this computational overhead (third column) is dominant over the reduction in variance (fourth column). However, when $\varepsilon$ is small, the reduction in variance by mM-MCMC is dominant over the increase in computational time. Currently, we do not have analytic expressions for the gain as a function of the time-scale separation, but Figure 6 clearly shows the merit of mM-MCMC with indirect reconstruction for medium and large time-scale separations.

As a second observation, note that the macroscopic acceptance rates (first column of both tables) is independent of $\varepsilon$, as we intuitively may expect. Also, we see that the microscopic acceptance rate after indirect reconstruction (second column) is close to 1 so that only little redundant com-
Comparison of mM-MCMC with direct and indirect reconstruction

Having studied the performance of mM-MCMC with indirect reconstruction for multiple values of the time-scale separation, we now compare the performance of this method to its direct reconstruction variant. We expect the direct reconstruction algorithm to be faster for a given number of sampling steps due to the computational overhead of the biased dynamics, while the reduction in variance on estimated quantities should be almost identical.

Experimental setup In Figure 7, we depict the efficiency gain of both mM-MCMC variants over the microscopic MALA method on the estimated mean of $\theta$ for a large range of values of $\varepsilon$. In addition, we also plot the efficiency gain of the direct reconstruction algorithm over the indirect reconstruction algorithm for $N = 10^6$ sampling steps. We fix the macroscopic time step at $\Delta t = 0.02$ for both mM-MCMC variants for a good comparison. The numerical parameters for the indirect reconstruction method are $K = 5$, $\lambda = \varepsilon^{-1}$ and $\delta t = \varepsilon$, and the time step of the microscopic MALA method is also $\varepsilon$. For both variants, we use the exact marginal distribution $\mu_0$ at the macroscopic level and we use Brownian proposal moves. We also use reconstruction distribution $\nu$ for the direct reconstruction method. In Table 8, we also show the gain in runtime, the gain in variance on the estimated mean of $\theta$ and the total efficiency gain of mM-MCMC with direct reconstruction over mM-MCMC with indirect reconstruction.

Numerical results The efficiency gain of mM-MCMC with indirect reconstruction is a constant factor lower than the efficiency gain of its direct reconstruction variant, independent of the time-scale separation. If we diagnose this effect more carefully in Table 8, one can see that the lower efficiency gain is purely due to the larger runtime of mM-MCMC with indirect reconstruction. The decrease in variance on the estimated mean of $\theta$ is almost the same.
| $\varepsilon$ | Runtime gain | Variance gain | Total efficiency gain |
|------------|--------------|---------------|----------------------|
| $10^{-3}$  | 10.0329      | 0.877206      | 8.80089              |
| $10^{-4}$  | 10.1001      | 0.680705      | 6.87522              |
| $10^{-5}$  | 10.1374      | 1.04204       | 10.5635              |
| $10^{-6}$  | 9.99052      | 1.57429       | 10.4853              |

Table 8: A summary of different statistics that summarize the efficiency gain of mM-MCMC with direct reconstruction over the indirect reconstruction algorithm. The efficiency gain of the direct reconstruction algorithm is almost the same for a large range of values of $\varepsilon$ and this efficiency gain is completely due to the lower runtime of the direct reconstruction. Both variants obtain the exact same variance reduction over the microscopic MALA method.

5 Butane

We now test the mM-MCMC method with direct reconstruction on a somewhat larger method to show that its overall efficiency gain extends to other molecules. We specifically focus on the behaviour of the torsion angle $\phi$ (see Figure 8), as this angle determines the global conformation of the whole molecule.

The full potential energy of butane reads

$$V(x) = \frac{1}{2} \sum_{i \in \text{bonds}} k_b (r_i(x) - r_0)^2 + \frac{1}{2} \sum_{i \in \text{angles}} k_a (\theta_i(x) - \theta_0)^2 + V_\phi(\phi(x)), \quad (22)$$

with parameters $k_b = 1.17 \cdot 10^6$, $k_a = 62500$, $r_0 = 1.53$, $\theta_0 = 112^\circ$ and potential energy of the torsion angle being

$$V_\phi(\phi) = c_0 + c_1 \cos(\phi) + c_2 \cos(\phi)^2 + c_3 \cos(\phi)^3.$$

The remaining parameters have values $c_0 = 1031.36, c_1 = 2037.82, c_2 = 158.52, c_3 = -3227.7$. The time-invariant distribution of butane is then a result of (2).

Given the slow nature of the torsion angle and the faster vibrations of the bonds and regular angles, it makes sense to choose our reaction coordinate to be the torsion angle, i.e.,

$$\xi(x) = \phi.$$

The free energy of this reaction coordinate is readily visible from the potential energy of the full system (22)

$$A(\phi) = V_\phi(\phi), \quad (23)$$

and the time-invariant reconstruction distribution is then given by (7).
Outline of this section  We adapt a couple of experiments that we performed on the three-atom molecule to the problem of butane. We already performed a visual comparison between the microscopic MALA and the mM-MCMC methods in our previous work [16]. There, we demonstrated that the mM-MCMC method with direct reconstruction can achieve significant efficiency gains on butane. We take this analysis a step further, and compare the macroscopic reaction coordinate sampler (MALA) and the mM-MCMC method in case there is a significant bias on the approximate macroscopic distribution in Section 5.1. Afterwards, we compare the efficiency gains of the mM-MCMC method for different choices of $\mu_0$ and $q_0$, Section 5.2, and different choices of $\bar{\mu}_0$ and $\bar{\nu}$, Section 5.3.

5.1 Comparison with the macroscopic reaction coordinate sampler

As a second numerical illustration of the merit of mM-MCMC, we compare the sampling results between a macroscopic sampler and the mM-MCMC method. We have already discovered that the mM-MCMC method can correct for large biases in the approximate macroscopic distribution in case of the three-atom molecule. The butane test case is, however, more challenging because the local minima of $A(z)$ are farther apart and two of the local minima have a lower weight than the third one.

Experimental setup  We define two approximate free energy functions that induce approximate macroscopic distributions

\begin{align}
\bar{A}^1(\phi) &= c_0 + c_1 \cos(1.2\phi) + c_2 \cos(1.2\phi)^2 + c_3 \cos(1.2\phi)^3, \\
\bar{A}^2(\phi) &= c_0 + c_1 \cos(\phi) + c_2 \cos(\phi)^2 + c_3 \cos(\phi)^3 + 500 \cos(\phi - 1).
\end{align}

(24)

The first approximate free energy contracts the local minima of the exact free energy (23) by a factor $1.2^{-1}$, while the third approximate free energy gives a larger relative weight to most left local minimum, and decreases the weight of the other peaks.

We now investigate the numerical performance of mM-MCMC over a macroscopic sampler for each of the above defined approximate distribution. On the macroscopic level, we employ a MALA method with time step $\Delta t = 5 \cdot 10^{-4}$ to generate proposals for both the macroscopic and mM-MCMC samplers. We also use the time-invariant reconstruction distribution $\nu$ to generate microscopic samples for mM-MCMC. The numerical results for approximate free energy $\bar{A}^1$ and $\bar{A}^2$ are shown in Figure 9.

Numerical results  Clearly, the micro-macro MCMC method is also able to overcome bad approximate macroscopic distributions for butane. This effect is especially visible on the right figure. Indeed, the approximate macroscopic distribution gives a completely wrong idea about the marginal reaction coordinate distribution by assigning a too large weight to the left-most peak, and a too small weight to the middle peak. However, the micro-macro MCMC corrects for this misrepresentation in the microscopic accept/reject step.

5.2 Impact of $\bar{A}$ and $q_0$ on the efficiency gain

We have shown in the previous section that the mM-MCMC can correct a bad approximate macroscopic distribution and still sample the marginal distribution of the reaction coordinate $\phi$. In this section, we take this experiment one step further by comparing the actual efficiency gains of six combinations of the approximate macroscopic distribution $\bar{\mu}_0$ and the macroscopic proposals moves $q_0$. To measure the efficiency of mM-MCMC over the microscopic MALA scheme, we numerically estimate the variance of $\phi$ with the obtained microscopic samples. We fix the reconstruction distribution to the exact marginal $\nu$ in this experiment. We consider three approximate macroscopic
distributions in this experiment: the exact free energy (23) and the two approximate free energies defined in the previous section (24). The two macroscopic proposal moves are defined by a discretization of the dynamics

\[ q_1^0 : d\phi = -\nabla \bar{A}(\phi) dt + \sqrt{2\beta^{-1}} dW \]

\[ q_2^0 : d\phi = \sqrt{2\beta^{-1}} dW, \]

where \( \bar{A} \) is a shorthand for each of the three (approximate) macroscopic free energies used in this experiment. It can easily be seen that the first proposal move represents the MALA method (12), while the second proposal move is a simple scaled Brownian motion.

**Experimental setup** For a good comparison, we average the estimated means of \( \phi \) over 100 independent runs. In each independent mM-MCMC and MALA run we use \( N = 10^6 \) sampling steps, the macroscopic time step for mM-MCMC is \( \Delta t = 5 \times 10^{-4} \) and the microscopic time step for the MALA method is \( \delta t = 10^{-6} \). We also keep track of the macroscopic and microscopic acceptance rates of the mM-MCMC method, the runtime of both methods for a given number of sampling steps, the variance on the estimated variance of \( \phi \) for both method and the total efficiency gain of mM-MCMC over MALA. These numerical results are displayed in Table 9.

**Numerical results** It is clear from the numerical results that approximate macroscopic distribution with \( \bar{A}^1 \) results in a poorer efficiency gain than \( \bar{A}^2 \). The reason for this behaviour is that the outer peaks of the distribution associated to \( \bar{A}^1 \) are closer to 0 than the actual local minima of the exact free energy \( A \). At the macroscopic level, reaction coordinate samples are thus 'punished' for lying further from the outer most peaks, result in a low microscopic acceptance rate and hence efficiency gain. This problem does not happen with approximate free energy \( \bar{A}^2 \) as its outer peaks have the same location as \( A \).

Second, similarly to the three-atom molecule, macroscopic proposal moves based on Brownian increments result in a larger efficiency gain than those based on the macroscopic MALA method. Indeed, although the runtime gain is lower for Brownian proposals due to a larger macroscopic acceptance rate, the variance gain is factor 3 to 5 higher for \( q_2^0 \) than for \( q_1^0 \).
5.3 Impact of \( \bar{A} \), and \( \bar{\nu} \) on the efficiency gain

Finally, we investigate the role of the reconstruction distribution \( \bar{\nu} \) on the efficiency gain of the mM-MCMC method. To this end, we investigate the overall performance of mM-MCMC for all six combinations consisting of three choices for the (approximate) free energy as in the previous section, and two choices for the reconstruction distribution:

\[
\bar{\nu}^1(x|z) = \nu(x|z) = \mu(x)\mu_0(z)^{-1}
\]

\[
\bar{\nu}^2(x|z) = \mu(x)^2 Z(z)^{-1}.
\]

Here, the distribution \( \bar{\nu}^2 \) is obtained by doubling the variances of each of the microscopic degrees of freedom of butane, and \( Z(z) \) is the normalization constant.

**Experimental setup** For each of the above combinations, we compute the efficiency gain on the variance of \( \phi \). The macroscopic time step for mM-MCMC is \( \Delta t = 5 \cdot 10^{-4} \) and the microscopic time step for the MALA method is \( \delta t = 10^{-6} \). We use \( N = 10^6 \) sampling steps for both method and we average each combination over 100 independent runs. The macroscopic and microscopic acceptance rates, the runtime and variance gains and the total efficiency gain of mM-MCMC over the microscopic MALA method are shown in Table 10.

| Parameters | Macroscopic acceptance rate | Microscopic acceptance rate | Runtime gain | Variance gain | Total efficiency gain |
|-----------|-----------------------------|----------------------------|--------------|--------------|----------------------|
| \( A, \bar{\nu}^1 \) | 0.423083 | 1 | 19.4699 | 5156.4 | 100396 |
| \( A, \bar{\nu}^2 \) | 0.422962 | 0.154385 | 9.88807 | 0.90294 | 8.92833 |
| \( \bar{A}^1, \bar{\nu}^1 \) | 0.407327 | 0.754024 | 19.6211 | 0.364752 | 7.15682 |
| \( \bar{A}^1, \bar{\nu}^2 \) | 0.408502 | 0.130944 | 10.1383 | 1.09534 | 11.1049 |
| \( \bar{A}^2, \bar{\nu}^1 \) | 0.432885 | 0.762832 | 21.7298 | 1341.02 | 29140 |
| \( \bar{A}^2, \bar{\nu}^2 \) | 0.432576 | 0.822621 | 18.3769 | 3279.37 | 60264.5 |

Table 10: The macroscopic and microscopic acceptance rates, the runtime and variance gain and the total efficiency gain of the mM-MCMC method for six combinations of the approximate macroscopic distribution and the reconstruction distribution. Reconstruction distribution \( \bar{\nu}^2 \), obtained by enlarging the variance of each of the microscopic components of butane by a factor 2, significantly affects the total efficiency gain.

**Numerical results** The choice of reconstruction distribution has a significant effect on the total efficiency gain of the mM-MCMC method. Indeed, for both macroscopic distributions given by
the (approximate) free energy functions $A$ and $\bar{A}^2$, the efficiency gain is much larger in case of $\nu\bar{A}$. This effect is not visible for approximate free energy $\bar{A}^1$, but the efficiency gains are too small to be interesting. The numerical results indicate the need for an efficient and general way of reconstruction microscopic samples on (or close to) the sub-manifold of a given reaction coordinate value. We explore such a method in the next section.

5.4 Indirect reconstruction: optimal $\lambda$

Before testing the mM-MCMC scheme with indirect reconstruction, we need to determine a good value of $\lambda = 1/\varepsilon$ first. From (22), $k_b$ is the largest force constant, so we will base $\lambda$ on that.

**Experimental setup** We expect $\lambda$ to be of the same order of $k_b$. We therefore test a range of values between $0.1k_b$ to $100k_b$. For each such value of $\lambda$, we do one hundred independent runs of the mM-MCMC algorithm, and compute the average efficiency gain 15. We measure both the efficiency gain on the mean torsion angle and variance of the torsion angle. We also run the microscopic sampler a hundred times. The parameters of the mM-MCMC method are $N = 10^5$ and $K = 10$. The macroscopic sampler uses Brownian increments with variance $\Delta t = 0.4$, and the reconstruction time step is $\delta t = 0.4/\lambda$. The microscopic sampler uses $10^5$ steps with a time step of $1.0/k_b$ for stability.

**Numerical results** The results are shown in Figure 10. For all values we tried here, the mM-MCMC method with indirect reconstruction always obtains an efficiency gain. Note that this gain is not necessarily maximal because we did not tune the reconstruction time step $\delta t$ optimally. For the interpretation of the results, there is a clear area between $4k_b$ and $10k_b$ where both the efficiency gains on the mean and variance of $\phi$ are maximised. Any of these $\lambda$-values can be used during sampling. Note that this result is similar to that in section 4.2.1 in that the best values of $\lambda$ are indeed on the order of $k_b$, but larger values are also possible.
Figure 11: Gaussian kernel density estimation with bandwidth $h = 0.03$ for: the macroscopic MCMC method (orange), the microscopic MCMC method (green), and the mM-MCMC method with indirect reconstruction (red). The true free energy is drawn in blue.

5.5 Comparison between macroscopic and microscopic samplers

In this final experiment, we compare the mM-MCMC method to both the microscopic sampler and the macroscopic sampler. We already showed that mM-MCMC is more efficient than the microscopic sampler, and the goal of this experiment is to prove that mM-MCMC is as accurate as a macroscopic sampler. Note that it is impossible to use a macroscopic sampler in most applications because the free energy is not directly available.

Experimental setup We run all three algorithms for $N = 10^5$ sampling steps. The macroscopic sampler uses Brownian increments with variance $\Delta t = 0.4$. As in previous experiments, the microscopic sampler uses MALA steps with variance $\delta t = 2/k_b$. Next, the mM-MCMC method also uses macroscopic Brownian increments with $\Delta t = 0.4$ and MALA reconstruction steps with $\delta t = 0.4/\lambda$. From previous figure, we choose $\lambda = 4k_b$ and $K = 10$. For each of these algorithms, we plot the Gaussian kernel density estimation (KDE) with bandwidth $h = 0.03$. The bandwidth was chosen so that it captures the right peaks of the distribution, while not adding superfluous detail due to the finite nature of the samplers.

Numerical results Figure 11 shows the Gaussian KDE’s for all three algorithms: Macroscopic (orange), microscopic(green) and mM-MCMC(red). The true invariant distribution of the torsion angle is shown in blue. On the figure, we see that both distributions of the macroscopic sampler and mM-MCMC method are very close to invariant distribution, while the microscopic sampler is stuck in the left lobe. We conclude that the mM-MCMC method indeed samples the correct invariant distribution, and obtains a large efficiency gain over the incorrect microscopic sampler.

6 Conclusion

We examined the effect of various parameters of the mM-MCMC scheme on the overall efficiency gain of said method. Particularly, in case of direct reconstruction, we investigated how $\bar{A}, q_0$ and
 changed the efficiency on two molecules: the three-atom molecule and butane. The conclusion is identical in both cases. The total efficiency gain is largest when we choose $\bar{A}$ close to the exact free energy, $\bar{\nu}$ close to $\nu$ and when the macroscopic proposals are based on Brownian motion (no gradient information). The first choice may be difficult to accomplish in practice because of the high cost associated to computing the free energy. However, an approximate distribution that has a similar structure works well too. We also analyzed the mM-MCMC with indirect reconstruction. First, we determined the optimal value of the biasing potential, $\lambda$ and found that the optimal value is related to the fastest mode in the system. Second, we also saw that the mM-MCMC scheme with indirect reconstruction is as good as the macroscopic sampler, but with the added benefit of having microscopic samples available. Finally, a comparison between both mM-MCMC variants showed that the direct variant is faster, per sample, but both have the same variance gain, though indirect reconstruction is applicable in every application.
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