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ABSTRACT

In remote sensing, hyperspectral (HS) and multispectral (MS) image fusion have emerged as a synthesis tool to improve the data set resolution. However, conventional image fusion methods typically degrade the performance of the land cover classification. In this paper, a feature fusion method from HS and MS images for pixel-based classification is proposed. More precisely, the proposed method first extracts spatial features from the MS image using morphological profiles. Then, the feature fusion model assumes that both the extracted morphological profiles and the HS image can be described as a feature matrix lying in different subspaces. An algorithm based on combining alternating optimization (AO) and the alternating direction method of multipliers (ADMM) is developed to solve efficiently the feature fusion problem. Finally, extensive simulations were run to evaluate the performance of the proposed feature fusion approach for two data sets. In general, the proposed approach exhibits a competitive performance compared to other feature extraction methods.

Index Terms—feature fusion, subspace methods, pixel-based classification, morphological profiles.

1. INTRODUCTION

Hyperspectral (HS) images are three-dimensional (3-D) data sets that contain the information of bi-dimensional (2-D) scenes across a large number of spectral bands. In this sense, the rich spectral information provided by HS images has been used in different remote sensing applications to identify materials on land covers [1]. Moreover, precisely, spectral image classification methods have exploited the information embedded in the spectral signatures to label materials in the scene of interest [2]. However, to reach a high signal-to-noise ratio (SNR) in the acquired measurements, HS imaging sensors frequently scan the scene using low-spatial resolution cameras. In consequence, to obtain high-resolution spectral images, various methods that fuse HS images with high-spatial-resolution multispectral (MS) images have been developed [3].

Supervised pixel-based classifiers are frequently affected by the redundant information embedded in high-resolution spectral images. In particular, this harmful effect is referred to as the curse of the dimensionality that causes overfitting of the classifier because of a limited availability of training samples. To overcome this limitation, various dimensionality reduction (DR) methods have been proposed based on the assumption that the relevant information of spectral images lying in a lower-dimensional subspace. Principal component analysis (PCA), the orthogonal total variation component analysis (OTVCA) [4], and the sparse and smooth low-rank analysis (SSLRA) [5] are just few examples that extract low-dimensional features from high-resolution spectral images. On the other hand, the fusion of multi-sensor remote sensing data can help to extract more information about the same land cover features, and enhance the classification accuracy. For example, a subspace-based multisensor fusion method has been reported in [6] that characterizes multimodal data in different low-dimensional subspaces.

In this paper, a feature fusion framework is developed to merge spatial-spectral information provided by HS and MS images for land cover classification. For this, the proposed framework first extracts spatial features from the MS image by applying a sequence of opening and closing by reconstruction operators with increasing-size structuring elements. Then, the fusion problem is modeled using a reduced-dimensional representation by linear projection into two different subspaces. By incorporating spatial information, the numerical procedure minimizes the total variational (TV) of the feature coefficients subject to an orthogonality constraint for the feature space. It is worth noting that, in contrast to the work reported in [6], the feature fusion formulation considers the spatial degradation affecting the HS data. Using spatial degradation operators can considerably improve the classification maps, resulting in improved detection of the borders of spatial structures. The numerical procedure is based on combining alternating optimization (AO) and the alternating direction method of multipliers (ADMM). Additionally, supervised pixel-based classification method is applied to the low-dimensional fused features to obtain the labeling maps. Extensive simulations were run to evaluate the performance of the classification framework for two data sets.

This paper is organized as follows. Section 2 describes the feature fusion problem from HS and MS images. The feature fusion algorithm based AO-ADMM is developed in Section 3, and Section 4 shows the simulation results for two spectral image data sets. Some concluding remarks are summarized in Section 5.

2. PROBLEM STATEMENT

First, it is necessary to introduce some notation. The transpose of a matrix is denoted by $X^T$. The $i$-th row of the matrix $X$ is represented as $X_{(i,:)}$, in the same way, for $j$-th column is denoted as $X_{(:,j)}$. The $a$-th element of a set of vectors $v_1, v_2, \ldots, v_k$ is represented as $v^{(a)}$. For an entrywise operation $\odot$, $v^{(a)} \odot v^{(b)}$ denotes the set of the corresponding entries $v^{(a)}_i v^{(b)}_i$. The $\ell_2$ distance is denoted by $\|v\|_2$. A matrix $B$ is partitioned into components $B_1, B_2, \ldots, B_k$ as $B = [B_1 B_2 \cdots B_k]$. The inner product of $B$ and $C$ is denoted by $\langle B, C \rangle = \text{trace}(B^T C)$.
The expression $I_n$ means the identity matrix of size $n \times n$.

**Feature Fusion Model:** Let $Y_s \in \mathbb{R}^{M \times N_s}$ be an observed HS image with $N_s$ bands and $M = M_s \times M_p$ pixels, and $Y_m \in \mathbb{R}^{M \times N_m}$ an observed MS image with $M_m$ bands and $M = N_s \times N_m$ pixels, with $m < n$ and $M \times N_f < N_s \times N_f$. Then, the observed HS and MS images can be characterized according to:

\[
Y_s = SKZ + H_s, \quad Y_m = ZR + H_m,
\]

where $Z \in \mathbb{R}^{M \times N_f}$ is the target high-resolution image, $S \in \mathbb{R}^{M \times d}$ is a down-sampling matrix with factor $d$ (with $n = d^2 m$), $K \in \mathbb{R}^{M \times N_s}$ is a periodic spatial blurring operator, $R \in \mathbb{R}^{M \times N_m}$ is the spectral response of the MS sensor, $H_s \in \mathbb{R}^{M \times N_s}$, $H_m \in \mathbb{R}^{M \times N_m}$ are additive terms that include both modeling errors and sensor noises. Note that, the spatial blur $K$ and the spectral response $R$ can be estimated from observed images $Y_s$ and $Y_m$ [7, sec. IV].

In essence, the image fusion problem consists of estimating the high-resolution image $Z$, given the observed data $Y_s$ and $Y_m$ using the model [1] [6][8]. Since the bands of the HS image are generally dependent, those methods assume that $Z$ usually lives in a subspace whose dimension $N_f$ is much smaller than the number of bands $N_s$. In contrast to the image fusion techniques, the aim of this work is to estimate high-resolution features from observed images $Y_s$ and $Y_m$. By considering first $\{\psi_1, \phi_1\}_{i=1, \ldots, p}$, a set of opening and closing by reconstruction operators, respectively, where $p$ refers to the size of the filter. The mathematical morphology of the $i$-th multispectral band, i.e., $y_{m,i} = Y_{m,(i)}$, using the latter set of operators is defined as:

\[
y_t = [\psi_p(y_{m,1}) \cdots \psi_1(y_{m,1}) \psi_1(y_{m,i}) \cdots \phi_1(y_{m,1}) \cdots \phi_p(y_{m,1})],
\]

where $Y_t \in \mathbb{R}^{n \times 2p+1}$ is the matrix contains the vectorized morphological features [10]. Then, if $Y_{mp} = [Y_1 \cdots Y_{M_f}]$, the features from $Y_s$ and $Y_{mp}$ can be modeled in lower dimensional space as

\[
Y_s = SKCQ + H_s, \quad Y_{mp} = CQ_{mp} + H_{mp}, \quad (2)
\]

where $C \in \mathbb{R}^{M \times N_f}$ are the joint coefficients, $Q \in \mathbb{R}^{N_s \times N_f}$, $Q_{mp} \in \mathbb{R}^{N_m \times N_f}$ are subspace matrices, and $H_s, H_{mp}$ represent the noise and model error. The matrices $Q, Q_{mp}$ are assumed orthonormal matrices such that $QQ^T = Q_{mp}Q_{mp}^T = I_{N_f}$.

**Constrained Optimization:** Under the assumption that noise matrices in (2) obey to a Gaussian distribution, the estimation of the matrices $C, Q$ from matrices $Y_s, Y_{mp}$ can be obtained by solving the following constrained optimization problem

\[
\min_{C, Q} J(C, Q), \quad \text{s.t.} \quad QQ^T = I_{N_f},
\]

where

\[
J(C, Q) = \frac{1}{2}\|SKCQ - Y_s\|_F^2 + \frac{\lambda}{2}\|CQ_{mp} - Y_{mp}\|_F^2 + \ldots + \lambda_{TV} \sum_{i=1}^{N_f} \left\| \left[ D_{h} C_{(i,:)} \right][D_{d} C_{(i,:)}] \right\|_{2,1},
\]

$||X||_{2,1} = \sum_{i=1}^{d} ||X_{(i,:)}||_2$ is the mixed $\ell_{2,1}$ norm, and $|| \cdot ||_F$ is the Frobenius norm. The matrices $D_h, D_d \in \mathbb{R}^{N_f \times N_f}$ are operators to calculate the first order vertical and horizontal differences, respectively, for a vectorized image. Note that, the formulation in (3) exploits TV penalty and an orthogonality constraint. The TV penalty ensures some spatial smoothness and preserves edges which are boundaries of objects that are used to improve classification procedures.

**Algorithm 1 Feature fusion based on AO-ADMM.**

```plaintext
input: $Y_s, Y_{mp}, K, N_s, \lambda$ and $\lambda_{TV}$.

// initialize $C^{(0)}, Q^{(0)}$ with zeros.

1: $Q^{(0)} \leftarrow (V_{[1:]N_f})^T$, // where $[U, S, V] = \text{svd}(Y_s^T Y_s)$
2: $Q_{mp} \leftarrow (V_{[mp:]N_f})^T$, // where $[U_{mp}, S_{mp}, V_{mp}] = \text{svd}(Y_{mp}^T Y_{mp})$
3: for $t = 1, 2, \ldots$ to stopping rule do
4: // Optimize $C$ using ADMM (see Alg.1).
5: $C^{(t)} = \text{ADMM}(Y_s, Y_{mp}, K, Q_{mp}, \lambda, \lambda_{TV}, \ldots, Q^{(t-1)}, C^{(t-2)}, C^{(t-1)})$
6: $Q^{(t)} \leftarrow U V^T$, // where $[U, S, V] = \text{svd}(SKC^{(t)})^T Y_s$
7: end for
8: set $C = C^{(\gamma)}$ and output: $C$
```

**3. ALTERNATING OPTIMIZATION SCHEME**

The problem in (3) is solved one matrix at a time, while the other is assumed to be fixed. This procedure is summarized in Algorithm [1] where the AO estimator is adopted to solve efficiently $C$ and $Q$ iteratively. To overcome the closed-form expression problem in (3), the ADMM is embedded in each iteration of the AO algorithm. The convergence analysis and stopping rule for Algorithm [1] are similar to the algorithm presented in [1].

**Algorithm 2 ADMM sub-iterations to estimate $C$**

```plaintext
1: function ADMM($Y_s, Y_{mp}, K, Q_{mp}, \lambda, \lambda_{TV}, Q, U, G$)
2: //
3: $U^{(0)} = U, G^{(0)} = G, \rho > 0$
4: for $t = 1, 2, \ldots$ to stopping rule do
5: $C^{(t)} = \operatorname{argmin}_{C} \mathcal{L}(C, U^{(t-1)}, G^{(t-1)}) \quad \text{Eq. (3)}$
6: $U^{(t)} = \operatorname{argmin}_{U} \mathcal{L}(C, U, G^{(t-1)}) \quad \text{Eq. (4)}$
7: $G^{(t)} = G^{(t-1)} + AC^{(t)} + BU^{(t)}$
8: end for
9: return $C, U, G$
```

**Fix $Q$ and Updating $C$** Given a fixed $Q$, the minimization problem in (3) can be solved by introducing an auxiliary variable $U$, splitting the objective, and using the ADMM method. The optimization problem in (3) with respect to $C$ can be written as:

\[
\min_{C, U} f(C) + g(U), \quad \text{s.t.} \quad AC + BU = 0, \quad (4)
\]

where

\[
g(U) = \lambda_{TV} \sum_{i=1}^{N_f} \left\| U_{(1,:)} - U_{(2,:)} \right\|_{2,1} \quad \text{and} \quad U_1, U_2 \in \mathbb{R}^{M \times N_f}. \]

The iterative procedure to solve the formulation in (4) is shown in Algorithm 2. The augmented Lagrangian function is defined as

\[
\mathcal{L}(C, U, G) = f(C) + g(U) + \frac{\rho}{2} \|AC + BU + G\|_F^2,
\]

and $\rho > 0$ is the Lagrange penalty parameter [12], and $G = [G_1; G_2]$ with $G_1, G_2 \in \mathbb{R}^{M \times N_f}$ denotes the scaled Lagrange multipliers related to the constraint $AC + BU = 0$. Then, $\mathcal{L}(C, U, G)$ is minimized with respect to $C$ and $U$, and update $G$ as in Algorithm [1].
Forcing the derivative of $\mathbf{5}$ with respect to $C$ to be zero leads the following linear system:

$$C \leftarrow \left( (S\mathbf{K})^T S\mathbf{K} + \lambda \mathbf{I} + \rho (D_1^T D_1 + D_2^T D_2)^{-1} \right)^{-1} E_1,$$

where $E_1 = (S\mathbf{K})^T Y_b Q^T + \lambda (Y_{\text{map}} Q_{\text{map}}^T) + \rho (D_1^T (U_1 - G_1) + D_2^T (U_2 - G_2))$. By assuming first that, $\mathbf{K}$ is the matrix representation of the cyclic convolution operator, i.e., $\mathbf{K}$ is a block circulant matrix with circulant blocks. Furthermore, if $\mathbf{S}$ is a downsampling operator, while its conjugate transpose $\mathbf{S}^T$ interpolates the decimated image with zeros. The inversion of (6) can be solved analytically by following the Theorem 1 presented in [13]. The subproblem $\mathbf{U}$ is decoupled into two variables in step 5 of Algorithm $\mathbf{2}$.

The solution of $\mathbf{U}_1$ and $\mathbf{U}_2$ are given by

$$[\mathbf{U}_1(:, i), \mathbf{U}_2(:, i)] \leftarrow \text{vect-soft}(E_{2(:, i)} E_{3(:, i)})^T, \lambda / \rho, \quad (7)$$

where $E_2 = D_2 C + U_1$, $E_3 = D_1 C + U_2$, and vect-soft$(\cdot, \tau)$ denotes the vector soft threshold function $x \leftarrow x(\max(\|x\|_2 - \tau, 0))/\max(\|x\|_2, \tau, 0) + \tau)$, with $\tau$ being a threshold [7, 13]. For the termination of Algorithm 2, the stopping criterion described in sec. 3.3.1 is adopted. Then, the Algorithm 2 ends when $r_{\text{res}}$ and $s_{\text{res}}$ are smaller than some threshold $\varepsilon_{\text{thresh}}$, where

$$r_{\text{res}} = \|\mathbf{AC}^T + \mathbf{BU}^T\|_F / \max(\|\mathbf{AC}^T\|_F, \|\mathbf{BU}^T\|_F)$$

and

$$s_{\text{res}} = \|\rho \mathbf{A}^T (\mathbf{U}^T - \mathbf{U}^{(t-1)})\|_F / \|\mathbf{A}^T \mathbf{C}^T\|_F,$$

are the relative primal residual and dual residual, respectively. Fix $C$ and Updating $Q$: Given a fixed $C$, the minimization problem in $\mathbf{3}$ with respect to $Q$ is reduced to a orthogonal Procrustes problem given by

$$\min_Q \frac{1}{2} \|S\mathbf{K}CQ - \mathbf{Y}_b\|_F^2, \quad \text{s.t.} \quad QQ^T = \mathbf{I}_{N_e}, \quad (8)$$

whose solution is given by $Q \leftarrow UV^T$, where the matrices $U, V$ are given by the singular value decomposition of $(S\mathbf{K})^T \mathbf{Y}$.  

4. SIMULATION RESULTS

This section presents the numerical results of the proposed method for land cover classification and different data sets. The proposed scheme was implemented in MATLAB $\mathbf{3}$. The computer simulations were performed using a desktop architecture with an Intel Core i7 CPU, 3.00 GHz, 64-GB RAM, and Ubuntu 18.04 operating system.

**Algorithms Parameters:** For the morphology profiles, the radius of disk-shaped for opening and closing operators were selected as $[10 \ 20 \ 50 \ 100 \ 200]$. In Algorithm $\mathbf{1}$ the stopping threshold is set to $\varepsilon_0 \leq 10^{-4}$. In Algorithm $\mathbf{2}$ the stopping threshold and the Lagrange penalty parameter are set to $\varepsilon_{\text{thresh}} < 10^{-4}$ and $\rho = 1$, respectively. The parameter $\rho$ is adapted by balancing the primal and dual residuals [12] sec. 3.4.1.

**Pavia University:** was captured by the Reflective Optics Imaging Spectrometer (ROSIS) over Pavia, Italy. This image comprises $256 \times 256$ pixels with a spatial resolution of 1.3 m per pixel and 103 spectral channels in the wavelength range from 0.43 to 0.86 $\mu m$. The RGB composite of the input image is shown in Fig. $\mathbf{1}$left. The HS image is obtained by downsampling every spectral channel of the original data set with a 4:1 spatial decimation factor. Hence, the HS image has dimensions of 64 $\times$ 64 pixels and 103 spectral bands. To emulate the imperfections during the acquisition process, we set the SNR of the HS image to 30 dB. On the other hand, the MS image is obtained by projecting the original image along the spectral axis using the IKONOS spectral responses. The MS image has dimensions of $256 \times 256 \times 5$ and the SNR is fixed to 40 dB. To evaluate the performance of the proposed feature fusion method for spectral image classification, we use a ground truth map with six different classes that identify distinct materials in an urban cover.

Note that the performance of the proposed feature fusion method depends on two parameters that need to be set, i.e. the number of fused features $N_e$ and the TV regularizer parameter $\lambda_{TV}$. In this regard, we realize an experiment on the Pavia University data set to evaluate the classification performance of the proposed method using different parameter settings. Fig. $\mathbf{1}$right illustrates the overall accuracy induced by the proposed technique for different numbers of fused features and for different values of $\lambda_{TV}$. More specifically, each point in the surface is obtained by averaging ten realizations of the respective experiment, and at each trial, we use a different noise component and a different training set is randomly selected. In this case, the number of training samples was fixed to 50 pixels per class and the classifier is a support vector machine (SVM) with a polynomial kernel of order three. As can be seen, the proposed approach exhibits a remarkable performance when $N_e > 5$. It can be also observed the influence of $\lambda_{TV}$ in the evaluation interval.

**Houston data set:** the proposed feature fusion technique was tested on a real data set. We used a cropped version of the Houston data set, also referred to as GRSS_DFC-2018 which was distributed for the 2018 GRSS Data Fusion Contest [15]. The HS image was captured by an ITRES CASI 1500 system and it comprises 601 $\times$ 596 pixels and 48 spectral bands in the wavelength range from 0.38 to 1.05 $\mu m$. Fig. $\mathbf{2}$a displays the RGB composite of the HS image. In addition, the RGB image was acquired by a DiMACS ULTRALIGHT sensor with a spatial resolution of 5 cm per pixel. In particular, we use a resized version of the RGB image with size $1202 \times 1192$ that is illustrated in Fig. $\mathbf{2}$b. Furthermore, the ground truth map with fifteen different classes is shown in Fig. $\mathbf{2}$c.

We compare the performance of the feature fusion proposed method with respect to other classification approaches. In this sense, we first obtain the labeling maps from single sensor data. Figs. $\mathbf{2}$d and $\mathbf{2}$e display the classification maps obtained from the RGB data and an interpolated version of the HS image, respectively. In order to consider a set of features obtained by fusing information from multi-sensor data, the PCA obtained from stacking the RGB image and an interpolated version of the HS image is determined. Then, a set of $N_e = 16$ PCA bands is selected to evaluate the classification performance. Fig. $\mathbf{2}$e shows the labeling map yielded by the PCA. We also apply the SSLRA method $\mathbf{5}$ to the stacked data set whose classification map is illustrated in Fig. $\mathbf{2}$f. Furthermore, Fig. $\mathbf{2}$g shows the labeling map yielded by the SubFus method $\mathbf{6}$ from HS and RGB images. Finally, the labeling map obtained by the proposed feature fusion method is illustrated in Fig. $\mathbf{2}$i. Parameter

\footnotemark[1]

\footnotetext[1]{The source code for the proposed subspace-based feature fusion approach can be downloaded from this link: https://github.com/JuanMarcosRamirez/Featurefusion_lgasseting_of}

Fig. 1: Pavia University data set, (left) the RGB composite of the original data set, and (right) the influence of $N_e$ and $\lambda_{TV}$ on the overall accuracy.
In this paper, a subspace-based feature fusion algorithm from HS and MS images was developed for land cover classification. In essence, the proposed approach extracts a set of high-resolution features that includes both the high-spatial-resolution information exhibited by the MS images and the rich spectral information embedded in HS images. To this end, the feature fusion model assumes that both the morphological profiles of the MS image and the HS image can be described as a high-spatial-resolution feature matrix lying in different subspaces. In this regard, a combination of alternating optimization (AO) and an ADMM algorithm was developed to solve the feature fusion problem. Note that this algorithm considers the degradation operators that describe HS and MS images to enhance the scene’s spatial structure and thus, to improve the classification performance. In the experiments, we tested the labeling performance of the proposed approach for various parameter settings. Furthermore, it is also shown that the proposed feature fusion algorithm exhibits a competitive performance compared to other feature fusion methods.

### 5. CONCLUSIONS

In this paper, a subspace-based feature fusion algorithm from HS and MS images was developed for land cover classification. In essence, the proposed approach extracts a set of high-resolution features that includes both the high-spatial-resolution information exhibited by the MS images and the rich spectral information embedded in HS images. To this end, the feature fusion model assumes that both the morphological profiles of the MS image and the HS image can be described as a high-spatial-resolution feature matrix lying in different subspaces. In this regard, a combination of alternating optimization (AO) and an ADMM algorithm was developed to solve the feature fusion problem. Note that this algorithm considers the degradation operators that describe HS and MS images to enhance the scene’s spatial structure and thus, to improve the classification performance. In the experiments, we tested the labeling performance of the proposed approach for various parameter settings. Furthermore, it is also shown that the proposed feature fusion algorithm exhibits a competitive performance compared to other feature fusion methods.
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