Asymptotic convergence rate of Dropout on shallow linear neural networks
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Abstract

We analyze the convergence rate of gradient flows on objective functions induced by Dropout and Dropconnect, when applying them to shallow linear Neural Networks (NNs)—which can also be viewed as doing matrix factorization using a particular regularizer. Dropout algorithms such as these are thus regularization techniques that use \{0, 1\}-valued random variables to filter weights during training in order to avoid coadaptation of features. By leveraging a recent result on nonconvex optimization and conducting a careful analysis of the set of minimizers as well as the Hessian of the loss function, we are able to obtain (i) a local convergence proof of the gradient flow and (ii) a bound on the convergence rate that depends on the data, the dropout probability, and the width of the NN. Finally, we compare this theoretical bound to numerical simulations, which are in qualitative agreement with the convergence bound and match it when starting sufficiently close to a minimizer.

1 Introduction

Dropout algorithms are regularization techniques for NNs that use \{0, 1\}-valued random variables to filter out weights during training in order to avoid coadaptation of features. The first dropout algorithm was proposed by Hinton et al. in [15], and several variants of the algorithm appeared thereafter. These include versions in which edges are dropped [36], groups of edges are dropped from the input layer [12], the removal probabilities change adaptively [3, 21]; ones that are suitable for recurrent NNs [38, 30]; and variational ones with Gaussian filters [17, 26]. Dropout algorithms have found application in e.g. image classification [18], handwriting recognition [29], heart sound classification [16], and drug discovery in cancer research [34].

This paper is about the convergence rate of two dropout algorithms: the original Dropout [15], and the variant Dropconnect [36]. These dropout algorithms roughly work as follows. During the training procedure of a NN, we iteratively present either algorithm with new (possibly random) input and output samples. Either algorithm then only updates a random set of weights of the NN, leaving all other weights unchanged. For \( p \in (0, 1) \), entire nodes of the NN are dropped with probability \( 1 - p \) in an independent and identically distributed manner in the case of Dropout; and edges are dropped with probability \( 1 - p \) in an independent and identically distributed manner in the case of Dropconnect. For each algorithm we display a sample, random subgraph of the base graph of a NN in Figure 1.

Dropout algorithms have been subject to extensive study in the literature. Most theoretical focus has been on the regularization effects of dropout algorithms [15, 5, 35, 33, 6, 11, 25, 23, 28, 37], which are indeed a most welcome feature in practice. At the same time, it is known that a dropout algorithm executes stochastic gradient descent on an objective function that intricately depends on the probability distribution prescribing which of the weights are being trained each iteration [25, 23, 28, 31]. Thus, one can anticipate that the additional variance introduced by a dropout algorithm will come at the cost of a lower convergence rate.
There are relatively few papers on the theoretical convergence properties of dropout algorithms. In [31], it is proven that the iterates of a relatively large class of dropout algorithms converge asymptotically to a stationary set of a set of ordinary differential equations, when applying them to NNs with polynomially bounded, smooth activation functions. The authors also show that when one applies Dropout or Dropconnect to deep linear NNs structured as a tree consisting of L layers, the convergence rate decreases by a factor $p^L$. In [24], a classification setting with shallow ReLU NNs utilizing Dropout is studied, and a nonasymptotic convergence rate of gradient descent for achieving $\epsilon$-suboptimality in the test error is derived. The result pertains to NNs that are overparametrized, and relies on an assumption that the data distribution is separable with a margin in a particular reproducing kernel Hilbert space. Their derived convergence rate is independent of $1 - p$, which as explained in [24] is because of the separability assumption.

The goal of the present paper is to further investigate the convergence rate of Dropout and Dropconnect, and in particular shed light on its dependency on properties of the data, the dropout probability $1 - p$, and the structure of the NN. To do so we investigate the convergence rate of the gradient flow on an objective function induced by Dropout and Dropconnect on shallow linear NNs. The fact that there are relatively few convergence results regarding NNs with dropout algorithms to build on [31, 24], combined with the additional challenges of a stochastic algorithm, means that at least for now, linear NNs give the right balance of complexity and feasibility in order to obtain sharp rates. Our results in Section 3 show that these NNs are sufficiently rich for new insights into the dependencies of the convergence rate on the data, the dropout probability, and the NNs’s structure.

1.1 Summary of results

This paper investigates the convergence rate of the gradient flow of an ordinary differential equation that approximates the behavior of Dropout and Dropconnect when applying them to shallow linear NNs. To see the relation, consider that both algorithms update the weights matrices $W = (W_2, W_1)$ of this NN iteratively by setting

$$W^{(n+1)} = W^{(n)} - \eta^{(n)} \Delta^{[n+1]}$$

for $n = 0, 1, 2, \ldots$, where $\eta^{[n]} > 0$ denote the step sizes of the algorithm, and the $\Delta^{[n+1]}$ represent the random directions that result from the act of dropping edges or nodes and calculating the gradient of the resulting random NNs. These random directions satisfy in shallow linear NNs with whitened data [25, 31]

$$\mathbb{E}[\Delta^{[n+1]} | W^{[0]}, \ldots, W^{[n]}] = \nabla J(W^{[n]}), \quad \text{where} \quad J(W) = \|Y - aW_2W_1\|^2_F + b\text{Tr}[\text{Diag}(W_1W_1^T)\text{Diag}(W_2W_2^T)].$$

Here, $Y$ is a matrix encoding the whitened data, and $\| \cdot \|_F^2$ denotes the Frobenius norm. The constants $a, b$ have one closed-form expression in terms the probability $1 - p$ of dropping nodes when using Dropout, and another closed-form expression in terms of the probability $1 - p$ of dropping edges when using Dropconnect (see Section 2.3). For diminishing step sizes $\eta^{(n)}$, we may therefore view both Dropout and Dropconnect schemes described in (1) as being noisy discretizations\footnote{Observe that the algorithm in (1) satisfies $W^{(n+1)} = W^{(n)} + \eta^{(n)}(-\nabla J(W^{(n)}) + M^{(n+1)})$ where $M^{(n+1)} = \mathbb{E}[\Delta^{[n+1]} | W^{[0]}, \ldots, W^{[n]}] - \Delta^{[n+1]}$ describes a martingale difference sequence. This martingale difference sequence’s expectation with respect to the past $W^{[0]}, \ldots, W^{[n]}$ is zero.} of the ordinary differential equation

$$\frac{dW}{dt} = -\nabla J(W(t)). \quad (3)$$

This argument is not complete: to formally establish that the random iterates $\{W^{(n)}\}$ indeed follow the trajectories of the gradient flow in (3), one may employ the so-called ordinary differential equation method [8, 19, 10, 31]. The present paper takes the relation however for granted and is about estimating the convergence rate of the gradient flow in (3).

For shallow linear NNs, Theorem 1 in Section 3 gives an upper bound to the convergence rate for the gradient flow of $J(W)$ when starting close to a minimizer. Informally stated, we prove that

$$\frac{dW}{dt} = -\nabla J(W(t)), \quad \text{then} \quad d(W(t), M) \leq e^{-\omega t} d(W(0), M) \quad \text{for some } \omega > 0. \quad (4)$$

Here, $M$ denotes the closed set of global minimizers of (2), and $d(x, M) = \inf_{y \in M} \{ |x - y| \}$ denotes the Euclidean distance between the point $x$ and the set $M$. If $W(t)$ converges to a so-called balanced minimizer (see Section 2.5), then Theorem 1 also gives an implicit characterization of $\omega$ that depends on the probability of dropping nodes or edges $1 - p$, the number of hidden nodes $f$, and the singular values $\sigma_1, \ldots, \sigma_\ell$ of the data matrix $Y$.

For the case of a one-dimensional output ($e = 1$), we give a closed-form expression for $\omega$ whenever $W(0)$ is close enough to $M$. Informally stated, Proposition 1 in Section 3 implies that the upper bound for $\omega$ satisfies

$$\omega \approx \frac{2p(1 - p)}{p^2 f + 1 - p^2} \sigma_1 \quad \text{for Dropconnect, and} \quad \omega \approx \frac{2p(1 - p)}{pf + 1 - p} \sigma_1 \quad \text{for Dropout.} \quad (5)$$

Results (4) and (5) shed light on the convergence rate of Dropout and Dropconnect for linear NNs. For example, in an overparametrized regime ($f \gg e = 1$), the convergence rates $\omega$ in (5) decay as $2\sigma_1 / f$. Furthermore, for every $f$, there is a choice of $p^*$ that maximizes $\omega$; this maximizer satisfies $p^* = 1 / \sqrt{1 + \sqrt{f}}$ for Dropconnect and $p^* = 1 / (1 + \sqrt{f})$ for Dropout. Lastly, it must be remarked that these results and insights also pertain to certain matrix factorization problems. Indeed, the minimization of (2) is in fact a matrix factorization problem with a regularizer induced by dropout. This was originally observed in [11, 25, 23].

In order to prove (4) and (5), we use a result in [13] on the convergence of gradient flow for nonconvex objective functions. We combine this result with a careful analysis of the set of minimizers of the dropout loss, and of its Hessian. As a set, the set of minimizers $M$ has been characterized in [11, 25, 23] for Dropout and Dropconnect and we build on their result. A related but different loss landscape analysis within the context of NNs can be found in [27].

Formally, our lower bound to $\omega$ in (5) holds only close to $M$. Nonetheless, we expect that the iterates of a gradient descent counterpart should exhibit a similar decay with an exponent similar to our lower bound in (5) with enough iterations. To substantiate this claim, we show simulation results in Section 5 that compare numerically measured convergence rates to the rate in (5). The simulations show that indeed, the convergence rate of the gradient descent counterpart exhibits similar qualitative dependencies as our bound in (5) for different initializations. Moreover when starting sufficiently close to a minimizer, the dependency of the numerically measured convergence rates on $f$ matches the decay provided by the bound $\omega$; this indicates that our bound in (5) bound is sharp.

Up to their conditions, Theorem 1 and Proposition 1 achieve our goal of shedding light on the dependency of the convergence rate on properties of the data, the dropout probability, and the structure of the NN. These new results add to the relatively scarce literature on the convergence
properties of dropout algorithms and imply that the convergence rate of the stochastic Dropout and Dropconnect algorithms will intricately depend on the data, the dropout probability, and the NN’s structure. By extension, we expect that this conclusion must also hold for nonlinear NNs, though quantitatively establishing such fact requires more research.

Outline of the paper. In Section 1, we have introduced the problem and given an overview of the related literature on convergence results on NNs, and for dropout algorithms. In Section 2, we lay out notation and describe the dropout setting formally. Section 3 contains our main results and discussions thereof. In Section 4 we outline the steps of the proof of the main results, while all details are relegated to the appendices. Section 5 compares our theoretical bound on the convergence rate, to numerical measurements of simulations of actual convergence rates. Finally, we conclude in Section 6.

2 Preliminaries

2.1 Shallow neural networks

Consider the problem of finding a function \( \Psi_W \) amongst a parametric family \( \{\Psi_W : \mathbb{R}^h \to \mathbb{R}^e, W \in \mathcal{P}\} \) that can best predict every ground truth output \( t(x) \in \mathbb{R}^e \) belonging to any input \( x \in \mathbb{R}^h \). Here, \( \mathcal{P} \subseteq \mathbb{R}^d \) denotes a parameter space of dimension \( d \), say. Usually, there is no access to the ground truth, and instead one uses a sample of \( n \) pairs of input/output data points \( \{ (x_i, y_i) \}_{i=1}^n \subseteq \mathbb{R}^h \times \mathbb{R}^e \) and then aims to find the best function \( \Psi_W \) in the parametric family by

\[
\text{minimizing } \mathcal{R}(W) \triangleq \sum_{i=1}^{n} \| y_i - \Psi_W(x_i) \|^2_2 \quad \text{over } W \in \mathcal{P}.
\]

Here, \( \mathcal{R}(W) \) is called the empirical risk. In this paper, we assume that the data points are fixed, and we make no reference to their underlying distribution.

Shallow Neural Networks (NNs) constitute one parametric family used to solve (6). Concretely, let \( e, f, h \in \mathbb{N}_+ \) denote the dimensions of the input, hidden, and output layer, respectively; see Figure 1. A shallow NN with parameters \( W = (W_2, W_1) \in \mathbb{R}^{e \times f} \times \mathbb{R}^{f \times h} \triangleq \mathcal{P} \) is then given by the function

\[
\Psi_W(x) = W_2 \vartheta(W_1 x), \quad \text{where } \vartheta : \mathbb{R} \to \mathbb{R} \text{ is applied component-wise.} \tag{7}
\]

Here, the weights of the second and first layer are collected in the matrices \( W_2 \) and \( W_1 \), respectively. Common choices for the function \( \vartheta \) include \( \text{ReLU}(t) = \max\{0, t\} \) and \( 1/(1 + e^{-t}) \).

In this paper we focus on shallow linear NNs, that is, the parametric family of functions spanned by \( \Psi_W(x) = W_2 W_1 x \) so \( \vartheta(t) = t \). For these NNs, the optimization problem in (6) is already quite challenging, as the empirical risk turns out to be nonconvex. Even though the expressiveness of a shallow linear NN is low compared to e.g. a shallow NN with \( \vartheta(t) = \text{ReLU}(t) \), their analysis is common in the optimization literature [1, 4, 7]. The analyses of linear NN are namely thought to give insight also into the optimization of nonlinear NNs.

2.2 Data whitening

Data whitening is a preprocessing step that rescales the data points such that their empirical covariance matrix equals the identity. Let \( \mathcal{X} = (x_1, \ldots, x_n) \in \mathbb{R}^{h \times n} \) and \( \mathcal{Y} = (y_1, \ldots, y_n) \in \mathbb{R}^{e \times n} \) be matrices containing the input and output data points, respectively. In order to be able to whiten the data, one must assume that \( \mathcal{X}^T \mathcal{X} \in \mathbb{R}^{h \times h} \) is nonsingular.

Under said assumption, define now the matrix \( \mathcal{Y} \mathcal{X}^T (\mathcal{X} \mathcal{X}^T)^{-1/2} \in \mathbb{R}^{e \times h} \), where \( (\mathcal{X} \mathcal{X}^T)^{-1/2} \) is the inverse of the unique positive definite square root of \( \mathcal{X} \mathcal{X}^T \). In Appendix B.1, we derive that

\[
\mathcal{R}(W) = \| \mathcal{Y} - W_2 W_1 \mathcal{X} \|^2_F = \| \mathcal{Y} - W_2 W_1 (\mathcal{X} \mathcal{X}^T)^{-1/2} \|^2_F + c \tag{8}
\]

for some constant \( c \in \mathbb{R} \) independent of \( W \). Consequently, after data whitening, which applies a transformation \( (W_2, W_1) \to (W_2, W_1 (\mathcal{X} \mathcal{X}^T)^{-1/2}) \), we may focus on

\[
\text{minimizing } \mathcal{R}(W) \triangleq \| \mathcal{Y} - W_2 W_1 \|^2_F \quad \text{over } W \in \mathcal{P} \tag{9}
\]

instead of the minimization problem in (6). The reader can find the explicit details of this transformation in Appendix B.1.
2.3 Dropout and Dropconnect on shallow, linear NNs with whitened data

If the data samples are whitened first and kept fixed, then we can view a dropout algorithm on a shallow linear NN as a stochastic algorithm that finds a stationary point of the objective function [31]

\[
\mathcal{J}(W) = \mathbb{E}[R(F \odot W)] = \mathbb{E}[\|Y - (W_2 \odot F_2)(W_1 \odot F_1)\|^2_F].
\]  

(10)

Here, \(F \odot W\) denotes the component-wise product of each of the elements of the weight matrices \(W = (W_2, W_1)\) by the elements of the two random matrices \(F = (F_2, F_1) \in \{0, 1\}^{e \times f} \times \{0, 1\}^{f \times h}\). The expectation here is with respect to the distribution of \(F\). Lemma 1 contains explicit expressions for (10) for the cases of Dropout and Dropconnect. Here, \(p\) denotes the probability that a node or edge, respectively, remains. The proof of Lemma 1 is relegated to Appendix B.2.

**Lemma 1.** When using Dropout,

\[
\mathcal{J}(W) = \|Y - pW_2W_1\|^2_F + (p - p^2)\text{Tr}[\text{Diag}(W_1W_1^T)\text{Diag}(W_2W_2^T)].
\]  

(11)

When using Dropconnect,

\[
\mathcal{J}(W) = \|Y - p^2W_2W_1\|^2_F + (p^2 - p^4)\text{Tr}[\text{Diag}(W_1W_1^T)\text{Diag}(W_2W_2^T)].
\]  

(12)

For convenience and without loss of generality, we now choose to scale both weight matrices \(W_2, W_1\) by \(1/\sqrt{p}\) in the case of Dropout, and by a factor \(1/p\) in (2) in the case of Dropconnect. Concretely, this means that we will study the scaled risk function

\[
\mathcal{I}(W) \triangleq \|Y - W_2W_1\|^2_F + \lambda\text{Tr}[\text{Diag}(W_2^TW_2)\text{Diag}(W_1W_1^T)]
\]  

(13)

with \(\lambda = (1 - p)/p\) in the case of Dropout, and \(\lambda = (1 - p^2)/p^2\) in the case of Dropconnect. The parameter \(\lambda\) relates to the relative strength of the regularization term in either dropout algorithm and becomes large whenever the dropout probability \(1 - p\) increases.

2.4 Characterization of the set of global minimizers

The set of global minimizers of (13) have been characterized implicitly in [25, 23]. We build on one of their results, which we repeat here for your convenience. Concretely, let

\[
M = \{W \in \mathcal{P} : \mathcal{I}(W) = \inf_{s \in \mathcal{P}} \mathcal{I}(s)\}
\]  

(14)

be the set of global minimizers. Let the nonzero singular values of \(Y\) be denoted by \(\sigma_1 \geq \cdots \geq \sigma_r\) with \(r \leq \min(e, h)\); and let the compact Singular Value Decomposition (SVD) of \(Y\) be \(U_c \Sigma Y V_c\) where thus \(\Sigma Y = \text{Diag}(\sigma_1, \ldots, \sigma_r)\) and \(U_c^T U_c = V_c^T V_c = I_r\). Introduce

\[
\kappa_j = \frac{1}{j} \sum_{i=1}^j \sigma_i, \quad \rho = \max \left\{ j \in [f] : \sigma_j > \frac{j\lambda\kappa_j}{f + j\lambda} \right\}, \quad \text{and} \quad \alpha = \frac{\rho \lambda \kappa_\rho}{f + j\lambda}.
\]  

(15)

Define now the shrinkage thresholding operator with threshold \(\alpha\), which applied to \(Y\) is given by

\[
S_\alpha(Y) = U_c(\Sigma Y - \alpha I_r)_+ V_c, \quad \text{where} \quad ((\Sigma Y - \alpha I_r)_+)_i = \max(0, \sigma_i - \alpha).
\]  

(16)

By [25, Theorem 3.4, Theorem 3.6]: if \(W^* = (W_2^*, W_1^*) \in M\) and \(\rho < f\), then

\[
\mathcal{W}^* = W_2^*W_1^* = S_\alpha[Y] \quad \text{and} \quad \text{Diag}(W_2^TW_2^*)\text{Diag}(W_1^TW_1^T)^T = \frac{||W^*||^2}{f^2} I_f.
\]  

(17)

If \(f = \rho\), then in (17) the conclusion on \(\mathcal{W}^*\) must be replaced by the fact that \(\mathcal{W}^*\) equals the rank-\(f\) approximation of \(S_\alpha[Y]\).\footnote{This is perhaps not immediately clear in [25, Theorem 3.6] for the case \(\rho = f \leq r\). The fact that the rank-\(f\) approximation must be used instead follows from the second-to-last step in the proof of [25, Theorem 3.6].}
2.5 Subsets of balanced and diagonally balanced minimizers

The notion of (approximately) balanced weights has been found to be a sufficient condition for gradient descent on the objective function of deep linear NNs to converge to their minima [1, 4]. This has also been observed experimentally in Dropout for shallow linear NNs [25]. It may therefore be little surprise that we too will use the notion of balanced weights in our convergence proof.

**Definition 1.** Weights $(W_2, W_1) \in \mathcal{P}$ are balanced if $W_2^T W_2 = W_1 W_1^T$. Weights $(W_2, W_1) \in \mathcal{P}$ are diagonally balanced if $\text{Diag}(W_2^T W_2) = \text{Diag}(W_1 W_1^T)$. Let
\begin{align*}
M_b &= \{ W = (W_2, W_1) \in M : W_2^T W_2 = W_1 W_1^T \}, \quad \text{and} \\
M_{db} &= \{ W = (W_2, W_1) \in M : \text{Diag}(W_2^T W_2) = \text{Diag}(W_1 W_1^T) \}
\end{align*}
be the sets of balanced minimizers, and diagonally balanced minimizers, respectively.

We will characterize the sets $M_b, M_{db}$ explicitly as part of our proof. To that end, Lemma 2 contains a key observation that we will use. It is proven in Appendix B.3.

**Lemma 2.** The set $M_b = M_{db}$, and is an invariant set for the gradient flow of (13).

3 Results

3.1 Assumptions

We rely on the following assumptions. Both assumptions are mild and expected to hold in most cases as they rely on generic properties of matrices. For a brief discussion on these assumptions, we refer to Appendix A.

First, we limit the degree of symmetry of the set of global minimizers to be able to characterize $M_b$ explicitly. Concretely, we rely on the following assumption on the multiplicity of singular values:

**Assumption 1.** Let $r = \text{rk}(Y) \leq \min(e, h)$ and let the positive singular values $\{\sigma_i\}_{i=1}^r$ of $Y$ satisfy $\sigma_1 > \cdots > \sigma_r > 0$.

We also want $M_b$ to be smooth enough to characterize the local behavior of the gradient flow. Concretely, in a neighborhood of $W \in M_b$, we would like $M_b$ to be a proper submanifold of $\mathcal{P}$ without singular points. To guarantee that $M_b$ is a manifold ‘almost everywhere,’ the following assumption suffices:

**Assumption 2.** There exists some $W \in M_b$ with full SVD $W = (U \Sigma_2 S, S^T \Sigma_1 V)$ such that $S$ has no zero entries.

3.2 Convergence rate of gradient flow on Dropout and Dropconnect’s risk functions

We are now in position to state our main result. Here, for $W \in M$,
\begin{equation}
V_{R/2, \delta}(W) = \{ x \in M \cap U : d(x, M \cap U) = d(x, \bar{B}_{R/2}(W) \cap M \cap U) < \delta \}
\end{equation}
and $\bar{B}_{R/2}(W) = \{ x \in \mathcal{P} : \|x - W\| \leq R \}$.

**Theorem 1.** Presume Assumptions 1, 2. For a generic $W \in M$, there exists a neighborhood $U_W \subseteq \mathcal{P}$ of $W$, $\delta_0 > 0$, and $R_0 > 0$ such that: for all $\delta \in (0, \delta_0]$, $R \in (0, R_0]$ and $\theta : \mathcal{P} \times [0, \infty) \to \mathcal{P}$ satisfying
\begin{equation}
\frac{d\theta_t}{dt} = -\nabla I(\theta_t) \quad \text{and} \quad \theta_0 \in V_{R/2, \delta}(W),
\end{equation}
there exists a $\omega_U > 0$ such that
\begin{equation}
d(\theta_t, U_W \cap M) \leq \exp(-\omega_U t)d(\theta_0, U_W \cap M) \quad \text{for all} \quad t \in (0, \infty).
\end{equation}

\[3\]We understand generic here in an ‘almost everywhere’ sense. $M$ is an algebraic variety defined as the zero locus of a set of polynomials from (17). A point $W \in M$ is smooth in $M$ whenever the rank of a Jacobian is maximal. Only at the points where the rank is not maximal we do not have generic points. This occurs only in an algebraic set of strictly lower dimension than that of $M$. Formally, a generic set of the algebraic variety $M$ consists of all $W \in M$ up to a proper Zariski closed set in $M$. See [32] for reference.
If moreover \( W \in M_b \), then there exists an \( \epsilon_U \geq 0 \) such that \( \omega_U \in [\omega_W - \epsilon_U, \omega_W + \epsilon_U] \), where

\[
\omega_W = \begin{cases} 
\min\{2 \lambda & \frac{1}{\sigma^{\rho+1}} - 2 \sigma^{\rho+1}, \zeta_W \} & \text{if } \rho < f \\
\min\{2(\sigma^{\rho} - \sigma^{\rho+1}), \zeta_W \} & \text{if } \rho = f .
\end{cases}
\]  

(23)

Here, \( \sigma^{\rho+1} = 0 \) if \( r = \rho \), and \( \zeta_W > 0 \) depends implicitly on \( W \), \( p \) and \( \sigma_1, \ldots, \sigma_r \).

Note that Theorem 1 gives an upper bound for the convergence rate of gradient flow on \( \mathcal{I}(W) \) as long as we start close enough to the set of minima. Moreover, near balanced minimizers \( (W_0^*, W_1^*) \in M_b \) a partially explicit bound is given in (23). Note that to obtain an upper bound for the convergence rate for gradient flow on \( \mathcal{J}(W) \) in (10), we need to multiply \( \omega_U \) by \( p \) for Dropout or \( p^2 \) for Dropconnect.

If the output has dimension one \( (e = 1) \), then we prove the following special case of Theorem 1:

Proposition 1. If the output dimension is one \( (e = 1) \), then: (i) Assumption 2 holds, and (ii) we can replace (23) in Theorem 1 by

\[
\omega_U \in [\omega_W - \epsilon_U, \omega_W + \epsilon_U] \quad \text{where} \quad \omega_W = 2 \frac{\lambda}{f + \lambda} \sigma_1.
\]  

(24)

While Theorem 1 already hints at dependencies on the hyperparameters, Proposition 1 provides an upper bound for \( \omega \) that explicitly depends on the singular value \( \sigma_1 \) of the data \( Y \), the probability \( 1 - p \) of dropping nodes (or edges) encoded in \( \lambda \), and the number of nodes in the hidden layer \( f \). In particular, we obtain from Proposition 1 the rates

\[
\omega_{W}^{\text{DC}} = \frac{2(1 - p^2)}{p^2 f + 1 - p^2} \sigma_1, \quad \omega_{W}^{\text{DO}} = \frac{2(1 - p)}{p f + 1 - p} \sigma_1,
\]  

(25)

also in (5), after multiplying by the scaling \( p \) and \( p^2 \) for the cases of Dropconnect, Dropout, respectively.

3.3 Discussion

Theorem 1 yields a convergence rate that depends on the singular values of the data matrix \( Y \), the dropout probability \( 1 - p \), and the structure parameters \( e, f, h \) of the NN. Observe that the rate \( \omega_W \) in (23) is the minimum of two terms. The first term \( \zeta_W \) depends on the point \( W \) as well as \( p \) and gives a local perspective on the convergence rate’s dependency on the initialization and dropout probability (see Appendix D.6 for its exact dependency)—for our purposes, the fact that it is strictly positive suffices. The second term is namely independent of \( W \in M_b \) and provides a more global perspective on the convergence rate’s dependency on the data matrix, the dropout probability, and the structure parameters. It is furthermore noteworthy that the dependency on \( \zeta_W \) disappears in the case \( e = 1 \), as evidenced from Proposition 1.

We obtain the rates in (5) from Proposition 1 through a multiplication using the scalings discussed above (13). We observe then that Dropout and Dropconnect have an impaired convergence rate: the convergence rate in (5) is reduced by a factor \( p \) in the case of Dropout, and \( p^2 \) in case of Dropconnect. This is in agreement with the results in [31]. Observe furthermore from (5) that as \( p \uparrow 1 \), i.e., a regime without dropout, \( \omega \downarrow 0 \). This tells us that for small dropout rates, convergence is apparently slow for some trajectories of the gradient flow problem. This is explained by the fact that for \( p \approx 1 \), points \( W \) satisfying \( Y = W_2 W_1 \) are almost minimizers of \( \mathcal{J}(W) \). Finding an exact minimizer becomes then less important since there is almost no regularization.

Note also that the rates in (5) tell us that in the overparametrized regime \( f \gg e = 1 \), for every \( f \) there is a dropout probability \( 1 - p^* \) that maximizes the rate \( \omega \). Solving \( d \omega / dp = 0 \) shows that,

\[
p^* = \frac{1}{\sqrt{1 + \sqrt{f}}} \sim \frac{1}{f^{1/4}} \quad \text{for Dropconnect, and} \quad p^* = \frac{1}{1 + f^{1/2}} \sim \frac{1}{f^{1/2}} \quad \text{for Dropout.}
\]  

(26)

Setting \( p^* \) as in (26) still implies that the maximizing convergence rate is \( \omega^* \sim 2 \sigma \sqrt{f} \). Hence, the maximizing dropout probability \( 1 - p^* \) will still have limited influence on the convergence rate in this regime. To see this more explicitly, consider that for Dropout the best rate \( \omega^*(p^*) \) compared to the rate when choosing a generic dropout probability \( 1 - p \in (\delta, 1 - \delta) \) satisfies \( \omega(p)/\omega^* \lesssim 1/\delta \).
Lastly, let us also consider the matrix factorization problem in which $f \ll e, h$. It follows from Theorem 1 that when doing matrix factorization with Dropout regularization, degeneracies at the minimum are avoided when $\text{rk}(Y) < e, h$, i.e., when the data is of low rank. If $Y$ does not have full rank, then the minima of the usual risk function for matrix factorization $\|Y - W_2W_1\|_F$ are degenerate, and this may impair convergence of gradient descent. In contrast, for the objective function in (13) with $\lambda > 0$, the set of minima $M$ around a point $W \in M_b$, only becomes degenerate as $p \uparrow 1$. Indeed, we have $2\lambda\kappa p/(f + \lambda p) \downarrow 0$ as $p \uparrow 1$ (recall that $\zeta_W > 0$ for any $p \in (0, 1)$). When $\rho = f$, we see that up to the term $\zeta_W$, there is no dependence on $1 - p$ on the convergence rate. Dependence starts appearing when we have $\sigma_f \simeq 2\lambda\kappa p/(f + \lambda p)$.

4 Proofs

The proofs of Theorem 1 and Proposition 1 are based on two ideas. The first idea is that the trajectories of a gradient flow, when starting close to a minimizer in $W^* \in M$, should depend to leading order only on the Hessian $\nabla^2 \mathcal{I}(W^*)$. However, when $M$ is a connected set (or a manifold in this case), this may not be true. For it to hold we need the point $W^*$ to be nondegenerate, in the sense that directions tangent to the manifold $M$ are included in the kernel of the Hessian and other directions must be orthogonal to $M$ and not in the kernel. The gradient flow to $M$ can then be locally bounded using the eigenvalues of $\nabla^2 \mathcal{I}$. As it will turn out, ‘almost every’ point in $M$ is nondegenerate. The second idea is that we can give an explicit lower bound to the eigenvalues of the Hessian by restricting to directions orthogonal to $M$. This requires careful computations and is the most involved part of the proof.

4.1 Overview

Here is an overview of the steps that will prove Theorem 1 and Proposition 1:

**Step 1.** We formalize the first idea by relating a lower bound on the Hessian to the convergence rate of gradient flow by using a recent result on nonconvex optimization [13]. This result holds whenever the gradient flow is started close to a minimizer in $M$, and requires the minimizer to be nondegenerate. Therefore, to prove Theorem 1, we next need to explicitly compute a lower bound to the Hessian in directions orthogonal to $M$ and verify the nondegeneracy condition.

**Steps 2, 3.** We reduce the set of minimizers $M$ to the set of balanced minimizers $M_b$ using a group action. The set of balanced minimizers is namely easier to handle: we can prove that $M_b$ is, up to a set of lower dimension than that of $M_b$, a manifold, i.e., $M_b$ is generic. We compute the tangent space $T_W M_b$ explicitly at a generic point $W$.\footnote{By this, we mean ‘for any $W \in M_b$ up to an algebraic set of lower dimension than $M$’ (formally, ‘up to a proper closed Zariski set in the algebraic variety $M_b$’).} Using the group action again, we can then also obtain the tangent space $T_W M$ by extending the results from the set of balanced minimizers to the set of minimizers.

**Steps 4, 5.** We compute the Hessian $\nabla^2 \mathcal{I}$ and calculate a lower bound when $W \in M_b \subset M$. This also implies immediately that $W$ is nondegenerate in $M$. Leveraging the group action again, we can then show that all generic points in $M$ are nondegenerate.

**Step 6.** Finally, we combine the result of Step 1 with the bound and nondegeneracy property in Steps 4, 5 to prove Theorem 1 and Proposition 1.

4.2 Key steps

We now prove Theorem 1 and Proposition 1 step by step as listed previously. The detailed proofs of each proposition presented here can be found in the Appendix.

**Step 1.** We use a recent result on the convergence rate of gradient descent methods for general objective functions [13], in which local convergence in a neighborhood $U_W$ of $W \in M$ is guaranteed by local nondegeneracy of the Hessian:

**Definition 2.** A set $M \subset \mathcal{P}$ of minimizers of $\mathcal{I}(W)$ is locally nondegenerate at $W$ if there exists a neighborhood $U \subseteq \mathcal{P}$ of $W$, such that:
(i) $M \cap U$ is a submanifold of $\mathcal{P}$, and
(ii) for any $p \in M \cap U$, $\dim T_p(M \cap U) = \dim \ker \nabla^2 \mathcal{I}(p)$.

We also say that the set $M \cap U$ is nondegenerate if it is locally nondegenerate at any $W \in M \cap U$.

Concretely, our first step is to prove the following specification of the bound in [13, Proposition 3.1]. The details are relegated to Appendix C.

**Proposition 2** (Adaptation of Proposition 3.1 in [13]). Let $U \subseteq \mathbb{R}^d$ be an open subset and let $f : U \rightarrow \mathbb{R}$ be three times continuously differentiable. Let $M = \{ w \in \mathbb{R}^d : f(w) = \inf_{\theta \in \mathbb{R}^d} f(\theta) \}$ and suppose that $U \cap M$ is a nonempty differentiable submanifold of $\mathbb{R}^d$ of dimension $d < d$. Suppose also that for all $p \in M \cap U$, $d - d = \text{rk}(\nabla^2 f(p))$ holds. Then, for any $x_0 \in M \cap U$ there exists $R_0, \delta_0, \lambda \in (0, \infty)$ such that: for all $\delta \in (0, \delta_0]$, $R \in (0, R_0]$ and $\theta : (0, \infty) \rightarrow \mathbb{R}^d$ satisfying $d\theta/ dt = -\nabla f(\theta)$ and $\theta_0 \in V_{R/2, \delta}(x_0)$, it holds that

$$d(\theta_t, M \cap U) \leq \exp(-\lambda t)d(\theta_0, M \cap U) \quad \text{for all} \quad t \in (0, \infty)$$

(27)

where specifically

$$\lambda = \min_{w \in V_{R_0, \delta_0}(W)} \min_{\|v\| = 1} \|v^T \nabla^2 f(w)v\|.$$ (28)

Observe now that Theorem 1 almost follows from Proposition 2 by identifying the function $f$ with the loss function $\mathcal{I}$—that is, up to Theorem 1’s conditions and up to (23). Eq. (23) is in fact a lower bound to (28), and the conditions are what allow us to lower bound (28) in the first place.

To see where the conditions of Theorem 1 come from and how the bound in (23) is obtained, consider the following approach. Suppose for a moment that we were given some open subset $U$ that meets the conditions of Proposition 2 and that $M$ were nondegenerate. If these hypotheses were true, then the convergence rate in (28) could be bounded by providing for each $W \in M \cap U$ a lower bound to the Hessian $\nabla^2 \mathcal{I}$ restricted to $T_W^0 M$. This is because the nondegeneracy of $M$ would imply that for any $W \in M$, $\ker \nabla^2 \mathcal{I}(w) = T_W^0 M$ and therefore $\ker \nabla^2 \mathcal{I}(w)^\perp = T_W^0 M$, and (20) would then imply that $\nabla f(w)^\perp \subseteq M \cap U$.

The two hypotheses used in the approach above have however not been proven. Instead, we will first prove that for a generic $W \in M$ there exists a neighborhood $U$ satisfying the conditions of Proposition 2 (Steps 2, 3), and this turns out to be sufficient. After this, we will establish that $\nabla^2 \mathcal{I}(W)|_{T_W^0 M}$ is positive definite (Step 4), and then we lower bound its minimum eigenvalue (Step 5) which allows us to approximately characterize $\omega$ in Theorem 1.

**Step 2.** We start by characterizing $M$ using $M_b$ and a Lie group action on $M$. Let $H \simeq (\mathbb{R}^*)^f$ be the Lie group of invertible diagonal matrices, where $\mathbb{R}^* = \mathbb{R}\setminus\{0\}$ is the multiplicative group of invertible elements in $\mathbb{R}$. We embed $H$ in $\mathbb{R}^{f \times f}$ via the diagonal inclusion $(a_1, \ldots, a_f) \rightarrow \text{Diag}(a_1, \ldots, a_f) \in \mathbb{R}^{f \times f}$, and define the action $\pi$ of $C \in H$ on $M$ by

$$\pi(C)(W_2, W_1) = (W_2C, C^{-1}W_1).$$ (29)

The action $\pi$ can be used to reduce $M$ to $M_b$, as formalized in Proposition 3. We refer to Appendix D.1 for its proof.

**Proposition 3.** For every $W \in M$ there exists a unique $C_W \in H$ such that $\pi(C_W)(W) \in M_b$.

For a subgroup $G$ of $O(f)$, we abuse notation and let $L \in O(f)/G$ be a representative $L \in O(f)$ of the equivalence class $[L] \in O(f)/G$ of cosets. Via the group action in (29) we can now characterize the set $M_b$; see Proposition 4, which is proven in Appendix D.2.

**Proposition 4.** If Assumption 1 holds, then

$$M_b = \left\{(U\Sigma_2 L, L^T \Sigma_1 V) : L \in \frac{O(f)}{I_p \oplus O(f)} \text{Diag}(L^T \begin{pmatrix} \Sigma_2^2 0 \\ 0 \end{pmatrix}) = \frac{\|\Sigma_2\|}{\|f\|} ||I_1|| \neq \emptyset \right\}. \quad (30)$$

Here, the columns of $U$ and $V$ contain the left- and right-singular vectors of $Y = US_vV$, respectively,

$$\Sigma_2 = \begin{pmatrix} \Sigma & 0_{(f-p) \times p} \\ 0_{(e-p) \times p} & 0_{(e-p) \times (f-p)} \end{pmatrix}, \quad \Sigma_1 = \begin{pmatrix} \Sigma & 0_{(f-p) \times p} \\ 0_{(f-p) \times (h-p)} & 0_{(f-p) \times (h-p)} \end{pmatrix}. \quad (31)$$
where \(0_{n \times m}\) denotes the all zero matrix of size \(n \times m\), and
\[
\Sigma^2 = \text{Diag}\left(\sigma_1 - \rho \frac{\lambda \kappa}{f + \rho \lambda}, \ldots, \sigma_p - \rho \frac{\lambda \kappa}{f + \rho \lambda}\right) \in \mathbb{R}^{p \times p}.
\] (32)

**Step 3.** Next, we identify \(T_W M_b\), the tangent space of \(M_b\), whenever it is well defined for a \(W \in M_b\). To do so, we find a manifold \(M_b \cong \text{O}(f)/(I_p \oplus \text{O}(f - \rho))\) such that \(M_b \subseteq M_b\) and a map \(T : M_b \rightarrow \mathbb{R}^f\), whose preimage defines \(M_b\) and \(T_W M_b\) implicitly up to a set of singular points \(\text{Sing}(M_b)\). In particular, since for any \(W \in M_b\) we have
\[
\text{Diag}(W_1^T W_2) = \text{Diag}(W_1 W_1^T) = \frac{||\Sigma^2||}{f} I_f,
\] (33)
we will define the map \(T : M_b \rightarrow \mathbb{R}^f\) by
\[
T(W_2, W_1) = \text{Diag}(W_2^T W_2) = \text{Diag}(W_1 W_1^T).
\] (34)
This map is well defined for each equivalence class in \(\text{O}(f)/(I_p \oplus \text{O}(f - \rho)) \cong M_b\) and has at most rank \(f - 1\) instead of \(f\), since the trace of (33) is fixed in \(M_b\). We can next use the implicit function theorem [20, Theorem 5.5] to prove in Appendix D.3 that:

**Proposition 5.** Let \(W \in M_b \setminus \text{Sing}(M_b)\), where
\[
\text{Sing}(M_b) = \{W \in M_b : \text{rk}(D_W T) < f - 1\}.
\] (35)
If Assumption 1 holds, then there exist an open neighborhood \(U_W \subset \mathcal{P}\) of \(W \in U_W\) such that:

(a) \(U_W \cap M_b\) is a submanifold of \(M_b\), of codimension \(f - 1\), and
(b) \(T_W M_b = \ker D_W T\), where the differential map \(D_W T : T_W M_b \rightarrow T_{T(W)} \mathbb{R}^f\) at \(W = (U \Sigma_2 S, S^T \Sigma_1 V)\) given by
\[
D_W T(V_2, V_1) = D_W T\left(U \Sigma_2\left(\begin{array}{c} \lambda_1^2 E^T \\ \vdots \\ \lambda_f^2 E^T \\ \end{array}\right) S, S^T\left(\begin{array}{c} \lambda_1^2 E^T \\ \vdots \\ \lambda_f^2 E^T \\ \end{array}\right) \Sigma_1 V\right)
\] 
\[= 2\text{Diag}\left(S^T\left(\Sigma^2 E^T \Sigma_1 V\right) - \Sigma_1 V\right).
\] (36)
The set \(\text{Sing}(M_b)\) contains the singular points of \(M_b\), which are points where the usual tangent space cannot be defined in local coordinates. Consequently, \(M_b\) cannot be a manifold at these points. Using this set of singular points and Assumption 2, we prove that most points in \(M_b\) are regular. The proof is relegated to Appendix D.4:

**Proposition 6.** If Assumptions 1, 2 hold, then:

(a) \(\text{Sing}(M_b)\) is a proper closed set in \(M_b\);
(b) \(M_b\) is a manifold up to an algebraic set of lower dimension than that of \(M_b\) (i.e., any generic point in \(M_b\) is regular).
(c) \(M_b\) has codimension \(f - 1\) in \(M_b\).

Furthermore, if \(\rho = 1\), then Assumption 2 is satisfied.

**Step 4.** Now that we have identified \(T_W M_b\) in Proposition 5, we can use the fact that \(M\) can be reduced to \(M_b\) via the group action \(\pi\) of \(\text{Step 2}\). This allows us to compute the tangent space \(T_W M\) at a nonsingular point \(W \in M_b \setminus \text{Sing}(M_b) \subset M\), and to also compute the cotangent space \(T_W^\ast M\). The latter task is done in Lemma 11 in Appendix D.6.2.

Having now characterized the cotangent space \(T_W^\ast M\), we continue by computing a lower bound to the Hessian. We start by calculating the Hessian in Appendix D.5, and identify it as follows:

**Proposition 7.** For \(W = (W_2, W_1) \in \mathcal{P}\), \((V_1, V_2) \in T_W \mathcal{P}\), the Hessian \(\nabla^2 \mathcal{I}(W)\) satisfies
\[
(\text{vec}(V_1), \text{vec}(V_2))^T \nabla^2 \mathcal{I}(W)(\text{vec}(V_1), \text{vec}(V_2)) = 2\|W_2 V_1 + V_2 W_1\|^2_F
\]
\[+ 2\lambda_1 \text{Tr}[V_1^T \text{Diag}(W_2^T W_2) V_1] + 2\lambda_2 \text{Tr}[V_2^T \text{Diag}(W_1^T W_1) V_2^T] - 4\lambda_1^2 V_1^T W_2 V_2^T (I \neq S_1[Y])
\]
\[+ 2\lambda_2 (||\text{Diag}(V_1^T W_2) + \text{Diag}(W_1^T V_1)||_F^2 - ||\text{Diag}(V_1^T W_2) - \text{Diag}(W_1^T V_1)||_F^2)
\] (37)
as a bilinear form. Here, for any \(A \in \mathbb{R}^{m \times n}\), we consider vectorization notation, that is,
\[
\text{vec}(A) = [a_{1,1}, \ldots, a_{m,1}, \ldots, a_{1,n}, \ldots, a_{m,n}]^T \in \mathbb{R}^{mn}.
\] (38)
Finally, we lower bound the Hessian in the directions normal to the manifold of minima. The proof of the following is relegated to Appendix D.6:

**Proposition 8.** Suppose Assumptions 1, 2 hold. For any \( W ∈ M_b ∩ M\setminus \text{Sing}(M) \subseteq M \), \( \nabla^2 \mathcal{I}(W) \) restricted to \( T^+_W M \) is a positive definite bilinear form. Furthermore,

\[
\nabla^2 \mathcal{I}(W)|_{T^+_W M} \geq \omega (39)
\]

where

\[
\omega = \begin{cases} 
\min \left\{ \zeta_W, 2 \frac{\lambda \rho}{r + \lambda} - 2\sigma_{r+1} \right\} & \text{if } \rho < f \\
\min \left\{ \zeta_W, 2(\sigma_\rho - \sigma_{r+1}) \right\} & \text{if } \rho = f .
\end{cases} (40)
\]

Here, \( \zeta_W > 0 \) is a positive constant that depends on \( W, \lambda \) and \( \Sigma \). If \( \rho = r \) (recall from (32) that we have \( \rho \leq r \)), then we set \( \sigma_{r+1} = \sigma_{r+1} = 0 \).

In the case that \( \rho = 1 \), the result holds with (40) replaced by

\[
\omega = \begin{cases} 
2\sigma_1 \frac{1}{r+\lambda} & \text{if } r = 1, \\
2\sigma_1 \frac{1}{r+\lambda} - 2\sigma_2 & \text{otherwise}.
\end{cases} (41)
\]

Additionally, if \( \rho = 1 \), Assumption 2 is satisfied outright.

**Step 5.** Proposition 8 reveals that for \( W ∈ M_b ∩ M\setminus \text{Sing}(M) \subseteq M \), \( M \) is locally nondegenerate at \( W \)—recall Definition 2. But in order to apply Proposition 2, we need to also prove that \( M \) is nondegenerate in a large enough neighborhood around such nonsingular point. By continuity, we then obtain a lower bound of the Hessian in a neighborhood of \( \omega \): that is, the bound in (28) will hold with \( \lambda \in [\omega - \epsilon, \omega + \epsilon] \) for some \( \epsilon > 0 \). The following is proved in Appendix D.7.

**Proposition 9.** Suppose Assumptions 1, 2 hold. If \( W ∈ M_b ∩ M\setminus \text{Sing}(M) \), then there exists a neighborhood \( U_W ⊆ P \) of \( W \) such that:

1. (a) for any \( W' ∈ U_W ∩ M \), \( \ker \nabla^2 \mathcal{I}(W') = T_{W'} M \);
2. (b) \( U_W ∩ M \) is a locally nondegenerate manifold; and
3. (c) for any \( W' ∈ U_W ∩ M \),

\[
\min_{\|v\|=1} v^T \nabla^2 \mathcal{I}(W')v = \omega_{W'} > 0 . \tag{42}
\]

Proposition 9 covers only nonsingular points in \( M_b ∩ M \). We will now extend the results to \( M \) in the generic sense. By using the action \( \pi \) from (29) we can show that if a point \( W ∈ M_b \) is nonsingular, so is \( \pi(C)(W) ∈ M \) for any \( C ∈ H \). The action on \( M_b \) generates \( M \) and provided we have Assumption 2, then by Proposition 6 \( M_b \) is nonsingular for generic points and moreover nondegenerate by Proposition 9. We prove the following in Appendix D.8.

**Proposition 10.** If Assumptions 1, 2 hold, then the set \( M \) is a nondegenerate manifold for generic points.

**Step 6.** We are now in position to prove Theorem 1 and Proposition 1 by applying Proposition 2. Proposition 10 yields that \( M \) is a nondegenerate manifold for generic points. Together with Proposition 9, this implies that up to an algebraic set of lower dimension than the dimension of \( M \), for each \( W ∈ M \) there exist a neighborhood \( U_W ⊆ P \) such that for any \( W' ∈ U_W ∩ M \) there exists a constant \( \omega_{W'} \), so that (42) holds. Hence, setting \( \lambda = \min_{W'∈U_W∩M} \omega_{W'} \), we obtain a lower bound to (28). We obtain then a proof of convergence close to \( M \). If moreover \( W ∈ M_b \), then Proposition 8’s lower bound (40) to (28) proves that if \( U_W \) is small enough for \( W ∈ M_b \), the bound (23) in Theorem 1 holds by continuity.

In case \( \rho = 1 \), Proposition 8’s lower bound (41) to (28) proves (24) in Proposition 1.

This concludes the proof. \( \square \)

5 **Numerics**

In this section, we implement the gradient descent algorithm

\[
W^{(t+1)} = W^{(t)} - \eta \nabla J(W^{(t)}), \tag{43}
\]
we compute the set of balanced points $M_T$ with Assumption 2 also holds.

Data set. We choose a data set from the UCI Machine Learning Repository.¹ We work with a data set that describes the critical temperature of superconductors [14] with an input dimension $h = 81$ and the output dimension $e = 1$ (i.e., a value for the critical temperature). After first whitening and then normalizing the data, we obtain a matrix $Y \in \mathbb{R}^{h \times 80}$ that satisfies $\|Y\|_F = 1$. This matrix is used in the risk function in (11). Note that Assumption 1 holds since $\text{rk}(Y) = 1$, and by Proposition 1 Assumption 2 also holds.

Stopping criteria. In all experiments, we stop the gradient descent algorithm in (43) either when the Frobenius norm of the gradient $\|\nabla J(W^{(t)})\|_F$ dives below a lower bound, or when it reaches a maximum number of iterations. Concretely, we let $T = \inf \{t : \|\nabla J(W^{(t)})\|_F < 10^{-5}\} \land T_{\text{max}}$ with $T_{\text{max}} = 10^6/2$ be the random termination time of any one run of the gradient descent algorithm.

Initialization. In each experiment we set the initial weights $W^{(0)}$ according to one of two methods. The first method we will call Gaussian initialization: we set every weight $W_{ijk} \sim \text{Normal}(0, \sigma^2)$ in an independent, identically distributed manner. The second method we will call $\epsilon$-initialization: we compute the set of balanced points $M_b$ in (18) explicitly, choose a point $W^* \sim \text{Unif}(M_b)$ from it uniformly at random, and then set every weight $W_{ijk} \sim \text{Normal}(W_{ijk}^*, \epsilon^2)$ in an independent fashion.

Step size. In each experiment, the step size is kept fixed and chosen $\eta = 10^{-2}$.

5.2 Results

Figure 2 shows convergence rate fit results for different parameters $p, f$ and the two different initialization methods with different values of $\sigma$ and $\epsilon$. Our fitting procedure was a two-step procedure that worked as follows.

Step 1. For various $f \in \mathcal{F} \subset \mathbb{N}_+$, $p \in \mathcal{P} \subset [0, 1]$, we ran gradient descent as explained above. If the run terminated at a time $T < T_{\text{max}}$, then we fitted the model

$$G(t; \alpha, \beta_{f,p}) = ae^{-\beta_{f,p}t} \quad \text{to the points} \quad \{(t, \|\nabla J(W^{(t)})\|_F) : t \in \lfloor \gamma T \rfloor, \ldots, T\}. \quad (44)$$

Here, $\gamma \in [0, 1)$. In this way, we obtain an estimate $\hat{\beta}_{f,p}$ for the parameter $\beta_{f,p}$ with which the model in (44) best describes the measured convergence rate. Note that the estimate $\hat{\beta}_{f,p}$ is random because of our initialization. By conducting independent runs, we obtain a set of sample averages $\{\langle \hat{\beta}_{f,p} \rangle\}_{f \in \mathcal{F}, p \in \mathcal{P}}$. If the fit did not result in a positive estimate $\hat{\beta}_{f,p} > 0$, then this estimate was discarded. This eliminates runs that pass close to a saddle point.

Step 2. To obtain Figure 2a we fixed $f \in \mathbb{N}_+$ and then fitted the model

$$\beta_f(p; b, \alpha) = \frac{bp}{f(p)^a + 1} \quad \text{to the points} \quad \{(p, \langle \hat{\beta}_{f,p} \rangle)\}_{p \in \mathcal{P}}. \quad (45)$$

This gives estimates $\hat{b}, \hat{\alpha}$ for the parameters $b, \alpha$ with which the model in (45) best describes the sample average convergence rate. To obtain Figures 2b,c, we fixed $p \in [0, 1]$ and then fitted the model

$$\beta_p(f; b, c, \alpha) = \frac{bp(1 - p)}{pf^a + 1 - p} + c \quad \text{to the points} \quad \{(f, \langle \hat{\beta}_{f,p} \rangle)\}_{f \in \mathcal{F}}. \quad (46)$$

¹The source code of our implementation is available at https://gitlab.tue.nl/20061069/asymptotic-convergence-rate-of-dropout-on-shallow-linear-neural-networks.

²The repository is located at https://archive.ics.uci.edu/.
This similarly gives estimates $\hat{b}, \hat{c}, \hat{\alpha}$ for the best model parameters $b, c, \alpha$ in (46).

Note after substituting (45) or (46) into (44), that both exponents have an extra factor $p$ when compared to our bound in Proposition 1. This is because we implemented the objective function $\mathcal{J}(W)$ in (11) as opposed to $\mathcal{Z}(W)$ in (13). Furthermore, note that if our bound in Proposition 1 turns out to be sufficiently sharp, that we can then expect that $\hat{\alpha} \approx 1$ in either model.

### 5.3 Discussion

Figure 2 shows that the local bound in (25) characterizes the convergence rate of gradient descent close to convergence qualitatively. The characteristic decay of the convergence rate as $f$ and $p/(1-p)$ increase, as predicted by (25), is confirmed experimentally with the fits in Figure 2a, 2b, respectively.
Observe that $\hat{\beta}$ and $\hat{\alpha}$ depend strongly on the initialization, which is parameterized here by $\sigma$ and $\epsilon$. This may be explained as follows. For larger $\sigma, \epsilon$, we initialize farther away from minima. Trajectories of gradient descent that follow valleys of the objective function $J(W)$—regions where the loss is close to the minima and where slower convergence rates are expected—are then favored. Hence, we can then expect to see a smaller sample average convergence rate.

Similarly, resulting fit values for $\hat{\alpha}$ that are greater than one may also explained by a bias induced by the random initialization. Observe in particular for the cases of $\epsilon$-close initialization in Figure 2c that while for $f \lesssim 24$ a larger $\epsilon$ yields a larger $\hat{\beta}/p$, the contrary occurs for $f \gtrsim 24$. If $f$ is small, then the number of valleys of the objective function $J(W)$ is also small; consequently, initializations that are further away from minima then favor gradient descent trajectories that have higher convergence rates. As $f$ increases, the number of valleys also increases; initializations that are further away from minima then favor gradient descent trajectories that tend to get stuck in valleys for longer times. Note that it is not clear whether this explanation also works for the cases of Gaussian initialization, because there we do not guarantee that we initialize close to a minima.

These various decay rates that were measured were used to calculate fit parameters $\hat{\alpha}$. These tend to one as $\epsilon$ becomes smaller as shown in Figure 2d, which is in accordance with Theorem 1. Note that while the values of $\hat{\alpha}$ tend to 1 as $\epsilon \to 0$ independently of $\gamma$, there is a shift to larger values of $\hat{\alpha}$ as we increase $\epsilon$. This is because we are seeing an average convergence rate of the trajectories and not the bound in (25).

Finally, Figure 2 indicates that independently of the regularization properties of Dropout and the inherent scaling of $1/p$ in the number of iterations [31], for $p \to 1$ or $f \to \infty$, the landscape of Dropout close to the minimum becomes less rough and suggests that the number of valleys with approximate minima increases, thereby making finding approximate minima easier.

6 Conclusion

In this paper we have analyzed the convergence rate of gradient flow on the objective functions induced by Dropout and Dropconnect for shallow linear NNs. Theorem 1 gives a lower bound on the convergence rate that depends implicitly on the data matrix $Y$, the probability of dropping nodes or edges $1-p$, and the structure parameters $e, f, h$ of the NN. Its proof relied on the application of a state-of-the-art results for the convergence of nonconvex objective functions [13], combined with careful analyses of the set of minimizers as well as lower bounding the Hessian of the scaled dropout risk $Z(W)$. We also provide in Proposition 1 closed-form expression for our lower bound on the convergence rate of gradient flow in the case of a one-dimensional output for Dropout and Dropconnect. The bounds give insight into the dependencies of the convergence rate in dropout.
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Appendix

For any vector \( a = (a_1, \cdots, a_f) \), we denote by \( \text{Diag}(a_1, \cdots, a_f) \) the matrix in \( \mathbb{R}^{f \times f} \) with the vector \( a \) in the diagonal and zeroes everywhere else. For a matrix \( A \in \mathbb{R}^{f \times f} \), we denote \( \text{Diag}(A) = \text{Diag}(A_{11}, \ldots, A_{ff}) \). For a matrix \( A \) with singular values \( \lambda_1, \ldots, \lambda_r \), we denote the 1-norm as \( \| A \|_1 = \sum_{i=1}^r \lambda_i \).

A On the assumptions

In order to establish Theorem 1 and Proposition 1 and for these results to be applicable in a range of scenarios, we opted for Assumptions 1, 2. These technical assumptions are sufficient for our proofs and in fact allow for fairly generic data matrices \( Y \).

To see this, consider first that the subset of matrices of a fixed rank that do not satisfy Assumption 1 has measure zero. Hence if the data is for example drawn randomly from a data distribution with continuous support, then the assumption will hold with high probability. Consider second that Assumption 2 is not very restrictive either: for example, if there is a real Hadamard orthogonal matrix \( (107) \). Hence, the dimensional constraints require for \( (11) \).

B Proofs of Section 2

B.1 Proof of (8) – Data whitening

For simplicity, let \( \mathcal{W} = W_2 W_1 \). Recall also that \( Y = \mathcal{Y} \chi^T (\chi \chi^T)^{-1/2} \). We now apply the identity

\[
\|A - B\|_F^2 = \|A\|_F^2 - 2(A,B)_F + \|B\|_F^2 = \text{Tr}[AA^T] - 2\text{Tr}[A^TB] + \text{Tr}[BB^T]
\]

(47) twice, to obtain

\[
\mathcal{R}(W) = \|Y - \mathcal{W}\chi\|_F^2 \overset{(47)}{=} \text{Tr}[YY^T] - 2\text{Tr}[Y\chi^T\chi] + \text{Tr}[\mathcal{W}\chi\chi^T\mathcal{W}^T] \\
= \text{Tr}[YY^T] - 2\text{Tr}[Y\chi^T\chi^{-1/2}(\mathcal{W}(\chi\chi^T)^{1/2})^T] + \text{Tr}[\mathcal{W}(\chi\chi^T)^{1/2}(\mathcal{W}(\chi\chi^T)^{1/2})^T] \\
= \text{Tr}[YY^T] - 2\text{Tr}[Y(\mathcal{W}(\chi\chi^T)^{1/2})^T] \\
+ \text{Tr}[\mathcal{W}(\chi\chi^T)^{1/2}(\mathcal{W}(\chi\chi^T)^{1/2})^T] + \text{Tr}[YY^T] - \text{Tr}[YY^T] \\
\overset{(47)}{=} \|Y - \mathcal{W}(\chi\chi^T)^{1/2}\|_F^2 + \text{Tr}[YY^T] - \text{Tr}[YY^T].
\]

B.2 Proof of Lemma 1

Proof of (11). Note that (11) is a known expression for Dropout in literature. In particular, consult [11, Eq. (10)], [25, Eq. (10)] and [23, Lemma A.1].
Proof of (12). When using Dropconnect, we have for $i \in \{1, 2\}$ that each matrix element $F_{ijk} \sim \text{Ber}(p)$ is independent and identically distributed as indicated. We find that

$$\mathcal{J}(W) = \mathbb{E}[\|Y - (W_2 \circ F_2)(W_1 \circ F_1)\|^2_F]$$

$$= \mathbb{E}[\|Y - p^2 W_2 W_1 + p^2 W_2 W_1 - (W_2 \circ F_2)(W_1 \circ F_1)\|^2_F]$$

$$= \mathbb{E}[\|Y - p^2 W_2 W_1\|^2_F + \|p^2 W_2 W_1 - (W_2 \circ F_2)(W_1 \circ F_1)\|^2_F]$$

$$+ 2 \sum_{ij} ((Y - p^2 W_2 W_1)^T (p^2 W_2 W_1 - (W_2 \circ F_2)(W_1 \circ F_1))_{ij}).$$

Note that $\mathbb{E}[(W_2 \circ F_2)(W_1 \circ F_1)] = p^2 W_2 W_1$, so the right-most term equals zero. Furthermore, we can expand

$$\mathbb{E}[\|p^2 W_2 W_1 - (W_2 \circ F_2)(W_1 \circ F_1)\|^2_F] = \mathbb{E}[(W_2 \circ F_2)(W_1 \circ F_1)]^2$$

$$− 2\mathbb{E}\left[\sum_{ij} ((p^2 W_2 W_1)^T (W_2 \circ F_2 W_1 \circ F_1))_{ij}\right].$$

After now (i) substituting (50) into (49) and rearranging terms, and then (ii) writing out the Frobenius norm, it follows that

$$\mathcal{J}(W) = \|Y - p^2 W_2 W_1\|^2_F$$

$$= \mathbb{E}\left[\|W_2 \circ F_2)(W_1 \circ F_1)\|^2_F\right]$$

$$− 2\mathbb{E}\left[\sum_{a,b} \left(\sum_{i} W_{2a_i} F_{2a_i} W_{1ib} F_{1ib}\right)^2\right].$$

Use (iii) the fact that $(\sum a_i b_i)^2 = \sum_i a_i^2 b_i^2 + \sum_{i \neq j} a_i b_i a_j b_j$ now twice, to conclude that

$$\mathcal{J}(W) = \|Y - p^2 W_2 W_1\|^2_F$$

$$\overset{(iii)}{=} \mathbb{E}\left[\sum_{a,b} \left((p - p^2) \sum_{i} W_{2a_i}^2 W_{1ib}^2 F_{1ib}^2 + p^2 \left(\sum_{i} W_{2a_i} W_{1ib} F_{1ib}\right)^2\right)\right]$$

$$= \sum_{a,b} \left((p - p^2) \sum_{i} W_{2a_i}^2 W_{1ib}^2 + p^2 \left(\sum_{i} W_{2a_i} W_{1ib}^2\right)^2\right)$$

$$= \left(p^2 - p^4\right) \text{Tr}[\text{Diag}(W_1 W_1^T) \text{Diag}(W_2 W_2^T)] + p^4 \|W_2 W_1\|^2_F.$$  

Substituting (52) into (49) results in (12). This completes the proof.

B.3 Proof of Lemma 2

Let $W(t) = (W_2(t), W_1(t))$ denote a solution to (21). We will now prove the following facts:

(i) If $\text{Diag}(W_1(0)W_1^T(0)) = \text{Diag}(W_2^T(0)W_2(0))$, then $\text{Diag}(W_1(t)W_1^T(t)) = \text{Diag}(W_2^T(t)W_2(t))$ for any $t \geq 0$.

(ii) If $W_1(0)W_1^T(0) = W_2^T(0)W_2(0)$, then $W_1(t)W_1^T(t) = W_2^T(t)W_2(t)$ for any $t \geq 0$.

(iii) If $\text{Diag}(W_1(0)W_1^T(0)) = \text{Diag}(W_2^T(0)W_2(0))$ and $W(t)$ converges as $t \to \infty$, then also $\lim_{t \to \infty} W_1(t)W_1^T(t) = \lim_{t \to \infty} W_2^T(t)W_2(t)$.

Note that (i), (ii) show that $M_{ab}, M_b$ are invariant sets for the differential equation (21), respectively. In the argumentation that follows, let $\nabla_i$ denote the gradient operator in matrix form for $i \in \{1, 2\}$. For example, $\nabla_1 I(W) \in \mathbb{R}^{n \times f}$ and $(\nabla_2 I(W))_{ij} = \partial I(W)/\partial (W_2)_{ij}$. The negative gradients of (13) are computed e.g. in [25] and are given by:

$$-\nabla_1 I(W) = 2W_2^T(Y - W_2 W_1) - 2\lambda \text{Diag}(W_2^T W_2)W_1,$$

$$-\nabla_2 I(W) = 2(Y - W_2 W_1)W_1^T - 2\lambda W_2 \text{Diag}(W_1 W_1^T).$$  

(53)
Proof of (i). We take time derivatives of $W_1(t)W_1^T(t)$, $W_2(t)W_2^T(t)$ and substitute (21), i.e.,
\[
\frac{d}{dt} W_i / dt = -\nabla_i \mathcal{I}(W(t)) \text{ for } i = 1, 2.
\]
This results in
\[
\frac{d}{dt} (W_1(t)W_1^T(t)) = -W_1(t)\nabla_1 \mathcal{I}(W(t))^T - \nabla_1 \mathcal{I}(W(t))W_1(t)^T,
\]
\[
\frac{d}{dt} (W_2(t)W_2^T(t)) = -\nabla_2 \mathcal{I}(W(t))^T W_2(t) - W_2(t)^T \nabla_2 \mathcal{I}(W(t))
\]
respectively. We subtract (55) from (54) and then substitute (53), to find that
\[
\frac{d}{dt} (W_1(t)W_1^T(t) - W_2(t)W_2^T(t)) = -2\lambda \left( \text{Diag}(W_2^T(t)W_2(t))W_1(t)W_1^T(t) + W_1(t)W_1^T(t)\text{Diag}(W_2^T(t)W_2(t)) - W_2^T(t)W_2(t)\text{Diag}(W_1(t)W_1^T(t)) - \text{Diag}(W_1(t)W_1^T(t))W_2^T(t)W_2(t) \right).
\]
Conclude in particular that
\[
\frac{d}{dt} (\text{Diag}(W_1(t)W_1^T(t)) - \text{Diag}(W_2(t)W_2^T(t))) = 0,
\]
by taking diagonals. Its solution is given by
\[
\text{Diag}(W_1(t)W_1^T(t)) - \text{Diag}(W_2(t)W_2^T(t)) = \text{Diag}(W_1(0)W_1^T(0)) - \text{Diag}(W_2(0)W_2^T(0)),
\]
i.e., a constant. This proves (i).

Proof of (ii). The implied and weaker assumption $\text{Diag}(W_1(0)W_1^T(0)) = \text{Diag}(W_2(0)W_2^T(0))$ combined with (58) reveals to us that
\[
\text{Diag}(W_1(t)W_1^T(t)) = \text{Diag}(W_2^T(t)W_2(t)) = A(t)
\]
say, for any $t \geq 0$. Combining $W_1(t)W_1^T(t) - W_2^T(t)W_2(t) = S(t)$, say, with (59) lets us reduce (56) to
\[
\frac{dS(t)}{dt} = -2\lambda (A(t)S(t) + S(t)A(t)).
\]
The solution of (60) in a neighborhood $V$ of 0 is given by
\[
S(t) = e^{-2\lambda \int_0^t A(s) \, ds} S(0) e^{-2\lambda \int_0^t A(s) \, ds}.
\]
Since $S(0) = 0$ by assumption, we have that $S(t) = 0$ for all $t \geq 0$. This proves (ii).

Proof of (iii). We split into cases.

Case 1: Suppose that there exists an $l$ such that both the row $W_{1l}(t)$ as well as the column $W_{2l}(t)$ converge to 0. Then
\[
(W_1(t)W_1^T(t))_{ij} = \sum_k W_{1ik}(t)W_{1jk}(t) \to 0 \text{ whenever } i = l \text{ or } j = l,
\]
and similarly
\[
(W_2^T(t)W_2(t))_{ij} = \sum_k W_{2ik}(t)W_{2jk}(t) \to 0 \text{ whenever } i = l \text{ or } j = l.
\]
In particular, we have that
\[
\lim_{t \to \infty} (W_2^T(t)W_2(t))_{ij} = \lim_{t \to \infty} (W_1(t)W_1^T(t))_{ij} \text{ whenever } i = l \text{ or } j = l.
\]

Case 2: Consider now any $l$ for which either the row $W_{1l}(t)$ or the column $W_{2l}(t)$ does not converge to zero. In particular, there must then exist a sufficiently large $t_l \geq 0$ and $\epsilon_l > 0$ such that
\[
A_l(t) = \sum_k W_{1lk}(t)^2 \geq \epsilon_l
\]
for all \( t \geq t_0 \). We therefore also have by (61) that

\[
S_{ij}(t) = e^{-2\lambda f_i(A_i(s))ds}S_{ij}(t_0)e^{-2\lambda f_i(A_i(s))ds} \\
\leq |S_{ij}(t_0)|e^{-2\lambda t(t-t_0)} \to 0 \quad \text{for} \quad j = 1, \ldots, f. \tag{66}
\]

Hence, we obtain \( \lim_{t \to \infty} S_{ij}(t) = 0 \) for any \( j \) and so (iii) is proven.

**Proof that** \( M_b = M_{db} \). Fact (i) implies that \( M_{db} \) is an invariant set for (21). Fact (iii) tell us that if \( W(0) \in M_{db} \) and \( W(t) \) converges, then \( \lim_{t \to \infty} W(t) \in M_b \). Combining facts (i) and (iii), it must be that \( M_{db} \subseteq M_b \).

The inclusion \( M_b \subseteq M_{db} \) follows immediately from Definition 1. This concludes the proof.

### C Proof of Proposition 2

Proposition 2 is a specification of [13, Proposition 3.1]. To arrive at Proposition 2, all we need to do is prove that [13, Proposition 3.1] holds with the implicit convergence rate there \((\lambda)\) replaced by the convergence rate

\[
\min_{w \in V_{R_0}(x_0)} \min_{\|v\| = 1} \left| v^T \nabla^2 f(w) v \right|, \tag{67}
\]

where \( V_{R,\delta}(x_0) \) is defined in (20). The convergence rate appears implicitly in the proof of [13, Proposition 3.1] after the application of [13, Lemma 2.9] at [13, (3.11)]. Hence, we need to make small but appropriate modifications to these steps in the proof of [13, Lemma 2.9].

**Modifications to the proof of** [13, Lemma 2.9]. Let \( x_0 \in M \cap U \). Since \( M \cap U \) is a nonempty \( d \)-dimensional submanifold of \( \mathbb{R}^d \), we have by [13, Proposition 2.1] that there exists a neighborhood \( V_*(x_0) \) of \( x_0 \) such that:

(a) For every \( x \in V_*(x_0) \), there exists a unique projection \( x_* \in M \cap U \) say such that \( \|x - x_*\| = d(x, M \cap U) \).

(b) This projection map \( x \to x_* \) is locally \( C^1 \)-smooth.

Fix \( R_0, \delta_0 > 0 \) such that for any \( \delta \in (0, \delta_0) \), \( R \in (0, R_0) \), it holds that \( V_{R,\delta}(x_0) \subset V_*(x_0) \). There exists an \( r \in (0, \infty) \) such that

\[
\max_{y \in B_{R_0}(x_0) \cap M \cap U} \left\| \nabla^2 f(y_*) \right\| \leq \frac{1}{r}. \tag{68}
\]

Our modified proof will be complete when we find a \( \lambda \) that satisfies the following conditions:

(i) \( 0 < \lambda \leq \max_{y \in B_{R_0}(x_0) \cap M \cap U} \| \nabla^2 f(y_*) \| \);  
(ii) for any \( x \in V_{R,\delta}(x_0) \), \( \|(x - x_*) - r \nabla^2 f(x_*) \cdot (x - x_*)\| \leq (1 - r\lambda)\|x - x_*\| \); and 
(iii) for any \( x \in V_{R,\delta}(x_0) \), \( \left( \nabla^2 f(x_*) : (x - x_*) \right) \cdot (x - x_*) \geq \lambda\|x - x_*\|^2 \).

Condition (iii) is essentially our addendum to the proof of [13, Lemma 2.9].

Note that by assumption, \( M \cap U \) is a nondegenerate submanifold of \( \mathcal{P} \) (see Definition 2), so there is an embedding \( M \cap U \to \mathcal{P} \) inducing an orthogonal decomposition

\[
T_{w_*} \mathbb{R}^d = T_{w_*}(M \cap U) \oplus N_{w_*} = P_{w_*} \oplus N_{w_*} \tag{69}
\]

for which \( \nabla^2 f(w_*)|_{P_{w_*}} > 0 \) and \( \nabla^2 f(w_*)|_{N_{w_*}} = 0 \) for any \( w_* \). It holds moreover that for any \( w' \in B_{R_0}(x_0) \cap M \cap U \) that \( \dim(\ker \nabla^2 f(w')) = s \).

Taking inspiration from the decomposition in (69), we will now prove that the candidate

\[
\bar{\lambda} = \min_{w \in V_{R_0,\delta_0}(x_0)} \min_{\|v\| = 1} \left| v^T \nabla^2 f(w) v \right| \tag{70}
\]

satisfies Conditions (i)–(iii).
Condition (i): The orthogonal decomposition in (69) together with the compactness of \( V_{R_0, \delta_0} \) guarantees the strict positivity of (70). That is, \( \hat{\lambda} > 0 \).

For any \( w \in V_{R_0, \delta_0}(x_0) \), it holds that \( w_s \in \bar{B}_R(x_0) \cap M \cap U \). This implies that
\[ \hat{\lambda} \leq \max_{w \in V_{R_0, \delta_0}(x_0)} \| \nabla^2 f(w_s) \| \leq \max_{w \in \bar{B}_R(x_0) \cap M \cap U} \| \nabla^2 f(w_s) \|. \quad (71) \]

Condition (ii): Let \( x \in V_{R_0, \delta}(x_0) \). Since \( x - x_s \in P_{x_s} \), it follows that
\[ \| (x - x_s) - r \nabla^2 f(x_s) \cdot (x - x_s) \|^2 = \| (1 - r \nabla^2 f(x_s)) \cdot (x - x_s) \|^2. \quad (72) \]
Recall now that we have the positive bilinear form \( \nabla^2 f(x_s) \|_{P_{x_s}} \) on \( P_{x_s} \). Let \( \lambda_{\min}(\nabla^2 f(x_s))_{P_{x_s}} > 0 \) be the minimal eigenvalue of \( \nabla^2 f(x_s) \|_{P_{x_s}} \). By (68),
\[ 0 < (1 - r \nabla^2 f(x_s)) \|_{P_{x_s}} \leq 1 - r \lambda_{\min}(\nabla^2 f(x_s))_{P_{x_s}} \quad (73) \]
as a positive bilinear form, so that
\[ \| (1 - r \nabla^2 f(x_s)) \cdot (x - x_s) \|^2 \leq (1 - r \lambda_{\min}(\nabla^2 f(x_s))_{P_{x_s}}) \| x - x_s \|^2. \quad (74) \]
We have by nondegeneracy that \( P_{x_s} = \ker \nabla^2 f(x_s) \). Therefore \( \lambda_{\min}(\nabla^2 f(x_s))_{P_{x_s}} \geq \hat{\lambda} \) for any \( x \in V_{R_0, \delta}(x_0) \).

Condition (iii). Let \( x \in V_{R_0, \delta}(x_0) \). Similar to (ii), from \( \lambda_{\min}(\nabla^2 f(x_s))_{P_{x_s}} \geq \hat{\lambda} \) we conclude also
\[ \langle \nabla^2 f(x_s) \cdot (x - x_s), (x - x_s) \rangle \geq \hat{\lambda} \| x - x_s \|^2. \quad (75) \]
This completes the proof.

D Proofs of Section 4

D.1 Proof of Proposition 3 – Reduction from \( M \) to \( M_b \)

Let \( W = (W_2, W_1) \in M \) and let \( \pi \) be the action from (29). Note that \( \pi(C)(W_2, W_1) \in M \), since \( \pi \) preserves the conditions in (17) for \( W \) to be a minimum. Hence, \( \pi \) is well defined. Note now also that the same conditions imply that for \( i = 1, \ldots, f \),
\[ (\text{Diag}(W_2^T W_2^T))_{ii} > 0, \quad (\text{Diag}(W_1^T W_1^T))_{ii} > 0. \quad (76) \]
This enables us to define
\[ C_W = \text{Diag}(W_1 W_1^T)^{1/4} \text{Diag}(W_2 W_2^T)^{-1/4} \quad (77) \]
and then consider the point \( \pi(C_W)(W) = (\bar{W}_2, \bar{W}_1) \) say. For this particular point,
\[ \text{Diag}(W_2^T \bar{W}_2) \overset{(29)}{=} C_W^T \text{Diag}(W_2^T W_2) C_W \overset{(77)}{=} \text{Diag}(W_2^T W_2)^{1/2} \text{Diag}(W_1 W_1^T)^{1/2} \overset{(17)}{=} \frac{\| W^* \|_1}{f} I_f \quad (78) \]
\[ = \text{Diag}(\bar{W}_1 \bar{W}_1^T). \quad (79) \]
Here, (79) follows using the same (but appropriately modified) argumentation as for (78). Consequently, \( \pi(C_W)(W) \in M_{db} \). Recalling that \( M_b = M_{db} \) by Lemma 2 concludes the proof.

D.2 Proof of Proposition 4 – Characterization of \( M_b \)

Recall \( M_b, M_{db} \)'s definitions in (18), (19), respectively. We now introduce the following two extended sets:
\[ \bar{M}_b = \{ W = (W_2, W_1) \in \mathcal{P} : W_2^T W_2 = W_1 W_1^T, W_2 W_1 = S_\alpha[Y] \}, \quad \text{and} \quad (80) \]
\[ \bar{M}_{db} = \{ W = (W_2, W_1) \in \mathcal{P} : \text{Diag}(W_2^T W_2) = \text{Diag}(W_1 W_1^T), W_2 W_1 = S_\alpha[Y] \}. \quad (81) \]
The sets \( \bar{M}_{db}, \bar{M}_b \) also contain diagonally balanced and balanced points respectively, but these points are not necessarily minima. They are extensions because
\[ \bar{M}_{db} = \bar{M}_{db} \cap M, \quad \text{and} \quad \bar{M}_b = \bar{M}_b \cap M. \quad (82) \]
Recall the definitions of \( \rho \) in (15), \( \Sigma_2, \Sigma_1 \) in (31), and \( \Sigma \) in (32).
Lemma 3. If Assumption 1 holds, then there exist a full SVD of \( W = (W_2, W_1) \in \tilde{M}_b \) of the form 
\( (U \Sigma_2 S, S^T \Sigma_1 V) \) where \( S \in \mathbb{O}(f) \).

Proof. Let \( W = (W_2, W_1) \in \tilde{M}_b \). Consider a compact SVD of the form 
\( W = (U_2 \tilde{\Sigma}_2 S_2, S_1^T \tilde{\Sigma}_1 V_1) \). Note that for this compact SVD in particular
\[
S_2^T S_2^T = \text{Id}_{\dim \Sigma_2} \quad \text{and} \quad S_1^T S_1 = \text{Id}_{\dim \Sigma_1}. \tag{83}
\]
We also suppose (without loss of generality) that the singular values of \( \tilde{\Sigma}_2 \) and \( \tilde{\Sigma}_1 \) are both ordered in the diagonal from largest to smallest.

Observe that
\[
S_2^T \tilde{\Sigma}_2 S_2 = W_2^T W_2 \overset{(80)}{=} W_1 W_1^T = S_1^T \tilde{\Sigma}_1 S_1. \tag{84}
\]
Uniqueness of the singular values combined with (84) implies that there exists a permutation matrix \( P \) such that \( \tilde{\Sigma}_2 = P \tilde{\Sigma}_1 \). Moreover, because the singular values of \( \tilde{\Sigma}_2 \tilde{\Sigma}_1 \) are ordered by construction, we must have that (i) \( \tilde{\Sigma}_2 = \tilde{\Sigma}_1 = \tilde{\Sigma} \) say. From (84), it follows in particular that
\[
S_2^T \tilde{\Sigma}_2 S_2 = S_1^T \tilde{\Sigma}_1 S_1. \tag{85}
\]
Suppose now that \( \tilde{\Sigma} \in \mathbb{R}^{l \times l} \), that the singular values are given by \( \lambda_1, \ldots, \lambda_s \) (each distinct), and that their multiplicities are given by \( r_1, \ldots, r_s \). Recall that \( \sum_{i=1}^s r_i = l \) necessarily. After left-, right-multiplying (85) by \( S_2, S_1^T \), respectively, it follows that the matrix \( L = S_2 S_1^T \) commutes with \( \tilde{\Sigma}^2; \tilde{\Sigma}^2 L = L \tilde{\Sigma}^2 \). Combining this fact with the fact that
\[
\tilde{\Sigma}^2 = \begin{pmatrix}
\lambda_1^{2r_1} & \cdots & 0 \\
0 & \ddots & \vdots \\
0 & \cdots & \lambda_1^{2r_s}
\end{pmatrix}, \tag{86}
\]
in which all off-diagonal elements are equal to zero, leads to the conclusion that the matrix \( L \) must be a conformally partitioned block-diagonal matrix of the form
\[
L = \begin{pmatrix}
L_1 \\
& L_2 \\
& & \ddots \\
& & & L_s
\end{pmatrix}. \tag{87}
\]
Furthermore, \( L \) must have strictly positive entries and \( L_1 \in O(r_1), \ldots, L_s \in O(r_s) \) because of the uniqueness of the eigenspaces for each eigenvalue and therefore \( L \in \mathbb{O}(l) \). Consequently, \( L \) also commutes with \( \tilde{\Sigma} \):
\[
\tilde{\Sigma} L = L \tilde{\Sigma}. \tag{88}
\]
Let \( U_c \Sigma^2 V_c \) now be a compact SVD of \( S_a[Y] \). Recall (15) and (16), and conclude that \( \Sigma^2 \) is given by (32). Observe that
\[
U_c \Sigma^2 V_c = S_a[Y] \overset{(10)}{=} W_2 W_1 \overset{\text{(SVD)}}{=} U_2 \tilde{\Sigma}_2 S_2 S_1^T \tilde{\Sigma}_1 V_1 \overset{(i)}{=} U_2 \tilde{\Sigma} L \tilde{\Sigma} V_1 \overset{(88)}{=} U_2 L \tilde{\Sigma}^2 V_1. \tag{89}
\]
Remark now that \( (U_2 L)^T (U_2 L) = \text{Id}_l \). Consequently, the left-hand side as well as the right-hand side of (89) are compact SVDs. By uniqueness of the singular values we must again have that there exists a permutation matrix \( P \) such that \( \tilde{\Sigma}^2 = P \Sigma^2 \). By construction, the singular values of both diagonal matrices \( \Sigma^2 \) and \( \tilde{\Sigma}^2 \) were put in the same order. This implies that we must have \( \Sigma^2 = \tilde{\Sigma}^2 \). By positivity of the entries, we must consequently also have (ii) \( \Sigma = \tilde{\Sigma} \). The singular values in \( \Sigma^2 \) have no multiplicity by Assumption 1, so equating multiplicities yields \( r_1 = \ldots = r_s = 1, l = \rho \). Moreover, \( L \in \mathbb{O}(r) \) is a diagonal matrix with \( \{-1, +1\} \)-valued entries.

The uniqueness of the left and right eigenvectors in the left-hand side as well as the right-hand side of (89) together with the fact that all eigenvalues of \( \Sigma \) have multiplicity one, implies that there exists a diagonal matrix \( D \) with entries in \( \{-1, +1\} \) such that \( U_c D = U_2 L \) and (iii) \( DV_c = V_1 \). In particular, (iv) \( U_2 = U_c D L_D^T = U_c D L \). Also, from the facts that \( L \) is a diagonal matrix with \( \{-1, +1\} \)-valued entries and both \( S_1, S_2 \) have orthonormal rows, we obtain from \( L = S_2 S_1^T \) that (v)
LS_1 = S_2. Utilizing (i–v), together with (vi) the fact that D, L, Σ are diagonal matrices which are thus symmetric and commute, we can rewrite the compact SVD of W as

\[(U_2 \Sigma_2 S_2, S_1^T \Sigma_1 V_1) \overset{(ii)}{=} (U_2 \Sigma_2 S_2, S_1^T \Sigma V_1) \overset{(iii, iv)}{=} (U_2 DL \Sigma S_2, S_1^T \Sigma DV_c) \overset{(v)}{=} (U_2 DL \Sigma S_2, S_1^T L \Sigma DV_c) \overset{(vi)}{=} (U_2 \Sigma(DL S_2), (S_2 LD)^T \Sigma V_c). \tag{90}\]

We can extend the compact SVD in (90) to a full SVD by noting that S will be the extension of DL S_2 to an orthogonal matrix in O(f), and U and V will be the extensions of U_c and V_c to O(e) and O(h), respectively. Similarly. \(\Sigma_2\) and \(\Sigma_1\) will be the extension to a full SVD. \(\square\)

We next characterize \(\tilde{M}_b\) from (80) as a homogeneous manifold. Let us summarize the method first. Suppose that \(G\) is a finite dimensional Lie group, that is, a group with a smooth manifold structure (for example, GL\((n)\) or SL\((n)\)). Suppose for a moment that \(\tilde{M}_b\) is a set, and that there is a transitive Lie group action \(\pi: G \times \tilde{M}_b \to \tilde{M}_b\). A transitive action means that for any \(a, b \in M_b\), there exist a \(g \in G\) such that \(\pi(g)(a) = b\). We define the stabilizer subgroup (also called isotropy subgroup) of \(\pi\) at \(a \in M_b\) as \(\text{Stab}_G(a) = \{g \in G : \pi(g)(a) = a\}\). We will use that for a point \(a \in \tilde{M}_b\), \(\text{Stab}_G(a) \subseteq G\) is a closed smooth Lie subgroup (closed in the topology of \(G\), then there exists a smooth manifold structure on \(M_b\) which is that of the homogeneous manifold \(G/\text{Stab}_G(a)\) [20, Thm. 21.20]. Once we have a diffeomorphism \(\tilde{M}_b \simeq G/\text{Stab}_G(a)\) (a differentiable isomorphism with differentiable inverse) we can consider the projection map \(\Pi: G \to G/\text{Stab}_G(a) \simeq \tilde{M}_b\) and look at the differential D\(\Pi\): \(g \to \Pi'(g)(\text{Stab}_G(a))\) at \(\Pi(1d) = [\text{Stab}_G(a)] = f\), where \(g\) is the Lie algebra of \(G\). The linear map \(D\Pi\) is surjective and the kernel is the Lie algebra of \(\text{Stab}_G(a)\), denoted by \(\text{Lie}(\text{Stab}_G(a))\). Hence as vector spaces

\[
\frac{g}{\text{Lie}(\text{Stab}_G(a))} \simeq T_a \tilde{M}_b. \tag{91}\]

We refer the reader to [2, Ch. 4] for more details on homogeneous spaces.

**Lemma 4.** If Assumption 1 holds, then there is a diffeomorphism \(\tilde{M}_b \simeq O(f)/(1_\rho \oplus O(f - \rho))\), i.e., the manifold \(\tilde{M}_b\) is a homogeneous space.

**Proof.** Consider the smooth Lie group action \(\pi: O(f) \times \tilde{M}_b \to \tilde{M}_b\) given by
\[
\pi(L)(W_2, W_1) = (W_2 L, L^T W_1). \tag{92}\]

For \(W = (W_2, W_1) \in \tilde{M}_b\), we are first going to determine the stabilizer subgroup
\[
\text{Stab}_{O(f)}(W) = \{S' \in O(f) : \pi(S')(W) = W\}. \tag{93}\]

Let to that end \((U \Sigma_2 S, S^T \Sigma_1 V)\) be an SVD of \(W\), which exists by Lemma 3. Note then that for any orthogonal matrix \(S' \in O(f)\) of the form
\[
S' = S^T \left( \begin{array}{cc} A & B \\ C & D \end{array} \right) S \quad \text{where} \quad A \in \mathbb{R}^{\rho \times \rho}, \tag{94}\]

we have that
\[
\pi(S')(W) \overset{(92)}{=} (W_2 S', (S')^T W_1) \overset{(\text{SVD})}{=} (U \Sigma_2 S S', (S')^T S^T \Sigma_1 V) \overset{(94)}{=} (U \Sigma_2 (A \begin{array}{cc} 0 & B \\ C & D \end{array}) S, S^T (A \begin{array}{cc} 0 & B \\ C & D \end{array})^T \Sigma_1 V) \overset{(51)}{=} (U (\Sigma A \Sigma B \Sigma 0), S^T \left( \begin{array}{cc} A^T \Sigma 0 \\ B^T \Sigma 0 \end{array} \right) V) = W \tag{95}\]

if and only if
\[
(\Sigma A \Sigma B \Sigma 0)^T = \Sigma_2 \quad \text{and} \quad \left( \begin{array}{cc} A^T \Sigma 0 \\ B^T \Sigma 0 \end{array} \right) = \Sigma_1. \tag{96}\]

Because of our Assumption 1 on the multiplicity of the eigenvalues, (96) holds if and only if \(B = 0\) and \(A = I_\rho\). We must then furthermore have that \(C = 0\) and \(D \in O(f - \rho)\) because \(S'' \in O(f)\). We have shown that
\[
\text{Stab}_{O(f)}(W) \simeq S^T (1_\rho \oplus O(f - \rho)) S, \tag{97}\]

the right-hand side of which is a closed, smooth Lie subgroup of \(O(f)\).

Next, we prove the diffeomorphism. Lemma 3 ensures that \(\pi\) is transitive. Transitivity ensures that the choice of \(L\) in (92) only changes the stabilizer subgroup by conjugation, i.e.,
\[
\text{Stab}_{O(f)}(\pi(L)W) = L^{-1} \text{Stab}_{O(f)}(W)L. \tag{98}\]
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The set $\bar{M}_b$ admits therefore a smooth manifold structure, and we have the following diffeomorphism of smooth manifolds [20, Thm. 21.20]:

\[ \bar{M}_b \simeq \frac{O(f)}{I_\rho \oplus O(f - \rho)}. \]  

(99)

This completes the proof. □

Lemma 3 guarantees that each point $W \in \bar{M}_b$ has an SVD of the form $(U \Sigma_2 S, S^T \Sigma_1 V)$ where $[S] \in O(f)/(I_\rho \oplus O(f - \rho))$. Here, we understand $S$ as being any representative of the equivalence class $[S]$. Conclude using (17), (18) and (80) that if $W \in \bar{M}_b$, then $W \in M_b$ also if and only if moreover $\text{Diag}(W_2^T W_2) = \text{Diag}(W_1 W_1^T) = \|\Sigma^2\|_1/\rho$. Combined with the isomorphism in Lemma 4, this provides us with the alternative representation in (30).

All that remains is to prove that $M_b \neq \emptyset$. This fact was also proven in [25], but for completeness we will prove it here using the theory of majorization instead. For any vector $a \in \mathbb{R}^f$, denote by $a^\downarrow \in \mathbb{R}^f$ the vector with the same components but sorted in descending order. Given two vectors $a, b \in \mathbb{R}^f$, we say that $a$ is majorized by $b$, written as $a \prec b$, if

\[ \sum_{i=1}^l a_i^\downarrow \leq \sum_{i=1}^l b_i^\downarrow \quad \text{for} \quad l = 1, \ldots, f \quad \text{and furthermore} \quad \sum_{i=1}^f a_i = \sum_{i=1}^f b_i. \]

(100)

Lemma 5. It holds that $M_b \neq \emptyset$.

Proof. We temporarily abuse our notation and let $\text{Diag}$ denote the map that: (a) maps vectors $y \in \mathbb{R}^f$ to an $\mathbb{R}$-valued diagonal $f \times f$ matrices with $y_1, \ldots, y_f$ for its diagonal entries, and (b) maps matrices $A \in \mathbb{R}^{f \times f}$ to $\mathbb{R}$-valued vectors with entries $A_{11}, \ldots, A_{ff}$.

If $a \in [0, \infty)^f$ and $L \in O(f)$, then as a linear map $\text{Diag}(L \text{Diag}(y)L^T) = Py$ for some orthostochastic matrix $P$; specifically, the doubly stochastic matrix that is formed by taking the square of the entries of $L \in O(f)$ [22, Definition B.5, p.34]. Because $P$ is doubly stochastic, we have that $Pa \prec a$. Note now that Horn’s theorem states that the converse is also true [22, Theorem B.6, p.35]: if $a \prec b$, then there exists an orthostochastic matrix $Q$ such that $Qb = a$. In particular, there exists some $L \in O(f)$ satisfying $\text{Diag}(L \text{Diag}(b)L^T) = a$ whenever $a \prec b$.

Consider now the two $f$-dimensional vectors

\[ a = \left( \frac{\|\Sigma_2\|^2}{f}, \ldots, \frac{\|\Sigma_2\|^2}{f} \right), \]

(101)

\[ b = \left( \sigma_1 - \frac{\rho \lambda \kappa}{f + \rho \lambda \kappa}, \ldots, \sigma_\rho - \frac{\rho \lambda \kappa}{f + \rho \lambda \kappa}, 0, \ldots, 0 \right) \]

(102)

specifically, and note in particular that $a \prec b$. Applying Horn’s theorem proves that there exists an orthogonal matrix $L \in O(f)$ such that

\[ \text{Diag}(L \left( \begin{smallmatrix} \Sigma_2^2 & 0 \\ 0 & 0 \end{smallmatrix} \right) L^T) = \frac{\|\Sigma_2\|^2}{f} I_f. \]

(103)

In particular, we have shown that the condition in (30) holds. Consequently, $M_b \neq \emptyset$. □

D.3 Proof of Proposition 5 – Characterization of $T_WM_b$.

We start by describing the tangent space of $\bar{M}_b$. Using the diffeomorphism in Lemma 4 together with (91), we find that for any $W \in \bar{M}_b$,

\[ T_W \bar{M}_b \simeq T_0 \left( \frac{O(f)}{I_\rho \oplus O(f - \rho)} \right) \simeq \frac{\mathfrak{o}(f)}{0_\rho \oplus \mathfrak{o}(f - \rho)}. \]

Here, $\mathfrak{o}(s)$ denotes the Lie algebra of the orthogonal group $O(s)$, and

\[ \frac{\mathfrak{o}(f)}{0_\rho \oplus \mathfrak{o}(f - \rho)} = \left\{ \begin{pmatrix} X^T & E \\ -E & 0 \end{pmatrix} : X \in \text{Skew}(\mathbb{R}^{\rho \times \rho}), E \in \mathbb{R}^{\rho \times (f-\rho)} \right\}. \]

(104)

(105)
Note also that the isomorphism in (104) is given by the differential $D_{\text{id}}\pi$ of the action $\pi$ in (29) at the identity of $O(f)$; that is, $T_W(M_b) = D_{\text{id}}\pi(\sigma(f)/0_\rho \oplus \sigma(f - \rho))(W)$.

Recall now that $W$ has a SVD decomposition of the form $(U\Sigma_2S, S^T\Sigma_1V)$ by Lemma 3. We therefore have that for any $(X, E; -E^T, 0) \in \sigma(f)/0_\rho \oplus \sigma(f - \rho)$,

$$D_{\text{id}}\pi\left(\begin{matrix} X & E \\ -E^T & 0 \end{matrix}\right)(W) = \left(\begin{array}{l} W_2S^T\left(\begin{matrix} X & E \\ -E^T & 0 \end{matrix}\right)S, \Sigma_1V \end{array}\right).$$

Consequently,

$$T_W(M_b) = D_{\text{id}}\pi(\sigma(f)/0_\rho \oplus \sigma(f - \rho))(W) = \left\{\left(\begin{array}{l} U\Sigma_2\left(\begin{matrix} X & E \\ -E^T & 0 \end{matrix}\right)S, \Sigma_1V \end{array}\right) : X \in \text{Skew}(\mathbb{R}^{n \times n}), E \in \mathbb{R}^{p \times (f - \rho)}\right\}. \quad (107)$$

Next, recall that $D_TW: T_W\bar{M}_b \to T_{T(W)}\mathbb{R}^f$. Concretely, for any

$$(V_2, V_1) = \left(\begin{array}{l} U\Sigma_2\left(\begin{matrix} X & E \\ -E^T & 0 \end{matrix}\right)S, \Sigma_1V \end{array}\right) \in T_W\bar{M}_b \quad (108)$$

say, we have that

$$D_TW(V_2, V_1) = \text{Diag}\left(\begin{array}{l} D_{\text{id}}\pi\left(\begin{matrix} X & E \\ -E^T & 0 \end{matrix}\right)(W) \end{array}\right)'_1 W_1 + W_1 \left(\begin{array}{l} D_{\text{id}}\pi\left(\begin{matrix} X & E \\ -E^T & 0 \end{matrix}\right)(W) \end{array}\right)'_1.$$

Let now $W \in M_b\downarrow \text{Sing}(M_b)$. By (35), $D_TW$ has maximal rank $f - 1$. By continuity, the full rank property holds in an open set. There thus exists an open neighborhood $N_W \subseteq \bar{M}_b$ say of $W$ such that for any $W' \in N_W$ the rank of $D_TW$ is constant and equal to $f - 1$. Note now that $T : N_W \to \mathbb{R}^f$ is a smooth function and we have $T(W) = \|\Sigma^2\|^1/f$ by (17) and (18). In particular for any $W \in N_W \cap M_b$ we have $D_TW$ is maximal and $T(W) = \|\Sigma^2\|^1/f$. The constant rank theorem [20, Theorem 5.22] therefore applies, and there exists an open neighborhood $U_W \subseteq N_W$ of $W$ such that

$$T^{-1}\left(\frac{\|\Sigma^2\|^1}{f}\right) \cap U_W = M_b \cap U_W \quad (110)$$

is a smooth embedded manifold in $M_b$ of codimension $f - 1$.

Note now furthermore that for any $W \in M_b$, $\text{Tr}[T(W)] = \|\Sigma^2\|$ by the diffeomorphism in Lemma 4. The map $D_TW$ can therefore have rank $f - 1$ at most in particular. That is, any $f - 1$ components of $T$ are regular at $W$ and we can therefore consider $M_b$ as being an embedded manifold in $M_b$ [20, Proposition 5.28]. Hence, by [20, Lemma 5.29] we also have that for any $Q \in T^{-1}(\|\Sigma^2\|^1/f) \cap U_W = M_b \cap U_W$ we have the representation

$$\ker D_QT = T_QM_b, \quad (111)$$

where we understand $T_QM_b$ as a subspace of $T_Q\bar{M}_b$.

This concludes the proof. \hspace{1cm} \Box

### D.4 Proof of Proposition 6 – The set $\text{Sing}(M_b)$

We start by proving that if there exists a point $W \in M_b$ such that $\text{rk}(D_TW) = f - 1$, or in other words $M_b\downarrow \text{Sing}(M_b) \neq \emptyset$, then Proposition 6 holds. The proof relies on an established fact for the singular loci in affine algebraic varieties, of which $M_b$ is one.
Lemma 6. If there exists a point \( W \in M_b \) such that \( \operatorname{rk}(D_W T) = f - 1 \), then Proposition 6 holds.

Proof. Fix any point \( W = (W_2, W_1) \in M_b \). Let \( \pi \) be the action defined in (29), and recall the representation of \( M_b \) in (30) as well as the definition of \( M_b \) in (80). Observe that the set \( M_b \) can be defined as the set of solutions to the algebraic equations

\[
L \in [L] \in \frac{O(f)}{I_\rho + O(f - \rho)} \simeq \bar{M}_b
\]

\[
\frac{\|\Sigma^2\|}{f} f^{-1} \cap f = \operatorname{Diag}(L^TW_1^TW_2^TW_1L) = \operatorname{Diag}(L^TW_1W_1^T)L = T(\pi(L)(W)).
\]

We may therefore consider \( M_b \) as a real algebraic variety of \( \mathcal{P} \); that is, the zero loci (the set of real solutions) of a set of real polynomials of finite degree with variables in \( \mathcal{P} \). Let \( P_1, \ldots, P_s \) with \( s = \dim \mathcal{P} - \dim(M_b) \) be the polynomials defining \( M_b \) at zero, that is, \( \bar{M}_b = P_1^{-1}(0) \cap \cdots \cap P_s^{-1}(0) \). If we denote the gradient with respect to the coordinates in \( \mathcal{P} \) by \( \nabla \), then the matrix composed by \( (\nabla P_i)_i \) has rank \( \dim(\mathcal{P}) - \dim(M_b) \) at \( W \) whenever \( P_i(W) = \cdots = P_s(W) = 0 \). Eq. (112) also shows that \( T \) defines \( M_b \) and its differential \( D_W T \) via \( f - 1 \) polynomials \( Q_1, \ldots, Q_{f-1} \) say (one less than \( f \), since the trace of \( T \) is fixed) plus the polynomials \( \{P_i\}_{i=1}^s \) needed to define \( M_b \). Recall that \( M_b \) is a smooth manifold and has no singular points. In particular, we have a matrix

\[
S = (\nabla P_1, \ldots, \nabla P_s, \nabla Q_1, \ldots, \nabla Q_{f-1})
\]

that satisfies the following: if \( W \in \mathcal{P} \) is such that \( P_i(W) = Q_j(W) = 0 \) for all \( i, j \), then \( S \) has rank at most \( \dim(\mathcal{P}) - \dim(M_b) + f - 1 \). The set of singular points \( \operatorname{Sing}(M_b) \) can be then understood as the set of points \( W \in \mathcal{P} \) that are not regular points; that is, the set of points \( W \in M_b \) where \( S \) does not have maximal rank. This is a closed Zariski set in the algebraic variety \( M_b \).

Recall now that there exists \( W^* \in M_b \) such that \( \operatorname{rk}(D_W T) = f - 1 \) is maximal by assumption. This implies that for \( W' \) in a neighborhood of \( W^* \), \( D_W T \) has also constant rank \( f - 1 \). Noting that the polynomials \( Q_i \) for \( i = 1, \ldots, f - 1 \) are defined as \( f - 1 \) components of \( T(\pi(L)(W)) \) up to a constant, we then have that \( S \) has exactly rank \( \dim(\mathcal{P}) - \dim(M_b) + f - 1 \) at \( W^* \). By [9, Prop. 3.3.10, (iii) \( \Rightarrow \) (ii)], there is an irreducible component of \( M_b \) of codimension \( f - 1 \) in \( M_b \) (or of dimension \( \dim(M_b) - (f - 1) \) in \( \mathcal{P} \)), and there is a unique component containing \( W^* \). By [9, Prop. 3.3.14], \( \operatorname{Sing}(M_b) \) then an algebraic set of codimension strictly larger than \( f - 1 \) in \( M_b \) (see also [32, §6.2]). Alternatively we can say that \( \operatorname{Sing}(M_b) \) is a proper closed Zariski set in \( M_b \). Hence, \( M_b \) is generically smooth or up to a closed algebraic set of dimension smaller than \( M_b \). From the previous computation moreover, \( M_b \) is then smooth manifold of codimension \( f - 1 \) in \( M_b \) up to the closed lower dimensional algebraic set \( \operatorname{Sing}(M_b) \).

We next prove that Assumption 2 implies that there exists a point \( W \in M_b \) such that \( \operatorname{rk}(D_W T) = f - 1 \).

Lemma 7. Suppose Assumption 1 holds. Let \( W \in M_b \cap T^{-1}(\|\Sigma^2\|_1/f) \) with \( (US^2S, S^T\Sigma_1V) \) an SVD for it. If one of the first \( \rho \) rows of \( S \in O(f) \) has no zeros (Assumption 2), then there exists a point \( W \in M_b \) such that \( \operatorname{rk}(D_W T) = f - 1 \).

Proof. The SVD exists by Lemma 3. Let

\[
X = \begin{pmatrix}
0 & x_{12} & \cdots & x_{1\rho} \\
-x_{12} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
-x_{1\rho} & 0 & \cdots & 0
\end{pmatrix} \in \operatorname{Skew}(\mathbb{R}^{\rho \times \rho}), \quad B = \begin{pmatrix}
B_{11} & B_{12} & \cdots & B_{1\rho} \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0
\end{pmatrix} \in \mathbb{R}^{\rho \times (f-\rho)}.
\]

Hence, the first row of \( X \) is the vector \( X_{1,1} = (0, X_{1,2}, \ldots, X_{1,\rho}) \) where \( X_{1,2,\rho} = (X_{12}, \ldots, X_{1\rho}) \in \mathbb{R}^{\rho-1} \) say, and the first row of \( B \) is a vector \( B_1 \in \mathbb{R}^{(f-\rho)} \) say. Let \( \Sigma^2 = \operatorname{Diag}(\theta_1, \ldots, \theta_\rho) \in \mathbb{R}^{\rho \times \rho} \) be as in (32), and define \( \theta_{2,\rho} = (\theta_2, \ldots, \theta_\rho) \in \mathbb{R}^{\rho-1} \).
Consider now the map

\[
\text{Diag}\left( S^T \left( \begin{array}{cc} \Sigma X & \Sigma B \\ 0_{(f-p) \times p} & 0_{(f-p) \times (f-p)} \end{array} \right) S \right)
\]

\[
= \text{Diag}\left( S^T \left( \begin{array}{cc} \Sigma X & 0_{p \times (f-p)} \\ 0_{(f-p) \times p} & 0_{(f-p) \times (f-p)} \end{array} \right) S \right) + \text{Diag}\left( S^T \left( \begin{array}{cc} 0_{p \times p} & \Sigma B \\ 0_{(f-p) \times p} & 0_{(f-p) \times (f-p)} \end{array} \right) S \right)
\]

\[
= \text{Diag}\left( S^T \left( \begin{array}{cc} 0_{p \times p} & \theta_1 X_{1,2 \rho} \\ -\theta_2 X_{1,2 \rho} & 0_{(f-p) \times (f-p)} \end{array} \right) S \right) + \text{Diag}\left( S^T \left( \begin{array}{cc} 0_{p \times p} & \theta_2 X_{1,2 \rho} \\ -\theta_1 X_{1,2 \rho} & 0_{(f-p) \times (f-p)} \end{array} \right) S \right)
\]

\[
+ \text{Diag}\left( S^T \left( \begin{array}{cc} 0_{p \times p} & \theta_1 X_{1,2 \rho} \\ -\theta_2 X_{1,2 \rho} & 0_{(f-p) \times (f-p)} \end{array} \right) S \right).
\] (115)

Observe now that because \( \text{Diag}(A) = \text{Diag}(A^T) \) for any square matrix \( A \in \mathbb{R}^{f \times f} \), we have

\[
\text{Diag}\left( S^T \left( \begin{array}{cc} 0_{p \times p} & \theta_1 X_{1,2 \rho} \\ -\theta_2 X_{1,2 \rho} & 0_{(f-p) \times (f-p)} \end{array} \right) S \right) = \text{Diag}\left( S^T \left( \begin{array}{cc} 0_{p \times p} & \theta_2 X_{1,2 \rho} \\ -\theta_1 X_{1,2 \rho} & 0_{(f-p) \times (f-p)} \end{array} \right) S \right)
\]

\[
= \text{Diag}\left( S^T \left( \begin{array}{cc} 0_{p \times p} & \theta_1 X_{1,2 \rho} \\ -\theta_2 X_{1,2 \rho} & 0_{(f-p) \times (f-p)} \end{array} \right) S \right).
\] (116)

Define now \( x = (\theta_1 - \theta_2) X_{1,2} \), \( \theta_1 - \theta_2 \in B_1 \). We have shown that

\[
\text{Diag}\left( S^T \left( \begin{array}{cc} \Sigma X & \Sigma B \\ 0_{(f-p) \times p} & 0_{(f-p) \times (f-p)} \end{array} \right) S \right) = \text{Diag}\left( S^T \left( \begin{array}{cc} 0_{p \times p} & x \\ 0_{(f-p) \times p} & 0_{(f-p) \times (f-p)} \end{array} \right) S \right).
\] (117)

Let \( S_{1,1}, \ldots, S_{f,f} \) be the columns of \( S \), and denote the \( j \)-th component of the column \( S_{i,j} \) by \( S_{ij} \). We have now

\[
\text{Diag}\left( S^T \left( \begin{array}{cc} \Sigma X & \Sigma B \\ 0_{(f-p) \times p} & 0_{(f-p) \times (f-p)} \end{array} \right) S \right) = \text{Diag}\left( S^T \left( \begin{array}{cc} 0_{p \times p} & 0_{(f-p) \times f} \\ 0_{p \times (f-p)} & 0_{(f-p) \times (f-p)} \end{array} \right) S \right)
\]

\[
= \text{Diag}\left( \left( \begin{array}{c} S_{11}(0,x,b) \\ \cdots \\ S_{1f}(0,x,b) \end{array} \right) S \right) = \text{Diag}(S_{11}(S_{1,1}, (0, x, b)), \ldots, S_{1f}(S_{f,1}, (0, x, b))).
\] (118)

Recall that \( \theta_i \neq \theta_j \) for \( i \neq j \), and note that \( x \in \mathbb{R}^{\rho-1}, b \in \mathbb{R}^{f-\rho} \) are free variables. To prove Lemma 7, we need to find \( x, b \) such that the map in (118) has rank \( f - 1 \). Note that the vector

\[
(S_{11}(S_{1,1}, (0, x, b)), \ldots, S_{1f}(S_{f,1}, (0, x, b)))^T = (0, x, b) S \text{Diag}(S_{11}, \ldots, S_{1f}).
\] (119)

The subspace spanned by vectors of the form \((0, x, b) \in \mathbb{R}^f \) has dimension \( f - 1 \). Therefore, since \( S \) is an orthogonal matrix (note that taking any representative of \( S \) from the homogeneous space \( M_h \) in (80) also works), we have that the linear map in (119) has rank \( f - 1 \) if \( \text{Diag}(S_{11}, \ldots, S_{1f}) \) has maximal rank. This happens whenever \( S_{1i} \neq 0 \) for all \( i = 1, \ldots, f \).

The argument above also works if \( s \leq \rho \): consider then instead

\[
X = \left( \begin{array}{cccccc} 0 & \cdots & 0 & -X_{11} & 0 & \cdots \\ \vdots & \ddots & \vdots & \vdots & \cdots & \vdots \\ \vdots & \vdots & \ddots & -X_{j(p-1)} & \vdots & \vdots \\ 0 & \cdots & -X_{i(p-1)} & 0 & \cdots & 0 \\ 0 & \cdots & -X_{i(p-1)} & 0 & \cdots & 0 \\ \vdots & \ddots & \vdots & \vdots & \vdots & \cdots \end{array} \right), \quad B = \left( \begin{array}{cccccc} 0 & 0 & \cdots & 0 \\ \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\ 0 & \cdots & 0 & B_{11} & B_{12} & \cdots \end{array} \right) \in \mathbb{R}^{\rho \times (f-\rho)}.
\] (120)

The diagonal matrix in (119) will then turn out to be \( \text{Diag}(S_{s1}, \ldots, S_{sf}) \) instead. Hence, in case one of the first \( \rho \) rows of \( S \) has no zeros then the map has rank \( f - 1 \). This concludes the proof.

In the case that \( \rho = 1 \), we can let go of Assumption 2 and compute \( M_h \) exactly. This is implied by the following lemma.

**Lemma 8.** Suppose Assumption 1 holds and \( \rho = 1 \). For any \( W = (U \Sigma_2 S, S^T \Sigma_1 V) \in M_h \) that satisfies (35), it holds that \( |S_{1j}|^2 = 1/j \) for \( j \in \{1, \ldots, f\} \). Furthermore, \( M_h \) is a union of finitely many points.
Proof. We first calculate $S$’s entries. Recall $\Sigma_2$’s and $\Sigma_1$’s expressions in (31). If $\rho = 1$, then $\Sigma^2 = \Sigma_{W^*} = \eta \in \mathbb{R}$. Consequently,

$$
\text{Diag}(W_2^T W_2) \overset{(\text{SVD})}{=} \text{Diag}(S^T (S^T \Sigma_S S)) = \text{Diag}(|S_{11}|^2 \eta, \ldots, |S_1|^2 \eta). \tag{121}
$$

By Assumption 1 and (33), (121) must equal $(\eta/f)I_f$. Consequently,

$$
|S_{11}|^2 = \ldots = |S_1|^2 = \frac{1}{f}. \tag{122}
$$

We next show that $M_b$ is a union of finitely many points. Whatever choice for $S_1, f$ is made (as long as it satisfies (122)), we can then complete the system $\{S_1, \ldots, S_f\}$ say. In other words, this procedure constructs a matrix $S$ that is moreover in $O(f)$. The resulting $S$ also gives an element of $M_b$ and under the quotient $O(f) \to O(f)/(1 \oplus O(f - 1))$ all the basis completions of $S$ are equivalent modulo 1 $\oplus O(f - 1)$. Note that we can a priori choose the signs of the one dimensional ‘seed’ subspace corresponding to the singular value $\Sigma$ in $U$ and $V$. In particular by Lemma 7 we obtain that Assumption 2 holds in the case that $\rho = 1$. Moreover, for each choice of signs in the vector $S_1$, we can select a unique disjoint element in $M_b$. Hence, there are only finitely many points in $M_b$ when $\rho = 1$. \hfill \square

D.5 Proof of Proposition 7 – Computing $\nabla^2 \mathcal{I}(W)$

We first recall several properties of vectorization in (38):

- If $A, B \in \mathbb{R}^{a \times b}$, then $\text{Tr}[A^T B] = \text{vec}(A)^T \text{vec}(B)$.
- If $A \in \mathbb{R}^{e \times f}, B \in \mathbb{R}^{f \times h}$, then $\text{vec}(AB) = B^T \otimes I_{e \times e} \text{vec}(A) = I_{h \times h} \otimes A \text{vec}(B)$. Here, $\otimes$ is understood as the Kronecker tensor product compatible with the vectorization vec.
- If $A \in \mathbb{R}^{e \times f}, B \in \mathbb{R}^{f \times h}, C \in \mathbb{R}^{h \times g}$, then $\text{vec}(ABC) = (C^T \otimes A) \text{vec}(B)$.
- Let $K : \mathbb{R}^{ab} \to \mathbb{R}^{bo}$ be the linear map such that $\text{vec}(A^T) = K \text{vec}(A)$ holds for any $A \in \mathbb{R}^{a \times b}$.

We also rewrite (53) using the vectorization notation. Specifically, we have that

$$
\text{vec}(\nabla_1 \mathcal{I}(W)) = \text{vec}(-2W_2^T Y + 2W_2^T W_2 W_1) + \text{vec}(2\lambda \text{Diag}(W_2^T W_2)W_1) = -2\text{vec}(W_2^T Y) + 2I_{h \times h} \otimes W_2^T W_2 \text{vec}(W_1) + 2\lambda I_{h \times h} \otimes \text{Diag}(W_2^T W_2) \text{vec}(W_1), \tag{123}
$$

and

$$
\text{vec}(\nabla_2 \mathcal{I}(W)) = \text{vec}(-2YW_1^T + 2W_2 W_1 W_1^T) + \text{vec}(2\lambda W_2 \text{Diag}(W_1 W_1^T)) = -2\text{vec}(W_1^T Y) + 2W_1 W_1^T \otimes I_{e \times e} \text{vec}(W_2) + 2\lambda \text{Diag}(W_1 W_1^T) \otimes I_{e \times e} \text{vec}(W_2). \tag{124}
$$

As a final preparatory step, let us denote for $i, j \in \{1, 2\}$ the partial derivatives with respect to matrices $i$ and $j$ by $\partial_i$. For example,

$$
\partial_{1,1} \mathcal{I} \in \mathbb{R}^{(f \times h) \times (f \times h)} \quad \text{and} \quad (\partial_{1,1} \mathcal{I})_{kl, mn} = \frac{\partial^2 \mathcal{I}(W)}{\partial W_{1kl} \partial W_{1mn}}, \tag{125}
$$

Step 1: Calculating the partial derivatives $\partial_i \mathcal{I}(W)$. We start by computing the partial derivatives $\partial_i \mathcal{I}, \partial_{2i} \mathcal{I}$ directly from (123), (124). For any vector $v \in \mathbb{R}^n$ and matrix $A \in \mathbb{R}^{n \times n}$, it holds that $\partial(Av)/\partial v = A$. Therefore

$$
\partial_{1,1} \mathcal{I}(W) = 2I_{h \times h} \otimes W_2^T W_2 + 2\lambda I_{h \times h} \otimes \text{Diag}(W_2^T W_2),
\partial_{2,2} \mathcal{I}(W) = 2W_1 W_1^T \otimes I_{e \times e} + 2\lambda \text{Diag}(W_1 W_1^T) \otimes I_{e \times e}. \tag{126}
$$

Next we are going to calculate $\partial_{1,2} \mathcal{I}$. We first rewrite terms of $\nabla_1 \mathcal{I}(W)$ and $\nabla_2 \mathcal{I}(W)$ in (53). Specifically, note that

$$
\text{vec}(-2W_2^T (Y - W_2 W_1)) \overset{(i)}{=} -2\text{vec}(W_2^T Y) + 2W_1^T \otimes W_2^T \text{vec}(W_2),
\overset{(iii)}{=} -2((Y - W_2 W_1)^T \otimes I_{f \times f}) K \text{vec}(W_2). \tag{127}
$$
Here, we have isolated (i) \(W_2\) by using the identity \(\text{vec}(ABC) = C^T \otimes \text{Avec}(B)\); and (ii) \(W_2^T\) using the tensor \(K\) that satisfies \(\text{vec}(W_2^T) = K\text{vec}(W_2)\). Similarly, note that

\[
\text{vec}(2\lambda \text{Diag}(W_2^TW_2)W_1) \overset{(iii)}{=} \text{vec}(2\lambda \sum_i P_i W_2^T W_2 P_i W_1)
\]

\[
\overset{(iv)}{=} 2\lambda \sum_i (P_i W_1)^T \otimes P_i W_2^T \text{vec}(W_2)
\]

\[
\overset{(v)}{=} 2\lambda \sum_i ((W_2 P_i W_1)^T \otimes P_i) K \text{vec}(W_2).
\]

Here, we (iii) utilized the fact that that \(\text{Diag}(A) = \sum_i P_i A P_i\) for some set of symmetric matrices \(\{P_i\}_i\), and then isolated (iv) \(W_2\) as a vector from (128) as well as (v) \(W_2^T\) and using the tensor \(K\).

Recall (123). We take the derivative of \(\text{vec}(\nabla_1 I(W))\) with respect to \(W_2\) in vectorization notation. While some terms are linear in \(W_2\), we use Leibniz’s rule on terms including \(W_2^T W_2\). Leibniz’s rule yields the expressions in (127), (129) resulting in the tensor

\[
\partial_{2,1} I(W) = -2((Y - W_2 W_1)^T \otimes I_{r \times f}) K + 2W_1^T \otimes W_2^T
\]

\[
+ 2\lambda \sum_i \left( (W_2 P_i W_1)^T \otimes P_i \right) K + (P_i W_1)^T \otimes P_i W_2^T.
\]

Step 2: Evaluation at a vector. Now that we have the partial derivatives of the Hessian, we want to apply it to vectors of the form \((V_2, V_1) \in T_W \mathbb{R}^{r \times f} \times \mathbb{R}^{f \times h}\). Concretely, we will consider the vectorization of \((V_2, V_1)\) and then compute the elements of the left-hand side of (37) one by one.

First,

\[
\text{vec}(V_1)^T \partial_{1,1} I(W)\text{vec}(V_1) \overset{(126)}{=} \text{vec}(V_1)^T (2I_{h \times h} \otimes W_2^T W_2 + 2\lambda I_{h \times h} \otimes \text{Diag}(W_2^T W_2))\text{vec}(V_1)
\]

\[
= \text{vec}(V_1)^T (2I_{h \times h} \otimes W_2 W_2 \text{vec}(V_1) + 2\lambda I_{h \times h} \otimes \text{Diag}(W_2^T W_2)\text{vec}(V_1))
\]

\[
= \text{vec}(V_1)^T (2\text{vec}(\text{Diag}(W_2^T W_2))\text{vec}(V_1))
\]

\[
= 2\text{Tr}[V_1^T W_2^T W_2 V_1] + 2\lambda \text{Tr}[\text{vec}(\text{Diag}(W_2^T W_2))\text{vec}(V_1)].
\]

where we have used that \(\text{vec}(B)^T\text{vec}(A) = \text{Tr}[B^T A]\). Similarly

\[
\text{vec}(V_2)^T \partial_{2,2} I(W)\text{vec}(V_2) \overset{(126)}{=} -2\text{Tr}[V_2 W_1 W_1^T V_2^T] + 2\lambda \text{Tr}[V_2 \text{Diag}(W_1 W_1^T) V_2^T],
\]

and

\[
\text{vec}(V_1)^T \partial_{1,2} I(W)\text{vec}(V_2) \overset{(130)}{=} -2\text{Tr}[V_1^T V_2^T (Y - W_2 W_1)] + 2\text{Tr}[V_1^T W_2^T V_2 W_1]
\]

\[
+ 2\lambda (\text{Tr}[V_1^T \text{Diag}(V_2^T W_2) W_1] + \text{Tr}[V_1^T \text{Diag}(W_2^T V_2) W_1])
\]

We also have that \(\partial_{2,1} I(W) = \partial_{1,2} I(W)^T\) because \(I\) is a smooth function. Therefore

\[
\text{vec}(V_2)^T \partial_{2,1} I(W)\text{vec}(V_1) = \text{vec}(V_1)^T \partial_{1,2} I(W)^T\text{vec}(V_2).
\]

Adding (130)–(134) yields:

\[
\left(\text{vec}(V_1), \text{vec}(V_2)\right)^T \nabla^2 I(W)\left(\text{vec}(V_1), \text{vec}(V_2)\right)
\]

\[
= 2\text{Tr}[V_1^T W_2^T W_2 V_1] + 2\lambda \text{Tr}[V_1^T \text{Diag}(W_2^T W_2) V_1]
\]

\[
+ 2\text{Tr}[V_2 W_1 W_1^T V_2^T] + 2\lambda \text{Tr}[V_2 \text{Diag}(W_1 W_1^T) V_2^T]
\]

\[
- 4\text{Tr}[V_1^T V_2^T (Y - W_2 W_1)] + 4\text{Tr}[V_1^T W_2^T V_2 W_1]
\]

\[
+ 4\lambda (\text{Tr}[V_1^T \text{Diag}(V_2^T W_2) W_1] + \text{Tr}[V_1^T \text{Diag}(W_2^T V_2) W_1]).
\]

Finally, note that

\[
2\|W_2 V_1 + V_2 W_1\|_F^2 = 2\text{Tr}[(W_2 V_1 + V_2 W_1)^T (W_2 V_1 + V_2 W_1)]
\]

\[
= 2\text{Tr}[V_1^T W_2^T W_2 V_1] + 2\text{Tr}[W_1^T V_2^T V_2 W_1]
\]

\[
+ 2\text{Tr}[V_1^T W_2^T V_2 W_1] + 2\text{Tr}[V_1^T V_2^T W_2 V_1]
\]

\[
= 2\text{Tr}[V_1^T W_2^T W_2 V_1] + 2\text{Tr}[V_2 W_1 W_1^T V_2^T] + 4\text{Tr}[V_1^T W_2^T V_2 W_1];
\]

\[
(136)
\]
where in the last equality we have used the cyclic property of the trace. Now, for any $A, B \in \mathbb{R}^n$, 
\[ \|A + B\|_F^2 - \|A - B\|_F^2 = 4\langle A, B \rangle, \]

so that
\[ 2(\|\text{Diag}(V_2^TW_2) + \text{Diag}(W_1V_1^T)\|_F^2 - \|\text{Diag}(V_2^TW_2) - \text{Diag}(W_1V_1^T)\|_F^2) = 8\langle \text{Diag}(W_1V_1^T), \text{Diag}(V_2^TW_2) \rangle = 8\text{Tr}[\text{Diag}(W_1V_1^T)\text{Diag}(V_2^TW_2)] \]

\[ \overset{(vi)}{=} 8\text{Tr}[W_1V_1^T\text{Diag}(V_2^TW_2)] \overset{(vi)}{=} 8\text{Tr}[V_1^T\text{Diag}(V_2^TW_2)W_1]. \] (137)

Here, we have used (vi) that $\text{Tr}[A\text{Diag}(B)] = \text{Tr}[\text{Diag}(A)\text{Diag}(B)]$ for any $A, B$ square matrices of the same dimension, and (vi) the cyclic property of the trace. Substituting (136) and (137) into (135) completes the proof. \qed

D.6 Proof of Proposition 8

D.6.1 Obtaining $T_WM$

We compute first $T_WM_b$ in Lemma 9, which we will use to compute $T_WM$ later:

**Lemma 9.** If Assumption 1 holds, then for any $W \in M_b \setminus \text{Sing}(M_b)$

\[ T_WM_b = \begin{cases} 
(U \begin{pmatrix} X \Sigma & E \\ 0_{n \times (h-n)} & 0_{(h-n) \times (h-n)} \end{pmatrix} S, S^T \begin{pmatrix} X^T \Sigma & 0_{n \times (h-n)} \\ E^T & 0_{n \times (h-n)} \end{pmatrix} V) : 
& X \in \text{Skew}(\mathbb{R}^{n \times h}), E \in \mathbb{R}^{n \times (f-h)}, (X, E) \in \ker D_WM \end{cases}. \] (138)

**Proof.** Let $W = (U\Sigma_2 S, S^T \Sigma_1 V) \in M_b \setminus \text{Sing}(M_b)$; such SVD exists by Lemma 3. By Proposition 5, $T_WM_b = \ker D_WM$ where $D_WM : T_WM_b \to T(TM)\mathbb{R}^f$. Next, write

\[ \ker D_WM = \{(V_2, V_1) \in T_WM_b : D_WM(V_2, V_1) = 0\} \overset{(36,107)}{=} \left\{ \begin{pmatrix} U\Sigma_2 \\ X^T \end{pmatrix} \begin{pmatrix} X & E \\ -E^T & 0 \end{pmatrix} S, S^T \begin{pmatrix} X^T & E \\ E^T & 0 \end{pmatrix} \Sigma_1 V : X \in \text{Skew}(\mathbb{R}^{n \times h}), E \in \mathbb{R}^{n \times (f-h)} \right\}. \] (139)

Hence, from the bilinear form $D_WM$ defined in (36) in Proposition 5(b), we take the pairs $(X, E) \in \text{Skew}(\mathbb{R}^{n \times h}) \times \mathbb{R}^{n \times (f-h)}$ that also belong to $\ker D_WM$. The last step required to arrive at (138) is to substitute the definitions of $\Sigma_2$ and $\Sigma_1$, recall (31), into (139). \qed

Observe from (18) and (29) that, under the action of $H = (\mathbb{R}^*)^f$, we always have $\pi(H)(M_b) \subseteq M$. Proposition 3 implies that $M \subseteq \pi(H)(M_b)$, and hence $\pi(H)(M_b) = M$. Proposition 3 also yields that the group action is free and so the map $\pi : H \times M_b \to M$ is bijective. We have moreover that on the open set $\pi(H \times M_b)$, $\pi$ has a continuous inverse given by

\[ \pi^{-1}(W) = (C_W, \pi(C_W)(W)). \] (140)

Here, $C_W = \text{Diag}(W_1W_2^T)^{1/4}\text{Diag}(W_2W_2^T)^{-1/4}$, which is discussed in the proof of Proposition 3. If $\pi$ is smooth, this allows us to obtain the tangent space of $T_WM$ at every point $W = \pi(C)(W') \in M$ such that $W' \in M_b\setminus\text{Sing}(M_b)$.

For every point $W \in M_b \setminus \text{Sing}(M_b)$, the action $\pi$ restricted to a smooth neighborhood $R_{id} \times U_W \subset H \times M_b$ is a map $D_{(id,W)}\pi : H \times T_WM \to T_WM$ with $\mathcal{H} = T_WM = \text{Lie}(\mathbb{R})$ the Lie algebra of $H$. Furthermore, for every point $W \in M_b$, the differential $D_{(id,W)}\pi(D, V)$ at $D \in \mathcal{H}, V \in T_WM$ is given by

\[ D_{(id,W)}\pi(0, V) \overset{(29)}{=} V, \]
\[ D_{(id,W)}\pi(D, 0) \overset{(29)}{=} (W_2D_1 - DW_1) \overset{(30)}{=} (U(\begin{pmatrix} \Sigma & 0 \\ 0 & 0 \end{pmatrix})SD_1 - DS^T(\begin{pmatrix} \Sigma & 0 \\ 0 & 0 \end{pmatrix})\Sigma_1 V) \] (141)

say. For every point $W \in M_b$, we will define the vector space

\[ D_WM\pi(\mathcal{H}) = \{D_{(id,W)}\pi(D, 0) : D \in \mathcal{H}\}. \] (142)

Recall now finally that for $V = (V_2, V_1)$ and $R = (R_2, R_1) \in T_WM\mathcal{P}$ we have the Euclidean inner product $\langle \cdot, \cdot \rangle : T_WM\mathcal{P} \times T_WM\mathcal{P} \to \mathbb{R}$ defined as $\langle V, R \rangle = \langle V_2, R_2 \rangle_F + \langle V_1, R_1 \rangle_F$.

We are now in position to prove the following:
We will now determine both subspaces in the right-hand side of (145). Taking the intersection of \( T W M_b \) with (141).

**Proof.** Let \( W = (U \Sigma_2 S, S^T \Sigma_1 V) \in M_b \setminus \text{Sing}(M_b) \). Start by noting that Proposition 5 implies that \( T W M_b = \ker D_W T \). Here, we understand that \( \ker D_W T \subseteq T_W M_b \). In order to expand this result to \( T W M \), we will use the smooth action of \( H = (R^*)^f \) on \( M_b \).

Let \( R_{\text{Id}} \times U_W \subset H \times M_b \) be a neighborhood such that we can compute the differential of \( \pi \) in (141). Note by combining (138), (141) and (142) that for any \( K = (K_2, K_1) \in T_W M_b \) and \( Q = (Q_2, Q_1) \in D_W \pi(H) \) we have that \( (K, Q) = 0 \). In other words, \( T_W M_b \) is orthogonal to \( D_W \pi(H) \). Hence, the sum of the subspaces \( T_W M_b \) and \( D_W \pi(H) \) is orthogonal. We also know that \( R_{\text{Id}} \times U_W \) is a smooth submanifold of \( H \times M_b \) and \( \pi \) is smooth, bijective and with continuous inverse. Therefore, by dimension counting, we must have that \( \pi \) is a local diffeomorphism and so \( T_W M = T_W M_b \oplus D_W \pi(H) \).

To arrive at the expression in (143), we simply use the expressions for \( T W M_b \) from Lemma 9 together with (141).

**D.6.2 Obtaining \( T_W^1 M \)**

We now compute the cotangent space \( T_W^1 M \) by embedding \( T_W^1 M \subseteq T_W P \) and obtaining the orthogonal complement of \( T_W M \).

**Lemma 11.** Suppose Assumptions 1, 2 hold. For \( W = (U \Sigma_2 S, S^T \Sigma_1 V) \in M \cap M_b \setminus \text{Sing}(M) \),

\[
T_W^1 M = \left\{ (K_2, K_1) = (U \begin{pmatrix} A_2 & B_2 \\ C_2 & D_2 \end{pmatrix} S, S^T \begin{pmatrix} A_1 & B_1 \\ C_1 & D_1 \end{pmatrix} V) \in T_W P : \\
X \in \text{Skew}(R^{p \times p}), B \in R^{p \times (f-R)}, \\
\langle \Sigma(A_2 + A_1^T), X \rangle + \langle \Sigma(B_2 + C_1^T), B \rangle = 0, \\
\text{Diag}(K_2^T W_2) = \text{Diag}(K_1 W_1^T), 2\text{Diag}
\begin{pmatrix} \Sigma X & 0 \\ 0 & \Sigma^2 B \end{pmatrix} S = 0 \right\}.
\]

**Proof.** Let \( W = (U \Sigma_2 S, S^T \Sigma_1 V) \in M \cap M_b \setminus \text{Sing}(M) \). Taking the orthogonal complement in (143), we obtain that

\[
T_W^1 M = T_W^1 M_b \cap (\text{Diag}(H))^\perp.
\]

We will now determine both subspaces in the right-hand side of (145). Taking the intersection of these two sets will then immediately result in (144).

**Determining \( T_W^1 M_b \)** Recall first the definition of a cotangent space, that is

\[
T_W^1 M_b = \left\{ K \in T_W P : T_W R^{p \times f} \times T_W R^{f \times h} : \forall R \in T_W M_b, (K, R) = 0 \right\}.
\]

Furthermore, note that for any \( K = (K_2, K_1) \in T_W P \), there exist matrices \( A_1, A_2 \in R^{p \times p} \) and matrices \( B_2, B_1, C_2, C_1, D_2, D_1 \) of appropriate dimensions such that

\[
K = \left( U \begin{pmatrix} A_2 & B_2 \\ C_2 & D_2 \end{pmatrix} S, S^T \begin{pmatrix} A_1 & B_1 \\ C_1 & D_1 \end{pmatrix} V \right).
\]

This is because \( U, S, \) and \( V \) are orthogonal matrices and thus

\[
(a, b) \in T_W P \Rightarrow (UaS, S^T bV) \in T_W P.
\]
We now investigate the inner product condition in (146). Lemma 9 implies that if \( R \in T_W M_b \), then there exist \((X, E) \in \text{Skew}(\mathbb{R}^{\rho \times \rho}) \times \mathbb{R}^{\rho \times (j - \rho)}\) such that
\[
R = (R_2, R_1) = \left( U \left( \begin{array}{c} X \\ 0 \\ 0 \end{array} \right), S^T \left( \begin{array}{c} \Sigma X \\ 0 \\ 0 \end{array} \right) \right) \text{ and } 2\text{Diag} \left( \Sigma (X \Sigma E) \right) S = 0. \tag{149}
\]
For any \( K \in T_W P \), the inner product condition in (146) reduces to
\[
0 = \langle K, R \rangle = \langle K_2, R_2 \rangle + \langle K_1, R_1 \rangle
\]
\[
\overset{(i)}{=} \langle A_2, \Sigma X \rangle + \langle B_2, \Sigma E \rangle + \langle A_1, X^T \Sigma \rangle + \langle C_1, E^T \Sigma \rangle
\]
\[
\overset{(ii)}{=} \langle \Sigma A_2, X \rangle + \langle A_1, \Sigma, X^T \rangle + \langle \Sigma B_2, E \rangle + \langle C_1, \Sigma, E^T \rangle
\]
\[
\overset{(iii)}{=} \langle \Sigma (A_2 + A_1^T), X \rangle + \langle \Sigma (B_2 + C_1^T), E \rangle. \tag{150}
\]
Here, we used (i) the representations in (147) and (149), (ii) that \( \langle M, \Sigma N \rangle = \langle \Sigma M, N \rangle \) for any matrices \( M, N \) of appropriate size because \( \Sigma \) is diagonal, and (iii) that \( \langle M, N \rangle = \langle M^T, N^T \rangle \) for any matrices \( M, N \) of the same size.

Summarizing, we have that
\[
T_W^\perp M_b = \left\{ (K_2, K_1) = (U \left( \begin{array}{c} A_2 \\ B_2 \\ C_2 \end{array} \right), S^T \left( \begin{array}{c} A_1 \\ B_1 \\ C_1 \end{array} \right) V) \in T_W P : \langle \Sigma (A_2 + A_1^T), X \rangle + \langle \Sigma (B_2 + C_1^T), E \rangle = 0, \right. \\
\left. X \in \text{Skew}(\mathbb{R}^{\rho \times \rho}), E \in \mathbb{R}^{\rho \times (j - \rho)}, 2\text{Diag} \left( \Sigma (X \Sigma E) \right) S = 0 \right\}. \tag{151}
\]

Determining \( (D\pi(H))^\perp \). Recall the definition of an orthogonal complement, that is
\[
(D_W \pi(H))^\perp = \{ K \in T_W P : \langle K, D_W \pi(D)(W) \rangle = 0 \forall D \in \text{Diag}(\mathbb{R}^f) \}. \tag{152}
\]
We now investigate the inner product condition in (152). For any \( K \in T_W P, D \in H = \text{Diag}(\mathbb{R}^f) \), recalling (141), this condition reduces to
\[
0 = \langle K, D_W \pi(D)(W) \rangle = \langle K_2, W_2 D \rangle + \langle K_1, -D W_1 \rangle
\]
\[
\overset{(i)}{=} \langle W^T_2 K_2, D \rangle - \langle K_1 W^T_1, D \rangle = \langle W^T_2 K_2 - K_1 W^T_1, D \rangle. \tag{153}
\]
Here, we used (i) that \( \langle M, NO \rangle = \langle N^T M, O \rangle = \langle MO^T, N \rangle \) for any matrices \( M, N, O \) with compatible dimensions. Now, because (153) holds for any \( D \in \text{Diag}(\mathbb{R}^f) \), we must have that
\[
\text{Diag}(W^T_2 K_2 - K_1 W^T_1) = 0. \tag{154}
\]
Summarizing, we have that
\[
(D\pi(H))^\perp = \{ (K_2, K_1) \in T_W P : \text{Diag}(K_1 W^T_1) = \text{Diag}(W^T_2 K_2) \}. \tag{155}
\]
Concluding. As mentioned before, taking the intersection of (151) and (155) results in (144). This completes the proof. \( \square \)

D.6.3 Lower bound of \( \nabla^2 I(W) \) restricted to \( T_W^\perp M \)

We require the following lemma. This will be used in an optimization problem we encounter when looking for a lower bound to \( \nabla^2 I(W) \big|_{T_W^\perp M} \).

**Lemma 12.** Suppose Assumption 1 holds. Let
\[
K = \left\{ (U \left( \begin{array}{c} A_2 \\ B_2 \\ C_2 \end{array} \right), S^T \left( \begin{array}{c} A_1 \\ B_1 \\ C_1 \end{array} \right) V) \in T_W^\perp M : A_1, A_2 \in \mathbb{R}^{\rho \times \rho}, B_2, C_2 \in \mathbb{R}^{\rho \times (j - \rho)} \right\}. \tag{156}
\]
For any \( W = (U \Sigma_2 S, S^T \Sigma_1 V) \in M_b \setminus \text{Sing}(M_b) \), the following holds: if
\[
K = (U \left( \begin{array}{c} A_2 \\ B_2 \\ C_2 \end{array} \right), S^T \left( \begin{array}{c} A_1 \\ B_1 \end{array} \right) V) \in K \tag{157}
\]
say and
\[ \|A_2 \Sigma + \Sigma A_1\|_F = 0, \quad A_1 = A_2^T \text{ and } B_2 = C_1^T, \]
then
\[ A_2 = A_1^T = \Sigma X' \text{ and } B_2 = C_1^T = \Sigma E', \]
for some \( X' \in \text{Skew}(\mathbb{R}^{p \times p}) \) and \( E' \in \mathbb{R}^{p \times (f - p)}. \) If additionally
\[ \text{Diag}\left( \begin{bmatrix} \Sigma(A_2 + A_1^T) & \Sigma(B_2 + C_1^T) \\ 0 & 0 \end{bmatrix} \right) S = 0, \]
then \( K = 0. \)

**Proof.** We first prove (159). It follows from (158) that if \( \|A_2 \Sigma + \Sigma A_1\|_F = 0 \), then \( A_2 \Sigma + \Sigma A_1 = A_2 \Sigma + \Sigma A_2^T = 0 \) by property of the Frobenius norm. If now \( A_2 = \Sigma X' \) say, then \( \Sigma X' \Sigma + \Sigma(X')^T \Sigma = 0. \) Since \( \Sigma \) is invertible, left and right multiplication with its inverse shows that \( X' \in \text{Skew}(\mathbb{R}^{p \times p}). \) The identity \( B_2 = \Sigma B' = C_1^T \) follows similarly.

We next prove that if (160) holds besides (158), then in fact \( K = 0. \) We will do so by showing that \( K \in T_{W} M, \) because then
\[ K \in K \cap T_{W} M \subseteq T_{W} M \cap T_{W} M = \{0\}. \]

Verification that \( K \in T_{W} M. \) Recall that
\[ \ker D_{W} T = \{ (V_2, V_1) \in T_{W} M : D_{W} T(V_2, V_1) = 0 \} \]
\[ \subseteq \left\{ \left( U \Sigma_2 \begin{pmatrix} X & E \\ -E & 0 \end{pmatrix} S, S^T \begin{pmatrix} X^T & -E \\ E & 0 \end{pmatrix} \right) \Sigma_1 V \right\} \cap \ker D_{W} T. \]

Thus since
\[ 2 \text{Diag}\left( S^T \left( \begin{pmatrix} \Sigma_2 X' & \Sigma_2 E' \\ 0 & 0 \end{pmatrix} \right) S \right) \]
\[ \text{Diag}\left( S^T \left( \begin{pmatrix} \Sigma(A_2 + A_1^T) \Sigma(B_2 + C_1^T) \right) S \right) = 0 \]
by assumption (160), clearly also
\[ \left( U \Sigma_2 \begin{pmatrix} X' & E' \\ -E' & 0 \end{pmatrix} S, S^T \begin{pmatrix} X'^T & -(E')^T \\ (E')^T & 0 \end{pmatrix} \right) \subseteq \ker D_{W} T. \]

Note now lastly that
\[ K \subseteq \left\{ U \left( \begin{pmatrix} \Sigma X' & \Sigma E' \end{pmatrix} S, S^T \begin{pmatrix} (\Sigma X')^T & 0 \\ (\Sigma E')^T & 0 \end{pmatrix} \right) \right\}. \]

Utilizing (164) and (165) together with (138) of Lemma 9, we conclude that \( K \in T_{W} M \subseteq T_{W} M. \) This finishes the proof.

We now define a bilinear form that will appear in the computation of the lower bound of the Hessian \( \nabla^2 \mathcal{I}(W). \)

**Definition 3.** Let \( W = (U \Sigma_2 S, S^T \Sigma_1 V) \in M_b \) where \( S \in \mathcal{O}(f) \) and let \( \Sigma \in \text{Diag}(\mathbb{R}^{p \times p}) \) be defined as in (32). Define the map \( \bar{T}_{W} : \mathbb{R}^{p \times p} \times \mathbb{R}^{p \times (f - p)} \to \mathbb{R}^f \) by
\[ \bar{T}_{W}(A, B) = \text{Diag}(S^T \left( \begin{pmatrix} \Sigma A & \Sigma B \\ 0 & 0 \end{pmatrix} S \right)), \]
and the bilinear form \( T : (\mathbb{R}^{p \times p} \times \mathbb{R}^{p \times (f - p)}) \times (\mathbb{R}^{p \times p} \times \mathbb{R}^{p \times (f - p)}) \to \mathbb{R} \) by
\[ T((A, B), (A', B')) = \left\langle \bar{T}_{W}(A, B), \bar{T}_{W}(A', B') \right\rangle \]
\[ = \text{Tr}\left[ \text{Diag}(S^T \left( \begin{pmatrix} \Sigma A & \Sigma B \\ 0 & 0 \end{pmatrix} S \right)) \text{Diag}(S^T \left( \begin{pmatrix} \Sigma A' & \Sigma B' \\ 0 & 0 \end{pmatrix} S \right)) \right]. \]

Observe that, when using notation as in (36), we have \( D_{W} T(V_2, V_1) = \bar{T}_{W}(\Sigma X, \Sigma B). \)

We also introduce some extra notation. For a positive definite symmetric bilinear form \( A : E \times E \to \mathbb{R} \) on a real vector space \( E \) with norm \( \| \cdot \|, \) we denote \( A \geq l \) for \( l \in \mathbb{R}_+ \) to indicate that \( v^T A v \geq l \| v \|^2 \) for all \( v \in E. \) We are now in position to prove a lower bound on the Hessian using \( T_{W} M. \)
Lemma 13. Suppose Assumptions 1, 2 hold. Let \( W \in M_b \cap M \setminus \text{Sing}(M) \subseteq M \). We have that \( \nabla^2 \mathcal{I}(W) \) restricted to \( T_{W}^0 M \) is a positive definite bilinear form. Furthermore,
\[
\nabla^2 \mathcal{I}(W)|_{T_{W}^0 M} \geq \omega
\]
(168)
where
\[
\omega = \begin{cases} 
\min\{\zeta, 2\lambda_{\rho+1} - 2\sigma_{\rho+1}\} & \text{if } \rho < f, \\
\min\{\zeta, 2(\sigma_\rho - \sigma_{\rho+1})\} & \text{if } \rho = f.
\end{cases}
\]
(169)
Here, \( \zeta > 0 \) is strictly positive and depends on the point \( W, \lambda \) and \( \Sigma \). If \( \rho = r \) (recall from (32) that we have \( \rho \leq r \)), then we set \( \sigma_{\rho+1} = \sigma_r = 0 \).

Proof. To arrive at the result, we will give a lower bound to the solution
\[
\mathcal{H}_{W}^\text{opt} = \begin{cases} 
\text{minimum of} \quad (\vec{V}_1, \vec{V}_2)^T \nabla^2 \mathcal{I}(W)(\vec{V}_1, \vec{V}_2) \\
\text{obtained over} \quad (V_2, V_1) \in T_W P \\
\text{subject to} \quad ||(V_1, V_2)||_F = 1, (V_2, V_1) \in T_W M
\end{cases}
\]
(170)
say, that holds for any \( W \in M_b \cap M \setminus \text{Sing}(M) \). We consider first the case that \( \rho < f \).

Step 1: Simplifying the objective function. Let \( (V_2, V_1) \in T_W P \), \( W \in M_b \cap M \setminus \text{Sing}(M) \). Since \( W \in M_b \), we have by (33) that
\[
\text{Tr}[V_1^T \text{Diag}(W_2^T W_2) V_1] = \frac{||\Sigma^2||_F}{f} ||V_1||_F^2
\]
and similarly
\[
\text{Tr}[V_2 \text{Diag}(W_1 W_1^T) V_2^T] = \frac{||\Sigma^2||_F}{f} ||V_2||_F^2.
\]
(171)
Substituting (171) into (37), we find that
\[
(\vec{V}_1, \vec{V}_2)^T \nabla^2 \mathcal{I}(W)(\vec{V}_1, \vec{V}_2)
= 2||W_2 V_1 + V_2 W_1||_F^2 + 2\lambda \frac{||\Sigma^2||_F}{f} (||V_1||_F^2 + ||V_2||_F^2) - 4\text{Tr}[V_1^T V_2^T (Y - S_\alpha[Y])]
+ 2\lambda ||\text{Diag}(V_2^T W_2) + \text{Diag}(W_1^T V_1)||_F^2 - ||\text{Diag}(V_2^T W_2) - \text{Diag}(W_1^T V_1)||_F^2.
\]
(172)
Substituting (172) into (170) and using the facts that:
- if \( ||(V_2, V_1)||_F = 1 \), then \( ||V_1||_F^2 = ||V_1||_F^2 + ||V_2||_F^2 = 1 \);
- if \( (V_2, V_1) \in T_W M \), then \( \text{Diag}(V_2^T W_2) - \text{Diag}(W_1^T V_1) = 0 \) by Lemma 11;
- and \( ||\Sigma^2||_F = \sum_{i=1}^{\rho} (\sigma_i - \rho \lambda_{\rho+1} / (f + \lambda \rho)) = \rho \lambda_{\rho+1} - \rho \frac{\lambda_{\rho+1}}{f + \lambda \rho} = \rho \lambda_{\rho+1} f / (f + \lambda \rho) \), which can be seen from \( \Sigma^2 \)'s singular values shown in (32) and then recalling (15);
we find that
\[
\mathcal{H}_{W}^\text{opt} = \begin{cases} 
\text{minimum of} \quad 2||W_2 V_1 + V_2 W_1||_F^2 + 2\lambda \frac{\rho \lambda_{\rho+1}}{f + \lambda \rho}
- 4\text{Tr}[V_1^T V_2^T (Y - S_\alpha[Y])] + 8\lambda ||\text{Diag}(V_2^T W_2)||_F^2 \\
\text{obtained over} \quad (V_2, V_1) \in T_W P \\
\text{subject to} \quad ||V_2||_F^2 + ||V_1||_F^2 = 1, (V_2, V_1) \in T_W M
\end{cases}
\]
(173)
Step 2: Change of variables. We now apply a change of variables to the minimization problem in (173). Specifically, we utilize the orthogonal matrices \( U, S, V \) of the SVD \( W = U \Sigma_2 S, S^T \Sigma_1 V \) by letting
\[
U \tilde{V}_2 S = V_2 \quad \text{and} \quad S^T \tilde{V}_1 V = V_1
\]
(174)
say. We examine next the consequences of this change of variables to the three relevant terms in (173).

Under the change of variables in (174), the first term in (173) satisfies
\[
2||W_2 V_1 + V_2 W_1||_F^2 \overset{(\text{SVD})}{=} 2||U \Sigma_2 S V_1 + V_2 S^T \Sigma_1 V||_F^2
\overset{(174)}{=} 2||U \Sigma_2 S S^T \tilde{V}_1 V + U \tilde{V}_2 S S^T \Sigma_1 V||_F^2 \overset{(i,d)}{=} 2||\Sigma_2 \tilde{V}_1 + \tilde{V}_2 \Sigma_1||_F^2
\]
(175)
since (i) $SS^T = \text{Id}$ and (ii) the Frobenius norm is unitarily invariant, i.e., $\|U(\cdot)V\|_F = \| \cdot \|_F$.

Recall the definition of $\Sigma_Y$ in Section 2.4. Introducing

$$\Lambda = \begin{pmatrix}
0 & \Sigma_Y \\
0 & 0 \\
\end{pmatrix},$$

(176)

note that

$$U^T(Y - S_\alpha[Y])V^T \overset{(\text{ii})}{=} U^T(U\begin{pmatrix} \Sigma_Y & 0 \\ 0 & 0 \end{pmatrix}V - S_\alpha[Y])V^T \overset{(\text{iii})}{=} U^T(U\Lambda V - U\Sigma_2\Sigma_1 V)V^T \overset{(\text{iv})}{=} \Lambda - \Sigma_2\Sigma_1,$$

(177)

by (iii) lifting $Y$’s compact SVD defined in Section 2.4 to a full SVD, and since (iv) $W \in M$ and therefore $S_\alpha[Y] = W_2W_1 = U\Sigma_2S_T\Sigma_1V = U\Sigma_2\Sigma_1 V$ by (17), and (v) $U^TU = \text{Id}_{e \times e}$ and $VV^T = \text{Id}_{h \times h}$, Conclude then that under the change of variables in (174) the third term in (173) satisfies

$$-4\text{Tr}[V_1^TV_2^T(Y - S_\alpha[Y])] \overset{(174)}{=} -4\text{Tr}[(S^T\tilde{V}_1 V)^T(U\tilde{V}_2S)^T(Y - S_\alpha[Y])] \overset{(\text{iv})}{=} -4\text{Tr}[V_1^TV_2^T(U\Lambda V - U\Sigma_2\Sigma_1 V)(Y - \Sigma_2\Sigma_1)],$$

(178)

because (vi) of $SS^T = \text{Id}$ and the cyclic property of the trace.

Under the change of variables in (174), the fourth term in (173) satisfies

$$8\lambda\|\text{Diag}(V_2^TW_2)\|_F^2 \overset{(174)}{=} 8\lambda\|\text{Diag}((U\tilde{V}_2S)^T W_2)\|_F^2 \overset{(\text{iv}, \text{SVD})}{=} 8\lambda\|\text{Diag}((U\tilde{V}_2S)^T U\Sigma_2 S)\|_F^2 \overset{(\text{iv})}{=} 8\lambda\|\text{Diag}(S^T\tilde{V}_2^T \Sigma_2 S)\|_F^2,$$

(179)

since (vi) $U^TU = \text{Id}_{e \times e}$.

Applying the change of coordinates in (174) to (173)—by substituting (175), (178), and (179) into (173)—thus yields

$$\mathcal{H}_{opt}^W = \begin{cases}
\text{minimum of} & 2\|\Sigma_2 \tilde{V}_1 + \tilde{V}_2 \Sigma_1\|_F^2 + 2 \frac{\rho \sigma_\alpha \lambda}{f + \lambda \rho} \\
\text{subject to} & -4\text{Tr}[V_1^TV_2^T(U\tilde{V}_2S)^T(Y - \Sigma_2\Sigma_1)] + 8\lambda\|\text{Diag}(S^T\tilde{V}_2^T \Sigma_2 S)\|_F^2
\end{cases}
\overset{\text{(180)}}{=} \text{minimum of} \quad \|\tilde{V}_2\|_F^2 + \|\tilde{V}_1\|_F^2 = 1, (U\tilde{V}_2S, S^T\tilde{V}_1 V) \in T_{kl}^W M.
$$

Step 3: Block matrix parametrization. We will now write $\tilde{V}_2$ and $\tilde{V}_1$ as block matrices in a manner similar to the parametrization in Lemma 11. In particular, we let

$$\tilde{V}_2 = \begin{pmatrix} A_2 & B_2 \\ C_2 & D_2 \end{pmatrix} \quad \text{where} \quad A_2 \in \mathbb{R}^{\rho \times \rho}, B_2 \in \mathbb{R}^{\rho \times (f - \rho)}, C_2 \in \mathbb{R}^{(e - \rho) \times \rho}, D_2 \in \mathbb{R}^{(e - \rho) \times (f - \rho)},$$

and

$$\tilde{V}_1 = \begin{pmatrix} A_1 & B_1 \\ C_1 & D_1 \end{pmatrix} \quad \text{where} \quad A_1 \in \mathbb{R}^{\rho \times \rho}, B_1 \in \mathbb{R}^{\rho \times (h - \rho)}, C_1 \in \mathbb{R}^{(f - \rho) \times \rho}, D_1 \in \mathbb{R}^{(f - \rho) \times (h - \rho)}.$$

(181)

(182)

We expand the first term of (180). Utilizing $\Sigma_2, \Sigma_1$’s definitions in (32), we find that

$$\|\Sigma_2 \tilde{V}_1 + \tilde{V}_2 \Sigma_1\|_F^2 = \|(\begin{smallmatrix} A_1 & B_1 \\ C_1 & D_1 \end{smallmatrix}) (\begin{smallmatrix} A_2 & B_2 \\ C_2 & D_2 \end{smallmatrix}) \|_F^2 = \| (\begin{smallmatrix} \Sigma A_1 + A_2 \Sigma & \Sigma B_1 \\ C_2 \Sigma & D_2 \end{smallmatrix}) \|_F^2,$$

(183)

We now tackle the third term of (180). Recall the definitions of $\Sigma_2, \Sigma_1, \Lambda$ in (32), (176) respectively, and let $\Sigma_{\min} \in \mathbb{R}^{(e - \rho) \times (h - \rho)}$ be defined such that

$$\Lambda - \Sigma_2 \Sigma_1 = \begin{pmatrix} \lambda_{e,\rho} \text{Id}_{e \times \rho} / (f + \lambda \rho) & 0 \\ 0 & \Sigma_{\min} \end{pmatrix},$$

(184)

Note that $\Sigma_{\min}$ consists of values $\sigma_{\rho + 1}, \ldots, \sigma_{\tau}$ in its upper left diagonal. Substituting (184) into the third term of (180), we find that

$$\text{Tr}[\tilde{V}_1^TV_2^T(\Lambda - \Sigma_2 \Sigma_1)] = \text{Tr} \left[ (\begin{smallmatrix} A_1 & B_1 \\ C_1 & D_1 \end{smallmatrix})^T (\begin{smallmatrix} A_2 & B_2 \\ C_2 & D_2 \end{smallmatrix}) \right] \begin{pmatrix} \lambda_{e,\rho} \text{Id}_{e \times \rho} / (f + \lambda \rho) & 0 \\ 0 & \Sigma_{\min} \end{pmatrix}$$

$$= \text{Tr} \left[ (\begin{smallmatrix} A_2A_1 + BC_1 & A_2B_1 + BD_1 \\ C_2A_1 + D_2C_1 & C_2B_1 + D_2D_1 \end{smallmatrix}) \right] \begin{pmatrix} \lambda_{e,\rho} \text{Id}_{e \times \rho} / (f + \lambda \rho) & 0 \\ 0 & \Sigma_{\min} \end{pmatrix}$$

$$= \frac{i \lambda_{e,\rho}}{f + \lambda \rho} \text{Tr}[A_2A_1 + BC_1] + \text{Tr}[\Sigma_{\min}^T(C_2B_1 + D_2D_1)].$$

(185)
where (i) we used that $\text{Tr}[A^T B] = \text{Tr}[B^T A]$ for any pair of matrices $A, B$ of compatible dimensions.

We finally simplify the fourth term of (180). Recall again $W$'s SVD $(U\Sigma_2 S, S^T \Sigma_1 V)$; and that if $(V_2, V_1) \in T^1_\Omega M$, then $\text{Diag}(V_2^T W_2) = \text{Diag}(W_1 V_1^T)$ by Lemma 11. If we use the parametrization from (181) and (182), this latter relation on diagonals is equivalent to equating

$$\text{Diag}(W_2^T V_2) = \text{Diag}(S^T \Sigma_2^U U^T U V_2 S) = \text{Diag}(S^T (\Sigma_2^U \Sigma_1^C V^T S))$$

into (180)—yields

$$\text{Diag}(W_1 V_1^T) = \text{Diag}(S^T (\Sigma A_1^T \Sigma C_1^T S)),$$

the latter of which can be shown in fashion similar to (186). Recall (i) that for any pair of matrices $A, B$, $\text{Diag}(A^T B) = \text{Diag}(B^T A)$. Therefore,

$$2\text{Diag}(V_2^T W_2) = 2\text{Diag}(W_1 V_1^T) + \text{Diag}(W_2^T V_2)$$

is an invertible, positive and diagonal matrix with minimal eigenvalue $\sigma_{\rho+1}$; these satisfy $\sigma_i \geq \sigma_i' \geq \sigma_i''$ for $i = 1, \ldots, \rho - 1$. From the fact that $\Sigma$ is an invertible, positive and diagonal matrix with minimal eigenvalue $\chi_{\rho}$, we conclude using (ii) Lemma 15c that

$$\|\Sigma A_1 + A_2 \Sigma\|_F^2 + \|\Sigma B_1 \|_F^2 \geq \chi^2_{\rho} (\|B_1\|_F^2 + \|C_2\|_F^2) = \left(\sigma_{\rho} - \frac{\lambda \kappa \rho}{f + \lambda \rho}\right) (\|B_1\|_F^2 + \|C_2\|_F^2).$$

Next, we upper bound the next-to-last term in (189). Recall that the largest singular value of $\Sigma_{\min}$ is $\sigma_{\rho+1}$; all of its singular values are in the set $\{\sigma_{\rho+1}, \sigma_{\rho+2}, \ldots, \sigma_{\rho}, 0\}$. Using (ii) the cyclic property of the trace, and (iii) Lemma 15b, we therefore have

$$\text{Tr}[\Sigma_1^T (C_2 B_1 + D_2 D_1)] = \text{Tr}[\Sigma_1^T \Sigma_{\min} C_2 B_1] + \text{Tr}[\Sigma_{\min} D_2 D_1]$$

by

$$\leq \frac{\sigma_{\rho+1}}{2} \left(\text{Tr}[C_2 C_2^T] + \text{Tr}[B_1 B_1^T] + \text{Tr}[D_2 D_2^T] + \text{Tr}[D_1 D_1^T]\right)$$

subject to

$$A_1, B_1, C_1, D_1; A_2, B_2, C_2, D_2$$

$$\|A_1\|_F^2 + \|B_1\|_F^2 + \|C_1\|_F^2 = 1,$$

$$\left(U^T \Sigma_2^U S, S^T (A_1 C_1 + B_2 D_2) V\right) \in T^1_\Omega M.$$
Using (190) and (191) to bound their respective terms in (189), together with the constraint \( \|A_1\|_F^2 + \|B_1\|_F^2 + \cdots + \|D_2\|_F^2 = 1 \), we obtain the following lower bound to (189):

\[
\mathcal{H}^\text{opt}_W \geq \begin{cases} 
\text{minimum of} \\
\quad 2\|\Sigma A_1 + A_2\Sigma\|_F^2 + 2(\sigma_1 - \sigma_{p+1})\left(\|B_1\|_F^2 + \|C_2\|_F^2\right) \\
\quad + \frac{2\lambda_{\pi_1}}{f + \lambda} \left(\|A_1\|_F^2 + \|B_1\|_F^2 + \cdots + \|D_2\|_F^2\right) \\
\quad - 4\frac{\lambda_{\pi_1}}{f + \lambda} \text{Tr}[A_2A_1 + B_2C_1] \\
\quad - 2\sigma_{p+1}\left(\|B_1\|_F^2 + \|C_2\|_F^2 + \|D_1\|_F^2 + \|D_2\|_F^2\right) \\
\quad + 2\lambda \text{Tr} \left[\text{Diag}(S^T\left(\Sigma(A_2 + A_1^T) + \Sigma(B_2 + C_1^T)\right)S)S\right]^2 \\
\end{cases} 
\tag{192}
\]

obtained over \( A_1, B_1, C_1, D_1; A_2, B_2, C_2, D_2 \)

subject to \( \|A_1\|_F^2 + \|B_1\|_F^2 + \cdots + \|D_2\|_F^2 = 1 \),

\( \langle U(A_2 B_2)S, S^T(A_1 B_1) V \rangle \in \mathcal{T}^\perp_W M \).

**Step 6:** Splitting the minimization over two subspaces, with two quadratic forms. We examine now (192) closely. We split the objective function into the sum of

\[
B_1(B_1, C_2, D_1, D_2) = 2(\sigma_1 - \sigma_{p+1})\left(\|B_1\|_F^2 + \|C_2\|_F^2\right) + 2\left(\frac{\lambda_{\pi_1}}{f + \lambda} - \sigma_{p+1}\right)\left(\|D_1\|_F^2 + \|D_2\|_F^2\right) 
\tag{193}
\]

and

\[
B_2(A_1, A_2, B_2, C_1) = 2\|\Sigma A_1 + A_2\Sigma\|_F^2 + 2\frac{\lambda_{\pi_1}}{f + \lambda} \left(\|A_1\|_F^2 + \|A_2\|_F^2 - 2\text{Tr}[A_2A_1] \right) \\
+ \|B_2\|_F^2 + \|C_1\|_F^2 + 2\text{Tr}[B_2C_1] \right) + 2\lambda \text{Tr} \left[\text{Diag}(S^T\left(\Sigma(A_2 + A_1^T) + \Sigma(B_2 + C_1^T)\right)S)S\right]^2 
\tag{194}
\]

Also observe in (193) that the coefficients in front of \( \|B_1\|_F^2 + \|C_2\|_F^2 \) and \( \|D_1\|_F^2 + \|D_2\|_F^2 \) are both strictly positive; visit Section 2.4 and recall (15) specifically.

In the dimensions provided in (181) and (182), let

\[
\mathcal{V}_1 = \text{span}\left\{ (U(A_2 B_2)S, S^T(A_2 B_2) V), (U(A_2 B_2)S, S^T(A_2 B_2) V), \right. \\
\left. (U(A_2 B_2)S, S^T(A_2 B_2) V), (U(A_2 B_2)S, S^T(A_2 B_2) V) \right\}.
\tag{195}
\]

Note now that \( \mathcal{V}_1 \subseteq \mathcal{T}^\perp_W M \). Indeed, when we examine the definition of \( \mathcal{T}^\perp_W M \) in Lemma 11, we can see that nearly every condition pertains to \( A_1, A_2, B_2, C_2 \) only and not \( B_1, C_1, D_1, D_2 \)—the only exception is possibly the condition \( \text{Diag}(V_1^T V_2) = \text{Diag}(W_1 V_1^T) \). But in fact in (186) and (187), we can see that the matrices \( B_1, C_2, D_1, D_2 \) do not appear in this constraint. Hence, any \( v \in \mathcal{V}_1 \) will satisfy the conditions in the definition of \( \mathcal{T}^\perp_W M \) in Lemma 11. This observation yields therefore that \( \mathcal{V}_1 \subseteq \mathcal{T}^\perp_W M \).

Consider now the orthogonal complement of \( \mathcal{V}_1 \) in \( \mathcal{T}_W^\perp M \) given by

\[
\mathcal{V}_2 = \left\{ (U(A_2 B_2)S, S^T(A_2 B_2) V) \in \mathcal{T}_W^\perp M : B_1, C_2, D_1, D_2 = 0 \right\} \cap \mathcal{T}^\perp_W M. 
\tag{196}
\]

From the definitions of \( \mathcal{V}_1 \) and \( \mathcal{V}_2 \) we have:

- \( \mathcal{V}_1 \subseteq \mathcal{T}^\perp_W M \),
- \( \mathcal{V}_1 + \mathcal{V}_2 = \mathcal{T}^\perp_W M \), and
- \( \mathcal{V}_1 \perp \mathcal{V}_2 \).

Using (193)–(196) we can then lower bound

\[
\mathcal{H}^\text{opt}_W \geq \begin{cases} 
\text{minimum of} \\
\quad \xi(\|B_1\|_F^2 + \|C_2\|_F^2 + \|D_1\|_F^2 + \|D_2\|_F^2) + B_2(A_1, A_2, B_2, C_1) \\
\quad (0, 0, B_1, 0, C_2, 0, D_1, D_2) \in \mathcal{V}_1, \\
\quad (A_1, A_2, B_2, B_2, B_1, C_1, 0, 0) \in \mathcal{V}_2, \\
\end{cases} 
\tag{197}
\]

subject to \( \|A_1\|_F^2 + \|B_1\|_F^2 + \cdots + \|D_2\|_F^2 = 1 \).
Here,\[
\xi = 2 \min \left\{ \frac{\lambda \rho \kappa}{f + \lambda \rho} - \sigma_{p+1}, \sigma_p - \sigma_{p+1} \right\} > 0. \tag{198}
\]

Now critically, note that $B_1$ and $B_2$ are quadratic forms, i.e., for any $\eta \in \mathbb{R}$, $B_1(\eta) = \eta^2 B_1(\cdot)$ and $B_2(\eta) = \eta^2 B_2(\cdot)$. We can therefore apply Lemma 16, to find that
\[
\mathcal{H}_{W}^{\text{opt}} \geq \min \left\{ \xi, \min_{\|v_2\|_F^2 = 1} B_2(v) \right\}. \tag{199}
\]

**Step 7: Lower bounding the minimum of $B_2$.** We will now prove that
\[
\min_{\|v_2\|_F^2 = 1} B_2(v) = \min_{\|v_2\|_F^2 = 1} 2\|\Sigma A_1 + A_2 \Sigma\|_F^2 + 2 \frac{\lambda \rho \kappa}{f + \lambda \rho} \left( \|A_1\|_F^2 + \|A_2\|_F^2 - 2 \text{Tr}[A_2 A_1] \right) + \|B_2\|_F^2 + \|C_1\|_F^2 - 2 \text{Tr}[B_2 C_1] \] \tag{200}
\]
has a strictly positive lower bound. Note that (200) can only equal zero if and only if at every solution $(A_1^*, A_2^*, B_2^*, C_1^*)$.

**C1.** $2\|\Sigma A_1^* + A_2^* \Sigma\|_F^2 = 0$, and

**C2.** $2 \frac{\lambda \rho \kappa}{f + \lambda \rho} \left( \|A_1^*\|_F^2 + \|A_2^*\|_F^2 - 2 \text{Tr}[A_2^* A_1^*] \right) + \|B_2^*\|_F^2 + \|C_1^*\|_F^2 - 2 \text{Tr}[B_2^* C_1^*] = 0$, and

**C3.** $2 \lambda \rho \kappa \left[ \text{Diag} \left( S^T \left( \Sigma(A_2^* + (A_1^*)^T) \Sigma(B_2^* + (C_1^*)^T) \right) S \right)^2 \right] = 0$.

This is because both
\[
\|A_1\|_F^2 + \|A_2\|_F^2 - 2 \text{Tr}(A_2 A_1) \geq 0 \quad \text{and} \quad \|B_2\|_F^2 + \|C_1\|_F^2 - 2 \text{Tr}(B_2 C_1) \geq 0 \tag{201}
\]
are nonnegative: see Lemma 15a in Appendix E. We next prove that if conditions C1–C3 hold, then necessarily $(A_1^*, A_2^*, B_2^*, C_1^*) = 0$. Consequently, we must then have a positive lower bound as there are no such solutions in the optimization domain of (200).

Condition C1 equals zero if and only if $A_2^* \Sigma + \Sigma A_1^* = 0$. This is a standard property of a norm. Condition C2 equals zero if and only if $(A_1^*)^T = A_2^*$, $B_2^* = (C_1^*)^T$. This is an additional consequence of Lemma 15a. Equivalent to conditions C1, C2 are therefore the statements that
\[
A_2^* \Sigma + \Sigma A_1^* = 0, \quad (A_1^*)^T = A_2^* \quad \text{and} \quad B_2^* = (C_1^*)^T. \tag{202}
\]

Condition C3 is equivalent to
\[
2 \lambda \rho \kappa \left[ \text{Diag} \left( S^T \left( \Sigma(A_2^* + (A_1^*)^T) \Sigma(B_2^* + (C_1^*)^T) \right) S \right)^2 \right] = 2 \lambda \rho \kappa \left[ \text{Diag} \left( S^T \left( \Sigma(A_2^* + (A_1^*)^T) \Sigma(B_2^* + (C_1^*)^T) \right) S \right)^2 \right] = 0 \tag{203}
\]
by Definition 3. By $\tilde{T}_W$’s definition in (166) and $\mathcal{T}_W$’s definition in (167), we must then have that
\[
\tilde{T}_W \left( (A_2^* + (A_1^*)^T), B_2^* + (C_1^*)^T \right) = \text{Diag} \left( S^T \left( \Sigma(A_2^* + (A_1^*)^T) \Sigma(B_2^* + (C_1^*)^T) \right) S \right) = 0 \tag{204}
\]
also. We have proven that if conditions C1–C3 are all met, then all prerequisites of Lemma 12 are met; compare (202) to (158) and (204) to (160). Lemma 12 implies that $(A_1^*, A_2^*, B_2^*, C_1^*) = 0$.

We finally form the lower bound. We have proven that there is no solution in the optimization domain that satisfies conditions C1–C3 simultaneously. Consequently,
\[
\zeta_W = \min_{\|v_2\|_F^2 = 1} B_2(v) > 0. \tag{205}
\]

Substituting (205) into (199), we obtain that
\[
\mathcal{H}_{W}^{\text{opt}} \geq \min \left\{ \zeta_W, 2 \frac{\lambda \rho \kappa}{f + \lambda \rho} - 2 \sigma_{p+1}, 2(\sigma_p - \sigma_{p+1}) \right\}. \tag{206}
\]
Because \( \sigma_r \geq \lambda \kappa_r / (f + \lambda r) \), we also have that
\[
\mathcal{H}_W^{opt} \geq \min \left\{ \zeta_W, 2 \frac{\lambda \kappa_r}{f + \lambda r} - 2 \sigma_{p+1} \right\}. \tag{207}
\]
This concludes the case that \( \rho < f \).

Now consider the case \( \rho = f \). The proof is mostly the same except for the fact that in Lemmas 9–12, all coordinates indicated to ‘have dimension \( f - \rho = 0 \)’ need to be removed from the subsequent calculations. Furthermore, we then also use that \( \mathcal{W}^* \) equals the rank-\( f \) approximation of \( S \alpha |Y | \) as \( f = \rho \leq r \)—recall the discussion below (17). Concretely, the matrices \( B_2, C_1, D_1, D_2 \) do not appear in the calculations and ultimately this will yield functions \( B_1, B_2 \) different from (193), (194), respectively. Specifically, we find the function
\[
B_1(B_1, C_2) = 2(\sigma_r - \sigma_{p+1})(\|B_1\|^2 + \|C_2\|^2) \tag{208}
\]
and similarly the function
\[
B_2(A_1, A_2) = 2\|\Sigma A_1 + A_2 \Sigma\|^2 + 2 \frac{\lambda \rho \kappa_r}{f + \lambda r} \left( \|A_1\|^2 + \|A_2\|^2 - 2 \text{Tr}[A_2 A_1] \right) + 2 \lambda \text{Tr}[\text{Diag}(S^T \Sigma (A_2 + A_1^T) S)]^2. \tag{209}
\]
Observe now that in (208) there is only one quadratic term involving \( B_1 \) and \( C_2 \), and its coefficient results in a replacement for (198):
\[
\xi = 2(\sigma_r - \sigma_{p+1}). \tag{210}
\]
These changes carry over to (207), and the minimum becomes
\[
\mathcal{H}_W^{opt} \geq \min \left\{ \zeta_W, 2(\sigma_r - \sigma_{p+1}) \right\}. \tag{211}
\]
This concludes the case that \( \rho = f \).

Note finally that if \( \rho = r \), then \( \sigma_{p+1} = 0 \) by (32). This concludes the proof. \( \square \)

We can improve the result in Lemma 13 in case \( \rho = 1 \). Note that whenever \( e = 1 \), then necessarily \( \rho = 1 \) also by (17). In this case we can explicitly calculate the minima and we do not need Assumption 2. Note that this case occurs when \( p \) is either sufficiently small or when we have rank one data (that is, when \( r = 1 \)).

**Lemma 14.** Suppose that Assumption 1 holds and that \( \rho = 1 \). If \( W \in M_b \setminus \text{Sing}(M_b) \), then Lemma 13 holds with
\[
\omega = \begin{cases} 
\frac{2 \sigma}{f + \lambda} & \text{if } r = 1, \\
\frac{2 \sigma_2}{f + \lambda} - 2 \sigma_2 & \text{otherwise}
\end{cases}
\tag{212}
\]
instead.

**Proof.** Use Proposition 6 to note immediately that Assumption 2 is also met due to us here assuming Assumption 1 and \( \rho = 1 \).

Recall now from (104) and (105) that we are able to characterize elements of \( T_W \tilde{M}_b \) using pairs \((X, E)\) where \( X \in \text{Skew}(\mathbb{R}^{p \times p}) \) and \( E \in \mathbb{R}^{p \times (f - \rho)} \). For the particular case \( \rho = 1 \), we have that \( o(1) = \{0\} \) and \( E \in \mathbb{R}^{f - 1} \). Conclude therefore from (36) that if
\[
\text{Diag}(S^T \begin{pmatrix} 0 & \eta E \\ 0 & 0 \end{pmatrix} S) = 0, \tag{213}
\]
then \((0, E) \in \ker D_W T \). Here, \( \eta^2 = \Sigma^2 = f \sigma / (f + \lambda) \in \mathbb{R} \). Note now that in fact \( \eta \neq 0 \) under Assumption 1: this allows us next to argue that in the present case \( \rho = 1 \) and \( \eta \neq 0 \), (213) holds if and only if \( E = 0 \). This critical observation for the case \( \rho = 1 \) allows us to extend Lemma 13, since we will see that the term in (213) is proportional to \( \|E\|^2_{F} \). This allows us to explicitly compute \( \zeta_W \).

**Proof that (213) holds if and only if \( E = 0 \).** Let \( W = (U \Sigma_2 S, S^T \Sigma_1 V) \in M_b \setminus \text{Sing}(M_b) \)—by Lemma 7 \( M_b \setminus \text{Sing}(M_b) \neq \emptyset \)—and refer to the rows of \( S \) as \( S_1, \ldots, S_f \). By Lemma 8, these satisfy
\[
|S_1| = \frac{1}{\sqrt{f}} \quad \text{for } j = 1, \ldots, f. \tag{214}
\]
We therefore have for any $s \neq 0$,

$$\text{Tr}
\left[
\text{Diag}(S^T(\begin{smallmatrix} 0 & s E / f \\ 0 & 0 \end{smallmatrix})S)^2
\right]
\stackrel{(214)}{=}
\text{Tr}
\left[
\text{Diag}(\begin{pmatrix}
\left(\begin{array}{ccc}
0 & \cdots & 0 \\
0 & \cdots & 0
\end{array}\right)
& & \\
\end{pmatrix}
\left(S_1, \ldots, S_f\right)
\right)^2
\right]
\stackrel{(214)}{=}
\sum_{i=1}^f \frac{s_i^2}{f} \langle (0, E), S_i \rangle^2 \stackrel{(215)}{=}
\frac{s^2}{f} \|E\|_2^2
$$

because (i) the columns of $S$ form an orthonormal basis and we could therefore use Parseval’s identity. Consequently,

$$\text{Diag}(S^T(\begin{smallmatrix} 0 & s E / f \\ 0 & 0 \end{smallmatrix})S) = 0$$

if and only if $E = 0$.

**Modification of step 4:** The equality of (186) and (187) implies that

$$\text{Diag}(S^T(\begin{smallmatrix} \eta A_1 & \eta A_2 \\ \eta C_1 & \eta C_2 \end{smallmatrix})S) = \text{Diag}(S^T(\begin{smallmatrix} \eta A_1^T & \eta C_1^T \\ 0 & 0 \end{smallmatrix})S).$$

By taking traces in (217), we find that $\eta A_1 = \eta A_2$. Because in the present case we have $A_1, A_2 \in \mathbb{R}$, we can restrict to the solutions of the form $A_1 = A_2 = a$ say as $\eta \neq 0$. Thus, we can thus optimize over vectors of the type $v = (a, a, B_2, C_1)$ in a similar way as explained in Step 6 of Lemma 13’s proof. Next, we conduct the minimization (mimicking Step 7 of Lemma 13’s proof).

**Modification of step 7:** Lower bounding the minimum of $B_2$. In the present setting,

$$\|A_1\|^2_F + \|A_2\|^2_F - 2\text{Tr}[A_2A_1] = |a|^2 + |a|^2 - 2a^2 = 0. \quad (218)$$

Furthermore, $\kappa = \sigma$ since $\rho = 1$. The optimization problem in (200) therefore reduces to

$$\min_{\|v\|=1} B_2(v) = \min_{\|v\|=1} \left[ 8\lambda^2 a^2 + 2\frac{\lambda\sigma}{f + \lambda} (\|B_2\|^2_F + \|C_1\|^2_F - 2\text{Tr}(B_2C_1)) + 2\lambda \text{Tr} \left[ \text{Diag} \left( S^T(\begin{smallmatrix} 2\eta^2 |B_2 + C_1^T| \\ 0 & 0 \end{smallmatrix})S \right)^2 \right] \right] \quad (219)$$

in the present setting. We next simplify (219) term by term. Observe first that

$$\|B_1\|^2_F + \|C_1\|^2_F - 2\text{Tr}[B_2C_1] = \|B_2 - C_1^T\|^2_F \quad (220)$$

by property of the Frobenius norm.

Next, let us inspect the trace in (219). Its argument satisfies

$$\text{Diag}(S^T(\begin{smallmatrix} 2\eta^2 |B_2 + C_1^T| \\ 0 & 0 \end{smallmatrix})S)^2 = \left( \text{Diag}(S^T(\begin{smallmatrix} 2\eta^2 |B_2 + C_1^T| \\ 0 & 0 \end{smallmatrix})S) + \text{Diag}(S^T(\begin{smallmatrix} 0 & \eta(B_2 + C_1^T) \\ 0 & 0 \end{smallmatrix})S) \right)^2$$

$$= \text{Diag}(S^T(\begin{smallmatrix} 2\eta^2 |B_2 + C_1^T| \\ 0 & 0 \end{smallmatrix})S)^2 + \text{Diag}(S^T(\begin{smallmatrix} 0 & \eta(B_2 + C_1^T) \\ 0 & 0 \end{smallmatrix})S)^2$$

$$+ 2\text{Diag}(S^T(\begin{smallmatrix} 2\eta^2 |B_2 + C_1^T| \\ 0 & 0 \end{smallmatrix})S) \text{Diag}(S^T(\begin{smallmatrix} 0 & \eta(B_2 + C_1^T) \\ 0 & 0 \end{smallmatrix})S). \quad (221)$$

We may thus split the analysis of the trace in (219) by giving attention to the three terms in the right-hand side of (221). Since $W \in M_0 \setminus \text{Sing}(M_0)$, the trace of the first term in the right-hand side of (221) satisfies

$$\text{Tr} \left[ \text{Diag}(S^T(\begin{smallmatrix} 2\eta^2 |B_2 + C_1^T| \\ 0 & 0 \end{smallmatrix})S)^2 \right] = \frac{4\eta^2 a^2}{f} \quad \text{because} \quad \text{Diag}(S^T(\begin{smallmatrix} 2\eta^2 |B_2 + C_1^T| \\ 0 & 0 \end{smallmatrix})S)^2 \stackrel{(30)}{=} \frac{(2\eta a)^2}{f^2} I_{f \times f}. \quad (222)$$

The trace of the second term in the right-hand side of (221) satisfies

$$\text{Tr} \left[ \text{Diag}(S^T(\begin{smallmatrix} 0 & \eta(B_2 + C_1^T) \\ 0 & 0 \end{smallmatrix})S)^2 \right] \stackrel{(215)}{=} \frac{\eta^2}{f} \|B_2 + C_1^T\|_F. \quad (223)$$

The trace of the third term in the right-hand side of (221) satisfies

$$\text{Tr} \left[ 2\text{Diag}(S^T(\begin{smallmatrix} 2\eta^2 |B_2 + C_1^T| \\ 0 & 0 \end{smallmatrix})S) \text{Diag}(S^T(\begin{smallmatrix} 0 & \eta(B_2 + C_1^T) \\ 0 & 0 \end{smallmatrix})S) \right] = 0. \quad (224)$$
Substituting (220)–(224) into (219) yields
\[ \min_{\|v\|=1, v \in \mathcal{V}} \beta_2(v) = \min_{\|v\|=1, v \in \mathcal{V}} 8\sigma^2a^2 + \frac{2\lambda\sigma}{f + \lambda} \|B_2 - C_1^T\|_F^2 + \frac{8\lambda\eta^2a^2}{f} + \frac{2\lambda\eta^2}{f} \|B_2 + C_1^T\|_2^2. \quad (225) \]

Recall now that \( \eta^2 = f/(f + \lambda) \sigma \) and observe that
\[ 8\eta^2 + \frac{8\lambda\eta^2}{f} = \frac{8f\sigma}{\lambda + f} + \frac{8\lambda\sigma}{f + \lambda} = 8\sigma. \quad (226) \]

Substituting (226) into (225), we find therefore that
\[ \min_{\|v\|=1, v \in \mathcal{V}} \beta_2(v) = \min_{\|v\|=1, v \in \mathcal{V}} 8\sigma a^2 + \frac{2\lambda\sigma}{f + \lambda} \|B_2 - C_1^T\|_F^2 + \frac{2\lambda\sigma}{f + \lambda} \|B_2 + C_1^T\|_2^2. \quad (227) \]

Finally, note that solutions of the optimization problem in (227) are subject to the constraint \( 2a^2 + \|B_2\|_2^2 + \|C_1\|_2^2 = 1 \). By identifying \( s_1 = 8\sigma \), \( s_2 = s_3 = 2\lambda\sigma/(f + \lambda) \) and applying Lemma 17, see Appendix E, we find that
\[ \zeta_W = \min_{\|v\|=1, v \in \mathcal{V}} \beta_2(v) = \min \left\{ 4\sigma, \frac{4\lambda\sigma}{f + \lambda} \right\}. \quad (228) \]

Replacing \( \zeta_W \) in (207) by (228), we find that
\[ \mathcal{H}_{W}^{\text{opt}} \geq \min \left\{ \frac{2\sigma_1 \lambda}{f + \lambda} - 2\sigma_2, 4\sigma_1 \frac{\lambda}{f + \lambda} \right\} = \frac{2\sigma_1 \lambda}{f + \lambda} - 2\sigma_2. \quad (229) \]

If \( r = 1 \), then \( \sigma_2 = 0 \). This completes the proof. \( \Box \)

Proof of Proposition 8: Finally, Proposition 8 follows directly by combining Lemmas 13, 14. \( \Box \)

D.7 Proof of Proposition 9 – Looking at a neighborhood of \( W \in M \cap U \)

A consequence of Proposition 8 is that the manifold \( M \) is nondegenerate at \( W \in M_0 \cap M \setminus \text{Sing}(M) \):

Corollary 1. Suppose Assumptions 1, 2 hold. If \( W \in M_0 \cap M \setminus \text{Sing}(M) \), then \( \ker \nabla^2 \mathcal{I}(W) = T_W M \). Furthermore, the manifold \( M \) is locally nondegenerate at \( W \).

Proof. Recall that Proposition 8 implies that \( \nabla^2 \mathcal{I}(W) \) is a positive definite bilinear form when restricted to \( T_W M \), and that Proposition 8 provides a lower bound \( \omega \) for it. This implies in particular that \( T_W^+ M \subseteq (\ker \nabla^2 \mathcal{I}(W))^\perp \). Because moreover \( T_W M \subseteq \ker \nabla^2 \mathcal{I}(W) \), we find that
\[ T_W M = \ker \nabla^2 \mathcal{I}(W). \quad (230) \]

Now, because \( W \) is nonsingular by assumption and \( \text{Sing}(M) \) is a closed set (recall Proposition 6a), there exists a neighborhood \( U_W \subset P \) of \( W \) such that for any \( W' \in U_W \cap M \), \( W' \) is also nonsingular in \( M \). In particular \( U_W \cap M \) is a submanifold of \( P \). Hence,
\[ \dim T_{W'} M = \dim T_W M \quad (231) \]
is constant for all \( W' \in U_W \cap M \).

By continuity of \( \nabla^2 \mathcal{I} \), we have furthermore that for any \( W' \in U_W \cap M \),
\[ \text{rk}(\nabla^2 \mathcal{I}(W')) \geq \text{rk}(\nabla^2 \mathcal{I}(W)) = \dim T_W M. \quad (232) \]

Now, (i) the rank-nullity theorem together with (232) implies that
\[ \dim \ker \nabla^2 \mathcal{I}(W') \overset{\circ}{\leq} \dim \ker \nabla^2 \mathcal{I}(W) \overset{(230)}{=} \dim T_W M \overset{(231)}{=} \dim T_{W'} M. \quad (233) \]

Since \( T_W M \subseteq \ker \nabla^2 \mathcal{I}(W') \) also, (233) implies that \( \ker \nabla^2 \mathcal{I}(W') = T_{W'} M \) for any \( W' \in U_W \cap M \). Hence, \( M \) is locally nondegenerate at \( W \) according to Definition 2. \( \Box \)
Proof of Proposition 9. Let $W \in M_b \cap M \setminus \text{Sing}(M)$ and let $U_W$ be the open neighborhood from Corollary 1, where $M$ is nondegenerate at $W$.

Proposition 9a follows from the definition of nondegeneracy of Definition 2 and the existence of $U_W$ in Corollary 1. Proposition 9b follows because an immediate of Proposition 9a is that for any $W' \in U_W \cap M$, $U_W \cap M$ is also locally nondegenerate at $W'$.

Corollary 1 yields that for any $W' \in U_W \cap M$, $\ker \nabla^2 \mathcal{I}(W') = T_{W'}M$. Hence, there exists an $\omega_{W'}$ such that

$$\min_{\|v\|=1} v^T \nabla^2 \mathcal{I}(W') v = \omega_{W'} > 0. \quad (234)$$

This is in fact Proposition 9c, and this completes the proof of Proposition 9. $\square$

D.8 Proof of Proposition 10 – Extension in generic sense

Proposition 6 implies that $M_b$ is nonsingular for generic points. Together with Proposition 9, this implies that up to a closed algebraic set with lower dimension than that of $M_b$, for every $W \in M_b \cap M$, there exists a neighborhood of $U_W \in \mathcal{P}$ of $W$ such that $U_W \cap M$ is a manifold that is locally nondegenerate at $W$. We will now extend these results to $M$ by using the group action in (92).

The result of Proposition 3 implies that the action of $\pi$ extends $M_b$ to $M$ as defined in (92). We look at the action on the Hessian. We need to prove that:

(a) a given point $W' \in M$ is nonsingular if the point in $M_b$ corresponding to $W' \in M$ under the group action $\pi$ in (29) is also nonsingular; and

(b) $W' \in M$ is nondegenerate.

Proof of (a). Recall that $H = \text{Diag}((\mathbb{R}^*)^I)$ as a Lie group. Proposition 3 provides the bijective map $\pi^{-1} : M \to M_b \times H$ given by

$$\pi^{-1}(W) = (\pi(C)(W), C_W) \quad (235)$$

where $C_W = \text{Diag}(W_2^T W_2)^{-1/4} \text{Diag}(W_1 W_1^T)^{1/4}$. From (140), $\pi^{-1}$ has continuous inverse in the open set $\pi(M_b \times H)$. Recall that by Proposition 9, for each $W_b \in M_b \setminus \text{Sing}(M_b)$ there is a neighborhood $Q_{W_b}$ of $W_b$ such that every $W_b' \in Q_{W_b} \cap M_b$ is nonsingular in $M_b$. In particular, for any $C \in H$, there is a neighborhood $Q_{C} \subset H$ of $C$ such that $\pi^{-1} : Q_{W_b} \times Q_C \to M$ is smooth. Hence, $\pi^{-1}$ is a local diffeomorphism at $(W_b, C)$ and so $M$ is smooth at $W = \pi(C)(W_b)$. Hence, $W$ is nonsingular in $M$ whenever $W_b \in M_b$ is nonsingular.

This implies that if $W \in M_b \cap M$ is generic, then so is $\pi(C)(W) \in M$ for any $C \in H$.

Proof of (b). We start by computing the effect of the action $\pi : M \times H \to M$ on the Hessian. For any fixed $C \in H$ and $W \in M$ nonsingular, there is an induced smooth map $D_{(C,W)} \pi : T_W M \to T_{\pi(C)(W)} M$ for $V = (V_2, V_1) \in T_W M$ given by

$$D_{(C,W)} \pi(V) = (V_2 C, C^{-1} V_1) \quad (236)$$

In vectorization notation for $V$ and denoting $\text{vec}(A, B) = (\text{vec}(A), \text{vec}(B))$ for any $A, B$, the map $D_{W} \pi$ is given by

$$\text{vec}(D_W \pi(V)) = \text{vec}((V_2 C, C^{-1} V_1)) = (\text{vec}(V_2 C), \text{vec}(C^{-1} V_1))$$

$$= \begin{pmatrix} C & 0 \\ 0 & C^{-1} \otimes I_{T} \end{pmatrix} \text{vec}(V_2, V_1) = C \text{vec}(V_2, V_1) \quad (237)$$

say.

We next consider the Hessian of the map $\mathcal{I}(\pi(C)(\cdot)) : \mathcal{P} \to \mathbb{R}$ and compare it to $\nabla^2 \mathcal{I}$. We let $\nabla(g(W))(V)$ be the differential of a function $g(W)$ depending on $W$ in the direction $V$; note that we use only Euclidean coordinates in $\mathcal{P}$ and so we can understand the differential as a gradient. First, use the chain rule to conclude that for $V \in T_W \mathcal{P}$ we have

$$\nabla(\mathcal{I}(\pi(C)(W)))(V) = \nabla \mathcal{I}(\pi(C)(W))(D_W \pi(V)). \quad (238)$$
For the Hessian $\nabla^2 (\mathcal{I}(\pi(C)(\cdot))) : T_WP \times T_WP \to \mathbb{R}$, we have that similarly that for $V, R \in T_WP$ and $W \in M$,

$$\nabla^2 \left( \mathcal{I}(\pi(C)(W)) \right)(V, R) = \nabla \left( \nabla \mathcal{I}(\pi(C)(W)) \right)(V)(R) \quad \overset{(239)}{=} \nabla \left( \nabla \mathcal{I}(\pi(C)(W)) \right)(D_W \pi(V))(R) \quad \overset{(i)}{=} \nabla \left( \nabla \mathcal{I}(\pi(C)(W)) \right)(R)(D_W \pi(V)) + \nabla \mathcal{I}(\pi(C)(W)) \left( \nabla(D_W \pi(V))(R) \right) \quad \overset{(ii)}{=} \nabla^2 \mathcal{I}(\pi(C)(W))(D_W \pi(V), D_W \pi(R)) + \nabla \mathcal{I}(\pi(C)(W))(\nabla(D_W \pi(V))(R)) \quad (239)$$

where we have (i) used Leibniz’s rule in the one-to-last step and (ii) the chain rule. Since $\nabla \mathcal{I}(\pi(C)(W)) = 0$ at any minimizer $\pi(C)(W)$, we have that (239) reduces to

$$\nabla^2 \left( \mathcal{I}(\pi(C)(W)) \right)(V, R) = \nabla^2 \mathcal{I}(\pi(C)(W))(D_W \pi(V), D_W \pi(R)). \quad (240)$$

We abuse now the vectorization notation from (237) and consider the Hessian as a bilinear form in terms of $\text{vec}(V)$ and $\text{vec}(R)$ in (240). This means specifically that (240) can be written as

$$\nabla^2 \left( \mathcal{I}(\pi(C)(W)) \right) = C^T \nabla^2 \mathcal{I}(\pi(C)(W)) C. \quad (241)$$

Recall now that for any $C \in H$ and $W \in P$, $\mathcal{I}(\pi(C)(W)) = \mathcal{I}(W)$. Consequently, as bilinear forms

$$\nabla^2 \mathcal{I}(W) = C^T \nabla^2 \mathcal{I}(\pi(C)(W)) C. \quad (242)$$

Finally, note that $C$ in (242) is invertible for any $C \in H$. Therefore, we have that the ranks are equal:

$$\text{rk}(\nabla^2 \mathcal{I}(\pi(C)(W))) = \text{rk}(\nabla^2 \mathcal{I}(\pi(C)(W))) \quad (243)$$

for any $C \in H$. Now, if $W \in M_\theta \cap M$ is nondegenerate (so the rank is maximal), we can repeat the arguments of Proposition 9 and in particular conclude that $\pi(C)(W)$ is a nondegenerate point in $M$. Combining (a) and (b) implies that $M$ is nondegenerate at generic points.

$$\square$$

## Auxiliary statements

### E.1 Inequalities pertaining to the Frobenius norm

**Lemma 15.** The following inequalities hold:

(a) For any $C \in \mathbb{R}^{a \times b}$, $D \in \mathbb{R}^{b \times a}$, it holds that

$$2 \text{Tr}[CD] \leq \|C\|^2_F + \|D\|^2_F. \quad (244)$$

with equality if and only if $C = D^T$.

(b) For any $A \in \mathbb{R}^{h \times f}$, $B \in \mathbb{R}^{e \times f}$, $\Lambda \in \mathbb{R}^{e \times e}$, it holds that

$$\text{Tr}[A^T B^T \Lambda] \leq \frac{\sigma_1(\Lambda)}{2} (\text{Tr}[B^T B] + \text{Tr}[AA^T]). \quad (245)$$

(c) For any $B \in \mathbb{R}^{e \times f}$, and diagonal matrix $\Lambda \in \mathbb{R}^{e \times e}$ with positive entries and minimal eigenvalue $s = \min_{i=1,\ldots,e} \Lambda_{ii}$, it holds that

$$\|B^T \Lambda\|^2_F \geq s^2 \|B\|^2_F. \quad (246)$$

We prove the inequalities in Lemma 15 one by one.

**Proof of (a).** Recall that the Frobenius norm satisfies $\|A + B\|^2_F = \|A\|^2_F + \|B\|^2_F - 2 \langle A, B \rangle_F$ where $\langle A, B \rangle_F = \text{Tr}[A^T B]$ (for real matrices) denotes the Frobenius inner product. We have in particular that

$$0 \leq \|C - D^T\|^2_F = \|C\|^2_F + \|D\|^2_F - 2 \text{Tr}[CD] \quad (247)$$

with equality if and only if $C = D^T$ (by property of a norm).
Proof of (b). Consider any square matrix \( R \in \mathbb{R}^{f \times f} \) and let \( \sigma_{\max}(R) \) be its spectral norm, i.e., its largest singular value. Recall that
\[
\sigma_{\max}(R) = \sup\{\|Rx\|_2 : x \in \mathbb{R}^f, \|x\|_2 = 1\} = \sup\{\frac{x^T R x}{x^T x} : x \in \mathbb{R}^f, x \neq 0\}^{1/2}. \tag{248}
\]
Note that
\[
\sigma_{\max}\left[ \begin{pmatrix} 0 & R \\ R^T & 0 \end{pmatrix} \right]^2 = \sup\{\| \begin{pmatrix} 0 & R \\ R^T & 0 \end{pmatrix} \left[ \begin{pmatrix} a \\ b \end{pmatrix} \right] \|_2^2 : a, b \in \mathbb{R}^f, \|a\|_2^2 + \|b\|_2^2 = 1\} = \sup\{\|Ra\|_2^2 + \|Rb\|_2^2 : a, b \in \mathbb{R}^f, \|a\|_2^2 + \|b\|_2^2 = 1\} \leq \sigma_{\max}(R)^2, \tag{249}
\]
where the inequality follows because \( \sigma_{\max}(R) = \sigma_{\max}(R^T) \) and by definition of \( \sigma_{\max}(R), \|Rx\|_2^2 \leq \sigma_{\max}(R)^2 \|x\|_2^2 \) for any \( x \in \mathbb{R}^f \).

Recall the properties of the vectorization notation in Appendix D.5. We have then in vectorization notation
\[
\text{Tr}[A^T B^T \Lambda] = \frac{1}{2} (\text{Tr}[A^T (B^T \Lambda)] + \text{Tr}[B(\Lambda A^T)]) = \frac{1}{2} (\text{vec}(A)^T A \otimes I_{f \times f} \text{vec}(B) + \text{vec}(B^T) \Lambda \otimes I_{f \times f} \text{vec}(A)) = (\text{vec}(A), \text{vec}(B^T))^T \left( \begin{bmatrix} 0 & A^T \otimes I_{f \times f} \\ \Lambda \otimes I_{f \times f} & 0 \end{bmatrix} \right) (\text{vec}(A), \text{vec}(B^T)) \leq \frac{\sigma_{\max}(\Lambda)}{2} (\text{Tr}[A A^T] + \text{Tr}[B B^T]) \tag{250}
\]
where we have used that \( \sigma_{\max}(Y \otimes I) = \sigma_{\max}(Y) \).

Proof of (c). Suppose without loss of generality that the diagonal elements of \( \Lambda \) are ordered, i.e., \( \Lambda_{11} \geq \ldots \geq \Lambda_{ee} > 0 \). Denote the columns of \( B \) by \( B_1, \ldots, B_e \). Calculating the Frobenius norm directly, we find that
\[
\|B^T \Lambda\|_F^2 = \sum_{j=1}^e \Lambda_j^2 \|B_j\|_2^2 \geq \Lambda_e^2 \sum_{j=1}^e \|B_j\|_2^2 = \Lambda_e^2 \|B\|_F^2. \tag{251}
\]
This completes the proof of Lemma 15. \( \square \)

E.2 Subspace minimization

**Lemma 16.** Let \( V_1, V_2 \) be two orthogonal subspaces, and let \( \{v_1, \ldots, v_d\} \) be an orthonormal basis of \( V_1 \oplus V_2 \) such that \( V_1 = \text{span}\{v_1, \ldots, v_e\} \) and \( V_2 = \text{span}\{v_{e+1}, \ldots, v_d\} \). Assume that \( l_1, \ldots, l_e \in (0, \infty) \), and let \( B_2 : V_2 \to [0, \infty) \) be a function that satisfies \( B_2(\zeta u_2) = \zeta^2 B_2(u_2) \) for \( \zeta \in \mathbb{R} \). Then,
\[
\min_{\|u_1\|_F^2 + \|u_2\|_F^2 = 1} \sum_{i=1}^e l_i |\langle v_i, u_1 \rangle|^2 + B_2(u_2) \geq \min\{l_1, \ldots, l_e, \min_{\|u_2\|_F^2 = 1} B_2(u_2)\}. \tag{252}
\]

**Proof.** Note that
\[
\{(u_1, u_2) \in V_1 \times V_2 : \|u_1\|_F^2 + \|u_2\|_F^2 = 1\} = \cup_{\zeta \in [0,1]} \{(u_1, u_2) \in V_1 \times V_2 : \|u_1\|_F^2 = \zeta^2, \|u_2\|_F^2 = 1 - \zeta^2\} = \cup_{\zeta \in [0,1]} \{(\zeta w_1, \sqrt{1 - \zeta^2} w_2) : (w_1, w_2) \in V_1 \times V_2, \|w_1\|_F^2 = 1, \|w_2\|_F^2 = 1\}. \tag{253}
\]
The left-hand side of (252) therefore equals
\[
\min_{\|w_1\|_F^2 = 1, \|w_2\|_F^2 = 1} \zeta^2 \sum_{i=1}^e l_i |\langle v_i, w_1 \rangle|^2 + (1 - \zeta^2) B_2(w_2). \tag{254}
\]
Observe in (254) a convex combination in terms of \( \zeta^2 \). The minimum of (254) therefore occurs at either \( \zeta = 0 \) or \( \zeta = 1 \). Note additionally that if \( \|w_1\|_F = 1 \), then

\[
\sum_{i=1}^n l_i |(v_i, w_1)|^2 \overset{(*)}{\geq} \min\{l_1, \ldots, l_s\} \sum_{i=1}^n |(v_i, w_1)|^2 = \min\{l_1, \ldots, l_s\} \quad (255)
\]

by (i) strict positivity of the summands and (ii) an application of Parseval’s identity—which is warranted since \( \{v_1, \ldots, v_s\} \) is an orthonormal basis of \( \mathcal{V}_1 \). Together, this proves the lower bound on the right-hand side in (252).

\[\square\]

E.3 Minimization

**Lemma 17.** For \( a \in \mathbb{R} \), \( B, C \in \mathbb{R}^{f-1} \) and \( s_1, s_2, s_3 > 0 \),

\[
\min_{a, B, C} \left\{ s_1 a^2 + s_2 \|B - C\|^2_F + s_3 \|B + C\|^2_F \right\} = \min \left\{ \frac{s_1}{2}, s_2, 2s_3 \right\}. \tag{256}
\]

**Proof.** We can decouple the minimization over \( a \) and over \( (B, C) \) in (256), respectively. To see this, suppose that \((a_0, B_0, C_0)\) is a minimizer of (256). If so, then \((B_0, C_0)\) must also be a minimizer of

\[
\min_{B, C} s_2 \|B - C\|^2_F + s_3 \|B + C\|^2_F \tag{257}
\]

for otherwise \((a_0, B_0, C_0)\) would not be a minimizer of (256) by linearity.

For fixed \( a_0 \), the following holds:
- if \( s_2 > s_3 \), then the minimizer \((B_0, C_0)\) of (257) satisfies \( B_0 = C_0 \) and the minimum is \( 4s_3 \|B_0\|^2_F = 2s_3(1 - 2a_0^2) \);
- if \( s_2 < s_3 \), then the minimizer \((B_0, C_0)\) of (257) satisfies \( B_0 = -C_0 \) and the minimum is \( 4s_2 \|B_0\|^2_F = 2s_2(1 - 2a_0^2) \);
- if \( s_2 = s_3 \), then any point \((B_0, C_0)\) that satisfies \( \|B_0\|^2_F + \|C_0\|^2_F = 1 - 2a_0^2 \) is a minimizer of (257) by the parallelogram law, and the minimum is in fact \( 2s_2(1 - 2a_0^2) \).

Thus, we have that the left-hand side of (256) reduces to:
- if \( s_2 > s_3 \), then \( \min_{a \in [-1/\sqrt{2}, 1/\sqrt{2}]} \{s_1 a^2 + 2s_3(1 - 2a^2)\} = \min\{s_1/2, 2s_3\} \);
- if \( s_2 < s_3 \), then \( \min_{a \in [-1/\sqrt{2}, 1/\sqrt{2}]} \{s_1 a^2 + 2s_2(1 - 2a^2)\} = \min\{s_1/2, 2s_2\} \);
- if \( s_2 = s_3 \), then \( \min_{a \in [-1/\sqrt{2}, 1/\sqrt{2}]} \{s_1 a^2 + 2s_2(1 - 2a^2)\} = \min\{s_1/2, 2s_2\} \).

Combining cases, observe that the left-hand side of (256) equals \( \min\{s_1/2, 2s_2, 2s_3\} \). \( \square \)