Currents and convection cause enhanced gas exchange in the ice–water boundary layer
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ABSTRACT

The presence of sea ice acts as a physical barrier for air–sea exchange. On the other hand it creates additional turbulence due to current shear and convection during ice formation. We present results from a laboratory study that demonstrate how shear and convection in the ice–ocean boundary layer can lead to significant gas exchange. In the absence of wind, water currents beneath the ice of 0.23 m s⁻¹ produced a gas transfer velocity (k) of 2.8 m d⁻¹, equivalent to k produced by a wind speed of 7 m s⁻¹ over the open ocean. Convection caused by air–sea heat exchange also increased k of as much as 131 % compared to k produced by current shear alone. When wind and currents were combined, k increased, up to 7.6 m d⁻¹, greater than k produced by wind or currents alone, but gas exchange forcing by wind produced mixed results in these experiments. As an aggregate, these experiments indicate that using a wind speed parametrisation to estimate k in the sea ice zone may underestimate k by ca. 50 % for wind speeds <8 m s⁻¹.
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1. Introduction

Ocean storage of biogenic gases such as CO₂ and O₂ is heavily influenced by high latitude ocean processes, including deep water formation, and the seasonal sea ice cycle. Shelf water from both poles is modified in winter to form intermediate and deep water masses. The gas content in this water is a reflection of the rate of air–sea exchange, the rate of surface convection and the rate of upwelling deep waters (de Lavergne et al., 2014; Mathis et al., 2014). Large excess saturations in methane of uncertain origin have also been observed beneath sea ice in the Arctic (Shakhova et al., 2010). Some of this methane escapes to the atmosphere, but some of it may be trapped long enough to be oxidised to CO₂ (Kitidis et al., 2010). These phenomena illustrate how the rate of ventilation of the mixed-layer beneath sea ice is a process of importance to the study of biogenic gas cycles.

The porous nature of sea ice implies that the mixed layer may be ventilated through the sea ice matrix and across the air–sea interface. In this case, the air–sea gas flux can be written as,

\[ F = k_{\text{eff}} \Delta C. \]  (1)

where \( \Delta C \) is the molar gas differential across the air–sea interface, and \( k_{\text{eff}} \) is the ‘effective’ gas transfer velocity

\[ k_{\text{eff}} = (1 - f) k_{\text{ice}} + f k. \]  (2)
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The term $(1 - f)$ is the fraction of sea ice cover, $f$ is the fraction of open water, $k_{\text{ice}}$ is the bulk kinetic gas transfer through sea ice and $k$ is the open water gas transfer velocity (Loose et al., 2014). At this stage, there are only a handful of estimates of $k$ or $k_{\text{eff}}$ in the sea ice zone, and even fewer estimates of $k_{\text{ice}}$. These studies indicate that gas exchange can still occur near 100% ice cover (Loose and Schlosser, 2011) and $k_{\text{eff}}$ for ice covers > 50% is either highly variable or still poorly constrained (Fanning and Torres, 1991; Rutgers van der Loeff et al., 2014). Recently, Butterworth and Miller (2016) used the eddy covariance method to find a linear relationship between $k$ and ice cover, but the study does not distinguish between air–sea CO$_2$ flux and air–ice CO$_2$ flux, and air–ice fluxes of CO$_2$ are not negligible (Else et al., 2011; Miller et al., 2011; Delille et al., 2014). This complicates the determination of $k$ from measurements of gas flux in the atmospheric boundary layer.

Although the air–sea gas transfer in the open ocean is typically parametrised using wind speed as well as the entrainment of air bubbles, certain hydrodynamics are known to produce turbulence in the absence of direct forcing by wind. These processes include surf zone and riverine turbulence (Zappa et al., 2003), the convective oceanic mixed layer (McGillis et al., 2004) and rain on the water surface (Ho et al., 2004).

Here we present experimental results that demonstrate how gas exchange is produced in the ice ocean boundary layer (IOBL), where a variable percentage of ice cover in free drift alternately stimulates and obstructs air–sea gas exchange. These results highlight the role of shear and convection in gas exchange, in a region where interactions between wind and water are reduced by the physical barrier presented by ice. This article is organised as follows: Section 2 describes the experimental methods, including configuration of the Ice Engineering Test Basin, channel and wind tunnel, and a description of the tracer methods used to estimate the gas transfer velocity ($k$). In Section 3, results are presented from the partially ice-covered boundary layer experiments including ice properties (Section 3.1), estimates of the current shear velocity beneath the ice and water (Section 3.2) and the estimates of gas transfer velocity that resulted from the current shear (Section 3.3). Gas transfer stimulated by buoyancy losses and convection are described in Section 4.0. The experiments involving wind forcing in the wind tunnel are described in Section 5. Section 6 compares shear and buoyancy-driven gas exchange as a function of turbulent kinetic eddy dissipation, and Section 7 discusses the methodological strengths and weaknesses, summarises the major results and reiterates the open questions.

2. The GAPS experiment

The GAPS (Gas Transfer Through Polar Sea Ice) experiment took place at the USACE Cold Regions Research and Engineering Laboratory (CRREL) in Hanover, NH, between September and December, 2012. The Ice Engineering Test Basin was used to simulate the seasonal sea ice zone across a range of ice cover and gas transfer forcing conditions. The experiment was designed to yield direct measurements of $k$ stimulated by (1) ice–water current shear, (2) convection and (3) wind shear over a range of ice cover percentages. A wind tunnel, overlying part of the Test Basin surface, was used to estimate the effects of wind and currents over leads or isolated openings in the ice.

2.1. Test Basin configuration during ‘lead’ and ‘floe’ experiments

The Ice Engineering Test Basin is 36 m long and 9 m wide (Fig. 1), with an adjacent preparation tank and two connected subsurface tanks. Water level in the Test Basin was maintained near 1.85 m throughout the GAPS experiment, although several changes to the water level of 2–4 cm occurred as a result of sea ice removal and to ensure sufficient distance between the ice and instruments beneath the ice. The total surface area of the Test Basin is 324 m$^2$ and the total volume is 713 m$^3$ including subsurface tanks. Along the south side of the basin, a 2 x 20 m flow channel was constructed to partition the flow in the Basin and to support a wind tunnel over the water surface (Fig. 1). Water currents were produced with an array of 4 submersible pumps positioned at the west end of the channel, to circulate water in a clockwise direction through the 2 m channel with a slower return flow in the main part of the Basin, at a variable flow rate up to 7 m$^3$ min$^{-1}$.

Wind in the tunnel was generated using a steel belt-drive ducted fan with a maximum rated flow of 430 m$^3$ min$^{-1}$ that blew air through a flow straightener and along the water surface through the length of the wind tunnel. Wind produced in the wind tunnel was used to generate waves and water motion over a surface area of 40 m$^2$ that contained varying mixtures of water and ice, depending on the experiment. During the wind tunnel experiments, the rest of the tank surface did not experience any measurable breeze. Freezing of the water surface was produced by cooling the air inside the Test Basin over several days to produce a layer of columnar ice of 8.5 cm thickness and later of 18 cm thickness. The same approach was used to stimulate buoyant convection and gas exchange by convective turbulence. Ice thickness was measured using a Benthos PSA-916 sonar altimeter and by collecting 7.6 cm diameter ice cores.
Further details on the bulk salinity, gas content and other ice properties are described by Lovely et al. (2015).

The design described above created a circulating ‘race-track’ configuration that made it possible to introduce and quantify multiple processes that perturb the air–sea interface and lead to gas exchange. The design was modelled after annular wind wave tanks (Jahne et al., 1979; Mesarchaki et al., 2015); however, the constraints of an ice-strengthened containment vessel and environmental chamber, capable of achieving temperatures lower than \(-20\) °C, did not permit the same level of symmetry as in an annular tank. The Test Basin and channel/tunnel configuration permitted gas exchange experiments to take place over the entire tank surface, when the ice was broken into floes. These are referred to as the ‘floe experiments’ (Experiments 1–12 in Table 1). Separately, the tank surface was frozen solid and a single opening or lead of varying length was created within the wind tunnel. These were referred to as the ‘lead experiments’ (Experiments 13–19 in Table 1). The lead experiments were used to estimate air–sea gas transfer as a result of wind, currents and wind + currents, and to measure small-scale processes that act on the water surface under reduced fetch conditions. Measurement of the wind speed inside the tunnel was carried out using Vaisala WS425 and WMT700 anemometers, both of which were suspended over the Test Basin from the roof of the wind tunnel. The height of the wind tunnel was 76 cm, and wind speed was measured vertically at two or more heights above the water surface by moving one anemometer vertically. The second anemometer remained stationary to measure wind speed always in the same location. The wind speed profile was used to estimate the drag coefficient \(C_d\), assuming a log linear relationship between wind speed and height above the water surface. Using \(C_d\) and the measured wind speed inside the wind tunnel, we subsequently calculated the 10 m wind speed (U10), using the method described by Mesarchaki et al. (2015).

Here, only a portion of the wind tunnel results – those results that could be gleaned from the tracer budgets – will be presented. The majority of the wind tunnel experiments, which involved measurement of the gradients in heat, moisture and pCO2 above the water surface, will be described in a future publication.

2.2. Gas tracer methods for estimating \(k\)

To measure the rate of air–sea gas transfer, conservative gas tracers, SF6, N2O and \(^3\)He (for the lead experiments), were dissolved in the water of the Test Basin. This increased the aqueous concentration by 100–1000 times the ambient concentration for each gas so that evasion from the water was strongly favoured. The tracers were added to
| Experiment no. | Day of year | Forcing condition | Ice cover (1 - f) | Open water (f) | Pump (Hz) | Air temperature (°C) | Water temperature (°C) | $U_{10}$ (m/s) | $C_d$ wind (m s$^{-1}$) | $v$ (m s$^{-1}$) | $z$ (m) | $v_{ice}$ (m s$^{-1}$) | $k_{eff}$ (m d$^{-1}$) | k | Std. error in k |
|---------------|-------------|-------------------|-------------------|---------------|-----------|----------------------|------------------------|---------------|----------------------|----------------|-------|----------------|------------------|-----|--------------|
| 1             | 279         | Convection        | 0.00              | 1.00          | 0         | N/R                  | N/R                    | 3.0            | N/R                  | 1.4E-03        | 0.00  | 0.00          | 0.57              | 0.57| 0.34         |
| 2             | 295         | Current           | 0.76              | 0.24          | 40        | N/R                  | N/R                    | -1.5           | N/R                  | 1.4E-03        | 0.03  | 0.54          | 0.25              | 1.05| 0.05         |
| 3             | 297         | Current           | 0.39              | 0.61          | 60        | -3.4                 | -1.4                   | 3.46           | 1.4E-03             | 3.46          | 0.05  | 0.44          | 0.82              | 1.34| 0.01         |
| 4             | 299         | Current           | 0.39              | 0.61          | 60        | -3.8                 | -1.4                   | 3.64           | 1.4E-03             | 3.64          | 0.04  | 0.54          | 0.91              | 1.50| 0.15         |
| 5             | 300         | Current           | 0.39              | 0.61          | 20        | -4.5                 | -1.4                   | 2.69           | 2.0E-04             | 2.69          | 0.03  | 0.55          | 0.44              | 0.72| 0.05         |
| 6             | 304         | Current           | 0.21              | 0.79          | 60        | -4.5                 | -1.4                   | 2.35           | 3.0E-04             | 2.35          | 0.10  | 0.57          | 1.62              | 2.05| 0.09         |
| 7             | 304         | Current           | 0.21              | 0.79          | 40        | -4.5                 | -1.4                   | 1.29           | 2.8E-03             | 1.29          | 0.07  | 0.50          | 0.99              | 1.26| 0.03         |
| 8             | 305         | Current + convection | 0.21             | 0.79          | 40        | -10.0               | -1.4                   | 1.62           | 1.0E-04             | 1.62          | 0.06  | 0.55          | 1.55              | 1.96| 0.02         |
| 9             | 305         | Current           | 0.21              | 0.79          | 40        | -2.8                 | -1.3                   | 0.60           | 1.6E-01             | 0.60          | 0.06  | 0.49          | 1.17              | 1.49| 0.07         |
| 10            | 306         | Current           | 0.21              | 0.79          | 20        | -2.9                 | -1.3                   | 1.65           | 1.0E-04             | 1.65          | 0.03  | 0.53          | 0.36              | 0.46| 0.10         |
| 11            | 309         | Current           | 0.00              | 1.00          | 60        | N/R                  | N/R                    | 1.29           | 1.0E-04             | 1.29          | 0.10  | 0.48          | 1.49              | 1.49| 0.05         |
| 12            | 310         | Current + convection | 0.00             | 1.00          | 60        | -18.0                | -1.4                   | 1.29           | 1.2E-03             | 1.29          | 0.09  | 0.47          | 3.44              | 3.44| 0.41         |
| 13            | 313         | Current           | 0.91              | 0.09          | 60        | -2.8                 | -1.5                   | 0.28           | 4.0E-04             | 0.28          | 0.24  | 0.51          | 0.26              | 2.85| 0.20         |
| 14            | 316         | Current           | 0.91              | 0.09          | 20        | -6.1                 | -1.4                   | 1.11           | 1.0E-04             | 1.11          | 0.07  | 0.51          | 0.13              | 1.44| 0.17         |
| 15            | 320         | Current + wind    | 0.91              | 0.09          | 5         | -3.6                 | -1.4                   | 6.65           | 1.0E-04             | 6.65          | 0.03  | 0.51          | 0.33              | 3.67| 0.29         |
| 16            | 323         | Wind              | 0.91              | 0.09          | 5         | -3.4                 | -1.3                   | 2.43           | 7.0E-04             | 2.43          | 0.02  | 0.51          | 0.00              | 0.02| 0.34         |
| 17            | 334         | Current + wind    | 0.96              | 0.04          | 60        | -5.4                 | -1.5                   | 3.91           | 6.0E-04             | 3.91          | 0.25  | 0.51          | 0.11              | 2.86| 1.34         |
| 18            | 336         | Wind              | 0.96              | 0.04          | 5         | -3.4                 | -1.5                   | 7.16           | 1.0E-03             | 7.16          | 0.02  | 0.51          | 0.03              | 0.65| 0.48         |
| 19            | 339         | Current + wind    | 0.96              | 0.04          | 40        | -3.5                 | -1.5                   | 5.67           | 3.0E-04             | 5.67          | 0.12  | 0.51          | 0.28              | 7.65| 2.56         |

The forcing condition describes whether currents, wind and/or convection were in effect, which relates to the fan and water pump intensity (Hz). The wind speed profile was used to estimate the drag coefficient ($C_d$), assuming a log linear relationship between wind speed and height above the water surface. Using $C_d$ and the measured wind speed inside the wind tunnel, we subsequently calculated the 10 m wind speed ($U_{10}$), using the method described by Mesarchaki et al. (2015). The term $v_{ice}$ is the ice velocity, $v$ is the water current speed; the difference between the two is the water–ice relative velocity ($v_s$) used in the text. The average values of $k_{eff}$, $k$ and the standard deviation of $k$. $C_d$, drag coefficient.
the tank after the ice cover had already formed so the initial gas concentration in the ice was effectively zero. Tracer was added between experiments on multiple occasions: on days 276, 293, 312 and 326. Both ice melt and ice formation can change the concentration of dissolved gases in the tank by dilution and by solute exclusion (Killawee et al., 1998); therefore, we sought to maintain a constant ice thickness. Tank salinity, visual inspection of the tank surface and ice cores were used to monitor the ice thickness and guard against freezing or melting; adjustments to the room temperature were made as needed.

Water samples for trace gas analysis were collected using a submersible pump that was positioned at the downstream end of the wind tunnel (see Fig. 1). It was determined that measuring the gas tracers in one location was adequate because the horizontal mixing time of the tank far exceeded the tank response time to gas exchange. The lateral mixing time in the Test Basin was determined by measuring a time series of CO₂ concentration during the addition of tracer to the Test Basin tank (Lovely et al., 2015). The rapid addition of 500 gallons of water supersaturated with CO₂ was mixed to produce a stable aqueous CO₂ concentration within 3 hours. In comparison, the values of water–air and water–ice flux lead to changes in the tank mass balance of ca. 5% per 24 hours. By these measurements, the horizontal mixing time exceeded the gas exchange response time by a factor of 8.

N₂O and SF₆ were measured in 50 mL ground glass syringes via the headspace method (Ho et al., 2004). Approximately, 30 mL of ultra-high purity (UHP) nitrogen was added to each syringe before samples were equilibrated for 12 hours in a room temperature bath and shaken for 10 minutes to achieve solubility equilibrium (Wanninkhof et al., 1987). The gaseous samples were injected into an SRI-8610C gas chromatograph with an electron capture detector. Samples for ³He analysis were taken in copper tubes and analysed at the Lamont-Doherty Earth Observatory of Columbia University on a dedicated VG5400 mass-spectrometer (³He and ⁴He) and a Pfeiffer PrismaPlus quadrupole mass-spectrometer (Ne).

The time rate of change of these gas tracers provides a direct means to estimate \( \frac{dM}{dt} \). The mass balance of the inert gas tracers were used to infer gas flux from the water to the air and to the ice. Over short time intervals (i.e. days), the gas tracer mass balance in the tank was determined by

\[
\frac{dM}{dt} = F_{\text{ice}} + F_{\text{air}}
\]

\( \frac{dM}{dt} \) is the change in tracer mass in the Test Basin through time, \( F_{\text{ice}} \) is the flux of tracer from the water to the ice and \( F_{\text{air}} \) is the flux of tracer from the air to the water. \( F_{\text{air}} \) and \( F_{\text{ice}} \) depend on the air–water and air–ice transfer velocities \( (k \text{ and } k_{\text{ice}}) \), and on the concentration gradients between the water, ice and air. After correcting for tracer loss to the ice [using eq. (3)], the values of \( k_{\text{eff}} \) were determined, and the values of \( k \) were solved using eq. (2) together with \( k_{\text{eff}} \) and \( f \) as the inputs. Because a correction for \( F_{\text{ice}} \) was previously made to the tracer budget, \( k_{\text{ice}} \) was set equal to zero for the determination of \( k \). Additionally, a correction for brine drainage and ice melt was made to the tracer mass balance presented here and in Lovely et al. (2015). Collectively, the corrections account for less than 5% of the observed change in the tracer mass balance within the Test Basin.

Table 1 contains the values of \( k \) and \( k_{\text{eff}} \), as well as \( f \), but we exclusively use \( k \) in the figures, results and discussion because the areal dependence is removed. All the values of \( k \), \( k_{\text{eff}} \) and \( k_{\text{ice}} \) have been normalised to a Schmidt number of 660 for purposes of comparison with other studies. Additional results of the experiment, including estimates of gas diffusion through the ice, and ice–water partitioning of He, Ne, SF₆ and N₂O are presented in Lovely et al. (2015).

A time-lapse video of the evolution of the ice on the Test Basin can be viewed at https://www.youtube.com/watch?v=KYkaY.

Alternatively, the results from the lead and floe experiments were used to quantify the air–water gas transfer velocity at six different percent ice covers: 96, 91, 76, 39, 21 and 0%. The effect of convection on gas exchange was estimated at 21 and 0% ice cover. Gas transfer from wind and wind + currents was measured at 96 and 91% ice cover. Estimates of \( k_{\text{eff}} \) were determined independently for the mass balance of each tracer: SF₆, N₂O and ³He. The uncertainty on each estimate of \( k_{\text{eff}} \) was computed using the standard deviation of these independent estimates.

3. Ice, currents and shear in the IOBL

3.1. Ice properties and ice velocity during GAPS

The percent ice cover during experiments 1 through 12 (76±1.6%, 39±2.2% and 21±6%) was estimated using image analysis of the ice, which was broken into small floes (1×0.5 m). At 91 and 96% ice cover, during lead experiments in the wind tunnel, we were able to directly measure the length, width and geometry of the rectangular opening in the ice.

The velocity of individual ice floes circulating through the Test Basin was estimated by observing the strength of acoustic reflection (db) as measured by the Nortek Acoustic Doppler velocity Profilers (ADPs). More details about the ADPs can be found in Section 3.2. As the ice floes pass above the submerged ADP, the strong acoustic reflection off the ice surface can be used to determine the travel time for the floe to pass (Supplementary Fig. 1). Using the average sea ice floe length (0.9 m), we determined the average ice velocity by dividing the floe length by the average travel time over the ADP during each experiment.
The average ice velocity for each of the gas exchange experiments can be found in Table 1. Ice velocity was zero during lead mode at 91 and 96% ice cover, because a single sheet of ice covered the Test Basin. When the ice cover was 75% or greater, there was essentially no ice movement, the ice floes became jammed and did not circulate freely. At 39% ice cover, ice velocity ranged from 0.4 to 0.7 cm s\(^{-1}\). At 21% ice cover, the ice circulated more freely, and the ice velocity was consistently 0.7 cm s\(^{-1}\).

3.2. Current shear stress in the IOBL

Current speeds in the Test Basin were measured at two locations in the tank using the ADPs; one in the channel just upstream from the pumps and the second in the main part of the Test Basin where the return flow occurred (see Fig. 1 for locations). Velocity profiles from multiple experiments are featured in Fig. 2. Comparing velocity profiles between instances when the tank was ice-free and when the tank was ice-covered it is apparent how the presence of ice cover exerts a drag on the water surface. Figure 2 also contrasts velocity profiles in the channel when the fan was blowing wind over the water surface, versus when the fan was off, but the pumps were circulating water.

There is an inherent trade-off in the ADP between the depth field over which velocity is measured and the magnitude of the velocity that can be resolved (Rusello, 2009). To ensure that we could capture the maximum expected velocity, it was not possible to place the ADP on the bottom and measure the full water column velocity profiles. The ADPs in the channel and tank were 1.04 and 1.34 m, respectively, below the water surface. Consequently, the vertically averaged velocity does not capture the deepest portion of the velocity profile. The tank bottom (in addition to the ice) is expected to exert a drag on the water surface; however, the velocity profiles do not show strong evidence of bottom drag or curvature in the velocity profiles at depths of 0.75 to 1 m above the bottom.

The ‘racetrack’ circulation in a rectangular tank lacks the even curvature of an annular tank; consequently, the flow velocity and surface stress are not the same everywhere, leading to heterogeneities in the flow field. As we are generating estimates of air–sea gas exchange for the entire Test Basin, it was necessary to capture the structure of the velocity field throughout the tank. This was accomplished.
Fig. 3. (Left) Flow field as determined by a finite volume solution to the Boussinesq equations with variable density (Loose et al., 2005). The mean shear velocity \( (v_s) \) produced in the channel is 0.047 m s\(^{-1}\) in the simulation that is depicted. Right panel, a comparison between measured \( v_s \) by the Tank ADP and the modelled velocity at that location. Forcing for each simulation was produced using the values of modelled velocity at that location. Forcing for each simulation was

with a 2-D model of the shallow water flow equations with variable density (Loose et al., 2005). The model produces a horizontal flow field that represents the vertically averaged velocity at each position in the tank (Fig. 3, left panel). To test the accuracy of the model, we forced it with the average velocity measured in the channel and compared the resulting model velocity in the tank where the second ADP was located (Fig. 3, right panel). We compared the model velocity and daily measurement of average velocity for each of the 20 d of the ice experiment and found good agreement between the model and the ADP in the tank; the average absolute difference between modelled and measured velocity was 14%. The model further predicts that when the average velocity in the channel exceeded 5 cm s\(^{-1}\), a recirculation eddy was produced along the northwest side of the channel wall (Fig. 3). This is consistent with our visual observations of the circulation in the Test Basin.

The model-weighted average water velocity \( (v) \) and ice velocity \( (v_{ice}) \) for each lead and flow experiment are listed in Table 1. The water velocity ranged from 0 to 0.25 m s\(^{-1}\), and ice velocity was always less than 0.01 m s\(^{-1}\) (see Section 3). We refer to the difference between the ice velocity and the water velocity as \( v_s \) or shear velocity to indicate that this is the relative velocity producing shear at the air–water and ice–water interface. The values of \( v_s \) also ranged from 0 to 0.25 m s\(^{-1}\). It is also worth noting that \( V_{ice} \) was zero during the lead experiments, because the ice was wedged against the walls of the tank.

To put the laboratory-based values of \( v_s \) into context, we can compare them with the daily-averaged values of the velocity difference between sea ice and seawater at 10 m depth for velocities measured in the Arctic Ocean from an Ice-Tethered Profiler (ITP). ITP-35 (http://www.whoi.edu/itp) was deployed on October 2009 and recorded data until March 2010. During this period of relatively high ice cover (Cole et al., 2014), \( v_s \) ranged between 0.05 and 0.3 m s\(^{-1}\) with a mean value of 0.09 m s\(^{-1}\). These velocity measurements from the Arctic Ocean indicate that the values of \( v_s \) produced during the GAPS experiments are representative of the range observed in the Arctic sea ice zone.

3.3. Gas exchange driven by ice–water current shear

If we select the experiments where \( v_s \) was the only significant source of boundary layer turbulence near the ice–water interface (i.e. no convection and minimal wind), a clear increasing trend emerges between \( v_s \) and \( k \) (Fig. 4, left panel). The values have been symbol coded to distinguish the different percent ice covers during each experiment. It is apparent, from this coding that there is no discernible relationship between \( k \) and the amount of ice cover. This is as expected, based on eq. (2), we know that \( k \) is an intensive property that reflects only the kinetics regulating gas transport, and unlike \( k_{eff} \) does not contain an explicit dependence on the area of open water. During these experiments, a maximum of \( v_s = 0.25 \) m s\(^{-1}\) produced a \( k \) of 2.8 m d\(^{-1}\). In comparison, the quadratic wind speed relationship for the open ocean (Wanninkhof, 2014) produces approximately the same value of \( k \) for a wind speed of 7 m s\(^{-1}\). It is important to note that significant gas exchange occurred during Experiment 11 (Table 1), when no ice cover was present (red square in Fig. 4). In this circumstance a boundary current shear can still exist at the air–water interface (Edson et al., 2007). The resulting gas exchange cannot be interpreted as driven by ice–water current shear,
but the results show that the scaling between $k$ and shear velocity remains consistent at all fractions of ice cover, including zero.

4. Gas exchange driven by convection in the IOBL

During the three experiments, we measured the air–sea gas transfer velocity while attempting to produce convection in the Test Basin by lowering the air temperature in the room. The tank surface was monitored closely for evidence of skim ice, because ice formation will alter the surface area for gas exchange and change the gas concentration as described in Section 2.2. The first experiment involved only convection, that is, the pumps were turned off to eliminate shear-driven mixing. This was possible because the water temperature was 2.6 °C, that is, the water was far from the freezing point, so freezing of the water surface was precluded by continual renewal of warmer water from below. This experiment took place before the first layer of ice was formed on the tank surface. The subsequent convection events took place at 21 and 0 % ice cover, while the water was close to the freezing point. To avoid skim ice formation at the edges and stagnation points, the pumps were used to circulate water in the tank.

Convection can be inferred from the loss of buoyancy, which in turn can be observed from the decreases in temperature and increases in salinity during each experiment (Fig. 5). By comparing measured values of $k$ from current shear alone with the values of $k$ produced by current shear + convection, we can infer the increase in $k$ caused by convection. Comparing Experiment 7 with Experiment 8, we observed an increase of 56 % from $k = 1.26$ to $k = 1.96 \text{ m d}^{-1}$, as a result of convection. Comparing Experiment 11 with Experiment 12, we observed a 131 % increase in $k$ beyond that produced by shear alone, from $k = 1.49$ to $k = 3.44 \text{ m d}^{-1}$ (Fig. 4, right panel).

We can further compare the laboratory measurements of $k$ with predictions of $k$, produced by shear and convection using Monin–Obukhov similarity theory (MOST) and the empirical MOST relationships developed by Lombardo and Gregg (1989). The empirical MOST relationships from Lombardo and Gregg (1989) were developed from observations of night-time convection in the equatorial ocean, but the primary diagnostic variable is the intensity of the boundary layer current shear. Based on the principles of similarity theory, we expect these relationships to be

![Fig. 4. (Left) Relationship between the water–ice relative velocity ($v_s$) and $k$ for all of the experiments, where $v_s$ was the only significant source of turbulence at the air–sea interface. (Right) The gas transfer velocity produced shear + convection (green lines), as compared with the model for gas transfer as a function of TKE dissipation (Zappa et al. 2007) (pink bars). For reference, the $k$ by shear alone (purple bars) has been included at $v_s = 0.06$ and 0.09 m s$^{-1}$ to illustrate the enhancement that results from convection. The shaded black boxes represent the standard error in the estimates of $k$.]

![Fig. 5. (Left, middle and right) Temperature, salinity and the resulting density changes during the three convection events where buoyancy losses from the Test Basin were used to induce air–sea gas exchange. The initial T, S conditions for the three events were as follows: Experiment 1, Pure convection: (2.7, 26.4), Experiment 8, $v_s = 0.06$: (−1.1, 26.9), Experiment 12, $v_s = 0.09$: (−1.44, 26.9).]
applicable to the ice–ocean boundary layer in the absence of active freezing, as was the case in these experiments.

Using MOST, the effect of shear and convection on water surface turbulence can both be expressed in terms of the Turbulent Kinetic Energy Dissipation \( \epsilon \), which has units of power per unit mass (Watts per kilogram, or alternatively m\(^2\) s\(^{-3}\)). To estimate the total \( \epsilon \) in the presence of convection and currents, we first computed the shear-driven dissipation \( \epsilon_s \) using the values of \( \nu_s \) and \( z \) – the mean measurement depth – from Table 1 by

\[
\epsilon_s = \frac{\nu_z}{k z} \left( \frac{z}{z_0} \right) \quad (4)
\]

\( k \) is the Von Karmann constant, and \( z_0 \) is the roughness length (Lombardo and Gregg, 1989). The values of \( \epsilon_s \) indicate that the second two convection experiments (Experiments 8 and 12, Table 1) fall into a regime dominated by shear. Thus, we used the following similarity scaling,

\[
\epsilon = 0.85(1.76\epsilon_s + 0.58J_b) \quad (5)
\]

The term \( J_b \) refers to buoyancy loss from convection, which was determined from the observations of temperature and salinity change in the Test Basin (Fig. 5) and the seawater equation of state. Finally, \( k \) was calculated from \( \epsilon \) using (Lamont and Scott, 1970; Zappa et al., 2007),

\[
k = 0.419(\nu_s)^{0.25}Sc^{-0.5} \quad (6)
\]

where \( \nu \) is the kinematic viscosity of water, and \( Sc \) is the Schmidt number. The above equations describe bulk values of turbulent dissipation in the ice–water boundary layer, whereas sometimes varies vertically up to the ocean surface (Lombardo and Gregg, 1989).

In the convection-only event (Experiment 1), eq. (6) predicts a value of \( k = 0.71 \pm 0.05 \) m d\(^{-1}\). In comparison, the N\(_2\)O, SF\(_6\) tracer budgets yielded an estimate of \( k = 0.56 \pm 0.35 \) m d\(^{-1}\) (a 21% difference). The N\(_2\)O, SF\(_6\) tracer budget estimates of \( k \) during convection + shear (Experiment 8 and 12, Table 1) were 1.96 ± 0.02 and 3.4 ± 0.4 m d\(^{-1}\). Collectively, these three measured estimates of \( k \) fall within a range of 6–27% of eq. (6) predictions (pink bars in Fig. 4, right panel), indicating agreement between the predicted and measured estimates of \( k \) from convection and current shear. These observations of enhanced \( k \) from convection are consistent with the observations of gas transfer driven by night-time convection in the equatorial Pacific by McGillis et al. (2004). The diel heating and cooling of the equatorial surface ocean lead to convective velocities that would exceed the shear-driven velocity at night. The measurements of enhanced \( k \) from night-time convection occurred at wind speeds less than 6 m s\(^{-1}\) (McGillis et al., 2004). This study estimated that the net annual contribution of night-time convection to the CO\(_2\) flux was on the order of 40% of the total annual flux.

5. Gas exchange by wind + currents

The experiments involving wind + currents (Experiments 15–19) produced the widest range of scatter in \( k \) that we observed; these are the red circles in Fig. 6. The maximum was 7.65 m d\(^{-1}\) and the minimum was 0.03 m d\(^{-1}\). Using the tracer mass balance for the entire tank to estimate gas transfer by wind was the most challenging aspect of these experiments, because the air–sea gas fluxes are restricted to a small area of open water inside the wind tunnel (9 and 4% of the tank surface). At the same time, stronger winds and weaker currents in the tank tended to produce freezing at the ice edge, which complicated the tracer budget and reduced the surface area for gas exchange. Consequently, gas-exchange forcing by the wind is the least well constrained of the forcing in the GAPS experiments.

Despite these shortcomings, we have opted to include these data in the interpretation, because they can provide some preliminary insights and because there are no other laboratory measurements of this type for ice-covered water. Three of the five wind + currents experiments (Experiments 15, 17 and 19) produced values of \( k \) that exceed the wind speed scaling of Wanninkhof (2014) (Fig. 6). Not surprisingly, the measurements of \( k \) from current shear and convection also exceeded the wind speed scaling.

In contrast, experiments 16 and 18 yielded values of \( k \) that were significantly smaller than what would be predicted from the wind speed parameterisation of Wanninkhof (2014) (Fig. 6). These two experiments were distinct from
the others in that we attempted to measure gas exchange forced by wind alone, without currents. However, it proved necessary to retain a minimal circulation of the water to avoid freezing. The mean value of \( v_s \) was 0.02 m s\(^{-1}\), measured directly beneath the lead. During these experiments, \( k \) was 0.02 ± 0.34 m d\(^{-1}\) at \( U_{10} = 2.4 \text{ m s}^{-1} \) and 0.65 ± 0.48 m d\(^{-1}\) at \( U_{10} = 7.1 \text{ m s}^{-1} \) wind. At this wind speed, the quadratic wind speed parameterisation (Wanninkhof, 2014) predicts 0.3 and 3.0 m d\(^{-1}\), respectively. One explanation for these unexpectedly low estimates is inadequate surface renewal of water directly beneath the lead opening in the ice. Because the circulation in the Test Basin was very low, the water trapped in the lead opening may have been stagnated and depleted of gas. Without replenishment, the gas partial pressure differential would become diminished, leading to a decreased gas flux and corresponding decrease in the estimate of \( k \). Under some circumstances, the same phenomenon might occur in the real ice–ocean boundary layer; however, Ekman turning is a persistent feature of the IOBL, leading to continual relative motion between the ice and the water beneath it (McPhee, 1992). Additionally, lead openings produce their own local circulation (Morison et al., 1992), which would also lead to surface gas renewal. The low surface renewal might explain the low values of \( k \) during experiments 16 and 18; however, the current speed was nearly as low during experiment 15 when the tracers predicted a much greater value of \( k \). Aside from the uncertainty in the tracer mass balance when the open water area is low and fluxes are small, we have no adequate explanation for these apparently contradictory results. Consequently, the scaling of air–sea gas transfer when fetch is reduced by high ice cover persists as an unanswered question. During all other experiments, the pumps were operated to produce current shear beneath the ice, and Lovely et al. (2015) have shown that the mixing time is much faster (ca. 20 minutes) than the gas transfer response time (ca. 1–3 d) when the water is being circulated.

6. Scaling between \( k \) and \( \varepsilon \)

Because the quadratic wind speed parameterisation does not reflect sources of turbulence, such as those that occur in the IOBL, it is helpful to examine the gas transfer velocity using a forcing metric that is common across each process; \( \varepsilon \) is presently the best available metric. Here, we have estimated \( \varepsilon \) using the parameter model described by Loose et al. (2014). The parameter model uses boundary layer scaling for the ice–ocean boundary layer (McPhee, 2008) and MOST (Lombardo and Gregg, 1989) to estimate \( \varepsilon \) from buoyancy changes and current shear, as described in Section 4. At a minimum, the parameter model requires the following inputs: \( v_s, f \), water temperature and air temperature. It should be noted that this parameter model provides bulk values of \( \varepsilon \) in the IOBL, while it is known that \( \varepsilon \) can vary vertically up to the air–sea interface (Lombardo and Gregg, 1989).

The values of \( v_s \) were computed as described in Section 3.2 using the velocity profiles collected by the Nortek ADPs (as in Fig. 2) and model-derived flow field to produce a tank-wide average of \( v_s \). The values of \( f \) were calculated from the fraction of ice cover described in Section 3.1, the water temperature was measured by Conductivity-Temperature-Depth sensor (CTD) in the tank (Lovely et al., 2015) and the air temperature was measured in the wind tunnel. Finally, the parameterised estimates of \( k \) are computed using eq. (6) and related to the tracer mass balance estimates.

The comparison of Turbulent kinetic energy (TKE) dissipation scaling with tracer-based estimates of \( k \) is found in Fig. 7. As an aggregate, the measurements of \( k \) and estimates of \( \varepsilon \) during the GAPS experiment cluster around the slope of 0.419 that was proposed by Zappa et al. (2007), yet many of the ‘current only’ experiments fall below the 0.419 slope (Fig. 7). A linear fit to the ‘current only’ experiments result in a slope of 0.27, indicating a smaller proportionality between \( \varepsilon \) and \( k \). However, it is not possible to conclusively substantiate a different relationship between \( \varepsilon \) and \( k \), because our estimates of \( \varepsilon \) are based upon bulk ice–ocean boundary layer parameters instead of more direct estimates of \( \varepsilon \) near the water surface. While it is not possible to definitively evaluate the proportionality between \( k \) and \( \varepsilon \), it is interesting to compare the dynamic range in \( k \) produced by shear and convection in the IOBL, in comparison to estimates in other environments. The comparison indicates that gas exchange in the IOBL shows similar energetics as

![Fig. 7. Scaling between gas transfer velocity (k) and TKE dissipation (\( \varepsilon \))](image-url)

The coloured squares originate from Zappa et al. (2007), indicating estimates of gas transfer driven by rain, estuarine tidal processes and surf zone turbulence.
weak surf zone and estuarine turbulence, but is less vigorous than gas exchange driven by rain.

The estimates of $k$ during wind + current forcing were not included in Fig. 7, because we lack the information from literature or observations to convert measurements of the wind speed to estimates of $k$ at the ocean surface, which is a significant gap in our understanding of air–sea gas exchange in the IOBL. In another study of turbulence in an estuary (Zappa et al., 2007), the contribution of currents to the total turbulence budget became minimal as the wind speed exceeded 5 m s$^{-1}$. In these experiments, we found some evidence for enhanced gas exchange, at similar wind speeds, when wind and currents are both present. This mechanism of enhancement may be unique to the sea ice zone, where currents beneath the ice act to replenish the openings with gas-rich water that helps to maintain the air–sea concentration gradient and avoid having degassed water stagnate within the openings. Divergent flow between ice and water due to Ekman and buoyancy forcing is characteristic of the sea ice zone (Geiger and Drinkwater, 2005; Cole et al., 2014).

7. Summary and conclusions

During design of the GAPS experiment, considerable effort was made to hew close to the proven experimental techniques used in earlier gas exchange experiments [e.g. Jahne et al., (1979)] while coping with the limitations imposed by growing and maintaining ice cover in a laboratory setting. These trade-offs resulted in several acknowledged shortcomings, most importantly that the flow field is not uniform throughout the tank as it would be in an annular wind-wave tank, and it was not possible to measure water velocity everywhere in the tank. Despite these shortcomings, the rectangular geometry of the tank and the steady-state circulation leads to a stationary flow that is straight forward to model using computational fluid dynamics. This is demonstrated by the agreement between modelled velocity and the velocity measured by the tank ADP (Fig. 3, right panel).

Another shortcoming of such a tank experiment is the drag produced by the bottom and sides of the tank, which would not be present in the real IOBL. While the bottom boundary may have impacted the overall drag on the water column, there is not much evidence of curvature in the velocity profiles near 1 m in Fig. 2, as might be expected if a bottom boundary layer was strongly impacting the velocity profile. In contrast, both ice and wind had a demonstrable impact on the shape of the velocity profiles. It is also worth pointing out that enhancement of gas exchange is thought to occur by eddies that impinge on the viscous mass boundary layer at the air–sea interface. The viscous boundary layer is ca. 100 μm in thickness and directly adjacent to the air–sea interface, implying that eddies generated in the far field (sides and bottom) have much less impact than processes acting at the air–sea interface (i.e. sea ice drag, convection, and wind). The flow characteristics, including flow rate, position and location of the submersible pumps were designed to capture the range of current speeds that have been measured in the IOBL, and this can be observed by comparing with ITP-V data from the Arctic presented by Cole et al. (2014). The ice is stationary or drifting does not matter, as the important factor for generating shear is the relative difference between ice and water velocity.

Keeping in mind the inherent shortcomings of such a laboratory experiment, there are significant advantages to such studies, as they permit us to isolate, combine and control processes in order to compare and contrast the impact of each process.

The GAPS experiments have demonstrated that the rate of air–water gas transfer positively co-varies with current shear and buoyancy losses in the IOBL. These processes produced first-order gas transfer velocities in a laboratory setting and we can infer that they significantly altered boundary layer turbulence and the buoyancy budget within Test Basin. The impact of ice drift and buoyancy forcing may be even more important in the IOBL where fetch is reduced, and ice cover all but eliminates the impact that ocean swell, breaking waves and air-bubble injection have on the transfer velocity.

Although these experiments demonstrate the significant influence of current shear and buoyancy on the rate of air–sea gas transfer, the experiments yielded less conclusive results regarding the effect of wind and wind + current shear in the IOBL. When wind and currents acted in combination to produce aqueous turbulence, the resulting estimates of $k$ were enhanced if compared with the quadratic wind speed parameterisation that is most frequently used to estimate $k$. However, shortcomings in the experimental configuration precluded making reliable measurements from $k$ alone in reduced fetch conditions. We still know very little about how turbulence from wind is modulated by the presence of sea ice. High wind speeds are known to transfer momentum through the ice to the water column; however, it is unclear whether gas transfer velocity experiences a rapid non-linear increase as wind builds above 10 m s$^{-1}$. This study demonstrates that wind speed alone is not sufficient to predict the rate of air–sea gas exchange in the sea ice zone.
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