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Abstract
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1 Introduction

The Sachdev-Ye-Kitaev (SYK) model \cite{1, 2, 3, 4, 5} has recently emerged as a candidate for a 0+1 dimensional holographic model for black holes \cite{6}. SYK involves a disorder averaging, and for some purposes (especially for investigations on black hole unitarity), it might be useful to have theories that have the same large-$N$ structure as SYK, but do not need a disorder average. Tensor models which exhibit this feature have been constructed \cite{7, 8, 9, 10}, and these Holographic Tensor Models are the topic of this paper.

A specific example of a colored tensor model was recently explicitly diagonalized \cite{11} and used to demonstrate features of random matrices and chaos (as expected of black holes). It exhibited striking parallels with SYK \cite{12}, but also some differences. One difference was that the spectrum showed huge accidental degeneracies\footnote{By accidental degeneracy, we mean degeneracies that depended on the energy level. The overall $m$-fold degeneracies that could be directly understood in terms of the symmetries of the Hamiltonian are a simpler issue.} which did not exist in (a single sample of) SYK. The spectrum also was not as rigid as it was in SYK, and had gaps in it. The final qualitative difference was that the Hamiltonian had a discrete symmetry\footnote{More precisely, a pseudo-symmetry: there exists a unitary operator that anti-commutes with the Hamiltonian.} because of which the random matrix ensemble that controlled its chaos-like behavior was unlikely to be one of the Wigner-Dyson (GOE/GUE/GSE) ensembles. Instead it belonged to the so-called BDI class in the Andreev-Altland-Zirnbauer classification of random matrix ensembles.

In this paper we would like to understand the robustness/genericity of the above observations, which were limited to a single case in \cite{11}. It should be clear that the explicit diagonalization approach is not going to be of further mileage in colored models with larger $N$, because we were already at the limits of computability in \cite{11} as was already emphasized there. So we proceed simultaneously in two ways.

Firstly, we consider the simplest un-colored models (the cases $q = 4, d = 2$ and $q = 4, d = 3$ in \cite{9}) and numerically diagonalize them and explore their random-matrix like features repeating the approach of \cite{11}. The $q = 4, d = 2$ case turns out to be too small to exhibit any chaos/random matrix behavior\footnote{This is not surprising, this system is comparable to the $N = 8$ Majorana SYK case.}. But we find that all the features that we saw in \cite{11} have incarnations in the $q = 4, d = 3$ case as well. In particular, the density of states has a similar form, there is level repulsion, and the spectral form factor exhibits a dip-ramp-plateau structure (after a running time average). Even more strikingly, the large accidental degeneracies, the gaps in the spectrum and the lack of rigidity are still there\footnote{We emphasize however that these results are for relatively small $N$, so it is unclear if they persist as $N \to \infty$.}.
and so is the spectral mirror symmetry.

Secondly, since numerical diagonalization has no traction at generic \( n \), we analytically identify the discrete (pseudo-)symmetries of both the colored and uncolored tensor models for arbitrary \( n \). We find that they are again distinct from the Wigner-Dyson ensembles: in fact more classes beyond the BDI class of \([11]\) show up, and we identify them as a function of \( n \). We note the presence of a Bott-like periodicity in the symmetry class as a function of \( n \), which has some parallels to the one found in \([13]\) for SYK.

2 SYK vs (Un)colored Holographic Tensor Models

In this section, we will compare and contrast the three models—SYK model, (Gurau-Witten) colored tensor model and the uncolored tensor model. Note that we discuss only the salient features of these models and for more details, the reader is referred to the original papers.

Sachdev-Ye-Kitaev model is a 0+1-dimensional model of fermions in which the interaction terms involve an even number of fermions, typically four. The coupling constants are picked from a Gaussian distribution. While computing the correlators in the SYK model, we need to take an average over these random couplings. This disorder averaging\(^5\) is avoided in the tensor models, while retaining the large-\( N \) behavior of SYK.

To address the above issue, Witten proposed a model \([7]\) based on the work of Gurau on colored tensor models \([8]\). Gurau-Witten model is dependent on two independent integers—\( d \) and \( n \). The basic building blocks of the model are the fermionic tensors of the form \( \psi_{A}^{i_{1}i_{2}...i_{d}} \). The index \( A \) corresponds to color and runs from 0 to \( d \) whereas the indices \( (i_{1}...i_{d}) \) take the values from 1 to \( n \). Hence, the degrees of freedom i.e., the number of independent fermionic fields in this model is \( N = (d + 1)n^{d} \).

The interaction term in Gurau-Witten model consists of \( q = d + 1 \) fermions and the contractions of various tensorial indices are done following the prescription given in \([7]\). For every distinct pair \((A, B)\) belonging to \((0, ... d)\), we assign a symmetry group \( O(n) \) and hence the overall symmetry group\(^6\) of the theory is a direct product of all the \( O(n) \)'s leading us to

\[
G \sim [O(n)]^{d(d+1)/2}
\]

\(^{5}\)Disorder averaging cannot be avoided if one wants the large-\( N \) solvability of SYK.
\(^{6}\)To be precise, there is a quotient with respect to a discrete group. But this does not affect our discussions and hence we ignore it in the paper.
The interaction term one writes, should be an invariant\(^7\) under \(G\). To put it in an operationally convenient way, for any two distinct fermions \(\psi_A\) and \(\psi_B\), there should be exactly one tensorial index that is contracted. Further, since we take the interaction term containing \(q = d + 1\) fermions, it follows that each of the fermions has contractions with every other fermion in the interaction term.

One of the reasons to consider the above model is that the large \(N\) perturbation theory of Gurau-Witten model has a similar behaviour as that of SYK model. In particular, in both cases, the melonic diagrams dominate in the large \(N\) limit. Further, both the models are maximally chaotic i.e, they saturate the Maldacena-Shenker-Stanford bound \([14]\). Also, one of the major advantages of Gurau-Witten model is that gauging the symmetry group \(G\) would allow us to construct gauge singlets, which have a well-defined dual interpretation in the bulk. Gurau-Witten model, therefore, combines the properties of large \(N\) solvability and maximally chaotic nature of SYK model with a possibility of defining the bulk dual using the currently available technology. Hence, this model could serve as a prototype to study quantum black holes.

It was suggested by Klebanov and Tarnopolosky (based on \([10]\)) that one could construct a tensor model \([9]\) with a smaller symmetry group that still enjoys the salient features of Gurau-Witten model. This new model is an uncolored tensor model in the sense that we do not distinguish among the fermions and build the entire model using a single fermionic tensor \(\psi_{i_1i_2...i_d}\). We will still distinguish the tensorial indices though and as in the Gurau-Witten model, each \(i_m\) can take values from 1 to \(n\). So, the degrees of freedom in this model is \(N = n^d\).

The theory has \(G_u \sim [O(n)]^d\) symmetry coming from the transformation properties of \(i_m\)'s. The fermionic tensors \(\psi_{i_1i_2...i_d}\) transform under \(G_u\) as:

\[
\psi_{i_1i_2...i_d} \rightarrow G_u^{i_1j_1} G_u^{i_2j_2} ... G_u^{i_dj_d} \psi_{j_1j_2...j_d} \tag{2.2}
\]

The interaction term for the uncolored model needs to be an invariant under \(G_u\). Since the symmetry group is \([O(n)]^d\), we need to have at least \(d + 1\) fermions in the interaction term to form an invariant. Klebanov and Tarnopolosky have considered the interaction term involving \(d + 1\) fermions in their paper and we will follow that. As there are only \(d + 1\) fermions in the interaction term, there exists a contraction between any two distinct fermions, analogous to Gurau-Witten model.

The Gurau-Witten model was diagonalized explicitly in \([11]\), in the next section we will do the same thing for the uncolored model.

---

\(^7\)More precisely, we demand that for any given \(O(n)\), there are exactly two of the fermionic tensors that transform as vectors and rest of them would transform as scalars.
3 \ n = 3; \ d = 3 \text{ Uncolored Tensor Model}

The simplest interacting case of the uncolored model arises when we take \( n = 2 \) and \( d = 3 \), which leads to \( N = 8 \). As explained in [11], we can assign a gamma matrix of \( SO(N) \) to each of the \( N \) fermions \( \psi^{a_1 a_2 \ldots} \). Hence, the Hamiltonian in this case is a 16-dimensional matrix. Even though the number of eigenvalues are not high enough to demonstrate signs of quantum chaos, the eigenvalue spectrum has some interesting properties. The spectrum has a degeneracy of 14 at the mid-level energy. The other two levels are placed equidistantly on either side of the mid-point.

Now, we consider the next non-trivial case of \( n = 3 \) and \( d = 3 \) which gives rise to \( N = 27 \). Even though \( N = 27 \), we choose\(^9\) to work with gamma matrices of \( SO(28) \) instead of \( SO(27) \). Hence the Hamiltonian is a 16384-dimensional matrix. Following the rules of contractions given in the last section, we can write the Hamiltonian as\(^{10}\)

\[
H = \frac{J}{\sqrt{8}} \sum_{a_1,a_2,b_1,b_2,c_1,c_2} \psi^{a_1 b_1 c_1} \psi^{a_2 b_2 c_2} \psi^{a_2 b_1 c_2} \psi^{a_2 b_2 c_1} \tag{3.1}
\]

where each of the indices \((a_1, a_2, b_1, b_2, c_1, c_2)\) runs from 1 to 3. Also, we assign the gamma matrices of \( SO(28) \) to the fermions as follows:

\[
\psi^{i j k} = \gamma_p \tag{3.2}
\]

\[
p = 9(i - 1) + 3(j - 1) + k \tag{3.3}
\]

Note that only first 27 gamma matrices of \( SO(28) \) are present in the Hamiltonian. Also, we will not write the explicit form of Hamiltonian because it contains 729 terms. In fact, for a generic choice of \( n \) and \( d \), the Hamiltonian of both the colored and uncolored models consists of \( n^d(d+1)/2 \) terms.

Once we have the relation between gamma matrices\(^{11}\) and fermions, we can proceed to

\(^8\)The next case is too big for our computers, but fortunately we find that this case already exhibits features of chaos.

\(^9\)We work with \( SO(28) \) gamma matrices even though we could work with \( SO(27) \), because that is conventional in the condensed matter literature. The motivation for this seems to be that one can think of the Hilbert space as being generated perturbatively by (complex) creation and annihilation operators which are made from pairs of Majoranas. We observe that working with \( SO(27) \) instead of \( SO(28) \) leads to halving of degeneracy at all levels. It is worth noting that an odd number of Majorana fermions has a gravitational anomaly, even though this is not particularly important since we never couple our system to gravity.

\(^{10}\)In the rest of the paper, we set the parameter \( J = 1 \).

\(^{11}\)We refer the reader to the appendix regarding the details of our choice of representation for gamma matrices.
find the eigenvalues of the Hamiltonian \( (3.1) \). Before actually finding the eigenvalues, it is a good idea to get an understanding on how the matrix sparseness structure of Hamiltonian looks like. We plot this in figure 1. Comparing figure 1 with the matrix plot of \( n = 2; d = 3 \) Hamiltonian of Gurau-Witten model (see [11]), we see that the plot for uncolored model is denser \( ^{13} \). This can be attributed to the higher number of terms in the Hamiltonian in the present case.

Our goal is to perform the analysis (similar to [11]) of the eigenvalue spectrum of the above Hamiltonian \( (3.1) \) and to verify whether the uncolored model showcases the features of quantum chaos that are present in Gurau-Witten model.

### 3.1 Eigenvalue Spectrum

To start with, we give the details of the eigenvalues of the Hamiltonian \( (3.1) \). Upon diagonalizing the Hamiltonian numerically, we find that the spectrum has spectral mirror symmetry i.e., the spectrum is symmetric about the mid-level energy. To make the entire spectrum symmetric about \( E = 0 \), we shift the entire spectrum by a constant. To get an intuition on how the spectrum looks like, the density of states with respect to the energy levels is plotted in figure 2.

Further, we also plot the integrated density of states as a function of energy in figure 3. Upon a quick look at the figure, one can notice that the accidental degeneracies present in [11] make an appearance in the uncolored model too. We do not completely understand the origin or the significance of these accidental degeneracies. But, we note that there is a

---

\(^{12}\)Despite some of the gamma matrices having imaginary entries and the Hamiltonian containing 729 terms, the Hamiltonian \( (3.1) \) is both real and symmetric.

\(^{13}\)See appendix B for details.
Figure 2: The density of states vs the energy levels. The spectrum has spectral mirror symmetry i.e., the spectrum is symmetric around $E = 0$.

16-fold degeneracy associated to all the energy levels of the spectrum and we can explain this degeneracy by understanding the symmetries of the Hamiltonian. We will do this in section 4.

We note that after removing the degeneracies, there are only 34 eigenvalues left. This is a smaller number of independent eigenvalues than in [11], but we will find that the chaos/random matrix features we found there are fairly robustly reproduced here as well.

3.2 Spectral Form Factor

Spectral form factor (SFF) encodes information regarding the structure of eigenvalues of a system. In [12], Cotler et al compared the SFF computed using a random matrix chosen from one of the Dyson ensembles with that of SYK model and concluded that the running time average plot of SFF in both cases have a similar behaviour. In particular, both the plots have a dip, a ramp and a plateau. The late time plateau is related to level repulsion. It was shown in [11] that the SFF plot of simplest non-trivial case of Gurau-Witten model admits the dip-ramp-plateau behaviour (qualitatively) and hence suggests random matrix/chaos behaviour. We will show that this is also the case for the uncolored models. The physics of

---

\[14\] Gaussian Unitary Ensemble (GUE), to be precise.
Figure 3: The integrated density of states vs the energy levels

the dip-ramp-plateau structure is discussed in detail in [12], see also the introduction of [11] for a short overview.

Spectral form factor is defined to be

\[ F_\beta(t) = \left| \frac{Z(\beta, t)}{Z(\beta)} \right|^2 \]

where \( Z \) is the partition function and is defined to be

\[ Z(\beta, t) = \text{Tr} \left( e^{-(\beta + it)H} \right) \]

For the \( n = 3; d = 3 \) uncolored model, we have computed SFF for various values of \( \beta \). Then, for a couple of \( \beta \)'s, we have plotted the SFF after a sliding average with various window sizes (\( \Delta t \)) that are listed in the plots 4 and 5. We notice that the SFF plots in our case have similar qualitative features as that of SYK and Gurau-Witten model. The dip-ramp-plateau structure is distinct when the inverse temperature \( \beta \to 0 \) but gets more messy as we increase \( \beta \). We expect that this is due to the smallness of the \( N = 27 \) case and the associated low number (34) of eigenvalues present once we have removed the degeneracies. In any event, it is evident that the structure that was seen in [11] is present here as well.

### 3.3 Level Repulsion

One of the major signatures of quantum chaos is the presence of level repulsion in the level spacing plot. In classically integrable systems, the distribution of energy level spacings \( P(s) \) mimics a Poisson distribution (See [15], for example) and hence the peak of the distribution
Figure 4: SFF for $\beta = 0$ for various window sizes ($\Delta t$). Similar to SYK and Gurau-Witten models, there is a dip-ramp-plateau structure present here as well, suggesting a random matrix/chaotic behaviour.

Figure 5: SFF for $\beta = 0.05$ for various window sizes ($\Delta t$)
occurs as \( s \to 0 \). Equivalently, the spectrum of an integrable system predominantly includes levels that are closely separated. But, for a chaotic system, one observes a turn around near \( s \to 0 \) (see figure 8 in [11], for example) and the energy levels tend to separate away from each other. This phenomenon is called level repulsion.

To plot the level spacing distribution, we first remove the degeneracies among the eigenvalues and retain only the distinct energy levels. The non-degenerate spectrum is shown in figure 6. Then, the spectrum is unfolded\(^{15}\) following [16] and the level spacing distribution is plotted in figure 7 using the unfolded data. Even though we have only 34 eigenvalues after removing the degeneracies, the level repulsion is manifest in figure 7. This behaviour is similar to that of [11].

4 Discrete Symmetries of the Hamiltonian

As we have seen in the previous section, the eigenvalues of the Hamiltonian possess the following features:

- The eigenvalue spectrum has *spectral mirror symmetry* i.e., the spectrum is symmetric around the mid-level energy

\(^{15}\) The unfolded spectrum is usually given by a function of the original spectrum such that the mean level separation between various levels is unity. The unfolding process helps in smoothing out the inhomogeneities of the spectrum. See chapter 4 of [17] for more details.
Figure 7: Level spacing distribution for the unfolded spectrum. The vertical axis $P(s)$ has been scaled for convenience and this does not affect any of our discussions as we are mainly interested in turn around near $s \to 0$. This turn around suggests level repulsion.

- All the energy levels are at least 16-fold degenerate i.e., this 16-fold degeneracy can be understood by studying the symmetries of the Hamiltonian

This section is devoted to explaining the above features of the spectrum. In particular, we start by identifying an operator $S$ that anticommutes with the Hamiltonian to explain the spectral mirror symmetry. Then we move on to finding various symmetries of the Hamiltonian that are responsible for the 16-fold degeneracy.

### 4.1 Spectral Mirror Symmetry

To begin with, we remind ourselves that the Hamiltonian we are working with, is of the form

\[
H = \sum_{a_1,a_2} \sum_{b_1,b_2} \sum_{c_1,c_2} \psi^{a_1b_1c_1} \psi^{a_1b_2c_2} \psi^{a_2b_1c_2} \psi^{a_2b_2c_1}
\]  

(4.1)

with each of $\{a_1, a_2, b_1, b_2, c_1, c_2\}$ taking values from 1 to $n$ ($=3$ here). Each fermionic field is assigned with a gamma matrix as follows:

\[
\psi^{ijk} = \gamma^{9i+3j+k-12}
\]  

(4.2)

Once this assignment is done, it is straightforward to notice that, if any two gammas are the same, then the remaining two also should be equal to each other due to the contraction structure of the Hamiltonian. This observation implies that whenever one of the following conditions is met:
• \( a_1 = a_2; b_1 = b_2; c_1 \neq c_2 \)
• \( b_1 = b_2; c_1 = c_2; a_1 \neq a_2 \)
• \( c_1 = c_2; a_1 = a_2; b_1 \neq b_2 \)
• \( a_1 = a_2; b_1 = b_2; c_1 = c_2 \)

then the corresponding term in the Hamiltonian is an identity matrix. For a generic \( n \), the Hamiltonian consists of \( n^3(n-1)^2(n+2) \) such identity terms. Of the above conditions, the third condition gives an identity matrix with a negative sign and the rest of the conditions correspond to positive identity matrices. Thus, in the Hamiltonian, only \( n^4 \) of the total identity terms contribute and hence \( n^4 \) is the datum upon which the eigenvalues exhibit a mirror symmetry. Now, we separate out these identity terms in the Hamiltonian and define \( H' \) as follows:

\[
H' = H - n^4I \tag{4.3}
\]

As we explained earlier, if any two gammas are the same, then the other two are also equal to each other and thus leading to an identity matrix. But, by definition, \( H' \) is devoid of any such identity matrices. Hence, all the four gamma matrices present in each of the terms of \( H' \) are different from each other.

To explain the mirror symmetry, we need to find an operator \( S \) such that it satisfies:

\[
SH'S^{-1} = -H' \tag{4.4}
\]

It might seem a formidable task to find such an operator as there are \( \frac{n^3}{4}(n^3 - 3n + 2) = 135 \) different terms in \( H' \). To simplify things\(^{16}\) we demand that the effect of \( S \) is such that it exchanges the last two gamma matrices while keeping the first two fixed at their positions. This demand is satisfied, if \( S \) obeys the following condition\(^{17}\):

\[
S(\gamma^{3i+3j+k-12})S^{-1} = -\gamma^{9i+3k+j-12} \tag{4.5}
\]

In principle, it is a (non-trivial) reassignment\(^{18}\) of gamma matrices to the fermionic fields. This reassignment, equivalently, can be thought of as writing the Hamiltonian as:

\[
H_S = \sum_{a_1,a_2,b_1,b_2,c_1,c_2} \psi^{a_1c_1b_1} \psi^{a_1c_2b_2} \psi^{a_2c_2b_1} \psi^{a_2c_1b_2} \tag{4.6}
\]

\(^{16}\)We note that the operator \( S \) we construct here is not unique.

\(^{17}\)In principle, we could choose either sign for the action of \( S \) but in this subsection, we proceed with the negative sign.

\(^{18}\)Equivalently, it can be interpreted as a change of representation of gamma matrices.
with the gamma matrix assignments as in (4.2). By comparing the contraction structure of this Hamiltonian with that of (4.1), we see that the $H'$ parts of the two Hamiltonians differ in sign whereas the contributions from identity terms are same in both cases.

So, what is the operator $S$ explicitly? From the above condition (4.5), it is straightforward\(^\text{19}\) to write down the operator $S$ as:

\[
S = \left( \frac{1}{2^{9/2}} \right) \gamma_1(\gamma_2 + \gamma_4)(\gamma_3 + \gamma_7)\gamma_5(\gamma_6 + \gamma_8)\gamma_9\gamma_{10}(\gamma_{11} + \gamma_{13})(\gamma_{12} + \gamma_{16}) \\
\gamma_{14}(\gamma_{15} + \gamma_{17})\gamma_{18}\gamma_{19}(\gamma_{20} + \gamma_{22})(\gamma_{21} + \gamma_{25})\gamma_{23}(\gamma_{24} + \gamma_{26})\gamma_{27}
\]

(4.7)

We can readily check that $S$ is unitary and also that it squares to $-1$ i.e.,

\[
S^2 = -1
\]

(4.8)

Also, one can verify that

\[
S(n^4I + H')S^{-1} = n^4I - H'
\]

(4.9)

This condition suggests that one can start with two different assignments/representations of gamma matrices and obtain eigenvalues of the form $n^4 + E_i$ for one of the assignments and $n^4 - E_i$ for the other. But, we know that the assignment/representation of gamma matrices should not affect any physical results. Hence, we can conclude that the values $E_i$ should be symmetric around zero. Equivalently, the spectrum of this Hamiltonian should possess a spectral mirror symmetry around $n^4$ and indeed this is what we find numerically.

### 4.2 Degeneracies of the eigenvalue spectrum

We will explain the degeneracies of the spectrum by identifying various discrete symmetries. How many such operators are required? First of all, we checked numerically for small values of odd $N$ that SYK models exhibit a four fold degeneracy. This four-fold degeneracy was explained in terms of discrete symmetries in \[12\,13\]. Further, since the uncolored Hamiltonian has a 16-fold degeneracy, we need to find more discrete symmetry operators unique to uncolored models that commute with the Hamiltonian. From now on, we will specialize to the $N = 27$ case but the generalizations to higher $N$'s are straightforward and we will discuss them in the subsequent section. Our discussions in this sub-section are partially based on \[12\,13\].

We start by identifying the operators that commute with the Hamiltonian. Following \[13\], we define a fermion parity operator $P$ as:

\[
P = (-i)^{14}\gamma_1\gamma_2\cdots\gamma_{28}
\]

(4.10)

\(^{19}\)We provide a more general discussion of ‘$S$’ operator at the beginning of section 5.1.
Note that $P$ anticommutes with all the fermionic fields in the theory. Since all the fermions anticommute with $P$, it is easy to see that $P$ commutes with the Hamiltonian. For the case of odd $N$, we can also define an operator $Z$ as:

$$Z = (-i)\gamma_1\gamma_2 \ldots \gamma_{27} \quad (4.11)$$

The operator $Z$ anticommutes with $P$. Also, $Z$ commutes with all the fermions and hence it commutes with the Hamiltonian. We note that $Z$ is a symmetry that is unique to odd $N$ cases.

Next, we define a time-reversal operator $\mathcal{T}$ which is an anti-unitary operator and can be written as a product of a unitary operator $U_T$ and a complex conjugation operator $K$, which is anti-unitary. The explicit form of $\mathcal{T}$ in the current case is:

$$\mathcal{T} = -\gamma_2\gamma_4 \ldots \gamma_{28} K \quad (4.12)$$

We choose our conventions such that $K$ anticommutes with even gamma matrices and commutes with odd gamma matrices i.e.,

$$K\gamma_a K^{-1} = -(-1)^a \gamma_a \quad (4.13)$$

Upon using this property of $K$ along with the explicit form of $\mathcal{T}$, we find that the time reversal operator commutes with all the gamma matrices and hence we obtain the following:

$$[T, H] = 0 \quad (4.14)$$

$$[T, P] = 0 \quad (4.15)$$

$$\{T, Z\} = 0 \quad (4.16)$$

The anticommutation of time reversal operator and the operator $Z$ is because of the presence of “$i$” in the definition of $Z$. Further, we can compute the value of $\mathcal{T}^2$ to be $-1$ i.e.,

$$\mathcal{T}^2 = -1 \quad (4.17)$$

As both $S$ and $\mathcal{T}$ squares to $-1$, following [18, 19, 20], we conclude that the current Hamiltonian belongs to DIII symmetry class of Andreev-Altland-Zirnbauer 10-fold classification of random matrix ensembles.

The above discussion applies to all SYK-like models with odd $N$. Now, we specialize to the case of uncolored tensor models. We start by defining an operator $U$ as

$$U = \gamma_2\gamma_4\gamma_6 \ldots \gamma_{26} \quad (4.18)$$
From the definition, we can readily see the action of $U$ on gamma matrices as:

$$U\gamma_a U^{-1} = \gamma_a \quad \text{if } a \in \{2, 4, \ldots, 26\}$$

$$= -\gamma_a \quad \text{if } a \in \{1, 3, \ldots, 27, 28\}$$

(4.19)

As a result, we can show that this operator commutes with $Z$ and $T$ but it anticommutes with $P$. Further, we note that the operator $U$ commutes with the Hamiltonian (4.1). This is because every term in the Hamiltonian (4.1) includes only the gamma matrices from the set $\{\gamma_1, \ldots, \gamma_{27}\}$ and has an even number of even gamma matrices. This can be proved as follows. Without loss of generality, suppose that the first gamma matrix is an even one and the rest three of them are odd. The assumption of last three gamma matrix is an even one and the rest three of them are odd. The assumption of last three gamma matrix is an even one and the rest three of them are odd. The assumption of last three gamma matrix is an even one and the rest three of them are odd. The assumption of last three gamma matrix is an even one and the rest three of them are odd. The assumption of last three gamma matrix is an even one and the rest three of them are odd. The assumption of last three gamma matrix is an even one and the rest three of them are odd. The assumption of last three gamma matrix is an even one and the rest three of them are odd. The assumption of last three gamma matrix is an even one and the rest three of them are odd. The assumption of last three gamma matrix is an even one and the rest three of them are odd. The assumption of last three gamma matrix is an even one and the rest three of them are odd. The assumption of last three gamma matrix is an even one and the rest three of them are odd. The assumption of last three gamma matrix is an even one and the rest three of them are odd. The assumption of last three gamma matrix is an even one and the rest three of them are odd. The assumption of last three gamma matrix is an even one and the rest three of them are odd. The assumption of last three gamma matrix is an even one and the rest three of them are odd. The assumption of last three gamma matrix is an even one and the rest three of them are odd. The assumption of last three gamma matrix is an even one and the rest three of them are odd. The assumption of last three gamma matrix is an even one and the rest three of them are odd. The assumption of last three gamma matrix is an even one and the rest three of them are odd.

$$9a_1 + 3b_1 + c_1 + 18a_2 + 6b_2 + 2c_2$$

is an odd number. This further implies that the quantity $9a_1 + 3b_1 + c_1$ should be odd which is a contradiction to our initial assumption that the first gamma matrix is an even one. Hence, there exists no terms in the above Hamiltonian which has three odd gamma matrices and one even gamma matrix. A similar argument can be given to prove that there are no terms with one odd gamma matrix and three even gamma matrices. We also note that the operator $U$ is not a symmetry of the corresponding SYK Hamiltonian.

To explain the degeneracies we need to define two more operators. One of them is the fermion number operator $Q$ that is defined to be:

$$Q = \sum_{i=1}^{[\frac{N}{2}]} c_i^\dagger c_i$$

(4.20)

where $[x]$ denotes the smallest integer that is greater than or equal to $x$. The creation and annihilation operators are defined as:

$$c_a = \frac{1}{2} (\gamma_{2a-1} + i\gamma_{2a})$$

(4.21)

$$c_a^\dagger = \frac{1}{2} (\gamma_{2a-1} - i\gamma_{2a})$$

(4.22)

Although, it is straightforward to see that the Hamiltonian (4.1) does not conserve the fermion number $Q$, one can verify that the operator $(-1)^Q$ commutes with the Hamiltonian. Further, we can verify that $Q$ commutes with the operators $P$ and $Z$. But the time reversal operator does not commute with $Q$. Indeed, the action of $T$ on $Q$ is as follows:

$$TQ T^{-1} = [\frac{N}{2}] - Q$$

(4.23)

20 As an aside, we note that the complex conjugation operator $K$ and the operator $U_T$ also commute with the Hamiltonian for the reason mentioned in the rest of the paragraph.

21 By even and odd gamma matrices, we mean that the index $a$ in $\gamma_a$ is even and odd respectively.
The last set of conserved operators that we define here are (like $U$) unique to the un-colored tensor models and these operators do not commute with the corresponding SYK Hamiltonian. Before defining these operators explicitly, we notice that in the Hamiltonian (4.1), $a_1$ and $a_2$ fix the range of values that each of the expressions $9a_{1,2} + 3b_{1,2} + c_{1,2}$ can take. For instance, choosing $a_1 = 1$ implies that the first two gamma matrices must belong to the set $\{\gamma_1, \gamma_2 \ldots \gamma_9\}$. Extending this example, we can conclude that every term in the Hamiltonian has either zero, two or four gamma matrices belonging to $\{\gamma_1, \gamma_2 \ldots \gamma_9\}$ that is obtained by choosing $a_1, a_2 \neq 1$ or $a_1 = 1, a_2 = 1$ or $a_1 = a_2 = 1$ respectively. This statement can be extended to the gamma matrices belonging to the sets $\{\gamma_{10}, \gamma_{11} \ldots \gamma_{18}\}$ and $\{\gamma_{19}, \gamma_{20} \ldots \gamma_{27}\}$.

Thanks to the above observation, the operator $N_1$ defined as
\[ N_1 = \gamma_1 \gamma_2 \ldots \gamma_9 \] (4.24)
commutes with the Hamiltonian. This can be seen if we note that:
\[ N_1 \gamma_a N_1^{-1} = \gamma_a \quad \text{if} \quad 1 \leq a \leq 9 \]
\[ = -\gamma_a \quad \text{otherwise} \] (4.25)

The above observation implies that there will be an even number of negative signs in each of the terms in $N_1 H N_1^{-1}$ and hence the operator $N_1$ commutes with the Hamiltonian (4.1). Similarly, we can show that $N_2$ and $N_3$ commute with the Hamiltonian where:
\[ N_2 = \gamma_{10} \gamma_{11} \ldots \gamma_{18} \] (4.26)
\[ N_3 = \gamma_{19} \gamma_{20} \ldots \gamma_{27} \] (4.27)

Further, we can readily show the following relations:
\[ \{N_i, P\} = 0 \] (4.28)
\[ [N_i, Z] = 0 \] (4.29)
\[ [N_2, U] = 0 \] (4.30)
\[ \{N_{1,3}, U\} = 0 \] (4.31)
\[ [N_i, T] = 0 \] (4.32)
\[ [N_1 N_2, Q] = 0 \] (4.33)

Now that we have defined all the necessary operators, we go on to explain the degeneracies of eigenvalues of the Hamiltonian. To do so, we need to find a set of commuting operators

---

22We note that the similar arguments can be made about $(b_1, b_2)$ and $(c_1, c_2)$. 
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to characterize our eigenstates. We choose the following operators\(^{23}\) to define the eigenstate basis:

\[ H, (-1)^Q, P, N' = iN_1N_2 \]

and write our eigenstates\(^{24}\) as:

\[ |E, (-1)^q, p, n', \alpha \rangle \]

Let us start by explaining the degeneracies that are common to uncolored tensor models and the SYK model. Since the operator \( Z \) anticommutes with \( P \), we get:

\[ Z |E, (-1)^q, p, n', \alpha \rangle = |E, (-1)^q, -p, n', \alpha \rangle \]  

(4.34)

This gives us a two-fold degeneracy. Another two-fold degeneracy \(^{21}\) is obtained because we have \( T^2 = -1 \) and that \( T \) is an anti-unitary operator. These two features of \( T \) imply that for every state \( |E, (-1)^q, p, n', \alpha \rangle \), there exists a state \( T|E, (-1)^q, p, n', \alpha \rangle \) that is orthogonal to the original state (See chapter 2 of \(^{17}\) for example).

Now, we describe the four-fold degeneracy that is unique to the uncolored models. The action of the operator \( U \) on the eigenstate is given as:

\[ U|E, (-1)^q, p, n', \alpha \rangle = |E, (-1)^q+1, -p, -n', \alpha \rangle \]  

(4.35)

As \( U \) squares to unity, another two-fold degeneracy can be understood. The last set of two-fold degeneracies can be understood by noting that

\[ N_3 |E, (-1)^q, p, n', \alpha \rangle = |E, (-1)^{q+1}, -p, n', \alpha \rangle \]  

(4.36)

Since \( N_3^2 = 1 \), we have a two-fold degeneracy. Hence, we showed that our model has four independent two-fold degeneracies and thus the uncolored models for \( N = 27 \) has a sixteen fold degeneracy.

We note that the construction of symmetry operators presented here for uncolored models can be extended to Gurau-Witten model. Further, it can be shown that the various symmetry operators we find for the \( N = 32 \) case of Gurau-Witten model do not lead to any degeneracy. This is consistent with the findings in \(^{11}\).

\(^{23}\)We have included ‘\( i \)’ in the definition of \( N' \) to make it Hermitian.

\(^{24}\)We have added an extra label \( \alpha \) in the eigenstate to emphasize that there could be other quantum numbers which do not affect the discussion of degeneracy. Note that for this to happen, for a given energy, these quantum numbers must take unique values. An analogous phenomenon happens (for instance) in the case of SYK with \( N(\text{mod} \ 8) = 0 \), see \(^{12}\).
5 Random Matrix Ensembles

In this section, we will generalize the discussion of the spectral mirror symmetry and the time reversal symmetry to the case of arbitrary $n$ for $d = 3$ and thus identify the symmetry classes to which the Hamiltonian of uncolored model and Gurau-Witten model belong to. We will start our discussion with the uncolored models.

5.1 Ensembles of the uncolored tensor models

Our goal is to identify the $S$ and $T$ operators for these models. To begin with, we assign gamma matrices to fermionic fields (for an arbitrary $n$) as follows:

$$\psi^{ijk} = \gamma^{2n^2(i-1)+n(j-1)+k}$$  \hspace{1cm} (5.1)

As argued earlier, we can find a unitary operator $S$ under which the Hamiltonian (4.1) of the uncolored tensor models is odd. The unitary operator $S$ acts on the gamma matrices as follows:

$$S\left(\gamma^{n^2(i-1)+n(j-1)+k}\right)S^{-1} = \pm \gamma^{n^2(i-1)+n(k-1)+j}$$ \hspace{1cm} (5.2)

Operationally, the spectral mirror symmetry operator $S$ exchanges two gamma matrices if $j \neq k$ and does not effect any gamma matrix with $j = k$. Before proceeding to write down the explicit form of the operator $S$, we note that, for $a \neq b$, the operator $\frac{\gamma_a + \gamma_b}{\sqrt{2}}$ exchanges the two gamma matrices $\gamma_a$ and $\gamma_b$ i.e.,

$$\frac{1}{2}(\gamma_a + \gamma_b)\gamma_b(\gamma_a + \gamma_b) = \gamma_a$$ \hspace{1cm} (5.3)

$$\frac{1}{2}(\gamma_a + \gamma_b)\gamma_a(\gamma_a + \gamma_b) = \gamma_b$$ \hspace{1cm} (5.4)

Once we know an explicit operator that exchanges two gamma matrices, then we expect that the operator $S$ can be constructed by simply taking a product of all such operators. But, to pick the same sign for all gamma matrices under the action of $S$ in (5.2), we also need to include the gamma matrices corresponding to $j = k$ i.e., the operator $S$ can be written\(^25\) as:

$$S = \prod_{j=k} \gamma^{n^2(i-1)+n(j-1)+k} \prod_{j \neq k} \frac{1}{\sqrt{2}} \left(\gamma^{n^2(i-1)+n(j-1)+k} \pm \gamma^{n^2(i-1)+n(k-1)+j}\right)$$ \hspace{1cm} (5.5)

Noting that $i, j, k$ take values from 1 to $n$, we can see that there are $\frac{n^2(n+1)}{2}$ terms in the operator $S$.

\(^25\)Note that the ordering of various gammas does not affect our discussions. This is because a change in the ordering of gamma matrices in $S$ may (at most) lead to a change in its sign. This does not affect our results as both the relevant equations (5.2) and (5.6) are unaffected by a sign change.
To identify the symmetry class, we need to know the value of $S^2$. Since $S$ is made up of gamma matrices, the value of $S^2$ depends on the number of terms that are present in $S$. For a generic $n$, we can verify that

$$S^2 = (-1)^\frac{n^2(n^2-1)}{2}(n^2+2n+2)$$  \hfill (5.6)

Now, we move on to the time reversal symmetry. Following [13], we start by defining an operator $P$ as:

$$P = (-i\gamma_1\gamma_2)(-i\gamma_3\gamma_4)\ldots(-i\gamma_{N-1}\gamma_N) \quad \text{if } N \text{ is even}$$  \hfill (5.7)

$$P = (-i\gamma_1\gamma_2)(-i\gamma_3\gamma_4)\ldots(-i\gamma_N\gamma_{N+1}) \quad \text{if } N \text{ is odd}$$  \hfill (5.8)

where $N$ is the number of independent fermionic fields in the theory. If the number of fermionic fields $N$ is odd, note that we work with the gamma matrices of $SO(N+1)$ instead of that of $SO(N)$.

The time reversal operator $T$ is defined to be

$$T = P^{(N+2)/2}\gamma_1\gamma_3\ldots\gamma_{N-1}\mathcal{K} \quad \text{if } N \text{ is even}$$

$$T = P^{(N+3)/2}\gamma_1\gamma_3\ldots\gamma_N\mathcal{K} \quad \text{if } N \text{ is odd}$$  \hfill (5.9)

where $\mathcal{K}$ is the complex conjugation operator which acts on the gamma matrices as follows:

$$\mathcal{K}\gamma_a\mathcal{K}^{-1} = -(−1)^a\gamma_a$$  \hfill (5.10)

In the present case of uncolored model with $d = 3$, we have $N = n^3$. From the explicit form of the time reversal operator [5.9], it is easy to compute $T^2$ and the results are summarized in the table [1]. The table also includes the symmetry classes of uncolored tensor model Hamiltonians that can be classified [26] using the values of $S^2$ and $T^2$. See appendix [D] for details on the Andreev-Altland-Zirnbauer symmetry classification based on $S^2$ and $T^2$.

Note that we can in principle choose the anti-unitary operator $\mathcal{K}$ to be our time reversal operator.

One major difference between $T$ and $\mathcal{K}$ is that the operator $T$ exchanges [13] the creation and annihilation operators i.e.,

$$Tc_iT^{-1} = c_i^\dagger$$

$$Tc_i^\dagger T^{-1} = c_i$$

But the complex conjugation operator $\mathcal{K}$ does not enjoy this property. Hence we believe that the operator $T$ is more suited to be a time reversal operator as compared to $\mathcal{K}$.
Table 1: Symmetry classes of uncolored Hamiltonians for varying $n$ and for $d = 3$

| $n \pmod{8}$ | 0  | 1  | 2  | 3  | 4  | 5  | 6  | 7  |
|-------------|----|----|----|----|----|----|----|----|
| $S^2$       | 1  | 1  | -1 | -1 | 1  | -1 | -1 | 1  |
| $T^2$       | 1  | 1  | 1  | -1 | 1  | -1 | 1  | 1  |
| Class       | BDI | BDI | CI | DIII | BDI | DIII | CI | BDI |

5.2 Symmetry Classes of Gurau-Witten

A similar analysis can also be performed for the Gurau-Witten model for generic values of $n$ and $d$. In particular, in this section, we wish to identify the symmetry classes of Gurau-Witten Hamiltonian for an arbitrary $d$ and $n$ by computing the values of $S^2$ and $T^2$. We start by writing down the Gurau-Witten Hamiltonian \[ H = i^{q/2} \psi_0 \psi_1 \ldots \psi_d \] (5.11)

where $q = d + 1$ and each $\psi_n$ has $d$ tensor indices that take values from 1 to $n$. The gamma matrices corresponding to various fermionic fields are of $SO(qn^d)$ and are given by:

\[
\psi_{a_1 \ldots a_d}^0 = \gamma^{n^d-1}(a_1-1) + n^{d-2}(a_2-1) + \ldots + a_d \\
\psi_{a_1 \ldots a_d}^1 = \gamma^{n^d-1}(a_1-1) + n^{d-2}(a_2-1) + \ldots + a_d + n^d \\
\vdots \\
\psi_{a_1 \ldots a_d}^d = \gamma^{n^d-1}(a_1-1) + n^{d-2}(a_2-1) + \ldots + a_d + dn^d
\] (5.12)

Now that we have written various fermionic fields as gamma matrices, we are ready to explicitly construct the spectral mirror symmetry operator $S$ and the time reversal operator $T$.

Let us start with spectral mirror symmetry. Following [11], it is easy to see that the product of first $n^d$ gamma matrices anticommute with the Hamiltonian i.e.,

\[ S H S^{-1} = -H \] (5.13)

\[ S = \gamma_1 \gamma_2 \ldots \gamma_{n^d} \] (5.14)

Note that the operator $S$ is unitary. From the above expression for $S$, we can compute $S^2$ to be:

\[ S^2 = (-1)^{\frac{qd}{2}(n^d-1)} \] (5.15)

Now, we move on to the time reversal symmetry. Note that the integer $d$ is always odd in the Gurau-Witten model and hence the number of independent fermionic fields $N = qn^d$ is
always even and hence the time reversal operator \((5.9)\) for the Gurau-Witten model is given by
\[
\mathcal{T} = P^{(N+2)\gamma_1\gamma_3 \cdots \gamma_{N-1}}K \tag{5.16}
\]
where \(N = qn^d\) and \(K\) is the complex conjugation operator and the operator \(P\) is defined in \((5.7)\). First of all, we note that whenever \(q^2\) is odd, there is an explicit ‘i’ in \((5.11)\) and thus the Gurau-Witten Hamiltonian is not\(^{27}\) time-reversal symmetric if \(q^2\) is odd. Since the time reversal operator does not exist and since the spectral symmetry operator is unitary, following \([18, 20]\), we conclude that whenever \(q^2\) is odd, the Gurau-Witten Hamiltonian belongs to the AIII symmetry class.

\^[27\]A similar argument can also be made regarding the Hamiltonian of SYK model. See \([3]\) for instance.

For \(q^2\) even, we can compute \(\mathcal{T}^2\) as
\[
\mathcal{T}^2 = (-1)^{\frac{N}{2}(N-2)} \tag{5.17}
\]
where \(N = qn^d\). Since \(q^2\) is even, we write \(q = 4m\) and thus \(N\) is of the form \(N = (4m)n^d\). For an even \(m\), the above expression implies that \(\mathcal{T}^2 = 1\). For odd \(m\), the value of \(\mathcal{T}^2\) indeed depends on the value of \(n^d\). The values of \(\mathcal{T}^2\) and \(S^2\) and the symmetry classes of Hamiltonians of Gurau-Witten model for arbitrary \(n\) and for even \(q^2\) are summarized in tables \([2]\) and \([3]\).

This completes our discussion of symmetry classes of the random matrix ensembles of the various tensor models. This should be compared to \([13]\) for SYK.
6 Conclusions

This paper had two goals.

The first goal was to test the robustness of the salient features that were seen in the spectrum of the colored Gurau-Witten tensor model. We expected to see chaos/random matrix signatures here as well, but we were less sure about the other features, like spectral mirror symmetry, accidental degeneracies, etc. that existed in the spectrum of Gurau-Witten. But we found that the qualitative features of both models are essentially identical. We further explained the degeneracies and spectral mirror symmetry in terms of the symmetries of the Hamiltonian, explicitly.

Our second goal in the paper was to present a classification of the random matrix ensembles that control the behavior of these colored and uncolored tensor models. A similar analysis for the SYK model (again with \( q = 4 \)) was done in \cite{13} and they found that the random matrix behavior was controlled by the three Wigner-Dyson ensembles, with a Bott periodicity in the size of the fermion. Here on the other we found a more intricate structure controlled by the discrete (pseudo-)symmetries, and that the random matrices belong to the Andreev-Altland-Zirnbauer symmetry classes. The structure is different for the uncolored and colored models, but there is a version of Bott periodicity captured as \( n \) changes in both cases.

After analysing \( n = 3; d = 3 \) case, the next thing one would want to try is to analyse the \( n = 2; d = 5 \) or \( n = 4; d = 3 \) case. The former case is not explicitly discussed in \cite{9}, so we will not discuss in detail. We will just mention that in the case of \( n = 2; d = 5 \), even though the dimensionality of gamma matrices is (barely) tractable with our computing powers, the number of terms in the Hamiltonian is \( 2^{15} = 32768 \) and each term is a product of six gamma matrices. Since each of these terms is expected to be sparse in a different way, the final Hamiltonian is likely to be a dense\(^{28}\) matrix.

For the case of \( n = 4; d = 3 \), the gamma matrices that we need to work with belongs to \( SO(64) \). The size of the Hamiltonian is likely too large to implement on standard computers, so we will not address it. The Hamiltonian contains 4096 terms.

For reasons to be elucidated elsewhere, we suspect that the \( q \to \infty \) limit of these models to be the most relevant for quantum gravity. It will also be very interesting to consider the singlet sector of our discussion for holographic purposes: we have ignored this in this paper, but we hope to come back to this question in the future.

\(^{28}\) See appendix B for details.
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A Representation of Gamma matrices

In this appendix, we construct the representations of Clifford algebra starting with 2-dimensional Pauli matrices ($\sigma_i$). For $m = [d/2]$ with $d$ being the dimension of the representation, we have (there are $m$ tensor products in each line below):

\begin{align*}
\gamma_1 &= \sigma_1 \otimes 1 \otimes \ldots \otimes 1 \\
\gamma_2 &= \sigma_2 \otimes 1 \otimes \ldots \otimes 1 \\
\gamma_3 &= \sigma_3 \otimes \sigma_1 \otimes 1 \otimes \ldots \otimes 1 \\
\gamma_4 &= \sigma_3 \otimes \sigma_2 \otimes 1 \otimes \ldots \otimes 1 \\
&\vdots \\
\gamma_{2m-3} &= \sigma_3 \otimes \sigma_3 \ldots \otimes \sigma_3 \otimes \sigma_1 \otimes 1 \\
\gamma_{2m-2} &= \sigma_3 \otimes \sigma_3 \ldots \otimes \sigma_3 \otimes \sigma_2 \otimes 1 \\
\gamma_{2m-1} &= \sigma_3 \otimes \sigma_3 \ldots \otimes \sigma_3 \otimes \sigma_3 \otimes \sigma_1 \\
\gamma_{2m} &= \sigma_3 \otimes \sigma_3 \ldots \otimes \sigma_3 \otimes \sigma_3 \otimes \sigma_2 \\
\gamma_{2m+1} &= \sigma_3 \otimes \sigma_3 \ldots \otimes \sigma_3
\end{align*}

In this paper, we encountered gamma matrices of dimension $d = 28$ and thus $m = 14$.

B Sparsity of a matrix

We define sparsity of a matrix to be

\[ \text{sparsity} = \frac{\text{Number of zero elements in the matrix}}{\text{Total number of elements in the matrix}} \]  

The density of a matrix, then, is given by:

\[ \text{density} = 1 - \text{sparsity} \]
For the case of \( n = 3; d = 3 \) uncolored model, the density is \( \sim 0.004 \) as compared to the density of \( \sim 0.0005 \) in the \( N = 32 \) Gurau-Witten model considered in [11] and hence our Hamiltonian is around ten times denser. This higher density can be attributed to the more number of terms\(^{29}\) in our Hamiltonian as compared to [11].

We found “experimentally" that a useful way to bound the density without explicit knowledge of the Hamiltonian is to take the ratio of the number of terms in the Hamiltonian with its dimensionality (length of row or column). For the Gurau-Witten case, we found that this is a useful and tight bound, but for the Uncolored Models the bound is too lose. We suspect this is because of the identity piece that shows up in the Hamiltonian in this case.

### C Other Symmetries

Following the construction of spectral mirror symmetry operator \( S \), we can construct another operator \( S' \) such that

\[
S' \gamma^{9i+3j+k-12} S'^{-1} = \gamma^{9j+3i+k-12} \tag{C.1}
\]

The action of operator \( S' \) on the Hamiltonian (4.1) is given by

\[
H_{S'} = S' H S'^{-1} = \sum_{a_1,a_2} \sum_{b_1,b_2} \sum_{c_1,c_2} \psi_{b_1,a_1}^* \psi_{b_2,a_2} \psi_{b_1,a_2}^* \psi_{b_2,a_1} \tag{C.2}
\]

Note that the operator \( S' \) is unitary. Rearranging the \( \psi^{ijk} \)'s, it is easy to see that \( H_{S'} = -H \) i.e., the operator \( S' \) anticommutes with the Hamiltonian. So, the operator \( S S' \) is a symmetry of the \( n = 3; d = 3 \) Hamiltonian. Even though this is a symmetry of the Hamiltonian, we note that the action of \( S S' \) on the eigenstates does not lead to any degeneracy. This can be seen if we note that \( S S' \) is unitary and not Hermitian i.e., it is not an observable. Hence, \( S S' \) acting on the eigenstates \( |E, (-1)^q, p, n', \alpha \rangle \) just corresponds to rotation\(^{30}\) of the eigenstates and thus the operator \( S S' \) does not lead to a degeneracy.

### D Andreev-Altland-Zirnbauer Classification

In this appendix, we give a brief overview of the Andreev-Altland-Zirnbauer ten-fold classification based on [13, 20]. This classification is an extension of the Wigner-Dyson three-fold classification and is based on the unitarity properties of \( S \) and also on the values

\(^{29}\)729 in our case vs 64 in Gurau-Witten.

\(^{30}\)We thank Avinash Raju for discussions on this point.
of $T^2$ and $S^2$. Here, $T$ is an anti-unitary operator corresponding to time reversal and $S$ is the spectral mirror symmetry operator.

Spectral mirror symmetry implies that whenever a Hamiltonian has an eigenvalue $E_0 + E$, then $E_0 - E$ is also a part of the spectrum. Here $E_0$ is the mid-level energy. This implies that the operator $S$ anti-commutes with the Hamiltonian i.e.,

$$\{H, S\} = 0.$$ (D.1)

Let us start with the cases where the Hamiltonian has spectral mirror symmetry but does not have time reversal symmetry. In these cases, whenever $S$ is unitary, we can always choose $S^2 = 1$. But, if $S$ is anti-unitary then we have two different ensembles corresponding to $S^2 = +1$ and $S^2 = -1$. The three different ensembles that a Hamiltonian that is not invariant under time reversal symmetry can belong to, are:

- $S$: Unitary; $S^2 = +1$: AIII
- $S$: Anti-Unitary; $S^2 = +1$: BD
- $S$: Anti-Unitary; $S^2 = -1$: C

Now, we move on to cases where the Hamiltonian is symmetric under both $T$ and $S$. Note that we also need that $T$ and $S$ commute with each other. This leads to four ensembles corresponding to four possibilities among $S^2 = \pm 1$ and $T^2 = \pm 1$ which can be summarized as follows:

- $T^2 = +1; \ S^2 = +1$: BDI
- $T^2 = -1; \ S^2 = +1$: CII
- $T^2 = +1; \ S^2 = -1$: CI
- $T^2 = -1; \ S^2 = -1$: DIII

If the Hamiltonian has no spectral mirror symmetry but is invariant under time reversal, then it belongs to the Wigner-Dyson ensembles depending on the values of $T^2$ and are given as:

- $T^2 = +1$: AII (also called Gaussian Orthogonal Ensemble(GOE))
- $T^2 = -1$: AII (also called Gaussian Symplectic Ensemble(GSE))

When the Hamiltonian does not have either spectral mirror symmetry or time reversal symmetry, it belongs to the symmetry class $A$ (also called Gaussian Unitary Ensemble(GUE)) of the Wigner-Dyson three-fold classification.
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