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Abstract

The usual Hartree-Fock approximation to the Hubbard model is based on eigenstates of the electron number operator. But this formulation is not unique. A different (and inequivalent) version, formulated in terms of Nambu two-component spinors, is based on eigenstates of the difference between the numbers of spin up and spin down electrons, with electron density dependent on parameters $U, t, t'$ and chemical potential $\mu$. The advantage of this formulation is that electron pairing condensates can be directly computed. We show that in the ground states away from half-filling, obtained in this “Nambu” Hartree-Fock approximation, a discrete rotation symmetry is spontaneously broken, and the condensates exhibit the expected d-wave form in momentum space. We also show that the Mott insulator electron configuration is obtained in this formulation at large $U/t$ and half-filling, and roughly locate the boundary, in the hole doping—$U/t$ plane, between a region of local antiferromagnetism and stripe/domain formation, and the region of d-wave condensation.
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1. Introduction

The application of the Hartree-Fock method to the Hubbard model in two and three space dimensions has a long history, dating back to 1985 \cite{1} (or even earlier \cite{2}), and a sample of later work is found in \cite{3, 4, 5, 6, 7, 8, 9, 10, 11, 12}. The strengths and limitations of this method are well known, and are described in a number of reviews \cite{13, 14, 15, 16, 17}. Briefly, the main successes are, first, an understanding of the emergence of ferromagnetism in the context of the Hubbard model, which goes back to the very early work of \cite{1}, and the relation to the Stoner criterion. Second is the prediction of stripes in certain parameter ranges \cite{3, 4}, a feature later observed experimentally. There are, however, many shortcomings related to the neglect, in the mean-field approach, of electron correlations. For one thing, predictions of transition temperatures and critical exponents are often wildly inaccurate \cite{14}, and we will have nothing to say about that here. But there is another serious deficiency of the Hartree-Fock approach that we will address in this article. This is the difficulty in computing a pairing condensate, particularly the d-wave condensate associated with cuprate superconductivity. Since the Hubbard model is considered to be a candidate for understanding cuprate superconductivity, that is a very serious shortcoming of the Hartree-Fock approach.
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In this article we will reformulate the Hubbard model in terms of Nambu two-component spinors, and apply the Hartree-Fock technique to the two-dimensional Hubbard Hamiltonian in this formulation. The advantage, as we show here, is that the emergence of d-wave condensation is natural and even, at \( U = 0 \), rather trivial. Obviously, in any formulation, the Hartree-Fock method is still only an approximation. But within that approximation, and with appropriate caveats, we are able to study the emergence of d-wave condensation in terms of the parameters of the Hamiltonian and the associated electron density, up to large values of \( U/t \). We also find a Mott insulator configuration at large \( U/t \) and half-filling, i.e. localized electrons in which all nearest neighbors of an electron of spin up (down) are electrons of spin down (up), along with a band gap. We will see that this configuration is obtained, in the Nambu Hartree-Fock formulation, in an unexpected way.

In section 2 we reformulate the Hubbard model in Nambu spinor variables and from there derive the corresponding Hartree-Fock Hamiltonian. This section also contains details about our iterative procedure for finding the ground state of this Hamiltonian. In section 3 the model is solved analytically at \( U = 0 \) and half-filling, where we see a pairing condensate emerge rather trivially, and also solved numerically at \( U = 0 \) away from half-filling. Section 4 presents some results at small non-zero \( U/t \), including the emergence of a d-wave condensate associated with spontaneous symmetry breaking. We also display stripe (or domain) patterns at moderate \( U/t \). In section 5 we present our results for the electron configuration at large \( U/t \) and half-filling, which turns out to be the Mott insulator configuration, and discuss in some detail the anti-correlation of local antiferromagnetism and d-wave condensation, along with a rough plot of the boundary between these two regions. In section 6 we compare the energy expectation value of the full Hubbard Hamiltonian in ground states obtained by the standard and Nambu Hartree-Fock approaches, at various \( U,t' \) values. All computations in this article are carried out at zero temperature. Conclusions are in section 7.

2. Hartree-Fock in Nambu spinor variables

We begin with the Hubbard model Hamiltonian

\[
H = -t \sum_{<xy>} \left( c_\downarrow^\dagger(x,\uparrow)c(y,\uparrow) + c_\uparrow^\dagger(x,\downarrow)c(y,\downarrow) \right) - t' \sum_{[xy]} \left( c_\uparrow^\dagger(x,\uparrow)c(y,\uparrow) + c_\downarrow^\dagger(x,\downarrow)c(y,\downarrow) \right) + U \sum_x c_\uparrow^\dagger(x,\uparrow)c_\downarrow^\dagger(x,\downarrow)c_\downarrow(x,\downarrow)c_\uparrow(x,\uparrow) - \mu \sum_x \left( c^\dagger_\uparrow(x,\uparrow)c_\downarrow(x,\downarrow) + c^\dagger_\downarrow(x,\downarrow)c_\uparrow(x,\uparrow) \right),
\]

(1)

where \(<xy>\) and \([xy]\) denote nearest and next-nearest neighbors respectively. The essence of the Hartree-Fock approximation is to replace this operator with an operator \( H_{\text{eff}} \) which is only quadratic in electron operators \( c, c^\dagger \). Let \(|\Omega\rangle\) be a state (usually the ground state) of interest. If we strip away two fermionic operators from \( H_{\text{eff}} \) and \( H \) (by the double commutators below), then \( H_{\text{eff}} \) goes to a constant while the reduced \( H \) is still quadratic in fermion operators. The best one can do is to require that the constant is equal to the expectation value of the reduced \( H \) in the state of interest. More precisely, we define \( H_{\text{eff}} \) from the requirement that, for all \( x,s \) and \( x',s' \),

\[
\{ c^\dagger(x,s), [H_{\text{eff}}, c(x',s')] \} = \langle \Omega | \{ c^\dagger(x,s), [H, c(x',s')] \} | \Omega \rangle
\]
\[
\{ c^\dagger(x,s), [H_{\text{eff}}, c^\dagger(x',s')] \} = \langle \Omega | \{ c^\dagger(x,s), [H, c^\dagger(x',s')] \} | \Omega \rangle
\]
\[
\{ c(x,s), [H_{\text{eff}}, c(x',s')] \} = \langle \Omega | \{ c(x,s), [H, c(x',s')] \} | \Omega \rangle
\]

(2)
where [...] represent commutators and anticommutators respectively. Defined in this way, $H_{eff}$ of course depends on $|\Omega\rangle$ (and vice-versa). The result is

$$
H_{eff}(\Omega) = -t \sum_{<xy>} (c^\dagger(x,\uparrow)c(y,\uparrow) + c^\dagger(x,\downarrow)c(y,\downarrow)) - t' \sum_{[xy]} (c^\dagger(x,\uparrow)c(y,\uparrow) + c^\dagger(x,\downarrow)c(y,\downarrow)) \\
- \mu \sum_x (c^\dagger(x,\uparrow)c(x,\uparrow) + c^\dagger(x,\downarrow)c(x,\downarrow))
$$

$$
+ U \sum_x \left\{ \langle \Omega|c^\dagger(x,\uparrow)c(x,\uparrow)|\Omega\rangle c^\dagger(x,\downarrow)c(x,\downarrow) + \langle \Omega|c^\dagger(x,\downarrow)c(x,\downarrow)|\Omega\rangle c^\dagger(x,\uparrow)c(x,\uparrow) \\
- \langle \Omega|c^\dagger(x,\uparrow)c(x,\uparrow)|\Omega\rangle c^\dagger(x,\downarrow)c(x,\downarrow) - \langle \Omega|c^\dagger(x,\downarrow)c(x,\downarrow)|\Omega\rangle c^\dagger(x,\uparrow)c(x,\uparrow) \\
- \langle \Omega|c^\dagger(x,\uparrow)c(x,\uparrow)|\Omega\rangle c(x,\downarrow) - \langle \Omega|c(x,\uparrow)c(x,\downarrow)|\Omega\rangle c^\dagger(x,\uparrow)c^\dagger(x,\downarrow) \right\}
$$

$$
= K - \mu \tilde{N} + H_{direct} + H_{ex} + \text{electron number changing terms}.
$$

(3)

One could also add a constant so that $\langle \Omega|H_{eff}|\Omega\rangle = \langle \Omega|H|\Omega\rangle$, but this will not be important for what follows. If we restrict our attention to states $|\Omega\rangle$ which are eigenstates of total electron number

$$
\tilde{N} = \tilde{N}_\uparrow + \tilde{N}_\downarrow = \sum_x (c^\dagger(x,\uparrow)c(x,\uparrow) + c^\dagger(x,\downarrow)c(x,\downarrow)),
$$

(4)

then it is obvious that such states cannot be eigenstates of $H_{eff}$. In the usual approach one simply drops (or ignores) the electron number-changing terms, and then $H_{eff}(\Omega)|\Omega\rangle = E|\Omega\rangle$ becomes a self-consistency condition, where

$$
|\Omega\rangle = \prod_{i=1}^M \left( \sum_{x_i,s_i} \phi_i(x_i,s_i)c^\dagger(x_i,s_i) \right) |0\rangle
$$

(5)

is also an eigenstate of particle number. The procedure for finding numerically the one-particle wave functions $\phi_i(x,s)$ has been described by many authors, e.g. [3, 4, 5, 6, 7, 8, 9, 10, 11, 16, 17, 12], and most recently by us in [18]. This is the standard Hartree-Fock treatment of the Hubbard model.

On the other hand there is nothing sacred about eigenstates of particle number, and in this article we consider re-expressing the Hubbard Hamiltonian in terms of Nambu spinors

$$
\psi(x) = \begin{bmatrix} c(x,\uparrow) \\ c^\dagger(x,\downarrow) \end{bmatrix}, \quad \psi^\dagger(x) = [c^\dagger(x,\uparrow), c(x,\downarrow)],
$$

(6)
and the Hubbard Hamiltonian is

\[ H = -t \sum_{<xy>} \{ \psi_1^+(x) \psi_1(y) - \psi_2^+(x) \psi_2(y) \} - t' \sum_{[xy]} \{ \psi_1^+(x) \psi_1(y) - \psi_2^+(x) \psi_2(y) \} + U \sum_x \psi_1^+(x) \psi_1(x) - U \sum_x \psi_2^+(x) \psi_2(x) - \mu \sum_x \{ \psi_1^+(x) \psi_1(x) + 1 - \psi_2^+(x) \psi_2(x) \}, \tag{7} \]

where \( \psi_1, \psi_2 \) are the upper and lower components, respectively, of the Nambu spinor \( \psi \). The effective action, quadratic in the fermion operators, is obtained by either the double commutator approach of eq. (2) (replacing \( c, c^\dagger \) by \( \psi, \psi^\dagger \)), or by simply rewriting (3) in terms of Nambu spinors. Either way, dropping irrelevant constants, we find

\[ H_{\text{eff}}(\Omega) = -t \sum_{<xy>} \{ \psi_1^+(x) \psi_1(y) - \psi_2^+(x) \psi_2(y) \} - t' \sum_{[xy]} \{ \psi_1^+(x) \psi_1(y) - \psi_2^+(x) \psi_2(y) \} - \mu \sum_x \{ \psi_1^+(x) \psi_1(x) + 1 - \psi_2^+(x) \psi_2(x) \} + \left\{ \psi_1^+(x) \psi_1(x) - \langle \Omega | \psi_2^+ \psi_2 | \Omega \rangle \psi_1^+ \psi_1 - \langle \Omega | \psi_1^+ \psi_1 | \Omega \rangle \psi_2^+ \psi_2 - \langle \Omega | \psi_2^+ \psi_2 | \Omega \rangle \psi_1^+ \psi_1 + \langle \Omega | \psi_1^+ \psi_1 | \Omega \rangle \psi_2^+ \psi_2 \right\}. \tag{8} \]

This time we will restrict our attention to eigenstates of the \( \psi \) number operator on a periodic \( L \times L \) lattice,

\[ N_\psi = \sum_x (\psi_1^+(x) \psi_1(x) + \psi_2^+(x) \psi_2(x)) = \sum_x (c^\dagger(x, \uparrow)c(x, \uparrow) - c^\dagger(x, \downarrow)c(x, \downarrow) + 1) = N_\uparrow - N_\downarrow + L^2, \tag{9} \]

and this means that we drop terms proportional to \( \psi \psi^\dagger \) and \( \psi^\dagger \psi^\dagger \), and compute eigenstates of the resulting \( H_{\text{eff}} \) of the form

\[ |\Omega\rangle = \prod_{i=1}^M \left( \sum_{x_i, \alpha_i} \phi_i(x_i, \alpha_i) \psi_\alpha^\dagger(x_i) \right) |0\rangle, \tag{10} \]

where now the Fock vacuum is defined by \( \psi_\alpha(x)|0\rangle = 0 \), and \( M \) is an eigenvalue of \( N_\psi \). In the multi-particle state \( |\Omega\rangle \) the one-particle states 1 to \( M \) are occupied, and states \( M + 1 \) to \( 2L^2 \) are unoccupied. Note that the Fock vacuum is not equivalent to the \( |0\rangle \) state in (5).

The state \( |\Omega\rangle \) defined in (10) is obviously an eigenstate of \( N_\psi \) with eigenvalue \( M \), which means it is an eigenstate of the difference \( N_\uparrow - N_\downarrow \). In this article we will restrict our computations to the states with \( N_\uparrow = N_\downarrow \) which means that we consider only states with \( M = L^2 \), each of which will have
a different electron density $\langle \Omega | (N_{\uparrow} + N_{\downarrow}) | \Omega \rangle$. This density can be adjusted by varying the chemical potential. Even restricting to equal numbers of up and down spin electrons, the local magnetization may be antiferromagnetic, ferromagnetic, or negligible, see section 4 below.

In the numerical calculations, $t' = 0$ unless otherwise indicated.

The operators $H_{\text{eff}}$ in eqs. (5) and (8) are identical up to constants, and in the standard approach one drops the electron number-changing terms proportional to $cc$ and $c^{\dagger}c^{\dagger}$. In the Nambu spinor approach we propose to drop instead the terms proportional to $\psi \psi$ and $\psi^{\dagger} \psi^{\dagger}$. After dropping those terms, the truncated $H_{\text{eff}}$ operators in the standard and Nambu spinor formulations are simply different. In effect we are trading the exchange terms, which are kept in the standard approach, for the electron number-changing terms, which are kept in this Nambu spinor approach. Either truncation amounts to an approximation on top of an approximation. Let $|\Omega^S\rangle, |\Omega^N\rangle$ denote the Hartree-Fock ground states in the standard and Nambu formulations respectively. Then we judge which is closer to the true ground state of the Hubbard model by a comparison of the energy expectation values $\langle \Omega^S | H | \Omega^S \rangle$ and $\langle \Omega^N | H | \Omega^N \rangle$, where $H$ is the full Hubbard Hamiltonian (1).

The great advantage of the Nambu approach is that once the state $|\Omega\rangle$ in (10) is determined, one can easily investigate the momentum space distribution of the condensate via

$$P(k) = \frac{1}{L^2} \langle \Omega | c^{\dagger}(k, \uparrow)c^{\dagger}(-k, \downarrow) | \Omega \rangle$$

$$= \frac{1}{L^2} \langle \Omega | \psi_1^{\dagger}(k) \psi_2(k) | \Omega \rangle,$$

whereas these quantities simply vanish in the electron number eigenstates. In the standard approach one could try to investigate the expectation values of pairs of well-separated pairing operators $\langle (cc)_{x} (c^{\dagger} c^{\dagger})_{y} \rangle$ with $|x - y| \gg 1$, which is non-zero in electron number eigenstates, but it could be that by dropping the number-changing terms in the Hamiltonian one is losing something essential regarding pairing.

The downside is that by dropping the $\psi \psi$ and $\psi^{\dagger} \psi^{\dagger}$ terms, we are discarding the electron spin exchange terms, and the question is whether that is justified. Here it should be noted that some of the early work on the Hartree-Fock method applied to the Hubbard model, e.g. [1, 3] as well as some of the later work, e.g. [12], also drop the exchange term, by making the (incomplete) mean-field approximation

$$c^{\dagger}_{\uparrow} c_{\uparrow} c^{\dagger}_{\downarrow} c_{\downarrow} \rightarrow \langle c^{\dagger}_{\uparrow} c_{\uparrow} \rangle c^{\dagger}_{\downarrow} c_{\downarrow} + \langle c^{\dagger}_{\uparrow} c_{\uparrow} \rangle \langle c^{\dagger}_{\downarrow} c_{\downarrow} \rangle - \langle c^{\dagger}_{\uparrow} c_{\uparrow} \rangle \langle c^{\dagger}_{\downarrow} c_{\downarrow} \rangle$$

and the results of this incomplete approximation do not seem to be altered drastically by inclusion of the exchange terms. And, of course, even the Hartree-Fock computations which retain the exchange term are dropping, without justification, the number-changing terms. We can do a little better by asking whether the Nambu approach recovers one of the main achievements of the standard Hartree-Fock treatment of the 2D Hubbard model, which is the discovery of stripes and domains. This question is investigated below in section 4 where show that such domains survive after discarding the exchange terms in the Nambu Hartree-Fock approach.

In any case, since the standard approach has been thoroughly investigated while the Nambu spinor approach has not (at least not to our knowledge), the properties of the latter will be the focus of our work in this article.
Introducing the notation
\[ \rho(x, \alpha \beta) = \langle \Omega | \psi_\alpha^\dagger(x) \psi_\beta(x) | \Omega \rangle \]  
we have, after dropping the \( \psi \psi \) and \( \psi^\dagger \psi^\dagger \) terms,
\[ H_{\text{eff}}(\Omega) = -t \sum_{\langle xy \rangle} (\psi_1^\dagger(x) \psi_1(y) - \psi_2^\dagger(x) \psi_2(y)) - t' \sum_x (\psi_1^\dagger(x) \psi_1(y) - \psi_2^\dagger(x) \psi_2(y)) - \mu \sum_x (\psi_1^\dagger(x) \psi_1(x) - \psi_2^\dagger(x) \psi_2(x)) + U \sum_x \left\{ [1 - \rho(x, 22)] \psi_1^\dagger(x) \psi_1(x) - \rho(x, 11) \psi_2^\dagger(x) \psi_2(x) + \rho(x, 12) \psi_2^\dagger \psi_1 + \rho(x, 21) \psi_1^\dagger \psi_2 \right\} \]
\[ = \sum_x \sum_y \psi_\alpha^\dagger(x) [H]_{x\alpha, y\beta} \psi_\beta(y) . \]  

From this we can read off the non-zero elements of the \( 2L^2 \times 2L^2 \) matrix \([H]_{x\alpha, y\beta}\)

- \( x = y \)
  
  \[ H_{x1,x1} = U(1 - \rho(x, 22)) - \mu \]
  \[ H_{x2,x2} = -U \rho(x, 11) + \mu \]
  \[ H_{x1,x2} = U \rho(x, 21) \]
  \[ H_{x2,x1} = U \rho(x, 12) \]  

- \( x, y \) nearest neighbors
  
  \[ H_{x1,y1} = -t , \quad H_{x2,y2} = t \]  

- \( x, y \) next-nearest neighbors
  
  \[ H_{x1,y1} = -t' , \quad H_{x2,y2} = t' \]  

The iterative procedure begins with some random initialization of \( \rho(x, \alpha \beta) \). The details of the initialization shouldn’t matter much, and they certainly don’t at small \( U \). Still, as we emphasized in [18] there are a vast number of self-consistent “ground states” of the effective Hamiltonian, with very nearly the same energy, which is a situation very reminiscent of a spin glass. At large \( U \), we find that the “zero occupancy” initialization usually leads to slightly lower ground state energies as compared to other initializations. The zero occupancy initialization begins with setting all \( \rho(x, 11) = 0, \rho(x, 22) = 1 \), which corresponds to having no electrons of either spin on any site. A stochastic element is introduced by initializing \( \rho(x, 12) = \rho(x, 21) \) to a random number, different at each point, in the range \([-1, 1]\). The next step is to solve numerically the sparse matrix eigenvalue equation

\[ [H]_{x\alpha, y\beta} \phi_i(y, \beta) = \varepsilon_i \phi_i(x, \alpha) , \]
and insert the appropriate $\phi_i$ into (10), which gives a new estimate for the $\rho(x, \alpha \beta)$

$$\rho^{\text{new}}(x, \alpha \beta) = \sum_{i=1}^{L^2} \phi_i^*(x, \alpha) \phi_i(x, \beta).$$

(19)

Rather than simply adopting $\rho^{\text{new}}$ as the new estimate for $\rho$, we have found that convergence is improved at large $U$ by choosing

$$\rho(x, \alpha \beta) = \rho^{\text{old}}(x, \alpha \beta) + \kappa (\rho^{\text{new}}(x, \alpha \beta) - \rho^{\text{old}}(x, \alpha \beta))$$

(20)

where $\rho^{\text{old}}(x, \alpha \beta)$ was the $\rho$ obtained at the previous iteration. We found, by trial and error, that good convergence at large $U$ is obtained with the choice $\kappa = 0.2$, and that variations of $\kappa$ around this value do not affect the final results. The new $\rho(x, \alpha \beta)$ give new matrix elements $[H]_{\alpha \beta}$, and again we solve the eigenvalue equation (18) and compute another set of $\rho(x, \alpha \beta)$, repeating these steps until the average value of $(\rho(x, \alpha \beta) - \rho^{\text{old}}(x, \alpha \beta))^2$ is less than $10^{-10}$. At that point we compute observables.

Although we are interested here in the Nambu Hartree-Fock ground state (10) for given $U, t, t', \mu$ (and we set $t = 1$ throughout in our numerical work), we note in passing that there are many eigenstates of $N\psi$ of the same form, obtained by introducing the set of indices $\{n(i), i = 1, 2, ..., M\}$, and states

$$|\Omega\rangle = \prod_{i=1}^{M} \left\{ \sum_{x_i, s_i} \phi_{n(i)}(x_i, \alpha_i) \psi_{\alpha_i}^*(x_i) \right\} |0\rangle,$$

(21)

with

$$\rho(x, \alpha \beta) = \sum_{i=1}^{M} \phi_{n(i)}^*(x, \alpha) \phi_{n(i)}(x, \beta).$$

(22)

Simple combinatorics tells us that there are $\sim 2^{2L^2}$ states with $N\psi = L^2$. Here we only investigate the lowest energy state (10) in this set, which corresponds to $\{n(i) = i, i = 1, 2, ..., L^2\}$.

Let us first consider the analytically soluble case, which is $U = 0$. There we already see, in this Nambu spinor formulation, a distribution which is strongly reminiscent of d-wave pairing.

3. Pairing at $U = t' = 0$

At $U = 0$ there is no mixing of the $\psi_1$ and $\psi_2$ operators, and at $t' = 0$ the eigenstates/eigenvalues of the $[H]$ matrix are the usual plane waves

$$\phi^1_k(x) = \frac{1}{L} \begin{bmatrix} e^{i(k_x x + k_y y)} & 0 \\ 0 & e^{-i(k_x x + k_y y)} \end{bmatrix}, \quad \varepsilon^1_k = -2t(\cos(k_x) + \cos(k_y)) - \mu$$

$$\phi^2_k(x) = \frac{1}{L} \begin{bmatrix} 0 & e^{i(k_x x + k_y y)} \\ e^{-i(k_x x + k_y y)} & 0 \end{bmatrix}, \quad \varepsilon^2_k = 2t(\cos(k_x) + \cos(k_y)) + \mu.$$
The ground state will consist of occupying all the negative energy states, which means that the following states have occupation number one (i.e. belong in the product (10))

\[ \phi^1_k \quad \text{for all } 2t(\cos(k_x) + \cos(k_y)) + \mu > 0 \quad \text{(region I)} \]
\[ \phi^2_k \quad \text{for all } 2t(\cos(k_x) + \cos(k_y)) + \mu < 0 \quad \text{(region II)} \]

(24)

All other energy eigenstates have occupation number zero except for the zero energy states with momenta satisfying

\[ 2t(\cos(k_x) + \cos(k_y)) + \mu = 0 , \]

(25)

assuming, on a finite lattice, that there are momenta \((k_x, k_y)\) which satisfy this condition. We will, with perhaps a slight abuse of language, refer to these momenta as the “Fermi surface,” assuming they exist. If not, then we use the term “Fermi boundary” to refer to a contour separating regions I and II.

Let us begin with the simplest case of \(\mu = 0\). In that case, momenta satisfying the condition \(\cos(k_x) + \cos(k_y) = 0\) occupy, in the square domain \(-\pi \leq k_x, k_y < \pi\), a diamond-shaped contour consisting of four lines

\[ k_x + k_y = \pm \pi , \quad k_x - k_y = \pm \pi . \]

(26)

Because the total number of states is \(L^2\) (recall that this corresponds to equal numbers of up and down electrons, not the total number of electrons), each momentum along the Fermi surface must have occupation number one, but the state at each momentum can be any superposition of \(\phi^1_k\) and \(\phi^2_k\). In other words, at \(U = t' = \mu = 0\) the ground state is degenerate.

Now let us consider the pairing correlator

\[ P(p) = \frac{1}{L^2} \sum_x \sum_{x'} \langle \Omega | c^\dagger(x, \uparrow)c^\dagger(x', \downarrow) | \Omega \rangle e^{ip \cdot (x - x')} \]
\[ = \frac{1}{L^2} \sum_x \sum_{x'} \langle \Omega | \psi^1_1(x)\psi^2_2(x') | \Omega \rangle e^{ip \cdot (x - x')} \]
\[ = \frac{1}{L^2} \sum_x \sum_{x'} \sum_{i=1}^{L^2} \phi^*_i(x, 1)\phi_i(x', 2)e^{ip \cdot (x - x')} \]
\[ = \frac{1}{L^2} \sum_{i=1}^{L^2} \phi^*_i(p, 1)\phi_i(p, 2) . \]

(27)

From the previous discussion it is obvious that, in the ground state, \(P(p) = 0\) everywhere except, perhaps, along the Fermi surface, where \(\phi(x, \alpha)\) might have nonzero components at both \(\alpha = 1\) and \(\alpha = 2\). But because the Hamiltonian is invariant under an interchange of the \(x\) and \(y\) directions, it must be true that on a finite volume \(P(p)\) is also invariant under the interchange of momentum components \(p_x \leftrightarrow p_y\), and this invariance is obviously incompatible with anything other than s-wave pairing. Any other pairing requires a spontaneous breaking of interchange symmetry (or symmetry under 90° rotations). The standard numerical method to detect the spontaneous breaking of some symmetry from computations on a finite volume is to insert a small explicit symmetry breaking
term, and extrapolate to infinite volume. So we add to $[H]_{\alpha,x',\beta}$ a symmetry breaking term with non-zero elements

$$[V]_{x,1,x'2} = [V]_{x',2,1}$$

$$= h(\delta_{x,x' + \hat{e}_x} - \delta_{x,x' - \hat{e}_x} - \delta_{x,x' + \hat{e}_y} - \delta_{x,x' - \hat{e}_y}).$$

This is sufficient to change the condensate pattern dramatically for any finite $h$, no matter how small, and in fact we find that

$$P(k) = \begin{cases} \frac{1}{2} \text{sign}(\cos k_x - \cos k_y) & k \in \text{Fermi surface} \\ 0 & \text{otherwise} \end{cases},$$

a result which is strongly reminiscent of d-wave pairing.

![Figure 1: $P(k)$ vs $(k_x, k_y)$ at $U = 0$ and $\mu = 0$, with a tiny explicit symmetry breaking parameter $h = 10^{-4}$, on a $30 \times 30$ lattice.](image)

This result follows from simple degenerate perturbation theory. We compute, for all $k$ on the Fermi surface, the non-zero matrix elements

$$\langle \phi_k^1 | V | \phi_k^2 \rangle = \langle \phi_k^2 | V | \phi_k^1 \rangle = 2h(\cos k_x - \cos k_y)\delta_{kk'}.$$  

Because the matrix is only non-zero at $k = k'$, it splits into $2 \times 2$ submatrices which are readily diagonalized and we find, to lowest order in $h$, the new eigenstates of $[H + V]$, with $k$ on the Fermi surface

$$\phi_k^+(x) = \frac{1}{\sqrt{2}}(\phi_k^1(x) + \phi_k^2(x))$$

$$\phi_k^-(x) = \frac{1}{\sqrt{2}}(\phi_k^1(x) - \phi_k^2(x)).$$
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with corresponding energies

\[
\begin{align*}
\varepsilon_k^+ &= h(\cos(k_x) - \cos(k_y)) \\
\varepsilon_k^- &= -h(\cos(k_x) - \cos(k_y)).
\end{align*}
\] (32)

For a given \( k \) on the Fermi surface only one of the two states \( \phi_k^\pm \) can contribute to the ground state shown in (10), as explained previously, and this is the state of lowest energy, which in turn depends on \( k \). Therefore, from (27), the pairing correlator is

\[
P(k) = \frac{1}{L^2} \sum_x \sum_{x'} \sum_k^{\text{Fermi}} \left( \phi_k^+(x, 1) \phi_k^+(x', 2) \theta(-\varepsilon_k^+) + \phi_k^-(x, 1) \phi_k^-(x', 2) \theta(-\varepsilon_k^-) \right) e^{i k \cdot (x_1 - x_2)},
\] (33)

where \( \theta(x) \) is the Heaviside step function, and we have defined

\[
\sum_k \equiv \sum_{n_x = -L/2}^{L/2-1} \sum_{n_y = -L/2}^{L/2-1}, \quad \text{with} \quad k_x \equiv \frac{2\pi n_x}{L}, \quad k_y \equiv \frac{2\pi n_y}{L},
\] (34)

and \( \sum_k^{\text{Fermi}} \) represents the sum over momenta along the Fermi surface. Substitution of (31) into (33) gives the result for the pairing correlator stated in (29).

If we wish to construct states with density different from one, then in this formalism it is necessary to choose a nonzero chemical potential \( \mu \) (see below), or else to consider a state \( |\Omega\rangle \) different from the ground state (i.e. a set \( n(i) \) in (21) with \( n(i) \neq i \)).

The result (33) is illustrated in Fig. 1 on a 30 \( \times \) 30 lattice, at \( h = 0.0001 \). The colors shown indicate the value of \( P(k) \), arrived at by a numerical solution of the problem. The Fermi surface is the diamond-shaped contour shown, whose interior is region I, and exterior is region II. The condensate is only non-zero along this contour, and changes sign as predicted in (29). Changing the sign of \( h \) interchanges the black and white colors. This pattern depends only on the sign and not the magnitude of \( h \). Only at \( h = 0 \) do we see that \( P(k) = 0 \) everywhere.

Now this pairing is not exactly d-wave pairing; it is proportional to the sign of \( \cos k_x - \cos k_y \), rather than the quantity itself. Moreover, there is no suggestion that the states along the Fermi surface are localized; they are simply plane waves. Nevertheless, it is certainly worth noting how natural d-wave condensation appears in the Nambu formalism, even for the free \( U = \mu = 0 \) case.

Whether the Nambu Hartree-Fock ground state, where the d-wave form of the condensate is readily understood, is energetically preferred over the standard Hartree-Fock ground state is a matter of comparing energy expectation values \( \langle H \rangle \).

This comparison is easy to make at \( U = \mu = t' = 0 \). In the standard case, the lowest energy state is obtained at half-filling, i.e. \( N = L^2 \) particles, with equal numbers of spin up and spin down states. Each momentum is doubly occupied, by a spin up and spin down state, for momenta satisfying

\[
\cos k_x + \cos k_y > 0.
\] (35)

\[\footnote{Since the answer for \( P(k) \) is known analytically, this is also a modest test of our Matlab code.}\]
Then we have

\[ E^S = -2t \sum_{n_x=-L/2}^{L/2-1} \sum_{n_y=-L/2}^{L/2-1} 2 \left( \cos \frac{2\pi n_x}{L} + \cos \frac{2\pi n_y}{L} \right) \times \theta \left( \cos \frac{2\pi n_x}{L} + \cos \frac{2\pi n_y}{L} \right) \]

\[ \to -4tL^2 \int_{-\pi}^{\pi} \frac{dk_x}{2\pi} \int_{-\pi}^{\pi} \frac{dk_y}{2\pi} \left( \cos k_x + \cos k_y \right) \theta \left( \cos k_x + \cos k_y \right) \]

\[ = -1.6212 \times tL^2, \quad (36) \]

For the Nambu Hartree-Fock state, states are single occupied as described in (24), which leads, at \( h = 0 \), to

\[ E^N = -t \sum_{n_x=-L/2}^{L/2-1} \sum_{n_y=-L/2}^{L/2-1} 2 \left( \cos \frac{2\pi n_x}{L} + \cos \frac{2\pi n_y}{L} \right) \times \theta \left( \cos \frac{2\pi n_x}{L} + \cos \frac{2\pi n_y}{L} \right) \]

\[ \to -tL^2 \int_{-\pi}^{\pi} \frac{dk_x}{2\pi} \int_{-\pi}^{\pi} \frac{dk_y}{2\pi} \left| \cos k_x + \cos k_y \right| \theta \left( \cos k_x + \cos k_y \right) \]

\[ = -1.6212 \times tL^2. \quad (37) \]

So the energies of the standard and Nambu Hartree-Fock ground states are identical at \( U = \mu = t' = h = 0 \). This is not a surprise, since at \( U = 0 \) the Hubbard model is soluble analytically, and the ground state energies must agree in either formulation. To compare ground state energies beyond the \( U = \mu = 0 \) limit, we must compute \( \langle \Omega | H | \Omega \rangle \) numerically, at the same density

\[ d = \frac{1}{L^2} \langle \Omega | (N_\uparrow + N_\downarrow) | \Omega \rangle, \quad (38) \]

at any given parameters \( U, \mu, t' \neq 0 \).

Before going on to \( U \neq 0 \), let us first consider \( \mu \neq 0 \) at \( U = 0 \). This case is significantly more complicated than the \( \mu = 0 \) case, so much so that we resort to a numerical calculation. The origin of the complication is that for general \( \mu \) we do not have an exact ground state degeneracy due to degeneracy of states along the Fermi surface, because in general the condition (25) does not have a solution at \( \mu \neq 0 \) on a finite lattice with discrete momenta. But that does not mean that the effect of the perturbing term \( V \) is negligible at small \( h \). The point is that as \( L \to \infty \), the energy difference
between $\phi^I$ and $\phi^{II}$ states on either side of the Fermi boundary goes to zero, so even if $h$ is very small, this is countered (in an ordinary perturbative approach) by very small energy denominators, providing the $L^2$ volume is large enough.

The evidence, a sample of which is shown in Figures 2 and 3, indicates that the condensate, always concentrated near the Fermi surface, disappears as $h \to 0$ at fixed lattice volume, but increases to some limit at fixed $h$ and increasing lattice volume. It seems likely that the condensate tends to finite non-zero values near the Fermi boundary in the thermodynamic $L \to \infty$ limit, followed by the $h \to 0$ limit. This is strongly reminiscent of the spontaneous breaking of a symmetry in a system at finite temperature. We emphasize that this behavior, with a roughly d-wave distribution, is seen already in the free theory, where the only feature affecting particle occupation number comes from Fermi statistics.

4. Pairing and spontaneous symmetry breaking at small $U$

Since we have observed a condensate reminiscent of a d-wave pattern already at $U = 0$, it is not surprising to see condensations of this kind also at small $U$. A typical result for $P(\mathbf{k})$ is shown in Fig. 4(a). This result is for parameters $U = 0.3, t' = 0, \mu = 0$, which results in a density $d = 0.923$. Next to that, in Fig. 4(b), we plot a function $\tilde{P}(\mathbf{k})$ proportional to the d-wave form, but set to zero.
Figure 3: \( P(k) \) vs \((k_x, k_y)\) at \( U = 0 \) and density \( d = 0.6 \). As lattice volume increases at fixed \( h \) (here \( h = 0.01 \)), \( P(k) \) converges, near the Fermi surface, to a range \([-0.4:0.4]\). (Again note the scale at the right.) Lattice volumes (a) \( 20 \times 20 \); (b) \( 30 \times 30 \); (c) \( 40 \times 40 \).

where the condensate \( |P(k)| < 0.05:\)

\[
\tilde{P}(k) = 0.2(\cos(k_x) - \cos(k_y))\theta(|P(k)| - 0.05) .
\] (39)

The scaling constant 0.2 is introduced so that \( P(k) \) and \( \tilde{P}(k) \) have the same range, and are more easily compared. It may be worth noting here that while \( P(k) \) vanishes outside the Fermi surface at \( U = \mu = t' = 0 \), at other parameters \( P(k) \) is strongly peaked at the Fermi surface, but still slightly non-zero in the vicinity of the Fermi surface, as seen by a close inspection of the various figures shown below.

We have already presented evidence, in Figs. 2 and 3, that the pairing condensate is due to spontaneous symmetry breaking (SSB), rather that a simple linear response to a perturbation, which in our case is proportional to \( h \). Those figures were obtained at \( U = 0 \), but the same pattern is seen at finite \( U \) and fixed density. As one illustration, we display in Fig. 5 the condensate in the Nambu Hartree-Fock ground state at density \( d = 0.9 \) and \( U = 0.5, t' = 0.1 \), at \( h = 0.001 \) and volumes \( 20^2, 30^2, 40^2 \). As seen in the figure, there is no d-wave pattern at all on the \( 20 \times 20 \) volume. A d-wave pattern with a rather small amplitude emerges at the \( 30 \times 30 \) volume, and the amplitude grows (by a factor of 10) on going to the \( 40 \times 40 \) volume. This is consistent with a picture of d-
wave condensation as spontaneous symmetry breaking of a discrete rotation symmetry, where the proper definition is that an order parameter (in this case the condensate) has a finite value in the broken phase in the limit of volume $V \to \infty$, followed by $h \to 0$.

This point is worth illustrating again, a little more systematically. SSB requires that the order parameter is finite in the thermodynamic limit, followed by $h \to 0$. Of course we can only work on finite lattices, and there is no SSB at $h = 0$ on a finite volume $V$. SSB is seen nevertheless if the following conditions are satisfied: (i) for any fixed $h$, no matter how small, the order parameter rises to its asymptotic value as volume increases; and (ii) for small $h$, those asymptotic values are almost independent of $h$. If behavior of that kind is seen, then the finite value of the order parameter cannot be attributed to a linear response to the explicit symmetry breaking perturbation.

The order parameter in question is the magnitude of $P(k)$ in the region of the Fermi line. One could choose $\langle c_\uparrow(x)c_\downarrow(y) \rangle$ to be an order parameter, with either $x = y$, or $x, y$ nearest neighbors, or next-nearest neighbors. But because $\langle c_\uparrow(x)c_\downarrow(y) \rangle$ for any $x, y$ can be obtained from an appropriate Fourier transform of $P(k)$, and because the characteristic d-wave symmetry in $P(k)$ (if it exists) is clear at a glance, we prefer to work with this observable, and will refer to it here as an order parameter.

The evidence that pairing is truly due to SSB is shown in Fig. 6. In this figure we display the maximum value $P_{\text{max}}$ of $P(k)$, noting that for a d-wave the minimum of $P(k)$ is $P_{\text{min}} = -P_{\text{max}}$ (as we have checked). The calculation is at $U = 1, t' = 0$ and density $d = 0.85$. What we find, at $h = 0.01$ and $h = 0.02$, is that at small volumes there is no d-wave pattern at all. On a $12 \times 12$ volume there emerges a d-wave pattern of modest amplitude $P_{\text{max}}$, as seen in Fig. 6(a), with the amplitude growing rapidly in the range of $12 \times 12$ to $24 \times 24$ to an asymptotic value, roughly the same for both $h$ values, around $P_{\text{max}} \approx 0.48$ or so. In Fig. 6(b) we plot the values of $P_{\text{max}}$ vs. $h$ on a $40 \times 40$ lattice volume, and here we see that there is very little variation in $P_{\text{max}}$ with the strength of the explicit breaking term, over a fairly wide range of $h$. The growth of $P_{\text{max}}$ with volume at fixed $h$ for small volumes, and the negligible dependence of $P_{\text{max}}$ on $h$ at sufficiently large volumes, is characteristic of spontaneous symmetry breaking, and inconsistent with the interpretation of the finite order parameter as merely a linear response to a perturbation.
Figure 5: Convergence to a d-wave pattern at density 0.9, $U = 0.5$, $t' = 0.1$, $h = 0.001$ with increasing volume. Subfigures (a) $20^2$, (b) $30^2$, (c) $40^2$ lattice volumes. Note that the amplitude of the d-wave pattern on the $40^2$ volume is greater, by an order of magnitude, than the amplitude on the $30^2$ volume.

4.1. Stripes and domains at moderate $U$

One of the great successes of the standard Hartree-Fock treatment was the discovery [4] of stripe patterns in the 2D Hubbard model. But in our Nambu formulation we have dropped the exchange term, containing operators $c_{\uparrow}^\dagger c_{\downarrow} + \text{h.c.}$, in favor of retaining electron number-changing terms such as $c_{\uparrow}^\dagger c_{\uparrow}^\dagger$. The advantage of the Nambu formulation is, as we have seen, the ease of observing d-wave condensation as a spontaneous symmetry breaking effect. But dropping the exchange term must surely introduce some quantitative error. The question is whether the neglect of this term is so serious that it introduces a qualitative error. Specifically, does the absence of the exchange term eliminate the stripe and rectangular domain order seen at moderate $U$ in the standard formulation?

As it turns out, the stripe and domain patterns seen in standard Hartree-Fock at moderate $U$ values are also seen in Nambu Hartree-Fock. This is illustrated at $U = 4$ in Fig. 7 where we plot the spin density at every site of the $26 \times 26$ lattice

$$D(x) = \langle c_{\uparrow}^\dagger(x)c_{\uparrow}(x)\rangle - \langle c_{\downarrow}^\dagger(x)c_{\downarrow}(x)\rangle$$

$$= \langle \psi_{1\uparrow}^\dagger(x)\psi_{1}(x)\rangle + \langle \psi_{2\uparrow}^\dagger(x)\psi_{2}(x)\rangle - 1$$

(40)
at electron densities 0.77, 0.81, and half-filling. These figures can be compared to the standard Hartree-Fock results at $U = 3$ seen in Figs. 10(b), 10(c), and 10(d) in our ref. [18]. There are some quantitative differences, but the picture is qualitatively very similar. This is at least one indication that dropping the exchange term may not be so serious, at least at the qualitative level.

We note that one can use $D(x)$ to define a local magnetization

$$m = \frac{1}{2L^2} \sum_x \sum_{\mu=1}^2 D(x)D(x+\hat{\mu})$$

which may be antiferromagnetic ($m < 0$), ferromagnetic ($m > 0$), or neither if $m$ is negligible. The patterns in Fig. 7 as well as Figs. 8(a), 10(a), 10(c) below, correspond to states with locally antiferromagnetic order, while we find that in d-wave states with $P_{\text{max}} \geq 0.4$ the magnetization $m$ is negligible.

5. Pairing and the Mott state at large $U$

5.1. The Mott configuration

The Mott insulator is obtained in the 2D Hubbard model at half filling, fixed non-zero $t$, at $U \to \infty$. Large $U$ suggests a strongly correlated system, and of course it is correlations which are neglected in any mean field approach. So we might expect that nothing resembling the Mott insulator state could be obtained from a Hartree-Fock approach. This, we will see, is not entirely accurate.

First consider $U/t \gg 1$ at half-filling, and disregard $t$. It is not hard to see that in the ground state there can be no double occupancy, which means that each site is occupied by a single electron of either up or down spin. This is equally true in the Hartree-Fock approach, where there exist self-consistent solutions with number densities, at each site, satisfying

$$\langle c^\dagger_\uparrow(x)c_\uparrow(x) \rangle = 1, \quad \langle c^\dagger_\downarrow(x)c_\downarrow(x) \rangle = 0$$

or

$$\langle c^\dagger_\uparrow(x)c_\uparrow(x) \rangle = 0, \quad \langle c^\dagger_\downarrow(x)c_\downarrow(x) \rangle = 1,$$
which implies a spin density
\[ D(x) = \pm 1. \] (43)

However, there is an enormous degeneracy in the ground state, since the pattern of up or down spins at each site is irrelevant, subject only to the constraint of half-filling. On the other hand, for finite \( t \ll U \), one can show from a perturbative calculation in \( t/U \) that the ground state is obtained for equal numbers of up and down spins arranged in a checkerboard pattern, with all adjacent electrons having opposite spins \([13]\). We will refer to this as the “Mott configuration,” because of its association with the Mott insulator. Checkerboard patterns at half-filling have been seen in the standard Hartree-Fock treatment at intermediate \( U/t \), e.g. Fig. 10(c) in \([18]\) and Fig. 1 in \([12]\), and we have seen that this is also obtained in the Nambu formulation, see Fig. 7(c). At \( U/t \gg 1 \), we require not only a checkerboard, but also that \( D(x) = \pm 1 \).

It turns out that the Nambu Hartree-Fock Hamiltonian, solved by the iterative approach described previously, does obtain the Mott pattern at large \( U \) and exactly half-filling, as seen in Fig. 8(a), which was obtained at \( U = 30 \) and \( t = 1 \). Electrons are indeed localized in a checkerboard...
pattern with \( D(x) = \pm 1 \), but not quite in the way one might have expected. First of all, \( D(x) = -1 \), which corresponds to a spin down electron at site \( x \), can only be obtained if the Nambu variable wave functions \( \phi_i(x,s) \) are all negligible at that site. On the other hand, \( D(x) = +1 \), which corresponds to a spin up electron, is not obtained from a single localized \( \phi_i(x,s) \) which gives the whole contribution, but rather from a sum of contributions from many delocalized wave functions, each of which gives a small contribution \( \phi^*_i(x,s)\phi_i(x,s) \) at site \( x \) but which sum to give a spin-up electron occupancy at site \( x \). In other words, while electrons are completely localized at large \( U \), the one-particle wave functions are not. This is clearly seen in a plot of the Inverse Participation Ratio (IPR) for each wave function, shown in Fig. 8(b). An IPR=1 implies that the wave function is completely localized, while IPR = 1/(lattice volume) implies a wave function whose magnitude is spread evenly over the lattice. From Fig. 8(b) it is clear that the Nambu one-particle wave functions are very unlocalized.

As \( U \) is reduced, we still find a checkerboard pattern at half-filling, an example is Fig. 7(c) at \( U = 4 \). However, in a comparison of half-filling at \( U = 30 \) (Fig. 8(a)) with the corresponding figure at \( U = 4 \), we find that \( D(x) = \pm 1 \) at the higher value of \( U = 30 \), while \( D(x) = \pm 0.6 \) at \( U = 4 \). When \( D(x) = \pm 1 \), we can say with certainty that there is no double occupancy, and specify the spin of each electron found at each site in that ground state. This is not the case at \( U = 4 \), where at each site there is a higher probability (\( \approx 80\% \)) of finding the more likely spin at that site, but still a significant probability (\( \approx 20\% \)) of finding the opposite spin.

In the checkerboard pattern at exactly half-filling, for all cases we have studied, there is an energy gap between the occupied band of one-particle states, and the band of unoccupied states, as is typical for an insulator. In the Nambu Hartree-Fock treatment, this gap grows with \( U \). An example, at \( U = 4 \) on a \( 26 \times 26 \) lattice, is shown in Fig. 9 which displays the energies, i.e. the eigenvalues \( \epsilon_i \) of the effective Hamiltonian in eq. (18), of the one-particle states. The states of negative energy are occupied, and states of positive energy are unoccupied.

5.2. Pairing

Let us next consider a coupling \( U = 8 \), which may be more relevant to cuprates. At very near half-filling (density \( d = 0.999 \)), we find find an almost-checkerboard pattern, Fig. 10(a). There is
Figure 9: Energy gap in the Mott state at half-filling; $U = 4$ on a $26 \times 26$ lattice. The histogram shows the eigenvalues $\varepsilon_i$ of the one-particle eigenstates $\phi_i(x)$ defined in eq. (18). States with negative eigenvalues are occupied, and states with positive eigenvalues are unoccupied.

no indication whatever, at half-filling, of a d-wave condensate in a plot of $P(k)$ at this same density; the small amplitude of $P(k)$ in Fig. 10(b) can be attributed to the explicit symmetry-breaking term with parameter $h = 0.02$. As the density is reduced we see some other geometric pattern emerge at $d = 0.81$ (Fig. 10(c)), but again the small amplitude of $P(k)$ at this density can be attributed to the symmetry breaking term. What is interesting is that at a sufficiently low density (high level of hole doping), we find that a d-wave condensate emerges, whose amplitude is far greater than the magnitude of the symmetry breaking term (Fig. 10(f)). The spin density, however is negligible ($O(10^{-4})$) at $d = 0.31$ (Fig. 10(e)), which suggests that the condensate and the spin density may be anti-correlated.

We find that the emergence of a d-wave condensate at high doping is a general feature at moderate to high $U$ values. The procedure for identifying a d-wave condensate is the same as at small $U$. We have a small symmetry breaking term in the Hamiltonian proportional to $h$. At half-filling this term has no discernible effect. At smaller densities, and small volumes, we may find $P_{\text{max}} = -P_{\text{min}}$ significantly greater than $h$. The test for spontaneous symmetry breaking is, as before, the behavior $P_{\text{max}} = -P_{\text{min}}$ with increasing volume. Convergence to a limit in which $P_{\text{max}} = -P_{\text{min}}$ is much greater than $h$, as volume increases, is the signal of spontaneous symmetry breaking, and the existence of a d-wave condensate. It should be noted that while the checkerboard and domain patterns are associated with an antiferromagnetic local magnetization, $m < 0$, the local magnetization is negligible in states with a d-wave condensate.
Figure 10: Spin densities $D(x)$ and pairing condensate $P(k)$ at coupling $U = 8$ and densities $d = 0.999, 0.81, 0.31$ on a $26 \times 26$ lattice. Note that the spin densities are negligible, of order $10^{-4}$, at high hole doping ($d = 0.31$). The point is that spin density and d-wave condensation appear to be anti-correlated.
It may also be of interest that when there is a d-wave condensate we find that $\rho(x, 12) = \rho(x, 21)$ converges to zero, which is natural for a d-wave symmetry. Yet we initialize with non-zero random values of this quantity; the point being that a random start allows the iterative procedure to explore more of the landscape of self-consistent solutions, as we discussed previously in [18].

5.3. Local antiferromagnetism and d-wave condensates

Generally speaking, local antiferromagnetism (AF), i.e. $m < 0$, and d-wave condensation are anti-correlated. In the d-wave region, $m$ is many orders of magnitude less than one and the amplitude $P_{\text{max}} = -P_{\text{min}}$ of the condensate is $> 0.4$. In the region of local antiferromagnetism, $-m \sim O(0.1)$ while $P_{\text{max}}$ is on the order of the explicit symmetry breaking parameter $h$, or else there is no d-wave pattern at all. However, this anticorrelation is not perfect, particularly at small $U$. On a finite volume and fixed $h$, we find that $m$ decreases to a negligible value, and $P_{\text{max}}$ increases to $\approx 0.47$ as doping increases, but there is some range where $m$ is non-negligible, and $P_{\text{max}}$ is significantly greater than $h$. So the boundary between the AF and d-wave regions is not sharp, at least at finite volume. It is more like a crossover. At larger $U$ the region of AF and d-wave coexistence narrows, and the boundary becomes sharper.

To illustrate the situation at small $U$, we start with $U = 0$, Fig. 11. The spin densities and condensates are shown at half-filling and at density=0.9. Here there is no AF region, and d-wave condensation begins at half-filling.

Figure 11: Pairing and spin density at $U = 0$ on a $26 \times 26$ lattice and $h = 0.01$. (a) $P(k)$ at half-filling, and (b) at density 0.9. (c) $D(k)$ at half-filling and (d) at density 0.9.
At $U = 1$ (Fig. 12) a checkerboard pattern in the spin density (with non-zero AF), and a d-wave condensate coexist at half-filling, but both are of modest amplitude. Away from half-filling, the magnitude of $m$ decreases and $P_{\text{max}}$ increases, and at filling 0.94 AF has entirely disappeared.

Figure 12: Pairing and spin density at $U = 1$ on a $26 \times 26$ lattice and $h = 0.01$. (a) $P(k)$ at half-filling, and (b) at density 0.94. (c) $D(k)$ at half-filling and (d) at density 0.94.

Around $U = 2$ (Fig. 13) one begins to see stripe patterns away from half-filling, coexisting with a d-wave pattern of small amplitude. Again, AF disappears entirely when $P_{\text{max}} \approx 0.4$.

Finally, as $U$ increases, the AF region becomes wider, and the d-wave pattern is negligible (i.e. $O(h)$) in most of that region, e.g. Fig. 10(d).

In Fig. 14 we plot a line in the density–$U/t$ plane where the amplitude $P_{\text{max}}$ of the d-wave condensate is $P_{\text{max}} > 0.4$ to the right of that line, and magnetization is negligible. The lattice volume is $26 \times 26$, and $h = 0.01$. We cannot rule out the possibility that the line might shift somewhat to the left in the limit of infinite volume and $h \to 0^2$.

\footnote{The condensate at this volume disappears, at each $U$, at densities $\approx 0.1$, which seems unrealistically low. It may be that this could change with increasing volume, but it also seems likely that the mean field approximation is unreliable at small densities.}
Figure 13: Pairing and spin density at $U = 2$ on a $26 \times 26$ lattice and $h = 0.01$. (a) $P(k)$ at half-filling, and (b) at density $0.94$, and (c) density $0.9$. (d) $D(k)$ at half-filling and (e) at density $0.94$ and (f) at density $0.9$.

Figure 14: A rough estimate of the boundary, in the doping–$U/t$ plane, with d-wave condensation at $P_{\text{max}} > 0.4$ to the right of the boundary, and negligible magnetization. The region of local antiferromagnetism and, for $U \geq 2$, stripe order, exists a little to the left of the boundary (see text). The solid points were determined numerically, at $U = 1, 2, 3, 3.5, 4, 5$, and the lines joining the points are to guide the eye. Lattice volume is $26 \times 26$ and $h = 0.01$. 
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6. Energy comparisons

We can compare the energies of the standard Hartree-Fock ground state (5), which we now denote as $|\Omega^S\rangle$ and the Hartree-Fock ground state with Nambu spinors (10), denoted $|\Omega^N\rangle$. Define

$$
\rho(x, \alpha\beta) = \sum_{i=1}^{L^2} \phi_i^* (x, \alpha) \phi_i(x, \beta)
$$

and

$$
\rho_{mn}(x, \alpha\beta) = \sum_{i=1}^{L^2} \phi_i^* (x, \alpha) \left( \phi_i(x + \hat{e}_1, \beta) + \phi_i(x - \hat{e}_1, \beta) \right)
+ \phi_i(x + \hat{e}_2, \beta) + \phi_i(x - \hat{e}_2, \beta)
$$

$$
\rho_{mmn}(x, \alpha\beta) = \sum_{i=1}^{L^2} \phi_i^* (x, \alpha) \left( \phi_i(x + \hat{e}_1 + \hat{e}_2, \beta) \right)
+ \phi_i(x + \hat{e}_1 - \hat{e}_2, \beta) + \phi_i(x - \hat{e}_1 + \hat{e}_2, \beta)
+ \phi_i(x - \hat{e}_1 - \hat{e}_2, \beta)
$$

where Greek indices represent spins $\uparrow, \downarrow$ in standard Hartree-Fock, or the indices 1, 2 of Nambu spinors in Nambu Hartree-Fock. It is not hard to show (see the Appendix) that

$$
\langle \Omega^S | H | \Omega^S \rangle = -t \sum_x \{ \rho_{nn}(x, \uparrow\uparrow) + \rho_{nn}(x, \downarrow\downarrow) \} - t' \sum_x \{ \rho_{mmn}(x, \uparrow\uparrow) + \rho_{mmn}(x, \downarrow\downarrow) \}
+ U \sum_x \rho(x, \uparrow\downarrow) \rho(x, \downarrow\uparrow) - \mu M ,
$$

where $M$ is the total number of electrons, while

$$
\langle \Omega^N | H | \Omega^N \rangle = -t \sum_x \{ \rho_{mm}(x, 11) - \rho_{mm}(x, 22) \} - t' \sum_x \{ \rho_{mmn}(x, 11) - \rho_{mmn}(x, 22) \}
+ U \sum_x \rho(x, 11) - U \sum_x \left( \rho(x, 11) \rho(x, 22) - \rho(x, 12) \rho(x, 21) \right)
- \mu \sum_x \{ \rho(x, 11) + 1 - \rho(x, 22) \},
$$

where $H$ is the full Hubbard model Hamiltonian (11).

The importance of next-nearest (and even next-next-nearest) interactions in the context of the $t - t' - J$ model has been stressed in [19, 20, 21], and the relation between $t'$ and $T_c$ is discussed in [22, 23]. Also there is an ARPES phenomenological study [24] suggesting the significance of $t'$ in fitting cuprate photoemission lineshape data in the framework of the t-J model. These studies all
Figure 15: Comparison of the energy density expectation values of the Hubbard Hamiltonian vs. $U$ in the standard and Nambu Hartree-Fock ground states for a variety of parameters: (a) density $0.9$, $t' = 0$; (b) density $0.9$, $t' = 0.1$; (c) density $0.9$, $t' = 0.3$; (d) density $0.7$, $t' = 0.1$; (e) density $0.7$, $t' = 0.3$; (f) density $1.1$, $t' = 0.1$; (g) density $1.1$, $t' = -0.1$. Subfigures (h-j) are all at density $1.0$, showing that the energies of standard and Nambu Hartree-Fock are very nearly degenerate in this range of $U$ at each $t' = 0, 0.1, -0.1$.

indicate the relevance of next-nearest neighbor interactions, parametrized by $t'$, so in this section we consider some cases with $t' \neq 0$.

Figure 15 compares the energy expectation values of the Hubbard Hamiltonian in the ground state of the standard Hartree-Fock approximation, $\langle \Omega^S | H | \Omega^S \rangle$, with the same quantity $\langle \Omega^N | H | \Omega^N \rangle$ evaluated in the ground state of the Nambu Hartree-Fock formulation. The energy expectation
values are evaluated for a range of $U$ at $t = 1$, at densities $d = 0.7, 0.9, 1.0, 1.1$ for several values of $t'$. For standard Hartree-Fock the ground state is an eigenstate of density, while in Nambu Hartree-Fock the density is an expectation value adjusted via the chemical potential. The energies are compared at equal densities, and the same set of parameters $U, t', \mu$, with $t = 1$. What we find is that at $t' = 0$ the Nambu and standard energy densities are very nearly degenerate, and below half-filling there is a range of $t' > 0$ where the Nambu Hartree-Fock ground state is lower in energy than the standard Hartree-Fock ground state. Above half-filling, our results indicate that $|\Omega^N\rangle$ with d-wave condensation may be energetically favorable at $t' < 0$. At exactly half filling, the two ground state energies are essentially degenerate, and insensitive to $t'$.

At this point we note that $t' > 0$ below half-filling is probably unphysical. There is evidence that, in cuprates, $t' > 0$ corresponds to electron doping (greater than half-filling), while $t' < 0$ is associated with hole doping (less than half-filling) [25, 26, 27]. Of course the $t' > 0$ condition is unnecessary for pairing in the Nambu formulation, but it does come into play if we demand that the Nambu state is energetically preferred.

It is not clear how seriously we should take this energy comparison. As we have noted previously, both the standard and Nambu Hartree-Fock approximations involve discarding either number-changing terms, in the standard formulation, or exchange terms, in the Nambu formulation, which introduces a systematic error on top of the mean-field approximation. We believe the situation could be improved by applying a Bogoliubov approach, in which all terms in the mean-field approximation are retained. This possibility is currently under investigation.

7. Conclusions

By reformulating the Hartree-Fock approach to the Hubbard model in terms of Nambu spinors, we have been able to demonstrate, within this mean field approximation, the emergence of d-wave condensation in two dimensions, and have roughly mapped out the boundary, in the plane of hole-doping and $U/t$, between a locally antiferromagnetic region where stripes and other geometric patterns are seen, and a region where there is a d-wave condensate. Condensates of this type emerge via spontaneous symmetry breaking, and our approach is to introduce a small symmetry-breaking term proportional to a parameter $h$, and study the dependence of the condensate on lattice volume and on $h$. An increase in the condensate amplitude with increasing volume, even as $h$ is reduced, is the signal that the condensate is due to symmetry breaking, rather than simply a linear response to the symmetry breaking term.

We have also seen that a configuration very much like a Mott insulator also emerges at half-filling, but in a somewhat unexpected way. At half-filling and large $U/t$ we find that each site is occupied with certainty by either a spin up or spin down electron, with spins arranged in a checkerboard pattern such that the nearest neighbors of an electron of a given spin are electrons of the opposite spin. There is also an energy gap between occupied and unoccupied states. But electron localization does not arise from highly localized one-particle eigenstates of the effective Hamiltonian. In fact those states are unlocalized, but together conspire to produce the localization of electron number just described. Away from half-filling, but prior to the emergence of a condensate, periodic geometric patterns such as stripes are observed in the spin density.

There are many directions for future work. For one thing, we have not yet systematically mapped out the boundaries between antiferromagnetic and ferromagnetic regions. Also, since the computations in this work are all at zero temperature, the effects of finite temperature should be
investigated. Finally, as mentioned at the end of the previous section, a Boguliubov approach that avoids dropping either the exchange or the number changing terms in the Hartree-Fock approach remains to be explored. We hope to report on these further studies at a later time.
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Appendix A.

Starting again with the Hubbard model Hamiltonian
\[ H = -t \sum_{<xy>} (c^\dagger(x,\uparrow)c(y,\uparrow) + c^\dagger(x,\downarrow)c(y,\downarrow)) - t' \sum_{[xy]} (c^\dagger(x,\uparrow)c(y,\uparrow) + c^\dagger(x,\downarrow)c(y,\downarrow)) + U \sum_x c^\dagger(x,\uparrow)c(x,\uparrow)c^\dagger(x,\downarrow)c(x,\downarrow) - \mu \sum_x (c^\dagger(x,\uparrow)c(x,\uparrow) + c^\dagger(x,\downarrow)c(x,\downarrow)) = K + U \sum_x V_x - \mu \tilde{N}, \]  
(A.1)

where \( <xy> \) and \([xy]\) are nearest and next-nearest neighbors, respectively, and where
\[ V_x = c^\dagger(x,\uparrow)c(x,\uparrow)c^\dagger(x,\downarrow)c(x,\downarrow), \]  
(A.2)

we assume we have calculated the Hartree-Fock ground state
\[ |\Omega_S\rangle = M \prod_{i=1}^M \phi_i(x_i,s_i) c^\dagger(x_i,s_i) \]  
(A.3)

by the methods explained in our last paper [18]. This is an eigenstate of (spin up + spin down) electron number, with \( M \) the total number of electrons. It will be convenient to introduce
\[ c^\dagger_i = \sum_{x_i,s_i} \phi_i(x_i,s_i)c^\dagger(x_i,s_i), \]  
(A.4)

in which case
\[ |\Omega^S\rangle = \prod_{i=1}^M c^\dagger_i |0\rangle \equiv c^\dagger_1 c^\dagger_2 c^\dagger_3 \ldots c^\dagger_M |0\rangle, \]  
(A.5)

and also the corresponding bra vector
\[ \langle \Omega^S| = \langle 0| \prod_{i=M}^1 c_i \equiv \langle 0| c_M c_{M-1} c_{M-2} \ldots c_1. \]  
(A.6)
We want to compute

\[ \langle \Omega^\delta | V_s | \Omega^\delta \rangle = \langle \Omega^\delta | c^\dagger (x, \uparrow) c(x, \uparrow) c^\dagger (x, \downarrow) c(x, \downarrow) | \Omega^\delta \rangle \]

\[ = \langle \Omega^\delta | c^\dagger (x, \uparrow) c^\dagger (x, \downarrow) c(x, \downarrow) c(x, \uparrow) | \Omega^\delta \rangle \]

\[ = \langle 0 | \left( \prod_{i=M}^1 c_i \right) c^\dagger (x, \uparrow) c^\dagger (x, \downarrow) c(x, \downarrow) c(x, \uparrow) \left( \prod_{i=1}^M c_i^\dagger \right) | 0 \rangle \]

using the anticommutation relations

\[ \{ c(x, s), c_i^\dagger \} = \phi_i(x, s) \]

\[ \{ c^\dagger (x, s), c_i \} = \phi_i^\dagger (x, s) . \]  

(A.7)

Anticommute \( c^\dagger (x, \uparrow), c^\dagger (x, \downarrow) \) to the left and \( c(x, \downarrow) c(x, \uparrow) \) to the right in (A.7). This leaves

\[ \langle \Omega^\delta | V_s | \Omega^\delta \rangle \]

\[ = \sum_{i_1 j_1} \sum_{i_2 j_2} (-1)^{i_1-1} (-1)^{j_1-1} \phi_{i_1}^* (x, \uparrow) \phi_{j_1} (x, \uparrow) \langle 0 | \left( \prod_{j=M}^1 c_j \right) c^\dagger (x, \downarrow) c(x, \downarrow) \left( \prod_{i=1}^M c_i^\dagger \right) | 0 \rangle \]

\[ = \sum_{i_1 j_1} \sum_{i_2 j_2} \sum_{i_2 \neq j_1, j_2 \neq j_1} \phi_{i_1}^* (x, \uparrow) \phi_{j_1} (x, \uparrow) \phi_{i_2}^* (x, \downarrow) \phi_{j_2} (x, \downarrow) (-1)^{p(i_1 j_1, i_2 j_2)} \langle 0 | \left( \prod_{j=M}^1 c_j \right) \left( \prod_{i=1}^M c_i^\dagger \right) | 0 \rangle \]  

(A.9)

where \( (-1)^{p(i_1 j_1, i_2 j_2)} \) is an overall sign which comes from anticommuting the \( c^\dagger (x, s) \) operators to the left and \( c(x, s) \) to the right. Now, because of the orthogonality of the \( \phi_i(x, s) \)

\[ \sum_x \sum_{s=\uparrow \downarrow} \phi_j^* (x, s) \phi_i (x, s) = \delta_{ij} \]

(A.10)

we have

\[ \langle 0 | \left( \prod_{j=M}^1 c_j \right) \left( \prod_{i=1}^M c_i^\dagger \right) | 0 \rangle = \delta_{i_1 j_1} \delta_{i_2 j_2} + \delta_{i_1 j_2} \delta_{i_2 j_1} , \]

(A.11)

and then, for \( i_1 = j_1, i_2 = j_2 \) we have

\[ (-1)^{p(i_1 j_1, i_2 j_2)} = \begin{cases} 
(-1)^{i_1-1} (-1)^{j_2-1} (-1)^{i_2-1} (-1)^{j_1-1} & i_2 < i_1 \\
(-1)^{i_1-2} (-1)^{j_2-2} (-1)^{i_2-2} & i_2 > i_1 
\end{cases} = 1 , \]

(A.12)

while for \( i_1 = j_2, i_2 = j_1 \)

\[ (-1)^{p(i_1 j_2, i_2 j_1)} = \begin{cases} 
(-1)^{i_1-1} (-1)^{j_2-1} (-1)^{i_2-1} (-1)^{j_1-1} & i_2 < i_1 \\
(-1)^{i_1-2} (-1)^{j_2-2} (-1)^{i_2-2} (-1)^{j_1-2} & i_2 > i_1 
\end{cases} = -1 . \]

(A.13)
Therefore

$$\langle \Omega^S | V_\xi | \Omega^S \rangle = \sum_{i_1} \sum_{i_2 \neq i_1} \left( \phi_{i_1}^\dagger(x, \uparrow) \phi_{i_1}(x, \downarrow) \phi_{i_2}^\dagger(x, \downarrow) \phi_{i_2}(x, \uparrow) - \phi_{i_1}^\dagger(x, \downarrow) \phi_{i_1}(x, \uparrow) \phi_{i_2}^\dagger(x, \uparrow) \phi_{i_2}(x, \downarrow) \right)$$

$$= \sum_{i_1} \sum_{i_2} \left( \phi_{i_1}^\dagger(x, \uparrow) \phi_{i_1}(x, \uparrow) \phi_{i_2}^\dagger(x, \downarrow) \phi_{i_2}(x, \downarrow) - \phi_{i_1}^\dagger(x, \downarrow) \phi_{i_1}(x, \uparrow) \phi_{i_2}^\dagger(x, \uparrow) \phi_{i_2}(x, \downarrow) \right)$$

$$= \rho(x, \uparrow\downarrow) \rho(x, \downarrow\uparrow) - \rho(x, \uparrow\uparrow) \rho(x, \downarrow\downarrow)$$

(A.14)

where we note that in the second line the contribution from \(i_2 = i_1\) cancels between the two terms, so that the second line is the same as the first, and we have

$$\langle \Omega^S | U \sum_x c^\dagger(x, \uparrow) c(x, \uparrow) c^\dagger(x, \downarrow) c(x, \downarrow) | \Omega^S \rangle = U \sum_x \left( \rho(x, \uparrow\uparrow) \rho(x, \downarrow\downarrow) - \rho(x, \uparrow\downarrow) \rho(x, \downarrow\uparrow) \right)$$

(A.15)

The hopping and chemical potential terms are much simpler:

$$\langle \Omega^S | K - \mu N | \Omega^S \rangle$$

$$= -t \sum_{<xy>} \langle 0 | \prod_{j=1}^{M} c_i \left\{ c^\dagger(x, \uparrow) c(y, \uparrow) + c^\dagger(x, \downarrow) c(y, \downarrow) \right\} \prod_{i=1}^{M} c_i^\dagger | 0 \rangle - \mu M$$

$$- t' \sum_{[xy]} \langle 0 | \prod_{j=M}^{1} c_i \left\{ c^\dagger(x, \uparrow) c(y, \uparrow) + c^\dagger(x, \downarrow) c(y, \downarrow) \right\} \prod_{i=1}^{M} c_i^\dagger | 0 \rangle - \mu M$$

$$= -t \sum_{<xy>} \left\{ \phi_{i}^\dagger(x, \uparrow) \phi_{i}(y, \uparrow) + \phi_{i}^\dagger(x, \downarrow) \phi_{i}(y, \downarrow) \right\}$$

$$- t' \sum_{[xy]} \left\{ \phi_{i}^\dagger(x, \uparrow) \phi_{i}(y, \uparrow) + \phi_{i}^\dagger(x, \downarrow) \phi_{i}(y, \downarrow) \right\} - \mu M$$

(A.16)

where we have defined \(\rho_{nn}, \rho_{nnn}\) in (45). Thus our final answer, for the energy expectation value of the standard Hartree-Fock state, is

$$\langle \Omega^S | H | \Omega^S \rangle = -t \sum_x \{ \rho_{nn}(x, \uparrow\uparrow) + \rho_{nn}(x, \downarrow\downarrow) \} - t' \sum_x \{ \rho_{nnn}(x, \uparrow\uparrow) + \rho_{nnn}(x, \downarrow\downarrow) \}$$

$$+ U \sum_x \{ \rho(x, \uparrow\uparrow) \rho(x, \downarrow\downarrow) - \rho(x, \uparrow\downarrow) \rho(x, \downarrow\uparrow) \} - \mu M$$

(A.17)

in accordance with (46). The energy expectation value \(\langle \Omega^N | H | \Omega^N \rangle\) of the Hubbard Hamiltonian in the Nambu Hartree-Fock ground state is computed in the same way. Again start by writing down
the Hubbard model Hamiltonian in terms of Nambu spinors

\[
H = -t \sum_{<xy>} (c_{x}^\dagger, \uparrow)c(y, \uparrow) + c_{x}^\dagger, \downarrow)c(y, \downarrow) - t' \sum_{[xy]} (c_{x}^\dagger, \uparrow)c(y, \uparrow) + c_{x}^\dagger, \downarrow)c(y, \downarrow)
+ U \sum_{x} c_{x}^\dagger, \uparrow)c(x, \uparrow)c(x, \downarrow) - \mu \sum_{x} (c_{x}^\dagger, \uparrow)c(x, \uparrow) + c_{x}^\dagger, \downarrow)c(x, \downarrow)
\]

\[
= -t \sum_{<xy>} \{ \psi_{1}^\dagger(x) \psi_{1}(y) + \psi_{2}(x) \psi_{2}^\dagger(y) \} - t' \sum_{[xy]} \{ \psi_{1}^\dagger(x) \psi_{1}(y) + \psi_{2}(x) \psi_{2}^\dagger(y) \}
+ U \sum_{x} \psi_{1}^\dagger(x) \psi_{1}(x) \psi_{2}(x) \psi_{2}^\dagger(x) - \mu \sum_{x} \{ \psi_{1}^\dagger(x) \psi_{1}(x) + \psi_{2}(x) \psi_{2}^\dagger(x) \}
\]

\[
= -t \sum_{<xy>} \{ \psi_{1}^\dagger(x) \psi_{1}(y) - \psi_{2}^\dagger(y) \psi_{2}(x) \} - t' \sum_{[xy]} \{ \psi_{1}^\dagger(x) \psi_{1}(y) - \psi_{2}^\dagger(y) \psi_{2}(x) \}
+ U \sum_{x} \psi_{1}^\dagger(x) \psi_{1}(x) (1 - \psi_{2}^\dagger(y) \psi_{2}(x)) - \mu \sum_{x} \{ \psi_{1}^\dagger(x) \psi_{1}(x) + 1 - \psi_{2}^\dagger(y) \psi_{2}(x) \}
\]

\[
= -t \sum_{<xy>} \{ \psi_{1}^\dagger(x) \psi_{1}(y) - \psi_{2}^\dagger(y) \psi_{2}(x) \} - t' \sum_{[xy]} \{ \psi_{1}^\dagger(x) \psi_{1}(y) - \psi_{2}^\dagger(y) \psi_{2}(x) \}
+ U \sum_{x} \psi_{1}^\dagger(x) \psi_{1}(x) - U \sum_{x} \psi_{1}^\dagger(x) \psi_{1}(x) \psi_{2}(x) \psi_{2}^\dagger(x)
- \mu \sum_{x} \{ \psi_{1}^\dagger(x) \psi_{1}(x) + 1 - \psi_{2}^\dagger(y) \psi_{2}(x) \}, \quad (A.18)
\]

with the Nambu Hartree-Fock ground state

\[
|\Omega^{N}\rangle = \prod_{i=1}^{L^{2}} \phi_{i}(x_{i}, \alpha_{i}) \psi_{\alpha_{i}}(x_{i})|0\rangle = \prod_{i=1}^{L^{2}} \psi_{i}^\dagger|0\rangle, \quad \text{where} \quad \psi_{i}^\dagger = \sum_{x_{i}, \alpha} \phi_{i}(x_{i}, \alpha) \psi_{\alpha}(x), \quad (A.19)
\]

and the \(\phi_{i}(x, \alpha)\) are determined numerically from the eigenvalue equation (18), as explained previously.

The algebra goes in exactly the same way as for the standard Hartree-Fock energy expectation value, and from our previous results we can essentially write down the answer from inspection:

\[
\langle \Omega^{N} | H | \Omega^{N} \rangle = -t \sum_{x} \{ \rho_{nn}(x, 11) - \rho_{nn}(x, 22) \} - t' \sum_{x} \{ \rho_{nn}(x, 11) - \rho_{nnn}(x, 22) \} + U \sum_{x} \rho(x, 11)
- U \sum_{x} \left( \rho(x, 11) \rho(x, 22) - \rho(x, 12) \rho(x, 21) \right) - \mu \sum_{x} \{ \rho(x, 11) + 1 - \rho(x, 22) \}, \quad (A.20)
\]

as stated in eq. (417).
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