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Abstract. This paper aims at providing further studies of the notion of quasi-relative interior for convex sets. We obtain new formulas for representing quasi-relative interiors of convex graphs of set-valued mappings and for convex epigraphs of extended-real-valued functions defined on locally convex topological vector spaces. We also show that the role, which this notion plays in infinite dimensions and the results obtained in this vein, are similar to those involving relative interior in finite-dimensional spaces.
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1 Introduction

The notion of relative interior for convex sets in finite-dimensional spaces was largely developed by Rockafellar in his seminal monograph “Convex Analysis”\(^{[30]}\) as a refinement of the classical notion of interior. In contrast to the latter, the relative interior is nonempty for any nonempty convex subset of \(\mathbb{R}^n\). It has been fully recognized by now that results involving relative interior are highly important in many aspects of convex analysis and optimization in finite dimensions. In particular, relative interior is used broadly in developing generalized differentiation theory for convex extended-real-valued functions. For instance, the fundamental result of convex analysis, known as the Moreau-Rockafellar theorem, says that the subdifferential of the sum of two convex functions on \(\mathbb{R}^n\) at a point where both functions are finite is represented as the Minkowski sum of the subdifferentials of each function at references point provided that intersection of the relative interiors of the domains of these functions is nonempty. Another fundamental result of finite-dimensional geometry tells us the empty intersection of relative interiors of two convex sets is a characterization of proper separation of sets. In convex optimization and related topics, the notion of relative interior plays a crucial role in resolving many principal issues of the theory and applications including Fenchel duality, Lagrange duality, optimality conditions, numerical algorithms, etc.; see, e.g., \([2, 3, 6, 9, 15, 16, 18, 21, 25, 29, 31]\) and the references therein.

It has been recognized for a long time that the classical notion of interior for convex sets and related results in infinite-dimensional spaces, based on convex separation under nonempty
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interior assumptions, create—besides being rather restrictive in theoretical developments—serious limitations for applications. Among various areas that suffer from such limitations, we mention vector and set optimization as well as general equilibrium theory in economics; see [1, 13, 14, 20, 22, 23, 24] for more discussions and references. In particular, it is well known that the ordering/positive cones in the classical Lebesgue spaces $L^p$ and $L^p$ for $1 \leq p < \infty$, which naturally appear in economic modeling, have empty interiors, and thus convex separation results conventionally used to establish appropriate price equilibria in basic economic models (e.g., in models of welfare economics) cannot be applied in such frameworks. Moreover, positive cones in the aforementioned and many other infinite-dimensional spaces important for applications have even empty relative interiors.

All of it provides a strong motivation to seek adequate counterparts of the relative interior notion for convex sets in infinite-dimensions. The major attention in this paper is paid to the notion of quasi-relative interior for convex sets that was introduced by Borwein and Lewis [5] and was studied and applied in various publications among which we particularly mention [1, 4, 8, 10, 11, 20, 24]. As we were informed by Nicolas Hadjisavvas in a private communication, an equivalent notion was introduced independently in his paper with Siegfried Schaible [17] under the name of inner points, and this notion can be actually found in Zarantonello [34].

A key result of [5, 17] tells us that the quasi-relative interior is nonempty for every nonempty closed and convex subset of any separable Banach space. Our main intention here is to study further properties of quasi-relative interior in locally convex topological vector (LCTV) spaces. We obtain a quasi-relative extension in LCTV spaces of Rockafellar’s finite-dimensional theorem on representing the relative interior of convex graphs for set-valued mappings via the relative interiors of the corresponding domain and image sets. The obtained quasi-relative version of such a representation in infinite-dimensional spaces requires a certain quasi-regularity condition introduced below, which automatically holds in finite dimensions. We also obtain new results on extended relative interiors of convex sets and epigraphs of convex functions on LCTV spaces.

The rest of the paper is organized as follows. Section 2 presents some preliminary material used in the sequel. Section 3 contains the definitions of and discussions on the basic notions of intrinsic relative interior, quasi-relative interior, and quasi-regularity for convex sets in LCTV spaces. Besides other results, we establish here relationships between these properties and the sequential normal compactness of convex sets, which is one the central notions of general infinite-dimensional variational analysis. Section 4 is devoted to the study of quasi-relative interiors for convex graphs of set-valued mappings between LCTV spaces. First we give an alternative proof of Rockafellar’s theorem concerning a precise representation of relative interiors for such graphs in finite dimensions. The quasi-interior case of infinite-dimensional spaces is significantly more involved, the results obtained in this section are diverse and require imposing quasi-regularity assumptions. Further developments in this direction for convex sets, set-valued mappings, and extended-real-valued functions in the general LCTV space settings are given in Section 5.
2 Preliminaries

Here we first recall the standard notation and definitions of convex analysis in LCTV spaces; see, e.g., [32]. Then we present, for the reader’s convenience, some useful facts on the relative interior of convex sets in finite-dimensional spaces to compare them later with our new results via quasi-relative interiors in general infinite-dimensional settings.

Given a real LCTV space $X$ and its topological dual $X^*$, consider the canonical pairing $\langle x^*, x \rangle := x^*(x)$ with $x \in X$ and $x^* \in X^*$. For a nonempty subset $A$ of $X$, define the conic hull of $A$ by $\text{cone}(A) := \{ta \in X \mid t \geq 0, a \in A\}$ and denote the closure of $A$ by $\overline{A}$.

Let $\Omega$ be a convex subset of $X$, and let $\bar{x} \in \Omega$. The normal cone to $\Omega$ at $\bar{x}$ is defined by

$$N(\bar{x}; \Omega) := \{x^* \in X \mid \langle x^*, x - \bar{x} \rangle \leq 0 \text{ for all } x \in \Omega\} \quad (2.1)$$

with $N(\bar{x}; \Omega) := \emptyset$ if $\bar{x} \notin \Omega$. Recall further that two convex sets $\Omega_1, \Omega_2 \subset X$ are properly separated if there exists $x^* \in X^*$ for which the following two inequality hold:

$$\sup \{\langle x^*, w_1 \rangle \mid w_1 \in \Omega_1\} \leq \inf \{\langle x^*, w_2 \rangle \mid w_2 \in \Omega_2\}, \quad (2.2)$$

$$\inf \{\langle x^*, w_1 \rangle \mid w_1 \in \Omega_1\} < \sup \{\langle x^*, w_2 \rangle \mid w_2 \in \Omega_2\}. \quad (2.3)$$

Observe that condition (2.2) can be equivalently rewritten as

$$\langle x^*, w_1 \rangle \leq \langle x^*, w_2 \rangle \text{ whenever } w_1 \in \Omega_1, w_2 \in \Omega_2,$$

while (2.3) means that there exist $\bar{w}_1 \in \Omega_1$ and $\bar{w}_2 \in \Omega_2$ such that

$$\langle x^*, \bar{w}_1 \rangle < \langle x^*, \bar{w}_2 \rangle.$$

Given a nonempty subset $\Omega$ of $X$, the relative interior of $\Omega$ is defined by

$$\text{ri}(\Omega) := \{x \in \Omega \mid \exists \text{ a neighborhood } V \text{ of } x \text{ such that } V \cap \text{aff}(\Omega) \subset \Omega\}, \quad (2.4)$$

where $\text{aff}(\Omega)$ denotes the closure of the affine hull of $\Omega$. If $X = \mathbb{R}^n$, the closure operation is not needed in (2.4) since the affine hull $\text{aff}(\Omega)$ is always closed. The following useful result, which is taken from [26, Theorem 4.7], provides a proper separation description of the relative interior for convex sets in finite-dimensional spaces.

**Theorem 2.1 (relative interior and proper separation in finite dimensions).** Let $\Omega_1$ and $\Omega_2$ be two nonempty convex subsets of $\mathbb{R}^n$. Then $\Omega_1$ and $\Omega_2$ are properly separated if and only if $\text{ri}(\Omega_1) \cap \text{ri}(\Omega_2) = \emptyset$.

Theorem 2.1 is employed below to provide further characterizations of the relative interior for convex sets. The next theorem combines various known results in this direction (see, e.g., [30]) that are important for understanding the subsequent extensions in infinite dimensions. For completeness, we present a unified and simplified proof of these characterizations.
Theorem 2.2 (characterizations of relative interior for convex sets in $\mathbb{R}^n$). Let $\Omega$ be a nonempty convex set in $\mathbb{R}^n$ and let $\bar{x} \in \mathbb{R}^n$. The following properties are equivalent:

(a) $\bar{x} \in \text{ri} (\Omega)$.
(b) $\bar{x} \in \Omega$ and for every $x \in \Omega$ with $x \neq \bar{x}$ there exists $u \in \Omega$ such that $\bar{x} \in (x,u)$, where $(x,u) := \{tx + (1-t)u | t \in (0,1)\}$ signifies the open interval between the points $x,u$.
(c) $\bar{x} \in \Omega$ and $\text{cone}(\Omega - \bar{x})$ is a linear subspace of $\mathbb{R}^n$.
(d) $\bar{x} \in \Omega$ and $\text{cone}(\Omega - \bar{x})$ is a linear subspace of $\mathbb{R}^n$.
(e) $\bar{x} \in \Omega$ and the normal cone $\text{N}(\bar{x}; \Omega)$ is a subspace of $\mathbb{R}^n$.

Proof. (a)$\Rightarrow$ (b): Suppose that $\bar{x} \in \text{ri} (\Omega)$ and fix $x \in \Omega$ with $x \neq \bar{x}$. It follows from (2.4) that $\bar{x} \in \Omega$ and there exists $\delta > 0$ such that

$$\mathbb{B}(\bar{x}; \delta) \cap \text{aff}(\Omega) \subset \Omega. \quad (2.5)$$

Let us choose $0 < t < 1$ so small that $u := \bar{x} + t(\bar{x} - x) \in \mathbb{B}(\bar{x}; \delta)$. Hence $u \in \text{aff}(\Omega)$, and we get from (2.5) that $u \in \Omega$. This tells us that

$$\bar{x} = \frac{t}{1 + t} x + \frac{1}{1 + t} u \in (x,u),$$

which therefore verifies the conclusions in (b).

(b)$\Rightarrow$ (c): It suffices to show that for every $a \in K := \text{cone}(\Omega - \bar{x})$ we get $-a \in K$. Fix any $a \in K$ and find by definition such $t \geq 0$ and $w \in \Omega$ that $a = t(w - \bar{x})$. If $w = \bar{x}$, we have $a = 0$ and hence $-a = 0 \in K$. In the case where $w \neq \bar{x}$, take $u \in \Omega$ with $\bar{x} \in (w, u)$ and then find $\gamma > 0$ for which $w = \bar{x} + \gamma(u - \bar{x})$. It follows therefore that

$$-a = t(\bar{x} - w) = -t\gamma(\bar{x} - u) = t\gamma(u - \bar{x}) \in K,$$

which implies that $K$ is a linear subspace of $\mathbb{R}^n$.

(c)$\Rightarrow$ (d): This implication is obvious since every linear subspace is closed in $\mathbb{R}^n$.

(d)$\Rightarrow$ (e): Fix any $v \in N(\bar{x}; \Omega)$ and show that $-v \in N(\bar{x}; \Omega)$. We have from (2.1) that

$$\langle v, x - \bar{x} \rangle \leq 0 \text{ for all } x \in \Omega.$$

Using this and denoting $K := \overline{\text{cone}}(\Omega - \bar{x})$ tells us that $\langle v, z \rangle \leq 0$ for all $z \in K$. Since $K$ is a subspace, for any $x \in \Omega$ we get that $\bar{x} - x \in K$, and hence

$$\bar{x} - x = \lim_{k \to \infty} t_k(w_k - \bar{x}),$$

where $t_k \geq 0$ and $w_k \in \Omega$ for every $k \in \mathbb{N}$. It follows therefore that

$$\langle -v, x - \bar{x} \rangle = \lim_{k \to \infty} t_k \langle v, w_k - \bar{x} \rangle \leq 0,$$

which yields $-v \in N(\bar{x}; \Omega)$. Thus $N(\bar{x}; \Omega)$ is a linear subspace in $\mathbb{R}^n$.

(e)$\Rightarrow$ (a): Assuming that (e) is satisfied and arguing by contradiction, suppose that $\bar{x} \notin \text{ri} (\Omega)$. It follows from Theorem 2.1 that there exists $v \in \mathbb{R}^n$ such that

$$\langle v, x \rangle \leq \langle v, \bar{x} \rangle \text{ for all } x \in \Omega,$$  \quad (2.6)
and furthermore there exists \( \tilde{x} \in \Omega \) for which \( \langle v, \tilde{x} \rangle < \langle v, \bar{x} \rangle \). Then (2.6) implies that \( v \in N(\bar{x}; \Omega) \), and so \(-v \in N(\bar{x}; \Omega)\). This yields
\[
\langle -v, \tilde{x} - \bar{x} \rangle = \langle v, \tilde{x} \rangle - \langle v, \bar{x} \rangle \leq 0,
\]
which gives us a contradiction, which shows that (a) holds. \( \square \)

The obtained finite-dimensional characterizations of relative interior motivate the major extensions of this notion to infinite dimensions, which are considered in the next section.

3 Intrinsic Relative and Quasi-Relative Interiors

We start with the following basic definitions used throughout the whole paper.

**Definition 3.1 (extended relative interiors in infinite dimensions).** Let \( X \) be an LCTV space, and let \( \Omega \) be a nonempty convex subset of \( X \). Then:

(a) The **intrinsic relative interior** of \( \Omega \) is the set
\[
\text{iri}(\Omega) := \{ x \in \Omega \mid \text{cone}(\Omega - x) \text{ is a subspace of } X \}.
\]

(b) The **quasi-relative interior** of \( \Omega \) is the set
\[
\text{qri}(\Omega) := \{ x \in \Omega \mid \text{cone}(\Omega - x) \text{ is a subspace of } X \}.
\]

(c) We say that a convex set \( \Omega \subset X \) is **quasi-regular** if \( \text{qri}(\Omega) = \text{iri}(\Omega) \).

By convention we set \( \text{iri}(\emptyset) = \text{qri}(\emptyset) := \emptyset \).

Due to Theorem 2.2, both notions in Definition 3.1(a,b) reduce to the relative interior of \( \Omega \) in finite-dimensional spaces. The one in (a) has been known under the name “intrinsic core” [19] (which may be confusing; see [4]) and also under the name “pseudo-relative interior” [4], which seems to be confusing as well since “pseudo” means “false”. Following [1] and [24], we prefer to use the term **intrinsic relative interior** of \( \Omega \) and denote this set by \( \text{iri} (\Omega) \).

As mentioned in Section 1, the notion of **quasi-relative interior** for convex sets was introduced in [5] and then was studied therein and other publications. It follows directly from the definitions that for any convex set \( \Omega \subset X \) we have
\[
\text{ri} (\Omega) \subset \text{iri} (\Omega) \subset \text{qri}(\Omega).
\]

In Definition 3.1(c) we designate the property \( \text{qri}(\Omega) = \text{iri}(\Omega) \) by labeling the sets satisfying this condition as **quasi-regular** ones. The latter property plays an important role in the subsequent results of the paper. Some sufficient conditions for the quasi-regularity property of convex sets are presented below.

The following example taken from [4] demonstrates that the sets \( \text{qri}(\Omega) \) and \( \text{iri} (\Omega) \) may be different in rather simple situations in the framework of Hilbert spaces.
Example 3.2 (difference between quasi-relative and intrinsic relative interiors). Consider the classical space of sequences \( X := \ell^2 \) and its convex subset

\[ \Omega := \{ x = (x_k) \in X \mid \|x\|_1 := \sum_{k=1}^{\infty} |x_k| \leq 1 \}. \]

Then we have \( \text{iri}(\Omega) = \{ x \in X \mid \|x\|_1 < 1 \} \), while

\[ \text{qri}(\Omega) = \Omega \setminus \{ x = (x_k) \in X \mid \|x\|_1 = 1, \ x_k = 0 \text{ for all } k \geq k_0 \text{ with some } k_0 \in \mathbb{N} \}. \]

The next theorem provides some characterizations of intrinsic relative and quasi-relative interiors of convex sets in LCTV spaces and shows that the equivalences \((b) \iff (c)\) and \((d) \iff (e)\) of Theorem 2.4 hold true in infinite dimensions.

**Theorem 3.3 (characterizations of intrinsic relative and quasi-relative interiors in LCTV space).** Let \( X \) be an LCTV space, and let \( \Omega \) be a nonempty convex subset of \( X \) with \( \bar{x} \in \Omega \). Then we have the equivalences:

(a) \( \bar{x} \in \text{iri}(\Omega) \) if and only if for every point \( x \in \Omega \) with \( x \neq \bar{x} \) there exists another point \( u \in \Omega \) such that \( \bar{x} \in (x, u) \).

(b) \( \bar{x} \in \text{qri}(\Omega) \) if and only if the normal cone \( N(\bar{x}; \Omega) \) is a subspace of \( X^* \).

**Proof.** The equivalence in (a) follows from [4, Lemma 2.3], while the one in (b) is proved in [5, Proposition 2.8]. \( \square \)

Our next goal is to provide some sufficient conditions that ensure the quasi-regularity property of convex sets. To proceed, we recall a fundamental notion of general variational analysis in infinite-dimensional spaces that plays a crucial role in furnishing limiting procedures; see [23] for a comprehensive study and applications in convex and nonconvex settings.

**Definition 3.4 (sequential normal compactness of sets).** A nonempty closed convex subset \( \Omega \) of a normed space \( X \) is called sequentially normally compact (SNC) at \( \bar{x} \in \Omega \) if for any sequence \( \{x_k\} \) in \( \Omega \) converging to \( \bar{x} \) we have the implication

\[ [x^*_k \in N(x_k; \Omega), \ x^*_k \overset{\text{w}^*}{\rightarrow} 0] \implies [\|x^*_k\| \rightarrow 0] \quad \text{as } k \rightarrow \infty, \]

where symbol \( \text{w}^* \) indicates the weak* topology on \( X^* \). The set \( \Omega \) is said to be SNC if it has this property at any point \( \bar{x} \in \Omega \).

A (convex) set \( \Omega \subset X \) is surely SNC if \( \text{int}(\Omega) \neq \emptyset \); see [23, Proposition 1.25]. If \( X \) is Banach and \( \text{ri}(\Omega) \neq \emptyset \), we have the following more delicate characterization: \( \Omega \) is SNC if and only if the closure of its affine hull \( \text{aff}(\Omega) \) is finite-codimensional; see [23, Theorem 1.21]. Note that, in the framework of arbitrary normed spaces, a similar characterization is available for a generally more restrictive notion of the compactly epi-Lipschitzian (CEL) property for closed convex sets \( \Omega \) with \( \text{ri}(\Omega) \neq \emptyset \): \( \Omega \) is CEL if and only if its affine hull is a closed finite-codimensional subspace of \( X \); see [7] and more discussions in [23, Remark 1.27].
Prior to deriving sufficient conditions for quasi-regularity, we present three lemmas of their own interest that are used in what follows. The first one is an intrinsic relative interior version in LCTV spaces of the well-known property for relative interiors in finite dimensions.

**Lemma 3.5 (convex sets with nonempty intrinsic relative interiors in LCTV spaces).** Let $X$ be an LCTV space, and let $\Omega \subset X$ be a nonempty closed convex set with $0 \in \Omega \setminus \text{iri}(\Omega)$. If $\text{iri}(\Omega) \neq \emptyset$, then all $(\Omega)$ is a closed subspace of $X$ and there is a sequence $\{x_k\} \subset -\Omega$ with $x_k \notin \Omega$ and $x_k \to 0$ as $k \to \infty$.

**Proof.** Using $\text{iri}(\Omega) \neq \emptyset$ and $0 \in \Omega \setminus \text{iri}(\Omega)$, let us show that there exists a nonzero vector $x_0 \in \text{iri}(\Omega)$ such that $-tx_0 \notin \Omega$ for all $t > 0$. Arguing by contradiction, suppose that $-tx_0 \in \Omega$ for some $t > 0$. Then it follows from [4, Lemma 3.1] that $0 = t^{-1}x_0 + \frac{1}{1 + t}(-tx_0) \in \text{iri}(\Omega)$, which clearly contradicts the imposed assumption on $0 \notin \text{iri}(\Omega)$. Denoting now $x_k := -(x_0/k) \in -\Omega$ tells us that $x_k \notin \Omega$ for every $k \in \mathbb{N}$ and that $x_k \to 0$ as $k \to \infty$. □

The second lemma, which is broadly employed in the subsequent material, provides an equivalent description of quasi-relative interiors via *proper separation* of convex sets in the general LCTV space framework; see [12, Theorem 2.3].

**Lemma 3.6 (proper separation description of quasi-relative interiors in LCTV spaces).** Let $\Omega$ be a convex set in an LCTV space $X$ with $\bar{x} \in \Omega$. Then $\bar{x} \notin \text{qri}(\Omega)$ if and only if the sets $\{\bar{x}\}$ and $\Omega$ can be properly separated.

**Proof.** As stated in Theorem 3.3, $\bar{x} \in \text{qri}(\Omega)$ if and only if the normal cone $N(\bar{x}; \Omega)$ is a subspace of $X^*$. Thus we get that $\bar{x} \notin \text{qri}(\Omega)$ if and only if there exists $x^* \in N(\bar{x}; \Omega)$ with $-x^* \notin N(\bar{x}; \Omega)$. It follows from the normal cone definition (2.1) that $\langle x^*, x \rangle \leq \langle x^*, \bar{x} \rangle$ for all $x \in \Omega$. Then the inclusion $-x^* \notin N(\bar{x}; \Omega)$ gives us such $x_0 \in \Omega$ that $\langle -x^*, x_0 \rangle > \langle -x^*, \bar{x} \rangle$, which reads as $\langle x^*, x_0 \rangle < \langle x^*, \bar{x} \rangle$ and hence justifies the claim. □

The third lemma provides a useful version of the strict separation theorem relative to closed subspaces of Hilbert spaces.

**Lemma 3.7 (strict separation relative to subspaces in Hilbert spaces).** Let $L$ be a closed subspace of a Hilbert space $X$, and let $\Omega \subset L$ be a nonempty convex set with $\bar{x} \in L$ and $\bar{x} \notin \overline{\Omega}$. Then there exists a nonzero vector $u \in L$ such that
\[
\sup \{ \langle u, x \rangle \mid x \in \Omega \} < \langle u, \bar{x} \rangle.
\]

**Proof.** Since $\bar{x} \notin \overline{\Omega}$, we see that the sets $\{\bar{x}\}$ and $\Omega$ are strictly separated in $X$, which means that there exists a vector $h \in X$ such that
\[
\sup \{ \langle h, x \rangle \mid x \in \Omega \} < \langle h, \bar{x} \rangle. \tag{3.1}
\]
It is well known that the space $X$ can be represented as the direct sum $X = L \oplus L^\perp$, where

$$L^\perp := \{ w \in X \mid \langle w, x \rangle = 0 \text{ for all } x \in L \}.$$ 

If $h \in L^\perp$, then (3.1) immediately gives us a contradiction. Thus $h \in X$ can be represented as $h = u + w$ with $0 \neq u \in L$ and $w \in L^\perp$. This implies that for each $x \in \Omega \subset L$ we have

$$\langle u, x \rangle = \langle u, x \rangle + \langle w, x \rangle = \langle h, x \rangle \leq \sup \{ \langle h, x \rangle \mid x \in \Omega \} < \langle h, \bar{x} \rangle,$$

which shows that $\sup \{ \langle u, x \rangle \mid x \in \Omega \} < \langle u, \bar{x} \rangle$ with $u \neq 0$. □

Now we are ready to present sufficient conditions for quasi-regularity of convex sets.

**Theorem 3.8 (sufficient conditions for quasi-regularity).** Let $\Omega \subset X$ be a nonempty convex set. Then it is quasi-regular under each of the following conditions:

(a) $X$ is a finite-dimensional space.
(b) $X$ is an LCTV space and $\text{int}(\Omega) \neq \emptyset$.
(c) $X$ is an LCTV space and $\text{ri}(\Omega) \neq \emptyset$.
(d) $X$ is a Hilbert space, $\Omega$ is closed and SNC with $\text{ri}(\Omega) \neq \emptyset$.

**Proof.** The quasi-regularity of $\Omega$ in case (a) is proved in Theorem 2.2. The fulfillment of this property under (b) and (c) follows from [4, Theorem 2.12]. Let us now show that $\Omega$ is quasi-regular under the assumptions in (d). We split the proof into the following two steps.

**Step 1.** First we verify that in the case where $0 \notin \text{ri}(\Omega)$, the sets $\Omega$ and $\{0\}$ are properly separated, i.e., there is a nonzero vector $a \in X$ such that

$$\sup \{ \langle a, x \rangle \mid x \in \Omega \} \leq 0 \text{ and } \inf \{ \langle a, x \rangle \mid x \in \Omega \} < 0,$$  

which is equivalent therefore to $0 \notin \overline{\text{qri}}(\Omega)$ (assuming $0 \in \Omega$) by Lemma 3.6.

If $0 \notin \Omega$, this statement is trivial. Suppose now that $0 \in \Omega \setminus \text{ri}(\Omega)$. Letting $L := \overline{\text{aff}}(\Omega)$ and employing Lemma 3.5 tell us that $L$ is a subspace of $X$ and that there exists a sequence $\{x_k\} \subset L$ for which $x_k \notin \Omega$ and $x_k \to 0$ as $k \to \infty$. By Lemma 3.7 we find a sequence $\{v_k\} \subset L$ with $v_k \neq 0$ such that

$$\sup \{ \langle v_k, x \rangle \mid x \in \Omega \} < \langle v_k, x_k \rangle \text{ whenever } k \in \mathbb{N}.$$ 

Denote $w_k := \frac{v_k}{\|v_k\|} \in L$ with $\|w_k\| = 1$ as $k \in \mathbb{N}$ and observe that

$$\langle w_k, x \rangle < \langle w_k, x_k \rangle \leq \|w_k\| \cdot \|x_k\| = \varepsilon_k \text{ for all } x \in \Omega,$$  

where $\varepsilon_k := \|x_k\| \downarrow 0$ as $k \to \infty$. Since $\{w_k\}$ is bounded, we let $k \to \infty$ in (3.3) and suppose without loss of generality that $w_k \xrightarrow{w} a \in L$, where the symbol “$w$” indicates the weak convergence in the Hilbert space $X$. This implies that

$$\sup \{ \langle a, x \rangle \mid x \in \Omega \} \leq 0.$$  
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To verify further the strict inequality

\[ \inf \{ \langle a, x \rangle \mid x \in \Omega \} < 0, \]

it suffices to show that there exists \( \bar{x} \in \Omega \) with \( \langle a, \bar{x} \rangle < 0 \). Arguing by contradiction, suppose that \( \langle a, x \rangle \geq 0 \) for all \( x \in \Omega \) and deduce from (3.4) that \( \langle a, x \rangle = 0 \) whenever \( x \in \Omega \). Since \( a \in L = \aff(\Omega) \), there exists a sequence \( a_j \to a \) as \( j \to \infty \) with \( a_j \in \aff(\Omega) \). The latter inclusion can be equivalently rewritten as

\[ a_j = \sum_{i=1}^{m_j} \lambda^j_i \omega^j_i \quad \text{with} \quad \sum_{i=1}^{m_j} \lambda^j_i = 1 \quad \text{and} \quad \omega^j_i \in \Omega \quad \text{for} \quad i = 1, \ldots, m_j, \]

which readily implies the equalities

\[ \langle a, a_j \rangle = \sum_{i=1}^{m_j} \lambda^j_i \langle a, \omega^j_i \rangle = 0. \]

The passage to the limit as \( j \to \infty \) gives us \( \|a\|^2 = 0 \), and so \( a = 0 \).

Now we apply the result of [32, Theorem 3.1.2], which ensures by using (3.3) the existence of \( b_k \in \Omega \) and \( u_k \in X \) such that

\[ u_k \in N(b_k; \Omega), \quad \|b_k\| \leq \sqrt{\varepsilon_k}, \quad \text{and} \quad \|u_k - w_k\| \leq \sqrt{\varepsilon_k}. \] (3.5)

Since \( \|w_k\| = 1 \), it follows from (3.5) that \( \|u_k\| \to 1 \). Furthermore, we get from \( w_k \xrightarrow{w} 0 \), \( \varepsilon_k \downarrow 0 \), and (3.5) that \( u_k \xrightarrow{w} 0 \) as \( k \to \infty \). Remembering that \( \Omega \) enjoys the SNC property, it follows from (3.5) that \( \|u_k\| \to 0 \), which clearly contradicts the condition \( \|u_k\| \to 1 \) as \( k \to \infty \). This tells us that there exists \( \bar{x} \in \Omega \) such that \( \langle a, \bar{x} \rangle < 0 \), and hence \( a \neq 0 \). It justifies the proper separation of \( \Omega \) and \( \{0\} \) in (3.2) and shows therefore that \( 0 \notin \operatorname{qri}(\Omega) \).

**Step 2.** To verify the quasi-regularity of \( \Omega \), we need to prove that \( \operatorname{qri}(\Omega) \subset \operatorname{iri}(\Omega) \). Picking any \( \bar{x} \in \operatorname{qri}(\Omega) \) gives us \( 0 \in \operatorname{qri}(\Omega - \bar{x}) \). Since \( \Omega \) is SNC, this property holds for \( \Omega - \bar{x} \) as well. It allows us to deduce from the proof in Step 1 that \( 0 \in \operatorname{iri}(\Omega - \bar{x}) \), and so \( \bar{x} \in \operatorname{iri}(\Omega) \). This shows that \( \operatorname{qri}(\Omega) \subset \operatorname{iri}(\Omega) \) and thus completes the proof of the theorem.

### 4 Quasi-Relative Interiors of Convex Graphs

In this section we start studying properties of set-valued mappings with convex graphs that involve the (extended) relative interior constructions defined above. Remember that a set-valued mapping \( F : X \rightrightarrows Y \) between LCTV spaces is associated with its *graph*

\[ \operatorname{gph}(F) := \{(x, y) \in X \times Y \mid y \in F(x)\}, \]

and it is called *convex* if its graph is a convex subset of the product space \( X \times Y \). We also consider the *domain* of \( F \) defined by

\[ \operatorname{dom}(F) := \{x \in X \mid F(x) \neq \emptyset\}. \]
Let us first present a new proof, based on proper separation, of the important result by Rockafellar [30, Theorem 6.8] in finite dimensions (see also [31, Proposition 2.43] for yet another proof), which can be formulated in the following way.

**Theorem 4.1 (Rockafellar’s theorem on relative interiors of convex graphs).** Let \( F: \mathbb{R}^m \rightarrow \mathbb{R}^n \) be a convex set-valued mapping. Then we have the representation

\[
\text{ri (gph (} F)\text{)} = \{ (x, y) \in \mathbb{R}^m \times \mathbb{R}^n \mid x \in \text{ri (dom (} F\text{)), y \in \text{ri (} F(x)\text{))} \}.
\] (4.1)

**Proof.** We first prove the inclusion “\( \subset \)” in (4.1). Picking \((\bar{x}, \bar{y})\) \(\in\) ri (gph (\( F\))) and arguing by contradiction, suppose that \(\bar{x} \notin \text{ri (dom (} F\text{))}\). It follows from the relative interior descriptions of Theorem 2.1 that there exists \(v \in \mathbb{R}^m\) such that

\[
\langle v, x \rangle \leq \langle v, \bar{x} \rangle
\]

for all \(x \in \text{dom (} F\text{)}\) together with a vector \(x_0 \in \text{dom (} F\text{)}\) satisfying

\[
\langle v, x_0 \rangle < \langle v, \bar{x} \rangle.
\]

Then for all \((x, y) \in \text{gph (} F\text{)}\) we have \(x \in \text{dom (} F\text{)}\) and

\[
\langle (v, 0), (x, y) \rangle = \langle v, x \rangle \leq \langle v, \bar{x} \rangle = \langle (v, 0), (\bar{x}, \bar{y}) \rangle.
\]

Taking now any fixed \(y_0 \in F(x_0)\) gives us

\[
\langle (v, 0), (x_0, y_0) \rangle = \langle v, x_0 \rangle < \langle v, \bar{x} \rangle = \langle (v, 0), (\bar{x}, \bar{y}) \rangle.
\]

This shows that the sets gph (\( F\)) and \(\{(\bar{x}, \bar{y})\}\) are properly separated, and hence \((\bar{x}, \bar{y}) \notin \text{ri (gph (} F\text{))}\) by Theorem 2.1. The obtained contradiction verifies that \(\bar{x} \in \text{ri (dom (} F\text{))}\).

To show now that \(\bar{y} \in \text{ri (} F(\bar{x})\text{)}\), we deduce from \((\bar{x}, \bar{y}) \in \text{ri (gph (} F\text{))}\) due to definition (2.4) that there exists \(\delta > 0\) such that

\[
[\mathbb{B}(\bar{x}; \delta) \times \mathbb{B}(\bar{y}; \delta)] \cap \text{aff (gph (} F\text{))} \subset \text{gph (} F\text{)},
\]

which yields in turn the inclusion

\[
[\{\bar{x}\} \times \mathbb{B}(\bar{y}; \delta)] \cap \text{aff (gph (} F\text{))} \subset \text{gph (} F\text{)}.
\] (4.2)

It follows furthermore from the definition of the affine hull that

\[
\{\bar{x}\} \times \text{aff (} F(\bar{x})\text{)} \subset \text{aff (gph (} F\text{))},
\]

which being combined with (4.2) leads us to the relationships

\[
\{\bar{x}\} \times [\mathbb{B}(\bar{y}; \delta) \cap \text{aff (} F(\bar{x})\text{))] = [\{\bar{x}\} \times \mathbb{B}(\bar{y}; \delta)] \cap [\{\bar{x}\} \times \text{aff (} F(\bar{x})\text{)]
\]

\[
\subset [\{\bar{x}\} \times \mathbb{B}(\bar{y}; \delta)] \times \text{aff (gph (} F\text{))} \subset \text{gph (} F\text{)}.
\]

This shows that \(\mathbb{B}(\bar{y}, \delta) \cap \text{aff (} F(\bar{x})\text{)} \subset F(\bar{x})\) and so verifies that \(\bar{y} \in \text{ri (} F(\bar{x})\text{)}\).
To prove next the opposite inclusion in (4.1), fix \( \bar{x} \in \text{ri} (\text{dom}(F)) \) and \( \bar{y} \in \text{ri} (\text{gph}(F)) \). Arguing by contradiction, suppose that \((\bar{x}, \bar{y}) \notin \text{ri} (\text{gph}(F))\) and then find by Theorem 2.1 such a pair \((u, v) \in \mathbb{R}^m \times \mathbb{R}^n\) that

\[
\langle u, x \rangle + \langle v, y \rangle \leq \langle u, \bar{x} \rangle + \langle v, \bar{y} \rangle \quad \text{whenever} \quad y \in F(x).
\]  

(4.3)

In addition, it follows from the proper separation that there is \((x_0, y_0) \in \text{gph}(F)\) satisfying

\[
\langle u, x_0 \rangle + \langle v, y_0 \rangle < \langle u, \bar{x} \rangle + \langle v, \bar{y} \rangle.
\]  

(4.4)

Letting \( x = \bar{x} \) in (4.3) yields \( \langle v, y \rangle \leq \langle v, \bar{y} \rangle \) for all \( y \in F(\bar{x}). \) Since \( \bar{x} \in \text{ri} (\text{dom}(F))\) and \( x_0 \in \text{dom}(F), \) we deduce from Theorem 2.2(a) that there exists \( \bar{x} \in \text{dom}(F) \) such that \( \bar{x} = tx_0 + (1-t)\bar{x} \) for some \( t \in (0, 1). \) Choose \( \bar{y} \in F(\bar{x}) \) and consider the convex combination

\[
y' := ty_0 + (1-t)\bar{y},
\]

where \( y' \in F(\bar{x}) \) since \( \text{gph}(F) \) is convex. Since \( \bar{x} \in \text{dom}(F) \) we use (4.3) and (4.4) to get

\[
\begin{align*}
\langle u, \bar{x} \rangle + \langle v, \bar{y} \rangle &\leq \langle u, \bar{x} \rangle + \langle v, \bar{y} \rangle, \\
\langle u, x_0 \rangle + \langle v, y_0 \rangle &< \langle u, \bar{x} \rangle + \langle v, \bar{y} \rangle.
\end{align*}
\]

Multiplying the first inequality above by \( 1-t \) and the second one by \( t, \) and then adding them together gives us the condition

\[
\langle u, \bar{x} \rangle + \langle v, y' \rangle < \langle u, \bar{x} \rangle + \langle v, \bar{y} \rangle,
\]

which yields \( \langle v, y' \rangle < \langle v, \bar{y} \rangle. \) Thus the sets \{\( \bar{y} \}\} and \( F(\bar{x}) \) are properly separated. Applying Theorem 2.1 tells us that \( \bar{y} \notin \text{ri} (F(\bar{x})), \) a contradiction that verifies \( (\bar{x}, \bar{y}) \in \text{ri} (\text{gph}(F)). \) \( \square \)

As a direct consequence of Theorem 4.1, we get the following useful result on calculating relative interiors for epigraphs of extended-real-valued convex functions on \( \mathbb{R}^n. \) Recall that the domain and epigraph of a function \( f: X \to \overline{\mathbb{R}} := (-\infty, \infty] \) are defined, respectively, by

\[
\text{dom}(f) := \{ x \in X \mid f(x) < \infty \} \quad \text{and} \quad \text{epi}(f) := \{ (x, \alpha) \in X \times \mathbb{R} \mid \alpha \geq f(x) \}.
\]

The convexity of \( f \) corresponds to the convexity of \( \text{epi}(f), \) and \( f \) is proper if \( \text{dom}(f) \neq \emptyset. \)

**Corollary 4.2 (relative interiors of epigraphs for convex functions on \( \mathbb{R}^n).** Let \( f: \mathbb{R}^n \to \overline{\mathbb{R}} \) be a convex function. Then we have

\[
\text{ri} \left( \text{epi}(f) \right) = \{ (x, \lambda) \in \mathbb{R}^{n+1} \mid x \in \text{ri} (\text{dom}(f)), \lambda > f(x) \}.
\]  

(4.5)

**Proof.** Given \( f: \mathbb{R}^n \to \overline{\mathbb{R}}, \) define the set-valued mapping \( F: \mathbb{R}^n \rightrightarrows \mathbb{R} \) by \( F(x) := [f(x), \infty) \) for all \( x \in \mathbb{R}^n. \) Then \( \text{dom}(F) = \text{dom}(f), \) \( \text{gph}(F) = \text{epi}(f), \) and for any \( x \in \text{dom}(f) \) we have \( \text{ri}(F(x)) = (f(x), \infty). \) Then (4.5) follows directly from Theorem 4.1. \( \square \)

Next we extend Rockafellar’s theorem to the general setting of LCTV spaces. As the reader can see, the extension below, which formulated in terms of the quasi-relative interior, is more involved in infinite dimensions while giving us two inclusion counterparts of (4.1) under different quasi-regularity assumptions. Our proof is based on the proper separation description of the quasi-relative interior established in Lemma 3.6.
Theorem 4.3 (quasi-relative interiors of convex graphs in LCTV space). Let $F: X \rightarrow Y$ be a convex set-valued mapping between LCTV spaces. The following hold:

(a) If the graph $\text{gph}(F)$ is quasi-regular, then we have the inclusion

$$\text{qri}(\text{gph}(F)) \subset \{(x, y) \in X \times Y \mid x \in \text{qri}(\text{dom}(F)), y \in \text{qri}(F(x))\}.$$

(b) If the domain $\text{dom}(F)$ is quasi-regular, then we have the opposite inclusion

$$\text{qri}(\text{gph}(F)) \supset \{(x, y) \in X \times Y \mid x \in \text{qri}(\text{dom}(F)), y \in \text{qri}(F(x))\}.$$

**Proof.** To verify the inclusion “$\subset$” in (a), pick $(\bar{x}, \bar{y}) \in \text{qri}(\text{gph}(F))$ and suppose on the contrary that $\bar{x} \notin \text{qri}(\text{dom}(F))$. By Lemma 3.6 we find $v^* \in X^*$ such that

$$\langle v^*, x \rangle \leq \langle v^*, \bar{x} \rangle$$

whenever $x \in \text{dom}(F)$

and also have $x_0 \in \text{dom}(F)$ for which the strict inequality

$$\langle v^*, x_0 \rangle < \langle v^*, \bar{x} \rangle$$

is satisfied. Then for all $(x, y) \in \text{gph}(F)$ we get

$$\langle (v^*, 0), (x, y) \rangle = \langle v^*, x \rangle \leq \langle v^*, \bar{x} \rangle = \langle (v^*, 0), (\bar{x}, \bar{y}) \rangle,$$

and for each $y_0 \in F(x_0)$ arrive at the conditions

$$\langle (v^*, 0), (x_0, y_0) \rangle = \langle v^*, x_0 \rangle < \langle v^*, \bar{x} \rangle = \langle (v^*, 0), (\bar{x}, \bar{y}) \rangle.$$

This shows that the sets $\text{gph}(F)$ and $\{(\bar{x}, \bar{y})\}$ are properly separated, and hence $(\bar{x}, \bar{y}) \notin \text{qri}(\text{gph}(F))$ by Lemma 3.6. The obtained contradiction tells us that $\bar{x} \in \text{qri}(\text{dom}(F))$.

To proceed further with the proof of (a), let us verify that $\bar{y} \in \text{qri}(F(\bar{x}))$. Fix any $y \in F(\bar{x})$ with $y \neq \bar{y}$, and so $(\bar{x}, y) \in \text{gph}(F)$. The assumed quasi-regularity of $\text{gph}(F)$ gives us $(\bar{x}, \bar{y}) \in \text{gph}(F)$ and $t \in (0, 1)$ such that

$$(\bar{x}, \bar{y}) = t(\bar{x}, y) + (1 - t)(\bar{x}, \bar{y}).$$

This yields $\bar{x} = \bar{x}$ and $\bar{y} = ty + (1 - t)\bar{y}$ with $\bar{y} \in F(\bar{x})$. It follows therefore that $\bar{y} \in \text{iri}(F(\bar{x})) \subset \text{qri}(F(\bar{x}))$, which completes the proof of (a).

To verify now assertion (b) under the quasi-regularity of $\text{dom}(F)$, fix $\bar{x} \in \text{qri}(\text{dom}(F))$ and $\bar{y} \in \text{qri}(F(\bar{x}))$. Arguing by contradiction, suppose that $(\bar{x}, \bar{y}) \notin \text{qri}(\text{gph}(F))$. Then Lemma 3.6 ensures the existence of $(u^*, v^*) \in X^* \times Y^*$ such that

$$\langle u^*, x \rangle + \langle v^*, y \rangle \leq \langle u^*, \bar{x} \rangle + \langle v^*, \bar{y} \rangle$$

whenever $y \in F(x)$

and also the existence of $(x_0, y_0) \in \text{gph}(F)$ for which

$$\langle u^*, x_0 \rangle + \langle v^*, y_0 \rangle < \langle u^*, \bar{x} \rangle + \langle v^*, \bar{y} \rangle.$$
Letting \( x = \bar{x} \) in (4.6) yields \( \langle v^*, y \rangle \leq \langle v^*, \bar{y} \rangle \) for all \( y \in F(\bar{x}) \). Using \( \bar{x} \in \text{qri}(\text{dom}(F)) \), \( x_0 \in \text{dom}(F) \), and the assumed quasi-regularity of \( \text{dom}(F) \) allows us to deduce from Theorem 3.3(a) the existence of \( \bar{x} \in \text{dom}(F) \) that ensures the representation \( \bar{x} = tx_0 + (1 - t)\bar{x} \) with some \( t \in (0, 1) \). Pick \( \tilde{y} \in F(\bar{x}) \) and define

\[
y' := ty_0 + (1 - t)\tilde{y}.
\]

Then \( y' \in F(\bar{x}) \) by the convexity of \( \text{gph}(F) \), and we get

\[
\langle u^*, \bar{x} \rangle + \langle v^*, y' \rangle \leq \langle u^*, \bar{x} \rangle + \langle v^*, \bar{y} \rangle,
\]

\[
\langle u^*, x_0 \rangle + \langle v^*, y_0 \rangle < \langle u^*, \bar{x} \rangle + \langle v^*, \bar{y} \rangle.
\]

Multiply the first inequality above by \( 1 - t \), the second inequality by \( t \), and add them together to arrive at the condition

\[
\langle u^*, \bar{x} \rangle + \langle v^*, y' \rangle < \langle u^*, \bar{x} \rangle + \langle v^*, \bar{y} \rangle,
\]

which gives us \( \langle v^*, y' \rangle < \langle v^*, \bar{y} \rangle \). Thus we conclude that the sets \( \{ \bar{y} \} \) and \( F(\bar{x}) \) are properly separated, and so \( \bar{y} \notin \text{qri}(F(\bar{x})) \) by Lemma 3.6. This contradiction shows that \( (\bar{x}, \bar{y}) \in \text{qri}(\text{gph}(F)) \) and hence completes the proof of the theorem. \( \square \)

Based on Theorem 5.1, we arrive now at the precise calculation of the quasi-relative interiors of convex graphs for set-valued mappings \( F: X \Rightarrow Y \) between LCTV spaces.

**Corollary 4.4 (precise calculation of quasi-relative interiors of convex graphs in LCTV spaces).** Let \( F: X \Rightarrow Y \) be a convex set-valued mapping between LCTV spaces. If both \( \text{gph}(F) \) and \( \text{dom}(F) \) are quasi-regular, then we have

\[
\text{qri}(\text{gph}(F)) = \{(x, y) \in X \times Y \mid x \in \text{qri}(\text{dom}(F)) \ y \in \text{qri}(F(x))\}.
\]

### 5 Further Properties of Extended Relative Interiors

In this section we continue our study of important properties of the quasi-relative and intrinsic relative interiors of convex set in LCTV spaces, with a particular emphasis on graphical, domain, and epigraphical sets for convex set-valued mappings and extended-real-valued functions. Note that the assumption \( \text{qri}(\Omega) \neq \emptyset \), which is imposed in many results presented in this section, automatically holds for closed convex sets in any separable Banach spaces due to the fundamental result of [5, Theorem 2.19].

The first statement describes behavior of quasi-relative interiors of convex sets under applying linear continuous operators.

**Theorem 5.1 (quasi-relative interiors under linear mappings).** Let \( A: X \rightarrow Y \) be a linear continuous mapping between two LCTV spaces, and let \( \Omega \subset X \) be a convex such that \( \text{iri}(\Omega) \neq \emptyset \) and \( A(\Omega) \) is quasi-regular. Then we have

\[
A(\text{qri}(\Omega)) = \text{qri}(A(\Omega)).
\]
Proof. The inclusion $A(qri(\Omega)) \subset qri(A(\Omega))$ is known; see [5, Proposition 2.21]. To verify the opposite inclusion, we use [20, Proposition 6.3.2(i)] and get

$$qri(A(\Omega)) = iri(A(\Omega)) = A(iri(\Omega)) \subset A(qri(\Omega)),$$

which completes the proof. □

The next corollary on representing quasi-relative interiors of set differences is a direct consequence of Theorem 5.1.

**Corollary 5.2 (quasi-relative interiors of set differences).** Let $\Omega_1$ and $\Omega_2$ be convex subsets of an LCTV space $X$. Suppose that $iri(\Omega_1) \neq \emptyset$, $iri(\Omega_2) \neq \emptyset$, and $\Omega_1 - \Omega_2$ is quasi-regular. Then we have the equality

$$qri(\Omega_1 - \Omega_2) = qri(\Omega_1) - qri(\Omega_2).$$

Proof. Define the linear continuous mapping $A : X \times X \to X$ by $A(x, y) := x - y$, and let $\Omega := \Omega_1 \times \Omega_2$. Then $iri(\Omega) = iri(\Omega_1) \times iri(\Omega_2) \neq \emptyset$; see [5, Proposition 2.5]. Applying Theorem 5.1 gives us

$$qri(\Omega_1 - \Omega_2) = A(qri(\Omega)) = qri(A(\Omega)) = qri(\Omega_1) - qri(\Omega_2),$$

and thus we arrive at the claimed equality. □

**Theorem 5.3 (proper separation in LCTV spaces via quasi-relative interiors).** Let $\Omega_1$ and $\Omega_2$ be convex subsets of an LCTV space $X$ such that $\Omega_1 \cap \Omega_2 \neq \emptyset$. Assume that $iri(\Omega_1) \neq \emptyset$, $iri(\Omega_2) \neq \emptyset$, and $\Omega_1 - \Omega_2$ is quasi-regular. Then $\Omega_1$ and $\Omega_2$ are properly separated if and only if

$$qri(\Omega_1) \cap qri(\Omega_2) = \emptyset. \quad (5.1)$$

Proof. Define $\Omega := \Omega_1 - \Omega_2$ and get from Corollary 5.2 that condition (5.1) reduces to

$$0 \not\in qri(\Omega_1 - \Omega_2) = qri(\Omega_1) - qri(\Omega_2).$$

If (5.1) holds, then $0 \not\in qri(\Omega_1 - \Omega_2) = qri(\Omega)$. Since $\Omega_1 \cap \Omega_2 \neq \emptyset$, we see that $0 \in \Omega_1 - \Omega_2$, so Lemma 3.6 tells us that the sets $\Omega$ and $\{0\}$ are properly separated, which clearly ensures the proper separation of the sets $\Omega_1$ and $\Omega_2$.

To verify the opposite implication, suppose that $\Omega_1$ and $\Omega_2$ are properly separated, which implies that the sets $\Omega = \Omega_1 - \Omega_2$ and $\{0\}$ are properly separated as well. Then using Lemma 3.6 and Corollary 5.2 tells us that

$$0 \notin qri(\Omega) = qri(\Omega_1 - \Omega_2) = qri(\Omega_1) - qri(\Omega_2),$$

and thus $qri(\Omega_1) \cap qri(\Omega_2) = \emptyset$, which completes the proof. □
Theorem 5.4 (intrinsic relative interiors of convex epigraphs in LCTV spaces). Let \( f : X \to \mathbb{R} \) be a convex function, where \( X \) is an LCTV space. Then we have the representation
\[
\text{iri}(\text{epi}(f)) = \{(x, \lambda) \in X \times \mathbb{R} \mid x \in \text{iri}(\text{dom}(f)), \lambda > f(x)\}.
\] (5.2)

Proof. Denoting by \( \Omega \) the set on the right-hand side of (5.2), we are going to show that
\[
\text{iri}(\text{epi}(f)) = \Omega.
\] (5.3)
Let us first verify the inclusion “\( \subset \)” in (5.3). Pick any \((\bar{x}, \bar{\lambda}) \in \text{iri}(\text{epi}(f))\) and check that \(\bar{x} \in \text{iri}(\text{dom}(f))\). Fixing \(x \in \text{dom}(f)\) with \(x \neq \bar{x}\), we get \((x, \lambda) \in \text{epi}(f)\), where \(\lambda := f(x)\). Then Theorem 3.3 ensures the existence of \((u, \gamma) \in \text{epi}(f)\) such that
\[
(\bar{x}, \bar{\lambda}) \in \{(x, \lambda), (u, \gamma)\},
\]
which gives us \(\bar{x} \in (x, u)\). Applying Theorem 3.3 again yields \(\bar{x} \in \text{iri}(\text{dom}(f))\).

Let us now show that \(f(\bar{x}) < \bar{\lambda}\). Arguing by contradiction, suppose that \(\bar{\lambda} = f(\bar{x})\) and take any \((\bar{x}, \bar{\lambda}) \in \text{epi}(f)\) with \(\bar{\lambda} > f(\bar{x})\). It means that \((\bar{x}, \bar{\lambda}) \neq (\bar{x}, f(\bar{x}))\). Then it follows from Theorem 3.3 that there exists \((\bar{u}, \bar{\gamma}) \in \text{epi}(f)\) with \((\bar{x}, f(\bar{x})) \in ((\bar{x}, \bar{\lambda}), (\bar{u}, \bar{\gamma}))\), and hence we can find \(t_0 \in (0, 1)\) such that
\[
\bar{x} = t_0\bar{x} + (1-t_0)\bar{u} \quad \text{and} \quad \bar{\lambda} = t_0\bar{\lambda} + (1-t_0)\bar{\gamma}.
\]
Employing the convexity of \(f\) shows that
\[
t_0\bar{\lambda} + (1-t_0)\bar{\gamma} = \bar{\lambda} = f(\bar{x}) \leq t_0 f(\bar{x}) + (1-t_0) f(\bar{u}) < t_0 \bar{\lambda} + (1-t_0) f(\bar{u})
\]
thus verifying that \(\bar{\gamma} < f(\bar{u})\), and hence \((\bar{u}, \bar{\gamma}) \notin \text{epi}(f)\). The obtained contradiction tells us that \(\bar{\lambda} > f(\bar{x})\) and therefore justifies the inclusion \(\text{iri}(\text{epi}(f)) \subset \Omega\).

To prove next the opposite inclusion in (5.3), fix any \((\bar{x}, \bar{\lambda}) \in \Omega\) giving us \(\bar{x} \in \text{iri}(\text{dom}(f))\) and \(\bar{\lambda} > f(\bar{x})\). Picking now any \((x, \lambda) \in \text{epi}(f)\) with \((x, \lambda) \neq (\bar{x}, \bar{\lambda})\), let us verify the existence of \((\bar{y}, \bar{\beta}) \in \text{epi}(f)\) for which
\[
(\bar{x}, \bar{\lambda}) \in \{((x, \lambda), (\bar{y}, \bar{\beta}))\}.
\]
To proceed, we consider following two cases:

Case 1: \(x \neq \bar{x}\). Since \(\bar{x} \in \text{iri}(\text{dom}(f))\) and \(\bar{x} \neq x \in \text{dom}(f)\), there exists \(u \in \text{dom}(f)\) such that \(\bar{x} \in (x, u)\). Choose \(\gamma \in \mathbb{R}\) satisfying
\[
(\bar{x}, \bar{\lambda}) \in \{((u, \gamma), (x, \lambda))\}
\]
and check that there exists \((\bar{y}, \bar{\beta}) \in ((u, \gamma), (x, \lambda))\) with \((\bar{y}, \bar{\beta}) \in \text{epi}(f)\). Arguing by contradiction, suppose that for every \((y, \beta) \in ((u, \gamma), (\bar{x}, \bar{\lambda}))\) we have \((y, \beta) \notin \text{epi}(f)\). Fix any \(t \in (0, 1)\) and define the \(t\)-dependent elements
\[
y_t := tu + (1-t)\bar{x} \quad \text{and} \quad \beta_t := t\gamma + (1-t)\bar{\lambda},
\]
for which we get \((y_t, \beta_t) \in ((u, \gamma), (\bar{x}, \bar{\lambda}))\). The convexity of \(f\) ensures that
\[
t\gamma + (1 - t)\bar{\lambda} = \beta_t < f(y_t) \leq tf(u) + (1 - t)f(\bar{x}) \leq tf(u) + (1 - t)\bar{\lambda}.
\]
Letting there \(t \downarrow 0\) shows that \(\bar{\lambda} = f(\bar{x})\), a contradiction that verifies hence the existence of a pair \((\bar{y}, \bar{\beta})\) with \((\bar{y}, \bar{\beta}) \in ((u, \gamma), (\bar{x}, \bar{\lambda}))\) and \((\bar{y}, \bar{\beta}) \in \text{epi}(f)\). It tells us that \((\bar{x}, \bar{\lambda}) \in ((x, \lambda), (\bar{y}, \bar{\beta}))\), and so it follows from Theorem 3.3 that \((\bar{x}, \bar{\lambda}) \in \text{iri}(\text{epi}(f))\).

**Case 2:** \(x = \bar{x}\). Then we have \(\lambda \neq \bar{\lambda}\), and it follows from \(\bar{\lambda} > f(\bar{x})\) that there exists \((\bar{x}, \bar{\lambda}) \in \text{epi}(f)\) with \((\bar{x}, \bar{\lambda}) \in ((\bar{x}, \bar{\lambda}), (\bar{x}, \bar{\lambda}))\). This verifies the representation in (5.2). \(\square\)

**Proposition 5.5** Let \(\Omega\) be a convex set in an LCTV space \(X\). Given \(x^* \in X^*\) and \(b \in \mathbb{R}\), define the extended-real-valued function
\[
f(x) := \begin{cases} 
(x^*, x) + b & \text{if } x \in \Omega, \\
\infty & \text{if } x \notin \Omega.
\end{cases}
\]
Then we have the representation
\[
\text{qri}(\text{epi}(f)) = \{(x, \lambda) \in X \times \mathbb{R} \mid x \in \text{qri}(\Omega), \lambda > f(x)\}.
\]

**Proof.** By (5.5) in Theorem 5.6, it suffices to prove the inclusion “\(\subset\)” in (5.4). Taking \((x_0, \lambda_0) \in \text{qri}(\text{epi}(f))\), we will show \((x_0, \lambda_0)\) belongs to the set on the right-hand side of (5.4). Define \(F: X \rightarrow \mathbb{R}\) by \(F(x) := [f(x), \infty)\) for \(x \in X\). Then \(\text{dom}(F) = \text{dom}(f) = \Omega\), and \(\text{gph}(F) = \text{epi}(f)\). Following the proof of part (a) in Theorem 4.3 without assuming the quasi-regularity of \(\text{gph}(F)\) yields \(x_0 \in \text{qri}(\text{dom}(F)) = \text{qri}(\Omega)\). It remains to show that \(\lambda_0 > f(x_0)\). By contradiction, suppose that \(\lambda_0 \leq f(x_0)\). Since \((x_0, \lambda_0) \in \text{epi}(f)\), we have \(\lambda_0 = f(x_0)\). Then \((x_0, f(x_0)) \in \text{qri}(\text{epi}(f))\) and it follows from the definition that \(A := \text{cone}(\text{epi}(f) - (x_0, f(x_0)))\) is a subspace of \(X\). Let \(a = (x_0, f(x_0) + 2) - (x_0, f(x_0)) = (0, 2) \in A\). Then \(-a = (0, -2) \in A\). Therefore, there exists a net \(\{(\gamma_i)\}_{i \in I} \subset \text{cone}(\text{epi}(f) - (x_0, f(x_0)))\) such that \(\gamma_i \rightarrow -a = (0, -2)\), where
\[
\gamma_i = \mu_i((x_i, \lambda_i) - (x_0, f(x_0))),
\]
where \(\mu_i \geq 0, (x_i, \lambda_i) \in \text{epi}(f)\). It follows that
\[
\mu_i(x_i - x_0) \rightarrow 0 \text{ and } \mu_i(\lambda_i - f(x_0)) \rightarrow -2.
\]
Choose an index \(i_0 \in I\) such that
\[
\mu_i(\lambda_i - f(x_0)) < -1 \text{ whenever } i \geq i_0.
\]
By the construction of \(f\) we have the relationships
\[
\langle x^*, \mu_i(x_i - x_0) \rangle = \mu_i(f(x_i) - f(x_0)) \leq \mu_i(\lambda_i - f(x_0)) < -1 \text{ whenever } i \geq i_0
\]
while contradicting the fact that \(\langle x^*, \mu_i(x_i - x_0) \rightarrow 0\). Thus \(\lambda_0 > f(x_0)\), which verifies (5.4) and completes the proof of the proposition. \(\square\)

Finally, we consider epigraphs of extended-real-valued convex functions and present far-going LCTV space extensions of the finite-dimensional result of Corollary 4.2.
Theorem 5.6 (quasi-relative interiors of convex epigraphs in LCTV spaces). Let $f: X \to \mathbb{R}$ be a convex function, where $X$ is an LCTV space.

(a) We have the inclusion

$$\text{qri}(\text{epi}(f)) \supset \{(x, \lambda) \in X \times \mathbb{R} \mid x \in \text{qri}(\text{dom}(f)), \lambda > f(x)\}. \quad (5.5)$$

(b) If in addition that $\text{epi}(f)$ is quasi-regular, then $\text{dom}(f)$ is quasi-regular and

$$\text{qri}(\text{epi}(f)) = \{(x, \lambda) \in X \times \mathbb{R} \mid x \in \text{qri}(\text{dom}(f)), \lambda > f(x)\}. \quad (5.6)$$

Proof. (a) Note that (5.5) follows from [33, Corollary 9(iii)].

(b) Suppose that $\text{epi}(f)$ is quasi-regular. Fix any $x \in \text{qri}(\text{dom}(f))$. Then we can choose $\lambda > f(x)$. By (a), we have $(x, \lambda) \in \text{qri}(\text{epi}(f)) = \text{iri}(\text{epi}(f))$. Now, we can apply Theorem 5.4 to see that $x \in \text{iri}(\text{dom}(f))$. Therefore, $\text{qri}(\text{dom}(f)) \subset \text{iri}(\text{dom}(f))$, which verifies the quasi-regularity of $\text{dom}(f)$. Let $F: X \Rightarrow \mathbb{R}$ be defined by $F(x) := [f(x), \infty)$. Then $\text{gph}(F) = \text{epi}(f)$, $\text{dom}(F) = \text{dom}(f)$, and for $x \in \text{dom}(f)$, we have $\text{qri}(F(x)) = (f(x), \infty)$. Under the quasi-regularity of $\text{gph}(F) = \text{epi}(f)$, the inclusion “⊂” in (5.6) follows directly from Theorem 4.3(a).
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