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Abstract

This thesis explores an exotic class of M-theory compactifications in which the compact manifold is taken to be a Calabi-Yau five-fold – that is, a 10-dimensional Ricci-flat Kähler manifold. In this way, all spatial dimensions of M-theory are compactified and the resulting effective theory is a one-dimensional $\mathcal{N} = 2$ super-mechanics model that exhibits peculiar features of one-dimensional supersymmetry, such as the appearance of fermion-only super-multiplets. The latter necessitates reducing also the fermionic sector of M-theory, which is not normally included in the compactification literature and is thus presented, together with the required technology, in detail.

The one-dimensional effective theory is most elegantly described in superspace and therefore, a detailed account of one-dimensional $\mathcal{N} = 2$ superspace is provided. This includes developing the theory of fermionic multiplets and the study of cross-couplings between $2\alpha$ and $2\beta$ multiplets, as well as an in-depth presentation of curved one-dimensional $\mathcal{N} = 2$ superspace.

Another important aspect is the inclusion of flux. We study its consistency conditions, its relation to supersymmetry and the way it gives rise to a potential in the one-dimensional effective action. It is also explained how the supersymmetry-preserving part of the potential can be obtained from a Gukov-type superpotential.

The main motivation of this compactification scenario is rooted in the realm of cosmology. Viewed as a cosmological model, its virtue is a democratic treatment of spatial dimensions. As opposed to the artificial $3 + 7$ split in most string compactifications, the early universe starts out with all spatial dimensions compact and small in our approach. One then seeks for dynamical ways in which three out of the ten spatial dimensions grow large at late times. Possible realisations of this idea are discussed both at the classical and at the quantum level.

Finally, preliminary work on Calabi-Yau five-fold compactifications of F-theory and the resulting two-dimensional string-like actions is presented.
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Chapter 1

Introduction

1.1 Preliminary Remarks

Around four billion years ago, in a chain of random events totally irrelevant for the universe as a whole, on some planet in some arm of a spiral galaxy, some molecules made up of mainly carbon, hydrogen, oxygen, nitrogen, sulphur and phosphorous (so-called biogenic elements) collided and formed prebiotic structures. This idea of “abiogenesis” (see, for example, ref. [1]) is but one out of a number of possible scenarios of how life could have started out on our planet. During the following few billion years, DNA and conglomerates thereof as well as other organic compounds (such as peptides and proteins) had evolved out of this “prebiotic soup” into a species of intelligent life known as homo sapiens. At some point, humans began to wonder how the world they live in works, came into being and will ultimately end up. It is perhaps this innate curiosity about the history, inner working and fate of the universe and its contents that distinguishes us from most other living organisms on this planet. Science strives to guide, formalise and optimise the accumulation of knowledge that results from this insatiable curiosity.

These ultimate questions mentioned in the previous paragraph find their manifestation, for example, in contemporary theoretical physics in the form of the more than half a century old puzzle of how to reconcile quantum theory with the theory of general relativity. It is a curious fact by itself that the two central pillars of modern physics and arguably two of the most remarkable achievements of the human intellect are notoriously incompatible. One of several theoretical ideas potentially capable of shedding light on this puzzle is “string theory” (reviewed, for example, in refs. [2–4]), although it was originally devised in an entirely different context.

In the late 1960’s, it grew out of an attempt to model the strong interactions in hadronic physics. At the end, quantum chromodynamics took up its place as model of the strong nuclear force. String theory fell out of favour at that time not least because it possessed some unwanted features such as the need for extra dimensions,
the occurrence of tachyons, the lack of fermions and the existence of massless spin-2 particles. However, the latter was turned into a success by interpreting the unwanted massless spin-2 particles as gravitons and – banning the theory from the hadronic scale of $10^{-15} \text{m}$ down to the Planck scale of $10^{-35} \text{m}$ – string theory was henceforth regarded as a candidate for a theory of quantum gravity and possibly a unified theory of nature.

In the 1970’s, string theory received further support from an a priori completely independent development, namely the discovery of supersymmetry. As far as string theory was concerned, this new type of symmetry allowed the consistent introduction of fermions while, at the same time, removing the bothersome tachyon from the spectrum. Later, in the mid-1980’s, five distinct consistent, anomaly-free superstring theories defined in 10 dimensions were found and the theory achieved widespread acceptance.

Albeit a vital ingredient of modern string theory, supersymmetry is an independent theoretical framework completely in its own right. The central idea behind supersymmetry is to introduce a symmetry interchanging bosons and fermions, thereby extending the usual concept of symmetries of quantum field theories based on Lie groups. In particular, Haag, Łopuszański and Sohnius showed in 1975 that supersymmetry offers the only possible way to evade the famous Coleman-Mandula no-go theorem. Equipping quantum field theories with this symmetry implies truly remarkable properties, most importantly improved ultraviolet behaviour.\footnote{For a recent review, see, for example, the article by the late Julius Wess – one of the founders of supersymmetry.} On the downside, however, a supersymmetric theory requires an equal number of fermions and bosons in each multiplet and this is, for example, not how the standard model is organised. In order to make the standard model supersymmetric each of its elementary particles must be accompanied by a superpartner of opposite spin statistics but with the same mass. Since these superpartners have not been seen at the currently accessible energy scales, it is clear that supersymmetry must be broken if it is to be a symmetry of nature.

It is possible to marry supersymmetry with the theory of general relativity and the result is known as supergravity. Just as general relativity can be obtained by gauging the Poincaré group of space-time symmetries, supergravity can be viewed as the gauged version of theories with global supersymmetry. In other words, supersymmetry is realised as a local symmetry in supergravity theories. Supergravity theories can be defined in various dimensions (see, for example, refs. \cite{8, 9}, for an introduction). Assuming Lorentzian signature, eleven is the highest number of dimensions\footnote{At least formally, it is possible to go to higher dimensions by allowing the space-time manifold to have more than one time direction. The physical interpretation of such theories becomes problematic, however. We will come back to this point later in chapter \cite{7}} in which a supergravity theory can be formulated consistently \cite{10} – that is, such that the theory does not contain elementary particles with spin greater than two. Furthermore,
supergravity in $D = 11$ leads to a unique theory, which was first constructed by Cremmer, Julia and Scherk in 1978 [11]. Most of the numerous supergravity theories that exist in lower dimensions can be obtained from $D = 11$ supergravity by a Kaluza-Klein reduction on some compact manifold.

For more than two decades, string theory and 11-dimensional supergravity have evolved largely alongside each other without a great deal of interaction. In fact, the theoretical physics community has been rather polarised between the two ideas and there has been a long-standing question of whether and how the two are related. Viewed in this light, an intriguing fact hinting towards a possible relation is the proximity of dimensions in which the two theories are defined: string theory in 10 versus supergravity in 11 dimensions. An answer was finally proposed by Witten and others during a period of intense activity in 1995 [12, 13]. The result was a new over-arching framework called “M-theory” whose very name let alone its foundations, fundamental principles and definitions remain largely elusive.

1.2 Overview and Motivation

In order to make contact with four-dimensional physics, the old idea by Kaluza and Klein from the 1920’s of how to treat extra dimensions was revived in string-/M-theory from the outset. By assuming that the extra dimensions are compact (hence the name compactification) and tiny compared to our macroscopic four dimensions, one arrives at a lower-dimensional effective description of a higher-dimensional theory. In this approach, the properties of the lower-dimensional effective theory are determined by the topology and geometry of the compact manifold that represents the extra dimensions (and, of course, by the form of the higher-dimensional theory itself).

In 1985, Candelas, Horowitz, Strominger and Witten [14] made use of precisely this observation by asking how a six-dimensional compact manifold must look like in order to obtain a physically interesting four-dimensional theory from compactifying 10-dimensional string theory. The answer was Calabi-Yau three-folds. Since then, string-/M-theory has been compactified on many different kinds of manifolds (and even non-manifolds) to many different numbers of dimensions, thereby unveiling a series of powerful and intriguing properties of the theory, such as dualities and hidden symmetries. Calabi-Yau three-folds [14], four-folds [15–17] and two-folds (that is, K3) [18, 12] have played a central rôle in this context.

In the scheme of string-/M-theory compactifications, Calabi-Yau five-folds have so far largely been treated as “orphans” and the aim of this thesis is to remedy this shortcoming.\footnote{It is important to remark that Calabi-Yau five-folds have already appeared before in the physics literature, for example, in ref. [19] where subclasses of those manifolds feature in the discussion of certain vacuum constructions of F-theory and thirteen dimensional S-theory leading to supersymmetric} Since Calabi-Yau five-folds are ten-dimensional, only M-theory (and
F-theory) can be dimensionally reduced on these spaces. The resulting effective theory is one-dimensional (two-dimensional, if one starts from F-theory) and has a residual local $\mathcal{N} = 2$ supersymmetry. It is interesting to note that $D = 1$ and $D = 11$ are, respectively, the lowest and highest dimension in which supergravity theories can be defined (although, supergravity is of course non-dynamical in $D = 1$) and are thus special from this viewpoint. Via Calabi-Yau five-fold reductions, these two “extreme” versions of supergravity are connected.

When the legendary English mountaineer George Leigh Mallory was asked by journalists in 1923 why he wanted to climb Mount Everest – the highest mountain on earth –, he famously replied, “because it’s there.” While this is a perfectly legitimate motivation for climbing a mountain, it is not sufficient for motivating the study of a scientific problem. We will therefore now discuss the motivations for studying Calabi-Yau five-fold reductions.

The ultimate vision behind this type of compactification is to potentially provide a different angle on the “dimensionality problem” of string theory. As described above, in most attempts to cure string theory’s requirement of more than four dimensions, an ad hoc split between the observed four extended space-time dimensions and an additional number of compact extra dimensions is introduced by hand. It would be conceptually more desirable to treat at least all the spatial dimensions on equal footings in the early universe. In such a “democratic” picture, one assumes that the early universe started out with all spatial dimensions compact and tiny. One may then study how three large spatial dimensions emerge at later times by considering the dynamics on the Calabi-Yau five-fold moduli space, which is governed by the actions derived in this thesis.

To this end, we will begin with a dimensional reduction of 11-dimensional supergravity on Calabi-Yau five-folds. The result is a one-dimensional effective action in the form of a non-linear sigma-model coupled to one-dimensional $\mathcal{N} = 2$ supergravity. We will write this action in curved one-dimensional $\mathcal{N} = 2$ superspace to make the supersymmetry manifest. In the next step, we will consider higher-order quantum corrections to the 11-dimensional action and their effects on the one-dimensional effective theory. At this point, we will also allow non-zero internal background flux to be present, which gives rise to a potential in the one-dimensional effective theory, thereby lifting parts of the otherwise totally flat moduli space. The question of moduli space dynamics is then examined both at the classical and at the quantum, with the latter being approached via a mini-superspace quantisation procedure. Due to the complexity of the dynamical equations, we will have to restrict our present analysis to two-dimensional $\mathcal{N} = (1,1)$ and three-dimensional $\mathcal{N} = 2$ theories, respectively, and then again more detailed later in ref. [20] in a similar but more general context. Moreover, M-theory backgrounds based on Calabi-Yau five-folds and their corrections induced by higher-order curvature terms have been considered in ref. [21].
the simplest cases which can be worked out explicitly, but do unfortunately not lead to realistic physical behaviour.

Besides the potential cosmological applications, the one-dimensional effective theory possesses some peculiar features, which turn it into an interesting object to study in its own right. Even though the computational complexity is generally smaller than in higher dimensions, one-dimensional theories can have conceptual subtleties. Indeed, many concepts of ordinary field theory are put to the extreme in one dimension. The rôle of gravity, degree of freedom counting and the possibility of supersymmetric theories with a different number of on-shell bosonic and fermionic degrees of freedom are examples where subtleties arise. Some of these features have been proposed as explanations of puzzling properties of four-dimensional theories (see, for example, ref. [22]).

Finally, we will take a first look at F-theory compactifications on Calabi-Yau five-folds to two dimensions. Here, we will restrict to a particular proposal for a 12-dimensional Lagrangian and its reduction to two dimensions. We will find that the resulting two-dimensional action allows an interpretation as a bosonic string moving in the moduli space of Calabi-Yau five-folds. Studying the supersymmetric completion of the two-dimensional theory may potentially shed some light on the structure of the elusive fermionic side of the 12-dimensional theory. Further motivation comes from the question of whether Calabi-Yau five-fold reductions favour a particular space-time signature and whether there is a relation to four dimensions.

\section{About this thesis}

The remainder of the thesis is organised as follows. In chapters 2 to 4, some of the necessary background knowledge is developed to make the thesis self-contained and to put it into a wider perspective. These chapters do not contain new results but rather represent short reviews of some of the existing literature. We begin with chapter 2 where 11-dimensional supergravity and relevant aspects of M-theory are briefly reviewed. This also serves to fix and explain our notation.

Chapter 3 concentrates on the mathematics of Calabi-Yau manifolds. After presenting the definitions, general properties and the way they originally entered the physics literature, we specialise on five-folds. Most of the mathematical results on three- and four-folds carry over to the case of five-folds. However, there are also a few differences, which will be pointed out in due course. At the end of chapter 3 we present constructions of explicit examples of Calabi-Yau five-folds. They are highly relevant as case studies in the application to M- and F-theory reductions later.

In chapter 4 we develop flat and curved one-dimensional \( \mathcal{N} = 2 \) superspace to the level of generality required for our purposes. This also proves useful as a check
that our superspace conventions are self-consistent, which in turn is important since
superspace methods are employed to infer results about supersymmetry later.

Most of the original research reported on in this thesis has been pursued in collabora-
tion with Andre Lukas and Kellogg Stelle and has been published in ref. [23]. The
findings are presented in chapter 5 and at the beginning of chapter 6. The introdutory
chapters 2 to 4 are to a certain degree based on review sections of ref. [23], but represent
extended versions thereof.

Chapter 5 sets out to provide a holistic study of the reduction of M-theory on Calabi-
Yau five-folds. After analysing the consistency conditions arising from Calabi-Yau
five-fold backgrounds (slightly extending the considerations in ref. [23]), we perform
the actual reduction of both the bosonic and the fermionic side of 11-dimensional
supergravity to obtain the one-dimensional effective action. We then use the results of
chapter 4 to write the action in superspace. In the last part of chapter 5, we consider
the implications of the presence of non-zero internal background flux for the one-
dimensional theory. We find a scalar potential, which can be obtained from a Gukov-
type superpotential under certain circumstances.

In chapter 6, we take a first look at the physical applications of our one-dimensional
effective theory. We begin by studying some of its classical solutions. After introduc-
ing quantum geometrodynamics and mini-superspace quantisation, we present the
author’s unpublished work on some of the quantum aspects of the one-dimensional
theory obtained from Calabi-Yau five-fold reductions. We quantise the resulting model
and compare it to the mini-superspace quantisation of general relativity. In the last part
of chapter 6, we solve the Wheeler-DeWitt equation for the simplest class of Calabi-Yau
five-fold reductions. This should merely be regarded as an illustrative example as the
solutions display forbidding physical behaviour.

The technology of Calabi-Yau five-fold reductions is applied to a different setting in
chapter 7. We go up in dimensions from 11 to 12 and reduce a 12-dimensional action,
conjectured to be related to F-theory, on a Calabi-Yau five-fold to two-dimensions. This
is also based on some of the author’s currently unpublished work in progress. After
summarising the proposal for a 12-dimensional action, we perform the dimensional
reduction in the same spirit as chapter 5. The resulting two-dimensional action allows
an interpretation as a bosonic string moving in the moduli space of Calabi-Yau five-
folds, which has some interesting implications for the quantum consistency of the
model in relation to topological properties of the corresponding Calabi-Yau five-fold.
A central element of the 12-dimensional action is its connection with 11-dimensional
supergravity. We therefore devote the last part of chapter 7 to the question of how this
connection manifests itself at the level of the lower-dimensional theories resulting from
Calabi-Yau five-fold reductions.

We conclude the thesis in chapter 8 with a summary of the main results and a list
of possible future directions. After chapter 8, the reader will find two appendices.
CHAPTER 1. INTRODUCTION

Appendix \( \text{A} \) contains an in-depth explanation of our conventions and notation. A particular emphasis is placed on index-free differential form language, which is used extensively throughout the other chapters. Finally, appendix \( \text{B} \) comprises a collection of some longer calculations and proofs, which were omitted in the main text to avoid distraction.
Chapter 2

$D = 11$ Basics

2.1 11-dimensional supergravity à la Cremmer-Julia-Scherk

The field content of $D = 11$ supergravity à la Cremmer-Julia-Scherk (CJS)\[11\] is remarkably simple compared to most of the supergravity theories in lower dimensions. It comprises the metric\[^1\] $g_{MN}$ (spin 2) and an Abelian 3-form gauge field $A$ (spin 1) on the bosonic side and the gravitino $\Psi_M$ (spin 3/2) on the fermionic side. In $D$ dimensions, the metric, a $p$-form gauge field and the gravitino contain $\frac{1}{2}D(D-1)$, $(\frac{D-1}{p})$ and $(D-1)f$ off-shell degrees of freedom, respectively. In the same order, the counting of on-shell degrees of freedom is $\frac{1}{2}D(D-3)$, $(\frac{D-2}{p})$ and $\frac{1}{2}(D-3)f$, respectively. The quantity $f$ in the formulae for the degrees of freedom of the gravitino represents the dimension of the smallest irreducible spinor representation of $\text{SO}(D-1,1)$, for example $f = 32$ for $D = 11$. Derivations of the counting formulae can be found, for example, in ref. [9]. In 11-dimensional supergravity, the metric, 3-form and gravitino comprise 44, 84 and 128 independent on-shell degrees of freedom, respectively. There is an equal number of bosonic (44 + 84) and fermionic (128) degrees of freedom as required by supersymmetry.

Using only the fields introduced above, requiring diffeomorphism invariance, local Lorentz invariance, local supersymmetry, Abelian gauge invariance $\delta A = d\Lambda$ and stopping at the two derivative level, leads to the unique 11-dimensional classical CJS action\[11\]

\[ S_{\text{CJS}} = S_{\text{CJS,B}} + S_{\text{CJS,F}}, \]  
\[ S_{\text{CJS,B}} = \frac{1}{2\kappa_{11}^2} \int_M \left\{ R + \frac{1}{2} G \wedge *G - \frac{1}{6} G \wedge G \wedge A \right\}, \]  
\[ \text{where } M, N, \ldots = 0, 1, \ldots, 10 \text{ are } D = 11 \text{ curved space-time indices.} \]  
\[^1\text{Our conventions for indices, metric signature, symbols and other choices are summarised in appendix A and in the list of symbols on pages 7-8. Here, } M, N, \ldots = 0, 1, \ldots, 10 \text{ are } D = 11 \text{ curved space-time indices.} \]
where $\kappa_{11}$ is the 11-dimensional gravitational constant, $G = dA$ is the 4-form field strength of the 3-form gauge field $A$, $R$ is the Ricci scalar of the 11-dimensional metric $g_{MN}$, $M$ is the space-time manifold and $g \equiv \det g_{MN}$. We use index-free notation where possible. Our conventions for differential forms are summarised in appendix A.3. In local coordinates, the bosonic action (2.1.2) becomes

$$S_{CJS,B} = \frac{1}{2\kappa_{11}^2} \int_M d^{11}x \sqrt{-g} \left\{ \sqrt{-g} R - \frac{\sqrt{-g}}{48} G^2 + \frac{1}{(3!)^2} G_{GA} \right\},$$

where $G^2 \equiv G_{MNPO} G^{MNPO}$ and $G_{GA} \equiv g_{M_1...M_8} g_{M_9...M_{11}} \epsilon^{M_1...M_{11}}$.

The gravitino $\Psi_M$ is an 11-dimensional Majorana spinor, the Dirac conjugate $\bar{\Psi}_M$ is given by $\bar{\Psi}_M = i \Psi_M^* \Gamma_0$ and the Majorana representation is chosen for the gamma matrices $\Gamma^M$. Note that the gamma matrices appearing in (2.1.3) are curved gamma matrices, related to the flat space gamma matrices by a contraction with the inverse vielbein $\Gamma^M = \epsilon_N^M \Gamma_N$, where underlined indices denote tangent space (local Lorentz) indices. The covariant derivative $D_N(\omega)$ is defined by

$$D_N(\omega) \Psi_P = \left( \partial_N + \frac{1}{4} \omega_{NQR} \Gamma_{QR} \right) \Psi_P,$$

with spin connection $\omega_{NQR}$. The supercovariant tensors $\hat{\omega}$ and $\hat{G}$ are given by

$$\hat{\omega}_{MNP} = \omega_{MNP} - \frac{1}{4} \Psi^Q \Gamma_{MNPQR} \Psi^R,$$

$$\hat{G}_{MNPO} = G_{MNPO} - 6 \Psi_{[M} \Gamma_{NP} \Psi_{O]}.$$

They are responsible for introducing terms quartic in the gravitino into the fermionic action (2.1.3), which are necessary for supersymmetry to work. The particular form in eqs. (2.1.6)-(2.1.7) renders them supercovariant, which means their supersymmetry variations do not contain derivatives of the infinitesimal supersymmetry parameter $\epsilon^{(11)}$. The structure of the 4-fermi interactions is rather complicated and hence, in most of what follows, these terms are ignored. It is therefore appropriate to re-write the fermionic action (2.1.3) with the 4-fermi terms separated out

$$S_{CJS,F} = -\frac{1}{2\kappa_{11}^2} \int_M d^{11}x \sqrt{-g} \left\{ \Psi_M \Gamma^{MNP} D_N(\omega) \Psi_P \right. \left. + \frac{1}{96} \left( \Psi_M \Gamma^{MNPQRS} \Psi_S + 12 \Psi^N \Gamma^{PQR} \Psi^R \right) G_{NPQR} \right\} + S_{CJS,FA},$$

---

2Our conventions for spinors are summarised in appendix A.2
where just for completeness, we state
\[
S_{\text{CJS,F,4}} = \frac{1}{2\kappa_{11}^2} \frac{1}{32} \int_M d^{11}x \sqrt{-g} \left\{ \left( \Psi_{\alpha M} \Gamma^{MNP} \Gamma^{QR} \Psi_P \right) \left( \Psi_S \Gamma_{NQRST} \Psi^T \right) + \left( \Psi_{\alpha M} \Gamma^{MNPQRS} \Psi_S + 12 \Psi_{[N} \Gamma^{PQ} \Psi_{R]} \right) \left( \Psi_{\alpha N} \Gamma_{PQ} \Psi_R \right) \right\}. \tag{2.1.9}
\]
Contributions from the 4-fermi terms in \(S_{\text{CJS,F,4}}\) to other equations are henceforth abbreviated to \((\text{fermi})^4\) (or \((\text{fermi})^3\) in case of supersymmetry transformations) and not considered explicitly.

Varying the action (2.1.1) yields the equations of motion (for a step-by-step derivation, we refer to ref. [24])
\[
R_{MN} = \frac{1}{12} G_{MM_2...M_4} G_N^{M_2...M_4} - \frac{1}{144} g_{MN} G_{M_1...M_4} G^{M_1...M_4}, \tag{2.1.10}
\]
\[
d \ast G + \frac{1}{2} G \wedge G = 0, \tag{2.1.11}
\]
\[
\Gamma^{MNP} \hat{D}_N \Psi_P = 0, \tag{2.1.12}
\]
where \(R_{MN}\) is the Ricci tensor of the metric \(g_{MN}\) and the supercovariant derivative \(\hat{D}_N\) is defined as
\[
\hat{D}_M = D_M(\hat{\omega}) + \frac{1}{288} \left( \Gamma_{MNP}^{NPQR} - 8 \delta_M^{NP} \Gamma^{PQR} \right) \hat{G}_{NPQR}.
\]
In eqs. (2.1.10) and (2.1.11), the contributions from the fermionic action (2.1.3) are missing. However, we do not need these contributions for we will use the field equations solely to study supergravity backgrounds with vanishing fermions. Ignoring the 4-fermi terms in eq. (2.1.3), one may write eq. (2.1.12) as
\[
\Gamma^{MNP} D_N(\omega) \Psi_P + \frac{1}{96} \left( \Gamma^{MNPQRS} \Psi_S + 12 \delta^{MN} \Gamma^{PQ} \Psi^R \right) G_{NPQR} + (\text{fermi})^3 = 0. \tag{2.1.14}
\]
In local coordinates, the 3-form equation of motion (2.1.11) reads
\[
\nabla_M G^{MNPQ} + \frac{1}{2} \frac{4}{(4!)^2} g_{M_1...M_4} G_{M_5...M_8} e_{M_1...M_8NPQ} = 0. \tag{2.1.15}
\]
The classical CJS action (2.1.1) is invariant under local supersymmetry transformations of the form
\[
\delta_{\epsilon^{(1)}} g_{MN} = 2 \epsilon^{(1)} \Gamma_{(M} \Psi_{N)}, \tag{2.1.16}
\]
\[
\delta_{\epsilon^{(1)}} A_{MNP} = -3 \epsilon^{(1)} \Gamma_{[MN} \Psi_P], \tag{2.1.17}
\]
\[
\delta_{\epsilon^{(1)}} \Psi_M = 2 \hat{D}_M \epsilon^{(1)}, \tag{2.1.18}
\]
which are parameterised by an 11-dimensional anti-commuting Majorana spinor \(\epsilon^{(1)}\).
Again, ignoring the 4-fermi terms in eq. (2.1.3), one may write eq. (2.1.18) as
\[ \delta \epsilon^{(11)} \Psi_M = 2D_M(\omega)\epsilon^{(11)} + \frac{1}{144}(\Gamma_M^{NPQR} - 8\epsilon_M^{N}\Gamma^{PQR})\epsilon^{(11)}G_{NPQR} + \text{(fermi)}^3. \] (2.1.19)

The actual proof that the action (2.1.1) is invariant under the transformations (2.1.16)-(2.1.18) is quite long and in parts tedious. On the other hand, we believe it is instructive to go through it, particularly in view of the necessary manipulations of fermionic terms, which are similar to the calculations in section 5.3 on the fermionic reduction. Moreover, we will later use the supersymmetry of the action (2.1.1) to infer key facts about the kind of supersymmetry realised in the one-dimensional models obtained by dimensional reduction and therefore, it is very important to ascertain ourselves that there are no mistakes in the equations written above. However, presenting the proof here would disrupt the flow of this short summary, which is why we instead opted for showing the proof in the appendix and the interested reader is kindly referred to appendix B.1 for the detailed proof.

2.2 M-theory snippets

Dimensionally reducing the 11-dimensional CJS action (2.1.1) on a circle leads to the so-called type IIA supergravity in ten dimensions \[ 26, 28 \], whose bosonic action (in the “string frame”) reads
\[ S_{\text{IIA}} = \frac{1}{2\kappa_{10}^2} \int \left\{ e^{-2\phi} \left[ R \ast 1 + 4d\phi \ast d\phi - \frac{1}{2}H \ast H \right] \right. \]
\[ \left. - \frac{1}{2} F \ast F - \frac{1}{2} G \ast G - \frac{1}{2} G \ast G \ast B \right\}, \] (2.2.1)

with metric $g$, dilaton $\phi$, NS-NS 2-form $B$, R-R 1-form $C$, R-R 3-form $A$ and corresponding field strengths $F = dC$, $H = dB$ and $G = dA + H \wedge C$. In order to arrive at (2.2.1), the following compactification ansatz has been made for the 11-dimensional bosonic fields
\[ ds^2 = e^{-\frac{2}{3}\phi}ds^2 + e^{\frac{2}{3}\phi}(dx^{10} + C_m dx^m)^2, \] (2.2.2)
\[ \hat{A}_{mn10} = B_{mn}, \quad \hat{A}_{mnp} = A_{mnp}, \] (2.2.3)

where, for distinction, hatted objects denote 11-dimensional fields and $m, n, \ldots = 0, \ldots, 9$ are 10-dimensional curved indices. In addition, one learns a relation between the radius $R$ of the compactified 11th dimension and the gravitational constants $\kappa_{10}$ and $\kappa_{11}$

\[ \kappa_{11}^2 = 2\pi R \kappa_{10}^2. \] (2.2.4)

\[ \text{For a general introduction to Kaluza-Klein reductions, we refer to refs.} \ [25, 4]. \]
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Type IIA supergravity is the low-energy effective theory of the 10-dimensional type IIA superstring $[2-4]$ with parameters identified as follows

$$2\kappa_{10}^2 = (2\pi)^7 l_s^8 g_s^2,$$  \hspace{1cm} (2.2.5)

where $l_s = \sqrt{\alpha'}$ is the string length and $g_s = e^{\langle \phi \rangle}$ is the type IIA superstring coupling constant. From (2.2.2) it follows that a distance measured in 10-dimensional string units is equal to $g_s^{1/3}$ times the same distance measured in 11-dimensional Planck units. The fundamental length scales in 10 and 11 dimensions are thus related by

$$l_p = g_s^{1/3} l_s,$$ \hspace{1cm} (2.2.6)

where $l_p$ is the 11-dimensional Planck length $2\kappa_{11}^2 = \frac{1}{2\pi^2} (2\pi l_p)^9$. Plugging eqs. (2.2.5) and (2.2.6) into eq. (2.2.4) yields

$$R = g_s^{2/3} l_p = g_s l_s,$$ \hspace{1cm} (2.2.7)

suggesting that, in the strong coupling limit, $g_s \to \infty$, of the type IIA superstring, an 11th dimension grows large and the full non-perturbative theory becomes 11-dimensional $[12,13]$. The conjectured 11-dimensional theory – dubbed M-theory – is characterized by reproducing 10-dimensional type IIA superstring theory upon dimensional reduction on a circle and having 11-dimensional CJS supergravity as its low-energy limit.$^4$

In its rôle as the low-energy effective theory of M-theory, the CJS action $\{2.1.1\}$ receives an infinite series of higher-order derivative corrections which are organised by integer powers of the quantity

$$\beta = \frac{1}{(2\pi)^2} \left( \frac{\kappa_{11}^2}{2\pi^2} \right)^{2/3},$$ \hspace{1cm} (2.2.8)

and can be written schematically in a perturbative expansion as

$$S_{11} = S_{\text{CJS}} + \sum_{i=1}^{\infty} \beta^i S_{11,(i)}.$$ \hspace{1cm} (2.2.9)

In this thesis, we work at most up to order $O(\beta^1)$, at which the famous $R^4$ terms appear

$$S_{11} = S_{\text{CJS}} + \beta S_{11,(1)} + \ldots = S_{\text{CJS}} + \beta S_{11,\text{GS}} + \beta S_{11,R^4} + \ldots.$$ \hspace{1cm} (2.2.10)

The two distinct terms $S_{11,\text{GS}}$ and $S_{11,R^4}$ present at $O(\beta^1)$ are discussed below.

$^4$This is by no means all the evidence there is for M-theory. The conjecture is also supported by arguments involving various branes and dualities. The presentation in this section is streamlined to the context and applications discussed in this thesis. More complete reviews of M-theory can be found, for example, in refs. $[29,32,4]$. 
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The first correction term we consider is the so-called Green-Schwarz term \[33\]

\[
S_{11,\text{GS}} = -\frac{(2\pi)^4}{2\kappa_{11}^2} \int_M A \wedge X_8, \tag{2.2.11}
\]

where \(X_8\) is a quartic polynomial in the curvature 2-form \(\mathcal{R}_{MN} \equiv \frac{1}{2} R_{MPNQ} dx^P \wedge dx^Q\). It can be conveniently expressed in terms of the first and second Pontrjagin classes \[34\], \(p_1(M)\) and \(p_2(M)\), of \(M\) as

\[
X_8 = \frac{1}{48} \left( \left( \frac{p_1}{2} \right)^2 - p_2 \right),
\]

\[
p_1(M) = -\frac{1}{2} \left( \frac{1}{2\pi} \right)^2 \text{tr} \mathcal{R}^2, \tag{2.2.12}
\]

\[
p_2(M) = \frac{1}{8} \left( \frac{1}{2\pi} \right)^4 \left( (\text{tr} \mathcal{R}^2)^2 - 2 \text{tr} \mathcal{R}^4 \right),
\]

thereby making its topological nature manifest. For more details on Pontrjagin classes and \(X_8\), we refer to appendix B.3. The existence of (2.2.11) is inferred from M5-brane worldvolume anomaly cancellation \[33\]. Signs and pre-factors are determined by supersymmetry and the anomaly cancellation condition on the five-brane worldvolume \[35–37\]. In view of later chapters, it is important to notice that the relative sign between \(S_{11,\text{GS}}\) and the Chern-Simons term, \(GGA\), is positive in our conventions. The Green-Schwarz term (2.2.11) leads to a correction to the equation of motion (2.1.11) for \(A\), which now reads

\[
d^* G = -\frac{1}{2} G \wedge G - (2\pi)^4 \beta X_8. \tag{2.2.13}
\]

We note that the exactness of \(d^* G\) implies that the eight-form \(\frac{1}{2} G \wedge G + (2\pi)^4 \beta X_8\) must be cohomologically trivial on \(M\). This integrability condition will become important later when discussing Calabi-Yau five-fold compactifications.

The second term appearing at order \(O(\beta^1)\) comes from uplifting a known 10-dimensional counterterm of the type IIA superstring,

\[
S_{\text{IIA},R^4} \sim \int d^{10} x \sqrt{-g} t_8^{m_1 \ldots m_8} t_8^{n_1 \ldots n_8} R_{m_1 m_2 n_1 n_2} \ldots R_{m_7 m_8 n_7 n_8}, \tag{2.2.14}
\]

to 11 dimensions \[38–40\]. The famous rank eight tensor \(t_8\) has been defined in ref. \[41\]. In our convention, the uplift to 11 dimensions produces

\[
S_{11,R^4} = \frac{1}{2\kappa_{11}^2} \cdot \frac{1}{9} \cdot \frac{1}{2^{11}} \int_M d^{11} x \sqrt{-g} t_8^{M_1 \ldots M_8} t_8^{N_1 \ldots N_8} R_{M_1 M_2 N_1 N_2} \ldots R_{M_7 M_8 N_7 N_8}, \tag{2.2.15}
\]

where the 11-dimensional \(t_8\) corresponds to the 10-dimensional \(t_8\) with the index range extended by one. Since \(t_8\) contains a term proportional to the 8-index \(\varepsilon\)-symbol, (2.2.15) contains a piece proportional to the product of two 8-index \(\varepsilon\)-symbols, which
should be regarded as a formal expression that is to be replaced by products of Kronecker-deltas according to the fundamental \( \varepsilon \)-symbol identity (A.3.8). Supersymmetry in 11 dimensions relates \( S_{11,R^4} \) to \( S_{11,GS} \) and therefore provides a way of checking the sign and pre-factor in (2.2.15).

2.3 Branes in 11-dimensional supergravity\(^5\)

As part of the \( \mathcal{D} = 11 \) super-Poincaré algebra acting on the objects defined in section 2.1, the most general anti-commutation relations amongst the 32-component Majorana supercharges \( Q_\alpha \), allowing central charges, reads as follows \([43, 44]\)

\[
\{ Q_\alpha, Q_\beta \} = (\Gamma^M C)_{\alpha\beta} P_M + \frac{1}{2!} (\Gamma^{MN} C)_{\alpha\beta} Z_{MN} + \frac{1}{5!} (\Gamma^{MNPQR} C)_{\alpha\beta} Z_{MNPQR},
\]

where \( \alpha, \beta, \ldots = 1, \ldots, 32 \) are 11-dimensional spinor indices and \( C \) is the charge conjugation matrix defined in (A.2.3). The 528 components of the left hand side are split into 528 = 11 + 55 + 462 on the right hand side. The tensors \( Z_{MN} \) and \( Z_{MNPQR} \) are called central charges for they commute with all the other generators of the super-Poincaré algebra. These 2-form and 5-form charges are \textit{inter alia} carried by 2-branes and 5-branes, respectively. To highlight the M-theory context, these are denoted M2- and M5-branes.

These branes have indeed been found as classical 1/2-BPS solutions of the classical CJS action (2.1.1) \([46, 47]\). The fundamental “electric” M2-brane solution \([46]\) takes the form

\[
ds^2 = H^{-\frac{3}{2}} \eta_{\alpha\beta} d\sigma^\alpha d\sigma^\beta + H^\frac{1}{2} (dr^2 + r^2 d\Omega_7^2), \quad A = H^{-1} d\sigma^0 \wedge \cdots \wedge d\sigma^5, \quad \Psi_M = 0,
\]

where \( d\Omega_7 \) is the volume element of the 7-dimensional unit sphere \( S^7 \), \( H \equiv 1 + \frac{k_3}{r^4} \) with integration constant \( k_3 > 0 \) and \( \sigma^\alpha, \alpha, \beta, \ldots = 0, 1, 2 \), are the coordinates on the M2-brane world-volume. Near the M2-brane, which is located at \( r = 0 \), the geometry is \( AdS_4 \times S^7 \) breaking \( SO(10,1) \) to \( SO(2,1) \times SO(8) \). Far away (\( r \to \infty \)) from the M2-brane, the space-time is approximated by 11-dimensional Minkowski-space \( M^{11} \) with full \( SO(10,1) \).

For completeness, we also state the solitonic “magnetic” M5-brane solution \([47]\)

\[
ds^2 = H^{-\frac{3}{2}} \eta_{\alpha\beta} d\sigma^\alpha d\sigma^\beta + H^\frac{3}{2} (dr^2 + r^2 d\Omega_4^2), \quad *A = H^{-1} d\sigma^0 \wedge \cdots \wedge d\sigma^5, \quad \Psi_M = 0,
\]

\(^5\)This short section is specifically tailored to include – out of this vast subject – only what will be needed in later chapters of this thesis. For a review of the subject, we refer to, for example, ref. \([42]\).

\(^6\)The other objects arising from \( Z_{MN} \) and \( Z_{MNPQR} \) are the so-called MW- and KK6-branes corresponding to waves and Kaluza-Klein monopoles, respectively. The associated supergravity solutions are purely gravitational, that is \( A = \Psi_M = 0 \). In addition, there is an M9-brane, which couples to a non-dynamical 10-form. For more details, see, for example, ref. \([45]\).
where \( d\Omega_4 \) is the volume element of the 4-dimensional unit sphere \( S^4 \), \( H \equiv 1 + \frac{k_6}{r^4} \) with integration constant \( k_6 > 0 \) and \( \sigma^\alpha, \alpha, \beta, \ldots = 0, \ldots, 5 \), are the coordinates on the M5-brane world-volume. This solution interpolates between \( AdS_7 \times S^4 \) near the M5-brane at \( r = 0 \) and \( M^{11} \) far away, \( r \to \infty \), with isometries \( SO(5,1) \times SO(5) \) and \( SO(10,1) \), respectively.

The classical action for the M2-brane is given by

\[
S_3 = -T_3 \int_{M^3} \left\{ d^3 \sigma \sqrt{-\hat{g}} + \hat{A} \right\}, \tag{2.3.4}
\]

where \( \hat{g} \) and \( \hat{A} \) are the pullbacks of the 11-dimensional metric \( g_{MN} \) and 3-form \( A \) under the embedding \( x^M = x^M(\sigma) \) of the M2-brane world-volume \( M^3 \) into space-time \( \mathcal{M} \). The M2-brane tension \( T_3 \) is given by

\[
T_3 = \frac{1}{2\pi \beta}. \tag{2.3.5}
\]

In the presence of M2-branes, the action (2.3.4) must be added to the 11-dimensional action (2.2.10). Since the M2-brane couples to the supergravity fields, it alters their equations of motion and can, in particular, affect the integrability of eq. (2.2.13) making it necessary to take it into account. Re-computing the equation of motion for \( A \) including the contribution from (2.3.4) leads to

\[
d \ast G = -\frac{1}{2} G \wedge G - (2\pi)^4 \beta X_8 - 2\chi_{11}^2 T_3 \delta(M^3). \tag{2.3.6}
\]

Here, \( \delta(M^3) \) is an 8-form current associated with the M2-brane world-volume. It is characterised by the property

\[
\int_{\mathcal{M}} w = \int_{\mathcal{M}} w \wedge \delta(M^3) \tag{2.3.7}
\]

for any 3-form \( w \).
Chapter 3

Calabi-Yau five-folds

In this chapter, we develop and present some mathematical background knowledge on Calabi-Yau five-folds necessary to perform dimensional reductions on these spaces. As such, this represents the most mathematical chapter (besides the appendices, of course). It is independent of the rest of the text and is meant to provide a brief yet stand-alone introduction to the subject of Calabi-Yau manifolds. Readers familiar with the subject may wish to skip this chapter and instead use it as a reference to look up formulæ.

We will indicate when a result is not only valid for Calabi-Yau five-folds in particular, but more generally for Calabi-Yau \( n \)-folds, where \( n \) is the complex dimension of the Calabi-Yau manifold. Many of the results discussed here can also be found in the mathematical literature, such as refs. [48 34].

3.1 Definition and basic properties

A Calabi-Yau \( n \)-fold \( X \), with \( n = \dim_{\mathbb{C}} X \), is defined to be a smooth, compact Kähler manifold with vanishing first Chern class \( c_1(X) = 0 \). The requirements of compactness or smoothness are sometimes given up in some of the physics literature in order to study generalisations of the strict mathematical concept of a Calabi-Yau manifold. However, we restrict our attention to the previously stated narrower definition in the present thesis.

A Kähler manifold \( X \) is a Hermitian manifold whose Kähler form \( J \) is closed, \( dJ = 0 \). The Kähler form of a Hermitian manifold is defined as \( J = i g_{\mu \bar{\nu}} dz^\mu \wedge d\bar{z}^{\bar{\nu}} \), where \( g_{\mu \bar{\nu}} \) is a Hermitian metric on \( X \) and \( z^\mu, \mu, \nu, \ldots = 1, \ldots, n \), are complex (holomorphic) local coordinates on \( X \). Our full list of conventions used for complex manifolds can be found in appendix A.4. (Note, however, that in order to make contact with 11 dimensions, the notation is slightly changed so that the Hermitian metric is denoted \( g_{\mu \bar{\nu}} \) in this chapter as opposed to \( G_{\mu \bar{\nu}} \) in the appendix.)

It was conjectured by Calabi [49] and later proved by Yau [50] that the condition \( c_1(X) = 0 \) is equivalent to the existence of a Ricci-flat metric if \( X \) is Kähler. This explains
the naming of these manifolds. The Calabi-Yau condition is mathematically equivalent to any one of the statements that the global holonomy group of $X$ is contained in $SU(n)$, that there exists a (up to a constant) unique nowhere vanishing holomorphic $(n,0)$-form $\Omega$ and that there exists a pair of globally defined covariantly constant spinors $\eta$ and $\eta^*$ of opposite (same) chirality for $n$ odd (even).

Henceforth, the Ricci-flat metric is denoted by $g_{\mu\bar{\nu}}$. The Ricci-flatness of $g_{\mu\bar{\nu}}$ together with the existence and properties of $\Omega$ imply that $\Omega$ is harmonic and covariantly constant with respect to $g_{\mu\bar{\nu}}$. It is thus locally of the form

$$\Omega = \frac{1}{n!} f(z) \epsilon_{\mu_1...\mu_n} dz^{\mu_1} \wedge \cdots \wedge dz^{\mu_n}, \quad (3.1.1)$$

with a local holomorphic function $f(z)$ that is non-zero in its respective coordinate patch. As a consequence, $\Omega$ is intimately related to the invariant volume element $\Omega_X$ defined in (A.3.16)

$$\Omega_X = *1 = \frac{\Gamma^n}{n!} \frac{1}{||\Omega||^2} \Omega \wedge \bar{\Omega}. \quad (3.1.2)$$

where we have introduced $||\Omega||^2 \equiv \Omega_{\mu_1...\mu_n} \bar{\Omega}^{\mu_1...\mu_n} / n!$. We remark that locally, $||\Omega||^2 = |f(z)|^2$, which is useful in some computations.

The existence of the covariantly constant spinor $\eta$ implies that $J$ and $\Omega$ can be expressed as spinor bilinears

$$J_{\mu\bar{\nu}} = i\eta^* \gamma_{\mu\bar{\nu}} \eta, \quad \Omega_{\mu_1...\mu_n} = ||\Omega|| \eta^* \gamma_{\mu_1...\mu_n} \eta^*, \quad (3.1.3)$$

where $\gamma^\mu$ are the curved gamma matrices on $X$ in local holomorphic coordinates and the index on $\gamma^\mu$ is raised and lowered using the Ricci-flat metric $g_{\mu\bar{\nu}}$. (Our spinor and gamma matrix conventions on Calabi-Yau five-folds are summarised in appendix A.2.) Throughout this thesis, $\eta$ is assumed to be normalised to unity, that is $\eta^* \eta = 1$. The two expressions in (3.1.3) define an $SU(n)$-structure on $X$ and are the only two non-vanishing non-trivial spinor bilinears on $X$.

In this thesis, dimensional reductions on Calabi-Yau manifolds (specifically, five-folds) are considered. In order to avoid non-generic cases of reductions, we require Calabi-Yau manifolds to have a sufficiently large global holonomy group $\text{Hol}(X) \subseteq SU(n)$ such that they allow only one out of $2^{n-1}$ supersymmetries. This excludes, for example, spaces such as $2^n$-tori $T^{2n}$ and direct products of the form $\text{CY}_{n-m} \times \text{CY}_m$ and $\text{CY}_{n-m} \times T^{2m}$, since all of them preserve a larger amount of supersymmetry.

### 3.2 Why Calabi-Yau?

Before examining the mathematical properties of Calabi-Yau manifolds more thoroughly, we first of all stop for a brief detour into why Calabi-Yau manifolds play such
an important rôle in string-/M-theory.

Calabi-Yau manifolds, specifically Calabi-Yau three-folds, first entered the physics literature as a result of investigating how to obtain 4-dimensional effective actions with a minimal amount of supersymmetry from the 10-dimensional string theories. The original line of thought of ref. [14] is briefly summarised in this section.

In order to be left with a minimal amount of supersymmetry, that is $\mathcal{N} = 1$, in 4 dimensions, it is a good idea to start with a theory that has minimal $\mathcal{N} = 1$ supersymmetry in 10 dimensions, which makes the heterotic string a natural candidate. The massless bosonic modes of the heterotic string are described by the effective action

$$S_{\text{het}} = \frac{1}{2\kappa_{10}^2} \int e^{-2\phi} \left\{ R + \frac{1}{2} \tilde{H} \wedge * \tilde{H} - \frac{\alpha'}{4} \text{Tr} (F \wedge * F) \right\}, \quad (3.2.1)$$

with metric $g$, dilaton $\phi$, NS-NS 2-form $B$, non-Abelian $E_8 \times E_8$ Yang-Mills 1-form gauge potential $A$ and corresponding field strengths $F = da$ and $\tilde{H} = dB + \text{CS-terms}$.

The following three conditions are imposed in order to obtain a phenomenologically interesting 4-dimensional model. First, the 10-dimensional space-time manifold $\mathcal{M}$ is factorised such that $\mathcal{M} = \mathcal{M}^4 \times X$ with $\mathcal{M}^4$ being a 4-dimensional maximally symmetric Lorentzian manifold and $X$ being a 6-dimensional compact manifold. Being maximally symmetric, $\mathcal{M}^4$ must correspond to either Minkowski space $\mathcal{M}^4 = \mathbb{M}^4$, de Sitter space $dS_4$ or anti-de Sitter space $AdS_4$. The second condition is that, 4 out of the 16 local supersymmetries are left unbroken after the dimensional reduction thereby leaving local $\mathcal{N} = 1$ supersymmetry in 4 dimensions. The third and final condition is that $d\phi$ and $H = dB$ can be consistently set to zero on $\mathcal{M}$.

The second of these three conditions places the strongest constraints. First, it implies the vanishing of the 4-dimensional Ricci-scalar $R(4) = 0$, forcing $\mathcal{M}^4$ to be 4-dimensional Minkowski space $\mathcal{M}^4 = \mathbb{M}^4$. Two further necessary conditions for unbroken $\mathcal{N} = 1$ supersymmetry are a constant dilaton, which is already catered for by imposing the third condition, and the existence of a covariantly constant spinor $\eta$ on $X$. From the covariant constancy $D_m \eta = 0$ of $\eta$, an important integrability condition follows

$$[D_m, D_n] \eta = \frac{1}{4} R(6)_{mnpq} \gamma^{pq} \eta = 0, \quad (3.2.2)$$

where $R(6)_{mnpq}$ is the Riemann tensor of $X$. After contracting with $\gamma^n$, this implies $R(6)_{mn} = 0$, that is $X$ must be Ricci-flat. The covariantly constant spinor $\eta$ can be used to construct

$$J_m^n = -i \bar{\eta} \gamma^n_m \eta, \quad (3.2.3)$$

which can be shown to satisfy $\nabla_m J_{np} = 0$ and $J_m^n J^n_p = -\delta_{mp}$. That means, $X$ is Kähler with Kähler form $J$ as in (3.2.3) and Hermitian metric $g(6)$ satisfying $J_m^n J^n_q g(pq) = g(6)_{mn}$. 27
By Calabi’s theorem, \( X \) must therefore be a Calabi-Yau three-fold, or in other words \( \text{Hol}(X) \subseteq \text{SU}(3) \), in order to satisfy the conditions listed above.

To complete the argument, the third condition also needs to be checked. It can in fact be satisfied by embedding the spin connection \( \omega_{\mu}^{\mathbb{M}} \) of \( X \) into the \( E_8 \times E_8 \) gauge group, which is sufficiently large to permit such an embedding. This leaves an \( E_6 \times E_8 \) gauge part and therefore amounts to a breaking scheme \( E_8 \times E_8 \rightarrow \text{SU}(3) \times E_6 \times E_8 \). The gauge group can be broken down further by other means. Finally, we mention that the number \( \#f \) of massless fermion generations is related to the Euler number \( \eta(X) \) of \( X \) by \( \#f = |\eta(X)|/2 \), which is an example of the important class of physical quantities that are determined by purely topological properties of the internal manifold.

### 3.3 Calabi-Yau topology

For complex manifolds, the \((n + 1)^2\) Hodge numbers \( h^{p,q}(X) \), defined as the complex dimension of the \((p, q)\)-th \( \bar{\partial} \)-cohomology group (see appendix A.4), are conventionally arranged into the so-called Hodge diamond

\[
\begin{array}{cccccccccc}
 & & & h^{0,0} & & & h^{1,0} & & & h^{0,1} & \\
 & \vdots & & \ddots & & \ddots & & \ddots & & \ddots & \\
 h^{2,0} & & \ddots & & \ddots & & \ddots & & \ddots & \\
 h^{3,0} & & \ddots & & \ddots & & \ddots & & \ddots & \\
 h^{4,0} & & \ddots & & \ddots & & \ddots & & \ddots & \\
 \vdots & & \ddots & & \ddots & & \ddots & & \ddots & \\
 h^{n,0} & & \ddots & & \ddots & & \ddots & & \ddots & \\
 \vdots & & \ddots & & \ddots & & \ddots & & \ddots & \\
 & h^{n,n-i} & & \ddots & & \ddots & & \ddots & & h^{0,n} & \\
 & h^{n-1,n-i} & & \ddots & & \ddots & & \ddots & & h^{n-1,n} & \\
 & h^{n,n} & & \ddots & & \ddots & & \ddots & & h^{n,n} & \\
\end{array}
\]

In specialising consecutively to Hermitian, Kähler and Calabi-Yau manifolds not all of the \((n + 1)^2\) Hodge numbers remain independent. Due to eq. (A.4.23), \( h^{p,q}(X) = h^{n-p,n-q}(X) \) on a Hermitian manifold. This reduces the number of independent Hodge numbers to \( [(n + 1)^2/2] \), that is \((n + 1)^2/2\) for \( n \) odd and \((n + 1)^2/2 + 1/2\) for \( n \) even. For Kähler manifolds, also eq. (A.4.24) holds. Together with the previous result, this implies \( h^{p,q}(X) = h^{q,p}(X) \) for Kähler manifolds and the number of independent Hodge numbers is reduced to \([n(n + 4) + 3]/4\) for \( n \) odd and \([n(n + 4) + 4]/4\) for \( n \) even. A Calabi-Yau manifold with the restriction on the holonomy group described in the last paragraph of section 3.1 does not possess any continuous isometries, which translates into \( h^{0,1}(X) = h^{1,0}(X) = 0 \). In addition, the existence of the unique holomorphic
(n, 0)-form \( \Omega \) implies \( h^{n,0}(X) = h^{0,n}(X) = h^{0,0}(X) = h^{n,n}(X) = 1 \) as well as another duality of the form \( h^{p,0}(X) = h^{0,n-p}(X) \) since the contraction of a harmonic \((p, 0)\)-form with \( \Omega \) yields a harmonic \((0, n - p)\)-form. This reduces the Hodge numbers by a further \((n + 1)\). Thus, for \( n \) odd there are \((n^2 - 1)/4\) and for \( n \) even there are \(n^2/4\) a priori independent Hodge numbers and the top left quadrant of the Hodge diamond for Calabi-Yau manifolds becomes

\[
\begin{array}{ccccccc}
1 & & & & & & \\
0 & & h^{1,1} & & & & \\
& \cdots & \cdots & \cdots & \cdots & \cdots & \\
0 & & & h^{2,2} & & & \\
1 & h^{n-1,1} & h^{n-2,2} & \cdots & \cdots & 0 & \\
\end{array}
\]

(3.3.2)

Only the top left quadrant is shown here, since the Hodge diamond for Calabi-Yau manifolds is symmetric about the vertical and horizontal axes. In particular, the Hodge diamond of Calabi-Yau five-folds reads

\[
\begin{array}{cccccccc}
1 & & & & & & & 0 \\
0 & 0 & h^{1,1} & & 0 & & & \\
0 & h^{2,1} & h^{2,1} & h^{2,1} & 0 & & & \\
0 & h^{3,1} & h^{2,2} & h^{3,1} & 0 & & & \\
1 & h^{4,1} & h^{3,2} & h^{3,2} & h^{4,1} & 1 & & \\
0 & h^{3,1} & h^{2,2} & h^{3,1} & 0 & & & \\
0 & h^{2,1} & h^{2,1} & 0 & & & & \\
0 & h^{1,1} & 0 & & & & & \\
1 & & & & & & & \\
\end{array}
\]

(3.3.3)

with a priori six independent Hodge numbers. In fact, there is one more relation

\[
11h^{1,1} - 10h^{2,1} + 10h^{3,1} - 11h^{4,1} - h^{2,2} + h^{3,2} = 0 ,
\]

(3.3.4)

which can be derived by an index theorem calculation using the Calabi-Yau condition \( c_1(X) = 0 \). Hence, Calabi-Yau five-folds are characterised by five rather than six independent Hodge numbers. An analogous relation also holds for Calabi-Yau four-folds [51].

Other relevant topological invariants of Calabi-Yau manifolds, apart from the Hodge
numbers $h^{p,q}(X)$ and the Euler number
\[ \eta(X) \equiv \sum_{i=0}^{2n} (-1)^i b_i(X) = \sum_{i=0}^{2n} (-1)^i \sum_{p+q=i} h^{p,q}(X), \] (3.3.5)
are the Chern classes $c_i(X)$, the intersection numbers $d_{i_1 \ldots i_n}$ of $n$ 2-cycles and various other intersection numbers, which will be introduced later.

### 3.4 Calabi-Yau five-fold complex geometry

Henceforth, we concentrate on the case $n = 5$, that is Calabi-Yau five-folds. Our conventions for complex differential forms and some general results from complex geometry are summarised in appendix A.4.

By straightforward but in part somewhat tedious component calculations, the Hodge-star of $(p, q)$-forms can be expressed in terms of the Kähler form $J$ and the map $(\cdot)$ defined in (A.4.25). In general, on a Hermitian manifold of complex dimension five, one finds
\[
\begin{align*}
(0, 1) : (*) & = \frac{i}{4!} J^4 \wedge \zeta, & (1, 1) : (*) & = -\frac{1}{3!} J^3 \wedge \omega - \frac{i}{4!} J^4 \wedge \tilde{\omega}, \\
(2, 1) : (*) & = \frac{i}{2} J^2 \wedge \nu + \frac{1}{3!} J^3 \wedge \bar{\nu}, & (3, 1) : (*) & = J \wedge \omega - \frac{i}{2} J^2 \wedge \bar{\omega}, \\
(4, 1) : (*) & = i \chi + J \wedge \bar{\chi}, & (2, 2) : (*) & = J \wedge \sigma - \frac{i}{2} J^2 \wedge \bar{\sigma} + \frac{1}{12} J^3 \wedge \bar{\sigma}, \\
(3, 2) : (*) & = -i \omega - \bar{J} \wedge \bar{\omega} - \frac{i}{12} J^2 \wedge \bar{\omega}.
\end{align*}
\] (3.4.1)

Note the pattern for the $(p, 1)$-forms: the second term in the $(p, 1)$-expression is minus the first term in the $(p - 1, 1)$-expression, with the forms being replaced according to $\tilde{\omega}(p, 1) \rightarrow \omega(p - 1, 1)$.

The above equations simplify for harmonic $(p, q)$-forms on a Calabi-Yau five-fold $X$. First, we recall that Calabi-Yau five-folds have vanishing Hodge numbers $h^{0,p}(X) = h^{p,0}(X)$ for $p = 1, \ldots, 4$. This means non-zero harmonic $(p, 0)$- and $(0, p)$-forms do not exist for $p = 1, \ldots, 4$ and consequently $\tilde{\omega}(p, 1) = \omega(1, p) = 0$ for harmonic $(p, 1)$- and $(1, p)$-forms with $p > 1$. Moreover, a harmonic $(0, 0)$-form is a constant and hence, $\tilde{\omega} = \text{const.}$ for a harmonic $(1, 1)$-form $\omega$. The value of the constant is determined in eq. (A.4.31). Combining these facts with the formulæ (3.4.1), one finds for the Hodge-star of harmonic $(p, q)$-forms on a Calabi-Yau five-fold $X$
\[
\begin{align*}
(1, 1) : (*) & = -\frac{1}{3!} J^3 \wedge \omega - \frac{i}{4!} \tilde{\omega} J^4, \\
(2, 1) : (*) & = \frac{i}{2} J^2 \wedge \nu,
\end{align*}
\]
(3,1) \colon \ast \omega = -J \wedge \omega, \\
(2,2) \colon \ast \sigma = J \wedge \sigma - \frac{i}{2} J^2 \wedge \sigma + \frac{1}{12} \delta J^3, \\
(4,1) \colon \ast \chi = i \chi, \\
(3,2) \colon \ast \phi = -i \phi - J \wedge \tilde{\phi}, \\
(3.4.2)

where we should keep in mind that \tilde{\omega} and \tilde{\sigma} are constants, \tilde{\sigma} is a harmonic (1,1)-form and \tilde{\phi} is a harmonic (2,1)-form. Using the \kappa-map defined in (A.4.28) and the result (A.4.31), we can write the Hodge-star of a (1,1)-form \omega as

\[ \ast \omega = -\frac{1}{3!} J^3 \wedge \omega + \frac{5}{4!} \frac{\kappa(\omega, J, \ldots, J)}{\kappa(J, \ldots, J)} J^4 \, . \]  

(3.4.3)

A further useful relation for a Hodge-star is

\[ \ast (\sigma \wedge J^2) = \tilde{\sigma} J - 2i \tilde{\sigma} \, , \]

(3.4.4)

where \sigma is a (2,2)-form. In the next section, we will use this relation to explicitly compute \tilde{\sigma} and \tilde{\sigma}, but before that we briefly turn to the covariantly constant spinor \eta on X.

As mentioned in section 3.1 on a Calabi-Yau five-fold X we have a spinor \eta, unique up to normalisation, which is invariant under the holonomy group \text{Hol}(X). This means \eta is covariantly constant with respect to the Levi-Civita connection associated to the Ricci-flat metric \text{g}_{\mu \bar{\nu}}. Our conventions are such that \eta has positive and \eta\Dagger negative chirality, that is

\[ \gamma^{(11)} \eta = \eta , \quad \gamma^{(11)} \eta\Dagger = -\eta\Dagger \, , \]

(3.4.5)

where the 10-dimensional chirality operator \gamma^{(11)} is defined in (A.2.14). Moreover, we normalize \eta such that

\[ \eta \Dagger \eta = 1 \, . \]

(3.4.6)

A consequence of (3.4.5) is that

\[ \eta \Dagger \eta = 0 \, , \]

(3.4.7)

which follows by inserting \((\gamma^{(11)})^2 = 1\) and using \((\gamma^{(11)})^T = -\gamma^{(11)}\). The spinor \eta satisfies a very important annihilation condition

\[ \gamma^\mu \eta = 0 \, , \]

(3.4.8)

which follows from eq. (3.1.3), the definition of J and the Clifford algebra (A.2.15) by direct calculation [48]
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The case $\mu = \nu$ then implies eq. (3.4.8). The spinor $\eta$ is thus annihilated by half of the gamma matrices. The $\gamma^\mu$ with holomorphic (or unbarred) indices may be viewed as fermionic creation operators producing spinors on $X$ when acting on the Clifford vacuum $\eta$. A general spinor $\psi$ on $X$ can be decomposed according to \[52\]
\[\psi = \omega^{(0,0)}_{\gamma} + \omega^{(1,0)}_{\gamma} \eta + \ldots + \omega^{(n,0)}_{\gamma} \eta_{\gamma} \ldots \gamma_{\eta}, \tag{3.4.11}\]
where the coefficient functions $\omega^{(p,0)}_{\gamma}$ are $(p, 0)$-forms written in component notation. For $\psi$ to be a zero mode of the Dirac operator $\nabla \equiv \gamma^\mu \nabla_\mu + \gamma^{\bar{\mu}} \nabla_{\bar{\mu}}$, the forms $\omega^{(p,0)}$ need to be harmonic. Finally, it can be shown that $\eta$ satisfies the Fierz identity \[53, 24\]
\[\eta^{*} \eta^T = -\frac{1}{32} g^{\mu \nu} \gamma^\mu \eta, \tag{3.4.12}\]
where eq. (3.4.8) has been used to simplify the right hand side. The Fierz identity will be useful in the chapter on dimensional reduction.

3.5 Calabi-Yau five-fold deformations and moduli spaces

For Calabi-Yau three-folds, the moduli space of Ricci-flat metrics is (locally) a direct product of a Kähler and a complex structure moduli space associated to harmonic $(1, 1)$- and $(1, 2)$-forms, respectively \[54\]. More generally, a Ricci-flat metric on $X$ is uniquely specified by fixing the two distinct forms $J$ and $\Omega$. In other words, the moduli space factors (at least locally and assuming $h^{2,0}(X) = 0$) into the space of Kähler $(\delta J)$ and complex structure $(\delta \Omega)$ deformations, which are associated with harmonic $(1, 1)$-forms and harmonic $(1, n - 1)$-forms, respectively. This is not true for the only Calabi-Yau two-fold called $K3$, since $h^{2,0}(K3) = 1 \[55\].

Thus, the metric deformations on a Calabi-Yau five-fold $X$ are described by Kähler moduli of type $(1, 1)$ and complex structure moduli of type $(1, 4)$. As we discussed in section 3.3, there are many more harmonic forms on $X$. While those harmonic forms are unrelated to metric deformations, they nonetheless play a rôle in M-theory compactifications and are hence also studied in this section.

To begin, it is useful to introduce sets of harmonic basis forms for these cohomologies as follows

\[
H^{1,1}(X) : \{ \omega^i \}_{i=1, \ldots, h^{1,1}(X)}, \tag{3.5.1}
\]
\[
H^{2,1}(X) : \{ \nu^p \}_{p=1, \ldots, h^{2,1}(X)}, \tag{3.5.2}
\]
\[
H^{1,3}(X) : \{ \omega_x \}_{x=1, \ldots, h^{1,3}(X)}, \tag{3.5.3}
\]
\[
H^{2,2}(X) : \{ \sigma_y \}_{y=1, \ldots, h^{2,2}(X)}, \tag{3.5.4}
\]
\[
H^{1,4}(X) : \{ \chi_d \}_{d=1, \ldots, h^{1,4}(X)}, \tag{3.5.5}
\]
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with \(\omega_i\) and \(\sigma_e\) being real and all other forms being complex. These forms can be used to construct various intersection numbers

\[
\begin{align*}
&d_{i_1...i_5} = \int_X \omega_{i_1} \wedge \cdots \wedge \omega_{i_5}, \\
&d_e_{ijk} = \int_X \sigma_e \wedge \omega_{i} \wedge \omega_j \wedge \omega_k, \\
&d_{efi} = \int_X \sigma_e \wedge \sigma_f \wedge \omega_{i}, \\
&d_{x_i} = \int_X \nu_x \wedge \bar{\nu}_x \wedge \omega_i.
\end{align*}
\] (3.5.6)

which will play a rôle later on. The term \textit{intersection number} is a slight misnomer in this context, as all of these integrals, except \(d_{i_1...i_5}\), in general depend on the complex structure (due to the use of complex \((p, q)\)-forms) and thus do not represent topological invariants.

We begin with the metric moduli. The basic requirement is that a variation \(g_{mn} \rightarrow g'_{mn} = g_{mn} + \delta g_{mn}\) of the metric leaves the Ricci tensor zero at linear order in \(\delta g_{mn}\) so as to stay in the realm of Calabi-Yau five-folds. Here, \(m, n, \ldots = 1, \ldots, 10\) are real indices on \(X\). Complexifying this expression, reveals that the \((1, 1)\) part of \(\delta g_{mn}\) can be expanded in terms of harmonic \((1, 1)\)-forms, while the \((2, 0)\) and \((0, 2)\) parts can be expressed in terms of harmonic \((1, 4)\)-forms. Explicitly, one has

\[
\begin{align*}
&\delta g_{\mu \bar{\nu}} = -iw_{\mu \nu} \delta t^{\mu}, \\
&\delta g_{\mu \nu} = -\frac{2}{4!} |\Omega|^2 \Omega_{\rho_1...\rho_4} \chi_{a, \nu \rho_1...\rho_4} \delta z^a, \\
&\delta g_{x_i} = \frac{1}{V} \int_X \sqrt{g} g^{mn} g^{pq} \delta g_{mp} \delta g_{nq}.
\end{align*}
\] (3.5.8)

Here, \(V\) denotes the volume of \(X\) defined in (A.3.17). This metric splits into a Kähler and a complex structure part which can be worked out separately.

Let us first discuss the Kähler deformations. A straightforward calculation, inserting the first eq. (3.5.8), shows that

\[
G^{(1,1)}(t_i) = \frac{1}{2V} \int_X \omega_i \wedge * \omega_i.
\] (3.5.10)

Using (3.4.3), this can be written in terms of topological integrals which involve \(J\) and the forms \(\omega_i\). Then, defining the Kähler moduli \(t_i\) by

\[
J = t_i \omega_i,
\] (3.5.11)
one finds
\[ G^{(1,1)}_{ij}(t) = -10 \frac{\kappa_{ij}}{\kappa} + \frac{25}{2} \frac{\kappa_i \kappa_j}{\kappa^2}, \] (3.5.12)
where we have introduced a shorthand notation for the \( \kappa \)-map defined in (A.4.28) with recurring arguments
\[ \kappa \equiv \kappa(J, \ldots, J) = 5! V = d_{i_1 \ldots i_5} t^{i_1} \ldots t^{i_5}, \] (3.5.13)
\[ \kappa_i \equiv \kappa(\omega_i, J, \ldots, J) = d_{ii \ldots i_5} t^{i_1} \ldots t^{i_5}, \] (3.5.14)
\[ \kappa_{ij} \equiv \kappa(\omega_i, \omega_j, J, J) = d_{iji_1i_2} t^{i_1} t^{i_2} t^{i_3} , \] (3.5.15)
\[ \vdots \]
\[ \kappa_{i_1 \ldots i_5} \equiv \kappa(\omega_{i_1}, \ldots, \omega_{i_5}) = d_{i_1 \ldots i_5}. \] (3.5.16)

The intersection number \( d_{i_1 \ldots i_5} \) has been defined in (3.5.6). Note that from eq. (3.5.11), one has \( \kappa = \kappa_i t^i = \kappa_{ij} t^i t^j \) and so on. With this notation, for example
\[ \tilde{\omega}_i = 5i \frac{\kappa_i}{\kappa}. \] (3.5.17)

It is easy to check that the above moduli space metric (3.5.12) can be obtained from a “Kähler potential” \( K^{(1,1)} \) as
\[ G^{(1,1)}_{ij} = \partial_i \partial_j K^{(1,1)}, \] (3.5.18)
where \( K^{(1,1)} \equiv -(\ln \kappa)/2 \). We can use the moduli space metric to define lower index moduli \( t_i \) via \( t_i \equiv G^{(1,1)}_{ij} t^j \). From the explicit form (3.5.12) of the metric, it is easy to verify the useful relation
\[ t_i = 5 \frac{\kappa_i}{2 \kappa} = - \frac{i}{2} \tilde{\omega}_i. \] (3.5.19)

A further useful observation is related to “metrics” of the form
\[ \hat{G}_{ij} \equiv G_{ij}^{(1,1)} + c \frac{\kappa_i \kappa_j}{\kappa^2}, \] (3.5.20)
for any real number \( c \). A short calculation, using eq. (3.5.19) and \( \kappa_i t^i = \kappa \) repeatedly, shows that
\[ \hat{G}_{ij} \left( G^{(1,1)k} + \tilde{c} \frac{\kappa_i^k}{\kappa} \right) = \delta_i^k + \left( c + \tilde{c} + \frac{2}{5} \tilde{c} \right) \frac{\kappa_i \kappa^k}{\kappa^2}, \] (3.5.21)
\[ \tilde{c} = \frac{5}{5 + 2c} \tilde{c}. \] (3.5.22)

These relations will be helpful in section 5.5.2.
In summary, the Kähler moduli space for Calabi-Yau five-folds can be treated in complete analogy with the one for Calabi-Yau three-folds. The main difference is that the moduli space metric is now governed by a quintic pre-potential $\kappa$ instead of a cubic one for three-folds.

We now move on to the complex structure moduli. Evaluating the standard moduli space metric (3.5.9) for the $(2, 0)$ variation of the metric in (3.5.8), one finds

$$G_{ab}^{(1,4)} = \frac{1}{V||\Omega||^2} \int_X \chi_a \wedge \bar{\chi}_b .$$ (3.5.23)

Using the result in (3.4.2) for the Hodge dual of $(4, 1)$-forms together with eq. (3.1.2) then leads to the standard result

$$G_{ab}^{(1,4)} (\bar{z}, \bar{z}) = \int_X \chi_a \wedge \bar{\chi}_b \int_X \Omega \wedge \bar{\Omega} .$$ (3.5.24)

Under an infinitesimal variation of the complex structure, the holomorphic and anti-holomorphic differentials $dz^a$ and $d\bar{z}^\bar{b}$ mix linearly with each other,

$$\frac{\partial}{\partial z^a} \omega^{(p,q)} = \eta^{(p,q)} + \eta^{(p-1,q+1)} + \eta^{(p+1,q-1)} .$$ (3.5.25)

Closedness of a differential form is preserved under an infinitesimal variation of the complex structure, since the exterior derivative $d$ is independent of the complex structure moduli $z^a$, that is $[d, \frac{\partial}{\partial z^a}] = 0$. For the case of the holomorphic $(5, 0)$-form $\Omega$, this implies Kodaira’s relation

$$\frac{\partial}{\partial z^a} \tilde{\Omega} = k_a \tilde{\Omega} + \chi_a ,$$ (3.5.26)

where, as before, $\chi_a \in H^{1,4}(X)$ and $k_a$ may depend on the complex structure moduli $z^a$ but not on the coordinates $z^\mu$ of $X$. This is exactly analogous to the case of Calabi-Yau three-folds [54, 57, 52] and Calabi-Yau four-folds [17]. Kodaira’s relation implies, via direct differentiation, that the moduli space metric (3.5.24) can be obtained from the Kähler potential $K^{(1,4)}$ as

$$G_{ab}^{(1,4)} = \partial_a \partial_b K^{(1,4)} ,$$ (3.5.27)

where $\partial_a \equiv \partial / \partial z^a$, $\partial_\bar{b} \equiv \partial / \partial \bar{z}^\bar{b}$ and $K^{(1,4)} \equiv \ln [i \int_X \Omega \wedge \bar{\Omega}]$. The Kähler potential $K^{(1,4)}$ also serves to determine the function $k_a$ in Kodaira’s relation, namely $k_a = -\partial_a K^{(1,4)}$. In order to express $K^{(1,4)}$ more explicitly in terms of moduli, we introduce a symplectic
basis \((A^A, B_B)\) of 5-cycles and a dual basis \((\alpha_A, \beta_B)\) of 5-forms satisfying
\[
\int_{A^B} \alpha_A = \int_X \alpha_A \wedge \beta_B = \delta_A^B, \quad \int_{B_A} \beta_B = \int_X \beta_B \wedge \alpha_A = -\delta_A^B. \tag{3.5.28}
\]
Then, the period integrals are defined in the usual way as
\[
Z^A \equiv \int_{A^A} \Omega, \quad G_A \equiv \int_{B_A} \Omega. \tag{3.5.29}
\]
and the periods \(G_A\) can be shown to be functions of \(Z^A\), just as in the three-fold case. In the dual basis \((\alpha_A, \beta_B)\), the holomorphic \((5, 0)\)-form \(\Omega\) can then be expanded as \(\Omega = Z^A \alpha_A - G_A \beta_A\) and inserting this into the expression \(\text{eq. (3.5.27)}\) for the Kähler potential yields
\[
K^{(1,4)} = \ln \left[ i (G_A \bar{Z}^A - Z^A \bar{G}_A) \right]. \tag{3.5.30}
\]
By virtue of Kodaira’s relation \(\text{eq. (3.5.26)}\), \(\int_X \Omega \wedge \frac{\partial \Omega}{\partial Z_A} = 0\) which immediately leads to
\[
G_A = \frac{1}{2} \frac{\partial}{\partial Z_A} (G_B Z_B). \tag{3.5.31}
\]
Hence, the periods \(G_A\) can be obtained as derivatives
of a pre-potential \(\mathcal{G}\) which is homogeneous of degree two in the projective coordinates \(Z^A\). This is formally very similar to the Calabi-Yau three-fold case. However, an important difference is that the 5-forms here contain not only \((5, 0)\), \((0, 5)\), \((4, 1)\) and \((1, 4)\) pieces but also \((3, 2)\) and \((2, 3)\) parts. That is, \(A, B, \ldots = 0, 1, \ldots, h^{1,4} + h^{2,3}\). As a consequence, the periods \(Z^A\) do not simply serve as projective coordinates on the complex structure moduli space, though they can in principle be computed as functions of the \(z^a\). However, their vast redundancy renders them much less useful as compared to the three-fold case.

In the expression \(\text{eq. (3.4.2)}\) for the Hodge-star of a harmonic \((2, 2)\)-form \(\sigma_e\), the contractions \(\tilde{\sigma}_e\) and \(\tilde{\tilde{\sigma}}_e\) appear. We are now in a position to explicitly compute these contractions. First, we note that the harmonicity of \(\sigma_e\) implies that \(\tilde{\sigma}_e\) is a harmonic \((1, 1)\)-form (see eqs. \(\text{eqs. (A.4.26) and (A.4.27)}\)) and can therefore be expanded in terms of the basis of harmonic \((1, 1)\)-forms \(\omega_i\)
\[
\tilde{\sigma}_e = i k^i_e \omega_i, \tag{3.5.32}
\]
with some coefficients \(k^i_e\), which generally depend on the Kähler moduli \(t^i\). Applying one more contraction and using eq. \(\text{eq. (3.5.17)}\), we learn that
\[
\tilde{\tilde{\sigma}}_e = -\frac{5}{k} k^i_e k_i. \tag{3.5.33}
\]
We can determine all the contractions of harmonic \((2, 2)\)-forms if we are able to compute the coefficients \(k^i_e\). This can be accomplished by multiplying eq. \(\text{eq. (3.4.4)}\) with \(\omega_j\) and
integrating over the Calabi-Yau five-fold $X$. This results in

$$k^i_e = \frac{1}{4V} \left( G^{(1,1)ij} - \frac{25}{6} \kappa^i \kappa^j \right) d_{ijkl} t^k t^l , \quad (3.5.34)$$

where $G^{(1,1)ij}$ is the inverse of $G_{ij}^{(1,1)}$.

### 3.5.1 Real vs. complex forms

For later chapters, it will be useful to know how to treat the $(2,1)$- and $(1,3)$-forms as real 3- and 4-forms, respectively, and to know how they are related to each other. This is advantageous since the real forms are topological and in particular do not depend on the complex structure moduli.

Real harmonic 3-forms are naturally locked to 3-cycles and are thus topologically invariant. The fact that $h^{3,0}(X) = 0$ for Calabi-Yau five-folds ensures that a real 3-form is exclusively made up of a $(2,1)$- and a $(1,2)$-piece. However, the way in which a particular 3-form is split into $(2,1)$- and $(1,2)$-parts evidently depends on the choice of complex structure. We can parametrically represent this fact by introducing complex structure dependent linear maps $\mathfrak{A}$ and $\mathfrak{B}$ from real 3-forms to complex $(2,1)$-forms and vice versa.

For fixed bases, the linear maps have a matrix representation according to

$$\nu_p = \mathfrak{A}_p^{\mathcal{Q}} N_{\mathcal{Q}} \quad \text{(and: } \bar{\nu}_\bar{p} = \mathfrak{A}_\bar{p}^{\mathcal{Q}} N_{\mathcal{Q}}) ,$$

$$N_P = \mathfrak{B}^{\mathcal{Q}}_P \nu_{\mathcal{Q}} + \mathfrak{B}^{\mathcal{Q}}_{\bar{P}} \bar{\nu}_{\bar{\mathcal{Q}}} , \quad (3.5.35)$$

where $\{ N_P \}_{P=1,...,h^3(X)}$ is a real basis of $H^3(X)$ and $\{ \nu_p \}_{p=1,...,h^{2,1}(X)}$ is a basis of $H^{2,1}(X)$. To avoid confusion with symbols defined elsewhere, we use Fraktur font letters to denote maps translating between real and complex forms and calligraphic letters for real form indices. Note that $\mathfrak{A}_p^{\mathcal{Q}}$ and $\mathfrak{B}^{\mathcal{Q}}_P$ are complex and have dependence $\mathfrak{A}_p^{\mathcal{Q}} = \mathfrak{A}_p^{\mathcal{Q}}(z, \bar{z})$, $\mathfrak{B}^{\mathcal{Q}}_P = \mathfrak{B}^{\mathcal{Q}}_P(\bar{z})$, where $z^a$ and $\bar{z}^\bar{a}$ are the complex structure moduli of the Calabi-Yau five-fold. The equations above have two faces, for they can either be written in local real 10-dimensional coordinates or in local holomorphic coordinates. For example, eq. (3.5.36) in real coordinates is

$$N_{P,m_1m_2m_3} = \mathfrak{B}^{\mathcal{Q}}_P \nu_{\mathcal{Q},m_1m_2m_3} + \mathfrak{B}^{\mathcal{Q}}_{\bar{P}} \bar{\nu}_{\bar{\mathcal{Q}},m_1m_2m_3} , \quad (3.5.37)$$

whereas in local holomorphic coordinates it reads

$$N_{P,\mu_1\mu_2\rho} = \mathfrak{B}^{\mathcal{Q}}_P \nu_{\mathcal{Q},\mu_1\mu_2\rho} , \quad \text{(and c.c.)} , \quad (3.5.38)$$

---

1 All differential forms occurring in this subsection are henceforth implicitly assumed to be harmonic.
where forms with unnatural index types are to be translated manually using eq. (A.4.1). Inserting eq. (3.5.35) into eq. (3.5.36) and vice versa, we learn relations between the \(\mathfrak{A}\) and \(\mathfrak{B}\) maps

\[
\begin{align*}
\mathfrak{A}_p Q^q &= \delta_p^q \quad \text{(and c.c.)} , \\
\mathfrak{A}_p Q^q &= 0 \\
\mathfrak{B}_p \delta \mathfrak{A}_q^Q + \mathfrak{B}_p \delta \mathfrak{A}_q^Q &= \delta_p^Q .
\end{align*}
\]

For the complex structure dependence, one finds

\[
\begin{align*}
\partial_q N_P &= 0 , \\
\partial_q \nu_p &= \mathfrak{A}_p Q^q \nu_q + \mathfrak{A}_p Q^q \bar{\nu}_q , \\
\partial_q \nu_p &= \mathfrak{A}_p Q^q \nu_q + \mathfrak{A}_p Q^q \bar{\nu}_q , \\
\partial_q \nu_p &= \mathfrak{A}_p Q^q \nu_q + \mathfrak{A}_p Q^q \bar{\nu}_q , \\
\partial_q \nu_p &= \mathfrak{A}_p Q^q \nu_q + \mathfrak{A}_p Q^q \bar{\nu}_q .
\end{align*}
\]

Using eqs. (3.5.35)-(3.5.36) and eq. (3.4.2), one can compute the Hodge star of the real 3-form

\[
N_P^\ast = \frac{1}{2} J_P Q N_Q \wedge J^2 ,
\]

where \(J_P Q \equiv i (\mathfrak{B}_p \delta \mathfrak{A}_q^Q - \mathfrak{B}_p \delta \mathfrak{A}_q^Q)\). The linear map \(J\) provides a complex structure on the moduli space of real 3-forms induced by the complex structure of the Calabi-Yau five-fold itself. It satisfies (cf. appendix A.4)

\[
J_P Q J_Q R = -\delta_P R , \quad (J_P Q)^* = J_P Q , \quad \text{tr} J = 0 .
\]

Using the complex structure \(J\), we define projection operators

\[
P_{\pm} P Q \equiv \frac{1}{2} (1 \mp i J) P Q
\]

satisfying

\[
P_{\pm} P Q P_{\pm} R = P_{\pm} R , \quad P_{+} P Q P_{-} R = P_{-} P Q P_{+} R = 0 , \quad (P_{\pm} P Q)^* = P_{\mp} P Q .
\]

In terms of the \(\mathfrak{A}\) and \(\mathfrak{B}\) maps, they are explicitly given by

\[
P_{+} P Q = \mathfrak{B}_p \delta \mathfrak{A}_q^Q , \quad P_{-} P Q = \mathfrak{B}_p \delta \mathfrak{A}_q^Q .
\]

The standard metric on the moduli space of real 3-forms is

\[
G^{(3)}_{P Q} = \int_X N_P \wedge * N_Q .
\]

Using the expression for the Hodge-star, we can rewrite this so as to make the
dependence on the moduli more explicit

\[
\mathcal{G}_{PQ}^{(3)}(t, z, \bar{z}) = \frac{1}{2} J_{(P \cap Q)Rlj} t^l t^j ,
\] (3.5.50)

where we have defined a new intersection number

\[
d_{PQ}^{ij} \equiv \int_X N_P \wedge N_Q \wedge \omega_i \wedge \omega_j ,
\]

which is purely topological. Note that \(d_{PQ}^{ij} = -d_{QP}^{ij}\). The metric anti-commutes with the complex structure

\[
J_{PQ}^{GR} + J_{QR}^{GP} = 0 ,
\] (3.5.51)

which, in fact, becomes a Hermiticity condition on the metric \(G^{(3)}\)

\[
G_{PQ}^{(3)} = J_{PR}^{G} J_{QS}^{G} G_{RS}^{(3)} .
\] (3.5.52)

Thus, the 3-form moduli space is a Hermitian manifold with \(G^{(3)}\) being a Hermitian metric.

A real 4-form, which is topologically invariant, can be decomposed into the sum of \((1, 3)\), \((3, 1)\) and \((2, 2)\)-forms using the complex structure of the Calabi-Yau five-fold \(X\). In the same spirit as for the 3-forms, we introduce linear maps \(C, D, E\) and \(F\) to translate between real 4-forms and their \((1, 3)\), \((3, 1)\) and \((2, 2)\)-pieces

\[
\omega_X = C_x X O_X ,
\]

(3.5.53)

\[
\sigma_e = E_e X O_X ,
\] (3.5.54)

\[
O_X = D_X X \omega_X + \tilde{D}_X X \tilde{\omega}_X + \tilde{g}_X \sigma_e ,
\] (3.5.55)

where \(\{\omega_x\}\) is a basis of \(H^{1, 3}(X)\), whereas \(\{\sigma_e\}\) and \(\{O_X\}\) are real bases of \(H^{2, 2}(X)\) and \(H^4(X)\), respectively. Unlike \(C\) and \(D\), \(E\) and \(\tilde{g}\) are real. All linear maps \(C, D, E\) and \(\tilde{g}\) a priori depend on the complex structure moduli \(z^a\) and \(\bar{z}^\alpha\). By consecutively inserting eqs. (3.5.53)-(3.5.55) into each other, we learn relations among the linear maps

\[
C_x X D_{\chi^\gamma} = \delta_{x}^{\gamma} , \quad C_x X \tilde{D}_{\chi^\gamma} = \delta_{x}^{\gamma} , \quad E_e X \tilde{g}_X \xi = \delta_e^\xi ,
\] (3.5.56)

\[
C_x X D_{\chi^\gamma} = C_x X \tilde{g}_X \xi = E_e X D_{\chi^\gamma} = 0 ,
\] (3.5.57)

(3.5.58)

The wedge product of two harmonic \((1, 1)\)-forms is a harmonic \((2, 2)\)-form. For the purpose of this thesis, we will restrict attention to the case where all \((2, 2)\)-forms are
obtained by wedging together two \((1,1)\)-forms, that is we require\(^2\)

\[
H^{2,2}(X) = H^{1,1}(X) \wedge H^{1,1}(X) . \tag{3.5.59}
\]

All explicit examples of Calabi-Yau five-folds presented in this thesis satisfy eq. \((3.5.59)\).

The significance of this restriction is that, since the \((1,1)\)-forms (being naturally locked to 2-cycles) are independent of the complex structure, so are the \((2,2)\)-forms if they are entirely generated by the square of \((1,1)\)-forms. This implies that \(\sigma_c, \mathcal{C}_c\mathcal{X}\) and \(\mathcal{F}_c\mathcal{X}\) are all independent of the complex structure moduli (and of any other moduli, in fact). Since the left hand side and the last term on the right hand side of eq. \((3.5.55)\) are independent of the complex structure, the same must be true for the sum of the first two terms on the right hand side. This observation allows us to treat the \((1,3)\) and \((3,1)\) part together in a complex structure independent way.

Let us now choose the basis \(\{\mathcal{O}_X\}\) such that the first \(2h^{1,3}(X)\) indices lie in the \((1,3) + (3,1)\) directions and the remaining indices lie in the \((2,2)\) direction, that is we divide the index range \(\mathcal{X} = (\hat{X}, \bar{X})\), where \(\hat{X} = 1, \ldots, 2h^{1,3}(X)\) and \(\bar{X} = 1, \ldots, h^{2,2}(X)\). This rearrangement is also independent of the complex structure. Eqs. \((3.5.53)-(3.5.55)\) then become

\[
\omega_x = \mathcal{C}_x^{\hat{X}} \mathcal{O}_{\hat{X}} \quad \text{(and: } \bar{\omega}_x = \mathcal{C}_{\bar{X}}^{\hat{X}} \mathcal{O}_{\hat{X}}\text{)} , \tag{3.5.60}
\]

\[
\sigma_c = \mathcal{C}_c^{\hat{X}} \mathcal{O}_{\hat{X}} , \tag{3.5.61}
\]

\[
\mathcal{O}_{\hat{X}} = \mathcal{D}_{\hat{X}}^{\hat{X}} \omega_x + \mathcal{D}_{\hat{X}}^{\bar{X}} \bar{\omega}_x , \quad \mathcal{O}_{\bar{X}} = \mathcal{F}_{\hat{X}}^{\bar{X}} \sigma_c , \tag{3.5.62}
\]

where \(\mathcal{O}_{\hat{X}}, \mathcal{O}_{\bar{X}}, \mathcal{F}_{\hat{X}}^{\bar{X}}, \mathcal{C}_c^{\hat{X}}\) and \(\sigma_c\) are independent of the complex structure moduli \(z^a\), whereas all other objects are dependent on them. Instead of eqs. \((3.5.56)-(3.5.58)\) we have

\[
\mathcal{C}_x^{\hat{X}} \mathcal{D}_{\hat{Y}}^{\hat{Y}} = \delta_x^{\hat{Y}} , \quad \mathcal{C}_x^{\bar{X}} \mathcal{D}_{\bar{Y}}^{\bar{Y}} = \delta_x^{\bar{Y}} , \quad \mathcal{C}_c^{\hat{X}} \mathcal{F}_{\hat{Y}}^{\bar{Y}} = \delta_c^{\bar{Y}} , \tag{3.5.63}
\]

\[
\mathcal{C}_x^{\hat{X}} \mathcal{D}_{\hat{Y}}^{\hat{Y}} = 0 , \quad \text{(and c.c.)} , \tag{3.5.64}
\]

\[
\mathcal{D}_{\hat{X}}^{\hat{X}} \mathcal{C}_x^{\hat{Y}} + \mathcal{D}_{\bar{X}}^{\bar{X}} \mathcal{C}_x^{\bar{Y}} = \delta_{\hat{X}}^{\hat{Y}} , \quad \mathcal{F}_{\hat{X}}^{\bar{X}} \mathcal{C}_c^{\bar{Y}} = \delta_{\hat{X}}^{\bar{Y}} . \tag{3.5.65}
\]

The relations between \(\mathcal{C}_x^{\hat{X}}, \mathcal{D}_{\hat{Y}}^{\hat{Y}}, \mathcal{O}_{\hat{X}}\) and \(\omega_x\) are very similar to the relations between \(\mathcal{D}_{\hat{Y}}^{\hat{P}}, \mathcal{D}_{\hat{Y}}^{\hat{P}}, N_P\) and \(v_p\) for the 3-form case discussed above. The complex structure dependence in the \((1,3)\)-sector is parametrised by \(\mathcal{C}_x^{\hat{X}}\) and \(\mathcal{D}_{\hat{Y}}^{\hat{Y}}\)

\[
\partial_{\hat{Y}} \mathcal{O}_{\hat{X}} = 0 , \quad \partial_{\hat{Y}} \omega_x = \mathcal{C}_x^{\hat{Y}} \mathcal{D}_{\hat{Y}}^{\hat{Y}} \omega_y + \mathcal{C}_x^{\hat{Y}} \mathcal{D}_{\hat{Y}}^{\hat{Y}} \bar{\omega}_y , \tag{3.5.66}
\]

\(^2\)In the Calabi-Yau four-fold literature, the right hand side of eq. \((3.5.59)\) is often referred to as the vertical part, denoted \(H^{2,2}_V\), of \(H^{2,2}\) (see, for example, ref. [17]). The total space \(H^{2,2}\) is given by \(H^{2,2} = H^{2,2}_V \oplus H^{2,2}_H\), where \(H^{2,2}_H\) comprises all \((2,2)\)-forms that can not be obtained by the product of two \((1,1)\)-forms. In this terminology, we are considering Calabi-Yau five-folds \(X\) for which \(H^{2,2}(X) = H^{2,2}_V(X)\) and \(H^{2,2}_H(X) = 0\).
\( \partial_{\alpha} O_{\hat{\chi}} = 0 \), \( \partial_{\alpha} \omega_x = c_{x^\alpha} \delta_{\hat{\chi}}^{\hat{\chi}} \omega_y + c_{x^\alpha} \tilde{\delta}_{\hat{\chi}}^{\hat{\chi}} \omega_y \). (3.5.67)

Using eqs. (3.5.60), (3.5.62) and (3.4.2), one can compute the Hodge star of the real 4-form \( O_{\hat{\chi}} \)

\[ *O_{\hat{\chi}} = -O_{\hat{\chi}} \wedge J. \] (3.5.68)

Whenever we use the forms \( O_{\hat{\chi}} \) to describe \((1, 3)\)- and \((3, 1)\)-forms we will refer to it as the \( \hat{4}\)-form formulation. The standard metric on the moduli space of real \( \hat{4}\)-forms is given by

\[ G^{(4)}_{X \hat{Y}} = \int_X O_X \wedge *O_Y. \] (3.5.69)

Using the expression for the Hodge star (3.5.68), we can rewrite this so as to make the dependence on the moduli more explicit

\[ G^{(4)}_{X \hat{Y}} (t) = -d_{X \hat{Y} i t}, \] (3.5.70)

where we have defined a new intersection number \( d_{X \hat{Y} i t} \equiv \int_X O_X \wedge *O_Y \wedge \omega_i \), which is purely topological. Note that \( d_{X \hat{Y} i} = d_{\hat{Y} X i} \).

Similarly to the 3-form case, there is a complex structure \( J_{X \hat{Y}} \) on the \( \hat{4}\)-form moduli space inherited from the complex structure of the Calabi-Yau five-fold and given by

\[ J_{X \hat{Y}} \equiv i (\delta_{X}^{X} \hat{\epsilon}_{X}^{\dot{Y}} - \bar{\delta}_{X}^{X} \hat{\epsilon}_{X}^{\dot{Y}}). \] (3.5.71)

It satisfies relations (3.5.45) with indices adjusted appropriately. The projection operators are

\[ P_{\pm}^{X \hat{Y}} \equiv \frac{1}{2} (1 \mp i J)_{\hat{X} \hat{Y}}, \] (3.5.72)

which satisfy eq. (3.5.47) and are explicitly given by

\[ P_{+}^{X \hat{Y}} = \delta_{X}^{X} \hat{\epsilon}_{X}^{\dot{Y}}, \quad P_{-}^{X \hat{Y}} = \bar{\delta}_{X}^{X} \hat{\epsilon}_{X}^{\dot{Y}}. \] (3.5.73)

Note, however, that unlike in the 3-form case, the standard \( \hat{4}\)-form metric (3.5.69) is not Hermitian with respect to the complex structure \( J_{\hat{X} \hat{Y}} \).

### 3.6 Examples of Calabi-Yau five-folds

When studying a new type of mathematical entity, it is of utmost importance to assure oneself that one is not dealing with an empty set. The simplest way to achieve this is to find some explicit examples, in this case of Calabi-Yau five-folds. Of course, this only establishes mathematical existence. In addition, M-theory places some further restrictions on potential compactification manifolds. In a second step, one thus needs to check whether the constructed examples provide suitable backgrounds for performing
M-theory reductions. This is the matter of sections [5.1] and [5.5.1]. Here, however, we start first of all by summarising some well-known mathematical constructions of Calabi-Yau manifolds, specialised to the case of five-folds. These constructions have first been accomplished for Calabi-Yau three-folds [57–60, 14] and four-folds [51, 15, 61, 62].

3.6.1 Complete intersections in products of projective spaces

Arguably, the simplest constructions of explicit Calabi-Yau manifolds are the so-called complete intersection Calabi-Yau manifolds (CICYs). In order to define them, we first need the notion of a complex projective space $\mathbb{P}^n$ of complex dimension $n$, which is the space of complex lines in $\mathbb{C}^{n+1}$:

$$\mathbb{P}^n \equiv \left\{ \{z^\mu \in \mathbb{C}^{n+1} \setminus \{0\} \} \mid \{z^\mu \sim \lambda z^\mu, \lambda \in \mathbb{C}^*\} \right\} ,$$  

(3.6.1)

where $\mathbb{C}^* \equiv \mathbb{C} \setminus \{0\}$ and $z^\mu$ are homogeneous coordinates on $\mathbb{P}^n$. The complex projective space $\mathbb{P}^n$ is a K"ahler manifold and can also be written as $\mathbb{P}^n = \mathbb{S}^{2n+1} / \text{U}(1)$. The Hodge numbers of $\mathbb{P}^n$ are $h^{p,q}(\mathbb{P}^n) = 1$ for $p = q$ ($p, q = 0, \ldots, n$) and zero otherwise. The zero locus of a holomorphic polynomial $p(z^\mu)$ of homogeneous degree $q$,

$$p(z^\mu) = 0 ,$$

(3.6.2)

defines a complex co-dimension one hypersurface in $\mathbb{P}^n$. We recall that a polynomial $p(z^\mu)$ is called homogeneous of degree $q$ if it satisfies $p(\lambda z^\mu) = \lambda^q p(z^\mu)$. The hypersurface inherits both the complex structure and the K"ahlerity property from the embedding space.

CICYs are embedded in an ambient space $\mathcal{A}$ consisting of one or more complex projective spaces of various dimensions

$$\mathcal{A} \equiv \bigotimes_{r=1}^m \mathbb{P}^{n_r} ,$$

(3.6.3)

which is also K"ahler and $\dim_\mathbb{C} \mathcal{A} = \sum_{r=1}^m n_r$. Each $\mathbb{P}^{n_r}$ in (3.6.3) has its own closed K"ahler form $J_r$ and we choose a normalisation of the form

$$\int_{\mathbb{P}^{n_r}} J_r^{n_r} = 1 .$$

(3.6.4)

A CICY manifold $X$ is defined as the intersection of $K$ hypersurfaces in the ambient space $\mathcal{A}$ such that the resulting space is a smooth complex co-dimension $K$ manifold and such that each hypersurface is given by the zero locus of a holomorphic polynomial $p_\alpha(z^{(1)}, \ldots, z^{(m)}) = 0, \alpha = 1, \ldots, K$, of homogeneous degree $q_\alpha^r$ in the coordinates $z^{(\mu)}(r)$ of the $r$-th factor $\mathbb{P}^{n_r}$ in $\mathcal{A}$.
A family of CICYs is specified by the non-negative integers $n_r$ and $q_{\alpha}^r$, where $r = 1, \ldots, m$ and $\alpha = 1, \ldots, K$. This is conventionally arranged into a configuration matrix $[n|q]$

$$[n|q] \equiv \begin{bmatrix} n_1 & q_1^1 & \cdots & q_K^1 \\
_2 & \vdots & \ddots & \vdots \\
_m & q_1^m & \cdots & q_K^m \end{bmatrix}. \quad (3.6.5)$$

The most famous CICY is undoubtedly the Calabi-Yau three-fold $[4|5]$, known as the quintic in $\mathbb{P}^4$ since it is given by the zero locus of a holomorphic polynomial of homogeneous degree 5 in $\mathbb{P}^4$. Here, however, we are interested in Calabi-Yau five-folds, which means we restrict to configuration matrices that satisfy

$$K = \sum_{r=1}^{m} n_r - 5. \quad (3.6.6)$$

In that case, the analogue of the quintic in $\mathbb{P}^4$ is the septic in $\mathbb{P}^6$ denoted $[6|7]$, which is defined by the zero locus of a holomorphic polynomial of homogeneous degree 7 in $\mathbb{P}^6$. In order to get acquainted with the notation of configuration matrices consider the example (which is the 5-dimensional cousin of the famous 3-dimensional Tian-Yau manifold $[63]$)

$$\begin{bmatrix} 4 & 4 & 0 & 1 \\
4 & 0 & 4 & 1 \end{bmatrix}, \quad (3.6.7)$$

which corresponds to three polynomials of the form

$$f_{\mu(1)\nu(1)\rho(1)\sigma(1)} z_\mu^{(1)} z_\nu^{(1)} z_\rho^{(1)} z_\sigma^{(1)} = 0, \quad (3.6.8)$$
$$g_{\mu(2)\nu(2)\rho(2)\sigma(2)} z_\mu^{(2)} z_\nu^{(2)} z_\rho^{(2)} z_\sigma^{(2)} = 0, \quad (3.6.9)$$
$$h_{\mu(1)\nu(2)} z_\mu^{(1)} z_\nu^{(2)} = 0, \quad (3.6.10)$$

embedded in $\mathbb{P}^4 \times \mathbb{P}^4$ and with unspecified coefficient tuples $f$, $g$ and $h$. The further analysis will not depend on the precise choice of coefficients in the polynomials. We will therefore not distinguish between the class defined by $[n|q]$ and its representatives $X \in [n|q]$.

By definition, CICYs are smooth complex manifolds. They are also compact, since they are submanifolds of $\mathcal{A}$ and each factor $\mathbb{P}^n_r = S^{2n_r+1} / \text{U}(1)$ is compact, and they are Kähler, which follows by restricting the closed Kähler forms $J_r$ to the hypersurface in the Kähler manifold $\mathbb{P}^n_r$. However, we have not yet checked, whether the so obtained manifolds are also Calabi-Yau. A rather amazing mathematical result is that for CICYs the Calabi-Yau condition, $c_1(X) = 0$, translates into an algebraic constraint on the entries $n_r$ and $q_{\alpha}^r$ of the configuration matrix $[n|q]$. In general, the $i$-th Chern class $c_i([n|q])$ of a CICY $[n|q]$ only depends on the non-negative integers $n_r$ and $q_{\alpha}^r$ and the Kähler forms $J_r$ of the ambient $\mathbb{P}^n_r$s. The details of the derivation of this result are
presented in appendix B.2. Here, we only quote the final result. For CICY five-folds, the first five Chern classes are relevant. We start with the first Chern class \( c_1([n|q]) \)

\[
c_1([n|q]) = \sum_{r=1}^{m} \left[ n_r + 1 - \sum_{a=1}^{K} q_a^r \right] J_r , \tag{3.6.11}
\]

which must be set to zero in order for \([n|q]\) to be a Calabi-Yau manifold. Hence, the Calabi-Yau condition \( c_1([n|q]) = 0 \) turns into the simple algebraic constraints

\[
\sum_{a=1}^{K} q_a^r = n_r + 1 \tag{3.6.12}
\]

for all \( r = 1, \ldots, m \). This means each row in the \( q \)-part of the configuration matrix has to sum up to the complex dimension of the associated projective space plus 1. The higher Chern classes of \([n|q]\) are given by

\[
c_2([n|q]) = c_2^s J_s J_s = \frac{1}{2} \left[ -(n_r + 1) \delta^{rs} + \sum_{a=1}^{K} q_a^s q_a^r \right] J_r J_s , \tag{3.6.13}
\]

\[
c_3([n|q]) = c_3^{rst} J_r J_s J_t = \frac{1}{3} \left[ (n_r + 1) \delta^{rst} - \sum_{a=1}^{K} q_a^r q_a^s q_a^t \right] J_r J_s J_t , \tag{3.6.14}
\]

\[
c_4([n|q]) = c_4^{stu} J_r J_s J_t J_u = \frac{1}{4} \left[ -(n_r + 1) \delta^{rstu} + \sum_{a=1}^{K} q_a^r q_a^s q_a^t q_a^u + 2 c_2^{rs} c_2^{tu} \right] J_r J_s J_t J_u , \tag{3.6.15}
\]

\[
c_5([n|q]) = c_5^{r_1 \cdots r_5} J_{r_1} \cdots J_{r_5}
\]

\[
= \frac{1}{5} \left[ (n_r + 1) \delta^{r_1 \cdots r_5} - \sum_{a=1}^{K} q_a^{r_1} \cdots q_a^{r_5} + 5 c_3^{(r_1 r_2 r_3} c_2^{r_4 r_5)} \right] J_{r_1} \cdots J_{r_5} , \tag{3.6.16}
\]

where \( c_1([n|q]) = 0 \) has been used to simplify the expressions, the \( \wedge \)-product has been omitted for brevity and the multi-index Kronecker-\( \delta \) is \( \delta^{r_1 \cdots r_i} = \prod_{k=1}^{i-1} \delta^{r_k r_{k+1}} \) (in other words, \( \delta^{r_1 \cdots r_i} = 1 \) if \( r_1 = \ldots = r_i \) and zero otherwise). The fifth Chern class \( c_5(X) \) is related to the Euler number defined in (3.3.5) by a variant of the Gauss-Bonnet formula

\[
\eta(X) = \int_X c_5(X) . \tag{3.6.17}
\]

Of particular importance for M-theory reductions is the value of the fourth Chern class \( c_4(X) \). The expression (3.6.15) for \( c_4([n|q]) \) can be further re-written by introducing the dual \((4,4)\)-forms \( \hat{f}^r \) via

\[
\int_X f_r \wedge \hat{f}^s = \delta^s_r , \tag{3.6.18}
\]

and expanding \( c_4([n|q]) = \hat{c}_4 f^r . \) From eqs. (3.6.15) and (3.6.18) and the defini-
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The expression $\kappa(J_r, J_s, J_t, J_u, J_v)$ can be evaluated by means of the general theorem for the pull back in terms of the Kähler class (see, for example, ref. [57])

$$\int_{[n|q]} \omega = \int_{\mathcal{A}} \omega \wedge \mu , \quad \mu \equiv K \wedge \left( \sum_{r=1}^{m} q_r J_r \right) ,$$

(3.6.20)

which converts integration of a closed $(5,5)$-form $\omega$ over $[n|q]$ into an integration over the ambient space $\mathcal{A}$. Taking into account the normalisation (3.6.4), we find $c_4 = 720 \hat{J}_1 + 720 \hat{J}_2$ and $\eta = -4128$ for the example (3.6.7).

The Hodge numbers for CICY five-folds that satisfy $q_r^\alpha > 0$ for all $r$ and $\alpha$ can be determined straightforwardly by making use of two results from algebraic topology, namely the Lefschetz hyperplane theorem (see, for example, ref. [57])

$$H^{p,q}(X) \simeq H^{p,q}(\mathcal{A}) \quad \text{for } p + q \neq 5$$

(3.6.21)

and the Künneth formula (see, for example, ref. [57])

$$H^i(X \times Y) \simeq \bigoplus_{i+j=n} H^i(X) \otimes H^j(Y) .$$

(3.6.22)

Out of the six independent Hodge numbers $h^{1,1}(X), h^{1,2}(X), h^{1,3}(X), h^{2,2}(X), h^{1,4}(X)$ and $h^{2,3}(X)$, all but the last two can be directly calculated in this way and one finds

$$h^{1,1}([n|q]) = h^{1,1}(\mathcal{A}) = m$$

(3.6.23)

$$h^{1,2}([n|q]) = 0$$

(3.6.24)

$$h^{1,3}([n|q]) = 0$$

(3.6.25)

$$h^{2,2}([n|q]) = h^{2,2}(\mathcal{A}) = \frac{m(m-1)}{2} + \#\{r|n_r \geq 2\} ,$$

(3.6.26)

where $\#S$ denotes the cardinality of the set $S$. Note that the first equation implies that the $J_r$ inherited from the ambient $\mathbb{P}^{m}$s form a basis of $H^{1,1}([n|q])$. The remaining two Hodge numbers $h^{1,4}([n|q])$ and $h^{2,3}([n|q])$ are fixed using eqs. (3.6.16) and (3.6.17), the definition (3.3.5) and the constraint (3.3.4). If some of the $q_r^\alpha$ are zero, more subtle variants of the above arguments may be applicable or in other cases, more complicated techniques, such as spectral sequence methods [64], may need to be invoked to determine the Hodge numbers.

CICY five-folds have so far not been classified systematically. In contrast, CICY three-folds have been classified and 7868 distinct configurations have been found [58].
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Table 3.1: The 11 CICY five-folds that can be defined in a single projective space. The Hodge numbers are $h^{1,2}(X) = h^{1,3}(X) = 0$ and $h^{1,1}(X) = h^{2,2}(X) = 1$ for all manifolds.

| $n|q_1 \ldots q_K$ | $c_2/J^2$ | $c_4/J^4$ | $\eta$ | $h^{1,4}$ | $h^{2,3}$ |
|-------------------|-----------|-----------|-------|------------|------------|
| [6|7]               | 21        | 819       | −39984| 1667       | 18327      |
| [7|6|2]              | 16        | 454       | −32544| 1357       | 14917      |
| [7|5|3]              | 13        | 259       | −19440| 811        | 8911       |
| [7|4|4]              | 12        | 198       | −14208| 593        | 6513       |
| [8|5|2|2]              | 12        | 234       | −23280| 971        | 10671      |
| [8|4|3|2]              | 10        | 136       | −13392| 559        | 6139       |
| [8|3|3|3]              | 9         | 99        | −9720 | 406        | 4456       |
| [9|4|2|2|2]              | 9         | 114       | −14592| 609        | 6689       |
| [9|3|3|2|2]              | 8         | 78        | −9648 | 403        | 4423       |
| [10|3|2|2|2|2]            | 7         | 58        | −8832 | 369        | 4049       |
| [11|2|2|2|2|2|2]          | 6         | 39        | −6912 | 289        | 3169       |

Table 3.2: Examples of CICY five-folds defined in a product of projective spaces. The Hodge numbers are $h^{1,2}(X) = h^{1,3}(X) = 0$ for all manifolds.

| $n|q$ | $c_2$ | $c_4$ | $\eta$ | $h^{1,1}$ | $h^{2,2}$ | $h^{1,4}$ | $h^{2,3}$ |
|------|-------|-------|-------|-----------|-----------|-----------|-----------|
| 1 2  | 12/1 | 15/2 | 2610/1+| 4542/2^2  | −32280    | 2         | 2         | 1347      | 14797     |
| 2 3  | 3^2/1+| 15/1 | 3240/1+| 3975/2^2  | −29400    | 2         | 3         | 1227      | 13478     |
| 3 4  | 6^2/1+| 16/1 | 3600/1+| 3600/2^2  | −28608    | 2         | 3         | 1194      | 13115     |
| 1 2  | 3^2/1+| 12/2 | 84/1+   | 114/2^2+130/3^3 | −24480    | 3         | 5         | 1023      | 11225     |

It is beyond the scope of this thesis to attempt a full classification of CICY five-folds. Instead, we are content with establishing the mere existence of configurations that lead to viable M-theory compactifications. In table 3.1, we list all the CICY five-folds that can be defined in a single projective space. Since $[n|q_1 \ldots q_K] \simeq [n-1|q_1 \ldots q_{K-1}]$, (3.6.27)

one can restrict to $q_\alpha > 1$ for all $\alpha$, without loss of generality. One then finds 11 distinct configurations. For comparison, 5 distinct CICY three-folds in a single projective space exist. Table 3.2 lists some of the properties of four examples of CICY five-folds defined
in a product of multiple projective spaces. In section 3.1 we examine whether these
effects are well-suited as compactification manifolds for M-theory.

3.6.2 Torus quotients

For reasons that will become clear later, it is desirable to have examples of Calabi-Yau
five-folds $X$ with vanishing fourth Chern class $c_4(X) = 0$. Amongst the CICY five-folds
with “small” configuration matrices, there are no such examples, given the additional
restriction that the global holonomy group $\text{Hol}(X) \subseteq \text{SU}(5)$ be sufficiently large to
allow only one out of 16 supersymmetries, as stated in the definition in section 3.1. We
thus need to turn to another way of constructing Calabi-Yau manifolds to establish a
simple example with $c_4(X) = 0$.

A good starting point is the 10-torus $T^{10} = T^2 \times \cdots \times T^2$ thought of as five 2-
tori. This is a complex dimensional manifold with $\text{dim}_\mathbb{C} T^{10} = 5$ and holomorphic
coordinates $z^\mu, \mu = 1, \ldots, 5$ with identifications $z^\mu \sim z^\mu + 1$ and $z^\mu \sim z^\mu + i$. The $\mu$-th
coordinate $z^\mu$ is the single holomorphic coordinate in the $\mu$-th 2-torus. The 10-torus
is Kähler and Ricci-flat with respect to the canonical metric $\delta_{\mu \bar{\nu}}$. However, it does not
break any supersymmetry and is therefore not a Calabi-Yau five-fold in the strict sense
deined in section 3.1. On the other hand, it has the desirable feature of vanishing
Chern classes $c_i(T^{10}) = 0$ for $i = 1, \ldots, 5$.

Consider the symmetry $\mathbb{Z}_4^2$ acting on the holomorphic coordinates $z^\mu$ of $T^{10}$ and
being generated by

$$\gamma_1(z^1, \ldots, z^5) = (-z^1 + 1/2, -z^2 + i/2, z^3 + 1/2, z^4, z^5)$$
$$\gamma_2(z^1, \ldots, z^5) = (z^1, -z^2 + 1/2, -z^3 + i/2, z^4 + 1/2, z^5)$$
$$\gamma_3(z^1, \ldots, z^5) = (z^1, z^2, z^3 + 1/2, -z^4 + i/2, z^5 + 1/2)$$
$$\gamma_4(z^1, \ldots, z^5) = (z^1 + 1/2, z^2, z^3, -z^4 + 1/2, -z^5 + i/2).$$

The 16 elements of this $\mathbb{Z}_4^2$-group are fixed point free. Therefore, $\mathbb{Z}_4^2$ is freely acting and
the quotient space $X = (T^2)^5/\mathbb{Z}_4^2$ constitutes a smooth manifold with the inherited
properties of being a Ricci-flat Kähler manifold of complex dimension five and with
vanishing Chern classes. Despite the smallness of the holonomy group $\text{Hol}(X) = \mathbb{Z}_4^2$, it
is nonetheless sufficient to preserve only one out of 16 supersymmetries and therefore
$X$ constitutes a Calabi-Yau five-fold in the strict sense defined in section 3.1. The
Hodge numbers $h^{p,q}(X)$ of $X$ are obtained by counting the number of $\mathbb{Z}_4^2$-invariant
$(p,q)$-differentials $dz^\mu_1 \wedge \cdots \wedge dz^\mu_p \wedge dz^{\bar{\nu}_1} \wedge \cdots \wedge dz^{\bar{\nu}_q}$. One finds

$$h^{1,1}(X) = 5, \quad h^{1,2}(X) = 0, \quad h^{1,3}(X) = 0,$$
$$h^{2,2}(X) = 10, \quad h^{1,4}(X) = 5, \quad h^{2,3}(X) = 10.$$
An interesting, but as yet open, question is whether explicit Calabi-Yau five-folds can be found that have both full $\text{SU}(5)$-holonomy and vanishing fourth Chern class $c_4(X) = 0$. 
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$\mathcal{N} = 2$ Supertime

In this chapter, we review and develop one-dimensional $\mathcal{N} = 2$ supersymmetry to the level necessary to describe the effective actions arising from Calabi-Yau five-fold reductions of M-theory. One-dimensional supersymmetry has previously been studied, for example, in refs. [65–68] and notably in the context of black hole moduli spaces [69]. However, in order to be able to describe the effective actions that will arise in the next chapter in superspace language, some generalisations and extensions of the one-dimensional $\mathcal{N} = 2$ formulations discussed in the literature are required.

These extensions include couplings between $2a$ and $2b$ multiplets – the two main irreducible multiplets in one-dimensional $\mathcal{N} = 2$ supersymmetry – as well as actions and component versions for fermionic multiplets, which are multiplets whose lowest component is a fermion. By means of these fermionic multiplets, a peculiar feature of one-dimensional supersymmetry will manifest itself, namely the possible mismatch of the number of on-shell bosonic and fermionic degrees of freedom, which is in stark contrast to higher dimensional supersymmetry where the matching of these numbers is a cornerstone feature. Even though gravity in one dimension is non-dynamical, it leads to constraints which cannot be ignored. This means we also need to consider one-dimensional local supersymmetry. Finally, we study some superpotentials in preparation of the flux compactification performed at the end of the next chapter.

All those features have not been fully worked out in the literature. We therefore provide a systematic exposition of one-dimensional $\mathcal{N} = 2$ global and local supersymmetry in this chapter. Before starting, however, we take a step back and briefly summarise the merits of superspace formulations of supersymmetric theories in order to motivate our efforts.

4.1 Superspace $1 \times 1$

As mentioned in chapter [1], supersymmetry is a symmetry interchanging bosons and fermions. Supersymmetric theories possess many desirable and promising features
from a theoretical and phenomenological perspective. In particular, Haag, Łopuszański and Sohnius showed in 1975 \[5\] that supersymmetry offers the only possible way to evade the famous Coleman-Mandula no-go theorem \[6\].

However, as we saw via the 11-dimensional example in chapter 2 (and appendix B.1), supersymmetry is also a rather complicated symmetry and checking \textit{ad hoc} whether an action is invariant under a given set of supersymmetry transformations, let alone determining the correct transformations, is a highly non-trivial task. It would therefore be very helpful to devise a mechanism such that actions become manifestly supersymmetric. This was achieved by the invention of superspace by Salam and Strathdee in 1974 \[70–72\]. If a given action can be written in superspace, this constitutes a proof of supersymmetry for any consistent superspace action is automatically guaranteed to be supersymmetric by the very construction of superspace. Moreover, the supersymmetry of actions derived from superspace expressions is realised off-shell, that is without any reference to the equations of motion. This is achieved through incorporating additional so-called auxiliary fields, which are governed by purely algebraic equations of motion. Upon elimination of the auxiliary fields, on-shell supersymmetry is regained. Another virtue of superspace is its usefulness as a machinery to easily generate new supersymmetric theories by building new actions according to the rules of superspace. Unfortunately, however, the superspace methods described in this section break down when attempting to describe supersymmetries generated by 8 or more real supercharges, although more sophisticated techniques may be applicable instead. An example is harmonic superspace \[73\], which involves infinite sets of auxiliary fields, to describe supersymmetries with 8 to 12 real supercharges. Fortunately, one-dimensional \( \mathcal{N} = 2 \) supersymmetry – the case relevant for this thesis – is generated by only two real supercharges and can therefore be described using the techniques introduced below.

The prize for having manifestly realised off-shell supersymmetry is an enlarged space-time manifold \( \mathcal{M}^{D|\mathcal{N}} \) parametrised not only by ordinary (commuting) space-time coordinates \( x^\mu \) with \( \mu = 0, \ldots, (D - 1) \), but in addition also containing anti-commuting directions\(^1\) \( \theta^{\bar{\alpha}i} \) with \( \bar{\alpha} = 1, \ldots, f \) and \( i = 1, \ldots, \mathcal{N} \). Here, \( f \) is the dimension of the spinor representation, and \( \mathcal{N} \) counts the number of independently realised supersymmetries. The conjugate spinors \( \tilde{\theta}^{\alpha i} = \theta^{\bar{\alpha} i \dagger} \) are in general also present. The anti-commuting nature of these extra coordinates is expressed by

\[
[x^\mu, x^\nu] = 0, \quad [x^\mu, \theta^{\bar{\alpha} i}] = 0, \quad \{\theta^{\alpha i}, \theta^{\beta j}\} = 0, \quad \{\theta^{\alpha i}, \tilde{\theta}^{\beta j}\} = 0, \quad (4.1.1)
\]

valid for all index choices, which shows that \( \mathcal{M}^{D|\mathcal{N}} \) looks locally like a \( \mathbb{Z}_2 \)-graded vector space with even subspace \( \mathbb{M}^D \) and odd subspace \( \mathbb{R}^f \mathbb{N} \) (\( \simeq \mathbb{C}^{fN/2} \) for \( fN \) even).

\(^1\)This section aims to provide a brief schematic overview of some of the ideas and concepts behind superspace and is by no means complete or rigorous. In particular, the precise details of the equations presented below often depend on the space-time dimension \( D \) and to some extend also on \( \mathcal{N} \). For a more complete and rigorous exposition, we refer to, for example, refs. \[74–76\] and ref. \[77\] for more on the mathematical underpinnings.
The components of the $\mathbb{Z}_2$-graded coordinates $\theta^i_a$ are called Grassmann numbers. The associated derivatives $\partial_{ai} \equiv \partial / \partial \theta^a_i$ and $\bar{\partial}_{\bar{a}i} \equiv \partial / \partial \bar{\theta}^{\bar{a}i}$ satisfy

$$
\partial_{ai} \theta^j_i = \delta^j_i \delta^a_i, \quad \bar{\partial}_{\bar{a}i} \bar{\theta}^{\bar{j}i} = \delta^{\bar{j}i} \delta_{\bar{a}i}, \quad \partial_{ai} \theta^j_i = \bar{\partial}_{\bar{a}i} \bar{\theta}^{\bar{j}i} = 0, \quad (4.1.1)
$$

$$
\{\partial_{ai}, \partial_{bj}\} = 0, \quad \{\bar{\partial}_{\bar{a}i}, \bar{\partial}_{\bar{b}j}\} = 0, \quad \{\partial_{ai}, \bar{\partial}_{\bar{b}j}\} = 0. \quad (4.1.2)
$$

Integration over Grassmann numbers (known as Berezin integration) is formally equivalent to differentiation $\int \to \partial$ (see appendix A.2) and hence

$$
\int d^n \theta = \int d^n \bar{\theta} = \int d^{2n} \theta = 0, \quad (4.1.4)
$$

$$
\int d^n \theta \theta^n = \int d^{2n} \theta \bar{\theta}^n = \int d^{2n} \theta \theta^n \bar{\theta} = 1, \quad (4.1.5)
$$

with $n \equiv f\mathcal{N}/2$ (assuming the total number of real supercharges $f\mathcal{N}$ is even) and $d^{2n} \theta \equiv d^n \theta d^n \bar{\theta}$.

Superfields $\Phi(x, \theta, \bar{\theta})$ are general functions on superspace. They can be understood as a set of ordinary fields $\phi(x^\mu)$ by Taylor expanding the superfield $\Phi$ in $\theta^a_i$ and $\bar{\theta}^{\bar{a}i}$. The Taylor series terminates after a finite number of terms due to (4.1.1). The product of two superfields is itself a superfield. Supercovariant derivatives can be defined as

$$
D^i_a \equiv \partial_{ai} + i(\gamma^\mu \bar{\theta}^i)_a \partial_\mu, \quad \bar{D}^i_{\bar{a}} \equiv -\bar{\partial}_{\bar{a}i} - i(\gamma^\mu \theta^i)_{\bar{a}} \partial_\mu, \quad (4.1.6)
$$

with the important property that the supercovariant derivative $D^i_a \Phi$ of a superfield $\Phi$ is itself a superfield. The derivative $D^i_a$ is intimately linked to the generators of infinitesimal supersymmetry transformations $Q^i_a$ given by

$$
Q^i_a \equiv \partial_{ai} - i(\gamma^\mu \bar{\theta}^i)_a \partial_\mu, \quad \bar{Q}^i_{\bar{a}} \equiv -\bar{\partial}_{\bar{a}i} + i(\gamma^\mu \theta^i)_{\bar{a}} \partial_\mu. \quad (4.1.7)
$$

An infinitesimal supersymmetry transformation becomes $\delta_{\epsilon^{ai, tot.}} = i\epsilon^a Q^i_a + i\bar{\epsilon}^a \bar{Q}^i_{\bar{a}}$. Together, $Q^i_a$ and $D^i_a$ satisfy

$$
\{Q^i_a, Q^j_b\} = 2i\delta^{ij}(\gamma^\mu \bar{C})_{ab} \partial_\mu, \quad \{Q^i_a, \bar{Q}^j_{\bar{b}}\} = \{\bar{Q}^i_{\bar{a}}, Q^j_a\} = 0, \quad (4.1.8)
$$

$$
\{D^i_a, D^j_b\} = -2i\delta^{ij}(\gamma^\mu \bar{C})_{ab} \partial_\mu, \quad \{D^i_a, \bar{Q}^j_{\bar{b}}\} = \{\bar{D}^i_{\bar{a}}, D^j_a\} = 0, \quad (4.1.9)
$$

$$
\{Q^i_a, \bar{D}^j_{\bar{b}}\} = \{Q^i_a, D^j_b\} = \{\bar{Q}^i_{\bar{a}}, D^j_a\} = \{\bar{Q}^i_{\bar{a}}, \bar{D}^j_{\bar{b}}\} = 0. \quad (4.1.10)
$$

For cases with an even number of real supercharges $f\mathcal{N}$, a chiral superfield $\Psi$ can be defined by requiring $\bar{D}^i_{\bar{a}} \Psi = 0$.

The power and usefulness of superspace is encapsulated in the following result which can be checked using the expressions given above: A general superfield $\Phi$
integrated over full superspace $\int d^D x d^{2n} \theta \Phi$ is invariant under the supersymmetry generated by (4.1.7). Also, a chiral superfield $\Psi$ integrated over half-superspace $\int d^D x d^n \theta \Psi$ is supersymmetric in the same sense. The most general manifestly supersymmetric real action of a single general superfield $\Phi$ and a single chiral superfield $\Psi$ can be written as

$$\int d^D x d^{2n} \theta f(\Phi, D^i_\alpha \Phi) + \left( \int d^D x d^n \theta W(\Psi) + \text{h.c.} \right),$$

(4.1.11)

with some real-valued function $f$ and holomorphic function $W$ and with the supplementary condition that the integrand does not depend explicitly on the coordinates. Frequently encountered specific examples include mass terms $f = \Phi \Phi^\dagger$, kinetic terms $f = (D^i_\Phi \cdot D^i_\Phi)$ and sigma-models $f = g^{a\bar{b}}(\Phi) (D^i_\Phi a) \cdot (D^i_\Phi \bar{b})$.

So far, we dealt with flat superspace, which describes global supersymmetry. In order to write locally supersymmetric theories – that is, supergravity theories – in superspace, we need to consider curved superspace. The subject of supergeometry deals with describing the geometry of curved superspace. In supergeometry, the coordinates $x^\mu, \theta^i_\alpha$ and $\bar{\theta}^{\dot{i}\alpha}$ are assembled into a supercoordinate $z^A = (x^\mu, \theta^i_\alpha, \bar{\theta}^{\dot{i}\alpha})$ satisfying a graded-commutation relation

$$[z^A, z^B] \equiv z^A z^B - (-1)^{AB} z^B z^A = 0,$$

(4.1.12)

where, in the exponent of $(-1)^{AB}$, one sets $A = 0$ ($A = 1$) for $z^A$ Grassmann even (odd) and similarly for $B$. The associated derivatives are $\partial_A \equiv \partial / \partial z^A$. Supervectors $V^A(z)$ are superfields carrying a superindex $A$ and they transform as $\delta V^A = -\xi^B (\partial_B V^A) - (\partial_B \xi^A) V^B$ under infinitesimal super-general coordinate transformations (SGCTs) $z^A \rightarrow z'^A = z^A - \xi^A$. SGCTs contain both ordinary diffeomorphisms and local supersymmetry transformations. Higher-rank supertensors are defined accordingly. One also introduces superforms $\Omega$

$$\Omega = \frac{1}{p!} dz^A_1 \wedge \cdots \wedge dz^A_p \Omega_{A_1 \cdots A_p},$$

(4.1.13)

with the help of a graded-wedge product $dz^A \wedge dz^B = (-1)^{AB} dz^B \wedge dz^A$. The exterior derivative $d = dz^A \partial_A$ acts as

$$d\Omega = \frac{1}{p!} dz^A_1 \wedge \cdots \wedge dz^A_p \wedge dz^B \partial_B \Omega_{A_1 \cdots A_p},$$

(4.1.14)

whereby the Leibniz rule becomes $d(\Omega_1 \wedge \Omega_2) = \Omega_1 \wedge d\Omega_2 + (-1)^{deg \Omega_1} (d\Omega_1) \wedge \Omega_2$.

Many other laws of ordinary Riemannian geometry carry over to supergeometry with powers of $(-1)$ appropriately inserted to reflect the $\mathbb{Z}_2$-grading. The formulæ given here thus resemble those of appendix A.3. Since the abundant occurrence of the prefix super- leads to awkward notation, we henceforth drop this prefix where no
confusion is possible. In particular, objects carrying indices $A, B, \ldots$ are understood to be superobjects.

The fundamental dynamical objects of supergravity formulated in curved superspace are the Cartan variables, that is the vielbein $E^\underline{A}_{\underline{B}}$ and the spin-connection $\Omega^\underline{C}_{\underline{A}\underline{B}}$. It is important to emphasise that the tangent space indices $\underline{A}, \underline{B}, \ldots$ are taken to be valued in the bosonic Lorentz group $SO(D-1,1)$ only and not in the full super-Lorentz group $SO(D-1,1|\mathcal{N})$ as one might have naively guessed. This is in order to avoid representation-mixing transformations that would obscure the physical interpretation.

The vielbein $E^\underline{A}_{\underline{B}}$ and its inverse $E_\underline{A}^\underline{B}$ translate between curved and tangent-space indices

$$V_\underline{A} = E^\underline{A}_{\underline{B}} V^\underline{B}, \quad V^\underline{A} = E^\underline{B}_{\underline{A}} V_\underline{B},$$  \hspace{1cm} (4.1.15)

and they are related via

$$E^\underline{A}_{\underline{B}} E^\underline{B}_{\underline{C}} = \delta^\underline{C}_{\underline{A}}, \quad E_\underline{A}^\underline{B} E_\underline{B}^\underline{C} = \delta_\underline{C}^\underline{A}. (4.1.16)$$

The vielbein $E^\underline{A}_{\underline{B}}$ transforms as a co-vector under SGCTs

$$\delta E^\underline{A}_{\underline{B}} = \xi^\underline{C} (\partial_\underline{C} E^\underline{A}_{\underline{B}}) + (\partial^\underline{A} \xi^\underline{C}) E^\underline{B}_{\underline{C}}. (4.1.17)$$

With the help of the spin-connection 1-form $\Omega = dz^\underline{A} \Omega^\underline{B}_{\underline{C}} M_{\underline{B}}$, where $M_{\underline{B}}$ are generators of the bosonic Lorentz group $SO(D-1,1)$, covariant derivatives $\mathcal{D}_\underline{A}$ are introduced as

$$\mathcal{D} \equiv dz^\underline{A} \mathcal{D}_\underline{A} = d + \Omega \wedge, \quad \mathcal{D}_\underline{A} = \partial_\underline{A} + \Omega^\underline{B}_{\underline{C}} M_{\underline{B}},$$  \hspace{1cm} (4.1.18)

with tangent space version

$$\mathcal{D} = E^\underline{A} \mathcal{D}_\underline{A}, \quad \mathcal{D}_\underline{A} = E^\underline{B} \mathcal{D}_\underline{B} = E^\underline{B} \partial_\underline{B} + E^\underline{B} \Omega^\underline{C}_{\underline{B} \underline{C}} M_{\underline{C}},$$  \hspace{1cm} (4.1.19)

in terms of the vielbein 1-form $E^\underline{A} = dz^\underline{B} E_{\underline{B}}^\underline{A}$. By comparison with (4.1.9), we see that even flat superspace – despite having vanishing curvature – has non-zero torsion.

Further geometric objects are introduced via the graded-commutator of two covariant derivatives

$$[\mathcal{D}_\underline{A}, \mathcal{D}_\underline{B}] = -T_{\underline{A}\underline{B}}^\underline{C} \mathcal{D}_\underline{C} - R^\underline{C}_{\underline{A}\underline{B}} M_{\underline{C}},$$  \hspace{1cm} (4.1.20)

with torsion 2-form $T_{\underline{A}\underline{B}} = \frac{1}{2} E^\underline{E} \wedge E^\underline{E} T_{\underline{C} \underline{B}}^\underline{A} = \mathcal{D} E^\underline{E}$ and curvature 2-form $R = \frac{1}{2} E^\underline{E} \wedge E^\underline{E} R_{\underline{C} \underline{B}}^\underline{A} M_{\underline{C}} = \mathcal{D} \Omega$. The first and second Bianchi identities (BIs) follow from eq. (4.1.20) as integrability conditions

$$[[\mathcal{D}_\underline{A}, \mathcal{D}_\underline{B}], \mathcal{D}_\underline{C}] = 0$$  \hspace{1cm} (4.1.21)

and are explicitly given by

$$\mathcal{D} T^\underline{A} = E^\underline{A} \wedge R, (4.1.22)$$
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\[ DR = 0 , \]  

(4.1.23)

respectively.

Expressions and rules of flat superspace carry over to curved superspace by covariantisation, which amounts to promoting derivatives $d \rightarrow D$ and measures $d^Dxd^2\theta \rightarrow d^Dxd^2\theta \mathcal{E}$ to their respective covariant analogues. The determinant of the vielbein $\mathcal{E} \equiv \text{sdet}E_{\alpha i}^{\beta}$ precisely cancels off the Jacobian from the transformation of $d^Dxd^2\theta$ under SGCTs.

As before, by Taylor expanding in the Grassmann odd coordinates $\theta^{ai}$ and $\bar{\theta}^{ai}$, component actions of supergravity theories can be obtained. However, as it stands, the current formalism is not well-suited for describing physical systems efficiently. This is because the vielbein and spin-connection contain a very large number of a priori independent components and therefore are vastly redundant descriptions of the underlying fundamental degrees of freedom. The over-counted degrees of freedom can be removed in a two-step process. First, the gauge freedom is removed by fixing the gauge. The residual freedom is eliminated by imposing constraints on various components of the torsion. It must then however be checked whether the torsion constraints are consistent and in particular, it must be checked whether the BIs (4.1.22)-(4.1.23) are still satisfied.

The precise details of this procedure are rather sensitive to the choice of $D$ and $\mathcal{N}$. Rather than dwelling further on the abstract general case, we will discuss the aforementioned techniques by means of the two explicit examples $\mathbb{R}^{1|2}$ and $\mathcal{M}^{1|2}$. These are the two cases relevant for this thesis. In the next section, we specialise to the flat case $\mathbb{R}^{1|2}$ before turning to the general curved case $\mathcal{M}^{1|2}$ in the last section of this chapter.

4.2 Flat $\mathcal{N} = 2$ supertime: $\mathbb{R}^{1|2}$

One-dimensional $\mathcal{N} = 2$ superspace [66] – or $\mathcal{N} = 2$ supertime for short – is most easily obtained by dimensional reduction from two dimensions, which has attracted a lot of attention in view of formulating superstring actions in superspace [78, 79]. In two dimensions, there are Majorana, Weyl and Majorana-Weyl spinors and hence the same amount of supersymmetry can be realized by different choices of spinorial representation for the supercharges (see, for example, ref. [75]). For $\mathcal{N} = 2$, the two options are $(1,1)$ and $(2,0)$ supersymmetry.

Upon reduction to one dimension, these two choices of two-dimensional $\mathcal{N} = 2$ supersymmetry lead to two different irreducible $\mathcal{N} = 2$ supertime multiplets, referred to as $2a$ (descending from two-dimensional $(1,1)$ supersymmetry) and $2b$ (descending from two-dimensional $(2,0)$ supersymmetry) multiplets. These two irreducible representations play a central rôle in $\mathcal{N} = 2$ supertime.
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Off-shell, the 2\(a\) multiplet contains a real scalar as its lowest component plus a complex fermion and a real scalar auxiliary field, while the 2\(b\) multiplet contains a complex scalar as its lowest component, accompanied by a complex fermion. The 2\(b\) multiplet does not contain an auxiliary field. Other off-shell multiplets, not obtained from a standard toroidal reduction, are the fermionic 2\(a\) and 2\(b\) multiplets and the nonlinear multiplet \[67\]. From those we will only need and discuss in detail the fermionic 2\(b\) multiplet. It has a complex fermion as its lowest component which is balanced by a complex scalar at the next level.

4.2.1 \(\mathbb{R}^{1|2}\) supergeometry

To describe flat \(\mathcal{N} = 2\) supertime \(\mathbb{R}^{1|2}\), we just need to suitably restrict the index ranges of the formulæ presented in section 4.1. Specifically, \(\mathbb{R}^{1|2}\) is parametrised by coordinates \(z^{\Lambda} = (x^0 = \tau, \theta, \bar{\theta})\), where \(\theta\) is a complex anti-commuting one-dimensional spinor and the superindices \(A, B, \ldots\) run over the values 0, \(\theta\) and \(\bar{\theta}\). In analogy to (4.1.7), the supercharges are

\[
Q = \partial_{\theta} - \frac{i}{2} \bar{\theta} \partial_0 , \quad \bar{Q} = -\partial_{\bar{\theta}} + \frac{i}{2} \theta \partial_0 ,
\]

where \(\partial_{\theta} = \partial / \partial \theta, \partial_{\bar{\theta}} = \partial / \partial \bar{\theta} = - (\partial_{\theta})^*, \partial_0 = \partial / \partial x^0 = \partial / \partial \tau\). Using the conventions for one-dimensional spinors summarised in appendix A.2, it is easy to verify that \(Q\) and \(\bar{Q}\) satisfy the algebra

\[
\{ Q, \bar{Q} \} = i\partial_0 = H, \quad \{ Q, Q \} = 0, \quad \{ \bar{Q}, \bar{Q} \} = 0 .
\]

Supersymmetry transformations of \(\mathcal{N} = 2\) supertime are parameterised by a complex one-dimensional spinor \(\epsilon\) and act as

\[
\delta_{\epsilon} = i \epsilon Q , \quad \delta_{\bar{\epsilon}} = i \bar{\epsilon} \bar{Q} .
\]

This choice ensures that the total supersymmetry variation \(\delta_{\epsilon,\text{tot.}} = \delta_{\epsilon} + \delta_{\bar{\epsilon}}\) is real. The associated covariant derivatives \(D\) and \(\bar{D}\) anti-commute with the supercharges, that is \(\{ D, Q \} = \{ \bar{D}, \bar{Q} \} = 0\), and are explicitly given by

\[
D = \partial_{\theta} + \frac{i}{2} \bar{\theta} \partial_0 , \quad \bar{D} = -\partial_{\bar{\theta}} - \frac{i}{2} \theta \partial_0 .
\]

They satisfy the anti-commutation relations

\[
\{ D, \bar{D} \} = -i\partial_0 = -H, \quad \{ D, D \} = \{ \bar{D}, \bar{D} \} = 0 .
\]

Although not really required for the global case, it is useful for comparison with local supersymmetry later on to develop the geometry of flat supertime. By comparing \(4.2.4\)
with the general definition (4.1.19), one can straightforwardly work out the components of the vielbein $E_A^B$ (note that $D_0 = \delta_0, D_\theta = D$ and $D_{\bar{\theta}} = \bar{D}$). One finds (cf. ref. [65] eq. (3.4))

$$E_0^0 = 1, \quad E_0^\theta = 0, \quad E_0^{\bar{\theta}} = 0,$$

$$E_\theta^0 = -\frac{i}{2} \bar{\theta}, \quad E_\theta^\theta = 1, \quad E_\theta^{\bar{\theta}} = 0,$$

$$E_{\bar{\theta}}^0 = -\frac{i}{2} \theta, \quad E_{\bar{\theta}}^\theta = 0, \quad E_{\bar{\theta}}^{\bar{\theta}} = -1. \quad (4.2.6)$$

The torsion $T^A$ and curvature $R$ are computed from (4.1.20). Note that in $D = 1$, the Lorentz group $\text{SO}(0,1) = \text{SO}(1)$ is trivial. That means the single Lorentz generator $M_{\theta \bar{\theta}} = M_{11} = -M_{1\bar{1}} = 0$ and consequently also the curvature 2-form $R$ vanishes identically. There is, however, still a global $U(1) \simeq SO(2)$ $R$-symmetry present, which acts by rotating the complex anti-commuting coordinate $\theta \rightarrow e^{-i\alpha \theta}$ by some angle $\alpha$. For the torsion of $\mathbb{R}^{1\bar{1}}$, one finds (cf. ref. [65] eq. (3.7))

$$T^0_\theta = i \quad (4.2.7)$$

as the only non-vanishing component. Finally, the determinant of the flat vielbein (4.2.6) is given by

$$\text{sdet} E_A^B = -1. \quad (4.2.8)$$

Next, we introduce superfields. Their component field content can be worked out by Taylor expanding in $\theta$ and $\bar{\theta}$. Since $\theta^2 = \bar{\theta}^2 = 0$, only the terms proportional to $\theta$, $\bar{\theta}$ and $\theta \bar{\theta}$ arise, in addition to the lowest, $\theta$-independent component. Different types of irreducible superfields can be obtained by imposing constraints on this general superfield. We now discuss these various types in turn.

### 4.2.2 2a multiplets

A $2a$ superfield $\phi(\tau, \theta, \bar{\theta})$ is defined to be a real superfield. It is constrained by the reality condition $\phi = \phi^\dagger$. A short calculation shows that the most general component expansion consistent with this constraint is

$$\phi = \phi + i \theta \psi + i \bar{\theta} \bar{\psi} + \frac{1}{2} \theta \bar{\theta} f, \quad (4.2.9)$$

where $\phi$ and $f$ are real scalars and $\psi$ is a complex fermion. The highest component $f$ will turn out to be an auxiliary field so that a $2a$ superfield contains one real physical scalar field. From eqs. (4.2.1) and (4.2.3), the supersymmetry transformations of these components are given by

$$\delta_\epsilon \phi = -\epsilon \psi, \quad \delta_\epsilon \psi = 0, \quad \delta_\epsilon \bar{\psi} = \frac{i}{2} \epsilon \phi - \frac{1}{2} \epsilon f, \quad \delta_\epsilon f = -i \epsilon \bar{\psi}, \quad (4.2.10)$$
$\delta \epsilon \varphi = \bar{\epsilon} \bar{\psi}, \quad \delta \epsilon \bar{\psi} = 0, \quad \delta \epsilon \psi = -\frac{i}{2} \epsilon \hat{\phi} - \frac{1}{2} \epsilon f, \quad \delta \epsilon f = -i \epsilon \bar{\psi}.$ \hspace{1cm} (4.2.11)

For a set, \( \{ \phi^i \} \), of \( 2\alpha \) superfields the most general non-linear sigma model\(^3\) can be written in superspace as \([66, 69, 80]\)

$$S_{2\alpha} = \frac{1}{4} \int d\tau d^2 \theta \left\{ (G(\phi) + B(\phi))_{ij} D\phi^i \bar{D}\phi^j + L_{ij}(\phi) D\phi^i D\phi^j \right. \left. + M_{ij}(\phi) D\phi^i D\phi^j + \mathcal{W}(\phi) \right\}, \hspace{1cm} (4.2.12)$$

where \( G_{ij} \) is symmetric, \( B_{ij}, L_{ij}, M_{ij} \) are anti-symmetric and \( \mathcal{W} \) is an arbitrary function of \( \phi^i \). The component version of \( \mathcal{W}(\phi) \) is obtained by a Taylor expansion about \( \varphi^i \):

$$\mathcal{W}(\varphi) = \mathcal{W}(\varphi) + i \theta \psi^i \mathcal{W}_i(\varphi) + i \bar{\theta} \bar{\psi}^j \mathcal{W}_j(\varphi) + \frac{1}{2} \theta \bar{\theta} (\mathcal{W}_i(\varphi)f^i + 2 \mathcal{W}_{ij}(\varphi) \psi^i \bar{\psi}^j). \hspace{1cm} (4.2.13)$$

The , \( i \) notation denotes the ordinary derivative with respect to \( \varphi^i \). From this and the other formulæ given in this section, it is straightforward to work out the component action of this superspace action. Here, we will not present the most general result but focus on the first and last term in \( (4.2.12) \). One finds

$$S_{2\alpha} = \frac{1}{4} \int d\tau d^2 \theta \left\{ G_{ij}(\varphi) D\phi^i \bar{D}\phi^j + \mathcal{W}(\varphi) \right\} \hspace{1cm} (4.2.14)$$

$$= \frac{1}{4} \int d\tau \left\{ \frac{1}{4} G_{ij}(\varphi) \psi^i \psi^j - \frac{i}{2} G_{ij}(\varphi) (\psi^i \hat{\psi}^j - \psi^j \hat{\psi}^i) + \frac{1}{4} G_{ij}(\varphi) f^i f^j \right. \left. - \frac{1}{2} G_{ijk}(\varphi) (\psi^i \bar{\psi}^j f^k - \psi^k \bar{\psi}^j f^i - \psi^i \bar{\psi}^k f^j) + \frac{i}{2} G_{ijk}(\varphi) (\bar{\psi}^k \psi^j + \bar{\psi}^j \psi^k) \phi^i \right. \left. - G_{ijk, \ell}(\varphi) (\psi^i \bar{\psi}^j \psi^k \bar{\psi}^\ell - \frac{1}{2} \mathcal{W}_i(\varphi) f^i - \mathcal{W}_{ij}(\varphi) \psi^i \bar{\psi}^j) \right\}. \hspace{1cm} (4.2.15)$$

Apart from the standard kinetic terms we have Pauli terms (coupling two fermions and the time derivative of a scalar), Yukawa couplings and four-fermi terms. We also see that the highest components \( f^i \) are indeed auxiliary fields. The \( f^i \) equation of motion can be solved explicitly and leads to

$$f^i = G^{ij} \mathcal{W}_j + \ldots, \hspace{1cm} (4.2.16)$$

where \( G^{ij} \) is the inverse of \( G_{ij} \). The dots indicate fermion bilinear terms which we have not written down explicitly. Using this solution to integrating out the \( f^i \) produces additional four-fermi terms and the scalar potential

$$S_{2\alpha, \text{pot}} = -\frac{1}{8} \int d\tau U, \quad U = \frac{1}{2} G^{ij} \mathcal{W}_i \mathcal{W}_j . \hspace{1cm} (4.2.17)$$

\(^3\)For an introduction to supersymmetric non-linear sigma models in one and two dimensions, see, for example, ref. \([68]\).
4.2.3 2b multiplets

The other major type of multiplet is the 2b multiplet $Z(\tau, \theta, \bar{\theta})$ which is defined by the chirality constraint $\bar{D}Z = 0$. Working out its most general component expansion, one finds

$$Z = z + \theta \kappa + \frac{i}{2} \theta \bar{\theta} \dot{z},$$

(4.2.18)

where $z$ is a complex scalar and $\kappa$ is a complex fermion. We note that, unlike for the 2a multiplet, the highest component is not an independent field but simply $\dot{z}$. Hence, a 2b multiplet contains a complex physical scalar field and no auxiliary field. This difference in physical bosonic field content in comparison with the 2a multiplet will be quite useful when it comes to identifying which supermultiplets arise from an M-theory reduction.

Eqs. (4.2.1) and (4.2.3) lead to the following component supersymmetry transformations

$$\delta \epsilon z = i \epsilon \kappa, \quad \delta \epsilon \bar{z} = 0, \quad \delta \epsilon \bar{\kappa} = 0, \quad \delta \epsilon \dot{z} = \epsilon \dot{\bar{z}},$$

(4.2.19)

$$\delta \bar{\epsilon} \bar{z} = i \bar{\epsilon} \bar{\kappa}, \quad \delta \bar{\epsilon} z = 0, \quad \delta \bar{\epsilon} \kappa = 0, \quad \delta \bar{\epsilon} \dot{\bar{z}} = \bar{\epsilon} \dot{z}.$$  

(4.2.20)

A general non-linear sigma model for a set, $\{Z^a\}$, of 2b multiplets has the form

$$S_{2b} = \frac{1}{4} \int d\tau d^2\theta \left\{ G_{ab}(Z, \bar{Z}) DZ^a \bar{DZ}^b + \frac{1}{2} B_{ab}(Z, \bar{Z}) DZ^a DZ^b + \text{c.c.} \right\} + F(Z, \bar{Z}),$$

(4.2.21)

where $G_{ab}$ is hermitian, $B_{ab}$ is anti-symmetric and $F$ is an arbitrary real function. The component version of $F(Z, \bar{Z})$ is obtained by a Taylor expansion about $z^a$ and $\bar{z}^\alpha$

$$F(Z, \bar{Z}) = F(z, \bar{z}) + \theta \kappa^a F_{\alpha}(z, \bar{z}) - \bar{\theta} \bar{\kappa}^\alpha \bar{F}_{\bar{\alpha}}(z, \bar{z})$$

$$+ \frac{1}{2} \theta \bar{\theta} \left\{ i F_{\alpha}(z, \bar{z}) \dot{z}^a - i \bar{F}_{\bar{\alpha}}(z, \bar{z}) \dot{\bar{z}}^\alpha + 2 F_{\alpha \bar{\beta}}(z, \bar{z}) \kappa^a \bar{\kappa}^\bar{\beta} \right\}.$$  

(4.2.22)

The component form of the action (4.2.21) can again be worked out straightforwardly from the above formalæ but we will not pursue this here.

Instead, we focus on a slightly different superspace action which is better adapted to what we will need in chapter 5. First, we drop the term proportional to $B_{ab}$, which does not arise from M-theory. Secondly, we introduce a slight generalisation in that we allow the sigma model metric $G_{ab}$ to also depend on 2a superfields $\phi^i$, in addition to the 2b superfields $Z^a$ and their complex conjugates. A multi-variable Taylor expansion of a function $G(\phi, Z, \bar{Z})$ depending on 2a as well as 2b superfields yields the following
component form

\[ G(\phi, Z, \bar{Z}) = G(\phi, Z, \bar{Z}) + \theta[i\psi^a G_{ia}(\phi, Z, \bar{Z}) + \kappa^a G_{ai}(\phi, Z, \bar{Z})] + \bar{\theta}[i\bar{\psi}^i G_{i\bar{a}}(\phi, Z, \bar{Z})] - \bar{\kappa}^b G_{a\bar{b}}(\phi, Z, \bar{Z}) + \bar{\kappa}^a G_{ab} \]

\[ + iG_{ia}(\phi, Z, \bar{Z})\bar{\psi}^i\kappa^a + iG_{i\bar{a}}(\phi, Z, \bar{Z})\bar{\psi}^i\bar{\kappa}^a + G_{ab}(\phi, Z, \bar{Z})\kappa^a \bar{\kappa}^b \]

\[ + \frac{i}{2} G_{a\bar{b}}(\phi, Z, \bar{Z})\bar{z}^a - \frac{i}{2} G_{ab}(\phi, Z, \bar{Z}) z^a \]  \hspace{1cm} (4.2.23)

The relevant action is

\[ S_{2b} = \frac{1}{4} \int d\tau d^2 \theta \left\{ G_{a\bar{b}}(\phi, Z, \bar{Z}) DZ^a D\bar{Z}^\bar{b} + F(Z, \bar{Z}) \right\} \]

\[ = \frac{1}{4} \int d\tau \left\{ G_{a\bar{b}}(\phi, Z, \bar{Z}) \bar{z}^a \bar{z}^\bar{b} - \frac{i}{2} G_{a\bar{b}}(\phi, Z, \bar{Z}) (\kappa^a \bar{\kappa}^\bar{b} - \bar{\kappa}^a \kappa^\bar{b}) \right\} \]

\[ - \frac{i}{2} G_{ab,c}(\phi, Z, \bar{Z}) (\kappa^a \bar{\kappa}^b \bar{z}^c - 2\kappa^c \bar{\kappa}^b \bar{z}^a) + \frac{i}{2} G_{ab,c}(\phi, Z, \bar{Z}) (\kappa^a \bar{\kappa}^b \bar{\kappa}^\bar{c} + 2\kappa^\bar{c} \bar{\kappa}^b \bar{\kappa}^\bar{c}) \]  \hspace{1cm} (4.2.24)

\[ - G_{ab,\bar{c}d}(\phi, Z, \bar{Z}) \kappa^a \bar{\kappa}^b \bar{\kappa}^\bar{d} - \frac{1}{2} G_{a\bar{b},d}(\phi, Z, \bar{Z}) \kappa^a \bar{\kappa}^b \bar{\kappa}^d - \frac{1}{2} G_{ab,\bar{i}j}(\phi, Z, \bar{Z}) \kappa^a \bar{\kappa}^b \bar{\psi}^i \bar{\psi}^j \]

\[ - iG_{ab,\bar{i}c}(\phi, Z, \bar{Z}) \kappa^a \bar{\kappa}^b \bar{\psi}^i \bar{\kappa}^c - iG_{a\bar{b},i\bar{c}}(\phi, Z, \bar{Z}) \kappa^a \bar{\kappa}^b \bar{\psi}^i \bar{\kappa}^c - G_{a\bar{b},i}(\phi, Z, \bar{Z}) \bar{\psi}^i \bar{\kappa}^a \bar{\kappa}^b \]

\[ + G_{a\bar{b},\bar{i}}(\phi, Z, \bar{Z}) \bar{\psi}^i \kappa^a \bar{\kappa}^b - \frac{i}{2} (F_{a\bar{b}} \bar{z}^a - F_{a\bar{b}} \bar{z}^\bar{b}) - F_{a\bar{b}} \kappa^a \bar{\kappa}^b \]  \hspace{1cm} .

Note that the function \( F \) gives rise to a Chern-Simons type term (and fermion mass terms) but not to a scalar potential.

### 4.2.4 Fermionic multiplets

The 2a and 2b superfields introduced above are bosonic superfields in the sense that their lowest components are bosons. However, for both types of multiplets there also exists a fermionic version, satisfying the same constraint as their bosonic counterparts but starting off with a fermion as the lowest component. Here, we will only consider fermionic 2b superfields. The details for fermionic 2a superfields can be worked out analogously.

Fermionic 2b superfields \( R(\tau, \theta, \bar{\theta}) \) have a spinorial lowest component and are defined by the chirality constraint \( DR = 0 \). Their general component expansion reads

\[ R = \rho + \theta h + \frac{i}{2} \theta \bar{\theta} \dot{\rho} \]  \hspace{1cm} (4.2.25)

where \( \rho \) is a complex fermion and \( h \) is a complex scalar. For its component supersymmetry transformations, one finds

\[ \delta_\epsilon \rho = i \epsilon h, \quad \delta_\epsilon \bar{\rho} = 0, \quad \delta_\epsilon h = 0, \quad \delta_\epsilon \bar{h} = - \epsilon \bar{\rho} \]  \hspace{1cm} (4.2.26)
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\[ \delta_\epsilon \tilde{p} = -i \epsilon \tilde{h}, \quad \delta_\epsilon \rho = 0, \quad \delta_\epsilon \tilde{h} = 0, \quad \delta_\epsilon h = \epsilon \dot{\rho}. \] (4.2.27)

A set, \( \{ R^x \} \), of fermionic \( 2b \) superfields can be used to build non-linear sigma models where only fermions are propagating. A class of such models is given by

\[ S_{2b,F} = \frac{1}{4} \int d\tau \int d^2\theta \, G_{x\bar{y}}(\phi^i) R^x R^\theta \]

\[ = \frac{1}{4} \int d\tau \left\{ \frac{i}{2} G_{x\bar{y}}(\phi)(\rho^x \tilde{\rho}^\theta - \tilde{\rho}^x \rho^\theta) - G_{x\bar{y}}(\phi) h^x \tilde{h}^\theta - \frac{1}{2} G_{x\bar{y},i}(\phi) \rho^x \tilde{\rho}^\theta \dot{f}^i \right. 
\]

\[ - i G_{x\bar{y},i}(\phi)(\psi^i \rho^x \tilde{h}^\theta + \tilde{\psi}^i \tilde{\rho}^\theta h^x) - G_{x\bar{y},ij}(\phi) \rho^x \tilde{\rho}^\theta \psi^i \tilde{\psi}^j \right\}. \] (4.2.28)

Here, we have allowed the sigma model metric to depend on a set, \( \{ \phi^i \} \), of \( 2a \) moduli – a situation which will arise from M-theory reductions. Note that the bosons \( h^x \) are indeed auxiliary fields and only the fermions \( \rho^x \) have kinetic terms.

### 4.3 Curved \( \mathcal{N} = 2 \) supertime: \( \mathcal{M}^{1|2} \)

The goal of this section is to develop curved \( \mathcal{N} = 2 \) supertime to an extent that will allow us to write down actions over this superspace and compare their component expansion with the results from chapter 5. We will use the formulæ of this section to write the one-dimensional effective action obtained from dimensionally reducing M-theory on Calabi-Yau five-folds in curved \( \mathcal{N} = 2 \) supertime thereby making the residual supersymmetry manifest.

The well-known case of \( \mathcal{N} = 1 \) in four dimensions [81–86] and supergravity theories in two-dimensions [87, 88] will guide us in constructing curved \( \mathcal{N} = 2 \) supertime. The on-shell one-dimensional \( \mathcal{N} = 2 \) supergravity multiplet comprises the lapse function (or “einbein”) \( N \), which is a real scalar, and the “lapsino” \( \psi_0 \), which is a one-component complex spinor. In all expressions provided in this section, flat superspace (and thus the equations of the previous section) can be recovered by gauge fixing the supergravity fields to \( N = 1 \) and \( \psi_0 = 0 \). From a more geometric viewpoint, \( \mathcal{M}^{1|2} \) looks locally like \( \mathbb{R}^{1|2} \).

#### 4.3.1 Superspace formulation of one-dimensional \( \mathcal{N} = 2 \) supergravity

As in the previous section, we start by introducing super-coordinates \( z^A = (x^0 = \tau, \theta, \bar{\theta}) \). We recall the rather subtle rôle of the local Lorentz indices in one dimension: These indices are taken to be valued in the trivial Lorentz group \( \text{SO}(0,1) = \text{SO}(1) \). Since there is no Lie algebra for the trivial group, there are no Lorentz generators in one dimension and the local Lorentz indices \( A, B, \ldots \) are taken to not transform under any local group action but should merely be thought of as labels. They label the two different representations of \( \text{Spin}(1) \), namely for \( A = 0 \) the “vector” representation, which is
nothing but the real numbers in one dimension, and for \( A = \theta \) the spinor representation which are real Grassmann numbers. In addition, the fact that we want to realise \( \mathcal{N} \)-extended supersymmetry (with \( \mathcal{N} > 1 \)) means we need in principle another index, say \( i, j = 1, \ldots, \mathcal{N} \) on the \( A = \theta \) components to label the \( \mathcal{N} \)-extendedness of the spinorial components (see section 4.1). Here, \( \mathcal{N} = 2 \) and hence \( A, B, \ldots = 0, \bar{\theta}, \theta_1, \theta_2 \). For ease of notation, we combine the two \( \theta_i \) into a combination of one complex index \( \bar{\theta} = \theta_1 - i\theta_2 \) (and similarly \( \bar{\theta} = \theta_1 + i\theta_2 \)) thereby suppressing the additional \( \mathcal{N} \)-extension index \( i \).

After this step, the local Lorentz indices \( A, B, \ldots \) range over 0, \( \theta \) and \( \bar{\theta} \). Note that this coincides precisely with the notation used for curved indices except for the additional underline added for distinction.

As in the flat case, there is, of course, a global \( U(1) \simeq SO(2) \) R-symmetry present, which rotates the complex anti-commuting coordinate \( \theta \rightarrow e^{-i\alpha} \theta \) by some angle \( \alpha \). This \( U(1) \) R-symmetry can be gauged as was shown in ref. [65]. The tangent space group then becomes \( U(1) \) and tangent vectors \( V^\Delta \) transform as \( \delta V^\Delta = V^B L_B^\Delta \), where \( L_{\theta}^\theta = -i\alpha, L_{\bar{\theta}}^{\bar{\theta}} = i\alpha \) and all others zero. In the one-dimensional component action this leads to additional terms containing the new \( U(1) \) gauge field. Since we are, in this thesis, focussing on one-dimensional actions obtained from reductions on Calabi-Yau five-folds \( X \), we anticipate that no such terms will arise in our lower dimensional actions. This is a consequence of \( h^{1,0}(X) = 0 \) (there being no continuous isometries on a Calabi-Yau five-folds \( X \)), which precludes the occurrence of massless Kaluza-Klein vectors in the lower dimensional action. Thus, we shall ignore the possibility of a gauged \( U(1) \) R-symmetry. The choice of anti-commuting coordinate \( \theta \) may in this context be viewed as a gauge fixing, which we shall make from the outset. Note, though, that the equations of this section nonetheless respect the global \( U(1) \) R-symmetry.

In summary, even though the local Lorentz indices can take on three different values, we will restrict to the case in which no group is acting on them. Objects carrying an anti-symmetrised combination of two or more local Lorentz indices vanish identically, since the Lorentz generator in each representation of \( \text{Spin}(1) \) is zero and there are, by construction, no representation-mixing Lorentz transformations. This immediately implies \( \Omega = 0 \) and \( R = 0 \), which profoundly simplifies the further discussion. The fact that the curvature two-form \( R \) vanishes identically for our “curved” superspace formulation of one-dimensional \( \mathcal{N} = 2 \) supergravity may be regarded as another manifestation that this theory is in fact non-dynamical.

Since the on-shell supergravity multiplet contains only one real scalar, we take the geometrical supertime tensors to be \( 2a \) superfields, which means they comprise four component fields when expanded out in powers of \( \theta \) and \( \bar{\theta} \) (see eq. (4.2.9)). The supervielbein \( E_A^B \), in general, consists of a set of \( 3 \times 3 = 9 \) \( 2a \) superfields, which totals to \( 9 \times 4 = 36 \) component (that is, off-shell) fields, and is expanded as

\[
E_A^B = E_{A(0)}^B + i\theta E_{A(1)}^B + i\bar{\theta} E_{A(1)}^\bar{B} + \frac{1}{2} \theta\bar{\theta} E_{A(2)}^B. \tag{4.3.1}
\]
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This is a large number of apparently independent fields given that on-shell, we just have three, namely \( N, \psi_0 \) and \( \bar{\psi}_0 \). In order to not obscure the physical content and to formulate supertime theories in the most efficient way, it is important to find a formulation with the minimum number of component fields.

This can be achieved by imposing covariant constraints on the supervielbein and by gauging away some components using the SGCTs (4.1.17). The infinitesimal parameters \( \zeta^A \) in (4.1.17) comprise a set of three four-component \( 2a \) superfields (that is, 12 component fields in total). The lowest component of \( \zeta^0 \) is the infinitesimal parameter of worldline reparametrizations, whereas the lowest components of the spinorial parameters \( \zeta^\theta \) and \( \zeta^{\bar{\theta}} \) correspond to the infinitesimal local \( \mathcal{N} = 2 \) supersymmetry parameters. The notation \( \phi \) is a shorthand for \( \phi |_{\theta=\bar{\theta}=0} \), that is denoting the lowest component of the superfield \( \phi \).

An infinitesimal local \( \mathcal{N} = 2 \) supersymmetry transformation with parameters \( \epsilon \) and \( \bar{\epsilon} \) on a general superfield \( \phi \) can be written by means of the supercharges \( Q \) and \( \bar{Q} \) as

\[
\delta_\epsilon \phi = i\epsilon Q \phi, \quad \delta_{\bar{\epsilon}} \phi = i\bar{\epsilon} \bar{Q} \phi.
\]

(4.3.2)

If we use the following general component expansion for \( \phi \)

\[
\phi = \phi | + \theta (D\phi |) - \bar{\theta} (\bar{D}\phi |) + \frac{1}{2} \theta \bar{\theta} ([D, \bar{D}] | \phi),
\]

(4.3.3)

then the components of \( \phi \) transform as

\[
\delta_\epsilon (\phi |) = i\epsilon Q \phi |, \quad \delta_\epsilon (D\phi |) = i\epsilon Q D\phi |, \quad \delta_\epsilon (\bar{D}\phi |) = i\epsilon \bar{Q} \bar{D}\phi |
\]

\[
\delta_\epsilon ([D, \bar{D}] | \phi) = -i\epsilon D \bar{D} D \phi |.
\]

(4.3.4)

Both (4.3.3) and (4.3.4) are manifestly super-covariant expressions since we used the tangentized covariant super-derivative defined in (4.1.19) for building them. For \( \mathcal{N} = 2 \) supertime, \( \Omega = 0 \) and thus \( D_A = E_{AB} \partial_B \) and \( \bar{D}_\bar{A} = E^\alpha_{\bar{B}} \partial_{\bar{B}} \). Note that, similarly to \( D \) and \( \bar{D} \) in the flat case, the tangentized, spinorial super-covariant derivatives are abbreviated as \( D \equiv D_\theta = E_{AB} \partial_A \) and \( \bar{D} \equiv D_{\bar{A}} = E^\alpha_{\bar{B}} \partial_A \), which are not to be confused with the covariant exterior derivative 1-form \( D = dz^A D_A \) introduced in section 4.1.

From the general fact that \( Q | = D | = \partial_\theta \), it follows that one may replace \( Qs \) by \( Ds \) everywhere in (4.3.4) and hence knowing the component expansion of \( D \) is enough for working out the entire component version of (4.3.2), namely

\[
\delta_\epsilon (\phi |) = i\epsilon D \phi |, \quad \delta_\epsilon (D\phi |) = i\epsilon D^2 \phi | = 0, \quad \delta_\epsilon (\bar{D}\phi |) = i\epsilon \bar{D} \bar{D} \phi |
\]

\[
\delta_\epsilon ([D, \bar{D}] | \phi) = -i\epsilon D \bar{D} D \phi |,
\]

(4.3.5)

and similarly for the \( \bar{\epsilon} \)-transformations. In the second and fourth equation in (4.3.5), we used the property \( D^2 = 0 \).
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Now continuing our quest for finding the minimal formulation of off-shell \( \mathcal{N} = 2 \), \( D = 1 \) supergravity, we have here opted for the analogue of the Wess-Zumino gauge in \( D = 4 \) and the way to formulate it in the present case will be explained in the following. Since we have three physical components in the supergravity multiplet, we shall use 9 = 12 − 3 components out of \( \xi^A \) to gauge fix 9 out of the 36 components of \( E_{AB} \), namely

\[
E^0_\theta = E^{\bar{\theta}}_\theta = E^\theta_{\bar{\theta}} = D E^\theta_{\bar{\theta}} = D E^{\bar{\theta}}_\theta = 0, \quad (4.3.6)
\]

\[
\bar{D} E^0_\theta = i \frac{1}{2}, \quad E^\theta_{\bar{\theta}} = 1, \quad E^{\bar{\theta}}_\theta = -1. \quad (4.3.7)
\]

The three remaining parameters in \( \xi^A \) act on the three physical fields \( N \), \( \psi_0 \) and \( \bar{\psi}_0 \), which we choose to identify in the following way

\[
E^0_\theta = N, \quad E^\theta_{\bar{\theta}} = \psi_0, \quad E^{\bar{\theta}}_\theta = -\bar{\psi}_0. \quad (4.3.8)
\]

We will now discuss our choice of covariant constraints. Usually, they are imposed on certain components of the tangentized supertorsion \( T^{\mathcal{C}}_{\mathcal{D} \mathcal{D}} \). Our aim is to find a combination of constraints that yield the minimum number of fields in the \( \theta \)-expansion of the supervielbein \( E_{AB} \). The main idea is to take the system of constraints from \( \mathcal{N} = 1 \), \( D = 4 \) and restrict the index ranges appropriately. In doing so, we obtain the following torsion constraints

\[
T^\theta_{\theta\theta} = i, \quad T^{\bar{\theta}}_{\theta\theta} = 0, \quad \text{(conventional constraints),} \quad (4.3.9)
\]

\[
T^{\theta}_{\theta\theta} = 0, \quad T^{\bar{\theta}}_{\theta\theta} = 0, \quad \text{(representation preserving constraints),} \quad (4.3.10)
\]

\[
T^{\theta}_{\theta\theta} = 0, \quad \text{("type 3" constraint),} \quad (4.3.11)
\]

and their complex conjugates, of course. We are equating superfields to superfields here and hence each of the above relations is manifestly (super-)covariant. The first line is the analogue of the conventional constraints in \( \mathcal{N} = 1 \), \( D = 4 \). In the absence of \( R \), eq. (4.1.20) becomes

\[
[D_A, D_B] = -T^{\mathcal{C}}_{\mathcal{D} \mathcal{D}} D^\mathcal{C}. \quad (4.3.12)
\]

The conventional constraints stem from imposing (cf. eq. (4.2.5))

\[
\{ D, \bar{D} \} = -i D^\theta_\theta, \quad (4.3.13)
\]

which guarantees that the tangentized covariant super-derivatives of curved superspace, \( D \) and \( \bar{D} \), satisfy the flat algebra. A 2b superfield \( Z \) satisfies \( \bar{D} Z = 0 \) by definition. The representation preserving constraints listed in (4.3.10) follow from the corresponding integrability condition

\[
\{ D, \bar{D} \} Z = 0 \quad (4.3.14)
\]
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for all $2b$ superfields $Z$. For the constraint in (4.3.11), we do not have a direct motivation from a one-dimensional viewpoint, so we impose it purely by analogy to the conformal constraint of $\mathcal{N} = 1$ in $D = 4$.

Now, we need to examine the BIs (4.1.22)-(4.1.23). Specializing to $\mathcal{N} = 2$ supertime, the second BI identically vanishes due to $R = 0$ and the first BI becomes

$$dT^\Delta = 0 \quad \Leftrightarrow \quad D(\Delta T_{B\epsilon})^D + T|_{\Delta B} E_{\epsilon\epsilon}^D = 0 . \quad (4.3.15)$$

In the presence of constraints, consistency requires that the BIs sill be obeyed and this needs to be checked by explicit calculation. In this respect, the BIs become “contentful” (rather than being genuine identities) when constraints are present and then the BIs must be imposed. For the case at hand, one learns from the BI (4.3.15) that all remaining torsion components which are not already fixed by the constraints (4.3.9)-(4.3.11) must be zero.

From the choice of gauge fixing (4.3.6)-(4.3.8) and torsion constraints (4.3.9)-(4.3.11) and the imposition of the BI (4.3.15), all 36 components in the supervielbein expansion (4.3.1) are fixed uniquely to

$$E_0^0 = N + i\theta \bar{\psi}_0 + i\bar{\theta} \psi_0, \quad (4.3.16)$$
$$E_0^\theta = \psi_0, \quad E_0^{\bar{\theta}} = -\bar{\psi}_0, \quad (4.3.17)$$
$$E_{\theta}^0 = -\frac{i}{2} \bar{\theta}, \quad E_{\bar{\theta}}^0 = -\frac{i}{2} \theta, \quad (4.3.18)$$
$$E_{\theta}^{\theta} = 1, \quad E_{\theta}^{\bar{\theta}} = 0, \quad E_{\bar{\theta}}^{\theta} = 0, \quad E_{\bar{\theta}}^{\bar{\theta}} = -1. \quad (4.3.19)$$

Note that the minimal set of fields of off-shell pure $\mathcal{N} = 2, D = 1$ supergravity does not comprise any auxiliary fields. From eq. (4.1.16) we compute the component expansion of the inverse supervielbein

$$E_0^0 = N^{-1} - \frac{i}{2} \theta N^{-2} \bar{\psi}_0 - \frac{i}{2} \bar{\theta} N^{-2} \psi_0 - \frac{1}{2} \theta \bar{\theta} N^{-3} \psi_0 \bar{\psi}_0, \quad (4.3.20)$$
$$E_0^\theta = -N^{-1} \psi_0 - \frac{i}{2} \bar{\theta} N^{-2} \psi_0 \bar{\psi}_0, \quad E_0^{\bar{\theta}} = -N^{-1} \bar{\psi}_0 + \frac{i}{2} \theta N^{-2} \psi_0 \bar{\psi}_0, \quad (4.3.21)$$
$$E_{\theta}^0 = \frac{i}{2} \bar{\theta} N^{-1} - \frac{1}{4} \theta \bar{\theta} N^{-2} \psi_0 \bar{\psi}_0, \quad E_{\theta}^\theta = -N^{-1} \bar{\psi}_0 + \frac{i}{2} \theta N^{-2} \psi_0 \bar{\psi}_0, \quad (4.3.22)$$
$$E_{\theta}^{\bar{\theta}} = 1 - \frac{i}{2} \bar{\theta} N^{-1} \psi_0 - \frac{1}{4} \theta \bar{\theta} N^{-2} \psi_0 \bar{\psi}_0, \quad E_{\bar{\theta}}^\theta = -\frac{i}{2} \bar{\theta} N^{-1} \bar{\psi}_0, \quad (4.3.23)$$
$$E_{\bar{\theta}}^\bar{\theta} = -1 + \frac{i}{2} \bar{\theta} N^{-1} \bar{\psi}_0 - \frac{1}{4} \theta \bar{\theta} N^{-2} \psi_0 \bar{\psi}_0, \quad E_{\bar{\theta}}^{\bar{\theta}} = \frac{i}{2} \theta N^{-1} \psi_0. \quad (4.3.24)$$

Since $D_\Delta = E_\Delta^{\beta \partial_\beta}$, the above expressions directly allow us to write down the compo-
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Component expansion of the tangentized, spinorial super-covariant derivative

$$D = \left(1 - \frac{i}{2} N^{-1} \bar{\theta} \psi_0 - \frac{1}{4} N^{-2} \theta \bar{\theta} \psi_0 \bar{\psi}_0 \right) \partial_\theta + \left(\frac{i}{2} N^{-1} \tilde{\theta} - \frac{1}{4} N^{-2} \theta \bar{\theta} \psi_0 \right) \partial_{\tilde{\theta}} - \frac{i}{2} N^{-1} \bar{\theta} \bar{\psi}_0 \partial_\theta ,$$

(4.3.25)

and similarly for the complex conjugate version $\bar{D}$. By comparing the component expansion of (4.1.17) with eqs. (4.3.16)-(4.3.19), we learn how the supergravity fields transform under local $\mathcal{N} = 2$ supersymmetry

$$\delta_\epsilon N = -\epsilon \psi_0, \quad \delta_{\bar{\epsilon}} N = \bar{\epsilon} \psi_0, \quad \delta_\epsilon \psi_0 = i \dot{\epsilon}, \quad \delta_{\bar{\epsilon}} \psi_0 = 0, \quad \delta_\epsilon \bar{\psi}_0 = 0, \quad \delta_{\bar{\epsilon}} \bar{\psi}_0 = -i \dot{\bar{\epsilon}}.$$  

(4.3.26)

In order to build curved superspace actions that are manifestly invariant under local $\mathcal{N} = 2$ supersymmetry, we need an expression for the super-determinant $\mathcal{E}$ of the vielbein defined, in general, as

$$\mathcal{E} \equiv \text{sdet} E^B_A = (\det E^B_a)(\det[E^B_a - E^B_\alpha(E^\alpha_\beta)^{-1}E^\beta_a])^{-1},$$  

(4.3.27)

where $a, b, \ldots$ and $\alpha, \beta, \ldots$ denote vector and spinor indices, respectively. Specializing to $\mathcal{N} = 2$ supertime and inserting eqs. (4.3.16)-(4.3.19), one finds

$$\mathcal{E} = -N - \frac{i}{2} \theta \bar{\psi}_0 - \frac{i}{2} \bar{\theta} \psi_0 .$$

(4.3.28)

Since there is no $\theta \bar{\theta}$-component in this expression, it follows that the canonical action of pure supergravity vanishes as expected

$$S_{\text{pure sugra}} = \int d\tau d^2 \theta \mathcal{E} = 0 .$$

(4.3.29)

Also, as an additional consistency check, one may verify that $\mathcal{E}$ is covariantly constant, in the sense that

$$\int d\tau d^2 \theta \mathcal{D}\mathcal{E} = \int d\tau d^2 \theta \mathcal{D}\mathcal{E} = (\text{total derivative}) = 0 .$$

(4.3.30)

This allows us to use the partial-integration rule for superspace.

### 4.3.2 $2a$ multiplets

In analogy to the flat superspace case, we will now present the different irreducible multiplets. We begin with the $2a$ multiplet defined by the constraint $\phi = \phi^\dagger$. The general solution to this constraint leads to the component expansion

$$\phi = \varphi + i \theta \psi + i \bar{\theta} \bar{\psi} + \frac{1}{2} \theta \bar{\theta} f ,$$

(4.3.31)
where the component fields are labelled as in eq. (4.2.9). This can also be written in a manifestly super-covariant fashion as

$$\phi = \phi| + \theta(D\phi|) - \bar{\theta}(\bar{D}\phi|) + \frac{1}{2} \theta\bar{\theta}([D, \bar{D}]\phi).$$  \hspace{1cm} (4.3.32)

For the supersymmetry transformations of the $2a$ component fields, one finds

$$\delta_{\epsilon}\phi = -\epsilon\psi, \quad \delta_{\epsilon}\psi = 0, \quad \delta_{\epsilon}\bar{\psi} = \frac{i}{2} N^{-1} \epsilon f - \frac{1}{2} \epsilon f + \frac{1}{2} N^{-1} \epsilon (\psi_0 \psi + \tilde{\psi}_0 \tilde{\psi}),$$  \hspace{1cm} (4.3.33)

$$\delta_{\epsilon}f = -i N^{-1} \epsilon \psi + \frac{i}{2} N^{-2} \epsilon \psi_0 \psi + \frac{1}{2} N^{-1} \epsilon \bar{\psi}_0 f - \frac{1}{2} N^{-2} \epsilon \bar{\psi}_0 \bar{\psi}_0,$$

$$\delta_{\epsilon}\phi = \epsilon \bar{\psi}, \quad \delta_{\epsilon}\psi = -\frac{i}{2} N^{-1} \epsilon \bar{\psi} - \frac{1}{2} \epsilon f - \frac{1}{2} N^{-1} \epsilon (\psi_0 \psi + \bar{\psi}_0 \bar{\psi}), \quad \delta_{\epsilon}\bar{\psi} = 0,$$

$$\delta_{\epsilon}f = -i N^{-1} \epsilon \bar{\psi} + \frac{i}{2} N^{-2} \epsilon \psi_0 \bar{\psi} - \frac{1}{2} N^{-1} \epsilon \bar{\psi}_0 f + \frac{1}{2} N^{-2} \epsilon \bar{\psi}_0 \bar{\psi}_0.$$  \hspace{1cm} (4.3.34)

This is obtained by plugging the component expansions (4.3.25) and (4.3.31) into the general formula (4.3.5). A standard kinetic term for a single $2a$ superfield $\phi$ and its associated component action are given by

$$S_{2a, \text{kin}} = -\frac{1}{4} \int d\tau d^2 \theta \mathcal{E} D\phi D\bar{\phi} = \frac{1}{4} \int d\tau \mathcal{L}_{2a, \text{kin}},$$

$$\mathcal{L}_{2a, \text{kin}} = \frac{1}{4} N^{-1} \phi^2 - \frac{i}{2} (\bar{\psi} \bar{\psi} - \psi \bar{\psi}) + \frac{1}{4} N f^2 + \frac{i}{2} N^{-1} (\psi_0 \psi + \bar{\psi}_0 \bar{\psi}) \phi + \frac{1}{2} N^{-1} \psi_0 \bar{\psi}_0 \bar{\psi}.$$  \hspace{1cm} (4.3.35)

In the context of M-theory five-fold compactifications, we need to consider more general actions, representing non-linear sigma models for a set of $2a$ fields $\phi^i$ which also include a (super)-potential term. The superspace and component forms for such actions read

$$S_{2a} = -\frac{1}{4} \int d\tau d^2 \theta \mathcal{E} \{G_{ij}(\phi) D\phi^i D\phi^j + \mathcal{W}(\phi)\} = \frac{1}{4} \int d\tau \mathcal{L}_{2a},$$

$$\mathcal{L}_{2a} = \frac{1}{4} N^{-1} G_{ij}(\phi) \phi^i \phi^j - \frac{i}{2} G_{ij}(\phi) (\psi^i \bar{\psi}^j - \psi^j \bar{\psi}^i) + \frac{1}{4} N G_{ij}(\phi) f^i f^j$$

$$+ \frac{i}{2} N^{-1} G_{ij}(\phi) (\psi^i \psi_0 + \bar{\psi}^j \bar{\psi}_0) \phi^j + \frac{1}{4} N^{-1} G_{ij}(\phi) \psi_0 \bar{\psi}_0 \phi^i$$

$$- \frac{i}{2} N G_{ij,k}(\phi) (\psi^i \bar{\psi}^j f^k - \psi^k \bar{\psi}^j f^i - \psi^j \bar{\psi}^k f^i) + \frac{i}{2} G_{ij,k}(\phi) (\psi^k \bar{\psi}^i + \bar{\psi}^k \psi^i) \phi^j$$

$$- N G_{ij,kl}(\phi) \psi^i \bar{\psi}^j \psi^k \bar{\psi}^l - \frac{1}{2} N W_{ij}(\phi) f^i - N W_{ij}(\phi) \psi^i \bar{\psi}^j - \frac{1}{2} W_{ij}(\phi) (\psi^i \psi_0 - \bar{\psi}^i \bar{\psi}_0),$$  \hspace{1cm} (4.3.36)

with a sigma model metric $G_{ij}(\phi)$ and a superpotential $\mathcal{W}(\phi)$. Here, $G_{...,\dot{...}}$ denotes differentiation with respect to the bosonic fields $\phi^i$. Note that the fields $f^i$ are indeed auxiliary. Solving their equations of motion leads to

$$f^i = G^{ij} W_j + G^{ij} G_{kl,j} \psi^k \bar{\psi}^l - G^{ij} G_{kl,j} (\psi^k \bar{\psi}^l + \psi^l \bar{\psi}^k),$$  \hspace{1cm} (4.3.37)
where \( G^{ij} \) is the inverse of \( G_{ij} \) and \( \mathcal{W}_i = \mathcal{W}_j = \frac{\partial \mathcal{V}}{\partial q^i} \). Inserting this back into the component action leads, amongst other terms, to the scalar potential

\[
S_{2a,\text{pot}} = -\frac{1}{8} \int d\tau NU, \quad \mathcal{U} = \frac{1}{2} G^{ij} \mathcal{W}_i \mathcal{W}_j, \quad (4.3.38)
\]

for the scalars \( \phi^i \) in the 2a multiplets. We will also need a slight generalization of the action \((4.3.36)\), namely an action for a set of 2a superfields \( X^p \) coupling to another set of 2a superfields \( \phi^i \) and to a set of 2b superfields \( Z^a \) via the sigma model metric \( G_{pq}(\phi, Z, \bar{Z}) \)

\[
S_{2a,\text{gen.}} = -\frac{1}{4} \int d\tau d^2\theta \mathcal{E} \{ G_{pq}(\phi, Z, \bar{Z}) \mathcal{D}X^p \mathcal{D}X^q \} = \frac{1}{4} \int d\tau \mathcal{L}_{2a,\text{gen.}},
\]

\[
\mathcal{L}_{2a,\text{gen.}} = \frac{1}{4} N^{-1} G_{pq}(\phi, Z, \bar{Z}) \dot{x}^p \dot{x}^q - \frac{i}{2} G_{pq}(\phi, \bar{Z}, \bar{Z}) (\lambda^p \bar{\lambda}^q - \bar{\lambda}^p \lambda^q) + \frac{1}{4} G_{pq}(\phi, \bar{Z}, \bar{Z}) \bar{g}^p \bar{g}^q 
\]

\[
+ \frac{i}{2} N^{-1} G_{pq}(\phi, \bar{Z}, \bar{Z}) (\lambda^p \psi_0 + \bar{\lambda}^p \bar{\psi}_0) \dot{x}^q + \frac{1}{2} N^{-1} G_{pq}(\phi, \bar{Z}, \bar{Z}) \psi_0 \bar{\psi}_0 \lambda^p \bar{\lambda}^q 
\]

\[
- \frac{1}{2} N G_{pq,a}(\phi, Z, \bar{Z}) \left( (\lambda^p \bar{\lambda}^q f^i - \psi^i \bar{\lambda}^p g^q - \bar{\psi}^i \lambda^p g^q) - iN^{-1}(\psi^i \lambda^p + \bar{\psi}^i \bar{\lambda}^p, \dot{x}^q) \right) 
\]

\[
- N G_{pq,ij}(\phi, Z, \bar{Z}) \lambda^p \bar{\lambda}^q \psi^i \bar{\psi}^j - \frac{i}{2} G_{pq,a}(\phi, Z, \bar{Z}) \lambda^p \bar{\lambda}^q (z^a - \psi_0 \kappa^a) 
\]

\[
+ \frac{i}{2} G_{pq,a}(\phi, Z, \bar{Z}) \lambda^p \bar{\lambda}^q (\bar{z}^a + \bar{\psi}_0 \bar{\kappa}^a) - \frac{i}{2} N G_{pq,a}(\phi, Z, \bar{Z}) \bar{\kappa}^a \lambda^p g^q 
\]

\[
- \frac{i}{2} N G_{pq,a,\bar{a}}(\phi, Z, \bar{Z}) \bar{\kappa}^a \lambda^p \bar{\lambda}^q g^q + \frac{1}{2} G_{pq,a}(\phi, Z, \bar{Z}) \bar{\kappa}^a \lambda^p \bar{x}^q - \frac{1}{2} G_{pq,a}(\phi, Z, \bar{Z}) \bar{\kappa}^a \lambda^p \bar{x}^q 
\]

\[
- N G_{pq,a,b}(\phi, Z, \bar{Z}) \lambda^p \bar{\lambda}^q \kappa^b - iNG_{pq,a,b}(\phi, Z, \bar{Z}) \lambda^p \bar{\lambda}^q \bar{\psi}^i \kappa^a 
\]

\[
- iNG_{pq,a,b}(\phi, Z, \bar{Z}) \lambda^p \bar{\lambda}^q \psi^i \bar{\kappa}^a. \quad (4.3.39)
\]

### 4.3.3 2b multiplets

Next we turn to 2b multiplets. They are defined by the constraint \( \mathcal{D}Z = 0 \) which leads to the component expansion

\[
Z = z + \theta \kappa + \frac{i}{2} N^{-1} \theta \bar{\theta} (\dot{z} - \psi_0 \kappa). \quad (4.3.40)
\]

Here, \( N \) and \( \psi_0 \) are the components of the supergravity multiplet and the other fields are labelled in analogy with the globally supersymmetric case \((4.2.18)\). Expression \((4.3.40)\) is equivalent to the manifestly super-covariant version

\[
Z = \text{sgn}(\mathcal{D}Z) - \frac{1}{2} \theta \bar{\theta} (\mathcal{D} \mathcal{D}Z). \quad (4.3.41)
\]

By plugging the component expansions \((4.3.25)\) and \((4.3.40)\) into the general formula \((4.3.5)\), the component field supersymmetry transformations are found to be
\[
\delta e^z = i e, \quad \delta e \bar{z} = 0, \quad \delta e \bar{z} = N^{-1} e (\dot{z} + \bar{\psi}_0 \bar{\kappa}),
\]
(4.3.42)
\[
\delta e^z = 0, \quad \delta e \bar{z} = i \bar{e}, \quad \delta e \bar{z} = N^{-1} \bar{e} (\dot{z} - \psi_0 \kappa), \quad \delta e \bar{z} = 0.
\]
(4.3.43)

A standard kinetic term for a single 2b multiplet \(Z\) can be written and expanded into components as
\[
S_{2b,\text{kin}} = -\frac{1}{4} \int d\tau d^2 \theta \mathcal{E} DZ \bar{D} \bar{Z} = \frac{1}{4} \int d\tau \mathcal{L}_{2b,\text{kin}},
\]
(4.3.44)
\[
\mathcal{L}_{2b,\text{kin}} = N^{-1} \dot{z} \dot{\bar{z}} - \frac{i}{2} (\kappa \dot{\bar{\kappa}} - \dot{\kappa} \bar{\kappa}) - N^{-1} (\psi_0 \kappa \dot{z} - \bar{\psi}_0 \bar{\kappa} \bar{z}) + N^{-1} \psi_0 \bar{\psi}_0 \kappa \bar{\kappa}.
\]

The generalization to a non-linear sigma model for a set, \(\{Z^a\}\), of 2b multiplets is given by
\[
S_{2b} = -\frac{1}{4} \int d\tau d^2 \theta \mathcal{E} G_{ab}(Z, \bar{Z}) DZ^a D\bar{Z}^b = \frac{1}{4} \int d\tau \mathcal{L}_{2b},
\]
\[
\mathcal{L}_{2b} = N^{-1} G_{ab}(Z, \bar{Z}) z^a \dot{z}^b - \frac{i}{2} G_{a \bar{b}}(Z, \bar{Z}) (\kappa^a \dot{\bar{\kappa}}^b - \dot{\kappa}^a \bar{\kappa}^b) - N^{-1} G_{ab}(Z, \bar{Z}) (\psi_0 \kappa^a \dot{z}^b - \bar{\psi}_0 \bar{\kappa} \bar{z}^b)
\]
\[
+ N^{-1} G_{ab}(Z, \bar{Z}) \psi_0 \bar{\psi}_0 \kappa^a \bar{\kappa}^b - \frac{i}{2} G_{a \bar{b},c}(Z, \bar{Z}) (\kappa^a \kappa^b (\dot{z}^c - 2 \psi_0 \kappa^c) - 2 \kappa^a \dot{\bar{z}}^b)
\]
\[
+ \frac{i}{2} G_{a \bar{b},c}(Z, \bar{Z}) (\kappa^a \dot{\bar{\kappa}}^b (\dot{z}^c + 2 \bar{\psi}_0 \kappa^c) - 2 \kappa^a \bar{\kappa} \dot{z}^b) - NG_{a \bar{b},cd}(Z, \bar{Z}) \kappa^a \dot{\bar{\kappa}}^b \kappa^c \dot{z}^d.
\]
(4.3.45)
Here, \(G_{ab}\) means differentiation with respect to the bosonic fields \(z^a\). In our application to M-theory, we need a variant of this action where the sigma model metric \(G_{ab}\) is also allowed to depend on a set of 2a multiplets \(\phi^j\) in addition to \(Z^a\) and \(\bar{Z}^b\). This leads to a coupling between 2a and 2b multiplets. The action for this case reads
\[
S_{2b} = -\frac{1}{4} \int d\tau d^2 \theta \mathcal{E} G_{ab}(\phi, Z, \bar{Z}) DZ^a D\bar{Z}^b = \frac{1}{4} \int d\tau \mathcal{L}_{2b},
\]
\[
\mathcal{L}_{2b} = N^{-1} G_{ab}(\phi, Z, \bar{Z}) z^a \dot{z}^b - \frac{i}{2} G_{a \bar{b}}(\phi, Z, \bar{Z}) (\kappa^a \dot{\bar{\kappa}}^b - \dot{\kappa}^a \bar{\kappa}^b) - N^{-1} G_{ab}(\phi, Z, \bar{Z}) (\psi_0 \kappa^a \dot{z}^b - \bar{\psi}_0 \bar{\kappa} \bar{z}^b)
\]
\[
- \frac{1}{2} G_{a \bar{b},c}(\phi, Z, \bar{Z}) (\kappa^a \kappa^b (\dot{z}^c - 2 \psi_0 \kappa^c) - 2 \kappa^a \dot{\bar{z}}^b)
\]
\[
- NG_{a \bar{b},cd}(\phi, Z, \bar{Z}) \kappa^a \dot{\bar{\kappa}}^b \kappa^c \dot{z}^d.
\]
(4.3.46)
This result can be readily specialized to \(G_{ab}(\phi, Z, \bar{Z}) = f(\phi) G_{ab}(Z, \bar{Z})\), for a real function \(f = f(\phi)\), which is the case relevant to our M-theory five-fold compactifications.
4.3.4 Fermionic multiplets

Finally, we discuss fermionic 2\(b\) multiplets, that is super-multiplets \(R\) with a fermionic lowest component and satisfying \(\bar{D}R = 0\). Their component expansion is given by

\[
R = \rho + \theta h + \frac{i}{2} N^{-1} \theta \bar{\theta} (\dot{\rho} - \psi_0 h),
\]

(4.3.47)

where the notation for the component fields is completely analogous to the globally supersymmetric case (4.2.25). The component supersymmetry transformations follow from plugging the component expansions (4.3.25) and (4.3.47) into the general formula (4.3.5) and are given by

\[
\begin{align*}
\delta \epsilon \rho &= i \epsilon h, \\
\delta \epsilon \bar{\rho} &= 0, \\
\delta \epsilon h &= 0, \\
\delta \bar{\epsilon} \bar{\rho} &= -i \bar{\epsilon} \bar{h}, \\
\delta \bar{\epsilon} h &= N^{-1} \epsilon (\dot{\rho} - \psi_0 h), \\
\delta \bar{\epsilon} \bar{h} &= 0.
\end{align*}
\]

(4.3.48)

(4.3.49)

A simple kinetic term for a single fermionic 2\(b\) superfield \(R\) takes the form

\[
S_{2b-\text{kin}} = -\frac{1}{4} \int d\tau d^2 \theta \mathcal{E} R \bar{R} = \frac{1}{4} \int d\tau \mathcal{L}_{2b-\text{kin}},
\]

\[
\mathcal{L}_{2b-\text{kin}} = i \frac{1}{2} (\rho \dot{\rho} - \dot{\rho} \bar{\rho}) - Nh \bar{h}.
\]

(4.3.50)

Note that the only bosonic field, \(h\), in this multiplet is auxiliary and, hence, we are left with only fermionic physical degrees of freedom. This observation will be crucial for writing down a superspace version of the effective one-dimensional theories obtained from M-theory. As for the other types of multiplets, we need to generalise to a sigma model for a set, \(\{R^x\}\), of fermionic 2\(b\) multiplets. The sigma model metric \(G_{xy} = G_{xy}(\phi)\) should be allowed to depend on 2\(a\) multiplets \(\phi^i\). Such an action takes the form

\[
S_{2b-\text{f}} = -\frac{1}{4} \int d\tau d^2 \theta \mathcal{E} G_{xy}(\phi) R^x \bar{R}^y = \frac{1}{4} \int d\tau \mathcal{L}_{2b-\text{f}},
\]

\[
\mathcal{L}_{2b-\text{f}} = \frac{i}{2} G_{xy}(\phi) (\rho^x \dot{\rho}^y - \dot{\rho}^x \rho^y) - NG_{xy}(\phi) h x \bar{h}^y - iNG_{xy,i}(\phi) (\psi^i \rho^x \bar{h}^y + \bar{\psi}^i \bar{\rho}^y h^x) \\
- \frac{1}{2} NG_{xy,i}(\phi) \rho^x \dot{\rho}^y f^i - NG_{xy,j}(\phi) \bar{\rho}^x \rho^y \psi^j \bar{\psi}^i + \frac{1}{2} G_{xy,i}(\psi^i)(\psi^j \bar{\rho}^y h^x - \bar{\psi}^j \rho^y h^x).
\]

(4.3.51)
Chapter 5

M-theory on Calabi-Yau Five-Folds

The first part of this thesis finds its culmination in the present chapter. All the knowledge developed in the preceding chapters is put to use in the dimensional reduction of M-theory on Calabi-Yau five-folds. Each facet of this reduction will receive a thorough examination.

5.1 Calabi-Yau five-fold compactification of M-theory

Before performing the dimensional reduction of M-theory on Calabi-Yau five-folds, we need to make sure that a background configuration of the form \( \mathcal{M} = \mathbb{R} \times X \), where \( X \) is a Calabi-Yau five-fold, is compatible with the 11-dimensional equations of motion up to a given order in the \( \beta \)-expansion.

We recall that at \( O(\beta^0) \), that is at the purely classical level, the bosonic equations of motion are

\[
R_{MN} = \frac{1}{12} G_{MM_2\ldots M_4} G_N^{M_2\ldots M_4} - \frac{1}{144} g_{MN} G^2, \quad (5.1.1)
\]
\[
d \ast G + \frac{1}{2} g G \wedge G = 0. \quad (5.1.2)
\]

We will always assume a vanishing fermion background \( \Psi_M = 0 \) and thus, we do neither need to take into account the fermionic contributions to the above equations nor the gravitino equation of motion. For such a background to respect supersymmetry, one must in addition demand that \( \delta_{\epsilon^{(11)}} \Psi_M = 0 \). This leads to the Killing spinor equation, to which we will turn later in this section. First, however, observe that to zeroth order in \( \beta \), it is consistent to set \( G = 0 \), since \( R_{MN}(\mathbb{R} \times X) = 0 \) owing to the Ricci-flatness of \( X \).

At the next order, \( O(\beta^1) \), the equations of motion schematically read

\[
R_{MN} = \frac{1}{12} G_{MM_2\ldots M_4} G_N^{M_2\ldots M_4} - \frac{1}{144} g_{MN} G^2 + O(\beta^1), \quad (5.1.3)
\]
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\[ d \ast G = -\frac{1}{2} G \wedge G - (2\pi)^4 \beta X_8 . \]  \hspace{1cm} (5.1.4)

The consistency of these equation for a background \( \mathcal{M} = \mathbb{R} \times X \) was examined in ref. \[21\]. We see that \( G = 0 \) will in general no longer be consistent with the second equation. This is not surprising, as we expect the zeroth order background to be corrected \( G = 0 + \beta G(1) + \mathcal{O}(\beta^2) \). This choice satisfies eq. (5.1.4), provided \( d \ast G(1) \sim X_8(\mathbb{R} \times X) \). Eq. (5.1.3) then becomes \( R_{MN}(\mathbb{R} \times X) \sim \mathcal{O}(\beta^1) \neq 0 \) and thus the zeroth order Calabi-Yau metric \( g_{mn}^{(0)}(CY) \) (with \( m, n, \ldots = 1, \ldots, 10 \)) on \( X \) receives corrections at \( \mathcal{O}(\beta^1) \), that is \( g_{mn}(X) = g_{mn}^{(0)}(CY) + \beta g_{mn}^{(1)} + \mathcal{O}(\beta^2) \), which renders \( X \) to be no longer Calabi-Yau at this order. In fact, a more careful treatment \[21\] reveals that \( X \) is still a complex manifold with \( c_1(X) = 0 \) but it is neither Kähler nor Ricci-flat. In addition, a warp factor is introduced into the 11-dimensional metric endowing it with a 0-brane structure. It turns out that the original 32 supersymmetries can be maintained by allowing the supersymmetry transformations to also be modified at \( \mathcal{O}(\beta^1) \).

Since we would like to consider both higher order \( \beta \)-corrections and honest Calabi-Yau five-fold compactifications in this thesis, we are therefore forced into a hybrid picture. Namely, we will work at \( \mathcal{O}(\sqrt{\beta}) \). In order to illustrate how the Calabi-Yau background prevails against the higher order corrections up to this order, it is instructive to temporarily think of \( \sqrt{\beta} \) as a new and independent expansion parameter \( \gamma = \sqrt{\beta} \). Our aim then is to work to first order in \( \gamma \). With the new expansion parameter, the equations of motion become

\[ R_{MN} = \frac{1}{12} G_{MM_2\ldots M_4} G_{N^M_2\ldots M_4} - \frac{1}{144} g_{MN} G^2 + \mathcal{O}(\gamma^2) , \]  \hspace{1cm} (5.1.5)

\[ d \ast G = -\frac{1}{2} G \wedge G - (2\pi)^4 \gamma^2 X_8 . \]  \hspace{1cm} (5.1.6)

As before, we start by assuming \( G = 0 + \gamma G^{(1)} + \mathcal{O}(\gamma^2) \). The Einstein equation then reads \( R_{MN} = 0 + \mathcal{O}(\gamma^2) \) and thus \( X \) is still Ricci-flat at \( \mathcal{O}(\gamma^1) \), that is \( g_{mn}(X) = g_{mn}^{(0)}(CY) + \mathcal{O}(\gamma^2) \). As for the G-equation of motion, we observe that the left hand side of eq. (5.1.6) is exact and thus, cohomologically the equation reads

\[ g \wedge g + 2 X_8(\mathbb{R} \times X) = 0 , \]  \hspace{1cm} (5.1.7)

where the re-scaled cohomological class \( g \equiv \left[ G^{(1)}/(2\pi)^2 \right] \) was defined for later convenience and the Hodge-\( \ast \) is taken with respect to the zeroth order Ricci-flat Calabi-Yau metric \( g_{mn}^{(0)}(CY) \). Recall that \( X_8 \) is an expression in Pontrjagin classes (see (2.2.12)), which are by definition cohomological classes although the square brackets are sometimes omitted in the literature. Hence, \( [X_8] = X_8 \). Note also, that \( [G \wedge G] = [G] \wedge [G] \).

In addition, the internal background 4-form flux obeys a flux quantisation condition \[89\] as a consequence of demanding single-valuedness of the path integral. This is similar to the Dirac quantisation law for magnetic flux in Maxwell theory, but with
subtle differences owing to the presence of the higher-order M-theory corrections. With these subtleties, which are explained in ref. [89], the quantisation law reads

\[ g - \frac{1}{4} p_1(\mathcal{M}) \in H^4(\mathcal{M}, \mathbb{Z}) , \]  

where \( p_1(\mathcal{M}) \) is the first Pontrjagin class of \( \mathcal{M} \). Specialising to \( \mathcal{M} = \mathbb{R} \times X \) and using the result \( p_1(\mathbb{R} \times X) = -2c_2(X) \) explained in appendix B.3, we conclude

\[ g + \frac{1}{2} c_2(X) \in H^4(X, \mathbb{Z}) , \]  

which shows that \( g \) is quantised in (half-)integer units if \( c_2(X) \) is even (odd).

Returning to eq. (5.1.7), we now need to evaluate \( X_8(\mathbb{R} \times X) \) for a Calabi-Yau five-fold \( X \). This calculation, presented in detail in appendix B.3, yields

\[ X_8(\mathbb{R} \times X) = -\frac{1}{24} c_4(X) , \]  

where \( c_4(X) \) is the fourth Chern class of \( X \). Together with the membrane contribution from eq. (2.3.6), this leads to the following topological constraint

\[ c_4(X) - 12g \wedge g = 24W , \]  

where \( W = [C] \in H_2(X, \mathbb{Z}) \) represents the second integral homology class of the curve \( C \), wrapped by the membranes.

Finally, we need to consider the Killing spinor equation \( \delta e^{(11)} \Psi_M = 0 \) at \( \mathcal{O}(\gamma^1) \) for Calabi-Yau five-fold backgrounds. Since \( g_{mn}(X) = g_{mn}^{(0)}(\text{CY}) + \mathcal{O}(\gamma^2) \), we expect the gravitino transformation (2.1.19) to be corrected only at \( \mathcal{O}(\gamma^2) \).

\[ \delta e^{(11)} \Psi_M = 2(D_M^{(0)} + \gamma^2 D_M^{(2)}) e^{(11)} + \frac{1}{144} ((g_{MN}^{(0)}(\mathbb{R} \times \text{CY}) + \gamma^2 g_{MN}^{(2)}(\mathbb{R} \times \text{CY})) N\gamma^{PQRS} - 8\delta_{MN}^{NPQR}) e^{(11)} G_{NPQR} + \mathcal{O}(\gamma^2) , \]  

where \( g_{MN}^{(0)}(\mathbb{R} \times \text{CY}) \) is specified by the zeroth order \( \mathbb{R} \times X \) line element

\[ ds^2 = g_{MN}^{(0)}(\mathbb{R} \times \text{CY}) dx^M dx^N = -d\tau^2 + g_{mn}^{(0)}(\text{CY}) dx^m dx^n . \]  

For brevity, we will henceforth denote the Ricci-flat metric \( g_{mn}^{(0)}(\text{CY}) \) on \( X \) simply by \( g_{mn} \). We conclude that at \( \mathcal{O}(\gamma^1) \) the Killing spinor equation \( \delta e^{(11)} \Psi_M = 0 \) follows from the classical gravitino transformation law (2.1.19).

The so obtained Killing spinor equation was analysed for \( \mathbb{R} \times X \) backgrounds in ref. [90]. Upon insertion of the compactification ansatz for the 11-dimensional

---

1The analysis in ref. [90] was carried out to zeroth order in \( \gamma \). Repeating the calculation at \( \mathcal{O}(\gamma^1) \) is guaranteed to yield a valid solution to this order. This is however not necessarily the most general
infinitesimal supersymmetry parameter $\epsilon^{(11)}$

$$
\epsilon^{(11)} = \frac{i}{2} \epsilon \otimes \eta^* - \frac{i}{2} \bar{\epsilon} \otimes \eta,
$$

(5.1.14)

with $\eta$ being the covariantly constant spinor on $X$ introduced in chapter 3. The internal part $\delta_{e^{(11)}}^m \Psi = 0$ of the Killing spinor equation becomes

$$
D^{(0)}_m \eta + \frac{(2\pi)^2 \gamma}{288} (\gamma_m^{npqr} - 8\delta_m^n \gamma^{pqr}) \eta g_{npqr} = 0.
$$

(5.1.15)

Here, indices are raised and lowered using $g_{mn}$. The first term vanishes since $\eta$ is covariantly constant by assumption. The remaining second part is most easily analysed in holomorphic coordinates. The real 4-form $g$ decomposes into a sum of $(p, q)$-forms (with $p+q=4$) according to

$$
g = g^{(1,3)} + g^{(2,2)} + g^{(3,1)},
$$

(5.1.16)

with $g^{(2,2)}$ real and $(g^{(1,3)})^* = g^{(3,1)}$. With this decomposition, the transition to holomorphic coordinates and the annihilation condition (3.4.8), one finds for the second part of (5.1.15)

$$
\gamma^{\mu_1 \mu_2 \mu_3} \eta \tilde{g}^{(3,1)}_{\mu_1 \mu_2 \mu_3 \bar{\nu}} + (\gamma^\mu \gamma^{\mu_1 \mu_2 \bar{\nu}} - 4\delta_\mu^{\bar{\nu}} \gamma^{\mu_1 \mu_2 \bar{\nu}}) \eta \tilde{g}^{(2,2)}_{\mu_1 \mu_2 \bar{\nu}_{\bar{\sigma}}} = 0.
$$

(5.1.17)

The gamma matrix products in the second expression can be simplified further by anti-commuting the gamma matrices. One arrives at

$$
\gamma^{\mu_1 \mu_2 \mu_3} \eta \tilde{g}^{(3,1)}_{\mu_1 \mu_2 \mu_3 \bar{\nu}} + \gamma^\mu \eta (4\delta_\mu^{\bar{\nu}} \tilde{g}^{(2,2)}_{\mu_1 \mu_2 \bar{\nu}_{\bar{\sigma}}} - \tilde{g}^{(2,2)}_{\mu_1 \mu_2 \bar{\nu}_{\bar{\sigma}}}) = 0.
$$

(5.1.18)

with $\tilde{g}^{(2,2)}_{\mu_1 \mu_2 \bar{\nu}_{\bar{\sigma}}} = \tilde{g}^{(2,2)}_{\mu_{\bar{\nu}} \bar{\sigma}}$ as defined in (A.4.25). Thus, $g^{(3,1)}$ and the expression in parenthesis must vanish separately. In fact, the expression in parenthesis implies $\tilde{g}^{(2,2)} = 0$ as can be seen by taking the trace and re-inserting it into the expression.

In summary, the preservation of $\mathcal{N} = 2$ supersymmetry demands that

$$
g^{(3,1)} = g^{(1,3)} = g^{(2,2)} = 0.
$$

(5.1.19)

After inserting (5.1.14) and (5.1.16), changing to holomorphic coordinates and using properties of $\gamma^\mu$ and $\eta$, the uncompactified part $\delta_{e^{(11)}} \Psi_0 = 0$ of the Killing spinor equation translates into the following one-dimensional equation

$$
\partial_0 \epsilon + \frac{(2\pi)^2 i \gamma}{4!} \tilde{g}^{(2,2)} \epsilon = 0.
$$

(5.1.20)

solution at this order, since there is potentially more freedom to satisfy the uncorrected Killing spinor equation if the fields are allowed to acquire $\mathcal{O}(\gamma^4)$ corrections. This is currently under investigation.
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Imposing (5.1.19) leads to the condition \( \epsilon = \text{const.} \), which is the expected result for \( R = M^1 \), in analogy to maximally symmetric Minkowski space in higher dimensions. Thus, setting \( \mathcal{M} = \mathbb{R} \times X \) with metric (5.1.13), \( G = (2\pi)^2 g^{(22)} \) with \( g^{(22)} = 0 \) and \( \Psi_M = 0 \) solves the equations of motion at order \( \gamma \).

It is important to note that for a given real 4-form \( g \), the decomposition (5.1.16) is complex structure dependent and hence, the condition (5.1.19) imposes restrictions on the allowed variations of the complex structure on \( X \). In addition, the map \( \tilde{\cdot} \) depends on the Kähler class, which is therefore also affected by (5.1.19). This will be discussed in more detail in section 5.5, but beforehand we will perform a dimensional reduction to zeroth order in \( \gamma \), that is for a background \( \mathcal{M} = \mathbb{R} \times X \) and without flux \( G = 0 \).

5.2 The bosonic reduction

In this section, we consider the Kaluza-Klein reduction of 11-dimensional supergravity, given by (2.1.2), on a space-time manifold of the form \( \mathcal{M} = \mathbb{R} \times X \), where \( X \) is a Calabi-Yau five-fold. At zeroth order in \( \beta \), we start with the background configuration

\[
ds^2 = -d\tau^2 + g_{mn} dx^m dx^n, \quad G = 0,
\]

where \( g_{mn} = g_{mn}(x^p) \) is the Ricci-flat metric on \( X \) and \( m, n \ldots = 1, \ldots, 10 \). As we saw in the previous section, this background solves the leading order bosonic equations of motion (5.1.1) and (5.1.2).

We now need to identify the moduli of this background. As discussed in detail in section 3.5, the formalism to deal with Calabi-Yau five-fold moduli spaces is largely similar to the one developed for Calabi-Yau three-folds [54]. Here, we only summarise the essential information needed for the dimensional reduction.

As for Calabi-Yau three-folds, the moduli space of Ricci-flat metrics on Calabi-Yau five-folds is (locally) a product of a Kähler and a complex structure moduli space respectively associated to \( (1, 1) \) and \( (2, 0) \) deformations of the metric. They can be described in terms of harmonic \( (1, 1) \)-forms for the Kähler moduli space and harmonic \( (1, 4) \)-forms for the complex structure moduli space. We begin with the Kähler moduli which we denote by \( i^i(\tau) \), where \( i, j, \ldots = 1, \ldots, h^{1,1}(X) \) and \( \tau \) is time. They are real scalar fields and can be defined by expanding the Kähler form \( J \) on \( X \) in terms of a basis \( \{ \omega_i \} \) of \( H^{1,1}(X) \) as

\[
J = t^i \omega_i. \quad (5.2.2)
\]

The complex structure moduli are denoted by \( z^a(\tau) \), where \( a, b, \ldots = 1, \ldots, h^{1,4}(X) \), and these are, of course, complex scalar fields.
5.2.1 The reduction ansatz

After this preparation, the ansatz for the 11-dimensional metric including moduli can be written as

\[ ds^2 = -\frac{1}{4} N(\tau)^2 d\tau^2 + g_{mn}(t, z^a, \bar{z}^{\bar{a}}) dx^m dx^n, \quad (5.2.3) \]

where \( N(\tau) \) is the einbein or lapse function. The lapse function can, of course, be removed by a time reparametrisation. However, its equation of motion in the one-dimensional effective theory is the usual zero-energy constraint (the equivalent of the Friedman equation in four-dimensional cosmology; see chapter 6). In order not to miss this constraint, we will keep \( N \) explicitly in our metric ansatz.

The zero modes of the M-theory 3-form \( A \) are obtained by an expansion in harmonic forms, as usual. From the Hodge diamond (3.3.3) of Calabi-Yau five-folds, it is clear that only the harmonic 2- and 3-forms on \( X \) are relevant in this context. For the latter we also introduce a basis \( \{ \nu_p \} \), where \( p, q, \ldots = 1, \ldots, h^{2,1}(X) \). The zero mode expansion for \( A \) can then be written as

\[ A = (\xi^p(\tau)\nu_p + c.c.) + N\mu^i(\tau) \omega_i \wedge d\tau, \quad (5.2.4) \]

with \( h^{2,1}(X) \) complex scalar fields \( \xi^p \) and \( h^{1,1}(X) \) real scalars \( \mu^i \). It is clear that the latter correspond to gauge degrees of freedom since \( N\mu^i(\tau) \omega_i \wedge d\tau = df^i(\tau) \omega_i \) with the function \( f^i \) being integrals of \( N\mu^i \). Note that \( N \) enters here merely to ensure worldline reparameterization covariance. Since the fields \( \mu^i \) do not represent physical degrees of freedom, the one-dimensional effective action should not depend on these modes. It is, therefore, safe to ignore them in the above ansatz for \( A \). Nevertheless, we will find it instructive to keep these modes for now to see explicitly how they drop out of the effective action.

Further zero-modes can arise from membranes if they are included in the compactification, such as moduli of the complex curve \( C \) which they wrap and their superpartners. Here, we will not include these additional modes but rather focus on the modes from pure 11-dimensional supergravity.

While the way we have parametrised the zero modes of \( A \) in (5.2.4) appears to be the most natural one, it is not actually the most well-suited ansatz for performing the dimensional reduction. This is due to the fact that we have split a 3-form into \((2, 1)\)- and \((1, 2)\)-pieces (ignoring the gauge part for the moment) the choice of which implicitly depends on the complex structure moduli. If carried through, this leads to an unfavourable and complicated intertwining of kinetic terms of the \((2, 1)\)- and \((1, 4)\)-fields in the one-dimensional effective action (that is, terms involving products of the like \( \xi^p \dot{z}^a \) etc.), which would in turn force us into attempting lengthy field re-definitions in order to diagonalise the kinetic terms.
It would, on the other hand, be much more economic to start out with a formulation in which no such mixing of kinetic terms arises in the first place. Indeed, it is possible to circumvent, yet fully capture, this complication by using real harmonic 3-forms instead of complex $(2,1)$- and $(1,2)$-forms to parametrise the 3-form zero modes. Real harmonic 3-forms can be naturally locked to 3-cycles and thus represent topological invariants of $X$. In order to employ them in the ansatz for $A$, we first need to introduce a basis $\{N_P\}_{P=1,\ldots,b^3(X)}$ of real harmonic 3-forms on $X$. Instead of (5.2.4), we can then write

$$A = X^P(\tau)N_P + N\mu^i(\tau)\omega_i \wedge d\tau,$$

with $b^3(X) = 2h^{2,1}(X)$ real scalar fields $X^P$ and $h^{1,1}(X)$ real scalars $\mu^i$. The two ansätze for $A$ are readily related by using the linear maps $A$ and $B$ introduced in section 3.5.1.

Inserting eqs. (3.5.35)-(3.5.36) into eqs. (5.2.4)-(5.2.5), we learn how the two formulations are related at the level of zero mode fields

$$\xi^P = X^QB_Q^P \quad \text{(and c.c.),}$$

$$X^P = \xi^QA_Q^P + \bar{\xi}^Q\bar{A}_Q^P .$$

For the reasons outlined above, we henceforth adopt the 3-form formulation. At each step of the calculation, one may, of course, revert if desired to the complex $(2,1)$-form formulation using eqs. (3.5.35)-(3.5.36), (5.2.6)-(5.2.7) and the results of section 3.5.1.

The $A$ and $B$ matrices turn out to be an effective way to parametrise our ignorance of the actual dependence of the $(2,1)$-forms on the complex structure moduli and it would be nice to find explicit expressions instead. However, we are not aware of a method to calculate this dependence explicitly.

### 5.2.2 Computing the one-dimensional effective action

Returning to the metric ansatz in (5.2.3), we now compute the 11-dimensional Ricci scalar $R$. As usual, for given values of the complex structure moduli, we introduce local holomorphic coordinates $z^\mu$ on $X$, where $\mu, \nu, \ldots = 1, \ldots, 5$, so that the metric is purely $(1,1)$, that is the components $g_{\mu\bar{\nu}}$ are the only non-vanishing ones and consequently, the 11-dimensional line element becomes

$$ds^2 = -\frac{1}{4}N(\tau)^2d\tau^2 + 2g_{\mu\bar{\nu}}(t^i, z^a, \bar{z}^\bar{a})dz^\mu d\bar{z}^\bar{\nu} .$$

The factor of 2 in the second term is a consequence of our transition to holomorphic coordinates as described in appendix A.4 (in particular, see eqs. (A.4.5) and (A.4.6)).
We thus only need three components of the Riemann tensor, namely
\[ R^0_{00} = N^{-1} \dot{N}, \quad R^0_{\mu\nu} = 2N^{-2} \dot{g}_{\mu\nu}, \quad R^0_{\mu\bar{\nu}} = 2N^{-2} \dot{g}_{\mu\bar{\nu}}, \]
where the Ricci tensor is defined as
\[ R = \Gamma^\mu_{\nu\rho} g^\nu_{\bar{\rho}} - \Gamma^\mu_{\nu\bar{\rho}} g^\nu_{\rho} - \Gamma^\mu_{\bar{\rho}\nu} g^\nu_{\rho} + \Gamma^\mu_{\bar{\rho}\bar{\nu}} g^\nu_{\rho} \]
and here and in the following the dot denotes the derivative with respect to \( \tau \) and the tilde denotes purely 10-dimensional quantities on \( X \). The complex conjugates of the above components are, of course, also present and all other components vanish identically. Note that even though one may choose the metric to be hermitian, this is not true for its variations precisely because they may change the complex structure and thereby the Hermiticity condition. Explicit expressions for the metric variations were stated in \( (3.5.8) \) and we will insert them in a moment.

Next, we will work out the Riemann tensor \( R_{MNOP} \). Since we are ultimately interested in the Ricci scalar \( R \equiv g^{MN} R_{MN} \), we only need certain components of \( R_{MNOP} \). For our \( \mathbb{R} \times X \) ansatz,
\[ R = g^{00} R_{00} + 2g^{\mu\bar{\nu}} R_{\mu\bar{\nu}}, \]  
where the Ricci tensor \( R_{MN} \) is generally defined as \( R_{MN} \equiv g^{PQ} R_{MPNQ} \) and in our case, it becomes
\[ R_{00} = 2g^{\mu\bar{\nu}} R_{0\mu\bar{\nu}}, \quad R_{\mu\bar{\nu}} = g^{00} R_{0\mu\bar{\nu}} + 2g^{\rho\bar{\sigma}} R_{\mu\rho\bar{\sigma}}. \]
We thus only need three components of the Riemann tensor, namely \( R_{0\mu\bar{\nu}}, R_{\mu\rho\bar{\sigma}} \) and \( R_{\mu\bar{\nu}\rho\bar{\sigma}} \), to determine \( R \)
\[ R = 4g^{00} g^{\mu\bar{\nu}} R_{0\mu\bar{\nu}} + 4g^{\mu\bar{\nu}} g^{\rho\bar{\sigma}} R_{\mu\rho\bar{\sigma}}. \]
Using the standard formula from general relativity
\[ R_{MNOP} = \frac{1}{2} (g^{MQ,NP} + g^{NP,MQ} - g^{MP,NQ} - g^{NQ,MP}) + g^{RS} (\Gamma^g_{NP} \Gamma^S_{MQ} - \Gamma^g_{NQ} \Gamma^S_{MP}), \]
we find
\[ R_{0\mu\bar{\nu}} = -\frac{1}{2} \dot{g}_{\mu\bar{\nu}} - \frac{1}{2} N^{-1} \dot{N} \dot{g}_{\mu\bar{\nu}} + \frac{1}{2} \ddot{g}_{\mu\bar{\nu}} g_{(\bar{\nu}\bar{\nu})\rho} \]
\[ R_{\mu\rho\bar{\sigma}} = 2N^{-2} \ddot{g}_{\mu[\bar{\sigma}]\bar{\nu} \bar{\rho]} + \dot{R}_{\mu\rho\bar{\sigma}}) \]
\[ R_{\mu\bar{\nu}\rho\bar{\sigma}} = 2N^{-2} \ddot{g}_{\mu[\bar{\nu}\bar{\nu}]\bar{\rho}} + \dot{R}_{\mu\bar{\nu}\rho\bar{\sigma}}. \]
This leads to
\[ \frac{1}{2} N^2 R = 4N^2 \frac{d}{d\tau} (N^{-2} g^{\mu\bar{\nu}} \dot{g}_{\mu\bar{\nu}}) + g^{\mu\bar{\nu}} g^{\rho\bar{\sigma}} \ddot{g}_{\mu\rho\bar{\sigma}} + g^{\mu\bar{\nu}} g^{\rho\bar{\sigma}} \ddot{g}_{\mu\rho\bar{\sigma}} + 2g^{\mu\bar{\nu}} g^{\rho\bar{\sigma}} \ddot{g}_{\mu\rho\bar{\sigma}} + 4N^{-1} \dot{N} g^{\mu\bar{\nu}} \dot{g}_{\mu\bar{\nu}}, \]
where terms containing $\tilde{R}_{\mu\nu}$ have been dropped because $g_{\mu\nu}$ is Ricci-flat. Into this expression, we have to insert the expansion of the metric (3.5.8) which can also be written as

$$\hat{g}_{\mu\nu} = -i\omega_{\mu\nu} \hat{I}^i, \quad g_{\mu\nu} = -\frac{1}{12||\Omega||^2} \Omega_{\nu}^{\beta_1 \cdots \beta_4} \chi_{a, \beta_1 \cdots \beta_4} \chi^a, \quad \hat{g}_{\mu\nu} = \left(\hat{g}_{\mu\nu}\right)^*.$$  \hspace{1cm} (5.2.18)

Here $\{\chi_a\}$, where $a, b, \ldots = 1, \ldots, h^{1,4}(X)$, is a basis of harmonic $(1, 4)$-forms and the comma in the subscripts of the forms $\omega$ and $\chi$ separates moduli space from Calabi-Yau indices and is not to be confused with the shorthand for differentiation used elsewhere.

Further, we need the field strength $G = dA$ (keeping in mind that $d$ is the 11-dimensional exterior derivative $d = d\tau \partial_0 + \tilde{d}$) for the three-form ansatz (5.2.5) and its Hodge dual which are given by

$$G = X^P d\tau \wedge N_P, \quad *G = -N^{-1} X^P J_P \wedge \Omega^Q \wedge J^Q.$$  \hspace{1cm} (5.2.19)

To derive the second equation we have used the result (3.5.44) for the dual of a real 3-form on a Calabi-Yau five-fold.

Inserting the ansätze (5.2.5) and (5.2.8) together with the last three equations into the bosonic action (2.1.2) and integrating over the Calabi-Yau five-fold, one finds the bosonic part of the one-dimensional effective action

$$S_{B, \text{kin}} = \frac{l^2}{2} \int d\tau N^{-1} \left\{ \frac{1}{4} G^{(1,1)}_{ij}(\xi) \hat{I}^i \hat{I}^j + \frac{1}{2} G^{(3)}_{PQ}(\xi) X^P X^Q + 4 V(\xi) G^{(1,4)}_{ab}(\xi) \chi^a \bar{\chi}^b \right\}$$  \hspace{1cm} (5.2.20)

at order zero in the $\beta$ expansion. Here $l = v/\kappa_{11}^2$, $v$ is an arbitrary reference volume of the Calabi-Yau five-fold\(^2\) and a total derivative term has been dropped. The moduli space metrics in the $(1, 1)$, $(1, 4)$ and 3-form sectors are given by

$$G^{(1,1)}_{ij}(\xi) = 4 \int_X \omega_i \wedge *\omega_j + 8 V \bar{\omega}_i \bar{\omega}_j,$$  \hspace{1cm} (5.2.21)

$$G^{(1,4)}_{ab}(\xi, \bar{\xi}) = \int_X \chi_a \wedge \bar{\chi}_b,$$  \hspace{1cm} (5.2.22)

$$G^{(3)}_{PQ}(\xi, \bar{\xi}) = \int_X N_P \wedge *N_Q,$$  \hspace{1cm} (5.2.23)

where $\bar{\omega}_i = g^{h^P}_{\mu\nu} \omega_{i\mu\nu}$.

### 5.2.3 Physical moduli space metrics

Since $h^{1,1}(X)$ need not be even, $G^{(1,1)}_{ij}$ is a genuinely real metric that cannot be complexified in general. This is compatible with the anticipated $\mathcal{N} = 2$ supersymmetry in

\(^2\)Related factors of $1/v$ should be included in the definition of the moduli space metrics (5.2.21)-(5.2.23) but will be suppressed in order to avoid cluttering the notation. These factors can easily be reconstructed from dimensional analysis.
one dimension, which only demands target spaces of sigma models to be Riemannian manifolds \[66\]. Using the results of section 3.5, these metrics can be computed as functions of the moduli. In the \((1,1)\) sector we have

\[
G_{ij}^{(1,1)}(t) = 8V \left[ G_{ij}^{(1,1)}(t) - 25 \frac{k_i k_j}{k^2} \right] = -\frac{2}{3} k_{ij} - \frac{5}{6} \frac{k_i k_j}{k},
\]

where \(k, k_i, k_{ij}\) etc. were defined in \(3.5.13\)–\(3.5.16\).

The standard moduli space metric \(G_{ij}^{(1,1)}\), as defined in section 3.5, can be obtained from the Kähler potential \(K^{(1,1)} = -\frac{1}{2} \ln k\) as \(G_{ij}^{(1,1)} = \partial_i \partial_j K^{(1,1)}\). We note that the physical sigma model metric (5.2.24) differs from the standard moduli space metric \(G_{ij}^{(1,1)}\) by a term proportional to \(k_i k_j\) and a rescaling by the volume. The latter is not really required at this stage and can be removed by a redefinition of time \(\tau\) but it will turn out to be a useful convention in the full supersymmetric version of the effective action. The additional term, however, cannot be removed, for example by a re-scaling of the fields \(t^i\).

As a consequence, unlike the standard moduli space metric, the physical metric is not positive definite. Rather, \(G^{(1,1)}\) has a Lorentzian signature \((-1, +1, \ldots, +1)\). This is in contrast to, for example, M-theory compactifications on Calabi-Yau three-folds \[54, 91\] where the sigma model metric in the \((1,1)\) sector is identical to the standard moduli space metric and, in particular, is positive definite. In the present case, the appearance of a single negative direction is, of course, not a surprise. Our sigma model metric in the gravity sector can be though of as a “mini-superspace” version of the DeWitt-metric, which is well-known to have precisely one negative eigenvalue \[92\] (see chapter 6, for more details). Here, we see that this negative direction lies in the \((1,1)\) sector. Another difference to the Calabi-Yau three-fold case is the degree of the function \(k\). For Calabi-Yau three-folds, \(k\) is a cubic while, in the present case, it is a quintic polynomial.

We now turn to the \((1,4)\) moduli space metric \(G_{ab}^{(1,4)}\) which is, in fact, equal to the standard moduli space metric in this sector and can, hence, be expressed as

\[
G_{ab}^{(1,4)} = \partial_a \partial_b K^{(1,4)}, \quad K^{(1,4)} = \ln \left[ i \int_X \Omega \wedge \bar{\Omega} \right]
\]

in terms of the Kähler potential \(K^{(1,4)}\). This is very similar to the three-fold case. In particular, \(G_{ab}^{(1,4)}\) is positive definite as it should be, given that the single negative direction arises in the \((1,1)\) sector.

Finally, in the 3-form sector one finds from the results in section 3.5.1 that the metric can be written as

\[
G_{PQ}^{(3)}(\overline{b} Z \bar{z}) = \frac{1}{2} J_{(P} \rho \sigma_{Q)ij} t^i t^j, \quad d_{PQij} = \int_X N_P \wedge N_Q \wedge \omega_i \wedge \omega_j,
\]

where we have introduced the intersection numbers \(d_{PQij} = -d_{QPij}\), which are purely topological. The metric (5.2.26) is Hermitian with respect to the complex structure \(J\).
This completes the definition of all objects which appear in the action (5.2.20).

5.2.4 What about \(\mu^i\)?

We see that this action does not depend on the gauge degrees of freedom \(\mu^i\) which appear in the ansatz (5.2.4) for the three-form \(A\), as should be the case. This demonstrates \(\mu^i\) independence at zeroth order in \(\beta\). To see the contributions from \(\mu^i\), we need to jump ahead and temporarily include the order \(\beta\) terms in our consideration. At first order in \(\beta\), there are three terms in the 11-dimensional theory, all of them topological, which contribute to \(\mu^i\) dependent terms in one dimension. These are the Chern-Simons term \(A \wedge G \wedge G\) in the bosonic CJS action (2.1.2) (if \(O(\gamma)\)-flux is non-zero), the Green-Schwarz term (2.2.11) and the Wess-Zumino term in the membrane action eq. (2.3.4). Evaluating these three terms leads to the one-dimensional contribution

\[
S_{B,\text{gauge}} = -\frac{1}{2} \beta_1 \int dt \, N \left[ 12 g \wedge \gamma + 24 W - c_4(X) \right]_i \mu^i ,
\]

where \(\beta_1 = (2\pi)^4 \beta / v^{4/5}\) is the one-dimensional version of the expansion parameter \(\beta\). The notation \([\ldots]_i\) indicates the components of the eight-form in brackets with respect to a basis \(\{\hat{\omega}^i\}\) of harmonic 8-forms dual to the harmonic 2-forms \(\{\omega_i\}\) or, in other words, \([\ldots]_i = \int_X [\ldots] \wedge \omega_i\).

Hence, at order \(\beta\) the \(\mu^i\) dependent terms do not automatically vanish. However, the bracket in eq. (5.2.27) vanishes once the integrability condition (5.1.11) is imposed. Put in a different way, the equation of motion for \(\mu^i\) from eq. (5.2.27) is simply the integrability condition (5.1.11)

\[
12 g \wedge \gamma + 24 W - c_4(X) = 0 .
\]

Therefore, the rôle of the gauge modes \(\mu^i\) is to enforce the integrability condition at the level of the equations of motion and, once the condition is imposed, the gauge modes disappear from the action as they should. The condition (5.1.11) can, therefore, also be interpreted as an anomaly cancellation condition which has to be satisfied in order to prevent a gauge anomaly of the M-theory 3-form \(A\) along the Calabi-Yau (1, 1) directions.

5.3 The fermionic reduction

One may ask if an explicit dimensional reduction of the fermionic part of the 11-dimensional action (2.1.1) is really necessary, for in many other cases, once the bosonic terms in the effective action are known the fermionic ones can be inferred from supersymmetry.
In the present case, there are a number of reasons why reducing at least some of the fermionic terms might be useful.

First of all, the structure of the bosonic action (2.1.2) points to some features of one-dimensional $\mathcal{N} = 2$ supersymmetry which are not well-developed in the literature. For example, the bosonic action (5.2.20) indicates a coupling between the two main types of $\mathcal{N} = 2$ supermultiplets, the $2a$ and $2b$ multiplets, which, to our knowledge, has not been worked out in the literature.

Also, in section 5.2, we have seen that it is important to keep the lapse function as a degree of freedom in the one-dimensional theory, as it generates an important constraint. In the context of supersymmetry, the lapse is part of the one-dimensional supergravity multiplet which one expects to generate a multiplet of constraints. Therefore, even though gravity is not dynamical in one dimension, we need to consider local one-dimensional $\mathcal{N} = 2$ supersymmetry as developed in chapter 4.

At any rate, given that the relevant supersymmetry is not as well established as in some other cases, it seems appropriate to back up our results by reducing some of the 11-dimensional fermionic terms as well. We will indeed encounter a surprise, namely the appearance of purely fermionic $(1, 3)$ zero modes without any matching bosons, which retrospectively justifies the additional effort of a fermionic reduction. This feature is somewhat puzzling from the point of view of higher-dimensional supersymmetry and can certainly not be clarified from the bosonic effective action alone.

In this section, we will, therefore, reduce the terms in the 11-dimensional action quadratic in fermions. These results together with the bosonic action are sufficient to uniquely fix the one-dimensional action in superspace form and, in addition, provide us with a number of independent checks. Four-fermi terms in the one-dimensional theory are then obtained from the superspace action and we will not derive them by reduction from 11 dimensions.

### 5.3.1 The gravitino zero modes ansatz

We start by writing down a zero mode expansion of the 11-dimensional gravitino $\Psi_M$ on the space-time $\mathcal{M} = \mathbb{R} \times X$. The covariantly constant, positive chirality spinor on $X$ is denoted by $\eta$ and its negative chirality counterpart by $\eta^*$ (for a summary of our spinor conventions see appendix A.2). The spinor $\eta$ is characterised by the annihilation conditions $\gamma^\mu \eta = 0$. Further, by $\omega^{(p,q)}_{\text{har}}(i)$ we denote the harmonic $(p,q)$ forms on $X$. Then, following the known rules for writing down a fermionic zero mode ansatz (see eq. (3.4.11) and refs. [52, 93]), we have

\begin{equation}
\Psi_0 = \psi_0(\tau) \otimes \eta + \bar{\psi}_0(\tau) \otimes \eta^*,
\end{equation}

\begin{equation}
\Psi_\mu = \sum_{p,q} \xi^{(i)}_{(p,q)}(\tau) \otimes (\omega^{(p,q)}_{\text{har}}(i), \alpha_1, \ldots, \alpha_{(p)}, \bar{\beta}_1, \ldots, \bar{\beta}_{(q-1)}, \gamma^* \alpha_1 \cdots \alpha_{(p)} \bar{\beta}_1 \cdots \bar{\beta}_{(q-1)} \eta)
\end{equation}
All the concrete examples of Calabi-Yau five-folds considered in this chapter are of the type. In this case, the 2, 2-piece of a real 4-form can be split off from the rest in a complex structure independent way and the fate of the 2, 2-part of the gravitino ansatz is as described in the previous paragraph. As a shorthand, we will refer to a 4-form that only comprises a (1, 3) and a (3, 1) piece as a 4-form and given the

\[ + \sum_{p,q} \xi^{(i)}_{(p,q)} (\tau) \otimes (\omega^{(p,q)}_{(i)\alpha_1...\alpha_{p}}\hat{\beta}_{1...\hat{(q-1)}\beta}\gamma^{\alpha_1...\alpha_{p}\hat{\beta}_{1...\hat{(q-1)}\beta}}\eta^*) \text{,} \]

(5.3.2)

\[ \Psi_p = (\Psi^*)^p \text{.} \]

(5.3.3)

Here, \( \xi^{(i)}_{(p,q)} \) and \( \xi^{(i)}_{(p,q)}^* \) are one-dimensional complex fermions which represent the zero-modes in the \( (p, q) \) sector of the Calabi-Yau five-fold and \( \eta_0 \) is the one-dimensional gravitino. The sums over \( (p, q) \) in (5.3.2) run over all non-trivial cohomology groups of the Calabi-Yau five-fold. Let us discuss the various \( (p, q) \) sectors in the first sum in (5.3.2) in detail. For \( (p, q) = (1, 4) \) the number of annihilating gamma matrices, \( \gamma^\mu \) exceeds the number of creating ones, \( \gamma^\mu \), and, as a result, this term vanishes. Further, for all cases with \( q = p + 1 \) the number of creation and annihilation gamma matrices is identical. Anti-commuting all \( \gamma^\mu \) to the right until they annihilate \( \eta \) one picks up inverse metrics \( g^\mu_\nu \) which ultimately contract the harmonic \( (p, p + 1) \) forms \( \omega^{\mu_1...\mu_{p+1}} \) to harmonic \( (0, 1) \) forms. Since the latter do not exist on Calabi-Yau five-folds all terms with \( q = p + 1 \) vanish. This leaves us with the cases where \( p \geq q \). Among those, only the terms with \( (p, q) = (2, 2), (3, 2) \) contain both creation and annihilation matrices.

For \( (p, q) = (2, 2) \), anti-commuting leads to a single inverse metric which converts the harmonic \( (2, 2) \)-forms into harmonic-(1, 1) forms. Therefore, the \( (2, 2) \)-part can effectively be absorbed into the \( (1, 1) \) term and does not need to be written down independently. The same argument applies to the \( (3, 2) \)-part which can be absorbed into the \( (2, 1) \) contribution. By the gamma matrix structure and the annihilation property of \( \eta^* \) all but the \( (5, 0) \) term in the second sum in (5.3.2) vanish. Using the Fierz identity (3.4.12), the \( (5, 0) \) term in the second sum can be converted into a term with the \( (1, 1) \) structure of the first sum and can, hence, be absorbed by the \( (1, 1) \) contribution.

In summary, all we need to write down explicitly are the \( (p, q) \) terms with \( q = 1 \) and \( p = 1, 2, 3, 4 \).

For the same reason as explained in the previous subsection on the bosonic reduction, it is advantageous to use the real 3-form formulation, developed in section 3.5.1, to capture the dynamics of the \( (2, 1) \)-sector while avoiding off-diagonal kinetic terms mixing in time derivatives of \( (4, 1) \)-fields.

Similarly, we will use the real 4-form formulation, also described in section 3.5.1, in the \( (1, 3) \)-sector. A general 4-form, which is always purely topological, can be decomposed into \( (1, 3), (3, 1) \) and \( (2, 2) \) pieces using the complex structure of the Calabi-Yau five-fold \( X \). Henceforth, we will restrict our attention to Calabi-Yau five-folds whose \( (2, 2) \)-forms are completely generated by the product of two \( (1, 1) \)-forms. All the concrete examples of Calabi-Yau five-folds considered in this chapter are of this type. In this case, the \( (2, 2) \)-piece of a real 4-form can be split off from the rest in a complex structure independent way and the fate of the \( (2, 2) \)-part of the gravitino ansatz is as described in the previous paragraph. As a shorthand, we will refer to a 4-form that only comprises a \( (1, 3) \) and a \( (3, 1) \) piece as a 4-form and given the
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restriction on $h^{2,2}(X)$, this restriction is also purely topological. The $\hat{4}$-forms are thus well-suited to describe the $(1,3) + (3,1)$-sector of the reduction in a way independent of the complex structure moduli. To this end, it is convenient to choose a particular basis of real 4-forms, $\{O_X\}_{X = 1,...,b^3(X)}$, such that the first $2h^{1,3}(X)$ 4-forms, denoted $\{O_{\hat{X}}\}_{\hat{X} = 1,...,2h^{1,3}(X)}$, only contain $(1,3)$ and $(3,1)$-pieces and the remaining $h^{2,2}(X)$ 4-forms, denoted $\{O_{\hat{3}}\}_{\hat{3} = 1,...,b^2(2,2)}$, only contain $(2,2)$-parts. This basis choice is complex structure independent for the class of manifolds under consideration. The $\hat{4}$-forms then lie in the sub-vector space spanned by $\{O_{\hat{3}}\}$. For a general Calabi-Yau five-fold, a more complicated intertwining of the Kähler and complex structure moduli with the $(1,3)$-fields arises leading to additional interaction terms in the one-dimensional effective action. It should be appreciated that this is a relatively mild restriction as it only affects the $(1,3)$-sector’s couplings to fields of other sectors. Our analysis of all other sectors by themselves does not rest on this restriction.

After some relabelling, adopting the notation in section 3.5 for the harmonic forms and introducing numerical factors for later convenience, the gravitino ansatz now reads

$$\Psi_0 = \psi_0(\tau) \otimes \eta^\ast + \bar{\psi}_0(\tau) \otimes \eta,$$

$$\Psi_\mu = \psi^i(\tau) \otimes (\omega_{i,a_1\ldots a_3} \eta^a) + \frac{i}{4} \Lambda^P(\tau) \otimes (N_{P,a_1 a_2 a_3} \gamma^{a_1 a_2} \eta),$$

$$+ \frac{1}{4} \tilde{Y}_\mu(\tau) \otimes (O_{\hat{X},a_1 \ldots a_4} \gamma^{a_1 \ldots a_4} \eta) = \frac{1}{4i} \tilde{r}_\mu(\tau) \otimes (||\Omega||^{-1} \tilde{X}_{a_1 \ldots a_4} \gamma^{a_1 \ldots a_4} \eta),$$

$$\Psi_\mu = (\Psi_\mu)^\ast,$$

The four terms in (5.3.5) correspond to the $(1,1)$, $(2,1)$, $(3,1)$ and $(4,1)$ sectors, respectively. The harmonic $(1,1)$-forms are denoted by $\omega_{i,a}$ where $i, j, \ldots = 1, \ldots, h^{1,1}(X)$, the real 3-forms are denoted by $N_{P,a}$, where $P, Q, \ldots = 1, \ldots, b^3(X)$, the real $\hat{4}$-forms by $O_{\hat{X}}$, where $\hat{X}, \hat{Y}, \ldots = 1, \ldots, 2h^{1,3}(X)$ and the $(1,4)$-forms by $X_{a}$, where $a, b, \ldots = 1, \ldots, h^{1,4}(X)$. In the same order, the associated zero modes, which are complex one-dimensional fermions, are denoted by $\bar{\psi}_i^\mu, \Lambda^P, Y_{\hat{X}}$ and $\kappa^a$.

It is clear that the number of zero modes cannot be reduced any further and that these four types of modes are independent. Three of them, the $(1,1)$, 3-form and $(1,4)$ modes pair up with corresponding bosonic zero modes in the same sectors. The $\hat{4}$-form modes, however, have no bosonic zero mode partners and one of our tasks will be to understand how they can be incorporated into a supersymmetric one-dimensional effective theory.

Had we written the second term in (5.3.5) in $(2,1)$-language $\Psi_\mu = \ldots - 1/4\Lambda^P(\tau) \otimes (\nu_{P,a_1 a_2 a_3} \gamma^{a_1 a_2} \eta) + \ldots$, we would have identified a set of $h^{2,1}(X)$ complex one-dimensional fermions in this sector. From (5.3.5) however, there appear to be $b^3(X) = 2h^{2,1}(X)$ complex one-dimensional fermions. This apparent factor of two discrepancy in the number of degrees of freedom is resolved by observing that a successive insertion of
eqs. (3.5.35)-(3.5.38) into the second term in (5.3.5) leads to a constraint in the form of a projection condition on the 3-form fermions \( \Lambda^P \)

\[
P_+ P^Q \Lambda^P = \Lambda^Q , \quad \text{(and: } P_- P^Q \Lambda^P = \Lambda^Q ) ,
\]

(5.3.7)

where the projectors \( P_\pm P^Q \) were defined in (3.5.46). This condition, which is equivalent to \( P_- P^Q \Lambda^P = 0 \), precisely halves the number of degrees of freedom so as to match the counting in (2, 1)-language. In other words, there are \( 1/2 b^3(X) = h^{2,1}(X) \) complex one-dimensional fermions in this sector. It can be shown that this constraint also applies to the time derivative and supersymmetry transformation of \( \Lambda^P \)

\[
P_+ P^Q (\delta \epsilon \Lambda^P) = \delta \epsilon \Lambda^Q ,
\]

(5.3.8)

implying in particular that the projection operators commute with both supersymmetry and time translation when acting on \( \Lambda^P \)

\[
\left[ P_\pm P^Q , \partial_0 \right] \Lambda^P = 0 , \quad \left[ P_\pm P^Q , \delta \epsilon \right] \Lambda^P = 0 .
\]

(5.3.9)

The projection condition is thus preserved under both operations as is required by consistency. Eqs. (5.3.7)-(5.3.9) will play important rôles in finding the correct superspace formulation for this sector later in section 5.4.

By complete analogy, we learn that the 4-form sector really only contains \( h^{1,3}(X) \) complex one-dimensional fermions and not \( 2 h^{1,3}(X) \) as is suggested by the third term in (5.3.5). By using eqs. (3.5.60) and (3.5.62) and the third term in (5.3.5), we infer

\[
P_+ P^\hat{Y} \hat{X} Y^\hat{Y} = Y^\hat{X} , \quad \text{(and: } P_- P^\hat{Y} \hat{X} Y^\hat{Y} = Y^\hat{X} ) ,
\]

(5.3.10)

thereby halving the number of degrees of freedom. The projection operators \( P_\pm P^\hat{Y} \hat{X} \) were defined in (3.5.72). Eq. (5.3.10) implies

\[
P_+ P^\hat{Y} \hat{X} Y^\hat{Y} = Y^\hat{X} , \quad \left[ P_\pm P^\hat{Y} \hat{X} , \partial_0 \right] Y^\hat{Y} = 0 ,
\]

(5.3.11)

\[
P_+ P^\hat{Y} \hat{X} (\delta \epsilon Y^\hat{Y}) = \delta \epsilon Y^\hat{X} , \quad \left[ P_\pm P^\hat{Y} \hat{X} , \delta \epsilon \right] Y^\hat{Y} = 0
\]

(5.3.12)

guaranteeing the preservation of the projection condition under time translation and supersymmetry. The compatibility conditions (5.3.11)-(5.3.12) are, of course, required for consistency.

To summarise, we list in table 5.1 the various zero modes arising from an M-theory reduction. The bosonic zero modes from section 5.2.1 are also included in order to provide a precursor of how these fields pair up into supermultiplets as will be presented in section 5.4.
5.3.2 Performing the fermionic reduction

Before reducing the fermionic terms, we need explicit expressions for the vielbein, its time derivative and the spin connection. In particular, it should be kept in mind that the gravitino ansatz (5.3.4)–(5.3.6) implicitly depends on the vielbein since the curved index gamma matrices $\gamma_\mu$ that appear have to be replaced by flat index gamma matrices $\gamma_\mu$ via $\gamma_\mu = e_\mu^\nu\gamma_\nu$.

We begin with the vielbein. From the metric ansatz (5.2.3) with the 10-dimensional metric taken to be purely $(1, 1)$, its non-zero components are $e_{00} = -N/2$, $e_{\mu\nu}$ and $e_{\bar{\mu}\bar{\nu}}$, so that $g_{\mu\bar{\nu}} = e_{\mu\rho}e_{\bar{\nu}\bar{\sigma}}\eta^{\rho\bar{\sigma}}$ is the Ricci-flat metric on the Calabi-Yau five-fold. Of course, the 10-dimensional part of the vielbein depends on the Calabi-Yau Kähler moduli $t^i(\tau)$ and the complex structure moduli $z^a(\tau)$ and, hence, its time-derivative is non-zero. From the time derivative (5.2.18) for the metric one finds

$$\dot{e}_{\mu\nu} = -\frac{i}{2}\omega_{i\mu}^\rho e_{\rho\nu}^{i\bar{i}} , \quad (5.3.13)$$

$$\dot{e}_{\mu\bar{\nu}} = -\frac{1}{12||\Omega||^2}\Omega_\mu^{\beta_1...\beta_4}\chi_{\beta_1...\beta_4\gamma_{\mu}}e_{\gamma\nu}^{\bar{a}\bar{a}} , \quad (5.3.14)$$

and similarly for the complex conjugates. From the equations above together with (5.2.9) and the covariant constancy of the vielbein

$$\nabla_M e_{N}^{\rho} = \partial_M e_{N}^{\rho} - \Gamma_{\rho MN}^{Q} e_{Q}^{\rho} + \omega_{M}^{\rho Q} e_{N}^{Q} = 0 , \quad (5.3.15)$$

we find expressions for the 11-dimensional spin-connection $\omega_{N}^{\mu Q}$. Its only non-zero components are given by

$$\omega_{\mu}^{i0} = -iN^{-1}\omega_{i\mu}^{\rho} e_{\rho}^{i\bar{i}} , \quad (5.3.16)$$

| cohomology | bosonic zero modes | fermionic zero modes |
|------------|-------------------|---------------------|
| $H^{1,1}(X)$ | $h^{1,1}(X)$ real, Kähler moduli | $h^{1,1}(X)$ complex, from gravitino |
| $H^{1,2}(X)$ | $h^{1,2}(X)$ complex, from 3-form | $h^{1,2}(X)$ complex, from gravitino |
| $H^{1,3}(X)$ | $-$ | $h^{1,3}(X)$ complex, from gravitino |
| $H^{2,2}(X)$ | $-$ | $-$ |
| $H^{1,4}(X)$ | $h^{1,4}(X)$ complex structure moduli | $h^{1,4}(X)$ complex, from gravitino |
| $H^{2,3}(X)$ | $-$ | $-$ |

Table 5.1: Summary of zero modes arising from an M-theory reduction on a Calabi-Yau five-fold $X$. 


\[ \omega_\mu^{\bar{\nu}} = - \frac{1}{6|\Omega|^2} N^{-1} \Omega_\mu^{\beta_1 \ldots \beta_4} \chi_{\alpha\beta_1 \cdots \beta_4 \psi} \tilde{\omega}_m, \quad (5.3.17) \]

plus their complex conjugates and the components \( \omega_m^{\bar{\nu}} \) of the Calabi-Yau spin connection, computed from the 10-dimensional vielbein \( e_{\mu}^{\bar{\nu}} \). The complex conjugates of the components listed above are, of course, also present. The components of the 11-dimensional covariant derivative \( D_M \) defined in (2.1.5) then become

\[
D_0 = \partial_0, \\
D_\mu = \hat{D}_\mu + \frac{i}{2} N^{-1} \omega_{i\mu}^{\bar{\nu}} \bar{\gamma}^\nu \Gamma_0 + \frac{1}{12|\Omega|^2} N^{-1} \Omega_\mu^{\beta_1 \ldots \beta_4} \chi_{\alpha\beta_1 \cdots \beta_4} \bar{\psi} \gamma^\nu \Gamma_0, \\
D_\bar{\mu} = (D_\mu)^*,
\]

where \( \hat{D}_\mu \) is the covariant derivative on the Calabi-Yau five-fold.

Inserting the gravitino ansatz (5.3.4)–(5.3.6) into the fermionic action (2.1.8) produces a vast number of terms – even when restricting to terms quadratic in fermions. Each of these terms contains a product of a certain number of gamma matrices sandwiched between two spinors \( \eta \) or \( \eta^* \). Luckily, on a Calabi-Yau five-fold there only exist a very limited number of non-vanishing such spinor bilinears, namely \( \eta \eta^* \), \( \bar{\eta} \bar{\eta} \), \( \Omega_{\mu_1 \ldots \mu_5} \), and their complex conjugates (see section 3.4 for details). As a result, many terms in the reduction vanish immediately, due to their gamma matrix structure. The remaining terms can be split into two types. The first type leads to one-dimensional fermion kinetic terms and such terms originate from the 11-dimensional Rarita-Schwinger term in the action (2.1.8). The second type leads to one-dimensional Pauli terms, that is couplings between two fermions and the time derivative of a boson, which descend from all the remaining terms in the action (2.1.8), quadratic in fermions.

After inserting the gravitino ansatz and integrating over the Calabi-Yau manifold, the Rarita-Schwinger term gives rise to the following fermion kinetic terms\(^3\)

\[
S_{\text{kin}} = -\frac{i}{2} \int d^2 \tau \left\{ G^{(1,1)}_{ij}(t) (\bar{\psi}^i \gamma^j \psi^i - \psi^i \gamma^j \bar{\psi}^i) + G^{(3)}_{PQ} (\bar{\psi}^3 \gamma^P \psi^3 - \bar{\psi}^3 \gamma^P \psi^3) \right. \\
+ 3 G^{(4)}_{\chi^3}(t) (\bar{\chi}^3 \gamma^\xi \chi^3 - \chi^3 \gamma^\xi \bar{\chi}^3) + 4 V(t) G^{(1,4)}_{ab}(\bar{\chi}^4 \gamma^a \chi^4 - \bar{\chi}^4 \gamma^a \chi^4) \left. \right\}. \quad (5.3.21)
\]

Here, \( G^{(1,1)}_{ij} \), \( G^{(3)}_{PQ} \) and \( G^{(1,4)}_{ab} \) are the moduli space metrics for the (1,1), 3-form and (1,4) bosons exactly as defined in the previous section (see eqs. (5.2.21)–(5.2.23)). Since there are no 4-form bosons, we have not yet encountered the metric \( G^{(4)}_{\chi^3} \). It is given by

\[
G^{(4)}_{\chi^3}(t) = \int_X \, O_{\chi} \wedge * O_{\chi} = -d_{\chi^3} \gamma^i \psi^i, \quad d_{\chi^3} \gamma^i = \int_X \, O_{\chi} \wedge O_{\chi} \wedge \omega_i \quad (5.3.22)
\]

\(^3\)For an illustrative example of how the fermionic reduction is performed explicitly, the reader is referred to appendix [8,4]. There, we provide a step-by-step explanation of how the kinetic term for the (1,1)-fermions (that is, the first term in (5.3.21)) is calculated from 11 dimensions.
in terms of the intersection numbers $d_{\hat{x}\hat{y}} = d_{\hat{j}\hat{k}}$, which are purely topological for the class of five-folds we are considering. To evaluate $*O_\hat{j}$ in the above integral we have used the result for the Hodge dual of $4$-forms from eq. (3.5.68).

Reducing the other fermion bilinear terms in the 11-dimensional action (2.1.8), we find for the Pauli terms

$$S_{\text{FPauli}} = \frac{i}{2} \int dt \left\{ i N^{-1} G^{(1,1)}_{ij} (\xi) (\psi^i \psi_0 + \bar{\psi}^i \bar{\psi}_0) \xi^j + \frac{i}{2} G^{(1,1)}_{ij,k} (\xi) (\psi^k \bar{\psi}^i + \bar{\psi}^k \psi^j) \xi^j \right. $$

$$+ i N^{-1} G^{(3)}_{PQ} (L \bar{Z} \bar{Z}) (\Lambda^P \psi_0 + \bar{\Lambda}^P \bar{\psi}_0) \bar{X}^Q + i G^{(3)}_{PQ,a} (L \bar{Z} \bar{Z}) (\psi^i \bar{\Lambda}^P + \bar{\psi}^i \Lambda^P) \bar{X}^Q - \frac{i}{2} G^{(3)}_{PQ,a} (L \bar{Z} \bar{Z}) \Lambda^P \bar{\Lambda}^Q \bar{a} \alpha + G^{(3)}_{PQ,a} (L \bar{Z} \bar{Z}) \bar{\kappa}^d \Lambda^P \bar{X}^Q + \frac{i}{2} G^{(3)}_{PQ,a} (L \bar{Z} \bar{Z}) \Lambda^P \bar{\Lambda}^Q \bar{a} \alpha - G^{(3)}_{PQ,a} (L \bar{Z} \bar{Z}) \bar{\kappa}^d \Lambda^P \bar{X}^Q + \right.$$

$$\left. 2i VG^{(1,4)}_{ab,c} (\bar{Z} \bar{Z}) \kappa^d \bar{R}^b \bar{z}^c - 2i VG^{(1,4)}_{ab,c} (\bar{Z} \bar{Z}) \bar{\kappa}^d \bar{R}^b \bar{z}^c \right.$$

$$- 4N^{-1} VG^{(1,4)}_{ab} (\bar{Z} \bar{Z}) (\psi_0 \kappa^d \bar{R}^b \bar{z}^c - \bar{\psi}_0 \bar{R}^b \bar{z}^c) - \frac{1}{3!} K_{ij} G^{(1,4)}_{ab} (\bar{Z} \bar{Z}) (\psi^i \bar{R}^b \bar{z}^c - \bar{\psi}^i \bar{R}^b \bar{z}^c) \right\}.$$ (5.3.23)

This completes the dimensional reduction of the fermionic part of the 11-dimensional action at the level of terms quadratic in fermions. Our complete result for the one-dimensional effective action in components, four-fermi terms not included, is given by the sum of the bosonic action (5.2.20) and the two fermionic parts (5.3.21) and (5.3.23).

Next, we need to verify that this action is indeed invariant under one-dimensional $\mathcal{N} = 2$ local supersymmetry, as it should be. In the following section, we will do this by writing down a superspace action whose associated component action coincides with our reduction result. This superspace action then also determines the four-fermion terms, which we have not explicitly computed by dimensional reduction.

### 5.4 Migrating to supertime

In this section, we will make extensive use of the results of chapter 4 to cast the one-dimensional effective action calculated in the two previous sections into curved $\mathcal{N} = 2$ supertime.

#### 5.4.1 $\mathcal{N} = 2$ supersymmetry transformations and multiplets

First, however, we need to identify how the zero modes of M-theory on Calabi-Yau five-folds fall into super-multiplets of one-dimensional $\mathcal{N} = 2$ supersymmetry. It is a plausible assumption that bosonic and fermionic zero modes that arise from the same sector of harmonic $(p,q)$-forms on the five-fold pair up into supermultiplets. For example, the $h^{1,1}(X)$ Kähler moduli $i^j$ should combine with the same number
of $(1,1)$ fermions $\psi^i$. Since the Kähler moduli $t^i$ are real scalars the resulting $h^{1,1}(X)$ supermultiplets must be of type $2a$. In the $(1,4)$ sector, on the other hand, we have $h^{1,4}(X)$ complex scalars $z^a$ (the complex structure moduli) and the same number of complex fermions $\kappa^a$ so one expects $h^{1,4}(X)$ supermultiplets of type $2b$. The 3-form sector is somewhat more peculiar. There are $b^3(X)$ real scalars $X^P$ and the same number of complex fermions $\Lambda^P$ fitting nicely into $b^3(X)$ $2a$ multiplets. However, we also need to take into account the constraint (5.3.7) on the fermions, which halves their number. The result is a set of constrained $2a$ multiplets with the same number of degrees of freedom as $1/2 b^3(X)$ $2b$ multiplets, reminding us of their original nature. This leaves us with the $4$-form fermions $\Upsilon^X$. They have no bosonic zero mode partners so cannot be part of either the standard $2a$ or $2b$ multiplets. The natural guess is for them to form $2 h^{1,3}(X)$ fermionic $2b$ multiplets. As for the 3-form fermions, there is the constraint (5.3.10), which reduces their number by a factor of two. That is, we have $h^{1,3}(X)$ complex one-dimensional fermions in this sector. Finally, the lapse function $N$ and the component $\psi_0$ of the 11-dimensional gravitino should form the one-dimensional gravity multiplet. We now verify this assignment of supermultiplets by a reduction of the 11-dimensional supersymmetry transformations.

Our task is to reduce the 11-dimensional supersymmetry transformations (2.1.16)-(2.1.19) for the metric ansatz (5.2.3), the associated spin connection (5.3.16)-(5.3.17), the three-form ansatz (5.2.4) and the gravitino ansatz (5.3.4)-(5.3.6). We denote the spinor parametrising 11-dimensional supersymmetry transformations by $\epsilon^{(11)}$ in order to distinguish it from its one-dimensional counterpart $\epsilon$. The 11-dimensional spinor can then be decomposed as (cf. eq. (5.1.14))

$$
\epsilon^{(11)} = \frac{i}{2} \epsilon \otimes \eta^* - \frac{i}{2} \bar{\epsilon} \otimes \eta, \quad (5.4.1)
$$

where $\eta$ is the covariantly constant spinor on the Calabi-Yau five-fold. Inserting all this into the 11-dimensional supersymmetry transformations and collecting terms proportional to the same harmonic Calabi-Yau forms we find the supersymmetry transformations of the various zero modes. For the lapse function $N$ and the time component $\psi_0$ of the gravitino they are

$$
\begin{align*}
\delta_\epsilon N &= -e \bar{\psi}_0, & \delta_\epsilon \psi_0 &= i \epsilon, & \delta_\epsilon \bar{\psi}_0 &= 0 \\
\delta_\bar{\epsilon} N &= \bar{\epsilon} \psi_0, & \delta_\bar{\epsilon} \psi_0 &= 0, & \delta_\bar{\epsilon} \bar{\psi}_0 &= -i \bar{\epsilon}.
\end{align*} \quad (5.4.2)
$$

These transformations are identical to the one for a one-dimensional $\mathcal{N} = 2$ supergravity multiplet as can be seen by comparing with section 4.3.

For the other zero modes, we find the supersymmetry transformations

$$
(1,1): \quad \delta_\epsilon t^i = -e \psi^i, \quad \delta_\epsilon \psi^i = 0, \quad \delta_\epsilon \bar{\psi}^i = \frac{i}{2} N^{-1} e i^j + \ldots, \quad (5.4.3)
$$
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3-form: \( \delta \epsilon X^P = -\epsilon \Lambda^P, \quad \delta \epsilon \Lambda^P = 0, \quad \delta \epsilon \bar{\Lambda}^P = i N^{-1} \epsilon P_{-Q} X^Q + \ldots \) 

4-form: \( \delta \epsilon \tilde{Y}^\dot{\epsilon} = 0 + \ldots, \quad \delta \epsilon \bar{\tilde{Y}}^\dot{\epsilon} = 0 \) 

(1, 4): \( \delta \epsilon z^a = i \epsilon \kappa^a, \quad \delta \epsilon \bar{z}^a = 0, \quad \delta \epsilon \bar{\kappa}^a = 0, \quad \delta \epsilon \bar{\bar{\kappa}}^a = N^{-1} \epsilon \bar{\bar{z}}^a + \ldots \) 

and similarly for the \( \bar{\epsilon} \)-variation. The dots indicate terms cubic in fermions which we have omitted.\(^4\) To arrive at the last equation in (5.4.4), we have performed a compensating transformation, making use of a local fermionic symmetry. Namely, the action (5.3.21), (5.3.23) is invariant under

\[
\delta \Lambda^P = P_{-Q} \bar{l}^Q, \quad (\text{and: } \delta \bar{\Lambda}^P = P_{+Q} \bar{l}^Q),
\]

for a set of local complex fermionic parameters \( l^Q \), while all other fields do not transform. The constraint (5.3.7) on \( \Lambda^P \) may be viewed as a gauge choice with respect to this symmetry. The form of the last equation in (5.4.4) then guarantees the preservation of this gauge choice under a supersymmetry transformation as required by eq. (5.3.8).

Even though the 4-form fermions \( Y^\dot{\epsilon} \) are subject to the same kind of constraint (cf. eq. (5.3.10)), there is no associated local symmetry. This is because the proof that (5.4.7) is a symmetry crucially hinges on the Hermiticity of the 3-form metric (cf. eq. (3.5.52)), but the 4-form metric is not Hermitian.

Again, comparing with the results for the supersymmetry transformations of the various one-dimensional \( \mathcal{N} = 2 \) multiplets given in chapter 4, we confirm the assignment of zero modes into supermultiplets discussed above. In particular, the transformation of the 4-form fermions \( Y^\dot{\epsilon} \) indicates that they should indeed be part of fermionic 2b supermultiplets.

To summarise these results, we write down the explicit off-shell component expansion for all superfields in terms of the Calabi-Yau five-fold zero modes and appropriate auxiliary fields. Taking into account the component structure of the various supermultiplets derived in chapter 4, we have

SUGRA (2a): \( \mathcal{E} = -N - i \frac{\theta}{2} \bar{\psi}_0 - i \frac{\bar{\theta}}{2} \bar{\psi}_0, \) 

(1, 1) (2a): \( T^i = t^i + i \theta \bar{\psi}^i + i \bar{\theta} \bar{\psi}^i + \frac{1}{2} \theta \bar{\theta} f^i, \) 

3-form (2a): \( X^P = X^P + i \theta \Lambda^P + i \bar{\theta} \bar{\Lambda}^P + \frac{1}{2} \theta \bar{\theta} g^P, \) 

4-form (2b) – fermionic: \( \mathcal{R}^\dot{\epsilon} = Y^\dot{\epsilon} + \theta H^\dot{\epsilon} + \frac{i}{2} N^{-1} \theta \bar{\theta} (Y^\dot{\epsilon} - \psi_0 H^\dot{\epsilon}), \)  

\( ^4\)It may be a bit surprising that the transformations above do not seem to mix fields of different types (that is (1, 1), (1, 4), etc.) despite the plethora of cross-sector interaction terms in the action. However, this is merely an artefact due to the omission of \( \text{fermi}^3 \) terms. That is, the sector-mixing terms in the transformations are all of order \( \text{fermi}^3 \), which can be seen by taking the full, off-shell supersymmetry transformations of chapter 4 and eliminating the auxiliary fields.
where \( f^i, g^P \) and \( H^\hat{X} \) are bosonic auxiliary fields. These auxiliary fields can, of course, not be obtained from the reduction (since 11-dimensional supersymmetry is realised on-shell) and have to be included by hand. Full, off-shell supersymmetry transformations for all the above components are given in chapter 4.

5.4.2 Supertime version of the one-dimensional effective action

Having identified the relevant supermultiplets and their components, our next step is to write down an \( \mathcal{N} = 2 \) superspace version of the one-dimensional effective action. For the most part, an appropriate form for the superspace action can be guessed based on the bosonic action (5.2.20). Basically, all one has to do is to promote the bosonic fields in this action to their associated superfields, replace time derivatives by super-covariant derivatives \( D \) or \( \bar{D} \) and integrate over superspace.

In addition, we need to implement the constraint (5.3.7) on the 3-form fermions \( \Lambda^P \) at the superspace level. The superpartner of the constraint (5.3.7) turns out to be

\[
g^P = N^{-1} J_{QP} X^Q + N^{-1} (\psi_0 \Lambda^P - \bar{\psi}_0 \bar{\Lambda}^P) . \tag{5.4.13}
\]

Note that since the only object in this equation depending on the complex structure moduli is \( J_{QP} \), it follows that \( J_{QP} X^Q = 0 \).

Constraints (5.3.7) and (5.4.13) form a constraint multiplet and can hence be obtained from a single complex superspace equation

\[
P_{-P} \mathcal{O}(Z, \bar{Z}) \mathcal{D}X^P = 0 , \quad \text{(and c.c.)} , \tag{5.4.14}
\]

where \( P_{-P} \mathcal{O}(Z, \bar{Z}) \) is the superspace version of the projection operator \( P_{-P} \mathcal{O} \) defined in (5.5.46). The superspace constraint (5.4.14) follows from a superspace action by introducing a set of \( b^3(X) \) complex fermionic Lagrange multiplier superfields \( L_P \)

\[
L_P = L_P^{(0)} + \theta L_P^{(1)} + \bar{\theta} L_P^{(2)} + \frac{1}{2} \theta \bar{\theta} L_P^{(3)} . \tag{5.4.15}
\]

The action for the fermionic Lagrange multiplier superfields is then given by

\[
- \frac{i}{2} \int d\tau d^2 \theta \mathcal{E} \left( L_Q P_{-P} \mathcal{O}(Z, \bar{Z}) \mathcal{D}X^P - L_Q P_{+P} \mathcal{O}(Z, \bar{Z}) \mathcal{D}X^P \right) . \tag{5.4.16}
\]

This takes care of all but the fermionic multiplets in the \( \hat{4} \)-form sector whose superfield action has to be inferred from the fermionic component action (5.3.21), (5.3.23). In particular, the \( \hat{4} \)-form part of the superspace action should be such that the bosons \( H^\hat{X} \) in the fermionic multiplets are non-dynamical. As for the 3-form case, we need to
implement the constraint (5.3.10) on the 4-form fermions $Y$ at the superspace level. The superpartner of the constraint (5.3.10) is simply

$$P_{\pm Y} \tilde{X} H \tilde{Y} = H \tilde{X}, \quad \text{(and c.c.)}.$$  \hfill (5.4.17)

Eqs. (5.3.10) and (5.4.17) are part of a single superspace equation

$$P_{- Y} \tilde{X} (Z, \bar{Z}) \mathcal{R} \tilde{Y} = 0, \quad \text{(and c.c.)},$$  \hfill (5.4.18)

which can be obtained from a superspace action principle

$$-\frac{1}{2} \int d\tau d^2 \theta \mathcal{E} \left( L_{X} P_{- Y} \tilde{X} (Z, \bar{Z}) \mathcal{R} \tilde{Y} - L_{X} P_{+ Y} \tilde{X} (Z, \bar{Z}) \mathcal{R} \tilde{X} \right)$$ \hfill (5.4.19)

by means of a set of 2 $h^{1,3}(X)$ complex fermionic Lagrange multiplier superfields $L_{X}$, which have the same component expansion as in eq. (5.4.15). $P_{\pm Y} \tilde{X} (Z, \bar{Z})$ are the superspace versions of the projection operators $P_{\pm Y} \tilde{X}$ defined in (3.5.72).

Combining all this, the suggested superspace action is

$$S_{1} = -\frac{1}{2} \int d\tau d^2 \theta \mathcal{E} \left\{ G_{ij}^{(1,1)} (\mathcal{T}) \mathcal{D} T^{i} \mathcal{D} T^{j} + G_{PQ}^{(3)} (\mathcal{T}, Z, \bar{Z}) \mathcal{D} \chi^{P} \mathcal{D} \chi^{Q} - 3G_{i}^{(4)} (\mathcal{T}) R^{i} \mathcal{D} \tilde{Y} + 4V(\mathcal{T}) G_{ab}^{(1,4)} (Z, \bar{Z}) \mathcal{D} Z^{a} \mathcal{D} \bar{Z}^{b} + \left( L_{Q} P_{- P}^{Q} (Z, \bar{Z}) \mathcal{D} \chi^{P} + L_{X} P_{- Y} \tilde{X} (Z, \bar{Z}) \mathcal{R} \tilde{Y} + \text{c.c.} \right) \right\}.$$ \hfill (5.4.20)

This action can be expanded out in components using the formulæ of chapter 4. The result can be split into (1, 1), 3-form, 4-form and (1, 4) parts by writing

$$S_{1} = \frac{1}{2} \int d\tau \left\{ \mathcal{L}^{(1,1)} + \mathcal{L}^{(3)} + \mathcal{L}^{(4)} + \mathcal{L}^{(1,4)} \right\}.$$

\hfill (5.4.21)

For these four parts of the Lagrangian in (5.4.21) we find, after taking into account the constraints (5.3.7) and (5.4.15) and using the formulæ provided in section 3.5.1

$$\mathcal{L}^{(1,1)} = \frac{1}{4} N^{-1} G_{ij}^{(1,1)} (\mathcal{T}) i^{j} i^{j} - \frac{i}{2} G_{ij}^{(1,1)} (\mathcal{T}) (\psi^{i} \bar{\psi}^{j} - \bar{\psi}^{i} \psi^{j}) + \frac{i}{4} N G_{ij}^{(1,1)} (\mathcal{T}) f^{i} f^{j} + \frac{i}{2} N^{-1} G_{ij}^{(1,1)} (\mathcal{T}) \psi_{0} \bar{\psi}_{0} \bar{\psi}^{i} \psi^{j} \hfill (5.4.22)$$

$$- \frac{1}{2} N G_{ij}^{(1,1)} (\mathcal{T}) (\psi^{i} \bar{\psi}^{j} f^{k} - \bar{\psi}^{k} \psi^{i} f^{j} - \psi^{i} \bar{\psi}^{j} f^{k} + \bar{\psi}^{k} \psi^{i} f^{j}) + \frac{i}{2} G_{ij}^{(1,1)} (\mathcal{T}) (\psi^{i} \bar{\psi}^{j} f^{k} + \bar{\psi}^{k} \psi^{i} f^{j}) - N G_{ij}^{(1,1)} (\mathcal{T}) \psi^{i} \bar{\psi}^{j} \bar{\psi}^{k} \psi^{l}.$$  

\hfill (5.4.22)

$$\mathcal{L}^{(3)} = \frac{1}{2} N^{-1} G_{PQ}^{(3)} (\mathcal{T}, \bar{Z}, \bar{\bar{Z}}) X^{P} X^{Q} - \frac{i}{2} G_{PQ}^{(3)} (\mathcal{T}, \bar{Z}, \bar{\bar{Z}}) (\Lambda^{P} \Lambda^{Q} - \bar{\Lambda}^{P} \bar{\Lambda}^{Q})$$

$$+ i N^{-1} G_{PQ}^{(3)} (\mathcal{T}, \bar{Z}, \bar{\bar{Z}}) (\Lambda^{P} \psi_{0} + \bar{\Lambda}^{P} \bar{\psi}_{0}) X^{Q} + N^{-1} G_{PQ}^{(3)} (\mathcal{T}, \bar{Z}, \bar{\bar{Z}}) \psi_{0} \bar{\psi}_{0} \Lambda^{P} \bar{\Lambda}^{Q}.$$  

\hfill (5.4.22)
We should now compare this Lagrangian with our result obtained from dimensional
reductions of motion lead to constraints. For the lapse, this constraint implies the vanishing
of all other terms, that is purely bosonic terms and terms bilinear in
fermion out only leads to additional four-fermi terms. Since we have not computed
eqs. (5.4.22)-(5.4.25) shows that they are given by fermion bilinears. Hence, integrating

\[\mathcal{L}^{(4)} = - \frac{3i}{2} G_{X,Y}^{(4)}(t)(Y^X \dot{Y}^Y - Y^X \dot{Y}^Y) + 3 N C_{X,Y}^{(4)}(t) H^X \dot{H}^Y \]

+ \left[ \frac{3}{2} N G_{X,Y}^{(4)}(t) Y^X \dot{Y}^Y f^{ij} \right]
+ \left[ \frac{3}{2} N G_{X,Y}^{(4)}(t) Y^X \dot{Y}^Y f^{ij} \right],

\[\mathcal{L}^{(1,4)} = 4 N^{-1} V_{G_{ab}}^{(4)}(\dot{z}, \bar{z}) \dot{a} \dot{b} - 2 i V_{G_{ab}}^{(4)}(\dot{z}, \bar{z})(\kappa^a \dot{b}^c - \kappa^c \dot{b}^a) \]
- \left[ 4 N^{-1} V_{G_{ab}}^{(4)}(\dot{z}, \bar{z})(\dot{z}^a \dot{b}^c - \bar{z}^a \dot{b}^c) + 4 N^{-1} V_{G_{ab}}^{(4)}(\dot{z}, \bar{z}) \bar{\psi}_0 \bar{\psi}_0 \kappa^a \kappa^b \right]
+ \left[ 2 i V_{G_{ab}}^{(4)}(\dot{z}, \bar{z}) \kappa^a \dot{b}^c \dot{a} - 2 i V_{G_{ab,c}}^{(4)}(\dot{z}, \bar{z}) \kappa^a \dot{b}^c \dot{a} \right]

- \left[ \frac{1}{2} N K_{ij} G_{ab}^{(4)}(\dot{z}, \bar{z}) \kappa^a \kappa^b f^{ij} \right]
- \left[ \frac{1}{3} N K_{ij} G_{ab}^{(4)}(\dot{z}, \bar{z}) \kappa^a \kappa^b \psi_i \dot{\psi}_j \right]
- \left[ \frac{1}{3} N K_{ij} G_{ab}^{(4)}(\dot{z}, \bar{z}) \kappa^a \kappa^b \psi_i \dot{\psi}_j \right],

We should now compare this Lagrangian with our result obtained from dimensional
reduction in the previous section. To do this, we first have to integrate out the auxiliary
fields \(f^{ij}\) and \(H^X\). A quick inspection of their equations of motion derived from
eqs. (5.4.22)-(5.4.25) shows that they are given by fermion bilinears. Hence, integrating
them out only leads to additional four-fermi terms. Since we have not computed
four-fermi terms in our reduction from 11 dimensions they are, in fact, irrelevant for
our comparison. All other terms, that is purely bosonic terms and terms bilinear in
fermions, coincide with our reduction result \([5.2.20], [5.3.21]\) and \([5.3.23]\). This shows
that eq. \((5.4.20)\) is indeed the correct superspace action.

Both the lapse function \(N\) and the gravitino \(\psi_0\) are non-dynamical and their equa-
tions of motion lead to constraints. For the lapse, this constraint implies the vanishing
of the Hamiltonian associated with the Lagrangian \((5.4.22)-(5.4.25)\) and it reads (after
integrating out the \((1,1)\) and 4-form auxiliary fields \(f^{ij}\) and \(H^X\))

\[\frac{1}{4} G_{ij}^{(1,1)}(t)(h^i + 2 i \psi \psi_0 + 2 i \bar{\psi} \bar{\psi}_0)b^j + \frac{1}{2} G_{P Q}^{(3)}(\dot{z}, \bar{z})(\dot{X}^P + 2 i \dot{\bar{X}}^P \psi_0 + 2 i \bar{X}^P \bar{\psi}_0)\]
+ \left[ 4 V_{G_{ab}}^{(4)}(\dot{z}, \bar{z})(\dot{z}^a \dot{b}^c - \bar{z}^a \dot{b}^c) + (\text{fermi})^4 \right] = 0.

The equation of motion for \(\psi_0\) generates the superpartner of this Hamiltonian constraint
Name | WR transformation $\tau \rightarrow \tau'(\tau)$
--- | ---
scalar | $z^a \rightarrow z'^a(\tau') = z^a(\tau)$
co-vector | $N \rightarrow N'(\tau') = \frac{\partial}{\partial \tau} N(\tau)$
spin-1/2 | $\kappa^a \rightarrow \kappa'^a(\tau') = \kappa^a(\tau)$
spin-3/2 | $\psi_0 \rightarrow \psi_0'(\tau') = \frac{\partial}{\partial \tau} \psi_0(\tau)$

Table 5.2: Worldline reparametrisation (WR) covariance.

and implies the vanishing of the supercurrent.

5.4.3 Symmetries of the one-dimensional effective action

Let us now discuss some of the symmetries of the above one-dimensional action. The action (5.4.20) is manifestly invariant under super-worldline reparametrizations

$\{\tau, \theta, \bar{\theta}\} \rightarrow \{\tau'(\tau, \theta, \bar{\theta}), \theta'(\tau, \theta, \bar{\theta}), \bar{\theta}'(\tau, \theta, \bar{\theta})\}$,

which, in particular, includes worldline reparametrisations $\tau \rightarrow \tau'(\tau)$ (that is, one-dimensional diffeomorphisms) and local $\mathcal{N} = 2$ supersymmetry. Note that the super-determinant of the supervielbein $E$, which transforms as a super-density, is precisely what is needed to cancel off the super-jacobian from the change of $d\tau \, d^2\theta$, so that $d\tau \, d^2\theta \, E$ is an invariant measure.

In particular, the theory is invariant under worldline reparametrizations, $\tau \rightarrow \tau'(\tau)$ which can be regarded as a remnant of the diffeomorphism invariance of the 11-dimensional action (2.2.10). Here, the lapse function $N$ plays the same rôle as the “vielbein” and it transforms as a co-vector under worldline reparametrizations. The transformation properties of the different types of component fields under worldline reparametrisations are summarised in table 5.2. The bosonic matter fields $t^i, X^P$ and $z^a$ and the bosonic auxiliary fields $f^i, g^P$ and $H^X$ transform as scalars, whereas the fermionic matter fields $\psi^i, \Lambda^P, \Upsilon^X$ and $\kappa^a$ transform as spin-1/2 fields. Finally, the gravitino $\psi_0$ transforms as a spin-3/2 field.

The 3-form scalars $X^P$ arise as zero-modes of the M-theory three-form $A$ and, hence, they are axion-like scalars with associated shift transformations acting as

$$X^P(\tau) \rightarrow X'^P(\tau) = X^P(\tau) + c^P,$$

where the $c^P$ are a set of real constants. It is easy to see that the component action (5.4.22)–(5.4.25) only depends on $X^P$ but not on $X^P$ and that, hence, the action is invariant under the above shifts. Also in the 3-form sector, there is a local fermionic symmetry of the form $\delta \Lambda^P = P_\subset Q^P \bar{Q}^O$ as discussed around eq. (5.4.7).
5.5 Flux compactifications

In section 5.1, we analysed the conditions for unbroken one-dimensional \( \mathcal{N} = 2 \) supersymmetry in the presence of non-zero \( O(\gamma^1) \) \( g \)-flux and found that it has to satisfy

\[
g^{(3,1)} = g^{(1,3)} = 0 , \quad \tilde{g}^{(2,2)} = 0 . \tag{5.5.1}
\]

The second condition can be expressed in a more geometric way by noting that this is precisely the definition of a primitive form as described at the end of appendix A.4. Since \( h^{0,2}(X) = 0 \) on a Calabi-Yau five-fold, the \( (1,3) \)-part \( g^{(1,3)} \) of the 4-form flux is automatically primitive since \( \tilde{g}^{(1,3)} \) would be a harmonic \( (0,2) \)-form. We conclude that the entire 4-form flux \( g = g^{(1,3)} + g^{(2,2)} + g^{(3,1)} \) must be primitive \( g = g_0 \) and hence, the two conditions in (5.5.1) are independent in the sense that one of them only restricts the Kähler class whereas the other one only restricts the complex structure and the order with which the two are imposed is irrelevant. Furthermore, by applying the general result (A.4.37), which follows from eqs. (A.4.33)-(A.4.34), the condition of primitivity, \( \tilde{g} = 0 \), is logically equivalent to \( g \wedge J^2 = 0 \) and thus, (5.5.1) becomes

\[
g^{(3,1)} = g^{(1,3)} = 0 , \quad g \wedge J^2 = 0 . \tag{5.5.2}
\]

For the particular case of harmonic \((2,2)\)-forms, this also follows from eq. (3.4.4) and taking traces thereof. For a harmonic \((1,3)\)-form, it follows from the observation that a harmonic \((1,3)\)-form wedged with \( J^2 \) is a harmonic \((3,5)\)-form, which, in turn, is Hodge-dual to a harmonic \((0,2)\)-form and must hence vanish, since \( h^{0,2}(X) = 0 \).

Our aim in this section is to find explicit Calabi-Yau five-folds that can serve as \( O(\gamma^1) \) M-theory backgrounds and to compute the next-to-leading order corrections to the one-dimensional effective action. In particular, we expect a scalar potential to arise for at least some of the moduli as a consequence of non-zero flux. The physical contents and implications of the scalar potential will be analysed in more detail in chapter 6, where we will also discuss some explicit models as well as some simple classical and quantum solutions.

5.5.1 Explicit examples of Calabi-Yau five-fold backgrounds

At the purely classical level (that is, at zeroth order in \( \gamma \)), any Calabi-Yau five-fold in the sense defined in chapter 3 is well-suited as compactification background. The situation changes as one goes to \( O(\gamma^1) \), where the metric is allowed to stay uncorrected and the compactification manifold is still Calabi-Yau, but subjected to a topological constraint and a flux quantisation condition of the form

\[
c_4(X) - 12 g \wedge g = 24 W , \quad g + \frac{1}{2} C_2(X) \in H^4(X, \mathbb{Z}) . \tag{5.5.3}
\]
as shown in section 5.1. In addition, if we are interested in supersymmetry preserving backgrounds, g-flux must obey \( g^{(1,3)} = 0 \) and \( g \wedge f^2 = 0 \), as explained above.

The simplest way to satisfy (5.5.3) is to consider Calabi-Yau five-folds \( X \) with vanishing fourth Chern class \( c_4(X) = 0 \). They provide \( \mathcal{O}(\gamma^1) \) M-theory backgrounds without the necessity for any internal flux and membranes to be present. Amongst the CICY five-folds examined in section 3.6.1 we did not find any configurations with this property, but since we only scanned the simplest cases with small configuration matrices, this statement is not conclusive and there may well be more complicated configurations with \( c_4(X) = 0 \). To remedy this shortcoming, we constructed the torus quotient \( T^{10}/\mathbb{Z}_4^2 \) in section 3.6.2 which is a Calabi-Yau five-fold in the strict sense defined in section 3.1 and whose fourth Chern class indeed vanishes. Hence, the case \( c_4(X) = 0 \) is not entirely pathological, although it remains an open question whether Calabi-Yau five-folds with \( c_4(X) = 0 \) and full SU(5) holonomy exist.

In the most general case, one must assume that \( c_4(X) \neq 0 \) and the question then is whether an appropriate combination of internal flux and membranes can be found to satisfy (5.5.3). We will discuss this question by means of some examples in the form of the simple CICY five-folds presented in section 3.6.1.

First, we consider the CICY five-folds that can be defined in a single projective space. There are 11 distinct cases and they were listed in table 3.1. Here, we immediately run into the problem that \( h^{2,2}(X) = 1 \neq 1 = h^{1,1}(X) \), which implies that there are no primitive \((2,2)\)-forms on such manifolds. Indeed, harmonic \((2,2)\)-forms are necessarily proportional to \( J^2 \) with \( J \) being the Kähler class of the ambient complex projective space. Thus, g-flux is given by \( g = k f^2 \) for some flux parameter \( k \). Requiring \( g \) to be primitive implies

\[
g \wedge f^2 = k f^4 = 0 ,
\]

forcing \( k = 0 \), that is \( g = 0 \). In other words, any non-zero internal 4-form flux explicitly breaks supersymmetry for this class of manifolds. Keeping full \( \mathcal{N} = 2 \) supersymmetry means restricting to the six cases out of the 11 manifolds of table 3.1 where \( c_2(X) \) is even and, since \( c_4(X) \neq 0 \) in all cases, membranes must be present to cancel off the value of the fourth Chern class. Due to the factor of 24 in front of the membrane class \( W \) in (5.5.3), it is not automatically guaranteed that the topological constraint can be satisfied for these CICYs. A short calculation reveals, however, that in each of the six cases the fourth Chern class is divisible 24 when expressed in terms of the dual \((4,4)\)-form \( \hat{J} \) defined in eq. (3.6.18) and thus, we have found six examples of five-folds that satisfy (5.5.2) and (5.5.3) with membranes only. Some important properties of these six CICYs are summarised in table 5.3.

Even upon relaxing the condition of unbroken supersymmetry, we find that (5.5.3) can not be satisfied with flux alone for the class of CICYs in a single projective space. This is essentially a consequence of \( h^{1,1}(X) = h^{2,2}(X) = 1 \), which is very restrictive. On
the other hand, allowing both flux and membranes to be present, \((5.5.3)\) can frequently be satisfied. For example, let us consider the simplest CICY five-fold, namely the septic in \(\mathbb{P}^6\) with configuration matrix \([6|7]\). We find \(J^4 = 7\hat{J}\) and hence, from table 3.1, \(c_4([6|7]) = 5733\hat{J}\) and \(c_2([6|7]) = 21J^2\). If we parametrise \(g\)-flux and membranes by \(g = kj^2\) and \(W = l\hat{J}\), respectively, we can write \((5.5.3)\) for the septic as

\[
(5733 - 84k^2 - 24l)\hat{J} = 0,
\]

\[
\left(k + \frac{21}{2}\right)J^2 \in H^4([6|7], \mathbb{Z}).
\]

The second condition implies that \(k\) must be half-integral \(k = (2m + 1)/2\) with \(m \in \mathbb{Z}\), since \(J^2\) is an integral class. Solving for \(l\) then yields

\[
l = 238 - \frac{7}{2}m(m + 1),
\]

which shows that we have a countably infinite number of choices to satisfy the constraints \((5.5.3)\) for the septic. For example, one may choose \(m = 7\), which sets \(g = 15/2J^2\) and \(W = 42\hat{J}\).

In order to find explicit examples with non-zero \(g\)-flux, we need to turn to more complicated constructions that allow for \(h^{2,2}(X) > h^{1,1}(X)\). We start with the second example in table 3.2 that is

\[
X \sim \begin{bmatrix} 2 & 3 \\ 4 & 5 \end{bmatrix}.
\]

Expanding \(J = t^1J_1 + t^2J_2\) and \(g = k_{11}J_1^3 + k_{12}J_1J_2 + k_{22}J_2^2\), we first compute the volume using \(\text{(A.4.16)}\) and formulæ of section 3.6.1 We find

\[
V = \frac{1}{5!} \int_X J^5 = \frac{5}{12}(t^1)^2(t^2)^3 + \frac{1}{8}t^i(t^2)^4
\]

and thus, \(t^i \neq 0\) in order for \(X\) to have non-zero volume. With \(t^i \neq 0\), the primitivity condition \(g \wedge J^2 = 0\) implies \(g = 0\). However, with membranes alone the topological constraint in \((5.5.3)\) can not be satisfied, because the term in \(c_4(X)\) proportional to \(J^2\) is not divisible by 24. In addition, the flux quantisation condition is not satisfied for

---

**Table 5.3:** The six CICY five-folds in a single projective space for which \((5.5.3)\) can be satisfied in the absence of flux.

| \([n|q_1 \ldots q_K]\) | \(J^4/J\) | \(c_4(X)/J\) | \(W/J\) |
|-----------------|--------|-------------|--------|
| \([7|6 2]\)     | 12     | 5448        | 227    |
| \([7|4 4]\)     | 16     | 3168        | 132    |
| \([8|5 2 2]\)   | 20     | 4680        | 195    |
| \([8|4 3 2]\)   | 24     | 3264        | 136    |
| \([9|3 3 2 2]\)| 36     | 2808        | 117    |
| \([11|2 2 2 2 2 2]\) | 64 | 2496        | 104    |
\( g = 0 \), since the coefficients in front of \( J_1^2 \) and \( J_1 J_2 \) in \( c_2(X) \) are odd. This rules out \( X \) as a valid M-theory background, if it is to preserve full \( \mathcal{N} = 2 \) supersymmetry. Dropping the last assumption, it is easily possible to satisfy (5.5.3), which becomes

\[
(3240 - 12k_{22}(10k_{12} + 3k_{22}) - 24l_1) J_1^1 \\
+ (3975 - 12(10k_{11}k_{22} + 5k_{12}^2 + 6k_{12}k_{22}) - 24l_2) J_2^2 = 0 ,
\]

(5.5.9)

using both flux and membranes. Here, the membrane class has been expanded as \( W = l_1 \hat{J}_1 + l_2 \hat{J}_2 \). An exemplary solution is provided by \((k_{11}, k_{12}, k_{22}) = (1/2, 15/2, 0)\) and \((l_1, l_2) = (135, 25)\). A solution with only flux and no membranes does not exist, however.

Our next example is the third manifold in table 3.2, specified by

\[
X \sim \begin{bmatrix} 3 & 4 \\ 3 & 4 \end{bmatrix}.
\]

(5.5.10)

Using the same expansion, that is \( J = t_1^1 J_1 + t_2^2 J_2 \) and \( g = k_{11} J_1^2 + k_{12} J_1 J_2 + k_{22} J_2^2 \), we find for the volume

\[
V = \frac{1}{5!} \int_X J_5^5 = \frac{1}{3} \left((t_1^1)^2(t_2^2)^3 + (t_1^1)^3(t_2^2)^2\right).
\]

(5.5.11)

Again, \( t_i \neq 0 \) is needed so that \( X \) has non-zero volume and then the primitivity condition \( g \wedge J^2 = 0 \) forces \( g = 0 \). Since \( c_2(X) \) is even and \( c_4(X) \) is divisible by 24, the constraints (5.5.3) can be satisfied by membranes only, namely for \( W = 150 \hat{J}_1 + 150 \hat{J}_2 \). Without the primitivity requirement, both flux and membranes are allowed to be present and (5.5.3) becomes

\[
(3600 - 48k_{12}^2 - 96k_{11}k_{22} - 96k_{12}k_{22} - 24l_1) J_1^1 \\
+ (3600 - 96k_{11}k_{12} - 48k_{12}^2 - 96k_{11}k_{22} - 24l_2) J_2^2 = 0 ,
\]

(5.5.12)

\[(k_{11} + 3) J_1^1 + (k_{12} + 8) J_1 J_2 + (k_{22} + 3) J_2^2 \in H^4(X, \mathbb{Z}),\]

with exemplary solution \((k_{11}, k_{12}, k_{22}) = (0, 1, 0)\) and \((l_1, l_2) = (148, 148)\). As in the previous case, flux only solutions do not exist.

Finally, we look at an example of a CICY defined in a product of three complex projective spaces. To this end, let us consider the CICY in the last row of table 3.2

\[
X \sim \begin{bmatrix} 1 & 2 \\ 2 & 3 \\ 3 & 4 \end{bmatrix}.
\]

(5.5.13)
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As usual, we parametrise \( J \) and \( g \) by \( J = j_1 \hat{J}_1 + j_2 \hat{J}_2 + j_3 \hat{J}_3 \) and \( g = k_{12} j_1 \hat{J}_2 + k_{13} j_1 \hat{J}_3 + k_{22} j_2 \hat{J}_2 + k_{23} j_2 \hat{J}_3 + k_{33} j_3 \hat{J}_3 \), respectively. Next, we compute the volume

\[
V = \frac{1}{5!} \int_X f^5 = t^1 (t^2)^2 (t^3)^2 + \frac{1}{2} t^1 t^2 (t^3)^3 + \frac{1}{6} (t^2)^2 (t^3)^3 .
\]

One may choose \( t^1 = 0, t^2 \neq 0 \) and \( t^3 \neq 0 \) and still have non-zero volume. In this case, the primitivity requirement \( g \wedge f^2 = 0 \) is solved by

\[
g = g_0 = 3k_{33} x^2 j_2^2 - 2k_{33} x j_2 j_3 + k_{33} j_3^2 ,
\]

where \( x \equiv t^2 / t^3 \). The flux quantisation condition then becomes

\[
(3k_{33} x^2 + \frac{3}{2}) j_2^2 + (-2k_{33} x + 6) j_2 j_3 + (k_{33} + 3) j_3^2 + 3 j_1 j_2 + 4 j_1 j_3 \in H^1(X, \mathbb{Z}) .
\]

This is solved by \( k_{33} = 4m + 2 \) and \( x = (2n + 1) / 2 \) with \( m, n \in \mathbb{Z} \). Finally, we need to check the topological constraint

\[
[84 - 48k_{33}^2 x (10x - 3) - 24l_1] j_1^1 + [114 + 96k_{33}^2 x - 24l_2] j_2^2 + [130 - 240k_{33}^2 x^2 - 24l_3] j_3^3 = 0 .
\]

The coefficients are such that this equation can never be satisfied, as can be seen by considering, for example, the term containing \( j_2^2 \), which leads to \( l_2 = 19/4 + 2(4m + 2)^2 (2n + 1) \notin \mathbb{Z} \). For completeness, we mention that upon imposing primitivity the case where all \( t^i \neq 0 \) leads to \( g = 0 \), which is also not compatible with \( 5.5.3 \). Dropping the primitivity requirement, we find that \( 5.5.3 \) can be satisfied by flux alone, for example taking \((k_{12}, k_{13}, k_{22}, k_{23}, k_{33}) = (1, 3, 7/2, 0, 6) \) with \( W = 0 \).

In summary, the topological constraint, the flux quantisation condition and the primitivity requirement together are rather restrictive and at least amongst the simplest CICYs considered in this section they could frequently not be satisfied simultaneously by adding flux but excluding membranes. In the absence of membranes, this leads to a reduction in the number of viable supersymmetry-preserving M-theory backgrounds based on CICY five-folds, although it is conceivable that more complicated CICY configurations can be found that satisfy all requirements and still allow for flux only solutions. The inclusion of membranes alters this situation and supersymmetry-preserving M-theory backgrounds become more abundant amongst the CICY five-folds. The primitivity condition \( g \wedge f^2 = 0 \), stemming from the requirement of supersymmetry-preservation, is already quite restrictive in its own right. After giving up the requirement of supersymmetry-preservation, it is not too hard to obtain viable M-theory backgrounds based on CICY five-folds by adding flux and membranes as well as membranes only.
CHAPTER 5. M-THEORY ON CALABI-YAU FIVE-FOLDS

With some more effort, that is by exploring more complicated examples with larger configuration matrices, solutions with flux only can be found as well.

5.5.2 Leading-order corrections to the one-dimensional effective action

We have seen that, unless one works with a Calabi-Yau five-fold $X$ satisfying $c_4(X) = 0$, flux and/or membranes are required in order to satisfy (5.5.3) and they are expected to contribute to a scalar potential in the one-dimensional effective theory. In this section, we will calculate the leading order contributions to the scalar potential from the $O(\beta)$-corrections to the 11-dimensional action (2.2.10). Given the need for flux and/or membranes in many five-fold compactifications this potential is clearly of great physical significance.

There are three terms in the 11-dimensional theory which can contribute at $O(\beta)$ to a scalar potential in the one-dimensional effective theory: The non-topological $R^4$ terms (2.2.15) evaluated on the five-fold background, the kinetic terms $G \wedge *G$ for the 4-form field strength if flux is non-zero and the volume term in the membrane action (2.3.4) provided wrapped membranes are present. We will now discuss these terms in turn starting with the $R^4$ one.

Due to its complicated structure, the reduction of this term on a Calabi-Yau five-fold background is not straightforward. Also, this term depends on the unknown four-curvature of the five-fold and the only hope of arriving at an explicit result is that it becomes topological when evaluated on a five-fold background. A fairly tedious, although in principle straightforward calculation shows that this is indeed the case and that it can be expressed in terms of the fourth Chern class, $c_4(X)$, of the five-fold. Explicitly, we find that (2.2.15) reduces to

$$\frac{l\beta_1}{4} \int d\tau N \frac{1}{24} c_4(X) t^i,$$  \hspace{1cm} (5.5.18)

where $\beta_1 \equiv (2\pi)^4 \beta / \sigma^{4/5}$ and we have expanded the fourth Chern class as $c_4(X) = c_4(X) \hat{\omega}^i$ into a basis of harmonic $(4,4)$-forms $\hat{\omega}^i$ dual to the harmonic $(1,1)$-forms $\omega_i$. Next, we consider the contribution of a membrane wrapping a holomorphic curve $C$ in $X$ with second homology class $W$. Using the explicit parametrisation $X^0 = \sigma^0$, $X^\mu = X^\mu(\sigma)$, $X^\bar{\mu} = X^\bar{\mu}(\bar{\sigma})$, where $\sigma = (\sigma^1 + i\sigma^2) / \sqrt{2}$ for the curve $C$, the first term in the membrane action (2.3.4) reduces to

$$-\frac{l\beta_1}{4} \int d\tau N W_i t^i.$$  \hspace{1cm} (5.5.19)

Here, we have expanded the membrane class as $W = W_i \hat{\omega}^i$ into our basis of harmonic $(4,4)$-forms.

---

5The fourth term at $O(\beta)$, namely the GS-term (2.2.11), has already been dealt with in section 5.2.4.
Finally, we need to consider 4-form flux $g$. The ansatz for $g$-flux can be written as

$$g = \frac{1}{2} \nu \sigma \tau = n^e \sigma_e + (m^x \omega_x + \text{c.c.}),$$

(5.5.20)

where $\{O_X\}$ with $X,Y,\ldots = 1,\ldots,b^4(X)$ is a basis of real harmonic 4-forms, $\{\sigma_e\}$ with $e,f,\ldots = 1,\ldots,h^{2,2}(X)$ is a basis of real harmonic $(2,2)$-forms, $\{\omega_x\}$ with $x,y,\ldots = 1,\ldots,h^{1,3}(X)$ is a basis of harmonic $(1,3)$-forms and we used the Hodge decomposition to split a real 4-form into $(1,3)$, $(3,1)$ and $(2,2)$ parts. The factor of $1/2$ has been introduced for convenience in view of the flux quantisation condition (5.1.9), which demands that $n^X$ be an even (odd) integer depending on whether $c_2(X)$ is even (odd).

An essential ingredient in the reduction is the 10-dimensional Hodge dual of $g$. From the results in eq. (3.4.2) we see that this is given by

$$^\ast g = n^e \left( J \wedge \sigma - \frac{i}{2} J^2 \wedge \sigma_e + \frac{1}{12} \tilde{\sigma}_e J^3 \right) - (m^x J \wedge \tilde{\varpi}_x + \text{c.c.}).$$

(5.5.21)

We recall from section 3.4 that $\tilde{\sigma}_e$ is a harmonic $(1,1)$-form which is obtained from $\sigma_e$ by a contraction with the inverse metric $g^{\mu \bar{\nu}}$. Likewise, $\tilde{\varpi}_e$ is a scalar on $X$, obtained from $\sigma_e$ by contraction with two inverse metrics. Following the discussion in section 3.5, these objects can be written as

$$\tilde{\sigma}_e = ik_e^i \omega_i, \quad \tilde{\varpi}_e = -\frac{5}{\kappa} k_e^i \kappa_i,$$

(5.5.22)

where $k_e^i$ is a set of (moduli-dependent) coefficients. Combining these results, the 4-form kinetic term reduces to

$$\frac{1}{2 \kappa_1^2} \int_M \left( \frac{1}{2} G \wedge ^\ast G \right) = -\frac{l \beta_1}{4} \int d\tau N \left[ n^e n^f \left( d_{ef} t^i + \frac{1}{2} k_e^i d_{ijk} t^i t^j t^k \right) \right. \left. - \frac{5}{12 \kappa} k_e^i d_{ijk} t^i t^j t^k \right]$$

(5.5.23)

$$- \left( m^x \bar{m}^y d_{xji} t^i + \text{c.c.} \right),$$

where we have used some of the intersection numbers introduced in section 3.5.

We introduce a one-dimensional scalar potential $\mathcal{U}$ by

$$S_{B,\text{pot}} = -\frac{l}{4} \int d\tau N \mathcal{U}.$$  (5.5.24)

This expression should be added to the bosonic action (5.2.20). Then, by combining the three contributions above, we find that

$$\mathcal{U} = \beta_1 \left[ \left( \frac{1}{2} (g \wedge g)_{(2,2)} + \frac{1}{2} (g \wedge g)_{(1,3)} + W_i - \frac{1}{24} c_4(X) \right) t^i \right. \left. + \frac{1}{4} n^n n' k^i_j \left( G^{(1,1)}_{ij} - \frac{25}{12 \kappa^2} G^{(1,1)}_{ij} \right) t^i t^j t^k \right].$$

(5.5.25)
A few remarks on this result are in order. The first line is linear in the Kähler moduli $t^i$ with coefficients which are almost identical to the components of the anomaly condition (5.1.11). In fact, only the sign of $(g \wedge g)_{(1,3)}$, the contribution from the $(1,3)$-part of the flux, is opposite to what it is in the anomaly condition (5.1.11). After using the anomaly condition (5.1.11), the first part of the scalar potential reduces to a term linear in $t^i$ which depends only on $(1,3)$-flux. Recall that $t^i$ are fluctuation variables, which means an explicit term linear in $t^i$ would indicate an instability of the theory and should therefore be absent. In this way, we re-discover the condition $g^{(1,3)} = 0$, found in section 5.1, from a one-dimensional perspective.\footnote{Besides $g^{(1,3)} = 0$, we also obtained $g \wedge J^2 = 0$ from the Killing spinor equation (see section 5.1 and page 94). The question of how the second condition arises from a one-dimensional perspective will be answered shortly.}

The second line in eq. (5.5.25) only depends on $(2,2)$-flux and can be written in a supersymmetric form deriving from a superpotential, as we will see.

The Hodge decomposition (5.5.20) of 4-form flux into $(1,3)$, $(3,1)$ and $(2,2)$ pieces depends on the complex structure and therefore, the condition $g^{(1,3)} = 0$ generally leads to a potential for the complex structure moduli. In other words, the complex structure moduli $z^a$ are only allowed to fluctuate in such a way as to keep the 4-form flux purely of $(2,2)$-type. With the decomposition (3.5.55) inserted into eq. (5.5.20), the condition $g^{(1,3)} = 0$ becomes

$$m^X(z, \bar{z}) = n^X \mathcal{D}_X^X(z, \bar{z}) = 0, \quad \text{(and c.c.)}.$$  
(5.5.26)

However, it is not known whether the $\mathcal{D}_X^X$ and hence the resulting potential for the $z^a$ can be calculated explicitly. It is important to recall that in our analysis of bosonic and fermionic 4-form fields we are restricting to Calabi-Yau five-folds that satisfy eq. (3.5.59) and, in this case, the potential vanishes, that is the complex structure moduli are restored as flat directions in the moduli space, because for such manifolds the split of a 4-form into a $(2,2)$-piece and a $(1,3) + (3,1)$-piece is complex structure independent. This can also be seen by noting that in this case the condition (5.5.26) turns into the complex structure independent equation $n^X = 0$, with the help of the decomposition (3.5.62). Moreover, the $(2,2)$-flux itself, $g^{(2,2)} = \frac{1}{2} n^X O_X = n^X \sigma_e$, becomes a complex structure independent quantity.

This leaves us with the second line in eq. (5.5.25) and, in order to write this into a more explicit form, we need to compute the coefficients $k^i_j$. This has, in fact, been done in eq. (3.5.34). Inserting these results and using eqs. (3.5.21) and (3.5.22) we finally find for the scalar potential

$$U = \frac{1}{2} G^{(1,1)ij} W_i W_j, \quad W_i = \frac{\partial W}{\partial t^i},$$  
(5.5.27)
where the “superpotential” \( W \) is given by
\[
W(t) = \frac{\gamma_1}{3} d_{ijk} n^i t^j t^k
\]
(5.5.28)
and \( G^{(1,1)ij} \) is the inverse of the physical \((1,1)\) moduli space metric \(5.2.24\). Here, we introduced \( \gamma_1 \equiv \sqrt{\beta_1} \).

The fact that the scalar potential can be written in terms of a superpotential in the usual way suggests it can be obtained as the bosonic part of a superfield expression. This is indeed the case and the term we have to add to the superspace action \(5.4.20\) is
\[
S_{\text{pot}} = -\frac{l}{2} \int dt^2 d^2 \theta \mathcal{E} W(T).
\]
(5.5.29)
Indeed, combining this term with the \((1,1)\) kinetic term in the superspace action \(5.4.20\) and working out the bosonic component action using eq. \(5.4.22\) one finds the terms
\[
\frac{l}{2} \int dt \frac{N}{4} \left( G^{(1,1)} f^i f^j - 2 f^i W_i \right),
\]
(5.5.30)
which, after integrating out the \((1,1)\) auxiliary fields \( f^i = G^{(1,1)ij} W_j \), reproduce the correct scalar potential. The superpotential \(5.5.28\) can be obtained from a Gukov-type formula
\[
W(t) = \frac{\gamma_1}{3} \int_X g \wedge J^3.
\]
(5.5.31)
This integral is, in fact, the only topological integral, linear in flux, one can build using the two characteristic forms \( J \) and \( \Omega \) of the five-fold and \( G_{\text{flux}} \). In this sense, it is the natural expression for the superpotential. Here, we have explicitly verified by a reduction from 11 dimensions that it gives the correct answer.

So far, we have ignored the fact that \( g \) must be primitive in order for the Calabi-Yau five-fold background to preserve \( N = 2 \) supersymmetry (see section 5.1 and page 94). Using the results of appendix \[A.4\] on primitive forms, we apply the Hard Lefschetz decomposition \(A.4.39\) to the general 4-form \( g \)
\[
g = g_0 + g_0^{(1,1)} \wedge J + g_0^{(0,0)} \wedge J^2.
\]
(5.5.32)
The primitive forms \( g_0 \) and \( g_0^{(1,1)} \) obey \( g_0 \wedge J^2 = 0 \) and \( g_0^{(1,1)} \wedge J^4 = 0 \), respectively (the \((0,0)\)-form \( g_0^{(0,0)} \) is automatically primitive). Hence, the first two terms of the decomposition drop out of the superpotential \(5.5.31\) and we are left with
\[
W(t) = 40 \gamma_1 g_0^{(0,0)} V(t),
\]
(5.5.33)
where \( V(t) \) is the Calabi-Yau five-fold volume defined in \(3.5.13\) and \(A.4.29\). Note that while the left hand side of \(5.5.32\) is independent of the \( t^i \), the differential forms on the right hand side are not. In fact, by performing a re-scaling \( t^i \rightarrow \lambda t^i \), we learn that
\( g_0, g_0^{(1,1)} \) and \( g_0^{(0,0)} \) are homogeneous of degree zero, \(-1\) and \(-2\) in the \( t^i \), respectively. Thus, since \( V \) scales as \( V(\lambda t) = \lambda^5 V(t) \), one concludes that the superpotential is homogeneous of degree three. This is consistent with (5.5.28) and (5.5.31). From (A.4.39), we have

\[
\text{\textit{g} primitive } \iff g_0^{(1,1)} = g_0^{(0,0)} = 0. \tag{5.5.34}
\]

We see that the superpotential (5.5.33) depends only on the non-primitive components of \( g \). In turn, requiring \( g \) to be primitive leads to a vanishing superpotential. This can, of course, also be seen more directly and without the Hard Lefschetz decomposition by recalling that the primitivity of \( g \) is equivalent to \( g \wedge J^2 = 0 \) (see (A.4.37)) and the fact that the superpotential is given by the integral of \( g \wedge J^3 \) over \( X \).

How does this condition arise from a one-dimensional perspective? The answer is the same as for the higher-dimensional context in which we originally discovered it, namely as a supersymmetry preservation condition. To see this, we need to look for vacua with constant bosonic fields and vanishing fermions that preserve the \( \mathcal{N} = 2 \) supersymmetry of the one-dimensional theory. Finding such vacua amounts to setting the supersymmetry variations of all fermions to zero and solving the resulting Killing spinor equations, as usual. For the various 2\( b \) multiplets, the supersymmetry variations of their fermion components vanish automatically for constant bosonic fields and vanishing fermions, as can be seen directly from the results in section 4.3. On the other hand, the supersymmetry variations of the fermions residing in 2\( a \) multiplets require a bit more care. For the 3-form fermions \( \Lambda^P \), one has from eqs. (4.3.33) and (4.3.34)

\[
\delta \epsilon \Lambda^P = 0, \quad \delta \bar{\epsilon} \Lambda^P = -\frac{1}{2} \epsilon g^P = 0, \tag{5.5.35}
\]

after inserting eq. (5.4.13). For the (1, 1) fermions \( \psi^i \), the transformations lead to

\[
\delta \epsilon \psi^i = 0, \quad \delta \bar{\epsilon} \bar{\psi}^i = -\frac{1}{2} \epsilon f^i = -\frac{1}{2} \epsilon G^{(1,1)ij} W_j. \tag{5.5.36}
\]

Hence, constant scalar field vacua which preserve \( \mathcal{N} = 2 \) supersymmetry are characterised by the “F-term” equations

\[
W_i = 0. \tag{5.5.37}
\]

Upon plugging in (5.5.31)-(5.5.32), the F-term equations translate into

\[
\delta g_0^{(1,1)} \kappa_{ij} + \delta g_0^{(0,0)} \kappa_i = 0, \tag{5.5.38}
\]

where we have expanded \( g_0^{(1,1)} = g_0^{(1,1)i} \omega_i \). Note that \( g_0^{(1,1)i} \kappa_i = 0 \), as a consequence of \( g_0^{(1,1)} \wedge J^4 = 0 \). Thus, multiplying by \( t^i \) makes the first term disappear and we are left with

\[
\delta g_0^{(0,0)} V(t) = 0, \tag{5.5.39}
\]
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which implies $g^{(0,0)}_0 = 0$ assuming non-zero volume. With this result and by virtue of $\gamma_{ij}^{(1,1)} = 0$, we can re-write eq. (5.5.38) as
\[
\gamma_i^{(1,1)} (t) = 0
\]
and by contracting with the inverse $(1,1)$ metric $G^{(1,1)}$, we arrive at $g_0^{(1,1)} = 0$. The conclusion is that
\[
g \text{ primitive } \iff \mathcal{W}_i = 0 ,
\]
which explains how the primitivity condition on $g$ arises from a one-dimensional perspective.

Eq. (5.5.27) shows that solutions to the F-term equations are stationary points of the superpotential, although, unlike in four-dimensional $\mathcal{N} = 1$ supergravity, they need not be minima since the $(1,1)$ metric $G^{(1,1)}$ is not positive definite. Another interesting difference to four-dimensional supergravity is that the scalar potential always vanishes for solutions of the F-term equations.

Finally, when $(2,2)$-flux is non-vanishing, another set of bosonic terms arises from the Chern-Simons term $A \wedge G \wedge G$ in the 11-dimensional action (2.1.2). Writing the complete ansatz for the 4-form field strength $G$, including $(2,2)$-flux and zero modes, one has
\[
G = (2\pi)^2 \gamma g^{(2,2)} + X_P \wedge N_P = (2\pi)^2 \gamma n^\sigma_\sigma + \dot{X}_P \wedge N_P .
\]
Here, we recall that $\{N_P\}$, where $\mathcal{P}, \mathcal{Q}, \ldots = 1, \ldots, b^3 (X)$, are a basis of real harmonic 3-forms and $X_P$ are the associated 3-form zero modes. Inserting this ansatz into the 11-dimensional Chern-Simons term one finds
\[
S_{B,CS} = -\frac{1}{2} \int d\tau \gamma \frac{1}{3} d_{\mathcal{P} \mathcal{Q} \mathcal{E}} n^\mathcal{E} \dot{X}_\mathcal{P} X_\mathcal{Q} ,
\]
where $d_{\mathcal{P} \mathcal{Q} \mathcal{E}} = \int_X N_{\mathcal{P}} \wedge N_{\mathcal{Q}} \wedge \sigma_{\mathcal{E}}$. Note that (5.5.43) is linear in flux and, hence, appears at order $\gamma = \sqrt{\beta}$. It represents a one-dimensional Chern-Simons term.
Chapter 6

M-theory Calabi-Yau Cosmology

After developing the necessary background knowledge, we spent a great amount of time in the preceding chapter providing a detailed presentation of virtually all aspects of the reduction of M-theory on Calabi-Yau five-folds down to one dimension. In this chapter, we will examine some of the physical contents of the one-dimensional effective action.

At the end of this chapter, we will report on some preliminary results originating from unfinished (and hence as yet unpublished) work in progress on the mini-superspace quantisation of our model.

6.1 The bosonic effective action and its classical solutions

In this chapter, we will focus exclusively on the bosonic part of the one-dimensional effective action. To begin with, we summarise our result for the complete bosonic action for later reference. The bosonic action depends on three sets of fields, the real \((1, 1)\) moduli \(t^i\), the real 3-form moduli \(X^P\) and the complex \((1, 4)\) moduli \(z^a\). It can be written as a sum of three parts

\[ S_B = S_{B,\text{kin}} + S_{B,\text{pot}} + S_{B,\text{CS}} \]  

which, from eqs. (5.2.20), (5.5.24), (5.5.27) and (5.5.43), are given by

\[ S_{B,\text{kin}} = \frac{l}{2} \int d\tau N^{-1} \left\{ \frac{1}{4} G^{(1,1)}_{ij}(\ell) \dot{t}^i \dot{t}^j + \frac{1}{2} G^{(3)}_{PQ}(\ell, \bar{z}, z) \dot{X}^P \dot{X}^Q + 4V(\ell) \frac{1}{2} G^{(1,4)}_{ab}(\bar{z}, z) \dot{z}^a \dot{\bar{z}}^b \right\} , \]  

\[ S_{B,\text{pot}} = -\frac{l}{4} \int d\tau N U , \]  

\[ S_{B,\text{CS}} = -\frac{l}{2} \int d\tau \frac{\gamma_1}{3} d_{PQR} n^P \dot{X}^Q X^R , \]  
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with scalar potential $\mathcal{U}$ and superpotential $\mathcal{W}$

$$\mathcal{U} = \frac{1}{2} G_{ij} \mathcal{W}_i \mathcal{W}_j, \quad \mathcal{W}(t) = \frac{\gamma_1}{3} d_{ijk} n^i t^j t^k. \quad (6.1.5)$$

The metrics $G_{ij}^{(1,1)}$, $G_{ab}^{(1,4)}$ and $G_P^{(3)}$ have been defined in (5.2.24)-(5.2.26). The first two parts of this action can be schematically written as

$$S_{B,\text{kin}} + S_{B,\text{pot}} = \frac{l_2}{2} \int d\tau \left\{ N^{-1} G_{ij}(\phi) \dot{\phi}^i \dot{\phi}^j - \frac{N}{2} \mathcal{U}(\phi) \right\}, \quad (6.1.6)$$

where we have collectively denoted the various types of fields by $\phi^I = (\tau^i, X^P, z^a, \bar{z}^\bar{b})$ and $G_{ij}$ is a block-diagonal metric which contains the above moduli space metrics in the appropriate way. The associated equations of motion then have the general form

$$\frac{1}{N} \frac{d}{d\tau} \left( \frac{\phi^I}{N} \right) + \Gamma_{jk}^I \frac{\phi^j}{N} \frac{\phi^K}{N} + \frac{1}{4} G^{ij} \frac{\partial \mathcal{U}}{\partial \phi^j} + C^I = 0, \quad (6.1.7)$$

where $\Gamma_{jk}^I$ is the Christoffel connection associated to $G_{ij}$ and $C^I$ is the contribution from the Chern-Simons term. Since the Chern-Simons term only depends on $X^P$, we have $C^I = C^a = C^\bar{b} = 0$.

When beginning to search for solutions, the first question that arises is whether there are any static solutions, that is, solutions with all $\phi^I = \text{const}$. Since the potential $\mathcal{U}$ only depends on the $(1,1)$-moduli, it is certainly consistent with the equations of motion (6.1.7) to set all other fields to constants. For vacua without $(2,2)$-flux (but possibly with membranes) this can also be done for the $(1,1)$-moduli $t^i$. In this case the scalar potential vanishes identically and the moduli space is completely degenerate.

More generally, we saw in section 5.5.2 that one-dimensional $\mathcal{N} = 2$ supersymmetry preserving solutions must satisfy the F-term equations $\mathcal{W}_i = 0$, which lead to flat directions. In that section, we also showed that the F-term equations are equivalent to demanding $g$-flux to be primitive, $g = g_0$. The primitivity condition on $g$-flux was analysed for selected examples of Calabi-Yau five-folds in section 5.5.1 and will not be repeated in full length. Suffice it to say here that in cases where $h^{1,1}(X) = 1$, the only solution to the F-term equations is $t^1 = 0$. This corresponds to vanishing Calabi-Yau five-fold volume and is thus beyond the regime of validity of the one-dimensional effective theory.

Moving on to cases where $h^{1,1}(X) > 1$, we begin with the first example in table 3.2, that is

$$X \sim \begin{bmatrix} 1 & \bar{b} \\ 5 & 6 \end{bmatrix}. \quad (6.1.8)$$

Since $h_0^{2,2}(X) = h^{1,1}(X) = 2 - 2 = 0$ (see eq. (A.4.36)), which is a topological property, the condition $g \wedge f^2 = 0$, implies vanishing Calabi-Yau volume if $g \neq 0$ and
hence, there is no viable supersymmetric minimum in this case.

The same conclusion also holds true for the second example in Table 3.2 that is

\[ X \sim \begin{bmatrix} 2 & 3 \\ 4 & 5 \end{bmatrix}, \quad (6.1.9) \]

although the derivation is more complicated. As in Section 5.5.1, we use the expansion \( g = k_{11} f_1^2 + k_{12} f_1 f_2 + k_{22} f_2^2 \). The superpotential then becomes

\[ W = \frac{4}{3} k_{11} (t^2)^3 + 2(2k_{12} + k_{22}) t^1 (t^2)^2 + 4k_{22} (t^1)^2 t^2. \quad (6.1.10) \]

Taking into account that \( k_{22} \) is integral, whereas \( k_{11} \) and \( k_{12} \) must be half-integral as demanded by the flux quantisation condition (5.5.9), it can be shown that \( V = 0 \) if \( g \neq 0 \).

The situation improves for the third example in Table 3.2 that is

\[ X \sim \begin{bmatrix} 3 & 4 \\ 3 & 4 \end{bmatrix}. \quad (6.1.11) \]

Again, as in Section 5.5.1, we expand \( g \) as \( g = k_{11} f_1^2 + k_{12} f_1 f_2 + k_{22} f_2^2 \). Then, one finds for the superpotential

\[ W = \frac{4}{3} k_{11} (t^2)^3 + 4(k_{11} + k_{12}) t^1 (t^2)^2 + \frac{4}{3} k_{22} (t^1)^3 + 4(k_{12} + k_{22}) (t^1)^2 t^2. \quad (6.1.12) \]

It is easy to see that setting, for example, \( k_{11} = k_{22} = 3 \) and \( k_{12} = -4 \), the F-term equations are satisfied along the flat direction \( t^1 = t^2 \). Inspecting (5.5.12), one verifies that this choice also satisfies the topological constraint (with membrane class \( W = 130 \hat{J}_1 + 130 \hat{J}_2 \)) and the flux quantisation condition. Moreover, this flat direction consists of minima of the potential with zero cosmological constant. The existence of such minima is of considerable importance for our M-theory compactifications. Flux-compactifications are often plagued with yielding large potential energies above the compactification scale due to the quantised nature of flux. This is problematic, for it invalidates the low-energy effective theory. We have just seen an example where this problem can be avoided due to a flat direction with vanishing vacuum energy in the two-dimensional Kähler moduli space. This means, at least to \( O(\beta^1) \), self-consistent five-fold compactifications of M-theory with \((2,2)\)-flux exist.

In cases where the F-term equations cannot be solved, a few general statements can nonetheless be made, based on the scaling behaviour of the scalar potential. Recall from Section 5.5.2 (see below eq. (5.5.33)) that the superpotential scales as \( W(\lambda t) \to \lambda^3 W(t) \) under \( t^i \to \lambda t^i \). Together with \( G_{ij}^{(1,1)}(\lambda t) = \lambda^3 G_{ij}^{(1,1)}(t) \), it follows that the scalar potential is homogeneous of degree one, that is \( U(\lambda t) = \lambda U(t) \). In this context, it is
important to note that the metric $G_{ij}^{(1,1)}$ has signature $(-1, +1, \ldots, +1)$. Whether the negative direction is “probed” by the scalar potential depends on the structure of the superpotential and its derivatives. If it is, the potential contains a piece which is of the form $U = -c \tilde{t}$, where $c$ is a positive constant and $\tilde{t}$ points along the negative direction in the Kähler moduli space. This indicates an instability which will eventually lead to decompactification.

Clearly, this is always the case for examples with $h^{1,1}(X) = 1$ where the metric is just a negative number. For example, one finds $U = -\frac{225}{4} \beta_1 t$ for the septic in $\mathbb{P}^6$, that is $[6/7]$. As expected, the potential is negative and results in a rapid growth of the volume.

For $h^{1,1}(X) > 1$ the picture is less clear and what happens depends on the choice of Calabi-Yau manifold and flux. As an example, we choose the configuration $(6.1.8)$. Expanding $g = k_{12} J_1 + k_{22} J_2^2$, one finds for the volume and the superpotential

$$V = \frac{1}{4} t_1^4 + \frac{1}{60} (t_1^2)^5, \quad W = 6k_{22} t_1 (t_1^2)^2 + \left(2k_{12} + \frac{2}{3} k_{22}\right) (t_1^2)^3. \quad (6.1.13)$$

This gives rise to the following scalar potential

$$U = \frac{\beta_1 (15k_{12} + 2k_{22})}{6(15t_1^2 + t_1^4)} \left((3k_{12} - 2k_{22})(t_1^2)^2 - 36k_{22} t_1^2 t_1^2\right). \quad (6.1.14)$$

For the choice $(k_{12}, k_{22}) = (0, 1/2)$, the above potential is negative and such that both $t^i$ will grow. For $(k_{12}, k_{22}) = (1, -1/2)$, on the other hand, the potential is positive. Gradients are such that $t^2$ contracts and, as a result, the total volume eventually approaches zero (while $t^1$ slowly expands).

After presenting a variety of scenarios to illustrate the different classical evolutions that are possible, we will now turn to some of the quantum mechanical aspects of our one-dimensional effective theory, but beforehand we need to introduce the concept of mini-superspace quantisation.

### 6.2 Mini-superspace quantisation in a nutshell

This is the second time the word “superspace” is introduced in this thesis. There are indeed two entirely different meanings of the word in the physics literature. While nowadays most physicists would probably associate it with supersymmetry (as explained in chapter [4]), it had already existed before the invention of supersymmetry in a totally different context: The name was coined by Wheeler in 1968 [100] to denote the configuration space of classical four-dimensional general relativity. The superspace

---

1This important sub-branch of quantum cosmology is discussed more thoroughly, for example, in refs. [94-97]. More recent reviews on quantum geometrodynamics in general can be found in refs. [98-99]. Here, we will merely provide a minimalist account to properly allow this topic to be embedded into this thesis and to present some general results needed later.
\( S(\Sigma) \) for a given three-manifold \( \Sigma \) is the space of all three-geometries, that is the space of all three-metrics modded out by the diffeomorphism group: \( S(\Sigma) \equiv \text{Riem } \Sigma / \text{Diff } \Sigma \).

### 6.2.1 Geometrodynamics

During the 1960s, by a program called “geometrodynamics” mainly attributed to Wheeler, Einstein’s theory of general relativity was reformulated as an initial value problem with constraint- and evolution-equations and with the ultimate goal of unravelling the foundations of quantum gravity. It was hoped that in this way, gravity could be placed on the same footing as the other fundamental forces and the very successful methods of conventional quantum field theory could then be applied. This is expressed in the very name “(quantum) geometrodynamics”, which evidently derives from the two extraordinarily successful predecessors “(quantum) electrodynamics” and “(quantum) chromodynamics.”

The starting point of geometrodynamics is the Hamiltonian formulation of general relativity, known as ADM-formalism [101]. The four-dimensional line element \( ds^2 \) is parametrised as follows

\[
    ds^2 = g_{MN} dx^M dx^N = -N^2 d\tau^2 + h_{mn}(dx^m + N^m d\tau)(dx^n + N^n d\tau),
\]

where \( N \) and \( N^m \) are called lapse function and shift vector, respectively. The indices are such that \( M, N, \ldots = 0, 1, 2, 3 \) and \( m, n, \ldots = 1, 2, 3 \). Here, the index labelling conventions are somewhat non-standard as compared to the literature (see, for example, refs. [102, 94, 98, 99]). This was done to achieve maximal resemblance to eleven dimensions and hence to the formulae of the previous chapters. Indeed, this parametrisation closely resembles our 11-dimensional compactification ansatz in (5.2.3). The only difference, besides the index ranges, is the appearance of the shift vector \( N^m \), which was absent for Calabi-Yau five-fold compactifications since \( h^{1,0}(X) = 0 \) for a Calabi-Yau five-fold \( X \), and the fact that the lapse function and shift vector can depend on \( \bar{x} = (x^1, x^2, x^3) \) as well as \( \tau \), that is \( N = N(\tau, \bar{x}) \) and \( N^m = N^m(\tau, \bar{x}) \).

The three-metric \( h_{mn} \), which is an element of superspace, is the intrinsic metric on the spatial hypersurfaces \( \tau = \text{const.} \), assuming a global \( (3 + 1) \)-foliation \( M = \mathbb{R} \times \Sigma \) of the four-dimensional space-time manifold \( M \). As in chapter 2 \(^2\) the Einstein-Hilbert action reads

\[
    S_{\text{EH}} = \frac{1}{2\kappa^2} \int_M R \ast 1 = \int_M d^4x \, L.
\]

\(^2\)This requires \( M \) to be globally hyperbolic and the global choice \( M = \mathbb{R} \times \Sigma \) excludes topology changes.
Plugging in (6.2.1), one finds (see, for example, ref. [102, 97])\(^3\)

\[
S_{\text{EH}} = \frac{1}{2\kappa^2} \int_{\mathbb{R} \times \Sigma} d\tau d^3x \left\{ \pi^{mn} \dot{h}_{mn} - \mathcal{H} + (\text{total derivative}) \right\}, \tag{6.2.3}
\]

where the dot denotes the derivative with respect to \(\tau\), \(\mathcal{H}\) is the Hamiltonian density given below and \(\pi^{mn}\) is the momentum conjugate to \(h_{mn}\), that is \(\pi^{mn} \equiv \frac{\delta L}{\delta \dot{h}_{mn}}\). The Hamiltonian density \(\mathcal{H}\) splits into two parts according to

\[
\mathcal{H} = N\mathcal{H}_0 + N^m\mathcal{H}_m,
\]

\[
\mathcal{H}_0 = 2\kappa^2 \sqrt{h} \left[ \pi^{mn} \pi_{mn} - \frac{1}{2} (\pi^m_m)^2 \right] - \frac{\sqrt{h}}{2\kappa^2} R^{(3)},
\]

\[
\mathcal{H}_m = -2\nabla_n^{(3)} \pi_m^n,
\]

where \(h \equiv \text{det} h_{mn}\) and, here and in the following, the three-dimensional indices \(m, n, \ldots\) are raised and lowered using the three-metric \(h_{mn}\). Moreover, \(R^{(3)}\) and \(\nabla_n^{(3)}\) denote Ricci-scalar and covariant derivative with respect to \(h_{mn}\). Note that the conjugate momenta to \(N\) and \(N^m\) vanish identically and thus, \(N\) and \(N^m\) act as Lagrange multipliers. Their variations lead to the famous classical Hamiltonian and diffeomorphism constraints of general relativity

\[
\mathcal{H}_0 = 0, \quad \mathcal{H}_m = 0, \tag{6.2.5}
\]

which, in fact, encapsulate the complete dynamics of the theory.

The full Hamiltonian \(H = \int_{\Sigma} d^3x \mathcal{H} = \int_{\Sigma} d^3x \left\{ \pi^{mn} \dot{h}_{mn} - \mathcal{L} \right\}\) takes the form

\[
H = \int_{\Sigma} d^3x \left\{ N\mathcal{H}_0 + N^m\mathcal{H}_m \right\}. \tag{6.2.6}
\]

A very useful concept in this formalism is the extrinsic curvature (or second fundamental form) \(K_{mn}\) of the spatial hypersurfaces \(\Sigma\) defined as

\[
K_{mn} \equiv \frac{1}{2} \mathcal{L}_n^{(\tau, \Sigma)} h_{mn}, \tag{6.2.7}
\]

where \(n\) is the unit normal vector to \(\Sigma\) pointing in the future direction and \(\mathcal{L}_n^{(\tau, \Sigma)}\) is the Lie derivative with respect to the vector field \(n^{(\tau, \Sigma)}\). The extrinsic curvature can be expressed in terms of the quantities defined above. One finds

\[
K_{mn} = \frac{1}{2N} \left( \dot{h}_{mn} - 2\nabla_n^{(3)} (N_n) \right), \tag{6.2.8}
\]

where \(n^M = \frac{1}{N}(1, -N^m)\) and the expression for the Lie derivative of a symmetric \((0, 2)\)-tensor \([102]\), \(\mathcal{L}_X T_{MN} = X^P \nabla_P T_{MN} + 2(\nabla_{(M} X^P) T_{N)P}\), has been used.

\(^3\)The total derivative in (6.2.3) will be ignored in the following, although its presence can have important consequences in cases where, for example, \(\Sigma\) is non-compact or not asymptotically flat.
With the help of the extrinsic curvature, the canonical momenta $\pi^{mn}$ can be written as

$$\pi^{mn} = \sqrt{h} \frac{1}{2\kappa^2} (K^{mn} - K h^{mn}) = \frac{1}{2\kappa^2} G^{mnpq} K_{pq},$$

where $K \equiv K_m^m$ and in the last equality, the famous DeWitt-metric [92] (a symmetric $6 \times 6$ matrix in the space of symmetric index pairs $(mn)$) has been introduced. It is given by

$$G^{mnpq} \equiv \sqrt{h} \left( h^{mp} h^{nq} + h^{mq} h^{np} - 2 h^{mn} h^{pq} \right)$$

and can be interpreted as a metric on the space $\text{Riem} \Sigma$ of all three-metrics on $\Sigma$. It has Lorentzian signature, $(-,+,\ldots,+)$, at each space point $x$ and this feature is independent of the signature of the space-time metric $g_{MN}$. Sometimes the DeWitt-metric is also referred to as supermetric (another word re-used in supersymmetry terminology). The zero-component of the Hamiltonian density can then be re-written as follows

$$H_0 = 2\kappa^2 G_{mnpq} \pi^{mn} \pi^{pq} - \sqrt{h} R^{(3)},$$

where the inverse DeWitt-metric is given by

$$G_{mnpq} = \frac{1}{2\sqrt{h}} \left( h_{mp} h_{nq} + h_{mq} h_{np} - h_{mn} h_{pq} \right).$$

The DeWitt-metric and its inverse satisfy $G^{mnpq} G_{pqrs} = \frac{1}{2} \left( \delta^m_r \delta^n_s + \delta^m_s \delta^n_r \right)$.

Upon setting $N^m = 0$, the Lagrangian density $\mathcal{L}$ becomes

$$2\kappa^2 \mathcal{L} = \frac{1}{4} N^{-1} G^{mnpq} h_{mn} h_{pq} + N \sqrt{h} R^{(3)},$$

which resembles our one-dimensional sigma-model Lagrangian in (6.1.6) quite closely if we also set $N = N(\tau)$ and integrate over $\int_{\Sigma} d^3 x$. Thus, the geometrodynamics (and mini-superspace) formalism is rather directly applicable to our one-dimensional effective action obtained from Calabi-Yau five-fold reductions of M-theory as we will see in more detail later in section 6.3.

### 6.2.2 Quantum Geometrodynamics

We will now briefly describe how geometrodynamics can be quantised, at least, at the formal level. We restrict to the canonical quantisation procedure and omit many inherent subtleties. Full details on the path integral quantisation of geometrodynamics can be found in the literature [94, 96, 97, 99].

The Poisson bracket between the three-metric $h_{mn}$ and its canonically conjugated momentum $\pi^{mn}$ is given by

$$\{ h_{mn}(x), \pi^{pq}(x') \} = \delta^p_m \delta^q_n \delta^{(3)}(x - x').$$
Thus, $h_{mn}$ and $\pi^{mn}$ play the rôle of the canonical coordinates $x$ and $p$ in ordinary Hamiltonian mechanics. In the same way as $x$ and $p$ in ordinary quantum mechanics, $h_{mn}$ and $\pi^{mn}$ are promoted to operators acting on the superspace-wave-functional $\Psi[h_{mn}(\vec{x})]$ (dubbed “wave-function of the universe”) in the following way

$$\hat{h}_{mn}(x)\Psi[h_{mn}(x)] = h_{mn}(x) \cdot \Psi[h_{mn}(x)],$$

$$\hat{\pi}^{pq}(x)\Psi[h_{mn}(x)] = -i \frac{\delta}{\delta h_{pq}(\vec{x})} \Psi[h_{mn}(x)],$$

and satisfying the canonical commutation relations

$$[\hat{h}_{mn}(x), \hat{\pi}^{pq}(x')] = i \delta^{p}_{(m} \delta^{q}_{n)} \delta(3)(x - x'),$$

$$[\hat{h}_{mn}(x), \hat{h}_{pq}(x')] = [\hat{\pi}^{mn}(x), \hat{\pi}^{pq}(x')] = 0. \tag{6.2.16}$$

With the appearance of these commutation relations, the classical concept of space-time ceases to exist, owing to the uncertainty relation between $h_{mn}$ and $\pi^{mn}$ and the fact that $\pi^{mn}$ is proportional to the extrinsic curvature $K^{mn}$ (see eq. (6.2.9)).

Following the Dirac constraint quantisation [103], the classical constraints (6.2.5) are imposed as operator conditions on the wave-functional $\Psi[h_{mn}(x)]$

$$\hat{H}_0 \Psi[h_{mn}(x)] = 0, \quad \hat{H}_m \Psi[h_{np}(x)] = 0, \tag{6.2.17}$$

As in the classical case, these equations encapsulate the entire dynamics of the system. With expressions (6.2.4) and (6.2.11) for the Hamiltonian and the substitution rules in eq. (6.2.15), the quantum constraint equations read as follows

$$\hat{H}_0 \Psi = \left[ -2\kappa^2 G_{mnpq} \frac{\delta^2}{\delta h_{mn} \delta h_{pq}} - \frac{\sqrt{h}}{2\kappa^2} R^{(3)} \right] \Psi = 0, \tag{6.2.18}$$

$$\hat{H}_m \Psi = 2i \nabla^{(3)}_{n} \frac{\delta \Psi}{\delta h_{mn}} = 0. \tag{6.2.19}$$

The first of these equations is the famous Wheeler-DeWitt equation [92, 100], while the second one is known as quantum diffeomorphism constraints.

These are the central equations of quantum geometrodynamics and there are many interpretational, philosophical and mathematical issues associated with them. Besides primarily technical issues such as operator ordering ambiguities, there are also conceptual issues such as the well-known “problem of time” [104–106] – one of the prime puzzles of quantum gravity. This is related to the observation that eqs. (6.2.18)-(6.2.19) do not contain any reference to the time variable $\tau$. In particular, there is no time derivative-term in eq. (6.2.18), which is in stark contrast to the standard Schrödinger equation of ordinary quantum mechanics. Therefore, the concept of energy is lacking and the wave-functional $\Psi[h_{mn}(\vec{x})]$ itself is time-independent. Moreover, the interpreta-
tion of eqs. (6.2.18)-(6.2.19) as evolution equations in time $\tau$ is lost and the only hope is to indirectly regain a derived notion of time from the only dynamical quantity $h_{mn}(x)$. Ultimately, this is a consequence of general coordinate invariance, which lies at the heart of general relativity.

Leaving all these problems aside and concentrating on the mathematical content, it becomes apparent that eqs. (6.2.18)-(6.2.19) are mathematical monstrosities and performing concrete calculations is in general hugely difficult. This is because eqs. (6.2.18)-(6.2.19) comprise an infinite number of functional-differential equations (one at each space point $\Sigma$) in the wave-functional defined over an infinite-dimensional coordinate space (which is superspace $S(\Sigma)$). This inherent complexity is the main motivation for studying mini-superspace models [107], to which we turn next. The central point of this approach is a specialisation to highly symmetric space-times to reduce the number of degrees of freedom to a finite value and therefore turning a quantum-field-theoretical problem into a more tractable quantum-mechanical problem.

### 6.2.3 Mini-superspace quantisation

The starting point of mini-superspace models [107] is a specialisation of the general metric parametrisation (6.2.1) to the form

$$ds^2 = -N(\tau)^2 d\tau^2 + h_{mn}(q^I(\tau)) dx^m dx^n,$$

(6.2.20)

which is characterised by the absence of the shift vector, $N^m = 0$, and the homogeneity (that is, translational invariance) of $N$ and $h_{mn}$. The degrees of freedom of the three-metric are labelled $q^I$, where $I = 1, \ldots, N_f$. Comparing with (5.2.3) makes it immediately apparent why this formalism is relevant to our Calabi-Yau five-fold reductions.

Plugging the mini-superspace ansatz (6.2.20) into the Einstein-Hilbert action and using the intermediate result (6.2.13) yields the mini-superspace action

$$S = \frac{1}{2\kappa^2} \int d\tau L = \frac{1}{2\kappa^2} \int d\tau \left\{ N^{-1} G_{IJ}(q) q^I q^J - \frac{N}{2} \mathcal{U}(q) \right\},$$

(6.2.21)

with the mini-superspace version $G_{IJ}(q)$ of the DeWitt-metric (sometimes called “mini-supermetric”)

$$G_{IJ}(q) \equiv \frac{1}{4} \int_\Sigma d^3x G^{mnpq} h_{mn,ij} h_{pq,kl}.$$

(6.2.22)

The action (6.2.21) is of the same form as the non-linear sigma model (6.1.6) obtained by reduction from eleven dimensions. The mini-supermetric $G_{IJ}(q)$ inherits the Lorentzian signature $(-, +,\ldots, +)$ from the DeWitt-metric [92]. The classical equations of motion...
derived from this action read as follows
\[
\begin{align*}
\frac{1}{N} \frac{d}{d\tau} \left( \frac{\dot{q}^I}{{\dot{N}}} \right) + \Gamma^I_{JK} \frac{\dot{q}^J}{N} \frac{\dot{q}^K}{N} + \frac{1}{4} G^{IJ} \frac{\partial U}{\partial q^I} &= 0, \\
\frac{2}{N^2} G_{IJ} \dot{q}^I \dot{q}^J + U &= 0,
\end{align*}
\] (6.2.23, 6.2.24)

where \( \Gamma^I_{JK} = \frac{1}{2} G^{IL} \left( G_{LJ}^K + G_{LK}^J - G_{JK}^L \right) \) is the Christoffel symbol associated to \( G_{IJ} \).

The Hamiltonian is readily found to be
\[
H = p_N \dot{N} + p_I \dot{q}^I - L = NH_0, \quad H_0 = \frac{1}{4} G^{IJ} p_I p_J + \frac{1}{2} U, \] (6.2.25, 6.2.26)

where \( G^{IJ} \) is the inverse of \( G_{IJ} \) and we have used \( p_N = \partial L / \partial \dot{N} = 0 \) and \( p_I = \partial L / \partial \dot{q}^I = 2N^{-1} G_{IJ} \dot{q}^J \) (with canonical Poisson brackets \( \{q^I, p_J\} = \delta^I_J \)).

In order to canonically quantise this system, one first introduces position and momentum operators as usual by
\[
\hat{q}^I \psi(q) = q^I \cdot \psi(q), \quad \hat{p}_I \psi(q) = -i \frac{\partial}{\partial q^I} \psi(q), \] (6.2.27)

which satisfy the canonical commutation relations
\[
[\hat{q}^I, \hat{p}_J] = i \delta^I_J, \quad [\hat{q}^I, \hat{q}^J] = [\hat{p}_I, \hat{p}_J] = 0. \] (6.2.28)

The next step is to promote \( H_0 \) to an operator. At this point, however, one encounters a factor ordering ambiguity in the first term in (6.2.26), since
\[
G^{IJ} \dot{q}^I p_J = p_I G^{IJ} \dot{q}^I = p_I p_J G^{IJ} \frac{\partial U}{\partial q^J}, \quad \text{but} \quad G^{IJ} \hat{p}_I \hat{p}_J \neq \hat{p}_I \hat{p}_J G^{IJ} \frac{\partial U}{\partial q^J}. \] (6.2.29)

Several “natural choices” to resolve this ambiguity have been proposed [92, 108–112] and a thorough discussion of this problem is beyond the scope of this section. Here, we simply adopt the common choice (see, for example, refs. [102, 94, 96])
\[
G^{IJ} \frac{\partial U}{\partial q^J} \rightarrow -\nabla_{LB}^2 = -\frac{1}{\sqrt{-G}} \partial_I \left( \sqrt{-G} \ G^{IJ} \partial_J \right), \] (6.2.30)

which has the virtue of covariantising the Wheeler-DeWitt equation. Here, \( G \equiv \det G_{IJ} \). The so-called Laplace-Beltrami operator \( \nabla_{LB}^2 \) is the covariant generalisation of the Laplacian with respect to the mini-supermetric \( G_{IJ} \). With this choice of factor ordering,
the Wheeler-DeWitt equation of mini-superspace reads

\[ \hat{H}_0 \psi(q) = \left[ -\frac{1}{4} \nabla_{LB}^2 + \frac{1}{2} \mathcal{U}(q) \right] \psi(q) = 0, \] (6.2.31)

which bears a remarkable resemblance to the Klein-Gordon equation.

Although mini-superspace models may be regarded as quantum mechanical “toy models” of quantum geometrodynamics, which is a full-fledged quantum field theory, thereby making analytic calculations possible, many of the interpretational and conceptual problems remain. An important question is what the physical interpretation of the wave-function \( \psi(q) \) is. As in ordinary quantum theory, one would like to construct a probability measure, which then allows one to make predictions and there are several competing proposals of such a probability measure.

Perhaps the simplest approach is to precisely mimic quantum mechanics and use the canonical inner product

\[ \langle \psi_1, \psi_2 \rangle = \int d^Nq \sqrt{-G} \psi_1^* \psi_2. \] (6.2.32)

The probability \( P(\psi, A) \) of the universe \( \psi \) being in the interval \( A = (q, q + \delta q) \) is then given by

\[ P(\psi, A) = \sqrt{-G} |\psi(q)|^2 \delta q^1 \cdots \delta q^N. \] (6.2.33)

However, this merely yields relative probabilities and turning it into an absolute probability founders on the fact that even simple solutions to eq. (6.2.31) are often not normalisable, that is \( \langle \psi, \psi \rangle = \infty \).

Another problem is the choice of suitable boundary conditions when solving the Wheeler-DeWitt equation (6.2.31). Again several competing proposals exist in the literature. The first one dates back to the early days of quantum geometrodynamics and is called DeWitt’s boundary condition [92]. More recent proposals are the no-boundary condition (or Hartle-Hawking proposal) [113] and the tunnelling condition put forward by Vilenkin [114]. A proper discussion of these proposals requires concepts not introduced here (such as path integral quantisation and conserved currents) and we hence refrain from doing so. Instead, we now return to our one-dimensional effective action obtained from our M-theory reduction and take a first look at how to quantise it à la mini-superspace.

### 6.3 Mini-superspace meets Calabi-Yau five-folds

In section 6.1, we described the bosonic effective action and studied some classical solutions. Ignoring the Chern-Simons term (6.1.4) led to the action (6.1.6), which

\[ A more general treatment of the mini-superspace quantisation of M-theory (for general 10-manifolds, that is not restricted to Calabi-Yau five-folds) can be found in ref. [115].\]
is precisely equivalent to the mini-superspace action \( (6.2.21) \) and the quantisation proceeds exactly as presented in the previous section. If we include the Chern-Simons term, the action schematically reads

\[
S = \frac{l}{2} \int d\tau \left\{ N^{-1} G_{IJ} \dot{\phi}^I \dot{\phi}^J - \frac{N}{2} \mathcal{U}(\phi) - H_{IJ} \dot{\phi}^I \dot{\phi}^J \right\},
\]

where \( H_{IJ} = -H_{JI} \) is a constant anti-symmetric matrix composed out of the flux parameters

\[
H_{PQ} = \frac{\gamma_3}{3} d_{PQ} n^e, \quad H_{IJ} = 0, \quad \text{for } I, J \neq P, Q.
\]

In other words, only for 3-form indices is \( H \) non-zero. In the mini-superspace picture, the metric \( G_{IJ} \) corresponds to the mini-supermetric of the superspace of all 10-geometries on the Calabi-Yau five-fold \( X \) together with the moduli space of the degrees of freedom originating from the M-theory 3-form. Due to the anti-symmetry of \( H_{IJ} \), the Chern-Simons term cannot be written as a total derivative.

The canonically conjugate momenta \( p_I \) receive an extra contribution from the Chern-Simons term

\[
p_I = \frac{\partial L}{\partial \dot{\phi}^I} = \frac{2}{N} G_{IJ} \dot{\phi}^J - H_{IJ} \dot{\phi}^I,
\]

which leads to the following expression for the Hamiltonian

\[
H = NH_0 = N \left[ \frac{1}{4} G_{IJ} p_I p_J + \frac{1}{2} \mathcal{U} + \frac{1}{2} H_{IJ} \dot{\phi}^I \dot{\phi}^J - \frac{1}{4} G_{IK} H_{IJ} H_{JK} \dot{\phi}^K \dot{\phi}^L \right],
\]

where \( p^I \equiv G^{IJ} p_J \). Note that the last term is of the same order in the \( \gamma \)-expansion as the scalar potential \( \mathcal{U} \). The Hamiltonian constraint \( H_0 = 0 \), originating from the equation of motion of the lapse \( N \), gives rise to the invariance under worldline reparametrizations \( \tau \to \tau'(\tau) \) as discussed in section 5.4.3.

Upon promoting \( \phi^I \) and \( p_I \) to operators following \( (6.2.27) \), one encounters, at first sight, another operator ordering ambiguity in the third term in \( (6.3.4) \)

\[
H_{IJ} \dot{\phi}^I \dot{\phi}^J = H_{IJ} G^{JK} \dot{\phi}^J p_K = H_{IJ} G^{JK} p_K \phi^J = H_{IJ} p_K G^{JK} \phi^J, \quad \text{but}
\]

\[
H_{IJ} G^{JK} \phi^J \dot{p}_K \neq H_{IJ} G^{IK} \dot{p}_K \phi^J \neq H_{IJ} \dot{p}_K G^{IK} \phi^J.
\]

A closer inspection reveals, that this is in fact partially resolved thanks to the anti-symmetry of \( H_{IJ} \), for

\[
H_{IJ} \dot{G}^{JK} \dot{p}_K \phi^J = -i H_{IJ} G^{JK} \partial_K \phi^J = -i \text{tr} \, H = 0.
\]

It remains the case where \( \dot{p}_K \) is to the left of \( \dot{G}^{JK} \). It is important to recall the particular forms of \( G_{ij} \) and \( H_{ij} \): the metric \( G_{ij} \) is a block-diagonal matrix in the index blocks...
\( I = (i, \mathcal{P}, a, \bar{b}) \) and \( H_{ij} \) is zero unless \( I, J = \mathcal{P}, \mathcal{Q} \). Thus,

\[
H_{ij} \hat{p}_k \hat{G}^{jk} \hat{\phi}^l = H_{PQ} \hat{p}_k \hat{G}^{QK} \hat{\phi}^P = H_{PQ} \hat{p}_R \hat{G}^{QR} \hat{\phi}^P = -i H_{PQ} \partial_R (G^{QR}) \phi^P .
\] (6.3.7)

The last expression vanishes since the metric \( G_{IJ} \) (and its inverse) only depends on the Kähler and complex structure moduli \( i^I \) and \( z^a \), respectively, as can be seen from (6.1.2).

This resolves the apparent factor ordering ambiguity and one instead has the universal replacement

\[
H_{ij} \hat{\phi}^l p^l \rightarrow H_{ij} \hat{G}^{jk} \hat{\phi}^l \hat{p}_k = -i H_{ij} \hat{G}^{jk} \phi^l \partial_K ,
\] (6.3.8)

The Wheeler-DeWitt equation of our effective theory thus reads as follows

\[
\left[ -\frac{1}{4} \nabla^2_{LB} + \frac{1}{2} U(\phi) - \frac{i}{2} H_{ij} \phi^j \nabla^I - \frac{1}{4} H_{IK} H_{lK} \phi^l \right] \psi(\phi) = 0 ,
\] (6.3.9)

where \( H^I_K \equiv G^{II} H_{IK} \) and \( \nabla^I \psi \equiv G^{IJ} \nabla_j \psi = G^{IJ} \partial_j \psi \), since the wave-function behaves like a scalar in mini-superspace. In this way, the Wheeler-DeWitt equation is written in a manifestly covariant form.

### 6.3.1 An (admittedly pathological) example

In section 3.6, we presented some explicit examples of Calabi-Yau five-folds. All the CICYs with \( q_\alpha > 0 \) and the torus quotient have the property \( h^{1,2}(X) = 0 \) (and hence \( b^3(X) = 0 \)). Therefore, \( H_{ij} = 0 \) in all our examples and we are left with the original Wheeler-DeWitt equation

\[
\left[ -\frac{1}{4} \nabla^2_{LB} + \frac{1}{2} U(\phi) \right] \psi(\phi) = 0 .
\] (6.3.10)

As a first example, we consider the CICYs defined in a single projective space since their Hodge diamond is particularly simple (see table 3.1). We just have a single \((1, 1)\)-modulus \( t \), which is related to the volume via \( V(t) = d \cdot t^5 / 5! \), where \( d \) is a positive integer defined as

\[
d \equiv \int_X \tilde{j}^5 = \prod_{a=1}^K q_a^1 \tag{6.3.11}
\]

and \( t > 0 \) so that \( V > 0 \).

However, even for these simplest of all CICY examples, the complex structure moduli space is highly non-trivial: \( h^{1,4}(X) \) is of the order \( 10^2 - 10^3 \). For now, we will therefore concentrate on the special case where the \((1, 4)\)-moduli are frozen. In other words, we restrict our attention to wave-functions that are constant over the complex structure moduli space, that is \( \psi = \psi(t) \).
In this case, the Wheeler-DeWitt equation reduces to a second order ordinary differential equation of the following universal form

$$\psi''(t) - \frac{3}{2t} \psi'(t) - (\gamma_1 dk)^2 t^4 \psi(t) = 0, \quad (6.3.12)$$

where \((\cdot)' \equiv d/dt\) and \(k\) is the flux parameter \(g = kj^2\). In the absence of a potential (that is, for \(k = 0\)), the general solution takes the form

$$\psi(t) = A t^\frac{5}{4} \left( \frac{t^3}{3} \right)^{-\frac{15}{4}} + B, \quad (6.3.13)$$

with integration constants \(A, B \in \mathbb{R}\). This is an example of a non-normalisable wavefunction.

Returning to the case \(k \neq 0\), we see that the sign of the potential is always negative, \(U < 0\), and from the experience with ordinary quantum mechanics, one expects an exponential behaviour of \(\psi(t)\). Indeed, explicitly solving eq. \((6.3.12)\) leads to

$$\psi(t) = \psi_1(t) + \psi_2(t), \quad (6.3.14)$$

$$\psi_1(t) = A t^\frac{5}{4} I_{-\frac{5}{12}} \left( \frac{t^3}{3} \right),$$

$$\psi_2(t) = B t^\frac{5}{4} I_{\frac{5}{12}} \left( \frac{t^3}{3} \right).$$

where again \(A\) and \(B\) are arbitrary integration constants and we have set \((\gamma_1 dk)^2 = 1\), without loss of generality. The functions \(I_\alpha(x)\) are the modified Bessel functions of the first kind

$$I_\alpha(x) = \sum_{m=0}^{\infty} \frac{1}{m! \Gamma(m + \alpha + 1)} \left( \frac{x}{2} \right)^{2m+\alpha}, \quad (6.3.15)$$
which are solutions of the modified Bessel’s differential equation $x^2 y''(x) + xy'(x) - (x^2 + a^2) y(x) = 0$. The qualitative behaviour of $|\psi_1(t)|^2$ and $|\psi_2(t)|^2$ is shown in figure [6.1]. The wave-functions $\psi_1(t)$ and $\psi_2(t)$ differ in their behaviour at the origin, namely

$$\psi_1 \to 6^{5/12} (\Gamma(7/12))^{-1} A \sim 1.38 A, \quad \psi_2 \to 0, \quad \text{as } t \to 0.$$ (6.3.16)

For large $t$, both $\psi_1(t)$ and $\psi_2(t)$ diverge exponentially. In other words, a large Calabi-Yau volume is infinitely more probable than a small one. This is in accord with the classical behaviour of decompactification exhibited by this model, which was discussed in section [6.1].
Chapter 7

F-theory on Calabi-Yau Five-Folds

We begin with a few cautionary remarks to save the reader from disappointment when approaching this chapter. Since its inception in 1996, F-theory \[116, 117\] has developed into a vast subject that is involved both mathematically and conceptually (the latter being mainly due to the “threat” to its physical interpretability from the presence of more than one time direction). A thorough study of the topic written in the chapter heading could potentially constitute another thesis in its own right. Here, we will instead take a very narrow view of F-theory and restrict our attention to a particular proposal by Khviengia, Khviengia, Lü and Pope (KKLP) \[118\] of a 12-dimensional Lagrangian that is possibly related to the full F-theory. After briefly presenting this proposal, we will concentrate, for the remainder of this chapter, on the application of our Calabi-Yau five-fold program to this case.

Like in the previous chapter, we can at present merely provide a snapshot of (unfinished and unpublished) work in progress. In this way however, the attention is smoothly drawn towards the concluding remarks in the next chapter, where we end with an outlook and a list of future directions.

7.1 The KKLP proposal\(^1\)

The starting point of the KKLP proposal \[118\] is a bosonic field theory in 12 dimensions whose field content comprises the metric \(g_{MN}\), a dilaton \(\psi\) and Abelian 3- and 4-form gauge fields \(A\) and \(B\), respectively. With the formulae of section \[2.1\] one counts 54, 1, 120 and 210 independent on-shell degrees of freedom contained in \(g_{MN}\), \(\psi\), \(A\) and \(B\), respectively. This adds up to a total of \(54 + 1 + 120 + 210 = 385\) bosonic on-shell degrees of freedom. In the KKLP proposal, it is conjectured that these fields are governed by

\(^1\)This is not a misprint and should not be confused with the KKLT proposal (named after Kachru, Kallosh, Linde and Trivedi) in the context of string cosmology.
the following 12-dimensional action [118]

\[ S_{12} = \frac{1}{2\kappa_{12}^2} \int_{\mathcal{M}} \left\{ R \ast 1 -\frac{1}{2} d\psi \wedge \ast d\psi - \frac{1}{2} e^{\alpha \psi} F \wedge \ast F - \frac{1}{2} e^{\beta \psi} G \wedge \ast G + \gamma B \wedge F \wedge F \right\}, \]

(7.1.1)

where \( \kappa_{12} \) is the anticipated 12-dimensional gravitational constant, \( F = dA \) is the 4-form field strength of the 3-form gauge field \( A \), \( G = dB \) is the 5-form field strength of the 4-form gauge field \( B \), \( R \) is the Ricci scalar of the 12-dimensional metric \( g_{MN} \), \( \mathcal{M} \) is the space-time manifold and \( \alpha, \beta \) and \( \gamma \) are a priori arbitrary coupling parameters. The equations of motion for \( g_{MN}, \psi, A \) and \( B \) derived from this action are respectively given by

\[ R_{MN} = \frac{1}{2} (\partial_M \psi) (\partial_N \psi) + \frac{1}{12} e^{\alpha \psi} F_{M_1 \ldots M_4} F_{N_1 \ldots N_4} - \frac{1}{160} e^{\alpha \psi} g_{MN} F^2 \]
\[ + \frac{1}{48} e^{\beta \psi} G_{M_1 \ldots M_5} G_{N_1 \ldots N_5} - \frac{1}{600} e^{\beta \psi} g_{MN} G^2, \]

(7.1.2)

\[ d \ast d\psi = \frac{\alpha}{2} e^{\alpha \psi} F \wedge \ast F + \frac{\beta}{2} e^{\beta \psi} G \wedge \ast G, \]

(7.1.3)

\[ d \ast (e^{\alpha \psi} F) = \frac{\gamma}{3} G \wedge F, \]

(7.1.4)

\[ d \ast (e^{\beta \psi} G) = -\gamma F \wedge F \]

(7.1.5)

written succinctly in differential form language. In the first equation, we have introduced the abbreviations \( F^2 \equiv F_{M_1 \ldots M_4} F^{M_1 \ldots M_4} \) and \( G^2 \equiv G_{M_1 \ldots M_5} G^{M_1 \ldots M_5} \).

The action (7.1.1) is singled out essentially uniquely by the following two requirements: First, upon dimensional reduction on a circle and in conjunction with a certain consistent truncation, the theory should yield the bosonic part of 11-dimensional supergravity. Second, when dimensionally reduced on a 2-torus, it should be possible to reproduce the bosonic sector of 10-dimensional type IIB supergravity (bar the 5-form self-duality constraint), provided the reduction is, once again, accompanied by a suitable consistent truncation.

The crucial point here is demanding the existence of the two inequivalent consistent truncations to the field content of 11-dimensional supergravity and type IIB supergravity, respectively. This highly non-trivial requirement poses strong constraints on the possible form of the 12-dimensional theory and fixes the action (7.1.1). The truncations are necessary because the field content of the 12-dimensional candidate theory is larger than that of the reduced theories (385 versus 128). This enlarged field content, in turn, is necessary to accommodate all fields of the lower dimensional theories and is a consequence of the different field structure of 11-dimensional supergravity and type IIB supergravity.
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Even the parameters \( \alpha, \beta \) and \( \gamma \) are largely fixed by these requirements. In order to reproduce 11-dimensional supergravity, \( \gamma \) must be equal to

\[
\gamma = \frac{\sqrt{3}}{4}. \tag{7.1.6}
\]

Moreover, if the theory is to yield the 10-dimensional dilatonic structure with the global classical \( \text{SL}(2, \mathbb{R}) \) symmetry of type IIB supergravity, the two remaining parameters \( \alpha \) and \( \beta \) need to satisfy

\[
\alpha^2 = -\frac{1}{5}, \quad \beta^2 = -\frac{4}{5} \tag{7.1.7}
\]

and hence, \( \alpha \) and \( \beta \) are imaginary couplings. It should be noted [118] that \( \alpha \) and \( \beta \) can be turned into real couplings by a field re-definition of the 12-dimensional dilaton \( \psi \rightarrow i\psi \). However, \( \psi \) then has the wrong sign for its kinetic term.

Further support for the field content and the form of the action of the 12-dimensional theory is found by oxidising \( p \)-branes from type IIB and 11-dimensional supergravity to 12 dimensions [118]. In other words, it is shown how the \( p \)-brane solutions of type IIB and 11-dimensional supergravity follow from classical solutions of the 12-dimensional theory. However, upon oxidising the M2- and M5-branes from 11 to 12 dimensions, the brane-like structure is lost. That is, the M-theory branes do not descend from F-theory branes in a straightforward way. As for the type IIB branes, they can all be uplifted to 12 dimensions and most of them admit a brane-like interpretation in terms of various configurations of 12-dimensional F-branes (\( D = 12 \) membranes), 3-branes and 6-branes.

After summarising the evidence for the existence of this 12-dimensional field theory, we will now briefly describe the truncations necessary to extract type IIB and 11-dimensional supergravity from it. We begin with the simpler case of 11-dimensional supergravity. The truncation precedes a dimensional reduction on a circle, \( \mathcal{M} = \mathcal{M}^{11} \times S^1 \). After splitting the 12-dimensional coordinates into \( x^M = (x^m, z) \), where \( z \) is the coordinate on the circle, the truncation can be written as follows

\[
G_{m_1...m_5} = 0, \quad F_{mnpz} = 0, \quad \mathcal{F} = 0, \quad \psi = -i\phi, \quad F_{mnpq} = \sqrt{2} G_{mnpz}, \tag{7.1.8}
\]

where \( \mathcal{F} = dA \) is the field strength corresponding to the Kaluza-Klein vector \( A_m = e^{(3/\sqrt{5})\phi} g_{nz} \) and \( \phi \) is the Kaluza-Klein scalar \( g_{zz} = e^{-(3/\sqrt{5})\phi} \). It is, of course, not obvious that this also constitutes a consistent truncation, but KKLP show that this is indeed the case. The M-theory 3-form \( \hat{A} \) is, up to a rescaling, obtained from the 11-dimensional components of \( A \) (or alternatively from \( B_{mnpz} \)) via \( \hat{A}_{mnp} = \sqrt{3/2} A_{mnp} = \sqrt{3} B_{mnpz} \). Through the choice \( \psi = -i\phi \), the dilaton disappears and one is left with precisely the field content of pure 11-dimensional supergravity.

Though not directly relevant for our purposes, we state, for completeness, the consistent truncation necessary to arrive at type IIB supergravity after the reduction on
\(\mathcal{M} = \mathcal{M}^{10} \times T^2\) has been performed. The coordinates are labelled \(x^M = (x^m, z_1, z_2)\), with \(z_1\) (\(z_2\)) being the coordinate on the first (second) circle. The truncation then reads as follows

\[
F_{mnpq} = G_{mnpqz_1} = G_{mnpqz_2} = F_{mnz_1z_2} = \mathcal{F}^{(1)} = \mathcal{F}^{(2)} = 0, \quad \psi = i\varphi, \tag{7.1.9}
\]

where \(\mathcal{F}^{(1)}\) (\(\mathcal{F}^{(2)}\)) is the field strength corresponding to the Kaluza-Klein vector \(A^{(1)}\) (\(A^{(2)}\)) of the first (second) circle and \(\varphi = \frac{2}{3}\phi_1 + \frac{\sqrt{5}}{3}\phi_2\) with \(g_{z_1z_1} = e^{-(3/\sqrt{5})\phi_1}\) and \(g_{z_2z_2} = e^{-(4/3)\phi_2}\). The type IIB fields (denoted by tilded symbols) are identified with the 12-dimensional fields in the following way: \(\tilde{g}_{mn} = g_{mn}, \tilde{B}_{mn} = A_{mnz_1}, \tilde{\phi} = \frac{\sqrt{5}}{3}\phi_1 - \frac{2}{3}\phi_2, \tilde{C}^{(0)} = A_{z_2z_2}, \tilde{C}^{(2)}_{mn} = A_{mnz_2}\) and \(\tilde{e}^{(4)}_{mnpq} = B_{mnpq}\). Here, \(\tilde{g}_{mn}, \tilde{B}, \tilde{\phi}, \tilde{C}^{(0)}, \tilde{C}^{(2)}\) and \(\tilde{C}^{(4)}\) label the metric, NS-NS B-field, dilaton and R-R 0-, 2- and 4-form fields, respectively.

### 7.1.1 A word about supersymmetry and the space-time signature

Any field theoretical study of a 12-dimensional theory that is claimed to be related to string-/M-theory, must of course be accompanied by a discussion of the issues with supersymmetry and the space-time signature. The 12-dimensional Lorentz group \(\text{SO}(11, 1)\) admits both Majorana and Weyl (but not Majorana-Weyl) spinors as its smallest possible spinor representation. However, both the Majorana and the Weyl representation have 64 real components (see, for example, ref. [119]) and the smallest supergravity multiplet (a multiplet with a spin-2 field) gives rise to fields with spin greater than two. It is generally believed that these higher spin fields lead to inconsistencies.\(^2\)

To remedy this situation, it has been suggested to relax the requirement of Lorentzian signature and instead to consider metrics with more general pseudo-Riemannian signature \((- , . . . , - , + , . . . , +)\). Indeed, \(\text{SO}(10, 2)\) possesses a Majorana-Weyl representation with 32 real components, which is exactly the highest number of real supercharges believed to be possible in a consistent supergravity theory. However, the price one has to pay is the presence of two time directions, which potentially means sacrificing (or at least challenging) physical interpretability. For example, with several time directions present, the concept of energy ceases to be well-defined and thus, the action (7.1.1) can no longer be regarded as a low-energy effective field theory of some elusive complete theory. This is one reason why, in a more conservative and pragmatic approach, F-theory is commonly regarded as just a very useful “book-keeping device” to organise non-perturbative solutions of type IIB superstring theory. Interpreted in this way, the problem of multiple time directions disappears, since the additional two

\(^2\)It has been argued however, that it might be possible to avoid those problems, for example by giving up full 12-dimensional Lorentz invariance, or by restricting to higher spin fields that do not couple to other fields, or by letting the higher spin fields have negative energy.
dimensions of the two-torus are not taken to exist physically and hence, their signature is physically irrelevant.

Returning to the KKLP proposal, one first notices that a detailed discussion of the aforementioned issues is carefully avoided in the original paper [118]. Fortunately, the general analysis can be carried out in a way that is, to a large degree, independent of the space-time signature and the signature is therefore deliberately left unspecified wherever possible. For example, this can be seen by noting that the action (7.1.1) is manifestly independent of the space-time signature. That is, none of the terms in (7.1.1) changes sign when changing between (11, 1)- and (10, 2)-signature. However, regardless of the space-time signature, not all is well when supersymmetry comes into play. On a practical level, it is difficult to see how the 385 bosonic degrees of freedom can be matched with an equal number of fermionic degrees of freedom. It is particularly problematic that the number of bosonic degrees of freedom is odd. A gravitino in (10, 2)- and (11, 1)-signature has 144 and 288 on-shell degrees of freedom, respectively. Most intriguingly, \(385 - 1 = 384 = 12 \times 32\), which suggests a possible matching of degrees of freedom upon removal of a bosonic degree of freedom. A natural candidate for removal is the 12-dimensional dilaton \(\psi\). However, \(\psi\) is a crucial ingredient in the reductions and truncations to type IIB and 11-dimensional supergravity, which, in turn, are the main arguments for the existence of (7.1.1). The next integer greater than 385 and divisible by 32 is 416 = 13 \times 32, which could be reached by one gravitino and four spin-1/2 particles in an (11, 1)-signature (416 = 288 + 4 \times 32). The excess of 31 = 416 – 385 bosons could be compensated by introducing three additional vectors (3 \times 10) and a scalar. However, it is not clear how (and if) these extra bosonic fields can be integrated into the KKLP proposal. Besides that, we have merely presented numerology and there are compelling arguments why supergravity models cannot exist in 12 dimensions [10][120].

We will leave this undecided question aside now and instead adopt the approach by KKLP, which is to leave the space-time signature unspecified if possible and keep the discussion general so that it applies to both (11, 1) and (10, 2). In the remainder of this chapter, we will apply our Calabi-Yau five-fold reduction program to the 12-dimensional field theory proposed by KKLP.

### 7.2 KKLP and Calabi-Yau Five-Folds: From \(D = 12\) to \(D = 2\)

In this section, we consider the Kaluza-Klein reduction of the 12-dimensional action given by (7.1.1) on a space-time manifold of the form \(\mathcal{M} = \Sigma \times X\), where \(X\) is a Calabi-Yau five-fold and \(\Sigma\) is a two-dimensional (pseudo-)Riemannian manifold. This is interesting, because as we will see, \(\Sigma\) can be interpreted as a string-worldsheet embedded into the moduli space of Calabi-Yau five-folds.
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We will proceed along the lines of the bosonic reduction of M-theory on Calabi-Yau five-folds presented in section 5.2. In particular, we will employ the same notation for the moduli spaces and follow the same logical order. We thus start by presenting the Kaluza-Klein ansatz for the bosonic fields on $\mathcal{M} = \Sigma \times X$.

7.2.1 The reduction ansatz

We begin with the ansatz for the 12-dimensional line element

$$ds^2 = \gamma_{\alpha\beta} d\sigma^\alpha d\sigma^\beta + g_{mn}(t^i, z^a, \bar{z}^{\bar{a}}) dx^m dx^n, \quad (7.2.1)$$

where $(\sigma^\alpha, \gamma_{\alpha\beta})$ and $(x^m, g_{mn})$ are the local coordinates and metrics on $\Sigma$ and $X$, respectively. The indices take the values $\alpha, \beta, \ldots = 1, 2$ and $m, n, \ldots = 1, \ldots, 10$. The Calabi-Yau metric $g_{mn}$ is Ricci flat and parametrised by the Kähler and complex structure moduli denoted $t^i = t^i(\sigma^\alpha)$ and $z^a = z^a(\sigma^\alpha)$, respectively. As in the one-dimensional case in chapter 5, gravity in two-dimensions is non-dynamical, but we will keep $\gamma_{\alpha\beta}$ as a field, for now. While $g_{mn}$ has purely positive signature, the two-dimensional metric $\gamma_{\alpha\beta}$ has either $(-, +)$ or $(-, -)$ signature depending on whether one starts with $(11, 1)$ or $(10, 2)$ signature in 12 dimensions. Note that the most general ansatz does not contain a Kaluza-Klein vector, owing to $h^{1,0}(X) = 0$.

The next field is the dilaton, which is a scalar and thus we merely drop the $x^m$-dependence

$$\psi(\sigma^\alpha, x^m) = \psi(\sigma^\alpha) \quad (7.2.2)$$

to arrive at the proper Kaluza-Klein ansatz.

Next, we need to consider the form fields. We begin with the 3-form gauge field

$$A = X^P N_P + A^i \wedge \omega_i, \quad (7.2.3)$$

with $A^i = A^i_\alpha d\sigma^\alpha$ and otherwise using the same notation as in (5.2.5). Vectors do not contain any dynamical degrees of freedom in two dimensions and hence $A^i$ can be set to zero right from the outset. Like the 2-metric $\gamma_{\alpha\beta}$, we will nonetheless keep it for now and set it to zero later.

Finally, the 4-form gauge field $B$ is decomposed as follows

$$B = b^i O_X + B^P \wedge N_P + C^i \wedge \omega_i, \quad (7.2.4)$$

with $b^i(X)$ real scalars $b^X$, $b^2(X)$ real vectors $B^P = B^P_\alpha d\sigma^\alpha$ and $h^{1,1}(X)$ real 2-form fields $C^i = \frac{1}{2} C^i_{\alpha\beta} d\sigma^\alpha \wedge d\sigma^\beta$. The 2-form fields can be dualised to scalars $C^i \sim C^i_{\alpha\beta} e^{\alpha\beta} d^2\sigma = \tilde{C}^i d^2\sigma$ and, just as the vectors $A^i$ and $B^P$, are not dynamical. In fact, $C^i \wedge \omega_i$ is closed and thus the $\tilde{C}^i$ play the same rôle as the gauge degrees of freedom $\mu_i$ in (5.2.4).
7.2.2 Performing the bosonic reduction

We will now plug the ansatz into the action (7.1.1) and perform a Kaluza-Klein reduction. Let us begin with the Einstein-Hilbert term. The calculation is largely similar to the one in section 5.2.2 and will be omitted save for some instructive intermediate results. The first step is calculating the Christoffel symbols for the metric ansatz (7.2.1). One finds

\[
\Gamma_{\alpha}^{\gamma} = \Gamma_{\beta}^{(2)\alpha} , \quad \Gamma_{\beta \mu}^{\alpha} = 0 , \quad \Gamma_{\mu \nu}^{\alpha} = -\frac{1}{2} \gamma^{\alpha \beta} s_{\mu \nu} ,
\]

(7.2.5)

where here and in the following the tilde denotes purely 10-dimensional quantities on \( X \). From there, the Riemann tensor is computed. We do not need all components of the Riemann tensor as we are only interested in the Ricci scalar

\[
R = R_{\alpha \beta} \gamma^{\alpha \beta} - \frac{1}{4} \gamma^{\alpha \beta} s_{\mu \nu} s^{\mu \nu} (s_{\mu \nu, \beta} + s_{\mu \nu, \alpha} s_{\alpha \beta}) ,
\]

(7.2.6)

where \( R_{\alpha \beta} \) and \( \nabla^{(2)}_{\alpha} \) are the Ricci scalar and covariant derivative with respect to the 2-metric \( \gamma_{\alpha \beta} \) and we have dropped terms containing the Ricci tensor of \( X \), which vanishes by definition for Calabi-Yau five-folds, that is \( \tilde{R}_{\mu \nu} = 0 \). After integrating by parts, the Einstein-Hilbert term with the ansatz inserted reads as follows

\[
\int_{\mathcal{M}} R_{\alpha \beta} = \int_{\Sigma} d^{2}x \sqrt{|\gamma|} \left\{ -\frac{1}{8} \gamma^{\alpha \beta} s_{\mu \nu} s^{\mu \nu} (s_{\mu \nu, \beta} + s_{\mu \nu, \alpha} s_{\alpha \beta}) + R^{(2)}_{\alpha \beta} \right\} ,
\]

(7.2.7)

Now, we change to local holomorphic coordinates \( z^{\mu} \) on \( X \) and insert eq. (5.2.18) (with the dot replaced by \( \partial_{\alpha} \)). The final form of the reduced Einstein-Hilbert term is then found to be

\[
\int_{\mathcal{M}} R_{\alpha \beta} = \int_{\Sigma} d^{2}x \sqrt{|\gamma|} \left\{ -\frac{1}{8} G_{ij}^{(1,1)} (\partial_{\alpha} t^{i}) (\partial_{\beta} t^{i}) - 2 V(\dot{t}) G_{ab}^{(1,4)} (\dot{z}_{a} \dot{\bar{z}}_{b}) (\partial_{\alpha} z^{a}) (\partial_{\beta} \bar{z}^{b}) + V(\dot{t}) R^{(2)}_{\alpha \beta} \right\} ,
\]

(7.2.8)

with the physical moduli space metrics as presented in section 5.2.3.

In addition, we need the field strengths \( F = dA \) and \( G = dB \) for the form field ansätze (7.2.3)-(7.2.4) and their Hodge duals

\[
F = dX^{P} \wedge N_{P} + F^{i} \wedge \omega_{i} , \quad G = db^{X} \wedge O_{X} + G^{P} \wedge N_{P} ,
\]

(7.2.9)
where we have introduced the two-dimensional field strengths $F^i \equiv dA^i = \frac{1}{2} \partial_a A^i_b \, d\sigma^a \wedge d\sigma_b$ and $G^P = dB^P$. To derive the expressions for $*F$ and $*G$, we have used the results (3.4.2) and (3.5.44). Where no confusion is possible, we will henceforth denote the two-dimensional Hodge star $*^{(2)}$ simply by $*$.

Inserting the ansätze (7.2.1)-(7.2.4) together with the last four equations into the action (7.1.1) and integrating over the Calabi-Yau five-fold, one arrives at the following two-dimensional effective action

\[
S_2 = \frac{T}{2} \int_\Sigma \left\{ -\frac{1}{8} G_{ij}^{(1,1)}(t) d t^i \wedge * d t^i - 2 V(t) G_{a b}^{(1,4)}(\bar{z} \cdot \bar{z}) d z^a \wedge * d z^b - \frac{1}{2} V(t) d \psi \wedge * d \psi \\
- \frac{1}{2} \epsilon^{a b} \left[ G_{P Q}^{(2)}(L \cdot \bar{z} \cdot \bar{z}) d X^P \wedge * d X^Q + 2 V(t) G_{i j}^{(1,1)}(t) F^i \wedge * F^j \right] \\
- \frac{1}{2} \epsilon^{a b} \left[ G_{X Y}^{(4)}(t) d b^X \wedge * d b^Y + G_{P Q}^{(3)}(L \cdot \bar{z} \cdot \bar{z}) G^P \wedge * G^Q \right] \\
+ V(t) R^{(2)} \wedge * 1 \right\} + S_{2,CS} , \tag{7.2.12}
\]

where $T \equiv \sigma^{A/5}/\kappa_5^2$ is the "string tension"\footnote{The power of the coordinate volume $v = \int_X d^{10}x$ has been inserted into the definition of $T$ so that it has the correct mass dimension for a tension, namely (mass)$^2$ (or (length)$^{-2}$). Compensating powers of $v$ also need to be inserted into the definitions of the moduli space metrics but are suppressed in order to keep equations concise. If needed, the powers of $v$ can easily be reconstructed by demanding objects to take on their correct mass dimensions.}, the moduli space metrics $G_{i j}^{(1,1)}$, $G_{a b}^{(1,4)}$, $G_{P Q}^{(2)}$ and $G_{i j}^{(1,1)}$ have been defined in (5.2.21), (5.2.23) and (3.5.12), respectively, and the only new object is the 4-form moduli space metric defined as

\[
G_{X Y}^{(4)}(t) \equiv \int_X O_X \wedge * O_Y . \tag{7.2.13}
\]

The Chern-Simons contribution $S_{2,CS}$ is explicitly given by

\[
S_{2,CS} = -\frac{T}{2} \gamma d_{X P Q} \int_\Sigma b^X \wedge d X^P \wedge d X^Q , \tag{7.2.14}
\]

with intersection number $d_{X P Q} \equiv \int_X O_X \wedge N_P \wedge N_Q$. By employing differential form language in (7.2.12), we have arrived at an action that is the same for both $(-, +)$ and $(-, -)$ signature.

Assuming $(-, +)$ signature, all but two kinetic terms have the appropriate sign such as to yield a positive energy expression. The two exceptions are the $\psi$ kinetic term and another one in the $(1, 1)$-sector corresponding to the negative eigenvalue direction of the $(1, 1)$-metric. To see the former explicitly, perform a simultaneous rescaling
\( \psi \rightarrow i \psi, \alpha \rightarrow -i \alpha \) and \( \beta \rightarrow -i \beta \). The only change in the action (7.2.12) induced by this rescaling is a flipped sign in front of the dilaton kinetic term, while all other terms remain unchanged in form but are now manifestly real. Thus, the only terms with a negative contribution to the total energy stem from the dilaton kinetic term and, by the same arguments as in chapter 6, from the single negative direction in the \((1, 1)\)-sector.

### 7.2.3 Strings on moduli spaces

The action (7.2.12) still contains terms involving the (non-dynamical) gauge degrees of freedom \( A^i \) and \( B^P \). It is however consistent with their equations of motion

\[
d^* \left( e^{\alpha \psi} V G^{(1,1)}_{I J}(\phi) \frac{\partial \alpha}{\partial \phi^I} \frac{\partial V}{\partial \phi^J} - R^{(1)}(\gamma) V(\phi) \right) = 0 ,
\]

(7.2.15)

and we will set them to zero. By combining the other fields into one large vector \( \phi^I = (t^i, z^a, \bar{z}^\bar{b}, \psi, X^P, b^X) \), the remaining terms in the action (7.2.12) can be written in a concise way as

\[
S_2 = -\frac{T}{2} \int_d \sqrt{\gamma} \left\{ \gamma^{\alpha \beta} G_{I J}(\phi) \frac{\partial \alpha}{\partial \phi^I} \frac{\partial \beta}{\partial \phi^J} - \frac{1}{2} \gamma^{\alpha \beta} V(\phi) \right\} + S_{2,CS} ,
\]

(7.2.16)

with a block-diagonal metric \( G_{I J} \) comprising the individual moduli space metrics in the appropriate way. This two-dimensional sigma-model is a generalisation of the Polyakov action (also known as Brink-DiVecchia-Howe-Deser-Zumino action) of a bosonic string moving in a target space with embedding coordinates \( \phi^I(\sigma) \). In our case, the target space is the \( n \)-dimensional moduli space of deformations around the Calabi-Yau five-fold \( X \), where \( n \) can be read off from the \( I \)-index range

\[
n = h^{1,1}(X) + 2 h^{1,4}(X) + 2 h^{1,2}(X) + h^{1,3}(X) + h^{2,2}(X) + 1
\]

(7.2.17)

and the target space metric \( G_{I J} \) has \((n-2, 2)\)-signature irrespective of the signature of the 12-dimensional space-time manifold \( \mathcal{M} \). The two negative directions correspond to the worldsheet dilaton \( \varphi \) and the negative eigenvalue in the \((1, 1)\)-metric as explained above. Intriguingly, the Calabi-Yau volume \( V \) plays the rôles of the target-space dilaton and its expectation value \( \langle V \rangle \) is related to the string coupling constant \( g_s \) via \( g_s = e^{\langle V \rangle} \) (or \( g_o^2 = e^{\langle V \rangle} \), for open strings) in the string interpretation of the sigma-model (7.2.16).

The classical equations of motion following from (7.2.16) are

\[
\nabla_a \nabla^a \phi^I + \Gamma^I_{JK} \frac{\partial}{\partial \phi^J} \frac{\partial}{\partial \phi^K} + \frac{1}{2} R^{(2)} G_{I J} \frac{\partial V}{\partial \phi^J} + C^I = 0 ,
\]

(7.2.18)

\[
G^{(2)}_{\alpha \beta} = V^{-1} G_{I J} \frac{\partial}{\partial \phi^I} \frac{\partial}{\partial \phi^J} - \frac{1}{2} \gamma^{\alpha \beta} V^{-1} G_{I J} \frac{\partial}{\partial \phi^I} \frac{\partial}{\partial \phi^J} ,
\]

(7.2.19)

where \( \Gamma^I_{JK} \) is the Christoffel symbol associated with \( G_{I J} \), \( C^I \) is the contribution from the Chern-Simons term (7.2.14) and \( G^{(2)}_{\alpha \beta} \) is the two-dimensional Einstein tensor. Recall,
that gravity is non-dynamical in two-dimensions and may be gauged away. After
gauge fixing the worldsheet metric, the two-dimensional Einstein tensor $G^{(2)}_{\alpha\beta}$ vanishes
and Einstein’s equation turns into the constraint of the vanishing of the worldsheet energy-momentum tensor
\[ T_{\alpha\beta} = V^{-1}G_{ij}\partial_i\phi^I\partial_j\phi^J - \frac{1}{2}\gamma_{\alpha\beta}V^{-1}G_{ij}\partial_i\phi^I\partial_j\phi^J = 0. \]  
(7.2.20)

This is analogous to the Hamiltonian constraint \( (5.4.26) \) in chapter \( 5 \).

After choosing conformal gauge $\gamma_{\alpha\beta} = \eta_{\alpha\beta}$ (with $\eta_{\alpha\beta} = \text{diag}(-1, +1)$ or $\eta_{\alpha\beta} = \text{diag}(-1, -1)$) and changing to holomorphic coordinates $z = \sigma^1 + i\sigma^2$, the gauge fixed action is simply given by
\[ S_2 = \frac{T}{2} \int_{\Sigma} d^2z G_{IJ}(\phi) \left( \partial\phi^I\partial\phi^J + \bar{\partial}\bar{\partial}\phi^I\phi^J \right) + S_{2,CS}, \]
(7.2.21)

for $\eta_{\alpha\beta} = \text{diag}(-1, +1)$ and
\[ S_2 = T \int_{\Sigma} d^2z G_{IJ}(\phi) \partial\phi^I\partial\phi^J + S_{2,CS}, \]
(7.2.22)

for $\eta_{\alpha\beta} = \text{diag}(-1, -1)$. Here, $d^2z = dzd\bar{z} \equiv 2d\sigma^1d\sigma^2$, $\partial = \partial/\partial z$ and $\bar{\partial} = \partial/\partial \bar{z}$.

The action \( (7.2.16) \) has the well-known symmetries of bosonic string theory, namely
target-space Poincaré invariance, worldsheet reparametrisation (or two-dimensional diffeomorphism) invariance and local Weyl (or conformal) invariance. To check that the Chern-Simons term respects conformal invariance, recall the conformal weights, denoted \( \text{wt}(\cdot) \), of various objects in the theory
\[ \text{wt}(\sigma^\alpha) = -1, \quad \text{wt}(\partial_\alpha) = 1, \quad \text{wt}(\gamma_{\alpha\beta}) = 2, \quad \text{wt}(\phi^I) = 0. \]
(7.2.23)

It is then straightforward to see that \( \text{wt}(d) = 0 \) and \( \text{wt}(S_{2,CS}) = 0 \), which means the Chern-Simons term is indeed conformally invariant. In addition to the standard symmetries of the bosonic string, the two axion-like scalars $X^P$ and $b^X$ originating from the 12-dimensional form fields $A$ and $B$ possess a Peccei-Quinn shift symmetry
\[ X^P(\sigma) \rightarrow X^P'(\sigma) = X^P(\sigma) + c^P, \quad (7.2.24) \]
\[ b^X(\sigma) \rightarrow b^X'(\sigma) = b^X(\sigma) + c^X, \quad (7.2.25) \]

where the $c^P$ and $c^X$ are sets of real constants. This is in full analogy to the case of M-theory on Calabi-Yau Five-Folds (see section \( 5.4.3 \)). The invariance of the first two terms in the action \( (7.2.16) \) is a consequence of the fact that $G_{ij}$ and $V$ are independent of $X^P$ and $b^X$ and those fields only occur differentiated there. The Chern-Simons term \( (7.2.14) \) varies into a total derivative under the Peccei-Quinn transformations \( (7.2.24)-(7.2.25) \).
We end this section with a curious observation. It is well-known that quantum consistency (namely, the absence of a conformal anomaly) requires the target-space of the bosonic string to be 26-dimensional. In our case, the string moves in the moduli space of deformations around the Calabi-Yau five-fold $X$ and the dimension of this target space was given in eq. (7.2.17) in terms of the Hodge numbers of $X$. Thus, in order for our dimensional reduction to be consistent at the quantum level, it seems that we must restrict to those Calabi-Yau five-folds $X$ which satisfy

$$n = h^{1,1}(X) + 2h^{1,4}(X) + 2h^{1,2}(X) + h^{1,3}(X) + h^{2,2}(X) + 1 = 26.$$  

(7.2.26)

This places constraints on the possible topology of $X$. Intriguingly enough, amongst all the explicit examples of Calabi-Yau five-folds studied in this thesis, there is precisely one that satisfies this constraint. It is the torus quotient $(T^2)^5/Z_4^2$ introduced in section 3.6.2.

With the result (3.6.32)-(3.6.33) for the Hodge numbers of $(T^2)^5/Z_4^2$, one verifies

$$n = 5 + 2 \cdot 5 + 2 \cdot 0 + 2 \cdot 0 + 10 + 1 = 26.$$  

(7.2.27)

By the same argument, the simplest CICYs with small configuration matrices studied in section 3.6.1 are ruled out on the sole ground that $h^{1,4}(X)$ is of the order $10^2$ or even $10^3$.

### 7.3 Connection with M-theory on Calabi-Yau Five-Folds

To end this chapter, we would like to mention how the two-dimensional action (7.2.16) is related to the one-dimensional effective theory obtained from reducing M-theory on Calabi-Yau Five-Folds. In the original KKLP proposal, it was shown how 11-dimensional supergravity emerges from the 12-dimensional action (7.1.1) by a reduction on $S^1$ in conjunction with the consistent truncation stated in (7.1.8). We will now apply the same steps to the case where $\mathcal{M} = \Sigma \times X$. In other words, the total space is further decomposed as $\mathcal{M} = \mathbb{R} \times S^1 \times X$.

We may start with the reduction on a circle from 12 to 11 dimensions and directly adopt the result given in ref. [118]

$$S_{11} = \frac{1}{2\kappa_{11}^2} \int \left\{ R \ast 1 - \frac{1}{2} d\psi \wedge \ast d\psi - \frac{1}{2} d\phi \wedge \ast d\phi - \frac{1}{2} e^{-\left(1/\sqrt{5}\right)\phi + a\bar{\psi}} F_4 \wedge \ast F_4 - \frac{1}{2} e^{-\left(4/3\sqrt{5}\right)\phi + \beta\psi} F_3 \wedge \ast F_3 - \frac{1}{2} e^{-\left(7/3\sqrt{5}\right)\phi + \alpha\bar{\psi}} F_4 \wedge \ast F_4 - \frac{1}{2} e^{-\left(10/3\sqrt{5}\right)\phi + \gamma\psi} F_5 \wedge \ast F_5 \right\} + S_{11,CS},$$

(7.3.1)
where \( \kappa_{12}^2 = \kappa_{12}^2 / (2\pi) \), \( F = F_4 + F_3 \wedge dz = dA_3 + dA_2 \wedge dz \), \( G = G_5 + G_4 \wedge dz = dB_4 + dB_3 \wedge dz \), \( \mathcal{F} = d\mathcal{A} \) and

\[
ds_{12}^2 = e^{\theta/(3\sqrt{5})} ds_{11}^2 + e^{-(3/\sqrt{5})\phi}(dz + \mathcal{A})^2, \tag{7.3.2}
\]

with \( z \) the coordinate on the circle. The Chern-Simons terms, including the corrections to the field strengths \( F_4 \) and \( G_5 \), are given by

\[
S_{11,CS}' = \frac{1}{2\kappa_{11}^2} \int \left\{ \gamma B_3 \wedge F_4 \wedge F_4 + 2\gamma B_4 \wedge F_3 \wedge F_4 + e^{-(1/\sqrt{5})\phi + \alpha\phi} F_3 \wedge \mathcal{A} \wedge * F_4 + e^{-(4/\sqrt{5})\phi + \beta\phi} G_4 \wedge \mathcal{A} \wedge * G_5 \right\}. \tag{7.3.3}
\]

The next step is our Calabi-Yau five-fold reduction. For the metric, we choose the same ansatz as in section 5.2.1 (see (5.2.3))

\[
ds_{11}^2 = -\frac{1}{4N} \tau^2 d\tau^2 + g_{mn}(t^i, \bar{z}^a, \bar{z}^b) dx^m dx^n. \tag{7.3.4}
\]

The ansätze for the form fields are chosen as follows (cf. (5.2.5))

\[
A_3 = \tilde{X}^P N_P, \quad A_2 = A^i \Omega_i, \quad B_4 = b^X O_X, \quad B_3 = \tilde{Y}^P N_P, \quad A = 0. \tag{7.3.5}
\]

Note that \( \mathcal{A} \) does not contribute any dynamical degrees of freedom to the one-dimensional action, since \( h^{1,0}(X) = 0 \) and one-dimensional vectors are non-dynamical.

Plugging this reduction ansatz into the action (7.3.1) and using the results from section 5.2.2 leads to the following one-dimensional action

\[
S_1' = \frac{1}{2} \int d\tau N^{-1} \left\{ \frac{1}{4} \mathcal{C}^{(1,1)}_{ij}(t) \dot{t}^i \dot{t}^j + 4V(t) \mathcal{G}^{(4)}_{ab}(\bar{z}, \bar{z}) \dot{\bar{z}}^a \dot{\bar{z}}^b + V(\psi^2 + \phi^2)
+ \frac{1}{2} e^{-(1/\sqrt{5})\phi + \alpha\phi} \mathcal{G}^{(3)}_{PQ}(\bar{t}, \bar{z}) \dot{\tilde{X}}^P \dot{\tilde{X}}^Q + \frac{1}{2} e^{(2/\sqrt{5})\phi + \beta\phi} \mathcal{G}^{(3)}_{PQ}(t, \bar{z}, \bar{z}) \dot{\tilde{Y}}^P \dot{\tilde{Y}}^Q
+ 2e^{-4/\sqrt{5}\phi + \alpha\phi} V(t) \mathcal{G}^{(1,1)}_{ij}(t) \dot{A}^i \dot{A}^j + e^{-(4/\sqrt{5})\phi + \beta\phi} \mathcal{G}^{(4)}_{XY}(t) \dot{b}^X \dot{b}^Y \right\}. \tag{7.3.6}
\]

Note that none of the Chern-Simons terms in (7.3.3) contributes to the one-dimensional action.

Of course, one could also have arrived at the same one-dimensional action by reducing first on the Calabi-Yau five-fold \( X \) to two dimensions and then one the circle. In this case, the metric ansatz (7.3.2) is re-grouped to read

\[
ds_{12}^2 = \gamma_{\alpha\beta} d\sigma^\alpha d\sigma^\beta + e^{\theta/(3\sqrt{5})} g_{mn}(t^i, \bar{z}^a, \bar{z}^b) dx^m dx^n, \tag{7.3.7}
\]

which amounts to a Weyl rescaling of the Calabi-Yau metric, as compared to the standard reduction ansatz (7.2.1). The form field ansätze are as in section 7.2.1.
ansatz leads to a modified two-dimensional action, denoted $S'_2$, which contains a kinetic term for $\phi$ and powers of $e^\phi$ inserted as pre-factors into the terms in the action \eqref{eq:7.2.12}. The reduction to one dimension is then performed using the following ansatz for the 2-metric

$$ds^2 = \gamma_{\alpha\beta} d\sigma^\alpha d\sigma^\beta = -\frac{1}{4} e^{\phi/(3\sqrt{5})} N(\tau)^2 d\tau^2 + e^{-(3/\sqrt{5})\phi} dz^2$$ \hspace{1cm} (7.3.8)

and for the other fields in \eqref{eq:7.2.12}, we merely drop the $z$-dependence. The result of that reduction is our modified one-dimensional action \eqref{eq:7.3.6} (after some relabelling of fields), as expected.

Now, we will turn to the question of how the action \eqref{eq:7.3.6} can be truncated consistently to yield the one-dimensional effective theory from our M-theory on Calabi-Yau five-folds reduction in chapter 5. We will be guided by the original KKLP proposal and use the truncation \eqref{eq:7.1.8} with our reduction ansatz inserted. This first leads to

$$\dot{A}^i = b^X = 0 .$$ \hspace{1cm} (7.3.9)

This is consistent with their respective equations of motion, which read

$$\frac{d}{d\tau} \left( N^{-1} e^{(7/3\sqrt{5})\phi + \alpha \psi} V(\tau) G^{(1,1)}(\tau) \dot{A}^i \right) = 0 ,$$ \hspace{1cm} (7.3.10)

$$\frac{d}{d\tau} \left( N^{-1} e^{-(4/3\sqrt{5})\phi + \beta \psi} G^{(4)}(\tau) \dot{b}^Y \right) = 0 .$$ \hspace{1cm} (7.3.11)

Following ref. [118], we now choose $\alpha = i/\sqrt{5}$ and $\beta = -2i/\sqrt{5}$ and assemble $\psi$ and $\phi$ into a single complex field $w$ according to

$$w = \frac{1}{\sqrt{2}}(-\phi + i\psi) , \hspace{1cm} \bar{w} = \frac{1}{\sqrt{2}}(-\phi - i\psi) .$$ \hspace{1cm} (7.3.12)

After setting $\dot{A}^i = b^X = 0$ and introducing the new field $w$, the action \eqref{eq:7.3.6} reduces to

$$S'_1 = \frac{l}{2} \int d\tau N^{-1} \left\{ \frac{1}{4} G^{(1,1)}(\tau) i^i \dot{i}^i + 4 V(\tau) G^{(1,4)}(\tau) \dot{z}^a \dot{z}^b + 2 V \dot{w} \dot{\bar{w}} + \frac{1}{2} e^{\sqrt{7/5}w} G^{(3)}(\tau, \dot{z}, \dot{\bar{z}}) \dot{X}^P \dot{X}^Q + \frac{1}{2} e^{-2\sqrt{7/5}w} G^{(3)}(\tau, \dot{z}, \dot{\bar{z}}) \dot{Y}^P \dot{Y}^Q \right\}$$ \hspace{1cm} (7.3.13)

and the equations of motion for $w$ and $\bar{w}$ can be read off directly

$$\frac{d}{d\tau} \left( N^{-1} V(\tau) \dot{w} \right) = 0 ,$$ \hspace{1cm} (7.3.14)

$$\frac{d}{d\tau} \left( N^{-1} V(\tau) \dot{\bar{w}} \right) = \frac{1}{4} \sqrt{\frac{2}{5}} \left( e^{\sqrt{7/5}w} G^{(3)}(\tau, \dot{z}, \dot{\bar{z}}) \dot{X}^P \dot{X}^Q - 2 e^{-2\sqrt{7/5}w} G^{(3)}(\tau, \dot{z}, \dot{\bar{z}}) \dot{Y}^P \dot{Y}^Q \right) .$$ \hspace{1cm} (7.3.15)
which shows that it is consistent to set \( w = \bar{w} = 0 \), provided
\[
\hat{X}^P = \sqrt{2} \hat{Y}^P . \tag{7.3.16}
\]

With this identification and \( w = \bar{w} = 0 \), the action can be written as
\[
S_1 = \frac{1}{2} \int d\tau N^{-1} \left\{ \frac{1}{4} G_{ij}^{(1,1)}(t) \dot{t}^i \dot{t}^j + 4V(t) G_{ab}^{(1,4)}(z, \bar{z}) \dot{z}^a \dot{\bar{z}}^b + \frac{1}{2} G^{(3)}_{PQ}(t, z, \bar{z}) \dot{X}^P \dot{X}^Q \right\} , \tag{7.3.17}
\]
where \( X^P = (\sqrt{3/2}) \hat{X}^P = \sqrt{3} \hat{Y}^P \). This is precisely the one-dimensional effective action \((5.2.20)\) obtained from the reduction of M-theory on Calabi-Yau five-folds. Note that in order for this identification to work, we had to reduce both M-theory and F-theory on the same Calabi-Yau five-fold \( X \). Hence, this does not give rise to mirror symmetry for Calabi-Yau five-folds.

To summarise, we illustrate the result of this section with the help of the following commutative diagram
\[
\text{S12} \xrightarrow{S^1} S'_{11} \xrightarrow{\text{trunc.}} S_{\text{CJS,B}} \xrightarrow{\text{trunc.}} S_1
\]
where \( X^P = (\sqrt{3/2}) \hat{X}^P = \sqrt{3} \hat{Y}^P \). This is precisely the one-dimensional effective action \((5.2.20)\) obtained from the reduction of M-theory on Calabi-Yau five-folds. Note that in order for this identification to work, we had to reduce both M-theory and F-theory on the same Calabi-Yau five-fold \( X \). Hence, this does not give rise to mirror symmetry for Calabi-Yau five-folds.

To summarise, we illustrate the result of this section with the help of the following commutative diagram
\[
\text{S12} \xrightarrow{S^1} S'_{11} \xrightarrow{\text{trunc.}} S_{\text{CJS,B}} \xrightarrow{\text{trunc.}} S_1
\]
We showed in this section that one may follow around the arrows in this diagram in an arbitrary order. Thus, the two-dimensional string action \((7.2.12)\) obtained from reducing the KKLP action \((7.1.1)\) contains the one-dimensional effective action \((5.2.20)\) that originated from the M-theory reduction as a special case.
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Conclusion

8.1 Summary

This thesis explored Calabi-Yau five-folds as compactification manifolds for physical theories. These manifolds are ten-dimensional and therefore, compactifications on such spaces can only be performed for theories originally defined in more than ten dimensions. This uniquely singles out M-theory and F-theory as the realm of Calabi-Yau five-fold compactifications. Both of these possibilities have been studied in this thesis at least at the field theoretical level. The focus, however, has clearly been on the M-theory setting.

In chapters 2 and 3, we developed the necessary physical (chapter 2) and mathematical (chapter 3) background knowledge. More precisely, we reviewed some aspects of M-theory and 11-dimensional supergravity in chapter 2, mostly focusing on those elements that are directly relevant to later parts of the thesis. Chapter 3 introduced the mathematics of Calabi-Yau manifolds in general and briefly detoured into the history of how Calabi-Yau spaces entered the physics literature. The second part of this chapter concentrated on special properties of five-folds and on constructing explicit examples of such manifolds. The latter turned out to be important, since M-theory – as we learned in chapter 5 – places constraints on the possible Calabi-Yau five-fold backgrounds. In such a situation, explicit examples that satisfy these constraints serve as an existence proof of such compactification models or – in other words – are a way of re-assuring that one is not dealing with an empty set.

Chapter 4 was devoted to another preparatory topic, namely to one-dimensional $\mathcal{N} = 2$ superspace. While this is in general not a new subject, we found that we needed some generalisations of the results contained in the literature. In order to develop a solid base for our application to M-theory, we opted for a systematic exposition of one-dimensional $\mathcal{N} = 2$ flat and curved superspace.

The great amount of time we spent developing the background material in the first review-like chapters was rewarded in chapter 5, where the reduction of M-theory
on Calabi-Yau five-folds is presented in its entirety. We started off by exploring the implications of a Calabi-Yau five-fold background. In other words, what properties must such a background have in order to be consistent with the 11-dimensional equations of motion? We found that the M-theory corrected equations of motion impose a topological constraint forcing the fourth Chern class of the Calabi-Yau five-fold to be proportional to the square of the internal fluxes and to the membrane classes on the manifold. In the absence of flux and membranes, this constraint allows only those five-folds as valid compactification backgrounds that have vanishing fourth Chern class.

We also analysed the Killing spinor equation for a Calabi-Yau five-fold background. In the quest to obtain supersymmetric solutions, we found that they can be satisfied by constraining the 4-form flux to be primitive and purely of \((2,2)\)-type. This, in turn, leads to a lifting of the otherwise totally flat moduli space, since the Kähler and complex structure moduli are now forced to evolve only in such a way as to ensure the chosen 4-form flux obeys the aforementioned restrictions at all times (or otherwise the solution is non-supersymmetric).

Before studying the flux compactifications in more detail, we presented the lowest-order Kaluza-Klein reduction of 11-dimensional supergravity on Calabi-Yau five-folds. Due to the peculiar features of one-dimensional supersymmetry, the usual procedure of performing only the bosonic reduction and then guessing the supersymmetric completion is not guaranteed to work in our case. Therefore, we also dimensionally reduced the fermionic part up to the two-fermi level and indeed we found purely fermionic multiplets, which we would have missed had we only reduced the bosonic side. We then used the results from chapter 4 to write the one-dimensional effective action in superspace. In this way, we could summarise the effective theory in a concise way and make all its symmetries manifest. Moreover, it served as a check that the lower-dimensional theory indeed possesses \(\mathcal{N} = 2\) supersymmetry.

In the last part of chapter 5, we studied flux compactifications. A first concern was establishing the existence of viable examples of compactification manifolds. At this point, the explicit constructions of chapter 3 were put to use. We showed how the various constraints can be satisfied for some five-folds, while in other cases the constraints rule out certain examples. After re-assuring ourselves that we were not dealing with an empty set of compactification manifolds, we moved on to calculating the corrections from flux and higher-order terms in the 11-dimensional action to the one-dimensional effective theory. In accord with the general expectation, the inclusion of flux leads to a scalar potential in the one-dimensional theory. After finding the potential, we showed how it can be obtained from a Gukov-type superpotential. This derivation is in parts similar to the case of Calabi-Yau four-folds. However, differences arise when one attempts to incorporate the restrictions stemming from the Killing spinor equation into the lower-dimensional effective theories. The condition of primitivity of
the 4-form flux can in both cases be implemented by requiring the superpotential to be independent of the Kähler moduli. In our case, this actually leads to a vanishing scalar potential. The second condition – namely the vanishing of the $(1,3)$-part of the 4-form flux – could only be included as an implicit constraint equation. Ultimately, this is related to the fact that our scalar potential only depends on the Kähler moduli and not on the complex structure moduli, which, in turn, is a consequence of a sign difference between the expressions for the Hodge duals of $(2,2)$- and $(1,3)$-forms. On the other hand, in the four-fold case, a second – complex structure moduli dependent – superpotential arises and imposing its independence of the complex structure moduli ensures the absence of the $(1,3)$-part of the 4-form flux.

In the remaining two chapters, we provided an overview of some ongoing (and largely unpublished) work in progress. Chapter 6 is concerned with connecting the one-dimensional effective theory with physics, focusing on a possible cosmological interpretation. In the first part, we studied some classical solutions of the bosonic part of the one-dimensional effective action, again putting to use the explicit examples of Calabi-Yau five-folds disclosed in chapter 3. Since it is not clear whether one is eventually only interested in supersymmetric solutions (after all, the world around us is non-supersymmetric), we also included some non-supersymmetric examples.

Leaving the realm of classical field theory, one first notices that our one-dimensional action is actually a mini-superspace model. To illustrate this fact, we briefly reviewed some prominent topics in quantum gravity research, namely (quantum) geometro-dynamics and mini-superspace quantisation. We then applied mini-superspace techniques to quantise our one-dimensional sigma model and obtained a Wheeler-DeWitt equation, which is a generalisation of the usual Wheeler-DeWitt equation of mini-superspace models. The extra corrections originate from the Chern-Simons term in the one-dimensional action. We showed that despite the corrections, the Wheeler-DeWitt equation can be written in a manifestly covariant way and an apparent additional factor ordering ambiguity is resolved owing to the particular properties of the Chern-Simons term. Just to give a taste, the model was quantised for a simple (yet unrealistic) class of examples, namely those with only a single Kähler modulus. The solution is merely formal as it is exponentially diverging leading to decompactification and thus to an invalidation of our approximations.

The last chapter looked beyond M-theory and eleven dimensions. Indeed, in chapter 7 we applied our Calabi-Yau five-folds reduction program to a particular proposal by Khvieniia, Khvieniia, Lü and Pope (KKLP) of a 12-dimensional field theory that is possibly related to F-theory. We began by summarising the KKLP proposal and discussing some of the issues with 12-dimensional theories. Finally, we dimensionally reduced the KKLP action on a Calabi-Yau five-fold from 12 to two dimensions. The result is a two-dimensional sigma-model coupled to two-dimensional gravity, which can be interpreted as a bosonic string moving in the moduli space of
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Calabi-Yau five-folds. It is known from ordinary string theory that quantum consistency requires the target space to be 26-dimensional. In our case, the target space is the moduli space and its dimension is determined by the Hodge numbers of the Calabi-Yau manifold. Hence, quantum consistency turns into a topological constraint on the possible Calabi-Yau backgrounds and with the torus quotient $T^{10}/\mathbb{Z}_4$, we found an example which satisfies this constraint.

A guiding principle of KKLP was the condition that 11-dimensional supergravity (and type IIB supergravity) be embeddable into the 12-dimensional action. It was therefore interesting to see how (and if) this embedding can be performed at the level of the lower-dimensional theories obtained from Calabi-Yau five-fold reductions. The way 11-dimensional supergravity emerges from the KKLP action is by a dimensional reduction on a circle accompanied by a consistent truncation of the fields. A similar process was anticipated in our lower-dimensional scenario. To check this, we first reduced the KKLP action from 12 to one dimension on a Calabi-Yau five-fold times a circle (this can actually be done in two equivalent ways, since $\text{CY}_5 \times S^1 \cong S^1 \times \text{CY}_5$). Then – led by the original KKLP case – we found a way to consistently truncate our one-dimensional action such as to land on the effective theory obtained from reducing M-theory.

8.2 Outlook and future directions

The possible applications of Calabi-Yau five-folds in M- and F-theory have by far not been exhausted. By investing considerable efforts into developing the generalities of Calabi-Yau five-fold compactifications, we have paved the way for a wide variety of different directions in which to pursue and extend this research programme further.

A very interesting question within the context of “moduli space cosmology” is whether it is possible to find explicit models in which three spatial dimensions (that is, three directions inside the compact Calabi-Yau five-fold) dynamically grow large at late times thereby offering a novel way of explaining why our universe has three spatial dimensions. First steps towards this admittedly ambitious aim were made in chapter\[6\]. However, the Wheeler-DeWitt equation from the mini-superspace quantisation of our non-linear sigma models is in general a highly-coupled, non-linear, higher-order partial differential equation, which means resorting to numerical methods save for the simplest cases.

Before turning to such a notoriously difficult question regarding the dynamics, it is perhaps instructive to first study a much simpler kinematical question: Assuming one is in a region of the five-fold moduli space where three directions are large, what properties does an effective decompactification limit to four dimensions have? For example, how much supersymmetry does it possess and can one learn something about the cosmological constant (perhaps along the lines of ref. \[22\])? A simple example that
can presumably be worked out rather explicitly is the torus quotient $T^{10}/\mathbb{Z}_2^4$ with a $T^{10} = T^3 \times T^7$ split, where $T^3$ is large compared to $T^7$ and such that the full manifold is still complex, of course. It is conceivable (by supersymmetry arguments) that such decompactifications to four dimensions could be linked to M-theory on $G_2$-manifolds.

Returning to the question regarding the dynamics, it would also be interesting to investigate into the important question of “naturalness.” In other words, how abundant are models that exhibit a $3+7$ split at late times in the entire Calabi-Yau five-fold landscape? Finally, another possible approach to making contact with four dimensions, is to study the application of brane gas cosmology to our Calabi-Yau five-fold reductions of M-theory.

In a somewhat different direction goes the full-fledged treatment of general five-fold flux compactifications, which first and foremost amounts to studying the 11-dimensional Killing spinor equation for Calabi-Yau five-fold backgrounds (and including higher-order corrections) in the language of $G$-structures (here, $G = \text{SU}(5)$). This also involves studying higher-order corrections to the lowest order Calabi-Yau five-fold background, in a way that is more general than the analysis we begun in chapter 5. For example, one may wish to allow for a warping of the full 11-dimensional metric or one may study deviations away from genuine Calabi-Yau manifolds.

Finally, the possible generalisation to F-theory that was started in chapter 7 is far from a complete story. Instead of restricting to field theoretical methods à la KKLP, it would be interesting to study full F-theory on Calabi-Yau five-folds. This involves considering Calabi-Yaus with toric fibrations to allow for the embedding of the F-theory torus. Returning to KKLP, there are a number of question that can be asked about the two-dimensional sigma-model action obtained from our reduction. For example, can it be completed supersymmetically in such a way as lead to our one-dimensional effective theory from M-theory on five-folds upon reduction on a circle plus a consistent truncation à la KKLP and does this have implications for the elusive fermionic side of the 12-dimensional theory? Does the Calabi-Yau five-fold reduction favour a particular space-time signature and is there a relation to four dimensions?

Several of the problems mentioned in this section are currently under investigation.
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“Let no one ignorant of Mathematics enter here.”

— Inscription above the doorway of PLATO’s Academy
Appendix A

Notation and Conventions

A.1 Symbols, Generalities and Space-Time Signatures

A complete list of symbols was given at the beginning of this thesis on pages 7-8 and is to be consulted first for any questions regarding the meaning of a symbol, a notation or an otherwise unknown expression. Beyond this list, some explanatory remarks on the general philosophy of our conventions are in order.

First of all, a word on index choices: Indices are by default curved indices and we refer to their corresponding tangent space indices by underlining the same set of letters. Despite this convention, a large number of different index sets need to be used and the restricted size of the alphabet inevitably leads to a re-using of the same letters to serve as index labels in different contexts. It is hoped that this does not lead to confusion and a strong effort is made to always (re-)define the meaning and range of indices before their first (re-)use. The list of symbols on pages 7-8 provides information on all global index choices. The scope of index labels not listed there is restricted to the section in which they are defined.

Moreover, Einstein’s summation convention is implicitly used throughout the entire thesis. This means any index that appears twice in an expression is summed over unless otherwise stated. Also, we set $c = h = 1$ everywhere. In the physics-context, the number of space-time dimensions is invariably denoted by $D$. On the other hand, we often use $n$ to denote the dimension of a manifold in the mathematical chapters and appendices. In addition, we always choose the “mainly plus” notation $\eta_{MN} = \text{diag}(-, +, +, \ldots, +)$ for manifolds equipped with a Lorentzian signature metric. In other words, all spatial directions are positive, whereas the time direction is singled out as being the negative direction. This generalises smoothly to the two-time signatures in the F-theory context, where the 10 spatial directions are still positive while the two time directions are negative, $(-, -, +, +, \ldots, +)$. 
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Symmetrisations and anti-symmetrisations over sets of indices are carried out with “weight one.” In other words

\[
\omega_{\mu_1 \ldots \mu_n} \equiv \frac{1}{n!} (\omega_{\mu_1 \ldots \mu_n} + \text{perm.}) , \quad \omega_{[\mu_1 \ldots \mu_n]} \equiv \frac{1}{n!} (\omega_{\mu_1 \ldots \mu_n} \pm \text{perm.}) ,
\]

(A.1.1)

and indices enclosed in \( | \ldots | \) are not to be included in the (anti)-symmetrisation. A useful formula is the expansion of the anti-symmetrisation \( [\ldots] \) in terms of \( \mu_1 \)

\[
\omega_{[\mu_1 \ldots \mu_n]} = \frac{1}{n} \sum_{i=1}^{n} (-1)^{i-1} \omega_{[\mu_2 \ldots \mu_i | \mu_1 | \mu_{i+1} \ldots \mu_n]} ,
\]

(A.1.2)

with special case

\[
\omega_{[\mu_1 \ldots \mu_n]} = \frac{1}{n} \omega_{\mu_1 \ldots \mu_n} + (-1)^{n-1} \frac{1}{n} \omega_{[\mu_2 \ldots \mu_n] \mu_1}
\]

(A.1.3)

applicable when \( \omega \) is totally anti-symmetric in the last \( (n-1) \) indices.

A.2 Spinor and \( \gamma \)-matrix conventions in various dimensions

We now turn to our spinor conventions and start in 11 dimensions. The 11-dimensional (32 \( \times \) 32-component) gamma matrices \( \Gamma^M \) satisfy the Clifford algebra

\[
\{ \Gamma^M, \Gamma^N \} = 2 \eta^{MN} \mathbb{1}_{32 \times 32},
\]

(A.2.1)

where \( \eta^{MN} = \text{diag}(-1, +1, \ldots, +1) \). Curved gamma matrices \( \Gamma^M \) are constructed by contracting with an inverse vielbein \( \Gamma^M = e^M_N \Gamma^N \). Dirac spinors \( \Psi \) in 11 dimensions have 32 complex components and are anti-commuting objects. We are working in the Majorana representation in which the gamma matrices are real, \( (\Gamma^M)^* = \Gamma^M \), and all spatial gamma matrices are symmetric, \( (\Gamma^m)^T = \Gamma^m \), whereas the timelike gamma matrix is anti-symmetric, \( (\Gamma^0)^T = -\Gamma^0 \). These properties combine into the following important formulæ:

\[
(\Gamma^M)^\dagger = \Gamma^0 \Gamma^M \Gamma^0 \quad \text{and} \quad (\Gamma^M)^T = \Gamma^0 \Gamma^M \Gamma^0 .
\]

(A.2.2)

We define the Dirac conjugation matrix \( D \) and charge conjugation matrix \( C \) by

\[
(\Gamma^M)^* = -D \Gamma^M D^{-1} \quad \text{and} \quad (\Gamma^M)^T = -C \Gamma^M C^{-1} ,
\]

(A.2.3)

which are satisfied by choosing \( D = C = i \Gamma^0 \). From eq. (A.2.2), one can infer useful expressions for the transpose (and hermitian conjugate) of anti-symmetric products of
gamma matrices \( \Gamma^{M_1 \ldots M_n} \equiv \Gamma^{[M_1 \ldots M_n]} \), namely

\[
(\Gamma^{MN})^T = \Gamma^0 \Gamma^{MN} \Gamma^0, \quad (A.2.4)
\]

\[
(\Gamma^{MNP})^T = -\Gamma^0 \Gamma^{MNP} \Gamma^0, \quad (A.2.5)
\]

\[
(\Gamma^{MNPQ})^T = \Gamma^0 \Gamma^{MNPQ} \Gamma^0, \quad (A.2.6)
\]

\[
(\Gamma^{MNPORS})^T = \Gamma^0 \Gamma^{MNPORS} \Gamma^0, \quad (A.2.7)
\]

\[
(\Gamma^{MNPQRS})^T = \Gamma^0 \Gamma^{MNPQRS} \Gamma^0, \quad (A.2.8)
\]

with the same formulæ holding true for the hermitian conjugate. The Dirac and Majorana conjugates of an 11-dimensional Dirac spinor \( \Psi \) are given by \( \bar{\Psi} \equiv \Psi^\dagger D = i\Psi^\dagger \Gamma^0 \) and \( \Psi_c \equiv \Psi^T C = i\Psi^T \Gamma^0 \), respectively. The Majorana condition

\[
\Psi_c = \bar{\Psi}, \quad (A.2.9)
\]

thus amounts to a Majorana spinor \( \Psi_{\text{Maj.}} \) having real components, that is

\[
\Psi_{\text{Maj.}}^* = \Psi_{\text{Maj.}}. \quad (A.2.10)
\]

All 11-dimensional spinors appearing in this thesis are taken to be Majorana and therefore satisfy eq. (A.2.10).

The 11-dimensional gamma matrix identities used in this thesis can be succinctly summarised in the following formula (see ref. [24, 53]; for an outline of the proof, see ref. [121])

\[
\Gamma^{M_1 \ldots M_i N_1 \ldots N_j} = \sum_{k=0}^{\min(i,j)} k! \binom{i}{k} \binom{j}{k} \delta_{N_1}^{M_1} \ldots \delta_{N_k}^{M_k} \delta_{M_{k+1} \ldots M_i}^{N_{k+1} \ldots N_j} \delta_{M_{i+1} \ldots M_j}^{N_{i+1} \ldots N_j}, \quad (A.2.11)
\]

which is valid for \( i + j \leq 11 \). The case \( i + j > 11 \) can be reduced to the previous case by means of the following important duality relation [24, 53, 121]

\[
\Gamma^{M_1 \ldots M_i} = (-1)^{(i+1)(i-2)/2} \epsilon^{M_i \ldots 10}_1 \Gamma^{M_{i+1} \ldots M_1} \epsilon^{10 \ldots 1}_{M_1 \ldots M_i}, \quad (A.2.12)
\]

where the totally anti-symmetric \( \epsilon \)-symbol is such that \( \epsilon^{0 \ldots 10} = -\epsilon^{10 \ldots 0} = -1 \) (see appendix A.3).

The 10-dimensional Euclidean gamma matrices \( \gamma^m \) satisfy the Clifford algebra

\[
\{ \gamma^m, \gamma^n \} = 2\delta^{mn} \mathbb{1}_{32 \times 32}. \quad (A.2.13)
\]

In accordance with our 11-dimensional conventions they are chosen to be real matrices and are, hence, also symmetric. The ten dimensional chirality operator \( \gamma^{(11)} \) is given by
and it satisfies the relations \((\gamma^{(11)})^2 = 1 \otimes 1_{32 \times 32},\) \((\gamma^{(11)})^* = -\gamma^{(11)},\) \((\gamma^{(11)})^T = -\gamma^{(11)}\) and \(\{\gamma^{(11)}, \gamma^m\} = 0.\) Ten-dimensional Dirac spinors \(\eta\) are 32-dimensional complex, as in 11 dimensions, and are taken to be commuting. Positive (negative) chirality spinors \(\eta^*\) are then defined by \(\gamma^{(11)}\eta = \eta^*\) \((\gamma^{(11)}\eta^* = -\eta^*).\) Written in complex coordinates the anti-commutation relations for the gamma matrices read

\[
\{\gamma^\mu, \gamma^\bar{\nu}\} = 2 \delta^\mu_{\bar{\nu}} 1_{32 \times 32}, \quad \{\gamma^\mu, \gamma^\nu\} = \{\gamma^\bar{\mu}, \gamma^\bar{\nu}\} = 0 .
\] (A.2.15)

As usual, the gamma matrices in complex coordinates can be interpreted as creation and annihilation operators. If one defines a “ground state” \(\eta\) by

\[
\gamma^\bar{\mu} \eta = 0 ,
\] (A.2.16)

then \(\eta\) has positive and \(\eta^*\) negative chirality. The other spinor states are obtained by acting with up to five creation operators \(\gamma^\mu\) on \(\eta.\)

In one dimension, there is only a single gamma matrix \(\gamma\) (a \(1 \times 1\) matrix) which we take to be \(\gamma = -i.\) This choice complies with the one-dimensional Clifford algebra \(\{\gamma, \gamma\} = -2,\) which has the correct sign since our single dimension \(\tau\) is time-like. One-dimensional Dirac spinors \(\psi\) are complex one-component anti-commuting objects and we often denote their complex conjugate by \(\bar{\psi} = (\psi)^*.\) Complex conjugation of a product of two anti-commuting objects is defined to be

\[
(\psi_1 \psi_2)^* \equiv \bar{\psi}_2 \bar{\psi}_1 .
\] (A.2.17)

Note the change of order on the right hand side, which resembles the operation of Hermitian conjugation in higher dimensions.

Spinorial differentiation and Berezin integration are the same operations and satisfy the relations

\[
\partial_\theta = 1, \quad \partial_{\bar{\theta}} = 0, \quad \partial_{\bar{\theta}}^* = 0, \quad \partial_\theta^* = 1, \quad \partial_\theta^2 = 0, \quad \partial_{\bar{\theta}}^2 = 0, \quad \{\partial_\theta, \partial_{\bar{\theta}}\} = 0 ,
\] (A.2.18)

where \(\partial_\theta \equiv \partial / \partial \theta\) and \(\partial_{\bar{\theta}} \equiv \partial / \partial \bar{\theta} = -(\partial_\bar{\theta})^*.\) The rules for Berezin integration can be read off by replacing \(\partial_\theta \rightarrow \int d\theta\) and \(\partial_{\bar{\theta}} \rightarrow \int d\bar{\theta}.\) We also abbreviate \(d^2\theta \equiv d\theta d\bar{\theta}\) so that

\[
\int d^2\theta \theta \bar{\theta} = -1 .
\] (A.2.19)

The relation between 11-, 10- and one-dimensional gamma matrices is summarised by the decomposition

\[
\Gamma^0 = (-i) \otimes \gamma^{(11)} , \quad \Gamma^m = 1_{1 \times 1} \otimes \gamma^m ,
\] (A.2.20)
where the tensor product between a complex number and a $32 \times 32$ matrix has been introduced solely to make contact with similar formulæ for compactifications to more than one dimension. As can be checked quickly, the matrices (A.2.20) indeed satisfy the 11-dimensional anti-commutation relations (A.2.1) and (A.2.2), provided the $\gamma^m$ satisfy the 10-dimensional anti-commutation relations (A.2.13). Dirac spinors $\Psi$ in 11-dimensions can be written as (linear combinations of) tensor products of the form $\psi \otimes \eta$, where $\psi$ and $\eta$ are one- and 10-dimensional spinors, respectively. An 11-dimensional Majorana spinor $\Psi_{\text{Maj.}}$ can be decomposed as

$$\Psi_{\text{Maj.}} = \psi \otimes \eta + \bar{\psi} \otimes \eta^*.$$  \hfill (A.2.21)

### A.3 Differential forms, cohomology and (pseudo-)Riemannian geometry

We choose conventions – largely following ref. [34] – such that a $p$-form $\omega$ on a differentiable manifold $\mathcal{M}$ can be written in local coordinates $x^\mu$ as follows

$$\omega \equiv \frac{1}{p!} \omega_{\mu_1 \ldots \mu_p} dx^{\mu_1} \wedge \cdots \wedge dx^{\mu_p}.$$  \hfill (A.3.1)

The components $\omega_{\mu_1 \ldots \mu_p}$ are by definition totally anti-symmetric in all indices, that is $\omega_{\mu_1 \ldots \mu_p} = \omega_{[\mu_1 \ldots \mu_p]}$. The combinatorial pre-factor ensures, in particular, that for $p = D$ we have $\omega = \omega_{0 \ldots d} dx^0 \wedge \cdots \wedge dx^d$, where $D$ denotes the dimension of $\mathcal{M}$, $d \equiv D - 1$ and Lorentzian signature is assumed. For Euclidean signature, the corresponding relation is $\omega = \omega_{1 \ldots D} dx^1 \wedge \cdots \wedge dx^D$.

A $p$-form $\omega$ and a $q$-form $\eta$ can be combined to yield a $(p + q)$-form by means of the wedge-product $\wedge$ defined as

$$\omega \wedge \eta = \frac{1}{(p+q)!} (\omega \wedge \eta)_{\mu_1 \ldots \mu_{p+q}} dx^{\mu_1} \wedge \cdots \wedge dx^{\mu_{p+q}}$$

$$\equiv \frac{1}{p!q!} \omega_{\mu_1 \ldots \mu_p} \eta_{\nu_{p+1} \ldots \nu_{p+q}} dx^{\mu_1} \wedge \cdots \wedge dx^{\nu_{p+q}},$$  \hfill (A.3.2)

where $(\omega \wedge \eta)_{\mu_1 \ldots \mu_{p+q}} = \frac{(p+q)!}{p!q!} \omega_{\mu_1 \ldots \mu_p} \eta_{\mu_{p+1} \ldots \mu_{p+q}}$. The exterior derivative $d$ maps the $p$-form $\omega$ into the $(p + 1)$-form $d\omega \equiv \partial \wedge \omega$. In local coordinates, it is given by

$$d\omega = \frac{1}{p!} \partial_\mu \omega_{\mu_1 \ldots \mu_p} dx^\mu \wedge dx^{\mu_1} \wedge \cdots \wedge dx^{\mu_p}.$$  \hfill (A.3.3)

The exterior derivative is nilpotent $d^2 = 0$ and satisfies the generalised Leibniz rule

$$d(\omega \wedge \eta) = d\omega \wedge \eta + (-1)^{\deg \omega} \omega \wedge d\eta,$$  \hfill (A.3.4)
where \( \deg \omega \equiv p \) for a \( p \)-form \( \omega \).

We now turn to Riemannian manifolds (or pseudo-Riemannian manifolds for the case of Lorentzian metrics). With the help of the metric, the Hodge-star operation \( * \), which linearly maps the \( p \)-form \( \omega \) into the \((D-p)\)-form \( *\omega \), is defined as follows

\[
*\omega \equiv \frac{1}{p!(D-p)!} \omega^{\mu_1\ldots\mu_p} \epsilon_{\mu_1\ldots\mu_p\mu_{p+1}\ldots\mu_D} dx^{\mu_{p+1}} \wedge \cdots \wedge dx^{\mu_D},
\]  

(A.3.5)

where \( \epsilon_{\mu_1\ldots\mu_D} \) is the curved totally-antisymmetric \( \epsilon \)-tensor in \( D \) dimensions.

Starting with flat space, we adopt the convention \( \epsilon_{0\ldots d} \equiv +1 \) (\( \epsilon_{1\ldots D} \equiv +1 \) for Euclidean signature) and define the \( \epsilon \)-symbol with upper indices as \( \epsilon^{\mu_1\ldots\mu_D} \equiv (-1)^s \epsilon_{\mu_1\ldots\mu_D} \), where \( s \) corresponds to the number of minus signs in the signature of the metric. In flat space, \( \epsilon \) is a numerical invariant. The curved space equivalent is the totally anti-symmetric tensor density \( \epsilon \) related to \( \epsilon \) by

\[
\epsilon_{\mu_1\ldots\mu_D} \equiv \sqrt{|g|} \epsilon^{\mu_1\ldots\mu_D},
\]  

(A.3.6)

where \( g \equiv \det g_{\mu\nu} \). The indices on \( \epsilon \) are raised and lowered as usual, using the metric \( g_{\mu\nu} \), and it follows that

\[
\epsilon^{\mu_1\ldots\mu_D} = \frac{1}{\sqrt{|g|}} \epsilon^{\mu_1\ldots\mu_D} = (-1)^s \frac{1}{\sqrt{|g|}} \epsilon_{\mu_1\ldots\mu_D}.
\]  

(A.3.7)

The fundamental \( \epsilon \)-symbol identity in \( D \) dimensions is (see, for example, ref. [102] pp. 432):

\[
\epsilon_{\mu_1\ldots\mu_n\nu_1\ldots\nu_p}\epsilon_{\mu_1\ldots\mu_p\rho_1\ldots\rho_p} = n! \ p! \ \delta_{[\nu_1|\rho_1]} \delta_{[\nu_2|\rho_2]} \cdots \delta_{[\nu_{p-1}|\rho_{p-1}]} \delta_{[\nu_p|\rho_p]},
\]  

(A.3.8)

valid for all \( n \) and \( p \) with \( n + p = D \). The curved space version is given by

\[
\epsilon^{\mu_1\ldots\mu_n\nu_1\ldots\nu_p}\epsilon^{\mu_1\ldots\mu_p\rho_1\ldots\rho_p} = (-1)^s n! \ p! \ \delta^{[\nu_1|\rho_1]} \delta^{[\nu_2|\rho_2]} \cdots \delta^{[\nu_{p-1}|\rho_{p-1}]} \delta^{[\nu_p|\rho_p]},
\]  

(A.3.9)

valid for all \( n \) and \( p \) with \( n + p = D \) and the generalised Kronecker-\( \delta \) is defined as

\[
\delta^{[\nu_1|\rho_1]} \cdots \delta^{[\nu_p|\rho_p]} \equiv \delta^{[\nu_1|\rho_1]} \cdots \delta^{[\nu_p|\rho_p]} = \delta^{[\nu_1|\rho_1]} \cdots \delta^{[\nu_p|\rho_p]}.
\]

With the help of the \( \epsilon \)-tensor identity, one verifies the Hodge duality relation

\[
* * \omega = (-1)^{s+(D+1)} \deg \omega \omega.
\]  

(A.3.10)

The Hodge-star induces an inner product \( (\cdot, \cdot) \) on the space of \( p \)-forms. It is defined as

\[
(\omega, \eta) \equiv \int_{\mathcal{M}} \omega \wedge *\eta = \frac{1}{p!} \int_{\mathcal{M}} \omega_{\mu_1\ldots\mu_p} \eta^{\mu_1\ldots\mu_p} \sqrt{|g|} d^D x
\]  

(A.3.11)

for two \( p \)-forms \( \omega \) and \( \eta \). Via the inner product, the defining property of the adjoint \( d^* \)
of the exterior derivative $d$ can be stated as follows
\[(d\omega, \eta) = \left(\omega, d^\dagger \eta\right)\] (A.3.12)
for all $(p-1)$-forms $\omega$ and all $p$-forms $\eta$. The adjoint – or codifferential – maps $p$-forms into $(p-1)$-forms and, using $\int d(\omega \wedge * \eta) = 0$ and (A.3.10), one arrives at the explicit expression $d^\dagger = ((-1)^D(p+1)\pm 1) * d*$ when acting on $p$-forms. In local coordinates, one finds
\[d^\dagger \omega = -\frac{1}{(p-1)!} \nabla^{\mu_1...\mu_p} dx^{\mu_2} \wedge ... \wedge dx^{\mu_p}.\] (A.3.13)
Like $d$, the codifferential is nilpotent, $d^\dagger 2 = * d* d * = 0$. A further differential operator – the Laplacian $\Delta$ – is defined by
\[\Delta \equiv (d + d^\dagger)^2 = dd^\dagger + d^\dagger d.\] (A.3.14)
It maps $p$-forms into $p$-forms and satisfies
\[\left[\Delta * - ((-1)^s * \Delta)\right] \omega = 0.\] (A.3.15)
A $p$-form $\omega$ is called closed (co-closed) if it satisfies $d\omega = 0 (d^\dagger \omega = 0)$ and exact (co-exact) if there exists a $(p\mp 1)$-form $\eta$ such that $\omega = d\eta (\omega = d^\dagger \eta)$, globally. The space of closed (exact) $p$-forms on $\mathcal{M}$ is denoted by $Z^p(\mathcal{M}) (B^p(\mathcal{M}))$. The $p$-th de Rham cohomology group $H^p(\mathcal{M})$ is defined by $H^p(\mathcal{M}) \equiv Z^p(\mathcal{M}) / B^p(\mathcal{M})$ and the dimension of $H^p(\mathcal{M})$ is usually referred to as the $p$-th Betti number, $b^p(\mathcal{M}) \equiv \dim H^p(\mathcal{M})$. A differential form $\omega$ satisfying $\Delta \omega = 0$ is called harmonic. Harmonicity is equivalent to being both closed and co-closed. Hodge’s theorem states that on a compact orientable Riemannian manifold $\mathcal{M}$, the space of harmonic $p$-forms $\text{Harm}^p(\mathcal{M})$ is isomorphic to $H^p(\mathcal{M})$.

Finally, the invariant volume element $\Omega_{\mathcal{M}}$ is defined as
\[\Omega_{\mathcal{M}} \equiv \begin{cases} \sqrt{|g|} dx^0 \wedge ... \wedge dx^d & \text{for Lorentzian manifolds}, \\ \sqrt{|g|} dx^1 \wedge ... \wedge dx^D & \text{for Euclidean manifolds}. \end{cases}\] (A.3.16)
When integrated over the entire manifold $\mathcal{M}$, it measures the volume $V$ of $\mathcal{M}$
\[V \equiv \text{vol}(\mathcal{M}) = \int_{\mathcal{M}} \Omega_{\mathcal{M}}.\] (A.3.17)
By virtue of the Hodge star, (A.3.16) can be re-expressed in a coordinate-invariant fashion
\[\Omega_{\mathcal{M}} = *1\] (A.3.18)
upon using $dx^{\mu_1} \wedge ... \wedge dx^{\mu_D} = (-1)^s \sqrt{|g|} \epsilon^{\mu_1...\mu_D} dx^0 \wedge ... \wedge dx^d$. The invariant volume
element $\Omega_{\mathcal{M}}$ is an example of a top form, that is a form whose degree is equal to the number of dimensions of the manifold it is defined on.

## A.4 Complex geometry and Kähler manifolds

In this section, we lay down our conventions, which largely follow refs. \cite{34,48}, and summarise some mathematical results on differential forms on complex manifolds and on complex geometry. The complex dimension of a complex manifold $\mathcal{M}$ is denoted by $n \equiv \dim_{\mathbb{C}} \mathcal{M}$ and we will consider Hermitian metrics with Euclidean signature on $\mathcal{M}$.

On a complex manifold, the $2n$ real coordinates $x^m$, where $m = 1, \ldots, 2n$, can locally be re-arranged into $n$ holomorphic coordinates $z^\mu$, where $\mu = 1, \ldots, n$, and $n$ anti-holomorphic coordinates $\bar{z}^{\bar{\mu}}$, where $\bar{\mu} = \bar{1}, \ldots, \bar{n}$, via

$$z^\mu = \frac{1}{\sqrt{2}} \left( x^\mu + i x^{\mu+n} \right), \quad \bar{z}^{\bar{\mu}} = \frac{1}{\sqrt{2}} \left( x^{\bar{\mu}} - i x^{\bar{\mu}+n} \right). \quad (A.4.1)$$

This amounts to fixing the complex structure, a globally-defined smooth tensor $\mathcal{J}$ of rank (1,1) with defining properties

$$\mathcal{J}^2 = -1 \quad \text{and} \quad \mathcal{J}^* = \mathcal{J},$$

and

$$\mathcal{J}_{\mu \nu} = i \delta_{\mu \nu}, \quad \mathcal{J}_{\bar{\mu} \bar{\nu}} = -i \delta_{\bar{\mu} \bar{\nu}}. \quad (A.4.2)$$

The complexification \[(A.4.1)\] applies more generally to contravariant vectors. Higher rank tensors are complexified by transforming each index separately according to eqs. (A.4.1) and are split into $(p, q)$ index types by means of the projection operators

$$P_+ \equiv (\mathbb{1} + i \mathcal{J})/2,$$

which obey $(P_+)^2 = P_+, \quad P_+ P_+ = 0, \quad (P_+)^* = P_+ \quad \text{and} \quad P_+ + P_- = \mathbb{1}.$

That is, a $(p, q)$-tensor $T$ satisfies

$$(P_+)^p (P_-)^q T = T. \quad (A.4.3)$$

Covariant vectors $v_\mu$ are complexified according to

$$v^C_\mu = \frac{1}{\sqrt{2}} \left( v^R_\mu - iv^R_{\mu+n} \right), \quad v^\bar{C}_\mu = \frac{1}{\sqrt{2}} \left( v^R_\mu + iv^R_{\mu+n} \right). \quad (A.4.4)$$

The choice of signs and numerical factors in \[(A.4.1)\] and \[(A.4.4)\] ensures that index contractions are converted with weight one

$$T^{m_1 \ldots m_l} U_{m_1 \ldots m_l} = \sum_{j=0}^l T^{m_1 \ldots m_l} J_{\mu_1 \ldots \mu_l} J^*_{\nu_1 \ldots \nu_l} U_{\mu_1 \ldots \mu_l \nu_1 \ldots \nu_l}. \quad (A.4.5)$$

The metric $g_{mn}$ is complexified using \[(A.4.4)\] for each index. The complexified metric is denoted by $G_{\mu \nu}$. By assumption, it is a Hermitian, $\mathcal{J}_\mu \mathcal{J}_\nu G^*_{\mu \nu} = G_{\mu \nu}$, $(0, 2)$-tensor with

\footnote{In this section, the notations $(\cdot)^*$ and $(\cdot)$ are used interchangeably to denote complex conjugation.}
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(1, 1) index structure. Note that
\[
ds^2 = g_{mn} dx^m dx^n = 2 G_{\mu\nu} dz^\mu d\bar{z}^\nu, \tag{A.4.6}
\]
\[
g^{mn} g_{mn} = 2 G^{\mu\nu} G_{\mu\nu} = 2n, \tag{A.4.7}
\]
\[
\sqrt{|g|} = G, \tag{A.4.8}
\]
where \(g \equiv \det g_{mn}\) and \(G \equiv \det G_{\mu\nu}\).

After these preliminary remarks, we now turn to differential forms on complex manifolds. An \(r\)-form can be split according to (A.4.3) into \((p, q)\)-forms, with \(p + q = r\). In our conventions, a \((p, q)\)-form \(\omega\) is defined in local holomorphic coordinates as follows
\[
\omega \equiv \frac{1}{p!q!} \omega_{\mu_1...\mu_p\nu_1...\nu_q} dz^{\mu_1} \wedge \cdots \wedge dz^{\mu_p} \wedge d\bar{z}^{\nu_1} \wedge \cdots \wedge d\bar{z}^{\nu_q}. \tag{A.4.9}
\]
The components of \(\omega\) are separately anti-symmetric in the holomorphic and anti-holomorphic indices, \(\omega_{\mu_1...\nu_1} = \omega_{\mu_1...\nu_1} = \omega_{\mu_1...\nu_1} \equiv \omega_{\mu_1...\mu_1} \equiv \omega_{\mu_1...\mu_1}\). With this definition and the original expression (A.3.2) for the wedge product, one arrives at
\[
\omega \wedge \eta = \frac{1}{p!q!} \frac{1}{p!q!} \omega_{\mu_1...\mu_p\nu_1...\nu_q} \eta_{p_1...p_q} dz^{\mu_1} \wedge \cdots \wedge dz^{\mu_p} \wedge d\bar{z}^{\nu_1} \wedge \cdots \wedge d\bar{z}^{\nu_q} , \tag{A.4.10}
\]
for the wedge-product of a \((p, \omega, q, \eta)\)-form \(\omega\) and a \((p, \eta, q)\)-form \(\eta\). The wedge-product satisfies \(\omega \wedge \eta = \bar{\omega} \wedge \bar{\eta}\). The Hodge-star \(*\omega\) of a \((p, q)\)-form \(\omega\) is an \((n - q, n - p)\)-form and in local holomorphic coordinates, it is given by
\[
* \omega = \frac{i^n}{p!(n - p)!} (-1)^{p(n - p) + q} \omega_{\beta_1...\beta_p \nu_1...\nu_q} \epsilon_{\beta_1...\beta_p} \epsilon_{\nu_1...\nu_q} dz^{\nu_1} \wedge \cdots \wedge dz^{\nu_q} \wedge d\bar{z}^{\beta_1} \wedge \cdots \wedge d\bar{z}^{\beta_p}. \tag{A.4.11}
\]
Note that \(\epsilon_{\mu_1...\mu_m}\) becomes \(\epsilon_{\mu_1...\mu_m} \epsilon_{\nu_1...\nu_n}\) when changing from real to complex (holomorphic) coordinates on a Hermitian manifold. The \(\epsilon\)-tensor conventions are the same as in appendix [A.3]. The Hodge-star satisfies
\[
\bar{\omega} = * \omega, \tag{A.4.12}
\]
\[
* * \omega = (-1)^{p+q} \omega. \tag{A.4.13}
\]
The inner product is inherited from (A.3.11). For two \((p, q)\)-forms \(\omega\) and \(\eta\), it reads
\[
(\omega, \eta) = \int_M \omega \wedge \bar{\eta} = \frac{i^n}{p!q!} (-1)^{p(q+1)} \int_M \omega_{\mu_1...\mu_p \nu_1...\nu_q} \eta^{\mu_1...\mu_p \nu_1...\nu_q} G d^{2n} z. \tag{A.4.14}
\]
where \( \bar{\eta} \equiv \bar{\bar{\eta}} = *\bar{\eta} \) and \( d^{2n}z \equiv dz^1 \wedge \cdots \wedge dz^n \wedge d\bar{z}^1 \wedge \cdots \wedge d\bar{z}^n \). The expression \((\omega, \eta)\) is hermitian, \((\omega, \bar{\eta}) = (\eta, \omega)\), as is indeed required for an inner product.

From the complex structure \( J \) and the Hermitian metric \( G_{\mu\bar{\nu}} \), one can build a \((1,1)\)-form \( J_{\mu\bar{\nu}} \equiv J_{\mu\bar{\nu}} G_{\bar{\nu}\bar{\rho}} \) called the Kähler – or fundamental – form. In local holomorphic coordinates, one has

\[
J = iG_{\mu\bar{\nu}} dz^\mu \wedge d\bar{z}^\nu .
\]

(A.4.15)

It is straightforward to verify that \( J \) is real, \( J^* = J \), and that it is related to the invariant volume element \( \Omega_\mathcal{M} = *1 \) via

\[
\frac{J^n}{n!} = i^n (-1)^{\frac{n(n-1)}{2}} G d^{2n}z
= \sqrt{|g|} d^n x = *1 ,
\]

(A.4.16)

where we have used \( d^{2n}z = (-i)^n (-1)^{\frac{n(n-1)}{2}} d^{2n}x \), which follows from (A.4.1). Upon integration over \( \mathcal{M} \), (A.4.16) becomes Wirtinger’s theorem. A Hermitian manifold whose Kähler form is closed, \( dJ = 0 \), is called Kähler manifold. Closedness of \( J \) also implies co-closedness, \( d^* J = 0 \), and is hence logically equivalent to \( J \) being harmonic, \( \Delta J = 0 \).

In analogy to the local coordinates, the exterior derivative \( d \) can be decomposed into holomorphic and anti-holomorphic parts, \( d = \partial + \partial^\dagger \), called Dolbeault operators. They map a \((p,q)\)-form \( \omega \) into a \((p+1,q)\) - and a \((p,q+1)\)-form, respectively. In local coordinates, they are given by

\[
\partial \omega = \frac{1}{p!q!} \partial_{\mu_1} \omega_{\mu_2 \cdots \mu_{p+1} \nu_1 \cdots \nu_q} dz^{\mu_1} \wedge \cdots \wedge dz^{\mu_{p+1}} \wedge d\bar{z}^{\nu_1} \wedge \cdots \wedge d\bar{z}^{\nu_q} , \tag{A.4.17}
\]

\[
\partial^\dagger \omega = \frac{(-1)^p}{p!q!} \partial_{\bar{\nu}_1} \omega_{\bar{\mu}_1 \cdots \bar{\mu}_{q+1} \nu_1 \cdots \nu_q} d\bar{z}^{\bar{\mu}_1} \wedge \cdots \wedge d\bar{z}^{\bar{\mu}_{q+1}} \wedge dz^{\nu_1} \wedge \cdots \wedge dz^{\nu_q} . \tag{A.4.18}
\]

They share with \( d \) the property of being nilpotent, \( d^2 = \partial^2 = \partial^\dagger^2 = 0 \). Furthermore, they satisfy \((\partial)^* = \partial \) and \( \{\partial, \partial^\dagger\} = 0 \).

Similarly, the codifferential \( d^\dagger \) decomposes into holomorphic and anti-holomorphic parts, \( d^\dagger = \bar{\partial}^\dagger + \bar{\partial} \), where \( \bar{\partial} \equiv - * \partial * \) and \( \bar{\partial}^\dagger \equiv - * \partial \). The local coordinate versions are

\[
\bar{\partial} \omega = \frac{(-1)^{q+1}}{(p-1)!q!} \nabla^{\bar{\mu}_1} \omega_{\mu_1 \cdots \mu_{p+1} \nu_1 \cdots \nu_q} dz^{\bar{\mu}_1} \wedge \cdots \wedge dz^{\bar{\mu}_p} \wedge d\bar{z}^{\nu_1} \wedge \cdots \wedge d\bar{z}^{\nu_q} , \tag{A.4.19}
\]

\[
\bar{\partial}^\dagger \omega = \frac{(-1)^{p+1}}{p!(q-1)!} \nabla^{\bar{\bar{\nu}}_1} \omega_{\bar{\nu}_1 \cdots \bar{\nu}_{q+1} \mu_1 \cdots \mu_q} d\bar{z}^{\bar{\nu}_1} \wedge \cdots \wedge d\bar{z}^{\bar{\nu}_{q+1}} \wedge dz^{\mu_1} \wedge \cdots \wedge dz^{\mu_q} . \tag{A.4.20}
\]

They map \((p,q)\)-forms into \((p-1,q)\)- and \((p,q-1)\)-forms, respectively and satisfy \( \bar{\partial} \bar{\partial} = \bar{\partial}^\dagger \bar{\partial} = 0 \), \((\bar{\partial})^* = \bar{\partial}^\dagger \) and \( \{\bar{\partial}, \bar{\partial}^\dagger\} = 0 \). In analogy to (A.3.14), one defines
Laplacians corresponding to $\partial$ and $\bar{\partial}$ via
\begin{align}
\Delta_\partial &\equiv (\partial + \partial^\dagger)^2 = \partial \partial^\dagger + \partial^\dagger \partial, \\
\Delta_{\bar{\partial}} &\equiv (\bar{\partial} + \bar{\partial}^\dagger)^2 = \bar{\partial} \bar{\partial}^\dagger + \bar{\partial}^\dagger \bar{\partial},
\end{align}
which map $(p, q)$-forms into $(p, q)$-forms and satisfy
\[ \tilde{\delta}_\partial \partial = \partial \delta_{\bar{\partial}}, \quad \ast \Delta_{\bar{\partial}} = \Delta_{\bar{\partial}} \ast \]

The space of $\bar{\partial}$-closed $(p, q)$-forms is called $(p, q)$-cocycle and is denoted by $Z^{p,q}_\bar{\partial}(\mathcal{M})$, whereas the space of $\bar{\partial}$-exact $(p, q)$-forms is called $(p, q)$-coboundary and is denoted by $B^{p,q}_\bar{\partial}(\mathcal{M})$. The quotient of the two spaces is called the $(p, q)$-th $\bar{\partial}$-cohomology group, $H^{p,q}_\bar{\partial}(\mathcal{M}) \equiv Z^{p,q}_\bar{\partial}(\mathcal{M})/B^{p,q}_\bar{\partial}(\mathcal{M})$. The Hodge numbers $h^{p,q}(\mathcal{M})$ are defined as the complex dimension of the $(p, q)$-th $\bar{\partial}$-cohomology group, $h^{p,q}(\mathcal{M}) \equiv \dim_{\mathbb{C}} H^{p,q}_\bar{\partial}(\mathcal{M})$. A $(p, q)$-form $\omega$ satisfying $\Delta_{\bar{\partial}} \omega = 0$ is called $\bar{\partial}$-harmonic and the space of $\bar{\partial}$-harmonic $(p, q)$-forms is denoted by $\text{Harm}^{p,q}_\bar{\partial}(\mathcal{M})$. The form $\omega$ is $\bar{\partial}$-harmonic if and only if it is both $\bar{\partial}$-closed and $\bar{\partial}$-co-closed. Hodge’s theorem carries over to the case of complex manifolds, where it becomes $\text{Harm}^{p,q}_\bar{\partial}(\mathcal{M}) \cong H^{p,q}_\bar{\partial}(\mathcal{M})$.

An important result is the fact that on a Kähler manifold the three different Laplacians $\Delta$, $\Delta_{\bar{\partial}}$ and $\Delta_{\partial}$ coincide,
\[ \Delta = 2\Delta_{\partial} = 2\Delta_{\bar{\partial}}, \]
which establishes a connection between the Hodge and Betti numbers, namely $b'(\mathcal{M}) = \sum_{p+q=r} h^{p,q}(\mathcal{M})$.

Finally, we introduce a concept that proves useful in the context of physics applications. Namely, a natural map $(\cdot)$ from the space of $(p, q)$-forms to the space of $(p-1, q-1)$-forms defined by contraction with the inverse Hermitian metric $G^{\mu\bar{\nu}}$
\[ \tilde{\omega} \equiv \frac{1}{(p-1)! (q-1)!} \omega_{\mu_1...\mu_p \nu_1...\nu_{q-1}} \mu_p dz^{\mu_1} \wedge ... \wedge dz^{\mu_{p-1}} \wedge d\bar{z}^{\bar{\nu}_1} \wedge ... \wedge d\bar{z}^{\bar{\nu}_{q-1}} \] (A.4.25)
for $p > 0$ and $q > 0$. Using (A.4.24) and the covariant constancy of the metric, $\nabla_\mu G_{\nu\bar{\rho}} = \nabla_\nu G_{\mu\bar{\rho}} = 0$, one can prove that on a Kähler manifold $\tilde{\omega}$ is harmonic if $\omega$ is. To show this, the following two intermediate results are useful
\begin{align}
\bar{\partial} \tilde{\omega} &= -\bar{\partial} \omega, \\
\bar{\partial}^\dagger \tilde{\omega} &= -\bar{\partial}^\dagger \omega.
\end{align}
(4.46)

They are obtained by direct computations in local coordinates, using (A.4.17)-(A.4.20) and the covariant constancy of the metric. The proof of harmonicity is immediately completed by recalling that $\Delta_{\partial} \omega = 0$ if and only if $\partial \omega = \partial^\dagger \omega = 0$.  
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Note that $\tilde{J} = n i$ and more generally, if $\omega$ is a harmonic $(1,1)$-form, then $\tilde{\omega}$ is a harmonic $(0,0)$-form, that is a constant. To determine this constant, we first introduce a map $\kappa$ from a set of $n$ $(1,1)$-forms $\{\omega_i\}_{i=1,\ldots,n}$ to $\mathbb{C}$ via

$$\kappa(\omega_1, \ldots, \omega_n) \equiv \int_M \bigwedge_{i=1}^n \omega_i . \quad (A.4.28)$$

The map $\kappa$ is related to the invariant volume element $\Omega_M$ in the following way

$$\int_M \Omega_M = \frac{\kappa(J, \ldots, J)}{n!} , \quad (A.4.29)$$

where eq. (A.4.16) has been used. A direct computation in local coordinates then yields

$$\kappa(\omega, J, \ldots, J) = (n-1)!(-i) \tilde{\omega} \int_M \Omega_M , \quad (A.4.30)$$

where the fact that $\tilde{\omega}$ is a constant, if $\omega$ is a harmonic $(1,1)$-form, has been used to take it out of the integral. Eqs. (A.4.29) and (A.4.30) determine the constant $\tilde{\omega}$ to be

$$\tilde{\omega} = n i \frac{\kappa(\omega, J, \ldots, J)}{\kappa(J, \ldots, J)} . \quad (A.4.31)$$

Beyond the usefulness in the foregoing calculation, there is, in fact, a rich area of mathematics related to the $(\tilde{\cdot})$-map. This area is intimately linked to the representation theory of $\text{SL}(2, \mathbb{C})$. To make contact with the mathematical literature (see, for example, refs. [122–125]), we introduce the so-called Lefschetz operator $L$ and its dual $\Lambda = L^\dagger$ by

$$L : A^{p,\bar{q}}(\mathcal{M}) \to A^{p+1,\bar{q}+1}(\mathcal{M}), \quad L \omega \equiv \omega \wedge J ,$$

$$\Lambda : A^{p,\bar{q}}(\mathcal{M}) \to A^{p-1,\bar{q}-1}(\mathcal{M}), \quad \Lambda \omega \equiv \begin{cases} (-1)^{\bar{q}} \tilde{\omega} & \text{if } p, q \geq 1, \\ 0 & \text{otherwise}, \end{cases} \quad (A.4.32)$$

where $A^{p,\bar{q}}(\mathcal{M})$ is the vector space of $(p,q)$-forms on $\mathcal{M}$. As is customary for linear maps, the parentheses around the arguments of $L$ and $\Lambda$ are omitted. The results we list in the following are valid for compact Kähler manifolds $\mathcal{M}$ of complex dimension $n$ and can be found, for example, in the textbooks [122,125]. We have already shown above that $\Lambda$ preserves the harmonicity of a differential form. The same is also true for $L$. This is succinctly summarised by

$$[L, \Lambda] = [\Lambda, \Delta] = 0 . \quad (A.4.33)$$

Another useful relation is

$$[L, \Lambda] = p + q - n , \quad (A.4.34)$$

valid for all $\omega \in A^{p,\bar{q}}(\mathcal{M})$. The lengthy proof, which can for example be found in
refs. [122] [123], is done in a local coordinate patch chosen such that the metric is flat in this patch. Eqs. (A.4.33)-(A.4.34) are a subset of the so-called Hodge identities, which summarise relations among the various operators defined on Kähler manifolds. Owing to eq. (A.4.33), \( L \) and \( \Lambda \) naturally map between the cohomology groups \( H^{p,q}(\mathcal{M}) \). In particular, one defines the primitive \((p,q)\)-cohomology \( H^{p,q}_0(\mathcal{M}) \subset H^{p,q}(\mathcal{M}) \) as the space of harmonic \((p,q)\)-forms \( \omega \) satisfying \( \Lambda \omega = 0 \). In other words

\[
H^{p,q}_0(\mathcal{M}) \equiv (\ker \Lambda) \cap H^{p,q}(\mathcal{M}) .
\]  

(A.4.35)

In addition, the complex dimension of \( H^{p,q}_0(\mathcal{M}) \), denoted by \( h^{p,q}_0(\mathcal{M}) \), is related to the Hodge numbers via

\[
h^{p,q}_0(\mathcal{M}) = h^{p,q}(\mathcal{M}) - h^{p-1,q-1}(\mathcal{M}) ,
\]

(A.4.36)

for \( p + q \leq n \). The formula (A.4.36) shows that \( h^{p,q}_0(\mathcal{M}) \) is a topological invariant, which is surprising given that \( H^{p,q}_0(\mathcal{M}) \) is defined with respect to the Kähler class \( J \). It can be shown that

\[
\Lambda \omega = 0 \iff L^{n-p-q+1} \omega = 0
\]

(A.4.37)

and hence \( H^{p,q}_0(\mathcal{M}) = (\ker L^{n-p-q+1}) \cap H^{p,q}(\mathcal{M}) \). An explicit example of a primitive \((p,q)\)-form is given by the local coordinate expression \( dz_1 \wedge \cdots \wedge dz_p \wedge d\bar{z}_p \wedge \cdots \wedge d\bar{z}_{p+q} \) (see ref. [125]). An important result is the so-called Hard-Lefschetz decomposition, which asserts that the cohomology groups can be decomposed into a sum of primitive pieces as follows

\[
H^{p,q}(\mathcal{M}) = \bigoplus_{0 \leq i \leq \frac{n-p-q}{2}} L^i H^{p-i,q-i}_0(\mathcal{M}) .
\]

(A.4.38)

More explicitly, when this is applied to a harmonic \((p,q)\)-form \( \omega^{(p,q)} \), one learns that \( \omega^{(p,q)} \) can be decomposed according to

\[
\omega^{(p,q)} = \omega^{(p,q)}_0 + \omega^{(p-1,q-1)}_0 \wedge J + \omega^{(p-2,q-2)}_0 \wedge J^2 + \ldots ,
\]

(A.4.39)

where \( \omega^{(p,q)}_0 \in H^{p,q}_0(\mathcal{M}) \) and \( \omega^{(p,q)} \) is primitive precisely if \( \omega^{(p,q)} = \omega^{(p,q)}_0 \). The Hodge-dual of a primitive \((p,q)\)-form \( \omega_0 \) is given by

\[
\ast \omega_0 = c \omega_0 \wedge J^{n-p-q} ,
\]

(A.4.40)

where the complex coefficient \( c \) can be read off from (3.4.2) and together with (A.4.37), it follows that \( L \ast \omega_0 = (\ast \omega_0) \wedge J = 0 \).
Appendix B

Detailed calculations and proofs

Details of some longer calculations and proofs, which were omitted in the main text to avoid distraction, are collected together in this appendix. These details are not crucial for the main text and if anything, they would have threatened to interrupt the flow of the presentation. Nonetheless, the interested reader might find these additional details useful, especially when a closer exposition to the content matter is desired, for example through checking and reproducing some of the results presented in this thesis. Therefore, instead of omitting these calculations and proofs altogether, a compromise was found by relegating them to this appendix.

B.1 Outline of the proof of local supersymmetry of the CJS action

Section 2.1 constitutes a short review of some of the key elements of 11-dimensional supergravity found by Cremmer, Julia and Scherk (CJS) in 1978 [11]. The explicit proof of supersymmetry of the CJS action is not found in the recent literature very frequently. Hence, we decided to present some details of the proof in this appendix. A check of supersymmetry will also reassure us that there are no mistakes regarding signs or numerical factors in the formulæ we present in section 2.1. This is relevant for later chapters where the supersymmetry of the 11-dimensional theory is used to draw conclusions about properties of the lower dimensional effective theories obtained by dimensional reduction.

We will consider bosonic terms and terms quadratic in fermions at most. That means, in particular, 4-fermi terms are ignored and we will deal with the action as written in eqs. (2.1.2) and (2.1.8) and the supersymmetry transformations (2.1.16), (2.1.17) and (2.1.19). For more detailed calculations, we refer to refs. [24, 53]. In contrast to section 2.1, we drop the superscript (11) on the infinitesimal 11-dimensional supersymmetry parameter $\epsilon^{(11)}$ and abbreviate it simply to $\epsilon$ for ease of notation.
Before actually applying a supersymmetry variation on the action, we need two auxiliary results derived in most textbooks on general relativity (see for example refs. [102,3]):

\[
\delta \sqrt{-g} = \frac{1}{2} \sqrt{-g} g^{MN} \delta g_{MN}, \quad (B.1.1)
\]

\[
\delta R = R_{MN} \delta g^{MN} + \text{(total divergence)}. \quad (B.1.2)
\]

By varying both sides of \( \delta g^{MN} = g^{MP} g^{PN} \), one learns

\[
\delta g^{MN} = -g^{MP} g^{NQ} \delta g_{PQ} \delta \epsilon = -2 \bar{\epsilon} \Gamma^{(M} \Psi^{N)} . \quad (B.1.3)
\]

Recall that the 4-form field strength \( G \) is, at least locally, given by

\[
G = dA \quad \text{or in components} \quad G_{MNPQ} = 4 \partial_M [A_{NPQ}].
\]

For its variations, one learns

\[
\delta G_{MNPQ} = 4 \partial_M [\delta A_{NPQ}] \quad \text{and} \quad \delta G^2 = 2G^{MNPO} \delta G_{MNPO} + 4G^{MPQR} G_{NPQR} \delta g^{MN} . \quad (B.1.5)
\]

where \( G^2 \equiv G^{MNPO} G_{MNPO} \). Combining the previous two equations, one obtains

\[
\delta \epsilon \int_M d^{11}x \sqrt{-g} \, G^2 = \int_M d^{11}x \sqrt{-g} \left\{ G^2 \epsilon \Gamma^M \Psi_M + 4! (\nabla_M G^{MNPO}) \epsilon \Gamma_{NP} \Psi_Q \right. \\
\left. -8 g^{MNPQ} G_{NPQR} \epsilon \Gamma^M \Psi^N \right\}, \quad (B.1.6)
\]

\[
\delta \epsilon \int_M G \wedge G \wedge A = \frac{3}{2(4!)^2} \int_M d^{11}x \sqrt{-g} \, e^{M_1...M_4} G_{M_1...M_4} G_{M_5...M_6} \epsilon \Gamma_{M_5M_6} \Psi_{M_7} . \quad (B.1.7)
\]

after integrating by parts and using the Bianchi identity \( dG = 0 \).

We are now ready to compute the supersymmetry variation of the bosonic action (2.1.2):

\[
\delta \epsilon S_{\text{CJS,B}} = -\frac{1}{2 \kappa_{11}^2} \int_M d^{11}x \sqrt{-g} \left\{ 2 \epsilon \Gamma^M \Psi^N \left[ G_{MN} - \frac{1}{12} G_{MPQR} G^{NPQR} + \frac{1}{96} g_{MN} G^2 \right] \\
+ \frac{1}{2} \epsilon \Gamma_{NP} \Psi_Q \left[ \nabla_M G^{MNPO} + \frac{1}{2(4!)^2} G_{M_1...M_4} G_{M_5...M_6} e^{M_1...M_6} \epsilon \Gamma_{M_5M_6} N_{PO} \right] \right\} , \quad (B.1.8)
\]

deploying the Einstein tensor \( G_{MN} \equiv R_{MN} - \frac{1}{2} g_{MN} R \). Note that the two square brackets, when set to zero, correspond to the equations of motion for the metric and 3-form, respectively (cf. eqs. (2.1.10) and (2.1.15)).

Next, we turn to the supersymmetry variation of the fermionic action (2.1.8). Since we are working at the \((\text{fermi})^2\)-level, we only need to keep the supersymmetry variations of the gravitino, for the supersymmetry variations of the metric and 3-form solely contribute 4-fermi terms when applied to the fermionic action. In a first step, we vary the gravitino in the fermionic action (2.1.8) without inserting the explicit expression for
the variation:
\[ \delta_\epsilon S_{\text{CJS,F}} = -\frac{1}{2\kappa_1'} \int_M d^{11}x \sqrt{-g} \left\{ \left( \delta_\epsilon \Psi_M \right) \Phi^M_{(1)} + \Phi^M_{(2)} (\delta_\epsilon \Psi_M) + \text{(fermi)}^4 \right\} , \] (B.1.9)

where
\[ \Phi^M_{(1)} = \Gamma^{MNP} D_N(\omega) \Psi_P + \frac{1}{96} \left( \Gamma^{MNPQRS} \Psi_S + 12 \gamma^{MN} \Gamma^{PQ} \Psi_R \right) G_{NPQR} , \] (B.1.10)
\[ \Phi^M_{(2)} = \bar{\Psi}_P \Gamma^{PNM} D_N(\omega) + \frac{1}{96} \left( \bar{\Psi}_N \Gamma^{NPQRS} + 12 \bar{\Psi}^P \Gamma^{QR} g^{MS} \right) G_{PQRS} . \] (B.1.11)

The first step is to show that the first two terms in eq. (B.1.9) are equal to each other. To this end, note first of all that the first term in eq. (B.1.11) contains a covariant derivative acting to the right. Integrating the first term in eq. (B.1.11) by parts yields
\[ \bar{\Phi}^M_{(2)} = -\left( D_N \Psi_P \right) \Gamma^{PNM} + \frac{1}{96} \left( \bar{\Psi}_N \Gamma^{NPQRS} + 12 \bar{\Psi}^P \Gamma^{QR} g^{MS} \right) G_{PQRS} , \] (B.1.12)
where the covariant constancy of the metric \( \nabla_M g^{NP} = 0 \) and vielbein \( \nabla_M e^P_N = 0 \) has been used to push the covariant derivative through \( \sqrt{-g} \) and the curved gamma matrices (the notation \( \nabla_M \) and \( D_M \) is used interchangeably in this section). The expression \( D_N \Psi_P \) is explicitly given by
\[ D_N \Psi_P = i(D_N \Psi_P)^T \Gamma^0 = i\Psi_P^T D_N^T \Gamma^0 , \] (B.1.13)
where
\[ D_N^T = \bar{\partial}_N + \frac{1}{4} \omega_{NQR} R^{QR} \Gamma^0 . \] (B.1.14)
and we have used eq. (A.2.4). Eq. (B.1.13) together with eqs. (A.2.4)-(A.2.8) can be utilised to compute the transpose of \( \bar{\Phi}^M_{(2)} \). One finds
\[ \left( \bar{\Phi}^M_{(2)} \right)^T = -i\Gamma^0 \Phi^M_{(1)} , \] (B.1.15)
where eq. (A.2.10) has been used. A spinor bilinear \( \bar{\Psi} \Phi \) is a scalar in spinor space and hence invariant under transposition \( \bar{\Psi} \Phi = (\bar{\Psi} \Phi)^T = -\Phi^T \bar{\Psi}^T \) (the minus sign on the right hand side stems from the anti-commuting nature of the spinors). Thus, the second term in eq. (B.1.9) becomes
\[ \bar{\Phi}^M_{(2)} (\delta_\epsilon \Psi_M) = [\bar{\Phi}^M_{(2)} (\delta_\epsilon \Psi_M)]^T = -(\delta_\epsilon \Psi_M)^T (\bar{\Phi}^M_{(2)})^T = (\delta_\epsilon \Psi_M) \Phi^M_{(1)} . \] (B.1.16)

We have established the equivalence of the first two terms in eq. (B.1.9). The supersymmetry variation of the fermionic action (2.1.8) can now be summarised as follows
\[ \delta_\epsilon S_{\text{CJS,F}} = -\frac{1}{2\kappa_1'} \int_M d^{11}x \sqrt{-g} \left\{ 2(\delta_\epsilon \Psi_M) \Phi^M_{(1)} + \text{(fermi)}^4 \right\} . \] (B.1.17)
The full expression reads

$$
(\delta \epsilon \Psi_M) \Phi^M_{(1)} = \left[ 2D_M \epsilon - \frac{1}{144} \epsilon (\Gamma^M_{NPQR} + 8\epsilon^M_{PQR}) \right] G_{NPQR} \\
\times \left[ \Gamma^{MST} D_S(\omega) \Psi_T + \frac{1}{96} \left( \Gamma^{MSTUVW} \Psi_W + 12 \epsilon^{MS} \Gamma^{TU} \Psi^V \right) G_{STUV} \right].
$$

(B.1.18)

The first term in the first square bracket is integrated by parts to take the covariant derivative off the supersymmetry parameter $\epsilon$. After multiplying out the two square brackets, the resulting terms may be split into four groups

$$
(\delta \epsilon \Psi_M) \Phi^M_{(1)} = X_1 + \ldots + X_4,
$$

(B.1.19)

$$
X_1 = -2\epsilon \Gamma^{MNP} D_M D_N \Psi_P,
$$

(B.1.20)

$$
X_2 = -\frac{1}{144} \epsilon \left( 3\Gamma^{NPQRST} + 36 \epsilon^{NS} \Gamma^{PTQ} \Gamma^{QR} \right. \\
+ \left. 8 \epsilon^{NPQR} \Gamma^{MST} \right) (D_S \Psi_T) G_{NPQR},
$$

(B.1.21)

$$
X_3 = -\frac{1}{4} \epsilon \Gamma_{NP} \Psi_Q \nabla_M G^{MNPQ},
$$

(B.1.22)

$$
X_4 = -\frac{1}{(4!)} \epsilon \left( \Gamma^{NPQR} \Gamma^{MSTUVW} + 12 \epsilon^{SNPQR} \Gamma^{TU} \Gamma^{QVW} \right. \\
+ \left. 8 \epsilon^{NPQR} \Gamma^{MSTUVW} + 96 \epsilon^{NPQR} \Gamma^{TU} \Gamma^{QVW} \right) \Psi_W G_{NPQR} G_{STUV}.
$$

(B.1.23)

One term in $X_3$ has already been dropped by virtue of the Bianchi identity $dG = 0$.

$X_1$ can be simplified by using $2D_{[M} D_{N]} = [D_M, D_N] = \frac{1}{4} R^{MN} \Gamma_{PQ}$, which yields

$$
X_1 = -\frac{1}{4} \epsilon \Gamma^{MNP} \Gamma_{QR} R_{MN} \Psi_P.
$$

(B.1.24)

The product $\Gamma^{MNP} \Gamma_{QR}$ can be re-written by means of eq. (A.2.11). This results in

$$
X_1 = -\epsilon \Gamma^M \Psi^N G_{MN},
$$

(B.1.25)

where we have used $R_{MN} = R^P_{MPN}$, $R_{M[NPQ]} = 0$, $R_{MNPQ} = -R_{NPQ} = -R_{MNQP}$ and $R_{MNPQ} = R_{PQMN}$.

Now, we turn to $X_2$. For the third and fourth term in $X_2$, we use again eq. (A.2.11) to obtain

$$
\Gamma^M_{NPQR} \Gamma^{MST} (D_S \Psi_T) G_{NPQR} = \left( 5\Gamma^{NPQRST} + 48 \epsilon^{NS} \Gamma^{PTQ} \right) (D_S \Psi_T) G_{NPQR},
$$

(B.1.26)

$$
8 \Gamma^{PQR} \Gamma^{MST} (D_S \Psi_T) G_{NPQR} = \left( -8 \epsilon^{NPQRST} - 48 \epsilon^{NS} \Gamma^{PTQ} \right) (D_S \Psi_T) G_{NPQR}.
$$

(B.1.27)
After putting this back into the expression (B.1.21) for $X_2$, one concludes

$$X_2 = 0.$$  \hspace{1cm} (B.1.28)

$X_3$ as stated in eq. (B.1.22) can not be transformed any further and is already written in its final form. As for $X_4$, the four terms in parenthesis can be re-written by means of eq. (A.2.11). The result reads as follows

$$\Gamma_M^{NPQR} \Gamma^{MSTUVW} \Psi_W G_{NPQR} G_{STUV} = (2 \Gamma_{NPQRSTU}^{NPQRSTU} - 288 \Gamma_{NPSTW}^{NPSTW} \delta_{QU}^{RV} + 144 \Gamma_{NS}^{NSPT} \delta_{QU}^{RV}) \Psi_W G_{NPQR} G_{STUV} \hspace{1cm} (B.1.29)$$

$$+ (12 \Gamma_{NPQRSTU}^{NPQRSTU} - 192 \Gamma_{NPQST}^{NPQST} \delta_{RU}^{RL} - 720 \Gamma_{NPS}^{NPS} \delta_{QT}^{RU} + 576 \Gamma_{NPSTW}^{NPSTW} \delta_{QU}^{RV}) \Psi_W G_{NPQR} G_{STUV},$$

$$12 \Gamma_{SNPQR}^{SNPQR} \Gamma_{TU}^{TU} \Psi_{VW} G_{NPQR} G_{STUV} = (12 \Gamma_{NPQRSTU}^{NPQRSTU} + 96 \Gamma_{NPQST}^{NPQST} \delta_{RU}^{RL} - 144 \Gamma_{NPS}^{NPS} \delta_{QT}^{RU}) \Psi_W G_{NPQR} G_{STUV},$$

$$8 \Gamma_{PQR}^{PQR} \Gamma_{NSTUVW}^{NSTUVW} \Psi_{W} G_{NPQR} G_{STUV} = (-8 \Gamma_{NPQRSTU}^{NPQRSTU} \delta_{QU}^{RV} + 288 \Gamma_{NPSTW}^{NPSTW} \delta_{QU}^{RV}) \Psi_W G_{NPQR} G_{STUV} \hspace{1cm} (B.1.30)$$

$$+ (192 \Gamma_{NPQST}^{NPQST} \delta_{RU}^{RL} + 288 \Gamma_{NPS}^{NPS} \delta_{QT}^{RU}) \Psi_W G_{NPQR} G_{STUV},$$

$$96 \Gamma_{PQR}^{PQR} \Gamma_{TU}^{TU} \Psi_{W} G_{NPQR} G_{STUV} = (-96 \Gamma_{NPQST}^{NPQST} \delta_{RU}^{RL} + 576 \Gamma_{NPSTW}^{NPSTW} \delta_{QU}^{RV} \delta_{RU}^{RL} + 576 \Gamma_{NPSTW}^{NPSTW} \delta_{QU}^{RV}) \Psi_W G_{NPQR} G_{STUV}. \hspace{1cm} (B.1.31)$$

The first term in eqs. (B.1.29) and (B.1.31) contains $\Gamma_{M1...M9}$, which is dualised to $\Gamma_{N1N2}$ by means of the dualisation relation stated in eq. (A.2.12).

Finally, collecting all terms and plugging them back into eq. (B.1.23), one finds for $X_4$

$$X_4 = \bar{\epsilon} \Gamma^M \Psi^N \left[ \frac{1}{12} G_{MPQR} G_{NPQR} - \frac{1}{96} G_{MN} G^2 \right]$$

$$- \frac{1}{8(4!)^2} \bar{\epsilon} \Gamma_{NP} \Psi_G G_{M1...M4} G_{M5...M8} \epsilon^{M1...M8NPQ}, \hspace{1cm} (B.1.33)$$

and for $S_{CJS,F}$

$$\delta \epsilon S_{CJS,F} = -\frac{1}{2x_{11}^2} \int_M d^{11}x \sqrt{-g} \left\{ 2(X_1 + \ldots X_4) + (\text{fermi})^4 \right\} = -\delta \epsilon S_{CJS,B}, \hspace{1cm} (B.1.34)$$

with $\delta \epsilon S_{CJS,B}$ as stated in eq. (B.1.8). The full 11-dimensional CJS action $S_{CJS}$ is given by $S_{CJS} = S_{CJS,B} + S_{CJS,F}$. From eq. (B.1.34), we therefore learn that

$$\delta \epsilon S_{CJS} = \delta \epsilon S_{CJS,B} + \delta \epsilon S_{CJS,F} = 0, \hspace{1cm} (B.1.35)$$

which constitutes an off-shell symmetry since the equations of motion have not been in-
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voked. This completes the verification of the vanishing of the supersymmetry variations of the 11-dimensional CJS action (2.1.1) up to the (fermi)$^2$-level.

B.2 Chern classes of CICY five-folds

In this short appendix, we provide some details of how to obtain the formulae (3.6.11)-(3.6.16) for the Chern classes of CICY five-folds used in section 3.6.1. For a complete intersection of hypersurfaces in products of complex projective spaces described by a configuration matrix $[n|q]$ as defined in (3.6.5), the total Chern class $c([n|q])$ is given by the succinct formula [57, 52]

$$c([n|q]) = \frac{\prod_{k=1}^{m}(1 + J_r)^{n_r+1}}{\prod_{s=1}^{n}(1 + \sum_{s=1}^{m} q_s^s J_s)}.$$  \hspace{1cm} (B.2.1)

This is to be regarded as a formal expression that should be expanded into a power series in the Kähler forms $J_r$. The $(p,p)$-part of that power series then yields the correct expression for the $p$-th Chern class $c_p([n|q])$. The power series automatically truncates after finitely many terms since any $(l,l)$-form with $l > \dim C[n|q] = \sum_{r=1}^{m} n_r - K$ vanishes on $[n|q]$.

To obtain the explicit expression for the power series, one performs a multi-variable Taylor expansion about the origin. The following result on the multi-variable Taylor expansion of a function $f(J_1,\ldots,J_m)$ of $m$ variables $J_r$ will be useful

$$f(J_1,\ldots,J_m) = \left. \frac{\partial^{i_1} \cdots \partial^{i_m} f(K_1,\ldots,K_m)}{\partial K_1^{i_1} \cdots \partial K_m^{i_m}} \right|_{K=0} J_1^{i_1} \cdots J_m^{i_m},$$  \hspace{1cm} (B.2.2)

where we have already made use of the fact that $J_r^{n_r+1} = 0$ to truncate the sums and we have specialised to an expansion about the origin by setting $K = 0$.

Regarding the right hand side of eq. (B.2.1) as a function $f(J_1,\ldots,J_m)$ of $m$ variables $J_r$, applying the Taylor expansion formula and collecting terms of equal degrees such that $c([n|q]) = 1 + \sum_{p=1}^{\dim C[n|q]} c_p([n|q])$, one has

$$c_p([n|q]) = \left. \sum_{r_1,\ldots,r_p=1}^{m} \frac{\partial^p c([n|q])}{\partial J_{r_1} \cdots \partial J_{r_p}} \right|_{J=0} J_{r_1} \cdots J_{r_p}$$  \hspace{1cm} (B.2.3)

for $p = 1,\ldots,\dim C[n|q]$. For the first derivative of eq. (B.2.1), one finds

$$\frac{\partial c([n|q])}{\partial J_r} = c([n|q]) \left[ (n_r + 1)(1 + J_r)^{-1} - \sum_{a=1}^{K} q_a^a (1 + \sum_{s=1}^{m} q_s^s J_s)^{-1} \right]$$  \hspace{1cm} (B.2.4)

which is of the symbolic form $f'(x) = f(x)g(x)$ with $g(x)$ representing the expression in square brackets in the equation above. Symbolically, the $n$-th derivative $f^{(n)}(x)$ is
thus given by a variant of Faà di Bruno’s formula (the generalisation of the chain rule to higher derivatives)

\[ f^{(n)}(x) = f(x) \left[ \sum_{(k_1, \ldots, k_n) \in T_n} \frac{n!}{k_1! \cdots k_n!} \prod_{m=1}^{n} \left( \frac{g^{(m-1)}(x)}{m!} \right)^{k_m} \right], \quad \text{(B.2.5)} \]

where the sum runs over the set \( T_n \) of all \( n \)-tuples \((k_1, \ldots, k_n)\) of non-negative integers satisfying the constraint \( 1k_1 + 2k_2 + \cdots + nk_n = n \). The number of terms in the above sum is equal to the partition number \( p(n) \), that is the number of possible partitions of \( n \). Here, we just need the cases \( n = 2, \ldots, 5 \), which read as follows

\[
\begin{align*}
f^{(2)} &= f[g^2 + g'], \\
f^{(3)} &= f[g^3 + 3gg' + g'^2], \\
f^{(4)} &= f[g^4 + 6g^2g' + 3(g')^2 + 4gg'^2 + g^{(3)}], \\
f^{(5)} &= f[g^5 + 10g^3g' + 10g^2(g')^2 + 15g(g')^2 + 10g'g'^2 + 5gg'^3 + g^{(4)}]. 
\end{align*}
\]

Putting everything together, using the above formulæ and noting that \( c([n|q])_{j=0} = 1 \), we find for general configurations (not necessarily Calabi-Yau)

\[
\begin{align*}
c_1' &= \frac{\partial c([n|q])}{\partial f_j} \bigg|_{j=0} = n_r + 1 - \sum_{a=1}^{K} q_a^r, \\
c_2^{rs} &= \frac{1}{2} \frac{\partial^2 c([n|q])}{\partial f_j \partial f_s} \bigg|_{j=0} = \frac{1}{2} \left( -(n_r + 1) \delta^{rs} + \sum_{a=1}^{K} q_a^r q_a^s + c_1'^r c_1'^s \right), \\
c_3^{rst} &= \frac{1}{3!} \frac{\partial^3 c([n|q])}{\partial f_j \partial f_s \partial f_t} \bigg|_{j=0} = \left( n_r + 1 \right) \delta^{rst} - \sum_{a=1}^{K} q_a^r q_a^s q_a^t + 3c_1^{(rs)} c_1^{(t)} - c_1'^r c_1'^s c_1'^t, \\
c_4^{rstu} &= \frac{1}{4!} \frac{\partial^4 c([n|q])}{\partial f_j \cdots \partial f_u} \bigg|_{j=0} = \left( n_r + 1 \right) \delta^{rstu} + \sum_{a=1}^{K} q_a^r q_a^s q_a^t q_a^u + 2c_2^{(rs)} c_2^{(tu)} + 4c_3^{(rst)} c_1^{(u)} - 4c_2^{(rs)} c_1^{(t)} c_1^{(v)} + c_1'^r c_1'^s c_1'^t c_1'^u, \\
c_5^{rstuv} &= \frac{1}{5!} \frac{\partial^5 c([n|q])}{\partial f_j \cdots \partial f_v} \bigg|_{j=0} = \left( n_r + 1 \right) \delta^{rstuv} - \sum_{a=1}^{K} q_a^r \cdots q_a^v + 5c_3^{(rst)} c_2^{(uv)} + 5c_4^{(rst)} c_1^{(v)} - 5c_2^{(rs)} c_2^{(tu)} c_1^{(v)} - 5c_3^{(rst)} c_1^{(u)} c_1^{(v)} + 5c_2^{(rs)} c_1'^t c_1'^v - c_1'^r \cdots c_1'^v. 
\end{align*}
\]

The Calabi-Yau condition \( c_1([n|q])_{j=0} = 1 \) translates into a set of algebraic constraints
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c_1 = 0, that is
\[ \sum_{\alpha=1}^{K} q_{r}^{\alpha} = n_r + 1 \]  
(B.2.15)
for all \( r = 1, \ldots, m \). The numerous terms in (B.2.10)-(B.2.14) involving the coefficients \( c_r^1 \) thus vanish for CICYs leading to a significant simplification of the expressions above and we arrive at the formulae (3.6.11)-(3.6.16) quoted in the main text.

Finally, we turn to some inequalities involving Chern classes. From the Calabi-Yau condition (B.2.15) and the fact that the \( q_r^\alpha \) are non-negative integers, we obtain
\[ \sum_{\alpha=1}^{K} (q_r^\alpha)^j \geq n_r + 1 , \]  
(B.2.16)
valid for all \( r = 1, \ldots, m \) and all positive integers \( j = 1, 2, \ldots \). A linear constraint in a single \( \mathbb{P}^n \) produces \( \mathbb{P}^{n-1} \) and is hence redundant. Such a linear constraint would satisfy \( \sum_{r=1}^{m} q_r^\alpha = 1 \) for some \( \alpha \) and should be excluded to avoid over-counting. We therefore require
\[ m \sum_{r=1}^{m} q_r^\alpha \geq 2 \]  
(B.2.17)
for all \( \alpha = 1, \ldots, K \). In the following, we distinguish between two different cases and consider them separately.

In the first case, at least one of the \( q_r^\alpha \) is greater than one, for example as in \([6|7]\). Let us call such an element \( q_s^\beta \), that is \( q_s^\beta > 1 \) for some \( \beta \) and \( s \). Then, for \( r = s \), the left hand side of the inequality (B.2.16) is genuinely larger than the right hand side and thus
\[ c_2^{ss} = \frac{1}{2} \left[ \sum_{a=1}^{K} (q_a^s)^2 - (n_s + 1) \right] > 0 , \]  
(B.2.18)
\[ c_3^{sss} = \frac{1}{3} \left[ (n_s + 1) - \sum_{a=1}^{K} (q_a^s)^3 \right] < 0 , \]  
(B.2.19)
\[ c_4^{ssss} = \frac{1}{4} \left[ \sum_{a=1}^{K} (q_a^s)^4 - (n_s + 1) + 2(c_2^{ss})^2 \right] > 0 , \]  
(B.2.20)
\[ c_5^{sssss} = \frac{1}{5} \left[ (n_s + 1) - \sum_{a=1}^{K} (q_a^s)^5 + 5c_3^{ssss}c_2^{ss} \right] < 0 . \]  
(B.2.21)
The second case constitutes configurations where all \( q_r^\alpha \) are either zero or one. For example, \([4|1|1|1|1|1|2|1|1|1|0|0]\). In this case, (B.2.16) becomes an equality and hence, \( c_2^r = c_3^rrr = c_4^{rrr} = c_5^{rrrr} = 0 \) for all \( r \), while (B.2.17) guarantees that \( m \geq 2 \). Hence, we choose two different values, \( r \neq s \), for \( r \) and \( s \) and then find
\[ c_2^{rs} = \frac{1}{2} \sum_{a=1}^{K} q_a^r q_a^s = \frac{1}{2} \min(n_r + 1, n_s + 1) > 0 , \]  
(B.2.22)
This shows that for every configuration at least some of the coefficients $c_{r s}^{2}$, $c_{r s t}^{3}$, $c_{r s t u}^{4}$ and $c_{r s t u v}^{5}$ are non-zero and of definite sign.

Of course, this is not sufficient to conclude that the Chern classes themselves are non-zero, since it is in general configuration-dependent whether the coefficients considered above dot into combinations of $J$ that vanish or not. Instead, using (3.6.19) and (3.6.20), it is easy to see that

$$\hat{c}_{4r}^{stuv} \kappa(J_{r}, J_{s}, J_{t}, J_{u}, J_{v}) \geq 0$$

and hence

$$\eta([n|q]) = \int_{[n|q]} c_{5}([n|q]) \leq 0.$$ (B.2.27)

The following configuration is an example of a complete intersection manifold with vanishing Euler number

$$\begin{bmatrix} 2 & 3 & 0 \\ 5 & 0 & 6 \end{bmatrix}.$$ (B.2.28)

For its fourth Chern class, we find $c_{4} = 7830 J^{1}$. However, this configuration can be written as $[2|3] \times [5|6]$, which means it decomposes into $T^{2} \times CY_{4}$ and is therefore not a Calabi-Yau five-fold in the strict sense defined in chapter 3.

### B.3 $X_{8}$ and the relationship between Chern classes and Pontrjagin classes

As mentioned in section 2.2, one of the $O(\beta)$-corrections to the 11-dimensional supergravity action (2.1.1) is the famous Green-Schwarz term (2.2.11) [33]. It consists of a wedge product between the 3-form gauge field $A$ and an object denoted $X_{8}$, which is a quartic polynomial in the curvature two-form $\mathcal{R}_{MN} \equiv \frac{1}{2} R_{MNPQ} dx^{P} \wedge dx^{Q}$

$$X_{8} = \frac{1}{(2\pi)^{4}} \left[ - \frac{1}{768} (\text{tr} \mathcal{R}^{2})^{2} + \frac{1}{192} \text{tr} \mathcal{R}^{4} \right].$$ (B.3.1)

In (2.2.12), it was claimed without proof that $X_{8}$ can be written in terms of the first and second Pontrjagin classes, which are topological invariants of the 11-dimensional space-time manifold $M$. This fact is important in deriving the topological constraint (5.1.11) in section 5.1 and the lack of proof is remedied now.
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Before discussing Pontrjagin classes, we begin with a preliminary exercise. Let us consider the expression \( \det (I + A) \) for a complex diagonalisable \( n \times n \) matrix \( A \) and denote its eigenvalues by \( \{x_i\}_{i=1}^n \). Thus, \( \det A = x_1 \cdots x_n \) and the expression \( \det (I + A) \) reads as follows

\[
\det (I + A) = (1 + x_1) \cdots (1 + x_n).
\]

The next step is to multiply out the right hand side and collect together terms of the same degree in the \( x_i \). One finds

\[
\det (I + A) = \prod_{i=1}^n (1 + x_i) = 1 + S_1(\chi) + \ldots + S_n(\chi),
\]

where \( S_k(\chi) \) is the \( k \)-th elementary symmetric function in the \( x_i \) defined by \( S_k(\chi) \equiv \sum_{1 < \ldots < i_k} x_i \cdots x_{i_k} \). In particular, \( S_1(\chi) = \sum_{i=1}^n x_i \), \( S_2(\chi) = \sum_{i<j} x_i x_j \) and \( S_n(\chi) = x_1 \cdots x_n \) and we see immediately that \( S_1(\chi) = \text{tr} A \) and \( S_n(\chi) = \det A \). For the remaining \( S_k(\chi) \), more complicated expressions in terms of \( A \) emerge

\[
S_1(\chi) = \text{tr} A, \quad S_2(\chi) = \frac{1}{2} \left[ (\text{tr} A)^2 - \text{tr} A^2 \right],
\]

\[
S_3(\chi) = \frac{1}{3!} \left[ 2 \text{tr} A^3 - 3(\text{tr} A^2)\text{tr} A + (\text{tr} A)^3 \right],
\]

\[
S_4(\chi) = \frac{1}{4!} \left[ -6 \text{tr} A^4 + 3(\text{tr} A^2)^2 + (\text{tr} A)^4 + 8(\text{tr} A^3)\text{tr} A - 6(\text{tr} A)^2\text{tr} A^2 \right],
\]

\[
\vdots
\]

\[
S_k(\chi) = \det A.
\]

These formulæ can be most straightforwardly checked in a reverse manner, that is by starting from the expressions on the right hand side and applying the so-called multinomial theorem, which reads

\[
(x_1 + \ldots + x_n)^k = \sum_{i_1 + \ldots + i_n = k} \binom{k}{i_1, \ldots, i_n} x_1^{i_1} \cdots x_n^{i_n}
\]

and the multinomial coefficients are defined by \( \binom{k}{i_1, \ldots, i_n} \equiv k! / (i_1! \cdots i_n!) \).

The total Pontrjagin class \( p(E) \) of a real vector bundle \( E \) over an \( n \)-dimensional manifold \( M \) equipped with a connection \( \omega \) is defined by

\[
p(E) \equiv \det \left( I + \frac{1}{2\pi} \Omega \right) = 1 \oplus p_1(E) \oplus p_2(E) \oplus \cdots,
\]

where \( \Omega = d\omega + \omega \wedge \omega \) is the curvature two-form of \( E \) with respect to the connection \( \omega \). Viewed as a matrix, \( \Omega \) is anti-symmetric, \( \Omega^T = -\Omega \), and not diagonalisable by an
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element of $\text{GL}(k, \mathbb{R})$, but by one of $\text{GL}(k, \mathbb{C})$, where $k \equiv \dim E$. The result is

$$
\Omega \xrightarrow{\text{GL}(k, \mathbb{C})} \text{diag}(ix_1, -ix_1, ix_2, -ix_2, \ldots)
$$

and $\Omega^{2i} \xrightarrow{\text{GL}(k, \mathbb{C})} (-1)^i \text{diag}(x_1^{2i}, x_1^{2i}, x_2^{2i}, x_2^{2i}, \ldots)$. Hence, $\text{tr } \Omega^{2i} = 2(-1)^i \sum_{j=1}^{\lfloor k/2 \rfloor} x_j^{2i}$ and the total Pontrjagin class can be expanded as follows

$$
\det \left(1 + \frac{1}{2\pi} \Omega \right) = \det \left(1 - \frac{1}{2\pi} \Omega \right) = \prod_{i=1}^{\lfloor k/2 \rfloor} \left(1 + \frac{1}{(2\pi)^2} x_i^2 \right),
$$

where the first equality is a consequence of $\Omega^T = -\Omega$ and $\lfloor k/2 \rfloor$ denotes the largest integer less than or equal to $k/2$. The $p_i(E)$ in the expansion $\text{eq. (B.3.10)}$ are the analogue of the elementary symmetric functions $S_k(\underline{x})$ in eq. (B.3.3) and we read off $(2\pi)^2 i p_i(E) = \sum_{j_i < \ldots < j_i} x_{j_i} \cdots x_{j_i}$. By the same procedure as described above for the $S_k(\underline{x})$, one finds expressions for the $p_i(E)$ as polynomials of degree $2i$ in the curvature two-form

$$
p_1(E) = -\frac{1}{2} \frac{1}{(2\pi)^2} \text{tr } \Omega^2,
$$

$$
p_2(E) = \frac{1}{8} \frac{1}{(2\pi)^4} \left[ (\text{tr } \Omega^2)^2 - 2 \text{ tr } \Omega^4 \right],
$$

$$
p_3(E) = \frac{1}{48} \frac{1}{(2\pi)^6} \left[ -(\text{tr } \Omega^2)^3 + 6 \text{ tr } \Omega^2 \text{ tr } \Omega^4 - 8 \text{ tr } \Omega^6 \right],
$$

$$
\vdots
$$

$$
p_{\lfloor k/2 \rfloor}(E) = \frac{1}{(2\pi)^2 \lfloor k/2 \rfloor} \text{ det } \Omega
$$

and $[p_i(E)] \in H^{4i}((\mathcal{M}, \mathbb{Z})$. Also, $p_i(E) = 0$ for $2i > k$ or $4i > n$. The Pontrjagin classes $p_i(\mathcal{M})$ of the manifold $\mathcal{M}$ are defined with respect to its tangent bundle $T\mathcal{M}$ and curvature $\mathcal{R}$ as $p_i(\mathcal{M}) = p_i(T\mathcal{M})$. With the help of (B.3.11), (B.3.13) and (B.3.14), one straightforwardly verifies the expression (2.2.12) given for $X_8$ in section 2.2.

Next, we turn to complex vector bundles, where an analogue of the Pontrjagin classes $p_i(\mathcal{M})$ of the manifold $\mathcal{M}$ are defined with respect to its tangent bundle $T\mathcal{M}$ and curvature $\mathcal{R}$ as $p_i(\mathcal{M}) = p_i(T\mathcal{M})$. With the help of (B.3.11), (B.3.13) and (B.3.14), one straightforwardly verifies the expression (2.2.12) given for $X_8$ in section 2.2.

$$
c(E) \equiv \det \left(1 + \frac{i}{2\pi} \Omega \right) = 1 \oplus c_1(E) \oplus c_2(E) \oplus \cdots.
$$

The (matrix-valued) curvature two-form $\Omega$ can be diagonalised by an element of $\text{GL}(k, \mathbb{C})$, where $k \equiv \dim_{\mathbb{C}} E$. If we denote its eigenvalues by $\{x_i\}_{i=1,\ldots,k}$, we can
directly apply eqs. (B.3.2)–(B.3.3) to re-write \( c(E) \) as
\[
\det \left( 1 + \frac{i}{2\pi} \Omega \right) = \prod_{i=1}^{k} \left( 1 + \frac{i}{2\pi} x_i \right) \tag{B.3.18}
\]
and use the expressions (B.3.4)–(B.3.8) for the elementary symmetric functions \( S_k(x) \) to find the \( c_i(E) \) as polynomials of degree \( i \) in \( \Omega \)

\[
c_1(E) = \frac{i}{2\pi} \text{tr} \, \Omega , \tag{B.3.19}
\]
\[
c_2(E) = \frac{1}{8\pi^2} \left[ \text{tr} \, \Omega^2 - (\text{tr} \, \Omega)^2 \right] , \tag{B.3.20}
\]
\[
c_3(E) = \frac{i}{48\pi^3} \left[ -2 \text{tr} \, \Omega^3 + 3(\text{tr} \, \Omega^2)\text{tr} \, \Omega - (\text{tr} \, \Omega)^3 \right] , \tag{B.3.21}
\]
\[
c_4(E) = \frac{1}{384\pi^4} \left[ -6 \text{tr} \, \Omega^4 + 3(\text{tr} \, \Omega^2)^2 + (\text{tr} \, \Omega)^4 + 8(\text{tr} \, \Omega^3)\text{tr} \, \Omega - 6(\text{tr} \, \Omega)^2\text{tr} \, \Omega^2 \right] , \tag{B.3.22}
\]
\[
\vdots
\]
\[
c_k(E) = \left( \frac{i}{2\pi} \right)^k \det \Omega . \tag{B.3.23}
\]
Note that \([c_i(E)] \in H^{2i}(\mathcal{M}, \mathbb{Z})\) and \(c_i(E) = 0\) for \(i > k\) or \(2i > n\). The Chern classes \(c_i(\mathcal{M})\) of a complex manifold \(\mathcal{M}\) are defined with respect to its holomorphic tangent bundle \(T\mathcal{M}\) as \(c_i(\mathcal{M}) \equiv c_i(\mathcal{T}\mathcal{M})\).

Neglecting the complex structure, a complex vector bundle \(E\) with \(\dim \mathbb{C} \, E = k\) can also be viewed as a real vector bundle with \(\dim \mathbb{R} \, E = 2k\), which is why one expects a relationship between the Chern and Pontrjagin classes of \(E\). In order to find this relationship, we need the following embedding of \(U(k)\) into \(SO(2k)\) (see, for example, ref. [2])
\[
F : \ U(k) \to SO(2k), \quad F(U) \equiv \left( \begin{array}{cc} U_R & U_I \\ -U_I & U_R \end{array} \right), \tag{B.3.24}
\]
where \(U = U_R + iU_I\) and both \(U_R\) and \(U_I\) are \(k \times k\) matrices with real entries. With the explicit form of \(F\) and a bit of algebra, one may verify
\[
\text{tr}_R \, T^{2k} \equiv \text{tr}_R \, F(T^{2k}) = 2 \text{tr} \, T^{2k} , \quad \forall \, k > 0 , \tag{B.3.25}
\]
where \(T\) is an element in the fundamental representation of the Lie algebra \(u(k)\) corresponding to \(U(k)\) and we have introduced \(\text{tr}_R\) to denote the trace taken in the fundamental representation of the Lie algebra \(so(2k)\) corresponding to \(SO(2k)\) and induced by the map \(F\). Recalling that the curvature two-form \(\Omega\) is Lie algebra-valued (with the Lie algebra corresponding to the structure group of the vector bundle \(E\)), we
compute the Pontrjagin classes of the complex vector bundle $E$

\[ p_1(E) = -\frac{1}{2} \frac{1}{(2\pi)^2} \text{tr}_R \Omega^2 = -\frac{1}{(2\pi)^2} \text{tr} \Omega^2, \quad (B.3.26) \]

\[ p_2(E) = \frac{1}{8} \frac{1}{(2\pi)^4} \left[ (\text{tr}_R \Omega^2)^2 - 2 \text{tr}_R \Omega^4 \right] = \frac{1}{2} \frac{1}{(2\pi)^4} \left[ (\text{tr} \Omega^2)^2 - \text{tr} \Omega^4 \right], \quad (B.3.27) \]

\[ p_3(E) = \frac{1}{48} \frac{1}{(2\pi)^6} \left[ -(\text{tr}_R \Omega^2)^3 + 6 \text{tr}_R \Omega^2 \text{tr}_R \Omega^4 - 8 \text{tr}_R \Omega^6 \right] \]

\[ = \frac{1}{6} \frac{1}{(2\pi)^6} \left[ -(\text{tr} \Omega^2)^3 + 3 \text{tr} \Omega^2 \text{tr} \Omega^4 - 2 \text{tr} \Omega^6 \right], \quad (B.3.28) \]

: 

from eqs. (B.3.13)-(B.3.15) and (B.3.25). Plugging eqs. (B.3.19)-(B.3.22) into eqs. (B.3.26)-(B.3.27) directly implies

\[ p_1 = c_1^2 - 2c_2, \quad (B.3.29) \]

\[ p_2 = c_2^2 - 2c_1c_3 + 2c_4, \quad (B.3.30) \]

This represents a specialisation of the general formula \[126, 57\]

\[ p_i = c_i^2 + 2 \sum_{j=0}^{i-1} (-1)^{i+j} c_j c_{2i-j}, \quad (B.3.31) \]

with $c_0 = 1$.

Finally, we quote without proof \[126, 34\]: $p(E \oplus F) = p(E) \wedge p(F)$. For $\mathbb{R} \times X$, this implies

\[ p(\mathbb{R} \times X) = p(T\mathbb{R} \oplus TX) = p(T\mathbb{R}) \wedge p(TX) = p(X), \quad (B.3.32) \]

where we have used $p(\mathbb{R}) = 1$ to arrive at the last equality. This means $p_i(\mathbb{R} \times X) = p_i(X)$ and for $X$ a Calabi-Yau five-fold (that is, with $c_1(X) = 0$), one finds

\[ X_8(\mathbb{R} \times X) = \frac{1}{48} \left( \left( \frac{p_1}{2} \right)^2 - p_2 \right) = -\frac{1}{24} c_4(X) \quad (B.3.33) \]

after using eqs. (B.3.29)-(B.3.30). This proves eq. (5.1.10), which was crucial in deriving the topological constraint present in Calabi-Yau five-fold compactifications of M-theory considered in section 5.1.

### B.4 Details of the fermionic reduction: An example

In this section, we will take a closer look at how the results of section 5.3.2 are obtained. To illustrate the techniques used to calculate the fermionic part of the one-dimensional
effective action, we specialise to a particular term and follow it through each step of the calculation.

As exemplary term, we choose the kinetic term of the \((1,1)\) fermions \(\psi^i\). In other words, we will now show explicitly how the first term in (5.3.21) arises from the fermionic reduction. In the ansatz (5.3.4)-(5.3.6) for the 11-dimensional gravitino, we may drop all but the \((1,1)\)-part

\[
\Psi_0 = 0, \quad \Psi_\mu = \psi^i(\tau) \otimes (\omega_{i,\mu \rho} \gamma^\rho \eta), \quad \Psi_\bar{\mu} = -\bar{\psi}^j(\tau) \otimes (\omega_{j,\bar{\mu} \bar{\rho}} \gamma^\bar{\rho} \eta^*). \tag{B.4.1}
\]

The minus sign in the last expression follows from \(\Psi_\mu = (\Psi_\bar{\mu})^*\), which descends from the 11-dimensional Majorana condition, and \((\omega_{i,\mu \rho})^* = -\omega_{i,\mu \bar{\rho}}\), which is the component version of the reality condition \((\omega_i)^* = \omega_i\) of the \((1,1)\)-forms.

The starting point for the fermionic reduction is the fermionic part of the CJS action (2.1.8). Here, we only need to consider the 11-dimensional Rarita-Schwinger action, that is the first term in (2.1.8), for none of the other terms contain derivatives of fermions. In the remainder of this section, the ellipsis symbol \(\ldots\) indicates fermionic terms not capable of contributing to the first term in (5.3.21). We can then write (2.1.8) as

\[
S_{\text{CJS,F}} = -\frac{1}{2\kappa^2_{11}} \int d^{11}x \sqrt{-g} \bar{\Psi}_M \Gamma^{MNP} D_N (\omega) \Psi_P + \ldots \tag{B.4.2}
\]

where in the second line, we used (5.2.3), (5.3.18)-(5.3.20) and the definition of the Dirac conjugate and we restricted to the index structure of (B.4.1). The Clifford algebra (A.2.1) allows us to simplify the gamma matrix expression to

\[
\Gamma_0 \Gamma_0 = -\Gamma_0 \Gamma_0 \Gamma_{mn} = -e_0 \bar{0} (\Gamma_0) 2 \Gamma_{mn} = -2N^{-1} \gamma_{mn}. \tag{B.4.3}
\]

Re-inserting this result into (B.4.2) yields

\[
S_{\text{CJS,F}} = -\frac{1}{2\kappa^2_{11}} \int d\tau d^{10}x \sqrt{g^{(10)}} i \Psi^\dagger_m \gamma_{mn} \dot{\Psi}_n + \ldots. \tag{B.4.4}
\]

The next step is to change to holomorphic coordinates\(^1\)

\[
\Psi^\dagger_m \gamma_{mn} \Psi_n = \Psi^\dagger_\mu \gamma^{\mu \nu} \Psi_\nu + \Psi^\dagger_\mu \gamma^{\mu \bar{\nu}} \Psi_{\bar{\nu}} - \text{c.c.} = X_1 + X_2 - X_1^* - X_2^*, \tag{B.4.5}
\]

and to insert the ansatz (B.4.1)

\[
X_1 = \Psi^\dagger_\mu \gamma^{\mu \nu} \Psi_\nu = \eta^\dagger \gamma^\rho \gamma^{\mu \nu} \gamma^\sigma \eta^* \omega_{i,\mu \rho} \omega_{j,\nu \bar{\sigma}} \bar{\psi}^i \bar{\psi}^j, \tag{B.4.6}
\]

\(^1\)The minus sign in front of \(X_2^*\) is a consequence of the anti-commuting nature of \(\Psi_M\). It renders \(\Psi^\dagger_m \gamma_{mn} \Psi_n\) imaginary and, together with the additional factor of \(i\) in (B.4.4), it ensures that the action \(S_{\text{CJS,F}}\) is real.
\[ X_2 = \Psi_\mu^\dagger \gamma^{\mu\nu} \Psi_\nu = -\eta^\dagger \gamma^\beta \gamma^\mu \eta \omega_{i,\mu}(\omega_{j,\nu}) \Psi_i^\dagger \Psi_j^\dagger. \] (B.4.7)

The 10-dimensional spinor bilinears can be computed explicitly by means of the gamma matrix algebra (A.2.15) together with the annihilation condition (3.4.8). One finds

\[ X_1 = -2\eta^\dagger \eta^* (\omega_{i,\mu}(\omega_{j,\nu}) - \tilde{\omega}_{i,\mu}(\tilde{\omega}_{j,\nu})) \Psi_i^\dagger \Psi_j^\dagger = 0, \] (B.4.8)

\[ X_2 = -2(\omega_{i,\mu}(\omega_{j,\nu}) - 2\tilde{\omega}_{i,\mu})(\tilde{\omega}_{j,\nu}) \Psi_i^\dagger \Psi_j^\dagger, \] (B.4.9)

where, in the second line, the normalisation \( \eta^\dagger \eta^* = 1 \) (see eq. (3.4.6)) was used and the one-dimensional spinors were re-ordered and re-labelled at the cost of a minus sign. The first line vanishes since \( \eta^\dagger \eta^* = 0 \) (see eq. (3.4.7)). Thus, eq. (B.4.5) reads

\[ \Psi_\mu^\dagger \gamma^{\mu\nu} \Psi_\nu = (\Psi_i^\dagger \tilde{\Psi}^j - \Psi_i^\dagger \tilde{\Psi}^j)(2\omega_{i,\mu}(\omega_{j,\nu} - 4\tilde{\omega}_{i,\mu}) + \tilde{\tilde{\omega}}_{j,\nu}), \] (B.4.10)

and the action (B.4.4) becomes

\[ S_{CJS,F} = -\frac{1}{2\kappa_{11}^2} \int d\tau \left[ -4 \int d^{10}x \sqrt{g^{(10)}} (\omega_{i,\mu}(\omega_{j,\nu} - 2\tilde{\omega}_{i,\mu})(\tilde{\omega}_{j,\nu})) + \ldots \right]. \] (B.4.11)

With the help of the formulæ of appendix [A.4], it is straightforward to see that the expression in square brackets is equal to the physical \((1,1)\)-metric \( G_{ij}^{(1,1)} \) defined in (5.2.21). We thereby arrive at the final result

\[ S_{CJS,F} = -\frac{l}{2} \int d\tau \left[ (\Psi_i^\dagger \tilde{\Psi}^j - \Psi_i^\dagger \tilde{\Psi}^j) \right] + \ldots, \] (B.4.12)

where \( l = v / \kappa_{11}^2 \). We thus precisely reproduced the first term in (5.3.21), as claimed. All other terms in the fermionic part of the one-dimensional effective action as presented in section (5.3.2) follow from calculations that are similar in spirit to the one picked out here as an example.
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