Techno-Economic Evaluation of 5G Technology for Automated Guided Vehicles in Production
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Abstract: The fifth generation of mobile communication (5G) is expected to bring immense benefits to automated guided vehicles by improving existing respectively enabling 5G-distinctive network control systems, leading to higher productivity and safety. However, only 1% of production companies have fully deployed 5G yet. Most companies currently lack an understanding of return on investment and of technical use-case benefits. Therefore, this paper analyses the influence of 5G on an automated guided vehicle use case based on a five-step evaluation model. The analysis is conducted with a use case in the Digital Experience Factory in Aachen. It shows a difference of net present value between 4G and 5G of 1.3 M€ after 10 years and a difference of return of investment of 66%. Furthermore, analysis shows an increase of mobility (13%), productivity (20%) and safety (136%). This indicates a noticeable improvement of a 5G-controlled automated guided vehicle compared to a 4G-controlled automated guided vehicle.
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1. Introduction & Motivation

Human labor is increasingly being replaced by machines and robots. Future production systems demand efficient and dynamic transportation of goods on the shop-floor level to increase flexibility [1]. Therefore, automated guided vehicles (AGVs) are considered as one of the key enablers for various use cases in the intralogistics on the shopfloor [2]. Despite the expected improvements and cost reductions promised by AGVs, there are still open research gaps that need to be addressed to achieve the promised productivity gains by replacing logistic solutions such as forklifts in the areas of safety or time-critical processes.

The fifth generation of mobile communication (5G, 5G technology) is expected to have immense benefits for AGVs by improving existing respectively enabling 5G-distinctive network control systems (NCS). Depending on the use case, enabling centralized-controlled AGVs without predefined routes, the productivity of AGV is expected to increase as higher speeds are enabled. Furthermore, due to lower latencies of the NCS and thus faster reaction times, safety is expected to increase as well. However, despite the expected benefits of 5G technology, the current deployment state of 5G in production companies is relatively low. A joint study of MHP and Ludwig Maximilian University shows that only 1% of companies have fully deployed 5G yet, 13% are using 5G partially [3] and 39% of companies are not planning to deploy 5G at all.

The biggest barriers of 5G deployment in production according to the Digital Catapult UK manufacturing survey [4] are a lack of understanding of the return on investment
(RoI), mentioned by 72%, and a lack of technical use case understanding, mentioned by 44%. To tackle this barrier, the paper conducts both a technical and economic analysis of the influence of 5G technology on AGVs in production. Section 2 introduces relevant fundamentals. Section 3 presents the evaluation model being used for the techno-economic analysis. Section 4 applies the model to an AGV use case at the Digital Experience Factory in Aachen. Section 5 discusses the results of Section 4. Finally, Section 6 summarizes the results and gives an outlook of the next steps. The Appendix A provides an overview of abbreviations and formula symbols (Tables A1 and A2).

2. Fundamentals

2.1. Automated Guided Vehicles (AGVs) in Production

In the last few years, logistic and intralogistics tasks have increasingly been replaced by either drones or AGVs, promising a high potential for logistic tasks [5,6]. AGVs are unmanned transport vehicles substituting manned transport system like trucks or conveyors [7]. Their task is to pick up and deliver objects inside the factory [8]. In order to work in an integrated manner with the factory environment, a reliable and fast communication between AGVs, machines and operators is very important so as to control the AGV and secure a safe and error-free factory environment [9].

Depending on the application, a distinction is made between a centralized or decentralized architecture, as shown in Figure 1. A centralized architecture is characterized by AGVs equipped with onboard slave controllers collecting information from the sensors and physical inputs. These slave controllers are connected to the actuators and a virtual master controller, which is running a server as well as processing all information [7]. The master controller takes the control decisions and sends them back to the slave controller, whereas a decentralized architecture consists of AGVs each equipped with internal controllers making decisions and processing all data [10]. These internal controllers are used to command the actuators by leveraging the AGV sensor information [7]. Which architecture is considered appropriate depends on both the use case and the existing infrastructure in the factory [11]. Currently, most AGVs are equipped with internal controllers (decentralized architecture), to minimize the latency in decision making [9].

Figure 1. Difference between decentralized and centralized AGV control.

However, since many logistic processes are becoming more modular, flexible and interoperable rather than static and predictable the challenge of coordinating multiple AGVs arises [12]. With a decentralized architecture, there are significant drawbacks when controlling multiple AGVs simultaneously, as scalability and communication between the
individual AGVs proves to be significantly more difficult. Centralized approaches support
the design of more sophisticated control algorithms by reducing the complexity of coding
as well as flexible and reconfigurable factories—as a result redundancy is reduced, costs
are saved, scalability is increased, and energy consumption is reduced [7].

To realize advantages of centralized AGV control, the networked control system
(Section 2.2) and, especially, the communication technology must fulfill higher requirements
than for decentralized AGV control [13]. To meet the requirements of typical applications
on the shop-floor level a permanent availability of the communication between slave
and master controller is key. Furthermore, a network must ensure low latencies to enable
fast reactions of the AGV, as further explained in Section 2.3 [7]. This also requires a
high network reliability and handover speed. While using the AGV, safety is the key
issue to ensure, and by doing so limited data transmission during handover between cells
must be avoided. The reliability and handover speed requirements for using many AGVs
preclude Wi-Fi solutions as not feasible, since the communication security is insufficient,
and the handover speed (500 ms) is not seamless and thus not viable. Existing feasible
communications technologies to control AGVs are 4G and 5G, which are further considered
in Section 2.4 [14].

2.2. Networked Control System

To realize AGVs on the shopfloor, wireless communication is required. Wireless
communication has several technical advantages. It enables higher flexibility, allowing
for on-demand plant reconfigurability while mitigating cable breakage and faulty
connections [15,16]. For large control systems in particular, the effort for cabling is reduced.
Wireless communication further allows larger distances to be covered [17]. Therefore, wire-
less closed-loop control systems, so called networked control systems (NCS), have been
and still are the main research focus in academia as well as in industry [17,18]. The general
working principle and components of NCS are the same as for closed-loop control systems.
However, the controller, actuators and sensors are interconnected by a communication
network. This network can also be shared with other control loops, as is the case for the
centralized AGV control. Different architectures of NCS exist [19,20]. Figure 2 shows the
architecture as it is referred to in this paper.

![Figure 2. Architecture of a networked control system.](image)

In this architecture, the controller is physically separated from both actuator and
sensor. The controller is stationary. Actuator and sensor are both mobile and attached to
the AGV [21]. Sensor, controller and actuator can either be time-driven or event-driven
components. In a time-driven component, input reception or output transmission is
controlled by a sampling time, which is e.g., represented by a clock signal. An event-driven
component starts to process immediately at the arrival time of a component input.

Communication between the components only takes place when the control difference
variable e exceeds a pre-defined limit. In one NCS, all components can be time-driven, event-
driven or a mixture of both. This depends on the control techniques used. In the further course of this paper, NCS are assumed a mixture of time- and event-driven components [17,20].

2.3. Latency, Reliability and Availability Networked Control System

As described in Section 2.1, centralized AGVs have several advantages. However, these advantages are only applicable given that the wireless network of choice of the NCS can meet the strict requirements of process control applications. They require i.e., high reliability, constant availability and range [22,23]. AGVs in particular require networks with a low latency to execute the control action within the maximum application-perceived latency $\Delta t_{\text{application,max}}$. The application-perceived latency in an NCS consists of its components’ latencies [24].

Sensor latency $\tau_{\text{sensor}}$ describes the time in between an event that is sensed and recorded. Controller latency $\tau_{\text{controller}}$ expresses the time the controller requires to analyze data from the sensor and decide on a control action, which is fed back to the actuator. Actuator latency $\tau_{\text{actuator}}$ describes the time in-between the reception of the feedback variable and the start of the physical execution of the action. Network latency $\tau_{\text{network}}$ describes the time the network requires to transmit the data from the sensor to the controller and from the controller to the actuator. Network latency, therefore, occurs twice in an NCS. Equation (1) shows the composition of the application-perceived latency in an NCS:

$$\Delta t_{\text{application}} = \tau_{\text{sensor}} + \tau_{\text{controller}} + \tau_{\text{actuator}} + 2 \cdot \tau_{\text{network}} \tag{1}$$

As sensor, controller and actuator have the same impact latency-wise for both centralized and decentralized AGV control, network latency is decisive when it comes to the decision as to whether a communication technology is suitable for the use case. Equation (2) defines the maximum network latency:

$$\tau_{\text{network,max}} \leq \Delta t_{\text{application,max}} - \tau_{\text{sensor}} - \tau_{\text{controller}} - \tau_{\text{actuator}} \over 2 \tag{2}$$

Thereby, latency goes hand in hand with reliability. Reliability refers to the probability to guarantee successful message transmissions within a defined latency bound. For example, if the latency of 1 ms must be provided with a reliability of $10^{-3}$ only one message in $10^3$ data transfers may be lost or delayed by more than 1 ms [25]. The unit of reliability is percent.

Furthermore, network availability is of high importance. Availability (A) measures the ability to fulfill a required functionality during a specified time interval. In other words, it expresses the readiness for correct operations. Applied to the function of a wireless industrial communication system, availability is the ratio of the time interval of error free transmission $t_{\text{ef}}$ to an observation time $t_{\text{o}}$ (Equation (3)) [26].

$$A = \frac{t_{\text{ef}}}{t_{\text{o}}} \tag{3}$$

The service is unavailable if the messages received at the target are impaired and/or untimely. Availability is measured in percent.

To clearly understand the consequence of sufficient respectively insufficient latency, reliability, and availability, Figure 3 shows three cases. In case 1, it is assumed that latency, reliability, and availability fulfill the requirements of the application. Thus, the signal arrives in time and the NCS works correctly. In case 2, reliability is not adhered to, thus the control signal does not reach the destination in time. In case 3, data are lost due to insufficient availability. Both cases 2 and 3 would result in unplanned stoppages or even accidents of the AGV. Thus, the choice of the right communication network is crucial and will be further analyzed in Section 2.4.
To clearly understand the consequence of sufficient respectively insufficient availability, reliability, and QoS (due to, e.g., lower reliability, lower availability, higher latency) of the communication technology standards, and thus skepticism about their suitability for industrial applications by production industry [29]. Therefore, both industrial-specific and licensed communication technology standards were and are currently further developed to meet the requirements of industrial applications.

Mobile communications in particular have undergone considerable changes and experienced massive growth. On average every 10 years, a new mobile wireless generation was introduced. Since 4G and 5G are the only relevant communication technologies for the AGV, they will be further considered in this paper. Long-term evolution-advanced (LTE-A) was introduced as 4G technology in 2009. LTE-A allows data rates up to 1 Gbps and latencies of around 50 ms. Reliability and availability can be up to 99.9%. However, characteristics of LTE-A, in particular reliability and availability, depend a lot on the utilization of the radio cell and the distance to it. Thus, while 4G plays a crucial role in internet access for consumers, its use in the industrial sector needs development [30–35].

The fifth generation of mobile communication, which is also referred to as 5G technology, is predicted to have a significant impact on the implementation of wireless communication in the industrial connectivity landscape [36,37]. The first public 5G networks were released in 2020, however, the development and standardization process to be widely applicable for industrial applications is still ongoing [38]. The 5G technology is expected to improve existing cases and enable a range of new use cases for production applications, especially for latency-critical applications [14,39,40].

The availability of 5G network is 99.999% or higher [41]. Furthermore, 5G is expected to support a connection density of up to 1,000,000 devices/km², which is equivalent to 1 device/m². Peak data are expected to reach 10,000 Mbit/s, and even up to 20,000 Mbit/s under certain conditions. The 5G can provide over-the-air latency of 1 ms and is thus capable of supporting low-latency-applications [42]. The localization accuracy of connected user equipment is at least 20 cm [43]. Mobility of up to 500 km/h can be supported while realizing an acceptable QoS [42]. A 5G system supports long-range coverage of up to 100 km [43]. The reliability of the network is 99.999% or higher [41].

Figure 3. Timing diagram of a networked control system.

2.4. Communication Technologies for Network Control Systems (NCS)

To realize an NCS and take advantage of wireless networks, the third evolution phase of industrial communication dealt with wireless networks. Hence, basic wireless communication technologies, being originally designed for computer networks, were adopted for industrial communication—mainly from the IEEE 802 protocol family of the Institute of Electrical and Electronics Engineers [27]. Most of these standards are working in the license-free industrial scientific medical frequency bands, usually the 2.4 GHz spectrum, where neither resource planning nor bandwidth allocation can be guaranteed [28]. This led and still leads to increasingly crowded networks, resulting in a lower quality of service (QoS) (due to, e.g., lower reliability, lower availability, higher latency) of the communication standards, and thus skepticism about their suitability for industrial applications by production industry [29]. Therefore, both industrial-specific and licensed communication technology standards were and are currently further developed to meet the requirements of industrial applications.

The first public 5G networks were released in 2020, however, the development and standardization process to be widely applicable for industrial applications is still ongoing [38]. The 5G technology is expected to improve existing cases and enable a range of new use cases for production applications, especially for latency-critical applications [14,39,40].

The availability of 5G network is 99.999% or higher [41]. Furthermore, 5G is expected to support a connection density of up to 1,000,000 devices/km², which is equivalent to 1 device/m². Peak data are expected to reach 10,000 Mbit/s, and even up to 20,000 Mbit/s under certain conditions. The 5G can provide over-the-air latency of 1 ms and is thus capable of supporting low-latency-applications [42]. The localization accuracy of connected user equipment is at least 20 cm [43]. Mobility of up to 500 km/h can be supported while realizing an acceptable QoS [42]. A 5G system supports long-range coverage of up to 100 km [43]. The reliability of the network is 99.999% or higher [41].
Figure 4 compares 4G and 5G according to the performance characteristics of communication technologies for production defined by [24]. In theory, 5G outperforms 4G. The question, however, is whether this has an impact on the performance of the AGV on the shopfloor. This will be further analyzed in the next Sections of the paper.

Figure 4. Maximum performance characteristics of fourth- and fifth-generation (4G and 5G) technology.

3. Model for Techno-Economic Evaluation of Fifth-Generation (5G) Technology for AGVs

To evaluate, whether the theoretical superiority of 5G has an influence on the AGV’s performance, the evaluation model developed in [44] sets the basis for assessment. This evaluation model is not specifically developed for AGVs, but to evaluate the potential of 5G for latency-critical applications in production. Thus, the model is further specified for the AGV use case in the course of this paper. Figure 5 shows the main elements of the evaluation model, which define the structure of the paper and are further described in Sections 3.1–3.5.

Thereby, the research was conducted according to Ulrich [45]. The core of our research is step 3. Until now, no research has evaluated the use-case benefits based on improvements on the control-loop level. Section 4.3 of this paper is thus a core element. Steps 1, 2 and 5 were adapted based on [44,46,47], Step 4 is a result of the previous three steps. Furthermore, our paper is the first to show the evaluation for a single application. Existing approaches from research and industry analyze 5G benefits either on a factory level, or qualitatively, as [44] describes. The research is thereby conducted based on a literature study as well as based on experiments in the Digital Experience Factory Aachen.
3.1. Application Specification

First, to define the application and the current state that the 5G-deployment should be compared to, the application must be specified. This specification includes the choice of the application itself (e.g., AGV, machine tool, drone, assembly robot) and the choice of the use case that should be considered for the application (e.g., motion control, mobile control panel, mobility automation). Then, the status of the application must be defined, thus whether an application is already existing or whether a new application must be procured. This distinction is important in case the application, which shall be controlled via 5G, might be different to that controlled via any other communication network and thus might require an additional investment. Also, if 5G technology is compared to a wired solution, this distinction is necessary as cable costs would be reduced.

Besides the specification of the application itself, the communication technology to which 5G should be compared to, e.g., 4G/LTE-A, or cable, must be chosen in this step of the evaluation model.

3.2. 5G-Deployment Goal Selection

In the second step, the goals the user wants to achieve when implementing 5G must be chosen. The evaluation model thereby distinguishes between economic and technical goals. The goals are defined in such a way that they all have the same optimization direction, i.e., the higher the value of the goal the better for the application.

For the economic analysis, two goals are considered, the net present values (NPV, Equation (4)) and the return on investment (RoI, Equation (5)).

\[
NPV_t = \frac{R_t}{(1 + i)^t}, \tag{4}
\]

with: \(i\) = Annual interest rate in %, \(R_t\) = Cashflow in year \(t\) in €, \(t\) = Year.

\[
RoI \ [\%] = \frac{\text{Return} \ [\€] - \text{Expense} \ [\€]}{\text{Expenses} \ [\€]} \tag{5}
\]

For the technical analysis, the evaluation model considers seven distinctive goals as shown in Table 1, which are defined and operationalized in [47]. The goals were determined based on prospected benefits by implementing wireless communication technologies, especially 5G technology, in production. To operationalize the goals and make them measurable, two to four KPIs are chosen for each goal. Ref. [47] in detail describes the KPIs and their equations, being used for the evaluation of the AGV later in this paper.

Figure 5. Chapter structure and evaluation approach for techno-economic evaluation of 5G technology for AGV according to [44].
Table 1. Technical goals when implementing 5G technology in production [47].

| Goal       | Description                                                                 | Key Performance Indicator                  | Trend |
|------------|------------------------------------------------------------------------------|---------------------------------------------|-------|
| Flexibility| Ability to process diff. parts in one manufacturing system                   | Machine Flexibility (MF)                   | Max   |
|            |                                                                              | Setup Ratio (SUR)                           | Min   |
| Mobility   | Ability of moving and replacing objects on the shopfloor                     | Material Handling Mobility (MHM)            | Max   |
|            |                                                                              | Space Productivity (SP)                     | Max   |
| Productivity| Output per unit of input over a specific period; also: production efficiency  | Effectiveness (E)                          | Max   |
|            |                                                                              | Throughput Ratio (TR)                       | Max   |
|            |                                                                              | Worker Efficiency (WE)                      | Max   |
| Quality    | Degree to which the output of the production process meets the requirements  | First Pass Yield (FPY)                     | Max   |
|            |                                                                              | Quality Ratio (QR)                          | Max   |
|            |                                                                              | Rework Ratio (RR)                           | Min   |
|            |                                                                              | Scrap Ratio (SR)                            | Min   |
| Safety     | Ability of a system to protect itself and the operator from harm or accidents| Accident Ratio (ACCR)                      | Min   |
|            |                                                                              | Mean Time Between Failures (MTBF)           | Max   |
|            |                                                                              | Mean Time To Repair (MTTR)                  | Min   |
| Sustainability| Level to which the creation of manufactured products is fulfilled by           | Compressed Air Consumption Ratio (ACR)      | Min   |
|            | processes that are nonpolluting                                               | Electric Power Consumption Ratio (ECR)      | Min   |
|            |                                                                              | Gas Consumption Ratio (GCR)                 | Min   |
|            |                                                                              | Water Consumption Ratio (WCR)               | Min   |
| Utilization| Ratio of actual used machining time compared to the theoretically available time | Allocation Efficiency (AE)                 | Max   |
|            |                                                                              | Availability (A)                            | Max   |
|            |                                                                              | Technical Efficiency (TE)                   | Max   |
|            |                                                                              | Utilization Efficiency (UE)                 | Max   |

3.3. 5G-Improved and Enabled Control Task Selection

As described in Section 2.2, the benefit of 5G technology for latency-critical applications mainly emerges by allowing a networked control system. Thereby, two main effects of 5G technology are analyzed in the model. On the one hand, the effect of being a wireless technology is analyzed. This enables completely new applications (e.g., drones). On the other hand, possible process improvements by e.g., higher availability, higher reliability, and lower latencies of 5G compared to 4G must be identified. The latter depend mainly on the application. Thus, the task selection will be presented in detail in Section 4.4.

3.4. Data Entry

Based on the chosen goals, necessary data are defined by the evaluation model. Thereby, data are distinguished into five categories, which are application data, product data, process data, failure data and facility data and further categorized between technical data and economic data to facilitate the data entry. By connecting the evaluation data with the chosen goals, the user does not enter “unnecessary” data but only relevant data.

3.5. Goal Evaluation

Finally, to evaluate the goals and thus the benefits of 5G technology deployment, the delta between the 5G-value and the value of the communication technology to be compared with is calculated. For the economic goals, Equation (6) shows the calculation exemplar for the NPV.

\[
\Delta \text{NPV} = \text{NPV}_{5G} - \text{NPV}_{4G}
\] (6)

The goal evaluation is calculated by averaging the delta of KPI. Since the goals are all defined with a positive optimization direction (the higher, the better), delta of KPI with a positive trend are added whereas delta of KPI with a negative trend are subtracted.
Equation (7) shows an example for the goal “Safety”. The other goals are calculated based on the same scheme.

$$\Delta \text{Safety} = \frac{(\text{MTBF}_{5G} - \text{MTBF}_{4G}) - (\text{ACCR}_{5G} - \text{ACCR}_{4G}) - (\text{MTTR}_{5G} - \text{MTTR}_{4G})}{3}$$

(7)

4. Application of the Model to an AGV Use Case

The evaluation and layout of the model is based on the Digital Experience Factory, as shown in Figure 6. This offers the opportunity to link physical implementation and theoretical evaluation in further research. Numerous control tasks are implemented as one use case within the framework of simulation and mathematical calculation, being further explained in Section 4.3. Besides the AGV track itself, which includes a stoppage at the warehouse of the company PSI, other production processes are executed, e.g., welding in the areas 1 and 2 or 3D printing via a gantry robot, which require transportation of material via forklifts (Forklift 001, Forklift 002). They are illustrated in Figure 6 to show that other applications and their staff might cross the path of an AGV, which will be relevant in Section 4.3. Sections 4.1–4.5 apply the evaluation model to the use case in Figure 6 to analyze whether 5G has a positive impact on the application.

Figure 6. Layout of the AGV use case in the Digital Experience Factory Aachen.

4.1. Application Specification of AGV Use Case

The first step of the analysis is the specification of the AGV, as well as of the communication technology to be compared to. To simplify the evaluation in terms of this paper and put the focus on the pure evaluation of the 5G-influence, investment in a new AGV is not considered.

The communication technology to be compared to is 4G, since Wi-Fi would not allow handover of centralized AGV, as Section 2.1 explains. Furthermore, a 4G network is already deployed at the Digital Experience Factory in Aachen, thus physical testing of the theoretic evaluation can be executed in further research.

4.2. 5G-Deployment Goals for AGV Use Case

When deploying 5G for the AGV use case, the goals are mainly:

- Increase in Mobility;
- Increase in Productivity;
- Increase in Safety.

Mobility is expected to be increased as 5G-controlled AGVs can be steered more precisely and therefore enter more narrow paths which are unable to be reached with 4G. Productivity is expected to be increased, as lower latencies and therefore faster reaction times allow a higher AGV speed. Furthermore, on- and off-loadings are expected to be
faster and thus increase productivity. Safety is expected to be increased as availability and reliability of the network increase. In the case of lower availability, the control signal is interrupted and the AGV must stop for safety reasons, or in worst case might crash. In the case of low reliability, the control signal would not be in time and might also lead to a crash if the safety function of the AGV itself is not fast enough (see also timing diagram in Figure 3).

For economic analysis, both NPV and RoI shall be considered.

### 4.3. 5G-Improved and Enabled Control Tasks of AGV Use Case

The impact of 5G on the use case is initially achieved by an improvement of control tasks. In the case of the AGV, there are four control tasks that are configurable and that respectively depend on the use case itself, as illustrated in Figure 7. As mentioned in the introduction of Section 3, the influence of 5G on these control tasks is the main contribution of this paper.

#### Configurable AGV Control Tasks:

- **Straight Drive**
- **Curve**
- **Crossing**
- **On- and Off-Loading**

#### Necessary/Resulting AGV Control Tasks:

- **Continuous Monitoring**

![Figure 7. 5G-improved and enabled control tasks.](image-url)

In the case of straight drives, curves, and crossings, configurable means that the distances \( x_{\text{Straight}}, x_{\text{Curve}} \) and \( x_{\text{Crossing}} \) can be entered by the user depending on the use case. The maximum speed is assumed to be set by the AGV as well as the minimum latency of the network, because lower latencies enable a lower \( \Delta t_{\text{application, max}} \) according to Equation (1) and thus higher speeds, as the deceleration in case of a stoppage is allowed to be longer without causing a crash. It is the same for the on- and off-loading time \( t_{\text{Loading}} \), which is shorter with 5G, as the AGV can approach faster than with 4G. Besides configurable control tasks, a necessary control task results from the configuration, which is continuous monitoring. Since a centralized control is assumed, the AGV must be constantly monitored via NCS. Here, network availability has a high influence. If the signal does not reach the controller for availability reasons, a stoppage of the AGV is assumed, as explained in Section 2.3 and Figure 3. This is declared as a “short-term failure event”, as the AGV continues driving once the signal is available again. Short term failure events do not result in error costs, but in an increased runtime per part due to short stoppages. Furthermore,
it is assumed that unexpected obstacles might appear on the track, e.g., wrongly placed material, workers, forklifts or other AGVs (see Figure 6). In the model, it is assumed that one obstacle appears every kilometer. It is further assumed that the AGV bypasses the obstacle without any loss of time with the nominal reliability of communication technology. If the obstacle cannot be bypassed, a "long-term failure event" is assumed, resulting in failure cost.

Table 2 shows the 4G and 5G values for the defined control loops. As already mentioned, these values depend on the capabilities of the AGV, and could be both higher and lower. In the Excel-based model, which is attached to this paper, the values can be varied.

Table 2. Technical goals when implementing 5G technology in production.

| Control Task [Unit] | Formula Symbol | 4G-Value | 5G-Value |
|---------------------|----------------|----------|----------|
| Straight Drive Speed [m/s] | $v_{\text{Straight}}$ | 1.00 | 1.10 |
| Curve Speed [m/s] | $v_{\text{Curv}}$ | 0.50 | 0.55 |
| Crossing Speed [m/s] | $v_{\text{Crossing}}$ | 0.75 | 0.80 |
| On- and Off-Loading Time [s] | $t_{\text{Loading}}$ | 300 | 280 |

The increased speed and loading times and the short-term and long-term failure events have an influence on the performance of the AGV. To understand this influence, the most important parts of the mathematical model are presented. The full model is presented in the attached Excel sheet.

The main assumption the model relies on, to better measure the influence, is that a delivered part is equal to a produced and thus sold part and that the demand for products is infinite. Therefore, actual produced number of parts per day is a key figure for the model and given in Equation (8).

$$\text{Actual Produced Number of Parts per Day} = \frac{\text{Actual Application Production Time} [\text{s}]}{\text{Planned Runtime per Part} [\text{s}]}$$ (8)

The planned runtime per part of the AGV is given in Equation (9).

$$\text{Planned Runtime per Part} [\text{s}] = \frac{\text{Transport Time per Route} [\text{s}]}{\text{Batch Size} [\text{]}]}$$ (9)

The increased speed of the control tasks due to 5G-implementation, thereby, has an influence of the transport time per route (TTPR), as Equation (10) shows.

$$\text{TTPR} [\text{s}] = \frac{v_{\text{Straight}} [\text{m/s}]}{x_{\text{Straight}} [\text{m}]} + \frac{v_{\text{Curv}} [\text{m/s}]}{x_{\text{Curv}} [\text{m}]} + \frac{v_{\text{Crossing}} [\text{m/s}]}{x_{\text{Crossing}} [\text{m}]} + t_{\text{Loading}} [\text{s}] \times n_{\text{Loadings per route} [\text{]}]}$$ (10)

The reduction of short-term and long-term failure events has an influence on the unplanned downtime and thus in turn on the actual application production time (AAPT). Equation (11) shows the composition of AAPT.

$$\text{AAPT} [\text{s}] = \text{Actual Application Busy Time (AABT)} [\text{s}] - \text{Application Setup Time} [\text{s}]$$ with $\text{AABT} [\text{s}] = \text{Planned ABT} - \text{Actual Application Downtime (AADT)} [\text{s}]$ (11)

For the AGV use case, planned downtime only consists of battery charging. Unplanned downtime (UPDT) consists of the short-term and long-term failure events (FE), as Equation (12) shows.

$$\text{UPDT} [\text{s}] = \text{FE}_{\text{Short-Term}} \times t_{\text{Repair,Short-Term}} [\text{s}] + \text{FE}_{\text{Long-Term}} \times t_{\text{Repair,Long-Term}} [\text{s}]$$ (12)
with: \( t_{\text{Repair, Short-Term}} \) = Time to repair short-term \( FE \), \( t_{\text{Repair, Long-Term}} \) = Time to repair long-term \( FE \).

Time to repair is, thereby, independent of the technology. Short-term \( FE \) depends on the availability, as Equation (13) shows, and long-term \( FE \) depend on the reliability, as Equation (14) shows.

\[
FE_{\text{Short-Term}} = \frac{\text{Planned Application Production Time} [s]}{\text{Time interval between monitoring signals} [s]} \times (1 - \text{Availability} [%]) \tag{13}
\]

with: \( \text{Availability}_{4G} = 99.9\% \), \( \text{Availability}_{5G} = 99.999\% \).

\[
FE_{\text{Long-Term}} = \frac{x_{\text{Route}} [m]}{\text{Obstacles per Distance} [\text{m}]} \times \text{Planned Runs per Day} [\text{]} \times (1 - \text{Reliability} [%]) \tag{14}
\]

with: \( \text{Reliability}_{4G} = 99.9\% \), \( \text{Reliability}_{5G} = 99.999\% \), \( x_{\text{Route}} = x_{\text{Straight}} + x_{\text{Curve}} + x_{\text{Crossing}} \).

As mentioned previously, the formulas shown are those being directly influenced by the control tasks. The complete mathematical relations are presented in the Excel file.

### 4.4. Data Entry for AGV Use Case

After choosing both technical and economic goals and deriving the control tasks, the necessary data to be entered are shown in Table 3, presenting the data type as well as the connected goal and the data source. Hereby, AGV means the data are from the AGV handbook respectively depending on the AGV of the company Husky that is used, and UC means the data are from the use case shown in Figure 6. Data can be changed in the provided excel file.

**Table 3.** Evaluation data for the AGV use case.

| Data [Unit]                          | Value      | Data Type | Data Source | Goal       |
|-------------------------------------|------------|-----------|-------------|------------|
| Battery—Capacity [Ah]               | 5000       | Application | AGV         | x x x     |
| Battery—Duration per charge [h]     | 0.500      | Application | AGV         | x x x     |
| Battery—Operation time per charge [h]| 4.0      | Application | [48]         | x x x     |
| Battery—Voltage [V]                 | 230        | Application | AGV         | x x x     |
| Area—Rework area [sqm]              | 10,000     | Facility   | UC          | x           |
| Area—Storage area [sqm]             | 5000       | Facility   | UC          | x           |
| Area—Total plant area [sqm]         | 30,000     | Facility   | UC          | x           |
| Electric power—Consump. of 4G/5G p. sec. [kWh] | 0.01 | Facility | [49] | x |
| Electric power—Cost [€/kWh]         | 0.30       | Facility   | [50]         | x           |
| Paths with width over 5 m [ ]       | 7          | Facility   | UC          | x           |
| Paths with width between 3.5 m and 5 m [ ] | 1        | Facility   | UC          | x           |
| Paths—Total [ ]                    | 8          | Facility   | UC          | x           |
| FE-Long-Term—Time to Repair per Failure [s] | 5400 | Failure  | UC          | x x x     |
| FE-Short Term—Time to Repair per Failure [s] | 5.00 | Failure  | UC          | x x x     |
| FE—Hourly Wage of Repair Staff [€]  | 20.00      | Failure    | UC          | x           |
| Accidents—Average Compensation Cost [€] | 5000      | Failure    | UC          | x           |
| Accidents—Material Cost to Repair Application [€] | 1000  | Failure    | UC          | x           |
| Data [Unit] | Value | Data Type | Data Source | Goal | Mobility | Productivity | Safety | NPV and RoI |
|---|---|---|---|---|---|---|---|---|
| Application Downtime (Unplanned)—Cost [€/h] | 9000 | Process | UC | x | x | x | x |
| Application Maintenance—Time per Operations [s] | 3600 | Process | UC | x | x | x | x |
| Application Operation Time—Planned [s] | 57,600 | Process | UC | x | x | x | x |
| Application Setup—Hourly Wage of Setup Staff [€] | 15.00 | Process | UC | x | x | x | x |
| Application Setup—Number per Day [] | 1.00 | Process | UC | x | x | x | x |
| Application Setup—Time per Setup [s] | 8280 | Process | UC | x | x | x | x |
| Batch Size [] | 4 | Process | UC | x | x | x | x |
| Human Operation—Hourly Wage of Staff [€] | 15.00 | Process | UC | x | x | x | x |
| Human Operation—Operator per Shift [] | 1 | Process | UC | x | x | x | x |
| Human Operation—Planned Break Time p. Shift [h] | 0.50 | Process | UC | x | x | x | x |
| Human Operation—Planned Work Time p. Shift [h] | 8.00 | Process | UC | x | x | x | x |
| Human Operation—Shifts per Day [] | 2.00 | Process | UC | x | x | x | x |
| Production—Days per Year [] | 220 | Process | ASS | x | x | x | x |
| Transport—Distance of Straight Drives [m] | 800.00 | Process | UC | x | x | x | x |
| Transport—Distance of Curves [m] | 20.00 | Process | UC | x | x | x | x |
| Transport—Distance of Crossings [m] | 10.00 | Process | UC | x | x | x | x |
| On- and Off-Loadings—Amounts per Route [] | 1 | Process | UC | x | x | x | x |
| Quality Control—Inspection Percentage [%] | 100 | Product | UC | x | x | x | x |
| Material—Cost per Part [€] | 120 | Product | UC | x | x | x | x |
| Quality Control—Cost per Part [€] | 25 | Product | UC | x | x | x | x |
| Products—Selling Price per Part [€] | 165 | Product | UC | x | x | x | x |
| Annual Interest Rate [%] (Average Germany 2021) | 4.0 | Economic | [51] | x | x | x | x |
| Application Lifetime [Y] | 10 | Economic | AGV | x | x | x | x |

### 4.5. Goal Evaluation for AGV Use Case

Based on the data shown in Section 4.4 and the influence of the control tasks shown in Section 4.3, and according to the formula presented in Section 3.5, technical and economic goals are analyzed. Figure 8 presents the delta of technical goals of 5G technology compared to 4G technology. The goals are thereby evaluated based on the reference frame of 1 year. As portrayed in Figure 8a, all goals have a positive delta, meaning 5G leads to an improvement compared to 4G. Figure 8b shows the delta of the corresponding KPI as well as their optimization trend. As for the overall goals, each KPI shows an improvement. Safety in particular is improved drastically.
4.5. Goal Evaluation for AGV Use Case

Based on the data shown in Section 4.3, the goal evaluation was carried out. The discussion of the goals are thereby evaluated based on the KPIs, which are visualized in Figure 9. As for the overall improvement, each KPI shows an increase compared to 4G. Figure 8 shows the difference between the NPV of a 5G-controlled AGV compared to a 4G-controlled AGV. Thereby, a private, stand-alone 5G network was assumed. This means, the network is owned by the manufacturer and no service costs are incurred by the manufacturer. Furthermore, as investment costs for 5G hardware and 5G-AGVs are currently still uncertain, they were not considered in the delta shown. The cash flow is assumed constant over the 10 years.

Figure 9 shows the difference between the NPV of a 5G-controlled AGV compared to a 4G-controlled AGV. Thereby, a private, stand-alone 5G network was assumed. This means, the network is owned by the manufacturer and no service costs are incurred by the mobile network operator. Furthermore, as investment costs for 5G hardware and 5G-AGVs are currently still uncertain, they were not considered in the delta shown. The cash flow is assumed constant over the 10 years.
This means, that the delta NPV is the maximum value the company can invest into 5G hardware, 5G deployment cost, additional operational costs and AGV hardware to stay beneficial. If no 4G network is deployed and no AGV available yet, NPV shows maximum delta between 4G and 5G investments.

Equation (15) shows the economic benefit of 5G with another key figure, which is \( \Delta \text{RoI} \), again for the operational costs of the application only.

\[
\Delta \text{RoI} = \frac{\Delta \text{Return} - \Delta \text{Expenses}}{\Delta \text{Expenses}} = \frac{500,000 \, \text{€} - 300,000 \, \text{€}}{300,000 \, \text{€}} = 66.67\% \quad (15)
\]

To better understand the influence of 5G compared to 4G, Equation (16) shows the difference of OPEX per product. Here, it becomes clear that due to the higher productivity and higher safety at the same time, the operational costs per product are reduced.

\[
\Delta \frac{\text{OPEX}}{\text{Product}} = \frac{\text{OPEX}_{5G}}{\text{Produced Quantity}_{5G}} - \frac{\text{OPEX}_{4G}}{\text{Produced Quantity}_{4G}} = -5.88 \, \text{€} \quad (16)
\]

5. Discussion

After evaluating the 5G influence on technical as well as economic goals, Section 5 discusses the results shown of both technical and economic evaluation. Thereby, key factors and assumptions and their effects on the evaluation are shown.

In the technical evaluation, the high improvement of the goal Safety is especially noticeable. To understand this, the definition of the KPIs—especially mean time between failure (MTBF)—plays an important role. The KPI MTBF has no limit, this means the higher MTBF the better. As the KPI does not distinguish between short-term and long-term failures, the high availability of the 5G network and thus the reduction of short-term stoppages due to connection loss has a high influence on safety, although they do not lead to an accident, only a failure. Assuming the network availability between 4G and 5G would not change, the difference of 5G safety compared to 4G safety would bisect. \( \Delta \text{MTBF} \) would even slightly worsen by 0.1%, as the higher actual production time would lead to a few more connection errors. Also, the influence of the constant availability on the economic goals is not big, as summarized in Table 4—Case 1.

**Table 4.** Case analysis for the techno-economic 5G analysis for AGV.

| Goal/Key Performance Indicator [Unit] | Trend | Base Case | Case 1 Identical Availability | Case 2 Accidents Prevented by AGV |
|--------------------------------------|-------|-----------|-----------------------------|----------------------------------|
| \( \Delta \text{Mobility \%} \)-max  | 12.88 | 12.88     | 12.88                       |                                  |
| \( \Delta \text{MHM \%} \)-max      | 14.29 | 14.29     | 14.29                       |                                  |
| \( \Delta \text{SP \%} \)-max       | 19.68 | 19.38     | 19.68                       |                                  |
| \( \Delta \text{Productivity \%} \)-max | 0.33 | 0.31      | -0.05                       |                                  |
| \( \Delta \text{TR \%} \)-max       | 9.14  | 9.14      | 90.08                       |                                  |
| \( \Delta \text{WE \%} \)-max       | 50.04 | 50.04     | 50.00                       |                                  |
| \( \Delta \text{Safety \%} \)-max   | 136.23| 63.92     | 103.01                      |                                  |
| \( \Delta \text{ACCR \%} \)-min     | -98.81| -98.81    | 0.00                        |                                  |
| \( \Delta \text{MTBF \%} \)-max     | 213.18| -0.09     | 212.15                      |                                  |
| \( \Delta \text{MTTR \%} \)-min     | -96.60| -92.93    | -96.87                      |                                  |
| \( \Delta \text{NPV (10Y) \[M\€] \)-max | 1.35 | 1.30      | 0.32                        |                                  |
| \( \Delta \text{RoI \%} \)-max      | 66.67 | 62.85     | 10.92                       |                                  |
| \( \Delta \text{OPEX/Product \[\text{€} \] \)-min | -5.88| -5.68     | -1.31                       |                                  |

Besides the influence on MTBF of the high safety, the accident ratio (ACCR) also has a relatively high influence. However, taking a deeper look at the ACCR for 4G, one can observe that the total accidents per year for 4G is six, for 5G it is less than one. To
analyze the influence on the ACCR, we assume that the safety function of the AGV itself is preventing all accidents, meaning ACCR for both 4G and 5G is zero, and so is the delta. However, in this case, the economic influence would be much higher as for the availability case, since unplanned downtime as well as penalty of 4G would reduce, meaning that the savings by 5G would decrease. Nevertheless, due to higher productivity, economics would still be beneficial, as shown in Table 4—Case 2.

A possible additional benefit of 5G technology for the AGV use case, which is not addressed in the evaluation yet, is the improved handover of 5G compared to 4G. As described in Section 2.1, the handover ability of both 4G and 5G is necessary to run the AGV in general in environments that require multiple access nodes to cover the necessary area. With a handover latency close to zero ms—a significant reduction on today’s 30–60 ms handover in 4G systems emphasizes the benefits of 5G. With the dual active protocol stack (DAPS) handover the 3GPP (Third Generation Partnership Project), which are responsible for the standardization of mobile networks, is facing the challenge of short handovers. DAPS offers continuous transmission and reception after receiving the handover request. The user data is simultaneously transmitted within the source and target cell. This adds up to the lowest possible latency during the handover. An improved handover ability would probably both increase productivity and safety due to decreased short-term failures. This would both increase the number of produced parts and thus improve economics at the same time.

Furthermore, this paper considers in particular the techno-economic evaluation of the 5G application in the context of centralized control architectures of AGVs. As described in Section 2.1, the selection of the right control architecture depends on infrastructure and use case, and more advanced decentralized approaches could be feasible in certain applications to improve flexibility, robustness, and scalability. A techno-economic evaluation for such use cases is, therefore, useful in the future.

6. Summary and Outlook

The paper analyzed the technical and economic effects of 5G technology compared to 4G technology on a centralized controlled automated guided vehicles. Therefore, the evaluation model developed in [44] set the basis for the analysis. The analysis showed positive effects of 5G compared to 4G for both technical as well as economic goals. The case analysis confirmed the positive influence.

However, the analysis did not include any capital expenditures or additional operational expenditures of 5G infrastructure and thus shows, in terms of the economic analysis, how much money companies could invest in 5G. Once reliable data for 5G capital expenditures and operational expenditures, as well as for 5G automated guided vehicles, are available, the analysis might be improved.

Furthermore, this approach is an ex-ante approach, thus the evaluation is theoretical and not validated with a long-term test of automated guided vehicles at the Digital Experience Factory Aachen. This validation should be conducted to prove the theoretical values presented in this paper. Currently, an automated guided vehicle is installed and prepared at Digital Experience Factory. Control tasks over 5G are already implemented as well as the mapping of the Digital Experience Factory. The autonomous driving, centralization of the automated guided vehicle and finalization of the frontend are in progress. Thus, it is planned to test the difference in practice in the second half of 2022 and to publish these results.

Last, to make the analysis more user friendly, the Excel sheet should be implemented in a software tool that guides the user through the analysis and simplifies the data entry and case analysis.
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Appendix A. Abbreviations and Formula Symbols

Table A1. List of abbreviations.

| Abbreviation | Description                                      |
|--------------|--------------------------------------------------|
| 4G           | 4th Generation of Mobile Communication           |
| AGV          | Automated Guided Vehicle                         |
| 5G           | 5th Generation of Mobile Communication           |
| LTE-A        | Long-Term Evolution-Advanced                    |
| NCS          | Networked Control System                         |
| QoS          | Quality of Service                               |

Table A2. List of formula symbols.

| Formula Symbol | Unit | Description                                      |
|----------------|------|--------------------------------------------------|
| $A$            | %    | Availability                                     |
| $\text{AABT}$  | s    | Actual Application Busy Time                     |
| $\text{AADT}$  | s    | Actual Application Down Time                     |
| $\text{AAPT}$  | s    | Actual Application Production Time               |
| $\text{ABT}$   | s    | Application Busy Time                            |
| $\text{ACCR}$  | %    | Accident Ratio                                   |
| $\text{CAPEX}$ | €    | Capital Expenditures                             |
| $E$            | %    | Effectiveness                                    |
| $\text{FE}_{\text{Long-term}}$ | - | Long-Term Failure Events                         |
| $\text{FE}_{\text{Short-term}}$ | - | Short-Term Failure Events                        |
| $i$            | %    | Annual Interest Rate                             |
| $\text{MHM}$   | %    | Material Handling Mobility                       |
| $\text{MTBF}$  | %    | Mean Time Between Failures                       |
| $\text{MTTR}$  | %    | Mean Time To Repair                              |
| $\text{n}_{\text{Loadings per route}}$ | - | Number of Loadings per Route                     |
| $\text{NPV}$   | €    | Net Present Value                                |
| $\text{OPEX}$  | €    | Operational Expenditures                         |
| $R_t$          | €    | Cashflow in year $t$                             |
| $\text{ROI}$   | %    | Return on Invest                                 |
| $\text{SP}$    | %    | Space Productivity                               |
| $\Delta t_{\text{application,max}}$ | ms | Maximum Application-Perceived Latency            |
| $\tau_{\text{actuator}}$ | ms | Actuator Latency                                |
| $\tau_{\text{controller}}$ | ms | Controller Latency                              |
| $\tau_{\text{network}}$ | ms | Network Latency                                 |
Table A2. Cont.

| Formula Symbol | Unit | Description |
|---------------|------|-------------|
| $\tau_{\text{sensor}}$ | ms | Sensor Latency |
| $t_{\text{ef}}$ | s | Error Free Transmission Time |
| $t_{\text{Loading}}$ | s | Time per Loading |
| $t_o$ | s | Observation Time |
| $t_{\text{Repair,Long-Term}}$ | s | Time to Repair Long-Term FE |
| $t_{\text{Repair,Short-Term}}$ | s | Time to Repair Short-Term FE |
| $TR$ | % | Throughput Ratio |
| $UPDT$ | s | Unplanned Downtime |
| $v_{\text{Straight}}$ | m/s | Straight Drive Speed |
| $v_{\text{Crossing}}$ | m/s | Crossing Speed |
| $v_{\text{Curve}}$ | m/s | Curve Speed |
| $WE$ | % | Worker Efficiency |
| $x_{\text{Crossing}}$ | m | Crossing Distance |
| $x_{\text{Curve}}$ | m | Curve Distance |
| $x_{\text{Straight}}$ | m | Straight Drive Distance |
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