Full-wave solver for massively multi-channel optics using augmented partial factorization
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Multi-channel optical systems such as disordered media, metasurfaces, multi-mode fibers, and photonic circuits are of both fundamental and technological importance. However, their optical responses are difficult to describe in the presence of multiple scattering, strong coupling, and multi-path interference. Accurate modeling requires many large-scale simulations associated with the many input states, which currently take enormous computing resources. We propose an approach where all simulations are solved jointly and efficiently by augmenting the Maxwell operator with the source and the projection profiles, followed by a single partial factorization. This method applies to any linear system with any type of inputs, and benchmarks show it uses less memory and is 1,000 to 30,000,000 times faster than existing methods. It opens the door to previously inaccessible studies across disciplines involving multi-channel wave transport. As pilot examples, we realize, for the first time, full-wave simulations of entangled-photon backscattering from disorder and all-angle characterizations of aperiodic metasurfaces that are thousands of wavelengths wide.

Massively multi-channel systems couple numerous incoming states to numerous outgoing ones; for example, disordered media [1, 2] and metasurfaces [3, 4] scatter light from one incident angle to a large set of outgoing angles, while photonic circuits [5, 6] and multi-mode fibers [7, 8] couple many waveguide modes. These systems exhibit complex properties and form the bedrock of emerging technologies such as non-invasive imaging inside biological tissues [9–13], ultra-compact lenses [14, 15] and other optical elements [3, 4], endoscopy [16, 17], high-speed data communication [18–20], and other optical elements [21, 22], and quantum optics [23, 24]. The optical responses of these systems are encapsulated in an \( M' \times M \) scattering matrix \( S \) that relates any source or incident wavefront \( v \) (a column vector whose elements are amplitudes of different sources or channels) to the resulting outgoing wavefront \( u \) via [25–29]

\[
u_n = \sum_{m=1}^{M} S_{nm} v_m. \tag{1}
\]

The \( M \) columns of \( S \) correspond to \( M \) distinct inputs, as illustrated in Fig. 1a–b.

The scattering matrix fully characterizes a multi-channel system, but computing it is hard. Given the possible presence of multiple scattering, strong coupling between elements, and multi-path interference, an accurate description requires full-wave solutions of Maxwell’s equations. Furthermore, \( M \) such solutions are needed to determine \( S \), and \( M \) often exceeds thousands. Given the computing resources typically available to academic researchers, such computations are often impossible. Therefore, the scattering matrices of disordered media can only be computed for small systems, while metasurfaces and photonic circuits are built from weakly coupled components that are modeled individually. This severely limits what can be explored.

Electromagnetic simulations can be solved in frequency domain or time domain. Time-domain simulations [30] are easy to parallelize and low on memory usage but require \( M \gg 1 \) separate simulations, consuming enormous computing resources. Frequency-domain simulations allow more strategies for handling many inputs. After volume discretization through finite element [31] or finite difference [32, 33], Maxwell’s equations in frequency domain become a system of linear equations \( Ax_m = b_m \); matrix \( A \) is sparse and encodes the system information, the right-hand-side column vector \( b_m \) specifies the \( m \)-th input, and the solution is contained in column vector \( x_m \). When solving for \( x_m = A^{-1} b_m \) with direct methods, the sparsity can be utilized via graph partitioning, and the resulting LU factors can be reused among different inputs [34, 35]. But \( M \) forward and backward substitutions are still needed, and the LU factors take up substantial memory. Iterative methods solve for \( x_m = A^{-1} b_m \) by minimizing the residual [36], avoiding the LU factors. One can iterate multiple inputs together [37] or construct preconditioners to be reused among different inputs [38, 39], but the iterations still take \( O(M) \) time.

Surface discretization, as in the boundary element method (BEM) commonly discretized through the method of moments (MoM) [40], reduces the size of matrix \( A \) while losing its sparsity. Doing so is optimal for homogeneous structures with small surface-to-volume ratios, though nanostructured systems typically do not have such properties. Instead of a surface mesh, the superposition T-matrix method (STMM) [41] uses vector spherical harmonics as basis functions. The hierarchical structure of the dense matrix \( A \) can be utilized through the fast multipole method [42–44] within iterative solvers or through methods like the \( H \)-matrix [45] within direct solvers, but the computing time still scales as \( O(M) \).

For geometries with a closed transverse boundary, the recursive Green’s function (RGF) method [46] can obtain
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Fig. 1. **Scattering matrix and augmented partial factorization (APF).** a-b. Two scattering problems with inputs from different angles, corresponding to two columns of the scattering matrix $S$. c. Illustration of Eq. (2), which relates $S$ to the Maxwell operator $A$, source profiles $B$ that generate the incident waves, projection profiles $C$ that extract the outputs of interest, and matrix $D$ that subtracts the baseline. d. The system used for the illustration in c, with color coding for different parts of the system. e. The augmented sparse matrix $K$ of Eq. (3), whose partial factorization gives the scattering matrix $S$.

the full scattering matrix without looping over the inputs, making it a popular choice for modeling disordered systems [47, 48]. However, RGF works with dense Green’s function matrices, so it scales unfavorably with the system width $W$ as $O(W^{3(d-1)})$ for computing time and $O(W^{2(d-1)})$ for memory usage in $d$ dimensions. The rigorous coupled-wave analysis (RCWA) [49, 50] uses eigenmode expansion to utilize the axial translational symmetry within layered structures, which also results in dense matrices and the same scaling.

Here we propose a new way to perform multi-source full-wave simulations that is general (applicable to any system with any type of inputs), does not loop over the inputs, does not store large LU factors, and fully utilizes the sparsities of the Maxwell operator, of the input matrices and the same scaling.

Regardless of the discretization scheme, a frequency-domain simulation with the $m$-th input reduces to solving for $x_m = A^{-1}b_m$, so we can write the $M$ simulations collectively as $X = A^{-1}B$ where $X = [x_1, \ldots, x_M]$ and $B = [b_1, \ldots, b_M]$, with the scattering matrix $S$ being

$$S = CA^{-1}B - D. \quad (2)$$

Matrix $C$ projects the collective solution $X$ onto the $M'$ outputs of interest (e.g., sampling the solution at the locations of interest, a conversion to propagating channels, or a near-to-far-field transformation); it is sparse since only a small part of the solution is used, and it is very fat since the number $M'$ of outputs of interest is generally far less than the number of voxels Maxwell’s equations are discretized onto. Matrix $D = CA^{-1}B - S_0$ subtracts the baseline contribution, where $A_0$ is the Maxwell operator of a reference system (e.g., a homogeneous one) for which the scattering matrix $S_0$ is known. Eq. (2) has the same mathematical structure as scattering matrices in coupled-mode theory [51, 52], but it is exact and parameter-free.

Time-dependent responses are described by a time-resolved scattering matrix, which is the Fourier transform of the frequency-domain scattering matrix [53, 54].

Figure 1c–d illustrates Eq. (2) with a concrete example. Consider the transverse-magnetic (TM) waves in 2D for a system periodic in $y$ with relative permittivity $\varepsilon_r(r) = \varepsilon(x, y)$. The Maxwell operator on the out-of-plane electric field $E_z(r)$ at wavelength $\lambda$ is $-\nabla^2 - (2\pi/\lambda)^2 \varepsilon(r)$, which becomes matrix $A$ when discretized with an outgoing boundary in $x$ direction. Then matrix $A^{-1}$ is the retarded Green’s function $G(r, r')$ of this discretized system $\varepsilon(r)$. An incident plane wave $e^{i(k_x x + k_y y)}$ from the left can be generated with a source proportional to $\delta(x) e^{ik_y y}$ on the front surface $x = 0$, and incident waves from the right can be similarly generated; the list of sources becomes matrix $B$ when discretized. The projection matrix $C$ is proportional to its conjugate transpose, $B^\dagger$. In this particular example, matrix $D$ is diagonal, and Eq. (2) reduces to the discrete form of the Fisher–Lee relation [55] (see Supplementary Secs. 1–2 for details). We only show a few pixels and a few angles in
APF solves the $M$ simulations simultaneously using a single partial factorization, avoiding a slow loop over the inputs or a slow evaluation of the Green’s function. The sparsity patterns of $A$, $B$, and $C$ are maintained in $K$ and can all be utilized during the partial factorization. Matrices $L$ and $U$ are not as sparse as $A$, so their evaluation is slow, and their storage is the memory bottleneck for typical direct methods. Since APF does not evaluate the unprojected solution $X$, such LU factors are not needed and can be dropped during the partial factorization. This means that APF is significantly more efficient than conventional direct methods even when only one simulation ($M = 1$) is needed.

APF is more efficient than computing selected entries of the Green’s function $A^{-1}$ [60], which does not utilize the structure of Eq. (2). While advanced algorithms have been developed to exploit the sparsity of the input and the output during forward and backward substitutions [61] or through domain decomposition [62], they still require an $O(M)$ substitution stage, with a modest speed-up (a factor of 3 when $M$ is several thousands) and no memory usage reduction. APF is simpler yet much more efficient as it obviates the forward and backward substitution steps and the need for LU factors.

Typically, matrix $A$ contains more nonzero elements than matrices $B$ and $C$, and we find in such scenarios that the computing time and memory usage of APF scale as $O(N^{1.3})$ and $O(N)$ respectively in 2D (Supplementary Fig. S1), where $N$ is the number of nonzero elements in matrix $K$ and is almost independent of $M$.

When $B$ and/or $C$ contain more nonzero elements than $A$, we can compress matrices $B$ and $C$ through a data-sparse representation to reduce the number of their nonzero elements to below that of $A$. For example, plane-
wave sources span a large area, but their Fourier transforms are spatially localized and can be truncated with negligible error (Supplementary Sec. 5 and Figs. S2–S3).

We implement APF under finite-difference discretization on the Yee grid (Supplementary Secs. 2–3), with outgoing boundaries realized by perfectly matched layer (PML) [63]. Pseudocodes are shown in Supplementary Sec. 6. Our code supports all common boundary conditions and allows arbitrary permittivity profiles and arbitrary inputs and outputs (user-specified or automatically built); we have made it open-source [64].

Below, we consider two representative classes of massively multi-channel systems: disordered media and metasurfaces. We compare the timing, memory usage, and accuracy of APF to widely-used open-source codes including a finite-difference frequency-domain (FDFD) code MaxwellFDFD using both (1) direct [65] and (2) iterative [66] solvers, (3) an RGF code [67], and (4) an RCWA code S4 [68]; see the Methods section for details. We consider TM waves in 2D and start with systems small enough for these solvers. We then use APF to tackle problems that are too large for these solvers.

II. LARGE-SCALE DISORDERED SYSTEMS

Disordered systems are particularly difficult to simulate given their large size, large number of channels, strong scattering, and lack of symmetry. Here we consider one $W = 500\lambda$ wide and $L = 100\lambda$ thick, consisting of 30,000 cylindrical scatterers with refractive index of 2.0 in air (Fig. 2a), discretized into over 11 million pixels with a periodic boundary condition in y to mimic an infinitely-wide system. On each of the $-x$ and $+x$ sides, $2W/\lambda = 1,000$ channels (plane waves with different angles) are necessary to specify the propagating components of an incident wavefront or outgoing wavefront, which is the minimal requirement at the Nyquist sampling rate (Supplementary Sec. 1A). So, we compute the scattering matrix with $M' = 2,000$ outputs and up to $M = 2,000$ inputs (including both sides).

It takes APF 3.3 minutes and 10 GiB of memory to compute the full scattering matrix; the other methods take between 3,300 and 110,000,000 minutes using between 7.0 to 1,200 GiB of memory for the same computation (Fig. 2b–c). The computing times of APF (with breakdown shown in Fig. 2a), RGF, and RCWA are all independent of $M$, though APF is orders-of-magnitude faster. MaxwellFDFD takes $O(M)$ time due to its loop over the inputs; reusing the LU factors helps, but the $M$ forward and backward substitutions still dominate the computing time when $M \gtrsim 20$.

APF offers significant speed and memory advantage across different systems, and the advantage further grows with the system size (Supplementary Fig. S4). Some of these solvers require more computing resources than we have access to, so their usage data (open symbols and gray-edged bars in Fig. 2b–c) are extrapolated based on smaller systems (Fig. S4).

The relative $\ell^2$-norm error of APF due to numerical round-off is $10^{-12}$ here and grows slowly with an $O(N^{1/2})$ scaling (Supplementary Fig. S5), while the iterative MaxwellFDFD here has a relative $\ell^2$ error of $10^{-6}$.

In Ref. [69], it is predicted that entangled photon pairs remain partially correlated even after multiple scattering from a dynamic disordered medium. We demonstrate such “two-photon coherent backscattering” as an example here. Given a maximally entangled input state, the correlation between two photons reflected into directions $\theta_a$ and $\theta_b$ is

$$\Gamma_{ba} = \langle \psi | : \hat{n}_b \hat{n}_a : | \psi \rangle \propto | (r^2)_{\theta_b, \theta_a} |^2 ,$$

where $| \psi \rangle$ is the two-photon wave function, $\hat{n}_a$ is the photon number operator in reflected direction $\theta_a$, : $(\ldots) :$ stands for normal ordering, $r^2$ is the square of the medium’s reflection matrix (i.e., the scattering matrix with inputs and outputs on the same side), and $\Gamma_{ba}$ indicates ensemble average over disorder realizations. This requires the full reflection matrices for many realizations, and the disordered medium must be wide (for angular
Fig. 4. **Benchmarks on a large-area metasurface.** a, Schematic of the system: a mm-wide metasurface consisting of 4,178 titanium dioxide ridges (blue) on a silica substrate (gray), operating at wavelength $\lambda = 532$ nm. b–c, Computing time and memory usage versus the number $M$ of input angles using different methods. Open symbols are extrapolated from smaller $M$ or smaller systems. APF-c denotes APF with matrices $B$ and $C$ compressed.

resolution) and thick (to reach diffusive transport). Figure 3 shows the two-photon correlation function $T_{\text{out}}$ computed with APF before and after averaging over 4,000 disorder realizations, for a system $W = 700\lambda$ wide and $L = 400\lambda$ thick consisting of 56,000 cylindrical scatterers with a transport mean free path of $\ell_1 = 9.5\lambda$. We find the correlation between photons reflected toward similar directions ($|\theta_1 - \theta_2| \lesssim 0.1\lambda/\ell_1$) to be enhanced by a factor of 2. This finding, described in detail in [69], is the first evidence of two-photon coherent backscattering in disordered media. These APF simulations use modest resources on a computing cluster but would have taken prohibitively long using any other method.

**III. LARGE-AREA METASURFACES**

Metasurfaces are typically designed from subwavelength unit cells called “meta-atoms” [3, 4]. The overall response is commonly modeled by ignoring the coupling between meta-atoms [3, 4] or with the locally-periodic approximation (LPA) which approximates the local response as that of a periodic array of meta-atoms [4, 70]. However, LPA is inaccurate whenever the cell-to-cell variation is large [71–75] and cannot describe nonlocal responses [76, 77] and metasurfaces that are not based on unit cells [78–80]. Coupled-mode theory can model the coupling between meta-atoms [81] but requires isolated resonances with high quality factors. Full-wave simulation remains the gold standard but currently requires enormous computing resources.

Here, we consider metalenses (lenses made with metasurfaces [14, 15]) with height $L = 0.6 \mu$m and width $W \approx 1$ mm, consisting of 4,178 unit cells of titanium dioxide ridges on a silica substrate (Fig. 4a), for hyperbolic [82] and quadratic [83–85] phase profiles operating at wavelength $\lambda = 532$ nm; see Supplementary Sec. 9 and Fig. S6 for design and simulation details. PMLs are placed on all sides, and the system is discretized with grid size $\Delta x = \lambda/40$ into over 11 million pixels. We compute the transmission matrix at the minimal Nyquist sampling rate, with up to $M = 2W/\lambda = 3,761$ plane-wave-like inputs from the left (substrate side) within the width $W$ of the metalens, and sampling the transmitted field across width $W_{\text{out}} = W + 40\lambda$ (to ensure all transmitted light is captured) projected onto $M' = 2W_{\text{out}}/\lambda = 3,841$ propagating plane waves on the right. Due to the large (1 mm)/(0.6 $\mu$m) aspect ratio, the number of non-zero elements in matrices $B$ and $C$ is larger than that of $A$, so we compress $B$ and $C$ and denote this as APF-c (Supplementary Sec. 5).

It takes APF-c 1.3 minute and 6.9 GiB of memory to compute this transmission matrix, while the other methods take 6,300 to 6,000,000 minutes using 22 to 600 GiB (Fig. 4b–c); some numbers are extrapolated from smaller systems (Supplementary Fig. S7). It is remarkable that even though RCWA is specialized for layered structures like the metasurface here, the general-purpose APF-c still outperforms RCWA by 10,000 times in speed and 87 times in memory. The second-best solver here is MaxwellFDFD with the LU factors stored and reused, which takes 4,800 times longer while using 18 times more memory compared to APF-c.

The transmission matrix fully characterizes a metasurface’s response to any input. Here we use it with angular spectrum propagation (Supplementary Sec. 11) to obtain the angle dependence of the exact transmitted profile (two profiles each shown in Fig. 5a–b; more shown in Supplementary Movies S1–S2), the Strehl ratio, and the transmission efficiency (Fig. 5c–d and Supplementary Sec. 12). They rigorously quantify the performance of these metalens designs. To our knowledge, this is the
first time full-wave simulations over all angles are carried out for a large-area metasurface.

To quantify the accuracy of an approximation, we compute the relative $\ell^2$-norm error $\|I - I_0\|_2/\|I_0\|_2$, with $I_0$ being the intensity at the focal plane within $|y| < W/2$ calculated from APF without compression, and $I$ from an approximation. We consider two LPA formalisms, a standard one using the unit cells’ propagating fields (LPA I) and one with the unit cells’ evanescent fields included (LPA II); see Supplementary Sec. 13. LPA leads to errors ranging between 8% and 366% depending on the incident angle, with the angle-averaged error between 18% and 37% (Fig. 5e–f). Meanwhile, the compression errors of APF-c here average below 0.01% (Fig. 5e–f) and can be made arbitrarily small (Supplementary Fig. S8).

**IV. OUTLOOK**

While we use disordered systems and metasurfaces as examples above, one can readily apply APF to other multi-channel systems such as densely-packed photonic circuits where coupling and non-adiabatic effects are strong. Predicting the thermal emission from nanostructures [86] requires a large number of frequency-domain simulations with different dipole sources, which can also be vastly accelerated using APF. Beyond optics, APF can be used for mapping the angle dependence of radar cross-sections, for microwave imaging [87], for full waveform inversion [88] and controlled-source electromagnetic surveys [61] in geophysics, and for quantum transport simulations [89]. More generally, APF can efficiently evaluate matrices of the form $CA^{-1}B$ for other applications of numerical linear algebra, not limited to wave physics.

As the number of channels and the LU factor size are both much larger in 3D, the advantage of APF over existing methods will be even more significant in 3D than in 2D. With the low-rank property of the finite-difference matrix $A$ utilized, APF should take $\mathcal{O}(N^{4/3})$ time in 3D following the known factorization cost [90], which is comparable to the 2D scaling (Supplementary Fig. S1). APF-c can naturally be used with overlapping-domain distribution strategies [73–75] when modeling large-area systems. Multi-frontal parallelization can be used through existing packages such as MUMPS [56], and one may further employ hardware accelerations with GPUs [75, 91, 92]. For systems with a small surface-to-volume ratio, it is also possible to apply APF to BEM or STMM, using the $\mathcal{H}$-matrix technique [45] for fast factorization.

We believe APF opens many doors and can be an enabling tool across different disciplines. There are numerous possibilities, and we have started to explore a few [69, 93, 94].
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METHODS

We use the MUMPS package [56] with the default AMD ordering [95] to compute the Schur complement with partial factorization. We order the output channels and/or pad additional channels so that matrix $\mathbf{K}$ is symmetric (Supplementary Sec. 3).

We use the same second-order finite-difference discretization scheme (Supplementary Sec. 2), same grid size, and same subpixel smoothing [96] for the APF, MaxwellFDFD, and RGF benchmarks. Discretization error is not important for the disordered media example in Fig. 2, so we use a relatively coarse resolution of 15 pixels per $\lambda$ there. A finer resolution of 40 pixels per $\lambda = 532$ nm is used for the metasurface examples in Figs. 4–5 to have their transmission phase shifts accurate to within 0.1 radian (Supplementary Fig. S9).

In RGF [67], the outgoing boundary in the longitudinal direction is implemented exactly through the retarded Green’s function of a semi-infinite discrete space [46]. For APF and MaxwellFDFD, one $\lambda$ of homogeneous space and 10 pixels of PML [63] are used to achieve an outgoing boundary with a sufficiently small discretization-induced reflection [97]. Uniaxial PML is used in APF so that matrix $\mathbf{A}$ is symmetric. Stretched-coordinate PML is used in MaxwellFDFD to lower the condition number [98].

For MaxwellFDFD with an iterative solver [66], we use the biconjugate gradient method with a convergence criterion of relative $\ell^2$ residual below $10^{-6}$, which are the default parameters in MaxwellFDFD. For MaxwellFDFD with a direct solver [65], we consider an unmodified version where the LU factors are not reused and a version modified to have the LU factors stored in the memory and reused for the different inputs.

For the RCWA simulations, we use the default closed-form Fourier transform formalism implemented in S4 [68]. For the example in Fig. 4, we use a single layer with 5 Fourier components per unit cell where the cell width is 239 nm (i.e., 11 Fourier components per $\lambda$), which gives comparable accuracy as APF, MaxwellFDFD, and RGF (Supplementary Fig. S9). For the example in Fig. 2, we use 15 layers per $\lambda$ axially (same as the discretization grid size used in the other methods) with 4.1 Fourier components per $\lambda$ laterally (by scaling it down in proportion with the reduced spatial resolution in APF, MaxwellFDFD, and RGF).

Note that the RGF [67] and S4 [68] codes do not support PML in the transverse directions, so they in fact cannot simulate the example in Fig. 4 where an outgoing boundary is needed in y direction. In doing the benchmarks for Fig. 4, we assumed that such PML can be implemented in RGF and S4 (as in Ref. [99]) without increasing their computing time and memory.

All timing and memory usage numbers are obtained from serial computations on identical Intel Xeon Gold 6130 nodes on the USC Center for Advanced Research Computing’s Discovery cluster with 191 GB of memory per node.
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1. SCATTERING MATRIX

In this section, we define the flux-normalized scattering matrix and derive its expression. For concreteness, here we consider the 2D transverse-magnetic fields in a two-sided system, with outgoing boundary condition in the longitudinal direction $x$ and Bloch periodic boundary condition in the transverse direction $y$. Defining the corresponding
expressions for other boundary conditions and in 3D is straightforward, and the concepts apply similarly to other geometries.

We start with time-harmonic electromagnetic waves at frequency $\omega$ with $e^{-i\omega t}$ dependence on time $t$, with no external sources, governed by the frequency-domain Maxwell’s equations,

\begin{align}
\nabla \times \mathbf{E}(r) - i\omega \mu_0 \mu_r(r) \mathbf{H}(r) &= 0, \\
\nabla \times \mathbf{H}(r) + i\omega \varepsilon_0 \varepsilon_r(r) \mathbf{E}(r) &= 0,
\end{align}

\begin{equation}
\nabla \cdot [\varepsilon_r(r) \mathbf{E}(r)] = 0,
\end{equation}

\begin{equation}
\nabla \cdot [\mu_r(r) \mathbf{H}(r)] = 0,
\end{equation}

where $\mathbf{E}(r) = (E_x, E_y, E_z)(r)$ and $\mathbf{H}(r) = (H_x, H_y, H_z)(r)$ are the electric and magnetic fields at position $r = (x, y, z)$, $\varepsilon_r(r)$ and $\mu_r(r)$ are scalar relative permittivity and permeability profiles that define the structure, and $\varepsilon_0$ and $\mu_0$ are the vacuum permittivity and permeability constants.

Consider a nonmagnetic ($\mu_r = 1$) system where $\varepsilon_r(r)$, $\mathbf{E}(r)$, and $\mathbf{H}(r)$ are independent of $z$. Then, the fields can be decoupled into transverse-magnetic (TM) waves (with only $H_x$, $H_y$, and $E_z$ being nonzero) and transverse-electric (TE) waves (with only $E_x$, $E_y$, and $H_z$ being nonzero). From Eqs. (S1a)–(S1b), the $E_z$ component of TM waves satisfies

\begin{equation}
\left[-\nabla_{xy}^2 - \frac{\omega^2}{c^2} \varepsilon_r(x, y)\right] E_z(x, y) = 0,
\end{equation}

where $\nabla_{xy}^2 = \partial^2/\partial x^2 + \partial^2/\partial y^2$, and $c = 1/\sqrt{\varepsilon_0 \mu_0}$ is the vacuum speed of light. The magnetic fields are given by $(H_x, H_y)$, and Eqs. (S1c)–(S1d) are automatically satisfied. The vacuum wavelength is $\lambda = 2\pi c/\omega$.

Consider a structure where $\varepsilon_r(x, y)$ is periodic in $y$ with periodicity $W$, namely $\varepsilon_r(x, y + W) = \varepsilon_r(x, y)$. Given the periodicity, any solution $E_z(x, y)$ of Eq. (S2) can be written as a superposition of Bloch states with different Bloch wave numbers $k_B$, with each Bloch state satisfying $E_z(x, y + W) = E_z(x, y)e^{ik_BW}$. Bloch states with distinct $k_B$ (up to modulo $2\pi/W$) are decoupled from each other. Therefore, we can fix $k_B$ and consider only a finite transverse size within $0 \leq y \leq W$, with boundary condition $E_z(x, W) = E_z(x, 0)e^{ik_BW}$ at $y = 0$ and $y = W$; this is called Bloch periodic boundary condition, which reduces to a periodic boundary when $k_B = 0$.

We further consider the structure to be homogeneous on the left and right sides,

$$
\varepsilon_r(x, y) = \begin{cases} 
\varepsilon_L, & x \leq 0, \\
\varepsilon_r(x, y), & 0 < x < L, \\
\varepsilon_R, & x \geq L.
\end{cases}
$$

(S3)

Light incident from either side is scattered by the inhomogeneous structure within $0 < x < L$, which we refer to as the scattering region. The scattering matrix fully characterizes such response. To define the scattering matrix, we first define the input and output “channels” as follows.

### A. Channels in homogeneous space

Consider a homogeneous region (either $x \leq 0$ or $x \geq L$), within which $\varepsilon_r(x, y) = \varepsilon_{bg}$ is a real-valued constant (either $\varepsilon_L$ or $\varepsilon_R$). Given the translational symmetry in $x$, the field profile within the homogeneous region can be written as a superposition of propagating and evanescent fields of the form

\begin{equation}
E_z^{(a, \pm)}(x, y) = \frac{1}{\sqrt{k_x^{(a)}}} \phi_a(y)e^{\pm ik_x^{(a)}x}, \quad a \in \mathbb{Z},
\end{equation}

(S4)

which we refer to as “channels.” The integer index $a$ labels the channel number, $\pm$ indicates the propagation direction, $k_x^{(a)}$ is the longitudinal wave number, the prefactor $1/\sqrt{k_x^{(a)}}$ normalizes the longitudinal flux (to be discussed in the next paragraph), and $\phi_a(y)$ is the transverse mode profile. The $a$-th transverse profile is

\begin{equation}
\phi_a(y) = \frac{1}{\sqrt{W}} \exp \left[ ik_y^{(a)}(y - y_0) \right], \quad 0 \leq y \leq W,
\end{equation}

(S5)
with the transverse wave number \( k_y^{(a)} = k_0 + a \frac{2 \pi}{W} \) chosen to satisfy the Bloch periodic boundary condition; note that neighboring \( k_y^{(a)} \) are separated by \( 2 \pi / W \). Here, \( y_0 \) is an arbitrary real constant specifying the reference position of the basis. The set \( \{ \phi_a(y) \}_a \) of transverse modes makes up a complete and orthonormal basis, with \( \int_0^W dy \phi_a^*(y) \phi_b(y) = \delta_{ab} \).

Inserting Eqs. (S4)–(S5) into Eq. (S2) yields the dispersion relation \( (\omega/c)^2 \varepsilon_{bg} = (k_x^{(a)})^2 + (k_y^{(a)})^2 \). We choose the sign of \( k_x^{(a)} \) as \( k_x^{(a)} = \sqrt{(\omega/c)^2 \varepsilon_{bg} - (k_y^{(a)})^2} \). There is an infinite number of evanescent channels where \( k_x^{(a)} \) is imaginary \( [i.e., \text{where } |k_y^{(a)}| > (\omega/c)\sqrt{\varepsilon_{bg}}] \). There are approximately \( 2\sqrt{\varepsilon_{bg}}W/\lambda \) propagating channels where \( k_x^{(a)} \) is real-valued \( [i.e., \text{where } |k_y^{(a)}| < (\omega/c)\sqrt{\varepsilon_{bg}}] \); these are plane waves propagating at angles \( \theta_a = \text{atan}(k_y^{(a)}/k_x^{(a)}) \). Therefore, \( 2\sqrt{\varepsilon_{bg}}W/\lambda \) complex-valued coefficients are necessary to fully specify the propagating components of an arbitrary incident wavefront or outgoing wavefront; this is consistent with the Nyquist–Shannon sampling theorem \([1]\) that when the highest spatial frequency \( (i.e., \text{wave number } k_y^{(a)}) \) in a wavefront is \( (\omega/c)\sqrt{\varepsilon_{bg}} \), we need at least one spatial sampling point per \( \lambda/(2\sqrt{\varepsilon_{bg}}) \) to uniquely specify such a wavefront.

The channels are flux orthogonal: given a superposition of Eq. (S4) with different channel indices and propagation directions, the \( x \)-directional Poynting flux of the total field integrated over \( y \) equals the sum of the integrated Poynting flux for components with different transverse profiles. For propagating channels, the \( 1/\sqrt{k_x^{(a)}} \) prefactor in Eq. (S4) ensures that different propagating channels are normalized to carry the same longitudinal flux; furthermore, the integrated flux from the two counter-propagating terms have opposite signs, and the cross term does not contribute. For evanescent channels, neither \( E_z^{(a,+)} \) nor \( E_z^{(a,-)} \) itself carries flux, but their cross terms can carry flux.

### B. Scattering matrix

We now define the scattering matrix \( S \). In a scattering problem, the total field \( E_z \) satisfies Eq. (S2) and can be written as \( E_z(x,y) = E_{z\text{in}}(x,y) + E_{z\text{ca}}(x,y) \). Here, \( E_{z\text{in}} \) is the incident field, and \( E_{z\text{ca}} \) is the scattered field that satisfies an outgoing boundary condition at infinity \( (i.e., \text{when } |x| \to \infty) \). To be concrete, we consider light incident from the left at angle \( \theta_a \), with

\[
E_{z\text{in}}(x,y) = \frac{E_0}{\sqrt{k_x^{(a,L)}}} \phi_a^{(L)}(y) e^{i k_x^{(a,L)} x}
\]  

for some constant \( E_0 \). Outside of the scattering region, the total field \( E_z \) can be written as a superposition of the propagating and evanescent channels consistent with the outgoing boundary condition, as

\[
E_z(x,y) = \begin{cases} 
\sum_b r_{ba}^{(L)} \phi_b^{(L)}(y) \sqrt{k_x^{(b,L)}} e^{-i k_x^{(b,L)} x} + \sum_b t_{ba}^{(L)} \phi_b^{(R)}(y) \sqrt{k_x^{(b,R)}} e^{i k_x^{(b,R)} (x-L)}, & x < 0, \\
\sum_b r_{ba}^{(L)} \phi_b^{(L)}(y) \sqrt{k_x^{(b,L)}} e^{-i k_x^{(b,L)} (x-L)} + \sum_b t_{ba}^{(L)} \phi_b^{(R)}(y) \sqrt{k_x^{(b,R)}} e^{i k_x^{(b,R)} x}, & x \geq L.
\end{cases}
\]  

Summations \( \sum_b \) sum over the \( N_L \approx 2\sqrt{\varepsilon_{bg}}W/\lambda \) propagating channels on the left and right, and summations \( \sum_b \) sum over the countably infinite number of evanescent channels. Here, \( r_{ba}^{(L)} \) and \( t_{ba}^{(L)} \) are the reflection and transmission coefficients with input in channel \( a \) from the left and output in channel \( b \) on the left or right, normalized by the longitudinal flux, with reference planes on \( x = 0 \) and \( x = L \) respectively. In the absence of absorption or gain \( (i.e., \text{when } \varepsilon_z(x,y) \text{ is real-valued everywhere}) \), flux conservation requires that \( \sum_b |r_{ba}|^2 + \sum_b |t_{ba}|^2 = 1 \) for any propagating channel \( a \).

Meanwhile, \( r_{ba} \) and \( t_{ba} \) characterize the evanescent response in the near field. While it is possible to include the evanescent response in the scattering matrix \([2]\), in most scenarios only the propagating ones are of interest. We define reflection matrix \( r_L \) and transmission matrix \( t_L \) with incidence from the left by their matrix elements \( r_{ba}^{(L)} \) and \( t_{ba}^{(L)} \); together they form the scattering matrix \( S_L = [r_L; t_L] \) to include output to both sides. In general, we can consider incident light from either left or right, with the full scattering matrix being

\[
S = \begin{bmatrix} t_L & t_R \\ t_L & t_R \end{bmatrix}.
\]  

This full scattering matrix has size \((N_L + N_R)-(N_L + N_R)\) and is unitary in the absence of absorption or gain.
C. Fisher–Lee relation

Here we introduce line sources to the right-hand side of Eq. (S2) to solve the scattering problem. We first define the retarded Green’s function $G(x, y; x’, y’)\) of the scattering medium, which is the solution of Eq. (S2) with a point source at $((x’, y’),$

$$\lim_{\eta \to 0^+} \left[ -\nabla^2 - \frac{\omega^2}{c^2} \epsilon_r(x, y) - i\eta \right] G(x, y; x’, y’) = \delta(x - x’) \delta(y - y’). \tag{S9}$$

The infinitesimal absorption $\eta$ imposes an outgoing boundary condition. We can then use the retarded Green’s function to express the total field $E_z$ arising from the incident field in Eq. (S6), as

$$E_z(x, y) = E_{\text{in}}^z(x, y) + E_{\text{out}}^z(x, y), \tag{S10a}$$

$$\frac{E_{\text{in}}^z(x, y)}{E_0} = \frac{1}{\sqrt{k_{x}^{(a, L)}}} \phi_a^{(L)}(y) \left( e^{ik_{x}^{(a, L)}x} - e^{-ik_{x}^{(a, L)}x} \right) H(-x), \tag{S10b}$$

$$\frac{E_{\text{out}}^z(x, y)}{E_0} = -2i\sqrt{k_{x}^{(a, L)}} \int_0^W dy' G(x, y; x' = 0, y') \phi_a^{(L)}(y'), \tag{S10c}$$

where $H(x) = [\text{sign}(x) + 1]/2$ is a Heaviside step function. The $E_{\text{out}}^z$ in Eq. (S10c) is the solution of Eq. (S2) with a line source $-2i\sqrt{k_{x}^{(a, L)}} \delta(x') \phi_a^{(L)}(y')E_0$ at $x' = 0$ with an outgoing boundary condition. In the absence of scatterers, $[i.e., \epsilon_r(x, y) = \epsilon_r$ everywhere], such a line source generates outgoing fields $E_{\text{out}}^z(x, y) = \frac{E_0}{\sqrt{k_{x}^{(a, L)}}} \phi_a^{(L)}(y) e^{ik_{x}^{(a, L)}x}$ that propagate away from $x = 0$ toward both sides; the addition of $E_{\text{in}}^z$ in Eq. (S10b) subtracts the outgoing wave on the $x < 0$ side and adds the incident wave there, such that $E_{\text{in}}^z + E_{\text{out}}^z$ equals the incident field $E_z$ in Eq. (S6). In the presence of scatterers, $E_{\text{out}}^z$ additionally includes the scattered field $E_{\text{ sca}}^z$ produced by such $E_{\text{in}}^z$ interacting with the scatterers. The $E_{\text{in}}^z$ in Eq. (S10b) is a solution of Eq. (S2) with an opposite line source $2i\sqrt{k_{x}^{(a, L)}} \delta(x') \phi_a^{(L)}(y')E_0$, so the sum $E_{\text{in}}^z + E_{\text{out}}^z$ satisfies the source-less Eq. (S2) everywhere; it also satisfies the boundary condition of the scattering problem defined by $E_z = E_{\text{in}}^z + E_{\text{sca}}^z$ with $E_{\text{in}}^z$ from Eq. (S6) and an outgoing $E_{\text{sca}}^z$.

By equating Eq. (S7) and Eq. (S10), evaluating it at $x = 0$ and $x = L$ (note that only $E_{\text{out}}^z$ contributes since $E_{\text{in}}^z = 0$ at $x = 0$ and $x = L$), and projecting onto the output channels using the orthonormality of the transverse modes, we obtain the reflection and transmission coefficients as

$$r_{ba}^{(L)} = -2i\sqrt{k_{x}^{(b, L)}} k_{x}^{(a, L)} \int dy \int dy' \phi_b^{(L)*}(y)G(x, 0; x' = 0, y') \phi_a^{(L)}(y') - \delta_{ba}, \tag{S11a}$$

$$t_{ba}^{(L)} = -2i\sqrt{k_{x}^{(b, R)}} k_{x}^{(a, L)} \int dy \int dy' \phi_b^{(R)*}(y)G(x, L; x' = 0, y') \phi_a^{(L)}(y'), \tag{S11b}$$

which is known as the Fisher–Lee relation, initially derived for the single-particle Schrödinger equation in the context of quantum transport [3–5]. Eq. (S11) can be understood intuitively: for each incident angle $\theta_b$, $-2i\sqrt{k_{x}^{(b, L)}} \delta(x') \phi_b^{(L)}(y')$ is the input source, $\sqrt{k_{x}^{(b, L)}} \delta(x) \phi_b^{(L)}(y)$ and $\sqrt{k_{x}^{(b, R)}} \delta(x - L) \phi_b^{(R)}(y)$ are the output projections for reflection and transmission coefficients into different outgoing angles $\theta_b$, and the $\delta_{ba}$ in Eq. (S11a) is the projection of the incident field $E_{\text{in}}^z$ on the incident side. Eq. (S11) is a special case of Eq. (2) in the main text, written for the specific geometry considered here prior to discretization.

2. FINITE-DIFFERENCE DISCRETIZATION

We need to discretize the system in order to compute its scattering matrix numerically. Here we consider finite-difference discretization on the Yee grid [6]. On the Yee grid, the first derivatives are approximated with center difference with second-order accuracy, and the grid points of different field components are staggered in space. For 2D TM waves, we put the discretized $E_z$ component at

$$E_z(x = x_n, y = y_m) \to E_{z(n, m)} \tag{S12}$$

where

$$x_n \equiv \left( n - \frac{1}{2} \right) \Delta x, \quad y_m \equiv \left( m - \frac{1}{2} \right) \Delta x \tag{S13}$$
with \((n, m)\) being integer indices and \(\Delta x\) the discretization grid size. The \(H_x\) component is located at \((x_n, y_{m+1/2})\), and the \(H_y\) component is located at \((x_{n+1/2}, y_m)\). This gives the discretized second derivative of \(E_z\) in \(x\) as

\[
\frac{\partial^2}{\partial x^2} E_z(x, y) \bigg|_{x=x_n, y=y_m} = \frac{E_z(n+1, m) - 2E_z(n, m) + E_z(n-1, m)}{\Delta x^2},
\]

and similarly for \(\partial^2 E_z/\partial y^2\). We discretize the relative permittivity profile \(\varepsilon_r(x, y)\) through subpixel smoothing \([7]\); for TM waves, this corresponds simply to averaging \(\varepsilon_r(x, y)\) within the \(\Delta x^2\) area of each cell centered at \((x_n, y_m)\), as

\[
\varepsilon_{n,m} = \frac{1}{\Delta x^2} \int_{(n-1)\Delta x}^{n\Delta x} dx \int_{(m-1)\Delta x}^{m\Delta x} dy \varepsilon_r(x, y).
\]

Note that different from the notation of Ref. \([6]\), in Eq. (S13) we introduced the half-pixel offset so that the first pixel \((n, m) = (1, 1)\) of \(E_z\) will have its lower corner at \((x, y) = (0, 0)\); this is more convenient when we only deal with \(E_z\). Then, the differential operator \(-\nabla^2 \varepsilon_r(x, y)\) of Eq. (S2) is discretized into \(A_{n,m},(n',m')/\Delta x^2\) with

\[
A_{n,m},(n',m') = -(\delta_{n+1,n'} + \delta_{n-1,n'})\delta_{m,m'} + (4 - \beta^2 \varepsilon_{n,m})\delta_{n,n'}\delta_{m,m'} - (\delta_{m+1,m'} + \delta_{m-1,m'})\delta_{n,n'}
\]

away from the boundaries, with \(\beta \equiv \omega/\Delta x\). In practice, the system size is made finite, and a single index is used to go through both indices \((n, m)\). With that single index, \(E_z(n,m)\) becomes an \(N^\prime \times 1\) column vector \(E_z\), and \(A_{n,m},(n',m')\) becomes an \(N^\prime \times N^\prime\) square matrix \(A\). Then, Eq. (S2) becomes a finite-sized matrix-vector multiplication,

\[
AE_z = 0.
\]

This is the finite-difference frequency-domain (FDFD) formulation.

Now we consider the two-sided geometry in Sec. 1. We restrict the integer index \(m\) to \(1 \leq m \leq n_y\) with \(n_y \equiv W/\Delta x\) being the transverse number of grid points (discretizing the region \(0 \leq y \leq W\)); \(\Delta x\) can be chosen such that \(n_y\) is an integer. The Bloch periodic boundary condition \(E_z(n_{n_y+1}) = E_z(n_1)e^{ik_y n_y \Delta x}\) and \(E_z(n_0) = E_z(n_{n_y})e^{-ik_y n_y \Delta x}\) manifests in the boundary elements of matrix \(A\). The system size in \(x\) is infinite, but we must truncate it to a finite size with an effective open boundary with no reflection at the interface of truncation; we do so with the perfectly matched layer (PML) \([8]\), which attenuates the outgoing waves with minimal reflection. In this way, the outgoing boundary condition is also built into matrix \(A\). Also, matrix \(A\) and vector \(E_z\) both have finite sizes.

The retarded Green’s function \(G(x, y; x', y')\) defined in Eq. (S9) is the inverse of the differential operator. When discretized, it becomes a matrix and is simply given by the matrix inverse

\[
G = A^{-1}.
\]

The outgoing boundary condition is automatic since it is already built into matrix \(A\).

Under subpixel smoothing, Eq. (S3) becomes

\[
\varepsilon_{n,m} = \begin{cases} 
\varepsilon_L, & n \leq 0, \\
\varepsilon_{n,m}, & 1 \leq n \leq n_x, \\
\varepsilon_R, & n \geq n_x + 1,
\end{cases} \quad 1 \leq m \leq n_y,
\]

where \(n_x \equiv \lfloor L/\Delta x \rfloor\) is the number of grid points for the scattering region. The rest follows the same steps as in Sec. 1, which we summarize below.

### A. Channels in discrete homogeneous space

Given the discrete translational symmetry in \(n\) when \(n \leq 0\) and \(n \geq n_x + 1\), Eq. (S4) still holds in the form of

\[
E_{z(n,m)}^{(n,\pm)} = \frac{1}{\sqrt{\mu_a}} \phi_{m,a} \exp \left\{ \pm ik_x^{(a)} \Delta x \left( n - \frac{1}{2} \right) \right\},
\]

with the longitudinal-flux normalization factor \(\mu_a\) to be determined. The transverse modes of Eq. (S5) become

\[
\phi_{m,a} = \frac{1}{\sqrt{\eta_y}} \exp \left\{ ik_y^{(a)} \Delta x (m - m_0) \right\},
\]
which make up matrix $\phi$, with $y_0 = (m_0 - 1/2)\Delta x$. The transverse wave number is still $k_y^{(a)} = k_B + a \frac{2\pi}{n_y\Delta x}$, but channel $a$ is now equivalent to channel $a + n_y$ due to aliasing, so there are only $n_y$ distinct channels in total (propagating ones plus evanescent ones) instead of an infinite number of them. Completeness and orthonormality of the transverse modes means that the $n_y \times n_y$ matrix $\phi$ is unitary when all $n_y$ channels are included. Inserting Eqs. (S20)–(S21) into Eq. (S17) yields the finite-difference dispersion relation

$$\varepsilon_{bg} \left( \frac{\omega}{c} \right)^2 \Delta x^2 = 4 \sin^2 \left( \frac{k_x^{(a)} \Delta x}{2} \right) + 4 \sin^2 \left( \frac{k_y^{(a)} \Delta x}{2} \right). \quad (S22)$$

Flux orthogonality continues to hold in the discretized system. To preserve flux conservation (i.e., Poynting’s theorem), the Poynting vector in the discrete system should be defined using the product of an $E$ field component and an $H$ field component at $\Delta x/2$ away \cite{9}. For 2D TM fields, this means that the $x$-directional flux is proportional to $\text{Im} \left[ E_{z(n,m)}^* E_{z(n+1,m)} \right]$. For each channel in Eq. (S20), such flux is proportional to $\frac{\pm 1}{\mu_a} \sin \left( k_x^{(a)} \Delta x \right)$ for propagating channels (where $k_x^{(a)}$ is real-valued), zero for evanescent channels (where $k_x^{(a)}$ is imaginary or complex-valued). Therefore, we choose the flux normalization factor in Eq. (S20) to be

$$\mu_a = \sin \left( k_x^{(a)} \Delta x \right) \quad (S23)$$

so that all propagating channels carry equal longitudinal flux.

### B. Finite-difference Fisher–Lee relation

The definition of the scattering matrix is the same as the continuous case in Eq. (S7), simply with $x$ and $y$ replaced through Eq. (S13).

The derivation of the scattering matrix in terms of the Green’s function (namely, the Fisher–Lee relation) is the same as the continuous case except for one difference: the sources and the projections were placed at $x = 0$ and $x = L$ in the continuous case, but the corresponding spatial indices $n = (x/\Delta x) + (1/2)$ would lie on $n = 1/2$ and $n = (L/\Delta x) + (1/2)$, which are generally not integer points. Therefore, for the discretized system, we put the sources and the projections at integer indices $n = 0$ and $n = n_x + 1$ (recall that $n_x \equiv \lceil L/\Delta x \rceil$). This gives the discrete version of Eq. (S11) as

$$r_{ba}^{(L)} = -2i \sqrt{\mu_b^{(L)} / \mu_a^{(L)}} \sum_{m} \sum_{m'} \phi_{m,b}^{(L)*} G_{(n=0,m),(n'=0,m')} \phi_{m,a}^{(L)} - \delta_{ba} \delta_{m,b}^{(L)} \delta^{(L)}; \quad (S24a)$$

$$t_{ba}^{(L)} = -2i \sqrt{\mu_b^{(L)} / \mu_a^{(L)}} \sum_{m} \sum_{m'} \phi_{m,b}^{(L)*} G_{(n=n_x+1,m),(n'=0,m')} \phi_{m,a}^{(L)} \delta_{m,b}^{(L)} \delta^{(L)}. \quad (S24b)$$

Here, $\delta_{m}^{(L/R)} = \exp \left[ -i k_x^{(b,L/R)} \Delta x \delta n^{(L/R)} \right]$ and $\delta_{a}^{(L/R)} = \exp \left[ -i k_x^{(a,L/R)} \Delta x \delta n^{(L/R)} \right]$ are phase factors that compensate for the shift of the detection plane and the source plane respectively, with $\delta n^{(L)} = 1/2$, $\delta n^{(R)} = 1/2 + [L/\Delta x] - (L/\Delta x)$; these factors can be ignored if the location of the reference plane is not of interest.

Based on Eq. (S18), Eq. (S24), and considering inputs from both sides as in Eq. (S8), we can write the full scattering matrix $S$ as

$$S = CA^{-1}B - D; \quad (S25)$$

which is unitary in the absence of absorption or gain if all propagating channels are included. A schematic illustration of Eq. (S25) is given in Fig. 1c of the main text.

Matrix $A$ is the discrete version of the differential operator $-\nabla^2_{xy} - (\omega/c)^2 \varepsilon_r(x, y)$ in Eq. (S2), given by Eq. (S16), PML, and the boundary conditions. The input matrix $B$ is

$$B = \begin{bmatrix} 0 & 0 \\ BL & 0 \\ 0 & 0 \\ 0 & BR \\ 0 & 0 \end{bmatrix}. \quad (S26)$$
The top (bottom) block row of zeros correspond to indices \( n < 0 \) (\( n > n_x + 1 \)) with PML and homogeneous space on the left (right); they are shown in green in Fig. 1c–d of the main text. The second (fourth) block row corresponds to index \( n = 0 \) (\( n = n_x + 1 \)), which is the left (right) surface where input sources are placed; they are shown in red in Fig. 1c–d. The third block row corresponds to the scattering region with indices \( 1 \leq n \leq n_x \), shown in blue in Fig. 1c–d. Matrices \( \mathbf{B}_L \) and \( \mathbf{B}_R \) have sizes \( n_y \times M_L \) and \( n_y \times M_R \); they are line sources on the surface, given by

\[
\mathbf{B}_L = -2i\phi_L \sqrt{\mu_L} \delta^{(L)}, \quad \mathbf{B}_R = -2i\phi_R \sqrt{\mu_R} \delta^{(R)},
\]

where the \( n_y \times M_L \) matrix \( \phi_L \) is defined in Eq. (S21), matrices \( \sqrt{\mu_L} \) and \( \delta^{(L)} \) are \( M_L \times M_L \) diagonal matrices for flux normalization and phase shift respectively, and similarly with \( \mathbf{B}_R \). Similarly, the output matrix \( \mathbf{C} \) performs the projection onto the output channels,

\[
\mathbf{C} = \begin{bmatrix}
0 & \mathbf{C}_L & 0 & 0 & 0 \\
0 & 0 & \mathbf{C}_R & 0 & 0
\end{bmatrix},
\]

with

\[
\mathbf{C}_L = \delta^{(L)} \sqrt{\mu_L} \phi_L^\dagger, \quad \mathbf{C}_R = \delta^{(R)} \sqrt{\mu_R} \phi_R^\dagger,
\]

where \(^\dagger\) stands for conjugate transpose. Note that the list of the \( M' = M'_L + M'_R \) output channels do not have to be the same as the list of the \( M = M_L + M_R \) input channels, but for simplicity we do not introduce a separate notation. Matrix \( \mathbf{D} \) here is the \( \delta_{ba} \) in the Fisher–Lee relation, with elements that equal \( \delta^{(L)} \delta^{(R)} \) when the input channel is the same as the output channel, 0 otherwise.

For the numerical computations and implementation, it is faster and simpler to take the prefactor \(-2i\) in Eq. (S27) and the \( \sqrt{\mu_L/R} \delta^{(L/R)} \) prefactors in Eq. (S27) and Eq. (S29) out of \( \mathbf{B}_{L/R} \) and \( \mathbf{C}_{L/R} \), and multiply such prefactors after \( \mathbf{CA}^{-1}\mathbf{B} \) is computed. This means we can use

\[
\mathbf{B}_L = \phi_L, \quad \mathbf{B}_R = \phi_R, \quad \mathbf{C}_L = \phi_L^\dagger, \quad \mathbf{C}_R = \phi_R^\dagger,
\]

instead for the numerical computations. We omit \( \mathbf{D} \) from matrix \( \mathbf{K} \) [as in Eq. (S31) below] and subtract \( \mathbf{D} \) from \( \mathbf{CA}^{-1}\mathbf{B} \) after the prefactors are put back.

While the details are system dependent, the concepts above are general, and scattering matrices can always be written in the form of Eq. (S25) regardless of the discretization scheme, the geometry, the type of sources, and the type of outputs of interest. In general, \( \mathbf{D} = \mathbf{CA}_0^{-1}\mathbf{B} - \mathbf{S}_0 \), where \( \mathbf{A}_0 \) is the Maxwell operator of a reference system (e.g., a homogeneous one) for which the scattering matrix \( \mathbf{S}_0 \) is known; in the specific case above, \( \mathbf{CA}_0^{-1}\mathbf{B} = \mathbf{I} + \mathbf{S}_0 \) where the identity matrix \( \mathbf{I} \) comes from projection of \( \hat{E}_z^{(0)} \) on the incident side (assuming the full scattering matrix and ignoring the phase-shift factors to simplify notation).

### 3. Utilizing Symmetry in Augmented Partial Factorization (APF)

In APF, a partial factorization is performed on the augmented sparse matrix

\[
\mathbf{K} \equiv \begin{bmatrix}
\mathbf{A} & \mathbf{B} \\
\mathbf{C} & 0
\end{bmatrix}.
\]

The computing time and memory usage of such partial factorization can be reduced when matrix \( \mathbf{K} \) is symmetric, as is the case in many linear solver packages such as MUMPS [10]. Thanks to reciprocity, the bulk of matrix \( \mathbf{A} \) as in Eq. (S16) is symmetric; periodic boundary condition and the use of uniaxial PML does not break such symmetry. Therefore, matrix \( \mathbf{K} \) will be symmetric if we can make \( \mathbf{C} = \mathbf{B}^T \), or equivalently \( \mathbf{C}_L = \mathbf{B}_L^T \) and \( \mathbf{C}_R = \mathbf{B}_R^T \).

From Eq. (S30), we see that when the list of input channels equals the list of output channels, we would have the desired \( \mathbf{C}_L = \mathbf{B}_L^T \) if the transverse mode profiles were real-valued. The transverse mode profiles in Eq. (S21) are not real-valued, but we can see that taking the complex conjugate of the profile is equivalent to flipping the sign of \( k_y^{(a)} \); with a periodic boundary condition in \( y \) (where \( k_y = 0 \)), this corresponds to flipping the sign of the channel index \( a \). Therefore, we can achieve \( \mathbf{C}_L = \mathbf{B}_L^T \) simply by making the list of output channels having the opposite channel index as the list of input channels. When the full scattering matrix or reflection matrix is computed, all we need to do is to choose a particular ordering of the channels (which can be reversed after \( \mathbf{CA}^{-1}\mathbf{B} \) is computed). When only a subset of the scattering matrix is needed, we can further pad input and/or output channels to achieve \( \mathbf{C}_L = \mathbf{B}_L^T \) to make matrix \( \mathbf{K} \) symmetric.
4. COMPUTING TIME AND MEMORY SCALING OF APF

We implement APF under finite-difference discretization for 2D TM fields as described above, and here we map out its computing time and memory usage scaling as a function of the system size. We consider the same disordered system as in Fig. 2 of the main text but with different system sizes: (1) fixing thickness at $L = 200 \lambda$ while varying width $W$ from $32 \lambda$ to $1150 \lambda$, and (2) fixing $W = 200 \lambda$ while varying $L$ from $9 \lambda$ to $1170 \lambda$. The computing time and memory usage are obtained with serial computations on Intel Xeon Gold 6130 nodes. For each system size, the full scattering matrix is computed 10 times; the average computing time and the maximal recorded memory usage among the 10 computations is used. A constant 0.57 GiB memory used by MATLAB R2020b is subtracted from the memory usage.

The computing time and memory usage are well characterized by the number $N$ of nonzero elements in the sparse matrix $K$ [denoted by $\text{nnz}(K)$], as shown in Fig. S1b–c. An $O(N^{1.3})$ curve and an $O(N)$ curve closely describe the computing time and the memory usage for all of these systems. Here, $\text{nnz}(K)$ is dominated by $\text{nnz}(A)$, with $\text{nnz}(A)/\text{nnz}(B)$ in between 1 and 100 among these systems. Therefore, $\text{nnz}(K) \approx \text{nnz}(A)$, which is proportional to the number of pixels in the discretization and independent of the number $M$ of input channels.

5. APF WITH COMPRESSED INPUT/OUTPUT MATRICES (APF-C)

When $\text{nnz}(B)$ and/or $\text{nnz}(C)$ exceeds $\text{nnz}(A)$, the computing time and memory usage of APF can grow with the number of inputs $M$, which is not desirable. But there is a simple solution: we can “compress” matrices $B$ and $C$ to reduce their number of nonzero elements, perform the partial factorization, and then “decompress.” Conceptually, this is similar to other forms of data compression. We call this APF-c with c standing for compression.

In this section, we consider a simple compression scheme based on the Fourier transform. This Fourier scheme is more than sufficient for the metasurface examples considered in this paper; note when the accuracy is sufficient and when $\text{nnz}(B)$ and $\text{nnz}(C)$ goes below $\text{nnz}(A)$, further compression is no longer necessary. More advanced compression strategies [11] may be used if there is such need.

Figure S2a illustrates the expression of the scattering matrix $S$ in Eq. (S25), highlighting the non-zero blocks $B_L$, $B_R$ of the input matrix $B$ and the non-zero blocks $C_L$, $C_R$ of the output matrix $C$. These non-zero blocks are placed on the front ($x = 0$) and back ($x = L$) surfaces of the scattering region, as indicated in red in Fig. 1d of the main text. Even though matrices $B$ and $C$ are non-zero only on these two surfaces, these non-zero blocks are dense and can still contain many elements when the system is wide. Each column of $B_L$ is the cross section of a plane wave [given in Eq. (S21)], which covers the full range of $y$ as illustrated in Fig. S2b.

A plane wave is extended in real space but localized in momentum space, so a simple compression strategy is to Fourier transform the dense block $B_L$. For concreteness, below we consider having $M_L$ input channels from the left with consecutive channel indices $a = -\frac{M_L}{2}, \cdots, 0, \cdots, \frac{M_L}{2}$, under periodic boundary condition with $m_0 = 0$. We
Fig. S2. Concept of APF with compression (APF-c). a, Schematic illustration of Eq. (S25) that highlights the dense blocks $B_L$, $B_R$, and $C_L$, $C_R$ of the input and output matrices. b, Columns of $B_L$, which are spatially extended. c, With APF-c, the input and output matrices are transformed such that $\tilde{B}_L$, $\tilde{B}_R$, $\tilde{C}_L$, $\tilde{C}_R$ are spatially localized and can be truncated with minimal or no loss of accuracy. The transformations are reversed after $CA^{-1}B$ is computed. d, Columns of $B_L$, which are spatially localized.

define an $M_L \times M_L$ discrete Fourier transform (DFT) matrix $F_{M_L}$ by its elements,

$$ (F_{M_L})_{ba} = \frac{1}{\sqrt{M_L}} e^{-i \frac{2\pi}{M_L} ba}. $$  \hfill (S32)

The inverse DFT matrix is then $F_{M_L}^{-1} = F_{M_L}^\dagger$. Note that the indices $b$ and $a$ here are centered around zero; the DFT matrix is commonly defined with indices starting at zero instead, which is equivalent to the definition here after an index shift.

We will show below that it is better to rescale matrix $B_L$ before Fourier transforming it, so we also introduce a diagonal scaling matrix $Q_{M_L}$, defined as

$$ Q_{M_L} = \text{diag}(\{q_{M_L,a}\}), $$  \hfill (S33)

where $\{q_{M_L,a}\}$ are nonzero real numbers (the scale factors).

Then, matrix $B_L$ can be written as

$$ B_L = \phi_L = (\phi_L Q_{M_L} F_{M_L}) (F_{M_L}^{-1} Q_{M_L}^{-1}) \equiv \tilde{B}_L = E_L. $$  \hfill (S34)

Similarly,

$$ B_R = \phi_R = (\phi_R Q_{M_R} F_{M_R}) (F_{M_R}^{-1} Q_{M_R}^{-1}) \equiv \tilde{B}_R E_R, $$  \hfill (S35a)

$$ C_L = \phi_L^\dagger = (Q_{M_L}^{-1} F_{M_L}) (F_{M_L}^{-1} Q_{M_L} \phi_L^\dagger) \equiv E_L^\dagger \tilde{C}_L, $$  \hfill (S35b)

$$ C_R = \phi_R^\dagger = (Q_{M_R}^{-1} F_{M_R}) (F_{M_R}^{-1} Q_{M_R} \phi_R^\dagger) \equiv E_R^\dagger \tilde{C}_R. $$  \hfill (S35c)

The transformed input and output matrices $\tilde{B}$ and $\tilde{C}$ can be defined just like Eq. (S26) and Eq. (S28). Instead of computing $CA^{-1}B$, we can compute $CA^{-1}B$ with APF using the transformed input/output matrices, after which...
Fig. S3. Column profile of the input matrix before and after transformation. a, A column of the original input matrix \( \mathbf{B}_L \). b, A column of the transformed input matrix \( \tilde{\mathbf{B}}_L \) without rescaling. c, A column of the transformed input matrix \( \tilde{\mathbf{B}}_L \) with Hann window (inset of c) rescaling. The system considered has width \( W = 50\lambda \) discretized with \( \Delta x = \lambda/40 \). The subscript on the number of channels is dropped to simplify notation.

We undo the transformations using \( \mathbf{E}_L, \mathbf{E}_R, \mathbf{E}'_L, \mathbf{E}'_R \). The procedure is illustrated in Fig. S2c. So far, we have not introduced compression yet; the transformed matrices take up the same sizes as the original matrices, and the transformations are fully reversible.

While the columns of the original matrix \( \mathbf{B}_L \) are spatially extended as illustrated in Fig. S2b, those of the transformed matrix \( \tilde{\mathbf{B}}_L \) can be made spatially localized as illustrated in Fig. S2d. Without rescaling (i.e., \( Q_{ML} = 1 \)), the matrix elements of \( \tilde{\mathbf{B}}_L \) can be analytically derived as

\[
(\phi_L F_{ML})_{m,a} = \sum_{b=-(M_L-1)/2}^{(M_L-1)/2} (\phi_L)_{m,b} (F_{ML})_{b,a} = \begin{cases} 
(-1)^a \sin(\pi m M_L / n_y) \sin(\pi m / M_L), & \text{when } m / n_y - a / M_L \notin \mathbb{Z}, \\
\frac{M_L}{\sqrt{n_y M_L}}, & \text{otherwise,} 
\end{cases}
\]

which is the discrete form of the sinc function coming from Fourier transforming a rectangular window (i.e., \( |k_y| < \omega/c \)) in momentum space. Each column of \( \tilde{\mathbf{B}}_L \) in Eq. (S36) is peaked around a center point \( y_c \equiv (m_c - 0.5)\Delta x \) with \( m_c = \text{mod}(n_y a / M_L, n_y) \), near which its envelope decays as \( 1/|y-y_c| \) since \( \sin(\pi m / n_y - \pi a / M_L) \approx \pi n_y / n_y |m-m_c| \) in the denominator. Fig. S3a-b compare a column of \( \mathbf{B}_L \) with a column of the transformed matrix \( \tilde{\mathbf{B}}_L \) without rescaling.

Given the spatial localization of \( \tilde{\mathbf{B}}_L \), we can specify a truncation window width \( w_t \) and set the matrix elements of \( \tilde{\mathbf{B}}_L \), with \( |y-y_c| > w_t / 2 \) to zero to make matrix \( \tilde{\mathbf{B}}_L \) sparse—this is the compression step. Such truncation reduces \( \text{nzz}(\tilde{\mathbf{B}}_L) \) by a factor of \( w_t / W \), but it does introduce small errors since the elements dropped were not exactly zero before. The truncation error can be adjusted with the window size \( w_t \). There is no need to build the full matrix \( \phi_L \); we only need to build the elements of \( \tilde{\mathbf{B}}_L \) within the truncation window \( w_t \) using Eq. (S36). There is no need to build the DFT matrix \( F_{ML} \) either, since the transformations can be reversed efficiently with fast Fourier transforms [12].

We can reduce the compression error by increasing the window size \( w_t \) and/or by making the columns of \( \tilde{\mathbf{B}}_L \) more spatially localized. The relatively slow \( 1/|y-y_c| \) decay in real space comes from the sharp edges of \( |k_y| < \omega/c \) in momentum space. So, we can make \( \tilde{\mathbf{B}}_L \) more localized by a rescaling that smoothen the sharp edges. Here, we use the Hann window function [13]:

\[
q_{M,a} = \frac{1}{2} \left[ 1 + \cos\left(\frac{2\pi a}{M}\right) \right].
\]

With this diagonal rescaling, the matrix elements of \( \tilde{\mathbf{B}}_L = \phi_L Q_{ML} F_{ML} \) becomes

\[
(\phi_L Q_{ML} F_{ML})_{m,a} = \frac{1}{2} (\phi_L F_{ML})_{m,a} + \frac{1}{4} (\phi_L F_{ML})_{m,a-1} + \frac{1}{4} (\phi_L F_{ML})_{m,a+1},
\]

where each term is given by Eq. (S36). The columns of \( \tilde{\mathbf{B}}_L \) now decays faster as \( 1/|y-y_c|^3 \), as shown in Fig. S3c; a trade-off is that the main peak is now slightly wider.
In addition to increasing the window size \( w_t \), we can also reduce the compression error by padding extra channels. The \( \sin(\pi m M_L / n_y) \) term in the numerator of Eq. (S36) has a width of \( (n_y / M_L) \Delta x \) in \( y \). Therefore, we can pad extra channels to increase \( M_L \), which reduces the width of the dominant peak, making \( \tilde{B}_L \) more localized and reducing compression error for the same window size \( w_t \). Note that the extra channels we pad do not need to be propagating channels; evanescent ones works equally well since only the transverse profile is involved. The padded channels can be removed after computing \( CA^{-1}B \). In the limit where the padded \( M_L \) reaches \( n_y \), each column of \( \tilde{B}_L \) will be zero everywhere except at the pixel of \( m = m_e \), so the compression error completely vanishes even when the truncation window \( w_t \) is a single-pixel \( (\Delta x) \) wide.

In Sec. 14, we will give a detailed analysis of the compression error for the mm-wide metasurface examples considered in the main text; by choosing the truncation window size \( w_t \) and the number of channels to pad, we can make the compression error arbitrarily small.

Lastly, we note that \( \tilde{B}_L \) in Eq. (S36) and Eq. (S38) is already real-valued, so \( \tilde{C}_L = \tilde{B}_L^{\top} \) whenever \( M_L = M'_L \). The channel-index flipping described in Sec. 3 no longer necessary for making matrix \( K \) symmetric.

6. APF PSEUODOCODE

The pseudocodes of APF and APF-c are shown below, which is also the structure of our implementation made open-source at [14]. One can specify an arbitrary system contained in input argument \( \text{syst} \) (including the permittivity profile, wavelength, discretization grid size, boundary conditions, and PML parameters), arbitrary lists of source profiles given by matrix \( B \), and arbitrary output projections given by matrix \( C \). The algorithm returns the scattering matrix \( S \).

![Algorithm 1 APF](image1)

![Algorithm 2 APF-c](image2)

7. SYSTEM-SIZE SCALING FOR DISORDERED MEDIA SIMULATIONS

Figure S4 shows how the computing time and memory usage scale with the system size using different methods, for the disordered system in Fig. 2 of the main text with the aspect ratio \( W/L = 5 \) fixed while the overall system size \( (W \text{ and } L) \) varies. Some methods require more computing resources than we have access to, so their data points (open symbols) are extrapolated from smaller number of input angles \( M \) and/or smaller systems. We note that among all of these methods, APF exhibits the best scaling both in terms of computing time and in terms of memory usage, and is many orders of magnitude faster for large systems.
8. ROUND-OFF ERROR OF APF

While APF is in theory exact aside from discretization error (and compression error if APF-c is used), numerical round off is also present, and such round-off errors often grow with the system size. Therefore, it is necessary to check if the round-off error of APF is within the acceptable range. To characterize the round-off error, we compare results from APF to those obtained from a standard direct solver but with additional iterative refinement [15] steps that iterate until the entire solution (with all input channels) reaches machine-precision accuracy. Double precision is used throughout.

From that, we evaluate the relative $\ell^2$-norm error, $\|S_{\text{APF}} - S_0\|_2/\|S_0\|_2$, for the systems in Sec. 7, where $S_0$ is the scattering matrix (reshaped into a vector) computed with iterative refinement, and $S_{\text{APF}}$ is that from APF. The difference between the two is the round-off error of APF. The relative round-off error with respect to $N = \text{nnz}(K)$ scales as $O(N^{0.5})$ (Fig. S5): it is only $10^{-12}$ for the system considered in Fig. 2 of the main text where $N \approx 10^8$, and is estimated to be only $10^{-10}$ even for an extremely large system with a trillion matrix elements. We therefore conclude that the round-off error of APF is negligible even for the largest system one would possibly simulate.

Fig. S4. Scaling of computing time and memory usage using different methods. Computing time (a) and memory usage (b) versus the system size $LW/\lambda^2$. The two “FDFD direct” curves correspond to an unmodified version of MaxwellFDFD (blue curve) and one modified to have the LU factors reused for different inputs (black curve). The arrows on top indicate the system considered in Fig. 2 of the main text.

Fig. S5. Round-off error of APF. Circles show the relative difference between scattering matrices computed using APF and those computed using direct method with iterative refinement that iterates until machine precision is reached. Black line is a fitting curve. The black arrow on top indicates the system considered in Fig. 2 of the main text.
9. METALENS DESIGN AND SIMULATION

We start by describing how the hyperbolic and quadratic metalenses in Figs. 4–5 of the main text are designed. The metalens operates at wavelength \( \lambda = 532 \) nm and consists of 4,178 unit cells. Each unit cell (i.e., a meta-atom) has a titanium dioxide (TiO\(_2\)) ridge (refractive index \( n = 2.43 \)) sitting on a silica substrate (\( n = 1.46 \)) in air (\( n = 1 \)), as shown in Fig. S6a. The ridge height in \( x \) is fixed at \( L = 600 \) nm, and the width \( \Lambda \) of an unit cell is fixed at 239.4 nm. We consider ridge widths between 45 nm and 200 nm. We use a grid size of \( \Delta x = \lambda/40 \) for the finite-difference discretization, which ensures that the transmission phase shifts are accurate to within 0.1 radian (see Sec. 15). We then map out the phase and amplitude of the zeroth-order (i.e., \( a = b = 0 \)) transmission coefficient of the unit cell with Bloch periodic boundary condition in \( y \), for different ridge widths and different incident angles, as shown in Fig. S6b–c. From these results, we pick eight ridge widths as indicated by the green arrows in Fig. S6b–c and summarized in Table S1, which provide eight equally-spaced transmission phase shifts covering 0 to \( 2\pi \) at normal incidence.

For a hyperbolic metalens, the transmission phase shift at normal incidence should be space-dependent with a hyperbolic profile [16]

\[
\Phi_{\text{hyperbolic}}(y) = -\frac{2\pi}{\lambda}\sqrt{f^2 + y^2},
\]

(S39)

where \( f \) is the focal length. The coordinate \( y \) here is zero at the center of the metalens. A hyperbolic metalens can achieve diffraction-limited focusing at normal incidence but comes with off-axis aberrations at oblique incidence [17]. For a quadratic metalens, the transmission phase shift should follow a quadratic profile [18]

\[
\Phi_{\text{quadratic}}(y) = -\frac{2\pi}{\lambda}\frac{y^2}{2f}.
\]

(S40)

We construct the metalenses from the eight unit cells in Table S1, with the ridge width of each unit cell chosen based on the desired normal-incidence transmission phase shift at the center of that unit cell. The metalenses consists of 4,178 unit cells, with an overall width of \( W = 1000.2 \) \( \mu \)m. For the hyperbolic metalens, we use a focal length of \( f = 300 \) \( \mu \)m (corresponding to numerical aperture \( \text{NA} = 0.86 \)). For quadratic metalenses, there is a maximal effective numerical aperture of \( \text{NA}_{\text{eff}} = n_t/\sqrt{2} \) where \( n_t \) is the refractive index of the medium on the transmitted side [19], so we use a larger focal length of \( f = 500 \) \( \mu \)m (corresponding to \( \text{NA} = 0.71 \)).

| Relative phase shift | 0    | \( \pi/4 \) | \( \pi/2 \) | \( 3\pi/4 \) | \( \pi \) | \( 5\pi/4 \) | \( 3\pi/2 \) | \( 7\pi/4 \) |
|----------------------|------|-------------|-------------|-------------|--------|-------------|-------------|-------------|
| Ridge width (nm)     | 40.0 | 49.1        | 60.7        | 73.1        | 87.4   | 107.1       | 138.2       | 172.3       |

Table S1. Ridge widths used for the metalens design. Eight ridge widths and the corresponding relative transmission phase shifts at normal incidence.
Fig. S7. System-size scaling for metasurface simulations with RCWA and RGF. a-b. Computing time and memory usage of RCWA to simulate metasurfaces with varying widths \( W \). c-d. Corresponding results with RGF. Blue circles are from simulations, green dashed lines are \( \mathcal{O}(W^3) \) and \( \mathcal{O}(W^2) \) fitting curves, and red circles are the points we extrapolate to estimate the computing time and memory usage for simulating a mm-wide metasurface, as shown in Fig. 4 of the main text.

Such design, although standard, is quite simplistic as it only considers normal incidence and assumes that the unit-cell simulations (which are carried out for fully periodic systems) are sufficient for capturing the response of the aperiodic metalens. The purpose of this design here is not to realize a high-performance metalens, but simply to provide a test system to benchmark the APF method.

After building \( \varepsilon_r(x, y) \) of the mm-wide metalens, we carry out full-wave simulations with APF-c to compute its transmission matrix. The simulation domain is schematically illustrated in Fig. 4a of the main text, with PML on all four sides to describe a fully open system; also see the Methods section of the main text. The pre-compression inputs are line sources in the silica substrate immediately behind the TiO\(_2\) ridges, which generate incident plane waves truncated with a rectangular window over the width \( W \) of the metalens; this models the effect of having an aperture that blocks incident light beyond width \( W_{\text{in}} = W \). We use the set of propagating input channels for a periodic boundary in \( y \) with width \( W_{\text{in}} \), and restrict to the \( 2W_{\text{in}}/\lambda = 3,761 \) incident angles with \( |\theta_{\text{in}}| \leq \text{asin}(1/\eta_{\text{substrate}}) = 43^\circ \) (namely, \( |\theta_{\text{in}}| \leq 90^\circ \) in air); as described in Sec. 1A, this is the minimal number of channels we need to specify wavefronts incident from air prior to entering the substrate. For the output projections, we take the total field \( E_z(x = L, y) \) immediately after the TiO\(_2\) ridges across a width \( W_{\text{out}} = W + 40\lambda \) in \( y \) that is sufficiently large to contain all of the transmitted light, and project it onto the \( 2W_{\text{out}}/\lambda = 3,841 \) propagating plane waves in air with \( |\theta_{\text{out}}| \leq 90^\circ \); this is the minimal number of output projections we need to specify the propagating components of the transmitted light. The input and output matrices are compressed for the computations, following the steps in Sec. 5.

10. SYSTEM-SIZE SCALING FOR METAVERSE SIMULATIONS WITH RCWA AND RGF

As RCWA and RGF work with dense matrices, they do not scale well with the system size, and simulating the mm-wide metasurface requires more computing resources than we have access to. Therefore, we extrapolate from smaller systems. We fix the thickness of the metasurface, and run RCWA and RGF simulations with increasing metasurface width \( W \); the computing time and memory usage are shown as blue circles in Fig. S7. The computing
times scale with the expected scaling of $O(W^3)$ which is the time scaling to invert and to multiply size-$O(W)$ dense matrices, so we fit the data with $O(W^3)$ curves (green dashed lines) and extrapolate to a mm-wide metasurface (red circle). Similarly, the memory usages scale as $O(W^2)$, which we use to extrapolate to a mm-wide metasurface.

11. ANGULAR SPECTRUM PROPAGATION

We use angular spectrum propagation (ASP) to obtain field profile in the free space after the metasens. We express $E_z(x, y)$ in terms of its Fourier components $\tilde{E}_z(x, k_y)$ as

$$E_z(x, y) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} dk_y \tilde{E}_z(x, k_y) e^{ik_y y}. \quad (S41)$$

Plugging Eq. (S41) into Eq. (S2) with $x \geq L$ [where $\varepsilon_r(x, y) = 1$] gives $\frac{\partial^2}{\partial x^2} \tilde{E}_z(x, k_y) = -k_x^2$ with $k_x = \sqrt{(\omega/c)^2 - k_y^2}$. As there is no light incident from the right, light must propagate or decay to the right, so

$$\tilde{E}_z(x \geq L, k_y) = \tilde{E}_z(x = L, k_y) e^{ik_y (x - L)}. \quad (S42)$$

Therefore, given the total field $E_z(x = L, y)$ immediately after the metasurface, we can take its Fourier transform to obtain $\tilde{E}_z(x = L, k_y)$, propagate it forward with Eq. (S42), and obtain the field profile anywhere in the free space after the metasens with Eq. (S41). This method is called “angular spectrum propagation” (ASP) [20].

The evanescent components (for which $|k_y| > \omega/c$) decay exponentially. Since we are not interested in the near-field close to the metasurface, we can ignore the evanescent components, and replace the $\int_{-\infty}^{\infty} dk_y$ integration range with $\int_{-\omega/c}^{\omega/c} dk_y$. Therefore, to perform ASP, we only need the propagating Fourier components of $E_z(x = L, y)$, which are precisely what’s contained in the transmission matrix we computed with APF-c.

There is one subtlety. In practice, the continuous integration over $k_y$ must be approximated with a discrete summation. The transmission matrix elements have the transverse wave number $k_y$ of the transmitted light evenly spaced by $2\pi/W_{\text{out}}$ as described below Eq. (S5). If we perform ASP and the approximated integration directly with such $2\pi/W_{\text{out}}$ momentum spacing, it will introduce an artificial periodic boundary with periodicity $W_{\text{out}}$: light that reaches the boundary will wrap around and reenter from the other side instead of leaving the domain of interest. Therefore, we need a transverse momentum spacing finer than $2\pi/W_{\text{out}}$. To achieve so, we first evaluate $E_z(x = L, y)$ using Eq. (S7), restricting the summation over $b$ to the propagating components contained in the computed transmission matrix. Then, we evaluate its Fourier components

$$\tilde{E}_z(x = L, k_y) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} dy E_z(x = L, y) e^{-ik_y y} \quad (S43)$$

on a finer grid of transverse momentum $k_y$ spaced by $2\pi/W_{\text{ASP}}$. Here, we use $W_{\text{ASP}} \approx 2W$, which is sufficient for eliminating the periodic wrapping artifacts within the domain of interest ($x \lesssim f, |y| < W/2$).

The integration range $\int_{-\infty}^{\infty} dy$ in Eq. (S43) can be truncated to the width $W_{\text{out}}$ where we perform the output projections, since the field beyond such window is negligibly small. A high resolution of $\Delta x = \lambda/40$ is not necessary for this spatial integration since the refractive index is lower ($n = 1$ in air) and since only the propagating components (which vary slowly in $y$) are of interest, so we use a coarser resolution of $\Delta x' = \lambda/8$ for the integration in Eq. (S43). The evaluations of Eq. (S7), Eq. (S43), and then Eq. (S41) can all be done efficiently with fast Fourier transforms [12].

ASP is an exact method; when the continuous integrals are not replaced by discrete summations, ASP is mathematically equivalent to the Rayleigh–Sommerfeld diffraction integral [21] used in Ref. [22] where it was referred to as the equivalent-current formulation.

12. METALENS TRANSMISSION EFFICIENCY AND STREHL RATIO

The transmission efficiency and the Strehl ratio are important metrics for assessing the performance of a metasens. Here we evaluate the incident-angle dependence of these quantities using the transmission matrix computed with APF-c. We define the transmission efficiency as the total transmitted flux in $x$ direction divided by the total incident flux in $x$ direction. Since our definition of the transmission matrix [as in Eq. (S7)] is already flux-normalized, the transmission efficiency of a truncated incident plane wave with angle $\theta_{\text{in}}^{(a)}$ is simply

$$T_a = \sum_b |t_{ba}|^2. \quad (S44)$$
The Strehl ratio is defined as the actual intensity at the focal spot $|E_z(x = L + f, y = f)|^2$ divided by the would-be intensity $|E_z^{(\text{ideal})}(r_f)|^2$ at the focus if perfect diffraction-limited focusing were achieved with the given transmission efficiency. Since the focus location $y_f$ depends on the incident angle and is not clearly defined at large angles where aberrations are significant, we evaluate $|E_z(x = L + f, y = f)|^2$ as $\max_y |E_z(x = L + f, y)|^2$. With the transmission efficiency adjusted, the Strehl ratio is therefore

$$SR(\theta_{in}^{(a)}) = \frac{\max_y |E_z^{(a)}(x = L + f, y)|^2 / T_a}{|E_z^{(\text{ideal})}(r_f)|^2 / T_{\text{ideal}}}, \quad (S45)$$

where the field profile $E_z^{(a)}(x = L + f, y)$ with incident angle $\theta_{in}^{(a)}$ is computed with angular spectrum propagation as described in Sec. 11. To compute $|E_z^{(\text{ideal})}(r_f)|^2 / T_{\text{ideal}}$, we let the ideal field profile immediately after the metasurface be $E_z^{(\text{ideal})}(x = L, y) = e^{i\Phi_{\text{hyperbolic}}(y)}$ as in Eq. S39; its associated transmission efficiency $T_{\text{ideal}}$ and field at the focus $E_z^{(\text{ideal})}(r_f) = E_z^{(\text{ideal})}(x = L + f, y = 0)$ are then evaluated with the same procedure as above.

### 13. Locally-Periodic Approximations

Here we consider the locally-periodic approximation (LPA), which is commonly used when full-wave simulations of the entire metasurface take too much computing resources. As the field $E_z^{(a)}(x = L, y)$ immediately after the metasurface is the only input for the transmission efficiency and angular spectrum propagation, here we use LPA to approximate $E_z^{(a)}(x = L, y)$. We consider two LPA formalisms, referred to as LPA I and LPA II here. In both formalisms, the approach is to divide the metasurface into individual unit cells and assume that the response of each unit cell can be described by the unit-cell simulations in Sec. 9 and Fig. S6 performed for an individual unit cell under Bloch periodic boundary condition. The unit-cell simulations have incident fields $E_z^{(\text{inc},p)}(x, y) = \frac{E_0}{\sqrt{Ak_z^{(a,R)}w}} \exp\left[ik_z^{(a,L)}x + ik_y^{(a,L)}(y - y_p)\right]$ where $y_p = (p - 1)\Lambda$ is the starting position of the $p$-th unit cell, while for the full-metasurface simulation we want the incident field to be $E_z^{(\text{in})}(x, y) = \frac{E_0}{\sqrt{Ak_z^{(a,R)}w}} \exp\left[ik_z^{(a,L)}x + ik_y^{(a,L)}y\right]$, so a prefactor of $\sqrt{\Lambda/w} \exp\left[ik_y^{(a,L)}y_p\right]$ needs to be added.

Let $E_z^{(a),p}(x, y)$ with $0 \leq y \leq \Lambda$ be the total field from simulation of the $p$-th unit cell with incident angle $\theta_a$. Then, LPA II simply stitches together such unit-cell field profiles to approximate $E_z^{(a)}(x = L, y)$, as

$$E_z^{(a),\text{LPA-II}}(x = L, y) = \sqrt{\frac{\Lambda}{W}} \sum_{p=1}^{N_p} e^{i\theta_a} e^{ik_y^{(a,L)}y_p} E_z^{(a),p}(x = L, y - y_p) \Pi_p(y), \quad (S46)$$

where $N_p = 4,178$ is the unit of unit cells, and $\Pi_p(y)$ is a rectangular function that equals 1 when $y_p \leq y \leq y_p + \Lambda$, 0 elsewhere. LPA II includes all propagating and evanescent components of the unit-cell simulations, all of which are contained in $E_z^{(a),p}(x, y)$.

Oftentimes, only the zeroth-order ($i.e., a = b = 0$) transmission coefficient of the unit cell is considered. Therefore, LPA I uses

$$E_z^{(a),\text{LPA-I}}(x = L, y) = \sqrt{\frac{\Lambda}{W}} \sum_{p=1}^{N_p} e^{ik_y^{(a,L)}y_p} E_z^{(a),p;\text{prop}}(x = L, y - y_p) \Pi_p(y), \quad (S47)$$

where

$$E_z^{(a),p;\text{prop}}(x = L, y) = t_p \frac{e^{ik_y^{(a,R)}y}}{\sqrt{Ak_z^{(a,R)}}}, \quad 0 \leq y \leq \Lambda \quad (S48)$$

is the zeroth-order propagating component of the $p$-th unit cell as in Eq. (S7), with $t_p$ being the corresponding transmission coefficient. Since $\Lambda < \lambda/2$ here, this zeroth-order component is the only propagating component on the transmitted side.

Given the approximate $E_z^{(a)}(x = L, y)$, we then use the same angular spectrum propagation procedure to obtain the approximate $E_z^{(a)}(x = L + f, y)$. 
14. APF-C COMPRESSION ERROR

As described in Sec. 5, the APF-c compression error can be reduced to arbitrarily small by increasing the truncation window $w_t$ and/or by padding $M_{pad}$ additional channels. Here, we characterize the APF-c compression error of the metalens systems. As described in the main text, we compute the relative $\ell^2$-norm error $\|I - I_0\|_2/\|I_0\|_2$, with $I_0$ being a vector containing the intensity $|E_z^{(a)}(x = L + f, y)|^2$ at the focal plane within $|y| < W/2$ calculated from APF without compression, and $I$ from APF-c. Fig. S8 plots the error as a function of the incident angle for varying $w_t$ and $M_{pad}$. The same $w_t$ and $M_{pad}$ is used on both the left (incident) and the right (transmitted) sides.

15. DISCRETIZATION ERROR

The grid size $\Delta x$ in the finite-difference discretization and the number of Fourier components in RCWA are chosen to ensure sufficient accuracy, which we describe here.

For metalenses, the most important property is the transmission phase shift. Figure S9a shows the discretization error of the zeroth-order transmission phase shift, $\Phi_{FDFD}^{\Delta x=\lambda/40} - \Phi_{FDFD}^{\Delta x=\lambda/240}$ of the unit cells described in Sec. 9. We see that the discretization error is negligible away from the resonances, and the error at the resonances arises because the angle at which the resonance exists is highly sensitive on the structure. Here, the wrapped $|\Phi_{FDFD}^{\Delta x=\lambda/40} - \Phi_{FDFD}^{\Delta x=\lambda/240}|$ averaged over angles and ridge widths is 0.11 radian. So, we use $\Delta x = \lambda/40$ for the metasurface simulations using
APF and using MaxwellFDFD.

Similarly, Figure S9b shows the discretization error of the transmission phase shift for RCWA, \( \Phi_{\text{RCWA}}^{\text{num}G=5} - \Phi_{\text{RCWA}}^{\text{num}G=99} \), where \( \text{num}G \) is the number of Fourier components used in the unit cell simulations. The error is comparable to Fig. S9a, with averaged \( |\Phi_{\text{RCWA}}^{\text{num}G=5} - \Phi_{\text{RCWA}}^{\text{num}G=99}| \) being 0.10 radian. So, we use 5 Fourier components per unit cell (11 Fourier components per \( \lambda \)) for the metasurface benchmarks with RCWA.

We checked that FDFD and RCWA give consistent results, with \( |\Phi_{\text{FDFD}}^{\Delta x=\lambda/40} - \Phi_{\text{RCWA}}^{\text{num}G=99}| \) averaging to 0.03 radian.

16. CAPTIONS FOR SUPPLEMENTARY MOVIES

Movie S1. Intensity profile of light transmitted through the mm-wide hyperbolic metalens as the incident angle varies. The profiles are normalized such that the incident flux is the same for all incident angles, and the colorbar is saturated near normal incidence in order to show the profiles at oblique incidence. The Strehl ratio and transmission efficiency is also shown.

Movie S2. Corresponding intensity profiles for the quadratic metalens.
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