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ABSTRACT: This paper proposes and evaluates an algorithm called Multi-Objective planning based on Simulated Annealing (MOSA) that plans a trajectory (speed profile) for a passenger car on a free, single lane road. This algorithm is relying on a decomposition of the decision space into “chunks” that are optimized separately. Two objectives have been taken into account: travel time and fuel consumption. Optimization constraints are built from safety modelings combining legal speed, curves speed limits and junctions limits. The multi-objective optimization is performed through a linear scalarisation method and the optimization is a parametric optimization based on simulated annealing. The algorithm has been tested on simulated annealing convergence and results show a good convergence under 500 iterations and a small sensitivity to variables initialization. However, sensitivity to core parameters of the simulated annealing (initial temperature and temperature decreasing rate) is very high and some guidelines for the calibration of these parameters are given in this paper. Then, the algorithm has been tested and compared to experimental results and it shows that, even if some drivers can drive the road quicker than the algorithm, they cannot drive with a lower fuel consumption. Furthermore, the algorithm results are better than the most of the experimental results according to the Pareto definition of dominance and global results outperform results from another planning algorithm based on Dijkstra’s algorithm. Future works will concentrate on improving the algorithm to be more reactive to unexpected obstacles and more consistent in the “chunks” transitions.
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1. INTRODUCTION

The autonomous vehicle is currently on everyone's lips, from the largest automakers/OEM to the newcomers in this field (Google, Tesla ...). Driving automation, once synonymous with science fiction, is now expected as a silver bullet to solve road safety, impact of transport on the environment and congestion of road infrastructures issues. However, main issues related to technology, legislation and ethics still stand in the way of mass marketing. One of the most complex topic concerns the driver acceptance in a safe and green environment.

Autonomous driving is mainly relying on perception, decision, planning and control steps. On one hand, perception, which consists in detecting/assessing/identifying the environment “key components” from a static and dynamic point of view, has been widely researched in last decades. The results and the progresses of these researches can be seen everyday in numerous prototypes (1)(10)(11)(12). Control, consisting in following a determined trajectory, has also been deeply studied in the last decades and it can be considered as a closed issue from the automotive point of view (for standard cars) (2). Decision and planning, on the other hand has become a more and more interesting topic consisting in defining a possible and/or optimal trajectory to be followed on the detected environment (3,4, 13, 14, 15, 16). This implies efficient algorithms that computes multiple possibilities. A characteristic that might increase this level of complexity is that the transportation trajectory planning problems are multi-objectives. A car needs to reach its destination as quickly as possible by keeping its occupants in highly safety conditions and consuming the lowest quantity of energy.

This article proposes and evaluates a speed profile planning algorithm warranting safety, optimizing energy use, and managing travel time of an autonomous vehicle in order to increase the driver and passengers acceptance. This algorithm is based on a parametric description of a speed profile that is then generated using a multiobjective optimization procedure. The parametric description of the speed profile, inspired by traffic simulation modeling has been designed to maximize driver and passengers acceptance. Safety rules and safety parameters are taken into account in the first step of the algorithm where safety constraints are defined. Afterwards, the speed profile is optimized within this generated constraints set.

2. METHODOLOGY

This paper proposes and evaluates an algorithm called Multi-Objective planning based on Simulated Annealing (MOSA). The first step of this study is to develop the algorithm. MOSA is able to build a constrained set from road properties and to generate optimal speed profiles according to the Pareto definition of optimality (5). Then, safety is considered as a constraint and both fuel use and travel time are selected as objectives. The main idea of the algorithm is to share/split the speed profile in “chunks”, each of them being independent. Each of these chunks is then optimized using a multi-objective strategy (linear scalarisation) (8) and an optimization algorithm (simulated annealing) (9). Finally a set of optimal trajectories is generated. In this step, a detailed
The proposed algorithm (MOSA) has several properties:

- More information will be given in a next section of this paper. This enable us to compare an optimal algorithm to humans trying to drive in an optimal way. The comparison is mainly performed using the definition of the Pareto frontier. This frontier, made of dominant solutions, is also used to compare the algorithms together.

### 3. CHUNKED PARAMETRIC MULTIOBJECTIVE OPTIMIZATION

The proposed algorithm (MOSA) has several properties:

- **Chunked**: The speed limit profile is split into sub elements (chunks) in order to reduce the computational complexity.
- **Multi-objective**: Each chunk is processed separately using a multi-objective optimization method. For each chunk, several speed profiles are generated using a linear skalairisation method where a weight is associated to each objective.
- **Optimal**: An optimization procedure is used to generate and optimize each chunk. Here, a simulated annealing has been used but others multi-dimensional optimizations might be used.
- **Parametric**: On each chunk, the speed profile is defined from an analytic function (a combination of segments based on IDM from M. Treiber (17, 18)) where a set of 5 parameters defines a speed profile of a chunk.

The following part of this section describes the algorithm in details.

#### 3.1. Generating constraints

In order to generate speed profiles, the first step consists in the generation of speed constraints. These constraints are coming from safety aspects such as legal speed limits, safe speeds in curves, ...). This generation of constraints is done in three stages:

- **Collection of main upcoming road data such as road grade, road speed limit, road curvature, junction type, presence of road elements (pedestrian crossing, speed bump,...).**
- **Conversion into speed limits**: From the collected data, safety constraints are generated that will limit the optimization research space. This step is performed by modeling safety limits from a simplified vehicle dynamic model (point model with Coulomb friction) combined to a human driver model (IDM) (17) in order to evaluate safe speed limits in curves and junctions. In this last model, a simple acceleration limit, depending on speed has been used.
- **Each previously collected data element is then associated to a speed limit and a combination of these different speed limits, by selecting the lowest one, allows to build a general speed limit on the selected route (in red on figure 2).**

It can be noticed in Figure 2 that the limit speed profile is made of square signals in order to facilitate the chunking step.

Finally, the parameter vector is optimized several times according to the weights associated to the travel time and energy economy criteria. The variation of these weights defines the driver style.

Several optimization methods (genetic algorithm, simulated annealing and simplex search) are then compared during an evaluation step. For a D type speed profile (steady speed), depending on the energy use modeling, the optimization can be done analytically.

#### 3.2. Chunking

This speed limit is chunked into several elementary parts, each of them being constituted of an elementary speed profile that can be one of the four types (A: acceleration and constant speed phase; B: acceleration, steady speed and deceleration, C: steady speed and deceleration, D: steady speed) as presented in figure 1. The type of speed profile depends on the type of edge on the speed limit. For example, If two falling edges are succeeding then the speed profile is a C type. If two rising edge are succeeding then the speed profile is a A type. If a rising edge is followed by a falling edge, the speed profile is a B type and if a falling edge is followed by a rising edge, the speed profile is D type. A safety margin has been added to be sure that chunks are not too short because of input signal quality issues. Then a chunk can not be shorter than 20 meters.

![Fig. 1: Chunking methodology description on standards speed profiles](image)

A result of chunking is showed in Figure 2 where a trip of 15 km has been split into a set of elements. This method will almost have linear computational time consumption when the distance increases. This computational time consumption will be highly influenced by the number and lengths of chunks.
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and passenger acceptability of the autonomous vehicle.

3.3 Generating a speed profile

Each elementary speed profile is composed, depending on the chunk type, of three phases:

- **A type**: Acceleration, linear speed variation and deceleration
- **B type**: Acceleration, linear speed variation and deceleration
- **C type**: Deceleration, linear speed variation and deceleration
- **D type**: Deceleration, linear speed variation and acceleration

Acceleration and deceleration speed profiles are generated with the IDM (Intelligent Driver Model, Treiber, 2000) (17) equations which represent the human driver behavior while accelerating. The free acceleration equation of this model used in this paper is given by:

\[ \varphi^{\text{free}} = a \left[ 1 - \left( \frac{v}{v_0} \right)^{\alpha} \right] \]

Where \( \varphi^{\text{free}} \) is the time derivative of the vehicle velocity, \( v_0 \) the desired velocity, \( a \) the maximal longitudinal acceleration, \( v \) the vehicle velocity.

It is here supposed that using this function will increase the driver and passenger acceptability of the autonomous vehicle. Acceleration and deceleration curves can be defined by 3 parameters (acceleration at origin, desired speed, final deceleration). The linear speed variation phase is simply an connection interface between the acceleration phase and the deceleration phase. Then, to totally describe the speed profile on one chunk, only five parameters are required:

- \( a \) : Initial acceleration (ms\(^{-2}\))
- \( V_\text{Des} \) : Desired speed (ms\(^{-1}\))
- \( p_a \) : Percentage of distance of acceleration phase
- \( p_c \) : Percentage of distance of deceleration phase
- \( d \) : Final deceleration (ms\(^{-2}\))

3.4. Multi-objective optimization

Multiobjective optimization is making a multicriteria analysis process to find the best compromise among alternative decisions and optimize a number of possibly conflicting objectives simultaneously. It this work, it is formulated as:

\[ \min(f_1(x), f_2(x)) \]

\[ x \in \Omega \]

Where: \( f_i : \mathbb{R}^n \rightarrow \mathbb{R}, i = 1,2 \) are the (conflicting) objectives and \( \Omega \subseteq \mathbb{R}^n \) is a feasible region. Each of the functions \( f_i \) represents an objective. In this case, two objectives are considered: Travel time and fuel consumption. As in this paper, we consider a safe and ecological speed profile planning as a multiobjective optimization problem, where the goal is to minimize the energy consumption and the the travel time.

Several ways exist to perform a multiobjective analysis and a complete description of methods can be found in (19, 20, 21). This paper, the linear scalarisation method has been selected. It consists in merging two cost functions into one by adding linear weights to each function. Here, we have:

\[ f_0(x) = \alpha_1 f_1(x) + \alpha_2 f_2(x) \]

Where \( f_0(x) \) is the merged cost function , \( \alpha_1 \) the weight of the first cost function and \( \alpha_2 \) the weight of the second cost function.

Finally, the multiobjective procedure consists in minimizing \( f_0(x) \) for different values of \( \alpha_1 \) and \( \alpha_2 \). When \( \alpha_1 \) is negligible in comparison with \( \alpha_2 \), the multiobjective optimization will be equivalent to the sole minimization of \( f_2(x) \) and when \( \alpha_2 \) is negligible compared to \( \alpha_1 \), the multiobjective optimization will be equivalent to the sole minimization of \( f_1(x) \). Then, by varying \( \alpha_1 \) and \( \alpha_2 \), a complete set of different but optimal solutions will be found. It is important to note that the multiobjective optimization procedure used in this paper is sensitive to the \( \alpha_1/\alpha_2 \) ratio. Then, it has been decided to fix the value of \( \alpha_1 \) to 1 and change the value of \( \alpha_2 \). The values of \( \alpha_2 \) have been empirically chosen in order to have the widest range of solution

3.5. Cost functions: Travel time and fuel use

In this paper, two cost functions are considered:

- \( f_1(x) \) that is the total travel time on the chunk
- \( f_2(x) \) that is the energy use (fuel use) on the chunk

While \( f_1(x) \) is easy to estimate from a generated speed profile, \( f_2(x) \) can be hard to estimate. Then, a fuel use modelling, called SEFUM (Semi-Empirical Fuel Use Modeling), developed and validated in (8) has been used.

The basic hypothesis of SEFUM is that the tank-to-wheel efficiency ratio can be estimated from a polynomial function of the vehicle speed empirically measured for all vehicles. This is a complete analytical model, in opposition to states models, that should result in low computation times. The innovative idea is then to consider that one equation can represent all vehicle states. Therefore, the analytical developments are consistent with an automatic gearbox vehicle but it is assumed that the model will be efficient for manual gearbox vehicles even if engine speed is not directly taken into account. The theoretical consumed energy, \( E_{\text{theo}} \), in a time step dt is evaluated by the following formulae:

\[ E_{\text{theo}} = \frac{1}{2} \rho_{\text{air}} SC_k v^2 + C_r mg + mpg + ma \] v dt,

where \( \rho_{\text{air}} = 1.2 \text{kg m}^{-3} \) is the density of the air, \( S \text{ (m}^2\) is the end face, \( C_k \) is the longitudinal drag coefficient, \( C_r = 0.015 \) is the coefficient of rolling resistance, \( m \) (kg) is the vehicle mass, \( g = 9.81 \text{ m s}^{-2} \) is the standard gravity, \( p \% \) is the road grade, \( a \text{ (m s}^{-2}\) is the vehicle longitudinal acceleration, \( v \text{ the vehicle longitudinal speed and dt (s) the time step.}
Then, the efficiency ratio has been applied to take into account the energy losses in the combustion process and transmission. This ratio has been deduced from real experiments from Wang et al. (2008)(9) where the fuel consumption has been measured at different speeds. This method assumes that the engine speed can be neglected.

\[ \eta = \frac{E_{\text{theo}}}{E_{\text{meas}}} = \frac{1}{2} \frac{\rho_a S_c u^2 + C_R m g + m p g}{f(v) e_{\text{carb}} p_{\text{carb}}}, \]

where \( E_{\text{theo}} \) is the theoretical energy consumed if the vehicle was the one tested by Wang et al. (9), \( E_{\text{meas}} \) the measured energy consumed by the test vehicle, \( f(v) = 0.00026 v^4 - 0.0118 v^3 + 0.48 v^2 - 5.5 v + 25 \) is a function fitted from the work of Wang et al. which gives the fuel consumption in liters per hundred kilometers according to the vehicle speed, \( e_{\text{carb}} = 42.5 \times 10^4 \text{J} \text{kg}^{-1} \) is the energy density of fuel and \( p_{\text{carb}} = 0.76 \text{kg L}^{-1} \) is the fuel density.

3.6. Optimization algorithm

The selected algorithm is the simulated annealing (7). This algorithm simulates the annealing process for hardening steel. The main idea of this algorithm is to define an initial temperature and to reduce it at each iteration. An initial solution \( x \) is evaluated through the \( f_0(x) \) cost function. Then, a random move, whose the amplitude depends on the current temperature, is evaluated. If the new position is better than the previous one, it is accepted. Otherwise, the solution is accepted with a probability depending on the temperature. Here, \( x \) is a vector of five elements describing the speed profile of one chunk:

- \( x_1 \): Initial acceleration (ms\(^{-2}\))
- \( x_2 \): \( V_{\text{des}} \): desired speed (ms\(^{-1}\))
- \( x_3 \): \( p_{\text{a}} \): percentage of distance of acceleration phase
- \( x_4 \): \( p_{\text{d}} \): percentage of distance of deceleration phase
- \( x_5 \): \( d \): Final deceleration (ms\(^{-2}\))

The minimum, maximum and initial values of these elements are given in table 1. These values have been selected in order to represent the maximum physical range. Figure 4 shows the sensitivity of the algorithm to the initial values.

Table 1: Minimum, maximum and initial values of solution elements: \( V_{\text{max}} \) is the maximum speed on the considered chunk.

| Element | Minimum value | Maximum value | Initial value |
|---------|---------------|---------------|---------------|
| \( x_1 \) | 0.2 \( \text{ms}^{-2} \) | 8 \( \text{ms}^{-2} \) | 3 \( \text{ms}^{-2} \) |
| \( x_2 \) | 0.25 \( V_{\text{max}} \) | \( V_{\text{max}} \) | 0.75 \( V_{\text{max}} \) |
| \( x_3 \) | 10 | 33 | 17 |
| \( x_4 \) | 10 | 33 | 17 |
| \( x_5 \) | -0.2 | -8 | -2 |

4. Experimental Dataset description

To evaluate the performances of the algorithm, it has to be compared to real experiments. This has been done using an experimental dataset that is hereafter described.

The experiments were performed with two classes of driving behaviors on the same route: “normal” and fuel efficient way to drive commonly known as “ecodriving”. Twenty-one drivers participated in these experiments that took place in June and July 2009 in Jouars-Pontchartrain (Yvelines) in France. In order to minimize traffic influence, the chosen route is of interurban type with a length of 15 km. The trips were all performed under free flow conditions and with dry weather. First of all, the journey is discovered by the subjects while seeing the observer driving and giving safety and direction instructions. Then, the trip was driven twice by each driver: Firstly with a normal driving, and secondly following the “Golden Rules” of eco-driving defined and used in the Ecodrive project (Ecodrive, 2009):

- Change Gear upwards as soon as possible: Shift up between 1.500 and 2.000 revolutions.
- Do not accelerate quickly or harshly.
- Anticipate traffic flow: Look ahead as far as possible and anticipate what is happening. Plan your actions accordingly. Do not brake sharply or heavily.
- Maintain a steady speed at low RPM: Use the highest gear for the conditions and drive with low engine speed.
- Decelerate Smoothly: When you have to slow down or to stop, decelerate smoothly and leave the car in gear as long as is possible.

These rules were given in a written form to be read by the drivers just before the ecological trip. To eliminate a learning effect of the journey, trips order has been counterbalanced.

4.1. Test site road description

Experimental data have been acquired on road containing interurban and urban networks in the region of Paris in France. This road has been selected to represent a wide variety of travels on various road characteristics (road grade, curvature, . . .). The trip is 15 km long. Road parameters have been measured using a dedicated instrumented vehicle, called VANI (Vehicle for Analysis of Itineraries). This vehicle has been validated over a large range of roads in France. For instance, an important measurement is the road slope, as presented in Fig. 3. This figure presents how the slope varied along the trip and this information is taken into account in every fuel use modeling tested in this study. In the case of this route, the slope varies approximately from -5% to 5% which represents a hilly road in France. Very steep slopes, as mountain roads, have not been taken into account in this study.

4.2. Test vehicle

The vehicle used was a petrol-driven Renault Clio III with a 5 gears manual gearbox from 2008 which is representative of the French private passenger car fleet. The vehicle has been equipped with a VECTOR box CAN datalogger directly connected to a Personal Computer with the Windows OS. Data are collected through RTMaps software at a 20 Hz frequency. Fuel measurement reference is obtain from the CAN signal at a 80 mm3 resolution. The other logged signals involved the vehicle longitudinal speed, acceleration, RPM and gas pedal position. The vehicle has been also equipped with a GPS, a camera in front of the vehicle and a fuel flow meter DFL1x-5bar used to validate the fuel consumption estimated from the CAN bus.

4.3. Test participants

21 test participants have been recruited. Four of these drivers were ecodriving instructors while others were recruited among one thousand persons working in two different research institutes. They were asked to drive in two conditions: normal driving (no modification of their driving style) and ecodriving (after a short theoretical training as defined in Barkenbus (2010)(22), Barth and Boriboonsomsin (2009)(23), and Beusen et al. (2009)(24)). For ecodriving conditions, advice have been given to the drivers: do not accelerate too strongly, shift gear as soon as possible,
anticipate traffic. These rules, whose some of them are yet under discussion, are considered as a definition of ecodriving at the time of the study. The use of two conditions for the experimental data has been helpful in the evaluation of fuel use model. Actually, fuel use model, and more specifically backward models, are sensitive to the driving patterns. This is due to the efficiency functions that always simplifies the real efficiency.

5. Evaluation of the trajectory planning algorithm

The performed evaluation is twofolds: Firstly a convergence and sensitivity of the simulated annealing is necessary to warrant the optimality of the proposed method. Secondly, results are compared on the dataset test route using the Pareto frontier and dominance definitions.

5.1. Results of simulated annealing

The first step has been to evaluate the convergence of the simulated annealing on a specific condition. Here, it has been selected to work on the minimization of travel time only, on a 400 meters chunk with a speed limit of 25 ms\(^{-1}\). In these conditions, the minimum travel time, considering an acceleration and deceleration norm limited to 8 ms\(^{-2}\), is 19.1 seconds. This time is underestimated as acceleration is not constant in the speed profile generator. Figure 3 shows a simulation run. It can be seen that the convergence is reached in a few iterations (less than 500) with a value under 20 seconds which is close to the optimal value. This convergence can be reached on any test in 500 iterations.

Simulated annealing is famous for being hard to calibrate. Then, the third step consisted in testing the influence of two parameters of the simulated annealing in order help in the calibration procedure. The first one is the initial temperature that is well known for having a strong effect on results. The second one is the temperature decreasing ratio that is assumed to have an influence on the minimization quality. These two parameters have been tested between a lower and upper bound. 7 values have been tested for the temperature decreasing ratio and 8 values for the initial temperature. In this case, all combinations of parameters have been tested 10 times and averaged. Results are displayed in Figure 5. In this figure, it can be noticed that higher the temperature is and higher is the travel time and worse is the convergence. On the other hand, higher the temperature decreasing rate is and better is the convergence. However, for decreasing rates closer to 1, the convergence is worse as the algorithm become as efficient as a purely random algorithm.
5.2. Global evaluation

A global evaluation has then been performed by comparing the results of the whole algorithm to experimental results and results from another multi-objective optimization method (Dijkstra’s), described in the following sub section.

5.2.1 Dijkstra’s multi-objective optimization

Dijkstra’s algorithm is an algorithm for finding the shortest paths between nodes in a graph (25). The algorithm used in this paper is a modified version of the A* presented in (26) without heuristics. The optimization conditions have been set to the same values as the MOSA and both algorithms have been implemented under Matlab software. A notable difference between the two algorithms is that Dijkstra’s method computes optimal speed at a fixed distance step of 10 meters where MOSA computes at a fixed time step of 0.05 seconds. Thus Dijkstra’s algorithm can test more speed possibilities because speed is not constrained by a function but at lower frequency. This difference is due to the nature of the two algorithms Dijkstra’s being a graph search algorithm and MOSA a piecewise continuous functions optimization method.

5.2.2 Results

First, Figure 6 shows optimized speed profiles on the same route as where experiments have been performed. Results show strong differences between the speed profile in the extremum conditions. The specificity of the chunking method shows some of its limits because transition points necessarily need to be reached while humans would probably not drive this way. Total computation time is around 300 seconds which is widely enough for real time computation at 50 ms-1.

Dijkstra’s method as travel time and fuel use are always under the Dijkstra’s ones. However, it cannot find a solution with a lower travel time. It can also be seen that some drivers did better than the algorithm could find. By analyzing data, it is probably due to the fact that human drivers have overspeeded in some parts of the road where the algorithms strictly observed the driving laws.

Figure 8 shows an example optimal solution on one chunk versus the variation of the \( \alpha_2 \) coefficient.

6. Discussions

Results show that this speed profile planning method is able to generate rapidly (real time) optimal speed profiles that comply with safety constraints and that can reduce energy use compared to experimental results on driving simulator without trading-off travel time. However several limitations need to be taken into account:

- No preceding vehicle or Vulnerable Road User have been included into these simulations. The algorithm needs to be complemented by a more reactive method that will act in real time when obstacles appear in front of the vehicle.
- The chunking method reduces the quality of optimization as nothing guarantees that the sum of optimal chunk will provide an optimal speed profile. This can be counter balanced as the road is rarely totally free of other vehicles that will induce a speed change.
• The sensitivity analysis of simulated annealing has not been performed on all possible combinations due to computation time constraints.
• The linear scalarisation method is not able to build a Pareto frontier in a non-convex optimization problem. However, the convex properties of the optimization have not been tested. In this specific case, the multi-objective optimization can be done using epsilon-constraint method using results of this paper to check if the problem is convex or not.
• The comparison with experiments is limited due to the human drivers that did not follow driving rules.

7. Conclusion

This paper presented a planning algorithm able to produce a multi-objective optimization of a speed profile in real-time. Fuel use and travel-time are optimized while constraints have been defined based on safety aspects. Results show that the proposed method outperforms the classical Dijkstra’s algorithm in terms of convergence. Human drivers did better than the algorithm on the travel time (because of overspeeding) while they were worse on the fuel use objective. The method used for optimization, the simulated annealing, has been completely calibrated and tested using a sensitivity analysis. This analysis proved that the algorithm is robust to any variation in the initial values of variables to be optimized. Future works will concentrate on determining the weight of criteria for the optimization procedure according to the driver preferences. A first implementation could be that the driver choose the level through HMI but a smarter solution would be to learn directly from the driver habits using machine learning when the driver is driving the car.

Driving tests have been performed with the agreement of IFSTTAR ethics committee. This paper is written based on a proceedings presented at JSAE FAST-zero’17 Meeting.
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