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1 Introduction

In this paper, we study the exterior Dirichlet problem of the Hessian quotient equations

$$\frac{S_k(D^2u)}{S_l(D^2u)} = g(x) \quad \text{in} \quad \mathbb{R}^n \setminus \Omega,$$

$$u = \phi \quad \text{on} \quad \partial \Omega,$$

where $\Omega$ is a bounded set in $\mathbb{R}^n$, $0 \leq l < k \leq n, n \geq 2$, $S_j(D^2u)$ is the $j$th elementary symmetric function of the eigenvalues $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_n)$ of Hessian matrix $D^2u$, i.e.,

$$S_j(D^2u) = \sigma_j(\lambda(D^2u)) = \sum_{1 \leq i_1 < \cdots < i_j \leq n} \lambda_{i_1} \cdots \lambda_{i_j}, j = 1, 2, \ldots, n,$$

and $g \in C^0(\mathbb{R}^n \setminus \Omega)$ is positive, $\phi \in C^2(\partial \Omega)$. For $l = 0$, we set $S_0(D^2u) \equiv 1$.

The Hessian quotient equation (1.1) is fully nonlinear and is closely connected with the geometric problem. Some well-known equations are its special cases. If $l = 0$, (1.1) is the $k$-Hessian equation. Particularly, (1.1) is the Poisson equation if $k = 1, l = 0$, while it is the Monge-Ampère equation for $k = n, l = 0$. If $k = n = 3, l = 1$, (1.1) becomes the special Lagrangian equation $\det D^2u = \Delta u$ which stems from special Lagrangian geometry [1]: let $u$ be a solution of (1.1), then the graph of $Du$ over $\mathbb{R}^3$ in $\mathbb{C}^3$ is a special Lagrangian submanifold in $\mathbb{C}^3$, that is, its mean curvature vanishes everywhere and the complex structure on $\mathbb{C}^3$ sends the tangent space of the graph to the normal space at every point. So (1.1) has attracted a lot of attention, see [2, 12, 24, 31] and the references therein.

A classical theorem of Monge-Ampère equation states that any convex classical solution of $\det D^2u = 1$ in $\mathbb{R}^n$ must be a quadratic polynomial which is proved by Jörgens [22] ($n = 2$), Calabi [9] ($n \leq 5$) and Pogorelov [29] ($n \geq 2$). One can also refer to the related results [13, 8, 23, 30]. In 2003, Caffarelli and Li [11] made the extension of
Jörgens-Calabi-Pogorelov theorem and also investigated the existence of solutions for the exterior Dirichlet problem of Monge-Ampère equation

\[
\begin{aligned}
    \det D^2 u &= 1, \quad x \in \mathbb{R}^n \setminus \Omega, \\
    u &= \phi, \quad x \in \partial \Omega.
\end{aligned}
\]  

(1.3)

They obtained that if \( \Omega \) is a smooth, bounded, strictly convex open subset and \( \phi \in C^2(\partial \Omega) \), then for any given \( b \in \mathbb{R}^n \) and any given \( n \times n \) real symmetric positive definite matrix \( A \) with \( \det A = 1 \), there exists some constant \( c^* \) depending only on \( n, \Omega, \phi, b \) and \( A \), such that for every \( c > c^* \) there exists a unique function \( u \in C^\infty(\mathbb{R}^n \setminus \Omega) \cap C^0(\mathbb{R}^n \setminus \Omega) \) which satisfies (1.3) and the asymptotic behavior at infinity

\[
\limsup_{|x| \to \infty} \left| |x|^{n-2} \left| u(x) - \left( \frac{1}{2} x^T Ax + b \cdot x + c \right) \right| \right| < \infty.
\]

Since then, there have been extensive studies of the exterior problem for the fully nonlinear elliptic equations. In 2011, Dai and Bao [17] \((n \geq 3)\), Dai [14] \((n \geq 3)\) studied the exterior Dirichlet problem of Hessian equation

\[ S_k(D^2 u) = 1 \]  

(1.4)

and got the existence and uniqueness of the viscosity solutions with the asymptotic behavior. Bao, Li and Li [6] \((n \geq 3)\), Cao-Bao [10] \((n \geq 3)\) studied the viscosity solutions with the generalized asymptotic behavior of the exterior Dirichlet problem for Hessian equation. The subsequent results following [11] of the exterior Dirichlet problem for Monge-Ampère equations can be referred to [3, 4, 5, 7, 21, 28]; For the Hessian quotient equations

\[ \frac{S_k(D^2 u)}{S_l(D^2 u)} = 1, \]

where \( 0 \leq l < k \leq n, n \geq 3 \), the first author [15] obtained the existence of viscosity solutions with the asymptotic behavior

\[
\limsup_{|x| \to \infty} \left( |x|^{k-l-2} \left| u(x) - \left( \frac{\hat{a}}{2} |x|^2 + c \right) \right| \right) < +\infty
\]  

(1.5)

for the exterior Dirichlet problem with \( \hat{a} = (C_n^l/C_n^k)^{\frac{1}{k-l}}, k-l \geq 3 \). Li and the first author [26] studied the viscosity solutions with the asymptotic behavior (1.5) for \( k \leq (n+1)/2 \) which includes \( k-l = 1 \) and \( k-l = 2 \) not included in [15]. Recently, Li and Li [25] considered the viscosity solutions with the generalized asymptotic behavior

\[
\limsup_{|x| \to \infty} \left( |x|^{m-2} \left| u(x) - \left( \frac{1}{2} x^T Ax + b^T x + c \right) \right| \right) < +\infty
\]

with \( m \in (2, n] \) and \( S_k(A)/S_l(A) = 1 \). One can also refer to [27]. We would like to remark that for \( n = 2 \), the exterior Dirichlet problem of Monge-Ampère equations can be referred
to the earlier works by Ferrer, Martínez, and Milán [19, 20] using the complex variable methods and the works by Delanoë [18].

For convenience, we first restrict the class of functions. Define

$$\Gamma_k = \{ \lambda \in \mathbb{R}^n | \sigma_j(\lambda) > 0, j = 1, 2, \cdots, k \}. $$

Let $u \in C^2(\mathbb{R}^n \setminus \Omega)$ and $\lambda = \lambda(D^2u) = (\lambda_1, \lambda_2, \cdots, \lambda_n)$ be the eigenvalues of the Hessian matrix $D^2u$. If $\lambda \in \Gamma_k(\Gamma_k)$, then we call $u$ is $k$-convex (uniformly $k$-convex). If $k = n$, a uniformly $n$-convex function is a convex function. Eq. (1.1) is elliptic for uniformly $k$-convex functions.

For $m = 1, 2, \ldots, n$, let

$$\Phi_m = \{ u \in C^1(\mathbb{R}^n \setminus B_1) \cap C^2(\mathbb{R}^n \setminus \overline{B_1}) | u \text{ is uniformly } m\text{-convex and radially symmetric.} \}$$

Wang and Bao [32] studied the necessary and sufficient conditions on existence and convexity of radial solutions to the exterior Dirichlet problems of Hessian equations

$$\begin{aligned}
S_k(D^2u) = 1, & \quad x \in \mathbb{R}^n \setminus \overline{B_1}, \\
           u = \overline{b}, & \quad x \in \partial B_1, \\
           u = \frac{\hat{a}}{2} |x|^2 + \overline{c} + O(|x|^{2-n}), & \quad |x| \to \infty
\end{aligned}$$

with $\overline{b}, \overline{c} \in \mathbb{R}, \overline{a} = (1/C_n^k)^{\frac{1}{k}}$. Lately, Li and Lu [28] characterized the existence and nonexistence of solutions for exterior problem of Monge-Ampère equations.

As far as we know for Hessian quotient equations, there is no such beautiful result. In this paper, we first consider the necessary and sufficient conditions on existence of radial solutions to the exterior Dirichlet problems of Hessian quotient equations with prescribed asymptotic behavior at infinity.

Let $B_1$ be the unit ball in $\mathbb{R}^n$. The main results of this paper are the following.

**Theorem 1.1.** Let $2 \leq k \leq m \leq n, n \geq 3, 0 \leq l < k$, and $b \in \mathbb{R}$. The exterior Dirichlet problem

$$\frac{S_k(D^2u)}{S_l(D^2u)} = 1 \quad \text{in} \quad \mathbb{R}^n \setminus \overline{B_1},$$

$$u = b \quad \text{on} \quad \partial B_1$$

has a unique function $u \in \Phi_m$ satisfying

$$u(x) = \frac{\hat{a}}{2} |x|^2 + c + O(|x|^{2-n}), \quad |x| \to \infty$$

if and only if $c \in [\mu(\alpha_1), +\infty)$ for $m = k$, and $c \in [\mu(\alpha_1), \mu(\alpha_2)]$ for $m > k$, where $\hat{a} = (C^l_n/C^k_n)^{\frac{1}{k-l}},$

$$c = \mu(\alpha) = b - \frac{\hat{a}}{2} + \hat{a} \int_1^\infty s \left[ \left( 1 + \frac{\alpha}{C^l_n s^n U^l(s, \alpha)} \right)^{\frac{1}{k-l}} - 1 \right] ds,$$
\[ \alpha_1 := \sup_{r > 1} U^{-1}_r \left( \left( \frac{lC_n^k}{kC_n^l} \right)^{\frac{1}{r-1}} \right) \]  
(1.9)

\[ \alpha_2 := \inf_{r > 1} U^{-1}_r \left( \left( \frac{(m-l)C_n^k}{(m-k)C_n^l} \right)^{\frac{1}{r-1}} \right), \]  
(1.10)

and \( U := U(r, \alpha) := U_r(\alpha) \) satisfies

\[ U^k - \frac{C_n^l}{C_n^k} U^l - \frac{\alpha}{C_n^k r^n} = 0, \quad r > 1, \]

and

\[ U > \left( \frac{lC_n^k}{kC_n^l} \right)^{\frac{1}{r-1}}. \]  
(1.11)

**Remark 1.1.** If \( l = 0 \), for the case of Hessian equation \( S_k(D^2 u) = 1 \), we then get that \( \alpha_1 = -1, \alpha_2 = \frac{k}{m-k} \). So Theorem 1.1 corresponds to Theorem 2 in [32].

**Remark 1.2.** For the Hessian equations, the eigenvalue \( \gamma \) of Hessian matrix \( D^2 u \) of the solutions \( u \) satisfies \( \gamma^k = \frac{1+\alpha r^{-n}}{C_n^k} \) with \( \alpha = C_n^k (u'(1))^k - 1 \), so \( \alpha \) is relatively easy to be estimated. Unlike the Hessian equations, in this paper, the eigenvalue \( \gamma \) satisfies \( \gamma^k - \frac{C_n^l}{C_n^k} \gamma^l - \frac{\alpha}{C_n^k r^n} = 0 \) with \( \alpha = C_n^k (u'(1))^k - C_n^l (u'(1))^l \), it is difficult to estimate \( \alpha \), here we use the inverse function, see Lemma 2.3.

Let \( k = n = 2, l = 1 \), then the exterior Dirichlet problem (1.7), (1.8) becomes

\[ \text{det} D^2 u = \Delta u \quad \text{in} \quad \mathbb{R}^2 \setminus \overline{B}_1, \]  
(1.12)

\[ u = b \quad \text{on} \quad \partial \overline{B}_1. \]  
(1.13)

**Theorem 1.2.** The exterior Dirichlet problem (1.12), (1.13) has a unique solution \( u \in \Phi_2 \) satisfying

\[ u(x) = |x|^2 + \frac{\rho}{2} \ln |x| + c + O(|x|^{-2}) \]  
(1.14)

if \text{ and only if } \rho \geq -1, \text{ where } c = \nu(\rho) \text{ and }

\[ \nu(\rho) = b - \frac{1}{2} + \frac{\rho}{4} + \frac{\rho}{2} \ln 2 - \frac{1}{2} [\sqrt{1+\rho} + \rho \ln(1 + \sqrt{1+\rho})]. \]

Next we study the existence of solutions of problem (1.1) and (1.2). Now we first recall the definition of viscosity solution.

**Definition 1.1.** A function \( u \in C^0(\mathbb{R}^n \setminus \overline{\Omega}) \) is said to be a viscosity subsolution of (1.1), if for any \( \bar{x} \in \mathbb{R}^n \setminus \overline{\Omega} \), \( v \in C^2(\mathbb{R}^n \setminus \overline{\Omega}) \) satisfying

\[ u(x) \leq v(x), \quad x \in \mathbb{R}^n \setminus \overline{\Omega} \quad \text{and} \quad u(\bar{x}) = v(\bar{x}), \]

we have

\[ S_k(D^2 v(\bar{x})) \geq g(\bar{x}). \]
Similarly, \( u \in C^0(\mathbb{R}^n \setminus \Omega) \) is said to be a viscosity supersolution of (1.1), if for every \( \bar{x} \in \mathbb{R}^n \setminus \Omega \), \( k \)-convex function \( v \in C^2(\mathbb{R}^n \setminus \Omega) \) satisfying 
\[
u(x) \geq v(x), \quad x \in \mathbb{R}^n \setminus \Omega \quad \text{and} \quad u(\bar{x}) = v(\bar{x}),
\]
we have 
\[
S_k(D^2v(\bar{x})) \leq g(\bar{x}).
\]

If \( u \in C^0(\mathbb{R}^n \setminus \Omega) \) is both a viscosity subsolution and a viscosity supersolution of (1.1), we call that \( u \) is a viscosity solution of (1.1).

If \( u \) is a viscosity subsolution (resp. supersolution, solution) to (1.1) and \( u \leq \phi \) (resp. \( \geq \phi \), \( = \)) on \( \partial \Omega \), we call that \( u \) is a viscosity subsolution (resp. supersolution, solution) of (1.1) and (1.2).

Let \( S(n) \) denote the set of the real \( n \times n \) symmetric matrices, and for \( A \in S(n) \), \( A \) is positive definite, let \( r := r_A(x) := \sqrt{x^T Ax} \). Suppose that \( g_0 \in C^0([0, +\infty)) \) is a positive function of \( r \),
\[
0 < \inf_{[0, +\infty)} g_0 \leq \sup_{[0, +\infty)} g_0 < +\infty,
\]
and for some constant \( C_0 > 0 \),
\[
\lim_{r \to +\infty} g_0(r) = C_0 > 0.
\]
Assume that \( g \in C^0(\mathbb{R}^n) \) satisfies that
\[
0 < \inf_{\mathbb{R}^n} g \leq \sup_{\mathbb{R}^n} g < +\infty, \tag{1.15}
\]
and there exists a constant \( \beta > 2 \) such that
\[
g(x) = g_0(r) + O(r^{-\beta}), \quad |x| \to \infty. \tag{1.16}
\]
Define
\[
\Lambda_k(A, x) = \sum_{i=1}^n \frac{\partial}{\partial \lambda_i} \sigma_k(\lambda(A)) \lambda_i^2 x_i^2 / \sigma_k(\lambda(A)) \sum_{i=1}^n \lambda_i x_i^2,
\]
and
\[
\bar{T}_k := \bar{T}_k(A) := \sup_{x \in \mathbb{R}^n \setminus \{0\}} \Lambda_k(A, x),
\]
\[
\bar{L}_k := \bar{L}_k(A) := \inf_{x \in \mathbb{R}^n \setminus \{0\}} \Lambda_k(A, x),
\]
where \( \lambda_i, i = 1, \ldots, n \) are the eigenvalues of the matrix \( A \).

**Remark 1.3.** If \( A = \bar{C}I \) for some \( \bar{C} > 0 \), then \( \bar{T}_k = \bar{L}_k = \Lambda_k = k/n \). See also Lemma 3.1.

Let
\[
\mathcal{A}_{k,l} = \left\{ A | A \in S(n), A \text{ is positive definite and satisfy } \frac{S_k(A)}{S_l(A)} = 1 \right\}.
\]
Theorem 1.3. Let $0 \leq l < k \leq n, n \geq 3, \frac{k-l}{k-L} > 2$ and $\Omega$ be a bounded, strictly convex subset in $\mathbb{R}^n, \phi \in C^2(\partial \Omega)$. Assume that $g$ satisfies (1.15) and (1.16). Then for any given $b \in \mathbb{R}^n$ and $A \in \mathcal{A}_{k,l}$, there exists some constant $\hat{c}$, depending only on $n, b, A, \Omega, g, g_0, \|\phi\|_{C^2(\partial \Omega)}$, such that for every $c > \hat{c}$, there exists a unique viscosity solution $u \in C^0(\mathbb{R}^n \setminus \Omega)$ of (1.1) and (1.2) satisfying

$$\limsup_{|x| \to \infty} \left( |x|^{\min\{\beta, \frac{k-l}{k-L}\} - 2} |u(x) - (u_0(x) + b \cdot x + c)| \right) < \infty, \text{ if } \beta \neq \frac{k-l}{\frac{k}{k-L}},$$

or

$$\limsup_{|x| \to \infty} \left( |x|^{\min\{\beta, \frac{k-l}{k-L}\} - 2} (\ln |x|)\frac{1}{|x|^2} |u(x) - (u_0(x) + b \cdot x + c)| \right) < \infty, \text{ if } \beta = \frac{k-l}{\frac{k}{k-L}}.$$  

Remark 1.4. If $g_0 \equiv 1$, then $g = 1 + O(r^{-\beta}), r \to +\infty$ and by (1.19), $h_0 \equiv 1$, and so

$$u_0(x) = \frac{1}{2} x^T A x.$$  

Remark 1.5. For the special case that $l = 0, k \geq 2$, the Hessian equation $S_k(D^2u) = g(x)$ with $g(x) = g_0(r) + O(r^{-\beta})$, our Theorem 1.3 is Theorem 1.3 in [16]. For the special case that $l = 0, g_0 \equiv 1$, the Hessian equation $S_k(D^2u) = g(x)$ with $g(x) = 1 + O(|x|^{-\beta})$, our Theorem 1.3 extends the corresponding Theorem 1.1 in [10], where the solution $u$ satisfies the asymptotic behavior

$$\limsup_{|x| \to \infty} \left( |x|^{\min\{\beta, \frac{k}{H_k}\} - 2} |u(x) - \left( \frac{1}{2} x^T A x + b \cdot x + c \right)| \right) < \infty, \text{ if } \beta \neq \frac{k}{H_k},$$

or

$$\limsup_{|x| \to \infty} \left( |x|^{\min\{\beta, \frac{k}{H_k}\} - 2} (\ln |x|)\frac{1}{|x|^2} |u(x) - \left( \frac{1}{2} x^T A x + b \cdot x + c \right)| \right) < \infty, \text{ if } \beta = \frac{k}{H_k}.$$
with \( k \geq 2 \), \( H_k = H_k(A) := \max_{1 \leq i \leq n} A_i^k(A) \), \( A_i^k(A) = \lambda_i(A) \frac{\partial}{\partial \lambda_i} \sigma_k(\lambda(A)), i = 1, \ldots, n \). But in our paper, if \( l = 0 \), then \( t_l = 0 \), and our \( t_k \) is different from \( H_k \). For \( A \in \mathcal{A}_{k,0} \), we can know that \( t_k \leq H_k \) which means that the result of Theorem 1.3 is better than that of Theorem 1.1 in [10].

For the special case that \( l = 0, k = n, g_0 \equiv 1 \), the Monge-Ampère equation \( \det D^2 u = g(x) \) with \( g(x) = 1 + O(|x|^{-\beta}) \), our result (1.17) is included in the Corollary 1.1 in [4] but where (1.18) is missed.

**Remark 1.6.** In Theorem 1.3, since \( k-l \geq 2 \), \( k \geq 1 \) and \( 0 < t_k - t_l < 1 \), then the cases that \( k-l = 1, t_k - t_l \geq \frac{1}{2} \) are not included. For the two cases, the supersolutions with asymptotic behavior are not easy to seek. Maybe we need to look for new methods.

The remainders of this paper are arranged as follows. In section 2, we will prove Theorems 1.1 and 1.2. With the help of the inverse function, we estimate \( \alpha = C_n^k(u'(1))^k - C_n^l(u'(1))^l \), see Lemma 2.3. In Section 3, we first prove Proposition 3.2 which indicates that there does not exist generalized symmetric solution (see Definition 3.1) for the Hessian quotient equation (1.1) with \( 0 \leq l < k \leq n \) unless \( A = \hat{a}I \). Then we construct a family of generalized symmetric smooth \( k \)-convex subsolutions and supersolutions of (1.1) by the solutions of ODE and in the fourth section, we will prove Theorem 1.3 by Perron’s method. Finally, in Appendix, we give several lemmas which are used in this paper.

## 2 Proof of Theorem 1.1

**Lemma 2.1.** Let \( \lambda = (\omega, \gamma, \ldots, \gamma) \in \Gamma_m, n \geq m \geq 2 \). Then \( \gamma > 0 \).

**Proof.** See Lemma 1 in [32].

**Lemma 2.2.** Let \( \lambda = (\omega, \gamma, \ldots, \gamma) \in \mathbb{R}^n \) and \( \sigma_{k,l}(\lambda) = 1, 2 \leq k \leq n, 0 \leq l < k \). Then \( \lambda \in \Gamma_m(k \leq m \leq n) \) if and only if

\[
\left( \frac{lC_n^l}{kC_n^k} \right)^{\frac{1}{k-l}} < \gamma < \gamma_m,
\]

(2.1)

where

\[
\gamma_m = \begin{cases} \left( \frac{(m-l)C_n^l}{(m-k)C_n^k} \right)^{\frac{1}{m-k}}, & m > k \\ +\infty, & m = k \end{cases}
\]

(2.2)

**Proof.** Since \( \sigma_{k,l}(\lambda) = 1 \), then

\[
\frac{C_{n-1}^{k-1} \omega \gamma^{k-1} + C_{n-1}^{k} \gamma}{C_{n-1}^{l-1} \omega \gamma^{l-1} + C_{n-1}^{l} \gamma} = 1.
\]

So

\[
\omega = \frac{(n-l)C_n^l \gamma^{l-1} - (n-k)C_n^k \gamma}{kC_n^k \gamma^{k-1} - lC_n^l \gamma^{l-1}}.
\]

(2.3)
Due to $\lambda \in \Gamma_m$, by the definition of $\Gamma_m$, we get that
\[
\sigma_j(\lambda) = C_{n-1}^j \omega^{j-1} + C_n^j \gamma^j > 0, j = 1, 2, \ldots, m,
\]
and then
\[
\gamma^{j-1}(j\omega + (n - j)\gamma) > 0.
\]
By Lemma 2.4 since $\gamma > 0$, we have
\[
j\omega + (n - j)\gamma > 0.
\]
From (2.3), we know that
\[
j\omega + (n - j)\gamma = \frac{n(C_n^l(j - l)\gamma_l - C_n^k(j - k)\gamma_k)}{kC_n^{k-1} - lC_n^{l-1}} > 0.
\]
Then we have two cases.

Case 1:
\[
\begin{cases}
C_n^l(j - l)\gamma_l > C_n^k(j - k)\gamma_k, \\
kC_n^{k-1} - lC_n^{l-1}.
\end{cases}
\]

Case 2:
\[
\begin{cases}
C_n^l(j - l)\gamma_l < C_n^k(j - k)\gamma_k, \\
kC_n^{k-1} - lC_n^{l-1}.
\end{cases}
\]

For the Case 1, if $m = k$, then
\[
\begin{cases}
\gamma^{k-l} > \frac{lC_n^l}{kC_n^k}, j < k, \\
\gamma^{k-l} > \frac{lC_n^l}{kC_n^k}, j = k.
\end{cases}
\]
So if $m = k$, we have
\[
\gamma^{k-l} > \frac{lC_n^l}{kC_n^k}. \tag{2.4}
\]

If $m > k$, then
\[
\begin{cases}
\gamma^{k-l} > \frac{lC_n^l}{kC_n^k}, j \leq k, \\
\frac{lC_n^l}{kC_n^k} < \gamma^{k-l} < \frac{(m - l)C_n^l}{(m - k)C_n^k}, j \geq k + 1.
\end{cases}
\]
So if $m > k$, we have
\[
\frac{lC_n^l}{kC_n^k} < \gamma^{k-l} < \frac{(m - l)C_n^l}{(m - k)C_n^k}. \tag{2.5}
\]

For the Case 2, whether $m = k$ or $m > k$, Case 2 is impossible. The Lemma is proved.
Lemma 2.3. Let \( 2 \leq k \leq m \leq n \), \( 0 \leq l < k \), and suppose that \( u \in C^1(\mathbb{R}^n \setminus B_1) \cap C^2(\mathbb{R}^n \setminus \overline{B_1}) \) is a radial solution of (1.7) and (1.8). Set
\[
\alpha = C_n^k (u'(1))^k - C_n^l (u'(1))^l.
\]
Then \( u \) is uniformly \( k \)-convex if and only if \( \alpha \in [\alpha_1, +\infty) \), and \( u \) is uniformly \( m \)-convex if and only if \( \alpha \in [\alpha_1, \alpha_2] \), where \( \alpha_1, \alpha_2 \) are given by (1.9), (1.10).

Proof. Let \( u(x) = u(r) = u(|x|) \in C^1(\mathbb{R}^n \setminus B_1) \cap C^2(\mathbb{R}^n \setminus \overline{B_1}) \) be a radial solution of (1.7) and (1.8). Then
\[
D_{ij}u = \left( ru'' - u' \right) \frac{x_i x_j}{r^3} + u' \frac{\delta_{ij}}{r}, \quad i, j = 1, \ldots, n, r > 1.
\]
So the eigenvalues of the Hessian matrix \( D^2u \) are
\[
\lambda_1 = u'', \lambda_2 = \cdots = \lambda_n = \frac{u'}{r}.
\]
(2.6)

In view of Lemma 2.1, we know that
\[
\gamma = \frac{u'}{r} \geq 0, \quad r \geq 1.
\]
Moreover,
\[
\sigma_k(\lambda(D^2u)) = u'' C_n^{k-1} \left( \frac{u'}{r} \right)^{k-1} + C_n^{k-1} \left( \frac{u'}{r} \right)^k.
\]
Hence
\[
\frac{u'' C_n^{k-1} \left( \frac{u'}{r} \right)^{k-1} + C_n^{k-1} \left( \frac{u'}{r} \right)^k}{u'' C_n^{l-1} \left( \frac{u'}{r} \right)^{l-1} + C_n^{l-1} \left( \frac{u'}{r} \right)^l} = 1,
\]
i.e.,
\[
\frac{C_n^k (u'' (\frac{u'}{r})^k)}{C_n^l (u'' (\frac{u'}{r})^l)} = 1.
\]
(2.7)

Then integrating the above equality from 1 to \( r \), we have
\[
(u')^{k-l} = \frac{C_n^l}{C_n^k} r^{k-l} \left( 1 + \frac{\alpha}{C_n^k (\frac{u'}{r})^l} \right).
\]
(2.8)

That is
\[
\left( \frac{u'}{r} \right)^k - \frac{C_n^l}{C_n^k} \left( \frac{u'}{r} \right)^l - \frac{\alpha}{C_n^k (\frac{u'}{r})^l} = 0.
\]
Let \( U(r) := u'(r)/r \). Then \( U \) satisfies
\[
U^k - \frac{C_n^l}{C_n^k} r^l - \frac{\alpha}{C_n^k r^l} = 0, \quad r > 1.
\]
(2.9)

Set
\[
F(U, \alpha) = U^k - \frac{C_n^l}{C_n^k} r^l - \frac{\alpha}{C_n^k r^l}.
\]
Then since by (2.1), \( U_{k-l} > lC_n^l/kC_n^k \), thus
\[
\frac{\partial F}{\partial U} = kU_{k-1} - lC_n^lC_n^{l-1} > 0.
\]
Due to the implicit function theorem, (2.9) has a unique function \( U = U(r, \alpha) \) and
\[
\frac{\partial U}{\partial \alpha} = \frac{1}{r^n(kC_n^kU_{k-1} - lC_n^lU^{l-1})} > 0. \tag{2.10}
\]
And in virtue of (2.9), for \( r > 1 \),
\[
\lim_{\alpha \to +\infty} U(r, \alpha) = +\infty. \tag{2.11}
\]
Set \( U_r(\alpha) := U(r, \alpha) \). Then by (2.10), the inverse function of \( U_r(\alpha) \) exists, we denote it as \( U_r^{-1}(\alpha) \). Moreover, \( dU_r^{-1}/d\alpha > 0 \). So by Lemma 2.2, \( u \) is uniformly \( m \)-convex if and only if
\[
\left( \frac{lC_n^l}{kC_n^k} \right)^{\frac{k-l}{l}} < U_r(\alpha) < \gamma_m.
\]
As a result,
\[
U_r^{-1} \left( \left( \frac{lC_n^l}{kC_n^k} \right)^{\frac{k-l}{l}} \right) < \alpha < U_r^{-1}(\gamma_m), \ r > 1,
\]
which is equivalent to
\[
\alpha_1 := \sup_{r > 1} U_r^{-1} \left( \left( \frac{lC_n^l}{kC_n^k} \right)^{\frac{k-l}{l}} \right) \leq \alpha < +\infty, \text{ if } m = k,
\]
and
\[
\alpha_1 := \sup_{r > 1} U_r^{-1} \left( \left( \frac{lC_n^l}{kC_n^k} \right)^{\frac{k-l}{l}} \right) \leq \alpha \leq \inf_{r > 1} U_r^{-1} \left( \left( \frac{(m-l)C_n^l}{(m-k)C_n^k} \right)^{\frac{k-l}{l}} \right) := \alpha_2, \text{ if } m > k.
\]
Lemma 2.3 is proved.

**Proof of Theorem 1.1** By (2.8),
\[
U_{k-l}(r, \alpha) = \frac{C_n^l}{C_n^k} \left( 1 + \frac{\alpha}{C_n^l r^n U_l(r, \alpha)} \right). \tag{2.12}
\]
So
\[
\left( \frac{u'}{r} \right)^{k-l} = \frac{C_n^l}{C_n^k} \left( 1 + \frac{\alpha}{C_n^l r^n U_l(r, \alpha)} \right).
\]
Integrating the above equality on both sides for \( r \), we have
\[
\begin{align*}
\int u(x) = u(1) + \left( \frac{C_i^l}{C_n^l} \right) \frac{1}{r-1} \int_1^{|x|} \left\{ s \left[ \left( 1 + \frac{\alpha}{C_i^l s^n U^l(s, \alpha)} \right)^\frac{1}{r-1} - 1 \right] + s \right\} ds \\
= \frac{\hat{a}}{2} |x|^2 + b - \frac{\hat{a}}{2} + \hat{a} \int_1^\infty s \left[ \left( 1 + \frac{\alpha}{C_i^l s^n U^l(s, \alpha)} \right)^\frac{1}{r-1} - 1 \right] ds \\
- \hat{a} \int_{|x|}^\infty s \left[ \left( 1 + \frac{\alpha}{C_i^l s^n U^l(s, \alpha)} \right)^\frac{1}{r-1} - 1 \right] ds \\
= \frac{\hat{a}}{2} |x|^2 + c - \hat{a} \int_{|x|}^\infty s \left[ \left( 1 + \frac{\alpha}{C_i^l s^n U^l(s, \alpha)} \right)^\frac{1}{r-1} - 1 \right] ds,
\end{align*}
\]
(2.13)

where \( \hat{a} = \left( \frac{C_i^l}{C_n^l} \right)^\frac{1}{r-1} \), and
\[
c = \mu(\alpha) = b - \frac{\hat{a}}{2} + \hat{a} \int_1^\infty s \left[ \left( 1 + \frac{\alpha}{C_i^l s^n U^l(s, \alpha)} \right)^\frac{1}{r-1} - 1 \right] ds.
\]
(2.14)

Since by Lemma 2.2, we know that \( U \) has a lower bound. So, for \( n \geq 3 \), the infinite integral in (2.14) is convergent. Let
\[
V(r, \alpha) = \frac{\alpha}{U^l(r, \alpha)}.
\]

Then by (2.10),
\[
\frac{\partial V}{\partial \alpha} = U^{-1} \left( U - \alpha l \frac{\partial U}{\partial \alpha} \right)
= U^{-1} \frac{r^n (kC_i^l U^k - lC_i^l U^l) - l \alpha}{r^n (kC_i^l U^k - lC_i^l U^l)}.
\]

From (2.12), \( \alpha = r^n (C_i^k U^k - C_i^l U^l) \). By Lemma 2.2, \( U^{k-l} > lC_i^l / kC_n^l \), so \( \partial V / \partial \alpha > 0 \). Then \( \mu \) is strictly increasing in \( \alpha \). Based on (2.11) and (2.9), we know that for \( r > 1 \),
\[
\lim_{\alpha \to +\infty} \frac{\alpha}{C_i^l r^n U^l(r, \alpha)} = +\infty,
\]
and then \( \mu(+\infty) = +\infty \). Thus by Lemma 2.3, we have that \( u \) is uniformly \( m \)-convex if and only if \( c \in [\mu(\alpha_1), +\infty) \) for \( m = k \), and \( c \in [\mu(\alpha_1), \mu(\alpha_2)] \) for \( m > k \).

Moreover, by Lemma 2.2 since \( U^{k-l} > lC_i^l / kC_n^l \), then
\[
\hat{a} \int_{|x|}^\infty s \left[ \left( 1 + \frac{\alpha}{C_i^l s^n U^l(s, \alpha)} \right)^\frac{1}{r-1} - 1 \right] ds = O(|x|^{2-n}), |x| \to \infty.
\]

As a result, by (2.13),
\[
\begin{align*}
\int u(x) = u(1) + \left( \frac{C_i^l}{C_n^l} \right) \frac{1}{r-1} \int_1^{|x|} \left\{ s \left[ \left( 1 + \frac{\alpha}{C_i^l s^n U^l(s, \alpha)} \right)^\frac{1}{r-1} - 1 \right] + s \right\} ds \\
= \frac{\hat{a}}{2} |x|^2 + b - \frac{\hat{a}}{2} + \hat{a} \int_1^\infty s \left[ \left( 1 + \frac{\alpha}{C_i^l s^n U^l(s, \alpha)} \right)^\frac{1}{r-1} - 1 \right] ds \\
- \hat{a} \int_{|x|}^\infty s \left[ \left( 1 + \frac{\alpha}{C_i^l s^n U^l(s, \alpha)} \right)^\frac{1}{r-1} - 1 \right] ds \\
= \frac{\hat{a}}{2} |x|^2 + c - \hat{a} \int_{|x|}^\infty s \left[ \left( 1 + \frac{\alpha}{C_i^l s^n U^l(s, \alpha)} \right)^\frac{1}{r-1} - 1 \right] ds,
\end{align*}
\]
(2.13)

where \( \hat{a} = \left( \frac{C_i^l}{C_n^l} \right)^\frac{1}{r-1} \), and
\[
c = \mu(\alpha) = b - \frac{\hat{a}}{2} + \hat{a} \int_1^\infty s \left[ \left( 1 + \frac{\alpha}{C_i^l s^n U^l(s, \alpha)} \right)^\frac{1}{r-1} - 1 \right] ds.
\]
(2.14)
Then Theorem 1.1 is proved.

If \( k = n = m = 3, l = 1 \), then the exterior Dirichlet problem (1.17), (1.18) becomes the problem of special Lagrangian equation

\[
\det D^2u = \Delta u \quad \text{in} \quad \mathbb{R}^3 \setminus B_1,
\]

\[
u = b \quad \text{on} \quad \partial B_1.
\]

According to (2.7), the radially symmetric solution of the problem (2.15) and (2.16) satisfies

\[(u')^3 - 3r^2 u' - (u'(1))^3 + 3u'(1) = 0.\]

From Theorem 1.1 we can directly deduce

**Corollary 2.4.** The exterior Dirichlet problem (2.15), (2.16) has a unique locally convex function \( u \in \Phi_3 \) satisfying

\[u(x) = \frac{\sqrt{3}}{2} |x|^2 + c + O(|x|^{-1}), \quad |x| \to \infty\]

if and only if \( c \in [\mu(\alpha_1), +\infty) \), where

\[c = \mu(\alpha) = b - \frac{\sqrt{3}}{2} + \sqrt{3} \int_1^\infty s \left[ \left( 1 + \frac{\alpha}{3s^2 \tilde{U}(s, \alpha)} \right)^{1/2} - 1 \right] ds,
\]

\[\alpha_1 := \sup_{r \geq 1} \tilde{U}_r^{-1}(1),
\]

and \( \tilde{U} = \tilde{U}(r, \alpha) = \tilde{U}_r(\alpha) \) satisfies

\[\tilde{U}^3 - 3r^2 \tilde{U} - \alpha = 0.\]

**Proof of Theorem 1.2.** Let \( u(x) = u(|x|) = u(r) \) be the radially symmetric solution of the problem (1.12) and (1.13). Then

\[u''u' = u'' + \frac{u'}{r},\]

i.e.,

\[((u')^2)' = 2(ru').\]

Integrating on both sides from 1 to \( r \), we have

\[(u')^2 - 2ru' - \rho = 0,\]

where \( \rho = (u'(1))^2 - 2u'(1) = (u'(1) - 1)^2 - 1 \). By Lemma 2.2, we know that for \( k = n = m = 2, l = 1 \),

\[\frac{u'}{r} > \left( \frac{lC^l_n}{kC^k_n} \right)^{1/3} = 1,\]
so \( u'(r) > r \) for any \( r \geq 1 \). Therefore (2.19) has a solution

\[
u'(r) = r + \sqrt{r^2 + \rho}
\]

if and only if \( r^2 + \rho \geq 0 \), i.e., \( \rho \geq -1 \). Integrate on both sides from 1 to \( r \),

\[
u(r) = b - \frac{1}{2} + \frac{1}{2} r^2 + \frac{1}{2} [r \sqrt{r^2 + \rho} + \rho \ln(r + \sqrt{r^2 + \rho})] - \frac{1}{2} [\sqrt{1 + \rho} + \rho \ln(1 + \sqrt{1 + \rho})].
\]

Since

\[
r \sqrt{r^2 + \rho} = r^2 + \frac{\rho}{2} + O(r^{-2}), \quad r \to \infty,
\]

and

\[
\ln(r + \sqrt{r^2 + \rho}) = \ln r + \ln 2 + O(r^{-2}), \quad r \to \infty,
\]

then

\[
u(r) = r^2 + \frac{\rho}{2} \ln r + \nu(\rho) + O(r^{-2}),
\]

where

\[
u(\rho) = b - \frac{1}{2} + \frac{\rho}{4} + \frac{\rho}{2} \ln 2 - \frac{1}{2} [\sqrt{1 + \rho} + \rho \ln(1 + \sqrt{1 + \rho})].
\]

Theorem 1.2 is proved.

Similar to [32], \( \nu(\rho) \) increases in \([-1, 0]\) and decreases in \([0, +\infty)\). So

\[
\nu(\rho) \leq \nu(0) = b - 1, \quad \rho \geq -1.
\]

Corollary 2.5. The exterior Dirichlet problem (1.12), (1.13) has a unique solution \( u \in \Phi_2 \) satisfying (1.14) if and only if \( c \leq b - 1 \).

Remark 2.1. If \( k = n = 2, l = 0 \), we can refer to Theorem 2 in [32].

3 Generalized symmetric functions, subsolutions and supersolutions

In this section, we will construct a family of generalized symmetric smooth subsolutions and supersolutions of (1.1). Now, we first give the definitions of generalized symmetric functions and generalized symmetric solutions, see [6].

Definition 3.1. Let the diagonal matrix \( A = \text{diag}(a_1, \ldots, a_n) \), a function \( u \) is called a generalized symmetric function with respect to \( A \) if \( u \) is a function of

\[
r := r_A(x) := \sqrt{x^T A x} = \sqrt{\sum_{i=1}^{n} a_i x_i^2}.
\]

If \( u \) is both a generalized symmetric function with respect to \( A \) and a subsolution (supersolution, solution) of (1.1), then we say that \( u \) is a generalized symmetric subsolution (supersolution, solution) of (1.1).
Since
\[ r^2 = x^T Ax = \sum_{i=1}^{n} a_i x_i^2, \]
then
\[ 2r \partial_x r = \partial_x (r^2) = 2a_i x_i \quad \text{and} \quad \partial_x r = \frac{a_i x_i}{r}. \]
So \( \Phi(x) := \tilde{\phi}(r) \) with \( \tilde{\phi} \in C^2[0, +\infty) \) satisfies that
\[ \begin{align*}
\partial_{xx} \tilde{\phi}(r) &= \frac{\tilde{\phi}'(r)}{r} - \frac{\tilde{\phi}''(r)}{r^2} (a_i x_i) (a_j x_j) \\
\partial_{xx} \tilde{\phi}(x) &= \frac{\tilde{\phi}'(r)}{r} - \frac{\tilde{\phi}''(r)}{r^2} (a_i x_i) (a_j x_j),
\end{align*} \]
where \( \tilde{\phi}'(r) = \tilde{\phi}'(r) / r. \) Consequently,
\[ D^2 \tilde{\phi} = \begin{pmatrix} \tilde{\phi}'(r) a_i \delta_{ij} + \frac{\tilde{\phi}''(r)}{r} (a_i x_i) (a_j x_j) \end{pmatrix}_{n \times n}. \]
Therefore by Lemma 5.2 we can get that
\[ S_k(D^2 \tilde{\phi}) = \sigma_k(\lambda(D^2 \tilde{\phi})) = \sigma_k(a) \tilde{h}(r)^k + \frac{\tilde{h}'(r)}{r} \tilde{h}(r)^{k-1} \sum_{i=1}^{n} a_i^2 x_i^2. \quad (3.1) \]

In this paper, we always assume that \( A \) is diagonal but not \( A = \hat{a} I, \hat{a} = (C_n^l / C_n^k)^{\frac{1}{l}} \)
because the Hessian quotient equation is not invariant under affine transformation. Detailed arguments for this can be referred to [6]. Let the matrix \( A = \text{diag}(a_1, \ldots, a_n) \) and the vector \( a = (a_1, \ldots, a_n) \). If \( A \in A_{k,t} \), then we have \( a_i > 0 (i = 1, \ldots, n) \) and \( \sigma_k(a) / \sigma_1(a) = 1 \). For any fixed \( t \)-tuple \( \{i_1, \ldots, i_t\} \subset \{1, \ldots, n\}, 1 \leq t \leq n - k \), let
\[ \sigma_{k;i_1 \cdots i_t}(a) = \sigma_k(a)|_{a_{i_1} = \cdots = a_{i_t} = 0}, \]
that is, \( \sigma_{k;i_1 \cdots i_t}(a) \) is the \( k \)-th order elementary symmetric function of the \( n - t \) variables \( \{a_i | i \in \{1, \ldots, n\} \setminus \{i_1, \ldots, i_t\}\} \).

Let \( a = (a_1, \ldots, a_n) \in \mathbb{R}^n \setminus \{0\} \), then by the definitions of \( \Lambda_k \) and \( \overline{t}_k \),
\[ \Lambda_k := \Lambda_k(a, x) := \frac{\sum_{i=1}^{n} \sigma_{k-1;i}(a) a_i^2 x_i^2}{\sigma_k(a) \sum_{i=1}^{n} a_i x_i^2}, \quad \text{for any} \ x \in \mathbb{R}^n \setminus \{0\}, \]
\[ \overline{t}_k := \overline{t}_k(a) := \sup_{x \in \mathbb{R}^n \setminus \{0\}} \Lambda_k(a, x), \]
and
\[ \underline{t}_k := \underline{t}_k(a) := \inf_{x \in \mathbb{R}^n \setminus \{0\}} \Lambda_k(a, x). \]
Lemma 3.1. Let the vector \( a = (a_1, a_2, \ldots, a_n) \) satisfy \( 0 < a_1 \leq a_2 \leq \cdots \leq a_n \). Then for \( 1 \leq k \leq n \),

\[
0 < t_k \leq \frac{k}{n} \leq \bar{t}_k \leq 1,
\]

(3.2)

\[
0 = t_0 < \frac{1}{n} \leq \frac{a_n}{\sigma_1(a)} = \bar{t}_1 \leq \bar{t}_2 \leq \cdots \leq \bar{t}_{n-1} < \bar{t}_n = 1,
\]

and

\[
0 = l_0 < \frac{a_1}{\sigma_1(a)} = l_1 \leq l_2 \leq \cdots \leq l_{n-1} < l_n = 1.
\]

Moreover, for \( 1 \leq k \leq n - 1 \),

\[
l_k = \bar{t}_k = \frac{k}{n}
\]

if and only if \( a_1 = \cdots = a_n = \bar{C} \) for some \( \bar{C} > 0 \).

Proof. See [25]. \( \square \)

Remark 3.1. From \( (3.2) \), we know that

\[
0 < \frac{a_1}{\sigma_1(a)} \leq l_1 \leq \frac{l}{n} < \frac{k}{n} \leq \bar{t}_k \leq 1.
\]

Then

\[
0 < \bar{t}_k - l_1 < 1.
\]

Let \( C_1 \) be a positive constant and \( \theta_0 \) be sufficiently large. Assume that \( \bar{g}, \underline{g} \in C^0([0, +\infty)) \) are positive functions of \( r = \sqrt{x^T A x} \) satisfying

\[
0 < \inf_{r \in [0, +\infty)} g(r) \leq \underline{g}(r) \leq g(x) \leq \bar{g}(r) \leq \sup_{r \in [0, +\infty)} \bar{g}(r) < +\infty, \ x \in \mathbb{R}^n,
\]

(3.3)

\[
\underline{g}(r) \leq g_0(r) \leq \bar{g}(r), \ x \in \mathbb{R}^n,
\]

\( \underline{g}(r) \) is strictly increasing in \( r \) and for \( \beta > 2 \),

\[
\bar{g}(r) = g_0(r) + C_1 r^{-\beta}, \ r > \theta_0,
\]

(3.4)

\[
\underline{g}(r) = g_0(r) - C_1 r^{-\beta}, \ r > \theta_0.
\]

To construct the subsolutions of \( (1.1) \), we need to seek the solutions or subsolutions in \( \Gamma_k \) with appropriate properties of

\[
\frac{S_k(D^2 v)}{S_l(D^2 v)} = \bar{g}.
\]

(3.5)

These solutions or subsolutions are apparently subsolutions of \( (1.1) \). However, from the following Proposition 3.2, we can get that there does not exist generalized symmetric solution of \( (1.1) \) for \( 1 \leq k \leq n - 1 \) unless \( A = \hat{a} I \).
Proposition 3.2. Let $A = \text{diag}(a_1, \ldots, a_n) \in A_{k,l}$, $0 \leq l < k \leq n$, and $0 < r_1 < r_2 < \infty$. If there exists a function $G \in C^2(r_1, r_2)$ such that $T(x) = G(r) = G(\sqrt{x^T Ax})$ is a generalized symmetric solution of \((3.5)\), then

$$k = n, \quad \text{or} \quad a_1 = \cdots = a_n = \hat{a} = \left(\frac{C_n}{C_{k}}\right)^{1/n}.$$  

Proof. For the special case $l = 0, 1 \leq k \leq n$, the Hessian equation case, Proposition 3.2 can be proved similarly with Proposition 2.2 in [10]. We only need to prove the case $1 \leq l < k \leq n$.

Let $J(r) = G'(r)/r$. By \((3.1)\), we know that $T$ satisfies

$$\frac{S_k(D^2T)}{S_l(D^2T)} = \frac{\sigma_k(a)J(r)^k + \frac{J'(r)}{r}J(r)^{k-1}\sum_{i=1}^{n}\sigma_{k-1;i}(a)a_i^2x_i^2}{\sigma_l(a)J(r)^l + \frac{J'(r)}{r}J(r)^{l-1}\sum_{i=1}^{n}\sigma_{l-1;i}(a)a_i^2x_i^2} = \bar{g}(r).$$

Set $x = (0, \ldots, 0, \sqrt{r/a_i}, 0, \ldots, 0)$. Then

$$\frac{S_k(D^2T)}{S_l(D^2T)} = \frac{\frac{J(r)^k - \bar{g}(r)J(r)^l}{J'(r)}}{\frac{J(r)^k - \bar{g}(r)J(r)^l}{J'(r)}} = \frac{\bar{g}(r)J(r)^{l-1}\sigma_{l-1;i}(a)a_i - J(r)^{k-1}\sigma_{k-1;i}(a)a_i}{\sigma_k(a)}. \quad (3.6)$$

So

$$\sigma_k(a)J(r)^k + J'(r)J(r)^{k-1}\sigma_{k-1;i}(a)a_i = \bar{g}(r)[\sigma_l(a)J(r)^l + J'(r)J(r)^{l-1}\sigma_{l-1;i}(a)a_i]. \quad (3.7)$$

Since $\sigma_k(a) = \sigma_l(a)$, then

$$\frac{J(r)^k - \bar{g}(r)J(r)^l}{J'(r)} = \frac{\bar{g}(r)J(r)^{l-1}\sigma_{l-1;i}(a)a_i - J(r)^{k-1}\sigma_{k-1;i}(a)a_i}{\sigma_k(a)}. \quad (3.7)$$

Noting that the left side of \((3.7)\) is independent of $i$, so for any $i \neq j$, we have that

$$\bar{g}(r)J(r)^{l-1}\sigma_{l-1;i}(a)a_i - J(r)^{k-1}\sigma_{k-1;i}(a)a_i = \bar{g}(r)J(r)^{l-1}\sigma_{l-1;j}(a)a_j - J(r)^{k-1}\sigma_{k-1;j}(a)a_j.$$  

As a result

$$\bar{g}(r)J(r)^{l-1}[\sigma_{l-1;i}(a)a_i - \sigma_{l-1;j}(a)a_j] = J(r)^{k-1}[\sigma_{k-1;i}(a)a_i - \sigma_{k-1;j}(a)a_j]. \quad (3.8)$$

Applying the equality $\sigma_k(a) = \sigma_{k;i}(a) + a_i\sigma_{k-1;i}(a)$ for all $i$, we get that

$$\sigma_{l-1;i}(a)a_i - \sigma_{l-1;j}(a)a_j = [\sigma_{l-1;i}(a) + \sigma_{l-1;j}(a)]a_i - [\sigma_{l-1;i}(a) + \sigma_{l-1;j}(a)]a_j = \sigma_{l-1;i}(a)(a_i - a_j).$$

Therefore \((3.8)\) becomes

$$\bar{g}(r)J(r)^{l-1}\sigma_{l-1;j}(a)(a_i - a_j) = J(r)^{k-1}\sigma_{k-1;j}(a)(a_i - a_j).$$
If \( k = n \), then \( \sigma_{k-1;ij}(a) = 0 \) for any \( i \neq j \). But \( \sigma_{l-1;ij}(a) > 0 \), so we get that
\[
a_1 = \cdots = a_n = \hat{a}.
\]

If \( 1 \leq l < k \leq n - 1 \), then \( \sigma_{k-1;ij}(a) > 0 \) and \( \sigma_{l-1;ij}(a) > 0 \). Suppose on the contrary that \( a_i \neq a_j \), then
\[
\overline{g}(r)J(r)^{l-1}\sigma_{l-1;ij}(a) = J(r)^{k-1}\sigma_{k-1;ij}(a).
\]
Thus
\[
\frac{\sigma_{k-1;ij}(a)}{\sigma_{l-1;ij}(a)} = \frac{\overline{g}(r)J(r)^{l-1}}{J(r)^{k-1}} = \overline{g}(r)J(r)^{l-k}.
\]
(3.9)

Since the left side of the above equality is independent of \( i \), then \( \overline{g}(r)J(r)^{l-k} \) is a constant \( c_0 > 0 \). So \( \overline{g}(r) = c_0J(r)^{k-l} \). Substituting into (3.7), we have that
\[
\frac{J(r)(1 - c_0)}{c_0J'(r)} = \frac{\sigma_{l-1;i}(a) - \sigma_{k-1;i}(a)\sigma_i}{\sigma_k(a)}.
\]
(3.10)

Since the left side of the above equality is independent of \( i \), then for any \( i \neq j \),
\[
\sigma_{l-1;i}(a)\sigma_i - \sigma_{k-1;i}(a)\sigma_i = \sigma_{l-1,j}(a)\sigma_j - \sigma_{k-1,j}(a)\sigma_j,
\]
so
\[
\sigma_{l-1;i}(a)\sigma_i - \sigma_{k-1;i}(a)\sigma_i = \sigma_{k-1;i}(a)\sigma_i - \sigma_{k-1;i}(a)\sigma_i.
\]
However \( a_i \neq a_j \), thus \( \sigma_{l-1;i}(a) = \sigma_{k-1;i}(a) \). Therefore by (3.9), we can have \( c_0 = 1 \). Then by (3.10), we can get that for all \( i \),
\[
\sigma_{l-1;i}(a)\sigma_i = \sigma_{k-1;i}(a)\sigma_i.
\]
Recalling the equality
\[
\sum_{i=1}^{n} a_i\sigma_{k-1;i}(a) = k\sigma_k(a),
\]
we know that \( k\sigma_k(a) = l\sigma_l(a) \). Since \( A \in \mathbb{A}_{k,l} \), then \( \sigma_k(a) = \sigma_l(a) \), so \( k = l \). This is a contradiction.

So in virtue of Proposition 3.2, we can only find the generalized subsolutions of (1.1). We will construct the generalized symmetric subsolution \( W(x) = w(r) \) of (1.1). First we discuss the function \( h(r) \) which actually equals to \( w'(r)/r \).

**Lemma 3.3.** Let \( 0 \leq l < k \leq n, n \geq 3, A \in \mathbb{A}_{k,l}, a := (a_1, a_2, \ldots, a_n) := \lambda(A), 0 < a_1 \leq a_2 \leq \cdots \leq a_n \) and \( \delta > \sup_{r \in [1, +\infty)} \frac{1}{\overline{g}(r)^{k-1}} \). Then the problem
\[
\begin{cases}
\frac{h(r)^k + \overline{G}(r)h(r)^{k-1}h'(r)}{h(r)^l + \overline{G}(r)h(r)^{l-1}h'(r)} = \overline{g}(r), & r > 1, \\
h(1) = \delta,
\end{cases}
\]
(3.11)
\[
h(r)^k + \overline{G}(r)h(r)^{k-1}h'(r) > 0,
\]
has a smooth solution \( h(r) = h(r, \delta) \) on \([1, +\infty)\) satisfying

(i) \( \frac{1}{\mathcal{g}^{k-1}}(r) \leq h(r, \delta) \leq \delta, \) and \( \partial_r h(r, \delta) \leq 0. \)

(ii) \( h(r, \delta) \) is continuous and strictly increasing in \( \delta \) and

\[
\lim_{\delta \to +\infty} h(r, \delta) = +\infty, \quad \forall \; r \geq 1.
\]

**Proof.** For brevity, sometimes we write \( h(r) \) or \( h(r, \delta) \), \( \overline{t}_k(a) \) or \( \overline{t}_k \) and \( \overline{t}_l(a) \) or \( \overline{t}_l \), when there is no confusion. Due to (3.11), we have

\[
\left\{ \begin{array}{l}
\frac{dh}{dr} = -\frac{1}{r \overline{t}_k} h(r)^{k-1} - \mathcal{g}(r), \quad r > 1, \\
h(1) = \delta.
\end{array} \right.
\]

That is

\[
\frac{r^{\frac{k}{k-1}}(h(r)^k + \overline{t}_k r h(r)^{k-1} h'(r))}{\mathcal{g}(r)} = \frac{r^{\frac{k}{k-1}}}{\mathcal{g}(r)}, \quad r > 1.
\]

So

\[
(r^{\frac{k}{k-1}} h^k(r))' = \frac{k \overline{t}_l}{\overline{t}_k} r^{\frac{k}{k-1}} \mathcal{g}(r)(r^{\frac{l}{l-1}} h'(r))'.
\]

Integrating the above equality from 1 to \( r \), we have that

\[
\int_1^r (s^{\frac{k}{k-1}} h^k(s))' ds = \frac{k \overline{t}_l}{\overline{t}_k} \int_1^r s^{\frac{k}{k-1}} \mathcal{g}(s)(s^{\frac{l}{l-1}} h^l(s))' ds.
\]

Then

\[
r^{\frac{k}{k-1}} h^k(r) - \delta^k = \frac{k \overline{t}_l}{\overline{t}_k} \int_1^r s^{\frac{k}{k-1}} \mathcal{g}(s)(s^{\frac{l}{l-1}} h^l(s))' ds.
\]

(3.13)

Since \( h(r)^k + \overline{t}_k r h(r)^{k-1} h'(r) > 0 \), then \( h(r)^l + \frac{\mathcal{g}(r)}{\mathcal{g}(r)} h(r)^l h'(r) > 0 \), so also \((r^{\frac{l}{l-1}} h^l(r))' > 0\). According to the mean value theorem of integrals, we have that there exists \( 1 \leq \theta_1 \leq r \) such that

\[
r^{\frac{k}{k-1}} h^k(r) - \delta^k = \frac{k \overline{t}_l}{\overline{t}_k} \theta_1^{\frac{k}{k-1}} \mathcal{g}(\theta_1) \int_1^r (s^{\frac{l}{l-1}} h^l(s))' ds,
\]

i.e.,

\[
r^{\frac{k}{k-1}} h^k(r) - \delta^k = \frac{k \overline{t}_l}{\overline{t}_k} \theta_1^{\frac{k}{k-1}} \mathcal{g}(\theta_1)[r^{\frac{l}{l-1}} h^l(r) - \delta^l].
\]
As a result, 
\[ r^k h^k(r) - \delta^k - \frac{k t_j}{\ell l_k} \frac{k^k}{\ell l_k} - \frac{l}{\ell l_k} (\theta_1) r^l h^l(r) + \frac{k t_j}{\ell l_k} \frac{k^k}{\ell l_k} - \frac{t}{\ell l_k} (\theta_1) \delta^l = 0. \]  
(3.14)

Denote the left side of the above equality as \( F(h, \delta, \theta_1, r) \), that is, 
\[ F(h, \delta, \theta_1, r) = r^k h^k(r) - \delta^k - \frac{k t_j}{\ell l_k} \frac{k^k}{\ell l_k} - \frac{l}{\ell l_k} (\theta_1) r^l h^l(r) + \frac{k t_j}{\ell l_k} \frac{k^k}{\ell l_k} - \frac{t}{\ell l_k} (\theta_1) \delta^l. \]

Then we assert 
\[ \frac{\partial F}{\partial h} = k \left[ r^k h^{k-1} - \frac{l}{\ell l_k} \theta_1^k - \frac{t}{\ell l_k} (\theta_1) r^l h^{l-1} \right] > 0. \]  
(3.15)

In fact, by (3.14), we can get that 
\[ r^k h^k(r) - \frac{k t_j}{\ell l_k} \frac{k^k}{\ell l_k} - \frac{l}{\ell l_k} (\theta_1) r^l h^l(r) = \delta^k - \frac{k t_j}{\ell l_k} \frac{k^k}{\ell l_k} - \frac{t}{\ell l_k} (\theta_1) \delta^l, \]

\[ = \delta^l \left[ \delta^{k-1} - \frac{k t_j}{\ell l_k} \frac{k^k}{\ell l_k} - \frac{t}{\ell l_k} (\theta_1) \right]. \]  
(3.16)

Since 
\[ \frac{l_j}{l} < \frac{k}{n} \leq \frac{t_k}{l}, \]
then 
\[ \frac{k t_j}{\ell l_k} \leq 1 \quad \text{and} \quad \frac{k}{n} - \frac{l}{l_j} \leq 0. \]

Combining with \( \delta^{k-l} > \sup_{r \in [0, +\infty)} g(r) \), we have that 
\[ \delta^{k-l} - \frac{k t_j}{\ell l_k} \frac{k^k}{\ell l_k} - \frac{l}{\ell l_k} (\theta_1) > 0. \]  
(3.17)

Therefore by (3.16), 
\[ r^k h^k(r) - \frac{k t_j}{\ell l_k} \frac{k^k}{\ell l_k} - \frac{l}{\ell l_k} (\theta_1) r^l h^l(r) > 0. \]

However, 
\[ -\frac{l_j}{t_k} > -\frac{k t_j}{\ell l_k}, \]
then we conclude that 
\[ 0 < r^k h^k(r) - \frac{k t_j}{\ell l_k} \frac{k^k}{\ell l_k} - \frac{l}{\ell l_k} (\theta_1) r^l h^l(r) \]
\[ < r^k h^k(r) - \frac{l_j}{t_k} \frac{l}{\ell l_k} (\theta_1) r^l h^l(r). \]

Thus 
\[ \frac{\partial F}{\partial h} > 0. \]

By the implicit function theorem, (3.14) can determine a unique function \( h(r) := h(r, \delta, \theta_1) \). Moreover, 
\[ \frac{\partial h}{\partial \delta} = -\frac{\partial F}{\partial \delta} / \frac{\partial F}{\partial h}. \]
Integrating the above equality on both sides, we know that by (3.19), we have that

So due to (3.15) and (3.17),

\[ \frac{\partial h}{\partial \delta} = \frac{k\delta^{l-1} \left[ \delta^{k-l} - \frac{k}{\theta_1^l} \frac{\delta}{k} \delta^{k-l} = \frac{1}{\theta_1} \frac{\delta}{k} \delta^{k-l} \frac{1}{\theta_1} \right] }{kr^2 h^{l-1} \left[ r \frac{k}{\theta_1} - \frac{1}{\theta_1} \right] h^{k-l} - \frac{k}{\theta_1^l} \delta^{k-l} \frac{1}{\theta_1} \frac{1}{\theta_1} \delta^{k-l} \frac{1}{\theta_1} \right] } > 0. \] (3.18)

In virtue of (3.16), we deduce that

\[ h^l(r) \left[ r \frac{k}{\theta_1} h^{k-l}(r) - \frac{k}{\theta_1} \frac{1}{\theta_1} \theta_1^l \right] = \delta^l \left[ \delta^{k-l} - \frac{k}{\theta_1^l} \delta^{k-l} \frac{1}{\theta_1} \right] \theta_1^l \delta^{k-l} \frac{1}{\theta_1} \delta^{k-l} \frac{1}{\theta_1} \delta^{k-l} \frac{1}{\theta_1} \right] \]

If \( \delta \to +\infty \), then the right side of the above equality tends to \(+\infty\). Since \( h \) is increasing in \( \delta \) by (3.18), then

\[ h(r, \delta, \theta_1) \to +\infty, \quad \text{as} \quad \delta \to +\infty. \]

The lemma is proved. \( \square \)

**Remark 3.2.** By the extension theorem of solutions, we can know that the solution \( h \) in (3.11) can be extended to the left of \([1, +\infty)\) and then is well defined in \([0, +\infty)\).

Let the function \( h_0 \) satisfy

\[
\begin{aligned}
&\begin{cases}
h_0(r)^k + \bar{t}_k r h_0(r) r^{k-1} h_0'(r) = g_0(r), \quad r > 0, \\
h_0(0) = \sup_{r \in [0, +\infty)} g_0(r),
\end{cases} \\
&h_0(r)^k + \bar{t}_k r h_0(r) r^{k-1} h_0'(r) > 0.
\end{aligned}
\] (3.19)

Alike Lemma 3.3, we know that \( h_0 = h_0(r) \in C^0[0, +\infty) \cap C^1(0, +\infty) \) is bounded. From the equation in (3.19), we have that

\[
\begin{aligned}
&\begin{cases}
\frac{k-1}{\theta_1} r \theta_1^{-1} h_0(r)^k \theta_1^{k-1} h_0'(r) = g_0(r), \quad r > 0, \\
\frac{k-1}{\theta_1} r \theta_1^{-1} h_0(r)^k \theta_1^{k-1} h_0'(r) > 0.
\end{cases}
\end{aligned}
\]

So

\[
\begin{aligned}
&\frac{(k-1)\theta_1}{\theta_1} h_0'^{(k-1)}(r) = g_0(r), \quad r > 0. \\
&\frac{(k-1)\theta_1}{\theta_1} h_0'^{(k-1)}(r) > 0.
\end{aligned}
\] (3.20)

Integrating the above equality on both sides, we know that \( h_0 \) satisfies

\[
h_0(r) = \left( \frac{(k-1)\theta_1}{\theta_1} h_0'^{(k-1)}(r) \right) = g_0(r), \quad r > 0.
\]

For \( A \in A_{k,l} \) and \( \gamma > 0 \), let

\[
E_\gamma := \{ x \in \mathbb{R}^n | x^T A x < \gamma^2 \} = \{ x \in \mathbb{R}^n | r_A(x) < \gamma \},
\]
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where \( r_A(x) := \sqrt{x^TAx} \). For some constant \( \beta_1 \), define
\[
w(r) := w_{\beta_1, \eta, \delta}(r) := \beta_1 + \int_{\eta}^{r} \theta h(\theta, \delta) d\theta, \quad \forall \ r \geq \eta > 1.
\]
Then
\[
w(r) = \beta_1 + \int_{\eta}^{+\infty} \theta h(\theta) d\theta - \int_{r}^{+\infty} \theta h(\theta) d\theta
\]
\[
= \beta_1 + \int_{\eta}^{+\infty} \theta h(\theta) d\theta + \int_{0}^{r} \theta h_0(\theta) d\theta - \int_{0}^{r} \theta h_0(\theta) d\theta - \int_{r}^{+\infty} \theta h(\theta) d\theta
\]
\[
= \beta_1 + \int_{\eta}^{+\infty} \theta h(\theta) d\theta + \int_{0}^{r} \theta h_0(\theta) d\theta - \int_{r}^{+\infty} \theta h_0(\theta) d\theta
\]
\[
+ \int_{r}^{+\infty} \theta h_0(\theta) d\theta - \int_{r}^{+\infty} \theta h(\theta) d\theta
\]
\[
= \int_{0}^{+\infty} \theta h_0(\theta) d\theta + \beta_1 - \int_{0}^{\eta} \theta h_0(\theta) d\theta + \int_{\eta}^{+\infty} \theta h(\theta) d\theta
\]
\[
- \int_{r}^{+\infty} \theta [h(\theta) - h_0(\theta)] d\theta
\]
\[
= \int_{0}^{+\infty} \theta h_0(\theta) d\theta + \mu_{\beta_1, \eta}(\delta) - \int_{r}^{+\infty} \theta [h(\theta) - h_0(\theta)] d\theta,
\]
where
\[
\mu_{\beta_1, \eta}(\delta) := \beta_1 - \int_{0}^{\eta} \theta h_0(\theta) d\theta + \int_{\eta}^{+\infty} \theta [h(\theta) - h_0(\theta)] d\theta.
\]
From (3.11),
\[
\frac{k-l}{r^{k-1}x^{k-2}} h^{\frac{k-l}{k-1}} r^{\frac{k-l}{k-1} r_x} h(r^{(k-1)/k} r') = \overline{f}(r), \ r > 1.
\]
So
\[
\left( r^{(k-1)\overline{f}_x} h^{\frac{(k-1)f_x}{k-1}} \right)' = \overline{f}(r), \ r > 1,
\]
(3.23)
that is
\[
\left( r^{\frac{k-l}{k-1} x^{\frac{(k-l)}{k-1}} \overline{f}_x} \right) = \overline{f}(r)(r^{\frac{k-l}{k-1} x^{\frac{(k-l)}{k-1} f_x}})' , \ r > 1.
\]
Integrating the above equality from 1 to \( r \), we obtain that
\[
\int_{1}^{r} \overline{g}(s)(s^{\frac{k-l}{k-1} x^{\frac{(k-l)}{k-1} f_x}})' ds.
\]
As a result,
\[
h(r) = \left( \delta^{\frac{(k-1)f_x}{k-1} x^{\frac{(k-1)}{k-1} f_x}} r^{\frac{k-l}{k-1} x^{\frac{(k-l)}{k-1}}} + r^{\frac{k-l}{k-1} x^{\frac{(k-l)}{k-1}}} \int_{1}^{r} \overline{g}(s)(s^{\frac{k-l}{k-1} x^{\frac{(k-l)}{k-1} f_x}})' ds \right)^{\frac{(k-1)f_x}{(k-1) x^{(k-1) f_x}}},
\]
(3.24)
So

\[ w(r) = \beta_1 + \int_0^r \theta \left( a_{k-l}^{k-l} \theta - \frac{k-l}{r-k-l} \right) + \theta \int_0^\theta \frac{\theta}{r-k-l} \, d\theta \, \left( \frac{r-k-l}{\theta} + \frac{(k-l)_{l-k-l}}{r-k-l} \right) \, d\theta, \quad \forall r \geq \eta > 1. \]

Since by (3.3), \( g(r) = g_0(r) + C_1 r^{-\beta}, r > \theta_0 \), then the last term in (3.22) is

\[- \int_r^{+\infty} \theta [h(\theta) - h_0(\theta)] \, d\theta \]

\[ = - \int_r^{+\infty} \theta \left\{ (k-l)_{l-k-l} \theta - \frac{k-l}{r-k-l} \right\} \int_0^\theta \frac{\theta}{r-k-l} \, d\theta \, \theta - h_0(\theta) \, \left( \frac{r-k-l}{\theta} + \frac{(k-l)_{l-k-l}}{r-k-l} \right) \, d\theta \]

\[ = - \int_r^{+\infty} \theta \left\{ [\theta - \frac{k-l}{r-k-l}] \int_0^\theta (g_0(s) + C_1 s^{-\beta}) (s^{k-l} h(s) \left( \frac{(k-l)_{l-k-l}}{r-k-l} \right)) \, ds - \int_0^\theta g_0(s) (s^{k-l} h(s) \left( \frac{(k-l)_{l-k-l}}{r-k-l} \right)) \, ds \right\} \, d\theta \]

\[ + \theta \int_0^\theta C_1 s^{-\beta} (s^{k-l} h(s) \left( \frac{(k-l)_{l-k-l}}{r-k-l} \right)) \, ds - h_0(\theta) \, \left( \frac{r-k-l}{\theta} + \frac{(k-l)_{l-k-l}}{r-k-l} \right) \, d\theta \]

\[ = - \int_r^{+\infty} \theta h_0(\theta) \left\{ \left[ \theta - \frac{k-l}{r-k-l} \right] \int_0^\theta \frac{g_0(s) (s^{k-l} h(s) \left( \frac{(k-l)_{l-k-l}}{r-k-l} \right)) \, ds - h_0 \left( \frac{(k-l)_{l-k-l}}{r-k-l} \left( \frac{r-k-l}{\theta} \right) \right) \right] + 1 \right\} \, d\theta, \quad (3.25) \]

where \( \delta_0 = \theta - \frac{r-k-l}{\theta} \int_0^\theta \frac{g_0(s) (s^{k-l} h(s) \left( \frac{(k-l)_{l-k-l}}{r-k-l} \right)) \, ds}{h_0 \left( \frac{(k-l)_{l-k-l}}{r-k-l} \left( \frac{r-k-l}{\theta} \right) \right)} \) and \( \delta_1 = \delta_0 - \int_0^\theta g_0(s) (s^{k-l} h(s) \left( \frac{(k-l)_{l-k-l}}{r-k-l} \right)) \, ds \).

In (3.25), we let

\[ Q(\theta) = \theta - \frac{k-l}{r-k-l} \int_0^\theta C_1 s^{-\beta} (s^{k-l} h(s) \left( \frac{(k-l)_{l-k-l}}{r-k-l} \right)) \, ds. \]
Then if \( \beta \neq \frac{k-l}{t_k-l} \),

\[
Q(\theta) = \theta^{\frac{k-l}{t_k-l}} \int_0^\theta C_1 s^{-\beta}(s^{\frac{k-l}{t_k-l}} h(s))' ds
\]

\[
= \theta^{\frac{k-l}{t_k-l}} \left( C_1 \theta^{\frac{k-l}{t_k-l} - \beta} h^{(k-l)\over(\alpha_k-l)}(\theta) - C_1 \theta_0^{\frac{k-l}{t_k-l} - \beta} h^{(k-l)\over(\alpha_k-l)}(\theta_0) + C_1 \beta \int_0^\theta s^{-\beta-1} s^{\frac{k-l}{t_k-l}} h(s) ds \right)
\]

\[
= C_2 \theta^{-\beta} + C_3 \theta^{\frac{k-l}{t_k-l}} + C_1 \beta h(\zeta_0) \theta^{\frac{k-l}{t_k-l} - \beta} - C_1 \beta h(\zeta_0) \theta_0^{\frac{k-l}{t_k-l} - \beta} - \beta \int_0^\theta \theta s^{-\beta-1} s^{\frac{k-l}{t_k-l}} ds
\]

(3.26)

\[
= C_4 \theta^{-\beta} + C_5 \theta^{\frac{k-l}{t_k-l}}
\]

(3.27)

where \( C_2 := C_2(\theta) = C_1 \theta^{\frac{k-l}{t_k-l} - \beta} h^{(k-l)\over(\alpha_k-l)}(\theta) \) and \( C_3 = -C_1 \theta_0^{\frac{k-l}{t_k-l} - \beta} h^{(k-l)\over(\alpha_k-l)}(\theta_0) \). In (3.26) we employ the integration by parts and the mean value theorem of integrals and \( \zeta_0 \in [\theta_0, \theta] \), \( C_4 = C_2 + \frac{C_1 \beta h(\zeta_0)}{\frac{k-l}{t_k-l} - \beta} \), \( C_5 = C_3 - \frac{C_1 \beta h(\zeta_0)}{\frac{k-l}{t_k-l} - \beta} \theta_0^{\frac{k-l}{t_k-l} - \beta} \).

In (3.25), we set

\[
R(\theta) := \theta^{\frac{k-l}{t_k-l}} \int_0^\theta g_0(s) \left( s^{\frac{k-l}{t_k-l} - \beta} h(s) \right)' ds - h_0^{(k-l)\over(\alpha_k-l)}(\theta)
\]

\[
= \theta^{\frac{k-l}{t_k-l}} \int_0^\theta g_0(s) \left( s^{\frac{k-l}{t_k-l} - \beta} h(s) \right)' ds - \theta^{\frac{k-l}{t_k-l}} \int_0^\theta g_0(s) \left( s^{\frac{k-l}{t_k-l} - \beta} h_0(s) \right)' ds
\]

\[
= \theta^{\frac{k-l}{t_k-l}} \int_0^\theta g_0(s) \left( \left( s^{\frac{k-l}{t_k-l} - \beta} h(s) \right)' - \left( s^{\frac{k-l}{t_k-l} - \beta} h_0(s) \right)' \right) ds
\]

(3.28)

According to (3.20) and (3.23), we can have that

\[
\lim_{r \to +\infty} \left( \frac{r^{\frac{k-l}{t_k-l} - \beta} h(r)'}{r^{\frac{k-l}{t_k-l} - \beta} h_0(r)'} \right) = \lim_{r \to +\infty} \frac{\overline{g}(r)}{g_0(r)} = 1.
\]

Consequently,

\[
\lim_{r \to +\infty} \left( \frac{r^{\frac{k-l}{t_k-l} - \beta} h(r)'}{r^{\frac{k-l}{t_k-l} - \beta} h_0(r)'} \right) = \lim_{r \to +\infty} \left( \frac{r^{\frac{k-l}{t_k-l} - \beta} h(r)'}{r^{\frac{k-l}{t_k-l} - \beta} h_0(r)'} \right). \quad (3.29)
\]

On the other hand, in light of (3.20) and (3.23), we know that

\[
(h_0(r))^{(k-l)\over(\alpha_k-l)} = r^{-\frac{k-l}{t_k-l}} \int_0^r g_0(s) \left( s^{\frac{k-l}{t_k-l} - \beta} h_0(s) \right)' ds,
\]

and

\[
(h(r))^{(k-l)\over(\alpha_k-l)} = r^{-\frac{k-l}{t_k-l}} \int_0^r \overline{g}(s) \left( s^{\frac{k-l}{t_k-l} - \beta} h(s) \right)' ds.
\]
As a result,
\[
\lim_{r \to +\infty} \frac{(h(r))^{\frac{(k-1)\tau_k}{k-\nu}}}{(h_0(r))^{\frac{(k-1)\tau_k}{k-\nu}}} = \lim_{r \to +\infty} \frac{g(r)(r^{\frac{k-1}{k-\nu}} h^{\frac{(k-1)\tau_k}{k-\nu}})}{g_0(r)(r^{\frac{k-1}{k-\nu}} h_0^{\frac{(k-1)\tau_k}{k-\nu}})}.
\]
\[
= \lim_{r \to +\infty} \frac{(r^{\frac{k-1}{k-\nu}} h^{\frac{(k-1)\tau_k}{k-\nu}})}{(r^{\frac{k-1}{k-\nu}} h_0^{\frac{(k-1)\tau_k}{k-\nu}})}. \tag{3.30}
\]
Likewise, we also have that
\[
\lim_{r \to +\infty} \frac{(h(r))^{\frac{(k-1)\tau_k}{k-\nu}}}{(h_0(r))^{\frac{(k-1)\tau_k}{k-\nu}}} = \lim_{r \to +\infty} \frac{(r^{\frac{k-1}{k-\nu}} h^{\frac{(k-1)\tau_k}{k-\nu}})}{(r^{\frac{k-1}{k-\nu}} h_0^{\frac{(k-1)\tau_k}{k-\nu}})}. \tag{3.31}
\]
From (3.29), (3.30) and (3.31), we get that
\[
\lim_{r \to +\infty} \frac{(h(r))^{\frac{(k-1)\tau_k}{k-\nu}}}{(h_0(r))^{\frac{(k-1)\tau_k}{k-\nu}}} = \lim_{r \to +\infty} \frac{(h(r))^{\frac{(k-1)\tau_k}{k-\nu}}}{(h_0(r))^{\frac{(k-1)\tau_k}{k-\nu}}}. \tag{3.32}
\]
So
\[
\lim_{r \to +\infty} \frac{h(r)}{h_0(r)} = 1.
\]
And therefore, the term \(\int_0^\theta g_0(s) \left( (s^{\frac{k-1}{k-\nu}} h(s)^{(k-1)\tau_k}) - (s^{\frac{k-1}{k-\nu}} h_0(s)^{(k-1)\tau_k}) \right) ds\) in (3.28) is bounded and thus
\[
\theta^{-\frac{k-1}{k-\nu}} \int_0^\theta g_0(s)(s^{\frac{k-1}{k-\nu}} h(s)^{(k-1)\tau_k}) ds - h_0^{\frac{(k-1)\tau_k}{k-\nu}} (\theta) = C_{10} \theta^{-\frac{k-1}{k-\nu}}, \tag{3.33}
\]
where \(C_{10} = C_{10}(\theta) = \int_0^\theta g_0(s) \left( (s^{\frac{k-1}{k-\nu}} h(s)^{(k-1)\tau_k}) - (s^{\frac{k-1}{k-\nu}} h_0(s)^{(k-1)\tau_k}) \right) ds\). Hence by (3.27) and (3.32), we know that
\[
- \int_r^{+\infty} \theta[h(\theta) - h_0(\theta)] d\theta
\]
\[
= - \int_r^{+\infty} \theta h_0(\theta) \left\{ \left[ \frac{\delta_1 \theta^{\frac{k-1}{k-\nu}}}{h_0^{\frac{(k-1)\tau_k}{k-\nu}} (\theta)} + \frac{C_{10} \theta^{\frac{k-1}{k-\nu}}}{h_0^{\frac{(k-1)\tau_k}{k-\nu}} (\theta)} + \frac{C_4 \theta^{\beta} + C_5 \theta^{\frac{k-1}{k-\nu}}}{h_0^{\frac{(k-1)\tau_k}{k-\nu}} (\theta)} \right] - 1 \right\} d\theta.
\]
Thus due to the fact that \(h_0\) is bounded, then (3.33) becomes
\[
- \int_r^{+\infty} \theta[h(\theta) - h_0(\theta)] d\theta
\]
\[
= - \int_r^{+\infty} O(\theta^1) + O(\theta^{1-\beta}) d\theta
\]
\[
= O(r^{2-\min(1,\frac{k-1}{k-\nu})}), \quad \text{as} \quad r \to +\infty.
\]
Lemma 3.4. Hence by the fact that \( h_0 \) is bounded, then (3.35) turns into
\[
- \int_r^{+\infty} \theta [h(\theta) - h_0(\theta)] d\theta = - \int_r^{+\infty} \theta h_0(\theta) \left\{ \frac{\theta^\beta}{\frac{k-1}{\theta^{k-1} - 0}} + \frac{\theta^\beta}{\frac{k-1}{h_0^k - \theta^{k-1}}} + 1 + \frac{\theta^\beta}{\frac{k-1}{h_0^k - \theta^{k-1}}} \right\} d\theta.
\]
(3.35)

Hence by the fact that \( h_0 \) is bounded, then (3.35) turns into
\[
- \int_r^{+\infty} \theta [h(\theta) - h_0(\theta)] d\theta = - \int_r^{+\infty} O(\theta^{\frac{k-1}{\theta^{k-1} - 0}}) + O(\theta^{\frac{k-1}{k-1} - \theta^{k-1}}) d\theta = O(r^{2-\frac{k-1}{\theta^{k-1} - 0}}) \text{ ln } r, \text{ as } r \to +\infty.
\]

To sum up, we can get that as \( r \to +\infty \),
\[
w(r) = \begin{cases} 
\int_0^r \theta h_0(\theta) d\theta + \mu_{\beta_1, \eta}(\delta) + O(r^{2-\min\{\beta, \frac{k-1}{\theta^{k-1} - 0}\}}), & \text{if } \beta \neq \frac{k-1}{\theta^{k-1} - 0} \\
\int_0^r \theta h_0(\theta) d\theta + \mu_{\beta_1, \eta}(\delta) + O(r^{2-\frac{k-1}{k-1} - \theta^{k-1}} \ln r), & \text{if } \beta = \frac{k-1}{\theta^{k-1} - 0}. 
\end{cases}
\]
(3.36)

By Lemma 3.3(ii), we know that
\[
\mu_{\beta_1, \eta}(\delta) \to +\infty, \text{ as } \delta \to +\infty.
\]
(3.37)

Define
\[
W(x) := W_{\beta_1, \eta, A}(x) := w(r) := w_{\beta_1, \eta, \delta}(r_A(x)), \ \forall \ x \in \mathbb{R}^n \backslash E_\eta.
\]

Now we have the conclusion

**Lemma 3.4.** \( W \) is a smooth \( k \)-convex subsolution of (1.1) in \( \mathbb{R}^n \backslash E_\eta \), i.e.,
\[
S_j(D^2W(x)) \geq 0, \text{ for any } j = 1, \ldots, k,
\]
and
\[
\frac{S_k(D^2W(x))}{S_l(D^2W(x))} \geq g(x), \text{ for any } x \in \mathbb{R}^n \backslash E_\eta.
\]
Proof. According to the definition of \( w(r) \), we deduce that \( w'(r) = rh(r) \) and \( w''(r) = h(r) + rh'(r) \). Then

\[
\partial_{x_i x_j} W(x) = \frac{w'(r)}{r} a_i \delta_{ij} + \frac{w''(r) - \frac{w'(r)}{r^2}}{r^2} (a_i x_i)(a_j x_j)
\]

\[
= h(r) a_i \delta_{ij} + \frac{h'(r)}{r} (a_i x_i)(a_j x_j),
\]

and therefore

\[
D^2 W = \left( h(r) a_i \delta_{ij} + \frac{h'(r)}{r} (a_i x_i)(a_j x_j) \right)_{n \times n}.
\]

Thus from Lemma 5.2 we have that

\[
S_j(D^2 W) = \sigma_j(\lambda(D^2 W))
\]

\[
= \sigma_j(a) h(r)^j + \frac{h'(r)}{r} h(r)^{j-1} \sum_{i=1}^{n} \sigma_{j-1,i} (a_i a_i^2 x_i^2)
\]

\[
\geq \sigma_j(a) h(r)^j + \Lambda_j(a,x) \sigma_j(a) r h(r)^{j-1} h'(r)
\]

\[
= \sigma_j(a) h(r)^{j-1} (h + \Lambda_j(a,r h'(r))), \quad j = 1, \ldots, k,
\]

where we employ the facts that \( h(r) \geq \sqrt{g^{1/2}}(r) > 0 \) and \( h'(r) \leq 0 \) for any \( r \geq 1 \), due to Lemma 3.3-(i).

Since for \( l < k, \underline{t}_l \leq \underline{t}_k \leq \frac{k}{n} \leq \overline{t}_k \), then

\[
-\frac{\underline{t}_l}{\overline{t}_k} \geq -1.
\]

Thus

\[
0 \leq \frac{h^{k-l} - g(r)}{h^{k-l} - \overline{g}(r) \underline{t}_k} \leq 1 \leq \frac{\overline{t}_k}{\underline{t}_j}, \quad j \leq k.
\]

And so

\[
h' = \text{sign}(g(r)) \left( 1 - \frac{h^{k-l} - g(r)}{h^{k-l} - \overline{g}(r) \underline{t}_k} \right)
\]

\[
\geq \text{sign}(g(r)) \left( 1 - \frac{\overline{t}_k}{\underline{t}_k \underline{t}_j} \right)
\]

\[
= \text{sign}(g(r)) \left( 1 - \frac{1}{\overline{t}_j} \right)
\]

Therefore,

\[
h + \overline{t}_j h' \geq 0.
\]

Hence by (3.38),

\[
S_j(D^2 w) \geq 0, \quad j = 1, \ldots, k.
\]
On the other hand, by (3.12) and the fact that $\sigma_k(a) = \sigma_l(a)$ for $A \in A_{k,l}$, we obtain that

\[
\begin{align*}
\frac{S_k(D^2W(x))}{S_l(D^2W(x))} &= \frac{\sigma_k(\lambda(D^2W(x)))}{\sigma_l(\lambda(D^2W(x)))} \\
&= \frac{\sigma_k(a)h(r)^k + \frac{h'(r)}{r}h(r)^{k-1} \sum_{i=1}^{n} \sigma_{k-1;i}(a)a_i^2x_i^2}{\sigma_l(a)h(r)^l + \frac{h'(r)}{r}h(r)^{l-1} \sum_{i=1}^{n} \sigma_{l-1;i}(a)a_i^2x_i^2} \\
&= \frac{\sigma_k(a)h(r)^k + \Lambda_k(a, \sigma_{k}(a)rh(r)^{k-1}h'}{\sigma_l(a)h(r)^l + \Lambda_l(a, \sigma_{l}(a)rh(r)^{l-1}h'} \\
&\geq \frac{\sigma_k(a)h(r)^k + \Lambda_k(a)\sigma_{k}(a)r h(r)^{k-1}h'}{\sigma_l(a)h(r)^l + \Lambda_l(a)\sigma_{l}(a)r h(r)^{l-1}h'} \\
&= \mathcal{g}(r) \geq g(x), \ x \in \mathbb{R}^n \setminus E_n.
\end{align*}
\]

Then we complete the proof. \[
\square
\]

In light of Lemma 3.1, we know that

\[
\frac{L}{L_k} < 1, \ l < k.
\]

Let

\[
\left(\frac{L}{L_k} g(1)\right)^{\frac{1}{r-1}} < \tau < (g(1))^{\frac{1}{r-1}}.
\]

Lemma 3.5. Let $0 \leq l < k \leq n, n \geq 3, A \in A_{k,l}, a := (a_1, a_2, \ldots, a_n) := \lambda(A), 0 < a_1 \leq a_2 \leq \ldots \leq a_n$. Then the problem

\[
\begin{align*}
\begin{cases}
H(r)^k + \frac{1}{L_k} r H(r)^{k-1}H'(r) = g(r), & r > 1, \\
H(1) = \tau,
\end{cases}
\end{align*}
\tag{3.39}
\]

has a smooth solution $H(r) = H(r, \tau)$ on $[1, +\infty)$ satisfying

(i) $\frac{d}{dr} g(1) < H^{k-1}(1, \tau) < g(1), \partial_r H(r, \tau) \geq 0$ for $r \geq 1$.

(ii) $H(r, \tau)$ is continuous and strictly increasing with respect to $\tau$.

Proof. For brevity, we sometimes write $H(r)$ or $H(r, \tau)$ when there is no confusion. From (3.39), we have

\[
\begin{align*}
\begin{cases}
\frac{dH}{dr} = -\frac{1}{r} \frac{H(r)^{k-1} - g(r)}{L_k} H(r)^{k-1} - \frac{g(r)}{L_k}, & r > 1, \\
H(1) = \tau.
\end{cases}
\end{align*}
\tag{3.40}
\]

Since $\frac{d}{dr} g(1) < \tau^{k-1} < \frac{1}{r} g(1)$ and $g(r)$ is strictly increasing, by the existence, uniqueness and extension theorem for the solution of the initial value problem of the ODE, we can
get that the problem has a smooth solution $H(r, \delta)$ satisfying $\frac{\partial}{\partial r} g(r) < H^{k-l}(r, \tau) < g(r)$, and $\partial, H(r, \tau) \geq 0$. So assertion (i) of the lemma is proved. Let

$$p(H) := p(H(r, \tau)) := \frac{H(r, \tau)}{r^{k-l}} - \frac{\partial}{\partial \tau}$$

Then (3.40) is

$$\begin{cases}
\frac{\partial H}{\partial r} = -\frac{1}{r} p(H(r, \tau), r > 1, \\
H(1, \tau) = \tau.
\end{cases}$$

(3.41)

Differentiating (3.41) for $\tau$, we get that

$$\begin{cases}
\frac{\partial^2 H}{\partial r \partial \tau} = -\frac{1}{r} p'(H) \frac{\partial H}{\partial \tau}, \\
\frac{\partial H(1, \tau)}{\partial \tau} = 1.
\end{cases}$$

Let

$$q(r) := \frac{\partial H(r, \tau)}{\partial \tau}.$$ 

Then

$$\begin{cases}
\frac{dq}{dr} = -\frac{1}{r} p'(H) q, \\
q(1) = 1.
\end{cases}$$

So

$$\frac{dq}{r} = -\frac{1}{r} p'(H) dr,$$

and thus

$$\frac{\partial H(r, \tau)}{\partial \tau} = q(r) = \exp \int_1^r (-\frac{1}{s}) p'(H(s, \tau)) ds > 0.$$ 

Therefore $H(r, \tau)$ is strictly increasing in $\tau$. The lemma is proved. \(\square\)

**Remark 3.3.** By the extension theorem of solutions, we can know that the solution $H$ in (3.39) can be extended to the left and is well defined in $[0, +\infty)$.

**Remark 3.4.** If $g(r) \equiv 1$, then we choose $g'(r) = g(r) = 1, \delta = \tau = 1$ and so (3.11) and (3.40) all have a solution $h(r) = H(r) = 1$.

From (3.39),

$$\frac{r^{k-l}}{l_{k-l}^l} \frac{r^{k-l}}{l_{k-l}^l} - 1 H(r) \frac{r^{k-l}}{l_{k-l}^l} \frac{r^{k-l}}{l_{k-l}^l} [H(r)^k + \tau \partial H(r)^{k-1} H'(r)]$$

$$\frac{r^{k-l}}{l_{k-l}^l} \frac{r^{k-l}}{l_{k-l}^l} - 1 H(r) \frac{r^{k-l}}{l_{k-l}^l} \frac{r^{k-l}}{l_{k-l}^l} [H(r)^l + \tau \partial H(r)^{l-1} H'(r)]$$

So

$$\frac{(r^{k-l} H(r^{k-l}))'}{(r^{k-l} H(r^{k-l}))'} = g(r), r > 1,$$
that is
\[
(r^\frac{k-l}{k-\nu} H^\frac{(k-1)\gamma}{k-\nu})' = g(r)(r^\frac{k-l}{k-\nu} H^\frac{(k-1)\gamma}{k-\nu})', \quad r > 1.
\]

Integrating the above equality from 1 to \( r \), we have that
\[
\int_1^r g(s)(s^\frac{k-l}{k-\nu} H^s H^\frac{(k-1)\gamma}{k-\nu})' ds = \frac{r^{\frac{k-l}{k-\nu} - 1}}{r^\frac{k-l}{k-\nu} - 1}.
\]

As a result,
\[
H(r) = \left( r^\frac{k-l}{k-\nu} H^\frac{(k-1)\gamma}{k-\nu} - r^\frac{k-l}{k-\nu} \int_1^r g(s)(s^\frac{k-l}{k-\nu} H^s H^\frac{(k-1)\gamma}{k-\nu})' ds \right)^\frac{1}{\frac{k-l}{k-\nu} - 1}.
\]

(3.42)

Define for any constant \( \beta_2 \),
\[
\psi(r) := \psi_{\beta_2,\eta,\tau}(r) := \beta_2 + \int_{r}^{\eta} \theta H(\theta, \tau) d\theta, \quad \forall \ r \geq \eta \geq 1,
\]
and
\[
\Psi(x) := \Psi_{\beta_2,\eta,\tau,\Lambda}(x) := \psi(r) := \psi_{\beta_2,\eta,\tau}(r, A(x)), \quad \forall \ x \in \mathbb{R}^n / E_{\eta}.
\]

Similar to (3.36), as \( r \to +\infty \),
\[
\psi(r) = \begin{cases} 
\int_0^r \theta h_0(\theta) d\theta + \nu_{\beta_2,\eta}(\tau) + O(r^{2-\min\{\beta, \frac{k-l}{k-\nu}\}}), & \text{if } \beta \neq \frac{k-l}{k-\nu}, \\
\int_0^r \theta h_0(\theta) d\theta + \nu_{\beta_2,\eta}(\tau) + O(r^{2-\frac{k-l}{k-\nu} \ln r}), & \text{if } \beta = \frac{k-l}{k-\nu},
\end{cases}
\]

(3.43)

where
\[
h_0(\theta) = \left( \theta^\frac{k-l}{k-\nu} \int_0^\theta g_0(s)(s^\frac{k-l}{k-\nu} h_0(s) H^s H^\frac{(k-1)\gamma}{k-\nu})' ds \right)^\frac{1}{\frac{k-l}{k-\nu} - 1},
\]
and
\[
\nu_{\beta_2,\eta}(\tau) := \beta_2 - \int_0^\tau \theta h_0(\theta) d\theta + \int_\eta^{+\infty} \theta [H(\theta) - h_0(\theta)] d\theta.
\]

From Lemma 5.2 we get that
\[
S_j(D^2 \Psi) = \sigma_j(\lambda(D^2 \Psi))
= \sigma_j(a) H(r)^j + \frac{H'(r)}{r} H(r)^{j-1} \sum_{i=1}^n \sigma_{j-1,i}(a) a_i^2 x_i^2
\geq 0, \quad 1 \leq j \leq k.
\]
where we use the facts that $H' \geq 0$ by Lemma 3.5 (i). Furthermore, from (3.39), we get that for $A \in A_{k,l}$,

$$
\frac{S_k(D^2\Psi)}{S_l(D^2\Psi)} = \frac{\sigma_k(\lambda(D^2\Psi))}{\sigma_l(\lambda(D^2\Psi))}
= \frac{\sigma_k(a)H(r)^k + \frac{H'(r)}{r}H(r)^{k-1}\sum_{i=1}^n \sigma_{k-1;i}(a)a_i^2 x_i^2}{\sigma_l(a)H(r)^l + \frac{H'(r)}{r}H(r)^{l-1}\sum_{i=1}^n \sigma_{l-1;i}(a)a_i^2 x_i^2}
= \frac{\sigma_k(a)H(r)^k + \Lambda_k(a,x)\sigma_k(a)rH(r)^{k-1}H'}{\sigma_l(a)H(r)^l + \Lambda_l(a,x)\sigma_l(a)rH(r)^{l-1}H'}
\leq \frac{H(r)^k + \Lambda_k(a,x)rH(r)^{k-1}H'}{H(r)^l + \tilde{\tau}_l rH(r)^{l-1}H'}
= g(r) \leq g(x), \; \forall \; x \in \mathbb{R}^n \setminus E_\eta,
$$

(3.44)
in which we apply the facts that $\sigma_k(a) = \sigma_l(a)$. So we have that

**Theorem 3.6.** $\Psi$ is a $k$--convex supersolution of $(1.1)$ in $\mathbb{R}^n \setminus E_\eta$.

## 4 Proof of Theorem 1.3

Suppose that $E_1 \subset \subset \Omega \subset \subset E_{r_0} \subset \subset E_{R_0}$. For $0 \leq l < k \leq n, n \geq 3$, $A \in A_{k,l}$, we first give the following lemma.

**Lemma 4.1.** Suppose that $\phi \in C^2(\partial \Omega)$. Then there exists some constant $C$, depending only on $g$, $n, \|\phi\|_{C^2(\partial \Omega)}$, the upper bound of $A$, the diameter and the convexity of $\Omega$, and the $C^2$ norm of $\partial \Omega$, such that, for each $\xi \in \partial \Omega$, there exists $\overline{\xi} \in \mathbb{R}^n$ such that $|\overline{\xi}(\xi)| \leq C$,

$$
\rho_\xi \leq \phi \quad \text{on} \quad \partial \Omega \setminus \{\xi\} \quad \text{and} \quad \rho_\xi(\xi) = \phi(\xi),
$$

where

$$
\rho_\xi(x) = \phi(\xi) + \frac{1}{2}[(x - \overline{\xi}(\xi))^T A(x - \overline{\xi}(\xi)) - (\xi - \overline{\xi}(\xi))^T A(\xi - \overline{\xi}(\xi))], \quad x \in \mathbb{R}^n,
$$

and $\frac{C_{n,k}}{C_{k,n}} > \sup_{E_{r_0}} \overline{\eta}$.

*Proof. See [6].\qed

**Proof of Theorem 1.3** Without loss of generality, we may assume that $A = \text{diag}(a_1, \cdots, a_n) \in A_{k,l}$, $0 < a_1 \leq a_2 \leq \cdots \leq a_n$ and $b = 0$. Let

$$
\zeta_1 := \min_{\substack{x \in E_{r_0} \setminus \Omega \backslash \{\xi\} \setminus \overline{\Omega}}} \rho_\xi(x),
$$
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\[ \varphi(x) := \max_{\xi \in \partial \Omega} \rho_{\xi}(x), \]
and for \( r_A(x) \geq 1, \delta > \sup_{r \in [1, +\infty)} \frac{g(r)}{r} \),
\[ W_\delta(x) := \zeta_1 + \int_{r_0}^{r_A(x)} \theta h(\theta, \delta) d\theta, \quad x \in \mathbb{R}^n \backslash \{0\}, \]
where \( \rho_{\xi}(x) \) and \( h(r, \delta) \) are respectively given by Lemma 4.1 and Lemma 3.3.

Since \( \rho_{\xi}(x) \) satisfies
\[ S_k(D^2 \rho_{\xi}(x)) \geq g(x), \quad x \in E_{R_0}, \]
then \( \varphi(x) \) satisfies in the viscosity sense that
\[ S_k(D^2 \varphi(x)) \geq g(x), \quad x \in E_{R_0}. \quad (4.1) \]
Moreover, \( \varphi = \phi \) on \( \partial \Omega \). \quad (4.2)

By Lemma 3.3, we know that \( W_\delta \) is a smooth \( k \)-convex subsolution of (1.1), that is
\[ S_k(D^2 W_\delta(x)) \geq g(x) \text{ in } \mathbb{R}^n \backslash \overline{\Omega}. \quad (4.3) \]

Since \( \Omega \subset \subset E_{r_0} \), then we conclude that
\[ W_\delta \leq \zeta_1 \leq \rho_{\xi} \leq \varphi \text{ on } \overline{E_{r_0}} \backslash \Omega. \quad (4.4) \]

In addition, by Lemma 3.3, we deduce that \( W_\delta(x) \) is strictly increasing in \( \delta \) and
\[ \lim_{\delta \to +\infty} W_\delta(x) = +\infty \quad \text{for any } r_A(x) > r_0. \]

In light of (3.36), we have that as \( |x| \to +\infty \),
\[ W_\delta(x) = \begin{cases} \int_{r_0}^{r_A(x)} \theta h_0(\theta) d\theta + \mu(\delta) + O\left(|x|^{2-\frac{\min\{\beta, \frac{k-l}{k-2}\}}{\frac{k-l}{k-2}}} \right), & \text{if } \beta \neq \frac{k-l}{l_k-l_i} \\ \int_0^{r_A(x)} \theta h_0(\theta) d\theta + \mu(\delta) + O\left(|x|^{2-\frac{k-l}{k-2} \ln |x|} \right), & \text{if } \beta = \frac{k-l}{l_k-l_i}. \end{cases} \]

where
\[ \mu(\delta) := \zeta_1 - \int_0^{r_0} \theta h_0(\theta) d\theta + \int_{r_0}^{+\infty} \theta [h(\theta) - h_0(\theta)] d\theta, \]
and we use the fact that \( x^T A x = O(|x|^2) \) as \( |x| \to +\infty \).

Define
\[ \overline{\pi}_{\zeta_2, \tau} (x) := \zeta_2 + \int_{1}^{r_A(x)} \theta H(\theta, \tau) d\theta, \quad \forall \ x \in \mathbb{R}^n \backslash \Omega, \]
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where $\zeta_2$ is any constant and $\frac{c}{t_k}g(1) < r^{k-l} < g(1)$. Then by (3.44), we know that
\[
\frac{S_k(D^2\overline{u_{\zeta_2}},\tau)}{S_l(D^2\overline{u_{\zeta_2}},\tau)} \leq g(x), \ \forall \ x \in \mathbb{R}^n \setminus \Omega,
\]
and by (3.43), as $|x| \to +\infty$,
\[
\overline{u_{\zeta_2},\tau}(x) = \begin{cases}
\int_0^{r_A(x)} \theta h_0(\theta)d\theta + \nu_{\zeta_2}(\tau) + O(|x|^{2-\min\{\beta, \frac{k-l}{t_k-l}\}}), & \text{if } \beta \neq \frac{k-l}{t_k-l}, \\
\int_0^{r_A(x)} \theta h_0(\theta)d\theta + \nu_{\zeta_2}(\tau) + O(|x|^{2-\frac{k-l}{t_k-\ln |x|}}), & \text{if } \beta = \frac{k-l}{t_k-l},
\end{cases}
\]
where
\[
\nu_{\zeta_2}(\tau) := \zeta_2 - \int_0^{1} \theta h_0(\theta)d\theta + \int_{1}^{+\infty} \theta[H(\theta, \tau) - h_0(\theta)]d\theta
\]
is convergent.

Since $W_\delta$ is strictly increasing in $\delta$, then for $R_0 > r_0$, there exists some $\hat{\delta} > \sup_{r \in [1, +\infty)} \frac{r^{k-l}}{r^2}$ such that
\[
\min_{\partial E_{R_0}} W_\delta > \max_{\partial E_{R_0}} \varphi.
\]
Therefore we have that
\[
W_\hat{\delta} > \varphi \quad \text{on} \quad \partial E_{R_0}.
\]
Clearly, $\mu(\delta)$ is strictly increasing in $\delta$. By (3.37), we can know that
\[
\lim_{\delta \to +\infty} \mu(\delta) = +\infty.
\]
Let
\[
\hat{c} = \hat{c}(\tau) = \sup_{E_{R_0} \setminus \Omega} \varphi - \int_0^{1} \theta h_0(\theta)d\theta + \int_{1}^{+\infty} \theta[H(\theta, \tau) - h_0(\theta)]d\theta,
\]
and
\[
\hat{c} := \max\{\hat{c}, \mu(\hat{\delta}), \max_{E_{R_0} \setminus \Omega} \rho_\xi(x)\}.
\]
So for any
\[
c > \hat{c},
\]
there is a unique $\delta(c)$ such that $\mu(\delta(c)) = c$. Consequently, we get that as $|x| \to +\infty$,
\[
W_{\delta(c)}(x) = \begin{cases}
\int_0^{r_A(x)} \theta h_0(\theta)d\theta + c + O(|x|^{2-\min\{\beta, \frac{k-l}{t_k-l}\}}), & \text{if } \beta \neq \frac{k-l}{t_k-l}, \\
\int_0^{r_A(x)} \theta h_0(\theta)d\theta + c + O(|x|^{2-\frac{k-l}{t_k-\ln |x|}}), & \text{if } \beta = \frac{k-l}{t_k-l},
\end{cases}
\]
and
\[
\delta(c) = \mu^{-1}(c) > \mu^{-1}(\mu(\hat{\delta})) = \hat{\delta}.
\]
Due to the monotonicity of $W_\delta$ in $\delta$ and (4.6), we conclude that
\[
W_{\delta(c)} \geq W_\delta \geq \varphi \quad \text{on} \quad \partial E_{R_0}.
\]

For the constant $c$ in (4.7), set $\nu_{\zeta_2}(\tau) = c$, then as $|x| \to +\infty$,
\[
\bar{u}_{\zeta_2,\tau}(x) = \begin{cases} 
\int_{r_A(x)}^{r(x)} \theta h_0(\theta) d\theta + c + O(|x|^{2-\min\{\beta, k-l\} \frac{k-l}{t_k-t_l}}), & \text{if } \beta \neq k-l \frac{k-l}{t_k-t_l}, \\
\int_{0}^{r_A(x)} \theta h_0(\theta) d\theta + c + O(|x|^{2-\frac{k-l}{t_k-t_l} \ln |x|}), & \text{if } \beta = k-l \frac{k-l}{t_k-t_l}, 
\end{cases}
\]
and
\[
\zeta_2 := 
\begin{align*}
&\zeta_2(\tau) \\
&:= c + \int_{0}^{1} \theta h_0(\theta) d\theta - \int_{1}^{+\infty} \theta [H(\theta, \tau) - h_0(\theta)] d\theta.
\end{align*}
\]
Define
\[
\underline{u}(x) := \begin{cases} 
\max\{W_{\delta(c)}(x), \varphi(x)\}, & x \in E_{R_0} \setminus \Omega, \\
W_{\delta(c)}(x), & x \in \mathbb{R}^n \setminus E_{R_0}.
\end{cases}
\]

Then by (4.9), we can get that $\underline{u} \in C^0(\mathbb{R}^n \setminus \Omega)$ and by (4.11), (4.3) and Lemma 5.4, we know that
\[
\frac{S_k(D^2 \underline{u}(x))}{S_l(D^2 \underline{u}(x))} \geq g(x) \quad \text{in} \quad \mathbb{R}^n \setminus \Omega.
\]

In light of (4.12), we obtain that
\[
\underline{u} = \phi \quad \text{on} \quad \partial \Omega.
\]

In addition, from (4.8), we have that as $|x| \to +\infty$, $\underline{u}(x)$ satisfies the asymptotic behavior (4.10).

By the definition of $\tilde{c}$, $\bar{u}_{\zeta_2}(x)$ and $\varphi(x)$, we have that
\[
\bar{u}_{\zeta_2,\tau}(x) \geq \zeta_2 \geq \varphi(x), \quad x \in E_{R_0} \setminus \Omega.
\]

Again by (4.4),
\[
W_{\delta(c)}(x) \leq \varphi(x) \leq \bar{u}_{\zeta_2,\tau}(x), \quad x \in \partial \Omega.
\]

Due to (4.3), (4.5), (4.8), (4.10) and the comparison principle, we conclude that
\[
W_{\delta(c)}(x) \leq \bar{u}_{\zeta_2,\tau}(x), \quad x \in \mathbb{R}^n \setminus \Omega.
\]

Denote
\[
\underline{\bar{u}}(x) := \bar{u}_{\zeta_2,\tau}(x), \quad x \in \mathbb{R}^n \setminus \Omega.
\]

In light of (4.12), (4.13) and the definition of $\underline{u}$, we know that
\[
\underline{u}(x) \leq \underline{\bar{u}}(x), \quad x \in \mathbb{R}^n \setminus \Omega.
\]
For any \( c > \tilde{c} \), let \( S_c \) denote the set of \( \varphi \in C^0(\mathbb{R}^n \setminus \Omega) \) which are viscosity subsolutions of (1.1) and (1.2) satisfying \( \varphi = \phi \) on \( \partial \Omega \) and \( \varphi \leq \overline{\pi} \) in \( \mathbb{R}^n \setminus \Omega \). Apparently, \( \underline{u} \in S_c \) and so \( S_c \neq \emptyset \). Define

\[
\varphi \in \text{sup}\{\varphi(x)|\varphi \in S_c\}, \quad x \in \mathbb{R}^n \setminus \Omega.
\]

Then

\[
\underline{u} \leq u \leq \overline{\pi} \quad \text{in} \quad \mathbb{R}^n \setminus \Omega.
\]

Hence by the asymptotic behavior of \( \underline{u} \) and \( \overline{\pi} \), we have that as \( |x| \to +\infty \),

\[
u(x) = \begin{cases} 
\int_0^{r_A(x)} \theta h_0(\theta)d\theta + c + O(|x|^{2-\min\{\beta, \frac{k-l}{t_k - l}\}}), & \text{if } \beta \neq \frac{k-l}{t_k - l}, \\
\int_0^{r_A(x)} \theta h_0(\theta) + O(|x|^{2-\frac{k-l}{t_k - l} \ln |x|}), & \text{if } \beta = \frac{k-l}{t_k - l}.
\end{cases}
\]

Next, we will show that \( u = \phi \) on \( \partial \Omega \). On the one hand, since \( u = \phi \) on \( \partial \Omega \), then

\[
\liminf_{x \to \xi} u(x) \geq \lim_{x \to \xi} \varphi(x) = \phi(\xi), \quad \xi \in \partial \Omega.
\]

On the other hand, we will prove that

\[
\limsup_{x \to \xi} u(x) \leq \phi(\xi), \quad \xi \in \partial \Omega.
\]

Let \( \vartheta \in C^2(\overline{E_{R_0} \setminus \Omega}) \) satisfy

\[
\begin{cases}
\Delta \vartheta = 0, & \text{in } E_{R_0} \setminus \overline{\Omega}, \\
\vartheta = \phi, & \text{on } \partial \Omega, \\
\vartheta = \max_{\partial E_{R_0}} \overline{\pi}, & \text{on } \partial E_{R_0}.
\end{cases}
\]

Due to Newtonian inequalities, for any \( \varphi \in S_c \), we have \( \Delta \varphi \geq 0 \) in the viscosity sense. Moreover, \( \varphi \leq \vartheta \) on \( \partial(E_{R_0} \setminus \Omega) \). Then by the comparison principle, we deduce that

\[
\varphi \leq \vartheta \quad \text{in} \quad E_{R_0} \setminus \Omega.
\]

So

\[
u(x) \leq \vartheta \quad \text{in} \quad E_{R_0} \setminus \Omega.
\]

Therefore

\[
\limsup_{x \to \xi} u(x) \leq \lim_{x \to \xi} \vartheta(x) = \phi(\xi) \quad \text{for} \quad \xi \in \partial \Omega.
\]

In the end, we prove that \( u \in C^0(\mathbb{R}^n \setminus \Omega) \) is a viscosity solution to (1.1). For any \( x \in \mathbb{R}^n \setminus \overline{\Omega} \), choose some \( \varepsilon > 0 \) such that \( B_{\varepsilon} = B_{\varepsilon}(x) \subset \mathbb{R}^n \setminus \overline{\Omega} \). From Lemma 5.3, the Dirichlet problem

\[
\begin{cases}
S_k(D^2\bar{u}(y)) = g(y), & y \in B_{\varepsilon}, \\
\bar{u} = u, & y \in \partial B_{\varepsilon}
\end{cases}
\]

is well-posed.
has a unique $k$-convex viscosity solution $\tilde{u} \in C^0(\overline{B_\varepsilon})$. By the comparison principle, $u \leq \tilde{u}$ in $B_\varepsilon$. Define

$$\tilde{w}(y) = \begin{cases} 
\tilde{u}(y), & y \in B_\varepsilon, \\
u(y), & y \in (\mathbb{R}^n \setminus \Omega) \setminus B_\varepsilon,
\end{cases}$$

Then $\tilde{w} \in S_c$. Indeed, from the comparison principle, $\tilde{u}(y) \leq \overline{u}(y)$ in $B_\varepsilon$ and so $\tilde{w}(y) \leq \overline{u}(y)$ in $\mathbb{R}^n \setminus B_\varepsilon$. By Lemma 5.4 we have $\frac{S_k(D^2\tilde{w}(y))}{S_l(D^2\tilde{u}(y))} \geq g(y)$ in $\mathbb{R}^n \setminus \overline{\Omega}$. Therefore $\tilde{w} \in S_c$. And thus by the definition of $u$, $u(y) \geq \tilde{w}(y)$ in $\mathbb{R}^n \setminus \Omega$ and so $u(y) \geq \tilde{u}(y)$ in $B_\varepsilon$. Hence

$$u(y) \equiv \tilde{u}(y), \ \forall \ y \in B_\varepsilon.$$

But $\tilde{u}$ satisfies (4.14), then we have in the viscosity sense,

$$\frac{S_k(D^2u(y))}{S_l(D^2u(y))} = g(y), \ \forall \ y \in B_\varepsilon.$$

In particular, we have

$$\frac{S_k(D^2u(x))}{S_l(D^2u(x))} = g(x).$$

Because $x$ is arbitrary, we know that $u$ is a viscosity solution of (1.1). Theorem 1.3 is proved.

\[\] 5 Appendix

Lemma 5.1. Let $2 \leq k \leq m \leq n, n \geq 3, 0 \leq l < k,$

$$\alpha > \left(\frac{lC^l_n}{kC^k_n}\right)^{\frac{1}{k-1}} \left(\frac{l}{k} - 1\right) C^l_n,$$

and

$$\left(\frac{lC^l_n}{kC^k_n}\right)^{\frac{1}{k-1}} < U < \gamma_m,$$

where $\gamma_m$ is the same as (5.1). Then

$$U^k - \frac{C^l_n}{C^k_n}U^l - \frac{\alpha}{C^k_{n-r^2}} = 0, \ r > 1.$$

has a unique solution $U = U(r, \alpha)$.

Proof. Let

$$F(U) = U^k - \frac{C^l_n}{C^k_n}U^l - \frac{\alpha}{C^k_{n-r^2}}, \ r > 1.$$

Then

$$F'(U) = kU^{k-1} - \frac{C^l_n}{C^k_n}U^{l-1} > 0.$$
So $F(u)$ is strictly increasing in $U$. Moreover,

$$F\left(\frac{\lambda'(M)}{kC_n^k}\right) < 0$$

and $F(\gamma_m) > 0$. Hence (5.2) has a unique solution. 

**Lemma 5.2.** If $M = (p_i\delta_{ij} + sq_iq_j)_{n \times n}$ with $p, q \in \mathbb{R}^n$ and $s \in \mathbb{R}$, then

$$\sigma_k(\lambda(M)) = \sigma_k(p) + s \sum_{i=1}^n \sigma_{k-1;i}(p)q_i^2, \ k = 1, \ldots, n.$$  

**Proof.** See [6]. 

**Lemma 5.3.** Let $B$ be a ball in $\mathbb{R}^n$ and $f \in C^0(\overline{B})$ be nonnegative. Suppose $u \in C^0(\overline{B})$ satisfies in the viscosity sense $S_k(D^2u) \geq f(x)$ in $B$. Then the Dirichlet problem

$$\frac{S_k(D^2u)}{S_l(D^2u)} = f(x), \ x \in B, \ u = u(x), \ x \in \partial B$$

has a unique $k-$convex viscosity solution $u \in C^0(\overline{B})$.

**Proof.** See [15]. 

**Lemma 5.4.** Let $D$ be a domain in $\mathbb{R}^n$ and $f \in C^0(\mathbb{R}^n)$ be nonnegative. Assume $k-$convex functions $v \in C^0(\overline{D}), u \in C^0(\mathbb{R}^n)$ satisfy respectively

$$\frac{S_k(D^2v)}{S_l(D^2v)} \geq f(x), x \in D,$$

$$\frac{S_k(D^2u)}{S_l(D^2u)} \geq f(x), x \in \mathbb{R}^n.$$  

Moreover,

$$u \leq v, x \in \partial D,$$

$$u = v, x \in \partial D.$$  

Set

$$w(x) = \begin{cases} v(x), x \in D, \\ u(x), x \in \mathbb{R}^n \setminus D. \end{cases}$$

Then $w \in C^0(\mathbb{R}^n)$ is a $k-$convex function and satisfies in the viscosity sense

$$\frac{S_k(D^2w)}{S_l(D^2w)} \geq f(x), x \in \mathbb{R}^n.$$  

**Proof.** See [15]. 
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