Optimal full matching for survival outcomes: a method that merits more widespread use
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Matching on the propensity score is a commonly used analytic method for estimating the effects of treatments on outcomes. Commonly used propensity score matching methods include nearest neighbor matching and nearest neighbor caliper matching. Rosenbaum (1991) proposed an optimal full matching approach, in which matched strata are formed consisting of either one treated subject and at least one control subject or one control subject and at least one treated subject. Full matching has been used rarely in the applied literature. Furthermore, its performance for use with survival outcomes has not been rigorously evaluated. We propose a method to use full matching to estimate the effect of treatment on the hazard of the occurrence of the outcome. An extensive set of Monte Carlo simulations were conducted to examine the performance of optimal full matching with survival analysis. Its performance was compared with that of nearest neighbor matching, nearest neighbor caliper matching, and inverse probability of treatment weighting using the propensity score. Full matching has superior performance compared with that of the two other matching algorithms and had comparable performance with that of inverse probability of treatment weighting using the propensity score. We illustrate the application of full matching with survival outcomes to estimate the effect of statin prescribing at hospital discharge on the hazard of post-discharge mortality in a large cohort of patients who were discharged from hospital with a diagnosis of acute myocardial infarction. Optimal full matching merits more widespread adoption in medical and epidemiological research. © 2015 The Authors.
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1. Introduction

There is an increasing interest in estimating the causal effects of treatments using observational (non-randomized) data. Matching is an attractive analytic method to estimate the effect of treatments, due to its statistical properties and to the transparency and simplicity with which the results can be communicated. In matching, each treated or exposed subject is matched to one or more untreated or control subjects with similar covariate values. Outcomes are then compared between treatment groups in the matched sample. When using conventional matching methods, one is generally estimating the average effect of treatment in the treated (ATT): the effect of treatment in the sample or population of all subjects who were actually treated [1].

Pair-matching involves the formation of pairs of treated and control subjects. Outcomes can then be compared between treated and control subjects in the matched sample. Pair-matching, and matching in general, can be carried out on the basis of the covariates themselves (e.g., in Coarsened Exact Matching).
or using a distance measure that combines information on multiple covariates, such as a Mahalanobis distance [3] or the propensity score [4]. For the remainder of this paper, we will focus on matching on the propensity score, which is defined as the probability of treatment selection conditional on measured baseline covariates [5]. Pair-matching on the propensity score is frequently used in the medical literature [6–8]. Alternative approaches that are used less frequently include many-to-one matching, in which each treated subject is matched to a fixed number of control subjects, and variable ratio matching, in which each treated subject is matched to a varying number of control subjects [9, 10]. When using pair-matching, there exist a large number of different algorithms to form the matched pairs. These include greedy nearest neighbor matching (NNM), NNM within fixed calipers, and optimal matching [11, 12]. A recent study compared the performance of 12 different algorithms for pair-matching [13]. A limitation of caliper-based pair-matching algorithms is that some treated subjects may be excluded from the final matched sample because no appropriate control was found. Rosenbaum and Rubin coined the term ‘bias due to incomplete matching’ to refer to the bias that can occur when some treated subjects are excluded from the final matched sample because no appropriate control subject was found for those treated subjects [12]. The occurrence of incomplete matching raises important issues around the generalizability of the estimated treatment effect. When incomplete matching occurs, frequently, it is those treated subjects who are the most likely candidates for therapy that are excluded from the matched sample (because of an insufficient number of control subjects who resemble the most likely candidates for therapy). In practice, incomplete matching occurs frequently in studies that use propensity score matching [14]. Anecdotally, some clinical investigators are suspicious of pair-matching because of its apparent wastefulness in not using the entire sample and its potential exclusion of a large number of control subjects from the analytic sample. A further limitation of conventional matching is that it requires a pool of potential controls that is substantially larger than the number of treated subjects. When the proportion of subjects that are treated is relatively large, conventional pair-matching may not perform well. The reader is referred elsewhere for a more detailed discussion of different matching methods [4].

A rarely used alternative to the matching methods described earlier is full matching. Full matching involves the formation of strata consisting of either one treated subject and at least one control subject or one control subject and at least one treated subject [15, 16]. An attractive feature of this approach is that it uses the entire sample; consequently, all treated subjects are included in the analysis. This method has been used rarely in the applied literature. Furthermore, its use has generally been restricted to settings with binary or continuous outcomes. Survival outcomes occur frequently in the medical and epidemiological literature [17]. There are only a few examples of the use of full matching with survival outcomes [18–21], and of these, only two used the Cox proportional hazards models. No papers have investigated the method in detail nor examined its performance across a variety of settings.

The objective of the current paper is to examine the estimation of marginal hazard ratios when using optimal full matching on the propensity score. The paper is structured as follows: In Section 2, we describe propensity scores and optimal full matching and propose a method to estimate the effect of treatment on survival outcomes when using full matching. In Section 3, we describe a series of Monte Carlo simulations to examine the performance of the proposed method for estimating marginal hazard ratios and to compare its performance to other, more frequently used approaches. In Section 4, we present the results of these Monte Carlo simulations. In Section 5, we present a case study in which we illustrate the application of these methods when estimating the effect of drug prescribing on the hazard of mortality in a cohort of patients discharged from hospital with a diagnosis of acute myocardial infarction. Finally, in Section 6, we summarize our findings and place them in the context of the existing literature.

2. Full matching and survival outcomes

In this section, we provide a description of propensity scores and optimal full matching. We then propose a method for estimating the effect of treatment on the hazard of the occurrence of an outcome when using full matching.

2.1. The propensity score

In an observational study of the effect of treatment on outcomes, the propensity score is the probability of receiving the treatment of interest conditional on measured baseline covariates: $e = \Pr(Z = 1|X)$, where $X$ denotes the vector of measured baseline covariates [5]. Four different propensity score methods have been described for reducing the effects of confounding when estimating treatment effects using
observational data: matching, stratification, covariate adjustment, and inverse probability of treatment weighting (IPTW) [5, 22, 23]. The reader is referred elsewhere for a broader overview of propensity score methods [24, 25].

2.2. Full matching

Rosenbaum used set-theoretic terminology to define a stratification of a sample as follows [11]. Let $A$ denote the set of all treated subjects and $B$ denote the set of all control subjects in the full sample. Then $(A_1, \ldots, A_S, B_1, \ldots, B_S)$ denotes a stratification of the original sample that consists of $S$ strata if the following conditions are met:

(1) $|A_i| \geq 1$ and $|B_j| \geq 1$ for $i = 1, \ldots, S$.
(2) $A_i \cap A_j = \emptyset$ and $B_j \cap B_s = \emptyset$ for $s \neq t$.
(3) $A_1 \cup \cdots \cup A_S \subseteq A$ and $B_1 \cup \cdots \cup B_S \subseteq B$.

Stratum $s$ consists of the treated subjects from $A_s$ and the control units from $B_s$, for $s = 1, \ldots, S$. Note that, as specified in the third condition, it is not required that all subjects be included in the stratification.

Conventional propensity score-based pair-matching is a stratification in which $|A_s| = |B_s| = 1$ for $s = 1, \ldots, S$. It involves the formation of strata consisting of pairs of treated and control subjects, such that subjects in a matched pair have a similar value of the propensity score. Optimal pair-matching forms pairs of treated and control subjects such that the average within-pair difference in the propensity score (averaged across pairs) is minimized. Conventional stratification on the propensity score (e.g., as initially introduced by Rosenbaum and Rubin [5, 23]) is a stratification such that $A_1 \cup \cdots \cup A_S = A$ and $B_1 \cup \cdots \cup B_S = B$ (hence, all subjects are included in one of the $S$ strata). The strata in conventional propensity score stratification are often defined using specified quantiles (e.g., quintiles) of the propensity score [23].

Full matching is a stratification in which $\min(|A_s|, |B_s|) = 1$ for $s = 1, \ldots, S$. Thus, each stratum consists of either one treated subject and at least one control subject or one control subject and at least one treated subject. For a given sample, there will be multiple full matchings. An optimal full match is a full match that minimizes the mean within-matched-set differences in the propensity score between treated and control subjects. This is defined by Rosenbaum as follows [11]. Let $\alpha = |A_1 \cup \cdots \cup A_S|$ and $\beta = |B_1 \cup \cdots \cup B_S|$ denote the number of treated and control subjects in the stratification. Let $\delta(A_s, B_s)$ denote the average of the $|A_s| \times |B_s|$ distances between the $|A_s|$ treated subjects and the $|B_s|$ control subjects in stratum $s$ (the distance is the difference between the propensity score of the treated subject and that of the control subject). For a given stratification, the distance associated with that stratification is defined as $\Delta = \sum_{s=1}^{S} w(|A_s|, |B_s|) \delta(A_s, B_s)$, where $w(|A_s|, |B_s|)$ is the weight associated with the given stratum. Rosenbaum suggested three different weight functions with which one could weight the mean stratum-specific distances between treated and control subjects:

$$ w(|A_s|, |B_s|) = \begin{cases} \frac{|A_s|}{\alpha} & (1) \\ \frac{|B_s|}{\beta} & (2) \\ \frac{|A_s|+|B_s|}{\alpha+\beta} & (3) \end{cases} $$

For a given weight function, an optimal full matching is a full matching that minimizes the distance $\Delta$ (note that for optimal pair-matching, all three weight functions reduce to the reciprocal of the number of matched pairs). For the remainder of the paper, we will use the term full matching to refer to optimal full matching. Rosenbaum demonstrated that the problem of constructing an optimal full matching can be reduced to finding the minimum cost flow in a certain network [16]. This is a combinatorial optimization problem for which algorithms currently exist. To gain an intuitive understanding of optimal full matching, one can think of it as rearranging already matched subjects between subclasses so as to minimize the average within-stratum difference in the propensity score.

2.3. Survival analysis and full matching

In constructing a full matching stratification, each subject is assigned to a matched set consisting of either one treated subject and at least one control subject or one control subject and at least one treated subject. These matched sets are then used to create weights, allowing one to estimate the ATT. Treated subjects
are assigned a weight of one. Each control subject has a weight proportional to the number of treated subjects in its matched set divided by the number of controls in the set [26, 27]. For example, in a matched set with one control subject and three treated subjects, the control subject would be assigned a weight proportional to 3/1 = 3. In contrast, in a matched set with three control subjects and one treated subject, the control subject would be assigned a weight proportional to 1/3. The control group weights are scaled such that the sum of the control weights across all the matched sets is equal to the number of uniquely matched control subjects. All subjects in the original sample are contained in the sample created using full matching. Thus, the analytic sample is equivalent to the original sample. However, a stratification has been imposed on the sample, and weights have been assigned to each subject. The weights permit one to estimate the ATT, in that the weights weight the control subjects up to the distribution of treated subjects (an alternative fixed effects strategy for estimating linear treatment effects following full matching has been described by Hansen [15]). We would like to highlight that the weights described in this section are different from those in the previous section. Those in the previous section were used as strata weights in defining an optimal full matching, while those in this section are estimation weights that permit estimation of the ATT.

Given a full matching in the context of survival outcomes, we propose that one estimates the effect of treatment on the hazard of the occurrence of the event by using a weighted Cox proportional hazards regression model to regress survival time on an indicator variable denoting treatment status. The model would incorporate the weights described previously. This approach is similar to how survey weights would be incorporated in a Cox proportional hazards model. The standard error of the estimated treatment effect can be estimated using a robust variance estimator that accounts for the clustering of subjects within the matched strata [28].

3. Monte Carlo simulations - methods

We conducted a series of Monte Carlo simulations to examine the performance of optimal full matching to estimate marginal hazard ratios using a Cox proportional hazards model. We compared the performance of full matching with that of three other methods that permit estimation of the ATT: (i) NNM; (ii) nearest neighbor caliper matching; and (iii) IPTW using the propensity score with ATT weights. We did not consider conventional stratification on the quintiles of the propensity score, as previous research has shown that this method does not perform well for estimating marginal hazard ratios [29]. We assessed the performance of each method using the following criteria: (i) the degree to which matching reduced the observed differences in baseline covariates between treatment groups; (ii) bias in estimating the true marginal hazard ratio; (iii) the variability of the estimated hazard ratios; (iv) the accuracy of the estimated standard error of the estimated treatment effect; (v) the mean squared error (MSE) of the estimated log-hazard ratio; (vi) the empirical coverage rates of nominal 95% confidence intervals (CIs); and (vii) whether the empirical type I error rate was equal to the advertised rate when there was a true null treatment effect.

We examine three different scenarios. In the first, which was intended as our primary analysis, we considered the case in which all baseline covariates were continuous and in which the effect of confounding was moderate. The second scenario was a modification of the first, in which the effect of confounding was strong. The third scenario was a case in which the large majority of baseline covariates were dichotomous and the effect of confounding was moderate.

3.1. Data-generating process

The design of our Monte Carlo simulations was similar to those used in earlier studies to examine the different aspects of propensity score analysis [13, 29–35]. As in these prior studies, we assumed that there were ten covariates (X10), generated from independent standard normal distributions, which each affected either treatment selection and/or the outcome. The treatment–selection model was logit(Pi,treat) = β0,treat + β0wX1,i + β0Mx2,i + β0Mx4,i + β0Sx3,i + β0Sx5,i + β0Sx8,i + β0Mx10,i. For each subject, treatment status (denoted by z) was generated from a Bernoulli distribution with parameter Pz,treat. The intercept of the treatment–selection model (β0,treat) was selected so that the proportion of subjects in the simulated sample that were treated was fixed at the desired proportion (5%, 10%, 30%, 40%, and 50%). The regression coefficients β0w, β0M, β0S, and β0S were set to log(1.25), log(1.5), log(1.75), and log(2), respectively. These were intended to denote weak, moderate, strong, and very strong treatment–assignment affects. Thus, seven covariates affected treatment selection, and there were four different magnitudes for the effect of a covariate on the odds of receiving the treatment.
A time-to-event outcome was generated for each subject using a data-generating process for survival outcomes described by Bender et al. [36]. For each subject, the linear predictor was defined as

\[ LP = \alpha_{\text{treat}} z + \alpha_W x_2 + \alpha_M x_3 + \alpha_M^x x_5 + \alpha_S x_6 + \alpha_S x_9 + \alpha_{VS} x_{10} + \]

\[ \alpha_W x_2 + \alpha_M x_5 + \alpha_S x_8 + \alpha_{VS} x_{10} \]

The regression coefficients \( \alpha_W, \alpha_M, \alpha_S, \) and \( \alpha_{VS} \) (denoting log-hazard ratios) were set to \( \log(1.25), \log(1.5), \log(1.75), \) and \( \log(2) \), respectively. The inclusion of interactions between treatment status (\( Z \)) and the four confounding variables (\( X_2, X_3, X_6, \) and \( X_{10} \)) was intended to induce treatment-effect heterogeneity, so that the effect of treatment depended on the values of these covariates. For each subject, we generated a random number from a standard Uniform distribution: \( u \sim U(0,1) \). A survival or event time was generated for each subject as follows: \( u_{treat} = \exp \left( \frac{z \alpha_{\text{treat}}}{\lambda + \eta} \right) \). We set \( \lambda \) and \( \eta \) to be equal to 0.00002 and 2, respectively. The use of this data-generating process results in a conditional treatment effect, with a conditional hazard ratio of \( \exp(\alpha_{\text{treat}}) \). However, we wanted to generate data in which there was a specified marginal hazard ratio. To do so, we modified previously described data-generating processes for generating data with a specified marginal odds ratio or risk difference [37, 38]. We used an iterative process to determine the value of \( \alpha_{\text{treat}} \) (the conditional log-hazard ratio) that induced the desired marginal hazard ratio. Briefly, using the aforementioned conditional model, we simulated a time-to-event outcome for each subject, first assuming that the subject was untreated and then assuming that the subject was treated. In the sample consisting of both potential outcomes (survival or event time under lack of treatment and survival or event time under treatment) for those subjects who were ultimately assigned to treatment, we regressed the survival outcome on an indicator variable denoting treatment status. The coefficient for the treatment status indicator denotes the log of the marginal hazard ratio. We repeated this process 1000 times to obtain an estimate of the log of the marginal hazard ratio associated with a specific value of \( \alpha_{\text{treat}} \) in our conditional outcomes model. A bisection approach was then employed to determine the value of \( \alpha_{\text{treat}} \), which resulted in the desired marginal hazard ratio. This process was performed using only those subjects who were ultimately assigned to the treatment (i.e., we fit the Cox model on the dataset of potential outcomes restricted to those subjects who were ultimately treated) as we were determining the value of \( \alpha_{\text{treat}} \) that induced a desired marginal hazard ratio in the treated population (ATT). Such an approach has been used in previous studies [29, 39]. R code for implementing a data-generating process similar to the one described earlier is provided in an appendix in a recently-published paper by the first author [35].

The aforementioned set of odds ratios (for treatment assignment) or hazard ratios (for the hazard of the outcome) (1.25, 1.5, 1.75, and 2) was selected to represent odds ratios or hazard ratios that are reflective of those in many epidemiological and medical contexts (for instance, in the EFFECT-HF mortality prediction model, a one standard deviation increase in age was associated with an odds ratio of 1.81 for 30-day mortality in patients hospitalized with heart failure, while a one standard deviation increase in respiratory rate was associated with an odds ratio of 1.34. A one standard deviation decrease in systolic blood pressure was associated with an odds ratio of 1.78 [40]). Our Monte Carlo simulations had a factorial design in which the proportion of subjects that were treated took on the following six values: 0.05, 0.10, 0.20, 0.30, 0.40, and 0.50. In each of the six scenarios, we simulated 1000 datasets, each consisting of 1000 subjects. We do not anticipate that NNM will perform well in settings in which the prevalence of treatment is 0.40 or 0.50. In such settings, the pool of potential controls is, at most, modestly larger than the number of treated subjects. Thus, it will be difficult to identify high-quality matches for all treated subjects, leading to residual imbalance and confounding. An applied analyst would not be advised to use NNM in these scenarios. We included these scenarios in order to examine the performance of full matching in settings in which NNM would be expected to perform poorly.

3.2. Statistical analyses in simulated datasets

3.2.1. Estimation of regression coefficients, standard errors, and confidence intervals. In each simulated dataset, we estimated the propensity score using a logistic regression model to regress treatment assignment on the seven variables that affect the outcome, as this approach has been shown to result in superior performance compared with including all measured covariates or those variables that affect treatment selection [41].

In each simulated dataset, an optimal full matching was created using the estimated propensity score. In the full sample, the hazard of the occurrence of the outcome was regressed on an indicator variable denoting treatment selection using a Cox proportional hazards model with the weights described.
Three methods were used as comparators for the performance of full matching. First, greedy NNM without replacement was used to match each treated subject to the control subject whose propensity score was closest to that of the treated subject. Second, nearest neighbor caliper matching without replacement was used to match each treated subject to a control subject. Subjects were matched on the logit of the propensity score using a caliper of width equal to 0.2 of the standard deviation of logit of the propensity score. This caliper width was selected as it has been shown to often result in estimates with the lowest MSE compared with the use of other caliper widths [42]. The treated subject was matched to the closest control subject whose logit of the propensity score lay within the specified caliper distance of that of the treated subject. Third, IPTW was used with ATT weights (we refer to this as IPTW-ATT). If \( e \) denotes the estimated propensity score, then the original sample was weighted by the following weights: \( Z + \frac{(1-Z)e^{\frac{1}{1-e}}}{1-e} \) (i.e., treated subjects were assigned a weight of 1, while control subjects were assigned a weight of \( \frac{1}{1-e} \)). These ATT weights are sometimes referred to as ‘weighting by the odds’ or ‘treatment on the treated’ weights. With the two pair-matching approaches, a Cox proportional hazards model was estimated in the matched sample to regress the hazard of the occurrence of the outcome on an indicator variable denoting treatment selection. A robust, sandwich-type variance estimator that accounted for the matched-pair design was used to estimate the sampling variability of the estimated treatment effect [28, 29]. For the IPTW-ATT approach, the hazard of the occurrence of the event of interest was regressed on an indicator variable denoting treatment status, as with full matching, but where the weights used in estimating this model were the IPTW-ATT weights. Again, a robust variance estimator was used [28, 43].

Apart from NNM and caliper matching, which were implemented using custom-written programs in the C programming language, all other analyses were conducted in the R statistical programming language (version 3.0.2). Full matching was implemented using the matchit function from the MatchIt package (R Foundation for Statistical Computing, Vienna, Austria) (version 2.4-21) [26, 27]. The weights for use with full matching were those generated by the matchit function. Both NNM and caliper matching can be implemented using matchit; we elected to use C implementation of these two algorithms for consistency with previously published work by the first author and for computational efficiency in the simulations.

Let \( \theta \) denote the true treatment effect on the log-hazard ratio scale (= \( \log(0.8) \)), and let \( \hat{\theta}_i \) denote the estimated treatment effect, also on the log-hazard ratio scale, in the \( i \)-th simulated sample (\( i = 1, \ldots, 1000 \)). Then, the mean estimated log-hazard ratio was estimated as \( \frac{1}{1000} \sum_{i=1}^{1000} \hat{\theta}_i \), and the MSE was estimated as \( \frac{1}{1000} \sum_{i=1}^{1000} (\hat{\theta}_i - \theta)^2 \). Ninety-five per cent CIs were constructed for each estimate of the treatment effect, and the proportion of CIs that contained the true measure of effect was determined. The mean estimated standard error of the estimated treatment effect was computed across the 1000 simulated datasets. This quantity was compared with the standard deviation of the estimated treatment effects (on the log-hazard ratio scale) across the 1000 simulated datasets. If the estimated standard error is, on average, correctly approximating the sampling variability of the estimated treatment effect, the ratio of these two quantities should be approximately one.

The propensity score is a balancing score [5]. Accordingly, we also compared the ability of the three different matching methods to balance measured baseline confounding variables between treated and control subjects. In each of the matched samples, standardized differences were computed, comparing the mean of each covariate between the treated and control subjects [44]. When using full matching, the computation of the means and variances necessary for computing the standardized differences incorporated the weights described earlier. Thus, weighted means and weighted variances were calculated. For each of the 10 covariates, the mean standardized difference was calculated across the 1000 simulated datasets.

### 3.2.2. Estimating the empirical type I error rate

We repeated the simulations mentioned earlier using a true null marginal hazard ratio (equivalent to allowing \( \alpha_{\text{treat}} \) to be equal to zero in the data-generating
We then conducted analyses similar to those described previously. In each simulated dataset and using each statistical method, we noted the statistical significance of the estimated effect of treatment (using a significance level of 0.05 to denote statistical significance). We then estimated the empirical type I error rate as the proportion of simulated datasets in which the null hypothesis was rejected.

3.2.3. Examining the impact of increased confounding. In the simulations described earlier, the odds ratios relating the baseline covariates to the odds of treatment assignment were low to modest: 1.25, 1.5, 1.75, and 2. These were chosen to reflect values typical of those in many medical or epidemiological settings in which the degree of confounding is moderate. To examine the effect of a more extreme degree of confounding, we repeated the previous simulations with these treatment odds ratios increased to 2, 3, 4, and 5, respectively. This would have the impact of increasing the covariate separation between the treated and control subjects in the full sample.

3.2.4. Examining scenarios with binary covariates. In the aforementioned scenarios, the 10 baseline covariates were continuous. In many epidemiological settings, some of the baseline covariates may be dichotomous, representing the presence or absence of binary risk factors (e.g. presence or absence of diabetes). We repeated the analyses conducted under moderate confounding in scenarios in which nine of the 10 covariates were binary. In the data-generating process described previously, $X_1$ to $X_9$ were simulated from independent Bernoulli random variables, each with parameter 0.5. As age, a continuous variable, is often a confounding variable, $X_{10}$ remained a continuous variable with a standard normal distribution in the data-generating process.

4. Monte Carlo simulations – results

The balance induced on the four confounding variables, as measured using standardized differences, is described in Figures 1 (scenarios with moderate confounding) and 2 (scenarios with strong confounding). In each figure, there is one panel for each of the four confounding variables ($X_2$, $X_5$, $X_8$, and $X_{10}$). For comparative purposes, we also report the crude imbalance in the original, unmatched sample. By examining the imbalance in the original unmatched sample, one can quantify the initial degree of confounding.

Figure 1. Standardized differences for the four confounding variables (moderate confounding). NNM, nearest neighbor matching; IPTW, inverse probability of treatment weighting.
Figure 2. Standardized differences for the four confounding variables (strong confounding). NNM, nearest neighbor matching; IPTW, inverse probability of treatment weighting.

(imbalance) that was present in the four confounding variables. To place these numbers in context, some authors use a threshold of 0.10 (10%) to indicate potentially meaningful imbalance [45]. Full matching, caliper matching, and IPTW induced essentially perfect balance on the confounding variables. The residual imbalance observed for NNM increased with increasing prevalence of treatment. The explanation for this last observation is that as the prevalence of treatment increases, the pool of potential controls decreases in size. NNM does not place a constraint on the quality of the match. Thus, as the pool of potential controls decreases in size, treated subjects are increasingly being matched to more dissimilar subjects, resulting in greater residual imbalance.

The exponential of the mean estimated log-hazard ratio across the 1000 simulated datasets for each scenario and each estimation method are reported in Figure 3 (note that we computed the mean log-hazard ratio across the 1000 simulations and we report the exponential of this quantity for ease of interpretation and for the ability to compare it with the true value of 0.8). There are two panels in this figure. The left panel denotes the results for the setting with moderate confounding, while the right panel denotes the results for the setting with strong confounding. We have superimposed on this figure a solid horizontal line denoting the true treatment effect (a hazard ratio of 0.8) and a shaded area denoting a relative bias of at most 5%. We also report the mean estimated log-hazard ratio when using the crude or unadjusted estimator. This was added to allow for an appreciation for the magnitude of the degree of bias in the original sample. When using full matching, we observe that the relative bias is always less than 5%. Furthermore, the magnitude of the bias decreases as the prevalence of treatment increases to 50%. The use of IPTW-ATT resulted in essentially unbiased estimation, regardless of the prevalence of treatment. Both pair-matching approaches resulted in estimates with a relative bias that exceeded 5% when the prevalence of treatment exceeded 30% (moderate confounding) or 10% (strong confounding). For both pair-matching approaches, the magnitude of the bias increased with increasing prevalence of treatment.

The standard deviation of the estimated log-hazard ratios across the 1000 simulated datasets is described in Figure 4. Full matching (with robust variance estimation when confounding was moderate and with the naive variance estimate when confounding was strong) tended to result in estimates that displayed the least variability, whereas IPTW-ATT tended to result in estimates that displayed the greatest variability. When confounding was moderate, the ratio of the standard error from IPTW-ATT to that of full matching (with robust variance estimation) decreased from 1.14 to 1.02 as the prevalence of
Figure 3. Mean estimated hazard ratio across simulated datasets. NNM, nearest neighbor matching; IPTW, inverse probability of treatment weighting; ATT, average effect of treatment in the treated.

Figure 4. Standard deviation (SD) of estimated hazard ratios across simulated datasets. NNM, nearest neighbor matching; IPTW, inverse probability of treatment weighting; ATT, average effect of treatment in the treated.

treatment increased, while the absolute difference in standard errors between the two methods decreased from 0.021 to 0.002. Thus, while some methods displayed greater variability in estimates than other methods, the differences were, at most, modest.

The ratio of the mean estimated standard error of the estimated log-hazard ratio to the standard deviation of the estimated log-hazard ratios is reported in Figure 5. A horizontal line denoting a ratio of one has been superimposed on this figure. When comparing robust variance estimation for full matching with the use of a naïve variance estimator for full matching, one observes that the robust approach resulted...
in a ratio that was closer to unity in the presence of moderate confounding, indicating that the estimated standard errors of the log-hazard ratios were more closely approximating the standard deviation of the sampling distribution of the estimated log-hazard ratios. However, the converse was observed in the presence of strong confounding. In the presence of moderate confounding, the mean estimated standard error of the IPTW-ATT estimate of the log-hazard ratio was approximately 50% higher than the empirical standard deviation of the estimated log-hazard ratio. Thus, IPTW-ATT resulted in estimates of the standard error that were closer to unity in the presence of moderate confounding, indicating that the estimated standard errors were more closely approximating the standard deviation of the sampling distribution.
error of the estimated log-hazard ratio that tended to be consistently worse than those of the other methods. We speculate that the explanation for this poor performance may relate to the presence of extreme weights. Further research in variance estimation for propensity score methods is merited.

The MSE of the estimated log-hazard ratios across the 1000 simulated datasets for each scenario is reported in Figure 6. The use of IPTW-ATT resulted in estimates with the lowest MSE. However, differences between full matching and IPTW-ATT diminished as the prevalence of treatment increased. The MSE of the two pair-matching approaches resulted in estimates with the greatest MSE. Differences

![Figure 7](image7.png)

**Figure 7.** Empirical coverage rates of 95% confidence intervals (CIs). NNM, nearest neighbor matching; IPTW, inverse probability of treatment weighting; ATT, average effect of treatment in the treated.
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**Figure 8.** Empirical type I error rates. NNM, nearest neighbor matching; IPTW, inverse probability of treatment weighting; ATT, average effect of treatment in the treated.
between the two pair-matching approaches and the other two approaches were amplified as the prevalence of treatment increased, reflecting the increase in bias observed earlier.

Empirical coverage rates of estimated 95% CIs are reported in Figure 7. A horizontal line denoting the advertised coverage rate of 0.95 has been superimposed on the figure. A shaded region denoting empirical coverage rates between 0.9365 and 0.9635 has been added in the figure. Given our use of 1000 simulated datasets, empirical coverage rates lower than 0.9365 or greater than 0.9635 would be statistically significantly different from 0.95, using a standard normal-theory test. In general, all methods had suboptimal coverage. Full matching (both using the robust approach and the naïve approach) resulted in CIs with elevated coverage rates. In the presence of strong confounding, the performance of full matching with the naïve variance estimator improved as the prevalence of treatment increased. Similarly, IPTW-ATT resulted in estimated CIs whose empirical coverage rates were significantly higher than the advertised rate. Both pair-matching approaches resulted in methods with satisfactory coverage rates when the prevalence of treatment was low. However, coverage rates dropped precipitously when the prevalence of treatment was high.

The empirical type I error rates are reported in Figure 8. A horizontal line denoting the advertised type I error rate (0.05) has been superimposed on the figure. A shaded area denoting type I error rates between 0.0365 and 0.0635 has been superimposed on the figure. Given our use of 1000 simulated datasets, empirical type I error rates below 0.0365 or above 0.0635 would be statistically significantly different from 0.05 using a standard normal-theory test. In examining Figure 8, one observes that no method had uniformly good performance. However, the performance of full matching and IPTW-ATT improved as the prevalence of treatment increased.

Results for the scenarios with moderate confounding in which nine of the covariates were binary are reported in Figures 9–12. Results comparable with those described earlier for the scenarios with moderate confounding and solely continuous covariates were observed.

5. Case study

Data were available on 9107 patients discharged from 103 acute care hospitals in Ontario, Canada, with a diagnosis of acute myocardial infarction (acute myocardial infarction or heart attack) between April 1, 1999 and March 31, 2001. These subjects were included in the Enhanced Feedback for Effective
Figure 10. Mixed covariates: mean and standard deviation of estimated hazard ratios across simulated datasets. NNM, nearest neighbor matching; IPTW, inverse probability of treatment weighting; ATT, average effect of treatment in the treated.

Figure 11. Mixed covariates: empirical versus estimated standard error and mean squared error (MSE). NNM, nearest neighbor matching; IPTW, inverse probability of treatment weighting; ATT, average effect of treatment in the treated.
Cardiac Treatment (EFFECT) Study, an initiative intended to improve the quality of care for patients with cardiovascular disease in Ontario [46,47]. Data on patient demographics, vital signs and physical examination at presentation, medical history, and results of laboratory tests were collected for this sample. Baseline characteristics of the study sample, when stratified by the treatment variable, are reported in Table I. These data were used in a recently published tutorial on the use of propensity score methods for the analysis of survival data [48]. Full matching was not examined in this earlier tutorial; however, we replicate some of the previously conducted analyses to compare with the use of full matching. The reader is referred to the prior publication for additional details.

For the current case study, the exposure of interest was whether the patient received a prescription for a statin lipid-lowering agent at hospital discharge. Three thousand and forty-nine (33.5%) patients received a statin prescription at hospital discharge. The outcome of interest for this case study was time from hospital discharge to death. Patients were censored after 8 years of follow-up. Three-thousand five hundred and ninety-three (39.5%) patients died within 8 years of hospital discharge.

The matchit function that was used in the Monte Carlo simulations for constructing an optimal full matching imposes a maximum size on the distance matrix that describes the distance (difference in propensity scores) between each treated and control subject. Because of this constraint and the large sample size, we were unable to use the matchit function for the case study. Newer versions of the fullmatch function from the optmatch package [49] do not have this constraint. Thus, for the purposes of the case study, we used fullmatch (from optmatch version 0.9-3).

A propensity score for statin treatment was estimated using logistic regression to regress an indicator variable denoting statin treatment on 31 baseline covariates. Restricted cubic splines were used to model the relationship between each of the 11 continuous covariates and the log odds of treatment. Each of the methods described earlier was used to estimate the effect of statin prescribing at discharge on the hazard of mortality. Based on the results of our simulations, a robust variance estimator that accounted for the stratification was used with full matching.

After constructing the full match stratification of the sample, the standardized differences for the 31 baseline covariates ranged from $-0.044$ to $0.066$. When using NNM, the standardized differences ranged from $-0.046$ to $0.424$, while when using caliper matching, they ranged from $-0.028$ to $0.037$. Thus, the estimate obtained using NNM is likely to be contaminated by a modest degree of residual confounding. When using NNM, the large standardized difference of 0.424 was for the variable denoting a
Table I. Comparison of baseline characteristics between treated and untreated subjects in the sample used for the case study.

| Baseline variable | Original sample | Statin: no (6058) | Statin: yes (3049) | Standardized difference |
|-------------------|-----------------|-------------------|-------------------|-------------------------|
| Demographic characteristics | | | | |
| Age (years) | 68.1 ± 13.8 | 63.4 ± 12.4 | 0.355 |
| Female | 2241 (37.0%) | 887 (29.1%) | 0.167 |
| Presenting signs and symptoms | | | | |
| Acute congestive heart failure/pulmonary edema | 316 (5.2%) | 122 (4.0%) | 0.057 |
| Classic cardiac risk factors | | | | |
| Family history of heart disease | 1763 (29.1%) | 1177 (38.6%) | 0.204 |
| Diabetes | 1562 (25.8%) | 774 (25.4%) | 0.009 |
| Hyperlipidemia | 1138 (18.8%) | 1761 (57.8%) | 0.910 |
| Hypertension | 2683 (44.3%) | 1453 (47.7%) | 0.068 |
| Current smoker | 2004 (33.1%) | 1070 (35.1%) | 0.043 |
| Cardiac history and comorbid conditions | | | | |
| CVA/TIA | 610 (10.1%) | 237 (7.8%) | 0.079 |
| Angina | 1871 (30.9%) | 1086 (35.6%) | 0.101 |
| Cancer | 191 (3.2%) | 73 (2.4%) | 0.045 |
| Dementia | 243 (4.0%) | 33 (1.1%) | 0.171 |
| Previous AMI | 1254 (20.7%) | 799 (26.2%) | 0.132 |
| Asthma | 338 (5.6%) | 166 (5.4%) | 0.066 |
| Depression | 441 (7.3%) | 192 (6.3%) | 0.039 |
| Hyperthyroidism | 71 (1.2%) | 40 (1.3%) | 0.013 |
| Peptic ulcer disease | 345 (5.7%) | 156 (5.1%) | 0.025 |
| Peripheral vascular disease | 430 (7.1%) | 220 (7.2%) | 0.005 |
| Previous coronary revascularization | 433 (7.1%) | 411 (13.5%) | 0.220 |
| Congestive heart failure (chronic) | 275 (4.5%) | 91 (3.0%) | 0.079 |
| Stenosis | 96 (1.6%) | 35 (1.1%) | 0.037 |
| Vital signs on admission | | | | |
| Systolic blood pressure | 148.7 ± 31.6 | 149.3 ± 30.1 | 0.021 |
| Diastolic blood pressure | 83.6 ± 18.6 | 84.5 ± 18.0 | 0.047 |
| Heart rate | 84.6 ± 24.3 | 81.7 ± 23.0 | 0.121 |
| Respiratory rate | 21.2 ± 5.7 | 20.3 ± 4.8 | 0.166 |
| Results of initial laboratory tests | | | | |
| White blood count | 10.3 ± 4.9 | 10.0 ± 4.4 | 0.065 |
| Hemoglobin | 137.5 ± 19.3 | 140.6 ± 16.9 | 0.167 |
| Sodium | 138.9 ± 3.9 | 139.2 ± 3.3 | 0.079 |
| Glucose | 9.4 ± 5.1 | 9.2 ± 5.3 | 0.037 |
| Potassium | 4.1 ± 0.6 | 4.1 ± 0.5 | 0.061 |
| Creatinine | 105.7 ± 65.4 | 99.9 ± 50.0 | 0.096 |

AMI, acute myocardial infarction; CVA,; TIA,. Note: Continuous variables are reported as means ± standard deviations. Dichotomous variables are reported as N (%). Table reproduced from [48].

history of hyperlipidemia – a key variable influencing statin prescribing. Apart from hyperlipidemia, the largest standardized difference when using NNM was 0.080. While caliper matching induced good balance in the 31 measured baseline covariates, it resulted in the exclusion of 21% of the treated subjects. Thus, the estimate of the ATT obtained using caliper matching may be subject to bias due to incomplete matching.

When using full matching, the estimated hazard ratio was 0.901 (95% CI: (0.816, 0.994)), which was statistically significantly different from the null ($P = 0.038$). The estimate obtained using IPTW-ATT was slightly larger: 0.927 (95% CI: (0.846, 1.016); $P = 0.106$). The use of NNM resulted in an estimated hazard ratio of 0.914 (95% CI: (0.838, 0.997); $P = 0.044$). When using caliper matching, 2422 (79%) of the 3049 patients prescribed a statin were successfully matched to a control subject. The resultant hazard ratio was 0.868 (95% CI: (0.791, 0.953); $P = 0.003$).
While the two estimated hazard ratios obtained using full matching and IPTW-ATT were qualitatively similar to one another, which was consistent with the results of our simulations, they differed in their statistical significance ($P < 0.05$ vs. $P > 0.05$). NNM and caliper matching resulted in estimates of the effect of statin of greater magnitude. The estimated obtained using caliper matching may be contaminated by bias because of incomplete matching due to the exclusion of 21% of the treated subjects.

6. Discussion

Propensity score matching is a popular method in the medical and epidemiological literature for estimating the effects of treatments, exposures, and interventions when using observational data. Pair-matching, in which pairs of treated and control subjects who share a similar value of the propensity score are formed, appears to be the most common implementation of propensity score matching in the applied literature. Rosenbaum proposed an alternative approach: full matching [16]. Survival or time-to-event outcomes occur frequently in the medical and epidemiological literature, but the use of full matching with survival outcomes had not been formally investigated. According to the Science Citation Index ©, Rosenbaum’s original paper describing optimal full matching and Hansen’s 2004 exposition of it have been cited 69 and 79 times, respectively, as of October 27, 2014. Upon examination of these citing papers, it appeared that at most a handful used optimal full matching in conjunction with survival analysis [18–21]. Given the frequency with which survival outcomes occur in the medical literature [17], and the paucity of information as to how best to use full matching with survival or time-to-event outcomes, there is an urgent need for the information presented in the current paper.

In the current study, we proposed a method to estimate the effect of treatment on the hazard of the occurrence of the outcome when using full matching. We found that the proposed method performed well and had a performance that was comparable with that of IPTW-ATT using the propensity score. In contrast to this, two pair-matching approaches (NNM and nearest neighbor caliper matching) both resulted in biased estimation of the underlying marginal hazard ratio, with a bias that increased as the prevalence of treatment increased.

Rosenbaum and Rubin coined the term ‘bias due to incomplete matching’, a bias which can arise when not all of the treated subjects are included in the matched sample [12]. While caliper matching produces well-matched pairs, a disadvantage of this approach is that it can result in the exclusion of some treated subjects from the matched sample. This can lead to bias and loss of generalizability of the estimated treatment effect. This is an issue in settings, such as those that we considered, in which there was a heterogeneous treatment effect. In contrast, full matching employs the full sample, thereby avoiding bias due to incomplete matching and issues around generalizability. This makes full matching an attractive alternative that merits more widespread adoption.

We found that full matching performed well when the prevalence of treatment was high. This is the particular setting in which conventional pair-matching would be expected to perform poorly. When the prevalence of treatment is high, NNM will include a high proportion of poorly matched pairs, resulting in increased bias due to residual confounding when estimating the effect of treatment. Similarly, when the prevalence of treatment is high, caliper matching can result in the exclusion of a high proportion of treated subjects from the matched sample, resulting in bias due to incomplete matching, particularly in the presence of a heterogeneous treatment effect (as was observed in our simulations). Full matching avoids both of these limitations. Based on the results of our simulations, we encourage analysts to consider the use of full matching, particularly when the prevalence of treatment is high. Unlike conventional pair-matching, full matching does not require that the pool of potential controls be larger than the number of treated subjects.

Gu and Rosenbaum examined the performance of different matching algorithms [3]. While they showed that full matching induced better balance on baseline covariates than did fixed ratio matching, they did not examine estimation of treatment effects. The current study compared the performance of full matching with that of conventional pair-matching methods for estimating relative hazard ratios.

There are certain limitations to the current study. First, we did not consider all possible matching algorithms. We compared the performance of full matching with that of two of the most commonly-used algorithms for pair-matching: NNM and caliper matching. We did not consider other, more rarely used algorithms such as matching with replacement or variable ratio matching. There also is the possibility of implementing full matching with a caliper, an option we did not pursue, in part because of concerns about bias due to incomplete matching. A limitation to matching with replacement is that variance estimation must account for the fact that the same control subject may belong to multiple matched sets. While a
variance estimator has been proposed for the setting with continuous outcomes [50], no such estimator has been proposed for use with the Cox regression model. Second, our use of NNM with high prevalence of treatment is not a truly fair comparison. No analyst would use NNM when the prevalence of treatment is 50%, because the matched sample would simply be equal to the original sample. Our examination of NNM in setting of high prevalence of treatment was simply to highlight that full matching performed very well in the very setting in which one would expect NNM to fail. Third, we only examined the performance of full matching for estimating the ATT. Unlike conventional pair-matching, both full matching and IPTW permit estimation of the average treatment effect. In a related paper, we examined the performance of full matching and IPTW for estimating the average treatment effect and examined their performance when the propensity score model was mis-specified [51]. Fourth, our data-generating process did not incorporate censoring. Examining different degrees of censoring would add another factor to the simulations and would result in a greatly expanded quantity of results to be reported. Further, given that the censoring that would be induced would be non-informative, the presence of censoring should not have an impact on bias. An increase in censoring should result in greater imprecision in the estimated log-hazard ratio. However, there is no reason to assume that this effect would affect the different methods differentially, and thus, we would expect similar conclusions overall. Fifth, we employed a generic data-generating process, based on commonly used random variables. An alternative approach would have been to base the simulations on a specific empirical dataset [52, 53].

We found that full matching and IPTW-ATT using the propensity score had very similar performance for estimating marginal hazard ratios. Subsequent research is required to determine settings in which the performance of these two methods diverges. We speculate that there may be two settings in which the performance of full matching may exceed that of IPTW-ATT. First, it has been shown that IPTW can be quite sensitive to extreme weights [54–56]. If one views full matching as a coarsened version of IPTW-ATT, then it may be less sensitive to extreme weights. Prior to their rescaling, the weights for the control subjects are either equal to one divided by the number of controls in the matched set (when there is one treated subject in the matched set) or is equal to the number of treated subjects in the matched set (when there is one control subject in the matched set). Further research is required to examine whether these weights are less likely to experience extreme values compared with the IPTW-ATT weights. The second area is in the context of model mis-specification. Rubin has suggested that methods that employ the propensity score directly, such as IPTW-ATT, may be more susceptible to the effects of mis-specifying the propensity score model, compared with methods that use the propensity score for stratifying or grouping subjects [57]. Because full matching uses the propensity score primarily for imposing a stratification on the sample, it may be less susceptible to the effects of mis-specifying the propensity score model. Subsequent research is required to examine this in further detail. Because of space constraints, this could not be adequately explored in the current study.

In conclusion, full matching performed well for estimating the effect of treatment on survival outcomes under the settings that were considered in the Monte Carlo simulations presented in this study. In particular, it performed well compared with more frequently used pair-matching methods for estimating treatment effects. Full matching merits more widespread adoption for estimating the effects of treatment on time-to-event outcomes when using observational data.
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