ABSTRACT

Convolutional Neural Networks (CNNs) are the current de-facto approach used for many imaging tasks due to their high learning capacity as well as their architectural qualities. The ubiquitous UNet architecture provides an efficient and multi-scale solution that combines local and global information. Despite the success of UNet architectures, the use of upsampling layers can cause checkerboard artefacts or blurring. In this work, a method for assessing the structural biases of UNets and the effects these have on the outputs is presented, characterising their impact in the Fourier domain. A new upsampling module is then proposed, based on a novel generalisation of the Guided Image Filter, that provides spectrally consistent outputs when used in a UNet architecture, forming the Guided UNet (GUNet). The GUNet architecture is evaluated quantitatively and qualitatively in an example application of dynamic range expansion for high dynamic range imaging. The proposed method provides higher fidelity results, while executing faster and consuming less memory than other dedicated architectures that avoid upsampling.

1 Introduction

Image transformation problems can be addressed using end-to-end training of Convolutional Neural Networks (CNNs). Such problems include colourisation [1], super-resolution [2] and dynamic range expansion [3][4][5][6]. Solutions to these problems are required to be multi-scale, combining spatially local and global information, but must also be power and memory efficient, especially if they are to be used in real-time scenarios. The most popular CNN architecture for such problems is the ubiquitous UNet [7], which has been used extensively for image transformation problems [8][3][4][5].

Despite the broadly positive results achieved using UNet architectures, it has been noted on multiple occasions [9][10][2][6] that the upsampling layers can cause artefacts to appear in the output, especially the frequently used transposed convolutional layers which cause checkerboard-like patterns [11]. Figure 1(a) showcases an example of checkerboard artefacts arising from transposed convolutions for the application of inverse tone mapping [12]. These artefacts can be clearly seen in the spectral representation of the output image.

In this work, to better understand the effects that upsampling layers have on network predictions, an experiment investigating the structural properties of CNNs in the spatial frequency domain is first presented. The investigation compares the spectra of the outputs of multiple network configurations, showing the effects that the commonly used upsampling modules cause on the outputs and the pre-existing biases that UNets have architecturally. Subsequently, in order to resolve such issues, a novel module is introduced that generalises the Guided Image Filter (GIF) [13] to replace the standard upsampling and concatenation modules of the UNet architecture. The module is used within a UNet architecture to form what shall be termed a Guided UNet (GUNet).
The proposed GUNet architecture attempts to alleviate the effects shown in the spectral investigation, minimising the structural biases of traditional UNets through guided feature upsampling, which preserves the spectrum of the input. In particular, the proposed architecture attempts to diminish the checkerboard artefacts and/or blurring that arises from using upsampling layers, be it transpose convolutions, nearest neighbour, or bilinear upsampling. While these artefacts are kept to a minimum, the efficiency of UNet architectures is maintained both in memory and computational speed.

In order to demonstrate the benefits of the GUNet architecture to a real-world application, the performance of the proposed architecture is evaluated for inverse tone mapping. Inverse tone mapping is the process of enabling high dynamic range (HDR) from low (sometimes called standard) dynamic range content (LDR). It has proven a popular application for deep learning solutions recently [3, 6, 4]. A number of these methods use UNets but require modifications to make them successful [3, 4, 14, 15], while others avoid using UNets because of the afore-mentioned issues and opted for dedicated architectures [6, 16]. However, ideally, a general purpose solution would be preferable to dedicated methods. The proposed GUNet, when applied to the inverse tone mapping problem, is shown to perform favourably compared to other state-of-the-art solutions while being faster and consuming less memory than the dedicated solutions.

In summary, the main contributions of this work are:

- A novel spectral analysis of the properties of UNets used in Imaging.
- A new feature upsampling method that improves the output image quality produced by UNet architectures.
- A trained GUNet architecture showcasing results for inverse tone mapping as an example application.

The following section presents an overview of related work. Section 3 is an investigation of the properties of CNNs in the Fourier domain, followed by the introduction of the Guided UNet in Section 4. Section 5 presents an application of the Guided UNet followed by some overall conclusions in Section 6.

2 Background and Related Work

Deep learning has been extensively used for image transformation problems, including image super-resolution and upsampling [17], inpainting/hallucination of missing information [18] and inverse tone mapping [3]. A variety of architectures have been presented for end-to-end image predictions, however the UNet architecture, which was first used for semantic segmentation [7], is the most commonly used.
This section introduces the UNet architecture and discusses potential issues. It also presents recent development in inverse tone mapping as the sample application used to demonstrate the efficacy of the proposed GUNet method.

2.1 The UNet Architecture

The UNet architecture is based on autoencoder [19] networks and uses downsampling and subsequently upsampling layers for improved efficiency and expressiveness. The bulk of the computation is performed on lower resolutions and is thus faster and uses less memory. The encoder part of the architecture uses downsampling and convolutional layers to produce a low resolution encoding of the input, which is passed through a bottleneck and is then upsampled and processed by the decoder to produce the final output, as shown in Figure 2.

Downsampling is conducted using a variety of methods, including max-pooling, average-pooling or strided convolutions. Strided convolutions are equivalent to standard convolutions, but they instead skip pixels as they raster scan their input (standard convolutions are of stride 1) and are thus a “learnable” downsampling method. The lower resolution feature maps can be upsampled back to full resolution by the use of upsampling layers. Upsampling layers include the learnable transposed convolutions [20], or more traditional upsampling algorithms like nearest neighbour or bilinear interpolation. Transposed convolutional layers are computationally equivalent to the operations performed when normal strided convolutional layers are backpropagated for the gradient computation.

Each layer of convolutions and downsampling in the architecture inevitably acts as a low pass filter, suppressing details and higher spatial frequencies present in the input. For the higher frequencies to be propagated to the output, the encoder needs to learn to encode them in the intermediate features of the network.

Ronneberger et al. [7] introduced skip-connections to the autoencoder architecture to form the UNet architecture. Skip-connections concatenate the encoder with the decoder features at each level of the decoder, bypassing the lower levels of the network. This helps to better propagate details of the input to the output without having to learn to encode them, thus allowing for the lower levels to better encode global features. UNet architectures, are good at combining local and global scales since the receptive field of their lower levels is quite large and is progressively upsampled and combined with the more local scales in the decoder. Isola et al. [8] use this configuration to transform images between image domains using Generative Adversarial Networks (GANs) [21].

Despite the success of UNets, the use of upsampling layers in the decoder can cause checkerboard artefacts or blurring [11], depending on the type of layer used and the content it is applied on. Transposed convolutions are prone to checkerboard artefacts [9] [10], while non-learned upsampling methods can cause blurring, since they are based on pre-defined interpolation. In addition, upsampling layers cause information bleeding in low contrast areas, particularly ones close to sharp boundaries. Skip connections help alleviate some of these problems but are not sufficient as artefacts can be observed in multiple cases of fully trained UNet architectures.

---

1 Sometimes incorrectly referred to as deconvolutional layers.

2 This is unless the convolution filter only depends on the central pixel (i.e. all other filter values are zero), or it is of size $1 \times 1$, which does not alter the receptive field.
A number of methods have been presented that attempt to alleviate upsampling artefacts present in UNet architectures. Odena et al. \cite{11} propose the use of “resize” convolutions, where the features are first upsampled using nearest-neighbour or bilinear upsampling and then convolution is applied. Wojna et al. \cite{22} study variants of such configurations. Aitken et al. \cite{23} propose a specialised initialisation scheme for transposed convolutional layers that correlates the kernel weights at initialisation. Sugawara et al. \cite{2} propose a similar approach for use in super-resolution, which however correlates the kernel weights within the architecture and not at initialisation.

While these methods may alleviate artefacts, they do not effectively use the highly detailed information which already exists in the encoder, but rather try to recover it in the decoder. This approach can be prone to blurring, since the methods are based on pre-defined interpolation or correlation and do not provide robust results that preserve the input structure accurately. Section 3 presents a spectral investigation of the structure of CNNs and presents results on the properties of various CNN modules in the Fourier domain.

### 2.2 Inverse Tone Mapping

Section 5 presents results for using our approach for an example application of inverse tone mapping. Therefore, a discussion of the related work in this domain is presented for the rest of this section.

Multiple methods use UNet architecture variants for inverse tone mapping. A deep learning based method to predict HDR environment maps from captured LDR panoramas used for rendering is introduced by Zhang and Lalonde \cite{14}. Their approach uses a UNet architecture with additive skip connections. Eilertsen et al. \cite{3}, use a UNet to predict values for saturated areas of badly exposed content for inverse tone mapping, to generate HDR images from LDR inputs. The UNet model focuses on inpainting small saturated areas, making UNet artefacts less apparent. Endo et al. \cite{4} use a modified UNet architecture that predicts multiple exposures. These are then used to generate an HDR image using standard merging algorithms. The merging algorithms and postprocessing also potentially act like filters to improve image quality. Moriwaki et al. \cite{15} propose a hybrid loss which combines a perceptual loss and the GAN framework to train a UNet architecture for inverse tone mapping.

Others use dedicated architectures for the same problem. Marnerides et al. \cite{6} propose the ExpandNet architecture for inverse tone mapping which avoids upsampling altogether to alleviate artefacts. ExpandNet uses multiple branches and replication of a global feature vector, similarly to the colourisation network by Iizuka et al. \cite{1}, to fuse multiple scales together at a high resolution. Despite the good image quality that ExpandNet achieves for inverse tone mapping, improving in fidelity compared to UNet architectures and ColorNet, it is slower and uses more memory, since it mainly operates at high resolutions. More recently, Lee et al. \cite{16} use a dedicated dilated CNN to infer multiple exposures from a single LDR image sequentially, using a chain-like structure, which are then fused.

The proposed guided filter upsampling module can be used complementary to all the UNet based methods as a drop in replacement for the upsampling modules, in order to improve the quality of the predictions.

### 3 Spectral Properties of UNets

The frequently used UNet architecture uses downsampling and subsequently upsampling layers for improved efficiency and multi-scale operation, often causing quality issues. This section presents a method of studying the effect that upsampling layers have on UNet network predictions.

#### 3.1 Motivation

The proposed spectral investigation method aims to identify and explain the sources of artefacts in UNet architectures. It has been suggested that the artefacts are due to the use of upsampling layers in the decoder \cite{9, 10, 2}. The most frequent artefacts are checkerboard-like \cite{11}, arising from the use of transposed convolutional layers; see for example Figure 1(a) and Figure 9(a) in the leftmost column. These layers are equivalent to strided convolutions with fractional stride, or equivalently to strided convolutions but with their linear transformation matrices transposed.

Due to the regularly repeating nature of the checkerboard artefacts, it is hypothesised that such artefacts will consistently alter the output image spectrum due to the introduction or suppression of specific spatial frequencies. This can help identify and compare the effect of different modules but also provide a way to judge the structural properties of any alternative proposals. The following section gives an overview of the image Fourier domain and outlines the specific module configurations that are considered for the comparisons.
The spectrum of the output of multiple networks is used as an evaluation of the structural bias of the model architecture. Images can be decomposed into a set of frequencies that fully characterise them. These frequencies are of two-dimensional discrete spatial waves of tone variation that occur over the image and can be analysed using the image spectrum computed using the discrete 2D Fourier transform. Given a greyscale input image $I$, its 2D, discrete Fourier transform (spectrum) $S$ at spectral pixel location $(u, v)$ is given by:

$$S_{u,v} = \frac{1}{\sqrt{HW}} \sum_{h=0}^{H-1} \sum_{w=0}^{W-1} I(h, w)e^{-2\pi i \left( \frac{hu}{H} + \frac{wv}{W} \right)}$$ (1)

where $H$ and $W$ are the height and width of the image respectively.

Figure 3 shows an example of an image and its spectrum. The magnitude of the spectrum has a very high dynamic range (even for LDR images) thus it is tone mapped for displaying, either by exposure or via some other operator. Figure 3 shows multiple exposures and a tone mapped version. The rest of the figures in this section show only exposures of the spectrum magnitudes.

The spectrum is composed of complex values, consisting of a phase and magnitude. For the purposes of this work, the main focus will be on the spectrum magnitude, $|S_{u,v}|$, which is much more interpretable than the phase when it comes to describing artefacts. The three channels of coloured RGB images are calculated separately. The magnitude of the spectrum is radial from the centre, with high frequencies being more central$^3$. Lower frequencies are towards the boundaries of the magnitude image. The brighter the pixel, the higher the magnitude of the corresponding frequency is in the original image. For example the regular pattern of the colour-checker boards in the input image of Figure 3 causes bright pixels to appear towards the centre of the spectrum.

Using spectral analysis, the structural properties of modules used in UNet architectures can be investigated by observing their effects on the spectrum of the output images. In particular, the effects of upsampling modules are investigated on the output image spectrum of UNet architectures. The upsampling modules under consideration are the transposed convolution, nearest neighbour and bilinear interpolation, which are the most commonly used in CNNs [11]. A total of four UNet architectures (U1 – U4) are presented and compared, initialised with random weights. Random weight initialisation is performed to isolate and outline structural biases. Three of the UNets use the three upsampling modules considered, one each, and make use of an encoder with strided convolutions. These provide the basic comparisons for the three upsampling modules under consideration. The fourth UNet uses a bilinear encoder with a bilinear decoder. This configuration aims to show the minimal difference that the encoder module choice makes. The four network configurations are summarised in Table 1.

3 Usually high frequencies are depicted on the boundaries, but for better visualisation of the comparisons in this section they are depicted in the centre.
3.3 Implementation

All the UNet networks downsample five times in the encoder and upsample five times back to the original resolution in the decoder. The encoder and decoder are composed of features with sizes 8-16-32-64-128 each. Downsampling and upsampling is always performed with a factor of two. At each level the encoder features are concatenated with the corresponding features in the decoder using a skip connection. All convolutional layers have a kernel size of $4 \times 4$. This is to avoid the overlap issues when combining stride two convolutions with $3 \times 3$ kernels as described by Odena et al. [11]. The SELU activation is used [24], and the network weights are initialised using a normal distribution.

3.4 Results

Figure 4 shows the spectra of the inputs and the corresponding outputs for the architectures presented in Section 3.2. The first row depicts the input images and predictions in the spatial domain while the second and third rows are high and low exposures of the corresponding magnitudes of the spectra of row 1. The samples are of a single input image, depicted in column (f), used as input to the randomly initialised networks. The output image colour and structure is distorted due to the random initialisation and the structural properties the networks which are under investigation.

Column (a) shows the outcome for the U1 configuration which uses transposed convolutional layers for upsampling in the decoder. The checkerboard artefacts in the output image are a result of the transposed convolution and are translated into regular peaks of dominant frequencies in the Fourier domain. The central pixel in the spectrum image is one of the brightest and it corresponds to the smallest checkerboard patterns (2-pixel period) which are clearly visible in the output.

Column (b) shows results for the U2 configuration, where the transposed convolutions are replaced with nearest neighbour for upsampling followed by a convolution. In this case, the output tends to be more blurry which is also shown in the output spectrum where there are patterns of higher frequencies being suppressed thus appearing darker in the spectrum.

The U3 and U4 configuration results are shown in columns (c) and (d) respectively. Both these configurations use bilinear upsampling in the decoder, but the encoder uses strided convolutions for the first while using bilinear downsampling for the second. The higher frequencies are suppressed (the overall spectrum slices are darker than the input spectrum towards the center) but there is much improvement compared to the effects of the transposed convolution and nearest neighbour upsampling. Besides the suppressed high frequencies, the spectrum has minor inconsistencies/artefacts which now appear as vertical and horizontal lines at the borders of the spectrum, due to the bilinear algorithm’s specific use of interpolation.

Models that contain such modules are structurally biased towards producing artefacts. These effects can possibly be diminished by constructing training losses that direct the network weights to counteract these structural biases. This can be hard (or impossible) for pixel-wise losses, for example the $L_1$ or $L_2$ norms, since they don’t take into account
inter-pixel correlations which will inform the training procedure with respect to the spectrum. Column (e) of Figure 4 shows results using a randomly initialised GUNet, which is introduced in Section 4 and further discussed in Section 5.

3.5 Discussion

The models presented above exhibit persistent artefacts due to their architectures. Transpose convolutions in the decoder introduce high frequencies and favour some over the others, while nearest neighbour upsampling suppresses high frequencies. Bilinear upsampling produces better output spectra compared to nearest neighbour which severely suppresses specific frequencies, and the choice of encoder downsampling does not alter the result by much.

All the networks considered in this section have a weight configuration space highly populated with artefact producing points, that either promote or suppress specific frequencies. This does not mean that a subset of non artefact producing points (sets of weights) does not exist, nor that such a set is not reachable after sufficient training/fine-tuning or by using a loss which specifically aims to do so. However there are no good reasons to select an artefact-biased architecture to begin with. On the contrary, a less biased architecture can lead to improved results, since it must not un-learn existing biases. The GUNet architecture introduced in the next section is specifically designed to avoid such biases while maintaining the benefits of the traditional UNet architecture.

4 Guided UNet

This section introduces the GUNet model, which replaces the upsampling and concatenation modules of the UNet architecture to improve the spectral properties of the predictions while maintaining the performance and efficiency of UNets, that perform the bulk of the computations on lower resolutions. An overview of the proposed approach is presented in Section 4.1 followed by the presentation of the guided filter fusion module in Section 4.2 followed by the model architecture details in Section 4.

4.1 Overview

In order to improve image quality and produce high fidelity outputs using UNet type architectures, the high frequency detail that is gradually lost in the encoder must be preserved and transferred to the decoder. This was the initial motivation for the introduction of the skip connections in autoencoder networks to form the UNet architecture [7]. Despite its success, the skip connections do not alleviate artefacts, which are due to upsampling as shown in Section 3. A variety of imaging techniques have been introduced that can transfer detail from one image to another, for example the joint bilateral filter [25] or the GIF [13].

Such a technique can be used in this case to transfer detail from the encoder features directly to the decoder, without using skip connections. Most importantly, these techniques can leverage higher resolution guides, to not only transfer detail but to also upsample at the same time using the high resolution image as a guide. Thus, the proposed module uses the fast GIF [26] to jointly filter and upsample the decoder features, using the corresponding features in the encoder. The GIF is preferred over bilateral filtering due to its lower computational cost. The next section describes the proposed guided feature upsampling module in detail, followed by the description of a full GUNet architecture.

4.2 Guided Feature Upsampling

The proposed network makes use of a new module based on the GIF [13]. The GIF is a differentiable edge preserving filter which can also be used for guided upsampling [26]. When used in a decoder-encoder architecture, To filter a decoder feature \( z \) using the encoder feature \( y \) as a guidance, the resulting feature \( q \) is assumed to be a locally linear model of the guidance \( y \), similarly to the GIF. For a spatial feature neighbourhood \( \omega_k \) of (square) radius \( r \), containing \( N = (2n+1)^2 \) pixels:

\[
q_i = \tilde{a}_k y_i + \tilde{b}_k, \forall i \in \omega_k
\]

(2)

with the constants (in \( \omega_k \)) \( \tilde{a}_k \) and \( \tilde{b}_k \) given approximately by using linear ridge regression by:

\[
\tilde{a}_k = \frac{1}{N} \sum_{k \in \omega_i} \frac{1}{\sigma_k^2 + \epsilon} \sum_{i \in \omega_k} y_i z_i - \mu_k \bar{z}_k
\]

(3)

\[
\tilde{b}_k = \frac{1}{N} \sum_{k \in \omega_i} \bar{z}_k - \tilde{a}_k \mu_k
\]

(4)
where $\mu_k$ and $\sigma_k^2$ are the mean and variance of the guidance feature in $\omega_k$. $\epsilon$ is a regularisation parameter which penalises the effects of the guidance, by adjusting the value of $\bar{a}_k$. This approximation does not guarantee that $\bar{a}_k$ and $\bar{b}_k$ are constants in $\omega_k$, however they still preserve large gradients (strong edges) from the encoder guidance feature:

$$\nabla q \approx \bar{a}_k \nabla y. \quad (5)$$

Similarly to the fast GIF implementation [26], which can be used for guided upsampling, $y$ and $z$ are the corresponding downsampled features of the architecture and are used to compute $\bar{a}_k^{lr}$ and $\bar{b}_k^{lr}$ on the lower resolution. The coefficients are then upsampled back to the higher resolution to form $\bar{a}_k^{hr}$ and $\bar{b}_k^{hr}$, using bilinear upsampling. The coefficients are then applied on the higher resolution guidance feature $x$ to compute the final filtered decoder feature:

$$q_i = \bar{a}_k^{hr} x_i + \bar{b}_k^{hr}. \quad (6)$$

Guided feature upsampling combines the encoder and decoder features of the architecture and aims to guide its features at each upsampling stage in the output to be structurally similar to the corresponding feature set of the input features in the encoder. This is described in more detail within the context of the whole architecture in the next section.

A similar approach is followed by Wu et al. [27] where the deep guided filter is introduced and an analytic form of the derivative of the filter is derived, which is useful for implementing backpropagation for the GIF without using an automatic differentiation package, e.g. PyTorch. In the case of the deep guided filter, a network is used within a guided filter to model the mapping from the guide to the input, at a lower resolution and is trained end-to-end along with the filter from scratch. In the case of the GUNet architecture the opposite is proposed, where the guided feature upsampling module is used within an architecture, as many times as needed, to improve the decoder fidelity.

### 4.2.1 Motivation

As shown in Section 3, the upsampling modules in the decoder of UNet architectures cause artefacts to appear in the output image, which also distort the spectrum of the outputs, by introducing or suppressing specific frequencies. In the encoder part of the architecture, each level that downsamples from a higher resolution feature set to a lower resolution one, acts as a low pass filter, discarding high frequencies, which are the ones that need to be recovered in the decoder. Commonly used upsampling methods in the decoder are not able to fully recover these high frequencies, which however are still existent in the corresponding higher level in the encoder.

Applying the fast guided filter for upsampling the lower resolution decoder features of each level, using the higher level encoder features as the guidance “image”, these frequencies can be successfully transferred to the upsampled features of the decoder. This is due to the nature of the guided filter to be edge preserving (Equation 5), hence preserving high frequency detail.
Figure 6 shows a UNet architecture with a tagged slice at a particular level of the architecture, which can be thought of as a recursive element of the architecture. Figure 6 shows the generalised version of the recursive element in detail. The input at that level is first pre-processed, with its feature size increased. The resulting features $x$ are downsampled to form a lower resolution set $y$. $y$ is used as the input to a child level of the same form, or the lowermost bottleneck module. The output of the child module, $z$ can then be fused with $x$ and $y$ in one of the ways depicted in the purple boxes. The Pre-Skip, Down and Post-Down components are part of the encoder, while the fuse and post-fuse components are part of the decoder.

In the case of autoencoders, $z$ is upsampled and is not combined with $x$ and $y$, thus relying only on the information encoded in the bottleneck, which might be useful in some applications, for example compression. The UNet architecture performs the same upsampling, but also combines the features $x$ with the upsampled $z$ and fuses them using a convolutional layer, usually of kernel size $1 \times 1$. The network also uses residual connections at various points to better propagate gradients. The specific configurations with regards to the ordering of the normalisation layers, activations and convolutions are adapted from the proposed sequence described by He et al. [28].

The GUNet architecture replaces the upsampling/fusion layer with the Fast Guided Filter. In this case, the features, $x$, serve as the high resolution guidance image, while the lower resolution features $z$ are the filter input. The filter is applied separately on each feature channel. The low resolution input, $y$, and child output $z$ are used as the guidance and input images, in Equation 3 and Equation 4, respectively, to compute $\bar{a}_{lr}^k$ and $\bar{b}_{lr}^k$. These coefficients are then upsampled using bilinear upsampling and applied on the guidance features $x$ using Equation 6.

5 Application

This section presents the implementation details for training a GUNet architecture for inverse tone mapping as an example application. Inverse tone mapping is a good test for the fidelity of image transformation networks due to its extreme contrast in the output and its inverse nature.

5.1 Training

The GUNet architecture that was trained follows the design from Figure 6. Specifically, the encoder down-samples four times, with feature sizes 16, 32, 64 and 128, matched by the decoder. A kernel size of $3 \times 3$ is used
Figure 7: Spectrum for a randomly initialised GUNet. Odd columns are inputs, even columns are outputs. The outputs are randomised due to the random weight initialisation. The input structure is preserved well, even for an untrained network, something reflected by the high fidelity of the output spectrum.

except in the Pre-Skip and Post-Fuse modules which use $1 \times 1$ convolutions. There are no repeater units in any of the modules. The ReLU activation is used along with batch normalisation to help speed up training by using larger learning rates, without causing significant memory and performance issues. Residual connections are used to better propagate gradients to the bottleneck part which consists of four residual blocks of 128 features each containing two convolutional layers, exactly the same as a Post-Down module from Figure 6 with four repeater units.

The guided feature upsampling modules use $\epsilon = 0.001$. Lower epsilon values lead to stronger guidance, which is necessary for this problem, since the gradient structure needs to be preserved. The kernel size, $r$, is given by:

$$r = \max(\lfloor \frac{w - 1}{2} \rfloor, 1), \max(\lfloor \frac{h - 1}{2} \rfloor, 1))$$

where $w$ and $h$ are the spatial dimensions of the input features. This covers the entire feature at every level. It is worth noting that the size of the filter adapts to the size of the inputs at inference time to adjust for different image sizes.

The training and evaluation procedure is the same as in ExpandNet [6]. The dataset consists of 1,013 HDR images of different resolutions for training and 50 test images from the Fairchild Photographic Survey [29]. The LDR inputs are generated on-the-fly during training using four randomised tone mapping operators and exposures. The Adam optimiser is used with a learning rate of 0.0003 and a batch size of 32. The input LDR images are linearly mapped to the $[-0.5, 0.5]$ range. The loss optimised is the L1 and cosine similarity with $\lambda = 5$ as in Marnerides et al. [6]. The network is trained for approximately one week for a total of 720,000 iterations using an Nvidia 2070 SUPER GPU.

5.2 Results

This section presents a spectral comparison of GUNet architectures with the architectures considered in Section 3, followed by a presentation of quantitative and qualitative results obtained by training the GUNet architecture described in Section 5.1. Speed and memory comparisons are presented at the end of the section.

5.2.1 Spectral Comparison Without Training

An example of the spectrum of the output from an untrained GUNet is shown in Figure 7. The network is initialised with random weights, and has the same configurations as the networks in Section 3. It uses bilinear downsampling in the encoder and the guided feature upsampling module in the decoder. There are no apparent artefacts in the spectrum, which is mostly preserved as expected, even without training. Figure 4 compares all the methods presented in Section 3 and a GUNet with random weights. It is observed that GUNet best preserves the spectrum.
Table 2: Average values of the metrics for all methods and scenarios. Bold values indicate the best value.

| Method | scene-referred | display-referred |
|--------|----------------|------------------|
|        | pu-SSIM | pu-MS-SSIM | pu-PSNR | HDR-VDP-2.2 |        | pu-SSIM | pu-MS-SSIM | pu-PSNR | HDR-VDP-2.2 |
|        | opt    | cull    | opt    | cull    | opt    | cull    | opt    | cull    | opt    | cull    |
| LAN    | 0.72   | 0.72    | 0.78   | 0.64    | 22.21  | 17.15   | 39.01  | 30.47   |
| AKY    | 0.72   | 0.72    | 0.78   | 0.64    | 22.70  | 17.08   | 39.11  | 30.75   |
| MAS    | 0.75   | 0.75    | 0.80   | 0.63    | 23.29  | 18.67   | 38.98  | 30.59   |
| BNT    | 0.70   | 0.74    | 0.73   | 0.66    | 19.56  | 18.91   | 37.63  | 32.03   |
| KOV    | 0.75   | 0.75    | 0.80   | 0.68    | 25.31  | 18.60   | 38.71  | 31.92   |
| HUO    | 0.74   | 0.75    | 0.78   | 0.64    | 19.71  | 16.27   | 38.04  | 29.95   |
| REM    | 0.68   | 0.63    | 0.64   | 0.49    | 15.68  | 13.55   | 33.61  | 27.34   |
| COL    | 0.58   | 0.63    | 0.69   | 0.69    | 23.21  | 22.08   | 31.23  | 29.74   |
| UNT    | 0.68   | 0.77    | 0.71   | 0.70    | 20.52  | 19.66   | 34.88  | 34.65   |
| EIL    | 0.72   | 0.52    | 0.78   | 0.53    | 22.90  | 17.92   | 39.06  | 28.14   |
| EXP    | 0.74   | 0.81    | 0.79   | 0.79    | 25.54  | 22.58   | 39.27  | 35.04   |
| GUN    | 0.84   | 0.84    | 0.84   | 0.79    | 23.54  | 22.17   | 40.61  | 33.41   |

5.2.2 Quantitative

Quantitative comparisons between the trained GUNet (GUN) described in Section 5.1 and the inverse tone mapping methods by Landis [30] (LAN), Banterle et al. [12] (BNT), Akyüz et al. [31] (AKY), Rempel et al. [32] (REM), Masia et al. [33] (MAS), Kovaleski and Oliveira [34] (KOV) Huo et al. [35] (HUO), Eilertsen et al. [3] (EIL) and Marnerides et al. [6] (EXP) are presented. The metrics used are following the evaluation method of ExpandNet [6], which uses PU-PSNR, PU-SSIM, PU-MS-SSIM and HDR-VDP-2 for both optimal and culling (clipping of top and bottom 10% of values) exposures, and the scene-referred (scaling to original HDR image range) and display-referred (scaling to 1000 nits display range) settings. Table 2 shows the average test performance for all metrics and all scenarios, while Figure 8 shows the corresponding violin plots with the distributions.

GUNet performs well, achieving the highest values in most cases of the optimal exposure setting. This is in line with its design, which relies on existing information regarding the structure and edges of the images to guide the inverse tone mapping in the result. Thus it also performs better on metrics which measure structural quality (SSIM, pu-SSIM and HDR-VDP-2) rather than just PSNR which is pixel-wise. In the culling exposure setting GUNet is on average the second best choice compared to ExpandNet.

5.2.3 Qualitative

To better showcase the importance of the architecture and the guidance, example images are presented for predictions from ExpandNet and GUNet in Figure 8 and Figure 9. The predicted HDR images produced using ExpandNet exhibit artefacts that are not completely removed, even though they are significantly reduced compared to other CNNs [6]. These artefacts likely correspond to the additional high frequencies observed in ExpandNet predictions in the fifth column of Figure 4. The predictions from GUNet are much smoother and handle high contrast areas and edges with greater fidelity.
Figure 8: Violin plots for display-referred HDR obtained from LDR via culling including GUNet.

5.2.4 Speed and Memory

The GUNet architecture is substantially faster than the ExpandNet architecture and scales better with resolution as can be observed in Figure 10. ExpandNet runs at an average of 172ms (5.81 frames per second) on an Nvidia P100 GPU for a Full HD (1920 × 1080) input and uses 4.1GB of memory. GUNet runs at an average of 82ms (12.2 frames per second), a more than double increase in speed, and uses 0.86GB of memory, an almost 80% decrease. ExpandNet could not be ran at 4K resolution (3840 × 2160) since it required more than the 16GB of memory of the GPU. It is worth noting that in this configuration, GUNet has 1.67 million trainable parameters, about three times more than ExpandNet’s 0.457 million which means it can be more expressive and possibly handle a larger variety of scenarios using less memory and at a lower computational cost.

6 Conclusion

Investigation of the structural integrity of CNNs in the Fourier domain can help assess the induced properties of CNN outputs. The use of the guided feature upsampling modules improves the prediction quality of UNet-like architectures by preserving the frequency spectrum. The proposed GUNet architecture can perform as well as other CNN architectures quantitatively and at the same time preserves the qualities of the UNet architecture, i.e. speed, memory, expressiveness and multi-scale structure. Even though the approach in this work preserves the structural integrity of images for end-to-end image transformations, GUNet is no silver bullet, and might not be the best choice for imaging problems that do not require guidance from the encoder features, for example style transfer, where the spectral structure of the input must be altered.
Figure 9: Comparison of inverse tone mapping predictions from UNet, Expandnet, the proposed GUNet model and the input LDR image. (row 1) Exposures showcasing the whole dynamic range of the predictions. (row 2–3) Tone mapped outputs with zoomed areas of interest. (row 4) Corresponding frequency spectra. On the right (b) is an example where a dedicated non-UNet based architecture, that otherwise works well, produces some artefacts, which are more pronounced in the spectrum.

Figure 10: Performance comparison for GUNet and ExpandNet for memory consumption and prediction time at varying resolutions (16:9 ratio).
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