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Abstract. The Hanani–Tutte theorem is a classical result proved for the first time in the 1930s that characterizes planar graphs as graphs that admit a drawing in the plane in which every pair of edges not sharing a vertex cross an even number of times. We generalize this classical result to clustered graphs with two disjoint clusters, and show that a straightforward extension of our result to flat clustered graphs with three or more disjoint clusters is not possible.

We also give a new and short proof for a related result by Di Battista and Frati based on the matroid intersection algorithm.

1 Introduction

Investigation of graph planarity can be traced back to the 1930s and developments accomplished at that time by Hanani \cite{21}, Kuratowski \cite{26}, Whitney \cite{38} and others. Forty years later, with the advent of computing machinery, a linear time algorithm for graph planarity was discovered \cite{23}. Nowadays, a polynomial time algorithm for testing whether a graph admits a crossing-free drawing in the plane could almost be considered a folklore result.

Nevertheless, many variants of planarity are still only poorly understood. As a consequence of this state of affairs, the corresponding decision problem for these variants has neither been shown to be polynomial nor \textsc{NP}-hard. Clustered planarity is one of
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the most prominent [5] of such planarity notions. Roughly speaking, an instance of this problem is a graph whose vertices are partitioned into clusters. The question is, then, whether the graph can be drawn in the plane so that the vertices from the same cluster belong to the same region and no edge crosses the boundary of a particular region more than once. The aim of the present work is to offer novel perspectives on clustered planarity, which seem to be worth pursuing in order to better our understanding of the problem.

More precisely, a clustered graph is a pair \((G, T)\) where \(G = (V, E)\) is a graph and \(T\) is a rooted tree whose set of leaves is the set of vertices of \(G\). The non-leaf vertices of \(T\) represent the clusters. For \(\nu \in V(T)\), let \(T_\nu\) denote the subtree of \(T\) rooted at \(\nu\). The cluster \(V(\nu)\) is the set of leaves of \(T_\nu\). The subgraph of \(G\) induced by \(V(\nu)\) is denoted by \(G(\nu)\).

A drawing of \(G\) is a representation of \(G\) in the plane where every vertex is represented by a unique point and every edge \(e = uv\) is represented by a simple arc joining the two points that represent \(u\) and \(v\). If it leads to no confusion, we do not distinguish between a vertex or an edge and its representation in the drawing and we use the words “vertex” and “edge” in both contexts. We assume that in a drawing no edge passes through a vertex, no two edges touch and every pair of edges cross in finitely many points. A drawing of a graph is an embedding if no two edges cross.

A clustered graph \((G, T)\) is clustered planar (or briefly c-planar) if \(G\) has an embedding in the plane such that

(i) for every \(\nu \in V(T)\), there is a topological disc \(d(\nu)\) containing all the leaves of \(T_\nu\) and no other vertices of \(G\) such that if \(\mu \in T_\nu\) then \(d(\mu) \subseteq d(\nu)\);
(ii) if \(\mu_1\) and \(\mu_2\) are children of \(\nu\) in \(T\), then \(d(\mu_1)\) and \(d(\mu_2)\) are internally disjoint;
(iii) every edge of \(G\) intersects the boundary of \(d(\nu)\) at most once for every \(\nu \in V(T)\).

A clustered drawing (or embedding) of a clustered graph \((G, T)\) is a drawing (or embedding, respectively) of \(G\) satisfying (i)–(iii). See Fig. 1 for an illustration. We will be using the word “cluster” for both the topological disc \(d(\nu)\) and the subset of vertices \(V(\nu)\).

![Fig. 1](image-url) (a) A clustered embedding of a clustered graph \((G, T)\) and its tree \(T\); (b) A clustered graph with two non-trivial clusters, which is not c-planar

The notion of clustered planarity was introduced in the work of Feng, Cohen and Eades [13][14] under the name of c-planarity and a similar problem was considered
already in [28]. Since then an efficient algorithm for c-planarity testing or embedding has been discovered only in some special cases. The general problem whether the c-planarity of a clustered graph can be tested in polynomial time is wide open, already when we restrict ourselves to three pairwise disjoint clusters and the case when the embedding of G is a part of the input!

A clustered graph \((G, T)\) is c-connected if every cluster of \((G, T)\) induces a connected subgraph. In order to test a c-connected clustered graph \((G, T)\) for c-planarity, it is enough to test whether there exists an embedding of \(G\) in which for every \(\nu \in V(T)\) all vertices \(u \in V(G)\) such that \(u \notin V(\nu)\) are drawn in a single face of the subgraph \(G(\nu)\) [14]. Cortese et al. [6] gave a structural characterization of c-planarity for c-connected clustered graphs and provided a linear-time algorithm. The extended abstract of Gutwenger et al. [19] contains an efficient algorithm in a more general case of almost connected clustered graphs, which can be also used in the case of two clusters. Biedl [2] is usually credited for giving the first polynomial time algorithm for c-planarity with two clusters, including the case of straight-line or \(y\)-monotone drawing. An alternative approach to the problem is given in [22]. On the other hand, only very little is known in the case of three clusters, where already clustered cycles are non-trivial to test for c-planarity [7] in a polynomial time.

The Hanani–Tutte theorem [21,37] is a classical result that provides an algebraic characterization of planarity with interesting (and not only algorithmic) consequences; see Section 2. The (strong) Hanani–Tutte theorem says that a graph is planar as soon as it can be drawn in the plane so that no pair of independent edges crosses an odd number of times. Moreover, its variant known as the weak Hanani–Tutte theorem [3,30] states that if we have a drawing \(D\) of a graph \(G\) where every pair of edges cross an even number of times then \(G\) has an embedding that preserves the cyclic order of edges at vertices from \(D\). Note that the weak variant does not directly follow from the strong Hanani–Tutte theorem. For sub-cubic graphs, the weak variant implies the strong variant. Other variants of the Hanani–Tutte theorem were proved for surfaces of higher genus [32,34], \(x\)-monotone drawings [17,31], partially embedded planar graphs, and several special cases of simultaneously embedded planar graphs [36]. See [35] for a (not too recent) survey on applications of the Hanani–Tutte theorem and related results.

We prove a variant of the Hanani–Tutte theorem for clustered graphs consisting only of two non-trivial clusters forming a partition of the vertex set. Similarly, as in the case of other variants of the Hanani–Tutte theorem, as a byproduct of our result, we immediately obtain a polynomial-time algorithm based on linear algebra for c-planarity testing in the corresponding case. The downside is that the running time of the algorithm is in \(\mathcal{O}(\sqrt{V(G)}^{2\omega})\), where \(\mathcal{O}(n^\omega)\) is the complexity of multiplication of square \(n \times n\) matrices; see Section 2. The best current algorithms for matrix multiplication give \(\omega < 2.3729\) [18,39]. This fact does not make our work less interesting, since the purpose of our results lies more in theoretical foundations than in its immediate consequences. Also the worst case running time analysis often gives an unfair perspective on the performance of algebraic algorithms, e.g., the simplex method.

We remark that there exist more efficient algorithms for planarity testing using the Hanani–Tutte theorem such as the one in [9,10], which runs in linear time, see also [35, Section 1.4.1]. Moreover, in the case of \(x\)-monotone drawings a computation study [4]...
showed that the Hanani–Tutte approach [17] performs really well in practice. This should come as no surprise, since Hanani–Tutte theory seems to provide solid theoretical foundations for graph planarity that brings together its combinatorial, algebraic, and computational aspects [36].

**Notation.** In the present paper we assume that $G = (V, E)$ is a (multi)graph. We use a shorthand notation $G - v$ and $G \cup E'$ for $(V \setminus \{v\}, E \setminus \{vw\} \cup \{vw| vw \in E\})$, and $(V, E \cup E')$, respectively. The rotation at a vertex $v$ is the clockwise cyclic order of the end pieces of edges incident to $v$. The rotation system of a graph is the set of rotations at all its vertices. We say that two embeddings of a graph are the same if they have the same rotation system up to switching the orientations of all the rotations simultaneously. We say that a pair of edges in a graph are independent if they do not share a vertex. An edge in a drawing is even if it crosses every other edge an even number of times. A drawing of a graph is even if all edges are even.

**Hanani–Tutte for Clustered Graphs.** A clustered graph $(G, T)$ is two-clustered if the root of $T$ has exactly two children and only leaves as grandchildren. In other words, a two-clustered graph has exactly two non-trivial clusters, which form a partition of the vertex set.

We extend the strong version of the Hanani–Tutte theorem as follows. A drawing of a graph is independently even if every pair of independent edges in the drawing cross an even number of times.

**Theorem 1.** If a two-clustered graph $(G, T)$ admits an independently even clustered drawing then $(G, T)$ is c-planar.

The weak variant of Theorem 1 is a special case of the result obtained recently by the first author [15]. On the other hand, we exhibit examples of clustered graphs with more than two disjoint clusters that are not c-planar, but admit an even clustered drawing.

**Theorem 2.** For every $r \geq 3$ there exists a flat clustered cycle with $r$ clusters that is not c-planar and admits an even clustered drawing.

Gutwenger et al. [20] recently showed that by using the reduction from [36] our counter-examples can be turned into counter-examples for [36, Conjecture 1.2] and for a variant of the Hanani–Tutte theorem for two simultaneously embedded planar graphs [36, Conjecture 6.20]. Our counter-examples show that a straightforward extension of Theorem 1 or its weak variant to flat clustered graphs with more than two clusters is not possible. Nevertheless, interesting extensions are still possible, e.g., in the c-connected case, as shown in the full version of this extended abstract [16], or for strip clustered graphs [15].

A clustered graph $(G, T)$ is flat if no non-root cluster of $(G, T)$ has a non-trivial sub-cluster; that is, if every root-leaf path in $T$ has at most three vertices. A pair $(D(G), T)$ is an embedded clustered graph if $(G, T)$ is a clustered graph and $D(G)$ is an embedding of $G$ in the plane, not necessarily a clustered embedding. The embedded clustered graph $(D(G), T)$ is c-planar if it can be extended to a clustered embedding of $(G, T)$, by choosing a topological disc for each cluster.
We give an alternative polynomial time algorithm for deciding c-planarity of embedded flat clustered graphs with small faces, reproving a result of Di Battista and Frati [11]. Our algorithm is based on the matroid intersection theorem. Its running time is $O(|V(G)|^{3.5})$ by [8], so it does not outperform the linear algorithm from [11], and similarly as for our other results we see its purpose more in mathematical foundations than in giving an efficient algorithm. We find it quite surprising that by using completely different techniques we obtained an algorithm for exactly the same case. Our approach is very similar to a technique used [25] for deciding the global connectivity of switch graphs.

**Theorem 3.** [11] Let $G$ denote an embedded planar graph such that all its faces are incident to at most five vertices. Let $(G, T)$ denote a flat clustered graph. We can decide in polynomial time whether $(G, T)$ admits a c-planar embedding, in which $G$ keeps its given embedding.

The rest of the paper is organized as follows. In Section 2 we describe an algorithm for c-planarity testing of clustered graphs belonging to classes for which the corresponding variant of the strong Hanani-Tutte theorem holds. In Section 3 we prove Theorem 1. In Section 4 we prove Theorem 2. In Section 5 we prove Theorem 3. We conclude with some remarks in Section 6.

## 2 Algorithm

Let $(G, T)$ belong to a class of clustered graph for which the corresponding variant of the strong Hanani-Tutte theorem holds, i.e., an independently even clustered drawing of $(G, T)$ implies that $(G, T)$ is c-planar.

Our algorithm for c-planarity testing is an adaption of the algorithm for planarity testing from [35, Section 1.4.2]. The algorithm tests whether we can continuously deform a given clustered drawing $D$ of $(G, T)$ into an independently even clustered drawing $D'$ of $(G, T)$. By the corresponding variant of the strong Hanani–Tutte theorem, the existence of such a drawing is equivalent to c-planarity of $(G, T)$.

During the deformation the parity of crossings between a pair of edges is affected only when an edge $e$ passes over a vertex $v$, in which case we change the parity of crossings of $e$ with all the edges adjacent to $v$. We call such an event an edge-vertex switch. Note that every edge-vertex switch can be performed independently of others, for any initial drawing: we can always deform a given edge to pass close to a given vertex, while introducing new crossings only in pairs. Thus, for our purpose the continuous deformation of $D$ can be represented by a set $S$ of edge-vertex switches. In $S$, an edge-vertex switch of an edge $e$ with a vertex $v$ is represented as the ordered pair $(e, v)$.

A drawing of $(G, T)$ can then be represented as a vector $v \in \mathbb{Z}_2^M$, where $M$ denotes the number of unordered pairs of independent edges. The component of $v$ corresponding to a pair $\{e, f\}$ is 1 if $e$ and $f$ cross an odd number of times and 0 otherwise. An edge-vertex switch $(e, v)$ is represented as a vector $w_{(e,v)} \in \mathbb{Z}_2^M$ such that its only components equal to 1 are those indexed by pairs $\{e, f\}$ where $f$ is incident to $v$. The set of all drawings that can be obtained from $(G, T)$ by the switches from $S$ then corresponds to an affine subspace $v + W$, where $W$ is the subspace generated by the set...
\{w_{(e,v)}; (e, v) \in S\}. The algorithm tests whether 0 \in v + W, which is equivalent to the solvability of a system of linear equations over \mathbb{Z}_2.

The difference between the original algorithm for planarity testing and our version for c-planarity testing is the following. To keep the drawing of \((G, T)\) clustered after every deformation, for every edge \(e = v_1v_2\), we allow only those edge-vertex switches \((e, v)\) such that \(v\) is a child of some vertex of the shortest path between \(v_1\) and \(v_2\) in \(T\). We also include edge-cluster switches \((e, C)\), where \(C\) is a child of some vertex of the shortest path between \(v_1\) and \(v_2\) in \(T\), that move \(e\) over all vertices of \(C\) simultaneously.

The corresponding vector \(w_{(e,C)}\) is the sum of all \(w_{(e,v)}\) for \(v \in C\). Therefore, the set of allowed switches generates a subspace \(W_c\) of \(W\). Our algorithm then tests whether 0 \in \(v + W_c\).

Before running the algorithm, we first remove any loops and parallel edges and check whether \(|E(G')| < 3|V(G')|\) for the resulting graph \(G'\). Then we run our algorithm on \((G', T)\). This means solving a system of equations \(O(|E(G')||V(G')|) = O(|V(G)|^2)\) linear equations in \(O(|E(G')|^2) = O(|V(G)|^2)\) variables. This can be performed in \(O(|V(G)|^{2\omega}) \leq O(|V(G)|^{4.752})\) time using the algorithm by Ibarra, Moran and Hui [24].

3. Two Clusters

Let \((G, T)\) be a two-clustered graph. Let \(A\) and \(B\) denote the two clusters of \((G, T)\) forming a partition of \(V = V(G)\). For a subset \(V' \subseteq V\), let \(G[V']\) denote the subgraph of \(G\) induced by \(V'\). By the assumption of Theorem [1] and the strong Hanani–Tutte theorem, \(G\) has an embedding. However, in this embedding, \(G[B]\) does not have to be contained in a single face of \(G[A]\) and vice-versa. Hence, we cannot guarantee that a clustered embedding of \((G, T)\) exists so easily.

For an induced subgraph \(H\) of \(G\), the boundary of \(H\) is the set of vertices in \(H\) that have a neighbor in \(G - H\). We say that an embedding \(D(H)\) of \(H\) is exposed if all vertices from the boundary of \(H\) are incident to the outer face of \(D(H)\).

The following lemma is an easy consequence of the strong Hanani–Tutte theorem. It helps us to find an exposed embedding of each connected component \(X\) of \(G[A]\) and \(G[B]\). Later in the proof of Theorem [1] this allows us to remove non-essential parts of each such component \(X\) and concentrate only on a subgraph \(G'[A]\) of \(G\) in which both \(G[A]\) and \(G[B]\) are outerplanar.

**Lemma 1.** Suppose that \((G, T)\) admits an independently even clustered drawing. Then every connected component of \(G[A] \cup G[B]\) admits an exposed embedding.

Our proof of Theorem [1] proceeds by reducing the problem to an application of the following lemma.

**Lemma 2.** Let \((G, T)\) denote a two-clustered bipartite graph in which the two non-trivial clusters induce independent sets. If \(G\) admits an even drawing then \((G, T)\) is c-planar. Moreover, there exists a clustered embedding of \((G, T)\) with the same rotation system as in the given even drawing of \(G\).
3.1 Proof of Theorem\[1\]

The proof is inspired by the proof of the strong Hanani–Tutte theorem from \[33\] and its outline is as follows. First we obtain a subgraph $G'$ of $G$ containing the boundary of each component of $G'[A]$ and $G'[B]$ and such that each of $G'[A]$ and $G'[B]$ is a cactus forest, that is, a graph where every two cycles are edge disjoint. Equivalently, a cactus forest is a graph with no subdivision of $K_4 - e$. A connected component of a cactus forest is called a cactus.

Then we apply the strong Hanani–Tutte theorem on a graph which is constructed from $G'$ by turning all cycles in $G'[A]$ and $G'[B]$ into wheels, and by splitting certain vertices of $G'$ into edges. The wheels in $G'$ guarantee that everything that has been removed from $G$ in order to obtain $G'$ can be inserted back.

Let $X_1, \ldots, X_k$ denote the connected components of $G'[A]$ and $G'[B]$. By Lemma[1] we find an exposed embedding $\mathcal{D}(X_i)$ of each $X_i$. Let $X'_i$ denote the subgraph of $X_i$ obtained by deleting from $X_i$ all the vertices and edges not incident to the outer face of $\mathcal{D}(X_i)$. Observe that $X'_i$ is a cactus.

Let $G' = (\bigcup_{i=1}^k X'_i) + E(A, B)$. That is, $G'$ is subgraph of $G$ that consists of all $X'_i$-s and all edges between the two clusters. Let $\mathcal{D}'$ denote the drawing of $G'$ obtained from the initial independently even drawing of $G$ by deleting the edges and vertices of $G$ not belonging to $G'$. Thus, $\mathcal{D}'$ is independently even.

In what follows we process the cycles of $G'[A]$ and $G'[B]$ one by one. We will be modifying $G'$ and therefore also the drawing $\mathcal{D}'$. At each stage of this process some cycles in $G'[A]$ and $G'[B]$ will be labeled as processed and the rest will be labeled as unprocessed. We will maintain the property that all processed cycles are vertex disjoint and that all their edges are even. We start with all the cycles in $G'[A]$ and $G'[B]$ being labeled as unprocessed. Let $C$ denote an unprocessed cycle in $G'[A]$. For cycles in $G'[B]$, the procedure is analogous. We consider two cases.

a) $C$ Shares no Vertex with an Already Processed Cycle. We two-color the connected regions in the complement of $C$ so that two regions sharing a non-trivial part of the boundary receive opposite colors. We say that a point not lying on $C$ is “outside” of $C$ if it is contained in the region with the same color as the unbounded region. Otherwise, such a point is “inside” of $C$.

We locally modify the drawing $\mathcal{D}'$ at the vertices of $C$ so that all the edges of $C$ cross every other edge an even number of times [33]. Since $\mathcal{D}'$ is a clustered drawing of $G'$, all vertices of $B$ are “outside” of $C$. Therefore, every path joining $C$ with a vertex in $B$ internally vertex disjoint from $C$ is attached to its endpoint on $C$ from the “outside” of $C$.

Now we fill the cycle $C$ with a wheel. More precisely, we add a vertex $v_C$ into $A$ and place it very close to an arbitrary vertex of $C$ “inside” of $C$. We connect $v_C$ with all the vertices of $C$ by edges that closely follow the closed curve representing $C$ either from the left or from the right, and attach to their endpoints on $C$ from “inside”. Portions of these new edges may lie “outside” of $C$ due to self-crossings of $C$, but not in the neighborhood of vertices of $C$. Therefore, the new edges can introduce an odd crossing pair only with an edge $e$ attached to a vertex $v$ of $C$ from the “inside” of $C$.

Since $G'[A]$ is a cactus forest, it follows that such a vertex $v$ is a cut vertex in $G'[A]$ and that the endpoint of $e$ different from $v$ belongs to a connected component $K$ of
\(G'[A] - v\), which is also a connected component of \(G' - v\). Thus, we shrink the drawing of \(G'[V(K) \cup v]\) so that \(G'[V(K) \cup v]\) is drawn very close to \(v\) and none of its edges crosses an edge in the rest of the graph. In particular, by shrinking \(G'[V(K) \cup v]\) we do not introduce a pair of edges crossing an odd number of times. We label all the cycles in \(G'[V(K) \cup v]\) as processed. By repeating this for all the troublesome cut-vertices of \(C\) we modify \(D'\) so that none of the edges incident to \(v_C\) crosses another edge an odd number of times. Finally, we label \(C\) as processed.

\[\text{b) } C \text{ Shares a Vertex with an Already Processed Cycle.}\]

Let \(v\) be a vertex on \(C\) belonging to an already processed cycle \(C_p\). Since processed cycles are vertex disjoint, the cycle \(C_p\) is unique. Since the edges of \(C_p\) are even, the edges \(v_1v\) and \(v_2v\) of \(C_p\) adjacent to \(v\) are attached to \(v\) both from the “inside” or both from the “outside” of \(C\). Suppose the latter. (The other case is analogous.) We split the vertex \(v\) by replacing it with two new vertices \(v'\) and \(v''\) connected by an edge. Every edge \(uv\) attaching to \(v\) from the “outside” of \(C\) is replaced by an edge \(uv'\) (including the edges \(v_1v\) and \(v_2v\)). All other edges \(uv\) are replaced by an edge \(uv''\). The cycle that is obtained from \(C_p\) by replacing \(v\) with \(v'\) is then labeled as processed. Note that we can do such vertex-splitting in \(D'\) without introducing any pair of edges crossing an odd number of times by drawing \(v'\) and \(v''\) very close to \(v\). After performing all necessary vertex splits for vertices of \(C\), we may apply the procedure in case a) to the modified cycle \(C\).

It is easy to see that the algorithm terminates after a finite number of steps a) or b) with all cycles processed. Let \(G''\) denote the graph we obtain from \(G'\) after processing all the cycles of \(G'[A]\) and \(G'[B]\). By applying the strong Hanani–Tutte theorem on \(G''\) we obtain an embedding which can be easily modified so that the only vertices of \(G''\) not incident to the outer face of \(G''[A]\) or \(G''[B]\) are the vertices \(v_C\) that form the centers of the wheels. In particular, \(G''[A]\) is drawn in the outer face of \(G''[B]\) and vice-versa. In the resulting embedding we delete all the vertices \(v_C\) and contract the edges between the pairs of vertices \(v', v''\) that were obtained by vertex-splits.

Thus, we obtain an embedding of \(G'\) in which for every component \(X\) of \(G'[A] \cup G'[B]\), all vertices of \(G' - X\) are drawn in the outer face of \(X\). By inserting the removed parts of \(G\) back to \(G'\) we obtain an embedding of \(G\) in which for every component \(X\) of \(G[A] \cup G[B]\), all vertices of \(G - X\) are drawn in the outer face of \(X\). The theorem follows by contracting each component of \(G'[A] \cup G'[B]\) to a point and applying Lemma 2.

## 4 Proof of Theorem 2

In this section we construct a family of even clustered drawings of flat clustered cycles on more than two clusters that are not clustered planar. Thus, the straightforward generalization of the Hanani–Tutte theorem for graphs with three or more clusters is not possible. For any \(r \geq 3\) and any odd \(k \geq 3\), our counterexample is a clustered cycle with \(kr\) vertices and \(r\) clusters. In our clustered drawing the clusters are drawn as regions bounded by a pair of rays emanating from the same vertex \(p\). We call \(p\) the center of our drawing.

Topologically our construction is equivalent to a cylindrical drawing, where \(c\) clusters are separated by vertical lines. For every odd integer \(k > 0\), we can describe the curve representing the cycle analytically as a height function \(f(\alpha) = \sin\left(\frac{rk+1}{k} \alpha\right)\) on
a standing cylinder taking the angle as the parameter. The vertices of the cycle are at \( \left( i \frac{2k}{r k + 1} \pi, 0 \right) \), where \( i = 0, \ldots, r k - 1 \), and the lines separating clusters at \( \frac{2ki + 1}{r k + 1} \pi \), for \( i = 0, \ldots, r - 1 \), see Fig. 2. By [7], for any clustered drawing of any of our examples, the curve representing the cycle has winding number \( k \) around \( p \), and therefore, it is not c-planar when \( k > 1 \).

![Fig. 2. A counter-example to the variant of the Hanani–Tutte theorem with parameters \( r = 3 \) and \( k = 5 \), and hence, the underlying graph is a cycle on 15 vertices. The vertices are labeled by positive integers in correspondence with their appearance on the cycle. The leftmost and the rightmost cluster need to be identified in the actual cylindrical drawing.](image)

5 Small Faces

This section reproves a result of Di Battista and Frati [11] that c-planarity can be decided in polynomial time for embedded flat clustered graphs if all faces are incident to at most five vertices. Our approach seems quite different from theirs, as we use (a corollary of) the matroid intersection theorem [12,27], which says that the largest common independent set of two matroids can be found in polynomial time. See e.g. [29] for further references.

In this section, we will use a shorthand notation \((G,T)\) instead of \((D(G), T)\) for an embedded clustered graph. Let \((G,T)\) be a embedded flat clustered graph. A saturator of \((G,T)\) is a subset \(F\) of \(\binom{V}{2}\) disjoint from \(E(G)\) such that \((G \cup F, T)\) is planar, every cluster of \((G \cup F, T)\) is connected, and the edges in \(F\) can be embedded so that every cluster of \((G \cup F, T)\) is in the outer face of every other cluster. We have the following simple fact regarding saturators already observed by Feng, Cohen and Eades [14].

**Observation 1.** An embedded flat clustered graph \((G,T)\) is c-planar if and only if \((G,T)\) has a saturator.

In order to model our problem by matroids we need to avoid two saturating edges in one face coming from two different clusters (even if they do not cross). In general, this is not possible if the face is not a simple cycle. Thus, we first augment the graph by adding some edges inside the faces.

**Lemma 3.** An embedded flat clustered graph \((G,T)\), all of whose faces are incident to at most five vertices, can be augmented by adding edges into an embedded flat clustered graph \((G', T')\) such that \((G,T)\) is c-planar if and only if \((G', T')\) is c-planar, and the following holds for \((G', T')\). If \((G',T')\) is c-planar then \((G',T')\) has a saturator \(F\) whose edges can be embedded so that each face of \(G'\) contains at most one edge of \(F\).
Proof of Theorem 3

We give an algorithm for deciding c-planarity for embedded flat clustered graphs satisfying the hypothesis of the claim. By an algorithmic version of Lemma 3 from the given embedded flat clustered graph \((G, T)\) we obtain a new embedded graph \((G', T')\) such that every minimal saturator of \((G', T')\) has at most one edge inside each face and \((G', T')\) is c-planar if and only if \((G, T)\) is c-planar. This can be done easily in linear time in the number of vertices. Thus, it is enough to show that we can decide c-planarity of \((G', T')\) in polynomial time.

By Observation 1 it is enough to decide whether we can saturate \(G'\) so that all the clusters are connected and every cluster is drawn in the outer face of every other cluster. The latter can be tested in quadratic time in the number of vertices. In order to test the existence of a saturator we define two matroids for which we will use the matroid intersection algorithm. The ground set of each matroid is the multiset \(\overline{E'}\) of non-edges of \(G'\) defined as the union \(\bigcup_j E_j\), over faces of \(G'\), where \(E_j\) is the set of diagonals of the face \(f\).

The first matroid, \(M_1\), is the direct sum of graphic matroids constructed for each cluster. More precisely, denote the clusters by \(C_i\), \(i = 1, \ldots, k\), and let \(v \sim_i u\) if \(u\) and \(v\) are connected in \(G'[C_i]\). Denote by \(G_i\) the multigraph obtained from \(G' = (V, \overline{E'})\) by deleting the vertices not in \(C_i\), contracting the \(\sim_i\)-equivalent vertices into new vertices, and deleting all loops. Now, the ground set of the graphic matroid \(M(G_i)\) can be identified with the set of edges from \(\overline{E'}\) that go between two vertices from \(C_i\) belonging to distinct connected components of \(C_i\). The rank of \(M(G_i)\) is the number of vertices of \(G_i\) minus one. Since the matroids \(M(G_i), i = 1, \ldots, k\), are pairwise disjoint, their direct sum, \(M_1\), is also a matroid and its rank is the sum of the ranks of \(M(G_i)\)-s.

The second matroid, \(M_2\), is a partition matroid. A subset of \(\overline{E'}\) is independent in \(M_2\) if it has at most one edge in every face of \(G'\).

Let \(M\) be the intersection of \(M_1\) and \(M_2\). If \(M\) has the same rank as \(M_1\) then there exists a saturator of \((G', T')\) that has at most one edge inside each face. Thus, \((G', T')\) is c-planar by Observation 1 and that in turn implies that \((G, T)\) is c-planar as well. On the other hand, if \((G, T)\), and hence \((G', T')\), is c-planar then there exists a minimal saturator \(F\) of \(G'\) that has at most one edge inside each face by the property of \(G'\) guaranteed by Lemma 3. Thus, \(F\) witnesses the fact that the rank of \(M_1\) and the rank of \(M\) are the same. Hence, \(M\) has the same rank as \(M_1\) if and only if \((G', T')\) is c-planar and the theorem follows by the matroid intersection algorithm.

6 Concluding Remarks

By the construction in Section 4 we cannot hope for the fully general variant of the Hanani–Tutte theorem for clustered graphs. Nevertheless, it is still interesting to ask whether the weak or the strong Hanani–Tutte theorem for the case of flat clustered graphs holds if the graph obtained by contracting the clusters is acyclic (after deleting loops and multiple edges). More formally, given a flat clustered graph \((G, T)\), let \(G_T\) denote the simple graph whose vertices correspond to clusters of \((G, T)\) and two distinct vertices \(\mu\) and \(\nu\) are joined by an edge if and only if there exists an edge in \(G\) between the clusters \(V(\mu)\) and \(V(\nu)\).
Conjecture 1. If $G_T$ is acyclic and $(G, T)$ admits an independently even clustered drawing then $(G, T)$ is c-planar.

A variant of the conjecture when $G_T$ is a path would provide a polynomial time algorithm for c-planarity testing for strip clustered graph, which is an open problem stated in [1]. Note that our proof from Section 5 fails if the graph has hexagonal faces. We wonder if this difficulty can be overcome or rather could lead to NP-hardness.
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