LENGTH MINIMA FOR AN INFINITE FAMILY OF FILLING CLOSED CURVES ON A ONE-HOLED TORUS
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Abstract. We explicitly find the minima as well as the minimum points of the geodesic length functions for the family of filling (hence non-simple) closed curves, \(a^2b^n\) \((n \geq 3)\), on a complete one-holed hyperbolic torus in its relative Teichmüller space, where \(a, b\) are simple closed curves on the one-holed torus which intersect exactly once transversely. This provides concrete examples for the problem to minimize the geodesic length of a fixed filling closed curve on a complete hyperbolic surface of finite type in its relative Teichmüller space.

1. Introduction

The length of any non-simple closed geodesic on an orientable, complete hyperbolic surface is known to have a positive lower bound (see Yamada [11], also Hempel [7]). In [1] and [2] Basmajian obtained lower bounds for the length of a non-simple closed geodesic in terms of its self-intersection numbers. In [3] Shen–Wang optimized the asymptotic multiplier in Basmajian’s lower bound. In a slightly different direction, Erlandsson–Parlier [8] initiated the study of the self-intersection number of the shortest non-simple closed geodesics with at least \(k\) self-intersections. Advancing further from [10], Basmajian–Parlier–Vo [3] showed that, for \(k \geq 10^{125}\), the shortest among all non-simple closed geodesics with at least \(k\) self-intersections on any orientable, complete hyperbolic surface \(S\) is uniquely realized by a corkscrew geodesic with exactly \(k\) self-intersections on an ideal pair of pants (a corkscrew geodesics is that represented by word \(ab^k\) in the fundamental group of the pair of pants where \(a\) and \(b\) are simple closed curves each surrounding a different cusp).

Let \(S\) be an orientable surface of finite type equipped with a complete hyperbolic structure. Then \(S\) has a finite number (possible none) of holes and cusps. Surrounding each hole of \(S\) there is a unique simple closed geodesic which we call the neck geodesic of the hole. Though there is no simple closed geodesics surrounding a cusp, we shall still say that a cusp has a null neck geodesic of length zero at infinity.

It is a well-known fact that a homotopically non-trivial, non-peripheral closed curve \(c\) on a complete hyperbolic surface \(S\) can be realized as a unique closed geodesic which might not be primitive (see, for example, Buser [4 Theorem 1.6.6]); we denote its geodesic length by \(L_c\). By definition, the relative Teichmüller space of \(S\) consists of all the marked complete hyperbolic structures on the same topological surface with all the lengths of the neck geodesics fixed.

We address the problem to minimize the geodesic length of a fixed filling (hence non-simple) closed curve on a finite type surface in the relative Teichmüller space of the surface. It will be shown in a future paper that such a geodesic length function has exactly one minimum point in the relative Teichmüller space.
Lemma 2.1. For any word $w$ in letters $X, Y \in \text{SL}(2, \mathbb{C})$, we have
\[ \text{tr}(w(X, Y)) = \text{tr}(w(X^{-1}, Y^{-1})). \]
In particular, for \( m \in \mathbb{Z} \),
\[
\text{tr}(X^m Y^{-1} Y^{-m}) = \text{tr}(X^{-1} Y^{-m} X^m Y^{-1}).
\] (4)

**Proof.** We prove identity (3) by induction on the word length of \( w \). It is easy to verify that (3) is true if the length of \( w \) is at most four. Now suppose \( w \) is of length at least 5. We assume by induction that (3) is true for all words of length less than that of \( w \).

By conjugating \( w \) by a subword, we may assume the first letter \( Z \in \{X, Y, X^{-1}, Y^{-1}\} \) of \( w \) is the same as a later letter in \( w \). Then \( w = Z_{w_1} Z_{w_2} \), where \( w_1, w_2 \) are subwords of \( w \) (one of \( w_1 \) and \( w_2 \) might be empty), and we have
\[
w(X^{-1}, Y^{-1}) = Z^{-1} w_1(X^{-1}, Y^{-1}) Z^{-1} w_2(X^{-1}, Y^{-1}).
\] (5)

By Fricke–Klein trace identity (1), we have
\[
\text{tr}(w(X^{-1}, Y^{-1})) = \text{tr}(Z^{-1} w_1(X^{-1}, Y^{-1})) \text{tr}(Z^{-1} w_2(X^{-1}, Y^{-1})) - \text{tr}(w_1(X^{-1}, Y^{-1}) w_2(X^{-1}, Y^{-1})).
\]
\[
= \text{tr}(Z w_1(X, Y)) \text{tr}(Z w_2(X, Y)) - \text{tr}(w_1(X, Y) w_2(X, Y)^{-1})
\]
\[
= \text{tr}(Z w_1(X, Y)) \text{tr}(Z w_2(X, Y)) - \text{tr}(Z w_1(X, Y) (Z w_2(X, Y))^{-1})
\]
\[
= \text{tr}(Z w_1(X, Y)) Z w_2(X, Y),
\]
which is (3), as desired. This proves Lemma 2.1.

We shall always write
\[
x = \text{tr}(X), \quad y = \text{tr}(Y), \quad z = \text{tr}(XY), \quad \mu = \text{tr}(XYX^{-1} Y^{-1}) + 2.
\] (6)

Then (2) becomes
\[
x^2 + y^2 + z^2 - xyz = \mu,
\] (7)
which can be rewritten as either of the following two identities:
\[
(xy - 2z)^2 = x^2(y^2 - 4) - 4(y^2 - \mu),
\] (8)
\[
xz(y - 2) = (x - z)^2 + y^2 - \mu.
\] (9)

Let us write, for all \( m \in \mathbb{Z} \), \( x_m = \text{tr}(X^m) \). By (1), we have
\[
x_{m-1} + x_{m+1} = x_m^2,
\] (10)
and hence
\[
x_m y - 2x_{m+1} = x_{m-1} - x_{m+1}.
\]
Note that \((XY)^m Y(XY)^m)^{-1} Y^{-1} = XYX^{-1} Y^{-1}\). Applying (2) gives
\[
x_m^2 + y^2 + x_{m+1}^2 - x_m y x_{m+1} = \mu.
\] (11)
By (3), we have \((x_m y - 2x_{m+1})^2 = x_m^2(y^2 - 4) - 4(y^2 - \mu)\), and hence
\[
x_m^2 = \frac{(x_m - x_{m+1})^2 + 4(y^2 - \mu)}{y^2 - 4}.
\] (12)
By (9), we have \(x_m x_{m+1}(y - 2) = (x_m - x_{m+1})^2 + y^2 - \mu\), and hence
\[
x_m x_{m+1} = \frac{(x_m - x_{m+1})^2 + y^2 - \mu}{y - 2}.
\] (13)
Combining \( x_{m-2} + x_m = y x_{m-1} \) and \( x_{m-1}^2 + y^2 + x_m^2 - x_{m-1} y x_m = \mu \) gives
\[
x_{m-2} x_m - x_{m-1}^2 = y^2 - \mu.
\] (14)
Definition 2.2. For each $n \in \mathbb{Z}$, we define a polynomial $P_n$ in $x, y, z$ as follows:

1) If $n = 2m$ is even, define
\[ P_{2m} = -\text{tr}(XY^m X^{-1} Y^{-m}); \]  
(15)

2) If $n = 2m + 1$ is odd, define
\[ P_{2m+1} = -\text{tr}(XY^m X^{-1} Y^{-m-1}) = -\text{tr}(XY^{m+1} X^{-1} Y^{-m}). \]  
(16)

In particular, we have $P_0 = -2$ and $P_1 = -y$.

The polynomials $P_n$ can be characterized by recursive relations as follows.

Proposition 2.3. The polynomials $P_n$, $n \in \mathbb{Z}$ in $x, y, z$ satisfy recursive relations
\[ P_{2m} = yP_{2m-1} - P_{2m-2} + y^2 - \mu, \]  
(17)
\[ P_{2m+1} = yP_{2m} - P_{2m-1}, \]  
(18)
with $P_0 = -2$ and $P_1 = -y$.

Proof. It is easy to see that
\[ P_0 = -\text{tr}(XY^0 X^{-1} Y^0) = -2, \]  
(19)
\[ P_1 = -\text{tr}(XY^0 X^{-1} Y^{-1}) = -y. \]  
(20)

We first prove (17). As
\[ P_{2m} = -\text{tr}(XY^m X^{-1} Y^{-m+1} Y^{-1}) = -\text{tr}(XY^m X^{-1} Y^{-m+1})\text{tr}(Y^{-1}) + \text{tr}(XY^m X^{-1} Y^{-m-2}) \]  
(21)
\[ = yP_{2m-1} + \text{tr}(XY^m X^{-1} Y^{-m-2}), \]
it remains to show that
\[ \text{tr}(XY^m X^{-1} Y^{-m+2}) - \text{tr}(XY^{m-1} X^{-1} Y^{-m+1}) = y^2 - \mu. \]  
(22)

By Fricke–Klein trace identity (1), we have
\[ \text{tr}(XY^m X^{-1} Y^{-m+2}) = \text{tr}(XY^m) \text{tr}(X^{-1} Y^{-m+2}) - \text{tr}(X Y^{2m-2} X), \]  
(23)
\[ \text{tr}(XY^{m-1} X^{-1} Y^{-m+1}) = \text{tr}(XY^{m-1}) \text{tr}(X^{-1} Y^{-m+1}) - \text{tr}(X Y^{2m-2} X). \]  
(24)

Hence
\[ \text{tr}(XY^m X^{-1} Y^{-m+2}) - \text{tr}(XY^{m-1} X^{-1} Y^{-m+1}) = x_m x_{m-2} - x_{m-1}^2 = y^2 - \mu. \]  
(25)

This proves (17). For (18), we have
\[ P_{2m+1} = -\text{tr}(XY^m X^{-1} Y^{-m-1} Y^{-1}) = -\text{tr}(XY^m X^{-1} Y^{-m})\text{tr}(Y^{-1}) + \text{tr}(XY^m X^{-1} Y^{-m+1}) \]  
(26)
\[ = yP_{2m} - P_{2m-1}. \]

This finishes the proof of Proposition 2.3. □

It follows from Proposition 2.3 that $P_n$ can be rewritten as a polynomial in $y$ and $\mu$.

Proposition 2.4. There exist univariate polynomials $q_n$, $n \geq 2$ such that
\[ P_{2m} - P_0 = (4 - \mu) q_{2m}(y-2), \]  
(27)
\[ P_{2m+1} - P_1 = (4 - \mu) q_{2m+1}(y-2). \]  
(28)

Precisely, $q_2(t) = 1$, $q_3(t) = t + 2$, and $q_n$ satisfies the following recursive relations:
\[ q_{2m}(t) = (t + 2) q_{2m-1}(t) - q_{2m-2}(t) + 1, \]  
(29)
\[ q_{2m+1}(t) = (t + 2) q_{2m}(t) - q_{2m-1}(t). \]  
(30)
Furthermore, the coefficients of \( q_n \) for \( n \geq 2 \) are all positive integers.

**Proof.** Applying Proposition 2.3 and by induction, we have

\[
P_{2m} - P_0 = y(P_{2m-1} - P_1) - (P_{2m-2} - P_0) + 4 - \mu
\]

\[
= y(4 - \mu)q_{2m-1}(y - 2) - (4 - \mu)q_{2m-2}(y - 2) + 4 - \mu
\]

\[
= (4 - \mu)[yq_{2m-1}(y - 2) - q_{2m-2}(y - 2) + 1],
\]

and

\[
P_{2m+1} - P_1 = y(P_{2m} - P_0) - (P_{2m-1} - P_1)
\]

\[
= y(4 - \mu)q_{2m}(y - 2) - (4 - \mu)q_{2m-1}(y - 2)
\]

\[
= (4 - \mu)[yq_{2m}(y - 2) - q_{2m-1}(y - 2)].
\]

This proves all the formulas in Proposition 2.4.

It remains to prove that the coefficients of \( q_n \) for \( n \geq 2 \) are positive integers. Actually, it is easily shown by induction that, for \( n \geq 2 \), the coefficients of \( q_n - q_{n-1} \) are all positive integers. This finishes the proof of Proposition 2.4.

Now we are in a position to obtain expressions for \( \text{tr}(X^2 Y^n) \), \( n \geq 3 \), which will be used in §4 to minimize the geodesic length of \( a^2 b^n \).

**Proposition 2.5.** For \( m \in \mathbb{Z} \), we have

\[
\text{tr}(X^2 Y^{2m}) = \frac{(x_{m-1} - x_{m+1})^2}{y^2 - 4} + 2 + (4 - \mu)[4(y^2 - 4)^{-1} + q_{2m}(y - 2)],
\]

or

\[
(31)
\]

\[
\text{tr}(X^2 Y^{2m+1}) = \frac{(x_m - x_{m+1})^2}{y - 2} + 2 + (4 - \mu)[(y - 2)^{-1} + q_{2m+1}(y - 2)].
\]

or

\[
(32)
\]

**Proof.** We apply (1), (12), (13), (27) and (28) to obtain (31) and (32) as follows:

\[
\text{tr}(X^2 Y^{2m}) = \text{tr}(XY^{m} Y^{m} X)
\]

\[
= \text{tr}(XY^{m}) \text{tr}(Y^{m} X) - \text{tr}(XY^{m} X^{-1} Y^{-m})
\]

\[
= x_m^2 + P_{2m}
\]

\[
= \frac{(x_{m-1} - x_{m+1})^2}{y^2 - 4} + 2 + (4 - \mu)[4(y^2 - 4)^{-1} + q_{2m}(y - 2)],
\]

\[
\text{tr}(X^2 Y^{2m+1}) = \text{tr}(XY^{m+1} Y^{m+1} X)
\]

\[
= \text{tr}(XY^{m+1}) \text{tr}(Y^{m+1} X) - \text{tr}(XY^{m+1} X^{-1} Y^{-m-1})
\]

\[
= x_m^2 + P_{2m+1}
\]

\[
= \frac{(x_m - x_{m+1})^2}{y - 2} + 2 + (4 - \mu)[(y - 2)^{-1} + q_{2m+1}(y - 2)].
\]

This proves Proposition 2.5.

3. Geometry of a complete one-holed hyperbolic torus

Let \( S_{1,1} \) be a one-holed torus, and let \( a, b \) be two simple closed curves on \( S_{1,1} \) which intersect once transversely. The commutator \( aba^{-1}b^{-1} \) then represents the simple closed curve \( \partial \) surrounding the hole.

We shall use the upper-half complex plane model \( H^2 \) of the hyperbolic plane. An orientation-preserving isometry of \( H^2 \) is then given by a fractional linear transformation mapping the upper-half complex plane onto itself. As a consequence, the group of orientation-preserving isometries of \( H^2 \) coincides with \( \text{PSL}(2, \mathbb{R}) \).
A complete hyperbolic structure on $S_{1,1}$ gives rise to a holonomy representation

$$\eta : \pi_1(S_{1,1}) \to \text{PSL}(2, \mathbb{R}),$$

which is unique up to simultaneous conjugation by elements in $\text{PSL}(2, \mathbb{R})$.

As the axes of $\eta(a)$ and $\eta(b)$ cross each other, a lifted representation

$$\rho : \pi_1(S_{1,1}) \to \text{SL}(2, \mathbb{R})$$

of $\eta$ can be chosen so that $\text{tr} \rho(a) > 2$, $\text{tr} \rho(b) > 2$, $\text{tr} \rho(ab) > 2$. We write

$$x = \text{tr} \rho(a), \quad y = \text{tr} \rho(b), \quad z = \text{tr} \rho(ab).$$

Then

$$x = 2 \cosh \frac{L_a}{2}, \quad y = 2 \cosh \frac{L_b}{2}, \quad z = 2 \cosh \frac{L_{ab}}{2}.$$  \hspace{1cm} (36)

Using the fact that the axes of $\eta(a)$ and $\eta(b)$ cross each other, direct calculations show that $\text{tr} \rho(aba^{-1}b^{-1}) < 2$, and hence $\text{tr} \rho(aba^{-1}b^{-1}) \leq -2$. It follows that

$$\text{tr} \rho(aba^{-1}b^{-1}) = -2 \cosh \frac{L_{\theta}}{2}. \hspace{1cm} (37)$$

On the other hand, by (33), we have $\text{tr} \rho(aba^{-1}b^{-1}) = x^2 + y^2 + z^2 - xyz - 2$. Write $\mu = 2 + \text{tr} \rho(aba^{-1}b^{-1})$. Then $\mu = 2 - 2 \cosh \frac{L_{\theta}}{2} \leq 0$ and

$$x^2 + y^2 + z^2 - xyz = \mu. \hspace{1cm} (38)$$

The relative Teichmüller space $\text{Teich}_{1,1}(L_{\theta})$ of all the marked complete hyperbolic structures on $S_{1,1}$ with fixed length $L_{\theta} \geq 0$ of neck geodesic is then parametrized as

$$\text{Teich}_{1,1}^{\text{length}}(L_{\theta}) = \{(L_a, L_b, L_{ab}) \in (\mathbb{R}_{>0})^3 \mid x^2 + y^2 + z^2 - xyz = \mu\}.$$  \hspace{1cm} (39)

where $x = \text{tr} \rho(a)$, $y = \text{tr} \rho(b)$, $z = \text{tr} \rho(ab)$ and $\mu = 2 - 2 \cosh \frac{L_{\theta}}{2} \leq 0$.

The simple closed geodesics representing the simple closed curves $a$, $b$ and $ab$ intersect pairwise at the so-called Weierstrass points and thus form a hyperbolic triangle (called the Weierstrass triangle) of side-lengths $\frac{1}{2}L_a$, $\frac{1}{2}L_b$ and $\frac{1}{2}L_{ab}$.

The following proposition concerns the geometric nature of $L_{\theta}$.

**Proposition 3.1.** Let $S_{1,1}$ be a complete one-holed hyperbolic torus and let $a, b$ be simple closed geodesics on $S_{1,1}$ which intersect once transversely. Then

$$\sinh \frac{L_a}{2} \sinh \frac{L_b}{2} \sin \theta = \cosh \frac{L_{\theta}}{4}. \hspace{1cm} (40)$$

where $\theta \in (0, \pi)$ is the interior angle of the associated Weierstrass triangle contained by the two sides corresponding to $a$ and $b$. The constraint (40) is equivalent to

$$\sinh H_b \sinh \frac{L_b}{2} = \cosh \frac{L_{\theta}}{4}. \hspace{1cm} (41)$$

where $H_b$ is the length of the altitude perpendicular to the side of length $\frac{1}{2}L_b$.

**Proof.** By the Laws of Cosines for the Weierstrass triangle, we have

$$\cosh \frac{L_{ab}}{2} = \cosh \frac{L_a}{2} \cosh \frac{L_b}{2} - \sinh \frac{L_a}{2} \sin \frac{L_b}{2} \cos \theta. \hspace{1cm} (42)$$
By the Law of Sines for a right-angled triangle, 

\[
\sin \frac{L_a}{2} \sin \frac{L_b}{2} \sin \theta = \sqrt{\left( \sin \frac{L_a}{2} \sin \frac{L_b}{2} \right)^2 - \left( \cosh \frac{L_a}{2} \cosh \frac{L_b}{2} - \cosh \frac{L_{ab}}{2} \right)^2} \\
= \sqrt{1 + 2 \cosh \frac{L_a}{2} \cosh \frac{L_b}{2} - \cosh \frac{L_{ab}}{2} - \cosh^2 \frac{L_a}{2} - \cosh^2 \frac{L_b}{2} - \cosh^2 \frac{L_{ab}}{2}} \\
= \sqrt{1 - \frac{\mu}{4}} \\
= \cosh \frac{L_a}{2}.
\]

By the Law of Sines for a right-angled triangle,

\[
\sin H_b = \sin \frac{L_a}{2} \sin \theta. \tag{43}
\]

Hence the constraint (40) can be replaced by (41). This proves Proposition 3.1. \(\square\)

4. LENGTH MINIMA FOR CLOSED CURVES ON ONE-HOLED TORI

In this section we solve the problem of minimizing the geodesic length of the filling closed curve \(a^2b^2\) (\(n \geq 3\)) in the relative Teichmüller space \(\text{Teich}_{1,1}(L_0)\).

**Theorem 4.1.** Let \(a, b\) be simple closed curves on a one-holed torus \(S_{1,1}\) which intersect once transversely. Given integer \(n \geq 3\) and length \(L_0 \geq 0\) of the neck geodesic of \(S_{1,1}\), the geodesic length function \(L_{a^2b^2}\) has exactly one minimum point \((L_a^*, L_b^*, L_{ab}^*) \in \text{Teich}_{1,1}^\text{length}(L_0)\), where \(L_a^*\) is the unique positive solution to the equation

\[
\frac{n}{2} \tanh \frac{nL_b^*}{4} \tanh \frac{L_a^*}{2} = 1 \tag{44}
\]

(hence \(L_a^*\) is independent of \(L_0\)), and the minimum value \(L_{a^2b^2}^{\min}\) is determined by

\[
\sinh \frac{L_{a^2b^2}^{\min}}{4} = \frac{n}{2} \cosh \frac{L_a^*}{4} \sinh \frac{nL_b^*}{4} \cosh \frac{L_b^*}{2}. \tag{45}
\]

**Proof.** Given a complete hyperbolic structure on \(S_{1,1}\), we may choose a lifted holonomy representation \(\rho : \pi_1(S_{1,1}) \to \text{SL}(2, \mathbb{R})\) so that \(\text{tr} \rho(a) > 2\), \(\text{tr} \rho(b) > 2\) and \(\text{tr} \rho(ab) > 2\).

We write \(X = \rho(a)\) and \(Y = \rho(b)\) so that the calculations done in \(\S 2\) can used directly with the notations therein.

By formulas (31) and (32) for \(\text{tr}(X^2Y^n)\) in \(\S 2\) if \((L_a, L_b, L_{ab}) \in \text{Teich}_{1,1}^\text{length}(L_0)\) is the minimum point of the length function \(L_{a^2b^2}\), \(n \geq 3\), there must hold that \(\text{tr}(X^m) = \text{tr}(X^{m+1})\) if \(n = 2m + 1\), or \(\text{tr}(X^{m+1}) = \text{tr}(X^{m+1})\) if \(n = 2m\).

Thus we may assume \(L_{ab} = L_{ab}^{m+1}\) if \(n = 2m + 1\), and \(L_{ab}^{m+1} = L_{ab}^{m+1}\) if \(n = 2m\), and proceed to minimizing \(L_{a^2b^2}\).

First, we find a formula, (53) below, for \(L_{a^2b^2}\). We set

\[
Z := X^\frac{n}{2}. \tag{46}
\]

Then \(X = ZY^{\frac{n}{2}}\) and

\[
X^2Y^n = ZY^{\frac{n}{2}}ZY^{\frac{n}{2}}. \tag{47}
\]
It follows from the symmetry $L_{ab'} = L_{a'b}$ (if $n = 2m + 1$) or $L_{ab'} = L_{a'b'}$ (if $n = 2m$) that the axes of the fractional linear transformations $Y$ and $Z$ intersect perpendicularly. Thus we may assume that

$$ Y = \begin{pmatrix} e^{\frac{\lambda}{L}} & 0 \\ 0 & e^{-\frac{\lambda}{L}} \end{pmatrix}, \quad Z = \begin{pmatrix} \cosh H_b & \sinh H_b \\ \sinh H_b & \cosh H_b \end{pmatrix},$$  

(48)

where $H_b$ is the length of the altitude perpendicular to the side of length $\frac{1}{2}L_b$ in the Weierstrass triangle associated to the triple $a, b, ab$. By Proposition 3.1 we have

$$ \sinh H_b \sinh \frac{L_b}{2} = \cosh \frac{L_0}{4}.$$  

(49)

Using (47) and (48), a direct calculation gives

$$ X^2 Y = \begin{pmatrix} \cosh^2 H_b + (\sinh^2 H_b) e^{\frac{\lambda}{L}} & (\cosh H_b \sinh H_b)(e^{-\frac{\lambda}{L}} - 1) \\ (\cosh H_b \sinh H_b)(1 + e^{\frac{\lambda}{L}}) & (\sinh^2 H_b) e^{-\frac{\lambda}{L}} + \cosh^2 H_b \end{pmatrix}. $$  

(50)

Taking traces gives

$$ 2 \cosh \frac{L_{a'b'}}{2} = 2 \cosh^2 H_b + 2 \sinh^2 H_b \cosh \frac{nL_b}{2}. $$  

(51)

Consequently,

$$ \sinh \frac{L_{a'b'}}{4} = \sinh H_b \cosh \frac{nL_b}{4}. $$  

(52)

Combining with (49), we have

$$ \sinh \frac{L_{a'b'}}{4} = \cosh \frac{L_0}{4} \cosh \frac{nL_b}{4} \sinh \frac{L_b}{2}. $$  

(53)

Next, we find the minimum point for $L_{a'b'}$. Differentiating the two sides of (53) with respect to $L_b$, we see that

$$ \frac{dL_{a'b'}}{dL_b} = \frac{n}{2} \sinh \frac{nL_b}{4} \sinh \frac{L_b}{2} - \frac{1}{2} \cosh \frac{nL_b}{4} \cosh \frac{L_b}{2} = 0. $$  

(54)

Therefore at the minimum point $(L_{a'}, L_{b'}, L_{ab'})$ for $L_{a'b'}$, the value of $L_{b'}$ is determined by

$$ \frac{n}{2} \tanh \frac{L_b}{2} \tanh \frac{nL_b}{4} = 1, $$  

(55)

which is equality (45) as desired.

It is easy to know that, the solution $L_{b'} > 0$ to equation (55) exists and is unique, since the left side of (55) is a strictly increasing function in $L_{b'} \in (0, +\infty)$ which has limit 0 as $L_{b'} \to 0$ and limit $n/2 > 1$ as $L_{b'} \to +\infty$.

We conclude that, given $n \geq 3$ and $L_0 \geq 0$, the minimum $L_{a'b'}^0$ of $L_{a'b'}$ is given by

$$ \sinh \frac{L_{a'b'}^0}{4} = \cosh \frac{L_0}{4} \cosh \frac{nL_b^*}{4} \sinh \frac{L_b^*}{2}, $$  

(56)

where $L_b^* > 0$ is determined by equation (55). It follows from (55) that

$$ \cosh \frac{nL_b^*}{4} \sinh \frac{L_b^*}{2} = \sinh \frac{nL_b^*}{4} \cosh \frac{L_b^*}{2}. $$  

(57)

Substituting this into (56) gives

$$ \sinh \frac{L_{a'b'}^0}{4} = \frac{n}{2} \cosh \frac{L_0}{4} \sinh \frac{nL_b^*}{4} \cosh \frac{L_b^*}{2}, $$  

(58)

which is equality (45) as desired. This finishes the proof of Theorem 4.1. \quad \square
The solution to (55) defines a function
\[ L^*_b = L^*_b(L_\partial, n), \] (59)
and consequently a function
\[ L^\min_{a^2 b^n} = L^\min_{a^2 b^n}(L_\partial, n). \] (60)

In the following addendum we obtain monotonicity and asymptotic properties of \( L^*_b \) and \( L^\min_{a^2 b^n} \) as one of \( n \) and \( L_\partial \) tends to infinity while the other remains fixed.

Theorem 4.2. We have the following addenda to Theorem 4.1.

(a) For \( L_\partial \geq 0 \) fixed, both \( L^*_b \) and \( (nL^*_b)/4 \) are strictly decreasing in \( n \). Furthermore, for \( L_\partial \geq 0 \) fixed and \( n \to +\infty \), there hold
\[ L^*_b \to 0, \] (61)
\[ \frac{nL^*_b}{4} \to t^*, \] (62)
\[ L^\min_{a^2 b^n} \sim 4 \log n, \] (63)
where \( t^* = 1.199678640... \) is the unique positive solution to the equation
\[ t^* \tanh(t^*) = 1. \] (64)

(b) As \( n \geq 3 \) fixed, \( L^\min_{a^2 b^n} \) is strictly increasing in \( L_\partial \in [0, +\infty) \). Furthermore, as \( n \geq 3 \) fixed and \( L_\partial \to +\infty \), there hold
\[ L^\min_{a^2 b^n} \to +\infty, \] (65)
\[ L^\min_{a^2 b^n} \sim L_\partial. \] (66)

Proof. For (a), let \( L_\partial \geq 0 \) be fixed. Note that the left side of (55) is an expression which is strictly increasing in \( n \) and in \( L^*_b \). It follows that \( L^*_b \) is strictly decreasing in \( n \). For the limit as \( n \to +\infty \), there must hold
\[ \lim_{n \to +\infty} L^*_b = 0, \] (67)
otherwise there would be a contradiction by taking limit in equality (55).

Rewriting equality (55) as
\[ \frac{nL^*_b}{4} \tanh \frac{nL^*_b}{4} = \frac{L^*_b}{2} \left( \tanh \frac{L^*_b}{2} \right)^{-1}, \] (68)
one concludes that \( \frac{nL^*_b}{4} \) is strictly decreasing in \( n \).

Let us write
\[ t^* = \lim_{n \to +\infty} \frac{nL^*_b}{4}. \] (69)
Then \( t^* > 0 \). Taking limits in (68) as \( n \to +\infty \) gives
\[ t^* \tanh t^* = 1, \] (64)
which is (64) as desired. Numerically solving this equation using Maple® gives
\[ t^* = 1.199678640257733833916369848641141944261458788418607... \] (70)

It is easy to derive from (45) that, as \( L_\partial \geq 0 \) fixed and \( n \to +\infty \),
\[ \exp \left( \frac{1}{4} L^\min_{a^2 b^n} \right) \sim n \cosh \frac{L_\partial}{4} \sinh t^*, \]
and hence
\[ L^\min_{a^2 b^n} \sim 4 \log n, \]
which is (63) as desired.
For (b), let \( n \geq 3 \) be fixed. Then \( L_b^* \) is fixed since it depends on \( n \) only. Thus it is easy to see from (45) that \( L_{a^2 b^n}^{\min} \) is strictly increasing in \( L_\partial \in [0, +\infty) \) and
\[
\lim_{L_\partial \to +\infty} L_{a^2 b^n}^{\min} = +\infty.
\]
Furthermore, one has, as \( n \geq 3 \) fixed and \( L_\partial \to +\infty \),
\[
\exp \left( \frac{1}{4} L_{a^2 b^n}^{\min} \right) \sim \exp \left( \frac{L_\partial}{4} \right) n \sinh \frac{n L_b^*}{4} \cosh \frac{L_b^*}{2},
\]
and hence
\[
L_{a^2 b^n}^{\min} \sim L_\partial,
\]
which is (66) as desired. This finishes the proof of Theorem 4.2. \( \square \)

Acknowledgements. Part of the work contained in this paper was done during the authors’ visit in the summer of 2021 to the Institute for Advanced Study in Mathematics (IASM) at Zhejiang University, and they thank IASM for its hospitality, and Professor Shicheng Wang for his constant interests and helpful discussions. They would like to thank the anonymous referee for his/her helpful comments that improved the quality of the manuscript. The second author is supported by NSFC grant No. 12171345.

References

[1] A. Basmajian, The stable neighborhood theorem and lengths of closed geodesics, Proc. Amer. Math. Soc., 119, 217–224 (1993)
[2] A. Basmajian, Universal length bounds for non-simple closed geodesics on hyperbolic surfaces, J. Topol., 6, 513–524 (2013)
[3] A. Basmajian, H. Parlier, and H. Vo, The shortest non-simple closed geodesics on hyperbolic surfaces, preprint, arXiv:2210.12966v1 (2022)
[4] P. Buser, Geometry and Spectra of Compact Riemann Surfaces, Progress in Mathematics, vol. 106, Birkhäuser, Boston (1992)
[5] M. Chas and A. Phillips, Self-intersection numbers of curves on the punctured torus, Experiment. Math., 19, 129–148 (2010)
[6] W. M. Goldman, Trace coordinates on Fricke spaces of some simple hyperbolic surfaces, Handbook of Teichmüller theory, Vol. II, 611–684, IRMA Lect. Math. Theor. Phys., 13, Eur. Math. Soc. (2009)
[7] J. Hempel, Traces, lengths, and simplicity of loops on surfaces, Topology Appl., 18, 153–161 (1984)
[8] V. Erlandsson and H. Parlier, Short closed geodesics with self-intersections, Math. Proc. Cambridge Philos. Soc., 169, no. 3, 623–638 (2020)
[9] Wujie Shen and Jiajun Wang, Minimal length of nonsimple closed geodesics on hyperbolic surfaces, preprint, arXiv:2207.08360v1 (2022)
[10] H. Vo, Short closed geodesics on cusped hyperbolic surfaces, Pacific J. Math. 318, no. 1, 127–151 (2022)
[11] A. Yamada, On Marden’s universal constant of Fuchsian group, II., J. Analyse Math. 41, 234–248 (1982)