Minimum energy with infinite horizon:
from stationary to non-stationary states

P. Acquistapace, F. Gozzi

Abstract

We study a non standard infinite horizon, infinite dimensional linear-quadratic control problem arising in the physics of non-stationary states (see e.g. [7, 9]): finding the minimum energy to drive a given stationary state \( \bar{x} = 0 \) (at time \( t = -\infty \)) into an arbitrary non-stationary state \( x \) (at time \( t = 0 \)). This is the opposite to what is commonly studied in the literature on null controllability (where one drives a generic state \( x \) into the equilibrium state \( \bar{x} = 0 \)). Consequently, the Algebraic Riccati Equation (ARE) associated to this problem is non-standard since the sign of the linear part is opposite to the usual one and since it is intrinsically unbounded. Hence the standard theory of AREs does not apply. The analogous finite horizon problem has been studied in the companion paper [1]. Here, similarly to such paper, we prove that the linear selfadjoint operator associated to the value function is a solution of the above mentioned ARE. Moreover, differently to [1], we prove that such solution is the maximal one. The first main result (Theorem 4.7) is proved by approximating the problem with suitable auxiliary finite horizon problems (which are different from the one studied in [1]). Finally in the special case where the involved operators commute we characterize all solutions of the ARE (Theorem 5.5) and we apply this to the Landau-Ginzburg model.

Keywords: Minimum energy; Null controllability; Landau-Ginzburg model; Optimal control with infinite horizon; Algebraic Riccati Equation in infinite dimension; Value function as maximal solution.

Contents

1 Introduction .................................................. 2
  1.1 Plan of the paper ....................................... 2

2 The problem and the main results ............................. 3
  2.1 The state equation ....................................... 3
  2.2 Minimum energy problems with infinite horizon and associated Riccati equation .... 4
  2.3 The method and the main results ......................... 5

3 The auxiliary problem ........................................ 7
  3.1 A key comparison result .................................. 9

4 Minimum energy with (negative) infinite horizon ............. 14
  4.1 Optimal strategies ....................................... 14
  4.2 Connection with the finite horizon case ........................ 15
  4.3 Algebraic Riccati Equation ............................... 16

5 The selfadjoint commuting case ............................... 18

6 A motivating example: from equilibrium to non-equilibrium states 23

A Minimum Energy with finite horizon .......................... 24
  A.1 General formulation of the problem ...................... 25
  A.2 The space \( H \) and its properties ...................... 25
1 Introduction

We study a non-standard infinite dimensional, infinite horizon, linear-quadratic control problem: finding the minimum energy to drive a given stationary state \( \bar{x} = 0 \) (at time \( t = -\infty \)) into an arbitrary non-stationary state \( x \) (at time \( t = 0 \)).

This kind of problems arises in the control representation of the rate function for a class of large deviation problems (see e.g. [13] and the references quoted therein; see also [18, Chapter 8] for an introduction to the subject). It is motivated by applications in the physics of non-equilibrium states and in this context it has been studied in various papers, see e.g. [4, 5, 6, 7, 8, 9] (see Section 6 for a description of a model case).

The main goal here, as a departure point of the theory, is to apply the dynamic programming approach to characterize the value function as the unique (or maximal/minimal) solution of the associated Hamilton-Jacobi-Bellman (HJB) equation, a problem left open e.g. in [7, 9]. This problem is quite difficult since it deals with the opposite to what is commonly studied in the literature on null controllability (where one drives a generic state \( x \) into the equilibrium state \( \bar{x} = 0 \)). For this reason we start studying here the simplest case, i.e. when the state equation is linear and the energy functional is purely quadratic: so the problem falls into the class of linear-quadratic optimal control problems, the value function is quadratic, and the associated HJB equation reduces to an Algebraic Riccati Equation (ARE).

The above feature (i.e. the fact we bring 0 to \( x \) instead of the opposite) implies that the ARE associated to this problem is non-standard for two main reasons: first, the sign of the linear part is opposite to the usual one; second, since the set of reachable \( x \) is strictly smaller than the whole state space \( X \), the solution is intrinsically unbounded in \( X \). The combination of these two difficulties does not allow to apply the standard theory of AREs.

In the companion paper [1] we studied, as a first step, the associated finite horizon case. Here we partially exploit the results of such paper to deal with the more interesting infinite horizon case, which is the one that arises in the above mentioned papers in physics.

Our main results (Theorems 4.7 and 5.5) show that, under a null controllability assumption (after a given time \( T_0 \geq 0 \)) and a coercivity assumption on the control operator, the linear selfadjoint operator \( P \) associated to the value function is the maximal solution of the above mentioned ARE. The first result concerns the general case with some restrictions on the class of solutions, while the second one looks at the case where the state and the control operators commute, without any restriction on the class of solutions.

This is only partially similar to what has been done in [1]. Indeed, the proof that \( P \) is a solution of ARE is substantially similar to what is done in [1, Section 4.3]. On the other hand, while in [1, Section 4.4] we prove a partial uniqueness result (i.e. uniqueness in a suitable family of invertible operators), here we are able to prove, through a delicate comparison argument (based on a nontrivial approximation procedure), that \( P \) is the maximal solution of the associated ARE.

To prove the comparison argument (which is the content of the key Lemma 3.10) we need to introduce a family of auxiliary finite horizon problems, which are different from the one studied in [1]. Finally, in the special case where the involved operators commute, we are able, again differently from the finite horizon case, to characterize all solutions of the ARE. This allows to apply our result to the case of Landau-Ginzburg model.

1.1 Plan of the paper

In Section 2 we illustrate the problem and the strategy to show the main results. It is divided in three subsections: in the first we present the state equation and the main Hypothesis; in the second one we describe our minimum energy problem; the third subsection briefly explains the method used to prove our main results. Section 3 concerns the study of the auxiliary problem. After devoting the first part of the section to some basic results on it, we show, in Subsection 3.1, the comparison Lemma 3.10 which will be used to prove the maximality result in the infinite horizon case. Section 4 is devoted to the main problem and the main maximality result. In Section 5 we analyze the case when the operators \( A \) and \( BB^* \) commute. In Section 6 we present, as an example, a special case of the motivating problem given in [7] (the case of the so-called Landau-Ginzburg model): we show that it falls into the class of problems treated in this paper.
2 The problem and the main results

2.1 The state equation

Notation 2.1. Given any two Banach spaces $Y$ and $Z$, we denote by $\mathcal{L}(Y, Z)$ the set of all linear bounded operators from $Y$ to $Z$, writing $\mathcal{L}(Y)$ when $Z = Y$. When $Y$ is a Hilbert space we denote by $\mathcal{L}_+(Y)$ the set of all elements of $\mathcal{L}(Y)$ which are selfadjoint and nonnegative.

Let $-\infty < s < t < +\infty$. Consider the abstract linear equation
\begin{equation}
\begin{aligned}
    y'(r) &= Ay(r) + Bu(r), \quad r \in [s, t], \\
    y(s) &= x \in X,
\end{aligned}
\end{equation}

under the following assumption.

Hypothesis 2.2.
\begin{itemize}
    \item [(i)] $X$, the state space, and $U$, the control space, are real separable Hilbert spaces;
    \item [(ii)] $A : \mathcal{D}(A) \subseteq X \to X$ is the generator of a $C_0$-semigroup on $X$ such that
        \begin{equation}
            \|e^{tA}\|_{\mathcal{L}(X)} \leq Me^{-\omega t}, \quad t \geq 0,
        \end{equation}
        for given constants $M > 0$ and $\omega > 0$;
    \item [(iii)] $B : U \to X$ is a bounded linear operator;
    \item [(iv)] $u$, the control strategy, belongs to $L^2(s, t; U)$.
\end{itemize}

We recall the following well known result, pointed out e.g. in [1, Proposition 2.2].

Proposition 2.3. For $-\infty < s < t < +\infty$, $x \in X$ and $u \in L^2(s, t; U)$, the mild solution of (1), defined by
\begin{equation}
    y(r; s, x, u) = e^{(r-s)A}x + \int_s^r e^{(r-\sigma)A}Bu(\sigma) \, d\sigma, \quad r \in [s, t],
\end{equation}
is in $C([s, t], X)$.

We now consider the state equation in the half-line $]-\infty, t]$:
\begin{equation}
\begin{aligned}
    y'(r) &= Ay(r) + Bu(r), \quad r \in ]-\infty, t], \\
    \lim_{s \to -\infty} y(s) &= 0.
\end{aligned}
\end{equation}

Since (4) is not completely standard we introduce the following definition of solution.

Definition 2.4. Given $u \in L^2(-\infty, t; U)$, we say that $y \in C(]-\infty, t]; X)$ is a solution of (4) if for every $-\infty < r_1 \leq r_2 \leq t$ we have
\begin{equation}
    y(r_2) = e^{(r_2-r_1)A}y(r_1) + \int_{r_1}^{r_2} e^{(r_2-\tau)A}Bu(\tau) \, d\tau.
\end{equation}

and
\begin{equation}
    \lim_{s \to -\infty} y(s) = 0.
\end{equation}

Lemma 2.5. Given any $u \in L^2(-\infty, t; U)$, there exists a unique solution of the Cauchy problem (4) and it is given by
\begin{equation}
    y(r; -\infty, 0, u) := \int_0^r e^{(r-\tau)A}Bu(\tau) \, d\tau, \quad r \leq t.
\end{equation}
Proof. We prove first that the function \( y(\cdot; -\infty, 0, u) \) given by (7) is continuous. Fixed \( r_1 < r_2 \leq t \), we have

\[
y(r_2; -\infty, 0, u) - y(r_1, -\infty, 0, u) = \\
= \int_{-\infty}^{r_2} e^{(r_2-\tau)A}Bu(\tau)\,d\tau - \int_{-\infty}^{r_1} e^{(r_1-\tau)A}Bu(\tau)\,d\tau = \\
= \int_{-\infty}^{r_1} \left( e^{(r_2-r_1)A} - I \right) e^{(r_1-\tau)A}Bu(\tau)\,d\tau + \int_{r_1}^{r_2} e^{(r_2-\tau)A}Bu(\tau)\,d\tau,
\]

and then continuity follows by standard arguments. We now prove that (5) holds. For \( -\infty < r_1 \leq r_2 \leq t \), we have

\[
y(r_2; -\infty, 0, u) = \int_{-\infty}^{r_2} e^{(r_2-\tau)A}Bu(\tau)\,d\tau = \\
= e^{(r_2-r_1)A} \int_{-\infty}^{r_1} e^{(r_1-\tau)A}Bu(\tau)\,d\tau + \int_{r_1}^{r_2} e^{(r_2-\tau)A}Bu(\tau)\,d\tau,
\]

so (5) is satisfied. Moreover letting \( r \to -\infty \), since \( u \in L^2(-\infty, t; U) \) and thanks to equation (2), we have \( y(r; -\infty, x, u) \to 0 \) as \( r \to -\infty \).

In order to prove uniqueness, consider two solutions \( y_1(\cdot) \) and \( y_2(\cdot) \) and a point \( r \in (-\infty, t) \). Since \( y_1(\cdot) \) and \( y_2(\cdot) \) satisfy (5), for their difference we have, for \( r_0 < r < t \),

\[
\|y_1(r) - y_2(r)\|_X = \|e^{(r-r_0)A}(y_1(r_0) - y_2(r_0))\|_X \leq M e^{-(r-r_0)\omega}\|y_1(r_0) - y_2(r_0)\|_X.
\]

As \( y_1(\cdot) \) and \( y_2(\cdot) \) satisfy (6), letting \( r_0 \to -\infty \) above we get \( y_1(r) = y_2(r) \) for every \( r < t \). \( \square \)

Remark 2.6. Notice that, if the initial condition (6) is not zero, then the above equation cannot have any solution. Indeed any solution \( y(\cdot; -\infty, x, u) \) of the state equation (4), with 0 replaced by \( x \in X \setminus \{0\} \) in (6), must satisfy (5) and \( \lim_{s \to -\infty} y(s) = x \). But, as \( r_1 \to -\infty \), (5) implies, as in (7), that

\[
y(r_2; -\infty, x, u) := \int_{-\infty}^{r_2} e^{(r_2-\tau)A}Bu(\tau)\,d\tau, \quad r_2 \leq t.
\]

Taking the limit as \( r_2 \to -\infty \) we get \( x = 0 \), a contradiction. \( \blacksquare \)

2.2 Minimum energy problems with infinite horizon and associated Riccati equation

To better clarify our results we state, roughly and informally, the mathematical problem (see Section 4 for a precise description). The state space \( X \) and the control space \( U \) are both real separable Hilbert spaces. We take the linear controlled system in \( X \)

\[
\begin{cases}
y'(s) = Ay(s) + Bu(s), & s \in ]-\infty, 0], \\
y(-\infty) = 0,
\end{cases}
\]

where \( A : \mathcal{D}(A) \subset X \to X \) generates a strongly continuous semigroup and \( B : U \to X \) is a linear, possibly unbounded operator. Given a point \( x \in X \) we consider the set \( \mathcal{U}_{[-\infty,0]}(0, x) \) of all square integrable control strategies that drive the system from the equilibrium state 0 (at time \( t = -\infty \)) into the generic non-equilibrium state \( x \) (at time \( t = 0 \)). It is well known (see Proposition 4.2) that the set \( \mathcal{U}_{[-\infty,0]}(0, x) \) is nonempty if and only if \( x \in H \), where \( H \) is a suitable subspace of \( X \) that can be endowed with its own Hilbert structure (see next subsection for the precise definition of \( H \) and Subsection A.2 for its properties).

We want to minimize the “energy-like” functional

\[
J_{[-\infty,0]}(u) = \frac{1}{2} \int_{-\infty}^{0} \|u(s)\|_U^2 \,ds.
\]
As usual the value function $V_\infty$ is defined as

$$V_\infty(x) = \inf_{u \in U([-\infty,0])} J_{[-\infty,0]}(u),$$

(11)

and it is finite only when $x \in H$.

The peculiarity of the problem with respect to the most studied minimum energy problems in Hilbert spaces (see e.g. [10] [13], [14, 15], [20], [28], and the general surveys [3], [11], [22, 23], [32]) is that it gives rise to an Algebraic Riccati Equation with a ‘wrong’ sign in the linear term to which, to our knowledge, the standard theory developed in the current literature does not apply.

Indeed, the associated ARE in $X$ (with unknown $R$), which can be found applying the dynamic programming principle, is, formally,

$$0 = -\langle Ax, Ry \rangle_X - \langle Rx, Ay \rangle_X - \langle B^* Rx, B^* Ry \rangle_U, \quad x, y \in D(A) \cap D(R).$$

(12)

Since $R$ is unbounded (this comes from the fact that $V_\infty$ is defined only in $H$), it is convenient to rewrite (12) in $H$ (with unknown $P$, which is now a bounded operator on $H$). This way we get the equation

$$0 = -\langle Ax, Py \rangle_H - \langle Px, Ay \rangle_H - \langle B^* P^{-1} Px, B^* P^{-1} Py \rangle_U,$$

(13)

or, transforming the inner products in $H$ into inner products in $X$,

$$0 = -\langle Ax, Q_\infty^{-1} Py \rangle_X - \langle Q_\infty^{-1} Px, Ay \rangle_X - \langle B^* Q_\infty^{-1} Px, B^* Q_\infty^{-1} Py \rangle_U,$$

(14)

In the last two equations $Q_\infty$ is the so-called controllability operator (see (19)) and $Q_\infty^{-1}$ denotes its pseudoinverse, which is, in general, unbounded. Moreover the last two equations make sense for $x, y$ belonging to suitable sets to be specified later on. For more details on how these equations arise, the definitions of solution, and the relations among them, see the discussion at the beginning of Subsection 4.3. Here we just observe that the form of equation (14) turns out to be more suitable to prove our main results.

The ‘wrong’ sign in the linear term1 of (14) (or (12), or (13)) does not allow us to approach it using the standard method (described e.g. in [3, pp. 390-394 and 479-486], see also [28, p.1018]), which consists in taking the associated evolutionary Riccati equation, proving that it has a solution $P(t)$ (using an a priori estimate, due to the fact that of both the linear and the quadratic terms have the same sign), and taking the limit of $P(t)$ as $t \to \infty$.

On the other hand the ‘wrong’ sign comes from the nature of the motivating problem: to look at minimum energy paths from equilibrium to non-equilibrium states (see Section 6), which is the opposite direction of the standard one considered in the above quoted papers. This means that the value function depends on the final point, while in the above quoted problems it depends on the initial one (see Remark 3.3 to observe this).

Therefore we are driven to use a different approach, that exploits the structure of the problem; we partly borrow some ideas from [28] and from the literature about model reduction2 (see e.g. [25] and [30]: indeed our results partly generalize Theorem 2.2 of [30], see Remark 4.4).

2.3 The method and the main results

We now briefly explain our approach. First of all we consider the associated finite horizon problem (which has been studied in the companion paper [1] whose results, for the part needed here, are recalled in Appendix A), where the state equation is

$$\begin{cases}
y'(r) = Ay(r) + Bu(r), & r \in ]-t,0], \\
y(-t) = 0,
\end{cases}$$

(15)

and the energy to be minimized is

$$J_{[-t,0]}(u) = \frac{1}{2} \int_{-t}^0 ||u(r)||^2 \text{d}r.$$

(16)

1Evidently the two terms in equation (14) (or (12), or (13)) have the same sign, while in the standard case they do not. We infer that the ‘wrong’ sign is in the linear term looking at the corresponding finite horizon problem in [1].

2We thank prof. R. Vinter for providing us these references.
The value function is

\[ V(t, x) = \inf_{u \in \mathcal{U}_{[-t, 0]}(0, x)} J_{[-t, 0]}(u), \]  

where

\[ \mathcal{U}_{[-t, 0]}(0, x) = \{ u \in L^2(-t, 0; U) : y(0) = x \}. \]

We now recall the well known expression of the controllability operator

\[ Q_t x = \int_0^t e^{rA}BB^*e^{rA'}x \, dr, \quad x \in X, \quad t \in [0, +\infty). \]

It is well known (see e.g. [32, Part IV, Theorem 2.3]) that, for \( t \geq 0 \), the reachable set of the control systems (15) (finite horizon case) and (4) (infinite horizon case), is \( \mathcal{R}(Q_t^{1/2}) \), i.e. the range of \( Q_t^{1/2} \) (\( t \in [0, +\infty) \)). This is clearly the set where the value functions \( V \) of (17) (finite horizon case) and \( V_\infty \) of (11) (infinite horizon case) are well defined. Moreover, as pointed out, e.g., in [1, Proposition C.2-(i)], for \( 0 \leq t_1 \leq t_2 \) we have \( \mathcal{R}(Q_{t_1}^{1/2}) \subseteq \mathcal{R}(Q_{t_2}^{1/2}) \). It will be often useful to assume, beyond Hypothesis 2.2, also the following null controllability assumption.

**Hypothesis 2.7.** There exists \( T_0 \geq 0 \) such that

\[ \mathcal{R}(e^{T_0A}) \subseteq \mathcal{R}(Q_0^{1/2}). \]

Under such assumption we get, for \( t \geq T_0 \),

\[ \mathcal{R}(Q_t^{1/2}) = \mathcal{R}(Q_{t_2}^{1/2}), \quad T_0 \leq t_1 \leq t_2 \leq +\infty. \]

Consequently

\[ \ker Q_{t_1} = \ker Q_{t_1}^{1/2} = \ker Q_{t_2}^{1/2} = \ker Q_{t_1}, \quad T_0 \leq t_1 \leq t_2 \leq +\infty. \]

We can now introduce the already announced space \( H \). We define

\[ H = \mathcal{R}(Q_{\infty}^{1/2}). \]

Of course it holds

\[ H \subseteq \mathcal{R}(Q_{\infty}^{1/2}) = [\ker Q_{\infty}^{1/2}]^\perp = [\ker Q_{\infty}]^\perp. \]

The inclusion is in general proper. Define in \( H \) the inner product

\[ (x, y)_H = (Q_{\infty}^{-1/2}x, Q_{\infty}^{-1/2}y)_X, \quad x, y \in H. \]

Some useful results on the space \( H \) which form the ground for our main results and are partly proved in [1], are recalled (and proved, when needed) in Appendix A.2.

Using \( H \) as the ground space we know (see [1, Proposition 4.8-(ii)]) that \( V(t, x) = \frac{1}{2}(P(t)x, x)_H \), where \( P(t) \) is a suitable extension of \( Q_{\infty}Q_{\infty}^{-1} \) (here \( Q_{\infty}^{-1} \) is the pseudoinverse of \( Q_t \), see [1, Appendix A] or [32, Part IV, end of Section 2.1]). Moreover, using this explicit expression it is proved in [1, Theorem 4.12] that \( P(t) \) solves the following Riccati equation in \( H \):

\[ \frac{d}{dt}(P(t)x, y)_H = -(Ax, P(t)y)_H -(P(t)x, Ay)_H -(B^*Q_{\infty}^{-1}P(t)x, B^*Q_{\infty}^{-1}P(t)y)_U, \quad t > 0, \]

whose natural condition at \( t = 0 \) is, heuristically,

\[ \lim_{t \to 0^+} P(t) = +\infty. \]

It is not difficult to prove (see Proposition 4.3) that

\[ V_\infty(x) = \lim_{t \to +\infty} V(t, x), \]

and that \( V_\infty(x) = \frac{1}{2}(x, x)_H \). This allows to prove that \( P = I_H \) (the identity on \( H \)) solves the ARE (14) in \( H \) (Theorem 4.7-(ii)).

However, due to the infinite initial condition at 0 of \( P(t) \) (similarly to what happens in [28]), the above limit does not help to prove any comparison theorem for (14). Here comes the main difficulty since, even in very simple cases, it is not known in the literature whether the ARE characterizes \( V_\infty \) or not (see e.g. [7]). To get a comparison result we proceed as follows.
• We first introduce a suitable auxiliary problem (beginning of Section 3).
• Next, we prove a comparison result for the auxiliary problem (Subsection 3.1, Lemma 3.10).
• Finally we use the relation among the auxiliary problem and the original problem to prove our main maximality result (Theorem 4.7).

The idea of introducing an auxiliary problem is exploited in [28], too. However the method used there cannot work here, due to the different sign of the linear part of our equation.

3 The auxiliary problem

In this section we introduce an auxiliary problem which can be considered a “time reversed” version of the auxiliary problem considered in [28] (see also Remark 3.3 about this). This problem will be a key tool to prove the main result, Theorem 4.7. Indeed, as we will see, any solution of our Algebraic Riccati Equation (14) is also, under appropriate assumptions, a solution of this auxiliary problem with itself as initial datum; a comparison argument will then allow to get the main result.

Throughout this section Hypothesis 2.2 will be always assumed, while Hypothesis 2.7 will be used when necessary.

Let us consider, for \( x \in X \), the following set of controls:

\[
U_{[-t,0]}(x) = \{ (z,u) \in H \times L^2(-t,0;U) : y(0) = x \},
\]

(26)

where \( y(\cdot) := y(\cdot; -t, z, u) \) is the solution of the Cauchy problem (similar to (15) but with generic initial datum \( z \))

\[
\begin{aligned}
    y'(r) &= Ay(r) + Bu(r), & r \in ]-t,0], \\
    y(-t) &= z.
\end{aligned}
\]

(27)

Note that a control in \( U_{[-t,0]}(x) \) is a couple: an initial point \( z \in H \) and a control \( u \in U_{[-t,0]}(z, x) \), where

\[
U_{[-t,0]}(z, x) = \{ u \in L^2(-t,0;U) : y(0; -t, z, u) = x \}.
\]

(28)

(this is similar to the set (18) but with a generic initial datum \( z \)). The following is true:

**Proposition 3.1.** Define the reachable set from the point \( z \) as

\[
\mathcal{R}_t[-t,0] := \{ x \in X : U_{[-t,0]}(z, x) \neq \emptyset \}.
\]

(29)

and set

\[
\mathcal{R}_{[-t,0]} := \bigcup_{z \in H} \mathcal{R}_t[-t,0].
\]

(30)

Then the set \( \mathcal{U}_{[-t,0]}(x) \) introduced in (26) is nonempty if and only if \( x \in \mathcal{R}_{[-t,0]} \). Moreover we have

\[
\mathcal{R}_{[-t,0]} \subseteq H,
\]

(31)

with equality for \( t \geq T_0 \), if Hypothesis 2.7 holds.

**Proof.** The first statement is an immediate consequence of the definition of reachable set in (29). The second one follows from (99), Lemma A.4-(i), the fact that \( \mathcal{R}(Q^{1/2}_t) \subseteq \mathcal{R}(Q^{1/2}_\infty) \) (with equality, for \( t \geq T_0 \), when Hypothesis 2.7 holds), and the equality

\[
\mathcal{R}(\mathcal{L}_{-t,0}) = \mathbf{R}^0_{[-t,0]} = \mathcal{R}(Q^{1/2}_t), \quad t \in [0, +\infty)
\]

(32)

(here \( \mathcal{L}_{-t,0} \) is the operator defined in (98)), which is proved in [32, Theorem 2.3] for \( t < +\infty \). Such equality holds also when \( t = +\infty \) with exactly the same proof. \( \Box \)
Given a bounded selfadjoint positive operator $N$ on $H$ we want to minimize, in the class $\overline{U}_{[-t,0]}(x)$, the following functional with an initial cost:

$$J^N_{[-t,0]}(z,u) = \frac{1}{2} \langle Nz, z \rangle_H + \frac{1}{2} \int_{-t}^{0} \|u(s)\|_U^2 \, ds.$$  \hfill (33)

The presence of the operator $N \in L_+(H)$ forces us to fix the starting point $z$ at time $-t$ in $H$, rather than in $X$. Define

$$V^N(t,x) = \inf_{(z,u) \in \overline{U}_{[-t,0]}(x)} J^N_{[-t,0]}(z,u) = \inf_{z \in H} \left[ \inf_{u \in U_{[-t,0]}(z,x)} J^N_{[-t,0]}(z,u) \right], \quad t > 0, \ x \in X, \hfill (34)$$

with the agreement that the infimum over the emptyset is $+\infty$, so that $V^N(t,x)$ is finite only when $x \in H$. Now we provide a relation between $V^N$ and the value function $V$ defined in (17).

**Proposition 3.2.** We have

$$V^N(t,x) = \inf_{z \in H} \left[ V(t, x - e^{tA}z) + \frac{1}{2} \langle Nz, z \rangle_H \right], \quad t > 0, \ x \in X \hfill (35)$$

and, in particular,

$$V^N(t,x) \leq V(t,x) \quad \forall x \in X, \ \forall t > 0. \hfill (36)$$

**Proof.** We use (96), (100) and (101) getting

$$\inf_{u \in U_{[-t,0]}(z,x)} J^N_{[-t,0]}(z,u) = V_1(-t,0; z,x) + \frac{1}{2} \langle Nz, z \rangle_H = V(t, x - e^{tA}z) + \frac{1}{2} \langle Nz, z \rangle_H.$$  \hfill (37)

This equality immediately implies (35). Taking $z = 0$ we get (36). \hfill \Box

The following remark is crucial to understand what is the “natural” Riccati equation associated to this auxiliary problem.

**Remark 3.3.** If $A$ generates not just a $C_0$-semigroup but a $C_0$-group, the auxiliary problem can be shown, under appropriate assumptions, to be equivalent, reversing the time, to a standard optimization problem with final cost. Indeed, given $x \in H$, consider the problem of minimizing, over all $v(\cdot) \in L^2(0,t;U)$, the functional

$$\widehat{J}^N_{[0,t]}(x,v) = \frac{1}{2} \langle Nw(t), w(t) \rangle_H + \frac{1}{2} \int_0^t \|v(s)\|_U^2 \, ds,$$  \hfill (37)

where $w(\cdot) := w(\cdot; 0, x, v)$ is the mild solution of the Cauchy problem

$$w'(s) = -Aw(s) + Bv(s), \quad s \in [-t,0], \quad w(0) = x.$$  \hfill (38)

Assume now that, for every $x \in H$, the mild solution $w(\cdot; 0, x, v)$ belongs to $H$ for every $t > 0$ setting

$$\widehat{V}^N(t,x) = \inf_{v \in L^2([0,t],U)} \widehat{J}^N_{[0,t]}(x,v),$$

it can be seen that

$$\widehat{V}^N(t,x) = V^N(t,x).$$

To see this, fix $(t,x) \in [0,\infty[ \times H$ and recall that, for every $(z,u) \in \overline{U}_{[-t,0]}(x)$, we have

$$e^{tA}z + \int_{-t}^{t} e^{-sA}Bu(s)ds = x \iff z + \int_{-t}^{0} e^{(t-s)A}Bu(s)ds = e^{-tA}x;$$

hence, changing variable in the integral,

$$z = e^{t(-A)}x + \int_0^t e^{(t-s)(-A)}B(-u(s))ds.$$
This means that \( R_{[-t,0]} = H \) (see (30)). Moreover, to any \((z,u) \in \mathcal{U}_{[-t,0]}(x)\) we can associate a function \( v \in L^2(0,t;U) \) such that \( w(t) = z \), namely, \( v(s) = -u(-s) \); consequently
\[
J^N_{[-t,0]}(z,u) = J^N_{[0,t]}(x,v).
\] (39)

Conversely, given any \( v \in L^2(0,t;U) \), set \( z = w(t;0,x,v) \) and \( u(s) = -v(-s) \); then, clearly, \((z,u) \in \mathcal{U}_{[-t,0]}(x)\) and, again, (39) holds. In conclusion, there is a one-to-one correspondence between the control set of the two problems and, in particular, \( \hat{V}^N(t,x) = V^N(t,x) \).

The equation for the “time-reversed” problem (37)-(38) turns out to be the following:
\[
\begin{cases}
\frac{d}{ds}(P^N(s)x,y)_{H} = -\langle Ax, P^N(s)y \rangle_{H} - \langle P^N(s)x, Ay \rangle_{H} \\
-\langle B^*Q^{-1}_{\infty}P^N(s)x, B^*Q^{-1}_{\infty}P^N(s)y \rangle, \quad s \in [0,t],
\end{cases}
\] (40)

To give sense to (40) we must take \( x, y \in \mathcal{D}(A) \cap H \) with \( Ax, Ay \in H \) and \( P^N(t)x, P^N(t)y \in \mathcal{R}(Q_{\infty}) \).

When \( B^*Q^{-1}_{\infty} \) can be extended to a bounded operator \( H \to U \) and \( A \) generates a group, then it is known that the value function \( \hat{V}^N \) is quadratic and \( \hat{V}^N(t,x) = (\hat{P}^N(t)x,x)_{H} \), where \( \hat{P}^N : [0,\infty] \to \mathcal{L}_+(H) \) is the unique solution of (40). In our case this is not obvious, but it suggests anyway the right form of the Riccati equation for our auxiliary problem. Note, finally, that the right hand side of (40) is exactly one of the forms of the ARE we aim to study (see (13)).

**Remark 3.4.** As in the case \( N = 0 \) treated in [1], in the above Riccati equations the sign of the linear part is opposite to the usual one. In fact the control problem (27)-(33) involves an “initial cost”, instead of a final cost like in the standard problems (see e.g. [28]).

Our aim now is to prove that for every stationary solution \( Q \) of the Riccati equation (40) (in a suitable class to be defined later) there exists an operator \( N \), namely \( Q \) itself, such that
\[
\frac{1}{2} \langle Qx,x \rangle_{H} \leq V^N(t,x), \quad \text{for sufficiently large } t.
\]

**Remark 3.5.** It is possible to prove much more about the auxiliary problem, namely:

(i) that, for every \( N \in \mathcal{L}_+(H) \) the value function \( V^N \) is continuous and is a quadratic form in \( H \);

(ii) that, when \( N \) is coercive (i.e., for some \( \nu > 0 \), \( \langle Nx,x \rangle_{H} \geq \nu \|x\|^2_{H} \) for all \( x \in H \)), the linear operator \( P^N \) associated to the value function solves the Riccati equation (40);

(iii) that the comparison result mentioned above translates in the inequality \( P^N \geq Q^N \), in the preorder of positive operators, for every constant solution \( Q^N \) of the Riccati equation (40) in a suitable class.

This is the subject of a paper in progress.

### 3.1 A key comparison result

Given any initial datum \( N \in \mathcal{L}_+(H) \), we want to compare the “stationary” solutions of the Riccati equation (40) with the value function \( V^N \) of the auxiliary problem. This fact will be used, in the next section, as a key tool to prove our main results. In order to do this we need first to give a precise meaning to the concept of stationary solution of (40).

### Roughly speaking, a stationary solution \( P \in \mathcal{L}_+(H) \) of the Riccati Equation (40) should also be a solution of the following Algebraic Riccati Equation (ARE), which comes from the right hand side of (40):

\[
0 = -\langle Ax, Py \rangle_{H} - \langle Px, Ay \rangle_{H} - \langle B^*Q^{-1}_{\infty}Px, B^*Q^{-1}_{\infty}Py \rangle_{U}.
\] (41)

This equation is meaningful for every \( x, y \in \mathcal{D}(A) \cap H \) with \( Px, Py \in \mathcal{R}(Q_{\infty}) \) and \( Ax, Ay \in H \). Since the last requirement appears too restrictive, we rewrite (41) by taking the first two inner products in \( X \), getting:
\[
0 = -\langle Ax, Q^{-1}_{\infty}Py \rangle_{X} - \langle Q^{-1}_{\infty}Ox, Ay \rangle_{X} - \langle B^*Q^{-1}_{\infty}Px, B^*Q^{-1}_{\infty}Py \rangle_{U}.
\] (42)
Lemma 3.10. Assume Hypothesis 2.7. Let 

\[ \text{This makes sense in a larger set of vectors } x, y, \text{ namely for every } x, y \in \mathcal{D}(A) \cap H \] 

with \(Px, Py \in \mathcal{R}(Q_\infty)\).  

We can now provide the precise definition of solution of (42).

**Definition 3.6.** Let \(P \in \mathcal{L}_+(H)\) and define the operator \(\Lambda_P\) as follows:

\[
\left\{ \begin{array}{l}
\mathcal{D}(\Lambda_P) = \{x \in H : Px \in \mathcal{R}(Q_\infty)\} \\
\Lambda_P x = Q_\infty^{-1} Px \quad \forall x \in \mathcal{D}(\Lambda_P).
\end{array} \right.
\]  

(43)

We say that \(P\) is a solution of (42) (or, alternatively, a stationary solution of (40)) if \(\mathcal{D}(A) \cap \mathcal{D}(\Lambda_P)\) is dense in \([\ker Q_\infty]^{-1}\) and

\[
0 = -\langle Ax, \Lambda_P y \rangle_X - \langle \Lambda_P x, Ay \rangle_X - \langle B^* \Lambda_P x, B^* \Lambda_P y \rangle_U \quad \forall x, y \in \mathcal{D}(A) \cap \mathcal{D}(\Lambda_P).
\]  

(44)

We now define a subclass \(Q\) of the class of all stationary solutions of (40). First of all we recall that, by Lemma A.4-(i), \(e^{tA}|_H\) is a strongly continuous semigroup in \(H\). We then use the following notation.

**Notation 3.7.** We denote by \(A_0 : \mathcal{D}(A_0) \subseteq H \to H\) the generator of \(e^{tA}|_H\), and we write \(e^{tA_0}\) in place of \(e^{tA}|_H\).

**Definition 3.8.** Let \(P \in \mathcal{L}_+(H)\). We say that \(P\) if there exists \(D \subseteq \mathcal{D}(\Lambda_P)\) such that \(D\) is dense in \(\mathcal{D}(A) \cap H\) with respect to the norm \(\| \cdot \|_H + \| A \cdot \|_X\);

**Lemma 3.9.** The set \(\mathcal{R}(Q_\infty) \cap \mathcal{D}(A)\) is dense in \(\mathcal{D}(A) \cap H\), equipped with the norm \(\| \cdot \|_H + \| A \cdot \|_X\). Hence, choosing \(D = \mathcal{R}(Q_\infty) \cap \mathcal{D}(A)\), we have \(P = I_H \in Q\).

**Proof.** Let \(x \in H \cap \mathcal{D}(A)\) such that

\[
\langle x, z \rangle_H + \langle Ax, Az \rangle_X = 0, \quad \forall z \in \mathcal{R}(Q_\infty) \cap \mathcal{D}(A).
\]

It is enough to prove that \(x = 0\). Observe that, writing \(z = Q_\infty y\),

\[
\langle x, Q_\infty y \rangle_H + \langle Ax, AQ_\infty y \rangle_X = 0, \quad \forall y \in \mathcal{D}(AQ_\infty).
\]

Then

\[
\langle Ax, AQ_\infty y \rangle_X = -\langle x, Q_\infty y \rangle_H = -\langle x, y \rangle_X \quad \forall y \in \mathcal{D}(AQ_\infty).
\]

This means that \(Ax \in \mathcal{D}((AQ_\infty)^*)\) and \((AQ_\infty)^* Ax = -x\). Hence

\[
\langle (AQ_\infty)^* Ax, Ax \rangle_X = -\langle x, Ax \rangle_X = |(-A)^{1/2}x|^2_X \geq 0.
\]

On the other hand we know, from [1, Lemma 3.1-(ii)], that, for every \(y \in \mathcal{D}((AQ_\infty)^*) \subseteq \mathcal{D}(AQ_\infty)\)

\[
2\langle (AQ_\infty)^* y, y \rangle_X = -\|B^* y\|_U^2,
\]

so that

\[
2\langle (AQ_\infty)^* Ax, Ax \rangle_X = -\|B^* Ax\|_U^2 \leq 0.
\]

This implies that \(\langle (-A)^{1/2}x \rangle_X^2 = 0\); hence \(Ax = 0\) and, since \(A\) is invertible, \(x = 0\).

**Lemma 3.10.** Assume Hypothesis 2.7. Let \(P \in \mathcal{L}_+(H)\) be a solution of (42) according to Definition 3.6. Assume also that \(P \in Q\) and that \(BB^*\) is coercive, which is equivalent to require that, for some \(\mu > 0\), \(\|B^* x\|_U \geq \mu \|x\|_X\) for all \(x \in X\). Then, the following estimate holds:

\[
\frac{1}{2} \langle Px, x \rangle_H \leq V^P(t - T_0, x) \quad \forall x \in H, \forall t > T_0,
\]

where \(V^P\) is the value function defined in (34) with \(N = P\).  

\footnote{Note that (41) is the same as (13) while (42) is the same as (14).}
Proof.

**Step 1** We prove the estimate

\[
(Px, x)_H \leq \langle Py(T_0 - t), y(T_0 - t) \rangle_H + \int_{T_0 - t}^0 \|u(s)\|_U^2 \, ds, \quad t > T_0,
\]

for every \((z, u) \in \overline{U}_{[-t, 0]}(x)\) with \(x \in H\), where \(y\) is the state corresponding to \((z, u)\), i.e.

\[
y(s) = e^{(s+t)A}z + \int_{-t}^s e^{(s-\sigma)A}Bu(\sigma) \, d\sigma, \quad s \in [-t, 0].
\]

Such inequality would be easy to prove if we were able to compute \(\frac{d}{ds}\langle Py(s), y(s) \rangle_H\) and prove that

\[
\frac{d}{ds}\langle Py(s), y(s) \rangle_H \leq \|u(s)\|_U^2, \quad s \in [-t, 0].
\]

Unfortunately we even do not know if such a derivative exists. Hence we need to build a delicate approximation procedure as follows.

Fix \(t > T_0\) and \(x \in H\); consider any \((z, u) \in \overline{U}_{[-t, 0]}(x)\). It is not restrictive to assume in (46) that \(u(\sigma) \in \overline{R(B^*)}\) for every \(\sigma \in [-t, 0]\): indeed, writing, for every such \(\sigma\),

\[u(\sigma) = u_1(\sigma) + u_2(\sigma), \quad u_1(\sigma) \in \overline{R(B^*)}, \quad u_2(\sigma) \in \overline{R(B^*)}^\perp = \ker B,
\]

it is clear that \(e^{(s-\sigma)A}Bu_2(\sigma) = 0\). Hence

\[y(s) = e^{(s+t)A}z + \int_{-t}^s e^{(s-\sigma)A}Bu_1(\sigma) \, d\sigma, \quad s \in [-t, 0].
\]

Since, evidently, \(J_{[-t, 0]}^P(z, u) \geq J_{[-t, 0]}^P(z, u_1)\), we can always choose \(u_1\) in place of \(u\). Next, select a sequence \(\{(z_n, u_n)\} \subseteq [D(A_0)] \times C_0^1([-t, 0]; U)^4\), such that \(u_n\) is \(\overline{R(B^*)}\)-valued and \((z_n, u_n) \to (z, u)\) in \(H \times L^2(-t, 0; U)\). Thus we can set \(u_n = B^*v_n\), where \(v_n \in C_0^1([-t, 0], X)\) and, denoting by \(y_n\) the corresponding state, we have \(y_n \in C^1([-t, 0]; H) \cap C([-t, 0]; \overline{D(A)})\) (see e.g. [27, Chapter 4, Corollary 2.5]) and

\[y_n(s) = e^{(s+t)A}z_n + \int_{-t}^s e^{(s-\sigma)A}BB^*v_n(\sigma) \, d\sigma, \quad s \in [-t, 0].
\]

Thanks to the properties of the set \(D\) of Hypothesis 3.8, we can now choose, for every \(n \in \mathbb{N}\), another approximating sequence \(\{y_{nk}\}_{k \in \mathbb{N}} \subseteq C^1([-t, 0]; H) \cap C_0^0([-t, 0], D(A))\), such that \(y_{nk}(s) \in D\) for every \(s \in [-t, 0]\) and satisfying, as \(k \to +\infty\),

\[y_{nk} \to y_n \text{ in } C^1([-t, 0]; H), \quad Ay_{nk} \to Ay_n \text{ in } C([-t, 0]; X)
\]

(see e.g. [27, Chapter 4, Theorem 2.7]). Set now \(w_{nk} = y_{nk}' - Ay_{nk}\). By (47) we get, for every \(n \in \mathbb{N}\),

\[w_{nk} \to y_n - Ay_n = BB^*v_n \text{ in } C^0([-t, 0]; X) \quad \text{as } k \to +\infty.
\]

We now can differentiate the quantity \(\langle Py_{nk}(s), y_{nk}(s) \rangle_H\) for \(s \in [-t, 0]\). Indeed, taking into account the above definition of \(w_{nk}\), we obtain, for \(s \in [-t, 0]\) and \(n, k \in \mathbb{N}\):

\[
\frac{d}{ds}\langle Py_{nk}(s), y_{nk}(s) \rangle_H = \langle y_{nk}'(s), Py_{nk}(s) \rangle_H + \langle Py_{nk}(s), y_{nk}'(s) \rangle_H =
\]

\[
= \langle y_{nk}'(s), Ay_{nk}(s) \rangle_X + \langle Ay_{nk}(s), y_{nk}'(s) \rangle_X =
\]

\[
= \langle Ay_{nk}(s) + w_{nk}(s), Ay_{nk}(s) \rangle_X + \langle Ay_{nk}(s), Ay_{nk}(s) + w_{nk}(s) \rangle_X.
\]

\(^4C_0^0([-t, 0]; U)\) is the set of \(C^1\) \(U\)-valued functions which take the value 0 at the boundary.
Since $P$ solves the ARE (44) we get, for every $s \in [-t, 0]$,

$$
\frac{d}{ds} \langle Py_n(s), y_n(s) \rangle_H = - \| B^* \Lambda P y_n(s) \|^2_U + \langle w_n(s), \Lambda P y_n(s) \rangle_X + \langle \Lambda P y_n(s), w_n(s) \rangle_X =
$$

$$
= - \| B^* \Lambda P y_n(s) \|^2_U + \langle B^* v_n(s), B^* \Lambda P y_n(s) \rangle_U + \langle B^* \Lambda P y_n(s), B^* v_n(s) \rangle_U =
$$

$$
\langle w_n(s) - B B^* v_n(s), \Lambda P y_n(s) \rangle_X + \langle \Lambda P y_n(s), w_n(s) - B B^* v_n(s) \rangle_X =
$$

$$
= - \| B^* \Lambda P y_n(s) - B^* v_n(s) \|^2_U + \| B^* v_n(s) \|^2_U + 
$$

$$
+ \langle w_n(s) - B B^* v_n(s), \Lambda P y_n(s) \rangle_X + \langle \Lambda P y_n(s), w_n(s) - B B^* v_n(s) \rangle_X.
$$

Hence, recalling that $u_n = B^* v_n$, we may write for every $\varepsilon > 0$,

$$
\frac{d}{ds} \langle Py_n(s), y_n(s) \rangle_H \leq - \| B^* \Lambda P y_n(s) - B^* v_n(s) \|^2_U + \| u_n(s) \|^2_U + 2 \| w_n(s) - B u_n(s) \|_X \| \Lambda Q P y_n(s) \|_X \leq
$$

$$
\leq - \| B^* \Lambda P y_n(s) - B^* v_n(s) \|^2_U + \| u_n(s) \|^2_U +
$$

$$
+ \frac{1}{\varepsilon} \| w_n(s) - B u_n(s) \|^2_X + \varepsilon \| \Lambda P y_n(s) \|^2_X.
$$

Now observe that

$$
\varepsilon \| \Lambda P y_n(s) \|^2_X \leq \frac{\varepsilon}{\mu} \| B^* \Lambda P y_n(s) - B^* v_n(s) \|^2_U \leq \frac{2 \varepsilon}{\mu} \| B^* \Lambda P y_n(s) - B^* v_n(s) \|^2_U + \frac{2 \varepsilon}{\mu} \| B^* v_n(s) \|^2_U.
$$

Inserting this inequality into (49) we get

$$
\frac{d}{ds} \langle Py_n(s), y_n(s) \rangle_H \leq - \left(1 - \frac{2 \varepsilon}{\mu} \right) \| B^* \Lambda P y_n(s) - B^* v_n(s) \|^2_U +
$$

$$
+ \left(1 + \frac{2 \varepsilon}{\mu} \right) \| u_n(s) \|^2_U + \frac{1}{\varepsilon} \| w_n(s) - B u_n(s) \|^2_X.
$$

Hence, for all positive $\varepsilon$ such that $\frac{2 \varepsilon}{\mu} \leq \frac{1}{2}$ we get

$$
\frac{d}{ds} \langle Py_n(s), y_n(s) \rangle_H \leq \left(1 + \frac{2 \varepsilon}{\mu} \right) \| u_n(s) \|^2_U + \frac{1}{\varepsilon} \| w_n(s) - B u_n(s) \|^2_X.
$$

Now we have for every $s \in [-t, 0]$, as $k \to \infty$,

$$
\| y_n(s) - y_n(s) \|_H \to 0, \quad \| y'_n(s) - y'_n(s) \|_H \to 0, \quad \| w_n(s) - B u_n(s) \|_X \to 0;
$$

thus we get, for every $n \in \mathbb{N}^+$, $s \in [-t, 0]$ and $0 < \varepsilon \leq \mu/4$,

$$
\frac{d}{ds} \langle Py_n(s), y_n(s) \rangle_H \leq \left(1 + \frac{2 \varepsilon}{\mu} \right) \| u_n(s) \|^2_U.
$$

Finally, letting $\varepsilon \to 0$,

$$
\frac{d}{ds} \langle Py_n(s), y_n(s) \rangle_H \leq \| u_n(s) \|^2_U \quad \forall n \in \mathbb{N}^+, \quad \forall s \in [-t, 0].
$$

We now integrate in the smaller interval $[T_0 - t, 0]$:

$$
\langle Py_n(0), y_n(0) \rangle_H \leq \langle Py_n(T_0 - t), y_n(T_0 - t) \rangle_H + \int_{T_0 - t}^0 \| u_n(s) \|^2_U ds.
$$
Finally, by (52), as for every 
\( n \to \infty \),
we deduce for every 
\((z, u) \in \overline{U}_{[-t, 0]}(x)\)
\[
(Px, x)_H \leq \langle Py(T_0 - t), y(T_0 - t) \rangle_H + \int_{T_0 - t}^0 \|u(s)\|_U^2 \, ds, \quad t > T_0;
\]
this is equation (45).

**Step 2** We complete the proof of the Lemma. Consider a sequence 
\((\hat{z}_n, \hat{u}_n) \in \overline{U}_{[T_0 - t, 0]}(x)\), such that, as 
\( n \to \infty \),
\[
J^P_{[T_0 - t, 0]}(\hat{z}_n, \hat{u}_n) \to \inf_{(z, u) \in \overline{U}_{[T_0 - t, 0]}(x)} J^P_{[T_0 - t, 0]}(z, u) = V^P(t - T_0, x).
\]
Thus 
\( \hat{z}_n \in H, \hat{u}_n \in L^2(T_0 - t, 0; U) \) and the corresponding state is
\[
\hat{y}_n(s) = e^{(s+t-T_0)A} \hat{z}_n + \int_{T_0 - t}^s e^{(s-\sigma)A} B \hat{u}_n(\sigma) \, d\sigma, \quad s \in [T_0 - t, 0];
\]
in particular, \( \hat{y}_n(0) = x \). Now choose \( \hat{v}_n \in L^2(-t, T_0 - t; U) \) such that
\[
\int_{-t}^{T_0 - t} e^{(T_0 - t-\sigma)A} B \hat{u}_n(\sigma) \, d\sigma = \hat{z}_n;
\]
this is possible since, due to Hypothesis 2.7, the range of the operator (defined in (98))
\[
v \mapsto \mathcal{L}_{-t, T_0 - t}(v) = \mathcal{L}_{-t, 0}(v(\cdot + t - T_0))
\]
is all of \( H \) (see [32, Theorem 2.3]). Then, setting
\[
\overline{v}_n = \begin{cases} 
\hat{v}_n & \text{in } [-t, T_0 - t] \\
\hat{u}_n & \text{in } [T_0 - t, 0],
\end{cases}
\]
the state corresponding to \((0, \overline{v}_n)\) in \([-t, 0]\) is
\[
\overline{y}_n(s) = \int_{-t}^s e^{(s-\sigma)A} B \overline{v}_n(\sigma) \, d\sigma.
\]
By (53) we have
\[
\overline{y}_n(T_0 - t) = \int_{-t}^{T_0 - t} e^{(T_0 - t-\sigma)A} B \overline{v}_n(\sigma) \, d\sigma = \hat{z}_n;
\]
hence, by uniqueness,
\[
\overline{y}_n(s) = e^{(s+t-T_0)A} \hat{z}_n + \int_{T_0 - t}^s e^{(s-\sigma)A} B \hat{u}_n(\sigma) \, d\sigma = \hat{y}_n(s), \quad \forall s \in [T_0 - t, 0],
\]
so that \( \overline{y}_n(0) = \hat{y}_n(0) = x \). This shows that \((0, \overline{v}_n) \in \overline{U}_{[-t, 0]}(x)\), and consequently, by (45),
\[
\langle Px, x \rangle_H \leq \langle P\hat{z}_n, \hat{z}_n \rangle_H + \int_{T_0 - t}^0 \|\hat{u}_n(s)\|_U^2 \, ds = 2J^P_{[T_0 - t, 0]}(\hat{z}_n, \hat{u}_n).
\]
Finally, by (52), as \( n \to \infty \) we get
\[
\frac{1}{2} \langle Px, x \rangle_H \leq V^P(t - T_0, x) \quad \forall t > T_0, \quad \forall x \in H.
\]
4 Minimum energy with (negative) infinite horizon

We now give a precise formulation of our infinite horizon problem (see Subsection 2.2 and also [1, Remark 2.8]). We assume that Hypothesis 2.2 holds throughout this section without repeating it. For any given control \( u \in L^2(-\infty, s; U) \) we take the state equation

\[
\begin{cases}
    y'(r) = Ay(r) + Bu(r), & r \in [-\infty, s], \\
    y(-\infty) = 0.
\end{cases}
\] (54)

By Lemma 2.5 we know that the unique solution of (54) belongs to \( C([-\infty, s]; X) \), is given by

\[ y(r) := y(r; -\infty, 0, u) = \int_{-\infty}^r e^{(r-\tau)A}Bu(\tau)\,d\tau, \quad -\infty < r \leq s, \]

and satisfies, for every \(-\infty < r_1 \leq r_2 \leq s,

\[ y(r_2) = e^{(r_2-r_1)A}y(r_1) + \int_{r_1}^{r_2} e^{(r_2-\tau)A}Bu(\tau)\,d\tau, \quad \text{and} \quad \lim_{r \to -\infty} y(r) = 0 \quad \text{in} \ X. \]

As for the finite horizon case, we define:

\[
U_{[-\infty, a]}(0, x) \overset{\text{def}}{=} \{ u \in L^2(-\infty, s; U) : y(s; -\infty, 0, u) = x \},
\]

\[
J_{[-\infty, a]}(u) = \frac{1}{2} \int_{-\infty}^s \| u(\tau) \|^2_U\,d\tau,
\]

\[ V_1(-\infty, s; 0, x) \overset{\text{def}}{=} \inf_{u \in U_{[-\infty, a]}(0, x)} J_{[-\infty, a]}(u), \]

with the agreement that the infimum over the empty set is \(+\infty\). From (55) it is easy to see that

\[
u(\cdot) \in U_{[-\infty, a]}(0, x) \iff u(\cdot - s) \in U_{[-\infty, 0]}(0, x); \tag{56}\]

this implies that

\[ V_1(-\infty, -\infty; 0, 0) = V_1(-\infty, 0; 0, 0). \tag{57} \]

From now on we set, as in (101)

\[ V_0(0) = V_1(-\infty, 0; 0, 0) = \inf_{u \in U_{[-\infty, 0]}(0, x)} J_{[-\infty, 0]}(u), \quad x \in X. \]

We collect now some results about the above problem and the function \( V_0 \).

4.1 Optimal strategies

We start proving the existence of optimal strategies.

**Proposition 4.1.** The set \( U_{[-\infty, 0]}(0, x) \) is nonempty if and only if \( x \in H \). Moreover, for every \( x \in H \) there exists a unique \( \hat{u}_x \in U_{[-\infty, 0]}(0, x) \) such that

\[ V_0(x) = J_{[-\infty, 0]}(\hat{u}_x). \]

**Proof.** The first statement follows from (32) as in Proposition 3.1. Now take \( x \in H \) and observe that any minimizing sequence \( \{ u_n \}_{n \in \mathbb{N}} \) must be bounded in \( L^2(-\infty, 0; U) \); so, passing to a subsequence, we have \( u_n \rightharpoonup \hat{u}_x \) in \( L^2(-\infty, 0; U) \). As the functional \( J_{[-\infty, 0]} \) is weakly lower semicontinuous, we get

\[ V_0(x) \leq J_{[-\infty, 0]}(\hat{u}_x) \leq \liminf_{n \to \infty} J_{[-\infty, 0]}(u_n) = V_0(x), \]

i.e. \( \hat{u}_x \) is optimal. Uniqueness is an easy consequence of the strict convexity of the functional \( J_{[-\infty, 0]} \). \(\square\)

Moreover we have the following result about the optimal couples when \( x \in R(Q_\infty) \) (see [1, Proposition C.3 and Remark C.4]).
Proposition 4.2. Let \( x \in \mathcal{R}(Q_{\infty}) \). Let \((\hat{y}_x, \hat{u}_x)\) be the optimal couple for our problem with target \( x \). Then we have
\[
\hat{u}_x(r) = B^* e^{-rA^*} Q_{\infty}^{-1}_x, \quad r \in [-\infty, 0].
\]
Moreover the corresponding optimal state \( \hat{y}_x \) satisfies
\[
\hat{y}_x(r) = Q_{\infty} e^{-rA^*} Q_{\infty}^{-1}_x, \quad r \in [-\infty, 0];
\]
hence the optimal couple satisfies the feedback formula
\[
\hat{u}_x(r) = B^* Q_{\infty}^{-1} \hat{y}_x(r), \quad r \in [-\infty, 0],
\]
and, formally, \( \hat{y}_x \) is a solution of the backward closed loop equation (BCLE)
\[
y'(r) = (A + BB^* Q_{\infty}^{-1}) y(r), \quad r \in [-\infty, 0[, \quad y(0) = x,
\]
which, since \( Q_{\infty} \) solves the Lyapunov equation (see [1, Proposition 3.3] rewrites as
\[
y'(r) = -Q_{\infty} A^* Q_{\infty}^{-1} y(r), \quad r \in [-\infty, 0[.
\]
If \( A^* \) commutes with \( Q_{\infty} \) (e.g. when \( A \) is selfadjoint and invertible, and \( A \) and \( B B^* \) commute), then (62) becomes
\[
y'(r) = -A^* y(r), \quad r \in [-\infty, 0[.
\]
This means that, in such case, the optimal trajectory arriving at \( x \) is given by
\[
y(r) = e^{-rA^*} x, \quad r \in [-\infty, 0].
\]

4.2 Connection with the finite horizon case

We now prove the connection between \( V_{\infty} \) and the value function \( V \) of the corresponding finite horizon problem which is studied in [1] (see also Appendix A).

Proposition 4.3. Under Hypothesis 2.7, for every \( x \in H \) we have
\[
V_{\infty}(x) = \lim_{t \to +\infty} V(t, x) = \inf_{t > 0} V(t, x).
\]
Moreover \( V_{\infty}(x) = \frac{1}{2} \| x \|_{H_t}^2 \).

Proof. First of all, by [1, Proposition 4.8-(i)], the function \( V(\cdot, x) \) is decreasing for every \( x \in H \); hence, for every such \( x \)
\[
\exists \lim_{t \to +\infty} V(t, x) = \inf_{t > 0} V(t, x).
\]
We now prove that \( V_{\infty}(x) \leq \inf_{t > 0} V(t, x) \). With an abuse of notation we can write
\[
U_{[-t, 0]}(0, x) \subseteq U_{[-\infty, 0]}(0, x) \quad \forall t > 0:
\]
indeed, given a control bringing 0 to \( x \) in the interval \([ -t, 0] \), we can extend it to a control bringing 0 to \( x \) in the interval \([ -\infty, 0] \) just taking the null control on \([- \infty, -t] \). So, if the set \( U_{[-t, 0]}(0, x) \) is not empty, \( a \) fortiori the set \( U_{[-\infty, 0]}(0, x) \) will be not empty. This fact, together with the monotonicity of \( V(\cdot, x) \) implies that \( V_{\infty}(x) \leq \inf_{t > 0} V(t, x) \).

We prove now that \( V_{\infty}(x) = \inf_{t > 0} V(t, x) \). Assume by contradiction that \( V_{\infty}(x) < \inf_{t > 0} V(t, x) \), and let \( \varepsilon > 0 \) be such that \( V_{\infty}(x) + 2\varepsilon < \inf_{t > 0} V(t, x) \). Take \( u_{\varepsilon} \in U_{[-\infty, 0]}(0, x) \) such that \( J_{[-\infty, 0]}(u_{\varepsilon}) < V_{\infty}(x) + \varepsilon \). By (5) we get
\[
x = \int_{-\infty}^{0} e^{-\tau A} B u_{\varepsilon}(\tau) d\tau = e^{tA} y(-t) + \int_{-1}^{0} e^{-\tau A} B u_{\varepsilon}(\tau) d\tau \quad \forall t > 0;
\]

hence we have \( u_{\varepsilon} \in U_{[-t, 0]}(y(-t), x) \), which in turn implies that
\[
V(t, x - e^{tA} y(-t)) \leq \frac{1}{2} \int_{-t}^{0} \| u_{\varepsilon}(s) \|_{H_t}^2 ds.
\]
Now we observe that for every $\delta \in [0,1]$ we may choose $t_\delta > T_0 + 1$ such that $\|e^{tA}y(-t)\|_H \leq \delta$ for every $t > t_\delta$: indeed, by Hypothesis 2.7 and Lemma A.1-(v) we have
\[
\|e^{tA}y(-t)\|_H = \|Q^{-1/2}e^{tA}y(-t)\|_X \leq \|Q^{-1/2}e^{tA}\|_{\mathcal{L}(X)}\|e^{(t-1)A}y(-t)\|_X \leq \|Q^{-1/2}e^{(t-1)A}\|_{\mathcal{L}(X)}M e^{-\omega(t-1)}\|y(-t)\|_X.
\]
Since $y(-t)$ is uniformly bounded in $X$ for $t > 0$, we have the claim.

Going ahead with the proof, we recall that, by [1, Proposition 4.8-(iii)-(b)], we have uniform continuity of $V$ on $[T_0, +\infty) \times B_H(0, R)$ for every $R > 0$, where $B_H(0, R)$ is the ball of center 0 and radius $R$ in $H$. So, setting $R = \|x\|_H + 1$, and denoting by $\rho_R$ the continuity modulus of $V$ on $[T_0, +\infty) \times B_H(0, R)$, we have for $t > t_\delta$
\[
V(t, x - e^{tA}y(-t)) > V(t, x) - \rho_R(\delta).
\]
The above, together with (64), implies that
\[
V(t, x) - \rho_R(\delta) \leq V_\infty(x) + \varepsilon \quad \forall t > t_\delta.
\]
Now it is enough to choose $\delta$ such that $\rho_R(\delta) < \varepsilon$ to get a contradiction. Finally the last statement follows from [1, Proposition 4.8-(iii)-(d)].

### 4.3 Algebraic Riccati Equation

We deal with the Algebraic Riccati Equation (ARE from now on) associated to our infinite horizon problem. As well known, when the value function is a quadratic form in the state space $X$, the ARE is an equation whose unknown is an operator $R$. A typical goal in studying such ARE is to prove that the operator representing the quadratic form in $X$ given by the value function is a solution (possibly unique) of the associated ARE. Formally our ARE is given as follows:
\[
0 = -\langle Ax, Ry \rangle_X - \langle Rx, Ay \rangle_X - \langle B^* Rx, B^* Ry \rangle_U, \quad x, y \in \mathcal{D}(A). \quad (65)
\]
In our case (see Proposition 4.1) the value function $V_\infty$ is finite only in $H$ so that the operator $R$ above must be unbounded and the above equation makes sense only for $x, y \in \mathcal{D}(A) \cap \mathcal{D}(R)$. Moreover, by Proposition 4.3, $V_\infty$ is a quadratic form on the space $H$ represented by the identity operator $I_H \in \mathcal{L}(H)$, i.e. $V_\infty(x) = \frac{1}{2}\|x\|_H^2$. Consequently, transforming such norm in $X$, it must be $V_\infty(x) = \frac{1}{2}\|Q^{-1/2}x\|_X^2$, and, when $x \in R(Q_\infty)$, $V_\infty(x) = \frac{1}{2}\|Q^{-1/2}x, x\|_X$. Hence it is natural to deduce that the operator representing $V_\infty$ in the space $X$ is $Q^{-1}$.

Due to the unboundedness of the candidate solution $R$ of the ARE (65), it seems better to study the corresponding ARE in the space $H$, with unknown $P \in \mathcal{L}(H)$ whose form (taking $R = Q^{-1}P$) must be (compare with (14)):
\[
0 = -\langle Ax, Q^{-1}Py \rangle_X - \langle Q^{-1}Px, Ay \rangle_X - \langle B^*Q^{-1}Px, B^*Q^{-1}Py \rangle_U. \quad (66)
\]
Note that such expression makes sense only when $Px, Py \in R(Q_\infty)$ and $x, y \in \mathcal{D}(A) \cap H$.

By Proposition 4.3, we expect that the positive selfadjoint operator $P = I_H$ associated with the value function $V_\infty$ is a solution of the above ARE (66). Similarly we expect that $R = Q^{-1}$ is a solution of the above ARE (65). As they cannot be unique (the zero operator is always a solution of both), we somehow expect such solutions to be maximal in some suitable sense.

**Remark 4.4.** In the finite-dimensional case, when the operator $Q_\infty$ is invertible, it is proved that the operator $R = Q^{-1}$ solves (65), using the fact that its inverse $W = Q_\infty$ is the unique solution of the Lyapunov equation
\[
AW + WA^* = -BB^* \quad (67)
\]among all definite positive bounded operators $X \rightarrow X$. This is reported by Scherpen [30, Theorem 2.2], who quotes Moore [25] for the proof (see also [21, Chapters 5 and 7] for related results). In fact, as we will see, this procedure works in our infinite dimensional case, too, but with more difficulties. □
Moreover, we see immediately that for every $\xi, \eta \in X$ operator on the functional $\mathcal{P}(i)$

**Proposition 4.6.** The following facts are equivalent.

(i) $P \in \mathcal{L}_+(H)$ is a solution to (66); 

(ii) $R = Q_{\infty}^{-1}P$ is a solution to (65) and it satisfies, in addition, $Q_{\infty}^{1/2}RQ_{\infty}^{1/2} \in \mathcal{L}(X)$.

**Proof.** (i) Assume that $P \in \mathcal{L}_+(H)$ solves (66). Then, in particular the set $\mathcal{D}(A) \cap \mathcal{D}(\Lambda P)$ is dense in $H$. Setting $R = Q_{\infty}^{-1}P$ we see that its domain is exactly $\mathcal{D}(\Lambda P)$, which is dense in $[\ker Q_{\infty}]^\perp$. The fact that such $R$ satisfies (65) for every $x, y \in \mathcal{D}(A) \cap \mathcal{D}(\Lambda P)$ follows by simple substitution. Finally, for every $x \in X$ we have

$$
\|Q_{\infty}^{1/2}RQ_{\infty}^{1/2}x\|_X = \|Q_{\infty}^{-1/2}PQ_{\infty}^{1/2}x\|_X = \|PQ_{\infty}^{1/2}x\|_H \leq \|P\|_{\mathcal{L}(H)}\|Q_{\infty}^{1/2}x\|_H = \|P\|_{\mathcal{L}(H)}\|x\|_X.
$$

(ii) Let $R : \mathcal{D}(R) \to X$ be a solution of (65), having the property $Q_{\infty}^{1/2}RQ_{\infty}^{1/2} \in \mathcal{L}(X)$: note that, in this case, $\mathcal{D}(R)$ must coincide with $H$. Thus $\mathcal{D}(A) \cap \mathcal{D}(R)$ is dense in $H$, since it contains $\mathcal{D}(A_0)$. We set $P = Q_{\infty}R$: then $P \in \mathcal{L}_+(H)$ since, for every $x \in H$,

$$
\|Px\|_H = \|Q_{\infty}Rx\|_H = \|Q_{\infty}^{1/2}(Q_{\infty}^{1/2}RQ_{\infty}^{1/2})Q_{\infty}^{-1/2}x\|_H = \|Q_{\infty}^{1/2}RQ_{\infty}^{1/2}Q_{\infty}^{-1/2}x\|_X \leq \|Q_{\infty}^{1/2}RQ_{\infty}^{1/2}\|_{\mathcal{L}(X)}\|Q_{\infty}^{-1/2}x\|_X = \|Q_{\infty}^{1/2}RQ_{\infty}^{1/2}\|_{\mathcal{L}(X)}\|x\|_H.
$$

Moreover, we see immediately that $\mathcal{D}(\Lambda P) = H$. In addition, (65) transforms into (66), and it holds for every $x, y \in \mathcal{D}(A) \cap \mathcal{D}(R)$, i.e. it holds for every $x, y \in \mathcal{D}(A) \cap H = \mathcal{D}(A) \cap \mathcal{D}(\Lambda P)$, as required by Definition 4.5.

Concerning the two AREs (66) and (65) we have the following result.

**Theorem 4.7.** Let Hypothesis 2.7 hold true.

(i) The operator $R = Q_{\infty}^{-1}$ is a solution of the Riccati equation (65) in the sense of Definition 4.5(ii).

(ii) The operator $P = I_H$ is a solution of the Riccati equation (66) in the sense of Definition 4.5(i).

(iii) Assume that $BB^*$ is coercive. Then the operator $I_H$ is the maximal solution of (66) in the following sense: if $\hat{P}$ is another solution of (66) in the sense of Definition 4.5-(i), belonging to the class $\mathcal{Q}$ introduced in Definition 3.8, then

$$
\frac{1}{2}(\hat{P}x, x)_H \leq \frac{1}{2}(x, x)_H = V_\infty(x) \quad \forall x \in H.
$$

**Proof.** (i) By [1, Proposition 3.3], $Q_{\infty}$ solves the Lyapunov equation, i.e. we have for every $\xi \in \mathcal{D}(A^*)$

$$
AQ_{\infty}\xi + Q_{\infty}A^*\xi + BB^*\xi = 0.
$$

This implies that, for every $\xi \in \mathcal{D}(A^*)$ and $\eta \in X$,

$$
\langle AQ_{\infty}\xi, \eta \rangle_X + \langle Q_{\infty}A^*\xi, \eta \rangle_X + \langle B^*\xi, B^*\eta \rangle_U = 0.
$$

When $\eta \in \mathcal{D}(AQ_{\infty})$ the second term above rewrites as $\langle \xi, AQ_{\infty}\eta \rangle_X$. Consequently, when $\eta \in \mathcal{D}(AQ_{\infty})$, the functional $\xi \to \langle AQ_{\infty}\xi, \eta \rangle_X$, well defined since $\xi \in \mathcal{D}(A^*)$, can be extended to a bounded linear operator on $X$, since it is equal to $-\langle \xi, AQ_{\infty}\eta \rangle_X - \langle B^*\xi, B^*\eta \rangle_U$. Hence, choosing $\xi \in \mathcal{D}(AQ_{\infty})$, we get, for $\xi, \eta \in \mathcal{D}(AQ_{\infty})$, that

$$
\langle AQ_{\infty}\xi, \eta \rangle_X + \langle \xi, AQ_{\infty}\eta \rangle_X + \langle B^*\xi, B^*\eta \rangle_U = 0.
$$

(68)
Now set \( x = Q_\infty \xi \) and \( y = Q_\infty \eta \). Then \( x, y \in \mathcal{D}(A) \) and the above rewrites as
\[
(Ax, \eta)_X + (\xi, Ay)_X + (B^* \xi, B^* \eta)_U = 0.
\]
Observe that \( \xi = Q_\infty^{-1} x + \xi_0 \) and \( \eta = Q_\infty^{-1} y + \eta_0 \) for suitable \( \xi_0, \eta_0 \in \ker Q_\infty \subseteq \ker B^* \). Hence, using the fact that \( Q_\infty \) solves the Lyapunov equation in the form \( (68) \), we have, for \( \xi \in \mathcal{D}(A Q_\infty) \),
\[
(Ax, \eta)_X = (A Q_\infty \xi, \eta)_X = -(\xi, A Q_\infty \eta)_X - (B^* \xi, B^* \eta)_U = 0
\]
and, similarly, for \( \eta \in \mathcal{D}(A Q_\infty) \), \( (\xi, Ay)_X = 0 \). We then get, substituting into (69) and observing that \( B^* \xi_0 = B^* \eta_0 = 0 \),
\[
(Ax, Q_\infty^{-1} y)_X + (Q_\infty^{-1} x, Ay)_X + (B^* Q_\infty^{-1} x, B^* Q_\infty^{-1} y)_U = 0, \quad +x, y \in Q_\infty(\mathcal{D}(A Q_\infty)).
\]

The above is exactly equation (65) for \( R = Q_\infty^{-1} \). To end the proof of (i), it is enough to observe that \( Q_\infty(\mathcal{D}(A Q_\infty)) \) is dense in \( [\ker Q_\infty]^{-1} \) (using Remark A.3 and the fact that it contains \( Q_\infty(\mathcal{D}(A^*)) \)), and moreover that
\[
Q_\infty(\mathcal{D}(A Q_\infty)) = \mathcal{D}(A) \cap \mathcal{R}(Q_\infty) = \mathcal{D}(A) \cap \mathcal{D}(Q_\infty^{-1}).
\]
Indeed if \( x \in Q_\infty(\mathcal{D}(A Q_\infty)) \) then it must be \( x = Q_\infty \xi \) with \( \xi \in (\mathcal{D}(A Q_\infty)) \), so that \( A Q_\infty \xi \) is well defined and, clearly, it coincides with \( Ax \), proving that \( x \in \mathcal{D}(A) \). Obviously it must also be \( x \in \mathcal{R}(Q_\infty) \). The converse is similar.

(ii) It is enough to observe that (70) coincides with (66) with \( P = I_H \), and that \( \mathcal{D}(A I_H) = \mathcal{R}(Q_\infty) \).

(iii) Let \( \hat{P} \) be a solution of (66) belonging to the class \( Q \) introduced in Definition 3.8. It is immediate to see that \( \hat{P} \) is a stationary solution of (40) in the sense of Definition 3.6. Now we apply Lemma 3.10 and (36), getting
\[
\frac{1}{2} \langle \hat{P} x, x \rangle_H \leq V_\xi(t, x) \leq V(t, x) \quad x \in H, \quad t > T_0.
\]

Taking the limit as \( t \to +\infty \), the result follows by Proposition 4.3.

**Remark 4.8.** The statement of Theorem 4.7 still holds if we consider the slightly more general problem where the energy functional has the integrand \( \langle C u, u \rangle_U \) instead of \( \langle u, u \rangle_U \), where \( C \in \mathcal{L}_+(U) \) is coercive and hence invertible. Indeed it is enough to define the new control variable \( v = C^{1/2} u \) and, consequently, to replace the control operator \( B \) in the state equation by \( BC^{-1/2} \).

**Remark 4.9.** Theorem 4.7 can be applied to a variety of cases (e.g. delay equations treated in [1, Subsection 5.1] or wave equations). Here, according to our motivating example arising in physics, we develop more deeply the analysis when the operator \( A \) is selfadjoint and commutes with \( BB^* \) and, in particular, when both are diagonal. This will be done in the next section.

### 5 The selfadjoint commuting case

We consider the case where \( A \) is selfadjoint and invertible and commutes with \( BB^* \). To apply Theorem 4.7 we need that \( BB^* \) is coercive; hence we assume the following:

**Hypothesis 5.1.** \( A \) is selfadjoint and invertible and commutes with \( BB^* \), i.e., for every \( x \in \mathcal{D}(A) \) we have \( BB^* x \in \mathcal{D}(A) \) and \( ABB^* x = BB^* Ax \). Moreover, \( BB^* \) is coercive, i.e., for a suitable \( \mu > 0 \),
\[
\|B^* x\|_U \geq \mu \|x\|_X \quad \text{for all} \quad x \in X.
\]

From [1, Proposition C.1-(v)] we know that, for every \( x \in X \),
\[
Q_\infty x = -\frac{1}{2} A^{-1} BB^* x.
\]
This implies that \( \mathcal{R}(Q_\infty) = \mathcal{D}(A) \), and, as \( BB^* \) is invertible in \( X \), we have \( Q_\infty^{-1} x = -2(BB^*)^{-1} Ax \) for every \( x \in \mathcal{R}(Q_\infty) \) (see again [1, Proposition C.1-(v)]). Hence the Riccati equation (66) in \( H \) (with unknown \( P \in \mathcal{L}(H) \)), becomes
\[
0 = -(Ax, Q_\infty^{-1} P y)_X - (Q_\infty^{-1} Px, Ay)_X + 2(A P x, Q_\infty^{-1} P y)_X.
\]
We isolate on the left the symmetric terms: 
\[ x^H H \text{ which simplifies to } \]
Finally, we observe that every solution of (71) is also a solution of (73): indeed, if 
By density, this equation holds for every 
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Next, we provide the following definition of solution for (73) (compare with Definition 4.5):
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We now give a preparatory result about the properties of such solutions.
**Proposition 5.3.** Assume any solution \( P \) of (73) satisfies 
\[ \langle A_0 x, A_0 P z \rangle_H = \langle A_0 P x, A_0 z \rangle_H \quad \forall x, z \in D^P. \] 
\[ \langle P A_0 x, y \rangle_H - \langle P x, A_0 y \rangle_H + 2\langle A_0 P x, P y \rangle_H, \] 
provided that \( x, y, P x, P y \) belong to \( \mathcal{D}(A_0) \).
We now clarify the relationship between (71) and (73). First we set 
\[ D^P := \{ x \in \mathcal{D}(A_0) : P x \in \mathcal{D}(A_0) \}. \] 
Next, we provide the following definition of solution for (73) (compare with Definition 4.5):
\[ D^P \subseteq \mathcal{D}(A) \cap \mathcal{D}(A_0). \]
Hence, if \( P \in \mathcal{L}_+(H) \) solves equation (71), then, choosing in particular \( x, y \in D^P \) we can turn (71) into (73). 
The reverse procedure is also possible: we postpone the proof at the end of the Section, since some more 
informations on solutions \( P \) of (73) are needed.
We now give a preparatory result about the properties of such solutions.
**Proposition 5.3.** Assume any solution \( P \) of (73) satisfies 
\[ \langle A_0 x, A_0 P z \rangle_H = \langle A_0 P x, A_0 z \rangle_H \quad \forall x, z \in D^P. \] 
\[ \langle P A_0 x, y \rangle_H + \langle P A_0 x, P A_0 y \rangle_H = 2\langle P A_0 P x, y \rangle_H. \] 
By density, this equation holds for every \( x \in D^P \) and \( y \in H \). Symmetrically we have also 
\[ \langle x, A_0 Py \rangle_H + \langle x, A_0 Py \rangle_H = 2\langle x, P A_0 y \rangle_H \] 
for every \( x \in H \) and \( y \in D^P \). We choose in (76) \( y = P A_0 z - A_0 P z \), with \( z \in D^P \), and we obtain:
\[ 2\langle P A_0 P x, A_0 z \rangle_H - \langle A_0 x, A_0 P z \rangle_H + \langle A_0 x, P A_0 z \rangle_H - \langle A_0 x, A_0 P z \rangle_H = 2\langle P A_0 P x, P A_0 z \rangle_H - 2\langle P A_0 P x, A_0 P z \rangle_H. \] 
We isolate on the left the symmetric terms:
\[ 2\langle P A_0 P x, A_0 P z \rangle_H - \langle A_0 x, A_0 P z \rangle_H + \langle P A_0 x, P A_0 z \rangle_H \]
\[ = -\langle A_0 x, P A_0 z \rangle_H + \langle P A_0 x, A_0 P z \rangle_H + 2\langle P A_0 P x, P A_0 z \rangle_H. \]
Next, we apply (76) to the last term on the right:
\[ 2\langle P A_0 P x, A_0 P z \rangle_H - \langle A_0 x, A_0 P z \rangle_H + \langle P A_0 x, P A_0 z \rangle_H \]
\[ = -\langle A_0 x, P A_0 z \rangle_H + \langle P A_0 x, A_0 P z \rangle_H + \langle A_0 x, P A_0 z \rangle_H + \langle A_0 x, P A_0 z \rangle_H, \]
which simplifies to 
\[ 2\langle P A_0 P x, A_0 P z \rangle_H - \langle A_0 x, A_0 P z \rangle_H = \langle P A_0 x, A_0 P z \rangle_H. \]
Applying (77) to the term on the right, rewritten as \( \langle A_0 x, PA_0 P x \rangle_H \), we obtain for every \( x, z \in D^P \)
\[
2(PA_0 P x, A_0 P z)_H - \langle A_0 P x, A_0 P z \rangle_H = \frac{1}{2} \langle PA_0 x, A_0 z \rangle_H. \tag{78}
\]
We now restart from (77), and choose \( x = PA_0 z - A_0 P z \), with \( z \in D^P \); acting on the left variable of the inner product, and proceeding exactly in the same way as before, we get for every \( z, y \in D^P \)
\[
2(A_0 P z, PA_0 P y)_H - \langle A_0 P z, A_0 P y \rangle_H = \frac{1}{2} \langle PA_0 z, A_0 y \rangle_H. \tag{79}
\]
Comparing equations (78) and (79), both written with variables \( x, y \), we immediately obtain
\[
\frac{1}{2} \langle A_0 x, A_0 P y \rangle_H = \frac{1}{2} \langle A_0 P x, A_0 y \rangle_H, \quad x, y \in D^P,
\]
which is (75). \( \square \)

We can now prove:

**Theorem 5.4.** Assume Hypothesis 5.1. Then any solution \( P \) of (73) commutes with \( A_0 \), i.e. \( P x \in \mathcal{D}(A_0) \) for every \( x \in \mathcal{D}(A_0) \) and
\[
A_0 P x = PA_0 x \quad \forall x \in \mathcal{D}(A_0).
\]
In particular \( D^P = \mathcal{D}(A_0) \).

**Proof.** We start from (75) with \( w = A_0 x \) and \( y = A_0 z \), i.e.
\[
\langle w, A_0 P A_0^{-1} y \rangle_H = \langle A_0 P A_0^{-1} w, y \rangle_H \quad \forall w, y \in A_0(D^P). \tag{80}
\]
Notice that \( A_0(D^P) \) is the natural domain of the operator \( A_0 P A_0^{-1} \); which might be \((a \text{ priori})\) not dense in \( H \). Let us denote by \( Z \) the closure of \( \mathcal{D}(A_0 P A_0^{-1}) \) in \( H \); so we have
\[
Z := \overline{\mathcal{D}(A_0(D^P))} = \overline{\mathcal{D}(A_0 P A_0^{-1})}.
\]
Obviously \( Z \) is a Hilbert space with the inner product of \( H \). Equation (80) then tells us that \( A_0(D^P) \subseteq \mathcal{D}((A_0 P A_0^{-1})^*) \) and
\[
(A_0 P A_0^{-1})^* w = A_0 P A_0^{-1} w \quad \forall w \in A_0(D^P) = \mathcal{D}(A_0 P A_0^{-1}). \tag{81}
\]
On the other hand, if \( x \in \mathcal{D}(A_0) \) and \( y \in \mathcal{D}(A_0 P A_0^{-1}) \) we may write
\[
\langle x, A_0 P A_0^{-1} y \rangle_H = \langle A_0^{-1} P A_0 x, y \rangle_H;
\]
consequently
\[
\mathcal{D}(A_0) \subseteq \mathcal{D}((A_0 P A_0^{-1})^*) \tag{82}
\]
and
\[
(A_0 P A_0^{-1})^* x = A_0^{-1} P A_0 x \quad \forall x \in \mathcal{D}(A_0). \tag{83}
\]
We now claim that \( A_0 P A_0^{-1} \) is selfadjoint in the space \( H \), i.e.
\[
\mathcal{D}((A_0 P A_0^{-1})^*) = \mathcal{D}(A_0 P A_0^{-1}) = A_0(D^P) \tag{84}
\]
is dense in \( H \) and (81) holds.
Indeed, assume that \( z \in \mathcal{D}((A_0 P A_0^{-1})^*) \): then there is \( c > 0 \) such that
\[
|\langle A_0 P A_0^{-1} x, z \rangle_H| \leq c \|x\|_H \quad \forall x \in \mathcal{D}(A_0 P A_0^{-1}).
\]
In particular, by (81),
\[
\langle x, (A_0 P A_0^{-1})^* z \rangle_H = \langle A_0 P A_0^{-1} x, z \rangle_H = \langle (A_0 P A_0^{-1})^* x, z \rangle_H \quad \forall x \in \mathcal{D}(A_0 P A_0^{-1}).
\]
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This shows that \( z \in \mathcal{D}(A_0 P A_0^{-1}) \) and \( A_0 P A_0^{-1} z = (A_0 P A_0^{-1})^* z \). Hence \[ \mathcal{D}((A_0 P A_0^{-1})^*) \subseteq \mathcal{D}(A_0 P A_0^{-1}) \quad \text{and} \quad A_0 P A_0^{-1} = (A_0 P A_0^{-1})^* \text{ on } \mathcal{D}((A_0 P A_0^{-1})^*). \]

Conversely, we know from (81) that \[ \mathcal{D}(A_0 P A_0^{-1}) = A_0(D^p) \subseteq \mathcal{D}((A_0 P A_0^{-1})^*) \quad \text{and} \quad (A_0 P A_0^{-1})^* = A_0 P A_0^{-1} \text{ on } \mathcal{D}(A_0 P A_0^{-1}). \]

In particular, by (82), \( Z \) coincides with \( H \), i.e. both domains in (84) are dense in \( H \). This proves our claim.

Take now \( x \in \mathcal{D}(A_0) \). As, by (82), \( D(A^0) \subseteq \mathcal{D}(A_0 P A_0^{-1}) \), we have
\[ P A_0^{-1} \in \mathcal{D}(A_0) \quad \forall x \in \mathcal{D}(A_0), \quad \text{i.e.} \quad D^p = D(A_0). \] (85)

(see (74)). Moreover, by (83) and by the above claim we deduce
\[ A_0^{-1} P A_0 x = A_0 P A_0^{-1} x \quad \forall x \in \mathcal{D}(A_0). \]

Applying \( A_0^{-1} \) we have \( A_0^{-2} P A_0 x = P A_0^{-1} x \) for every \( x \in \mathcal{D}(A_0) \), or, equivalently,
\[ A_0^{-2} P A_0 z = z \quad \forall z \in \mathcal{D}(A_0^2), \quad \text{i.e.} \quad A_0^{-2} P w = P A_0^{-2} w \quad \forall w \in H. \]

This means that the bounded operators \( A_0^{-2} \) and \( P \) commute. Now, since \( A_0^{-1} \) is a non-negative operator such that \( (A_0^{-1})^2 = A_0^{-2} \), by a well known result (see [29, Theorem VI.9]), \( A_0^{-1} \) must commute with every bounded operator \( B \) which commutes with \( A_0^{-2} \), for instance \( B = P \). So
\[ A_0^{-1} P w = P A_0^{-1} w \quad \forall w \in H, \quad \text{i.e.} \quad P z = A_0^{-1} P A_0 z \quad \forall z \in \mathcal{D}(A_0); \]
this implies that \( P(\mathcal{D}(A_0)) \subseteq \mathcal{D}(A_0) \) and \( A_0 P z = P A_0 z \) for every \( z \in \mathcal{D}(A_0) \). Thus \( P \) commutes with \( A_0 \), as required. Moreover \( P(\mathcal{D}(A_0)) \subseteq \mathcal{D}(A_0) \) implies \( \mathcal{D}(A_0) \subseteq D^p \). The reverse inclusion immediately follows from the definition of \( D^p \).

We are now able to characterize all solutions of the ARE (73).

**Theorem 5.5.** Assume Hypothesis 5.1 and let \( P \in L_+(H) \). Then \( P \) is a solution of (73) if and only if \( P \) is an orthogonal projection in \( H \) and it commutes with \( A_0 \). In particular the identity \( I_H \) is the maximal solution among all solutions of (73).

**(Proof.** Let \( P \) be a solution of (73): by Theorem 5.4 we have \( P x \in \mathcal{D}(A_0) \) for every \( x \in \mathcal{D}(A_0) \) and \( A_0 P x = P A_0 x \). Hence the ARE (76), equivalent to (73), becomes
\[ 0 = -2\langle P A_0 x, y \rangle_H + 2\langle P A_0 P x, y \rangle_H, \quad x \in D^p, \quad y \in H. \]
Since \( y \) is arbitrary, using (85) we get \( 2 P A_0 P x = 2 P A_0 x \) for every \( x \in \mathcal{D}(A_0) \), and successively, for all \( x \in \mathcal{D}(A_0) \), \( P A_0 x - P A_0 P x = 0 \), \( P A_0 (I_H - P)x = 0 \), \( A_0 P (I_H - P)x = 0 \), \( P (I_H - P)x = 0 \), \( P x = P^2 x \); finally, by density, \( P = P^2 \).

Assume, conversely, that \( P \) is an orthogonal projection in \( H \) and it commutes with \( A_0 \). Then
\[ P A_0 P z = P^2 A_0 z = P A_0 z = A_0 P z \quad \forall z \in \mathcal{D}(A_0), \]
and consequently \( P \) solves (76). Finally, since \( I_H \) solves (73), the last statement is immediate. \[ \square \]

We conclude this Section proving the equivalence of the two forms (71) and (73) of the ARE.

**Proposition 5.6.** Every solution of (71) is also a solution of (73) and vice versa.

**(Proof.** We have already seen that every solution of (71) is also a solution of (73).
Consider now a solution \( P \) of (73). First of all, if \( x, y \in D^p = \mathcal{D}(A_0) \), equation (73) transforms into (71), so that (71) holds true for \( x, y \in D^p \).
We claim that \( D^p \) is dense in \( \mathcal{D}(A) \cap \mathcal{D}(A P) \) (see (74)) with respect to the norm \( \| \cdot \|_H + \| A \cdot \|_X + \| A P \cdot \|_X \).
Indeed, for \( z \in \mathcal{D}(A) \cap \mathcal{D}(A P) \), recalling Lemma A.4, we set
\[ z_n = n R(n, A) z = n R(n, A) |_H z = n R(n, A_0) z. \]
Then $z_n \in \mathcal{D}(A_0) = D^P$ and, as $n \to \infty$,
\[
    z_n \to z \quad \text{in } H,
\]
\[
    A_0 z_n = n A_0 R(n, A_0) z = n A R(n, A) z \to A z \quad \text{in } X,
\]
\[
    A_0 P z_n = n A_0 P R(n, A_0) z = n A R(n, A) P z \to A P z \quad \text{in } X;
\]
this proves our claim.

Let now $x, y \in \mathcal{D}(A) \cap \mathcal{D}(A_P)$; select \( \{x_n\}, \{y_n\} \subseteq \mathcal{D}(A_0) \) such that, as $n \to \infty$,
\[
x_n \to x \quad \text{in } H, \quad A x_n \to A x \quad \text{in } X, \quad A P x_n \to A P x \quad \text{in } X,
\]
\[
y_n \to y \quad \text{in } H, \quad A y_n \to A y \quad \text{in } X, \quad A P y_n \to A P y \quad \text{in } X.
\]
As a consequence,
\[
    Q^{-1}_\infty P x_n = -2 B B^* A P x_n \to -2 B B^* A P x = Q^{-1}_\infty P x \quad \text{in } X \quad \text{as } n \to \infty,
\]
and similarly $Q^{-1}_\infty P x_n \to Q^{-1}_\infty P y$ in $X$ as $n \to \infty$. For $x_n$ and $y_n$, (71) holds:
\[
    0 = -(A x_n, Q^{-1}_\infty P y_n)_{X} - (Q^{-1}_\infty P x_n, A y_n)_{X} + 2 (A P x_n, Q^{-1}_\infty P y_n)_{X}.
\]
In all terms, by what established above, we can pass to the limit as $n \to \infty$, obtaining
\[
    0 = -(A x, Q^{-1}_\infty P y)_{X} - (Q^{-1}_\infty P x, A y)_{X} + 2 (A P x, Q^{-1}_\infty P y)_{X} \quad \forall x, y \in \mathcal{D}(A) \cap \mathcal{D}(A_P),
\]
i.e. $P$ solves (71).

**Remark 5.7.** It is easy to verify that for every solution $P$ of (73) the space $D^P = \mathcal{D}(A_0)$ is dense in $\mathcal{D}(A) \cap H$ with respect to the norm $\| \cdot \|_H + \| A \cdot \|_X$: it suffices to repeat the argument above, i.e. to consider, for fixed $x \in \mathcal{D}(A) \cap H$, the approximation $x_n = n R(n, A_0) x$, observing that $x_n \to x$ in $H$ and $A_0 x_n = A x_n \to A x$ in $X$. Thus, $P$ belongs to the class $\mathcal{Q}$ introduced in Definition 3.8, and consequently, by Theorem 4.7, we have $P \leq I_H$. Of course, this follows as well by Theorem 5.5.

**Corollary 5.8.** Assume that $A_0$ is a diagonal operator with respect to an orthonormal complete system \( \{e_n\} \) in $H$ with sequence of eigenvalues \( \{\lambda_n\} \subset \subset [\infty, 0[. \) Let $P$ be a solution of the ARE (73). Then

(i) every eigenspace of $A_0$ is invariant for $P$;

(ii) if all eigenvalues are simple, then $P$ is diagonal with respect to the system \( \{e_n\} \), too;

(iii) if at least one eigenspace $M$ has dimension $m \geq 2$, then the restriction of $P$ to $M$ needs not be diagonal: for instance, if $m = 2$ a non-diagonal $P$ on $M$ must have the following explicit form:
\[
    \begin{pmatrix}
        a & \pm \sqrt{1 - a} \\
        \pm \sqrt{1 - a} & a
    \end{pmatrix}
\]
for some $a \in [0, 1[$.

**Proof.** To prove (i) it is enough to show that, for every eigenvalue $\lambda$ of $A_0$ and $x$ eigenvector of $A_0$ associated to $\lambda$, we have $\lambda P x = A_0 P x$. This is immediate since $A_0$ and $P$ commute.

Concerning (ii) we observe that, for every $n \in \mathbb{N}$ we have $A_0 e_n = \lambda_n e_n$, so that $\lambda_n P e_n = A_0 P e_n$. Since $\lambda_n$ is simple, it is $P e_n = k e_n$ for some $k \in \mathbb{R}$. Since $P$ is a projection, it must be $k = 0$ or $k = 1$.

Finally (iii) can be proved with straightforward algebraic calculations, using the fact that $M$ is invariant under $P$ and that $P$ is a projection.

**Remark 5.9.** Let $A$ be a diagonal operator with respect to an orthonormal complete system \( \{e_n\} \) in $H$ with sequence of eigenvalues \( \{\lambda_n\} \subset \subset [\infty, 0[. \) where all $\lambda_n$ are distinct and simple. Then $B B^*$ must be diagonal, too. Indeed we have, for every $n \in \mathbb{N},$
\[
    \sum_{k=0}^{+\infty} (B B^* e_n, e_k)_H e_k = B B^* e_n = \frac{1}{\lambda_n} B B^* A e_n = \frac{1}{\lambda_n} A B B^* e_n = \frac{1}{\lambda_n} \sum_{k=0}^{+\infty} \lambda_k (B B^* e_n, e_k)_H e_k,
\]
which implies
\[
\langle BB^*e_n, e_k \rangle_H \left( 1 - \frac{\lambda_k}{\lambda_n} \right) = 0 \quad \forall k, n \in \mathbb{N}.
\]

Since all eigenvalues are distinct, it must be \( BB^*e_n = b_n e_n \) for all \( n \in \mathbb{N} \) for a suitable sequence \( \{b_n\} \in \ell^\infty \). This implies that \( Q_\infty \) and \( Q_2^\infty \) are diagonal with respect to \( \{e_n\} \), too. Following [1, Subsection 5.2] we may also consider the case when \( BB^* \) is unbounded and characterize the space \( H \), for specific choices of \( BB^* \), in terms of the domain of suitable powers of \((-A)\). In Section 6 we will consider a specific diagonal case arising in mathematical physics.

6 A motivating example: from equilibrium to non-equilibrium states

In this section we describe, in a simple one-dimensional case, the optimal control problem outlined in the papers [4, 5, 6, 7, 8, 9]. Such special case fits into the application studied e.g. in [7, 9], in the case of the Landau-Ginzburg model.

We consider a controlled dynamical system whose state variable is described by a function \( \rho : [\bar{t}_1, \bar{t}_2] \to \mathbb{R} \) (the choice of the letter \( \rho \) comes from the fact that in many physical models \( \rho \) is a density). The control variable is a function \( F : [-\infty, \bar{t}_2] \times [\bar{t}_1, \bar{t}_2] \to \mathbb{R} \) which we assume to belong to \( L^2((-\infty, 0]; L^2(0, 1)) \). The state equation is formally given by

\[
\begin{cases}
\frac{\partial \rho}{\partial t} (t, x) = \frac{\partial^2 \rho}{\partial x^2} (t, x) + \nabla F(t, x), & t \in [-\infty, 0], \ x \in [0, 1], \\
\rho(-\infty, x) = \bar{\rho}(x), & x \in [0, 1], \\
\rho(t, 0) = \rho_-, & t \in [-\infty, 0], \\
\rho(0, x) = \rho_0(x), & x \in [0, 1],
\end{cases}
\]

(87)

where \( \rho_+, \rho_- \in (0, 1) \), and \( \bar{\rho} \) is an equilibrium state for the uncontrolled problem. Hence \( \bar{\rho} \) is the unique solution of the following system

\[
\begin{aligned}
v''(x) &= 0, \\
v(0) &= \rho_-, \\
v(1) &= \rho_+;
\end{aligned}
\]

so we have \( \bar{\rho}(x) = (\rho_+ - \rho_-)x + \rho_- \).

For any datum \( \rho_0 \in L^2(0, 1) \) we consider any control driving (in equation (87)) the equilibrium state \( \bar{\rho} \) (at time \( t = -\infty \)) to \( \rho_0 \) at time \( t = 0 \). Then we consider the problem of minimizing, over the set of such controls, the energy functional

\[
J^0_\infty (F) = \frac{1}{2} \int_{-\infty}^{0} \|F(s)\|_{L^2(0, 1)}^2 \, ds.
\]

Given the above structure it is natural to consider the new control

\[
\nu = \nabla F \in L^2((-\infty, 0]; H^{-1}(0, 1))
\]

and take both the state space \( X \) and the control space \( U \) equal to \( H^{-1}(0, 1) \). We now rewrite (87) in our abstract setting as follows. First we denote by \( A \) the Laplace operator in the space \( H^{-1}(0, 1) \) with Dirichlet boundary conditions, i.e.

\[
D(A) = H^1_0(0, 1), \quad A\eta = \eta'' \quad \forall \eta \in H^1_0(0, 1).
\]

Hence, formally, the state equation (87) becomes

\[
\begin{cases}
\rho'(t) = A[\rho(t) - \bar{\rho}] + \nu(t), & t < 0, \\
\rho(-\infty) = \bar{\rho}.
\end{cases}
\]

(88)
Using a standard argument (see e.g. [17, Appendix C]), the state equation (87) can be rewritten in the space $X$ and in the new variable $y(t) := \rho(t) - \bar{\rho}$ as

$$\begin{cases} y'(t) = Ay(t) + \nu(t), & t < 0, \\ y(-\infty) = 0. \end{cases}$$ (89)

The function

$$y(t; -\infty, 0, \nu) = \int_{-\infty}^{t} e^{(t-s)A} \nu(s) \, ds, \quad t \leq 0,$$

(90)
corresponding to $\rho(t; \nu) = \bar{\rho} + \int_{-\infty}^{t} e^{(t-s)A} \nu(s) \, ds$, is the unique solution of (89), adopting Definition 2.4 and applying Lemma 2.5.

The energy functional, in the new control variable $\nu$, becomes

$$J^0_{\infty} (\nu) = \frac{1}{2} \int_{-\infty}^{0} \| A^{-1/2} \nu(s) \|_{L^2(0,1)}^2 \, ds = \frac{1}{2} \int_{-\infty}^{0} \| \nu(s) \|_{H^{-1}(0,1)}^2 \, ds.$$

The set of admissible controls here is exactly $U_{[-\infty,0]}(0, y_0)$ (see Subsection 2.2), which is nonempty if and only if $y_0 \in H := R(Q_\infty^{-1}) = D(A^{1/2}) = L^2(0,1)$ (see e.g. [1, Section 5.2]). The value function $V_\infty$ is defined as

$$V_\infty (y_0) := \inf_{\nu \in U_{[-\infty,0]}(0, y_0)} J^0_{\infty} (\nu).$$ (91)

Now, recalling that $X = U = H^{-1}(0,1)$ and setting $B = I_{H^{-1}(0,1)} \in L(U, X)$, this problem belongs to the class of the minimum energy problems studied in this paper. We know, from Proposition 4.3, that the value function is given by

$$V_\infty(y_0) = \frac{1}{2} \| y_0 \|_{L^2(0,1)}^2.$$

We can now apply Theorem 4.7, obtaining that:

- the identity in $L^2$, $I_{L^2(0,1)}$, solves the ARE (66) where we replace $B$ and $B^*$ by $I_{H^{-1}(0,1)}$;
- the operator $Q^{-1}_\infty = 2A$ solves the ARE (65) where we replace $B^*$ by $I_{H^{-1}(0,1)}$;
- $I_{L^2(0,1)}$ is the maximal solution of the ARE (66) among those in the class $Q$ introduced in Definition 3.8.

Moreover, here Hypothesis 5.1 holds; hence we can apply Theorem 5.5. Then, noting that $A_0$ is the Laplace operator with Dirichlet boundary conditions in the space $H = L^2(0,1)$, whose domain is $H^2(0,1) \cap H_0^1(0,1)$, we obtain that:

- the identity in $L^2$, $I_{L^2(0,1)}$, is a solution of the two (equivalent) AREs (71) and (73);
- the set of all solutions of (71) and (73) consists of all orthogonal projections $P$ which commute with $A_0$, i.e. all projections whose image is generated by a subset of the eigenvectors of $A_0$;
- $I_{L^2(0,1)}$ is the maximal solution among all solutions of (71) and (73).

Appendix

A Minimum Energy with finite horizon

This part of the Appendix is devoted to recall the formulation of the finite horizon minimum energy problem studied in [1] (briefly described at the beginning of Subsection 2.3) and to provide some related results which are useful in treating the infinite horizon problem (9)–(10). Throughout this section we will assume that Hypothesis 2.2 holds without repeating it.
A.1 General formulation of the problem

We take the Hilbert spaces $X$ (state space) and $U$ (control space), as well as the operators $A$ and $B$, as in Hypothesis 2.2. Given a time interval $[s, t] \subset \mathbb{R}$, an initial state $z \in X$ and a control $u \in L^2(s, t; U)$ we consider the state equation (1), which we rewrite here:

$$\begin{cases} y'(r) = Ay(r) + Bu(r), & r \in [s, t], \\ y(s) = z. \end{cases} \tag{92}$$

Denote by $y(\cdot; s, z, u)$ the mild solution of (92) (see Proposition 2.3):

$$y(r; s, z, u) := e^{(r-s)A}z + \int_s^r e^{(r-\tau)A}Bu(\tau) \, d\tau, \quad r \in [s, t]. \tag{93}$$

We define the class of controls $u(\cdot)$ bringing the state $y(\cdot)$ from a fixed $z \in X$ at time $s$ to a given target $x \in X$ at time $t$:

$$\mathcal{U}_{[s, t]}(z, x) \overset{\text{def}}{=} \{ u \in L^2(s, t; U) : y(t; s, z, u) = x \}. \tag{94}$$

Consider the quadratic functional (the energy)

$$J_{[s, t]}(u) = \frac{1}{2} \int_s^t \| u(r) \|_U^2 \, dr. \tag{95}$$

The minimum energy problem at $(s, t; z, x)$ is the problem of minimizing the functional $J_{[s, t]}(u)$ over all $u \in \mathcal{U}_{[s, t]}(z, x)$. The value function of this control problem (the minimum energy) is

$$V_1(s, t; z, x) \overset{\text{def}}{=} \inf_{u \in \mathcal{U}_{[s, t]}(z, x)} J_{[s, t]}(u). \tag{96}$$

with the agreement that the infimum over the emptyset is $+\infty$. Similarly to what we did in Proposition 3.1, given any $z \in X$ we define the reachable set in the interval $[s, t]$, starting from $z$, as

$$R^2_{[s, t]} := \{ x \in X : \mathcal{U}_{[s, t]}(z, x) \neq \emptyset \}. \tag{97}$$

Defining the operator

$$\mathcal{L}_{s, t} : L^2(s, t; U) \to X, \quad \mathcal{L}_{s, t} u = \int_s^t e^{(t-\tau)A}Bu(\tau) \, d\tau, \tag{98}$$

it is clear that

$$R^2_{[s, t]} := e^{(t-s)A}z + \mathcal{L}_{s, t} \left( L^2(s, t; U) \right). \tag{99}$$

The use of [1, Proposition 2.6] allows to reduce the number of variables from 4 to 2. In particular

$$V_1(s, t; z, x) = V_1(s - t, 0; 0, x - e^{(s-t)A}z) = V_1(0, t - s; 0, x - e^{(t-s)A}z); \tag{100}$$

Hence from now on we set, for simplicity of notation,

$$V(t, x) := V_1(-t, 0; 0, x) = \inf_{u \in \mathcal{U}_{[-t, 0]}(0, x)} J_{[-t, 0]}(u) \quad t \in ]0, +\infty[, \quad x \in X. \tag{101}$$

A.2 The space $H$ and its properties

In this subsection we provide some useful properties of the space $H$ introduced in Subsection 2.3 (see (22)-(23)). First recall that

$$H = \mathcal{R}(Q_{-\frac{1}{2}}) \quad \text{and} \quad \langle x, y \rangle_H = \langle Q_{-\frac{1}{2}} x, Q_{-\frac{1}{2}} y \rangle_X, \quad x, y \in H, \tag{102}$$

and that (with, in general, proper inclusion)

$$H \subseteq \mathcal{R}(Q_{\frac{1}{2}}) = [\ker Q_{\frac{1}{2}}]^\perp = [\ker Q_{\infty}]^\perp.$$

Next Lemmas A.1 and A.2 are exactly Lemmas 4.2 and 4.3 of [1].
Lemma A.1.

(i) The space $H$ is a Hilbert space continuously embedded into $X$.

(ii) The space $\mathcal{R}(Q_\infty)$ is dense in $H$.

(iii) The operator $Q_\infty^{-1/2}$ is an isometric isomorphism from $H$ to $[\ker Q_\infty^{1/2}]^\perp$, and in particular

$$\|Q_\infty^{-1/2}x\|_X = \|x\|_H \quad \forall x \in H.$$  \hfill (103)

(iv) We have $Q_\infty^{1/2} \in \mathcal{L}(H)$ and

$$\|Q_\infty^{1/2}\|_{\mathcal{L}(H)} = \|Q_\infty^{1/2}\|_{\mathcal{L}(H)}.$$  

(v) For every $F \in \mathcal{L}(X)$ such that $\mathcal{R}(F) \subseteq H$ we have $Q_\infty^{-1/2}F \in \mathcal{L}(X)$, so that $F \in \mathcal{L}(X, H)$.

Lemma A.2. For $0 < t \leq +\infty$ let $Q_t$ be the operator defined by (19). Then, for every $t \in [T_0, +\infty]$, the space $Q_t(\mathcal{D}(A^*))$ is dense in $H$ and contained in $\mathcal{D}(A)$. In particular $\mathcal{D}(A) \cap H$ is dense in $H$.

Remark A.3. The above Lemma immediately implies that, for every $t \in [T_0, +\infty]$, $Q_t(\mathcal{D}(A^*))$ is dense in $[\ker Q_\infty^{1/2}]^\perp$ with the topology inherited by $X$, since the inclusion of $H$ into $[\ker Q_\infty^{1/2}]^\perp$ is continuous.

Now we state and prove three very useful lemmas.

Lemma A.4. Assume Hypothesis 2.7. Then we have the following:

(i) For every $z \in H$ and $r \geq 0$ we have $e^{rA}z \in H$; moreover the semigroup $e^{tA}|_H$ is strongly continuous in $H$. In particular, for each $T > 0$ there exists $c_T > 0$ such that

$$\|e^{rA}z\|_H \leq c_T \|z\|_H \quad \forall z \in H, \quad \forall r \in [0, T].$$

(ii) For every $\lambda \in \rho(A)$ we have $\lambda \in \rho(A_0)$ and $R(\lambda, A_0) = R(\lambda, A)|_H$.

(iii) The generator $A_0$ of the semigroup $e^{tA}|_H$ is given by

$$\begin{align*}
\mathcal{D}(A_0) &= \{ x \in \mathcal{D}(A) \cap H : Ax \in H \} \\
A_0 x &= Ax \quad \forall x \in \mathcal{D}(A_0). \hfill (104)
\end{align*}$$

We denote the semigroup $e^{tA}|_H$ by $e^{tA_0}$ (see Notation 3.7): thus $e^{tA_0}$ is a strongly continuous semigroup in $H$.

Proof. (i) Fix any $z \in H$ and $t > T_0$: then, by Hypothesis 2.7, $z \in \mathcal{R}(Q_\infty^{1/2}) = \mathcal{R}(Q_t^{1/2}) = \mathcal{R}(\mathcal{L}_{-t,0})$ (see (32)), i.e. there exists $u \in L^2(0, r; U)$ such that

$$z = \mathcal{L}_{-t,0}(u) = \int_{-t}^0 e^{-\sigma A} Bu(\sigma) \, d\sigma.$$  

Hence, for every $r > 0$,

$$e^{rA}z = \int_{-t}^0 e^{(r-\sigma)A} Bu(\sigma) \, d\sigma = \int_{-t}^r e^{(r-\sigma)A} B\overline{m}(\sigma) \, d\sigma,$$

where

$$\overline{m}(s) = \begin{cases} u(s) & \text{if } s \in [-t, 0] \\
0 & \text{if } s \in [0, r]. \end{cases}$$

Setting $r - \sigma = -s$ and $v(s) = \overline{m}(s + r)$, it follows that

$$e^{rA}z = \int_{-t-r}^0 e^{-sA} B\overline{m}(r + s) \, ds = \mathcal{L}_{-t-r,0}(v) \in \mathcal{R}(\mathcal{L}_{-t-r,0}) = \mathcal{R}(Q_{t+r}^{1/2}) = \mathcal{R}(Q_\infty^{1/2}) = H.$$
Let us now prove that the restriction of \(e^{tA}\) to \(H\) has closed graph in \(H\): if \(z, \{z_n\} \subset H\) and \(z_n \to z\) in \(H\), \(e^{tA}z_n \to w \in H\) in \(H\), then, since \(H\) is continuously embedded into \(X\),

\[
z_n \to z \text{ in } X, \quad e^{tA}z_n \to w \text{ in } X;
\]

but \(e^{tA} \in \mathcal{L}(X)\), so that \(w = e^{tA}z\). Thus \(e^{tA}z_n \to e^{tA}z\) in \(H\), and it follows that \(e^{tA} \in \mathcal{L}(H)\).

Now fix \(x \in H\) and consider for \(t > 0\) the quantity \(e^{tA}x - x\). We have

\[
\|e^{tA}x - x\|_H = \sup_{\|y\|_H = 1} \langle e^{tA}x - x, y \rangle_H;
\]

thus, for every \(\varepsilon \in [0,1]\) there exists \(y_\varepsilon \in H\) with \(\|y_\varepsilon\|_H = 1\) such that

\[
\|e^{tA}x - x\| < \varepsilon + \langle e^{tA}x - x, y_\varepsilon \rangle_H;
\]

then, using Lemma A.2 and choosing \(z_\varepsilon \in \mathcal{R}(Q_\infty)\) such that \(\|z_\varepsilon - y_\varepsilon\|_H < \varepsilon\), we obtain

\[
\|e^{tA}x - x\|_H < \varepsilon + \|e^{tA}x - x, z_\varepsilon\|_H \leq \varepsilon + \|e^{tA}x - x, y_\varepsilon\|_H + \|e^{tA}x - x, Q_\infty^{-1}z_\varepsilon\|_X \leq \varepsilon + \|e^{tA}x - x, y_\varepsilon\|_H + \|e^{tA}x - x\|_X \|Q_\infty^{-1}z_\varepsilon\|_X.
\]

Hence

\[
(1 - \varepsilon)\|e^{tA}x - x\|_H < \varepsilon + \|e^{tA}x - x\|_X \|Q_\infty^{-1}z_\varepsilon\|_X;
\]

and letting \(t \to 0^+\) we get

\[
\limsup_{t \to 0^+} \|e^{tA}x - x\|_H \leq \frac{\varepsilon}{1 - \varepsilon} + 0.
\]

The arbitrariness of \(\varepsilon\) leads to the conclusion.

(ii) This is an immediate consequence of point (i) and of the well known resolvent formula \(R(\lambda, A) = \int_0^{+\infty} e^{-\lambda t} e^{tA} dt\).

(iii) If \(z \in \mathcal{D}(A_0)\) then it must be, by definition, \(z \in \mathcal{D}(A)\), \(z \in H\), \(Az \in H\); hence \(\mathcal{D}(A_0) \subseteq \{x \in \mathcal{D}(A) \cap H : Ax \in H\}\). To prove the converse we first observe that, using (ii), we get, for \(n \in \mathbb{N} - \{0\}\) and \(h \in H\),

\[
nAR(n, A)x = nx - n^2R(n, A)x = nx - n^2R(n, A_0)x = nA_0R(n, A_0)x
\]

Now assume that \(z \in \mathcal{D}(A) \cap H\) with \(Az \in H\). To prove that \(z \in \mathcal{D}(A_0)\) it is enough to show that \(nA_0R(n, A_0)z\) converges to some element \(y\) of \(H\) when \(n \to +\infty\). In this case such element is \(A_0z\). To do this we observe that, by the above remarks for the resolvents and by the assumptions on \(z\), we get

\[
nA_0R(n, A_0)z = nAR(n, A)z = nR(n, A)Az = nR(n, A_0)Az
\]

The latter, by the properties of resolvents, converges in \(H\) to \(Az\) as \(n \to +\infty\), since \(Az \in H\). This shows that \(z \in \mathcal{D}(A_0)\) and \(A_0z = Az\).

\[\text{Lemma A.5. Assume Hypothesis 2.7. Then we have the following.}\]

(i) \(Q_\infty(H)\) is dense in \(H\).

(ii) \(Q_\infty(\mathcal{D}(A_0))\) is dense in \(H\).

(iii) Let \(A\) be selfadjoint and commuting with \(BB^*\). Then \(Q_\infty(\mathcal{D}(A_0)) \subseteq \mathcal{D}(A_0)\). Moreover \(A_0^*\) is selfadjoint in \(H\).

\[\text{Proof. (i)}\] Since \(\ker Q_\infty^{1/2} = \ker Q_\infty\), we have \(\mathcal{R}(Q_\infty^{1/2}) = \mathcal{R}(Q_\infty)\). Fix \(x \in H\) and set \(z := Q_\infty^{-1/2}x \in \mathcal{R}(Q_\infty)\). Then there exists \(\{w_n\} \subset X\) such that, defining \(z_n := Q_\infty w_n \in \mathcal{R}(Q_\infty)\), we have \(z_n \to z\) in \(X\). Set

\[
x_n := Q_\infty^{1/2}z_n = Q_\infty^{1/2}Q_\infty w_n = Q_\infty Q_\infty^{1/2}w_n.
\]

Clearly \(x_n \in Q_\infty(H)\). Moreover

\[
\|x_n - x\|_H = \|Q_\infty^{1/2}z_n - x\|_H = \|z_n - z\|_X \to 0 \quad \text{as } n \to +\infty,
\]
which proves the claim.

(iii) Fix $x \in H$. By part (i) there exists $\{x_n\} \subset Q_\infty(H)$ such that $x_n \to x$ in $H$. We must have $x_n := Q_\infty z_n$, with $z_n \in H$. Since $D(A_0^*)$ is dense in $H$, then, for every $n \in \mathbb{N}$, there exists $w_n \in D(A_0^*)$ such that $\|z_n - w_n\|_H < 1/n$. Consequently, setting $y_n := Q_\infty w_n$, we have, using Lemma A.1-(iv),

$$\|y_n - x\|_H \leq \|Q_\infty(w_n - z_n)\|_H + \|x_n - x\|_H \leq \|Q_\infty\|_{\mathcal{L}(H)} \frac{1}{n} + \|x_n - x\|_H.$$  

This proves the claim.

(iii) Let $A$ be selfadjoint and commuting with $BB^*$. Observe first that $D(A_0^*) \subset D(A^*) = D(A)$. Indeed, when $x \in D(A_0^*)$, the linear map $y \to \langle x, A_0y \rangle_H$ is bounded in $H$. Using such boundedness and the fact that $A$ and $Q_\infty$ commute (see [1, Proposition C.1-(v)]), we get, for every $y \in D(A)$,

$$\langle x, Ay \rangle_x = \langle x, Q_\infty Ay \rangle_H + \langle x, AQ_\infty y \rangle_H = \langle x, A_0 Q_\infty y \rangle_H \leq C\|Q_\infty y\|_H \leq C\|y\|_X$$

which implies $x \in D(A^*) = D(A)$.

Now, let $x \in Q_\infty(D(A_0^*))$ (which is contained in $D(A)$ by Lemma A.2, since $D(A_0^*) \subset D(A^*)$) and let $z \in D(A_0^*)$ be such that $x = Q_\infty z$. Using again the fact that $A$ and $Q_\infty$ commute, we get $Ax = A Q_\infty z = Q_\infty Az \in H$. Hence, by definition of $A_0$, we deduce that $x \in D(A_0)$ and $A_0 x = Ax$.

Now we prove that $A_0$ is selfadjoint in $H$. Let $x \in D(A_0)$ and $y \in Q_\infty(D(A_0^*))$. Then for some $z \in D(A_0^*)$ we have $y = Q_\infty z$ and $Q_\infty^{-1} y = z + z_0$, where $z_0 \in \ker Q_\infty$. Hence it must be $\langle Ax, z_0 \rangle_x = 0$, since $Ax = A_0 x \in H \subset [\ker Q_\infty]$. Using this fact, we get

$$\langle A_0 x, y \rangle_H = \langle Ax, y \rangle_H = \langle Ax, Q_\infty^{-1} y \rangle_x = \langle Ax, z \rangle_x = \langle x, A_0 z \rangle_x = \langle x, Q_\infty A_0 z \rangle_H = \langle x, A Q_\infty z \rangle_H = \langle x, A_0 y \rangle_H,$$

where in the last step we used the inclusion $D(A_0^*) \subset D(A)$, the fact that $Q_\infty$ and $A$ commute, and the inclusion $Q_\infty(D(A_0^*)) \subset D(A_0)$. This implies that, for every $x \in D(A_0)$, the linear map $y \to \langle x, A_0 y \rangle_H$ is defined on $Q_\infty(D(A_0^*))$ (which is dense in $H$) and is bounded in $H$. This implies that $x \in D(A_0^*)$ and $A_0^* x = A_0 x$. Hence $A_0^*$ extends $A_0$. Since both $A_0$ and $A_0^*$ generate a semigroup, we can choose $\lambda > 0$ such that $\lambda \in \rho(A_0) \cap \rho(A_0^*)$. For such $\lambda$ we now prove that $R(\lambda, A_0^*) = R(\lambda, A_0)$, which immediately implies that $D(A_0) = D(A_0^*)$. Indeed for $z \in H$ we have

$$z = (\lambda - A_0) R(\lambda, A_0) z = (\lambda - A_0^*) R(\lambda, A_0) z,$$

where in the last equality we used that $D(A_0) \subset D(A_0^*)$ and that $A_0^* x = A_0 x$ for all $x \in D(A_0)$. Applying $R(\lambda, A_0^*)$ to both sides we get the claim.

**Lemma A.6.** Assume Hypothesis 2.7. 

(i) For $0 \leq s \leq T_0$ we have $Q_\infty^{-1/2} e^{sA} \in \mathcal{L}(H, X)$, and there exists $C_1(T_0) > 0$ such that

$$\|Q_\infty^{-1/2} e^{sA} x\|_X \leq C_1(T_0) \|x\|_H \quad \forall x \in H, \quad \forall s \in [0, T_0],$$

and $(Q_\infty^{-1/2} e^{sA})^* = e^{sA} Q_\infty^{-1/2} \in \mathcal{L}(X, H)$, with

$$\|Q_\infty^{-1/2} e^{sA}\|_{\mathcal{L}(X, H)} \leq C_1(T_0) \quad \forall s \in [0, T_0].$$

(ii) For $s > T_0$ we have $Q_\infty^{-1/2} e^{sA} \in \mathcal{L}(X)$, with

$$\|Q_\infty^{-1/2} e^{sA} x\|_X \leq C_1(T_0) M e^{-\omega(s - T_0)} \|x\|_X \quad \forall x \in X, \quad \forall s > T_0,$$

and

$$\|[Q_\infty^{-1/2} e^{sA}]^*\|_{\mathcal{L}(X)} \leq C_1(T_0) M e^{-\omega(s - T_0)} \quad \forall s > T_0.$$

(iii) For $s \geq 0$, $x \in X$ we have

$$e^{sA_0} Q_\infty x = Q_\infty e^{sA_0} x.$$
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(iv) For \( x \in \mathcal{D}(A^*) \) we have \( Q_\infty x \in \mathcal{D}(A^*_0) \). Moreover, for every \( s \geq 0 \) we have
\[
A^*_0 e^{sA} Q_\infty x = Q_\infty A^* e^{sA^*} x.
\]

Proof. (i) We have by Lemma A.4-(i)
\[
\|Q_\infty^{-1/2} e^{sA} x\|_X = \|e^{sA} x\|_H \leq cT_0 \|x\|_H \quad \forall x \in H, \quad \forall s \in [0, T_0];
\]
moreover (identifying here \( X \) and \( H \) with their duals), \( (Q_\infty^{-1/2} e^{sA})^* \in \mathcal{L}(X, H) \) and, for all \( z \in H \) and \( x \in X \), we have
\[
\langle (Q_\infty^{-1/2} e^{sA})^* x, z \rangle_H = \langle x, Q_\infty^{-1/2} e^{sA} z \rangle_X = \langle Q_\infty^{1/2} x, e^{A^*} z \rangle_H = \langle e^{A^*_0} Q_\infty^{1/2} x, z \rangle_H.
\]
This shows that
\[
(Q_\infty^{-1/2} e^{sA})^* = e^{A^*_0} Q_\infty^{1/2} \in \mathcal{L}(X, H),
\]
with
\[
\|Q_\infty^{-1/2} e^{sA} \|_{\mathcal{L}(X, H)} = \|e^{A^*_0} Q_\infty^{1/2} \|_{\mathcal{L}(X, H)} = \|Q_\infty^{-1/2} e^{sA} \|_{\mathcal{L}(H, X)} \leq cT_0 \quad \forall s \in [0, T_0].
\]
(ii) By Hypothesis 2.7 we have \( Q_\infty^{-1/2} e^{sA} \in \mathcal{L}(X) \), and by (i) we get
\[
\|Q_\infty^{-1/2} e^{sA} \|_{\mathcal{L}(X)} = \|Q_\infty^{-1/2} e^{A^*_0} e^{(s-s_0)A} \|_{\mathcal{L}(X)} \leq \|Q_\infty^{-1/2} e^{A^*_0} \|_{\mathcal{L}(X)} M e^{-\omega(s-s_0)} \leq C_1(T_0) M e^{-\omega(s-s_0)} \quad \forall s > T_0.
\]
The claim easily follows.
(iii) For \( s \geq 0, x \in X, z \in H \), we have
\[
\langle e^{A^*_0} Q_\infty x, z \rangle_H = \langle Q_\infty x, e^{A^*_0} z \rangle_H = \langle x, e^{sA} z \rangle_X = \langle e^{sA^*} x, z \rangle_X = \langle Q_\infty e^{sA^*} x, z \rangle_H,
\]
which proves the claim.

(iv) Let \( x \in \mathcal{D}(A^*) \) and \( s \geq 0 \). For \( h > 0 \) we have, using the point (iii) above,
\[
\lim_{h \to 0} \frac{e^{(s+h)A^*_0} - e^{sA^*_0}}{h} Q_\infty x = Q_\infty \lim_{h \to 0} \frac{e^{(s+h)A^*} - e^{sA^*}}{h} x
\]
Letting \( h \to 0 \), the claim follows. \( \square \)
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