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Abstract—Research in deep learning models to forecast traffic intensities has gained great attention in recent years due to their capability to capture the complex spatio-temporal relationships within the traffic data. However, most state-of-the-art approaches have designed spatial-only (e.g. Graph Neural Networks) and temporal-only (e.g. Recurrent Neural Networks) modules to separately extract spatial and temporal features. However, we argue that it is less effective to extract the complex spatio-temporal relationship with such factorized modules. Besides, most existing works predict the traffic intensity of a particular time interval only based on the traffic data of the previous one hour of that day. And thereby ignores the repetitive daily/weekly pattern that may exist in the last hour of data. Therefore, we propose a Unified Spatio-Temporal Graph Convolution Network (USTGCN) for traffic forecasting that performs both spatial and temporal aggregation through direct information propagation across different timestamp nodes with the help of spectral graph convolution on a spatio-temporal graph. Furthermore, it captures historical daily patterns in previous days and current-day patterns in current-day traffic data. Finally, we validate our work’s effectiveness through experimental analysis\(^1\), which shows that our model USTGCN can outperform state-of-the-art performances in three popular benchmark datasets from the Performance Measurement System (PeMS). Moreover, the training time is reduced significantly with our proposed USTGCN model.

Index Terms—Graph Neural Network, Spatio Temporal Data Analysis, Prediction, and Forecasting, Time Series Analysis

I. INTRODUCTION

In recent years, Intelligent Transportation System (ITS) is being developed in many countries around the world and traffic forecasting lies in the heart of ITS. Traffic intensity is determined by the average speed of vehicles passing through observed road junctions in a traffic network at each time interval and the goal of traffic forecasting is to predict the traffic intensity in near future by observing the traffic data from the past and current time along with the physical traffic network. Accurate forecasting of traffic intensity throughout different parts of the day in a busy city can help the inhabitants to schedule their journeys in an efficient way to avoid traffic jam. Besides, accurate traffic flow prediction is required to recommend time saving paths for drivers and thus crucial for dynamic traffic management. Hence, the problem of traffic forecasting has drawn much interest in artificial intelligence and machine learning community.

\(^1\)Code is available at [github.com/AmitRoy7781/USTGCN](https://github.com/AmitRoy7781/USTGCN)

However, the task of traffic forecasting is challenging because there lies a complex spatio-temporal relationship in traffic data as the traffic within a busy city changes heavily in different locations throughout different periods in a day. In order to capture this complex spatio-temporal relationship, several deep learning based approaches are proposed in recent years \([1]–[9]\). As the traffic network can be represented using a graph, graph neural networks \([10], [11]\) are used to capture spatial relationships while recurrent neural networks are used to encode the temporal relationships \([12]\). To name a few, STGCN \([12]\) is the first approach that applied graph convolutions along with recurrent units to solve the time series prediction problem in the traffic domain. DCRNN \([1]\), on the other hand, used a bidirectional random walk to capture the spatial relations and GRU for temporal dependencies. Again, attention guided spatial and temporal convolutions are performed among recent, daily and weekly components in ASTGCN \([2]\). Graph Wavenet \([3]\) proposed to learn a self-adaptive adjacency matrix to encode complex spatial relationships in the embedded space while dilated causal convolution layers at different granular levels are used to capture temporal dependency. A very recent work, LSGCN \([8]\) captured long-term and short-term dependencies with graph convolution and gated linear unit (GLU).
Most of the recent works of traffic forecasting follow a typical way of first extracting spatial relationships among different road-junctions/nodes through employing graph neural network on each timestamp traffic graph (see in Figure 1). After that, temporal dependencies are exploited using a 1-D convolution or a recurrent neural network across different timestamp graphs of the physical traffic network. As the physical traffic network (spatial) and continuous traffic data (temporal) components are both related in determining the traffic feature at future timestamps, dealing with them in a factorized manner does not fully serve the purpose to capture the interrelationship. In Figure 1, we demonstrate that extracting spatial and temporal information separately and then combining them cannot capture the inherent interrelationship between space-time in traffic data comprehensively. Hence, it is desirable to model both the spatial and temporal dependencies of traffic data in a unified manner. This motivates us to design a Unified Spatio-Temporal Graph Convolution Network (USTGCN) that performs the spatial and temporal aggregation in a unified way as depicted in Figure 1. Thus, a sophisticated formulation is proposed concatenating the spatial adjacency matrix of all timestamps for a particular time window into a single spatio-temporal adjacency matrix that can propagate the traffic features from different road junctions across different timestamps. USTGCN, later on performs graph convolution with the spatio-temporal graph, which serves the purpose of unified spatio-temporal aggregation.

Another shortcoming of the current state-of-the-art methods is that these models attempted to capture the spatial and temporal dependencies of the current-day pattern only where the current-day pattern is defined as traffic pattern observed in the last hour from the prediction window on the current day. For example, recent approaches aim to learn the pattern in traffic data from 9:05 AM - 10:00 AM to predict the traffic speed at 10:05 AM - 10:30 AM on a particular day. But we argue that only the current-day pattern limits the capability of a traffic forecasting model to predict the traffic intensities in a dynamic metropolitan city whereas the analysis of historical daily patterns can boost the prediction performance as well as the generalization power of the model. As the traffic in a city follows a similar pattern at the same period for different days, it is intuitive that the traffic intensity on Tuesday at 10:05 AM - 10:30 AM will have similarity to the traffic intensity at 10:05 AM - 10:30 AM during each day of the past week which we refer as historical daily pattern throughout this paper. Hence, the historical daily pattern can be represented as the repetitive pattern in traffic data of the last week for a particular time window. For instance, the traffic speed pattern during 10:05 AM - 10:30 AM of each day in the last one week is related in general for predicting the traffic at 10:05 AM - 10:30 AM. To be consistent with the number of timestamps considered in the current-day pattern, in this paper we consider the traffic pattern from 09:30 AM - 10:30 AM of last one week as the historical daily pattern to predict the traffic at 10:05 AM - 10:30 AM. Thus, we analyze the historical daily pattern of traffic speeds during 09:30 AM - 10:30 AM for the last one week as well as the current-day pattern during 9:05 AM - 10:00 AM to predict speeds at 10:05 AM - 10:30 AM on the current day as Figure 2 portrays. Therefore, we propose a novel unified framework to learn the pattern for the last hour on the current day as well as historical daily patterns from traffic data of the previous days.

In summary, our key contributions are as follows:

- A novel unified spatio-temporal graph convolution network (USTGCN) to capture the complex cross-spacetime dependencies in traffic network data.
- A simple but effective approach to extract current-day patterns and historical daily patterns through analyzing traffic data on the current day and last one week respectively.
- With the experimental analysis, we have shown that our unified spatio-temporal model can achieve state-of-the-art performances in three publicly available datasets from the Performance Measurement System (PeMS).

II. Background Study

In the past, various statistical and machine learning techniques such as Auto-Regressive Integrated Moving Average (ARIMA) [13], Historical Average (HA), Support Vector Regression (SVR) [14], and Kalman filters [15] have been widely used for traffic forecasting. However, in recent years, graph neural networks (GNN) have achieved greater success in modeling real-life traffic. GNNs are able to encode the spatial dependency between neighbor nodes in a graph into their hidden representation by employing different feature aggregation scheme. Graph Convolution Networks (GCN) [10, 16] apply spectral convolutions to learn structural dependency as well as feature information while GraphSAGE [11] introduced a neighborhood aggregation strategy to preserve the inter-relationship among proximal nodes.

As GNNs succeeds in learning representations for various downstream machine learning tasks, several recent works have employed graph convolution to learn node representations.
that can extract spatial relations from the traffic network. STGCN [12] has modeled spatial and temporal relations using a convolutional network where the spatial graph convolution is applied to extract spatial features in between two temporal gated-convolution with residual connection and bottleneck strategy. The iterative strategy is used for traffic prediction in STGCN where prediction in previous iterations are used for next iterations which accumulates error in prediction. The diffusion process is used to model the traffic networks in DCRNN [1] that captures the spatial relations by using the bidirectional random walks and GRU for temporal dependencies but the random walk based graph convolutional strategy cannot completely capture the spatial relations. Besides, several recent works [3], [4], [6] have achieved good performance. To capture the spatio-temporal dependency among nodes in the embedded space, Graph Wavenet [3] learns a self-adaptive dependency matrix where the receptive field increases with the number of layers. Very recent work LSGCN [5] proposes a new graph attention network called cosAtt and incorporates the cosAtt and GCN into the spatial gated block and linear gated block to iteratively predict future traffic intensity. Handling spatial dependency among different road junctions in the physical traffic network and the temporal variation of traffic data separately limits the the state-of-the-art approaches from encoding the complex spatio-temporal interrelationship into the learned representation.

III. PRELIMINARIES AND PROBLEM SETTING

Forecasting traffic is a regression task where the input is a traffic network that can be represented with the form of a graph \( G = (V, E, A) \) where \( V \) and \( E \) denotes the set of nodes (road junctions) and the set of edges (roads) respectively. Let, \( N = |V| \). Then, \( A \in \mathbb{R}^{N \times N} \) is an adjacency matrix with \( A_{ij} > 0 \) if there exists an edge between node \( i \) and node \( j \), i.e. \((i, j) \in E\) and 0 otherwise. Also, \( A_{ij} \) can denote the edge weight based on the road distance in a weighted traffic network. As the traffic at different nodes changes over time, we can represent the traffic feature of a node \( u \) at timestamp \( t \) using \( X^{<t>}_{<t>} \in \mathbb{R}^{d} \) where \( d \) is the dimension of traffic feature and the traffic features of all the nodes at timestamp \( t \) can be represented using \( X^{<t>} \in \mathbb{R}^{N \times d} \). Given a sequence of traffic feature of most recent \( T \) timestamps as input (\( X^{<1>} \), \( X^{<2>} \), \ldots, \( X^{<T>} \)), the task of traffic forecasting is to predict the traffic feature of next \( n \) timestamps in the future (\( X^{<T+1>} \), \( X^{<T+2>} \), \ldots, \( X^{<T+n>} \)). Here, we refer to recent past \( T \) timestamps as data window and next \( n \) timestamps as prediction window in the following sections. The traffic feature could be average speed, traffic flow, or road occupancy but following the state-of-art we choose traffic speed as the traffic feature without the loss of generality.

IV. PROPOSED METHOD

In this section, we first present the whole architecture of USTGCN that can encode complex spatio-temporal dependencies between nodes of a spatio-temporal traffic network into their embeddings. Next, we describe the the process of feeding in historical and current-day into USTGCN and lastly the regression module to predict the the traffic intensity in future timestamp using the representations obtained from USTGCN. The brief overview of our proposed model is shown in Figure 3 and 4.

1) USTGCN: Unified Spatio-temporal Graph Convolution Network: Traditional traffic forecasting frameworks, using spatial-only adjacency matrix \( A \in \mathbb{R}^{N \times N} \) for each timestamp \( t \) enables the model to capture only the spatial relationships among different junctions of the traffic network at a single timestamp. Therefore, to encode the complex spatio-temporal relationship from different timestamps, we introduce cross-space-time edges with the form of a spatio-temporal graph consisting of spatial-only \( T \) timestamp graphs as follows,

\[
A_{ST} = \begin{bmatrix}
A & 0 & 0 & \ldots & 0 \\
\bar{A} & A & 0 & \ldots & 0 \\
\bar{A} & \bar{A} & A & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\bar{A} & \bar{A} & \bar{A} & \ldots & A
\end{bmatrix} \in \mathbb{R}^{NT \times NT} \tag{1}
\]

In Equation 1 each entry of \( A_{ST} \) is a \( N \times N \) matrix as shown in Figure 3. It is to be noted that our proposed spatio-temporal adjacency matrix, \( A_{ST} \) is a lower triangular matrix because intuitively we can say that traffic intensities of nodes at a particular timestamp \( t \) depends on traffic features of nodes from the previous 1 to \((t-1)\) timestamps. Therefore, for forecasting traffic at timestamp \( t \), an ideal model should aggregate traffic features from the previous timestamps and not from the future timestamps. So, each upper submatrix \( A_{ST}\{t,t\} = 0 \in \mathbb{R}^{N \times N} \) where \( t > t \), and \( t, t' \in \{1, \ldots, T\} \). On the other hand, each lower submatrix \( A_{ST}\{t,t'\} = \bar{A} \) where \( t' < t \) and \( \bar{A} = A + I \), means that every node at timestamp \( t \) aggregates the traffic features of ego (target node) and neighbor node from previous 1 to \((t-1)\) timestamps.

And each diagonal submatrix \( A_{ST}\{t,t\} = A \) means every node aggregates features from its 1-hop spatial neighbors at timestamp \( t \). We keep the ego (target node) and neighbor node embeddings separate to perform a weighted aggregation explicitly at timestamp \( t \). As a result, our model acquires the potential to give different importance on ego (target node) and on neighbor node features that amplifies its expressiveness. In contrast, if we use \( \bar{A} = A + I \) instead of \( A \), it mixes both embeddings through averaging them which results in less expressive representations of nodes.

For example, let us consider node 5 at timestamp 3 in the sample graph in Figure 3 as the target node. \( A_{ST}\{15:3\} \) indicates the spatio-temporal connectivity of the target node. Each non-zero entry in \( A_{ST}\{15:3\} \) represents the set of edges associated with the target node. \( A_{ST}\{15:1\} \) denotes that node 5 at timestamp 3 is connected with node 1 at timestamp 1. Similarly, \( A_{ST}\{15:3\} \) denotes edge between node 5 at timestamp 3 and node 3 at timestamp 1, \( A_{ST}\{15:5\} \) represents the edge between node 5 at timestamp 3 and node 5 at timestamp 1, and so on. In other words, we can say that the
\[ X_{ST}^t = D_{ST}^{-\frac{1}{2}} A_{ST} D_{ST}^{-\frac{1}{2}} (X_{Self}^t \cdot W_{Temp}^t) \]

\[ X_{ST}^{t+1} = ReLU(W_{final}(X_{Self}^t | X_{ST}^t)^T)^T \]

Fig. 3: Unified Spatio-Temporal Graph Convolutional Network, USTGCN. The unified spatio-temporal adjacency matrix, \( A_{ST} \) showcases the cross-space-time connections among nodes from different timestamps which consists of three types of submatrices: A as diagonal submatrix, as lower submatrix and 0 as upper submatrix. \( A_{ST} \), a lower triangular matrix, facilitates traffic feature propagation from neighboring nodes only from the previous timestamps. The input features of different timestamps at convolution layer \( t \) are stacked into \( X_{Self}^t \) which is element-wise multiplied with broadcasted temporal weight parameter \( W_{Temp}^t \) indicating the importance of the feature at the different timestamp. Afterwards, graph convolution is performed followed by weighted combination of self representation, \( X_{Self}^t \) and spatio-temporal aggregated vector, \( X_{ST}^t \) to compute the representation \( X_{Self}^{t+1} \) that is used as input features at next layer, \( l + 1 \) or fed into the regression task.

Fig. 4: To learn both daily and current traffic pattern, for each node we stack the traffic speeds of the last seven days (traffic pattern during 09:30 AM - 10:30 AM for the last week depicted with green color) along with the current-day traffic pattern for the past hour (traffic speed during 09:05 AM - 10:00 AM on current day i.e. Tuesday depicted with red color) into the corresponding feature vector. We feed the feature matrix stacked for \( N \) nodes in the traffic network across \( T = 12 \) timestamps to the USTGCN model of \( K \) convolution layers to compute spatio-temporal embedding. Finally, the regression module predicts future traffic intensities by utilizing the spatio-temporal embeddings.

target node (node 5 at timestamp 3) aggregates traffic features from its spatio-temporal neighbor nodes i.e., node 1, 3 and 5 from timestamp 1, 2, and its spatial neighbor nodes i.e., node 1, and 3 from timestamp 3. Consequently, the spatio-temporal adjacency matrix facilitates our model to aggregate spatio-temporal traffic features from informative nodes across previous timestamps as well as spatial traffic features from the neighbor nodes of current timestamp.

From Section III, we can recall that \( X^{<t>} \in \mathbb{R}^{N \times d} \) denotes the traffic intensity of all the road junctions of the input traffic network at timestamp \( t \). As depicted in the feature concatenation part of Figure 4, we transform the given input features of previous \( T = 12 \) timestamps \( (X^{<1>}, X^{<2>}, \ldots, X^{<T>}) \) where \( X^{<t>} \in \mathbb{R}^{N \times d} \) by stacking them in a matrix \( X_{Self} \in \mathbb{R}^{NT \times d} \). After that, we use the adjacency matrix of spatio-temporal graph \( A_{ST} \) and the concatenated spatio-temporal feature matrix \( X_{Self} \) to perform spectral graph convolution [10] in Equation 2 and 3 which serve the purpose of spatio-temporal aggregation in a unified manner. Unlike traditional spectral graph convolution, we introduce a temporal weight parameter \( W_{Temp} \in \mathbb{R}^{T \times d} \) which is used to learn the importance of traffic features from different timestamps 1 to \( T \). Note that, \( W_{Temp} \) is shared across all the nodes in a particular timestamp hence broadcasted to \( \mathbb{R}^{NT \times d} \) to perform element-wise multiplication with the stacked feature matrix \( X_{Self} \).

\[ \tilde{A}_{ST} = D_{ST}^{-\frac{1}{2}} A_{ST} D_{ST}^{-\frac{1}{2}} \]  
\[ X_{ST}^t = \tilde{A}_{ST}(X_{Self}^t \cdot W_{Temp}^t) \]  

Here, \( l \) denotes the graph convolutional layer and \( D_{ST}[i,i] = \sum_{j=1}^{NT} A_{ST}[i,j] \).

After that, we compute a weighted combination of ego (target node) features \( X_{Self}^t \) and spatio-temporal aggregated features \( X_{ST}^t \) with \( ReLU \) as the nonlinearity in Equation 4 to obtain the spatio-temporal representation for the next layer, \( X_{Self}^{t+1} \):

\[ X_{Self}^{t+1} = ReLU(W_{final}(X_{Self}^t | X_{ST}^t)^T)^T \]  

Here, \( W_{final} \in \mathbb{R}^{2d \times d} \) is a learnable parameter to assign different importance to the self-representation, \( X_{Self}^t \) of the current timestamp and spatio-temporal aggregated vector, \( X_{ST}^t \) from previous timestamps.
To increase the receptive field of traffic information, we stack $K$ layers of spatio-temporal convolutions together that enables our model to capture information from the $K$-hop neighborhood for each target node at different timestamps. Figure 3 shows the overview of unified spatio-temporal convolution.

We designed the spatio-temporal adjacency matrix, $A_{ST}$ as a lower triangular matrix so that the USTGCN network only capture the traffic feature from past timestamps. Hence, the resultant feature matrix from Equation 2 should also be a lower triangular matrix to ensure that traffic feature from future timestamps is not included during the aggregation. We show it in the following lemma:

**Lemma 1.** $\tilde{A}_{ST}$ is a lower triangular matrix.

**Proof.** As we mentioned before, $A_{ST}$ is lower triangular matrix. Also, $D_{ST}^{-1}$ is a diagonal matrix as $D_{ST}$ is a diagonal degree matrix of $A_{ST}$.

$$\begin{align*}
(DA)[i,j] &= \sum_{k=1}^{NT} D_{ST}^{-\frac{1}{2}}[i,k] \times A_{ST}[k,j] \\
\text{In Equation 5, } (DA)[i,j] = 0 \text{ when } i < j \text{ (entries above the main diagonal), because either } i \neq k \text{ or } k < j \text{ holds, } D_{ST}^{-\frac{1}{2}}[i,k] = 0 \text{ or } A_{ST}[k,j] = 0. \text{ Hence, } (DA) \text{ is a lower triangular matrix.}
\end{align*}$$

Again, we rewrite the Equation 2 as follows,

$$\begin{align*}
\tilde{A}_{ST}[i,j] &= \sum_{k=1}^{NT} (DA)[i,k] \times D_{ST}^{-\frac{1}{2}}[k,j] \\
\text{Similarly, in Equation 6, } \tilde{A}_{ST}[i,j] = 0 \text{ when } i < j, \text{ because either } i < k \text{ or } k \neq j \text{ holds and } (DA)[i,k] = 0 \text{ or } D_{ST}^{-\frac{1}{2}}[k,j] = 0. \text{ Therefore, } \tilde{A}_{ST} \text{ is a lower triangular matrix.}
\end{align*}$$

Lemma 1 ensures that USTGCN aggregates spatio-temporal features from previous timestamps only but not from future timestamps.

Until now, we have described the architecture of USTGCN that convert spatio-temporal graph of physical traffic network and their traffic feature into spatio-temporal representation.

2) **Feeding Historical and Current-data into USTGCN:** We consider the traffic speed of last $P$ days at timestamp $t$ as the historical feature vector of nodes, $X_{<t>}$, and the traffic speed of current day at timestamp $t$ as current feature of nodes, $X_{<t>}$, for each node $u$. As the goal of our model is to preserve the historical traffic information of previous days as well as current day information from last hour traffic data, therefore we concatenate both historical and current feature together i.e., for each node $u$, $X_{<t>} = X_{<t>}$ and pass into multi-layer USTGCN as input features where $X_{<t>}$ is obtained, the embeddings of all $T$ timestamps are concatenated and combined into final embedding $Z_F$ as follows,

$$Z_F = W_F.(Z_{<1>} \parallel \ldots \parallel Z_{<T>})$$

3) **Regression:** Once $Z_F \in \mathbb{R}^{NT \times d}$ is obtained, the embeddings of all $T$ timestamps are concatenated and combined into final embedding $Z_F$ as follows,

$$Z_F = W_F.(Z_{<1>} \parallel \ldots \parallel Z_{<T>})$$

where $Z_{<t>} \in \mathbb{R}^{N \times d}$ represents the spatio-temporal embeddings at timestamp $t$ and $W_F \in \mathbb{R}^{T \times d}$ is the learnable weight parameter. Finally, $Z_F \in \mathbb{R}^{NT \times d}$ is passed through a two-layer neural network to predict the traffic speed for each node $u$ and the learnable parameters have been updated by optimizing supervised mean squared error (MSE) as the loss function. Figure 4 presents the brief overview of whole process.

4) **Scalable USTGCN:** In real life traffic networks, most of the road junctions are connected with only a few other road junctions compared to the total road junctions present in the network. This results in a sparse adjacency matrix of the traffic network. We leverage sparse matrix operations into USTGCN that reduces the space complexity to linear in the number of nodes and edges and enables to execute USTGCN on large graph networks. The total number of nodes in our proposed spatio-temporal graph is $T \times N$ and the total number of edges is $\frac{T(T+1)}{2}(|E|+N)+T*|E|$ where $|\cdot|$ denotes the cardinality of the edge set, $E$.

V. **Experimental Analysis**

In this section, we describe the datasets and the experimental setup followed by the elaborate experimental analysis.

1) **Dataset Description:** To prove the effectiveness of our proposed model, we have performed experiments on three publicly available real-life traffic datasets PeMSD7, PeMSD4, and PeMSD8 [8] collected by Caltrans Performance Measurement System (PeMS) [17]. Those datasets are popular in traffic forecasting research and used for performance comparison in previous works such as STGCN [12], ASTGCN [2], and LSGCN [8]. For partitioning the datasets into training and test set we have followed LSGCN [8]. More statistics of these datasets are shown in Table 1.

**PeMSD7:** PeMSD7 is traffic data in District 7 of California consisting of the traffic speed of 228 sensors while the period is from May to June in 2012 (only weekdays) with a time interval of 5 minutes. We choose the first month of traffic data as the training set while the rest are used as validation and test set.

**PeMSD4:** The dataset refers to the traffic speed data in San Francisco Bay Area, containing 307 sensors on 29 roads. The time span of the dataset is January-February in 2018 and we

| Statistics | PeMSD7 | PeMSD4 | PeMSD8 |
|------------|--------|--------|--------|
| #Nodes     | 228    | 307    | 170    |
| #Edges     | 12672  | 16092  | 17856  |
| #Timestamps| 2012/5 to 2012/6 (only weekdays) | 2018/1 - 2018/2 | 2016/7 - 2016/8 |
| Time Span  | 5 minutes |         |        |
| Daily Range| 00:00 - 24:00 |         |        |

**Table I:** Description of traffic datasets
### Table II: Performance comparison of USTGCN with baselines in traffic prediction (Bold = Best, Underline = Second Best)

| Datasets  | Models                  | 15 min | 30 min | 45 min | 60 min |
|-----------|-------------------------|--------|--------|--------|--------|
|           |                         | MAE    | RMSE   | MAPE   | MAE    |
| PeMSD7    | DCRNN (2018)            | 2.22   | 4.25   | 5.16   |        |
|           | STGCN (2018)            | 2.24   | 4.01   | 5.28   |        |
|           | ASTGCN (2019)           | 2.85   | 5.15   | 7.25   |        |
|           | Graph WaveNet (2019)    | 2.17   | 3.87   | 4.85   |        |
|           | LSGCN (2020)            | 2.22   | 3.98   | 5.14   |        |
|           | USTGCN (ours)           | 2.01   | 3.48   | 4.67   | 3.80   |
|           |                         | 4.43   | 5.96   |        |        |
|           |                         | 4.78   |        |        |        |
|           |                         | 5.48   |        |        |        |
| PeMSD4    | DCRNN (2018)            | 2.73   | 2.94   | 2.68   |        |
|           | STGCN (2018)            | 1.47   | 3.01   | 2.92   |        |
|           | ASTGCN (2019)           | 2.12   | 3.96   | 4.16   |        |
|           | Graph WaveNet (2019)    | 1.30   | 2.68   | 2.67   |        |
|           | LSGCN (2020)            | 1.45   | 2.93   | 2.70   |        |
|           | USTGCN (ours)           | 1.40   | 2.69   | 2.81   | 1.64   |
|           |                         | 3.19   | 3.23   |        |        |
|           |                         | 3.64   |        |        |        |
|           |                         | 4.24   |        |        |        |
| PeMSD8    | DCRNN (2018)            | 1.17   | 2.59   | 2.32   |        |
|           | STGCN (2018)            | 1.19   | 2.62   | 2.34   |        |
|           | ASTGCN (2019)           | 1.49   | 3.18   | 3.16   |        |
|           | LSGCN (2020)            | 1.16   | 2.45   | 2.24   |        |
|           | USTGCN (ours)           | 1.14   | 2.15   | 2.07   | 1.25   |
|           |                         | 2.58   | 2.35   |        |        |
|           |                         | 3.01   |        |        |        |
|           |                         | 3.23   |        |        |        |

choose the first 47 days as the training set and the rest are used as validation and test set.

**PeMSD8:** This dataset contains the traffic data in San Bernardino from July to August in 2016, with 170 detectors on 8 roads with a time interval of 5 minutes. We select the first 45 days as the training and the rest are used as the validation and test set.

2) **Data Preprocessing:** The regular time interval in all three datasets is 5 minutes which means there exist 288 timestamps in each day. The adjacency matrix of the physical traffic network for PeMSD7 is constructed using a thresholded Gaussian kernel following the recent work LSGCN [8],

\[ A_{ij} = \begin{cases} \exp(-\frac{d_{ij}^2}{\delta}), & i \neq j \text{ and } \exp(-\frac{d_{ij}^2}{\delta}) \geq \epsilon \\ 0, & \text{otherwise} \end{cases} \] (9)

while for PeMSD4 and PeMSD8 dataset, the adjacency matrix is constructed as

\[ A_{ij} = \begin{cases} \exp(-\frac{d_{ij}^2}{\delta}), & \text{if } i \text{ and } j \text{ are neighbors} \\ 0, & \text{otherwise} \end{cases} \] (10)

where \( A_{ij} \) determines edge weight between sensor \( i \) and sensor \( j \) which is related with \( d_{ij} \) (the distance between sensor \( i \) and \( j \)). To control the distribution and sparsity of adjacency matrix \( A \), we follow LSGCN [8] and set the thresholds \( \delta = 0.1 \) and \( \epsilon = 0.5 \).

3) **Experimental Setup:** In all the experiments, our model considers \( T = 12 \) timestamps and predicts the traffic feature for the next 15, 30, 45, and 60 minutes. We use the historical traffic data of the prediction window from last \( P = 7 \) days while remaining timestamps are filled from the the past hour timestamps. In addition, the last hour of the present day traffic data are also used to feed as the spatio-temporal feature. In all the experiments, our model considers the first 47 days as the training set and the rest are used as validation and test set.

4) **Evaluation Metrics and Baselines:** To carry out the performance comparison among different models we opt Mean Absolute Errors (MAE), Root Mean Squared Errors (RMSE), and Mean Absolute Percentage Errors (MAPE) as the evaluation metrics. We compare the performance of our model with the following baselines:

- **DCRNN [1]:** Diffusion Convolution Recurrent Neural Network, this model integrates random walk based graph convolution with recurrent neural network in an encoder-decoder fashion.
- **STGCN [12]:** Spatio-temporal Graph Convolutional Network, where gated temporal convolution is combined with graph convolution.
- **ASTGCN [2]:** Attention-based Spatial-Temporal Graph Convolution Network, attention guided spatial and temporal convolution of recent, daily, and weekly components.
- **LSGCN [8]:** Long Short-term Graph Convolutional Network: Spatial dependency is handled by graph convolution with attention while GLU is proposed to handle temporal dependency.

5) **Comparison with baselines:** From the performance comparison in Table II, it is easy to observe that our model outperforms all baseline models in both long and short-term predictions for all three evaluation metrics on PeMSD7, PeMSD4, and PeMSD8 except the MAE of PeMSD4 for 15 minute predictions. The second-best performance is observed for the recent work Graph WaveNet in dataset PeMSD7, PeMSD4, and by LSGCN in PeMSD8. Graph WaveNet learns an adaptive adjacency matrix with different granularity whereas LSGCN analyzes long-term and short-term patterns explicitly by employing attention-guided GCN to capture the spatial dependency and GLU to capture the temporal relationship. The results demonstrate those baseline models are still ineffectual to capture complex spatio-temporal dependencies due to their factorized spatial and temporal modules. In contrast, our model is able to capture the complex spatio-temporal relationships through the proposed unified spatio-temporal convolution strategy. In addition to spatio-temporal relations, our model considers the important historical and current-day pattern by
analyzing the data of the last seven days along with current day data. Particularly, including both historical and current day data helps our model in both long-term and short-term prediction with significantly better performance than LSGCN and Graph WaveNet. Furthermore, by introducing $W_{temp}$ into the unified spatio-temporal aggregation, USTGCN attains the potential to distinguish among different timestamps of different importance which drives the model to achieve significant performance, especially in long-term predictions (30, 45, and 60 minutes) for all the datasets. Because, in long-term predictions, traffic intensities at neighbor nodes of different timestamps in the data window carry different influences on the traffic intensity at a target node in the prediction window.

**TABLE III:** Training time comparison on the PeMSD7 dataset

| Model       | DCRNN (2018) | STGCN (2018) | GraphWaveNet (2019) | USTGCN |
|-------------|--------------|--------------|---------------------|--------|
| Training Time (s/epoch) | 1354.75 | 193.45 | 535.51 | **100.91** |

Equation 1 and we use $I$ instead of $\tilde{A}$ below the main diagonal in $A_{ST}$ to consider traffic data only from the corresponding node from previous timestamps while ignoring the neighboring nodes. From Table IV, it can be observed that the inclusion of the traffic information from the neighbor nodes at previous timestamps improve the performance of USTGCN on PeMSD7. From our real-life experience we can say that the traffic of a target junction at a particular timestamp not only depends on the traffic of that junction at previous timestamps but also on the traffic of its neighboring junctions from previous timestamps. Our experimental results indicate the same observation in Table IV.

**TABLE IV:** Impact of Spatio-Temporal Adjacency Matrix capturing Traffic Data From the Neighbors of Previous Timestamps

| Model | MAE   | RMSE  | MAE  | RMSE  | MAE | RMSE  | MAE  | RMSE  |
|-------|-------|-------|------|-------|-----|-------|------|-------|
| A    | 2.04  | 2.68  | 3.02 | 3.44  | 2.92| 2.55  | 3.07 | 3.15  |
| A+I  | 3.09  | 3.76  | 4.38 | 6.03  | 3.82| 2.95  | 5.07 | 5.34  |

**TABLE V:** Impact of different number of USTGCN layers for short term and long term traffic prediction on PeMSD7 dataset

| Prediction Hour | Metrics | $K=2$ | $K=3$ | $K=4$ |
|-----------------|---------|-------|-------|-------|
| 15 minutes      | MAE     | 2.01  | 2.46  | 2.85  |
|                 | RMSE    | 3.09  | 4.43  | 5.07  |
|                 | MAPE    | 4.67  | 5.96  | 7.00  |
| 30 minutes      | MAE     | 2.47  | 2.46  | 2.48  |
|                 | RMSE    | 4.32  | 4.43  | 4.43  |
|                 | MAPE    | 5.92  | 5.96  | 5.95  |
| 45 minutes      | MAE     | 5.04  | 5.07  | 5.35  |
|                 | RMSE    | 7.01  | 5.01  | 5.08  |
|                 | MAPE    | 7.91  | 7.89  | 7.83  |
| 60 minutes      | MAE     | 5.17  | 5.35  | 5.14  |
|                 | RMSE    | 5.02  | 5.54  | 5.52  |
|                 | MAPE    | 7.91  | 7.89  | 7.83  |

8) Impact of number of USTGCN layers in short term and long term prediction: To determine how different number of USTGCN layers affect the performance in long term and short term traffic prediction, we have presented the performance comparison of USTGCN with different number of layer denoted with $K$ in Table V. From the performance comparison in Table V, we can observe that in short term traffic prediction e.g. 15 minutes the performance of USTGCN with $K = 2$ outperforms $K = 3$ and $K = 4$. However, for one hour prediction $K = 4$ performs better than $K = 2$ or $K = 3$. With increased number of layers, USTGCN starts to aggregate traffic information from neighbors both at same and different timestamps. For short term prediction, the traffic of nearby junctions determine the traffic at next few timestamp of target junction. For this reason, $K = 2$ performs better in 15 minutes traffic prediction. On the other hand, for long term prediction the traffic from distant junctions arrive at the target junction which needs to be considered during traffic prediction. This is the reason $K = 4$ shows better performance in one hour traffic prediction than $K = 2$ or $K = 3$.

9) Analysis on Historical Data Observed for Different Number of Days: To evaluate the impact of historical data in traffic prediction we have conducted experiments with the traffic data observed for the various number of past days and reported the result in Table VI for the PeMSD7 dataset. The results demonstrate that with the current day data, USTGCN performs best for historical data of past 3 days in 15 minutes, past 7 days in 30 and 45 minutes predictions, and for historical data of past 10 days in 60 min prediction. Besides, we can see that all variants outperform state-of-art baseline models.
The performance with traffic data observed for the past 3 days is inferior compared to the traffic data observed for the past 7 days except for 15 minute prediction. For short-term prediction, the traffic information of the last few days is quite good. However, with fewer data from past days, the model cannot properly learn the periodicity of traffic data. Again, introducing more historical data may add noise which may harm the model’s prediction in short-term predictions. But more historical data still seems helpful for long-term predictions. Again, to process more data from past days requires more training time. From this experimental analysis, it is to be noted that we have to trade-off the number of past days against the training time and performance to design the effective efficient traffic forecasting model.

10) Analysis on Historical Data from Different Time Window: Throughout all the experiments we consider the past 12 timestamps from the prediction window as current-day data window for historical data, the last 12 timestamps including the prediction window of last \( P \) days (as in Figure 2 we described in the introduction section). To evaluate the impact of the different possible data time window, we experiment on another possible traffic data window for historical data which consists of 12 timestamps from the past hour of the prediction window. From Table VII, we can observe that with the traffic data of the prediction window in the historical data window, the performance of USTGCN improves in all three metrics. Intuitively, it is to say that to capture the traffic patterns from past days’ data, the data window including the prediction window provides more informative patterns than the data window from the past hour of the prediction window.

VI. CONCLUSION

Our proposed Unified Spatio-Temporal Graph Convolution Network (USTGCN) effectively captures complex spatio-temporal dependencies between nodes across different times.

### Table VII: Impact of Traffic Data observed for various number of past days with current day traffic data in Traffic Forecasting

| Observed past Traffic Data (P) | 15 minutes | 30 minutes | 45 minutes | 60 minutes |
|------------------------------|------------|------------|------------|------------|
|                              | MAE        | RMSE       | MAE        | RMSE       | MAE        | RMSE       | MAE        | RMSE       | MAE        | RMSE       | MAE        | RMSE       |
| 3 days                       | 2.00       | 3.48       | 2.73       | 4.76       | 3.13       | 5.46       | 3.54       | 6.14       | 3.13       | 5.46       | 3.54       | 6.14       |
| 7 days                       | 2.01       | 3.48       | 4.07       | 4.43       | 5.98       | 7.00       | 7.15       | 7.90       | 7.15       | 7.90       | 7.15       | 7.90       |
| 10 days                      | 2.20       | 3.65       | 5.19       | 4.40       | 6.47       | 5.37       | 7.15       | 7.90       | 7.15       | 7.90       | 7.15       | 7.90       |

### Table VII: Experimental Analysis on Historical data window:

| Metrics | Models | Previous Hour | Including Prediction Window |
|---------|--------|---------------|-----------------------------|
|         |        | MAE           | RMSE | MAE | RMSE | MAE | RMSE | MAE | RMSE |
| 15 minutes |        | 2.01 | 3.38 | 2.87 | 4.55 | 2.96 | 4.60 | 3.07 | 4.76 |
| 30 minutes |        | 3.35 | 4.34 | 3.71 | 4.87 | 3.77 | 4.87 | 3.83 | 4.89 |
| 45 minutes |        | 6.35 | 5.96 | 6.40 | 5.96 | 6.45 | 5.99 | 6.50 | 6.00 |
| 60 minutes |        | 2.30 | 2.85 | 2.35 | 2.85 | 2.40 | 2.85 | 2.45 | 2.85 |
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