Reconstruction of Convex Polytope Compositions from 3D Point-clouds
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Abstract: Reconstructing a composition (union) of convex polytopes that perfectly fits the corresponding input point-cloud is a hard optimization problem with interesting applications in reverse engineering and rigid body dynamics simulations. We propose a pipeline that first extracts a set of planes, then partitions the input point-cloud into weakly convex clusters and finally generates a set of convex polytopes as the intersection of fitted planes for each partition. Finding the best-fitting convex polytopes is formulated as a combinatorial optimization problem over the set of fitted planes and is solved using an Evolutionary Algorithm. For convex clustering, we employ two different methods and detail their strengths and weaknesses in a thorough evaluation based on multiple input data-sets.

1 INTRODUCTION

This work deals with the problem of reconstructing a solid object from an input 3D point-cloud, where the solid object is represented as a collection (union) of convex polytopes (represented as an intersection of planar half-spaces). We are dealing with the particular case where the input 3D point-cloud describes a single, or a few, at most, objects. Larger scenes, made of multiple objects, can be first decomposed by classification or semantic segmentation.

Potential applications can be found in reverse engineering, or reconstruction, of buildings from 3D point-clouds, see for example (Musialski et al., 2013) or in the field of numerical physics simulations, such as in the simulation of rigid body dynamics, see for example (Coumans and Bai, 2019), where the convex decomposition of a solid can increase efficiency, since the collision of convex bodies can be efficiently determined (Gilbert et al., 1988).

The problem of reconstructing a set of convex polytopes from a 3D point-cloud is difficult to solve since it heavily relies on the robust detection and exact fitting of planes in the unstructured input point-cloud, and on finding a correct mapping of these planes in a set of convex polytopes. The latter is a difficult combinatorial problem since neither the number of resulting convex polytopes nor the sets of planes that form particular polytopes are known in advance. Our approach relies on a pre-segmentation step performed by a deep neural network, followed by fitting planes using a RANSAC-based model fitter. Then, a clustering of the input point-cloud into weakly convex parts is conducted and the clusters are used by an Evolutionary Algorithm to form a collection of convex polytopes. Our main contributions are:

• A detailed description and evaluation of a full pipeline for the detection and fitting of convex polytopes in an unstructured 3D point-cloud.
• A detailed comparison of clustering methods to group points in (weakly) convex clusters.
• An efficient Evolutionary Algorithm (EA) to form a collection of convex polytopes from clusters of points.

The rest of this paper is organized as follows: First we discuss works related to our approach in Section 2, followed by an introduction of the basic concepts used in the rest of the paper in Section 3. In Section 4 we describe our reconstruction pipeline in detail. It is followed by its evaluation in Section 5. Finally, the paper ends with a brief conclusion and a discussion of potential future directions of work (Section 6).

2 RELATED WORKS

The problems of segmentation, primitive detection and fitting are well studied in computer graphics, computer vision, computer aided design and related
engineering domains, see for example this survey on primitive detection (Kaiser et al., 2019) and the references therein. We deal in this work with the problem of reconstructing a solid from a 3D point-cloud as a composition (union) of convex polytopes. Thus, we are interested in related works considering problems such as: plane detection and fitting, cuboid or general polytope detection and fitting, among others. In the following, we list the works most relevant to these problems.

Segmentation, primitive detection and fitting are necessary steps in the field of reverse engineering 3D data, which is the process of recovering a computer model of a 3D shape from acquired data. See, for example, (Várady et al., 1998; Benkó and Várady, 2004) and the references therein. Approaches in reverse engineering are, however, not limited to the fitting of planar patches, but deal also with higher order patches common in industrial design. On the other hand, fitted planar patches do not have to be arranged into collections of cuboids or convex polytopes in these approaches unlike the problem that we are dealing with.

A popular technique for fitting models to data (including noisy data) is RANSAC (Fischler and Bolles, 1981), as well as its numerous variants. The efficient RANSAC method introduced in (Schnabel et al., 2007) is a fast RANSAC-based approach for detecting and fitting primitives of different types (plane, cylinder, sphere, cone) in a 3D point-cloud. The approach was further improved in (Li et al., 2011) by enforcing additional constraints during the fitting process, such as the fact that two planes are parallel or perpendicular. The addition of these constraints allow for a more robust fitting of the primitives at the cost of a less efficient approach. While the efficient RANSAC approach (Schnabel et al., 2007) deals with unbounded primitives (plane, infinite cylinder), the method described in (Friedrich et al., 2020) uses additional steps to generate solid primitives. Our approach also uses RANSAC as one of its steps. However, we apply RANSAC to a pre-clustered point cloud, which allows us to make the process more robust and less parameter sensitive. In addition, unlike (Schnabel et al., 2007) that fits infinite planes, we generate convex polytopes by combining the initially fitted planes. Note that our approach deals with general convex polytopes unlike (Friedrich et al., 2020) that is limited to cuboids.

The efficient detection and fitting of planes in 3D point-clouds is a necessary step for the reconstruction of buildings. See for example (Monszpart et al., 2015; Oesau et al., 2016) and the references therein. These planes can then be combined to form cuboids (Xiao and Furukawa, 2014; Li et al., 2016) or more complex polyhedral shapes (Nan and Wonka, 2017). In the work (Xiao and Furukawa, 2014), the authors propose a method to reconstruct museums by fitting cuboids to the input data and by combining them using a CSG (Constructive Solid Geometry) expression. The method described in (Li et al., 2016) assumes that all fitted planes are perpendicular to one of the three dominant directions. This allows to recast the combinatorial problem of combining planes to form cuboids into an energy minimization problem that can be solved using graph-cut optimization. Unlike these works, we deal with the problem of forming a minimal (or at least as small as possible) set of general convex polytopes describing the solid, and are not limited to cuboids. The method presented in (Nan and Wonka, 2017) relaxes the constraint that planes need to be perpendicular to the three main directions of the data, and instead deals with the minimization of a binary linear problem that is solved with an off-the-shelf solver. This approach forms one polytope (not necessarily convex) for a given input point-cloud. On the other hand, we deal with the problem of finding a set of convex polytopes describing the input point-cloud.

In recent years, techniques from machine learning, such as deep neural networks, have become popular tools for problems of classification, segmentation or fitting/discovery of models from 3D point-clouds. The approach described in (Tulsiani et al., 2017) uses a deep neural network to approximate an input 3D shape by predicting a collection of cuboids. A method for learning a convex shape decomposition from an input image, called CvxNet, is introduced in (Deng et al., 2019). The method consists of training a deep neural network that defines a solid object as a union of convex shapes, where each convex shape is represented by a combination of planar half-spaces. The input is assumed to be an image (RGB or depth image), while we work with unstructured point-clouds. Furthermore, they assume a fixed number of polytopes (i.e. their network always output the same number of convex polytopes). A related approach for learning a BSP tree (Binary Space Partition) from an input image or an input voxel is proposed in (Chen et al., 2019). Similar to our approach it outputs a collection of convex polytopes describing an object. However, the approach is based on learning from a collection of shapes belonging to a set of categories and is thus restricted to process objects belonging to these same categories.
3 BACKGROUND

3.1 Evolutionary Algorithms

Evolutionary Algorithms are population-based, iterative meta heuristics for solving mainly combinatorial optimization problems. The optimization process starts with the creation of a population of randomly generated solution candidates. All candidates in the population are then ranked based on a objective (or fitness) function which is the formal description of the objective that should be optimized for. Based on the ranking, a subset of high-ranked solution candidates are selected to form the next iteration’s population. The rest of the population is filled with stochastic variations of selected individuals from the old population. These variations are described in form of so-called mutation and crossover operators and are highly domain-specific. Whereas mutation operators usually alter a single individual randomly, crossover operators exchange random parts between two or more individuals. Variation operators are applied with a certain probability (also called mutation rate and crossover rate). The execution ends if a certain termination criteria is met (e.g. maximum number of iterations or a target quality has been reached). The main advantage of Evolutionary Algorithms is their flexibility: Solution candidate representation, objective function as well as variation operators can be tailored to specific application domains. Furthermore, the objective function does not have to be differentiable like in gradient-based optimization algorithms.

3.2 Convex Polytopes

A 3D convex polytope (in the following convex polytope or polytope w.l.o.g.) is a special-case of a polyhedron with the additional property that its surface encloses a convex subset of the Euclidean space. A convex polytope can either be described by the intersection of a set of planar half-spaces (H-representation) or by its extreme points (V-representation) which are essentially the vertices of its hull. Our approach forms convex polytopes out of planes (H-representation) but also needs the V-representation for volume discretization (see Section 4.4.2). The transformation between H- and V-representation can be done using the Double Description method (Fukuda and Prodon, 1996). In addition, the signed distance from a 3D point \( x \) to the surface of the convex polytope is needed (see Equation 8) which is

\[
d(x) = \min \{ \dot{\text{p}}(p_o, p_o - x) : (p_o, p_o) \in P \}, \quad (1)
\]

where \( P \) is the set of planes forming the convex polytope, \( p_n \) is a plane’s normalized normal, \( p_o \) an arbitrary point on the plane and \( \dot{\text{p}}(\cdot, \cdot) \) is the scalar product of two 3D vectors.

4 PIPELINE

The polytope reconstruction pipeline consists of multiple steps as depicted in Fig. 1. It starts with a 3D point-cloud as input and ends with the resulting set of convex polytopes as output. First, planes are fitted to the input point-cloud (Section 4.1). Then the point-cloud is structured in order to produce a plane-neighborhood graph (Section 4.2). The point-cloud is then clustered in weakly convex parts (Section 4.3). Finally, an Evolutionary Algorithm is run on each cluster and its corresponding planes to form a set of convex polytopes (Section 4.4.2).

Figure 1: The proposed polytope reconstruction pipeline.
4.1 Plane Extraction

In the first step, planes are fitted to the input point-cloud. We use a clustered variant of the efficient RANSAC approach (Schnabel et al., 2007) as described in (Friedrich et al., 2020). It starts with a per-point prediction of primitive types using a deep neural network which was trained with focus on noise and outlier robustness. This is followed by a DBSCAN clustering (Ester et al., 1996) based on the point coordinate, normal and primitive type. Finally, parameters are extracted using RANSAC for each cluster and the resulting primitives are merged. The additional clustering provably increases fitting robustness (Friedrich et al., 2020). This step results in a set of planes $P$ and a mapping $f$ that associates each plane with a subset of surface points from $O$. $f : P \rightarrow \mathcal{P}(O)$, where $\mathcal{P}$ is the power set operator. The result of this step on some test models is illustrated in Fig. 6b, where points are colored based on the fitted plane they belong to.

4.2 Point-cloud Structuring

We apply a point structuring mechanism to the input point-cloud $O$ as proposed in (Lafarge and Alliez, 2013). First, points are projected within a given $\varepsilon$ on an occupancy grid located on the surface of their corresponding plane (the grid cell size is $\sqrt{2}\varepsilon$). The occupied cell centers are added to the result point set $O_s$ and marked as points of type ‘planar’. Then, the plane neighborhood graph $G_N = (P, N)$ is extracted, with planes $P$ as vertices and edges $N$ whenever two planes are neighbors (or adjacent). Two planes are considered to be adjacent if at least two points of each plane share an edge in the $k$ nearest neighbor ($k$-NN) graph of the input point-cloud $O$. Based on $G_N$, creases and corner points are extracted, and creases are uniformly sampled using a sampling distance of $2\varepsilon$. Finally, corner and sampled crease points are added to $O_s$ (see Fig. 6c for labeled result point sets). Please note, that we are only interested here in the plane neighborhood graph $G_N$ and the structured point set $O_s$, but not in the point labeling (‘planar’, ‘crease’ or ‘corner’). $O_s$ is furthermore free of noise and outliers.

4.3 Weakly Convex Clustering

For point-cloud decomposition in convex or almost (weakly) convex clusters, we have experimented with two methods with different performances. Both approaches result in a set of clusters $C$ with each cluster $c \in C$ containing an associated point-cloud $O_c$ and a set of associated planes $P_c$.

The results obtained from these weak clustering approaches on some of our test models are shown in Fig. 4.

4.3.1 Line-of-Sight (LoS)

The line-of-sight approach for point-cloud clustering is a variant of the method proposed in (Asafi et al., 2013). The main idea is to extract a graph $G_Y = (O, \text{LoS}(O))$ with its vertices being the points of the input point-cloud $O$ and its edges expressed by the mapping $\text{LoS}: O \rightarrow O \times O$ with a point set as domain whose image contains the set of mutually visible point pairs (see Fig. 2 as an example). This so-called visibility graph has fully or almost fully connected components (cliques) where the corresponding model partition is convex or weakly convex. The problem of finding all maximal cliques in a graph is NP hard, but we can use Spectral Clustering as an approximation. Thus, in order to extract these convex model parts, the graph is clustered, resulting in a set of point-clouds - one for each convex part. The different steps necessary for the sketched process of weakly convex clustering are further detailed below.

**Proportional Resampling.** Since the line-of-sight computations have quadratic complexity with respect to the input point-cloud size, the input point-cloud $O_s$ is re-sampled using Farthest Point Sampling (FPS). In order to maintain relative point density, as established by the point structuring step (Section 4.2), for large surface areas, FPS is applied for points of each plane separately. The number of remaining points per plane $k_i$ is

$$k_i = k \frac{|f_{\text{ne}}(p_i)|}{|O_i|}, \quad i \in \{1, \ldots, |P|\},$$

where $k$ is the user-controlled accumulated size of all per-plane output point-clouds (we used $k = 3000$)

Figure 2: A set of sample points $O$ (convex clusters in green, orange and blue) with exemplary line-of-sights $\text{LoS}(O)$ for each convex cluster (framed circles) of the input model. Red lines show inter-partition line-of-sights and grey lines correspond to a piece-wise linear approximation of the surface inferred from the samples. Within a convex cluster, the line-of-sights form a fully connected graph with the cluster samples as nodes. Note that when two mutually visible points belong to the same plane, we do not draw the corresponding line-of-sight for illustration purpose.
in our experiments) and $f_{sr}$ is the mapping between planes in $P$ and points in $O_s$. This step results in a thinned-out point-cloud $O_{sr}$.

**Affinity Matrix Computation.** Spectral Clustering is performed on the so-called affinity matrix $A$ which is the adjacency matrix of the visibility graph $G_v$ and reads:

$$ A_{i,j} = \begin{cases} 1, & \text{if } (v_i,v_j) \in \text{LoS}(O_{sr}) \\ 0, & \text{otherwise} \end{cases}, \quad (3) $$

where the line-of-sights $\text{LoS}(O_{sr})$ necessary for the affinity matrix are computed on the structured and thinned-out input point-cloud $O_{sr}$. A line-of-sight between two points exists if the segment that connects these two points does not intersect with the model’s surface - thus, both points are visible from each other. Since we don’t have a surface but only a set of points $O_{sr}$ and plane primitives $P$, it is necessary to approximate the surface in order to perform the necessary intersection tests. This is done by projecting the set of points associated to a given plane on that plane and computing the 2D Alpha Shape (Edelsbrunner and Mucke, 1994) of these points. This results in a piece-wise triangulated surface reconstruction for each plane. The visibility check for a point-point segment iterates through all planes and if the segment intersects with a plane, it performs an additional intersection test with each triangle associated to that plane. If an intersection is detected, there is no line-of-sight between the two points.

In (Asafi et al., 2013) a more efficient technique for the computation of $A$ is proposed: From each point $o$ in $O_s$, rays (around 50-100) in the opposite direction of the point’s normal and with a certain random direction deviation (maximum of 30 degrees) are intersected with the surface approximation. The point from $O_s$ which is closest to the first ray-surface intersection is considered to be visible from $o$. However, our experiments revealed that this method lead to affinity matrices which are too sparse and thus to a low-quality clustering for our data-sets.

Spectral Clustering. Given the affinity matrix $A$, the degree matrix $D$ is the diagonal matrix with diagonal element $d_i = \sum_j A_{i,j}$.

The un-normalized Laplacian matrix is given by $L = D - A$ (this corresponds to the graph Laplacian matrix when $A$ is the graph adjacency matrix).

There are two commonly used expressions for the normalized Laplacian matrices:

$$ L_{\text{sym}} = D^{-1/2}LD^{1/2} \quad (4) $$

$$ L_{\text{rw}} = D^{-1}L \quad (5) $$

$L_{\text{sym}}$ is the symmetric normalized Laplacian and $L_{\text{rw}}$ is the so-called random walk normalized Laplacian.

Spectral Clustering is performed by an eigen-analysis of the normalized Laplacian, followed by a $k$-Means clustering of the eigenvectors.

In our experiments, we have found no particular differences between using $L_{\text{sym}}$ or $L_{\text{rw}}$ in the eigenanalysis. Additional details and references on Spectral Clustering are provided in (von Luxburg, 2007).

**Estimation of the number of clusters.** Our implementation of Spectral Clustering uses $k$-Means for clustering the first $k$ eigenvectors of the graph Laplacian corresponding to $A$. The number of clusters $k$ is usually unknown and highly data specific. We tried several techniques to estimate $k$ (such as a density-based clustering technique like DBSCAN [Ester et al., 1996] instead of $k$-Means, or finding gaps in the sequence of eigenvalues of the graph Laplacian), but none worked consistently in our tests. Instead, we obtained the best results with an idea introduced in (Asafi et al., 2013): Spectral Clustering is performed for different values of $k$. For each clustering using $k$ clusters ($|C_k| = k$) the clustering quality is measured by

$$ Q(C_k) = \frac{1}{|O_{sr}|^2} \sum_{c \in C_k} |\text{LoS}(O_{sr})| + \alpha|\text{LoS}(O_{sr}, O_{sr})|, \quad (6) $$

where the image of the mapping $\overline{\text{LoS}}: O_1 \times O_2 \rightarrow O_1 \times O_2$ contains pairs of points $(o_{1,2}), o_1 \in O_1, o_2 \in O_2$ that are not mutually visible. $O_{sr}$ is used here as an abbreviation for the point set $O_{sr} \setminus O_{sr}$. The user-defined weighting parameter $\alpha$ was set to 1 in our experiments. The clustering $C_k$ with the highest quality measure $Q(C_k)$ is selected.

**4.3.2 Weakly Convex Segmentation (WCSEG)**

As an alternative to LoS, we have also experimented with the Weakly Convex Segmentation (WCSEG) approach introduced in (Kaick et al., 2014).

**Over-Segmentation.** At first, the input point-cloud is over-segmented into multiple small patches, obtained by using a region-growing approach that considers neighbors, in the $k$-NN sense, with “close” normal
vectors (i.e., the angle between the two normal vectors is below some threshold). This step is illustrated in Fig. 3, left image.

**Neighbor Patch Merging.** These multiple small patches are then merged with a region-growing based approach, where two neighbor patches are merged if they are mutually visible (using a notion of visibility similar to the one described in Section 4.3.1).

**Volumetric Merging.** The result is a segmentation of the input point-cloud into weakly convex components. The clustering can be further improved by merging components using a volumetric dissimilarity score between two components, computed using the Shape Diameter Function (SDF) value introduced in (Shapira et al., 2008). An illustration of this step is provided in Fig. 3, right image.

#### 4.3.3 Structured Point-cloud Assignment

The union of all per-cluster point-clouds may differ from the set of structured points $O_c$ depending on the clustering method used (LoS performs a sub sampling, while we found experimentally that WCSEG performs better with the full input point cloud). In order to even these differences, points of the structured point-cloud $O_c$ are re-distributed among all clusters $C$ such that $\bigcup_{c \in C} O_c = O_c$. This is done using efficient nearest neighbor queries to find for each point $o \in O_c$ the cluster containing the closest point to $o$ among all points of all clusters.

#### 4.4 Polytope Generation

Based on the weakly convex clustering step, an optimization method is used to find the best combination of planes to form polytopes for each cluster $c \in C$. Please note that if the clustering is not perfect (in the sense that it doesn’t correspond to a convex part), more than a single polytope can be necessary to fit the target shape. Thus, our optimization method is capable to generate a set of convex polytopes per cluster, rather than a single polytope.

##### 4.4.1 Target Volume Creation

This step and the following ones (Sections 4.4.2 and 4.4.3) are performed for each cluster. Based on the cluster point-cloud $O_c$, a signed distance grid $V_c : \mathbb{R}^3 \rightarrow \mathbb{R}$ that maps 3D query points to signed distance values is extracted. $V_c$ represents the target volume of the cluster and is generated in order to define a meaningful measure for geometric fitness of a candidate solution (set of polytopes) in the optimization process. This is done by reconstructing a surface mesh using Poisson surface reconstruction (Kazhdan et al., 2006) taking the cluster point-cloud $O_c$ as input. Then, for each grid center point, its signed distance to the reconstructed surface mesh is retrieved and stored. The signed distance value at an arbitrary query point is obtained by interpolation.

##### 4.4.2 Optimization

In this step, subsets of planes associated with a cluster are combined to form convex polytopes and the polytope set that best fits the cluster’s target volume $V_c$ is selected. This is done by formulating the search process as a combinatorial optimization problem over all cluster planes $P_c$ and solving it via an Evolutionary Algorithm. The population is a set of polytope sets (and each polytope consists of a subset of cluster planes $P_c$).

**Objective Function.** The objective function to be optimized assigns a score to each individual $I$ of the population. It reads

$$F(I, O_c, V_c) = \alpha \cdot F_g(I, O_c) + \beta \cdot F_p(I, V_c) - \gamma \cdot \frac{|I|}{n_{\text{max}}},$$

where $F_g(\cdot, \cdot)$ is a geometric term, $F_p(\cdot, \cdot)$ is a per-polytope geometric term and the last term penalizes the size of $I$ and is normalized by a user-controlled maximum value $n_{\text{max}}$. $\alpha, \beta$ and $\gamma$ are user-defined weighting parameters (in our experiments we chose $\alpha = 1, \beta = 1, \gamma = 0.1$). The geometric term reads

$$F_g(I, O_c) = \frac{1}{|O_c|} \sum_{o \in O_c} \begin{cases} 1, & \text{if } \min_{i \in I} |d_i(o)| < \varepsilon, \\ 0, & \text{otherwise} \end{cases},$$

where $\varepsilon$ is a user-defined minimum value for $d_i(\cdot)$ which is the distance of a 3D point to the surface of polytope $i \in I$. In order to prevent polytope sets from containing polytopes with large parts being located outside of the target volume $V_c$, a per-polytope geometric term is needed. It reads

$$F_p(I, V_c) = \frac{1}{|H|} \sum_{h \in H} \sum_{\text{polytopes in } I} \begin{cases} 1, & \text{if } V_C(o_h) < \varepsilon, \\ 0, & \text{otherwise} \end{cases},$$

where $H$ is the set of voxels representing the discretized volume of polytope $i$ and $\varepsilon$ is a user-defined distance threshold.

**Initialization.** The initial population is filled with randomly generated polytope sets containing polytopes assembled as follows: At first, a plane is randomly selected from $P_c$. Then, a randomly selected number of neighbor planes are added from the neighborhood graph $G_N$. In some cases, the plane normals of the the polytope’s faces are not consistently oriented and need to be flipped. For computing the objective function later on, it is necessary to have a
discretized volume representation (voxel grid) of the polytope. For that purpose, the polytope’s hull points are computed using the Double Description method (Fukuda and Prodon, 1996).

Variation Operators. The Crossover operator exchanges randomly selected sequences of polytopes in two individuals. The Mutation operator modifies a single individual and has multiple modes: 1) Alter the polytope set by randomly replacing polytopes with newly created random polytopes. 2) Add or remove random polytopes. 3) Modify existing polytopes by adding randomly selected planes.

Elite Selection. After each iteration, the polytopes with the population-wide best per-polytope geometry scores are selected to form a new individual in the next iteration. Experiments revealed that this procedure greatly improves convergence speed.

Termination. The Evolutionary Algorithm terminates if either a certain maximum iteration limit is reached or if the score of the best solution candidate has not improved over a certain number of iterations.

4.4.3 Polytope Filtering

The polytopes generated per cluster with a geometry score lower than a particular threshold are removed from the result set. In addition, duplicates (polytopes using the same planes) are eliminated and polytopes that are fully contained in another polytope are removed as well.

5 EVALUATION

We used seven models in our evaluation - all with different shape and complexity. See Table 1 for the sizes of the corresponding point-clouds.

Table 1: Point-cloud sizes for all models.

| Model | LoS | WCSEG | Perfect |
|-------|-----|-------|---------|
| M1    | 10 (-) | 11 | 11 |
| M2    | 3 (-) | 3 | 11 |
| M3    | 12 | 12 (-) | 12 |
| M4    | 12 | 5 | 12 |
| M5    | 1 | 2 | 2 |
| M6    | 2 | 2 | 2 |
| M7    | 2 | 3 (-) | 3 |

5.2 Pipeline Results

Fig. 6 shows the input point-clouds for our test models (Fig. 6a) as well as the visual results of the different pipeline steps: Plane Extraction (Section 4.1) in Fig. 6b, Point-cloud Structuring (Section 4.2) in Fig. 6c, and Polytope Generation (Section 4.4.2) in Fig. 6d. For the results of point-cloud structuring (Fig. 6c), the blue color indicates planar points, the green color crease points and the brown color corner points. For each model, the best possible clustering approach was used (See Sections 4.3 and 5.1). All models are correctly reconstructed. Only M2 has a small part of the roof incorrectly recovered (dark red polytope), but taking into account the low clustering quality for this model (see Fig. 4, second column), the resulting polytope collection is actually good. The result of M6 shows that the pipeline can also correctly handle disconnected input shapes.
Figure 4: Clustering results for models M1, M2, M4 and M7 (left to right) for LoS (top row) and WCSEG (bottom row).

Figure 5: Timings for the main pipeline steps.

(a) Plane Extraction.  
(b) Point-cloud Structuring.  
(c) Polytope Generation.
Figure 6: Pipeline results for all models.
The wall-clock times for the pipeline steps Plane Extraction, Point-cloud Structuring and Polytope Generation were measured on a Notebook running a 2.4GHz dual-core CPU with 16GB of RAM and are shown in Fig. 5a, 5b and 5c. For all models, the Polytope Generation step takes the most time (see Fig. 5c), due to the use of an Evolutionary Algorithm (Section 4.4.2). The EA takes the most time for M2 since it has to generate polytopes for all the roof details due to the coarse clustering (only 3 clusters found). Interestingly, EA timings for M7 are relatively high. This can be explained as follows: The Point-cloud Structuring step produces an incomplete neighborhood graph. Thus, the EA needs to consider all model planes in order to obtain a perfect reconstruction which increases the search space significantly. By comparison, the timings for the plane extraction step (see Fig. 5a) and the point-cloud structuring step (see Fig. 5b) are negligible. Plane Extraction takes under 1s for all models, whereas Point-cloud Structuring takes between 1.1s (M6) and 3.9s (M1).

6 CONCLUSION

This paper introduces a pipeline for the reconstruction of a solid object as a collection (union) of convex polytopes from a point-cloud. Two different approaches for partitioning the point-cloud in weak convex clusters are proposed. For each cluster, an EA is used to find the optimal set of polytopes from the extracted planes associated to that cluster. As future work, we are considering different possible directions: One is to further increase the scalability and robustness of the convex clustering approaches in order to deal with even larger and more complex point-clouds. Another direction of future work is to combine this approach with general approaches for CSG recovery (Fayolle and Pasko, 2016) [Friedrich et al., 2019] [Du et al., 2018].
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