A Study on Herd Behavior Using Sentiment Analysis in Online Social Network
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Abstract—Social media platforms are thriving nowadays, so a huge volume of data is produced. As it includes brief and clear statements, millions of people post their thoughts on microblogging sites every day. This paper represents and analyzes the capacity of diverse strategies to volumetric, delicate, and social networks to predict critical opinions from online social networking sites. In the exploration of certain searching for relevant, the thoughts of people play a crucial role. Social media becomes a good outlet since the last decades to share the opinions globally. Sentiment analysis as well as opinion mining is a tool that is used to extract the opinions or thoughts of the common public. An occurrence in one place, be it economic, political, or social, may trigger large-scale chain public reaction across many other sites in an increasingly interconnected world. This study demonstrates the evaluation of sentiment analysis techniques using social media contents and creating the association between subjectivity with herd behavior and clustering coefficient as well as tries to predict the election result (2021 election in West Bengal). This is an implementation of sentiment analysis targeted at estimating the results of an upcoming election by assessing the public’s opinion across social media. This paper also has a short discussion section on the usefulness of the idea in other fields.
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I. INTRODUCTION
In the current era, social networking sites are regularly used to share perspectives or opinions on any product, issue, case, or any breaking news from anywhere at any moment. Analysis of sentiment or opinion mining is an area that primarily revolves around the assessment of certain views. Online Social Network (OSN) represent a formed surrounding where users share emotions and opinions daily. They have therefore become an important requirement of sentiment/opinion-related Big Data. The purpose of Sentiment Analysis (SA) is to extract feelings or opinions from texts readily accessible by various data sources, such as OSNs [1]. A substantial number of people have expanded the use of Twitter. In an extraordinary advancement in the production of user derived content. In different fields of study, including consumer opinion and behaviour analysis during general elections, this data is now being studied. Researchers are now very much interested to get them involved in the use of different social networking sites for political activities. The study of sentiment analysis is a subset of a process which is Natural Language Processing (NLP) that focuses on determining the polarity and subjectivity of textual data. Subjectivity analysis of the textual data, which will allow to evaluate the platform’s efficacy in plotting tweet subjectivity for visualization on a chart. Analysis of position data polarity, measurement of site precision in plotting mood, and views of Twitter users on a map. It is known that there are almost a million sites for microblogging. Microblogging websites are simply social media networks whereby users share short, frequent updates. Users could read and write 148-character tweets on Twitter, which is very popular microblogging platforms. Messages from Twitter are often referred to as Tweets. These tweets will be used as raw data.

Polarity and Subjectivity analysis:
Subjectivity analysis of the text is part of the analysis of emotion, where analysts use Natural Language Processing (NLP) to classify a text as either self-centred or not self-centred. Indicators of a subjective view are the inclusion of such words, such as adjectives, adverbs, and certain classes of verbs and nouns [2]. Therefore, subjectivity research categorizes sentences as either personal beliefs or objective facts and then use subjectivity analysis to differentiate sentences that are contextual and those that are objective for a group of messaging in a survey [3]. Word characteristics are used as a measure of a statement's subjectivity, such as the use of adjectives and nouns [4]. For Natural Language Processing (NLP), Python TextBlob has been used to conduct a subjectivity analysis of the database. Python TextBlob is a popular open source NLP library for evaluating text subjectivity. The subjectivity of each tweet was calculated using the TextBlob library, which has a built-in model for calculating subjectivity. The subjectivity range runs from 0 to 1. A value close to 0 means that the value is an Objective text implies a strongly biased text with a meaning like 1. Then the decision was taken whether an expression is perceived by subjectivity analysis. Also proceeding with polarity analysis on the document to see whether it represents a positive or pessimistic viewpoint. The aim of polarity analysis is to find the text author's emotional attitude.
toward the topic at hand [3]. Twitter is becoming more popular as a networking tool, there have also been improved requirements in evaluating its data to assess public sentiment or opinion on a subject or a prominent individual[5]. Analysis of polarity helps to quantify text sentiment, to obtain that perspective, the requirement appears to identify the text as negative, positive, or neutral. Several instruments are perfect for small text sentiment analysis [6]. In the following work to study the polarity on collected data, Python TextBlob has been used for subjectivity/polarity analysis. Inspection of polarity using Python TextBlob, Dictionary terms for the negative and positive polarity, ratings are assigned. These polarity ratings differ from -1 to 1, where -1 is an incredibly negative sentiment, and 1 is an incredibly positive sentiment. A 0-polarity score shows a neutral sentiment.

II. CLUSTERING COEFFICIENT

Clustering is essentially a clustering coefficient that calculates the degree to which nodes appear to cluster or join accurately. A cluster is a group of nodes that are more connected to nodes in same group than to any other nodes, and for multiple reasons, clusters may be very important, because, for example, different clusters can be a bottleneck for knowledge or a diffusion mechanism. A cluster (Eq. 1) will hold stuff in or keep stuff out.

Mainly cluster is globally speaking is the proportion of the closed triads (i.e., A, B and C are interconnected with each other) and summation of total closed triads and open triads.

$$\text{Cluster} = \frac{(\text{closed triads})}{(\text{total closed triads})+\text{(open triads)}} \quad (1)$$

So, a network with high clustering has a higher proportion of closed triads to all triads. The degree is the number of connections that any node has a degree distribution refers to that distribution. Lowly linked means the degree of a node is decreasing and highly linked determines the degree of a node is increasing.

The fundamental measure which accounts for a network's inner structure is clustering coefficient. The clustering coefficient refers to a network's local consistency and tests the possibility that two vertices are related to a mutual neighbor. In the case of undirected networks, there are: $E_{\text{max}} = k_i(k_i-1)/2$ potential edges between neighbors given the vertex $n_i$ with $K_i$ neighbors [8].

The clustering coefficient $C_i$ (Eq. 2) of the vertex $n_i$ is then defined as the ratio between the neighbors of the actual number of edges $E_i$ to the maximum number as $E_{\text{max}}$.

$$C_i = \frac{2E_i}{k_i(k_i-1)} \quad (2)$$

The coefficient of clustering $C_i$ is not a function of the vertex $n_i$ itself, but its neighbors. The mean cluster coefficient of all vertices is the global or mean clustering coefficient $C = \frac{1}{n} C_i$ of the network [5]. Highly linked vertices show a low clustering coefficient, i.e., highly linked vertices selectively link to vertices that are not mutually linked, suggesting a hierarchical structure. The clustering coefficient $C_i$ of each vertex versus degree $k_i$ (Fig-1). Does the out-degrees $k_{i\text{out}}$ align the vertices with the in-degrees $k_{i\text{in}}$ of their neighbors? - The degrees should also be substituted by their weighted equivalents in the case of weighted networks [7].

III. HERD BEHAVIOUR

An occurrence in one place, be it economic, political, or social, will trigger large scale chain responses over many other locations in an increasingly interconnected world. Herd behavior is the behavior of people without overarching direction in a group working together. Until relatively recent times, without much reciprocal contact, such massive phenomena were investigated quite sporadically in separate social science disciplines [8]. Yet, these mass anomalies have turned out to be a topic of significant multidisciplinary concerns with developments in technologies and emerging scientific contexts.

Herding refers to an equilibrium of individuals' thoughts or actions in a group. Most notably, such fusion mostly occurs from local connections between individuals instead of by any deliberate arrangement by a central power or a leading community person. The concepts of herd behavior and collective behavior in their projected work for defining the behavior adoption on online social networks. Many researchers apply transfer learning to the field of the sentiment analysis. The study of sufficient settings for click-and-viewthrough desires offers a complex viewpoint on social media consumer activity and social impact, evaluating social relation power in a herd behavior context [9].
IV. RELATED WORK

Sentiment analysis from user data is becoming like a hot cake nowadays, as this information has several implications in modern world [10]. Researchers already started to analyze data from different community sites and Twitter is one of the areas where the researchers are showing more interests [11]. Product review is one of the important aspects for sentiment analysis and this will help the companies to make future marketing strategies [12]. As a subset of mining process which can be considered as opinion mining is the area of interest for the present day’s researchers [13]. Researchers are processing Twitter data as part of Big data processing [14]. Researchers also investigate and analyze the effect of share price based on Twitter tweets as part of Big data analysis [15].

In this current paper, Twitter data will be used to analyze and predict people’s view towards different political groups, and it can predict the election result. And the analysis has been carried out based on current political scenarios. This work will add a new proposition in the universe of sentiment analysis.

V. PROPOSED MODEL

This paper explores how sentiment analysis methods were used to forecast the outcome of the West Bengal election using social media content (Twitter). The searching hashtags are #BengalElection2021 and #WestBengal. With the help python programming language, Subjectivity and Polarity of the tweets can be calculated, which can help this paper to conclude. The process and its components of the model can be explained using the below flow (Fig- 2).

Data Extraction from Twitter based on hashtag or user

Data pre-processing and transformations

Find subjectivity and polarity from the processed data

Apply clustering coefficient to predict results

Figure 2 - Process flow

The process starts with the extraction of data from Twitter and then collected records have been pre-processed and transformed. This process is the direct application of Natural Language Processing. From the processed data subjectivity and polarity has been calculated. And finally, clustering coefficient applied to predict the result which will conclude the analysis. All the codes have been implemented using Python language and different Python libraries such as tweepy, pandas, preprocessor, nltk etc have been used.

The main focus of this paper is as follows: the subjectivity lies between 0 to 1 and the polarity lies between -1 to +1, i.e. the more numbers (tends to 1) of subjectivity refers that mostly the tweets in public opinion and the less number (tends to 0) of subjectivity refers that the tweets are factual information similarly when the polarity tends to -1 that means the polarity is negative and when the polarity tends to 1 is meant to be the polarity is positive and if the polarity of tweets is 0 that meant to be the polarity is neutral.

So, if the clustering coefficient of a high number of subjectivities is high that means the most tweets are in the public opinion, most of the people following this and most of the public accompanied the tweets as well as the particular information, as because of the most of the people are following and agree with the particular information so in reference to the herd behavior, it conveys to an equilibrium of individuals’ thoughts or actions in a group. Most notably, such fusion mostly occurs from local connections between individuals instead of by any deliberate arrangement by a central power or a leading community person. So, it can be said that the tweets which have the high number of clustering coefficient of the high number of subjectivities is followed the herd behavior. That means if the opinion, as well as the thoughts of a greater number of people or group of people, is almost same then most of the people follow that opinion.

Result for #BengalElection2021

After fetching the tweets (134 number of tweets have been fetched) for #BengalElection2021 in the python program, getting a 17.91 % of negative tweets and 36.56% of positive tweets, and 45.52% of neutral tweets, and also detected that the subjectivity (Fig-3) of
most of the tweets are having values between 0.5-0.8, which indicate the tweets in people’s choice and not a piece of factual statistics and the polarity (Fig-4) of the most tweets having values between 0-1, that indicates the most of the tweets are neutral and positive. As because the clustering coefficient of the higher value of subjectivity is more, so most of the people give the similar kind of opinion and according to the herd behaviour majority of the people follow that opinion.

Result of #WestBengal

After fetching the thousands (fetched 1933 number of tweets) of tweets for #WestBengal with the help of the python program, getting a 13.53 % of negative tweets and 38.18% of positive tweets, and 48.14% of neutral tweets, and the polarity (Fig-5) of the most of tweets range between 0-1 that indicates the most of neutral and positive tweets and observed that the subjectivity (Fig-6) of most of the tweets range between 0.5-0.8, which indicate the tweets in public opinion and not factual information. As because the clustering coefficient of a higher value of subjectivity is more so most of the people give the similar kind of opinion and in term of the herd behaviour, majority of the people follow that opinion.

A comparison between subjectivity and polarity (Fig-7), can be shown where subjectivity and Polarity both for the hashtag of west Bengal (#WestBengal) and they are related to the 2500 tweets which have been considered, depending on the extracted datasets.

VI. RESULT ANALYSIS

This survey represents the outcomes of analysing sentiments as well as the herd behaviour and clustering coefficient to predict election results of West Bengal (2021) through social media content (Twitter). Therefore, the sentiment of most of the tweets are neutral and positive and the less number of the tweets are negative, as well as some of the tweets have more number subjectivity which refers that mostly it in people’s choice and not a piece of factual information. So, the larger number of neutral tweets cannot conclude or predict any solution that which political party can win the 2021 election in West Bengal. Also, here the prediction can be done that the winning probability of party X is a bit higher than Y (Actual party names are kept hidden here and they are represented as X & Y). Since the higher value of subjectivity has a higher clustering coefficient, more people or users will follow this opinion according to the herd behaviour principle.
Now the actual result of West Bengal Assembly Election 2021 (Fig-8) shows that party X has got 47.9% of the total vote share and party Y has got the 38.1% of the total vote share. And the model predicted the same where it claims that the probability of winning for party X is a bit higher than party Y [16]. The analysis has been carried out based on two different trending hashtags and tweets have been extracted during first week of February 2021. There are different phases of the experiment and all phases are essential to reach the result. The process, finding out the result involves the process of ETL (Extract, Transform, Load) in the first phase, and in the final phase analysis related to the clustering coefficient applied on the cleansed and transformed data. The ETL process has been implemented using Python and the records which has been extracted – are the complete tweets along with the username, hashtag used, tweet time, number of followers, retweets etc. In the next phase RAW tweets have been pre-processed and transformed so that token can formed for the further analysis. This step also takes care of the language or simply it can be referred as the implication of Natural Language Processing. These will transform the data/tweets in the form of tokens and different stop words, punctuation has been removed along with the process of lemmatization. In the final phase clustering coefficient applied to predict the outcome on the cleansed and transformed dataset and the result of this analysis has been compared and evaluated with the actual result which is the result of West Bengal Assembly Election 2021. The model shows a promising output when it is compared with the actual result of West Bengal Assembly Election 2021. There are too many predictions from other sources who claimed the completely opposite result of this model. But from twitter sentiment analysis perspective it can show the support or emotion was higher with the party X. Though the records have been extracted during first week of February 2021 and the election process took place in April 2021, and there could be several possible factors or incidents might happen in 2-3 months which could change the election result completely. But from the current scenario it can be shown that winning party was able to go with the pulse of the people of West Bengal and they are able to understand the emotion of the people in West Bengal and the same has been reflected in different tweets. Not only this, there are few contents in multiple tweets which could influence the other people and they started to change their mind. These kinds of tweets created too many followers and resulted the herd behaviours where there are certain timestamps till when people follow or supported the tweets and when the followers would be publishing/post any tweets they would be highly influenced by the previously published tweets. In different timestamps, herd behaviours can be adopted over the Social Networks [17]. So, the model is useful and can show a new way where online platforms especially social media will take a crucial role to analyse and predict election result.

Also, the major problem is the consistency of the election predicting model. The primary purpose of any prediction method is a prediction with a high degree of precision. Because the records collected in RAW format from multiple sources include errors that may lead to erroneous predictions. More research is required to overcome the shortcomings of basic sentiment analysis systems, such as machine learning techniques.

VII. USAGE IN OTHER SECTORS

The proposed model can be used in other sectors also; herd behaviour analysis using Facebook posts [17], crime data analysis from victims viewpoint [18], public reaction towards controlling obesity, Rational conformity and information cascades and decision making for any product marketing etc.

VIII. CONCLUSION

Predicting election result is a little bit tricky concept, and it has been tried earlier also by researchers and different technics have been used. Those prediction process involved - from manual process to complex mathematical models. Many aspects around the society have changed because of technical advances, and people will now predict, analyse, and measure an extensive variation of critical and significant events. Due to the vast volume of data accessible from various sources, complicated actions in a minimal timeframe. Sentiment analysis of people's views from Online Social Networks like Twitter has resulted in many research conveniences. In this research paper, the prediction of West Bengal election 2021 is given with the help of sentiment analysis and clustering coefficient, and herd behaviour model.
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