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Abstract. This paper addresses the study and applications of polyhedral duality of locally convex topological vector (LCTV) spaces. We first revisit the classical Rockafellar’s proper separation theorem for two convex sets one which is polyhedral and then present its LCTV extension replacing the relative interior by its quasi-relative interior counterpart. Then we apply this result to derive enhanced calculus rules for normals to convex sets, coderivatives of convex set-valued mappings, and subgradients of extended-real-valued functions under certain polyhedrality requirements in LCTV spaces by developing a geometric approach. We also establish in this way new results on conjugate calculus and duality in convex optimization with relaxed qualification conditions in polyhedral settings. Our developments contain significant improvements to a number of existing results obtained by Ng and Song in [11].
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1 Introduction

It has been well-recognized that convex separation plays a crucial role in generalized differential theory of convex analysis. One of the central results of convex and functional analysis states that in a topological vector space, it is possible to separate a convex set with nonempty interior and another nonempty convex set with empty intersection by a closed hyperplane. Note that the nonempty interiority condition is restrictive in both finite and infinite dimensions for applications, and thus significant effort has been made to improve this result. In his seminal monograph “Convex Analysis” [12], Rockafellar proved that two nonempty convex sets have disjoint relative interiors if and only if they can be separated by a hyperplane. He also proved that this result can be further refined if one of the sets involved is a convex polyhedron. This important result and its refinement have been used broadly in convex analysis and its applications.
The important role of relative interiors in finite dimensions has been the driving force for developing generalized relative interiors notion in infinite dimensions. Among them the notion of quasi-relative interior introduced by Borwein and Lewis in [4] and its variants have gained certain success in developing convex generalized differentiation in infinite dimensions with applications to convex optimization. We refer the reader to the paper by Ng and Song in [11] in which the quotient topology and the notion of quasi-relative interior were used to prove a convex separation result in LCTV spaces for a convex set and a convex polyhedron. This result and a related notion called “strong quasi-relative interior" were then applied to obtain the Fenchel strong duality for convex optimization problems along with deriving generalized differential calculus rules in LCTV spaces. There is a natural question: Is the use of the strong quasi-relative interior necessary? We will answer this question through this paper in the course of developing convex generalized differentiation for set-valued mappings and nonsmooth functions involving convex polyhedra.

In this paper, we first revisit Rockafellar’s theorem in finite dimensions as well as its extension to infinite dimensions by Ng and Song on separation of a convex set and a convex polyhedron. We provide further details with self-contained proofs of these results for the convenience of the reader. Then we develop generalized differential calculus rules for set-valued mappings and nonsmooth functions involving convex polyhedra with applications to the Fenchel duality theory in convex optimization. Besides obtaining new calculus rules, our developments provide significant improvements to a number of existing results obtained by Ng and Song.

Our paper is organized as follows. In Section 2 we present basic definitions and notions of convex analysis used throughout the paper. Section 3 is devoted to revisiting the aforementioned separation theorem by Rockafellar and its extension. We develop coderivative and subdifferential calculus rules for set-valued mappings and nonsmooth functions in Section 4. Finally, we present applications to duality theory in Section 5.

2 Preliminaries

In this section we recall the standard notation and definitions of convex analysis in LCTV spaces used throughout the paper; see, e.g., [15].

Given a real LCTV space $X$ and its topological dual $X^*$, consider the canonical pairing $\langle x^*, x \rangle := x^*(x)$ with $x \in X$ and $x^* \in X^*$. For a nonempty subset $A$ of $X$, define the conic hull of $A$ by $\text{cone}(A) := \{ta \in X \mid t \geq 0, a \in A\}$ and denote the closure of $A$ by $\overline{A}$.

Recall further that two convex sets $\Omega_1, \Omega_2 \subset X$ are properly separated if there exists $x^* \in X^*$ for which the following two inequality hold:

$$\sup \{ \langle x^*, w_1 \rangle \mid w_1 \in \Omega_1 \} \leq \inf \{ \langle x^*, w_2 \rangle \mid w_2 \in \Omega_2 \}, \quad (2.1)$$

$$\inf \{ \langle x^*, w_1 \rangle \mid w_1 \in \Omega_1 \} < \sup \{ \langle x^*, w_2 \rangle \mid w_2 \in \Omega_2 \}. \quad (2.2)$$

Observe that condition (2.1) can be equivalently rewritten as

$$\langle x^*, w_1 \rangle \leq \langle x^*, w_2 \rangle \text{ whenever } w_1 \in \Omega_1, \ w_2 \in \Omega_2,$$
while (2.2) means that there exist \( \bar{w}_1 \in \Omega_1 \) and \( \bar{w}_2 \in \Omega_2 \) such that

\[
\langle x^*, \bar{w}_1 \rangle < \langle x^*, \bar{w}_2 \rangle.
\]

Given two nonempty sets \( \Omega_1 \) and \( \Omega_2 \) in a topological vector space \( X \). We say that \( \Omega_1 \) and \( \Omega_2 \) can be separated by a closed hyperplane that does not contain \( \Omega_2 \) if there exists \( x^* \in X^* \) and \( \alpha \in \mathbb{R} \) such that

\[
\sup \{ \langle x^*, x \rangle \mid x \in \Omega_1 \} \leq \alpha \leq \inf \{ \langle x^*, x \rangle \mid x \in \Omega_2 \} \quad \text{and} \quad \alpha < \sup \{ \langle x^*, x \rangle \mid x \in \Omega_2 \}.
\]

Given a convex subset \( \Omega \) of \( X \), the \textit{relative interior} of \( \Omega \) is defined by

\[
\text{ri}(\Omega) := \{ x \in \Omega \mid \exists \ \text{a convex neighborhood} \ V \ \text{of} \ x \ \text{such that} \ V \cap \overline{\text{aff}}(\Omega) \subset \Omega \}.
\]

The \textit{intrinsic relative interior} of \( \Omega \) is the set

\[
\text{iri}(\Omega) := \{ x \in \Omega \mid \text{cone}(\Omega - x) \text{ is a subspace of } X \}.
\]

The \textit{quasi-relative interior} of \( \Omega \) is the set

\[
\text{qri}(\Omega) := \{ x \in \Omega \mid \text{cone}(\Omega - x) \text{ is a subspace of } X \}.
\]

We say that a convex set \( \Omega \subset X \) is \textit{quasi-regular} if \( \text{qri}(\Omega) = \text{iri}(\Omega) \).

Relationships between the notions of relative, intrinsic relative, and quasi-relative interiors of convex sets in LCTV spaces give conditions that ensure quasi-regularity of a set. These results can be found in [3, 4, 8, 14].

**Theorem 2.1** Let \( \Omega \) be a convex subset of a topological vector space \( X \). Then we have the inclusions

\[
\text{ri} \ (\Omega) \subset \text{iri} \ (\Omega) \subset \text{qri}(\Omega).
\]

(2.3)

If furthermore \( X \) is locally convex and \( \text{ri} \ (\Omega) \neq \emptyset \), then the inclusions in (2.3) become the equalities

\[
\text{ri} \ (\Omega) = \text{iri} \ (\Omega) = \text{qri}(\Omega).
\]

We continue with a well-known version of \textit{proper separation} of a singleton from a convex set that gives us yet another characterization of quasi-relative interior; see: [7, Theorem 2.3].

**Proposition 2.2** Let \( \Omega \) be a convex set in an LCTV space \( X \), and let \( \bar{x} \in \Omega \). Then the sets \( \{ \bar{x} \} \) and \( \Omega \) are properly separated if and only if \( \bar{x} \notin \text{qri}(\Omega) \).

A subset \( P \subset X \) is said to be a polyhedral set if there exist \( x^*_i \in X^*, \alpha_i \in \mathbb{R} \) for \( i = 1, \ldots, k \), such that

\[
P = \{ x \in X \mid \langle x^*_i, x \rangle \leq \alpha_i, i = 1, \ldots, k \}.
\]

Let \( \Omega \) be a nonempty convex subset of \( X \). The \textit{normal cone} to \( \Omega \) at \( \bar{x} \) is defined by

\[
N(\bar{x}; \Omega) := \{ x^* \in X^* \mid \langle x^*, x - \bar{x} \rangle \leq 0 \forall x \in \Omega \} \quad \text{whenever} \ \bar{x} \in \Omega
\]

(2.4)
and \( N(\bar{x}; \Omega) := \emptyset \) if \( \bar{x} \notin \Omega \).

A set-valued mapping \( F: X \to Y \) between topological vector spaces \( X \) and \( Y \) is said to be \textit{convex} if its \textit{graph} given by

\[
gph(F) := \{(x, y) \mid y \in F(x)\}
\]

is a convex set in \( X \times Y \). The \textit{domain} of \( F \) is the set of all \( x \in X \) for which \( F(x) \) is nonempty.

Given \( (\bar{x}, \bar{y}) \in gph(F) \), the \textit{coderivative} of \( F \) at \( (\bar{x}, \bar{y}) \) is the set-valued mapping \( D^*F(\bar{x}, \bar{y}): Y^* \to X^* \) defined by

\[
D^*F(\bar{x}, \bar{y})(y^*) := \{x^* \in X^* \mid (x^*, -y^*) \in N((\bar{x}, \bar{y}); gph(F)), y^* \in Y^*\}.
\]

(2.5)

Note that if \( A: X \to Y \) is a continuous linear mapping, then

\[
D^*A(\bar{x}, \bar{y})(y^*) = \{A^*(y^*)\}, y^* \in Y^*,
\]

where \( \bar{y} := A(\bar{x}) \) and \( A^* \) denotes the adjoint mapping of \( A \).

Given a convex function \( f: X \to \mathbb{R} := (-\infty, \infty] \), the \textit{subdifferential} of \( f \) at \( \bar{x} \in \text{dom}(f) := \{x \in X \mid f(x) < \infty\} \) is defined by

\[
\partial f(\bar{x}) := \{x^* \in X^* \mid \langle x^*, x - \bar{x} \rangle \leq f(x) - f(\bar{x}) \text{ for all } x \in X\}.
\]

Defining the \textit{epigraphical mapping} \( E_f: \mathbb{R} \to \mathbb{R} \) by \( E_f(x) := [f(x), \infty) \), we have the following representation

\[
\partial f(\bar{x}) = D^*E_f(\bar{x}, \bar{y})(1), \text{ where } \bar{y} := f(\bar{x}).
\]

3 Rockafellar’s Polyhedral Separation Theorem Revisited

The following theorem was known by [12, Theorem 20.2] or [1, Proposition 1.5.7]. We present here a rather different and more detailed proof.

**Theorem 3.1 (Rockafellar’s theorem for polyhedral sets).** Let \( P \) and \( \Omega \) be two nonempty convex sets of \( \mathbb{R}^n \) such that \( P \) is polyhedral. The condition that there exists a (closed) hyperplane separating \( P \) and \( \Omega \) properly and not containing \( \Omega \) is equivalent to

\[
P \cap \text{ri} \,(\Omega) = \emptyset.
\]

**Proof.** Assume there exists a hyperplane \( H \) defined by

\[
H := \{x \in \mathbb{R}^n \mid \langle v, x \rangle = \alpha\}
\]

for some \( v \in \mathbb{R}^n, v \neq 0, \) and \( \alpha \in \mathbb{R} \)

that separates \( P \) and \( \Omega \) properly and does not contain \( \Omega \). Since \( H \) properly separates \( P \) and \( \Omega \), without loss of generality we have

\[
\langle v, x \rangle \leq \alpha \leq \langle v, p \rangle \text{ for all } x \in \Omega, p \in P,
\]

(3.1)
and since $\Omega \not\subseteq H$ there exists $\bar{x} \in \Omega$ such that 
\[ \langle v, \bar{x} \rangle < \alpha \leq \langle v, p \rangle \text{ for all } p \in P. \]

Next, observe that 
\[ \langle v, x \rangle \leq \alpha = \langle v, u \rangle \text{ for all } x \in \Omega, u \in H \]
and that the element $\bar{x}$ satisfies 
\[ \langle v, \bar{x} \rangle < \alpha = \langle v, u \rangle \text{ for all } u \in H, \]
therefore the hyperplane $H$ properly separates the convex sets $H$ and $\Omega$. To arrive at a contradiction, suppose that
\[ P \cap \text{ri}(\Omega) \neq \emptyset \]
and choose an element $x_0 \in P \cap \text{ri}(\Omega)$. Then by (3.1) we have 
\[ \langle v, x_0 \rangle \leq \alpha \leq \langle v, x_0 \rangle, \]
or $\langle v, x_0 \rangle = \alpha$. This implies $x_0 \in H$ but $\text{ri}(H) = H$ since $H$ is an affine set, therefore 
\[ x_0 \in H \cap \text{ri}(\Omega) = \text{ri}(H) \cap \text{ri}(\Omega) \]
which contradicts that $H$ and $\Omega$ are properly separated since their proper separation is equivalent to $\text{ri}(H) \cap \text{ri}(\Omega) = \emptyset$. Therefore, $P \cap \text{ri}(\Omega) = \emptyset$.

Conversely, suppose that $P \cap \text{ri}(\Omega) = \emptyset$. We will show that there exists a hyperplane that properly separates $\Omega$ and $P$, while it does not contain $\Omega$. Define the set 
\[ D := P \cap \text{aff}(\Omega). \]
Since $P$ and $\text{aff}(\Omega)$ are convex polyhedra, if $D = \emptyset$, then the strict separation theorem gives that $P$ and $\text{aff}(\Omega)$ can be strictly separated by a hyperplane $H$. This hyperplane strictly separates $P$ and $\Omega$ and does not contain $\Omega$ since $\Omega \subset \text{aff}(\Omega) \subset \text{int}(H^+)$ while $P \subset \text{int}(H^-)$.

We now consider the case where $D \neq \emptyset$. It follows from the assumption $P \cap \text{ri}(\Omega) = \emptyset$ that
\[ \text{ri}(D) \cap \text{ri}(\Omega) \subset D \cap \text{ri}(\Omega) \subset P \cap \text{ri}(\Omega) = \emptyset. \]
By the proper separation theorem, the sets $D$ and $\Omega$ can be properly separated by a hyperplane $H_0$ defined by
\[ H_0 := \{ x \in \mathbb{R}^n \mid \langle v_0, x \rangle = \alpha_0 \} \text{ for some } v_0 \in \mathbb{R}^n, v_0 \neq 0, \text{and } \alpha_0 \in \mathbb{R}. \]
If $\Omega \subset H_0$, then $\text{aff}(\Omega) \subset H_0$ and hence $D \subset H_0$ therefore $\langle v_0, x \rangle = \langle v_0, y \rangle = \alpha_0$ for all $x \in \Omega, y \in D$. This contradicts the proper separation of $D$ and $\Omega$ by $H_0$, so $H_0$ does not contain $\Omega$.

Suppose that
\[ \Omega \subset H_0^- := \{ x \in \mathbb{R}^n \mid \langle v_0, x \rangle \leq \alpha_0 \} \text{ so } D \subset H_0^+ := \{ x \in \mathbb{R}^n \mid \langle v_0, x \rangle \geq \alpha_0 \}, \]
and define
\[ \Theta := H_0^- \cap \text{aff} (\Omega). \]
Since \( H_0 \) does not contain \( \Omega \) and \( \Omega \subset \Theta \), \( H_0 \) also does not contain \( \Theta \), and hence the sets \( H_0 \) and \( \Theta \) are properly separated, thus
\[ H_0 \cap \text{ri} (\Theta) = \text{ri} (H_0) \cap \text{ri} (\Theta) = \emptyset. \]
Also, if \( x \in D \cap \text{ri} (\Theta) \) then \( x \in \Theta \) gives \( \langle v_0, x \rangle \leq \alpha_0 \) and \( x \in D \) gives \( \alpha_0 \leq \langle v_0, x \rangle \), or \( \langle v_0, x \rangle = \alpha_0 \) so \( x \in H_0 \). This contradicts \( H_0 \cap \text{ri} (\Theta) = \emptyset \), thus \( D \cap \text{ri} (\Theta) = \emptyset \). Additionally, if \( x \in P \cap \text{ri} (\Theta) \) then \( x \in P \cap \text{aff} (\Omega) = D \) since \( \text{ri} (\Theta) \subset \text{aff} (\Omega) \), which means \( x \in D \cap \text{ri} (\Theta) \) contradicting \( D \cap \text{ri} (\Theta) = \emptyset \). Thus, we also have
\[ P \cap \text{ri} (\Theta) = \emptyset. \] (3.2)
Now if \( P \cap \Theta = \emptyset \), since \( P \) and \( \Theta \) are polyhedral, by the strict separation theorem there exists a hyperplane \( H \) strictly separating \( P \) and \( \Theta \) such that \( \Omega \subset \Theta \subset \text{int} (H^-) \) and \( P \subset \text{int} (H^+) \).
This hyperplane \( H \) separates \( P \) and \( \Omega \) and does not contain \( \Omega \).
We now consider the final case where \( P \cap \Theta \neq \emptyset \). We can suppose that \( 0 \in P \cap \Theta \), and since \( \Theta \subset \text{aff} (\Omega) \) we have
\[ 0 \in P \cap \Theta \subset P \cap \text{aff} (\Omega) = D \] which gives \( 0 \in \Theta \cap D \subset H_0^- \cap H_0^+ = H_0 \).
Since \( 0 \in H_0 \), we have \( \alpha_0 = 0 \) or \( H_0 = \{ x \in \mathbb{R}^n : \langle v_0, x \rangle = 0 \} \).
Observe that \( 0 \notin \text{int} (P) \). Indeed, to arrive at a contradiction, suppose that \( 0 \in \text{int} (P) \). For each \( \bar{x} \in \text{ri} (\Theta) \) since \( 0 \in \Theta \) we have \( [\bar{x}, 0) \subset \text{ri} (\Theta) \). But \( 0 \in \text{int} (P) \) would mean \( \text{int} (P) \cap [\bar{x}, 0) \neq \emptyset \) so \( \text{int} (P) \cap \text{ri} (\Theta) \neq \emptyset \) contradicting that \( P \cap \text{ri} (\Theta) = \emptyset \), and hence \( 0 \notin \text{int} (P) \).
Since \( 0 \in P \setminus \text{int} (P) \) and \( P \) is a convex polyhedron, \( P \) can be represented as the intersection of half-spaces
\[ P = \{ x \in \mathbb{R}^n | \langle u_i, x \rangle \leq 0, \ i = 1, \ldots, m \} \cap \{ x \in \mathbb{R}^n | \langle u_j, x \rangle \leq \beta_j, \ j = m + 1, \ldots, \bar{m} \} \]
where \( 1 \leq m \leq \bar{m}, v_k \) are nonzero vectors in \( \mathbb{R}^n \) for \( k = 1, \ldots, \bar{m} \), and \( \beta_j > 0 \) for \( j = m + 1, \ldots, \bar{m} \).
Let \( M \) be the relative boundary of \( \Theta \), i.e.,
\[ M = H_0 \cap \text{aff} (\Omega) \]
as in Figure 1, and note that \( M \) and \( \text{aff} (\Omega) \) are both linear subspaces due to \( 0 \in H_0 \) and \( 0 \in \Theta \subset \text{aff} (\Omega) \), so they are both affine sets containing the origin. Additionally, the half-subspace \( \Theta \) is a cone.
Now, consider the polyhedral convex cone
\[ K := \{ x \in \mathbb{R}^n | \langle u_i, x \rangle \leq 0, \ i = 1, \ldots, m \} + M = \text{cone}(P) + M. \]

We claim that \( K \cap \text{ri} (\Theta) = \emptyset \). To arrive at a contradiction, suppose that there exists \( \bar{x} \in K \cap \text{ri} (\Theta) \). Since \( \bar{x} \in K \) and \( \bar{x} \notin M \),
\[ \bar{x} = \bar{\gamma} \bar{w} + \bar{u}, \text{ for some } \bar{w} \in P, \bar{u} \in M, \bar{\gamma} > 0. \]

It follows that
\[ \bar{w} = \frac{1}{\bar{\gamma}} \bar{x} - \frac{1}{\bar{\gamma}} \bar{u} \in P. \]

Since \( \bar{x} \in \text{ri} (\Theta) \) and since \( -\bar{u} \in M \subset \Theta \) because \( M \) is a subspace, one has
\[ \lambda \bar{x} - (1 - \lambda) \bar{u} \in \text{ri} (\Theta) \text{ for all } \lambda \in (0, 1). \] (3.3)

Since \( \Theta \) is a cone, \( \text{ri} (\Theta) \) is a cone as well. So (3.3) together with the fact that \( \text{ri} (\Theta) \) is a cone gives us the inclusion
\[ \frac{\lambda}{1 - \lambda} \bar{x} - \bar{u} \in \text{ri} (\Theta) \text{ for all } \lambda \in (0, 1) \]
which is equivalent to
\[ \alpha \bar{x} - \bar{u} \in \text{ri} (\Theta) \text{ for all } \alpha > 0. \]
In particular, we have \( \bar{x} - \bar{u} \in \text{ri} (\Theta) \), thus multiplying by \( \frac{1}{\gamma} > 0 \) gives

\[
\bar{w} = \frac{1}{\gamma} \bar{x} - \frac{1}{\gamma} \bar{u} \in \text{ri} (\Theta)
\]

which means \( \bar{w} \in P \cap \text{ri} (\Theta) \). This contradicts (3.2), hence \( K \cap \text{ri} (\Theta) = \emptyset \).

Since \( K \) is a convex polyhedra, \( K \) can be represented as

\[
K = \bigcap_{i=1}^{k} H_i^-
\]

where for \( i = 1, \ldots, k \), each \( H_i^- \) is a closed half-space with respect to a hyperplane \( H_i \) which passes through the origin since \( K \) is a cone. That is, for each \( i \), there is a nonzero vector \( v_i \in \mathbb{R}^n \) such that \( H_i^- = \{ x \in \mathbb{R}^n : \langle v_i, x \rangle \leq 0 \} \). Additionally, since \( M \subset K \) we have \( M \subset H_i^- \) for all \( i \).

We are going to show that \( H_i^- \cap \text{ri} (\Theta) = \emptyset \) for at least one \( i \). Note first that if \( H_i^- \cap \text{ri} (\Theta) \neq \emptyset \), then \( \Theta \subset H_i^- \). Indeed, suppose that \( \bar{x} \in H_i^- \cap \text{ri} (\Theta) \) so \( \langle v_0, \bar{x} \rangle < 0 \), choose \( y \in \Theta \), and let

\[
\lambda = \frac{\langle v_0, y \rangle}{\langle v_0, \bar{x} \rangle} \text{ and } z = y - \lambda \bar{x}.
\]

Now \( \lambda \geq 0 \), \( z \in H_0 \) since \( \langle v_0, z \rangle = 0 \), and \( z \in \text{aff} (\Omega) \) since \( \bar{x}, y \in \text{aff} (\Omega) \) and \( \text{aff} (\Omega) \) is a subspace. This gives \( z \in H_0 \cap \text{aff} (\Omega) = M \), therefore \( z \in H_i^- \) as well. Since \( y = \lambda \bar{x} + z \), \( \langle v_i, z \rangle \leq 0 \), and \( \langle v_i, \bar{x} \rangle \leq 0 \), it follows that

\[
\langle v_i, y \rangle = \langle v_i, \lambda \bar{x} + z \rangle = \lambda \langle v_i, \bar{x} \rangle + \langle v_i, z \rangle \leq 0
\]

therefore \( y \in H_i^- \). Since \( y \) represents an arbitrary element of \( \Theta \), we conclude \( \Theta \subset H_i^- \) whenever \( H_i^- \cap \text{ri} (\Theta) \neq \emptyset \). By this result, it must be the case that \( H_{i_0} \cap \text{ri} (\Theta) = \emptyset \) for some \( i_0 \in \{1, \ldots, m\} \). If not,

\[
\text{ri} (\Theta) \subset \Theta \subset \bigcap_{i=1}^{k} H_i^- = K
\]

which contradicts \( \text{ri} (\Theta) \cap K = \emptyset \). If we let \( H = H_{i_0} \) for some index \( i_0 \) where \( H_{i_0}^- \) has an empty intersection with \( \text{ri} (\Theta) \), we have \( \Omega \subset \Theta \subset H^+, P \subset K \subset H^- \), and \( \Omega \not\subset H \) since \( \text{ri} (\Theta) \subset \Theta \not\subset H \).

Let \( P \) be a general polyhedral set. It follows from [2, Proposition 2.197] that \( \text{ri} (P) \neq \emptyset \). Therefore, [3, Theorem 2.12] shows that \( \text{ri} (P) = \text{iri} (P) = qri (P) \). This means that a convex polyhedron is quasi-regular.

Next we discuss an extension of Theorem 3.1 to locally convex topological vector spaces obtained by Ng and Song; see [11, Theorem 3.1]. Their proof uses the quotient topology to reduce the general result to the finite-dimensional case. Here are some elaborations in this direction.

Given a linear subspace \( N \) of a topological vector space \( X \), recall that the quotient space \( X/N \) is defined by

\[
X/N := \{ x + N \mid x \in X \}.
\]
The addition and the scalar multiplication on $X/N$ are defined by
\[(x + N) + (y + N) := (x + y) + N \text{ and } \alpha(x + N) := \alpha x + N\]
for $x, y \in X$ and scalar $\alpha$. Since $N$ is a linear subspace, both operations above are well-defined. We can show easily that $X/N$ with these operations is a vector space.

The quotient map $\pi: X \to X/N$ is defined by
\[\pi(x) := x + N \text{ for } x \in X.\] (3.4)

Now, we denote by $\tau_N$ the strongest topology on $X/N$ such that the quotient map is continuous, i.e.,
\[\tau_N = \{E \subset X/N \mid \pi^{-1}(E) \text{ is open in } X\}.\]

The following theorem can be deduced from the definitions; see [13].

**Theorem 3.2** Let $X$ be a topological vector space, and let $N$ be a closed subspace of $X$. Then we have the following assertions:

(a) The quotient map $\pi: X \to X/N$ is linear, continuous, and open.
(b) The vector space $X/N$ with the quotient topology is a topological vector space.
(c) If $B$ is a basis of neighborhoods of the origin in $X$, then $\pi(B)$ is a basis of neighborhoods of the origin in $X/N$.
(d) If $X$ is an LCTV space, then so is $X/N$.

Next we present some useful propositions of their own interest.

**Proposition 3.3** Let $X$ be a topological vector space, and let $N$ be a closed linear subspace of $X$. Then the adjoint $\pi^*: (X/N)^* \to X^*$ of $\pi: X \to X/N$ is a bijection from $(X/N)^*$ to $N^\perp := \{f \in X^* \mid f(x) = 0 \text{ for all } x \in N\}$.

**Proof.** Fix any $z^* \in (X/N)^*$. We will show that $\pi^*(z^*) \in N^\perp$. For any $x \in N$ we have $\pi(x) = 0$, the zero element in $X/N$, and so
\[\langle \pi^*(z^*), x \rangle = \langle z^*, \pi(x) \rangle = 0.\]
It follows by the definition that $\pi^*(z^*) \in N^\perp$.

To prove the reverse inclusion, we fix any $f \in N^\perp$ and show that $f = \pi^*(z^*)$ for some $z^* \in (X/N)^*$. Now, fix any $z := x + N \in X/N$ for $x \in X$. Define
\[z^*(z) := f(x).\]
Since $f \in N^\perp$, we can check that $z^*$ is well-defined. Obviously, $z^*$ is linear, and its continuity follows from the continuity of $f$ and the fact that $\pi$ is an open map. Thus $z^* \in (X/N)^*$ and
\[\pi^*(z^*) = z^* \circ \pi = f,\]
which shows that \( \pi^* \) is surjective.

Finally, suppose that \( z^* \in (X/N)^* \) and \( \pi^*(z^*) = 0 \). In that case, for any \( x \in X \) we have \( 0 = \langle \pi^*(z^*), x \rangle = \langle z^*, \pi(x) \rangle \) which means \( z^* = 0 \), thus \( \pi^* \) is injective as well. This completes the proof. \( \square \)

**Proposition 3.4** Let \( X \) be an LCTV space, and let \( f_i: X \rightarrow \mathbb{F} \) be continuous linear functionals for \( i = 1, \ldots, m \) with \( N := \cap_{i=1}^m \ker(f_i) \). Then \( N \) is a closed linear subspace of \( X \) and \( \dim(X/N) < \infty \).

**Proof.** Obviously, \( N \) is a closed linear subspace of \( X \). Define the map \( F: X \rightarrow \mathbb{F}^m \) by

\[
F(x) := (f_1(x), f_2(x), \ldots, f_m(x)).
\]

Then \( F \) is a linear mapping with \( \ker(F) = N \) and thus

\[
\dim(X/N) = \dim(F(X)) \leq m,
\]

which completes the proof. \( \square \)

We are now ready to present the afore-mentioned extension of Theorem 3.1 to locally convex topological vector spaces obtained by Ng and Song ([11, Theorem 3.1]).

**Theorem 3.5** Let \( P \) and \( \Omega \) be nonempty convex sets in an LCTV space \( X \). Suppose that \( P \) is a convex polyhedron and \( \text{qri}(\Omega) \neq \emptyset \). Then \( P \cap \text{qri}(\Omega) = \emptyset \) if and only if there exists a closed hyperplane \( H \) such that \( H \) does not contain \( \Omega \) and separates \( P \) and \( \Omega \) properly.

**Proof.** Suppose that the sets \( P \) and \( \Omega \) can be properly separated by a closed hyperplane \( H \) and \( \Omega \not\subseteq H \). Then there exist \( f \in X^* \) and \( \alpha \in \mathbb{R} \) such that

\[
\sup_{x \in P} f(x) \leq \alpha \leq \inf_{x \in \Omega} f(x) \quad \text{and} \quad \alpha < \sup_{x \in \Omega} f(x). \tag{3.5}
\]

On a contrary suppose that \( P \cap \text{qri}(\Omega) \neq \emptyset \). Then there exists \( \bar{x} \in P \cap \text{qri}(\Omega) \). It follows from (3.5) that \( f(x) \geq 0 \) for all \( x \in \text{cone}(\Omega - \bar{x}) \). Since \( \text{cone}(\Omega - \bar{x}) \) is a linear subspace, \( f(x) = 0 \) for all \( x \in \Omega - \bar{x} \), which is a contradiction to (3.5).

For the converse statement, we assume that \( P \cap \text{qri}(\Omega) = \emptyset \) with \( \text{qri}(\Omega) \neq \emptyset \) and show the fulfillment of the separation property formulated in the theorem. Since \( P \) is a convex polyhedron, we have the following representation

\[
P = \{ x \in X \mid f_i(x) \leq b_i, \ i = 1, \ldots, m \},
\]

where \( f_i \in X^*, b_i \in \mathbb{R} \) for \( i = 1, \ldots, m \). Set \( N := \cap_{i=1}^m \ker(f_i) \). By Proposition 3.4, the quotient space \( X/N \) is finite-dimensional. Let \( \pi: X \rightarrow X/N \) be the quotient map. For each \( i \in \{1, \ldots, m\} \) consider the functions \( \widehat{f_i}: X/N \rightarrow \mathbb{R} \) given by

\[
\widehat{f_i}([x]) := f_i(x), \quad \text{where} \quad [x] := x + N \in X/N.
\]

It is not hard to show that \( \widehat{f_i} \) is well-defined and \( \widehat{f_i} \in (X/N)^* \) for all \( i = 1, \ldots, m \). Remembering the construction of the quotient map \( \pi: X \rightarrow X/N \) from (3.4) gives us easily that

\[
\pi(P) = \{ [x] \in X/N \mid \widehat{f_i}([x]) \leq b_i, \ i = 1, \ldots, m \},
\]
and hence \( \pi(P) \) is a convex polyhedron in \( X/N \). Since \( X/N \) is finite-dimensional, we have \( \pi(qri(\Omega)) = ri(\pi(\Omega)) \). Assuming now that \( \pi(P) \cap ri(\pi(\Omega)) \neq \emptyset \), i.e., there exists \( \bar{x} \in qri(\Omega) \) with \( [\bar{x}] \in \pi(P) \), implies that

\[
f_i(\bar{x}) = \widehat{f}_i([\bar{x}]) \leq b_i \quad \text{for all } i = 1, \ldots, m,
\]

and \( \bar{x} \in P \cap qri(\Omega) \). This contradicts our initial assumption. Thus \( \pi(P) \cap ri(\pi(\Omega)) = \emptyset \).

By Theorem 3.1, there exists \( x^* \in (X/N)^* \) and \( \alpha \in \mathbb{R} \) such that

\[
\sup_{x \in \pi(P)} \langle x^*, [x] \rangle \leq \alpha \leq \inf_{x \in \pi(\Omega)} \langle x^*, [x] \rangle \quad \text{and} \quad \alpha < \sup_{x \in \pi(\Omega)} \langle x^*, [x] \rangle.
\]

Proposition 3.3 ensures that the adjoint operation \( \pi^* : (X/N)^* \to X^* \) is into the space \( N^\perp \). Letting \( f := \pi^*(x^*) \), we deduce from this proposition that \( f \in N^\perp \subset X^* \) with \( f(x) = \langle x^*, [x] \rangle \) for \( x \in X \), and so

\[
\sup_{x \in P} f(x) \leq \alpha \leq \inf_{x \in \Omega} f(x) \quad \text{and} \quad \alpha < \sup_{x \in \Omega} f(x),
\]

which completes the proof of the theorem. \( \square \)

**Remark 3.6** In our proof of Theorem 3.5, we corrected a glitch in the proof of [11, Theorem 3.1] by Ng and Song claiming that if \( \Omega \) and \( P \) can be properly separated by a closed hyperplane \( H \) and \( \Omega \not\subset H \), then there exists \( f \in X^* \) such that

\[
\sup_{x \in P} f(x) \leq \inf_{x \in \Omega} f(x) < \sup_{x \in \Omega} f(x).
\]

Note that this is not the case in general unless \( P \cap \Omega \neq \emptyset \).

## 4 Polyhedral Normal Cone Intersection Rule

The following normal cone intersection rule is the driving force of our geometric approach to generalized differential calculus developed in what follows; cf. [10] in the general framework of variational analysis,

**Theorem 4.1** Let \( P \) and \( \Omega \) be nonempty convex subsets of an LCTV space \( X \), where \( P \) is a convex polyhedron. Assume that the following quasi-relative interior qualification condition

\[
P \cap qri(\Omega) \neq \emptyset \quad (4.1)
\]

is satisfied. Then we have the normal cone intersection rule

\[
N(\bar{x}; P \cap \Omega) = N(\bar{x}; P) + N(\bar{x}; \Omega) \text{ for all } \bar{x} \in P \cap \Omega. \quad (4.2)
\]

**Proof.** Fix \( \bar{x} \in P \cap \Omega \) and \( \bar{x}^* \in N(\bar{x}; P \cap \Omega) \), and then get by definition (2.4) that

\[
\langle \bar{x}^*, x - \bar{x} \rangle \leq 0 \quad \text{for all } x \in P \cap \Omega.
\]
Define further the convex sets in $X \times \mathbb{R}$ by

$$Q := \{(x, \lambda) \in X \times \mathbb{R} \mid x \in P, \lambda \leq \langle \bar{x}^*, x - \bar{x} \rangle \}$$

and $\Theta := \Omega \times [0, \infty)$. (4.3)

We have $\text{qri}(\Theta) = \text{qri}(\Omega) \times (0, \infty)$, while $Q$ is a convex polyhedron. It is easy to check from the constructions of the sets $Q, \Theta$ in (4.3) and the choice of $\bar{x}^*$ that $Q \cap \text{qri}(\Theta) = \emptyset$. Then the separation results of Theorem 3.5 give us a nonzero pair $(w^*, \gamma) \in X^* \times \mathbb{R}$ and $\alpha \in \mathbb{R}$ such that

$$\langle w^*, x \rangle + \lambda_1 \gamma \leq \alpha \leq \langle w^*, y \rangle + \lambda_2 \gamma \quad \text{for all} \quad (x, \lambda_1) \in Q, (y, \lambda_2) \in \Theta. \quad (4.4)$$

Furthermore, there exist pair $(\bar{y}, \bar{\lambda}_2) \in \Theta$ satisfying

$$\alpha < \langle w^*, \bar{y} \rangle + \bar{\lambda}_2 \gamma.$$

Using (4.4) with $(\bar{x}, 0) \in Q$ and $(\bar{x}, 1) \in \Theta$ yields $\gamma \geq 0$. Now we employ the quasi-relative interior qualification condition (4.1) to show that $\gamma \neq 0$. Suppose on the contrary that $\gamma = 0$ and then get

$$\langle w^*, x \rangle \leq \alpha \leq \langle w^*, y \rangle \quad \text{for all} \quad x \in P, y \in \Omega,$nand $\alpha < \langle w^*, \bar{y} \rangle$ with $\bar{y} \in \Omega$.

This implies that the sets $P$ and $\Omega$ can be properly separated by a hyperplane $H$ which does not contain $\Omega$, and thus by Theorem 3.5 we have $P \cap \text{qri}(\Omega) = \emptyset$. This contradiction shows that $\gamma > 0$.

We immediately deduce from (4.4) that

$$\langle w^*, \bar{x} \rangle \leq \alpha \leq \langle w^*, x \rangle \quad \text{for all} \quad x \in \Omega,$n and thus $-w^* \in N(\bar{x}; \Omega)$ and $\frac{-w^*}{\gamma} \in N(\bar{x}; \Omega)$.

It also follows from (4.4), when $(x, \beta) \in Q$ with $\beta := \langle \bar{x}^*, x - \bar{x} \rangle$ and $(\bar{x}, 0) \in \Theta$ that

$$\langle w^*, x \rangle + \gamma \langle \bar{x}^*, x - \bar{x} \rangle \leq \langle w^*, \bar{x} \rangle \quad \text{whenever} \quad x \in P.$$

Dividing both sides therein by $\gamma$ gives us the inequality

$$\left\langle \frac{w^*}{\gamma} + \bar{x}^*, x - \bar{x} \right\rangle \leq 0 \quad \text{for all} \quad x \in P,$n and so $\frac{w^*}{\gamma} + \bar{x}^* \in N(\bar{x}; P)$. Therefore we arrive at

$$\bar{x}^* = \left(\frac{w^*}{\gamma} + \bar{x}^*\right) + \left(\frac{-w^*}{\gamma}\right) \in N(\bar{x}; P) + N(\bar{x}; \Omega),$$n which verifies the inclusion “$\subset$” in (4.2) and thus completes the proof of the theorem since the proof of the opposite inclusion is straightforward. □
5 Generalized Differential Calculus under Polyhedrality

In this section we establish major calculus rules for coderivatives of set-valued mappings and subdifferentials of extended-real-valued functions in convex polyhedral settings of LCTV spaces.

Definition 5.1 (a) A set-valued mapping \( F: X \rightharpoonup Y \) between LCTV spaces is said to be a POLYHEDRAL SET-VALUED MAPPING if \( \text{gph}(F) \) is a convex polyhedron in \( X \times Y \).

(b) A function \( f: X \to \mathbb{R} \) defined on an LCTV space \( X \) is said to be a POLYHEDRAL FUNCTION if \( \text{epi}(f) \) is a convex polyhedron in \( X \times \mathbb{R} \).

Recall also that the (Minkowski) sum of two set-valued mappings \( F_1, F_2: X \rightharpoonup Y \) is
\[
(F_1 + F_2)(x) = F_1(x) + F_2(x) := \{y_1 + y_2 \in Y \mid y_1 \in F_1(x), y_2 \in F_2(x)\}, \quad x \in X.
\]

It is easy to see that \( \text{dom}(F_1 + F_2) = \text{dom}(F_1) \cap \text{dom}(F_2) \) and that the graph of \( F_1 + F_2 \) is convex provided that both mappings \( F_1, F_2 \) have this property. Our goal is to represent the coderivative of the sum \( F_1 + F_2 \) at a given point in terms of the coderivatives of \( F_1 \) and \( F_2 \). To proceed, for any \((\bar{x}, \bar{y}) \in \text{gph}(F_1 + F_2)\) consider the set
\[
S(\bar{x}, \bar{y}) := \{(y_1, y_2) \in Y \times Y \mid \bar{y} = y_1 + y_2, \ y_i \in F_i(\bar{x}) \text{ as } i = 1, 2\}
\]
used in the formulation of the following coderivative sum rule.

Theorem 5.2 Consider two convex set-valued mappings \( F_1, F_2: X \rightharpoonup Y \) between LCTV spaces, and let the graphical quasi-relative interior qualification condition
\[
\exists(\bar{x}, \bar{y}_1, \bar{y}_2) \in X \times Y \times Y \text{ with } (\bar{x}, \bar{y}_1) \in \text{gph}(F_1) \text{ and } (\bar{x}, \bar{y}_2) \in \text{qri}(\text{gph}(F_2)) \quad (5.1)
\]
be satisfied. Assuming furthermore that \( F_1 \) is polyhedral, we have the coderivative sum rule
\[
D^*(F_1 + F_2)(\bar{x}, \bar{y})(y^*) = D^*F_1(\bar{x}, \bar{y}_1)(y^*) + D^*F_2(\bar{x}, \bar{y}_2)(y^*) \quad (5.2)
\]
valid for all \((\bar{x}, \bar{y}) \in \text{gph}(F_1 + F_2)\), for all \( y^* \in Y^* \), and for all \((\bar{y}_1, \bar{y}_2) \in S(\bar{x}, \bar{y})\).

Proof. Fix any \( x^* \in D^*(F_1 + F_2)(\bar{x}, \bar{y})(y^*) \) and get by equation (2.5) that \((x^*, -y^*) \in N((\bar{x}, \bar{y}); \text{gph}(F_1 + F_2))\). For every \((\bar{y}_1, \bar{y}_2) \in S(\bar{x}, \bar{y})\) consider the convex sets
\[
\Omega_1 := \{(x, y_1, y_2) \in X \times Y \times Y \mid y_1 \in F_1(x)\},
\]
\[
\Omega_2 := \{(x, y_1, y_2) \in X \times Y \times Y \mid y_2 \in F_2(x)\}.
\]
Then \( \Omega_1 \) is a convex polyhedron and
\[
\text{qri}(\Omega_2) = \{(x, y_1, y_2) \in X \times Y \times Y \mid (x, y_2) \in \text{qri}(\text{gph}(F_2))\}.
\]
It follows from the definition that
\[
(x^*, -y^*, -y^*) \in N((\bar{x}, \bar{y}_1, \bar{y}_2); \Omega_1 \cap \Omega_2). \quad (5.3)
\]
Furthermore, the qualification condition (5.1) implies that $\Omega_1 \cap qri(\Omega_2) \neq \emptyset$. Applying now Theorem 4.1 to the set intersection in (5.3) gives us

$$(x^*, -y^*, -y^*) \in N((\bar{x}, \bar{y}_1, \bar{y}_2); \Omega_1) + N((\bar{x}, \bar{y}_1, \bar{y}_2); \Omega_2).$$

Thus we arrive at the representation

$$(x^*, -y^*, -y^*) = (x_1^*, -y^*, 0) + (x_2^*, 0, -y^*) \quad \text{with} \quad (x_i^*, -y^*) \in N((\bar{x}, \bar{y}_i); \text{gph}(F_i))$$

for $i = 1, 2$. The above representation reads as

$$x^* = x_1^* + x_2^* \in D^*F_1(\bar{x}, \bar{y}_1)(y^*) + D^*F_2(\bar{x}, \bar{y}_2)(y^*),$$

which justifies the inclusion “$\subset$” in (5.2). The opposite inclusion is obvious. \hfill \square

**Corollary 5.3** Let $f_i : X \to \mathbb{R}$, $i = 1, 2$, be proper convex functions on an LCTV space $X$, and let

$$\text{dom}(f_1) \cap qri(\text{dom}(f_2)) \neq \emptyset.$$ 

Suppose in addition that $f_1$ is polyhedral. Then we have the subdifferential sum rule

$$\partial(f_1 + f_2)(\bar{x}) = \partial f_1(\bar{x}) + \partial f_2(\bar{x}) \quad \text{for all} \quad \bar{x} \in \text{dom}(f_1) \cap \text{dom}(f_2). \quad (5.4)$$

**Proof.** Define the convex set-valued mappings $F_1, F_2 : X \rightrightarrows \mathbb{R}$ by

$$F_i(x) := [f_i(x), \infty) \quad \text{for} \quad i = 1, 2.$$ 

Then $\text{gph}(F_1) = \text{epi}(f_1)$ is a convex polyhedron. Fix any $\bar{x} \in \text{dom}(f_1) \cap qri(\text{dom}(f_2))$ and choose $\gamma > \max\{f_1(\bar{x}), f_2(\bar{x})\}$. It is easy to see that $(\bar{x}, \gamma) \in \text{epi}(f_1) = \text{gph}(F_1)$ and $(\bar{x}, \gamma) \in qri(\text{epi}(f_2)) = qri(\text{gph}(F_2))$. In addition, for every $x^* \in \partial(f_1 + f_2)(\bar{x})$ we have

$$x^* \in D^*(F_1 + F_2)(\bar{x}, \bar{y})(1).$$

Applying Theorem 5.2 with $\bar{y}_i = f_i(\bar{x})$ for $i = 1, 2$ gives us

$$x^* \in D^*F_1(\bar{x}, \bar{y}_1)(1) + D^*F_2(\bar{x}, \bar{y}_2)(1) = \partial f_1(\bar{x}) + \partial f_2(\bar{x}),$$

which verifies the inclusion “$\subset$” in (5.4). The opposite inclusion is obvious. \hfill \square

The following lemma was proved in [6, Theorem 4.1]. We provide here its detailed proof for the convenience of the reader.

**Lemma 5.4** Let $F : X \rightrightarrows Y$ be a convex set-valued mapping between LCTV spaces. Then we have

$$qri(\text{gph}(F)) \supset \{(x, y) \in X \times Y \mid x \in qri(\text{dom}(F)), y \in \text{int}(F(x))\}.$$
Proof. Pick any \((\bar{x}, \bar{y}) \in X \times Y\) with \(\bar{x} \in \text{qri}(\text{dom}(F))\) and \(\bar{y} \in \text{int}(F(\bar{x}))\). To reach a contradiction, suppose that \((\bar{x}, \bar{y}) \notin \text{qri}(\text{gph}(F))\). Then Proposition 2.2 shows that the sets \(\{(\bar{x}, \bar{y})\}\) and \(\text{gph}(F)\) can be properly separated, which means that there exists \((x^*, y^*) \in X^* \times Y^*\) such that

\[
\langle x^*, x \rangle + \langle y^*, y \rangle \leq \langle x^*, \bar{x} \rangle + \langle y^*, \bar{y} \rangle \quad \text{for all } x \in \text{dom}(F), y \in F(x) \tag{5.5}
\]

and there exists \((\bar{x}, \bar{y}) \in \text{gph}(F)\) such that

\[
\langle x^*, \bar{x} \rangle + \langle y^*, \bar{y} \rangle < \langle x^*, \bar{x} \rangle + \langle y^*, \bar{y} \rangle. \tag{5.6}
\]

Choosing \(x = \bar{x}\), (5.5) shows that

\[
\langle y^*, y \rangle \leq \langle y^*, \bar{y} \rangle \quad \text{for all } y \in F(\bar{x}) \tag{5.7}
\]

Since \(\bar{y} \in \text{int}(F(\bar{x}))\), there exists a symmetric neighborhood \(V\) of the origin with \(V \subset \text{int}(F(\bar{x})) - \{\bar{y}\}\). It follows from (5.7) that \(\langle y^*, v \rangle \leq 0\) and \(\langle y^*, -v \rangle \leq 0\) for all \(0 \neq v \in V\). Thus, \(y^* = 0\) on \(V\). Since \(V\) is a symmetric neighborhood of the origin, for any \(y \in Y\) there exists \(0 \neq t \in \mathbb{R}\) such that \(ty = v \in V\) and hence \(\langle y^*, y \rangle = \frac{1}{t}\langle y^*, v \rangle = 0\). Thus, \(y^* = 0\) on \(Y\). It follows from (5.5) and (5.6) that the sets \(\{\bar{x}\}\) and \(\text{dom}(F)\) can be properly separated. Proposition 2.2 shows that \(\bar{x} \notin \text{qri}(\text{dom}(F))\). This contradiction completes the proof. \(\square\)

The theorem below provides sufficient conditions that guarantee the validity of the qualification condition (5.1).

**Theorem 5.5** Let \(F_1, F_2 : X \Rightarrow Y\) be two convex set-valued mappings between LCTV spaces. Suppose that the \(F_1\) is polyhedral. Then we have the coderivative sum rule in Theorem 5.2 under one of the following conditions:

(a) \(\text{dom}(F_2)\) is quasi-regular and there exists \(\hat{u} \in \text{dom}(F_1) \cap \text{qri}(\text{dom}(F_2))\) such that \(\text{qri}(F_2(\hat{u})) \neq \emptyset\).

(b) There exists \(\hat{u} \in \text{dom}(F_1) \cap \text{qri}(\text{dom}(F_2))\) such that \(\text{int}(F_2(\hat{u})) \neq \emptyset\).

**Proof.** Under assumption (a) there exist \(\hat{z}_1 \in F_1(\hat{u})\) and \(\hat{z}_2 \in \text{qri}(F_2(\hat{u}))\) and thus by [5, Theorem 4.3(b)] we have

\[(\hat{u}, \hat{z}_1) \in \text{gph}(F_1) \text{ and } (\hat{u}, \hat{z}_2) \in \text{qri}(\text{gph}(F_2))\]

Thus the qualification condition (5.1) is satisfied. Similarly, under assumption (b) there exist \(\hat{z}_1 \in F_1(\hat{u})\) and \(\hat{z}_2 \in \text{int}(F_2(\hat{u}))\). By Lemma 5.4 the qualification condition 5.1 is also satisfied. Therefore, the conclusion follows directly from Theorem 5.2. \(\square\)

The next corollary provides another version of the coderivative sum rule replacing the \textit{graphical} quasi-relative interior qualification condition (5.1) with its \textit{domain} counterpart. To proceed, we need to mention first some definitions and facts that can be found in [4]. Recall that a subset \(\Omega\) of an LCTV space \(X\) is \textit{CS-closed} if

\[
\left[\lambda_k \geq 0, \sum_{k=1}^{\infty} \lambda_k = 1, x_k \in \Omega \text{ for } k \in \mathbb{N}, \sum_{k=1}^{\infty} \lambda_k x_k = x\right] \Rightarrow [x \in \Omega],
\]
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where the series convergence is with respect to the given topology on $X$. Every $CS-$closed set is clearly convex. If $X$ is Banach, then all the convex sets that are closed, open, finite-dimensional, or $G\delta$ are $CS-$closed. Recall also that an LCTV space $X$ is Fréchet if it is complete with respect to its topology induced by its translation-invariant metric $d(x,y)$ satisfying $d(x,y) = d(x+z,y+z)$ for all $x,y,z \in X$. Such spaces are the most natural extensions of Banach spaces in the framework of LCTV ones.

**Corollary 5.6 (coderivative sum rule via quasi-relative interiors of domains).** Let $F_1, F_2: X \Rightarrow Y$ be two convex set-valued mappings from an LCTV space $X$ to a separable Fréchet space $Y$. Suppose that $F_1$ is polyhedral, $F_2$ is $CS-$closed and its domain is quasi-regular, and the domain quasi-relative interior qualification condition
\[
\text{dom}(F_1) \cap \text{qri}(\text{dom}(F_2)) \neq \emptyset
\] (5.8)
is satisfied. Then we have the coderivative sum rule (5.2) valid for all $(\bar{x}, \bar{y}) \in \text{gph}(F_1 + F_2)$, for all $y^* \in Y^*$, and for all $(\bar{y}_1, \bar{y}_2) \in S(\bar{x}, \bar{y})$.

**Proof.** To verify the claimed assertion, it suffices to show that the domain qualification condition (5.8) implies the graph one (5.1). Having (5.8), fix any $\bar{u} \in \text{dom}(F_1) \cap \text{qri}(\text{dom}(F_2))$ and then use the result of [4, Theorem 2.19], which tells us that $F_1(\bar{u}) \neq \emptyset$ and $\text{qri}(F_2(\bar{u})) \neq \emptyset$ under the assumptions made. Applying Theorem 5.5 with condition(a) gives us the result of this corollary. □

Given two set-valued mappings $F: X \Rightarrow Y$ and $G: Y \Rightarrow Z$ between LCTV spaces, define their composition $(G \circ F): X \Rightarrow Z$ by
\[
(G \circ F)(x) = \bigcup_{y \in F(x)} G(y) := \{ z \in G(y) \mid y \in F(x) \}, \quad x \in X,
\]
and observe that $G \circ F$ is convex provided that both $F$ and $G$ have this property. Fix $\bar{z} \in (G \circ F)(\bar{x})$ and consider the set
\[
M(\bar{x}, \bar{z}) := F(\bar{x}) \cap G^{-1}(\bar{z}).
\]

**Theorem 5.7 (coderivative chain rule via quasi-relative interiors of graphs).** Let $F: X \Rightarrow Y$ and $G: Y \Rightarrow Z$ be convex set-valued mappings between LCTV spaces. Suppose that one of the two following conditions holds:

(a) $F$ is polyhedral and there exist a triple $(\hat{x}, \hat{y}, \hat{z}) \in X \times Y \times Z$ satisfying
\[
(\hat{x}, \hat{y}) \in \text{gph}(F) \text{ and } (\hat{y}, \hat{z}) \in \text{qri}(\text{gph}(G));
\] (5.9)

(b) $G$ is polyhedral and there exist a triple $(\hat{x}, \hat{y}, \hat{z}) \in X \times Y \times Z$ satisfying
\[
(\hat{x}, \hat{y}) \in \text{qri}(\text{gph}(F)) \text{ and } (\hat{y}, \hat{z}) \in \text{gph}(G).
\] (5.10)
Then for any \((\bar{x}, \bar{z}) \in \text{gph}(G \circ F)\) and \(z^* \in Z^*\) we have the coderivative chain rule

\[ D^*(G \circ F)(\bar{x}, \bar{z})(z^*) = D^*F(\bar{x}, \bar{y}) \circ D^*G(\bar{y}, \bar{z})(z^*) \quad \text{whenever} \quad \bar{y} \in M(\bar{x}, \bar{z}). \tag{5.11} \]

**Proof.** Fix \(x^* \in D^*(G \circ F)(\bar{x}, \bar{z})(z^*)\) and \(\bar{y} \in M(\bar{x}, \bar{z})\). Then \((x^*, -z^*) \in N((\bar{x}, \bar{z}); \text{gph}(G \circ F))\) by (2.5), which means by definition (2.4) that

\[ \langle x^*, x - \bar{x} \rangle - \langle z^*, z - \bar{z} \rangle \leq 0 \quad \text{for all} \quad (x, z) \in \text{gph}(G \circ F). \]

Define further the two convex subsets of \(X \times Y \times Z\) by

\[ \Omega_1 := \text{gph}(F) \times Z \quad \text{and} \quad \Omega_2 := X \times \text{gph}(G) \]

It easily follows from the constructions above that

\[ (x^*, 0, -z^*) \in N((\bar{x}, \bar{y}, \bar{z}); \Omega_1 \cap \Omega_2). \]

The imposed qualification condition (5.9) ensures that \(\Omega_1\) is a polyhedral convex set and

\[ \Omega_1 \cap \text{qri}(\Omega_2) \neq \emptyset, \]

while qualification condition (5.10) ensures that \(\Omega_2\) is a polyhedral convex set and

\[ \text{qri}(\Omega_1) \cap \Omega_2 \neq \emptyset. \]

Then the intersection rule of Theorem 4.1 tells us that

\[ (x^*, 0, -z^*) \in N((\bar{x}, \bar{y}, \bar{z}); \Omega_1 \cap \Omega_2) = N((\bar{x}, \bar{y}, \bar{z}); \Omega_1) + N((\bar{x}, \bar{y}, \bar{z}); \Omega_2). \]

Thus there exists \(y^* \in Y^*\) satisfying \((x^*, 0, -z^*) = (x^*, -y^*, 0) + (0, y^*, -z^*)\) for which we have the normal cone inclusions

\[ (x^*, -y^*) \in N((\bar{x}, \bar{y}); \text{gph}(F)) \quad \text{and} \quad (y^*, -z^*) \in N((\bar{y}, \bar{z}); \text{gph}(G)). \]

This shows by the coderivative definition (2.5) that

\[ x^* \in D^*F(\bar{x}, \bar{y})(y^*) \quad \text{and} \quad y^* \in D^*G(\bar{y}, \bar{z})(z^*), \]

which verifies the inclusion \(\subset\) in (5.11). The opposite inclusion is straightforward. \(\square\)

Similar to the sum rule in Corollary 5.5, we derive from Theorem 5.7 the following coderivative chain rule with the domain quasi-relative interior qualification condition under mild additional assumptions.

**Corollary 5.8 (coderivative chain rule via quasi-relative interiors of domains).**

Let \(F: X \rightrightarrows Y\) and \(G: Y \rightrightarrows Z\) be convex set-valued mappings between LCTV spaces. Suppose that one of the following conditions holds:

(a) \(G\) has \(CS\)-closed values, \(Z\) is a Fréchet space, \(F\) is polyhedral, \(\text{dom}(G)\) is quasi-regular, and there exists \(\hat{x} \in \text{dom}(F)\) such that

\[ F(\hat{x}) \cap \text{qri}(\text{dom}(G)) \neq \emptyset; \]
(b) \( G \) is polyhedral, \( \text{dom}(F) \) is quasi-regular, and there exists \( \hat{x} \in \text{qri}(\text{dom}(F)) \) such that

\[
\text{qri}(F(\hat{x})) \cap \text{dom}(G) \neq \emptyset.
\]

Then for any \((\hat{x}, \hat{z}) \in \text{gph}(G \circ F)\) and \(z^* \in Z^*\) we have the coderivative chain rule (5.11).

**Proof.** (a) Fix \( \hat{x} \in \text{dom}(F) \) and \( \hat{y} \in F(\hat{x}) \cap \text{qri}(\text{dom}(G)) \). Using the imposed additional assumptions tells us by [4, Theorem 2.19] that \( \text{qri}(G(\hat{y})) \neq \emptyset \). Thus we choose \( \hat{z} \in \text{qri}(G(\hat{y})) \) and derive from [5, Corollary 4.4] that \((\hat{x}, \hat{y}) \in \text{gph}(F)\) and \((\hat{y}, \hat{z}) \in \text{qri}(\text{gph}(G))\). This verifies that condition (a) in Theorem 5.7 is satisfied and hence we have (5.11).

(b) Fix \( \hat{x} \in \text{qri}(\text{dom}(F)) \) and \( \hat{y} \in F(\hat{x}) \cap \text{dom}(G) \). Thus we choose \( \hat{z} \in G(\hat{y}) \) and derive from [5, Corollary 4.4] that \((\hat{x}, \hat{y}) \in \text{qri}(\text{gph}(F))\) and \((\hat{y}, \hat{z}) \in \text{gph}(G)\). This verifies that condition (b) in Theorem 5.7 is satisfied and hence we have (5.11) here as well. \(\square\)

Finally in this section, we present a new subdifferential chain rule for extended-real-valued convex functions on LCTV spaces which follows directly from the coderivative one in Corollary 5.8. This gives us an infinite-dimensional extension of the classical result of [12, Theorem 23.9] in finite dimensions without imposing any continuity assumption on the external function that is conventional in the LCTV space framework; see [15].

**Corollary 5.9 (subdifferential chain rule via quasi-relative interiors of domains).** Let \( A : X \to Y \) be a linear continuous mapping between LCTV spaces, and let \( f : Y \to \mathbb{R} \) be a polyhedral convex function. Assume that the range of \( A \) contains a point of \( \text{dom}(f) \). Then denoting \( \hat{y} := A(\hat{x}) \in \text{dom}(f) \) for some \( \hat{x} \in X \) we have the following subdifferential chain rule:

\[
\partial(f \circ A)(\hat{x}) = A^* \big( \partial f(\hat{y}) \big) := \{ A^* y^* \mid y^* \in \partial f(\hat{y}) \}. \tag{5.12}
\]

**Proof.** Apply Corollary 5.8 with \( F(x) := \{ A(x) \} \) and \( G(x) := [f(x), \infty) \). Then \( \text{qri}(\text{gph}(F)) = \text{gph}(A), \text{dom}(G) = \text{dom}(f), \) and \( \text{gph}(G) = \text{epi}(f) \). The imposed assumptions guarantee that the qualification condition (b) of Corollary 5.8 is satisfied. This allows us to deduce from Corollary 5.8 the equalities

\[
\partial(f \circ A)(\hat{x}) = D^*(G \circ A)(\hat{x}, \hat{y})(1) = D^* A \big( D^* G(\hat{x}, \hat{y})(1) \big) = A^* \big( \partial f(\hat{y}) \big),
\]

which verify (5.12) and thus completes the proof. \(\square\)

6 Conjugate Calculus and Duality in Polyhedral Settings

In this section we first develop refined calculus rules for Fenchel conjugates of convex functions on LCTV spaces with relaxed qualification conditions under appropriate polyhedrality assumptions. Then we use these results to establish a new duality theorem in a composite format of polyhedral convex optimization. We again employ the geometric approach based on polyhedral convex separation in LCTV spaces.
Let $\Omega$ be a nonempty subset of a topological vector space $X$. We recall that the support function $\sigma_{\Omega} : X^* \to \bar{\mathbb{R}}$ of $\Omega$ is defined by

$$\sigma_{\Omega}(x^*) := \sup\{\langle x^*, x \rangle \mid x \in \Omega\}, \quad x^* \in X^*.$$

**Theorem 6.1** Let $P$ and $\Omega$ be nonempty and convex subsets of an LCTV space $X$, where $P$ is a convex polyhedron. Suppose that

$$P \cap \text{qri}(\Omega) \neq \emptyset.$$

Then the support function of the intersection $P \cap \Omega$ is represented as

$$\left(\sigma_{P \cap \Omega}\right)(x^*) = \left(\sigma_P \square \sigma_{\Omega}\right)(x^*) \quad \text{for all } x^* \in X^*.$$  \hspace{1cm} (6.13)

Furthermore, for any $x^* \in \text{dom}\left(\sigma_{P \cap \Omega}\right)$ there exist dual elements $x^*_1, x^*_2 \in X^*$ such that

$$x^* = x^*_1 + x^*_2 \quad \text{and} \quad \left(\sigma_{P \cap \Omega}\right)(x^*) = \sigma_P(x^*_1) + \sigma_{\Omega}(x^*_2).$$  \hspace{1cm} (6.14)

**Proof.** The proof of inequality “$\leq$” in (6.13) is straightforward.

Now we prove the inequality “$\geq$” in (6.13) under the given assumptions. To proceed, fix any $x^* \in \text{dom}\left(\sigma_{P \cap \Omega}\right)$, denote $\alpha := \sigma_{P \cap \Omega}(x^*) \in \mathbb{R}$ for which

$$\langle x^*, x \rangle \leq \alpha \quad \text{whenever} \quad x \in P \cap \Omega,$$

and define the nonempty convex subsets of $X \times \mathbb{R}$ by

$$Q := \{(x, \lambda) \in X \times \mathbb{R} \mid x \in P, \lambda \leq \langle x^*, x \rangle - \alpha\},$$

$$\Theta := \Omega \times [0, \infty).$$

It is easy to see from the constructions of $Q$ and $\Theta$ that $Q$ is a convex polyhedron with

$$Q \cap \text{qri}(\Theta) = \emptyset.$$

Applying Theorem 3.5 ensures the existence of $(0, 0) \neq (w^*, \beta) \in X^* \times \mathbb{R}$ for which

$$\langle w^*, x \rangle + \beta \lambda_1 \leq \langle w^*, y \rangle + \beta \lambda_2 \quad \text{whenever} \quad (x, \lambda_1) \in Q, \ (y, \lambda_2) \in \Theta.$$  \hspace{1cm} (6.15)

In addition, there are $(\tilde{x}, \tilde{\lambda}_1) \in \Theta$ and $(\tilde{y}, \tilde{\lambda}_2) \in \Theta$ satisfying

$$\langle w^*, \tilde{x} \rangle + \tilde{\lambda}_1 \beta < \langle w^*, \tilde{y} \rangle + \tilde{\lambda}_2 \beta.$$

Following the proof of the normal cone intersection rule yields $\beta > 0$. Taking now the pairs $(x, \langle x^*, x \rangle - \alpha) \in Q$ in (6.15) and $(y, 0) \in \Theta$, we get

$$\langle w^*, x \rangle + \beta (\langle x^*, x \rangle - \alpha) \leq \langle w^*, y \rangle \quad \text{with} \quad \beta > 0,$$

which leads us to the estimate

$$\langle w^*/\beta + x^*, x \rangle + \langle -w^*/\beta, y \rangle \leq \alpha \quad \text{for all} \quad x \in P, \ y \in \Omega.$$
By putting \( x_1^* := w^*/\beta + x^* \) and \( x_2^* := -w^*/\beta \) we arrive at the inequality “≥” in (6.13) and thus get representation (6.14). □

The next observation makes a bridge between the conjugate of an arbitrary function and the support function for its epigraph. It is essential in the implementation of our geometric approach to conjugate calculus.

**Lemma 6.2** For any proper function \( f : X \to \mathbb{R} \) we have

\[
f^*(x^*) = \sigma_{\text{epi}(f)}(x^*,-1) \quad \text{whenever} \quad x^* \in X^*.
\]

**Proof.** It follows from the definitions that

\[
f^*(x^*) = \sup \{ \langle x^*, x \rangle - f(x) \mid x \in \text{dom}(f) \} = \sup \{ \langle x^*, x \rangle - \lambda \mid (x, \lambda) \in \text{epi}(f) \} = \sigma_{\text{epi}(f)}(x^*,-1),
\]

which therefore verifies the claimed formula. □

Here is the conjugate sum rule in LCTV spaces.

**Theorem 6.3** Let \( f, g : X \to \mathbb{R} \) be proper convex functions on an LCTV space \( X \), where \( f \) is a polyhedral function. Suppose that

\[
\text{dom}(f) \cap \text{qri}(\text{dom}(g)) \neq \emptyset.
\]

Then we have the conjugate sum rule

\[
(f + g)^*(x^*) = (f \Box g^*)(x^*) \quad \text{for all} \quad x^* \in X^*.
\]

(6.16)

Moreover, the infimum in \((f \Box g^*)(x^*)\) is attained, i.e., for any \( x^* \in \text{dom}(f + g)^* \) there exist vectors \( x_1^*, x_2^* \in X^* \) for which

\[
(f + g)^*(x^*) = f^*(x_1^*) + g^*(x_2^*), \quad x^* = x_1^* + x_2^*.
\]

**Proof.** Fixing any \( x_1^*, x_2^* \in X^* \) with \( x_1^* + x_2^* = x^* \), we get

\[
f^*(x_1^*) + g^*(x_2^*) = \sup \{ \langle x_1^*, x \rangle - f(x) \mid x \in X \} + \sup \{ \langle x_2^*, x \rangle - g(x) \mid x \in X \} \\
\geq \sup \{ \langle x_1^*, x \rangle - f(x) + \langle x_2^*, x \rangle - g(x) \mid x \in X \} \\
= \sup \{ \langle x^*, x \rangle - (f + g)(x) \mid x \in X \} = (f + g)^*(x^*).
\]

Note that this inequality does not require the continuity assumption.

Let us prove that \((f \Box g^*)(x^*) \leq (f + g)^*(x^*)\). We only need to consider the case where \((f + g)^*(x^*) < \infty\). Define two convex sets by

\[
P := \{(x, \lambda_1, \lambda_2) \in X \times \mathbb{R} \times \mathbb{R} \mid \lambda_1 \geq f(x)\} = \text{epi}(f) \times \mathbb{R},
\]

\[
\Omega := \{(x, \lambda_1, \lambda_2) \in X \times \mathbb{R} \times \mathbb{R} \mid \lambda_2 \geq g(x)\}.
\]

(6.17)
Similarly to Lemma 6.2 we get the representation

$$(f + g)^*(x^*) = \sigma_{P \cap \Omega}(x^*, -1, -1). \tag{6.18}$$

We can show that $P$ and $\Omega$ satisfy the support function intersection rule requirements. Applying this theorem to the right-hand side of (6.18) gives us triples $(x_1^*, -\alpha_1, -\alpha_2) \in X^* \times \mathbb{R} \times \mathbb{R}$ and $(x_2^*, -\beta_1, -\beta_2) \in X^* \times \mathbb{R} \times \mathbb{R}$ such that $(x^*, -1, -1) = (x_1^*, -\alpha_1, -\alpha_2) + (x_2^*, -\beta_1, -\beta_2)$ and

$$(f + g)^*(x^*) = \sigma_{P \cap \Omega}(x^*, -1, -1) = \sigma_P(x_1^*, -\alpha_1, -\alpha_2) + \sigma_\Omega(x_2^*, -\beta_1, -\beta_2).$$

If $\alpha_2 \neq 0$, then $\sigma_P(x_1^*, -\alpha_1, -\alpha_2) = \infty$, which is not possible. Thus $\alpha_2 = 0$ and similarly $\beta_1 = 0$. Employing now Lemma 6.2 and taking into account the structures of the sets $P$ and $\Omega$ in (6.17) imply that

$$
(f + g)^*(x^*) = \sigma_{P \cap \Omega}(x^*, -1, -1) = \sigma_P(x_1^*, -1, 0) + \sigma_\Omega(x_2^*, 0, -1) \\
= \sigma_{\text{epi}(f)}(x^*, -1) + \sigma_{\text{epi}(g)}(x_2^*, -1) \\
= f^*(x_1^*) + g^*(x_2^*) \geq (f^* \Box g^*)(x^*).
$$

This justifies the sum rule (6.16) and that the infimum is attained. \hfill \Box

**Theorem 6.4** Let $f, g: X \to \overline{\mathbb{R}}$ be convex functions. Suppose that $f$ is polyhedral and that

$$\text{dom}(f) \cap \text{qri}(\text{dom}(g)) \neq \emptyset.$$  

Then

$$\inf \{f(x) + g(x) \mid x \in X\} = \sup \{-f^*(-x^*) - g^*(x^*) \mid x^* \in X^*\}$$

**Proof.** The inequality “$\geq$” follows directly from the definition.

We next prove the inequality “$\leq$”. Since the this inequality is obvious when

$$\inf \{f(x) + g(x) \mid x \in X\} = -\infty,$$

it suffices to consider the case where $\alpha := \inf \{f(x) + g(x) \mid x \in X\} \in \mathbb{R}$. It is easy to see that

$$\alpha = \inf \{f(x) + g(x) \mid x \in X\} = -\sup \{(0, x) - (f + g)(x) \mid x \in X\} = -(f + g)^*(0).$$

Using conjugate sum rule from Theorem 6.3, we can find $x^* \in X^*$ such that

$$\alpha = -(f + g)^*(0) = -f^*(-x^*) - g^*(x^*).$$

Therefore, we arrive the inequality “$\leq$” and hence the Theorem has been proved. \hfill \Box

We now investigate the *composite convex optimization* framework of Fenchel duality in general LCTV spaces with specifying the results in Banach and finite-dimensional settings. Given proper convex functions $f: X \to \overline{\mathbb{R}}$, $g: Y \to \overline{\mathbb{R}}$ and a linear continuous operator
A: \( X \to Y \) between LCTV spaces \( X \) and \( Y \), consider the following primal minimization problem:

\[
\text{minimize } f(x) + g(Ax) \text{ subject to } x \in X.
\]  \tag{6.19}

Note that the optimization problem (6.19) is written in the unconstrained format, while it actually incorporates constraints via the domains of the extended-real-valued functions \( f \) and \( g \). Using the conjugate functions of \( f, g \) and the adjoint operator of \( A \), the Fenchel dual problem of (6.19) is defined in the maximization form as follows:

\[
\text{maximize } -f^*(A^*y^*) - g^*(-y^*) \text{ subject to } y^* \in Y^*.
\]  \tag{6.20}

As we know, the conjugate functions \( f^*: X^* \to \mathbb{R} \) and \( g^*: Y^* \to \mathbb{R} \) are convex while entering (6.20) with the negative sign, and thus the Fenchel dual problem also belongs to convex minimization.

The following result establishes an inequality relationship between optimal values of the problem and dual problems. This relationship, which is sometimes called weak duality, holds with no convexity assumptions of \( f \) and/or \( g \), and its proof is a consequence of the definitions.

**Theorem 6.5** Let \( A: X \to Y \) be a continuous linear mapping between LCTV spaces, and let \( g: Y \to \mathbb{R} \) be a proper convex function. Suppose that \( g \) is polyhedral and

\[
AX \cap \text{dom } g \neq \emptyset.
\]  \tag{6.21}

Then we have the conjugate chain rule

\[
(g \circ A)^*(x^*) = \inf \{ g^*(y^*) \mid y^* \in (A^*)^{-1}(x^*) \}, \quad x^* \in X^*.
\]

Furthermore, for any \( x^* \in \text{dom} (g \circ A)^* \) there exists \( y^* \in (A^*)^{-1}(x^*) \) such that

\[
(g \circ A)^*(x^*) = g^*(y^*).
\]

**Proof.** Picking \( y^* \in (A^*)^{-1}(x^*) \) gives us by definition that

\[
g^*(y^*) = \sup \{ \langle y^*, y \rangle - g(y) \mid y \in Y \}
\geq \sup \{ \langle y^*, Ax \rangle - g(Ax) \mid x \in X \}
= \sup \{ \langle A^*y^*, x \rangle - (g \circ A)(x) \mid x \in X \}
= \sup \{ \langle x^*, x \rangle - (g \circ A)(x) \mid x \in X \} = (g \circ A)^*(x^*).
\]

This implies the inequality

\[
\inf \{ g^*(y^*) \mid y^* \in (A^*)^{-1}(x^*) \} \geq (g \circ A)^*(x^*).
\]

Note that this inequalities holds obviously if \((A^*)^{-1}(x^*) = \emptyset\).

Let us show that the opposite inequality is also satisfied. We can assume that \( x^* \in \text{dom} ((g \circ A)^*) \) and then define the convex sets

\[
P := X \times \text{epi}(g) \subset X \times Y \times \mathbb{R} \text{ and } \Omega := \text{gph}(A) \times \mathbb{R}.
\]  \tag{6.22}
It follows directly from the above constructions that

\[(g \circ A)^*(x^*) = \sigma_{P \cap \Omega}(x^*, 0, -1) < \infty.\]

We can show that \(\text{qri} (\Omega) = \Omega\). It follows from the assumption \(g\) is polyhedral that \(P\) is also polyhedral. Using identity (6.21) gives us the qualification

\[P \cap \text{qri} (\Omega) \neq \emptyset.\]

Then Theorem 6.1 tells us that there exist triples \((x_1^*, y_1^*, \alpha_1)\) and \((x_2^*, y_2^*, \alpha_2)\) in the space \(X^* \times Y^* \times \mathbb{R}\) satisfying

\[(x^*, 0, -1) = (x_1^*, y_1^*, \alpha_1) + (x_2^*, y_2^*, \alpha_2)\]

and

\[\sigma_{P \cap \Omega}(x^*, 0, -1) = \sigma_P(x_1^*, y_1^*, \alpha_1) + \sigma_\Omega(x_2^*, y_2^*, \alpha_2).\]

It follows from the structures of \(P\) and \(\Omega\) in (6.22) that \(\alpha_1 = 0\) and \(x_2^* = 0\). This gives us the representation

\[\sigma_{P \cap \Omega}(x^*, 0, -1) = \sigma_P(x^*, -y_2^*, 0) + \sigma_\Omega(0, y_2^*, -1)\]

for some \(y_2^* \in Y^*\). Thus we arrive at the equalities

\[\sigma_{P \cap \Omega}(x^*, 0, -1) = \sup \{ \langle x^*, x \rangle - \langle y_2^*, Ax \rangle \mid x \in X \} + \sigma_{\text{epi}(g)}(y_2^*, -1)\]

\[= \sup \{ \langle x^* - A^*y_2^*, x \rangle \mid x \in X \} + g^*(y_2^*),\]

which allow us to conclude that \(x^* = A^*y_2^*\) and therefore

\[\sigma_{P \cap \Omega}(x^*, 0, -1) = g^*(y_2^*) \geq \inf \{ g^*(y^*) \mid y^* \in (A^*)^{-1}(x^*) \} .\]

This justifies both statements of the theorem. \(\square\)

**Proposition 6.6** Consider the optimization problem (6.19) and its dual (6.20) in LCTV spaces, where the functions \(f\) and \(g\) are not assumed to be convex. Define the optimal values in these problems by

\[\widehat{\alpha} := \inf_{x \in X} \{ f(x) + g(Ax) \},\]

\[\widehat{\beta} := \sup_{y^* \in Y^*} \{ -f^*(A^*y^*) - g^*(-y^*) \} .\]

Then we always have \(\widehat{\alpha} \geq \widehat{\beta}\).

**Proof.** Directly from the definitions of conjugate functions and adjoint operators, for any \(y^* \in Y^*\) we have

\[-f^*(A^*y^*) - g^*(-y^*) = -\sup_{x \in X} \{ \langle A^*y^*, x \rangle - f(x) \} - \sup_{y \in Y} \{ \langle -y^*, y \rangle - g(y) \} \]

\[= \inf_{x \in X} \{ f(x) - \langle y^*, Ax \rangle \} + \inf_{y \in Y} \{ g(y) + \langle y^*, y \rangle \} \]

\[\leq \inf_{x \in X} \{ f(x) - \langle y^*, Ax \rangle \} + \inf_{x \in X} \{ g(Ax) + \langle y^*, Ax \rangle \} \]

\[\leq \inf_{x \in X} \{ f(x) - \langle y^*, Ax \rangle + g(Ax) + \langle y^*, Ax \rangle \} \]

\[= \inf_{x \in X} \{ f(x) + g(Ax) \} = \widehat{\alpha} .\]

Taking the supremum with respect to all \(y^* \in Y^*\) yields \(\widehat{\beta} \leq \widehat{\alpha}\). \(\square\)
**Theorem 6.7** Consider the optimization problem (6.19) and its dual (6.20). In addition to the standing assumptions on f, g, and A in the formulation of the problem, suppose that g is polyhedral and

\[ \text{dom} (g \circ A) \cap \text{qri} (\text{dom} (f)) \neq \emptyset. \]  

(6.23)

Then we have the equality \( \hat{p} = \hat{d} \). Furthermore, if the number \( \hat{p} \) is finite, then the supremum in the definition of \( \hat{d} \) is attained.

**Proof.** Due to Proposition 6.6, it remains to show that \( \hat{p} \leq \hat{d} \). Since the latter inequality is obvious when \( \hat{p} = -\infty \), it suffices to consider the case where \( \hat{p} \in \mathbb{R} \). We clearly have the equalities

\[
\hat{p} := \inf_{x \in X} \{ f(x) + g(Ax) \} = -\sup_{x \in X} \{ \langle 0, x \rangle - [f + (g \circ A)](x) \} = -[f + (g \circ A)]^*(0).
\]

Since g is a convex polyhedral function, using [9, Theorem 3.2] we can show \( g \circ A \) is also a convex polyhedral function. By the conjugate sum rule from Theorem 6.3, we find \( x^* \in X^* \) such that

\[
\hat{p} = [f + (g \circ A)]^*(0) = -f^*(-x^*) - (g \circ A)^*(x^*).
\]

The conjugate chain rule from Theorem 6.5 gives us \( y^* \in Y^* \) satisfying

\[ A^* y^* = x^*, \quad \text{and} \quad (g \circ A)^*(x^*) = g^*(y^*). \]

Therefore, we arrive at the relationships

\[
\hat{p} = -f^*(-A^* y^*) - g^*(y^*) \leq \hat{d},
\]

which also ensure that the supremum in the definition of \( \hat{d} \) is attained. \( \square \)

**Corollary 6.8** The qualification condition (6.23) is satisfied if

\[ \text{dom} (g) \cap A(\text{qri} (\text{dom} (f))) \neq \emptyset. \]

**Proof.** Choose \( y_0 \in \text{dom} (g) \) such that \( y_0 = A(x_0) \) for some \( x_0 \in \text{qri} (\text{dom} (f)) \). Then \( x_0 \in \text{dom} (g \circ A) \cap \text{qri} (\text{dom} (f)). \) \( \square \)
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