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Abstract

By introducing a high fraction of interstitial carbon through low temperature carburization, the pitting corrosion resistance of austenitic stainless steel can be significantly improved. Previous work attributed this enhancement to the improvement of passive film properties. However, we show here that interstitial carbon actually weakens the passive film on stainless steel. In fact, the enhancement in pitting resistance is a result of carbon reducing the metal dissolution rate in a local pit environment by many orders of magnitude, which extremely decreases the growth stability of a pit and prevents it from transitioning into stable growth. Electronic structure calculations show that carbon bonds to the metal atoms and that the metal–carbon bonds are 1.6 to 2.0 times stronger than the metal–metal bonds. Different from prior theories, we show that the significant increase of pitting resistance originates from the formation of covalent bonds between interstitial carbon and its neighboring metal atoms, resulting in a significantly reduced dissolution rate. This study indicates a new strategy for the design of corrosion resistant alloys, namely alloying with concentrated interstitials that form strong bonds with the matrix atoms.

Main Text

To meet the fast-growing demand of alloys serving in harsh environments, great efforts have been made to design alloys combining enhanced mechanical properties and improved corrosion resistance.\(^1,2\) One strategy to achieve this goal is to modify the alloy surface using surface engineering techniques, such as carburization. The deleterious precipitation of intergranular Cr carbides during carburization of stainless steels by standard methods can be prevented by low temperature carburization (LTC),\(^3,4,5\) which allows the diffusion of carbon atoms into the alloy matrix resulting in a high concentration, without precipitation of carbides. Generally, carbon atoms are incorporated in the octahedral sites of face-centered cubic (FCC) structures, forming a subsurface zone of concentrated interstitial carbon, with carbon fraction up to 0.15 and the mean depth on the order of 10 mm.\(^6\) Even low concentrations of interstitial carbon can improve the corrosion properties of iron,\(^7,8\) but the benefits are small relative to those imparted by higher concentrations.

Concentrated interstitial carbon was widely reported to improve the corrosion resistance of stainless steel,\(^3,4,5,9,10,11,12,13,14,15,16,17,18\) Ni-based superalloys,\(^19\) and high entropy alloys.\(^20\) Most previous studies focused on the changes in passive film properties,\(^4,10,11,12,13,16,18,20,21\) However, no consensus regarding the underlying mechanism has been reached. Some considered that the interstitial carbon increased passivity, including the growth kinetics and stability of the passive film,\(^4,10,12,21\) while some others espoused the totally opposite opinion.\(^13,16\) Furthermore, in some studies the passive current density of carburized samples, a key parameter to evaluate the passivity, was found to be lower than or similar to untreated samples,\(^3,4,10,14\) while others have reported higher passive current densities for carburized samples.\(^11,15,17\) Clearly, the change in passive film properties is not a satisfactory explanation for the greatly improved corrosion resistance, and the effect of interstitial carbon needs to be further explored.
Generally, the evolution of a corrosion pit occurs in three stages: pit nucleation, metastable pit growth and stable pit growth. According to a recently proposed unified framework for pitting corrosion, there are two critical steps that will influence the overall pitting process: (1) pit initiation associated with the breakdown of the passive film; (2) the transition from metastable pit to stable pit growth. The corrosion resistance of an alloy can be attributed to either the resistance to passive film breakdown, which is determined by the passive film properties, or the resistance to the transition of a pit from metastable to stable growth, or both.

To better understand the key role of concentrated interstitial carbon in enhancing the pitting corrosion resistance, its effect on pit stability must be understood. According to the unified pitting framework, pit stability can be evaluated by the parameter $i_{\text{diss, max}}$, which is the pit dissolution current density in the salt-film-free state and is also the maximum dissolution current density that a pit can achieve under given conditions. A larger $i_{\text{diss, max}}$ corresponds to a greater ability to stabilize a pit, thus promoting the transition of a pit from metastable to stable pit growth. In contrast, a lower $i_{\text{diss, max}}$ represents a lower pit stability thus a higher pitting corrosion resistance. A detailed description of pit growth stability is described in Supplementary Materials. In this study, we demonstrate that the superior pitting resistance of carburized alloy is not derived from the changes in passive film properties, but should be attributed to the significantly reduced $i_{\text{diss, max}}$ because of the strong covalent bonds formed between interstitial carbon and its neighboring metal atoms, making it more energetically difficult to dissociate metal atoms for metal dissolution.

**Origin of Superior Pitting Resistance: Passive Film Breakdown vs. Pit Growth Stability**

To exclude effects of the untreated substrate, fully carburized AISI 316 stainless steel (hereafter referred to as SS316) foils (50 mm in thickness) and wires (51 mm in diameter) were prepared by LTC treatment. Details of the samples are given in the Supplementary Materials. Figure 1a shows typical cyclic potentiodynamic polarization (CPP) curves of carburized and untreated foil samples tested in 0.6 M NaCl at room temperature. Although the carburized SS316 sample exhibited a lower breakdown potential compared with the untreated sample and the carburized sample was polarized to high potentials, no severe corrosion attack was observed on the carburized sample after the tests (Figure 1b). The light corrosion attack likely originated from the transpassive dissolution at high potentials, rather than pitting corrosion, which is in agreement with the small positive hysteresis observed during the reverse scan. In contrast, the curve of the untreated sample exhibits a large positive hysteresis (Figure 1b), and large penetrating pits were observed after the test (Figure 1c). Therefore, in spite of a lower breakdown potential, the pitting resistance of the carburized sample is actually significantly higher than that of the untreated sample. On the other hand, the carburized SS316 also exhibits higher passive current density with substantial noise, probably associated with metastable pitting events. This indicates that the passive film formed on the carburized SS316 is less protective than that of the untreated SS316. Additionally, in the region between the breakdown and transpassive dissolution, the carburized SS316 exhibited pseudo passivity with the nominal current density of about $10^{-4}$ A cm$^{-2}$, which is about one
order of magnitude higher than the passive current density before breakdown. The breakdown associated with the increase in current density at the potential of about 0.28 $V_{SCE}$ is really a transition from passivity to another condition, referred to here as pseudo passivity. Note that this pseudo passivity is not a true passive state for stainless steel as the current density is significantly higher than that in the passive regime. Furthermore, different than the untreated sample, the carburized SS316 did not fully repassivate during the reverse scan but again exhibited pseudo passivity, indicating that the repassivation ability of the carburized sample is much lower than that of the untreated sample. Based on the CPP results, it can be seen that the carburized SS316 forms a weak passive film, and its resistance to passive film breakdown and the ability to repassivate after the breakdown is actually low. Therefore, the superior pitting resistance of carburized SS316 is not derived from improvements in passive film properties.

To investigate the pit growth stability, untreated and fully carburized SS316 wires were made into one-dimensional (1D) artificial pit electrodes, which are able to create a single pit, allowing pit growth in one direction (Figure 2a). Figure 2b shows CPP curves for 1D electrodes in 0.6 M NaCl solution at room temperature. The absence of metal at the pit mouth after the tests, as indicated by the black round area in the inserted optical images, shows that both samples experienced considerable dissolution and 1D pits were successfully created. The electrochemical behavior of the carburized SS316 1D electrode is similar to that of the carburized foil sample (Figure 1a), exhibiting passivity, a lower breakdown potential and a current peak, followed by pseudo passivity and transpassivity. The behavior after reversal of scanning is also the same: a small hysteresis followed by pseudo passivity. The decrease of current density to the pseudo passive level indicates that the 1D pit could not transition into stable growth even though it experienced high rate dissolution in the transpassive region. The untreated SS316 1D electrode exhibited different behavior than the untreated foil sample; breakdown was not observed until at high potentials associated with transpassive dissolution. After a period of reverse scan that followed back along the upward scan, the transpassive dissolution transitioned into stable 1D pit growth under diffusion control, as indicated by the increase in current density to a high stable value. The slight decrease of the current during the following downward scanning is typical of diffusion-controlled 1D pit growth caused by the effect of increasing pit depth on the diffusion-limited current density. Additionally, the 1D pit of untreated SS316 exhibited clear repassivation at low potentials associated with a sharp decrease in current. CPP measurements of 1D electrodes were also performed in 1 M HCl (Figure 2c). In such a harsh environment, the untreated SS316 is still able to passivate, as indicated by the clear active-passive transition followed by a broad passive region. Stable diffusion limited 1D pit growth was also observed in the reverse scan. In contrast, the carburized SS316 did not fully passivate and only exhibited pseudo passivity with current density on the order of $10^{-3}$ A cm$^{-2}$. However, even in this harsh bulk environment, the carburized SS316 1D pit still did not develop into to stable 1D pit growth, as indicated by the small hysteresis during the reverse scan. Based on CPP tests on 1D electrodes, it can be seen that, although the carburized SS316 exhibited a much lower resistance to passive film breakdown, its resistance to the transition of a pit to stable growth is extremely high.
To quantitatively evaluate the pit growth stability, the metal dissolution rate in local pit environment, i.e. $i_{\text{diss,max}}$, must be determined. According to the unified pitting framework, $i_{\text{diss,max}}$ must be measured from a growing pit under charge transfer control, which corresponds to the salt-film-free condition. CPP tests show that the carburized SS316 exhibits pseudo passivity at potentials below the transpassive region (Figure 2b). Therefore, $i_{\text{diss,max}}$ of carburized samples can only be measured within the transpassive region where active dissolution is achieved. Figure 2d shows the potentiostatic polarization of a carburized SS316 1D electrode initiated at 1.2 V$_{\text{SCE}}$. The continuous increase of current density is generated by the increase of pit solution concentration at the pit surface, and it indicates that the 1D pit growth remains under charge transfer control.$^{26}$ Therefore, the measured pit current density is the $i_{\text{diss,max}}$ of carburized SS316 at 1.2 V$_{\text{SCE}}[^*]$ and it is on the order of $10^{-1}$ A cm$^{-2}$. After stepping to 0.7 V$_{\text{SCE}}$, the current density plunged to the pseudo passive level. In contrast, the untreated SS316 1D pit transitioned to diffusion-controlled pit growth immediately after the final breakdown, as indicated by the continuous decrease of the current density (Figure 2e). After stepping to 0.7 V$_{\text{SCE}}$, the diffusion-controlled pit growth was still maintained, which, again, indicates a much higher pit stability compared with the carburized sample. The diffusion-controlled pit growth indicates the presence of salt film on the pit surface, thus $i_{\text{diss,max}}$ of the untreated sample cannot be obtained directly from potentiostatic polarization measurements. The approach using a 1D electrode to determine $i_{\text{diss,max}}$ for alloys with relatively high pit stability has been developed previously.$^{26}$ The $i_{\text{diss,max}}$ of untreated SS316 at 1.2 V$_{\text{SCE}}$ was determined and is on the order of $10^{10}$ A cm$^{-2}$ (details described in Method), which is about 11 orders of magnitude higher than that of the carburized sample. According to the unified pitting framework,$^{22, 23, 24, 25, 26}$ the extremely reduced $i_{\text{diss,max}}$ will remarkably decrease the growth stability of a pit formed on carburized SS316, preventing it from transitioning into stable growth, thus significantly improving the pitting corrosion resistance of the carburized alloy.

**Effect of Interstitial Carbon on Bond Strength of an Alloy System**

According to a conceptual model developed by Marcus to explain the effects of certain alloying elements on localized corrosion,$^{27}$ the metal–metal bond strength is a fundamental property that will significantly influence the passivity and metal dissolution. Generally, the addition of dissolution moderators such as Mo, Nb, and W can increase the bond strength and make it energetically more difficult to separate metal atoms from the substrate. However, when a considerable amount of non-metallic elements is incorporated into the alloy without the formation of precipitates, the effect of non-metallic elements on the bond strength must be considered to interpret the behavior of passivity and metal dissolution (thus pit growth stability).

The effect of interstitial carbon on the bond strength of the FeCr:C alloy system can be evaluated by bond energies, which can be calculated using a recently developed bond-order bond energy (BOBE) model based on density-functional theory (DFT) calculations.$^{28}$ Figure 3 shows the fitting of total bond energies ($E_{\text{bond, tot}}$) of a 32-metal-atom FeCr:C supercell (FCC structure) with various compositions. The extracted
metal–metal (M–M) and metal–carbon (M–C) bond energies are listed in Table 1 (detailed approach described in the Method section). A more negative bond energy value indicates a stronger bond. The calculated bond energies for Fe–C and Cr–C bonds are stronger than Fe–Fe and Cr–Cr bonds by a factor of 1.7 and 2.0, and stronger than Fe–Cr bonds by a factor of 1.8 and 1.6, respectively. Because the fitting is based on a variety of different FeCr:C compositions (28 in total), including those with and without interstitial carbon, the excellent fit quality suggests that the presence of interstitial carbon does not change the M–M bond strength in an appreciable way. Therefore, the formation of the added M–C bonds with significantly higher strength than the M–M bonds should be the crucial factor responsible for the decreased passivity and metal dissolution rate. Note that the bulk bond energies obtained here should be different from surface bond energies due to the different bonding situation. However, previous DFT work\textsuperscript{29} has shown that the common approximation of direct proportionality between bulk and surface bonds\textsuperscript{27,30} is often justified. Our results thus suggest that if a metal atom on the surface is bonded to a neighboring interstitial carbon, it will have stronger bonding, making it more difficult for this atom to dissolve or break its bonds to participate in oxide formation.

To get further insight into the nature of the M–C bond, the charge density difference between the DFT-optimized ground state distribution in the solid and the superposition of the electron density of the unbound atoms was calculated for austenitic Fe with and without interstitial carbon. The redistribution of electrons in the solid allows for analysis of the types of bonds that form. Looking at pure Fe in Figures 4a and b, the electron distribution is found to be nearly uniform in the region between the metal ions, indicating that the valence electrons are more or less completely delocalized from their cores, which is consistent with the classical model of metallic bonding. Figures 4c and d show the charge density difference in the Fe\textsubscript{32}:C\textsubscript{1} supercell. High electron accumulation can be found between the interstitial carbon and its neighboring Fe atoms, forming what is typically referred to as a bond charge in covalent solids.\textsuperscript{31} These bond charges are typical of the bonding in group IV elemental semiconductors\textsuperscript{32} and look equivalent to that of Fe–C bond obtained here.

Next, the density of states (DOS),\textsuperscript{33} which is the number of electron states per unit volume at a given energy, was calculated to further investigate the nature of the Fe–C bonds. The local density of states (LDOS),\textsuperscript{34} which is the density of states projected on the atomic orbitals of each atom, shows that, in the energy region from -7.5 to -5.0 eV and the region around -12.5 eV, new states (peaks) appear in the LDOS of the Fe atoms neighboring carbon, whose energy ranges overlap with peaks of the interstitial carbon LDOS (Figure 5a). Overlapping LDOS curves typically indicates the formation of a bond with hybridized orbitals found in covalent bonds and is expected for interstitial carbon in an octahedral site bonding to transition metal atoms, mainly involving σ bonds between the C 2s, 2p and Fe 4s orbitals, and π bonds between C 2p and Fe 3p, while the Fe 3d orbitals should be mostly non-bonding to carbon.\textsuperscript{35,36,37} Screening should prevent such bonds from forming with Fe atoms outside of the carbon nearest-neighbor shell, which is indeed already the case for the second nearest Fe atom, where the LDOS has no peak and looks more or less identical to that in pure iron (Figure 5a). This is also in agreement with the charge density difference plot in Figure 4d, where the charge distribution around Fe atoms only differs from that
of pure Fe on the nearest Fe neighbors of the interstitial carbon. These findings are also in agreement with the calculated bond energy results and explain why interstitial carbon does not affect the M–M bond strength in the alloy.

Since the above qualitative comparisons suggest the formation of covalent bonding between Fe and interstitial carbon, pCOHP analysis was then performed to identify covalent bonding, nonbonding, and antibonding contributions for the electrons represented in the DOS. Positive values of -pCOHP indicate bonding states whereas negative values indicate anti-bonding states. Figure 5b shows the -pCOHP plot of an interstitial carbon atom and one of its neighboring Fe atoms. All bonding states are found below the Fermi level ($E_F = 0\ eV$) and all antibonding states are found above the Fermi level, confirming covalent bonding characteristic between interstitial carbon and its neighboring Fe atoms. Figure 5c compares the LDOS of interstitial carbon and Fe at the first neighbor site with the total -pCOHP and orbital-resolved -pCOHP results between interstitial carbon and neighboring Fe atoms. We found the dominating bonding states around $-12.5\ eV$ to involve C 2s and Fe 4s orbitals (Figure 5c-iii) as expected from molecular orbital theory,36, 37 with a smaller contribution of C 2s – Fe 3d bonding (Figure 5c-iv), which is not observed in molecules.36, 37 The bonding states in the energy range between $-7$ and $-4\ eV$ are contributed by $\sigma$ bonding between the C 2p orbitals and Fe 4s orbitals (Figure 5c-v) as expected by molecular orbital theory, whose geometry/symmetry is mostly responsible for the octahedral bonding configuration, as well as weaker interactions between C 2p orbitals and Fe 3d and 3p orbitals (Figures 5c-vi and 5c-vii; the integral over the -pCOHP curve is a measure for the related bond strength). In addition, all the high LDOS values between $-5$ and $0\ eV$, which are from the Fe 3d orbitals, has -pCOHP values of zero and does not form covalent bonds. The Fe 3d orbitals are thus the main origin of the homogeneous charge density responsible for metallic bonding, as shown in Figure 4.

In addition to the covalent bond charges, the entire region of the interstitial carbon shows an increased charge density, accumulated from its Fe neighbors, which is similar to the situation in polar binary semiconductors such as SiC.39 Such charge transfer is expected when considering the different electronegativities of Fe (1.83) and carbon (2.55), for which Pauling's theory40 predicts 12% ionic character. To quantify the transfer, Bader charge analysis41 was performed on the interstitial carbon and its six neighboring Fe atoms. The Bader charge of the interstitial carbon is -1.1, while that of neighboring Fe atoms is 0.12 with the discrepancy spilling to second-nearest neighbors with charge values around 0.03. Therefore, Fe–C bonds are of polar covalent nature, where the shared electrons in the bond charge are closer to the interstitial carbon atom. Such covalent bonds are also expected formed between interstitial carbon and other transition metal atoms, such as Cr (electronegativity 1.66), Ni (electronegativity 1.91), etc.

The formation of a covalent M–C bond is also supported by the Hall effect measurements on carburized SS316 foils, where the conduction electron concentration ($N_e$) was found to decrease with increasing concentration of interstitial carbon.42 In light of the present findings, the decreased $N_e$ of carburized SS316 should be attributed to the formation of covalent M–C bonds, where a portion of the mobile Fe
electrons become localized in the covalent M–C bonds. For the fully carburized foil with an average atomic fraction of 0.1 interstitial carbon, the $N_e$ drops by 29%, which approximates to the value of 33% obtained by theoretical analysis on covalent bonds. Detailed analysis is presented in the Supplementary Materials. As a result, both the electrical and thermal conductivities are decreased in the carburized alloy. Additionally, XPS results on the carburized alloys, including both martensitic and austenitic steels, show that the electron binding energy of Fe atoms for the sample with high interstitial carbon is higher than that of the sample without interstitial carbon, which can also be attributed to the formation of covalent M–C bonds.

Summarizing the above analysis, there is strong and widespread evidence that interstitial carbon forms covalent bonds with its nearest neighbor metal atoms. It is also found that the effect of interstitial carbon is rather local and already becomes negligible for second nearest neighbors. If the added strong bonds are the dominant cause for increased pitting resistance and decreased passive film formation, this suggests that the concentration of interstitial carbon needs to be high for a significant effect, since only then the cumulative bond strength of the alloy system will be greatly increased. In that case, the covalent bonds formed by interstitial carbon can make it more energetically difficult to dissociate metal atoms for oxide formation or metal dissolution. The formation of M–C covalent bonds can thus well explain the low passivity and extremely low $i_{\text{diss,max}}$ (thus low pit growth stability) of carburized SS316 observed in this work. The fundamental understanding accomplished in this work provides a new strategy for designing highly corrosion resistant alloys, namely alloying concentrated interstitial atoms that form strong covalent/ionic bonds with the matrix atoms. Suitable alloying elements include but not limited to carbon; concentrated nitrogen and boron interstitials are also expected to have similar effects.

* Potential drop of the solution for carburized SS316 1D pit is calculated to be very small, only 0.034 V, thus it can be ignored. Therefore, the applied potential (1.2 V$_{\text{SCE}}$) can be considered as the potential at pit surface.

**Methods**

**Materials**

The commercial SS316 foils (McMASTER-Carr, Aurora, OH) and wires (California Fine Wire Company, Grover Beach, CA) used in this work meet the chemical composition requirements specified in ASTM A240 and ASTM A580, respectively. The foil thickness (50 mm) and wire diameter (51 mm) were selected based on the typical thickness of the case layer on LTC-treated SS316, which allows the treated foil and wire to be nearly fully carburized throughout. LTC treatment of both the SS316 wire and foil specimens was performed using the gas phase process established by Swagelok. Prior to the LTC treatment, the samples were ultrasonically cleaned in ethanol to remove grease and contaminants, and rinsed in deionized water. The specimens were then transferred into a gas furnace and processed with the following steps: (1) 10.8 ks of surface activation in a 0.10 MPa HCl and N$_2$ atmosphere ($X_{\text{HCl}} = 0.9$, $X_{\text{N}_2} = 0.1$).
$X_{N_2} = 0.1$) at 523 K; (2) 10.8 ks of carburization in a 0.10 MPa CO, H$_2$, and N$_2$ atmosphere ($X_{CO} = 0.46$, $X_{H_2} = 0.46$, $X_{N_2} = 0.08$) at 723 K; (3) Repeat of surface activation treatment in step 1; (4) Carburization for 72 ks at the same conditions used in step 2; (5) Cooling the samples down to room temperature. After LTC treatment, the samples were ultrasonically cleaned in deionized water to remove soot from the surface. No carbides were found in LTC treated samples (Supplementary Figure 2) and carbon distributed uniformly across the wire sample (Supplementary Figure 3).

**Electrochemical Measurements**

To evaluate the overall pitting corrosion resistance for both untreated and carburized SS316, electrochemical tests were first performed on the foil samples. The foils were connected to a Cu wire, wrapped with polytetrafluoroethylene tape and masked with silicone rubber, leaving an exposed working area around 40 mm$^2$ in size. The electrochemical tests were performed using a jacketed three-electrode cell connected to a programmable temperature-controlled circulator. The samples served as the working electrode, and a saturated calomel electrode (SCE) and Pt sheet were used as the reference and counter electrodes, respectively. To prepare the 1D artificial pit electrode, the SS316 wire was cast in epoxy with one end exposed and the other end connected to a Cu wire. The exposed electrode surface was ground to 1200 grit with SiC abrasive paper, ultrasonically cleaned in deionized water for 900 s, and dried with compressed air. For the electrochemical tests, the 1D electrode was placed upright in a vertical cell, a schematic of which was shown previously.$^{26}$ The testing solutions were prepared from deionized water and analytical grade chemicals, and a volume of 300 mL was used for each experiment. The electrochemical measurements in this work were carried out with a Gamry Reference 600 potentiostat.

Cyclic potentiodynamic polarization (CPP) tests were performed on untreated and carburized SS316 foil samples in aerated 0.6 M NaCl at room temperature. The samples were first potentiostatically polarized at -1.2 $V_{SCE}$ for 10 min in an attempt to reduce the effect of air-formed oxide on the electrochemical behavior, and then kept in solution for 10 min to attain a stable open circuit potential (OCP). The CPP measurement was conducted at a scan rate of 1 mV s$^{-1}$ in the upward direction starting at potential of -0.25 V versus OCP and was reversed at the anodic current of 1 mA. The test was terminated when repassivation or a cathodic current was achieved. The corrosion morphology was characterized using optical microscopy.

CPP tests were also performed on untreated and carburized SS316 1D artificial pit electrodes in both 0.6 M NaCl and 1 M HCl solutions at room temperature. Freshly ground 1D artificial pit electrodes were first stabilized in the test solutions for 10 min to attain a stable OCP. The CPP measurements were conducted at a scan rate of 1 mV s$^{-1}$ in both upward and reverse directions. Potentiostatic polarization was also performed on 1D electrodes to explore the pit growth stability on both samples. An initial potential in the transpassive dissolution region, 1.2 $V_{SCE}$, was applied for a certain period to activate the electrode surface and grow the depth of the 1D pit, and the potential was then stepped down to 0.7 $V_{SCE}$. 


The current was recorded at an acquisition frequency of 1 Hz. The corrosion morphology of the 1D pit was examined with optical microscopy.

**Determination of Pit Dissolution Kinetics for Untreated SS316**

\( i_{\text{diss,max}} \) is the dissolution current density for the salt-film-free state of a pit, and its dependence on potential represents the pit dissolution kinetics. In contrast to carburized SS316, \( i_{\text{diss,max}} \) of untreated SS316 cannot be measured using potentiostatic polarization because the pit growth will immediately transition to diffusion control, accompanied with salt film precipitation after the pitting breakdown occurs. To measure \( i_{\text{diss,max}} \) for such alloys, a 1D pit must be scanned downward from the diffusion-controlled potential region into the charge-transfer-controlled region. \( i_{\text{diss,max}} \) in saturated pit solution can be determined at the transition point from diffusion to charge transfer control. Such a test must be repeated at different pit depths to obtain \( i_{\text{diss,max}} \) at different potentials. Details of the measurement on SS316 1D artificial pit electrodes have been reported previously and \( i_{\text{diss,max}} \) for SS316 in saturated pit solution was obtained to be\(^{26}\)

\[
\dot{i}_{\text{diss,max}} = A \frac{E_{\text{max}}}{b_a} .
\]

where \( E_{\text{max}} \) is the potential (V\(_{\text{SCE}}\)) applied at the pit surface in the salt-film-free state; \( A \) is a constant, 1.964 A cm\(^{-2}\); \( b_a \) is the anodic Tafel slope of metal dissolution in saturated pit solution, 0.116 V dec\(^{-1}\). According to the above equation, the \( i_{\text{diss,max}} \) of untreated SS316 at 1.2 V\(_{\text{SCE}}\) is determined to be on the order of \( 10^{10} \) A cm\(^{-2}\). This value is significantly larger than the diffusion limited current density, so it is never achieved. However, it reflects the current density expected at a pit surface potential of 1.2 V\(_{\text{SCE}}\) in the absence of a salt film.

**DFT Calculations of Metal–Metal and Metal–Carbon Bond Energies**

Both passive film formation and metal dissolution require breaking of metal atom bonds at the alloy surface. To study the effect of interstitial carbon on bond strength, the bond energies of metal–metal (M–M) and metal–carbon (M–C) were calculated using a recently developed bond-order bond energy (BOBE) model.\(^{28}\) The BOBE model parameterizes DFT-calculated energies of alloys, which are calculated for a range of alloy compositions, into pairwise bond energies in the spirit of the quasichemical solution model (QSM). In addition, the BOBE model considers that, for a binary alloy (AB), A- and B-rich ends can have different bonding strengths or even form different phases, such as FCC and BCC, which is different from the assumption made in QSM model. To accommodate this, a bond order function is introduced to model the transition between competing phases and switching their respective bond energies on and off. Previous work showed that the BOBE model can be used to describe the phase diagrams in the Ni–Cr–
Mo system, and the prediction is in excellent agreement with experimental phase diagrams. In addition, enthalpies of mixing calculated from the bond energies agree with the DFT calculated results within just a few hundredths of an eV difference.

In this work, the bond energies of Fe–Fe, Cr–Cr, Fe–Cr, Fe–C, and Cr–C in FeCr:C alloys were calculated for Fe-rich alloys under the initial assumption that Cr and interstitial carbon concentrations are low enough that no switching function needed to be employed, which means staying within the classic QSM model. The excellent quality of the fit in Figure 3 shows that this assumption was valid and a switching function was not needed. The M–M and M–C bond energies were calculated using the following steps: (i) Determine the total energies of \( N \)-metal-atom supercells with FCC structure for different compositions \( \text{Fe}_{N-m}\text{Cr}_m\text{C}_l \) by DFT calculations, denoted as \( E_{\text{tot}}(\text{Fe}_{N-m}\text{Cr}_m\text{C}_l) \), where \( N \) is the total atom number of metal atoms in the supercell, while \( m \) and \( l \) are the atom numbers of substitutional Cr and interstitial carbon atoms, respectively; (ii) Obtain the total bond energies \( E_{\text{bond,tot}}(m,l) \) by subtracting the atomic energies from \( E_{\text{tot}}(\text{Fe}_{N-m}\text{Cr}_m\text{C}_l) \):

\[
E_{\text{bond,tot}}(m,l) = E_{\text{tot}}(\text{Fe}_{N-m}\text{Cr}_m\text{C}_l) - (N - m)E_{\text{Fe}} - mE_{\text{Cr}} - lE_{\text{C}},
\]

where \( E_{\text{Fe}}, E_{\text{Cr}} \) and \( E_{\text{C}} \) are the free atomic energy for Fe, Cr and C, respectively; (iii) Count the number of each bond in each cell, where \( n_{\text{Fe-Fe}}, n_{\text{Cr-Cr}}, n_{\text{Fe-Cr}}, n_{\text{Fe-C}}, \) and \( n_{\text{Cr-C}} \) represent the number of Fe–Fe, Cr–Cr, Fe–Cr, Fe–C, and Cr–C bonds, respectively; (iv) Fit the respective bond energies to the total bond energies for the entire set of alloys:

\[
E_{\text{bond,tot}}(m,l) = n_{\text{Fe-Fe}} \varepsilon_{\text{Fe-Fe}} + n_{\text{Cr-Cr}} \varepsilon_{\text{Cr-Cr}} + n_{\text{Fe-Cr}} \varepsilon_{\text{Fe-Cr}} + n_{\text{Fe-C}} \varepsilon_{\text{Fe-C}} + n_{\text{Cr-C}} \varepsilon_{\text{Cr-C}},
\]

where \( \varepsilon_{\text{Fe-Fe}}, \varepsilon_{\text{Cr-Cr}}, \varepsilon_{\text{Fe-Cr}}, \varepsilon_{\text{Fe-C}}, \) and \( \varepsilon_{\text{Cr-C}} \) are the bond energies for Fe–Fe, Cr–Cr, Fe–Cr, Fe–C, and Cr–C, respectively.

The total energies of different supercells, \( E_{\text{tot}}(\text{Fe}_{N-m}\text{Cr}_m\text{C}_l) \), were calculated using the Vienna Ab-initio Simulation Package (VASP) with projector augmented wave Perdew-Burke-Ernzerhof (PAW-PBE) potentials. An energy cut-off of 400 eV was employed, and all supercells were fully relaxed with respect to atomic positions and lattice parameters while keeping a cubic crystal structure. Special quasirandom structures (SQS) with 32-metal-atom supercell (FCC structure) were used for the distribution of the metal atoms with 0, 2, 4, and 6 Cr atoms (0 to 18.75 at.%) and 0, 1, 2, 3, and 4 interstitial carbon atoms (0 to 12.5 at.%) were included in the octahedral sites (Supplementary Figure 4). A 6×6×6 Monkhorst-Pack k-point mesh was used for Brillouin-zone integration. All calculations were performed within collinear magnetism. An important question here concerns the magnetic state used in the DFT calculations. Neutron scattering showed that FCC iron has a spin density wave with axis along one of the cubic lattice vectors below its Néel temperature of 50 K, while it is paramagnetic at higher temperatures. Both magnetic states are impractical or impossible within the supercell calculations in this work. Jiang et al. examined the most sensible and practical magnetic state for DFT calculations and found that the
ferromagnetic high-spin phase with magnetic moments around 2.5 µB is the best approximation to predict the properties of paramagnetic iron,\textsuperscript{55} which we adopted in this work.

To study the bonding formed between the interstitial carbon and the neighboring Fe atoms, charge density differences between electron distributions from full self-consistent DFT calculations and from a superposition of charge densities of the isolated atoms were calculated, which shows how the electrons rearrange when bonds are formed.\textsuperscript{56} Additionally, the local electronic density of states was also simulated. Finally, the nature of the bonds was determined by projected crystal orbital Hamilton population (pCOHP) analysis, partitioning the band structure energy into different bonding states using the LOBSTER package\textsuperscript{57, 58, 59, 60}.
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Table
Table 1. Pairwise bond energies in the bulk of FeCr:C alloy calculated with concentration of Cr up to 18.75 at.% and interstitial carbon up to 12.5 at.%.

| Bonds     | Fe–Fe | Fe–Cr | Cr–Cr | Fe–C | Cr–C |
|-----------|-------|-------|-------|------|------|
| Bond Energy (eV) | -0.78 | -0.73 | -0.58 | -1.31 | -1.14 |

Figures
Figure 3

Total bond energies of 32-metal-atom supercell with FCC structure from the fitting (y-axis) vs. the DFT-calculated total bond energies used for the fit (x-axis). Each point represents the total bond energy corresponding to a specific composition in the FeCr:C alloy system. The low energy end (-185 eV) corresponds the composition with high concentration of interstitial carbon, and high energy end (-145 eV) corresponds the composition with low concentration of interstitial carbon. The fit was done with high fidelity (R2 = 0.999).
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