Generalized Metropolis dynamics with a generalized master equation: An approach for time-independent and time-dependent Monte Carlo simulations of generalized spin systems
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The extension of Boltzmann-Gibbs thermostatistics, proposed by Tsallis, introduces an additional parameter \( q \) to the inverse temperature \( \beta \). Here, we show that a previously introduced generalized Metropolis dynamics to evolve spin models is not local and does not obey the detailed energy balance. In this dynamics, locality is only retrieved for \( q = 1 \), which corresponds to the standard Metropolis algorithm. Non-locality implies in very time consuming computer calculations, since the energy of the whole system must be reevaluated, when a single spin is flipped. To circumvent this costly calculation, we propose a generalized master equation, which gives rise to a local generalized Metropolis dynamics that obeys the detailed energy balance. To compare the different critical values obtained with other generalized dynamics, we perform Monte Carlo simulations in equilibrium for Ising model. By using the short time non-equilibrium numerical simulations, we also calculate for this model: the critical temperature, the static and dynamical critical exponents as function of \( q \). Even for \( q \neq 1 \), we show that suitable time evolving power laws can be found for each initial condition. Our numerical experiments corroborate the literature results, when we use non-local dynamics, showing that short time parameter determination works also in this case. However, the dynamics governed by the new master equation leads to different results for critical temperatures and also the critical exponents affecting universality classes. We further propose a simple algorithm to optimize modeling the time evolution with a power law considering in a log-log plot two successive refinements.

PACS numbers: 05.10.Ln, 05.70.Ln, 02.70.Uu

I. INTRODUCTION

The study of the critical properties of magnetic systems plays an important role in statistical mechanics and as a consequence also in thermodynamics. For equilibrium, the extensivity of the entropy is a question of principle for most physicists. Nevertheless, an important issue may be raised. While many physicists believe that statistical mechanics generalizations with an extra parameter \( q \) are suitable to study the optimization combinatorial process as for example the simulated annealing (see e.g. \[2,3\]), or areas such as econophysics \[4,5\], population dynamics and growth models \[6,7\], Bibliom-etry \[8\] and others.

In this paper, we generate the critical dynamics of Ising systems using a new master equation. This master equation leads to a generalized Metropolis prescription, which depends only on the spin interaction energy variations with respect to its neighborhood. Furthermore, it satisfies the detailed energy balance condition and it converges asymptotically to the generalized Boltzmann-Gibbs weights. In Refs. \[11,12\] generalized prescriptions have been treated as local. Here, we demonstrate that they are instead non-local. However, a non-local prescription such as the one of Ref. \[13\] is numerically more expensive and destroys the phase transition. Another possibility is to recover locality. Using a special deformation of the master equation, we show how to recover locality for a generalized prescription and additionally recovering the detailed energy balance in equilibrium spin systems, maintaining the system phase transition.

To apply our Metropolis prescription, we have simulated a two dimensional Ising system in two different
ways: using equilibrium Monte Carlo (MC) simulations we estimate critical temperatures for different \( q \)-values and performing time-dependent simulations. In the second part, we also calculate the critical exponents set corresponding to each critical temperature. Finally, we have developed an alternative methodology to refine the determination of the critical temperature. Our approach is based on the optimization of the magnetization power laws in log scale via of maximization of determination coefficient (\( r \)) of the linear fit.

Our presentation is organized as follows. In Sec. II we briefly review the results of the critical dynamics for spins systems. In this review, we calculate the critical exponents for the several spin phases, that emerge from different initial conditions. In Sec. III we propose a new master equation that leads to a Metropolis algorithm, which preserves locality and detailed energy balance, also for \( q \neq 1 \). In Sec. IV, we simulate an equilibrium Ising spin system in a square lattice and show the differences between the results of our approach and of Refs. [11, 12]. Next, we evolve a Ising spin system in a square lattice, from ordered and disordered initial conditions in the context of time dependent simulations. From such non equilibrium Monte Carlo simulations, we also called short time simulations, we are able to calculate the dynamic and static critical exponents ones. Finally, the conclusions are presented in Sec. V.

II. CRITICAL DYNAMICS OF SPIN SYSTEMS AND TIME DEPENDENT SIMULATIONS

Here, we briefly review finite size scaling in the dynamics relaxation of spin systems. We present our alternative deduction of the some expected power laws in the short time dynamics context. Readers, which want a more complete review about this topic, may want to read [14].

This topic is based on time dependent simulations, and it constitutes an important issue in the context of phase transitions and critical phenomena. Such methods can be applied not only to estimate the critical parameters in spin systems, but also to calculate the critical exponents (static and dynamic ones) through different scaling relations by setting different initial conditions.

The study of the statistical systems dynamical critical properties has become simpler in nonequilibrium physics after the seminal ideas of Janssen, Schaub and Schmittmann [15] and Huse [16], quenching systems from high temperatures to the critical one, they have shown universality and scaling behavior to appear already in the early stages of time evolution, via renormalization group techniques and numerical calculations respectively. Hence, using short time dynamics, one can often circumvent the well-known problem of the critical slowing down that plagues investigations of the long-time regime.

The dynamic scaling relation obtained by Janssen et al. for the magnetization \( k \)-th moment, extended to finite size systems, is written as

\[
\langle M^k \rangle(t, L, m_0) = b^{-k\beta/\nu} \langle M^k \rangle(b^{-z}t, b^{1/\nu}r, b^{-1}L, b^{\varphi}m_0),
\]

where the arguments are: the time \( t \); the reduced temperature \( \tau = (T - T_c)/T_c \), with \( T_c \) being the critical one, the lattice linear size \( L \) and initial magnetization \( m_0 \). Here, the operator \( \langle \cdot \cdot \rangle \) denotes averages over different configurations due to different possible time evolution from each initial configuration compatible with a given \( m_0 \). On the equation right-hand-side, one has: an arbitrary spatial rescaling factor \( b \); an anomalous dimension \( x_0 \) related to \( m_0 \). The exponents \( \beta \) and \( \nu \) are the equilibrium critical exponents associated with the order parameter and the correlation length, respectively. The exponent \( z \) is the dynamic one, which characterizes the time correlations in equilibrium. After the scaling \( b^{-1}L = 1 \) and at the critical temperature \( T = T_c \), the first \( (k = 1) \) magnetization moment is:

\[
\langle M(t, L, m_0) = L^{-\beta/\nu} \langle M \rangle(L^{-z}t, L^{\varphi}m_0).
\]

Denoting \( u = tL^{-z} \) and \( w = L^{\varphi}m_0 \), one has:

\[
\langle M(u, w) = \langle M(L^{-t}, L^{\varphi}m_0) \rangle. \quad \text{The derivative with respect to } L \text{ is: } \partial_L \langle M \rangle = -\beta/\nu L^{-\beta/\nu - 1} \langle M \rangle(u, w) + L^{-\beta/\nu} \partial_u \langle M \rangle \partial_L u + \partial_w \langle M \rangle \partial_L w, \quad \text{where we have explicitly: } \partial_L u = -ztL^{-z-1} \text{ and } \partial_L w = x_0 m_0 L^{\varphi - 1}. \quad \text{In the limit } L \to \infty, \partial_L \langle M \rangle \to 0, \text{ one has: } x_0 w \partial_u \langle M \rangle - \beta \nu \langle M \rangle = 0. \quad \text{The separability of the variables } u \text{ and } w \text{ in } \langle M \rangle(u, w) = M_1(u) M_2(w) \text{ leads to } x_0 w M_2 = \beta \nu + z u M_1/M_2, \quad \text{where the prime means the derivative with respect to the argument. Since this equation left-hand-side depends only on } u \text{ and the right-hand-side depends only on } w, \text{ they must be equal to a constant } c. \quad \text{Thus, } M_1(u) = u^{(c/\nu) - \beta/(\nu z)} \text{ and } M_2(w) = u^{c/x_0}, \quad \text{resulting in } \langle M \rangle(u, w) = m_0^{c/x_0} L^{\beta/\nu ((c-\beta)/\nu) / z}. \quad \text{Returning to the original variables, one has: } \langle M \rangle(t, L, m_0) = m_0^{c/x_0} L^{\beta/\nu (c-\beta)/\nu / z}. \quad \text{On one hand, choosing } c = x_0 \text{ and calculating } \theta = (x_0 - \beta/\nu)/z, \text{ at criticality } (T = 0), \text{ we obtain } \langle M \rangle m_0 \sim m_0^\theta \text{ corresponding to a regime under small initial magnetization. This can be observed by a finite time scaling } b = t^{1/\nu} \text{ in equation II at critical temperature } (T = 0) \text{ which leads to } \langle M \rangle(t, m_0) = t^{-\beta/(\nu z)} \langle M \rangle(t^{\nu/\varphi}m_0). \quad \text{Defining } x = t^{\nu/\varphi}m_0, \text{ an expansion of the averaged magnetization around } x = 0 \text{ results in: } \langle M \rangle(1, x) = \langle M \rangle(1, 0) + \partial_x \langle M \rangle |_{x=0} x + O(x^2). \quad \text{By construction } \langle M \rangle(1, 0) = 0, \text{ since } u = t^{\nu/\varphi}m_0 \ll 1 \text{ and } \partial_x \langle M \rangle |_{x=0} \text{ is a constant. So, by discarding the quadratic terms we obtain the expected power law behavior } \langle M \rangle m_0 \sim m_0^{\theta}. \quad \text{This anomalous behavior of initial magnetization is valid only for a characteristic time scale } t_{\text{max}} \sim m_0^{z/x_0}. \quad \text{On the other hand, the choice } c = 0 \text{ corresponds to a case where the system does not depend on the initial trace of the system; and } m_0 = 1 \text{ leads to simple power law:}

\[
\langle M \rangle_{m_0=1} \sim t^{-\beta/(\nu z)}
\]
tial small magnetization \((m_0)\), and had its magnetization increased up to a magnetization peak.

For \(m_0 = 0\), it is not difficult to show that the magnetization second moment is

\[
\langle M^2 \rangle_{m_0=0} \sim t^{(d-2\beta/\nu)/z},
\]

where \(d\) is the system dimension.

Using Monte Carlo simulations, many authors have obtained the dynamic exponents \(\theta\) and \(z\) as well as the static ones \(\beta\) and \(\nu\), and other specific exponents for many different models and situations: Baxter-Wu [17], 2, 3 and 4-state Potts [18, 19], Ising with multispin interactions [20], Ising with no defined Hamiltonian (cellular automata and contact process) [21, 22], models with tricritical point [24], Heisenberg [25], protein folding [26, 27], propagation of damages in Ising models [28].

The sequence to determine the static exponents from short time dynamics is: to determine \(z\) first, performing Monte Carlo simulations that mix initial conditions [18], and consider the power law for the cumulant

\[
F_2(t) = \frac{\langle M^2 \rangle_{m_0=0}}{\langle M \rangle^2_{m_0=0}} \sim t^{d/z}.
\]

Once \(z\) is calculated, the exponent \(\eta = 2\beta/\nu\) is calculated according to \(\eta = 2(\beta/\nu) \cdot \tilde{z}\), where \((\beta/\nu)\tilde{z}\) was estimated via magnetization decay and \(\tilde{z}\) from cumulant \(F_2\).

However, prior to obtaining the critical exponents, we also perform time dependent MC simulations in order to refine the critical temperatures. These are based on power laws obtained by finite size scaling analysis of the magnetization decay from an initially ordered state (Eq. 2). This choice demands a number of runs smaller than other power laws in non-equilibrium, and so we propose a simple algorithm that spans different critical values to find the best determination coefficient in linear fit \(\ln(M)\) versus \(\ln t\). This procedure is explored in Sec. IV and is used later to calculate the critical temperatures for Ising models with different values of the non-extensivity parameter \(q\) in our new Metropolis prescription.

### III. GENERALIZED MASTER EQUATION

In this section, we start recalling the way that the Metropolis algorithm is obtained from the master equation for spin systems. We point out that the energy difference by flipping an Ising spin is local, i.e., it depends only on the flipped spin. Next, we show a first attempt to generalize the Metropolis algorithm [11, 12] according to the non-extensive thermostatistics, introduced by Tsallis [1]. We show that this generalization does not preserve the spin flip locality. To recover this locality, we propose a new generalized master equation, which leads to a different generalization of the Metropolis algorithm.

#### A. Standard master equation and Metropolis algorithm

In general, spin systems non-equilibrium dynamics are described by the time evolution of the probability\( P(E, t)\) that, at instant \(t\), the system has an energy \(E\). This probability is obtained from the master equation:

\[
dx P(E, t)/dt = \sum \{w[\sigma_i^{(b)} \rightarrow \sigma_i^{(a)}] P(E^{(b)}, t) - w[\sigma_i^{(a)} \rightarrow \sigma_i^{(b)}] P(E^{(a)}, t)\},
\]

where \(w[\sigma_i^{(b)} \rightarrow \sigma_i^{(a)}]\) is the transition rate of the \(i\)th spin from \(\sigma_i^{(b)}\) to \(\sigma_i^{(a)}\). Here, \(E^{(b)}(E^{(a)})\) is the energy of the system before (after) the transition. As \(t \rightarrow \infty\), \(dP(E, t)/dt = 0\) is a necessary condition for equilibrium. A sufficient but not necessary condition for equilibrium, known as detailed balance condition, supposes a more restricted situation for occurrence of \(dP(E, t)/dt = 0\), i.e., \(w[\sigma_i^{(b)} \rightarrow \sigma_i^{(a)}] P(E^{(b)}) - w[\sigma_i^{(a)} \rightarrow \sigma_i^{(b)}] P(E^{(a)}) = 0\), meaning that each term in the summation vanishes. In this case, \(P(E) = P(E, t \rightarrow \infty)\) is the Boltzmann distribution:

\[
P(E) = e^{-\beta E}/\sum_k e^{-\beta E_k},
\]

where the summation is over the different energy states and \(\beta = (k_B T)^{-1}\).

Employing detailed balance requires to find simple prescriptions for spins systems dynamics, as for example the Metropolis prescription: \(w[\sigma_i^{(b)} \rightarrow \sigma_i^{(a)}] = \min\{1, \exp[-\beta(E^{(a)}-E^{(b)})]\}\). When applied to evolve spin systems, this simple dynamics reduces to calculate just local energy changes. For instance, the Ising model in two dimensions has an energy \(E^{(b)} = -J \sigma_i^{(a)} S_{i_x,i_y} + \xi\) before the flip of spin \(\sigma_{i_x,i_y}\), located at site indexed by \(i_x\) and \(i_y\), where the local energy change is quantified by

\[
S_{i_x,i_y} = \sigma_{i_x+1,i_y} + \sigma_{i_x-1,i_y} + \sigma_{i_x,i_y+1} + \sigma_{i_x,i_y-1} + \sigma_{i_x,i_y+1}
\]

and the non-local energy is \(\xi\), which is obtained excluding the spin \(\sigma_{i_x,i_y}\), from the calculation. After the spin flip, the energy is \(E^{(a)} = -J \sigma_i^{(a)} S_{i_x,i_y} + \xi\) and the energy change of the system, due to the spin \(\sigma_{i_x,i_y}\) flip is simply:

\[
E^{(a)} - E^{(b)} = -J[\sigma_i^{(a)} - \sigma_i^{(b)}] S_{i_x,i_y},
\]

which does not depend on the energy of the other spins.

#### B. Generalized Metropolis algorithm

The system equilibrium is described by the generalized Boltzmann-Gibbs distribution

\[
P_{1-q}(E_i) = \frac{[e_{1-q}(-\beta E_i)]^q}{\sum_{i=1}^{\Omega} [e_{1-q}(-\beta E_i)]^q},
\]

where \(\Omega\) is the number of accessible states of the system and \(\beta' = \beta \sum_{i=1}^{\Omega} [e_{1-q}(-\beta E_i)]^q + (1-q)\beta E_{1-q}\),

where \(\langle E \rangle_{1-q} = \sum_{i=1}^{\Omega} E_i P_{1-q}(E_i)\). Here it is important
to mention that \((k_B \beta')^{-1}\) is a scale temperature that can be used to interpret experimental and computational experiments. There is a heated ongoing discussion whether it is the physical temperature or not.

The function

\[
e_\alpha(x) = \begin{cases} 
(1 + \alpha x)^{1/\alpha} & \text{for } \alpha x > -1 \\
0 & \text{otherwise ,}
\end{cases}
\]

(7)

is the generalized exponential \([31, 32]\). For \(\alpha \to 0\), one retrieves the standard exponential function \(e_q(x) = e^x\). It is this singularity at \(\alpha x > 1\) that brings up interesting effects such the survival/extinction transitions in one-species population dynamical models \([8]\). The inverse of the generalized exponential function is the generalized logarithmic function \(\ln_\alpha(x) = (x^\alpha - 1)/\alpha\), which for \(\alpha \to 0\) leads to the standard logarithm function \(\ln(x) = \ln(x)\). Notice that the inequality \(\alpha x > -1\), for fixed \(x\) produces a limiting value for \(\alpha\). This generalized logarithmic function has been introduced first in the context on non-extensive thermostatistics \([1, 30]\) and has a clear geometrical interpretation as the area between 1 and \(x\) underneath the non-symmetric hyperbole \(1/t^{1-\alpha}\) \([31]\). It is interesting to notice, that in 1984 Cressie and Read \([32]\) proposed an entropy that would lead to a generalization of the logarithm function given by: \(\ln_q(x)/(\alpha + 1)\). In this case, we would gain the limiting value in \(\alpha\) but lose its geometrical interpretation.

To recover the additive property of the argument, when multiplying two generalized exponential functions: \(e_\alpha(a)e_\alpha(b) = e_\alpha(a \oplus_\alpha b)\) \(e_\alpha(a)/e_\alpha(b) = e_\alpha(a \odot_\alpha b)\) and \(e_\alpha(a) \odot_\alpha e_\alpha(b) = e_\alpha(a + b)\) \(e_\alpha(a) \odot_\alpha e_\alpha(b) = e_\alpha(a - b)\) consider the following algebraic operators \([33, 34]\):

\[
a \oplus_\alpha b = a + b + \alpha ab \\
a \odot_\alpha b = a - b + \alpha ab \\
1 \odot_\alpha a = (a^\alpha - b^\alpha - 1)^{1/\alpha} \\
a \odot_\alpha b = (a^\alpha + b^\alpha - 1)^{1/\alpha}.
\]

(8)\hspace{1cm}(9)\hspace{1cm}(10)\hspace{1cm}(11)

Observe that, if \(a \odot_\alpha b = 0\), then \(a = b\) and if \(a \odot_\alpha b = c \odot_\alpha d\), then \(a \odot_\alpha c = d \odot_\alpha b\).

However, in equilibrium, the Ising model prescribes an adapted Metropolis dynamics that considers a generalized version of exponential function \([11, 12]\):

\[
w[\sigma_i^{(b)} \to \sigma_i^{(a)}] = \frac{P_{1-q}[E^{(a)}]}{P_{1-q}[E^{(b)}]} = \left\{\frac{e_1-q(-\beta'[E^{(a)}])}{e_1-q(-\beta'[E^{(b)}])}\right\}^q.
\]

(12)

From the generalization of the exponential function in the Boltzmann-Gibbs weight, the transition rate of Eq. \([12]\) can be used to determine the system evolution, as the Metropolis algorithm. Nevertheless, we stress that in such a choice, the dynamics is not local. Because generalized exponential functions are non-additive, a spin flip introduces a change in the system energy that is spread all over the lattice. More precisely, consider the Ising model in a square lattice, one can show that:

\[
\frac{e_1-q[-\beta'[E^{(a)}]]}{e_1-q[-\beta'[E^{(b)}]]} = e_1-q\{-\beta'[E^{(a)}] \odot_1-q E^{(b)}\}
\]

(13)

or:

\[
\frac{e_1-q[-\beta'[E^{(a)}]]}{e_1-q[-\beta'[E^{(b)}]]} \neq e_1-q\{-\beta'[E^{(a)}] - E^{(b)}\}
\]

(14)

where \(E^{(a)} - E^{(b)}\) is given by Eq. \([4]\) which depends only the spins that directly interact with the flipped spin, violating the detailed energy balance.

In Refs \([11, 12]\), the authors consider (with no explanations) the equality in Eq. \([13]\) instead of considering Eq. \([13]\). Thus, the detailed energy balance is violated, since the system is updated following a local calculation of the generalized Metropolis algorithm of Eq. \([12]\).

To correct this problem, one must update the spin system using the non-locality of Eq. \([12]\) which is numerically expensive, since the energy of the whole lattice must be recalculated due to a simple spin flip. The other alternative is to require that the transition rate depends locally in the energy difference of a simple spin flip, which in turn leads us to a modified master equation. Since the former is very expensive numerically, we explore only the latter alternative which is numerically faster and is able to produce statistically significant results for fairly large spin systems.

C. Recovering locality in the generalized Metropolis algorithm

Based on the operators of Eq. \([8]\) to Eq. \([11]\), we propose the following generalized master equation:

\[
dP_{1-q}[E^{(a)}]/dt = \sum_w w[\sigma_i^{(b)} \to \sigma_i^{(a)}] \odot_{\tilde{q}/q} P_{\tilde{q}}[E^{(b)}] \odot_{\tilde{q}/q} w[\sigma_i^{(a)} \to \sigma_i^{(b)}] P_{\tilde{q}}[E^{(a)}].
\]

(15)

where \(P_{\tilde{q}}(E)\) is given by Eq. \([6]\). Here, it is suitable to call \(\tilde{q} = 1 - q\) and write the generalized exponentials as a function of \(\tilde{q}\). In equilibrium, \(dP_{1-q}/dt = 0\) and a dynamics governed by Eq. \([6]\).

The detailed balance (a sufficient condition to equilibrium) for the generalized master equation is

\[
w[\sigma_i^{(b)} \to \sigma_i^{(a)}] \odot_{\tilde{q}/q} w[\sigma_i^{(a)} \to \sigma_i^{(b)}] = P_{\tilde{q}}[E^{(a)}] \odot_{\tilde{q}/q} P_{\tilde{q}}[E^{(b)}].
\]

(16)
which leads to a new generalized Metropolis algorithm:

\[
\begin{align*}
  w(\sigma_i^{(b)} \rightarrow \sigma_i^{(a)}) &= \min \left\{ 1, \left[ e^{q(-\beta E^{(a)})} \right]^q \otimes \chi \left[ e^{q(-\beta') E^{(b)}} \right]^q \right\} \\
  &= \min \left\{ 1, \left[ e^{q(-\beta' J \left[ \sigma_i^{(a)} - \sigma_j^{(b)} \right] S_{i,j}^{(a)} \right])^q \right\}
\end{align*}
\]

and now the transition probability depends only on energy between the read site and its neighbors, i.e., locality is retrieved.

IV. GENERALIZED METROPOLIS ALGORITHM – NUMERICAL SIMULATION RESULTS

We have performed Monte Carlo simulations of the square lattice Ising model in the context of generalized Boltzmann-Gibbs weights. These simulations are based on two approaches for Metropolis dynamics. The first one (Metropolis I) is described in Ref. [11], where the nonlocal transition rate of Eq. (12) is used to update the spin system. In the second approach (Metropolis II), the local transition rate of Eq. (17) is used. We separate our results in two different subsections: the equilibrium simulations and short time critical dynamics.

A. Equilibrium

In this part we analyze the magnetization \(\langle m \rangle\), where \(\langle \cdot \rangle\) denotes averages under Monte Carlo (MC) steps. We perform MC simulations for \(q = 0.6, q = 0.8\) and \(q = 1.0\). In the simulations, we have used \(L_{\text{min}} = 2^4 = 16\) up to \(L_{\text{max}} = 2^9 = 512\), with periodic boundary conditions and a random initial configuration of the spins with \(\langle m_0 \rangle = 0\). Differently from reported in Ref. [11], where the results have been obtained after \(10^7\) MC steps per spin, we have used \(6.1^3\) MC steps per spin, an equilibrium situation consistent with the one reported by Newman and Barkema [32]. This results in \(1.5 \cdot 10^6 - 1.5 \cdot 10^9\) MC steps for the whole lattice of \(16^2\) up to \(512^2\) spins.

Fig. 1 shows the magnetization curves as function of critical temperature for different \(q\)-values. The critical temperature increases as \(q\) decreases. This behavior, using our algorithm (Metropolis II) differs from the one obtained using the algorithm of Refs. [11] and [12] (Metropolis I). We stress that both algorithms agree for \(q = 1\), the usual Boltzmann-Gibbs weights, converging to the theoretical value \(\log(1 + \sqrt{2})/2\). In Table I we show the critical temperature and error obtained from the extrapolation \(L \rightarrow \infty\) (see Fig. 2) using both algorithms. These results suggest a thorough difference among the processes and critical values found between the two dynamics Metropolis I and II. In Fig. 1 the curves show phase transitions for critical values upper to \(\log(1 + \sqrt{2})/2\) as \(q < 1\). This differs from previous studies, which are based on prescription Metropolis I.

Fig. 1 shows that, differently from the \(q = 0.8\) and \(q = 1.0\) cases, for \(q = 0.6\) the discontinuity in the magnetization curve does not depend on system size \(L\). In fact, in this case, the critical temperature \(T_c\) does not depend on \(L\). This effect occurs due to the cutoff of the escort probability distribution as reported for Metropolis I [11] for \(q < 0.5\). For Metropolis II, Fig. 2 depicts that \(T_c\) remains constant for all values of \(L^{-1}\), for \(q = 0.6\). For both cases, \(q = 1.0\) (obviously) and \(q = 0.8\), we have verified that \(\nu \approx 1\) and \(\beta \approx 0.125\), obtained from the collapse of the curves \(\langle M \rangle\) \(L^{3/\nu}\) versus \((T - T_c) L^{1/\nu}\). This
data collapse permits the extrapolation of $k_B T_c/J$ versus $L^{-1}$, since $\nu \approx 1$ for both cases according to Fig. 2.

In following, we show using non-equilibrium simulations that $2\beta/\nu \approx 0.25$, for $q = 1$ and $q = 0.8$, validating the data collapse results (see Table III).

Another important question to be formulate is: Can we corroborate the same behavior in non-equilibrium simulations? Next section, we show results from MC simulations to corroborate the same behavior in non-equilibrium simulations. We also analyze the critical exponents (dynamic and static) as a function of the short-time dynamics. We show that short-time dynam-ics (Metropolis I and II). Since, even using non-extensive ther-mostatistics, the magnetization must behave as a power law $\langle M \rangle \sim t^{-\beta/\nu z}$, we conjecture that changing $T_c(q)$ from $T_c^{(\text{min})}(q)$ up to $T_c^{(\text{max})}(q)$, the best $T_c(q)$ is the one that leads to the best linear behavior of $\ln(M)$ versus $\ln t$. We have considered $n_s = 500$ realizations, with initial magnetization $m_0 = 1$.

From the theoretical critical temperature $(\beta_v = J/k_B T_c = \log(1 + \sqrt{2})/2)$, one allows the temperature to vary in the range from $k_B T_c/J - 1$ up to $k_B T_c/J + 1$, setting $k_B T_c/J = [2 \log(1 + \sqrt{2})]\log(1 + \sqrt{2}) + j \cdot \Delta$, where $\Delta = 0.1$ and $j = 0, 1, \ldots, 20$. This is the coarse grained stage. For each temperature, a linear fit is performed and one calculates the determination coefficient of fit as:

$$ r = \frac{\sum_{t=1}^{N_{MC}} (\ln(M) - a - b \ln t)^2}{\sum_{t=1}^{N_{MC}} (\ln(M) - \ln(M)(t))^2} $$

and $\ln(M) = (1/N_{MC}) \sum_{t=1}^{N_{MC}} \ln(M)(t)$, where $N_{MC}$ is the number of Monte Carlo sweeps. In our experiments, we have used $N_{MC} = 300$ MC steps. Here, $r = 1$ means an exact fit, so that the closer $r$ is from the unity, the better. Here, $a$ and $b$ are the linear coefficient and the slope in the linear fit $\ln(M)$ versus $\ln t$, respectively. From $b$, one estimates the exponent $-\beta/\nu z$.

In the fine scale stage, we refine the critical temperature $k_B T_c^{(1)}(q)/J$ obtained in the first stage. We use the algorithm considering $\Delta = 0.01$, with $j = 0, 1, \ldots, 20$ considering $k_B T_c^{(2)}(q)/J = k_B T_c^{(1)}(q)/J - 0.1 + j \cdot \Delta$, now to find the best critical temperature in the range $k_B T_c^{(2)}(q)/J - 0.1$ to $k_B T_c^{(2)}(q)/J + 0.1$ with precision $\Delta = 0.01$.

A natural validation for our algorithm is to reproduce the results obtained in Ref. 11, in equilibrium, using the Metropolis I approach, for a specific $q$ value, considering our MC non-equilibrium simulations. For instance, for $q = 0.70$, one has at equilibrium $k_B T_c/J = 1.891(7)$, in Ref. 11. After two stages, our algorithm produces $k_B T_c^{(2)}(q)/J = 1.889$, validating our numerical code.

Next, we use the algorithm with the following values: $q = 0.70, 0.75, 0.80, 0.85, 0.90, 0.95$ and 1.00, in the equilibrium situation. In Table III, we show our results for the first stage (coarse grained) using Metropolis I prescription. The values of the determination coefficient $\alpha$ of the linear fit $\ln(M)$ versus $\ln t$ are presented for different $q$ values. The highest values (in bold) correspond to best critical temperature found in the first stage. For example: for $q = 0.75$, we have that best $\alpha$ value is $0.940558872$, which corresponds to $k_B T_c^{(1)}(q)/J = 1.86918531$.

In Table III the symbol “$\sim$” corresponds to situations...
where the computation of slopes is not possible, due to large deviations in magnetization.

After the refinement (second stage), the best values found for the critical temperatures using Metropolis I prescription, for different \( q \)-values are presented in the first line of Table III. In Fig. 3 for \( q = 0.70 \) and 0.85, we show the magnetization decays as the power law: \( M(t) \sim t^{-\beta/\nu z} \), for the critical temperature estimated using: our (Metropolis II) and Metropolis I algorithms. Also, we show the plots considering MC simulations for \( T + \delta \) and \( T_c - \delta \), with \( \delta = 0.05 \).

We use the same procedure to find the critical temperatures for prescription Metropolis II. We find very different results, when compared with that ones obtained with Metropolis I. Similarly to Table II we show the results using the Metropolis II prescription in Table III. The values are smaller than the ones found with Metropolis I prescription. However, they match as \( q \to 1 \), which validates the numerical procedure.

Similarly, the best results after the fine scale refinement (second stage) are shown in the first line of Table IV.

The magnetization decay obtained by the Metropolis II algorithm depicted in Fig. 3. After obtaining these estimates for the critical temperatures, we perform short time simulations to obtain the critical dynamic exponents \( z \) and \( \theta \) and the static one \( \eta = 2\beta/\nu \), using the power laws of Sec. III Here, we calculated \( \theta \) from time correlation \( C(t) = \langle M(t)M(0) \rangle \). Tomé and de Oliveira [36] showed that correlation behaves as \( C(t) \sim t^{\theta} \), where \( \theta \) is exactly the same exponent from initial slope of magnetization from lattices prepared with initial fixed magnetization \( m_0 \). The advantage of this method is that we repeat \( N_r \) runs, but the lattice does not require a fixed initial magnetization. It is enough to choose the spin with probability 1/2; i.e., \( m_0 = 0 \) in average. This method does not require the extrapolation \( m_0 \to 0 \).

Figs. 4 and 5 depict plots of time evolving of \( F_2 \) of Eq. 11 and \( C(t) \) as a function of \( t \) for the different Metropolis algorithm.

To obtain the exponents consider the following steps. Firstly, in simulations that start from the ordered state \( m_0 = 1 \) and \( L = 512 \), calculate the slope \( \beta/\nu z \) of the linear fit of \( \ln(\langle M(t) \rangle) \) as a function of \( \ln t \). The error bars are obtained, via running simulations for \( N_{bin} = 5 \), calculating \( \langle M(t) \rangle \) that each for seed, with \( N_{run} = 400 \) runs.

\[
\begin{array}{c|c|c|c}
 q & \text{ref.} & \text{Metropolis I} & \text{Metropolis II} \\
0.6 & 1.761(3) & 3.201(7) & 2.461(5) \\
0.8 & 1.891(7) & 3.201(7) & 2.461(5) \\
1.0 & 2.259(11) & 2.262(9) & \\
\end{array}
\]

TABLE I. Comparison between critical the critical temperature and error, for the 2d Ising model, obtained from extrapolation \( L \to \infty \) (see Fig. 2) using the algorithm of Ref [11] (Metropolis I) and ours (Metropolis II).
TABLE II. Coarse grained Stage for Metropolis I. The values of determination coefficient $\alpha$ of the linear fit $\ln\langle M \rangle$ versus $\ln t$ for different $q$ values. The highest values are in bold and correspond to best critical temperature found at first stage (coarse grained). For example: for $q=0.75$, the best $r$ is 0.940558872, which corresponds to $k_B T^*(1) = 1.86918531$.

| $q$  | 0.70 | 0.75 | 0.80 | 0.85 | 0.90 | 0.95 | 1.00 |
|------|------|------|------|------|------|------|------|
| $k_B T^{(1)}_c/J$ | 1.77(1) | 1.82(1) | 1.89(1) | 2.07(1) | 2.17(1) | 2.27(1) |  |
| $\beta/\nu z$ | 0.060(4) | 0.062(7) | 0.078(5) | 0.082(2) | 0.100(5) | 0.094(4) | 0.057(3) |
| $z$ | 2.13(4) | 2.15(5) | 2.12(4) | 2.09(3) | 2.10(3) | 2.11(6) | 2.15(3) |
| $\theta$ | 0.18(4) | 0.14(4) | 0.22(7) | 0.17(3) | 0.04(6) | 0.17(3) | 0.19(4) |
| $\eta$ | 0.25(2) | 0.27(3) | 0.33(2) | 0.34(1) | 0.42(2) | 0.40(2) | 0.25(1) |
| $r$ | 0.998568758 | 0.998915473 | 0.999342437 | 0.999458152 | 0.999589627 | 0.999718708 | 0.997206853 |

TABLE III. Critical temperature and exponents obtained for different $q$ values for prescription Metropolis I. The exponents were obtained performing simulations for the estimated critical temperatures and were based on power laws previously described in short time regime. The last line we show the $r$ value for the best fits in the second stage (fine scale).

| $q$  | 0.70 | 0.75 | 0.80 | 0.85 | 0.90 | 0.95 | 1.00 |
|------|------|------|------|------|------|------|------|
| $k_B T^{(2)}_c/J$ | 2.66(1) | 2.55(1) | 2.47(1) | 2.41(1) | 2.36(1) | 2.31(1) | 2.27(1) |
| $\beta/\nu z$ | 0.019(5) | 0.039(5) | 0.060(4) | 0.094(6) | 0.116(7) | 0.075(4) | 0.057(3) |
| $z$ | 1.97(4) | 2.02(3) | 2.10(3) | 2.09(3) | 2.09(6) | 2.20(4) | 2.15(3) |
| $\theta$ | 0.43(3) | 0.21(7) | 0.22(3) | 0.11(4) | 0.16(5) | 0.13(3) | 0.19(4) |
| $\eta$ | 0.07(2) | 0.16(2) | 0.25(2) | 0.39(3) | 0.48(3) | 0.33(2) | 0.25(1) |
| $r$ | 0.994455464 | 0.998375667 | 0.999227272 | 0.999226704 | 0.999289558 | 0.999256611 | 0.997206853 |

TABLE IV. Coarse grained Stage for Metropolis II - The values of determination coefficient $r$ of the linear fit $\ln\langle M \rangle$ versus $\ln t$, for different $q$ values. As in Table III the highest values are in bold correspond to best critical temperature found at first stage (coarse grained).

| $q$  | 0.70 | 0.75 | 0.80 | 0.85 | 0.90 | 0.95 | 1.00 |
|------|------|------|------|------|------|------|------|
| $k_B T^{(2)}_c/J$ | 2.66(1) | 2.55(1) | 2.47(1) | 2.41(1) | 2.36(1) | 2.31(1) | 2.27(1) |
| $\beta/\nu z$ | 0.019(5) | 0.039(5) | 0.060(4) | 0.094(6) | 0.116(7) | 0.075(4) | 0.057(3) |
| $z$ | 1.97(4) | 2.02(3) | 2.10(3) | 2.09(3) | 2.09(6) | 2.20(4) | 2.15(3) |
| $\theta$ | 0.43(3) | 0.21(7) | 0.22(3) | 0.11(4) | 0.16(5) | 0.13(3) | 0.19(4) |
| $\eta$ | 0.07(2) | 0.16(2) | 0.25(2) | 0.39(3) | 0.48(3) | 0.33(2) | 0.25(1) |
| $r$ | 0.994455464 | 0.998375667 | 0.999227272 | 0.999226704 | 0.999289558 | 0.999256611 | 0.997206853 |

TABLE V. Critical temperature and exponents obtained for different $q$ values for the Metropolis II algorithm. The exponents were obtained performing simulations for the estimated critical temperatures. They were based on power laws described in Sec. II. The last line we show the $r$ value for the best fits in the second stage (fine scale).
ing from $m_0 = 1$ (ordered state). Similarly, we repeated the numerical experiment for $N_{\text{bin}} = 5$ different seeds to obtain the uncertainties. In two dimensional systems, the slope is $\phi = 2/z$ (see Eq. [11] and so $z$ is calculated according to $z = 2/\phi$ and the uncertainty in $z$ is obtained by relation $\sigma_z = (2/\phi^2)\sigma_\phi$. Here the $\bullet$ denotes the amount estimated from $N_{\text{bin}} = 5$ different seeds. Once $z$ is calculated, the exponent $\eta = 2\beta/\nu$ is calculated according to $\eta = 2(\beta/\nu z) \cdot z$, where $(\beta/\nu z)$ was estimated via magnetization decay and $z$ from cumulant $F_2$. The exponent $\theta$ was similarly obtained performing $N_z = 3000$ different runs to evolve the time series of correlation $C(t)$ and estimating directly the slope in this case.

Tables [III] and [IV] show results for the critical exponents obtained with the two algorithms. We do not observe a monotonic behavior of the critical exponents as function of $q$ in either case but on the other hand for both cases we cannot assert, for example, that $z \in [2.09, 2.15]$ (Metropolis I) and $z \in [1.97, 2.20]$ (Metropolis II) or even other exponents do not change for $q < 1$ which implies that we cannot simply extrapolate the critical properties from $q = 1$ to $q < 1$.

V. CONCLUSIONS

In the non-extensive thermostatistics context, we have proposed a generalized master equation leading to a generalized Metropolis algorithm. This algorithm is local and satisfies the detailed energy balance to calculate the time evolution of spins systems. We calculate the critical temperatures using the generalized Metropolis dynamics, via equilibrium and non-equilibrium Monte Carlo simulations.

We have obtained the critical parameters performing Monte Carlo simulations in two different ways. Firstly, we show the phase transitions from curves $\langle M \rangle$ versus $k_B T/J$, considering the magnetization averaging, in equilibrium, under different MC steps. Next, we use the short time dynamics, via relaxation of magnetization from samples initially prepared of ordered or disordered states, i.e., time series of magnetization and their moments averaged over initial conditions and over different runs.

We have also studied the Metropolis algorithm of Refs. [11, 12]. We show that it does not preserve locality neither the detailed energy balance in equilibrium. While our non-equilibrium simulations corroborate results of Refs. [11, 12] when we use their extension of the Metropolis algorithm (Metropolis I), the exponents and critical temperatures obtained are very different when we use our prescription (Metropolis II). When the extensive case is considered, both methods lead to the same expected values.

Simultaneously, we have developed a methodology to refine the determination of the best critical temperature. This procedure is based on optimization of the power laws of the magnetization function that relaxes from ordered state in log scale, via of maximization of determination coefficient of the linear fits. This approach can be extended for other spin systems, since their general usefulness.

For a more complete elucidation about existence of phase transitions for $q \neq 1$, we have performed simulations for small systems MC simulations, recalculating the whole lattice energy in each simple spin flip, according to Metropolis I algorithm only to check the variations on the critical behavior of the model. Notice that this does not apply to Metropolis II algorithm, since it has been designed to work as the standard Metropolis one. Our numerical results show discontinuities in the magnetization, but no finite size scaling, corroborating the results of Ref. [13], which used the broad histogram technic to show that no phase transition occurs for $q \neq 1$ using Metropolis I algorithm.

It is important to mention that only Metropolis I shows inconsistence on critical phenomena of model since global and local simulation schemes leads to different critical properties. Metropolis II overcomes this problem since local and global prescriptions are the same even for $q \neq 1$. Broad histogram method works with a non-biased random walk that explore the configuration space, leading to a phase transition suppression for $q \neq 1$ [13]. Nevertheless this algorithm must also be adapted to deal with the generalized Boltzmann weight in the same way the master equation needed to be modified. This is out of the scope of the present paper but this issue will be treated in a near future.
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