Joint Trajectory and Resource Allocation Design for UAV Communication Systems
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Abstract—In this paper, we investigate resource allocation design for unmanned aerial vehicle (UAV)-enabled communication systems, where a UAV is dispatched to provide communications to multiple user nodes. Our objective is to maximize the communication system throughput by jointly optimizing the subcarrier allocation policy and the trajectory of the UAV, while taking into account the minimum required data rate for each user node, no-fly zones (NFZs), the maximum UAV cruising speed, and initial/final UAV locations. The design is formulated as a mixed integer non-convex optimization problem which is generally intractable. Subsequently, a computationally-efficient iterative algorithm is proposed to obtain a locally optimal solution. Simulation results illustrate that the performance of the proposed iterative algorithm approaches closely to that of the system without NFZ. In addition, the proposed algorithm can achieve a significant throughput gain compared to various benchmark schemes.

I. INTRODUCTION

The rapid growing demand on wireless communication services, e.g. ultra-high data rates and massive connectivity [1], has fueled the development of wireless networks and the mass productions of wireless devices. Despite the fruitful research in the literature for providing ubiquitous services, the performance of wireless systems is limited by users with poor channel condition. Fortunately, owing to the high flexibility and low cost in deployment of unmanned aerial vehicles (UAVs), UAV-enabled communication offers a promising solution to tackle this challenge. In particular, the high mobility of UAVs facilitates the establishment of strong line-of-sight (LoS) links to ground users. Hence, in recent years, numerous applications of UAV-enabled communication have emerged dramatically not only in the military domain, but also in the civilian and commercial domains, such as disaster relief, archeology, pollution monitoring, commodity deliver, etc. [2]. Besides, several world leading industrial companies, such as Facebook, Google, and Qualcomm, have made advancements on their journey to deliver high-speed internet from the air by UAVs. Furthermore, the utilization of UAVs for wireless networks has recently received significant attention from the academia, such as mobile relays [3], aerial mobile base stations [4], and UAV-enabled information dissemination and data collection [5].

UAV-enabled information dissemination or multicasting is one of the most important applications. To provide communication services to multiple downlink users, [6] studied a multiple access scheme with a solar-powered UAV. Yet, [6] only considered the system throughput maximization without taking into account the quality of services (QoS) requirement in communications. [7] studied the mission completion time minimization of a cellular-enabled UAV communication system which guarantees the QoS of connectivity between the UAV and ground base stations. However, utilizing UAV to provide wireless communications to multiple users while ensuring the minimum data rate required for each user is not considered in [6] and [7].

Recently, trajectory design or path planning has been a major research area in the existing literature on UAV-enabled communications. For example, [3] optimized the trajectory of a UAV to maximize the system throughput of a single-user while taking into account its maximum mobility. Authors in [8] investigated the UAV’s trajectory design to guarantee secure air-to-ground communications. Although the trajectory design in the literature has focused on different scenarios, they do not consider the geometrical restrictions in UAV trajectory design. For example, due to regulations for military, security, safety or privacy reasons, there are some no-fly zones (NFZs) which flight of UAVs is prohibited [9], [10]. To the best of our knowledge, only limited research efforts have been investigated in the literature. For instance, the authors of [9] proposed a control-mechanism based on the geometrical tangential method of control theory to avoid the UAV flying into the NFZ. However, their proposed method only focused on the constraint of NFZ and neglected the air-to-ground communication for satisfying the data rate requirements of user nodes.

In this paper, we consider a rotary-wing UAV-enabled orthogonal frequency division multiple access (OFDMA) communication system, where a UAV is dispatched to provide communications to multiple ground user nodes with guaranteed QoS requirements. Meanwhile, the UAV is not allowed to fly over the NFZs. We aim to maximize the communication system throughput by jointly designing the subcarrier allocation policy and the UAV’s trajectory, subject to the per-user minimum data rate requirement, the existence of NFZs, the UAV’s maximum speed, and the initial/final locations. Simulation results demonstrate that the performance of our proposed algorithm approaches that of the system without NFZ.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a UAV-enabled wireless communication system consisting of one rotary-wing UAV and K downlink user
nodes denoted by the set $k \in \mathcal{K} \triangleq \{1, \cdots, K\}$, as shown in Fig. 1. OFDMA is adopted at the UAV to provide communications to user nodes. The system bandwidth is divided equally into $N_F$ orthogonal subcarriers. We express the locations of all nodes in a three-dimensional (3D) Cartesian coordinate system.

Denoting the flight period of the UAV as $T$ in seconds (s). For the ease of discussion, the time $T$ is discretized into $N$ time slots with equal-length, $\delta t$, $0 \leq t \leq T$, which is small enough to denote the distance between the UAV and the user node as a constant within each time slot. Thus, the ground projected trajectory of the UAV, $(x(t), y(t))$, over the time $T$ can be approximated by the sequence $\{x[n], y[n]\}_{n=1}^N$, where $\{x[n], y[n]\} \triangleq \{x(n\delta t), y(n\delta t)\}$, $\forall n$, denotes the horizontal location of the UAV at time slot $n$. Denote the maximum speed of UAV as $v_{\text{max}}$ in meters per second (m/s), and the UAV’s maximum aviation distance in each time slot is $V = v_{\text{max}}\delta t$ in meters (m). In particular, we assume that the UAV’s initial location and the final location projected on the ground is $(x[0], y[0]) \triangleq (0, 0)$ and $(x[N], y[N])$, and user node $k$ is located at $(x_k, y_k, 0)$, $\forall k$, without lost of generality. Denote $d_k[n], \forall n, k$, as the distance between the UAV and user $k$ at time slot $n$, which can be written as:

$$d_k^2[n] = (x[n] - x_k)^2 + (y[n] - y_k)^2 + H^2, \forall n, k, \quad (1)$$

where $H$ in meters is the constant flying altitude of the UAV.

On the other hand, NFZ is an important issue that should be considered in UAV trajectory planning, as a UAV is strictly prohibited to fly over the NFZs. In this paper, we assume that there are $N_{NF}$ non-overlapped NFZs. Specifically, we define NFZ $j \in \{1, \cdots, N_{NF}\}$ as a cylindrical region with a coordinate center $(x_j^{NF}, y_j^{NF})$ projected on the ground, height $H_j^{NF}$, $H < H_j^{NF}$. $\forall j$, and radius $Q_j^{NF}, \forall j$, cf. Fig. 1. With the existence of NFZs, the trajectory of the UAV should satisfy:

$$(x[n] - x_j^{NF})^2 + (y[n] - y_j^{NF})^2 \geq Q_j^{NF}^2, \forall n, j. \quad (2)$$

We assume that the wireless channels from the UAV to user $k$ are LoS-dominated, and thus we adopt the free-space path loss model as in [2]. Denote $s_k[n] \in \{0, 1\}$ as the binary subcarrier allocation variable of the $i$-th, $i \in \{1, \cdots, N_F\}$, subcarrier for user $k$ at time slot $n$. We have $s_k[n] = 1$ if user $k$ is allocated to subcarrier $i$, at time slot $n$ and, $s_k[n] = 0$, otherwise. Furthermore, each subcarrier can be allocated to at most one user to avoid multiple access interference. Thus, with $[1]$, the communication rate $R_k[n]$ from the UAV to user $k$ in bits/second/Hz (bps/Hz) at time slot $n$ over all subcarriers can be written as

$$R_k[n] = \sum_{i=1}^{N_F} s_k^i[n] \log_2 \left(1 + \frac{\gamma_0 P}{d_k^2[n]}\right), \forall k, n, \quad (3)$$

where $\gamma_0 = \beta_0/\sigma^2$ represents the reference signal-to-noise ratio (SNR) and $\beta_0$ denotes the channel power gain at the reference distance $d_0 = 1$ m, which depends on the signal-carrier frequency, antenna gain, etc. Besides, $\sigma^2$ denotes the additive white Gaussian noise (AWGN) power at ground user nodes. Also, to reduce the peak-to-average power ratio in the considered multicarrier systems, we assume that the transmit power $P$ on each subcarrier at the UAV is $P$.

The joint trajectory and subcarrier allocation design can be formulated as the following optimization problem:

$$\begin{aligned}
\text{maximize} & \quad \sum_{n=1}^N \sum_{k=1}^{K} \sum_{i=1}^{N_F} s_k^i[n] \log_2 \left(1 + \frac{\gamma_0 P}{d_k^2[n]}\right) \\
\text{s.t.} & \quad \sum_{i=1}^{N_F} s_k^i[n] \leq 1, \forall n, i, \\
& \quad \sum_{k=1}^{K} s_k^i[n] \leq 1, \forall n, i, \\
& \quad \sum_{n=1}^N s_k^i[n] \leq 1, \forall n, i \\
& \quad s_k^i[n] \in \{0, 1\}, \forall n, k, i,
\end{aligned}$$

where $x = \{x[n], \forall n\}$, $y = \{y[n], \forall n\}$, and $s = \{s_k^i[n], \forall k, n, i\}$ are the sets of the optimization variables. Constraint C1 is imposed to guarantee a minimum required data rate $R_{\text{min}}^k$ for user $k$, $\forall k$, at each time slot. Constraints C2 and C3 are introduced to ensure that each subcarrier can be allocated to at most one user. Constraint C4 is the NFZ constraint such that a UAV is strictly prohibited to fly over the NFZs. Constraint C5 is the UAV’s maximum movement speed constraint.

Problem (4) is a mixed-integer non-convex optimization problem where the non-convexity arises from the objective function, constraints C1, C3, and C4. Therefore, it is challenging to solve the problem (4) optimally with a low computational complexity.

III. JOINT TRAJECTORY AND RESOURCE ALLOCATION DESIGN

In this section, we divide problem (4) into two subproblems, and propose a computationally efficient iterative alternating algorithm to achieve a suboptimal solution. In particular, we first study the optimal resource allocation for a given UAV trajectory, which is denoted by subproblem 1. Then, for a given resource allocation policy, we optimize the UAV’s trajectory.

1The discretized model is commonly adopted in the literature to facilitate the design of resource allocation for UAV-enabled communication systems [3, 8].

2In this work, we assume a fixed power allocation to simplify the resource allocation design. Adaptive power allocation will be considered in the future work.
A. Subproblem 1: Resource Allocation Optimization

In this section, we consider subproblem 1 for optimizing the resource allocation by assuming that the UAV’s trajectory \( \{x[n], y[n]\}^{N}_{n=1} \) is fixed. Thus, subproblem 1 can be written as:

\[
\begin{aligned}
\text{maximize}_s & \quad \sum_{n=1}^{N} \sum_{k=1}^{K} \sum_{i=1}^{N_F} s_k^i[n] \log_2 \left( 1 + \frac{\gamma_0 P}{d_k^i[n]} \right) \\
\text{subject to} & \quad C1 : \sum_{i=1}^{N_F} s_k^i[n] \log_2 \left( 1 + \frac{\gamma_0 P}{d_k^i[n]} \right) \geq R_{\min}^k, \forall n, k, i, \\
& \quad C2 : \sum_{k=1}^{K} s_k^i[n] \leq 1, \forall n, i, \\
& \quad C3 : s_k^i[n] \in \{0, 1\}, \forall n, k, i.
\end{aligned}
\]  

The optimization problem in (5) is an integer linear programming problem \([11]\), which is challenging to solve with a low computation complexity. To circumvent the difficulty, we first relax the binary constraint C3 in (5) as \(C3 : 0 < s_k^i[n] \leq 1, \forall n, k, i, \) and study its solution structure. Then, the obtained solution from the constraint relaxed problem will serve as a building block for the development of the optimal solution of the original problem. After replacing C3 with \(C3\) in (5), the associated Lagrangian function is given by:

\[
\mathcal{L}(\alpha, \beta, s) = \sum_{n=1}^{N} \sum_{k=1}^{K} \sum_{i=1}^{N_F} \left( (\alpha_{n,k} + 1) R_k[n] - \beta_{n,i} \right) s_k^i[n] - \sum_{n=1}^{N} \sum_{k=1}^{K} \alpha_{n,k} R_{\min}^k + \sum_{n=1}^{N} \sum_{i=1}^{N_F} \beta_{n,i}, \forall n, k, i.
\]  

where \(\alpha \triangleq \{\alpha_{n,k}, \forall n, k\} \geq 0, \) and \(\beta \triangleq \{\beta_{n,i}, \forall n, i\} \geq 0\) are the Lagrange multipliers corresponding to constraints C1 and C2, respectively. Then, the Lagrange dual function can be defined as the maximum value of the Lagrangian over \(s\), which is obtained by \([12]\):

\[
g(\alpha, \beta) = \sup_s \mathcal{L}(\alpha, \beta, s).
\]  

We can observe that the Lagrange dual function in (6) is bounded if and only if

\[
(\alpha_{n,k} + 1) R_k[n] - \beta_{n,i} = 0, \forall n, k, i.
\]  

Hence, the dual problem of (5) with relaxed constraint \(C3\) is given by:

\[
\inf_{\alpha, \beta \geq 0} \sup_s \mathcal{L}(\alpha, \beta, s),
\]  

s.t. (8).

Now, the constraints in the dual problem only holds when \(\beta_{n,i} = \beta_{n,j} > 0, \forall n, i, j\). It means that all the subcarriers share the same value of the Lagrange multiplier for constraint C2. In fact, the channel from the UAV to user node \(k\) are LoS-dominated \([2]\), which leads to a frequency-flat fading across all the subcarriers. The second important observation is that, with \(R_k[n] \neq R_{k'}[n], \forall n, k, k',\) at most one \(\alpha_{n,k}\) can be zero with \(k' = \max R_k[n]\) at each time slot \(n\). In particular, if \(\alpha_{n,k} = \alpha_{n,k'} = 0, \forall n,\) we have \(R_k[n] = R_{k'}[n] = \beta_{n,i}\) based on (5), which leads to a contradiction. On the other hand, if \(R_k[n] > R_{k'}[n]\) with \(\alpha_{n,k} > 0\) and \(\alpha_{n,k'} = 0,\) we have \((\alpha_{n,k} + 1) R_k[n] = R_{k'}[n] = \beta_{n,i}\), which also leads to a contradiction. Therefore, the Lagrange multiplier of the minimum rate constraint C1 for the strongest user \(k^* = \max_k R_k[n]\) is the only one to be zero at the optimal point.\(^3\)

The physical insight of this observation can be revealed based on the Karush-Kuhn-Tucker (KKT) conditions.

According to the KKT conditions \([12]\), the following equation should hold at the optimal point of the problem in (5) with the relaxed constraint \(C3\):

\[
\alpha_{n,k} \left( \sum_{i=1}^{N_F} s_k^i[n] R_k[n] - R_{\min}^k \right) = 0, \forall n, k.
\]  

Therefore, if \(\alpha_{n,k} > 0,\) the minimum data rate requirement C1 of user \(k\) at time slot \(n\) must be satisfied with equality. On the other hand, if \(\alpha_{n,k} = 0,\) the strongest user \(k^*\) at time slot \(n,\) we have \(\sum_{i=1}^{N_F} s_k^i[n] R_k[n] \geq R_{\min}^k.\) The physical meaning of this observation is that no exceedingly large amount of resources should be allocated to any users except for the strongest user \(k^*\) when user \(k, \forall k^* \in \{K/k^*\},\) such that user \(k^*\) satisfies constraint C1 with equality.

Optimal Subcarrier Allocation: Now, due to the binary constraint \(C3\) in (5), the minimum data rate requirement C1 of user \(k\) at time slot \(n\) may not hold with equality at the optimal point. However, based on the insight from (9) and (10), we can propose a sequentially subcarrier allocation algorithm summarized in Algorithm 1. Note that \(\lceil \cdot \rceil\) is the ceiling function which returns the smallest integer greater than the input value.

\textbf{Proposition 1:} The proposed algorithm can achieve the optimal solution of problem (5). In particular, except the strongest user, other users are allocated with minimum number of subcarriers to satisfy constraint C1. Then, the remaining subcarriers should be allocated to the strongest users to achieve the optimal solution of (5).

\textbf{Proof:} Due to the page limitation, we only provide a sketch of proof. Assuming the optimal solution of (5) as \(N_k^*[n], \forall k, n,\) which denotes the number of subcarriers allocated to user \(k\) at

For the special case with more than one users having identical largest rate among all the users at time slot \(n, i.e., [k, k'] = \max_k R_k[n],\) it can permit more than one \(\alpha_{n,k}\) to be zero, i.e., \(\alpha_{n,k} = \alpha_{n,k'} = 0.\)
time slot \( n \). For any weaker user \( k \), \( \forall k \in \{ K/k^* \} \), reducing the number of subcarriers allocated to user \( k \) will violate constraint C1, which makes problem (5) infeasible. On the other hand, moving \( i' > 0 \) subcarriers from the strongest user \( k^* \) to any weaker user \( k \), \( \forall k \in \{ K/k^* \} \), the system throughput will be degraded by \( i' (R_{k^*}[n] - R_k[n]) > 0 \). This completes the proof.

Note that the order of subcarriers allocation for the weaker users will not effect the subcarrier allocation policy. It is because the channels are frequency flat across different subcarriers.

### B. Subproblem 2: Trajectory Optimization

In this section, we consider subproblem 2 for optimizing UAV trajectory by assuming that the resource allocation is fixed, which yields:

\[
\begin{align*}
\text{maximize} & \quad \sum_{n=1}^{N} \sum_{k=1}^{K} \sum_{i=1}^{N_p} s_k^i[n] \log_2 \left(1 + \frac{\gamma_0 P_t}{d_k^n} \right) \\
\text{s.t.} & \quad \sum_{i=1}^{N_p} s_k^i[n] \log_2 \left(1 + \frac{\gamma_0 P_t}{d_k^n} \right) \geq R_{k, \min}, \forall n, k, \\
C4 & : (x[n] - x_{NK}^i)^2 + (y[n] - y_{NK}^i)^2 \geq Q_{NK}^2, \forall n, j, \\
C5 & : (x[n] - x[n - 1])^2 + (y[n] - y[n - 1])^2 \leq V^2, \forall n.
\end{align*}
\]

However, problem (11) is still non-convex due to the non-convex objective function and non-convex constraints C1 and C4. Although it is hard to solve the non-convex problem (11) optimally, by utilizing the difference of convex (D.C.) programming, we can obtain a suboptimal solution for problem (11) with a polynomial time computational complexity [13, 14].

By introducing slack variables \( t = \{ t_k[n], \forall n, k \} \), the problem (11) can be written as:

\[
\begin{align*}
\text{maximize} & \quad \sum_{n=1}^{N} \sum_{k=1}^{K} \sum_{i=1}^{N_p} s_k^i[n] \log_2 \left(1 + \frac{\gamma_0 P_t}{t_k[n]} \right) \\
\text{s.t.} & \quad \sum_{i=1}^{N_p} s_k^i[n] \log_2 \left(1 + \frac{\gamma_0 P_t}{t_k[n]} \right) \geq R_{k, \min}, \forall n, k, \\
C6 & : d_k^i[n] \leq t_k[n], \forall k, n, \\
C4, C5,
\end{align*}
\]

where we introduce a new constraint C6. It is easy to prove that, problem (12) is equivalent to problem (11), since C6 holds with equality at the optimal point of problem (12). In particular, assuming the optimal solution of problem (12) as \((x^*, y^*, t^*)\), if there exists a \( t_k^*[n] > d_k^i[n] = (x^*[n] - x_k^i)^2 + (y^*[n] - y_k^i)^2 + H^2 \), we can further improve the objective value by reducing \( t_k^*[n] \) without violating constraint C1. Therefore, it leads to a contradiction that \( t_k^*[n] \) is the optimal solution.

Furthermore, for sufficiently large values \( \lambda \gg 1 \) and \( \eta \gg 1 \), constraints C1 and C4 can be augmented into the objective function [13, 14]. Then, we can rewrite the maximization problem (12) in the canonical form of D.C. programming as follows:

\[
\begin{align*}
\text{maximize} & \quad F(x, y, t) - G(x, y, t) \\
\text{s.t.} & \quad C5, C6,
\end{align*}
\]

**Algorithm 2 Proposed Relay Trajectory Optimization**

1. Initialize the maximum number of iterations \( L_{\text{max}} \), iteration index \( l = 0 \), penalty factors \( \lambda \) and \( \eta \), the UAV’s trajectory as \( x^{(0)}, y^{(0)}, \) and \( t^{(0)} \).
2. **repeat**
3.   Solve (17) for a given \( x^{(l)}, y^{(l)}, t^{(l)} \) and obtain the intermediate optimal solution as \( \{ x, y, t \} \).
4.   Set \( l = l + 1 \) and \( x^{(l)} = x^{(l)}, y^{(l)} = y \), and \( t^{(l)} = t \).
5. **until** convergence or \( l = L_{\text{max}} \).
6. \( x^* = x^{(l)}, y^* = y^{(l)}, \) and \( t^* = t^{(l)} \).

where \( F(x, y, t) \) and \( G(x, y, t) \) are given by:

\[
\begin{align*}
F(x, y, t) &= -\lambda N \sum_{k=1}^{K} P_k^0 \min + \eta N \sum_{j=1}^{N_{NF}} Q_{NF}^j \\
&+ (1 + \lambda) \sum_{k=1}^{K} \sum_{i=1}^{N_p} s_k^i[n] \log_2 (t_k[n] + \gamma_0 P_t), \\
G(x, y, t) &= (1 + \lambda) \sum_{k=1}^{K} \sum_{i=1}^{N_p} s_k^i[n] \log_2 t_k[n] \\
&- \eta \sum_{n=1}^{N} \sum_{k=1}^{K} (x[n] - x_{NK}^i)^2 - \eta \sum_{n=1}^{N} \sum_{j=1}^{N_{NF}} (y[n] - y_{NK}^j)^2.
\end{align*}
\]

Note that \( F(x, y, t) \) and \( G(x, y, t) \) are differentiable concave functions with respect to (w.r.t.) \( x, y, \) and \( t \). Thus, for any feasible point \((x^{(0)}, y^{(0)}, t^{(0)})\), we can define the global upperestimator for \( G(x, y, t) \) based on its first order Taylor’s expansion at \((x^{(0)}, y^{(0)}, t^{(0)})\) as follows:

\[
G(x, y, t) \leq G(x^{(0)}, y^{(0)}, t^{(0)}) + \nabla_x G(x^{(0)}, y^{(0)}, t^{(0)})^T(x - x^{(0)}) + \nabla_y G(x^{(0)}, y^{(0)}, t^{(0)})^T(y - y^{(0)}) + \nabla_t G(x^{(0)}, y^{(0)}, t^{(0)})^T(t - t^{(0)}),
\]

where \( \nabla_x G(x^{(0)}, y^{(0)}, t^{(0)}), \nabla_y G(x^{(0)}, y^{(0)}, t^{(0)}), \) and \( \nabla_t G(x^{(0)}, y^{(0)}, t^{(0)}) \) denote the gradient vectors of \( G(x, y, t) \) at \((x^{(0)}, y^{(0)}, t^{(0)})\). Moreover, the right hand side of (16) is an affine function. Thus, we can acquire a lower bound for the optimal value of problem (13) by solving the following concave maximization problem:

\[
\begin{align*}
\text{maximize} & \quad F(x, y, t) - G(x^{(0)}, y^{(0)}, t^{(0)}) - \nabla_x G(x^{(0)}, y^{(0)}, t^{(0)})^T(x - x^{(0)}) \\
&- \nabla_y G(x^{(0)}, y^{(0)}, t^{(0)})^T(y - y^{(0)}) \\
&- \nabla_t G(x^{(0)}, y^{(0)}, t^{(0)})^T(t - t^{(0)}) \\
\text{s.t.} & \quad C5, C6,
\end{align*}
\]

where

\[
\begin{align*}
&= 2\eta \sum_{n=1}^{N} \sum_{j=1}^{N_{NF}} (x[n] - x_{NK}^i)^2 (y[n] - y_{NK}^j)^2 + H^2, \\
&= 2\eta \sum_{n=1}^{N} \sum_{j=1}^{N_{NF}} (y[n] - y_{NK}^j)^2 (y[n] - y_{NK}^j)^2, \\
&= (1 + \lambda) \sum_{n=1}^{N} \sum_{k=1}^{K} \sum_{i=1}^{N_p} s_k^i[n] \frac{1}{t_k^0[n]} \log_2 (t_k[n] - t_k^0[n]).
\end{align*}
\]
Algorithm 3 Iterative Resource Allocation and Trajectory Optimization

1: Initialize the maximum number of iterations $l_{\text{max}}$, iteration index $l' = 0$, and resource allocation policy as $s^{(0)}$.
2: repeat
3:   For the fixed resource allocation $s^{(l')}$, obtain the intermediate optimal trajectory $(x, y)$ using Algorithm 2.
4:   For the fixed UAV’s trajectory $(x, y)$, find the intermediate optimal resource allocation $s$ using Algorithm 1.
5:   Set $l' = l' + 1$ and $s^{(l')} = s$, $(x, y) = (x^{(l')}, y^{(l')})$.
6: until convergence or iteration index reaches to the maximum number.
7: $s^* = s^{(l')}$, $(x^*, y^*) = (x^{(l')}, y^{(l')})$.

Now, the optimization problem in (17) is a convex optimization problem and can be solved efficiently by standard convex problem solvers such as CVX [12]. To tighten the obtained lower bound, we utilize an iterative algorithm to generate a sequence of feasible solutions $(x^{(l+1)}, y^{(l+1)}, t^{(l+1)})$ successively, cf. Algorithm 2. The initial feasible solution $(x^{(0)}, y^{(0)}, t^{(0)})$ is obtained by solving the convex optimization problem in (16) with $F(x, y, t)$ as the objective function. The intermediate solution from the last iteration will be used to update the problem in (17) and it will generate a feasible solution for the next iteration. The iterative procedure will stop either when the changes of optimization variables are smaller than a predefined convergence tolerance or the number of iteration reaches its maximum.

C. Overall Algorithm

In summary, the proposed algorithm solves the two subproblems 5 and 11 in an alternating manner. Since the objective value of 4 with the solutions obtained by solving subproblems 5 and 11 is non-decreasing over iteration, and the optimal value of 4 is finite, the solution obtained by the proposed algorithm is guaranteed to converge to a suboptimal solution 3, 14. The details of the proposed algorithm are summarized in Algorithm 3.

IV. Numerical Results

In this section, we investigate the performance of the proposed UAV-enabled communication scheme through simulations. All user nodes are placed on the ground within the area of $1 \times 1$ km$^2$. The communication bandwidth is 2 MHz with carrier center frequency at 2 GHz, the number of subcarrier $N_F = 16$, and the noise power on each subcarrier is $-100$ dBm with channel gain $\beta_0 = -50$ dB at the reference distance $d_0 = 1$ m. Therefore, the reference SNR can be acquired as $\gamma_0 = 80$ dB. The UAV’s total flying time $T = 50$ s and its maximum flying speed $v_{\text{max}} = 50$ m/s with a fixed altitude of $H = 100$ m. Furthermore, we assume that the UAV’s initial location and the final location in 2D area is $\{x[0], y[0]\} = (0, 0)$, and $\{x[N], y[N]\} = (0, 1000)$. The radii of all the NFZs are the same with $Q_{NF} = 150$ m. For illustration, all the trajectories are sampled every second in our simulation.

In our simulation, we consider three specific UAV trajectory design benchmark schemes: (a) Without NFZ, which the UAV flies with the ignorance of NFZ; (b) Detour with Straight Path, which ensures that more locations within the area can be covered 5; (c) Straight Trajectory, which is a generally less power-consuming flying strategy 15.

A. One NFZ with Single-User

Firstly, we consider a single-user located at $(800, 800, 0)$, and the minimum required data rate $R_{\text{min}} = 3$ bps/Hz in each time slot $n$. Besides, we assume that there is only one NFZ centered at $(450, 450)$ that blocks the UAV’s straight path from the initial location to the user node. We assume that the transmit power $P = 10$ dBm on each subcarrier. Then, the trajectories of the benchmark scheme and the proposed scheme are illustrated in Fig. 2. It is observed that if there is no NFZ, the UAV will fly straightly to the user node and back to the final location after its hovering and communicating around the user. In addition, the UAV always flies with the maximum speed $v_{\text{max}} = 50$ m/s to acquire a shorter LoS link to the user as fast as possible. Moreover, when the straight direction between the UAV and the user is blocked by the NFZ, the trajectory of the proposed scheme would take the shortest path by associated to the tangential line of the NFZ.

Now, we compare the system throughput achieved by the different trajectories. Fig. 3 illustrates the throughput in bps/Hz versus the transmit power per subcarrier. It is first observed that the existence of the NFZ decreases the system throughput in general. That is because that the UAV has to detour to avoid flying over the NFZ, that leaves less time of the UAV to reach closer to the user for hovering and effective communication. Nonetheless, our proposed trajectory has only a slightly system...
and all users have the same minimum required data rate. The power on each subcarrier is set as because that a higher transmit power is required to satisfy the minimum instantaneous required data rate for each user. Numerical results demonstrated that the proposed joint design algorithm, with consideration of the NFZs, can significantly increase the system throughput, compared to various benchmark schemes.
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