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Abstract

The observation operators in the local ensemble transform Kalman filter (LETKF) were improved to enable use of observations in the vicinity of the poles in the data assimilation system composed of the atmospheric general circulation model for the Earth Simulator (AFES) and the LETKF. The improved observation operators allow to assimilate the observations located south (north) of northernmost (southernmost) Gaussian grid latitudes. An algorithm for searching the nearest observations from an analyzed grid for error covariance localization was also modified to efficiently assimilate observations near the poles.

The new algorithms were incorporated into the LETKF, and the impacts of routine radiosonde observations at the South Pole during the periods of July 2012 and January 2013 were assessed. The radiosonde observations suppressed an artificial expansion of the analysis ensemble spread which occasionally caused numerical instability in the upper troposphere and the lower stratosphere over the Antarctic regions. The analysis was also improved in the Antarctic regions.
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1. Introduction

The local ensemble transform Kalman filter (LETKF, Hunt et al. 2007; Miyoshi and Yamane 2007) is a kind of the ensemble Kalman filter (EnKF), an advanced data assimilation (DA) technique. The LETKF can be implemented independently of the model, is suitable for ensemble forecasting and is efficient for parallel computing. Recently, the LETKF has been implemented with various models such as the global and regional atmosphere (e.g., Miyoshi and Aranami 2006; Miyoshi et al. 2010; Miyoshi and Kunii 2012; Terasaki et al. 2015), global and coastal ocean (Hoffman et al. 2008; Penny et al. 2013) and Martian atmosphere (Hoffman et al. 2010; Grebush et al. 2012).

The LETKF and the atmospheric general circulation model (AGCM) for the Earth Simulator (AFES) compose the AFES-LETKF ensemble DA systems named ALEDAS and ALEDAS2 (ALEDAS version 2) which have produced the ensemble atmospheric reanalysis datasets, ALERA (AFES-LETKF experimental ensemble reanalysis, Miyoshi et al. 2007a) and ALERA2 (Enomoto et al. 2013), respectively. Hereafter we do not distinguish their ensemble reanalysis, Miyoshi et al. 2007a) and ALERA2 (Enomoto et al. 2013). Miyoshi et al. (2007b, hereafter MYE07) updated the localization algorithm so that localization is more natural with the equal-distance circle; the current version searches nearby observations in circular areas with a constant radius defined by physical distances. However, even in the current algorithm, the search areas are slightly distorted near the poles (see Section 2.2 for more details). Therefore, this study aims to revisit the nearest-neighbor localization algorithm to avoid the distortion.

Another motivation to assimilate observations near the poles is to avoid an anomalous expansion of the analysis ensemble spread near the South Pole in the upper troposphere and the lower stratosphere. Since ALEDAS employs a spatio-temporally uniform multiplicative spread inflation, the analysis ensemble spread can be extremely large where the observing density is low. The large ensemble spread leads to unrealistic temperature or wind speeds and causes numerical instability during a forecast computation, i.e., AFES integration. In fact, ALEDAS occasionally ended abnormally during a forecast computation, especially in austral summer, if its time step was not set to short enough. The large ensemble spread near the South Pole can be suppressed if upper-atmospheric observations are effectively used.

Just located at the South Pole, daily radiosonde observations are routinely taken from the Amundsen-Scott South Pole Station.
Thanks to the continuous observations, we can assess the impact of the observations on the ALERA fields by comparing analyzed fields generated by ALEDAS with the current and modified algorithms. In this study, we will introduce the modified algorithms to use the observations at the South Pole and assess the impact of the observations on ALERA. The algorithms are described in Section 2, and the impact is assessed in Section 3. Conclusions are provided in Section 4.

2. The algorithms

Two parts in the pre-analysis algorithms of ALEDAS are modified to optimally use observations in the vicinity of the poles; one is for the interpolation in the observation operator (Section 2.1) and the other for the nearest-neighbor search used for identifying local observations for error covariance localization (Section 2.2).

2.1 Interpolation algorithm for observations near the poles

As mentioned in Section 1, the observation operator in the current ALEDAS corresponds to an interpolation to an observation point by using the surrounding 8 model gridded values. For this interpolation, because an observation point needs to be surrounded by model grids, polar observations located north (south) of the northernmost (southernmost) model grids are discarded. Therefore, we define model gridded values at the North (South) Pole as the interpolated ones from northernmost (southernmost) model grids. This way, the observation operators for observations at the poles are obtained.

Model scalar values such as temperature and moisture at the North (South) Pole are defined as the simple zonal-mean of the northernmost (southernmost) model gridded values at each model vertical level. The wind vector at the Pole is similarly defined as the zonal-mean values of the zonal and meridional components at the northern (southern) model grids, but the interpolation is done in the Cartesian (or absolute) coordinates after transformation from the spherical (or local) coordinates (Fig 1). The interpolated vector in the Cartesian coordinates is then transformed to that in the spherical coordinates at the Pole. Note that the vertical wind components are ignored in the transformation since they are small enough relative to the horizontal components and are not used in ALEDAS.

2.2 Nearest-neighbor search for error covariance localization

Localizing the error covariance in ALEDAS requires choosing observations within a circular search area with a constant radius in the physical space for each model grid (MYE07). To determine the area for the model gridded values analyzed at \((i, j)\) where \(i\) and \(j\) are longitudinal and latitudinal model grid indexes, respectively, the following steps are executed in the current algorithms:

1. applying a nearest-neighbor search based on a uniform longitude-latitude grid for each analyzed grid point. Namely, roughly selecting observations within a square region near the analyzed point,
2. computing physical distances between the analyzed grid point and all the observations selected via step 1,
3. discarding the distant observations beyond the localization radius to select the ones within the localization radius, and
4. giving distance-dependent localization weights (cf. Eq. (4) of MYE07) to the selected observations in step 3.

In step 1, the nearest-neighbor search is done by selecting only observations within the square region whose corners are defined as \(\pm \Delta i, \pm \Delta j\) for an analyzed grid point \((i, j)\), where \(\Delta i\) is the number of longitudinal grids equivalent to the physical distance of the localization radius at the latitude \(j\) and \(\Delta j\) is that of latitudinal grids, respectively. Since the current nearest-neighbor search processes two-dimensional sorting of the observational data and store the address (array index) of the observational data arrays at each model grid point (Fig. 1 of MYE07), observations within the square region can be rapidly selected in step 1. Next, in steps 2 and 3, the observations only within the search area are selected. Step 1 substantially reduces the computational cost, rather than computing the physical distances for all observations over the whole globe.

However, step 1 does not select observations within the search area when the observations are close to the poles, since observations within the search area must be surrounded by the square region. Figure 2a shows an example of the relationship between the search area and the square region for an analyzed model grid at (about) 75°N. Theoretically, all the observations within the search area (gray dots) should be included in the square region. However, because the grid number \(\Delta i\) is defined at the latitude of the analyzed grid, the longitudinal width of the square region at its polar side becomes shorter than that of the search area. Therefore, the circular shapes of the search areas slightly distort as close to the poles as illustrated in Figs. 2b, 2c, and 2d.

Therefore, we have slightly modified the step-1 algorithm to create wider square regions that entirely include the search areas. To do this, we adopt the spherical triangular method that can convert a physical distance into difference (degrees) between two grid points (see Supplement). This enables to find the longitudinal model grid numbers at the edge of the search area between the latitudes \(j - \Delta j\) and \(j + \Delta j\), and obtain the maximum/minimum longitudinal grid index \(i'\) where the number of longitudinal grids between \(i\) takes maximum of all the longitudinal model grids at the fringe: \([i - i']\) is defined as \(\Delta i'\). Here \(i'\) corresponds to the longitude of triangles in Fig. 2a or circles in Figs. 2b, 2c, and 2d. Once \(\Delta i'\) is obtained, we can create the wider square region with the corners \([i + \Delta i', j + \Delta j]\) entirely circumscribing the search area. Although the computational cost in the modified algorithm will slightly increase by using the wider regions, the modification would be reasonable to take precise circular localization near the poles while keeping a similar computational efficiency. It should be noted that although we have improved our search algorithm based on MYE07, other sophisticated search algorithms such as the one based on the K-d tree (Szunyogh et al. 2008) could further improve computational efficiency.
3. DA experiments using ALEDAS

We conduct DA experiments using ALEDAS with and without the new implementation developed in this study. With the new implementation, daily radiosonde observations at the South Pole can be assimilated; we can estimate the impact of using the observations by comparing the two experiments in terms of analysis ensemble spread and mean distributions and computational times. One experiment with the original implementation that MYE07 developed was performed as control experiment and the other with the new implementation was performed as test experiment. The ALEDAS descriptions are same as ALEDAS2 (Enomoto et al. 2013). Briefly, we used the AFES with a T119L48 resolution and 63 ensemble members. The localization scale $\sigma$ and the radius of the circular search area were set to 400 km and $2\sigma_{\sqrt{10/3}}$ (Gaspari and Cohn 1999), respectively. The observational data prepared from NCEP PREPBUFR datasets was used and assimilated every 6 hours with hourly slots. The initial ensemble members were chosen from ALERA2 datasets. Multiplicative 10% spread inflation was applied for background error covariance. The experimental periods are (i) July 2012 (from 00UTC 1 July to 00UTC 1 August 2012) and (ii) January 2013 (from 00UTC 1 January to 00UTC 1 February 2013) as representatives of austral winter and summer. With the new implementation 937 (2390) observations near the poles were additionally assimilated during the period of July 2012 (January 2013).

Figure 3 shows the difference of the analysis ensemble spread fields in the zonal wind and temperature averaged during the periods. It is found that the spread in the test experiment was substantially reduced over the Antarctic regions from the upper troposphere to the lower stratosphere for both periods. This reduction in turn implies that the spread there in the control experiment was extremely large potentially to cause numerical instability: in fact, forecast cycles during January 2013 in the control experiment experienced abnormal termination and thus needed a shorter time step than that during the other period. The termination would stem from the large ensemble spread distributions over the Antarctic regions because the cycles in the test experiment did not need the shorter time step. This is mainly associated with the low observing density over there as found in Fig. 4. As a result, daily radiosonde observations at the South Pole substantially stabilized the DA-forecast cycle in ALEDAS by suppressing artificial expansion of the analysis ensemble spread in the upper atmosphere over the Antarctic regions.

The radiosonde observations additionally improved the analysis ensemble mean fields over the Antarctic regions. Figure 5 shows zonal wind and temperature differences between the analysis ensemble mean fields in the experiments and the analysis in ERA Interim (Dee et al. 2011). We can find that the differences became smaller in the test experiment than those in the control especially at the upper troposphere and the lower stratosphere over the Antarctic regions during both winter and summer. In particular, the temperature field during the austral summer (January 2013) substantially improved when the ensemble spread became anomalously large (Figs. 5l and 3d), and the DA-forecast cycle in
the control experiment abnormally ended. Moreover, the analysis ensemble mean fields at the upper troposphere in middle latitudes and over the Arctic regions were slightly improved during the winter and summer, which probably owes to the modification of the nearest-neighbor search. Therefore, the new ALEDAS totally improved the analysis fields in ALERA.

Finally, we checked how the computational cost in the DA-analysis cycles increased by using the modified algorithms. Table 1 shows the computational times for the DA-analysis cycles averaged during the periods in the test and control experiments. As expected, the computational time in the test experiment became longer, but their difference was only a few percent of the total time of the analysis cycles. Thus, as about the computational cost, it is enough reasonable to use the LETKF with the new implementation for ALEDAS.

4. Concluding remarks

The observation operators and error covariance localization of ALEDAS have been modified to allow using observations near the poles. In the modified algorithms, the observation operator can be defined for the observations south (north) of the southernmost (northernmost) model grids. The nearest-neighbor search of observations as a part of error covariance localization was slightly updated for better treatment near the poles while keeping a similar computational efficiency. These modifications enable to assimilate all observations over the whole globe in a more appropriate manner.

An experiment using ALEDAS with the new implementation was performed and compared with the experiment with the original ALEDAS for austral summer and winter months. The main difference was that the new ALEDAS assimilated daily radiosonde observations at the South Pole, while the original ALEDAS.
The results showed that the experiment with the new implementation suppressed the large analysis ensemble spread in the upper troposphere and the lower stratosphere over the Antarctic regions and stabilize its DA-forecast cycle, and improved the analysis ensemble mean fields. Computational cost became only slightly larger in the DA-analysis part of the new ALEDAS, even though its DA-forecast part did not need the shorter time step during the austral summer. The new algorithms would be useful for ALEDAS-like atmospheric DA systems based on the longitude-latitude grid.

Another approach to suppress artificial expansion of the ensemble spread near the poles is to use more advanced cova-
riance inflation methods that can consider spatial and temporal distributions of observing density, such as the adaptive inflation methods proposed by Anderson (2009) and Miyoshi (2011). Since using other inflation methods in the LETKF does not conflict with the approach in this study, they are complementary to each other to improve the quality of ALEDAS.

Ideally, error covariance localization in EnKF should be removed, because localization destroys meaningful long-range error correlations. It has recently been elucidated that the LETKF with massive ensemble members, as large as 10000, does not require localization with an AGCM of intermediate complexity at T30L7 resolution (see Miyoshi et al. 2014; Kondo and Miyoshi 2016). But a realistic choice of the ensemble size in the state-of-the-art DA systems would be limited to O(100), and error covariance localization would be needed.
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