THE GLOBAL SECTIONS OF THE CHIRAL DE RHAM COMPLEX ON A KUMMER SURFACE

BAILIN SONG

ABSTRACT. The chiral de Rham complex is a sheaf of vertex algebras $\Omega^\text{ch}_M$ on any nonsingular algebraic variety or complex manifold $M$, which contains the ordinary de Rham complex as the weight zero subspace. We show that when $M$ is a Kummer surface, the algebra of global sections is isomorphic to the $N = 4$ superconformal vertex algebra with central charge 6. Previously, $\mathbb{CP}^n$ was the only manifold where a complete description of the global section algebra was known.

1. INTRODUCTION

In 1998, Malikov, Schechtman, and Vaintrob [15] constructed a sheaf of vertex algebras $\Omega^\text{ch}_M$ known as the chiral de Rham complex on any nonsingular algebraic variety or complex manifold $M$. It has a conformal weight grading by the non-negative integers, and the weight zero piece coincides with the ordinary de Rham sheaf. This construction has substantial applications to mirror symmetry and is related to stringy invariants of $M$ such as the elliptic genus [3]. According to [11], on any Calabi-Yau manifold, the cohomology $H^*(M, \Omega^\text{ch}_M)$ can be identified with the infinite-volume limit of the half-twisted sigma model model defined by E. Witten.

For simplicity of notation, we shall denote the sheaf $\Omega^\text{ch}_M$ by $\mathcal{Q} = \mathcal{Q}_M$, and we shall denote its global section algebra $H^0(M, \Omega^\text{ch}_M)$ by $\mathcal{Q}(M)$. Certain geometric structures on $M$ give rise to interesting substructures of $\mathcal{Q}(M)$. For example, if $M$ is a Calabi-Yau manifold, $\mathcal{Q}(M)$ contains a topological vertex algebra structure, or equivalently, an $N = 2$ superconformal structure [15]. If $M$ is hyperkähler, $\mathcal{Q}(M)$ contains an $N = 4$ superconformal structure with $c = 3d$ where $d$ is the complex dimension of $M$ [1, 5]. Describing the vertex algebra structure of $\mathcal{Q}(M)$ by giving generators and operator product expansions is a difficult problem; until now, $\mathbb{CP}^n$ was the only nontrivial manifold where such a description was known [16]. In this paper, we shall give a complete description of $\mathcal{Q}(M)$ in the case where $M$ is a Kummer surface. Since $M$ is hyperkähler it contains an $N = 4$ superconformal algebra with $c = 6$, and our main result is that $\mathcal{Q}(M)$ is isomorphic to this $N = 4$ algebra.

Our main tool is a filtration $\{\mathcal{Q}_n\}$ on $\mathcal{Q}$ for any $M$ which is a good increasing filtration in the sense of [7], for which the associated graded object $\text{gr}(\mathcal{Q}) = \bigoplus Q_n/Q_{n-1}$ is a sheaf of supercommutative graded rings on $M$. There is another, more refined filtration of $\text{gr}(\mathcal{Q})$ whose associated graded object $\text{gr}^2(\mathcal{Q})$ is also a sheaf of supercommutative graded rings and is closely related to classical tensor bundles on $M$. In the case of Kummer surfaces, the ring of global sections of $\text{gr}^2(\mathcal{Q})$ can be described explicitly using techniques developed
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in our previous work \[13, 14\] on the interaction between jet schemes, arc spaces, and classical invariant theory. We shall prove that for a Kummer surface, the ring of global sections of $\text{gr}^2(Q)$ is exactly the $\mathfrak{sl}_2[t]$-invariant subalgebra of the sheaf restricted to one point; see Corollary 5.2. This result can be regarded as the arc space analogue of a theorem of S. Kobayashi \[10\] which says that holomorphic sections of the bundle given by tensors of tangent and cotangent bundles are exactly the set of $SU_2$ invariants of a fiber of the bundle. It can be expected that a similar result will hold for the global sections of $\text{gr}^2(Q)$ on other Calabi-Yau manifolds. Finally, using the relationship between global sections of $Q$ and $\text{gr}^2(Q)$, we find a minimal strong generating set for the vertex algebra of global sections of $Q$ on Kummer surfaces; see Theorem 5.5.

The plan of this paper is following. In Section 2 we briefly introduce vertex algebras and the chiral de Rham complex. In Section 3 the associated graded sheaves of the chiral de Rham complex are constructed, and the relations of their global sections are studied. In Section 4 the ring of $\mathfrak{sl}_2[t]$ invariants of the sheaf $\text{gr}^2(Q)$ restricted to a point is studied and a linear basis of this ring is constructed. In Section 5 the global sections of $\text{gr}^2(Q)$ and finally, the global sections of $Q$ on Kummer surfaces are determined.

2. Vertex algebras

First we define vertex algebras, which have been discussed from various points of view in the literature (see for example \[2, 4, 9\]). We will follow the formalism developed in \[12\] and partly in \[6\]. Let $V = V_0 \oplus V_1$ be a super vector space over $\mathbb{C}$, and let $z, w$ be formal variables. Let $QO(V)$ be the space of linear maps

$$V \rightarrow V((z)) = \{ \sum_{n \in \mathbb{Z}} v(n) z^{-n-1} | v(n) \in V, v(n) = 0 \text{ for } n \gg 0 \}.$$ 

Elements $a \in QO(V)$ can be represented as power series

$$a = a(z) = \sum_{n \in \mathbb{Z}} a(n) z^{-n-1} \in \text{End}(V)[[z, z^{-1}]].$$

Each $a \in QO(V)$ has the form $a = a_0 + a_1$ where $a_i : V_j \rightarrow V_{i+j}((z))$ for $i, j \in \mathbb{Z}/2\mathbb{Z}$, and we write $|a_i| = i$. There are nonassociative bilinear operations $o_n$ on $QO(V)$, indexed by $n \in \mathbb{Z}$, which we call the $n$th circle products. For homogeneous $a, b \in QO(V)$, they are defined by

$$a(w) o_n b(w) = \text{Res}_z a(z) b(w) t_{|z|>|w|} (z-w)^n - (-1)^{|a||b|} \text{Res}_z b(w) a(z) t_{|w|>|z|} (z-w)^n.$$ 

Here $t_{|z|>|w|} f(z, w) \in \mathbb{C}[[z, z^{-1}, w, w^{-1}]]$ denotes the power series expansion of a rational function $f$ in the region $|z| > |w|$. We usually omit $t_{|z|>|w|}$ and just write $(z-w)^{-1}$ to mean the expansion in the region $|z| > |w|$, and write $-(w-z)^{-1}$ to mean the expansion in $|w| > |z|$. For $a, b \in QO(V)$, the following formal power series identity is known as the operator product expansion (OPE) formula.

$$a(z) b(w) = \sum_{n \geq 0} a(w) o_n b(w) (z-w)^{-n-1} + : a(z) b(w) : . \tag{2.1}$$
Here: \( a(z)b(w) := a(z)_{-}b(w) + (-1)^{|a||b|}b(w)a(z)_{+}, \) where \( a(z)_{-} = \sum_{n<0} a(n)z^{-n-1} \) and
\( a(z)_{+} = \sum_{n\geq0} a(n)z^{-n-1}. \) Often we write
\[
a(z)b(w) \sim \sum_{n \geq 0} a(w) \circ_{n} b(w) (z - w)^{-n-1},
\]
where \( \sim \) means equal modulo the term \( a(z)b(w) : , \) which is regular at \( z = w. \)

Note that: \( a(w)b(w) : \) is a well-defined element of \( \text{QO}(V), \) called the Wick product of \( a \) and \( b, \) and it coincides with \( a \circ_{-1} b. \) The other negative products are given by
\[
n! \ a(z) \circ_{-n-1} b(z) = : (\partial^n a(z))b(z) :, \quad \partial = \frac{d}{dz}.
\]
For \( a_1(z), \ldots, a_k(z) \in \text{QO}(V), \) the iterated Wick product is defined to be
\[
(2.2) \quad : a_1(z)a_2(z) \cdots a_k(z) : = : a_1(z)b(z) :, \quad b(z) = : a_2(z) \cdots a_k(z) : .
\]
We often omit the formal variable \( z \) when no confusion can arise.

\( \text{QO}(V) \) is a nonassociative algebra with the operations \( \circ_{n}. \) A subspace \( A \subset \text{QO}(V) \) containing 1 which is closed under all \( \circ_{n} \) will be called a quantum operator algebra (QOA). A subset \( S = \{ a_i \mid i \in I \} \) of \( A \) is said to generate \( A \) if every \( a \in A \) can be written as a linear combination of nonassociative words in the letters \( a_i, \circ_{n}, \) for \( i \in I \) and \( n \in \mathbb{Z}. \) We say that \( S \) strongly generates \( A \) if every \( a \in A \) can be written as a linear combination of words in the letters \( a_i, \circ_{n} \) for \( n < 0. \) Equivalently, \( A \) is spanned by
\[
\{ : \partial^{k_1}a_{i_1} \cdots \partial^{k_m}a_{i_m} : \mid i_1, \ldots, i_m \in I, k_1, \ldots, k_m \geq 0 \}.
\]
We say that \( a, b \in \text{QO}(V) \) quantum commute if \( (z - w)^N[a(z), b(w)] = 0 \) for some \( N \geq 0. \) Here \([,] \) denotes the super bracket. A commutative QOA is a QOA whose elements pairwise quantum commute. This notion is the same as the notion of a vertex algebra, and we will use these notions interchangeably.

**Filtered vertex algebras.** We recall Li’s notion of a good increasing filtration \([7]\) of a vertex algebra \( V. \) This will be a filtration by subspaces
\[
\cdots \subset V_{-1} \subset V_0 \subset V_1 \subset V_2 \subset \cdots, \quad \bigcup V_n = V
\]
such that \( 1 \in V_0 \) and for \( a \in V_n, b \in V_m, \)
\[
a \circ_{k} b \in V_{n+m}, \quad \text{for } k < 0,
\]
\[
a \circ_{k} b \in V_{n+m-1}, \quad \text{for } k \geq 0.
\]
A filtered vertex algebra is a vertex algebra \( V \) equipped with a good increasing filtration \( \{ V_n \}. \) Let
\[
\phi_n : V_n \rightarrow V_n/V_{n-1}
\]
be the quotient map. Then
\[
\text{gr}(V) = \bigoplus (\text{gr}(V))_n = \bigoplus V_n/V_{n-1}
\]
is a vertex Poisson algebra, i.e. a graded, associative, super-commutative algebra \( A \) equipped with a derivation \( \partial, \) and a family of derivations \( a \circ_{k} \) for each \( k \geq 0 \) and \( a \in A. \) For \( \text{gr}(V), \) the associative product is given by
\[
\phi_n(a)\phi_m(b) = \phi_{n+m}(: ab : ) \in V_{n+m}/V_{n+m-1}, \quad \text{for } a \in V_n, b \in V_m.
The derivation $\partial$ is given by
\[ \partial \phi_n(a) = \phi_n(\partial a), \] for $a \in V_n$.

The derivations of elements $\phi_n(a)$ in $V_n/V_{n-1}$ are given by
\[ \phi_n(a) \circ_k \phi_m(b) = \phi_{n+m-1}(a \circ_k b) \in V_{n+m-1}/V_{n+m-2}, \] for $a \in V_n, b \in V_m, k \geq 0$.

A $\mathbb{Z}_{\geq 0}$ graded, associative, super-commutative algebra equipped with a derivation $\partial$ of degree zero is called $\partial$-ring [3]. A $\partial$-ring is just an abelian vertex algebra, that is, a vertex algebra in which all the nonnegative circle products are zero. If $V_n = 0$ for $n < 0$, then $\text{gr}(V)$ is $\mathbb{Z}_{\geq 0}$ graded and it is a $\partial$-ring.

**Chiral de Rham complex.** The chiral de Rham complex [15] is a sheaf of vertex algebras defined on any smooth manifold $M$ in either the algebraic, complex analytic, or $C^\infty$ categories. In this paper we work exclusively in the complex analytic setting, although the filtrations we introduce are valid in all the above settings. Let $\Omega_N$ be the tensor product of $N$ copies of the $\beta\gamma - bc$ system. It has $2N$ even generators $\beta^1(z), \ldots, \beta^N(z), \gamma^1(z), \ldots, \gamma^N(z)$ and $2N$ odd generators $b^1(z), \ldots, b^N(z), c^1(z), \ldots, c^N(z)$. Their nontrivial OPEs are
\[ \beta^i(z)\gamma^j(w) \sim \frac{\delta^i_j}{z-w}, \quad b^i(z)c^j(w) \sim \frac{\delta^i_j}{z-w}. \]

The following four fields in $\Omega_N$
\[ L(z) = \sum(: \beta^i(z)\partial\gamma^j(z) : - : b^i(z)\partial c^j(z) :), \quad Q(z) = \sum : \beta^i(z)c^j(z) :, \]
\[ J(z) = -\sum : b^i(z)c^j(z) :, \quad G(z) = \sum : b^i(z)\partial\gamma^j(z) :, \]
give $\Omega_N$ the structure of a topological vertex algebra [12].

For an open subset $U \subset \mathbb{C}^N$, let $\mathcal{O}(U)$ be the space of complex analytic functions on $U$. Let $\gamma^1, \ldots, \gamma^N$ be coordinates on $\mathbb{C}^N$. We may regard $\mathbb{C}[\gamma^1, \ldots, \gamma^N] \subset \mathcal{O}(U)$ as a subspace of $\Omega_N$ by identifying $\gamma^i$ with $\gamma^i(z) \in \Omega_N$. As a linear space, $\Omega_N$ has a $\mathbb{C}[\gamma^1, \ldots, \gamma^N]$ module structure. We define $\mathcal{Q}(U)$ to be the localization of $\Omega_N$ on $U$,
\[ \mathcal{Q}(U) = \Omega_N \otimes_{\mathbb{C}[\gamma^1, \ldots, \gamma^N]} \mathcal{O}(U). \]
Then $\mathcal{Q}(U)$ is the vertex algebra generated by $\beta^i(z), b^i(z), c^i(z)$ and $f(z), f \in \mathcal{O}(U)$. These satisfy the nontrivial OPEs
\[ \beta^i(z)f(w) \sim \frac{\partial f(z)}{z-w}, \quad b^i(z)c^j(w) \sim \frac{\delta^i_j}{z-w}, \]
as well as the normally ordered relations
\[ : f(z)g(z) : = fg(z), \] for $f, g \in \mathcal{O}(U)$.

Note that $\mathcal{Q}(U)$ is spanned by the elements
(2.3)
\[ : \partial^{k_1}\beta^{i_1}(z) \ldots \partial^{k_s}\beta^{i_s}(z)\partial^{l_1}b^{i_1}(z) \ldots b^{l_t}\partial^{m_1}c^{i_1}(z) \ldots \partial^{m_t}\gamma^{i_1}(z) \ldots f(\gamma)(z) :, \quad f(\gamma) \in \mathcal{O}(U). \]

Now let $\tilde{\gamma}^1, \ldots, \tilde{\gamma}^N$ be another set of coordinates on $U$, with
\[ \tilde{\gamma}^i = f^i(\gamma^1, \ldots, \gamma^N), \quad \gamma^i = g^i(\tilde{\gamma}^1, \ldots, \tilde{\gamma}^N). \]
We have the following coordinate transformation equations for the generators.

\[
\begin{align*}
\partial \tilde{\gamma}^i(z) &=: \frac{\partial f^i}{\partial \gamma^j}(z) \partial \gamma^j(z) :, \\
\bar{b}^i(z) &=: \frac{\partial g^i}{\partial \gamma^j}(g(\gamma)) b^j :, \\
\bar{c}^i(z) &=: \frac{\partial f^i}{\partial \gamma^j}(z) c^j(z) :, \\
\bar{\beta}^i(z) &=: \frac{\partial g^i}{\partial \gamma^j}(g(\gamma)) \beta^j(z) + : \frac{\partial}{\partial \gamma^j}(g(\gamma)) \beta^j(z) + b^i(z) :
\end{align*}
\]

(2.4)

For a given complex manifold \(M\), let \(\mathcal{U}\) be the set of the open sets of \(M\) which are isomorphic to open sets of \(\mathbb{C}^n\). The correspondence \(U \to \mathcal{Q}(U)\) for \(U \in \mathcal{U}\), defines a vertex algebra sheaf \(\mathcal{Q} = \mathcal{Q}_M\) called the chiral de Rham complex on \(M\).

When \(M\) is Calabi-Yau, i.e. \(c_1(TM) = 0\), the four fields \(L(z), J(z), Q(z), G(z)\) are globally defined on \(M\), giving \(\mathcal{Q}(M)\) the structure of a topological vertex algebra.

3. Associated graded sheaves of the chiral de Rham complex

For \(U \in \mathcal{U}\), we consider the filtration

\[
\mathcal{Q}_0(U) \subset \mathcal{Q}_1(U) \subset \cdots \subset \mathcal{Q}_n(U) \subset \cdots, \quad \mathcal{Q}(U) = \bigcup \mathcal{Q}_n(U).
\]

Here \(\mathcal{Q}_n(U)\) is spanned by the elements with only at most \(n\) copies of \(\beta\) and \(b\), i.e. the elements in equation (2.3) with \(s + t \leq n\).

For each \(n \geq 0\), let

\[
\phi_n : \mathcal{Q}_n(U) \to \mathcal{Q}_n(U)/\mathcal{Q}_{n-1}(U).
\]

be the projection.

For \(a \in \mathcal{Q}_k(U), b \in \mathcal{Q}_l(U)\), we have \(1 \in \mathcal{Q}_0(U)\) and

\[
\begin{align*}
& a \circ_n b \in \mathcal{Q}_{k+l}(U), & n < 0; \\
& a \circ_n b \in \mathcal{Q}_{k+l-1}(U), & n \geq 0.
\end{align*}
\]

Then \(\{\mathcal{Q}_n(U)\}\) is a good increasing filtration of \(\mathcal{Q}(U)\) and the associated graded object

\[
\text{gr}(\mathcal{Q}(U)) = \bigoplus \mathcal{Q}_n(U)/\mathcal{Q}_{n-1}(U)
\]

is \(\partial\)-ring as in Section 2. As a \(\partial\)-ring, \(\text{gr}(\mathcal{Q}(U))\) is generated by

\[
\beta^i = \phi_1(\beta^i(z)), \quad b^i = \phi_1(b^i(z)), \quad c^i = \phi_0(c^i(z)),
\]

and \(f(\gamma) = \phi_0(f(\gamma)(z)), f(\gamma) \in \mathcal{O}(U)\).

The coordinate transformation equations (2.4) for \(\mathcal{Q}(U)\) clearly preserve the filtration. So for \(U \in \mathcal{U}, U \to \mathcal{Q}_n(U)\) gives a sheaf \(\mathcal{Q}_n\) on \(M\) and \(\{\mathcal{Q}_n\}\) is a filtration of the sheaf \(\mathcal{Q}\). The correspondence \(U \to \text{gr}(\mathcal{Q}(U))\) with \(U \in \mathcal{U}\), gives a sheaf of \(\partial\)-rings on the manifold \(M\), which we denote by \(\text{gr}(\mathcal{Q})\). Obviously

\[
\text{gr}(\mathcal{Q}) = \bigoplus_n \mathcal{Q}_n/\mathcal{Q}_{n-1}.
\]
For the sheaf \( \text{gr}(Q) \), the coordinate transformation equations of \( \beta, \gamma, b, c \) are

\[
\begin{align*}
\partial^n \tilde{\gamma}^i &= \partial^{n-1} \left( \frac{\partial f}{\partial \gamma^j} \partial \gamma^j \right), \\
\partial^n \tilde{b}^i &= \partial^n \left( \frac{\partial g}{\partial \gamma^j} (g(\gamma)) b^j \right), \\
\partial^n \tilde{c}^i &= \partial^n \left( \frac{\partial f}{\partial \gamma^j} c^j \right), \\
\partial^n \tilde{\beta}^i &= \partial^n \left( \frac{\partial g}{\partial \gamma^j} (g(\gamma)) \beta^j \right) + \partial^n \left( \frac{\partial g}{\partial \gamma^j} (g(\gamma)) c^j b^j \right).
\end{align*}
\]  
\tag{3.1}

The only difference between these equations and those of the chiral de Rham sheaf is that the Wick product is replaced by the ordinary product in an associated supercommutative algebra. The globally defined operator \( \partial = L_0 \) on \( Q \) gives rise to a globally defined operator on \( \text{gr}(Q) \), also denoted by \( \partial \), satisfying

\[ \phi_n(\partial a) = \partial \phi_n(a), \quad a \in \text{Q}_n(M). \]

In particular, the space of global sections of \( \text{gr}(Q) \) is a \( \partial \)-ring.

**A refined graded sheaf.** Notice that in the coordinate transformation equations (3.1) of \( \text{gr}(Q(U)) \), the equation for \( \partial^n \beta \) is nonclassical because of the term \( \partial^n \left( \frac{\partial g}{\partial \gamma} (g(\gamma)) c^j b^j \right) \).

To omit this term from the coordinate transformation equations, we construct a filtration of the sheaf \( \text{gr}(Q) \). First, \( Q_n(U)/Q_{n-1}(U) \) is spanned by

\[ a = \partial^k \gamma^i \cdots \partial^k \beta^i \partial^{k+1} b^i \cdots \partial^k b^i \partial^{m_1} c^1 \cdots \partial^m \gamma^2 \cdots \partial^m \gamma^s f(\gamma), \quad f(\gamma) \in \mathcal{O}(U). \]

Define \( \text{deg}_\beta(a) = s \). Let \( \text{gr}(Q(U))_{n,s} \subset \text{Q}_n(U)/\text{Q}_{n-1}(U) \), which is spanned by all elements \( a \in \text{Q}_n(U)/\text{Q}_{n-1}(U) \) of the form (3.2) with \( \text{deg}_\beta(a) \leq s \). We obtain the following filtration of \( \text{Q}_n(U)/\text{Q}_{n-1}(U) \):

\[ \text{gr}(Q(U))_{n,0} \subset \text{gr}(Q(U))_{n,1} \subset \cdots \subset \text{gr}(Q(U))_{n,n} = \text{Q}_n(U)/\text{Q}_{n-1}(U). \]

Let

\[ \psi_{n,s} : \text{gr}(Q(U))_{n,s} \rightarrow \text{gr}(Q(U))_{n,s}/\text{gr}(Q(U))_{n,s-1} \]

be the projection.

Regarding \( \text{gr}(Q(U)) \) as an abelian vertex algebra, \( 1 \in Q_{0,0}(U) \) and for \( a \in Q_{n,k}(U), \ b \in Q_{m,l}(U) \), we have

\[ a \circ_n b = \frac{1}{(n-1)!} (\partial^{n-1} a) b \quad \in Q_{n+m,k+l}(U), \quad n < 0; \]

\[ a \circ_n b = 0 \quad \in Q_{m+n,k+l-1}(U), \quad n \geq 0. \]

As in Section 2 \( \{ Q_{n,s}(U) \} \) is a good increasing filtration of \( \text{gr}(Q(U)) \) and the associated graded object

\[ \text{gr}^2(Q(U)) = \bigoplus_{n,s} \text{gr}(Q(U))_{n,s} \]

is a \( \partial \)-ring. Moreover, \( \text{gr}^2(Q(U)) \) is generated as a \( \partial \)-ring by \( \psi_{1,1}(\beta^i), \psi_{1,0}(b^j), \psi_{0,0}(c^i) \), and \( \psi_{0,0}(f(\gamma)), f(\gamma) \in \mathcal{O}(U) \). In fact as an abstract \( \partial \)-ring, \( \text{gr}(Q(U)) \) is isomorphic to \( \text{gr}^2(Q(U)) \). When no confusion can arise, the symbols \( \beta^i, \gamma^j, b^j, c^i \) in \( \text{gr}(Q(U)) \) will also be used to denote the corresponding elements \( \psi_{1,1}(\beta^i), \psi_{0,0}(\gamma^j), \psi_{1,0}(b^j), \psi_{0,0}(c^i) \) in \( \text{gr}^2(Q(U)) \).
The coordinate transformation equations (3.1) for $\text{gr}(Q(U))$ preserve this filtration. So for $U \in \mathcal{U}$, $U \to \text{gr}(Q(U))_{n,s}$ gives a sheaf $\text{gr}(Q)_{n,s}$ on $M$ and $\{\text{gr}(Q)_{n,s}\}$ is a filtration of the sheaf $\text{gr}(Q)$ and the correspondence $U \to \text{gr}^2(Q(U))$ with $U \in \mathcal{U}$, gives a bigraded $\partial$-ring sheaf on the manifold $M$, which is denoted by $\text{gr}^2(Q)$. Obviously

$$\text{gr}^2(Q) = \bigoplus_{n,s} \text{gr}(Q)_{n,s}/\text{gr}(Q)_{n,s-1}.$$ 

For the sheaf $\text{gr}^2(Q)$, the relations of $\beta, \gamma, b, c$ under the coordinate transformation are

\[
\begin{align*}
\partial^n \tilde{\gamma}^i &= \partial^{n-1}\left(\frac{\partial f^i}{\partial \gamma^j}\right), \\
\partial^n \tilde{b}^i &= \partial^n\left(\frac{\partial g^i}{\partial \gamma^j}\right) \tilde{b}^j, \\
\partial^n \tilde{\gamma}^i &= \partial^n\left(\frac{\partial f^i}{\partial \gamma^j}\right) \gamma^j, \\
\partial^n \tilde{\beta}^i &= \partial^n\left(\frac{\partial g^i}{\partial \gamma^j}\right) \beta^j.
\end{align*}
\]

(3.3)

As in the sheaf $\text{gr}(Q)$, the derivation $\partial$ is a global operator in $\text{gr}^2(Q)$, and satisfies

$$\psi_{n,s}(\partial a) = \partial\psi_{n,s}(a), \quad a \in \text{gr}(Q)_{n,s}(U).$$

In particular, the space of the global sections of $\text{gr}^2(Q)$ is a $\partial$-ring.

**Relation to classical bundles.** Consider the following filtration for $\text{gr}(Q(U))_{n,s}/\text{gr}(Q(U))_{n,s-1}$:

$$\cdots \subset \text{gr}^2(Q(U))_{t+1} \subset \text{gr}^2(Q(U))_t \subset \text{gr}^2(Q(U))_{t-1} \subset \cdots,$$

$$\text{gr}(Q(U))_{n,s}/\text{gr}(Q(U))_{n,s-1} = \bigcup_{m \in \mathbb{Z}} \text{gr}^2(Q(U))_{n,1}.$$

$\text{gr}^2(Q(U))_{n,s}$ is spanned by

$$\partial^{k_1} \beta^{i_1} \ldots \partial^{k_s} \beta^{i_s} \partial^{k_{s+1}} b^{j_{s+1}} \ldots \partial^{k_u} b^{j_u} \partial^{l_1} \gamma^{i_1} \ldots \partial^{l_v} \gamma^{i_v} \partial^{l_{v+1}} c^{j_{v+1}} \ldots \partial^{l_u} c^{j_u} f, \quad v \geq t.$$

Here $l_s \geq 1$, for $1 \leq s \leq u$, $f \in \mathcal{O}(U)$. We also have an associated graded object

$$\text{gr}^3(Q(U)) = \bigoplus \text{gr}^2(Q(U))_{n,s}/\text{gr}^2(Q(U))_{n,s+1}.$$ 

It has a $\partial$-ring structure in an obvious way. The coordinate transformation equations (5.3) for $\text{gr}^3(Q(U))$ preserve this filtration $\{\text{gr}^3(Q(U))_{n,s}\}$. So for $U \in \mathcal{U}$, the correspondence $U \to \text{gr}^3(Q(U))_{n,s}$ gives a sheaf $\text{gr}^3(Q)_{n,s}$ on $M$ and $\{\text{gr}^3(Q)_{n,s}\}$ is a filtration of the sheaf $\text{gr}(Q)$. Finally, the correspondence $U \to \text{gr}^3(Q(U))$ with $U \in \mathcal{U}$, gives a sheaf of $\partial$-rings on the manifold $M$, which is denoted $\text{gr}^3(Q)$. Obviously

$$\text{gr}^3(Q) = \bigoplus_{n,s,t} \text{gr}^2(Q)_{n,s}/\text{gr}^2(Q)_{n,s+1}.$$
The coordinate transformation formula for the sheaf \( \text{gr}^3(Q) \) is

\[
\begin{align*}
\partial^n z^i &= \frac{\partial f^i}{\partial \gamma^j} \partial^n \gamma^j, \\
\partial^n b^j &= \frac{\partial g^j}{\partial \gamma^j} (g(\gamma)) \partial^n b^j, \\
\partial^n c^i &= \frac{\partial f^i}{\partial \gamma^j} \partial^n c^j, \\
\partial^n \tilde{b}^i &= \frac{\partial g^j}{\partial \gamma^j} (g(\gamma)) \partial^n b^j.
\end{align*}
\]

(3.4)

So \( \text{gr}^3(Q) \) is the sheaf corresponding to the vector bundle

\[
\text{Sym} \left( \bigoplus_{n=1}^{\infty} (TM \bigoplus T^* M) \bigotimes \bigwedge^{\infty} \left( \bigoplus_{n=1}^{\infty} (TM \bigoplus T^* M) \right) \right).
\]

(3.5)

**Global sections.** In this section, we discuss the relationship between the global sections of \( Q, \text{gr}(Q) \) and \( \text{gr}^2(Q) \). The exact sequence of sheaves

\[
0 \rightarrow Q_{n-1} \rightarrow Q_n \rightarrow Q_n/Q_{n-1} \rightarrow 0,
\]

induces the exact sequence

\[
0 \rightarrow Q_{n-1}(M) \rightarrow Q_n(M) \xrightarrow{\phi_n} Q_n/Q_{n-1}(M).
\]

(3.6)

We have the following reconstruction property.

**Lemma 3.1.** If \( a_i \in Q_n(M) \), for \( 1 \leq i \leq l \), such that \( \phi_{n_i}(a_i) \) generate \( \text{gr}(Q)(M) \) as a \( \partial \)-ring, then \( \phi_n \) is surjective, and it therefore induces an isomorphism

\[
Q_n(M)/Q_{n-1}(M) \cong Q_n/Q_{n-1}(M).
\]

Furthermore, \( \{a_i \mid 1 \leq i \leq l\} \) strongly generates the vertex algebra \( Q(M) \).

**Proof.** For the first part of the lemma, we show that for any \( b \in Q_n/Q_{n-1}(M) \), there is a global section \( a \) of \( Q_n \) generated by the \( a_i \) under the Wick product and \( \partial \), such that \( \phi_n(a) = b \). Since \( \phi_{n_i}(a_i) \) generate \( \text{gr}(Q)(M) \) and \( \phi_n \) is linear, we can assume

\[
b = \partial^{i_1} \phi_{n_1}(a_{i_1}) \partial^{j_2} \phi_{n_2}(a_{i_2}) \cdots \partial^{i_k} \phi_{n_k}(a_{i_k}), \quad n = \sum n_i.
\]

For any \( a \in Q_k(M), b \in Q_l(M) \), we have:

\[
\phi_{k+l}(: \partial^* a \partial^* b:) = \partial^* \phi_k(a) \partial^* \phi_l(b).
\]

Let \( a = : \partial^{i_1} a_{i_1} \partial^{j_2} a_{i_2} \cdots \partial^{i_k} a_{i_k} : \in Q_n(M) \), then

\[
\phi_n(a) = \partial^{i_1} \phi_{n_1}(a_{i_1}) \phi_{n-1}(\cdot \partial^{j_2} a_{i_2} \cdots \partial^{i_k} a_{i_k} \cdot) = \cdots = \partial^{i_1} \phi_{n_{i_1}}(a_{i_1}) \partial^{j_2} \phi_{n_{i_2}}(a_{i_2}) \cdots \partial^{i_k} \phi_{n_{i_k}}(a_{i_k}) = b.
\]

For the second part of the lemma, we proceed by induction: for \( a \in Q_0(M) \), since \( Q_0 \) is a subsheaf of \( \text{gr}(Q) \), \( \phi_0 \) is the identification, so \( a \) is generated by \( a_i \). Assume that for \( n \geq 0 \), any global section in \( Q_n(M) \) is strongly generated by \( a_i \). Now for \( a \in Q_{n+1}(M) \), by the first part of the proof, there is a global section \( \tilde{a} \) which is generated by \( a_i \), such that \( \phi_{n+1}(\tilde{a}) = \phi_{n+1}(a) \). So \( \phi_{n+1}(a - \tilde{a}) = 0 \) and by (3.6) \( a - \tilde{a} \in Q_n(M) \). By assumption, \( a - \tilde{a} \) is strongly generated by \( a_i \), so \( a \) is strongly generated by \( a_i \). This completes the proof. □
Now we study the relationship between $\text{gr}(Q)(M)$ and $\text{gr}^2(Q)(M)$. For $a \in \text{gr}(Q)_{n,s}(M)$, $b \in \text{gr}(Q)_{m,t}(M)$, we have

$$\psi_{n+m,s+t}(\partial^j a \partial^k b) = \partial^j \psi_{n,s}(a) \partial^k \psi_{m,t}(b),$$

and we have the exact sequence of sheaves

$$0 \to \text{gr}(Q)_{n,s-1} \to \text{gr}(Q)_{n,s} \to \text{gr}(Q)_{n,s}/\text{gr}(Q)_{n,s_1} \to 0.$$ 

Using a similar argument to the proof of Lemma 3.1, we obtain

**Lemma 3.2.** If $a_i \in \text{gr}(Q)_{n_i,s_i}$ for $1 \leq i \leq l$, such that $\psi_{n_i,s_i}(a_i)$ generate $\text{gr}(Q)(M)$ as a $\partial$-ring, then $\psi_{n,s}$ is surjective, and it induces an isomorphism

$$\text{gr}(Q)_{n,s}(M)/\text{gr}(Q)_{n,s-1}(M) \cong \text{gr}(Q)_{n,s}/\text{gr}(Q)_{n,s-1}(M).$$

Furthermore, $\{a_i\}_{1 \leq i \leq l}$ generate $\text{gr}(Q)(M)$ as a $\partial$-ring.

**4. INVARIANTS OF $\text{sl}_2[t]$ ACTION**

We work in the standard basis $H, G, F$ for the Lie algebra $\text{sl}_2 = \text{sl}(2, \mathbb{C})$, satisfying

$$[H, G] = 2G, \quad [H, F] = -2F, \quad [G, F] = H.$$ 

Let $V = \mathbb{C}e^1 \oplus \mathbb{C}e^2$ be the two-dimensional representation of $\text{sl}_2$ given by

$$He^1 = e^1, \quad He^2 = -e^2,$$

$$Ge^1 = 0, \quad Ge^2 = e^1,$$

$$Fe^1 = e^2, \quad Fe^2 = 0.$$

Let $V^* = \mathbb{C}e^{*1} \oplus \mathbb{C}e^{*2}$ be the dual representation. There is an induced representation of $\text{sl}_2[t]$ on the ring

$$R = \mathbb{C}[\beta_i^1, b_i^1, c_i^1, \gamma_i^1], \quad i \geq 1, j = 1, 2.$$ 

For $\xi \in \text{sl}_2$, $x = \beta^j, \gamma^j, b^j, c^j, i = 1, 2$, we have

$$\xi \tau^n(x_m) = (\xi x)_{m-n}, (n \leq m); \quad \xi \tau^n(x_m) = 0, (n > m).$$

Here $\xi$ acts on $\beta^j, b^j$ as it acts on $e^j$, and $\xi$ acts on $c^j, \gamma^j$ as it acts on $e^{*j}$. Note that $R$ is a $\partial$-ring with a derivation $D$ given by

$$D x_m = mx_{m+1}.$$ 

Let $R_1 = \mathbb{C}[\beta_i^1, b_i^1, c_i^1, \gamma_i^1] \subset R$. By Corollary 7.2 of [14], we have the following result.

**Theorem 4.1.** $R_{\text{sl}_2[t]}$ as a $\partial$-ring with derivation $D$ is generated by $R_{\text{sl}_2}^1$.

By Weyl’s first and second fundamental theorems of invariant theory for the standard representation of $\text{sl}_2$ [17], $R_{\text{sl}_2}^I$ is generated by

$$\beta_1^1 b_1^2 - \beta_2^2 b_1^1, \quad \beta_1^1 c_1^1 + \beta_2^2 c_1^1, \quad \beta_1^1 \gamma_1^1 + \beta_2^2 \gamma_1^2, \quad b_1^1 c_1^1 + b_2^2 c_2^2,$$

(4.1) $b_1^1 \gamma_1^1 + b_2^2 \gamma_2^2, \quad c_1^1 \gamma_2^1 - c_2^1 \gamma_1^1, \quad b_1^1 b_1^2, \quad c_1^1 c_2^2.$

So as a $\partial$-ring with the derivation $D$, $R_{\text{sl}_2[t]}$ is generated by (4.1). In particular, as a supercommutative ring, $R_{\text{sl}_2[t]}$ is generated by the $l$-th derivatives of the generators (4.1), for $l \geq 0$. 
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Now let
\[ \partial^i x^j = i! x_{i+1}^j, \quad i \geq 0, \quad x = \beta, b, c; \]
(4.2)
\[ \partial^i \gamma^j = (i - 1)! \gamma_{i+1}^j, \quad i \geq 1; \]
Then
\[ R = \mathbb{C}[\partial^i \beta^j, \partial^{i+1} \gamma^j, \partial^i b^j, \partial^i c^j], \quad l \geq 0, \quad i = 1, 2. \]
For \( \xi \in \mathfrak{g}, \) \( x = \beta^i, \partial \gamma^j, b^j, c^j, \) We have
\[ \xi t^m(\partial^n x) = \frac{m!}{(m - n)!} \partial^{m-n}(\xi x), \quad m \geq n, \]
(4.3)
\[ \xi t^n(\partial^m x) = 0, \quad m < n. \]

In this set of generators, we have \( D\partial^n x = \partial^{n+1} x, \) for \( x = \beta^i, \partial \gamma^j, b^j, c^j. \) So we can replace the derivation \( D \) by the symbol \( \partial. \) The generators for \( R_{sl[t]} \) in (4.1) are
\[
\begin{align*}
A_{\beta b} &= \beta^1 b^2 - \beta^2 b^1, \\
A_{\beta c} &= \beta^1 c^1 + \beta^2 c^2, \\
A_{\beta \partial \gamma} &= \beta^1 \partial \gamma^1 + \beta^2 \partial \gamma^2, \\
A_{bc} &= b^1 c^1 + b^2 c^2, \\
A_{\partial \gamma b} &= b^1 \partial \gamma^1 + b^2 \partial \gamma^2, \\
A_{\partial \gamma c} &= c^1 \partial \gamma^2 - c^2 \partial \gamma^1, \\
A_{bb} &= b^1 b^2, \\
A_{cc} &= c^1 c^2.
\end{align*}
\]

A standard monomial theory for \( R_{sl[t]} \). We will use the standard monomial theory to give a basis of \( R_{sl[t]} \).

As a super commutative ring, \( S = \{ \partial^k A_{xy} \mid A_{xy} \text{ is one of (4.4)} \} \) is a set of generators of \( R_{sl[t]} \). We give an ordering to the symbols \( \beta, \partial \gamma, b, c \)
\[ \beta > \partial \gamma > b > c. \]
The partial ordering of \( S \) is given by \( \partial^k A_{xy} < \partial^{k'} A_{x'y'} \) if and only if one of the following three cases is satisfied:

1. \( k \leq k' - 2; \)
2. \( k = k' - 1 \) and
   (a) if \( x' \) is odd, \( x' > y, \)
   (b) if \( x' \) is even, \( x' \geq y; \)
3. \( k = k' \) and
   (a) if \( x', y' \) are even, \( x' > x, y' \geq y \text{ or } x' \geq x, y' > y, \)
   (b) if \( x' \) is even and \( y' \) is odd, \( x' \geq x \text{ and } y' > y, \)
   (c) if \( x' \) is odd and \( y' \) is even, \( x' > x \text{ and } y' \geq y, \)
   (d) if \( x' \) is odd and \( y' \) is even, \( x' > x \text{ and } y' > y. \)

An ordered product \( s_1 s_2 \cdots s_k \) of elements of \( S \) is said to be standard if \( s_i \leq s_{i+1}, \) for \( 1 \leq i < k \) and the equality can be taken only when \( s_i = \partial^k A_{\beta \partial \gamma}, k \geq 0. \)

**Theorem 4.2.** \( R_{sl[t]} \) has a standard monomial theory for \( S, \) i.e. the standard monomials forms a basis of \( R_{sl[t]} \).

**Proof.** We first prove that any ordered product of elements of \( S \) is a linear combination of standard monomials. Since \( S \) generates \( R_{sl[t]} \), any element of \( R_{sl[t]} \) is a linear combination of standard monomials. It is convenient, for what follows, to order the elements of \( S \) by
\[ \partial^k A_{xy} < \partial^{k'} A_{x'y'}, \text{ if } k < k' \text{ or } k = k' \text{ and } x < x' \text{ or } k = k', x = x' \text{ and } y < y', \]
and then order the words (ordered product of elements) of $S$ lexicographically. From the definitions of the ordering and the partial orderings of $S$, we can see that $\partial^k A_{xy} < \partial^{k'} A_{x'y'}$ imply $\partial^k A_{xy} < \partial^k A_{x'y}$.

We have the following quadratic relations for elements in $\{4.4\}$:

(4.5) \quad A_{xy}A_{zz} = 0, \quad \text{if } z = b \text{ or } c \text{ and } z = x \text{ or } y;

(4.6) \quad A_{xy}A_{zz} + \alpha A_{xz}A_{yz} = 0, \quad \text{if } z = b \text{ or } c \text{ and } z \neq x, y, \text{ here } A_{cb} \text{ means } A_{bc}, \alpha \text{ is a nonzero constant;}

(4.7) \quad A_{\beta\gamma}A_{bc} - A_{\beta b}A_{\gamma c} + A_{\beta c}A_{\gamma b} = 0.

Applying $\partial^{2k}$ and $\partial^{2k+1}$, $k \geq 0$ on these relations, we get quadratic relations for elements in $S$. For example, for $z = b$ or $c$ and $z = x$ or $y$, applying $\partial^{2k}$ on (4.5), we get

$$\frac{(2k)!}{k!k!} \partial^k A_{xy}\partial^k A_{zz} = -\sum_{i=1}^{k} \frac{(2k)!}{(k-i)!(k+i)!} (\partial^{k-i} A_{xy}\partial^{k+i} A_{zz} + \partial^{k-i} A_{zz}\partial^{k+i} A_{xy}).$$

Multiplying by the constant $\frac{k!k!}{(2k)!}$ on both sides, observe that the monomials on the right hand side of the above equation are standard and are smaller than the monomial on left hand side. We use ‘s.s.’ to represent them and we get

(4.8) \quad \partial^k A_{xy}\partial^k A_{zz} = \text{s.s.}

Similarly, applying $\partial^{2k+1}$ on (4.5), we get

$$\begin{align*}
\partial^k A_{xz}\partial^{k+1} A_{cc} + \partial^k A_{cc}\partial^{k+1} A_{xc} &= \text{s.s.} & \text{for } x = \beta, \partial \gamma, b; \\
2\partial^k A_{cc}\partial^{k+1} A_{cc} &= \text{s.s.;} \\
\partial^k A_{zb}\partial^{k+1} A_{bb} + \partial^k A_{bb}\partial^{k+1} A_{zb} &= \text{s.s.} & \text{for } x = \beta, \partial \gamma; \\
\partial^k A_{bc}\partial^{k+1} A_{bb} + \partial^k A_{bb}\partial^{k+1} A_{bc} &= \text{s.s.;} \\
2\partial^k A_{bb}\partial^{k+1} A_{bb} &= \text{s.s..}
\end{align*}$$

Applying $\partial^{2k}$ on (4.6), we get

$$\begin{align*}
\partial^k A_{zz}\partial^k A_{\beta\gamma} + \alpha \partial^k A_{\beta \gamma z}\partial^k A_{\beta z} &= \text{s.s.} & \text{for } z = b, c; \\
\partial^k A_{bc}\partial^k A_{xb} + \alpha \partial^k A_{bc}\partial^k A_{xb} &= \text{s.s.} & \text{for } x = \beta, \partial \gamma; \\
\partial^k A_{cc}\partial^k A_{xb} + \alpha \partial^k A_{bc}\partial^k A_{xc} &= \text{s.s.} & \text{for } x = b, \beta, \partial \gamma.
\end{align*}$$

Applying $\partial^{2k+1}$ on (4.6), we get

$$\begin{align*}
\partial^k A_{zz}\partial^{k+1} A_{\beta\gamma} + \partial^k A_{\beta \gamma z}\partial^{k+1} A_{zz} + \alpha \partial^k A_{\beta \gamma z}\partial^{k+1} A_{\beta z} - \alpha \partial^k A_{\beta z}\partial^{k+1} A_{\gamma z} &= \text{s.s.;} & \text{for } z = b, c; \\
\partial^k A_{bc}\partial^{k+1} A_{xc} + \partial^k A_{xc}\partial^{k+1} A_{bc} + \alpha \partial^k A_{bc}\partial^{k+1} A_{xb} + \alpha \partial^k A_{xb}\partial^{k+1} A_{bc} &= \text{s.s.;} & \text{for } x = \beta, \partial \gamma; \\
\partial^k A_{cc}\partial^{k+1} A_{xb} + \partial^k A_{xb}\partial^{k+1} A_{cc} + \alpha \partial^k A_{bc}\partial^{k+1} A_{xc} + \alpha \partial^k A_{xc}\partial^{k+1} A_{bc} &= \text{s.s.;} & \text{for } x = b, \beta, \partial \gamma.
\end{align*}$$

And from (4.7) we get

(4.12) \quad \partial^k A_{bc}\partial^k A_{\beta \gamma} - \partial^k A_{\beta \gamma c}\partial^k A_{\beta b} + \partial^k A_{\beta \gamma b}\partial^k A_{\beta c} = \text{s.s.}
The underlined monomials are the largest in each of the above equations (4.8)-(4.13), and the other monomials are standard. One can check that all of the ordered words like \( \partial^k A_{xy} \partial^{k'} A_{x'y'} \) with \( \partial^k A_{xy} \leq \partial^{k'} A_{xy} \) and \( k' \leq k + 2 \), if they are not equal to zero, are standard except the underlined monomials in (4.8)-(4.13). Since when \( k' \geq k + 2 \), \( \partial^k A_{xy} \partial^{k'} A_{x'y'} \) is standard. Thus

Any ordered word of the form \( \partial^k A_{xy} \partial^{k'} A_{x'y'} \) with \( \partial^k A_{xy} \leq \partial^{k'} A_{xy} \), that is not standard, can be written as a linear combination of standard monomials, which are lexicographically smaller.

Now for any ordered word \( s = s_1 s_2 \cdots s_n \) with \( s_i = \partial^k A_{x_i y_i} \), if \( s_i \not\succ s_{i+1} \), switching \( s_i \) and \( s_{i+1} \), we get a lexicographically smaller word. If \( s_i \not\preceq s_{i+1} \) and \( s_i s_{i+1} \) is not standard, by the above result, \( s_i s_{i+1} \) can be written as a linear combination of lexicographically smaller words. So \( s \) is equal to a linear combination of lexicographically smaller words of \( S \). Thus

Any ordered word of \( S \) that is not standard, can be written as a linear combination of lexicographically smaller words of \( S \).

Using the above statement, for any ordered word of \( S \), if it is not standard, we can write it as a linear combination of standard words of \( S \), which are lexicographically smaller.

Now we prove that the set of the standard monomials is linearly independent.

We order the generators of \( R \) by

\[
\partial^k c_1 < \partial^k c_2 < \partial^k b_2 < \partial^k b_1 < \partial^{k+1} \gamma_1 < \partial^{k+1} \gamma_2 < \partial^k \beta_2 < \partial^k \beta_1 < \partial^{k+1} c_1 < \partial^{k+1} c_2.
\]

Then we order the monomials of \( R \) lexicographically, i.e. for two monomials of \( R \), which are written in the form \( r = r_1 \cdots r_k \) and \( r' = r'_1 \cdots r'_{k'} \) with \( r_i \leq r_{i+1} \) and \( r'_i \leq r'_{i+1} \),

\[
 r < r' \text{ if and only if (1) } k < k' \text{ or (2) } k = k' \text{ and } r_i = r'_i \text{ for } i < j \text{ and } r_j < r'_j.
\]

For any element \( s \in R \), let \( L(s) \) be the largest monomial in \( s \).

For example, let \( a = 1 \) for \( x = \beta, b = 2 \) for \( x = \partial \gamma, c = \bar{a} = 1 \) for \( y = \partial \gamma, c, \bar{a} = 2 \) for \( y = \beta, b \).

\[
L(\partial^{2k} A_{xy}) = C_1 \partial^k y_a \partial^k x_a, \quad L(\partial^{2k+1} A_{xy}) = C_2 \partial^k x_a \partial^{k+1} y_a.
\]

Here \( C_1, C_2 \) are nonzero constants. Thus for \( s, s' \in S \), \( L(s) \) and \( L(s') \) can be written in the form \( C x_a y_a \) and \( C' x'_a y'_a \), respectively. If \( ss' \) is standard, by the definition of the partial ordering, we have

\[
x_a \leq x'_a \text{, for } x_a \text{ even, } (x_a < x'_a, \text{ for } x_a \text{ odd});
\]

\[
y_a \leq y'_a \text{, for } y_a \text{ even, } (y_a < y'_a, \text{ for } y_a \text{ odd}).
\]

And \( L(ss') = CC' x_a y_a x'_a y'_a \). In fact, \( L \) satisfies the property:

\[
L(ss') = L(s)L(s'), \quad \text{for } s, s' \in R \text{ and } L(s)L(s') \neq 0.
\]

Thus if \( s = s_1 \cdots s_n \) is a standard monomial and \( L(s_i) = x_{ai} y_{ai} \), then

\[
L(s) = L(s_1) \cdots L(s_n) = C x_{a}^{1} y_{a}^{1} \cdots x_{a}^{n} y_{a}^{n}, \quad C \neq 0
\]

and if \( s \) and \( s' \) are two standard monomials, then \( s \neq s' \) if and only if \( L(s) \neq L(s') \). So \( \{L(s) \mid s \text{ is a standard monomial of } S\} \) are linearly independent. \( L \) is a linear map, so the
set of standard monomials of $S$ is linearly independent. We have proved that the standard monomials of $S$ form a basis of $R^{\mathfrak{sl}_2[t]}$. □

A criterion for $\mathfrak{sl}_2[t]$ invariance. We need the following lemma later to determine whether elements of $R$ are $\mathfrak{sl}_2[t]$ invariant.

Lemma 4.3. If $f \in R$ is $\mathfrak{sl}_2$ invariant and satisfies

$$
\sum_{k \geq 1} (H t^k f) \frac{\partial^{k \gamma_1}}{k!} + \sum_{k \geq 1} (G t^k f) \frac{\partial^{k \gamma_2}}{k!} = 0,
$$

then $f$ is $\mathfrak{sl}_2[t]$ invariant.

Proof. Letting $G$ act on both sides of (4.14), we get

$$
-2 \sum_{k \geq 1} (G t^k f) \frac{\partial^{k \gamma_1}}{k!} - \sum_{k \geq 1} (H t^k f) \frac{\partial^{k \gamma_2}}{k!} = 0.
$$

Letting $G$ act on the both sides of the above equation, we get

$$
4 \sum_{k \geq 1} (G t^k f) \frac{\partial^{k \gamma_2}}{k!} = 0.
$$

Letting $F$ act on (4.16), we get

$$
\sum_{k \geq 1} (H t^k f) \frac{\partial^{k \gamma_2}}{k!} + \sum_{k \geq 1} (G t^k f) \frac{\partial^{k \gamma_1}}{k!} = 0.
$$

Then from (4.15) and (4.17), we get

$$
\sum_{k \geq 1} (G t^k f) \frac{\partial^{k \gamma_1}}{k!} = 0.
$$

Denote

$$
\mathcal{O}_1 = \sum_{k \geq 1} \frac{\partial^{k \gamma_1}}{k!} G t^k, \quad \mathcal{O}_2 = \sum_{k \geq 1} \frac{\partial^{k \gamma_2}}{k!} G t^k.
$$

We have $\mathcal{O}_1 f = \mathcal{O}_2 f = 0$. Let

$$
\mathbb{P}_n = \left[ \cdots [ [ \mathcal{O}_2, \mathcal{O}_1 ] , \mathcal{O}_1 ] , \cdots , \mathcal{O}_1 ] \right], \quad n \geq 0.
$$
Then $P_n f = 0$. We calculate this operator as follows.

\[
P_n = \left[ \cdots \left( \sum_{k \geq 1} \frac{\partial^k \gamma}{k!} \sum_{l \geq 1} \left( Gt^k \frac{\partial^l_{\gamma_k}}{l!} \right) Gt^l \cdot \mathbb{O}_1 \right) \cdots \mathbb{O}_1 \right]
\]

\[
= \left[ \cdots \left( \sum_{k \geq 1} \frac{\partial^k \gamma}{k!} \sum_{l_1 > k} \left( \frac{\partial^{l_1 - k \gamma}}{(l_1 - 1 - k)!} \right) Gt^{l_1} \cdot \mathbb{O}_1 \right) \cdots \mathbb{O}_1 \right]
\]

\[
= \sum_{k \geq 1} \frac{\partial^k \gamma}{k!} \sum_{l_1 > k} \left( \frac{\partial^{l_1 - k \gamma}}{(l_1 - 1 - k)!} \right) \sum_{l_2 > l_1} \left( \frac{\partial^{l_2 - l_1 \gamma}}{(l_2 - 1 - l_1)!} \right) \cdots \sum_{l_n+1 > l_n} \left( \frac{\partial^{l_{n+1} - l_n \gamma}}{(l_{n+1} - 1 - l_n)!} \right) Gt^{l_{n+1}}
\]

\[
= \frac{(\partial^2 \gamma)^{n+2}}{(n+2)!} Gt^{n+2} + \sum_{l \geq n+3} a_l Gt^l.
\]

Notice that there is some $N$, such that when $n \geq N$, $Gt^n f = 0$. Let $N_0$ be the minimal integer with this property. If $N_0 \geq 3$,

\[
0 = P_{N_0-3} f = \frac{(\partial^2 \gamma)^{n+2}}{(n+2)!} Gt^{N_0-1} f + \sum_{l \geq N_0} a_l Gt^l f = \frac{(\partial^2 \gamma)^{n+2}}{(n+2)!} Gt^{N_0-1} f.
\]

Thus $Gt^{N_0-1} f = 0$, which contradicts the minimality of $N_0$. So $Gt^2 f = 0$. Thus $0 = O_1 f = \gamma^1 Gt f$, we conclude $Gt f = 0$. Since $Gt$ and $sl_2$ generate the Lie algebra $sl_2[t]$, $f$ is $sl_2[t]$ invariant. 

\[\square\]

5. **Global sections of the chiral de Rham complex on Kummer surfaces**

**Chiral de Rham complex on Kummer surfaces.** Let $X$ be a Kummer surface. Then there is an abelian surface $A = \mathbb{C}^2 / \Lambda$ with $\Lambda \cong \mathbb{Z}^4$ and an involution $\iota : A \to A$ defined by $\iota(a) = -a$. The quotient $\tilde{X} = A/\iota$ has 16 ordinary double points $\{p_i\}$. $X$ can be constructed by blowing up at these singular points. Let $\pi : X \to \tilde{X}$, $C_i = \pi^{-1}(p_i)$ are genus zero curves. Let $\tilde{z}^1, \tilde{z}^2$ be coordinates of $\mathbb{C}^2$, $\tilde{z}^1, \tilde{z}^2$ can be regarded as coordinates on $X \backslash \{C_i\}$. Assume $p_0 = (0,0)$, we can use two charts to cover a neighborhood $C_0$: $(U_1, \tilde{z}^1, \tilde{z}^2), (U_2, \tilde{z}^1, \tilde{z}^2)$. Their relations with $\tilde{z}^1, \tilde{z}^2$ are

\[
z^1 = (\tilde{z}^1)^2, \quad z^2 = \frac{\tilde{z}^2}{\tilde{z}^1};
\]

\[
z^1 = (\tilde{z}^2)^2, \quad z^2 = \frac{\tilde{z}^1}{\tilde{z}^2}.
\]

These relations give relations between $\tilde{\beta}, \partial \tilde{\gamma}, \tilde{b}, \tilde{c}$ and $\beta, \partial \gamma, b, c$ of the chiral de Rham complex $Q = Q_X$ on $X$. Then by the equations [33], we get the corresponding relations for
\( \beta, \partial \gamma, b, c \) of the refined associated graded sheaf \( \text{gr}^2(Q) \) on \( X \):

\[
\begin{align*}
\partial^{l+1} \gamma^1 &= \partial \left( \frac{t}{2} \partial \gamma^1 \right) = \frac{t}{2} \partial^{l+1} \gamma^1 - \frac{t^3}{4} \sum_{k=1}^{l} \partial^{l-k} (\partial \gamma^1 \partial^k \gamma^1) + O(t^5); \\
\partial^{l+1} \gamma^2 &= \partial \left( \frac{1}{t} \partial \gamma^2 + \frac{t}{2} \gamma^2 \partial \gamma^1 \right) \\
&= t \partial^{l+1} \gamma^2 + \frac{t^2}{2} \partial^{l+1} \gamma^1 + \frac{t}{2} \sum_{k=1}^{l} \partial^{l-k} (\partial \gamma^1 \partial^k \gamma^2) + \frac{t}{2} \sum_{k=1}^{l} \partial^{l-k} (\partial \gamma^2 \partial^k \gamma^1) + O(t^3); \\
\partial^l c^1 &= \partial \left( \frac{t}{2} c^1 \right) = \frac{t^2}{2} \partial c^1 - \frac{t^3}{4} \sum_{k=0}^{l-1} \partial^{l-k} (\partial \gamma^1 \partial^k c^1) + O(t^5); \\
\partial^l c^2 &= \partial \left( \frac{1}{t} c^2 + \frac{t}{2} \gamma^2 c^1 \right) \\
&= t \partial^l c^2 + \frac{t^2}{2} \partial^l c^1 + \frac{t}{2} \sum_{k=0}^{l-1} \partial^{l-k-1} (\partial \gamma^1 \partial^k c^2) + \frac{t}{2} \sum_{k=0}^{l-1} \partial^{l-k-1} (\partial \gamma^2 \partial^k c^1) + O(t^3);
\end{align*}
\]

(5.1)

\[
\begin{align*}
\partial^l b^1 &= \partial \left( \frac{2}{t} b^1 - t \gamma^2 b^2 \right) \\
&= \frac{2}{t} \partial^l b^1 - t \gamma^2 \partial b^2 + t \sum_{k=0}^{l-1} \partial^{l-k-1} (\partial \gamma^1 \partial^k b^1) - t \sum_{k=0}^{l-1} \partial^{l-k-1} (\partial \gamma^2 \partial^k b^2) + O(t^3); \\
\partial^l b^2 &= \partial (tb^2) = t \partial b^2 - \frac{t^3}{2} \sum_{k=0}^{l-1} \partial^{l-k-1} (\partial \gamma^1 \partial^k b^2) + O(t^5); \\
\partial^l \tilde{\beta}^1 &= \partial \left( \frac{2}{t} \partial^l \beta^1 - t \gamma^2 \beta^2 \right) \\
&= \frac{2}{t} \partial^l \beta^1 - t \gamma^2 \partial \beta^2 + t \sum_{k=0}^{l-1} \partial^{l-k-1} (\partial \gamma^1 \partial^k \beta^1) - t \sum_{k=0}^{l-1} \partial^{l-k-1} (\partial \gamma^2 \partial^k \beta^2) + O(t^3); \\
\partial^l \tilde{\beta}^2 &= \partial (t \beta^2) = t \partial \beta^2 - \frac{t^3}{2} \sum_{k=0}^{l-1} \partial^{l-k-1} (\partial \gamma^1 \partial^k \beta^2) + O(t^5).
\end{align*}
\]

Here \( t = \frac{1}{\sqrt{\pi}} \), \( \partial t = -\frac{1}{2} t^3 \partial \gamma^1 + O(t^5) \).

**Global sections of \( \text{gr}^2(Q) \).** We introduce the following notation:

when \( (x, y) = (\beta, \partial \gamma), (\beta, c), (b, \partial \gamma), (b, c), (\beta, \partial \gamma), (\tilde{\beta}, \partial \tilde{\gamma}), (\tilde{b}, \partial \tilde{\gamma}), (\tilde{b}, \tilde{c}), (\tilde{c}, \partial \tilde{\gamma}) \), let

\[
A(x, y, i, j) = \partial^i x^1 \partial^j y^1 + \partial^i x^2 \partial^j y^2;
\]

when \( (x, y) = (\beta, \beta), (\beta, b), (b, b), (c, c), (\partial \gamma, \partial \gamma), (c, \partial \gamma), (\tilde{\beta}, \tilde{\beta}), (\tilde{\beta}, \tilde{b}), (\tilde{b}, \tilde{b}), (\tilde{c}, \tilde{c}), (\partial \tilde{\gamma}, \partial \tilde{\gamma}), (\tilde{c}, \partial \tilde{\gamma}) \), let

\[
A(x, y, i, j) = \partial^i x^1 \partial^j y^2 - \partial^i x^2 \partial^j y^1.
\]

By identifying the elements \( \beta, \partial \gamma, b, c \in R \) in Section 4 with those in \( \text{gr}^2(Q)(U_1) \), \( R \) can be regarded as a subring of \( \text{gr}^2(Q)(U_1) \). The generators of \( \text{R}_i^{4, 4} \) in (4.4) are

\[
A_{\beta \partial \gamma} = A(\beta, \partial \gamma, 0, 0), \quad A_{bc} = A(b, c, 0, 0), \quad A_{\beta c} = A(\beta, c, 0, 0), \quad A_{\partial \gamma b} = A(\partial \gamma, b, 0, 0),
\]
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Corollary 5.2. A monomial theory is canonically defined. In particular, it has a canonical basis. Since ∂ is an isomorphism. Since A is an abelian variety K is a holonomy group of q bundles. For a fixed point n is homogeneous of degree n + 2.

Theorem 5.1. Aβνγ, Aβγ, Aβc, Aνγb, Aνb, Aβb, Aνγc generate gr^2(Q)(X) as a ∂-ring.

For any p ∈ U_1, the composition

\[ R \to \text{gr}^2(Q)(U_1) \to \text{gr}^2(Q)(U_1)|_p \]

is an isomorphism. Since Aβνγ, Aβγ, Aβc, Aνγb, Aνb, Aβb, Aνγc generate R^{sl_2[l]}, we have

Corollary 5.2.

\[ \text{gr}^2(Q)(X) \cong R^{sl_2[l]} \cong \text{gr}^2(Q)|_{R^{sl_2[l]}}. \]

By Theorem 4.2, R^{sl_2[l]} has a standard monomial theory for S, so gr^2(Q)(X) has a standard monomial theory. In particular, it has a canonical basis. Now we prove the theorem. If g is a global section of gr^2(Q), then \( \pi_*(g|_{X \setminus \{C_1\}}) \) is defined on \( \tilde{X} \setminus \{p_i\} \), which can be pulled back to A, and extended to a global section on A. For the abelian variety A, in coordinates \((\tilde{z}_1, \tilde{z}_2)\),

\[ \tilde{R} = \text{gr}^2(Q)(A) = \mathbb{C}[\partial^k \tilde{z}_i, \partial^{k+1} \tilde{z}_i, \partial^k \tilde{b}, \partial^k \tilde{c}], \quad i = 1, 2, k \geq 0. \]

So in the coordinates \((\tilde{z}_1, \tilde{z}_2)\), we naturally have \( \text{gr}^2(Q)(X) \subset \tilde{R} \).

From [10], the global sections of tensors of tangent bundles and cotangent bundles on a K3 surface are parallel and G = SU(2) invariant at a point on the surface. Here G is the holonomy group of K3. It acts naturally on the fibres of tangent bundles and cotangent bundles. For a fixed point q ∈ X \( \setminus \{C_1\} \), \( \tilde{R} \cong \tilde{R}|_q \) is isomorphic to the fibre of the bundle \( (3.5) \) at q. Then we have

Lemma 5.3. For the Kummer surface X

\[ \text{gr}^3(Q)(X) \cong \text{gr}^3(Q)(X)|_p = \tilde{R}^{SU(2)} \cong \tilde{R}^{SU(2)}. \]

A(\tilde{x}, \tilde{y}, i, j), x, y = β, ∂γ, b, c and i, j ≥ 0 are global sections of gr^3(Q). On the other hand, by the first fundamental theorem of invariant theory for SU(2), they generate the ring \( \tilde{R}^{SU(2)} \). Thus by Lemma 5.3, we have

Lemma 5.4. A(\tilde{x}, \tilde{y}, i, j), x, y = β, ∂γ, b, c and i, j ≥ 0 generate gr^3(Q)(X).

If F is a global section of gr^2(Q)n,s in the coordinates \((\tilde{z}_1, \tilde{z}_2)\), F can be written as a polynomial in \( \tilde{b}, \tilde{c} \) and their ∂-derivatives with homogeneous degree in ∂b, l ≥ 0 being n − s and homogeneous degree in ∂β, l ≥ 0 being s. As a polynomial in ∂^{l+1}γ, ∂c, l ≥ 0,

\[ F = F_a + F_{a+1} + F_{a+2}, \]

where every monomial of \( F_{a+2} \) has degree at least \( a+2 \), \( F_a \neq 0 \) is homogeneous of degree \( a \) and \( F_{a+1} \) is homogeneous of degree \( a+1 \). So as polynomials in ∂\tilde{b}, ∂^{l+1}γ, ∂\tilde{b}, ∂l\tilde{c}, l ≥ 0, \( F_a \) is homogeneous of degree \( n+a \), \( F_{a+1} \) is homogeneous of degree \( n+a+1 \), every monomial of \( F_{a+2} \) has degree at least \( n+a+2 \).

Through the morphism of sheaves

\[ H_a : \text{gr}^2(Q)_{n,s}^a \to \text{gr}^2(Q)_{n,s}^a / \text{gr}^2(Q)_{n,s}^{a+1} \subset \text{gr}^3(Q). \]
$H_a(F)$ is a global section of $\text{gr}^3(Q)$, and we have

$$H_a(F) = f_a(H_0(\beta), H_1(\partial_\gamma), H_0(\bar{b}), H_1(\bar{c})).$$

Thus by Lemma 5.4, $f_a$ is generated by $A(\bar{x}, \bar{y}, i, j)$.

From the coordinate transformation formula (5.1), we have

$$\partial^k \bar{x} = \sum a_n t^{2i+1}, \text{ for } x = \beta, \partial_\gamma, b, c, k \geq 0.$$  

Here $a_n$ is a polynomial of $\partial^l \beta, \partial^l \gamma, \partial^l b, \partial^l c, l \geq 0$. So the coefficient of $t^{2k}$ will be zero. Since $f_a \neq 0$, $f_a$ is generated by the quadratics $A(x, y, i, j)$, $a + n$ must be even, i.e. $n + a + 1$ must be odd. Then

$$f_{a+1}(\tilde{\beta}, \tilde{\gamma}, b, c) = \sum a_n(\beta, \gamma, b, c) t^{2n+1}.$$  

The coordinate transformation formula for $A(b, c, i, j)$ is

$$A(\bar{b}, \bar{c}, i, j) = A(b, c, i, j) + \frac{t^2}{2} \left( -\partial^i b \sum_{k=0}^{i-1} \partial^k c \partial^{i-k} (\partial^{k+1} c) + \partial^i b \sum_{k=0}^{i-1} \partial^i c \partial^{k-1} (\partial^{k+1} c) \right)$$

$$+ \frac{t^2}{2} \left( \sum_{k=0}^{i-1} \partial^i c \partial^k b \partial^{i-k} c^1 - \sum_{k=0}^{i-1} \partial^i c \partial^k b \partial^{i-k} c^2 \right)$$

$$+ \frac{t^2}{2} \left( \sum_{k=0}^{i-1} \partial^i c \partial^k b \partial^{i-k} c^1 + \partial^i b \sum_{k=0}^{i-1} \partial^i c \partial^{k+1} c \right) + O(t^4)$$

$$= A(b, c, i, j) + \frac{t^2}{2} \left( \sum_{k=1}^{i} H_k(A(b, c, i, j)) \frac{\partial^{k+1} c}{k!} + \sum_{k=1}^{i} G_k(A(b, c, i, j)) \frac{\partial^{k+2} c}{k!} \right) + O(t^4).$$

In fact one can check that for $x, y = \beta, \partial_\gamma, b, c$,

$$A(\bar{x}, \bar{y}, i, j) = \alpha \left( A(x, y, i, j) + \frac{t^2}{2} \left( \sum_{k=1}^{i} H_k(A(x, y, i, j)) \frac{\partial^{k+1} c}{k!} + \sum_{k=1}^{i} G_k(A(x, y, i, j)) \frac{\partial^{k+2} c}{k!} \right) \right) + O(t^4).$$

Here $\alpha$ is a constant.

1. $\alpha = 0$, $(x, y) = (\beta, \gamma), (\beta, \partial_\gamma), (b, c), (b, \partial_\gamma)$;

2. $\alpha = 2$, $(x, y) = (\beta, \beta), (b, b), (\beta, b)$;

3. $\alpha = \frac{1}{2}$, $(x, y) = (\partial_\gamma, \partial_\gamma), (\partial_\gamma, c), (c, c)$.

Thus $f_a(\tilde{\beta}, \tilde{\gamma}, b, c)$

$$= 2^{n-a} \left( f_a(\beta, \partial_\gamma, b, c) + \frac{t^2}{2} \left( \sum_{k=1}^{i} H_k f_a(\beta, \partial_\gamma, b, c) \frac{\partial^{k+1} c}{k!} + \sum_{k=1}^{i} G_k f_a(\beta, \partial_\gamma, b, c) \frac{\partial^{k+2} c}{k!} \right) \right) + O(t^4).$$

From the coordinate transformation formula (5.1), we know that the degree of $\partial^l \beta, \partial^{l+1} \gamma$, $l \geq 0$ will not decrease after the coordinate transformation. Since every monomial of $F_{a+2}$ has degree of $\partial^l \beta, \partial^{l+1} \gamma$ at least $a + 2$, after changing coordinates, the degree of $\partial^l \beta, \partial^{l+1} \gamma$ will still be at least $a + 2$. Then

$$f_a(\tilde{\beta}, \tilde{\gamma}, b, c) = f_a(\tilde{\beta}, \tilde{\gamma}, b, c) + f_{a+1} + F_{a+2}$$

$$= \alpha^{\frac{a+1}{2}} \left( f_i(\beta, \partial_\gamma, b, c) + \frac{t^2}{2} \left( \sum_{k=1}^{i} H_k f_a(\beta, \partial_\gamma, b, c) \frac{\partial^{k+1} c}{k!} + \sum_{k=1}^{i} G_k f_a(\beta, \partial_\gamma, b, c) \frac{\partial^{k+2} c}{k!} \right) \right).$$
Theorem 5.5. The eight global sections given by (5.2) strongly generate \( t \) on \( \mathbb{Q} \). These sections can be extended to global sections of \( \mathbb{Q} \) by Theorem 5.1. Locally, the images of the eight global sections given by (5.2) in \( \mathbb{Q} \) are invariant. This completes the proof of Theorem 5.1 and Corollary 5.2.

Global sections of chiral de Rham complex on Kummer surface. Consider the sections in \( \mathbb{Q}(U_1) \):

\[
Q(z) = : \beta^1(z) c^1(z) : + : \beta^2(z) c^2(z) :, \quad L(z) = \sum_{i=1}^{2} (: \beta^1(z) \partial \gamma^i(z) : - : b^i(z) \partial c^i(z) :),
\]

\[
J(z) = - : b^1(z) c^1(z) : - : b^2(z) c^2(z) :, \quad G(z) = : b^1(z) \partial \gamma^1(z) : + : b^2(z) \partial \gamma^2(z) :,
\]

\[
B(z) = : \beta^1(z) b^2(z) : - : \beta^2(z) b^1(z) :, \quad D(z) = : b^1(z) b^2(z) :,
\]

\[
C(z) = : \partial \gamma^1(z) c^2(z) : - : \partial \gamma^2(z) c^1(z) :, \quad E(z) = : c^1(z) c^2(z) :.
\]

These sections can be extended to global sections of \( \mathbb{Q} \) on \( X \). Note that \( L(z), J(z), Q(z), G(z) \) are global sections on any Calabi-Yau manifold, and \( E(z) \) and \( D(z) \) correspond to the nowhere vanishing holomorphic 2-form on \( X \) and its dual respectively. The last two sections come from

\[
C(z) = G \circ_0 E(z), \quad B = Q \circ_0 D(z).
\]

Now we can prove

Theorem 5.5. The eight global sections given by (5.2) strongly generate \( \mathbb{Q}(X) \).

Proof. Locally, the images of the eight global sections given by (5.2) in \( \text{gr}^2(Q)(X) \) are

\[
\psi_{2,0}(\phi_2(D(z))) = A_{bb}, \quad \psi_{2,1}(\phi_2(B(z))) = A_{\bar{b}b},
\]

\[
\psi_{1,1}(\phi_1(L(z))) = A_{\bar{b}\gamma}, \quad \psi_{1,1}(\phi_1(Q(z))) = A_{\beta c},
\]

\[
\psi_{1,0}(\phi_1(J(z))) = -A_{bc}, \quad \psi_{1,0}(\phi_1(G(z))) = A_{\bar{b}\gamma},
\]

\[
\psi_{0,0}(\phi_0(C(z))) = A_{\partial \gamma}, \quad \psi_{0,0}(\phi_0(E(z))) = A_{cc}.
\]

By Theorem 5.1, \( \psi_{2,0}(\phi_2(D(z))), \psi_{2,1}(\phi_2(B(z))), \psi_{1,1}(\phi_1(L(z))), \psi_{1,1}(\phi_1(Q(z))), \psi_{1,0}(\phi_1(J(z))), \psi_{1,0}(\phi_1(G(z))), \psi_{0,0}(\phi_0(C(z))), \psi_{0,0}(\phi_0(E(z))) \) generate \( \text{gr}^2(Q)(X) \) as a \( \partial \)-ring. So by Lemma 3.2, \( \phi_2(D(z)), \phi_2(B(z)), \phi_1(L(z)), \phi_1(Q(z)), \phi_1(J(z)), \phi_1(G(z)), \phi_0(C(z)), \phi_0(E(z)) \) generate \( \text{gr}(Q)(X) \) as a \( \partial \)-ring. Then by Lemma 3.1, \( D(z), B(z), L(z), Q(z), J(z), G(z), C(z), E(z) \) strongly generate \( \mathbb{Q}(X). \)

\[\Box\]
Corollary 5.6. For a Kummer surface $X$, $Q(X)$ is isomorphic to the $N = 4$ superconformal algebra with central charge $c = 6$.

Proof. The generators and OPE relations of this algebra can be found on page 187 of [9], and checking this is a straightforward calculation. Note that the Virasoro element $L(z)$ above must be replaced with $L(z) - 1/2\partial J(z)$, which has central charge 6. □

Remark 5.7. In fact, $Q(X)$ is isomorphic to the simple $N = 4$ vertex algebra with $c = 6$. This follows from a more general result which will appear in a separate paper.

Finally, we use the basis of $R^{sl_2[4]}$ constructed in Section 4 to construct a basis of $Q(X)$. For convenience, let $\alpha$ be the ‘inverse’ of $\psi\phi$ on the set $S$: 

\[ \alpha(\partial^k A_{bh}) = \partial^k D(z), \quad \alpha(\partial^k A_{\beta b}) = \partial^k B(z), \quad \alpha(\partial^k A_{\beta \gamma}) = \partial^k L(z), \]
\[ \alpha(\partial^k A_{\beta c}) = \partial^k Q(z), \quad \alpha(\partial^k A_{bc}) = \partial^k J(z), \quad \alpha(\partial^k A_{b\gamma}) = \partial^k G(z), \]
\[ \alpha(\partial^k A_{c\gamma}) = \partial^k C(z), \quad \alpha(\partial^k A_{cc}) = \partial^k E(z). \]

For a standard monomial $s = s_1 s_2 \cdots s_k$ of $S$, let

\[ \alpha(s) =: \alpha(s_1) \alpha(s_2) \cdots \alpha(s_k) :. \]

Then $\psi_*(\phi_* (\alpha(s))) = s$, with appropriate subscripts of $\psi$ and $\phi$. It is easy to check that the set 

\[ \{ \alpha(s) | s \text{ is a standard monomial of } S \} \]

is a linear basis of $Q(X)$.
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