ON THE STRUCTURE OF RCD SPACES WITH UPPER CURVATURE BOUNDS
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ABSTRACT. We develop a structure theory for RCD spaces with curvature bounded above in Alexandrov sense. In particular, we show that any such space is a topological manifold with boundary whose interior is equal to the set of regular points. Further the set of regular points is a smooth manifold and is geodesically convex. Around regular points there are DC coordinates and the distance is induced by a continuous BV Riemannian metric.
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1. INTRODUCTION

A natural well-studied subclass of the class of metric measure spaces \((X, d, m)\) satisfying the RCD\((K, N)\) condition with \(K \in \mathbb{R}\) and \(N \in (0, \infty)\) is given by \(n\)-dimensional Alexandrov spaces of curvature \(\geq K/(n-1)\) with \(n \leq N\) equipped with the \(n\)-dimensional Hausdorff measure \(m = \mathcal{H}_n\). In this paper we investigate another natural subclass given by metric measure spaces \((X, d, m)\)
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such that

\[(X, d, m) \text{ is } \text{RCD}(K, N) \text{ and } (X, d) \text{ is } \text{CAT}(\kappa).\]

This subclass is natural because it is stable under measured Gromov–Hausdorff convergence. It is well known that there are Alexandrov spaces which are not \(\text{CAT}(\kappa)\) for any \(\kappa\) even locally. On the other hand it was shown in [KK17] that there exist spaces satisfying (1) which have no lower curvature bounds in Alexandrov sense. Thus neither of these classes is contained in the other. However it was shown in [KK17] that in the special case when \(X\) satisfying (1) is \textit{non-collapsed} (i.e. when \(N = n\) and \(m = H_n\)) then \(X\) is Alexandrov with curvature bounded from below by \(K - (n-2)\kappa\). It then follows by a theorem of Berestovskii and Nikolaev [BN93] that the set of regular points is a \(C^1\) manifold and the distance function derives from a \(C^{1,\alpha}\)-Riemannian metric.

The aim of this article is to study the case of spaces satisfying (1) in general. Note that it was shown in [KK17] that if \((X, d, m)\) is \(\text{CD}(K, N)\) and \(\text{CAT}(\kappa)\) then it’s automatically infinitesimally Hilbertian and hence \(\text{RCD}(K, N)\). Thus \(X\) satisfies (1) if and only if it is \(\text{CD}(K, N)\) and \(\text{CAT}(\kappa)\).

In particular, we are interested in the structure of the regular set \(\mathcal{R} = \bigcup_{k \geq 0} \mathcal{R}_k\) where \(\mathcal{R}_k\) is the set of points that have a unique Gromov–Hausdorff tangent cone isometric to \(\mathbb{R}^k\).

It is known that for a general \(\text{RCD}(K, N)\) space \((Y, d, m)\) with \(N < \infty\) there exists unique \(n \leq N\) such \(m(\mathcal{R}_n) > 0\) [BS18]. The number \(n\) is called the \textit{geometric dimension} of \(X\). We will denote it by \(\dim_{\text{geom}} Y\).

We also introduce a notion of the \textit{geometric boundary} \(\partial X\) of \(X\) which is defined inductively on the geometric dimension and is analogous to the definition of the boundary of Alexandrov spaces and of non-collapsed \(\text{RCD}\) spaces as defined in [KM19].

Our main result is the following structure theorem

**Theorem 1.1** (Theorem 3.19, Corollary 4.4, Theorem 5.1). Suppose \(X\) satisfies (1).

Then \(X\) is a topological \(n\)-manifold with boundary where \(n = \dim_{\text{geom}} X\) is the geometric dimension of \(X\). Furthermore the following properties hold

\[(1) \text{ Int } X, \text{ the manifold interior of } X, \text{ is equal to } \mathcal{R}_n \text{ and } \mathcal{R}_k = \emptyset \text{ for } k \neq n. \text{ In particular } \mathcal{R} = \mathcal{R}_n.\]

\[(2) \mathcal{R} \text{ is geodesically convex.}\]

\[(3) \text{Geodesics in } \mathcal{R} \text{ are locally extendible.}\]

\[(4) \mathcal{R} \text{ has a structure of a } C^1 \text{-manifold with a } BV \cap C^0 \text{-Riemannian metric which induces the original distance } d.\]

\[(5) \text{The manifold boundary } \partial X \text{ of } X \text{ is equal to the geometric boundary } \partial X.\]

In the special case when \(\kappa = 1, K = N - 1\) we obtain the following rigidity result.

**Theorem 1.2** (Sphere-Theorem (Corollary 4.6)). Let \((X, d, m)\) be \(\text{RCD}(N - 1, N)\) and \(\text{CAT}(1)\) for some \(N > 1\).

If \(\partial X \neq \emptyset\) then \(X\) is homeomorphic to a closed disk of dimension \(\leq N\).

If \(\partial X = \emptyset\) then \(N\) is an integer and \(X\) is metric measure isomorphic to \((S^N, \text{const} \cdot H_N)\).

By the structure theory for \(\text{RCD}(K, N)\) spaces it is known that for a general \(\text{RCD}(K, N)\) space \((Y, d, m)\) with \(N < \infty\) it holds that \(m\) is absolutely continuous with respect to \(H_n\) where \(n = \dim_{\text{geom}} X\) (for instance [MN19, KM18, BS18]). We show

**Theorem 1.3** (Subsection 6.2). The limit \(f(x) = \lim_{r \to 0} m(B(x, r))\) exists for all \(x \in \mathcal{R}\).

Furthermore, \(f\) is semi-concave and locally Lipschitz on \(\mathcal{R}\) and \(m|_{\mathcal{R}} = f \cdot H_n\).

Finally, we consider the subclass of \textit{weakly non-collapsed} \(\text{RCD}\) spaces with upper curvature bounds. Weakly non-collapsed \(\text{RCD}(K, N)\) spaces are \(\text{RCD}(K, N)\) spaces for which the geometric dimension \(n\) is the maximal possible, i.e. it is equal to \(N\). It was conjectured by Gigli and DePhilippis in [DPG18] that in this case up to a constant multiple \(m = H_n\), i.e. up to rescaling the
measure by a constant weakly non-collapsed spaces are non-collapsed. The conjecture was proved for spaces satisfying (1) in [KK19]. In [Han19] Han proved the conjecture when the underlying metric space is a smooth Riemannian manifold with boundary.

In this paper we give a much simpler proof of this conjecture for spaces satisfying (1) using somewhat similar ideas to those in [Han19].

**Theorem 1.4** (Corollary 6.6). Suppose $X$ satisfies (1) and is weakly non-collapsed. Then $f = \text{const } m$-almost everywhere on $X$.

Some of the results of this article already appear in [KK19]. While we were preparing this article we became aware of a recent preprint [Hon19] by S. Honda. He confirms Gigli and DePhilippis’ conjecture in the compact case without assuming an upper curvature bound, though his argument is again more involved and based on the $L^2$-embedding theory for RCD space via the heat kernel [AHPT18]. This does imply Theorem 1.4 for general, possibly noncompact $X$ satisfying (1) because condition (1) implies that all small closed balls in $X$ are convex and compact.

To close this introduction we remark again that the class of spaces satisfying (1) is natural because it is stable w.r.t. measured Gromov–Hausdorff convergence. As a subclass of the class of RCD spaces it can serve as a test case for proving general conjectures about RCD spaces. In particular in Section 7 we prove that for spaces satisfying (1) same scale tangent cones are measured Gromov–Hausdorff continuous along interiors of geodesics. This is known to be true for limit geodesics in Ricci limits [CN12, KL18] but is currently not known for general RCD($K, N$) spaces.

It is also quite natural to relax the assumptions further and replace the RCD condition by the even weaker but still measured Gromov–Hausdorff stable measure contraction property MCP [Oht07, Stu06b]. The authors plan to investigate this class in a separate paper.

The article is structured as follows.

In Section 2 we recall definitions and results about RCD spaces with curvature bounded above and calculus in DC coordinates.

In Section 3 we develop structure theory of RCD+CAT spaces.

In Section 4 we introduce and study the geometric boundary of RCD+CAT spaces.

In Section 5 we study the DC structure on $\mathbb{R}$.

In Section 6 we study the density function, first in the non-collapsed, and then in the collapsed case.

In Section 7 we prove the continuity of same scale tangent cones along interiors of geodesics.

In the development of the structure theory of RCD+CAT spaces in sections 3 and 4 only a few consequences of the RCD condition were used, chief of which are non-branching and the splitting theorem. In Section 8 we try to find the fewest number of extra conditions one needs in addition to CAT to make much of the structure theory from sections 3 and 4 work.
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## 2. Preliminaries

### 2.1. Notations

Given a metric space $X$ we will denote by $C(X)$ the Euclidean cone over $X$ and by $S(X)$ spherical suspension over $X$. We use the parametrization $X \times [0, \pi]$ for $C(X)$ and $X \times [0, \infty]$ for $S(X)$ and use $0$ for the point $(x, 0)$ in $C(X)$ and resp. $S(X)$.

For $p \in X$ we’ll denote by $B_r(p)$ the ball of radius $r$ centered at $p$ and by $S_r(p)$ the sphere of radius $r$ around $p$.

Given $p, q$ in a geodesic metric space $X$ we’ll denote by $[x, y]$ a shortest geodesic between $p$ and $q$.

The radius of metric space $X$ is defined as $\text{rad } X := \inf r$ such that $B_r(p) = X$ for some $p \in X$. 

2.2. **Curvature-dimension condition.** A metric measure space is a triple \((X, d, m)\) where \((X, d)\) is a complete and separable metric space and \(m\) is a locally finite measure.

\(\mathcal{P}^2(X)\) denotes the set of Borel probability measures \(\mu\) on \((X, d)\) such that \(\int_X d(x_0, x)^2 d\mu(x) < \infty\) for some \(x_0 \in X\) equipped with the \(L^2\)-Wasserstein distance \(W_2\). The subspace of \(m\)-absolutely continuous probability measures in \(\mathcal{P}^2(X)\) is denoted \(\mathcal{P}^2_{\text{ac}}(X, m)\).

The \(N\)-Rényi entropy is

\[ S_N(\cdot|m) : \mathcal{P}^2_{\text{ac}}(X) \to (-\infty, 0], \quad S_N(\mu|m) = \begin{cases} -\int \rho^{1-\frac{1}{N}} dm & \text{if } \mu = \rho m, \\ 0 & \text{otherwise}. \end{cases} \]

\(S_N\) is lower semi-continuous, and \(S_N(\mu) \geq -m(\text{supp} \mu)^\frac{1}{N}\) by Jensen’s inequality.

Let \(\pi\) be the diameter of a simply connected space form \(S^2_\kappa\) of constant curvature \(\kappa\), i.e.

\[ \pi = \begin{cases} \infty & \text{if } \kappa \leq 0 \\ \frac{1}{\sqrt{\kappa}} & \text{if } \kappa > 0. \end{cases} \]

For \(K \in \mathbb{R}, N \in (0, \infty)\) and \(\theta \geq 0\) we define the distortion coefficient as

\[ t \in [0, 1] \mapsto \sigma_{K,N}(t) = \begin{cases} \sinh(\sqrt{K|x|}) & \text{if } \kappa > 0, \\ \frac{\sinh(\sqrt{|\kappa|x})}{\sqrt{|\kappa|}} & \text{if } \kappa = 0. \end{cases} \]

Note that \(\sigma_{K,N}(0) = 0\). For \(K \in \mathbb{R}, N \in [1, \infty)\) and \(\theta \geq 0\) the modified distortion coefficient is

\[ t \in [0, 1] \mapsto \tau_{K,N}(t) = \begin{cases} \theta \cdot \infty & \text{if } K > 0 \text{ and } N = 1, \\ t^{\frac{1}{N}} \left( \frac{\sigma_{K,N}(t) - 1}{\sigma_{K,N}(t) - 1} \right)^{1-\frac{1}{N}} & \text{otherwise}. \end{cases} \]

**Definition 2.1** ([Stu06b, LV09]). We say \((X, d, m)\) satisfies the curvature-dimension condition \(\text{CD}(K, N)\) for \(K \in \mathbb{R}\) and \(N \in [1, \infty)\) if for every \(\mu_0, \mu_1 \in \mathcal{P}^2_{\text{ac}}(X, m)\) there exists an \(L^2\)-Wasserstein geodesic \((\mu_t)_{t \in [0, 1]}\) and an optimal coupling \(\pi\) between \(\mu_0\) and \(\mu_1\) such that

\[ S_N(\mu_t|m) \leq -\int \left[ \tau_{K,N}^{(1-t)}(d(x,y))\rho_0(x)^{-\frac{1}{N}} + \tau_{K,N}^{(t)}(d(x,y))\rho_1(y)^{-\frac{1}{N}} \right] d\pi(x,y) \]

where \(\mu_t = \rho_t dm, i = 0, 1\).

**Remark 2.2.** If \((X, d, m)\) is complete and satisfies the condition \(\text{CD}(K, N)\) for \(N < \infty\), then \((\text{supp} m, d)\) is a geodesic space and \((\text{supp} m, d, m)\) is \(\text{CD}(K, N)\).

In the following we always assume that \(\text{supp} m = X\).

2.3. **Calculus on metric measure spaces.** For further details about the properties of RCD spaces we refer to [AGS13, AGS14a, AGS14b, Gig15, GMS15].

Let \((X, d, m)\) be a metric measure space, and let \(\text{Lip}(X)\) be the space of Lipschitz functions. For \(f \in \text{Lip}(X)\) the local slope is

\[ \text{Lip}(f)(x) = \limsup_{y \to x} \frac{|f(x) - f(y)|}{d(x,y)}, \quad x \in X. \]

If \(f \in L^2(m)\), a function \(g \in L^2(m)\) is called relaxed gradient if there exists sequence of Lipschitz functions \(f_n\) which \(L^2\)-converges to \(f\), and there exists \(h\) such that \(\text{Lip} f_n\) weakly converges to \(h\) in \(L^2(m)\) and \(h \leq g\) \(m\)-a.e. A function \(g \in L^2(m)\) is called the minimal relaxed gradient of \(f\) and
denoted by $|\nabla f|$ if it is a relaxed gradient and minimal w.r.t. the $L^2$-norm amongst all relaxed gradients. The space of $L^2$-Sobolev functions is then

$$W^{1,2}(X) := D(\text{Ch}^X) := \left\{ f \in L^2(m) : \int |\nabla f|^2 dm < \infty \right\}.$$  

$W^{1,2}(X)$ equipped with the norm $\|f\|_{W^{1,2}(X)}^2 = \|f\|_{L^2}^2 + \|\nabla f\|_{L^2}^2$ is a Banach space. If $W^{1,2}(X)$ is a Hilbert space, we say $(X, d, m)$ is \textit{infinitesimally Hilbertian}.

In this case one can define

$$(f,g) \in W^{1,2}(X)^2 \mapsto \langle \nabla f, \nabla g \rangle := \int \frac{1}{4}|\nabla (f + g)|^2 - \frac{1}{4}|
abla (f - g)|^2 \in L^1(m).$$

Assuming $X$ is locally compact, if $U$ is an open subset of $X$, we say that $f \in W^{1,2}(X)$ is in the domain $D(\Delta, U)$ of the \textit{measure-valued Laplace} $\Delta$ on $U$ if there exists a signed Radon functional $\Delta f$ on the set of all Lipschitz functions $g$ with bounded support in $U$ such that

$$(3) \quad \int \langle \nabla g, \nabla f \rangle dm = -\int gd\Delta f.$$  

If $U = X$ and $\Delta f = [\Delta f]_{ac} m$ with $[\Delta f]_{ac} \in L^2(m)$, we write $[\Delta f]_{ac} := \Delta f$ and $D(\Delta, X) = D_{L^2}(m)(\Delta)$. $\mu_{ac}$ denotes the $m$-absolutely continuous part in the Lebesgue decomposition of a Borel measure $\mu$.

\textbf{Definition 2.3.} A metric measure space $(X, d, m)$ satisfies the \textit{Riemannian curvature-dimension condition $RCD(K, N)$ for $K \in \mathbb{R}$ and $N \in [1, \infty)$ if it satisfies a curvature-dimension conditions $CD(K, N)$ and is infinitesimally Hilbertian.}

Let $(X, d, m)$ be an $RCD(K, N)$ space for some $K \in \mathbb{R}$ and $N \in (0, \infty)$. The set of $k$-regular points $\mathcal{R}_k$ is the collection of all points $p \in X$ such that every mGH-tangent cone is isomorphic to $(\mathbb{R}^k, d_{\mathbb{R}^k}, c_k \mathcal{H}^k)$ for some positive constant $c_k$. The union $\mathcal{R} = \bigcup_{k \geq 0} \mathcal{R}_k$ is the set of all regular points.

By [BS18] one has that there exists $n \in \mathbb{N}$ (called the \textit{geometric dimension} of $X$) such that the set of $n$-regular points has full $m$-measure.

\textbf{2.4. Spaces with upper curvature bounds.} We will assume familiarity with the notion of CAT($\kappa$) spaces. We refer to [BBI01, BH99] or [KK17] for the basics of the theory.

\textbf{Definition 2.4.} Given a point $p$ in a CAT($\kappa$) space $X$ we say that two unit speed geodesics starting at $p$ define the same direction if the angle between them is zero. This is an equivalence relation by the triangle inequality for angles and the angle induces a metric on the set $\Sigma^p(X)$ of equivalence classes. The metric completion $\Sigma^p_X$ of $\Sigma^p(X)$ is called the \textit{space of geodesic directions} at $p$. The Euclidean cone $C(\Sigma^p_X)$ is called the \textit{geodesic tangent cone} at $p$ and will be denoted by $T^p X$.

The following theorem is due to Nikolaev [BH99, Theorem 3.19]:

\textbf{Theorem 2.5.} $T^p X$ is CAT(0) and $\Sigma^p_X$ is CAT(1).

Note that this theorem in particular implies that $T^p X$ is a geodesic metric space which is not obvious from the definition. More precisely, it means that each path component of $\Sigma^p_X$ is CAT(1) (and hence geodesic) and the distance between points in different components is $\pi$. Note however, that $\Sigma^p_X$ itself need not to be path connected.

We use the following terminology: a point $v \in \Sigma$ in a CAT(1) space has an \textit{opposite} $-v$ if $d(v, -v) \geq \pi$. This is easily seen to be equivalent to the statement that

$$t \mapsto \begin{cases} (v, t) & t \geq 0 \\ (-v, -t) & t \leq 0 \end{cases}$$

is a geodesic line in the Euclidean cone $C(\Sigma)$ over $\Sigma$. 
Similarly, if $\gamma : [0, 1] \to X$ is a geodesic in a CAT($\kappa$) space and $s \in (0, 1)$ then $\dot{\gamma}(s)$ denotes the point in $\Sigma_{\gamma(s)}X$ corresponding to the direction of $s' \mapsto \gamma(s')$ at $s' = s$. It is easy to verify that $\dot{\gamma}(s)$ has an opposite which we denote by $-\dot{\gamma}(s)$.

2.5. **BV functions and DC calculus.** Recall that a function $g : V \subset \mathbb{R}^n \to \mathbb{R}$ of bounded variation (BV) admits a derivative in the distributional sense [EG15, Theorem 5.1] that is a signed vector-valued Radon measure $[Dg](x) = \left(\frac{\partial g}{\partial x_1}, \ldots, \frac{\partial g}{\partial x_n}\right) = [Dg]_{ac} + [Dg]_s$. Moreover, if $g$ is BV, then it is $L^1$ differentiable [EG15, Theorem 6.1] a.e. with $L^1$-derivative $[Dg]_{ac}$, and approximately differentiable a.e. [EG15, Theorem 6.4] with approximate derivative $D^a g = (\frac{\partial^{a} g}{\partial x_1}, \ldots, \frac{\partial^{a} g}{\partial x_n})$ that coincides almost everywhere with $[Dg]_{ac}$. The set of BV functions $BV(V)$ on $V$ is closed under addition and multiplication [Per95, Section 4]. We’ll call BV functions $BV_0$ if they are continuous.

**Remark 2.6.** In [Per95] and [AB18] BV functions are called $BV_0$ if they are continuous away from an $\mathcal{H}^{n-1}$-negligible set. However, for the purposes of the present paper it will be more convenient to work with the more restrictive definition above.

For $f, g \in BV_0(V)$ we have

$$\frac{\partial (fg)}{\partial x_i} = \frac{\partial f}{\partial x_i}g + f \frac{\partial g}{\partial x_i}$$

as signed Radon measures [Per95, Section 4, Lemma]. By taking the $\mathcal{L}^n$-absolutely continuous part of this equality it follows that (4) also holds a.e. in the sense of approximate derivatives. In fact, it holds at all points of approximate differentiability of $f$ and $g$. This easily follows by a minor variation of the standard proof that $d(fg) = fdg + gdf$ for differentiable functions.

A function $f : V \subset \mathbb{R}^n \to \mathbb{R}$ is called a DC function if in a small neighborhood of each point $x \in V$ one can write $f$ as a difference of two semi-convex functions. The set of DC functions on $V$ is denoted by $DC(V)$ and contains the class $C^{1,1}(V)$. The set $DC(V)$ is closed under addition and multiplication. The first partial derivatives $\frac{\partial f}{\partial x_i}$ of a DC function $f : V \to \mathbb{R}$ are BV, and hence the second partial derivatives $\frac{\partial}{\partial x_j} \frac{\partial f}{\partial x_i}$ exist as signed Radon measure that satisfy

$$\frac{\partial}{\partial x_i} \frac{\partial f}{\partial x_j} = \frac{\partial f}{\partial x_j} \frac{\partial f}{\partial x_i}$$

[EG15, Theorem 6.8], and hence

$$\frac{\partial^{ap} f}{\partial x_i \partial x_j} = \frac{\partial^{ap} f}{\partial x_j \partial x_i} \quad \text{a.e. on } V.$$

A map $F : V \to \mathbb{R}^l$, $l \in \mathbb{N}$, is called a DC map if each coordinate function $F_i$ is DC. The composition of two DC-maps is again DC. A function $f$ on $V$ is called DC$_0$ if it’s DC and $C^1$.

Let $(X, d)$ be a geodesic metric space. A function $f : X \to \mathbb{R}$ is called a DC function if it can be locally represented as the difference of two Lipschitz semi-convex functions. A map $F : Z \to Y$ between metric spaces $Z$ and $Y$ that is locally Lipschitz is called a DC map if for each DC function $f$ that is defined on an open set $U \subset Y$ the composition $f \circ F$ is DC on $F^{-1}(U)$. In particular, a map $F : Z \to \mathbb{R}^l$ is DC if and only if its coordinates are DC. If $F$ is a bi-Lipschitz homeomorphism and its inverse is DC, we say that $F$ is a DC-isomorphism.

3. **Structure theory of RCD+CAT spaces**

In this section we study the following class of metric measure spaces

$$\begin{equation}
(X, d, m) \text{ is CAT}(\kappa) \text{ and satisfies the condition RCD}(K, N) \text{ for some } 1 \leq N < \infty, K, \kappa < \infty.
\end{equation}$$

The following result was proved in [KK17]

**Theorem 3.1 (KK17).** Let $(X, d, m)$ satisfy CD$(K, N)$ and CAT$(\kappa)$ for $1 \leq N < \infty, K, \kappa \in \mathbb{R}$. Then $X$ is infinitesimally Hilbertian. In particular, $(X, d, m)$ satisfies RCD$(K, N)$. 

Remark 3.2. It was shown in [KK17] that the above theorem also holds if the CD($K,N$) assumption is replaced by CD($K,\infty$) or CD$^*(K,N)$ conditions (see [KK17] for the definitions). Moreover, in a recent paper [MGPS18] Di Marino, Gigli, Pasqualetto and Soultanis show that a CAT($\kappa$) space with any Radon measure is infinitesimally Hilbertian. For these reasons (6) is equivalent to assuming that $X$ is CAT($\kappa$) and satisfies one of the assumptions CD($K,N$), CD$^*(K,N)$ or CD$^v(K,N)$ with $1 \leq N < \infty, K, \kappa < \infty$.

The following key property of spaces satisfying (6) was also established in [KK17]

**Proposition 3.3 ([KK17]).** Let $X$ satisfy (6). Then $X$ is non-branching.

Recall that a metric space $X$ is called $C$-doubling with respect to a non-decreasing function $C : (0, \infty) \to (1, \infty)$ if for any $p \in X$ and any $r > 0$ the ball $B_r(p)$ can be covered by $C(r)$ balls of radius $r/2$. The doubling condition implies that for any $p \in X$ and any $r_i \to 0$ the sequence $(\frac{r_i}{2} X, p)$ is precompact in the pointed Gromov–Hausdorff topology. Therefore one can define tangent cones $T_pX$ at $p$ as limits of such subsequences. Obviously, any tangent cone $T_pX$ is CAT(0). We will frequently make use of the following general lemma.

**Lemma 3.4.** Let $X$ be CAT($\kappa$) and $C$-doubling for some non-decreasing $C : (0, \infty) \to (1, \infty)$ and let $p \in X$. Then

(i) For any tangent cone $T_pX$ the geodesic tangent cone $T_p^\gamma X$ isometrically embeds into $T_pX$ as a convex closed subcone. In particular $\Sigma_pX$ is compact.

(ii) If there exists $\varepsilon > 0$ such that every geodesic starting at $p$ extends to length $\varepsilon$ then the embedding from part (i) is onto. In particular $T_pX$ is unique and is isometric to $T_p^\gamma X$.

**Proof.** Let $T_pX$ be a tangent cone at $p$. The doubling condition passes to the limit and becomes globally $C(1)$-doubling, i.e. any ball of any radius $r > 0$ in $T_pX$ can be covered by $C(1)$ balls of radius $r/2$. This implies that $T_pX$ is proper, i.e. all closed balls in $T_pX$ are compact. Let $\varepsilon < 1/100$ and let $v_1, \ldots, v_k \in \Sigma_pX$ be a finite $\varepsilon$-separated net given by geodesic directions. Let $\alpha_{ij} = \angle v_i v_j$. Let $\gamma_i(t), i = 1, \ldots, k$, be unit speed geodesics with $\gamma_i(0) = p, \gamma_i'(0) = v_i$. Then by the definition of angles we have that $d(\gamma_i(t), \gamma_j(s)) = \sqrt{t^2 + s^2 - 2st \cos \alpha_{ij}} + o(r)$ for $s, t \leq r$. This immediately implies that the cone $C(\{v_1, \ldots, v_k\})$ isometrically embeds into $T_pX$ as a subcone. Furthermore, the images of $v_1, \ldots, v_k$ are $\varepsilon/2$-separated in $T_pX$. Since $T_pX$ is $C(1)$-doubling it holds that $k \leq n = n(C(1),\varepsilon)$. Since this holds for all small $\varepsilon$ we get that $\Sigma_pX$ is compact. Now a diagonal Arzela-Ascoli argument valid for a distance preserving embedding $f : T_p^\gamma X \to T_pX$. Since both spaces are geodesic and geodesics in CAT(0) spaces are unique this implies that the image $f(T_p^\gamma X)$ is a convex subset of $T_pX$. Since $f$ is continuous and $T_p^\gamma X$ is proper we can also conclude that $f(T_p^\gamma X)$ is closed. This proves part (i).

Now suppose that all geodesics starting at $p$ extend to uniform distance $\varepsilon > 0$. Let $0 < R < \min\{\varepsilon, 1, \pi(\varepsilon)/100\}$. Let $\delta > 0$ and choose a finite $\delta \cdot R$ net in $S_R(p)$ given by $\gamma_i(Rv_i), i = 1, \ldots, k$ for some $v_1, \ldots, v_k \in \Sigma_pX$ and unit speed geodesics $\gamma_1, \ldots, \gamma_k$ with $\gamma_i(0) = p, \gamma_i'(0) = v_i$. Then the CAT($\kappa$)-condition implies that for any $0 < r \leq R$ the set $\bigcup_i \gamma_i([0, r])$ is $\delta \cdot r$ dense in $B_r(p)$. This implies that for the embedding $f : T_p^\gamma X \to T_pX$ constructed in part (i) the image of the unit ball around the vertex in $T_p^\gamma X$ is $\delta$-dense in the unit ball around the vertex in $T_pX$. Since this holds for any $\delta > 0$ and the image of $f$ is closed we get that $f$ is onto. This proves (ii). \qed

The above Lemma obviously applies to spaces satisfying (6). We currently don’t know if for such spaces the embeddings $T_p^\gamma X \subset T_pX$ constructed in part (i) of the lemma are always onto.

**Remark 3.5.** Recall that in CAT(0) spaces distance functions to convex sets are convex and therefore an $\varepsilon$-neighbourhood of a convex set is convex. Therefore, even if $T_p^\gamma X \subset T_pX$ has measure zero it still inherits the structure of an RCD($0,N$) space as follows. Consider $Y_\varepsilon = U_\varepsilon(T_p^\gamma X) \subset T_pX$ and equip it with the renormalized measure $m_\infty^\varepsilon = m_\infty(B_1(o) \cap Y_\varepsilon)^{-1} m_\infty|_{Y_\varepsilon}$. Then $(Y_\varepsilon, d_\infty, m_\infty^\varepsilon, o)$ is RCD($0,N$) and as $\varepsilon \to 0$ it pmGH-subconverges to $(T_p^\gamma X, d_\infty, m_\infty^\varepsilon, o)$ for some (possibly non-unique) limit measure $m_\infty^\varepsilon$ and this space is RCD($0,N$). Note however, that even though $T_p^\gamma X$ is a
metric cone by construction, it’s not clear if \((T^\kappa_p X, d_\kappa, m^\kappa_\infty, o)\) is always a volume cone. Therefore we cannot conclude that \(\Sigma^\kappa_p\) has any natural measure that turns it into and RCD space. Nevertheless the splitting theorem guarantees that for any \(v \in \Sigma^\kappa_p\) it holds that \(T_v T^\kappa_p X \cong \mathbb{R} \times T_v \Sigma^\kappa_p X\) and therefore \(T_v \Sigma^\kappa_p X\) does inherit a natural structure of an RCD(0, N − 1) space.

The following can be obtained by adjusting the proof of [Kra11, Theorem A] (see Footnote 5 of [Kra11, Section 3]).

**Lemma 3.6.** Let \((X, d)\) be a non-branching \(\text{CAT}(\kappa)\) space and \(\gamma: [0, 1] \to X\) be a geodesic. Then for all balls \(B_r(\gamma_t), t \in (0, 1), r < \frac{\kappa}{8}\) with \(\gamma_0, \gamma_1 \notin B_r(\gamma_t)\), for any \(s\) such that \(\gamma(s) \in B_r(\gamma(t))\) the space \(\Sigma^\kappa_p X \backslash \{\pm \gamma(s)\}\) is homotopy equivalent to \(B_r(\gamma) \backslash \gamma((0, 1))\). In particular, \(\Sigma^\kappa_p X \backslash \{\pm \gamma(s)\}\), \(s \in (0, 1)\), are homotopy equivalent.

**Proof.** Since \(r < \frac{\kappa}{8}\), all geodesics in \(B_r(\gamma(t))\) are unique. As in [Kra11] there is a natural "log" map \(\rho_s: B_r(\gamma(t))(\{\gamma(s)\}) \to \Sigma^\kappa_p X\) induced by the angle metric between geodesics starting at \(\gamma(s)\) and ending in a point \(B_r(\gamma(t))\). By [Kra11, Theorem A] this map is a homotopy equivalence. Moreover the proof of [Kra11, Theorem A] shows that for any open \(U_s \subset \Sigma^\kappa_p X\) this map is a homotopy equivalence between \(\rho_s^{-1}(U_s)\) and \(U_s\), see [Kra11, Section 3, Footnote 5].

Since \((X, d)\) is non-branching it holds that whenever \(\xi: [0, 1] \to B_r(\gamma(t))\) is a geodesic with \(\xi(0) = \gamma(s)\) and \(\xi(0) = \pm \gamma(s)\) then \(\xi((0, 1]) \subset \gamma((0, 1))\). However, this implies that

\[
\rho_s^{-1}(\Sigma^\kappa_p X \backslash \{\pm \gamma(s)\}) = B_r(\gamma(t))(\gamma((0, 1))).
\]

Since \(\Sigma^\kappa_p X \backslash \{\pm \gamma(s)\}\) is open in \(\Sigma^\kappa_p X\) the claim is proved. \(\Box\)

**Lemma 3.7.** Assume \(\Sigma\) is a spherical suspension over a \(\text{CAT}(1)\) space \(Y\) and denote the vertex points of \(\Sigma\) by \(\pm v \in \Sigma\). Then either for all \(w \in \Sigma\) there is an opposite direction \(-w \in \Sigma\) or there is a \(w \in \Sigma\) such that any geodesic between \(w\) and \(-w\) cannot be extended beyond \(\pm w\). In the latter case, both spaces \(\Sigma\) and \(\Sigma \backslash \{\pm v\}\) are contractible.

**Proof.** It suffices to assume \(w \in \Sigma \backslash \{\pm v\}\). We may parametrize points in \(\Sigma \backslash \{\pm v\}\) by \(Y \times (0, \pi)\). Assume \(w = (z, s)\) for \(s \in (0, \pi)\) and \(z \in Y\). Let \(\gamma: [0, \pi] \to \Sigma\) be a geodesic between \(-v\) and \(-\bar{v}\) with \(\gamma(s) = (z, s)\) where \(\bar{v} \in \{\pm v\}\). If \(\gamma\) can be extended to a local geodesic \(\gamma: [0, \pi + \epsilon] \to \Sigma\) beyond \(-\bar{v}\) then there is a point \(z' \in Y\) such that \(\gamma(\pi + \epsilon) = (z', \pi - \epsilon)\). Since local geodesics of length \(\leq \pi\) in \(\text{CAT}(1)\) spaces are geodesics we see that \(\gamma|_{[\pi, \pi + \epsilon]}\) is a minimal geodesic implying

\[
d((z, \epsilon), (z', \pi - \epsilon) = \pi
\]

and thus \(d(z, z') = \pi\). However, this shows that \((z', \pi - \epsilon)\) is an opposite to \(w\).

If \(w\) does not have an opposite then the open ball of radius \(\pi\) around \(w\) contains all points. However, uniqueness of those geodesics implies that that the geodesic contraction \((\Phi_t)_{t \in [0, 1]}\) towards \(w\) induces a contraction of \(\Sigma\) to \(w\). To see that \(\Sigma \backslash \{\pm v\}\) is also contractible observe that \(\Phi_t(\Sigma) \subset \Sigma \backslash \{\pm v\}\) for \(t \in [0, 1]\) by choice of \(w\), i.e. \(\Phi_t : \Sigma \backslash \{\pm v\} \to \Sigma \backslash \{\pm v\}\) for any \(t < 1\). \(\Box\)

**Lemma 3.8.** Let \(\Sigma\) be a \(\text{CAT}(1)\) space. Suppose there are points \(v, -v \in \Sigma\) such that for any \(x \in \Sigma\) it holds that \(d(v, x) + d(-v, x) = \pi\).

Then \(X\) is a spherical suspension over the \(\text{CAT}(1)\) space \(Y = \{y \in \Sigma : d(y, v) = d(y, -v)\}\) with vertices \(v, -v\).

**Proof.** This is an immediate corollary of the "Lune Lemma" of Ballmann–Brin [BB99, Lemma 2.5]. \(\Box\)

Next we isolate the necessary properties of spaces satisfying (6) that will be needed for developing their structure theory. Note that if \((X, d, m)\) satisfies (6) then for an appropriately chosen large \(\lambda\) the space \((X, \lambda d, m)\) satisfies RCD(−1, N) and \(\text{CAT}(1)\). Therefore for the purposes of a structure theory we can always assume that \(K = -1\) and \(\kappa = 1\) in (6).

Let \(\mathcal{C}\) be a class of connected \(\text{CAT}(1)\) spaces satisfying the following properties
(i) \( \mathcal{C} \) is closed under pointed GH-limits.
(ii) Every \( X \in \mathcal{C} \) is non-branching.
(iii) There is a non-decreasing function \( C : (0, \infty) \to (1, \infty) \) such that every \( X \in \mathcal{C} \) is \( C \)-doubling.
(iv) If \( X \in \mathcal{C} \) then \( \lambda X \) is also in \( \mathcal{C} \) for any \( \lambda \geq 1 \).
(v) If \( X \in \mathcal{C} \) and \( p \in X \) then \( T_p^g X \in \mathcal{C} \) as well.
(vi) If \( \mathcal{C}(\Sigma) \in \mathcal{C} \) then \( \Sigma \in \mathcal{C} \) unless \( \mathcal{C}(\Sigma) \cong \mathbb{R} \).
(vii) If \( \mathcal{C}(\Sigma) \in \mathcal{C} \) and if \( v, -v \in \Sigma \) are opposite then \( \Sigma \) is a spherical suspension with vertices \( v, -v \).

By the previous discussion an example of such class is given by the class consisting of spaces satisfying (6) with \( K = -1, \kappa = 1 \) and of geodesic spaces of directions to points in such spaces.

Next we investigate geometric and topological properties of any class \( \mathcal{C} \) satisfying the above conditions.

The uniform doubling condition ensures that \( \mathcal{C} \) is precompact in the pointed GH-topology which in conjunction with (iv) means that we can talk about (possibly non-unique) tangent cones at points of \( X \) and all these tangent cones belong to \( \mathcal{C} \) as well. The doubling condition also implies that any \( X \in \mathcal{C} \) is proper (i.e. all closed balls are compact) and there is \( N \in \mathbb{N} \) such that all \( X \in \mathcal{C} \) have Hausdorff dimension at most \( N \). By Lemma 3.4 we have that for any \( p \in X \) the geodesic tangent cone \( T_p^g X \) embeds as a closed convex subset into any tangent cone \( T_p X \). Since by (v) \( T_p^g X \in \mathcal{C} \) condition (vi) implies that the geodesic space of directions \( \Sigma_p^g X \in \mathcal{C} \) as well. Let us note here that this property makes the class \( \mathcal{C} \) more convenient to work with than the class of spaces satisfying (6) which is not known to be closed under taking geodesic spaces of directions.

If \( \mathcal{C}(\Sigma) \in \mathcal{C} \) then \( \text{diam} \Sigma \leq \pi \) since \( \mathcal{C}(\Sigma) \) is non-branching and moreover if \( v \in \Sigma \) has an opposite then this opposite is unique.

Condition (vii) further implies that in this case \( \mathcal{C}(\Sigma) \) satisfies the splitting theorem. This in particular applies to \( T_p^g X \) for any \( X \in \mathcal{C} \) and any \( p \in X \).

In analogy with RCD spaces given \( X \in \mathcal{C} \) and \( m \in \mathbb{N} \) we say that a point \( p \in X \) is \( m \)-regular if every tangent cone \( T_p X \) is isomorphic to \( \mathbb{R}^m \).

Similarly we say that \( p \) is geodesically \( m \)-regular if \( T_p^g X \cong \mathbb{R}^m \). We set \( \mathcal{R}_m \) to be the set of all (geodesically) \( m \)-regular points and \( \mathcal{R} = \bigcup_m \mathcal{R}_m \) is the set of all (geodesically) regular points. Note that since every \( T_p X \in \mathcal{C} \) we have that \( \mathcal{R}_m = \emptyset \) for \( m > N \).

For \( X \in \mathcal{C} \) we will call a point \( p \in X \) inner if every geodesic \( \gamma \) ending at \( p \) can be locally extended beyond \( p \).

Since all spaces in \( \mathcal{C} \) are of finite Hausdorff dimension repeated application of (vii) gives

**Lemma 3.9.** Suppose \( \mathcal{C}(\Sigma) \in \mathcal{C} \) and every point in \( \Sigma \) has an opposite. Then \( \Sigma \cong S^k \) for some \( k \leq N \).

This immediately yields

**Corollary 3.10.** Let \( X \in \mathcal{C} \). Suppose \( p \in X \) is an inner point. Then \( p \in \mathcal{R}^g_k \) for some \( k \leq N \).

**Proposition 3.11.** Let \( X \in \mathcal{C} \). Then \( \mathcal{R}_k \subset \mathcal{R}^g_k \) for any \( k \geq 0 \).

**Proof.** Throughout the proof we’ll denote by \( \kappa(\delta) \) any function \( \kappa : (0, \infty) \to (0, \infty) \) such that \( \kappa(\delta) \to 0 \) as \( \delta \to 0 \). Let \( p \in \mathcal{R}_k \) so that every tangent cone at \( p \) is isometric to \( \mathbb{R}^k \). This is equivalent to saying that \( (\nabla X, p) \xrightarrow{\text{GH}} (\mathbb{R}^k, 0) \) as \( r \to 0 \). We need to show that \( T_p^g X \cong \mathbb{R}^k \).

It is enough to show that \( H_{k-1}(B_r(p)\{p\}) \neq 0 \) for all small \( r \). By [Kra11, Theorem A] this will imply that \( \Sigma_p^g \) is not contractible, which by [LS07, Theorem 1.5] implies that all geodesics starting at \( p \) are extendible to uniform distance \( \varepsilon > 0 \) which by Lemma 3.4 implies that the tangent cone \( T_p X \) is unique and isometric to \( T_p^g X \).

Given \( 0 < r < R \) we’ll denote by \( A_{r,R}(p) \) the closed annulus \( \{ r \leq |xp| \leq R \} \).

By assumption we have that \( (\nabla X, p) \to (\mathbb{R}^k, 0) \) as \( r \to 0 \). Let \( r_1 = 1/2^i \). Let \( f_i : (\nabla B_{r_i}(p), p) \to (B_{r_i}(0), 0) \) be \( \varepsilon_i \) GH-approximations with \( \varepsilon_i \to 0 \). Let \( g_i \) be the "inverse" GH-approximations with \( |id - f_i \circ g_i| \leq \varepsilon_i \) and \( |id - g_i \circ f_i| \leq \varepsilon_i \).

\(^{2}C(\Sigma) \cong \mathbb{R} \) is excluded since in this case \( \Sigma \) is not connected.
Since both $\frac{1}{k}X$ and $\mathbb{R}^k$ are CAT(1/100) for large $i$, by a standard center of mass construction (e.g. by Kleiner [Kle99, Section 4]) $f_1$ can be $\delta_i$-approximated by continuous maps with $\delta_i \to 0$. We will therefore assume that $f_i$ and $g_i$ are continuous to begin with. Note that the fundamental class of the sphere $S_{3/4}(0)$ is the generator of $H_{k-1}(A_{1/2,1}(0)) \cong \mathbb{Z}$. Let $[c_i] = [g_i(S_{3/4}(0))]$ be its image in $H_{k-1}(B_{r_i}(p) \setminus \{p\})$. We claim that $H_{k-1}(B_{r_i}(p) \setminus \{p\}) \ni [c_i] \neq 0$ for all large $i$ provided $\varepsilon_i$ is small enough.

Suppose not and for some large $i$ we have that $[c_i] = 0 \in H_{k-1}(B_{r_i}(p) \setminus \{p\})$. Then $c_i = \partial w$ for some $k$-chain $w$ in $B_{r_i}(p) \setminus \{p\}$. Since the support of $w$ is compact in $B_{r_i}(p) \setminus \{p\}$, this implies that $[c_i] = 0$ in the homology of some annulus $A_{\delta,r_i}(p)$ with $0 < \delta < r_i$. Applying radial geodesic contraction $\Phi$, to both $c_i$ and $w$ it follows that $(F_\delta)(c_i) = 0$ in $H_{n-1}(S_t(p))$ where $F_\delta$ is the nearest point projection onto $S_t(p)$ (it’s Lipschitz and in particular continuous since $X$ is CAT(κ)). Thus for all $j$ such that $r_j < \delta$ it holds that $[z_j] = \Phi_{1/2,r_{i-1}}(x_j) = 0$ in $H_{k-1}(A_{r_{j+1},r_j}(p))$. We will show by induction on $j \geq i$ that $[z_j] \neq 0$ in $H_{k-1}(A_{r_{j+1},r_j}(p))$ for all $j \geq i$.

This will give a contradiction when $j$ is large enough.

We only need to do the induction step from $j$ to $j + 1$. Note that since $f_j : (\frac{1}{r_j}B_{r_j}(p),p) \to (B_{1}(0),0)$ is an $\varepsilon_j$-GH-approximation, it follows that the image of any radial geodesic $[px]$ in $\frac{1}{r_j}B_{r_j}(p)$ is $\kappa(\varepsilon_j)$-close to the radial geodesic $[f_j(x)]$ in $B_{1}(0)$. (The same is true in $\frac{1}{r_j}B_{r_j}(p)$ by the CAT(κ)-condition). Therefore $f_j$ almost commutes with $\Phi_{1/2}$. That is $f_j(\Phi_{1/2}(x)) = \kappa(\varepsilon_j)$-close to $\frac{1}{2}f_j(x)$ for $x \in B_{r_j}(p)$. The same holds for $g_i$. That is $g_j(\frac{1}{2}y) = \kappa(\varepsilon_j)$-close to $\Phi_{1/2}(g_j(\frac{3}{4}y))$ in $\frac{1}{r_j}B_{r_j}(p)$.

Therefore if we rescale $B_{r_j}(p)$ and $B_{1}(0)$ by 2 (recall that $r_{j+1} = r_j/2$) it holds that $f_j(\Phi_{1/2}(x))$ is close to $f_j(x)$ in $2B_{1/2}(0) \cong B_{1}(0)$. Since close maps are homotopic via straight line homotopy it follows that $f_j(z_j+1)$ is homologous to $[S_{3/4}(0)]$ in $H_{k-1}(2A_{1/2,1/2}(0)) \cong H_{k-1}(A_{1/2,1}(0))$. Note that the rescaled G-H approximation $f_j : \frac{2}{r_j}B_{r_j}(p) \to 2B_{1/2}(0) \cong B_{1}(0)$ might be different from $f_{j+1}$ but they are $\kappa(\varepsilon_j)$-close modulo post composition with an element of $O(k)$. An element of $O(k)$ maps $S_{3/4}(0)$ to $\pm[S_{3/4}(0)]$. Therefore $[z_{j+1}] = \pm[c_{j+1}]$ and the induction step is proved.

Thus $[z_i] \neq 0$ in $H_{k-1}(A_{r_{i+1},r_i}(p))$ which as was explained at the beginning implies the proposition.

\begin{proposition}
Let $X \in \mathcal{C}$ and assume $\gamma : (0,1) \to X$ is a non-trivial local geodesic. Then the following statements are equivalent:

1. $\Sigma^g_{\gamma(s)}X$ is non-contractible for some $s \in (0,1)$
2. $\Sigma^g_{\gamma(s)}X$ is non-contractible for all $s \in (0,1)$
3. $\Sigma^g_{\gamma(s)}X \setminus \{\pm \gamma(s)\}$ is non-contractible for some $s \in (0,1)$
4. $\Sigma^g_{\gamma(s)}X \setminus \{\pm \gamma(s)\}$ is non-contractible for all $s \in (0,1)$
\end{proposition}

\begin{proof}
Equivalences (1) $\iff$ (2), (3) $\iff$ (4) immediately follow from Lemma 3.6.

Let us prove (1) $\iff$ (3). By Lemma 3.7 either both $\Sigma^g_{\gamma(s)}X$ and $\Sigma^g_{\gamma(s)}X \setminus \{\pm \gamma(s)\}$ are contractible or every point in $\Sigma^g_{\gamma(s)}X$ has an opposite. In the latter case by Corollary 3.9 $\Sigma^g_{\gamma(s)}X \cong \mathbb{S}^k$ for some $k < N$ and hence $\Sigma^g_{\gamma(s)}X \setminus \{\pm \gamma(s)\}$ is homotopy equivalent to $\mathbb{S}^k$. In particular both $\Sigma^g_{\gamma(s)}X$ and $\Sigma^g_{\gamma(s)}X \setminus \{\pm \gamma(s)\}$ are non-contractible. This establishes (1) $\iff$ (3).
\end{proof}

\begin{proposition}
Let $X \in \mathcal{C}$.

(i) Let $p \in \mathcal{R}^m_\mathbb{R}$ for some $m \in \mathbb{N}$. Then $m \leq N$ and $p$ is inner, $p \in \mathcal{R}_m$ and an open neighbourhood of $p$ is homeomorphic to $\mathbb{R}^m$.

(ii) $\mathcal{R}_m = \mathcal{R}^m_\mathbb{R}$ for any $m$.

(iii) $q \in \mathcal{R}$ if and only if $q$ is inner.

(iv) $q \in \mathcal{R}$ if and only if $\Sigma^gX$ is non-contractible.
\end{proposition}
(v) If an open neighborhood $W$ of $p$ is homeomorphic to $\mathbb{R}^m$, then $W \subset \mathcal{R}_m$.

Proof. Let us first prove part (i). Suppose $T^g_pX \cong \mathbb{R}^m$. Since $T^g_pX \in \mathcal{C}$ we must have that $m \leq N$. By [Kra11, Theorem A] there is a small $R > 0$ such that $B_R(p) \backslash \{p\}$ is homotopy equivalent to $\mathbb{S}^{m-1}$. Since $\mathbb{S}^{m-1}$ is not contractible, by [LS07, Theorem 1.5] there is $0 < \varepsilon < \pi_e/2$ such that every geodesic starting at $p$ extends to a geodesic of length $\varepsilon$. The natural “logarithm” map $\Phi: B_1(p) \rightarrow B_0(0) \subset T^g_pX$ is Lipschitz since $X$ is CAT($\kappa$). By the above mentioned result of Lytchak and Schroeder [LS07, Theorem 1.5] $\Phi$ is onto.

We also claim that $\Phi$ is one-to-one. If $\Phi$ is not one-to-one then there exist two distinct unit speed geodesics $\gamma_1, \gamma_2$ of the same length $\varepsilon' \leq \varepsilon$ such that $p = \gamma_1(0) = \gamma_2(0)$, $\gamma'_1(0) = \gamma'_2(0)$ but $\gamma_1(\varepsilon') \neq \gamma_2(\varepsilon')$.

Let $v = \gamma'_1(0) = \gamma'_2(0)$. Since $T^g_pX \cong \mathbb{R}^m$ the space of directions $T^g_pX$ contains the opposite vector $-v$. Then there is a geodesic $\gamma_3$ of length $\varepsilon$ starting at $p$ in the direction $-v$. Since $X$ is CAT($\kappa$) and $2\varepsilon < \pi_e$, the concatenation of $\gamma_3$ with $\gamma_1$ is a geodesic and the same is true for $\gamma_2$. This contradicts the fact that $X$ is non-branching. Thus, $\Phi$ is a continuous bijection and since both $B_1(p)$ and $B_0(0)$ are compact and Hausdorff it’s a homeomorphism.

The above argument also shows that $p$ is inner and all geodesics starting at $p$ are uniformly extendible. Therefore by Lemma 3.4 $T_pX$ is unique and is equal to $T^g_pX$ and hence $p \in \mathcal{R}_m$. This proves part (i).

Part (ii) follows by part (i) and Proposition 3.11.

Next let us prove part (iii).

Suppose $p \in \mathcal{R}_m$. Then $x \in \mathcal{R}^g_m$ by part (ii) and hence $p$ is inner by part (i). Conversely, suppose $p$ is inner. Then $T^g_pX \cong \mathbb{R}^m$ by Lemma 3.10. Therefore $p \in \mathcal{R}_m$ by part (ii).

Next, let us prove (iv). If $\Sigma^g_pX$ is non-extendible then by the above mentioned result of Lytchak and Schroeder [LS07, Theorem 1.5] $p$ is inner. Hence it’s regular by part (iii). Conversely, if $p \in \mathcal{R}_m$ then $p \in \mathcal{R}^g_m$ by part (ii) and hence $\Sigma^g_pX \cong \mathbb{S}^{m-1}$ which is not contractible.

Lastly, let us prove part (v). Suppose an open neighborhood $W$ of $p$ is homeomorphic to $\mathbb{R}^m$. By [KK17, Lemma 3.1] (or by the same argument as above using [Kra11, Theorem A] and [LS07, Theorem 1.5]) any $q \in W$ is inner. Therefore it’s regular and geodesically regular. Hence by part (i) an open neighborhood of $q$ is homeomorphic to $\mathbb{R}^{l(q)}$ for some $l(q) \leq N$. Since $W$ is homeomorphic to $\mathbb{R}^m$ this can only happen if $l(q) = m$.

\[ \square \]

In [Kle99] Kleiner studied the following notion of dimension of CAT spaces.

Let $X$ be CAT($\kappa$). Pick any $p \in X$. Let $\Sigma_1 = \Sigma^g_pX$. Recall that $\Sigma_1$ is CAT(1). For any $v_1 \in \Sigma_1$ let $\Sigma_2$ be equal to $\Sigma^g_{v_1}\Sigma_1$. We can iterate this construction. If $\Sigma_k$ is already constructed and is non-empty pick $v_k \in \Sigma_k$ and set $\Sigma_{k+1} = \Sigma^g_{v_k}\Sigma_k$. Following Kleiner we adopt the following definition

**Definition 3.14.** Let $(X, d)$ be a CAT($\kappa$) space. We define the splitting dimension $\dim_{\text{split}} X$ of $X$ to be the the sup $k$ such that there exist a chain of the above form with all $\Sigma_k \neq \emptyset$.\(^3\)

Note that for general CAT($\kappa$) spaces it’s possible to have $\dim_{\text{split}} X = \infty$ even if $X$ is compact. Also, it’s obvious that if $X$ is connected and not a point then $\dim_{\text{split}} X \geq 1$. Kleiner showed that $\dim_{\text{split}} \leq \dim_{\text{haus}}$. Therefore all elements of $\mathcal{C}$ have finite splitting dimension. For $X \in \mathcal{C}$ we define the geometric dimension of $X$ as $\dim_{\text{geom}} X$ to be the largest $k$ such that $\mathcal{R}_k \neq \emptyset$. If all $\mathcal{R}_k$ are empty we set $\dim_{\text{geom}} X = -1$. As we will see later this case can not occur but this is not obvious at the moment.

Next we study the relations between various notions of dimension in case $X \in \mathcal{C}$.

We prove the following

**Theorem 3.15.** Let $X \in \mathcal{C}$. Then $\dim_{\text{top}} X = \dim_{\text{geom}} X = \dim_{\text{split}} X \leq \dim_{\text{haus}} X \leq N$.

\(^3\)Kleiner calls this the geometric dimension in [Kle99]. We use a different term to avoid a clash of terminology with geometric dimension of RCD spaces.
Moreover $\mathcal{R}_k \neq \emptyset$ for $k = \dim_{\text{split}} X$.

We conjecture that if $X$ satisfies \eqref{eq:main} then in the above theorem the second to last inequality is always an equality i.e. $\dim_{\text{split}} X = \dim_{\text{Haus}} X$.

**Proof.** It’s well known that $\dim_{\text{top}} \leq \dim_{\text{Haus}}$ for general metric spaces and since $X \in \mathcal{C}$ we have that $\dim_{\text{top}} X \leq \dim_{\text{Haus}} X \leq N$.

By [Kle99, Theorem A] it holds that

$$\dim_{\text{split}} X = \sup \{ \dim_{\text{top}} K | K \subset X \text{ is compact} \}$$

Since $X$ is proper $\dim_{\text{top}} X = \sup \{ \dim_{\text{top}} K | K \subset X \text{ is compact} \}$ and therefore

$$\dim_{\text{split}} X = \dim_{\text{top}} X \leq \dim_{\text{Haus}} X \leq N$$

By [Kle99, Theorem B] for a CAT$(\kappa)$ space $Y$ with finite splitting dimension it holds that

$$(7) \quad \dim_{\text{split}} Y = \max \{ k \mid \text{there is } p \in Y \text{ with } \tilde{H}_{k-1}(\Sigma^p_0 Y) \neq 0 \}$$

Since if $p \in \mathcal{R}_n$ then $\Sigma_p X \cong S^{n-1}$ and $\tilde{H}_{n-1}(S^{n-1}) \neq 0$ this implies that $\dim_{\text{split}} X \geq \dim_{\text{geom}} X$.

Now let $k = \dim_{\text{split}} X$. Then by \eqref{eq:split} there is $p \in X$ such that $\tilde{H}_{k-1}(\Sigma^p_0 X) \neq 0$. Hence $\Sigma^p_0 X$ is not contractible and therefore $p \in \mathcal{R}^g_m$ for some $m$. Then $\tilde{H}_{k-1}(S^{m-1}) \neq 0$ and hence $k = m$. This shows that $\dim_{\text{split}} X \leq \dim_{\text{geom}} X$.

Moreover this argument also shows that $\mathcal{R}_k \neq \emptyset$ which finishes the proof of the theorem.

$$\square$$

In view of Theorem 3.15 from now on for $X \in \mathcal{C}$ we will not distinguish between $\dim_{\text{top}} X$, $\dim_{\text{geom}} X$ and $\dim_{\text{split}} X$ and will refer to any of these numbers as the dimension of $X$ which will denote by $\dim X$.

**Lemma 3.16.** For any $p \in X$ and any tangent cone $T_p X$ it holds that $\dim T^g_p X \leq \dim T_p X \leq \dim X$.

**Proof.** The first inequality is obvious since $T^g_p X \subset T_p X$. The second inequality is an immediate consequence of the definition of a tangent cone and [Kle99, Theorem A] which shows that for a general CAT$(\kappa)$ space $Y$ it holds that $\dim_{\text{split}} Y$ is equal to the supremum of all $k$ such that there exist $q \in Y, R_j \to 0, S_j \subset Y$ such that $d(S_j, q) \to 0$ and $\frac{1}{R_j} S_j$ Gromov–Hausdorff converges to $\tilde{B}_1(0) \subset \mathbb{R}^k$.

$$\square$$

**Remark 3.17.** We currently don’t know any examples where any of the inequalities in the above lemma are strict.

**Remark 3.18.** For spaces satisfying \eqref{eq:main} the inequality $\dim_{\text{geom}} T_p X \leq \dim_{\text{geom}} X$ also follows from lower semicontinuity of geometric dimension for $\operatorname{RCD}(K, N)$ spaces [Kit19].

**Theorem 3.19.** Let $X \in \mathcal{C}$ and set $m = \dim X$. Then

(i) $\mathcal{R} = \mathcal{R}_m$.

(ii) $\mathcal{R}$ is dense, geodesically convex and open.

(iii) $\mathcal{R}$ is strongly convex in the following sense: if $\gamma(t_0) \in \mathcal{R}$ for some $t_0 \in (0, 1)$ then $\gamma(t) \in \mathcal{R}$ for all $t \in (0, 1)$.

(iv) If $p \in \mathcal{R}$ and $y \in X \setminus \mathcal{R}$ then no geodesic $\gamma$ between $p$ and $y$ can be locally extended beyond $y$.

(v) For any compact set $C \subset \mathcal{R}$ there is $\varepsilon = \varepsilon(C) > 0$ such that every geodesic starting in $C$ can be extended to length at least $\varepsilon$.

**Proof.** By Theorem 3.15 $\mathcal{R}_m$ is non-empty and in Proposition 3.13 we have shown that $\mathcal{R}_k$ is open for any $k$.

Let $p$ and $q$ be two distinct points with $p \in \mathcal{R}_k$ for some $k$. Let $\gamma : [0, 1] \to X$ be a constant speed geodesic with $\gamma(0) = p$ and $\gamma(1) = q$. By Proposition 3.13 for $t$ close to 0 it holds that $\Sigma^g_{\gamma(t)} X \cong S^{k-1}$ and in particular it is non-contractible. Therefore by Proposition 3.12 $\Sigma^g_{\gamma(t)} X$ is

...
non-contractible for all \( t \in [0, 1) \). Hence \( \gamma(t) \in \mathcal{R}_{m(t)} \) for each \( t \in [0, 1) \) by Proposition 3.13. Since each \( \mathcal{R}_{m(t)} \) is open and \([0, 1)\) is connected this can only happen if \( \gamma(t) \in \mathcal{R}_k \) for all \( t \in [0, 1) \). This argument also shows that if \( \gamma \) can be locally extended past \( q \) then \( q \in \mathcal{R}_k \) as well. This implies that \( \mathcal{R} \) is dense in \( X \) and that a geodesic from a regular point to a point \( q \in X \setminus \mathcal{R} \) can not be locally extended past \( q \). This proves parts (ii), (iii) and (iv).

Furthermore the same proof shows that if \( \gamma(0) \in \mathcal{R}_k \) and \( \gamma(1) \in \mathcal{R}_l \) then \( k = l \). Thus there is only one \( k \) such that \( \mathcal{R}_k \not= \emptyset \). Since we’ve shown that \( \mathcal{R}_m \not= \emptyset \) this \( k \) must be equal to \( m \). This proves (i).

Finally, part (v) immediately follows from above and compactness of \( C \).

\[ \square \]

**Remark 3.20.** Note that once the equivalence of Corollary 3.12 is proven it is possible to show that \( \mathcal{R} \) is a geodesically convex open smooth manifold with a \( C^0 \) Riemannian metric using Berestovski˘ı’s argument in [Ber02]. As we will see later, using recent work of Lytchak and Nagano for spaces satisfying (6) this can be improved to show that this Riemannian metric is BV_0.

4. Boundary

In this section we introduce the notion of the boundary of spaces in \( \mathcal{C} \) (in particular for RCD+CAT spaces) and study its properties.

Let \( X \in \mathcal{C} \) and \( p \in X \). Since \( T_p^g C \in \mathcal{C} \), it is non-branching and therefore \( \Sigma_p^g X \) has at most two components and the only way it can have two components is if both are points.

Further, if \( \dim T_p^g X = 1 \) then \( T_p^g X \) must be isometric to either \( \mathbb{R} \) or \([0, \infty)\). We’ll say that \( T_p^g X \) has boundary (equal to \([0]\)) in the latter case but has no boundary in the former case.

We’ll say that \( T_p^g X \) of \( \dim > 1 \) has boundary if there is \( v \in \Sigma_p^g X \) such that \( T_v^g \Sigma_p^g X \) has boundary. This definition makes sense since \( \dim T_v^g \Sigma_p^g X < \dim T_p^g X \leq \dim X \).

For \( X \in \mathcal{C} \) of \( \dim \geq 1 \) we define the boundary \( \partial X \) as the set of all points \( p \in X \) such that \( T_p^g X \) has boundary. Lastly if \( \dim X = 0 \) (this can only occur if \( X = \{pt\} \)) we set \( \partial X = \emptyset \).

Note that this definition is analogous to the definition of the boundary of Alexandrov spaces and to the definition of the boundary of non-collapsed RCD\((K,N)\) spaces introduced in [KM19]. All three definitions agree if \( X \) satisfies (6) and \( \dim X = N \) (such space is automatically Alexandrov by Corollary 6.6 and [KK17])

Obviously, if \( p \in \mathcal{R} \) then \( p \not\in \partial X \). We show that the converse is also true.

**Proposition 4.1.** Let \( X \in \mathcal{C} \). Suppose \( p \not\in \partial X \). Then \( p \in \mathcal{R} \).

**Proof.** We only need to consider the case when \( X \) is connected and is not a point. Then \( \dim_{\text{split}} X \geq 1 \).

We will prove by induction on \( \dim_{\text{split}} X \) that if \( T_p^g X \) has no boundary then it’s isometric to \( \mathbb{R}^l \) for some \( l \leq \dim_{\text{split}} X \).

The base of induction \( \dim_{\text{split}} T_p^g X = 1 \) was already discussed above.

Induction step. Suppose \( l > 1 \) and we’ve already proved this for spaces of \( \dim < l \). Suppose \( p \in X \) and \( \dim T_p^g X = l \). Then for any \( v \in \Sigma_p^g X \) we have that \( \dim T_v^g \Sigma_p^g X < l \). Further by the definition of boundary \( \partial \Sigma_p^g X = \emptyset \). Therefore by the induction assumption \( \Sigma_p^g \Sigma_p^g X \) is isometric to a round sphere of some dimension \( d(v) - 1 \leq l \) where \( d(v) \) can a priori depend on \( v \).

Now by Proposition 3.13 we get that a small neighborhood of \( v \) in \( \Sigma_p^g X \) is homeomorphic to \( \mathbb{R}^d(v) \). Since \( v \in \Sigma_k \) was arbitrary this means that \( \Sigma_p^g X \) is a closed manifold of dimension \( \geq 1 \). Therefore \( \Sigma_p^g X \) is non-contractible. Therefore \( p \in \mathcal{R} \) by Proposition 3.13.

\[ \square \]

Combining the above proposition with Proposition 3.13 we immediately obtain

**Theorem 4.2.** Let \( X \in \mathcal{C} \).

Then a point \( p \in X \) belongs to \( \partial X \) iff \( p \in X \setminus \mathcal{R} \) iff \( \Sigma_p^g X \) is contractible. In particular \( \partial X = X \setminus \mathcal{R} \) is closed.
Next we show that spaces in $\mathcal{C}$ are topological manifolds with boundary.

**Theorem 4.3.** Let $X \in \mathcal{C}$. Then $X$ is homeomorphic to an $m$-dimensional manifold with boundary with $m = \dim X$. Furthermore, the manifold boundary $\partial X$ is equal to the geometric boundary $\partial^X$.

**Proof.** By Theorem 3.19 we know that $\mathcal{R}^g \subset X$ is open and it is a connected manifold of dimension $m = \dim X$. Thus we only need to understand the topology of $X$ near boundary points.

Let $p \in \partial X$. We will show that it admits an open neighborhood $U$ homeomorphic to $\mathbb{R}^m$. Recall that $X$ is CAT(1). Let $0 < R < \pi/10$. Since $\mathcal{R}^g$ is dense there is $y \in \mathcal{R}_m \cap B_{\frac{m}{2}}(p)$. Since $0 < R < \pi/10$ all geodesics in $B_R(y)$ are unique. Furthermore, by Proposition 3.13 there is $0 < r < \min\{R/10, d(y, \partial X)/10\}$ such that the metric sphere $S_r(y)$ is homeomorphic to $S^{m-1}$.

By Proposition 3.13 we know that any geodesic ending in a regular point can be locally extended past that point and by Theorem 3.19 a geodesic starting at a regular point can not be locally extended past a boundary point. Further recall that in a CAT(1) space local geodesics of length $< \pi$ are geodesics. For any $z \in S_r(y)$ let $\gamma_z : [0, f(z)] \rightarrow B_R(y)$ be a maximal unit speed geodesic starting at $y$ and passing through $z$. Since $X$ is non-branching such $\gamma_z$ is unique. By above $\gamma(f(z)) \in \partial X$ or $\gamma(f(z)) \in S_r(y)$.

Let $\Phi(z) = \gamma_z(f(z))$. By above if $f(z) < R$ then $\Phi(z) \in \partial X$. Let $z_0 = [y, p] \cap S_r(y)$, $p \in \partial X$. By construction $f(z_0) < R/2 < R$.

**Claim.** $f$ is continuous near $z_0$.

It’s enough to prove continuity at $z_0$ since it will imply that $f(z) < R$ and hence $\Phi(z) \in \partial X$ for all $z$ close to $z_0$.

Suppose there is $z_i \in S_r(y)$ converging to $z_0$ such that $f(z_i) \rightarrow l < f(z_0) < R$. Then the geodesics $[y, \Phi(z)]$ converge to a geodesic $[y, q]$ of length $l$ starting at $y$ and passing through $z_0$. By uniqueness and non-branching of geodesics $[y, q]$ is a part of the geodesic $[y, \Phi(z_0)]$. Since $\partial X$ is closed we must have that $q \in \partial X$. But $q$ is an interior point of $[y, \Phi(z_0)]$. This is impossible by Theorem 3.19 (iv). This is a contradiction and hence $f$ is lower semicontinuous at $z_0$. Now suppose there is $z_i \in S_r(y)$ converging to $z_0$ such that $f(z_i) \rightarrow l > f(z_0)$. Then again $[y, \Phi(z_1)]$ converge to a geodesic $[y, q]$ of length $l$ and since $l > f(z_0)$ we must have that $z_0$ is an interior point of $[y, q]$. This again is impossible since $p = \Phi(z_0) \in \partial X$. Thus $f$ is upper semicontinuous and hence continuous at $p$. This finishes the proof of the Claim.

The claim immediately implies that $\Phi$ is continuous near $z_0$. Since geodesics of length less than $\pi$ in a CAT(1) space are unique $\Phi$ is one-to-one near $z_0$.

Next, by the $\text{CAT}(\kappa)$-condition the map $\Phi^{-1}$ is continuous (in fact, Lipschitz) on $B_{\epsilon}(p) \cap \partial X$ for all small $\epsilon$. Therefore $\Phi$ is a homeomorphism from a small neighborhood $U$ of $z_0$ in $S_r(y)$ to a small neighborhood of $p$ in $\partial X$. Furthermore, the map $\Psi : U \times (\frac{1}{2}, 1] \rightarrow X$ defined by

$$\Psi(z, t) = \gamma_z(tf(z))$$

is a homeomorphism onto a neighborhood of $p$ in $X$. This proves that $X$ is an $m$-manifold with boundary.

Let us verify that $\partial X = \partial^X$. The inclusion $\partial^X \subset \partial X$ follows from Proposition 3.13(i) since regular points have open neighborhoods homeomorphic to $\mathbb{R}^m$. The inclusion $\partial X \subset \partial^X$ follows by Proposition 3.13(v) which says that if $p$ is in the manifold interior of $X$ then it is regular and hence does not lie in $\partial X$.

**Corollary 4.4.** Let $X$ satisfy (6) and set $n = \dim X$. Then $X$ is a $n$-dimensional manifold with boundary and $\partial^X = \partial X$.

**Theorem 4.5** (Sphere Theorem). Suppose $\Sigma$ and $X = C(\Sigma)$ lie in $\mathcal{C}$. Let $m + 1 = \dim X$. Then the following dichotomy holds.

If $\partial^\Sigma = \emptyset$ then $\Sigma \cong S^m$.

If $\partial^\Sigma \neq \emptyset$ then $\Sigma$ is homeomorphic to the closed disk $D^m$. 

Proof. Suppose $\partial \Sigma = \emptyset$. Then $X = C \Sigma$ has no boundary either and therefore every point in $X$ including the vertex $p$ is regular and $T_pX \cong \mathbb{R}^{m+1}$. But $T_pX \cong C(\Sigma)$. Therefore $\Sigma \cong \mathbb{S}^m$.

Now suppose $\partial \Sigma \neq \emptyset$. If $\text{diam} \Sigma = \pi$ then for $p, q \in \Sigma$ with $d(p, q) = \pi$ we have that $\Sigma$ is isometric to the spherical suspension over $Y = \Sigma^2 \subset \mathcal{C}$ and $\partial Y \neq \emptyset$.

Thus we can reduce the problem to the case when $\text{diam} \Sigma < \pi$. Then geodesics between any two points in $\Sigma$ are unique and depend continuously on the endpoints. Let $p \in \mathcal{R}^n$. There exists $R < \pi$ and $\varepsilon > 0$ such that $X = \overline{B}_R(p)$. Pick a small $r > 0$ such that $\overline{B}_r(p) \subset \mathcal{R}^n$ and $S_r(p)$ is homeomorphic to $\mathbb{S}^{m-1}$. Let $\Phi : S_r(p) \to \partial X$ and $f : S_r(p) \to \mathbb{R}$ be the same maps as in the proof of Theorem 4.3. Then as before $f$ is continuous and $\Phi$ is a homeomorphism. Further, radially extending $\Phi$ to the closed unit ball around the vertex in $C(S_r(p))$ by the formula

$$\Psi(t, z) = \gamma_{z}(tf(z)/r)$$

we get a homeomorphism from $\mathcal{D}_m$ to $\Sigma$. \hfill \Box

**Corollary 4.6.** Let $(X, d, m)$ be RCD($N - 1, N$) and $\text{CAT}(1)$ where $N > 1$. If $\partial X \neq \emptyset$ and $X$ is homeomorphic to a closed disk of dimension $\leq N$. On the other hand, if $\partial X = \emptyset$ then $N$ is an integer and $X$ is metric measure isomorphic to $(\mathbb{S}^N, \text{const} \cdot \mathcal{H}_N)$.

**Proof.** Due to the Sphere Theorem we only need to prove the second part. If $\partial X = \emptyset$ then by the Sphere Theorem $X$ is isometric to $\mathbb{S}^l$ with $l \leq N$. Since the metric measure cone over $X$ is RCD($0, N + 1$) [Ket15] and is isometric to $\mathbb{R}^{l+1}$ by the splitting theorem it must be metric measure isomorphic to $(\mathbb{R}^{l+1}, \text{const} \cdot \mathcal{H}_{l+1})$. Therefore $m = \text{const} \cdot \mathcal{H}_l$. This obviously implies that $l = N$. \hfill \Box

The Sphere Theorem immediately implies

**Corollary 4.7.** Let $X$ satisfy (6) and $p \in \partial X = \partial X$. Then $T_p^0X$ is homeomorphic to $\mathbb{R}_+^l$ and $\Sigma_p^0$ is homeomorphic to $\mathcal{D}_{l-1}$ where $l \leq \dim X$.

At the moment we don’t know if in the above corollary $l$ must be equal to $\dim X$.

**Question 4.8.** Is it true that for any $p \in \partial X$ it holds that $T_p^0X$ is homeomorphic to $\mathbb{R}_+^n$ where $n = \dim X$? Weaker, is $T_p^0X$ locally constant on $\partial X$?

We conclude this section by studying the boundary as seen from a regular point. Let $C_0 \subset C$ be the class of CAT($0$) spaces which split off lines. An easy observation is the following:

**Lemma 4.9.** If $(X, d) \in C_0$ is non-compact then either $X$ is isometric to a product of the real line and some compact $(X', d') \in C_0$ with $\partial X' \neq \emptyset$ or $X$ has exactly one geodesic end, i.e. for any $x_n, y_n \in X \setminus \overline{B}_R(x)$ with $x_n, y_n \to \infty$ it holds $[x_n, y_n] \cap \overline{B}_R(x) = \emptyset$ eventually. In particular, any space $(X, d) \in C_0$ with $\partial X = \emptyset$ is isometric to $\mathbb{R}^m$ where $m = \dim X$.

**Remark 4.10.** As a simple corollary we see that an end is also a geodesic end and vice versa.

Let $(X, d) \in C_0$ and pick a regular point $p \in \mathcal{R}$. Define a function

$$f : \Sigma_p X \to (0, \infty)$$

where $f_p(v)$ is the length of the maximal unit-speed geodesic $\gamma$ issuing from $p$ with $\gamma(0) = v$. It is not difficult to verify that $f$ is bounded from below and continuous. Set

$$\Sigma_p^{\text{fin}} X = \{ f_p < \infty \}$$
$$\Sigma_p^{\text{inf}} X = \{ f_p = \infty \}$$

and note $\Sigma_p^{\text{fin}} X$ is open and $\Sigma_p^{\text{inf}} X$ is closed.

**Theorem 4.11.** Either $\Sigma_p^{\text{inf}} X$ is connected or $X$ splits off a line.
Proof. If $\Sigma^\inf_p X$ is not connected then there are two disjoint open sets $U, V \subset \Sigma_p X$ with $\Sigma^\inf_p X \subset U \cup V$. Since $\Sigma_p X$ is compact the set $A = \Sigma_p X \setminus (U \cup V) \subset \Sigma^\inf_p X$ is compact.

Let $K \subset X$ be the subset of points on unit-speed geodesics $\gamma$ with $\dot{\gamma}(0) \in A$. By compactness of $A$ and continuity of $f$ we see that $f$ is uniformly bounded on $A$ so that $K$ is closed and bounded. In particular, it is compact.

Now let $\gamma$ and $\eta$ be unit speed geodesics with $\dot{\gamma}(0) \in \Sigma^\inf_p X \cap U$ and $\dot{\eta}(0) \in \Sigma^\inf_p X \cap V$. Let $\xi : [0, 1] \to X$ be a geodesic connecting the endpoints of $\gamma$ and $\eta$. Then either $p \in \xi([0, 1])$ or there is a continuous curve $\rho : [0, 1] \to \Sigma_p X$ such that $\rho(t) = \xi'(0)$ where $\xi'$ is a unit speed geodesic connecting $p$ and $\xi(t)$. Since $\rho(0) \in U$ and $\rho(1) \in V$ there must be a $t \in (0, 1)$ with $\rho(t) \in A$ implying $\xi(t) \in K$. By the previous lemma $X$ must split off a line. \qed

5. DC coordinates on RCD+CAT spaces.

5.1. DC coordinates on CAT spaces. In [LN18] Lytchak and Nagano developed a structure theory of finite dimensional CAT spaces with locally extendible geodesics. In particular, they constructed DC coordinates on such spaces. This mirrors results of Perelman from [Per95] where a similar theory was developed for Alexandrov spaces with curvature bounded below.

In this paper we will only need the following special case of the Lytchak-Nagano theory.

Let $(X, d)$ be a CAT($\kappa$) space. Let $\hat{U} \subset X$ be open and suppose $\hat{U}$ is a topological $n$-manifold. It is well known (see e.g. [KK17, Lemma 3.1] or the proof of Proposition 3.13(i)) that this implies that geodesics in $\hat{U}$ are locally extendible. Suppose further that for any $U \subset \mathbb{R}_+^n$, i.e. $T^\kappa_k U \cong \mathbb{R}^n$ for any $q \in \hat{U}$.

Then by [LN18] for any $p \in \hat{U}$ there exist DC coordinates near $p$ with respect to which the distance on $\hat{U}$ is locally induced by a BV-$\kappa$-Riemannian metric $g$.

More precisely, let $a_1, \ldots, a_n, b_1, \ldots, b_n$ be points near $p$ such that $d(p, a_i) = d(p, b_i) = r$, $p$ is the midpoint of $[a_i, b_i]$ and $\angle a_ipa_j = \pi/2$ for all $i \neq j$ and all comparison angles $\angle a_ipa_j, \angle a_ipb_j, \angle b_ipb_j$ are sufficiently close to $\pi/2$ for all $i \neq j$.

Let $x : U \to \mathbb{R}^n$ be given by $x = (x_1, \ldots, x_n) = (d(\cdot, a_1), \ldots, d(\cdot, a_n))$.

Then by [LN18, Corollary 11.12] for any sufficiently small $0 < \varepsilon < \pi_k/4$ the restriction $x|_{B_2(r)}(p)$ is bi-Lipschitz onto an open subset of $\mathbb{R}^n$. Let $U = B_2(p)$ and $V = x(U)$. By [LN18, Proposition 14.4] $x : U \to V$ is a DC equivalence in the sense that $h : U \to \mathbb{R}$ is DC iff $h \circ x^{-1}$ is DC on $V$.

Further, by [LN18, Theorem 1.2] the distance on $\hat{U}$ is induced by a BV-$\kappa$-Riemannian metric $g$ which in $x$ coordinates is given by $2$-tensor $g^{ij}(p) = \cos \alpha_{ij}$ where $\alpha_{ij}$ is the angle at $p$ between geodesics connecting $p$ and $a_i$ and $a_j$ respectively. By the first variation formula $g^{ij}$ is the derivative of $d(a_i, \gamma(t))$ at $0$ where $\gamma$ is the geodesic with $\gamma(0) = p$ and $\gamma(1) = a_j$. Since $d(a_i, \cdot)$, $i = 1, \ldots, n$, are Lipschitz, $g^{ij}$ is in $L^\infty$. We denote $\langle v, w \rangle_g(p) = g^{ij}(p)v_iw_j$ the inner product of $v, w \in \mathbb{R}^n$ at $p$. The Riemannian metric $g^{ij}$ induces a distance function $d_g$ on $V$ such that $x$ is a metric space isomorphism for $\varepsilon > 0$ sufficiently small.

If $u$ is a Lipschitz function on $U$, $u \circ x^{-1}$ is a Lipschitz function on $V$, and therefore differentiable $L^n$-a.e. in $V$ by Rademacher’s theorem. Hence, we can define the gradient of $u$ at points of differentiability of $u$ in the usual way as the metric dual of its differential. Then the usual Riemannian formulas hold and $\nabla u = g^{ij}\frac{\partial u}{\partial x^i} \frac{\partial}{\partial x^j}$ and $|\nabla u|^2_g = g^{ij}\frac{\partial u}{\partial x^i} \frac{\partial u}{\partial x^j}$ a.e. .

Let $\tilde{A}$ be the algebra of functions of the form $\varphi(f_1, \ldots, f_m)$ where $f_i = d(\cdot, q_i)$ for some $q_1, \ldots, q_m$ with $|q_i| > \varepsilon$ and $\varphi$ is smooth.

Together with the first variation formula for distance functions continuity of $g$ implies that for any $u, h \in \tilde{A}$ it holds that $\langle \nabla u, \nabla h \rangle_g$ is continuous on $V$.

Furthermore, since $\frac{\partial}{\partial x^i} = \sum_j g_{ij} \nabla x_j$ where $g_{ij}$ is the pointwise inverse of $g^{ij}$, continuity of $g$ also implies that any $u \in \tilde{A}$ is $C^1$ on $V$. Hence, any such $u$ is DC$_0$ on $V$. Therefore $\hat{U}$ can be given a natural structure of DC$_0$ (and in particular $C^1$) $n$-dimensional manifold with an atlas given by DC coordinate charts and $g$ is BV$_0$ with respect to this DC$_0$ structure.
By the same argument as in [Per95, Section 4] (cf. [Pet11], [AB18]) it follows that any \( u \in \tilde{A} \) lies in \( D(\Delta, U, \mathcal{H}_n) \) and the \( \mathcal{H}^n \)-absolutely continuous part of \( \Delta_0 u \) can be computed using standard Riemannian geometry formulas; that is

\[
|\Delta_0 u|_{ac} = \frac{1}{\sqrt{|g|}} \frac{\partial^p}{\partial x_j} \left( g^{jk} \frac{\partial^p u}{\partial x_k} \right)
\]

where \( |g| \) denotes the pointwise determinant of \( g^{ij} \). Here \( \Delta_0 \) denotes the measure valued Laplacian on \( (U, d, \mathcal{H}_n) \). Note that \( g, \sqrt{|g|} \) and \( \frac{\partial}{\partial x_j} \) are BV\(_0\)-functions, and the derivatives on the right are understood as approximate derivatives.

The definition of \( \Delta_0 \) is analogous to the definition of the measure valued Laplacian for RCD spaces. In this case the inner product \( \langle \cdot, \cdot \rangle \) that was introduced before Definition 2.3 is replaced by \( \langle \cdot, \cdot \rangle_g \). However, we will also see in Lemma 5.2 below that assuming (6) \( \langle \cdot, \cdot \rangle \) and \( \langle \cdot, \cdot \rangle_g \) coincide for Lipschitz functions.

5.2. DC structure on RCD+CAT spaces. Now suppose that \( X \) satisfies (6). Let \( n = \dim X \) and let \( \mathcal{R} \) be the set of regular points \( p \) in \( X \). Recall that by Theorem 3.19 \( \mathcal{R} = \mathcal{R}_n \) and it is open. Further, by Proposition 3.13 for any \( p \in \mathcal{R} \) there is an open neighbourhood \( \tilde{U} \) of \( p \) in \( \mathcal{R} \) homeomorphic to \( \mathbb{R}^n \).

Thus all of the theory from Subsection 5.1 applies with \( \tilde{U} = \mathcal{R} \) and we obtain:

**Theorem 5.1.** Let \( X \) satisfy (6) and let \( n = \dim X \). Then \( \mathcal{R} \) admits the structure of an \( n \)-dimensional DC\(_0\) manifold (and in particular a \( C^1 \) manifold). Furthermore \( \mathcal{R} \) admits a BV\(_0\) Riemannian metric \( g \) which induces the original distance \( d \) on \( \mathcal{R} \).

Recall that for a Lipschitz function \( u \) on \( V \) we have two a-priori different notions of the norm of the gradient defined m-a.e.: the "Riemannian" norm of the gradient \( |\nabla u|_g^2 = g^{ij} \frac{\partial u}{\partial x_i} \frac{\partial u}{\partial x_j} \) and the minimal weak upper gradient \( |\nabla u| \) when \( u \) is viewed as a Sobolev functions in \( W^{1,2}(m) \). We observe that these two notions are equivalent.

**Lemma 5.2.** Let \( u, h : U \to \mathbb{R} \) be Lipschitz functions. Then \( |\nabla u| = |\nabla u|_g \), \( |\nabla h| = |\nabla h|_g \) m-a.e. and \( \langle \nabla u, \nabla h \rangle = \langle \nabla u, \nabla h \rangle_g \) m-a.e..

In particular, \( g^{ij} = \langle \nabla x_i, \nabla x_j \rangle_g = \langle \nabla x_i, \nabla x_j \rangle \) m-a.e..

**Proof.** First note that since both \( \langle \nabla u, \nabla h \rangle \) and \( \langle \nabla u, \nabla h \rangle_g \) satisfy the parallelogram rule, it’s enough to prove that \( |\nabla u| = |\nabla u|_g \) a.e..

Recall that \( g^{ij} \) is continuous on \( U \). Fix a point \( p \) where \( u \) is differentiable. Then

\[
\text{Lip} \ u(p) = \limsup_{q \to p} \frac{|u(p) - u(q)|}{d(p, q)} = \limsup_{q \to p} \frac{|u(p) - u(q)|}{|p - q|_g(p)} = \sup_{|v|_{g(p)} = 1} D_v u = \sup_{|v|_{g(p)} = 1} \langle v, \nabla u \rangle_{g(p)} = |\nabla u|_{g(p)}.
\]

In the second equality we used that \( d \) is induced by \( g \), and that \( g^{ij} \) is continuous. Since \( (U, d, m) \) admits a local 1-1 Poincaré inequality and is doubling, the claim follows from [Che99] where it is proved that for such spaces Lip \( u = |\nabla u| \) a.e.. \( \square \)

In view of the above Lemma from now on we will not distinguish between \( |\nabla u| \) and \( |\nabla u|_g \) and between \( \langle \nabla u, \nabla h \rangle \) and \( \langle \nabla u, \nabla h \rangle_g \).

6. Density functions

6.1. Non-collapsed case. Let \( (X, d, f\mathcal{H}_n) \) be RCD(\( K, n \)) and CAT(\( \kappa \)) where \( 0 \leq f \in L^1_{\text{loc}}(\mathcal{H}^n) \).

**Remark 6.1.** If \( (X, d, m) \) is a weakly non-collapsed RCD space in the sense of [DPG18] or a space satisfying the generalized Bishop inequality in the sense of [Kit17] and if \( (X, d) \) is CAT(\( \kappa \)), the assumptions are satisfied by [DPG18, Theorem 1.10].
Following Gigli and De Philippis [DPG18] for any \( x \in X \) we consider the monotone quantity \( m(B_r(x)) \) which is non increasing in \( r \) by the Bishop-Gromov volume comparison. Let \( \theta_{n,r}(x) = \frac{m(B_r(x))}{v_{k,n}(r)} \). Consider the density function \([0, \infty) \ni \theta_n(x) = \lim_{r \to 0} \theta_{n,r}(x) = \lim_{r \to 0} \frac{m(B_r(x))}{v_{k,n}(r)} \).

Since \( n \) is fixed throughout the proof we will drop the subscripts \( n \) and from now on use the notations \( \theta(x) \) and \( \theta_r(x) \) for \( \theta_n(x) \) and \( \theta_{n,r}(x) \) respectively.

By Theorem 3.19 and [DPG18, Theorem 1.10] we have that \( m \)-almost all points \( p \in X \) are regular and \( \theta(x) = f(x) \) a.e. with respect to \( m \).

Therefore we can and will assume from now on that \( f = \theta \) everywhere.

Remark 6.2. Monotonicity of \( r \mapsto \frac{m(B_r(x))}{v_{k,n}(r)} \) immediately implies that \( f(x) = \theta(x) > 0 \) for all \( x \).

By rescaling the metric and lowering \( K \) we can assume that \( k = 1 \) and \( K = -(n-1) \).

Lemma 6.3. There are constants \( C > 0 \) and \( 0 < R_0 < \pi/100 \) such that the following holds.

Let \((X,d,f\mathcal{H}_n)\) be \( \text{RCD}(-(n-1),n) \) and \( \text{CAT}(1) \) and let \( \gamma : [0,1] \to X \) be a geodesic in \( B_{2R}(x_0) \) with \( R < R_0 \).

Then for all \( r \in (0,R) \) and \( t \in (0,1) \) it holds

\[
\frac{\bar{r}(t)}{r} \leq (1 + CR^2) \cdot \frac{\bar{r}(t)}{\bar{r}(0)}.
\]

Moreover, \( \theta_n(\gamma(1)) \leq 1 + 4CR^2 \theta_n(\gamma(t)) \).

Proof. Let \( A = B_{r}(\gamma(1)) \) and

\[
A_{t,\gamma}(0) = \{ \xi(t) | \xi \text{ is a geodesic between } \gamma(0) \text{ and a point in } A \}.
\]

Since \( R_0 < \pi/100 \) by the CAT(1) condition (cf. [KK17, Lemma 5.5]) we get that

\[
A_{t,\gamma}(0) \subseteq B_{r}(\gamma(t)).
\]

A Taylor expansion argument in \( R \) at \( R = 0 \) shows that there are \( C_1 > 0 \) and \( R_1 > 0 \) such that \( \sigma_{K,n}(R) \geq (1 - C_1 R^2) t > 0 \) for any \( t \in [0,1] \) and \( 0 < R \leq R_1 \).

Also note that since \( K = -(n-1) < 0 \) the function \( \theta \mapsto \sigma_{K,n}(\theta) \) is monotone decreasing.

Combining the above with the Brunn–Minkowski inequality with \( A_0 = \{ x \} \) and \( A_1 = A \) yields

\[
(1 - C_1 R^2)tm(A) \leq \sigma_{K,n}(R)m(A) \leq m(A_{t,\gamma}(0)) \leq m(B_{r}(\gamma(t))).
\]

Let \( C = 2C_1 \), and \( R_0 = \min\{ R_1, \frac{1}{\sqrt{2C_1}} \} \). Then for any \( 0 < R < R_0 \) we have

\[
0 < \frac{1}{1 - C_1 R^2} < 1 + CR^2
\]

and therefore

\[
t \cdot \frac{\bar{r}(t)}{r} \leq \frac{1}{1 - C_1 R^2} \frac{m(B_{r}(\gamma(t)))}{\bar{r}(t)} \leq (1 + CR^2) \frac{m(B_{r}(\gamma(t)))}{\bar{r}(t)}
\]

which yields the first claim in the lemma. The last claim is obtained by dividing the above inequality by \( t \cdot r \) and taking the limit as \( r \to 0 \).

\[ \square \]

Corollary 6.4. Let \((X,d,f\mathcal{H}_n)\) be \( \text{RCD}(-(n-1),n) \) and \( \text{CAT}(1) \). Then \( \theta_n \) is locally bounded.

Proof. Since \( \mathcal{R} \) has full measure and \( \theta_n \in L^1_{\text{loc}}(\mathcal{H}_n) \), \( \{ x \in \mathcal{R} : \theta(x) < \infty \} \) has full measure. By extendability of geodesics at regular points \( \theta_n \leq (1 + 4CR^2)^n \theta(x_0) \) on \( B_{2R}(x_0) \) for \( x_0 \in \mathcal{R} \) with \( \theta_n(x_0) < \infty \), \( R \in (0,R_0) \) and \( R_0 > 0 \) as in the previous lemma. Then, the claim follows since \( \mathcal{R} \) is also dense.

\[ \square \]

Corollary 6.5. The function \( \theta_n \) is constant in the interior of every geodesics \( \xi : [0,1] \to X \), i.e it holds \( \theta_n(\xi(t)) = \theta_n(\xi(s)) \) for \( t,s \in (0,1) \).
Proof. Without loss of generality we can assume that length of $\gamma$ is smaller than $R_0$ given by Lemma 6.3. Then by Corollary 6.4 there is $D > 0$ such that $\theta_n(\gamma(t)) \leq D$ for all $t \in [0, 1]$.

Choose points $x, y \in \xi((0, 1))$. We may assume that either $x$ or $y$ assumes the role of $\gamma(t)$ in the lemma above and the other the role of $\gamma(1)$. In the lemma above we may choose $R = 2d(x, y)$ and obtain

$$\theta_n(x)^{\frac{1}{p}} \leq (1 + 2C d(x, y)^2)\theta_n(y)^{\frac{1}{p}}$$

so that

$$\frac{\theta_n(x)^{\frac{1}{p}} - \theta_n(y)^{\frac{1}{p}}}{d(x, y)} \leq \frac{8C d(x, y)^2}{d(x, y)} \theta(y)^{\frac{1}{p}}.$$

Exchanging the roles of $x$ and $y$

$$\frac{|\theta(y)^{\frac{1}{p}} - \theta(x)^{\frac{1}{p}}|}{d(x, y)} \leq \frac{8C d(x, y)^2}{d(x, y)} \max\{\theta(x)^{\frac{1}{p}}, \theta(y)^{\frac{1}{p}}\} \leq 8Cd(x, y)$$

for another constant $D > 0$. Thus the function $F : (0, 1) \to \mathbb{R}$ defined by $F(t) = \theta^{\frac{1}{p}}(\xi(t))$ satisfies

$$F'(t) = 0 \quad \text{for all } t \in (0, 1)$$

and therefore $F \equiv \text{const}$ on $(0, 1).$ \hfill $\Box$

**Corollary 6.6.** Let $(X, d, fH^n)$ be RCD($K, n$) and CAT($\kappa$). Then $f \equiv \theta_n \equiv \text{const almost everywhere}.$

**Proof.** Just note that by Proposition 3.13 a geodesic connecting two regular points $x$ and $y$ can be extended to a local geodesic so that $x$ and $y$ are in the interior of that local geodesic. By Corollary 6.5 this implies $\theta(x) = \theta(y)$ and proves the result. \hfill $\Box$

**Remark 6.7.** The result is also true for weakly non-collapsed MCP($K, n$)+CAT($\kappa$) spaces. We postpone the proof to a subsequent work as it relies on adjusted versions of the splitting theorem, Propositions 3.13 and [DPG18, Theorem 1.10].

6.2. **General case.** Let $(X, d, m)$ be RCD($K, N$) and CAT($\kappa$) where $K, \kappa \in \mathbb{R}, N \geq 1$. Let $n = \dim X$. Recall that $\mathcal{R} = \mathcal{R}_n$. Denote

$$\mathcal{R}_\ast := \left\{ x \in \mathcal{R} : \exists \lim_{r \to 0^+} \frac{m(B_r(x))}{r^n \omega_n} \in (0, \infty) \right\}.$$ 

By results in [GP16], [KM18], [DPMR17] $m(\mathcal{R} \setminus \mathcal{R}_\ast) = 0$ (and hence $\mathcal{R}_\ast$ has full measure) and $m|_{\mathcal{R}_\ast}$ and $H^n|_{\mathcal{R}_\ast}$ are mutually absolutely continuous and

$$\lim_{r \to 0^+} \frac{m(B_r(x))}{\omega_n r^n} = \frac{dm|_{\mathcal{R}_\ast}}{dH^n|_{\mathcal{R}_\ast}}(x) =: \theta(x)$$

for $m$-a.e. $x \in \mathcal{R}_\ast$.

**Proposition 6.8.** $\theta$ admits an a.e. modification $\dot{\theta} : X \to [0, \infty)$ such that

$$\dot{\theta}(\gamma(t))^\frac{1}{p} \geq \sigma^{(t)}(l)\theta(\gamma(0))^\frac{1}{p} + \sigma^{(t)}(l)\theta(\gamma(1))^\frac{1}{p},$$

for any geodesic $\gamma$ and some $\eta = \eta(\kappa, K, N, n) < 0$. In particular, $\dot{\theta}^\frac{1}{p}$ is semi-concave.

**Proof.** We extend $\theta$ via

$$\lim_{r \to 0^+} \frac{m(B_r(x))}{\omega_n r^n} = \theta(x)$$

to a function that is defined everywhere on $X$. Note that at this point we have not ruled out the possibility that $\hat{\theta}$ might take the value $\infty$.

Let $\gamma$ be geodesic with length $l < L < \frac{\infty}{\theta(0)}$. By the upper curvature bound and the Brunn–Minkowski inequality (see the proof of Lemma 5.5 in [KK17]) one shows that

$$(1 + c_2 l^2)m(B_{r(1 + c_1 l^2)}(\gamma(1/2))) \geq \frac{1}{2}m(B_r(\gamma(0))) + \frac{1}{2}m(B_r(\gamma(1))).$$
for some constants \( c_1 = c_1(K) \) and \( c_2 = c_2(K, N, L) \). We set \( c(K, N) = \max\{c_1, c_2\} \). By Taylor expanding \( \sigma^{(1/2)}_\eta(l) \) w.r.t. \( l \) one can see that there exists some \( \eta(K, N, n) := \eta < 0 \) and \( L > 0 \) such that for any \( 0 < l < L \) it holds that

\[
\frac{1}{2} \frac{1}{(1 + c l^2)^{3/2} + 1} \geq \sigma^{(1/2)}_\eta(l)
\]

and therefore

\[
\left( \frac{m(B_{r(1+c l^2)}(\gamma(1/2))}{\omega_n r^n (1 + c l^2)} \right)^{1/2} \geq \sigma^{(1/2)}_\eta(l) \left( \frac{m(B_{r}(\gamma(0)))}{\omega_n r^n} \right)^{1/2} + \sigma^{(1/2)}_\eta(l) \left( \frac{m(B_{r}(\gamma(1)))}{\omega_n r^n} \right)^{1/2}
\]

Hence, for \( r \to 0 \) and \( t = 1/2 \) we obtain

\[
\hat{\theta}(\gamma(t)) \geq \sigma^{(1/2)}_\eta(l) \hat{\theta}(\gamma(0)) + \sigma^{(1/2)}_\eta(l) \hat{\theta}(\gamma(1))
\]

for any geodesic \( \gamma \) with length \( l \) less than \( L \).

Now, we observe that for any point \( x \in X \) there exists at least one geodesic \( \gamma \) of length less than \( L \) such that \( \gamma(0) = x \) and \( \hat{\theta}(\gamma(1/2)) < \infty \). By above this implies that \( \hat{\theta}(x) < \infty \) as well.

It’s easy to see that the same proof that works for \( t = 1/2 \) shows that (9) holds for all \( t \in [1/4, 3/4] \) (we are still assuming that length of \( \gamma \) is smaller than \( L \)). Let \( J \subset [0,1] \) be the set of points \( t \) for which (9) holds. We know that \( J \) contains \([1/4, 3/4], \{0\}, \{1\}\). Algebraic properties of \( \sigma^{(1/2)}_\eta(l) \) imply that \( J \) is closed under taking midpoints. This immediately implies that \( J = [0,1] \).

\[\text{Remark 6.9.} \text{ One can also show that } -\log \hat{\theta} \text{ is } \frac{K - 8nc}{2} \text{-convex. Indeed, since } \text{RCD}(K, \infty) \text{ implies } \text{RCD}(K, \infty), \text{ one obtains that}
\]

\[
-\log \frac{m(B_{r(1+c l^2)}(\gamma(t))}{\omega_n r^n (1 + c l^2)} + \frac{K}{2} t(1 - t) W_2(\mu_0, \mu_1)^2
\leq -(1 - t) \log \frac{\mu(B_r(\gamma(0)))}{\omega_n r^n} - t \log \frac{\mu(B_r(\gamma(1)))}{\omega_n r^n} + n \log(1 + c l^2)
\]

where \( \mu_i = m(B_r(\gamma(0)))^{-1} m|_{B_r(\gamma(0))}, \ i = 0, 1 \). Moreover, \( \log(1 + c l^2) \leq c l^2 \). Since \( \mu_i \to \delta_{\gamma(i)} \), \( i = 0, 1 \) w.r.t. \( W_2 \),

\[
\lim_{r \to 0} W_2(\mu_0, \mu_1) = W_2(\delta_{\gamma(0)}, \delta_{\gamma(1)}) = d(\gamma(0), \gamma(1)).
\]

Hence, for \( t = 1/2 \)

\[
-\log \hat{\theta}(\gamma) \left( \frac{1}{2} \right) \leq \frac{1}{2} \log \hat{\theta}(\gamma(0)) - \frac{1}{2} \log \hat{\theta}(\gamma(1)) - (K - \frac{8nc}{2}) \frac{1}{4} d(\gamma(0), \gamma(1))^2.
\]

In the following we will identify \( \hat{\theta} \) with \( \theta \).

\[\text{Corollary 6.10.} \text{ The function } \theta \text{ is locally Lipschitz and positive near any } p \in \mathcal{R}.
\]

\[\text{Proof.} \text{ First observe that semiconcavity of } \theta^{1/2}, \text{ the fact that } \theta \geq 0 \text{ and local extendability of geodesics on } \mathcal{R} \text{ imply that } \theta \text{ must be locally bounded. Now, the fact that } \theta \text{ is Lipschitz near a point } p \in \mathcal{R} \text{ is a consequence of Proposition 6.8, the fact that geodesics are locally extendible a definite amount near } p \text{ by Proposition 3.13 and the fact that a semiconcave function on } (0, 1) \text{ is locally Lipschitz.}
\]

Let \( p \in \mathcal{R} \). Pick any \( q \in \mathcal{R}_+ \). Then \( \theta(q) > 0 \). Since a geodesic from \( p \) to \( q \) can be locally extended past \( q \) Proposition 6.8 implies that \( \theta(p) > 0 \). Now the fact that \( \theta \) is Lipschitz near \( p \) implies that \( \theta \) is positive near \( p \).

\[\text{□}
\]

\[\text{Corollary 6.11.} \text{ For all } x \in \mathcal{R} \text{ it holds}
\]

\[
\theta(x) = \lim_{r \to 0} \frac{m(B_r(x))}{\omega_n r^n}.
\]
Proof. Pick any \( x \in \mathcal{R} \) and let \( \Omega \subset \mathcal{R} \) be the set such that for all \( y \in \Omega \)
\[
\theta(y) = \lim_{r \to 0} \frac{m(B_r(y))}{\omega_n r^n}.
\]
Arguing as in [Kel17, Lemma 6.1] there is a set of full measure \( \Omega' \subset \Omega \) such that for all \( y \in \Omega' \) there is a unique geodesic \( \gamma \) connecting \( x \) and \( y \) such that \( z = \gamma(\frac{1}{2}) \in \Omega \). Note that \( \Omega' \) is dense in \( \mathcal{R} \). For \( y \in \Omega' \) we can use the arguments of the previous proof and the fact that \( z \in \Omega \) to show
\[
-\log \theta(z) \leq -\frac{1}{2} \log \left( \limsup_{r \to 0} \frac{m(B_r(x))}{\omega_n r^n} \right) - \frac{1}{2} \log \theta(y) - (K - \frac{8c}{2}) \frac{1}{4} d(\gamma(0), \gamma(1))^2.
\]
Because \( \Omega' \) is dense we can take a sequence \( y_n \to x \) with \( y_n \in \Omega' \). Using the fact that \( \theta \) is continuous at \( x \) we get
\[
-\frac{1}{2} \log \left( \liminf_{r \to 0} \frac{m(B_r(x))}{\omega_n r^n} \right) \leq -\frac{1}{2} \log \left( \limsup_{r \to 0} \frac{m(B_r(x))}{\omega_n r^n} \right)
\]
which implies
\[
\limsup_{r \to 0} \frac{m(B_r(x))}{\omega_n r^n} \leq \liminf_{r \to 0} \frac{m(B_r(x))}{\omega_n r^n}
\]
and thus the claim. \( \square \)

Remark 6.12. The proof actually shows that \( \theta \) is given as a lim at \( x \) whenever \( x \) is a continuity point of \( \theta \) restricted to \( \mathcal{R} \cup \{ x \} \). More generally, one obtains
\[
\limsup_{r \to 0} \frac{m(B_r(x))}{\omega_n r^n} < \infty
\]
for any \( x \in X \).

The above results allow us to compute the Laplacian in local DC-coordinates using standard Riemannian geometry formulas.

Corollary 6.13. Set again \( f = \theta \). Let \( V \subset X \) be open and \( u \in D(\Delta, V, m) \). Then \( u \in D(\Delta_0, \mathcal{R} \cap V, \mathcal{H}^n) \) and
\[
(10) \quad \Delta u|_{\mathcal{R} \cap V} = \Delta_0 u - \langle \nabla u, \nabla \log f \rangle m.
\]
In particular, if \( u \in D_{L^2}(\Delta) \), then \( \Delta_0 u = [\Delta_0 u]|_{\mathcal{H}^n} \) with \( \Delta_0 u \in L^2_{\text{loc}}(\mathcal{R}, m) \).

Let \( U = B_r(q) \subset \mathcal{R} \) be a domain for DC-coordinates and \( \tilde{\mathcal{A}} \) be as in Subsection 5.1. If \( u \in \tilde{\mathcal{A}} \) then \( u \in D(\Delta, \mathcal{R}, m) \) and \( \Delta u|_U \in L^\infty_{\text{loc}}(\mathcal{R}, m) \) with
\[
(11) \quad \Delta u|_U = \frac{1}{\sqrt{|g|}} \frac{\partial}{\partial x_j} (\sqrt{|g|} \partial_k u), \langle \nabla u, \nabla \log f \rangle.
\]

Proof. Since \( f \) is locally Lipschitz on \( \mathcal{R} \), \( u \in D(\Delta_0, \mathcal{R} \cap V, \mathcal{H}^n) \) follows exactly as in the proof of Proposition 4.18 in [Gig15].

Formula (10) follows from the previous statement since \( \Delta u \in L^2(m) \), \( f \) is positive on \( \mathcal{R} \) and \( f \) and \( \log f \) are locally Lipschitz on \( \mathcal{R} \).

For the second claim about \( u \in \tilde{\mathcal{A}} \) first recall that since \( (X, d, m) \) is RCD, for any \( q \in X \) we have that \( d_q \) lies in \( D(\Delta, U \setminus \{ q \}, m) \) and \( \Delta d_q \) is locally bounded above on \( U \setminus \{ q \} \) by const \( \cdot m \) by Laplace comparison in RCD spaces [Gig15].

Furthermore, since all geodesics in \( U \) are locally extendible we have \( \Delta d_q = [\Delta d_q]|_{\text{loc}} \cdot m \) on \( U \setminus \{ q \} \) and \( [\Delta d_q]|_{\text{loc}} \) is locally bounded below on \( U \setminus \{ q \} \) again by Corollary 4.19 in [CM17]. Therefore \( \Delta d_q \) is in \( L^\infty_{\text{loc}}(U \setminus \{ q \}, m) \).

By the chain rule for \( \Delta \) [Gig15] the same holds for any \( u, h \in \tilde{\mathcal{A}} \) on all of \( U \) as by construction \( u \) and \( h \) only involve distance functions to points outside \( U \).

Finally, since \( u \in D(\Delta, U, m) \), (11) follows from (10) together with (8). \( \square \)
7. Continuity of Tangent Cones

Colding and Naber proved in [CN12] that for Ricci limits same-scale tangent cones are continuous along interiors of limit geodesics.

We prove that this property holds for CD+CAT spaces.

**Theorem 7.1.** Let $(X, d, m)$ satisfy (6). Let $\gamma: [0, 1] \to X$ be a geodesic. Let $0 < s_0 < 1/2$.

Then for any $\varepsilon > 0$ there is $\delta > 0$ and $r_0 > 0$ such that for all $0 < r < r_0$ and for all $t, t' \in [s_0, 1 - s_0]$ with $|t - t'| < \delta$ it holds that

$$d_{GH} \left( \left( \frac{1}{r} B_r(\gamma(t)), \gamma(t) \right), \left( \frac{1}{r} B_r(\gamma(t')), \gamma(t') \right) \right) < \varepsilon$$

Note that the theorem implies that same scale tangent cones (if they exist) are uniformly continuous on $[s_0, 1 - s_0]$.

The following lemma is well-known (see e.g. [BBI01, Theorem 1.6.15]).

**Lemma 7.2.** Let $K$ be a compact metric space. Let $f: K \to K$ be distance non-decreasing. Then $f$ is an isometry.

**Proof of Theorem 7.1.** Without loss of generality we can assume that the length of $\gamma$ is less than $\min \{1, \pi \kappa / 2 \}$.

We will use the convention that $\kappa(\delta)$ denotes a positive function on $[0, \infty)$ such that $\kappa(\delta) \to 0$ as $\delta \to 0$.

Suppose the theorem is false. Then it fails for some $\varepsilon > 0$. That is there exist $t_i, t'_i \in [s_0, 1 - s_0]$ with $|t_i - t'_i| \to 0$ and $r_i \to 0$ such that

$$d_{GH} \left( \left( \frac{1}{r_i} B_{r_i}(\gamma(t_i)), \gamma(t_i) \right), \left( \frac{1}{r_i} B_{r_i}(\gamma(t'_i)), \gamma(t'_i) \right) \right) \geq \varepsilon$$

By passing to a subsequence we can assume that $t_i, t'_i \to t_0 \in [s_0, 1 - s_0]$. By the triangle inequality and by possibly relabeling and switching $t_i$ with $t'_i$ we can assume that

$$d_{GH} \left( \left( \frac{1}{r_i} B_{r_i}(\gamma(t_i)), \gamma(t_i) \right), \left( \frac{1}{r_i} B_{r_i}(\gamma(t_0)), \gamma(t_0) \right) \right) \geq \varepsilon \quad \text{for all } i.$$  

By passing to a subsequence we can assume that $(\frac{1}{r_i} X, \gamma(t_0))$ pointed GH-converges to some tangent cone $(T_{\gamma(t_0)} X, 0)$ so that

$$d_{GH} \left( \left( \frac{1}{r_i} B_{r_i}(0), 0 \right), \left( \frac{1}{r_i} B_{r_i}(\gamma(t_0)), \gamma(t_0) \right) \right) \to 0$$

Let $p = \gamma(0), q = \gamma(1)$. Assume $t_i > t_0$. Consider the homothety map $\Phi_i$ centered at $p$ such that $\Phi_i(\gamma(t_i)) = \gamma(t_0)$ and let $\Psi_i$ be the homothety map centered at $q$ such that $\Psi_i(\gamma(t_0)) = \gamma(t_i)$.

Since $L(\gamma) < \pi \kappa / 2$, by the CAT($\kappa$)-condition both of these maps are 1-Lipschitz and by the RCD condition are almost measure nondecreasing on $B_{10\delta_i}(\gamma(t_0))$ (meaning that the image of any set $A$ has measure $\geq (1 - \kappa(\delta_i)) m(A)$ where $\delta_i = |t_0 - t_i|$.

Then the composition $f_i = \Phi_i \circ \Psi_i$ maps $B_{r_i}(\gamma(t_i))$ to itself and is measure almost nondecreasing. Together with Bishop-Gromov this implies that

$$\frac{m(B_{r_i}(\gamma(t_i)))}{m(B_{r_i}(\gamma(t_0)))} \geq 1 - \kappa(\delta_i)$$

The same argument for $g_i = \Psi_i \circ \Phi_i$ shows that

$$1 - \kappa(\delta_i) \leq \frac{m(B_{r_i}(\gamma(t_i)))}{m(B_{r_i}(\gamma(t_0)))} \leq 1 + \kappa(\delta_i)$$

This in turn implies that the image of $\Psi_i$ is $\kappa(\delta_i) \cdot r$ dense in $B_{r_i}(\gamma(t_i))$ since it has almost full volume. The same holds for $\Phi_i$ and for $f_i$ for similar reasons.
By Gromov’s Arzela–Ascoli theorem the rescaled maps \( f_i : r_i^{-1} \bar{B}_{r_i}(\gamma(t_0)) \to r_i^{-1} \bar{B}_{r_i}(\gamma(t_0)) \) subconverge to a self map of the unit ball in the tangent space \( f : \bar{B}_1(0) \to \bar{B}_1(0) \).

Moreover, \( f \) is 1-Lipschitz and onto and hence its inverse \( f^{-1} \) is non-contracting. By Lemma 7.2 \( f^{-1} \) is an isometry and hence so is \( f \).

Therefore \( f_i \) is a \( \mu_i \)-GH-approximation with \( \mu_i \to 0 \). Therefore \( \Psi_i : B_{r_i}(\gamma(t_0)) \to B_{r_i}(\gamma(t_i)) \) is also a \( \mu_i \)-GH-approximation. This is a contradiction for large \( i \).

Remark 7.3. Theorem 7.1 can be used to give an alternate proof of convexity of \( \mathcal{R} \) than the one given in Theorem 3.19. Indeed, let \( \gamma : [0, 1] \to X \) be a geodesic with \( \gamma(0), \gamma(1) \in \mathcal{R} \). Then the set \( \gamma^{-1}(\mathcal{R}) \) is nonempty, it is open by Proposition 3.13 and closed by Theorem 7.1. Therefore \( \gamma^{-1}(\mathcal{R}) = [0, 1] \).

Theorem 7.1 can be improved to show that the uniform convergence holds with respect to pointed measured Gromov–Hausdorff convergence. This was proved for Ricci limits in [Kl18].

Recall that for doubling metric measure spaces Sturm’s \( \mathbf{D} \)-convergence is equivalent to \( \text{mGH} \) convergence, see [St] for details on the transport distance \( \mathbf{D} \).

Theorem 7.4. Let \((X, d, m)\) satisfy (6). Let \( \gamma : [0, 1] \to X \) be a geodesic. Let \( 0 < s_0 < 1/2 \).

Then for any \( \varepsilon > 0 \) there is \( \delta > 0 \) and \( r_0 > 0 \) such that for all \( 0 < r < r_0 \) and \( t, t' \in [s_0, 1 - s_0] \) with \( |t - t'| < \delta \) it holds that

\[
\mathbf{D}
\left(\frac{1}{r} \bar{B}_r(\gamma(t)), \frac{1}{m(B_r(\gamma(t)))} m|\bar{B}_r(\gamma(t))|, \frac{1}{r} \bar{B}_r(\gamma(t')), \frac{1}{m(B_r(\gamma(t')))} m|\bar{B}_r(\gamma(t'))|\right) < \varepsilon
\]

Proof. Suppose the statement is false. Then, for some \( \varepsilon > 0 \) one can find \( t_i, t'_i \in (s_0, 1 - s_0) \) with \( |t_i - t'_i| \to 0 \) and \( r_i \downarrow 0 \) such that

\[
\mathbf{D}
\left(\frac{1}{r_i} \bar{B}_{r_i}(\gamma(t_i)), \frac{1}{m(B_{r_i}(\gamma(t_i)))} m|\bar{B}_{r_i}(\gamma(t_i))|, \frac{1}{r_i} \bar{B}_{r_i}(\gamma(t'_i)), \frac{1}{m(B_{r_i}(\gamma(t'_i)))} m|\bar{B}_{r_i}(\gamma(t'_i))|\right) \geq \varepsilon
\]

for all \( i \in \mathbb{N} \). As before we can assume that \( t'_i = t_0 \) is fixed. To simplify notations we set \( B_i = B_{r_i}(\gamma(t_i)) \) and \( B'_i = B_{r_i}(\gamma(t'_i)) \), and the corresponding probability measure we denote \( m_i \) and \( m'_i \), respectively.

We already showed that \( B_i \) and \( B'_i \) are GH-close for \( i \) large. More precisely, \( \Psi_i : B_i \to B'_i \) is a 1-Lipschitz map and a \( \mu_i \)-GH-approximation with \( \mu_i \to 0 \) for \( i \to \infty \). Similar, \( \Phi_i : B'_i \to B_i \) is 1-Lipschitz map and \( \mu_i \)-GH-approximations as well. Note that \( \Phi_i \) and \( \Psi_i \) are indeed 1-Lipschitz.

Letting \( i \to \infty \) and after taking a subsequence we deduce that \( B_i \) and \( B'_i \) converge in pointed \( \text{GH} \)-sense to limit spaces \( \bar{B}_1(0) \) and \( \bar{B}'_1(0') \), respectively. The set \( \bar{B}'_1(0) \) is again the (closed) 1-ball in a tangent space at \( \gamma(t_0) \). The maps \( \Psi_i, \Phi_i \) and \( f_i = \Phi_i \circ \Psi_i \) converge in Gromov–Arzela–Ascoli sense to isometries \( \Phi : \bar{B}'_1(0') \to \bar{B}_1(0), \Psi : \bar{B}_1(0) \to \bar{B}'_1(0') \) and \( f : \bar{B}_1(0) \to \bar{B}_1(0) \) where \( f = \Phi \circ \Psi \).

Moreover, possibly after taking another subsequence, \( m_i \) and \( m'_i \) converge to measures \( m_\infty \) and \( m'_\infty \), respectively. In particular, \( (B_i, m_i) \) and \( (B'_i, m'_i) \) converge in the measured \( \text{GH} \)-sense, and hence w.r.t. \( \mathbf{D} \), to \( (\bar{B}_1(0), m_\infty) \) and \( (\bar{B}'_1(0'), m'_\infty) \), respectively.

Claim: \( (\Psi) \# m_\infty = m'_\infty \).

First, we show that \( f \) is measure preserving: Let \( q_i \in B_i \) converge to \( q \in \bar{B}'_1(0') \). Then \( m_i(B_R(q_i)) \to m_\infty(B_R(q)) \) for \( R > 0 \) sufficiently small. Also \( f_i(q_i) \to f(q) \) and \( m_i(B_R(f_i(q_i))) \to m_\infty(B_R(f(q))) \). By the volume noncontracting property of \( f_i \) we have that \( m_i(f_i(B_R(q_i))) \geq (1 - k(\delta_i)) m_i(B_R(q_i)) \). Since \( f_i(B_R(q_i)) \subset B_R(f_i(q_i)) \), it follows \( m_i(B_R(f_i(q_i))) \geq (1 - k(\delta_i)) m_i(B_R(q_i)) \).

Since \( m_i(B_R(f_i(q_i))) \to m_\infty(B_R(f(q))) \) by passing to the limit we get that \( m_\infty(B_R(f(q))) \geq m_\infty(B_R(q)) \). Since this holds for an arbitrary ball \( B_R(q) \), Vitali’s covering theorem implies that \( f \) is measure nondecreasing. But since \( f \) can not increase the overall measure of \( \bar{B}_1(0) \) this implies that \( f \) is measure preserving.

The same argument shows that \( \Psi \) and \( \Phi \) are measure nondecreasing.
The combination of the previous two steps yields the claim.

Finally, we obtain that \( \Psi : \overline{B}_1(0) \to \overline{B}_1'(0') \) is a metric measure isomorphism and consequently \( D((B_1(0), m, \infty), (B_1'(0'), m', \infty)) = 0 \). Hence, \( D((B_i, m_i), (B_i', m_i')) \to 0 \) for \( i \to \infty \). That is a contradiction. \( \square \)

Similarly to [KL18] we also obtain that same scale tangent cones along the interior of \( \gamma \) have the same dimension.

**Theorem 7.5.** Let \( (X, d, m) \) satisfy (6). Let \( \gamma : [0, 1] \to X \) be a geodesic. Let \( t, t' \in (0, 1) \). Then for any \( r_i \to 0 \) if there exist the tangent cones \( (T_{\gamma(t)}X, d_t, m, \infty, 0_t) \) and \( (T_{\gamma(t')}X, d_{t'}, m, \infty, 0_{t'}) \) corresponding to rescalings \( \frac{1}{r_i} \) then \( \dim T_{\gamma(t)}X = \dim T_{\gamma(t')}X \).

**Proof.** Without loss of generality we can assume that the length of \( \gamma \) is \( \leq \min\{\pi_n/2, 1\} \). Suppose the theorem is false and there exist \( t, t' \in (0, 1) \) and \( r_i \to 0 \) such that the corresponding tangent cones have different dimensions. Let \( m = \dim T_{\gamma(t)}X \) and \( n = \dim T_{\gamma(t')}X \). Without loss of generality \( t < t' \) and \( m < n \). As before we have a homothety \( \Psi \) centered at \( q = \gamma(1) \) such that \( \Psi(\gamma(t)) = \gamma(t') \) and a homothety \( \Phi \) centered at \( p = \gamma(0) \) such that \( \Phi(\gamma(t')) = \gamma(t) \). By the CAT(\( \kappa \)) condition \( \Psi \) is 1-Lipschitz and hence \( \Psi(B_{r_1}(\gamma(t))) \subset B_{r_1}(\gamma(t')) \). Also by the Brunn–Minkowski inequality \( \Psi \) satisfies that

\[
(12) \quad m(\Psi(A)) \geq c \cdot m(A) \quad \text{for any} \ A \subset B_{r_1}(\gamma(s))
\]

where \( 1 > c = c(K, N, t, t') > 0 \). Since we also have a similar inequality of \( \Phi \) we get that

\[
c \leq \frac{m(B_{r_1}(\gamma(t)))}{m(B_{r_1}(\gamma(t')))} \leq \frac{1}{c}
\]

Passing to the limit as in the proof of Theorem 7.4 we get a limit map \( \Psi_{\infty} : \overline{B}_1(0_t) \to \overline{B}_1(0_{t'}) \). Moreover, the map \( \Psi_{\infty} \) is 1-Lipschitz and satisfies

\[
m'_{\infty}(B_r(\Psi_{\infty}(x))) \geq Cm_{\infty}(B_r(x))
\]

for any \( r > 0 \), \( x \in T_{\gamma(t)}X \) and some \( C > 0 \). Let us pick \( x \in \mathcal{R}(T_{\gamma(t)}X) \). Then the density \( \theta_m(x) = \lim_{r \to 0} \frac{m_{\infty}(B_r(x))}{m_{\infty}(B(r))} \) is defined and positive by Corollary 6.11. But then for \( y = \Psi_{\infty}(x) \) we also have that \( m'_{\infty}(B_r(y)) \geq C_1r^m \) for some \( C_1 > 0 \) and all small \( r > 0 \). On the other hand by Remark 6.12 we have that \( m'_{\infty}(B_r(y)) \leq C_2r^{-m} \) for some constant \( C_2 > 0 \) and all small \( r > 0 \). This is a contradiction since \( m < n \). \( \square \)

8. **Weakly Stably Non-branching CAT(1) spaces**

In this section we show that most of the results of Sections 3 and 4 also apply to a more general class of CAT(1) spaces that satisfy a stable form of the non-branching condition. We decided to present this as a separate proof because it is somewhat less intuitive as it is done in an inductive way due to the lack of a splitting theorem (resp. the suspension theorem).

Since in this section we will never consider blow up tangent cones and will only work with geodesic tangent cones we will drop the superindex \( q \) when denoting geodesic tangent cones and geodesic spaces of directions. Further, we will only deal with the splitting dimension of CAT spaces and therefore \( \dim \text{dim split} \).

Let \( \mathcal{NB} \) be the class of non-branching CAT(1) spaces and define inductively

\[
\mathcal{C}_1 = \{X \in \mathcal{NB} \mid \dim X = 1\}
\]

\[
\mathcal{C}_n = \{X \in \mathcal{NB} \mid \dim X \leq n, \forall p : T_pX \in \mathcal{NB}, \Sigma_pX \in \mathcal{T}_{n-1}\}
\]

where the subclass \( \mathcal{T}_n \) of \( \mathcal{C}_n \) is defined as follows:

\[
\mathcal{T}_n = \{X \in \mathcal{C}_n \mid \text{diam } X \leq \pi, \forall v \in X : |S^X_v(\pi)| \leq 1\}.
\]

Here \( |A| \) denotes the cardinality of a set \( A \).
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It is not difficult to see that the class $\mathcal{T}_n$ contains convex balls of the $n$-sphere and $\mathcal{C}_n$ contains all $n$-dimensional smooth Riemannian manifolds that are globally CAT(1) and whose boundary is either empty or convex and smooth.

For $X \in \mathcal{C}_n$, we define the geometric boundary $\partial X$ in the same way it was defined in section 4. Also as before we set the regular set to be $\mathcal{R} = \bigcup_m \mathcal{R}_m$ where $\mathcal{R}_m = \{p \in X | T_p X \cong \mathbb{R}^m\}$.

Let $\mathcal{C}_n^p$ be the subclass of $\mathcal{C}_n$ consisting of at most $n$-dimensional manifolds with boundary such that $\partial X = \partial X$ and $X \setminus \partial X$ is strongly convex, i.e. if $\gamma$ is a geodesic with $\gamma(t)$ regular for some $t \in (0, 1)$ then $\gamma(t)$ is regular for all $t \in (0, 1)$.

The main theorem of this section is the following:

**Theorem 8.1.** The following holds for all $n \in \mathbb{N}$:

- $\mathcal{C}_n = \mathcal{C}_n^p$;
- if $X \in \mathcal{T}_n$ then either $\text{rad } X < \pi$ and $\partial X \neq \emptyset$ or $X \cong \mathbb{S}^l$ where $l = \dim X$;
- if $X \in \mathcal{T}_n$ then either $X \cong \mathbb{S}^n$ or $-\partial X$.

We prove the theorem inductively and start by classifying one-dimensional spaces. The proof of this elementary lemma is left to the reader.

**Lemma 8.2.** A space $(X, d)$ is in $\mathcal{C}_1$ if and only if $(X, d)$ is isometric to a circle $\lambda \mathbb{S}^1$ with $\lambda \geq 1$ or a closed connected subset of $\mathbb{R}^1$. Furthermore, if $(X, d) \in \mathcal{T}_1$ then either $X \cong \mathbb{S}^1$ or $X$ is an interval of length at most $\pi$. In particular, Theorem 8.1 holds for $n = 1$.

The classes $\mathcal{C}_n$ and $\mathcal{T}_n$ behave well w.r.t. geometric constructions.

**Lemma 8.3.** For all $n \geq 1$ the following holds:

- $X \in \mathcal{C}_n$ if and only if $X \times \mathbb{R} \in \mathcal{C}_{n+1}$;
- $X \in \mathcal{T}_n$ if and only if the Euclidean cone $C(X)$ over $X$ is in $\mathcal{C}_{n+1}$;
- $X \in \mathcal{T}_n$ if and only if the spherical suspension $S(X)$ over $X$ is in $\mathcal{T}_{n+1}$.

**Proof.** For $n = 1$ the claim follows from Lemma 8.2.

Assume $n > 1$ and the three claims hold for $n$: If $X \in \mathcal{C}_{n+1}$ and $Y = X \times \mathbb{R}$ then $T_{(p, r)} Y \cong T_p X \times \mathbb{R}$ is non-branching and $\Sigma_{(p, r)} Y \cong S(\Sigma_p X)$. Since $\Sigma_p X \in \mathcal{T}_{n-1}$ we must have $\Sigma_{(p, r)} Y \in \mathcal{T}_n$.

Similarly, if $Y \in \mathcal{C}_{n+2}$ then $T_{(p, r)} Y \cong T_p X \times \mathbb{R}$ is non-branching and $\Sigma_{(p, r)} Y \cong S(\Sigma_p X) \in \mathcal{T}_{n+1}$.

The induction step implies $\Sigma_p X \in \mathcal{T}_n$. Because $p \in X$ was arbitrary we obtain the claim.

For the second claim note $T_0 C(X) \cong C(X)$ and $T_{(p, r)} C(X) \cong T_p X \times \mathbb{R}$ for $r > 0$ and $p \in X$. By definition of $\mathcal{C}_{n+1}$ we see $C(X) \in \mathcal{C}_{n+2}$ implies $X \in \mathcal{T}_{n+1}$. If $X \in \mathcal{T}_{n+1}$ then one readily verifies that all geodesic tangent cones are non-branching and $\Sigma_0 C(X) = X \in \mathcal{T}_{n+1}$. By the induction assumption and the fact that $\Sigma_p X \in \mathcal{T}_n$ we see $S(\Sigma_p X) \cong \Sigma_{(p, r)} C(X) \in \mathcal{T}_{n+1}$ implying $C(X) \in \mathcal{C}_{n+2}$.

Let us prove the third claim. Suppose $S(X) \in \mathcal{T}_{n+1}$. Since $X \cong \Sigma_0 (S X)$ and $\mathcal{T}_{n+1} \subset \mathcal{C}_{n+1}$ by the definition of $\mathcal{C}_{n+1}$ this implies that $X \in \mathcal{T}_n$.

Conversely, suppose $X \in \mathcal{T}_n$. The conditions $\text{diam } X \leq \pi$ and $|S^n_p (p)| \leq 1$ for all $p \in X$ imply that the same holds for $S(X)$. As before it’s easy to see that $S(X)$ is non-branching.

Next, for $0 < r < \pi$ and $p \in X$ we have that $\Sigma X_{(p, r)} \cong S(\Sigma_p X) \in \mathcal{T}_n$ by the induction assumption. Also $\Sigma_0 (S(X)) \cong X \in \mathcal{T}_n$. Hence $S(X) \in \mathcal{C}_{n+1}$. This finishes the proof of the third claim and of the lemma.

**Corollary 8.4.** If $X \in \mathcal{C}_n$ then $T_p X \in \mathcal{C}_n$ for all $p \in X$.

**Corollary 8.5.** A subclass $\mathcal{D}_n$ of at most $n$-dimensional non-branching CAT(1) spaces is in $\mathcal{C}_n$ if for all $X \in \mathcal{D}_n$ and any $p \in X$ the geodesic tangent cone $T_p X$ is in $\mathcal{D}_n$. In particular, the class of CAT(1) spaces satisfying the MCP($K$, $N$) condition with $K \leq 0$ is in $\mathcal{C}_{\lfloor N \rfloor}$.

**Proof.** Observe that for any CAT(1) space $X$ and $v \in \Sigma_p X$ and $t > 0$ it holds

$$T_{(v, t)} (T_p X) \cong T_v (\Sigma_p X) \times \mathbb{R}$$

which is non-branching if and only if $T_v (\Sigma_p X)$ is non-branching.
We can now prove the Corollary by induction on \( n \). The base of induction \( n = 1 \) is easy and is left to the reader. Now suppose the statement holds for \( n - 1 \geq 1 \) and a class \( D_n \) satisfies the assumptions of the lemma. Let \( D_{n-1} \) be the class of non-branching CAT(1) spaces such that for every \( Y \in D_{n-1} \) and every \( q \in Y \) it holds that \( T_qY \times \mathbb{R} \in D_n \). Then \( D_{n-1} \) satisfies the induction assumptions for \( n - 1 \) and hence \( D_n \subset C_{n-1} \). In particular \( \Sigma_pX \in D_{n-1} \subset C_{n-1} \) for any \( X \in D_n, p \in X \). Since \( T_pX = C(\Sigma_pX) \) is non-branching this implies that in fact \( \Sigma_pX \in T_{n-1} \) and hence \( X \in C_n \) by the definition of \( C_n \).

The last claim follows by observing that the class of CAT(1) spaces with MCP\((K, N)\) condition for some \( K \in \mathbb{R} \) is stable under taking GH-tangent spaces. As in Remark 3.5 this shows that geodesic tangents are CAT(0) spaces with MCP\((0, N)\) condition as well. \( \square \)

**Remark 8.6.** The corollary also implies that \( C_n \) agrees with the class of \( n \)-dimensional non-branching CAT(1) spaces that is stable under taking geodesic tangents.

We continue with the proof of Theorem 8.1 with the following well-known fact about CAT(1) spaces.

**Lemma 8.7.** If \( X \) is a CAT(1) space with \( \text{rad} X < \pi \) then \( X \) is contractible.

The following lemma is a replacement of Proposition 3.12 as the space of directions of spaces in \( C_n \) might not satisfy a suspension theorem.

**Lemma 8.8.** Let \( n > 1 \) and assume Theorem 8.1 holds for \( n - 1 \). Then for all \( X \in C_n \) and all non-trivial geodesics \( \gamma : [0, 1] \to X \) the following are equivalent:

1. \( \Sigma_{\gamma(t)}X \) is non-contractible for some/all \( t \in (0, 1) \)
2. \( \Sigma_{\gamma(t)}X \backslash \{\pm \gamma(t)\} \) is non-contractible for some/all \( t \in (0, 1) \)
3. \( \Sigma_{\gamma(t)}X \cong S^l \) where \( l = \dim X \leq n \) for some/all \( t \in (0, 1) \).

**Proof.** Note first by Lemma 3.6 the equivalence holds for all \( t \in (0, 1) \) if it holds for some \( t \in (0, 1) \).

For \( n = 2 \) we know \( \Sigma_{\gamma(t)}X \) is contractible for some \( t \in (0, 1) \) if and only if \( \Sigma_{\gamma(t)}X \backslash \{\pm \gamma(t)\} \) has one contractible component if and only if \( \Sigma_{\gamma(t)}X \cong [0, \pi] \).

Assume \( n > 2 \) and \( Y = \Sigma_{\gamma(t)}X \) is contractible for some \( t \in (0, 1) \). Then \( \text{rad} Y < \pi \) and \( \pm \gamma(t) \in \partial Y \) by the statement of Theorem 8.1 for \( n - 1 \). Thus there is a regular point \( v \in Y \) and \( r \in [\text{rad} Y, \pi) \) with \( \bar{B}_r^Y(v) = Y \).

Since \( v \) is regular and \( \pm \gamma(t) \) are boundary points, all geodesics from \( w \in \bar{B}_r^Y(v) \backslash \{\pm \gamma(t)\} \) to \( v \) avoid \( \pm \gamma(t) \). In particular, the geodesic contraction towards \( v \) induces a contraction of \( \bar{B}_r^Y(v) \backslash \{\pm \gamma(t)\} \) onto \( \{w\} \). Hence \( \bar{B}_r^Y(v) \backslash \{\pm \gamma(t)\} \) is contractible.

If on the other hand \( Y \backslash \{\pm \gamma(t)\} \) was contractible then \( \text{rad} Y < \pi \) so that \( Y \) must be contractible and not isometric to \( S^l \). Finally, if \( Y \) is not isometric to \( S^l \) then again \( \text{rad} Y < \pi \) so that \( Y \) and \( Y \backslash \{\pm \gamma(t)\} \) are both contractible. \( \square \)

**Corollary 8.9.** If \( n > 1 \) and Theorem 8.1 holds for \( n - 1 \) then \( C_n = C_n^* \)

**Proof.** Let \( X \in C_n \). By the same argument as in the proof of Theorem 3.15 the set of regular points is non-empty and agrees with the set of points having non-contractible spaces of directions. The same argument as in the proof of Proposition 3.13 shows that the regular set is open and is an \( n \)-manifold without boundary.

The same argument as in the proof of Proposition 3.19 but using Lemma 8.8 instead of Proposition 3.12 shows that the regular set is strongly convex and dense.

Next, observe that in the proof of Theorem 4.3 the analysis of the topology of \( X \) near boundary points only relies on local uniqueness of geodesics and the above properties the regular set.

Lastly, let us verify that \( \partial X = \partial X \).

Note that the space of directions \( \Sigma_pX \) of a point \( p \in \partial X \) must be contractible and, in particular, not isometric to a sphere. As \( \Sigma_pX \in T_{n-1} \) Theorem 8.1 shows \( \partial \Sigma_pX = \partial \Sigma_pX \neq \emptyset \). Thus
\( \partial X \subset \partial X \). Because regular points have neighborhoods homeomorphic to Euclidean balls the opposite inclusion is also true. In particular, \( \partial X = \partial X = X \setminus \mathcal{R} \) implying \( C_n = C_n^* \).

**Lemma 8.10.** Suppose Theorem 8.1 holds for \( n - 1 \). Let \( X \in C_n \) and \( \text{rad} X < \pi \). Then \( \partial X \neq \emptyset \).

**Proof.** Assume by contradiction that \( \partial X = \emptyset \) for some \( X \in C_n \). Pick a regular point \( x \) and a point \( y \in X \) with

\[
  r = d(x, y) = \sup_{y' \in Y} (x, y') \in [\text{rad} X, \pi).
\]

By definition of \( r \) we must have \( \bar{B}_r(x) = X \).

Assume by contradiction \( \partial X = \emptyset \). Then \( y \) is regular so that the unit speed geodesic \( \gamma : [0, r] \to X \) connecting \( x \) and \( y \) can be extended to a local unit speed geodesic \( \bar{\gamma} : [0, r + \epsilon] \to M \) for some \( \epsilon \in [0, \pi - \text{rad} X] \). However, \( r + \epsilon \leq \pi \) so that \( \bar{\gamma} \) is still minimal. But then \( \bar{\gamma}(r + \epsilon) \notin \bar{B}_r(x) = X \).

This a contradiction and hence \( \partial X \neq \emptyset \).

**Lemma 8.11.** Suppose Theorem 8.1 holds for \( n - 1 \). If \( X \in T_n \) admits two opposites \( \pm v \in X \setminus \partial X \) then \( X \) is isometric to \( S^l \) for \( l = \dim X \).

**Proof.** For \( s \in (0, \pi) \) let \( \Sigma^s X \) be the subset of directions \( u \in \Sigma_p X \) such that for some \( a_u \in (0, \pi - s) \) there is a geodesic \( \gamma_u : [0, a_u] \to X \) with \( \gamma(0) = u \) and \( \gamma(a_u) \in S_a(-v) \). Then the assignment \( u \mapsto \gamma(a_u) \) from \( \Sigma^s X \) to \( S_a(-v) \) is onto and injective since

\[
  R_s = \sup_{w \in S_a(-v)} d(v, w) < \pi.
\]

Thus \( \Sigma^s X \) is homeomorphic to the \( l \)-dimensional closed manifold \( S_a(-v) \) where \( l = \dim X \). But then \( \Sigma^s X \) is an \( l \)-dimensional closed submanifold of the \( l \)-dimension closed connected manifold \( \Sigma^s X \). Hence \( \Sigma^s X = \Sigma^s X \).

We claim \( \partial X \neq \emptyset \). Indeed, if this was wrong then

\[
  \sup_{y \in \partial X} d(v, y) < \pi - \epsilon
\]

for some small \( \epsilon > 0 \) because \( \partial X \subset X \setminus B_{3\delta}(\pm v) \) for all small \( \delta > 0 \) and \( v \) has a unique opposite equal to \( -v \). Since \( X \in C_n = C_n^* \) and \( \Sigma^s X \subset \Sigma^s X \), all geodesics starting at \( v \) will stay in the regular set until they hit the subset \( S_a(-v) \) of regular point after a length \( a \in [\pi - \epsilon, R_\epsilon] \). But then \( d(v, y) > \pi - \epsilon \) for some \( y \in \partial X \) which is a contradiction.

Therefore \( \partial X \neq \emptyset \) and hence \( X \) is geodesically complete and every geodesic can be extended to a minimal geodesic of maximal length \( \pi \). From \( \{ -v \} = S_a(v) \) we see that \( d(x, v) + d(x, -v) = \pi \) for any \( x \in X \). Thus by Lemma 3.8 X is the spherical suspension \( S(Y) \) over the convex set \( Y = \{ y \in X | d(v, x) = d(x, -y) = \bar{\theta} \} \cong \Sigma^s X \). Because \( Y \in C_n \) by Lemma 8.3 and \( \partial Y \neq \emptyset \), Theorem 8.1 for \( n - 1 \) implies the claim.

**Corollary 8.12.** Suppose Theorem 8.1 holds for \( n - 1 \). Whenever \( X \in T_n \) with \( \text{rad} X = \pi \) then \( X \) is isometric to \( S^l \) for \( l = \dim X \).

**Proof.** By assumption \( \text{diam} X = \pi \) and for all \( x \in X \)

\[
  \sup_{y \in X} d(x, y) = \pi.
\]

In other words every point \( x \in X \) has a (necessarily unique) opposite \( -x \). We claim that there is a regular \( v \) such that \( -v \) is regular as well.

Choose a regular point \( x \in X \). Since \( x \) is regular for some small \( \varepsilon > 0 \) there is a unit speed local geodesic \( \gamma : [-2\varepsilon, \pi] \to X \) such that \( \gamma|_{[0, \varepsilon]} \) connects \( x \) and \( -x \).

Since \( x = \gamma(0) \) is regular and \( X \in C_n = C_n^* \), the points \( \gamma(\varepsilon) \) and \( \gamma(\pi - \varepsilon) \) are regular as well. Because local geodesics of length at most \( \pi \) in \( \text{CAT}(1) \) spaces are geodesics we know that \( \gamma|_{[-\varepsilon, \pi - \varepsilon]} \) is minimal. Thus \( d(\gamma(\varepsilon), \gamma(\pi - \varepsilon)) = \pi \) so that \( X \) admits regular opposites \( v = \gamma(\varepsilon) \) and \( -v = \gamma(\pi - \varepsilon) \). Now Lemma 8.11 implies the claim of the corollary. 
 \( \square \)
Corollary 8.13. Suppose Theorem 8.1 holds for $n-1$ and $X \in T_n$ admits opposites $v, -v \in X$. Then either $X$ is isometric to $S^l$ for $l = \dim X$ or $v, -v \in \partial X$.

Proof. Assume $X$ admits opposites $v, -v \in X$ such that $v$ is regular. By a similar argument as above we see that there is a regular $w$ which is on the local geodesic form by extending the geodesic connecting $-v$ and $v$ such that $w$ admits an opposite $-w$ that is also regular. But then $X$ is isometric to a $S^l$ where $l = \dim X$. This proves the claim.\hfill $\square$

The proof of Theorem 8.1 now follows by induction from Lemma 8.2 and Lemma 8.11 and its corollaries.
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