Relativistic Liquids: GENERIC or EIT?
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We study the GENERIC hydrodynamic theory for relativistic liquids formulated by Öttinger and collaborators. We use the maximum entropy principle to derive its conditions for linear stability (in an arbitrary reference frame) and for relativistic causality. In addition, we show that, in the linear regime, its field equations can be recast into a symmetric-hyperbolic form. Once rewritten in this way, the linearized field equations turn out to be a particular realization of the Israel-Stewart theory, where some of the Israel-Stewart free parameters are constrained. This also allows us to reinterpret the GENERIC framework in view of the principles of Extended Irreversible Thermodynamics (EIT) and to discuss its physical relevance to model (possibly viscoelastic) fluids.

I. INTRODUCTION

It is often implied that, among all kinds of substances, Israel-Stewart hydrodynamics is best suited for modeling dilute relativistic gases\textsuperscript{[1,2]}. Indeed, Israel and Stewart themselves supported their theory appealing to relativistic kinetic theory\textsuperscript{[3,4]}. Only recently\textsuperscript{5} a fact that was already well-known to the community working within the framework of Extended Irreversible Thermodynamics (EIT) has been rediscovered\textsuperscript{[12,13]}: the Israel-Stewart field equations constitute a very common (but not universal\textsuperscript{[11,16]}) kind of quasi-equilibrium evolution\textsuperscript{4}, which is observed in many different substances\textsuperscript{[10,15]}, including superfluids\textsuperscript{[18]}, fluid-radiation systems\textsuperscript{[10]} and neutron star matter undergoing nuclear reactions\textsuperscript{[20,21]}. Therefore, we may regard the Israel-Stewart theory as a “universality class”, which encompasses materials having very different microscopic properties, but the same non-equilibrium matter undergoing nuclear reactions\textsuperscript{[20,21]}. Therefore, we may regard the Israel-Stewart theory as a “universality class”, which encompasses materials having very different microscopic properties, but the same non-equilibrium

To understand why the Israel-Stewart theory (or the Maxwell model) works well also for liquids, let us take a closer look at the field equation for the shear stress component $\Pi_{xy}$ (we work in the fluid’s rest frame):\textsuperscript{[29,32]}

$$\tau_\eta \partial_t \Pi_{xy} + \Pi_{xy} = -2\eta \partial_y u_j,$$

where $u_j$ is the flow velocity, $\eta$ the shear viscosity, and $\tau_\eta$ the shear relaxation time. For slow periodic perturbations of frequency $\omega$, the relaxation term $\tau_\eta \partial_t \Pi_{xy}$ is negligible, and we recover the universal Navier-Stokes behaviour\textsuperscript{[31]}

$$\Pi_{xy} \approx -2\eta \partial_y u_j \quad (\text{if } \omega \tau_\eta \ll 1).$$

On the other hand, for fast periodic perturbations, the relaxation term dominates over $\Pi_{xy}$, and equation (1) simplifies to $\tau_\eta \partial_t \Pi_{xy} \approx -2\eta \partial_y u_j$. At this point, since the strain rate tensor $\partial_j (\Pi_{jk})$ is the time-derivative of the deformation tensor $\varepsilon_{jk}$\textsuperscript{[29,32]}, we can recover Hooke’s law by integrating in time:

$$\Pi_{xy} \approx -2\frac{\eta}{\tau_\eta} \varepsilon_{xy} \quad (\text{if } \omega \tau_\eta \gg 1).$$

The equation above describes an elastic medium, with shear modulus $\eta/\tau_\eta$. Summing up: if the Israel-Stewart theory is valid in both the slow and fast regimes ($\omega \tau_\eta \ll 1$ and $\omega \tau_\eta \gg 1$), then it should be a suitable model to describe substances which respond like fluids to slow perturbations, and like solids to fast perturbations (a more detailed proof is provided in Appendix A). Following the pioneering work of Frenkel\textsuperscript{20}, this is precisely how a liquid behaves.

The evolution of a liquid element can be visualised as a sequence of (amorphous) solid-like configurations\textsuperscript{[24,33]}. On short timescales, a liquid element responds to an imposed deformation trying to relax back to its initial configuration (the one it had before the deformation), thus exhibiting an elastic response. Hence, provided the frequency of an imparted mechanical oscillation is sufficiently high, the mechanical response of a liquid is indistinguishable from that of an amorphous solid, and the diffusive component of the liquid motion is absent. On longer timescales, the molecules can make diffusive jumps which allow the liquid element to reach a new equilibrium configuration (the one after the deformation). This originates dissipation and, therefore, viscosity. Indeed, the use of the Maxwell model

---

\textsuperscript{1} It is sometimes said\textsuperscript{[2]} that the Israel-Stewart model emerges from a second-order expansion in the gradients. However, we do not follow this approach here, because, strictly speaking, gradient-expansion hydrodynamics does not exist beyond first order\textsuperscript{[4]}. The interpretation that we adopt here is that Israel-Stewart should be regarded as a quasihydrodynamic theory\textsuperscript{[10,11]}.

\textsuperscript{2} Regarding the precise meaning of quasi-equilibrium, see the discussion in Sec. II-A of\textsuperscript{[17]}.
(i.e. the non-relativistic Israel-Stewart theory) for describing liquids has produced many interesting predictions [24, 30], such as the existence of gapped momentum states [28], which have been experimentally confirmed [34–37]. Recently, Stricker and Ottinger [4] have suggested that, when it comes to modeling relativistic liquids, another theory may be more reliable than the Israel-Stewart paradigm. Such alternative theory has been developed by Ottinger and collaborators [38–41] as an application of the GENERIC formalism [42], a modern approach to non-equilibrium thermodynamics. Given the many successes of the GENERIC framework in modeling complex fluids (see [43] for a review), it is worth studying this relativistic hydrodynamic theory in detail, and see how it compares with respect to Israel-Stewart.

In this paper, we aim to answer rigorously three crucial questions concerning the GENERIC relativistic hydrodynamic theory for liquids (in the precise formulation given in [4], which we will simply call “GENERIC theory”):

(i) Is it thermodynamically consistent, stable, and causal? This will be addressed in Sec. III.

(ii) Are the experimentally-confirmed limits (2) and (3) recovered in the appropriate regimes? We will refer to this behavior as “viscoelasticity”, see [24, 30] or App. A and we will investigate it in Sec. IV.

(iii) Does it make predictions about liquid behavior which are not attainable with an Israel-Stewart description? This will be discussed in Sec. V.

The three above questions constitute a hierarchy of “reliability tests” that the GENERIC theory should pass, if we want it to be useful. If it passes test (i), then at least it is a meaningful hydrodynamic theory. If it passes also test (ii), then we can think of applying it to liquids. If it passes also test (iii), then it is superior to Israel-Stewart, and we should definitely think of implementing it in simulations.

Throughout the article, we adopt the metric signature (−, +, +, +), and work in geometrical units: \( c = k_B = 1 \). The spacetime may be curved, but it is treated as a fixed background. The labels \( a, b, c, d \) are spacetime indices (they run from 0 to 3), while the labels \( j, k \) are purely spacelike indices (they run from 1 to 3). The labels \( A, B, C, D \) are field multi-indices, while the labels \( I, J \) are charge indices. Einstein’s summation convention applies to all kinds of indices. Symmetrization, \( \Pi_{(ab)} \), and anti-symmetrization, \( \Pi_{(ab)} \), come with the pre-factor \( 1/2 \).

## II. GENERIC THEORY USING EIT LANGUAGE

As a starting point, it is instructive to express the GENERIC theory [4] by using a notation that is as close as possible to that of Extended Irreversible Thermodynamics [44]. This will ease the comparison with the Israel-Stewart theory, and it will make the physical content of the GENERIC theory even more transparent.

### A. Fields of the theory

Every hydrodynamic theory is a classical field theory. This just means that its mathematical degrees of freedom are a collection of classical fields \( \varphi^A \). For the GENERIC theory, such fields can be taken to be the usual “Israel-Stewart-like” non-equilibrium degrees of freedom in the Eckart frame [44]:

\[
\varphi^A = \{ \rho, n, u^a, q^a, \pi^{ab} \}, \tag{4}
\]

where \( \rho \) is the rest-frame energy density (which also includes the rest-mass part), \( n \) is the rest-frame particle density, \( u^a \) is the flow velocity, \( q^a \) is the heat flux, and \( \pi^{ab} \) is the viscous stress tensor. The components of \( u^a, q^a \), and \( \pi^{ab} \) are not all independent, but are subject to some algebraic constraints:

\[
u_a u^a + 1 = u_a q^a = u_a = \pi^{ab} = \pi_{[ab]} = 0. \tag{5}\]

Thus, the total number of algebraic degrees of freedom is 14, as in the Israel-Stewart theory. This just means that also the GENERIC theory treats the dissipative currents as independent dynamical variables. The viscous stress tensor \( \pi^{ab} \) includes both bulk and shear terms. In the Israel-Stewart theory, one usually decomposes it into irreducible pieces:

\[
\pi^{ab} = \Pi^{ab} + \Pi h^{ab}, \quad \text{with} \quad \Pi^a_a = 0, \tag{6}\]

where \( \Pi^{ab} (= \Pi^{ba}) \) is the shear-stress tensor, while

\[
\Pi h^{ab} = g^{ab} + u^a u^b, \quad \Pi = \frac{1}{3} \pi^a_a \tag{7}\]

are respectively the rest-frame projection tensor \( h^{ab} u_b = 0 \), \( h^a_a = h^b_b \) and the bulk-viscous stress. However, in the GENERIC theory, it is often convenient to combine bulk and shear, and to work with the total viscous stress \( \pi^{ab} \).
B. Local thermodynamics of the fluid

Following the approach of Israel and Stewart [2], we can use the fields \( \rho \) and \( n \) to ascribe to each fluid element a notion of temperature, \( T(\rho, n) \), chemical potential \( \mu(\rho, n) \), and pressure, \( P(\rho, n) \), by using the three equations below:

\[
\begin{align*}
    s &= s(\rho, n), \\
    ds &= \frac{1}{T} d\rho - \frac{\mu}{T} dn, \\
    \rho + P &= Ts + \mu n.
\end{align*}
\]  

The first equation expresses the rest-frame entropy density (for a given \( \rho \) and \( n \)) that a fluid element would have if it were in local thermodynamic equilibrium, i.e. when \( q^a = \pi^{ab} = 0 \). It must be provided by microphysics and it represents a complete description of the thermodynamics of a homogeneous system made of the specific fluid under consideration [45, 46]. The second equation in (8) is the first law of thermodynamics, while the third equation is the usual Euler relation. We are using as “primary variables” the quantities \( \rho \) and \( n \) because, as we shall see, the GENERIC theory adopts the so-called Eckart matching conditions [17], meaning that \( \rho \) and \( n \) coincide with the physical energy and particle density, as measured in the reference frame defined by \( u^a \) [2].

When dealing with \( T, \mu \) and \( P \), there is an important subtlety that one should always keep in mind: out of thermodynamic equilibrium, “temperature”, “chemical potential”, and “pressure” are not uniquely defined [17]. Hence, the quantities \( T, \mu, \) and \( P \) are just some functions of \( \rho \) and \( n \) that we define to be the temperature, chemical potential and pressure of the fluid element. Strictly speaking, one can even abandon the thermodynamic interpretation altogether, and think of them just as effective fields [45–50], which reduce to the usual temperature, chemical potential and pressure only at equilibrium. Indeed, as we shall see, the entropy density \( s(\rho, n) \) is not the physical entropy density of the fluid element, but only its “equilibrium part”.

If we know the value of two thermodynamic variables, we can go back to \( \rho \) and \( n \) by inverting the functional dependence. This allows one to choose the independent thermodynamic variables that are most convenient for a given problem. For example, to simplify the bridge with statistical mechanics, one is free to use \( T \) and \( \mu \) as degrees of freedom [51, 52], and compute the other thermodynamic variables with the aid of the differential

\[
dP = s \, dT + n \, d\mu,
\]

which follows from (5). Later, it will be useful for our purposes to treat \( \{s, P\} \) as our independent variables (\( s = s/n \) is the entropy per particle). Most of the thermodynamic identities that we will need are summarised below:

\[
\begin{align*}
    \frac{\rho + P}{n} &= \mathfrak{h}(s, P), \\
    dh &= T \, ds + \frac{dP}{n}, \\
    H_\mathfrak{h} &= \begin{bmatrix}
        T & \frac{T \kappa_p}{nc_p} \\
        \frac{T \kappa_p}{nc_p} & \frac{1}{n^2 c_s^2}
    \end{bmatrix}.
\end{align*}
\]  

Here, \( \mathfrak{h} \) is the enthalpy per particle, \( c_p \) is the specific heat at constant pressure, \( \kappa_p \) is the isobaric thermal expansivity, and \( c_s \) is the adiabatic speed of sound. The symbol \( H_\mathfrak{h} \) denotes the Hessian of \( \mathfrak{h} \), in the variables \( \{s, P\} \).

C. Constitutive relations

The effective fields \( \varphi^A \) are just a mathematical tool that can be used to characterise the state of the system. However, what physicists really want to determine are the three physical tensors of the fluid: the particle four-current \( n^a \), the stress-energy tensor \( T^{ab} \) and the entropy four-current \( s^a \). Thus, the most important equations of a hydrodynamic theory are the formulas that allow us to express these three physical tensors in terms of the \( \varphi^A \). Such formulas are called “constitutive relations” [4]. Only when the constitutive relations are assigned, the fields \( \varphi^A \) acquire an unambiguous physical meaning.

---

3 More in general, a “constitutive relation” in effective field theory is any expression \( F = F(\varphi^A) \), which allows one to determine the value of a physical observable \( F \) only in terms of the chosen degrees of freedom \( \varphi^A \) [13, 44, 53]. For example, if the only degree of freedom is the temperature \( T \), the Fourier law \( q_j = -\kappa(T) \partial_j T \) is a constitutive relation [44]. On the other hand, the Cattaneo equation \( \tau(T) \partial_t q_j + q_j = -\kappa(T) \partial_j T \) [54] is not a constitutive relation, because it does not determine \( q_j \) in terms of \( T \) uniquely. Hence, \( q_j \) becomes an additional degree of freedom, besides \( T \).
For the choice of fields \([4]\), the constitutive relations of the GENERIC theory are (see Appendix [B] for the proof)

\[
\begin{align*}
n^a &= nu^a, \\
T^{ab} &= \rho u^a u^b + P h^{ab} + q^a u^b + u^a q^b + \pi^{ab} + b_1 q^a q^b + 2b_2 \pi_c^a \pi^{cb}, \tag{11}
\end{align*}
\]

where \(b_1\) and \(b_2\) are two transport coefficients. We immediately notice something interesting: the presence of the second order terms "\(b_1 q^a q^b\)" and "\(2b_2 \pi_c^a \pi^{cb}\)" in the stress-energy tensor implies that the viscous stress tensor \(\pi^{ab}\) is not the non-equilibrium part of the total stress tensor. Instead, \(\pi^{ab}\) is just an effective field that we use to parameterize such non-equilibrium part. This is in line with what we said before: the physical interpretation of the fields \(\varphi^A\) is uniquely and unambiguously fixed only by the constitutive relations.

One of the most useful facts that is highlighted by a field theory approach to hydrodynamics is that we can always redefine the fields \(\varphi^A\) without affecting the physics of the system [11]. Thus, let us see what happens if we introduce the “Israel-Stewart viscous stress”:

\[
\tilde{\pi}^{ab} := T_{cd} h^{ac} h^{db} - P h^{ab} = \pi^{ab} + b_1 q^a q^b + 2b_2 \pi_c^a \pi^{cb}. \tag{12}
\]

If \(q^a\) and \(\pi^{ab}\) can be treated as small perturbations (i.e. if the fluid is close to local thermodynamic equilibrium [13]), we can express (11) in terms of \(\tilde{\pi}^{ab}\) through a Taylor expansion:

\[
\begin{align*}
n^a &= nu^a, \\
T^{ab} &= \rho u^a u^b + P h^{ab} + q^a u^b + u^a q^b + \tilde{\pi}^{ab}, \\
s^a &= su^a + \frac{q^a}{T} - \frac{1}{2}(b_1 q^b q_b + b_2 \tilde{\pi}^{bc} \tilde{\pi}_{bc}) \frac{u^a}{T} + \mathcal{O}(\tilde{\pi} \tilde{\pi}) + \mathcal{O}(\tilde{\pi} q q). \tag{13}
\end{align*}
\]

If we neglect third-order terms, these are precisely the constitutive relations of the Israel-Stewart theory in the Eckart frame (recall that the Eckart frame is defined by the condition \(u^a \propto n^a\) [15]). There is, however, an interesting subtlety. The most general entropy current allowed by the Israel-Stewart theory in Eckart frame takes the form [13]

\[
s^a = su^a + \frac{q^a}{T} - \frac{1}{2}(b_0 \Pi^2 + b_1 q^b q_b + b_2 \Pi^{bc} \Pi_{bc}) \frac{u^a}{T} + a_0 \frac{\Pi q^a}{T} + a_1 \frac{\Pi^{ab} q_b}{T}. \tag{14}
\]

As we can see, this entropy current presents five independent transport coefficients (\(b_0, b_1, b_2, a_0, a_1\)), while the GENERIC one only two (\(b_1, b_2\)). What about the other three? They are constrained. In fact, if we compare (13) with (14), we see that the entropy currents are the same (to second order) if and only if we set

\[
b_0 = 3b_2, \quad a_0 = a_1 = 0. \tag{15}
\]

To obtain the first condition, we invoked the geometric identity \(\pi^{ab} \pi_{ab} = \Pi^{ab} \Pi_{ab} + 3\Pi^2\), which follows from [13] and [4]. In conclusion, we can say that (when \(q^a\) and \(\pi^{ab}\) are small) the GENERIC constitutive relations are a particular realization of the Israel-Stewart constitutive relations, where not all transport coefficients can be chosen independently.

D. Key facts about the field equations

Clearly, constitutive relations are not enough. To complete the theory, one also needs the field equations (i.e. the equations of motion), to evolve the fields \(\varphi^A\). In the case of the GENERIC theory, two of such equations are the conservation laws,

\[
\begin{align*}
\nabla_a n^a &= 0 \quad \text{ (particle conservation) ,} \\
\nabla_a T^{ab} &= 0 \quad \text{ (energy-momentum conservation) .} \tag{16}
\end{align*}
\]

and the remaining ones are determined by using the GENERIC formalism [12]. Among other things, the GENERIC framework demands the second law of thermodynamics (\(\nabla_a s^a \geq 0\)) to be always respected, by construction. Interestingly, the GENERIC entropy production rate has exactly the same form as that of the Israel-Stewart theory (see Appendix [B] for the proof), namely [13]

\[
\nabla_a s^a = \frac{\Pi^2}{\zeta T} + \frac{q^a q_a}{\kappa T^2} + \frac{\Pi^{ab} \Pi_{ab}}{2\eta T} \geq 0. \tag{17}
\]

The (positive) transport coefficients \(\zeta, \kappa, \text{ and } \eta\) are respectively the bulk viscosity, the heat conductivity, and the shear viscosity. We will discuss the structure of the field equations in more detail in Section [IV] For the purpose of answering the question (i) in the Introduction, equations (15) and (17) will suffice.
III. THERMODYNAMIC ANALYSIS

In this section, we address question (i): is the theory thermodynamically consistent, stable, and causal? Stricker and Öttinger [4] have not assessed any of these properties rigorously. They have indeed performed the rest-frame stability analysis, but in relativity the same theory may be stable in one reference frame and unstable in another one [55]. Indeed, we have recently shown [50] that, if causality is violated (i.e. if information can travel faster than light), then there is some reference frame in which a dissipative theory becomes disastrously unstable. Furthermore, if a theory that obeys the second law of thermodynamics (\( \mathcal{V}_q s^a \geq 0 \)) is unstable, then the equilibrium state is not the maximum entropy state [52, 53], and this leads to thermodynamic inconsistencies.

Luckily, there is a simple technique that allows us to assess thermodynamic consistency, stability, and causality at the same time [50, 60]. Here, we will apply such technique to the GENERIC theory.

A. Criterion for thermodynamic consistency

Let’s start with the problem of thermodynamic consistency. Suppose to bring a liquid into weak contact with a heat-bath “\( H \)”, so that the total system “liquid+bath” is isolated. Then, the total entropy \( S_{\text{tot}} = S + S_H \) cannot decrease [44], and the total conserved charges \( Q_{\text{tot}}^I = Q^I + Q^I_H \) (e.g., the total number of baryons, the total energy...) are constant [62, 63]. Now, suppose that (for any Cauchy surface we may take) the entropy of the bath can always be expressed via a relation of the form \( S_H = S_H(Q_H^I) \) [44]. Then, in the limit in which the heat bath is infinitely larger than the liquid (\( |Q^I_H| \gg |Q^I| \)), we can expand \( S_H \) to first order in the liquid’s charges \( Q^I \) [61, 65, 66]:

\[
S_H(Q_H^I) = S_H(Q_{\text{tot}}^I - Q^I) \approx S_H(Q_{\text{tot}}^I) - \frac{\partial S_H(Q_{\text{tot}}^I)}{\partial Q_H^I} Q^I. 
\]

In fact, all higher-order terms converge to zero, as \( Q^I/Q^I_H \rightarrow 0 \). Introducing the constant coefficients

\[
a_I^\ast := -\frac{\partial S_H(Q_{\text{tot}}^I)}{\partial Q_H^I},
\]

the second law of thermodynamics (\( \Delta S + \Delta S_H \geq 0 \)) and the conservation laws (\( \Delta Q_{\text{tot}}^I = 0 \)) imply that the function \( \Phi = S + a_I^\ast Q^I \) is non-decreasing in time [4]. On the other hand, the coefficients \( a_I^\ast \) are constant, as they are functions of the conserved charges \( Q_{\text{tot}}^I \) [see equation (13)]. Thus, as the liquid interacts with the bath, it evolves towards the state that maximizes \( \Phi \) for a given value of \( a_I^\ast \) (specified by the initial conditions of the total system “liquid+bath”).

Such state is what we call “global thermodynamic equilibrium” [67–69]. This provides us with a simple criterion for the second law of thermodynamics (∆\( S \)) and Ottinger [4] have not assessed any of these properties rigorously. They have indeed performed the rest-frame analysis of currents is

\[
\mathcal{I}_a := \mathcal{K}_a^I T^{ba},
\]

where \( \mathcal{K}_a^I \) are the Killing vector fields of the spacetime (recall that the spacetime is a fixed background). Introducing the “combined” Killing vector field \( \beta_b^\ast = a_I^\ast \mathcal{K}_a^I \) (with \( a_I^\ast \neq \alpha^\ast \)), we can finally express \( \phi^a \) as follows:

\[
\phi^a = s^a + a_I^\ast n^a + \beta_b^\ast T^{ba}.
\]

In Appendix [41] we calculate explicitly the thermodynamic formula for \( \beta_b^\ast \) in rotating relativistic stars.
B. Thermodynamic equilibrium

Our first task is to compute the equilibrium states, as stationary points of the functional $\Phi[\varphi^A]$. The procedure is standard\footnote{The reader can verify this by computing the field equations of the GENERIC theory.}: we consider a one-parameter family, $\varphi^A(\epsilon)$, of solutions of the field equations, for which $\epsilon = 0$ is the equilibrium state. Since the spacetime is treated as a fixed background, the metric tensor $g_{ab}$ and the Killing vectors $K_i^a$ are held constant (i.e. they do not depend on $\epsilon$). Furthermore, since $\Phi$ attains its maximum for fixed $\alpha^\ast$, we must keep constant also these. This implies that, in equation (24), the coefficients $\alpha^\ast$ and $\beta^\ast_{ab}$ do not depend on $\epsilon$ (we use the superscript "*" to keep track of this distinction\footnote{The reader can verify this by computing the field equations of the GENERIC theory.}). Adopting the notation $\dot{f} := df/d\epsilon$, we need to impose

$$\dot{\Phi}(\epsilon) = 0 = 0,$$

(25)

for any choice of one-parameter family (defined as above), and for any choice of spacelike Cauchy 3D-surface $\Sigma$, Invoking equations (11), 24, and 23, and introducing the compact notation $b_i^a := b_iu^a/2T$, we can express respectively $\Phi$, and $\dot{\Phi}$ as fluxes of the currents reported below (for any $\epsilon$):

$$\phi^a = \left[ s + \alpha^\ast n + \beta^\ast_{ab} (\dot{\rho} + \dot{\tilde{p}}) \right] u^a + P\beta^\ast_{ab} + \beta^\ast_{ab} \varphi^a + (T^{-1} + \beta^\ast_{ab} u^b) \dot{q}^a$$

$$- b_i^a q_i b^a - b_2 \pi^a \pi^b \pi_{bc} + 2b_2 \pi^a \pi^b \pi^c \beta^\ast_{bc} + b_2 \pi^a \pi^b \pi^c \beta^\ast_{bc},$$

(26)

$$\phi^a = \left[ s + \alpha^\ast n + \beta^\ast_{ab} (\dot{\rho} + \dot{\tilde{p}}) \right] u^a + \left[ s + \alpha^\ast n + \beta^\ast_{ab} (\dot{\rho} + \dot{\tilde{p}}) \right] \dot{u}^a + \dot{\tilde{p}} \beta^\ast_{ab}$$

$$+ \beta^\ast_{ab} q_i u_i + \beta^\ast_{ab} q_{i} \dot{q}_{i} + \beta^\ast_{ab} q_{i} \dot{\lambda}_{i} + (T^{-1} + \beta^\ast_{ab} u^b) \dot{q}^a + \left( T^{-2} - 2T^{-1} \dot{\tilde{p}} \right) q^a$$

$$- b_i^a q_i b^a - 2b_i^a q_i b^a - b_2 \pi^a \pi^b \pi_{bc} + 2b_2 \pi^a \pi^b \pi^c \beta^\ast_{bc} + 2b_2 \pi^a \pi^b \pi^c \beta^\ast_{bc},$$

(27)

$$\tilde{\phi}^a = \left[ s + \alpha^\ast n + \beta^\ast_{ab} (\dot{\rho} + \dot{\tilde{p}}) \right] u^a + \left[ s + \alpha^\ast n + \beta^\ast_{ab} (\dot{\rho} + \dot{\tilde{p}}) \right] \dot{u}^a + \dot{\tilde{p}} \beta^\ast_{ab}$$

$$+ \beta^\ast_{ab} q_i u_i + \beta^\ast_{ab} q_{i} \dot{q}_{i} + \beta^\ast_{ab} q_{i} \dot{\lambda}_{i} + (T^{-1} + \beta^\ast_{ab} u^b) \dot{q}^a + \left( T^{-2} - 2T^{-1} \dot{\tilde{p}} \right) q^a$$

$$- b_i^a q_i b^a - 2b_i^a q_i b^a - 4b_i^a q_i b^a - 2b_i^a \pi^a \pi_{bc} - 2b_2 \pi^a \pi^b \pi_{bc} - 4b_2 \pi^a \pi^b \pi_{bc} - 2b_2 \pi^a \pi^b \pi_{bc}$$

$$+ 2b_2 \pi^a \pi^b \pi^c \beta^\ast_{bc} + 2b_2 \pi^a \pi^b \pi^c \beta^\ast_{bc} + 2b_2 \pi^a \pi^b \pi^c \beta^\ast_{bc} + 2b_2 \pi^a \pi^b \pi^c \beta^\ast_{bc},$$

(28)

Since equation (25) must be true for any choice of one-parameter family $\varphi^A(\epsilon)$, and for any spacelike Cauchy 3D-surface $\Sigma$, we need to set $\dot{\phi}^a(\epsilon) = 0$, for any allowed variation $\{\dot{\rho}, \dot{\tilde{p}}, \dot{q}^a, \dot{\pi}^a, \dot{\pi}_{bc} \}$. Recalling the structural identities in (43) and (45), it can be easily verified that the above happens if and only if the equilibrium state ($\epsilon = 0$) satisfies the identities below

$$\mu/T = \alpha^\ast$$

$$u_b/T = \beta^\ast_{ab}$$

$$q^a = \pi^{ab} = 0.$$  

(29)

Recalling that $\alpha^\ast$ is a constant, and $\beta^\ast_{ab}$ is a Killing vector field, we can conclude that, at equilibrium, $\nabla_a (\mu/T) = 0$ and $\nabla_a (u_b/T) + \nabla_b (u_a/T) = 0$. Both these equilibrium conditions are consistent with relativistic thermodynamics\footnote{The reader can verify this by computing the field equations of the GENERIC theory.} and statistical mechanics\footnote{The reader can verify this by computing the field equations of the GENERIC theory.}. Furthermore, we see from equation (17) that, at equilibrium, the fluid’s evolution is reversible (namely $\nabla_a s^a = 0$), as it should be. Finally, we can use (20) to show that

$$\Phi(\epsilon) = 0 = \int_{\Sigma} P \beta_{ab} d\Sigma^a,$$

(30)

which is consistent with the corresponding formula of Gibbons and Hawking\footnote{The reader can verify this by computing the field equations of the GENERIC theory.}. In conclusion, the equilibrium properties of the GENERIC theory are fully consistent with thermodynamics.

C. Thermodynamic inequalities

In the previous subsection, we have identified the equilibrium state by requiring that it makes the functional $\Phi$ stationary: $\Phi(\epsilon) = 0$. However, we still need to make sure that the state $\epsilon = 0$ is a genuine maximum of $\Phi$. In
practice, this amounts to requiring that the functional $E = \Phi(0) - \Phi(\epsilon)$ is non-negative definite (for any $\epsilon$). In the limit of small $\epsilon$, this functional can be expressed as the flux of an associated current, 

$$E^a = \phi^a(0) - \phi^a(\epsilon) = -\frac{1}{2} \bar{\phi}^a(0)\epsilon^2 + O(\epsilon^3),$$  

(31)

which is known as the “information current” \[59\]. As we can see, to compute $E^a$, we only need to evaluate $\bar{\phi}^a$ at equilibrium. Luckily, as a result of the constraints \[5\], and of their derivatives (all evaluated at equilibrium),

$$u^a \dot{u}^a = u^a \dot{q}^a = u^a \dot{\pi}^{ab} = \dot{\pi}^{[ab]} = 0,$$

$$u^a \dot{\pi}_a = u^a \dot{q}^a + 2u^a \dot{\pi}^{ab} = u^a \dot{\pi}^{[ab]} = \dot{\pi}^{[ab]} = 0,$$

(32)

the formula for $\bar{\phi}^a(0)$ is much simpler than the general formula of $\bar{\phi}^a$ for arbitrary $\epsilon$:

$$T\bar{\phi}^a(0) = - [\dot{T}s + \dot{\mu}n + \dot{u}_a \dot{q}^a (\rho + P)] u^a - 2T\dot{\pi}^{ab} = -2T^{-1} \dot{T}\bar{\phi}^a = b_1 u^a \dot{q}^a \bar{\pi}^{ab} - 2b_2 u^a \bar{\pi}^{bc} \bar{\pi}_{bc}.$$  

(33)

With the aid of \[10\] and \[11\], the first two terms in the square brackets can be rewritten as follows \[59\]:

$$\dot{T}s + \dot{\mu}n = \frac{nT}{c_p} \dot{s}^2 + \frac{\dot{\rho}^2}{c_s^2 (\rho + P)}.$$

(34)

Thus, introducing the standard notation $\delta f := f(\epsilon) - f(0) = \dot{f}(0) \epsilon + O(\epsilon^2)$, the information current takes the form

$$TE^a = \frac{1}{2} \left[ \frac{nT}{c_p} (\delta s)^2 + \frac{(\delta P)^2}{c_s^2 (\rho + P)} + (\rho + P) \delta u \delta u^a + 2\delta u \delta q^a + b_1 \delta q^a \delta q_b + b_2 \delta \pi^{bc} \delta \pi_{bc} \right] u^a$$

$$+ \frac{\delta T \delta s^a}{T} + \delta P \delta u^a + \delta u \delta \pi^{ba} + O(\epsilon^2).$$  

(35)

This is exactly the information current of the Israel-Stewart theory \[44\], \[58\], \[74\], \[75\], subject to the constraints \[15\]. If we think about it, this is no surprise: the above formula for $E^a$ depends on the constitutive relations up to second order in deviations from equilibrium. But the differences between the GENERIC constitutive relations and Israel-Stewart ones appear only at third order [see equation \[15\]].

For the theory to be thermodynamically consistent, the functional $E$, defined as the flux of the current $E^a$, must be strictly positive for any non-vanishing perturbation, and for any Cauchy surface $\Sigma$. This produces a set of thermodynamic inequalities which, for the Israel-Stewart theory, have already been computed by Hijscok and Lindblom \[44\]. Since our current $E^a$ is identical to theirs, we can just “copy” their formulas, implementing the constraints \[15\] where needed. The result are 8 inequalities of the form $\Omega_i > 0$, $i = 1, \ldots, 8$ \[44\], with

$$\Omega_1 = \frac{1}{c_s^2 (\rho + P)}, \quad \Omega_2 = \frac{nT}{c_p}, \quad \Omega_3 = (\rho + P) (1 - c_s^2) - \frac{K^2}{2\Omega_6}, \quad \Omega_4 = \rho + P - \frac{2b_2 + b_1}{b_2 b_1},$$

$$\Omega_5 = 3b_2, \quad \Omega_6 = b_1 - \frac{1}{nT c_v}, \quad \Omega_7 = b_1, \quad \Omega_8 = b_2.$$  

(36)

In the above expression for $\Omega_6$, $c_v$ is the specific heat at constant volume. In $\Omega_3$, the expression $K$ is defined as

$$K = 1 - \frac{(\rho + P) k_p c_s^2}{n c_p}.$$  

(37)

The thermodynamic constraints that arise from the positivity of all the $\Omega_i$ are quite complicated. However, there are some notable inequalities that are worth discussing. From the positivity of $\Omega_7$ and $\Omega_8$ we infer that $b_1$ and $b_2$ are positive. This implies that the physical entropy density $-u_a s^a$ is smaller than its equilibrium part $s$, as one would expect \[7\]. Furthermore, the positivity of $\Omega_4$ guarantees that $\rho + P > 0$ (positive inertia \[62\]), while the positivity of $\Omega_3$ enforces the inequality $c_s^2 > 0$ (stability against adiabatic compression). The positivity of $\Omega_3$ implies that the adiabatic sound-speed cannot exceed the speed of light. The positivity of $\Omega_2$ implies $c_p > 0$, which is a thermodynamic inequality valid for any extensive system \[67\]. Indeed, Hijscok and Lindblom \[44\] have shown that all the “textbook” thermodynamic inequalities (e.g., positive specific heats and compressibilities) follow directly from the positivity of all the $\Omega_i$. Also the (relativistic) Schwarzschild criterion for stability of the equilibrium against convection is automatically respected \[44\]. Finally, from the positivity of $\Omega_4$ we recover the inequality $b_1 > (\rho + P)^{-1}$, see \[57\].
D. Stability and causality

In a relativistic setting, for theories that obey the second law $\nabla_a s^a \geq 0$, thermodynamic consistency implies (covariant) stability \[53\] and causality \[53\] close to equilibrium. For what concerns stability, the proof is rather easy. Consider again the functional $E = \Phi(0) - \Phi(\epsilon)$. The first term on the right-hand side, $\Phi(0)$, is the quantity $\Phi$ evaluated at equilibrium, and it is a constant, while the second term, $\Phi(\epsilon)$, depends on the hypersurface $\Sigma$. However, from the discussion in subsection IIIA, we know that $\Phi(\epsilon)$ is non-decreasing in time. This implies that $E$ can only decrease (or stay constant). On the other hand, by thermodynamic consistency, $E$ is a positive definite square-integral norm of the perturbation fields $\delta \varphi^A$ (at least for small $\epsilon$). Thus, the perturbations about the equilibrium state are stable in the sense that they must evolve keeping the norm $E(\Sigma)$ bounded below by 0 and above by its initial value \[44\].

The proof discussed above is a manifestation of Lyapunov’s stability theorem (or “Lyapunov’s direct method” \[76\]): if the function $\Phi$ is non-decreasing in time, and it has an isolated maximum at equilibrium, then the equilibrium state is Lyapunov-stable. Indeed, Grmela and Oettinger \[42\] themselves had invoked this same principle to prove the stability of the equilibrium state within the GENERIC formalism \[1\] (see \[42\], Section B.5, property 3). Here, we have just shown how to apply this same idea to the GENERIC hydrodynamic model of Stricker and Oettinger \[4\]. The key distinction with respect to \[42\] is that, here, we define $\Phi$ in terms of an arbitrary spacelike Cauchy 3D-surface $\Sigma$, which may correspond to the $t=0$ hypersurface of an arbitrary observer. In this way, we are sure that the fluid is stable in all reference frames (i.e. it is covariantly stable \[54\], \[71\]). Furthermore, since the metric tensor $g_{ab}$ and the (timelike) Killing vector field $\beta_a^\mu$ are arbitrary, we have automatically proved that also rotating equilibria are stable, as well as equilibria in a background gravitational field.

The connection between thermodynamic consistency and causality \[50\], on the other side, comes from the relativity of simultaneity: causality is necessary for the laws of thermodynamics to be Lorentz invariant. This was noticed for the first time in \[57\], and is discussed extensively in \[56\].

In conclusion, we can safely say that the answer to question (i) in the Introduction is “yes”: the theory in \[4\] is thermodynamically consistent, stable, and causal (at least close to thermodynamic equilibrium), provided that all the eight coefficients $\Omega_i$ listed in equation \[59\] are positive.

IV. VISCOELASTICITY?

Now we can move to question (ii): does the GENERIC theory exhibit a viscoelastic behavior, which would make it well-suited for modeling relativistic liquids? Again, we will limit our analysis to small deviations from equilibrium. For simplicity, we assume (only in this section) that the spacetime is Minkowski, and the background equilibrium state is homogeneous.

A. Variational principle

In \[11\], we have shown that, if a thermodynamically-consistent theory is of Geroch-Lindblom type \[78\] (i.e. if it admits a symmetric-hyperbolic formulation), then it is possible to “guess” its linearised field equations, by means of a variational principle:

$$T \nabla^a \frac{\partial E^a}{\partial (\delta \varphi^A)} = -\frac{T}{2} \frac{\partial \sigma}{\partial (\delta \varphi^A)} ,$$

where $E^a$ is the information current, and $\sigma := \nabla_a s^a$ is the entropy production rate, both expressed up to second order in $\delta \varphi^A$. We still don’t know whether the GENERIC theory is of Geroch-Lindblom type, but let’s just apply this variational principle, and see what happens. Following the procedure outlined in \[11\], we work in the background’s rest frame, where the second-order expressions for $E^a$ and $\sigma$ become

$$E^0 = \frac{1}{2T} \left[ \frac{nT}{c_p} (\delta \varphi)^2 + \frac{\langle \delta P \rangle}{c_s^2 (\rho + P)} + (\rho + P) \delta u_i \delta u^i + 2 \delta u_i \delta q^i + 3 b_2 (\delta \Pi)^2 + b_1 \delta q^i \delta q_i + b_2 \delta \Pi^k \delta \Pi_{jk} \right] ,$$

$$E^j = \frac{1}{T} \left[ \frac{\delta T \delta q^j}{T} + \delta P \delta u^j + \delta \Pi \delta u^j + \delta \Pi^k \delta u_k \right] ,$$

$$\sigma = \frac{(\delta \Pi)^2}{\zeta T} + \frac{\delta q^i \delta q_i}{\kappa T^2} + \frac{\delta \Pi^k \delta \Pi_{jk}}{2 \eta T} .$$

The function “$\Phi$” introduced by Grmela and Oettinger \[42\] in their equation (17) is actually $-\Phi$, according to our notation. Note also that our equation \[59\] is the General-Relativistic analogue of equation (28) of \[42\].
Then, we derive the field equations using (38). However, instead of performing the variations in the variables \( \delta \varphi^A = \{ \delta \rho, \delta n, \delta u^i, \delta \pi^{jk} \} \), it is more convenient to take as our degrees of freedom the variables

\[
\delta \varphi^B = \{ \delta s, \delta P, \delta u^j, \delta \Pi, \delta q^j, \delta \Pi^{jk} \}.
\]  

We are allowed to do this, because the variational principle (38) is invariant under field redefinitions. The guessed field equations, computed using (38), are reported below. Following [11], the field with respect to which we perform the variation is written inside a box in front of the corresponding equation:

\[
\begin{align*}
&c_p \left( \partial_t s + \frac{\partial \delta P}{\partial \rho} \right) + \partial_j (\delta u^j) = 0 \\
p \left( \frac{\partial \delta P}{\partial P} + \frac{\partial \delta q^j}{\partial \rho} - \frac{\kappa_p \partial \delta q^j}{\rho c_p} \right) = 0 \\
b \partial_j (\delta u^k + \delta q_k) + \partial_k (\delta P + \delta \Pi) + \partial_j \delta \Pi_k = 0 \\
3b \partial_0 \delta \Pi + \partial_j \delta u^j = \frac{\delta \Pi}{\zeta} \\
\partial_k (b_1 \delta q_k + \delta u_k) + \frac{\partial_0 \delta T}{T} = -\frac{\delta q_k}{\kappa T} \\
\Pi^{kl} b_2 \partial_0 \delta \Pi_{kl} + \partial_k \delta u_l = -\frac{\delta \Pi_{kl}}{2\eta}
\end{align*}
\]

Here, \( \langle A_{ij} \rangle \) denotes the symmetric traceless part of \( A_{ij} \). The equations above are the linearised field equations of the Israel-Stewart theory [14], under the constraint (45). Indeed, it could not be otherwise, since both the information current \( E^a \) and the entropy production rate \( \sigma \) of the GENERIC theory are indistinguishable from those of the Israel-Stewart theory, whose field equations (in the linear regime) are determined by the variational procedure (38) [11].

A less obvious fact is that equations (41)-(46) are also the linearised field equations of the GENERIC theory! In fact, the first three equations are the linear limit of (16) and (17). This can be easily checked by linearising the constitutive relations (11). The remaining three equations are the linear limit of the field equations for the structural variables “\( \omega_a \)” and “\( \alpha_{ab} \)” considered by Stricker and Öttinger [4]. We verify this explicitly in Appendix B with the aid of the notational correspondence laid down in Appendix B. The implication is simple: in the linear regime, the GENERIC theory is a particular realization of the Israel-Stewart theory, with the additional assumption that \( b_0 = 3b_2 \) and \( a_0 = a_1 = 0 \).

### B. Consequences of the equivalence

The fact that (in the linear regime) the GENERIC theory is a particular example of Israel-Stewart theory has several interesting implications. Below, we list some of them:

- In their study of the dispersion relations of the linearised GENERIC theory, Stricker and Öttinger [4] have found several modes that have been previously identified by Pu et al. [79], who were studying the Israel-Stewart theory. The reason is now clear: the dispersion relations of the two linearised theories are the same.

- Equations (41)-(46) constitute a symmetric-hyperbolic system of equations. This guarantees that, in the linear regime, the initial-value problem of the GENERIC theory is well-posed. This just means that the solution to the field equations exists, is unique, and depends continuously on the initial data [80].

- We have further corroborated the idea that the Israel-Stewart theory represents a universality class of hydrodynamic theories. In fact, the linearised Israel-Stewart theory (or one of its particular realizations) is recovered whenever we take the linear limit of a large class of non-linear models, including divergence-type theories [1] [81], Carter’s theory [18] [82], relativistic fluids with chemical or nuclear reactions [17] [20] [21], and now also the GENERIC theory.

- As we can see from equations (41) and (46), the linearised GENERIC theory is just Maxwell’s model for viscoelasticity. For low-frequency perturbations, it describes a viscous system, while, for high-frequency perturbations, it describes an elastic system (see Appendix A). This supports the idea of Stricker and Öttinger [4] that the GENERIC theory may be well suited for describing liquids. However, in this regard, the GENERIC theory is not superior to Israel-Stewart (in the linear regime).

In conclusion, the answer to question (ii) of Sec. I is again “yes”: the expected viscous and elastic behaviors are indeed recovered, in the appropriate limits.
V. POSSIBLE APPLICATIONS TO RELATIVISTIC FLUIDS

We still have to answer question (iii) in the Introduction: is the GENERIC theory somehow better suited to liquid modeling than Israel-Stewart? One possible way of addressing this question may be to see whether the theory presents, in the non-linear regime, some far-from-equilibrium properties that are characteristic of liquids. However, far-from-equilibrium effects are typically system-specific (different substances may behave in very different ways). Hence, we will stick to the linear theory, where more general conclusions can be drawn. Indeed, any heuristic model for the full non-linear dynamics should boil down to a linearised theory when we are close enough to equilibrium, and while the admissibility of the theory in the linear regime does not tell us much about the admissibility of the fully nonlinear one, the non-admissibility of the theory in the linear regime automatically tells us that also the full one should be disregarded. Therefore, we will focus here on what singles out the GENERIC theory from the broader family of Israel-Stewart-like models: equation (15), and in particular the constraint $b_0 = 3b_2$. Is this identity a distinctive feature of liquids close to equilibrium, or is it just a shortcoming of the specific construction of the GENERIC theory?

It is useful to note that the condition $b_0 = 3b_2$ can be equivalently expressed in two other ways. One way is in terms of the relaxation times:

$$\frac{\tau_\zeta}{\tau_\eta} = \frac{3\zeta}{2\eta},$$

(47)

where $\tau_\zeta$ and $\tau_\eta$ are the bulk and shear relaxation time. To derive (47), one only needs to recast equations (44) and (46) in the standard Cattaneo’s form: $\tau_\zeta \partial_t f + f \propto -\nabla z$. The other way, instead, is to compare the high-frequency limit of (44) and (46) with the corresponding formulas provided by the theory of elasticity (24):

$$\Pi = -G_\zeta \varepsilon_{ij},$$

where $G_\zeta$ is the bulk modulus, and

$$\Pi_{kl} = -2G_\eta \langle \varepsilon_{kl} \rangle,$$

where $G_\eta$ is the shear modulus. This produces the following constraint:

$$\lambda := G_\zeta - \frac{2}{3} G_\eta = 0.$$  

(48)

The quantity $\lambda$ is known as “Lamé’s first parameter” (29), and according to the GENERIC theory it vanishes. In the following, we discuss if this is the case for some interesting systems that are often studied by means of relativistic hydrodynamic models.

A. Ideal gases

We are mainly interested in liquids. However, to “warm up”, let us see if the constraint $b_0 = 3b_2$ is valid for ideal gases. Israel and Stewart (7) have computed the quantities $b_0$ and $b_2$ using Grad’s 14-moment approximation, for a non-degenerate gas of particles with mass $m$. In the non-relativistic limit, they obtained

$$b_0 = \frac{6m^2}{5T^2P}, \quad b_2 = \frac{1}{2P},$$

(49)

while, in the ultra-relativistic limit, they found

$$b_0 = \frac{216T^4}{m^4P}, \quad b_2 = \frac{3}{4P}.$$  

(50)

Clearly, $b_0$ does not coincide with $3b_2$: since the constraint (15) is not fulfilled, the GENERIC theory cannot be applied to ideal gases.

B. Neutron-star matter

When the astrophysical process under consideration does not drive matter too far from equilibrium (e.g. by pushing the $\beta$-reaction affinity above $T$, see e.g. (33)), the fluid interior of a neutron star can be modelled as a substance belonging to the Israel-Stewart class (20, 21), or a natural extension of it that accounts for the possible presence of superfluid neutrons (18).

Differently from the ideal gas case discussed above, for strongly interacting nuclear matter there are no analytical results for $b_2$. However, it is unlikely that the GENERIC relation (47) will be fulfilled in neutron stars. This is due to the variety of possible processes giving rise to bulk and shear viscosity, so that different channels can be more effective (or suppressed) according to the local thermodynamic state of matter (see (33) for a review on transport in neutron stars). The GENERIC model would be a viable option for neutron stars only in the event of an accidental tuning between the many (practically unrelated) physical processes that give rise to bulk and shear viscosity separately.
In a neutron star, bulk viscosity mostly comes from out-of-equilibrium nuclear reactions and, where superfluid contributions are relevant in low temperature range, reactions involving excitations of the neutron superfluid can also contribute. On the other hand, shear viscosity arises from a completely different set of microscopic processes. For cores composed of strongly degenerate neutrons, protons, electrons, and muons, the main contribution to the shear viscosity is leptonic (the most mobile particles) with corrections due to neutrons (the most abundant species), see e.g. [61]. Therefore, while bulk viscosity is mostly due to nuclear reactions controlled by the weak sector, the shear viscosity is mainly given by scattering of electrons and muons between themselves and with protons, via the electromagnetic force. On top of this, the neutron contribution to shear viscosity is defined by neutron-neutron and neutron-proton collisions mediated by the nuclear strong interaction.

Finally, at very low temperatures, superfluid phonon modes can dominate the thermal corrections to the thermodynamic and hydrodynamic properties of the superfluid core: the superfluid phonon contribution could be relevant for the determination of both the shear and bulk viscosities, as well as the thermal conductivity [85, 86]. However, even disregarding completely some features of superfluid matter (i.e., the possible presence of extra currents [18, 60]) and restricting ourselves to the physical regime where the standard Israel-Stewart theory is applicable [17, 21], it seems unlikely that the constraint [15] could be physically fulfilled in neutron star interiors.

C. Quark-gluon plasma

Stricker and Öttinger [4] have suggested that the GENERIC theory may be well-suited for modelling the Quark-Gluon Plasma (QGP). Unfortunately, holography-based studies [85, 86] have revealed that the QGP probably does not belong to the Israel-Stewart “universality class” (even close to equilibrium). Instead, the QGP seems to exhibit a rather different kind of non-equilibrium dynamics [16], which constitutes to a universality class of its own (alternative to Maxwell’s model), where, instead of postulating a relaxation-type field equation like (1), one postulates the existence of a conjugate degree of freedom $\Lambda_{xy}$, which is coupled to the stress $\Pi_{xy}$ through a skew-symmetric interaction [11]:

$$\begin{bmatrix} b_2 \partial_t \Pi_{xy} + \partial_x (x \Pi_{xy}) \\ b_2 \partial_t \Lambda_{xy} \end{bmatrix} = \begin{bmatrix} 0 & -A \\ -A & -\xi_3 \end{bmatrix} \begin{bmatrix} \Pi_{xy} \\ \Lambda_{xy} \end{bmatrix} .$$

(51)

The Israel-Stewart formalism cannot reproduce this kind of dynamics [22]. In fact, in the absence of spatial gradients, the Maxwell model predicts that $\Pi_{xy}$ will relax exponentially to zero, over a timescale $\tau_\eta$. By contrast, the holographic equation above predicts that $\Pi_{xy}$, besides relaxing towards its Navier-Stokes value, will also oscillate, with frequency

$$\omega_{\text{QNM}} = \frac{\sqrt{4A^2 - \xi_3^2}}{2b_2} ,$$

(52)

which is real, because $2A > \xi_3$ (in the QGP). Since the GENERIC theory, as formulated in [4], belongs to the Israel-Stewart universality class, it is not suitable for modeling the dynamics of the QGP.

VI. CONCLUSIONS

We have shown that the GENERIC hydrodynamic theory developed in [4] for relativistic liquids belongs (in the linear regime) to the universality class defined by the Israel-Stewart theory. In fact, despite the Israel-Stewart theory was originally devised to describe dilute relativistic gases, it is a valid phenomenological description also of liquid substances, as it can reproduce the high-frequency “elastic” behavior of liquids [20], and is the relativistic extension of the Maxwell model for viscoelasticity [24], see Appendix A. Furthermore, we have also presented a dictionary to pass from the GENERIC theory of [4] to EIT. This should help build further bridges between the GENERIC formalism and other frameworks used in relativistic hydrodynamics, similarly to what has been already done for Carter’s theory and EIT [15, 16].

More precisely, we have shown that, in the linear regime, the field equations of the GENERIC theory form a symmetric-hyperbolic system, and they constitute a particular realization of the Israel-Stewart theory (which is also known to be symmetric-hyperbolic [14]), where the bulk and shear relaxation times are related by formula [17].

In conclusion, did GENERIC pass the tests outlined in (i-ii-iii)? The GENERIC formalism, regarded as a methodology for constructing hydrodynamic theories, passed the tests very well. In fact, it leads to theories that are causal, stable, symmetric-hyperbolic, and thermodynamically consistent (in the linear regime). On the other hand, the specific GENERIC hydrodynamic theory in [4] makes predictions - the identities [15] or [47] - that are inconsistent with the microphysics of many substances (even close to equilibrium). Indeed, as discussed in Sec. VI, we could not find any type of relativistic fluid whose near-equilibrium behaviour could be described by this specific GENERIC theory. Despite this apparent failure of the theory, this does not mean that the formalism and the ideas implemented in its construction have no value. On the contrary, considering that GENERIC is primarily a formalism [42, 43] rather than a specific theory, we believe that, given the present analysis, it is now possible to
fix the specific theory of Stricker and Öttinger [4] to make it well-suited for modelling both liquids and gases. We also expect that, by expanding the number of algebraic degrees of freedom (above the 14 considered in [4]) one may also give rise to a broader class of GENERIC hydrodynamic models which do not necessarily reduce to Israel-Stewart close to equilibrium. Indeed, application of the Onsager-Casimir principle to relativistic hydrodynamics has recently revealed [90] that the GENERIC formalism always reduces, in the linear regime, to a subset of the general symmetric-hyperbolic quasihydrodynamic framework derived in [11].
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Appendix A: Israel-Stewart is viscoelastic

We briefly discuss the non-Newtonian properties of the Israel-Stewart model. To do so, consider the following linear system of partial differential equations:

\[
(p + P)\partial_t u_y + \partial_x P_{xy} = 0, \\
\tau_\eta \partial_t P_{xy} + P_{xy} = -\eta \partial_x u_y,
\]

where \(\rho\), \(P\), \(\tau_\eta\), and \(\eta\) are treated as constants. This system describes the evolution of a shear wave within the linearized Israel-Stewart framework (the second equation is just (11) in the special case in which there is no dependence on \(y\)). If we look for solutions of the form \(\{u_y, P_{xy}\} \propto e^{i(kx - \omega t)}\), where \(k \in \mathbb{R}\) and \(\omega \in \mathbb{C}\) are constants, we find that \(\omega\) must be a root of the polynomial \(\tau_\eta \omega^2 + i\omega - Dk^2\), with \(D = \eta/(\rho + P)\). This produces two dispersion relations:

\[
\omega(k) = \frac{i}{2\tau_\eta} \left( -1 - \sqrt{1 - 4\tau_\eta k^2} \right) \Rightarrow \omega \approx -\frac{i}{\tau_\eta} + ik \quad (|k| \ll k_c), \quad \omega \approx -\frac{i}{2\tau_\eta} - w k \quad (|k| \gg k_c)
\]

\[
\omega(k) = \frac{i}{2\tau_\eta} \left( -1 + \sqrt{1 - 4\tau_\eta k^2} \right) \Rightarrow \omega \approx -iDk^2 \quad (|k| \ll k_c), \quad \omega \approx -\frac{i}{2\tau_\eta} + w k \quad (|k| \gg k_c)
\]

where \(k_c = 1/\sqrt{4\tau_\eta D}\) is the critical value for which the two modes coincide and \(w = \sqrt{D/\tau_\eta}\) is a characteristic speed.

For large wavelengths \((|k| \ll k_c)\), the first dispersion relation describes a non-hydrodynamic mode, see [11]: even in the homogeneous limit \((k = 0)\) this type of perturbation relaxes exponentially in time with a timescale \(\tau_\eta\). The second one describes a diffusive mode: for small \(k\), we recover the usual Navier-Stokes-type diffusion relation \(\omega \approx -iDk^2\), meaning that the shear wave is purely damped.

Is there a regime where shear waves can propagate? In the limit of large \(k\), we obtained two sound-type dispersion relations \(\omega \approx \pm w k - i/(2\tau_\eta)\). Therefore, at high frequencies, the Israel-Stewart theory admits propagating shear waves, which travel at speed \(w\) and decay over a timescale \(2\tau_\eta\). The existence of transverse propagating waves is a distinctive feature of elastic (or viscoelastic) media. Indeed, the Maxwell model (the non-relativistic limit of the Israel-Stewart theory) is often quoted as the prototype of a viscoelastic non-Newtonian fluid [91, 93]. This is also consistent with the expected behaviour of liquids subject to high frequency perturbations [26].

Appendix B: GENERIC-EIT dictionary

Stricker and Öttinger [4] have set up a notation that is quite different from the “standard” EIT notation that we are adopting in this appendix. In this appendix, we show how to connect the two languages, and we prove equations (11) and (17).

First, we note that in [4] the quantity \(\rho\) is the rest-mass density, and not the energy density. Thus, what Stricker and Öttinger [4] call \(\rho^m\) for us is \(mn\), where \(m\) is the rest mass of the constituent particles. Furthermore, they split the energy density into rest-mass plus an internal contribution. Thus, what they call \(\rho c^2 + \epsilon\) is exactly our \(\rho\). To avoid confusion and maintain consistency with the main text, in the following we will keep using the symbol \(\rho\) for the total energy density (in the Eckart frame) and \(mn\) for the rest-mass density.

---

8 Physically, a viscoelastic fluid, when subjected to a shear deformation, will produce a stress state which will eventually decay to zero, a feature that is captured by the modes in [10]. The main difference with respect to a (isotropic) solid is that the viscoelastic fluid has a continuum of stress-free configurations while a viscoelastic solid may have only one [91], see [26] for the same idea expressed in mathematically more rigorous terms.

9 We remove the subscripts “f” used by Stricker and Öttinger [4] to indicate that a thermodynamic quantity is measured in the fluid’s local rest-frame (where \(u^0 = 1\) and \(u^i = 0\)), since this is a standard construction shared by most hydrodynamic frameworks.
Stricker and Öttinger [4] introduce two structural variables, $\omega_a$ and $\alpha_{ab}(=\alpha_{ba})$, each subject to an algebraic constraint: $\omega_a u^a = T$, $\alpha_{ab} u^a = u_b$. We can use the flow velocity to decompose these structural variables as follows:

$$\begin{align*}
\omega_a &= \dot{\omega}_a - Tu_a \quad \text{with} \quad \dot{\omega}_a u^a = 0 , \\
\alpha_{ab} &= \dot{\alpha}_{ab} - u_a u_b \quad \text{with} \quad \dot{\alpha}_{ab} u^a = \dot{\alpha}_{ba} u^a = 0 .
\end{align*}$$

(B1)

With the aid of the identities

$$\begin{align*}
\alpha^{ac} \alpha_c^b - \alpha^{ab} &= \dot{\alpha}^{ac} \dot{\alpha}_c^b - \ddot{\alpha}^{ab} , \\
\alpha_{bc} \dot{\alpha}_{bc} - 1 &= \ddot{\alpha}_{bc} \dot{\alpha}_{bc} ,
\end{align*}$$

(B2)

which follow directly from (11), we can rewrite the constitutive relations for stress-energy tensor and entropy current

To recover equation (11), we only need to make the identifications below:

$$\begin{align*}
q^a &= -mnT^2 H_\omega \dot{\omega}^a , \\
\pi^{ab} &= -2mnT H_\alpha \dot{\alpha}^{ab} , \\
b_1 &= (mnT^3 H_\omega)^{-1} , \\
b_2 &= (4mnT H_\alpha)^{-1} .
\end{align*}$$

(B4)

Now let us focus on the entropy production rate, $\sigma := \nabla_a s^a$. Stricker and Öttinger [4] provide the following formula [right-hand side of equation (13)]:

$$\sigma = mnH_\alpha \pi^{ab} \dot{\alpha}_{ab} \lambda_0 + mnH_\omega \dot{\omega}^a \dot{\omega}_a \lambda_1 + mnH_\alpha \dot{\alpha}_{ab} \dot{\alpha}_{ab} \lambda_2 ,$$

(B5)

where $\pi_{ab}$ and $\dot{\alpha}_{ab}$ are the irreducible parts of $\ddot{\alpha}_{ab}$:

$$\dot{\alpha}_{ab} = \pi_{ab} + \dot{\alpha}_{ab} , \quad \pi_{ab} = \frac{1}{3} \dot{\alpha}^c \dot{h}_{cb} .$$

(B6)

With the aid of (B4), we see that (B5) is equivalent to (17), provided that we make the identifications

$$\begin{align*}
\zeta &= 4mnT H_\omega \lambda_0 / 3 , \\
\kappa &= mnT^2 H_\omega \lambda_1 , \\
\eta &= 2mnT H_\alpha \lambda_2 .
\end{align*}$$

(B7)

Equations (B4) and (B7) fix the notation correspondence completely.

**Appendix C: Equivalence of the field equations**

In this Appendix, we prove that the field equations of the structural variables $\omega_a$ and $\alpha_{ab}$ (in the linear regime) are equivalent to the Israel-Stewart field equations (44), (45), and (46).

**1. Some preliminary formulas**

Given our goal, it will be more convenient to work with the inverse of (B4) and (B7), namely

$$\begin{align*}
\ddot{\omega}^a &= -Tb_1 q^a , \\
\ddot{\alpha}^{ab} &= -2b_2 \pi^{ab} , \\
\lambda_0 &= 3b_2 \zeta , \quad \lambda_1 = Tb_1 \kappa , \quad \lambda_2 = 2b_2 \eta .
\end{align*}$$

(C1)

Furthermore, keeping in mind that at equilibrium $u^a = \delta^a_0$, we can take the variation of (B1), and we obtain

$$\begin{align*}
\delta \omega_a &= \delta \dot{\omega}_a - T \delta u_a - u_a \delta T , \\
\delta \alpha_{ab} &= \delta \dot{\alpha}_{ab} - u_a \delta u_b - u_b \delta u_a .
\end{align*}$$

(C3)
2. Proof of the equivalence

Let’s start with equation (30) of Stricker and Öttinger [4]:

$$\partial_t \delta \alpha^i_j - 2 \partial_j \delta w^i = - \frac{\delta \alpha^i_j}{\lambda_0}.$$  \hspace{1cm} (C4)

Using the correspondence formula \(\delta \alpha^i_j = \delta \hat{\alpha}^i_j = -b_2 \delta \Pi\), which follows from (C1) and (C3), we immediately recover equation (H). Now, let us focus on equation (29) of [4]:

$$\partial_t \delta \alpha_{jk} - 2 \langle \partial_j \delta u_k \rangle = - \frac{\delta \hat{\alpha}_{jk}}{\lambda_2}.$$  \hspace{1cm} (C5)

Using the correspondence formula \(\delta \hat{\alpha}_{jk} = -2b_2 \delta \Pi_{jk}\), which follows from (C4), we recover equation (H). Finally, let us linearise equation (5) of [4]:

$$\partial_t \delta \omega_k - \partial_k \delta \omega_0 = \frac{\delta \hat{\omega}_k}{\lambda_1}.$$  \hspace{1cm} (C6)

With the aid of (C3), we can rewrite it as follows:

$$\partial_t \left( \frac{\delta \hat{\omega}_k}{T} - \delta u_k \right) - \frac{\partial_k \delta T}{T} = - \frac{\delta \hat{\omega}_k}{T \lambda_1}.$$  \hspace{1cm} (C7)

Using the correspondence formula \(\delta \hat{\omega}_k/T = -b_1 \delta q_k\), which follows from (C1), we recover equation (H).  

Appendix D: Thermodynamic Killing vector of a relativistic star

The spacetime of a rotating star [2],

$$ds^2 = -N(r, \theta)^2 dt^2 + A(r, \theta)^2 (dr^2 + r^2 d\theta^2) + B(r, \theta)^2 [d\phi - \omega(r, \theta) dt]^2,$$  \hspace{1cm} (D1)

admits two symmetry generators: \(\partial_t\) and \(\partial_\phi\). The corresponding conserved charges are the energy \(U\) and the angular momentum \(L\). Thus, the entropy of the heat bath can be expressed as \(S_H(N_H, U_H, L_H)\), whose differential is \[73\]

$$dS_H = - \mu^* \, dN_H + \frac{1}{T^*} dU_H - \frac{\Omega^*}{T^*} dL_H.$$  \hspace{1cm} (D2)

Comparing with equation (19), we can conclude that \(\alpha^*_i = \{ \mu^*/T^*, -1/T^*, \Omega^*/T^* \}\). The conserved currents associated to \(N, U,\) and \(L\) are respectively \(n^a, -\langle \partial_t \rangle_b T^{ab}\) and \(\langle \partial_\phi \rangle_b T^{ab}\). Hence, equation (22) becomes

$$\phi^a = s^a + \frac{\mu^*}{T^*} n^a + \frac{1}{T^*} \langle \partial_t \rangle_b T^{ab} + \frac{\Omega^*}{T^*} \langle \partial_\phi \rangle_b T^{ab}.$$  \hspace{1cm} (D3)

Comparing this formula with equation (24), we obtain

$$\beta^a_b = \frac{1}{T^*} \langle \partial_t \rangle_b + \frac{\Omega^*}{T^*} \langle \partial_\phi \rangle_b.$$  \hspace{1cm} (D4)

As we can see, in thermodynamic equilibrium, the star is rigidly rotating, with angular velocity \(\Omega^*\) [4, 67]. The quantity \(T^*\) can be interpreted as the redshifted temperature of the poles of the star, as measured at infinity. The reader should keep in mind that \(T^*\), which is a global constant, is not the local temperature \(T\) [see equation (29)] that an observer would measure by bringing the fluid in direct contact with a thermometer [61]. That temperature can be computed through the formula \(T = -\beta^a_b \sqrt{\rho^a} (\gamma^{ab})^{-1/2}\), and it is given by

$$T = \frac{T^*}{\sqrt{N^2 - B^2 (\Omega^* - \omega)^2}}.$$  \hspace{1cm} (D5)

Finally, note that \(\beta^*_a\) is not one of the coefficients \(\alpha^*_i\) (which are always scalar constants), but it is constructed from them. The reason is that \(T^{ab}\) itself is not a conserved current \(T^{ia}\), because it is not a vector field. To obtain a conserved current, we needed to contract \(T^{ab}\) with the Killing vector fields of the spacetime [71], see equation (23).
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