A symbolic information approach to characterize response-related differences in cortical activity during a Go/No-Go task
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How the brain processes information from external stimuli in order to perceive the world and act on it is one of the greatest questions in neuroscience. To address this question different time series analyzes techniques have been employed to characterize the statistical properties of brain signals during cognitive tasks. Typically response-specific processes are addressed by comparing the time course of average event-related potentials in different trials type. Here we analyze monkey Local Field Potentials data during visual pattern discrimination called Go/No-Go task in the light of information theory quantifiers. We show that the Bandt-Pompe symbolization methodology to calculate entropy and complexity of data is a useful tool to distinguish response-related differences between Go and No-Go trials. We propose to use an asymmetry index to statistically validate trial type differences. Moreover, by using the multi-scale approach and embedding time delays to downsample the data we can estimate the important time scales in which the relevant information is been processed.

PACS numbers:

I. INTRODUCTION

The brain is one of the biophysical systems that capture with greater attention our interest in understanding how it operates dynamically and organizationally [1]. In a general description, one can think of the brain as an efficient complex network composed of many parts or structures and with an intense flow of information between these structures/zones. Moreover, this exchange of information could be considered non-linear and determine the corresponding brain behavior. In particular, each one of these brain regions has its own structures and functions. They are also interconnected and share information between them, forming in this way an integrated network that determines the dynamics and behavioral response of the brain.

Taking these characteristics of the brain such as interconnections and information flow between different brain areas, measurement of time series activity at different regions and under external stimuli could bring us information about the corresponding dynamics, as well as about the information transfer. Integrated processes at the visual and motor systems during visual discrimination tasks have been extensively studied by analyzing monkey Local Field Potentials (LFP) data [2–6]. In particular, the averaged evoked response potential (ERP) of monkey LFP has been employed to estimate response-related differences between Go and No-Go trials [7]. The authors have shown that response-specific processing began around 150 ms post-stimulus in widespread cortical areas. The time course of task-related activity was examined to identify the cortical locations and the time windows that exhibit a significant difference between each response type. Here we propose that analysis of the statistical properties of the concatenated trials could also be useful and eventually could provide more information than comparing the activation response by averaging brain activity.

To do this type of study, we chose to work with time causal quantifiers based on Information Theory (Shannon entropy, MPR-statistical complexity, and entropy-complexity plane) [8–12]. These quantifiers are evaluated using the Bandt-Pompe symbolization methodology [13], which includes naturally the time causal ordering provided by the time-series data in the corresponding associate probability distribution function (PDF). These tools have been employed to analyze brain signals in plenty of studies: to estimate time differences during phase synchronization [14], to show that complexity is maximized close to criticality in cortical states [15], to distinguish cortical states using EEG data [16] as well as neuronal activity [17, 18].

The manuscript is organized in the following way: in Sec. II we introduce the Information Theory quantifiers, as well as in Sec. III in which the Bandt-Pompe methodology for their evaluation is presented. The experimental data corresponding to Local Field Potentials (LFP), are presented in Sec. IV at four cortical-deep electrodes, in a monkey brain, and under visual stimulus condition Go/No-Go. In Sec. V we report our analysis and results. Finally, concluding remarks and a brief discussion of the significance of our findings for neuroscience are presented in Sec. VI.
II. INFORMATION-THEORY QUANTIFIERS: PERMUTATION ENTROPY AND STATISTICAL COMPLEXITY

In the characterization of dynamical systems (systems that evolve with time) the main objective is to infer some properties and behavior of the system under study. In particular, the starting point is a set of $M$ discrete measures taken at regular intervals of the same representative variable of the system, that we denote by the corresponding time series $X(t)$. In the second step, we need to associate a probability distribution function $P$ to the time series, and with it, we will be able to evaluate the corresponding Information Theory quantifiers.

There is no unique answer for the best procedure to associate a time series with a PDF, and in fact, different proposals can be found. However, we start from a sequence/measurement taken in causality order, these characteristics are something to be preserved in the determination of the PDF. For this reason, we follow the procedure proposed by Bandt-Pompe [13] for the association of time causal PDF to the time series.

Let $X(t) \equiv \{x_i; t = 1, 2, \ldots, M\}$, be the time series representing a set of $M$ measurements of the observable $X$ and let a probability distribution function be given by $P \equiv \{p_j; j = 1, 2, \ldots, N\}$, with $\sum_{j=1}^{N} p_j = 1$, and $0 \leq p_j \leq 1$, where $N$ is the number of possible states of the system.

The first Information Theory quantifier that we introduce is the Shannon’s logarithmic information measure [8], defined by:

$$S[P] = -\sum_{j=1}^{N} p_j \ln(p_j) .$$

This functional is equal to zero when we are able to correctly predict the outcome every time. For example, for linearly increasing time series all probabilities are zero directly predict the outcome every time. For example, for $X(t) = \{1, 10, 6, 2, 4, 8, 2, 9, 1\}$, $M = 9$ and, its own non-normalized probability density function (PDF), which is defined in terms of the Jensen–Shannon divergence [20] as:

$$Q_J[P, P_e] = Q_0 J[P, P_e] ,$$

where

$$J[P, P_e] = S \left[ \frac{(P + P_e)}{2} \right] - \frac{S[P]}{2} - \frac{S[P_e]}{2} ,$$

and $Q_0$ is a normalization constant ($0 \leq Q_J \leq 1$), equal to the inverse of the maximum possible value of $J[P, P_e]$, that is $Q_0 = 1/J[P_0, P_e]$. In this way, also the statistical complexity is a normalized quantity, $0 \leq C[P, P_e] \leq 1$. It is interesting to note, that the statistical complexity give additional information in relation to the entropy, due to its dependence on two PDF, moreover, can be shown that for a given value of the normalized entropy $H$, the corresponding complexity varies in a range of values given by $C_{\text{min}}$ and $C_{\text{max}}$, and these values depend only on the dimension of the PDF considered and the functional form chosen for the entropy [21].

III. THE BANDT-POMPE SYMBOLIZATION METHOD

Let $X(t) \equiv \{x_i; t = 1, \ldots, M\}$ denote a time series measured from the dynamics state of a dynamical system.
Let consider an example: given the time series $X(t) = \{1, 10, 6, 2, 4, 8, 2, 9, 1\}$, with $M = 9$, we evaluate the BP-PDF with $D = 3$ and $\tau = 1$. In Fig. 2a, we represent the 6 ordinal patterns, corresponding to $D = 3$, and in the Fig. 2b, the time series considered is represented as function of time. Then we have $N' = M - (D - 1)\tau = 7$ embedding vectors:

\[ Y_1^{(3,1)} = (1, 10, 6) \rightarrow \pi_1^{(3)} = (0, 2, 1) \rightarrow \pi_2 = [021]; \]
\[ Y_2^{(3,1)} = (10, 6, 2) \rightarrow \pi_2^{(3)} = (2, 1, 0) \rightarrow \pi_6 = [210]; \]
\[ Y_3^{(3,1)} = (6, 2, 4) \rightarrow \pi_3^{(3)} = (1, 2, 0) \rightarrow \pi_4 = [120]; \]
\[ Y_4^{(3,1)} = (2, 4, 8) \rightarrow \pi_4^{(3)} = (0, 1, 2) \rightarrow \pi_1 = [012]; \]
\[ Y_5^{(3,1)} = (4, 8, 2) \rightarrow \pi_5^{(3)} = (2, 0, 1) \rightarrow \pi_5 = [201]; \]
\[ Y_6^{(3,1)} = (8, 2, 9) \rightarrow \pi_6^{(3)} = (1, 0, 2) \rightarrow \pi_3 = [102]; \]
\[ Y_7^{(3,1)} = (2, 9, 1) \rightarrow \pi_7^{(3)} = (2, 0, 1) \rightarrow \pi_5 = [201]. \]

Then the pattern probability are $p(\pi_1) = p(\pi_2) = p(\pi_3) = p(\pi_4) = p(\pi_6) = 1/7$ and $p(\pi_5) = 2/7.$ Fig. 2c shows the non-normalized histogram patterns.
IV. EXPERIMENTAL TIME SERIES

Local Field Potentials were recorded surface-to-depth with bipolar Teflon-coated platinum micro-electrodes from 15 distributed sites located in the right hemisphere of the adult male rhesus macaque monkeys (GE). Here, we analyze the four sites shown in Fig. 2(a). Site 1 is in the primary motor cortex, site 2 in the primary somatosensory cortex, and sites 3 and 4 are in the posterior parietal cortex. LFPs time series were sampled at 200 points/s (every 5 ms), and collected from 100 ms before to 500 ms after stimulus onset (see Fig. 3 for illustrative examples of LFPs). Therefore, we define our trial time from $t=0$ to $t=600$ ms, which means that the stimulus appears at $t=100$ ms.

The monkey was highly trained to perform a visual pattern discrimination task called Go/No-Go. On each trial, the monkey depressed a hand lever and kept it pressed during a random interval ranging from 0.12 to 2.2 s while waiting for stimulus appearance. On Go trials, a water reward was provided if the monkey released the lever within 500 ms after stimulus onset (time trial $t=600$ ms). On No-Go trials, the monkey should not release the lever. Experiments were performed at the Laboratory of Neuropsychology at the National Institute of Mental Health (USA), and animal care was in accordance with institutional guidelines at the time.

We separate each trial in 11 windows ($W_i$) of 90 ms each, starting every 50 ms. For example, the first window $W_1$ ranges from 0 to 90 ms, $W_2$ is from 50 to 140 ms, $W_3$ is from 100 to 190 ms (as illustrated in Fig. 2(b) for the even windows). The average response for Go trials (mean and standard deviation over sessions) occurs at $t=349 \pm 9$ ms [7] (which corresponds to a response time of $249 \pm 9$ ms since our zero time is set 100 ms before the stimulus onset). We concatenate the points from each $W_i$ window of all 359 Go trials and, separately, we concatenate all 351 No-Go trials. Figures 3(a) and (b) show the first 20 Go trials (whereas figures 3(c) and (d) show the first 20 No-Go trials) of each region of interest during $W_1$ and $W_7$. We use this concatenated time series to extract the symbols and calculate the PDF in order to obtain the entropy and the complexity.

The first window has been previously analyzed in the light of the entropy-complexity plane by Montani et al. [14] and by using Granger causality measures [4, 22] to infer the connectivity between these regions. The entire task has been analyzed using coherence and Granger causality and separating Go and No-Go trials for sites 1, 2, and 3 by Zhang et al. [23]. The same sites and a few others have been analyzed in the light of Evoked Response Potentials (ERP) to study stimulus-evoked activation onset, stimulus-specific processing, stimulus category-specific processing, and response-specific processing by Ledberg et al. [7].

V. RESULTS

Here we employ information theory quantifiers as a useful tool to study response-specific processing in brain signals during a visual-motor task. We have separately analyzed the monkey-LFP time series of all Go response trials, as well as, of all No-Go response trials for the four
FIG. 5: Response-specific differences in region 2 captured by the Information theory quantifiers. Entropy as a function of the embedding time (or time delay) $\tau$ for (a) $W_1$ and (b) $W_7$. Complexity as a function of the embedding time $\tau$ for (c) $W_1$ and (d) $W_7$.

Our first hypothesis is related to the fact that for the first two time windows ($W_1$ and $W_2$) one should not find any statistically significant difference between the Go and No-Go time series in any region since the visual stimulus did not appear or has not been processed yet. However, before the end of the trial, we should be able to distinguish both cases. For example, in Fig. 4(a) and (b) we compare the average activity of all Go and all No-Go trials of the primary somatosensory area (region 2). The difference between the types of trials is clearly larger for $W_7$ than for $W_1$. This approach has been employed by Ledberg et al. [7] along the whole trial to estimate how long it takes for each region to start to show significant differences between Go and No-Go conditions. In fact, Fig. 4(b) is comparable to Fig. 12(G) in Ref. [7]. They have shown that this area starts to process response-specific information after $t = 300$ ms which coincides with the beginning of $W_7$. In what follows, we show that response-related differences can also be verified with the information theory quantifiers.

To characterize different cortical states during the cognitive task we have calculated the entropy and complexity for each $W_i$ in different time scales by changing $\tau$ from 1 up to 60, which corresponds to downsample the series from every 5 ms up to every 300 ms. In Fig. 5 we show $H$ versus $\tau$ and $C$ versus $\tau$ for region 2 during $W_1$ and $W_7$. As expected, there is no difference between Go/No-Go trials for $W_1$. However, for $W_7$ both the entropy and the complexity are clearly different when comparing Go and No-Go trials. In particular, both conditions have an increase in the minimal complexity and a decrease in the maximal entropy when compared with the first window, but changes in the Go condition are much more pronounced. This is a good indication that we can use $H$ and $C$ together with the average potential to infer if the region is processing response-specific information. In all regions, differences between response types, when they exist, are much more pronounced for $\tau$ up to 15 (75 ms).

brain regions shown in Fig. 2(a): (1) the primary motor cortex, (2) the somatosensory cortex, (3) and (4) the parietal cortex (see more details in Sec. IV). Illustrative examples of the time series for each one of the four sites during $W_1$ (from trial time $t = 0$ to 90 ms) and $W_7$ (from trial time $t = 300$ to 390 ms) for the first 20 trials of Go and No-Go conditions are shown in Fig. 3. The activity of the motor cortex is clearly different from the other three regions. Moreover, in a naive comparison, just by eye inspection, it seems that Go and No-Go trials are more similar during $W_1$ than during $W_7$ in the four channels.

FIG. 6: Quantifying the statistical differences between Go and No-Go trials. Asymmetry index for entropy $A(H)$ (left column) and complexity $A(C)$ (right column) for region 2 as a function of the time delay $\tau$ for three consecutive time windows (a, b) $W_5$, (c, d) $W_6$ and (e, f) $W_7$. We use $W_1$ and $W_2$ to calculate the average value $\mu_{A(C)}$ ($\mu_{A(H)}$) and its standard deviation $\sigma_{A(C)}$ ($\sigma_{A(H)}$). Dashed lines represent $A(H) = \mu_{A(H)} \pm 3\sigma_{A(H)}$ and $A(C) = \mu_{A(C)} \pm 3\sigma_{A(C)}$. 

for each $W_i$ in different time scales by changing $\tau$ from 1 up to 60, which corresponds to downsample the series from every 5 ms up to every 300 ms. In Fig. 5 we show $H$ versus $\tau$ and $C$ versus $\tau$ for region 2 during $W_1$ and $W_7$. As expected, there is no difference between Go/No-Go trials for $W_1$. However, for $W_7$ both the entropy and the complexity are clearly different when comparing Go and No-Go trials. In particular, both conditions have an increase in the minimal complexity and a decrease in the maximal entropy when compared with the first window, but changes in the Go condition are much more pronounced. This is a good indication that we can use $H$ and $C$ together with the average potential to infer if the region is processing response-specific information. In all regions, differences between response types, when they exist, are much more pronounced for $\tau$ up to 15 (75 ms).
In order to quantify the response-specific difference, and statistically validate it, we define an asymmetry index for entropy $A(H)$ and complexity $A(C)$ respectively by:

$$A(H) = \frac{H_{Go} - H_{NoGo}}{H_{Go} + H_{NoGo}} \quad (13)$$

and

$$A(C) = \frac{C_{Go} - C_{NoGo}}{C_{Go} + C_{NoGo}} \quad (14)$$

We calculate $A(H)$ and $A(C)$ for each $\tau$, region and window. For each region we use $W_1$ and $W_2$ to calculate the average value $\mu_{A(C)}$ ($\mu_{A(H)}$) and its standard deviation $\sigma_{A(C)}$ ($\sigma_{A(H)}$). We consider that the difference in the entropy (complexity) between Go and No-Go trials is significant if $A(H) > \mu_{A(H)} \pm 3\sigma_{A(H)}$ ($A(C) > \mu_{A(C)} \pm 3\sigma_{A(C)}$), see dashed lines in Fig. 6.

In Fig. 6 we show these asymmetries as a function of the time delay in region 2 for three consecutive time windows: $W_5$, $W_6$ and $W_7$. From $W_1$ to $W_7$ the results are very similar and it is not possible to verify significant differences between trial types with neither entropy nor complexity during these windows. However, at $W_6$ (from trial time $t = 250$ to $340$ ms) the response-specific differences in complexity start to appear for intermediate values of time delay. This also corroborates the importance of using not only the entropy. At $W_7$ the asymmetry can be verified for both $H$ and $C$ at all time scales. In particular, the Go/No-Go difference at the somatosensory region is larger for $W_7$ than for all others $W_i$.

By using the average event-related potentials time series, Ledberg et al. [7] have found that the significant separation between Go and No-Go trials just started after $t > 300$ ms for site 2 which is in agreement with our results since $W_6$ goes up to $340$ ms. Their findings also corroborate the fact that our asymmetry indices are much larger in $W_7$ which comprises the largest interval of significant differences in the average activity.

The advantage of using the multi-scale approach can be verified for example for region 2 during $W_6$ and $W_7$. The largest differences for complexity between Go and No-Go trials does not occur for $\tau = 1$ but for $3 < \tau < 6$ at $W_7$ (and $\tau = 3, 4, 6, 9$ at $W_6$). This strongly suggests that the relevant information for the task is related to a time scale from 15 to 30 ms.

In Fig. 7 we show the complexity asymmetry index versus time delay for $W_n$ and $W_{n-1}$ for sites 1, 3 and 4, where $W_n$ is the first window showing significant asymmetry index for each region. Regarding these plots, one can see that the parietal areas present specific-response differences already at the interval $150 < t < 240$ ms ($W_3$), whereas the motor cortex just shows significant differences for $t > 200$ ms ($W_5$). It is worth mentioning that Ledberg et al. [7] have reported that the response-specific differences in the average potential start only for $t > 250$ ms at parietal areas 3 and 4. This means that by using the information theory quantifiers we can capture significant differences a little earlier in time than with the average activity.

Finally, we can use the multi-scale entropy-complexity plane as an extra way to visualize the separation between Go and No-Go trials at specific time windows (see colored lines in Fig. 8). Again, the most pronounced difference in the plane happens for region 2 and $W_7$ (Fig. 8(b)). We can also use the $C \times H$ plane to see differences among time windows: by comparing colored lines with grey lines for $W_1$ in the plots, which could mean that the brain is processing information related to the task even if it is not differentiating Go and No-Go trials. Moreover, we can compare differences among regions: the statistical properties of the motor cortex area is clearly different from the others. For regions 2, 3 and 4, the system starts...
close to a totally disordered regime ($H = 1$ and $C = 0$) and presents an increase in complexity in the direction of $C_{\text{max}}$. The motor area, however, is never close to the border neither to the most disordered state.

It has been shown by Zhang et al. [23] that for the No-Go trials the oscillatory activity at the beta band reappears at the end of trials. They suggested that since for the No-Go condition the lever pressure was maintained until the end of the recorded time period, the beta rebound reflects the resumption of the same network of the beginning of the trial in support of sensorimotor integration, or preparation for the next trial. In Fig. 8(a) we can see for the motor area that despite statistical properties are not the same at $W_1$ and $W_{11}$, the No-Go curves at $W_{11}$ are more similar to $W_1$ than the Go plots, which should be related to the rebound effect.

VI. CONCLUSION

To summarize, we have shown that information theory quantifiers (such as Shannon entropy, MPR-statistical complexity, and multi-scale entropy-complexity plane) are a useful tool to characterize the information process in the brain signals. On one hand, we can determine cortical regions in which the response-specific information is processed. On the other hand, we can estimate time intervals and time scales in which these differences are more pronounced.

By introducing the asymmetry index we can statically
quantify the differences between Go and No-Go trials. First, by combining entropy and complexity we can determine in which interval of the trial it is possible to verify any difference between trial types. For some intervals, only one of the two measures presents a significant difference between Go and No-Go trials which means that it is important to calculate both. Second, by using different values of the time embedding we can find response-specific differences earlier in time than by using the average potential. We can also estimate what are the important time scales of the information process by verifying which time delays maximizes the asymmetry index. This means that the information theory quantifiers and their asymmetry index can be employed together with average event-related potentials to characterize response-specific brain activity. Our results open new avenues in the investigation of response-specific or stimulus-specific brain activity. Moreover, the method is potentially useful to quantify other features of the task such as differences between intervals of time and between regions.
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