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ABSTRACT

WASP-43 b is one of the most important candidate for detecting an orbital decay. We investigate pieces of evidence for this expectation as variations in its transit timings, based on the ground and space observations. The data set include the transit observations at the TÜBİTAK National Observatory of Turkey (TUG) and Transiting Exoplanet Survey Satellite (TESS). We present a global model of the system, based on the most precise photometry from space, ground, and archival radial velocity data. Using the homogenized data set and modeled light curves, we measure the mid-transit times for WASP-43 b. Our analysis agrees with a linear ephemeris which we refine its light elements for future observations of the system. However, there is a negative difference between the transit timings derived from TESS data in two sectors (09 & 35) and a hint of an orbital period decrease in the entire data set. Both findings are statistically insignificant due to the short baseline of observations, which prevents us from drawing firm conclusions about the orbital decay of this ultra-short period planet. However, assuming the effect of this decrease of the period in the planet’s orbit, we derive a lower limit for the reduced tidal quality factor as $Q'_* > (4.01 \pm 1.15) \times 10^5$ from the best-fitting quadratic function. Finally, we calculate a probable rotational period for this system as 7.52 days from the out-of-transit flux variation in the TESS light curves due to spot modulation.
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1. INTRODUCTION

WASP-43 b with a period about 0.8 days (Hellier et al. 2011) is an example of the ultra-short period (periods of a few days or less) hot-Jupiters (Gillon et al. 2014; Hartman et al. 2016). The tidal dissipation of energy between the host star and the planet leads to the orbit shrinking (Levrard et al. 2009). This stellar tidal dissipation is usually stated through the tidal quality factor \( Q'_* \). The orbital energy that must be dissipated to circularize the orbit of an ultra-short period planet can easily exceed the planet’s internal binding energy; this process either makes the planet very bright (because tidal dissipation generates heat) or destroys the orbit of the planet due to orbital decays. Such an orbital decay is expected from especially those with the smallest orbital sizes comparable to their Roche limits (Ogilvie 2014), which can be detected through transit timing variations (TTVs) (Hellier et al. 2009). \( Q'_* \) can be measured based on the rate of decline in the orbital period over a few years (Birkby et al. 2014).

Studies to date have shown that WASP-43 b is one of the most promising ultra-short period hot-Jupiters to detect orbital decay in their TTVs, amongst other planets such as WASP-12 b (Hebb et al. 2009), WASP-4 b (Wilson et al. 2008), WASP-19 b (Hebb et al. 2010), WASP-18 b (Hellier et al. 2009), WST-2 b (Birkby et al. 2014). So far, WASP-12 b is the only case with a confirmation of its orbital decay (Yee et al. 2020), and WASP-4 b and WASP-19 b are strong candidates (Southworth et al. 2019; Patra et al. 2020). These planets are located very close to their host stars orbiting with periods of less than 2.3 days and orbital distances of less than 0.038 au.

WASP-43 b was discovered in 2011 on a short-period orbit \((P = 0.813474061(46) \text{ days})\) (Wong et al. 2020) around its host star, with a semi-major axis of \(0.0142 \pm 0.0004 \text{ au}\) (Hellier et al. 2011). This short orbit makes it an excellent candidate for orbital decay, and hence an expectation of a short remaining lifetime of about 8 Myrs if \( Q'_* \) is on the order of \(10^6\), and 80 Myrs if it is on the order of \(10^7\) (Hellier et al. 2011). \( Q'_* \) value is a measure of how the host star dissipates energy released by tidal interactions with a close-in planet and therefore depends on its spectral type (Barker & Ogilvie 2009). Since WASP-43 is a K7V star (Salz et al. 2015) and most of orbital decay candidates orbit host stars with earlier spectral types (F and G), therefore, WASP-43 provides an excellent opportunity to test the theoretical values of \( Q'_* \) in late-type stars in the tidal evolution of ultra-short period hot-Jupiters (Hellier et al. 2011).
The first TTV studies for WASP-43b showed mid-transit times in the TTV diagram to be consistent with a linear ephemeris, and there was no sign of TTVs (Gillon et al. 2012; Maciejewski et al. 2013). Blecic et al. (2014) added some mid-transit times from amateur observations to the TTV diagram. Although they found the quadratic model superior to a linear model based on comparison statistics, they computed the lower limit for the reduced tidal quality factor as $Q'_{\ast} > 12000$ using the upper limit on the best fitting quadratic term that is much lower than the canonical $Q'_{\ast}$ for such a system. Chen et al. (2014) added some more mid-transit times and found that a linear model is appropriate and noted that there is no significant TTV in the system. Murgas et al. (2014) saw a decrease in the period in their TTV diagram and claimed that the data can be better fitted by using a quadratic function; from which they computed the rate of period change as $\dot{P} = -0.15 \pm 0.06 \text{ s yr}^{-1}$. They emphasized a need for a more homogeneous analysis of more transit timing data after several years. Ricci et al. (2015) added several more mid-transit times and reported that their ephemeris analysis gives a period consistent with the previous results, rejecting an improvement by a quadratic model. Jiang et al. (2016) worked on 31 previous and eight new mid-transit times through homogeneous analysis and concluded that TTVs exist due to a slow orbital decay. They presented $\dot{P} = -0.02890795 \pm 0.0077254 \text{ s yr}^{-1}$ for the orbital decay and found a $Q'_{\ast}$-value on the order of $10^5$.

Then, Hoyer et al. (2016) did a comprehensive analysis of 72 mid-transit times and measured $\dot{P} = -0.02 \pm 6.6 \text{ ms yr}^{-1}$ which is almost zero, and hence consistent with a constant period. They claimed that $Q'_{\ast} < 10^5$ can be discarded for WASP-43 b, and after about five years (about 4500 epochs), it would be possible to probe the $Q'_{\ast} < 10^6$ limits. Stevenson et al. (2017) stated that the orbital period is increasing ($\dot{P} = 0.009 \pm 0.004 \text{ s yr}^{-1}$), against all the expectations of an orbital decay for WASP-43 b. Using their best-quadratic fit to their TTV diagram, Sun et al. (2018) claimed that there could be a long-term TTV due to orbital decay with a rate of $\dot{P} = -0.005248 \pm 0.001714 \text{ s yr}^{-1}$ that gives a lower limit for the reduced tidal quality factor as $Q'_{\ast} \geq 1.5 \times 10^5$. Patra et al. (2020) added three more mid-transit times and found an increase in the orbital period with a rate of $\frac{dP}{dt} = (1.9 \pm 0.6) \times 10^{-10}$ and estimated the lower limit on $Q'_{\ast} > (2.1 \pm 1.4) \times 10^5$ with 95% confidence. Finally, TESS observations in sector-09 were added to the TTV diagram by Wong et al. (2020). They refined the ephemeris and derived $\dot{P}$ less than 5.6 miliseconds per year.
After a decade of observations and analyses, the nature of TTVs observed in the WASP-43 b system is still not understood well, and there are contradictory results. Since the data used in the literature has mostly been insufficient both in number and quality to reach firm conclusions, a careful review of previously analyzed light curves, together with new ground-based observations and super-precise new TESS light curves within a homogeneous measurement and analysis method is needed. Such a complete study based on a homogeneous data set will help us better estimate the value of $\dot{P}$ and the reduced tidal quality factor $Q'_*$. This can also help estimate the remaining lifetime of WASP-43 b and understand its orbital evolution more clearly. We also aim at a homogeneous and simultaneous study of the most precise transit light curves, archive radial velocity observations, broadband magnitudes of the system to obtain their global model, and refine system parameters.

This paper is organized as follows. Section 2 provides the details of our own observations and TESS data. Section 3 details the stellar parameters of WASP-43, global modeling, construction of the TTV diagram, and the analysis of the out-of-transit variability in sub-sections. Section 4 discusses the findings, compares them to the previously found values, and finally puts the results in a perspective of an expectancy of orbital decay from the most important candidates, including WASP-43 b, amongst other $\sim 400$ hot-Jupiters.

## 2. OBSERVATIONS AND DATA REDUCTION

### 2.1. T100 Telescope Data

We observed this system on 14 April 2015 using a 1-meter telescope (T100) at the TÜBİTAK National Observatory, with an SI-1100 CCD camera ($4096 \times 4096$ pixel array with a pixel length of $15\mu$) that was kept stable at an average temperature of $-95^\circ C$ CCD with a cryo-cooler. A Bessel-R filter has been employed during the observation with 60 seconds as exposure time. $2 \times 2$-binning was applied to reduce the readout time of the images, and the telescope was slightly defocused to increase the signal-to-noise ratio as described in Baştürk et al. (2015). CCD images were reduced, and aperture photometry concerning an ensemble of carefully selected comparison stars according to their positions, magnitudes, and colors was performed in the standard manner by using the AstroImageJ (AIJ) software package (Collins et al. 2017). All the mid-exposure timings were converted to the Dynamical Barycentric Julian Day ($BJD_{TDB}$). We also detrended
the light curve for the airmass effect and normalized the fluxes to the out-of-transit level within AIJ. The light curve is presented in Figure-2 which is marked as TUG(R).

2.2. TESS Data

Transiting Exoplanet Survey Satellite (TESS) has observed WASP-43 (TIC 36734222, TESS magnitude 11.118) at a 120-sec cadence using a red-optical bandpass centered on the Cousins–$I_c$ band. Observations have been performed in two-time intervals, sector-09 that started on 28 February 2019 and ended on 26 March 2019 (Wong et al. 2020) using camera 1 and CCD 1, and sector-35 using camera 1 and CCD 2 between 9 February 2021 and 7 March 2021.

We downloaded the calibrated TESS data files from Mikulski Space Telescope Archive (MAST). We extracted the TESS light curves detrended by the TESS Science Processing Operations Center (SPOC) pipeline (Jenkins et al. 2016) from the files that provide TESS data validation timeseries (dvt files). We used our python codes based on the functions of the lightkurve package (Lightkurve Collaboration et al. 2018). We removed the obvious outliers due to instrumental artifacts and cut the entire data set into smaller chunks centered on individual transits. We present phase folded transit light curves combined from 24 transits of sector-35 and 26 transits of sector-09 in Figure-2.

3. ANALYSIS

3.1. Stellar Parameters

We fitted the spectral energy distribution (SED) of the star using MESA Isochrones & Stellar Tracks (MIST) bolometric correction grid\(^1\) (Choi et al. 2016) with EOXFAST-v2 (Eastman et al. 2019) based on broadband photometry from ground-based and space-borne observations in different passbands covering the widest wavelength interval possible (listed in Table 2). We also provided parallax measurements from Gaia Data Release-2 (DR2) (Gaia Collaboration et al. 2016, 2018) as a Gaussian prior after the addition of an offset value (0.082") noticed by Stassun & Torres (2018). We preferred Gaia DR2 measurements

\(^1\) http://waps.cfa.harvard.edu/MIST/model_grids.html
over Early Data Release-3 (EDR3) Gaia because the offset value on DR2 parallaxes is better known at the time of this study. We also propagated the offset to the uncertainty in parallax as 0.033\arcsec. We allowed the V-band extinction value ($A_V$) to vary as a free parameter, but limited it to the line of sight value given by Schlegel et al. (1998). We used atmospheric parameters from the most recent work (Sousa et al. 2018), which is dedicated to measuring stellar parameters of exoplanet host stars, as a Gaussian prior to our analysis. However, $T_{\text{eff}}$ value from Sousa et al. (2018) was significantly higher than previous studies and our SED results. This could be caused due to reasons described in Tsantaki et al. (2013). Tsantaki et al. (2013) found that Stars below 5000 K suffer from blends; hence the $T_{\text{eff}}$ determination techniques depending on equivalent widths could lead to inaccurate results. In addition, these stars have very few Fe-II lines to use in an analysis based on ionization balance, so the values derived from this method could also suffer from low number statistics. On the other hand, Tsantaki et al. (2013) proved that the Synthetic spectra fitting technique, especially in the infrared region, provided much more accurate results for cold stars. We noticed that synthetic spectra also agree (in terms of SED fitting) with other wavelength regions (i.e., optic region) if the V-band extinction is small. The point of SED fitting is to get $T_{\text{eff}}$ and radius of the star with less dependence on theoretical models with the help of the super-precise Gaia parallax. We intended to use only radius value as a Gaussian prior in the global modeling, but due to the wide range of value reported for $T_{\text{eff}}$ in previous studies and the perfect agreement of the model in the infrared and other regions in our SED analysis, we also used our $T_{\text{eff}}$ value from the SED fitting for global modeling. Error bars for both $T_{\text{eff}}$ and $R_\star$ values are calculated according to Tayar et al. (2020). Our results for $T_{\text{eff}}$ from the SED analysis are listed in Table-1 in comparison with previous studies.

**Table 1. Effective Temperature Value for WASP-43**

| Method | This work | Sousa et al. (2018) | (Esposito et al. 2017) | Chen et al. (2014) | Gillon et al. (2012) | Hellier et al. (2011) |
|--------|-----------|---------------------|------------------------|--------------------|----------------------|----------------------|
| $T_{\text{eff}}$ | 4195 ± 84 | 4798 ± 216 | 4500 ± 100 | 4536 ± 98 | 4520 ± 120 | 4400 ± 200 |

aParameter taken from Gillon et al. (2012) and used as a prior in stellar evolution code

bParameter taken from Hellier et al. (2011) and used as a prior in stellar evolution code
3.2. Global Modeling

We modelled every light curve, we have selected according to the criteria we detail in Section-3.3 with EXOFAST-V1 (Eastman et al. 2013) to get the mid-transit times, calculate the photon noise rate (PNR, Fulton et al. 2011) and red noise parameter $\beta$ (Winn et al. 2008) as described in Baştürk et al. (2020). Then we selected the ”optimum” light curves in each passband with the lowest PNR value acquired by a single telescope, the $\beta$ and $\chi^2$ values of which we then compared with each other to pick the ”best” light curve among them in each of the passbands. We phase-folded the TESS transit light curves in each sector using the periods provided by the SPOC pipeline in the dvt files, which we then binned so that we have a single short-cadence transit light curve to increase the precision and reduce the integration time in the global modelling. We picked J, H, K, g’, i’, r’, z’ (Chen et al. 2014), I+z (Gillon et al. 2012), V-band (Ricci et al. 2015), Spitzer 4.5 $\mu$m (Stevenson et al. 2017), R-band (T100 observation), and finally the binned-TESS light curves for analysis. Modeling light curves in different passbands increased the range in depth contrasts while the binned-TESS light curve increased the precision. We also made use of every radial velocity data available (Hellier et al. 2011; Gillon et al. 2012; Esposito et al. 2017) in the literature for our global modeling. We employed the Spitzer phase-curve from Stevenson et al. (2017) that includes transit and two occultation-observations to better constrain the eccentricity of the orbit of WASP-43 b. We used $T_{\text{eff}}$ and $R_*$ values from our SED-model, and the metallicity value provided by Sousa et al. (2018) as Gaussian priors during our global modeling.

We simultaneously fitted the radial velocity and selected light curves in line with the stellar evolution tracks of the host star until the parameters are well mixed with the EXOFAST-V2 software (Eastman et al. 2019). Since the mean density of the host star ($\rho_*$) can be better constrained from transits to derive the mass of the star, we did not use log $g$ value which has only a subtle effect on stellar spectra from which they are derived, in the stellar evolution model. We obtained two global models, in one which we enforced a circular orbit assumption while we adjusted the eccentricity in the other. Bayesian Information Criteria (BIC) favored the circular orbit with $\Delta\text{BIC} = 2.13$. However, the small $\Delta\text{BIC}$ value shows that the success of both models to represent the data is similar. WASP-43 b’s orbit could have a very small eccentricity, but more precise RV and photometric-occultation data are required to measure it. Therefore, we selected to
adopt the simplistic (circular) model as a solution over the eccentric model, for which we do not have clear
evidence, despite many RV data points and Spitzer-occultation observations.

Radial velocity and light curves used in the global modelling are provided together with their models in
Figures-1 & 2, respectively. Our results from the global modelling are presented in Table-3. Limb darkening
parameters are provided within Table-A1 in the Appendix section.

![Figure 1](image_url)

**Figure 1.** Radial velocity observations from CORALIE (black dots) and HARPS-N (green squares) with their error
bars with respect to the orbital phase. Red continuous curve is the best-fitting Keplerian model. Residuals are given
on the bottom panel.

### 3.3. Homogenization of the TTV data

We collected a complete set of light curves acquired from the ground and space for this system from the
literature, open databases providing observations of amateur & professional astronomers, such as Exoplanet
Transit Database (ETD)\(^2\) and the MAST portal. We have searched for appropriate observations in the
ExoClock\(^3\) database as well but were not able to find a quality light curve assuming our selection criteria
among those not listed in the ETD. We discarded incomplete or low-quality cases to improve transit timing
precision. In addition, we detrended the data for all linear effects and converted the timings to \(BJD_{TDB}\).

---

\(^2\) http://var2.astro.cz

\(^3\) https://www.exoclock.space/database/planets/
Table 2. Passband Brightnesses of WASP-43.

| Passband       | λ_{eff} (Å) | Magnitude     |
|----------------|-------------|---------------|
| APASS-DR9      |             |               |
| Johnson B      | 4360.0      | 13.796 ± 0.022|
| Johnson V      | 5445.8      | 12.464 ± 0.028|
| SDSS g'        | 4640.4      | 13.182 ± 0.061|
| SDSS r'        | 6122.3      | 11.898 ± 0.043|
| SDSS i'        | 7439.5      | 11.408 ± 0.035|
| GALEX          |             |               |
| galNUV         | 2274.4      | 21.3355 ± 0.2166|
| 2MASS          |             |               |
| J_{2MASS}      | 12350.0     | 9.995 ± 0.024  |
| H_{2MASS}      | 16620.0     | 9.397 ± 0.025  |
| K_{2MASS}      | 21590.0     | 9.267 ± 0.026  |
| All WISE       |             |               |
| WISE1          | 33526.0     | 9.152 ± 0.023  |
| WISE2          | 46028.0     | 9.225 ± 0.020  |
| WISE3          | 115608.0    | 9.134 ± 0.032  |
| Pan-STARRS1    |             |               |
| gPS            | 4775.6      | 12.883 ± 0.061 |
| rPS            | 6129.5      | 11.968 ± 0.061 |
| iPS            | 7484.6      | 11.543 ± 0.061 |
| zPS            | 8657.8      | 11.279 ± 0.061 |
| yPS            | 9603.1      | 11.142 ± 0.061 |
Table 3. Median values and 1-standard deviations for the parameters of the star WASP-43 system.

| Symbol | Parameter (Unit) | Value |
|--------|-----------------|-------|
|        | Stellar Parameters: |       |
| $M_*$  | Mass ($M_\odot$) | $0.646^{+0.026}_{-0.025}$ |
| $R_*$  | Radius ($R_\odot$) | $0.6537^{+0.0089}_{-0.0089}$ |
| $L_*$  | Luminosity ($L_\odot$) | $0.1096^{+0.0079}_{-0.0073}$ |
| $\rho_*$ | Density (cgs) | $3.26^{+0.052}_{-0.05}$ |
| $\log g$ | Surface gravity (cgs) | $4.6174^{+0.0077}_{-0.0075}$ |
| $T_{\text{eff}}$ | Effective Temperature (K) | $4108_{-64}^{+165}$ |
| $[\text{Fe}/\text{H}]$ | Metallicity (dex) | $-0.111^{+0.071}_{-0.073}$ |
| $[\text{Fe}/\text{H}]_0$ | Initial Metallicity | $-0.086^{+0.074}_{-0.078}$ |
| $\text{Age}_{\text{iso}}$ | Isochrone Age (Gyr) | $8.8^{+3.5}_{-4.8}$ |
| $\text{Age}_{\text{gyro}}$ | Gyrochronology Age (Gyr) | $0.216 \pm 0.004$ |
| $E_{\text{EP}}$ | Equal Evolutionary Point | $330.5^{+8.6}_{-21}$ |
| $A_V$ | V-band extinction (mag) | $0.082^{+0.037}_{-0.050}$ |
| $\varpi$ | Parallax (mas) | $11.580^{+0.075}_{-0.079}$ |
| $d$ | Distance (pc) | $86.36^{+0.59}_{-0.55}$ |
|        | Planetary Parameters: |       |
| $P$ | Period (days) | $0.813474075 \pm 0.000000012$ |
| $R_p$ | Radius ($R_J$) | $1.005 \pm 0.014$ |
| $M_p$ | Mass ($M_J$) | $1.907 \pm 0.052$ |
| $a$ | Semi-major axis (au) | $0.01476^{+0.00019}_{-0.00019}$ |
| $i$ | Inclination (Degrees) | $82.18^{+0.11}_{-0.11}$ |
| $T_{\text{eq}}$ | Equilibrium temperature (K) | $1318 \pm 20$ |
| $K$ | RV semi-amplitude (m/s) | $549.5 \pm 3.8$ |
| $\rho_p$ | Density (cgs) | $2.327^{+0.058}_{-0.056}$ |
| $\log g_p$ | Surface gravity | $3.6699^{+0.0067}_{-0.0066}$ |
| $\Theta$ | Safronov Number | $0.0866^{+0.0014}_{-0.0014}$ |
| $\langle F \rangle$ | Incident Flux ($10^9$ erg s$^{-1}$ cm$^{-2}$) | $0.686^{+0.042}_{-0.040}$ |
|        | Transit Parameters: |       |
| $b$ | Transit impact parameter | $0.6604^{+0.0057}_{-0.0059}$ |
| $R_p/R_*$ | Radius of planet in stellar radii | $0.15805^{+0.00034}_{-0.00035}$ |
| $a/R_*$ | Semi-major axis in stellar radii | $4.85^{+0.26}_{-0.23}$ |
| $\tau$ | Ingress/egress transit duration (days) | $0.01169 \pm 0.00017$ |
| $T_{14}$ | Total transit duration (days) | $0.05157 \pm 0.00013$ |
|        | Occultation Parameters: |       |
| $A_T$ | Thermal emission from the planet (ppm) | $2020 \pm 110$ |
| $A_R$ | Reflection from the planet (ppm) | $1554^{+42}_{-43}$ |
| $\delta_S$ | Measured eclipse depth (ppm) | $3580 \pm 120$ |
Figure 2. Transit light curves of WASP-43 b used in the global modelling. Observational data are provided on the left panel with the black error bars, red continuous curves are their individual EXOFAST-V2 models. Residual from them are provided on the right panel. The TESS light curves are phase-folded.

We have developed a Python code based on the ASTROPY python package (Astropy Collaboration et al. 2018) for this purpose.
EXOFAST-V1 was used to model all the light curves and derive the mid-transit times homogeneously. The passband of each observation was provided for the priors of quadratic limb darkening coefficients together with the normalized light curve of the system to out-of-transit flux in the close vicinity of the ingress and egress. Priors for the stellar parameters and some of the critical transit parameters (orbital period, inclination, and eccentricity) were taken from Gillon et al. (2012); Hellier et al. (2011) for the system through their web interface hosting EXOFAST-V1. The modeling software then followed a least-squares approach to provide the model parameters.

We carefully examined all output parameters, the depth, and the duration of the transit in particular for the sanity of the model. The presence of red and white noise leads to inaccurate estimations of the transit length and depth and inaccuracies, in the calculations of the mid-transit times. We compared the derived depth and duration of transits derived from our models to their predicted values reported in (Hellier et al. 2011) in the range of $3\sigma$. In cases where this discrepancy was due to significant noise in the data, the light curve was discarded. The Hubble and Spitzer mid-transit times were taken directly from the literature (Stevenson et al. 2014, 2017). Derived mid-transit times and their uncertainties were used to form the TTV diagram by computing the differences between them and their expected values with reference to a selected mid-transit time (Weaver et al. 2020; Wong et al. 2020). Then we supplemented our data with mid-eclipse times derived from high-quality occultation observations, including 5 Hubble and 8 Spitzer observations which are presented with red triangles on the TTV diagram (section-3.4). We obtained these mid-occultation timings directly from the literature (Stevenson et al. 2014, 2017). The details of described TTV diagram, including mid-transit and mid-occultation times, TTV values, and some transit parameters derived from EXOFAST-V1 are presented in Table-A2 in the Appendix section. Three mid-occultation times were not included in the analysis of the TTV diagram, because they were outliers, and we could not find the reason for this discrepancy. They are marked with an asterisk symbol (*) in the electronic table. Two of them are indicated in gray as ignored occultations on the TTV diagram (Figure-3), while the third is not depicted at all since it is too far away from the others.

3.4. Analysis of the TTV Diagram
We provided the resultant TTV diagram in Figure-3 using the selected data set according to the reference elements including mid-transit (JD) = 2457090.73888(8) stated in Weaver et al. (2020) and $P = 0.813474061(46)$ days (Wong et al. 2020). This is the most complete and homogenous TTV diagram to date, based on the most precise observations. We obtained the root means square (RMS) of the linear fit residuals as $\sim 38 \text{ s}$, which is greater than the average standard errors of the observations (18.3 s).

![TTV Diagram](image)

**Figure 3.** The TTV diagram of WASP-43 b with linear (gray line) and quadratic (orange curve) models superimposed on the data. The red triangle marker shows occultations, the rest of the points were derived from transits. TESS data and our observation were marked according to the legend. Shaded areas represent the intervals between 16th and 84th percentile values for model parameters whereas the curves are for their median values. The magenta error bar on top left is to show the scale of the error bar assumed for all data points during both the linear and quadratic models.

To interpret the cause of these variations on the TTV diagram, we fitted the linear and quadratic models (Figure-3). Both the linear model and the linear term of the quadratic model originate from the accumulation of measurement errors in reference values for the mid-transit time and the orbital period with the number of transit epochs that have passed since reference ephemeris. On the other hand, the quadratic term can be caused by a potential secular variation in the orbital period if it is found to be statistically significant.
We observed a scatter larger than the error bars for the entirety of the TTV diagram, including the occultations. However, the scatter is especially large compared to the observational uncertainties for the epochs $< -1752$ on the TTV diagram. This corresponds to the light curves published by Gillon et al. (2012). We tried to figure out what was causing the problem. According to Gillon et al. (2012), deduced parameters from their light curves reveal some extra scatter, which they attribute to the correlated noise of their data and, possibly, to the spot-crossing events during some transits. Activity-induced spots cause asymmetries in the light curves that lead to the incorrect description of the mid-transit times. The hypothesis becomes more substantial by the out-of-transit flux variability that we observed in TESS data (section-3.7), which can be related to the host star rotation. However, if it was the only cause, then the scatter in the occultations larger than their error bars would not be observed, necessitating a careful look and explanation.

We conducted experiments to find out how timing errors affect the model parameter values and compared the findings in Table-4. These fits were done based on non-linear least-squares fitting using the SciPy package (Virtanen et al. 2020). First, we collected the data into three groups, the first group with error bars smaller than or equal to the average of error bars of the TESS data points (19.87 s) as test-1. The second group with error bars less than (43.2 s) (test-2), and the third group included all data points with error bars derived from their models (test-3). Test-4 is for all data points, while we scaled the error bars to 99.5% confidence levels (3σ) for mid-transit times with the epochs $< -1752$, which exaggerates their influence on the models. The fifth test is for all data points, but this time, we scaled the error bars of the epochs $< -1752$ and the error bars of data points from light curves derived from transmission spectroscopy to 99.5% confidence levels (3σ). Moreover, the sixth test is when we used 3σ for all points with small error bars ($< 15.55$ s), to create a consistent data set. As the seventh test, we removed the data points with epochs $< -1752$ and scaled the error bars of the rest according to the variance around the linear model. Then we scaled all data point’s error bars according to the variance around the linear model as the final test.

We made use of the Akaike Information Criterion (AIC) and the Bayesian Information Criterion (BIC) as well as examining the $\chi^2_\nu$ statistics for the model selection. The positive $\Delta BIC$ values are against the quadratic model, while $\Delta AIC$ values indicate that the quadratic model is almost as good as the linear model. In all cases, the $\chi^2_{\nu,\text{quad}}$ of the quadratic fit is found close to the $\chi^2_{\nu,\text{lin}}$ of the linear fit. As we scaled
Table 4. The experiments on error-bars in TTV diagram

| Experiments | $\chi^2_{\nu,\text{lin}}$ | $\chi^2_{\nu,\text{quad}}$ | $\text{BIC}_{\nu,\text{lin}}$ | $\text{AIC}_{\nu,\text{lin}}$ | $\text{BIC}_{\nu,\text{quad}}$ | $\text{AIC}_{\nu,\text{quad}}$ | Quadratic coefficient |
|-------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| test 1      | 13.69           | 13.82           | 23.08           | 17.70           | 27.90           | 19.82           | $(0.44 \pm 1.88) \times 10^{-11}$ |
| test 2      | 10.83           | 10.89           | 20.79           | 14.84           | 25.82           | 16.89           | $(0.86 \pm 1.64) \times 10^{-11}$ |
| test 3      | 10.52           | 10.57           | 20.54           | 14.52           | 25.60           | 16.57           | $(0.85 \pm 1.61) \times 10^{-11}$ |
| test 4      | 8.11            | 7.43            | 18.13           | 12.11           | 22.46           | 13.42           | $(5.87 \pm 1.53) \times 10^{-11}$ |
| test 5      | 7.56            | 6.46            | 17.58           | 11.56           | 21.49           | 12.46           | $(8.75 \pm 1.70) \times 10^{-11}$ |
| test 6      | 2.40            | 2.41            | 12.42           | 6.40            | 17.45           | 8.42            | $(-0.10 \pm 1.53) \times 10^{-11}$ |
| test 7      | 0.99            | 0.99            | 10.83           | 4.99            | 15.75           | 6.99            | $(2.29 \pm 2.41) \times 10^{-11}$ |
| test 8      | 0.99            | 0.94            | 11.01           | 4.99            | 15.98           | 6.94            | $(-5.09 \pm 1.79) \times 10^{-11}$ |

The error bars within different groups $\chi^2_{\nu}$ is approached to 1.0, and when we assigned a single error bar to all data points equal to a 1-standard deviation of the scatter about the linear model, we get about 1.0 for the $\chi^2_{\nu}$. This convergence to 1 as we scaled the error bars of more and more data points hinting that the error bars are underestimated for some of the data points, or there is a real, short-term variability with a larger amplitude implied by the error bars. Hence, we searched for periodicity within a Lomb-Scargle periodogram (Lomb 1976; Scargle 1982) in the TTV too. There are two peaks corresponding to $\sim 12.3$ and $\sim 50$ day-periodicities with FAP values larger than 30%. We phased the TTV diagram accordingly and observed that the TTV data set does not agree with the sinusoidal-models based on them. This lack of statistically significant peaks at high-frequencies showed no evidence for a short-period variation in the TTV of the system given our data set. We used the Lomb-Scargle function in the timeseries module of the ASTROPY package (VanderPlas & Ivezić 2015) for the purpose. We also found a peak at a lower frequency, corresponding to $\sim 662$ days, with a lower FAP value (15.6%). However, the considerable FAP value prevents a firm conclusion about its existence in the data for the moment.

Consequently, we decided to continue with the test-8 approach and assign the same error bar, which is equal to the 1-standard deviation about a linear model, and weighted all data points equally for the rest of our analysis and fitted the sample with linear and quadratic models again within a probabilistic fitting scheme.
We did not use the results of test-8, instead we sampled from the posterior probability distributions of the coefficients of both models (linear and quadratic) within 64 Markov Chain Monte Carlo (MCMC) walkers, each of which was run for 50000 iterations with the Pymc3 package in Python (Salvatier et al. 2016) after discarding the first 1000 steps in each walker as the burn-in period of the MCMC. The BIC and AIC values favor the linear model $\chi^2_\nu = 0.99$, $BIC = 11.01$ and $AIC = 4.99$ over the quadratic model $\chi^2_\nu = 0.94$, $BIC = 15.98$ and $AIC = 6.94$. While the positive $\Delta BIC$ value (4.97) is against the quadratic model, $\Delta AIC = 1.95$ indicates that the quadratic model is almost as good as the linear model. Based on the linear fit parameters, we update the reference linear ephemeris as follows:

$$T_{c,(BJDTDB)} = (2457090.738886(34)) + (0.813474147(21)) \times E(\text{days})$$  \hspace{1cm} (1)

Although the linear model is statistically better, the quadratic model cannot be ignored. For this reason, we are going to discuss the results of the quadratic model in section-3.5.

3.5. Potential Orbital Decay in WASP-43 b

WASP-43 b is one of the best candidates for decay in its orbit to be observed due to its ultra-short orbital period, which is less than a day, and its high mass only very slightly less than $2.0 \text{ M}_{\text{jup}}$. The following equation can be used to derive the orbital period derivative ($\frac{dP}{dt}$) assuming circular orbit (Patra et al. 2017)

$$T_{mid}(E) = T_0 + PE + \frac{1}{2} \frac{dP}{dt}E^2.$$  \hspace{1cm} (2)

The change in the orbital period derivative was found as $\frac{dP}{dt} = (-1.11 \pm 0.21) \times 10^{-10}$ from the quadratic coefficient of the best fitting parabola indicating a decrease in the orbital period with a rate of $-0.0035 \pm 0.0007$ seconds per year.

Assuming that the planet’s mass stays constant Goldreich & Soter (1966) stated that the decay rate is

$$\frac{dP}{dt} \approx -\frac{27\pi}{2Q_\star^2}\left(\frac{R_\star}{a}\right)^5\frac{M_P}{M_\star},$$  \hspace{1cm} (3)
Using parameters derived from our global model $M_P(M_J) = 1.909 \pm 0.052$, $M_*(M_\odot) = 0.645^{+0.026}_{-0.025}$, $R_*(R_\odot) = 0.6489^{+0.0098}_{-0.0097}$ and $a(au) = 0.01475^{+0.0019}_{-0.0020}$ from Equation-3, we calculated $Q'_* = (4.01 \pm 1.15) \times 10^5$ for the lower limit of the host star’s tidal quality parameter.

3.6. A hint of a downward trend in the orbital period after two years of TESS observations

Having not found strong evidence for orbital decay in our analysis of the TTV diagram, we attempted a comparison of orbital periods derived from from different ways. Including 1) Periodograms (Lomb-Scargle (Scargle 1982; Lomb 1976), Plavchan (Plavchan et al. 2008), the Fourier analysis with Period04 (Lenz & Breger 2005), and BLS (Kovács et al. 2002)) of each sector of observations with TESS, 2) best-fitting combined transit models in each of these sectors extracted using the TESS pipeline and EXOFAST-V2, which provide orbital periods determined from combined transit models within the least-squares minimization approach. Both attempts turned out to be inconclusive since the derived orbital periods were not precise enough for such a comparison in each case.

Using the corrected linear ephemeris (Equation-1) we plotted the residuals of TTV for only the TESS observations versus the epoch of observation in Figure-4. The corrected TTV for all mid-transit times of each sector was displayed with best-fitting lines to visualize a potential trend. The TESS transits in sector-35 have been observed earlier than in sector-09, best predicted by the new precise linear ephemeris. The slope of the line in Figure-4 ($(-1.15 \pm 0.76) \times 10^{-7}$ day) indicates a decrease of the orbital period between sectors-09 & 35 after a two-year interval and the timing difference between the averages of TESS clumps after ephemeris correction is $-0.15$ minute with the standard deviation of the averages as 0.3 minute. Although the uncertainties of the results preclude a firm conclusion, the downward trend between two TESS clumps makes the target even more interesting for follow-up.

3.7. Spot induced modulations in the out-of-transit flux and rotation period of the host star

WASP-43 displays strong sinusoidal variations in its out-of-transit fluxes in the light curves derived from observations in both TESS sectors-09 & 35. Since the fluxes derived by the Simple Aperture Photometry of the SPOC pipeline (SAP fluxes) are subject to instrumental effects, we preferred to study the Pre-search Data Conditioning SAP fluxes (PDCSAP) (Martins et al. 2020). Out-of-transit variability is self-evident
on the light curves from both sectors, which can be attributed to activity-induced surface inhomogeneities modulating the flux with the stellar rotation. Because the systematic effects should have already been removed from the SAP fluxes, reflection effect should be modulated with the orbital period, ellipsoidal and Doppler-boosting effects should have much lower amplitudes. We studied the dominant frequencies in these variations from both sectors based on the Lomb-Scargle periodograms, we calculated with the LombScargle function (VanderPlas & Ivezić 2015) of the timeseries module in the Astropy package (Astropy Collaboration et al. 2018). We determined the frequencies of the maximum power in the Lomb-Scargle periodograms of this variation as 0.1312 day$^{-1}$ in sector-09 and 0.1348 day$^{-1}$ in sector-35, which correspond to periodicities of 7.62 and 7.42 days, respectively. We removed the data points at the beginning and the end of all gaps before a frequency analysis, since the CCD response changes dramatically at the time of data transmissions. When we combined the light curves from the two sectors and performed a frequency analysis on the combined light curve, we obtained the frequency at the maximum power as 0.1348 day$^{-1}$, which corresponds to a periodicity of 7.29 days. We then computed posterior probabilities of the parameters of a perfect sinusoidal, the prior values of which are set to the values from its Lomb-Scargle model, by sampling with a No-U-Turn Sampler (NUTS) run in 16 walkers of 5000 iterations each with the help of pymc3 code (Salvatier et al. 2016). The period derived from the out-of-transit variability is 7.5243 ± 0.0004 days, the value and the uncertainty of which depicts the median and 1σ of the sample from the posterior probability distribution, respectively. We provide the periodogram of the combined light curve and its best-fitting sine function superimposed on the light curve in Figure-5.
Figure 5. ((Left panel) The periodogram of the combined light curve of the TESS sectors-09 & 35. Red, dashed vertical line shows the position of the fundamental frequency \((f_{\text{max}})\), green, dashed vertical lines on each side of it are for \(f_{\text{max}}/2\) and \(2f_{\text{max}}\). (Right panel) The combined light curve (blue data points) and the sinusoidal model are based on the median values of the posterior distributions of related parameters phased with the derived rotation period of 7.52 days. The thickness of the curve is scaled to 1σ-deviation.

All the derived periodicities are very close to half of the value found as the stellar rotation period of WASP-43 by Hellier et al. (2011) as 15.6 ± 0.4 days using a sine-wave fitting on the 2009 WASP-South data. However, TESS photometry is more precise compared to WASP photometry. Its sampling rate in the 2-minute cadence mode is also superior. In addition, TESS observed the target in two sectors continuously for more than 50 days. These, in turn, could have suppressed the fundamental frequency found by Hellier et al. (2011), while strengthening the peak at \(\sim 7.3\) days, which they also found in their periodogram but discarded due to its lower amplitude. Martins et al. (2020) found a periodicity of 7.41 days for the star from the peak of the wavelet spectrum of the PDCSAP light curve derived from the sector-09 data. However, they listed it amongst other 32 stars with “dubious” rotation periods in their Table-2, but did not provide an uncertainty value. Assuming this variation is due to the spot-induced surface inhomogeneities modulated by the stellar rotation, we found the stellar rotation rate as \(P_{\text{rot}} = 7.5243 \pm 0.0004\) days from the combined PCDSAP light curves recorded in the sectors-09 & 35. The uncertainty of the value only shows the success of the sinusoidal fit; hence it should be interpreted as the goodness of fit rather than the uncertainty of the suggested stellar rotation rate. As a result, we confirm the faster rotation rate of the host-star found by
Martins et al. (2020) from sector-09 data and improve it with a more precise value thanks to the addition of the sector-35 data as 7.52 days, with respect to which the entire out-of-transit light curve from sectors-09 & 35 is phased in Figure-5.

4. DISCUSSION

We presented a global model of the transit light curves selected according to their quality and wavelength of acquisition, and precise RV data for WASP-43 system from which we derived the absolute parameters of the host star and the planet. Our fundamental RV and transit parameters are in agreement with previous studies except for the transit depth from Ricci et al. (2015). Some of their observations seem to be influenced by weather conditions, affecting the transit depth in turn. We also found the host star WASP-43 to be significantly colder than the previous studies. Therefore we found smaller values for the stellar mass and the radius than suggested in most of the previous works on the system. Although our $T_{\text{eff}}$ value is 300 K colder than found by Hellier et al. (2011), our stellar mass and radius values are larger compared to theirs. Hellier et al. (2011) pointed out that the method they employed does not constrain the stellar mass and radius in this mass regime satisfactorily. Therefore they derived alternative parameters with the infrared flux method, which agrees better with our results. Hellier et al. (2011) also emphasized the need for an update on the spectral analysis with better data. Esposito et al. (2017) analyzed the weighted mean of high-quality HARPS-N spectra with the equivalent width (EW) method. However, the EW method is known to suffer from heavy line blending and low number statistics due to the lack of the sufficient number of doubly-ionized iron lines (FeII) in cold stars’ spectra.

We performed a homogeneous analysis of the light curves of the WASP-43 system acquired by a decade of ground and space observations to create its TTV diagram. Mid-transit times across the two sectors (09 & 35) of TESS observations, and a precise mid-transit time from our observation (with a meter-class telescope T100), are included in the TTV diagram too, spanning the largest time interval studied so far in the literature. We used the same analysis method to measure the mid-transit times from high-quality published and ETD light curves, as a result of which we homogenized the data set for a thorough TTV analysis. We selected the best light curves for this study and produced the most complete and precise TTV diagram.
We refined the reference linear ephemeris based on a linear fit to the data set. We used linear and quadratic models to interpret the cause of variations of the TTV diagram over ten years. According to the statistical results, the linear model turned out to be a better fit than the parabolic model, but the parabolic model cannot be overlooked. The TTV diagram reveals a tentative downward trend in the period between two sectors of TESS observations after the ephemeris correction. The negative quadratic coefficient of the best fitting parabola points to a decrease in the orbital period with the rate \( \frac{dP}{dt} = -0.0035 \pm 0.0007 \ s \ yr^{-1} \). Therefore, a potential decay rate has to be smaller than \( \dot{P} \) given our data, which implies that the star dissipates at least that amount of energy. Hence we found a lower limit for the tidal quality parameter as \( Q'_* > (4.01 \pm 1.15) \times 10^5 \). This finding is in agreement with Hoyer et al. (2016), because they claimed, after about five years, it would be possible to probe the \( Q'_* < 10^6 \) regime. Moreover, Penev et al. (2018) suggested \( Q'_* \) for the stars hosting gas giant planets with the orbital periods between 0.5–2 days to take values in the \( 10^5 \) to \( 10^7 \) range.

The planet’s remaining lifetime (\( \tau_a \)) then can be calculated from the Equation-4 (Levrard et al. 2009).

\[
\tau_a = \frac{P Q'_* M_* (\frac{a}{R_*})^5}{48 \pi M_P}.
\]

We computed \( \tau_a = 2.83 \pm 1.13 \) Myr for WASP-43 b assuming derived \( Q'_* \) and the parameter values from our global model.

Since the mid-occultation times in the TTV diagram follow the same pattern as the mid-transit times, apsidal motion is ruled out. For an orbit to be nearly circular (\( e = 0.0035^{\pm0.0060}_{-0.0025} \) Gillon et al. (2012)), this is exactly what we would expect. The short baseline of observations still does not allow us to reach firm conclusions whether the orbit of this ultra-short period planet is decaying or not.

We presented a model-independent rotational period for the host-star as 7.52 days assuming the observed variability in the out-of-transit fluxes in the TESS data is due to spot-induced light curve modulations with the stellar rotation. Hellier et al. (2011) measured the projected rotation rate \( v \sin i = 4.0 \pm 0.4 \) km/s from high-resolution spectroscopy, which was not in agreement with the rotation period they derived from out-of-transit variability in WASP light curve as 15.6 days. Assuming the rotation rate they found is correct, the projected rotational velocity should have been half of the value they derived from spectroscopy. Our result from the superior TESS photometry for the rotation rate as 7.52 days is in perfect agreement with
WASP-43 b is an active star with log(R'_{HK}) = -4.35 (Esposito et al. 2017). Therefore one expects the star to be young. The age we found for the star from stellar isochrones is 8.5 Gyrs, but this technique is known not to work well for low mass stars because the fundamental parameters of these stars change very slowly in a very narrow range during their main-sequence evolution than the models can predict. We attempted to measure the star’s age with the gyrochronology method by employing the TATOO code (Gallet 2020) based on the formulation given by Angus et al. (2015). We found the star to be very young (~200 Myr) based on the stellar rotation (P_{rot}) value from our work. Note that Hellier et al. (2011) calculated the star’s age as 400 Myr with the same method based on their value of P_{rot}, which is twice the value we found from the out-of-transit variability in TESS photometry. Massive planets within the close vicinity of their stars such as WASP-43 b can spin up their stars by transferring angular momentum through tidal interactions, causing an underestimation of the age through gyrochronology. This delay in the rotational evolution can be accounted for, interpolated based on the system parameters, and corrected with the TATOO code to measure a “tidal-chronology age” of the star. However, unfortunately, we could not estimate it because WASP-43 is out of the range in which the model provides reliable results. As a result, it can be argued that the star is too young, potentially with 200 Myrs as a lower limit on its age. From the empirical log(R'_{HK}) - P_{rot} correlation given by Suárez Mascareño et al. (2015) (Equation-9) log(R'_{HK}) value for WASP-43 can be computed as -4.35 ±0.15 based on the P_{rot} value from our study which is in 1-σ agreement with the measured log(R'_{HK}) = -4.25 ±0.10 (Esposito et al. 2017). With the rotation period from Hellier et al. (2011) as 15.6 days, the derived log(R'_{HK}) value as -4.62 also implies a less active star than the spectroscopic evidence suggests (Esposito et al. 2017). This disagreement is explained by the authors as the result of a probable magnetic interaction between the planet and the host star. The rotation rate we derived from TESS photometry does
The Transmission Spectroscopy Metric (TSM) for a planet was presented at Kempton et al. (2018) as

\[ TSM = (sf) \times \frac{R_p^3 T_{eq}}{M_p R_*^2} \times 10^{-m_J}, \]  

(5)

where \( sf \) is a scale factor, \( T_{eq} \) and \( m_J \) are the planet’s equilibrium temperature and the apparent magnitude of the host star in the J-band, respectively. We computed the \( TSM = 83 \pm 12 \) for WASP-43b assuming its radius is near the upper limit for sub-Jovians \((10.424^{+0.785}_{-1.009} \, M_\oplus, \, \text{Hellier et al. (2011)})\); considering 1.15 as the scale factor (as given in Table-1 of Kempton et al. (2018) to normalization) and 9.995 as its \( m_J \) (Cutri et al. 2003). This makes the target even more interesting in terms of studying its atmosphere through transmission spectroscopy because the derived TSM value (83 \pm 12, this study) is in agreement with the lower limit for the TSM value (90) required for JWST observations for sub-Jovians (Kempton et al. 2018), for which it is already in the prime list of targets (Mollière et al. 2017).

The mass-loss rate resulting from the total X-ray and Extreme Ultra-violet (EUV) radiative flux \((F_{XUV} = F_X + F_{EUV})\) at the planet orbit impinging on the atmosphere of the planet WASP-43 b can be calculated using the equation-6 (Salz et al. 2015; Sanz-Forcada et al. 2011)

\[ \dot{M} = \frac{3\eta F_{XUV}}{4KG\rho_p}. \]  

(6)

Where \( G \) is the gravitational constant, \( \rho_p \) is the density of the planet, \( \eta \) is the heating efficiency, and \( K \) is the potential energy reduction factor due to the stellar tidal forces that \( K \leq 1 \) (Erkaev et al. 2007). Assuming \( K = 1, \eta = 0.15 \) and \( F_{XUV} = 6.6 \times 10^4 \, \text{erg cm}^{-2} \, \text{s}^{-1} \) as given in Salz et al. (2015) and using the parameter values derived from our global model, we measured \( \log \dot{M} = 11.26 \pm 9.81 \, \text{g/s} \) as a lower limit to the mass loss of the atmosphere of WASP-43 b. This is in agreement with \( \log \dot{M} = 10.48 \, \text{g/s} \) presented in Salz et al. (2015).

This estimated mass loss due to a hydrodynamic planetary wind (Salz et al. 2015) will need to be confirmed by observable evidence by examining its atmosphere for evidence such as absorption features in the metastable Helium (He*) lines which were found for WASP-69 b (Wang & Dai 2020). Since TSM \((83 \pm 12)\) is proportional to the Signal-to-Noise Ratio (SNR) of the predicted transmission spectrum (Kempton et al. 2018).
the planet can be an excellent candidate for atmospheric observations with The James Webb Space Telescope (JWST) (Kempton et al. 2018) to investigate a potential mass loss from its atmosphere.

There is a decrease in the number of short-period hot-Jupiters around 2 Roche-radii ($a/a_R = 2$), the radius at which planet’s eccentric orbit tends to circularize (Ford & Rasio 2006), when ~ 400 hot-Jupiters listed in the NASA Exoplanet Archive with precise mass and radii are considered. Only 4% of the 231 transiting giant planets studied by Bonomo et al. (2017) were found to be in $a/a_R < 2$. Such hot-Jupiters are even more rarely found around low-mass stars. Because of their small orbital separations, their lifetimes are shortened due to tidal decay (Hellier et al. 2011). Figure-6 depicts a plot of hot-Jupiter mass versus the semi-major axis to Roche radii ratio $a/a_R$, with the radii and color-scale that reflects the temperature of their host stars.

In order to construct this plot we used the NASA Exoplanet Archive on March 1, 2021, with the following criteria: $0 < a < 0.06$ au, $0.01 < M_P < 12$ $M_{jup}$, $0 < R_P < 2$ $R_{jup}$, and $0 < M_* < 2$ $M_\odot$. The Roche radii were then calculated using the Equation-7 (Ford & Rasio 2006).

$$a_R = \frac{R_P}{0.462 \left(\frac{M_P}{M_*}\right)^{1/3}} \quad (7)$$

Figure-6 has more short-period hot-Jupiters in $a/a_R < 2$ than the study by Bonomo et al. (2017) since more planets should have been discovered and the orbital parameters of the already-known planets might have been refined in the meantime. We measured the correlation coefficients between the plot’s parameters. There is a moderate correlation ($r = 0.64$) between $T_{\text{eff}}$ and $R_P$. According to this correlation, higher-mass hot-Jupiters orbit hotter stars, while lower mass hot-Jupiters tend to orbit cooler stars. WASP-43 b is one of the most massive planets amongst others orbiting a cold star, and it is located at the boundary of $a/a_R = 2$, which we depicted with a dashed vertical line on the plot.
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Figure 6. Mass versus $a_{\text{J}}$ for over 400 hot-Jupiters. The size of the markers for each planet is scaled to its radius. The color scale displays the temperature of their host stars. Some ultra-short period hot-Jupiters such as WASP-43 b, WASP-12 b, WASP-18 b, WASP-19 b, WASP-4 b, and WTS-2 b are labeled with the numbers of 1, 2, 3, 4, 5, and 6 respectively.
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Appendix: Limb darkening parameters of global modeling (Table-A1) and the details of TTV analysis (Table-A2).

**Table A1.** Limb darkening parameters from the global modelling.

| Parameter | Units | Values |
|-----------|-------|--------|
| Wavelength Parameters: |       |        |
| $u_1$ ...... linear limb-darkening coeff | 0.152 ± 0.045 | 0.091$^{+0.040}_{-0.039}$ | 0.088$^{+0.040}_{-0.039}$ | 0.055$^{+0.037}_{-0.032}$ |
| $u_2$ ...... quadratic limb-darkening coeff | 0.231 ± 0.045 | 0.318 ± 0.044 | 0.284$^{+0.043}_{-0.044}$ | 0.183$^{+0.041}_{-0.042}$ |
| $g'$ ...... linear limb-darkening coeff | 0.744 ± 0.059 | 0.519$^{+0.048}_{-0.049}$ | 0.367$^{+0.045}_{-0.046}$ | 0.279 ± 0.047 |
| $u_2$ ...... quadratic limb-darkening coeff | 0.101$^{+0.068}_{-0.069}$ | 0.244$^{+0.055}_{-0.054}$ | 0.287 ± 0.049 | 0.276$^{+0.048}_{-0.049}$ |
| V ...... linear limb-darkening coeff | 0.601$^{+0.063}_{-0.064}$ | 0.540$^{+0.052}_{-0.053}$ | 0.354 ± 0.048 | 0.426 ± 0.037 |
| $u_2$ ...... quadratic limb-darkening coeff | 0.162 ± 0.064 | 0.266 ± 0.056 | 0.284 ± 0.050 | 0.275 ± 0.040 |
**Table A2.** Details of the TTV diagram and some transit parameters derived from EXOFAST-V1.

| Label                  | Unit | Description                                      |
|------------------------|------|--------------------------------------------------|
| MidTrTime              | d    | Measured Mid-Transit Time                       |
| MidTrTimeErr           | d    | Error of the Measured Mid-Transit Time          |
| MidTrTimeOrig          | d    | Observer-Provided Mid-Transit Time               |
| MidTrTimeOrigErr       | d    | Error of the Observer-Provided Mid-Transit Time |
| Epoch                  |      | Epoch of Observation                            |
| O-C                    | d    | O-C                                             |
| LineResiduals          | d    | Residuals From The Linear Fit                   |
| Passband               |      | Passband                                        |
| LCTYPE                 |      | Light Curve Type                                |
| Delta                  |      | Transit Depth                                   |
| e_Delta                |      | Error of the Transit Depth                      |
| T14                    | d    | Transit Duration                                |
| FWHM                   | d    | FWHM Duration                                   |
| e_FWHM                 | d    | Error of the FWHM Duration                      |
| Tau                    | d    | Ingress/egress duration                         |
| e_Tau                  | d    | Error of the Ingress/egress duration            |
| Beta                   |      | Beta (Red Noise Parameter)                      |
| PNR                    |      | PNR (White Noise Parameter in ppt)              |
| RMS                    |      | RMS Error from the Model                        |
| Discarded              |      | Discarded                                       |
| Outlier                |      | Outlier not included in TTV analysis            |

**NOTE**—Table A2 is published in its entirety in the machine-readable format. A portion is shown here for guidance regarding its form and content.