Using Monte Carlo dropout and bootstrap aggregation for uncertainty estimation in radiation therapy dose prediction with deep learning neural networks
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Recently, artificial intelligence technologies and algorithms have become a major focus for advancements in treatment planning for radiation therapy. As these are starting to become incorporated into the clinical workflow, a major concern from clinicians is not whether the model is accurate, but whether the model can express to a human operator when it does not know if its answer is correct. We propose to use Monte Carlo dropout (MCDO) and the bootstrap aggregation (bagging) technique on deep learning models to produce uncertainty estimations for radiation therapy dose prediction. We show that both models are capable of generating a reasonable uncertainty map, and, with our proposed scaling technique, creating interpretable uncertainties and bounds on the prediction and any relevant metrics. Performance-wise, bagging provides statistically significant reduced loss value and errors in most of the metrics investigated in this study. The addition of bagging was able to further reduce errors by another 0.34% for $D_{\text{mean}}$ and 0.19% for $D_{\text{max}}$, on average, when compared to the baseline framework. Overall, the bagging framework provided significantly lower MAE of 2.62, as opposed to the baseline framework’s MAE of 2.87. The usefulness of bagging, from solely a performance standpoint, does highly depend on the problem and the acceptable predictive error, and its high upfront computational cost during training should be factored in to deciding whether it is advantageous to use it. In terms of deployment with uncertainty estimations turned on, both frameworks offer the same performance time of about 12 seconds. As an ensemble-based metaheuristic, bagging can be used with existing machine learning architectures to improve stability and performance, and MCDO can be applied to any deep learning models that have dropout as part of their architecture.
I. Introduction

The field of radiation therapy is ever-changing, with technologies and distributions of patient populations evolving over time. Some of the largest advancements in the past few decades have come from the creation and adoption of intensity modulated radiation therapy (IMRT) (Brahme, 1988; Bortfeld et al., 1990; Bortfeld et al., 1994; Webb, 1989; Convery and Rosenbloom, 1992; Xia and Verhey, 1998; Keller-Reichenbecher et al., 1999) and volume modulated arc therapy (VMAT) (Yu, 1995; Otto, 2008; Palma et al., 2008; Shaffer et al., 2009; Shaffer et al., 2010; Xing, 2003; Earl et al., 2003; Daliang Cao and Muhammad, 2009), greatly improving treatment plan quality. In recent years, a major wave of innovations has been coming from the development of artificial intelligence (AI) technologies, and their application into radiation therapy. One particular area has been focused on the prediction of clinically relevant dosimetric endpoints, which can include single dose constraints, dose volume histograms (DVH), or the full volumetric dose distribution. The earlier adoption of machine learning technologies led to knowledge-based planning (KBP) (Zhu et al., 2011; Appenzoller et al., 2012; Wu et al., 2014; Shiraishi et al., 2015; Moore et al., 2011; Shiraishi and Moore, 2016; Wu et al., 2009; Wu et al., 2011; Wu et al., 2013; Tran et al., 2017; Yuan et al., 2012; Lian et al., 2013; Folkerts et al., 2016; Good et al., 2013; Valdes et al., 2017; Yang et al., 2013), which focused on the use of historical patient data in order to predict single dose constraints or dose volume histograms. KBP required the careful selection of human engineered features to be calculated from the data in order to successfully predict the DVH and dose constraints.

Recently many deep learning (DL) dose prediction models have risen in literature that cover a range of sites and modalities including head-and-neck (H\&N) IMRT (Fan et al., 2019; Babier et al., 2018b; Mahmood et al., 2018; Babier et al., 2018a), H\&N VMAT (Nguyen et al., 2019b), prostate IMRT (Kearney et al., 2018; Nguyen et al., 2019a; Nguyen et al., 2017; Nguyen et al., 2019d; Bohara et al., 2020), prostate VMAT (Shiraishi and Moore, 2016), and lung IMRT (Barragán-Montero et al., 2019). These methods have made great strides in the ability to directly predict the volumetric dose distribution. With the 3D dose distribution, it is possible to fully reconstruct the DVH and dose constraints. In addition, these DL-based methods were able to operate on the patient computed tomography (CT) image and contours directly, or other simple features, in order to learn and extract their own complex features for making an accurate prediction.

However, as we move closer to clinical implementation of the DL-based methods, concerns regarding safety in using the AI model on patients has risen greatly. One of the largest worries from physicians is not whether the model is accurate, but whether the model can express to a human operator when it does not know if its answer is correct. The ability for a model to output its uncertainty has been developed through Bayesian approaches (Beck and Katafygiotis, 1998), such as the Gaussian process (Rasmussen and Williams, 2006). However, these have been largely limiting due to the extremely high computational cost to implement. Recently, Gal and Ghahramani proposed that one can use a method called Monte Carlo Dropout (MCDO) during the evaluation phase to produce an uncertainty estimation (Gal and Ghahramani, 2016). They showed that this method approximates the Gaussian process by effectively sampling the model’s weights from a Bernoulli distribution. The computational cost of implementing this method only comes in the evaluation phase, when the model needs to be evaluated multiple times to create Monte Carlo estimations. There is no additional cost during the training phase of the deep learning model.
Upon inspection of the MCDO technique, we realize another method called bootstrap aggregation (bagging) (Breiman, 1996), also generates multiple models that contain a distribution of weights, and therefore, can natively generate its own uncertainty estimate as well. Bagging is an ensemble-based machine learning technique that was originally designed for improving the stability and performance of deep learning models. The basic idea behind how it works is that many models are trained, where each model trains on a portion of the total training set. The training subset may be selected with or without replacement from the total training set. Once all the models are trained, then, for evaluation, all models make a prediction and these are equally averaged to generate the final result. Bagging has been shown to create a more stable model by reducing the chance of overfitting and the prediction variance. However, it is not too commonly used in typical deep learning scenarios due to most theoretical deep learning applications having a very large data pool with hundreds of thousands to millions of data points. However, in radiation therapy application, the data size is typically very small, on the order of a few hundred patients, leading to issues such as overfitting and non-generalizability. Bagging can work very effectively in smaller data scenarios, such as for radiation therapy applications.

In this study, we implement both a baseline model and bagging framework for volumetric dose prediction for H&N cancer patients. For generating uncertainties, we will implement MCDO on the baseline model, and use the multiple predictions from the bagging framework. Due to the relative nature of these uncertainties, we introduce a new framework to convert these into concrete values that relate to the standard deviation of the absolute error. We show how this scaled uncertainty can be used to provide tangible upper and lower bound estimates of the error. We will compare the performance of the baseline and bagging frameworks, as well as their respective uncertainty estimations, and discuss the pros and cons of each method.

II. Methods
II.A. Data

In this study we used a public H&N cancer patient data available from the OpenKBP – 2020 AAPM Grand Challenge (Babier et al., 2020). The dataset consists of 200 training, 40 validation, and 100 testing H&N cancer patients. For each patient, the data available were the patient CT, masks of the planning target volumes (PTV) and organs-at-risk (OAR), the 3D dose distribution, and the voxel spacing information. The dose distribution was generated from an 9 beam equidistant coplanar IMRT setup with 6 MV fields. The structures available in the dataset were the PTV70, PTV63, PTV56, larynx, esophagus, mandible, brainstem, spinal cord, right parotid, and left parotid. Most patients did not have the complete set of structures, and the mode number of structures was 8. In addition, a “possible dose mask” was included in the dataset to indicate voxels where there can be non-zero dose. The CT, dose, and structures are all formatted as 128 x 128 x 128 arrays. The voxel spacing was not the same across different patients, but the mode voxel spacing was 3.906 mm x 3.906 mm x 2.5 mm, with a range (min, max) of (0.45, 4.18) mm x (0.45, 4.18) mm x (0.42, 2.58) mm.

Using the Boolean structure masks and the voxel spacing information, we generated a signed distance array for each structure. Each voxel from the signed distance array represents the physical distance from the closest edge of the contour. Voxels outside the contour had a positive distance value, voxels inside had a negative distance value.
II.B. Deep Learning Framework

To keep the study as fair as possible, all models trained in this study utilized the same exact architecture and hyperparameters. In this study, we utilized a U-net style architecture (Ronneberger et al., 2015). The U-net takes a 23 channel input of size 128 x 128 x 128 voxels. The model starts by performing a padded convolution with a kernel size of 3 x 3 x 3, followed by ReLU, Group Norm (GN) (Wu and He, 2018), and then DropBlock (DB) (Ghiasi et al., 2018). In this paper, we will refer to this set of operations as Conv-ReLU-GN-DB. This set of operations is performed twice, and then two downsampling operations are applied—1) Max pooling and 2) a strided convolution with a kernel size of 2 x 2 x 2 and stride size of 2 x 2 x 2, ReLU, GN, and DB—and concatenated together. These sets of calculations are performed a total of 3 times to reach the bottom of the U-net, at which point 4 sets of Conv-ReLU-GN-DB are applied. Then the features are upsampled, which consists of a 2 x 2 x 2 upscale and one set of Conv-ReLU-GN-DB operations. This set of upsampling operations, followed by 2 x Conv-ReLU-GN-DB, are performed 3 times to bring the data back to its original resolution as the input. At each upsampling step, the features from the left side of the U-net are copied over and concatenated with the upsampled features. For DropBlock, the block size was set to 5 x 5 x 5, and the dropout rate was based on the level of the U-net: 0.119 (1st level (top)), 0.141 (2nd level), 0.168 (3rd level), 0.2 (4th level (bottom)). This was based on a heuristic formula $\text{dropout rate} = 0.2 \times \left( \frac{\text{current number of filters}}{\text{max number of filters}} \right)^{1/4}$, which was used in previous dose prediction study (Nguyen et al., 2019c). The schematic of the U-net used in this study is shown in Figure 1.

Figure 1: Schematic of the U-net used in the study. Black numbers to the left represent the size of each feature map at each level of the U-net. Red numbers above represent then number of feature maps that were calculated for that layer.
II.C. Training

Both the baseline and bagging framework used the same training, validation, and testing data split as was used originally in the KBP competition. The baseline framework utilized 200 patients for training and 40 for validation throughout its training process. For the bagging framework, a total of 24 models were trained from scratch. For each bagging model, we randomly selected 160 of the 200 training patients for training the model, and the remaining 40 was used for the observation of a validation loss for each individual model. The original 40 validation patients, that are the same as that of the baseline model, is used later for scaling the raw uncertainty, as described in section II.E. As input, the patient’s CT, Boolean structure masks, and signed distance arrays for the 10 structures and the possible dose mask were included. In total, the data formed a 23 channel input, and was used by the model to predict the 3D dose distribution.

Since the KBP competition originally based their evaluation metric on mean absolute error (MAE), we used a surrogate loss known as the Huber loss defined as

\[ H_\delta(x) = \begin{cases} 
\frac{1}{2}x^2 & \text{for } |x| \leq \delta \\
\delta(|x| - \frac{1}{2}\delta) & \text{otherwise}
\end{cases} \]  

From an optimization perspective, the Huber loss has similar characteristics to MAE, but is additionally differentiable at \( x = 0 \). For optimization, we used the Adam algorithm (Kingma and Ba, 2014) with learning rate of 0.001. The model is trained for a total of 100,000 iterations, with evaluation of the validation loss every 100 iterations. To help mitigate overfitting to the training data, the final model we take from each training session is the one that best minimizes the validation loss. The batch size was set to 1, due to memory limitations. The framework was trained on a V100 GPU with 32 GB of memory, using TensorFlow version 2.1.

II.D. Performance Evaluation

To evaluate the performance of the baseline vs the bagging model, we assess its prediction accuracy on the 100 test patients. We viewed the voxel-wise MAE, and assess the effects of number of models used for bagging on the MAE. We additionally view the effects of the models on more clinically relevant metrics, which include the mean dose \( D_{\text{mean}} \) and max dose \( D_{\text{max}} \) to each structure. \( D_{\text{max}} \) is defined as the dose to 2% of the volume for each structure, as recommended by the ICRU-83 report (Grégoire and Mackie, 2011). We also evaluated the model performance of the frameworks on the total PTV dose coverage \( D_{99}, D_{98}, D_{95} \), which is the dose to 99%, 98%, and 95% of the total PTV volume. We assessed the PTV homogeneity \( \frac{D_{2} - D_{98}}{D_{50}} \) for each individual PTV and for the total PTV, as well the plan conformity \( \frac{(V_{\text{PTV} \cap V_{100\%ISO}})^2}{V_{\text{PTV}} \times V_{100\%ISO}} \) (Van’t Riet et al., 1997; Paddick, 2000) using the total PTV. We also investigated the isodose similarity, which is a Dice coefficient (Dice, 1945; Sorensen, 1948) calculation to compare the similarity of the isodose volumes. This is done by first selecting an isodose level and segmenting both the ground truth and predicted dose such that all the voxels within the volume contain that dose value and higher. Then the Dice similarity is calculated for these two volumes. This is repeated for all isodose
levels from 0% to 100% of the prescription dose. In our case, we calculated the isodose similarity from 0 Gy to 70 Gy, at 0.1 Gy increments.

II.E. Uncertainty Estimation

The idea behind uncertainty estimation is that both the baseline framework, through using MCDO, and the bagging framework are capable of producing a distribution of predictions. The uncertainty itself is the voxel-wise standard deviation of these predictions. Mathematically, for either framework, the prediction estimation is defined as

$$
\mathbb{E}_q(y^*|x^*)(y^*) \approx \frac{1}{T} \sum_{t=1}^{T} \hat{y}^*(x^*, W_t)
$$

(2)

where $\hat{y}^*(x^*, W^T)$ is the trained model’s prediction given an input $x$ and a $t$ set of weights $W_t$. The model’s raw uncertainty (standard deviation), can be defined by the equation

$$
\text{Raw Uncertainty}_{q(y^*|x^*)}(y^*) = \frac{1}{\sqrt{T}} \sum_{t=1}^{T} \hat{y}^*(x^*, W_t)^T \hat{y}^*(x^*, W_t) - \mathbb{E}_q(y^*|x^*)(y^*)^T \mathbb{E}_q(y^*|x^*)(y^*)
$$

(3)

For the baseline method, by utilizing Dropout during inference, the model’s weights $W_t$, are sampled from a Bernoulli distribution via variational inference. For the bagging method, $W_t$, is taken from each trained model instance.

Due to the nature of MCDO for the baseline framework, as well as the nature of the number of samples selected during training for bagging, the raw uncertainty only provides a relative measure since its magnitude is dependent on the aforementioned factors. Here, we propose to scale the raw uncertainty into an absolute scale. We define a scaling factor, $m_\sigma$, such that this value times the raw voxel-wise uncertainty is greater than the absolute error for the voxels within 1 standard deviation of the absolute error for the 40 validation patients. Using a basic bisection algorithm, we find this value separately for the PTVs and the rest of the body for each the baseline and bagging method. In total we calculated 4 $m_\sigma$ values—$m_{\sigma,(\text{Body}-\text{PTV}),(\text{Baseline})}$, $m_{\sigma,\text{PTV},\text{Baseline}}$, $m_{\sigma,(\text{Body}-\text{PTV}),\text{Bagging}}$, $m_{\sigma,\text{PTV},\text{Bagging}}$—that are used to scale the raw uncertainties in the PTVs and the body-PTV. We assess the use of these uncertainties for bound estimations on the test patient data.

III. Results

III.A. Performance Evaluation

Each model took an average of 57.2 hours to train on 1 GPU. For training the bagging framework of 24 models, this equates to 1372.8 hours. While there is a high upfront cost for training the bagging framework, the evaluation time is very short, with each prediction taking an average of 0.48 seconds per GPU. The 24 model bagging framework takes less than 12 seconds to complete a prediction for 1 patient.
Figure 2: Evaluation of the effects of the number of models used in the bagging procedure on the Mean Absolute Error (MAE). With the exception of the 24 model-averaged prediction, all other data points randomly chose $n$ number of models to average the prediction, and this was repeated 24 times with unique combination of models. The error band represents the standard deviation.

The benefit of the bagging framework in MAE is illustrated in Figure 2. We can see that the baseline does perform slightly better than the mean performance of a single model from the bagging framework, likely due to the fact that the baseline model trained directly on 200 patients while each individual bagging model trained on 160 patients. There is substantial improvement in the MAE as multiple model’s predictions are averaged together in the bagging framework, with a significant improvement with as little as 2 models. The improvement in MAE continues with more models added into the bagging framework, with diminishing returns. Overall the baseline and bagging frameworks had an average MAE of 2.87 and 2.62.
Figure 3: Mean absolute error of the $D_{\text{mean}}$ (top) and $D_{\text{max}}$ (bottom) between the predictions and the ground truth dose. Error bar represents the 95% confidence interval ($\bar{x} \pm 1.96 \frac{\sigma}{\sqrt{n}}$).

Figure 3 shows the MAE of $D_{\text{mean}}$ and $D_{\text{max}}$, respectively. Overall, both models are capable of maintaining a mean absolute error of less than 3% and 4% of the prescription dose for $D_{\text{mean}}$ and $D_{\text{max}}$, respectively. Using a pairwise t-test on the 100 test patients, the MAE of $D_{\text{mean}}$ is significantly reduced ($p < 0.05$) for all of the structures except for PTV63 and esophagus, which had no significant difference. For $D_{\text{max}}$, except for the PTV56, all other differences were found to be statistically significant ($p < 0.05$). On average, the bagging model is able to reduce the MAE to the OARs by 0.24 Gy ($D_{\text{mean}}$) and 0.13 Gy ($D_{\text{max}}$), when compared to the baseline model.
The bagging framework predicted an average $D_{\text{max}}$ of 72.5 Gy, 70.6 Gy, and 66.8 Gy for the PTV70, PTV63, and PTV56 respectively, whereas the baseline model predicted 73.0 Gy, 71.1 Gy, and 66.9 Gy, respectively. The Ground Truth average $D_{\text{max}}$ was 73.7 Gy, 71.9 Gy, and 68.0 Gy, respectively. The larger error in $D_{\text{max}}$ to the PTVs is due to ensembling flavor of the bagging framework to average out the max dose point, leading to a lower hotspot and a more homogeneous PTV.

![Mean Absolute Error](image)

**Figure 4**: Mean absolute error of the dose coverage ($D_{99}$, $D_{98}$, $D_{95}$) between the predictions and the ground truth dose. Error bar represents the 95% confidence interval ($\bar{x} \pm 1.96 \frac{\sigma}{\sqrt{n}}$).

Figure 4 shows the MAE of the dose coverage. Overall the baseline and bagging frameworks perform similarly, with the largest average difference less than 0.4% between the baseline MAE and bagging MAE ($D_{95}$ of PTV56). All differences, except for $D_{95}$ of the PTV63, were found to be statistically significant ($p < 0.05$). The only metric where bagging was statistically worse than baseline was the $D_{98}$ for the PTV63. However, the mean difference for this metric is 0.1% (0.07 Gy) of the prescription dose, which is clinically insignificant. On average, bagging had the largest benefit in reducing the dose coverage error to the PTV70 by an additional 0.26 Gy ($D_{99}$), 0.24 Gy ($D_{98}$), and 0.18 Gy ($D_{95}$).
Figure 5: Conformity and homogeneity of the baseline prediction, bagging prediction, and ground truth. Error bar represents the 95% confidence interval \( \bar{x} \pm 1.96 \frac{\sigma}{\sqrt{n}} \).

Figure 5 shows the conformity and homogeneity. Ideally, a perfect conformity is 1 and a perfect homogeneity is 0. All differences between the baseline prediction errors and bagging prediction errors were found to be statistically significant, with the bagging actually performing worse than the baseline in terms of MAE. However, if we take a closer look, we find that the bagging is predicting a better conformity and homogeneity than both the ground truth and baseline prediction. The better homogeneity is likely caused by the averaging done from all 24 model's predictions in bagging, which washes out both hot and cold spots in the PTVs.
Figure 6: Isodose similarity between the predictions and ground truth dose. This is found by calculating the Dice coefficient between the $x\%$ isodose contours of predicted and ground truth doses, and is repeated for where $x$ ranges from 0 to 100 percent of the prescription dose of 70 Gy. Error band represents the 95% confidence interval $(\bar{x} \pm 1.96 \frac{\sigma}{\sqrt{n}})$.

Figure 6 illustrates the isodose similarity between the predictions and ground truth dose. The isodose similarity is found by, first selecting an isodose level and segmenting the isodose region for the prediction and the ground truth dose. These isodose contours are then compared using Dice coefficient calculation. This calculation is repeated for all isodose levels from 0% to 100% of the prescription dose. In our case this is 0 Gy to 70 Gy. On average, the overall Dice coefficient was found to be 0.932 and 0.938 for the baseline and bagging model’s respectively. The improvement is the isodose similarity for the bagging framework was found to be statistically significant ($p < 0.05$). We find that both frameworks exhibit similar patterns in the isodose similarity curve, such as a large dip between 56 Gy and 63 Gy, likely due to high dose gradients and irregular shaped PTV56 and PTV63 contours.
Figure 7: Dose washes of an example test patient for the ground truth (top), baseline prediction (middle), and bagging prediction (bottom). Dose viewing cutoff was set to 3.5 Gy, which is 5% of the prescription dose.
Figure 8: Voxel-wise dose errors (Prediction – Ground Truth) for the example test patient. Red represents that the model is overpredicting and blue represents that the model is underpredicting.
Figure 9: Dose volume histogram of the ground truth (solid), baseline prediction (dotted), and bagging prediction (dashed) for the example test patient.

Figure 7 shows the dose washes for the ground truth, baseline prediction, and bagging prediction for a test patient. Visually all 3 look similar, but with the predictions losing some low dose detail on the posterior side of the patient. Figure 8 shows the voxel-wise error (Prediction – Ground Truth) for the same example test patient. One can see that the errors are in similar positions, but with the baseline model having more areas of underpredicting than the bagging framework. This underprediction can be seen in the DVH shown in Figure 9, particularly in the mandible and the spinal cord. There is some heavier overprediction with the bagging framework over the baseline framework in the brainstem for this particular patient. The DVHs are visually similar for the other structures for this patient.

III.B. Uncertainty Estimation

Using 24 Monte Carlo estimations for the baseline, 24 model predictions for the bagging, both frameworks are able to create an uncertainty estimation in about the same time frame, less than 12 seconds, since one evaluation takes just under half a second to complete for either framework. Data loading times on and off the GPU is insignificant, since model weights are only 30 MB.

Figure 10: Absolute error vs uncertainty scatter plot. The slope of the line, $m_\sigma$, is the scaling factor to convert the uncertainty to an absolute scale, representing the voxels that have an error value that is within 1 standard deviation of the absolute error.

Figure 10 shows a scatter plot of the absolute error vs the raw uncertainty estimation. From the validation data, we found the scaling factors to be $m_{\sigma,(\text{Body–PTV}),\text{Baseline}} = 2.26$, $m_{\sigma,\text{PTV},\text{Baseline}} = 0.60$, $m_{\sigma,(\text{Body–PTV}),\text{Bagging}} = 2.19$, $m_{\sigma,\text{PTV},\text{Bagging}} = 1.90$. By scaling the uncertainty with $m_\sigma$, we
find that the voxel-wise scaled uncertainty is greater than the absolute error for 70.8% (baseline) and 71.3% (bagging) of the voxels in the test patients. These values are similar to the percentage of voxels that have an error within 1 standard deviation of absolute error on the test patients, which was 71.6% (baseline) and 71.8% (bagging), indicating that $m_\sigma \cdot \text{uncertainty}$ does closely encapsulate the voxels that have an error within 1 standard deviation on the test patients as well.

![Image: Wash of the scaled uncertainty ($m_\sigma \cdot \text{uncertainty}$) for the example test patient.](image)

**Figure 11:** Wash of the scaled uncertainty ($m_\sigma \cdot \text{uncertainty}$) for the example test patient.

From Figure 11, we can see that there are certain similarities in the scaled uncertainties provided by the baseline and bagging framework, such as low uncertainty in the PTV regions and higher uncertainty in certain areas such as the posterior neck in the sagittal slice. As a whole, the baseline model provides overall larger values of uncertainty than the bagging framework, in order to encapsulate the voxels that are within 1 standard deviation of error.
Figure 12: Dose volume histogram (DVH) plots with uncertainty lower bounds and upper bounds of the example test patient. Bounds are calculated finding the prediction $\pm m_\sigma$ *uncertainty in the dose distribution domain and then calculating the DVH.

Figure 12 shows the DVH plot with additional upper and lower bounds by adding and subtracting the scaled uncertainty, respectively. Overall the bounds are tighter with the bagging model, which coincides with the overall lower uncertainty values on Figure 12. Since the bounds represent 1 standard deviation, accounting for roughly 70% of the voxel data, there may be some points on the ground truth dose that exceeds the bounds, such as the brainstem on the bagging model.
IV. Discussion

To our knowledge this is the first DL-based radiotherapy dose prediction study that investigates the use of bagging and uncertainty estimations directly on the volumetric dose distribution. Both the baseline with MCDO framework and the bagging framework are capable of producing a reasonable uncertainty estimation. By scaling it such that the uncertainty encapsulates the voxels that have error that within 1 standard deviation, we have created a useful method for converting the uncertainty into an absolute metric, so that bounds can be applied with a reasonable interpretation. Overall, with both frameworks’ scaled uncertainties encapsulating the same percentage of voxels, bagging does provide tighter bounds for its scaled uncertainty, as shown in Figure 13, which indicates that it has an overall better correlation to the error. For clinical deployment, we may choose to further adjust the scaling factor, such as setting $m_\sigma \rightarrow m_{2\sigma}$ where the scaled uncertainty will then be set to encompass the voxels with an error that’s within 2 standard deviations, depending on the conservativeness or aggressiveness of the physician or clinic.

We have shown that, although each individual bagging model sees less training patients (160 patients) than the baseline model (200 patients), the ensembling effect overall significantly improves the predictive performance for the bagging model. The only metrics that the averaging of bagging caused to get worse are the PTV $D_{\text{max}}$, homogeneity, and conformity, which are more sensitive to the hot and cold spots in the PTV. However, bagging does come at a substantially increased initial cost of training every singly bagging model individually. In our case, the total hours it took to put train the total bagging framework was almost 1400 hours, or close to 2 months, as opposed to around 58 hours, about 2.5 days, for just the baseline model. However, since evaluation stage is fast, under half a second for a single prediction, the bagging framework can produce an output and its uncertainty in under 12 seconds, which is clinically reasonable. The baseline framework, while being able to output its prediction in under 0.5 seconds, still needs the additional 12 seconds to generate an uncertainty map from 24 Monte Carlo estimations. In terms of deployment with uncertainty estimations turned on, both frameworks offer the same performance time.

It should be noted, that as an ensemble-based metaheuristic, bagging does not compete with any of the previously proposed deep learning architectures used in previous literature for dose prediction in radiotherapy. In fact, any of the previously proposed architectures, whether it be U-net, generative adversarial networks (GAN), support vector machine (SVM), or even basic linear regression models, can additionally use bagging for improved performance. In addition, any of the deep learning models that have previously trained with dropout—which, at this point, most of deep learning models should be using—MCDO can be freely applied during the evaluation phase to produce an uncertainty map, without any need to tweak the existing model.

The decision as to whether the additional computational cost of training a bagging framework is worth the performance benefit or not will be up to the individual use case. It highly depends on the problem and the acceptable predictive error for deployment. Due to the diminishing returns effect of adding more models in the bagging framework, the additional performance benefit bagging can be estimated by training a few bagging models and extrapolating a curve. This can be used to decide the total number of bagging models necessary for the problem. For our problem in radiotherapy dose prediction, we have found that the baseline model does already produce fairly low errors, on average, of less than 3% for $D_{\text{mean}}$ and 4% for $D_{\text{max}}$ to structures. The addition of bagging was able to further reduce these errors by another 0.34% for $D_{\text{mean}}$ and 0.19% for
\( D_{\text{max}} \), on average. We may see further benefits of bagging if we directly use domain specific losses, or on datasets that are less clean and more variable than the OpenKBP dataset. This will be a topic of further investigation in a future study.

V. Conclusion

In this study, we propose to use Monte Carlo dropout (MCDO) and the bootstrap aggregation (bagging) technique on deep learning models to produce uncertainty estimations for radiation therapy dose prediction. We show that both models are capable of generating a reasonable uncertainty map, and, with our proposed scaling technique, creating interpretable uncertainties and bounds on the prediction and any relevant metrics. Performance-wise, bagging provides statistically significant reduced loss value and errors in most of the metrics investigated in this study. The addition of bagging was able to further reduce errors by another 0.34% for \( D_{\text{mean}} \) and 0.19% for \( D_{\text{max}} \), on average, when compared to the baseline framework. The usefulness of bagging does highly depend on the problem and the acceptable predictive error, and its high computational cost for training should be factored in to deciding whether it is advantageous to use it. In terms of deployment with uncertainty estimations turned on, both frameworks offer the same performance time of about 12 seconds. As an ensemble-based metaheuristic, bagging can be used with existing machine learning architectures to improve stability and performance, and MCDO can be applied to any deep learning models that have dropout as part of their architecture. The dataset we used for this study is publically available from the OpenKBP – 2020 AAPM Grand Challenge.
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