Exploring Explicit Coarse-Grained Structure in Artificial Neural Networks
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We propose to employ a hierarchical coarse-grained structure in artificial neural networks explicitly to improve the interpretability without degrading performance. The idea has been applied in two situations. One is a neural network called TaylorNet, which aims to approximate the general mapping from input data to output result in terms of Taylor series directly, without resorting to any magic nonlinear activations. The other is a new setup for data distillation, which can perform multi-level abstraction of the input dataset and generate new data that possesses the relevant features of the original dataset and can be used as references for classification. In both the cases, the coarse-grained structure plays an important role in simplifying the network and improving both the interpretability and efficiency. The validity has been demonstrated on MNIST and CIFAR-10 datasets. Further improvement and some open questions related are also discussed.
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In the past decade, machine learning has drawn great attention from almost all natural science and engineering communities, such as mathematics, physics, biology, and materials sciences, and has been widely used in various aspects of modern society, e.g., automatic driving systems, face recognition, fraud detection, expert recommendation system, speech enhancement, and natural language processing, etc. Especially, the deep learning techniques based on the artificial neural networks and the renormalization group (RG) has been extensively studied in the literature recently. This relevance probably stems from the essential similarity between the underlying hierarchical structure of the inference process in supervised learning and the generated coarse-grained structure in the RG flow in physical systems, and can be seen more clearly in the context of tensor renormalization group, where the tensor-network structure and the RG-based techniques are combined together to study the many-body physics. In fact, it shows that not only the hierarchical structure but also the backpropagation method employed in the training process of neural networks resemble those of the tensor networks very much, and this actually lays the foundation of the increasing interplays between the two fields.

In this work, we propose to explicitly employ the hierarchical coarse-grained structure, as generated in the RG process in tensor networks similarly, in neural networks, and apply it to image classification and data distillation for better interpretability in both physics and mathematics. To be specific, in the classification task, we construct a neural network called TaylorNet, which expresses the mapping from the input data to the output label in terms of the Taylor series approximately without using any nonlinear activation functions. The network is simple and can be expressed as a polynomial manifestly in mathematics. This is very different from the ordinary neural networks whose explicit expressions are difficult to obtain, thus unveiling part of the mysteries of neural networks and providing clear direction for further improvement. In the second part, we design a multi-level distillation process which imitates the coarse-graining (CG) operations in the RG flow and displays the underlying hierarchical structure of the inference process explicitly. It shows that the data distilled from lower-level ab-
Stratification contains much more details than those distilled from higher-level abstraction, and the final data distilled from the highest-layer layer can be used as good references for image classification directly. The results obtained in both tasks are rather satisfying, as demonstrated in the MNIST[64] and CIFAR-10[65] datasets.

In this Letter, first we briefly review the coarse-grained structure generated in the RG process in the context of the matrix product operator. Then, we introduce the TaylorNet and the new setup for data distillation, respectively, and demonstrate their validity in MNIST and CIFAR-10 datasets. Finally, we summarize our work and discuss the possible improvement as well as promising extensions briefly.

Coarse-Grained Structure Generated in the RG Process. The RG is one of the most profound tools conceptually of theoretical physics,[66–70] and its impact spans from high-energy to statistical and condensed matter physics.[66,71–73] Essentially, the RG is a conceptual framework comprising various techniques, such as the original block spin approach,[57,67] functional RG,[73] Monte Carlo RG,[71] density matrix RG,[72] and tensor network RG.[54–56,58] Though these schemes differ substantially in details, they share a same essential feature, namely the RG process aims to identify the relevant degrees of freedom (DOFs), integrate out the irrelevant ones iteratively, and eventually arrive at a low-energy effective theory. The extraction of the relevant information is realized by a set of RG transformations, which map the DOFs in a lower scale to those in its neighboring higher scale. A hierarchical coarse-grained structure is essentially generated during this kind of scale transformation. It can be seen more clearly in the real-space RG schemes,[54,55,57,67,72] as exemplified in the following.

To show the coarse-grained structure mentioned above clearly, let us consider the real-space RG transformations of a matrix product operator,[74,75] defined on a one-dimensional lattice, which may represent a many-body Hamiltonian of a quantum system or a transfer matrix of a classical statistical model. In this context, through a series of scale transformations, the RG process aims to find a finite-dimensional representation of the operator, which can preserve the low-energy part of the Hamiltonian or the dominant-eigenvalue part of the transfer matrix approximately. For simplicity, let us assume that the MPO is symmetric, and consider the simple case where a binary mapping is performed in each scale transformation. Then the RG process in such a system with length \(L = 8\) under open boundary condition can be illustrated in Fig. 1. At the beginning, the operator is expressed in terms of the variables \(\{\sigma^{(0)}\}\) sitting on the blue lines. The 1st scale transformation is composed of four isometries denoted as \(U^{(1)}\)'s, each of which maps \(\{\sigma^{(0)}\}\) sitting on two neighboring blue lines to the variables \(\{\sigma^{(1)}\}\) sitting on the corresponding green lines. Similarly, the 2nd scale transformation is composed of two isometries \(U^{(2)}\)'s, and each \(U^{(2)}\) maps \(\{\sigma^{(1)}\}\) to variables \(\{\sigma^{(2)}\}\) sitting on the red lines. \(U^{(3)}\) constitutes the last scale transformation, and maps \(\{\sigma^{(2)}\}\) to variables \(\{\sigma^{(3)}\}\) sitting on the black lines. Eventually, the operator is represented in terms of \(\{\sigma^{(3)}\}\), and this completes the full RG process.

In the RG transformations described above, by isometry we mean there are fewer DOFs after the mapping, and the generated variables and DOFs are usually termed as coarse-grained. As clearly sketched in Fig. 1, the whole RG process generates a hierarchical coarse-grained structure with three levels. For a given level, the RG transformations identify the relevant DOFs from lower-level DOFs, and output the identified DOFs to a higher-level transformation for further extraction. This CG operation is an essential gradient of the RG process, and has been heavily employed in the original block spin numerical RG calculations[76–78] and the more recent tensor network RG proposals.[56,79,80]

Without discussing the RG flow in the parameter space and the corresponding fixed-point properties, in this work we just focus on the hierarchical coarse-grained structure described above and emphasize its similarity to the inference process in supervised learning tasks such as image classification. Deep learning falls in the category of representation learning, whose central task is to extract high-level abstract features relevant to the final target from the raw data possessing many irrelevant details and variations[18] and it solves this problem by constructing higher-level representations out of simpler lower-level representations. More specifically, a representation in a given level is characterized by the output of the previous lower-level neural network layer, and is regarded as the input of a new hidden layer to construct the more abstract highervlevel representation. The desired representation is eventually obtained by multistep abstraction, each step of which is realized by a hidden layer and extracts increasingly abstract features from the original input data. This multistep abstraction process is very similar to the RG process discussed before and illustrated in Fig. 1, and also shows an underlying hierarchical coarse-grained structure. This similarity is more evident for the convolutional neural network, where the local structure is emphasized by convolution operations[21].
In the following, we introduce this hierarchical coarse-grained structure into neural networks manifestly, which makes the conceptual similarity described here more explicit, and the resulting networks are much more easier to understand in both physics and mathematics.

**TaylorNet.** The quintessential example of a deep learning model is the deep feedforward neural network, and sometimes is referred to as multilayer perceptron model.\(^{[18]}\) It represents a mapping \(F\) from the input data to the output result, and generally can be expressed as a composite function of many linear (\(L\)) and nonlinear (\(N\)) transformations ordered alternately. For example, a feed-forward neural network with \(n\) layers can be represented as

\[
F = N_n L_n \cdots N_2 L_2 N_1 L_1
\]  
(1)

where the linear mappings \(L\)'s contain many variational parameters that need to be determined, while the nonlinear mappings \(N\)'s contain almost no free parameters and are realized by some known operations called activations, such as rectified linear unit, logistic sigmoid, and maxpoolings. The nonlinear mappings \(N\)'s are indispensable to approximate a nonlinear \(F\).\(^{[18]}\) Apparently, Eq. (1) seems oversimplified, but fortunately, when \(F\) is a Borel measurable, the validity is guaranteed by the universal approximation theorem.\(^{[81,82]}\) as long as the neural network is sufficiently wide and at least one \(N\) is squashing in some sense. Therefore, Eq. (1) provides a quite general belief to approximate an actual mapping in practical applications of neural networks. However, for a given mapping \(F\), generally there is no clue on either how wide the neural network is or how we can obtain the desired \(L\)'s. In order to determine the parameters effectively, much effort has been devoted to designing special structures, and this greatly boosted the development of deep neural networks. Successful structures include the convolution operation,\(^{[21]}\) shortcut connection in residual network,\(^{[83,84]}\) attention structure in the transformer model,\(^{[85]}\) etc. Nevertheless, the specific design of structures relies mainly on empirical experience, and there is no theoretical guidance generally, and this is why deep learning is usually regarded as a magic black box.

To reduce the mystery in the structure design, in this work we propose to use such an universal expansion, i.e., the multi-variable Taylor formula valid for an arbitrary analytic function \(f\). Expanded at a certain point, the expression can be written as

\[
f(X) = f_0 + \sum_{i=1}^{N} a_i^{(1)} x_i + \sum_{i,j=1}^{N} a_{ij}^{(2)} x_i x_j + \sum_{i,j,k=1}^{N} a_{ijk}^{(3)} x_i x_j x_k + \cdots,
\]  
(2)

where \(X\) is the input vector with \(N\) elements denoted as \(\{x_1, x_2, \ldots, x_N\}\), \(a_i^{(n)}\) is the coefficient related to the corresponding \(n\)-th order derivative, and \(f_0\) is a collected constant. Equation (2) is also universal, since the nonanalytic functions encountered in our daily life are always expected to have a finite number of singular points and thus can be well approximated by Eq. (2) arguably. Hereafter, just for convenience we simply refer to \(a_i\) and \(x_ix_jx_k\ldots\) as the Taylor coefficient and Taylor term, respectively.

The validity of Eq. (2) can be directly verified by an experiment on the classification of MNIST dataset. In the experiment, we regard each image as a vector \(X\), and assume that \(f^{(\alpha)}(X^{(i)})\) can be expanded as Eq. (2), where \(f^{(\alpha)}(X^{(i)})\) denotes the probability of the \(i\)-th image belongs to the \(\alpha\)-th category. The whole neural network has only a linear layer that holds the coefficients, and the output can be expressed as

\[
f^{(\alpha)}(X^{(i)}) = \sum_{j=1}^{p} W_{\alpha,j} \hat{X}_j^{(i)}. \tag{3}
\]

In the above equation, \(\hat{X}_j^{(i)}\) is a vector containing \(p\) individual Taylor terms corresponding to \(X^{(i)}\), which are retained in Eq. (2), and \(W\) is a \(10 \times p\) weight matrix with element \(W_{\alpha,j}\) being the Taylor coefficient corresponding to \(\hat{X}_j^{(i)}\). To make the calculation feasible, we resize the original \(28 \times 28\) images into \(7 \times 7\) through the well-established bilinear interpolation technique.\(^{[86]}\) perform expansion up to the fourth order, and collect all possible terms in \(\hat{X}\).

The result is shown in Fig. 2. It is clear that the test accuracy can be systematically improved as the expansion order \(n\) is increased. When \(n = 4\), the number of total terms retained is about 293000, and the obtained accuracy is about 98%. As a comparison, on the same \(7 \times 7\) MNIST dataset, a residual network with \(1.3 \times 10^6\) parameters can achieve an accuracy of about 99%. The performance can be further improved by some detailed analysis. Especially, it shows that, though there are about totally 293000 terms retained in the expansion, the contribution of a great number of terms is very small. For example, the distribution of weight corresponding to the quadratic terms is displayed in Fig. 3. For a given term \(x_ix_j\), Fig. 3(a) shows that the dominant weight always consumes the least portion no matter how far \(x_i\) and \(x_j\) are separated, and Fig. 3(b) shows that all the weights have a preferred distribution as a function of the distance between \(x_i\) and \(x_j\). This reminds us that there is much redundancy in \(W\), and...
thus the number of parameters, \(N_0\), can be greatly reduced by discarding the small weights. In fact, experiments show that the accuracy remains unchanged when \(N_0\) is reduced by half, and drops only by 0.83% when \(N_0\) is reduced to 30%. Even if \(N_0\) is reduced to 10%, we can still obtain an accuracy of about 85%. This actually reflects the spirit of the Taylor expansion, since it means that the accuracy can be systematically improved by adding more subtle terms.

To extend Eq. (2) to large scale computer tasks, and to make the above procedure more practical and efficient, we propose the TaylorNet, which realizes Eq. (2) in a multistep manner by utilizing the hierarchical coarse-grained structure described above. Based on the assumption that the dominant parts in the Taylor series mainly correspond to the product of \(x_1\)’s in local clusters, as has been partially evidenced in Fig. 3, we introduce a series of intermediate variables \(x_{\alpha}\) with the new index \(\alpha\) indicating the hierarchical levels. The variables at a higher level are to be expressed in terms of Taylor series with respect to the variables at the neighboring lower level, and constitute the Taylor expansions of the variables at the neighboring higher level. To be specific, if expanded to the second order, a local cluster indexed as \(\alpha\) with \(m, n\)-th level variables denoted as \(\{x_1^{(n)}, x_2^{(n)}, \ldots, x_m^{(n)}\}\) is mapped to a variable \(x_{\alpha}^{(n+1)}\) at the \((n+1)\)-th level, i.e.,

\[
x_{\alpha}^{(n+1)} = c_{(n+1,0)} + \sum_{i=1}^{m} c_{(n+1,1)} x_i^{(n)} + \cdots + \sum_{i,j=1}^{m} c_{(n+2,1)} x_i^{(n)} x_j^{(n)}
\]

where \(c_{(m,\sigma)}\) denotes the coefficients introduced in the \(\sigma\)-th order terms in the expansion of variables at the \(n\)-th level, and \(x_i^{(0)}\) is defined as the original input data \(x_i\). Hereafter, Eq. (4) is referred to as a CG operation, and it is illustrated in Fig. 4, in which the usual convolution operation is also illustrated for comparison. Suppose that we are considering the simplest case, i.e., the sizes of the local cluster is \(2 \times 2\), and there is no overlap between the clusters. In the language of neural networks, this means that the size of both the kernel and the stride is \(2 \times 2\). In Figs. 4(a) and 4(b), the variables at two neighboring levels are denoted as dots and squares, respectively, and the variables associated with a single local mapping are indicated by the same color. In a convolution operation, a square is a linear combination of four dots, which corresponds to the terms in Eq. (4). While in the CG operation, a square is a nonlinear combination of the same four dots, which corresponds to Eq. (4) exactly. To indicate the non-linear feature, an oval plate is added to distinguish from the convolution, as shown in Fig. 4(b).

The local introduction of the nonlinear mapping has a great advantage over the initial proposals of Taylor expansion, as expressed in Eqs. (2) and (3). On the one hand, the locality puts a strong constraint on the distance among the variables showing up in the Taylor terms retained in the expansion. This greatly reduces the number of parameters that need to be determined, and also removes some unnecessary redundancy, since the contribution from the terms involving variables faraway separated is expected to be small, as partially evidenced in Fig 3(b). On the other hand, the higher-order terms, as well as the terms involving variables belonging to different local clusters, can emerge naturally in the next several CG operations, which can be seen from Fig 4(c) explicitly. For example, more complex terms like \(x_1^3, x_1^3, x_1^3, x_1x_2x_3, x_1x_2x_3x_4\) show up in the expression of \(z\), though \(y_1\) and \(y_2\) are only expanded to the second order locally. The full expression of \(z\) can be found in the Supplemental Material. Thus by introducing the nonlinear terms locally, we can generate long-range and very complicated terms in the actual expansions of the variables at the highest level, and there is no need to invoke any magic activations at all.

In our experiment on MNIST, we use a TaylorNet with four CG layers, each of which maps a \(2 \times 2\) cluster to a single variable according to second-order Taylor expansion, and then use a linear layer that maps the resulting \(2 \times 2\) variables to a vector with 10 elements representing the
probabilities. The detailed TaylorNet structure is shown in Fig. 5. On the original \(28 \times 28\) MNIST dataset, the obtained accuracy is about 99.2\%, which is quite satisfactory. On the resized 7 \(\times\) 7 MNIST dataset, we can obtain an accuracy of about 97.9\% with about 248000 parameters in total, which is much less than the parameters in both the original Taylor expansions (1.46 \(\times\) \(10^6\)) and the residual network (1.3 \(\times\) \(10^6\)) described above. As to the 32 \(\times\) 32 CIFAR-10 dataset, we can obtain an accuracy of about 71.7\% with only 1.2 \(\times\) \(10^6\) parameters, and this is also more efficient than the recent MLP-Mixer proposal\[87\] without pre-training process, which combines the information from the inter-cluster and intra-cluster variables in a similar way. The detailed TaylorNet structure for CIFAR-10 dataset can be found in Fig. S3 in the Supplemental Material. Furthermore, it shows that if we replace the CG operations with the convolution operations in the whole neural network, the accuracy will drop by about 7.3\% and 30\% immediately as expected, on MNIST and CIFAR-10 datasets, respectively. This clearly demonstrates the power of CG operations in the representations of nonlinear mappings.

![Fig. 5. Sketch of the TaylorNet used in the classification task on MNIST dataset. Hereafter, the numbers in the box denote the representation form of the data, e.g., \(28 \times 28 \times 64\) denotes 64 feature maps with size \(28 \times 28\), and the operations sit on the arrows correspond to different neural network layers, e.g., Conv\((l_1,l_2,c,s_1,s_2,p)\) means convolutional layer with kernel size \(l_1 \times l_2\), channels \(c\), stride size \(s_1 \times s_2\), and padding number \(p\) (default 0), similar for CG operation and dilated CG operation as discussed in the main text and Fig. 6. Here, all the four convolutional layers have structure Conv\((3,3,64,1,1,1)\), both CG layers have structure CG\((2,2,64,1,2)\), dCG1 and dCG2 have structures CG\((2,2,64,1,1.7)\) and CG\((2,2,64,1,1.3)\), respectively. The action of a multi-channel convolution operation is illustrated in Fig. S2 in the Supplemental Material, and more details can also be found in Ref. [18].](image1)

Similar to the convolution operation, the above CG operation can be performed in slightly different manners. Firstly, the size of the local clusters can be different, and there can be overlaps between different clusters. Moreover, the translation and/or scale invariance of the CG kernels can be employed, that is, the Taylor coefficients in Eq. (4) for CG operations performed at different clusters and/or in different scales can be assumed identical. Secondly, the expansion order in Eq. (4) can be larger than 2, and this depends on the strength of the nonlinearity in the expansion of the actual \(F\).

It is worth mentioning that, in Fig. 5, we have employed two simple ways to further enlarge the effective receptive fields\[68\] of the CG operations, without changing the size of the local clusters manifestly. One is the introduction of the dilated CG operation, as shown in Fig. 6. In the dilated CG, the variables need to be coarse grained scatter separately in different clusters instead of aggregating locally, which is very similar to the structure of the dilated convolution.\[89\] The other is performing convolution before the CG operation. This is easy to understand, since the convolution turns each dot in Fig. 4(b) as the linear combination of several dots nearby before the CG operation, and thus each square is effectively expressed in terms of more dots actually. These two techniques may be advantageous in some situations where the inter-cluster product is more important in Eq. (4), and are also considered in Ref. [87] similarly.

![Fig. 6. Sketch of a dilated CG operation, used in Fig. 5. The structure shown in this figure is denoted as CG\((2,2,n,1,1,2)\), which means that the kernel size is \(2 \times 2\), the number of channels is \(n\), the stride size is \(1 \times 1\), and the dilation is 2 in both directions.](image2)

Data Distillation. The concept of knowledge distillation was originally proposed by Hinton et al.\[60\] and it aims to train a simpler neural network called student, which is expected to have the same performance approximately to a complex model referred to as teacher. Later, data distillation is proposed to train a smaller dataset from a larger dataset, and expect that the obtained distilled dataset can be used to efficiently train a neural network that has a similar performance to that of a neural network trained from the original larger dataset.\[61–63\] Though the process of distillation is somewhat complicated, the idea is very simple and reasonable, namely the neural-network-based deep learning is believed to be able to extract some essential features from the original dataset.

In order to make the above idea clearer and to display the inference or abstraction process more explicitly, we propose a new setup of data distillation. Utilizing the hierarchical coarse-grained structure, the new proposal aims to extract the essential features through a multistep process, in which the abstraction is performed progressively from lower levels to higher levels. This is actually the essential spirit of deep learning,\[18\] as discussed above. It shows that the distilled dataset can be indeed used as references to perform classification task directly.

For concreteness, in the following we describe the distillation strategy applied to the MNIST dataset. The original dataset is composed of ten classes, each of which contains 6000 images, and is denoted as \(D^{(0)}(10,6000)\) hereafter. Firstly we divide each class into 600 groups equally, and select one group from each class to constitute a subset which contains 10 images for each class. Thus totally we obtain 600 subsets, and for simplicity, the \(i\)-th subset is denoted as \(D^{(0)}(10,10)\) and has 100 images in total. Then perform the usual distillation process on each subset \(D^{(0)}_i\).
by neural networks, as will be described later, and distill 10 images corresponding to the 10 classes out of each subset. This completes the first level distillation procedure, from which 600 images for each class are distilled, and we denote the distilled dataset as $D^{(1)}(10, 600)$ as a whole. Similarly, we further divide $D^{(1)}(10, 600)$ into 100 subsets $D^{(1)}(10, 6)$ on each of which the distillation process is performed and 10 distilled images are obtained, and then we obtain the distilled dataset $D^{(2)}(10, 600)$ which contains 10 images for each class at the second level. Repeat this divide-and-conquer strategy, we can obtain dataset $D^{(3)}(10, 20)$, $D^{(4)}(10, 4)$, and finally reach the highest distilled dataset $D^{(5)}(10, 1)$, which contains only a single distilled image for each class and can be regarded as the typical representatives hosting the essential features of that class. The whole process is illustrated in Fig. 7.

![Fig. 7](image)

The data distillation strategy described in the main text, designed for MNIST dataset. The whole distillation process has a five-level structure. The correspondence in the five distillation procedures can be represented as 10-to-1, 6-to-1, 5-to-1, 5-to-1, and 4-to-1 mappings, respectively.

In this work, to perform the distillation procedure on each subset $D^{(β)}(10, m)$, we employ the distribution matching method and a similar neural network architecture proposed in Refs. [62,63], as is illustrated in Fig. 8 in detail. The goal of the procedure is to determine $n$ (distilled) images, denoted as $Y’$s, which minimize a lost function defined in the following

$$L = \sum_{α=1}^{n} \left( \lambda d_{α,α} - \sum_{β≠α}^{n} d_{α,β} \right),$$

$$d_{α,β} = \sum_{i=1}^{m_β} \left| f(Y_α) - f(X_{β,i}) \right|^2,$$  \hspace{1cm} (5)

where $Y_α$ denotes the desired image for the $α$-th class, $X_{α,i}$ denotes the $i$-th image in the $α$-th class of the dataset, $f$ denotes the nonlinear mapping represented by the neural network which produces the embedding vector for any given image, as illustrated in Fig. 8. In Eq. (5), $n$ is the number of classes in the dataset, $m_α$ is the number of images belonging to the $α$-th class, and $λ$ is a hyperparameter to balance the two terms in the bracket, which is set to be 19 in our calculations. In essence, $d_{α,β}$ measures the Euclidean distance between the reference $Y_α$ and the images belonging to the $β$-th class of the original dataset, in the space where the embedding vectors are defined. Therefore, physically the lost function means that each desired reference is required to resemble the images in the same class to the greatest extent, and meanwhile differ from the images in the other classes as much as possible.

The distilled images at different levels are sketched in Fig. 9(a). As expected, it seems that the obtained images obtained from lower-level distillations contain more details and are clearer. When the level of distillation goes up, the details gradually blur and only some indescribable features remain. This tendency is more evident for CIFAR-10 dataset, as is shown in Fig. 9(b). In Figs. S5 and S6 in the Supplemental Material, we also provide direct numerical evidence showing that the similarities shared by the images in the same class become more and more significant when the distillation level increases.

![Fig. 8](image)

**Fig. 8.** The neural network structure used in the distillation procedure on each subset of MNIST. Conv1 has structure Conv(3,3,128,1,1,3), both Conv2 and Conv3 have structure Conv(3,3,128,1,1,1). Act1, Act2, and Act3 are three activation layers, each of which is composed of instance normalization, ReLU, and avgpooling. The avgpooling is performed with kernel size $2 \times 2$ and stride $2 \times 2$. Each image is mapped to an embedded space, and the result is a vector with length 16 and channels 128.

![Fig. 9](image)

**Fig. 9.** Distilled figures at each abstraction level. For comparison, one sample of each class in the original dataset is shown in L0.

It is reasonable to regard the remaining features in the final distilled images as essential ones which characterize, or even define the dataset in the perfect case. To check this, firstly we train two residual networks, i.e., ResNet18 and ResNet50 on MNIST and CIFAR-10 datasets, respectively, through the usual classification task, and then...
use the trained models to collect the output embedding vectors\textsuperscript{[14]} of both the test and distilled images. Without resorting to neural networks further, the final classification is performed by directly comparing the similarity between the embedding vectors of a test image and that of the distilled images, according to the angles in between, and the image is classified into a category whose distilled reference image has the highest similarity to it. It shows that this direct comparison can already give test accuracies of about 98.7% and 86.9% for MNIST and CIFAR-10, respectively. This confirms that the above distillation process can indeed capture some essential features of the original dataset, from lower-level abstraction to higher-level abstraction gradually, and this reflects exactly the spirit of deep learning.

The performance can be further improved in several ways. Firstly, in each distillation procedure, the lost function plays an important role and can be designed more smartly. In this work, the distance between two images is defined as the Euclidean distance in the embedded space, and one can use other measures, such as the Arcface loss,\textsuperscript{[90]} which emphasizes the angular separation and is frequently used in facial-recognition tasks. A preliminary experiment utilizing this lost function can produce an accuracy of about 99% for MNIST, and 89% for CIFAR-10. Secondly, the partition of the dataset, as well as the choice of the hyperparameter $\lambda$, may affect the result of the whole distillation. An optimal choice should consider the balance between performance and efficiency in a better way, while in this work, we just adopt the most convenient choice.

In summary, inspired by the similarity between the RG flow in physical systems and the inference process in deep neural networks, we introduce the hierarchical coarse-grained structure into the artificial neural networks manifestly improve the interpretability without degrading performance. To be specific, in the first part we propose the TaylorNet by introducing the CG operation locally and hierarchically, which extends the linear convolution operation to nonlinear polynomial combinations. It approximates the mapping from the input signal to output result by Taylor expansions effectively, without resorting to the activation functions, and achieves satisfying results in the classification experiments on MNIST and CIFAR-10 datasets. In the distillation task, we propose a setup with a hierarchical coarse-grained structure, and make the inference process from lower levels to higher levels more transparent. It seems that the multistep distillation process is able to capture some essential features of the original dataset, and the distilled images possess less irrelevant details and can be used as reference images in classification tasks. In both the cases, the resulting processes represented by the neural networks are more understandable, and the performance is very acceptable compared to the conventional neural networks.

Besides the specific issues discussed separately, there are some other aspects that can be explored to further improve the performance. For example, we can use more than one TaylorNets to approximate a single mapping, and put the orthogonality constraint on these networks appropriately for higher efficiency. This may be achieved by adding penalties in the lost functions, training in momentum space, or using other orthogonal complete sets like spherical functions. All these topics are interesting and have been discussed in physical systems and they are far beyond the scope of this paper, we would like to leave them as pursuits in the near future.

As to the TaylorNet, it is also worth mentioning that our proposal is very different from the previous work in the literature,\textsuperscript{[91–97]} which have also explored the Taylor series in neural networks. Most of them have specific motivations and work in different frameworks, and there is no explicit hierarchical structure employed there. For example, Chen et al.\textsuperscript{[91]} used a single-layer neural network similar to Eq. (3) to approximate the Taylor expansion of a single-variable function. Montavon et al.\textsuperscript{[92]} explored the role of Taylor coefficients as derivatives in an ordinary neural network to analyze the importance of a single pixel in the classification task. Tong et al.\textsuperscript{[93]} used the Taylor series to approximate the quadratic form of a Hermitian matrix. Rao et al.\textsuperscript{[94]} expressed part of the nonlinearity in terms of a direct-product operation and applied it to the study of partial differential equations. Rendle et al.\textsuperscript{[95]} and Meng et al.\textsuperscript{[96]} proposed similar models to TaylorNet but with quite different emphases and motivations. The closest one to our work is probably Ref.\textsuperscript{[97]}, where Novikov et al. used the neural network to approximate the Taylor expansions. However, in their work both the Taylor terms and Taylor coefficients were represented as compact matrix product operators approximately. Thus there is no coarse-grained structure emphasized in our work at all.

Finally, though the fixed point is not discussed at all in this work, the introduction of the hierarchical coarse-grained structure does provide the possibility of its existence. It is possible to study the fixed point of the scale transformations introduced in the TaylorNet, as well as the fixed point of the iterative distillation procedure introduced above. Whether the scale invariance can be related to some interesting critical phenomena in this context, as explored in Ref.\textsuperscript{[46]}, is an open question deserving attention.
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