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In the scanning synthetic aperture radar (ScanSAR) mode, the radar antenna sweeps through different range subswaths to image a wide swath. The full-aperture imaging algorithm for ScanSAR data has been widely used because it can be realized by exploiting the existing standard high-precision Stripmap SAR processor and does not require stitch processing in the azimuth. However, both the focused image and the interferogram achieved by full-aperture processing suffer from spikes. The spikes adversely affect the ScanSAR-related applications, such as target detection and interferometry. To effectively suppress the spikes, an improved algorithm based on the missing-data iterative adaptive approach (MIAA) is proposed in this manuscript. Besides, the proposed method can also improve the azimuth resolution of ScanSAR images. Simulation and experimental results demonstrate that this algorithm has better performance when processing ScanSAR data compared with existing methods.

1. Introduction

Scanning synthetic aperture radar (ScanSAR) is a kind of operation widely used mode in the modern SAR system [1, 2]. By periodically sweeping the antenna beam through different range subswaths, ScanSAR can obtain a wide swath at the expense of sacrificing azimuth resolution [3–6]. In each subswath, the received data are blocked into bursts of radar echoes in the azimuth direction. In general, burst-by-burst [7–9] and full-aperture [10, 11] approaches can be used to process ScanSAR data and these two kinds of approaches have different processing flows. Among them, the burst-by-burst approach is the standard approach, which is computationally efficient. However, the full-aperture approach has also been used a lot by the SAR community now because it can make use of existing standard Stripmap SAR processing programs [10, 12]. The ScanSAR image focused by the full-aperture approach has been successfully used for lots of applications [13–21]. Particularly, for the ScanSAR data of the ALOS-2 satellite, only the image processed by the full-aperture approach can be used for interferometric applications [13].

In the full-aperture approach, gaps between bursts are filled with zeros and then all the bursts of a subswath can be coherently processed as Stripmap data. However, the coherently processed multiple bursts result in strong interference modulations of the azimuth impulse response function, which are called “spikes” [5, 10, 11, 22, 23]. These spikes can contaminate ScanSAR image and influence the interpretation. Furthermore, spikes also exist in the phase of the processed ScanSAR images. Thus, the spikes also occur in the ScanSAR interferogram, introducing additional noise to interferogram and degrading the interferogram quality [5, 11, 22, 23]. Spike contamination of full-aperture ScanSAR image limits ScanSAR-related applications, such as target detection and interferometry. Therefore, the development of effective techniques to suppress the spikes is very useful. Although the spikes can be reduced by a low-pass filtering operation [10], the residual effect is enough to cause image visual disturbances [22], and the originally rough azimuth resolution will get worse by this approach [10]. As the azimuth resolution of the full-aperture result is controlled by the envelope of the spikes [10], the spike suppression can enhance the azimuth resolution at the same time.
The algorithms of suppressing the spikes while improving azimuth resolution are very beneficial to the ScanSAR-related applications.

In [22], an algorithm referred to as the linear prediction model aperture interpolation technique (LPM-AIT) was proposed to suppress spikes when the full-aperture imaging algorithm is used to process ScanSAR data. In the LPM-AIT, the gaps between bursts are recovered by the linear prediction model (LPM), and the coefficient of the LPM is estimated by the Burg algorithm [24]. A similar method is also used in the data infilling part of the algorithm in [8] to enhance the azimuth resolution when ScanSAR data imaged by a burst-by-burst approach. However, when using the LPM, the missing-data proportion should be no more than 50% [25], and the data recovery capability of the LPM decreases significantly as the proportion of missing data increases, which makes this algorithm only suitable for the ScanSAR system with no more than 2 subswaths. The number of subswaths in the ScanSAR mode is typically 2-5 [10], where the spike suppression performance of the LPM-AIT is limited when the ScanSAR data are processed by the full-aperture imaging algorithm.

In this manuscript, an improved full-aperture ScanSAR imaging algorithm integrating the missing-data iterative adaptive approach (MIAA) based aperture interpolation technique (MIAA-AIT) is proposed. The remainder of this manuscript is organized as follows. The problem we studied is described in Section 2. Section 3 is a description of the proposed method. The results and discussions of the method are given in Section 4, and the conclusions are drawn in Section 5.

2. Problem Statement

ScanSAR obtains a wide-swath image by periodically sweeping the antenna beam through different range subswaths, as shown in Figure 1(a). In each subswath, the received signal in the range direction is the same as those in the Stripmap mode. In the azimuth direction, however, the received signal is blocked into bursts and is equivalent to data truncated from the Stripmap mode data which causes incomplete signal phase history. Two adjacent bursts and zeros between them as a whole is called a subaperture, as shown in Figure 1(b).

With $T_B$ as the burst duration and $T_C$ as the burst cycle period, $N_B = T_B \times PRF$ is the number of samples per burst, and $N_C = T_C \times PRF$ is the number of samples in a burst cycle period, where PRF is the sampling frequency in the azimuth direction. Setting the number of subswaths in the ScanSAR system to $N_S$, then $T_C = N_S \times T_B$ [7, 26, 27]. The gaps between bursts can be treated as missing samples. The missing proportion $\gamma$ can be expressed as (1)

$$\gamma = \frac{T_C - T_B}{T_C} = \frac{N_C - N_B}{N_C} = 1 - \frac{1}{N_S} \#.$$  

In the following, we focus only on the azimuth direction of one subswath. For ScanSAR mode, a point-target azimuth signal before azimuth compression is

$$S_{raw}(\eta) = \sum_n A_0 \cdot \text{rect} \left( \frac{\eta - \eta_c^n}{T_B} \right) \exp \left\{ j \pi K_d \eta^2 \right\} \#.$$  

where $\eta$ is the azimuth time, $A_c$ is an arbitrary complex constant, $K_c$ is the azimuth chirp rate, $n$ is the burst number, $\eta_c$ is the burst center, and the zero Doppler moment of the target $\eta_d$ is set as zero. After padding zeros in the burst intervals, ScanSAR mode data can be coherently processed by standard Stripmap processors, referred to as the full-aperture approach. A point response of ScanSAR using the full-aperture imaging algorithm is equivalent to coherently adding the compression results of each burst.
\[ S(\eta) = \sum_{n} A_0 T_B \text{sinc} (K_a T_B \eta) \exp \left\{ j n K_a \eta_0 (\eta_0 - 2 n \eta_d) \right\}. \quad (3) \]

When several such pulses are added together, different phase slopes give spikes in the summation output. As shown in Figure 2(b), the main lobe and side lobe of the two-dimensional focus result of one point target are split into several parts along the azimuth direction, which is called “spike” phenomenon. Compared to the point target of the Stripmap mode, shown in Figure 2(a), the focus result of the point target is strongly deteriorated due to the existence of spikes. The upper right corner of Figures 2(a) and 2(b) are...
the images of strip and ScanSAR mode in the same real SAR science, respectively. We can see that the spikes seriously contaminate the ScanSAR image and influence the interpretation and applications [22].

Infilling the gaps between bursts with valid data is an effective strategy to suppress spikes and improve the azimuth resolution at the same time. Li et al. [22] used the LPM for data infilling between the burst. However, the number of samples that can be effectively predicted by the LPM is limited, and the missing-data proportion should be no more than 50% [25]. The number of subswaths in the ScanSAR mode is typically 2-5 [10], which means that the missing-data proportion will reach 50% to 80%. The performance of the LPM degrades significantly, and the effect of spike suppression is limited at such a high missing-data proportion. Therefore, a spike suppression approach that is more suitable for the ScanSAR data should be proposed.

3. Proposed MIAA-AIT Algorithm

After range compression and range cell migration correction (RCMC), we aim at recovering the gaps of the azimuth uncompensated SAR data by the MIAA-AIT algorithm. Recovering missing data caused by incomplete phase history from available data is widely used in [24, 25]. To make the recovered result more reliable, the quadratic phase term is usually removed by the dechirp operation and retained the linear phase term [22]. Because the phase history in ScanSAR mode is limited to the short span of the image by the antenna beam width, performing dechirp operation on the entire data will cause a large number of targets located at the same distance bin to have the same frequency, which will cause target confusion [9]. Thus, the proposed MIAA-AIT is performed for each subaperture to obtain nongapped subswath data.

Figure 3 shows the diagram of the processing flow chart and schematic signal format of one target in each step. The green boxes represent signal formats at different steps. The proposed MIAA-AIT includes three steps which are dechirp operation, MIAA for missing data prediction, and postprocessing. Among them, the red square is the key step of the manuscript, which will be explained in detail in the following. Finally, the azimuth compression is applied to the nongapped subswath data to acquire the final focused ScanSAR image.

3.1. Dechirp Preprocessing. The phase of each target is quadratic, as shown in (2), which is inconvenient for the application of MIAA. Dechirp preprocessing in the azimuth is performed by multiplying the conjugate of the azimuth chirp for each subaperture. After the dechirp processing, the target phase is linear with the azimuth, which is suitable for applying the MIAA.

3.2. Gap Recovery by the MIAA. The detailed data recovery process for each subaperture is shown in the black box of Figure 4. Let us take the n-th single subaperture as an example. Supposing that (4) is the azimuth signal of a subaperture after dechirp preprocessing.

$$
S_y = \begin{bmatrix}
S_{burst1}[1\times N_h] & S_{gap}[1\times(N_c-N_h)] & S_{burst2}[1\times N_h]
\end{bmatrix}^T,
$$

where $[,]^T$ denotes the transpose, $S_{burst1}$ and $S_{burst2}$ are the samples of two bursts in a subaperture which are available samples, and $S_{gap}$ is the missing samples between two bursts that need to be estimated. The MIAA uses iterative adaptive approach (IAA) spectrum estimate [28] to retrieve the missing data. First, the MIAA uses the IAA to obtain an accurate spectral estimation from the given samples. Then, the missing-data recovery step is performed using the IAA spectrum estimates by a linear minimum mean-squared error (MMSE) estimator with a negligible additional computational burden [29]. In the implementation of the proposed MIAA-AIT, the missing samples are recovered by the weighted average of the estimated results by $S_{burst1}$ and $S_{burst2}$ for robustness and efficiency.
Let us take the estimation by \( S_{\text{burst1}} \) as an example. Let \( S_b = S_{\text{burst1}} \), \( S_g = S_{\text{gap}} \) and \( S = [S_b \ S_g]^T \). Let \( \omega_k = 2\pi(k/K) \), \( k = 0, 1, 2 \cdots K - 1 \) be the frequency points in the frequency domain. \( K \) should be much larger than \( N_g \) [28, 29], and \( K \) is set to 8 times of \( N_g \) in our experiments. Let \( a_b(\omega_k) \) and \( a_g(\omega_k) \) be the Fourier vectors corresponding to \( S_b \) and \( S_g \) at frequency \( \omega_k \). The spectral of the available data \( S_b \) at the frequency \( \omega_k \) is estimated by the IAA, referred to as \( \hat{F}_{b1}(\omega_k) \). The IAA makes use of an adaptive weighting matrix to get the spectral of the available data in an iterative manner until convergence.

\[
\hat{F}_{b1}(\omega_k) = \frac{a_b^H(\omega_k)R^{-1}S_b}{a_b^H(\omega_k)R^{-1}a_b(\omega_k)} #, \tag{6}
\]

where \((\cdot)^H\) denotes the conjugate transpose and \( R \) is the covariance matrix of the given data, i.e.,

\[
R = \sum_{k=0}^{K-1} |F\Lambda_{b1}(\omega_k)|^2 a_b(\omega_k)a_b^H(\omega_k) #. \tag{7}
\]

The initialization of the IAA can be completed by setting \( R \) to the identity matrix \( I \). Instead of computing \( R \), we can directly get the inverse of \( R \) in each iteration. By taking advantage of the Toeplitz structure of the covariance matrix, the inversion of the covariance matrix can be converted to matrix multiplication operations with a much lower calculation amount [30, 31]. Typically, no more than 10 to 15 iterations are required for (6) reaching convergence [28, 29].

Figure 5: Comparison of the effectiveness of missing-data recovery. (a) Missing data recovery results for one random trial when the missing-data proportion is 80%. (b) AMSEs of the estimation results for different missing-data proportions.
Once the estimated spectrum $\widetilde{F}_{b_1} (\omega_k)$ has been computed, the missing samples in the time domain can be estimated by an MMSE estimator as shown in (8), which is the second step of the MIAA [29].

$$\hat{S}_{g_1} = \sum_{k=0}^{K-1} [F_{\text{IAA}}(\omega_k)]^2 a_{b_1}^H(\omega_k) R^{-1} S_b \mathbf{a}_g(\omega_k) \mathbf{h},$$  

(8)

Note that $\widetilde{F}_{b_1} (\omega_k)$ can be obtained from (6), and $a_{b_1}^H(\omega_k) R^{-1} S_b$ is the numerator on the right side of (6), which suggests that the computation cost of the missing data estimation after the IAA is very low. The whole missing samples estimation processing is parameter free. Similarly, the processing of obtaining $\hat{S}_{g_2}$ with $S_{\text{burst2}}$ is similar to obtaining $\hat{S}_{g_1}$ with $S_{\text{burst1}}$ in the same way. Then, the missing samples are recovered by the weighted average of the $\hat{S}_{g_1}$ and $\hat{S}_{g_2}$ as shown in Figure 4.

3.3. Postprocessing. The inverse operation of dechirp processing in step 3.1 is applied to recover the subaperture signal format corresponding to the standard ScanSAR mode. Figure 4 shows how to use the proposed MIAA-AIT to recover the gaps between the bursts. After all the gaps are recovered, subapertures are stitched together along the azimuth direction to obtain nongapped full-aperture data. Finally, azimuth compression is completed for nongapped full-aperture data, and the enhanced ScanSAR image can be obtained as shown in Figure 3.

Figure 6: Comparison of target amplitude estimation results with (a) complete samples. (b) Available samples. (c) Available samples and LPM-AIT-estimated gap samples. (d) Available samples and MIAA-AIT-estimated gap samples.

Figure 7: Two representative scenes imaged by the proposed algorithm. (a) Urban areas. (b) Rural areas.
4. Result

4.1. Simulation Results. Here, one-dimensional (1-D) simulation results are presented to demonstrate the performance of the proposed MIAA-AIT in two aspects: missing data recovery and spike suppression.

4.1.1. Accuracy of Missing Sample Estimation. The signal we consider consists of seven complex-valued sinusoidal components located at normalized frequencies \( f_1 = 0.1, f_2 = 0.17, f_3 = 0.19, f_4 = 0.2, f_5 = 0.23, f_6 = 0.24, \) and \( f_7 = 0.3 \) with complex amplitudes \( A_1 = 0.8, A_2 = 0.5, A_3 = 1, A_4 = A_5 = A_6 = 0.3, \) and \( A_7 = 1. \) The phases of this seven targets are set as \( \alpha_1 = 0.5, \alpha_2 = 0.3, \alpha_3 = 0.8, \alpha_4 = 0.5, \alpha_5 = 0.6, \alpha_6 = 0, \) and \( \alpha_7 = 0.8. \) The signal is corrupted by Gaussian white noise with a zero mean and a standard deviation of 0.1. We first illustrate the missing-data recovery ability of the proposed algorithm for the case of an 80% missing-data proportion, which represents five subswaths. The burst length \( N_B \) is 100 in the simulations, and therefore, the number of missing data points between two bursts in a subaperture is 400. The recovery result of the 400 missing samples for one random trial among 100 Monte Carlo trials is presented in Figure 5(a). It can be concluded from Figure 5(a) that all the missing samples can be estimated with high accuracy by the proposed MIAA-AIT algorithm. With the LPM-AIT, however, only missing samples that are close to the available data can be estimated with a relatively high accuracy, while the estimates in the middle exhibit a large deviation.

Next, we fix the burst length \( N_B = 100 \) and change the missing-data proportion from 50% to 83.3%, which represents 2 to 6 subswaths. The standard deviation of the

![Figure 8](image-url)  
**Figure 8:** Magnified area shown in Figure 7(a). (a) Stripmap mode. (b) ScanSAR data imaged by the full-aperture approach. (c) ScanSAR data imaged by the LPM-AIT. (d) ScanSAR data imaged by the MIAA-AIT.

![Figure 9](image-url)  
**Figure 9:** Radiometry comparison result of MIAA-AIT, LPM-AIT, full-aperture, and Stripmap over Figure 8.
Gaussian white noise is fixed at 0.1. For each case, 100 Monte Carlo trials are performed. The average mean squared error (AMSE) of the MIAA-AIT and the LPM-AIT for different missing-data proportions are shown in Figure 5(b). It can be concluded that the effect of the proposed algorithm is better than the LPM-AIT as the missing-data proportion increases. And the effect of the LPM-AIT deteriorates significantly when the missing-data proportion exceeds 50%. The average AMSE of MIAA-AIT is -20.5185 dB. The average AMSE of LPM-AIT is -7.6171 dB, which is 12.9014 dB higher than that of MIAA-AIT. These results demonstrate that the MIAA-AIT can predict missing data more accurately than the LPM-AIT. As a result, the proposed algorithm is more practical in the ScanSAR mode.

4.1.2. Performance in Spike Suppression. The effect of suppressing spikes caused by coherently processed multiple bursts is evaluated in this section. In this simulation, ten subapertures are used and the signal and noise settings are the same as that in part 4.1.1. The focused amplitude results of the complete samples, the available samples, the available samples with LPM-AIT-estimated samples, and the available samples with MIAA-AIT-estimated samples are shown in Figures 6(a)–6(d), respectively. The result of processing with gapped samples shows obvious spikes, as shown in Figure 6(b). In comparison, the LPM-AIT has some effect in alleviating the spikes, however, spikes still exist as shown in Figure 6(c). In Figure 6(d), spikes are almost completely suppressed, and the amplitudes are more accurate. Taking the targets amplitude estimation results with complete samples (Figure 6(a)) as reference, we calculate the difference between the other three estimation results and the reference, respectively. The sum of the difference between the amplitude estimation result from available samples (Figure 6(b)) and the reference is 72.898. The sum of the difference between the amplitude estimation result from LPM-AIT-estimated samples (Figure 6(c)) and the reference is 14.027. The sum of the difference between the amplitude estimation result from MIAA-estimated samples (Figure 6(d)) with the reference is 1.472. It can be seen from the numerical comparison that the amplitude estimated results by MIAA-AIT are more similar to the reference, which means the MIAA-AIT is more effective than the LPM-AIT. It is obvious that the MIAA-AIT has a better performance than the LPM-AIT in spike suppression.

4.2. Experimental Results. To demonstrate the performance of the proposed algorithm in spike suppression, experimental results on real SAR data are provided. As described in Section 2 and Figure 2(b), in the range direction, the received raw signal of ScanSAR are the same as those in the Stripmap mode; in the azimuth direction, the raw ScanSAR data are equivalent to the periodically truncated Stripmap mode data. Therefore, obtaining raw data of the ScanSAR mode is equivalent to introducing periodic gaps into raw stripmap data. In addition, to verify the effectiveness of the proposed algorithm in the real SAR scene, we need to utilize the imaging result of the Stripmap mode as a reference. Thus, in our experiment, we obtain ScanSAR mode raw data by introducing periodic gaps into raw stripmap data.

The raw data were collected with an experimental interferometric airborne SAR system developed by the Institute of Electronics, Chinese Academy of Science. The system operates at the C-band (5.4 GHz); the PRF is 750 Hz; the average flight speed is 68 m/s, and the size of the antenna is 0.9 m. First, the spike suppression performance of the proposed algorithm is demonstrated. Then, interferograms acquired with the MIAA-AIT are given.

4.2.1. The Results of Spike Suppression. In the experiment, the ScanSAR system has five subswaths with a missing-data proportion of 80%, which is generally used in the ScanSAR system. The length of the synthetic aperture time is about 5000 samples, the length of one burst is set as 300 samples, and the length of the burst cycle is 1500 samples. Two representative scenes, shown in Figure 7, are selected to demonstrate the advantages of the proposed algorithm. Both two scenes are corresponding to 11 bursts with an area of 1485 meters in azimuth direction and 1100 meters in range direction. The pixel spacing in the azimuth is about one-fifth of the pixel spacing in range; thus, the images are multilooked 5 times in azimuth when displaying. The overall ScanSAR images are well focused, and no obvious spike phenomena exist.
The area shown in Figure 7(a) is primarily composed of man-made structures, representing an urban area. The local scene highlighted in Figure 7(a) by a red rectangle is magnified for a comparison with the other algorithms as shown in Figure 8. Based on a visual comparison of Figures 8(b)–8(d), the LPM-AIT can reduce the spikes to some extent compared to the full-aperture approach. The proposed algorithm has a better performance in spike suppression. The outlines of the artificial buildings are clearer in Figure 8(d) because the spikes are suppressed more thoroughly by the proposed algorithm.

To illustrate the advantage of the proposed method in radiometry performance, we integrate pixels of the amplitude image of Figures 8(a)–8(d) across range direction as shown in Figure 9. In the area of buildings where most of the scatterers are bright scatterers, the performance of both MIAA-AIT and LPM-AIT is close to that of the Stripmap and the performance of the MIAA-AIT is slightly better than the LPM-AIT. This shows that both MIAA-AIT and LPM-AIT have a good processing effect on bright scatterers, but MIAA-AIT is better than LPM-AIT. In the area near the buildings, where few strong scatterers represent, the difference in radiometry performance is relatively large. The radiometry performance in these areas reflects the spike suppression performance of the algorithms. The lower the value, the better the spike suppression performance. Overall, the value of MIAA-AIT is lower than that of the LPM-AIT and closer to the value of the Stripmap. Thus, the MIAA-AIT has better suppression performance than the LPM-AIT. This further demonstrates the image quality improvement of the proposed algorithm.

We want to verify whether this improvement comes from the improvement of the quality of the recovered missing data by the proposed algorithm compared to the LPM-AIT. By

![Figure 11: Magnified area shown in Figure 7(b). (a) Stripmap mode. (b) ScanSAR data imaged by a full-aperture approach. (c) ScanSAR data imaged by the LPM-AIT. (d) ScanSAR data imaged by the MIAA-AIT.](image)

![Figure 12: Azimuth profiles of the selected point-like target in Figure 10(a).](image)

| Table 1: IC comparison of two representative scenes (Figures 8 and 10). |
|-----------------------------|-----------------------------|
| IC value of Figure 8       | IC value of Figure 10       |
| Full-aperture              | 2.2061                      | 1.0281                      |
| LPM-AIT                    | 2.8176                      | 1.2505                      |
| MIAA-AIT                   | 3.1959                      | 1.5731                      |
simulation experiments, as shown in Figure 5, we have shown that the missing data recovered by the proposed algorithm has better quality than the missing data recovered by the LPM-AIT. Due to the complexity of real SAR data, it is meaningless to directly compare the recovered data. Therefore, we can verify the effectiveness of the recovered data by

Figure 13: Interferograms of Scene in Figure 7(a). (a) Stripmap mode. (b) ScanSAR data processed by full-aperture approach. (c) ScanSAR data processed by the IPM-AIT. (d) ScanSAR data processed by the MIAA-AIT.

Figure 14: Interferograms of Scene in Figure 7(b). (a) Stripmap mode. (b) ScanSAR data processed by a full-aperture approach. (c) ScanSAR data processed by the LPM-AIT. (d) ScanSAR data processed by the MIAA-AIT.
comparing the imaging results using only the recovered data. To compare the validity of the recovered data, we replace the available data (the burst) with zero and complete the imaging process using only the predicted data by LPM-AIT and MIAA-AIT method, respectively. The imaging results are given in Figure 10. Obviously, the MIAA-AIT retains more details of the scene. The local scene marked by the yellow rectangle is enlarged and displayed in the lower right corner. We can see that in Figure 10(b) many relatively weak targets such as flat ground and low-rise houses are clearer than that in Figure 10(a). It shows that the signals of these relatively weak targets are not effectively recovered by the LPM-AIT, but can be better recovered by the proposed algorithm. More useful information can be remained in the data predicted by the proposed algorithm, so the final image processed by the proposed algorithm is better than that processed by the LPM-AIT.

In addition to an urban area, the results of the proposed algorithm applied to a rural area are presented in Figure 7(b). The results of the local scene marked by the red rectangle in Figure 7(b) are shown in Figure 11. The proposed algorithm also has a better performance in suppressing spikes in rural areas. Compared with Figure 11(b) and 11(c), the shadows are more properly defined, and the contours of the mountains are more distinguishable in Figure 11(d). The spikes neighboring the strong scatterers are almost all eliminated in Figure 11(d). Azimuth profiles of the point-like target marked by a red circle in Figure 11(a) are plotted in Figure 12, where a green line, a red line, and a blue line represent the azimuth profiles using the full-aperture algorithm, the LPM-AIT, and the MIAA-AIT, respectively. It can be seen that spikes are more thoroughly eliminated by the proposed algorithm, and the azimuth resolution of the target significantly increased compared with the result processed by the full-aperture approach.

**Figure 15:** Difference maps of interferograms in Figure 13 processed by full-aperture, LPM-AIT, and MIAA-AIT, against Stripmap mode. (a) full-aperture against Stripmap; (b) LPM-AIT against Stripmap; (c) MIAA-AIT against Stripmap.

**Figure 16:** Statistical curve of the absolute value of the phase difference shown in Figure 15.
Table 2: Statistical results of difference maps of interferograms processed by full-aperture, LPM-AIT, and MIAA-AIT, against Stripmap mode. (a) Interferograms in Figure 12. (b) Interferograms in Figure 13.

(a) Phase diff. < 0.1 rad | 0.1 rad ≤ phase diff. ≤ 0.5 rad | Phase diff. > 0.5 rad
---|---|---
Full-aperture | 49.49% | 35.84% | 14.67%
LPM-AIT | 52.37% | 33.29% | 14.34%
MIAA-AIT | 55.08% | 31.83% | 13.09%

(b) Phase diff. < 0.1 rad | 0.1 rad ≤ phase diff. ≤ 0.5 rad | Phase diff. > 0.5 rad
---|---|---
Full-aperture | 43.44% | 41.56% | 15.00%
LPM-AIT | 44.83% | 42.41% | 12.76%
MIAA-AIT | 45.96% | 44.24% | 9.80%

Image contrast (IC) value can be used to evaluate the quality of the SAR image [32]. Here, we use the standard deviation amplitude contrast function in reference [32] to calculate the IC value of each image as shown in (9).

\[
IC = \sqrt{\frac{E\{(A - E\{A\})^2\}}{E\{A\}}} #,
\]

where \(A\) is the amplitude of the image, \(E\{\bullet\}\) means averaging operation, thus \(E\{A\}\) is the mean of the image amplitude. Table 1 shows the IC value comparison of the imaging results by three different methods on the urban scene shown in Figure 8, and the nonurban scene shown in Figure 11. The IC value of the image processed by the proposed algorithm is higher than that processed by the LPM-AIT in both two scenes, which means the image quality obtained by the proposed method is better. This further illustrates the effectiveness of the processed algorithm.

4.2.2. The Results of Interferometry Application. Section 4.2.1 has thoroughly demonstrated the spike suppression ability of the proposed algorithm over the ScanSAR images. Interferometric application can also benefit from the remarkable spike suppression performance to improve the ScanSAR interferogram quality. In this section, interferograms obtained using the proposed algorithm are presented to show the ability of the method in interferometry application. Interferograms of the two representative scenes in Figure 7 processed using the Stripmap mode, the full-aperture approach, the LPM-AIT, and the proposed approach are shown in Figures 13 and 14.

Interferograms are contaminated due to phase information in the spikes when they are processed with only the gapped data, as shown in Figure 13(b). Sites A and B in Figure 13 are buildings. The shape of the building at site A processed by the MIAA-AIT is narrower than that processed by the LPM-AIT and more similar to that processed by the Stripmap mode. In site B, although it has been improved compared to Figure 13(b), the outlines of the buildings processed by the LPM-AIT is blurred due to the phase information in spikes. The outlines of the buildings processed by the MIAA-AIT are clearer than the LPM-AIT and more similar to that processed by the Stripmap mode. Figure 15 shows three-phase difference maps of interferograms in Figure 13 processed by full-aperture, LPM-AIT, and MIAA-AIT, against Stripmap mode. It can be seen that on both sides of buildings, the phase difference of MIAA-AIT is much smaller than the LPM-AIT. Figure 16 shows the statistical curve of the absolute value of the phase difference. To show the results more clearly, the phase difference is displayed in logarithmic format. And the display range is only to \(\pi\), because the differences are almost within \(\pi\). Table 2(a) shows the numerical statistics results. It can be seen that the point number of MIAA-AIT with very small phase difference are larger than that of the LPM-AIT and full-aperture. And the point number of MIAA-AIT with large phase difference is smaller than that of the full-aperture and LPM-AIT. Therefore, we can conclude the MIAA-AIT has better spike performance in interferometric application in urban areas.

In the rural scene, the interferogram processed by the proposed algorithm also has good performance in spike suppression, as shown in Figure 14. The interferogram processed by the full-aperture approach exists spikes, introducing additional noise to the interferogram. It can be seen that the spike phenomenon in the interferogram processed by the MIAA-AIT is less than that of LPM-AIT, but it is not so obvious. The reason is that there are fewer bright points in the rural area than in the urban area. Figure 17 shows three-phase difference maps of interferograms in Figure 14 processed by full-aperture, LPM-AIT, and MIAA-AIT, against Stripmap mode. The corresponding statistical results are shown in Figure 18. Same as Figure 16, the phase difference is displayed in logarithmic format and the display range is only to \(\pi\). Table 2(b) shows the numerical statistics. In the range where the phase difference is close to 0, the point number of MIAA-AIT is much higher than the number of full-aperture and LPM-AIT. And the point number of the MIAA-AIT with large phase difference is smaller than that of full-aperture and LPM-AIT. Therefore, it can be concluded that the effect
of MIAA-AIT in rural area is still better than that of LPM-AIT, but compared with urban areas, the advantages are not so prominent.

Based on the above analysis, the proposed algorithm can be used in interferometry application to improve interferograms in the ScanSAR mode.

5. Conclusions

This manuscript studies the spike contamination problems of ScanSAR mode data. When ScanSAR data are processed using the full-aperture approach, images are contaminated by spikes, and additional noise is introduced to the interferograms. Spike contamination of full-aperture ScanSAR image limits ScanSAR-related applications, such as target detection and interferometry. To solve this problem, an improved algorithm named the MIAA-AIT is proposed in this manuscript. In the MIAA-AIT, the gaps between bursts are recovered by the MIAA, which is a nonparametric missing-data recovery methodology. Compared with the existing LPM based algorithm, the proposed algorithm has a better performance on spike suppression and can improve the azimuth resolution of the full-aperture ScanSAR images. Experiment results show that more useful information can be remained in the data predicted by the proposed algorithm, therefore the final image processed by the proposed algorithm is better than that processed by the existing LPM based algorithm. The proposed MIAA-AIT algorithm has better applicability than the LPM-AIT for spike suppression and azimuth resolution enhancement when processing ScanSAR data by the full-aperture imaging algorithm. The proposed algorithm can also be used in interferometry to improve the quality of interferograms.

The results of this study show that by infilling the gaps between bursts with valid samples, the ScanSAR images processed by full-aperture approach can be significantly

Figure 17: Difference maps of interferograms in Figure 14 processed by full-aperture, LPM-AIT, and MIAA-AIT, against Stripmap mode. (a) Full-aperture against Stripmap; (b) LPM-AIT against Stripmap; (c) MIAA-AIT against Stripmap.

Figure 18: Statistical curve of the absolute value of the phase difference shown in Figure 16.
improved. The spikes can be suppressed effectively, and the azimuth resolution can be improved at the same time. This is very beneficial to ScanSAR-related applications. Therefore, it is worth further study.
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