A mathematical model that integrates cardiac electrophysiology, mechanics, and fluid dynamics: Application to the human left heart
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Abstract
We propose a mathematical and numerical model for the simulation of the heart function that couples cardiac electrophysiology, active and passive mechanics and hemodynamics, and includes reduced models for cardiac valves and the circulatory system. Our model accounts for the major feedback effects among the different processes that characterize the heart function, including electro-mechanical and mechano-electrical feedback as well as force-strain and force-velocity relationships. Moreover, it provides a three-dimensional representation of both the cardiac muscle and the hemodynamics, coupled in a fluid–structure interaction (FSI) model. By leveraging the multiphysics nature of the problem, we discretize it in time with a segregated electrophysiology-force generation-FSI approach, allowing for efficiency and flexibility in the numerical solution. We employ a monolithic approach for the numerical discretization of the FSI problem. We use finite elements for the spatial discretization of partial differential equations. We carry out a numerical simulation on a realistic human left heart model, obtaining results that are qualitatively and quantitatively in agreement with physiological ranges and medical images.
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1 | INTRODUCTION

Cardiovascular diseases represent the major cause of death in the adult population of the western world. While in-vivo measuring techniques allow to inspect and quantify the heart function and dysfunction, these measures often lack resolution or accuracy, and may be invasive. Mathematical models for computational medicine can provide tools to simulate the human heart function, complementing experimental measurements, providing further insight into the cardiac function, and assisting in the development of personalized treatments.
The heart function results from the interplay of several different physical processes, ranging from the sub-cellular scale to the tissue one. Electrochemical processes drive the excitation of cardiac muscular cells, resulting in the generation of an active force during contraction that, together with the passive mechanical properties of the cardiac tissue, interacts with the blood within the heart chambers, pumping it towards the circulatory system. Understanding and then modeling the multiphysics and multiscale nature of the heart function, as well as feedback effects among its components, is crucial for constructing an accurate computational model of the heart.

Several mathematical and numerical heart models have been proposed in recent years. Most of them focus on some specific feature of the heart function, by surrogating the remaining ones with models of reduced dimensionality: electrophysiology,\textsuperscript{13–20} cardiac mechanics and electromechanics\textsuperscript{21–33} or computational fluid dynamics (CFD) of the blood.\textsuperscript{34–43} Only few works also consider the interplay between hemodynamics and cardiac mechanics in a fluid–structure interaction (FSI) framework,\textsuperscript{44–48} while neglecting or simplifying the electrical processes generating the contraction.\textsuperscript{49–52}

Albeit each of the above-mentioned models can provide meaningful insight into the cardiac function in both healthy and pathological conditions, they often neglect the feedback mechanisms that relate the different components. Conversely, fully integrated models featuring multiphysics coupling of electrophysiology, mechanics and fluid dynamics\textsuperscript{12,53–56} can provide a very accurate description of the physics of the heart, at the price of a high model complexity and large computational cost.

One of the first fully coupled heart models was provided by the UT-Heart simulator,\textsuperscript{10,11,55} and was subsequently employed for personalized clinical case studies.\textsuperscript{57} Another fully coupled model was proposed in Reference [12]. There, the authors focus on right and left ventricular systole, while providing a simplified description of the atria and neglecting the presence of valves, at the same time providing important details on the computational strategies that allow to exploit high-performance computing facilities for cardiac simulations. In Reference [58], a biventricular fully coupled model is proposed for the study of a left ventricular assist device. The complexity of the model is leveraged to analyze the effect of different working regimes of the device, both on the hemodynamics and on the mechanical function of the heart. In Reference [59,60], a coupled fluid–structure-electrophysiology left heart model is presented, relying on the immersed boundary method in a finite volumes /finite differences combined framework for the numerical discretization. The model yields a good agreement with physiology, in terms of both mechanical and hemodynamic indicators. However, it uses a simplified phenomenological description of force generation,\textsuperscript{61} neglecting feedbacks from fiber shortening; moreover, the interplay between heart and circulation is treated by means of Windkessel models. The same authors also provide a GPU-accelerated version of the same model in Reference [62], obtaining a significant computational speedup, and they extend the model to a whole heart in Reference [63], at the same time presenting a proof-of-concept virtual clinical trial that highlights how fully coupled models of this type can have a significant impact on the clinical practice. Finally, in Reference [64] a simplified 2D fluid–structure-electrophysiology interaction model is developed for embryonic hearts. To the best of our knowledge, no other works focus on a fully integrated model of the heart.

In this work, we propose a novel multiphysics coupled model featuring a three-dimensional description of cardiac electromechanics, active and passive mechanics, and hemodynamics, together with a closed-loop lumped-parameter model to simulate systemic and pulmonary circulation. We will refer to the different physical components (electrophysiology, contractile force generation, mechanics, fluid dynamics, circulation) as core models. The proposed model includes several of the feedback mechanisms that regulate the heart function, including mechano-electric feedbacks,\textsuperscript{65} force-strain and force-velocity relationships,\textsuperscript{66} FSI between the blood and the muscle,\textsuperscript{67} and the feedback between the heart and the circulation.\textsuperscript{30,41,68} In particular, the feedback between force generation and fiber shortening and shortening velocity was found to be highly important in cardiac electromechanics,\textsuperscript{24} allowing to obtain physiologically realistic flow rates through semilunar valves that would otherwise be significantly higher than what is experimentally observed. The force-strain relationship, instead, is the microscopic basis for the macroscopic Frank-Starling effect. Moreover, FSI modeling allows to capture dynamic effects such as the presence of pressure gradients and pressure waves, overcoming some of the limitations of uncoupled CFD and electromechanics models, such as the inability of the former to reproduce isovolumetric phases.\textsuperscript{40,69} We test our model on a realistic human left heart, comprising the left ventricle, left atrium and a portion of the ascending aorta, as well as the mitral and aortic valves.

Due to the complexity and large scale of the problem at hand, it is crucial to employ efficient numerical schemes for its solution. A critical issue is the numerical treatment of the coupling conditions between the different core models. One possible approach is to solve the fully coupled problem monolithically.\textsuperscript{34} However, this requires the development of complex solvers and ad-hoc preconditioners, and it lacks flexibility in the choice of the discretization schemes and parameters for each core model. Inspired by Reference [30], we choose a segregated-staggered scheme, in which all coupling terms are treated explicitly when possible. Implicit, monolithic coupling is used for fluid–structure interaction.\textsuperscript{57} Spatial
discretization is achieved by means of the finite element method. The proposed computational framework leverages high-performance computing techniques to enable large-scale simulations, based on the finite element library life.

We run a numerical simulation and compare the value of several indicators against normal ranges, obtaining a satisfactory agreement. A qualitative match with physiological behavior is also observed in terms of ventricular pressure and volume traces, as well as three dimensional deformation and flow patterns. Overall, the results indicate that the proposed computational framework can provide an accurate and physiologically sound description of the physics of the heart.

This paper is structured as follows: in Section 2, we present in detail the mathematical models employed and the numerical scheme. Section 3 presents and analyzes the simulation results. Finally, in Section 4, we point at some shortcomings in the proposed model, and, in Section 5, we draw some conclusive remarks.

# 2 | MODELS AND METHODS

In the following sections, we provide details on the mathematical models used in the description of the heart and on the numerical methods used in their discretization.

## 2.1 | Mathematical models

Let be an open, bounded domain, changing in time and representing the volume occupied by a human left heart at every time instant during the heartbeat. We partition the domain into the subdomains and , representing the volume occupied by the blood and that occupied by the solid heart wall respectively. We denote their interface by . We further partition the fluid and solid subdomains into , , and , for representing the left ventricle (LV), the left atrium (LA), the ascending aorta (AA) and the valve region (including both the mitral and the aortic valve, Section 2.1.4), for either the fluid or the solid domains. On the boundary of any of the defined sets, denotes the outward directed normal unit vector. On , denotes the normal unit vector directed outward from the fluid domain and inward into the solid domain.

All the previously defined domains are moving in time as the heart beats (to keep the notation light, we omit the explicit dependence of the domains on time). We define a fixed reference configuration to keep track of the deformation. For each of the previously defined sets, we use a hat to denote the corresponding set in reference configuration. We refer to the moving configuration as the current configuration. The evolution in time of the current configuration is described by the following maps:

---

**Figure 1** Solid (A,B, on the left) and fluid (A,B, on the right) computational domains. (A) Partition of the domain volume into (left ventricle), (left atrium), (ascending aorta) and (mitral and aortic valve regions), where the subscript denotes the fluid and solid subdomains, respectively. (B) Partition of the boundary into walls, inlets and outlet sections and fluid–solid interface.
\( \mathcal{L}_s : \hat{\Omega}_s(0, T) \rightarrow \Omega_s \quad \Omega_s = \{ x = \mathcal{L}_s(\tilde{x}, t), \tilde{x} \in \hat{\Omega}_s \} \),

\( \mathcal{L}_f : \hat{\Omega}_f(0, T) \rightarrow \Omega_f \quad \Omega_f = \{ x = \mathcal{L}_f(\tilde{x}, t), \tilde{x} \in \hat{\Omega}_f \} \).

The precise definition of the maps depends on the physical models defined on each subdomain, and is detailed in the following sections.

We denote by \( t \in (0, T) \) the independent variable representing time, by \( x \) the spatial coordinates in the current configuration, and by \( \tilde{x} \) the spatial coordinates in reference configuration.

We consider a coupled problem involving several physical models: electrophysiology, active force generation, cardiac FSI and circulation hemodynamics. The unknowns of the model are determined by solving a coupled system of differential equations representing an electrophysiology-mechanics-fluid dynamics (EMF) interaction problem:

\[
\begin{align*}
v : \hat{\Omega}^{LV}_s \times (0, T) & \rightarrow \mathbb{R} \quad \text{transmembrane potential,} \\
w : \hat{\Omega}^{LV}_s \times (0, T) & \rightarrow \mathbb{R}^{N_w} \quad \text{ionic gating variables,} \\
z : \hat{\Omega}^{LV}_s \times (0, T) & \rightarrow \mathbb{R}^{N_z} \quad \text{ionic concentrations,} \\
s : \hat{\Omega}^{LV}_s \times (0, T) & \rightarrow \mathbb{R}^{N_{act}} \quad \text{activation state,} \\
d : \hat{\Omega}_s \times (0, T) & \rightarrow \mathbb{R}^3 \quad \text{solid displacement,} \\
d_{ALE} : \hat{\Omega}_f \times (0, T) & \rightarrow \mathbb{R}^3 \quad \text{fluid domain displacement,} \\
u : \Omega_f \times (0, T) & \rightarrow \mathbb{R}^3 \quad \text{fluid velocity,} \\
p : \Omega_f \times (0, T) & \rightarrow \mathbb{R} \quad \text{pressure,} \\
c : (0, T) & \rightarrow \mathbb{R}^{N_{circ}} \quad \text{circulation state variables.}
\end{align*}
\]

The remainder of this section is devoted to the description of the models and equations that compose the EMF problem. In the following, we omit the numerical values of all the parameters mentioned, that could be found in Appendix D.

### 2.1.1 Fiber generation

Cardiac tissue is organized in sheets of fibers, which determine a preferential direction for the conduction of the electrical signal\(^8,9,75\) and are relevant in characterizing the passive and active mechanical properties of the cardiac muscle.\(^76,77\) We incorporate fibers in the model by defining, at every point \( \tilde{x} \in \Omega_s \), a local orthonormal basis \( \{ f_0, s_0, n_0 \} \) representing the local direction of fibers, fiber sheets and normal to fiber sheets.\(^17\)

As the fiber direction is rarely available from experimental data, it is often reconstructed in a preprocessing step using rule-based algorithms.\(^17,78,79\) For our left heart model, we combine different Laplace-Dirichlet Rule-Based Methods (LDRBMs), namely the one presented in Reference \([80]\) for ventricular fibers and the one presented in Reference \([17]\) for left atrial fibers.

### 2.1.2 Electrophysiology

Cardiac cells can be excited by an electrical stimulus, triggering a series of subcellular mechanisms resulting in an action potential that manifests as a variation in time of the transmembrane potential,\(^8,9,81,82\) that is, the difference of potential between the intracellular and extracellular spaces.

We model the ventricle \( \hat{\Omega}^{LV}_s \) as electrically excitable, while other portions of the solid domain, including \( \hat{\Omega}^{LA}_s \), are regarded as electrically passive, i.e. they do not generate action potentials. We remark that this is a simplification for what concerns the LA (see Section 4).
The evolution of the transmembrane potential \(v\) is described by the monodomain equation\(^8\) augmented with the mechano-electric feedbacks.\(^6\) Let \(F = I + \mathbf{d}\) and \(J = \det F\). The monodomain equation reads

\[
\begin{align*}
& J \chi C_m \frac{\partial v}{\partial t} - \nabla \cdot (J F^{-1} D_m F^T \nabla v) + J \chi I_{\text{ion}}(v, w, z) = J \chi I_{\text{app}}(\mathbf{\hat{x}}, t) \quad \text{in} \quad \Omega^\text{LV} \times (0, T), \\
& J F^{-1} D_m F^T \nabla v \cdot \mathbf{n} = 0 \quad \text{on} \quad \partial \Omega^\text{LV} \times (0, T), \\
& v = v_0 \quad \text{in} \quad \Omega^\text{LV} \times \{0\},
\end{align*}
\]

(1)

where \(\chi\) and \(C_m\) are the membrane surface-to-volume ratio and membrane capacitance, respectively.

The vector \(w\) collects the recovery (or gating) variables,\(^7\) that for a single cell represent fractions of open ionic channels, while \(z\) is a vector of ionic concentrations. Most notably, one of the variables within the vector \(z\) represents the intracellular calcium concentration \([\text{Ca}^{2+}]_i\). The evolution of \(w\) and \(z\) is modeled by coupling (1) with the ionic model by ten Tusscher and Panfilov,\(^8\) which also defines the ionic current \(I_{\text{ion}}(v, w, z)\). The model is expressed by a system of ODEs defined at each point \(\mathbf{\hat{x}} \in \Omega^\text{LV}\):

\[
\begin{align*}
\frac{\partial w}{\partial t} &= F_w^{\text{ion}}(v, w) \quad \text{in} \quad \Omega^\text{LV} \times (0, T), \\
\frac{\partial z}{\partial t} &= F_z^{\text{ion}}(v, w, z) \quad \text{in} \quad \Omega^\text{LV} \times (0, T), \\
w &= w_0 \quad \text{in} \quad \Omega^\text{LV} \times \{0\}, \\
z &= z_0 \quad \text{in} \quad \Omega^\text{LV} \times \{0\}.
\end{align*}
\]

We remark that \(F_w^{\text{ion}}\) and \(F_z^{\text{ion}}\) do not involve spatial derivatives of \(w, z\) or \(v\). For the precise definition of \(F_w^{\text{ion}}, F_z^{\text{ion}}\) and \(I_{\text{ion}}\), we refer to Reference \(^8\). The initial states \(v_0, w_0\) and \(z_0\) are obtained by solving a reduced, zero-dimensional monodomain equation for a large number of heartbeats, until a periodic limit cycle is reached.\(^30,8\)

The tensor \(D_m\) in (1) incorporates the conductivity properties of the tissue, and is defined as

\[
D_m = \sigma^F_m \frac{F_0 \otimes F_0}{\|F_0\|^2} + \sigma^l_m \frac{F_0 \otimes F_0}{\|F_0\|^2} + \sigma^n_m \frac{F_0 \otimes F_0}{\|F_0\|^2}.
\]

(2)

Here, \(\sigma^F_m, \sigma^l_m\) and \(\sigma^n_m\) are conductivities in the direction of fibers, sheets and normal to sheets respectively.

The formulations of both the monodomain Equation (1) and the conductivity tensor (2) incorporate the so-called geometry-mediated mechano-electric feedback mechanisms, through the terms \(J\) and \(F\)\(^19,31,6,8\) that account for the fact that the electrical stimulus is propagating in a deforming medium. We point out that ours is not the only approach to modeling geometry-mediated mechano-electric feedback, regarding both the monodomain Equation (1) and the definition of the conductivity tensor (2). Multiple strategies are compared in Reference \(^6\), finding that different approaches only have mild effects on the numerical results. However, our model does not include other effects such as nonselective stretch-activated currents or mechanically induced calcium release,\(^8\) which may become relevant in pathological conditions.\(^6\)

Finally, \(I_{\text{app}}\) is a time-dependent forcing term that provides the initial stimulus. We impose an applied current on three points \(\mathbf{x}_{\text{app}}^0, \mathbf{x}_{\text{app}}^1\) and \(\mathbf{x}_{\text{app}}^2\) on the endocardial surface of the ventricle, to trigger the electrical activation (Figure 2A). The applied current has the following analytical expression:

\[
I_{\text{app}}(\mathbf{\hat{x}}, t) = \begin{cases} 
\sum_{i=0}^3 A_{\text{app}} \exp \left\{ - \left( \frac{\| \mathbf{\hat{x}} - \mathbf{x}_{\text{app}}^i \|}{r_{\text{app}}} \right)^2 \right\} & \text{if } t \in (0, T_{\text{app}}], \\
0 & \text{if } t > T_{\text{app}}.
\end{cases}
\]

This mimics the effect of the bundle branches, while the cardiac conduction system, including the Purkinje network, is not explicitly modeled.\(^15,18,20,86,87\) The stimulus is repeated every \(T_{\text{hb}} = 800\) ms to obtain multiple heartbeats.
2.1.3 Force generation model

In response to the electrical excitation, muscular cells shorten, generating an active contractile force. As done for the electrophysiology, we model the ventricle $\Omega_{LV}$ as actively contracting, whereas all other subdomains are treated as mechanically passive.

We use the activation model RDQ20-MF presented in Reference [66]. The model is biophysically detailed, in the sense that it provides an explicit representation of the subcellular mechanisms leading to the generation of contractile force. Moreover, it includes the feedback between force generation and sarcomere length, responsible for the Frank-Starling mechanism,\(^8,9,88,89\) and between force generation and fiber shortening velocity.\(^8,90\) Both were found to be fundamental in capturing accurately the heart function, especially for what concerns the hemodynamics. Indeed, it was shown in Reference [24] that including the force-velocity relationship is crucial to obtain realistic values for the flowrates through semilunar valves.

The RDQ20-MF model is expressed in terms of a system of ODEs defined at each point of $\Omega_{LV}$:

$$\begin{align*}
\frac{\partial s}{\partial t} &= F_{\text{act}}(s, [\text{Ca}^{2+}], SL, \frac{\partial SL}{\partial t}) \quad \text{in } \Omega_{LV} \times (0, T), \\
s &= s_0 \quad \text{in } \Omega_{LV} \times \{0\}.
\end{align*}$$

In the above system, $s$ is a vector of variables defining the contraction state of cardiac cells, and SL is the sarcomere length, defined as $SL = SL_0\sqrt{I_{sf}}$. $SL_0$ is the sarcomere length at rest.\(^66\) and $I_{sf} = Ff_0 \cdot FF_0$ is a measure of the stretch along the fibers.

In practice, to compute SL, we solve the following regularization problem:

$$\begin{align*}
-\delta_{SL}^2 \Delta SL + SL &= SL_0\sqrt{I_{sf}} \quad \text{in } \Omega_{LV} \times (0, T), \\
\delta_{SL}^2 \nabla SL \times n &= 0 \quad \text{on } \partial \Omega_{LV} \times (0, T),
\end{align*}$$

with $\delta_{SL}$ a suitable regularization radius parameter. This has the effect of preventing sharp variations of SL over spatial scales smaller than $\delta_{SL}$.\(^30\)

The generated active force is computed at every point $\hat{x} \in \Omega_{LV}$ as a function $F_{\text{act}}(s)$ of the contraction state $s$. For the precise definition of $F_{\text{act}}$ and $T_{\text{act}}$, we refer to Reference [66]. The force-velocity relationship may yield instabilities, which are prevented with a numerically consistent stabilization as described in Reference [91].
The initial state \( s_0 \) is obtained by solving the system (3) uncoupled from the other models, until a steady state solution is reached.

### 2.1.4 Solid mechanics

The deformation of the heart wall is modeled in a Lagrangian reference framework with the elastodynamics equation.\(^{92}\) The vector \( \mathbf{d} \) describes the displacement of the solid domain, so that

\[
\mathcal{L}_s(\mathbf{x}, t) = \mathbf{x} + \mathbf{d}(\mathbf{x}, t) \quad \mathbf{x} \in \hat{\Omega}_s , t \in (0, T) .
\]

Let \( \Gamma^\text{epi}_s \subset \partial \hat{\Omega}_s \setminus \Sigma \) be the epicardial boundary, corresponding to the outer wall of the heart, \( \Gamma^\text{PV}_s \subset \partial \hat{\Omega}_s \setminus \Sigma \) be the portion of the boundary corresponding to the pulmonary veins sections, and \( \Gamma^\text{ao}_s \subset \partial \hat{\Omega}_s \setminus \Sigma \) be the one corresponding to the AA terminal section (Figure 1B). The equations for solid mechanics read

\[
\begin{align*}
\rho_s \frac{\partial \mathbf{d}}{\partial t} - \nabla \cdot P_s(\mathbf{d}, s) &= 0 \\
\mathbf{d} &= 0 \\
P_s(\mathbf{d}, s)\mathbf{n} &= -\left(\mathbf{n} \otimes \mathbf{n}\right) \left(K^\text{epi}_s \mathbf{d} + C^\text{epi}_s \mathbf{d}_t\right) \\
\mathbf{d} &= \mathbf{d}_0
\end{align*}
\]

in \( \hat{\Omega}_s \times (0, T) \),

on \( \left(\Gamma^\text{PV}_s \cup \Gamma^\text{ao}_s\right) \times (0, T) \),

on \( \Gamma^\text{epi}_s \times (0, T) \),

in \( \hat{\Omega}_s \times \{0\} \).

In the above system, \( \rho_s \) is the density of the solid and \( P_s(\mathbf{d}, s) \) is the first Piola-Kirchhoff stress tensor. The stress tensor incorporates both the passive and the active mechanical properties of the material. We work in the active stress framework,\(^7,26,30,93–96\) decomposing the stress tensor into the sum of a passive and an active term:

\[
P_s(\mathbf{d}, s) = P_{\text{pas}}(\mathbf{d}) + P_{\text{act}}(\mathbf{d}, s) .
\]

The passive part is obtained as the derivative of a strain energy function \( \mathcal{W} \) that characterizes the mechanical properties of the material\(^92\):

\[
P_{\text{pas}}(\mathbf{d}) = \frac{\partial \mathcal{W}}{\partial F} .
\]

We use the Guccione anisotropic constitutive law\(^33,97\) in both the ventricle \( \hat{\Omega}_s^{\text{LV}} \) and the atrium \( \hat{\Omega}_s^{\text{LA}} \). In \( \hat{\Omega}_s^{\text{AA}} \) and \( \hat{\Omega}_s^{\text{ring}} \) we use an isotropic neo-Hookean material model.\(^92\) In both cases, we treat the solid as nearly incompressible, by penalizing local volume variations in the strain energy function. See Appendix A for the definitions of the constitutive laws.

The active part of the stress tensor is computed as a function of the activation state, through

\[
P_{\text{act}}(\mathbf{d}, s) = T_{\text{act}}(s) \frac{\mathbf{f}_0 \otimes \mathbf{f}_0}{\sqrt{I_{4f}}} .
\]

The boundary conditions imposed on the mechanics equations are a homogeneous Dirichlet condition on \( \Gamma^\text{PV}_s \) and \( \Gamma^\text{ao}_s \),\(^2\) and a generalized visco-elastic Robin boundary condition on \( \Gamma^\text{epi}_s \). The latter has the purpose of modeling the presence of the pericardial sac that surrounds the heart and provides mechanical support. For simplicity, in this study homogeneous coefficients \( K^\text{epi}_s, K^\text{epi}_s, C^\text{epi}_s \) and \( C^\text{epi}_s \) are considered. A more physiologically accurate model employs heterogeneous coefficients, accounting for the different organs surrounding the heart.\(^28,32\) Finally, no boundary conditions are prescribed on \( \Sigma \) since the interface conditions for the fluid–solid coupling are set on that portion of \( \partial \hat{\Omega}_s \) (see Section 2.1.7).
Initial conditions
We start from a model of the left heart that corresponds to a configuration reconstructed from CT and MRI scans.\(^9\) Such configuration is subject to the load of blood pressure on the endocardial wall, while the elastodynamics Equation (5) is formulated assuming that \(\mathcal{O}_s\) is stress-free. Therefore, as a preprocessing step, we compute a stress-free reference configuration using the unloading algorithm presented in Reference [30].

From there, we determine the initial condition for the solid displacement \(\mathbf{d}_0\) by solving a quasi-static ramp, as described in Reference [30], imposing an initial pressure \(p_0\) on the endocardial wall. We choose \(p_0\) to match typical values at the end of the diastolic phase. We remark that different initial pressures \(p_{0,\text{LA}}\), \(p_{0,\text{ring}}\), \(p_{0,\text{LV}}\) and \(p_{0,\text{AA}}\) are prescribed on the boundaries of the different chambers.\(^{24}\)

Material interface regularization
The different material models used result in sharp discontinuities across the interface between the atrioventricular ring subdomain and the atrium and ventricle subdomains. These do not constitute an issue from the point of view of solid mechanics. However, they lead to the formation of corners at the fluid–solid interface, which pose a relevant numerical issue for the fluid domain displacement inducing mesh elements distortion (see Section 2.1.5). To overcome it, we regularize the interface between \(\mathcal{O}_s^{LV}\) and \(\mathcal{O}_s^{\text{ring}}\) as follows. As a preprocessing step, a Laplace problem is solved to obtain a function \(\psi\) that varies smoothly from 0 in \(\mathcal{O}_s^{\text{ring}}\) to 1 in the apical portion of \(\mathcal{O}_s^{LV}\). We then set

\[
c_{\text{buf}}(\mathbf{x}) = \frac{1}{2} \left[1 - \cos \left( \frac{\pi \min \{\psi, \psi_{\text{th}}\}}{\psi_{\text{th}}} \right) \right],
\]

where \(\psi_{\text{th}}\) is a threshold value that controls the size of the regularization region. Both \(\psi\) and \(c_{\text{buf}}\) are depicted in Figure 2B. Finally, we redefine the stress tensor in \(\mathcal{O}_s^{LV}\) as a convex combination of the Guccione (G) and neo-Hookean (NH) stress tensors so that the transition between the material of the ventricle (or the atrium) and the atrioventricular ring is smooth:

\[
P_{\text{pas}}(\mathbf{d}) = c_{\text{buf}} P_G(\mathbf{d}) + (1 - c_{\text{buf}}) P_{\text{NH}}(\mathbf{d}).
\]

This implies that there is a smooth transition between an orthotropic constitutive law and an isotropic one, in the regularization region. The regularization is included at the interfaces between \(\mathcal{O}_s^{LV}\) and \(\mathcal{O}_s^{\text{ring}}\) and between \(\mathcal{O}_s^{\text{LA}}\) and \(\mathcal{O}_s^{\text{ring}}\).

2.1.5 | Fluid domain displacement
We account for the motion of \(\mathcal{O}_f\) in the arbitrary Lagrangian–Eulerian (ALE) framework.\(^{99,100,101}\) The vector \(\mathbf{d}_{\text{ALE}}\) represents the displacement of the fluid domain, such that

\[
\mathcal{L}_f(\mathbf{x}, t) = \mathbf{x} + \mathbf{d}_{\text{ALE}}(\mathbf{x}, t) \quad \mathbf{x} \in \mathcal{O}_f, t \in (0, T).
\]

Inspired by References [58,102-104], we use a fictitious non-linear solid material to model the displacement of the fluid domain, so that \(\mathbf{d}_{\text{ALE}}\) solves at every time \(t\) the following stationary problem:

\[
\begin{align*}
- \nabla \times P_{\text{ALE}}(\mathbf{d}_{\text{ALE}}) &= 0 \quad \text{in } \hat{\mathcal{O}}_f, \\
\mathbf{d}_{\text{ALE}} &= \mathbf{d} \quad \text{on } \hat{\Sigma}, \\
\mathbf{d}_{\text{ALE}} &= 0 \quad \text{on } \hat{\Gamma}_f^{PV} \cup \hat{\Gamma}_f^{ao},
\end{align*}
\]
Where in \(^{103,104}\)

\[
P_{\text{ALE}} = \frac{1}{q} \left( I - (F_{\text{ALE}}F_{\text{ALE}}^T)^{-1} \right),
\]

\[
P_{\text{ALE}} = I + d_{\text{ALE}}.
\]

In the above, \(q\) is a scale-invariant mesh quality metric that has the purpose of stiffening the regions of the fluid domain with highly distorted element, aiming at preventing solver breakdown. It is defined element-wise as

\[
q(x) = \frac{|D_{\text{ALE}}|^2}{3(\det D_{\text{ALE}})^{\frac{1}{3}}},
\]

where \(D_{\text{ALE}} = F_{\text{ALE}} \nabla \mathcal{M}\) and \(\mathcal{M}\) is the linear mapping from the unit simplex to the element in current configuration.

We remark that (6) is non-linear, since \(P_{\text{ALE}}\) is a non-linear function of \(d_{\text{ALE}}\). Therefore, its solution is significantly more complex and costly than that of other typically used operators, such as the harmonic extension operator\(^{43,52,67}\) or linear elasticity.\(^{101,105}\) On the other hand, however, we found that this results in an increased robustness with respect to large deformations, preventing the inversion of mesh elements, that would result in the breakdown of the numerical solver. Indeed, for our numerical experiments, harmonic extension or linear elastic operators were not robust enough, even when including Jacobian- or boundary-based stiffening.\(^{106,101}\)

We define the ALE velocity as the time derivative of \(d_{\text{ALE}}\), pushed forward to the current configuration, namely

\[
u_{\text{ALE}}(x, t) = \frac{\partial d_{\text{ALE}}}{\partial t}(\mathcal{L}_0^{-1}(x, t), t).
\]

### 2.1.6 Fluid dynamics

The evolution of fluid velocity \(u\) and pressure \(p\) is prescribed by the Navier–Stokes equations for a Newtonian, incompressible fluid\(^{71}\): \(^{77}\)

\[
\begin{align*}
\rho_l \left[ i \frac{\partial u}{\partial t} + (u - u_{\text{ALE}}) \times \nabla u \right] - \nabla \times \sigma_l(u, p) + \mathcal{R}(u, u_{\text{ALE}}) &= 0 \quad \text{in} \ \Omega_f \times (0, T), \\
\nabla \times u &= 0 \quad \text{in} \ \Omega_f \times (0, T), \\
\sigma_l(u, p)n &= -p_{\text{in}}(t)n \quad \text{on} \ \Gamma^{\text{PV}}_f \times (0, T), \\
\sigma_l(u, p)n &= -p_{\text{out}}(t)n \quad \text{on} \ \Gamma^{\text{ao}}_f \times (0, T), \\
u &= 0 \quad \text{in} \ \Omega_f \times \{0\}.
\end{align*}
\]

In the above system, \(\rho_l\) denotes the fluid density, and the stress tensor \(\sigma_l\) is given by

\[
\sigma_l(u, p) = \mu_l(\nabla u + \nabla u^T) - pI,
\]

where \(\mu_l\) is the dynamic viscosity. \(\mathcal{R}(u)\) is a resistive term that accounts for the presence of valves in a penalty-based approach (see below).\(^{43,107-111}\)

In analogy with the solid mechanics problem (Section 2.1.4), no boundary conditions are prescribed on \(\Sigma\) since, on that portion of \(\partial \Omega_l\), the interface conditions for the fluid–solid coupling are imposed (see Section 2.1.7). The functions \(p_{\text{in}}(t)\) and \(p_{\text{out}}(t)\) are pressures provided by the circulation model (see Section 2.1.8) for the pulmonary venous and systemic arterial circulation compartments, respectively.
Valve modeling
Heart compartments are separated by valves that prevent reverse flow. For a left heart model, the mitral valve (MV) separates the LV and the LA, and the aortic valve (AV) separates the LV and the AA. Accurate modeling and numerical simulation of the valves is challenging: the valves are thin structures, they undergo large displacements, and contact phenomena play a major role in their physiological function. Our interest mainly lies in the macroscopic effect of the opening and closing of the valves onto the blood flow, rather than on an accurate description of valve motion. In particular, we want our model to describe the role of valves in ensuring the correct direction of the flow through the heart, and to capture the formation of jets and vortices associated to the presence of valve leaflets.

Therefore, we use a reduced approach for the modeling of valves, based on the Resistive Immersed Implicit Surface (RIIS) method. Each valve, at any time $t \in (0, T)$, is represented by a surface $\Gamma_k$, $k \in \{\text{MV, AV}\}$, immersed in the fluid domain. For $k \in \{\text{MV, AV}\}$, let $\phi_k^t(x)$ be the signed distance function from the surface $\Gamma_k$. The Navier–Stokes momentum Equation (7) includes the penalization term $\mathcal{R}(u, u_{ALE})$ forcing the fluid velocity to match the valve velocity (with respect to the moving frame of the domain) near the immersed surfaces:

$$\mathcal{R}(u, u_{ALE}) = \sum_{k \in \{\text{MV, AV}\}} \frac{R_k}{\varepsilon_k} \delta_{\varepsilon_k}(\phi_k^t(x))(u - u_{ALE} - u_{\Gamma_k}) .$$

In the above, $R_k$ are resistance parameters, $\varepsilon_k$ are valves half-thicknesses, $u_{\Gamma_k}$ is the valve velocity with respect to the moving domain, and $\delta_{\varepsilon_k}$ is a smoothed delta function, defined as

$$\delta_{\varepsilon_k}(y) = \frac{1}{2\varepsilon_k} \left( 1 + \cos \left( \frac{\pi y}{\varepsilon_k} \right) \right) \text{ if } |y| \leq \varepsilon_k ,$$

$$\delta_{\varepsilon_k}(y) = 0 \text{ if } |y| > \varepsilon_k .$$

We account for the opening and closing of valves by deforming the corresponding surfaces. Although we do not include any FSI model for the valves, their opening and closing times are determined based on the pressure jump across the immersed surfaces while the durations of opening and closing are prescribed. We refer to Reference [43] and Appendix B for more details.

Flow stabilization and turbulence modeling
Blood flow in the heart chambers is characterized by a regime of transition to turbulence. To account for that, we use the VMS-LES model for fine scales. We refer the interested reader to Reference [121] for details on the VMS-LES approach to turbulence modeling. We remark that, with respect to the original formulation, the stabilization terms and stabilization parameters are modified to account for the RIIS method, as presented in Reference [43].

We set Neumann boundary conditions on boundaries $\Gamma_{PV}^f$ and $\Gamma_{AO}^f$. Neumann conditions may cause instability phenomena in case of inflow. Therefore, we make use of backflow stabilization in the form of inertial stabilization as presented in Reference [122]: Neumann boundary conditions are modified by imposing

$$\begin{align*}
\sigma_l(u, p) n &= -p_{in}(t) n + \beta \frac{\rho_l}{2} |u \times n| - u \text{ on } \Gamma_{PV}^f \times (0, T) , \\
\sigma_l(u, p) n &= -p_{out}(t) n + \beta \frac{\rho_l}{2} |u \times n| - u \text{ on } \Gamma_{AO}^f \times (0, T) ,
\end{align*}$$

where $|u \times n| = \min\{u \times n, 0\}$ and $\beta = 1$.

2.1.7 Fluid–structure interaction
The fluid and solid models are coupled by kinematic and dynamic interface conditions on $\Sigma$ that prescribe the continuity of velocity and of stresses.
\[
\begin{align*}
\mathbf{u} &= \mathbf{d}t & \text{on } \Sigma \times (0, T), \\
\sigma_t(\mathbf{u}, p)n &= \sigma_s(\mathbf{d}, s)n & \text{on } \Sigma \times (0, T).
\end{align*}
\]

In the above, \(\sigma_s(d)\) is the Cauchy stress tensor for the solid, related to the first Piola-Kirchhoff tensor by

\[
J\sigma_s(d, s) = F_{P_{s}}(d, s)^T.
\]

### 2.1.8 Circulation model

Inlet and outlet conditions for the fluid model are provided by a zero-dimensional circulation model,\(^{30,43,68,125}\) representing the whole closed-loop circulation with a lumped-parameter approach. The model includes four different circulation compartments (systemic arterial, systemic venous, pulmonary arterial and pulmonary venous) as well as the four heart chambers. Using an electric circuit analogy\(^{68}\) represented in Figure 3, the circulation compartments are modeled as RLC circuits, heart chambers are modeled as time-varying elastances, and valves are modeled as non-ideal diodes.

In order to couple it to the three-dimensional FSI model, we remove from the full circulation model those compartments that have a three-dimensional description, that is the left atrium, the left ventricle, and mitral and aortic valves.\(^{43}\) The remaining unknowns are the volumes and pressures of the right atrium and ventricle (\(V_{RA}, p_{RA}, V_{RV}\) and \(p_{RV}\)), pressures and flow rates through the four circulation compartments, except for the pulmonary venous flow rate (\(p_{SYS}^{\text{RV}}, Q_{SYS}^{\text{RV}}, p_{SYS}^{\text{VEN}}, Q_{SYS}^{\text{VEN}}, p_{PUL}^{\text{AR}}, Q_{PUL}^{\text{AR}}\) and \(p_{PUL}^{\text{VEN}}\)), and flow rates through tricuspid and pulmonary valves (\(Q_{PV}\) and \(Q_{TV}\)). Collecting all the circulation variables into the vector \(c(t)\), the circulation problem can be stated in compact form as a differential-algebraic equation:

\[
F_{\text{circ}} \left( \frac{\partial c}{\partial t}, c, t \right) = 0.
\]

Refer to Appendix \(C\) for the definition of \(F_{\text{circ}}\).

Following,\(^{126,43}\) the 0D circulation model is coupled to the 3D fluid model by imposing the continuity of stresses and of fluxes at the 3D-0D interface: for \(t \in (0, T)\),

\[
F_{\text{circ}} \left( \frac{\partial c}{\partial t}, c, t \right) = 0.
\]
\[ p_{\text{in}}(t) = p_{\text{in}}^{\text{LA}}(t), \]
\[ p_{\text{out}}(t) = P_{\text{SYS}}(t) + R_{\text{SYS \, upstream}} Q_{\text{AV}}(t), \]
\[ Q_{\text{PUL \, VEN}}(t) = - \int_{\Gamma_{\text{PV}}} (\mathbf{u} - \mathbf{u}_{\text{ALE}}) \times \mathbf{n} \, d\gamma, \]
\[ Q_{\text{AV}}(t) = \int_{\Gamma_{\text{A}}} (\mathbf{u} - \mathbf{u}_{\text{ALE}}) \times \mathbf{n} \, d\gamma. \]

A derivation of the flowrate coupling conditions can be found in Appendix C.1. We remark that, with respect to Reference [43], we include the resistance term \( R_{\text{SYS \, upstream}} Q_{\text{AV}}(t) \) when coupling the outlet to the systemic arterial compartment. This has the role of avoiding reflections of pressure waves at the outlet, that would otherwise result in unphysical oscillations.\(^{127}\) \( p_{\text{in}}^{\text{LA}}(t) \) is the pressure downstream of the pulmonary veins compartment (Figure 3). We remark that we are imposing the same pressure on all pulmonary vein inlets. Although this approach is common in the cardiac modeling literature,\(^{140,69}\) different pressures at the different pulmonary veins could be imposed through suitable modifications of the lumped parameter model.

### 2.2 Numerical discretization

We detail the discretization strategy used to numerically solve the fully coupled EMF problem, starting from the semi-discretization in time (Section 2.2.1) and then describing spatial discretization (Section 2.2.2).

#### 2.2.1 Time discretization

We introduce a partition of the time interval \( (0, T) \) into sub-intervals \( (t_i, t_{i+1}] \), with \( i = 0,1,...,N_T, t_0 = 0 \) and \( t_{N_T} = T \), and such that \( t_{i+1} - t_i = \Delta t \) for all \( i \). From here on, we denote the approximation of any of the solution variables at a given timestep \( t_n \) with the superscript \( n \), for example, \( \mathbf{u}^n \approx \mathbf{u}(t_n) \).

We employ a staggered scheme for the coupling of the different systems of equations, schematically represented in Figure 4. The scheme is based on solving separately the different subproblems, using an explicit coupling whenever stability is not a concern. We remark that we use an implicit coupling of the FSI problem.\(^{67}\) The scheme is derived from

---

**Figure 4** Time advancing scheme for the coupled model. The numbers correspond to the steps described in Section 2.2.1.
that in Reference [30] for the electromechanics of the left ventricle, adapted to include the three dimensional description of the blood hemodynamics.

We use finite differences for the approximation of time derivatives appearing in the different model equations. Electrophysiology is characterized by a faster dynamics than the other models, and requires a smaller timestep for an accurate solution. Therefore, we discretize it with a timestep \( \Delta t_{EP} = \frac{\Delta t}{N_{EP}} \), with \( N_{EP} \in \mathbb{N} \). Given the solution variables and the domain \( \Omega^t \) at timestep \( t_n \), in order to compute the solution at timestep \( t_{n+1} \) we perform the following steps:

1. Electrophysiology: we solve \( N_{EP} \) time advancing steps of the electrophysiology problem, that is: setting \( v^n_0 = v^n \) and \( w^n_i = w^n_i \), for \( i = 0, 1, \ldots, N_{EP} - 1 \):
   a. we compute \( w^n_{i+1} \) and \( z^n_{i+1} \) by solving the ionic model
   b. We use an implicit-explicit (IMEX) scheme, with an implicit discretization of gating variables and an explicit discretization of ionic concentrations.\(^{128,30}\)
   c. Then, we solve the monodomain equation to compute \( v_{i+1}^{n+1} \):
   d. System (9) relies on a semi-implicit discretization, since the ionic current term is computed using the transmembrane potential at previous subiteration, \( v^n_i \). Therefore, the problem is linear.
   f. We set \( v^{n+1} = v^n_{N_{EP}}, w^{n+1} = w^n_{N_{EP}} \) and \( z^{n+1} = z^n_{N_{EP}} \);

2. Force generation model: we compute \( \text{SL}^n \) solving (4) using \( \text{d}^n \) to compute \( I_{df} \), then we solve the activation model to compute \( s^{n+1} \)
   a. \( \frac{s^{n+1} - s^n}{\Delta t} = F_{act} \left( s^n, \frac{[\text{Ca}^{2+}]^n_{i+1}}{\Delta t}, \text{SL}^n, \frac{\text{SL}^n - \text{SL}^{n-1}}{\Delta t} \right) \).

3. Fluid domain displacement: we compute \( \text{d}^{n+1}_{\text{ALE}} \) by solving
   a. \[
   \begin{cases}
   -\nabla \cdot P_{\text{ALE}}(\text{d}^{n+1}_{\text{ALE}}) = 0 & \text{in } \hat{\Omega}_f \\
   \text{d}^{n+1}_{\text{ALE}} = \text{d}^n & \text{on } \hat{\Sigma} \\
   \text{d}^{n+1}_{\text{ALE}} = 0 & \text{on } \Gamma^{W}_{f} \cup \Gamma^{p}.
   \end{cases}
   \]

We remark that we compute \( \text{d}^{n+1}_{\text{ALE}} \) from the displacement \( \text{d}^n \) from the previous timestep, so that the geometric FSI coupling condition is treated explicitly. We then update the fluid domain \( \Omega^{n+1}_f \) according to the displacement \( \text{d}^{n+1}_{\text{ALE}} \) and compute
4. Valves position: we update the position of the valves according to their opening state and to \( \mathbf{d}_{\text{ALE}}^{n+1} \), computing the surfaces \( \Gamma_{\text{MV}}^{n+1} \) and \( \Gamma_{\text{AV}}^{n+1} \) (see Appendix B);
5. Circulation: we compute the flow rates at the 3D-0D interface as

\[
(\mathbf{Q}_{\text{VEN}}^{n+1})^+ = -\int_{\Gamma_{\text{PV}}} (\mathbf{u}^n - \mathbf{u}_{\text{ALE}}^{n+1}) \times \mathbf{n} \, d\gamma,
\]

\[
(\mathbf{Q}_{\text{AV}}^{n+1})^+ = \int_{\Gamma_{\text{P}}} (\mathbf{u}^n - \mathbf{u}_{\text{ALE}}^{n+1}) \times \mathbf{n} \, d\gamma,
\]

then advance the circulation model (2.1.8) with an explicit Runge–Kutta scheme,\(^{71}\) to compute \( \mathbf{c}^{n+1} \);
6. Fluid–structure interaction: we solve the FSI problem to compute \( \mathbf{d}^{n+1}, \mathbf{u}^{n+1}, \mathbf{p}^{n+1} \)

\[
\begin{pmatrix}
\rho_l \frac{\mathbf{d}^{n+1} - 2 \mathbf{d}^n + \mathbf{d}^{n-1}}{\Delta t^2} - \nabla \cdot \mathbf{P}_s \left( \mathbf{d}^{n+1}, \mathbf{s}^{n+1} \right) = 0 & \text{in } \tilde{\Omega}_s,

\mathbf{d}^{n+1} = \mathbf{0} & \text{on } \Gamma_{\text{PV}} \cup \Gamma_{\text{SO}}^{n+1},

\mathbf{P}_s \left( \mathbf{d}^{n+1}, \mathbf{s}^{n+1} \right) \mathbf{n} = -\left( \hat{\mathbf{n}} \times \mathbf{n} \right) \left( \mathbf{k} \mathbf{n}^{\text{epi}} \mathbf{d}^{n+1} + C_1^{\text{epi}} \frac{\mathbf{d}^{n+1} - \mathbf{d}^n}{\Delta t} \right) & \text{on } \Gamma_{\text{epi}}^{n+1},

- \left( I - \hat{\mathbf{n}} \times \mathbf{n} \right) \left( \mathbf{k} \mathbf{n}^{\text{epi}} \mathbf{d}^{n+1} + C_1^{\text{epi}} \frac{\mathbf{d}^{n+1} - \mathbf{d}^n}{\Delta t} \right) & \text{on } \Omega_{\text{EP}}^{n+1},

\rho_l \left[ \mathbf{u}^{n+1} - \mathbf{u}^n \right] + \left( \mathbf{u}^{n+1} - \mathbf{u}_{\text{ALE}}^{n+1} \right) \mathbf{n} & \text{on } \Gamma_{\text{F}}^{n+1},

- \nabla \cdot \left( \mathbf{u}^{n+1}, \mathbf{p}^{n+1} \right) + \mathbf{R} \left( \mathbf{u}^{n+1}, \mathbf{u}_{\text{ALE}}^{n+1} \right) = 0 & \text{in } \Omega_{\text{f}},

\nabla \cdot \mathbf{u}^{n+1} = 0 & \text{in } \Omega_{\text{f}},

\sigma_l \left( \mathbf{u}^{n+1}, \mathbf{p}^{n+1} \right) \mathbf{n} = -\left( \mathbf{P}_{\text{VEN}}^{n+1} \right) \mathbf{n} + \rho_l \frac{\beta}{2} \left( \mathbf{u}^{n+1} \mathbf{n} - \mathbf{u}_{\text{ALE}}^{n+1} \mathbf{n} \right) & \text{on } \Gamma_{\text{PV}},

\sigma_l \left( \mathbf{u}^{n+1}, \mathbf{p}^{n+1} \right) \mathbf{n} = -\left( \mathbf{P}_{\text{AR}}^{n+1} \right) \mathbf{n} + \rho_l \frac{\beta}{2} \left( \mathbf{u}^{n+1} \mathbf{n} - \mathbf{u}_{\text{ALE}}^{n+1} \mathbf{n} \right) & \text{on } \Gamma_{\text{F}}^{n+1},

\mathbf{u}^{n+1} = \frac{\mathbf{d}^{n+1} - \mathbf{d}^n}{\Delta t} & \text{on } \Sigma,

\sigma_l \left( \mathbf{u}^{n+1}, \mathbf{p}^{n+1} \right) \mathbf{n} = \sigma_s \left( \mathbf{d}^{n+1}, \mathbf{s}^{n+1} \right) \mathbf{n} & \text{on } \Sigma.
\end{pmatrix}
\]

For our numerical simulations, we set \( \Delta t = 0.2 \text{ ms} \) and \( N_{\text{EP}} = 2 \), so that \( \Delta t_{\text{EP}} = 0.1 \text{ ms} \).

2.2.2 | Space discretization

We introduce a tetrahedral mesh in both domains \( \hat{\Omega}_s \) and \( \hat{\Omega}_f \), represented in Figure 5A,B. At their interface \( \hat{\Sigma} \), the fluid and solid meshes are conforming. The mesh \( \hat{\Omega}_f \) is updated following the displacement \( \mathbf{d}_{\text{ALE}} \), resulting in a tetrahedral mesh over the domain \( \Omega_f \). The spatial discretization is finer in the region near the valves, to allow better capturing their presence. We report details about the mesh size and number of elements in Table 1.
The time-discrete ionic model (8) is solved at every vertex in the solid mesh. Then, ionic current $I_{\text{ion}}(v, w, z)$ is evaluated at every mesh vertex, and interpolated on quadrature nodes of the mesh. This approach is referred to as ionic current interpolation (ICI) in the literature.\textsuperscript{129,130}

We discretize in space the electrophysiology model (9) with piecewise quadratic finite elements.\textsuperscript{70,71} Indeed, quadratic finite elements have been shown to provide improved accuracy with a lower number of degrees of freedom, with respect to linear elements, for cardiac electrophysiology.\textsuperscript{131} Since the ionic current term is known from the solution of the ionic model, the resulting problem is linear and symmetric. We solve it with the conjugate gradient (CG) method,\textsuperscript{71,132} preconditioned with an algebraic multigrid (AMG) preconditioner.\textsuperscript{133} We point out that, in principle, while we do not consider it in this work, a staggered scheme may allow to use a finer spatial discretization for the electrophysiology problem, e.g. by using intergrid transfer operators as presented in Reference \textsuperscript{134}. Monodomain conductivities were calibrated to obtain physiological conduction velocities and activation times for the chosen mesh resolution and polynomial degree.

The system (10) is solved at every node in the computational mesh. The regularization problem (4) is solved by means of linear finite elements, using a regularization radius $\delta_{\text{SL}}$ proportional to the mesh size. The resulting linear system is solved with the CG method, using AMG preconditioning.

The ALE lifting problem (11) is discretized in space with piecewise linear finite elements. The resulting problem is linearized with Newton's method and then solved with the GMRES method,\textsuperscript{71,132} preconditioned with AMG.

The FSI problem (12) is discretized monolithically, using condensation of interface variables.\textsuperscript{51,52,54,67} We found that the monolithic approach is computationally more efficient and robust with respect to partitioned approaches based on subiterations between the fluid and the solid models, as detailed in Reference [67]. Piecewise linear finite elements are used for the discretization of fluid velocity, fluid pressure and solild displacement. The use of VMS-LES model for the fluid equations yields a stable numerical solution even though linear finite element spaces for pressure and velocity do not fulfill the inf-sup condition.\textsuperscript{71} The VMS-LES model also provides stabilization for the advection-dominated regime.\textsuperscript{121} The resulting problem is linearized with Newton’s method, and solved with the GMRES method, using a block lower-triangular preconditioner described in Reference [67].

| $h_{\text{min}}$ (mm) | $h_{\text{avg}}$ (mm) | $h_{\text{max}}$ (mm) | # elem. | # nodes |
|-----------------------|-----------------------|-----------------------|---------|---------|
| Fluid                 | 0.51                  | 1.6                   | 4.7     | 790,533 | 137,504 |
| Solid                 | 0.59                  | 2.1                   | 5.7     | 234,132 | 63,834 |

The time-discrete ionic model (8) is solved at every vertex in the solid mesh. Then, ionic current $I_{\text{ion}}(v, w, z)$ is evaluated at every mesh vertex, and interpolated on quadrature nodes of the mesh. This approach is referred to as ionic current interpolation (ICI) in the literature.\textsuperscript{129,130}

We discretize in space the electrophysiology model (9) with piecewise quadratic finite elements.\textsuperscript{70,71} Indeed, quadratic finite elements have been shown to provide improved accuracy with a lower number of degrees of freedom, with respect to linear elements, for cardiac electrophysiology.\textsuperscript{131} Since the ionic current term is known from the solution of the ionic model, the resulting problem is linear and symmetric. We solve it with the conjugate gradient (CG) method,\textsuperscript{71,132} preconditioned with an algebraic multigrid (AMG) preconditioner.\textsuperscript{133} We point out that, in principle, while we do not consider it in this work, a staggered scheme may allow to use a finer spatial discretization for the electrophysiology problem, e.g. by using intergrid transfer operators as presented in Reference \textsuperscript{134}. Monodomain conductivities were calibrated to obtain physiological conduction velocities and activation times for the chosen mesh resolution and polynomial degree.

The system (10) is solved at every node in the computational mesh. The regularization problem (4) is solved by means of linear finite elements, using a regularization radius $\delta_{\text{SL}}$ proportional to the mesh size. The resulting linear system is solved with the CG method, using AMG preconditioning.

The ALE lifting problem (11) is discretized in space with piecewise linear finite elements. The resulting problem is linearized with Newton's method and then solved with the GMRES method,\textsuperscript{71,132} preconditioned with AMG.

The FSI problem (12) is discretized monolithically, using condensation of interface variables.\textsuperscript{51,52,54,67} We found that the monolithic approach is computationally more efficient and robust with respect to partitioned approaches based on subiterations between the fluid and the solid models, as detailed in Reference [67]. Piecewise linear finite elements are used for the discretization of fluid velocity, fluid pressure and solid displacement. The use of VMS-LES model for the fluid equations yields a stable numerical solution even though linear finite element spaces for pressure and velocity do not fulfill the inf-sup condition.\textsuperscript{71} The VMS-LES model also provides stabilization for the advection-dominated regime.\textsuperscript{121} The resulting problem is linearized with Newton’s method, and solved with the GMRES method, using a block lower-triangular preconditioner described in Reference [67].
3 | NUMERICAL RESULTS AND DISCUSSION

We run numerical simulations on a left heart model provided by Zygote Media Group, representing the heart of an average 21-year-old male. Preprocessing of the geometry was done using the algorithms presented in Reference [135] as implemented in the software library VMTK. Solvers for the individual core models and for the coupled model were implemented in the C++ library deal.II. We run the simulations using 192 parallel processes on the GALILEO100 supercomputer at the CINECA high-performance computing center (Italy).

We simulate three heartbeats, setting $T = 3T_{hb} = 2.4 \, $s$, and consider only the last heartbeat in our analysis (starting at $t_0 = 2T_{hb} = 1.6 \, $s$), to reduce the effect of initial conditions. Starting from the beginning of the third heartbeat, a periodic limit cycle is reached in terms of ventricular and atrial volumes and pressures. We shall denote with $t_{hb} = t - t_0$ times relative to the third heartbeat.

For each heartbeat, the simulation takes approximately 21 h of wall time, 92% of which is spent assembling and solving the FSI problem, 6% assembling and solving the ALE lifting problem and 2% assembling and solving the electrophysiology problem. The force generation model only requires 0.2% of the total wall time.

We found that the computational time associated to the ALE lifting is considerably higher using the non-linear problem (6) than using simpler harmonic or linear elastic lifting operators (for which the wall time would be less than 1% of the total). However, the latter frequently lead to mesh element inversion and solver breakdown, whereas the non-linear operator we employ has proven to be much more robust with respect to deformations. Therefore, we deem the extra computational cost to be justified by the increased reliability of the solver.

For post-processing, we compute the average pressure of each compartment (LA, LV, AA) by averaging the pressure inside a spherical control volume within that compartment (see Figure 5C). In Figure 6, we report the average pressure, volume and volume derivative over time of the compartments. Table 2 collects some quantitative indicators for the heart function, comparing the values obtained by our simulation with data from the medical literature. Our numerical results are consistent with the clinically measured ranges. In the following sections, we provide details on the simulation results for each of the four heartbeat phases (identified in the plots of Figure 6).
3.1 | **Isovolumetric contraction**

The heartbeat starts from the end of the diastolic filling phase, with the MV open and the AV closed (see Figure 6). The electrical stimulus is applied to the activation points of the left ventricle (see Section 2.1.2), leading to it being completely activated within $t_{hb} = 100$ (Figure 7A). This leads to the increase of intracellular calcium concentration (Figure 7D), which subsequently determines the generation of contractile force within the ventricular wall (Figure 7B). Intraventricular pressure rises, triggering the closure of the MV. When the valve is closed ($t_{hb} = 89$ ms), the ventricle is at its end-diastolic volume $EDV = 139$ ml.

At this point, the isovolumetric contraction (IVC) phase starts: both valves are closed, and the ventricular pressure increases rapidly (see Figures 6 and 7F) while the volume is maintained approximately constant. Our model does not capture exactly the conservation of ventricular blood volume during this phase, due to the explicit discretization of the fluid domain displacement (11) and to the use of the resistive model for valves, which allows for a little flow through the immersed surfaces. Nonetheless, during isovolumetric contraction the maximum volume variation equals 0.7 ml, corresponding to 0.5% of the EDV. We deem this spurious variation to be acceptable, in accordance with similar spurious variations observed in the cardiac modeling literature.59

During the IVC phase, the ventricle undergoes a small deformation, with its shape becoming slightly more spherical (see Figure 7B,E) as described in Reference [8,148].

The IVC phase lasts for $T_{IVC} = 64.2$ ms, consistently with physiological behavior.144,149 When the pressure in the ventricle becomes larger than the pressure in the aorta, the opening of the AV is triggered and the ejection phase starts.

We remark that the possibility of including isovolumetric phases in a three-dimensional hemodynamics model is distinctive of FSI,67 as those phases cannot be represented by electromechanics-driven CFD models,43 unless ad-hoc techniques are implemented.60,69

### 3.2 | **Ejection**

Blood is ejected from the ventricle into the aorta (Figure 8B). The maximum flow rate through the AV orifice is attained at $t_{hb} = 231$ ms, and it equals $Q_{AV_{max}} = 510$ ml/s, consistently with physiology.143,150 It corresponds to an average velocity magnitude of $|\mathbf{u}|_{AV_{max}} = 1.46$ m/s on the AV section. The jet through the aortic valve is unsteady during all the ejection, consistently with the transitional nature of the flow (see Figure 8B). At the end of the ejection phase, the left ventricle attains its end-systolic volume $ESV = 58.6$ ml. Given EDV and ESV, we compute the stroke volume $SV$ and ejection fraction $EF$ as

| Table 2 | Values of physiological indicators computed from simulation results, and associated normal values from the medical literature |
|---|---|---|---|
| Indicator | Simulation | Normal values | Description |
| $EDV$ (ml) | 139.1 | 126–208 | [140] | Left-ventricular end-diastolic volume |
| $ESV$ (ml) | 58.6 | 35–80 | [140] | Left-ventricular end-systolic volume |
| $SV$ (ml) | 80.4 | 81–137 | [140] | Left-ventricular stroke volume |
| $EF$ (%) | 57.8 | 49–73 | [141] | Left-ventricular ejection fraction |
| $P_{IVC_{max}}$ (mmHg) | 126.0 | 119 ± 13 | [142] | Left-ventricular peak systolic pressure |
| $Q_{AV_{max}}$ (ml/s) | 510.0 | 427 ± 129 | [143] | Peak-systolic aortic flow rate |
| $T_{IVC}$ (ms) | 64.2 | 51–90 | [144] | Isovolumetric contraction time |
| $T_{ej}$ (ms) | 261.0 | 230–334 | [144] | Ejection time |
| $T_{IVR}$ (ms) | 94.2 | 50–140 | [145] | Isovolumetric relaxation time |
| $T_{fill}$ (ms) | 379.0 | 280–472 | [146] | Diastolic filling time |
| $LFS$ (%) | 17.8 | 13–21 | [147] | Longitudinal fractional shortening |

*Note: We report either normal ranges or mean ± standard deviation.*
Both quantities are within normal physiological ranges (see Table 2). During the ejection phase, the ventricular pressure increases until \( t_{hb} = 250 \) ms, reaching a peak value of \( P_{LV}^{max} = 126 \) mmHg (see Figure 6), within the physiological ranges. After that, pressure starts decreasing until it falls below the aortic pressure, at which point the AV starts closing.

A similar evolution characterizes the pressure in the ascending aorta, reported in Figure 9: starting from an end-diastolic value of 68 mmHg, it reaches a peak of 112 mmHg and then declines until the next heartbeat. Although the absolute pressure values are smaller than normal ones, and there is a large pressure jump between the ventricle and the aorta (see Section 4), the time profile of the aortic pressure is remarkably similar to the ones obtained from in-vivo
In particular, it features the anacrotic notch, resulting from the interaction of the forward and reflected pressure waves. This effect is captured thanks to the FSI modeling framework, which, contrary to standalone CFD models, allows to obtain traveling pressure waves. The aortic pressure also features the dicrotic notch in correspondence of the AV closure.

As the volume reduces, the ventricle becomes shorter and the atrioventricular plane shifts towards the ventricular apex (see Figure 10), as observed in healthy hearts. We quantify this effect by computing the longitudinal fractional shortening (LFS): denoting by $L_{ED}$ and $L_{ES}$ the apico-basal distances at the end of diastole and at the end of systole, we have

$$LFS = \frac{L_{ED} - L_{ES}}{L_{ED}} = 17.8\% ,$$

FIGURE 8  Solution snapshots during the ejection phase, as seen through a long-axis and a short-axis section: (A) active tension $T_{act}$; (B) volume rendering of the fluid velocity magnitude $|u|$ (the opacity of the rendering is proportional to the magnitude); (C) displacement magnitude $|d|$; (D) volume rendering of the fluid pressure $p$
which matches measurements on healthy hearts. At the end of the systolic phase, the ventricular wall is approximately 14% thicker than at the end of diastole.

During the late systolic phase, towards the end of the ejection, the ventricle repolarizes (Figure 11), with the transmembrane potential returning to its resting value.

Overall, the ejection phase lasts \( T_{ej} = 261 \text{ ms} \), and the whole systolic phase lasts \( T_{sys} = 326 \text{ ms} \), corresponding to 40.7% of the heartbeat.

### 3.3 Isovolumetric relaxation

Once the AV is fully closed, the isovolumetric relaxation (IVR) phase starts (Figure 12). Ventricular pressure reduces as the ventricle relaxes at constant volume (Figure 6). This phase lasts for \( T_{IVR} = 94.2 \text{ ms} \), consistently with physiology, and the MV starts opening as soon as the ventricular pressure becomes smaller than the atrial pressure.
As observed for the IVC phase, our model features a small spurious variation in volume during isovolumetric phases. In the case of the IVR phase, the variation amounts to 0.4 ml, corresponding to 0.6% of the ESV. Also in this case, we deem the spurious variation to be acceptable.

### 3.4 Filling

Once the MV is open, blood flows from the atrium into the ventricle (Figure 13B). The flow is characterized by the formation of a jet through the MV, that is associated to a vortex ring (Figure 14A). The vortex ultimately dissipates near to the ventricular free wall, while becoming larger near the septum (Figure 14B,C) resulting in a single vortex that rotates clockwise, if observed from a long-axis view with the septum on the left. This behavior is observed in medical images of healthy hearts. At the same time, the atrioventricular plane shifts towards the atrium, while the ventricular volume increases. Since our model does not account for atrial contraction, the simulated diastolic phase lacks the atrial kick. This also determines higher-than-normal pressure and volume in the left atrium (with a peak pressure of 19 mmHg, against a normal value of about 8 mmHg). Filling continues until the ventricle starts contracting again, leading to the closure of the MV and the beginning of a new cardiac cycle. The filling phase lasts for $T_{fil} = 379$ ms, and the whole diastolic phase lasts for $T_{dia} = 474$ ms, corresponding to 59.3% of the heartbeat.

### 3.5 Conservation of blood volume

The explicit treatment of the geometric FSI coupling condition and of the coupling between the Navier–Stokes equations and the circulation model might in principle lead to variations over time in the total blood volume. To assess whether this has an impact on simulation results, we compute the total blood volume over time as follows:

$$V_{tot}(t) = V^{PUL}_{VEN(t)} + V^{LA}(t) + V^{LV}(t) + V^{SYS}_{AR(t)} + V^{SYS}_{VEN(t)} + V_{RA(t)} + V_{RV(t)} + V^{PUL}_{AR(t)},$$

where $V^{LA}(t)$ and $V^{LV}(t)$ are the volumes of $\Omega^{LA}$ and $\Omega^{LV} \cup \Omega^{ring}$ at time $t$, respectively, and
The latter equations are obtained by integrating the respective equations of the circulation model. We assume the zero-pressure volumes $V_{j,0}$ to be zero for simplicity, since they are constant in time and do not influence the assessment of blood volume conservation.
We report the blood volume over time for the different compartments, as well as the total blood volume, in Figure 15. From there, we can appreciate how the distribution of blood between the different compartments varies over time, but the total volume remains approximately constant. Indeed, the range of variation of the total volume over the three simulated heartbeats equals

\[
\max_{t \in (0, T)} V_{\text{tot}}(t) - \min_{t \in (0, T)} V_{\text{tot}}(t) \leq 0.0052 \%.
\]

We deem this very small variation over three heartbeats to be negligible and the result highly accurate. Therefore, the approximation introduced by the explicit discretization of geometric FSI coupling and circulation coupling does not introduce significant errors in terms of mass conservation.
In this section we present some limitations associated to the proposed computational framework, related to modeling choices and simplifications. To begin with, we modeled the LA as passive from both the electrical and mechanical viewpoints, for simplicity. Doing so, we do not need to surrogate the presence of the atrium by means of boundary conditions for ventricular mechanics. However, in real hearts, the left atrium is electrically active and contracts at the end of the diastolic phase, providing extra preload to the left ventricle along with an additional jet through the MV. Our model does not capture these features. However, the proposed model serves as a milestone towards the development of a four-chamber EMF model. The 3D inclusion of the atrium, albeit in a simplified way, is instrumental towards this goal. Moreover, our geometrical model only includes the left portion of the heart, although there is a significant interaction between the left and right sides. The development of a model including atrial electromechanics and the whole heart will be the subject of future studies.

The stimulation protocol used to trigger the activation of the myocardium is simplified if compared to the behavior of the cardiac conduction system. While this simplification is acceptable in physiological conditions, more detailed models might yield better descriptions of the ventricular activation pattern, which can become especially relevant if pathological scenarios are considered. A more realistic representation of the conduction system can be achieved,
for instance, by including a fast conducting endocardial layer, a denser network of stimuli or a multiscale model of the cardiac conduction system. Moreover, we do not include in our model stretch-activated currents or other mechano-electric feedback effects besides the geometry-mediated ones. Pericardium boundary conditions are assumed homogeneous in space, for simplicity: introducing spatial variability in their coefficients may allow to improve the numerical results.

We employed the RIIS model for valve dynamics, prescribing the kinematics of the valve and neglecting any dynamic interaction with the blood. Moreover, we displace the valves along with the fluid domain displacement $d_{\text{ALE}}$, which has no physical meaning. Valve FSI plays a major role in the blood dynamics, as well as being responsible for several pathologies of clinical interest. While in this work we are mostly interested on the macroscopic effect of valves on the blood flow, the incorporation of suitable FSI models of the valves will be the subject of future studies.

In terms of numerical results, one major mismatch between our model and physiological data is the pressure difference between the ventricle and the aorta during the ejection phase. We obtain a maximum pressure difference of 18 mmHg. Such a high value, although not uncommon in the cardiac modeling literature, is typically associated with a stenotic valve in clinical measurements. The high pressure jump in our numerical results is also related to an aortic pressure that is smaller than what is normally observed. We believe this to be caused by minor inconsistencies in the geometrical model (based on a template obtained averaging over a sample of people, rather than on a specific individual) and by the simplicity of the valve model considered. In any case, further investigations on this point are in order.

Finally, we compared our results against normal ranges for healthy individuals, since the geometrical model represents an average heart. An alternative, more individualized approach, not explored in this work, is based on the calibration of the model to replicate measurements on a single patient. This has the potential of providing more insight on the ability of the model to reproduce the physics of the heart, as well as paving the way for potential clinical applications. This patient-specific validation, supported by algorithms for data assimilation, is a fundamental step towards the construction of a heart digital twin.

## 5 | CONCLUSIONS

We introduced a novel fully integrated computational framework for the modeling and simulation of the human heart. The proposed model features three-dimensional and highly detailed descriptions of electrophysiology, active and passive mechanics and blood dynamics, as well as reduced models for valves and circulation. We included feedback effects among the different core models, resulting in a coupled multiphysics and multiscale problem.

Suitable numerical techniques were presented with the aim of solving efficiently the model equations. In particular, a staggered scheme with respect to time allowed for a flexible and efficient solution. Numerical methods were implemented in a high-performance computing framework within the lifex library. We simulated a human left heart, and the results indicate that the proposed computational framework has the potential of describing accurately the physics of the heart, accounting for multiple feedback effects and overall capturing the interplay between the different processes driving the heartbeat. Our model is capable of representing all phases of the heartbeat and their durations, in accordance with clinical data. Moreover, through the coupling with a closed-loop circulation model, we were able to account for the interplay between the heart and the circulatory system, and guarantee the total blood volume conservation in time. The model correctly represents isovolumetric phases of the heartbeat, and reproduces effects associated to traveling pressure waves, thanks to the FSI coupling, suggesting that an EMF coupled modeling framework can overcome some of the limitations of electromechanics-driven CFD simulations. A more systematic comparison of the two modeling approaches will be the subject of future studies.

The agreement between numerical results and biomarkers from the medical literature suggests that the proposed model can be used for the investigation of the physiological cardiac function as well as for the simulation of pathological scenarios, and can serve as a stepping stone towards realistic and accurate integrated models of the whole heart.
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APPENDIX A

A.1 | Solid mechanics constitutive laws

The Guccione strain energy is computed from the displacement $d$ as:

$$W_{G}(d) = \frac{c}{2} \left( \exp(Q) - 1 \right) + \frac{k}{2} (J - 1) \log(J),$$

where

$$Q = \sum_{i,j \in \{f, s, n\}} a_{ij} (E \mathbf{j} \times i)^2,$$
$$E = \frac{1}{2} (F^T F - I).$$

The strain energy function associated to the neo-Hookean model is given by:

$$W_{NH}(d) = \frac{\mu}{2} \left( J^{-\frac{3}{2}} : F - 3 \right) + \frac{k}{4} (J - 1)^2 + \log^2(J).$$

The values of the constant parameters appearing in both constitutive laws are reported in Appendix D.

APPENDIX B

B.1 | Valve modeling

The heart model includes the mitral valve in open configuration $\Gamma_{MV}^{open}$ and the aortic valve in closed configuration $\Gamma_{AV}^{closed}$. The opposite configurations, $\Gamma_{MV}^{closed}$ and $\Gamma_{AV}^{open}$, are obtained in a preprocessing step as described in Reference [43]. The procedure also yields the displacement vectors between the two configurations, that is two fields $d_k : \Gamma_k^{closed} \to \mathbb{R}^3$ such that

$$\Gamma_k^{open} = \{ x^{open} \in \Omega_k : x^{open} = x^{closed} + d_k(x^{closed}), x^{closed} \in \Gamma_k^{closed} \}.$$

Then, at any time $t \in (0, T)$ the configuration $\Gamma_k^{t}$ of the valve is given by

$$\Gamma_k^{t} = \{ x^{t} = x^{closed} + c_k(t) d_k(x^{closed}) + d_{ALE}(x^{closed}, t), x^{closed} \in \Gamma_k^{closed} \},$$

wherein $c_k(t)$ is a time-dependent opening coefficient that is equal to 0 when the valve is fully closed and to 1 when it is fully open. The functions $c_k(t)$ are prescribed a priori, in the form

$$c_k(t) = \begin{cases} 
0 & \text{if } t \leq t_k^{open}, \\
\frac{1}{2} \left( 1 - \cos \left( \frac{\pi}{1 - \exp \left( -\chi_k (t - t_k^{open}) / \Delta t_k^{open} \right)} \right) \right) & \text{if } t_k^{open} < t \leq t_k^{open} + \Delta t_k^{open}, \\
1 & \text{if } t_k^{open} + \Delta t_k^{open} < t < t_k^{close}, \\
1 - \frac{1}{2} \left( 1 - \cos \left( \frac{\pi}{1 - \exp \left( -\chi_k (t - t_k^{close}) / \Delta t_k^{close} \right)} \right) \right) & \text{if } t_k^{close} < t \leq t_k^{close} + \Delta t_k^{close}, \\
0 & \text{if } t > t_k^{close} + \Delta t_k^{close}.
\end{cases}$$

The parameters $p_k$, $\Delta t_k^{open}$ and $\Delta t_k^{close}$ are prescribed and they determine the opening speed of the valve. The opening time $t_k^{open}$ is the first instant at which the difference between upstream and downstream pressures is positive, while the
closing time \(t_{\text{close}}\) is the first instant at which the pressure difference is negative. Pressure difference is evaluated averaging over spherical control volumes as in Reference [43] (Figure 5C).

We remark that we displace the valves following the fluid domain. Moreover, we take \(u_{TV} = 0\) that is, we neglect the valve velocity due to the change of its configuration. This corresponds to a quasi-static approximation of the valve opening and closing.

**APPENDIX C**

### C.1 Blood circulation model

The equations for the blood circulation model read: for \(t \in (0, T)\),

\[
\begin{align*}
C_{\text{SYS}} & \frac{dP_{\text{SYS}}(t)}{dt} = Q_{\text{AV}}(t) - Q_{\text{SYS}}^*(t), \\
L_{\text{SYS}} & \frac{dQ_{\text{SYS}}^*(t)}{dt} = -Q_{\text{SYS}}^*(t) - \frac{P_{\text{SYS}}^*(t) - P_{\text{SYS}}^*(t)}{R_{\text{SYS}}} , \\
C_{\text{VEN}} & \frac{dP_{\text{VEN}}^*(t)}{dt} = Q_{\text{VEN}}^*(t) - Q_{\text{VEN}}^*(t), \\
L_{\text{VEN}} & \frac{dQ_{\text{VEN}}^*(t)}{dt} = -Q_{\text{VEN}}^*(t) - \frac{P_{\text{RA}}(t) - P_{\text{VEN}}^*(t)}{R_{\text{VEN}}} , \\
p_{\text{RA}}(t) & = p_{\text{EX}}(t) + E_{\text{RA}}(t)(V_{\text{RA}}(t) - V_{0,\text{RA}}), \\
\frac{dV_{\text{RA}}(t)}{dt} & = Q_{\text{VEN}}^*(t) - Q_{\text{TV}}(t), \\
Q_{\text{TV}}(t) & = \frac{p_{\text{RA}}(t) - p_{\text{TV}}}{R_{\text{TV}}(p_{\text{RA}}(t), p_{\text{TV}})}, \\
p_{\text{RV}}(t) & = p_{\text{EX}}(t) + E_{\text{RV}}(t)(V_{\text{RV}}(t) - V_{0,\text{RV}}), \\
\frac{dV_{\text{RV}}(t)}{dt} & = Q_{\text{TV}}(t) - Q_{\text{PV}}(t), \\
Q_{\text{PV}}(t) & = \frac{p_{\text{RV}}(t) - p_{\text{PV}}^*}{R_{\text{PV}}(p_{\text{RV}}(t), p_{\text{PV}}^*)}, \\
C_{\text{PUL}} & \frac{dP_{\text{PUL}}^*(t)}{dt} = Q_{\text{PV}}^*(t) - Q_{\text{AR}}^*(t), \\
L_{\text{PUL}} & \frac{dQ_{\text{PUL}}^*(t)}{dt} = -Q_{\text{PUL}}^*(t) - \frac{P_{\text{PUL}}^*(t) - P_{\text{PUL}}^*(t)}{R_{\text{PUL}}} , \\
C_{\text{PUL}} & \frac{dP_{\text{PUL}}^*(t)}{dt} = Q_{\text{PUL}}^*(t) - Q_{\text{PV}}^*(t), \\
\frac{dV_{\text{PUL}}^*(t)}{dt} & = L_{\text{PUL}}(t) - \frac{dQ_{\text{PUL}}^*(t)}{dt}, \\
p_{\text{LA}}(t) & = \frac{P_{\text{PUL}}^*(t) - P_{\text{PUL}}^*(t) - Q_{\text{PUL}}^*(t)}{R_{\text{PUL}}}, \quad k \in \{\text{TV}, \text{PV}\}.
\end{align*}
\]

endowed with suitable initial conditions. In the above system, \(p_{\text{EX}}(t) = 0\) represents an external pressure, \(E_{\text{RA}}(t)\) and \(E_{\text{RV}}(t)\) are time-varying elastances modeling the contraction of the right atrium and ventricle, defined as

\[
E_{i}(t) = E_{i}^{\text{R}} + E_{i}^{\text{R}} \varphi_{\text{act}}(t, t_{i}^{\text{c}}, T_{i}^{\text{c}}),
\]

\(\varphi_{\text{act}}\) is defined as in Reference [30], and \(V_{0,\text{RA}}\) and \(V_{0,\text{RV}}\) are the resting volumes of left atrium and ventricle. Valvular resistances \(R_{\text{TV}}\) and \(R_{\text{PV}}\) are given by

\[
R_{k}(p_{1}, p_{2}) = \begin{cases} R_{\text{max}} & \text{if } p_{1} < p_{2} , \\ R_{\text{min}} & \text{if } p_{1} \geq p_{2} . \end{cases}, \quad k \in \{\text{TV, PV}\}.
\]
The rest of the resistances, capacitances and inductances are parameters surrogating the properties of the circulation network.

**APPENDIX D**

### D.1 Derivation of the flowrate fluid-circulation coupling condition

We aim to couple the 3D fluid model and the 0D circulation model in such a way that the volume of blood entering (exiting) the 3D domain is balanced by an equivalent flow rate exiting (entering) the 0D model. Let us consider, for simplicity of derivation, a situation in which the 3D model has only one open boundary, \( \Gamma^\text{out} \subset \partial \Omega_f \), while the rest of the boundary is formed by the fluid–solid interface \( \Sigma \). We assume that the 3D and 0D models are coupled through \( \Gamma^\text{out} \), and denote by \( Q \) the flowrate incoming in the 0D model at the 3D-0D interface.

Denoting by \( V_{3D}(t) \) the volume of the 3D fluid domain \( \Omega_f \), by Reynolds’ transport theorem there holds:

\[
\frac{dV_{3D}}{dt} = \int_{\Omega_f} \frac{d}{dt} \int_{\Omega_f} 1 \, dx = \int_{\partial \Omega_f} u_{ALE} \times n \, d\sigma = \int_{\partial \Omega_f} u \times n \, d\sigma + \int_{\partial \Omega_f} (u_{ALE} - u) \times n \, d\sigma.
\]

By the incompressibility constraint, the first term on the right-hand side of the previous equation vanishes, so that

\[
\frac{dV_{3D}}{dt} = \int_{\partial \Omega_f} (u_{ALE} - u) \times n \, d\sigma = \int_{\Sigma} (u_{ALE} - u) \times n \, d\sigma + \int_{\Gamma^\text{out}} (u_{ALE} - u) \times n \, d\sigma.
\]

On \( \Sigma \), we impose the no-slip condition \( u = u_{ALE} \), so that the previous equation rewrites as

\[
\frac{dV_{3D}}{dt} = \int_{\Gamma^\text{out}} (u_{ALE} - u) \times n \, d\sigma.
\]

The quantity \( \frac{dV_{3D}}{dt} \) expresses the amount of blood incoming through \( \Gamma^\text{out} \), which, up to a change in sign, must equal the flow rate entering the first compartment of the 0D circulation model. The resulting coupling condition reads:

\[
Q = \int_{\Gamma^\text{out}} (u - u_{ALE}) \times n \, d\sigma.
\]

This derivation can be generalized to the case of multiple inflow and outflow boundaries.

**APPENDIX E**

### E.1 Model parameters

We report a list of the parameters used for the simulation described in Section 3. Table D1 reports parameters for the electrophysiology model, Table D2 those for the force generation model, Table D3 those for the solid mechanics model, Table D4 lists the parameters used in the fluid dynamics model and Tables D5 and D6 those of the circulation model. For the RDQ20-MF force generation model, we only report those parameters whose values differ from those presented in Reference [66]. We refer the interested reader to Reference [83] for details on the parameters of the TTP06 ionic model.
### TABLE D1  Parameters used in the electrophysiology model

| Parameter         | Value       |
|-------------------|-------------|
| Monodomain        |             |
| $\chi$            | 1400        |
| $C_m$             | 1           |
| Conductivities    |             |
| $\sigma_{lm}/(\chi C_m)$ | $2.00 \times 10^{-4}$ |
| $\sigma_{lm}/(\chi C_m)$ | $1.05 \times 10^{-4}$ |
| $\sigma_{nm}/(\chi C_m)$ | $0.55 \times 10^{-4}$ |
| Stimulus          |             |
| $A_{app}/C_m$     | 25.71 V/s   |
| $\sigma_{app}$   | $2.5 \times 10^{-3}$ |
| $T_{app}$         | 3 ms        |

**Note:** Conductivities were tuned to obtain a conduction velocity of 0.6 m/s, 0.4 m/s and 0.2 m/s along fibers, sheets and normal-to-fiber directions, respectively. The parameters used for the ionic model are those of the original paper.

### TABLE D2  Parameters used in the force generation model

| Parameter       | Value       |
|-----------------|-------------|
| $\gamma$        | 30          |
| $k_d$           | 0.36        |
| $\alpha_{kd}$   | $-0.2083$   |
| $K_{off}$       | 8 1/s       |
| $K_{basic}$     | 4 1/s       |
| $\mu_{fl}^0$    | 32.255 1/s  |
| $\mu_{fl}^1$    | 0.768 1/s   |
| $a_{XB}$        | $8.9491 \times 10^8$ Pa |
| $SL_0$          | 2.1 m       |

**Note:** We only report those parameters whose values differ from the original setting described in Reference [66].
### Table D3  Parameters used in the solid mechanics model

| Parameter | Value |
|-----------|-------|
| $\rho_s$  | 1000 kg/m$^3$ |
| Guccione (atrium and ventricle) | |
| $c$ | $8.8 \times 10^2$ Pa |
| $a_l$ | 8 |
| $a_{sa}$ | 6 |
| $a_{nn}$ | 3 |
| $a_{ln}$ | 12 |
| $a_{sn}$ | 3 |
| $\kappa$ | $5 \times 10^4$ Pa |
| Atrioventricular ring | |
| $\mu$ | $5 \times 10^6$ Pa |
| $\kappa$ | $1 \times 10^6$ Pa |
| Ascending aorta | |
| $\mu$ | $5.25 \times 10^6$ Pa |
| $\kappa$ | $1 \times 10^6$ Pa |
| Boundary conditions | |
| $K_{\text{epi}}^{\perp}$ | $2 \times 10^5$ Pa/m |
| $K_{\text{epi}}^{\|}$ | $2 \times 10^4$ Pa/m |
| $C_{\text{epi}}^{\perp}$ | $2 \times 10^4$ Pa s/m |
| $C_{\text{epi}}^{\|}$ | $2 \times 10^3$ Pa s/m |
| Initial conditions | |
| $p_{0\text{LA}}$ | 9.75 mmHg |
| $p_{0\text{ring}}$ | 11.25 mmHg |
| $p_{0\text{LV}}$ | 11.25 mmHg |
| $p_{0\text{AA}}$ | 80 mmHg |
| Interface regularization | |
| $\psi_{\text{LV}}^{\text{th}}$ | 0.2 |
| $\psi_{\text{LA}}^{\text{th}}$ | 0.1 |

### Table D4  Parameters used in the fluid dynamics model

| Parameter | Value |
|-----------|-------|
| Navier–Stokes | |
| $\rho_f$ | 1060 kg/m$^3$ |
| $\mu_f$ | $3.5 \times 10^{-3}$ Pa s |
| Valve modeling | |
| $R_{\text{MV}}, R_{\text{AV}}$ | $1 \times 10^5$ kg/m s |
| $\varepsilon_{\text{MV}}, \varepsilon_{\text{AV}}$ | $0.75 \times 10^{-3}$ m |
| $\Delta t_{\text{open}}^{\text{MV}}$ | 10 ms |
| $\Delta t_{\text{open}}^{\text{AV}}$ | 10 ms |
| $\Delta t_{\text{close}}^{\text{MV}}$ | 30 ms |
| $\Delta t_{\text{close}}^{\text{AV}}$ | 80 ms |
| $\chi_{\text{MV}}, \chi_{\text{AV}}$ | $-3$ |

Note: Valve half-thicknesses $\varepsilon_{\text{MV}}$ and $\varepsilon_{\text{AV}}$ were chosen to match literature data$^{45,165}$ Resistances $R_{\text{MV}}, R_{\text{AV}}$ were chosen to be sufficiently high to guarantee minimal spurious flow through valves without hindering the conditioning of the FSI system.
TABLE D5  Parameters used in the circulation model: systemic and pulmonary circulation

| Parameter | Value       |
|-----------|-------------|
| **Systemic arteries** |             |
| $R_{SYS\ AR}$       | 0.45 mmHg s/ml |
| $C_{SYS\ AR}$       | 2.19 ml/mmHg  |
| $L_{SYS\ AR}$       | $2.7 \times 10^{-3}$ mmHg s²/ml |
| $R_{upstream}$      | 0.07 mmHg s/ml |
| $P_{SYS\ AR}(0)$   | 80 mmHg      |
| $Q_{SYS\ AR}(0)$   | 66.5775 ml/s |
| **Systemic veins**  |             |
| $R_{SYS\ VEN}$      | 0.26 mmHg s/ml |
| $C_{SYS\ VEN}$      | 60 ml/mmHg   |
| $L_{SYS\ VEN}$      | $5 \times 10^{-4}$ mmHg s²/ml |
| $P_{SYS\ VEN}(0)$  | 30.9029 mmHg |
| $Q_{SYS\ VEN}(0)$  | 89.6295 ml/s |
| **Pulmonary arteries** |         |
| $R_{PUL\ AR}$      | 0.05 mmHg s/ml |
| $C_{PUL\ AR}$      | 10 ml/mmHg   |
| $L_{PUL\ AR}$      | $5 \times 10^{-4}$ mmHg s²/ml |
| $P_{PUL\ AR}(0)$  | 20.0 mmHg    |
| $Q_{PUL\ AR}(0)$  | 69.3166 ml/s |
| **Pulmonary veins** |             |
| $R_{PUL\ VEN}$     | 0.025 mmHg s/ml |
| $C_{PUL\ VEN}$     | 38.4 ml/mmHg  |
| $L_{PUL\ VEN}$     | $2.083 \times 10^{-4}$ mmHg s²/ml |
| $P_{PUL\ VEN}(0)$ | 17.0 mmHg    |
| $Q_{PUL\ VEN}(0)$ | 105.523 ml/s |

TABLE D6  Parameters used in the circulation model: right heart

| Parameter | Value       |
|-----------|-------------|
| **Valves** |             |
| $R_{min}$        | $7.5 \times 10^{-3}$ mmHg s/ml |
| $R_{max}$        | $7.5 \times 10^{4}$ mmHg s/ml |
| **Right atrium** |         |
| $E_A$           | 0.06 mmHg/ml |
| $E_B$           | 0.07 mmHg/ml |
| $t_C$           | 0.8         |
| $T_C$           | 0.17        |
| $T_R$           | 0.17        |
| $V_{0,RA}$      | 4 ml        |
| $V_{RA(0)}$     | 64.1702 ml  |
| **Right ventricle** |       |
| $E_A$           | 0.55 mmHg/ml |
| $E_B$           | 0.05 mmHg/ml |
| $t_C$           | 0.0         |
| $T_C$           | 0.34        |
| $T_R$           | 0.15        |
| $V_{0,RV}$      | 16 ml       |
| $V_{RV(0)}$     | 148.9384 ml |