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Abstract
When does repression of online expression lead to public punishment of citizens in China? Chinese social media is heavily censored through a system of intermediary liability in which the government relies on private companies to implement content controls. Outside of this system the Chinese authorities at times utilize public punishment to repress social media users. Under China’s regulatory environment, individuals are subject to punishment such as fines and detention for their expressions online. While censorship has become more implicit, authorities have periodically announced cases of repression to the public. To understand when the state escalates from censoring online content to punishing social media users for their online expressions and publicizes the punishment, we collected 468 cases of state repression announced by the authorities between 1 January 2014 and 1 April 2019. We find that the Chinese authorities most frequently publicize persecutions of citizens who posted online expression deemed critical of the government or those that challenged government credibility. These cases show more evidence of the state pushing the responsibility of ‘self-regulation’ further to average citizens. By making an example of individuals who post prohibited content even in semi-public social media venues, the state signals strength and its determination to maintain authority.
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Social media companies operating in China are required to censor content according to government regulations.¹ For most users in China, the impact of China’s information controls is in the denial of information. However, individuals sometimes come under pressure for content they posted online with consequences ranging from ‘invitations to tea’ (a euphemism for being questioned by the police), to arrests, detention, and prosecution. While social media censorship is delegated to private companies and the government typically does not publicly claim responsibility for specific instances of censorship, the Chinese authorities have at times taken action to punish social media users for posting certain content and they have publicized these cases of punishment.

The escalation from censorship to legal punishment by the state is presumably because certain content is considered highly sensitive to the state and censorship alone cannot offset the potential threats. What types of content or users constitute threats to the state? Why does the government make these cases known to the public?

In this article, we present a study on the targets and goals of China’s information control over social media from the perspective of the state. We analyse when the state takes legal action (i.e. arrests, detention, and prosecution) in response to online expression on WeChat, one of the most popular social media platforms in China. WeChat provides a variety of communication functionalities including instant messaging (e.g. one-to-one chats and group chats), WeChat Moments (a functionality that resembles Facebook’s Timeline where users can share text-based updates, upload images, and share short videos or articles with their friends), and the WeChat public account platform (a blogging-like platform that allows individuals as well as businesses to reach out to general audiences). We focus specifically on cases of arrest, detention, and prosecution related to the use of social media that are announced by the authorities in public venues such as the official websites or social media accounts of police units.

Our focus on state-highlighted cases is inspired by the literature on ‘public transcripts’,² which emphasizes the importance of public interaction between citizens and political authorities in everyday settings. Whereas censorship aims at concealing information from citizens, public script in authoritarian regimes, such as the public display of punishment, is an explicit propaganda attempt to shape the political and social values of the citizenry.³ Under the current Xi Jinping administration, China has seen an increasing number of public displays of punishment and forced public confessions.⁴ Analysing official announcements of punishment helps us better understand the targets and goals of China’s information control, where the selection of what and whom to punish often seems arbitrary and stems from political considerations.

Based on an original dataset of 468 official reports of punishment of WeChat users, we find that most of the cases were in reaction to a user’s post in group chats (52.6 per cent) and WeChat Moments (28.2 per cent). Overall, we find that, among a variety of content that led to state repression, authorities most frequently highlighted punishment of individuals who shared information that had not been verified by the authorities (31.4 per cent) or individuals who criticized the government (29 per cent).
Dismissed by the authorities as ‘rumour’, this type of content covers a wide range of topics including information surrounding violent cases such as child abduction, issues of public health, casualties in accidents, and government policies. Meanwhile, criticism of government ranges from criticism against rank-and-file police, government or party leadership, official party ideology and state policy, to threats of individual actions against the government.

Overall, our results suggest that the Chinese state invokes its repression apparatus to control information that is critical of the government or information that challenges government authorities and credibility. In addition to the deterrence effect of making an example of individuals who post undesirable content, the state is also signalling its strength and determination to maintain its authority.

This article proceeds as follows. We first review the literature on the theory and practice of information control in China including censorship, repression, and propaganda. We then describe our method for identifying cases of repression related to users’ use of WeChat. We conclude with discussions of the implications of our results and how our study can inform research on the repression of social media use in China.

Literature review

In this section, we provide an overview of China’s regulatory environment for online content, theories on China’s information control system including its censorship and propaganda strategies, and the recent trends of crackdowns on social media users under President Xi Jinping.

Theories on China’s information control system

Information controls are instrumental to the rule of the Chinese Communist Party (CCP).\(^5\) A large body of literature studies the mechanisms, targets, and goals of China’s online censorship regime. Yet, the types of content that the CCP is targeting remains a topic of debate. Gary King, Jennifer Pan, and Margaret Roberts argue that the Chinese authorities target online content that has ‘collective action potential’ but that they tolerate government criticism.\(^6\) Recent studies present counterpoints to this theory and show a more nuanced picture. Studies of keyword-based censorship on chat applications,\(^7\) live streaming applications,\(^8\) and mobile games\(^9\) found that censored keywords included references to collective action and criticism of the government. An analysis of leaked logs from the censorship department of SinaWeibo showed that content related to collective action, political humour, and government criticism is censored at a similar rate.\(^10\) Findings from other studies revealed that SinaWeibo censored CCP-related keywords for a longer period than those referencing opposition or protests, leading to the conclusion that the goal of the CCP’s censorship practice is to protect its one-party rule.\(^11\)

There are at least two reasons why observations of social media controls described by King, Pan, and Roberts\(^12\) are at variance to other research.\(^13\) First, China’s social media censorship is operated through a system of intermediary liability, which allows the government to push responsibility for information control to the private sector.\(^14\) In 2017, Chinese regulators pushed information control even further, making individual users responsible for the content they post online.\(^15\) This decentralized system has created a
principal–agent problem and makes it difficult to conclude whether censorship decisions come from the state (principal) or companies (agent). Companies may defy censorship directives out of their own business interests or apply a broad censorship strategy to avoid official reprimand. Second, while there are various laws and regulations pertaining to content controls (see Table 1 for examples of domain-specific Internet regulations), few offer precise definitions of prohibited topics. The vaguely defined regulations encourage companies to over-censor and allow for arbitrary targeting.

### Trends of social media controls in China

In recent years, social media censorship has become more subtle and fine-grained in the way that different kinds of users are targeted. Skilful authoritarian regimes like China control social media strategically to their advantage by manipulating online public opinion, showing responsiveness to disgruntled citizens, and keeping corruption at local levels in check. Yet, the state has not reduced the use of its repression apparatus, which has also become more targeted, pre-emptive, and with a greater focus on ‘psychological coercion’.

The majority of social media users in China experience information control via censorship. For some outspoken individuals, however, the state’s repressive tactics could be more explicit. They may face repercussions ranging from arrest to prosecution. The state has propagated some of these cases of crackdowns. One of the most notable waves of publicized crackdowns came amid the Chinese state’s campaigns against ‘online rumours’ which have taken place since the early 2010s. Existing literature has delved into the problematic use of the term rumour (or ‘fake news’, ‘misinformation’ in other contexts) by the state and those in power. While some stress the ‘false, unverified, and defamatory nature of rumour’, rumours also act as a form of social protest or ‘weapons of the weak’ for average people to challenge official narratives. Recent research demonstrates that rumours decrease citizens’ trust in the government and support of the regime, regardless of their background. Authorities often abuse or demonize the term rumour to crack down on information deemed threatening to the state and to produce a deterrent effect on the public.
Under the Xi Jinping administration the campaign against rumours has accelerated.\textsuperscript{36} In 2016, the Chinese authorities stated that content on social media can be collected and used as ‘electronic data’ to investigate legal cases.\textsuperscript{37} Besides pursuing criminal charges, police have the power to hold someone in ‘administrative detention’ (i.e. the arrest and detention of individuals by the police without proceeding further to trial) for ‘spreading rumours’.\textsuperscript{38} Administrative detention has been criticized because of its potential for abuse by China’s police.\textsuperscript{39} Jason Q. Ng’s study of censorship on WeChat confirms that rumour can be an ambiguous term to censor not only falsehoods but also harmless content.\textsuperscript{40}

While existing regulations seem to suggest that the state’s information control apparatus is geared towards controlling public opinion and preventing collective action, the criteria for interventions and punishment by the authorities are left unclear.\textsuperscript{41} Mary Gallagher and Blake Miller analyse the types of SinaWeibo users being reported back to China’s security apparatus and argue that rather than focusing exclusively on restricting sensitive content, the state permits open discussion among ordinary people while keeping close tabs on influential non-party ‘thought leaders’.\textsuperscript{42}

This line of analysis (i.e. focusing on the question of ‘who’ rather than ‘what’) offers a new perspective in understanding the logic of China’s information controls. Yet, research on state repression of online space, especially with regard to newer platforms such as WeChat, is relatively limited. Unlike SinaWeibo where it is easy to track how influential a user or an article is, WeChat does not display how many friends a user has, how many times a message is forwarded or viewed (except for articles published on the WeChat public account platform). However, previous research comparing the potentials of WeChat’s different functionalities in facilitating public opinion suggests that its public account platform allows for the widest dissemination of information whereas group chats and Moments target mostly close-knit social circles.\textsuperscript{43} Although we do not have accurate metrics of how influential a certain user or content is, analysing the frequency of each WeChat functionality targeted by the state offers insight into motivations behind state controls.

**Rationale for focusing on cases highlighted by the state**

To understand the mechanics of information control, we should observe the system of controls from the state’s perspective and analyse the types of content and users punished by the state itself. Inspired by James Scott’s theory of public transcript and existing work on China’s propaganda regime, we focus on cases self-reported and propagated by the authorities.\textsuperscript{44} A great amount of research has been dedicated to understanding public transcript in authoritarian regimes, and findings show that the aim of public transcript is to ‘reinforce [o]ffence categories’\textsuperscript{45} and to confirm the importance of ideological conformity and the risks of non-conformity.\textsuperscript{46} Rachel Stern and Jonathan Hassid demonstrate how the atmosphere of uncertainty, coupled with occasional crackdowns, lead to self-censorship among the most outspoken professionals in China.\textsuperscript{47}

Public transcript is a staged public performance through which political authorities hope to convey to the general public what behaviours are unacceptable; it is also a public performance through which ordinary people adopt the forms of deterrence and respect
for power holders that are needed to avoid punishment. Pedagogy through prosecution’ is effective in generating fear and reining in opposition while minimizing the amount of actual prosecution. Public transcript is therefore a form of propaganda, which, as Damien Ma and Neil Thomas point out, is instrumental to China’s political system. While censorship is aimed at concealing information from citizens, propaganda (e.g. publicizing punishment of an individual or a type of behaviour) is an explicit attempt to inject political and social values into citizenry.

Existing work theorizes that the goals of the CCP’s propaganda include instilling nationalism into the public, manipulating public opinion, maintaining the state’s agenda-setting power, and sustaining regime legitimacy. While it is questionable how effective China’s propaganda strategies are in the digital age, Haifeng Huang argues that the value of propaganda in authoritarian states lies not in persuasion but in ‘signalling’: by producing a high level of propaganda, governments show their citizens who is in charge, and in doing so, they discourage potential rebellions.

The rationale of this study is further justified by that fact that public displays of punishment and forced public confessions have become regular fare under Xi Jinping’s administration. Similarly, China’s Internet controls and security apparatus have begun publishing ‘typical Internet crimes’ on official websites and social media accounts in an attempt to ‘educate Internet users about the law’. Paying attention to cases of punishment that the authorities have handled is helpful for understanding the logic of information controls in authoritarian states.

Methodology

This study assembles an original dataset of 468 unique cases of state repression self-reported by the authorities between 1 January 2014 and 1 April 2019. Reports of these cases were published in highly visible official channels accessible to the public. We analyse cases of repression involving content users posted on WeChat. WeChat has three major social functionalities where users can post content: (1) chats, which includes one-to-one chats and group chats; (2) WeChat Moments; and (3) the WeChat public account platform.

We gathered data through searching three well-known sources. We only considered cases that (1) involved the use of WeChat; (2) documented state response in reaction to such use; and (3) were made public by the authorities themselves.

The first source of data consists of social media posts from 263 official SinaWeibo accounts of Chinese Internet police units. In 2015, China’s Ministry of Public Security launched a campaign to ‘normalize Internet inspection work’. Police units across China launched social media accounts to publicize their work policing ‘typical Internet crimes’. Since the SinaWeibo accounts of police units uniformly include the location of the police unit and the phrase ‘Internet Police Patrolling and Enforcing Law’ (网警巡查执法) in their account name, we used this phrase and performed an account search on SinaWeibo and identified 263 verified official accounts of Internet police units. These accounts covered different levels of police units from 31 provincial-level regions in mainland China (i.e. 22 provinces, five autonomous regions, and four direct-administered municipalities). Most accounts followed the official naming patterns while a handful used alternative phrases with the same meaning (e.g. 深圳网警,
Shenzhen Internet Police). We scraped all original posts from the 263 official accounts. This source generated 167 unique cases in total.

The second source of data comes from the Cyberspace Administration of China (CAC). Founded in 2014, the CAC is the top Internet regulatory authority at the central level and it enjoys broad authority such as issuing orders to the Ministry of Public Security and its Internet police units to regulate Internet content and combat online crime. As a national organ, the CAC centralizes all cases where a person is arrested for posting ‘harmful information’, and it publicizes select ‘typical cases’ on its website. We wrote a script to search and collect all public reports from the CAC as of 1 April 2019 with the keywords ‘WeChat’ and ‘detention’. Removing duplicates, this source generated 187 cases in total.

The third source of data comes from reports from WeChat public accounts. Although Internet police units also have official WeChat public accounts, it is difficult to scrape these accounts and all of their previous posts because WeChat only allows searching and viewing of a public account’s historical articles on the mobile or desktop version of the application and because the URL of each article is difficult to predict. Due to the scope and timeline of this project, we resorted to Sogou, WeChat’s official partner search engine. We searched for reports that mentioned WeChat and detention. After removing duplicates, this source gave us a total of 155 unique cases. These search results likely have been filtered by WeChat and/or Sogou due to censorship compliance. However, since our objective is to understand the types of content or users that Chinese authorities target and wish to communicate to the general public, such censorship bias actually helps with our research.

We then manually read each of these cases and removed duplicates across the three data sources. In the end, we gathered 468 unique cases of state repression. Each case of state repression is grouped into content categories based on a code book we developed for this study (see Table 2). Content categories reference the topic category of content or behaviour targeted by the state’s security apparatus. One co-author (a fluent Chinese speaker) manually coded the data. Another performed inter-rater reliability checks on a randomized sample of the coded cases to ensure consistency.

Findings

In this section, we present an overview of our findings. Our data consist of cases spanning from 2014 to 2019. Overall, we find that the authorities featured punishment of undesirable content in WeChat’s group chats most frequently during this period. The undesirable content detailed in official reports was predominantly about government criticism and information labelled as rumours by the authorities. Most of these reports (184 out of 468) were published between January and April 2019, followed by 2012 which saw a total of 102 cases published over the course of 12 months.

WeChat functionality analysis

Most police and state media reports (435 out of 468) mentioned the WeChat functionality that was used to post the undesirable content. Figure 1 shows the distribution of WeChat
| Content category                        | Definition                                                                                                                                                                                                 |
|----------------------------------------|-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Government criticism: local police     | Includes criticism against rank-and-file local police                                                                                                                                                    |
| Government criticism: government/party leadership | Includes criticism against a government or party leader                                                                                                                                             |
| Government criticism: party ideology and state policy | Criticism against official party ideology or state policy                                                                                                       |
| Government criticism: threats of individual action | Mentions actions against governments organized by an individual (as opposed to collective action)                                                                                                 |
| Collective action                      | Mentions protest, petition, and so on                                                                                                                                                                   |
| Rumour: public health                  | Mentions uncertain, unverified information or partial truth of stories related to public health, such as vaccines and viruses                                                                         |
| Rumour: violence                       | Mentions uncertain, unverified information or partial truth of stories related to murder, robbery, and other violent crimes                                                                               |
| Rumour: casualty                       | Mentions uncertain, unverified information or partial truth of stories related to casualties caused by an accident                                                                                  |
| Rumour: reputation                     | Mentions uncertain, unverified information or partial truth of stories that aim at or result in the damage of the reputation of an individual, an organization, or a place |
| Rumour: disaster                       | Mentions uncertain, unverified information or partial truth of stories related to a man-made or natural disaster                                                                                      |
| Rumour: government policy              | Mentions uncertain, unverified information or partial truth of stories related to a government policy                                                                                                 |
| Rumour: context unclear                | Mentions a person arrested for spreading rumours without providing any information on the content of the alleged rumour                                                                           |
| Terrorism                              | Mentions terrorism, global or domestic                                                                                                                                                                    |
| Government policy                     | Mentions government policy in a neutral way                                                                                                                                                              |
| Moral offence                          | Mentions the violation of social norms or other forms of social deviances that do not directly charge political authorities such as drug use, sales of illicit goods, gambling, and prurient interests |
| Ethnic groups                          | Mentions ethnic groups and related disputes                                                                                                                                                              |
| Personal                               | Mentions a person other than government or party officials, or if content does not specify who the person is                                                                                             |
| Party discipline                       | Mentions punishment of officials and party members involved in corrupt or other disciplinary behaviour such as embezzlement                                                                             |
| Lack of nationalism                   | Invokes irreverence toward symbols or deceased role models of China or the party; state action may be justified on the grounds of nationalism                                                           |
| Miscellaneous                          | The content topic is unclear from the text of the report, for example if a report says someone is arrested for spreading ‘harmful information’ without specifying the content                                      |
functionalities mentioned in the dataset. The majority of police reports highlighting prohibited behaviours in WeChat was found in functionalities with the strongest social component. Over half of the cases (52.6 per cent) referenced content shared in group chats, followed by those referencing content posted on WeChat Moments (28.2 per cent). Forty-one reports highlighted the punishment of users who posted undesirable content on WeChat’s public account platform.

Only two reports on the punishment of WeChat users were about their use of one-to-one chats. One of them was an employee at a local environmental protection bureau who accepted a bribe in the form of ‘WeChat red packet’ in a one-to-one chat with someone who violated environmental regulations. The other case involved a WeChat user detained by the police for insulting other people in a one-to-one chat. Among the 468 reports, 33 did not detail where in WeChat the questionable content was posted. Fourteen reports mentioned more than one WeChat functionality without specifying which one directly led to the punishment.

The pattern of the state targeting functionalities that affect larger audiences is consistent with previous studies, with some nuances worth further exploring. By design, WeChat’s public account platform is most effective in disseminating information to the largest audience since the content can reach anyone including those that are not WeChat users. However, in our dataset, prohibited behaviour on WeChat’s public accounts was not highlighted as often in official police reports as those in group chats or WeChat Moments, where content is only available to a user’s contacts.

A possible explanation can be drawn from studies on mass communication and formation of public opinion. While there are limitations on their ability to form public opinion or mobilize collective action, WeChat’s group chats and Moments are based on close-knit networks where social interaction features strengthen social bonds among
people. Real-time chat is potentially a powerful venue for people to incubate opinions more privately in small groups and to potentially address coordination problems.

**Content analysis**

To better understand each case of state repression, we analysed the content detailed in each report, grouping them into 11 primary content categories based on an interpretation of the underlying context of each case. We found a diversity of targeted content. In addition to frequently targeted content referencing collective action and government criticism, we also found politically charged content such as messages related to nationalism (or, rather, lack thereof) and non-political content such as references to illicit goods and gambling.

Of the 468 reports, the majority of individuals who faced state repression in the form of fines and/or detention were those who criticized or ridiculed an organ or officer of government and those who posted rumours (i.e. information not verified by the authorities or information that represents only a partial truth of an event). The third largest category is content referencing moral offences and non-political crimes, including prurient interests, gambling, and sales of illicit goods. Figure 2 shows the distribution of the types of content targeted by the state’s security apparatus by category. Here we describe and provide examples of these categories.

**Content referencing ‘rumours’**

Over 34.1 per cent of cases highlighted by the authorities involved content containing information not verified or acknowledged by official sources. While most cases offered the full context or official explanation of the problematic content, a few reports mentioned only vague information on why an individual was punished. To gain a more
nuanced understanding of the types of rumours highlighted by the authorities, we manually classified the 147 rumour-related messages into seven subcategories based on their context and relevant events. Figure 3 shows the distribution of rumour by subcategory.

We found that the majority of cases under this category (39.4 per cent) concerned spreading information about uncertain, unverified accounts, or partial truth of a violent event including stories related to murder, assault, robbery, child abduction, and other violent crimes targeting average citizens. Rumours that mentioned unverified information about public health-related issues such as an outbreak of Ebola, H7N9, HIV/AIDS, and those that mentioned a natural or man-made disaster such as earthquakes were targeted at a similar rate (17 per cent and 12.9 per cent respectively).

Over 20 per cent of the rumours mentioned an inaccurate number of casualties in a natural or man-made disaster. In most cases, these rumours were based on real events that made national news or on local accidents that occurred where the information sharers were based. Rumours were posted soon after the accident had happened when information about the cause, casualty, and loss was not confirmed by the authorities.

For example, a WeChat user surnamed Chen in Zhenjiang City, Jiangsu Province, was detained for three days by the local police for exaggerating the number of deaths and injuries in the 2015 Tianjin explosions on WeChat Moments. The 2015 Tianjin explosions refer to a series of explosions on 12 August 2015 that killed 173 people and injured hundreds of others at a container storage station at the port of Tianjin. The police report details the full content of Chen’s post on WeChat Moments: ‘The Tianjin explosion has caused the death of 482 average citizens. Fifty-two people were heavily injured and are still in critical condition. Four teams of fire-fighters died. The explosion affected areas within a 1-km radius. Residents in a nearby community were all dead from the accident.’

Figure 3. Distribution of subcategories of rumour-related content, 1 January 2014–1 April 2019. Source: Authors’ dataset.
According to the police report, Chen deleted his post within half an hour after posting. However, he still faced punishment because ‘his post has caused a pernicious influence’ (a vague phrase commonly used in police reports). Past research shows that the 2015 Tianjin explosion incident was one of the most frequently censored events of that year and that online discussion was carefully managed.

In another report by the police department in Xiantao City, Hubei Province, a WeChat user surnamed Wu was detained for five days for ‘fabricating facts and disrupting public order’. On 12 January 2019 Wu was reported to have filmed and posted a 12-second video of a local car crash in a WeChat group in which he said, ‘There’s been a big accident. A few people died. There’s a big accident between Xiantao and Magang.’ According to the police report, while there were a series of car crashes that day, there were no casualties. Wu was under police detention a day after he posted the video.

Eight rumour-related cases included references to unverified or inaccurate information about government policies, particularly those related to people’s livelihood. A user in Wuqiang, a county in Hebei Province, was detained for spreading in a group chat inaccurate information about a government decree that aimed at replacing coal with cleaner-burning natural gas. Similarly, a Yunnan-based public account published a post about government plans to build a railway in Yunnan. The account was permanently banned because the post was inaccurate and that there was no such construction plan.

Two out of the 147 rumour-related cases included misinformation about an event that was otherwise harmless except that it damaged the reputation of a locality. Both were posted in public accounts whose target audience comprised mainly residents of that locality. For example, a user operating a WeChat public account in Hai’an City, Jiangsu Province, was detained for two days and asked to ‘apologize to fellow netizens’ for ‘fabricating facts and disrupting public order’. According to the police report, the user posted a video of a theft filed in another city in the public account he was running and claimed that the theft happened in Hai’an.

Authorities did not always release details on what types of rumour an individual allegedly spread. About 3 per cent of rumour-related cases included only the punishment of rumour-mongers without specifying the content of the alleged rumours. In August 2017, for instance, a 58-year-old residing in Xinjiang was subject to administrative detention for ‘spreading a large number of political rumours’ in WeChat. In another case highlighted by an Inner Mongolia police department, a user served a 10-day administrative detention for ‘making and spreading three false audio-video messages’ in WeChat. The vagueness in these official reports bears resemblance to the ambiguity in rumour-related censorship.

**Content referencing government criticism**

The second most frequently highlighted cases involved content critical of government. A total of 136 out of 468 cases included critical references to an organ of the government, government leaders and party cadres, official ideologies and state policies, or made threats against the government. To understand whether the authorities were clamping down on a particular type of government criticism, we coded the 136 cases into four subcategories based on the context and target of criticism mentioned in each report. Figure 4 shows the distribution of government criticism-related cases by subcategory.
Interestingly, we found that authorities most frequently highlighted cases involving criticism and complaints against rank-and-file police such as local traffic police (81.6 per cent). Existing censorship studies show that social media platforms primarily control online discussions of high-ranking government officials and party leaders while tolerating criticism of local officials because the central government supposedly uses those posts to monitor local corruption. We therefore expected to see more repression targeting social media users who discussed high-level officials rather than the local police force. For example, according to a report by a public security bureau in South China’s Guangxi, a WeChat user surnamed Pan was detained for five days for ‘insulting the police’ in December 2018. Pan reportedly posted photos of police patrolling on his WeChat Moments and captioned, ‘Looks like these bandits are feeling very cold’ (冷得这些大土匪). Among the 111 cases, four users who ‘insulted the police’ in group chats faced criminal detention, while the majority faced administrative detention.

Only 12.5 per cent of government criticism cases detailed the punishment of users who criticized a specific government leader or party cadre. Among these cases, only punishment of online expression against government officials at the local level was reported and there was no reference to central government figures. For instance, a public security bureau in Chengdu, Sichuan Province, highlighted a case where a user surnamed Liu was detained for three days for ‘damaging other individuals’ reputations’. According to the report, Liu filmed a conflict between passengers on a train in January 2019 and posted the video in a WeChat group chat. Liu claimed that two high-level officials of the China Railway Chengdu Group had taken advantage of their status and forced regular train staff to give up their seats. Liu’s video circulated widely on the Internet, but authorities dismissed Liu’s claims and said that the two seats were designated to the two officials.

A small number of reports mentioned the punishment of individuals who criticized official party ideology and state policy (4 per cent) or made threats against the government (2

Figure 4. Distribution of subcategories of government criticism-related content, 1 January 2014–1 April 2019.
Source: Authors’ dataset.
per cent). For example, a Xinjiang police department highlighted the punishment of two individuals who ‘maliciously attacked the autonomous region’s stability maintenance policy’ in January 2017. In January 2019, a township-level police department in Guangdong Province published a case involving a WeChat user who allegedly threatened to ‘bomb the public security bureau’. Among all these cases, 75 per cent concluded with administrative detention of various lengths of time.

Content referencing collective action

We found six reports of punishment related to expressions of collective action. In one report, police in Wenzhou City, Zhejiang Province, highlighted a case where a local party member surnamed Yang was sacked for posting inflammatory messages in a WeChat group chat. Yang reportedly encouraged a group of parents to ‘set up a parent committee, draft plans, raise funds, and organize teams to surround the (Wenzhou) education bureau’. Another case involved an online petition in Qianjiang City of Hubei Province in June 2016. According to the report, some party members who founded local chat groups and failed to discourage group members from circulating petition letters or organizing protests were punished.

Content referencing nationalism

We found 10 reports in our database pertaining to individuals who criticized nationalistic sentiments. The most recent case referenced a WeChat user who used derogatory language to describe a firefighter in a group chat. The user called the firefighter ‘dog bear’ (狗熊). The firefighter was acknowledged as a ‘martyr’ by local authorities for his sacrifice in a rescue mission. Notably, we found that the number of cases pertaining to the lack of nationalism highlighted by the authorities in the first four months of 2019 alone was equal to the total number of cases reported between 2014 and 2018.

Content referencing moral offence and personal insults

Not all reports were directly relevant to politics. Authorities also punished those who violated social norms or made reference to morally reprehensible crimes. A total of 93 reports were related to the following categories deemed illegal in China: the sale of illicit goods and services such as drugs, gambling, sexual content or conduct. Another 22 cases involved the punishment of individuals for insulting others (not including insults of government officials) on WeChat.

Relationship between content type and WeChat functionality

We analysed the distribution of targeted content by category in each WeChat functionality. Forty-seven reports did not specify which functionality was used to post the problematic content. We excluded these cases and examined the remaining 421 reports.

Figure 5 shows the distribution of each reported content category across WeChat one-to-one chats, group chats, Moments, and public accounts. At a glance, the majority of
Figure 5. Distribution of content categories in each functionality, 1 January 2014–1 April 2019.
Source: Authors' dataset.
content categories receive most of their reports on group chats, fewer on Moments, and even fewer on public accounts and one-to-one messages. To test whether this pattern generally holds true for each content category and that the reports for each content category fall into each of the four WeChat functionalities according to the same distribution, we performed a chi-squared test.

Based on the result obtained (p < 0.001), we reject this hypothesis. Rumours were disproportionately reported on public account posts compared to other content categories. Moreover, government criticism was disproportionately reported on Moments posts compared to other content categories. It is unclear whether these results are the product of how government officials choose to report content or on which functionalities users choose to share their posts.

Discussion

What the Chinese state considers unacceptable expressions is reflected in the cases the authorities self-report and propagate to the public. Our study shows that the authorities publicly targeted government criticism and rumours most frequently. The state punished citizens who posted these types of content even when they were shared in semi-public online spaces. Previous studies on Chinese social media censorship suggest that China’s information control regime targets criticism and sometimes what appears to be mere discussions of the state.69 While these studies use censorship by private companies as a proxy to gauge what the state wishes to suppress, our data mined from official sources confirm their findings as well.

Our data also show that the Chinese government has intensified content controls in online spaces by pushing the burden of censorship further down to the level of individuals. We saw more reports of punishment published by the authorities in the first four months of 2019 than in any single year between 2014 and 2018. The system of self-regulation where the burden of censorship is pushed on to private companies is largely effective,70 but there is also evidence that shows that private companies sometimes defy government directives out of their own business interests.71 It is possible that having realized the problem, the state sees the need to expand its information control apparatus on influential social media platforms. Propagating information on the punishment of individual users who post undesirable content on social media is the state’s reminder to its citizenry that ordinary people also bear the responsibility of self-regulation (i.e. self-censorship).

We interpret our finding that the Chinese state most frequently targeted online rumours and government criticism with some caveats in mind. On the one hand, it is possible that the distribution of the highlighted cases reflects the distribution of all cases of state repression including those that are not publicized or highlighted. The punishment of government critics by the authorities is consistent with the patterns of information control demonstrated by existing studies.72 The targeting of rumours and rumour-mongers – whether political or not – reflects a continuation and possibly an intensification of China’s ‘anti-rumour campaign’ since the 2010s.73 On the other hand, it is possible that the authorities selectively highlighted these cases while downplaying other more sensitive cases. In August 2017, authorities in Yunnan Province issued a police report
detailing an arrest of a WeChat user who mocked President Xi Jinping in a group chat. However, the authorities soon deleted this report from all its official channels, and discussions on the case were censored on Chinese social media. Publicizing these cases may invite discussion of the top CCP echelon, and fuel public opinion beyond the government’s control. This may explain why there were not many cases of repression against collective action, which King, Pan, and Roberts argued is a main target of China’s information controls, or discussions of high-level government leaders, which previous studies found to be a frequent target of censorship.

Regardless, it is clear from our data that the Chinese state has a low tolerance for content that is critical of the government or that challenges government credibility. There are several explanations and implications behind the state’s propagation of punishment of government critics and rumour-mongers. The state suppresses government criticism to manipulate public opinion and make it favourable to those in power. By highlighting the punishment of criticism of rank-and-file government officials and law enforcement officers, the authorities are saving face for the government and restoring its overall authority.

Similarly, the state’s focus on rumours as one of the most intolerable online expressions reflects the state’s increased concerns and anxieties over withering authority and public trust in the age of social media. While the state primarily targeted high-profile social media influencers in the earliest anti-rumour campaigns, our analysis shows that authorities began to target rumours more broadly and severely between 2014 and 2019. Although it is not immediately clear from our dataset how influential the targeted WeChat users were, official reports often stressed that it was the person who initiated the rumours, rather than the most influential ones who spread rumours, that faced the harshest punishment. Building on the analysis of Gallagher and Miller which focuses on the state targets of repression in 2012, our results suggest that authorities have broadened their targets of repression from influential non-party thought leaders to almost anyone who dares challenge official narratives. According to Huang, rumours decrease citizens’ trust in the government and support for the regime. It may therefore be the state’s attempt to restore its credibility and legitimacy by discrediting and eliminating alternative sources of information and ensuring that citizens receive and rely on government-approved messages.

The larger number of reports featuring WeChat users’ sharing of undesirable content in group chats and Moments rather than in one-to-one chats might be a result of users disproportionately posting sensitive content in different WeChat functionalities or the authorities purposefully targeting social media functionalities that reach larger audiences. In either case, that the Chinese authorities choose to propagate these cases of repression is notable and worth exploring. Existing work shows that the more ambiguous the boundary of online expression, the more likely average citizens self-censor to avoid potential trouble. There are two possible explanations for why the authorities choose to detail the reasons for each arrest even though they can maximize controls by blurring the bottom lines for online speech.

First, it serves as a deterrence tool. In Scott’s words, ‘each public punishment, each use of an honorific or a term of derogation – is a symbolic gesture of domination that serves to manifest and reinforce a hierarchical order’. Public display of punishment is therefore a tool used by the powerful to convey deviant behaviours that the state would not tolerate and reflects what the state considers threatening behaviours among
average citizens. Second, it is a display of state power. In recent years, the CCP has been met with increasing scepticism about its regime stability and legitimacy.\textsuperscript{84} Publicizing the state’s action against dissenting views ‘signals’\textsuperscript{85} the state’s strength and determination to control any speech or actions it deems undesirable. The Chinese state has been shown to target and make an example of high-profile social media users who dare challenge the authorities in public space,\textsuperscript{86} leading to the conclusion that the state targets almost exclusively influential public opinion leaders. Our data shows that the state’s controls over online information are more expansive than previously suggested. According to our data, the state has shown that it would not hesitate to go after any individuals who post undesirable content online and that it has omniscience over any online interactions, even those conducted in semi-public venues (e.g. instant messaging and WeChat Moments). Additionally, while not publicizing these behaviours may instil a sense of fear and uncertainty among average citizens, such action also runs the risk of making the state look weak or letting the masses think it is acceptable to challenge the authorities.\textsuperscript{87} If individuals realize – through online close-knit channels such as WeChat’s group chats and Moments – that they are not the only ones among their networks who harbour negative feelings towards the government or question the official narratives, then they might be emboldened to publicly challenge the regime. Detailing cases of repression shows the state’s determination to control undesirable behaviours as well as its ability to do so.

**Conclusion**

China’s online information control regime relies heavily on censorship, which is implemented by private companies. Because of such delegation, research on information controls drawing from results of social media censorship offers only a piece of the puzzle because they may not reflect accurately what the state wishes to control. Our analysis of when and why the state resorted to its repression apparatus to deter undesirable content furthers the understanding of China’s information control regime from the perspective of the state.

Our study showed the state pushing the responsibility of content controls further down to the level of individuals. By detailing cases where individuals were punished for posting undesirable content on social media, the state’s aim was to deter similar actions among the masses as well as demonstrate its strength.

We found that the state most frequently highlighted the consequences of posting content pertaining to government criticism and rumours. By making an example of individuals who challenge government actors, the authorities save face for the government and reiterate its authority. The goal of controlling rumours is likely to restore the state’s credibility and its ability to guide public opinion by discrediting alternative narratives.

Our analysis also pointed to the need for further studies on China’s information control strategies. For example, do certain types of content or users face harsher punishment than others? Are there any regional differences in the target and severity of state repression? Moreover, as propaganda and censorship are two sides of the same coin, future research can study censorship on WeChat during the same observation period of our study. By comparing what the state conceals and promotes around the same events, researchers may develop a better understanding of China’s information control regime.
Notes
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