Image retargeting changes the aspect ratio of images while aiming to preserve content and minimise noticeable distortion. Fast and high-quality methods are particularly relevant at present, due to the large variety of image and display aspect ratios. We propose a retargeting method that quantifies and limits warping distortions with the use of content-aware cropping. The pipeline of the proposed approach consists of the following steps. First, an importance map of a source image is generated using deep semantic segmentation and saliency detection models. Then, a preliminary warping mesh is computed using axis aligned deformations [1], enhanced with the use of a distortion measure to ensure low warping deformations. Finally, the retargeted image is produced using a content-aware cropping algorithm. In order to evaluate our method, we perform a user study based on the RetargetMe benchmark. Experimental analyses show that our method outperforms recent approaches, while running in a fraction of their execution time.
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1. INTRODUCTION

The use of visual media on mobile devices has seen dramatic increases over the last two decades. At the same time, the variety of displays continues to evolve and now includes dynamically changing factors, such as those in foldable phones. This multiplicity of media and display sizes makes retargeting a highly relevant technology. Retargeting is a process by which the aspect ratio of an image is changed, while aiming to keep important content in the image and to minimise noticeable distortion [2]. In the era of mobile computing, fast retargeting methods, which allow real-time, interactive usage on mobile devices, are of particular importance [3].

Combining the capabilities of existing Deep Neural Network (DNN) architectures with the efficiency of a warping algorithm [1], this work presents a novel method for image retargeting. Our implementation has been tested both on desktop and on mobile devices, and a user study based on the RetargetMe benchmark [4] shows that our method outperforms recent approaches, while executing in a fraction of the time [5, 6, 7, 8, 9, 10].

The contributions of this work are as follows. First, we demonstrate that DNNs can be successfully used to produce importance maps required by a retargeting approach based on warping [1]. Second, we propose a novel, simple, and effective way to quantify distortions, and to limit them with the use of content aware-cropping. Third, we demonstrate via a user study that our method produces state-of-the-art results. Fourth, we demonstrate the feasibility of retargeting on mobile devices, which can be done interactively in real-time once a pre-processing step has been performed.

2. PRELIMINARIES

Image retargeting approaches have been categorised as either discrete or continuous [2]. Discrete approaches, like seam carving [11, 12], add or remove pixels from source images to achieve the target size. Continuous methods change image dimensions by finding a mapping (a warp) from source to target images [13, 14, 15]. More recently, a variety of retargeting algorithms [6, 7, 8, 9, 10, 3, 16, 17, 18] and on reinforcement learning [5] have been proposed. In this section, we describe prior art which is of particular relevance to our method.

One of the building blocks of our approach is Axis Aligned Deformations (AAD) [1]. Given an importance map, AAD finds the optimal warping by optimizing an energy function of mesh coordinates, and uses the map to penalise distortions of important regions. In AAD, the mesh is defined by a set of vertical and horizontal lines, illustrated by
Fig. 2: A measure is proposed to quantify and limit warping distortions. (a) As an image is warped to reduce its width, background distortions \( D \) increase. (b) An image retargeted using only warping, where houses are deformed largely. (c) An image retargeted using the hybrid warp-crop approach, which reduces distortions in the houses as compared to warping-only, while preserving most important content. (c) An image retargeted by cropping only, where much of the original content has been lost, but has no distortions.

Fig. 3: Source images, and their corresponding retargeted versions obtained using different methods. Our method (right-most column) attains the best balance between keeping important content and a low level of distortion.

3. METHODOLOGY

An overview of our method is illustrated in Fig. 1. It consists of five stages: (1) importance map generation, (2) intermediate warping mesh generation, (3) determination of cropping regions, if any, (4) generation of final warping-cropping mesh, and (5) final rendering. An importance map is produced using semantic segmentation and saliency detection. This map is fed to AAD to produce an intermediate warping mesh. If this mesh matches the target size, then it is used to produce the target and the algorithm stops. Otherwise, content-aware cropping is performed, using a one dimensional version of the map.

3.1. Importance Map Generation

We generate an importance map using deep semantic segmentation [20] and saliency detection models [21]. First, a source image is fed to a segmentation model. Then, a test is applied to determine significance of detections provided by the model: if the percent of pixels detected as non-background objects is above a certain threshold, then the algorithm assigns an importance score of 1 to pixels with detections, and 0 otherwise. However, if the percent of detections is less than the threshold, then the source image is put through a saliency detector, and the saliency score is used as the importance score. An example of an importance map is shown in Fig. 1.

3.2. Intermediate Warping

After an importance map is produced, an intermediate warping mesh is obtained via an algorithm that finds the optimal warping that AAD [1] can produce. The optimal warp is de-
Fig. 4: Source images and their retargeted versions provided by AAD [1] and our method, for a retargeting factor of 0.33.

defined as the AAD warp that, when applied to the source image would produce an image that is as close to the target size as possible, but which does not introduce excessive distortions. To this end, a measure that quantifies distortions is needed.

A measure that quantifies distortion should be sensitive to changes in aspect ratio of large mesh cells, as those will be more noticeable than changes in small cells. This suggests measuring the average change in aspect ratio of cells across the image, weighted by the area and importance of each cell. We define the distortion $D$ by

$$D = \frac{1}{A} \sum_{i=1}^{N} \left[ \frac{\max(h'_i, w'_i)}{\min(h'_i, w'_i)} - 1 \right] \cdot h_i \cdot w_i \cdot (\Omega_i + \Omega_0), \quad (1)$$

where $A$ is the total area of warped image, $N$ is the number of cells, $h_i$ and $w_i$ are the height and width of the $i^{th}$ cell. We compute the normalised height and width by $h'_i = h_i / h_0$ and $w'_i = w_i / w_0$ where $h_0$ and $w_0$ are the height and width of cells in the uniform mesh. $\Omega_i$ is the average importance over pixels of the $i^{th}$ cell. $\Omega_0$ is a tuneable parameter used to penalise the distortion of non-important cells. The term in square brackets captures the departure of a cell from its original aspect ratio. Note that the distortion $D$ is not the same as energy $E$ used in the AAD optimisation problem. $E$ is quadratic on the coordinates, and assigns zero weight to unimportant cells, whereas $D$ is linear on the coordinates, and assigns non-zero value to the unimportant cells. We performed experiments using $E$ instead of $D$ as a measure of distortion, but $D$ was found to be more effective. Fig. 2 illustrates the effectiveness of $D$ as a measure of distortion: (a) change of $D$ with respect to the warping factor, i. e. the factor by which the warping changes the source width, whereas (b-d) show sample retargeted images with decreasing distortions on the background buildings.

Table 1: Normalised votes in our RetargetMe user study. Our method achieves superior performance. Apart from BEL, all methods are fully automatic.

| Method      | Normalised Votes |
|-------------|------------------|
| SCL         | 0.429            |
| BEL [9]     | 0.545            |
| CycleIR [6] | 0.480            |
| AAD [1]     | 0.475            |
| Ours        | **0.572**        |

The intermediate warp is the maximum warp that can be applied to an image while keeping $D < D_t$, where $D_t$ is a tuneable parameter. This is achieved by finding the root of the function $f(D) = D - D_t$. Solving this equation is only necessary if the distortion $D$ produced by a warp of the target size is larger than the $D_t$. Otherwise, warping the image to the target size is considered not to introduce severe distortions, which is illustrated in the “Yes” branch of the pipeline in Fig. 1.

3.3. Cropping

If the intermediate warp size is not the same as the target size, then content-aware cropping is applied (illustrated in the “No” branch in Fig. 1). The regions to be cropped are distributed on the left and right of the intermediate warped image, aiming to minimise removal of important regions. This is achieved by computing a one-dimensional version of the importance map, and distributing the cropping in such a way as to minimise the removed area under the curve (the one-dimensional map). For efficiency, the actual cropping is implemented via a final warping mesh, which merges the intermediate warping and cropping into one operation.

Fig. 2 illustrates the trade-off between image distortion and content preservation. Fig. 2 (a) shows the dependence of $D$ on the warping factor. As the retargeting factor is changed from 1 (unwarped image, with distortion equal zero) to 0.5, the distortion increases monotonically. Fig. 2 (b), (c), and (d) show retargeted images obtained using different values of the distortion threshold $D_t$, corresponding to the three blue dots in Fig. 2 (a). $D_t$ can be used to tune our system from warping-only to cropping-only, as well as different degrees of hybrid warping-cropping. Fig. 2 (b) shows warp-only retargeting, which preserves all of the original content but has severe distortions in the background houses. Fig. 2 (d) shows crop-only retargeting, which produces zero distortions but introduces severe content loss. Fig. 2 (c) shows an image with a good balance between warp and crop, which preserves most of the important content while keeping distortions low.

4. RESULTS

This section compares our method against recent retargeting work. We included in our quality analysis only methods in
peer reviewed publications and for which we had data available. Though we do not directly compare against methods in the original RetargetMe study [4] from 2010, we do compare against AAD, which showed superiority over those approaches [1]. Experimental results show that our method outperforms all other methods included in our analyses.

4.1. Implementation Details

Semantic segmentation was performed using a Deeplabv3+ model with a MobileNetV2 backbone [20] pre-trained on the Pascal VOC 2012 dataset [22]. The semantic segmentation pixel percentage threshold was tuned to 5%. For saliency detection, we used a pre-trained model described in [21]. For the distortion measure, we tuned $\Omega_t = 1$ and $D_t = 1$.

4.2. Visual Comparison

Fig. 3 presents results for sample images selected from the RetargetMe dataset [4]. On the left is the source image, and each of the other columns shows target images obtained from a variety of methods: SCL corresponds a uniform stretching operation. BEL is a non-full automated method that uses hand-crafted importance maps [9]. AAD denotes the warp-only method described in [1] but employing importance maps produced by our method, as described in Section 3.1 (instead of using the hand-crafted maps utilised in [1]). CycleIR is a recent DNN-based approach [6]. Among the retargeting approaches compared in Fig. 3, our method attains the best balance between keeping important content and reducing distortions. Fig. 4 shows examples of images retargeted by a factor of 0.33 using AAD and our proposed method.

| Method  | Time (ms) | Image size   | Processor Type |
|---------|-----------|--------------|----------------|
| CycleIR [6] | 370       | 1024×768     | GPU            |
| BEL [9]  | 1,000     | 615×461      | CPU            |
| Ref. [5] | 9,900     | 640×480      | GPU            |
| Ref. [7] | 120,000   | 640×480      | N/A            |
| Ref. [8] | 1,000     | 224×224      | GPU            |
| Ref. [10] | 15,320    | 1024×813     | GPU            |
| Ours    | 120       | 2152×1534    | GPU            |

Table 2: Reported retargeting execution times on desktop, for different methods. This is for illustrative purposes only, as hardware differences are not accounted for, and a precise timing benchmark is beyond the scope of the present work.

Each retargeting method was compared 3564 times on average. Given that there are small variations in the number of times each method was sampled (due to the finite number of randomly selected pair-wise comparisons), we performed vote normalisation by dividing the number of votes that each method received by the number of times it was accessed. Table 1 shows the results for the five selected methods, with ours gaining the largest number of votes.

4.4. Execution Times

Though a precise benchmark of execution times is beyond the scope of this work, it is illustrative to compare reported execution times in recent retargeting literature. Table 2 shows one such comparison (it includes more entries than the user study of Table 1 as timing data was more readily available than the retargeted images needed for our user study.) For the desktop experiments, we used an NVIDIA GeForce RTX 2080 GPU, and an Intel i9-9820X CPU. For mobile device, we used a Samsung Galaxy Fold (SM-F900). Note that importance maps need to be generated only once per image, regardless of the target size, and can therefore be done as a pre-processing step. This allows very fast retargeting (35 ms on desktop, and 130 ms on mobile device) to any size once the importance map has been computed.

5. CONCLUSION

We have presented a fully automated retargeting method. It combines the capabilities of DNNs for importance map generation, the efficiency of a warping algorithm [1], and a novel approach to quantify and limit warping distortions. By varying a single parameter, namely a distortion threshold, our system can be tuned to perform retargeting by warping-only, cropping-only, or a continuous range of hybrid scenarios in between. When fixing the distortion threshold to a fine-tuned value for hybrid warp-cropping, our system produces state-of-the-art quality, as demonstrated in a user study on the RetargetMe benchmark. Additionally, our system runs in a fraction of the time of recent retargeting approaches, and has been tested on mobile devices where, after a pre-processing step, retargets images in real-time. In future work, we plan to optimise for speed, and to improve the accuracy of, the importance map generation models.

| Platform          | Importance Map | Warp & Crop | Total |
|-------------------|----------------|-------------|-------|
| Desktop           | 85             | 35          | 120   |
| Mobile Device     | 3000           | 130         | 3130  |

Table 3: Retargeting execution times (ms) for an image of size 2152×1534 using our method. All times are measured on CPU, except from that of Importance Map on desktop, which uses a GPU.
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