Abstract

In NLP, models are usually evaluated by reporting single-number performance scores on a number of readily available benchmarks, without much deeper analysis. Here, we argue that – especially given the well-known fact that benchmarks often contain biases, artefacts, and spurious correlations – deeper results analysis should become the de-facto standard when presenting new models or benchmarks. We present a tool that researchers can use to study properties of the dataset and the influence of those properties on their models’ behaviour. Our Text Characterization Toolkit includes both an easy-to-use annotation tool, as well as off-the-shelf scripts that can be used for specific analyses. We also present use-cases from three different domains: we use the tool to predict what are difficult examples for given well-known trained models and identify (potentially harmful) biases and heuristics that are present in a dataset.

1 Introduction

NLP technology has progressed tremendously over the recent decades with significant advances in algorithms and modeling. Yet, by comparison, our understanding lags behind significantly for datasets (including all datasets types in the model life cycle: training, validation, evaluation) that contribute to model performance. This is mostly due to the lack of frameworks, methods, and tools to draw insights into datasets, especially at scale.

Most NLP models, to date, are evaluated using a relatively small number of readily available evaluation benchmarks, that are often created automatically, or via crowd-sourcing (e.g. Bowman et al., 2015; Wang et al., 2018; Williams et al., 2018; Zellers et al., 2018). It is well-known that most popular (evaluation) datasets are rife with biases, dataset artefacts and spurious correlations, and are prone to be solved with shortcuts (Gardner et al., 2021; Kiela et al., 2021). Presenting models with adversarial examples for which those biases or correlations do not hold, often results in stark performance drops (e.g. Linzen, 2020; McCoy et al., 2019; Jia and Liang, 2017; Chen et al., 2016; Poliak et al., 2018; Tsuchiya, 2018; Belinkov et al., 2019). At best, using datasets with such known issues might result in overestimation of a models’ capability on the task in question, which may not be reflective of how well they can execute this task in more realistic scenarios. More worrying, however, is that training or finetuning on datasets that contain biases and artefacts may result in models implementing undesired, biased behavior (e.g. Rudinger et al., 2018; Blodgett et al., 2016).

Additionally, datasets are usually treated as homogeneous collections of text, performance for which is captured in a single number – even though there is often a substantial difference between the difficulty/complexity of different examples in a dataset (e.g. Sugawara et al., 2022). Research papers rarely report thorough analysis of performance broken down by characteristics of the data set examples ignoring underlying patterns performance numbers may reflect. The problem is exacerbated by the pervasiveness of benchmarks coupled with a leaderboard competitive culture, where what counts most is system rank.

In part, this may be due to the fact that deeper analysis of results – especially when a number of different datasets is involved – is complex and time-consuming, and there are no standard frameworks or protocols that practitioners can resort to. The problem is even more pervasive, where we curate datasets for development and evaluation. How we curate, create, select data plays a critical role in understanding our models. Many NLP models (even beyond text) require up/down sampling of specific types of data. These processes should rely on principled characterization of data for any given model.

Towards this end, we believe that the existence of a standard toolkit that provides an easy to use set
of tools and metrics allowing researchers to analyze and systematically characterize datasets involved in the model life cycle, while gaining insights into the relationship between model performance and data properties could become more common place.

In this paper, we introduce the Text Characterization Toolkit\(^1\) (TCT), which aims to enable researchers to gain a detailed understanding of the datasets and models they create – with minimal effort. TCT is inspired by the Coh-Metrix toolkit (Graesser et al., 2004), a collection of over 100 diverse text characteristics intended for use for text analysis in various applications. TCT offers these capabilities at scale by design. While TCT can process a dataset of 20000 paragraphs in less than a minute using a single command on a MacBook Pro laptop, the very same library, for instance, can also be used as part of a PySpark pipeline to compute text characteristics for a full snapshot of Common Crawl\(^2\) (3.1B web pages) in a matter of hours. In this paper we present:

1. A repository of text metrics that can help reveal (hidden) patterns in datasets coupled with model performance on these datasets;
2. A set of off-the-shelf analysis tools that researchers can use in a simple notebook to study properties of the dataset and the influence of those properties on model behaviour;
3. A framework that enables the community to share, reuse and standardize metrics and analyses methods/tools;
4. Use cases that demonstrate the efficacy of TCT in practice covering Language Model prompting, Translation and Bias Detection.

With these contributions, we aspire to contribute to improving how we assess NLP models, and get closer to a scenario where providing detailed results analyses becomes the standard for NLP research.

2 The Text Characterization Toolkit

TCT consists of two main components:

- A framework for defining and computing text characteristics.
- A collection of analysis tools that help users interpret text characteristics and evaluate results with respect to these characteristics.

As illustrated by Figure 1, the workflow of extending a standard evaluation process with TCT is typically the following:

- Given a dataset, define how to extract text fragments from each data point: For a QA dataset text fragments could be individual questions, whereas in document summarization, the text fragments would be the documents themselves.
- Use TCT to compute characteristics of the text fragments. One might use the default characteristics already included in the framework or define their own specific metric.
- Load the computed characteristics and other evaluation specific data into a Python notebook for analysis using TCT. One might analyze the dataset itself (e.g. to identify spurious correlations or biases) or jointly analyze model evaluation metrics and text characteristics (e.g. through correlation analysis between TCT features and models’ test set accuracy).
- Use the results of the analysis to improve the dataset, the model, or the evaluation protocol – for example by extending evaluation data with examples where a model is expected to perform poorly or focusing evaluation on a challenging subset of the test data.

Concrete examples of the workflow above are described in §3 and in Appendix B. The rest of this section provides more details on the two important components of the framework.

2.1 Text Characteristics

While the majority of the characteristics found in TCT is motivated by metric classes in Coh-Metrix (Graesser et al., 2004), we have included new data bases for existing metrics and added entirely new metrics. At the time of writing, there are 61 characteristics implemented in TCT. An overview of the main categories of currently implemented characteristics can be found in Table 1. The toolkit provides a standardized framework to implement,

\(^1\)https://github.com/facebookresearch/text_characterization_toolkit

\(^2\)https://commoncrawl.org
| Category         | Example Metrics               |
|------------------|-------------------------------|
| Descriptive      | Word Count                    |
|                  | Sentence Length               |
| Lexical Diversity| Type-Token Ratio              |
|                  | MTLD                          |
| Complexity       | Left Embeddedness             |
|                  | # of NP modifiers             |
| Incidence Scores | Different POS tags            |
|                  | Types of connectives          |
| Word Property    | Age of Acquisition            |
|                  | Concreteness                  |

Table 1: Categories of characteristics currently implemented. See Appendix A for an exhaustive list.

configure, and compute these metrics. Adding a new metric is as simple as implementing two functions: one that loads any required resource (such as a word database) and initializes computation, and one that computes the metric given these resources and an input text.

2.2 Analysis tools

To further decrease the effort required to carry out text characteristics based analysis, we provide an initial set of analysis tools that users can use out of the box. We encourage users to contribute their own implementations of TCT-based analyses to the toolkit, to allow for re-use in the future development of datasets and models. The current functionality of the toolkit, as illustrated in Figure 2, includes:

1. Visualising distributions of different characteristics;
2. Visualising a pairwise correlation matrix for the characteristics;
3. Visualising correlations between individual characteristics and outcomes (e.g., accuracy);
4. Fitting a model on all characteristics to outcomes (logistic regression and random forests are supported currently) and analyzing a model’s predictive power and coefficients.

3 Example Use Cases

In order to demonstrate the ability of TCT to produce meaningful and actionable insights, we provide 3 examples of its use on real world data. For each one of these use cases, a thorough description of the experimental setup and results is included in Appendix B and reference notebooks are provided in the examples directory of the TCT repository.

Predicting Accuracy of OPT Baselines  We use the logistic regression analysis tool to fit a model that predicts the accuracy of the 6.7B OPT (Zhang et al., 2022) model on the HellaSwag (Zellers et al., 2019) task based on simple characteristics such as mean word length and concreteness. Using this model we identify subsets of the test data with precision as low as 40% and as high as 90%.

Gender Bias in Co-reference Resolution  By computing genderedness metrics on co-reference labels and using these metrics as inputs to the analysis tools, we reproduce the results of Zhao et al. (2018) showing that models perform much worse when the stereotypically associated gender of an occupation does not match the gender of the pronominal reference.

Fluctuations in Translation Performance  We show how translation performance of the NLLB model (Costa-jussà et al., 2022) using the HuggingFace pipeline (Wolf et al., 2019) fluctuates as a function of sample characteristics, like the number of sentences. This performance heterogeneity can be fixed by segmenting sentences before using the pipeline, showing that TCT can help debug model pipelines even with many layers of abstraction.

4 Related Work

Multiple existing tools offer similar functionality as TCT does: DataLab (Xiao et al., 2022) is a tool for detailed data analysis that, among other things,
allows users to inspect datasets through the lens of a few text characteristics such as text length, lexical diversity and gender-related features. The Know Your Data\(^3\) tool allows for inspection of image data, it surfaces spurious correlations, biases and imbalances in datasets. However, both tools do not connect model behavior to properties of datasets. Collins et al. (2018) predicts overall hardness of classification datasets based on label statistics and a few text characteristics such as readability and lexical diversity. ExplainaBoard (Liu et al., 2021) focuses on model performance analysis and provides a model performance breakdown by simple attributes of data points such as text length, providing a functionality most similar to our work.

Our toolkit distinguishes itself by including a much wider range of text characteristics and multivariable analysis tools that can identify larger variations in model accuracy. By packaging our toolkit as a simple Python library used in notebooks – in contrast to the previously described feature-rich systems – we also intend to minimize the effort needed to both use it as well as contribute to it (crowd sourcing more functionality).

The Coh-Metrix tool (Graesser et al., 2004) collected the most diverse set of text characteristics to our knowledge, designed for various use cases in linguistics and pedagogy. The tool, developed in 2004, is slow as it is designed to process a single document at a time, relatively difficult to access, and the underlying word databases are outdated. Our toolkit aims to make a subset of these metrics easily accessible to the NLP community.

5 Future Work

As illustrated in §2 we envision TCT to be a framework and an associated tool that allows for community contributions, crowdsourcing even more functionality and use cases. Future work involves usage of the tool:

Firstly, we encourage creators of new datasets to use TCT as a data annotation tool, to extract a wide range of dataset statistics in a straightforward manner, and report about them in academic publications for transparency about the contents of their dataset. Such statistics could be included in datasheets and data cards (Gebru et al., 2021), and they can aid in outlier detection during data cleaning.

We also prompt dataset creators to perform statistical analyses capturing which features are predictive of the gold targets before further training computational models, to ensure one is aware about potential short-cut learning opportunities due to biases in the dataset. Naturally, not all correlations are bad or avoidable – e.g. consider sentences containing the word ‘fantastic’ that are likely to have a positive label in sentiment analysis – but others are good to be aware of when working with a dataset – e.g. consider a natural language inference task where all sentences with the label ‘entailed’ have an atypical average word length. Such analyses could be included in a ‘cautions’ section with a dataset’s release.

A third type of usage would be by owners of new models, that, on the one hand, use TCT to measure whether some dataset characteristics are predictive of success and failure by their model, and, on the other hand, provide performance on subclasses of samples. One may already know that model performance is lower for longer sentences, but what about performance on different readability classes, classes with varying amounts of causal connectives or different ratings for syntactic complexity (e.g. SYNLE)? TCT will help answer those questions. Understanding how the model performance fluctuates for different data subsets provides further understanding in model robustness, and can, in turn, improve datasets’ quality if model owners report back on biases identified in datasets. It should be noted that TCT could be an effective tool for data selection for both training and evaluation, in particular at scale.

Limitations

Text Characteristics in our framework have varying levels of coverage depending on their type. Word property based characteristics, for example, are limited by the coverage of the word databases that back them – this can be limited even for English. While we plan to extend the framework to multiple languages in the near future, language coverage of backing word databases and NLP pipelines such as WordNet (Miller, 1995) or SpaCy (Honnibal et al., 2020) will affect our ability to scale the number of languages supported.
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| Category          | Metric Key | Description                                           |
|-------------------|------------|-------------------------------------------------------|
| Descriptive       | DESPC      | Number of paragraphs                                   |
|                   | DESSC      | Number of sentences                                    |
|                   | DESWC      | Number of words                                       |
|                   | DESPL      | Average number of sentences per paragraph              |
|                   | DESPLd     | Standard deviation of paragraph lengths (in sentences) |
|                   | DESPLw     | Average number of words per paragraph                  |
|                   | DESSL      | Average number of words per sentence                   |
|                   | DESSLd     | Standard deviation of sentence lengths (in words)      |
|                   | DESWLsy    | Average word length (syllables)                        |
|                   | DESWLsyd   | Standard Deviation of word lengths (in syllables)      |
|                   | DESWLlt    | Average word length (letters)                          |
|                   | DESWLltd   | Standard Deviation of word lengths (in letters)        |
| Lexical Diversity | LDTTRc     | Type-Token Ratio (TTR) computed over content words     |
|                   | LDTTRa     | Type-Token Ratio (TTR) computed over all words         |
|                   | LDMTLD     | Measure of Textual Lexical Diversity (MTLD)             |
|                   | LDHDD      | HD-D lexical diversity index                           |
| Syntactic Complexity | SYNLE      | Left embeddedness: average words before main verb       |
|                   | SYNNP      | Number of modifiers per noun phrase, mean              |
|                   | SYNMEDpos  | Average edit distance between POS tags of consecutive sentences |
|                   | SYNMEDwrd  | Average edit distance between consecutive sentences    |
|                   | SYNMEDlem  | Average edit distance between consecutive sentences (lemmatized) |
|                   | SYNSTRUTa  | Sentence syntax similarity, adjacent sentences, mean   |
|                   | SYNSTRUTt  | Sentence syntax similarity, all combinations, mean     |
| Readability       | RDFRE      | Flesch Reading Ease (Peter et al.)                     |
|                   | READFKGL   | Flesch-Kincaid Grade Level (Peter et al.)              |

Table 2: List of paragraph-level metrics currently supported by TCT

## A List of Text Characteristics

Tables 2 and 3 list all currently implemented metrics along with a short description. For a large number of metrics the Coh-Metrix website\(^4\) provides further details. For word property metrics we also document the source database in Table 3.

\(^4\)[http://cohmetrix.memphis.edu/cohmetrixhome]
| Category          | Metric Key                                      | Description                               |
|-------------------|------------------------------------------------|-------------------------------------------|
| Incidence Scores  | TOKEN_ATTRIBUTE_RATIO_ALHPA                    | Alphanumerical tokens                     |
|                   | TOKEN_ATTRIBUTE_RATIO_DIGIT                    | Tokens consisting of digits               |
|                   | TOKEN_ATTRIBUTE_RATIO_PUNCT                    | Punctuation tokens                        |
|                   | TOKEN_ATTRIBUTE_RATIO_URL                      | URLs                                      |
|                   | TOKEN_ATTRIBUTE_RATIO_EMAIL                     | E-mail addresses                          |
|                   | WORD_SET_INCIDENCE_WRDPRP1s                    | First person singular pronouns            |
|                   | WORD_SET_INCIDENCE_WRDPRP1p                    | First person plural pronouns              |
|                   | WORD_SET_INCIDENCE_WRDPRP2                     | Second person pronouns                    |
|                   | WORD_SET_INCIDENCE_WRDPRP3s                    | Third person singular pronouns            |
|                   | WORD_SET_INCIDENCE_WRDPRP3p                    | Third person plural pronouns              |
|                   | WORD_SET_INCIDENCE_CNCCaus                     | Causal connectives                        |
|                   | WORD_SET_INCIDENCE_CNCLogic                    | Logical connectives                       |
|                   | WORD_SET_INCIDENCE-CNCTemp                    | Temporal connectives                      |
|                   | WORD_SET_INCIDENCE_CNCAdd                      | Additive connectives                      |
|                   | WORD_SET_INCIDENCE_CNCPos                     | Positive connectives                      |
|                   | WORD_SET_INCIDENCE_CNCPNeg                    | Negative connectives                      |
|                   | WORDPROPERTY_WRDNOUN                            | Incidence score for POS tag ‘PROPN’, ‘NOUN’ |
|                   | WORDPROPERTY_WRDVERB                            | Incidence score for POS tag ‘VERB’        |
|                   | WORDPROPERTY_WRDADV                             | Incidence score for POS tag ‘ADV’         |
|                   | WORDPROPERTY_WRDFRQc                            | Mean Word frequency, content words        |
|                   | WORDPROPERTY_WRDFRQa                            | Mean Word frequency, all words            |
|                   | WORDPROPERTY_WRDFRQmc                           | Min Word frequency                        |
|                   | WORDPROPERTY_WRDFAMc                           | Mean Familiarity, content words only      |
|                   | WORDPROPERTY_WRDCNCc                            | Mean Concreteness, content words only     |
|                   | WORDPROPERTY_WRDIMGc                            | Mean Imagability, content words only      |
|                   | WORDPROPERTY_WRDMEAc                            | Mean Meaningfulness                       |
|                   | WORDPROPERTY_WRDPOLc                            | Mean Polysemy                             |
|                   | WORDPROPERTY_WRDHYPh                             | Mean Hypernymy (nouns)                    |
|                   | WORDPROPERTY_WRDHYPv                             | Mean Hypernymy (verbs)                    |
|                   | WORDPROPERTY_WRDHYPnv                           | Mean Hypernymy (verbs and nouns)          |
|                   | WORDPROPERTY_AOA                                | Mean Age of Acquisition (Kuperman et al.) |
|                   | WORDPROPERTY_AOA_MAX                           | Max Age of Acquisition (Kuperman et al.)  |
|                   | WORDPROPERTY_CONCRETEINESS                     | Mean Concreteness (Brysbaert et al., 2014) |
|                   | WORDPROPERTY_PREVALENCE                        | Mean Prevalence (Brysbaert et al.)        |
|                   | WORDPROPERTY_PREVALENCE_MIN                    | Minimum Prevalence (Brysbaert et al.)     |

Table 3: List of word-level metrics currently supported by TCT. Common underlying word databases: *SpaCy (Honnibal et al., 2020) *MRC (Coltheart, 2018) †WordNet (Fellbaum, 2010)
In this section we demonstrate how users can gain actionable insights on existing evaluation data using TCT, with minimal amount of additional work. The examples provided below can be reproduced by Python notebooks we included in the examples folder of the TCT repository.

B.1 Predicting Accuracy of OPT Baselines

Despite the recent success of large pre-trained language models (LLM), there are still ongoing debates regarding how good they really are, and how to evaluate that. After all, LLMS such as PaLM (Chowdhery et al., 2022) or DeBERTa (He et al., 2020) have saturated the performance on benchmarks, even outperforming human scores at times, but, at the same time, there still exist a myriad of seemingly trivial scenarios in which they fail.

Experimental setup In this demonstration we offer an alternative approach: We take existing data from the evaluation of the 6.7B OPT baseline (Zhang et al., 2022) then attempt to use simple data characteristics to identify interpretable subsets of the dataset on which OPT’s performance substantially differs from its overall high accuracy. We use the HellaSwag task (Zellers et al., 2019), a common-sense inference task that is trivial to solve for humans but challenging for LLMs.

To evaluate OPT models on this task, prompts corresponding to different choices were scored with the LLMs and the answer with the lowest perplexity was considered to be the choice of the model. For each data point in the test set, we consider two text fragments: the prompt corresponding to the correct answer and the concatenation of all the prompts corresponding to incorrect answers (see Table 6 for an example). With a single command using the command_line_tool.py we compute characteristics for the extracted texts and load the results into a notebook. We also load the result of the model evaluation, which is a single binary variable per data point describing whether the model predicted the right answer.

Results First, we inspect correlations between individual metrics and model performance. This analysis tool orders data points with respect to a particular TCT metric, groups them into buckets of 100 data points and computes model accuracy for each bucket. We find several different data characteristics that show high correlation with model performance, for example number of sentences per prompt or average concreteness (Brysbaert et al., 2014) of words. A visualisation of these results is shown in Figure 3.

Secondly, we employ the TCT class named PredictFromCharacteristicsAnalysis to fit a logistic regression model using all characteristics to predict whether the model will yield a correct answer for a particular data point. The tool computes the regression scores on a held out part of the dataset and visualizes model accuracy with respect to this score per data bucket, as shown in Figure 5. We find more variance between the best and worst performing buckets compared to the single variable analysis. On the bucket with the highest predicted score the OPT baselines yield a 0.9 accuracy, but in the lowest scoring

---

5We chose the HellaSwag task for this demo as it had sufficiently many examples in the test set and showed the most interesting correlations out of all tasks the model was evaluated on prior.
Figure 4: Coefficients of logistic regression visualised by TCT for OPT experiment.

![Figure 4](image)

Figure 5: The TCT analysis tool visualizing the regression model applied to held out data in the OPT analysis.

Bucket the accuracy is below 0.4, which approaches the random baseline of 0.25. To interpret the fitted regression model, we inspect its coefficients. Illustrated in Figure 4. Interestingly, coefficients for given characteristics often yield opposite signs associated with the correct and incorrect answers, indicating that they are in fact, on their own, predictive of the correctness of an answer. For instance, the DESWLlt metric (mean number of letters per word) has coefficients of -0.44 and 0.62 for the correct_prompt and incorrect_prompts features, respectively.

We argue that such analyses are useful from two perspectives: i) Analyses that uncover patterns in what characteristics make examples difficult help us improve our understanding of how well a model has in fact learned the task we intended it to. This, in turn, provides a better estimate of the wider applicability of a model. ii) If one knows which text characteristics lead to poor performance from LLMs, one could improve the dataset’s coverage for characteristics associated with low model performance – e.g. one could curate data points including tokens with low concreteness scores.

Table 6, Figure 3 and Figure 4 illustrate the model analysis process described previously in this section.

### B.2 Gender Bias in Co-reference Resolution Models

Second, we would like to illustrate how TCT can aid in identifying biases in NLP systems, by revealing gender bias in coreference resolution systems.

---

Since inputs to the regression were scaled to unit variance, direct comparison of coefficients is meaningful
Experimental Setup  We use a coreference resolution model proposed by Lee et al. (2017) and the WinoBias dataset (Zhao et al., 2018). The model is evaluated using exact match to compute accuracy. To capture gender statistics, we configure a new Word Property metric “genderedness” based on Labor Force Statistics and compute it on two text fragments (the two spans of the ground truth co-reference). A higher genderedness score represents that the occupation is associated with a female stereotype and vice versa. For pronominal references, we assign 100 to female ones (e.g. “she”, “her”) and 0 to male ones (e.g. “he”, “his”). We add the difference between the two characteristics as an additional feature for analysis.

Results  The analysis obtained by the TCT toolkit is illustrated in Figure 7. There is a negative correlation between model accuracy and the genderedness difference between the occupation and the pronominal reference. In other words, if a female stereotypical occupation and a male pronoun co-occur in a test example (e.g. “nurse” and “he”) or a male stereotypical occupation and a female pronoun (e.g. “constructor” and “she”) co-occurs, the model is more likely to make a wrong prediction.

B.3 NLLB: Interpretable Fluctuations of Translation Performance

A third example of a task that could benefit from using TCT in analyses is Neural Machine Translation (NMT). We apply TCT to source sentences to identify patterns in translation success for an off-the-shelf NMT system.

Experimental Setup  To investigate performance heterogeneity in translation models, we use the No Language Left Behind 1.3B distilled model and the English-Russian validation split of the multi-domain dataset from the same work (Costa-jussà et al., 2022). We use the HuggingFace transformers translation pipeline for easy inference (Wolf et al., 2019). We extract translations using the pipeline, and employ the chrF++ metric to measure success per individual data point (Popović, 2017). Using the toolkit we characterize the English source data with default settings.

https://github.com/uclanlp/corefBias
Note: we use this as it has better per data point properties than other corpus statistics like BLEU (Papineni et al., 2002).
Results

Surprisingly, we find significant heterogeneity as seen in Figure 8 and below. In particular, more sentences, more verbs, polysemy for content words, and chat-like messages lead to performance drops. Conversely, more nouns and words with more syllables correlate with better chrF++ scores.

The driver of this heterogeneity may be deceptive. The HuggingFace translation pipeline does not keep track of the underlying model’s training distribution. It would not know that the NLLB model was trained on sentence pairs and the evaluation data contains multi-sentence datapoints. An appropriate way to match the training distribution would instead be to split by sentences and translate individual sentences before re-concatenating. In fact, if we take this approach, we find that performance levels out with the biggest improvements coming from the largest sources of heterogeneity (Figure 11). This demonstration shows the power of TCT for debugging model workflows. With many layers of abstraction, it is easy to forget that underlying models are likely trained on a particular data distribution.

Additional Details

Figure 9 shows the distribution of data-characterized performance for NLLB using the HuggingFace translate tool with no modification (other than increasing the maximum generated length to 512 tokens). Figure 10 shows the distribution of chrF++ scores for NLLB with sentence segmentation. We pass each sentence in a batch to the segmentation pipeline before re-concatenating them by adding a space between sentences (since we only use English and Russian for this demonstration this is an appropriate concatenation method). Finally, Figure 11 shows the treatment effect. For each sentence we subtract the segmented NLLB chrF++ score from the unsegmented chrF++ score. Then we run the TCT toolkit on this outcome measure. We show that performance increases are such that they level out performance heterogeneity to some extent.

In Table 4 we demonstrate how the unsegmented NLLB model can drop out entire portions of the translation in multi-sentence validation datapoints. This is likely what leads to performance drops. The segmented version fixes this. As such, we suggest that TCT should be run at eval time even when using a known model that has been validated in the past. Different environmental setups can lead to failure modes such as this one that can be difficult to detect without data characterization.

---

9Sentence segmentation by SpaCy (Honnibal et al., 2020)
Figure 9: Top: A regression on the chr++ score of a model pipeline using NLLB with no segmentation. Positive values indicate improved score, lower values indicate a negative correlation with score. Bottom: As can be seen there is even heterogeneity in treatment effects for several data characteristics.
Figure 10: Top: A regression on the chrf++ score of a model pipeline using NLLB with segmentation. Positive values indicate improved score, lower values indicate a negative correlation with score. Bottom: As can be seen there is still some heterogeneity in treatment effects for several data characteristics but they have significantly flattened.
Figure 11: Top: A regression on the per-sentence treatment effect between a translation run through NLLB with and without sentence segmentation. Positive values indicate correlation with improved chrf++ from segmentation over the base model. Bottom: As can be seen there is even heterogeneity in treatment effects. Sentence splitting has the most positive effect correlation with the chat corpus and for the evaluation points with many sentences.
| English | Yeah that would be so fun! It’s really easy honestly, there’s a bit of skill with steering but once you get the hang of it it feels super natural. |
|---------|----------------------------------------------------------------------------------------------------------------------------------|
| True    | Да, было бы очень весело! Честно говоря, это очень просто, нужен небольшой навык руления, но как только вы поймете, ощущение будет очень естественным. |
| NLLB    | Да, это было бы так весело! но как только ты научишься управлять, это будет очень естественно. |
| NLLB (seg) | Да, это было бы так весело! Это очень просто, честно говоря, требуется немного мастерства, но как только ты научишься управлять, это будет очень естественно. |
| English | That’s right. How is your family? how many of you are there? |
| True    | Точно. Как твоя семья? Сколько вас? |
| NLLB    | Как ваша семья? |
| NLLB (seg) | - Да, это так. Как твоя семья? Сколько вас там? |

Table 4: NLLB without proper segmentation misses entire portions of the context. For example, the red-highlighted portion is missing from the non-segmented NLLB text, but present elsewhere.