Abstract—The proliferation of emergent network applications (e.g., AR/VR, telesurgery, real-time communications) is increasing the difficulty of managing modern communication networks. These applications typically have stringent requirements (e.g., ultra-low deterministic latency), making it more difficult for network operators to manage their network resources efficiently. In this article, we propose the Digital Twin Network (DTN) as a key enabler for efficient network management in modern networks. We describe the general architecture of the DTN and argue that recent trends in Machine Learning (ML) enable building a DTN that efficiently and accurately mimics real-world networks. In addition, we explore the main ML technologies that enable developing the components of the DTN architecture. Finally, we describe the open challenges that the research community has to address in the upcoming years in order to enable the deployment of the DTN in real-world scenarios.
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I. INTRODUCTION

In the last years, the digital transformation of both society and industry has led to the emergence of novel network applications. These applications have complex requirements that cannot be easily met by traditional network management solutions, such as network over-provisioning or admission control. For example, novel forms of communication (e.g., AR/VR, holographic telepresence) require ultra-low deterministic latency, while recent industrial developments (e.g., Vehicular Networks) need to adapt to ever-changing network topologies in real-time. At the same time, the number of connected devices is growing rapidly, making modern networks’ behaviour highly dynamic and heterogeneous. As a result, modern communication networks have become very complex and costly to manage.

Other industry sectors have recently adopted the Digital Twin (DT) paradigm [1] to model complex and dynamic systems. A DT can be understood as a virtual model of a physical object, system, or phenomenon that is represented in the digital world. The main advantage of a DT is that it can accurately model a complex system without interacting with it, which would otherwise be costly in the physical world. DT examples include enabling smart manufacturing in Industry 4.0 [2], improving the performance and design of complex engineering products (e.g., engine design) or modelling physical interactions [3].

This article makes the case for the Digital Twin Network (DTN) as a key enabler of efficient control and management of modern real-world networks. Specifically, a DTN allows network operators to design network optimization solutions, perform troubleshooting, what-if analysis, or plan network upgrades taking into account the network’s expected user growth. Since the interaction with the DTN does not require access to the real network, the aforementioned processes can be carried out in real-time, without jeopardizing the physical network.

In addition, we argue that the latest advances in Machine Learning (ML) make it possible to build a DTN. In particular, recent ML proposals have shown the huge capabilities of modern ML technologies for modeling complex systems. For example, Alphafold uses ML to predict protein structures in 3D [4]. In computer networks, ML has been successfully used to model path delays [5], schedule jobs in data processing clusters [6], and optimize traffic in data-centers [7], among others.

Figure 1 shows a general overview of the DTN. First, the digital representation of the physical network is built in the digital world. Then, the network operator interacts with the DTN in real-time. The DTN is built using already existing ML techniques, making its execution fast and lightweight compared to traditional network simulation technologies (see later). This allows the network operator to immediately obtain accurate performance metrics of the network while evaluating
different network configurations on the DTN.

There is a growing interest in the networking community in building a DTN. In particular, Standard Development Organizations (SDO), such as the IETF or the ITU, have started to work on the definition of a DTN [8]. While their work focuses on defining the main concepts and interfaces of a DTN, in this article we focus on the technologies and research challenges involved in implementing a ML-based DTN, complementing the work of SDOs.

II. APPLICATIONS OF THE DIGITAL TWIN NETWORK

A. Troubleshooting

There are many factors that cause network failures (e.g., invalid network configurations, unexpected protocol interactions). Debugging modern networks is complex and time consuming. Currently, troubleshooting is typically done by human experts with years of experience using networking tools.

Network operators can leverage a DTN to reproduce previous network failures, in order to find the source of service disruptions. Specifically, network operators can replicate past network failure scenarios and analyze their impact on network performance, making it easier to find specific configuration errors. In addition, the DTN helps in finding more robust network configurations that prevent service disruptions in the future.

B. What-if analysis

The DTN is a unique tool to perform what-if analysis, where the impact of potential scenarios and configurations are safely analyzed using the DTN. In this context, the DTN acts as a safe sandbox where different configurations are applied to the DTN to understand their impact on the network. What-if analysis helps operators detect network misconfigurations, bottleneck links, observe network performance in case of disasters (e.g., link failures), or predict future network behaviours under different events without any impact on the real network.

C. Network Planning

The size and traffic of networks has doubled every year [9]. To accommodate this growth in users and network applications, networks need periodical upgrades. For example, ISPs might be willing to increase certain link capacities or add new connections to alleviate the burden on the existing infrastructure. This is typically a cumbersome process that relies on expert knowledge. Furthermore, modern networks are becoming larger and more complex, thus exacerbating the difficulty of existing solutions to scale to larger networks [10].

The DTN models large infrastructures and produces accurate and fast performance estimates. Hence, it can help in estimating when an existing network will run out of resources, assuming a given growth in users. In addition, its performance estimates are useful to plan the optimal upgrade that can cope with such growth. In short, network operators can leverage the DTN to make better planning decisions and anticipate network upgrades.

D. Network Anomaly Detection

Since the DTN models the behavior of a real-world network, network operators have access to an estimation of the expected network behaviour. When the real-world network behaviour deviates from the DTN’s behavior, it can act as an indicator of an anomaly in the real-world network. Such anomalies can appear at different places in a network (e.g., core, edge, IoT), and different data sources can be used to detect such anomalies.

E. Education and Training

As discussed before, the DTN can be understood as a safe playground where misconfigurations don’t affect the real-world system performance. In this context, the DTN can play an important role in improving the education and certification process of network professionals. For example, the DTN can be used in cybersecurity scenarios to evaluate the effects of network attacks and possible counter-measures.
III. ARCHITECTURE

The DTN is a data-driven paradigm that leverages network-related data to build a digital representation of a network. The source of this data is typically from real-world networks, dedicated network testbeds, or network simulation tools. The data might be diverse in nature, but has to define the network environment or phenomena that the network operator wants to mimic.

Once the data is gathered, the next step is to build the DTN model. Advances in Deep Learning (DL) technologies showed great modeling capabilities in complex network scenarios [5]–[7]. We argue that DL techniques can be leveraged to extract knowledge from the gathered data and build the DTN of a network.

Figure 2 presents the reference architecture of the DTN. The central component of the architecture is the DT, which fundamentally incorporates a network model that mimics the physical network. This model takes as input a set of network-related information and produces a set of performance metrics. In addition, some applications (e.g., Traffic Engineering) can use a network optimizer to find the best solutions to different optimization problems.

A. Digital Twin Network Model

The DTN can be seen as a black-box that contains the ML-based network model. This box takes as input some parameters (e.g., traffic, topology, routing, scheduling policies) and outputs some network-related performance metrics (e.g., utilization, delay, packet drops). The inputs and outputs are problem and context dependent.

The network operator can change the values of the input parameters and observe the resulting performance metrics of the DTN in real-time. This is done without the need of running expensive simulations or instrumenting the real-world network. Since the DTN is a faithful copy of the real-world network, the operator can test any input values, even if these values might cause network service disruptions. This is because the DTN is executed in a safe environment isolated from the real-world network. The output performance metrics of the DTN can be of multiple types (e.g., time-series, per-link prediction, global metric values), which are defined according to the needs of the network operator.

B. Network Optimizer

The DTN is combined with a network optimizer to operate a network efficiently. Figure 3 summarizes this process. The optimizer is in charge of searching for the best network configuration (step 2) that fulfills the requirements specified by a network operator (e.g., minimize the maximum link utilization). Such objectives can be expressed using a declarative language. If the performance metrics from the DTN indicate that the solution is not good enough (step 3), the network optimizer continues the search until the stopping condition is met. The best solution found so far is applied directly to the real-world network (step 4). To reduce the DTN’s uncertainty, the network configurations can be evaluated using lightweight simulation/emulation tools (e.g., Mininet) before being applied to the real infrastructure. Notice that the optimization process can be closed-loop, where human intervention is not necessarily required.

C. Training the Digital Twin

Training the DTN model requires building a dataset that contains relevant information of the network. The DTN’s accuracy highly depends on the quality of the data, requiring the training dataset to contain a representative set of the network behaviour to model. For example, if the goal is to model the delay of network flows, then the dataset has to include a wide range of network scenarios and its impact on the delay. This means including different routing configurations, topologies, scheduling and traffic loads. Likewise, the dataset has to include events that negatively impact the delay,
such as link and interface failures, misconfigurations, highly congested scenarios, etc.

Another important aspect to consider is, *where do we obtain this dataset?* Fundamentally, the dataset can be obtained from real-world networks (i.e., using the real-world network events) or from non-production dedicated network infrastructures (i.e., using pre-defined network events). In other words, the training dataset can be generated at the customer network or at a dedicated testbed not in production.

However, generating such training sets in production networks is impractical. As we have mentioned, the dataset must contain -among other data- failures, misconfigurations and congested scenarios. Nevertheless, this is not acceptable in a production network, because it can cause service interruptions. As a result, we envision that the training dataset will be produced in a non-production dedicated network infrastructure, such as a testbed. In the testbed, the network can be configured with different traffic profiles, failures, misconfigurations and errors, as well as a wide range of valid configurations without disrupting users.

We must note that *online telemetry* should not be confused with generating the training dataset in a testbed. Online telemetry is defined as how information from various data sources is collected using a set of semi-automated processes. Online telemetry from production networks can be used to expand the training dataset. However, the generation of data using not in production testbeds is still required.

The main challenge of generating the dataset using dedicated networks is that the DTN has been trained in a specific testbed, but when deployed it has to operate in a previously unseen customer network. Hence, the DTN has to operate in scenarios that are not specifically included in the training set. As an example, the topology and traffic profile of the customer network might be different from the ones seen during training in the testbed. In the AI domain, the capability of a ML-based model to operate in unseen scenarios is referred to as *generalization*.

**IV. ENABLING TECHNOLOGIES**

**A. Digital Twin Network Model**

Recent works explored the feasibility of applying DL techniques to model computer networks. Earlier works proposed solutions based on traditional Neural Network (NN) architectures (e.g., Multilayer Perceptron, Recurrent NN) for network modeling. Unfortunately, these solutions yielded poor performance, because classical NN architectures experience difficulties when modeling complex relational relationships (e.g., between routing, topology and end-to-end path delays). In addition, real-world network topologies can change over time due to external factors (e.g., link failures), and traditional ML-based solutions are not able to adapt to such topological (relational) changes.

Graph Neural Networks (GNN) have been proposed by the ML community to model relational-structured information [11]. GNNs are a family of DL models that capture graph dependencies using a message passing algorithm between a graph’s entities (e.g., nodes, edges). Since computer networks are fundamentally represented as graphs, GNNs offer unique advantages for network modeling when compared to traditional NN architectures. In the last years, GNNs have demonstrated outstanding performance when solving network-related problems [5]–[7]. We argue that GNNs are a central technology that enables the construction of scalable network models that can generalize to different network topologies, configurations, and traffic distributions.

Figure 4 shows the results of a motivating experiment to predict end-to-end path delays using different types of neural networks: a Multi-Layer Perceptron (MLP), a Recurrent Neural Network (RNN), and a GNN (RouteNet*), based on the original RouteNet [5]. These results demonstrate that GNNs are able to provide accurate estimates even in networks not seen during training. Note that the GNN-based method significantly outperforms the other types of NN architectures.

**B. Network Optimizer**

A network optimizer can leverage a DTN to solve several networking problems (e.g., Traffic Engineering). Specifically, it can use the DTN to obtain immediate network performance estimations during an optimization process. However, the network optimizer must be able...
to adapt to the real network’s dynamics. For example, real-world physical links break due to external factors, or network users can have different behaviour patterns that cause difficult-to-predict spikes in the utilization of network resources. Thus, it is important to adapt to such changes and to automate the network optimization process in complex scenarios.

Traditional optimization solutions, such as Constraint Programming (CP) or Integer Linear Programming (ILP), start the optimization process from scratch upon a change in the optimization scenario. This is inefficient because the knowledge learned from previous optimization scenarios (e.g., past traffic distribution) is not transferred to the new scenario (e.g., new traffic distribution). Deep Reinforcement Learning (DRL) is a key technology that offers fast operation and can efficiently operate in complex scenarios. DRL differs from traditional optimization solutions because it leverages the knowledge learned in past optimizations. DRL has been applied to network optimization scenarios, showing outstanding performance [10], [12]. Recent work combining Multi Agent Reinforcement Learning with GNNs showed that the cost of the optimization process scales almost linearly with the size of the network topology [12].

The high complexity of network optimization problems can make the DRL algorithm reach sub-optimal solutions. For example, in Traffic Engineering the number of different routing configurations that minimize a network metric under a threshold (e.g., minimize the maximum link utilization) can be difficult to find. Several works started combining DRL with traditional optimization methods (e.g., CP) to improve DRL’s performance in two different ways. First, traditional optimization methods can be used to teach the DRL agent good actions, helping the agent converge faster to a solution. Second, methods like CP or Local Search can be applied after the DRL optimization process to improve DRL’s solution. The latter explores the neighbourhood of the DRL’s solution space to find a better alternative.

V. OPEN RESEARCH CHALLENGES

A. Generalization

The DTN should be able to perform well on different or unseen network scenarios. Generalization is important because training a DTN model is not immediate, and it is unfeasible training it after every network change (e.g., link failure). Since these changes occur very fast (e.g., in vehicular networks), it is not possible to start the training process again. In addition, modern networks are large, making it difficult to replicate them on a testbed, or time consuming to simulate them in order to gather the necessary data to train the DTN model. Therefore, with generalization capabilities it would be possible to train the DTN model in smaller network instances, and deploy it on larger real-world networks without losing significant performance.

B. Flow-based operation

It is necessary to understand the network traffic at a flow granularity to accurately model a network. However, networks have a large number of flows which raises scalability issues for ML-based methods [13]. Some network systems tackle the scalability issue using sampling or aggregation techniques instead of trying to model each individual flow. This enables the network operator to tune the sampling granularity to define how representative the samples are going to be. However, most of the flows are short flows that could be imperceptible to the flow sampling algorithm. Therefore, building flow-based ML models that can operate at flow granularity and at short time scales is a relevant research challenge.

C. Operation in large scenarios

The efficient operation of large scale networks raises a scalability challenge for the DTN. In such situations, the performance and inference cost should grow at a similar rate as the network size (i.e., larger topologies require larger DTN models, which have higher inference costs). In addition, the training process should also scale well with the network as larger scenarios are inherently more complex, and thus, they require more training time. If a DTN is applied on a larger network and its performance degrades, or it takes more time to execute or to train, the advantages with respect to traditional simulations are lost.

Operating in large network scenarios implies training a DTN model for large scenarios. However, this is unfeasible as it requires building large and expensive testbeds or executing time-consuming simulations. Recent works that apply ML techniques to networking leverage different techniques to enable scalability. One of them is problem reduction, which reduces the original problem to a smaller instance of the same problem. As an example, graph clustering techniques can be used to reduce the network topology to a smaller version.

D. Explainability

As mentioned previously, NNs are typically seen as a black-box. This hinders the deployment of NN-based solutions in real-world network scenarios because network
operators struggle to interpret the predictions made by the NN. Recently, the ML community started to investigate how to understand and interpret better DL models. Network operators can leverage the knowledge extracted from the DL trained models to identify potential issues or design better solutions. However, the tools to interpret NN-based systems should be easy to use and friendly for non-ML experts, like network engineers. The networking community is already investigating methods to interpret NNs \[14\].

\[E.\] Uncertainty estimation

When a NN is evaluated, it is difficult to obtain a confidence interval of the predicted values. This is important because the NN can produce overconfident predictions about the values or actions (e.g., in DRL), making it difficult for network operators to trust NN-based solutions, and to adopt them in real-world deployments. Such limitation is important as network operators usually seek robust and reliable methods to solve networking problems. To enable the deployment of NNs in real-world applications it is necessary to find a method to assess the confidence of the values predicted by the NN. Recent works are trying to solve this problem by substituting the weights from a NN by distributions \[15\].

\[F.\] Data collection and storage

In a networking context, the collection and processing of data is challenging and expensive. Data is only valuable if it is meaningful, which is typically achieved by using a common data format or labelling. However, in real-world networks data comes from different sources and has different formats. Thus, the data collection process has to aggregate or transform the original data to a common representation, which is decoupled from the data source. This requires using common telemetry systems to gather relevant network-related data.

One of the limitations of gathering network related data is that it can require an extremely large amount of storage. For example, in production scale data-centers (with the order of thousands of servers) the majority of flows are short flows, i.e. flows that have a very short life \[13\]. Storing the data of all flows can take hundreds of GB \[13\], which can become unfeasible to store and to process. This calls for the research community to find a method to reduce the size of the data and to study network compression techniques.

\[VI.\] Conclusion

In this article we introduced the DTN paradigm. We argued that the DTN enables the design and development of efficient network management tools for modern networks. Recent advances in ML enable building a DTN that is able to mimic the behaviour of a real-world network. We believe that existing ML techniques allow the networking industry to build market-ready DTNs. While there are still some open challenges to be addressed for a full-scale DTN deployment in real networks, we encourage the networking community to explore solutions to these challenges.
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