ABSTRACT

The fusion of images taken by heterogeneous sensors helps to enrich the information and improve the quality of imaging. In this article, we present a hybrid model consisting of a convolutional encoder and a Transformer-based decoder to fuse multimodal images. In the encoder, a non-local cross-modal attention block is proposed to capture both local and global dependencies of multiple source images. A branch fusion module is designed to adaptively fuse the features of the two branches. We embed a Transformer module with linear complexity in the decoder to enhance the reconstruction capability of the proposed network. Qualitative and quantitative experiments demonstrate the effectiveness of the proposed method by comparing it with existing state-of-the-art fusion models. The source code of our work is available at https://github.com/pandayuanyu/HCFusion.
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1. INTRODUCTION

Multimodal image fusion refers to combining complementary information from multi-source images to generate a fused image of improved quality [1,2]. For example, visible images focus on the details of the scene textures, while infrared images reflect the temperature information of objects. The fusion of visible and infrared images produces an image with rich details as well as salient objects. In the field of medical imaging, the fusion of images of lesions taken by multiple instruments can contribute to a more accurate diagnosis.

Feature extraction and fusion rules are two core issues in multimodal image fusion. In the past few decades, many traditional methods have been proposed to solve these two problems. These methods can be divided into multi-scale transform [3,4], sparse representation [5], subspace [6], hybrid models [7], saliency-based [8], and other methods [1]. Although these conventional methods could achieve satisfactory results in many cases, they tend to weaken the essential characteristics of source images [see Fig.1(c)].

Benefiting from its strong ability of feature extraction and representation, deep learning has many applications in multimodal image fusion. Prabhakar et al. [9] proposed a convolution-based network termed as Deepfuse for multi-exposure image fusion (MEF). Based on Deepfuse, Li et al. [10] proposed the visible and infrared image fusion network DenseFuse, by replacing the feature extraction layer with dense blocks and redesigning the fusion strategy. Ma et al. [11] proposed an infrared and visible image fusion framework based on a generative adversarial network (GAN). Xu et al. [12] used a weight block to measure the importance of information from different source images. Lahoud et al. [13] proposed to extract feature maps of multimodal medical images using a pre-trained network and designed a weight fusion strategy with these feature maps. Recently, several studies presented to combine fusion with high-level vision tasks. Tang et al. [14] proposed SeAFusion, which bridged the gap between image fusion and semantic features. While
these methods are valid for most fusion scenes, they emphasize the differences between different modal images without exploring their correlations. As shown in Fig. 1[d], the approach of Lahoud et al. [13] enhances the features of each of the two modals, but also introduces too many trivial textures.

In this article, we propose a network based on a hybrid CNN-Transformer architecture to fuse multimodal images. We design a non-local cross-modal attention mechanism to capture both local and global dependencies by calculating associations between features at any two locations. In addition, a branch fusion module is explored to adaptively fuse two sets of features. We conduct comparative experiments on different publicly available datasets. Qualitative and quantitative comparisons validate the superiority of our method over other conventional methods.

2. PROPOSED METHODS

2.1. Proposed Framework for Multimodal Image Fusion

As illustrated in Fig. 2 our network adopts a hybrid CNN-Transformer structure, which is mainly composed of a CNN-encoder and a Transformer decoder. The CNN encoder is responsible for extracting multi-scale features without losing spatial resolution by a context aggregation network (CAN) [15], learning the associations between the features of different modals, and performing adaptive fusion.

The decoder is used to reconstruct fused images. Zhao et al. [16] demonstrates that the hybrid Transformer-CNN architecture has a better performance on model capacity and computational complexity. Inspired by Swin Transformer’s remarkable performance in a variety of vision tasks and the advantage of linear computational complexity, we stack three Swin Transformer blocks in the decoder to improve the reconstruction capability of the network. The patch embedding layer reduces the dimensions of the features to bridge the convolution and Transformer. It is worth noting that the application of Tanh function in the last layer aims to constrain the range of values in the final output.

2.2. Non-local Cross-modal Attention

In contrast to [18, 19] where self-attention is used for only one input, we extend it to architecture with two inputs to obtain the connections between two different modals. As shown in Fig. 2 we use channel attention instead of spatial attention because the multimodal data is already spatially well-aligned.

For the primary modal feature $\Phi_P \in \mathbb{R}^{B \times C \times H \times W}$ and the vice modal feature $\Phi_V \in \mathbb{R}^{B \times C \times H \times W}$, the cross-modal channel attention operation is computed by:

$$ y_{i \text{channel}} = \frac{\sum_{j} h(\Phi_{V_i}, \Phi_{P_j}) g(\Phi_{P_j})}{\sum_{j} h(\Phi_{V_i}, \Phi_{P_j})} $$

where $\Phi_{V_i}$ is the feature $\Phi_V$ at location $i$, and $\Phi_{P_j}$ represents the feature $\Phi_P$ at position $j$. Function $h$ computes the scalar which represents correlations between the two features. Function $g$ computes the representation of the primary input at location $j$. $y_{i \text{channel}}$ is the result of normalized aggregation.
of features at every position j (\(\forall j\)) of \(\Phi_P\), weighted by the correlations to the secondary input \(\Phi_V\) at location i.

Let \(Y_{\text{channel}}\) be the integration result of cross-modal channel attention operators at all position i. Then the final output of the proposed NCA is:

\[
\Phi_p^{\text{channel}} = \Phi_p + \alpha Y_{\text{channel}}
\]

(2)

where \(\alpha\) is a learnable parameter.

2.3. Branch Fusion Module

To fuse the two features \(\Phi_k^{\text{channel}}(k = 1, 2)\) (k denotes the branch of different modal features) obtained by the proposed non-local cross-modal attention block, we design a weighted branch fusion strategy. The weight of branch k is calculated by:

\[
w_{k1}^{\text{channel}} = \frac{\text{sigmoid}(\Phi_1^{\text{channel}})}{\text{sigmoid}(\Phi_1^{\text{channel}}) + \text{sigmoid}(\Phi_2^{\text{channel}}) + \varepsilon}
\]

(3)

\[
w_{k2}^{\text{channel}} = \frac{\text{sigmoid}(\Phi_2^{\text{channel}})}{\text{sigmoid}(\Phi_1^{\text{channel}}) + \text{sigmoid}(\Phi_2^{\text{channel}}) + \varepsilon}
\]

(4)

where the sigmoid function maps the features data into the range of (0, 1), and \(\varepsilon\) is set as \(1e^{-8}\). Then \(\Phi_1^{\text{channel}}\) and \(\Phi_2^{\text{channel}}\) are summed according to their weights:

\[
\Phi = w_{k1}^{\text{channel}} \odot \Phi_1^{\text{channel}} + w_{k2}^{\text{channel}} \odot \Phi_2^{\text{channel}}
\]

(5)

where \(\odot\) denotes Hadamard product. This fused feature \(\Phi\) is then fed into the Transformer-based decoder.

2.4. Training Strategy and Loss Function

Similar to [10], we feed the same image to both modal branches during training. Our network mainly learns how to extract features and reconstruct the fused image at this stage. This unsupervised approach makes our network independent of specific datasets and ground truth, and thus can be applied to the fusion of multiple modal images. SSIM [20] loss and MSE loss are calculated from the input and output:

\[
L_{\text{MSE}} = \|\text{Output} - \text{Input}\|_2
\]

\[
L_{\text{SSIM}} = 1 - \text{SSIM}(\text{Output, Input})
\]

(6)

Eventually, we use the following total loss function in our approach.

\[
L_{\text{total}} = L_{\text{MSE}} + \lambda_1 L_{\text{SSIM}}
\]

(7)

The AVA [21] dataset is selected to train our network since it contains RGB images and grayscale images. The size of images fed into our model is 256 \(\times\) 256, and the batch size is set to 16 for 8 epochs. \(\lambda_1\) is set as 10. The initial learning rate is set as \(1e^{-4}\) and decreases to \(1e^{-8}\) with the cosine annealing strategy. The AdamW [22] optimizer is adopted in our network. We fix random seeds to make the ablation experiment more reliable. All experiments are performed on NVIDIA Geforce RTX 3090 GPU and Intel Core i9-10900k CPU @ 3.70GHz. Our network is programmed on PyTorch.

|                | PSNR↑ | FMI↑  | Q_{cv}↓ |
|----------------|-------|-------|---------|
| W/o STB        | 57.8932 | 1.9630 | 535.3597 |
| W/o NCA        | 56.9978 | 1.7683 | 639.3315 |
| W/o BFM        | 57.8641 | 1.8585 | 573.3622 |
| Ours           | 58.4304 | 2.0060 | 520.3854 |

Fig. 3. Local enlargements of ablation experiments on the carWhite image in VIFB dataset.

3. EXPERIMENTAL RESULTS

We select the TNO [23] and VIFB [24] datasets to evaluate the visible and infrared image fusion performance, using the data from [25] to evaluate the multimodal medical image fusion effect. Three metrics are utilized to quantify the fusion results, including peak signal-to-noise ratio (PSNR) [26], feature mutual information (FMI) [26], and human visual perception (\(Q_{cv}\)) [27].

3.1. Ablation Experiments

Swin Transformer Blocks: To explore the contribution of the embedded three consecutive Swin Transformer Blocks (STB), they are replaced by convolution and activation layers with the same dimensions. As shown in Table 1, the hybrid CNN-Transformer scheme outperforms the pure CNN scheme by about 0.54db in PSNR, and leads in terms of FMI and \(Q_{cv}\). Fig. 3 shows that our method produces images with clearer textures and higher contrast.

Non-local Cross-modal Attention: We abandon the proposed non-local cross-modal attention (NCA) module to verify its impact. Table 1 demonstrates that the presence of NCA can effectively improve the quality of the fused images. As exhibited in Fig. 3, the introduction of NCA can significantly improve the details of the fused image.
Branch Fusion Modules: We remove the branch fusion module (BFM) and sum the features of two main branches on average to evaluate the effect of BFM. From Table 1, the model without BFM shows a decrease in all indicators. In Fig. 3, it can be seen that the sharpness of the image decreases after removing the BFM.

### Table 2. Average metric values with different multimodal fusion methods. 4 pairs of images from [25] for Medical. 42 pairs of images from TNO [23] for visible and infrared (VI-IR). Values in bold indicate the best results.

| Methods        | Medical       | VI-IR        |
|----------------|---------------|--------------|
|                | PSNR↑ | FMI↑ | Q_{cv}↓ | PSNR↑ | FMI↑ | Q_{cv}↓ |
| Tan et al.     | 55.6885 | 0.8246 | 1456.5711 | 58.4742 | 2.0383 | 548.9475 |
| Lahoud et al.  | 54.8438 | 0.8362 | 1648.6924 | 57.7786 | 2.1437 | 1063.2053 |
| Ours           | 56.3492 | 0.8432 | 953.1129  | 58.6001 | 1.9800 | 579.4094  |

3.2. Comparative Study

The comparative study is performed with two medical multimodal fusion methods, including a multi-scale transform-based method (Tan et al. [4]) and a deep learning-based method (Lahoud et al. [13]). For visible and infrared image fusion, we compare three networks: DenseFuse [10], FusionGAN [11], and U2Fusion [12].

From Table 2, our method achieves the best performance on PSNR and \( Q_{cv} \), both for Medical and VI-IR. The excellent performance on \( Q_{cv} \) illustrates that the images produced by our method are more in line with human visual perception. From Fig. 4 the method of Tan et al. leads to a low weight of MRI image, while our approach preserves these elements well. The image generated by Tan et al. introduces an excessive amount of details, while our method reconciles the details of the two modalities. As exhibited in Fig. 5, DenseFuse and FusionGAN fail to preserve the visible parts of the board. U2Fusion has a lower ability to highlight salient targets from infrared images. In general, the images achieved by our method have the best visual performance.

4. CONCLUSIONS

In this study, we propose a hybrid CNN-Transformer architecture by developing a non-local cross-modal attention mechanism for multimodal image fusion. We use the proposed non-local cross-modal attention to learn associations between heterologous features and then perform adaptive branch fusion. The introduction of Swin Transformer blocks improves the performance of our network. It is worth noting that our model only needs ordinary datasets rather than well-registered multimodal datasets for training. Extensive experiments demonstrate the superiority of our proposed method over existing state-of-the-art fusion methods, both objectively and subjectively.
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