Multiple scales asymptotic solution for the constant radial thrust problem

Juan Luis Gonzalo1 · Claudio Bombardelli2

Received: 2 April 2019 / Revised: 16 July 2019 / Accepted: 18 July 2019 / Published online: 9 August 2019
© Springer Nature B.V. 2019

Abstract
An approximate analytical solution for the two-body problem perturbed by a radial, low acceleration is obtained, using a regularized formulation of the orbital motion and the method of multiple scales. Formulating the dynamics with the Dromo special perturbation method allows us to separate the two characteristic periods of the problem in a clear and physically significative way, namely the orbital period and a period depending on the magnitude of the perturbing acceleration. This second period becomes very large compared to the orbital one for low-thrust cases, allowing us to develop an accurate approximate analytical solution through the method of multiple scales. Compared to a regular expansion, the multiple scales solution retains the qualitative contributions of both characteristic periods and has a longer validity range in time. Looking at previous solutions for this problem, our approach has the advantage of not requiring the evaluation of special functions or an initially circular orbit. Furthermore, the simple expression reached for the long period provides additional insight into the problem. Finally, the behavior of the asymptotic solution is assessed through several test cases, finding a good agreement with high-precision numerical solutions. The results presented not only advance in the study of the two-body problem with constant radial thrust, but also confirm the utility of the method of multiple scales for tackling problems in orbital mechanics.
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1 Introduction

The method of multiple scales (see Bender and Orszag 2013; Murdock 1999; Nayfeh 1993; Hinch 1991) is a powerful perturbation technique that can be employed to study the behavior of complex dynamical systems. It is particularly effective when secular terms are introduced in the dynamics causing classical perturbation methods to diverge. In such circumstance, the approximate analytical solution obtained with a straightforward (regular) expansion is only valid within a small interval which decreases as the small perturbing parameter ($\varepsilon$) grows.

Multiple scales methods have been widely employed in almost all branches of physics, ranging from molecular dynamics to computational fluid mechanics. However, their use in orbital mechanics is relatively scarce and limited to a few references; see for instance Kevorkian (1987), pp. 396 of 391–461, or Karlgaard and Lutze (2003). This contrasts with the common application in orbital mechanics of other perturbation techniques such as averaging or variation of the parameters. Even other asymptotic perturbation methods are common in the literature. In Zuiani et al. (2012), a first-order approximate analytical solution of Gauss planetary equations is exploited for the direct optimization of low-thrust trajectories. The same description of the dynamics is applied by Avanzini et al. (2015) in order to deal with the low-thrust Lambert problem. Asymptotic series expansion solutions for the constant tangential and circumferential acceleration problems are given in Bombardelli et al. (2011) and Niccolai et al. (2018), respectively.

One interesting orbital mechanics problem that can be tackled with the multiple scales perturbation technique is that of a body orbiting a primary and perturbed by a constant radial acceleration. The problem was first investigated by Tsien (1953). In the classic astrodynamics book of Battin (1999), an exact solution for the case of initially circular orbit is reached in terms of elliptic integrals. Several authors have since dealt with the problem and its nuances: Quarta and Mengali (2012), Akella and Broucke (2002), Prussing and Coverstone-Carroll (1998), San-Juan et al. (2012) and Calvo et al. (2019). Quarta and Mengali (2012) noted that, although several exact results were known in terms of elliptic functions, the lack of physical insight limited their practical use for mission design. To tackle this, they introduced a regularization of the equations of motion and obtained an implicit solution for the trajectory in terms of an infinite Fourier series. Subsequently, they derived an explicit, approximate solution based on the implicit, exact one. Calvo et al. (2019) build on this approach by proposing a new procedure to compute the coefficients of the approximate Fourier series. A Hamiltonian-based solution is given by San-Juan et al. (2012) for the bounded case, characterizing the different regimes as the result of a bifurcation phenomenon. Differently from Quarta and Mengali (2012), they face the lack of physical insight by providing a qualitative description of the flow in the energy–momentum plane. More recently, Urrutxua et al. (2015) proposed a new exact solution based on a regularized orbital formulation using elliptical integral functions. However, their solution is still restricted to initially circular orbit. An exact solution for the radial problem in the general case was recently obtained by Izzo and Biscani (2015), in terms of a fictitious time introduced with a Sundman transformation and the Weierstrass elliptic functions. However, the undoubtedly elegant solution involves elliptic functions, with the physical interpretation and analytic manipulation difficulties noted by other authors (Quarta and Mengali 2012; San-Juan et al. 2012).

In the present work, the use of the multiple scales perturbation method is exploited in order to obtain an approximate solution with a simpler analytical representation but retaining high accuracy across a reasonably wide range of initial conditions and acceleration magnitudes. As it will be shown in the results, the approximate solution obtained can be expressed in
terms of simpler functions providing more insight about the underlying physics of the problem. In particular, relatively compact expressions are provided to quickly evaluate the main frequencies of the dynamics which are not straightforward to compute even using numerical integration. Last but not the least, the article provides a relatively simple example of the application of the multiple scale technique to an example of perturbed two-body problem.

One fundamental aspect of the analytical procedure employed in the article is the use of a convenient orbital motion formulation to ease the analytical treatment as much as possible. The so-called Dromo formulation initially introduced by Peláez et al. (2007) and complemented by other authors (see Baù et al. 2013; Baù and Bombardelli 2014) is chosen here due to its suitability when dealing with a constant radial thrust problem. This is because it is intrinsically based on a local vertical–local horizontal orbiting frame where a purely radial acceleration component appears as a simple perturbing term in the equations of motions. These advantages have been exploited in the solution to the radial thrust problem proposed by Urrutxua et al. (2015). Dromo has also proven to be an excellent propagation tool, and its suitability for the formulation of low-thrust optimal control problems has been recently studied by Gonzalo (2012) and Gonzalo and Bombardelli (2015). Also, an asymptotic solution for low tangential acceleration was obtained by Bombardelli et al. (2011) based on the same formulation and using a regular expansion in the non-dimensional thrust.

The article is structured as follows. First, the equations of motion for the constant radial thrust problem are written in Dromo variables and an asymptotic solution for the problem is obtained using a regular expansion in the small perturbing acceleration. It is seen that this solution breaks for large values of the independent variable, suggesting the use of more complex perturbation techniques. The following section deals with the solution of the problem using the method of multiple scales. Then, the multiple scales solution is compared with high-precision numerical propagation for several cases, finding a good agreement between them. The asymptotic solution obtained through the regular expansion is also included in these comparisons, highlighting the great gains in accuracy and validity range of the asymptotic solution achieved through the method of multiple scales. Finally, a conceptual comparison with other methods is presented, and conclusions are drawn.

### 2 Equations of motion

Let us consider a particle orbiting around a primary of gravitational constant $\mu$ and perturbed by a radial acceleration of constant magnitude $A$, leading to a planar motion with constant angular momentum. Let $R_0$ denote the initial distance between the particle and the center of the primary and $\nu_0$ the initial value of the true anomaly. All equations and variables considered hereafter are expressed in non-dimensional form taking $R_0$ as characteristic length and $1/n_0$ as characteristic time, where $n_0 = (\mu/R_0^3)^{1/2}$ is the angular frequency of the circular orbit of radius $R_0$ around the primary.

To describe the motion of the body, the Dromo orbital formulation developed by Peláez et al. (2007) is used. In this formulation, a fictitious time $\theta$ is introduced through a change of independent variable given by a Sundman’s transformation. Then, the variation of parameters technique is applied to obtain seven generalized orbital parameters $q$ which, along with the non-dimensional time $t$, describe the state of the particle. These orbital parameters are constant in the unperturbed problem, but evolve in the presence of perturbing forces; this property is very convenient for the mathematical developments in this study. Moreover, three of these parameters describe the geometry of the orbit in its plane, while the other four are...
related to the orientation of said plane. Therefore, the latter are constant for the planar case, and the motion of the particle can be described by a four-dimensional state vector:

\[(t, q_1, q_2, q_3), \quad (1)\]

whose evolution for the radial thrust problem with a perturbing acceleration of magnitude \(A\) is given by the following system of four differential equations:

\[
\frac{dt}{d\theta} = \frac{1}{q_3 s^2}, \quad (2)
\]

\[
\frac{d}{d\theta} \begin{bmatrix} q_1 \\ q_2 \\ q_3 \end{bmatrix} = \frac{\varepsilon}{q_3 s^2} \begin{bmatrix} \sin \theta \\ -\cos \theta \\ 0 \end{bmatrix}, \quad (3)
\]

with initial conditions:

\[t(\theta_0) = t_i, \quad q_1(\theta_0) = q_{1i}, \quad q_2(\theta_0) = q_{2i}, \quad q_3(\theta_0) = q_{3i},\]

where \(\varepsilon\) is the non-dimensional acceleration parameter:

\[\varepsilon = \frac{A}{R_0 n_0^2} = \frac{A}{\mu/R_0^2}, \quad (4)\]

and \(s\) corresponds to the non-dimensional velocity in the transversal direction:

\[s = q_3 + q_1 \cos \theta + q_2 \sin \theta. \quad (5)\]

The non-dimensional orbital distance can be related to previous quantities by the relation:

\[r = \frac{1}{q_3 s}. \quad (6)\]

It is also possible to establish several relations between the generalized orbital parameters and the classical orbital elements, as developed by Urrutxua et al. (2013) and Bäu et al. (2013):

\[q_1 = \frac{e}{h} \cos \gamma, \quad q_2 = \frac{e}{h} \sin \gamma, \quad q_3 = \frac{1}{h}, \quad (7)\]

\[e = \sqrt{\frac{q_1^2 + q_2^2}{q_3}}, \quad \gamma = \tan^{-1} \left( \frac{q_2}{q_1} \right), \quad h = \frac{1}{q_3}, \quad (8)\]

\[a = \frac{1}{q_3^2 - q_1^2 - q_2^2}, \quad E = \frac{q_1^2 + q_2^2 - q_3^2}{2}, \quad E_T = E - \varepsilon r. \quad (9)\]

In the above expressions, \(e\) is the eccentricity, \(h\) is the non-dimensional angular momentum, \(a\) is the non-dimensional semimajor axis, \(E\) is the non-dimensional Keplerian energy, \(E_T\) is the non-dimensional total energy, and the angle \(\gamma\) is the difference between the variations of the fictitious time and the true anomaly (see Bäu et al. 2013):

\[\Delta \theta = \Delta \nu + \gamma. \quad (10)\]

In the planar case, \(\gamma\) coincides with the angle between the eccentricity vectors of the initial and of the osculating orbit, and \(\theta\) becomes the angular position of the particle measured from the eccentricity vector of the initial orbit.
To close the mathematical formulation of the dynamics, the initial conditions are obtained from Eq. (7), taking into account that $\theta_0 = \nu_0$, $\gamma_0 = 0$:

\begin{align*}
q_{1i} &= \frac{e_0}{h_0}, \quad q_{2i} = 0, \quad q_{3i} = \frac{1}{h_0}, \quad (11)
\end{align*}

with $h_0 = \sqrt{1 + e_0 \cos \nu_0}$. For simplicity and clarity, in the following developments the initial value of the independent variable is assumed to be zero, $\theta_0 = 0$. The results can be generalized for an arbitrary value of $\theta_0$ by introducing the corresponding integration constants.

While the generalized orbital element $q_3$ is constant as a consequence of the conservation of angular momentum, the other two vary according to Eq. (3) whose solution will be approached in the remainder of the article.

## 3 Regular expansion

### 3.1 Generalized orbital elements $q_1, q_2$

An asymptotic solution for the low-thrust two-body problem defined by Eqs. (3, 11) is now sought for, in the form of a regular expansion\(^1\) in the non-dimensional thrust parameter $\varepsilon$. To this end, the state is expanded in power series of $\varepsilon \ll 1$ as follows:

\begin{align*}
\hat{q}_1(\theta; \varepsilon) &= \hat{q}_{10}(\theta) + \varepsilon \hat{q}_{11}(\theta) + \varepsilon^2 \hat{q}_{12}(\theta) + \mathcal{O}(\varepsilon^3), \\
\hat{q}_2(\theta; \varepsilon) &= \hat{q}_{20}(\theta) + \varepsilon \hat{q}_{21}(\theta) + \varepsilon^2 \hat{q}_{22}(\theta) + \mathcal{O}(\varepsilon^3).
\end{align*}

Expanding also the initial conditions, with $\theta_0 = 0$, and identifying terms of equal power of $\varepsilon$:

\begin{align*}
\hat{q}_{10}(0) &= q_{1i}, \quad \hat{q}_{11}(0) = \hat{q}_{12}(0) = 0, \\
\hat{q}_{20}(0) &= \hat{q}_{21}(0) = \hat{q}_{22}(0) = 0. \quad (12)
\end{align*}

For compactness, the power series expansion of $\hat{s}$ is also defined as:

\begin{align*}
\hat{s}(\theta) &= \hat{s}_0(\theta) + \varepsilon \hat{s}_1(\theta) + \mathcal{O}(\varepsilon^2),
\end{align*}

with

\begin{align*}
\hat{s}_0(\theta) &= q_{3i} + \hat{q}_{10} \cos \theta + \hat{q}_{20} \sin \theta, \\
\hat{s}_1(\theta) &= \hat{q}_{11} \cos \theta + \hat{q}_{21} \sin \theta.
\end{align*}

Introducing the expansion of the state into the first two components of Eq. (3), expanding in Taylor series of $\varepsilon$ and retaining the leading-order terms yields:

\begin{align*}
\frac{d}{d\theta} \begin{bmatrix} \hat{q}_{10} \\ \hat{q}_{20} \end{bmatrix} &= \begin{bmatrix} 0 \\ 0 \end{bmatrix} \Rightarrow \begin{bmatrix} \hat{q}_{10} \\ \hat{q}_{20} \end{bmatrix} = \begin{bmatrix} q_{1i} \\ 0 \end{bmatrix}.
\end{align*}

That is, the zeroth-order terms of the asymptotic solution are constant and equal to their initial values; this result was expected, since the limit $\varepsilon = 0$ corresponds to the unperturbed orbit, for which Dromo orbital parameters remain constant. Additionally, the expression for $\hat{s}_0$ now takes the simpler form:

\begin{align*}
\hat{s}_0 &= q_{3i} + q_{1i} \cos \theta. \quad (13)
\end{align*}

\(^1\) For clarity, the symbol $\hat{}$ will be used to denote all the variables related to this asymptotic solution.
To retain the effect of the thrust, it is necessary to consider the first-order terms of the asymptotic solution. The differential equations describing their evolution with $\theta$ are obtained canceling terms of $O(\varepsilon)$ in the expansion of Eq. (3):

$$\frac{d}{d\theta} \begin{bmatrix} \hat{q}_{11} \\ \hat{q}_{21} \end{bmatrix} = \frac{1}{q_{3i}(\hat{s}_0)^2} \begin{bmatrix} \sin \theta \\ -\cos \theta \end{bmatrix}. \quad (14)$$

Since the previous equations are uncoupled, $\hat{q}_{11}(\theta)$ and $\hat{q}_{21}(\theta)$ can be obtained independently as quadratures. Introducing the known results for $\hat{q}_{10}$ and $\hat{q}_{20}$, and taking into account the initial conditions given by Eq. (12), the solution for $\hat{q}_{11}(\theta)$ is straightforward:

$$\hat{q}_{11}(\theta) = \frac{1 - \cos \theta}{q_{3i}(q_{3i} + q_{1i})\hat{s}_0}. \quad (15)$$

The solution for $\hat{q}_{21}(\theta)$ is more complex. Assuming $q_{3i} > q_{1i}$ and integrating yields:

$$\hat{q}_{21}(\theta) = -\sin \theta \left(\frac{q_{2i}^2}{q_{3i}^2 - q_{1i}^2}\hat{s}_0 + \frac{2q_{1i}}{q_{3i}(q_{3i}^2 - q_{1i}^2)^{3/2}} \left(\frac{\theta}{2} + \tan^{-1}\hat{\mathcal{K}}\right)\right), \quad (16)$$

with:

$$\hat{\mathcal{K}} = -\frac{\sin \theta \left(-q_{3i} + q_{1i} + \sqrt{q_{3i}^2 - q_{1i}^2}\right)}{(1 + \cos \theta)\sqrt{q_{3i}^2 - q_{1i}^2} + (1 - \cos \theta)(q_{3i} - q_{1i})}. \quad \text{(17)}$$

The second term of the expression for $\hat{q}_{21}$ introduces a secular behavior in $\theta$; as a result, $\varepsilon \hat{q}_{21}$ becomes of order one for $\theta \sim 1/\varepsilon$ and the regular asymptotic expansion breaks down. This poses a clear limitation to the applicability of this solution for long-term propagation and suggests the convenience of resorting to more complex formulations.

### 3.2 Physical time

The previous results are given in the fictitious time introduced by the Sundman transformation, which in this case coincides with the angular position measured from the initial eccentricity vector. Therefore, it is interesting to establish a relation between this fictitious time $\theta$ and the non-dimensional physical time $\hat{t}$. However, instead of working directly with the physical time and Eq. (2), the time element for the Dromo formulation proposed by Baù and Bombardelli (2014) is preferred. Particularizing their equations for the constant radial thrust case, the algebraic relation between the physical time and the time element $\zeta_0$ takes the form:

$$\zeta_0 = t - \frac{u}{2E q_{3s}} - \frac{1}{E \sqrt{-2E}} \tan^{-1}\left(\frac{u}{s + \sqrt{-2E}}\right), \quad (17)$$

and the differential equation describing the evolution of said time element with $\theta$ is:

$$\frac{d\zeta_0}{d\theta} = a^{3/2} \left[ 1 + \frac{\varepsilon u}{q_{3s}^2} \left(6\tan^{-1}\left(\frac{u}{f + w}\right) + k_1\right) + \frac{\varepsilon}{q_{3s}^2} k_2 \right], \quad (18)$$

$^2$ This assumption is valid as long as $e_0 < 1$, since $q_{1i} = e_0 q_{3i}$. 

\(\text{Springer}\)
where
\[ k_1 = \frac{\sqrt{a} u}{s^2} \left( \frac{q_3 + s}{f} + \frac{2w}{q_3} + 1 \right), \quad k_2 = \frac{1}{s^2} \left( \frac{f}{q_3} + \frac{w}{f} + \frac{u^2}{fs} \right), \]
\[ u = q_1 \sin \theta - q_2 \cos \theta, \quad w = q_1 \cos \theta + q_2 \sin \theta, \]
\[ f = q_3 + \sqrt{-2E}. \]

Denoting with \( \hat{\zeta}_0 \) the time element for the regular asymptotic solution, and expanding it in power series of \( \varepsilon \):
\[ \hat{\zeta}_0(\theta) = \hat{\zeta}_{00}(\theta) + \varepsilon \hat{\zeta}_{01}(\theta) + \varepsilon^2 \hat{\zeta}_{02}(\theta) + O(\varepsilon^3). \]

The zeroth-order term \( \hat{\zeta}_{00} \) can be obtained by introducing this expression and the known solutions for \( \hat{q}_1 \) and \( \hat{q}_2 \) into Eq. (18), expanding in power series of \( \varepsilon \) up to the leading-order terms and integrating:
\[ \hat{\zeta}_{00} = \frac{1}{(q_{3i} - q_{1i})^{3/2}}. \]  
(19)

which is strictly secular in \( \theta \), with no oscillatory terms.

The asymptotic solution for the physical time \( \hat{t} \) is recovered by substituting the expressions for \( \hat{\zeta}_0, \hat{q}_1, \) and \( \hat{q}_2 \) back into Eq. (17). It includes both secular and oscillatory terms in \( \theta \), which is consistent as time must be monotonically increasing with \( \theta \). However, although one would expect for the secular growth to affect only the time element this is not the case, because of the undesired secular term in \( \hat{q}_2 \). This not only contributes to the breakdown of the solution for \( \theta \sim 1/\varepsilon \), but Eq. (17) cannot even be evaluated to real values when the spurious secular term in \( \hat{q}_2 \) leads to positive \( E \). Nevertheless, this latter issue does not introduce additional restrictions to the validity range of the solution as it is just a side effect of the normal breakdown of the regular expansion. For completeness, the expression for \( \hat{t} \) obtained directly from Eq. (2), which always evaluates to real values, is reported in ‘Appendix D.’

### 3.3 Orbital elements

The asymptotic solution is given in terms of Dromo generalized parameters, but it is not straightforward to give physical interpretations for all of them. Therefore, it is convenient to express it in terms of more familiar orbital elements, by substituting \( \hat{q}_1 \) and \( \hat{q}_2 \) into Eqs. (8, 9) and expanding in power series of \( \varepsilon \) up to first order. Proceeding in this manner, the following expression for the eccentricity \( \hat{e} \) is obtained:
\[ \hat{e}(\theta; \varepsilon) = e_0 + \varepsilon \frac{1 - \cos \theta}{q_{3i}^2(1 + e_0)(1 + e_0 \cos \theta)} + O(\varepsilon^2). \]  
(20)

As a first approximation, the eccentricity oscillates between \( e_0 \) and \( e_0 + 2\varepsilon q_{3i}^{-4}(1 - e_0^2)^{-1} \) with a period of \( 2\pi \) in the fictitious time \( \theta \). Note that for \( e_0/\varepsilon \lesssim 1 \) the preceding expansion ceases to be valid and should be replaced by the full Eq. (8) or by the expression for initially circular or quasi-circular orbit derived later in this article.

Likewise, the expansion for the orbit radius (valid regardless of the value of \( e_0 \)) yields:
\[ \hat{r}(\theta; \varepsilon) = \frac{1}{q_{3i} \hat{s}_0} + \varepsilon \left. \frac{q_2}{q_{3i}^2(q_{3i}^2 - q_{1i}^2)^{3/2}} \left( \hat{s}_0 \right)^2 \right| + O(\varepsilon^2). \]  
(21)
From a physical point of view, the presence of the secular term in $\theta$ would imply that the orbital radius is unbounded for any value of $e_0$ and $\epsilon$, which is in contradiction with the results given by Battin (1999). Moreover, the mathematical validity of the expansion breaks for $\theta \sim 1/\epsilon$. On the other hand, the leading-order term of $\dot{r}$ turns out to be $2\pi$ periodic in $\theta$, retaining the same period as the unperturbed motion.

The Keplerian energy expansion yields:

$$\dot{E}(\theta; \epsilon) = \frac{q_{1i}^2 - q_{3i}^2}{2} + \epsilon \frac{q_{1i} (1 - \cos \theta)}{q_{3i} (q_{3i} + q_{1i}) (q_{3i} + q_{1i} \cos \theta)} + O(\epsilon^2),$$

(22)

corresponding to small oscillations about the initial value. On the other hand, the total energy $\dot{E}_T$ expansion yields the constant value (satisfying energy conservation):

$$\dot{E}_T(\theta; \epsilon) = \frac{q_{1i}^2 - q_{3i}^2}{2} - \epsilon \frac{1}{q_{3i} (q_{3i} + q_{1i})} + O(\epsilon^2).$$

(23)

Finally, it is interesting to consider the evolution of the angle $\gamma$ formed by the initial and osculating eccentricity vectors, which is also the angular drift between the true anomaly $\nu$ and the fictitious time $\theta$. Following Eq. (8), the regular expansion of $\gamma$ up to $O(\epsilon)$ can be given as:

$$\dot{\gamma}(\theta; \epsilon) = -\epsilon \left( \frac{\sin \theta}{q_{1i} (q_{3i}^2 - q_{1i}^2) (q_{3i} + q_{1i} \cos \theta)} - \frac{\theta + 2\tan^{-1}\sqrt{1 - K_i}}{q_{3i} (q_{3i}^2 - q_{1i}^2)^{3/2}} \right) + O(\epsilon^2).$$

(24)

Same as with $\dot{r}$, this expression includes a secular behavior in $\theta$. However, the lack of a zeroth-order term introduces the reasonable doubt of whether this is just a mathematical artifact or it actually represents a physical characteristic of the solution. This question shall be addressed in the following section, where a more accurate asymptotic solution is reached. Aside from this, the previous expansion is not valid for the case of initially circular or quasi-circular orbits; in those cases, the general expression in Eq. (8) must be used.

### 3.4 Initially circular orbit

For the particular case of an orbit with $e_0 = 0$, the regular asymptotic solution presented in this section takes a simpler form:

$$\dot{q}_1(\theta; \epsilon) = \epsilon \frac{1 - \cos \theta}{q_{3i}^3} + O(\epsilon^2), \quad \dot{q}_2(\theta; \epsilon) = \epsilon \frac{-\sin \theta}{q_{3i}^3} + O(\epsilon^2),$$

and from it:

$$\dot{e}(\theta; \epsilon) = \frac{\sqrt{2}}{q_{3i}^4} \sqrt{1 - \cos \theta} + O(\epsilon^2), \quad \dot{r}(\theta; \epsilon) = \frac{1}{q_{3i}^4} + \epsilon \frac{1 - \cos \theta}{q_{3i}^5} + O(\epsilon^2),$$

$$\dot{\dot{E}}(\theta; \epsilon) = -\frac{q_{3i}^2}{2} + O(\epsilon^2), \quad \dot{\dot{E}}_T(\theta; \epsilon) = -\frac{q_{3i}^2}{2} - \epsilon \frac{1}{q_{3i}^4} + O(\epsilon^2),$$

$$\dot{\gamma}(\theta; \epsilon) = \frac{\theta - \pi}{2} + O(\epsilon^2).$$

The secular term in $\theta$ has vanished from the solutions for $\dot{q}_2$ and $\dot{r}$, but this does not imply a good behavior for large values of the independent variable $\theta$. Certainly, the numerical results displayed in later sections show that the approximation is still bad for $\theta \sim 1/\epsilon$. It is also
observed that the energy oscillates comparatively less than the other elements, no longer containing a term of $\theta (\varepsilon)$.

4 Multiple scales

4.1 Generalized orbital elements $q_1, q_2$

The breakdown of the regular expansion for $\theta \sim 1/\varepsilon$ suggests the existence of a slow ‘time’ scale in the independent variable $\theta$. This hypothesis is further supported by the perturbation model for the tangential case presented by Bombardelli et al. (2011) and the solutions in terms of elliptic equations given for the radial thrust problem by Battin (1999). All those cases are characterized by a fast, periodic evolution associated with the orbital period, and a slow, secular behavior whose characteristic period depends on the magnitude of the thrust. Furthermore, previous works by the authors (see Gonzalo and Bombardelli 2014) confirm that the mathematical structure of the multiple scales problem supports exactly two independent ‘time’ scales, with additional slower scales being a correction of the slow one. Therefore, a high-order multiple scales solution is proposed by introducing a fast ‘time’ scale $\tau$ and a slow ‘time’ scale $T$:

$$\tau = \theta, \quad T = \Omega (\varepsilon) \theta,$$

where the unknown function $\Omega (\varepsilon)$ represents a coordinate strain in the slow ‘time’ scale $T$. Note that it must fulfill $\Omega (0) = 0$. Using the chain rule, the derivative operator can be rewritten in terms of the new independent variables as:

$$\frac{d}{d\theta} = \frac{\partial}{\partial \tau} \frac{d\tau}{d\theta} + \frac{\partial}{\partial T} \frac{dT}{d\theta} = \frac{\partial}{\partial \tau} + \Omega (\varepsilon) \frac{\partial}{\partial T},$$

and introducing it into Eq. (3) yields:

$$\frac{\partial}{\partial \tau} \begin{bmatrix} q_1 (\tau, T) \\ q_2 (\tau, T) \end{bmatrix} + \Omega (\varepsilon) \frac{\partial}{\partial T} \begin{bmatrix} q_1 (\tau, T) \\ q_2 (\tau, T) \end{bmatrix} = \frac{\varepsilon}{q_3 s^2} \begin{bmatrix} \sin \tau \\ - \cos \tau \end{bmatrix}. \quad (25)$$

The unknown function giving the coordinate strain in the slow scale will be approximated through its power series expansion in $\varepsilon$:

$$\Omega (\varepsilon) = \Omega_1 \varepsilon (1 + \Omega_2 \varepsilon) + O (\varepsilon^3). \quad (26)$$

Note that coefficient $\Omega_1$ will not be determined by the secularity conditions in the multiple scales problem; it has been included as an additional degree of freedom and its value will be chosen as to simplify the expressions obtained for the zeroth-order solution.

The series expansions for $q_1 (\tau, T)$ and $q_2 (\tau, T)$ in $\varepsilon \ll 1$ up to second-order terms are now of the form:

$$q_1 (\tau, T; \varepsilon) = q_{10} (\tau, T) + \varepsilon q_{11} (\tau, T) + \varepsilon^2 q_{12} (\tau, T) + O (\varepsilon^3),$$

$$q_2 (\tau, T; \varepsilon) = q_{20} (\tau, T) + \varepsilon q_{21} (\tau, T) + \varepsilon^2 q_{22} (\tau, T) + O (\varepsilon^3), \quad (27)$$

with initial conditions:

$$q_{10} (0, 0) = q_{11}, \quad q_{11} (0, 0) = q_{12} (0, 0) = 0,$$

$$q_{20} (0, 0) = q_{21} (0, 0) = q_{22} (0, 0) = 0. \quad (28)$$
We also define:

\[
    s(\tau, T; \epsilon) = s_0(\tau, T) + \epsilon s_1(\tau, T) + \mathcal{O}(\epsilon^2),
\]

with:

\[
    s_0(\tau, T) = q_{3i} + q_{10} \cos \tau + q_{20} \sin \tau,
\]

\[
    s_1(\tau, T) = q_{11} \cos \tau + q_{21} \sin \tau.
\]

Substituting Eq. (27) into Eq. (25), expanding in power series of the small parameter \( \epsilon \) and retaining terms of order \( \mathcal{O}(\epsilon^0) \) yields:

\[
    \partial_{\tau} \begin{bmatrix} q_{10} \\ q_{20} \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix} \implies \begin{bmatrix} q_{10}(\tau, T) \\ q_{20}(\tau, T) \end{bmatrix} = \begin{bmatrix} q_{10}(T) \\ q_{20}(T) \end{bmatrix},
\]

with:

\[
    q_{10}(0) = q_{1i}, \quad q_{20}(0) = 0.
\]

Hence, \( q_{10} \) and \( q_{20} \) are no longer constants, unlike their regular expansion counterparts \( \hat{q}_{10} \) and \( \hat{q}_{20} \), but rather functions of the slow scale \( T \). Moreover, \( q_{20}(T) \neq 0 \) in general, and the corresponding simplifications introduced in the derivation of the regular solution cannot be made.

The zeroth-order equations do not provide enough information to fully determine \( q_{10} \) and \( q_{20} \). This is the expected behavior when applying the method of multiple scales. As shown in many classic perturbation texts (see Nayfeh 1993; Hinch 1991; Murdock 1999; Bender and Orszag 2013), the equations to close the zeroth-order solution will be obtained from the cancellation of the secular terms in the subsequent order solution (also known as secularity condition). Collecting terms of order \( \mathcal{O}(\epsilon) \) in the expansion of Eq. (25) yields:

\[
    \frac{\partial}{\partial \tau} \begin{bmatrix} q_{11} \\ q_{21} \end{bmatrix} + \Omega_1 \frac{\partial}{\partial T} \begin{bmatrix} q_{10} \\ q_{20} \end{bmatrix} = \frac{1}{q_{3i} s_0} \begin{bmatrix} \sin \tau \\ \cos \tau \end{bmatrix}.
\]

Rearranging terms and integrating with respect to \( \tau \), the first-order solutions \( q_{11} \) and \( q_{21} \) are reached:

\[
    \begin{bmatrix} q_{11} \\ q_{21} \end{bmatrix} = \begin{bmatrix} \mathcal{P}_1 \\ \mathcal{P}_2 \end{bmatrix} + \left( \frac{\tau}{2} + \tan^{-1} \mathcal{K} \right) \begin{bmatrix} \mathcal{X}_1 \\ \mathcal{X}_2 \end{bmatrix} - \tau \Omega_1 \frac{\partial}{\partial T} \begin{bmatrix} q_{10} \\ q_{20} \end{bmatrix} + \begin{bmatrix} g_1 \\ g_2 \end{bmatrix}.
\]

In the above expressions, the functions \( \mathcal{P}_1 (\tau, T), \mathcal{P}_2 (\tau, T), \mathcal{K} (\tau, T), \mathcal{X}_1 (T), \) and \( \mathcal{X}_2 (T) \) are reported in ‘Appendix A.’ Suffice to say that they are all periodic functions of the fast scale \( \tau \) while their dependence on the slow ‘time’ scale \( T \) only appears through the zeroth-order terms \( q_{10} \) and \( q_{20} \). In addition, two unknown functions of the slow scale, \( g_1 (T) \) and \( g_2 (T) \), appear as constants of integration.

Using the cancellation of the \( \tau \) secular terms in Eq. (30) yields the following ODE system for \( q_{10} \) and \( q_{20} \):

\[
    \Omega_1 \frac{dq_{10}}{dT} = -\frac{q_{20}}{q_{3i} \left( q_{3i}^2 - q_{10}^2 - q_{20}^2 \right)^{3/2}} ,
\]

\[
    \Omega_1 \frac{dq_{20}}{dT} = \frac{q_{10}}{q_{3i} \left( q_{3i}^2 - q_{10}^2 - q_{20}^2 \right)^{3/2}} ,
\]

\[
    q_{10}(0) = q_{1i}, \quad q_{20}(0) = 0.
\]
Dividing Eq. (31) by Eq. (32) and integrating, a first integral is found in the form:

\[ q_{10}^2(T) + q_{20}^2(T) = q_{1i}^2. \]  

Introducing the first integral into Eqs. (31, 32) and further simplifying them with the choice of:

\[ \Omega_1 = \frac{1}{q_{3i} \left(q_{3i}^2 - q_{1i}^2\right)^{3/2}}, \]

they can be solved to yield:

\[ q_{10}(T) = q_{1i} \cos T, \quad q_{20}(T) = q_{1i} \sin T. \]  

Because these values of \( q_{10} \) and \( q_{20} \) have been obtained by canceling the secular terms in Eq. (30), the expressions for \( q_{11} \) and \( q_{21} \) finally take the form:

\[
\begin{bmatrix}
q_{11} \\
q_{21}
\end{bmatrix} = 
\begin{bmatrix}
\mathcal{P}_1 \\
\mathcal{P}_2
\end{bmatrix} + \tan^{-1} \kappa \begin{bmatrix}
\mathcal{Q}_1 \\
\mathcal{Q}_2
\end{bmatrix} + 
\begin{bmatrix}
g_1 \\
g_2
\end{bmatrix}.
\]

What remains to be determined for a complete solution of the first-order terms \( q_{11} \) and \( q_{21} \) are the unknown functions \( g_1 \) and \( g_2 \). They can be obtained by looking at the order \( \mathcal{O}(\varepsilon^2) \) terms in the expansion of Eq. (25) from which one obtains the partial differential equation:

\[
\frac{\partial}{\partial \tau} \begin{bmatrix}
q_{12} \\
q_{22}
\end{bmatrix} = -\Omega_1 \frac{\partial}{\partial T} \left( \begin{bmatrix}
q_{11} \\
q_{21}
\end{bmatrix} + \Omega_2 \begin{bmatrix}
q_{10} \\
q_{20}
\end{bmatrix} \right) + \frac{2s_1}{q_{3i}q_{0}} \begin{bmatrix}
-\sin \tau \\
\cos \tau
\end{bmatrix}.
\]

The functions \( g_1 \) and \( g_2 \) as well as the coefficient \( \Omega_2 \) of the series expansion for \( \Omega \) can, in principle, be determined by integrating the second member with respect to \( \tau \) and imposing the cancellation of secular terms on \( \tau \). Unfortunately, the integration cannot be completed in closed analytical form. An approximate solution for the case of small initial eccentricity is, however, possible and is developed in ‘Appendix B’ finally providing:

\[
\begin{align*}
&g_1(T; q_{1i}) = g_1^{(0)}(T) + q_{1i}g_1^{(1)}(T) + q_{1i}^2g_1^{(2)}(T) + \ldots, \\
g_2(T; q_{1i}) = g_2^{(0)}(T) + q_{1i}g_2^{(1)}(T) + q_{1i}^2g_2^{(2)}(T) + \ldots, \\
&\Omega_2 = \Omega_2^{(0)} + q_{1i}\Omega_2^{(1)} + q_{1i}^2\Omega_2^{(2)} + \ldots,
\end{align*}
\]

where

\[
\begin{align*}
g_1^{(0)}(T) &= \Omega_1^{3/4} (1 + \cos T), & g_2^{(0)}(T) &= \Omega_1^{3/4} \sin T, \\
g_1^{(1)}(T) &= 0, & g_2^{(1)}(T) &= -\Omega_1 \sin T, \\
g_1^{(k)}(T) &= \Omega_1^{3+k} \left[ C_0^{(k)} + \sum_{l=1}^{k} C_l^{(k)} \cos lT \right] & k \geq 2, \\
g_2^{(k)}(T) &= -\frac{dg_1^{(k)}}{dT} = \Omega_1^{3+k} \sum_{l=1}^{k} lC_l^{(k)} \sin lT & k \geq 2,
\end{align*}
\]

with the coefficients \( \Omega_2^{(k)} \) and \( C_l^{(k)} \) reported in ‘Appendix B.’
4.2 Physical time

A multiple scales expression for the non-dimensional physical time can be obtained using
the previous results and the time element presented in Eqs. (17, 18). Introducing the new
independent variables $\tau$ and $T$ and expanding in power series of $\epsilon$, the time element takes
the form:

$$
\zeta_0(\tau, T) = \zeta_{00}(\tau, T) + \epsilon \zeta_{01}(\tau, T) + \mathcal{O}(\epsilon^2).
$$

The zeroth-order term $\zeta_{00}$ is given by the differential equation in $\tau$ which results from setting
$\epsilon = 0$ in Eq. (18). After some manipulation, this yields:

$$
\zeta_{00}(\tau, T) = q_3 \Omega_1 \tau + g_t(T),
$$

where the additive function $g_t$ comes from imposing the secularity condition on the solution
for $\zeta_{01}$. An approximation for small initial eccentricity is given in ‘Appendix C,’ in the form
of a power series expansion in $q_{1i}$.

The introduction of the time element allows us to simplify the multiple scales expression
for the physical time by separating its secular and oscillatory components, with the former
corresponding entirely to the time element. This structure is similar to the one obtained for the
regular expansion, but now there is no spurious secular growth in the oscillatory components.
Moreover, the slope of the secular part, which is a straight line in the fictitious time, differs
from the one obtained for the regular expansion due to the contribution in the slow scale $T$
coming from $g_t$, which represents a small correction depending on the thrust parameter $\epsilon$.

4.3 Orbital elements

The multiple scales solution for the Dromo generalized orbital parameters presented so far
can be used to calculate the classical orbital elements by direct application of Eqs. (8, 9).
Nevertheless, it is interesting to also express them as a power series expansion in $\epsilon$, to better
appreciate their physical behavior. Introducing the expressions for $q_1(\tau, T)$ and $q_2(\tau, T)$ into
the definition of the eccentricity given in Eq. (8) and expanding in power series of $\epsilon$ up to
order one, the eccentricity can be given as follows:

$$
e(\tau, T; \epsilon) = e_0 + \frac{\epsilon}{q_{11}q_{3i}} (q_{10}q_{11} + q_{20}q_{21}) + \mathcal{O}(\epsilon^2).
$$

For this expression to be valid, the term in $\epsilon$ must be a small correction to the initial eccentricity
$e_0$; otherwise, the definition of the eccentricity given in Eq. (8) must be used. In both cases,
the effect on the eccentricity of the low radial thrust is a bounded variation around its initial
value $e_0$, with an amplitude modulated by $\epsilon$.

The non-dimensional orbital radius takes the form:

$$
r(\tau, T; \epsilon) = \frac{1}{q_{3i}q_{0}} - \epsilon - \frac{s_1}{q_{3i}q_{0}^2} + \mathcal{O}(\epsilon^2).
$$

This expression for $r$ is bounded, as it should (see Battin 1999), and the leading-order term is
oscillatory with period $2\pi/(1 - \Omega)$.

The Keplerian energy presents small oscillations about the constant zeroth-order term:

$$
E(\tau, T; \epsilon) = -\frac{q_{3i}^2 - q_{4i}^2}{2} + \epsilon (q_{10}q_{11} + q_{20}q_{21}) + \mathcal{O}(\epsilon^2).
$$
while the total energy takes the form:

\[ E_T(\tau, T; \varepsilon) = -\frac{q_{3i}^2 - q_{1i}^2}{2} + \varepsilon \left( q_{10}q_{11} + q_{20}q_{21} - \frac{1}{q_{3i}q_{0}^2} \right) + \mathcal{O}(\varepsilon^2). \]

The conservation of \( E_T \) up to first order requires the term inside brackets to be constant. After some manipulations, this term can be written as:

\[ q_{10}g_1 + q_{20}g_2 - \frac{1}{q_{3i} (q_{3i} - q_{10})}, \]

which is a function of only the slow scale \( T \). Imposing the conservation of \( E_T \) on \( T \) finally yields:

\[ q_{10}g_1 + q_{20}g_2 = \frac{1}{q_{3i} (q_{3i} - q_{10})} - \frac{1}{q_{3i} (q_{3i} + q_{1i})}. \] (42)

By introducing the expressions for \( g_1 \) and \( g_2 \) given in ‘Appendix B’ and expanding in power series of \( q_{1i} \), it is checked that the conservation of energy is fulfilled for all the computed orders of \( g_1 \) and \( g_2 \), leaving a residual of \( \mathcal{O}(q_{1i}^l) \) where \( l \) is the highest order of the expansions of \( g_1 \) and \( g_2 \). Moreover, this result can be used to improve the accuracy of the expressions for \( e \) and \( E \) by eliminating the direct dependence with \( g_1 \) and \( g_2 \):

\[ q_{10}q_{11} + q_{20}q_{21} = \frac{1}{q_{3i}q_{0}^2} - \frac{1}{q_{3i}q_{1i} (q_{3i} + q_{1i})}. \] (43)

The zeroth-order term, which was absent from the regular expansion, shows a secular behavior in the slow scale. This can be compared with the regular expansion having a secular component in \( \theta \) inside its first-order term. On the other hand, the first-order term is now periodic and bounded. Note that this expansion is not valid for initially circular or quasi-circular orbits.

### 4.4 Initially circular orbit

The particular case of initially circular orbit is especially interesting for this multiple scales solution, since the expressions given for \( g_1 \) and \( g_2 \) are then exact. Particularizing the previous results for \( e_0 = 0 \) yields:

\[ q_1(\tau, T; \varepsilon) = \varepsilon \frac{q_{3i}^4}{q_{3i}^3} \left( \cos \frac{T}{q_{3i}^2} - \cos \tau \right) + \mathcal{O}(\varepsilon^2), \]

\[ q_2(\tau, T; \varepsilon) = \varepsilon \frac{q_{3i}^4}{q_{3i}^3} \left( \sin \frac{T}{q_{3i}^2} - \sin \tau \right) + \mathcal{O}(\varepsilon^2). \]

Although \( q_{10} \) and \( q_{20} \) no longer appear, the variation with the slow scale is retained through the contributions from \( g_1 \) and \( g_2 \). Comparing these expressions with those obtained for the regular expansion, it is straightforward to check that the latter coincide with the former for \( T = 0 \).
From this solution, it is possible to derive:

\[ e(\tau, T; \varepsilon) = \varepsilon \frac{\sqrt{2}}{q_{3i}} \left[ 1 - \cos \left( \frac{\tau}{T} \right) \right]^{1/2} + O(\varepsilon^2), \]

\[ r(\tau, T; \varepsilon) = \frac{1}{q_{3i}} + \varepsilon \frac{1}{q_{3i}^2} \left[ 1 - \cos \left( \frac{\tau}{T} \right) \right] + O(\varepsilon^2), \]

\[ E(\tau, T; \varepsilon) = -\frac{q_{3i}^2}{2} + O(\varepsilon^2), \]

\[ E_T(\tau, T; \varepsilon) = -\frac{q_{3i}^2}{2} - \varepsilon \frac{1}{q_{3i}^2} + O(\varepsilon^2), \]

\[ \gamma(\tau, T; \varepsilon) = \tan^{-1} \frac{\sin(T/q_{3i}^4) - \sin \tau}{\cos(T/q_{3i}^4) - \cos \tau} + O(\varepsilon). \]

Note that the leading-order terms of \( e \) and \( r \) now show a new period \( 2\pi / (1 - \Omega/q_{3i}^4) \) in \( \theta \), resulting from the combination of the periods for the fast and slow ‘time’ scales.

### 4.5 Eccentricity vector rotational frequency

The number of orbits it takes for the eccentricity vector to describe a whole turn can be approximated through the leading-order term in Eq. (44), yielding:

\[ \frac{\theta^*}{2\pi} = \frac{1}{\Omega}. \]

It is interesting to express this result in terms of the physical time \( t \). From Eq. (17), it follows that the only contributions to the secular evolution of \( t \) are those coming from the time element \( \zeta_0 \); then, using Eq. (38) it is possible to write:

\[ t^* = (q_{3i} \Omega_1 + D_t \Omega) \theta^* = 2\pi \frac{q_{3i}}{\varepsilon (1 + \Omega_2 \varepsilon)} + D_t, \] (45)

with the same \( D_t \) reported in ‘Appendix C’ for the solution of \( \dot{g}_t \). Figure 1 shows the error committed by the previous expression compared with a high-precision numerical propagation. As expected, the accuracy of the approximation degrades as \( \varepsilon \) and \( e_0 \) increase.

### 4.6 Validity of the expansion

The validity of the multiple scales solution depends on both the non-dimensional thrust parameter \( \varepsilon \) and the initial eccentricity \( e_0 \). The influence of the former is easy to evaluate, whereas the latter requires a more careful study. Two different aspects have to be considered, namely the expanding interval of the fictitious time in which the results are valid and the asymptoticness of the additional expansions for \( g_1, g_2, \) and \( \Omega_2 \).

Before going into deeper detail, it is convenient to take a look at the evolution of \( \Omega_1 \) with \( e_0 \). As the ellipticity of the initial orbit is increased, the values of \( q_{3i} \) and \( q_{1i} \) approach each other and \( \Omega_1 \) grows rapidly; this behavior can be seen in Fig. 2. It is also important to study the evolution of the factor \( q_{1i} \Omega_1^{1/4} \), since it plays an important part in the expansions for \( g_1, g_2, \) and \( \Omega_2 \). As shown in Fig. 3, it also grows with the initial eccentricity, although the values reached are noticeably smaller.
Fig. 1 Percentage error in the time estimation for the eccentricity vector to complete a whole revolution, 
\[ \text{err}_{t} = \frac{|t_{\text{ms}}/t_{\text{num}} - 1|}{100}, \]
where \( t_{\text{ms}} \) is the multiple scales solution and \( t_{\text{num}} \) is a high-precision numerical solution. The curves are obtained up until escape conditions are reached.

According to the theoretical basis of the method of multiple scales, and neglecting for the time being the influence of the extra expansion performed in \( q_{1i} \), the results should be valid for an expanding interval of the fictitious time of length at least \( \theta(1/\Omega_{1} \varepsilon) \). Since a higher-order formulation (i.e., including a coordinate strain for the slow ‘time’ scale) is used a longer interval of \( \theta(1/(\Omega_{1} \varepsilon)^2) \) could be expected, but there are no mathematical warranties for this (see Murdock 1999; Bender and Orszag 2013). Comparing the numerical results given in Sect. 5 with those obtained by Gonzalo and Bombardelli (2014) using a first-order multiple scales formulation, a clear improvement in the expanding interval is observed for the higher-order solution. In both cases, the expanding interval length depends on \( \varepsilon \Omega_{1} \), placing a limit to the values of \( \theta \) for which the expansion remains valid as a function of \( \varepsilon \) and \( e_{0} \).

The additional regular expansion performed in \( q_{1i} \) for the calculation of \( g_{1} \), \( g_{2} \) and \( \Omega_{2} \) introduces further considerations regarding the validity of the solution with the initial eccentricity \( e_{0} \). By careful examination of the results in ‘Appendix B,’ it is checked that the \( k \)th term of the expansion for each of these functions is multiplied by:

\[ 1 \]
Fig. 3 Evolution of coefficient $q_{11} \Omega_1^{1/4}$ with the initial eccentricity $e_0$. Being present in the power series expansions of $g_1, g_2,$ and $\Omega_2$, its value has a direct impact on the validity of the asymptotic solution

Consequently, the behavior of these expansions will depend on the coefficient $q_{11} \Omega_1^{1/4}$, whose evolution is represented in Fig. 3. Considering only the contribution of this coefficient, the validity of the expansions should break for values of $e_0$ around 0.74, for which it becomes greater than one. However, the expansions also contain numerical coefficients that decrease as the order increases, offering an appreciable improvement. In any case, it is verified that the quality of the solution degrades rapidly for nearly parabolic initial orbits.

4.7 Effect of mass variation for the constant thrust case

The multiple scales solution is obtained under the assumption of constant radial perturbing acceleration, leading to a fixed value of the non-dimensional thrust parameter $\varepsilon$. From a practical point of view, this can be the case for propellantless propulsion systems such as sails, or when the thrust magnitude $F$ varies in time to accommodate the reduction in mass. For a thruster with constant thrust magnitude, however, $\varepsilon$ will increase as the propellant mass is consumed. Nevertheless, because low-thrust thrusters (corresponding to continuous operation with $\varepsilon \ll 1$ as considered in this work) have a very small propellant mass flow rate, the assumption of constant $\varepsilon$ still holds. The long-term mass variation can then be included by following a rectification procedure like the one proposed by Niccolai et al. (2018), which is an extended application of the one by Bombardelli et al. (2011). While Bombardelli et al. (2011) only consider the rectification procedure to improve the accuracy of their solution by limiting the accumulation of errors in $\theta$, Niccolai et al. (2018) extend its use to account for the variations in $\varepsilon$. The application of the rectification procedure from these works to our multiple scales solution is straightforward, as they also deal with asymptotic solutions for constant acceleration problems using Dromo formulation. (Bombardelli et al. (2011) tackles the tangential thrust case, whereas Niccolai et al. (2018) deals with the circumferential one.)

From the physical point of view, the structure of the multiple scales solution reveals that the period of the fast ‘time’ scale will remain unaffected by the change in mass, whereas the period of the slow one will decrease together with mass. This will, in turn, reduce the rotation period of the eccentricity vector introduced in Sect. 4.5.
5 Numerical evaluation of the results

In this section, the quality of the asymptotic solutions obtained so far is evaluated by comparing them with reference numerical solutions computed using a high-precision integrator. It will be seen that the use of multiple scales not only improves the quality of the results, but also provides interesting information about the physics of the problem.

Figures 4, 5, and 6 show the evolution of Dromo parameters \(q_1, q_2, e, r, \gamma, \) and \(a\) for several values of the initial eccentricity \(e_0\), and non-
dimensional thrust acceleration parameter $\varepsilon$. The values of $e$, $r$, $\gamma$, and $a$ have been calculated using Eqs. (8, 9) and Eq. (6). The first set of results (Fig. 4) corresponds to the case of $\varepsilon = 0.005$ and $e_0 = 0.2$; using Eq. (11), the initial values of the Dromo variables associated with this $e_0$ are $q_{1i} = 0.1826$ and $q_{3i} = 0.9129$. The first conclusion is that the regular expansion fails very soon for $q_1(\theta)$; the mean value remains constant, so it cannot reproduce the evolution in the slow scale. Its behavior is better for $q_2(\theta)$, since it contains a secular term that approximately reproduces the sinusoidal slow scale evolution for small values of $\theta$. It is important to highlight that the secular components in the regular solution correspond to the first terms of the Taylor expansions of $q_{10}(T)$ and $q_{20}(T)$. The multiple scales solution turns
out to be remarkably good, slowly separating from the real one as $\theta$ grows. The results for $e$, $a$, and $r$ inherit the properties from $q_1(\theta)$ and $q_2(\theta)$; since the reference solutions for $e$, $a$, and $r$ oscillate between fixed values, the evolution in the slow scale of $q_1(\theta)$ and $q_2(\theta)$ must compensate each other to obtain a good approximation. This is not possible for the regular expansion, which only contains a secular term in $q_2(\theta)$. As a consequence, a spurious secular evolution appears for $e$ and $a$ separating them from the reference solution very soon, while the amplitude of $r$ increases with $\theta$ instead of remaining constant. On the other hand, the multiple scales formulation faithfully represents the real solution for the range of $\theta$ shown in the figures. Finally, a good agreement is observed between the reference and multiple scales solutions for $\gamma$, while the regular expansion slowly diverges from them.
Figure 5 corresponds to an orbital propagation with $\varepsilon = 0.02$ and $e_0 = 0.1$ ($q_{1i} = 0.0935$, $q_{3i} = 0.9535$). Most of the comments made for the previous case still hold, only now the separation between the reference and the multiple scales solutions grows faster with $\theta$. It is checked that the greater errors for the multiple scales solution come from the evolution of the mean values in the slow scale, not the amplitude or period of the oscillations in the fast scale. Consequently, the agreement with the reference solution is still very good for $e$, $r$, and $a$, since in those cases the secular evolution of the mean values cancels. On the other hand, the values of $\gamma$ and $a$ given by the regular expansion not only separate very soon from the reference solution, but are also incapable of reproducing the amplitude of the oscillations. The figure for $q_2(\theta)$ is particularly interesting, clearly showing the sinusoidal evolution of the mean value of this parameter in the slow scale.

A case of initially circular orbit is considered in Fig. 6, for a non-dimensional perturbing acceleration of $\varepsilon = 0.02$. This example is of special interest for the study of the multiple scales solution, since the expressions used for $\mathcal{g}_1$ and $\mathcal{g}_2$ are now exact. It is observed that the amplitudes of the oscillations in both the regular and multiple scales solutions are slightly smaller than the amplitudes for the reference solution; this error is due to the order of the asymptotic approximation and could be reduced by retaining terms of higher order in the expansion. Regarding the period of the oscillations, the results for initially circular orbit developed in the previous section suggested that it is a combination of the characteristic periods for the fast and slow scales. This behavior is confirmed by the excellent agreement between the oscillation periods of both the reference and the multiple scales solutions, with a small drift driven by the terms of the slow ‘time’ scale neglected in the expansion of $\Omega$. Meanwhile, the regular expansion, which does not take into account the slow ‘time’ scale, shows a slightly shorter period than the order two.

The previous test cases have been chosen to characterize and compare the behavior of both asymptotic solutions from a mathematical point of view. For this purpose, the use of the non-dimensional parameter $\varepsilon$ is most convenient. Nevertheless, it is also interesting to relate these non-dimensional acceleration parameters to some practical scenarios. If we consider a heliocentric reference orbit with $R_0 = 1$ AU, the non-dimensional accelerations $\varepsilon = 0.005$ and $0.02$ correspond to $A = 0.0296 \text{ mm/s}^2$ and $0.1186 \text{ mm/s}^2$, respectively. Taking the total mass of 4100 kg for the recently launched BepiColombo mission on route to Mercury, the required thrusts would be of $F = 121.6$ mN and $486.3$ mN, respectively. The first value is close to the 145 mN qualified by ESA for the QinetiQ thruster used in the mission (see Clark et al. 2013), whereas the second one exceeds in a factor of two the maximum achievable thrust according to QinetiQ (see Hutchins et al. 2015). On the other hand, if we consider an Earth-bound reference orbit with $R_0 = 42164$ km (i.e., in the GEO region), the dimensional accelerations would be $1.11 \text{ mm/s}^2$ and $4.5 \text{ mm/s}^2$, respectively. The resulting thrusts for a typical GEO satellite weight in the thousands of kilograms would exceed the current capabilities of low-thrust propulsion systems, but this is not an issue regarding the applicability of the asymptotic expansions; in fact, the smaller the $\varepsilon$ the better the approximation, as shown by the numerical results presented in this section.

The different approximations obtained for the physical time are compared in Fig. 7, including the results from a high-precision numerical propagator as reference. It is straightforward to check the good agreement between the numeric (exact) solution and the multiple scales asymptotic solution.

---

3 https://www.esa.int/Our_Activities/Space_Science/BepiColombo/BepiColombo_factsheet (accessed 25 June 2019).
The particular cases considered so far have shown that the multiple scales solution behaves much better than the regular expansion, giving a more accurate description of the physics of the problem. Nevertheless, a systematic evaluation of the error of both methods is advisable. To this end, the root-mean-square (RMS) error in the non-dimensional orbital position has been calculated for a significant range in both the initial eccentricity and the non-dimensional thrust parameter. The results are displayed in Fig. 8, for several values of the final independent variable $\theta_{\text{end}}$. In those cases where escape is reached, the error is calculated at the value of $\theta$ for which the energy becomes zero in the numerical integration; a solid line delimits the area corresponding to this group of orbits, associated with high values of $e_0$ and $\varepsilon$. Interestingly, the regular expansion behaves better than the multiple scales approximation for cases reaching escape conditions. Because escape takes place during the first orbital revolution, the more accurate description of the long period given by the multiple scales solution provides no advantage, while the additional expansions in $e_0$ required for the determination of $g_1$, $g_2$, and $\Omega_2$ have a negative impact in accuracy. The situation is reversed for bounded orbits, with the multiple scales solution clearly outperforming the regular expansion. Comparing the plots for increasing $\theta_{\text{end}}$, it is checked that the RMS error for the multiple scales expansion grows very slowly, whereas the accuracy of the regular expansion degrades very fast. This supports the conclusion that the method of multiple scales extends the validity range for the expansion. Looking at the results for $\theta_{\text{end}} = 2\pi$ and small $\varepsilon$, it is possible to identify again the additional error introduced in the multiple scales solution by the expansion in $e_0$ used for $g_1$, $g_2$, and $\Omega_2$. Note that this additional expansion is not a characteristic feature of the method of multiple scales, but a limitation due to the impossibility of finding an exact solution for those functions.

Figure 9 shows the evolution of an orbit with $e_0 = 0.7$ and $\varepsilon = 0.001$, for both the reference and the multiple scales solutions. The asymptotic solution remains close to the exact one during the first orbital revolutions, but slowly separates for larger values of $\theta$. The rotation of the eccentricity vector, given by $\gamma$, can be clearly appreciated.

Finally, Figs. 10 and 11 compare the characteristic frequency of the slow scale $\Omega$ given by the multiple scales approximation with a high-precision numerical solution, for different values of $e_0$ and $\varepsilon$. The curves corresponding to each $\varepsilon$ are computed until the $e_0$ leading to escape conditions is reached. As expected, the asymptotic solution is very close to the reference value for small $e_0$ and $\varepsilon$ and progressively separates from it as the initial eccentricity and the acceleration parameter increase. Furthermore, the error decreases quadratically with $\varepsilon$ for moderate values of the initial eccentricity.
Fig. 8 RMS errors in $r$ for the regular and multiple scales asymptotic solutions, as a function of $e_0$ and $\varepsilon$. White areas correspond to relative errors lower than $10^{-6}$ and dashed lines to 5% error. The region above the solid black line corresponds to cases reaching escape conditions.
6 Comparison with other solutions

The constant radial thrust problem, or Tsien problem, has been investigated by several authors along the years, as summarized in Introduction. In this final section, a brief comparison of the newly proposed multiple scales asymptotic solution with other approaches is provided.

One common characteristic of all the exact solutions, either for the general problem (see Izzo and Biscani 2015) or for parts of it like time-of-flight determination, is that they rely on the use of elliptic functions. The Hamiltonian-based solution by San-Juan et al. (2012) shows that the three kinds of Jacobi elliptic integrals are intrinsic to the problem. This is consistent with the solution for the most general case in terms of Weierstrass’s elliptic and related functions by Izzo and Biscani (2015), as they can be expressed as a combination of the three Jacobi elliptic functions. One key aspect of Izzo and Biscani (2015) is that they provide a solution for the state as a function of time (explicit solution), a feature also shared by the
slightly more recent, Dromo-based work by Urrutxua et al. (2015), whereas the previous exact solutions only provided the time as a function of the state (implicit). Some interesting applications of exact solutions are determining the conditions for bounded motion or periodic motion, a task that cannot be performed with approximate approaches like the one proposed in this work.

However, Quarta and Mengali (2012) highlight a number of practical limitations to these solutions when introducing their Fourier-based approximate model. On the one hand, they mention the time-implicit nature of exact solutions. (Note that the time-explicit exact solutions by Izzo and Biscani (2015) and Urrutxua et al. (2015) are posterior to the work by Quarta and Mengali.) On the other hand, they stress how the use of elliptic functions hinders their practical application for mission design due to the lack of physical insight and more complex analytical manipulation. The lack of physical insight is also considered by San-Juan et al. (2012), where a qualitative description of the flow in the energy–momentum plane is used to tackle the issue. The asymptotic solution presented in this work successfully addresses these limitations, by providing a explicit result in the fictitious time introduced by the Sundman transformation and expressing it through familiar circular functions. Moreover, compared to the results by Quarta and Mengali (2012) it has the advantage of explicitly retaining the two characteristic frequencies of the problem, conveniently separating them into one related to the orbital period and another one scaled by the magnitude of the perturbing acceleration.

It is important to note that the aforementioned practical limitations in the use of elliptic and related functions refer to the lack of physical insight and more difficult analytic manipulation, not the computational cost. Modern algorithms allow for the numerical evaluation of elliptical functions at a complexity not significantly higher than trigonometric functions. [For a discussion on this topic, see Martinuši and Gurfil (2011).]

Finally, it is interesting to take a closer look at Hamiltonian-based methods, as Hamiltonian perturbation techniques are one of the most common approaches in astrodynamics to search for analytical solutions valid for long time scales (as compared to the infrequent use of multiple scales methods). The work by San-Juan et al. (2012) proposes a solution for the Tsien problem based on a Hamiltonian formulation in polar coordinates. Because the conjugate momentum of the angular coordinate is an integral of the motion (more precisely, the angular momentum), the flow is separable and a Hamiltonian with one degree of freedom is obtained.
Furthermore, given that the Hamiltonian is constant due to the conservation of energy, the problem is integrable (albeit requiring elliptic functions). Through an appropriate choice of the length and time units, they manage to remove both $\mu$ and $\varepsilon$ from the equations, thus obtaining a solution valid for all cases. An analysis of the flow in the energy–momentum plane reveals that the separation of regions corresponding to bounded and unbounded motions can be described through a perturbation phenomenon. For the bounded motion case, a full family of canonical transformations leading to a Hamiltonian depending only on the momenta is derived from the Hamilton–Jacobi equation. These transformations can be expressed in terms of the Jacobi elliptic functions of the three kinds, thus giving an analytical solution for the problem. It is important to note that San-Juan et al. (2012) do not need to apply perturbation methods with their Hamiltonian formulation, as the problem is fully integrable under the proper choice of a canonical transformation. It would be possible to search for an asymptotic solution avoiding the use of special functions, but this lies beyond the scope of this paper.

### 7 Conclusion

Two asymptotic solutions for the two-body problem perturbed by a small, constant acceleration oriented along the radial direction have been obtained, using both regular expansions and the method of multiple scales. The equations of motion have been expressed using the Dromo orbital formulation, which has proven very adequate for this purpose. Some important conclusions are reached from studying the structure and behavior of the regular and multiple scales expansions:

- The regular expansion fails for $\theta \sim 1/\varepsilon$, where $\theta$ is Dromo’s independent variable, related to the true anomaly, and $\varepsilon$ is the non-dimensional perturbing acceleration. Consequently, it cannot be used to propagate orbits for long periods of time, unless a reinitialization process like the one proposed by Bombardelli et al. (2011) is included.
- The method of multiple scales reveals that the problem has two fundamental scales. The first one is responsible of the $2\pi$-periodic oscillations along each orbit, while the second one, with a period depending on $\varepsilon$ and $e_0$, drives the long-term variations of the mean values and the amplitudes of the oscillations. While the existence of these two scales is a known fact in astrodynamics, the use of the multiple scales technique applied to a regularized orbital formulation allows a straightforward computation of the main frequencies governing the dynamics without the employment of special functions.
- To close the multiple scales solution for the terms of $\mathcal{O}(\varepsilon)$, an additional expansion in the initial eccentricity $e_0$ has been introduced. Although its solution is exact for initially circular orbit, it contributes to the degradation of the multiple scales expansion for orbits with higher initial eccentricity.
- The numerical test cases show that the multiple scales solution behaves noticeably better than the regular expansion in most cases, with a substantially larger expanding interval. One key factor has been the use of a high-order method with a coordinate strain function for the slow ‘time’ scale, improving the mathematical description of the long period.

Compared to other solutions for the constant radial thrust problem, the multiple scales expansion in Dromo variables has the advantages of providing a physically intuitive separation of the characteristic periods and not requiring the evaluation of special functions. Furthermore, it is interesting to highlight that the mathematical structure of the method of multiple scales identified the existence of just two fundamental periods without requiring additional information.
Finally, the good results obtained from the application of the method of multiple scales confirm its suitability as a mathematical tool for the analysis of problems in orbital mechanics where two (or more) different time scales are clearly identifiable, similarly to other perturbation methods such as averaging. The present work can be potentially used as a starting point for the application of the method of multiple scales to other astrodynamics problems in the future.
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**Appendix A: Components of the first-order terms of the multiple scales solution**

The first-order terms $q_{11}$ and $q_{21}$ of the multiple scales solution are given as a combination of the following functions:

$$
\mathcal{P}_1(\tau, T) = -\frac{(q_{10} + q_{3i})(1 + \cos \tau) + q_{20} \sin \tau}{q_{3i} (q_{3i}^2 - q_{10}^2 - q_{20}^2) s_0},
$$

$$
\mathcal{S}_1(T) = -\frac{2q_{20}}{q_{3i} (q_{3i}^2 - q_{10}^2 - q_{20}^2)^{3/2}},
$$

$$
\mathcal{P}_2(\tau, T) = \frac{q_{10}q_{20} (1 + \cos \tau) + (-q_{3i}^2 + q_{20}^2 + q_{3i}q_{10}) \sin \tau}{q_{3i} (q_{3i} - q_{10}) (q_{3i}^2 - q_{10}^2 - q_{20}^2) s_0},
$$

$$
\mathcal{S}_2(T) = \frac{2q_{20}}{q_{3i} (q_{3i}^2 - q_{10}^2 - q_{20}^2)^{3/2}},
$$

$$
\mathcal{K}(\tau, T) = -\frac{\left(\sqrt{q_{3i}^2 - q_{10}^2 - q_{20}^2} - q_{3i} - q_{10}\right) \sin \tau - q_{20} (1 + \cos \tau)}{s_0 - q_{10} - q_{3i} \cos \tau + (1 + \cos \tau) \sqrt{q_{3i}^2 - q_{10}^2 - q_{20}^2}},
$$

where $q_{10}$ and $q_{20}$ are functions only of the slow ‘time’ scale $T$.

Introducing the first integral $q_{1i}^2 + q_{2i}^2 = q_{1i}^2$, these expressions take simpler forms:

$$
\mathcal{P}_1(\tau, T) = -\frac{(q_{10} + q_{3i})(1 + \cos \tau) + q_{20} \sin \tau}{q_{3i} (q_{3i}^2 - q_{11i}^2) s_0}, \quad (46)
$$

$$
\mathcal{S}_1(T) = -\frac{2q_{20}}{q_{3i} (q_{3i}^2 - q_{11i}^2)^{3/2}} = -2\Omega_1 q_{20}, \quad (47)
$$

$$
\mathcal{P}_2(\tau, T) = \frac{q_{10}q_{20} (1 + \cos \tau) + (-q_{3i}^2 + q_{20}^2 + q_{3i}q_{10}) \sin \tau}{q_{3i} (q_{3i} - q_{10}) (q_{3i}^2 - q_{11i}^2) s_0}, \quad (48)
$$
\[ \mathcal{J}_2(\tau, T) = \frac{2q_{10}}{q_{3i} \left( q_{3i}^2 - q_{1i}^2 \right)^{3/2}} = 2\Omega_1 q_{10}, \]  
\[ \mathcal{K}(\tau, T) = -\frac{\left( \sqrt{q_{3i}^2 - q_{1i}^2} - q_{3i} + q_{10} \right) \sin \tau - q_{20} (1 + \cos \tau)}{s_0 - q_{10} - q_{3i} \cos \tau + (1 + \cos \tau) \sqrt{q_{3i}^2 - q_{1i}^2}}. \]  

Appendix B: Expressions for \( \Omega_2, g_1(T), \) and \( g_2(T) \)

As stated in Sect. 4, the direct application of the secularity condition which determines the values of \( \Omega_2, g_1(T), \) and \( g_2(T) \) is not feasible due to the complexity of the equations involved. To address this issue, an approximate solution is sought for in the form of an additional series expansion in the initial value of \( q_1, \) related to the initial eccentricity \( e_0. \) Then, for \( q_{1i} \ll 1 \) (i.e., \( e_0 \ll 1 \)) it is possible to write:

\[
\Omega_2 = \Omega_2^{(0)} + q_{1i} \Omega_2^{(1)} + q_{1i}^2 \Omega_2^{(2)} + \cdots ,
\]

\[
g_1(T; q_{1i}) = g_1^{(0)}(T) + q_{1i} g_1^{(1)}(T) + q_{1i}^2 g_1^{(2)}(T) + \cdots ,
\]

\[
g_2(T; q_{1i}) = g_2^{(0)}(T) + q_{1i} g_2^{(1)}(T) + q_{1i}^2 g_2^{(2)}(T) + \cdots .
\]

The initial conditions for \( g_1 \) and \( g_2 \) are obtained from Eq. (25) knowing that \( q_{11}(0) = q_{21}(0) = 0: \)

\[
g_1(0) = \frac{2}{q_{3i} \left( q_{3i}^2 - q_{1i}^2 \right)} = q_{1i} \cdot g_2(0) = 0.
\]

To achieve a better reproduction of the physics of the problem, \( \Omega_1 \) is retained as fixed parameter instead of \( q_{3i}. \) The latter is then expanded as a power series of \( q_{1i} \) using the definition of \( \Omega_1, \) Eq. (35):

\[
q_{3i} = \Omega_1^{-1/4} + q_{1i}^2 \frac{3}{8} \Omega_1^{1/4} - q_{1i}^4 \frac{3}{128} \Omega_1^{3/4} - q_{1i}^6 \frac{7}{1024} \Omega_1^{5/4} + q_{1i}^8 \frac{195}{32768} \Omega_1^{7/4} + O(q_{1i}^{10}) .
\]

Substituting back into \( g_{1i} \) and expanding:

\[
g_{1i} = 2\Omega_1^{3/4} - q_{1i}^2 \frac{5}{64} \Omega_1^{5/4} + q_{1i}^4 \frac{5}{128} \Omega_1^{7/4} - q_{1i}^6 \frac{11}{512} \Omega_1^{9/4} + q_{1i}^8 \frac{51}{16384} \Omega_1^{11/4} + O(q_{1i}^{10}) .
\]

Introducing the previous expressions into Eq. (37), expanding in power series of \( q_{1i} \) and imposing the secularity condition on each of the ODE systems obtained from canceling the terms of equal powers of \( q_{1i}, \) a sequence of straightforward problems for determining \( \Omega_2^{(k)}, \)
\( g_1^{(k)}, \) and \( g_2^{(k)} \) is reached. Note that, due to the structure of these problems, the asymptotic solution for \( \Omega_2 \) will have one order less than those for \( g_1 \) and \( g_2. \) The coefficients obtained for \( \Omega_2 \) up to order 7 are:

\[
\{ \Omega_2^{(k)} \} = \left\{ \begin{array}{l} 7 \Omega_1, \ 3 \Omega_1^{5/4}, \ 9 \Omega_1^{3/2}, \ 3 \Omega_1^{7/4}, \ 0, \ -\frac{9}{128} \Omega_1^{9/4}, \\ -\frac{9}{128} \Omega_1^{5/2}, \ \frac{9}{1024} \Omega_1^{11/4} \end{array} \right\} \quad k = 0, \ldots, 7.
\]
On the other hand, the first two terms of $g_1$ and $g_2$ take the form:

$$g_1^{(0)}(T) = \Omega_1^{3/4} (1 + \cos T), \quad g_2^{(0)}(T) = \Omega_1^{3/4} \sin T,$$

$$g_1^{(1)}(T) = 0, \quad g_2^{(1)}(T) = -\Omega_1 \sin T.$$

For the rest of the terms, at least up to order eight, a simple functional expression can be found:

$$g_1^{(k)}(T) = \Omega_1^{3/4} \left[ C_0^{(k)} + \sum_{l=1}^{k} C_l^{(k)} \cos lT \right],$$  

$$g_2^{(k)}(T) = -\frac{d}{dT} g_1^{(k)} = \Omega_1^{3/4} \sum_{l=1}^{k} lC_l^{(k)} \sin lT,$$

with coefficients:

$$C^{(2)} = -\frac{1}{8} \begin{bmatrix} -3 & 1 & 4 \end{bmatrix},$$

$$C^{(3)} = \frac{1}{8} \begin{bmatrix} 0 & 1 & 0 & -1 \end{bmatrix},$$

$$C^{(4)} = \frac{1}{384} \begin{bmatrix} -9 & 15 & 40 & 0 & -16 \end{bmatrix},$$

$$C^{(5)} = \frac{1}{64} \begin{bmatrix} 0 & -2 & 0 & 3 & 0 & -1 \end{bmatrix},$$

$$C^{(6)} = \frac{1}{5120} \begin{bmatrix} -35 & -55 & -100 & 0 & 112 & 0 & -32 \end{bmatrix},$$

$$C^{(7)} = \frac{1}{768} \begin{bmatrix} 0 & 3 & 0 & -9 & 0 & 8 & 0 & -2 \end{bmatrix},$$

$$C^{(8)} = \frac{1}{229376} \begin{bmatrix} 1365 & 357 & -336 & 0 & -1568 & 0 & 1152 & 0 & -256 \end{bmatrix}.$$

This solution is obtained expanding the initial condition for $g_1$ as a power series in $g_{i1}$. Alternatively, $g_{i1}$ could be retained as a fixed parameter, leading to a solution which keeps the same structure and most of the coefficients. Particularly, for $\Omega_2$ only the odd terms are modified (in the following, the left-hand side represents the new coefficient and the right-hand side its expression in terms of the old coefficient):

$$\Omega_2^{(1)} \rightarrow 3\Omega_1^{1/4} g_{i1} - \Omega_2^{(1)}, \quad \Omega_2^{(3)} \rightarrow \frac{3}{4}\Omega_1^{3/4} g_{i1} - \Omega_2^{(3)},$$

$$\Omega_2^{(5)} \rightarrow \frac{3}{32}\Omega_1^{3/4} g_{i1} - \Omega_2^{(5)}, \quad \Omega_2^{(7)} \rightarrow -\Omega_2^{(7)}.$$

Similarly, for $g_1$ and $g_2$ the only differences are in the zeroth-order terms of the expansion:

$$g_1^{(0)} = \left(g_{i1} - \Omega_1^{3/4}\right) \cos T + \Omega_1^{3/4}, \quad g_2^{(0)} = \left(g_{i1} - \Omega_1^{3/4}\right) \sin T,$$

and in the coefficients for the rest of even terms:

$$C_1^{(2)} \rightarrow -C_1^{(2)}, \quad C_1^{(4)} \rightarrow -C_1^{(4)}, \quad C_1^{(6)} \rightarrow -C_1^{(6)}, \quad C_1^{(8)} \rightarrow -C_1^{(8)}.$$

$$g^{(0)} = \left(g_{i1} - \Omega_1^{3/4}\right) \cos T + \Omega_1^{3/4}, \quad g^{(0)} = \left(g_{i1} - \Omega_1^{3/4}\right) \sin T,$$

$$C_1^{(2)} \rightarrow -C_1^{(2)}, \quad C_1^{(4)} \rightarrow -C_1^{(4)}, \quad C_1^{(6)} \rightarrow -C_1^{(6)}, \quad C_1^{(8)} \rightarrow -C_1^{(8)}.$$
Appendix C: Function $g_t(T)$

The additive function in $\zeta_{00}(\tau, T)$ arising from the secularity condition is approximated through its power series expansion in $q_{1i}$, valid for small initial eccentricity:

$$g_t(T) = g_t^{(0)}(T) + q_{1i} g_t^{(1)}(T) + q_{1i}^2 g_t^{(2)}(T) + \cdots .$$

All the resulting terms are monomials of $T$, that is, $g_t^{(k)} = D^{(k)} T$, so the expansion can be expressed in a more convenient form as:

$$g_t(T) = \left( D^{(0)} + q_{1i} D^{(1)} + q_{1i}^2 D^{(2)} + \cdots \right) T = D_t T,$$

with coefficients up to order seven:

$$\left\{ D^{(k)} \right\} = \left\{ \frac{2}{4} \Omega_1^{3/4}, \frac{15}{4} \Omega_1^{5/4}, \frac{3}{2} \Omega_1^{3/2}, \frac{45}{64} \Omega_1^{7/4}, 0, -\frac{67}{512} \Omega_1^{9/4}, -\frac{3}{64} \Omega_1^{5/2} \right\} k = 0, \ldots, 7.$$

Appendix D: Regular expansion of the physical time

An expression relating the non-dimensional physical time $\hat{t}$ with the fictitious time $\theta$ for the regular expansion solution can be obtained directly from Eq. (2). To this end, $\hat{t}$ is expressed as a power series of $\varepsilon$:

$$\hat{t}(\theta) = \hat{t}_0(\theta) + \varepsilon \hat{t}_1(\theta) + \varepsilon^2 \hat{t}_2(\theta) + O(\varepsilon^3).$$

Introducing this expression and the known asymptotic solutions for $\hat{q}_1$ and $\hat{q}_2$ into Eq. (2), expanding for $\varepsilon \ll 1$ and retaining only the leading-order terms, the following differential equation for $\hat{t}_0(\theta)$ is reached:

$$\frac{d\hat{t}_0}{d\theta} = \frac{1}{q_{3i} (\hat{s}_0)^2},$$

which upon integration yields:

$$\hat{t}_0 = \frac{-q_{1i} \sin \theta}{q_{3i} (q_{3i}^2 - q_{1i}^2) \hat{s}_0} + \frac{1}{(q_{3i}^2 - q_{1i}^2)^{3/2}} \left( \theta + \tan^{-1} \hat{x} \right).$$

This expression includes both secular and oscillatory terms in $\theta$. Unlike what happened with $\hat{q}_2$, the presence of a secular term was expected and necessary, since time must be monotonically increasing with $\theta$. Also note that the secular term coincides with the solution for the time element in Eq. (19).
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