ABSTRACT The concentrated popularity distribution of video files and the caching of popular files on users and their subsequent distribution via device-to-device (D2D) communications have dramatically increased the throughput of wireless video networks. However, since popularity distribution is not time-invariant, and the files available in the neighborhood can change when other users move into and out of the neighborhood, there is a need for replacement of cache content. In this work, we propose a practical and feasible replacement architecture for base station (BS) assisted wireless D2D caching networks by exploiting the broadcasting of the BS. Based on the proposed architecture, we formulate a caching content replacement problem, with the goal of maximizing the time-average service rate under the cost constraint and queue stability. We combine the reward-to-go concept and the drift-plus-penalty methodology to develop a solution framework for the problem at hand. To realize the solution framework, two algorithms are proposed. The first algorithm is simple, but exploits only the historical record. The second algorithm can exploit both the historical record and future information, but is complex. Our simulation results indicate that when dynamics exist, the systems exploiting the proposed designs can outperform the systems using a static policy.
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I. INTRODUCTION

The demand of wireless traffic has increased dramatically in the past several years, and this demand is expected to continue to grow in the future [2]. Among numerous wireless applications, the delivery of video content accounts for majority of the data traffic: how to support this application is one of the challenges for 4G and 5G systems [3], [4]. Conventional throughput-enhancing approaches (e.g., massive antenna systems, network densification, and millimeter wave systems) all rely on obtaining more physical resources and/or increasing infrastructure investment, which are generally expensive [5]. In contrast, memory has become the cheapest hardware resource owing to the rapid development of the semiconductor industry. This then motivates researchers to exploit content (in particular video) caching in both wireline and wireless networks [3]–[6]. The idea is to trade memory for bandwidth by caching files during the off-peak hours, and then using the cached files during the peak hour. This idea, combined with the asynchronous content reuse and concentrated popularity distribution of video content, renders caching in wireless networks a promising solution to satisfy video traffic demand [3]–[5].

Recently, on-device video caching, combined with high performance device-to-device (D2D) communications [7] for video distribution, has shown (both in theory and in practice) its capability to improve performance significantly without needing to install additional infrastructure and without having to use complicated coding [8]–[10]. As a result, numerous papers have investigated such D2D-based caching using different strategies and from different aspects, including successful transmission (hit) rate [17], [18], throughput [19], [20], energy efficiency [20], [21], and delay [22], [23]. For example, [20]–[22] investigated designs that consider the interplay between caching policy and...
cooperation distance as well as the trade-offs between different goals. Stochastic geometry techniques were exploited to analyze cache-aided D2D networks in [24], whereas [25] leveraged mobility to enhance networks. By using the graphical approach, [26] proposed a joint content caching and link scheduling design. In [27], caching and dynamic streaming strategies were investigated while considering the trade-off between video quality and diversity in the design.

The main challenge in caching networks sits on the network’s decision on which file is cached by whom. This is, by and large, considered as the caching policy design problem. Although many researchers have already investigated the different aspects of this problem using different approaches, their main emphasis generally lies on the direction of static policies based on network statistics, i.e., the same caching policy is used throughout the whole network and over the whole time horizon without considering specific dynamics. Conversely, it can be beneficial to consider dynamics of the network and to proactively conduct dynamic caching content replacement/refreshing, in which content of caches is proactively replaced by some controllers according to the dynamics of the network. There are several motivations for it: (i) the popularity distribution can change with time (e.g., emergence of a new viral video) and space (e.g., recording of different sports teams are popular in different cities); (ii) the caching realizations of the network can be inappropriate (e.g., users do not cache files according to the designated policy); and (iii) user mobility can change the locally available user density and cached files. Such network dynamics can degrade the performance of a network that uses a statically designed caching policy, whereas adaptations (cache replacement) can automatically compensate. Accordingly, adopting a dynamic design can be beneficial; however, to the best of our knowledge, proactive dynamic content caching and replacement in wireless D2D caching networks have still yet to be investigated fully (as will be further discussed below).

Thus, this paper aims to improve this situation.

A. RELATED LITERATURE REVIEW
Several papers have investigated the dynamic cache replacement in femtocaching and BS-caching cases [28]–[34]. In [28], the authors proposed adopting a distributed caching replacement approach via Q-learning, albeit their focus was on caching at the BS and on fixed network topology. In [29], the caches of BSs were refreshed periodically to stabilize the queues of two request types and to satisfy the quality of service requirements. In [30], the authors aimed to offload the traffic to infostations, and thus used a multi-armed bandit optimization to refresh the caches of BSs. Meanwhile, [31] proposed an algorithm exploiting the multi-armed bandit optimization to learn the popularity of the cached content and update the cache to increase the cache-hit rate. In [32], a reinforcement learning framework was proposed while considering popularity dynamics into the analysis in order to refresh the caches in BSs and to minimize delivery cost. In [33], the loss due to outdated caching policy was analyzed for a small cell BS and an updating algorithm to minimize the offloading loss was proposed. Based on real-data observations, [34] established a workload model and then developed simple caching content replacement policies for edge-caching networks. However, these caching replacement policies for femtocaching do not carry over to D2D caching networks due to the following: (i) the use of more constrained wireless channels demands a specific architecture for conducting replacement; (ii) the distributed file-caching structure and intertwined D2D cooperation distance as well as the trade-offs between different goals. Stochastic geometry techniques were exploited to analyze cache-aided D2D networks in [24], whereas [25] leveraged mobility to enhance networks. By using the graphical approach, [26] proposed a joint content caching and link scheduling design. In [27], caching and dynamic streaming strategies were investigated while considering the trade-off between video quality and diversity in the design.

The main challenge in caching networks sits on the network’s decision on which file is cached by whom. This is, by and large, considered as the caching policy design problem. Although many researchers have already investigated the different aspects of this problem using different approaches, their main emphasis generally lies on the direction of static policies based on network statistics, i.e., the same caching policy is used throughout the whole network and over the whole time horizon without considering specific dynamics. Conversely, it can be beneficial to consider dynamics of the network and to proactively conduct dynamic caching content replacement/refreshing, in which content of caches is proactively replaced by some controllers according to the dynamics of the network. There are several motivations for it: (i) the popularity distribution can change with time (e.g., emergence of a new viral video) and space (e.g., recording of different sports teams are popular in different cities); (ii) the caching realizations of the network can be inappropriate (e.g., users do not cache files according to the designated policy); and (iii) user mobility can change the locally available user density and cached files. Such network dynamics can degrade the performance of a network that uses a statically designed caching policy, whereas adaptations (cache replacement) can automatically compensate. Accordingly, adopting a dynamic design can be beneficial; however, to the best of our knowledge, proactive dynamic content caching and replacement in wireless D2D caching networks have still yet to be investigated fully (as will be further discussed below).

Thus, this paper aims to improve this situation.

A. RELATED LITERATURE REVIEW
Several papers have investigated the dynamic cache replacement in femtocaching and BS-caching cases [28]–[34]. In [28], the authors proposed adopting a distributed caching replacement approach via Q-learning, albeit their focus was on caching at the BS and on fixed network topology. In [29], the caches of BSs were refreshed periodically to stabilize the queues of two request types and to satisfy the quality of service requirements. In [30], the authors aimed to offload the traffic to infostations, and thus used a multi-armed bandit optimization to refresh the caches of BSs. Meanwhile, [31] proposed an algorithm exploiting the multi-armed bandit optimization to learn the popularity of the cached content and update the cache to increase the cache-hit rate. In [32], a reinforcement learning framework was proposed while considering popularity dynamics into the analysis in order to refresh the caches in BSs and to minimize delivery cost. In [33], the loss due to outdated caching policy was analyzed for a small cell BS and an updating algorithm to minimize the offloading loss was proposed. Based on real-data observations, [34] established a workload model and then developed simple caching content replacement policies for edge-caching networks. However, these caching replacement policies for femtocaching do not carry over to D2D caching networks due to the following: (i) the use of more constrained wireless channels demands a specific architecture for conducting replacement; (ii) the distributed file-caching structure and intertwined D2D cooperations and communications between users result in a more complicated and constrained conditions for making replacement decisions; and (iii) the locally available cached files can change with time due to user mobility, e.g., users carrying critical files could vanish right after the replacement actions.

Cache replacement in users has its history in the Computer Science community [35], [36], which generally consider individual replacement and/or networks with special properties without considering D2D cooperation. Although [37] implicitly used content caching replacement, the study mainly focused on joint content delivery and caching design at a given time slot at a given user demand. This is obviously different from our goal. In [38], user cache refreshment was investigated using a Markov decision process (MDP); however, the study focused on efficient buffering for a single user and ignored the important multiuser situation and D2D network communications. In [39], the problem of how users can “reactively” update their caching content was investigated. This is different from our aim of “proactively” updating the caching content.

B. CONTRIBUTIONS OF THIS PAPER
In this work, we consider BS-assisted wireless D2D caching networks and focus on dealing with different dynamics, including user mobility and the change of popularity distribution. We first propose a network architecture for content replacement. Since dynamics exist when conducting content replacement, we then devise approaches to help decide which files should be cached and what files should be removed from users’ caches. To provide a general design for the network, we describe the network using several random processes, i.e., service process that describes the services for video file requests, arrival process that describes the arrivals of requests, and outage process that describes the dropping of requests. Thus, any network whose behavior can be described by those processes can use our design. To conduct replacement, we propose using the broadcasting nature of the BS. To observe the network behavior and make decisions, we use a queueing system to individually queue up requests of different files. Hence the BS can make decisions by observing the network state and queueing record. Since the replacement action (via broadcasting) generates cost, we thus aim to maximize the time-average service rate, defined as the average number of requests served per time slot, subject to a time-average cost constraint and queue stability.
The replacement problem includes three parts: (i) deciding when to conduct a replacement; (ii) deciding which files to newly cache on users; and (iii) deciding what files should be replaced, i.e., deleted from the caches. The joint design of these three problems is extremely challenging. Thus, we propose a heuristic but effective procedure for the final part of the problem. Most of the work in the paper concentrates on the first two parts, i.e., deciding when and which files to push into the user caches. For this, we develop a sequential decision-making optimization problem, and propose a solution framework by combining the “reward-to-go” concept and the drift-plus-penalty methodology from Lyapunov optimization [40]. We also provide analytical results to show insights and benefits of this framework. Directly solving the optimization problem in the framework might not be feasible; thus, we propose two algorithms for practical implementation, as the algorithms can satisfy the time-average constraint and stabilize the queues. The first algorithm makes myopic decisions to minimize the upper bound of the drift-plus-penalty term. This approach is fairly simple; however, it uses historical record and present system states without considering future information. On the other hand, we can leverage on potential future information in the second algorithm, as it employs Monte-Carlo sampling [41], [42] to incorporate future information into the decision-making process. To enhance the second approach, two complexity-reduction approaches for Monte-Carlo sampling are proposed. We use simulations to demonstrate the efficacy of the proposed replacement designs and to gain insights into these approaches. The results show that when dynamics exist and our approaches are used, the network is significantly improved as compared to that when the static dynamics exist and our approaches are used, the network is.

II. SYSTEM MODEL

In this work, we consider a BS-assisted wireless D2D caching network, in which users in the network can cache files and communicate with one another. We consider a centrally controlled scheduling for D2D networks; the BS serves as the central controller that collects requests and caching information from users, schedules D2D communications, and decides on the replacement actions. We also assume that the BS can broadcast files to users, thereby enabling the cache content replacement for users. To focus on the performance of the on-device caching, we assume that users can be served only through self-caching, D2D caching, and broadcast without using user-specific BS links. Thus, user requests can only be satisfied in three ways: files in their own caches, files accessible via D2D communication, and broadcast files. When a user generates a request, it first checks whether this request can be satisfied by the files in its own cache, i.e., by self-caching. If yes, then the request is satisfied; otherwise, i.e., a request cannot be satisfied by self-caching, this request is sent to the BS for possible services via the D2D communication or via broadcast.

We assume in the file replacement process that the central controller can observe all requests sent to the BS and knows the information on which files are cached by which users. These assumptions consequently lead to some additional signaling cost. Moreover, broadcasting files from the BS to the users also induces cost. Since the amount of signaling bits is typically much smaller than the number of bits in a video delivery, the cost of the signaling overhead could be included as part of the cost of conducting a file replacement (which is mainly dominated by the cost of the file broadcast). As will be shown later in Sec. III, our problem formulation considers this cost by having a time-average cost constraint.

We consider a library consisting of \( M \) files and assume that all files have equal sizes for simplicity. We assume users can cache only a single file of the library, i.e., \( S = 1 \), in most of the paper (Secs. III–VI) for simplicity, and extend to networks where users can cache multiple files, i.e., \( S > 1 \), in Sec. VII. We consider a homogeneous request probability model which uses \( a_m \) to describe the probability of a user to request file \( m \), with \( \sum_{m=1}^{M} a_m = 1 \). To describe the realization of the files cached in the network at time \( t \), we denote the caching

\[ \sum_{m=1}^{M} a_m = 1. \]
probability of file $m$ as $b_m(t)$:

$$b_m(t) = \frac{N_m(t)}{\sum_{m=1}^{M} N_m(t)},$$

(1)

where $N_m(t)$ is the number of users caching file $m$ in the D2D network at time $t$ known by the BS via signaling. By definition, $0 \leq b_m(t) \leq 1$ then indicates the probability of file $m$ being cached by a user of the network. We consider both active and inactive users. The active users are defined as the users who generate requests, whereas the inactive users are those who do not, albeit both types of users participate in the D2D communications. Note that an inactive user can also choose not to participate in the D2D communications depending on the scenario assumptions. However, such inactive user is then independent of the D2D network, and can thus be ignored without restriction of generality. Moreover, as will become clear in the succeeding discussions, our replacement approach does not use the specific information regarding the number of active and inactive users for making decisions. Instead, we use the queuing dynamics of requests to implicitly convey the information on the number of active users waiting for the services. Hence, we do not need to specify the distributions (or numbers) of active and inactive users in the model.

We adopt a queuing system at the BS with $M$ queues, where queue $m$ stores requests for file $m$, to help identify the historical record and make replacement decisions. We denote $Q_m(t)$ as the number of requests in queue $m$ at time $t$. The update of queue $m$ is described as

$$Q_m(t+1) = \max(Q_m(t) + r_m(t) - s_m(t) - s_{out}(t), 0),$$

(2)

where $r_m(t) \geq 0$ is the number of requests of file $m$ arriving at time $t$, $s_m(t) \geq 0$ is the number of requests of file $m$ satisfied by the network at time $t$, and $s_{out}(t) \geq 0$ is the outage of requests of file $m$ at time $t$. Here, an outage is defined as a user dropping the request before being served by the network. It should be noted that $r_m(t)$ and $s_m(t)$ of (2) do not include the requests and services directly satisfied by and provided through self-caching. This is because those requests that self-caching can satisfy would be directly handled by the corresponding services, and they cancel each other. Such result is in line with our model, which posits that a BS can only observe those requests that self-caching cannot satisfy. On the contrary, the impact of self-caching is implicitly considered in the process, as the requests satisfied by self-caching are resolved without having to add requests to the queuing system. Note that when evaluating the overall network performance in simulations, the requests satisfied by self-caching are still considered in the evaluation. Our results in this paper can be used by any file request and content delivery model described in (2). As a result, we do not assume a specific file request and content delivery model.

Observe that $Q_m(t)$, $r_m(t)$, $s_m(t)$, and $s_{out}(t)$ are random processes, where $r_m(t)$ is related to the popularity distribution and the number of users and their modes; $s_m(t)$ is related to the caching distribution of users and the number of users in the network; $s_{out}(t)$ depends on the user’s willingness to wait for the service. Obviously, for files that are not stored by any of the users, if there is no other sources for accessing them (e.g., file broadcasting due to replacement actions), then an outage occurs no matter how long the user is willing to wait. With these interpretations, we identify conditions, i.e., time scale decomposition and monotonicity below, that can significantly benefit the replacement scheme. Note that these conditions are not assumptions that will be used in our analysis later on. Instead, they describe the conditions that would give large replacement benefits in practice. However, violating these conditions can gradually decrease the performance gain. For example, when user mobility becomes faster, the performance gradually degrades (see Fig. 5). Despite this, violating these conditions does not prevent us from using the analytical results and replacement designs provided in this paper.

**Time scale decomposition:**

1. Popularity distribution varies slowly with respect to the replacement, i.e., $E[T_{pop}] > E[T_{rep}]$, where $E[T_{pop}]$ is the average time period that the popularity distribution stays invariant and $E[T_{rep}]$ is the average time between two replacement actions.

2. User mobility is slow with respect to the replacement, i.e., $E[T_{cell}] > E[T_{rep}]$, where $E[T_{cell}]$ is the average time period that a user stays in the effective service area of the same BS.

3. The user mode switches from active to inactive at a frequency similar to or slower than the frequency of the replacement, i.e., $E[T_{mode}] > E[T_{rep}]$, where $E[T_{mode}]$ is the average minimal time period that each user switches from active to inactive. This condition guarantees that a user request stays in the queue for a reasonably long period.

**Monotonicity:**

1. When the number of requests is sufficient, the number of services, $E[s_m(t)]$, is monotonically increasing as a function of $b_m(t)$. However, $s_m(t)$ can also be a function of other parameters, such as queue size $Q_m(t)$, user locations, user modes, etc. Usually, the more that the network caches a file, the higher the service rate for the network would be for that file.

2. The expected number of outages, $E[s_{out}(t)]$, is a monotonically increasing function of the queue size $Q_m(t)$. This is also commonly observed since a larger queue size indicates longer latency of delivery, and thus higher probability that users would cancel a request. The overall procedure in time slot $t$ is as follows: the users first check whether their requests can be satisfied by the files in their own caches. If yes, then the requests are satisfied. Otherwise, users send requests to the BS. The BS then collects the requests and observes $r_m(t)$ ($Q_m(t)$, $s_{out}(t)$, $s_m(t)$, are already known), and then decides what action to take. If the BS decides to conduct a file replacement, then the replacement procedure is consequently conducted according to the decision. After the action, the network serves the users by a pre-determined content delivery mechanism and
decides $s_m(t)$. Finally, the transition of user modes is conducted leading to $s_m^{out}(t)$. We then finish time slot $t$, and the network transitions to time slot $t + 1$. The following summarizes the assumptions and feasibility of our model:

1) The BS can centrally control the D2D scheduling and conduct replacement action, collect requests that cannot be satisfied by self-caching, and collect information on what files are cached by users.

2) To focus on the effects of on-device caching, users are served only by self-caching, D2D-caching, and broadcast from the BS.

3) Users can be either active or inactive. Since our replacement will use the queuing dynamics of requests to make decisions, we do not need to specify the statistics on numbers of active and inactive users in the network (of course, we need to specify their statistics for obtaining the numerical results in Sec. VIII).

4) Our model is very general such that any file request and any content delivery model that (2) describes can use our design. We thus do not specify a file request and content delivery model here (again, we need a specific file request and content delivery model for obtaining the numerical results in Sec. VIII).

5) Although our design could be feasibly used in general situations, this does not mean it would perform well under extreme scenarios, e.g., high-mobility scenarios. We thus discussed the conditions, i.e., time scale decomposition and monotonicity, that would give large benefits.

III. DYNAMIC CACHING CONTENT REPLACEMENT

In this section, we first describe the caching content replacement procedure, and then introduce the mathematical formulation of the replacement problem.

We assume that $S = 1$ and that the BS can broadcast a single file at a time.\(^3\) Suppose we want to increase $b_m(t)$ by $d_m(t)$, where $0 < d_m(t) \leq 1 - b_m(t)$ is the replacement step-size, i.e., we want to replace other files by file $m$ with a targeted fraction $d_m(t)$. To do this, the BS broadcasts file $m$ to users and decides which files should be replaced or deleted from the cache. Here, our policy is to first replace those files that have the lowest “pressure”, i.e., smallest queue size, on the queue. To be specific, we first construct a file replacement order by assigning a smaller index to the file with the smaller queue size. Thereafter, we select and replace the files that have the lowest index, and then follow the order of the indices to drop files until we achieve the desired ratio of files, i.e., $d_m(t)$. Note that the user that should drop the file is selected randomly. For example, suppose we have 3 files with $b_1(t) = 0.3$, $b_2(t) = 0.3$, $b_3(t) = 0.4$ and $Q_1(t) = 8$, $Q_2(t) = 4$, $Q_3(t) = 2$, and want to increase file 1 by $d_1(t) = 0.05$. The BS broadcasts file 1 and selects file 3 to be replaced by the ratio of 0.05, resulting in $b_1(t) = 0.35$, $b_2(t) = 0.3$, $b_3(t) = 0.35$ after the replacement. Consider another example that we want to increase file 1 by $d_1(t) = 0.5$. Then we again broadcast file 1 and replace files, leading to $b_1(t) = 0.8$, $b_2(t) = 0.2$, $b_3(t) = 0$ after the replacement. The intuition of this replacement procedure is that the file with a lower pressure likely is cached on users more frequently than is necessary to serve the user requests.

We note that since the number of files cached in the network is integer in practice, we cannot realize arbitrary step-size. Thus in practice, we use $N_{\text{rep}}$ to decide how many users should conduct the replacement, where $N_{\text{rep}} = \text{round}(U \cdot d_m(t))$ is the integer that can provide the closest approximation to the desired step-size and $U$ is the number of users in the network. It is obvious that the considered replacement procedure can be further optimized by considering more flexible strategies. For example, instead of dropping all the files with the smallest index first, and then the second (see the second example), we can flexibly switch between dropping different files. However, this flexibility complicates the problem. Since we focus on deciding when and which file should be broadcast and what step-size to take, investigating this flexible assignment is left for future work. Note this suboptimal replacement procedure is effective enough if we choose carefully both the file to be broadcast and the step-size.

For most of this work, we focus on deciding when and which files should be broadcast and newly cached by users and what step-size to take in the replacement procedure. The goal of the decisions is to maximize the time-average number of requests satisfied by the D2D network subject to the cost constraint and queue stability. We define a broadcasting action at time $t$ as a two tuple: $(m, d_m(t))$, where $m = 1, 2, \ldots, M$ is the file being broadcast and $0 < d_m(t) \leq 1 - b_m(t)$ is the replacement step-size of broadcasting file $m$. We also define the silent action without broadcasting as $A^\text{sil} = (0, 0)$. Consequently, denoting $D_m(t)$ as the set involving all possible step-sizes of broadcasting file $m$ at time $t$, the action space at time $t$ is $A(t) = A^\text{br}(t) \cup A^\text{sil}$, where

$$A^\text{br}(t) = \{(m, d_m(t)) | m = 1, \ldots, M; d_m(t) \in D_m(t)\}.$$ \hspace{1cm} (3)

The cardinality of $D_m(t)$ can be infinitely large since $d_m(t)$ is generally a real number. However, in practice, $D_m(t)$ is finite because we only have finite number of users and because we can implement quantization. With the definition of the action space, our replacement problem is mathematically formulated as

$$\max_p \liminf_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \sum_{m=1}^{M} E\left[s_m^{A(t)}(t)\right]$$ \hspace{1cm} (4a)

subject to

$$\limsup_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} E\left[A^{\text{inst}}(t)\right] \leq C $$ \hspace{1cm} (4b)
\[
\limsup_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} E \left[ Q_m^{A(t)}(t) \right] < \infty, \forall m, \quad (4c)
\]

where \( A(t) \in A(t) \) is the action we take at time \( t \) according to some policy \( P \); \( c_{\text{inst}}^{A(t)}(t) \) is the cost of action \( A(t) \); \( C \) is the cost constraint; and \( Q_m^{A(t)}(t) \) is the size of queue \( m \) under a sequence of decisions \( A(0), A(1), \ldots, A(t-1) \). Note that we use \( Q_m(t) \) for the general purpose, whereas we use \( Q_m^{A(t)}(t) \) to stress that the result is under the sequence \( \{A(0), A(1), \ldots, A(t-1)\} \). Besides, the superscript \( A(t) \) is to explicitly indicate that decision sequence \( A(t) \) influences the random processes. This concept applies to all notations in the remainder of this paper.

In the formulation, (4b) indicates that we need to follow a time-average cost constraint. Besides, (4c) indicates that we need to stabilize every queue such that all requests can be served as long as they stay in the system [40].

Furthermore, note that \( s_m^{A(t)}(t) \) in the objective function can be replaced by some other reward functions, such as number of bits. In this case, we need to use number of bits to represent our queue size. In addition, \( s_m^{A(t)}(t) \) is indeed a function of the system parameter set \( P(t) \), which is subject to the actual file request and content delivery mechanism of the networks. However, to simplify the notation in the paper, we do not explicitly write dependence on \( P(t) \). Finally, although \( c_{\text{inst}}^{A(t)}(t) \) can be different when we choose to conduct different actions, we simply assume here a constant cost when broadcasting different files and zero cost when being silent without broadcasting. Mathematically, we thus let \( c_{\text{inst}}^{A(t)}(t) = c \) if \( A(t) \in A^\text{br}(t) \) and \( c_{\text{inst}}^{A(t)}(t) = 0 \) if \( A(t) = A^\text{slt} \). Note that since conducting a broadcast action should induce a much higher cost than being silent without broadcasting, a broadcasting action cannot always be performed. As a result, we generally set \( c \) to be larger than \( C \).

\section{IV. DRIFT-PLUS-PENALTY AIDED MINIMIZATION METHODOLOGY}

Considering the replacement architecture proposed in Sec. III, our goal is to find a policy \( P \) that maximizes the time-average service rate while subject to queue stability and cost constraint as described in (4). However, solving (4) is a sequential decision-making problem, which is very challenging under general conditions and with large dimension. To solve this, we combine the drift-plus-penalty methodology in Lyapunov optimization [40] with the idea of “reward-to-go” [45], i.e., the reward in the future, to develop the policy design framework.

First, we define the reward-to-go for file \( m \) at time \( t \) in \( I \) time-slots as:

\[
\tilde{R}_m(t, A(t)) = \frac{1}{I} \left( s_m^{A(t)}(t) + E \left[ \sum_{\tau=1}^{I-1} s_m^{A(t+\tau)}(t+\tau) \right] \right), \quad (5)
\]

where \( A(t+\tau), \tau = 0, \ldots, I-1 \) are actions determined by a policy \( P \) and \( E \left[ s_m^{A(t+\tau)}(t+\tau) \right] \) is the expected service rate in the \( \tau \)th time-slot after the considered time \( t \). With this definition, we then formulate another optimization problem:

\[
\max_P \lim_{I \to \infty} \inf \frac{1}{I} \sum_{t=0}^{I-1} \sum_{m=1}^{M} E \left[ \tilde{R}_m(t, A(t)) \right] \quad \text{s.t. (4b), (4c),} \quad \tag{6}
\]

where \( A(t), \forall t \), are determined by a policy \( P \). We then provide the following Lemma:

\textbf{Lemma 1:} Suppose actions \( A(t) \in A(t), \forall t \), are determined by a policy \( P \) and the expected service rate is upper bounded by a finite number \( s_{\text{max}} \) as \( E \left[ s_m^{A(t)}(t) \right] \leq s_{\text{max}} \). Accordingly, the following holds:

\[
\lim_{I \to \infty} \frac{1}{I} \left( \frac{1}{I} \sum_{t=0}^{I-1} \sum_{m=1}^{M} E \left[ \tilde{R}_m(t, A(t)) \right] \right) = 0. \quad (7)
\]

\textbf{Proof:} See Appendix A. \hfill \Box

Lemma 1 shows that the optimization problem in (4) is equivalent to that in (6). Besides, when \( I = 1 \), (6) automatically degenerates to (4). Thus, Lemma 1 explains the rationale of considering (6). To find the effective solution for (6), we consider using the drift-plus-penalty-minimization methodology. To define the drift, we first introduce a virtual cost queue:

\[
Z(t + 1) = \max \left( Z(t), c_{\text{inst}}^{A(t)}(t) - C, 0 \right), \quad (8)
\]

where \( 0 \leq Z(0) < \infty \) is the initial condition. We assume that the number of arrivals is bounded, i.e., \( r_m(t) < \infty, \forall m \). Then by (2) and (8), we can obtain (9), as shown at the bottom of the next page, where

\[
2B \geq \sum_{m=1}^{M} \left( r_m(t) - s_m^{A(t)}(t) - s_m^{\text{inst}}(t) \right)^2 + \left( c_{\text{inst}}^{A(t)}(t) - C \right)^2 \geq 0
\]

is a constant.

We define \( L(t) = \frac{1}{I} \left[ \sum_{m=1}^{M} \left( Q_m(t) \right)^2 + (Z(t))^2 \right] \) and define the drift as \( \Delta(t) = L(t + 1) - L(t) \). Consider a finite non-negative number \( V \). The drift-plus-penalty is then bounded as in (10), shown at the bottom of the next page. A policy that selects actions by minimizing the drift-plus-penalty in (10b) leads to the following theorems:

5Note that by following the concept of the Bellman’s principle of optimality, the necessary condition for an optimal policy \( P \) is that, while subject to the queuing stability and cost constraint, \( P \) can at each time slot maximize \( R_m(t, A(t)) \) with \( l \to \infty \). Consequently, when \( l \) and \( V \) tend to infinity, the drift-plus-penalty-minimization can satisfy the optimality condition. However, since directly finding \( \tilde{R}_m(t, A(t)) \) with \( l \to \infty \) might not be possible, we need to resort to minimizing (6) with finite \( l \) and \( V \) for finding a feasible solution.
Theorem 1: Suppose $M$, $V$, $Z(0)$, and $Q_m(0), \forall m$, are some finite numbers. Assume $r_m(t) \leq r_{\text{max}}, \forall m$, are finite and bounded; $C > 0$ and $c^{(t)}_{\text{inst}}(t), \forall A(t) \in \mathcal{A}(t)$, are also finite and bounded. If the adopted policy chooses the action $A(t) \in \mathcal{A}(t)$ such that (10b) is minimized for all $t$, then $Q_m^{(t)}(t), \forall m, \forall t$, are upper bounded. Accordingly, constraints in (4c) are satisfied, i.e., every queue is stable. Moreover, the time-average cost constraint in (4b) is satisfied.

Proof: See Appendix B. □

Theorem 2: Assume $\sum_{m=1}^{M} E[Q_m(t)] \leq \epsilon V$, $E[Z(t)] \leq \delta V$, $r_m(t) \leq r_{\text{max}}$, and $c^{(t)}_{\text{inst}}(t) \leq C$ for some finite positive $\epsilon, \delta, r_{\text{max}}$, and $C_{\text{max}}$. Assume that $\sum_{m=1}^{M} \tilde{R}_m(t, A(t))$ is finite and upper bounded. When the actions $A(t) \in \mathcal{A}(t), \forall t$, are determined by a policy $P$, there must exist a finite non-negative number $y^*$ such that

$$\lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \sum_{m=1}^{M} E \left[ \tilde{R}_m(t, A(t)) \right] \geq y^* - \frac{B}{V} - \epsilon r_{\text{max}} - \delta C_{\text{max}}. \quad (11)$$

Furthermore, $y^*$ can be maximized when (10b) is minimized at all $t$.

Proof: See Appendix C. □

By observing the proof of Theorem 1, $Q_m^{(t)}(t), \forall m$, and $Z(t)$ are upper bounded. Therefore, the prerequisite of Theorem 2 can be realized. Theorem 2 indicates that minimizing (10b) can effectively maximize $y^*$. In addition, $V$ controls the trade-off between the performance of the reward-to-go and the real and cost queue lengths. When $V = 0$, Theorem 2 induces a trivial lower bound. However, this does not necessarily mean that the time-average service rate in this situation is very poor. This is because even if $V = 0$, we can still stabilize the queuing system, which implicitly provides good service rate. In this context, the inclusion of the penalty term can be interpreted as a means of controlling the optimization of the service rate. Finally, we show a lower bound performance of the proposed design using Theorem 3:

Theorem 3: Assume that there exists a randomized policy $\Theta$ that is i.i.d. with respective to time $t$ and independent to $Q_m(t), Z(t)$, and to $B_m(t), \forall m$, such that the following is satisfied:

$$E \left[ c^{\Theta}_{\text{inst}}(t) \right] - C \leq \delta; \quad E \left[ s^{\Theta}_{m}(t) \right] \geq y^{\Theta}_{m}, \forall m;$$

$$E \left[ \sum_{m=1}^{M} (r_m(t) - s^{\Theta}_{m}(t)) \right] \leq \delta. \quad (12)$$

where $\delta$ could be arbitrary small. Suppose $A(t) \in \mathcal{A}(t), \forall t$, are determined by a policy $P$ that minimizes (10b). Then, the following is satisfied:

$$\lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \sum_{m=1}^{M} E \left[ \tilde{R}_m(t, A(t)) \right] \geq \sum_{m=1}^{M} y^{\Theta}_{m} - \frac{B}{V}. \quad (13)$$

Proof: See Appendix D. □

Theorem 3 indicates that the drift-plus-penalty minimization approach can be better than an arbitrary randomized design. This characterizes a lower bound performance of the drift-plus-penalty-minimization methodology.

The above results show the benefits of using the drift-plus-penalty methodology to design a policy. However, directly minimizing (10b) can be very difficult or even impossible due to the need of computing $\sum_{m=1}^{M} \tilde{R}_m(t, A(t))$. We thus propose in Secs. V and VI two alternative designs that can be practiced to help resolve this issue.

V. MYOPIC DRIFT-PLUS-PENALTY AIDED MINIMIZATION REPLACEMENT

In this section, we propose the first design which myopically minimizes the drift-plus-penalty, i.e., the drift-plus-penalty minimization is performed without considering the future payoff. Observe that when $l = 1$, the drift-plus-penalty can be bounded as in (14), as shown at the bottom of the next page, where $X \geq \sum_{m=1}^{M} Q_m(t)r_m(t) \geq 0$ is a constant-bound given that $Q_m(t), \forall m$, are upper bounded (see Theorem 4 later); (a) is because $Q_m(t)A(t)) \geq 0, \forall m$.

The original drift-plus-penalty methodology aims to minimize the first inequality in (14). However, when the D2D...
scheduler is complicated, $s_{m}^{A(t)}(t)$ might not have an analytical expression that is easy to compute or estimate under different actions. Thus, we use the final inequality in (14) and develop a simplification that is based on the following observation: if we choose to broadcast file $m$ at time $t$, then we can immediately know $s_{m}^{A(t)}(t) = Q_{m}(t) + r_{m}(t)$ since the broadcast can satisfy all requests for file $m$ at time $t$. Besides, since we assume no cost for silence, we also know that a sufficient condition to choose to be silent is:

\[-(Q_{m}(t) + V)s_{m}^{A}(t) + Z(t)c_{m}^{A}_{\text{inst}}(t) > 0, \forall m,\]

(15)

where $A_{m} \in A^{b}(t)$ denotes any action broadcasting file $m$. By previous observations, we solve the following optimization problem for making the decision:

\[A(t) = \arg \min_{A \in \mathcal{A}(t)} g_{A,V}(t),\]

(16)

where $g_{A,V}(t) = -\left[\sum_{m=1}^{M}1_{[A=A_{m}]} \cdot (Q_{m}(t) + V)s_{m}^{A}(t) + Z(t)c_{m}^{A}_{\text{inst}}(t)\right] + 1_{[A=A_{m}]}$ is an indicator function that has value of 1 only if the BS broadcasts file $m$. Note that when $A = A^{\text{slit}}$, $g_{A^{\text{slit}}}(t) = 0$ and when $A = A_{m}$, $g_{A_{m},V}(t) = -(Q_{m}(t) + V)(Q_{m}(t) + r_{m}(t)) + Z(t)c_{m}^{A}_{\text{inst}}$. As a result, solving (16) is very simple. The intuition in the solution to (16) is that the system tends to broadcast the file with higher pressure on the queue provided that the pressure in the virtual (cost) queue is sufficiently low.

The complete replacement approach is to solve (16) and decide the action at every time slot. Since (16) can be easily solved, the complexity of the approach is low. Also, since the proposed approach here exploits only the history record (queue sizes) and the current system state without using any future information, this approach is named myopic drift-plus-penalty minimization (MyDPP) replacement. Note that MyDPP cannot distinguish the differences in step-sizes when we broadcast the same file; thus this approach cannot adaptively select step-sizes. Consequently, when implementing the MyDPP replacement, we consider a compressed broadcasting action space $\mathcal{A}^{sp}(t)$, in which a constant step-size $d$ is adopted for any broadcasting action. Mathematically, this indicates $A(t) = \mathcal{A}^{sp}(t) \cup \{A^{\text{slit}}\}$ for the MyDPP replacement, where

\[\mathcal{A}^{sp}(t) = \{(m, d_{m}(t)) \mid m = 1, \ldots, M; d_{m}(t) = d\}\]

Note that the constant step-size $d$ of the replacement procedure should be carefully selected right at the beginning.

Finally, the overall algorithm of MyDPP replacement is summarized in Alg. 1. In addition, the proposed MyDPP approach can guarantee the time-average cost constraint and stabilize the queues according to the Theorem 4:

\[\text{Theorem 4: Suppose } M, V, Z(0), \text{ and } Q_{m}(0), \forall m, \text{ are some finite numbers. Consider } r_{m}(t) \leq r_{\text{max}}, \forall m, \text{ are finite and bounded; } C > 0 \text{ and } c_{m}^{A(t)}(t), \forall A(t) \in \mathcal{A}(t), \text{ are also finite and bounded. Considering the using the MyDPP policy, then } Q_{m}^{A(t)}(t), \forall m, \forall t, \text{ are upper bounded. Accordingly, constraints in (4c) are satisfied. Moreover, the time-average cost constraint in (4b) is satisfied.}\]

\[\text{Proof: The proof follows the similar approach in Theorem 1. We thus omit it for brevity.}\]

\[\text{VI. DRIFT-PLUS-PENALTY AIDED MINIMIZATION REPLACEMENT EXPLOITING SAMPLING}\]

Next, we derive a method that exploits the potential future information, i.e., the knowledge about future changes, in the popularity distribution and the corresponding payoff. Guessing the future popularity distribution (e.g., which videos will become "viral") is a widely investigated topic; thus we will not be discussed further. Instead, we simply assume here that such future information is available on the BS. Besides, we assume the operation of the network can be modeled and simulated via Monte-Carlo methods. Accordingly, we

\[\Delta(t) = V \sum_{m=1}^{M} \hat{R}_{m}(t, A(t)) = \sum_{m=1}^{M} Q_{m}(t) r_{m}(t) - s_{m}^{A(t)}(t) - V \sum_{m=1}^{M} s_{m}^{A(t)}(t) + Z(t)c_{m}^{A_{\text{inst}}}(t) - C) + B \]

\[\leq - \sum_{m=1}^{M} Q_{m}(t) r_{m}(t) - V \sum_{m=1}^{M} s_{m}^{A(t)}(t) + Z(t)c_{m}^{A_{\text{inst}}}(t) - Z(t)C + X + B \]

\[\leq -(Q_{m}(t) + V)s_{m}^{A(t)}(t) + Z(t)c_{m}^{A_{\text{inst}}}(t) - Z(t)C + X + B, m = 1, 2, \ldots, M.\]
propose the second design, which decides on the actions to take with the aid of future information (i.e., \( l > 1 \)).

### A. PROPOSED REPLACEMENT EXPLOITING SAMPLING AND ROLLING HORIZON

To introduce the future information and to satisfy the constraints in (4), we first need to minimize (10b) with finite \( V \) and \( l > 1 \). However, computing for \( \tilde{R}(t, A(t)) \) at each time might be impossible and/or can be very complex. Therefore, we propose an alternative approach for estimating \( \tilde{R}(t, A(t)) \). Besides, to reduce complexity, we aim to skip such estimation for some time-slots. As such, we observe that on one hand, we should not broadcast if the cost queue is already highly pressured. On the other hand, if we broadcast, then the algorithm shall select the action that provides the highest reward-to-go. This observation then breaks down the decision-making problem into two sub-problems: (i) whether to conduct a broadcast with replacement; and (ii) which file to broadcast with what step-size. We then solve the sub-problems sequentially by exploiting the drift-plus-penalty methodology.

When \( V = 0 \) and \( l = 1 \), the drift-plus-penalty approach leads to the most stable and cost effective network, which indicates that such approach is conservative. Thus, we solve the problem with \( V = 0 \) and \( l = 1 \) to decide whether to conduct a broadcast, i.e., we exploit the MyDPP approach with \( V = 0 \) in Sec. V. To decide whether to broadcast a file.

When we decide to broadcast a file, we need to select the specific file and the step-size. In this case, we consider \( V = \infty \) to optimize this decision, and then introduce the Monte-Carlo sampling along with a probabilistic candidate selection approach to estimate \( \tilde{R}(t, A(t)) \). Suppose we have decided to broadcast and conduct a replacement. We first construct the candidate set that includes all the possible broadcasting candidates. Recall that when we consider to broadcast at time \( t \), we select an action from \( A^{br}(t) \) in (3). Accordingly, the candidate set \( \Pi(t) \) is constructed by including all possible broadcasting actions, i.e., all possible combinations of the broadcasting files and step-sizes:

\[
\Pi(t) = \{ \pi = (m, d_m) | m = 1, 2, ..., M; d_m \in D_m(t) \}. \tag{18}
\]

We then use the proposed Monte-Carlo based sampling to select the best action. Suppose we are in time slot \( t \). A Monte-Carlo sample of a candidate \( \pi = (m, d_m) \) is derived by using the following \( T_{\text{stage}} \) stage simulation procedure:

1) At the simulation time \( k = t \), we broadcast file \( m \) with a step-size \( d_m \), and then simulate the system using Monte-Carlo method and record \( \tilde{R}(k, A(k), W(k)) \), where \( \tilde{R}(k, A(k), W(k)) \) is the sampling reward with randomness \( W(k) \) at time \( k \).

2) At simulation time \( k = t + 1 \) to \( t + T_{\text{stage}} - 1 \), we simulate the system with \( A(k) = A^{\text{isl}}, \) i.e., the system is silent, and record \( \tilde{R}(k, A(k), W(k)) \).

3) Output the estimated reward-to-go of candidate \( \pi \):

\[
\tilde{R}_t(\pi) = \sum_{k=1}^{T_{\text{stage}}-1} \tilde{R}(k, A(k), W(k)).
\]

We note that we assume the operation of the system can be modeled and simulated effectively. Besides, \( T_{\text{stage}} \) needs to be carefully chosen to provide effective approximations. Since we conduct simulations considering only a single broadcast in \( T_{\text{stage}} \) time-slots, \( T_{\text{stage}} \) is suggested to be the average number of time slots between two replacement actions. This is because, by definition, the system should remain silent between two replacement actions. Note that cost constraint and the cost of each broadcast determines the average number of time slots between two replacement actions. For example, if the broadcasting cost is \( c_{\text{inst}}(t) = c, \forall A \in A^{\text{isl}(t)} \), then we can on average broadcast only once every \( \frac{1}{c} \) time slots.

We now describe the candidate selection following the idea in [41]. Suppose we acquire \( N \) samples for each candidate at time slot \( t \). Denote the selection probability for a candidate \( \pi \) as \( \Psi_n(\pi) \) when considering \( n \) samples, where \( \sum_{\pi \in \Pi} \Psi_n(\pi) = 1 \). For a candidate \( \pi \in \Pi \), the update of the selection probability is:

\[
\Psi_{n+1}(\pi) = (\beta_\pi) \Psi_n(\pi) + \sum_{\pi \in \Pi} (1 - \beta_\pi) \Psi_{n-1}(\pi), \quad n = 1, \ldots, N, \tag{19}
\]

where \( \beta_\pi \) is the annealing coefficient of candidate \( \pi \) and \( \Psi_{n-1}(\pi) \) is the sampling reward-to-go for sample \( n \) of candidate \( \pi \) at time \( t \). We then use the selection probability \( \Psi_1(\pi), \forall \pi \in \Pi \) to decide which file to broadcast and what its corresponding step-size should be; that is, we decide the final action according to the sample that the distribution \( \Psi_1(\cdot) \) randomly generates. The initial selection probabilities can be any distribution such that \( \sum_{\pi \in \Pi} \Psi_0(\pi) = 1 \). However, we usually consider the uniform distribution for initialization. We stress that, according to Theorem 3.1 in [41], when \( N \) tends to infinity, this selection approach converges to the optimal distribution that offers the optimal reward based on the given sampling procedure and on the candidate set.

We now summarize the proposed replacement approach in this subsection as follows and in Alg. 2. At each time \( t \), we first decide whether to broadcast using Alg. 1. If the result of Alg. 1 suggests broadcasting, then we enter the next phase, in which we decide the broadcasting file and the step-size; otherwise, the system remains silent. If we broadcast, then we need to construct the candidate set \( \Pi \) and use Monte-Carlo sampling to acquire reward-to-go samples. We then compute for the final selection distribution \( \Psi_1(\cdot) \) using (19); the action, including both the broadcasting file and step-size, is determined by using a random sample of the selection distribution. The replacement approach proposed here is named sampling based drift-plus-penalty (SPDPP). Compared with MyDPP, SPDPP can adaptively adjust the step-size and exploit the future benefits to make decisions. Besides, the proposed SPDPP replacement can also satisfy the required constraints. This is
Algorithm 2 Proposed SPDPP Replacement Design

1: **Init:** Set \( Q_m(0) \geq 0, \forall m, Z(0) \geq 0 \), and the number of samples \( N \)
2: **for** \( t = 0, 1, \ldots \) **do**
3: Evaluate \( g_{A_m,0}(t) = -Q_m(t)(Q_m(t) + r_m(t)) + Z(t)c_{A_m}, \forall m \)
4: **if** \( \min_{m=1,\ldots,M} g_{A_m,0}(t) < 0 \) **then**
5: Construct the candidate set \( \Pi \)
6: Compute \( \Psi_N(\cdot) \) using (19) with the proposed sampling procedure
7: **end if**
8: **else**
9: Keep silent, i.e., \( A(t) = A_{\text{stl}} \)
10: **end if**
11: Update the real queues \( Q_m(t), \forall m \), and the virtual queue \( Z(t) \)
12: **end for**

because we use the same approach as MyDPP to decide whether to broadcast or not. We thus omit the proofs for brevity.

**B. COMPLEXITY REDUCTION APPROACH**

Alg. 2 considers all possible broadcasting files and step-sizes as candidates and uses a pre-determined sample size \( N \). However, it is sometimes unnecessary to go through all candidates and use up to \( N \) samples for every candidate. In this section, we discuss some approaches to make Alg. 2 less complex. Specifically, we aim to use the algorithm itself to decide the number of candidates and samples. We therefore propose two complexity reduction approaches that can be used simultaneously.

1) **INITIAL CANDIDATE NUMBER REDUCTION**

In some situations, some files are redundantly cached to the point that we even want to decrease their percentages in the network. Thus, we do not have to include them in the candidate set. To identify those files, we observe that we broadcast only if there exists a file \( m \) such that \( g_{A_m,0}(t) < 0 \). This indicates that it is more necessary to broadcast files with \( g_{A_m,0}(t) < 0 \). Thus, we can include only those files in our candidate set. Note that this approach might result in the drop of the optimal solution. However, the probability for this to occur can be reduced by setting some lower bound on the minimal number of files to be included in the candidate set, and then adding files with smaller \( g_{A_m,0}(t) \) in an ascending order. In addition, we can also set up a hard constraint for the maximum number of files included in the candidate set. Although this might result in the loss of the optimal solution, it could also effectively bound complexity in practice.

2) **SAMPLING WITH CANDIDATE PRUNING**

We can adaptively prune the candidates to reduce the number of samples per candidate during the sampling process. Recall that the update of the selection distribution \( \Psi_n(\cdot) \) is a sequential update. Thus, instead of completely generating \( R_{k,n}(\pi), \forall \pi, n \), and then find the final selection distribution, we can gradually generate the samples and update the selection distribution; that is, we generate \( R_{k,1}(\pi), \forall \pi \), and then compute for \( \Psi_1(\cdot) \); generate \( R_{k,2}(\pi), \forall \pi \), and then compute for \( \Psi_2(\cdot) \); and so on. In updating the selection distribution, when there is a candidate \( \pi \) such that \( \Psi_n(\pi) < \epsilon \), it is improbable that this candidate would be selected. Hence, we set \( \Psi_n(\pi) = 0 \) and normalize \( \Psi_n(\cdot) \) such that their sum is still equal to one. When \( \Psi_n(\pi) = 0 \), we then know that it is never selected. Thus, \( \pi \) is pruned from the candidate set, and we no longer need to generate more samples for this candidate. This process continues until either there exists a candidate \( \pi \) such that \( \Psi_n(\pi) = 1 \) or until \( n = N \) is reached. This approach can reduce the number of candidates during the sampling process, and can allow to terminate the process earlier. It is clear that when \( \epsilon \to 0 \), this approach tends to maintain optimality asymptotically.

**VII. EXTENSION TO CACHING MULTIPLE FILES**

For the convenience of elaborating the designs and fundamental concepts, we assumed in the previous sections that each user would cache only one file, i.e., \( S = 1 \). Here, we describe how we extend the proposed designs to the networks such that the users can cache multiple files, i.e., \( S > 1 \). As discussed previously, a caching content replacement is constituted by deciding which file should be newly cached by users and which file should be removed. To extend the proposed designs, we first extend the replacement procedure in Sec. III to determine what files to remove from the users when \( S > 1 \). Suppose we want to increase \( b_m(t) \) by \( d_m(t) \). We first find all users who do not cache file \( m \). Among those users, we randomly select \( N_{\text{rep}} \) users such that \( b_m(t) \) can increase \( d_m(t) \) if those users newly cache file \( m \). Recall that the \( N_{\text{rep}} \) defined in Sec. III is the integer that can provide the closest approximation to the desired step-size. When the selected users receive the broadcast file \( m \), they need to decide which file to remove from their caches in order to cache file \( m \). To make the decision, each user looks at the files in their own caches and removes the file that has the smallest corresponding queue size. Clearly, such decision follows the similar intuition as that discussed in Sec. III – we remove the file whose corresponding queue has the lowest pressure. With this extended replacement procedure, our designs, aiming to decide what file should be newly cached by users, can directly be applied to the networks. Thus, to conduct the replacement in networks with \( S > 1 \), we first decide when and which file to newly cache by using the same approaches as those proposed in Secs. V and VI, and then use the extended replacement procedure to decide which file should be removed by which user.
VIII. PERFORMANCE EVALUATIONS AND DISCUSSIONS

In this section, we use simulations to evaluate the proposed replacement designs and provide relevant discussions. Note that although we need to consider a specific file request and content delivery mechanism in the following simulations for the purpose of obtaining numerical results, this does not mean that our proposed framework and algorithms are restricted to it.\(^8\)

A. SIMULATION ENVIRONMENT

In all simulations, we consider 4000 users located (and possibly moving) within a square-shaped area, with side length 1000 m. The BS is located at the center of this square and serves as the central controller. The service coverage of the BS, i.e., the cell, also covers a square-shaped area, with side length 500 m. The consideration of a simulation area that is larger than the serving area is to emulate the users’ behavior, which moves in and out of the coverage region. D2D communication is implemented based on the clustering behavior, which moves in and out of the coverage region.

To avoid interference, a spatial reuse scheme is employed, i.e., only clusters that are a minimum distance apart from one another may use the same time/frequency resources, similar to cellular frequency reuse. Thus, the size of a cluster, also interpreted as the cooperation distance, can greatly affect the throughput and outage performance. All communications within a cluster use the same data rate regardless of the distance between the users, corresponding to a fixed modulation and coding scheme. In all simulations, D2D links have a service rate of 200 Mbits/s. This service rate is feasible when we adopt mmWave communications or when we apply reuse factor one along with the advanced WiFi service. To be able to use either approach, we consider the cluster size \( G \) to be upper bounded by 100 m \([9], [20]\). All users generate requests according to a request distribution. In a cluster, users fulfill requests from files in the local cache whenever possible. Otherwise, the requests are sent to the BS. Among the requests (in the same cluster) that can be fulfilled via D2D communications, the BS randomly selects one such request to satisfy. The above D2D scheduling and delivery generally follow the priority-scheduling as that detailed in \([20]\). We consider here users cannot be served by user-specific BS links, but can be served by broadcasting of the BS. When the BS broadcasts file \( m \) (for both replacement and service), all user requests in the cell for file \( m \) are satisfied and the queue of file \( m \) is cleared. Control overhead is ignored in simulations for simplicity.

We model the service using a slotted structure and then evaluate the performance in terms of the number of requests satisfied per slot, which include the requests satisfied by self-caching, D2D communications, and BS broadcasting. We consider a slot length of 6 s and simulate \( T = 14400 \) time slots (complete 24 hours) to obtain one sample result. This setup allows the users to finish downloading a file whose size is 150 MB within each slot. Note that this file size is enough to provide around 30 minutes of video with fairly good quality. We adopt the mobility model in \([25]\), which directly connects to the user velocity and the random waypoint model in \([46]\) such that we can model the user movement. Each user \( u \) in the mobility model randomly selects a target point within the simulation area, i.e., within the 1 km\(^2\) area, and moves toward the target point with a constant velocity. To decide the velocity of the movement, each user \( u \) randomly selects the velocity in \([0, 2V_a]\), where \( V_a \) is the average velocity of this user. \( V_a \) is randomly selected from \([0, 2V_{\text{net}}]\) at the beginning of the simulations, where \( V_{\text{net}} = 1 \) m/s (3.6 km/h) is the average velocity in the network, which corresponds to a fast walking speed. The general mobility pattern is as follows. Each user first picks a target point, selects the velocity for this trip, and then moves toward the target. Since we adopt the slotted structure, each user checks whether the moving distance is sufficient to reach the target point at the end of each time slot. If yes, then the user chooses another target point and velocity for a new trip; if not, then the user keeps moving toward the same target point until it arrives.

A user can either be in an active or inactive mode. When the request of an active user is satisfied, the user immediately transits to inactive. Each user can change its mode at the end of each time slot, and the probability of changing mode is 0.05. When a user changes from active to inactive, the request of the user is dropped from the queueing system, thereby causing outage. Conversely, a user’s request is generated according to the request distribution at the time that a user changes from an inactive to an active. This request is accordingly sent to the BS at the beginning of the next time slot if the local cache cannot satisfy the request. A user can move in and out of the cell. When a user moves out of the cell at the end of the time slot, the request of the user is dropped from the network, and the BS loses the information of the user. On the other hand, when a user enters into the cell, the user can either be in an active or inactive mode with equal probability. If the user is in active mode, then the request is generated according to the request distribution at that time slot.

We consider a single update of the request distribution per hour, i.e., a single update every 600 time slots. The request distribution update is always the last function to be conducted in a time slot. In each update, \( K \) new files are added into the library and become the most popular \( K \) files. Thus, the rank of all the original files should degrade by \( K \). In addition, the originally least popular \( K \) files are dropped from the

---

\(^8\)Simulation results under a different simulation environment can be found in the conference version \([1]\). Although we present only the results of the MyDPP approach in \([1]\), the results still demonstrate the generality of our replacement framework. Moreover, although we cannot analytically characterize nor empirically demonstrate the optimality of the proposed designs in complex networks, we still numerically show that the proposed design is near-optimal in a very simplified scenario (see Fig. 2 in \([1]\) ).
library, indicating the users are no longer interested in those files. Aside from adding and dropping files, the concentration rate of the request distribution can change at each update. We model the request distribution by using a Zipf distribution \( \gamma = 0.2 + 0.5(k - 1), k = 1, 2, \ldots, 25. \) The change of index \( k \), indicates the change of the concentration rate, and we model this using a Markov process with a transition probability matrix \( P \), in which \( P_{k,k} = 0.5, P_{k,k+1} = 0.25, P_{k,k-1} = 0.25, \) where \( 2 \leq k \leq 24; P_{1,1} = 0.5, P_{1,2} = 0.5, P_{25,25} = 0.5, P_{25,24} = 0.5; P_{k,l} = 0, \) otherwise.

Due to users’ mobility, we also need to consider the outage caused by those users moving away from each other during the transmission. This condition is called “mobility outage”. Notice that users are guaranteed to communicate with each other only if they are in the same cluster. Thus, mobility outage occurs when two users that have established D2D communications at the beginning of a time slot are not in the same cluster at the end of the time slot. Once an outage occurs, the request is not satisfied, and the user remains active with the same request. Note that when users are served by the broadcasting from the BS, such mobility outage does not happen.

To initialize a simulation, we adopt the following procedures: (i) all users are uniformly distributed within the square with side length 1000 m; (ii) users located within the BS service area are set to active mode, whereas the users located outside the BS service area are set to inactive mode; (iii) each user randomly selects their average velocities used during the simulation, and then initializes a new trip by using the described mobility model; and (iv) the initial request distribution is set at index \( k = 13, \) i.e., \( \gamma = 0.8. \)

In all the simulations below, MATLAB\textsuperscript{TM} is used to build up our simulation environment. We run simulations on a server with 72 CPU cores. Each core has a rate of 2.1 GHz.

### B. SIMULATION RESULTS

Now, we evaluate the proposed designs. We present our results by their sample means (specific points) and sample deviations (error bars). In all simulations, we consider \( C = 1 \) and \( c_{\text{inst}} = 20, \forall A \in \mathcal{A}^M(t). \) This means that on the average, the broadcasting action happens once per 20 time slots. In the MyDPP approach, \( V = 0 \) is considered\(^9\) and different step-sizes (indicated in the legends of the figures) are used. In the SPDPP approach, we consider \( T_{\text{stage}} = 20, N = 10, \beta_n = 1.3, \forall \pi \in \Pi, \) and \( D_m(t) = \{ d_m \mid (1 - b_m(t))/2k > d_{\min}, k = 0, 1, \ldots, \} \cup \{ d_{\min} \}, \) where \( d_{\min} = 0.001 \) is the minimal step-size. We use the complexity reduction approaches in Sec. V.C for SPDPP. The minimal and maximal number of candidate files are 2 and 4, respectively.\(^{10}\) The threshold for pruning a candidate is \( \epsilon = 10^{-6}. \) In Figs. 1 and 2, to focus on evaluating the performance of the replacement designs, the mobility outage is temporarily excluded. Then in the remaining figures, the influence of such outage is included. All the proposed replacement designs can satisfy the cost constraint within \( \delta < 0.005 \) accuracy, i.e., \( \frac{1}{T} \sum_{t=0}^{T-1} c^A_{\text{inst}}(t) \leq C + \delta \) with high probability, and accordingly stabilize the queuing system in the simulations. This is not shown in the figures for brevity.

In the following discussion, we demonstrate the performance of the proposed replacement designs and compare them with static approaches. In all figures, “Zipf-0.8” indicates a time-invariant caching policy based on a Zipf distribution with parameter 0.8 [22]; “Brod” indicates that the BS periodically broadcasts, i.e., the BS broadcasts the files in a round-robin manner every 20 time slots, but does not conduct replacement. The “Zipf-0.8” policy is also used as the initial caching policy for the replacement designs. Since we focus on demonstrating the performance of the replacement designs, we do not try to optimize the static policy. Besides, we adopt this policy because it is simple to use and performs well [22] as it matches the initial request distribution, which also has the Zipf parameter \( \gamma = 0.8. \)

![FIGURE 1. Throughput as a function of cluster size of the MyDPP replacement with different step-sizes.](image)

In Fig. 1, \( S = 1, M = 100, \) and \( K = 3 \) are considered. We observe that the choice of step-size indeed significantly influences the results, and the optimal step-size depends on the adopted parameters and network configurations. Clearly, the best step-size cannot be obtained before we actually run the simulations, thereby preventing the real-time optimization. Fortunately, we can still obtain a somewhat efficient step-size by looking at the concentration rate of the request distribution. From experience with our simulations, the step-size performs well when it is on the order of the popularity of the most popular files, e.g., \( d = 0.05 \) in the figure.\(^{11}\) Besides, when the caching distribution is inappropriate, having a larger cluster size could improve performance.

\(^9\)Although different \( V \) can entail different trade-off by theorems. However, the low-complexity implementation is merely the approximation of the exact drift-plus-penalty minimization; thus, the trade-off entailed by \( V \) in MyDPP is not very unclear. We thus choose the most cost-effective case \( (V = 0) \) for the demonstrations.

\(^{10}\)Of course, a candidate file can have different step-sizes and recall that a final candidate is jointly determined by the candidate file and step-size.

\(^{11}\)A step-size of \( d = 0.05 \) is optimum to use for the simulations discussed in this paper. In simulations that consider different network setups, however, a different \( d \) could be the optimum.
This is intuitive because when the caching distribution is inappropriate, we need to enlarge the cluster size to increase the probability that a user can find the desired file in the cluster. For example, in Fig. 1, the MyDPP with $d = 0.05$ has the best performance when cluster size is within the range of $60 - 70$ m, whereas the MyDPP with $d = 0.01$ performs best when it is around $71$ m. This is because when the step-size is $d = 0.01$, the replacement might not be fast enough to adjust the user caches such that the new files can be accommodated within a short period after the request distribution is updated. Finally, we observe that all proposed designs perform better than the static approaches and outperform the MyDPP with extremely small step-size ($d = 0.001$). This validates the benefits of having appropriate replacement even when some type of broadcasting is used. Note that when $d$ is very small, the MyDPP is very close to simply providing appropriate broadcasting without cache content replacement.

![FIGURE 2. Throughput as a function of cluster size under different replacement schemes.](image)

We now compare MyDPP and SPDPD in Fig. 2. We assume $S = 1$ and $M = 100$ in the figures, and $K = 3$ and $K = 6$ in Fig. 2a and Fig. 2b, respectively. We observe that the proposed SPDPD replacement performs the best without needing to manually select the appropriate step-size. The proposed MyDPP design is comparable with the SPDPD design when we optimize the step-size. The benefit of MyDPP is that it is less complex and does not need predictive information, although a suitable step-size still needs to be selected for the replacement. All the proposed replacement designs demonstrate significant improvement when compared to the static policy. In Fig. 3, we compare the performance of the same network under the different replacement schemes, similar to that done in Fig. 2. This time, however, we consider the influence of mobility outage in the analysis. From the figure, we gather the same observations as those in Fig. 2. Besides, by comparing Fig. 2 with Fig. 3, we observe that the performance in Fig. 3 slightly degrades due to the mobility outage, and such degradation is larger when the cluster size is smaller. This is intuitive because when the cluster size is small, it is more likely to suffer from mobility outages.

In Fig. 4, we evaluate the proposed designs in networks where the user can cache multiple files. The replacement design is implemented following the extension approach proposed in Sec. VII. We consider $S = 5$, $M = 100$, and $K = 3$ in Fig. 4a. The results are generally consistent with our previous observations. Besides, the performance is improved as compared with that $S = 1$ in Fig. 3. This is clearly because the total number of files that can be cached in a cluster increases. We also note that, in line with results from the literature, the optimum cluster size shrinks as more files can be cached per users. In Fig. 4b, we consider $S = 5$, $M = 1000$, and $K = 6$ and obtain the same observations as those in all previous figures. This indicates that our replacement designs are effective while considering a more practical library size. Due to page limitation and for simplicity, we do not show here that the same observations and improvements are likewise obtained in networks with other parameters, e.g., $M = 200$ and $T_{stage} = 30$.

Finally, we demonstrate the effects of violating the conditions provided at the end of Sec. II. In Fig. 5, we consider $S = 1$, $K = 3$, and $M = 100$ and evaluate the MyDPP design in networks with different average network velocities, i.e., $V_{net} = 1, 5, 13, 21$ m/s. We observe that the performance gain of the MyDPP design gradually decreases as $V_{net}$ increases, yet it still outperforms the static policies.
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APPENDIX A
PROOF OF LEMMA 1
Observe that
\[
    \sum_{t=0}^{T-1} \bar{R}(t, A(t)) = \frac{1}{T} \sum_{t=0}^{T-1} \left( \frac{1}{T} E \left[ s_m^A(t) \right] + E \left[ \sum_{\tau=1}^{T-t} s_m^{A(t+\tau)}(t + \tau) \right] \right)
\]
\[= \frac{1}{T} \sum_{t=0}^{T-1} \left( \frac{1}{T} E \left[ s_m^A(t) \right] + E \left[ \sum_{\tau=1}^{T-t} s_m^{A(t+\tau)}(t + \tau) \right] \right)
\]
\[= \frac{1}{T} \sum_{t=0}^{T-1} \left( \frac{1}{T} E \left[ s_m^A(t) \right] + \frac{1}{T} \sum_{l=m-1}^{T-1} E \left[ s_m^A(t) \right] \right)
\]
\[+ \frac{1}{T} \sum_{t=0}^{T-1} \frac{1}{T} E \left[ s_m^A(t) \right] \quad (21)
\]
and
\[E \left[ \bar{R}(t, A(t)) \right] = \frac{1}{T} \sum_{t=0}^{T-1} \left( \frac{1}{T} E \left[ s_m^A(t) \right] + E \left[ \sum_{\tau=1}^{T-t} s_m^{A(t+\tau)}(t + \tau) \right] \right)
\]
\[= \frac{1}{T} \sum_{t=0}^{T-1} \left( \frac{1}{T} E \left[ s_m^A(t) \right] + \frac{1}{T} \sum_{l=m-1}^{T-1} E \left[ s_m^A(t) \right] \right)
\]
\[+ \frac{1}{T} \sum_{t=0}^{T-1} \frac{1}{T} E \left[ s_m^A(t) \right] \quad (22)
\]
It follows that when \( T \to \infty \), we obtain
\[\lim_{T \to \infty} \left( \frac{1}{T} \sum_{t=0}^{T-1} E \left[ s_m^A(t) \right] - \frac{1}{T} \sum_{t=0}^{T-1} E \left[ \bar{R}(t, A(t)) \right] \right) = 0.
\]
\[\quad (23)
\]
APPENDIX B
PROOF OF THEOREM 1
Proof of Queue Stability: Suppose \( M, Z(0), \) and \( Q_m(0), \forall m, \) are finite numbers. Also, assume that \( C > 0, \)
\(c_{\text{inst}}^a > 0, \forall A \in \mathcal{A}(t), \text{ and } r_m(t) \leq r_{\text{max}}, \forall m, t, \text{ are finite and bounded. Suppose that the system ultimately becomes unstable, then a sequence } \{A(t)\} \text{ generated by minimizing (10b) and an } m \text{ such that } \lim_{t \to \infty} Q_m(t) > \infty \text{ must exist. Thus, for some } t_0, \text{ the network must not broadcast file } m \text{ when } t > t_0. \) However, this is impossible: as long as there is no broadcast, \(Z(t)\) reduces to 0 as \(t \to \infty\). When \(Z(t) = 0\), however, we can choose freely to broadcast file \(m\) and empty queue \(m\) to minimize (10b). This leads to contradiction. Therefore, we conclude that \(Q_m(t), \forall m, \forall t, \text{ cannot go to infinity, and thus are upper bounded. This leads the queue stability in (4c) to be satisfied.} \)

**Proof of Satisfaction of Cost Constraint:** To prove this, we need to prove the rate stability of \(Z(t)\). Recall that the decision whether to broadcast a file is determined by minimizing (10b). Assume that \(Z(t)\) is infinite when \(t \to \infty\). Then we know that for some \(t_0, Z(t) > M \nu^2 + V_{\text{max}} c_{\text{inst}}(t)\) must hold when \(t > t_0\), where \(\nu\) and \(\nu_{\text{max}}\) are some positive numbers such that \(\nu_m(t) \leq \nu\), \(Q_m(t) \leq \nu\), and \(\sum_{m=1}^{M} R_m(t, A(t)) \leq \nu_{\text{max}}\). Note that \(\nu\) and \(\nu_{\text{max}}\) must exist since \(Q_m(t), \forall m\) are upper bounded. This indicates that when \(t > t_0\), the solution of minimizing (10b) must be \(A^{\text{sl}}(t)\) since

\[
- \sum_{m=1}^{M} Q_m(t) s_m^A(t) - V \sum_{m=1}^{M} R_m(t, A(t)) + Z(t)c_{\text{inst}}^a(t) > 0 = Z(t)c_{\text{inst}}^a. \quad (24)
\]

This means, in this case, we will never choose to broadcast the file. Consequently, \(Z(t)\) can never increase to infinity when \(Z(0) = 0\). This contradicts the assumption; thus, \(Z(t)\) must be finite and upper bounded by \(M \nu^2 + V_{\text{max}} c_{\text{inst}}^a\) when \(t \to \infty\). This indicates \(Z(t)\) is rate stable according to Definition 2.2 in [40]. Then, by the Rate Stability Theorem (Theorem 2.5 in [40]), we know the cost constraint in (4b) is satisfied. \(\square\)

**APPENDIX C**

**PROOF OF THEOREM 2**

Since \(r_m(t) \leq r_{\text{max}}\) and \(c_{\text{inst}}^a \leq C_{\text{max}}\), it follows that there must exist some finite non-negative \(y^a\) for a policy \(P\) such that (10) can be bounded as in (25), as shown at the bottom of this page. Then by summing the inequality for \(t\) from 0 to \(T - 1\), we can obtain

\[
\sum_{t=0}^{T-1} \left[ \Delta(t) - V \sum_{m=1}^{M} R_m(t, A(t)) \right] \leq -TVy^a + TB + r_{\text{max}} \sum_{t=0}^{T-1} \sum_{m=1}^{M} Q_m(t) + C_{\text{max}} \sum_{t=0}^{T-1} Z(t). \quad (26)
\]

After some algebraical manipulations, it follows that

\[
\frac{1}{T} \sum_{t=0}^{T-1} \sum_{m=1}^{M} \tilde{R}_m(t, A(t)) \geq y^a - \frac{B}{V} - \frac{r_{\text{max}}}{TV} \sum_{t=0}^{T-1} \sum_{m=1}^{M} Q_m(t)
\]

\[
- C_{\text{max}} \frac{1}{TV} \sum_{t=0}^{T-1} Z(t) + \frac{L(T) - L(0)}{VT}. \quad (27)
\]

We suppose that \(\sum_{m=1}^{M} E[Q_m(t)] \leq \epsilon V, \text{ and } E[Z(t)] \leq \delta V. \) By letting \(T \to \infty\) and taking the expectation, we then obtain

\[
\liminf_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} E \left[ \sum_{m=1}^{M} \tilde{R}_m(t, A(t)) \right] \geq y^a - \frac{B}{V} - \epsilon r_{\text{max}} - \delta C_{\text{max}}. \quad (28)
\]

Finally, according to (25), we can understand that the minimization of (10b) can maximize \(y^a\).

**APPENDIX D**

**PROOF OF THEOREM 3**

Consider the drift-plus-penalty minimization policy \(P\), in which \(A(t)\) is determined by \(P\). Using (10) and summing from \(t = 0\) to \(t = T - 1\), we can obtain

\[
L(T) - L(0) - V \sum_{t=0}^{T-1} \sum_{m=1}^{M} \tilde{R}_m(t, A(t))
\]

\[
\leq \sum_{t=0}^{T-1} \sum_{m=1}^{M} Q_m(t) (r_m(t) - s_m^A(t)) - V \sum_{m=1}^{M} R_m(t, A(t))
\]

\[
+ \sum_{t=0}^{T-1} Z(t) \left( c_{\text{inst}}^A(t) - C \right) + \sum_{t=0}^{T-1} B \quad (29)
\]

\[
\Delta(t) - V \sum_{m=1}^{M} \tilde{R}_m(t, A(t)) \leq \sum_{m=1}^{M} Q_m(t) (r_m(t) - s_m^A(t)) - V \sum_{m=1}^{M} R_m(t, A(t)) + Z(t) (c_{\text{inst}}^A(t) - C) + B
\]

\[
\leq \sum_{m=1}^{M} Q_m(t) r_m(t) - V \sum_{m=1}^{M} R_m(t, A(t)) + Z(t) c_{\text{inst}}^A(t) + B
\]

\[
\leq r_{\text{max}} \sum_{m=1}^{M} Q_m(t) - V y^a + C_{\text{max}} Z(t) + B. \quad (25)
\]
Since $A(t)$ minimizes (10b), we obtain
\[
T - 1 \sum_{t=0}^{M} E \left[ Q_{m}^{(i)}(t) (r_{m}(t) - \delta_{m}^{(i)}(t)) \right] - V \sum_{t=0}^{M} E \left[ R_{m}(t, A(t)) \right] + \sum_{t=0}^{T-1} Z_{m}^{(i)}(t) (c_{\text{inst}}(t) - C) + \sum_{t=0}^{T-1} B \leq \sum_{t=0}^{T-1} Z_{m}^{(i)}(t) (\delta_{m}^{(i)}(t) - C) + \sum_{t=0}^{T-1} B.
\]
Then by taking expectations on (29) and using (30) and the assumption in (12), we can obtain
\[
L(T) - L(0) - V \sum_{t=0}^{M} E \left[ R_{m}(t, A(t)) \right] \leq \sum_{t=0}^{T-1} M E \left[ Q_{m}^{(i)}(t) \right] \delta - V \sum_{t=0}^{T-1} M E \left[ R_{m}(t, \Theta) \right] + \sum_{t=0}^{T-1} M E \left[ Z_{m}^{(i)}(t) \right] \delta + \sum_{t=0}^{T-1} B \leq \sum_{t=0}^{T-1} E \left[ Q_{m}^{(i)}(t) \right] \delta - V \sum_{t=0}^{T-1} M E \left[ R_{m}(t, \Theta) \right] + \sum_{t=0}^{T-1} E \left[ Z_{m}^{(i)}(t) \right] \delta + \sum_{t=0}^{T-1} B,
\]
where $(a)$ is because policy $\Theta$ is i.i.d. Since $\delta$ can be arbitrarily close to zero, it follows that
\[
\lim \inf_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \sum_{m=1}^{M} E \left[ R_{m}(t, A(t)) \right] \geq \lim \inf \frac{1}{VT} \sum_{t=0}^{T-1} \sum_{m=1}^{M} V_{m}^{\Theta} - \frac{B}{V} + \frac{L(T) - L(0)}{VT} \geq \sum_{m=1}^{M} \frac{V_{m}^{\Theta} - B}{V}.
\]
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