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Abstract: The computational cost and memory demand required by computational fluid dynamics (CFD) codes simulations can become very high. Therefore, the application of convolutional neural networks (CNN) in this field has been studied owing to its capacity to learn patterns from sets of input data, which can considerably approximate the results of the CFD simulations with relatively low errors. DeepCFD code has been taken as a basis and with some slight variations in the parameters of the CNN, while the net is able to solve the Navier–Stokes equations for steady turbulent flows with variable input velocities to the domain. In order to acquire extensive input data to the CNN, a data augmentation technique, which considers the similarity principle for fluid dynamics, is implemented. As a consequence, DeepCFD is able to learn the velocities and pressure fields quite accurately, speeding up the time-consuming CFD simulations.
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1. Introduction

For many years, turbulence in fluids has been a popular research topic thanks to its impact on a wide variety of applications. To study this phenomenon, CFD simulations are a frequently used tool, as they avoid the need for experimental tests, reducing costs. Nonetheless, CFD simulations generally require the repeated manipulation of thousands, or even millions, of numbers. As a consequence, the computational resources required to conduct these simulations are very high, becoming prohibitive in cases where the geometry is very complex or fine meshing is required. Despite exponential advances in computing over the last few decades, which enable increasingly detailed and sophisticated CFD problem solving, it remains a limitation for product development in a wide range of applications, such as aerodynamic design optimization and fluid–structure interaction [1]. This fact, in addition to the growth in recent years in the development of artificial intelligence, has resulted in many authors using deep learning (DL) techniques to obtain an approximation of the results of CFD simulations.

In terms of deep learning techniques applied to CFD, two types of approaches can be highlighted. The first approach consists of improving the results obtained using a coarse mesh, in order to reduce the computational time of the simulations. For example, Bao et al. [2] applied a physically driven approach to improve the modelling and simulation capability of a coarse mesh, and Hanna et al. [3] designed a DL algorithm to predict and decrease the error of the results obtained on a coarse mesh.

The second approach involves the direct calculation of the desired fluid characteristics. Guo et al. [4] created a convolutional neural network (CNN) to predict stationary
flow fields around solid objects, obtaining slightly inaccurate, but very fast predictions. Ribeiro et al. [5], taking the CNN of Guo et al. [4] as a benchmark, created a very accurate CNN for predicting velocity and pressure fields of stationary fluids around simple shaped obstacles, reducing the computational cost between three and five orders of magnitude in comparison with CFD simulations. Kashefi et al. [6] designed an ANN to obtain the same fields of the previously mentioned studies, and different velocity and pressure fields were obtained with slight modifications of the geometry, which is an essential parameter for optimizing the design.

There are other studies where predictions of other, more specific flow characteristics have been obtained. For example, Ling et al. [7] modelled Reynolds stress tensors with Reynolds-averaged Navier–Stokes (RANS) turbulence modelling using a deep neural network (DNN), achieving a remarkable improvement of the results obtained in CFD simulations. Lee and You [8] predicted the shedding of non-stationary laminar vortices on a circular cylinder using a generative adversarial network (GAN). Liu et al. [9] and Deng et al. [10], using DL-based techniques, designed methods for detecting impacts and vortexes, respectively.

While most studies are focused on the predictions of laminar flows, some authors have created diverse neural networks to predict turbulent flows. Fang et al. [11], by means of DL techniques, predicted turbulent flows on a channel, and Thuerey et al. [12] approximated the velocity and pressure fields of the RANS-based Spalart–Allmaras turbulence model on airfoils with a CNN.

Despite the existence of some studies analysing three-dimensional domains, such as Guo et al. [4] and Nowruzi et al. [13], most studies of this type are focused on 2D geometries, owing to the limited computational domain available for 3D geometries [14]. To avoid this problem, Mohan et al. [14] developed a DL-based infrastructure that reduces the geometry in order to subsequently analyse the characteristics of the flow.

Deep learning usually needs a large amount of data to properly train the large number of weights of a CNN; see the studies of Hartling et al. [15] and Fromm et al. [16]. It is common to apply data augmentation techniques when large data are required, such as in the studies of Taylor and Nitschke [17] and Sajjad et al. [18]. The most common data augmentation techniques in CNN networks are rotations, for example, Okafor et al. [19]; translations, for instance Gupta et al. [20]; and other geometric transformations, such as white noise perturbations. All these data augmentation techniques are well modelled for image processing; however, those techniques are not suitable in fluid mechanics analysis, as 2D outputs and inputs are not images. They typically are 2D flow fields of pressure and velocity or SDF matrices.

In the current work, the proposed CNN learns the velocities and pressure fields for variable input velocities to the computational domain. The study starts with 61 CFD simulations for a circular cylinder geometry. In order to improve the training of the net, a novel technique of data augmentation is proposed based on fluid dynamics similarity principle. This technique generates different synthetics cases to increase the training and validation data, keeping the Reynolds number constant.

2. Materials and Methods
2.1. Numerical Simulations

The incompressible two-dimensional Navier–Stokes [21] equations for mass (1) and momentum (2) conservation read as follows:

\[ \nabla \cdot \mathbf{u} = 0 \]  
\[ p \left( \frac{\partial}{\partial t} + \mathbf{u} \cdot \nabla \right) \mathbf{u} = -\nabla p + \nabla \cdot \mathbf{\tau} + \mathbf{f} \]  

\[ (1) \]  
\[ (2) \]
where \( u \) is the velocity field (with \( x \) and \( y \) components for two-dimensional flows), \( \rho \) is the density, \( p \) is the pressure field, \( \tau \) is the stress tensor, and \( f \) represents body forces such as gravity.

If a non-uniform steady-state flow condition is assumed, the accumulation term (time \( t \) dependence term) is dropped, and the momentum equation can be rewritten for velocity components \( u_x \) (3) and \( u_y \) (4) as follows:

\[
\begin{align*}
\frac{\partial u_x}{\partial x} + u_y \frac{\partial u_x}{\partial y} &= -\frac{1}{\rho} \frac{\partial p}{\partial x} + \nu \nabla^2 u_x + g_x \\
\frac{\partial u_y}{\partial y} + u_x \frac{\partial u_y}{\partial x} &= -\frac{1}{\rho} \frac{\partial p}{\partial y} + \nu \nabla^2 u_y + g_y
\end{align*}
\]

(3) \hspace{2cm} (4)

where \( g \) represents the gravitational acceleration and \( \nu \) is the dynamic viscosity of the fluid. The terms on the left-hand side of these equations account for the convective transport, whereas the terms on the right-hand side account for the pressure coupling and diffusive transport [5].

Numerical simulations were conducted in the present study in order to obtain samples for training, validating, and testing the evaluated network. To conduct these simulations, Star-CCM+ [22] commercial code was used.

Regarding the numerical domain, a rectangular two-dimensional computational domain with a circular cylinder inside is considered; see Aramendia et al. [23]. The left side of the domain is set as inlet, and the right side as outlet. No-slip conditions are assigned to the circular cylinder and slip conditions to the top and bottom sides. The diameter of the circle (\( D \)) is equal to 10 mm, 20 mm, and 30 mm, depending on the case, and the rest of the domain is normalized with the diameter. The dimensions of the domain are \( 10D \times 25D \), and the center of the circular cylinder is located at 5D from the inlet and from both slip walls. A detailed view of the computational domain and its dimensions is provided in Figure 1.

![Computational domain](image)

**Figure 1.** Computational domain (not to scale).

With this domain, a mesh that consists of two-dimensional polyhedral cells is generated. Most of the cells are located downstream the cylinder, in order to capture the vortexes in the wake behind the circle. Additionally, a volumetric control has been designed to refine the mesh around the body, as illustrated in Figure 2, in order to keep the \( y+ \) value below 1.
With regards to the fluid, incompressible turbulent unsteady natural gas is considered. The density ($\rho$) of the selected fluid is equal to 0.7336 $\text{kg}/\text{m}^3$ and its dynamic viscosity ($\mu$) is equal to $1.19 \times 10^{-5}$ Pa·s. These magnitudes are assumed to be constant. The velocity at the inlet ($u_\infty$) ranges between 5 ft/s and 100 ft/s, with an interval of 5 ft/s between samples, except for $D = 10$ mm, which has one extra case of inlet velocity of 105 ft/s. This means that, considering the three studied diameters, a total of 61 simulations were carried out.

The numerical solution was reached by applying Menter’s k-ω SST [24] RANS-based turbulence model for unsteady state flow in a finite volume flow solver. Upwind scheme [25] was used to discretize the convective terms, ensuring the robustness of the solution. Similar cases have been applied in the studies of Mahbubar et al. [26] and Rajani et al. [27]. All the simulations were converged until a satisfactory residual convergence was achieved on the velocities, pressure, and turbulence quantities.

Finally, after running the simulations, a linear interpolation is implemented, which fits the domain into a grid of $79 \times 172$. This step is necessary to adjust the results of the simulations to the selected neural network.

2.2. CNN Architecture

A CNN is a non-linear universal approximator of a function. Thus, a CNN can be taken as a non-linear regression. The synaptic weights are the parameters of the non-linear approximator. In addition, many data are usually required in order to obtain a well-posed non-linear regressor.

In the present study, the CNN proposed by Ribeiro et al. [5], denominated as DeepCFD, is applied. This network uses a U-Net architecture [28], which is a special case of an encoder-decoder network. This network architecture basically consists of reducing the input data to a latent geometry representation (LGR) by means of convolution layers, and subsequently, extending the LGR again using transposed convolutions layers, obtaining the velocity and pressure fields of the flow. In this case, a single encoder is used to obtain the LGR, and one decoder is used for each variable, as shown in Figure 3. Python 3.9.6 [29] software was used to train and test the proposed network.

The encoding part is structured in four encoder blocks. Each encoding block is composed of three convolution layers, with a kernel size of 5. Each layer has its respective ReLU (rectifier linear unit) layer, and the last convolution layer of each block contains a max pooling layer. The number of filters of each block, from the outermost to the innermost, is equal to 8, 16, 32, and 32. As mentioned above, the network contains three decoder parts, one for each variable ($u_x$, $u_y$, and $p$). In these decoder parts, the reverse process of the encoding part process is carried out. Figure 4 provides a detailed view of the architecture of DeepCFD.
Figure 3. U-Net with three decoders.

The encoding part is structured in four encoder blocks. Each encoding block is composed of three convolution layers, with a kernel size of 5. Each layer has its respective ReLU (rectifier linear unit) layer, and the last convolution layer of each block contains a max pooling layer. The number of filters of each block, from the outermost to the innermost, is equal to 8, 16, 32, and 32. As mentioned above, the network contains three decoder parts, one for each variable ($u_x$, $u_y$, and $p$). In these decoder parts, the reverse process of the encoding part process is carried out. Figure 4 provides a detailed view of the architecture of DeepCFD.

Figure 4. DeepCFD architecture.

2.3. Training Parameters

DeepCFD is trained with a loss function that combines the errors of the three outputs, velocity component fields, and pressure field, as proposed by Ribeiro et al. [5]. However, for this work, in each experiment, the type of loss function utilized for each field was modified in order to seek the lowest possible error rates.

AdamW is the optimizer selected for training the DeepCFD network. This algorithm is based on the adaptive moment estimation (Adam), which updates the gradient vector and the squared gradient using the exponential moving average [30]. Given the parameters $w(t)$ and a loss function $L^t$, where $t$ indicates the current training iteration. Assigning $t = 0$ for the first iteration, the Adam parameters’ update is given by the following expressions:

$$m_{iw}^{(t+1)} \leftarrow \beta_1 m_{iw}^{(t)} + (1 - \beta_1) \nabla_w L^t,$$  \hspace{1cm} (5)

$$v_{iw}^{(t+1)} \leftarrow \beta_2 v_{iw}^{(t)} + (1 - \beta_2) \left( \nabla_w L^t \right)^2,$$  \hspace{1cm} (6)
\[ m_w(t+1) = \frac{m_w(t+1)}{1 - \beta_1^{t+1}} \quad (7) \]
\[ v_w(t+1) = \frac{v_w(t+1)}{1 - \beta_2^{t+1}} \quad (8) \]
\[ w_{t+1} \leftarrow w(t) - \eta \frac{m_w}{\sqrt{v_w + \epsilon}} \quad (9) \]

where \( \epsilon \) is a small scalar (e.g., \( 10^{-8} \)) used to prevent division by 0 and \( \beta_1 \) (e.g., 0.9) and \( \beta_2 \) (e.g., 0.999) are the forgetting factors for gradients and second moments of gradients, respectively. Squaring and square-rooting is done elementwise [31].

AdamW is an updated version of the Adam optimizer, which improves regularization by decoupling the weight decay from the gradient-based update [32]. For this work, the learning rate is set at 0.001, the weight decay at 0.005, the batch size at 64, and the training ratio at 0.9.

2.4. DeepCFD Inputs

In this network, two different input layers are considered. These inputs are a signed distance function (SDF) of the geometry and the flow region channel (FRC).

SDF is a function that measures the distance between any point in the grid and the nearest boundary of a closed geometry shape. The sign of each value depends on whether the point is inside (negative) or outside (positive) the shape [4]. The mathematical expression of this function is given by Expression (10).

\[
SDF(x) = \begin{cases} 
    d(x, \partial \Omega) & \text{if } x \in \Omega \\
    -d(x, \partial \Omega) & \text{if } x \in \Omega^c
\end{cases},
\quad (10)
\]

where \( \Omega \) is a subset of a metric space, \( X \), with metric, \( d \), and \( \partial \Omega \) is the boundary of \( \Omega \). For any \( x \in X \):

\[
d(x, \partial \Omega) := \inf_{y \in \partial \Omega} d(x, y),
\quad (11)
\]

where \( \inf \) denotes the infimum. Grid positions inside the interior of the obstacle (\( \Omega^c \)) are assigned negative distances [5]. Figure 5 shows the SDF generated for this work with a MATLAB [33] code, which allows selecting the position and size of the geometry as well as the size of the grid.

Figure 5. Signed distance function (SDF) of a circle.

The FRC input layer is a multi-class channel with information about the boundary conditions of the domain. In this case, the first column, which refers to the input, is set with the input velocity of each case. The upper and bottom walls and the outlet are replaced by...
free flow regions, as slip conditions are employed in this work for the limits of the domain. Figure 6 displays and schematic view of the FRC layer.

Figure 6. Diagram of the multi-class labelling of flow regions.

2.5. Data Augmentation

Data augmentation is a well-known technique in conventional deep learning. The technique consists of generating realistic synthetic data to increase the data quantity in the learning process. Deep learning usually applies data augmentation with simple geometric transformations and perturbations added to real data. In the current study, simple geometric transformation or perturbation to generate realistic synthetic data cannot be applied. The data augmentation technique of the current work profits from Reynolds number properties for equivalent fluid-dynamics systems.

The training of DeepCFD for the circle geometry CFD simulations is incapable of learning all the patterns of the velocities and pressure fields, principally the vortex shedding. In order to fix this issue, a data augmentation technique is implemented, which consist of enlarging the number of input cases of the CNN from 61 to 610.

The data augmentation is performed taking into account the similarity theory for fluid dynamics. For any simulation, if the Reynolds number is kept constant in each case, the new input velocity of the domain as well as the new velocities and pressure fields can be calculated. The Reynolds number is calculated by Equation (12).

\[
Re = \frac{u_\infty D \rho}{\mu}
\]  

(12)

Assuming that the Reynolds number is equal in all the cases, the new input velocity of each case \(u_{\infty i}^*\) can be calculated with Equation (13). Because, in all the cases, the fluid and the boundary conditions are constant, the density and dynamic viscosity have no influence on the velocity. Consequently, with slight modifications in the value of the diameter, the input data of the CNN notoriously increase.

\[
u_{\infty i}^* = \frac{D_1}{D_i} u_{\infty 1}
\]  

(13)

The expressions of the velocity and pressure fields of each different case are given by Equations (14)–(16):

\[
u x\left(\hat{x}, \hat{y}\right) = \frac{u_{x i}}{u_{xoi}} \left(\frac{x_i}{D_i}, \frac{y_i}{D_i}\right)
\]  

(14)

\[
u y\left(\hat{x}, \hat{y}\right) = \frac{u_{y i}}{u_{yoi}} \left(\frac{x_i}{D_i}, \frac{y_i}{D_i}\right)
\]  

(15)
where \( \hat{u}_x, \hat{u}_y, \) and \( \hat{p} \) are the new velocity and pressure fields, and \( \frac{x_i}{D_i} \) and \( \frac{y_i}{D_i} \) represent the relative coordinates inside the domain.

Following this process, the fields of each magnitude are calculated for any new diameter. As the similarity theory establishes, the domain size changes proportionally with the diameter. This is shown by Equation (17), where an example for points 1 and 2 of the grid is provided.

\[
\hat{x} = \frac{x_1}{D_1} = \frac{x_2}{D_2}
\]  (17)

Knowing all the previous information, and using a simple code that conducts an interpolation of the original fields, the number of data samples is easily increased. With this data augmentation method, the necessity of performing time- and resource-demanding CFD simulations for each new sample disappears.

3. Results

In order to reach the best results, different approaches have been conducted trying to reduce the error to the possible minimum rates. Table 1 shows a group of characteristics of each of the experiments performed.

### Table 1. Features of the simulation.

| Feature                | 61 Cases | 305 Cases | 610 Cases | \( k = 0.01 \) | L1-Norm |
|------------------------|----------|-----------|-----------|----------------|---------|
| Number of samples      | 61       | 305       | 610       | 610            | 60      |
| Number of epochs       | 10,000   | 1000      | 1000      | 1000           | 1000    |
| Loss function          | L2-norm for \( u_x \) | L2-norm for \( u_x \) | L2-norm for \( u_x \) | L2-norm for \( u_x \times k \) | L1-norm for \( u_x \) |
|                        | L2-norm for \( u_y \) | L2-norm for \( u_y \) | L2-norm for \( u_y \) | L2-norm for \( u_y \times k \) | L1-norm for \( u_y \) |
|                        | L1-norm for \( p \) | L1-norm for \( p \) | L1-norm for \( p \times k \) | L1-norm for \( p \) |         |

3.1. Experiment: Data Augmentation

Firstly, DeepCFD has been trained with 61 (no data augmentation), 305, and 610 cases, as Figure 7 shows. Without data augmentation, despite significantly learning the points close to the geometry, the CNN does not perform quality results through the vortex shedding. Incrementing the data to 305 cases improves the results given by training the neural network solely for 61 samples. With 610 cases, the CNN achieves a decent learning of the patterns, especially for the pressure field, which is close to a zero error rate in the majority of points of the domain. Nevertheless, the enhancement in the output of the velocity fields is not precise enough.

3.2. Experiment: Modify the Loss Function

Secondly, a multiplying constant was utilized to reduce or increase the value of each loss function. After trying with different values of the multiplying constant, a value of 0.01 provided the best results in this experiment, as Figure 8 shows. Nonetheless, the error decreases uniquely at a low rate for the \( x \) component of the velocity and remains invariable for the other two outputs.
majority of points of the domain. Nevertheless, the enhancement in the output of the velocity fields is not precise enough.
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3.2. Experiment: Modify the Loss Function

Secondly, a multiplying constant was utilized to reduce or increase the value of each loss function. After trying with different values of the multiplying constant, a value of 0.01 provided the best results in this experiment, as Figure 8 shows. Nonetheless, the error decreases uniquely at a low rate for the x component of the velocity and remains invariant for the other two outputs.

Figure 7. (a) Results with 61 samples (no data augmentation); (b) results with 305 samples; (c) results with 610 cases.

Figure 8. Test with the loss functions of the x component of the velocity and the pressure multiplied by $k = 0.01$. 

Figure 8. Test with the loss functions of the x component of the velocity and the pressure multiplied by $k = 0.01$. 

Figure 7. (a) Results with 61 samples (no data augmentation); (b) results with 305 samples; (c) results with 610 cases.
3.3. Experiment: L1-Norm for the Three Magnitudes

With this last experiment, the error in the three outputs decreases practically to zero in most points of the grid. This error rate was reached after changing the loss function of the velocity components. In the code of Ribeiro et al. [5], a mean squared error function was utilized for the velocity magnitude, whereas for the pressure, a mean absolute error was employed. Their experiments showed considerably better convergence when L2-norm was applied to the velocity fields and L1-norm for the pressure. However, in the current conditions, the mean absolute error has proven itself the best type of loss function for the three magnitudes. In comparison with Figure 7c, where a L2-norm for velocity fields was used, Figure 9 shows that there is a void error rate in almost every point in each of the three grids.

![Figure 9. Test with mean absolute error as the loss function of each of the fields.](image-url)

3.4. Error Analysis

Figure 10 shows the evolution of the error in the five cases simulated. The plots confirm that the data augmentation outperforms the simulation for only 61 samples. Experiment with $k = 0.01$ allows a reduction in the $u_x$ error with a practically unnoticeable variation in the other two magnitudes. Additionally, the use of an L1-norm for the three magnitudes involves a considerable decrease in the mean error and variance of error for the three outputs. For instance, the data augmentation, with 610 cases, reduces the mean error by 87.0%, 85.5%, and 99.4% for the $u_x$, $u_y$, and pressure magnitudes, respectively, in comparison with the simulation with 61 samples. The difference between 610 and 305 samples is an 8.9% decrease in the vertical velocity component, but for the horizontal velocity and pressure, the mean error rises by 1.9% and 0.96%, respectively. With $k = 0.01$, the mean error is a 19.9% less for $u_x$ than with 610 samples, but increases by 5.2% and 4.9% for $u_y$ and pressure, respectively. Applying an L1-norm for the three outputs achieves a decrease of the mean error by 43.9%, 84.5%, and 36.0% in comparison with the 610 cases example.
Figure 10. Error rates for the five simulations. (a) Mean error; (b) variance of error.

4. Conclusions

CNN-based techniques usually need large amounts of input data in order to produce accurate results; therefore, the implementation of data augmentation is regarded as a reasonable solution for many cases. The data augmentation technique developed in this study allows the creation of multiple synthetic samples from an original CFD simulation, thus avoiding executing time-consuming CFD simulation for each new generated sample. This technique reduces the amount of time required for the generation of the input data of the CNN and improves the training. In this case, generating each of the 61 initial samples required 3 h, which means a total of 183 h for generating the 61 samples. For its part, for generating the other 549 samples (the ones from data augmentation), 4 h was required.

Moreover, the results of the current work, specifically the ones given by the L1-norm for the three magnitudes experiment, confirm the hypothesis of a CNN being able to learn rapidly the axial and streamwise velocity and pressure fields formed behind a 2D circular cylinder, for turbulent flow and variable input velocities with low error rates.
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Nomenclature

| Term | Definition |
|------|------------|
| ANN  | Artificial neural network |
| CFD  | Computational fluid dynamics |
| CNN  | Convolutional neural network |
| DL   | Deep learning |
| DNN  | Deep neural network |
| FRC  | Flow region channel |
| GAN  | Generative adversarial network |
| LGR  | Latent geometry representation |
| RANS | Reynolds-averaged Navier–Stokes |
| ReLU | Rectifier linear unit |
| SDF  | Signed distance function |
| Adam | Adaptive moment estimation |
| $\beta_1$ | Forgetting factor for gradients |
| $\beta_2$ | Forgetting factor for second moment gradients |
| D    | Diameter of the circle |
| F    | Body forces |
| K    | Multiplying constant for the loss functions |
| $L_t$ | Loss function |
| P    | Fluid density |
| $p$  | Pressure |
| Re   | Reynolds number |
| T    | Current training iteration |
| T    | Stress tensor |
| M    | Fluid dynamic viscosity |
| $u_x$ | Horizontal velocity |
| $u_y$ | Vertical velocity |
| $u_\infty$ | Inlet velocity to the domain |
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