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Abstract—A new source model, which consists of an intrinsic state part and an extrinsic observation part, is proposed and its information-theoretic characterization, namely its rate-distortion function, is defined and analyzed. Such a source model is motivated by the recent surge of interest in the semantic aspect of information: the intrinsic state corresponds to the semantic feature of the source, which in general is not observable but can only be inferred from the extrinsic observation. There are two distortion measures, one between the intrinsic state and its reproduction, and the other between the extrinsic observation and its reproduction. Under a given code rate, the tradeoff between these two distortion measures is characterized by the rate-distortion function, which is solved via the indirect rate-distortion theory and is termed the semantic rate-distortion function of the source. As an application of the general model and its analysis, the case of Gaussian extrinsic observation is studied, assuming a linear relationship between the intrinsic state and the extrinsic observation, under a quadratic distortion structure. The semantic rate-distortion function is shown to be the solution of a convex programming problem with respect to an error covariance matrix, and a reverse water-filling type of solution is provided when the model further satisfies a diagonalizability condition.
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Fig. 1. Illustration of a semantic source and its lossy compression.

I. INTRODUCTION

A STANDARD approach to describe an information source is to model a source as a stochastic process \(\{X_i\}\), and when the stochastic process is memoryless, it suffices to model the source as a random variable\(^1\) \(X\) with a given probability distribution \(p(x)\) [2], [3]. In this paper, we study a new source model, which consists of an intrinsic state process and an extrinsic observation process. In the memoryless case, we can describe such a source model as a pair of random variables \((S, X)\), with a given joint probability distribution \(p(s, x)\), defined over an appropriate product alphabet \(S \times X\).

In order to characterize the information-theoretic aspect of such a source, consider the problem of compressing the source \((S, X)\) so as to reproduce, in a lossy sense, a reproduction \((\hat{S}, \hat{X})\) over a reproduction product alphabet \(\hat{S} \times \hat{X}\). Of course, a pair of distortion measures, \(d_s : S \times \hat{S} \mapsto \mathbb{R}\) and \(d_o : X \times \hat{X} \mapsto \mathbb{R}\), are introduced correspondingly. Here, the subscript \(s\) stands for “state” and the subscript \(o\) stands for “observation”.

A key point of the problem is that the compressor only has access to \(X\), the extrinsic observation; — while \(S\), the intrinsic state, remains unrevealed. The situation is illustrated in Figure 1.

Our source model, termed a semantic source in the sequel, is motivated by the recent surge of interest in the semantic aspect of information. In a number of applications that may benefit from taking into account the “semantic” feature of information, it is adequate to adopt a goal-oriented perspective; that is, the destination’s interest in obtaining a piece of information is to accomplish a certain goal. Furthermore, it is customary to adopt an inference-theoretic problem formulation.

\(^1\)In this paper, random variables can be drawn from general alphabets, so random vectors are vector-valued random variables.
which casts the accomplishment of the said goal as solving a statistical inference problem. The reproduction of the intrinsic state $S$ corresponds to the semantic inference part of the source, and the reproduction of the extrinsic observation $X$ corresponds to the conventional lossy compression part of the source.

We give two examples of the above consideration:

- Systems that support MPEG Video Coding for Machines (VCM) are becoming popular in applications. In VCM, both the video itself and its features are reproduced: the video signal is for human vision, and the features are for machine vision tasks [4], [5] [6]. Treating the video as a semantic source, the video signal itself corresponds to its extrinsic observation, and the underlying features correspond to its intrinsic state, so as to embody the semantic aspect of the video. Usually the code rate required for reproducing features can be drastically lower than that required for reproducing the video signal itself. Intuitively, features typically have much smaller rate distortion functions and hence can be described with many fewer bits, compared with video signals. For instance, previous works have shown that neural network-based learning techniques can extract a very small amount of data from video signals to satisfy the need of action recognition, target classification and many other tasks [7], [8]. In contrast, traditional video coding schemes such as H.264/AVC/MPEG-4 and H.265/HEVC/MPEG-H Part 2 target reproducing the video signal with high fidelity, but may perform poorly for machine vision purposes [9].

- In coding of speech signals, the semantic aspect is embodied as a sequence of text words, which, of course, can only be inferred from the speech signal itself. Treating the speech as a semantic source, the words correspond to its intrinsic state and the speech signal corresponds to its extrinsic observation. It is the usual case that both the words and the speech signal are desirable, because the words carry the meaning of speech, and the speech signal waveform may help us infer the stress and emotion of the speaker [10], and may further help us accomplish tasks like speaker recognition and speaker verification [11].

Our main contributions include:

- We propose a theoretical framework based on rate distortion theory for characterizing semantic information.
- We define and derive a single-letter expression for the semantic rate distortion function.
- When the extrinsic observation is Gaussian and satisfies a linear relationship with the intrinsic state, we reduce the calculation of the semantic rate distortion function to a convex programming problem, which is tractable with standard scientific computing software. Furthermore, under a diagonalizability condition, we obtain a weighted reverse water-filling solution for the semantic rate distortion function.

We give a brief overview of related works in the remaining part of this section. Then we provide a formal mathematical description of the semantic source model and the corresponding semantic rate-distortion problem formulation in Section II, for which we establish the semantic rate-distortion function in general form in Section III. As an application of the general results, in Section IV we turn to a case study of Gaussian extrinsic observation, assuming a linear relationship between the intrinsic state and the extrinsic observation, under a quadratic distortion structure. Therein, we formulate a convex programming problem to solve for the semantic rate-distortion function. When the Gaussian observation model further satisfies a diagonalizability condition, we develop a reverse water-filling type of solution in Section V. Finally we conclude this paper in Section VI.

A. Related Works

The first formulation in Shannon’s information theory is lossless source coding, wherein a sequence of symbols obeying a certain probabilistic law is represented as a bit string (i.e., a codeword) by an encoder, and the decoder reproduces, based upon the codeword, the original sequence of symbols, with success probability exactly one or asymptotically approaching one. Hence, the coding is solely determined by the probabilistic model of the source, and there is certainly no role of the semantic aspect of the source. This is also consistent with Shannon’s remark in his landmark paper [2], saying “these semantic aspects of communication are irrelevant to the engineering problem.”

In a broad sense, however, the lossy source coding formulation in Shannon’s information theory, namely, the rate-distortion theory [12], has provided a means of studying the semantic aspects of a source. This is because the coding is not solely determined by the probabilistic model of a source, but is also affected by a distortion measure, which may be defined in a rather versatile way so as to capture the “utility” when the source is reproduced at the decoder.

Our present work goes one step further, by endowing a source with a state-observation structure and studying the rate distortion function of such a source model. This model captures the fact that the semantic aspects of a source are generally embedded as intrinsic features, and hence should be characterized by studying the reproduction of the intrinsic state, in addition to the reproduction of the extrinsic observation. Our treatment of semantic aspects of sources is also in line with the recent heightened interest in the development of 5G and beyond wireless systems [13], [14] [15], where for many applications the semantic aspects correspond to the accomplishment of certain inference goals. Hence, if we consider an information theoretic characterization of such a “semantic” source, the task of coding is to efficiently encode the extrinsic observation so that the decoder can infer both the intrinsic state and the extrinsic observation, subject to fidelity criteria on both, simultaneously. Our problem formulation and approach are closely related to two variants of the standard rate distortion theory, namely, the indirect rate distortion function and the rate distortion function under multiple distortion measures; see our discussion following Theorem 1 in Section III.

The inference-theoretic goal-oriented approach adopted in our problem formulation does not seek a task-independent universal definition of semantic information, which is outside...
the scope of the present paper; for some attempts in that regard, see, e.g., [16], [17] [18], [19] for a few representative works that undertake drastically different approaches.

As related topics, the information bottleneck [20], [21] and the privacy funnel [22], [23] are, in a certain sense, dual concepts, and both place constraints in terms of mutual information. The underlying idea of the information bottleneck is, in a broad sense, similar to ours. Specifically, there one generates a reproduction based upon the extrinsic observation, minimizing the mutual information between the extrinsic observation and the reproduction, while maintaining a level of mutual information between the intrinsic state and the reproduction. But for the information bottleneck problem formulation, there is neither an explicit distortion measure, nor an operational definition of lossy compression.

Task-based compression has been approached mainly from the perspective of quantizer design [24]. It has been demonstrated that steering the design goal according to the task leads to performance benefits compared with a conventional task-agnostic approach, a conclusion in line with what we advocate in our work. The perception-distortion tradeoff [25] imposes an additional constraint on the probability distribution of the reproduction. None of these related works proposes to decompose the information source into intrinsic and extrinsic parts as in our work, let alone investigates the joint behavior of them. In [26], a similar intrinsic state-extrinsic observation model is studied, but the encoder is designed based on the marginal distribution of the extrinsic observation only.

II. SYSTEM MODEL AND PROBLEM FORMULATION

As already outlined in the introduction, we model a memoryless semantic source as a pair of random variables \((S, X)\) that are correlated with joint probability distribution \(p(s, x)\). The semantic aspect is embodied in the intrinsic state \(S\), which is not observable but can only be inferred from the extrinsic observation \(X\). In order to characterize the rate-distortion behavior of the semantic source, we consider a sequence of independent and identically distributed (i.i.d.) samples of \((S, X)\), denoted as \((S_i, X_i)_{i \in \mathbb{N}}\), and denote its length-\(n\) block as \((S^n, X^n)\).

The i.i.d. source model is an idealistic scenario for our information-theoretic study. Real-world data generally exhibit sophisticated memory structures. A particularly interesting scenario is when the intrinsic state is a Markov chain, and the extrinsic observation obeys a hidden Markov model (HMM) [27]. Extensions of our approach for semantic source models with memory are left for future research.

The lossy compression of a semantic source has been illustrated in Figure 1. The encoder only has access to a length-\(n\) block of the extrinsic observation sequence \(X^n\), and the decoder has two tasks: reproducing the intrinsic state block as \(\hat{S}^n\) under a state distortion measure \(d_s\), and reproducing the extrinsic observation block as \(\hat{X}^n\) under an observation distortion measure \(d_o\). The encoder and the decoder are connected via a bit pipe in which the codeword \(W\) of \(nR\) bits is transferred from the encoder to the decoder, where \(R\) is thus the code rate of the lossy compression system.

Below we provide a formal description of the lossy compression problem of a semantic source.

Let \(d_s : S \times \hat{S} \to \mathbb{R}_+\) and \(d_o : X \times \hat{X} \to \mathbb{R}_+\) be two given distortion measures, defined over the source product alphabet \(S \times X\) and the reproduction product alphabet \(\hat{S} \times \hat{X}\). The extended block-wise distortion measures are as follows:

\[
d_s(s^n, \hat{s}^n) = \frac{1}{n} \sum_{i=1}^{n} d_s(s_i, \hat{s}_i),
\]

\[
d_o(x^n, \hat{x}^n) = \frac{1}{n} \sum_{i=1}^{n} d_o(x_i, \hat{x}_i).
\]

We claim a tuple \((R, D_s, D_o)\) to be achievable, if for any \(\epsilon > 0\) and all sufficiently large \(n\), there exist the following functions:

- Encoding function \(f : X^n \mapsto \{1, 2, \ldots, 2^{nR+\epsilon}\}\) which generates the codeword \(W\) as \(W = f(X^n)\);
- State decoding function \(g_s : \{1, 2, \ldots, 2^{nR+\epsilon}\} \mapsto \hat{S}^n\), such that
  \[
  \mathbb{E} \left[ d_s(S^n, \hat{S}^n) \right] \leq D_s + \epsilon,
  \]
  where \(\hat{S}^n = g_s(f(X^n))\);
- Observation decoding function \(g_o : \{1, 2, \ldots, 2^{nR+\epsilon}\} \mapsto \hat{X}^n\), such that
  \[
  \mathbb{E} \left[ d_o(X^n, \hat{X}^n) \right] \leq D_o + \epsilon,
  \]
  where \(\hat{X}^n = g_o(f(X^n))\).

It is clear that the state decoding function \(g_s\) and the observation decoding function \(g_o\) together constitute the decoder illustrated in Figure 1.

Our goal is to characterize the region of all achievable \((R, D_s, D_o)\) tuples. Hence, we define the semantic rate distortion function as follows:\(^2\)

\[
R(D_s, D_o) = \inf \{ R : (R, D_s, D_o) \text{ is achievable} \}.
\]

Clearly, characterizing the semantic rate distortion function \(R(D_s, D_o)\) is equivalent to characterizing the achievable region of \((R, D_s, D_o)\).

We will also consider a variant of the distortion constraint; that is, the state distortion and the observation distortion are linearly combined to yield a single overall distortion. Hence, instead of (3) and (4), the decoding functions are required to satisfy the following weighted distortion constraint:

\[
\mathbb{E} \left[ w_s d_s(S^n, \hat{S}^n) + w_o d_o(X^n, \hat{X}^n) \right] \leq D + \epsilon,
\]

where \(w_s\) and \(w_o\) are non-negative weighting coefficients.

It is also natural to generalize the system model to include several intrinsic state variables each associated with a specified reproduction and a distortion. Such a semantic source is described by a tuple of random variables, \((S_0, S_1, \ldots, S_{k-1}, X)\), with joint probability distribution \(p(s_0, s_1, \ldots, s_{k-1}, x)\) over \(S_0 \times S_1 \times \ldots \times S_{k-1} \times X\), where each \(S_j\) is an intrinsic state reflecting a certain semantic aspect of the source. The decoder now consists of an observation decoding function and \(k\) state decoding functions, among which \(g_{s,j}\) maps the codeword \(W \in \{1, 2, \ldots, 2^{nR+\epsilon}\}\) into a reproduction sequence \(\hat{S}_j^n\) to satisfy

\[
\mathbb{E} \left[ d_{s,j}(S_j^n, \hat{S}_j^n) \right] \leq D_{s,j} + \epsilon.
\]

\(^2\)This is the operational definition of a rate distortion function, which has been widely used (see, for example, [3], [28] [29]).
The notion of achievable can be defined in a similar fashion with respect to the tuple \((R, D_{s,0}, D_{s,1}, \ldots, D_{s,k-1}, D_o)\), and the semantic rate distortion function is consequently defined as

\[
R(D_{s,0}, D_{s,1}, \ldots, D_{s,k-1}, D_o) = \inf \{ R : (R, D_{s,0}, D_{s,1}, \ldots, D_{s,k-1}, D_o) \text{ is achievable} \}.
\]

(8)

Examples of such semantic sources with multiple semantic aspects can be found in [5], [9], which consider a hierarchy of image or video features, each feature associated with a quality metric.

\section{III. SEMANTIC RATE DISTORTION FUNCTION}

In this section, we establish in the following theorem a single-letter characterization of the semantic rate distortion function \(R(D_{s,0}, D_o)\) defined in Section II.

\textbf{Theorem 1:} For a given semantic source \((S, X)\) with \(p(s, x)\) over \(S \times X\), reproduction alphabet \(\tilde{S} \times \tilde{X}\), and distortion measures \(d_s\) and \(d_o\), the semantic rate distortion function \(R(D_{s,0}, D_o)\) is as follows:

\[
R(D_{s,0}, D_o) = \min_{p(\hat{s}, \hat{x}|x)} I(X; \hat{S}, \hat{X})
\]

s.t. 
\[
E[d_o(X, \hat{X})] \leq D_o,
\]

(10)

\[
E[d_s(\hat{S}, \hat{X})] \leq D_s,
\]

(11)

where

\[
\hat{d}_s(x, \hat{s}) = E[d_s(s, \hat{s})|x] = \sum_{s \in S} p(s|x)d_s(s, \hat{s}),
\]

(12)

and \(S, X, \hat{S}, \hat{X}\) constitute a Markov chain \(S \leftrightarrow X \leftrightarrow (\hat{S}, \hat{X})\).

\textbf{Proof:} See Appendix I.

Here we briefly discuss the basic idea of the proof of Theorem 1. There are two main ingredients in the problem formulation: an indirect rate distortion problem which has been studied in [30], [31], [32], Chap. 3, Sec. 5 [33], and a rate distortion problem with several distortion constraints which has been studied in [34, Sec. VII] [3, Prob. 10.19] [35, Prob. 7.14]. A key is to recognize reproducing \(\hat{S}\) as an indirect rate distortion problem, for which the state distortion between \(S\) and \(\hat{S}\) can be equivalently converted to a distortion between \(X\) and \(\hat{X}\). Indeed, the converted distortion is nothing but the conditional expectation of the original state distortion \(d_s(S, \hat{s})\), over \(p(s|x)\). This conversion hence circumvents the difficulty due to the absence of access to \(S\) at the encoder. The detailed derivation, which is based on a unified treatment in [33], is given in Appendix I.

We note that the semantic rate distortion function can be non-trivial even for the special case where \(S\) is a deterministic function of \(X\), because from a lossy reproduction of \(X\) it is generally impossible to reproduce \(S\) in a lossless fashion. Specifically, suppose that \(S = g(X)\). Then \(\hat{d}_s(x, \hat{s})\) can be simplified into

\[
\hat{d}_s(x, \hat{s}) = \sum_{s \in S} p(s|x)d_s(s, \hat{s}) = d_s(g(x), \hat{s}).
\]

(13)

Similar to standard rate distortion functions, a corollary of the semantic rate distortion function as given by Theorem 1 is the following regarding monotonicity and convexity.

\textbf{Corollary 1:} The semantic rate distortion function \(R(D_{s,0}, D_o)\) in Theorem 1 has the following properties:

- \(R(D_{s,0}, D_o)\) is monotonically nonincreasing with \(D_s\) and \(D_o\).
- \(R(D_{s,0}, D_o)\) is jointly convex with respect to \((D_s, D_o)\).
- The contour set \(\{(D_s, D_o) : R(D_{s,0}, D_o) \leq R\}\) is convex for any \(R \geq 0\).

\textbf{Proof:} The proof of the first two properties is exactly the same as that for standard rate distortion functions; see, e.g., [3]. The third property is then an immediate corollary of the second property.

Corollary 1 implies a trade-off between the two distortions: for a given code rate, the smaller the state distortion, the larger the observation distortion, and vice versa. Concrete numerical examples can be found in Section IV, where Figures 2 and 4 plot the achievable regions of \((R, D_{s,0})\) and their projections under different values of \(R\), for two experimental setups, respectively. These plots demonstrate that for fixed \(R\), the achievable \((D_{s,0}, D_o)\) pairs form a convex region, whose boundary exhibits a trade-off between \(D_s\) and \(D_o\). Hence a sensible coding scheme of a semantic source should exhibit such behavior.

Now consider the weighted distortion constraint (6). We have the following corollary.

\textbf{Corollary 2:} For a given semantic source under the weighted distortion constraint (6), the rate distortion function is as follows:

\[
R(\bar{D}) = \min \{ R(D_{s,0}, D_o)|w_sD_s + w_oD_o \leq \bar{D} \}.
\]

(14)

\textbf{Proof:} Given the semantic rate distortion function \(R(D_{s,0}, D_o)\) in Theorem 1, we have that any coding scheme that achieves \((R, \bar{D})\) should achieve a \((R, D_{s,0}, D_o)\) tuple for the semantic rate distortion problem under distortion constraints (3) and (4), for some \(D_s\) and \(D_o\) satisfying \(w_sD_s + w_oD_o \leq \bar{D}\), and vice versa.

We end this section with the semantic rate distortion function (8) for semantic sources with several intrinsic states, as given by the following corollary. Its proof is essentially identical to that of Theorem 1.

\textbf{Corollary 3:} For a semantic source \((S_0, S_1, \ldots, S_{k-1}, X)\) with \(p(s_0, s_1, \ldots, s_{k-1}, x)\) over \(S_0 \times S_1 \times \cdots \times S_{k-1} \times X\), reproduction alphabet \(\tilde{S}_0 \times \tilde{S}_1 \times \cdots \times \tilde{S}_{k-1} \times \tilde{X}\), and distortion measures \(\{d_{s_j}\}_{j=0, \ldots, k-1}\) and \(d_o\), the semantic rate distortion function \(R(D_{s_0, s_1, \ldots, s_{k-1}, 0})\) is as follows:

\[
R(D_{s_0, s_1, \ldots, s_{k-1}, 0}) = \min_{p(\hat{s}_0, \hat{s}_1, \ldots, \hat{s}_{k-1}, \hat{x}|x)} I(X; \hat{S}_0, \hat{S}_1, \ldots, \hat{S}_{k-1}, \hat{X})
\]

s.t. 
\[
E[d_o(X, \hat{X})] \leq D_o,
\]

(16)

\[
E[d_{s_j}(X, \hat{S}_{j})] \leq D_{s_j}, \quad j = 0, 1, \ldots, k-1,
\]

(17)

This concludes our discussion on the semantic rate distortion function.
Consequently, we have
\[
\begin{align*}
\mathbb{E}[d_s(S, \hat{S})] &= \text{tr}(K_{S \hat{S}}), \\
\mathbb{E}[d_o(X, \hat{X})] &= \text{tr}(K_{X \hat{X}}).
\end{align*}
\]

For the considered model (19), we can derive its semantic rate distortion function, given by the following theorem.

**Theorem 2:** The semantic rate distortion function for the semantic source with Gaussian extrinsic observation and linear state-observation relationship (19), under quadratic distortion measures (22) and (23), is given by:
\[
R_G(D_s, D_o) = \min_{\Delta \in S_m} \frac{1}{2} \log \left( \frac{\det(K_X)}{\det(\Delta)} \right)
\]
subject to
\[
\begin{align*}
\text{tr}(H\Delta H^T) &\leq D_s - \text{tr}(K_Z), \\
\text{tr}(\Delta) &\leq D_o.
\end{align*}
\]

where $S_m$ denotes the set of all $m \times m$ positive definite matrices. Note that here we use a subscript $G$ to emphasize that the extrinsic observation is Gaussian.

**Proof:** See Appendix II.

From (28), when $Z$ is sufficiently strong so that $\text{tr}(K_Z) > D_s$, the optimization (26) is no longer feasible and hence $R_G(D_s, D_o) = \infty$. Otherwise, there is no further restriction on $K_Z$. For example, even if $Z = 0$, i.e., the relationship between $S$ and $X$ is deterministic as $S = HX$, the optimization problem in Theorem 2 is still non-trivial.

A simplified case arises when $H$ is an orthogonal matrix satisfying $H^T H = I$. In this case, (28) becomes
\[
\text{tr}(H\Delta H^T) = \text{tr}(\Delta) \leq D_s - \text{tr}(K_Z),
\]
which can then be combined with (29) leading to a single distortion constraint
\[
\text{tr}(\Delta) \leq \min \{D_o, D_s - \text{tr}(K_Z) \}.
\]
The Markov chain solution further suggests a "two-stage" coding interpretation which is in fact extensively adopted in practice: the decoder first generates a reproduction for \( X \) as \( \hat{X} \), and then uses that reproduction to further generate a reproduction for \( S \) as \( \hat{S} \). Similar to the standard Gaussian rate distortion problem, the optimal \( \hat{X} \) can be constructed with the aid of a "test channel", for which \( \hat{X} \) as the channel input is Gaussian and the additive Gaussian noise of the test channel has a covariance matrix \( \Delta \), thereby producing \( X \) as the desired channel output. To generate \( \hat{S} \) based upon \( \hat{X} \), it suffices to adopt a linear transform \( \hat{S} = H \hat{X} \). On the other hand, the Markov chain solution does not mean that the reproduction of \( S \) is trivial, because the fidelity criterion on \( X \) still needs to be adjusted according to \( D_s \). The detailed arguments are given in the proof in Appendix II.

An interesting property of the semantic rate distortion function derived in Theorem 2 is that it is in fact an upper bound for all semantic sources with the same covariance structure under the quadratic distortion measure. This essentially indicates that a semantic source with Gaussian extrinsic observation is the hardest to describe, analogous to its counterpart in conventional source coding problems (see, e.g., [3, Exercise 10.8]). Formally, we have the following corollary.

**Corollary 4:** For a semantic source \((S, X)\) with general probability density function, whose covariance matrix is given by (20), its semantic rate distortion function subject to quadratic distortion constraints (22) and (23) satisfies

\[
R(D_s, D_o) \leq R_G(D_s, D_o),
\]

where \(R_G(D_s, D_o)\) is the semantic rate distortion function given in Theorem 2, with

\[
H = K_{SX} K_X^{-1} \quad \text{and} \quad K_Z = K_S - K_{SX} K_X^{-1} K_{SZ}^T.
\]

**Proof:** See Appendix III.

### A. Computation of the Semantic Rate Distortion Function

We remark that the optimization problem in Theorem 2 is convex, and hence can be numerically solved by software like CVX in an efficient and stable fashion. In this subsection we present some illustrative numerical examples.

Our first example is a small-scale toy model, given by

\[
K_X = \begin{bmatrix} 11 & 0 & 0.5 \\ 0 & 3 & -2 \\ 0.5 & -2 & 2.35 \end{bmatrix},
\]

The resulting semantic rate distortion function is computed as displayed in Figure 2. The dotted region in Figure 2(b) indicates that both constraints (28) and (29) are active. The trade-off between the two distortions are clear: the smaller the state distortion, the larger the observation distortion, and vice versa.

Our second example captures a sparse state-observation relationship, as follows. The extrinsic observation is a length-64 vector \( X = [X_1, \cdots, X_{64}]^T \) consisting of i.i.d. \( N(0, 2) \) random variables. The transformation matrix \( H \) is a randomly masked \( 16 \times 64 \) Rademacher matrix; that is, we first generate a Rademacher matrix whose elements are i.i.d. taking values \( \{1, -1\} \) with equal probability \( 1/2 \), and then independently reset these elements to zero with probability \( 0.95 \). A realization of \( H \) is shown in Figure 3. The noise vector \( Z = [Z_1, \cdots, Z_{16}]^T \) consists of i.i.d. \( N(0, 1) \) random variables.

We numerically solve the semantic rate distortion function according to Theorem 2, and a typical surface of \( R_G(D_s, D_o) \) is illustrated in Figure 4(a). More details of \( R_G(D_s, D_o) \) can be seen from the contour plot in Figure 4(b), wherein the dotted region indicates that both constraints (28) and (29)
are active. From Figure 4(b), it is evident that describing the extrinsic observation $X$ tends to be much more costly than describing the intrinsic state $S$: at the same code rate, the achieved $D_s$ is generally much lower than the achieved $D_o$.

Another interesting fact regarding $R_G(D_s, D_o)$ can be inferred from the dotted region in the contour plot Figure 4(b), and is more clearly revealed by plotting the trends of $R_G(D_s, D_o)$ as a function of $D_o$ (for fixed $D_s$) or $D_s$ (for fixed $D_o$), shown in Figures 5(a) and 5(b), respectively. We find that, the code rate $R_G(D_s, D_o)$ as a function of $D_o$ does not seem to be sensitive to the choice of $D_s$. This fact has an important consequence for designing lossy compression schemes for semantic sources: although several different codes may have similar performance in terms of reproducing the extrinsic observation, they can differ considerably in terms of reproducing the intrinsic state. A heuristic explanation is as follows: since $X$ is a high-dimensional vector, describing it along several different directions may lead to similar quadratic distortion performance; but since $S$ corresponds to a low-dimensional feature of $X$, its reproduction only favors the direction of describing $X$ that retains the feature of $S$ the best.

### B. Generalizations of Theorem 2

We can derive from Theorem 2 several corollaries corresponding to the variants of the problem formulation in Section II.

First, let us consider replacing the quadratic distortion measures by the positive semi-definite distortion constraints. Following the same arguments in the proof of Theorem 2, we again arrive at the optimality of Gaussian descriptions under positive semi-definite distortion constraints, and hence the following corollary characterizes the semantic rate distortion function.

**Corollary 5:** Consider the positive semi-definite distortion measures as

$$d_s(s, \hat{s}) = (s - \hat{s})(s - \hat{s})^T,$$

$$d_o(x, \hat{x}) = (x - \hat{x})(x - \hat{x})^T.$$  

The semantic rate distortion function is given by

$$R(D_s, D_o) = \min_{\Delta \in S_m} \left\{ \frac{1}{2} \log \left( \frac{\det(K_X)}{\det(\Delta)} \right) \right\}$$  

subject to:

$$\mathbf{O} \preceq \Delta \preceq K_X,$$

$$\mathbf{H}\Delta\mathbf{H}^T \preceq D_s - K_Z,$$

$$\Delta \preceq D_o.$$  

This is a semi-definite programming problem and can be readily solved by software.

Now consider the weighted distortion constraint, where the distortion measure is defined as a weighted sum of two individual distortion measures, i.e.

$$\bar{d} = w_s d_s(s, \hat{s}) + w_o d_o(x, \hat{x})$$

$$= w_s \|s - \hat{s}\|^2 + w_o \|x - \hat{x}\|^2.$$  
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Applying Corollary 2, we obtain the semantic rate distortion function in the following corollary.

**Corollary 6:** For the weighted distortion measure \( \bar{d} \), the semantic rate distortion function \( R(\bar{D}) \) is given by

\[
R(\bar{D}) = \min_{\Delta \in S_m} \frac{1}{2} \log \left( \frac{\det(K_X)}{\det(\Delta)} \right)
\]

s.t. \( O \prec \Delta \preceq K_X \),

\[
\text{tr}(w_s H^T H + w_o I_m) \Delta) \leq \bar{D} - w_s \text{tr}(K_Z).
\]

Finally, consider the case of \( k \) intrinsic states. The extrinsic observation \( X \) is still \( \mathcal{N}(0, K_X) \). For each \( j \in \{0, 1, \cdots, k - 1\} \), the \( j \)-th intrinsic state is generated according to

\[
S_j = H_j X + Z_j,
\]

where \( H_j \) is an \( l_j \times m \) matrix, and \( Z_j \) is a random vector independent of \( X \), with zero mean and covariance matrix \( K_{Z_j} \).

We consider quadratic distortion measures, as

\[
d_s(j, \hat{s}_j) = ||s_j - \hat{s}_j||^2, \quad j = 0, 1, \ldots, k - 1,
\]

\[
d_o(x, \hat{x}) = ||x - \hat{x}||^2.
\]

The semantic rate distortion function is given by the following corollary.

**Corollary 7:** For the semantic source with a Gaussian extrinsic observation and \( k \) intrinsic states, the semantic rate distortion function under distortion measures \( d_{s_0}, d_{s_1}, \cdots, d_{s_{k-1}}, d_o \) is

\[
R(D_{s_0}, D_{s_1}, \cdots, D_{s_{k-1}}, D_o) = \min_{\Delta \in S_m} \frac{1}{2} \log \left( \frac{\det(K_X)}{\det(\Delta)} \right)
\]

s.t. \( O \prec \Delta \preceq K_X \),

\[
\text{tr}(H_j \Delta H_j^T) \leq D_{s_j} - \text{tr}(K_{Z_j}), \quad j \in \{0, 1, \ldots, k - 1\},
\]

\[
\text{tr}(\Delta) \leq D_o.
\]

**V. WEIGHTED REVERSE WATER-FILLING**

Analogous to the standard Gaussian rate distortion problem wherein (after appropriate linear transformation) the solution can be interpreted as a reverse water-filling type of rate allocation, for the semantic rate distortion function in Theorem 2, under a diagonalizability condition, the solution can also be interpreted as reverse water-filling, but with appropriately weighted water levels.

For the model of Gaussian observation with linear state-observation relationship in Section IV, we further assume that the following diagonalizability condition is satisfied: there exists an unitary matrix \( Q \) such that

\[
Q^T K_X Q = \text{diag}(\sigma_1, \sigma_2, \cdots, \sigma_m),
\]

\[
Q^T H^T H Q = \text{diag}(\alpha_1, \alpha_2, \cdots, \alpha_m)
\]

simultaneously hold. Here it loses no generality to order \( \{\sigma_i\}_{i=1}^m \) so that \( \sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_m \). Denoting the rank of \( H^T H \) as \( q \leq m \), then \( \alpha_q > 0 \) and \( \alpha_{q+1} = \cdots = \alpha_m = 0 \).

**Lemma 1:** Under the diagonalizability condition, the resulting optimal \( \Delta \) takes the form

\[
\Delta = Q \text{diag}(\delta_1, \delta_2, \cdots, \delta_m) Q^T
\]

and the semantic rate distortion function in Theorem 2 can be further written in terms of the following optimization problem:

\[
R_Q(D_s, D_o) = \min_{\delta_1, \delta_2, \cdots, \delta_m} \frac{1}{2} \sum_{j=1}^m \log \left( \frac{\sigma_j}{\delta_j} \right)
\]

s.t. \( 0 \leq \delta_j \leq \sigma_j, \quad \forall j \in \{1, 2, \cdots, m\}, \)

\[
\sum_{j=1}^m \alpha_j \delta_j \leq D_s - \text{tr}(K_Z),
\]

\[
\sum_{j=1}^m \delta_j \leq D_o.
\]

**Proof:** See Appendix IV.

In order to describe the weighted reverse water-filling solution, we first introduce the following curves.

- **Curve \( C_s \):**
  \[
  C_s = \left\{ \left( \sum_{j=1}^m \alpha_j \min \left( \sigma_j, \frac{1}{\lambda} \right) + \text{tr}(K_Z) \right) \right\} \lambda > 0 \}
  \]
  which starts from \( (\text{tr}(HK_X H^T + K_Z), \text{tr}(K_X)) \) and ends at \( (\text{tr}(K_X), 0) \).

- **Curve \( C_o \):**
  \[
  C_o = \left\{ \left( \sum_{j=1}^q \alpha_j \min \left( \sigma_j, \frac{1}{\mu \alpha_j} \right) + \text{tr}(K_Z) \right) \right\} \mu > 0 \}
  \]
  which starts from \( (\text{tr}(HK_X H^T + K_Z), \text{tr}(K_X)) \) and ends at \( (\text{tr}(K_Z), \sum_{j=q+1}^m \sigma_j) \).

We then introduce the following partitioning of the \((D_s, D_o)\) plane, based upon the curves \( C_s \) and \( C_o \):

- \( A_0 \): \( \{(D_s, D_o) \mid D_s \geq \text{tr}(HK_X H^T + K_Z), D_o \geq \text{tr}(K_X)\} \);
- \( A_1 \): on the right of the curve \( C_s \) and between the two horizontal lines \( D_o = 0 \) and \( D_o = \text{tr}(K_X) \);
- \( A_2 \): above the curve \( C_o \), and between the two vertical lines \( D_s = \text{tr}(K_Z) \) and \( D_s = \text{tr}(HK_X H^T + K_Z) \);
- \( A_3 \): surrounded by the curves \( C_s \) and \( C_o \), and the vertical line \( D_s = \text{tr}(K_Z) \).

An example of the partitioning above is plotted in Figure 6. The following theorem describes the weighted reverse water-filling solution.

**Theorem 3:** For the model of Gaussian observation with linear state-observation relationship in Section IV, under the diagonalizability condition, the optimal \( \Delta = Q \text{diag}(\delta_1, \delta_2, \cdots, \delta_m) Q^T \) is given by


**TABLE I**

| Activity of Constraints (45) and (46) in $A_0$, $A_1$, $A_2$ and $A_3$ |
|-----------------------------|-----------------------------|-----------------------------|
| (46) inactive               | (45) active                 | (45) inactive               |
| $A_2$                       | $A_0$                       | $A_1$                       |

- If $(D_s, D_o) \in A_0$:
  \[
  \delta^*_j = \sigma_j, \quad \forall j \in \{1, 2, \ldots, m\}. \tag{49}
  \]
- If $(D_s, D_o) \in A_1$:
  \[
  \delta^*_j = \min \left( \sigma_j, \frac{1}{\lambda} \right), \quad \forall j \in \{1, 2, \ldots, m\}, \tag{50}
  \]
  where $\lambda$ is chosen to satisfy $\sum_{j=1}^{m} \delta^*_j = D_o$.
- If $(D_s, D_o) \in A_2$:
  \[
  \delta^*_j = \begin{cases} 
  \min \left( \sigma_j, \frac{1}{\mu \alpha_j} \right), & \alpha_j > 0 \\
  \sigma_j, & \alpha_j = 0,
  \end{cases} \quad \forall j \in \{1, 2, \ldots, q\},
  \tag{51}
  \]
  where $\mu$ is chosen to satisfy $\sum_{j=1}^{q} \alpha_j \delta^*_j = D_s - \text{tr}(K_Z)$.
- If $(D_s, D_o) \in A_3$:
  \[
  \delta^*_j = \min \left( \sigma_j, \frac{1}{\lambda + \mu \alpha_j} \right), \quad \forall j \in \{1, 2, \ldots, m\},
  \tag{52}
  \]
  where $\lambda$, $\mu$ are chosen to satisfy $\sum_{j=1}^{m} \delta^*_j = D_o$ and $\sum_{j=1}^{q} \alpha_j \delta^*_j = D_s - \text{tr}(K_Z)$.

**Proof:** See Appendix IV.

The partitioning \( \{A_0, A_1, A_2, A_3\} \) is closely related to activity of the constraints (45) and (46), as summarized in Table I. In $A_0$, both constraints are inactive, and hence the optimization is unconstrained yielding the trivial solution (49).

In $A_1$, only the observation distortion constraint is active, and the solution (50) is a standard reverse water-filling with water level $1/\lambda$. In $A_2$, only the state distortion is active, and the solution (51) essentially makes the weighted eigenvalues $\alpha_1 \delta_1, \alpha_2 \delta_2, \ldots, \alpha_m \delta_m$ fulfill a reverse water-filling structure, with water level $1/\mu$. Alternatively, we may view the term $1/(\mu \alpha_j)$ in (51) as a water level with weight $1/\alpha_j$. In $A_3$, both constraints are active, and the solution (52) also fulfills a reverse water-filling structure with unequal water levels.

**A. Case Study: Circulant $K_X$ and $H$ and Weighted Reverse Water-Filling in Frequency Domain**

A case of special interest is where $K_X$ and $H$ are both circulant matrices [38]. As the dimension of $X$ grows large, this models the scenario where $X$ is a circularly stationary Gaussian process, and $S$ is obtained via passing $X$ through a time-invariant linear filter whose response is given by the first row of $H$. For a circulant matrix, the corresponding unitary matrix $Q$ is the well known discrete Fourier transform (DFT) matrix, and its eigenvalues are the DFT of the first row of the matrix. Hence the weighted reverse water-filling may be interpreted as exercised in the frequency domain, similar to its counterpart for the standard rate distortion function of stationary Gaussian processes.

In the illustrative example below, consider $K_X$ as a $128 \times 128$ circulant matrix with the first row
\[
[1, 0.4, 0, \ldots, 0, 0.4],
\]
and $K_Z$ as a $128 \times 128$ zero matrix (i.e., no noise in the state-observation relationship). Therefore, $Q$ is the $128 \times 128$ DFT matrix whose $(i,j)$-th element is
\[
\frac{1}{\sqrt{128}} e^{-i \frac{2\pi}{128} ij}, \quad i, j = 0, 1, \ldots, 127.
\]

The diagonal elements $\alpha_0, \alpha_1, \ldots, \alpha_{127}$ of $Q^* H^T H Q$ are shown in Figure 7, and the diagonal elements $\sigma_0, \sigma_1, \ldots, \sigma_{127}$ of $Q^* K_X Q$ are shown as the blue solid curve in Figure 8. Figure 6 shows the four regions $A_0, A_1, A_2, A_3$ and the two curves $C_s, C_o$. It also displays five points on the contour of $R_G(D_s, D_o) = 50$, marked with colors varying from purple to yellow.
(δ₀, δ₁, · · · , δ₁²⁷) for these points are depicted in Figure 8. For (Ds₁,Dₒ₁), the optimal solution degenerates into a standard reverse water-filling form, as indicated by the purple line. When we go from (Ds₁,Dₒ₁) to (Ds₂,Dₒ₂), the water level begins to “ripple”. Note that this weighted reverse water-filling can be viewed as exercised in the frequency domain, and the angular frequencies are marked on the top of Figure 8.

VI. CONCLUSION

We have provided a general source model to describe information sources that have semantic aspects, and proposed a corresponding rate distortion problem formulation for characterizing the amount of information content of such semantic sources. We have studied the case of Gaussian extrinsic observation subject to a linear state-observation relationship and a quadratic distortion structure. There are a variety of issues that we have not touched upon in the present work. First, calculating and bounding the semantic rate distortion functions for other interesting cases would make further use of our proposed framework, for example, when the intrinsic state is a discrete categorical random variable, corresponding to the important problem of classification; see [1] for some preliminary results. Second, a more challenging problem is to develop effective lossy compression methods when the joint probability distribution of the intrinsic state and the extrinsic observation is not perfectly known, say, when only finite training data of the state-observation pair are available.

APPENDIX I

PROOF OF THEOREM 1

The key to proving Theorem 1 is converting the semantic rate distortion problem into an equivalent standard rate distortion problem, with an indirect (state) distortion constraint and a direct (observation) distortion constraint. More precisely, we need to show that the constraint with respect to the state distortion measure dₛ(s, ˆs) is equivalent to a constraint on a converted distortion measure ˆdₛ(x, ˆs); that is, as long as a reproduction ˆS satisfies the constraint on ˆdₛ(x, ˆs), it will satisfy the constraint on dₛ(s, ˆs), and vice versa.

A general and unified approach to the indirect rate-distortion function put forward in [33] is first showing that the one-shot expected distortion E[dₛ(S, ˆS)] is equivalent to E[ ˆdₛ(X, ˆS)], and then invoking a tensorization argument to extend the one-shot equivalence to block codes. Here we directly illustrate how this can be accomplished for Sⁿ ↔ Xⁿ ↔ ( ˆSⁿ, ˆXⁿ) generated by an arbitrary encoder-decoder pair, as follows:

E[dₛ(Sⁿ, ˆSⁿ)]

= ∑ sⁿ, ˆsⁿ p(sⁿ, ˆsⁿ)dₛ(sⁿ, ˆsⁿ)

= ∑ sⁿ, xⁿ, ˆsⁿ p(sⁿ, xⁿ, ˆsⁿ)dₛ(sⁿ, ˆsⁿ)

(ə)

= ∑ sⁿ, xⁿ, ˆsⁿ p(sⁿ, xⁿ)p( ˆsⁿ|xⁿ)dₛ(sⁿ, ˆsⁿ)

= ∑ xⁿ, ˆsⁿ p( ˆsⁿ|xⁿ) ∑ sⁿ p(sⁿ, xⁿ)dₛ(sⁿ, ˆsⁿ)

(b)

= ∑ xⁿ, ˆsⁿ p( ˆsⁿ|xⁿ) ∑ sⁿ p(sⁿ, xⁿ) 1/n ∑ i=1^n dₛ(sᵢ, ˆsᵢ)

= ∑ xⁿ, ˆsⁿ p( ˆsⁿ|xⁿ) 1/n ∑ i=1^n ∑ sⁿ p(sⁿ, xⁿ)dₛ(sᵢ, ˆsᵢ)
generating we only need to optimize with one variable, i.e.,
that the semantic rate distortion function can be achieved by
reduced into a standard lossy source coding problem with
definition of
By the definition of $(\hat{S}, \hat{X}, \hat{\theta})$ in (12), Subsequently, the problem is
the rate distortion function of
According to a linear relation-
Notice that, by denoting $T \triangleq (\hat{S}, \hat{X})$ for convenience, $h(X; \hat{S}, \hat{X})$ can be upper bounded as
where $(a)$ is by the fact that conditioning reduces entropy, and equality holds when $X - K_{XT}K_T^{-1}T$ is independent of $T$; $(b)$ is due to the fact that Gaussian distribution maximizes differential entropy with given second central moment. Overall, we can see that this upper bound of $h(X; \hat{S}, \hat{X})$ is achieved when $X$ and $T$ are jointly Gaussian.

Based on the argument above, for an arbitrary $T = (\hat{S}, \hat{X})$, we can generate $T' = (\hat{S}', \hat{X}')$ according to a linear relationship
where $(a)$ is by the fact that $N(0, K_T - K_{TX}K_X^{-1}K_{TX})$ is independent of $X$. Clearly it holds that $K_{T'} = K_T$ and $K_{X'T'} = K_{X'T}$. According to (58), we can see that $h(X; \hat{S}, \hat{X}) \leq h(\hat{S}', \hat{X}')$. That is to say, for any $(\hat{S}, \hat{X})$ that satisfies the distortion constraints, there always exists a Gaussian $(\hat{S}', \hat{X}')$ which also satisfies the distortion constraints, but achieving a lower code rate. We thus establish that jointly Gaussian reproduction $(\hat{S}, \hat{X})$ achieves the semantic rate distortion function.

B. Reduction to One Optimization Variable

In fact, it is unnecessary to optimize with two random variables $(\hat{S}, \hat{X})$ simultaneously, and in the following we
reduce the number of optimization variables to only one. We choose the new optimization variable as \( \text{cov}(X|\hat{X},\hat{S}) \), defined as
\[
\text{cov}(X|\hat{X},\hat{S}) = \mathbb{E} \left[ (X - \mathbb{E}[X|\hat{X},\hat{S}]) (X - \mathbb{E}[X|\hat{X},\hat{S}])^T \right],
\]
i.e., the error covariance matrix of MMSE estimating \( X \) by \((\hat{X},\hat{S})\). By denoting \( \text{cov}(X|\hat{X},\hat{S}) \) as \( \Delta \) for short, we can write \( I(X;\hat{X},\hat{S}) \) as (26). Therefore, now the key point is to show that the feasible region defined by (56)-(57) (denoted as \( \mathcal{R}_1 \)) is the same as the feasible region defined by (27)-(29) (denoted as \( \mathcal{R}_2 \)).

First we show that \( \mathcal{R}_1 \subseteq \mathcal{R}_2 \). For any \( K_{(\hat{s},\hat{x})} \in \mathcal{R}_1 \), with \( \Delta = \text{cov}(X|\hat{S},\hat{X}) \), we have \( \Delta \preceq \text{cov}(X|\hat{X}) \) and \( \Delta \preceq \text{cov}(X|\hat{S}) \), correspondingly \( \text{tr}(\Delta) \leq \text{tr}(\text{cov}(X|\hat{X})) \leq D_o \) and
\[
\text{tr}((H\Delta H^T + K_Z) \preceq \text{tr}(H\text{cov}(X|\hat{S})H^T + K_Z) \leq \text{tr}(H\text{cov}(X|\hat{X})H^T + K_Z) \leq \text{tr}(H\Delta H^T + K_Z) \leq D_o.
\]
That is to say, for any \( K_{(\hat{s},\hat{x})} \in \mathcal{R}_1 \), we can find a corresponding \( \Delta \in \mathcal{R}_2 \), and hence \( \mathcal{R}_1 \subseteq \mathcal{R}_2 \).

Then we show that \( \mathcal{R}_2 \subseteq \mathcal{R}_1 \). For any \( \Delta \in \mathcal{R}_2 \), we consider a test channel with \( X = \hat{X} + N \) and let \( \hat{S} = \mathcal{H}X \), where \( N \) obeys Gaussian distribution \( \mathcal{N}(0,\Delta) \). Hence we have
\[
\begin{align*}
\mathbb{E}[d_o(X,\hat{X})] &= \text{tr}(\Delta) \leq D_o, \quad (61) \\
\mathbb{E}[d_s(\hat{S},\hat{S})] &= \text{tr}(H\text{cov}(X|\hat{S})H^T + K_Z) \leq \text{tr}(H\Delta H^T + K_Z) \leq D_o.
\end{align*}
\]
That is to say, for any \( \Delta \in \mathcal{R}_2 \), we can also find a corresponding tuple of \( K_{(\hat{s},\hat{x})} \in \mathcal{R}_1 \), and hence \( \mathcal{R}_2 \subseteq \mathcal{R}_1 \).

Now, we can conclude that, under the setting of Theorem 2, Theorems 1 and 2 define two optimization problems with the same objective function and the same feasible region. This therefore completes the proof.

Appendix III

Proof of Corollary 4

By Theorem 2 and the identities \( \mathcal{H} = K_{SX}K_X^{-1} \) and \( \mathcal{K}_Z = K_S - K_{SX}K_X^{-1}K_{SX}^T \) in (21), the semantic rate distortion function of a jointly Gaussian semantic source with covariance matrix (20) is given by
\[
R_G(D_s,D_o) = \min_{\Delta \in \mathcal{S}_m} \frac{1}{2} \log \left( \frac{\det(K_X)}{\det(\Delta)} \right) \quad (\text{s.t. } O \leq \Delta \preceq K_X, \quad \text{tr}(K_{SX}K_X^{-1}\Delta K_X^{-1}K_{SX}^T) \leq D_s - \text{tr}(K_S - K_{SX}K_X^{-1}K_{SX}^T), \quad \text{tr}(\Delta) \leq D_o.\right)
\]
(63)

We will prove
\[
R(D_s,D_o) \leq \frac{1}{2} \log \left( \frac{\det(K_X)}{\det(\Delta)} \right) \quad (67)
\]
for an arbitrary symmetric matrix \( \Delta \) that satisfies (64), (65) and (66), by constructing a test channel. This implies that \( R(D_s,D_o) \) is no greater than (63).

In order to construct the test channel, let \( U \) be a Gaussian vector with zero mean and covariance matrix \( \Delta - \Delta K_X^{-1} \Delta \), independent of \((\hat{S},X)\). That \( \Delta - \Delta K_X^{-1} \Delta \) is semi-definite will be proved in Lemma 2 at the end of this subsection. Define \( \hat{X} = (I_m - \Delta K_X^{-1})X + U \) and \( \hat{S} = K_{SX}K_X^{-1}X \). Thus \( \hat{S} \leftrightarrow \hat{X} \rightarrow \hat{X} \rightarrow \hat{S} \) is a Markov chain. We will verify in the next paragraphs that \( \mathbb{E}[d_s(X,\hat{S})] \leq D_s \), where \( d_s(x,\hat{s}) = \mathbb{E}[|S - \hat{S}|]^2|x = x|, \mathbb{E}[||X - \hat{X}||_2^2] \leq D_o \), and
\[
I(\hat{X};\hat{S},\hat{X}) \leq \frac{1}{2} \log \left( \frac{\det(K_X)}{\det(\Delta)} \right). \quad (68)
\]
These leads to (67), and thus proves Corollary 4.

By the definitions of \( \hat{X} \) and \( \hat{S} \), we have \( S - \hat{S} = S - K_{SX}K_X^{-1}U \), where \( L = K_{SX}K_X^{-1}K_X^{-1} \). Noticing \( \mathbb{E}[SU^T] = O_{I_xm} \) and \( \mathbb{E}[XU^T] = O_{m \times m} \), we can obtain, after some algebraic manipulations,
\[
\mathbb{E}[(S - \hat{S})(S - \hat{S})^T] = K_S - K_{SX}K_X^{-1}K_{SX}K_X^{-1} \Delta K_X^{-1}K_{SX}^T,
\]
Taking the trace in this equation and using (65), we get \( \mathbb{E}[||S - \hat{S}||_2^2] \leq D_s \). Similar calculations lead to \( \mathbb{E}[||X - \hat{X}||_2^2] \leq D_o \). For every \( x \in \mathbb{R}^m \) and every \( \hat{s} \in \mathbb{R}^l \), we have
\[
\mathbb{E}[||S - \hat{S}||_2^2|x = x,\hat{S} = \hat{s}] = \mathbb{E}[||S - \hat{S}||_2^2|x = x] = \mathbb{E}[||S - \hat{S}||_2^2|x = \hat{s}] = d_s(x,\hat{s})
\]
where the second equality is due to \( S \leftrightarrow X \leftrightarrow \hat{S} \). An application of the law of total expectation immediately leads to \( \mathbb{E}[d_s(X,\hat{S})] = \mathbb{E}[||S - \hat{S}||_2^2] \leq D_s \).

It remains to verify (68). We have
\[
I(\hat{X};\hat{S},\hat{X}) \overset{\text{(a)}}{=} I(X;\hat{X}) = h(\hat{X}) - h(\hat{X}|X) \overset{\text{(b)}}{=} h(\hat{X}) - \frac{1}{2} \log((2\pi)^m \det(\Delta - \Delta K_X^{-1} \Delta)) \overset{\text{(c)}}{=} \frac{1}{2} \log((2\pi)^m \det(K_X - \Delta)) - \frac{1}{2} \log((2\pi)^m \det(\Delta - \Delta K_X^{-1} \Delta)) = \frac{1}{2} \log \left( \frac{\det(K_X)}{\det(\Delta)} \right),
\]
where (a) is by \( X \leftrightarrow \hat{X} \leftrightarrow \hat{S} \), (b) is because after translation \( h(\hat{X}|X) = h(U) \), and (c) is because the Gaussian distribution maximizes the differential entropy subject to a covariance constraint.

Finally let us verify the existence of the auxiliary random vector \( U \).

Lemma 2: For any \( \Delta, K \in \mathcal{S}_m, \Delta \preceq K, \Delta - \Delta K^{-1} \Delta \) is semi-definite.

Proof: Because \( \Delta \) is positive definite, there exists an \( m \times m \) matrix \( Q \) such that \( \Delta = Q^TQ \). For every \( \lambda < 0 \),
\[
\det(\lambda I_m - (I_m - \Delta K^{-1}Q^T)) = (\lambda - 1)^m \det \left( I_m + \frac{1}{\lambda - 1}QK^{-1}Q^T \right)
\]
\[ = (\lambda - 1)^m \det \left( I_m + \frac{1}{\lambda - 1} K^{-1} Q^T Q \right) \]
\[ = (\lambda - 1)^m \det \left( K^{-1} \left( K + \frac{1}{\lambda - 1} \Delta \right) \right) \]
\[ = \frac{\det((\lambda - 1)K + \Delta)}{\det(K)} \neq 0, \]

because \((\lambda - 1)K + \Delta = \lambda K - (K - \Delta)\) is negative definite. So \(I_m - QK^{-1}Q^T\) does not have any negative eigenvalue. Therefore \(I_m - QK^{-1}Q^T\) is positive semi-definite, and consequently \(\Delta = \Delta K^{-1}K = Q^T(I_m - QK^{-1}Q^T)Q\) is also positive semi-definite.

\[ \square \]

**APPENDIX IV**

**DERIVATION OF THE WEIGHTED REVERSE WATER-FILLING SOLUTION**

We first rewrite (26) with a variable substitution \(\Delta = QDQ^T\). This leads to

\[ R_G(D_s, D_o) = \min_{\Delta \in B(D_s,D_o)} \frac{1}{2} \log \left( \frac{\det(K_X)}{\det(D)} \right), \]

where \(B(D_s,D_o)\) is the set of positive definite real matrices \(D\) that satisfy

\[ D \geq Q^TK_XQ, \]
\[ \text{tr}(Q^TH^THQD) \leq D_s - \text{tr}(K_Z), \]
\[ \text{tr}(D) \leq D_o. \]

Any optimal \(D\) in this minimization is diagonal. To see this, consider a non-diagonal \(D \in B(D_s,D_o)\). Replacing the non-diagonal elements in \(D\) with zeros, we get a new matrix \(D' = \text{diag}(\delta_1, \delta_2, \ldots, \delta_m)\). Because

\[ O_m \prec Q^TK_XQ = \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_m), \]

we have \(0 < \delta_i \leq \sigma_j\) for each \(j \in \{1, 2, \ldots, m\}\), which implies \(O_m \prec D' \prec Q^TK_XQ\). Moreover,

\[ \text{tr}(Q^TH^THQD') = \sum_{j=1}^m \alpha_j \delta_j = \text{tr}(Q^TH^THQD) \leq D_s - \text{tr}(K_Z), \]
\[ \text{tr}(D') = \sum_{j=1}^m \delta_j = \text{tr}(D) \leq D_o. \]

So \(D' \in B(D_s,D_o)\). By Hadamard’s inequality,

\[ \frac{1}{2} \log \left( \frac{\det(K_X)}{\det(D')} \right) < \frac{1}{2} \log \left( \frac{\det(K_X)}{\det(D)} \right). \]

Therefore, any non-diagonal \(D \in B(D_s,D_o)\) is suboptimal, and (43) is verified.

By the Karush-Kuhn-Tucker (KKT) optimality conditions, there exist non-negative numbers \(\lambda, \mu, \nu_1, \nu_2, \ldots, \nu_m\) that satisfy

\[ \lambda \left( \sum_{j=1}^m \delta_j - D_o \right) = 0, \]
\[ \nu_j (\delta_j^* - \sigma_j) = 0, \quad \forall j \in \{1, 2, \ldots, m\}, \]
\[ \frac{1}{\delta_j^*} + \lambda + \mu \alpha_j + \nu_j = 0, \quad \forall j \in \{1, 2, \ldots, m\}. \]

Suppose \(\lambda = 0\) and \(\mu = 0\). For each \(j \in \{1, 2, \ldots, m\}\), we have \(\nu_j = 1/\delta_j^* > 0\), so \(\delta_j^* = \sigma_j\). Because \(\delta_1^*, \delta_2^*, \ldots, \delta_m^*\) satisfy (45) and (46), we have

\[ D_s \geq \sum_{j=1}^m \alpha_j \delta_j + \text{tr}(K_Z) = \text{tr}(HK_XH^T + K_Z), \]
\[ D_o \geq \sum_{j=1}^m \delta_j = \text{tr}(K_X), \]

i.e., \((D_s, D_o) \in A_0\).

Suppose \(\lambda > 0\) and \(\mu = 0\). The problem now reduces to the one involved in the rate distortion problem of parallel Gaussian sources [3], because the constraint (46) is active and (45) is not. Thus (50) holds, and

\[ D_s \geq \sum_{j=1}^m \alpha_j \delta_j^* + \text{tr}(K_Z) = \sum_{j=1}^m \alpha_j \min \left( \frac{\sigma_j}{\lambda}, \frac{1}{\lambda} \right) + \text{tr}(K_Z), \]
\[ D_o \geq \sum_{j=1}^m \delta_j = \text{tr}(K_X), \]

i.e., \((D_s, D_o) \in A_1\).

Similarly, the conditions \(\lambda = 0\) and \(\mu > 0\) imply (51) leading to \((D_s, D_o) \in A_2\), and the conditions \(\lambda > 0\) and \(\mu > 0\) imply (52) leading to \((D_s, D_o) \in A_3\).
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