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Abstract

This paper presents the first dependency treebank for Bhojpuri, a resource-poor language that belongs to the Indo-Aryan language family. The objective behind the Bhojpuri Treebank (BHTB) project is to create a substantial, syntactically annotated treebank which not only acts as a valuable resource in building language technological tools, also helps in cross-lingual learning and typological research. Currently, the treebank consists of 4,881 annotated tokens in accordance with the annotation scheme of Universal Dependencies (UD). A Bhojpuri tagger and parser were created using machine learning approach. The accuracy of the model is 57.49% UAS, 45.50% LAS, 79.69% UPOS accuracy and 77.64% XPOS accuracy. The paper describes the details of the project including a discussion on linguistic analysis and annotation process of the Bhojpuri UD treebank.
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1. Introduction

Bhojpuri is an Indian language that belongs to the Indo-Aryan language group. It is spoken in the western part of Bihar, north-western part of Jharkhand, and the Purvanchal region of Uttar Pradesh. The number of speakers according to the present Census of India is considerably large at 50,579,447. It should be noted that Bhojpuri is spoken not just in India but also in other countries such as Nepal, Trinidad, Mauritius, Guyana, Suriname, and Fiji (Verma, 2003; Ojha, 2019). Since Bhojpuri was considered a dialect of Hindi for a long time, it did not attract much attention from linguists and hence remains among the many lesser known and less-resourced languages of India.

With the rise in language technology for Indian languages, significant developments have been achieved in major Indian languages but contributions towards research in the lesser-known/low-resourced languages remain minimal. Most parsers and treebanks have been developed for the scheduled (official) languages; the non-scheduled and lesser known languages still have a long way to go. In its endeavour to fill this gap, the present paper discusses the creation and development of Bhojpuri Universal Dependency (UD) treebank and parser. UD has been acknowledged as an emerging framework for cross-linguistically consistent grammatical annotation. There is an open community with over 300 contributors, who have produced 157 treebanks in 90 languages to date (as per the latest release of UD-v2.5). (Zeman et al., 2019). The primary aim of this project is to facilitate multilingual parser development. The system will also take into account cross-lingual learning and perform parsing research from the perspective of language typology. The syntactic part of the annotation scheme can be seen as an evolution of (universal) Stanford dependencies (De Marneffe et al., 2006; De Marneffe and Manning, 2008; De Marneffe et al., 2014), while the lexical and morphological part builds on the Google universal part-of-speech tags (Petrov et al., 2012), and the Interset Interlingua (Zeman, 2008) for morpho-syntactic tags.

Section 2 discusses the language resources that have been created so far for the Bhojpuri language. While Bhojpuri has some considerable efforts in progress, it has no dependency treebank and parser. Section 3 discusses methodology to develop the Bhojpuri treebank.

Section 4 presents a linguistic study and annotation of the Bhojpuri Dependency treebank while Sections 5 and 6 discuss the development of the Bhojpuri parser and evaluate its results. The final section ends with concluding remarks and future work.

2. Literature Review

In 2013, a consortium was formed under the leadership of IIIT Hyderabad to start a project sponsored by TDIL, Government of India, and called The Development of Dependency Treebank for Indian Languages. The fundamental objective of this project was to resurrect annotation work towards monolingual and parallel treebanks for languages such as Hindi, Marathi, Bengali, Kannada, and Malayalam. To accomplish this treebank model, the Pāṇinian Kāraka Dependency annotation scheme was followed (Bharati et al., 2006). The annotation scheme was previously also utilized to annotate data in Telugu, Urdu, and Kashmiri (Begum et al., 2008; Husain et al., 2016; Bhat, 2017). Within the Universal Dependencies framework, as of UD release 2.5, treebanks and parsers are available for Sanskrit, Hindi, Urdu, Marathi, Tamil, and Telugu (Zeman et al., 2019; Ravishankar, 2017; Straka and Straková, 2019).
NLP research in Bhojpur has led to the development of a statistical POS tagger (Ojha et al., 2015; Singh and Jha, 2015), a machine-readable dictionary (Singh, 2016), a language identification tool (Kumar et al., 2018), a Sanskrit-Bhojpur machine translation system (Sinha and Jha, 2018), and more recently an English-Bhojpur machine translation system (Ojha, 2019). Nevertheless, there is no prior work on Bhojpur treebanking and parsing.

3. Data and Methodology

The data for the treebank has been extracted from the Bhojpur Language Technological Resources (BHLTR) project (Ojha, 2019). The data has been selected from the news and non-fiction domains. For this project, we use 5000 sentences (105,174 tokens) which were previously annotated with part-of-speech tags now used for language-specific tags representation in the XPOS. Out of 5000 sentences and 105,174 tokens, 254 sentences and 4881 tokens have been manually annotated at present, and released in UD 2.5.

The Bhojpur Treebank (BHTB) follows the annotation guidelines of Universal Dependencies for part-of-speech categories, morphological features, and dependency relations. Since Bhojpur is closely related to Hindi and there is already a Hindi treebank in UD, we followed the Hindi tagset wherever possible. Besides, the universal part-of-speech tagset (UPOS), UD also permits a secondary tagset (XPOS), which is language-specific and typically follows an established pre-UD practice. We use the Bureau of Indian Standards (BIS) POS tags here. This is a generic tagset for annotating Indian languages. The XPOS tags were already present in our input data and we obtained the UPOS tags through automatic conversion from XPOS. In addition to UPOS, we use 16 lexical and inflectional features defined in UD. The details of used morphological features, UPOS tags and UD relations and their statistics are demonstrated in Tables 1 and 2.

4. Linguistic Analysis of Bhojpur Dependency Treebank

As discussed earlier, we followed UD v2 guidelines to annotate BHTB. We mention below some Bhojpur constructions and their linguistics analysis under UD.

- **Nominal Predicate with Copula**

  Figure 1 is an example of a nominal predicate with a copula. In the example, the copula है (hai) is preceded by the nominal predicate देश (desh). In accordance with UD, the nominal देश is the root of the sentence and the verbal copula है is attached to it via the relation cop, as shown in the figure.

| Morph. Features       | Description | Count |
|-----------------------|-------------|-------|
| AdpType               | Adposition type | 242   |
| Aspect                | Aspect      | 524   |
| Case                  | Case        | 3007  |
| Echo                  | Echo word or a reduplicative | 9     |
| Foreign               | Foreign word | 5     |
| Gender                | Gender      | 2916  |
| Mood                  | Mood        | 93    |
| Number                | Number      | 3144  |
| NumType               | Numerical type | 84    |
| Person                | Person      | 2485  |
| Polite                | Politeness  | 103   |
| Poss                  | Possessive  | 1     |
| PronType              | Pronominal type | 163   |
| VerbForm              | Form of verb or deverbalive | 293   |
| Voice                 | Voice       | 214   |

Table 1: Statistics of morphological features used in the BHTB

| UPOS Tags   | Description | Count |
|-------------|-------------|-------|
| ADJ         | Adjective   | 183   |
| ADP         | Adposition  | 720   |
| ADV         | Adverb      | 18    |
| AUX         | Auxiliary   | 256   |
| CCONJ       | Coordinating conjunction | 112   |
| DET         | Determiner  | 256   |
| INTJ        | Intercetion | 4     |
| NOUN        | Noun        | 1361  |
| NUM         | Numeral     | 110   |
| PART        | Particle    | 135   |
| PRON        | Pronoun     | 230   |
| PROPON      | Proper noun | 352   |
| PUNCT       | Punctuation | 504   |
| SCONJ       | Subordinating conjunction | 96    |
| VERB        | Verb        | 553   |
| X           | Other       | 1     |

Table 2: Statistics of UPOS tags used in the BHTB

- **Verbal Predicates**

  We discuss three types of verbal predicates in this section: a simple verb construction, a conjunct verb construction and a compound verb construction. A simple verb or a verb with auxiliary is called simple verb construction. An example is given in Figure 2 where a verb बढ़ता (gaila) is combined with an auxiliary रहन (rahana). In UD, the verb is tagged as the root of the sentence and the auxiliary is related to it via the relation aux. In Figure 3 the sentence has both a conjunct verb and a compound verb. The conjunct verb is formed by combining a noun नजर (najara) with the compound verb चल गइल (cali gaila). Moreover, the compound verb is formed by combining
Table 3: UD relations used in BHTB. Out of 37 relations defined in the UD guidelines, we currently use 30.
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5. Development of a Bhojpuri Parser

Initially, we conducted an experiment where the parser was trained on the Hindi UD treebank (HDTB) and applied to Bhojpuri. While the parsing quality suffers from the differences between the two languages, this is partially counterbalanced by the fact that the Hindi treebank is large: there are 16,647 training sentences (351,704 tokens). This experiment was evaluated on the first 50 manually annotated sentences (650 tokens) in Bhojpuri. We found that the Hindi parser gives only 56.77% UAS, 45.61% LAS, and 52.35% UPOS tagging accuracy, respectively (as shown in Table 4). Along with this, the tokenization accuracy of the Hindi model is only 89.15%.

![Diagram](image_url)

Figure 2: A parallel sentence with simple verb construction in Bhojpuri (lines 2–3) and Hindi (lines 4–5).

![Diagram](image_url)

Figure 1: A parallel copular sentence in Bhojpuri (lines 2–3) and Hindi (lines 4–5).
Since accuracy was very low, to improve it, we conducted three experiments solely based on Bhojpuri data to build a Bhojpuri parser. In all the three experiments, we used the UDPipe open source tool (Straka and Straková, 2017). In all the cases, we used cross-validation 90:10 average. We used UDPipe’s default epoch size and learning rate, while the other hyperparameters were randomized.

However, the three experiments differ in the data size: first experiment was conducted on 1000 tokens, the second experiment was conducted on 1500 tokens, and the third experiment was conducted on 4880 tokens. The results are discussed below in the evaluation section.

![Figure 3: A parallel sentence with compound verb construction in Bhojpuri (lines 2–3) and Hindi (lines 4–5)](image)

![Figure 4: A parallel sentence with coordination in Bhojpuri (lines 2–3) and Hindi (lines 4–5)](image)

Table 4: Accuracy of a UDPipe model trained on the Hindi UD treebank (HDTB) and applied to the first 50 Bhojpuri sentences.

| Tokenization F₁ | UPOS     | UAS     | LAS    |
|----------------|----------|---------|--------|
| 89.15%         | 52.35%   | 56.77%  | 45.61% |

Table 5: UDPipe accuracy of the conducted experiments

| Experiment | XPOS  | UPOS  | UAS   | LAS   |
|------------|-------|-------|-------|-------|
| 1          | 66.67%| 69.86%| 39.73%| 31.96%|
| 2          | 66.95%| 60.17%| 45.76%| 35.59%|
| 3          | 77.64%| 79.69%| 57.49%| 45.50%|

7. Conclusion and Future Work
This paper reports the development of the very first dependency treebank for Bhojpuri language using the annotation scheme of Universal Dependency (UD). The primary aim behind undertaking this project is to facilitate dependency treebank for Bhojpuri which is one of the low-resourced Indian languages. Currently, the Bhojpuri treebank consists of 4,881 tokens. This paper discussed the annotation guidelines used, the annotation process, and statistics of the used tags/UD relations. It also presented the linguistic analysis of the Bhojpuri treebank using examples from the language. Additionally, this paper presented a Bhojpuri parser which has been trained on UDPipe tool. The accuracy of the developed model is 57.49% UAS, 45.50% LAS, 79.69% UPOS and 77.64% XPOS.

In the near future, we plan to extend BHTB up to 5,000 sentences and develop a parallel Bhojpuri-Hindi treebank. Along with this we will improve and develop a robust Bhojpuri parser using a neural model.
“Shailendra Mishra and Omprakash sang Bhojpuri songs in the program, which everyone enjoyed.”

**Figure 5:** A parallel sentence with clauses in Bhojpuri (lines 2–3) and Hindi (lines 4–5)

**Figure 6:** Learning curve of the Bhojpuri models.
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