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Quasiparticle theory gives a local relation between heat current and temperature gradient, provided the quasiparticle mean free path is smaller than the scale of variation of temperature. When mean free paths are comparable to sample size, the relation becomes non-local. This non-local relation is formulated for phonon carriers; an explicit form is found in the approximation where current relaxation rates are replaced by quasiparticle relaxation rates. A quasiparticle definition of local temperature is offered. To extract the spatial variation of the temperature gradient requires inverting the non-local relation. A variational principle is constructed. The heat current is bounded above when evaluated for a trial temperature gradient. The true temperature gradient is the one which minimizes heat current. The simplest variational approximation (a constant temperature gradient) gives an approximate formula for the thickness dependence of the heat transport across a film whose thickness is comparable to mean free paths of phonons. The formula interpolates between ballistic and diffusive limits.

I. INTRODUCTION

This paper examines heat transport in small systems where boundary and size effects play an important role. Only steady state situations are considered, where the heat current \( j \) is independent of time. The systems considered are spatially homogeneous films, with inhomogeneous temperature profiles perpendicular to the film, in the direction of current flow.

Heat transport in such systems depends on the quality of interfaces, and is often studied with an aim of diminishing the transport by interface scattering. The present paper discusses an idealized model in the opposite limit, where interfaces transmit phonons smoothly from a thermalized bath at one temperature \( T(x = 0) = T_0 \) to another thermalized bath at \( T(x = L) = T_L \) with \( T_0 > T_L \).

II. PHONON QUASIPARTICLE THEORY

The premises of quasiparticle theory are the following. (1) Propagating vibrational normal modes exist. “Existence” signifies that they live long enough and propagate far enough that their wavevector \( \vec{Q} \) and frequency \( \omega_Q \) can be measured to decent accuracy. The short-hand \( \vec{Q} \) is used to denote both the wavevector \( \vec{Q} \) and the branch index \( s \). (2) The dynamics is close enough to harmonic that to first approximation, the thermal properties are describable by \( N_Q(\vec{r}, t) \), the mean occupation of mode \( Q \). (3) The dynamics of \( N_Q \) is governed by a closed evolution equation, and this equation can describe the evolution towards a thermal equilibrium Bose-Einstein distribution \( n_Q = 1/(\exp(h\omega_Q/k_B T) - 1) \).

As an example of premise (2), consider the heat current density in the \( \hat{z} \) direction, \( j_z(\vec{r}, t) \). It is given by

\[
  j_z(\vec{r}, t) = \frac{1}{\Omega} \sum_Q h\omega_Q v_{Qz} N_Q(\vec{r}, t),
\]

where \( \Omega \) is the volume of the sample, and \( v_{Qx} = \partial\omega_Q/\partial Q_x \) is the group velocity. By time-reversal invariance, the heat current vanishes in thermal equilibrium, when \( N_Q = n_Q \), including the case of local equilibrium where \( n_Q \) varies in space through a spatially varying temperature \( T(\vec{r}) \). Let the sample be reasonably large, and the driving by external heat sources reasonably weak. It is then plausible to assume that a local temperature \( T(\vec{r}) \) can be defined. This assumption will be discussed further later on. If the weak driving is constant in time, the system reaches a steady state, characterized by a slowly-varying local temperature. If, as is commonly observed, the Fourier law \( j_x = -\kappa_{xx} \nabla_x T \) correctly describes the heat flow, then it should follow from Eq.(1) under a first-order expansion in the temperature gradient. The conductivity \( \kappa_{xx} \) could depend on the local temperature, but should not depend on the details of sample size and shape. However, at low \( T \), where long wavelength modes may have mean free paths comparable to the system size, modifications should be expected, and the relation between current and temperature gradient will become non-local.

III. MODEL SYSTEM: THE GENTLE SLAB

Consider a homogeneous film of thickness \( L \), where one side (at \( x = 0 \)) is held at temperature \( T_0 \) and the other side (at \( x = L \)) is held at temperature \( T_L < T_0 \). A steady heat flow will appear down the temperature gradient. In an actual experiment of this type, there are difficulties with quasiparticle theory. First, the true normal modes obey boundary conditions at \( x = 0 \) and \( x = L \) which are more complicated than the periodic boundary conditions used to describe quasiparticles with well-defined wavevectors and group velocities. The actual normal modes are standing waves; the traveling waves (wave-packets) that transport heat are non-stationary combinations of normal modes. Second, heat must be injected at \( x = 0 \) and removed at \( x = L \); this process may be complicated to
model. Therefore, a simpler model is needed, which I call a “gentle slab.”

The “gentle slab” is a homogeneous film, with an interior portion \(0 < x < L\) where the conductivity is studied. The interior part will be referred to as the “system.” There are two exterior heat baths. The exterior part with \(x < 0\), held at temperature \(T_0\), serves as the high temperature heat bath. The exterior part with \(x > L\), held at temperature \(T_L\), serves as the low temperature heat bath. This situation is easily simulated numerically, using “thermostats”\(^2\) in the \(x < 0\) and \(x > L\) regions. This configuration provides a model system for which the non-local relations can be carefully studied.

IV. BALLISTIC TRANSPORT

Debye\(^2\) was the first to understand that a perfect harmonic crystal should carry heat ballistically. The “gentle slab” gives a nice model. An effective conductivity can be defined by \(j_x = -\kappa_{\text{eff}}(T_L - T_0)/L\), but the effective conductivity \(\kappa_{\text{eff}}\) depends on the system size, violating the normal understanding of the Fourier law. In the interior \((0 < x < L)\), phonons with \(v_{Qx} > 0\) have propagated in from the region \(x < 0\) and thus have \(N_Q = n_Q(T_0)\), and those with \(v_{Qx} < 0\) have propagated in from the right, and have \(N_Q = n_Q(T_L)\). The heat current is thus

\[
j_x = \frac{1}{\Omega} \sum_Q \frac{\hbar \omega_Q v_{Qx}[n_Q(T_0) - n_Q(T_L)]}{\omega_Q} \tag{2}
\]

where the symmetry \(\omega_{-Q} = \omega_Q\) and \(v_{-Qx} = -v_{Qx}\) has been used to simplify the sum. This can be evaluated in the Debye model, where there are three acoustic branches per atom, all having \(\omega_Q = \nu |Q|\), and all having the same velocity \(\nu\). The answer is

\[
j_x = (3\nu/4)[u(T_0) - u(T_L)] \tag{3}
\]

where \(u(T)\) is the thermal vibrational energy density. At low \(T\), this has the value \(u(T) = (3\hbar \omega_D/5\Omega)(\pi k_B T/\hbar \omega_D)^4\). We get the result \(j_x \propto T_0^4 - T_L^4\) familiar from elementary texts for radiative heat transport. If we let \(T\) denote the mean temperature \(T_0 + T_L)/2\) and if the temperature difference \(\Delta T = T_0 - T_L\) is small compared to \(T\), then Taylor expansion is accurate, and we obtain

\[
j_x = \frac{1}{\Omega} \sum_Q \frac{\hbar \omega_Q v_{Qx} L}{\omega_Q} \frac{\partial n_Q}{\partial T} \left[\frac{T_0 - T_L}{L}\right] \tag{4}
\]

The last factor, in square brackets, is the negative temperature gradient, so we get an effective conductivity that depends on \(L\). In a Debye approximation, this becomes

\[
\kappa_{\text{eff}} = \frac{1}{4} C \tau L \tag{5}
\]

reminiscent of the usual textbook formula \(\kappa = (1/3)C \tau\), where \(C\) is the specific heat and \(\ell\) is the average mean free path. In the ballistic case, the mean free path is replaced by the film thickness, and a revised angle average changes \(1/3\) to \(1/4\).

V. PEIERLS-BOLTZMANN THEORY AND THE DEFINITION OF TEMPERATURE

In the ballistic case just described, temperature is ill-defined in the interior. Even when the mean free path of the heat carrier becomes shorter than the system size, it is not obvious how temperature should be defined, as Cahill et al.\(^4\) have emphasized. Simulations are generally classical, since it is difficult to model with the true quantized vibrations. The classical vibrational problem has a natural definition of local temperature, namely via the mean kinetic energy \(\langle KE \rangle = 3k_B T(x)/2\) of atoms with coordinate \(x\). For the ballistic gentle slab, the result is a discontinuous temperature, \(T_0\) when \(x < 0\), \(T_L\) when \(x > L\), and the mean temperature \(T\) everywhere in between.

The evolution equation for the phonon occupation \(N_Q\) is the Peierls-Boltzmann equation.\(^2\) Although not exact, it is the correct quasiparticle theory, likely to remain valid up to the point where scattering is sufficiently strong to destroy quasiparticles.\(^2\) This equation has been confirmed by derivation in the linear response limit, from Kubo formulas.\(^2\) In a 3-d simulation using a fairly small cell size, the gradients may be large enough to involve non-linear effects.\(^2\) The Peierls-Boltzmann equation contains in principle the leading non-linear effects also. In steady state \((\partial N_Q/\partial t = 0)\) the form of the equation is

\[
\left(\frac{\partial N}{\partial t}\right)_{\text{drift}} = -v_{Qx} \frac{\partial N_Q}{\partial x} = -\left(\frac{\partial N_Q}{\partial t}\right)_{\text{collision}} \tag{6}
\]

where the collision term on the right is a complicated non-linear sum (or integral) over other phonon states \(N_Q\). It is tedious to solve the full integral equation, even when appropriately linearized. Therefore, it is common to approximate the collision term by a simplified linear and local-in-\(Q\) approximation,

\[
(\partial N_Q/\partial t)_{\text{collision}} \rightarrow -(N_Q - n_Q)/\tau_Q, \tag{7}
\]

where \(\tau_Q\) is a phonon relaxation time. Linearizing also the left side of Eq.\((6)\), we could write

\[
(N_Q - n_Q) = v_{Qx} \tau_Q \frac{\partial n_Q}{\partial Q} / \partial x. \tag{8}
\]

The “exact” phonon relaxation time \(\tau_Q\) is defined by Eq.\((\ref{8})\) if \(N_Q - n_Q\) is the exact solution of the linearized version of Eq.\((\ref{6})\). It is common, and fairly accurate except at low \(T\), to take as the value of \(\tau_Q\), the one predicted by Eq.\((\ref{8})\) when all phonons \(Q'\) are forced to be in equilibrium \((N_{Q'} = n_{Q'})\) except when \(Q'\) equals \(Q\). This is the “quasi-particle relaxation time,” and agrees
regard Eq.(9) as defining a local \( \vec{r} \)cept it is allowed to have spatial variation of equilibrium Bose-Einstein function \( n \). Stationary under collisions is by having steady-state non-equilibrium quasiparticle distribution \( \vec{r} \) and (2) that the only way that this version of state quasiparticle temperature” to be defined. These quasiparticle equations permit a “local steady-state solution for the distribution function as \( N_Q(x) = n_Q(x) + \Phi_Q(x) \), where the equilibrium part \( n_Q \) depends on \( x \) through some definition of local temperature \( T(x) \). Then Eq.(10) becomes

\[
\frac{\partial \Phi_Q}{\partial x} + \frac{\Phi_Q}{\ell_Q} = -\frac{\partial n_Q}{\partial x}
\] (12)

where \( \ell_Q = v_Q \tau_Q \). The boundary conditions are \( \Phi_Q(x = 0) = 0 \) if \( \ell_Q > 0 \), and \( \Phi_Q(x = L) = 0 \) if \( \ell_Q < 0 \). The solution is

\[
\Phi_Q = -\int_0^x dx' e^{-(x-x')/\ell_Q} \frac{\partial n_Q}{\partial x'} \quad \text{if} \quad \ell_Q > 0
\]

\[
= -\int_L^x dx' e^{-(x-x')/\ell_Q} \frac{\partial n_Q}{\partial x'} \quad \text{if} \quad \ell_Q < 0.
\] (13)

Using Eq.(11), \( j = \sum \hbar \omega_Q v_Q \Phi_Q \), the current can be written as

\[
j_x(x) = -\int_0^L dx' \kappa(x, x') \frac{\partial T(x')}{\partial x'}
\] (14)

where the non-local conductivity is

\[
\kappa(x, x') = \frac{1}{\Omega} \sum_Q \hbar \omega_Q v_Q \frac{\partial n_Q(x')}{\partial T} e^{-|x-x'|/\ell_Q}
\] (15)

Two limiting cases can be checked. First, if relevant mean free paths \( |\ell_Q| \) are small on the scale of \( L \) and on the scale of \( T/|dT/dx| \), then one is in the “diffusive limit” where the usual Fourier law applies. The factor \( e^{-|x-x'|/\ell_Q} \) can be replaced by \( 2\ell_Q \delta(x - x') \), so

\[
\kappa(x, x') \rightarrow \frac{2}{\Omega} \sum_Q \hbar \omega_Q v_Q \frac{\partial n_Q(x')}{\partial T} \delta(x-x') \approx \frac{1}{3} C v \ell \delta(x-x')
\] (16)

which gives the usual Fourier law. Second, if the relevant mean free paths are all long compared with \( L \), then \( \kappa(x, x') \) has for spatial dependence, only the factor \( \partial n_Q(x')/\partial T \). Multiplying by \( \partial T/\partial x' \) and integrating \( dx' \) over the sample thickness gives exactly the ballistic result, Eq.(11).

VI. NON-LOCAL CONDUCTIVITY

Both Chen’s book\(^\text{11}\) and Zhang’s book\(^\text{12}\) have nice discussions of size effects under parallel transport in a thin film, obtained by solving Eq.(17). The application to perpendicular transport is presented here. Write the steady-state solution for the distribution function as

\[
S = k_B \sum_Q [(N_Q + 1) \ln(N_Q + 1) - N_Q \ln N_Q],
\] (9)

is an appropriate entropy for quasiparticles (if they exist), both in thermal equilibrium (when the distribution function \( N_Q \) is replaced by the equilibrium value \( n_Q \)), and when driven out of equilibrium (assuming that quasiparticles continue to exist.) One argument is the fact that this equation follows by counting available states without assuming equilibrium.\(^\text{11}\) The other argument is that one can use the Peierls-Boltzmann equation in its full form (Eq. 4) to compute the rate of change \( dS/dt \) of Eq.(9) caused by collisions. This permits the conclusions (1) that this version of entropy never decreases in time, and (2) that the only way that this version of \( S \) can be stationary under collisions is by having \( N_Q \) equal a local equilibrium Bose-Einstein function \( n_Q \). This corresponds to the usual equilibrium harmonic oscillator entropy, except it is allowed to have spatial variation of \( T \). Let us regard Eq.(9) as defining a local \( \vec{r} \) and \( t \)-dependent entropy. Next, define the corresponding \( \vec{r} \) and \( t \)-dependent energy

\[
U = \sum_Q \hbar \omega_Q (N_Q + 1/2).
\] (10)

These quasiparticle equations permit a “local steady-state quasiparticle temperature” to be defined via the steady-state non-equilibrium quasiparticle distribution function,

\[
\frac{1}{T(\vec{r})} = \frac{k_B}{3N} \sum_Q \frac{\partial S}{\partial N_Q} \left[ \frac{\partial U}{\partial N_Q} \right]^{-1}
\] (11)

Solving Eq.(4) for \( N_Q \) might then allow \( T(\vec{r}) \) to be properly defined. In the next section, something like that will be done, except in a circular way. It will be assumed that the solution \( N_Q \) contains the function \( T(\vec{r}) \), and this will allow \( N_Q \) to be computed and \( T(\vec{r}) \) to be defined.
the gentle slab; that is, $j_x(x)$ is independent of $x$. In the first (diffusive) limit, this tells us that the gradient $dT/dx$ is necessarily constant, going smoothly from $T_0$ at $x = 0$ to $T_L$ at $x = L$. In the second (ballistic) limit, one does not need to specify a temperature in the interior. Only the end temperatures are required. The phonons are unaware of temperature, once launched in the heat baths. Temperature is both ill-defined and irrelevant. The situation becomes interesting in the crossover regime, where the intermediate temperature profile needs specification. Equation (14) with the left side constant requires $\kappa(x, x')$ to be a non-negative operator, allowing variational approximation to the inversion.

If, in time $\Delta t$, an amount of heat $\Delta Q$ enters the “system” at the $x = 0$ boundary and leaves through the $x = L$ boundary, the total entropy increase is $\Delta S = \Delta Q/(1/T_L - 1/T_0)$. The left reservoir loses entropy $Q/T_0$ and the right reservoir gains $Q/T_L$. The “system” itself is in steady state, and has no entropy change,

$$0 = \frac{dS}{dt} = \left(\frac{dS}{dt}\right)_{\text{drift}} + \left(\frac{dS}{dt}\right)_{\text{collision}} = k_B \sum_q \ln \left( \frac{N_Q + 1}{N_Q} \right) \left[ \left( \frac{dN_Q}{dt} \right)_{\text{drift}} + \left( \frac{dN_Q}{dt} \right)_{\text{collision}} \right]$$

(17)

The separate parts, $(dS/dt)_{\text{drift}}$ and $(dS/dt)_{\text{collision}}$, cancel. The “drift” part is negative, exactly cancelling the net entropy increase of the baths, as will be shown below. Therefore, the source of the entropy increase of the whole (system plus baths) can be identified with the collisions in the system. A microscopic version of the total entropy increase is

$$\left( \frac{dS}{dt} \right)_{\text{tot}} = -\frac{k_B A}{\Omega} \int_0^L dx \sum_q \ln \left( \frac{N_Q + 1}{N_Q} \right) \left( \frac{dN_Q}{dt} \right)_{\text{drift}}$$

(18)

$$= k_B A \sum_q \ln \left( \frac{1 + n_Q + \Phi_Q}{n_Q + \Phi_Q} \right) \frac{dN_Q}{dt} \frac{\partial \Phi_Q}{\partial T} \frac{dT}{dx},$$

where $A$ is the area of the film. Again assuming small temperature difference so that the steady state is not far from equilibrium ($|\Phi_Q| \ll n_Q$), the logarithm can be Taylor expanded:

$$\ln \left( \frac{1 + n_Q + \Phi_Q}{n_Q + \Phi_Q} \right) \approx \frac{\hbar \omega_Q}{k_B T} - \frac{\Phi_Q}{n_Q(n_Q + 1)}$$

(19)

The first term on the right of Eq. (19) gives vanishing entropy increase from Eq. (13). The second term simplifies because $dN_Q/dT = n_Q(n_Q + 1)(\hbar \omega_Q/k_B T^2)$. The result is

$$\left( \frac{dS}{dt} \right)_{\text{tot}} = -\frac{A}{\Omega T^2} \int_0^L dx \sum_q \Phi_Q \hbar \omega_Q v_Q x \frac{dT(x)}{dx}$$

$$= -\frac{A}{T^2} \int_0^L dx j_x(x) \frac{dT(x)}{dx} = j_x A \left( \frac{1}{T_L} - \frac{1}{T_0} \right)$$

$$= \frac{A}{T^2} \int_0^L dx dx' \frac{dT(x)}{dx} \kappa(x, x') \frac{dT(x')}{{dx'}^2} \geq 0$$

(20)

The second identity of the second line of Eq. (20) follows from the first because the current $j_x$ is independent of $x$; $j_x A$ is, of course, the rate of heat transfer $dQ/dt$. This line confirms that the negative of the rate of change of entropy of the “system” due to drift is indeed the same as the rate of increase of the total entropy (“system” plus boundaries). The third line shows that $\kappa(x, x')$ has all diagonal matrix elements positive: $(g, \kappa g)$ is positive for any choice $g = dT/dx$ of temperature gradient. The only way $dS_{\text{tot}}/dt$ can be zero is for the system to be in equilibrium; that is, the temperature gradient must be zero. We can now exploit the fact that $\kappa(x, x')$ is a positive operator.

VIII. A VARIATIONAL PRINCIPLE

Our aim is to compute the temperature gradient when there is a steady heat flow, and ultimately the dependence of heat current on temperature difference. Eq. (20) can be written as

$$(g, \kappa g) = j_x(T_0 - T_L) \geq \frac{2}{(h, \kappa h) - (h, \kappa h)} \left( \frac{h, j_x}{h, \kappa h} \right)$$

(21)

where $g$ is the true temperature gradient, responsible for the actual heat current $j_x$, and $h$ is any trial temperature gradient. The inequality becomes an equality when $h$ is proportional to $g$. Eq. (21) uses the Schwartz inequality, $(a|a)|b|b| \geq (a|b)^2$, valid for any inner product. Specifically, the positivity of $\kappa$ allows an inner product $(a|b)$ to be defined as $(a, kb)$. The true solution $h = cg$ is found by varying $h$ until it maximizes the right hand side of Eq. (21). It is a variational principle for the heat current across a film. It is reminiscent of the Kohler variational principle which is useful for finding good approximations to the linearized Boltzmann transport equations in homogeneous media. Like the Kohler principle, its interpretation is that the true solution is the one that maximizes entropy production; any approximate solution underestimates entropy production and conductivity. The new principle applies to the exact Peierls-Boltzmann equation for the gentle slab, as well as to the approximate version obtained from relaxation-time approximation. It should surely also apply to the Bloch-Boltzmann (electron) equation for the same model, and probably for the electrical conductivity problem as well as heat conductivity. Probably it can be extended to more complicated
models.

Using the fact that $j_x$ is independent of $x$, the numerator on the right of Eq. (21) is just $j_x(h, 1)$, the variational principle can be re-written as

$$j_x \leq (T_0 - T_L) \frac{(h, kh)}{(h, 1)^2}$$

(22)

For the explicit approximate version of Eq. (15), the variational answer can be written

$$j_x \leq j_x^{(p)},$$

(23)

$$j_x^{(p)} = \frac{(T_0 - T_L)}{L} \frac{2}{\Omega} \sum_{Q} \hbar \omega_Q v_Q \eta_Q \frac{d\eta_Q}{dT} F^{(p)}(\ell_Q/L),$$

(24)

$$F^{(p)}(\ell_Q/L) = L \frac{L}{2\ell_Q} \int_{x_0}^{x_0 + L} dx f_0^L dx' e^{-|x - x'|/\ell_Q} h(p)(x) h(p)(x'),$$

(25)

where $(p)$ indicates a $p$-th generation trial gradient $h^{(p)}$ with variational parameters $\{\alpha_1, \ldots, \alpha_p\}$. The symmetry of the “gentle slab” model causes $\kappa(x, x')$ to be invariant under $(x, x') \rightarrow (x', x)$. The solution will have therefore “left-right” symmetry $g(L - x) = g(x)$. Choosing the trial function $h(x)$ also to have this symmetry, the integrations in Eq. (24) simplify. The simplest trial gradient is, of course, a constant, $h^{(0)}(x) = 1$ (the actual value, $(T_L - T_0)/L$, is irrelevant because it cancels with the denominator.) This gives an expression for $F^{(0)}$,

$$F^{(0)} = 1 - \left(1 - \frac{1 - e^{-L/\ell_Q}}{L/\ell_Q}\right)$$

(26)

$$j_x \leq j_x^{(0)} = \frac{(T_0 - T_L)}{L} \frac{2}{\Omega} \sum_{Q} \hbar \omega_Q v_Q \eta_Q \frac{d\eta_Q}{dT} \left[1 - \left(1 - \frac{1 - e^{-L/\ell_Q}}{L/\ell_Q}\right)\right].$$

(27)

For short mean free paths $\ell_Q \ll L$, the correction factor $F^{(0)}$ is 1 and the current is the usual bulk conductivity. For long mean free paths $\ell_Q \gg L$, the factor is $F^{(0)} = L/2\ell_Q$, and the current is the ballistic result, Eq. (4). So the expression is correct in both limits, and gives a smoothly interpolating upper bound in between.

It seems unlikely that an improved variational correction can be written explicitly. In actual computational theory, if the non-local $\kappa(x, x')$ is constructed, numerical inversion would be preferable to variational approximation. But the interpolation formula given here should be reasonably accurate and has the virtue of simplicity.
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