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Abstract—We study safe, data-driven control of (Markov) jump linear systems with unknown transition probabilities, where both the discrete mode and the continuous state are to be inferred from output measurements. To this end, we develop a receding horizon estimator which uniquely identifies a sub-sequence of past mode transitions and the corresponding continuous state, allowing for arbitrary switching behavior. Unlike traditional approaches to mode estimation, we do not require an offline exhaustive search over mode sequences to determine the size of the observation window, but rather select it online. If the system is weakly mode observable, the window size will be upper bounded, leading to a finite-memory observer. We integrate the estimation procedure with a simple distributionally robust controller, which hedges against misestimations of the transition probabilities due to finite sample sizes. As additional mode transitions are observed, the used ambiguity sets are updated, resulting in continual improvements of the control performance. The practical applicability of the approach is illustrated on small numerical examples.

I. INTRODUCTION

A. Background and Motivation

Switching systems are dynamical systems described by a real-valued state vector and a discrete-valued operating mode. For each of the operating modes, the system dynamics and output mapping may be different. This is a wide class of systems, finding applications in a myriad of different fields [1]–[3]. We refer to Markov switching systems as the particular subclass of such systems in which the discrete mode switches are governed by a Markov chain.

Our main objective is to control Markov switching systems, while simultaneously learning the switching probabilities between the modes, which are initially assumed to be completely unknown. A promising approach, which systematically balances controller performance and robustness with respect to misestimations of the probability distributions, is called distributionally robust control. Due to its attractive theoretical properties, it has become popular for an increasing number of control tasks [4]–[7].

When designing controllers for this class of systems, it is often assumed that the discrete mode is directly measurable [2], [7]–[9]. However, in practice, the discrete mode typically needs to be inferred from measurements of the continuous state or from output measurements. In this work, we will restrict our attention to the particular case of Markov jump linear system (MJLS) [10], and we will only assume output measurements to be available.

Our goal is to recursively estimate the active mode, in order to continually learn the transition probabilities of the underlying Markov chain, and integrate this procedure with an online controller design which leverages this information to gradually improve performance. By adopting a distributionally robust framework, we can do so while retaining system theoretic guarantees, such as stability. We will illustrate this by means of a linear controller design, but keeping in mind more advanced applications, involving model predictive approaches [2].

B. Related work

In general, the task of estimating the state of MJLS has been studied extensively under various assumptions. In the most general setting, where both the discrete mode and the continuous state are to be estimated from (noisy) output measurements, it is well-known that the optimal observer requires exponentially growing memory, as was first shown in [11]. To combat this restriction, several approximate estimators have been proposed [11], [12], e.g., the interacting multiple model (IMM) approach [13] has been a popular choice in the case where the transition probabilities are known. More recently, in [14], techniques from relaxed dynamic programming were used to design an efficient receding horizon estimator which discards unlikely mode sequences, while retaining accuracy bounds. Since most of these approximate methods rely on the knowledge of the transition probabilities to merge or discard certain mode sequences, they are not directly applicable in the present setting, as no prior knowledge of the transition probabilities is available.

Others have proposed to circumvent the mode estimation problem by limit estimating the underlying state [15]. However, since our end goal involves learning the underlying transition matrix for prediction purposes, continuous state estimates alone do not suffice for our purposes.

A parallel line of study has focused on the possibility of uniquely identifying the mode sequence and initial state from noiseless output measurements, leading to different notions of observability in the context of (linear) switching systems [16]. In [17], simple rank conditions for the observability of autonomous jump linear systems with unknown switching sequence were given. These results were later extended to systems with a control input [18]. Although these conditions
are attractive from a computational point of view, since they do not suffer from exponential growth in complexity, they require a minimal dwell-time assumption on the (unknown) mode sequence. This assumption excludes the case where the underlying mode sequence is generated by a Markov chain, especially if there is no prior information on the transition probabilities.

Around the same time, Babaali and Egerstedt proved complementary results, allowing for arbitrary switching behavior [19]–[21]. It has been shown that in these circumstances, it is often not possible to uniquely identify the mode sequence at the current time step. This consideration has led to more relaxed notions of mode observability [22]–[25], which we will utilize in this work.

Roughly speaking, a system is said to be mode observable if there exists a finite observation horizon $N$, such that the mode sequence (and the initial state) can be recovered from $N$ measurements (see Section II-A for a formal definition). In prior observer designs, this horizon was assumed to be determined offline. Although the determination of this horizon was shown to be decidable in theory [19], the computational complexity explodes rapidly with the required horizon $N$, which makes this offline procedure intractable, even for small-scale systems [19].

C. Contributions

Our first and main contribution is the development of a recursive estimator for the mode and the continuous state of Markov linear systems. As we do not assume any prior knowledge on the transition probabilities, our scheme permits arbitrary switching behavior. This recursive procedure will automatically select the required window size, alleviating the need to determine the observability index offline. Additionally, we integrate the proposed mode observer with a data-driven distributionally robust controller design and illustrate how potential non-uniqueness of the current mode and current state can be circumvented using an output-feedback approach. Finally, we demonstrate the practicality of our approach using illustrative numerical experiments.

D. Notation

Given $a \leq b \in \mathbb{N}$, we define $\mathbb{N}_{[a,b)} := \{ n \in \mathbb{N} \mid a \leq n < b \}$. We define the strictly positive natural numbers by $\mathbb{N}_+ := \mathbb{N} \setminus \{0\}$. Let $x = (x_i)_{i \in \mathbb{N}}$ denote some (potentially vector-valued) sequence; given indices $k \geq l \in \mathbb{N}$, $x_{[k,l)} = (x_k, \ldots, x_l)$ is the subsequence over the time steps $k$ to $l$. Given a matrix $A$, $A^\dagger$ is its (Moore-Penrose) pseudo-inverse. Given matrices $A_i$, $i = 0, \ldots, n$, we denote their product (in the order of the index $i$) by $\prod_{i=0}^n A_i = A_0 A_1 \ldots A_n$. We denote the cardinality of a (finite) set $\Theta$ by $|\Theta|$. Given symmetric matrices $Q, Q'$, we write $Q \succ Q'$ to signify that $Q - Q'$ is positive definite. Finally, we denote by $\Delta_d := \{ p \in \mathbb{R}^d \mid p \geq 0, 1^\top p = 1 \}$ the $d$-dimensional probability simplex.

II. PRELIMINARIES AND PROBLEM STATEMENT

Let $\{\theta_t\}_{t \in \mathbb{N}}$ be a time-homogeneous Markov chain, defined on some probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and taking values on the finite set $W := \{1, \ldots, d\}$. We denote its (unknown) transition matrix $P = (P_{i,j})_{i,j \in W} \in \Delta_d^d$, where $\Delta_d^d$ denotes the set of $d$-by-$d$ stochastic matrices, that is, $P_{i,j} = \mathbb{P}[\theta_t = j \mid \theta_{t-1} = i]$. We will denote the $i$th row of $P$, $\Delta_d^d$. We will assume that the Markov chain is $(\theta_t)_{t \in \mathbb{N}}$ is ergodic, i.e., there exists a value $k \in \mathbb{N}_{>0}$, such that $P^k > 0$ element-wise, for some $k \geq 1$. This assumption ensures that every mode of the chain gets visited infinitely often [26, Ex. 8.7], effectively allowing us to learn the complete transition matrix from a sample trajectory.

Driven by this Markov chain is the MJLS

\begin{align}
  x_{t+1} &= A_{\theta_t} x_t + B_{\theta_t} u_t \quad \text{(1a)} \\
  y_t &= C_{\theta_t} x_t, \quad \text{(1b)}
\end{align}

where $x_t \in \mathbb{R}^n$ is the (continuous) state of the system, $u_t \in \mathbb{R}^m$ is the input and $y_t \in \mathbb{R}^{n_y}$ is the output at time step $t$. We refer to the value $\theta_t$ as the mode at time $t$. Given the initial state $x_0$, a sequence of previous control actions $u_{[0,t-1]} = (u_0, \ldots, u_{t-1}) \in \mathbb{R}^{m \times t}$ and the true mode sequence $\theta^* = (\theta_0, \ldots, \theta_t) \in W^{t+1}$, the sequence of measurements $y_{[0,t]} = (y_0, \ldots, y_t) \in \mathbb{R}^{n_y(t+1)}$ satisfies $y_{[0,t]} = Y(\theta^*, x_0, u_{[0,t-1]})$, with

\begin{equation}
  Y(\theta^*, x_0, u_{[0,t-1]}) := O(\theta^*) x_0 + G(\theta^*) u_{[0,t-1]},
\end{equation}

where

\begin{equation}
  O(\theta) := \begin{bmatrix}
    C_{\theta_0} A_{\theta_0} & & \\
    & \ddots & \\
    & & C_{\theta_k} A_{\theta_k-1}
  \end{bmatrix}
\end{equation}

is the observability matrix and

\begin{equation}
  G(\theta) := H(\theta) \text{ diag}(B_{\theta_0}, \ldots, B_{\theta_{t-1}}),
\end{equation}

\begin{equation}
  H(\theta) := \begin{bmatrix}
    0 & \cdots & 0 \\
    \vdots & \ddots & \vdots \\
    0 & \cdots & 0
  \end{bmatrix},
\end{equation}

describe the effects of the controls. We will now review several standard notions from the literature regarding observability of the mode sequence, and adapt them to our purposes where needed.

A. Mode observability

The task of recovering the mode sequence (or path) from a sequence of measurements rests on our ability to distinguish two mode sequences from one another, which leads to the following concept, originally introduced by [20] as controlled discernibility.

**Definition II.1 (Discernibility).** We say that a pair of mode sequences $\theta, \theta' \in W^N$ of length $N$ is discernible with respect to a control sequence $u \in \mathbb{R}^{(N-1)m}$ if

\begin{equation}
  Y(\theta, x, u) \neq Y(\theta', x', u), \quad \text{for all } x, x' \in \mathbb{R}^{n_x}.
\end{equation}

Otherwise, we say that the pair is indiscernible with respect to $u$. 
In words, two paths are discernible if there is no pair of initial states for which the two paths would yield the same output measurements.

Remark II.2. In the context of autonomous systems, i.e., whenever \( B_i = 0 \) for all \( i \in W \), a weaker notion of discernibility is typically considered, where a condition akin to (5) is imposed for almost every \( x, x' \) [20], or all \( x, x' \), such that \( x \neq 0 \) or \( x' \neq 0 \) [24]. This relaxation is necessary in this case, since (5) would require the column spaces of \( O(\theta) \) and \( O(\theta') \) to be fully disjoint, which is impossible as both trivially contain the zero vector. Unfortunately, this weakened discernibility notion is not sufficient to ensure that the state and mode sequence can be recursively determined online. An additional assumption needed for this purpose is known as backward discernibility. We refer to [21], [27] for more details as we will not consider this case here.

We can now introduce the following notions of mode observability (MO) for system (1), following roughly the terminology of [22], [24].

Definition II.3. Consider \( N \in \mathbb{N}_+ \) and \( \alpha, \omega \in \mathbb{N} \), with \( \alpha + \omega < N \). We say that system (1) is \((N, \alpha, \omega)\)-MO if for all paths \( \theta, \theta' \in W^{N+1} \), with \( \theta[\alpha, \omega] \neq \theta'[\alpha, \omega] \), \( \theta \) and \( \theta' \) are discernible with respect to almost every control sequence \( u \in \mathbb{R}^{n_u(N-1)} \), that is, all \( u \in \mathcal{U}_N^{\alpha,\omega} := \mathbb{R}^{n_u(N-1)} \setminus \mathcal{K}_N^{\alpha,\omega} \), with \( \mathcal{K}_N^{\alpha,\omega} \) a set of Lebesgue measure 0.

We refer to \( \mathcal{U}_N := \bigcup_{\alpha,\omega} \mathcal{U}_N^{\alpha,\omega} \) as the set of discerning \( N \)-step control sequences. This notion can be characterized as follows [20], [22].

Lemma II.4 (Controlled discernibility [20]). Two paths \( \theta, \theta' \in W^{N+1} \) are discernible with respect to almost every control sequence if

\[
(I - P)(G(\theta) - G(\theta')) \neq 0,
\]

where \( P \) denotes the orthogonal projection onto the column space of \( [O(\theta) \quad O(\theta')] \).

We call any system satisfying the above weakly MO.

Definition II.5 (Weak mode observability). We say that system (1) is weakly MO at index \( N \), if there exists a pair \( (\alpha, \omega) \), such that it is \((N, \alpha, \omega)\)-MO. We call the lowest such \( N \) the index of observability.

Assumption II.6. System (1) is weakly MO at some (unknown) index \( N \).

One can argue that weak MO is the minimal requirement to guarantee a priori that any mode observation scheme will produce a meaningful result. If it does not hold, then there is no guarantee that for any initial state, even a single mode can ever be uniquely determined, regardless of the number of output measurements.

In practice, verification of (weak) mode observability may require a rapidly growing number of verifications of (6), rendering even offline computation of the observability index \( N \) intractable. For this reason, we propose a scheme which does not require the observation horizon to be selected beforehand. Rather, it is automatically tuned to the smallest required value. We will see that this typically yields a smaller observation window than required by mode observability (see Section V).

III. ONLINE MODE ESTIMATION

In this section, we describe a mode estimation procedure which stores a window of \( N_t \) past measurements, where \( N_t \) is adaptively selected online. To ease notation, we will denote by \( y_t := y[t-N_t, t] \) the sequence of measurements collected over the observation window at time \( t \). Similarly, we will denote by \( u_t := u[t-1-N_t, t-1] \) the known control sequence over the same window. At every time instance, the estimation procedure, summarized in Algorithm 1, consists of two main steps, discussed below: (i) update the set of consistent mode sequences (Section III-A); and (ii) update the horizon length (Section III-B).

In the remainder of this section, we will make the following assumption.

Assumption III.1. The applied control sequences \( u_t \) are discerning for all \( N_t \geq N \), where \( N \) denotes the index of mode-observability of the system.

Remark III.2. This assumption can be enforced by imposing it explicitly as a condition during controller synthesis [22]. Unfortunately, this leads to a nonconvex constraint, which is highly undesirable in most design procedures for linear systems. However, since by assumption on the underlying system, the set of non-discerning control sequences is null, it suffices in practice to add a very small random number (e.g., \( e_u \sim \mathcal{N}(0, \epsilon I_{n_u}) \), with \( \epsilon > 0 \) close to zero) to the control action and thus apply \( u_t = u_t + e_u \) to the system instead. In doing so, the sequence \( u_t \) will be discerning with probability one.

A. Consistent mode sequences

At every time instance \( t \), the procedure keeps track of the set of modes sequences of length \( N_t \), defined as follows.

Definition III.3 (Consistent mode sequences). For a given measurement sequence \( y \in \mathbb{R}^{(N+1)n_y} \), and control sequence \( u \in \mathbb{R}^{n_u} \), we denote by

\[
\Theta(y, u) := \{ \theta \in W^{N+1} | \exists x \in \mathbb{R}^{n_x} : y = Y(\theta, x, u) \}
\]

the set of mode sequences consistent with \( y \) and \( u \).

Remark III.4. Note that by definition, any pair of elements \( \theta, \theta' \in \Theta(y, u) \) is indiscernible with respect to \( u \).

Remark III.5. In the following, we will always index a mode sequence \( \theta \in \Theta(y, u) \) relative to the start of the prediction window, i.e., \( \theta = (\theta_0, \ldots, \theta_N) \), and not relative to the absolute time index \( t \), as in \( (\theta_{t-N_t}, \theta_{t-N_t+1}, \ldots, \theta_t) \). This should cause no confusion as the final element in the sequence, \( \theta_{N_t} \), will always correspond to the absolute time \( t \).

Given a mode sequence \( \theta \), one can verify its consistency by solving a single least-squares problem. More specifically, \( \theta \in \Theta(y, u) \) if and only if

\[
(I - O(\theta)O(\theta)^\dagger)g(\theta) = 0,
\]
with \(\tilde{y}(\theta) := y - G(\theta)u\). In a naive implementation, constructing the set \(\Theta(y_1, u_1)\) would require \(O(d^{N_t+1})\) verifications of (7). However, as the next result shows, only the extensions of mode sequences that are in \(\Theta(y_{i-1}, u_{i-1})\) need to be considered. This reduces the computational burden to \(O(|\Theta(y_{i-1}, u_{i-1})|d)\), which could potentially entail quite a considerable reduction.

**Lemma III.6.** Let \(\theta' := [\theta\theta] \in W^{N+1}\) denote the concatenation of a path \(\theta \in W^N\) with a single mode \(\tilde{\theta} \in W\), for some \(N \in \mathbb{N}_+\). If \(\theta' \in \Theta(y_{I[N+1]}, u_{I[N]}),\) then there must exist a mode \(\tilde{\theta}\in W\) such that \([\theta\theta] \in \Theta(y_{I[N]}, u_{I[N]-1}). Similarly, if \([\theta\theta] \in \Theta(y_{I[N+1]}, u_{I[N]}),\) then \([\theta\theta\theta] \in \Theta(y_{I[N+1]}, u_{I[N]-1})).

**Proof.** It follows directly from the definition of \(\Theta(\cdot)\). See the Appendix for details.

**B. Window size selection**

Once the set of consistent mode sequences has been computed, the next step is to determine which is required to increase the window size \(N_t\). To this end, let \(n_c \in \mathbb{N}_+\) be a user-specified positive number and define the set

\[
I^{n_c}_t := \left\{ k \in \mathbb{N}_{[0,N_t]} \mid \theta_{k+i} = \theta'_{k+i}, \forall \theta, \theta' \in \Theta(y_t, u_t), \forall i \in \mathbb{N}_{[0,n_c-1]} \right\},
\]

with \(N_t := \max\{N_t-n_c, 0\}\), containing the indices at which all consistent mode sequences are identical for \(n_c\) consecutive time steps. If \(I^{n_c}_t = \emptyset\), then we set \(N_{t+1} = N_t + 1\). By default, one would take \(n_c = 1\). However, in the case where one is interested in observing mode *transitions* rather than simply the modes at potentially non-consecutive time instances (as one would take \(n_c = 1\)), it is desirable to take \(n_c = 2\). This criterion for the selection of \(N_t\) is justified by the following observations.

**Lemma III.7.** If system (1) is \((N,\alpha,\omega)\)-MO, then it is also \((N + 1, \alpha, \omega)\)-MO.

**Proof.** See Appendix.

**Proposition III.8.** If the system is weakly MO at index \(N\), then there exists an index \(k\), such that for all sufficiently large \(t\),

\[
\theta_{k+i} = \theta'_{k+i} \forall \theta, \theta' \in \Theta(y_t, u_t)
\]

for all \(i \in \mathbb{N}_{[0,n_c-1]}\).

**Proof.** This is a direct consequence of Definition II.3 and the fact that two paths \(\theta, \theta' \in \Theta(y_t, u_t)\) are indiscernible (see Remark III.4). We consider two distinct cases.

1. Suppose that \(N_t = N\), then weak mode-observability and Assumption III.1 imply that for some \(\alpha, \omega\),

\[
\theta_{[\alpha,N_t-\omega]} = \theta_{[\alpha,N_t-\omega]}, \forall \theta, \theta' \in \Theta(y_t, u_t),
\]

since all paths in \(\Theta(y_t, u_t)\) are indiscernible (see Remark III.4). By Lemma III.7, this can be extended inductively to any \(N_t > N\). Hence, if \(N_t \geq \max\{N, n_c + \alpha + \omega - 1\}\), then (9) holds for all \(i \in \mathbb{N}_{[0,n_c-1]}\).

2. If, alternatively \(N_t < N\), then two situation may occur. Either (9) holds and there is nothing to prove, or (9) does not hold. The latter case implies that \(I^{n_c}_{t+1} = \emptyset\) and therefore \(N_{t+1}\) is increased by one.

This situation may occur a finite number of times, until eventually \(N_t = \max\{N, n_c + \alpha + \omega - 1\}\) and we arrive back in case I.

From Proposition III.8 it follows that the window sizes \(N_t, t \in \mathbb{N}\), generated by Algorithm 1 are upper bounded, and furthermore, that asymptotically, an infinite number of consecutive mode sequences of length \(n_c\) will be observed. These mode sequences can be obtained at every time step from \(\Theta_t\) and \(I^{n_c}_t\).

**C. Recovery of the continuous state**

For control purposes, one may additionally wish to recover the initial state corresponding to a path in \(\Theta(y_t, u_t)\). For any consistent mode sequence \(\theta \in \Theta(y_t, u_t)\), there exists an initial state \(x_{t-N_t}\), such that the linear system

\[
O(\theta)x_{t-N_t} = \tilde{y}_t(\theta)
\]

with \(\tilde{y}_t(\theta) = y_t - G(\theta)u_t\) is consistent. Of course, the solution of this system is unique if and only if \(\text{rank}(O(\theta)) = n\). If this is the case for any path \(\theta\), then it is said that the system is *pathwise observable* [19]. However, this may require a larger number of measurements than the requirement that \(I^{n_c}_t \neq \emptyset\). To account for this, one may simply add the condition that \(\text{rank}(O(\theta)) = n\) for all \(\theta \in \Theta_t\) in step 4 of Algorithm 1. Provided that the system is *pathwise observable* at some index \(N_p\), then a modified version of Proposition III.8 can be shown analogously to establish finiteness of the window size \(N_t\). However, even under this assumption, it is not clear that the solutions of (10) for different paths will always coincide. In Section IV-B, we discuss several alternative approaches for circumventing this indeterminism of the state in the controller design.

---

**Algorithm 1 Mode estimation**

**Require:** initial measurement \(y_0, \text{system (1), } n_c > 0\), \(t \leftarrow 0, N_t \leftarrow 0, \Theta_t \leftarrow \{\theta \in W \mid \exists x : y_0 = C_p x\}\),

1. **loop**
2. \(t \leftarrow t + 1\)
3. Compute \(I^{n_c}_t\) using (8)
4. if \(|I^{n_c}_t| = 0\) then \(N_{t+1} \leftarrow N_t + 1\)
5. **for all** \(\theta \in W\) do
6. \(\theta \leftarrow [\theta \theta\theta]\) \(\triangleright\) Concatenate paths
7. **for all** \(y, u, \theta\) do
8. \(\Theta_t \leftarrow \text{UPDATE}(\Theta_t, y, u, \theta)\)
9. **return** \(\Theta_t\)
IV. DISTRIBUTIONALLY ROBUST CONTROL

We will now illustrate how the proposed mode-observation scheme can be utilized for controller design. Our objective is to construct a stabilizing controller for system (1), given only the information obtained by the observer described above. To this end, we adopt a distributionally robust approach, in which the available data is used to construct a convex set of distributions which contains the true distribution with high probability.

For simplicity, we will restrict our attention here to the synthesis of stabilizing linear controllers, essentially extending the work in [28] to the partially observed case. Although interesting in its own right, this problem will prove particularly useful as a tool for the design of stabilizing model predictive control schemes [29]. For instance, the controller described below could be used in conjunction with the methodology of [30] (with minor modifications), extending it to a distributionally robust variant.

A. Data-driven ambiguity sets

In order to account for misestimations of transition probabilities due to finite sample sizes, we replace empirical point estimates by so-called ambiguity sets. Conceptually, an ambiguity set is a (data-dependent) set of probability distributions that contains the true data-generating distribution with some specified confidence level. Let $D_t := \{(\theta_k, \theta_{k+1})\}_{k=0}^t$ denote the set of mode switches observed up to time $t$, using Algorithm 1. Partitioning this set into sets $D_{t,i} := \{(\theta_{k+1} | (\theta_k, \theta_{k+1}) \in D_t, \theta_k = i) \}$, $i \in W$, containing the observed mode transitions originating in mode $i$, we obtain an independent, identically distributed (i.i.d.) sample from the probability vector $P_t$, (i.e., the $i$th row of the (unknown) transition matrix $P$). Let $\beta_i \in [0,1]$, $t \in \mathbb{N}$ denote a given (summable) sequence of desired confidence levels. Following the approach of [7], we define the ambiguity set as

$$\mathcal{A}_{t,i} = \mathcal{A}(D_{t,i}) := \{ p \in \Delta_W \, | \, \| p - \hat{p}_{t,i} \|_1 \leq r_{t,i} \},$$

(11)

where $\hat{p}_{t,i} = \frac{1}{|D_{t,i}|} \sum_{\theta \in D_{t,i}} \delta(\theta)$ is the empirical distribution over the set $D_{t,i}$, and the radius

$$r_{t,i} = \sqrt{\frac{2(d \log 2 - \log \beta_i)}{|D_{t,i}|}},$$

(12)

is chosen using standard concentration inequalities to ensure that [31, Thm. A.6.6]

$$\mathbb{P}[P_t \in \mathcal{A}(D_{t,i})] \geq 1 - \beta_i,$$

(13)

for all $i \in W$. Note that the probability here is taken with respect to the data set $D_{t,i}$. We emphasize that the quantities $\hat{p}_{t,i}$ and $r_{t,i}$ can easily be updated online, without requiring explicit storage of the dataset $D_{t,i}$.

Finally, it is worthwhile to mention that several other classes of ambiguity sets have been proposed in the literature (see, for instance, [4] for an overview). For our purposes, however, the $l_1$-ambiguity set defined as (11) is particularly suitable due to its polytopic structure, as we will discuss in the next section.

B. Controller design

As the mode at time $t$ is not necessarily uniquely defined, even under pathwise observability [19], the continuous state at time $t$ may not be uniquely recoverable. Several approaches have been proposed to circumvent this issue. For instance, in [32], path-dependent Luenberger-type observers are designed, together with conditions under which the error dynamics are stable for any consistent path at time $t$. However, these developments were made assuming no stochastic structure in the switching behavior. By contrast, our goal is to use the constructed ambiguity sets (11) to incrementally improve the controller using the observed data. This without jeopardizing fundamental system-theoretic properties of the closed-loop system. To this end, we employ a more direct approach based on linear output feedback.

More specifically, our goal is to construct a (time-varying) control law $u_t = K_t y_t$ such that the closed-loop system

$$x_{t+1} = (A_{t} + B_{t} K_{t} C_{t}) x_t,$$

(14)

is stable in the mean-square sense. System (14) is said to be mean-square stable if $\lim_{t \to \infty} \mathbb{E}[x_t x_t^\top] = 0$ [10]. A sufficient condition for this is the existence of a mode-dependent matrix $V_j > 0$, $i \in W$ such that the Lyapunov-type condition

$$\sum_{j \in W} P_{t,j}(A_j + B_j K_j C_j)^\top V_j (A_j + B_j K_j C_j) - V_j < 0,$$

(15)

holds for all $i$, and for all $t \in \mathbb{N}$ [10]. The main challenge here is that $K_t$ is multiplied both on the left and the right, which makes it impossible to use standard techniques to reformulate (15) as a linear matrix inequality (LMI) [28], [30], [33].

This issue was addressed in [34] for the case where the transition matrix is known. Exploiting the fact that the ambiguity sets $\mathcal{A}_{t,i}$ are polytopic, i.e., they can be written as $\mathcal{A}_{t,i} = \text{conv} \{ q_{t,i,j}^{\theta_{t,i,j}} \}$, we can straightforwardly extend this methodology to the distributionally robust case, leading to the following result.

**Theorem IV.1.** Suppose that at every time $t$, for sufficiently large $\alpha > 0$, and any positive number $c > 0$, there exists a solution $\gamma^* < 0$ to

$$\begin{align}
\gamma^* &= \min_{\gamma > 0, \gamma \leq C_1} \sum_{i=1}^W \gamma \alpha_i \mathcal{A}_{t,i} \\
\text{subj. to} & \begin{align}
& V_{i,i} - V_{i,j}^\top V_{j,j} - V_{j,j}^\top V_{j,i} \gamma I_i \\
& V_{i,i} \gamma c, V_{i,j}^\top V_{j,j}, \alpha_i & \leq 0
\end{align}
\end{align}$$

(16a, 16b, 16c, 16d)

for all $j \in \{1, 2 \}$ and $i \in W$, with $O_i$ as defined in (18) (see Appendix), where $M = (M_i)_{i \in W}$ is a given (potentially mode-dependent) stabilizing state-feedback gain with respect to all $P_t \in \mathcal{A}_{t,i}$, $i \in W$ and $\{ q_{t,i,j}^{\theta_{t,i,j}} \} \delta_{\theta_{t,i,j}}$ are the vertices of the polytopic ambiguity set $\mathcal{A}_{t,i}$. Let $K_t = Q^{-1} L$ denote the corresponding output feedback gain. If furthermore, the confidence levels $\beta_i$ are chosen to satisfy $\sum_{t=0}^\infty \beta_t < \infty$, then $u_t = K_t y_t$ is a mean-square stabilizing controller.
Proof. If $P_i \in A_{t,i}$ for all $i \in W$, then, since $O_t(\cdot, M, \alpha)$ is affine, [34, Thm. 1] implies that at time $t$ (15) holds for all $i \in W$. Now let $E_t = \{\exists i \in W : P_i \notin A_{t,i}\}$ denote the event where at least one row of the transition matrix does not lie in the corresponding ambiguity set at time $t$. By (13) and the union bound, we have that $\mathbb{P}[E_t] \leq d\beta_t$. Since $\beta_t$ was assumed to be summable, the Borel-Cantelli lemma [26, Thm. 4.3] implies that with probability 1, there exists a finite time $T$, such that the event $E_t$ occurs for all $t > T$. Thus, the Lyapunov condition (15) holds for all $i \in W$ and for all sufficiently large $t$.

The stabilizing state-feedback gain $M$ can be computed using standard techniques, often yielding a separate LMI (e.g., [28], [30]). For the confidence levels we choose $\beta_t = 0.5(t + 1)^{-2}$ in our experiments, as this sequence is summable, but decreases sufficiently slowly to ensure that the radii $r_{t,i}$ will converge to 0. Indeed, since by assumption, the Markov chain is ergodic, [35, Lem. 6] essentially states that the number of visits in every mode (i.e., $|D_{t,i}|$) asymptotically grows linearly with $t$, so that by (12), $\lim_{t \to \infty} r_{t,i} = \frac{\log t}{T} = 0$.

As a result, we may expect subsequent refinements of $K_t$ to approach the control gain obtained when the transition matrix $P$ is known.

V. ILLUSTRATIVE EXAMPLES

A. Mode estimation

Consider the system (1) with $A_1 = \begin{bmatrix} 0.45 & 0 \\ 0.25 & 0.4 \end{bmatrix}$, $A_2 = \begin{bmatrix} 0.25 & 0.2 \\ 0.04 & 0.4 \end{bmatrix}$, $B_1 = B_2 = \begin{bmatrix} 0.3 \\ 0.4 \end{bmatrix}$, $C_1 = C_2 = \begin{bmatrix} 1 \\ 1 \end{bmatrix}$, driven by random input $u_t$, drawn i.i.d. from a Gaussian distribution, i.e., $u_t \sim \mathcal{N}(0, I_{n_u})$ as described in [36]. This system is not weakly MO at least up to index $N = 15$, in the sense of Lemma II.4. However, running Algorithm 1 with $n_c = 2$ for 5000 randomly drawn states $x_0 \sim \mathcal{N}(0, I_{n_x})$, and with uniform transition probabilities (i.e., $P_{i,j} = 0.5$, $i, j \in W$) we find that in all cases, $N_t$ converges to 3, with $|\Theta_t| \leq 4$ for all $t$. Similarly, the system with $A_{t,i}$, $B_t$ and $C_t$ as in [15, sec. V] (omitted here for sake of space) is $(4, 1, 1)$-MO, and thus weakly MO in the sense of Lemma II.4. Yet, in practice, we find that in almost all cases, Algorithm 1 with $n_c = 2$ converges to $N_t = 3$, with the path uniquely identified, i.e., $|\Theta_t| = 1$ for all $t \geq 1$. It is clear that manual selection of the observation window size based on offline observability computations will − when feasible − tend to lead to a strict overestimation of the practically required window length.

B. Distributionally robust control

Consider the (autonomously instable) system (1) with

$A_1 = \begin{bmatrix} 1.05 & 1.5 \\ 0 & 1.1 \end{bmatrix}$, $A_2 = \begin{bmatrix} 0.98 & 0.7 \\ 0.04 & 0.95 \end{bmatrix}$,

$B_1 = \begin{bmatrix} 0.9 & 0 \\ 0 & 0 \end{bmatrix}$, $B_2 = \begin{bmatrix} 0.8 & 0.5 \\ 0 & 1.4 \end{bmatrix}$, $C_1 = \begin{bmatrix} 0.1 \\ 0 \end{bmatrix}$, $C_2 = \begin{bmatrix} 1 \\ 0 \end{bmatrix}$,

and with uniform transition matrix: $P_{t,i} = 0.5$, $i, j \in W$.

We compare three controllers: (i) A robust controller, assuming no knowledge of the transition probabilities, computed by solving (16) with $A_{t,i} = \Delta_2^2$; (ii) A stochastic controller, which has access to the transition matrix $P$, and is obtained by solving the (16) with $A_{t,i} = \{P_i\}$; and (iii) a distributionally robust (DR) controller, using the ambiguity set described in Section IV-A. We perform a closed-loop simulation of the three controllers for a random realization of the mode sequence from a fixed initial state. Initially, the DR controller behaves indistinguishably from the robust controller, as no data is obtained yet and the ambiguity set coincides with the probability simplex. After 50 steps, we apply a sudden additive disturbance to the system. Note that such a disturbance can be detected in the mode estimation scheme, as at this time, $\Theta_t$ will be empty. In our implementation, we handle this case by discarding data within the observation window and resetting $N_t$ back to 0. By this time, the ambiguity set radius has already decreased considerably and as illustrated in Figure 1, the DR controller shows faster disturbance rejection than the robust approach. As more data is observed and the ambiguity sets $A_{t,i} \rightarrow \{P_i\}$, the DR controller converges to the stochastic controller.

VI. CONCLUSION

We have proposed an adaptive mode-observation scheme for Markov jump linear systems, which does not require explicit determination of the index of observability of the system. We have illustrated, based on a simple linear output feedback control design, how this mode observer can be used to construct ambiguity sets over the mode transition probabilities, allowing to improve control performance over time. In future work, we aim to derive more efficient formulations for the computation of stabilizing output feedback gains, akin to the ones proposed in [28]. Furthermore, we plan to integrate the proposed mode observer with distributionally robust model predictive control schemes [7].
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APPENDIX

A. Technical lemmas and auxiliary results

Let us define
\[ \hat{c}(\theta, \theta') := \{ x \in \mathbb{R}^{n_x} \mid \exists x' \in \mathbb{R}^{n_x} : C_0 x = C_{\sigma_0} x' \}, \]
and
\[ c(\theta, \theta', u) := \{ x \in \mathbb{R}^{n_x} \mid Y(\theta, x, u) = Y(\theta', x', u), \]
\[ x' \in \mathbb{R}^{n_x} \}. \]
Clearly, the system is \( (N, \alpha, \omega)\)-MO if and only if
\[ c(\theta, \theta', u) = \emptyset \]
for all \( \theta, \theta' \in \mathbb{W}^{N+1} \) with \( \theta_{[\alpha, \omega]} \neq \theta'_{[\alpha, \omega]} \)
and almost every \( u \in \mathbb{R}^{n_u N} \).

The following facts will be useful in proving the results from the main text. First, notice that

\[ c(\theta, \theta', u) = \left\{ x \in \mathbb{R}^{n_x} \mid \begin{array}{l}
C_{\sigma_0} x' = C_{\sigma_0} x', \\
Y(\theta, x, u) = Y(\theta', x', u), \\
x' \in \mathbb{R}^{n_x}
\end{array} \right\} \subseteq \hat{c}(\theta_0, \theta_0') \cap c(\theta_{[1, N]}, \theta'_{[1, N]}, u_{[1, N-1]}). \]

(17)

**Lemma A.1.** Let \( \bar{\theta} \), \( \bar{\theta}' \) \( \in \mathbb{W}^{N+1} \) denote the concatenation of the paths \( \theta, \theta' \in \mathbb{W}^{N} \) and the modes \( \theta, \theta' \in \mathbb{W}^{N} \), respectively. It holds that
\[ c(\bar{\theta}, \bar{\theta}', u) \subseteq c(\theta, \theta', u_{[0, N-2]}) \]
for all \( u = (u_0, \ldots, u_{N-1}) \in \mathbb{R}^{n_u N}. \)

**Proof.** The statement follows directly from the definition:
\[ x \in c(\bar{\theta}, \bar{\theta}', u) \subseteq \]
with $x_N$ the state at time $N$, obtained by applying (1a) from initial condition $x$, under mode sequence $\theta$ and controls $u_{[0,N-2]}$, $x_N$ is analogously defined with initial condition $x'$ and mode sequence $\theta'$. On the other hand, $x \in c(\theta, \theta', u_{[0,N-2]})$ if and only if

$$Y(\theta, x, u_{[0,N-2]}) = Y(\theta', x', u_{[0,N-2]})$$

for some $x' \in \mathbb{R}^{n_x}$. Therefore, if $x \in c(\theta\theta', \theta', u_{[0,N-2]})$, then $x \in c(\theta, \theta', u_{[0,N-2]})$, as required.

**Lemma A.2.** Let $[\bar{\theta}\eta],[\bar{\theta}'\eta'] \in \mathbb{R}^{n+1}$ denote the concatenations of $\bar{\theta}, \theta' \in W$ and $\bar{\theta}, \theta \in \mathbb{R}^n$, respectively. Then,

$$c([\bar{\theta}\eta],[\bar{\theta}'\eta'], u) \subseteq T^{-1}_{\bar{\theta},u_0} c(\bar{\theta},\theta',u_{[1,N-1]}),$$

for any $u = (u_0, \ldots, u_{N-1}) \in \mathbb{R}^{n_u N}$, where $T^{-1}_{\bar{\theta},u_0}(C)$ denotes the pre-image of a set $C$ under the affine map $T^{-1}_{\bar{\theta},u_0}: x \mapsto A\hat{\theta} x + B\bar{\theta} u_0$.

**Proof.** This again follows directly from the definition:

$$c([\bar{\theta}\eta],[\bar{\theta}'\eta'], u) = \begin{cases} C_{\bar{\theta}} x = C_{\bar{\theta}} x', x' \in \mathbb{R}^{n_x}, & \text{if } \bar{\theta} \neq \bar{\theta}', \theta' \neq \theta \in \mathbb{R}^n \text{ and } u \in \mathbb{R}^{n_u N} \text{ as defined in the statement. By construction, we have that (i) } y_{[1,N+1]} = Y(\theta', x_1, u_{[1,N]}); \text{ and (ii) } x_1 = A_{\theta_0} x_0 + B_{\theta_0} u_0, y_0 = C_{\theta_0} x_0. \text{ Hence, taking } \bar{\theta} = \theta_0 \text{ and writing the measurement equation (2) explicitly, it is immediate that } y_{[0,N+1]} \in Y([\bar{\theta}\eta],[\bar{\theta}'\eta'], u_{[0,N]}), \text{ and thus } [\bar{\theta}\eta] \in \Theta(y_{[0,N]}), u_{[0,N+1]}). \text{ The second part of the statement follows from a very similar argument.} \end{cases}$$

**B. Deferred proofs**

**Proof of Lemma III.6.**

Let $x_0, \ldots, x_{N+1}$ denote the true state trajectory satisfying dynamics (1a) under the control sequence $u_{[0,N]}$, true mode sequence $\theta_{[0,N+1]}$, yielding measurements $y_{[0,N+1]}$. Consider $\theta' = [\bar{\theta}\eta] \in \Theta(\eta_{[1,N+1]}, u_{[1,N]}) \subseteq W^{n+1}$ as defined in the statement. By construction, we have that (i) $y_{[1,N+1]} = Y(\theta', x_1, u_{[1,N]}); \text{ and (ii) } x_1 = A_{\theta_0} x_0 + B_{\theta_0} u_0, y_0 = C_{\theta_0} x_0. \text{ Hence, taking } \bar{\theta} = \theta_0 \text{ and writing the measurement equation (2) explicitly, it is immediate that } y_{[0,N+1]} \in Y([\bar{\theta}\eta],[\bar{\theta}'\eta'], u_{[0,N]}), \text{ and thus } [\bar{\theta}\eta] \in \Theta(y_{[0,N]}), u_{[0,N+1]}). \text{ The second part of the statement follows from a very similar argument.} \end{cases}$$

**Proof of Lemma III.7.**

Let $\theta \neq \theta'$ be two different paths of length $N' + 1$ with $N' := N - \alpha - \omega$ and let $\lambda, \lambda' \in \mathbb{R}^n$ be any two paths of length $\alpha$ and $\lambda, \lambda' \in \mathbb{R}^n$ be any two paths of length $\omega$. Let $\pi := [\lambda\theta\lambda'], \pi' := [\lambda'\theta'\lambda'] \in \mathbb{R}^{n+1}$ denote the concatenations of these paths. It suffices to show that these paths are mutually discernable. Note that since $\theta \neq \theta'$, at least one of the following cases applies.