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In the original particle swarm optimisation (PSO) algorithm, the particles’ velocities and positions are updated after the whole swarm performance is evaluated. This algorithm is also known as synchronous PSO (S-PSO). The strength of this update method is in the exploitation of the information. Asynchronous update PSO (A-PSO) has been proposed as an alternative to S-PSO. A particle in A-PSO updates its velocity and position as soon as its own performance has been evaluated. Hence, particles are updated using partial information, leading to stronger exploration. In this paper, we attempt to improve PSO by merging both update methods to utilise the strengths of both methods. The proposed synchronous-asynchronous PSO (SA-PSO) algorithm divides the particles into smaller groups. The best member of a group and the swarm’s best are chosen to lead the search. Members within a group are updated synchronously, while the groups themselves are asynchronously updated. Five well-known unimodal functions, four multimodal functions, and a real world optimisation problem are used to study the performance of SA-PSO, which is compared with the performances of S-PSO and A-PSO. The results are statistically analysed and show that the proposed SA-PSO has performed consistently well.

1. Introduction

Particle swarm optimisation (PSO) was introduced by Kennedy and Eberhart in 1995 [1]. It is a swarm-based stochastic optimisation algorithm that mimics the social behaviour of organisms such as birds and fishes. These organisms’ success in looking for food source is achieved through individual effort as well as corporation with surrounding neighbours. In PSO, the individuals are represented by a swarm of agents called particles. The particles move within the search area to find the optimal solution by updating their velocity and position. These values are influenced by the experience of the particles and their social interactions. The PSO algorithm has been successfully applied in various fields, such as human tremor analysis for biomedical engineering [2, 3], electric power and voltage management [4], machine scheduling [5], robotics [6], and VLSI circuit design [7].

Since its introduction, PSO has undergone numerous evolutionary processes. Many variations of PSO have been proposed to improve the effectiveness of the algorithm. Some of the improvement involves introduction of a new parameter to the algorithm such as inertia weight [8] and constriction factor [9], while others focus on solving specific type of problems such as multiobjective optimization [10, 11], discrete optimization problems [12, 13], and dynamic optimization problems [14].

Here we focus on the effect of the particles’ update sequence on the performance of PSO. In the original PSO, a particle’s information on its neighbourhood’s best found solution is updated after the performance of the whole swarm is evaluated. This version of PSO algorithm is known as synchronous PSO (S-PSO). The synchronous update in S-PSO provides the perfect information concerning the particles, thus allowing the swarm to choose a better neighbour and
exploit the information provided by this neighbour. However, this strategy could cause the particles to converge too fast.

Another variation of PSO, known as asynchronous PSO (A-PSO), has been discussed by Carlisle and Dozier [15]. In A-PSO, the best solutions are updated as soon as a particle’s performance has been evaluated. Therefore, a particle’s search is guided by the partial or imperfect information from its neighbourhood. This strategy leads to diversity in the swarm [16], wherein the particles updated at the beginning of an iteration use more information from the previous iteration while particles at the end of the iteration are updated based on the information from the current iteration [17]. In several studies [15, 16, 18], A-PSO has been claimed to perform better than S-PSO. Xue et al. [19] reported that asynchronous updates contribute to a shorter execution time. Imperfect information due to asynchronous updates causes the information of the current best found solution to be communicated to the particles more slowly, thus encouraging more exploration. However, a study conducted by Juan et al. [20] reported that S-PSO is better than A-PSO in terms of the quality of the solution and also the convergence speed. This is due to the stronger exploitation.

The synchronicity of the particles influences exploration and exploitation among the particles [17]. Exploration and exploitation play important roles in determining the quality of a solution. Exploration in asynchronous update ensures that the search space is thoroughly searched so that the area containing the best solution is discovered. However, exploration in synchronous update helps to fine tune the search so that the best solution can be found. Hence, in this paper, we attempt to improve the PSO algorithm by merging both synchronous and asynchronous updates in the search process so that the advantages of both methods can be utilised. The proposed algorithm, which is named as the asynchronous-asynchronous PSO (SA-PSO), divides the particles into smaller groups. These groups are updated asynchronously, while members within the same group are updated synchronously. After the performance of all the particles in a group is evaluated, the velocities and positions of the particles are updated using a combination of information from the current iteration of their own group and the groups updated before them, as well as the information from the previous iteration of the groups that have not yet been updated. The search for the optimal solution in SA-PSO is led by the groups’ best members together with the swarm’s best. This strategy is different from the original S-PSO and A-PSO, where the search is led by the particles’ own experience together with the swarm’s best.

The rest of the paper is organised as follows. The S-PSO and A-PSO algorithms are discussed in Section 2. The proposed SA-PSO algorithm is described in detail in Section 3. In Section 4, the performance of the SA-PSO algorithm is evaluated using ten benchmark functions comprising of five unimodal functions, four multimodal functions, and a real world optimisation problem. The results of the tests are presented and discussed in Section 5. Our conclusions are presented in Section 6.

2. Particle Swarm Optimisation

2.1. Synchronous PSO. In PSO, the search for the optimal solution is conducted by a swarm of $P$ particles. At time $t$, the $i$th particle has a position, $x_i(t)$, and a velocity, $v_i(t)$. The position represents a solution suggested by the particle while velocity is the rate of change from the current position to the next position. At the beginning of the algorithm, these two values (position and velocity) are randomly initialised. In subsequent iterations, the search process is conducted by updating the position and velocity using the following equations:

\[ v_i(t) = \omega v_i(t-1) + c_1 r_1 (pBest_i - x_i(t-1)) + c_2 r_2 (gBest - x_i(t-1)), \]

\[ x_i(t) = v_i(t) + x_i(t-1). \]

To prevent the particles from venturing too far from the feasible region, the $v_i(t)$ value is clamped to $\pm V_{\text{max}}$. If the value of $V_{\text{max}}$ is too large, then the exploration range is too wide. Conversely, if the value of $V_{\text{max}}$ is too small, then the particles will favour the local search [21]. In (1), $c_1$ and $c_2$ are the learning factors that control the effect of the cognitive and social influence on a particle. Typically, both $c_1$ and $c_2$ are set to 2 [22]. Two independent random numbers $r_1$ and $r_2$ in the range $[0.0, 1.0]$ are incorporated into the velocity equation. These random terms provide stochastic behaviour to the particles, thus encouraging them to explore a wider area. Inertia weight, $\omega$, which is a term added to improve the PSO’s performance, controls the particles’ momentum. When a good area is found, the particles can switch to fine tuning by manipulating $\omega$ [8]. To ensure convergence, a time decreasing inertia weight is more favourable than a fixed inertia weight [21]. This is because a large inertia weight at the beginning helps to find a good area through exploration and a small inertia weight towards the end—when typically a good area is already found—facilitates fine tuning. The small inertia weight at the end of the search reduces the global search activity [23].

An individual success in PSO is affected not only by the particle’s own effort and experience but also by the information shared by its surrounding neighbours. The particle’s experience is represented in (1) by $pBest_i$, which is the best position found so far by the $i$th particle. The neighbours’ influence is represented by $gBest$, which is the best position found by the swarm up to the current iteration.

The particle’s position, $x_i(t)$, is updated using (2), in which a particle’s next search is launched from its previous position and the new search is influenced by the past search [24]. Typically, $x_i(t)$ is bounded to prevent the particles from searching in an infeasible region [25]. The quality of $x_i(t)$ is evaluated by a problem-dependent fitness function. Each of the particles is evaluated to determine its current fitness. If a new position with a better fitness than the current fitness of $gBest$ or $pBest$, or both is found, then the new position value will be saved as $gBest$ or $pBest$; otherwise the old best values will be adopted. This update process continues until the stopping criterion is met, when either the
maximum iteration limit, $T$, is achieved or the target solution is attained. Therefore, for a swarm with $P$ number of particles, the maximum number of fitness evaluation in a run is $(P \times T)$.

The original PSO algorithm is shown in the flowchart of Figure 1. As shown in the algorithm, the particles’ $p_{Best}$ and $g_{Best}$ updates are conducted after the fitness of all the particles has been evaluated. Therefore, this version of PSO is known as synchronous PSO (S-PSO). Because the $p_{Best}$ and $g_{Best}$ are updated after all the particles are evaluated, S-PSO ensures that all the particles receive perfect and complete information about their neighbourhood, leading to a better choice of $g_{Best}$ and thus allowing the particles to exploit this information so that a better solution can be found. However, this possibly leads the particles in S-PSO to converge faster, resulting in a premature convergence.

2.2. Asynchronous PSO. In S-PSO, a particle must wait for the whole swarm to be evaluated before it can move to a new position and continue its search. Thus, the first evaluated particle is idle for the longest time, waiting for the whole swarm to be updated. An alternative to S-PSO is A-PSO, in which the particles are updated based on the current state of the swarm. A particle in A-PSO is updated as soon as its fitness is evaluated. The particle selects $g_{Best}$ using a combination of information from the current and the previous iteration. This is different from S-PSO, in which all the particles use information from the same iteration. Consequently, in A-PSO, particles of the same iteration might use various values of $g_{Best}$, as it is selected based on the available information during a particle’s update process.

The flowchart in Figure 2 shows the A-PSO algorithm. The flow of A-PSO is different than S-PSO; however the fitness function is still called for $P$ times per iteration, once for each particle. Therefore, the maximum number of fitness evaluation is $(P \times T)$. This is similar to S-PSO. The velocity and position are calculated using the same equations as S-PSO.

Other than the variety of information, the lack of synchronicity in A-PSO solves the issue of idle particles faced in S-PSO [26]. An asynchronous update also enables the update sequence of the particles to change dynamically or a particle to be updated more than once [26, 27]. The change in the update sequence offers different levels of available information among the particles, and such differences can prevent the particles from being trapped in local optima [17].

3. The Proposed Synchronous-Asynchronous PSO (SA-PSO)

In this paper, the PSO algorithm is improved by merging both update methods. The proposed algorithm, synchronous-asynchronous PSO (SA-PSO), divides the particles into smaller groups. In S-PSO and A-PSO, the particles learn from their own best experience, $p_{Best}$, and $g_{Best}$. However, in the proposed algorithm, instead of using their own experience, the particles learn from their group’s performance.

The algorithm proposed is presented in the flowchart shown in Figure 3. The algorithm starts with initialisation of particles. The particles in SA-PSO are divided into $C$ groups, each of which consists of $N$ number of particles. Initially, $C$ central particles, one for each group, are randomly
initialized within the search space. This is followed by random placement of $N - 1$ number of members for each group. The distances of members are within the radius of $\pm \Delta$ from the central particle of their respective groups. Therefore, $\Delta$ is the maximum distance of a particle from the central particle of its group. This parameter is only used once throughout the execution of the algorithm—during the initialisation phase. Group memberships remain fixed throughout the search process. The total number of particles, $P$, is $C \times N$ for the SA-PSO algorithm.

The groups are updated one by one; that is, asynchronous update is used across groups. The particles from the group that is being updated use three groups of information to update their velocity. The first group of information is the current information of the particles’ group members; the particles use this information to try to match their group’s best performer. The particles also use recent information from the groups that were updated earlier and information from the previous iteration for the groups to be updated later.

When a group is updated, the group members’ velocity and position updates are performed after the whole group performance is evaluated. Therefore, the particles in a group are updated synchronously.

When a group evaluates the performance of its members, the fitness function is called for $N$ times. One by one of the groups’ members are updated in an iteration. Since there is $C$ number of groups, hence the fitness function is called for $C \times N$ times, which is equivalent to $P$ times per iteration. Therefore, although the particles in SA-PSO are divided into groups, the maximum number of fitness evaluation per run is the same as S-PSO and A-PSO which is $(P \times T)$.

The velocity at time $t$ of $i$th particle that belongs to $c$th group, $v_{c_i}^t(t)$, is updated using the following equation:

$$v_{c_i}^t(t) = \omega v_{c_i}^t(t-1) + c_1 r_1 (c_{Best_c} - x_{c_i}^t(t-1)) + c_2 r_2 (g_{Best} - x_{c_i}^t(t-1)),$$  \hspace{1cm} (3)

Equation (3) shows that the information used to update the velocity are $c_{Best_c}$ and $g_{Best}$. $c_{Best_c}$ is the best member of $c$th group, where $c$ is $[1, C]$, and it is chosen among the particle’s best of $c$th group, $p_{Best_c}$. This value, together with the swarm’s best, $g_{Best}$, leads the particles’ search in the SA-PSO algorithm. The $g_{Best}$ is updated after all once a new $c_{Best_c}$ outperforms $g_{Best}$. Thus, $g_{Best}$ is the best $c_{Best_c}$. The communication among the groups in SA-PSO is conducted through the best performing member of the groups. The position of the particle, $x_{c_i}^t(t)$, is updated using

$$x_{c_i}^t(t) = v_{c_i}^t(t) + x_{c_i}^t(t-1).$$  \hspace{1cm} (4)

The algorithm is ended when either the ideal fitness is achieved or maximum iteration is reached.

The SA-PSO algorithm takes advantage of both A-PSO and S-PSO algorithms. In A-PSO, the particles are updated using imperfect information, which contributes to the diversity and exploration. In S-PSO, the quality of the solution found is ensured by evaluating the performance of the whole swarm first. The S-PSO particles are then updated by exploiting this information. The asynchronous update characteristic of A-PSO is imitated by SA-PSO by updating the groups one after another. Hence, members of a group are updated using the information from mixed iterations. This strategy encourages exploration due to the imperfect information. However, the performance of all members of a group in SA-PSO is evaluated first before the velocity and position update process starts. This is the synchronous aspect of SA-PSO. It provides the complete information of the group and allows the members to exploit the available information.

### 4. Experiments

The proposed SA-PSO and the existing S-PSO and A-PSO were implemented using MATLAB. The parameter settings are summarised in Table 1. Each experiment was subjected to 500 runs. The initial velocity was set to random value subject

---

**Table 1: Parameters setting for S-PSO, A-PSO, and SA-PSO.**

| Parameter                      | Value |
|--------------------------------|-------|
| Number of runs for each experiment | 500   |
| Number of iterations           | 2000  |
| Velocity clamping, $V_{max}$    | 4     |
| Range of inertia weight, $\omega$ | 0.9–0.4 |
| Learning factors               |       |
| $c_1$                          | 2     |
| $c_2$                          | 2     |
Figure 4: Continued.
to the velocity clamping range, $\pm V_{\text{max}}$. The position of the particles was randomly initialised within the search space. A linear decreasing inertia weight ranging from 0.9 to 0.4 was employed to encourage fine tuning towards the end of the search. The cognitive and social learning factors were set to 2 which is a typical value for $c_1$ and $c_2$. The search was terminated either due to the number of iterations reaching 2000 or the ideal solution being found. The maximum number of iteration is set to 2000 to limit the computational time taken. The final $g_{\text{Best}}$ values were recorded. The setting for the additional parameters in SA-PSO is given in Table 2. Exclusively for SA-PSO, the members of the groups were randomly initialised with their distance to group centres, $\Delta$. The group centres were randomly initialised within the boundary of the search space.

A group of benchmark test problems had been identified for assessing the performance of the proposed SA-PSO and the original S-PSO and A-PSO algorithms. The benchmark test problems consist of five unimodal functions, four multimodal functions, and one real world optimisation problem, namely, frequency-modulated (FM) sound wave synthesis which is taken from CEC2011 competition on testing evolutionary algorithms on real world optimisation problems [28]. These functions are given in Table 3. All functions used are minimisation functions with ideal fitness value of $f(x) = 0$. The dimension of the unimodal and multimodal problems, $n$, was set to 30. The search spaces for these problems are therefore high dimensional [29, 30].

### Table 2: Parameters setting for the additional parameters in SA-PSO.

| Parameter                     | Value                              |
|-------------------------------|------------------------------------|
| Number of groups, $C$         | 5                                  |
| Group size (particles per group) | 10                                |
| Initial distance to group centre, $\Delta$ | 50% of the length of the search space |
Table 3: Test functions.

| Function type     | Function name   | Equation                                                                 |
|-------------------|-----------------|--------------------------------------------------------------------------|
| Unimodal          | Quadric         | \( f_1(x) = \sum_{i=1}^{n} \left( \sum_{j=1}^{i} x_j \right)^2 \) where \(-100 \leq x_j \leq 100\) |
|                   | Quartic         | \( f_2(x) = \sum_{i=1}^{n} i x_i^4 \) where \(-1.28 \leq x_i \leq 1.28\) |
|                   | Rosenbrock      | \( f_3(x) = \sum_{i=1}^{n-1} \left[ 100(x_{i+1}^2 - x_i) \right]^2 + (x_i - 1)^2 \) where \(-2.048 \leq x_i \leq 2.048\) |
|                   | Spherical/De Jong’s | \( f_4(x) = \sum_{i=1}^{n} x_i^2 \) where \(-5.12 \leq x_i \leq 5.12\) |
|                   | Hyperellipsoid  | \( f_5(x) = \sum_{i=1}^{n} i x_i^2 \) where \(-5.12 \leq x_i \leq 5.12\) |
|                   | Ackley          | \( f_6(x) = 20 + e - 20 \exp \left[ -0.2 \sqrt{\frac{1}{n} \sum_{i=1}^{n} x_i^2} \right] - \exp \left[ \frac{1}{n} \sum_{i=1}^{n} \cos(2\pi x_i) \right] \) where \(-32.768 \leq x_i \leq 32.768\) |
|                   | Griewank        | \( f_7(x) = 1 + \frac{1}{4000} \sum_{i=1}^{n} x_i^2 - \prod_{i=1}^{n} \cos \left( \frac{x_i}{\sqrt{i}} \right) \) where \(-600 \leq x_i \leq 600\) |
|                   | Rastrigin       | \( f_8(x) = 10n + \sum_{i=1}^{n} [x_i^2 - 10 \cos (2\pi x_i)] \) where \(-5.12 \leq x_i \leq 5.12\) |
|                   | Salomon         | \( f_9(x) = 1 - \cos \left( 2\pi \sqrt{\frac{\sum_{i=1}^{n} x_i^2}{n}} \right) + 0.1 \sqrt{\sum_{i=1}^{n} x_i^2} \) where \(-600 \leq x_i \leq 600\) |
| Real world problem | FM sound wave   | \( y(t) = x_i \sin (x_i t \theta + x_i \sin (x_i t \theta)) \) \( y_0(t) = (1) \sin \left( (5) t \theta + (-1.5) \sin ((4.8) t \theta + (2.0) \sin ((4.9) t \theta)) \right) \) \( f_{10}(x) = \sum_{t=1}^{100} (y(t) - y_0(t))^2 \) where \( \theta = \frac{2\pi}{100} \) and \(-6.4 \leq x_i \leq 6.35\) |

Note that the FM sound wave problem is a six-dimensional problem.

The solutions found by the algorithms tested are presented here using boxplot. A boxplot shows the quality and also the consistency of an algorithm’s performance. The size of the box shows the magnitude of the variance of the results; thus a smaller box suggests a consistent performance of the algorithm. Because the benchmark functions used in this study are minimisation problems, a lower boxplot is desirable as it indicates better quality of the solutions found.

The algorithms are compared using a nonparametric test due to the nature of the solutions found, where they are not normally distributed. The test chosen is the Friedman test with significance level \( \alpha = 0.05 \). This test is suitable for comparison of more than two algorithms [31]. The algorithms are first ranked based on their average performance for each benchmark function. The average rank is then used to calculate the Friedman statistic value. According to the test, if the statistic value is lesser than the critical value, the algorithms tested are identical to each other; otherwise, significant differences exist. If a significant difference is found, the algorithms are then compared using a post hoc procedure. The chosen post hoc procedure here is the Holm procedure. It is able to pinpoint the algorithms that are not identical to each other, a result that cannot be detected by the Friedman test.

5. Results and Discussion

5.1. SA-PSO versus S-PSO and A-PSO. The boxplots in Figure 4 show the quality of the results for unimodal test functions using the three algorithms. The results obtained by S-PSO and A-PSO algorithms contain multiple outliers. These out-of-norm observations are caused by the stochastic behaviour of the algorithms. The proposed SA-PSO exhibits no outliers for the unimodal test functions. The particles in SA-PSO are led by two particles with good experience, \( g_{\text{Best}} \) and \( c_{\text{Best}} \), instead of \( g_{\text{Best}} \) only like S-PSO and A-PSO. Learning from \( c_{\text{Best}} \) of each group reduces the effect of the stochastic behaviour in SA-PSO.
Figure 5: Results of experiments on multimodal functions.
Table 4: Friedman test on the results of the experiments.

| Function       | S-PSO     | A-PSO     | SA-PSO    |
|----------------|-----------|-----------|-----------|
| Quadric        | Mean      | 305.4320  | 131.4246  | 0.0537    |
|                | Friedman rank | 3         | 2         | 1         |
| Quartic        | Mean      | 1.9524    | 3.0793    | 0.0000    |
|                | Friedman rank | 2         | 3         | 1         |
| Rosenbrock     | Mean      | 58.7646   | 71.5899   | 37.9161   |
|                | Friedman rank | 2         | 3         | 1         |
| Spherical      | Mean      | 0.0963    | 0.1628    | 0.0000    |
|                | Friedman rank | 2         | 3         | 1         |
| Hyperellipsoid | Mean      | 0.4151    | 2.5037    | 0.0000    |
|                | Friedman rank | 2         | 3         | 1         |
| Ackley         | Mean      | 0.0941    | 0.0898    | 0.0000    |
|                | Friedman rank | 3         | 2         | 1         |
| Griewank       | Mean      | 317.8628  | 371.7447  | 0.0071    |
|                | Friedman rank | 2         | 3         | 1         |
| Rastrigin      | Mean      | 38.6035   | 42.2694   | 36.1207   |
|                | Friedman rank | 2         | 3         | 1         |
| Salomon        | Mean      | 0.3227    | 0.3211    | 0.3263    |
|                | Friedman rank | 2         | 1         | 3         |
| FM sound wave  | Mean      | 5.7751    | 5.4484    | 5.7402    |
|                | Friedman rank | 3         | 1         | 2         |
| Average Friedman rank | 2.3     | 2.4       | 1.3       |

Table 5: Holm procedure on the results of the experiments.

| Dataset        | z       | P       | Holm |
|----------------|---------|---------|------|
| A-PSO versus SA-PSO | 2.4597  | 0.0139  | 0.0167|
| S-PSO versus SA-PSO | 2.2361  | 0.0253  | 0.0250|
| S-PSO versus A-PSO | 0.2236  | 0.8231  | 0.0500|

The presence of the outliers makes it difficult to observe the variance of the results through the box plot. Therefore, the outliers are trimmed in the boxplots of Figures 4(b), 4(d), 4(f), 4(h), and 4(j). The benchmark functions tested here are minimisation functions; hence, a lower boxplot indicates better quality of the algorithm. It can be observed from the figure that SA-PSO continuously gives good performance in all the unimodal functions tested. The sizes of the boxplots show that the SA-PSO algorithm provides a more consistent performance with smaller variance.

Table 6: Experimental setup for size of groups.

| Number of particles | Size of groups |
|---------------------|----------------|
| 20                  | 4              |
| 25                  | 5              |
| 30                  | 6              |
| 35                  | 7              |
| 40                  | 8              |
| 45                  | 9              |
| 50                  | 10             |

The results of the test on multimodal problems are shown in the boxplots in Figure 5. S-PSO and A-PSO have outliers for Ackley and Rastrigin while SA-PSO only has outliers in the results of Rastrigin. The Rastrigin function has a nonprotruding minima, which complicates the convergence [32]. However, SA-PSO has fewer outliers compared to S-PSO and A-PSO. This observation once again proves the efficiency of learning from two good particles, $g_{\text{Best}}$ and $c_{\text{Best}}$.

Similar to the boxplots for unimodal test functions, the boxplots, after trimming of the outliers, show that the variance of the solutions found by SA-PSO is small. The variance proves the consistency of SA-PSO's performance. SA-PSO found much better results for the Griewank function compared to the other two algorithms.

The three algorithms tested have similar performance for the FM sound wave parameter estimation problem as shown in Figure 6. However, from the distribution of the solution in the boxplot, it could be seen that SA-PSO and A-PSO have
slightly better performance than S-PSO as more solutions found are at the lower part of the box.

In Table 4, the Friedman test is conducted to analyse whether significant differences exist between the algorithms. The performances of the algorithms for all test functions are ranked based on their mean value. The means used here are calculated inclusive of the outliers because the outliers are genuine outliers that are neither measurement nor clerical errors and are therefore valid solutions. The means are shown in the boxplots (before trimming of outliers) using the * symbol. According to the Friedman test, SA-PSO ranked the best among the three algorithms. The Friedman statistic value shows that significant differences exist between the algorithms. Therefore, the Holm procedure is conducted, and the three algorithms are compared against each other. The results in Table 5 show that there is significant difference between SA-PSO and the A-PSO algorithm. The Holm procedure also shows that the performance of SA-PSO is on a par with S-PSO.

5.2. Effect of SA-PSO Parameters. The number of particles can influence the size and the number of groups. To study the effect of these parameters, the number of particles is varied from 20 to 50. Only test functions one to nine are used here as they have similar dimension. There are 7 experiments conducted each for size of the groups and number of groups as listed in Tables 6 and 7. In the experiments for the size of the group, the number of groups is fixed at 5 and the size of the groups is increased from 4, 5, 6, 7, 8, 9, and 10.

The average results for the effect of size of groups and number of groups are presented in Tables 8 and 9. Generally the results show that, similar to the original PSO algorithm, a higher number of particles, that is, bigger groups or higher number of groups, contributes to a better performance. However, the effect is also influenced by the test function. This can be observed in Figure 7, for quadric and Ackley functions, the effect is more obvious compared to other functions.

Friedman test is performed on the experimental results in Tables 8 and 9. The test is conducted to study the effect of number of group and group's size on SA-PSO’s performance. The average rank is presented in Table 10.

The result of Friedman test shows that significant difference exists in the SA-PSO performance for different number of groups. Hence, Holm procedure is conducted and its statistical values are tabulated in Table 11. The result of the Holm procedure shows that significant differences
Figure 7: Continued.
Figure 7: Effect of number of groups and group size.
Table 10: Friedman test on the effect of number of groups and group size.

| Number of groups | 4 | 5 | 6 | 7 | 8 | 9 | 20 |
|------------------|---|---|---|---|---|---|----|
| Average Friedman rank | 6.50 | 6.11 | 4.61 | 3.56 | 3.44 | 2.67 | 1.11 |

| Size of groups | 4 | 5 | 6 | 7 | 8 | 9 | 20 |
|----------------|---|---|---|---|---|---|----|
| Average Friedman rank | 6.89 | 6.00 | 4.78 | 3.89 | 3.56 | 2.67 | 1.22 |

Table 11: Holm procedure on the effect of number of groups.

| Dataset | P   | z   | Holm  |
|---------|-----|-----|-------|
| 4 groups versus 10 groups | 0.0000 | 5.2918 | 0.0024 |
| 5 groups versus 10 groups | 0.0000 | 4.9099 | 0.0025 |
| 4 groups versus 9 groups | 0.0002 | 3.7643 | 0.0026 |
| 6 groups versus 10 groups | 0.0006 | 3.4369 | 0.0028 |
| 5 groups versus 9 groups | 0.0007 | 3.3824 | 0.0029 |
| 4 groups versus 8 groups | 0.0027 | 3.0005 | 0.0031 |
| 4 groups versus 7 groups | 0.0038 | 2.8914 | 0.0033 |
| 5 groups versus 8 groups | 0.0088 | 2.6186 | 0.0036 |
| 5 groups versus 7 groups | 0.0121 | 2.5095 | 0.0038 |
| 7 groups versus 10 groups | 0.0164 | 2.4004 | 0.0042 |
| 8 groups versus 10 groups | 0.0219 | 2.2913 | 0.0045 |
| 6 groups versus 9 groups | 0.0562 | 1.9094 | 0.0050 |
| 4 groups versus 6 groups | 0.0636 | 1.8549 | 0.0056 |
| 9 groups versus 10 groups | 0.1266 | 1.5275 | 0.0063 |
| 5 groups versus 6 groups | 0.1408 | 1.4730 | 0.0071 |
| 6 groups versus 8 groups | 0.2519 | 1.1456 | 0.0083 |
| 6 groups versus 7 groups | 0.3000 | 1.0365 | 0.0100 |
| 7 groups versus 9 groups | 0.3827 | 0.8729 | 0.0125 |
| 8 groups versus 9 groups | 0.4450 | 0.7638 | 0.0167 |
| 4 groups versus 5 groups | 0.7025 | 0.3819 | 0.0250 |
| 7 groups versus 8 groups | 0.9131 | 0.1091 | 0.0500 |

Table 12: Holm procedure on the effect of group size.

| Dataset | P   | z   | Holm  |
|---------|-----|-----|-------|
| 4 members versus 10 members | 0.0000 | 5.5646 | 0.0024 |
| 5 members versus 10 members | 0.0000 | 4.6917 | 0.0025 |
| 4 members versus 9 members | 0.0000 | 4.5122 | 0.0026 |
| 4 members versus 8 members | 0.0000 | 4.1461 | 0.0028 |
| 6 members versus 10 members | 0.0005 | 3.4915 | 0.0029 |
| 5 members versus 9 members | 0.0007 | 3.3824 | 0.0031 |
| 5 members versus 8 members | 0.0011 | 3.2733 | 0.0033 |
| 4 members versus 7 members | 0.0032 | 2.9459 | 0.0036 |
| 7 members versus 10 members | 0.0088 | 2.6186 | 0.0038 |
| 6 members versus 9 members | 0.0291 | 2.1822 | 0.0042 |
| 5 members versus 6 members | 0.0382 | 2.0731 | 0.0045 |
| 5 members versus 7 members | 0.0382 | 2.0731 | 0.0050 |
| 8 members versus 10 members | 0.1561 | 1.4184 | 0.0063 |
| 9 members versus 10 members | 0.1904 | 1.3093 | 0.0071 |
| 7 members versus 9 members | 0.1904 | 1.3093 | 0.0083 |
| 5 members versus 6 members | 0.2301 | 1.2002 | 0.0100 |
| 7 members versus 8 members | 0.2301 | 1.2002 | 0.0125 |
| 4 members versus 5 members | 0.3827 | 0.8729 | 0.0167 |
| 6 members versus 7 members | 0.3827 | 0.8729 | 0.0250 |
| 8 members versus 9 members | 0.9131 | 0.1091 | 0.0500 |

Table 13: Test parameters for experiment on the effect of Δ.

| Parameter                    | Value |
|------------------------------|-------|
| Number of runs for each experiment | 500   |
| Number of iterations         | 2000  |
| Velocity clamping, Vmax      | 4     |
| Range of inertia weight, ω   | 0.9–0.4 |
| Learning factors              |       |
| c₁                            | 2     |
| c₂                            | 2     |
| Number of groups              | 5     |
| Group’s size                  | 6     |

Table 14: Test parameters for experiment on the effect of Δ.

| Parameter                                    | Value |
|----------------------------------------------|-------|
| Number of runs for each experiment           | 500   |
| Number of iterations                         | 2000  |
| Velocity clamping, Vmax                      | 4     |
| Range of inertia weight, ω                   | 0.9–0.4 |
| Learning factors                              |       |
| c₁                                            | 2     |
| c₂                                            | 2     |
| Number of groups                              | 5     |
| Group’s size                                  | 6     |

6. Conclusion

A synchronous-asynchronous PSO algorithm (SA-PSO) is proposed in this paper. The particles in this algorithm are
Figure 8: Continued.
Figure 8: Effect of $\Delta$. 
Table 14: Friedman test on the effect of $\Delta$.

| $f$  | Mean      | 1%          | 5%          | 10%         | 50%         | 100%         |
|------|-----------|-------------|-------------|-------------|-------------|--------------|
|      | Friedman rank | 2 | 5 | 3 | 4 | 1 |
| $f_1$ | 0.3812 | 0.3944 | 0.3839 | 0.3932 | 0.3738 |
|      | Friedman rank | 2 | 3 | 1 | 5 | 4 |
| $f_2$ | 0.0732 $\times e^{-12}$ | 0.1061 $\times e^{-12}$ | 0.0612 $\times e^{-12}$ | 0.1925 $\times e^{-12}$ | 0.1401 $\times e^{-12}$ |
|      | Friedman rank | 1 | 4 | 2 | 5 | 3 |
| $f_3$ | 38.4925 | 40.8531 | 39.8487 | 41.5781 | 40.5706 |
|      | Friedman rank | 4 | 3 | 5 | 1 | 2 |
| $f_4$ | 0.3428 $\times e^{-9}$ | 0.2885 $\times e^{-9}$ | 0.9245 $\times e^{-9}$ | 0.2542 $\times e^{-9}$ | 0.2786 $\times e^{-9}$ |
|      | Friedman rank | 1 | 2 | 3 | 5 | 4 |
| $f_5$ | 0.1400 $\times e^{-4}$ | 0.1180 $\times e^{-4}$ | 0.1210 $\times e^{-4}$ | 0.1339 $\times e^{-4}$ | 0.1753 $\times e^{-4}$ |
|      | Friedman rank | 4 | 1 | 2 | 3 | 5 |
| $f_6$ | 0.0072 | 0.0069 | 0.0073 | 0.0070 | 0.0073 |
|      | Friedman rank | 3 | 1 | 4.5 | 2 | 4.5 |
| $f_7$ | 44.8242 | 44.4277 | 44.0441 | 43.8860 | 44.2639 |
|      | Friedman rank | 5 | 4 | 2 | 1 | 3 |
| $f_8$ | 0.3479 | 0.3515 | 0.3457 | 0.3505 | 0.3521 |
|      | Friedman rank | 2 | 4 | 1 | 3 | 5 |
| $f_9$ | 2.67 | 3 | 2.61 | 3.22 | 3.5 |
|      | Friedman rank | 2.67 | 3 | 2.61 | 3.22 | 3.5 |

updated in groups; the groups are updated asynchronously—one by one—while particles within a group are updated synchronously. A group's search is led by the group's best performer, $c_{Best}$, and the best member of the swarm, $g_{Best}$. The algorithm benefits from good exploitation and fine tuning provided by synchronous update while also taking advantage of the exploration by the asynchronous update. Learning from $c_{Best}$ also contributes to the good performance of the SA-PSO algorithm. Overall, the performance of the algorithm proposed is better and more consistent than the original S-PSO and A-PSO.
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