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Abstract—Automatic analysis of bioacoustic signals is a fundamental tool to evaluate the vitality of our planet. Frogs and bees, for instance, may act like biological sensors providing information about environmental changes. This task is fundamental for ecological monitoring and includes many challenges such as nonuniform signal length processing, degraded target signal due to environmental noise, and the scarcity of the labeled samples for training machine learning. To tackle these challenges, we present a bioacoustic signal classifier equipped with a discriminative mechanism to extract useful features for analysis and classification efficiently. The proposed classifier does not require a large amount of training data and handles nonuniform signal length natively. Unlike current bioacoustic recognition methods, which are task-oriented, the proposed model relies on transforming the input signals into vector subspaces generated by applying Singular Spectrum Analysis (SSA). Then, a subspace is designed to expose discriminative features. The proposed model shares end-to-end capabilities, which is desirable in modern machine learning systems. This formulation provides a segmentation-free and noise-tolerant approach to represent and classify bioacoustic signals and a highly compact signal descriptor inherited from SSA. The validity of the proposed method is verified using three challenging bioacoustic datasets containing anuran, bee, and mosquito species. Experimental results on three bioacoustic datasets have shown the competitive performance of the proposed method compared to commonly employed methods for bioacoustic signal classification in terms of accuracy.

Index Terms—Bioacoustic Signal Classification, Singular Spectrum Analysis, Mutual Singular Spectrum Analysis, Signal Subspace Methods.

EDICS Category: AUD-CLAS

I. INTRODUCTION

ENVIRONMENTAL monitoring has been taking an increasingly important role by providing the means to analyze and evaluate climate changes. Tasks as cataloging and counting animals through bioacoustic monitoring provide a large amount of information that can generate knowledge to understand and solve diverse problems. For instance, recent studies have pointed out that some species of birds’ migratory route has been drastically affected by global warming [1], [2], [3], [4]. Since these animals are sensitive to such changes, it is valuable to study their populations’ dynamics over time.
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Ecological monitoring has many challenges, such as obtaining information from remote access areas and the use of specialized equipment, which are often expensive. For invertebrate species, for instance, population monitoring is usually based on using traps to measure the population density at a given location [5], [6]. However, the use of a large number of traps is problematic because it can be expensive and harmful to agricultural landscapes that depend on pollinating insects. The use of traps implies that the task involved in counting the individuals is performed manually, increasing the monitoring cost. Besides, it may cause an ecological imbalance since the frequent use of traps may directly interfere with the ecosystem where a particular species can live [7], [8]. To cope with the challenges mentioned above, several authors have presented solutions based on bioacoustic signal classification. Solutions based on passive acoustic recorders have minimal impact on the ecosystem and can be implemented with low-cost hardware [9], [10]. These solutions are usually integrated with a sensor network to capture signals in scattered geographic locations. Such signals can be processed locally in devices attached to the sensors or can be sent through the network nodes. During this processing stage, a classification model may be employed to count individuals and send just these results, decreasing the network’s data load.

Classical methods for bioacoustic signal recognition are task-oriented systems because they separate the main task into four fundamental steps: environmental noise removal, syllable segmentation, feature engineering, and classification. Despite their performance, these methods cannot be embedded in low-cost hardware due to the computational complexity and the memory requirements of each step. For example, methods based on syllable segmentation generally employ iterative algorithms, which are time-consuming. Besides, most machine learning approaches require input signals of fixed size, which makes deployment difficult since the syllables of bioacoustic signals can be arbitrary in length [11], [12]. Fig. 1 shows some challenges in recognizing bioacoustic signals. The recordings of three anuran species – *Scinax ruber*, *Rhinella granulosa*, and *Osteocephalus oophagus* – vary in syllable length and have different alignments, requiring sophisticated segmentation methods and robust feature extraction techniques [13]. Since these syllables have a variable length, it is difficult to adjust a single fixed-length temporal window to segment these signals. A short-term window can result in excessive fragmentation of these syllables, while a long-term window ends up including long segments of environmental noise or stretches of contiguous syllables. Overall, the recordings may also present a high level of redundancy and long segments with no informative data, i.e., segments with only ambient back-
ground sound. Autonomous bioacoustic monitoring systems...classifies
the subspaces projected on GDS that inherit discriminative
features extracted from the training subspaces.

These subspaces are defined in a high-dimensional vector
space, where the learning patterns are represented as a linear
combination of several basis vectors. Such basis vectors are
ranked according to their information contribution retained by
the eigenvalues, providing a data compression and selection
mechanism. Since acoustic sensors may collect signals with
information overlap, these methods can compress those signals,
proving a compact representation through a subset of their
eigenvectors. In general, subspace-based methods operate
on multiple patterns at once, achieving higher recognition rates
than methods that operate on single patterns [16], [17], [18].

Among the subspace-based methods, Mutual Singular Spec-
trum Analysis (MSSA) is designed to handle signals of
nonuniform length, achieving competitive results on super-
vised learning problems [19], [20]. MSSA, also called Singular
Spectrum Classifier, employs basis vectors obtained by Singu-
lar Spectrum Analysis (SSA) to represent bioacoustic signals.
As basis vectors span a subspace, the comparison among
bioacoustic signals is simplified by the use of canonical angles.
This method achieved encouraging results in very challenging
datasets [19], [20]. Moreover, MSSA is computationally effi-
cient. It requires only one singular value decomposition (SVD)
transform to represent a bioacoustic signal of any length. It

allows embedding a classification model in a device attached
to an acoustic sensor with limited hardware resources. Benefits
of employing MSSA include its capacity of handling signals
of any length and its high compression capability. Another
advantage of MSSA is its relative robustness to environmental
noise with Gaussian characteristics, such as additive white
Gaussian noise (AWGN) or additive colored Gaussian noise
(ACGN) [21], [22]. Besides, MSSA includes an automatic
feature extraction mechanism, which does not require the use
of any external feature extraction technique. Since the method
operates directly on signals of different lengths, the extraction
of syllables becomes unnecessary, making the method computa-
tionally efficient. As a result, MSSA is a time and memory-
efficient method, which is highly desirable in bioacoustic
signal classification applications.

Employing subspaces presents the benefit of appropriately
representing signals even when few learning samples are
available. The linear subspaces express data through the linear
combination of features. Thus, basis vectors extracted from a
few examples may represent many signals, since the linear
correlation between them is commonly high. This advantage
allows subspace-based methods to achieve excellent results
even when few learning samples are available. However,
despite its computational efficiency and benefits, MSSA has
no discriminative mechanism. The subspaces generated to
represent the bioacoustic signals may not be optimal for a
classification task, since they are computed independently,
neglecting the relationship that may exist between subspace
generation and class discrimination. This drawback may pre-
vent MSSA from achieving even more competitive results.

In light of these facts and motivated by the recent results
achieved by MSSA [19], [20], in this paper, we propose a dis-
criminative method for bioacoustic recognition called Discrimin-
aving Singular Spectrum Classifier (DSSC) as an extension
of MSSA. DSSC is designed by incorporating a mechanism of
extracting discriminative features based on the projection onto
the generalized difference subspace (GDS) [23] into the frame-
work of MSSA. The essence of DSSC is to conduct MSSA
on a GDS, which is calculated from the training subspaces
generated by SSA. More concretely, in DSSC, all subspaces
are projected on a GDS before measuring the canonical angles
between them. Since a GDS contains mainly the components’
difference among the reference subspaces, GDS projection can
enlarge the angles between them toward the orthogonal status.
Thus, DSSC presents a high discriminative ability. It classifies
the subspaces projected on GDS that inherit discriminative
features extracted from the training subspaces.

Fig. 1. Challenges of comparing bioacoustic signals due to the variation
of syllable lengths according to the anuran species, and the signal synchroniza-
tion. Besides, substantial parts of the signals are not informative (e.g., the
segment between 0 and 0.5 of the Scinax ruber call).

Fig. 2. Conceptual figure of a task-oriented system.

Fig. 3. Conceptual figure of the proposed system.
The effectiveness of the GDS projection has been demonstrated in several image recognition tasks such as face and 3D object recognition [23]. However, to the best of our knowledge, our DSSC is the first trial in which the GDS projection is applied to a task of signal classification, in particular, focusing on bioacoustic signal classification. DSSC inherits the advantages of MSSA, such as the compact subspace representation, the ability to handle signals of different lengths without segmentation, robustness to noise, and high capacity to learn from small-scale training sets, showing higher discriminative power compared to MSSA. Fig. 2 presents the conventional pipeline, where the input signal goes through a pipeline containing noise filtering, signal segmentation, feature selection, and classification. On the other hand, Fig. 3 shows the proposed framework, which presents fewer learnable modules, providing a lightweight system.

In addition to its advantages, DSSC shares some capacities observed in End-to-End (E2E) systems, where a single model learns to solve a complex task that describes the entire target system. E2E systems usually avoid the intermediate layers existing in traditional pipelines. DSSC bypasses some restrictions of E2E systems, such as the demand for a massive amount of training data and the difficulty to improve or modify the system (e.g., increasing or decreasing the target species in the sensor node).

The main contributions of this paper are summarized as follows:

(i) We demonstrate that GDS projection can enhance the discrimination for signal subspaces generated through SSA.

(ii) We propose a more discriminative method based on subspace representation, which is called DCCA, for bioacoustic signal classification. This method equips a powerful feature extraction by GDS projection as a powerful extension of MSSA.

(iii) We verify the effectiveness of DCCA for signal classification through extensive evaluations on various types of bioacoustic signal datasets.

This paper is organized as follows. In Section II, we present a brief review on bioacoustic signal classification. In Section III, we describe the proposed method, as well as its application on bioacoustic signal classification. Experimental results are presented in Section IV. Finally, conclusion and future work are discussed in the last section.

II. RELATED WORK

In the literature, the methods can be roughly divided into three categories: (i) deep neural networks, (ii) handcrafted feature extraction followed by a classifier such as support vector machine (SVM) or \(k\)-Nearest Neighbor (\(k\)-NN) and (iii) pre-trained feature extraction followed by a classifier. These three categories present benefits and limitations according to the dataset configurations and the application context.

Usually, deep learning methods require a substantial amount of labeled training data. Ko et al. [24] combined multiple pre-trained convolutional neural networks (CNNs) to circumvent this issue. The method works concatenating features produced by multiple pre-trained CNNs followed by dimensionality reduction using linear discriminant analysis (LDA). Finally, an SVM is used for classification. The method can classify sounds of anuran, bird, and insect species, outperforming two types of CNN architectures in terms of overall accuracy. In this method, the memory required depends on the number of pre-trained networks, which may prevent its utilization on low-cost hardware.

A framework based on matrix factorization for bird activity detection and species classification was proposed by Thakur and Rajan [25]. The framework joins the properties of matrix factorization with the discriminative capabilities of kernel methods, providing a robust method for bioacoustic signal classification. The archetypal analysis is employed for matrix decomposition, which factorizes an input matrix into a dictionary of archetypes and convex-sparse representations, modeling data boundaries. Also, a deep learning variant of the framework is developed (deep archetypal analysis). Three layers provide improvement in classification accuracy in experimental results using various bioacoustic datasets. Although its competitive accuracy, this approach cannot handle signals of arbitrary size, and all pre-processing steps increase the demand for computing resources.

A solution for insect species classification using the sounds of their wingbeats was proposed by Ntalampiras [26]. The authors present a solution based on a directed acyclic graph (DAG) scheme, wherein the nodes are equipped with a Hidden Markov Model (HMM) for classification. It is claimed that this strategy reduces the problem space. Consequently, it does not require a large amount of data for training, which provides a competitive solution for small bioacoustic datasets. One of the main advantages of this method is that it does not require retraining the model when sounds of new insect species are available. Besides, the method provides interpretability, since the sequence of edges activated in the DAG can be quickly inspected. Since this method is based on an instance-based learning strategy, the model may suffer from overfitting, considering that no regularization scheme is defined.

Nolasco et al. [27] provided a solution for classifying beehive states using machine learning and audio data. The data used in this study were obtained as part of the NU-Hive project, aiming to develop a system to monitor beehives’ conditions by exploiting the sounds that bees emit. Since bees are the most important pollinators of food crops on
the planet, their survival is of high interest. Recently, bee colonies have been declining, an issue that could have drastic consequences for the sustenance of humans and other animals in the food chain. In their study, the authors compare SVM and CNNs to identify the states of the different beehives. One of the most important findings of this work is that SVM was found to generalize better on unseen beehives than CNN when employing features based on Hilbert-Huang Transform (HHT) and Mel-Frequency Cepstral Coefficients (MFCC). Despite its good results, this approach cannot handle signals of arbitrary size, and all pre-processing steps increase the demand for computing resources.

Mutual Singular Spectrum Analysis (MSSA) [19], also known as Singular Spectrum Classifier, is a classification framework that operates by using subspaces to represent bioacoustic signals, which are generated by employing basis vectors extracted with SVD from trajectory matrices (Fig. 4). This approach demonstrated to be efficient in representing and classifying anuran species from their calls. The advantages of this method include its highly compact representation and fast processing time. Since the trajectory matrix can be computed from signals of any length, the proposed framework can handle signals of different sizes without length normalization. Besides, MSSA requires no pre-processing (e.g., segmentation, noise reduction, or syllable extraction), enabling its application on real-time applications under limited hardware conditions.

Although MSSA provided a new signal representation based on subspaces, which is compact and requires no cost-intensive pre-processing techniques, it does not have a discriminant mechanism to extract features aiming at a classification task, since the bioacoustic subspaces of different classes are extracted independently. This drawback impairs the capture of intra-class compactness as well as inter-class separability. To address this issue, Grassmann Singular Spectrum Analysis (GSSA) was proposed [20]. GSSA preserves the advantages of MSSA and improves the robustness of the method by mapping the subspaces onto a Grassmann manifold. The validity of GSSA was shown on the anuran dataset. Some shortcomings of traditional kernel learning algorithms are presented in the Grassmann manifold. For instance, the computational cost of constructing the kernel grows exponentially with the number of samples to satisfy Mercer’s theorem and validate the reproducing kernel Hilbert space.

Knight et al. [28] employed an AlexNet CNN to classify spectrograms of bioacoustic signals of a bird dataset, and the mean classification accuracy achieved by AlexNet ranged from 88% to 96%, according to the parameter configuration used to produce the spectrograms. The best classification accuracy was found when a compound of four spectrograms with distinct scales for frequency, amplitude, and fast Fourier transform (FFT) window size was employed. According to the results, bioacoustic signal classification benefits from selecting the parameters used to convert each audio sample to a spectrogram. One limitation of this method is that it requires a fixed input size, leading to information loss.

A solution for the classification of migrating birds’ flight calls based on the fusion of shallow and deep learning features was proposed by Salamon and Bello [29]. The authors investigated an unsupervised dictionary learning based on the spherical k-Means algorithm in addition to a CNN. A data augmentation strategy was adopted to deal with the scarcity of training data. The results have shown that the proposed models outperformed MFCC baselines. A late fusion strategy was also used to aggregate shallow and deep features, which improved the classification accuracy by about 2%. Despite its good results, this approach cannot handle signals of arbitrary length, and all pre-processing steps increase the demand for computing resources, increasing the hardware cost.

The methods reviewed in this section make extensive use of subspace-related concepts (e.g., LDA and SSA), hand-crafted feature extraction, and CNN. Since our objective is to examine the applicability of discriminative subspaces to represent bioacoustic signals, this review provides a general overview of different methods in the literature. By exploiting ideas developed recently in the subspaces theory, the proposed method is described in the next section.

III. PROPOSED METHOD

Throughout the paper, we use the following notation and conventions. Scalars are denoted by lowercase letters and matrices are denoted by uppercase letters. Calligraphic letters are assigned to subspaces and Greek letters are assigned to eigenvectors and canonical angles. The subspace $S$ spanned by the set of basis vectors $\{\phi_j \in \mathbb{R}^d \}_{j=1}^M$ is $d$-dimensional. Given a Hankel matrix $H \in \mathbb{R}^{d \times k}$, $H^\top$ denotes its transpose.

Let us consider a classification problem with a dataset containing supervised signals $\{(X_i, y_i)\}_{i=1}^n$ where $y_i$ belongs to one of the $c$ classes. In DSSC, the supervised signals are represented by subspaces, and a discriminative space $D$ is computed based on the estimated class subspaces. The discriminative space $D$ provides essential information for classification. Now, given an input signal $X$, its subspace $P$ is projected onto $D$ to extract informative features. The projected subspace is then evaluated regarding its distance to the reference subspaces using the canonical angles. The canonical angles will provide the prediction of a label to $X$.

In subspace analysis [19], [20], the subspace representation is obtained by the singular value decomposition (SVD) of the trajectory matrix. This new representation provides a high compactness ratio and allows the comparison of nonuniform signal lengths, which is one of the main drawbacks of traditional methods [11], [12]. Despite such benefits, subspace representation may not be optimal for the classification of bioacoustic signals. The subspaces are obtained independently, neglecting the correlation that may exist between signals belonging to different classes. For illustration, two signals collected from the vocalization of two different species may have their most discriminative features located on minor components of their subspaces, which are usually discarded when basis vectors are selected, permanently impairing this representation. Therefore, we should incorporate a discriminative transformation that preserves the relation between the bioacoustic signals. By applying this transformation, we expect that the distance between subspaces of distinct classes increases, just as decreasing the distance of similar classes,
improving the matching of bioacoustic signals. Fig. 5 shows the distribution of the eigenvalues of a sum subspace (e.g., \( P_1 + P_2 \)). The discriminative information is accumulated on the eigenvectors associated with the smallest eigenvalues.

Fig. 5. Distribution of the eigenvalues of a typical sum subspace \( S(2) \) for \( d = 50 \) and \( \text{dim}(G(2)) = 100 \).

A. SSA for bioacoustic subspace representation

SSA works by decomposing a signal into independent components. These components can represent trends, periodic components, or noise, depending on the process that generated the signal. SSA consists of two stages, decomposition, and reconstruction. The first stage divides the signal and the second stage rebuilds the decomposed series to provide an enhanced signal. In this work, we are interested in the decomposition properties presented by SSA.

1) Creating the trajectory matrix: First, SSA transforms an input signal \( X \in \mathbb{R}^m \) into a matrix structure. This procedure is conducted by selecting a vector of \( l \) consecutive sub-signals from \( X \) and moving this selection throughout the input signal, as shown in Fig. 4. This operation can also be regarded as a time embedding and results in the trajectory matrix \( H \) with dimensions \( l \) by \( k \), where these are the maximum autocorrelation time-lag and the length of the time window respectively. The length of the window is determined by the relation \( k = m - l + 1 \). The procedure of embedding \( X \) into its time-delayed coordinates results in a sequence of lagged vectors. This set of lagged vectors is arranged as columns of a trajectory matrix with a Hankel structure, as follows:

\[
H = \begin{bmatrix}
x_1 & x_2 & x_3 & \cdots & x_k \\
x_2 & x_3 & x_4 & \cdots & x_{k+1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
x_{l-1} & x_{l} & x_{l+1} & \cdots & x_m 
\end{bmatrix}.
\]

During the decomposition stage, a maximum time lag \( l \) should be set, which is usually experimentally obtained (unless strong assumptions are made), and it depends on the signal structure. A useful strategy is to set \( l \) proportional to the signal’s periodicity to get well-separated components but never higher than \( m/2 \). Usually, \( l < k \). If more specific information about the signal is available, the Nyquist rate may provide clues about how to set \( l \) appropriately. In this sense, a rule of thumb is to choose \( l \) between \( f_s/20 \leq l \leq f_s/10 \), where \( f_s \) is the sampling frequency of the bioacoustic records [30].

By computing the correlations between the entries of \( H \), one can obtain a matrix \( U \) whose columns form an orthogonal basis of the \( l \)-dimensional space. The \( l \times l \)-dimensional auto-correlation matrix \( A \) is obtained as follows:

\[
A = HH^\top,
\]

and the eigenvalue decomposition of \( A \) is:

\[
A = U\Sigma U^\top,
\]

where \( U \) is the matrix of basis vectors and \( \Sigma = \text{diag}(\sigma_1, \ldots, \sigma_l) \) are the corresponding eigenvalues. The above decomposition can be used to represent the corresponding bioacoustic signal \( X \) with the advantage that this new representation presents the most representative components of the signal in an orderly fashion, facilitating the selection of the most relevant ones for representation.

2) Selecting the bioacoustic subspace dimension: We divide \( U \) into two sets: \( \mathcal{U} = \{\phi_k\}_{k=1}^p \) and its complement, \( \mathcal{U} = \{\phi_j\}_{j=p+1}^l \), to select the most representative basis. The first \( p \) elements which approximate the original matrix \( H \) are employed to span the bioacoustic \( p \)-dimensional subspace \( \mathcal{P} \), compactly representing the bioacoustic signal \( X \), while the remaining basis vectors are considered as noise. The following ratio measures the contribution of the first \( p \) elements of \( U \) in terms of the reconstruction error of \( H \):

\[
\mu(p) = \sum_{k=1}^p \sigma_k / \sum_{j=1}^l \sigma_j,
\]

where \( \sigma_j \) is the eigenvalue associated with the \( j \)-th column of \( U \). The subspace \( \mathcal{P} \) spanned by the basis vector \( \mathcal{U} \) can compactly represent \( X \) regardless of its length. This means that \( X \) may have virtually any finite length, which will not change the dimension of \( \mathcal{P} \) and \( \mu(\cdot) \) controls the trade-off between the reconstruction error of \( \mathcal{P} \) and its dimensionality.

It is worth mentioning that the basis vectors \( \mathcal{U} \) and \( \mathcal{U} \) are also known as the principal and minor components. Although these basis vectors are frequently employed for feature extraction and dimensionality reduction, we employ \( \mathcal{U} \) directly for representing an input signal, without projecting \( X \) onto \( \mathcal{P} \). Both \( X \) and its projection are no longer required after obtaining \( \mathcal{U} \), providing memory efficiency.

B. Canonical angles between bioacoustic subspaces

The canonical angles between two bioacoustic \( p \)-dimensional subspaces \( \mathcal{P}_1 \) and \( \mathcal{P}_2 \) can be calculated by the singular values of \( W \), which is given by:

\[
W = \mathcal{U}_1^\top \mathcal{U}_2,
\]

where the basis vectors \( \mathcal{U}_1 \) and \( \mathcal{U}_2 \) span the bioacoustic subspaces \( \mathcal{P}_1 \) and \( \mathcal{P}_2 \), respectively. Once equipped with the singular values of \( W \), \( \{\delta_k\}_{k=1}^p \), the canonical angles can be obtained by:

\[
\Delta(\mathcal{P}_1, \mathcal{P}_2) = \{\theta_1, \theta_2, \ldots, \theta_p\} = \{\cos^{-1}(\delta_1), \cos^{-1}(\delta_2), \ldots, \cos^{-1}(\delta_p)\}
\]

where the first canonical angle \( \theta_1 \) is the smallest angle between the subspaces spanned by the basis vectors \( \mathcal{U}_1 \) and \( \mathcal{U}_2 \). Then, \( \theta_2 \) is the second smallest angle in the orthogonal direction of
θ1. The canonical angle θ3 is in an orthogonal direction to both θ1 and θ2. The remaining angles follow this rule recursively.

When the elements of Δ(·) approach zero, the two bioacoustic subspaces are completely overlapped and, therefore, may represent the same signal. On the other hand, when the elements of Δ(·) approach π/2, it may be evidence that the signals are uncorrelated.

C. Similarity between two bioacoustic subspaces

A reasonable method for estimating the similarity between two p-dimensional subspaces is by averaging the sum of the canonical angles. This procedure can be achieved as follows:

$$\gamma(\mathcal{P}_1, \mathcal{P}_2) = \frac{1}{p} \sum_{j=1}^{p} \cos^2(\theta_j). \quad (8)$$

The average of the canonical angles γ(·, ·) provides interpretability, since γ(·, ·) approaches 1 when the bioacoustic subspaces have a large amount of common periodic components, indicating that these subspaces have very high similarity. Therefore, these angles also characterize the similarity between autocorrelation matrices of the signals and, consequently, the similarity between their main frequencies. On the other hand, γ(·, ·) approaches zero when these subspaces present uncorrelated structures, suggesting that these subspaces represent distinct bioacoustic classes with different main frequencies. One of the advantages of using the canonical angles to define a measure of similarity is their flexibility in expressing the similarity among the oscillatory components contained in \(\mathcal{P}_1\) and \(\mathcal{P}_2\).

Other applications may further exploit the similarity framework offered by the canonical angles. For instance, in specific applications, it may be beneficial to employ a weighting system where the first canonical angle receives higher importance than the remaining ones. In other applications, the last canonical angle may provide more discriminative information, and therefore higher weight should be assigned to it.

D. Discriminative Singular Spectrum Classifier (DSSC)

In a multiclass problem, \(\{\mathcal{P}_i\}_{i=1}^{n}\) is the set of reference bioacoustic subspaces spanned by \(\{\mathcal{U}_i\}_{i=1}^{n}\). Then, a subspace \(\mathcal{D}_{(n)}\) that can act on \(\mathcal{P}_i\) can be developed to extract discriminative information. In DSSC, this procedure can be carried out through the GDS projection, which removes the principal subspace that represents the intersection between the different class subspaces. Thus, we compute a discriminant subspace that preserves only the fundamental components for classification. The normalized sum \(G_{(n)}\) of the autocorrelation matrices of the \(n\) bioacoustic subspaces is computed as follows:

$$G_{(n)} = \frac{1}{n} \sum_{i=1}^{n} U_i U_i^\top. \quad (9)$$

Since the matrix \(G_{(n)}\) has information regarding all the \(n\) bioacoustic subspaces, it is interesting to exploit it to extract discriminative elements. We can decompose \(G_{(n)}\) as follows:

$$G_{(n)} = B \Lambda_{(n)} B^\top, \quad (10)$$

where the subset of \(B\), denoted as \(B^* = \{\psi_k\}_{k=1}^{d}\), which is associated with the smallest eigenvalues \(\Lambda_{(n)}\) preserves most of the discriminative information contained in \(G_{(n)}\) and can be used to generate the discriminative subspace \(\mathcal{D}_{(n)}\). The optimal subspace dimension \(d\) is set experimentally by maximizing the degree of orthogonality among the bioacoustic subspaces of all classes projected on \(\mathcal{D}_{(n)}\). According to Fukui and Maki [23], the sum subspace \(\mathcal{S}_{(n)}\), spanned by \(B\), is composed of vectors contained in all \(\{\mathcal{P}_i\}_{i=1}^{n}\), in addition to their linear combinations. Once obtained the sum subspace \(\mathcal{S}_{(n)}\), it can be further decomposed in such a way that the principal subspace \(\mathcal{F}_{(n)}\) and the difference subspace \(\mathcal{D}_{(n)}\) can be put into evidence. The following equation exposes this idea:

$$\mathcal{S}_{(n)} = \mathcal{F}_{(n)} \oplus \mathcal{D}_{(n)}, \quad (11)$$

where \(\oplus\) stands for the decomposition of the subspace \(\mathcal{S}_{(n)}\) into subspaces \(\mathcal{F}_{(n)}\) and \(\mathcal{D}_{(n)}\). The above decomposition can be accomplished by analyzing the eigenvalues associated with the eigenvectors spanning the sum subspace. By discarding the eigenvectors associated with the eigenvalues of larger variances, we preserve the discriminative eigenvectors, achieving quasi-orthogonality.

E. Projecting the bioacoustic subspaces onto \(\mathcal{D}_{(n)}\)

Once equipped with the discriminative subspace \(\mathcal{D}_{(n)}\), we can accomplish discriminative structures from \(\{\mathcal{P}_i\}_{i=1}^{n}\). According to Fukui and Maki [23] and Tan et al. [31], this procedure can be performed by carrying two different approaches. The first approach includes projecting subspaces onto a discriminative space, then orthogonalizing the projected subspaces using the Gram-Schmidt orthogonalization. The second procedure involves projecting \(X\) onto a discriminative space directly, then applying SVD to generate the projected subspaces. In [23] and [31] are established that these two procedures are algebraically equivalent. In this work, we employ the first procedure since it is computationally more efficient. Therefore, the procedure to compute the basis vectors \(\{\tilde{U}_i\}_{i=1}^{n}\) that span \(\{\mathcal{P}_i\}_{i=1}^{n}\) is:

$$\tilde{U}_i = \text{orth} \left( B^\top U_i \right), \quad (12)$$

where \(\text{orth}(\cdot)\) denotes the ortho-normalization of a set of vectors by using the Gram-Schmidt process.

F. Orthogonality degree between bioacoustic subspaces

The Fisher score [32] is broadly employed for model selection and consists of scoring a nested model according to its discriminative importance. More precisely, the Fisher score evaluates the subspace spanned by the selected model regarding the distances between data points of different classes and the distances between data points within the same class. Accordingly, a high Fisher score ensures high inter-class and low intra-class variability, which is desirable. Since this work employs subspaces to represent bioacoustic signals, we present Fisher’s formulation in terms of bioacoustic subspaces. Given
the discriminative subspace $A$, the average between-class and within-class variability $f_b(A)$ and $f_w(A)$ are:

$$f_b(A) = \frac{1}{n} \sum_{i=1}^{n} \gamma(K_i, K)$$

(13)

and

$$f_w(A) = \frac{1}{r} \sum_{i=1}^{n} \sum_{j=1}^{n_r} \gamma(P_{ij}, K_{ij})$$

(14)

where $K_i$ stands for the Karcher mean of the $i$-th class subspace, $K$ is the Karcher mean of the $K_i$ subspaces, $n_i$ is the number of subspaces of the $i$-th class and $r = n \cdot n_r$. Finally, $\gamma(\cdot, \cdot)$ measures the similarity between the bioacoustic subspaces (e.g. (8)). Then, $f(A) = f_b(A)/f_w(A)$ reflects the orthogonality degree for bioacoustic subspaces since its value is high when the subspaces of different classes approaches the orthogonal status and the same class subspaces are adjacent.

The above formulation provided to describe $f(A)$ is an unbounded measure. The larger the $f(A)$ value, the smaller the within-class scatter than the between-class scatter. $f(A)$ straightforwardly measures how compact each class is compared to how far it is from the other class. Due to its unbounded formulation, we apply a sigmoid function to establish $f(A)$ bounds in the range $(0, 1)$. Therefore, the bounded Fisher score for bioacoustics subspaces is:

$$f_s(A) = \frac{1}{1 + e^{-f(A)}}$$

(15)

We adopted the sigmoid function due to its monotonic and bounded nature. Although out of the scope of this paper, the sigmoid activation can be interpreted as probabilities. The introduced score will be employed as an evaluation metric to select the optimal dimension of $D$, which will be associated with the highest orthogonality degree. In (15), we maximize $f_s(A)$ while minimizing $f_w(A)$ leading to maximizing $f(A)$. In DSSC, its optimization process requires only the proper selection of the dimension $d$ of $D$. We can achieve quasi-orthogonality between the bioacoustic subspaces by generating the appropriate $D$. Formally, we can obtain $D$ as follows:

$$D^* = \arg \max f_s(D)$$

(16)

### IV. EXPERIMENTAL RESULTS

In the first experiment, we evaluate the parameters of DSSC, such as the window length $l$ and the bioacoustic subspace dimension $p$ that result in the best representation. In the second experiment, we visualize the relationship between the subspaces by using t-SNE. This visualization gives insight regarding DSSC separability, as well as its representation capabilities. Then, we compare the proposed method with existing task-oriented methods. In the last experiment, we visualize the basis vectors produced by MSSA and DSSC to investigate the oscillatory components’ behavior.

#### A. Datasets

The anuran dataset [33] consists of 60 recordings of 10 different species of frogs with varying record lengths collected under noise conditions. The number of records per species ranges from 3 to 11. This dataset provides a genuine challenge since the number of samples is limited due to difficulties in cataloging some species. These recordings were recorded with 44.1 kHz of sampling rate and 32 bits.

The mosquito wingbeat dataset [34] comprises 626 recordings of 20 different species of mosquitoes. The records reflected the bioacoustic signatures of free-flying mosquitoes and were acquired using the microphone of mobile phones. These signals were acquired at sampling rates ranging from 8 kHz to 44.1 kHz and various file formats, depending on the mobile phone. The signals were converted to a WAV format and resampled to 44.1 kHz. This dataset is very challenging since mobile phones with different specifications were employed to collect the data, and the length of the recordings varies highly.

The NU-Hive dataset [27] contains 576 files of 10 min duration each, resulting in approximately 96 hours of recordings. The task is to classify whether the bee queen is present or not inside the beehive. The records came from two beehives and periods when the queen bee was present or absent for each beehive. The data were collected continuously with a sampling rate of 32 kHz, with sensors located inside the hives.

Table I summarizes the audio record lengths of the datasets (number of classes, number of samples per class, total recording time, and sampling rate). Publicly available datasets of bioacoustic signals are limited in size due to the high cost of manual labeling.

| Dataset          | Samples | Classes | Time Length          | Sampling Rate |
|------------------|---------|---------|----------------------|---------------|
| Anuran [33]      | 60      | 10      | 3 ~ 360 sec          | 44.1 kHz      |
| Mosquito [34]    | 558     | 20      | 1 ~ 438 sec          | 8 ~ 44.1 kHz  |
| NU-Hive [27]     | 576     | 10      | 10 min               | 32.0 kHz      |

#### B. Evaluating DSSC parameters on NU-Hive dataset

In this experiment, we employ the NU-Hive dataset to evaluate the window length $l$ of the Hankel matrix, which maximizes the accuracy of MSSA and DSSC and the number of basis vectors $p$ necessary for representing a bioacoustic subspace. This analysis is essential to understand the sensitivity of the proposed method concerning the parameter change. Besides, understanding the parameters’ behavior is crucial in developing new bioacoustic systems in similar datasets. The dataset was split into training (50%) and test (50%) sets.

Fig. 6 shows the changes of the accuracy of MSSA and DSSC methods when the window length $l$ varies between 10 and 200. The horizontal axis denotes the maximum time lag $l$ used to obtain the Hankel matrix. For this experiment, we set $p$ to account for 90% of the variance of the subspace. From the results, we can verify that the accuracy of MSSA and DSSC increases as $l$ increases until it reaches 40. After that, a slight drop occurs until $l = 60$. The value of $l$ between
90 and 95 maximizes both methods’ accuracy, leading to 95% and 84% of accuracy for DSSC and MSSA, respectively. This result shows the effect of selecting an appropriate value of \( l \) to represent a bioacoustic subspace. When selecting a time lag with a value higher than 100, the accuracy decreases, suggesting that the main frequencies captured by the autocorrelation were decomposed into non-discriminant signal components, impairing the subspace representation.

\[
\begin{align*}
\text{Fig. 6. Accuracy on the test set of the NU-Hive dataset when } l \text{ is modified.}
\end{align*}
\]

\[
\begin{align*}
\text{Fig. 7. Accuracy on the test set of the NU-Hive dataset as a function of } p.
\end{align*}
\]

Table II summarizes the accuracy of both methods, as well as the optimal values of parameters \( l \) and \( p \). In practical terms, these two methods demonstrated relative robustness regarding \( l \) when compared to changes in the basis vectors \( p \). This observation implies that one should tune the number of basis vectors employed to represent the subspaces more carefully than the autocorrelation time lag. The obtained results show the importance of comparing the whole structures of the subspaces by using multiple basis vectors, indicating that this strategy benefits the comparison of the bioacoustic subspaces.

C. Separability of MSSA, DSSC and related methods

In this experiment, we evaluate the discriminative process of DSSC using the mosquito wingbeat dataset. For this aim, we employ the Fisher score as a separability index for bioacoustic subspaces. Fisher score approaches 1.0 when the distance between the subspaces of different classes is high, and the distance between the same classes subspaces is low. On the other hand, Fischer score approaches 0.0 when the distance between the subspaces of different classes is low, and the distance between the same classes subspaces is high. We also employ two common descriptors for audio data: Mel Frequency Cepstral Coefficients (MFCC) and Linear Prediction Coefficients (LPC). MFCC is based on the human hearing system with the hypothesis that the human ear is a robust audio recognizer [35], [36]. Due to its versatility and precision, MFCC has been widely used in audio applications, including bioacoustic recognition [37]. LPC mimics the human vocal tract [38], producing a reliable audio descriptor. LPC works by estimating the formants, reducing their effects from the speech signal, and determining the residue’s intensity and frequency. One of the advantages of LPC is its compact representation, which benefits the encoding of high-quality speech. In contrast to descriptors based on Fourier transform, which assume a superposition of sinusoids as the generative process, LPC assumes that the acoustic system producing the phenomenon is resonant.

\[
\begin{align*}
\text{TABLE II}
\end{align*}
\]

\[
\begin{align*}
\text{RESULTS OBTAINED FROM MSSA AND DSSC ON THE NU-HIVE DATASET}
\end{align*}
\]

\[
\begin{align*}
\text{Method} & & \text{Optimum } l & \text{Accuracy} & \text{Optimum } p & \text{Accuracy} \\
\text{DSSC} & 95 & 95\% & 96\% & 95\% \\
\text{MSSA} & 90 & 84\% & 85\% & 84\%
\end{align*}
\]

Here we employ the t-SNE embeddings [39] to visualize the features presented by MSSA, DSSC, MFCC, and LPC. t-SNE is a dimensionality reduction technique that maintains the original high-dimensional data’s metric properties and is frequently employed to feature visualization. Fig. 8 shows the scatter plots of LPC, MFCC, MSSA, and DSSC. Each point corresponds to one sample from the mosquito wingbeat dataset in the plots, and the different colors denote the different classes. We employed 20 MFCCs and 12 LPCs to represent the mosquito wingbeat audio samples since these parameters are commonly used in literature [13], [33]. According to the t-SNE plots, LPC clusters are visually more compact but exhibiting many outliers; differently, the MFCC clusters appear more separable than LPC. Both clusters show a high overlapping among different classes, which may negatively interfere with the classification accuracy.

For the subspace-based methods, we set the window length of \( l = 200 \) and the number of subspaces \( p \) to 9. The dimension \( d \) of the discriminative subspace that maximizes the Fisher score for bioacoustic subspaces is 41. The separability index computed by the Fisher score for bioacoustic subspaces is 0.39 for MSSA and 0.76 for DSSC. These indexes indicate that the discriminative mechanism employed by DSSC for bioacoustic subspaces offers more reliable features for classification than the ones provided by MSSA. It is worth mentioning that the Fisher score enforces the class separability, which decreases
the overlapping between the different class features. According to the results shown by t-SNE, the dispersion in DSSC and MSSA clusters seems to be greater than in LPC and MFCC, and some clusters present elongated shapes. The clusters produced by MSSA and DSSC are visually far more separated than the ones produced by MFCC and LPC. These results show that the bioacoustic signals benefit from the feature extraction representation provided by the subspaces. Besides, the clusters presented by DSSC exhibited a higher separability among the different classes than those produced by MSSA. This suggests that the discriminative mechanism adopted by DSSC provides more reliable clusters than the ones presented by MSSA.

D. Comparison with Task-Oriented Bioacoustic Systems

The anuran dataset [33] also presents the subject labels. With this information, it is possible to perform a leave-one-subject-out (LOSO) cross-validation (CV) to evaluate the model’s generalization. In this setting, subjects that are not present in the dataset are considered new specimens for testing, which is the case in a realistic application scenario. The LOSO protocol is more challenging for a bioacoustic recognition system and less influenced by background environmental noise, presenting less biased accuracy.

For the comparison purpose, we adopted the task-oriented model developed by Colonna et al. [33], which comprises four steps: noise filtering, syllable segmentation, feature extraction, and classification, which is carried out by a standard classification method, such as k-NN or SVM. Segmentation and syllable extraction are carried out with the method proposed by Colonna et al. [40], which is based on the energy of the signal, followed by the extraction of MFCC features. On the other hand, DSSC and MSSA models directly perform signal classification of long-term recordings with several syllables in a single step, resembling an end-to-end system. Nevertheless, as the two systems are assessed using LOSO CV, we can assume that the results are comparable. Thus, we attempt to observe whether the results achieved by the bioacoustic subspace-based methods are competitive in terms of precision, recall, and F-score compared to a more sophisticated and computationally expensive approach. Table III shows the performance achieved by k-NN and SVM classifiers considering hundreds of syllables since task-oriented systems handle syllables. These two classifiers were evaluated using the one-against-one binary decomposition strategy, which simplifies multiclass problems and increases accuracy [41]. We highlight in bold the results of the last column corresponding to the species in which DSSC achieved the best results in terms of precision. Given the precision obtained for each anuran species, we can conclude that both MSSA and DSSC are competitive compared to task-oriented systems. The linear combination of the oscillatory components, intrinsic to their subspace formulation, provides robustness to handle datasets with few examples. Additionally, both MSSA and DSSC inherit the advantages of SSA, such as noise filtering and segmentation-free, in a unified fashion, demonstrating comparable capabilities with task-oriented solutions. However, MSSA and k-NN failed to recognize one species, which is unacceptable for a bioacoustic monitoring system. It is worth noticing that DSSC achieved the worst results for Hypsiboas, while the k-NN achieved the best results. An explanation for this result could be that the difference space $D(n)$ is not able to recover representative vectors from representing the signal of Hypsiboas. This behavior is usually observed when a large section of the linear subspace that represents Hypsiboas is contained in the principal subspace $\mathcal{F}(n)$. Since $\mathcal{F}(n)$ is removed, the projection of this particular subspace onto $D(n)$ may decrease the representational power of these subspaces instead of improving it.

In general, the proposed DSSC produced the best results among the methods compared. The difference subspace used in DSSC reveals discriminative structures hidden in the oscilla-
tory components existing in the basis vectors of the subspaces, improving the results compared to MSSA. DSSC presented an advantage in average precision, recall, and F-score. Although DSSC did not achieve the best micro-accuracy compared to k-NN, the values were not so far. The literature provides evidence that micro-accuracy is not a reliable metric when classes are unbalanced [42], [43]. More precisely, employing standard metrics in imbalanced tasks may provide misleading evidence since these metrics cannot describe skewed domains. In our experiments, k-NN handled hundreds of syllables to produce its confusion matrix. Thus, increasing the final value of micro-accuracy.

E. Information captured by the oscillatory components

We select the species Hyla minuta, Adenomera andreae and Adenomera hylaedactyla to analyse their oscillatory components since the species Hyla minuta was confused with the species Adenomera andreae and Adenomera hylaedactyla. The supplemental material provides the confusion matrices of MSSA and DSSC. Fig. 9 compares the first five eigenvectors of these species. We can notice that the first two oscillatory components are visually identical, although they belong to different species. Even the other three oscillatory components of the species Hyla minuta and Adenomera andreae are very similar. Since the first oscillatory components are the most important for classification when applying the canonical angles, it is clear that, in this scenario, these features may weaken the classification accuracy of the MSSA. Therefore, a more discriminative mechanism is required.

On the other hand, as shown in Fig. 10, the oscillatory components of the projected subspaces produced by DSSC present discriminant information for classification. The first components of DSSC subspaces are no longer (visually) similar and may benefit the classification accuracy of DSSC. This new representation avoided two misclassifications, which can be seen in supplemental material (row (d) of DSSC’s confusion matrix). This aspect is directly related to the discriminative nature of the difference subspace, which acts by exposing features that are not shared between the bioacoustic classes. More precisely, the discriminative subspace reveals signal structures that improve DSSC classification. According to this observation, we can confirm that bioacoustic subspaces generated by DSSC produce more distinctive features than those provided by MSSA.

In Fig. 11, we can notice that the oscillatory components of the difference subspace exhibit higher variability than the ones provided by the principal space. This indicates that the representation generated by the principal subspace may offer less feature diversity, which may include redundancy. For instance, the first four components of the principal space present visually similar shapes. On the other hand, the oscillatory components of the difference subspace present a richer shape variability, which may extract extra diverse features from the bioacoustic subspace classes.
V. CONCLUSIONS AND FUTURE DIRECTIONS

We proposed a bioacoustic signal classification method based on signal subspace representation called Discriminative Singular Spectrum Classifier. We developed a discriminative subspace based on the algebraic concept of the difference between subspaces. We developed a framework capable of handling bioacoustic signals through this concept, achieving improvements in Beehive, Anuran, and Mosquito datasets. We also analyzed the feature vectors learned from DSSC, confirming that it can extract highly discriminative features from bioacoustic signals without any preprocessing steps.

We evaluated the proposed solution on three different environmental tasks, in which each dataset has a different biological and ecological purpose, yielding the most favorable result in each task. These three tasks have different characteristics from the point of view of signal processing. For instance, the frequency given in the samples of mosquitoes is high and continuous. The frequencies of the signals in the bee samples are lower than the mosquitoes with repetitive patterns. Differently, the anuran presents a richer wave variability, with varying syllable lengths and distinct repetition patterns.

We evaluated the parameters of MSSA and DSSC to understand the classifier behavior. The Beehive dataset was employed for this task, and DSSC outperformed MSSA in this classification task, suggesting that the discriminative mechanism employed by DSSC is an essential tool for bioacoustics feature selection. We then compared the feature separability presented by MSSA and DSSC against commonly used feature extraction techniques. The results presented by t-SNE confirm that DSSC offers an advantage as a feature extraction technique compared to MSSA, LPC, and MFCC.

We evaluated the proposed method with the anuran dataset and compared its results with existing task-oriented methods. The results show that DSSC is superior to MSSA and existing task-oriented methods in most evaluated metrics. In the last experiment, we visualized the basis vectors produced by MSSA and DSSC to investigate the oscillatory components’ behavior in both methods. The results show that DSSC can remove common oscillatory components from bioacoustic classes that do not contribute to the classification.

Despite these challenges, the proposed method achieves excellent results in the given tasks, revealing its ability to represent and classify a wide range of bioacoustic signals. Our method shares most of the characteristics seen in E2E bioacoustic systems, such as reduced processing steps, robustness to white Gaussian noise, no segmentation requirements, and automatic feature extraction. DSSC handles signals of varying lengths and achieves higher precision than task-oriented methods. Overall, the segmentation process employed in the task-oriented is handcrafted, requiring technical knowledge regarding the anuran species (for instance) in addition to laborious experiments to validate their assumptions. Differently, MSSA and DSSC do not require such assumptions or technical expertise. All these capabilities are given in a lightweight framework, benefiting remote sensing-related applications.

Although the proposed method might be of interest to biologists studying animal behavior or counting and supervising wildlife, possible direct impact includes representation and analysis of brain signals, breathing phase, and heart rhythm. Since DSSC is based on the autocorrelation matrix, we can assume that our system’s application range is not limited to bioacoustic signals only; our system could offer a solution for other signal processing tasks with regular patterns.

In future work, we aim to exploit nonlinear patterns, which is one limitation of the proposed method. In such an approach, kernel PCA may be used to extract nonlinear patterns and improve the signals’ representation.
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Discriminative Singular Spectrum Classifier with Applications on Bioacoustic Signal Recognition
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The supplemental material includes additional information about selected materials that were shortly addressed in the paper. First, we give the main notations employed in the paper in Section I. Next, we present a detailed complexity analysis of MSSA and DSSC and its algorithms in Section II. We show the results achieved by E2E systems (1D and 2D-CNNs) on the anuran dataset in Section III. Confusion matrices produced by MSSA and DSSC on the anuran dataset are given in Section IV. Finally, in Section V we show spectrograms of some samples employed in the experiments.

I. SUMMARY OF MAIN NOTATIONS USED IN THE PAPER

Here we present a comprehensive list of notations employed in the paper (Table I).

| Notation | Description |
|----------|-------------|
| n | number of training samples |
| n_i | number of training samples in the i-th class |
| c | number of bioacoustic classes |
| y | signal label |
| X | input signal |
| H | Hankel matrix of the signal X |
| l | maximum time lag of autocorrelation |
| A | auto-correlation matrix of H |
| U | basis vector representing the Hankel matrix H |
| D | subspace spanned by the selected eigenvectors of U |
| S | sum subspace |
| p | dimension of the D subspace |
| ϕ, ψ | eigenvectors |
| σ, λ, δ | eigenvalues |

II. ALGORITHM AND COMPUTATIONAL COMPLEXITY ANALYSIS

Except for reducing model parameters, the computational complexity is also an important aspect in the real application of bioacoustic systems. In this section, we calculate the complexity of the training and testing stages of the proposed model. The procedure to perform the bioacoustic classification is as follows. First, Algorithm 1 performs a sliding window, producing the Hankel representation of the bioacoustic signals. Next, Algorithm 2 computes the basis vectors of the Hankel matrices, followed the basis selection. In Algorithm 3, a discriminative space is derived. Finally, Algorithm 4 projects the subspaces produced by Algorithm 2 onto the discriminative subspace followed by a classification based on the nearest subspace.

The complexity of the MSSA is $O(nl^3)$ in the training phase since one SVD is required for each training sample. Given a testi set with $m$ samples, $O(ml^3)$ is required to compute the bioacoustic subspaces and $O(ml^3)$ to calculate the affinity matrix of the subspaces using the canonical angles, resulting in a complexity of $O(ml^3)$ in the testing phase.

The complexity of the DSSC is $O(2n+1)l^3)$ in the training phase since two SVDs are needed for each training sample (one to compute the bioacoustic subspace, and one to obtain its projection onto $D(n_l)$). An additional SVD is required to obtain $D(n_l)$ from $G(n_l)$. Given a testing set with $m$ samples, two SVDs are needed for each trial sample and $mn$ ones to compute the affinity matrix, resulting in a complexity of $O(2ml^3) + O(ml^3) = O(ml^3(2 + n)) = O(ml^3)$. This complexity can be further reduced if the number of basis vectors is known in advance. In this case, not all eigenvectors should be estimated. In practical applications, the complexity can be reduced using fast approximate SVD algorithms [1].

Algorithm 1: Compute the Toeplitz matrix $H$

| Input: | $X, l$ | $X$: input signal and its maximum time lag of autocorrelation |
|--------|--------|---------------------------------------------------------------|
| Output: | $H$ | $H$: Toeplitz matrix |

1. $H ← []$
2. $l_X ← \text{length}(X)$
3. for $i ← 1$ to $l_X - l + 1$ do
   4. $X_s ← X(i : i + l - 1)$ extract a segment of length $l$ from $X$
   5. $H ← [H X_s^\top]$ concatenate the segments as columns of $H$, as in Equation (1)
5. end for
6. return $H$
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Algorithm 2 Compute the basis vectors $U$ that spans $\mathcal{P}$

Input: $H, p$ \hspace{1cm} // input Toeplitz matrix and the subspace dimension

Output: $U$

1: $A \leftarrow HH^\top$ \hspace{1cm} // Equation (2)
2: $U \leftarrow \text{svd}(A)$ \hspace{1cm} // Equation (3)
3: $U \leftarrow U/(1:p)$ \hspace{1cm} // Equation (4)
4: return $U$

Algorithm 3 Compute the basis vectors $B^*$ of the discriminative subspace $\mathcal{D}(n)$

Input: $(U_i)^{n}_{i=1}$, $n$ \hspace{1cm} // set of basis vectors and its cardinality

Output: $B^*$ \hspace{1cm} // basis vectors of the discriminative subspace $\mathcal{D}(n)$

1: $G \leftarrow \frac{1}{n} \sum_{i=1}^{n} U_i U_i^\top$ \hspace{1cm} // Equation (9)
2: $B \leftarrow \text{svd}(G)$ \hspace{1cm} // Equation (10)
3: $B^* \leftarrow B(d : l)$ \hspace{1cm} // Equations (13) and (14)
4: return $B^*$

Algorithm 4 DSSC

Input: $(X_i, y_i)^{n}_{i=1}, X_{inp}, n$ \hspace{1cm} // labeled dataset, its cardinality and an input signal

Output: $y$ \hspace{1cm} // class label of $X_{inp}$

1: Compute $(H_i)^{n}_{i=1}$ and $H_{inp}$ using Algorithm 1
2: Compute $(U_i)^{n}_{i=1}$ and $U_{inp}$ using Algorithm 2
3: Compute $B^*$ using Algorithm 3
4: for $i \leftarrow 1$ to $n$ do
5: \hspace{1cm} $U_i \leftarrow \text{orth}(B^* U_i)$ \hspace{1cm} // project the subspaces onto $\mathcal{D}(n)$, as in Equation (12)
6: end for
7: $U_{inp} \leftarrow \text{orth}(B^* U_{inp})$ \hspace{1cm} // project the input subspace $\mathcal{P}_{inp}$ onto $\mathcal{D}(n)$, as in Equation (12)
8: $S^* \leftarrow 0$ \hspace{1cm} // highest similarity between $\mathcal{P}_{inp}$ and $\mathcal{P}_i$
9: $y^* \leftarrow 0$ \hspace{1cm} // current label of the corresponding nearest subspace $\mathcal{P}_i$
10: for $i \leftarrow 1$ to $n$ do
11: \hspace{1cm} $W_i \leftarrow U_i^\top U_{inp}$ \hspace{1cm} // Equation (5)
12: \hspace{1cm} $S_i \leftarrow \text{ortho}(P_1, P_2)$ \hspace{1cm} // Equation (8)
13: \hspace{1cm} if $S^* < S_i$, then
14: \hspace{2cm} $S^* \leftarrow S_i$
15: \hspace{2cm} $y^* \leftarrow y_i$
16: end if
17: end for
18: $y \leftarrow y^*$
19: return $y$

III. RESULTS ACHIEVED BY E2E SYSTEMS ON ANURAN DATASET

Table II presents the results achieved by two E2E approaches based on 1D and 2D CNN architectures that have been recently used in environmental sound and music genre classification to deal with audio signals of variable length [2], [3]. Both E2E approaches split the downsampled audio signal (22.05 kHz) into short segments of 300 ms using a sliding window with 75% of overlapping and filter out segments with low energy, which are likely to be soundless or background noise. Each segment retains the same label as the original audio samples. While the input of the 1D-CNN is the audio segments, an additional layer is used to convert such segments into short-time Fourier transform spectrograms, which are the input of the 2D-CNN.

In the classification step, since the input audio is split into several segments, we need to aggregate the predictions of the 1D-CNN using a majority vote rule to come up with a final decision on the input audio. The same aggregation is carried out for the predictions of the 2D-CNN [3]. The low energy filter acts as a feature selection, improving the quality of the training segments employed by both 1D-CNN and 2D-CNN models.

In turn, MSSA and DSSA do not require a data selection mechanism since the dimensionality reduction process provided by the eigenvalues’ hierarchical distribution naturally selects the highest energy dimensions, providing an automatic data selection mechanism. The results achieved by both CNNs are not directly comparable to the results presented in Table III of the paper due to the differences in the experimental protocol (LOSO CV versus 3-fold CV). However, they show that the proposed approach is very competitive. Besides that, the 1D-CNN has about 620k trainable parameters, and the 2D-CNN has 8.1M trainable parameters, which may prevent their application when limited hardware resources are available.

IV. CONFUSION MATRICES PRODUCED BY MSSA AND DSSC ON THE ANURAN DATASET

Figs. 1 and 2 show the confusion matrices for the subspace methods. From the confusion matrix, we found that the anuran classes Hypsiboas cinerascens, Osteocephalus oophagus and Rhinella granulosa are often mistakenly classified by MSSA, probably due to the similarity between the basis vectors that represent the common frequencies of these species with others. DSSC improves the classification of the same species but with better discrimination. Motivated by this observation, we consider that the bioacoustic subspaces provided by DSSC can reveal deeper intuitions regarding the main frequencies of bioacoustic signals.

In addition, the confusion matrix of MSSA has shown that the species Hyla minuta (row d), was confused with the species Adenomera andreae and Adenomera hylaeactyla, (columns a and c). The oscillatory components of these species were analysed in Section IV-A of the paper.
Fig. 1. Confusion matrix produced by MSSA on the anuran dataset.

Fig. 2. Confusion matrix produced by DSSC on the anuran dataset.

V. SPECTROGRAMS OF SOME SAMPLES EMPLOYED IN THE EXPERIMENTS

Fig. 3 shows examples of various acoustic patterns found in these datasets through their spectrograms. The anuran sound (top) presents energy concentrated in the 2 kHz and 4.5 kHz frequency bands with intermittent temporal patterns at regular time stamps. Next, the bee recording (middle) shows overall low-frequency energy. The recording of the mosquito (bottom) shows the spreading of energy in the high-frequency bands. Also, the 6 kHz band is almost continuous, and several temporal spikes reflect the flight pattern of the particular species. Background noises are present in the three spectrograms.
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