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Abstract

A polynomial Turing compression (PTC) for a parameterized problem $L$ is a polynomial time Turing machine that has access to an oracle for a problem $L'$ such that a polynomial in the input parameter bounds each query. Meanwhile, a polynomial (many-one) compression (PC) can be regarded as a restricted variant of PTC where the machine can query the oracle exactly once and must output the same answer as the oracle. Bodlaender et al. (ICALP 2008) and Fortnow and Santhanam (STOC 2008) initiated an impressive hardness theory for PC under the assumption coNP $\not\subseteq$ NP/poly. Since PTC is a generalization of PC, we define $C$ as the set of all problems that have PTCs but have no PCs under the assumption coNP $\not\subseteq$ NP/poly. Based on the hardness theory for PC, Fernau et al. (STACS 2009) found the first problem Leaf Out-tree($k$) in $C$. However, very little is known about $C$, as only a dozen problems were shown to belong to the complexity class in the last ten years. Several problems are open, for example, whether CNF-SAT($n$) and $k$-path are in $C$, and novel ideas are required to better understand the fundamental differences between PTCs and PCs.

In this paper, we enrich our knowledge about $C$ by showing that several problems parameterized by modular-width ($mw$) belong to $C$. More specifically, exploiting the properties of the well-studied structural graph parameter $mw$, we demonstrate 17 problems parameterized by $mw$ are in $C$, such as Chromatic Number($mw$) and Hamiltonian Cycle($mw$). In addition, we develop a general recipe to prove the existence of PTCs for a large class of problems, including our 17 problems.
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1 Introduction

Preprocessing, such as compression (kernelization) and Turing compression (kernelization), is a core research topic in parameterized complexity [11, 13, 17]. Let $Q \subseteq \Sigma^* \times \mathbb{N}$ be a parameterized problem, and $f : \mathbb{N} \rightarrow \mathbb{N}$ be a computable function. A compression for $Q$ is a polynomial-time algorithm that, given an instance $(x, k)$ of $Q$, returns an instance $l$ of a problem $L$ with length at most $f(k)$, such that $(x, k) \in Q$ if and only if $l \in L$. We say $Q$ admits a polynomial compression (PC) if $f$ is a polynomial function. If $L$ equals $Q$, then the compression is called a kernelization. Turing compression is a generalization of compression. A Turing compression for $Q$ of size $f(k)$ is a polynomial-time algorithm $A$ with access to an oracle for a problem $L$ such that, for any input $(x, k)$, $A$ can decide whether $(x, k) \in Q$ sending queries of length at most $f(k)$ to the oracle. We say $Q$ has a polynomial Turing compression (PTC) if $f$ is a polynomial function. If $L$ equals $Q$, then the Turing compression is called a Turing kernelization. $Q$ is fixed-parameter tractable (FPT) if there is an $f(k) \cdot |x|^{O(1)}$ algorithm deciding whether $(x, k) \in Q$. Note that a PTC for $Q$ is not sufficient for an FPT algorithm for $Q$ since $L$ can be undecidable.

The upper bounds and lower bounds for PCs have been studied extensively and a large number of results were achieved [17]. In particular, Bodlaender et al. [5, 18] initiated an impressive hardness theory to refute the existence of PCs for a large class of problems under the assumption $\text{coNP} \not\subseteq \text{NP/poly}$. Since Turing compression generalizes compression [34], it is possible that some natural problems without a PC admit a PTC. Guo [4] was the first to introduce the concept of Turing compression by asking whether some problems, such as the important and still open problem about $k$-path [17], have PTCs but have no PCs unless $\text{coNP} \subseteq \text{NP/poly}$. More than ten years ago, Fernau et al. [14] found the first problem of this kind, by showing that $\text{Leaf Out-tree}(k)$ has a PTC but has no PCs unless $\text{coNP} \subseteq \text{NP/poly}$. However, by now, only about a dozen problems of this kind are known [1, 6, 12, 24, 25, 26, 31, 33]. In addition, despite a few results on the non-existence of PTCs [22, 29] and PTCs of restricted types [8, 15], negative results on PTCs are much sparser and generally harder to obtain than positive results. In fact, developing a framework for refuting the existence of PTCs (under widely believed assumptions) is a significant open problem in parameterized complexity, and is referred to as “a big research challenge” in the textbook [17]. In order to tackle this ambitious challenge, more knowledge on PTCs is required.

In this work, we focus on the PTC versus PC question for problems parameterized by modular-width ($mw$). The modular-width is a well-studied structural parameter first proposed in [9] and introduced into parameterized complexity in [19]. Let $G = (V, E)$ be a graph. A module of $G$ is a subset of vertices $M \subseteq V$ such that, for every $v \in V \setminus M$, either $M \cap N(v) = \emptyset$ or $M \subseteq N(v)$. The empty set, $V$, and every singleton $\{v\}$ for $v \in V$ are the trivial modules. $G$ is called a prime graph if all modules of $G$ are trivial modules. The modular-width of $G$, denoted by $mw(G)$ or $mw$, is the number of vertices of the largest prime induced subgraph of $G$. In addition, $mw$ can also be defined as the number of children of the largest prime node of the modular decomposition tree, whose definition can be found in the preliminaries. Moreover, the dynamic programming technique can be used to design
algorithms for some problems over modular decomposition trees in a bottom-up fashion. The solution of each node is obtained by combining the partial solutions of its children, where the small number of children for each node leads to an efficient algorithm. The usage of this technique can be dated back to the 1980s [30], where some efficient parallel algorithms for problems such as CLIQUE, MAX-CUT, and CHROMATIC NUMBER are provided. In fact, from the perspective of parameterized complexity, which appears after that, the algorithms in [30] for CLIQUE\((mw)\) and CHROMATIC NUMBER\((mw)\) are FPT, and the algorithm in [30] for MAX-CUT\((mw)\) is XP\(^1\). Recently, the technique is also used in designing FPT algorithms for graph problems in structural parameters [2, 9, 27]. Observe that the process of combining the partial solutions in the dynamic programming over a modular decomposition tree can be replaced by a query to an oracle with length at most a function of the largest degree of the tree. Thus, we can use Turing compression to solve a problem by simulating the dynamic programming process over the modular decomposition tree for the problem. Consequently, this technique can also help us to obtain PTCs for graph problems parameterized by \(mw\), all of which coincidentally have no PCs unless coNP \(\subseteq\) NP/poly.

Our results. Exploiting the well-studied technique of dynamic programming algorithm over modular decomposition trees, we provide PTCs for 17 fundamental graph problems parameterized by \(mw\), which have no PCs unless coNP \(\subseteq\) NP/poly (some of the PC lower bounds are provided in [28]). Thus, we largely enrich the class of problems that admit PTC but do not admit PC. In addition, by capturing the characteristics of constructing PTCs using the technique of dynamic programming algorithm over modular decomposition tree, we develop a recipe to facilitate the development of PTCs for a large class of problems, including all the 17 problems. In particular, our study gives rise to the following result.

**Theorem 1.** The following problems parameterized by \(mw\) have PTCs but have no PCs unless coNP \(\subseteq\) NP/poly: INDEPENDENT SET, CLIQUE, VERTEX COVER, CHROMATIC NUMBER, DOMINATING SET, HAMILTONIAN CYCLE, HAMILTONIAN PATH, FEEDBACK VERTEX SET, ODD CYCLE TRANSVERSAL, CONNECTED VERTEX COVER, INDUCED MATCHING, NONBLOCKER, MAXIMUM INDUCED FOREST, PARTITIONING INTO PATHS, LONGEST INDUCED PATH, INDEPENDENT TRIANGLE PACKING, and INDEPENDENT CYCLE PACKING, where the results of the PC lower bounds for the first 11 problems are demonstrated in [28].

2 Preliminaries

We denote \(\Sigma = \{0, 1\}\) and \([n] = \{1, \ldots, n\}\). Let \(\overline{G}\) denote the complement of a graph \(G\). Unless otherwise specified, \(V(G)\) and \(E(G)\) indicate the vertex and edge sets of \(G\), respectively. For \(v \in V(G)\), \(N(v)\) consists of all neighbors of \(v\). We denote \(N[v] = N(v) \cup \{v\}\). For \(M \subseteq V(G)\), \(G[M]\) denotes the subgraph induced in \(G\) by \(M\), and \(N(M)\) consists of all vertices that are not in \(M\) but are adjacent to some vertex of \(M\). We denote \(N[M] = N(M) \cup M\). The cardinality of a set \(S\) is denoted by \(|S|\). Symbols \(G\) and \(\mathbb{N}\) denote the sets
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of undirected graphs and the natural numbers, respectively. For two disjoint vertex sets \( M \) and \( M' \) of a graph, the edges between \( M \) and \( M' \) refer to all edges \( uv \) such that \( u \in M \) and \( v \in M' \). In addition, we say \( M \) and \( M' \) are adjacent if all possible edges between \( M \) and \( M' \) exist, and \( M \) and \( M' \) are non-adjacent if there are no edges between \( M \) and \( M' \). \( K_n \) and \( C_n \) denote a complete graph and a cycle with \( n \) vertices, respectively. For \( X \subseteq V(G) \), we write \( G-X \) for the subgraph induced in \( G \) by \( V(G) \setminus X \). In addition, we also use \( G-G' \) to represent \( G-V(G') \) for a subgraph \( G' \) of \( G \). The intersection and union of two graphs \( G = (V,E) \) and \( G' = (V',E') \) are denoted as \( G \cap G' = (V \cap V', E \cap E') \) and \( G \cup G' = (V \cup V', E \cup E') \), respectively. The \( O^*\)-notation suppresses factors that are polynomial in the input size.

Let \( G = (V,E) \) be a graph. Recall that a module of \( G \) is a subset of vertices \( M \subseteq V \) such that, for every \( v \in V \setminus M \), either \( M \cap N(v) = \emptyset \) or \( M \subseteq N(v) \). A module \( M \) is a strong module if, for any module \( M' \), only one of the following holds: (1) \( M \subseteq M' \) (2) \( M' \subseteq M \) (3) \( M \cap M' = \emptyset \). A module \( M \) is maximal if \( M \nsubseteq V \) and no module \( M' \) satisfies \( M \nsubseteq M' \nsubseteq V \). Assume \( P \subseteq 2^V \) is a vertex partition of \( V \). \( P \) is a (maximal) modular partition if all \( M \in P \) are (maximal) strong modules of \( G \). For a modular partition \( P \), the quotient graph \( G_P = (V_P, E_P) \) is defined as follows. The set of vertices \( V_P \) contains one vertex \( v_M \) for each module \( M \in P \), so that \( V_P = \{ v_M : M \in P \} \). An edge \( v_M v_{M'} \) is contained in \( E_P \) if and only if \( M, M' \in P \) are adjacent. All strong modules \( M \) of \( G \) can be represented by an inclusion tree \( MD(G) \), where each \( M \) corresponds to a vertex \( v_M \) of \( MD(G) \), and, for any two strong modules \( M, M' \) of \( G \), \( v_{M'} \) is a descendant of \( v_M \) in \( MD(G) \) if and only if \( M' \nsubseteq M \). This unique tree \( MD(G) \) is called the modular decomposition tree of \( G \). The internal vertices are divided into three types: a vertex \( v_M \) is parallel if \( G[M] \) is disconnected, series if \( G[M] \) is disconnected, prime if both \( G[M] \) and \( G[N(M)] \) are connected. The modular-width of \( G \) can also be defined as the minimum number \( k \) such that the number of children of any prime vertex in \( MD(G) \) is at most \( k \). In addition, for a module \( M \) of \( G \), \( G[M] \) is called a factor. The modular decomposition tree of \( G \) can be obtained in time \( O(m+n) \) \([32]\). Refer to \([20]\) for more information about modular decomposition trees. The null graph and the empty module are disregarded in the proofs of this paper (the results are trivial for these cases).

Next, we give the definitions of the problems of Theorem 1 all of which are NP-hard. Given a graph \( G \), HAMILTONIAN CYCLE (HAMILTONIAN PATH) asks whether \( G \) has a cycle (path) that visits each vertex of \( G \) exactly once. Let \( (G,k) \) be the input of the following problems, where \( G = (V,E) \) is a graph and \( k \) is an integer. CHROMATIC NUMBER asks whether \( V \) can be colored by at most \( k \) colors such that no two adjacent vertices share the same color. CLIQUE asks whether \( V \) has a subset of size at least \( k \) such that any two vertices in it are adjacent. VERTEX COVER asks whether \( V \) has a subset, called vertex cover, of size at most \( k \) such that every edge of \( G \) has at least one endpoint in it. CONNECTED VERTEX COVER asks whether \( G \) has a vertex cover \( X \) such that \( |X| \leq k \) and \( G[X] \) is connected. DOMINATING SET asks whether \( V \) has a subset of size at most \( k \) such that every vertex not in it is adjacent to at least one vertex of it. FEEDBACK VERTEX SET asks whether \( V \) has a subset \( X \) of size at most \( k \) such that \( G - X \) is a forest. INDEPENDENT CYCLE (TRIANGLE) PACKING asks whether \( G \) contains an induced subgraph consisting of at least \( k \) pairwise
vertex-disjoint cycles (triangles). INDEPENDENT SET asks whether \(V\) has a subset of size at least \(k\) such that any two vertices in it are not adjacent. INducted MATCHING asks whether \(V\) has a subset \(X\) of size at least \(2k\) such that \(G[X]\) is a matching with at least \(k\) edges. Longest Induced PATH asks whether \(G\) contains the path on \(k\) vertices as an induced subgraph. Max Leaf Spanning Tree asks whether \(G\) has a spanning tree with at least \(k\) leaves. Nonblocker asks whether \(V\) has a subset of size at least \(k\) such that every vertex in it is adjacent to a vertex outside of it. Odd Cycle Transversal asks whether \(V\) has a subset \(X\) of size at most \(k\) such that \(G - X\) is a bipartite graph. Partitioning into Paths asks whether \(G\) contains \(k\) vertex disjoint paths whose union includes every vertex of \(G\). The function (optimization) versions of all the above-mentioned problems are defined in natural ways, for example, for the function (optimization) version of CLIQUE, the input is \(G\) and the output is the number of vertices of the largest clique of \(G\).

3 Recipe for polynomial Turing compression in parameter modular-width

Suppose we are given graphs \(G = (V, E)\) and \(H = (V_H, E_H)\), as well as a module \(M\) of \(G\). Assume \(G_S\) is a supergraph of \(G\), which is obtained as follows: (1) add \(G\) and \(H\) into \(G_S\), (2) add \(uv\) to \(G_S\) for all \(v \in N(M), u \in V_H\). Let \(G'\) be the subgraph induced in \(G_S\) by \((V \setminus M) \cup V_H\). We say \(G'\) is obtained from \(G\) by replacing \(G[M]\) with \(H\), and the process of obtaining \(G'\) from \(G\) is called a modular replacement. Clearly, \(V_H\) is a module of \(G'\). Recall that symbols \(G\) and \(N\) denote the sets of undirected graphs and the natural numbers, respectively.

**Lemma 2.** Let each \(F_i\) be a function from \(G\) to \(\mathbb{N}\) for \(i \in [r]\). For any graphs \(G\) and \(H\), as well as any module \(M\) of \(G\), suppose \(F_i(G[M]) = F_i(H)\) for all \(i\) implies \(F_i(G) = F_i(G')\) for all \(i\), where \(G'\) is obtained from \(G\) by replacing \(G[M]\) with \(H\). Then, for any graph \(G\) and any modular partition \(P\) of \(V(G)\), the quotient graph \(G/P\) together with \(F_1(G[M]), \ldots, F_r(G[M])\) for all modules \(M\) in \(P\) completely determine \(F_1(G), \ldots, F_r(G)\).

**Proof.** Let tuple \(T(G) = (F_1(G), \ldots, F_r(G))\). For a graph \(G\) and a modular partition \(P\) of \(V(G)\), we say \(X\) is a values-attached quotient graph generated from \(P\) if \(X\) is the quotient graph \(G/P = (V_P, E_P)\) with each vertex \(v_M \in V_P\) attached the tuple \(T(G[M])\). Suppose \(\mathcal{X}\) consists of all possible \(X\) generated from any \(P\) of \(V(G)\), where \(G \in \mathcal{G}\). Assume the binary relation \(R\) over \(\mathcal{X}\) and \(\mathcal{G}\) consists of all pairs \((X, G)\) such that \(X\) is generated from some modular partition of \(V(G)\). For each \(i \in [r]\), let binary relation \(f_i\) be the composition relation of \(R\) and \(F_i\) over \(\mathcal{X}\) and \(\mathbb{N}\), which means that \(f_i = R; F_i = \{(X, n) \mid \text{there exists } G \in \mathcal{G} \text{ such that } (X, G) \in R \text{ and } (G, n) \in F_i\}\).

Consider every \(f_i\). According to the definition of \(R\), for any \(X \in \mathcal{X}\), there is at least a \(G \in \mathcal{G}\) such that \((X, G) \in R\). Moreover, as \(F_i\) is a function, for any \(G \in \mathcal{G}\), there is an \(n \in \mathbb{N}\) such that \((G, n) \in F_i\). Therefore, for any \(X \in \mathcal{X}\), there is at least an \(n \in \mathbb{N}\) such that \((X, n) \in f_i\), so \(f_i\) is left-total. For an \(X \in \mathcal{X}\), assume \(G'\) consists of all \(G\) such that \((X, G) \in R\). We claim
that $F_i(G_1) = F_i(G_2)$ for any $G_1, G_2 \in \mathcal{G}$. Since $(X, G_1), (X, G_2) \in R$, there exist modular partitions $P_1$ of $G_1$ and $P_2$ of $G_2$ such that $X$ is not only generated from $P_1$ but also generated from $P_2$. Thus, the quotient graphs $G_{1/P_1}$ and $G_{2/P_2}$ are isomorphic, and there exists an edge-preserving bijection $g$ from $V(G_{1/P_1})$ to $V(G_{2/P_2})$ such that $T(G[M_1]) = T(G[M_2])$ for every $v_{M_1}$ of $V(G_{1/P_1})$ and $v_{M_2} = g(v_{M_1})$ of $V(G_{2/P_2})$. Here, we say $G[M_2]$ of $G_2$ corresponds to $G[M_1]$ of $G_1$ if $v_{M_2} = g(v_{M_1})$. Now, consider every module $M_1$ of $P_1$. We replace each $G[M_1]$ of $G_1$ with its corresponding factor $G[M_2]$ of $G_2$ one by one. According to the prerequisite of this lemma, since $T(G[M_1]) = T(G[M_2])$, the value of $F_i$ for the new obtained graph after every modular replacement does not change. After the final modular replacement, $G_2$ is obtained, so we have $F_i(G_1) = F_i(G_2)$. Hence, $F_i(G)$ is a fixed number for any $G \in \mathcal{G}$. This means that $f_i$ is right-unique (note that a relation is called right-unique if each element on the right side of the relation is mapped to a unique element on the left side). Consequently, $f_i$ is a function from $\mathcal{X}$ to $\mathbb{N}$, moreover, $F_i(G)$ equals $f_i(X)$, where $(X, G) \in R$. \qed

Note that, for each $i$, we say an algorithm solves $F_i(G)$ if it outputs $F_i(G)$ with the input $G$. The decision version of $F_i(G)$ is as follows: given a graph $G$ and an integer $k$, decide whether $F_i(G) \leq k$ (or $F_i(G) \geq k$).

**Lemma 3.** Let each $F_i$ be a function from $\mathcal{G}$ to $\mathbb{N}$ for $i \in [r]$, where $r$ is a constant. Assume the following statements hold.

1. For any graphs $G$ and $H$, as well as any module $M$ of $G$, $F_i(H) = F_i(G[M])$ for all $i$ implies $F_i(G) \leq F_i(G')$ (or $F_i(G) \geq F_i(G')$) for all $i$\textsuperscript{3} where $G'$ is obtained from $G$ by replacing $G[M]$ with $H$.

2. For each $i$, there is a $2^{mw^{O(1)}}|G|^{O(1)}$ time algorithm to solve $F_i(G)$.

3. $F_i(G) \leq |G|^{O(1)}$ for each $i$.

Then each $F_i(G)$ can be solved by a polynomial-time algorithm together with an oracle for a problem $Q$ that can decide in one step whether a string of length $mw^{O(1)}$ is in $Q$. Moreover, the decision version of each $F_i(G)$ has a PTC parameterized by $mw$.

**Proof.** For all $i$, assume $F_i(G) \leq |G|^c$ and $F_i(G)$ can be solved in $2^{mw^{c}}|G|^c$ for some constant $c$. Suppose w.l.o.g. that $mw \geq \log^{2} |G|$ henceforth (otherwise, each $F_i(G)$ can be solved in polynomial time based on statement 2 and the consequence of this lemma holds). Consider statement 1. Since $V(H)$ is a module of $G'$, we can obtain $F_i(G) = F_i(G')$ by exchanging the position of $G$ and $G'$ as follows. For the graphs $G'$ and $G[M]$, as well as the module $V(H)$ of $G'$, that $F_i(G[M]) = F_i(H)$ for all $i$ also implies that $F_i(G) \geq F_i(G')$ (or $F_i(G) \leq F_i(G')$) for all $i$, where $G$ is obtained from $G'$ by replacing $H$ with $G[M]$. Thus, functions $F_1, \ldots, F_r$ fulfill the conclusion of Lemma \textsuperscript{2}. Let the definitions of values-attached quotient graph $X$, set $\mathcal{X}$, binary relation $R$ and functions $f_1, \ldots, f_r$ be the same as that in the proof of Lemma \textsuperscript{2}.

\textsuperscript{2}The prerequisite of this lemma is the second sentence of Lemma \textsuperscript{2}

\textsuperscript{3}Here, we only require every $F_i$ is monotone under module-substitution.
Recall that every vertex $v_M$ of the modular decomposition tree $MD(G)$ of a graph $G$ corresponds to the strong module $M$ of $G$, where $MD(G)$ can be constructed in linear time. Here, we call $G[M]$ the corresponding graph of $v_M$. Roughly speaking, to obtain $F_1(G), \ldots, F_r(G)$, we compute in a bottom-up fashion the values of all $F_i$ for the graphs that correspond to the vertices of $MD(G)$. First, the corresponding graph of each leaf of $MD(G)$ is the singleton graph $K_1$, where $F_i(K_1)$ can be solved in $O(1)$ time according to statement 2. Secondly, consider an internal vertex $v_M$ of $MD(G)$. Let $P$ be the maximal modular partition of $M$. Then every child $v_{M'}$ of $v_M$ corresponds to the module $M'$ of $P$ and the quotient graph of $v_M$ is $G[M]/P$. Suppose $v_M$ is prime. Assume $X \in \mathcal{X}$ is the values-attached quotient graph generated from $P$. Since $F_1(G[M']), \ldots, F_r(G[M'])$ for all $M'$ of $P$ and $G[M]/P$ are given, $X$ can be obtained immediately. Let $k_1, \ldots, k_r$ be non-negative integers at most $|G|^c$. Exhaustively generate string $(X, k_1, \ldots, k_r)$ and query the oracle whether it is in $Q$. Based on Lemma 2, we have $f_i(X) = F_i(G[M]) \leq |G|^c$ for all $i$. Hence, we can obtain $F_1(G[M]), \ldots, F_r(G[M])$ by finding the string $(X, k_1, \ldots, k_r)$ after querying the oracle at most $(|G|^c+1)^r = (|G|^c)^{O(1)}$ times. Moreover, the length of any $(X, k_1, \ldots, k_r)$ is at most $O(mw^2 \log |G|) = mw^{O(1)}$. Assume $v_M$ is parallel. Suppose $P$ contains $t$ modules, where $2 \leq t \leq |V(G)|$. Then, the quotient graph $G[M]/P$ is $K_t$. Consider any two modules $M_1$ and $M_2$ of $P$. Let $M_{12}'$ be $M_1 \cup M_2$ and $G[M_{12}']$ be the subgraph induced by $M_{12}'$ in $G[M]$. Then, $P' = \{M_1', M_2'\}$ is a modular partition of $M_{12}'$. Since the values-attached quotient graph generated from $P'$ are given, we can obtain $F_1(G[M_{12}']), \ldots, F_r(G[M_{12}'])$ using the same method as that of the prime vertex. Now, consider the new modular partition $P = \{M_{12}'\} \cup (P \setminus \{M_1', M_2'\})$ of $M$. It contains only $t-1$ modules and the new quotient graph $G[M]/P$ is $K_{t-1}$. Moreover, $F_1(G[M']), \ldots, F_r(G[M'])$ are known for every module $M'$ in $P$. Clearly, this process decreases the vertex number of the quotient graph by one. We can repeat $t-1$ times the same process on every newly generated quotient graph. Finally, $F_1(G[M]), \ldots, F_r(G[M])$ can be obtained. Assume $v_M$ is a series vertex. $F_1(G[M]), \ldots, F_r(G[M])$ can be obtained using the same strategy as that of the parallel vertex. Therefore, for any internal vertex $v_M$ of $MD(G)$, we obtain $F_1(G[M]), \ldots, F_r(G[M])$ in $|G|^{O(1)}$ time with each query length at most $mw^{O(1)}$. In addition, the vertex number of $MD(G)$ is $O(|G|)$. As a result, $F_1(G), \ldots, F_r(G)$ can be solved by a polynomial-time algorithm with an oracle for $Q$ that can decide whether a string of length $mw^{O(1)}$ is in $Q$. Furthermore, according to the definition of PTC, the decision version of each $F_i(G)$ has a PTC parameterized by $mw$.

\section{4 Polynomial Turing compressions for problems}

Obviously, the function versions of all problems in Theorem 1 fulfill statement 3 of Lemma 3. Clique, Feedback Vertex Set, Longest Induced Path, Induced Matching, Independent Triangle Packing, Independent Cycle Packing can be solved in $O^*(1.74^{mw})$ time [16]. Chromatic Number can be solved in $O^*(2^{mw})$ time [19]. Hamiltonian Cycle and Partitioning Into Paths can be solved in $2^{O(mw^2 \log mw)} n^{O(1)}$ time [19]. In addition, clique-width (cw) [10] is a generalized parameter of $mw$ such that $cw \leq mw + 2$.
in a graph (the \( cw \) and \( mw \) of a cograph are two and zero, respectively). Connected Vertex Cover \( \[3\] \), Dominating Set \( \[7\] \), and Odd Cycle Transversal \( \[21, 22\] \) can be solved in \( 2^{O(cw)}n^{O(1)} \) time, thus also in \( 2^{O(mw)}n^{O(1)} \) time. Therefore, the function versions of all the above-mentioned problems fulfill statement 2 of Lemma \( \[3\] \).

Clearly, a PTC of each problem in Theorem \( \[4\] \) can be obtained if we can obtain a PTC of the problem with connected input graphs. So we assume w.l.o.g. the input graph of every problem is connected. In this section, unless otherwise specified, assume \( G = (V, E) \) and \( H = (V_H, E_H) \) are connected graphs, \( M \neq \emptyset \) is a module of \( G \), \( M' = N(M) \) in \( G \), and graph \( G' = (V', E') \) is obtained from \( G \) by replacing \( G[M] \) with \( H \). Now, we only need to prove the function versions of the above-mentioned problems, all of which will be discussed in this section, fulfill statement 1 of Lemma \( \[3\] \) to provide PTCs for the problems parameterized by \( mw \). More specifically, we will prove that \( F_i(H) = F_i(G[M]) \) for all \( i \) implies that \( F_i(G) \leq F_i(G') \) (or \( F_i(G) \geq F_i(G') \)) for all \( i \), where functions \( F_i \) are the function versions of the problems discussed in some lemma of this section. Obviously, the statement is true for any function \( F_i \) if \( M = V \). So assume \( M \neq V \) henceforth. In addition, \( M' \neq \emptyset \) since \( G \) is connected and \( M \not\subset \{\emptyset, V\} \).

This section, assume function \( F_i(I) \) denotes the vertex number of \( I \) for any \( I \in \mathcal{G} \). Let min-DS, min-CVC, min-VC, min-FVS, min-OCT, max-IM, max-ITP, and max-ICP be the abbreviations of the minimum dominating set, minimum connected vertex cover, minimum vertex cover, minimum feedback vertex set, minimum odd cycle transversal, maximum induced matching, maximum independent triangle packing, and maximum independent cycle packing, respectively.

**Lemma 4.** Chromatic Number \( mw \) has a PTC.

*Proof.* Let function \( F(I) \) denote the chromatic number for any \( I \in \mathcal{G} \). Suppose \( F(G[M]) = F(H) \). Then, there is a coloring \( c : V \rightarrow C \) for \( G \), where \( C = [F(G)] \). Let \( C_M = \{c(v) \mid v \in M\} \) and \( C_{M'} = \{c(v) \mid v \in M'\} \). Since \( M' = N(M) \), \( C_M \cap C_{M'} = \emptyset \). Consider \( G' \) such that \( F(H) = F(G'[M]) \leq |C_M| \), there is a coloring \( c_H : V_H \rightarrow C_M \) for \( H \). Suppose \( c' : V' \rightarrow C \) is a function such that \( c'(v) = c(v) \) for all \( v \in V' \setminus V_H \) and \( c'(v) = c_H(v) \) for all \( v \in V_H \). Since \( G[V_H] = M' \) and \( C_M \cap C_{M'} = \emptyset \), \( c' \) is a coloring for \( G' \). Thus, \( F(G') \leq |C| = F(G) \). \( \square \)

**Lemma 5.** Let \( D \) be a min-DS of \( G \). Then \( M \cap D \) is either \( \emptyset \), \( \{v\} \), or a min-DS of \( G[M] \).

*Proof.* Assume, for contradiction, \( |D \cap M| \geq 2 \) and \( D \cap M \) is not a min-DS of \( G[M] \). If \( D \cap M \) is a dominating set of \( G[M] \) that is not minimum, then let \( X \) be a smaller one, and \( (D \setminus M) \cup X \) is a smaller dominating set of \( G \), a contradiction. Hence, \( D \cap M \) is not a dominating set of \( G[M] \), so there must be an \( x \in D \cap M' \). Then \( M \subseteq N(x) \) and every vertex in \( M \) has the same neighborhood outside of \( M \), so \( D \) is still a dominating set of \( G \) by removing from \( D \) all but one vertex of \( M \cap D \), contradicting the minimality of \( D \). \( \square \)

**Lemma 6.** Dominating Set \( mw \) has a PTC.

*Proof.* Let function \( F(I) \) denote the size of the min-DS for any \( I \in \mathcal{G} \). Suppose \( F(G[M]) = F(H) \) and \( D \) is a min-DS of \( G \). Assume \( D \cap M = \emptyset \). Then there exists an \( x \in D \cap M' \) such that \( V_H \subseteq N(x) \) in \( G' \). Thus, \( D \) is a dominating set of \( G' \) and \( F(G') \leq F(G) \). Assume
\( D \cap M = \{ u \} \). Suppose \( F(G[M]) = F(H) \geq 2 \). Then \( \{ u \} \) is not a dominating set of \( G[M] \), so there is a \( v \in D \cap M' \) such that \( V_H \subseteq N(v) \) in \( G' \). Clearly, \( \{ w \} \cup (D \setminus \{ u \}) \) is a dominating set of \( G' \) for any \( w \in V_H \), so \( F(G') \leq F(G) \). Suppose \( F(G[M]) = F(H) = 1 \). We may assume \( \{ v \} \) is a dominating set of \( H \). Clearly, \( \{ v \} \cup (D \setminus \{ u \}) \) is a dominating set of \( G' \), so \( F(G') \leq F(G) \). Now, according to Lemma 5, we only need to consider that \( D \cap M \) is a min-DS of \( G[M] \). Suppose \( D_H \) is a min-DS of \( H \). Clearly, \( D_H \cup (D \setminus M) \) is a dominating set of \( G' \), so \( F(G') \leq F(G) \).

**Lemma 7.** Assume \( I_{G[M]} \) and \( I_H \) with the same size are independent sets of \( G[M] \) and \( H \), respectively. Suppose \( S \subseteq V \setminus M \). Then, the subgraph in \( G \) induced by \( S \cup I_{G[M]} \) and the subgraph in \( G' \) induced by \( S \cup I_H \) are isomorphic.

**Proof.** It is trivial if \( S \) or \( I_{G[M]} \) is empty. Assume \( I_{G[M]} \) and \( S \) are not empty. Since \( |I_H| = |I_{G[M]}| \), we may assume \( S = \{ v_1, \ldots, v_r \} \), \( I_{G[M]} = \{ u_1, \ldots, u_s \} \), and \( I_H = \{ w_1, \ldots, w_s \} \). Suppose \( f \) is a bijection from \( S \cup I_{G[M]} \) to \( S \cup I_H \) such that \( f = \{ [v_1, v_1], \ldots, [v_r, v_r], [u_1, w_1], \ldots, [u_s, w_s] \} \). Clearly, \( f \) is an edge-preserving bijection.

**Lemma 8.** \( G \) has an edge if and only if \( G[V \setminus S] \) has an edge, where \( S \) is a min-FVS or a min-OCT of \( G \).

**Proof.** Let \( S \) be a min-FVS of \( G \). For the forward direction, suppose \( G \) has an edge. \( G[V \setminus S] \) has an edge if \( S = \emptyset \). Assume \( S \neq \emptyset \). After deleting any \( |S| - 1 \) vertices of \( S \) from \( G \), there exists a cycle in \( G \), otherwise, \( G \) has a feedback vertex set of size \( |S| - 1 \). Hence, \( G[V \setminus S] \) has at least one edge since the edges of a cycle cannot be entirely removed by deleting one vertex. The reverse direction is trivial. The proof goes the same way if \( S \) is a min-OCT of \( G \).

**Lemma 9.** Assume \( C, F, O, R \) are a min-VC, a min-FVS, a min-OCT, and a min-CVC of \( G \), respectively. Let \( v \) be a vertex of \( M \). The following statements hold. (1) \( M \cap C \) is either \( M \) or a min-VC of \( G[M] \). (2) \( M \cap F \) is either \( M \setminus \{ v \} \), a min-VC of \( G[M] \), or a min-FVS of \( G[M] \). (3) \( M \cap O \) is either \( M \), a min-VC of \( G[M] \), or a min-OCT of \( G[M] \). (4) \( M \cap R \) is either \( M \), a min-VC of \( G[M] \), or \( \{ v \} \).

**Proof.** Recall that \( M' \neq \emptyset \). (1) If \( M \cap C \neq M \), then \( M' \subseteq C \) and \( M \cap C \) is a min-VC of \( G[M] \). (2) Assume \( G[M \setminus F] \) has an edge. Then \( M' \subseteq F \) and \( M \cap F \) is a min-FVS of \( G[M] \). Assume \( G[M \setminus F] \) has no edges but has at least two vertices. Then \( M' \setminus F \) contains at most one vertex, otherwise, there exists a \( C_4 \) in \( G[V \setminus F] \). Hence, \( F \cap M \) is a min-VC of \( G[M] \). Assume \( M \setminus F \) equals \( \{ v \} \) or \( \emptyset \). Then \( M \cap F = M \setminus \{ v \} \) or \( M \). (3) Clearly, \( M \cap O = M \) if \( M \setminus O = \emptyset \). Assume \( G[M \setminus O] \) contains an edge. Then \( M' \subseteq O \), so \( M \cap O \) is a min-OCT of \( G[M] \). Assume \( G[M \setminus O] \) contains a vertex but no edges. Then \( G[M' \setminus O] \) contains no edges, so \( M \cap O \) is a min-VC of \( G[M] \). (4) Clearly, \( M \subseteq R \) if \( M' \not\subseteq R \). Assume \( M' \subseteq R \) henceforth. Then, \( M \cap R \) is a min-VC of \( G[M] \) if \( G[R \setminus M] \) is connected or \( G[M] \) contains an edge, otherwise, \( M \cap R \) is a vertex of \( M \) to ensure the connectivity of \( G[R] \).

**Lemma 10.** **Vertex Cover**(\( mw \)), **Connected Vertex Cover**(\( mw \)), **Feedback Vertex Set**(\( mw \)), and **Odd Cycle Transversal**(\( mw \)) have PTCs.
Proof. Suppose functions $F_{\text{oct}}(I)$, $F_{\text{fvs}}(I)$, $F_{\text{cvc}}(I)$, and $F_{\text{vc}}(I)$ represent the sizes of min-OCT, min-FVS, min-CVC, and min-VC of any $I \in \mathcal{G}$, respectively. Suppose $F_v(G[M]) = F_v(H)$, $F_{\text{vc}}(G[M]) = F_{\text{vc}}(H)$, $F_{\text{cvc}}(G[M]) = F_{\text{cvc}}(H)$, and $F_{\text{oct}}(G[M]) = F_{\text{oct}}(H)$. Let $C$, $R$, $F$, and $O$ represent a min-VC, a min-CVC, a min-FVS, and a min-OCT of $G$, respectively. Let $C_H$, $F_H$, and $O_H$ represent a min-VC, a min-FVS, and a min-OCT of $H$, respectively. Obviously, $F_v(G') \leq F_v(G)$.

We claim $F_{\text{vc}}(G') \leq F_{\text{vc}}(G)$. Based on Lemma 9, $C \cap M$ is either $M$ or a min-VC of $G[M]$. Let $S$ denote $V \setminus (C \cup M)$. Assume $C \cap M = M$. Clearly, $(C \setminus M) \cup V_H$ is a vertex cover (VC) of $G'$. Assume $C \cap M$ is a min-VC of $G[M]$. Then, $M \setminus C$ and $V_H \setminus C_H$ are independent sets of $G[M]$ and $H$, respectively. Moreover, $|M \setminus C| = |V_H \setminus C_H|$ since $F_v(G[M]) = F_v(H)$ and $F_{\text{vc}}(G[M]) = F_{\text{vc}}(H)$. According to Lemma 7, the subgraph induced by $S \cup (M \setminus C) = V \setminus C$ and the subgraph induced by $S \cup (V_H \setminus C_H)$ in $G'$ are isomorphic, so $S \cup (V_H \setminus C_H)$ is an independent set of $G'$. Hence, $(C \setminus M) \cup C_H$ is a VC of $G'$.

We claim $F_{\text{cvc}}(G') \leq F_{\text{cvc}}(G')$. According to Lemma 9, $M \cap R$ is either $M$, a min-VC of $G[M]$, or $\{v\}$. Suppose $M \cap R = M$. Clearly, $(R \setminus M) \cup V_H$ is a connected vertex cover (CVC) of $G'$. Suppose $M \cap R = \{v\}$. Assume $u \in M \setminus R$ (the case $M = \{v\}$ has been discussed). Since $G$ is connected, $M' \subseteq N(u)$. Thus, $M' \subseteq R$. Since $F_{\text{vc}}(G[M]) = F_{\text{vc}}(H)$, $F_v(G[M]) = F_v(H)$, and $\{v\}$ is a VC of $G[M]$, there exists $w \in V_H$ that covers all edges of $H$. Therefore, $(R \setminus \{v\}) \cup \{w\}$ is a VC of $G'$. In addition, according to Lemma 7, $G[R]$, which is connected, and the subgraph induced by $(R \setminus \{v\}) \cup \{w\}$ in $G'$ are isomorphic. Thus, $(R \setminus \{v\}) \cup \{w\}$ is a CVC of $G'$. We claim $F_{\text{fvs}}(G') \leq F_{\text{fvs}}(G')$. Based on Lemma 8, $F \cap M$ is either $M \setminus \{v\}$, a min-VC of $G[M]$, or a min-FVS of $G[M]$. Let $S = V \setminus (F \cup M)$. Clearly, $(F \setminus M) \cup V_H$ is an FVS of $G'$ if $F \cap M = M$. Suppose $F \cap M = M \setminus \{v\}$. Let $u \in V_H$. Based on Lemma 7, $G[S \cup \{v\}]$ and $G'[S \cup \{u\}]$ are isomorphic. Hence, $G'[S \cup \{u\}]$ is a forest, and $(F \setminus M) \cup (V_H \setminus \{u\})$ is an FVS of $G'$. Suppose $F \cap M$ is a min-VC of $G[M]$. Based on Lemma 7, $G[S \cup (M \setminus F)] = G[V \setminus F]$ and $G'[S \cup (V_H \setminus C_H)]$ are isomorphic. So $G'[S \cup (V_H \setminus C_H)]$ has no cycles, and $(F \setminus M) \cup C_H$ is an FVS of $G'$. Suppose $F \cap M$ is a min-FVS of $G[M]$. Assume $G[M \setminus F]$ has no edges. Based on Lemma 8, $G[M]$ has no edges. Thus, $H$ has no edges, moreover, $G$ and $G'$ are isomorphic according to Lemma 7. Assume $G[M \setminus F]$ has an edge. Then $M' \subseteq F$. Hence, $(F \setminus M) \cup F_H$ is an FVS of $G'$.

We claim $F_{\text{oct}}(G') \leq F_{\text{oct}}(G')$. Based on Lemma 8, $O \cap M$ is either $M$, a min-VC of $G[M]$, or a min-OCT of $G[M]$. Let $S = V \setminus (O \cup M)$. Clearly, $(O \setminus M) \cup V_H$ is an OCT of $G'$ if $O \cap M = M$. Assume $O \cap M$ is a min-VC of $G[M]$. According to Lemma 7, $G[S \cup (M \setminus O)] = G[V \setminus O]$ and $G'[S \cup (V_H \setminus C_H)]$ are isomorphic. Therefore, $G'[S \cup (V_H \setminus C_H)]$ has no odd cycles, and $(O \setminus M) \cup C_H$ is an OCT of $G'$. Assume $O \cap M$ is a min-OCT of $G[M]$. Suppose $G[M \setminus O]$ has no edges. Based on Lemma 8, $G[M]$ has no edges. Thus, $H$ has no edges, moreover, $G$ and $G'$ are isomorphic according to Lemma 7. Suppose $G[M \setminus O]$ has an edge, then $M' \subseteq O$. Hence, $(O \setminus M) \cup O_H$ is an OCT of $G'$.
A partition of a graph \( I \) into paths is a set of vertex disjoint paths of \( I \) whose union contains all vertices of \( V(I) \). A connected subgraph of a path \( L \) is called a sub-path of \( L \). The operation of substituting a path \( P \) for the sub-path \( L' \) of \( L \) is to first delete \( L' \) from \( L \), and then connect the two endpoints of \( P \) with the two cut endpoints of \( L - L' \), respectively.

**Lemma 11. Partitioning Into Paths** (\( mw \)) and Hamiltonian Cycle (\( mw \)) have PTCs.

**Proof.** For any \( I \in \mathcal{G} \), assume function \( c(I) \) denotes the number of the connected components of \( I \). Let function \( F_{pip}(I) \) denotes the smallest integer \( k \) such that \( I \) has a partition into \( k \) paths, and function \( F_{hc}(I) = 0 \) if \( I \) has a Hamiltonian cycle, otherwise \( F_{hc}(I) = 1 \). Suppose \( F_{hc}(G[M]) = F_{hc}(H) \), \( F_{pip}(G[M]) = F_{pip}(H) \), and \( F_v(G[M]) = F_v(H) \). Clearly, \( F_v(G') \leq F_v(G) \).

Assume \( L \) is a partition of \( G \) into \( F_{pip}(G) \) paths. Assume \( \mathcal{O} = \{ L \in \mathcal{L} \mid V(L) \subseteq V \setminus L \} \), \( \mathcal{Q} = \{ L \in \mathcal{L} \mid V(L) \subseteq M \} \), and \( \mathcal{P} = \mathcal{L} \setminus (\mathcal{O} \cup \mathcal{Q}) \). Suppose \( s \) equals the sum of \( c(L \cap G[M]) \) for all \( L \in \mathcal{P} \). Then \( F_{pip}(G[M]) \leq s + |\mathcal{Q}| \leq F_v(G[M]) \). Hence, \( F_{pip}(H) \leq s + |\mathcal{Q}| \leq F_v(H) \), and there exists a partition of \( H \) into paths \( \mathcal{R} \) with \( s + |\mathcal{Q}| \) elements. Now, construct a partition of \( G' \) into paths \( \mathcal{L}' \) as follows. (1) Add all elements of \( \mathcal{O} \) into \( \mathcal{L}' \). (2) Do the following process for every \( L \in \mathcal{P} \). Suppose \( L \cap G[M] \) consists of connected components \( L_1, \ldots, L_r \). Clearly, each \( L_i \) is a sub-path of \( L \) for \( i \in [r] \). For every \( L_i \), substitute a path of \( \mathcal{R} \) for the sub-path \( L_i \) in \( L \), and then delete the path from \( \mathcal{R} \). After substituting for all the \( r \) sub-paths in \( L \cap G[M] \), we obtain a new path \( L' \) of \( G' \) and add \( L' \) to \( \mathcal{L}' \). (3) Add all remaining paths of \( \mathcal{R} \) into \( \mathcal{L}' \). Clearly, \( |\mathcal{O}| \) paths are added into \( \mathcal{L}' \) in the first step and \( |\mathcal{P}| \) paths are added into \( \mathcal{L}' \) in the second step. Since \( s \) paths are deleted from \( \mathcal{R} \) in the second step, \( |\mathcal{R}| - s = |\mathcal{Q}| \) paths are added into \( \mathcal{L}' \) in the third step. Thus, \( |\mathcal{L}'| = |\mathcal{L}| \) and \( F_{pip}(G') \leq F_{pip}(G) \).

Suppose \( C \) is a Hamiltonian cycle of \( G \). Then \( c(C \cap G[M]) = c(C \cap G[V \setminus M]) \). Since \( F_{pip}(G[M]) = F_{pip}(H) \) and \( F_v(G[M]) = F_v(H) \), there exists a partition of \( H \) into paths with \( c(C \cap G[M]) \) elements. Applying the similar substitution operations on \( C \) as that on \( L \in \mathcal{P} \) in the proof for \( F_{pip}(G') \leq F_{pip}(G) \), a Hamiltonian cycle of \( G' \) can be obtained. Thus, a Hamiltonian cycle of \( G \) implies a Hamiltonian cycle of \( G' \), and \( F_{hc}(G') \leq F_{hc}(G) \).

**Lemma 12. Longest Induced Path** (\( mw \)) has a PTC.

**Proof.** Let function \( F(I) \) represent the vertex number of the longest induced path for any \( I \in \mathcal{G} \). Suppose w.l.o.g. \( F(I) \geq 4 \) (otherwise it is polynomial-time solvable). Suppose \( F(G[M]) = F(H) \). Assume \( L \) is a longest induced path of \( G \). Then, \( |N(v) \cap V(L)| \leq 2 \) for any \( v \in V(L) \). First, assume \( V(L) \cap M = \emptyset \). Clearly, \( L \) is also an induced path of \( G' \), so \( F(G) \leq F(G') \). Secondly, assume \( V(L) \cap M = \{ u \} \). Then, for any \( v \in V_H \), since \( v \) and \( u \) have the same neighborhood in \( M' \), the subgraph induced by \( (V(L) \setminus \{ u \}) \cap \{ v \} \) in \( G' \) is an induced path with \( |V(L)| \) vertices. Thus, \( F(G) \leq F(G') \). Thirdly, assume \( V(L) \cap M = \{ u, v \} \). Since \( |V(L)| \geq 4 \), \( |V(L) \cap M'| \geq 1 \). If \( V(L) \cap M' \) contains exactly one vertex, say \( w \), then there exists \( x \in V(L) \cap (V \setminus N[M]) \) such that \( wx \in E(L) \). So \( uu, uv, wx \in E(L) \), a contradiction. If \( V(L) \cap M' \) contains at least two vertices, say \( w, x \), then the subgraph induced by \( \{ u, v, w, x \} \) contains a \( C_4 \), a contradiction. Fourthly, assume
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3 ≤ |V(L) ∩ M| < |V(L)|. Then there exists v ∈ V(L) ∩ M' such that |N(v) ∩ V(L)| ≥ 3, a contradiction. Finally, assume V(L) ⊆ M. Since F(G[M]) = F(H), H has an induced path with |V(L)| vertices, so F(G) ≤ F(G').

**Lemma 13.** Induced Matching (mw), Independent Triangle Packing (mw), and Independent Cycle Packing (mw) have PTCs.

**Proof.** Suppose functions $F_{vc}(K)$, $F_{im}(K)$, $F_{itp}(K)$, and $F_{icp}(K)$ denote the element numbers of the min-VC, the max-IM, max-ITP, and max-ICP of any $K ∈ G$, respectively. Suppose $F_{vc}(G[M]) = F_{vc}(H)$, $F_{im}(G[M]) = F_{im}(H)$, $F_{itp}(G[M]) = F_{itp}(H)$, and $F_{icp}(G[M]) = F_{icp}(H)$. Let graphs $I$, $T$, and $P$ represent a max-IM, a max-ITP, and a max-ICP of $G$, respectively. Clearly, $F_v(G) ≤ F_v(G')$. According to the proof of Lemma 10, $F_v(G) ≤ F_v(G')$ since $F_{vc}(G[M]) = F_{vc}(H)$ and $F_v(G[M]) = F_v(H)$. Recall that $M' ≠ \emptyset$.

We claim $F_{im}(G) ≤ F_{im}(G')$. Clearly, $F_{itp}(G) = F_{itp}(G[V \setminus M]) ≤ F_{itp}(G')$ if $V(I) ∩ M = \emptyset$. Assume $V(I) ∩ M$ consists of one vertex, say $v$. Then $V(I) ∩ M' = \{u\}$ and $uv ∈ E(I)$. Hence, for any $w ∈ V_H$, $N(w) ∩ V(I) = \{u\}$, and $G'[\{w\} ∪ (V(I) \setminus \{v\})]$ is an induced matching of $G'$. Assume $V(I) ∩ M$ contains more than one vertex. Then, $V(I) ∩ M' = \emptyset$. Thus, for any edge of $I$, both its endpoints are in either $M$ or $V \setminus N[M]$. Suppose $I_G[M] = I ∩ G[M]$, and $I_H$ is a max-IM of $H$. Clearly, $I_H ∪ (I - I_G[M])$ is an induced matching of $G'$, where $|E(I_H)| ≥ |E(I_G[M])|$. We claim $F_{itp}(G) ≤ F_{itp}(G')$. Clearly, $F_{itp}(G) = F_{itp}(G[V \setminus M]) ≤ F_{itp}(G')$ if $V(T) ∩ M = \emptyset$. Assume $V(T) ∩ M$ consists of one vertex, say $u$. Then $V(T) ∩ M' = \{v, w\}$ and $G[\{x, y\} ∪ (V(T) \setminus \{u\})]$ is a triangle of $T$. Moreover, $N(x) ∩ V(T) = \{v, w\}$ for any $x ∈ V_H$. Thus, $G'[\{x, y\} ∪ (V(T) \setminus \{u\})]$ is an independent triangle packing (ITP) of $G'$. Assume $V(T) ∩ M$ consists of two vertices, say $u, v$. If $u, v$ belong to different triangles of $T$, then at least four vertices in $V(T) ∩ M'$ are adjacent to $u$ (or $v$), a contradiction. Assume $u, v$ are in the same triangle of $T$. Then $V(T) ∩ M' = \{u\}$ and $G[\{u, v, w\}]$ is a triangle of $T$. Additionally, since $F_{im}(G[M]) = F_{im}(H)$ and $G[M]$ contains $uw$, there exists an $xy ∈ E_H$. Thus, $G'[\{x, y\} ∪ (V(T) \setminus \{u, v\})]$ is an ITP of $G'$. Assume $V(T) ∩ M$ includes at least three vertices. Then $V(T) ∩ M' = \emptyset$. Thus, for every triangle of $T$, all its vertices are in either $M$ or $V \setminus N[M]$. Suppose $T_G[M] = T ∩ G[M]$, and $T_H$ is a max-ITP of $H$. Then, $T_H ∪ (T - T_G[M])$ is an ITP of $G'$, where the number of triangles of $T_H$ is at least that of $T_G[M]$.

We claim $F_{icp}(G) ≤ F_{icp}(G')$. Clearly, $F_{icp}(G) = F_{icp}(G[V \setminus M]) ≤ F_{icp}(G')$ if $V(P) ∩ M = \emptyset$. Suppose $V(P) ∩ M$ consists of a vertex $u$. There exist $v, w ∈ M'$ such that $v, w ∈ V(C)$, where $C$ is a cycle of $P$. Moreover, $V(P) ∩ M' = \{v, w\}$. Thus, $N(x) ∩ V(P) = \{v, w\}$ for any vertex $x$ in $H$. Clearly, $G'[\{x\} ∪ (V(P) \setminus \{u\})]$ is an independent cycle packing (ICP) of $G'$. Suppose $V(P) ∩ M$ consists of two vertices $u, v$. If $u, v$ belong to different cycles of $P$, then at least four vertices in $V(P) ∩ M'$ are adjacent to $u$ (or $v$), a contradiction. Assume $u, v$ are in the same cycle $C$ of $P$. Suppose $uv ∈ E(C)$. Then $M' ∩ V(P)$ consists of one vertex, say $w$, otherwise, $|V(C)| < 3$ or $u$ (or $v$) has more than two neighbor vertices in $N[M] ∩ V(P)$. Thus, $C$ is the triangle $G[\{u, v, w\}]$. In addition, there exists an $xy ∈ E_H$ since $F_{im}(G[M]) = F_{im}(H)$ and $G[M]$ has an edge. Thus, $G'[\{x, y\} ∪ (V(P) \setminus \{u, v\})]$ is an ICP of $G'$. Suppose $uv ∉ E(C)$. Then $M' ∩ V(P)$ consists of two vertices, say $w, z$, otherwise, $C$ is not a cycle or $u$ (or $v$) has more than two neighbor vertices in $N[M] ∩ V(P)$.
Moreover, $wz \not\in E$ since $w$ (or $z$) has two neighbours $u, v \in V(C)$. Thus, $C = G[\{u, v, w, z\}]$ is a cycle with four vertices. Since $F_v(G[M]) = F_v(H)$, $F_{vc}(G[M]) = F_{vc}(H)$ and $\{u, v\}$ is an independent set of $G[M]$, there exists an independent set of $H$ with at least two vertices, say $x, y$. Thus, $G'[\{x, y\} \cup (V(P) \setminus \{u, v\})]$ is an ICP of $G'$. Suppose $|V(P) \cap M| \geq 3$. Then, for every cycle $C$ of $P$, all vertices of $C$ are in either $M$ or $V \setminus N[M]$. In addition, since $F_{icp}(G[M]) = F_{icp}(H)$, the max-ICP of $G'$ is at least that of $G$. 

Corollary 14 holds according to Lemma 6, 10, 11 and the following reasons. (1) An independent set, a nonblocker, and the vertex set of a maximum induced forest of $G$ are complements of a vertex cover, a dominating set, and a feedback vertex set of $G$, respectively. (2) $mw$ does not change under graph complementation, and an independent set in $G$ is a clique in the complement graph of $G$. (3) The $mw$ of the output graph equals that of the input graph using the routine reduction from HAMILTONIAN PATH to HAMILTONIAN CYCLE.

Corollary 14. INDEPENDENT SET($mw$), CLIQUE($mw$), MAXIMUM INDUCED FOREST($mw$), NONBLOCKER($mw$), and HAMILTONIAN PATH($mw$) have PTCs.

5 Polynomial compression lower bounds for problems

We provide polynomial compression (PC) lower bounds parameterized by $mw$ for the last six problems in Theorem 1 using the cross-composition technique [6].

Definition 1 (Polynomial equivalence relation [6]). An equivalence relation $R$ on $\Sigma^*$ is called a polynomial equivalence relation if the following two conditions hold:

1. there is an algorithm that given two strings $x, y \in \Sigma^*$ decides whether $x$ and $y$ belong to the same equivalence class in $(|x| + |y|)^{O(1)}$ time;

2. for any finite set $S \subseteq \Sigma^*$ the equivalence relation $R$ partitions the elements of $S$ into at most $(\max_{x \in S} |x|)^{O(1)}$ classes.

Definition 2 (And-cross-composition (or-cross-composition) [6]). Let $L \subseteq \Sigma^*$ be a set and let $Q \subseteq \Sigma^* \times \mathbb{N}$ be a parameterized problem. We say that $L$ and-cross-composes (or-cross-composes) into $Q$ if there is a polynomial equivalence relation $R$ and an algorithm which, given $t$ strings $x_1, \ldots, x_t$ belonging to the same equivalence class of $R$, computes an instance $(y, k) \in \Sigma^* \times \mathbb{N}$ in time polynomial in $\sum_{i=1}^t |x_i|$ such that:

1. $(y, k) \in Q$ if and only if all instances $x_i$ are yes for $L$ (at least one instance $x_i$ is yes for $L$);

2. $k$ is bounded by a polynomial in $\max_{i=1}^t |x_i| + \log t$.

Theorem 15 ([6]). Let $L$ be an NP-hard problem under Karp reductions. If $L$ and/or-cross-composes into a parameterized problem $Q$, then $Q$ does not admit a PC unless $NP \subseteq coNP/poly$. 
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Polynomial compression (PC) lower bounds for the first 11 problems of Theorem 1 are provided in [28] that include Dominating Set(mw), Feedback Vertex Set(mw), and Hamiltonian Path(mw), so PC lower bounds for Nonblocker(mw), Maximum Induced Forest(mw), and Partitioning Into Paths(mw) are obtained immediately. Next, we use the cross-composition [6] to prove Longest Induced Path(mw), Independent Triangle Packing(mw), and Independent Cycle Packing(mw) have no PCs unless NP \( \subseteq \text{coNP/\text{poly}} \). For each and/or cross-composition from a problem \( L \) to a problem \( Q \) and its related polynomial equivalence relation \( R \) on \( \Sigma^* \) in this section, there will be a bad equivalent class under \( R \), which consists of invalid instances of \( L \) that can be handled trivially, so we may assume \( \Sigma^* \) only includes valid instances of \( L \).

We define a new problem Independent Triangle Packing Refinement (ITPR) as follows: the input is a graph \( G \) and an independent triangle packing (ITP) of \( G \) with \( k \) triangles, decide whether \( G \) has an ITP with \( k + 1 \) triangles?

**Lemma 16.** ITPR is NP-hard under Karp reductions.

**Proof.** Let \( u-v-w \) denote the triangle induced by vertices \( u, v, w \) of a graph. Provide a Karp reduction from Independent Triangle Packing to ITPR. Given an instance \((G, k)\), where \( G = (V, E) \) and \( V = \{v_1, \ldots, v_n\} \). Assume w.l.o.g. that \( 2 \leq k \leq \frac{n}{3} \) (otherwise, \( (G, k) \) can be decided in polynomial time). Construct a graph \( G' = (V', E') \) as follows. First, add \( G \), vertices \( x_1, \ldots, x_{n-k+1} \), and \( n \) triangles \( u_1-w_1-w_1', \ldots, u_n-w_n-w_n' \) into \( G' \). Then, connect \( u_i \) with all vertices of \( V \) for each \( i \in [n] \). Finally, connect \( x_i \) with \( w_i, w_i' \) for each \( i \in [n-k] \) and connect \( x_{n-k+1} \) with \( w_{n-k+1}, \ldots, w_n, w_n' \). Clearly, \( T = \{u_1-w_1-w_1', \ldots, u_n-w_n-w_n'\} \) is an ITP of \( G' \). Thus, \((G', T)\) is an instance of ITPR with \( n \) triangles.

Assume \((G, k)\) is a yes instance of Independent Triangle Packing. Then, the \( k \) independent triangles in \( G \) together with the \( n-k+1 \) independent triangles \( x_1-w_1-w_1', \ldots, x_{n-k+1}-w_{n-k+1}-w_{n-k+1}' \) compose an ITP of \( G' \) with size \( n+1 \). For the other direction, assume \((G', T)\) is a yes instance. Then \( G \) has an ITP \( T' \) with \( n+1 \) triangles. Let \( U = \{u_1, \ldots, u_n\} \). We claim \( V(T') \cap U = \emptyset \). Assume \( V(T') \cap U = \{u_i\} \) for some \( i \in [n] \). Then \( N(u_i) \cap V(T') \) consists of two vertices that are either \( u_i, u_i' \) or \( u, v \), where \( uv \in E \). Assume \( N(u_i) \cap V(T') = \{u, v\} \). Then \( V(T') \cap N(\{u_i, u, v\}) = \emptyset \). Therefore, \( V(T') \) is a subset of \( L = V' \setminus N(\{u_i, u, v\}) \), and the max-ITP of \( G'[L] \) equals that of \( G' \). Clearly, the size of the max-ITP of \( G'[L] \) is \( n-k+1 < n \) if \( i \in [n-k] \), and is \( n-k+2 \leq n \) if \( n-k+1 \leq i \leq n \), a contradiction. Assume \( N(u_i) \cap V(T') = \{w_i, w_i'\} \). Then \( V(T') \cap N(\{u_i, w_i, w_i'\}) = \emptyset \). Therefore, \( V(T') \) is a subset of \( L = V' \setminus N(\{u_i, w_i, w_i'\}) \), and the max-ITP of \( G'[L] \) equals that of \( G' \). Clearly, the size of the max-ITP of \( G'[L] \) is \( n \), a contradiction. Now, we have \( V(T') \subseteq V' \setminus U \). Clearly, the size of the max-ITP of \( G'[V'( \setminus (U \cup V)) \) is \( n-k+1 \). Thus, there is an ITP of \( G \) with size at least \( (n+1) - (n-k+1) = k \).

**Lemma 17.** Independent Triangle Packing(mw) has no PCs unless NP \( \subseteq \text{coNP/\text{poly}} \).

**Proof.** Let function \( F_{\text{itp}}(I) \) be the element number of the largest independent triangle packing of any \( I \in G \). We provide an or-cross-composition from ITPR to Independent Triangle Packing(mw). Assume any two instances \((G_1, T_1)\) and \((G_2, T_2)\) of ITPR are equivalent
under $R$ if and only if $|V(G_1)| = |V(G_2)|$, $|V(T_1)| = |V(T_2)|$, and $mw(G_1) = mw(G_2)$. Clearly, $R$ is a polynomial equivalence relation. Consider the or-cross-composition. Given $t$ instances $(G_1, T_1), \ldots, (G_t, T_t)$ of ITPR in an equivalence class of $R$, where $|V(G_i)| = n$, $V(T_i) = 3k$, and $mw(G_i) = l$ for all $i \in [t]$. Produce $(G, kt + 1)$ in $O(tn^2)$ time, where $G = \bigcup_{i=1}^{t} G_i$. Clearly, $mw(G) = l \leq n$ and $f_{itp}(G) = \sum_{i=1}^{t} f_{itp}(G_i)$. Thus, $f_{itp}(G_i) \geq k + 1$ for at least one $G_i$ if and only if $f_{itp}(G) \geq kt + 1$.

We define a new problem named Independent Cycle Packing Refinement (ICPR) as follows: the input is a graph $G$ and an independent cycle packing (ICP) of $G$ with $k$ cycles, decide whether $G$ has an ICP with $k + 1$ cycles?

**Lemma 18.** INDEPENDENT CYCLE PACKING($mw$) has no PCs unless $NP \subseteq coNP/poly$.

**Proof.** That ICPR is NP-hard under Karp reductions can be proved in the same way as that of Lemma 16. Then, that INDEPENDENT CYCLE PACKING($mw$) has no PCs unless $NP \subseteq coNP/poly$ can be proved in the same way as that of Lemma 17.

**Lemma 19.** LONGEST INDUCED PATH($mw$) has no PCs unless $NP \subseteq coNP/poly$.

**Proof.** Let function $F_{itp}(I)$ be the vertex number of the longest induced path of any $I \in \mathcal{G}$. We provide an or-cross-composition from LONGEST INDUCED PATH (LIP) to LONGEST INDUCED PATH($mw$). Assume any two instances $(G_1, k_1)$ and $(G_2, k_2)$ of LIP are equivalent under $R$ if and only if $|V(G_1)| = |V(G_2)|$ and $|k_1| = |k_2|$. Clearly, $R$ is a polynomial equivalence relation. Consider the or-cross-composition. Given $t$ instances $(G_1, k), \ldots, (G_t, k)$ of LIP in an equivalence class of $R$, where $|V(G_i)| = n$ for all $i \in [t]$. Produce $(G', k)$ in $O(tn^2)$ time, where $G' = \bigcup_{i=1}^{t} G_i$. Clearly, $mw(G') = \max_{1 \leq i \leq t} mw(G_i) \leq n$ and $F_{itp}(G') = \max_{1 \leq i \leq t} F_{itp}(G_i)$. Thus, at least one $G_i$ with $F_{itp}(G_i) \geq k$ if and only if $F_{itp}(G') \geq k$.

6 Conclusions

We conclude this paper by proposing some open questions. Does $k$-Path have a PTC parameterized by $mw$? In addition, Fomin et al. [16] gives a meta-theorem that proves a family of problems is FPT parameterized by $mw$. Can we also give a meta-theorem to prove the problems in that family have PTCs?

**Acknowledgements**

I thank Manuel Lafond for his careful reading and constructive comments to improve this manuscript, as well as his valuable help in many other aspects. I thank the anonymous referees for their valuable comments on the improvement of this manuscript. This work is supported by CSC 201708430114 fellowship.
References

[1] Ambalath, A.M., Balasundaram, R., Rao H, C., Koppula, V., Misra, N., Philip, G., Ramanujan, M.: On the kernelization complexity of colorful motifs. In: IPEC 2010, Chennai, India, December 13-15. Proceedings 5. pp. 14–25. Springer (2010)

[2] Belmonte, R., Hanaka, T., Lampis, M., Ono, H., Otachi, Y.: Independent set reconfiguration parameterized by modular-width. Algorithmica 82(9), 2586–2605 (2020)

[3] Bergougnoux, B., Kanté, M.M.: Fast exact algorithms for some connectivity problems parameterized by clique-width. Theor. Comput. Sci. 782, 30–53 (2019)

[4] Bodlaender, H.L., Demaine, E.D., Fellows, M.R., Guo, J., Hermelin, D., Lokshtanov, D., Müller, M., Raman, V., van Rooij, J., Rosamond, F.A.: Open problems in parameterized and exact computation. IWPEC 2008 (2008)

[5] Bodlaender, H.L., Downey, R.G., Fellows, M.R., Hermelin, D.: On problems without polynomial kernels (extended abstract). In: ICALP 2008, Reykjavik, Iceland, July 7-11, Proceedings, Part I: Tack A. LNCS, vol. 5125, pp. 563–574. Springer (2008)

[6] Bodlaender, H.L., Jansen, B.M.P., Kratsch, S.: Kernelization lower bounds by cross-composition. SIAM J. Discrete Math. 28(1), 277–305 (2014)

[7] Bodlaender, H.L., van Leeuwen, E.J., van Rooij, J.M.M., Vatshelle, M.: Faster algorithms on branch and clique decompositions. In: MFCS 2010, Brno, Czech Republic, August 23-27. Proceedings. LNCS, vol. 6281, pp. 174–185. Springer (2010)

[8] Burjons, E., Rossmanith, P.: Lower bounds for conjunctive and disjunctive turing kernels. In: IPEC 2021. Schloss Dagstuhl-Leibniz-Zentrum für Informatik (2021)

[9] Courcelle, B., Makowsky, J.A., Rotics, U.: Linear time solvable optimization problems on graphs of bounded clique-width. Theory Comput. Syst. 33(2), 125–150 (2000)

[10] Courcelle, B., Olariu, S.: Upper bounds to the clique width of graphs. Discret. Appl. Math. 101(1-3), 77–114 (2000)

[11] Cygan, M., Fomin, F.V., Kowalik, L., Lokshtanov, D., Marx, D., Pilipczuk, M., Pilipczuk, M., Saurabh, S.: Parameterized Algorithms. Springer (2015)

[12] Donkers, H., Jansen, B.M.P.: A turing kernelization dichotomy for structural parameterizations of f-minor-free deletion. J. Comput. Syst. Sci. 119, 164–182 (2021)

[13] Downey, R.G., Fellows, M.R.: Fundamentals of Parameterized Complexity. Texts in Computer Science, Springer (2013)

[14] Fernau, H., Fomin, F.V., Lokshtanov, D., Raible, D., Saurabh, S., Villanger, Y.: Kernel(s) for problems with no kernel: On out-trees with many leaves. In: STACS 2009, February 26-28, Freiburg, Germany, Proceedings. LIPIcs, vol. 3, pp. 421–432 (2009)
[15] Fluschnik, T., Heeger, K., Hermelin, D.: Polynomial turing kernels for clique with an optimal number of queries. CoRR abs/2110.03279 (2021)

[16] Fomin, F.V., Liedloff, M., Montealegre, P., Todinca, I.: Algorithms parameterized by vertex cover and modular width, through potential maximal cliques. Algorithmica 80(4), 1146–1169 (2017)

[17] Fomin, F.V., Lokshtanov, D., Saurabh, S., Zehavi, M.: Kernelization: Theory of Parameterized Preprocessing. Cambridge University Press (2013)

[18] Fortnow, L., Santhanam, R.: Infeasibility of instance compression and succinct pcps for NP. In: STOC 2008, Victoria, British Columbia, Canada, May 17-20. pp. 133–142. ACM (2008)

[19] Gajarský, J., Lampis, M., Ordyniak, S.: Parameterized algorithms for modular-width. In: IPEC 2013, Sophia Antipolis, France, September 4-6, 2013, Revised Selected Papers. LNCS, vol. 8246, pp. 163–176. Springer (2013)

[20] Habib, M., Paul, C.: A survey of the algorithmic aspects of modular decomposition. Comput. Sci. Rev. 4(1), 41–59 (2010)

[21] Hegerfeld, F., Kratsch, S.: Towards exact structural thresholds for parameterized complexity. In: IPEC 2022, September 7-9, 2022, Potsdam, Germany. LIPIcs, vol. 249, pp. 17:1-17:20. Schloss Dagstuhl - Leibniz-Zentrum für Informatik (2022)

[22] Hermelin, D., Kratsch, S., Soltys, K., Wahlström, M., Wu, X.: A completeness theory for polynomial (turing) kernelization. Algorithmica 71(3), 702–730 (2015)

[23] Jacob, H., Bellitto, T., Defrain, O., Pilipczuk, M.: Close relatives (of feedback vertex set), revisited. In: IPEC 2021, September 8-10, Lisbon, Portugal. LIPIcs, vol. 214, pp. 21:1-21:15. Schloss Dagstuhl - Leibniz-Zentrum für Informatik (2021)

[24] Jansen, B.M.P.: Turing kernelization for finding long paths and cycles in restricted graph classes. J. Comput. Syst. Sci. 85, 18–37 (2017)

[25] Jansen, B.M.P., Marx, D.: Characterizing the easy-to-find subgraphs from the viewpoint of polynomial-time algorithms, kernels, and Turing kernels. In: SODA 2015, San Diego, CA, USA, January 4-6, 2015. pp. 616–629 (2015)

[26] Jansen, B.M.P., Pilipczuk, M., Wrochna, M.: Turing kernelization for finding long paths in graph classes excluding a topological minor. Algorithmica 81(10), 3936–3967 (2019)

[27] Kratsch, S., Nelles, F.: Efficient and adaptive parameterized algorithms on modular decompositions. In: ESA 2018, August 20-22, 2018, Helsinki, Finland. LIPIcs, vol. 112, pp. 55:1–55:15. Schloss Dagstuhl - Leibniz-Zentrum für Informatik (2018)
[28] Lafond, M., Luo, W.: Preprocessing complexity for some graph problems parameterized by structural parameters. CoRR abs/2306.12655 (2023)

[29] Luo, W.: On some FPT problems without polynomial turing compressions. Theor. Comput. Sci. 905, 87–98 (2022)

[30] Novick, M.B.: Fast parallel algorithms for the modular decomposition. Tech. rep., Cornell University (1989)

[31] Schäfer, A., Komusiewicz, C., Moser, H., Niedermeier, R.: Parameterized computational complexity of finding small-diameter subgraphs. Optimization Letters 6(5), 883–891 (2012)

[32] Tedder, M., Corneil, D., Habib, M., Paul, C.: Simpler linear-time modular decomposition via recursive factorizing permutations. In: Automata, Languages and Programming, pp. 634–645. Springer Berlin Heidelberg (2008)

[33] Thomassé, S., Trotignon, N., Vuskovic, K.: A polynomial Turing-kernel for weighted independent set in bull-free graphs. Algorithmica 77(3), 619–641 (2017)

[34] Witteveen, J., Bottesch, R., Torenvliet, L.: A hierarchy of polynomial kernels. In: SOFSEM 2019, Nový Smokovec, Slovakia, January 27-30, 2019, Proceedings 45. pp. 504–518. Springer (2019)