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This paper contains initial work on attempting to bring recent developments in the foundations of quantum mechanics concerning the nature of the wavefunction within the scope of more logical and structural methods. A first step involves dualising a criterion for the reality of the wavefunction proposed by Harrigan & Spekkens, which was central to the Pusey-Barrett-Rudolph theorem. The resulting criterion has several advantages, including the avoidance of certain technical difficulties relating to sets of measure zero. By considering the ‘reality’ not of the wavefunction but of the observable properties of any ontological physical theory a new characterisation of non-locality and contextuality is found. Secondly, a careful analysis of preparation independence, one of the key assumptions of the PBR theorem, leads to a precise analogy with the kind of locality prohibited by Bell’s theorem. Motivated by this, we propose a weakening of the assumption to something analogous to no-signalling. This amounts to allowing global or non-local correlations in the joint ontic state, which nevertheless do not allow for superluminal signalling. This is, at least, consistent with the Bell and Kochen-Specker theorems. We find a counter-example to the PBR argument, which violates preparation independence, but does satisfy this physically motivated assumption. The question of whether the PBR result can be strengthened to hold under the relaxed assumption is therefore posed.

1 Introduction

The issue of the reality of the wavefunction has received a lot of attention recently (see especially [30, 13, 20]). In this paper, we show that insights may also be gained by taking a similar approach to considering the ‘reality’ of objects and properties in physical theories more generally, and in particular that such an approach can provide a new perspective on non-locality and contextuality. The first step will be to formalise a suitably general criterion for ‘reality’ inspired by the Harrigan-Spekkens criterion for the reality of the wavefunction [21], which was the subject of the Pusey-Barrett-Rudolph theorem [30].

The aim is to formulate the ideas in a manner that can allow for a deeper, structural understanding of what is at play. Indeed, the initial motivation was to bring considerations of this kind within the scope of the methods of the unified sheaf-theoretic approach to non-locality and contextuality [2, 4, 28]. The resulting criterion has several advantages. It avoids certain technical difficulties, and due to its generality it can be applied within any ontological physical theory: e.g. generalised probabilistic theories [6], or classical mechanics.

The initial investigations here also show how such considerations can provide an alternative perspective on foundational questions more generally. We find an alternative characterisation of both local and non-contextual correlations, as those that can arise from observations or measurements of properties that can be considered ‘real’ in this sense. This ties together the notions of locality and reality, bring-
ing to light another link between the Bell and Pusey-Barrett-Rudolph (PBR) theorems \cite{30}, which deal, respectively, with these properties.

We begin, in section 2, by presenting our general, reformulated criterion for reality, which requires minimal background. Much of the literature on the foundations of quantum mechanics, including that concerning recent developments on the reality of the wavefunction, deals with hidden variable or ontological models. Therefore, we will provide a brief review of this framework in section 3, which readers familiar with the material may wish to skim over, paying attention to the notation used. In section 4, we apply the criterion not to the wavefunction but to observable properties, leading to a characterisation of locality akin to that of the unified sheaf-theoretic approach to non-locality and contextuality \cite{2} or to Kochen-Specker contextuality \cite{24}. We demonstrate how this may be used to arrive at treatments of the fact that local hidden variable models can be subsumed by the sheaf-theoretic framework \cite{2}, and the EPR argument \cite{14}.

Finally, in section 5, we give a detailed consideration of preparation independence, which first appeared as one of the assumptions of the PBR theorem. We show that the assumption, which is crucial to the theorem, is analogous in a precise sense to Bell locality. Aside from this being another link between the Bell and PBR theorems, the analogy would also suggest that the assumption may be too strong, and that it could be weakened to something analogous to no-signalling \cite{16}. A counter-example to the PBR result was constructed by Lewis et al. \cite{25} by dropping the assumption of preparation independence entirely, with the caveat that for compound systems it would necessarily introduce superluminal signalling. Here, we relax preparation independence to an independence assumption that is still well motivated and rules out signalling, and construct a counter-example which avoids this caveat. It is not clear, however, if it is possible to strengthen the PBR theorem so that its result still holds under the weaker assumption. We will mention, too, that by assuming preparation independence one can very easily prove Bell’s result, a fact that may cast further suspicion on the strength of the stricter assumption.

2 A Criterion for Reality

In this section we will use the terminology of Harrigan & Spekkens \cite{21}, which has been established in the literature. We begin by reviewing their criterion for the reality, or onticity, of the wavefunction, which we then dualise and re-cast. We note that a dual view was suggested in \cite{21}, though it was not formalised. For this, we need only postulate, for each system, a space $\Lambda$ of ontic states. These can be considered to correspond to real, physical states of the system. The idea will be that objects or properties that are determined with certainty by the ontic state can themselves be considered ontic. The term ontic is chosen deliberately, and it is supposed that such objects, properties, or states, have a real objective existence as opposed to having a merely phenomenal existence. We do not, however, propose to get into a discussion of the suitability of terminology here. Similarly, objects or properties that are not determined with certainty are said to be epistemic, recalling that the literal meaning of the term is that which relates to knowledge or to its degree of validation. The use of the term in \cite{21} can be taken to reflect the fact that objects and properties of this kind are necessarily probabilistic and could thus be assumed to represent a degree of knowledge about some underlying ontic object or property. It should be borne in mind, of course, that results relating to these definitions will hold regardless of the physical significance attached to them.

As well as the existence of an ontic state space, the authors of \cite{21} also posit the assumption that the preparation of any quantum state $|\psi\rangle$ induces a distribution $\mu_{|\psi\rangle}$ over the ontic state space $\Lambda$ for that system, specifying the probabilities for the system to be in each ontic state given that it has been prepared.
in this way.

**Definition 2.1** (Harrigan & Spekkens [21]). If, for all wavefunctions $|\psi\rangle \neq |\phi\rangle$ of each system, the induced distributions $\mu_{|\psi\rangle}$ and $\mu_{|\phi\rangle}$ have non-overlapping supports, the wavefunction is said to be *ontic*. Otherwise, there exist some $|\psi\rangle \neq |\phi\rangle$ such that $\mu_{|\psi\rangle}(\lambda) > 0$ and $\mu_{|\phi\rangle}(\lambda) > 0$ for some $\lambda \in \Lambda$, and the wavefunction is said to be *epistemic*.

We now formalise a more general, dual version of the definition. We thereby shift from thinking of values of properties as giving probabilistic information about ontic states, to thinking of ontic states as giving probabilistic information about values of properties. As we will see, the definition can be applied to any object or property. Though the wavefunction would more usually be considered to be (at least) a mathematical object rather than a property of a system, for simplicity we only refer to properties from now on. The terms ontic and epistemic apply to the relationship or specification of values for each ontic state, and it is this that we refer to as a property.

**Definition 2.2.** A $\mathcal{V}$-valued property over $\Lambda$ is a function $f : \Lambda \rightarrow \mathcal{D}(\mathcal{V})$, where $\mathcal{D}(\mathcal{V})$ is the set of probability distributions over $\mathcal{V}$. The property is said to be *ontic* in the special case that, for all $\lambda \in \Lambda$, the distribution $f(\lambda)$ over $\mathcal{V}$ is a delta function. Otherwise, it is said to be *epistemic*.

Another way of stating this is that ontic properties are generated by functions $\hat{f} : \Lambda \rightarrow \mathcal{V}$; i.e. they map each ontic state to a unique value. For epistemic properties, however, there is at least one ontic state that is compatible with two or more distinct values in $\mathcal{V}$.

We now set about showing how these definitions relate, which may not be immediately clear. Any $\mathcal{V}$-valued property $f$ specifies probability distributions over $\mathcal{V}$, conditioned on $\Lambda$. Bayesian inversion can be used to obtain probability distributions over $\Lambda$, conditioned on $\mathcal{V}$, which we (suggestively) label $\{\mu_\mathcal{V}\}_{\mathcal{V} \in \mathcal{V}}$. Explicitly,

$$
\mu_\mathcal{V}(\lambda) := \frac{f(\lambda)(\mathcal{V}) \cdot p(\lambda)}{\int_{\Lambda} f(\lambda')(\mathcal{V}) \cdot p(\lambda') d\lambda'},
$$

assuming a uniform prior distribution $p(\lambda)$ on $\Lambda$. Note that this is only well-defined for finite $\Lambda$, and that a more careful measure theoretic treatment, which will not be provided here, is required for the infinite case.

**Proposition 2.3.** A $\mathcal{V}$-valued property over finite $\Lambda$ is ontic (definition 2.2) if and only if the distributions $\{\mu_\mathcal{V}\}_ {\mathcal{V} \in \mathcal{V}}$ have non-overlapping supports.

**Proof.** Suppose the property $f$ is ontic according to definition 2.2, let $\lambda \in \Lambda$, and let $\mathcal{V}, \mathcal{V}' \in \mathcal{V}$ such that $\mathcal{V} \neq \mathcal{V}'$. Assume for a contradiction that $\mu_\mathcal{V}(\lambda) > 0$ and $\mu_{\mathcal{V}'}(\lambda) > 0$. Then, by (1), $f(\lambda)(\mathcal{V}) > 0$ and $f(\lambda)(\mathcal{V}') > 0$; but since $f$ is ontic,

$$
v_\lambda = \mathcal{V} \neq \mathcal{V}' = v_{\lambda'},
$$

where $v_{\lambda} := \hat{f}(\lambda)$.

Conversely, suppose that the distributions $\{\mu_\mathcal{V}\}_ {\mathcal{V} \in \mathcal{V}}$ have non-overlapping supports and assume for a contradiction that $f(\lambda)(\mathcal{V}) > 0$ and $f(\lambda)(\mathcal{V}') > 0$. Then, by (1), $\mu_\mathcal{V}(\lambda) > 0$ and $\mu_{\mathcal{V}'}(\lambda) > 0$. □

One way of thinking about this correspondence, which may merit further research, could be as a kind of Stone duality, or as a special case of the dual equivalence between the category of von Neumann algebras and $*$-homomorphisms and the category of measure spaces and measurable functions [22].

To illustrate, we provide a couple of simple examples of ontic and epistemic properties.

**Example 2.4** (Classical Mechanics). The phase space of a system is taken to be the ontic state space. Classical mechanical observables (energy, momentum, etc.) are represented by real-valued functions on phase space, and are therefore ontic.
Example 2.5 (Fuzzy Measurement). Consider an experiment in which a bag is prepared containing two coins, which can each be green or white, with equal probability, but are otherwise identical. We claim that the process of removing one and checking its colour measures an epistemic property. If the ontic states are \( \Lambda = \{ GG, GW, WG, WW \} \), the property cannot be represented by a \( \{ G, W \} \)-valued function on \( \Lambda \). Given the ontic state \( GW \), for example, both \( G \) and \( W \) are compatible, and can arise with equal probability.

In this second example, the property that is being measured is, according to the present definition, epistemic with respect to the state of the bag; it might also be said the example describes a fuzzy measurement on the state of the bag.

Definition 2.2 has some advantages.

- It is fully general and can be applied to any object or property in any ontological theory.
- It avoids measure theoretic problems relating to sets of measure zero that are inherent to the original [17].
- It is also mathematically straightforward and conceptually transparent.
- We will see in section 4 that, while generalisation would be possible in the original formulation, generalising the criterion in the present form avoids the need to postulate additional non-specified distributions.

3 Ontological Models

We are concerned with theories that give operational predictions for outcomes to measurements; we refer to sets of such predictions as empirical models. Quantum mechanics is one such theory, which might be described operationally by saying that we associate a density matrix \( \rho^p \) with each preparation \( p \), a POVM \( \{ E^m_o \}_{o \in O} \) with each measurement \( m \), and prescribe the probability of the outcome \( o \) given preparation \( p \) and measurement \( m \) by

\[
p(o \mid m, p) = \text{tr}(\rho^p E^m_o).
\]

We wish, more generally, to consider theories with the same kind of operational structure. In order to do so, we will use some notation that is similar to that of the sheaf-theoretic approach. For each system we assume spaces \( P \) of preparations, \( X \) of measurements, and \( O \) of outcomes. There may be some compatibility structure on the space of measurements, say \( \mathcal{M} \subseteq \mathcal{P}(X) \), specifying which sets of measurements can be made jointly (in quantum mechanics, this is specified by the commutative subalgebras of the algebra of observables). This information encodes which kind of measurement scenario we are working in: e.g. the Bell-CHSH model [12, 8], Hardy model [18, 19], and PR correlations [29] all deal with two-party scenarios in which each party can choose freely between two binary-outcome measurements. Again, we additionally assume a space \( \Lambda \) of ontic states, over which each preparation induces a probability distribution.

In an effort to simplify notation, we will use an overline to denote a joint measurement

\[
\overline{m} = \{ m_A, m_B, \ldots \} \in \mathcal{M}
\]

and also to denote joint outcomes \( \overline{o} \in \mathcal{O}(\overline{m}) \) to a joint measurement; here \( \mathcal{O}(\overline{m}) \) is the set of functions \( \overline{o} : \overline{m} \to O \). Readers familiar with the sheaf-theoretic approach will recall that \( \mathcal{O} : X \to O^X \) is the event

\footnote{This measurement scenario is referred to as the (2,2,2) Bell scenario.}
sheaf. On the other hand, \( m \in X \) and \( o \in O \), without overlines, denote individual measurements and outcomes, respectively. It may be the case that a particular individual measurement can belong to several allowed sets of joint measurements, etc. Joint preparations and joint ontic states will be treated similarly in section 5.

**Definition 3.1.** An **ontological** or **hidden variable model** \( h \) over \( \Lambda \) specifies:

1. A distribution
   \[
   h(\lambda \mid p)
   \]
   over the ontic states \( \Lambda \) for each preparation \( p \in P \);

2. A distribution
   \[
   h(o \mid m, \lambda)
   \]
   over joint outcomes \( E(m) \), for each ontic state \( \lambda \in \Lambda \) and joint measurement \( m \in M \).

The **operational probabilities** are then prescribed by

\[
 h(o \mid m, p) = \int_{\Lambda} d\lambda \ h(o \mid m, \lambda) \ h(\lambda \mid p). \tag{3}
\]

The terms ontological model and hidden variable model are both used in the literature, but recently the term ontological model has gained some popularity. It may be a more suitable term in the sense that the ‘hidden’ variable need not necessarily be hidden at all: it could be directly observable. In Bohmian mechanics \([9, 10]\), for example, position and momentum play the role of the hidden variable. It also carries the connotation that such a model is an attempt to describe some underlying ontological reality.

**Definition 3.2.** A theory which predicts the measurement statistics for the ontic states (2) will be referred to as an **ontological theory** over \( \Lambda \).

We are especially interested in ontological models and theories that can reproduce quantum mechanical predictions. Trivially, the simplest such theory is quantum mechanics itself, regarded as an ontological theory.

**Example 3.3 (\( \psi \)-complete Quantum Mechanics).** The ontic state is identified with the quantum state. A preparation produces a density matrix, which is regarded as a distribution over the projective Hilbert space associated with the system. By construction, the operational probabilities are those given by the Born rule.

Of course, quantum mechanics, treated as an ontological theory in itself in this way, has certain non-intuitive features (Einstein, Podolsky & Rosen provided one early discussion of this \([14]\)) but later results such as Bell’s theorem \([7]\) and the Kochen-Specker theorem \([24]\) clarified the fact that non-locality and contextuality are necessary features of any theory that can account for quantum mechanical predictions. In order to address these issues, we point out some relevant properties that ontological models may have.

**Definition 3.4.** An ontological model is **\( \lambda \)-independent** if and only if the distributions over \( \Lambda \) induced by each preparation \( p \in P \) do not depend on the joint measurement \( m \in M \) to be performed.

We have already implicitly assumed this in definition 3.1 but it is worth making it clear since it is a crucial assumption in all of the familiar no-go theorems. In a **\( \lambda \)-dependent** model, on the other hand, the probabilities of being in the various ontic states would depend on both the preparation of the system and the joint measurement being performed, and we would have \( h(\lambda \mid p, m) \) rather than \( h(\lambda \mid p) \) in equation (3).
Definition 3.5. An ontological model is deterministic if and only if for each $\lambda \in \Lambda$ and set of compatible measurements $\mathbf{m} \in \mathcal{M}$ there exists some joint outcome $\mathbf{\sigma} \in \mathcal{E}(\mathbf{m})$ such that $h(\mathbf{\sigma} \mid \mathbf{m}, \lambda) = 1$.

In such a model, the outcome to any measurement that can be performed on an ontic state is determined with certainty.

For any distribution $h(\mathbf{\sigma} \mid \mathbf{m}, \lambda)$ over joint outcomes $\mathbf{\sigma} \in \mathcal{E}(\mathbf{m})$ to the joint measurement $\mathbf{m} \in \mathcal{M}$ on the ontic state $\lambda \in \Lambda$, we can find a distribution $h(o \mid m, \lambda)$ over outcomes $o \in O$ to any individual measurement $m \in \mathcal{M}$ by marginalisation.

Definition 3.6. An ontological model is parameter-independent if and only if the probability distribution $h(o \mid m, \lambda)$ over $O$ is well-defined for each $m \in X$ and $\lambda \in \Lambda$.

By well-definedness we mean that the same marginal distribution $h(o \mid m, \lambda)$ is obtained regardless of which set of joint of measurements we marginalise from (in the case that $m \in \mathcal{M}$ and $m \in \mathcal{M}'$ for example). Parameter independence thus asserts that the probabilities of outcomes to a particular measurement do not depend on the other measurements being performed. It is related to the notion of no-signalling for operational probabilities, a property which is necessarily satisfied by all quantum correlations and rules out the possibility of super-luminal signalling taking place via the measurement process at the operational level (the choice of measurement at one site cannot influence outcomes at any other site).

Definition 3.7. Operational probabilities $h(\mathbf{\sigma} \mid \mathbf{m}, p)$ are no-signalling if and only if all marginal probability distributions $h(o \mid m, p)$ are well-defined.

Preparation independence ensures no-signalling by ruling out the possibility of super-luminal causal influences at the ontological level. Precisely, preparation independence and $\lambda$-independence, together, imply no-signalling.

Definition 3.8. An ontological model is local (or non-contextual) if and only if it is both deterministic and parameter-independent; empirical correlations are local (non-contextual) if and only if they can be realised by a local (non-contextual) model.

This says that for each ontic state there is a certain outcome to any measurement that can be performed, and that this does not depend on which other measurements are made. The term local is generally only used when the system being modelled is spatially distributed; where such an arrangement is not assumed, the model is said to be non-contextual.

We draw attention to the fact that another definition of locality that is common in the literature concerns the factorisability of the distributions

$$h(\mathbf{\sigma} \mid \mathbf{m}, \lambda) = \prod_{m \in \mathcal{M}} h(o \mid m, \lambda).$$

While the present definition may be a less familiar means of presenting non-locality, it is important to note that these definitions were shown to be equivalent, in the sense that they generate the same sets of empirical models, in [2], which built on work by Fine [15] that was specific to the $(2,2,2)$ Bell scenario.

4 Observable Properties

If we are to assume that the outcomes of measurements provide the values of properties of a system, then we require that for each measurement $m \in X$ there must exist an $O$-valued property $f_m : \Lambda \rightarrow \mathcal{P}(O)$ such that $f_m(\lambda)(o) = h(o \mid m, \lambda)$ for all $\lambda \in \Lambda$ and $o \in O$.  

Definition 4.1. The observable properties of an ontological model $h$ over $\Lambda$ are the $O$-valued properties $f_m : \Lambda \to \mathcal{D}(O)$ given by
\[
f_m(\lambda)(o) := h(o \mid m, \lambda)
\]
for each $m \in X$ such that the marginal $h(o \mid m, \lambda)$ is well-defined.

By generalising in the present dualised formulation, we avoid postulating that particular values of properties induce non-specified distributions $\mu_v$ over the space of ontic states and reasoning in terms of these, in favour of the more palatable postulate that outcomes of measurements correspond to the values of properties of a system.

Theorem 4.2. An ontological model is local (or non-contextual) if and only if all measurements are of ontic observable properties.

Proof. First, we claim that a model is deterministic if and only if its observable properties are ontic. This holds since, by (5),
\[
h(o \mid m, \lambda) = 1 \iff f_m(\lambda)(o) = 1.
\]
Next, we claim that a model is parameter independent if and only if all measurements are of observable properties. This holds since, by definition 4.1, all measurements are of observable properties if and only if all marginals $h(o \mid m, \lambda)$ are well-defined. The result follows.

This characterisation of locality, which falls out easily from the definitions, is similar to the Kochen-Specker [24] or topos approach [23] treatments of non-contextuality. It can provide an alternative and sometimes simpler approach to certain results. The first result we mention shows that local ontological models have a canonical form. In fact, it shows that local ontological or hidden variable models can equivalently be expressed as distributions over the set of global assignments. In this sense it shows how local ontological models are subsumed by the sheaf-theoretic approach; c.f. main theorem of [2], and can also be understood as a generalisation of the work of Fine [15]. An interesting, related point is that, by allowing for negative probabilities, these canonical models can also generate all no-signalling correlations [2, 3, 26].

Theorem 4.3. Local models can be expressed in a canonical form, with an ontic state space $\Omega := \mathcal{E}(X)$, and probabilities
\[
h(\sigma \mid \overline{m}, \omega) = \prod_{m \in \overline{m}} \delta(\omega(m), \sigma(m))
\]
for all $\overline{m} \in \mathcal{M}$, $\sigma \in \mathcal{E}(\overline{m})$, and $\omega \in \Omega$.

Proof. See [26].

The next proposition will not be surprising in light of the EPR argument [14]. It shows that if one were to take the view that quantum mechanics is $\psi$-complete then all non-trivial observables are epistemic or inherently probabilistic. Indeed, we can obtain a re-statement of the EPR result as a corollary.

Proposition 4.4. Any non-trivial quantum mechanical observable is epistemic with respect to $\psi$-complete quantum mechanics.

Proof. Any observable $\hat{A} \neq I$ has eigenvectors, say $|v_1\rangle$ and $|v_2\rangle$, corresponding to distinct eigenvalues, say $\lambda_1$ and $\lambda_2$. Consider any state $|\psi\rangle$ such that $\langle v_1 | \psi \rangle > 0$ and $\langle v_2 | \psi \rangle > 0$. In a $\psi$-complete model, the wavefunction is the ontic state, so $\lambda = |\psi\rangle$. Then
\[
f_{\hat{A}}(\lambda)(\lambda_1) = h(\lambda_1 \mid \hat{A}, \lambda) = |\langle v_1 | \psi \rangle|^2 > 0,
\]
and similarly $f_{\hat{A}}(\lambda)(\lambda_2) > 0$. Therefore $f_{\hat{A}}$ is epistemic.
Corollary 4.5 (EPR). Under the assumption of locality, quantum mechanics cannot be $\psi$-complete.

Proof. By Proposition 4.4 any non-trivial quantum observable is epistemic with respect to $\psi$-complete quantum mechanics. Therefore, by Theorem 4.2 $\psi$-complete quantum mechanics is not local.

This is the same result that was argued for by EPR, though this proof has more in common with an earlier argument by Einstein at the 1927 Solvay conference [5], and also with a more recent, general treatment found in [1] and [11].

5 The PBR Theorem

In this section we briefly make some observations relating to the PBR theorem, which deals with the reality (i.e. onticity in the sense of definitions 2.1 and 2.2) of the wavefunction. One of the assumptions for this result is preparation independence [30]:

systems that are prepared independently have independent physical states.

The other assumptions are implicit in the present framework.

Theorem 5.1 (PBR). For any preparation independent theory that reproduces (a certain set of) quantum correlations, the wavefunction is ontic.

The preparation independence assumption is concerned with the composition of systems and has not appeared in previous no-go results. We will attempt to give this a more careful treatment. First of all, the PBR theorem describes a preparation scenario. More generally, we might think of preparation scenarios as an analogue of measurement scenarios, in which the preparations $P$ play the role of measurements and the ontic states $\Lambda$ play the role of outcomes; see Table 1. Just as we had a compatibility structure $M$ for measurements, which in Bell scenarios allowed us to chose one measurement from each site, we should in general allow for a compatibility structure $P$ for preparations, which in the case of the PBR result allows us to chose one preparation per site. We should allow for joint ontic states $\lambda$, just as we allowed for joint outcomes. Similarly to before, we will take $\overrightarrow{p}$ to denote a tuple of joint preparations, one for each site, and $\overrightarrow{\lambda} : \overrightarrow{p} \rightarrow \Lambda$ to denote a tuple of joint hidden variables. The definitions of an ontological model and the properties from section 3 can be modified in the obvious way to account for this additional structure.

We are now in a position to give a more careful definition of preparation independence.

Definition 5.2. An ontological theory $h$ over $\Lambda$ is preparation independent if and only if we can factor

$$ h(\overrightarrow{\lambda} \mid \overrightarrow{p}) = \prod_{p \in \mathcal{P}} h(\lambda_p \mid p) \tag{6} $$

for all $\overrightarrow{p} \in \mathcal{P}$, where $\lambda_p := \lambda_{|p}$.

Presented in this way, preparation independence (6) in a preparation scenario is clearly seen to be analogous to non-contextuality or Bell locality (4) in a measurement scenario. An intriguing question is what happens if this is relaxed to an assumption analogous to no-signalling, in which we only assume that the marginal distributions $h(\lambda_p \mid p)$ are well-defined. Such a ‘no-preparation-signalling’ assumption would ensure that the preparation at one site cannot affect the probabilities of various ontic states at another site. Preparation independence would trivially imply no-preparation-signalling, but not vice versa. It is true that it would allow for global or non-local correlations in the joint ontic state $\overrightarrow{\lambda}$; but perhaps in light of the Bell and Kochen-Specker theorems this is to be expected. We therefore propose this as a more reasonable independence condition.
Definition 5.3. An ontological theory \(h\) over \(\Lambda\) is no-preparation-signalling if and only if the marginal probabilities \(h(\lambda_p | \overline{p})\) are well-defined.

If we weaken the assumption of preparation independence to that of no-preparation-signalling, we will show it is possible to avoid the conclusion of PBR. Under the modified assumptions we will show how to construct a counter-example to the argument given by PBR for the onticity of the wavefunction \([30]\) (Proposition 5.4). The important question that will remain to be answered, therefore, is whether, with the weaker no-preparation-independence assumption, a result similar to, or indeed counter to, that of PBR can be proved. This question will be the subject of forthcoming work by the author.

**Proposition 5.4.** The PBR argument for the onticity of the wavefunction breaks down for ontological theories which satisfy no-preparation-signalling but not preparation independence.

**Proof.** We begin by summarising the PBR argument up to the point at which we can find a counter-example. It is assumed that a quantum system may be prepared in states \(|\psi_0\rangle\) or \(|\psi_1\rangle\), inducing distributions \(\mu_0(\lambda)\) and \(\mu_1(\lambda)\), respectively, over the space \(\Lambda\) of ontic states. Furthermore, it is assumed for a contradiction that the supports of these distributions overlap on a region \(\Delta \subseteq \Lambda\), and that

\[
q := \min \left\{ \int_\Delta d\lambda \mu_0(\lambda), \int_\Delta d\lambda \mu_1(\lambda) \right\} > 0.
\]

The argument proceeds by considering two such systems, each of which is prepared independently in either \(|\psi_0\rangle\) or \(|\psi_1\rangle\). Given that the systems are prepared independently, then with probability \(q^2 > 0\) both systems have ontic states in the region \(\Delta\). It therefore follows that with this probability \(q^2\) the joint ontic state is compatible with each of \(|\psi_0\rangle \otimes |\psi_0\rangle\), \(|\psi_0\rangle \otimes |\psi_1\rangle\), \(|\psi_1\rangle \otimes |\psi_0\rangle\) and \(|\psi_1\rangle \otimes |\psi_1\rangle\) (in the sense that it lies in the support of the distributions on the joint ontic state space that are induced by these quantum states). However, if the systems are only required to obey no-preparation-signalling, rather than
Table 2: A preparation model that satisfies no-preparation-signalling but not preparation independence, and provides a counter-example to the PBR argument. The tabular representation is analogous to the framework for Bell-type measurement scenarios introduced in [27]. We read the table as saying, if the first system is prepared in the quantum state $|\psi_0\rangle$ and the second system is prepared in state $|\psi_0\rangle$ (i.e. joint quantum state $|\psi_0\rangle \otimes |\psi_0\rangle$), the probability of both ontic states being in the respective regions $\Delta$ is 0, etc.

| System 1 | System 2 |
|----------|----------|
| $|\psi_0\rangle$ | $|\psi_0\rangle$ |
| $\Delta$ | $\Delta$ |
| $\Lambda - \Delta$ | $\Lambda - \Delta$ |
| $|\psi_1\rangle$ | $|\psi_0\rangle$ |
| $\Delta$ | $\Delta$ |
| $\Lambda - \Delta$ | $\Lambda - \Delta$ |
| $|\psi_1\rangle$ | $|\psi_1\rangle$ |
| $\Delta$ | $\Delta$ |
| $\Lambda - \Delta$ | $\Lambda - \Delta$ |

preparation independence, it is possible to find a counter-example to this step, which we present in Table 2.

Notice that in this hypothetical preparation model, the individual ontic states never both lie in the overlap region. Hence, a joint ontic state which is compatible with all of the aforementioned quantum states can never arise. Nevertheless, the preparation model is no-preparation signalling. For either sub-system, given that the quantum state prepared is $|\psi_0\rangle$, the probability of the ontic state being in the overlap region $\Delta$ is $q$ and the probability of being outside is $1 - q$, and similarly for $|\psi_1\rangle$. So the choice of quantum state prepared in one system does not affect the ontic state in the other.

This improves on a counter-example to the PBR argument given by Lewis, et al. [25], which completely dropped the assumption of preparation independence. Here, we have provided a counter-example that can apply to compound systems without invoking superluminal signalling through the preparation process, due the fact that we have maintained an assumption of no-preparation-signalling.

Another observation, which is also pointed out in [21], is that onticity of the wavefunction is actually inconsistent with locality. This can be demonstrated as a consequence of what Schrödinger called steering [31]. If a local measurement in the basis $\{|0\rangle, |1\rangle\}$ is made on the first qubit of the state

$$|\phi^+\rangle = \frac{1}{\sqrt{2}} (|00\rangle + |11\rangle)$$

then this can be considered as a remote preparation of the second qubit in one of the states $|0\rangle$ or $|1\rangle$, and similarly for a measurement in the basis $\{|+\rangle, |-\rangle\}$. If the second sub-system has an ontic state $\lambda$ that is independent of measurements made elsewhere, then $\lambda$ must be consistent with one state from each of the sets $\{|0\rangle, |1\rangle\}$ and $\{|+\rangle, |-\rangle\}$, but this contradicts the onticity of the wavefunction.
The following theorem, which we propose to think of as a weak Bell theorem, since it draws the same conclusion as Bell’s theorem [7] but with the extra assumption of preparation independence, is an obvious consequence of this.

**Theorem 5.5.** Quantum mechanics is not realisable by any preparation independent, local ontological theory.

**Proof.** This follows from the PBR theorem and the occurrence of steering in quantum mechanics (see discussion above).

The ease at which this result falls out may lead us to be cautious of the strength of the preparation independence assumption.

### 6 Discussion

We have presented a more general, dualised version of the criterion for the reality or onticity of the wavefunction proposed by Harrigan & Spekkens. Recasting the criterion in this form has been seen to give certain advantages; it avoids measure theoretic technicalities relating to sets of measure zero, is general enough to apply to any object or property in any ontological theory, and is also mathematically and conceptually straightforward. Furthermore, generalising in the present formulation avoids the need to postulate that particular values of any property induce non-specified distributions over the space of ontic states.

The obvious application of the criterion to an object or property other than the wavefunction is to the observable properties of a system. This led to a characterisation of locality and non-contextuality in terms of the nature of the observed properties. This may provide a useful tool for looking at foundational results: we have used it to obtain a short proof that local ontological models have a canonical form and to gain another perspective on the EPR argument. The characterisation is similar to the Kochen-Specker [24] or topos approach [23] treatments of non-contextuality.

It is worth mentioning that the characterisation draws a connection between locality and onticity: these are the properties that are dealt with by the Bell and PBR theorems, respectively. A further connection was found in Theorem 5.5, which showed that a weakened version of Bell’s result can be obtained by an argument that combines the PBR result with the incompatibility that arises between steering and the onticity of the wavefunction.

In relation to the PBR result itself, we have attempted to give a more careful treatment of the assumption of preparation independence, and made a concrete analogy between this property and locality/non-contextuality. It is possible to relax the assumption to one that is analogous to no-signalling, and which may still be well motivated. In this case we have provided a counter-example to the PBR argument. It improves on the counter-example provided by Lewis, et al. [25] in that it applies to compound systems, while still employing a reasonable independence condition that rules out superluminal influences. This amounts to introducing global or non-local correlations in the joint ontic state, which at least is consistent with the Bell and Kochen-Specker theorems. An open question is whether by another argument the result can be shown to hold with the relaxed assumption of no-preparation-signalling. This question will be answered comprehensively in forthcoming work by the author.
Acknowledgements

The author thanks Samson Abramsky, Clare Horsman, Nadish de Silva and Rui Soares Barbosa for comments and discussions.

References

[1] Samson Abramsky (2013): Relational hidden variables and non-locality. Studia Logica 101(2), pp. 411–452, doi:10.1007/s11225-013-9477-4

[2] Samson Abramsky & Adam Brandenburger (2011): The sheaf-theoretic structure of non-locality and contextuality. New Journal of Physics 13(11), p. 113036, doi:10.1088/1367-2630/13/11/113036

[3] Samson Abramsky & Adam Brandenburger (2014): An Operational Interpretation of Negative Probabilities and No-Signalling Models. arXiv:1401.2561 ArXiv preprint.

[4] Samson Abramsky, Shane Mansfield & Rui Soares Barbosa (2012): The cohomology of non-locality and contextuality. In: Electronic Proceedings in Theoretical Computer Science, 95, pp. 1–14, doi:10.4204/EPTCS.95.1

[5] Guido Bacciagaluppi, Antony Valentini & Martin Jähnert (2010): Quantum Theory at the Crossroads: Reconsidering the 1927 Solvay Conference. Physics Today 63(10), p. 53.

[6] J. Barrett (2007): Information processing in generalized probabilistic theories. Physical Review A 75(3), p. 032304, doi:10.1103/PhysRevA.75.032304.

[7] John S. Bell (1964): On the Einstein-Podolsky-Rosen paradox. Physics 1(3), pp. 195–200.

[8] John S. Bell (1987): Speakable and unspeakable in quantum mechanics: Collected papers on quantum philosophy. Cambridge University Press.

[9] David Bohm (1952): A suggested interpretation of the quantum theory in terms of “hidden” variables. I. Physical Review 85(2), p. 166, doi:10.1103/PhysRev.85.166

[10] David Bohm (1952): A suggested interpretation of the quantum theory in terms of “hidden” variables. II. Physical Review 85(2), p. 180, doi:10.1103/PhysRev.85.166

[11] A. Brandenburger & N. Yanofsky (2008): A classification of hidden-variable properties. Journal of Physics A: Mathematical and Theoretical 41, p. 425302, doi:10.1088/1751-8113/41/42/425302

[12] John F. Clauser, Michael A. Horne, Abner Shimony & Richard A. Holt (1969): Proposed experiment to test local hidden-variable theories. Physical Review Letters 23(15), pp. 880–884, doi:10.1103/PhysRevLett.23.880

[13] Roger Colbeck & Renato Renner (2012): Is a System’s Wave Function in One-to-One Correspondence with Its Elements of Reality? Physical Review Letters 108(15), p. 150402, doi:10.1103/PhysRevLett.108.150402

[14] Albert Einstein, Boris Podolsky & Nathan Rosen (1935): Can quantum-mechanical description of physical reality be considered complete? Physical Review 47(10), p. 777, doi:10.1103/PhysRev.47.777

[15] Arthur Fine (1982): Hidden variables, joint probability, and the Bell inequalities. Physical Review Letters 48(5), pp. 291–295, doi:10.1103/PhysRevLett.48.291

[16] Gian-Carlo Ghirardi, Alberto Rimini & Tullio Weber (1980): A general argument against superluminal transmission through the quantum mechanical measurement process. Lettere Al Nuovo Cimento (1971–1985) 27(10), pp. 293–298, doi:10.1007/BF02817189

[17] Michael J.W. Hall (2011): Generalisations of the recent Pusey-Barrett-Rudolph theorem for statistical models of quantum phenomena. arXiv:1111.6304 ArXiv preprint.

[18] Lucien Hardy (1992): Quantum mechanics, local realistic theories, and Lorentz-invariant realistic theories. Physical Review Letters 68(20), pp. 2981–2984, doi:10.1103/PhysRevLett.68.2981
[19] Lucien Hardy (1993): Nonlocality for two particles without inequalities for almost all entangled states. *Physical Review Letters* 71(11), pp. 1665–1668, doi:10.1103/PhysRevLett.71.1665

[20] Lucien Hardy (2013): Are quantum states real? *International Journal of Modern Physics B* 27(01n03).

[21] Nicholas Harrigan & Robert W Spekkens (2010): Einstein, incompleteness, and the epistemic view of quantum states. *Foundations of Physics* 40(2), pp. 125–157, doi:10.1007/s10701-009-9347-0

[22] Chris Heunen (2013): Private communication.

[23] C J Isham & Jeremy Butterfield (1998): Topos perspective on the Kochen-Specker theorem: I. Quantum states as generalized valuations. *International Journal of Theoretical Physics* 37(11), pp. 2669–2733, doi:10.1023/A:1026680806775

[24] Simon Kochen & Ernst P. Specker (1975): Logical structures arising in quantum theory. In: The Logico-Algebraic Approach to Quantum Mechanics, Springer, pp. 263–276, doi:10.1007/978-3-0348-9259-9/19

[25] Peter G Lewis, David Jennings, Jonathan Barrett & Terry Rudolph (2012): Distinct quantum states can be compatible with a single state of reality. *Physical Review Letters* 109(15), p. 150404, doi:10.1103/PhysRevLett.109.150404

[26] Shane Mansfield (2013): The mathematical structure of non-locality & contextuality. D.Phil. thesis, Oxford University. Available at http://ora.ox.ac.uk/objects/uuid:394bb375-db3f-4a12-bdd8-cd1ab5809573

[27] Shane Mansfield & Tobias Fritz (2012): Hardy’s non-locality paradox and possibilistic conditions for non-locality. *Foundations of Physics* 42, pp. 709–719, doi:10.1007/s10701-012-9640-1

[28] Shane Mansfield & Rui Soares Barbosa (2013): Extendability in the Sheaf-theoretic Approach: Construction of Bell Models from Kochen-Specker Models. In: Proceedings of Quantum Physics & Logic X.

[29] Sandu Popescu & Daniel Rohrlich (1994): Quantum nonlocality as an axiom. *Foundations of Physics* 24(3), pp. 379–385, doi:10.1007/BF02058098

[30] Matthew F Pusey, Jonathan Barrett & Terry Rudolph (2012): On the reality of the quantum state. *Nature Physics* 8(6), pp. 476–479, doi:10.1038/nphys2309

[31] Erwin Schrödinger (1936): Discussion of probability relations between separated systems. In: Mathematical Proceedings of the Cambridge Philosophical Society, 32, Cambridge University Press, pp. 446–452, doi:10.1017/S0305004100013554