Contextual information plays a vital role for software developers when understanding and fixing a bug. Consequently, deep learning based program repair techniques leverage context for bug fixes. However, existing techniques treat context in an arbitrary manner, by extracting code in close proximity of the buggy statement within the enclosing file, class, or method, without any analysis to find actual relations with the bug. To reduce noise, they use a predefined maximum limit on the number of tokens to be used as context. We present a program slicing based approach, in which instead of arbitrarily including code as context, we analyze statements that have a control or data dependency on the buggy statement. We propose a novel concept called dual slicing, which leverages the context of both buggy and fixed versions of the code to capture relevant repair ingredients. We present our technique and tool called Katana, the first to apply slicing-based context for a program repair task. The results show that Katana effectively preserves sufficient information for a model to choose contextual information while reducing noise. We compare against four recent state-of-the-art context-aware program repair techniques. Our results show that Katana fixes between 1.5 and 3.7 times more bugs than existing techniques.
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1 INTRODUCTION

Traditional automated error detection [51] and program repair [8, 29, 32] techniques rely on a set of predefined templates and rules that are limited to specific software bug patterns; adding support for a new type of bug is manual and requires domain-specific knowledge in a given programming language. Instead of hard-coding error detection and repair patterns, we can automatically learn them from code examples of developer made mistakes and repairs, through deep learning [11, 16, 34, 41, 43].

To apply learning-based techniques for software analysis, the source code needs to be vectorized. It is, however, imperative to first delineate what information in the source code should be included as input for vectorization. Syntactical representation of source code for vectorization has gained traction in the literature in recent years; however, semantic information has received less attention.
In particular, the notion of *context* pertaining to an erroneous statement in the code has been largely treated in an ad hoc and arbitrary fashion. For instance, some techniques merely focus on the buggy statement [20, 49] and ignore context. Others use the enclosing file [12, 19], enclosing class [11], enclosing function [41, 57], or encapsulating AST subtrees [34] as context, often with a hard-coded bounding limit on the number of tokens.

Arbitrarily including code as context neither captures the true semantics of the buggy statement nor encompasses essential fix ingredients. For developers, context plays a significant role in understanding a bug and determining a potential fix. This is true in case of machine learning models, where too much information in the input introduces noise that can affect the repair accuracy of the model [17] and too little information can lead to overfitting or relevant data loss, leading to incorrect generation of patches. This poses questions pertaining to what is relevant context, how to collect it, what role the repair ingredients should play, and how relevant information related to both the erroneous and fixed code should be represented for deep learning consumption.

Finding adequate context ingredients is vital to overcoming this limitation. In fact, when a developer tries to fix a buggy line of code, they start from the buggy line and examine all the ingredients, such as the variables and function calls used in that line. They then go backward in the code, investigating where such ingredients have been defined, used, and modified throughout the code to understand the error. Our insight is that such relevant information can help a deep learning approach better reason about bug fixes. In particular, we propose to adopt backward slicing analysis for extracting contextual information in the form of code directly related to a buggy statement as well as its repaired ingredients, which we call *dual slicing* in this article. Our approach, implemented in a tool called KATANA, extracts dual slicing based context from the buggy and fixed files through inter- and intraprocedural control and data flow analysis, transforms the slices to AST-based graph representations, and uses a **Graph Neural Network (GNN)** to train a model. To evaluate our dual slicing approach, we compare against four state-of-the-art repair techniques, and our results show that KATANA outperforms all four.

Our work makes the following contributions:

- **A technique for extracting contextual information to enhance deep learning program repair.** Our program slicing uses control and data flow analysis to find code that is relevant and applies the notion of *dual slicing* to capture context from both the buggy and fixed code. It requires no hard-coded bound on the number of tokens to limit the scope of the context.

- **An evaluation of our dual slicing technique and comparison with four state-of-the-art learning-based program repair techniques.** We train models on 91,181 pairs of buggy and fixed JavaScript files. KATANA achieves 42% (4.781/11.397) repair accuracy within top-3 predictions, which is between 1.5 and 3.7 times higher than existing techniques.

- **A quantitative analysis of the type and amount of information available for a learning model as well as a qualitative report on the type of bugs that KATANA can fix; 891 bugs are exclusively fixed by KATANA.**

- **The implementation of our technique, KATANA, which is available [4]; it includes our dataset, model, and JavaScript program slicer, compatible with the latest JavaScript ES10.**

### 2 MOTIVATION

Context is essentially the background information related to a particular problem depending on the domain. The importance of context has been discussed in natural language processing tasks [45] for establishing semantic similarity between words. For a human developer, context is key in understanding and creating a fix for a buggy program. Therefore, different types of context in both machine learning and rule-based approaches have been applied for fixing a bug [11, 34, 41, 61]. In case
of a program repair, the context is typically considered as the surrounding source code relevant to the buggy statement. Current state-of-the-art learning-based program repair approaches employ context in various ways, and many of them use sequence-based and tree/graph-based source code representation for learning program repair. These approaches use the buggy line with enclosing class, enclosing function, buggy subtree, or the whole file for capturing the context of a buggy line. However, all these approaches have a bounding limit for processing the buggy line. The sequence-based approaches use a maximum token limit (e.g., 1,000 tokens), within which they extract buggy methods or classes to avoid truncated sequences. Similarly, current graph-based learning techniques use a maximum node limit (e.g., 500 nodes) for program repair. In practice, we cannot expect real-world bugs to always be enclosed within small/medium-size methods or be limited to an arbitrary number of tokens or AST nodes. Therefore, this kind of quantitative constraint can potentially cause some important information pertaining to the bug fixes to be truncated, and the overall context may even lose semantic meaning. In addition, increasing the limit on the number of tokens or nodes may add noise to the model.

We will use Listing 1, which shows a real bug and its fix for a JavaScript project on GitHub, as a running example. This type of bug is common in many languages and falls under *Same function more args* pattern as categorized by Karampatsis and Sutton [26]. Let us consider how a developer would go about fixing the bug here. After localizing the faulty line of code, they would try to determine the root cause of the bug. To do so, they would analyze how the variables or functions in the faulty line have been affected in the previous lines. The developer notices that the property `currentUser` is invoking a function call to `service`. After examining the function declaration, they notice that `service` expects a required `user` argument and that the buggy line is not passing any arguments. The developer identifies the cause of the fault and generates a fix by passing the missing argument, `user` declared in line 12, to the function call.

Having too large of a context, especially if the method/class enclosing the buggy line is huge or has many dependencies, can cause significant overhead [30]. By limiting the scope to only lines relevant to the fault, the developer can avoid information overload during the process of debugging and repairing the program.

In Listing 1, the highlighted code indicates the portion relevant for the developer to understand and fix the bug in line 14. The original buggy file in this example contained 66 lines of code, and by
focusing only on the relevant lines, the attention decreases to 13 lines. In practice, these kinds of bugs are pertinent in much more complex settings containing many lines and functions with more arguments. Furthermore, if we were to follow the approach of some of the current deep learning models, and extract only the enclosed method or enclosed class of the buggy line, then we would lose meaningful context outside the enclosing scope like the user variable and service function that were necessary for the developer in generating the correct fix.

Our insight is that for context, instead of constraining the attention to the enclosing entities or arbitrary limitations on the number of tokens/nodes, we can constrain the code to those portions that are relevant to the bug and fix through the notion of program slicing.

3 APPROACH

We hypothesize that slicing-based context can be helpful to a machine learning model that learns patterns of bug fixes. Our technique, called Katana, is based on static program slicing to obtain relevant context with respect to the bug and its fix. This obtained slice-based context is then represented as an AST-based graph augmented with control and data flow edges. This graph is then fed into a GNN for training. Figure 1 depicts the overview of our approach. Our overall approach consists of five main steps, namely data collection, program slicing, graph representation, training, and inference. Next, we describe each step.

3.1 Data Collection

To collect data, we chose JavaScript as the target language. According to recent StackOverflow Developer Surveys [2], JavaScript stands as the most commonly used language in the world as reported by 68.62% of professional developers. JavaScript was initially limited to client-side code running in the web browser but has gained popularity in backend development through the emergence of the Node.js framework. Unlike statically typed languages such as Java or C# where many errors can be discovered at compile time, JavaScript tends to “swallow” errors and silently continue execution. Therefore, having a good program repair tool for a
dynamically typed language such as JavaScript can help developers with a seamless coding experience.

We collected pairs of buggy and fixed JavaScript files by crawling commits of open source JavaScript repositories hosted on GitHub. We narrowed down the search by focusing on commits containing the keywords “bug,” “fix,” and “resolve.” We collected data from the top 1,135 JavaScript GitHub projects based on the number of stars. We exclude duplicates from the test dataset, as well as any data points that appear in both the test and training datasets [6]. Additionally, we use heuristics to filter out commits that may be feature additions or refactorings based on the number of AST differences. To this end, we consider a difference of one AST node to be a bug, similar to existing work [12]. A datapoint is considered to have one node difference if only a single AST node has been added, removed, or modified in the buggy tree to obtain the fixed tree. This includes any internal node or leaf node, such as operators, variables, or values. Listing 2 demonstrates the examples of such cases. We extract these datapoints by (1) generating the AST of buggy and fixed files of each datapoint using the SHIFT AST parser and (2) selecting only those datapoints where the diff between the two ASTs is equal to 1. We exclude minified JavaScript files since our program analysis tool cannot handle those. We also prune any unparsable JavaScript datapoints using the SHIFT AST parser. If a JavaScript file has incomplete closures such as missing braces or parentheses, we use the parser to check if an AST can be generated or not. We collected a total of 113,975 datapoints—that is, pairs of buggy and fixed JavaScript files having one AST node difference between the pairs.

```
1 - sum(a, b);
2 + sum(a, b, c);
3
4 - return a - b;
5 + return a + b;
```

Listing 2. Example of one-node difference.

3.2 Static Program Slicing

We propose to use static analysis to examine the buggy line and all the ingredients, such as the variables and function calls used in that line, and backward program slicing [60], to determine where such ingredients have been defined, used, and modified throughout the code. We use this backward slice as context in our work, which is a subset of all statements with data or control dependencies with respect to the slicing criterion \((p, V)\), which is the set of variables \(V\) at the buggy program point \(p\).

There are two types of program slicing analysis, namely interprocedural and intraprocedural analysis. Intraprocedural analysis is performed within the scope of the function, and interprocedural analysis is performed within the whole program. We opted for performing both interprocedural and intraprocedural analysis but limiting the slicing scope within the JavaScript file. The reason for such a choice is that only 12% (13,964) of the 113,975 datapoints have the buggy line enclosed within a function and 3% (22,940) have the buggy line as part of a class. In 85% (97,071), the buggy line is part of the global scope. In JavaScript, the global code can access all the constructs within a function, and the global code supports stepwise execution, just like functions do. This is unlike languages such as Java where the main method is required as the entry point for code execution. For this reason, we go beyond intraprocedural program analysis to capture a broad spectrum of datapoints. We kept our scope of analysis limited to the file itself, similar to

https://shift-ast.org.
ALGORITHM 1: Extracting Backward Sliced Context

**Input:** $N$: A given line number; $file$: A given file

**Output:** List: String: List of statements

1. $entitySet \leftarrow \text{getEntities}(N, file)$
2. $contextLines \leftarrow \{N\}$
3. **foreach** entity $\in entitySet$ **do**
   4. $\text{BACKWARDSLICE}(entity, contextLines)$
4. **end for**
5. **return** $\text{getStatements}(contextLines)$
6. **function** $\text{BACKWARDSLICE}(ent, contextLines)$
7. **foreach** ref $\in \text{ent.refs}()$ **do**
   8. if ref.ent() is control dependent or data dependent on $ent$ then
      9. $N \leftarrow \text{ref.line}()$
   10. $contextLines \leftarrow contextLines \cup N$
   11. entity$\text{Set} \leftarrow \text{getEntities}(N, file)$
   12. **foreach** entity $\in entitySet$ **do**
      13. $\text{BACKWARDSLICE}(entity, contextLines)$
   14. **end for**
   15. **end if**
   16. **end for**
17. **end function**

other approaches [11, 12, 41, 57]. However, unlike these approaches, we do not apply any ad hoc bounding limits and instead use backward slicing to capture repair ingredients systematically. This is because a limit based on an arbitrary number of tokens can potentially miss relevant context, particularly in cases where proximity to the contextual statements are above the bounding limit.

We analyze each datapoint in our dataset to collect the necessary information to conduct the slicing analysis. To determine the slicing criterion, we first perform a diff analysis between the buggy and fixed lines to obtain the buggy line number. We then feed this line number to our slicing framework and extract the variables and function calls used in that line. For extracting the contextual statements through static backward slicing, we incorporate both control flow and data flow analysis and identify the sliced statements where applicable.

Algorithm 1 illustrates a high-level description of the steps used in extracting the context from a given line number, $N$, and $file$. Specifically, Algorithm 1 extracts the entities (i.e., variables, functions, objects) from the given buggy or fixed line in a file. Algorithm 1 then iterates through all the entities to obtain all the $contextLines$ using backward slicing analysis. $contextLines$ is a set of line numbers of the sliced context. In the $BackwardSlice$ function, Algorithm 1 iterates through all the references in a given entity; if the referenced entity is control- or data dependent, then the corresponding line is added to $contextLines$; this process continues recursively to obtain the backward slice of the referenced entities. Finally, the algorithm constructs the source code statements from the $contextLines$ to return the output. Here, the $getStatements$ function ensures that all the closures of a given context line are extracted correctly, as it is a challenging process in a dynamic language such as JavaScript. For example, unlike Java, a semicolon is not required in JavaScript for declaration or expression statements; in such cases, we consider the new line as the end of a statement. The buggy line is within a loop or conditional statement in some cases. In such buggy statements, we determine the closure through control flow analysis to avoid an incomplete context with backward slicing.

Our extracted datapoints of buggy and fixed files contain the whole JavaScript code with only the bug, and the patch that contains the difference at the same buggy line. We propose two types
Listing 3. Sliced buggy file.

```javascript
1 import { get } from 'ember/object';
2 import CheckSessionRoute from './check-session-route';
3 function service(user) {
4     return {
5         ...user,
6         userToken: get('currentUser.accessKey'),
7         userSecret: get('currentUser.userSecret'),
8     };
9 }
10 export default CheckSessionRoute.extend({
11     currentUser: service(),
12 });
```

Listing 4. Single sliced fixed file.

```javascript
1 import { get } from 'ember/object';
2 import CheckSessionRoute from './check-session-route';
3 function service(user) {
4     return {
5         ...user,
6         userToken: get('currentUser.accessKey'),
7         userSecret: get('currentUser.userSecret'),
8     };
9 }
10 export default CheckSessionRoute.extend({
11     currentUser: service(),
12 });
```

of slicing mechanisms, namely single slicing and dual slicing. For each, we generate a separate set of datasets and conduct experiments to measure their effectiveness in repairing programs. These two types of slicing mechanisms are described next.

**Single Slicing.** Single slicing analysis is used for extracting context with respect to the buggy line. We start off by first taking the buggy line as the slicing criterion to capture the backward slice statements as context. This generates a buggy file with only the backward sliced statements as context. We then attach this context of the buggy file to the correct line and generate the fixed version of the buggy file. We call this *single slicing* because backward slicing has been applied only on the buggy file and the context of the buggy file is simply transferred to the fixed file. Listings 3 and 4 demonstrate the snippets of single sliced pairs of buggy and fixed files from the same example shown in Listing 1. As the slicing criterion was the buggy line, the fixed file contains the same sliced context of the buggy file and contains no information about the variable `user` that has been passed as a fix.

**Dual Slicing.** Our intuition is that certain repair ingredients are available in the fix context, which can improve the overall learning process. For instance, if the fix introduces a new identifier that was not present in the buggy line, then the corresponding context will be different in the fixed version of the file. This pattern is known as *Change Identifier Used* and is commonly observed in many programming languages [25, 26]. Learning from the context of both the buggy and fixed code can provide additional semantic information to the model.

Therefore, we hypothesize that extracting slices from both the buggy and fixed files can be more effective in conveying the contextual information to the training model. We call this notion of collecting buggy and repair contextual ingredients *dual slicing*. Dual slicing analysis aims for extracting context separately from both buggy and fixed files. By using the slicing criterion from the buggy line and fixed line, we extract the sliced statements from both these lines individually to generate the sliced buggy and fixed files. Listings 3 and 5 demonstrate the dual sliced pairs of the buggy and fixed files from the motivating example of Listing 1. As the slicing criteria are both
Listing 5. Dual sliced fixed file.

```java
import { get } from 'async/await';
import CheckSessionRoute from '../check-session-route';

function service(user) {
  return {
    ...user,
    userToken: get('currentUser.accessKey'),
    userSecret: get('currentUser.userSecret'),
  };
}

const user = get('currentUser.user'); // NEW CONTEXT
export default CheckSessionRoute.extend(
  + currentUser: service(user),
});
```

the buggy and fixed lines in this approach, the fixed file contains an additional line containing the variable declaration of `user` in line 10, which is necessary for generating the patch as the function `service` expects this param.

### 3.3 Graph Representation

Once we have prepared the single sliced and dual sliced datapoints, we move to the learning phase of the approach. To represent source code, we opt for graph representation. Graph representations of source code have gained popularity recently due to their ability to represent semantic information [7, 12, 66, 68]. Typically, the program’s abstract syntax tree (AST) is used as the backbone of a program graph that consists of syntax non-terminals and terminals of a programming language’s grammar. Graphs are able to leverage both the syntactic and semantic relations between the nodes via different types of edges. They are also able to consider long-range dependencies through edges, between same variables or functions even if they are placed at distant locations [7]. This is unlike sequence-based approaches that can sometimes lose meaningful contextual information due to a maximum token limit.

For each datapoint, we create graphs for the buggy and fixed sliced files separately. Following previous work [12], we extract the AST of each sliced files and convert it to a graph with the addition of `SuccToken` edges to connect leaf nodes and `ValueLink` edges to connect additional value nodes. Figure 1 illustrates the buggy and fixed graphs for the slices of our example (Listing 1). After representing the source code as a graph, the resulting graphs are mapped into a vector representation using a GNN. More specifically, given a graph \( g = (V, E) \) with a set of nodes \( V \) and edges \( E \), we determine the \( d \)-dimensional representation of graph \( g \) and individual node representations \( v \in V \) using a function \( f(g) \mapsto (\mathbb{R}^d, \mathbb{R}^{|V|\times d}) \). The node embedding is a vector, \( \vec{v} = h_L^{(l)} \), where \( L \) denotes the total number of propagations in the GNN via message passing [67]. Message passing is used in GNN models in which vector messages are exchanged between nodes in the graph and updated through an aggregation function. The graph representation \( \vec{g} \) is the aggregation of node embeddings \( h_L^{(l)} \), \( \forall l \in 0, ..., L \). To aggregate \( h_L^{(l)} \) for each \( l \), max pooling is used, which takes the average of the \( L + 1 \) vectors to obtain \( \vec{g} \).

### 3.4 Training

In this step, we split the graphs generated from the previous step into training, testing, and validation using random sampling. We fold the dataset into 80% training set, 10% testing set, and 10% validation set. Table 1 provides the number of datapoints in the training, validation, and test datasets in our study. To train a model, we adopt a GNN architecture that maps the graph representation into a fixed-dimensional vector space. The program repair is essentially a series of graph transformation operations, from the buggy graph to the fixed graph, containing operations such
as adding or deleting a node and replacing a node value or node type. During the graph creation step, the buggy graph \( g_{bug} \), fixed graph \( g_{fix} \), and the corresponding sequence of graph edits to create the \( g_{fix} \) (i.e., the graph diff is generated for each datapoint). In other words, the model creates \( g_{fix} \) by applying graph edit operations to the \( g_{bug} \), on the buggy line. This graph diff comprises a sequence of AST modifications that serves as a fine-grained supervision mechanism for graph transformation. A modification contains the type of graph edit operation, node location in the graph, and value to be added/modified (in case of deletion, no value is provided). To summarize, given a dataset \( D = \{ (g_{bug}(i), g_{fix}(i)) \}_{i=1}^{D} \) containing pairs of buggy and fixed sliced code, the model is trained with the learning objective, \( \max_{\theta} \prod_{(g_{bug}, g_{fix}) \in D} p(g_{bug} \mid g_{fix}; \theta) \), to maximize the likelihood of fixes [12]. The maximum likelihood estimation objective is calculated as the sum of cross-entropy loss at each step of graph edits.

We train two separate models for each types of slicing. In single and dual slicing, the input and output to the model varies in terms of the contextual information. For single slicing, the input to the GNN model is the buggy graph \( g_{bug} \), which contains the sliced context with respect to the buggy line only. The output of the model is a graph edit operation applied to the buggy node of \( g_{bug} \), resulting in \( g_{fix} \). However, for dual slicing, the model input is the buggy graph \( g_{bug} \), which contains the sliced context with respect to the buggy line along with the fixed line. The output remains same as before—that is, a graph edit operation applied to the buggy node in \( g_{bug} \). In short, the model trained with dual sliced context has access to extra contextual information pertaining to both the bug and fix. Note that we do not differentiate the buggy or fixed graph input to the model based on any particular bug type, and feed the data as is.

**Hyperparameter Tuning.** Hyperparameters are important since they influence a model’s overall performance. We use a batch size of 10 and tune the hyperparameters of the model for the sliced datapoints. To find the optimum set of hyperparameters, we perform a manual search for discrete values of the number of GNN layers, learning rates, and dropout. To this end, we picked two, three, and four layers for the GNN model, learning rates of 0.1, 0.01, and 0.001, and dropout values of 0.0, 0.1, and 0.2. We trained the model on five epochs with a batch size of 10 for each combination of hyperparameters. Overall, we trained 27 models during the hyperparameter search and found the best performance using four GNN layers, a learning rate of 0.001, and a dropout of 0.1.

### 3.5 Inference

After the training step, we evaluate each model using the test dataset. Given a buggy file during inference, we assume that the buggy line has already been identified in a fault localization step, similar to the current state-of-the-art learning-based repair techniques [11, 34, 41]. Locating the buggy line is a necessary preprocessing step to extract the backward slice as context. The model localizes the bug within the buggy graph and generates the corresponding patch. The input and output to the models during evaluation are as follow:

- **Training:** As described in Section 3.4, we train two separate models with the single slicing and dual slicing datasets.
Inference: Input to the models remains the same during inference. For evaluating the trained single and dual sliced models, input to the model is a graph, $g_{bug}$, which is generated from the single sliced buggy JavaScript file containing the buggy line.

Output: For both cases, the model output is a series of graph edits applied to $g_{bug}$ resulting in a fixed graph, $g_{fix}$. The model tries to generate $T$ steps of transformations, where $T$ denotes the number of graph edits. We set the value of $T$ to 1 as our dataset contains bugs with one AST node difference.

For generating the fix for a $g_{bug}$, both single and dual slice models maintain a pool of 492 node types to predict the type; there are 5,001 values for the single slice model and 5,002 for the dual slice model based on the frequency of value tokens, in a global value dictionary to predict node values; and these types and value tokens are extracted from our training datasets. The extra vocabulary in the dual sliced model is header-wrap. It is the class name of a declared style used within React components. In this way, the vocabulary contains value tokens from both the buggy and fixed graphs, constructed from the buggy and fixed lines along with their sliced context. When generating patches to replace a node value, if a vocabulary is not in the global value dictionary, the patch is replaced with \texttt{UNKNOWN}. In the inference step, the model generates the top $k$ patches for a buggy program as a series of graph edits depending on the beam size. During the inference step for both single and dual slicing, the input to the model is a single sliced buggy graph $g_{bug}$. We consider an inferred patch as correct if the type, location, and value of the fix has been accurately identified. This is achieved by matching the actual graph diff from the graph generation step with the inferred graph diff. For example, in the case of Listing 1, the patch prediction is considered correct because the value (“user”), operation type (\texttt{ADD\_NODE}), and AST node location (node index 44 in the AST) was correctly identified during inference.

3.6 Implementation

We implemented our technique in a tool called Katana [4]. Since we were not able to find any existing program slicing tool that supports the latest JavaScript ES10 features, as required for analyzing our dataset, we implemented our own JavaScript slicer for Katana. Following previous work [61], we build on top of the Understand [3] program analysis framework to analyze control flow and data flow dependencies in JavaScript code with respect to our slicing criterion. The slicer in Katana takes as input a buggy JavaScript file, and the slicing criterion, which is the buggy line and the entities (variables, objects, or functions) used in that line. It produces as output a sliced JavaScript file, which is used as context for learning repairs. The deep learning model in Katana is based on the GNN architecture of Hoppity [12].

4 EVALUATION

To assess the effectiveness of Katana, we address the following research questions:

- **RQ1** How does dual slicing compare to single slicing for learning repairs?
- **RQ2** How does Katana compare to state-of-the-art learning-based repair techniques?
- **RQ3** What is the effect of slicing on the information obtained as context?

We discuss the experiments that we designed to answer each of the research questions in the following sections and outline the results.

4.1 Single Versus Dual Slicing as Context (RQ1)

We compare the effectiveness of single slicing, where we extract context from the buggy file, with dual slicing, where the context is extracted from both the buggy and fixed files.
Table 2. Accuracy of Single Slicing vs. Dual Slicing

| Approach      | Accuracy  |
|---------------|-----------|
|               | Top-1     | Top-3     | Top-5     |
| Single slicing| 20.72%    | 35.01%    | 42.90%    |
| Dual slicing  | 28.31%    | 41.95%    | 46.96%    |

Using our initial 91,181 (training) datapoints, we generated two separate datasets using our single and dual slicing techniques. The processing time to generate slicing is negligible. On average, single-slicing and dual-slicing analysis takes around 330 and 490 ms for a single datapoint, respectively. With the tuned set of hyperparameters, we trained two models separately with the generated single sliced and dual sliced datasets. It took 1.7 hours to train each model for 50 epochs. The average inference time for a datapoint is around 2.54 seconds for each trained model. All our experimental runs are performed on an Ubuntu Linux 18.04.2 LTS server with 122 GB of RAM, 16 vCPUs, and 2,000-GB SSD.

We use the same test dataset to evaluate the accuracy of the two models. As the model produces a series of graph edits to generate the patch, we consider an output to be correct if the predicted location of the AST node, the type of operation (i.e., replace type or value, add node, delete node), and the value of the node matches the expected node location, operation type, and value of the patch in the test dataset, for the entire sequence of graph edits.

Table 2 shows the results for single and dual slicing in Katana. Single sliced context yielded accuracies of 20.72%, 35.01%, and 42.90% with beam sizes of 1, 3, and 5, respectively. Dual sliced context yielded accuracies of 28.31%, 41.95%, and 46.96%, respectively. Dual slicing achieved higher accuracies for all beam sizes, with 37%, 20%, and 9% increases for the top-1, top-3, and top-5 suggestions, respectively, with respect to single slicing.

For instance, if we focus on top-3 suggestions, out of the 11,397 bugs in the test dataset, dual slicing fixed 4,781 and single slicing fixed 3,990. Out of these, 3,984 were fixed by both single and dual slicing; however, the dual slicing approach was able to fix 797 more bugs than single slicing.

Listing 6 shows an example of a bug that was correctly fixed by dual slicing but was not repaired by single slicing. Through sampling, we verified that *Change Identifier Used* is one of the recurring patterns among the correct patches generated by dual slicing. We attribute this pattern to the availability of repair ingredients, made accessible through dual slicing as context used during training. Therefore, since the dual sliced context outperforms the single sliced context, we select it as our default approach in Katana going forward.

4.2 Comparison with the State of the Art (RQ2)

We compare Katana with the four recent deep learning based program repair techniques. We selected these state-of-the-art models based on the criteria that (a) the technique supports JavaScript; (b) the artifact is available; and (c) if the technique does not support JavaScript, at the very least, it can be reimplemented and retrained for JavaScript. To this end, we compared Katana with four state-of-the-art models. Among them, Hoppity [12] and CoCoNuT [41] both support JavaScript and their artifacts are available for retraining a model from scratch using our dataset. However,
Table 3. Accuracy Comparison of Katana with Other Learning-Based Program Repair Techniques

| Approach      | Analysis  | Representation | Context  | Proximity  | Limit  | Accuracy     |
|---------------|-----------|----------------|----------|------------|--------|--------------|
|               |           |                |          |            |        | Top-1  | Top-3  | Top-5  |
| Tufano et al. [57] | Naive     | Sequences of tokens | Enclosing method | Before/After | 100 tokens | 4.90% | 11.33% | 15.84% |
| SequenceR [11] | Naive     | Sequences of tokens | Enclosing class | Before/After | 1,000 tokens | 7.99% | 13.84% | 18.08% |
| Hoppity [12]   | Naive     | AST-based graph  | Enclosing file | Before/After | 500 nodes  | 5.05% | 14.40% | 19.62% |
| CoCoNuT [41]   | Naive     | Sequences of tokens | Enclosing method | Before/After | 1,022 tokens | 24.67% | 27.90% | 28.97% |
| Katana         | Dual slice| AST-based graph  | Enclosing file | Before      | N/A       | 28.31% | 41.95% | 46.96% |

Tufano et al. [57] and SequenceR [11] do not support JavaScript and were only trained on Java. Yet, these techniques are sequence based and do not rely on program analysis or language-specific features. Therefore, adding support for JavaScript was possible within their framework. In addition, we considered comparing Katana to CURE [22], Recoder [69], DLFix [34], DEAR [35], and RewardRepair [64] using our dataset. Among these techniques, CURE, Recoder, and RewardRepair rely on language-specific features and currently only support Java. While we investigated how to train DLFix and DEAR on our dataset, their artifacts were not available at the time of writing this work (the authors confirmed in response to our emails).

A brief outline of these state-of-the-art deep learning based program repair techniques is described next:

1. Tufano et al. [57] employ code abstraction on an RNN-based NMT model with the attention mechanism.
2. SequenceR [11] uses an RNN-based NMT model equipped with the copy mechanism.
3. Hoppity [12] proposes a GNN model to predict the location of the bug and generate a fix through a sequence of graph edits.
4. CoCoNuT [41] leverages a CNN-based NMT model with two separate encoders for buggy line and context.

4.2.1 Characterizing Context. To characterize how current techniques treat context, we reason about five different aspects of context:

- **Analysis**: Contextual information can be extracted from the source code in various ways. The analysis can be as simple as naively extracting tokens from the buggy statement’s surroundings to more complex program analysis techniques such as data flow, control flow, or slicing.
- **Representation**: Once extracted, context can be represented in different ways (e.g., as linear sequence of tokens or nodes in a graph).
- **Scope**: Different levels of granularity can be considered for the scope of context (e.g., by focusing on the entire program, enclosing file, class, or method).
- **Proximity**: Context can be extracted with respect to the location of the bug/fix (e.g., surrounding, before, or after the buggy line).
- **Limit**: Context size can be limited by the amount of information it contains (e.g., number of lines of code, tokens, or AST nodes).

Table 3 compares how state-of-the-art techniques treat context using these five aspects.

4.2.2 Setup. We trained a separate model using the deep learning framework of each technique following the dataset split of Table 1 with our unsliced dataset as follows.

Tufano et al. [57] represent source code as a sequence of tokens and use the method enclosing the bug as the scope of context, which is limited by a maximum of 100 tokens. There is no program analysis for extracting context. However, abstraction is applied to code to limit the vocabulary size. We applied the same abstraction technique to our JavaScript dataset. We tokenized the buggy and
fixed JavaScript files and tokenized it using js-tokens\(^3\) to discern whether a given token is an identifier, method, or a literal. Following the same approach as Tufano et al. [57], we maintain a dictionary of frequently occurring tokens and replace the remaining tokens with abstraction depending on the token type (e.g., METHOD\(_1\), VARIABLE\(_1\)). Additional challenges with JavaScript code included the presence of JSX identifiers and literals. We assigned new abstractions for these types of tokens. The final vocabulary size became 815, including abstractions, JavaScript keywords, and frequent tokens.

SEQUENCER represents source code as a sequence of tokens. However, they use the enclosing class as the context scope, limited by 1,000 tokens; it delineates the buggy line within \(<\text{START\_BUG}>\) and \(<\text{END\_BUG}>\) tokens for differentiation within the context. SEQUENCE\(_R\) takes more input tokens from lines that appear before the buggy line. It extracts two-thirds more tokens from preceding statements before the buggy line than the subsequent statements. We applied the same technique to our JavaScript code corpus, and if the buggy line was not encapsulated in a class, we extracted tokens from the surrounding lines in the JavaScript file. The vocabulary size is limited to 1,000 tokens.

Hoppity represents context as an AST-based graph and does not apply any program analysis. Its context scope is the enclosing file of the buggy line, limited to 500 AST nodes. The vocabulary size on our dataset is 5,003 tokens.

CoCoNuT leverages the enclosed method of the buggy line as the scope of context and represents the source code as a sequence of tokens limited by 1,022 tokens. Similar to other techniques, context is taken without any program analysis. They employ abstraction and use two separate encoders to feed the buggy line and context. We used preprocessing scripts from their artifact to tokenize source code, and the resulting vocabulary size was 63,499.

We use the same test dataset of 11,397 JavaScript bugs for evaluating all the models. The best reported hyperparameter settings and epochs were used to train each of these models. To keep the accuracy comparison equitable across all the models, we use beam sizes of 1, 3, and 5.

4.2.3 Results. Table 3 reports the obtained accuracies for beam sizes of 1, 3, and 5 in the columns Top-1, Top-3, and Top-5. The lowest Top-1 accuracy was yielded by Tufano et al. [57]. Despite using a high level of abstraction and a small vocabulary size, limited contextual information has not helped their model. As more contextual information was fed into the model, accuracy improved gradually. Hoppity demonstrated better accuracy for Top-3 and Top-5 predictions. Among existing techniques, CoCoNuT yielded the highest accuracy. However, Katana outperforms all existing techniques for all the beam sizes, with accuracies of 28.31%, 41.95%, and 46.96% for the beam widths of 1, 3, and 5, respectively.

Considering the top-3, Katana is 270.26%, 203.11%, 191.32%, and 50.36% more accurate in fixing buggy programs than Tufano et al. [57], SEQUENCE\(_R\), Hoppity, and CoCoNuT, respectively. By learning from the context of the relevant statements in the buggy and fixed file, the dual slicing based context in Katana can accurately repair buggy programs by a significant margin.

Figure 2 demonstrates an illustration of the overlapping sets of top-3 correct patches generated by the repair techniques. Each row in this figure represents a specific approach that is color encoded for differentiability. The numbers on the right depict the total number of patches generated correctly by each approach. For example, Katana can fix a total of 4,781 out of 11,397 bugs, CoCoNuT can fix 3,180 out of 11,397 bugs correctly, and so on. The numbers at the bottom indicate the intersecting set of the correct patches for the specific block. For example, 888 patches of the same set of bugs were correctly generated by Katana, CoCoNuT, and SEQUENCE\(_R\), as shown at the

\(^3\)https://www.npmjs.com/package/js-tokens.
bottom. As three approaches overlap, this number is reflected at the top row in this column of 888 patches. All five techniques could accurately fix 101 instances of bugs as indicated by the presence of all colors in the leftmost first column in Figure 2. We observe that KATANA can fix a wide range of bugs, and the row for KATANA encompasses patches from other approaches. Furthermore, 891 bugs could only be fixed by KATANA as shown in the figure.

4.3 Slicing-Based Context (RQ3)

We carry out a quantitative analysis of our slicing technique to measure the type and amount of information considered as context and compare it against other approaches.

We collected statistics over our dataset during the program slicing analysis. We calculated the number of lines before and after slicing as well as the fraction of the datapoints undergoing control flow and data flow analysis. We found that 26.96\% of the total datapoints (113,975 pairs of buggy and fixed files) required the use of both control flow and data flow analysis to produce the slices. The remaining 73.04\% were sliced by data flow analysis only. Figure 3 illustrates the number of lines before and after slicing across the datapoints. Here, we refer to the dataset before slicing as unsliced.

KATANA’s program slicing reduced the average number of lines to consider for context from 39 to 15. The median number is also reduced from 33 to 9. The maximum number of lines before slicing is 1,087, and after slicing it is reduced to 636, whereas the minimum is 1 in both cases.

In Figure 4, we can observe the spread of line differences across the datapoints. The difference from sliced to unsliced is always positive, indicating reduction after slicing. The average reduction is 24 lines. The maximum reduction is 1,073 lines for a file that was 1,087 lines.

Figure 5 depicts bean plots of the number of tokens in the buggy files for KATANA and the other techniques. We chose the buggy files from our (113,975) JavaScript datapoints because the machine learning model takes the buggy file or buggy line with context as the input during inference.
We stripped the whitespaces and comments from these files before token analysis. Tokens are the smallest possible unit that is common between all these approaches. Hence, we examine the increase or reduction of information used as context through this metric. As discussed before, except for KATANA, all of these context-based approaches use an ad hoc bounding limit for reducing noise in the context. Just to recap, HOPPITY uses a maximum limit of 500 nodes, whereas SEQUENCE, Tufano et al., and CoCoNuT use a sequence limit of 1,000, 100, and 1,022 tokens, respectively. Among all the approaches, HOPPITY has the highest maximum token count of 3,589 tokens followed by CoCoNuT (1,019 tokens), SEQUENCE (1,000 tokens), and Tufano et al. (100 tokens). The maximum number of tokens in KATANA is 2,399 tokens. Our slicing reduced the number of tokens by 1.5 times compared to HOPPITY. HOPPITY has the highest average number of 290 tokens, and with abstraction, Tufano et al. have the lowest average of 80 tokens. The average number of tokens in SEQUENCE and CoCoNuT are 209 and 190, respectively. KATANA has an average of 132 tokens, which is less than HOPPITY, SEQUENCE, and CoCoNuT. The median number of tokens shows a more profound effect of program slicing in the reduction of tokens. KATANA has the lowest median of 84 tokens among all the approaches. We can also observe the same trend of token reduction in the lower quartile of the dataset with KATANA. For the third quartile of the dataset, HOPPITY, SEQUENCE, and CoCoNuT have 411, 301, and 269 tokens, respectively. However, Tufano et al. and KATANA yielded 68 and 160 tokens, which is significantly lower. Without a need for truncating the context, our approach for extracting relevant context based on control and data flow analysis has a significant amount of information reduction on average.

5 DISCUSSION

In this section, we discuss the findings from Section 4.
5.1 Role of Slicing in Learning Repairs

In Table 3, we can observe that CoCoNuT outperforms other state-of-the-art program repair techniques. We believe that the reason for CoCoNuT outperforming the other techniques could be attributed to using contextual information from the enclosing method, adoption of a larger model, and abstraction. CoCoNuT utilizes two separate encoders to encode the buggy lines and surrounding context. It uses abstraction to replace all strings and numbers (except 0 and 1) with $STRING$ and $NUMBER$ to avoid out-of-vocabulary tokens. This combination of abstraction, adopting a large model, and leveraging contextual information yields better accuracy for CoCoNuT. However, our approach Katana outperforms CoCoNuT by a significant margin in the top-3 and top-5 accuracy. The overall accuracy of Katana in repairing programs can mainly be attributed to the effectiveness of dual slicing based context. Dual slicing can derive repair ingredients from both the buggy and fixed graphs. During training, the model generates a global value dictionary containing the top 5,000 most frequent tokens. In the inference step, the model leverages this vocabulary dictionary to predict the node value for graph edit operations (e.g., ADD_NODE or REP_VAL). The model is able to find recurring patterns for node addition or replacement in the test set despite having only the context of only the buggy line during inference. This is because the model has encountered similar cases of node addition or node value replacement in buggy graphs during the training phase. During single slicing, the model also captures tokens from buggy and fixed graphs. However, the context is same for both buggy and fixed graphs, which affects the frequency of tokens in the vocabulary. Therefore, the global value dictionary does not contain any additional tokens that may have been possible if the context from fixed line was also considered. As demonstrated in Table 2, dual slicing is able to outperform single slicing by a significant margin due the extra contextual information. For instance, in Listing 6, the availability of vocabulary from the sliced context in fixed graphs during training equipped the model with repair ingredients needed for generating fixes during inference. Here, the fixed line replaces the variable object with item, in which the variable item is part of the vocabulary.

Listing 7 shows an example of a bug pattern that was fixed exclusively by Katana. As shown, the fix for this bug was to add the argument options in the method call. In the sequence-based approaches, although the definition of variable options was present, the method definition of generateInvite was removed from the input sequence due to their maximum token limit. The reason is that the buggy file for this datapoint contains 435 lines of code, which translates to 2,113 tokens. Although the method was defined within the enclosing class and enclosing file, the low proximity between the method call and method definition caused this method definition to be truncated. The method signature provides useful debugging information that may be crucial to fix the bug. Through slicing, Katana was able to retain relevant information pertaining to the buggy and fixed line. Moreover, the node value options is a commonly occurring token that was present in the global vocabulary dictionary. This indicates that dual slicing based context can preserve repair ingredients and extract relevant information (e.g., method definition) while also reducing noise, which can benefit the learning process of the model, as shown in Table 3.

```
- this.generateInvite();
+ this.generateInvite(options);
```

Listing 7. Example of a bug fixed by Katana.

In addition to preserving the repair ingredients, program slicing can help minimize noise for the GNN model. The quantitative analysis in Section 4.3 shows the effect of program slicing in reducing the information scope, without the need for a predefined bound on the number of tokens.
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or AST nodes. Dual slicing allows the model to focus only on the relevant context while also reducing the distance with a buggy line or patch.

5.2 Katana Is Effective Across Pervasive Bug Patterns

Table 4 shows a qualitative analysis of the type and description of bug patterns observed in the test dataset that only Katana was able to fix. Unlike prior techniques [33, 49, 53] that are trained on specific error types, our model targets a wide variety of error types as it is trained on real world bugs. We assessed 100 random samples out of the 891 correct patches generated uniquely by Katana (see Figure 2, second column from the right). As mentioned previously, our dataset has been curated from open source GitHub repositories, and hence they are representative of real bugs that have been fixed by developers. For the qualitative analysis of the patches, the authors manually analyzed the resulting correct patches of Katana, categorized them individually, and came to a consensus if they agreed on the bug fixes to be representative of bug patterns. The assessment of the patches and categorization took approximately 12 person-hours in total. For labeling the bug type, we used ManySSubs4J [26] to identify the category of the bug fixes. As this bug type categorization is a manual process and infeasible to perform for the entire test dataset comprising 11,397 datapoints, we only annotated a random sample of bugs with correct predictions by Katana. However, Table 1 demonstrates the graph edit type for the overall dataset, which has been detected automatically. We present nine bug patterns (two patches per pattern as examples) fixed by Katana in Table 4 in the test dataset. Among these nine bug patterns, five represent some common single statement bugs seen in other programming languages such as Java or Python [25, 26]. The remaining four patterns are specific to JavaScript. These language-specific bug patterns include Incorrect Object Instantiation, Missing Return Statement, Incorrect Variable Declaration, and Incorrect For Loop Used. Since JavaScript code is interpreted at runtime, bugs such as Incorrect Object Instantiation and Missing Return Statement may only surface during program execution. These bugs occur because JavaScript is a dynamically typed language and can silently propagate these errors. Missing Return Statement has been categorized as a common bug pattern in JavaScript in BugsJS [18]. Incorrect Variable Instantiation is a common best practice in modern JavaScript projects that supports the ECMAScript 6 (ES6) syntax, and it indicates a code smell. In ES6, the keywords let and const were introduced to the language [1] because of scoping issues caused by the keyword var, which can eventually lead to hard-to-find bugs in JavaScript [55]. Another bug type, Incorrect For Loop Used, occurs mainly in ES6 compatible JavaScript source code, where the for...in and for...of loops are incorrectly used, in which the former is used for looping through enumerables in objects and the latter is used for iterating through values of arrays and objects. Due to their syntactical similarity, developers often tend to use them interchangeably for the wrong purpose, which can lead to bugs that are hard to identify. As shown in Table 4, the bug types Same function more args or Same function less args use the graph edit operations ADD_NODE and DEL_NODE, respectively. In such cases during inference, the model only generates the patch for the buggy line by adding/deleting the identifier or literal. In case of node addition, if the given node exists in the vocabulary, then the model is able to identify the node element addition. Although the model was trained on dual sliced context from both buggy and fixed files, which can sometimes introduce new context or eliminate unnecessary context pertaining to the fix, it only localizes the buggy line and generates a corresponding patch during inference. Such instances of fixed graphs with varying context, during training, does not mislead the model, and as such it is able to identify these recurring patterns to find only the buggy line and generate the patch. The most recurring pattern of bugs that Katana could fix is Change Identifier Used, which uses the graph edit operation REP_VAL (as exhibited in Listing 6 and Table 4). Compared to other state-of-the-art tools, Katana is most effective in fixing Change Identifier Used bugs followed by Same function...
| Bug Pattern          | Description                                      | Graph Edit   | Buggy Code                                                                 | Fixed Code                                                                 |
|----------------------|--------------------------------------------------|--------------|----------------------------------------------------------------------------|----------------------------------------------------------------------------|
| Same Function More Args | Function with missing argument in the buggy line | ADD_NODE     | `return drones[droneUpdate.id] = new Drone (droneUpdate);`                 | `return drones[droneUpdate.id] = new Drone (droneUpdate, 10);`             |
| Same Function Less Args | Function with additional argument in the buggy line | DEL_NODE     | `kittens.pop(name)`                                                       | `kittens.pop()`                                                           |
| Incorrect Object Instantiation | Constructor invoked without new keyword | REP_TYPE     | `var componentSchema = Schema();`                                         | `var componentSchema = new Schema();`                                     |
| Missing Return Statement | Expression with missing return keyword | REP_TYPE     | `const history = mongoose.Schema({`                                          | `const history = new mongoose.Schema({`                                      |
| Incorrect Variable Declaration | Variable declared with incorrect keyword | REP_TYPE     | `let shuffled = arr.slice(0), i = arr. length, min = i - count, temp, index;` | `let shuffled = arr.slice(0), i = arr. length, min = i - count, temp, index;` |
| Incorrect For Loop Used | Expression with incorrect usage of for...in or for...of used | REP_TYPE     | `for (var file in files){`                                                  | `for (var file of files){`                                                  |
| Change Boolean Literal | Expression with incorrect Boolean literal used | REP_VAL      | `extended: false`                                                          | `extended: true`                                                          |
| Change String/Numeric Literal | Expression with incorrect string/numeric literal used | REP_VAL      | `const PORT = process.env.PORT || 3001;`                                  | `const PORT = process.env.PORT || 3000;`                                   |
| Change Identifier Used | Expression with incorrect identifier used       | REP_VAL      | `componentWillMount: () => {`                                              | `componentDidMount: () => {`                                              |

Table 4. Qualitative Analysis of Bugs Fixed Exclusively by Katana
more args and Same function less args. This is because the extra vocabulary tokens obtained from the fixed graphs during training has equipped the model with the ability to identify and repair these types of bugs. Thus, KATANA can detect and fix a wide variety of pervasive bug patterns that include both common and language-specific bugs more effectively than the baselines.

5.3 **Effect of Missing Repair Ingredients on Inference**

KATANA is most effective when it can incorporate relevant repair ingredients by leveraging context using slicing. To understand why KATANA was unable to correctly generate patches for some bugs, we manually examined 200 random samples from the incorrect patches. Upon careful investigation, we observed that for 16% of the incorrect patches, the relevant repair ingredients were not present within the file. Since we collect our datapoints based on buggy commits, our scope is limited to the enclosing file, which often does not include interdependent files. As such, we found instances of function calls or variables used in the buggy file that were imported from other files. As a result, relevant syntactic and semantic information required for such functions or variables was not preserved as context for the model to generate correct patches. To mitigate this, we plan to extend our slicing technique to perform interprocedural analysis across files as part of future work.

Furthermore, there were recurring instances (84%) of the *Change String/Numeric Literal* bug pattern among the incorrect patches generated by KATANA. Upon closer inspection, we noticed that not all of these string replacements were actual bug fixes—most of them were typo fixes or ad hoc textual changes in config files. We believe that bug patterns pertaining to string changes can further benefit from a larger vocabulary size than the current 5,002 tokens.

However, as shown in Figure 2, KATANA was not able to fix 420 instances of bugs that Tufano et al. [57] alone would fix. Through random sampling, we identified most of the bug patterns to be string/literal changes among these 420 bug instances. The approach used by Tufano et al. [57] uses a renaming-based abstraction [46] to limit the vocabulary size. The reason for this type of abstraction is that NMT models are not as effective in learning meaningful translations using a large vocabulary size; therefore, their approach applies abstraction to replace non-frequent identifiers and string/numeric literals with reusable tokens in the form of CATEGORY_#. For example, STRING_1, NUMBER_1, VARIABLE_1, and so on denote the category (identifier/literal) and the number represents the sequential occurrence of that category within the code. Due to this abstraction, the search space during beam search decoding is significantly narrower in comparison to KATANA. For instance, Listing 8 depicts an example of a bug among the 420 exclusive correct patches by Tufano et al. [57]. As shown, the buggy string is replaced with the correct string that is present in the vocabulary of their model. However, the same string is not available in the vocabulary of KATANA, as it is a non-frequent token. Therefore, KATANA is unable to predict the correct patch for such cases.

Dual slicing by KATANA is not as effective for certain cases of bug types *Change String/Numeric Literal*. These string/numeric literal changes (e.g., Listing 9) are merely typo fixes or ad hoc textual changes. For instance, in Section 4.1 (RQ1), we notice that although dual slicing fixed 797 more bugs than single slicing, six bugs were fixed exclusively by single slicing. After assessing these six bugs, we identified that they belong to the *Change String/Numeric Literal* pattern and were ad hoc string changes. Although dual slicing was able to predict the graph edit operation for these

```
-  return React.createElement ( STRING_6 , { className : STRING_7 } )
+  return React.createElement ( STRING_6 , { className : STRING_9 } )
```

Listing 8. Example of a bug exclusively fixed by Tufano et al. [57].
bugs (rep_val), the value of the changed string was not predicted correctly. To extract context, we use the immediate enclosing parent (i.e., file, method, or class) as context, particularly when there are no variables or function calls in that line. Unless the changed string/number is present in the vocabulary dictionary, contextual information does not play an important role in program repair.

Another scenario where dual slicing is not as effective is when the repair ingredients are not available within the file. This happens when an imported variable/function is used in the buggy line. For example, in Listing 7, we show that KATANA was able to fix the bug as the function generateInvite was declared within the file scope; however, if it were an imported function, then the model would not have any information about the method signature (i.e., how many parameters it expects). An interprocedural analysis that spans across files could be effective in capturing this additional context.

Currently, we capture the context of all variables/functions used in the buggy line. In some cases, context of one or more variables within a buggy line may be unnecessary to fix the bug. To handle such cases, one might potentially employ code instrumentation to capture relevant information from execution traces. However, steps to perform code instrumentation and extracting runtime traces could be potentially expensive. The reason is that it requires setting up the whole project, resolving the dependencies, and making the project compilable before executing the concerned buggy line. Furthermore, for a learning-based model to be effective, a large dataset of many such examples would be required. We instead rely on contextual information that could be derived statically. As part of future work, we plan to explore code instrumentation and dynamic analysis to curate a more accurate slice.

5.4 Limitations

Although KATANA is a research prototype, it could be envisioned as a plugin in a developer’s IDE to facilitate program repair. For a given buggy code snippet, program slicing takes approximately 330 ms. After the slicing step, the average execution time to generate a patch is 2.54 seconds, which makes it feasible to employ KATANA as a neural developer assistance tool.

To productize, KATANA could be extended by adding support for JavaScript files that contain templated code (i.e., HTML or JSX⁴) from front-end frameworks such as ReactJS⁵, VueJS⁶, or Angular.⁷ The current implementation of our analysis tool cannot extract slices for bugs inside front-end templated code. Consequently, KATANA could produce invalid code slices because the files do not contain pure JavaScript code.

KATANA cannot currently generate slices from minified or obfuscated JavaScript code because of constraints in our slicing framework. The minification step removes whitespaces, obfuscates variable names, and often produces a single line as an output. Therefore, we excluded minified JavaScript files in our dataset as they may introduce noise into the learning process. However, in practice, this minification step is taken prior to deployment in the production environment, and it is not for human consumption. As a result, minified or obfuscated code would not limit the applicability of KATANA.

⁴https://reactjs.org/docs/introducing-jsx.html.
⁵https://reactjs.org
⁶https://vuejs.org.
⁷https://angular.io.

Listing 9. Example of an ad hoc string literal change bug.
JavaScript is a dynamically typed language, which inherently makes it difficult to keep track of control and data flow dependencies during program slicing. In cases where control and data flow analysis does not yield any sliced context, we consider the contents of the entire file as the context scope for the buggy line.

The current implementation of Katana does not support multi-line patch generation. Since our dataset contains only one AST node difference, we use a single line as the slicing criterion to extract contextual statements. However, conceptually, we could extend the notion of program slicing for multi-line bug fixes.

We used both interprocedural and intraprocedural backward slicing but limited the program analysis within the scope of a JavaScript file. One reason for such a choice is that our data collection is based on commits instead of projects; this approach cannot ensure that all the dependent files are present within the commit. Furthermore, because our underlying slicing framework, Understand [3], only supports static analysis within the file, our JavaScript slicer is constrained by this limitation. However, according to a previous work [9], a significant portion of the fixing ingredients can be found in the file containing the bug. As discussed in Section 5.3, the ability of Katana to fix bugs is constrained by the availability of vocabulary. If a bug fix requires replacing a node or adding a node, the node value needs to be present in the vocabulary dictionary. Increasing the vocabulary size could potentially improve the performance of Katana in fixing bugs.

We used backward slicing analysis, which may have resulted in the omission of some relevant contextual statements during aliasing. Aliasing is a phenomenon where more than one variable refers to the same location in memory. Certain bugs can occur when updating an alias for a variable, which in turn mutates the original variable. As these bugs can occur beyond the buggy line, forward slicing can help capture the relevant contextual statements. Support for forward slicing could be incorporated into Katana for this bug pattern in future work.

6 THREATS TO VALIDITY

This section describes how we addressed potential limitations that may have biased our findings.

6.1 Internal Validity

An internal threat to validity is the accurate end-to-end replication of the comparison with state-of-the-art techniques. Two of the techniques we compared with, namely Tufano et al. [57] and SEQUENCE, applied custom abstraction mechanism on the enclosing method or class of bugs in Java source code. Following Tufano et al. [57], we implemented the same abstraction technique for JavaScript. SEQUENCE derives contextual information from the enclosed class of the buggy line. However, JavaScript poses unique differences from a compiled language such as Java. As mentioned in Section 3.2, the buggy line in 85% of the dataset is part of the global scope. Since JavaScript source code is not always enclosed in a class or function, we take the entire file as the context scope in such cases to ensure that the same datapoints are preserved for a fair comparison across all techniques. The length of the buggy or fixed source code for these techniques are bounded by the maximum number of tokens that each of these techniques support; the context limit for Tufano et al. is 100 tokens, CoCoNuT is 1,022 tokens, and SEQUENCE is 1,000 tokens.

Both Tufano et al. [57] and SEQUENCE are sequence-based learning techniques where source code is treated as a stream of tokens for buggy Java files; we therefore used their replication package and preprocessed our data by adding support for JavaScript. CoCoNuT and HOPPITY already supported JavaScript implementation, hence we mainly trained these models on our dataset. Another threat to validity is the varied vocabulary size for each of the state-of-the-art techniques. We used the best reported hyperparameters and vocabulary size for the respective tools to ensure a fair comparison.
6.2 External Validity

We build our dataset from open source GitHub repositories of JavaScript projects. We used specific keywords to filter buggy commits following prior work [26]. One external validity is that the search heuristics used cannot ensure that all the datapoints represent actual bug fixes, as some commits may contain refactoring activity or ad hoc code changes. Nevertheless, we were able to find nine types of bug patterns pervasive across the test set, and this search criteria is consistent with other learning-based program repair studies [12, 41, 57].

We implemented our approach for JavaScript, and our experiments cannot conclude how effective Katana would be for other languages. However, the fundamental challenges Katana addresses (i.e., how to retain useful contextual information for a repair task, why context selection using a naive approach is not sufficient, and how to select useful information pertaining to the buggy/fixed line) are language independent, and other languages could potentially benefit from slicing-based context. Static program slicing requires a slicing framework for each programming language, and building such a framework is an expensive process because it requires high development cost. Furthermore, state-of-the-art program repair techniques such as DLFix [34], Hoppity [12], TFix [10], and SEQUENCE [11] also support a single language (i.e., Java or JavaScript) to evaluate the effectiveness of their approach. We therefore used a single programming language and built a slicing framework to evaluate our technique.

We considered a difference of one AST node for extracting buggy commits, which is similar to existing work [12]. As a result, currently our approach can handle one-off errors. Existing learning-based program repair techniques [8, 11, 32, 56] do not support multi-hunk changes (multiple buggy and fixed statements). However, conceptually, Katana could be extended to extract context from multiple buggy and fixed statements to better encode the repair ingredients, although this requires further evaluation in the future. In such approaches, using an ad hoc approach would yield very large contextual information, severely limiting the effectiveness of a learning model. Therefore, we believe that fine-grained context extraction using Katana would be even more relevant for the multi-hunk changes.

In this study, we proposed a novel technique that leverages program slicing and the context from both buggy line and patch during training to fix bugs. We compared our approach with state-of-the-art learning-based program repair techniques using the same dataset for training, validation, and testing. We also performed an ablation study to understand the effect of slicing by using the same model and representation. The underlying GNN model and code representation used by Katana is the same as Hoppity. We retrained Hoppity using our JavaScript dataset without slicing the buggy/fixed files. We tuned the hyperparameters of the GNN model using our sliced dataset and ran the model with single sliced and dual sliced buggy/fixed files. Thus, we were able to determine the effect of slicing using this experimental setup.

Some techniques do not use contextual information at all, and others consider context using a different approach. For instance, Rachet [20] only considers the buggy line without any context, whereas DLFix [34] selects the buggy subtree as context. Although we did not directly compare with these in our evaluation, DLFix [34] was reported to outperform Rachet, and CoCoNuT [41] was reported to outperform DLFix. Since Katana is directly compared with CoCoNuT, we can deduce, through transitive closure, that Katana outperforms DLFix and Rachet, although direct experiments are needed to verify this empirically. TFix [10] is categorized as a program repair tool for static errors [44] and relies on reports from ESLint, a popular static analysis tool for JavaScript. By generating the error reports based on the buggy code, TFix then merges the report with the buggy line along with its surrounding two lines of context to query the text-to-text transformer.

8https://eslint.org.
model (T5). As this has a dependency on these error reports from static analysis tools as context, we could not compare this approach with Katana.

**Reproducibility.** We have made our dataset, model, comparison framework, and Katana’s implementation available [4] for reproducibility of the results. We further provide instructions for replicating our experimental setup.

### 7 RELATED WORK

In this section, we describe related work on (1) how slicing is used in traditional program repair, (2) the usage of contextual information in learning-based program repair, and (3) the use of slicing on different learning-based source code processing tasks.

#### 7.1 Traditional Automated Program Repair

Automated program repair has received significant attention from the research community. Many APR techniques have been proposed that could be classified as search based [31, 32, 56, 58, 59], semantics based [27, 47], or pattern based [21, 28, 38–40, 52]. From this large body of literature, CapGen [61] is the closest to our work, which employs program slicing for program repair. CapGen is a search-based program repair technique that leverages context based on forward and backward slicing of nodes in the AST for mutation operator selection and ingredient prioritization. However, CapGen requires domain-specific knowledge about bug and fix types, whereas our approach can learn patterns from sliced data and fix a variety of bug patterns.

Additionally, there are repair techniques that address specific classes of faults [15]. For example, fault-specific techniques focus on repairing conditional statements [13, 48, 63], concurrency bugs [23, 24], string sanitization [5, 65], access control violations [54], or repair memory leaks [14]. FixMeUp [54] targets access control violations in PHP web applications. FixMeUp applied interprocedural program slicing on the data, as well as control dependence graphs to identify the statements that need to be guarded by an access control check. Instead, we applied program slicing for a learning-based model that is not bug specific.

#### 7.2 Learning-Based Program Repair

Most current learning-based repair techniques consider context in an ad hoc manner. HOPPTY [12] is limited by a maximum of 500 nodes in the AST and treats the whole file as context for the buggy line. However, SEQUENCE[R] [11] uses the enclosing method and the class surrounding the buggy line to capture long-range dependencies between the buggy line and context. This technique is limited to 1,000 tokens, which may result in the truncation of code if the enclosing method is long, as an example. Tufano et al. [57] use buggy and fix files of small or medium-size methods with a maximum of 50/100 tokens to learn bug fixes. They employ abstraction in the context of buggy and fixes files to mitigate the vocabulary limit. DLFix [34] is a deep learning based program repair approach that uses the context of the surrounding subtree of both the buggy line and fixed line to generate fixes using a tree-based RNN model. This context is summarized as a vector and used as weights to generate the patch for the buggy code. CoCoNuT [41] uses the entire method of the buggy line as context with the buggy line and context fed as two separate inputs. In a following work, CURE [22] leverages GPT to provide contextual embedding for CoCoNuT. Recently, a pretrained language model, CodeBERT [42], has been applied to fix Java simple bugs. There have also been attempts to generate patches in a refined way [69], generate multi-statement fixes [35], and adjust the loss function during training iterations [64]. TFix [10] is a learning-based system that uses a T5 model [50] fine-tuned on a text-to-text patch prediction task that leverages the surrounding two lines of the buggy line as context for linting errors in JavaScript. All these techniques leverage context in a limited way and rely on predefined heuristics. In contrast, Katana relies on program...
analysis to retrieve relevant code as context, is not bounded by predefined limits or heuristics, and leverages control and data flow information from both the buggy and fixed versions of the code.

7.3 Slicing in Learning-Based Source Code Processing

Program slicing was explored in a learning-based vulnerability detection task [36, 37, 70]. VulDeePecker [37] trains a neural network with positive and negative examples to determine whether a code snippet suffers from vulnerability. A more recent development is VulDeePecker [70], which extends VulDeePecker to predict multi-class vulnerabilities. These techniques extract slices of the vulnerable library/API function calls and are trained on an RNN to predict vulnerabilities in code. In a recent work, Xiao et al. [62] applied program slicing to a learning-based cryptographic API suggestion. This approach applied interprocedural backward slicing from the invocation statement of a cryptography API and trained a modified LSTM-based model for a neural network based API recommendation task. In KATANA, we instead (1) apply program slicing on a generative task (i.e., fix generation), (2) introduce the notion of dual slicing to learn from both the buggy and fixed versions of the code, and (3) employ a GNN model to better capture rich structural and semantic information that is inherent to the source code instead of using RNNs that treat code as a linear stream of tokens. To the best of our knowledge, we are the first to employ slicing for learning-based program repair.

8 CONCLUSION

As a developer, context is pivotal while understanding and writing a fix for a buggy piece of code. Surrounding lines, methods, and class-level information provide background contextual information that is important to devise a patch for a buggy piece of code. Current learning-based repair techniques adopt predefined heuristics, such as a limited number of tokens or AST nodes to extract context, which is insufficient for representing contextual information of a bug fix. We argue that context extraction needs to be directed toward relevant code for a learning-based repair technique to be effective. We present KATANA, the first technique to apply program slicing on a learning-based program repair task that includes relevant information as context pertaining to the buggy/fixed code. We show that program slicing through control and data flow analysis effectively preserves sufficient program repair ingredients to extract recurring patterns. We propose the notion of dual slicing, a novel approach that leverages context from both the buggy and corrected code. Our approach is able to fix 4,781 out of 11,397 bugs curated from open source JavaScript projects. The results show that KATANA can resolve between 1.5 and 3.7 times more bugs when compared to the state-of-the-art learning-based repair techniques. Furthermore, KATANA is effective across a wide range of bug patterns. In the future, we plan to expand our interprocedural analysis, which is now limited to the enclosing file. We will also expand KATANA to support other programming languages such as Java.
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