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Abstract

This paper provides a model to analyze and identify a decision maker’s hypothetical reasoning. Using this model, I show that a DM’s propensity to engage in hypothetical thinking is captured exactly by her ability to recognize implications (i.e., to identify that one hypothesis implies another) and that this later relation is encoded by a DM’s observable behavior. Thus, this characterization both provides a concrete definition of (flawed) hypothetical reasoning and, importantly, yields a methodology to identify these judgments from standard economic data.
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1 Introduction

In choosing between complex alternatives, a decision maker (DM) must often think hypothetically. That is, she must consider the outcome of her choices contingent on different possible eventualities. Evidence from experimental economics and psychology, reinforcing conventional wisdom, shows that DMs often make costly errors as a result of failures in hypothetical reasoning, for example regarding auctions and procurement (Thaler, 1988; Li, 2017; Martin and Muñoz-Rodriguez, 2020), voting (Feddersen, 2004; Esponda and Vespa, 2014), signaling and disclosure (Jin, Luca and Martin, 2015), information acquisition and belief updating (Enke and Zimmermann, 2019; Enke, 2020), choice under risk (Agranov, Healy and Nielsen, 2020) choice under uncertainty (Martínez-Marquina, Niederle and Vespa, 2019; Esponda and Vespa, 2019), the construction of subjective likelihoods (Tversky and Kahneman, 1983; Tversky and Koehler, 1994) generalized strategic inference (Eyster and
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Rabin, 2005; Esponda, 2008), etc. As such, the soundness and precision of our economic models rest acutely on our modeling the strategic consideration of agents not only as they actually are, but also as they are perceived by the agents themselves: making solid predictions in a world with boundedly rational strategic agents requires a testable and identifiable model of hypothetical reasoning. Such a model should allow economists to simultaneously represent both objective strategic considerations as well as agents’ flawed interpretation thereof, and, critically, allow economists to construct such subjective interpretations from observable data.

This paper provides such a model, presenting a tractable framework to analyze a decision maker’s hypothetical judgements. Using this model, I show that a DM’s propensity to engage in hypothetical thinking is captured exactly by her ability to recognize implications (i.e., to identify that one hypothesis implies another) and that this later relation is identified by a DM’s observable behavior. Thus, this characterization both provides a concrete definition of (flawed) hypothetical reasoning and, importantly, yields a methodology to identify these judgments from standard economic data.

If $\Omega$ is a state space representing all relevant resolutions of uncertainty, then a hypothesis is a collection of contingencies $H \subseteq \Omega$; if uncertainty resolves so that the true state-of-affairs in contained in the collection $H$, then the hypothesis is true, otherwise it is false. Therefore, the DM’s flawed judgement is that she acts as if the hypothesis $H$ was instead some other hypothesis $\pi(H) \subseteq \Omega$; I call $\pi(H)$ her interpretation of $H$ (and the map $\pi$, an interpretation).

A hypothetical expected utility (HEU) maximizer values contingent claims (i.e., act from $\Omega$ to utils) according to both her probabilistic assessment of $\Omega$ as well as her interpretation of the contingencies on which the act depends. A HEU DM is therefore given by a measure on the state space, $\mu$, and a coherent interpretation, $\pi : 2^\Omega \rightarrow 2^\Omega$. Then, the DM values a state-contingent act $f : \Omega \rightarrow \mathbb{R}$ as

$$V(f) = \int f \; d(\mu \circ \pi), \quad \text{(HEU)}$$

where the integral is the Choquet integral, since in general $\mu \circ \pi$ will not be additive. Let $b_H$ denote the act which pays 1 util if $H$ is true and 0 otherwise. The HEU value of $b_H$ is therefore not the $\mu$-probability of $H$, but the $\mu$-probability of the DM’s interpretation of $H$, $\mu(\pi(H))$. When $\pi$ is the identity, so the DM is a perfect hypothetical reasoner, HEU reduces to subjective expected utility.
In the sequel, I show that HEU is characterized by restrictions on preference and that the parameters $\mu$, and more importantly, $\pi$, are identified. Properties of $\pi$ are reflected naturally in conditions on observable behavior. Thus, from preference, a modeler can understand how the DM interprets hypotheses and the limits of her cognitive abilities.

I establish these characterization and identification results for $\pi$ by considering subjective implication: the DM’s subjective assessment that one hypothesis implies another. Hypothetical thinking is intimately related to—indeed, in the present formulation, equivalent to—the ability to recognize implications. In other words, I show that a DM’s subjective implications expose exactly what she envisions when presented with a hypothesis and thus her hypothetical reasoning. The HEU model, therefore, helps to make sense of why hypothetical reasoning fails, by identifying which implications are misunderstood by the DM.

Importantly, I put forth a behavioral definition of subjective implication and show how it is possible to identify subjective implication from observed betting behavior. This ‘closes the model’ so that the equivalent notions of subjective implication and the interpretation of hypotheses, $\pi$, are identified from empirically relevant data.

The rest of the paper is structured as follows: The next section details how HEU can make sense of several well known empirical failures of hypothetical thinking. It also discusses the characterization and identification results in more detail. Section 3 introduces the notion of an interpretation map its relevant properties. It also introduces subjective implication and provides the correspondence between these two structures. Then, Section 4 provides the behavioral counterpart to the theory, Hypothetical Expected Utility, using a DM’s preference over contingent claims. An axiomatization of Hypothetical Expected Utility, in terms of observable restrictions on preference is provided in Section 5. Section 7 discusses the relation between hypothetical reasoning and attitudes towards ambiguity. A brief survey of the relevant literature is found in Section 8. Proofs are located in the appendix.

2 Examples and Discussion of Results

To capture the notion that the DM, while failing to precisely conceptualize the hypothesis, is otherwise rational, I consider coherent interpretations which satisfy
three properties. First, truth requires \( H \subseteq \pi(H) \) or that the DM’s interpretation of a hypothesis will never rule out any contingencies that are, in reality, compatible with \( H \), although she may err in the opposite direction;\(^1\) second, introspection requires \( \pi(\pi(H)) = \pi(H) \) or that the DM cannot distinguish between a hypothesis and her interpretation of it—if this were false then she should be be able to use this information to deduce that she is misperceiving \( H \) in the first place; finally, distribution requires \( \pi(H \cup G) = \pi(H) \cup \pi(G) \). Distribution ensures that the DM is minimally consistent: that, in a weak sense, she believes the implications of her own beliefs. In particular, if the DM perceives the contingency \( \omega \) to be inconsistent with both \( H \) and \( G \) (so \( \omega \notin \pi(H) \) and \( \omega \notin \pi(G) \)) then she can exclude \( \omega \) by knowing that either \( H \) or \( G \) holds without knowing which (\( \omega \notin \pi(H \cup G) \)). Likewise, if the DM perceives the contingency \( \omega \) to be consistent with either \( H \) or \( G \), then she will not rule it out without knowing which of \( H \) or \( G \) holds.

In each of the following examples—the monty hall paradox, the pivotal voting, the winner’s curse, and disclosure games—HEU, with a coherent interpretation, can explain the common empirical behavior attributed to flawed hypothetical reasoning.

**Example 1.** (The Monty Hall Paradox) At then end of the game show *Let’s Make a Deal*, the contestant is faced with three doors. Behind two of the doors sits a goat and behind the third, a prize. The contestant is asked to choose a door, after which the host of the show, Monty Hall, opens one of the unchosen doors and reveals a goat. Crucially, Monty himself knows the contents of the doors and *always* opens a door with a goat behind it.

The contestant is then afforded a final choice: stick with her chosen door or switch to the other (closed) door. Assuming all randomizations (i.e., the allocation of the prize and Monty’s revelation) were uniform,\(^2\) what should the contestant do? We can analyze the uncertainty faced by the contestant using a simple 4-state model.

By possibly relabelling the doors, we can assume without loss of generality that the contestant initially selects door 1. Then the 4 relevant states are: \( \Omega = \{\omega_{12}, \omega_{13}, \omega_{23}, \omega_{32}\} \), where \( \omega_{ij} \) represents the state where the prize is hidden behind door \( i \) and Monty opens door \( j \). Let \( P_i \) denote the event that the prize is behind door \( i \) and \( O_j \) the event that Monty opens door \( j \). These states are shown in Figure 1. Our assumption of uniform randomization indicates the probability over the four

---

\(^1\)Section 7 considers the dual model, wherein the DM interprets each hypothesis \( H \) as a *smaller* set of contingencies: \( \pi(H) \subset H \).

\(^2\)And, perhaps more controversially, assuming that the contestant prefers the prize to a lovely pet goat.
Figure 1: States in the Monty Hall Problem. Of course, the symbols on the doors indicating their contents are for our benefit and are invisible to the contestant when making her decision.

states (in the same order as listed above) is \( \mu = \left[ \frac{1}{6}, \frac{1}{6}, \frac{1}{3}, \frac{1}{3} \right] \).

Assuming the prize provides 1 util and losing 0, then the (objective) value of betting on door 1 after Monty opens door 2, is

\[
V(b_{P_1} | O_2) = \mu(P_1 | O_2) = \frac{\mu(P_1 \cap O_2)}{\mu(O_2)} = \frac{\mu(\{\omega_{12}\})}{\mu(\{\omega_{12}, \omega_{32}\})} = \frac{1/6}{1/2} = \frac{1}{3},
\]

and the value of betting on door 3 is

\[
V(b_{P_3} | O_2) = \mu(P_3 | O_2) = \frac{\mu(P_3 \cap O_2)}{\mu(O_2)} = \frac{\mu(\{\omega_{32}\})}{\mu(\{\omega_{12}, \omega_{32}\})} = \frac{1/3}{1/2} = \frac{2}{3}.
\]

The same logic applies when Monty opens door 3 and so in every case, the contestant should (objectively) strictly prefer to switch doors.

Of course, contestants on the actual *Let’s Make a Deal* as well as countless subsequent thought experimenters have resisted this simple conclusion, even when presented with an analysis like the one above. Their flawed logic often follows: There is no initial bias between door 1 and door 3 as evidenced by \( \mu(P_1) = \mu(P_3) = \frac{1}{3} \), and Monty’s revelation of a goat between door 2 does not directly concern the contents of doors 1 and 3, and so, even once door 2 has been eliminated the probability of winning is independent of the choice to switch.

This logic, although tempting, is specious. Its failure is precisely a failure of hypothetical reasoning—the contestant who does not strictly prefer to switch does
so because she does not properly interpret the hypothesis $O_2$. Consider the interpretation $\pi : \Omega \to \Omega$ which is the identity on every hypothesis except $\pi(O_2) = \{\omega_{12}, \omega_{13}, \omega_{32}\}$ and $\pi(O_3) = \{\omega_{12}, \omega_{13}, \omega_{23}\}$. It is easy to check that $\pi$ is coherent. Here, the contestant interprets “Monty opens door 2” as the event “The prize is not behind door 2.” While plausible, this is incorrect—it fails to incorporate the additional information contained in the event $O_2$, namely, that Monty could have chosen door 3 if prize is behind door 1, but this did not happen.

Using the same probabilistic beliefs but under this new interpretation:

\[
V(b_{P_1} \mid O_2) = \frac{\mu(\pi(P_1) \mid \pi(O_2))}{\mu(\pi(O_2))} = \frac{\frac{2}{3}}{\frac{1}{2}} = \frac{4}{3}, \quad \text{and} \quad V(b_{P_3} \mid O_2) = \frac{\mu(\pi(P_3) \mid \pi(O_2))}{\mu(\pi(O_2))} = \frac{\frac{1}{3}}{\frac{1}{2}} = \frac{2}{3},
\]

the HEU contestant indeed sees no benefit to switching doors.

---

**Example 2.** (Pivotal Voting) The fact that the voter is decisive is informative about how the rest of the electorate voted, and therefore, may be indirectly informative about the value of the alternatives being voted for. A rational voter should condition on the contingency that she is pivotal, as in any other state of affairs her action is inconsequential. Esponda and Vespa (2014) convincingly demonstrate that even in very simple (non-strategic!) experimental setting subjects do not condition correctly and consequently play dominated strategies. Consider the following simplification of their experiment:

The state of the world is either $R$ or $B$ with equal probability. The subject must cast a vote for either $R$ or $B$ without observing the state but after observing a signal—the possible signal realization are $r$ and $b$, with accuracy $\frac{2}{3}$. In addition, two computers observe the state and are programmed to follow specific rules for casting a vote in favor of $R$ or $B$ contingent on the (realized) state. If a simple majority votes for the correct state (i.e., the votes match the state), the subject’s payoff is $2; otherwise, the payoff is $0. Before casting her vote, the subject receives information about the rule being followed by the computers, but does receive information about the actual votes of the computers. Both

\[\text{Specifically, } r \text{ realizes with probability } \frac{2}{3} \text{ in state } R \text{ and } \frac{1}{3} \text{ in state } B \text{ and } b \text{ with the remaining probably: } \frac{1}{3} \text{ in state } R \text{ and } \frac{2}{3} \text{ in state } B.\]
computers follow the rule: (i) If the state is $R$: vote $R$; (ii) If the state is $B$: vote $B$ with probability $\frac{2}{3}$ and $R$ with $\frac{1}{3}$.

Notice that voting $B$ is a (weakly) dominant strategy since in order for a subject’s vote affect the outcome, the computers must disagree, and hence the state must be $B$. Nevertheless, 80% of subjects do not play strategically even after 40 rounds of play.

The HEU model can represent the subjects’ inability to think hypothetically, specifically, that the subjects do not correctly understand the logical relationship between the state and the possibility of being pivotal.

Let $\Omega = \{B, R\} \times \{b, r\} \times \{p, np\}$. Each state therefore represents the realization of three uncertainties: $\{B, R\}$ encodes the state being $B$ or $R$, $\{B, R\}$ encodes the realized signal being $b$ or $r$, and $\{n, np\}$ encodes whether, given the computers votes, the subject is pivotal or not. The probabilities of each state, as given by the rules governing the realization of uncertainty as laid about above, are given by Figure 2.

The purely rational subject, whose interpretation would be given by the identity, would indeed see no value in voting $R$. To see this notice, the relevant conditioning event is that the subject observed the $r$ signal and can affect the outcome: $\{B, R\} \times \{r\} \times \{p\}$ which we refer to in an abuse of notation as $\{r, p\}$. Conditional on this event, $B$ is indeed more likely than $R$—$\mu(B \mid \{r, p\}) = 1 > 0 = \mu(R \mid \{r, p\})$—so the subject is better of ignoring her private signal.

Of course, the subjects were not perfectly rational, and indeed, fail to condition on being pivotal. This failure can be seen through the lens of a flawed interpretation: let $\pi$ be the interpretation map that ignores pivotality. Specifically: define $\pi$ over $\Omega$ via

\[
\pi(S, s, p) = \pi(S, s, np) = \{(S, s, p), (S, s, np)\},
\]

for $(S, s) \in \{B, R\} \times \{b, r\}$, and extend $\pi$ to $2^\Omega$ via $\pi(E) = \bigcup_{\omega \in E} \pi(\omega)$. so that $\{(B, b, p)\} \mapsto \{(B, b, p), (B, b, np)\}$ and $\{(B, r, p)\} \mapsto \{(B, r, p), (B, r, np)\}$ and so forth. It is easy to check that $\pi$ is coherent. Such a subject does not distinguish

\footnote{This was defined as voting red more than 15% of the time.}
between events which differ only insofar as pivotality. Hence, when considering
the optimal action after observing \( r \), the subject erroneously bases her decision
on possibility that the state is \( R \). Specifically, rather than conditioning on \( \{r, p\} \),
the subject, whose view of the world is unconcerned with pivotality, conditions on
\( \pi(\{r, p\}) = \{B, R\} \times \{r\} \times \{p, np\} \). In line with the observed subjects’ behavior, we
have \( \mu(R | \pi(\{r, p\})) = \frac{2}{3} > \frac{1}{3} = \mu(B | \{r, p\}) \).

Example 3. (The Winner’s Curse) The winner’s curse, the phenomenon whereby
bidders in a common value auction fail to condition on having received the most
optimistic private signal and hence overbid, can be captured in a very similar fashion
as to Example 2. To see this, consider a stylized version of the problem wherein the
object for auction has a common value, taking values on some set \( V \). Each bidder
\( i = 1 \ldots n \) receives a private signal \( s \in S \) correlated with the value of object.

After observing \( s \) how should a rational bidder bid? She should calculate her
value conditional on \( s \) and the fact that she wins the auction, since her bid is
irrelevant any other time. We can model this, like the previous example, with
with a state-space that is the product space of three sources of uncertainty \( \Omega = V \times S \times V \): for \( (v, s, u) \in \Omega \), \( v \) is the value of the object, \( s \) the private signal
of the bidder and \( u \) the upper-bound of all other bidders’ bids. The probability \( \mu \)
depends on the distribution of value, the signal generation process, and the strategic
model in the bidder’s head (which in an equilibrium would be the other bidder’s
true behavior). Hence the optimal bid, \( b \), must be based on maintaining a value
\( \mathbb{E}(v | V \times \{s\} \times \{u | u > b\}) \).

To capture the winner’s curse, we must represent the bidder’s flawed hypothet-
ical reasoning. In particular, her propensity to ignore the fact that the winning
the auction is informative about other bidders’ private information and hence the
value of the object itself. As above, ignoring this fact is tantamount to ignoring a
dimension of the state-space: define \( \pi \) over \( \Omega \) via

\[
\pi(v, s, u) = \bigcup_{u' \in V} (v, s, u')
\]

for \( (v, s) \in V \times S \), and extend \( \pi \) to \( 2^\Omega \) via \( \pi(E) = \bigcup_{\omega \in E} \pi(\omega) \). Now, the bidder, after
seeing signal \( s \) maintains a expected value for the object \( \mathbb{E}(v | \pi(V \times \{s\} \times \{u | u > b\})) = \mathbb{E}(v | V \times \{s\} \times V) \) which is independent of the other bidders’ strategies.

Example 4. (Disclosure Games) Strategic concerns often ensure that rational
agents will voluntarily disclose their information, because in equilibrium, no news will interpreted as bad news. As a classic example, a seller can credibly disclose the value of the object for sale, taking integer values from 1 (lowest) to \( n \) (highest) with equal probability. Surely, if object has the highest value, \( n \), the seller would display the value, and so a rational prospective buyer who sees a seller without any posted valuation can assume the value must be \( n - 1 \) or less. But then, sellers with objects of value \( n - 1 \) would want their value to be known, rather than letting the buyer be uncertain of their position but knowing it is less than \( n - 1 \). Continuing inductively, it follows that all types of seller’s (except possibly the lowest type) will make public the value of their good.

Of course, this is not the case in real life manifestations of the above scenario. In an experimental setting, Jin, Luca and Martin (2015) find

“[Sellers] disclose favorable information, but withhold less favorable information. The degree to which [sellers] withhold information is strongly related to their stated beliefs about [buyer] actions, and their stated beliefs are accurate on average. ... [Buyer] actions and beliefs suggest they are insufficiently skeptical about non-disclosed information in the absence of repeated feedback.”

Again, this can be straightforwardly captured through the HEU model. Let \( \Omega = \{v_1 \ldots v_n\} \times \{r_0, r_1 \ldots r_n\} \), where the \((v_i, r_j)\), \( j \neq 0 \), corresponds to state in which the value of the object is \( i \) and the seller reveals the object has value \( j \) and \((v_i, r_0)\) to the state where the value is \( i \) and the seller does not reveal anything. Let \( V_i = \{v_i\} \times \{\emptyset, r_1 \ldots r_n\} \) and \( R_i = \{v_1 \ldots v_n\} \times \{r_i\} \).

Let the sellers strategy be encoded by \( \beta_1 \ldots \beta_n \), where \( \beta_i \) is the probability that a seller of quality \( i \) reveals his type. Then the probability of the states is given by \( \mu \) where \( \mu((v_i, r_i)) = \frac{1}{n} \beta_i \), \( \mu((v_i, r_0)) = \frac{1}{n} (1 - \beta_i) \) and, since sellers can only reveal truthful information, \( \mu((v_i, r_j)) = 0 \) for \( i \neq j \neq 0 \).

Notice that if \( \beta_n = \ldots = \beta_{n-k} = 1 \)—the highest \( k \) types always reveals—then for the rational buyer \( \mu(V_n \cup \ldots \cup V_{n-k} \mid R_0) = 0 \). Upon seeing no revelation, the rational buyer understands the seller is not of the \( k \) highest types, and in particular, that the expected quality is strictly less than \( n - k \). This is critical to maintain the unraveling argument outlined above.
Consider instead a buyer with constrained hypothetical reasoning, given by

\[
\pi : A \mapsto \begin{cases} 
A & \text{if } A \cap R_0 = \emptyset \\
\Omega & \text{otherwise.}
\end{cases}
\] (1)

As always \(\pi\) is coherent. Such a buyer correctly understands that disclosure is truthful, but treats no-disclosure as if no information had been revealed (i.e., she fails to extract information from the lack of a signal). Indeed, upon observing \(R_0\), the buyer does not update her beliefs about quality at all: \(\mu(V_n | R_0) = \mu(V_n) = \frac{1}{n}\). Hence for lower-than-average quality types, independent of other types equilibrium strategies, it is better to not reveal anything so as to maintain the average (prior) belief of the buyer.

\[\blacksquare\]

2.1 **Subjective Implication**

Understanding a hypothesis, \(H\), is understanding what is implied by, and what implies, \(H\). A hypothesis \(H\) implies a hypothesis \(G\) if whenever \(H\) is true, \(G\) is as well: more formally, when \(H \subseteq G\). A DM with interpretation \(\pi\) perceives an implication \(H \Rightarrow G\), not according to their true relation but according to the interpretation: the DM perceives \(H \Rightarrow G\) iff \(\pi(H) \subseteq \pi(G)\). A DM who fails to extract all information from \(H\) will perceive too many implications: in Example 1, the contestant interprets \(O_2\) (door 2 is opened) as \(\text{not}(P_2)\) (the prize is not behind door 2; i.e., \(\Omega \setminus P_2\)). Thus, she correctly perceives \(O_2 \Rightarrow \text{not}(P_2)\), since \(\pi(O_2) \subseteq \pi(\text{not}(P_2))\), but also incorrectly perceives \(\text{not}(P_2) \Rightarrow O_2\), since \(\pi(\text{not}(P_2)) \subseteq \pi(O_2)\).

In this paper, I present a model of subjective implication, assuming a modeler can observe the DM’s perceived implications, given by a binary relation \(\Rightarrow\) over the set of hypotheses. I provide restrictions on \(\Rightarrow\) to ensure the existence of a coherent \(\pi\), such that \(H \Rightarrow G\) if and only if \(\pi(H) \subseteq \pi(G)\). Moreover, this interpretation is unique and can be found constructively.

Beyond uncontroversial transitivity and monotonicity type restrictions, coherency is captured by two conditions on \(\Rightarrow\). First, the DM must be able to engage in deduction: If the DM perceives that both \(H\) and \(H'\) would imply \(G\) she does not need

---

\[^5\text{It may seems initially surprising that a the DM perceives too many, rather than too few, implications. However, an over perception of implication is precisely the effect of conflating distinct events, itself the product of flawed hypothetical reasoning. For example, if } H \text{ is objectively a strict subset of } G \text{ but the DM fails to extract all information from the hypothesis } H, \text{ instead interpreting it as identical to } G, \text{ then she will perceive the erroneous implication } G \Rightarrow H.\]
to know which of $H$ and $H'$ hold in order to draw a conclusion. Second, the DM can *decompose* complex implications into simpler ones. In particular, if $F$ implies that either $H$ or $H'$ is true, but does not inform the DM as to which, then $F$ can be decomposed into the disjunction two stronger hypotheses, $G$ and $G'$, which themselves imply $H$ and $H'$ respectively.\(^6\) This second condition requires some examination.

Consider a hypothesis $F$ which implies either $H$ = ‘the student will do very well on the final exam’ or $H'$ = ‘the student will do very poorly on the final exam’ but does not determine which is true. Then decomposition requires that $F$ can be decomposed into two sub-hypotheses which imply $H$ and $H'$ independently. Perhaps $F$ = ‘the student left the 2-hour final exam after 20 minutes.’ Then $F$ can be itself decomposed into ‘the student is very bright and understands the material completely’ which implies $H$ and ‘the student is apathetic and does not care about her grade in the class’ which implies $H'$.

It is not immediately clear that the subjective implication relation is empirically meaningful. To allay such worries, I provide a methodology for identifying, from observable behavior, which implications a DM perceives, and therefore, her power to reason hypothetically. As is standard, a DM’s choice over contingent payoffs identifies her beliefs about the events over which the acts are contingent. For example, if $b_H$ is a bet on the hypothesis $H$—a contingent claim that pays if and only if $H$ is true—then the DM’s preference to bet on $b_H$ rather than $b_G$ would expose her belief that the $H$ is the more likely of the two hypotheses. A similar idea identifies not only the ordinal likelihood of hypotheses but also their implications.

Because the contestant in the example mistakenly conflates $O_2$ with $\lnot(P_2)$, she does not conceive of the possibility that $\lnot(P_2)$ could be true while $O_2$ is false; indeed, this is what it means to perceive $\lnot(P_2) \Rightarrow O_2$. This presents as her indifference between $b_{O_2}$ and $b_{O_2 \cup \lnot(P_2)}$. In other words, the additional possibility of winning contingent on $\lnot(P_2)$ is of no value, as the contestant believes that whenever $\lnot(P_2)$ is true, so too is $O_2$, and therefore, she would win the bet regardless. Conversely, starting with preferences over acts, I take a DM’s indifference between $b_G$ and $b_{G \cup H}$ as the definition of her perceiving that $H$ implies $G$. Thus, from observed preference, it is possible to construct a notion of subjective implication and subsequently of hypothetical interpretations.\(^7\) Exploiting the preference

\(^6\)Formally, deduction is ‘$H \Rightarrow G$ and $H' \Rightarrow G$ then $H \cup H' \Rightarrow G$,’ and decomposition is ‘$F \Rightarrow H \cup H'$ implies there exists some $G,G'$, such that $G \Rightarrow H$, $G' \Rightarrow H'$ and $F = G \cup G'.$

\(^7\)That this identification is consistent rests on sought after hypothetical interpretation $\pi$ (or equivalently, on the subjective implication relation) being coherent, as embodied by axiomatic
based definition of subjective implication, I provide an axiomatic characterization of HEU in the case where \( \pi \) is coherent. In such a case, the parameters of the model are identified. Thus, from preferences over contingent claims, the modeler can identify the DM’s interpretation of hypothetical events, \( \pi \), and her implied probabilistic beliefs over the true state space \( \mu \).

In the example, the source of the contestant’s indifference between switching or not—her misidentification of \( O_2 \) as \( \text{not}(P_2) \)—also produces an affinity for ambiguity. Take the bets \( b_{O_2} \) and \( b_{O_3} \) which pay a prize of 1 on the given event and 0 otherwise. If the contestant is an HEU maximizer, then she values these acts both at \( \mu(\pi(O_2)) = \frac{2}{3} \). An equal mixture of these two bets, \( \frac{1}{2} b_{O_2} + \frac{1}{2} b_{O_3} = \frac{1}{2} b_{O_2 \cup O_3} = \frac{1}{2} b_{\Omega} \), however, is valued at \( \frac{1}{2} \). Thus the contestant displays an aversion to hedging. Below, I show this behavior is general: the HEU maximizing DM displays ambiguity seeking behavior. In a round about way, this helps make sense of winner’s curse type overbidding and, more generally, over confidence in the face of hard to comprehend decision problems: by failing to exclude certain possibilities, DM’s behave as if they have an affinity for actions with ambiguous or uncertain payoffs.

3 Interpretation and Implication

Let \( \Omega \) be a set, thought of as the objective space of uncertainty relevant to a decision problem. Elements of \( \Omega \) are called states or contingencies. A collection of contingencies (i.e., a subset of \( \Omega \)) is referred to as a hypothesis. When \( H \subseteq G \) we state that \( H \) is a stronger hypothesis than \( G \) and \( G \) is weaker than \( H \). For two hypotheses, \( H \) and \( G \), call \( H \cap G \) the joint hypothesis. Note that these descriptions relate to the objective character of the hypotheses and not necessarily DM’s perception of them.

The decision maker might fail to properly perceive the hypothesis, \( H \). That is, when thinking hypothetically, the DM misinterprets the hypothesis \( H \) as some other event \( H' \). We let \( \pi : 2^\Omega \to 2^\Omega \), aptly called an interpretation, represent the DM’s interpretation of events.

Although the DM may fail to accurately identify events implied by a given hypothesis, we assume she is an otherwise competent reasoner as captured by the following two restrictions on \( \pi \):

\[
\text{Truth (T)} \quad H \subseteq \pi(H),
\]

restrictions on preference.
Introspection (I) $\pi(\pi(H)) = \pi(H)$,

Monotonicity (M) $H \subseteq G$ implies $\pi(H) \subseteq \pi(G)$, and

Consistency (C) $\pi(H \cup G) \subseteq \pi(H) \cup \pi(G)$.

The restriction (T) states that, while the DM may fail to extract the full information from the hypothesis $H$, and thus continue to entertain contingencies that should in fact be ruled out $H$, she is never deluded: she does not believe that $H$ eliminates those contingencies it is actually compatible with. The restriction (I) states that if the decision maker mistakenly perceives the hypothesis $H$ as $G = \pi(H) \supset H$, then she perceives $G$ correctly. In other words, this ensures the DM cannot distinguish between a hypothesis and her interpretation of it. As such this (I) has a flavor of KU introspection from Dekel, Lipman and Rustichini (1998), which requires that a DM never know that she is unaware of an event. (M) ensures the DM’s interpretation does not reverse strict implications.

Finally, the restriction (C) states that the DM understands the implications of her own interpretation; i.e., that she is minimally consistent when contemplating different hypotheses. In particular, if she perceives a contingency is ruled out by the hypothesis $H$, and also by the hypothesis $G$, then she is able to rule out this contingency by knowing that either $H$ or $G$ is true without knowing which.

It is straightforward to show that interpretation $\pi$ satisfies (M) and (C) if and only if it satisfies:

Distribution (D) $\pi(H \cup G) = \pi(H) \cup \pi(G)$.

Call an interpretation weakly coherent if it satisfies (T), (I), and (M), and call it coherent if it satisfies, in addition, (C) (or equivalently if it satisfies (T), (I), and (D)).

3.1 Implication

Failures in hypothetical thinking can be thought of as failures in correctly assessing implications. A DM’s misperception of a hypothesis $H$ is her failure to properly identify which contingencies imply $H$ is true, and which contingencies follow from the truth of $H$. We therefore begin the investigation in to a hypothetically challenged decision maker by considering the relation between her subjective notion of implication and the HEU representation.
Assume for the moment that a modeler was able to identify a DM’s ‘implication’ relation. That is, a binary relation $\Rightarrow$ over hypotheses, with the interpretation that $H \Rightarrow G$ if and only if the DM perceives that the hypothesis $H$ implies the hypothesis $G$. Let $\{H, \Rightarrow\} = \{G \mid G \Rightarrow H\}$ collect the hypotheses that $\Rightarrow$ imply $H$. When the implication relation is clear from context, we will omit it, writing $[H]$, instead. At present, we take this relation as given, but rest easy, as subsequent sections will show that this data is encoded through traditional decision theoretic primitives.

An implication relation, $\Rightarrow$, is derived from an interpretation, $\pi$, if

$$H \Rightarrow G \text{ if and only if } \pi(H) \subseteq \pi(G)$$

(DRV)

Remark 1. A clear necessary condition for $\Rightarrow$ to be derived from an interpretation is that it is reflexive and transitive. This is not, however, sufficient. The minimal additional sufficient conditions, while straightforward (i.e., combinatorial restrictions on the lengths of chains and anti-chains) does not lend itself to a sensible economic interpretation.

We are interested in a decision maker who may misinterpret some hypotheses but is otherwise rational in the sense that she understands the structure of her own knowledge. In other words, taken her misperception as given, her notion of implication obeys the standard tenets of logic: namely, that implication is transitive and that a joint hypothesis is implied whenever both of its components are.

I1—Transitivity (TRV). If $H \Rightarrow G$ and $G \Rightarrow F$ then $H \Rightarrow F$.

I2—Deduction (DED). If $H_i \Rightarrow G$ for all $I \in \mathcal{I}$, then $\bigcup_{i \in \mathcal{I}} H_i \Rightarrow G$.

In addition to these purely logical restrictions, we stipulate another restriction that relates the actual relation between hypotheses to the DM’s interpretation of them. In particular, we state that a DM correctly understands the true implication relation: in other words she correctly assesses when one hypotheses is weaker than another.

I3—Monotonicity (MON). If $H \subseteq G$ then $H \Rightarrow G$.

From a particular vantage, this may seem like a strong assumption in that it leaves no room for the DM to fail to perceive implications. However, I argue that it is the over perception of implication that leads to many common errors in hypothetical
reasoning: indeed, to be able to distinguish between two events, is to perceive that one implies something the other does not (i.e., that \( H \Rightarrow H \) while \( G \not\Rightarrow H \)). Thus, additional implications stem from the DM conflating events via misperception.

**Proposition 1.** If \( \Rightarrow \) satisfies \( I_{1-3} \), if and only if it is derived from a weakly coherent interpretation. Moreover, this weakly coherent interpretation is unique.

A coherent interpretation imparts more structure. The (sub-)modularity of \( \pi \) implies a implication of a disjunctive hypotheses can be decomposed into the disjunction of stronger hypotheses. Specifically:

**I4—decomposition (DCMP).** If \( F \Rightarrow H \cup H' \) then there exists some \( G, G' \), such that \( G \Rightarrow H, G' \Rightarrow H' \) and \( F = G \cup G' \).

Consider a hypothesis \( F \) that implies that either \( H \) or \( H' \) is true, but does not inform the DM as to which. In such a scenario, \( (DCMP) \) states that \( F \) can be decomposed into the disjunction two stronger hypotheses, \( G \) and \( G' \), which themselves imply \( H \) and \( H' \) respectively. As in the introduction, if a student leaving an exam very early is an indication that he is going to receive either an exceptionally good or an exceptionally poor grade, then his leaving early can be decomposed into two stronger hypotheses: that he is very gifted or very apathetic.

**Proposition 2.** \( \Rightarrow \) satisfies \( I_{1-4} \), if and only if it is derived from a coherent interpretation. Moreover, this coherent interpretation is unique.

The uniqueness claims in the two prior propositions rely critically on the (weak) coherency of the interpretation: there may be other non-coherent interpretations from which \( \Rightarrow \) is also derived. Nonetheless, under the assumption of coherency, Propositions 1 and 2 establish a very tight connection between a DM’s subjective implication and her interpretation of hypothetical events: given the observation of subjective implications it is possible to uniquely identify which contingencies the DM perceives when she contemplates a hypothesis.

## 4 An Observable Model

### 4.1 Notation

In the sequel, I assume \( \Omega \) is finite; the motivation for this restriction is explained in the Section 4.3. The primitive of the model is a decision maker’s preference over
acts. A act, $f : \Omega \rightarrow \mathbb{R}_+$ is a state-contingent payoff, in utils.\(^8\) Let $\mathcal{F}$ collect all such acts and endow $\mathcal{F}$ with the with the topology of pointwise convergence. The primitive of the model is a preference relation, $\succ$, over $\mathcal{F}$.

For some $x \in \mathbb{R}_+$, we identify $x$ with the constant act which pays $x$ in every state. For two acts $f$ and $g$ let $f_Hg$ denote the act which agrees with $f$ on $H$ and $G$ elsewhere. A bet on $H$, denoted by $b_H$, is the act $1_H0$ and is which pays 1 on $H$ and 0 elsewhere. Let $f \land g$ denote the pointwise minimum between $f$ and $g$ and $\alpha f + (1 - \alpha)g$ the pointwise $\alpha$ mixture between $f$ and $g$.

A capacity on $\Omega$ is a function $\nu : 2^{\Omega} \rightarrow [0, 1]$ such that $\nu(\emptyset) = 0$, $\nu(\Omega) = 1$ and $H \subseteq H'$ implies $\nu(H) \leq \nu(H')$. Notice that a probability measure is an additive capacity. Capacities carry a well defined notion of integration, that generalizes the usual notion of integration for measures. Given $f : \Omega \rightarrow \mathbb{R}_+$ and a capacity $\nu$, define the Choquet integral to be

$$\int f \, d\nu = \sum_{i=1}^{n} (x_i - x_{i-1}) \nu(\{\omega \mid f(\omega) \geq x_i\}),$$

where $x_1 \ldots x_n$ are the values taken by $f$ in increasing order (i.e., $x_i \leq x_{i+1}$) and where $x_0$ is defined to be 0.

### 4.2 Representation

A hypothetical expected utility (HEU) maximizer is then given by $\langle \pi, \mu \rangle$ where $\pi$ is a coherent interpretation and $\mu$ is a measure defined over $\Omega$, such that the following relation holds:\(^9\)

$$\text{If } \mu(\pi(H) \triangle \pi(G)) = 0 \text{ then } \pi(H) = \pi(G). \quad (2)$$

\(^8\)The assumption that payoffs are in utils is harmless given the body of decision theoretic results allowing for the conversion of lotteries or other alternatives into utils in a cardinally unique manner.

\(^9\)Where $\triangle$ denotes the symmetric difference. This condition ensures that implication, as derived from $\pi$, can be faithfully recovered from probabilistic judgements. It is without loss of generality in finite state spaces, since, for any $\langle \pi, \mu \rangle$ there exists a $\langle \pi', \mu \rangle$ that satisfies the conditions and represents the same preference in the sense of (HEU) via the map

$$\pi' : H \mapsto \bigcap \{\pi(G) \mid \mu(\pi(H) \triangle \pi(G)) = 0\}.$$
The value of the act $f$, is then given by

$$V(f) = \int_C f\,d(\mu \circ \pi)$$

which for the simple case of bets, resolves to $V(b_H) = \mu(\pi(H))$. As usual, we say that $(\pi, \mu)$ represents $\succeq$ if the corresponding value function orders acts exactly as $\succeq$ does.

### 4.3 Implication from Preference

The DM’s perception of implication can be identified from her preferences over acts. In particular, we say that the decision maker, with preference $\succeq$, reveals that she perceives that the hypothesis $H$ implies the hypothesis $G$ if $b_G \sim b_{H \cup G}$, and we parsimoniously right $H \Rightarrow G$.\(^{10}\) In such a case, the DM is equally willing to bet on $G$ as on the disjunctive hypothesis that either $H$ or $G$ is true. In general, winning a bet given either $H$ or $G$ provides more ways to win, and so the DM’s indifference betrays a belief that every (payoff relevant) contingency not precluded by $H$ is likewise not precluded by $G$. In other words, the DM believes it impossible that $H$ is true and $G$ is not.

**Proposition 3.** Let $(\pi, \mu)$ represent $\succeq$. Then $\Rightarrow$ is derived from $\pi$.

If $\Omega$ was infinite, the 1-1 correspondence between betting behavior and subjective implication fails. This is because the DM, when considering her preference over bets, ignores 0-probability events, while implication is does not. According to betting behavior: $b_{\emptyset} \sim b_{\emptyset \cup H}$ for any $\mu$-probability 0 event $H$. But $\pi$ would then send $\emptyset$ to something containing the union of all zero probability events, which may itself be of positive probability. Thus, in uncountable state spaces, implication must be elicited in a more subtle way.

### 5 Axioms

**A5**—CHOQUET (CHQ). $\succeq$ is represented by a Choquet Expected Utility.

\(^{10}\)The notation here is supposed to be evocative, if a little on the nose, in that it makes an arrow with the preference symbol. This has the bennefit that it allows us to discuss the implication of two DMs, $\succsim_1$ and $\succsim_2$, using $\Rightarrow_{\succsim_1}$ and $\Rightarrow_{\succsim_2}$.
**A6—Modularity (MOD).** If \( g \sim g \lor f \) then \( g \lor h \sim g \lor h \lor f \).

It is worth briefly examining (MOD) in the context of individual bets:

\[
b_G \sim b_{G \cup H} \text{ implies } b_{G \cup F} \sim b_{G \cup F \cup H},
\]

From this it becomes clear that (MOD) is indeed the modularity axiom of Kreps (1979). There it lends an entirely different interpretation but plays a technical similar role.

**A7—Relevance (REL).** If \( h \lor h' \sim h \lor h' \lor f \), then there exists a \( g, g' \in \mathcal{F} \) such that \( h \sim h \lor g \), \( h' \sim h' \lor g' \) and \( f = g \lor g' \).

(REL) states that the DM perceives \( F \) to be implied by the joint hypothesis of \( H \) and \( H' \), then \( F \) can be decomposed into two weaker hypotheses: one, \( G \), that follows from \( H \) and the other \( G' \) that follows from \( H' \). (REL) is related, from a different vantage, to a notion of dynamic consistency: first learning \( H \) then learning \( H' \) yields the same implications as learning the two simultaneously.

**Theorem 4.** If \( \succeq \) satisfies A4 and A5 then \( \Rightarrow \) is derived from a weakly coherent interpretation. If in addition, \( \succeq \) satisfies A7 then \( \Rightarrow \) is derived from a coherent interpretation.

Theorem 4 provides the existence of interpretation, needed for a HEU representation. What remains, then, is to ensure the existence of a probability over the state space giving rise to the DM’s preference when combined with this projection. Normally, the existence of such a measure would be guaranteed by a straightforward independence or linearity restriction. This approach, unfortunately, does not apply so straightforwardly here. The impediment lies in the fact that the DM’s preference only measures specific subsets of the state space (sets in the image of \( \pi \)). This collection might be very sparse (i.e., far from being an algebra), and so, we need stronger conditions on our observable to ensure the local linearity can be lifted to the entire state-space.

This restriction comes in the form of total monotonicity, a property that plays a key (albeit very different) role in the theory of belief functions, following Dempster.
Towards introducing this within our framework, we need the following bits of notation. For each \( n \), let \( \mathcal{I}(n) \) collect all non-empty subsets of \( \{1 \ldots n\} \). Further, for an indexed set of \( n \) hypotheses, \( \{H_i\}_{i \leq n} \), set for each \( I \in \mathcal{I}(n) \) some hypothesis \( H_I \) such that \( [H_I, \Rightarrow] = \bigcap_{i \in I} [H_i, \Rightarrow] \).

**Remark 2.** If \( \Rightarrow \) satisfies \((\text{CHQ})\) and \((\text{MOD})\) then it is the conclusion of Theorem 4 and Lemmas 1 and 3 that for any \( \{H_i\}_{i \leq n} \) and \( I \in \mathcal{I}(n) \), such a hypothesis \( H_I \) exists. Moreover, if \( \pi \) is the unique weakly coherent interpretation from which \( \Rightarrow \) is derived, then \( \pi(H_I) = \bigcap_{i \in I} \pi(H_i) \).

The hypotheses that imply \( H_I \) are exactly those that imply each \( H_i \). Thus, a coherent DM interprets \( H_I \) as the intersection of her interpretation of the \( H_i \)'s. While \( H_I \) need not be unique, this multiplicity is non-threatening since the DM’s betting behavior is, by definition, invariant across this class.

**A8**—inclusion / exclusion \((i/e)\). Let \( G = \bigcup_{i \leq n} H \). Then for any \( F \),

\[
 b_{H_I} \sim \alpha^I b_F \quad \text{for all} \quad I \in \mathcal{I}(n) \quad \text{implies} \quad b_G \sim \left( \sum_{I \in \mathcal{I}(n)} (-1)^{|I|+1} \alpha^I \right) b_F
\]

where \( \alpha^I \in \mathbb{R}_+ \) for each \( I \in \mathcal{I}(n) \).

To see what \((i/e)\) entails, consider the case where \( G = H_1 \cup H_2 \). By \((D)\), we have \( \pi(G) = \pi(H) \cup \pi(H') \). So then, since \( H_{\{1\}} = H_1 \) and \( H_{\{2\}} = H_2 \), \((i/e)\) states that betting on \( G \) valued equally to the sum of the values of betting on \( H_1 \) and \( H_2 \):

if \( \alpha_1 b_F \sim b_{H_1} \) and \( \alpha_2 b_F \sim b_{H_2} \) then \( (\alpha_1 + \alpha_2) b_F \sim b_G \). Of course, when \( H_1 \) and \( H_2 \) are not disjoint, a bet on \( H_1 \) and a bet of \( H_2 \) includes getting paid twice in the event they both are true. To correct for this, \((i/e)\) requires that we subtract this additional term: if \( \alpha_1 b_F \sim b_{H_1} \) and \( \alpha_2 b_F \sim b_{H_2} \) and \( \alpha_{\{1,2\}} b_F \sim b_{H_1 \cap H_2} \) then \( (\alpha_1 + \alpha_2 - \alpha_{\{1,2\}}) b_F \sim b_G \). Then, \((i/e)\) requires that this pattern holds for larger collections of hypotheses.

**Theorem 5.** \( \Rightarrow \) satisfies \( \text{A5-8} \) if and only if it has a Hypothetical Expected Utility representation, \( \langle \mu, \pi \rangle \). Moreover, \( \pi \) is unique and \( \mu \) is uniquely defined over the algebra generated by the image of \( \pi \).
6 Comparative Hypothetical Reasoning

Where there are multiple HEU DMs facing the same uncertain environment, there is a natural ordering on their hypothetical reasoning. A DM is a better hypothetical reasoner than another DM whenever her interpretations are always closer to the truth. To make this precise let $\succsim_1$ and $\succsim_2$ be two HEU preferences defined on a common state-space, and let $\langle \pi_1, \mu_1 \rangle$ represent $\succsim_1$ and $\langle \pi_2, \mu_2 \rangle$ represent $\succsim_2$. Let $=\succsim_1$ and $=\succsim_2$ denote the respective derived subjective implication relations.

Formally, say $\succsim_1$ is a better hypothetical reasoner than $\succsim_2$ if $H \subseteq \pi_1(H) \subseteq \pi_2(H)$ for all hypotheses $H$. Not all DMs can be compared in the manner, since it is possible to have a more accurate interpretation for some hypotheses and a less accurate one for others. The ‘better hypothetical reasoner’ relation is a partial order over all possible interpretations with $\pi(H) = H$ being the maximal element and $\pi(H) = \Omega$ being the minimal element. A desirable property of this definition is that it in no way depends on $\mu$ and so does not require the DMs to entertain the same probabilistic judgements.

The characterization of the better hypothetical reasoner is simple given the machinery developed above:

**Proposition 6.** Let $\succsim_1$ and $\succsim_2$ be two HEU preferences defined on a common state-space. Then the following are equivalent:

1. $\succsim_1$ is a better hypothetical reasoner than $\succsim_2$, and

2. $G =\succsim_1 H$ implies $G =\succsim_2 H$ for all hypotheses $H$ and $G$.

Proposition 6 shows that DM 1 is a better reasoner than DM 2 exactly when she perceives less implications. So, this result reinforces the conception of hypothetical reasoning as the ability to properly understand implication.

7 Ambiguity Attitudes and Dual Models

A DM’s attitude towards subjective uncertainty has long been connected to her preference for hedging: her desire to smooth consumption by hedging between two uncertain acts. Of course, a (strict) preference or dis-preference for hedging is a violation of subjective expected utility.
A9—AVERSION TO HEDGING (AL). If \( f \succeq g \), then \( f \succeq \frac{1}{2}f + \frac{1}{2}g \).

A9′—PREFERENCE FOR HEDGING (AA). If \( f \succeq g \), then \( \frac{1}{2}f + \frac{1}{2}g \succeq g \).

Call a DM ambiguity loving if she displays an aversion to hedging and ambiguity averse if she displays the The HEU decision maker, by virtue of misinterpreting events, displays an aversion to hedging.

COROLLARY 1. If \( \succeq \) has a Hypothetical Expected Utility representation then it satisfies (A9).

It is well known, e.g., see Schmeidler (1989), that a Choquet EU decision maker is ambiguity loving if and only if the representing capacity is concave: that is if \( \nu(G \cap H) + \nu(H \cup G) \leq \nu(H) + \nu(G) \). When \( \nu = \mu \circ \pi \) for a measure \( \mu \) and a coherent interpretation \( \pi \) this always holds, as can be concluded by the observation that that \( \pi(H \cap G) \subseteq \pi(H) \cap \pi(G) \) and \( \pi(G \cup H) = \pi(H) \cup \pi(G) \).

Often, however, it is not ambiguity loving, but ambiguity averse behavior that economists want to explain. Towards this, it is worth possibly considering the dual model of the one presented here. Call an interpretation \( \pi \) dual-coherent if it satisfies along with (M) and (I):

\[
\text{Truth}^{'} (T') \quad \pi(H) \subseteq H, \quad \text{and} \nonumber
\]

\[
\text{Consistency}^{'} (C') \quad \pi(H) \cap \pi(G) \subseteq \pi(H \cap G). \nonumber
\]

Axiomatizing a dual-coherent interpretation, either from an implication relation or a preference relation, is a straightforward exercise in exchanging objects for their dual counterparts.

Call a DM a dual-HEU maximizer if her preferences are represented by some \( (\mu, \pi) \) with a dual-coherent \( \pi \). It should be clear that such a DM displays a preference for hedging and is therefore ambiguity averse. More interestingly, is, perhaps, the interpretation of ambiguity aversion that is afforded by such a model. Here the DM fails to perceive all contingencies consistent with a hypothesis as evidenced by \( (T') \). Such a DM find value in hedging because she cannot fail to recognize a contingency is part of with \( H \) or \( G \) but recognize that it is contained by \( H \cup G \).
In contrast to many biases in decision making (uncertainty aversion, improper Bayesian updating, reference dependence, etc) there are few, if any, simple yet general models of flawed hypothetical reasoning. Failures in hypothetical thinking have been oft cited in psychology and economics as a reason for empirically observed deviations from normative predictions. In a forceful exhibit of illogicality, Tversky and Kahneman (1983) found evidence of what they called the conjunction fallacy, wherein subjects rank the likelihood of statement of the form ‘p AND q’ as strictly higher than the statement ‘p’. Since this is a logical impossibility irrespective of the interpretation of propositions ‘p’ and ‘q,’ their findings provide unambiguous evidence imperfect hypothetical reasoning. Such behavior cannot be rationalized by the present model as it violates monotonicity via (M).

More recently, there have been experimental economic studies where subjects take dominated (or inconsistent) actions in apparent violation of cogent hypothetical judgments. Esponda and Vespa (2014), in a very clean design, find that subjects in a voting game play dominated actions by not conditioning on being pivotal. Martínez-Marquina, Niederle and Vespa (2019) examine such failure of contingent reasoning in the presence of uncertainty and find the effect exacerbated. Agranov, Healy and Nielsen (2020) report subject’s deliberate randomization across identical decision problems in a way inconsistent with maximizing payoff with respect to any known model of beliefs.

There is a small literature that discusses relation between contingent and probabilistic reasoning. In a similar spirit to this paper, Mukerji (1997) considers a DM who maps an objective state space (i.e., the one that governs payoffs) into a subjective one. The author then shows that if the inverse mapping fails to preserve unions of events the DM will display ambiguity aversion. A critical difference is between Mukerji (1997) and the incumbent paper, is that it takes as given the DM’s mapping between the objective and subjective state spaces, rather than identifying it from behavior (i.e., preferences over acts) or a subjective implication relation.

Esponda and Vespa (2019) show that many of the experimental results that have been attributed to a failure of contingent reasoning can be recast as a violation of Savage’s sure-thing-principle. The present paper furthers this general program but providing a particular definition of contingent (i.e., hypothetical) in terms patterns of choice where are independent fo the particular choice environment and showing
that such preference necessarily violate the sure-thing-principle (or, more accurately, its analogue for convex spaces, the independence axiom).

Piermont and Zuazo-Garin (2020) also derives an implication relation from preferences, albeit preferences over a more abstract space of propositions. There the main focus is on non-monotone implications relations, in other words, that violate (M). In the present formulation, precisely because of (M), the DM perceives too many implications. Relaxing (M) allows for a DM whose hypothetical judgments fail in the opposite direction, whereby she perceives too few implications. Such non-monotone implication relations can explain extreme (although not uncommon) violations of logical rationality such as the conjunction fallacy as introduced by Tversky and Kahneman (1983). In Piermont and Zuazo-Garin (2020) the state-space is a derived object but it is not unique.

This paper also draws heavily on the theory of closure operators from order theory and topology Kuratowski (1966). Although, to the best of my knowledge, the main results are all novel, the objects of study are far from. Indeed, many of the definitions and some of the interim results (lemmas) can be found scattered through this literature. A coherent interpretation, \( \pi \), that also satisfies the stipulation that \( \pi(\emptyset) = \emptyset \) is known as a (topological) closure operator and it is well known that the set \( \Pi = \{ H \mid \pi(H) = H \} \) forms a topology (and for any topology on \( \Omega \), the map \( H \mapsto \text{cl}(H) \) is a closure operator (hence a coherent interpretation)). Likewise, its dual (that preserves \( \Omega \)) is known as an interior operator. This should come as no surprise to those initiated to the field of modal logic, where the connection between topology and logic of knowledge and belief goes back to as least McKinsey (1941); see Parikh, Moss and Steinsvold (2007) for a survey.

A Proofs

Proof of Proposition 1.  

Necessity.  Necessity of (TRV) and (MON) are obvious. We will show the necessity of (DED). Let \( H_i \Rightarrow G \) for all \( i \) in some index set \( \mathcal{I} \). Then \( \pi(H_i) \subseteq \pi(G) \)—and therefore by (T), \( H_i \subseteq \pi(H_i) \subseteq \pi(G) \)—for each \( i \in \mathcal{I} \). So \( \bigcup_{i \in \mathcal{I}} H_i \subseteq \pi(G) \). By (M), this implies \( \pi\left(\bigcup_{i \in \mathcal{I}} H_i\right) \subseteq \pi(\pi(G)) \). Lastly, (I) yeilds \( \pi\left(\bigcup_{i \in \mathcal{I}} H_i\right) \subseteq \pi(\pi(G)) \) which shows that \( \bigcup_{i \in \mathcal{I}} H_i \Rightarrow G \).

Sufficiency.  Define \( \pi \) as \( H \mapsto \bigcup[H] \). We first show that \( \Rightarrow \) is derived from \( \pi \). Let \( G \Rightarrow H \). Then by (TRV), \( [G] \subseteq [H] \) and hence \( \pi(G) \subseteq \pi(H) \). Now let
\( \pi(G) \subseteq \pi(H) \). By (DED), \( \pi(H) \Rightarrow H \). By (MON), \( G \in [G] \) and hence \( G \subseteq \pi(G) \).

Therefore, \( H \Rightarrow \pi(H) \subseteq \pi(G) \subseteq G \) and so by (MON) and (TRV), \( H \Rightarrow G \).

Next we verify that \( \pi \) is coherent. By (MON) \( G \in [H] \) for all \( G \subseteq H \). First notice this implies \( H \in [H] \), or that, \( H \subseteq \pi(H) \): we have (T). Second notice that time implies \([G] \subseteq [H] \) for \( G \subseteq H \): we have (M). Finally, by (DED), \( \pi(H) \Rightarrow H \), by (MON) \( H \Rightarrow \pi(H) \). (TRV) therefore delivers \([H] = [\pi(H)] \) so \( \pi(H) = \pi(\pi(H)) \): we have (I).

**Uniqueness.** Given \( \Rightarrow \), let \( \Leftrightarrow \) be the symmetric component. It follows from (MON) and (TRV) that \( \Leftrightarrow \) is an equivalence relation: let \([H] \) denote the equivalence classes. From (DED) we have that \( \bigcup[H] \in [H] \). Now, notice, that for any \( \pi \) such that \( \Rightarrow \) is derived from \( \pi \), it must be that \( \pi(\bigcup[H]) = \bigcup[H] \). Indeed, by (I), we have \( \pi(\pi(\bigcup[H])) = \pi(\bigcup[H]) \) so \( \pi(\bigcup[H]) \Leftrightarrow \bigcup[H] \) or that \( \pi(\bigcup[H]) \in [H] \). Thus, \( \pi(\bigcup[H]) \subseteq \bigcup[H] \) and other inclusion follows from (T). Finally, notice that for all \( G \in [H] \), \( \pi(G) \) must equal \( \pi(H) \) and so \( \pi \) is uniquely determined by its value, \( \pi([H]) \), for each equivalence class.

**Proof of Proposition 2.** **Necessity.** In light of Proposition 1 only the necessity of (DCMP) remains. To see (DCMP), notice that if \( F \Rightarrow H \cup H' \) then \( F \cap \pi(H) \equiv \pi(G) \Rightarrow H \). Indeed, \( G = F \cap \pi(H) \subseteq \pi(H) \). So, using properties (M) and (I), we obtain \( \pi(G) \subseteq \pi(\pi(H)) = \pi(H) \). Moreover, since \( F \Rightarrow H \cup H' \), \( (T) \) and \( (C) \) insinuate that \( F \subseteq \pi(F) \subseteq \pi(H \cup H') \subseteq \pi(H) \cup \pi(H') \). Thus, (defining \( G' \) in analog to \( G \) above) we have \( F = G \cup G' \).

**Sufficiency.** We will show that the (weakly coherent) \( \pi : H \mapsto \bigcup[H] \) satisfies (B) when \( \Rightarrow \) satisfies (DCMP). Fix \( H \) and \( H' \). By (I) it must be that \( \pi(\pi(H \cup H')) = \pi(H \cup H') \): so we have \( \pi(H \cup H') \Rightarrow H \cup H' \). Applying (DCMP) yields a \( G, G' \), such that \( G \in [H] \), \( G' \in [H'] \) and \( \pi(H \cup H') = G \cup G' \). Thus \( \pi(H \cup H') = G \cup G' \subseteq \pi(H) \cup \pi(H') \).

**Proof of Proposition 3.** Let \( \pi(H) \subseteq \pi(G) \). Then \( \pi(H \cup G) = \pi(H) \cup \pi(G) = \pi(G) \), and so \( V(b_H \lor b_G) = V(b_{H \lor G}) = \mu(\pi(H \cup G)) = \mu(\pi(G)) = V(b_G) \). Now let \( V(b_H \lor b_G) = V(b_G) \) so that \( \mu(\pi(H \cup G)) = \mu(\pi(G)) \). (M) implies \( \pi(H) \subseteq \pi(H \cup G) \), so we have \( \mu(\pi(H \cup G) \triangle \pi(G)) = 0 \), implying \( \pi(H \cup G) = \pi(G) \), or \( \pi(H) \subseteq \pi(H \cup G) = \pi(G) \).

**Proof of Theorem 4.**
(TRV): Let \( H \Rightarrow G \) and \( G \Rightarrow F \). Then \( b_G \sim b_G \vee b_H \) and \( b_F \sim b_F \vee b_G \). By (MOD), these relations yield \( b_G \vee b_F \sim b_G \vee b_H \vee b_G \) and \( b_F \vee b_H \sim b_F \vee b_H \vee b_G \). By (CHQ), \( \Rightarrow \) is transitive, liberal use of which indicates, \( b_F \sim b_H \vee b_F \); hence \( H \Rightarrow F \).

(MON): Immediate from the definition of \( \Rightarrow \) and the reflexivity of \( \Rightarrow \) (as ensured by (CHQ)).

(DED): Let \( H \Rightarrow G \) and \( H' \Rightarrow G \). Then \( b_G \sim b_G \vee b_H \) and \( b_G \sim b_G \vee b_{H'} \). (MOD), and the latter relation yields \( b_G \vee b_H \sim b_G \vee b_{H'} \). So, the transitivity of \( \Rightarrow \) produces \( b_G \sim b_G \vee b_{H'} \vee b_H = b_G \vee b_{H \cup H'} \), and so \( H \cup H' \Rightarrow G \). Since we are working with a finite state-space this suffices.

(DCMP): Let \( F \Rightarrow H \cup H' \). Then \( b_H \vee b_H' \sim b_H \vee b_{H'} \vee b_{b_F} \). (REL), and the latter relation yields the existence of some \( g, g' \in \mathcal{F} \) such that \( b_H \sim b_H \vee g \), \( b_{H'} \sim b_{H'} \vee g' \) and \( b_F = g \vee g' \). Set \( G = \{ \omega \mid g(\omega) > 0 \} \) and \( G' = \{ \omega \mid g'(\omega) > 0 \} \). Then it is a straightforward consequence of the Choquet representation, (CHQ) that \( G \Rightarrow H \), \( H' \Rightarrow H' \) and \( F = G \cup G' \).

\[\square\]

**Lemma 1.** Let \( \pi \) be a weakly coherent. Then \( \Pi = \{ \pi(H) \mid H \subseteq \Omega \} \) is closed under arbitrary intersections.

**Proof of Lemma 1.** Let \( H_i \in \Pi \) for all \( i \) is some index set \( \mathcal{I} \). Set \( H = \bigcap_{i \in \mathcal{I}} H_i \); we will show that \( \pi(H) = H \), indicating that \( H \in \Pi \). For each \( i \in \mathcal{I} \) we have \( H \subseteq H_i \) or by (M) and (I), \( \pi(H) \subseteq \pi(H_i) = H_i \). Hence \( \pi(H) \subseteq \bigcap_{i \in \mathcal{I}} H_i = H \). The other direction follows directly from (T).

\[\square\]

**Lemma 2.** Let \( \Rightarrow \) be derived from \( \pi \) with \( \pi \) weakly coherent. Then \( H \Rightarrow G \) if and only if \( H \subseteq \pi(G) \).

**Proof of Lemma 2.** Only If: Since \( \Rightarrow \) is derived from \( \pi \), \( H \Rightarrow G \) is equivalent to \( \pi(H) \subseteq \pi(G) \). By (T), this implies \( H \subseteq \pi(H) \subseteq \pi(G) \). If: \( H \subseteq \pi(G) \) implies by (M) that \( \pi(H) \subseteq \pi(\pi(G)) \) and hence by (I), \( \pi(H) \subseteq \pi(G) \).

\[\square\]

**Lemma 3.** Let \( \Rightarrow \) be derived from \( \pi \), with \( \pi \) weakly coherent. Then: \( \pi(G) = \bigcap_{i \leq n} \pi(H_i) \) if and only if \( [G] = \bigcap_{i \leq n} [H_i] \).
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Proof of Lemma 3. To the the ‘if’ direction assume \([G] = \bigcap_{i \leq n} [H_i]\). Then, for any \(F \subseteq \Omega\), we have

\[
F \subseteq \pi(G) \iff F \in [G] \\
\iff F \in \bigcap_{i \leq n} [H_i] \quad \text{(by Lemma 2)} \\
\iff F \subseteq \pi(H_i) \text{ for all } i \leq n \quad \text{(by the assumption)} \\
\iff F \subseteq \bigcap_{i \leq n} \pi(H_i).
\]

The only if direction is a rearrangement of the same argument. \(\blacksquare\)

Proof of Theorem 5. Necessity. Let \((\pi, \mu)\) be an HEU representation of \(\succsim\).

(CHQ). This is immediate.

(MOD). Fix some \(f, g, h \in \mathcal{F}\) such that \(g \sim g \lor f\). Set \(x_1 \ldots x_n\) to be the distinct values taken by \(f, g,\) and \(h\) in increasing order (i.e., \(x_i \leq x_{i+1}\)) set \(x_0 = 0\). For an act \(f'\) let \(F_{x_i}' = \{\omega \mid f'(\omega) \geq x_i\}\) (i.e., for each act, the corresponding capital letter is the hypothesis). Notice also, for any acts \(f', f''\), we have \(F_{x_i} \cup F_{x_i}' = \{\omega \mid (f' \lor f'')(\omega) \geq x_i\}\).

Then by the representation we have

\[
\sum_{i=1}^{n} (x_i - x_{i-1})\mu(\pi(G_{x_i})) = \sum_{i=1}^{n} (x_i - x_{i-1})\mu(\pi(G_{x_i} \cup F_{x_i})) \quad \text{(3)}
\]

Since \(G_{x_i} \subseteq G_{x_i} \cup F_{x_i}\) for all \(i\), to maintain equality of (3) it must be that \(\mu(\pi(G_{x_i})) = \mu(\pi(G_{x_i} \cup F_{x_i}))\) for all \(i\)—so we have \(\mu(\pi(G_{x_i}) \Delta \pi(G_{x_i} \cup F_{x_i})) = 0\), implying by (2) that \(\pi(G_{x_i}) = \pi(G_{x_i} \cup F_{x_i})\). Finally, since \(\pi\) is coherent, and therefore satisfies (D), we have \(\mu(\pi(G_{x_i} \cup H_{x_i})) = \mu(\pi(G_{x_i} \cup H_{x_i} \cup F_{x_i}))\), which by the representation again, indicates that \(g \lor h \sim g \lor h \lor f\). \(\succsim\) satisfies (MOD).

(REL). Fix some \(f, h', h'\in \mathcal{F}\) such that \(h \lor h' \sim h \lor h' \lor f\). Set \(x_1 \ldots x_n\) to be the distinct values taken by \(f, h,\) and \(h'\) in increasing order (i.e., \(x_{i-1} \leq x_{i+1}\)) set \(x_0 = 0\). Using the notation above, the representation provides that \(\mu(\pi(H_{x_i} \cup H'_{x_i})) = \mu(\pi(H_{x_i} \cup H'_{x_i} \cup F_{x_i}))\) for all \(i\); this implies via (2) that \(\pi(H_{x_i} \cup H'_{x_i}) = \pi(H_{x_i} \cup H'_{x_i} \cup F_{x_i})\). In particular this implies \(F_{x_i} \subseteq \pi(H_{x_i}) \cup \pi(H'_{x_i})\).
Now define \( g, g' \in \mathcal{F} \) as

\[
g(\omega) = \begin{cases} 
\min\{f(\omega), h(\omega)\} & \text{if } \omega \in \Omega \setminus \pi(H_h(\omega)) \\
f(\omega) & \text{otherwise}
\end{cases}
\]

\[
g'(\omega) = \begin{cases} 
\min\{f(\omega), h'(\omega)\} & \text{if } \omega \in \Omega \setminus \pi(H'_h(\omega)) \\
f(\omega) & \text{otherwise}
\end{cases}
\]

It is immediate that \( f = g \lor g' \).

Moreover, for each \( i \) we have: \( G_{x_i} = F_{x_i} \cup \pi(H_{x_i}) \). Thus, replicating the Necessity proof of Proposition 1, we obtain \( \pi(G_{x_i}) \subseteq \pi(H_{x_i}) \) for all \( i \), and therefore, that \( h \sim h \lor g \).

(1/E). Fix some hypotheses \( G, H_1 \ldots H_n, F \) and \( \alpha^I \in \mathbb{R}_+ \) for \( I \in \mathcal{I}(n) \) such that \( G = \bigcup_{i \leq n} H_i \) and \( b_{H_I} \sim \alpha^I b_F \) for all \( I \in \mathcal{I}(n) \). By (D), \( \pi(G) = \bigcup_{i \leq n} \pi(H_i) \) and by the representation, and Lemma 3, we have \( \alpha^I \mu(\pi(F)) = \mu(\pi(H_I)) = \mu(\cap_I \pi(H_i)) \).

Since \( \mu \) is a measure, hence totally monotone, we have

\[
\mu(\pi(G)) = \sum_{\mathcal{I}(n)} (-1)^{|I|+1} \mu(\cap_I \pi(H_i)) = \sum_{\mathcal{I}(n)} (-1)^{|I|+1} \alpha^I \mu(\pi(F)),
\]

which by the the representation yields \( b_G \succ (\sum_{\mathcal{I}(n)} (-1)^{|I|+1} \alpha^I) b_F \).

**Sufficiency.** Let \( \succ \) satisfy (CHQ), (MOD), (REL) and (1/E). Let \( \nu : 2^\Omega \rightarrow [0,1] \) be the capacity the represents \( \succ \) via a Choquet representation as dictated by (CHQ). By Theorem 4, \( \Rightarrow \) satisfies (TRV), (DED), (MON), and (DCMP). By Proposition 2, \( \Rightarrow \) is derived from a coherent interpretation \( \pi : 2^\Omega \rightarrow 2^\Omega \). Let \( \Pi = \{ \pi(H) \mid H \subseteq \Omega \} \).

By Lemma 1, \( \Pi \) is a \( \pi \)-system (i.e., closed under intersections).

Define \( \mu : \Pi \rightarrow [0,1] \) as \( \mu : P \mapsto \nu(\pi^{-1}(P)) \). \( \mu \) is well defined: indeed, let \( \pi(G) = \pi(H) \). Then \( G \Rightarrow H \) and \( H \Rightarrow G \) or, in other symbols, \( b_H \lor b_G \sim b_H \) and \( b_H \lor b_G \sim b_G \). Thus by (CHQ), \( \nu(H) = \nu(G) \). Moreover, \( \mu \) is grounded: \( \mu(\emptyset) = 0 \):

Let \( H = \pi^{-1}(\emptyset) \) then \( H \Rightarrow \emptyset \) or \( b_H = b_H \lor b_{\emptyset} \sim b_{\emptyset} = 0 \).

Claim: For \( P_1 \ldots P_n, Q \in \Pi \), we have the following:

1. If \( \bigcup_{i \leq n} P_i = Q \) then \( \sum_{\mathcal{I}(n)} (-1)^{|I|+1} \mu(\cap_I P_i) = \mu(Q) \), and

2. If \( \bigcup_{i \leq n} P_i \subset Q \) then \( \sum_{\mathcal{I}(n)} (-1)^{|I|+1} \mu(\cap_I P_i) \leq \mu(Q) \).

Assume \( \bigcup_{i \leq n} P_i = Q \). Let \( H_i \in \pi^{-1}(P_i) \) and \( G \in \pi^{-1}(Q) \). Since \( \pi \) satisfies (D):

\( \bigcup_{i \leq n} H_i = G \). By Lemma 3, \( \pi(H_I) = \cap_{i \in I} \pi(H_i) \) for each \( I \in \mathcal{I}(n) \): so we have
ν(H_I) = ν(π^{-1}(π(H_I))) = ν(π^{-1}(\bigcap_I π(H_i))) = ν(π^{-1}(\bigcap_I P_i)) = μ(\bigcap_I P_i). Then, by construction, for each I ∈ I(n), we have μ(\bigcap_I P_i)b_{I2} \sim b_{H_I}. Thus (1/ε) delivers μ(Q) = \sum_{I(n)}(-1)^{|I|+1}μ(\bigcap_I P_i), establishing (1). (2) follows immediately by the monotonicity of the Choquet integral and the fact that Π is closed under finite unions as prescribed by (D).

Now, Theorem 3.15 of König (2009) states that a grounded set function satisfying (1) and (2) admits a modular (i.e., additive) extension, hence μ admits a modular extension to 2^Ω, which since μ(∅) = 0, can be normalized to a unique probability measure. In an abuse of notation, we will also call this μ.

Finally, let μ(π(H) \Delta π(G)) = 0. Notice this implies that μ(π(H \cup G)) = μ(π(H) \cup π(G)) = μ(π(H)) = μ(π(G)). By (chq), this means H \succcurlyeq H and H \succcurlyeq G. Since \succcurlyeq is derived from π, it must be that π(H) = π(G). So (π, μ) meets the requirement (2) and therefore is an HEU representation of ∼.

Uniqueness. The uniqueness of π follows from the fact that ∼ is derived from π (Proposition 3) and the fact that such an interpretation is unique (Proposition 2). The uniqueness of μ, over the algebra generated by π(2^Ω) follows from the fact that Π is \cap-closed and the well known fact that if two measures coincide on a \cap-closed family of sets then they coincide on the sigma-algebra generated by that family. ■

Proof of Proposition 6. By Proposition 3, ∼_i is derived from (π_i, μ_i) for i ∈ {1, 2}.

(1 implies 2) Assume π_1(H) \subseteq π_2(H) for all H. Let G \succcurlyeq_1 H. Then by Lemma 2, G ⊆ π_1(H) and so G \subseteq π_2(H). Leaning on Lemma 2 again, G \succcurlyeq_2 H.

(2 implies 1) Now assume G \succcurlyeq_1 H implies G \succcurlyeq_2 H for all G, H. By Lemma 2, π_1(H) \succcurlyeq_1 H, so by assumption π_1(H) \succcurlyeq_2 H, and so by, you guessed it, Lemma 2, π_1(H) \subseteq π_2(H). ■
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