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Abstract. The aim of this paper is twofold: First, we characterize an essential-ly optimal class of boundary operators Θ which give rise to self-adjoint Laplacians \(-Δ_Θ\), \(Ω\) in \(L^2(Ω; d^n x)\) with (nonlocal and local) Robin-type boundary conditions on bounded Lipschitz domains \(Ω \subset \mathbb{R}^n, n \in \mathbb{N}, n ≥ 2\). Second, we extend Friedlander’s inequalities between Neumann and Dirichlet Laplacian eigenvalues to those between nonlocal Robin and Dirichlet Laplacian eigenvalues associated with bounded Lipschitz domains \(Ω\), following an approach introduced by Filonov for this type of problems.

1. Introduction

In recent years, there has been a flurry of activity in connection with 2nd-order elliptic partial differential operators, particularly, Schrödinger-type operators on open domains \(Ω \subset \mathbb{R}^n, n \in \mathbb{N}, n ≥ 2\), with nonempty boundary \(∂Ω\), under various smoothness assumptions (resp., lack thereof) on \(Ω\), and associated nonlocal Robin boundary conditions. We refer, for instance, to [2], [3], [4], [10], [12], [13], [14], [15], [17], [25], [26], [28], [29], [35], [37], [40], [52], and the literature cited therein.

If \(Ω\) is minimally smooth, that is, a Lipschitz domain, these Robin-type boundary conditions are formally of the type

\[
\frac{∂u}{∂ν}\bigg|_{∂Ω} + Θ(u|_{∂Ω}) = 0
\]

in appropriate Sobolev spaces on the boundary \(∂Ω\), where \(ν\) denotes the outward pointing normal unit vector to \(∂Ω\), and \(Θ\) is an appropriate self-adjoint operator in \(L^2(∂Ω; d^{n-1}ω)\), with \(d^{n-1}ω\) the surface measure on \(∂Ω\). The boundary condition in (1.1) is called local and then resembles the familiar classical Robin boundary condition for smooth domains \(Ω\), if \(Θ\) equals the operator of multiplication \(M_θ\) by an appropriate function \(θ\) on the boundary \(∂Ω\) (cf., e.g., [50]). Otherwise, the boundary condition (1.1) represents a generalized or nonlocal Robin boundary condition generated by the operator \(Θ\). The case \(Θ = 0\) (resp., \(θ = 0\)), of course, corresponds to the case of Neumann boundary conditions on \(∂Ω\). The case of Dirichlet boundary conditions on \(∂Ω\), that is, the condition \(u|_{∂Ω} = 0\) (formally corresponding to \(Θ = ∞\), resp., \(θ = ∞\)) will also play a major role in this paper.
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Schrödinger operators on bounded Lipschitz domains $\Omega$ with nonlocal Robin boundary conditions of the form (1.1), have been very recently discussed in great detail in [25] and [26], and our treatment of nonlocal Robin Laplacians in this paper naturally builds upon these two papers.

In addition to presenting a detailed approach to nonlocal Robin Laplacians on bounded Lipschitz domains, we also present an application to eigenvalue inequalities between the associated Robin and Dirichlet Laplacian eigenvalues, extending Friedlander’s eigenvalue inequalities between Neumann and Dirichlet eigenvalues for bounded $C^1$-domains [21], employing its extension to very general bounded domains due to Filonov [20]. We briefly review the relevant history of these eigenvalue inequalities. We denote by

$$0 = \lambda_{N,\Omega,1} < \lambda_{N,\Omega,2} \leq \cdots \leq \lambda_{N,\Omega,j} \leq \lambda_{N,\Omega,j+1} \leq \cdots$$

the eigenvalues for the Neumann Laplacian $-\Delta_{N,\Omega}$ in $L^2(\Omega; d^n x)$, listed according to their multiplicity. Similarly,

$$0 < \lambda_{D,\Omega,1} < \lambda_{D,\Omega,2} \leq \cdots \leq \lambda_{D,\Omega,j} \leq \lambda_{D,\Omega,j+1} \leq \cdots$$

denote the eigenvalues for the Dirichlet Laplacian $-\Delta_{D,\Omega}$ in $L^2(\Omega; d^n x)$, again enumerated according to their multiplicity.

Then, for any open bounded domain $\Omega \subset \mathbb{R}^n$, the variational formulation of the Neumann and Dirichlet eigenvalue problem (in terms of Rayleigh quotients, cf. [11, Sect. VI.1]) immediately implies the inequalities

$$\lambda_{N,\Omega,j} \leq \lambda_{D,\Omega,j}, \quad j \in \mathbb{N}. \quad (1.4)$$

Moreover, Pólya [47] proved in 1952 that

$$\lambda_{N,\Omega,2} < \lambda_{D,\Omega,1}, \quad (1.5)$$

answering a question of Kornhauser and Stakgold [36]. For a two-dimensional bounded convex domain $\Omega \subset \mathbb{R}^2$, with a piecewise $C^2$-boundary $\partial \Omega$, Payne [40] demonstrated in 1955 that

$$\lambda_{N,\Omega,j+2} < \lambda_{D,\Omega,j}, \quad j \in \mathbb{N}. \quad (1.6)$$

For domains $\Omega$ with a $C^2$-boundary and $\partial \Omega$ having a nonnegative mean curvature, Aviles [8] showed in 1986 that

$$\lambda_{N,\Omega,j+1} < \lambda_{D,\Omega,j}, \quad j \in \mathbb{N}. \quad (1.7)$$

This was reproved by Levine and Weinberger [39] in 1986 who also showed that

$$\lambda_{N,\Omega,j+n} < \lambda_{D,\Omega,j}, \quad j \in \mathbb{N}, \quad (1.8)$$

for smooth bounded convex domains $\Omega$, as well as

$$\lambda_{N,\Omega,j+n} \leq \lambda_{D,\Omega,j}, \quad j \in \mathbb{N}, \quad (1.9)$$

for arbitrary bounded convex domains. In addition, they also proved inequalities of the type $\lambda_{N,\Omega,j+m} < \lambda_{D,\Omega,j}, \quad j \in \mathbb{N}$, for all $1 \leq m \leq n$ under appropriate assumptions on $\partial \Omega$ in [39] (see also [38]). For additional eigenvalue inequalities we refer to Friedlander [22], [23].

In 1991, and most relevant to our paper, Friedlander [21] proved that actually

$$\lambda_{N,\Omega,j+1} \leq \lambda_{D,\Omega,j}, \quad j \in \mathbb{N}, \quad (1.10)$$

for any bounded domain $\Omega$ with a $C^1$-boundary $\partial \Omega$. We also refer to Mazzeo [43] for an extension to certain smooth manifolds, and to Ashbaugh and Levine [9].
and Hsu and Wang [32] for the case of subdomains of the n-dimensional sphere $S^n$ with a smooth boundary and nonnegative mean curvature. (For intriguing connections between these eigenvalue inequalities with the null variety of the Fourier transform of the characteristic function of the domain $\Omega$, we also refer to [9].) Finally, inequality (1.10) was extended to any open domain $\Omega$ with finite volume, and with the embedding $H^1(\Omega) \rightarrow L^2(\Omega; d^n x)$ compact, by Filonov [20] in 2004, who also proved strict inequality in (1.10), that is, 
\begin{equation}
\lambda_{N, \Omega, j+1} < \lambda_{D, \Omega, j}, \quad j \in \mathbb{N}.
\end{equation}
We emphasize that Filonov’s conditions on $\Omega$ are equivalent to
\begin{equation}
-\Delta_{N, \Omega},
\end{equation}
where 
\begin{equation}
\sigma_{ess}(-\Delta_{N, \Omega}) = \emptyset
\end{equation}
(cf. also our discussion in Lemmas 2.1, 2.2), where $\sigma_{ess}(\cdot)$ abbreviates the essential spectrum. While Friedlander used techniques based on the Dirichlet-to-Neumann map and an appropriate trial function argument, Filonov found an elementary new proof directly based on eigenvalue counting functions (and the same trial functions). Friedlander’s result (1.10) was recently reconsidered by Arendt and Mazzeo [2], which in turn motivated our present investigation into an extension of Filonov’s result (1.11) to nonlocal Robin Laplacians $-\Delta_{\Theta, \Omega}$. In fact, if 
\begin{equation}
\lambda_{\Theta, \Omega, j} \leq \lambda_{\Theta, \Omega, 2} \leq \cdots \leq \lambda_{\Theta, \Omega, j} \leq \lambda_{\Theta, \Omega, j+1} \leq \cdots
\end{equation}
denote the eigenvalues of the nonlocal Robin Laplacian $-\Delta_{\Theta, \Omega}$, counting multiplicity, we will prove that 
\begin{equation}
\lambda_{\Theta, \Omega, j+1} < \lambda_{D, \Omega, j}, \quad j \in \mathbb{N},
\end{equation}
assuming appropriate hypotheses on $\Theta$, including, for instance, 
\begin{equation}
\Theta \leq 0
\end{equation}
in the sense that $\langle f, \Theta f \rangle_{1/2} \leq 0$ for every $f \in H^{1/2}(\partial \Omega)$. Here, $\langle \cdot, \cdot \rangle_{1/2}$ denotes the duality pairing between $H^{1/2}(\partial \Omega)$ and $H^{-1/2}(\partial \Omega) = (H^{1/2}(\partial \Omega))^*$. Filonov’s result was recently generalized to the Heisenberg Laplacian on certain three-dimensional domains by Hansson [31].

Most recently, the relation between the eigenvalue counting functions of the Dirichlet and Neumann Laplacian originally established by Friedlander in [21], was discussed in an abstract setting by Safarov [49] based on sequilinear forms and an abstract version of the Dirichlet-to-Neumann map. When applied to elliptic boundary value problems, his approach avoids the use of boundary trace operators and hence is not plagued by the usual regularity hypotheses on the boundary (such as Lipschitz boundaries or additional smoothness of the boundary). In particular, Safarov’s approach permits the existence of an essential spectrum of the Neumann (resp., Robin) and Dirichlet Laplacians and then restricts the eigenvalue inequalities of the type (1.10) to those Dirichlet eigenvalues lying strictly beyond $\inf (\sigma_{ess}(-\Delta_{\Theta, \Omega}))$. Hence, Safarov’s results appear to be in the nature of best possible in this context. In addition, as pointed out at the end in Remark 5.5, Safarov’s novel approach considerably improves upon conditions such as (1.16).
Condition (1.16) was anticipated by Filonov in the special case of local Robin Laplacians \(-\Delta_{M,\Omega}\), where \(M\) equals the operator of multiplication by an appropriate real-valued function \(\theta\) on the boundary \(\partial\Omega\). The case of local Robin Laplacians \(-\Delta_{M,\Omega}\) associated with \(C^{2,\alpha}\)-domains \(\Omega \subset \mathbb{R}^n\), \(\alpha \in (0,1]\), was discussed by Levine [38] in 1988. Assuming \((n-1)h(\xi) \geq \theta(\xi), \xi \in \partial\Omega\), he established
\[ \lambda_{M,\Omega,j+1} < \lambda_{D,\Omega,j}, \quad j \in \mathbb{N}. \quad (1.17) \]
He also proved
\[ \lambda_{M,\Omega,j+n} < \lambda_{D,\Omega,j}, \quad j \in \mathbb{N}, \quad (1.18) \]
under the additional assumption of convexity of \(\Omega\). (In addition, he derived inequalities of the type \(\lambda_{\Theta,\Omega,j+m} \leq \lambda_{D,\Omega,j}, \quad j \in \mathbb{N}, \) for all \(1 \leq m \leq n\), under appropriate conditions on \(\Omega\).) Similarly, in the case of local Robin Laplacians \(-\Delta_{M,\Omega}\) on smooth domains \(\Omega \subset S^n\) and \((n-1)h(\xi) \geq \theta(\xi), \xi \in \partial\Omega\), Ashbaugh and Levine [5] proved \(\lambda_{M,\Omega,j+1} \leq \lambda_{D,\Omega,j}, \quad j \in \mathbb{N}, \) in 1997.

We conclude this introduction with a brief description of the content of each section: Section 2 succinctly reviews the basic facts on sesquilinear forms and their associated self-adjoint operators. Sobolev spaces on bounded Lipschitz domains and on their boundaries are presented in a nutshell in Section 3. Section 4 focuses on self-adjoint realizations of Laplacians with nonlocal Robin boundary conditions, and finally, Section 5 discusses the extension of Friedlander’s eigenvalue inequalities between Neumann and Dirichlet eigenvalues to that of nonlocal Robin eigenvalues and Dirichlet eigenvalues for bounded Lipschitz domains, closely following a strategy of proof due to Filonov.

2. Sesquilinear Forms and Associated Operators

In this section we describe a few basic facts on sesquilinear forms and linear operators associated with them. Let \(\mathcal{H}\) be a complex separable Hilbert space with scalar product \((\cdot, \cdot)_\mathcal{H}\) (antilinear in the first and linear in the second argument), \(\mathcal{V}\) a reflexive Banach space continuously and densely embedded into \(\mathcal{H}\). Then also \(\mathcal{H}\) embeds continuously and densely into \(\mathcal{V}^*\). That is,
\[ \mathcal{V} \hookrightarrow \mathcal{H} \hookrightarrow \mathcal{V}^*. \quad (2.1) \]
Here the continuous embedding \(\mathcal{H} \hookrightarrow \mathcal{V}^*\) is accomplished via the identification
\[ \mathcal{H} \ni v \mapsto (\cdot, v)_{\mathcal{H}} \in \mathcal{V}^*, \quad (2.2) \]
and we use the convention in this manuscript that if \(X\) denotes a Banach space, \(X^*\) denotes the adjoint space of continuous conjugate linear functionals on \(X\), also known as the conjugate dual of \(X\).

In particular, if the sesquilinear form
\[ \mathcal{V}(\cdot, \cdot)_{\mathcal{V}^*} : \mathcal{V} \times \mathcal{V}^* \to \mathbb{C} \quad (2.3) \]
denotes the duality pairing between \(\mathcal{V}\) and \(\mathcal{V}^*\), then
\[ \mathcal{V}(u, v)_{\mathcal{V}^*} = (u, v)_{\mathcal{H}}, \quad u \in \mathcal{V}, \ v \in \mathcal{H} \hookrightarrow \mathcal{V}^*, \quad (2.4) \]
that is, the \(\mathcal{V}, \mathcal{V}^*\) pairing \(\mathcal{V}(\cdot, \cdot)_{\mathcal{V}^*}\) is compatible with the scalar product \((\cdot, \cdot)_{\mathcal{H}}\) in \(\mathcal{H}\).

Let \(T \in \mathcal{B}(\mathcal{V}, \mathcal{V}^*)\). Since \(\mathcal{V}\) is reflexive, \((\mathcal{V}^*)^* = \mathcal{V}\), one has
\[ T : \mathcal{V} \to \mathcal{V}^*, \quad T^* : \mathcal{V} \to \mathcal{V}^* \quad (2.5) \]
and
\[ \langle u, T v \rangle_{\mathcal{V}^*} = \langle T^* u, v \rangle_{\mathcal{V}} = \langle v, T^* u \rangle_{\mathcal{V}}. \quad (2.6) \]

Self-adjointness of \( T \) is then defined by \( T = T^* \), that is,
\[ \langle u, T v \rangle_{\mathcal{V}^*} = \langle T u, v \rangle_{\mathcal{V}} = \langle v, T u \rangle_{\mathcal{V}^*}, \quad u, v \in \mathcal{V}, \quad (2.7) \]

nonnegativity of \( T \) is defined by
\[ \langle u, T u \rangle_{\mathcal{V}^*} \geq 0, \quad u \in \mathcal{V}, \quad (2.8) \]
and boundedness from below of \( T \) by \( c_T \in \mathbb{R} \) is defined by
\[ \langle u, T u \rangle_{\mathcal{V}^*} \geq c_T \| u \|_{\mathcal{V}}^2, \quad u \in \mathcal{V}. \quad (2.9) \]

(By (2.4), this is equivalent to \( \langle u, T u \rangle_{\mathcal{V}^*} \geq c_T \langle u, u \rangle_{\mathcal{V}^*}, \quad u \in \mathcal{V}. \))

Next, let the sesquilinear form \( a(\cdot, \cdot) : \mathcal{V} \times \mathcal{V} \to \mathbb{C} \) be \( \mathcal{V} \)-bounded, that is, there exists a \( c_A > 0 \) such that
\[ |a(u, v)| \leq c_A \| u \|_{\mathcal{V}} \| v \|_{\mathcal{V}}, \quad u, v \in \mathcal{V}. \quad (2.10) \]

Then \( \tilde{A} \) defined by
\[ \tilde{A} : \begin{cases} \mathcal{V} \to \mathcal{V}^*, \\ v \mapsto A v = a(\cdot, v) \end{cases}, \quad (2.11) \]
satisfies
\[ \tilde{A} \in \mathcal{B}(\mathcal{V}, \mathcal{V}^*) \quad \text{and} \quad \langle u, \tilde{A} v \rangle_{\mathcal{V}^*} = a(u, v), \quad u, v \in \mathcal{V}. \quad (2.12) \]
Assuming further that \( a(\cdot, \cdot) \) is symmetric, that is,
\[ a(u, v) = a(v, u), \quad u, v \in \mathcal{V}, \quad (2.13) \]
and that \( a \) is \( \mathcal{V} \)-coercive, that is, there exists a constant \( C_0 > 0 \) such that
\[ a(u, u) \geq C_0 \| u \|_{\mathcal{V}}^2, \quad u \in \mathcal{V}, \quad (2.14) \]
respectively, then,
\[ \tilde{A} : \mathcal{V} \to \mathcal{V}^* \] is bounded, self-adjoint, and boundedly invertible. \quad (2.15)

Moreover, denoting by \( A \) the part of \( \tilde{A} \) in \( \mathcal{H} \) defined by
\[ \text{dom}(A) = \{ u \in \mathcal{V} | \tilde{A} u \in \mathcal{H} \} \subseteq \mathcal{H}, \quad A = \tilde{A}|_{\text{dom}(A)} : \text{dom}(A) \to \mathcal{H}, \quad (2.16) \]
then \( A \) is a (possibly unbounded) self-adjoint operator in \( \mathcal{H} \) satisfying
\[ A \geq C_0 I_{\mathcal{H}}, \quad (2.17) \]
\[ \text{dom}(A^{1/2}) = \mathcal{V}. \quad (2.18) \]
In particular,
\[ A^{-1} \in \mathcal{B}(\mathcal{H}). \quad (2.19) \]

The facts (2.1)–(2.19) are a consequence of the Lax–Milgram theorem and the second representation theorem for symmetric sesquilinear forms. Details can be found, for instance, in [16, Sects. VI.3, VII.1], [18, Ch. IV], and [41].

Next, consider a symmetric form \( b(\cdot, \cdot) : \mathcal{V} \times \mathcal{V} \to \mathbb{C} \) and assume that \( b \) is bounded from below by \( c_b \in \mathbb{R} \), that is,
\[ b(u, u) \geq c_b \| u \|_{\mathcal{V}}^2, \quad u \in \mathcal{V}. \quad (2.20) \]
Introducing the scalar product \( (\cdot, \cdot)_{\mathcal{V}_b} : \mathcal{V} \times \mathcal{V} \to \mathbb{C} \) (and the associated norm \( \| \cdot \|_{\mathcal{V}_b} \)) by
\[ (u, v)_{\mathcal{V}_b} = b(u, v) + (1 - c_b) \langle u, v \rangle_{\mathcal{H}}, \quad u, v \in \mathcal{V}, \quad (2.21) \]
The operator with associated scalar product, and \( B \) isometry in the polar decomposition of Properties (2.34) and (2.35) uniquely determine \( b \) is called closed in \( \mathcal{H} \) if \( \mathcal{V}_b \) is actually complete, and hence a Hilbert space. The form \( b \) is called closable in \( \mathcal{H} \) if it has a closed extension. If \( b \) is closed in \( \mathcal{H} \), then

\[
|b(u, v) + (1 - c_b)(u, v)_{\mathcal{H}}| \leq \|u\|_{\mathcal{V}_b} \|v\|_{\mathcal{V}_b}, \quad u, v \in \mathcal{V}, \quad (2.22)
\]

and

\[
|b(u, u) + (1 - c_b)\|u\|^2_{\mathcal{H}}| = \|u\|^2_{\mathcal{V}_b}, \quad u \in \mathcal{V}, \quad (2.23)
\]

show that the form \( b(\cdot, \cdot) + (1 - c_b)(\cdot, \cdot)_{\mathcal{H}} \) is a symmetric, \( \mathcal{V} \)-bounded, and \( \mathcal{V} \)-coercive sesquilinear form. Hence, by (2.11) and (2.12), there exists a linear map \( \tilde{I}: \mathcal{V}_b \rightarrow \mathcal{V}_b^* \) and

\[
(\tilde{I}(u, v))_{\mathcal{V}_b^*} = b(u, v) + (1 - c_b)(u, v)_{\mathcal{H}}, \quad u, v \in \mathcal{V}. \quad (2.25)
\]

Introducing the linear map

\[
\tilde{B} = \tilde{B}_{c_b} + (c_b - 1)\tilde{I}: \mathcal{V}_b \rightarrow \mathcal{V}_b^*, \quad (2.26)
\]

where \( \tilde{I}: \mathcal{V}_b \hookrightarrow \mathcal{V}_b^* \) denotes the continuous inclusion (embedding) map of \( \mathcal{V}_b \) into \( \mathcal{V}_b^* \), one obtains a self-adjoint operator \( \tilde{B} \) in \( \mathcal{H} \) by restricting \( \tilde{B} \) to \( \mathcal{H} \),

\[
\text{dom}(B) = \{u \in \mathcal{V} | \tilde{B}u \in \mathcal{H} \} \subseteq \mathcal{H}, \quad B = \tilde{B} \big|_{\text{dom}(B)} : \text{dom}(B) \rightarrow \mathcal{H}, \quad (2.27)
\]

satisfying the following properties:

\[
B \geq c_b I_{\mathcal{H}}, \quad (2.28)
\]

\[
\text{dom}(B^{1/2}) = \text{dom}((B - c_b I_{\mathcal{H}})^{1/2}) = \mathcal{V}, \quad (2.29)
\]

\[
b(u, v) = \langle |B|^{1/2} u, U_B |B|^{1/2} v \rangle_{\mathcal{H}} \quad (2.30)
\]

\[
= \langle (B - c_b I_{\mathcal{H}})^{1/2} u, (B - c_b I_{\mathcal{H}})^{1/2} v \rangle_{\mathcal{H}} + c_b (u, v)_{\mathcal{H}} \quad (2.31)
\]

\[
b(u, v) = \langle u, Bv \rangle_{\mathcal{V}_b}, \quad u, v \in \mathcal{V}, \quad (2.32)
\]

\[
b(u, v) = \langle u, Bv \rangle_{\mathcal{H}}, \quad u \in \mathcal{V}, \quad v \in \text{dom}(B), \quad (2.33)
\]

\[
\text{dom}(B) = \{v \in \mathcal{V} | \text{there exists an } f_v \in \mathcal{H} \text{ such that } b(w, v) = (w, f_v)_{\mathcal{H}} \text{ for all } w \in \mathcal{V} \}, \quad (2.34)
\]

\[
Bu = f_u, \quad u \in \text{dom}(B), \quad (2.35)
\]

Properties (2.34) and (2.35) uniquely determine \( B \). Here \( U_B \) in (2.31) is the partial isometry in the polar decomposition of \( B \), that is,

\[
B = U_B |B|, \quad |B| = (B^* B)^{1/2} \geq 0. \quad (2.36)
\]

The operator \( B \) is called the operator associated with the form \( b \).

The norm in the Hilbert space \( \mathcal{V}_b^* \) is given by

\[
\|f\|_{\mathcal{V}_b^*} = \sup_{\|u\|_{\mathcal{V}_b} \leq 1} \|\langle u, f \rangle_{\mathcal{V}_b^*}\|, \quad f \in \mathcal{V}_b^*, \quad (2.37)
\]

with associated scalar product,

\[
(f_1, f_2)_{\mathcal{V}_b^*} = \langle f_1, (B + (1 - c_b)\tilde{I})^{-1} f_2 \rangle_{\mathcal{V}_b^*}, \quad f_1, f_2 \in \mathcal{V}_b^*. \quad (2.38)
\]
Since
\[ \| (\tilde{B} + (1 - c_b)I) v \|_{V_b^*} = \| v \|_{V_b}, \quad v \in V, \] (2.39)
the Riesz representation theorem yields
\[ (\tilde{B} + (1 - c_b)I) \in \mathcal{B}(V_b, V_b^*) \quad \text{and} \quad (\tilde{B} + (1 - c_b)I) : V_b \to V_b^* \quad \text{is unitary.} \] (2.40)
In addition,
\[ v_b(u, (\tilde{B} + (1 - c_b)I)v)_{V_b^*} = ((B + (1 - c_b)I_H)^{1/2}u, (B + (1 - c_b)I_H)^{1/2}v)_{H} = (u, v)_{V_b}, \quad u, v \in V_b. \] (2.41)
In particular,
\[ \| (B + (1 - c_b)I_H)^{1/2}u \|_H = \| u \|_{V_b}, \quad u \in V_b, \] (2.42)
and hence
\[ (B + (1 - c_b)I_H)^{1/2} \in \mathcal{B}(V_b, H) \quad \text{and} \quad (B + (1 - c_b)I_H)^{1/2} : V_b \to H \quad \text{is unitary.} \] (2.43)
The facts (2.20)–(2.43) comprise the second representation theorem of sesquilinear forms (cf. [18 Sect. IV.2], [19 Sects. 1.2–1.5], and [34 Sect. VI.2.6]).

A special but important case of nonnegative closed forms is obtained as follows: Let \( H_j, j = 1, 2, \) be complex separable Hilbert spaces, and \( T : \text{dom}(T) \to H_2, \text{dom}(T) \subseteq H_1, \) a densely defined operator. Consider the nonnegative form \( a_T : \text{dom}(T) \times \text{dom}(T) \to \mathbb{C} \) defined by
\[ a_T(u, v) = (Tu, Tv)_{H_2}, \quad u, v \in \text{dom}(T). \] (2.44)
Then the form \( a_T \) is closed (resp., closable) in \( H_1 \) if and only if \( T \) is. If \( T \) is closed, the unique nonnegative self-adjoint operator associated with \( a_T \) in \( H_1 \), whose existence is guaranteed by the second representation theorem for forms, then equals \( T^*T \geq 0. \) In particular, one obtains in addition to (2.44),
\[ a_T(u, v) = (|T|u, |T|v)_{H_1}, \quad u, v \in \text{dom}(T) = \text{dom}(|T|). \] (2.45)
Moreover, since
\[ b(u, v) + (1 - c_b)(u, v)_{H} = ((B + (1 - c_b)I_H)^{1/2}u, (B + (1 - c_b)I_H)^{1/2}v)_{H}, \quad u, v \in \text{dom}(b) = \text{dom}(|B|^{1/2}) = V, \] (2.46)
and \( (B + (1 - c_b)I_H)^{1/2} \) is self-adjoint (and hence closed) in \( H \), a symmetric, \( V \)-bounded, and \( V \)-coercive form is densely defined in \( H \times H \) and closed in \( H \) (a fact we will be using in the proof of Theorem 4.5). We refer to [34 Sect. VI.2.4] and [53 Sect. 5.5] for details.

Next we recall that if \( a_j \) are sesquilinear forms defined on \( \text{dom}(a_j), j = 1, 2, \) bounded from below and closed, then also
\[ (a_1 + a_2) : \begin{cases} \text{dom}(a_1) \cap \text{dom}(a_2) \times \text{dom}(a_1) \cap \text{dom}(a_2) \to \mathbb{C}, \\ (u, v) \mapsto (a_1 + a_2)(u, v) = a_1(u, v) + a_2(u, v) \end{cases} \] (2.47)
is bounded from below and closed (cf., e.g., [34 Sect. VI.1.6]).

Finally, we also recall the following perturbation theoretic fact: Suppose \( a \) is a sesquilinear form defined on \( V \times V \), bounded from below and closed, and let \( b \) be a symmetric sesquilinear form bounded with respect to \( a \) with bound less than one, that is, \( \text{dom}(b) \supseteq V \times V, \) and that there exist \( 0 \leq \alpha < 1 \) and \( \beta \geq 0 \) such that
\[ |b(u, u)| \leq \alpha |a(u, u)| + \beta \| u \|_H^2, \quad u \in V. \] (2.48)
Then
\[(a + b): \begin{cases} 
\mathcal{V} \times \mathcal{V} \to \mathbb{C}, \\
(u, v) \mapsto (a + b)(u, v) = a(u, v) + b(u, v) 
\end{cases}
\]
defines a sesquilinear form that is bounded from below and closed (cf., e.g., [34 Sect. VI.1.6]). In the special case where \(a\) can be chosen arbitrarily small, the form \(b\) is called infinitesimally form bounded with respect to \(a\).

Finally we turn to a brief discussion of operators with purely discrete spectra. We denote by \(\#S\) the cardinality of the set \(S\).

**Lemma 2.1.** Let \(\mathcal{V}, \mathcal{H}\) be as in (2.1), (2.2). Assume that the inclusion \(\iota_{\mathcal{V}}: \mathcal{V} \hookrightarrow \mathcal{H}\) is compact, and that the sesquilinear form \(a(\cdot, \cdot): \mathcal{V} \times \mathcal{V} \to \mathbb{C}\) is symmetric, \(\mathcal{V}\)-bounded, and suppose that there exists \(\kappa > 0\) with the property that
\[a_{\kappa}(u, v) := a(u, v) + \kappa (u, v)_{\mathcal{H}}, \quad u, v \in \mathcal{V},\]
is \(\mathcal{V}\)-coercive. Then the operator \(A\) associated with \(a(\cdot, \cdot)\) is self-adjoint and bounded from below. In addition, \(A\) has purely discrete spectrum
\[\sigma_{\text{ess}}(A) = \emptyset,\]
and hence \(\sigma(A) = \{\lambda_j(A)\}_{j \in \mathbb{N}}, \) with \(\lambda_j(A) \to \infty\) as \(j \to \infty,\)
\[-\kappa < \lambda_1(A) \leq \lambda_2(A) \leq \cdots \leq \lambda_j(A) \leq \lambda_{j+1}(A) \leq \cdots.\]
Here, the eigenvalues \(\lambda_j(A)\) of \(A\) are listed according to their multiplicity. Moreover, the following min-max principle holds:
\[\lambda_j(A) = \min_{L_j \subset \text{subspace of } \mathcal{V}} \left( \max_{0 \neq u \in L_j} R_{a}[u] \right), \quad j \in \mathbb{N},\]
where \(R_{a}[u]\) denotes the Rayleigh quotient
\[R_{a}[u] := \frac{a(u, u)}{\|u\|^2_{\mathcal{H}}}, \quad 0 \neq u \in \mathcal{V}.\]
As a consequence, if \(N_A\) is the eigenvalue counting function of \(A\), that is,
\[N_A(\lambda) := \# \{j \in \mathbb{N} | \lambda_j(A) \leq \lambda\}, \quad \lambda \in \mathbb{R},\]
then for each \(\lambda \in \mathbb{R}\) one has
\[N_A(\lambda) = \max \{ \dim(L) \in \mathbb{N}_0 \mid L \text{ a subspace of } \mathcal{V} \text{ with } a(u, u) \leq \lambda \|u\|^2_{\mathcal{H}}, u \in L \}.\]

**Proof.** Analogous claims for the operator \(B\) associated with the \(\mathcal{V}\)-coercive form \(a_{\kappa}(\cdot, \cdot)\) are well-known (cf., e.g., [16 Sect. VI.3.2.5, Ch. VII]). Then the corresponding claims for \(A\) follow from these, after observing that \(B = A + \kappa I_{\mathcal{H}},\)
\[R_{a_{\kappa}}[u] = R_{a}[u] + \kappa, \quad \lambda_j(B) = \lambda_j(A) + \kappa, \quad \text{and } N_B(\lambda) = N_A(\lambda - \kappa), \lambda \in \mathbb{R}.\]

A closely related result is provided by the following elementary observations: Let \(c \in \mathbb{R}\) and \(B \geq c I_{\mathcal{H}}\) be a self-adjoint operator in \(\mathcal{H}\), and introduce the sesquilinear form \(b\) in \(\mathcal{H}\) associated with \(B\) via
\[b(u, v) = ((B - c I_{\mathcal{H}})^{1/2} u, (B - c I_{\mathcal{H}})^{1/2} v)_{\mathcal{H}} + c(u, v)_{\mathcal{H}}, \quad u, v \in \text{dom}(b) = \text{dom}(|B|^{1/2}).\]
Given \(B\) and \(b\), one introduces the Hilbert space \(\mathcal{H}_b \subseteq \mathcal{H}\) by
\[\mathcal{H}_b = (\text{dom}(|B|^{1/2}), \langle \cdot, \cdot \rangle_{\mathcal{H}_b}),\]
\[ (u, v)_{H_b} = b(u, v) + (1 - c)(u, v) \mathcal{H} \]
\[ = ((B - cI_H)^{1/2}u, (B - cI_H)^{1/2}v)_{H_b} + (u, v)_{\mathcal{H}} \]
\[ = ((B + (1 - c)I_H)^{1/2}u, (B + (1 - c)I_H)^{1/2}v)_{H_b}. \]

Of course, \( H_b \) plays a role analogous to \( \mathcal{V}_b \) in (2.24). As in (2.48) one then observes that
\[ (B + (1 - c)I_H)^{1/2} : H_b \to \mathcal{H} \] is unitary. (2.50)

Lemma 2.2. Let \( H, B, b, \) and \( H_b \) be as in (2.47) - (2.50). Then \( B \) has purely discrete spectrum, that is, \( \sigma_{\text{ess}}(B) = \emptyset \), if and only if \( H_b \hookrightarrow \mathcal{H} \) compactly.

Proof. Denoting by \( J_{H_b} = I_H|_{H_b} \) the inclusion map from \( H_b \) into \( \mathcal{H} \), one infers that
\[ \mathcal{H} \xrightarrow{(B + (1 - c)I_H)^{-1/2}} H_b J_{H_b} \hookrightarrow \mathcal{H}. \]

Thus, one concludes that
\[ H_b \hookrightarrow \mathcal{H} \text{ compactly} \iff J_{H_b} \in \mathcal{B}_\infty(H_b, \mathcal{H}) \]
\[ \iff \left[ J_{H_b}(B + (1 - c)I_H)^{-1/2}\right](B + (1 - c)I_H)^{1/2} \in \mathcal{B}_\infty(H_b, \mathcal{H}) \]
\[ \iff J_{H_b}(B + (1 - c)I_H)^{-1/2} \in \mathcal{B}_\infty(\mathcal{H}) \iff (B + (1 - c)I_H)^{-1/2} \in \mathcal{B}_\infty(\mathcal{H}) \]
\[ \iff (B - zI_H)^{-1} \in \mathcal{B}_\infty(\mathcal{H}), \quad z \in \mathbb{C} \setminus \sigma(B) \]
\[ \iff \sigma_{\text{ess}}(B) = \emptyset, \] (2.61)

since \( (B + (1 - c)I_H)^{1/2} : H_b \to \mathcal{H} \) is unitary by (2.50). \( \square \)

Throughout this paper we are employing the following notation: The Banach spaces of bounded and compact linear operators on a Hilbert space \( \mathcal{H} \) are denoted by \( \mathcal{B}(\mathcal{H}) \) and \( \mathcal{B}_\infty(\mathcal{H}) \), respectively. The analogous notation \( \mathcal{B}(\mathcal{X}_1, \mathcal{X}_2), \mathcal{B}_\infty(\mathcal{X}_1, \mathcal{X}_2), \) etc., will be used for bounded and compact operators between two Banach spaces \( \mathcal{X}_1 \) and \( \mathcal{X}_2 \). Moreover, \( \mathcal{X}_1 \hookrightarrow \mathcal{X}_2 \) denotes the continuous embedding of the Banach space \( \mathcal{X}_1 \) into the Banach space \( \mathcal{X}_2 \).

3. Sobolev Spaces in Lipschitz Domains

The goal of this section is to introduce the relevant material pertaining to Sobolev spaces \( H^s(\Omega) \) and \( H^s(\partial \Omega) \) corresponding to subdomains \( \Omega \subset \mathbb{R}^n \), \( n \in \mathbb{N} \), and discuss various trace results.

We start by recalling some basic facts in connection with Sobolev spaces corresponding to open subsets \( \Omega \subset \mathbb{R}^n \), \( n \in \mathbb{N} \). For an arbitrary \( m \in \mathbb{N} \cup \{0\} \), we follow the customary way of defining \( L^2 \)-Sobolev spaces of order \( \pm m \) in \( \Omega \) as
\[ H^m(\Omega) := \left\{ u \in L^2(\Omega; d^n x) \mid \partial^\alpha u \in L^2(\Omega; d^n x) \text{ for } 0 \leq |\alpha| \leq m \right\}, \] (3.1)
\[ H^{-m}(\Omega) := \left\{ u \in \mathcal{D}'(\Omega) \mid u = \sum_{|\alpha| \leq m} \partial^\alpha u_\alpha, \text{ with } u_\alpha \in L^2(\Omega; d^n x), 0 \leq |\alpha| \leq m \right\}, \] (3.2)
equipped with natural norms (cf., e.g., [1] Ch. 3, [42] Ch. 1). Here \( \mathcal{D}'(\Omega) \) denotes the usual set of distributions on \( \Omega \subset \mathbb{R}^n \). Then one sets
\[ H^m_0(\Omega) := \text{the closure of } C^\infty_0(\Omega) \text{ in } H^m(\Omega), \quad m \in \mathbb{N} \cup \{0\}. \] (3.3)
As is well-known, all three spaces above are Banach, reflexive and, in addition,
\[(H_0^m(\Omega))^* = H^{-m}(\Omega).\] (3.4)

Again, see, for instance, [1, Ch. 3], [42, Sect. 1.1.14]. Throughout this paper, we agree to use the adjoint (rather than the dual) space $X^*$ of a Banach space $X$.

One recalls that an open, nonempty, bounded set $\Omega \subset \mathbb{R}^n$ is called a \textit{bounded Lipschitz domain} if the following property holds: There exists an open covering \(\{\mathcal{O}_j\}_{1 \leq j \leq N}\) of the boundary $\partial \Omega$ of $\Omega$ such that for every $j \in \{1, \ldots, N\}$, $\mathcal{O}_j \cap \Omega$ coincides with the portion of $\mathcal{O}_j$ lying in the over-graph of a Lipschitz function $\varphi_j : \mathbb{R}^{n-1} \to \mathbb{R}$ (considered in a new system of coordinates obtained from the original one via a rigid motion). The number $\max \{\|\nabla \varphi_j\|_{L^\infty(\mathbb{R}^{n-1}; \partial \varphi_j(x'))} \mid 1 \leq j \leq N\}$ is said to represent the \textit{Lipschitz character} of $\Omega$.

The classical theorem of Rademacher of almost everywhere differentiability of Lipschitz functions ensures that, for any Lipschitz domain $\Omega$, the surface measure $d^{n-1} \omega$ is well-defined on $\partial \Omega$ and that there exists an outward pointing normal vector $\nu$ at almost every point of $\partial \Omega$.

In the remainder of this paper we shall make the following assumption:

\textbf{Hypothesis 3.1.} Let $n \in \mathbb{N}$, $n \geq 2$, and assume that $\Omega \subset \mathbb{R}^n$ is a bounded Lipschitz domain.

As regards $L^2$-based Sobolev spaces of fractional order $s \in \mathbb{R}$, in a bounded Lipschitz domain $\Omega \subset \mathbb{R}^n$ we set
\[
H^s(\mathbb{R}^n) := \left\{ U \in \mathcal{S}'(\mathbb{R}^n) \mid \|U\|^2_{H^s(\mathbb{R}^n)} = \int_{\mathbb{R}^n} d^n \xi \left| \hat{U}(\xi) \right|^2 (1 + |\xi|^{2s}) < \infty \right\},
\]
\[
H^s(\Omega) := \left\{ u \in \mathcal{D}'(\Omega) \mid u = U|_{\Omega} \text{ for some } U \in H^s(\mathbb{R}^n) \right\}.
\]
Here $\mathcal{S}'(\mathbb{R}^n)$ is the space of tempered distributions on $\mathbb{R}^n$, and $\hat{U}$ denotes the Fourier transform of $U \in \mathcal{S}'(\mathbb{R}^n)$. These definitions are consistent with (3.1)–(3.2).

Moreover, so is
\[
H_0^s(\Omega) := \left\{ u \in H^s(\mathbb{R}^n) \mid \text{supp}(u) \subseteq \overline{\Omega}, \ s \in \mathbb{R}, \right\}
\]
equipped with the natural norm induced by $H^s(\mathbb{R}^n)$, in relation to (3.3). One also has
\[
(H_0^s(\Omega))^* = H^{-s}(\mathbb{R}^n), \ s \in \mathbb{R}
\]
(cf., e.g., [33]). For a bounded Lipschitz domain $\Omega \subset \mathbb{R}^n$ it is known that
\[
(H^s(\Omega))^* = H^{-s}(\mathbb{R}^n), \ -1/2 < s < 1/2.
\]
See [51] for this and other related properties.

To discuss Sobolev spaces on the boundary of a Lipschitz domain, consider first the case when $\Omega \subset \mathbb{R}^n$ is the domain lying above the graph of a Lipschitz function $\varphi : \mathbb{R}^{n-1} \to \mathbb{R}$. In this setting, we define the Sobolev space $H^s(\partial \Omega)$ for $0 \leq s \leq 1$, as the space of functions $f \in L^2(\partial \Omega; d^{n-1} \omega)$ with the property that $f(x', \varphi(x'))$, as a function of $x' \in \mathbb{R}^{n-1}$, belongs to $H^s(\mathbb{R}^{n-1})$. This definition is easily adapted to the case when $\Omega$ is a Lipschitz domain whose boundary is compact, by using a smooth partition of unity. Finally, for $-1 \leq s \leq 0$, we set
\[
H^s(\partial \Omega) = (H^{-s}(\partial \Omega))^*, \ -1 \leq s \leq 0.
\]
From the above characterization of $H^s(\partial \Omega)$ it follows that any property of Sobolev spaces (of order $s \in [-1, 1]$) defined in Euclidean domains, which are invariant under
Moreover, we recall that is, the two Dirichlet trace operators coincide on the intersection of their domains. Where \( \nu \cdot u \) as follows: Given Hypothesis 3.1 and observe that the inclusion \( \text{Neumann trace operator (3.15)} \) to other (related) settings. To set the stage, assume (cf., e.g., [44, Theorem 3.38]), whose action is compatible with that of \( \gamma \) (3.13) that \( \gamma \) is well-defined and bounded. We then introduce the weak Neumann trace operator \( \tilde{\gamma} N \) by

\[
\tilde{\gamma} N : C(\Omega) \to C(\partial \Omega), \quad \tilde{\gamma} N u = u|_{\partial \Omega}.
\]

Then there exists a bounded linear operator \( \gamma_D \)

\[
\gamma_D : H^s(\Omega) \to H^{s-1/2}(\partial \Omega) \hookrightarrow L^2(\partial \Omega; d^{n-1} \omega), \quad 1/2 < s < 3/2,
\]

\[
\gamma_D : H^{3/2}(\Omega) \to H^{1-\varepsilon}(\partial \Omega) \hookrightarrow L^2(\partial \Omega; d^{n-1} \omega), \quad \varepsilon \in (0, 1)
\]

(cf., e.g., [44, Theorem 3.38]), whose action is compatible with that of \( \gamma_D \). That is, the two Dirichlet trace operators coincide on the intersection of their domains. Moreover, we recall that

\[
\gamma_D : H^s(\Omega) \to H^{s-1/2}(\partial \Omega) \text{ is onto for } 1/2 < s < 3/2.
\]

Next, retaining Hypothesis 3.1, we introduce the operator \( \gamma_N \) (the strong Neumann trace) by

\[
\gamma_N = \nu \cdot \gamma_D \nabla : H^{s+1}(\Omega) \to L^2(\partial \Omega; d^{n-1} \omega), \quad 1/2 < s < 3/2,
\]

where \( \nu \) denotes the outward pointing normal unit vector to \( \partial \Omega \). It follows from (3.16) that \( \gamma_N \) is also a bounded operator. We seek to extend the action of the Neumann trace operator (3.15) to other (related) settings. To set the stage, assume Hypothesis 3.1 and observe that the inclusion

\[
\iota : H^s(\Omega) \to (H^r(\Omega))^*, \quad s_0 > -1/2, \quad r > 1/2,
\]

is well-defined and bounded. We then introduce the weak Neumann trace operator \( \tilde{\gamma}_N \) as follows: Given \( u \in H^{s+1/2}(\Omega) \) with \( \Delta u \in H^{s_0}(\Omega) \) for some \( s \in (0, 1) \) and \( s_0 > -1/2 \), we set (with \( \iota \) as in (3.16) for \( r := 3/2 - s > 1/2 \))

\[
\langle \phi, \tilde{\gamma}_N u \rangle_{1-s} = H^{1/2-s}(\Omega) \langle \nabla \Phi, \nabla u \rangle_{H^{1/2-s}(\Omega)}^* + H^{3/2-s}(\Omega) \langle \Phi, \iota \Delta u \rangle_{H^{3/2-s}(\Omega)}^*,
\]

for all \( \phi \in H^{1-s}(\partial \Omega) \) and \( \Phi \in H^{3/2-s}(\Omega) \) such that \( \gamma_D \Phi = \phi \). We note that the first pairing on the right-hand side of (3.18) is meaningful since

\[
(H^{1/2-s}(\Omega))^* = H^{s-1/2}(\Omega), \quad s \in (0, 1),
\]

and that the definition (3.18) is independent of the particular extension \( \Phi \) of \( \phi \), and that \( \tilde{\gamma}_N \) is a bounded extension of the Neumann trace operator \( \gamma_N \) defined in (3.15).
4. LAPLACE OPERATORS WITH NONLOCAL ROBIN-TYPE
   BOUNDARY CONDITIONS

In this section we primarily focus on various properties of general Laplacians
\(-\Delta_{\Theta,\Omega}\) in \(L^2(\Omega; d^n x)\) including Dirichlet, \(-\Delta_{D,\Omega}\), and Neumann, \(-\Delta_{N,\Omega}\), Laplacians, nonlocal Robin-type Laplacians, and Laplacians corresponding to classical Robin boundary conditions associated with bounded Lipschitz domains \(\Omega \subset \mathbb{R}^n\).

For simplicity of notation we will denote the identity operators in \(L^2(\Omega; d^n x)\) and \(L^2(\partial \Omega; d^{n-1} \omega)\) by \(I_\Omega\) and \(I_{\partial \Omega}\), respectively. Also, in the sequel, the sesquilinear form

\[
\langle \cdot, \cdot \rangle_s = H^s(\partial \Omega) \times H^{-s}(\partial \Omega) \rightarrow \mathbb{C}, \quad s \in [0, 1],
\]

(antilinear in the first, linear in the second factor), will denote the duality pairing between \(H^s(\partial \Omega)\) and

\[
H^{-s}(\partial \Omega) = (H^s(\partial \Omega))^*, \quad s \in [0, 1],
\]

such that

\[
\langle f, g \rangle_s = \int_{\partial \Omega} d^{n-1} \omega (\xi) \overline{f(\xi)} g(\xi),
\]

\[
f \in H^s(\partial \Omega), \quad g \in L^2(\partial \Omega; d^{n-1} \omega) \rightarrow H^{-s}(\partial \Omega), \quad s \in [0, 1],
\]

where, as before, \(d^{n-1} \omega\) stands for the surface measure on \(\partial \Omega\).

We also recall the notational conventions summarized at the end of Section 2

**Hypothesis 4.1.** Assume Hypothesis 3.1. suppose that \(\delta > 0\) is a given number, and assume that \(\Theta \in B(H^{1/2}(\partial \Omega), H^{-1/2}(\partial \Omega))\) is a self-adjoint operator which can be written as

\[
\Theta = \Theta_1 + \Theta_2 + \Theta_3,
\]

where \(\Theta_j, \ j = 1, 2, 3,\) have the following properties: There exists a closed sesquilinear form \(a_{\Theta_0}\) in \(L^2(\partial \Omega; d^{n-1} \omega)\), with domain \(H^{1/2}(\partial \Omega) \times H^{1/2}(\partial \Omega)\), bounded from below by \(c_{\Theta_0} \in \mathbb{R}\) (hence, \(a_{\Theta_0}\) is symmetric) such that if \(\Theta_0 \geq c_{\Theta_0} I_{\partial \Omega}\) denotes the self-adjoint operator in \(L^2(\partial \Omega; d^{n-1} \omega)\) uniquely associated with \(a_{\Theta_0}\) (cf. (2.27)), then \(\Theta_1 = \Theta_0\), the extension of \(\Theta_0\) to an operator in \(B(H^{1/2}(\partial \Omega), H^{-1/2}(\partial \Omega))\) (as discussed in (2.30) and (2.32)). In addition,

\[
\Theta_2 \in B_{\infty}(H^{1/2}(\partial \Omega), H^{-1/2}(\partial \Omega)), \quad \Theta_3 \in B(H^{1/2}(\partial \Omega), H^{-1/2}(\partial \Omega))
\]

whereas \(\Theta_3 \in B(H^{1/2}(\partial \Omega), H^{-1/2}(\partial \Omega))\) satisfies

\[
\|\Theta_3\|_{B(H^{1/2}(\partial \Omega), H^{-1/2}(\partial \Omega))} < \delta.
\]

We recall the following useful result.

**Lemma 4.2.** Assume Hypothesis 3.1. Then for every \(\varepsilon > 0\) there exists a \(\beta(\varepsilon) > 0\) (with \(\beta(\varepsilon) = O(1/\varepsilon))\) such that

\[
\|\gamma_\Omega u\|_{L^2(\partial \Omega; d^{n-1} \omega)}^2 \leq \varepsilon \|\nabla u\|_{L^2(\Omega; d^n x)}^2 + \beta(\varepsilon) \|u\|_{L^2(\Omega; d^n x)}^2, \quad u \in H^1(\Omega).
\]

A proof from which it is possible to read off how the constant \(\beta(\varepsilon)\) depends on the Lipschitz character of \(\Omega\) appears in [25]. Below we discuss a general abstract scheme which yields results of this type, albeit with a less descriptive constant \(\beta(\varepsilon)\). The lemma below is inspired by [2] Lemma 2.3:
Lemma 4.3. Let $V$ be a reflexive Banach space, $W$ a Banach space, assume that $K \in B_\infty(V, V^*)$, and that $T \in B(V, W)$ is one-to-one. Then for every $\varepsilon > 0$ there exists $C_\varepsilon > 0$ such that

$$\left| V(u, Ku)_{V^*} \right| \leq \varepsilon \|u\|_V^2 + C_\varepsilon \|Tu\|_W^2, \quad u \in V. \quad (4.8)$$

Proof. Seeking a contradiction, assume that there exist $\varepsilon > 0$ along with a family of vectors $u_j \in V$, $\|u_j\|_V = 1$, $j \in \mathbb{N}$, for which

$$\left| V(u_j, Ku_j)_{V^*} \right| \geq \varepsilon + j\|Tu_j\|_W^2, \quad j \in \mathbb{N}. \quad (4.9)$$

Furthermore, since $V$ is reflexive, there is no loss of generality in assuming that there exists $u \in V$ such that $u_j \to u$ as $j \to \infty$, weakly in $V$ (cf., e.g., Theorem 1.13.5]). In addition, since $T$ (and hence $T^*$) is bounded, one concludes that $Tu_j \to Tu$ as $j \to \infty$ weakly in $W$, as is clear from

$$W(Tu_j, \Lambda)_{W^*} = V(u_j, T^*\Lambda)_{V^*} \to V(u, T^*\Lambda)_{V^*} = W(Tu, \Lambda)_{W^*}, \quad \Lambda \in W^*. \quad (4.10)$$

Moreover, since $K$ is compact, we may choose a subsequence of $\{u_j\}_{j \in \mathbb{N}}$ (still denoted by $\{u_j\}_{j \in \mathbb{N}}$) such that $Ku_j \to Ku$ as $j \to \infty$, strongly in $V^*$. This, in turn, yields that

$$V(u_j, Ku_j)_{V^*} \to V(u, Ku)_{V^*} \text{ as } j \to \infty. \quad (4.11)$$

Together with

$$\|Tu_j\|_W^2 \leq j^{-1} V(u_j, Ku_j)_{V^*}, \quad j \in \mathbb{N}, \quad (4.12)$$

this also shows that $Tu_j \to 0$ as $j \to \infty$, in $W$. Hence, $Tu = 0$ in $W$ which forces $u = 0$, since $T$ is one-to-one. Given these facts, we note that, on the one hand, we have $V(u_j, Ku_j)_{V^*} \to 0$ as $j \to \infty$ by (4.11), while on the other hand $V(u_j, Ku_j)_{V^*} \geq \varepsilon$ for every $j \in \mathbb{N}$ by (4.9). This contradiction concludes the proof. \qed

Parenthetically, we note that Lemma 4.2 (with a less precise description of the constant $\beta(\varepsilon)$) follows from Lemma 4.3 by taking

$$V := H^1(\Omega), \quad W := L^2(\Omega, d^nx), \quad (4.13)$$

and, with $\gamma_D \in B_\infty(H^1(\Omega), L^2(\partial\Omega; d^{n-1}\omega))$ denoting the Dirichlet trace,

$$K := \gamma_D^* \gamma_D \in B_\infty(H^1(\Omega), (H^1(\Omega)^*)^*), \quad T := \iota : H^1(\Omega) \to L^2(\Omega, d^nx), \quad (4.14)$$

denoting the inclusion operator.

Lemma 4.4. Assume Hypothesis 4.1 where the number $\delta > 0$ is taken to be sufficiently small relative to the Lipschitz character of $\Omega$. Consider the sesquilinear form $a_\Theta(\cdot, \cdot)$ defined on $H^1(\Omega) \times H^1(\Omega)$ by

$$a_\Theta(u, v) := \int_\Omega d^n x \overline{(\nabla u)(x)} \cdot (\nabla v)(x) + \langle \gamma_D u, \Theta \gamma_D v \rangle_{1/2}, \quad u, v \in H^1(\Omega). \quad (4.15)$$

Then there exists $\kappa > 0$ with the property that the form

$$a_{\Theta, \kappa}(u, v) := a_\Theta(u, v) + \kappa \langle u, v \rangle_{L^2(\Omega, d^nx)}, \quad u, v \in H^1(\Omega), \quad (4.16)$$

is $H^1(\Omega)$-coercive.

As a consequence, the form (4.15) is symmetric, $H^1(\Omega)$-bounded, bounded from below, and closed in $L^2(\Omega, d^nx)$. 
Proof: We shall show that $\kappa > 0$ can be chosen large enough so that

$$\frac{1}{6} \|u\|_{H^1(\Omega)}^2 \leq \frac{1}{3} \int_{\Omega} d^n x \left| (\nabla u)(x) \right|^2 + \frac{\kappa}{3} \int_{\Omega} d^n x \left| u(x) \right|^2 + \langle \gamma_D u, \Theta_j \gamma_D v \rangle_{1/2},$$

$$u \in H^1(\Omega), \quad j = 1, 2, 3,$$

where $\Theta_j, j = 1, 2, 3$, are as introduced in Hypothesis 4.1. Summing up these three inequalities then proves that the form (4.16) is indeed $H^1(\Omega)$-coercive. To this end, we assume first $j = 1$ and recall that there exists $c_{\Theta_0} \in \mathbb{R}$ such that

$$\langle \gamma_D u, \Theta_1 \gamma_D u \rangle_{1/2} \geq c_{\Theta_0} \| \gamma_D u \|_{L^2(\partial \Omega; d^n - 1, \omega)}^2, \quad u \in H^1(\Omega).$$

Thus, in this case, it suffices to show that

$$\max \left\{-c_{\Theta_0}, 0\right\} \| \gamma_D u \|_{L^2(\partial \Omega; d^n - 1, \omega)}^2 + \frac{1}{6} \| u \|_{H^1(\Omega)}^2 \leq \frac{1}{3} \int_{\Omega} d^n x \left| (\nabla u)(x) \right|^2 + \frac{\kappa}{3} \int_{\Omega} d^n x \left| u(x) \right|^2, \quad u \in H^1(\Omega),$$

or, equivalently, that

$$\max \left\{-c_{\Theta_0}, 0\right\} \| \gamma_D u \|_{L^2(\partial \Omega; d^n - 1, \omega)}^2 \leq \frac{1}{6} \int_{\Omega} d^n x \left| (\nabla u)(x) \right|^2 + \frac{2\kappa - 1}{6} \int_{\Omega} d^n x \left| u(x) \right|^2, \quad u \in H^1(\Omega),$$

with the usual convention,

$$\| u \|_{H^1(\Omega)} = \| \nabla u \|_{L^2(\partial \Omega; d^n - 1, \omega)} + \| u \|_{L^2(\partial \Omega; d^n - 1, \omega)}, \quad u \in H^1(\Omega).$$

The fact that there exists $\kappa > 0$ for which (4.20) holds follows directly from Lemma 4.2.

Next, we observe that in the case where $j = 2, 3$, estimate (4.17) is implied by

$$\left| \langle \gamma_D u, \Theta_j \gamma_D u \rangle_{1/2} \right| \leq \frac{1}{6} \int_{\Omega} d^n x \left| (\nabla u)(x) \right|^2 + \frac{2\kappa - 1}{6} \int_{\Omega} d^n x \left| u(x) \right|^2, \quad u \in H^1(\Omega),$$

or, equivalently, by

$$\left| \langle \gamma_D u, \Theta_j \gamma_D u \rangle_{1/2} \right| \leq \frac{1}{6} \| u \|_{H^1(\Omega)}^2 + \frac{\kappa - 1}{3} \| u \|_{L^2(\partial \Omega; d^n - 1, \omega)}^2, \quad u \in H^1(\Omega).$$

When $j = 2$, in which case $\Theta_2 \in B_{\infty}(H^1(\Omega), (H^1(\Omega))^*)$, we invoke Lemma 4.3 with $V, W$ as in (4.13) and, with $\gamma_D \in B(H^1(\Omega), H^{1/2}(\partial \Omega))$ denoting the Dirichlet trace,

$$K := \gamma_D^* \Theta_2 \gamma_D \in B_{\infty}(H^1(\Omega), (H^1(\Omega))^*) \quad \text{and} \quad T := \iota : H^1(\Omega) \hookrightarrow \mathcal{L}(\Omega, d^n x),$$

the inclusion operator. Then, with $\varepsilon = 1/6$ and $\kappa := 3C_{1/6} + 1$, estimate (4.8) yields (4.23) for $j = 2$.

Finally, consider (4.23) in the case where $j = 3$ and note that by hypothesis,

$$\left| \langle \gamma_D u, \Theta_3 \gamma_D u \rangle_{1/2} \right| \leq \| \Theta_3 \|_{B(H^{1/2} dB(\partial \Omega; d^n - 1, \omega))} \| \gamma_D u \|_{H^{1/2} dB(\partial \Omega)}^2 \leq \delta \| \gamma_D u \|_{B(H^1(\Omega), H^{1/2}(\partial \Omega))}^2 \| u \|_{H^1(\Omega)}^2, \quad u \in H^1(\Omega).$$

Thus (4.23) also holds for $j = 3$ if

$$0 < \delta \leq \frac{1}{6} \| \gamma_D \|_{B(H^1(\Omega), H^{1/2}(\partial \Omega))}^2 \quad \text{and} \quad \kappa > 1.$$
Next, we turn to a discussion of nonlocal Robin Laplacians in bounded Lipschitz subdomains of $\mathbb{R}^n$. Concretely, we describe a family of self-adjoint Laplace operators $-\Delta_{\Theta,\Omega}$ in $L^2(\Omega; d^n x)$ indexed by the boundary operator $\Theta$. We will refer to $-\Delta_{\Theta,\Omega}$ as the nonlocal Robin Laplacian.

**Theorem 4.5.** Assume Hypothesis 4.1 where the number $\delta > 0$ is taken to be sufficiently small relative to the Lipschitz character of $\Omega$. Then the nonlocal Robin Laplacian, $-\Delta_{\Theta,\Omega}$, defined by

$$-\Delta_{\Theta,\Omega} = -\Delta,$$

$$\text{dom}(-\Delta_{\Theta,\Omega}) = \{ u \in H^1(\Omega) \mid \Delta u \in L^2(\Omega; d^n x), \left(\bar{\gamma}_N + \Theta \gamma_D\right) u = 0 \text{ in } H^{-1/2}(\partial \Omega) \}$$

is self-adjoint and bounded from below in $\text{dom}(\Delta_{\Theta,\Omega}) = H^1(\Omega)$, Moreover,

$$\sigma_{\text{ess}}(-\Delta_{\Theta,\Omega}) = \emptyset.$$

Finally, $-\Delta_{\Theta,\Omega}$ is the operator uniquely associated with the sesquilinear form $a_{\Theta}$ in Lemma 4.3.

**Proof.** Denote by $a_{-\Delta_{\Theta,\Omega}}(\cdot, \cdot)$ the sesquilinear form introduced in (4.15). From Lemma 4.3 we know that $a_{-\Delta_{\Theta,\Omega}}$ is symmetric, $H^1(\Omega)$-bounded, bounded from below, as well as densely defined and closed in $L^2(\Omega; d^n x) \times L^2(\Omega; d^n x)$. Thus, if as in (2.34), we now introduce the operator $-\Delta_{\Theta,\Omega}$ in $L^2(\Omega; d^n x)$ by

$$\text{dom}(-\Delta_{\Theta,\Omega}) = \left\{ v \in H^1(\Omega) \mid \right. \text{there exists a } w_v \in L^2(\Omega; d^n x) \text{ such that}$$

$$\int_{\Omega} d^n x \nabla v \nabla w_v + \langle \gamma_D w_v, \Theta \gamma_D v \rangle_{1/2} = \int_{\Omega} d^n x w_v$$

$$-\Delta_{\Theta,\Omega} u = w_v, \quad u \in \text{dom}(-\Delta_{\Theta,\Omega}),$$

it follows from (2.20)–(2.23) (cf., in particular (2.27)) that $-\Delta_{\Theta,\Omega}$ is self-adjoint and bounded from below in $L^2(\Omega; d^n x)$ and that (4.28) holds. Next we recall that

$$H^1(\Omega) = \{ u \in H^1(\Omega) \mid \gamma_D u = 0 \text{ on } \partial \Omega \}.$$

Taking $v \in C^\infty_0(\Omega) \hookrightarrow H^1(\Omega) \hookrightarrow H^1(\Omega)$, one concludes

$$\int_{\Omega} d^n x \nabla w_u = -\int_{\Omega} d^n x \nabla \Delta u$$

for all $v \in C^\infty_0(\Omega)$, and hence $w_u = -\Delta u$ in $D'(\Omega)$,

(4.32)

with $D'(\Omega) = C^\infty_0(\Omega)'$ the space of distributions on $\Omega$. Going further, suppose that $u \in \text{dom}(-\Delta_{\Theta,\Omega})$ and $v \in H^1(\Omega)$. We recall that $\gamma_D : H^1(\Omega) \to H^{1/2}(\partial \Omega)$ and compute

$$\int_{\Omega} d^n x \nabla v \nabla u = -\int_{\Omega} d^n x \nabla \Delta u + \langle \gamma_D v, \bar{\gamma}_N u \rangle_{1/2}$$

$$= \int_{\Omega} d^n x w_u + \langle \gamma_D v, \bar{\gamma}_N + \Theta \gamma_D u \rangle_{1/2} - \langle \gamma_D v, \Theta \gamma_D u \rangle_{1/2}$$

$$= \int_{\Omega} d^n x \nabla v \nabla u + \langle \gamma_D v, \bar{\gamma}_N + \Theta \gamma_D u \rangle_{1/2},$$

(4.33)
where we used the second line in (4.30). Hence,
\[ \langle \gamma_D v, (\bar{\gamma}_N + \Theta \gamma_D) u \rangle_{1/2} = 0. \] (4.34)
Since \( v \in H^1(\Omega) \) is arbitrary, and the map \( \gamma_D : H^1(\Omega) \to H^{1/2}(\partial \Omega) \) is actually onto, one concludes that
\[ (\bar{\gamma}_N + \Theta \gamma_D) u = 0 \text{ in } H^{-1/2}(\partial \Omega). \] (4.35)
Thus,
\[ \text{dom}(\Delta_{\bar{\Theta}, \Omega}) \subseteq \{ v \in H^1(\Omega) \mid \Delta v \in L^2(\Omega; d^n x), (\bar{\gamma}_N + \Theta \gamma_D) v = 0 \text{ in } H^{-1/2}(\partial \Omega) \}. \] (4.36)
Next, assume that \( u \in \{ v \in H^1(\Omega) \mid \Delta v \in L^2(\Omega; d^n x), (\bar{\gamma}_N + \Theta \gamma_D) v = 0 \} \), \( w \in H^1(\Omega) \), and let \( w_u = -\Delta u \in L^2(\Omega; d^n x) \). Then,
\[
\int_{\Omega} d^n x \bar{w} w_u = - \int_{\Omega} d^n x \bar{w} \text{div}(\nabla u) \\
= \int_{\Omega} d^n x \bar{w} \nabla u - \langle \gamma_D w, \bar{\gamma}_N u \rangle_{1/2} \\
= \int_{\Omega} d^n x \bar{w} \nabla u + \langle \gamma_D w, \Theta \gamma_D u \rangle_{1/2}.
\] (4.37)
Thus, applying (4.30), one concludes that \( u \in \text{dom}(\Delta_{\bar{\Theta}, \Omega}) \) and hence
\[ \text{dom}(\Delta_{\bar{\Theta}, \Omega}) \supseteq \{ v \in H^1(\Omega) \mid \Delta v \in L^2(\Omega; d^n x), (\bar{\gamma}_N + \bar{\Theta} \gamma_D) v = 0 \text{ in } H^{-1/2}(\partial \Omega) \}. \] (4.38)
Finally, the last claim in the statement of Theorem 4.5 follows from the fact that \( H^1(\Omega) \) embeds compactly into \( L^2(\Omega; d^n x) \) (cf., e.g., [18, Theorem V.4.17]); see Lemma 2.4.

In the special case \( \Theta = 0 \), that is, in the case of the Neumann Laplacian, we will also use the notation
\[ -\Delta_{N, \Omega} := -\Delta_{0, \Omega}. \] (4.39)
The case of the Dirichlet Laplacian \( -\Delta_{D, \Omega} \) associated with \( \Omega \) formally corresponds to \( \Theta = \infty \) and so we isolate it in the next result (cf. also [24, 27]):

**Theorem 4.6.** Assume Hypothesis 3.1. Then the Dirichlet Laplacian, \( -\Delta_{D, \Omega} \), defined by
\[ -\Delta_{D, \Omega} = -\Delta, \]
\[ \text{dom}(\Delta_{D, \Omega}) = \{ u \in H^1(\Omega) \mid \Delta u \in L^2(\Omega; d^n x), \gamma_D u = 0 \text{ in } H^{1/2}(\partial \Omega) \} = \{ u \in H^1_0(\Omega) \mid \Delta u \in L^2(\Omega; d^n x) \}, \] (4.40)
is self-adjoint and strictly positive in \( L^2(\Omega; d^n x) \). Moreover,
\[ \text{dom}(\Delta_{D, \Omega})^{1/2} = H^1_0(\Omega). \] (4.41)
Since \( \Omega \) is open and bounded, it is well-known that \( -\Delta_{D, \Omega} \) has purely discrete spectrum contained in \((0, \infty)\), in particular,
\[ \sigma_{\text{ess}}(-\Delta_{D, \Omega}) = \emptyset. \] (4.42)
This follows from (4.41) since \( H^1_0(\Omega) \) embeds compactly into \( L^2(\Omega; d^n x) \); the latter fact holds for arbitrary open, bounded sets \( \Omega \subset \mathbb{R}^n \) (see, e.g., [18, Theorem V.4.18]).
5. Eigenvalue Inequalities

Assume Hypothesis 4.1 and denote by
\[ \lambda_{\Theta,\Omega,1} \leq \lambda_{\Theta,\Omega,2} \leq \cdots \leq \lambda_{\Theta,\Omega,j} \leq \lambda_{\Theta,\Omega,j+1} \leq \cdots \] (5.1)
the eigenvalues for the Robin Laplacian \(-\Delta_{\Theta,\Omega}\) in \(L^2(\Omega;\mathbb{R}^n)\), listed according to their multiplicity. Similarly, we let
\[ 0 < \lambda_{D,\Omega,1} < \lambda_{D,\Omega,2} \leq \cdots \leq \lambda_{D,\Omega,j} \leq \lambda_{D,\Omega,j+1} \leq \cdots \] (5.2)
be the eigenvalues for the Dirichlet Laplacian \(-\Delta_D \Omega\) in \(L^2(\Omega;\mathbb{R}^n)\), again enumerated according to their multiplicity.

**Theorem 5.1.** Assume Hypothesis 4.1, where the number \(\delta > 0\) is taken to be sufficiently small relative to the Lipschitz character of \(\Omega\) and, in addition, suppose that
\[ \langle \gamma_D(e^{ix\cdot\eta}), \Theta\gamma_D(e^{ix\cdot\eta}) \rangle_{1/2} \leq 0 \text{ for all } \eta \in \mathbb{R}^n. \] (5.3)
Then
\[ \lambda_{\Theta,\Omega,j+1} < \lambda_{D,\Omega,j}, \quad j \in \mathbb{N}. \] (5.4)

**Proof.** One can follow Filonov [20] closely. The main reason we present Filonov’s elegant argument is to ensure that this continues to hold in the case when a non-local Robin boundary condition is considered (in lieu of the Neumann boundary condition). Recalling the eigenvalue counting functions for the Dirichlet and Robin Laplacians, one sets for each \(\lambda \in \mathbb{R}\),
\[ N_D(\lambda) := \# \{ \sigma(-\Delta_D,\Omega) \cap (-\infty, \lambda) \}, \quad N_{\Theta}(\lambda) := \# \{ \sigma(-\Delta_{\Theta,\Omega}) \cap (-\infty, \lambda) \}. \] (5.5)
Then Lemmas 4.1 and 4.4 ensure that for each \(\lambda \in \mathbb{R}\) one has
\[ N_D(\lambda) = \max \left\{ \dim(L) \in \mathbb{N} \left| L \text{ a subspace of } H^1_0(\Omega) \text{ such that} \right. \right. \]
\[ \int_{\Omega} d^n x |(\nabla u)(x)|^2 \leq \lambda \|u\|^2_{L^2(\Omega;\mathbb{R}^n)} \text{ for all } u \in L \left. \right\}, \] (5.6)
and
\[ N_{\Theta}(\lambda) = \max \left\{ \dim(L) \in \mathbb{N} \left| L \text{ a subspace of } H^1(\Omega) \text{ with the property that} \right. \right. \]
\[ \int_{\Omega} d^n x |(\nabla u)(x)|^2 + \langle \gamma_D u, \Theta \gamma_D u \rangle_{1/2} \leq \lambda \|u\|^2_{L^2(\Omega;\mathbb{R}^n)} \text{ for all } u \in L \left. \right\}. \] (5.7)
Next, observe that for any \(\lambda \in \mathbb{C}\),
\[ H^1_0(\Omega) \cap \ker(-\Delta_{\Theta,\Omega} - \lambda I_{\Omega}) = \{0\}. \] (5.8)
Indeed, if \(u \in H^1_0(\Omega) \cap \ker(-\Delta_{\Theta,\Omega} - \lambda I_{\Omega})\), then \(u \in H^1(\Omega)\) satisfies \((-\Delta - \lambda) u = 0\) in \(\Omega\) and \(\gamma_D u = \tilde{\gamma}_\lambda u = 0\). It follows that the extension by zero of \(u\) to the entire \(\mathbb{R}^n\) belongs to \(H^1(\mathbb{R}^n)\), is compactly supported, and is annihilated by \(-\Delta - \lambda\). Hence, this function vanishes identically, by unique continuation (see, e.g., [28] p. 239–244).

To continue, we fix \(\lambda > 0\) and pick a subspace \(U_\lambda\) of \(H^1_0(\Omega)\) such that \(\dim(U_\lambda) = N_D(\lambda)\) and
\[ \int_{\Omega} d^n x |(\nabla u)(x)|^2 \leq \lambda \int_{\Omega} d^n x |u(x)|^2, \quad u \in U_\lambda. \] (5.9)
Then the sum $U_\lambda + \ker(-\Delta_{\Theta, \Omega} - \lambda I_\Omega)$ is direct, by (5.8). Since the functions \[e^{ix \eta} | \eta \in \mathbb{R}^n, |\eta| = \sqrt{\lambda}\] are linearly independent, it follows that there exists a vector $\eta_0 \in \mathbb{R}^n$ with $|\eta_0| = \sqrt{\lambda}$ and such that $e^{ix \eta_0}$ does not belong to the finite-dimensional space $U_\lambda + \ker(-\Delta_{\Theta, \Omega} - \lambda I_\Omega)$. Assuming that this is the case, introduce
\[W_\lambda := U_\lambda + \ker(-\Delta_{\Theta, \Omega} - \lambda I_\Omega) + \{ce^{ix \eta_0} | c \in \mathbb{C}\}, \quad (5.10)\]
so that $W_\lambda$ is a finite-dimensional subspace of $H^1(\Omega)$. Let $w = u + v + ce^{ix \eta_0}$ be an arbitrary vector in $W_\lambda$, where $u \in U_\lambda$, $v \in \ker(-\Delta_{\Theta, \Omega} - \lambda I_\Omega)$, and $c \in \mathbb{C}$. We then write
\[
\int_\Omega d^n x |(\nabla w)(x)|^2 + \langle \gamma_D w, \Theta \gamma_D w \rangle_{1/2}
\]
\[
= \int_\Omega d^n x |\nabla(u + v + ce^{ix \eta_0})|^2 + \langle \gamma_D (v + ce^{ix \eta_0}), \Theta \gamma_D (v + ce^{ix \eta_0}) \rangle_{1/2}
\]
\[
= \int_\Omega d^n x (|\nabla u|^2 + |\nabla v|^2 + |c\eta_0|^2)
\]
\[
+ 2\Re \left( \int_\Omega d^n x \left[ \nabla (u + ce^{ix \eta_0}) \cdot \nabla (u + ce^{ix \eta_0}) \cdot \nabla u \right] \right) + \langle \gamma_D (v + ce^{ix \eta_0}), \Theta \gamma_D (v + ce^{ix \eta_0}) \rangle_{1/2}
\]
\[
=: I_1 + I_2 + I_3. \quad (5.11)
\]
An integration by parts shows that
\[
\int_\Omega d^n x |\nabla v|^2 = - \int_\Omega d^n x \overline{\nabla v} + \langle \gamma_D v, \overline{\gamma_N v} \rangle_{1/2}
\]
\[
= \lambda \int_\Omega d^n x |v|^2 - \langle \gamma_D v, \Theta \gamma_D v \rangle_{1/2} \quad (5.12)
\]
where the last equality holds thanks to $-\Delta v = \lambda v$ and $\overline{\gamma_N v} = -\Theta \gamma_D v$. We now make use of this, (5.10), the fact that $|\eta_0|^2 = \lambda$, in order to estimate
\[
I_1 \leq \lambda \int_\Omega d^n x \left[ |u|^2 + |v|^2 + |c|^2 \right] - \langle \gamma_D v, \Theta \gamma_D v \rangle_{1/2}. \quad (5.13)
\]
Similarly,
\[
I_2 = -2\Re \left( \int_\Omega d^n x \left[ \overline{\Delta v} (u + ce^{ix \eta_0}) + \overline{\Delta (ce^{ix \eta_0}) u} \right] \right) + 2\Re \left( \langle \gamma_D (ce^{ix \eta_0}), \overline{\gamma_N v} \rangle_{1/2} \right)
\]
\[
= 2\lambda \Re \left( \int_\Omega d^n x \left[ \overline{\Delta v} (u + ce^{ix \eta_0}) + \overline{ce^{ix \eta_0} u} \right] \right) - 2\Re \left( \langle \gamma_D (ce^{ix \eta_0}), \Theta \gamma_D v \rangle_{1/2} \right). \quad (5.14)
\]
Thus, altogether,
\[
\int_\Omega d^n x |(\nabla w)(x)|^2 + \langle \gamma_D w, \Theta \gamma_D w \rangle_{1/2}
\]
\[
\leq \lambda \int_\Omega d^n x |w(x)|^2 + |c|^2 \langle \gamma_D (e^{ix \eta_0}), \Theta \gamma_D (e^{ix \eta_0}) \rangle_{1/2}. \quad (5.15)
\]
Upon recalling (5.3), this yields
\[
\int_\Omega d^n x |(\nabla w)(x)|^2 + \langle \gamma_D w, \Theta \gamma_D w \rangle_{1/2} \leq \lambda \int_\Omega d^n x |w(x)|^2, \quad w \in W_\lambda. \quad (5.16)
\]
Consequently,
\[ N_\Theta(\lambda) \geq \dim(W_\lambda) = \dim(U_\lambda) + \dim(\ker(-\Delta_{\Theta,\Omega} - \lambda I_\Omega)) + 1 \]
\[ = N_D(\lambda) + \dim(\ker(-\Delta_{\Theta,\Omega} - \lambda I_\Omega)) + 1. \]  
(5.17)

Specializing this to the case when \( \lambda = \lambda_{D,\Omega,j} \) then yields
\[ \# \{ \sigma(-\Delta_{\Theta,\Omega}) \cap (-\infty, \lambda_{D,\Omega,j}) \} = N_\Theta(\lambda_{D,\Omega,j}) - \dim(\ker(-\Delta_{\Theta,\Omega} - \lambda_{D,\Omega,j} I_\Omega)) \]
\[ \geq N_D(\lambda_{D,\Omega,j}) + 1 \geq j + 1. \]  
(5.18)

Now, the fact that \( \# \{ \sigma(-\Delta_{\Theta,\Omega}) \cap (-\infty, \lambda_{D,\Omega,j}) \} \geq j + 1 \) is reinterpreted as (5.4).

We briefly pause to describe a class of examples satisfying the hypotheses of Theorem 5.1.

**Example 5.2.** Consider the special case \( s = 1/2 \) in the compact embedding result (3.11). Then a class of (generally, nonlocal) Robin boundary conditions satisfying the hypotheses of Theorem 5.1 is generated by any operator \( T \in B(L^2(\partial\Omega; d^{n-1}\omega)) \) satisfying \( T \leq 0 \) since the composition of \( T \) with the compact embedding operator
\[ J_{H^{1/2}(\partial\Omega)}: H^{1/2}(\partial\Omega) \to L^2(\partial\Omega; d^{n-1}\omega) \]  
(5.19)
yields a boundary operator \( \Theta = TJ_{H^{1/2}(\partial\Omega)} \in B_\infty(H^{1/2}(\partial\Omega), L^2(\partial\Omega)) \) and hence \( \Theta \in B_\infty(H^{1/2}(\partial\Omega), H^{-1/2}(\partial\Omega)) \) is of the type \( \Theta_2 \) in Hypothesis 4.1.

We note that condition (5.3) in Theorem 5.1 can be further refined and we will return to this issue in our final Remark 5.5.

The case treated in [20] is that of a local Robin boundary condition. That is, it was assumed that \( \Theta \) is the operator of multiplication \( M_\theta \) by a function \( \theta \) defined on \( \partial\Omega \) (which satisfies appropriate conditions). To better understand the way in which this scenario relates to the more general case treated here, we state and prove the following result:

**Lemma 5.3.** Assume Hypothesis 3.1 and suppose that \( \Theta = M_\theta \), the operator of multiplication with a measurable function \( \theta : \partial\Omega \to \mathbb{R} \). Suppose that \( \theta \in L^p(\partial\Omega; d^{n-1}\omega) \), where
\[ p = n - 1 \text{ if } n > 2, \text{ and } p \in (1, \infty] \text{ if } n = 2. \]  
(5.20)

Then
\[ \Theta \in B_\infty(H^{1/2}(\partial\Omega), H^{-1/2}(\partial\Omega)) \]  
(5.21)
is a self-adjoint operator which satisfies
\[ \|\Theta\|_{B(H^{1/2}(\partial\Omega), H^{-1/2}(\partial\Omega))} \leq C\|\theta\|_{L^p(\partial\Omega; d^{n-1}\omega)}, \]  
(5.22)
where \( C = C(\Omega, n, p) > 0 \) is a finite constant.

**Proof.** Standard embedding results for Sobolev spaces (which continue to hold in the case when the ambient space is the boundary of a bounded Lipschitz domain) yield that
\[ H^{1/2}(\partial\Omega) \hookrightarrow L^{q_0}(\partial\Omega; d^{n-1}\omega), \]  
where \( q_0 := \begin{cases} \frac{2(n-1)}{n-2} & \text{if } n > 2, \\ \text{any number in } (1, \infty) & \text{if } n = 2. \end{cases} \]  
(5.23)
Since the above embedding is continuous with dense range, via duality we also obtain that

\[ L^q(\partial\Omega; d^{n-1}\omega) \hookrightarrow H^{-1/2}(\partial\Omega), \quad \text{where } \frac{2(n-1)}{n} \text{ if } n > 2, \]
\[ \frac{1}{q_1} \text{ any number in } (1, \infty) \text{ if } n = 2. \]

Together, (5.23) and (5.24) yield that

\[ p \text{ that } \]
\[ \text{Inequality (5.28) then holds with equality when } n > 2, \]
\[ \text{and the estimate (5.22) holds. Let us also point out that } \Theta \text{ is a self-adjoint operator, since } \theta \text{ is real-valued.} \]
\[ \text{It remains to establish (5.21), that is, to show that } \Theta \text{ is also a compact operator.} \]
\[ \text{To this end, fix } p_0 > p \text{ and let } \theta_j \in L^{p_0}(\partial\Omega; d^{n-1}\omega), j \in \mathbb{N}, \text{ be a sequence of real-valued functions with the property that } \theta_j \rightarrow \theta \text{ in } L^p(\partial\Omega; d^{n-1}\omega) \text{ as } j \rightarrow \infty. \]
\[ \text{Set } \Theta_j := M_{\theta_j}, j \in \mathbb{N}. \text{ From what we proved above, it follows that} \]
\[ \Theta_j \rightarrow \Theta \text{ in } B(H^{1/2}(\partial\Omega), H^{-1/2}(\partial\Omega)) \text{ as } j \rightarrow \infty, \]
\[ \text{and there exists } r \in (1/2, 1) \text{ with the property that} \]
\[ \Theta_j \in B(H^r(\partial\Omega), H^{-1/2}(\partial\Omega)), \quad j \in \mathbb{N}. \]
\[ \text{Since the embedding } H^r(\partial\Omega) \hookrightarrow H^{1/2}(\partial\Omega) \text{ is compact, one concludes that} \]
\[ \Theta_j \in B_{\infty}(H^{1/2}(\partial\Omega), H^{-1/2}(\partial\Omega)), \quad j \in \mathbb{N}. \]
\[ \text{Thus, (5.21) follows from (5.31) and (5.29).} \]

We end by including a special case of Theorem 5.1 which is of independent interest. In particular, this links our conditions on \( \Theta \) with Filonov’s condition

\[ \int_{\partial\Omega} d^{n-1}\omega(\xi) \theta(\xi) \leq 0 \]
\[ \text{in the case where } \Theta = M_\theta. \]

**Corollary 5.4.** Assume Hypothesis 5.1, where the number \( \delta > 0 \) is taken to be sufficiently small relative to the Lipschitz character of \( \Omega \) and, in addition, suppose that

\[ \Theta \leq 0 \]
\[ \text{in the sense that } \langle f, \Theta f \rangle_{1/2} \leq 0 \text{ for every } f \in H^{1/2}(\partial\Omega). \text{ Then (5.4) holds.} \]

In particular, assuming Hypothesis 5.1 and \( \Theta = M_\theta \), with \( \theta \in L^p(\partial\Omega; d^{n-1}\omega), \) where \( p \) is as in (5.20), is a function satisfying (5.32), then (5.4) holds.
Proof. The first part is directly implied by Theorem 5.1 The second part is a consequence of Lemma 5.3 and the conclusion in the first part of Corollary 5.4 since \( (5.33) \) reduces precisely to \( (5.32) \) for \( \Theta = M_b \).

Remark 5.5. After submitting our manuscript to the preprint archives we received a preprint version of Safarov’s paper [49] in which an abstract approach to eigenvalue counting functions and Dirichlet-to-Neumann maps was developed. His methods permit a considerable improvement of condition \( (5.3) \) as described in the following. First, we note that in order to obtain the particular inequality

\[
\lambda_{\Theta, \Omega, j+1} < \lambda_{D, \Omega, j} \quad \text{for some fixed } j \in \mathbb{N},
\]

the proof of Theorem 5.1 uses condition \( (5.3) \) for only one value \( \eta \in \mathbb{R}^n \) with \( |\eta|^2 = \lambda_{D, \Omega, j} \). Unfortunately, we have no manner to determine which \( \eta \) to choose on the sphere \( |\eta| = \lambda_{D, \Omega, j}^{1/2} \) such that \( e^{ix \cdot \eta} \) does not belong to the finite-dimensional space \( U_{\lambda_{D, \Omega, j}^{1/2}} \). But

\[
\lambda_{\Theta, \Omega, j+1} \leq \lambda_{D, \Omega, j} \quad \text{for some fixed } j \in \mathbb{N},
\]

holds, it suffices to find just one element \( u_j \in H^1(\Omega) \setminus H^1_0(\Omega) \) satisfying

\[
\Delta u_j \in L^2(\Omega; d^n x), \quad -\Delta u_j = \lambda_{D, \Omega, j} u_j,
\]

and

\[
a_{\Theta}(u, v) - \lambda_{D, \Omega, j} \|u_j\|^2_{L^2(\Omega; d^n x)} \leq 0.
\]

Since one can choose \( u_j(x) = e^{ix \cdot \eta_j} \) for any \( \eta_j \in \mathbb{R}^n \) with \( |\eta_j| = \lambda_{D, \Omega, j}^{1/2} \), as long as \( (5.3) \) holds for \( \eta = \eta_j \), this proves that \( (5.34) \) holds whenever

\[
\langle \gamma_D(e^{ix \cdot \eta_j}), \Theta \gamma_D(e^{ix \cdot \eta_j}) \rangle_{1/2} \leq 0
\]

for a single vector \( \eta_j \in \mathbb{R}^n \) with \( |\eta_j| = \lambda_{D, \Omega, j}^{1/2} \).

Going further, and applying Remark 1.11 (4) of Safarov [49] (see also the proof of Corollary 1.13 in [49]), one obtains strict inequality in \( (5.35) \) if there exist two elements \( u_{j,1}, u_{j,2} \in H^1(\Omega) \setminus H^1_0(\Omega) \) satisfying \( (5.36) \) and \( (5.37) \) and \( \text{lin} \text{span} \{u_{j,1}, u_{j,2}\} \) does not contain an element satisfying the boundary condition in \( -\Delta_{\Omega} \). But the latter follows from \( (5.38) \). The two elements \( u_{j,1}, u_{j,2} \) can again be chosen as \( u_{j,k}(x) = e^{ix \cdot \eta_j} \) for any \( \eta_j \in \mathbb{R}^n \) with \( |\eta_j| = \lambda_{D, \Omega, j}^{1/2}, k = 1, 2 \), as long as \( (5.3) \) holds for \( \eta = \eta_j \) and \( \eta_j \), Summing up,

\[
\lambda_{\Theta, \Omega, j+1} < \lambda_{D, \Omega, j} \quad \text{for some fixed } j \in \mathbb{N},
\]

holds whenever

\[
\langle \gamma_D(e^{ix \cdot \eta_j}), \Theta \gamma_D(e^{ix \cdot \eta_j}) \rangle_{1/2} \leq 0
\]

for two vectors \( \eta_j \in \mathbb{R}^n \) with \( |\eta_j| = \lambda_{D, \Omega, j}^{1/2} \), \( k = 1, 2 \).

While \( (5.38) \) as well as \( (5.40) \) assume the \( a \text{ priori} \) knowledge of \( \lambda_{D, \Omega, j} \), one can finesse this dependence as follows: For instance, \( (5.35) \) holds for all \( j \in \mathbb{N} \) whenever the set of \( \eta \) satisfying inequality \( (5.38) \) intersects every sphere in \( \mathbb{R}^n \) centered at the origin. Similarly, if for some \( \lambda_0 > 0 \),

\[
\langle \gamma_D(e^{ix \cdot \eta_0}), \Theta \gamma_D(e^{ix \cdot \eta_0}) \rangle_{1/2} < 0 \quad \text{for some } \eta_0 \in \mathbb{R}^n \text{ with } |\eta_0| = \lambda_0,
\]
then by continuity of (5.41) with respect to \( \eta_0 \) (using the boundedness property \( \Theta \in B(H^{1/2}(\partial \Omega), H^{-1/2}(\partial \Omega)) \)), one infers that (5.39) holds for all eigenvalues sufficiently close to \( \lambda_0 \), etc.

**Acknowledgments.** We are indebted to Mark Ashbaugh for helpful discussions and very valuable hints with regard to the literature and especially to Yuri Safarov for pointing out the validity of Remark 5.5 to us.

**References**

[1] R. A. Adams and J. F. Fournier, *Sobolev Spaces*, second edition, Academic Press, 2003.

[2] W. Arendt and R. Mazzeo, *Spectral properties of the Dirichlet-to-Neumann operator on Lipschitz domains*, preprint, Ulmer Seminare über Funktionalanalysis und Differentialgleichungen, Heft 12, 2007.

[3] W. Arendt and M. Warma, *Dirichlet and Neumann boundary conditions: What is in between?*, J. Evolution Eq. 3, 119–135 (2003).

[4] W. Arendt and M. Warma, *The Laplacian with Robin boundary conditions on arbitrary domains*, Potential Anal. 19, 341–363 (2003).

[5] M. Ashbaugh and H. A. Levine, *Inequalities for Dirichlet and Neumann eigenvalues of the Laplacian for domains on spheres*, Journées Équations aux Dérivées Partielles 1997, 1–15.

[6] G. Auchmuty, *Steklov eigenproblems and the representation of solutions of elliptic boundary value problems*, Num. Funct. Anal. Optimization 25, 321–348 (2004).

[7] G. Auchmuty, *Spectral characterization of the trace spaces \( H^s(\partial \Omega) \)*, SIAM J. Math. Anal. 38, 894–905 (2006).

[8] P. Aviles, *Symmetry theorems related to Pompeiu’s problem*, Amer. J. Math. 108, 1023–1036 (1986).

[9] R. Benguria, M. Levitin, and L. Parnovski, *Fourier transform, null variety, and Laplacian’s eigenvalues*, preprint, arXiv:0801.1617, 2008, to appear in J. Funct. Anal., doi:10.1016/j.jfa.2009.06.022.

[10] M. V. Berry and M. R. Dennis, *Boundary-condition-varying circle billiards and gratings: the Dirichlet singularity*, J. Phys. A: Math. Theor. 41, 135203 (2008).

[11] R. Courant and D. Hilbert, *Methods of Mathematical Physics. Volume I*, Wiley Classics Edition, Wiley, New York, 1989.

[12] E. N. Dancer and D. Daners, *Domain perturbation for elliptic equations subject to Robin boundary conditions*, J. Diff. Eq. 138, 86–132 (1997).

[13] D. Daners, *Robin boundary value problems on arbitrary domains*, Trans. Amer. Math. Soc. 352, 4207–4236 (2000).

[14] D. Daners, *A Faber–Krahn inequality for Robin problems in any space dimension*, Math. Ann. 335, 767–785 (2006).

[15] D. Daners and J. Kennedy, *Uniqueness in the Faber–Krahn inequality for Robin problems*, SIAM J. Math. Anal. 39, 1191–1207 (2007).

[16] R. Dautray and J.-L. Lions, *Mathematical Analysis and Numerical Methods for Science and Technology, Volume 2, Functional and Variational Methods*, Springer, Berlin, 2000.

[17] J. Dávila, M. Kowalczyk, and M. Montenegro, *Critical points of the regular part of the harmonic Green function with Robin boundary condition*, J. Funct. Anal. 255, 1057–1101 (2008).

[18] D. E. Edmunds and W. D. Evans, *Spectral Theory and Differential Operators*, Clarendon Press, Oxford, 1989.

[19] W. G. Faris, *Self-Adjoint Operators*, Lecture Notes in Mathematics, Vol. 433, Springer, Berlin, 1975.

[20] N. Filonov, *On an inequality between Dirichlet and Neumann eigenvalues for the Laplace operator*, St. Petersburg Math. J. 16, 413–416 (2004).

[21] L. Friedlander, *Some inequalities between Dirichlet and Neumann eigenvalues*, Arch. Rat. Mech. Anal. 116, 153–160 (1991).

[22] L. Friedlander, *Remarks on Dirichlet and Neumann eigenvalues*, Amer. J. Math. 117, 257–262 (1995).
L. Friedlander, An inequality between Dirichlet and Neumann eigenvalues in a centrally symmetric domain, Proc. Amer. Math. Soc. 129, 2057–2060 (2000).

F. Gesztesy, Y. Latushkin, M. Mitrea, and M. Zinchenko, Nonselfadjoint operators, infinite determinants, and some applications, Russ. J. Math. Phys. 12, 443–471 (2005).

F. Gesztesy and M. Mitrea, Generalized Robin boundary conditions, Robin-to-Dirichlet maps, and Krein-type resolvent formulas for Schrödinger operators on bounded Lipschitz domains, in Perspectives in Partial Differential Equations, Harmonic Analysis and Applications, D. Mitrea and M. Mitrea (eds.), Proceedings of Symposia in Pure Mathematics, Vol. 79, Amer. Math. Soc., Providence, RI, 2008, pp. 105–173.

F. Gesztesy, M. Mitrea, and M. Zinchenko, Variations on a Theme of Jost and Pais, J. Funct. Anal. 253, 399–448 (2007).

T. Giorgi and R. Smits, Monotonicity results for the principal eigenvalue of the generalized Robin problem, Ill. J. Math. 49, 1133–1143 (2005).

T. Giorgi and R. Smits, Bounds and monotonicity for the generalized Robin problem, Z. angew. Math. Phys. 59, 600–618 (2008).

A. M. Hansson, An inequality between Dirichlet and Neumann eigenvalues of the Heisenberg Laplacian, Commun. Part. Diff. Eq. 33, 2157–2163 (2008).

Y.-J. Hsu and T.-H. Wang, Inequalities between Dirichlet and Neumann eigenvalues for domains in spheres, Taiwan. J. Math. 5, 755–766 (2001).

D. Jerison and C. Kenig, The inhomogeneous Dirichlet problem in Lipschitz domains, J. Funct. Anal. 130, 161–219 (1995).

T. Kato, Perturbation Theory for Linear Operators, corr. printing of the 2nd ed., Springer, Berlin, 1980.

J. Kennedy, An isoperimetric inequality for the second eigenvalue of the Laplacian with Robin boundary conditions, Proc. Amer. Math. Soc. 137, 627–633 (2009).

E. T. Kornhauser and I. Stakgold, A variational theorem for $\nabla^2 u + \lambda u = 0$ and its application, J. Math. and Phys. 31, 45–54 (1952).

L. Lanzani and Z. Shen, On the Robin boundary condition for Laplace’s equation in Lipschitz domains, Commun. Partial Diff. Eqs. 29, 91–109 (2004).

H. A. Levine, Some remarks on inequalities between Dirichlet and Neumann eigenvalues, in Maximum Principles and Eigenvalue Problems in Partial Differential Equations, P. W. Schaefer (ed.), Longman Group, UK, 1988.

H. A. Levine and H. F. Weinberger, Inequalities between Dirichlet and Neumann eigenvalues, Arch. Rat. Mech. Anal. 94, 193–208 (1986).

M. Levitin and L. Parnovski, On the principal eigenvalue of a Robin problem with a large parameter, Math. Nachr. 281, 272–281 (2008).

J. L. Lions, Espaces d’interpolation et domaines de puissances fractionnaires d’opérateurs, J. Math. Soc. Japan 14, 233–241 (1962).

V. G. Maz’ja, Sobolev Spaces, Springer, Berlin, 1985.

R. Mazzeo, Remarks on a paper of Friedlander concerning inequalities between Neumann and Dirichlet eigenvalues, Int. Math. Res. Notices 1991, No. 4, 41–48.

W. McLean, Strongly Elliptic Systems and Boundary Integral Equations, Cambridge University Press, Cambridge, 2000.

R. E. Megginson, An Introduction to Banach Space Theory, Graduate Texts in Mathematics, Vol. 183, Springer, New York, 1998.

L. E. Payne, Inequalities for eigenvalues of membranes and plates, J. Rat. Mech. Anal. 4, 517–529 (1955).

G. Polya, Remarks on the foregoing paper, J. Math. and Phys. 31, 55–57 (1952).

M. Reed and B. Simon, Methods of Modern Mathematical Physics. IV: Analysis of Operators, Academic Press, New York, 1978.

Y. Safarov, On the comparison of the Dirichlet and Neumann counting functions, in Spectral Theory of Differential Operators: M. Sh. Birman 80th Anniversary Collection, T. Suslina
and D. Yafaev (eds.), AMS Translations, Ser. 2, Advances in the Mathematical Sciences, Vol. 225, Amer. Math. Soc., Providence, RI, 2008, pp. 191–204.

[50] B. Simon, Classical boundary conditions as a tool in quantum physics, Adv. Math. 30, 268–281 (1978).

[51] H. Triebel, Function spaces in Lipschitz domains and on Lipschitz manifolds. Characteristic functions as pointwise multipliers, Rev. Mat. Complut. 15, 475–524 (2002).

[52] M. Warma, The Robin and Wentzell-Robin Laplacians on Lipschitz domains, Semigroup Forum 73, 10–30 (2006).

[53] J. Weidmann, Linear Operators in Hilbert Spaces, Graduate Texts in Mathematics, Vol. 68, Springer, New York, 1980.

[54] J. Wloka, Partial Differential Equations, Cambridge University Press, Cambridge, 1987.

DEPARTMENT OF MATHEMATICS, UNIVERSITY OF MISSOURI, COLUMBIA, MO 65211, USA
E-mail address: gesztesyf@missouri.edu
URL: http://www.math.missouri.edu/personnel/faculty/gesztesyf.html

DEPARTMENT OF MATHEMATICS, UNIVERSITY OF MISSOURI, COLUMBIA, MO 65211, USA
E-mail address: mitream@missouri.edu
URL: http://www.math.missouri.edu/personnel/faculty/mitream.html