Perturbative evaluation of circular 1/2 BPS Wilson loops in $\mathcal{N} = 6$ Super Chern-Simons theories
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Abstract: We present a complete two-loop analysis of the quantum expectation value for circular BPS Wilson loops in ABJ(M) theories. We examine in details the 1/2 BPS case, that requires non-trivial fermionic couplings with the contour, finding perfect agreement with the exact matrix model answer at zero framing. The result is obtained through a careful application of DRED regularization scheme, combined with a judicious rearrangement of the relevant perturbative contributions that reduces the computation to simple integrals.

We carefully analyze the contribution of fermions that is crucial for the consistency with the localization procedure and point out the arising of pivotal evanescent terms, discussing their meaning in relation to Ward identities.
1 Introduction

The duality between string theory on $AdS_4 \times CP^3$ background and the $N = 6$ superconformal Chern-Simons theory with matter, the celebrated ABJ(M) theory constructed in [1, 2], represents an interesting example of the AdS/CFT correspondence. More precisely type IIA string theory on $AdS_4 \times CP^3$ is dual to the $\mathcal{N} = 6$ Chern-Simons theory coupled to bifundamental matter, with gauge group $U(N) \times U(M)$, in the limit of large $N$, $M$ and large Chern-Simons level $k$, with ’t Hooft couplings $\lambda = N/k$ and $\hat{\lambda} = M/k$. 
An impressive amount of investigations has been devoted, in the last few years, to this novel realization of the AdS/CFT correspondence, and different observables of the theory have been carefully examined. Notably, Wilson loops operators were studied in a certain details, both for their relation with scattering amplitudes [3–8] and BPS avatars [9–11]. BPS Wilson loops are well-studied objects in $\mathcal{N} = 4$ Superconformal Yang-Mills theory in four dimensions and appeared since the early days of AdS/CFT correspondence [12, 13], being the gauge theory duals to fundamental string states. The most famous example, the circular 1/2 BPS Wilson-Maldacena loop, is one of the first non-trivial observables that interpolates smoothly between weak and strong coupling [14–16], representing an highly sophisticated check of the string/gauge duality. More general families of loops, with less degree of supersymmetry, were later discovered [17] and shown to be exactly computable through matrix integrals [18, 19]. Notably these results can be also extended to their correlators [20, 21]. A complete classification of BPS loops in this context has been finally presented in [22, 23]. The possibility to obtain all-order quantum results, for some class of these observables, relies on path-integral localization [16], a powerful mathematical technique reducing exact computations to saddle-point approximations. Recently BPS Wilson loops played also a central role in deriving a nonperturbative expression for a non-BPS observable, the $\mathcal{N} = 4$ Bremsstrahlung function [24], that can be also obtained applying the machinery of integrability [25, 26]. The program of connecting localization results with integrability computations, vigorously advocated in [27], culminated instead with the discovery of a general TBA equation for the generalized quark-anti-quark potential [28, 29].

In the three-dimensional maximally superconformal case, due to the presence of a Chern-Simons term, Wilson loops are the natural observables to be considered. Supersymmetric circular Wilson loops in ABJM theory were indeed firstly discussed in [9], where operators preserving 1/6 of the original supersymmetry were built as the holonomy of a generalized bosonic connection: these operators are directly related to their four-dimensional analogue through dimensional reduction, and they also exist in Chern-Simons theories with less supersymmetry. The quiver structure of ABJM theory leaves a certain freedom in considering linear combinations of loops transforming oppositely under time-reversal and perturbative computations for their expectation values were performed. While these operators cannot be interpreted as the gauge dual of the fundamental strings, due to the lack of supersymmetry, their exact expectation value was derived using localization techniques [30]. The computation still reduces to a matrix integral: the related matrix model was brilliantly investigated in [31–33] to obtain exact results in the large $N$ limit, producing a non-trivial interpolating function between the weak and the strong coupling regimes of the theory.

The gauge theory partner of the fundamental string was parallely discovered in [34] and preserves 1/2 of the original supersymmetry (see [35, 36] for an alternative construction using the low-energy dynamics of heavy $W$-bosons): the contour couples not only to the gauge and scalar fields, but also to the fermions in the bi-fundamental representation of the $U(N) \times U(M)$ gauge group. This construction can be interpreted in terms of a
superconnection whose holonomy gives the $1/2$ BPS Wilson loop, which turns out to be
defined for any representation of the supergroup $U(N|M)$. The supersymmetry is non-
trivially realized as a super-gauge transformation, exploiting therefore the full non-linear
structure of the path-ordering. Remarkably, fermionic $1/2$ BPS and purely bosonic $1/6$
BPS loops belong to the same cohomology class, differing by a BRST exact term with
respect the localization complex: their quantum expectation value should be therefore
related through an appropriate linear combination of operators in the factor gauge groups.
Recently there have been a lot of advances in studying the exact expression of ABJ(M)
partition function and $1/2$ BPS Wilson loop at nonperturbative level [37–40] (notably
through the beautiful interpretation of ABJ(M) on $S^3$ as a Fermi gas system [41]). On
the other hand the perturbative description and the comparison of exact results with the
familiar Feynman diagrams expansion have been much less explored. We feel instead that
this issue is worth of investigation for a number of reasons, apart representing a relevant
check of the localization analysis (test that has been positively performed [42]).

A first point to understand is the mechanism of the divergences cancellation and the or-
ganization of the perturbative series for the $1/2$ BPS Wilson loops. In four dimensional
$N = 4$ SYM it is well known that, in Feynman gauge, only exchange diagrams contributes
[14], reproducing almost trivially the matrix model expansion. In ABJ(M) theory, for
the $1/6$ BPS bosonic circle, this is not longer true [9] and interacting diagrams actively
participate. In the $1/2$ BPS case we have in addition spinorial couplings and fermionic
diagrams to be properly taken into account. The divergencies associated to the exchange
of fermionic propagators and to gluon-fermion vertices have been carefully studied in [43],
where a cusped loops, formed by $1/2$ BPS lines, has been considered: we observed there
a delicate interplay between the divergencies coming from different sectors to produce a
consistent quark-antiquark potential and an exponentiated cusp anomaly. Moreover a pe-
culiar renormalization prescription was necessary, even in some BPS limits. It is therefore
important to understand the cancellation of fermionic divergencies in a “bona fide” BPS
situation and explore the organization of the perturbative expansion for a $1/2$ BPS observ-
able. Secondly, and more crucially, we would like to address the question of the equivalence
between the $1/2$ BPS circular Wilson loop and the $1/6$ BPS bosonic loop. A peculiar fea-
ture of the exact computations presented in [32], where both kinds of loops have been
evaluated as matrix model averages, is the appearing of a preferred framing [44]: the final
results are directly produced at framing one, without any explicit choice in the regulariza-
tion procedure. Moreover the relation between the two quantum expectation values is the
one derived from the claimed cohomological equivalence [34]. The $1/2$ BPS Wilson loop
at framing one is the sum of two $1/6$ BPS Wilson loops, with the trace taken alternatively
in the $U(N)$ and $U(M)$ subgroup, both evaluated at framing one. As remarked in [30],
this strongly suggests that a quantum computation, preserving the supersymmetric char-
acter of the loop observables, should be performed at framing one and, consequently, the

\footnote{A natural choice of contours on which a circular Wilson loop could be computed at framing one is the
family of Hopf fibers on $S^4$. The couplings can be chosen, in this case, so that the splitting is supersymmetry
preserving. We thank Diego Trancanelli for an extensive discussion of this point.}
cohomological equivalence should hold in this case. A conventional perturbative computation, adopting DRED regularization \[45\], is instead expected to provide the Wilson loop at framing zero and therefore the result should be compared with the 1/2 BPS expression of \[32\], stripping out the framing phase (the perturbative computation of the 1/6 BPS loop \[9\] indeed coincides with the framing zero expression derived from the matrix model). One immediately realizes, comparing the results of \[32\], that the 1/2 BPS expectation value at framing zero IS NOT the sum of two 1/6 BPS loop at framing zero! This means that the cohomological equivalence should be violated in the perturbative calculations: the diagrams depending on the fermionic couplings should contribute in a decisive way to recover the correct, non-perturbative result. This was checked in \[42\], where the final expression for the relevant fermionic graphs has been reported. We should observe therefore a sort of anomaly, affecting some supersymmetric Ward identities, in the computation of the 1/2 BPS Wilson loop. As we will explicitly show, this effect appears due to the presence of evanescent terms produced when DRED regularization is carefully applied.

We present here a detailed computation, at the second non-trivial order in the perturbative expansion, of the circular 1/2 BPS Wilson loop. Instead of performing a “brute force” calculation we preferred, in order to elucidate the origin of the anomalous contributions, to take a different approach, trying to provide a bridge with supersymmetric Ward identities. In the case of the fermionic double-exchange diagrams we succeed in analyzing in general terms the evanescent contributions, violating the cohomological equivalence, and easily recovering the result presented in \[42\]. The analysis of the gauge-fermions vertex is instead done in spirit of the subtraction procedure developed in \[18\], for the quantum computation of general BPS loops on \(S^2\), in four dimensional \(\mathcal{N} = 4\) super Yang-Mills theory. There we have been able to provide directly finite expression for this family of loops, without performing any explicit calculation in 2\(\omega\) dimensions, simply adding and subtracting a clever ”pure gauge” contribution suggested by light-cone gauge, that takes care of the other divergent diagrams (see \[18\] for details). Here we mimics that technique and we are able to guess a similiar term, that allows us to isolate a crucial evanescent factor. The final result is again easily recovered in a very compact form, in terms of (almost) elementary integrals and, happily, coincides with \[42\], confirming the zero framing expression of \[32\].

The structure of the paper is the following: in sect. 2 we discuss the general structure of 1/2 BPS circular loop and report the known results derived through localization, discussing their framing dependence. Sect. 3 is devoted to the actual perturbative computation of the 1/2 BPS case: we present first the one-loop fermionic exchange, introducing some technique that will employed in the two-loop calculation. Then we display details our result for the fermionic double exchange diagrams and we show the appearance of the evanescent term as a violation of the supersymmetric Ward identities. Finally we apply our subtraction machinery to the diagrams involving the gauge-fermion vertex, deriving quite straightforwardly the crucial contribution that reconcile the perturbative calculation with the matrix model result at framing zero. In sect. 4 we present the complete result and in sect. 5 we draw some conclusions and discuss the perspective for future works. Appendices are instead devoted to some technical details.
Note added: A detailed two-loop analysis by means of different techniques, confirming the results reported in [42], was also presented in [46], which has appeared concurrently in the arXiv.

2 General features of BPS Wilson loops in ABJ(M) theories

The construction of the 1/2 BPS Wilson loops in ABJ(M) theories mainly relies on replacing the natural $U(N) \times U(M)$ gauge connection (represented by the two Chern-Simons gauge fields $A_\mu, \hat{A}_\mu$ of level $k$ and -$k$ respectively) with a super-connection [34]

$$\mathcal{L}(\tau) \equiv -i \left( \begin{array}{c} \sqrt{\frac{2\pi}{k}} |x| \eta_I \bar{\psi}^I \\ \sqrt{\frac{2\pi}{k}} |x| \psi_I \eta^I \end{array} \right) \right)$$

with

$$\left\{ \begin{array}{c} \mathcal{A} \equiv A_\mu \dot{x}^\mu - \frac{2\pi i}{k} |x| M_I^J C_I \bar{C}^J \\ \hat{\mathcal{A}} \equiv \hat{A}_\mu \dot{x}^\mu - \frac{2\pi i}{k} |x| \hat{M}_I^J \bar{C}^J C_I, \end{array} \right.$$ (2.1)

belonging to the super-algebra of $U(N|M)$. The coordinates $x^\mu(\tau)$ define the contour of the loop operator, while $M_I^J(\tau), \hat{M}_I^J(\tau), \eta^I(\tau)$ and $\bar{\eta}^I(\tau)$ describe the effective couplings of the scalar $C_I, \bar{C}^I$ and of the fermions $\psi_I, \bar{\psi}^I$ with the circuit. The fermionic couplings, in particular, are Grassmann even quantities even though they transform in the spinor representation of the Lorentz group.

The free parameters appearing in (2.1) can be constrained by imposing that the Wilson loop resulting from the superconnection is globally supersymmetric. This issue is delicate: the familiar requirement $\delta_{\text{susy}} \mathcal{L}(\tau) = 0$ does not yield any 1/2 BPS solution indeed. One just obtains loop operators which are merely bosonic ($\eta = \bar{\eta} = 0$) and at most 1/6 BPS [9, 11]. A clever way to get 1/2 BPS solution consists in replacing $\delta_{\text{susy}} \mathcal{L}(\tau) = 0$ with the weaker condition [34, 36]

$$\delta_{\text{susy}} \mathcal{L}(\tau) = \mathcal{D}_\tau G \equiv \partial_\tau G + i \{ \mathcal{L}, G \},$$ (2.2)

where the r.h.s. is the super-covariant derivative constructed out of the connection $\mathcal{L}(\tau)$ acting on a super-matrix $G$ in $u(N|M)$. The requirement (2.2) assures that the action of the relevant supersymmetric generators translates into an infinitesimal super-gauge transformation for $\mathcal{L}(\tau)$ and thus the traced loop operator is invariant.

An explicit solution of the 1/2 BPS case has been constructed in [34] when the contour is a straight line or a circle. In the circular case the matrices $M_I^J(\tau)$ and $\hat{M}_I^J(\tau)$ tuning the interactions with the scalar bilinears are diagonal and constant and they are simply given by $M_I^J = \hat{M}_I^J = \text{diag}(-1, 1, 1, 1)$. The fermionic couplings $\eta^I(\tau)$ and $\bar{\eta}^I(\tau)$ have a factorized structure and they can be written as

$$\eta^I = n_I \eta_\alpha = (e^{i\tau} - ie^{-i\tau}) \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \quad \bar{\eta}_\alpha = (1 0 0 0) \begin{pmatrix} ie^{-i\tau} \\ -e^{i\tau} \end{pmatrix},$$ (2.3)

where we have used the usual parametrization for the unit circle

$$x^1 = \cos \tau, \quad x^2 = \sin \tau, \quad x^3 = 0.$$ (2.4)
In terms of the superconnection $\mathcal{L}(\tau)$, the Wilson loop can be defined as the anti-path-ordered exponential
\[
\mathcal{W}_\mathcal{R} = \frac{1}{\dim_\mathcal{R}} \text{Tr}_\mathcal{R} \left[ \text{Pexp} \left( i \oint_0^{2\pi} d\tau \mathcal{L}(\tau) \right) \right],
\]
where $\mathcal{R}$ is a representation of $U(N|M)$. We remark that in order to obtain an invariant result it is mandatory to take the trace of the superholonomy and not, as naively it could be expected, the supertrace (this is related to the anti-periodicity condition obeyed by fermionic couplings along the circle [34]). As we have anticipated, a purely bosonic 1/6 BPS circle is instead obtained by choosing $\eta_I(\tau) = \bar{\eta}^I(\tau) = 0$: it requires, in turn, a different choice of the bosonic matrices $i.e$ $M_J^I = \bar{M}_J^I = \text{diag}(-1, -1, 1, 1)$. This case was originally studied in [9], both at weak and strong coupling, and it was observed there that it could not be considered the QFT dual of the fundamental string in $\text{AdS}^4 \times \text{CP}^3$. Later on it was computed exactly [30] through localization. In spite of the different BPS degree, the 1/2 BPS circle is cohomologically equivalent at classical level to its 1/6 BPS counterpart [34]. The key point, in order to establish the equivalence of the two observables, was to notice that the difference between $\mathcal{W}^{1/2}_\mathcal{R}$ and $\mathcal{W}^{1/6}_\mathcal{R}$ can be cast into a $Q$-exact term
\[
\dim_\mathcal{R} \mathcal{W}^{1/2}_\mathcal{R} - \left( \dim_{\mathcal{R}_N} \mathcal{W}^{1/6}_{\mathcal{R}_N} + \dim_{\mathcal{R}_M} \mathcal{W}^{1/6}_{\mathcal{R}_M} \right) = QV.
\]
Here $Q$ is a particular supercharge, constructed using the fermionic and bosonic couplings, and it generates transformations leaving invariant both operators. Its explicit expression and the precise form of $V$ are reported in [34]. Because $Q$ can be chosen to generate also the BRST complex used in the localization procedure, we would expect that the quantum expectation value of 1/2 BPS and 1/6 BPS Wilson loops are basically the same.
\[
\langle \mathcal{W}^{1/2}_\mathcal{R} \rangle = \frac{1}{\dim_\mathcal{R}} \left( \dim_{\mathcal{R}_N} \langle \mathcal{W}^{1/6}_{\mathcal{R}_N} \rangle + \dim_{\mathcal{R}_M} \langle \mathcal{W}^{1/6}_{\mathcal{R}_M} \rangle \right).
\]
Actually the presence of quantum infinities needs a regularization procedure, that could potentially affect the classical cohomological equivalence: an explicit example in the ABJ(M) case was observed in [43], where the divergencies structure of the 1/2 BPS line has been found different from the one of the related 1/6 BPS line. In the present situation this issue is rather subtle because we expect that BPS observables should be finite and regularization is needed only in the intermediate step. On the other hand it is well known that in pure Chern-Simons theory Wilson loops depend in a very specific way from a regularization choice, the so called framing [44], and a global phase appears in the quantum evaluation, parameterizing the different possibilities. The non-perturbative evaluation of the BPS Wilson loops in ABJ(M) seems to display a similar phenomenon.

By means of localization techniques, the path integral of the $\mathcal{N} = 6$ superconformal Chern-Simons theory on $S^3$ can be exactly written as a particular, non-Gaussian matrix model.
The partition function is obtained from the following matrix integral

\[
Z = \int \prod_{a=1}^{N} d\lambda_a \ e^{i\pi k \lambda_a^2} \prod_{b=1}^{M} d\hat{\lambda}_b \ e^{-i\pi k \hat{\lambda}_b^2} \times \\
\frac{\prod_{a<b}^{N} \sinh^2(\pi(\lambda_a - \lambda_b)) \prod_{a<b}^{M} \sinh^2(\pi(\hat{\lambda}_a - \hat{\lambda}_b))}{\prod_{a=1}^{N} \prod_{b=1}^{M} \cosh^2(\pi(\lambda_a - \lambda_b))}
\]

(2.8)

The quantum expectation values of \( W_{1/6}^{R_N} \) and \( \hat{W}_{1/6}^{R_M} \), in the fundamental representations, are directly obtained by inserting in (2.8) the functions

\[
w_{1/6}^{N} = \frac{1}{N} \sum_{a=1}^{N} e^{2\pi \lambda_a} \quad \text{and} \quad w_{1/6}^{M} = \frac{1}{M} \sum_{a=1}^{M} e^{2\pi \hat{\lambda}_a}
\]

(2.9)

corresponding to the \( U(N) \) and \( U(M) \) pieces respectively. The computation of the 1/2 BPS Wilson loop, in the fundamental representation \( F \), is instead equivalent to the insertion in (2.8) of the operator

\[
w_{1/2}^{F} = \frac{1}{N+M} \left( \sum_{a=1}^{N} e^{2\pi \lambda_a} + \sum_{a=1}^{M} e^{2\pi \hat{\lambda}_a} \right)
\]

(2.10)

The localization procedure implies therefore the expected relation between the quantum expectation values of 1/6 BPS and the 1/2 BPS operators

\[
\langle W_{1/2}^{F} \rangle = \frac{N \langle W_{1/6}^{N} \rangle + M < \hat{W}_{1/6}^{M} \rangle}{N + M},
\]

(2.11)

where with \( \langle \rangle \) we have denoted the quantum averages obtained from the matrix model eq. (2.8). In deriving eq. (2.11) it has been tacitly assumed that the regularization procedure preserves the cohomological relation: it is therefore tempting to analyze the framing dependence of this result. The 1/6 BPS case was discussed at perturbative level in [9], employing conventional DRED regularization at framing \( f = 0 \): comparing the explicit two-loop expression with the expansion of the matrix model average at the same order, one discovers that

\[
\langle W_{1/6}^{N} \rangle = e^{\frac{i\pi}{2} N} \langle W_{1/6}^{N,f=0} \rangle
\]
\[
\langle \hat{W}_{1/6}^{M} \rangle = e^{\frac{i\pi}{2} M} \langle \hat{W}_{1/6}^{M,f=0} \rangle.
\]

(2.12)

Localization computes the Wilson loop at framing \( f = 1 \): this feature was argued in [30] by studying in this framework the circular loop in pure Chern-Simons theory on \( S^3 \). For the 1/2 BPS observable, the framing factor is immediately identified by direct comparison with the matrix model average [32]

\[
\langle W_{1/2}^{F} \rangle = e^{\frac{i\pi}{2} (N-M)} \langle W_{1/2}^{F,f=0} \rangle = e^{\frac{i\pi}{2} (N-M)}
\]
\[
\times \left[ 1 - \frac{\pi^2}{6k^2} (N^2 + M^2 - 4NM) + O(1/k^3) \right].
\]

(2.13)
The square bracket should represent the perturbative result at framing zero, that we would better recover in the next sections. We remark that the above relations imply that the 1/2 BPS Wilson loop at framing $f = 0$ is not given, at quantum level, by the sum of the two (bosonic) 1/6 BPS Wilson loops. This means, in particular, that fermionic interactions should play a crucial role, at perturbative level, to find agreement with the localization procedure.

3 Perturbative evaluation

3.1 Generalities

Before describing the details of the two-loop perturbative evaluation of the circular Wilson loop, we shall briefly summarize the general framework for our analysis. The quantum holonomy of the super-connection $\mathcal{L}$ in a representation $\mathcal{R}$ of the supergroup $U(N|M)$ is by definition

$$
\langle W_{\mathcal{R}} \rangle = \frac{1}{\dim_{\mathcal{R}}} \int \mathcal{D}[A, \hat{A}, C, \bar{C}, \psi, \bar{\psi}] \ e^{-S_{ABJ(M)}} \ \text{Tr}_{\mathcal{R}} \left[ \mathcal{P} \exp \left( i \int_C \ d\tau \mathcal{L}(\tau) \right) \right],
$$

where $S_{ABJ(M)}$ stands for the action for $ABJ(M)$ theories in euclidean space. The part relevant for us is presented in app. A. In the following $\mathcal{R}$ is taken to be the fundamental representation and $\mathcal{C}$ to be the circle of unit radius in the plane $x_3 = 0$.

To begin with, we shall only consider the upper left $N \times N$ block of the super-matrix appearing in (3.1). For this sector the trace in (3.1) is obviously taken in the fundamental representation $\mathcal{N}$ of $U(N)$. The expectation value of the lower diagonal block can then be obtained from the above analysis by replacing $N$ with $M$. A two-loop computation requires to expand the path-exponential in (3.1) up to the fourth order. The expansion of the upper block at this order will include both contributions of bosonic and fermionic type:

$$
\mathbb{W}_{\mathcal{N}} = \text{Tr}_{\mathcal{N}} \left[ 1 + i \int_\Gamma d\tau_1 A_1 - \int_\Gamma d\tau_{1>2} \left( A_1 A_2 - (\eta \bar{\psi})_1 (\psi \bar{\eta})_2 \right) 
- \int_\Gamma d\tau_{1>2>3} \left( A_1 A_2 A_3 + \frac{2\pi}{\kappa} (\eta \bar{\psi})_1 (\psi \bar{\eta})_2 A_3 + (\eta \bar{\psi})_1 \bar{A}_2 (\psi \bar{\eta})_3 + A_1 (\eta \bar{\psi})_2 (\psi \bar{\eta})_3 \right) 
+ \int_\Gamma d\tau_{1>2>3>4} \left( \left( \frac{2\pi}{\kappa} \right)^2 (\eta \bar{\psi})_1 (\psi \bar{\eta})_2 (\eta \bar{\psi})_3 (\psi \bar{\eta})_4 + A_1 A_2 A_3 A_4 \right) 
- \left( \frac{2\pi}{\kappa} \right) A_1 A_2 (\eta \bar{\psi})_3 (\psi \bar{\eta})_4 - \left( \frac{2\pi}{\kappa} \right) A_1 (\eta \bar{\psi})_2 \bar{A}_3 (\psi \bar{\eta})_4 - \left( \frac{2\pi}{\kappa} \right) (\eta \bar{\psi})_1 \bar{A}_2 \bar{A}_3 (\psi \bar{\eta})_4 
- \left( \frac{2\pi}{\kappa} \right) A_1 (\eta \bar{\psi})_2 (\psi \bar{\eta})_3 A_4 - \left( \frac{2\pi}{\kappa} \right) (\eta \bar{\psi})_1 \bar{A}_2 (\psi \bar{\eta})_3 A_4 - \left( \frac{2\pi}{\kappa} \right) (\eta \bar{\psi})_1 (\psi \bar{\eta})_2 A_3 A_4 \right].
$$

In (3.2) we have introduced a shorthand notation for the circuit parameter dependence of the fields, namely $A_i = A(x_i)$ with $x_i = x(\tau_i)$. Above we have suppressed the spinor and $SU(4)_R$ indices $[\eta \bar{\psi} \equiv \eta^I \bar{\psi}_I^I, \psi \bar{\eta} \equiv \psi^I \bar{\eta}_I^I]$ and we have used that $|\dot{x}| = 1$ for our parametrization.
Since we shall perform our computation at framing zero and our contour lies on a plane, any diagram involving a three-level gauge propagator ranging between two points of the circle yields zero. In fact one can immediately realize that this type of graphs will always contain a Levi-Civita tensor contracted with three linear dependent vectors. Therefore at this order of the perturbative expansion we can neglect all the terms in (3.1) of the type $A^4$ and $A^2\psi^2$.

The integral over a single $A$ yields a tadpole-like scalar graph which is zero in DRED. The bosonic monomial $A_1A_2$ is irrelevant at one-loop. It gives origin to a diagram with a single gauge propagator connecting two points of the circle, which vanishes for the reason mentioned above. However at two loops this term becomes active and produces the two graphs in fig. 1. Since the constant matrix $M_I^J$, governing the scalar couplings, appears quadratically in both diagrams, they are identical to the those computed in [9] for the 1/6 BPS circle and we can borrow their result

$$\left(A\right) + \left(B\right) = \frac{\pi^2}{\kappa^2} \frac{N^2 M}{N + M}. \quad (3.3)$$

The next step is to consider the monomial $A_1A_2A_3$. At this order only the gauge field in $A$ are relevant and one finds the vertex diagram given in fig. 2. This graph also appears in pure Chern-Simons theory and its value only depends on the topology of the loop. The circle is an unknot, for which the explicit result was originally computed in [47]. Translated in the language relevant for ABJ(M) Wilson loops it is given by

$$-\frac{N^3}{N + M} \frac{\pi^2}{6\kappa^2}. \quad (3.4)$$

The above analysis exhausts all the diagrams which are merely bosonic. It remains to compute the diagram which involves fermions propagating along the contour. We have three type of contributions: (1) from the monomial $\bar{\psi}_1\psi_2$ we have the so-called single exchange diagram discussed in subsec. 3.2; (2) from the four fermion terms we obtains the double-exchange diagrams whose explicit evaluation is performed in subsec. 3.3; (3) finally we consider the contribution coming from $\psi\bar{\psi}A$ monomials, which will be analyzed in subsec. 3.4. This last family of diagram hides one of the most delicate point of this computation.

### 3.2 Single Exchange Diagram

The expectation value of the monomial $(\eta\bar{\psi})_1(\psi\bar{\eta})_2$ potentially contributes to the perturbative expansion. At the lowest order only the free Wick-contraction of the two fermionic fields
appears, which yields the diagram schematically represented in fig. 3. The value of this diagram is obtained by computing the contour integral

$$\left(\frac{2\pi}{\kappa}\right) \int_0^{2\pi} d\tau_1 \int_{\tau_1}^{2\pi} d\tau_2 \langle \text{Tr}[(\eta \bar{\psi})_1 (\psi \bar{\eta})_2]_0, \right. \tag{3.5}$$

Figure 3. Fermion exchange. where $\langle \cdots \rangle_0$ represents the VEV in the free theory. If we use the explicit form of the fermion propagator given in app. A and the explicit parametrization of the contour, we can cast the integral as follows

$$\langle \text{Tr}[(\eta \bar{\psi})_1 (\psi \bar{\eta})_2]_0 = MN e^{\frac{\pi}{2\kappa^2}} \Gamma\left(\frac{3}{2} - \epsilon\right) \csc^2 \left(\frac{t_1 - t_2}{2}\right) \right] \sin \left(\frac{t_1 - t_2}{2}\right). \tag{3.6}$$

To be in agreement with the matrix model prediction, the path-ordered integral (3.5) of the quantity (3.6) must yield a vanishing result, when DRED is used. Before proceeding with the actual computation, we find instructive briefly review how this result is implied by the fact that the loop, at this order, is still cohomologically equivalent to the 1/6 BPS circular operator. In the proof presented in [34] the key-ingredient is the gauge function

$$\Lambda = i \sqrt{\frac{\pi}{2\kappa^2}} e^{\frac{\pi}{2\kappa^2}} \left(\begin{array}{cc} 0 & C_2 \\ C_2 & 0 \end{array}\right) \tag{3.7}$$

which transforms as follows

$$Q\Lambda(\tau) = L_F(\tau), \quad QL_F(\tau) = -8D_{\tau}(e^{-i\tau} \Lambda(\tau)), \tag{3.8}$$

when acting with the relevant supersymmetry charge $Q$. Here $L_F$ is the fermionic part of the super-connection $L$ and the above relations only hold when the fields evaluated along the circuit. Let us consider now the quantity

$$R_1 = \frac{1}{2} [\Lambda(t_1)L_F(t_2) - L_F(t_1)\Lambda(t_2)], \tag{3.9}$$

and take its variation under the action of the supercharge $Q$:

$$QR_1 = L_F(t_1)L_F(t_2) - 4[\Lambda(t_1)D_{t_2}(e^{-i\tau_2}\Lambda(t_2))] - D_{t_1}(e^{-i\tau_1}\Lambda(t_1))\Lambda(t_2)]. \tag{3.10}$$

Under the assumptions that $\langle Q\{\text{anything}\}\rangle = 0$ eq. (3.10) becomes the following Ward-identity

$$\langle L_F(t_1)L_F(t_2) \rangle = 4[\langle \Lambda(t_1)D_{t_2}(e^{-i\tau_2}\Lambda(t_2)) \rangle - \langle D_{t_1}(e^{-i\tau_1}\Lambda(t_1))\Lambda(t_2) \rangle]. \tag{3.11}$$

At this order in perturbation theory eq. (3.11) simply translates into a differential relation between the tree-level fermion and scalar propagators attached to the contour

$$\langle (\eta \bar{\psi})_1 (\psi \bar{\eta})_2 \rangle_0 = \left[ \partial_{t_2}(e^{\frac{i}{2}(t_1 - t_2)} \langle C_2(t_1)C_2(t_2) \rangle_0) - \partial_{t_1}(e^{-\frac{i}{2}(t_1 - t_2)} \langle C_2(t_1)C_2(t_2) \rangle_0) \right]. \tag{3.12}$$
One can easily check that (3.12) is satisfied if the dimension is exactly three. In particular, one can formally show that the result of the fermion contribution cancels exactly with a tadpole-like diagram coming from the monomial $A_1$ in (3.2). This formal argument breaks down at the quantum level since we are dealing with divergent quantities and a regularization is needed.

Let us examine what happens if we introduce a regularization scheme such as DRED, where $D = 3 - 2\epsilon$. By means of a direct computation, we can show that the identity (3.12) is softly broken by an \textit{anomalous} term proportional to $\epsilon$, leading to the following modification

\[
\langle(\eta \bar{\psi})_1 (\psi \eta)_2\rangle_0 = \left[ \partial_{\tau_2} (e^{\frac{i}{2} (\eta \bar{\eta}_2)} (C_2 (\tau_1) \bar{C}^2 (\tau_2))_0) - \partial_{\tau_1} (e^{-\frac{i}{2} (\eta \bar{\eta}_2)} (C_2 (\tau_1) \bar{C}^2 (\tau_2))_0) \right] - \epsilon \frac{\Gamma \left( \frac{3}{2} - \epsilon \right)}{4^{1-\epsilon} \pi^{3-\epsilon}} \frac{\sin^2 \left( \frac{\tau_1 - \tau_2}{2} \right)}{\sin^2 \left( \frac{\tau_1 - \tau_2}{2} \right)} \left( \frac{3}{2} + \epsilon \right).
\]

(3.13)

We can now safely integrate both sides of eq. (3.13) along the contour: during this process we drop all the tadpole-like contributions arising from the integration of the derivative since they vanish in our regularization scheme. On the r.h.s. only the anomalous term survives and we obtain

\[
\frac{\Gamma \left( \frac{3}{2} - \epsilon \right)}{2^{2-2\epsilon} \pi^{\frac{3}{2}-\epsilon}} \int_0^{2\pi} d\tau_1 \int_0^{2\pi} d\tau_2 \frac{\sin \frac{\tau_1 - \tau_2}{2}}{\sin^2 \left( \frac{\tau_1 - \tau_2}{2} \right)^{\frac{3}{2}-\epsilon}} = \frac{\Gamma \left( \frac{3}{2} - \epsilon \right)}{4^{1-\epsilon} \pi^{\frac{3}{2}-\epsilon}} \int_0^{2\pi} d\tau_1 \int_0^{2\pi} d\tau_2 \left[ \sin^2 \left( \frac{\tau_1 - \tau_2}{2} \right) \right] ^{\epsilon},
\]

once we have used the explicit expression for the propagators. If we finally take the limit $\epsilon \to 0$ on both sides, we find

\[
\lim_{\epsilon \to 0} \frac{\Gamma \left( \frac{3}{2} - \epsilon \right)}{2^{2-2\epsilon} \pi^{\frac{3}{2}-\epsilon}} \int_0^{2\pi} d\tau_1 \int_0^{2\pi} d\tau_2 \frac{\sin \frac{\tau_1 - \tau_2}{2}}{\sin^2 \left( \frac{\tau_1 - \tau_2}{2} \right)^{\frac{3}{2}-\epsilon}} = 0
\]

(3.15)

since the integral on the r.h.s of (3.13) is finite for $\epsilon$ approaching 0. Namely the one-loop contribution for the fermions vanishes and the anomalous term is ineffective when we remove the regularization. In the next section we shall see that this does not occur at two-loop (un)fortunately.

The integral (3.5) can be of course directly computed for any $\epsilon$. In fact it can be rearranged as follows

\[
- \frac{2\pi}{\kappa} \frac{MN}{4^{1-\epsilon} \pi^{\frac{3}{2}-\epsilon}} \frac{\Gamma \left( \frac{3}{2} - \epsilon \right)}{\left( \frac{3}{2} - \epsilon \right)} \int_0^{2\pi} d\tau_1 \int_0^{2\pi} d\tau_2 \left[ \csc^2 \left( \frac{\tau_2 - \tau_1}{2} \right) \right] ^{1-\epsilon} = \\
= - \frac{\pi}{\kappa} \frac{MN}{4^{1-\epsilon} \pi^{\frac{3}{2}-\epsilon}} \frac{\Gamma \left( \frac{3}{2} - \epsilon \right)}{\left( \frac{3}{2} - \epsilon \right)} \int_0^{2\pi} d\tau_1 \int_0^{2\pi} d\tau_2 \left[ \csc^2 \left( \frac{\tau_2 - \tau_1}{2} \right) \right] ^{1-\epsilon} = \\
= - \frac{2\pi^2}{\kappa} \frac{MN}{4^{1-\epsilon} \pi^{\frac{3}{2}-\epsilon}} \frac{\Gamma \left( \frac{3}{2} - \epsilon \right)}{\left( \frac{3}{2} - \epsilon \right)} \int_0^{2\pi} d\tau \left[ \csc^2 \left( \frac{\tau}{2} \right) \right] ^{1-\epsilon} = \frac{MN \pi^2 \sec(\pi \epsilon)}{\kappa \Gamma(\epsilon)},
\]

(3.16)

where we have used the fact that the integrand has become symmetric to close the region of integration. For $\epsilon$ approaching zero, we again get a vanishing result!
At two-loop the monomial \( \langle \eta \bar{\psi} \rangle_1 \langle \psi \bar{\eta} \rangle_2 \) produces a diagram involving the one-loop corrected fermion propagator. However, this contribution being proportional to \( N - M \) exactly cancels when we sum upper and lower blocks.

### 3.3 Fermionic double exchange diagrams

We come now to discuss a more subtle group of diagrams, namely those involving two \( \langle \psi \bar{\psi} \rangle \) propagators. They arise when we evaluate the Wick-contractions of the fermionic quadrilinear present in (3.2). At this order in perturbation theory, the expansion of the term \( \langle \bar{\psi} \psi \bar{\psi} \psi \rangle \), present in the upper block, gives origin only to two sets of non-vanishing contractions, weighted by different group factors. Diagrammatically the result is depicted in fig.
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**Figure 4.** Fermionic double exchange diagrams.

4. We remark the absence of a crossed (non planar) diagram which would be present in the case of gauge fields. Its absence is a consequence of dealing with fields which carry a \( U(1) \) charge.

The contour integral describing the contribution in fig. 4 is given by

\[
eg \left( \frac{2\pi}{\kappa} \right)^2 \oint_C d\tau_{4>3>2>1} M^2 N \left( \sigma \langle \bar{\psi} \eta \rangle_2 \langle \bar{\psi} \eta \rangle_1 \right) \left( \sigma \langle \bar{\psi} \eta \rangle_4 \langle \bar{\psi} \eta \rangle_3 \right) - N^2 M \left( \sigma \langle \bar{\psi} \eta \rangle_2 \langle \bar{\psi} \eta \rangle_1 \right) \left( \sigma \langle \bar{\psi} \eta \rangle_4 \langle \bar{\psi} \eta \rangle_3 \right) \right] \]

where we have already performed the trace over the gauge index in order to stress the different dependence on \( M \) and \( N \) of the two terms. If we use the explicit expression of the fermion propagator given in app. \( A \) and that of the fermionic couplings we obtain the following two integrals to evaluate

(\( I \)) \[
\int_0^{2\pi} d\tau_1 \int_0^{2\pi} d\tau_2 \int_0^{2\pi} d\tau_3 \int_0^{2\pi} d\tau_4 \sin \left( \frac{\tau_1 - \tau_2}{2} \right) \sin \left( \frac{\tau_3 - \tau_4}{2} \right) \left[ \sin^2 \left( \frac{\tau_1 - \tau_2}{2} \right) \right]^{\frac{1}{2} + \epsilon} \left[ \sin^2 \left( \frac{\tau_3 - \tau_4}{2} \right) \right]^{\frac{1}{2} - \epsilon} = \]

(\( II \)) \[
\int_0^{2\pi} d\tau_1 \int_0^{2\pi} d\tau_2 \int_0^{2\pi} d\tau_3 \int_0^{2\pi} d\tau_4 \sin \left( \frac{\tau_1 - \tau_2}{2} \right) \sin \left( \frac{\tau_3 - \tau_4}{2} \right) \left[ \sin^2 \left( \frac{\tau_1 - \tau_2}{2} \right) \right]^{\frac{1}{2} + \epsilon} \left[ \sin^2 \left( \frac{\tau_3 - \tau_4}{2} \right) \right]^{\frac{1}{2} - \epsilon} = \]

There are different way of computing the integrals (I) and (II). The most direct is to introduce the auxiliary function

\[
F(\tau) = \int_0^{2\pi} d\tau_1 \int_0^{2\pi} d\tau_2 \int_0^{2\pi} d\tau_3 \frac{1}{\sin^2 \left( \frac{\tau_1 - \tau_2}{2} \right)^{1-\epsilon}} = \frac{1}{2} \int_0^{2\pi} d\tau_1 \left( \frac{\tau_1 - \tau}{2} \right)^2 \]

(3.20)
whose properties are discussed in detail in app. B. If we observe that

$$F^{m}(\tau) = \frac{1}{[\sin^{2} \frac{\tau}{2}]^{1-\epsilon}},$$  \hspace{1cm} (3.21)

we can easily express the integral (I) in terms of the value of the function $F$ and its derivatives in zero. In fact, after performing a certain number of trivial integrations and using the basics properties given in app. B, we find the simple expression

$$\langle \bar{\psi} \psi \rangle = \frac{\Gamma(\frac{3}{2} - \epsilon)}{4^{2-2\epsilon} \pi^{3/2 - 2\epsilon}} \left( F(0) F''(0) - \frac{1}{2} F'(0)^2 \right) = -\frac{1}{4} + O(\epsilon)$$ \hspace{1cm} (3.22)

The last equality can be obtained by means of the explicit results in app. B. The integral (II) can be computed along the same line and one obtains

$$\langle \bar{\psi} \psi \rangle = \frac{\Gamma(\frac{3}{2} - \epsilon)}{4^{2-2\epsilon} \pi^{3/2 - 2\epsilon}} \left( \frac{5}{2} \pi^2 F''(0)^2 - 2F(0) F''(0) - \int_{0}^{2\pi} d\tau (2\tau - \tau') F''(\tau)^2 \right) = \frac{1}{8} + O(\epsilon),$$  \hspace{1cm} (3.23)

the last equality is again derived with the help of app. B where the value of each term is spelled out. The total result for the upper block is then

$$\frac{\pi}{\kappa^2} \frac{MN}{M + N} \left( M + \frac{1}{2} N \right).$$  \hspace{1cm} (3.24)

Since we are only considering diagrams which involve fermionic propagators, we find instructive analyze the origin of this contribution also in terms the Ward identity (3.13). In particular we want to understand the effect of the anomalous term when computing the different integrals.

For this purpose, it is more convenient to write down the r.h.s of the Ward identity in terms of the function

$$G(\tau_1 - \tau_2) = \frac{\Gamma(\frac{1}{2} - \epsilon)}{2^{2-2\epsilon} \pi^{\frac{3}{2} - \epsilon}} \frac{[\sin^{2} \frac{\tau_1 - \tau_2}{2}]^{\frac{1}{2} + \epsilon}}{\sin \frac{\tau_1 - \tau_2}{2}},$$ \hspace{1cm} (3.25)

which appears in the anomalous term. Then eq. (3.13) can be rewritten as follows

$$\langle \bar{\phi} \phi \rangle = \frac{1}{\epsilon} \partial_{\tau_1} \partial_{\tau_2} G(\tau_1 - \tau_2) - \epsilon G(\tau_1 - \tau_2).$$ \hspace{1cm} (3.26)

We start by considering again the contribution (I): if we use the above identity it can be rewritten as follows

$$\int_{0}^{2\pi} d\tau_1 \int_{0}^{2\pi} d\tau_2 \int_{0}^{2\pi} d\tau_3 \int_{0}^{2\pi} d\tau_4 \langle \bar{\phi} \phi \rangle_1 \langle \bar{\phi} \phi \rangle_2 \langle \bar{\phi} \phi \rangle_3 \langle \bar{\phi} \phi \rangle_4 = \int_{0}^{2\pi} d\tau_1 \int_{0}^{2\pi} d\tau_2 \int_{0}^{2\pi} d\tau_3 \int_{0}^{2\pi} d\tau_4 \left[ \frac{1}{\epsilon^2} \partial_{\tau_1} \partial_{\tau_2} G(\tau_1 - \tau_2) \partial_{\tau_3} \partial_{\tau_4} G(\tau_3 - \tau_4) - G(\tau_1 - \tau_2) \partial_{\tau_3} \partial_{\tau_4} G(\tau_3 - \tau_4) \right] \hspace{1cm} (3.27)$$
We separate eq. (3.27) into three different contributions, according to the powers of $\epsilon$ which appear explicitly in the integral. First we consider the $\epsilon^2$ part: it is the product of two anomalous terms. In the limit $\epsilon \to 0$ it identically vanishes since $G$ becomes a constant. Next we consider the $1/\epsilon^2$ contribution in eq. (3.27), which would be the only one present if the Ward identity were valid in the classical form (3.12). Using the explicit total derivatives acting on $G$ we can easily perform three of the four integrations and we get

$$
\frac{1}{\epsilon^2} \int_0^{2\pi} d\tau \left((2\pi - \tau)G'(0) - G(\tau) + G(2\pi)\right) \left(G'(0) - G'(\tau)\right) =
= \frac{1}{\epsilon^2} \int_0^{2\pi} d\tau G(\tau)G'(\tau) = \frac{1}{2\epsilon^2} \left[(G(2\pi))^2 - (G(0))^2\right] = 0.
$$

(3.28)

In dimensional regularization we can always work in the region of the $\epsilon-$plane where $G(0) = G(2\pi) = G'(0) = G'(2\pi) = 0$. Finally we consider the $\epsilon^0$-terms. They arise when the classical term in the Ward identity is multiplied by the anomalous one. Since they contain two total derivative we can eliminate two integrations and we get

$$
-2 \int_0^{2\pi} d\tau_1 \int_{\tau_1}^{2\pi} d\tau_2 G(\tau_1 - \tau_2) G(\tau_2) = (\epsilon \to 0) = -\frac{2}{16\pi^2} \int_0^{2\pi} d\tau_1 \int_{\tau_1}^{2\pi} d\tau_2 1 = -\frac{1}{4}.
$$

(3.29)

Summarizing the non-vanishing result completely originates from the anomalous term: in its absence it would be identically zero! The anomalous term is no longer a spectator in our computation.

The other contribution can be analyzed in a similar way. In fact its expansion in terms of $G$–function is

$$
\int_0^{2\pi} d\tau_1 \int_{\tau_1}^{2\pi} d\tau_2 \int_{\tau_2}^{2\pi} d\tau_3 \int_{\tau_3}^{2\pi} d\tau_4 \langle (\eta\bar{\psi})_1 (\psi\bar{\eta})_4 \rangle_0 \langle (\eta\bar{\psi})_3 (\psi\bar{\eta})_2 \rangle_0 =
= \int_0^{2\pi} d\tau_1 \int_{\tau_1}^{2\pi} d\tau_2 \int_{\tau_2}^{2\pi} d\tau_3 \int_{\tau_3}^{2\pi} d\tau_4 \left[ \frac{1}{\epsilon^2} \partial_{\tau_1} \partial_{\tau_4} G(\tau_1 - \tau_4) \partial_{\tau_3} \partial_{\tau_2} G(\tau_3 - \tau_2) -
- G(\tau_1 - \tau_4) \partial_{\tau_3} \partial_{\tau_2} G(\tau_3 - \tau_2) - \partial_{\tau_1} \partial_{\tau_3} \partial_{\tau_2} G(\tau_1 - \tau_3) G(\tau_3 - \tau_2) + \epsilon^2 G(\tau_1 - \tau_4) G(\tau_3 - \tau_2) \right].
$$

(3.30)

Again the terms proportional to $\epsilon^2$ can be neglected in the limit $\epsilon \to 0$ and in the contribution of order 0 in $\epsilon$ we can eliminate two of the four integration. For the latter we find in fact

$$
- \int_0^{2\pi} d\tau_1 \int_{\tau_1}^{2\pi} d\tau_4 G(\tau_4 - \tau_1) (2G(\tau_4 - \tau_1) - G(\tau_4) - G(\tau_1)) =
= (\epsilon \to 0) = -\frac{1}{16\pi^2} \int_0^{2\pi} d\tau_1 \int_{\tau_1}^{2\pi} d\tau_4 [2 - 1 - 1] = 0.
$$

(3.31)

Therefore all the contributions coming from the anomalous term in the Ward identity (3.13) vanish for the integral (II) in (3.17). The actual value of (II) is only determined by the
first term in (3.30). We find in fact
\[
\frac{1}{\epsilon^2} \pi \int_0^{2\pi} d\tau_1 \int_0^{2\pi} d\tau_2 \int_0^{2\pi} d\tau_3 \int_0^{2\pi} d\tau_4 \partial_{\tau_1} \partial_{\tau_2} G(\tau_1 - \tau_4) \partial_{\tau_3} \partial_{\tau_2} G(\tau_3 - \tau_2) = \\
\frac{1}{\epsilon^2} \int_0^{2\pi} d\tau_3 \int_0^{2\pi} d\tau_2 G(\tau_3 - \tau_2) G''(\tau_3 - \tau_2) = \frac{\pi}{\epsilon^2} \int_0^{2\pi} d\tau G(\tau) G''(\tau) = \frac{1}{8} + O(\epsilon). \quad (3.32)
\]

### 3.4 Vertex contribution

The last set of fermionic diagrams that we have to consider in our perturbative evaluation originates when we take into account the familiar gauge-interaction between fermion and vector fields. With respect to the cases analyzed in the previous subsections, this contribution involves an additional complications: the integration over the position of a gauge-spinor-spinor vertex (see fig. 5). These diagrams arise when expanding the three cubic monomial in the second line of (3.2), i.e.

\[
- \left( \frac{2\pi}{\kappa} \right) \frac{i}{M + N} \int d\tau_{3>2>1} \left[ \text{Tr} \left[ \langle \eta \bar{\psi} \rangle_1 \langle \psi \bar{\eta} \rangle_2 A_3 \right] + \langle \eta \bar{\psi} \rangle_1 A_2 \langle \psi \bar{\eta} \rangle_3 + \langle A_1 \eta \bar{\psi} \rangle_2 \langle \psi \bar{\eta} \rangle_3 \right], \quad (3.33)
\]

where the expectation values are obviously taken in the interacting theory. Inserting the relevant interaction Lagrangian in the \( \langle \cdots \rangle \) and taking all the Wick contractions, the contribution of these three monomial can be rearranged as follows

\[
S = \left( \frac{2\pi}{\kappa} \right)^2 \frac{1}{M + N} \int_0^{2\pi} d\tau_{3>2>1} \left[ N^2 M (\eta_1 \bar{\eta} \gamma^\mu \gamma^\rho \bar{\eta}^L) \epsilon_{\mu \rho \sigma} \bar{x}_3^\sigma \Gamma^{\nu \lambda \sigma} + \right. \\
+ N^2 M (\eta_2 \bar{\eta} \gamma^\mu \gamma^\rho \bar{\eta}^L) \epsilon_{\mu \rho \sigma} \bar{x}_1^\sigma \Gamma^{\nu \lambda \sigma} + N M^2 (\eta_1 \bar{\eta} \gamma^\mu \gamma^\rho \bar{\eta}^L) \epsilon_{\mu \rho \sigma} \bar{x}_2^\sigma \Gamma^{\nu \lambda \sigma}, \quad (3.34)
\]

where we have also performed the trace over all the gauge indices and used that \(|\bar{x}_i| = 1\) for the circle. The function \( \Gamma^{\lambda \mu \nu} \) is a short-hand notation which hides the three-point function defined by the integral

\[
\Gamma^{\lambda \mu \nu}(x_1, x_2, x_3) = \left( \frac{\Gamma}{4\pi^{3/2-\varepsilon}} \right)^3 \partial_{x_1^\lambda} \partial_{x_2^\mu} \partial_{x_3^\nu} \int \frac{d^{3-2\varepsilon}w}{(x_1^w)^{1/2-\varepsilon}(x_2^w)^{1/2-\varepsilon}(x_3^w)^{1/2-\varepsilon}}. \quad (3.35)
\]

In this case it is convenient to sum upper and lower block, before performing the integration over the contour because cancellations between objects appearing in different blocks occur. We can rewrite the total contribution as

\[
S = \left( \frac{2\pi}{\kappa} \right)^2 MN \int_0^{2\pi} d\tau_{3>2>1} \left[ (\eta_1 \bar{\eta} \gamma^\mu \gamma^\rho \bar{\eta}^L) \epsilon_{\mu \rho \sigma} \bar{x}_3^\sigma \Gamma^{\nu \lambda \sigma} + \right. \\
+ (\eta_2 \bar{\eta} \gamma^\mu \gamma^\rho \bar{\eta}^L) \epsilon_{\mu \rho \sigma} \bar{x}_1^\sigma \Gamma^{\nu \lambda \sigma} + (\eta_1 \bar{\eta} \gamma^\mu \gamma^\rho \bar{\eta}^L) \epsilon_{\mu \rho \sigma} \bar{x}_2^\sigma \Gamma^{\nu \lambda \sigma} \right]. \quad (3.36)
\]
The next step is to expand the spinor bilinears in (3.36) in terms of the circuit tangent vectors \( \dot{x}_i \) and of the scalar spinor contractions \( \eta \bar{\eta} \). For instance, the first term in (3.36) can be rewritten as follows

\[
A_{12;3} = \frac{2}{(\eta \bar{\eta})} \left[ \dot{x}_1^\mu + \dot{x}_2^\mu - i \dot{x}_1^\lambda \dot{x}_2^\nu \epsilon_\lambda^\nu \right].
\]

For the circle one can write

\[
(\eta \gamma^\mu \bar{\eta}_2) = - 2 \frac{2}{(\eta \bar{\eta})} \left[ \dot{x}_1^\mu + \dot{x}_2^\mu - i \dot{x}_1^\lambda \dot{x}_2^\nu \epsilon_\lambda^\nu \right].
\]

Since we are dealing with a planar circuit, lying on the plane \( x_3 = 0 \), only the last term in (3.38) yields non-vanishing results when inserted into (3.37). After some long but trivial tensorial manipulation, using crucially that the contour is a circle, we can rearrange this contribution in a nice way

\[
A_{12;3} = \frac{2}{(\eta \bar{\eta})} \left( \delta^\mu_{\alpha \beta \lambda} \dot{x}_1^\alpha \dot{x}_2^\beta + 2 \delta^\mu_{\lambda \nu} \epsilon_{\alpha \beta \nu} \dot{x}_2^\alpha \right)\]

\[
\left[ (\eta \bar{\eta}) \dot{x}_3 \right] + \frac{r_{12}}{(\eta \bar{\eta})} \left[ x_{23}^2 + x_{13}^2 \right] h_\mu h_\nu V^{\mu \nu} + \frac{2r_{12}}{(\eta \bar{\eta})} \dot{x}_{3 \mu} \Gamma^{\mu \nu}.
\]

Let us notice that we have introduced a non-covariant notation where \( h^\mu \) stands for the versor \( \delta^\mu_{3} \), while \( r_{ij} = \epsilon_{\lambda \mu \nu} h_\lambda \dot{x}_i^\mu \dot{x}_j^\nu \). The explicit appearence in third contraction of the vector \( x^\mu \) is peculiar of the fact that we are dealing with a circle. The three-point function (3.35) appears in two different ways in the above expression: (a) its contracted forms \( \Gamma^{\mu \nu \tau} \), \( \Gamma^{\tau \mu \nu} \) and \( \Gamma^{\tau \nu \mu} \); (b) the tensor integral \( V^{\mu \nu} \)

\[
V^{\mu \nu} = - \left( \frac{1}{2} - \frac{\epsilon}{2} \right)^3 \int d^{3-2\epsilon} w \frac{w^\mu w^\nu}{(x_{1 w}^2)^{3/2-\epsilon}(x_{2 w}^2)^{3/2-\epsilon}(x_{3 w}^2)^{3/2-\epsilon}}.
\]

As discussed in [43] the contracted three-point functions greatly simplify and reduce to the derivatives of product of scalar propagator [see [43] for the details]: we expect that the related integrals will be similar to the ones appearing in the double exchange computation. The only point where the use of actual three-point function in \( D = 3 - 2\epsilon \) seems instead to be unavoidable is when we consider the contribution of \( V^{\mu \nu} \).

Below, we shall show that this complication can be avoided following the approach discussed in [18]. The idea is to regularize the behavior of the integral of \( h_\mu h_\nu V^{\mu \nu} \) at coincident points by an appropriate subtraction which removes the unwelcome singular behavior. A useful subtraction must respect two criteria: (1) it can be expressed in terms of two point
functions; (2) it eliminates the singular behavior for $\epsilon \neq 0$ and not just in the limit $\epsilon \to 0$. This second property is particularly important, otherwise one can lose finite terms arising from the product of divergent quantities with evanescent terms (see also [7] to appreciate the importance of this kind of contributions in a different but related context).

In appendix C.1 it is shown, by studying carefully the behavior of the integral at coincident points, that the combination

$$r_{12}[(x_{12}^2 + x_{13}^2)h_\mu h_\nu V^{\mu\nu} - 2(1 - 2\epsilon)x_{1\mu}\Gamma^{\nu\nu}]$$  \hspace{1cm} \text{(3.41)}$$

is completely regular when either $x_{12}^2$ or $x_{13}^2$ or $x_{23}^2$ approaches to zero. We remark the appearence of an explicit dependence, in our subtraction term, from the $\epsilon$ parameter, exactly of evanescent type: it is essential to obtain a complete regular result at coincident points. We can finally rearrange the expression for $A_{12;3}$ as follows

$$A_{12;3} = i \left(\eta_1 \eta_2\right) \hat{x}_{3\lambda}(\Gamma^{\tau\lambda\tau} - \Gamma^{\lambda\tau\tau}) +$$

$$+ \frac{r_{12}}{(\eta_2 \eta_1)} [(x_{23}^2 + x_{13}^2)h_\mu h_\nu V^{\mu\nu} - 2(1 - 2\epsilon)x_{3\mu}\Gamma^{\nu\nu}] + \frac{4(1 - \epsilon)r_{12}}{(\eta_2 \eta_1)} x_{3\nu}\Gamma^{\tau\nu}]$$,  \hspace{1cm} \text{(3.42)}$$

in order to single out the regular combination. The singular behavior, once present in the three point function $h_\mu h_\nu V^{\mu\nu}$, has been now shifted in the last term of (3.42), which is expressible just in terms of derivative of products of scalar propagators. With this simple trick the only integrals that we have to perform in $D = 3 - 2\epsilon$ are those involving the contracted three point functions.

We shall obviously perform the same procedure on the other two contributions appearing in (3.36). We get

$$A_{23;1} = i \left(\eta_2 \eta_3\right) \hat{x}_{1\nu}(\Gamma^{\tau\nu\nu} - \Gamma^{\nu\nu\tau}) +$$

$$+ \frac{r_{23}}{(\eta_3 \eta_2)} [(x_{12}^2 + x_{12}^2)h_\mu h_\nu V^{\mu\nu} - 2(1 - 2\epsilon)x_{1\nu}\Gamma^{\nu\nu}] + \frac{4(1 - \epsilon)r_{23}}{(\eta_3 \eta_2)} x_{1\nu}\Gamma^{\nu\nu}]$$,  \hspace{1cm} \text{(3.43a)}$$

$$A_{13;2} = i \left(\eta_1 \eta_3\right) \hat{x}_{2\nu}(\Gamma^{\tau\nu\nu} - \Gamma^{\nu\nu\tau}) +$$

$$+ \frac{r_{13}}{(\eta_3 \eta_1)} [(x_{12}^2 + x_{23}^2)h_\mu h_\nu V^{\mu\nu} - 2(1 - 2\epsilon)x_{2\nu}\Gamma^{\nu\nu}] + \frac{4(1 - \epsilon)r_{13}}{(\eta_3 \eta_1)} x_{2\nu}\Gamma^{\nu\nu}]$$,  \hspace{1cm} \text{(3.43b)}$$

We are ready to compute the integrals and we begin from those we can directly evaluate for $\epsilon = 0$. We consider in fact the combination

$$-i \left(\frac{2\pi}{\kappa}\right)^2 N M \int_0^{2\pi} d\tau_1 \int_0^{2\pi} d\tau_2 \int_0^{2\pi} d\tau_3 \left[\frac{r_{12}}{(\eta_2 \eta_1)} [(x_{23}^2 + x_{13}^2)h_\mu h_\nu V^{\mu\nu} - 2(1 - 2\epsilon)x_{3\mu}\Gamma^{\nu\nu}] +ight.$$

$$+ \frac{r_{23}}{(\eta_3 \eta_2)} [(x_{12}^2 + x_{12}^2)h_\mu h_\nu V^{\mu\nu} - 2(1 - 2\epsilon)x_{1\nu}\Gamma^{\nu\nu}] +
$$

$$+ \frac{r_{13}}{(\eta_3 \eta_1)} [(x_{12}^2 + x_{23}^2)h_\mu h_\nu V^{\mu\nu} - 2(1 - 2\epsilon)x_{2\nu}\Gamma^{\nu\nu}],$$ \hspace{1cm} \text{(3.44)}$$
which for $\epsilon = 0$ reduces to this simple integral

\[
- \frac{MN}{32\kappa^2} \int_0^{2\pi} d\tau_1 \int_\tau_1^{2\pi} d\tau_2 \int_{\tau_2}^{2\pi} d\tau_3 \cos \frac{\tau_1 - \tau_2}{2} \cos \frac{\tau_1 - \tau_3}{2} \cos \frac{\tau_2 - \tau_3}{2} + \frac{3}{2} = -\pi^2 MN \frac{1}{2\kappa^2} (1 - 4 \log 2).
\]

(3.45)

Next we consider the two type of contribution containing contracted three point functions: we have

\[
I_1 = i \left( \frac{2\pi}{\kappa} \right)^2 NM \int_0^{2\pi} d\tau_1 \int_\tau_1^{2\pi} d\tau_2 \int_{\tau_2}^{2\pi} d\tau_3 \left[ \frac{r_{12}}{(\eta_1 \eta_2)} \dot{x}_{\lambda\lambda} (\Gamma_{\lambda\lambda}^\tau - \Gamma_{\lambda\tau}^\tau) + (\eta_2 \bar{\eta}_3) \dot{x}_{1\nu} (\Gamma_{\tau\nu}^\tau - \Gamma_{\nu\tau}^\tau) + \right.
\]

\[
\left. + \frac{r_{23}}{(\eta_3 \eta_2)} \dot{x}_{\nu\nu} (\Gamma_{\tau\nu}^\tau - \Gamma_{\nu\tau}^\tau) \right]. \quad (3.46)
\]

and

\[
I_2 = 4i(1 - \epsilon) \left( \frac{2\pi}{\kappa} \right)^2 NM \int_0^{2\pi} d\tau_1 \int_\tau_1^{2\pi} d\tau_2 \int_{\tau_2}^{2\pi} d\tau_3 \left[ \frac{r_{12}}{(\eta_1 \eta_2)} x_{\lambda\mu} \Gamma_{\lambda\mu}^\tau + \frac{r_{23}}{(\eta_3 \eta_2)} x_{1\nu} \Gamma_{\nu\tau}^\tau + \frac{r_{13}}{(\eta_1 \eta_3)} x_{2\mu} \Gamma_{\mu\nu}^\tau \right]. \quad (3.47)
\]

These integrals are computed quite easily, once the full simmetry of the expressions is exploited and the explicit reduction in terms of two-point function has been considered. In particular we have used the definition of the function $\Phi_{i,j,k}$ (that was given in app. B of [43] and whose basic properties are recollected in Appendix (A)) and a peculiar property of the circle: the invariance under translation of the function $\Phi_{i,j,k}$ with respect to the contour parameters $\tau_i$. We also have taken advantage of some total derivative terms. The details of the computations are deferred to Appendix (D). We finally get:

\[
I_1 = - \frac{MN 4^{2\epsilon - 1} \pi^{2\epsilon + \frac{1}{2}} \Gamma \left( \frac{1}{2} - \epsilon \right)^2 \Gamma \left( 2\epsilon + \frac{1}{2} \right)}{\kappa^2 \epsilon^2 \Gamma \left( 2\epsilon \right)} = - \frac{\pi^{2+2\epsilon} MN}{2\kappa^2} \left( \frac{1}{\epsilon} + 2\gamma + 4 \log 2 + O(\epsilon) \right). \quad (3.48)
\]

and

\[
I_2 = - \frac{MN 4^{2\epsilon - 1} \pi^{2\epsilon} \Gamma \left( \frac{1}{2} - \epsilon \right)^2 \pi \epsilon \Gamma \left( 2\epsilon \right) - \sqrt{\pi} \Gamma \left( 2\epsilon + \frac{1}{2} \right)}{\kappa^2 \epsilon^2 \Gamma \left( 2\epsilon - 2 \right)} = - \frac{\pi^{2+2\epsilon} MN}{2\kappa^2} \left( \frac{1}{\epsilon} + 3 - 2\gamma + O(\epsilon) \right). \quad (3.49)
\]

Finally if we sum the three contributions (3.45), (3.48) and (3.49) we obtain the following result for the whole vertex

\[
- \frac{\pi^2 MN}{2\kappa^2} \left[ 1 - 4 \log 2 + \pi^{2\epsilon} \left( \frac{1}{\epsilon} + 3 - 2\gamma + O(\epsilon) \right) + \pi^{2\epsilon} \left( \frac{1}{\epsilon} + 2\gamma + 4 \log 2 + O(\epsilon) \right) \right]_{\epsilon \to 0} = - \frac{2\pi^2 MN}{\kappa^2}. \quad (3.50)
\]
4 Comparison with the localization result

We have to sum now the contribution of the lower block and to collect all the results: we get the following prediction at two-loop from the perturbative computation

\[
\langle W_F \rangle_{f=0} = 1 + \frac{\pi^2}{\kappa} MN - \frac{\pi^2}{6\kappa} (M^2 + N^2 - MN) + \frac{3\pi^2}{2\kappa} MN - \frac{2\pi^2}{\kappa} MN
\]

\[
= 1 - \frac{\pi^2}{6\kappa^2} (M^2 - 4MN + N^2),
\]

which is exactly the outcome of the matrix model analysis (2.13), when the framing phase is stripped off [32]. We see clearly how the fermionic interactions play a decisive role in recovering the localization result. It is also manifest the violation, at framing zero, of the cohomological equivalence in conventional perturbation theory, where evanescent terms enter crucially into the game.

5 Conclusions

We have computed at two-loop the quantum expectation value of the 1/2 BPS Wilson loop using DRED regularization. We have implicitly worked at framing zero and we have found full consistency with the localization results, that are produced at framing one. In order to compare the two expressions, one has to single out the framing phase into the matrix model outcome: this has been done in [32] and their framing zero formula precisely coincides with our perturbative answer. On the other hand, at framing zero the cohomological equivalence between 1/2 BPS and 1/6 BPS Wilson loops is expected to be violated and fermions should contribute actively to the quantum averages. We have observed exactly a non-vanishing result for the sum of fermionic double exchange diagrams and gauge-fermion-fermion vertex: we have also seen how evanescent terms, in DRED regularization, play an important role in obtaining the matrix model expression. In the case of the fermionic double exchanges we have explicitly shown that they appear as anomalous contributions to a Ward identity controlling the cohomological equivalence. It would be nice to understand this feature also in the vertex diagram. Concerning the actual vertex computation, we have followed the strategy presented in [18], performing an useful subtraction that allowed us to reduce the problem to simple propagator-like terms plus a truly vertex-like integral. This last piece is perfectly finite and can be computed directly in \( D = 3 \), simplifying enormously the calculation. In [18] we have been able to obtain the subtracted integral for a vast class of supersymmetric loops in four dimensional \( \mathcal{N} = 4 \) super Yang-Mills, namely the DGRT loops on \( S^2 \) [17]. It would be interesting to understand if such technique could be applied to more general situation in three-dimensions. In [48] we have in fact introduced two new families of Wilson loop operators in \( \mathcal{N} = 6 \) supersymmetric ChernSimons theory. The first one is defined for an arbitrary contour on the three-dimensional space and it resembles the Zarembo construction [49] in four-dimensional \( \mathcal{N} = 4 \) super Yang-Mills. The second one involves arbitrary curves on the two dimensional sphere. In both cases one
can add certain scalar and fermionic couplings to the Wilson loop so it preserves at least two supercharges. The study at quantum level of these families, using both perturbation theory and localization, will be the subject of future investigations.
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Appendices

A Conventions and outlook

First of all we shall summarize some basic features of the ABJ(M) theories in Euclidean space-time. The gauge sector consists of two gauge fields \((A_\mu)_{ij}\) and \((\hat{A}_\mu)_{ij}\) belonging respectively to the adjoint of \(U(N)\) and \(U(M)\). The matter sector instead contains the complex fields \((C_I)_{ij}\) and \((\bar{C}^I)_{ij}\) as well as the fermions \((\psi_I)_{i}\) and \((\bar{\psi}^I)_{i}\). The fields \((C, \bar{C})\) transform in the \((\mathbf{N}, \mathbf{M})\) of the gauge group \(U(N) \times U(M)\) while the couple \((\bar{C}, \psi)\) lives in the \((\mathbf{N}, \mathbf{M})\). The additional capital index \(I = 1, 2, 3, 4\) belongs to the \(R\)–symmetry group \(SU(4)\). In order to quantize the theory at the perturbative level, we have introduced the covariant gauge fixing function \(\partial_\mu A^\mu\) for both gauge fields and two sets of ghosts \((\bar{c}, c)\) and \((\bar{\bar{c}}, \bar{c})\). We work therefore with the following Euclidean space action (see [1, 50, 51])

\[
S_{CS} = -\frac{i}{4\pi} \int d^3x \varepsilon^{\mu\nu\rho} \left[ \text{Tr}(A_\mu \partial_\nu A_\rho + \frac{2}{3} A_\mu A_\nu A_\rho) - \text{Tr}(\hat{A}_\mu \partial_\nu \hat{A}_\rho + \frac{2}{3} \hat{A}_\mu \hat{A}_\nu \hat{A}_\rho) \right]
\]

\[
S_{gt} = \frac{k}{4\pi} \int d^3x \left[ \frac{1}{\xi} (\partial_\mu A^{\mu})^2 + (\partial_\mu \bar{c} D_\mu c)_I - \frac{1}{\xi} (\partial_\mu \hat{A}^{\mu})^2 + (\partial_\mu \bar{\bar{c}} D_\mu \bar{c})_I \right]
\]

\[
S_{Matter} = \int d^3x \left[ \text{Tr}(D_\mu C_I D^{\mu} \bar{C}^I) + i \text{Tr}(\bar{\psi}^I \bar{\gamma} \psi_I) \right] + S_{int}.
\]  

(A.1)

Here \(S_{int}\) consists of the sextic scalar potential and \(\psi^2 C^2\) Yukawa type potentials spelled out in [1]. The matter covariant derivatives are defined as

\[
D_\mu C_I = \partial_\mu C_I + i (A_\mu C_I - C_I A_\mu)
\]

\[
D_\mu \bar{C}^I = \partial_\mu \bar{C}^I - i (\bar{C}^I A_\mu - \hat{A}_\mu \bar{C}^I)
\]

\[
D_\mu \psi_I = \partial_\mu \psi_I - i(\hat{A}_\mu \psi_I - \psi_I A_\mu)
\]

\[
D_\mu \bar{\psi}^I = \partial_\mu \bar{\psi}^I + i (\bar{\psi}^I \hat{A}_\mu - \bar{A}_\mu \bar{\psi}^I).
\]  

(A.2)

Feynman rules: Next we shall briefly summarize the Euclidean Feynman rules relevant for our computation and some general conventions. We use the position-space propagators, which are obtained from those in momentum space (see e.g. [9]) by means of the following master integral

\[
\int \frac{d^3 \varepsilon}{(2\pi)^3} \frac{e^{ip \cdot x}}{\sqrt{2 \pi 2^s (p^2)^s}} = \frac{\Gamma \left( \frac{3}{2} - s - \epsilon \right)}{4 \pi^2 \Gamma(s)} \frac{1}{(x^2)^\frac{1}{2} - s - \epsilon}.
\]  

(A.3)

In Landau gauge, for the gauge field propagators we find

\[
\langle (A_\mu)_i^j (x) (A_\nu)_k^l (y) \rangle_0 = - \delta_i^j \delta_k^l \left( \frac{2\pi i}{\kappa} \right) \epsilon_{\mu\nu\rho} \partial^\rho_x \left( \frac{\Gamma \left( \frac{1}{2} - \epsilon \right)}{4 \pi^2 \epsilon} \frac{1}{((x-y)^2)^{\frac{1}{2} - \epsilon}} \right).
\]

\[
\langle (\hat{A}_\mu)_i^j (x) (\hat{A}_\nu)_k^l (y) \rangle_0 = \delta_i^j \delta_k^l \left( \frac{2\pi i}{\kappa} \right) \epsilon_{\mu\nu\rho} \partial^\rho_x \left( \frac{\Gamma \left( \frac{1}{2} - \epsilon \right)}{4 \pi^2 \epsilon} \frac{1}{((x-y)^2)^{\frac{1}{2} - \epsilon}} \right).
\]  

(A.4)

The scalar propagators are instead given by

\[
\langle (C_I)_i^j (x) (\bar{C}^I)_k^l (y) \rangle_0 = \delta_I^J \delta_i^j \delta_k^l \left( \frac{\Gamma \left( \frac{1}{2} - \epsilon \right)}{4 \pi^2 \epsilon} \frac{1}{((x-y)^2)^{\frac{1}{2} - \epsilon}} \right) \equiv \delta_I^J \delta_i^j \delta_k^l D(x-y).
\]  

(A.5)

\[\text{− 21 −}\]
Finally we shall consider the case of the tree level fermionic two-point function\(^2\)

\[
\langle (\psi_I)_i^j (\bar{\psi}^J)_k^l (y) \rangle = \delta_i^j \delta_k^l \partial^\mu \partial_\mu \left( \frac{\Gamma(\frac{1}{2} - \epsilon)}{4\pi^{\frac{3}{2} - \epsilon}} \frac{1}{((x - y)^2)^{\frac{3}{2} - \epsilon}} \right). \tag{A.6}
\]

The one-loop corrections to the fermion propagator is given in by

\[
\langle (\psi_I)_i^j (p)(\bar{\psi}^J)_k^l (-p) \rangle^{1 \text{ loop}} = -2i\delta_i^j \delta_k^l (N - M) \frac{16\epsilon^{-1} \pi^\epsilon (p^2)^{-\frac{1}{2} - \epsilon} \sec(\pi\epsilon)}{\Gamma(1 - \epsilon)}. \tag{A.7}
\]

Notice that this expression is finite when \(\epsilon\) approaches zero. Its expression in coordinate space is then obtained by taking the Fourier-transform

\[
\langle (\psi_I)_i^j (x)(\bar{\psi}^J)_k^l (y) \rangle^{1 \text{ loop}} = -i\delta_i^j \delta_k^l (N - M) \frac{\Gamma^2(\frac{1}{2} - \epsilon)}{16\pi^{\frac{3}{2} - 2\epsilon}} \frac{1}{((x - y)^2)^{1 - 2\epsilon}}. \tag{A.8}
\]

The last ingredient that is necessary for our analysis of the two-loop behavior of the circle in ABJ(M) theory is the integral

\[
\Gamma^{\lambda\mu\nu}(x_1, x_2, x_3) = \left( \frac{\Gamma(\frac{1}{2} - \epsilon)}{4\pi^{\frac{3}{2} - \epsilon}} \right)^3 \partial_{x_1} \partial_{x_2} \partial_{x_3} \int \frac{d^3 - 2\epsilon w}{(x_{1w})^{1/2 - \epsilon}(x_{2w})^{1/2 - \epsilon}(x_{3w})^{1/2 - \epsilon}} \equiv \partial_{x_1} \partial_{x_2} \partial_{x_3} \Phi, \tag{A.9}
\]

which governs all the three-point functions appearing in our analysis. The double contracted 3-point functions are then given by

\[
\Gamma^{\lambda\rho\nu}(x_1, x_2, x_3) = \partial_{x_3} (\partial_{x_1} \cdot \partial_{x_2}) \Phi = \frac{1}{2} \partial_{x_3} [\Box_{x_3} - \Box_{x_1} - \Box_{x_2}] \Phi \equiv \partial_{x_3} \Phi_{3,12}, \tag{A.10a}
\]

\[
\Gamma^{\rho\lambda\nu}(x_1, x_2, x_3) = \partial_{x_2} (\partial_{x_1} \cdot \partial_{x_3}) \Phi = \frac{1}{2} \partial_{x_2} [\Box_{x_2} - \Box_{x_1} - \Box_{x_3}] \Phi \equiv \partial_{x_2} \Phi_{2,13}, \tag{A.10b}
\]

\[
\Gamma^{\rho\lambda\nu}(x_1, x_2, x_3) = \partial_{x_1} (\partial_{x_2} \cdot \partial_{x_3}) \Phi = \frac{1}{2} \partial_{x_1} [\Box_{x_1} - \Box_{x_2} - \Box_{x_3}] \Phi \equiv \partial_{x_1} \Phi_{1,23}, \tag{A.10c}
\]

where we took advantage of the invariance of the scalar function \(\Phi\) under translations \([\partial_{x_1} + \partial_{x_2} + \partial_{x_3}] \Phi = 0\) and introduced the short-hand notation

\[
\Phi_{i,j,k} = -\frac{\Gamma^2(1/2 - \epsilon)}{32\pi^{3 - 2\epsilon}} \left[ \frac{1}{(x_{ij}^2)^{\frac{1}{2} - \epsilon}(x_{ik}^2)^{\frac{1}{2} - \epsilon}} - \frac{1}{(x_{ij}^2)^{\frac{1}{2} - \epsilon}(x_{kj}^2)^{\frac{1}{2} - \epsilon}} + \frac{1}{(x_{ik}^2)^{\frac{1}{2} - \epsilon}(x_{kj}^2)^{\frac{1}{2} - \epsilon}} \right]. \tag{A.11}
\]

In our computation we are also led to consider the value of \(\Phi_{i,j,k}\) at coincident points. For \(\epsilon > 1/2\) they are finite and given by

\[
\Phi_{i,k} = \frac{1}{2} \left( \frac{\Gamma(1/2 - \epsilon)}{4\pi^{3/2 - \epsilon}} \right)^2 \frac{1}{(x_{ik}^2)^{1 - 2\epsilon}}, \quad \Phi_{i,j} = -\frac{1}{2} \left( \frac{\Gamma(1/2 - \epsilon)}{4\pi^{3/2 - \epsilon}} \right)^2 \frac{1}{(x_{ij}^2)^{1 - 2\epsilon}}. \tag{A.12}
\]

In the spirit of DRED we extend these result to any value of \(\epsilon^3\).

\(^2\)Our choice of Dirac algebra is defined by \(\gamma^\mu \gamma^\nu = \delta^\mu\nu - i\epsilon^\mu\nu\gamma_5\)

\(^3\)This is equivalent to the usual statement that massless tadpoles vanish in dimensional regularization.
B Some properties of the function $F(\tau)$

The key ingredients in the evaluation of the double exchange diagram are the values in zero of the function

$$F(\tau) \equiv -\int_{\tau}^{2\pi} d\tau_1 \int_{\tau_1}^{2\pi} d\tau_2 \int_{\tau_2}^{2\pi} d\tau_3 \frac{1}{[\sin^2 \frac{\tau_3}{2}]^{1-\epsilon}} = -\frac{1}{2} \int_{\tau}^{2\pi} d\tau_1 \frac{(\tau_1 - \tau)^2}{[\sin^2 \frac{\tau_1}{2}]^{1-\epsilon}}, \quad (B.1)$$

and of its derivatives. The third derivative with respect to $\tau$,

$$\frac{\partial^3}{\partial \tau^3} F(\tau) = \frac{1}{[\sin^2 \frac{\tau}{2}]^{1-\epsilon}}, \quad (B.2)$$

reproduces the building block appearing in the double exchange diagram. By definition $F(2\pi) = F'(2\pi) = F''(2\pi) = 0$. Moreover this function obeys a simple reflection formula when $\tau \mapsto 2\pi - \tau$. In fact

$$F(2\pi - \tau) = -\frac{1}{2} \int_{2\pi - \tau}^{2\pi} d\tau_2 \frac{(\tau_2 - 2\pi + \tau)^2}{[\sin^2 \frac{\tau_2}{2}]^{1-\epsilon}} = -\frac{1}{2} \int_{0}^{\tau} d\tau_2 \frac{(\tau - \tau_2)^2}{[\sin^2 \frac{\tau}{2}]^{1-\epsilon}} =$$

$$= -\frac{1}{2} \int_{0}^{2\pi} d\tau_2 \frac{(\tau - \tau_2)^2}{[\sin^2 \frac{\tau}{2}]^{1-\epsilon}} \equiv F(\tau) = F(0) + F'(0)\tau + \frac{\tau^2}{2} F''(0) - F(\tau). \quad (B.3)$$

If we evaluate $(B.3)$ for $\tau = 2\pi$ we obtain a relation connecting the first and the second derivative in 0

$$F(0) = F(0) + 2\pi F'(0) + 2\pi^2 F''(0) - F(2\pi) \quad \Rightarrow \quad F'(0) = -\pi F''(0). \quad (B.4)$$

We also have similar reflection formulae for the derivatives

$$F'(2\pi - \tau) = -F'(0) - \tau F''(0) + F'(\tau) \quad \text{and} \quad F''(2\pi - \tau) = F''(0) - F''(\tau). \quad (B.5)$$

In order to determine the value of $F$ and its derivatives in zero, we need to find a more appropriate representation. To achieve this goal we shall consider the following identity

$$\frac{1}{[\sin^2 \frac{\tau}{2}]^{1-\epsilon}} = \frac{2}{(2\epsilon - 1)\epsilon} \frac{d^2}{d\tau^2} \left( \left( \sin^2 \frac{\tau}{2} \right)^\epsilon \right) + \frac{2\epsilon}{(2\epsilon - 1)} \left( \sin^2 \frac{\tau}{2} \right)^\epsilon. \quad (B.6)$$

If we integrate three times both sides we obtain an alternative representation of $F(\tau)$ which is better behaved around $\epsilon = 0$,

$$F(\tau) = \frac{2}{(1 - 2\epsilon)\epsilon} \int_{\tau}^{2\pi} d\tau' \left( \sin^2 \frac{\tau'}{2} \right)^\epsilon + \frac{\epsilon}{(1 - 2\epsilon)} \int_{\tau}^{2\pi} d\tau' (\tau - \tau')^2 \left( \sin^2 \frac{\tau'}{2} \right)^\epsilon. \quad (B.7)$$

From this representation, we immediately find that

$$F(0) = \frac{4\pi}{\epsilon} + 8\pi + 2 \int_{0}^{2\pi} \log \left[ \sin^2 \frac{\tau}{2} \right] + O(\epsilon) = \frac{4\pi}{\epsilon} + 8\pi - 8\pi \log 2 + O(\epsilon). \quad (B.8)$$

We consider now the second derivative in zero. By means of the representation $(B.7)$, we can write

$$F''(0) = \frac{2\epsilon}{(1 - 2\epsilon)} \int_{0}^{2\pi} d\tau' \left( \sin^2 \frac{\tau'}{2} \right)^\epsilon = 4\pi \epsilon + O(\epsilon^2). \quad (B.9)$$
The last step is to compute the only relevant quantity which is still an integral of $F$

$$\int_0^{2\pi} d\tau \frac{1}{(2\pi - \tau)} (F''(\tau))^2. \quad (B.10)$$

From (B.7) we can represent the second derivative of $F$ as follows

$$F''(\tau) = -\frac{2}{(1 - 2\epsilon)\epsilon} \frac{d}{d\tau} \left(\sin^2 \frac{\tau}{2}\right)^\epsilon + \frac{2\epsilon}{(1 - 2\epsilon)} \int_\tau^{2\pi} d\tau' \left(\sin^2 \frac{\tau'}{2}\right)^\epsilon \equiv \frac{1}{\epsilon^2} g''(\tau) + \epsilon g(\tau). \quad (B.11)$$

and use this identity to evaluate the integral

$$\int_0^{2\pi} d\tau (2\pi - \tau) (F''(\tau))^2 = \int_0^{2\pi} d\tau (2\pi - \tau) \left(\frac{1}{\epsilon^2} g''(\tau) + \epsilon g(\tau)\right)^2 =$$

$$= \frac{2}{(1 - 2\epsilon)^2} \int_0^{2\pi} d\tau (2\pi - \tau) [\sin^2 \left(\frac{\tau}{2}\right)]^\epsilon - \frac{4F'(0)}{(1 - 2\epsilon)^2} - 2 \int_0^{2\pi} d\tau (2\pi - \tau) (g'(\tau))^2 + g(\epsilon) +$$

$$+ \epsilon^2 \int_0^{2\pi} d\tau (2\pi - \tau) g(\tau) = -8\pi^2 - 16\pi^2 - 16\pi^2 + O(\epsilon) = -40\pi^2 + O(\epsilon). \quad (B.12)$$

**C Vertex master integral**

The hardcore of the computation of the vertex diagram discussed in subsec. 3.4 is governed by the tensor integral

$$V^{\mu\nu} = -\left(\frac{\Gamma \left(\frac{3}{2} - \epsilon\right)}{2\pi^{3/2-\epsilon}}\right)^3 \int d^{3-2\epsilon}w \frac{w^\mu w^\nu}{(x_1^w)^{3/2-\epsilon}(x_2^w)^{3/2-\epsilon}(x_3^w)^{3/2-\epsilon}}, \quad (C.1)$$

saturated with the unit vector $h_\mu$ normal to the plane where our circle lies. We find convenient and efficient to reduce (C.1) to scalar integrals through the technique developed in [52], which will briefly summarize below for our specific example. The starting point is a scalar integral of the form

$$J(n|\nu_1, \nu_2, \nu_3) = \frac{\Gamma(\nu_1)\Gamma(\nu_2)\Gamma(\nu_3)}{(2\pi)^{3}} \int \frac{d^n w}{(x_1^w)^{\nu_1}(x_2^w)^{\nu_2}(x_3^w)^{\nu_3}}. \quad (C.2)$$

By introducing the standard Feynman parameters we can perform the integration over $w$ to obtain the following representation for $J(n|\nu_1, \nu_2, \nu_3)$

$$J(n|\nu_1, \nu_2, \nu_3) = \frac{\Gamma(\nu_1 + \nu_2 + \nu_3 - \frac{n}{2})}{8\pi^n} \int_0^1 dt_1 dt_2 dt_3 t_1^{\nu_1 - 1} t_2^{\nu_2 - 1} t_3^{\nu_3 - 1} \delta(1 - t_1 - t_2 - t_3) \times$$

$$\times [t_1 t_2 (x_{12})^2 + t_1 t_3 (x_{13})^2 + t_2 t_3 (x_{23})^2]^{\frac{2}{2} - \nu_1 - \nu_2 - \nu_3}, \quad (C.3)$$

where we have introduced for convenience the shorthand notation $x_{ij}^\mu = x_i^\mu - x_j^\mu$. If we take the derivative of both sides of (C.3) with respect to $x_{ij}^\mu$ we find

$$\partial_{x_{ij}^\mu} J(n|\nu_1, \nu_2, \nu_3) = -\frac{2\Gamma(\nu_1 + \nu_2 + \nu_3 + 1/2 - \frac{n}{2})}{8\pi^n} \int_0^1 dt_1 dt_2 dt_3 t_1^{\nu_1 - 1} t_2^{\nu_2 - 1} t_3^{\nu_3 - 1} \times$$

$$\times \delta(1 - t_1 - t_2 - t_3) [t_1 t_2 (x_{12})^2 + t_1 t_3 (x_{13})^2 + t_2 t_3 (x_{23})^2]^{\frac{2}{2} - \nu_1 - \nu_2 - \nu_3} (t_1 t_2 x_{12}^\mu + t_1 t_3 x_{13}^\mu). \quad (C.4)$$
The above expression can be then rewritten in terms of scalar integral of the type (C.3), but in higher dimension:
\[
\partial_{x_1^\nu} J(n|\nu_1, \nu_2, \nu_3) = -2\pi^2 [x_{1\nu_1} J(n+2|\nu_1+1, \nu_2+1, \nu_3) + x_{13\mu} J(n+2|\nu_1+1, \nu_2, \nu_3+1)].
\]

We take now a derivative of the above result with respect to \( x_2^\nu \). We obtain
\[
\partial_{x_1^\nu} \partial_{x_2^\nu} J(n|\nu_1, \nu_2, \nu_3) = -2\pi^2 [-\delta_{\mu\nu} J(n+2|\nu_1+1, \nu_2+1, \nu_3) + x_{1\mu} \partial_{x_2^\nu} J(n+2|\nu_1+1, \nu_2, \nu_3+1)],
\]
where the symbol \( \delta_{\mu\nu} \) denotes the Kronecker delta in 3 \(-\) \( 2\epsilon \) dimensions. Since the coordinates \( x_i \) are all orthogonal to \( h \), we can immediately write
\[
h_\mu h_\nu V^{\mu\nu} = -\frac{1}{4} h^{\mu\nu} \partial_{x_1^\mu} \partial_{x_2^\nu} J \left( 3 - 2\epsilon \right) \left( \frac{1}{2} - \epsilon, \frac{1}{2} - \epsilon, \frac{3}{2} - \epsilon \right)
= \frac{\pi^2}{2} h^{\mu\nu} \delta_{\mu\nu} J \left( 5 - 2\epsilon \right) \left( \frac{3}{2} - \epsilon, \frac{3}{2} - \epsilon, \frac{3}{2} - \epsilon \right).
\]

The computation of the contraction \( h^{\mu\nu} \delta_{\mu\nu} \) requires particular care. We first notice that the bilinear can be also rearranged as follows
\[
h^{\mu\nu} = \delta^{\mu\nu} - v_1^\mu v_1^\nu - v_2^\mu v_2^\nu,
\]
where \( \delta^{\mu\nu} \) is the Kronecker delta in three dimensions and \( v_i \) are two orthonormal directions in plane where the circle lies. Thus
\[
h^{\mu\nu} \delta_{\mu\nu} = (\delta^{\mu\nu} - v_1^\mu v_1^\nu - v_2^\mu v_2^\nu) \delta_{\mu\nu} = \delta^{\mu\nu} \delta_{\mu\nu} - 2 = 3 - 2\epsilon - 2 = (1 - 2\epsilon).
\]

Here we used the DRED prescription that \( \delta^{\mu\nu} \delta_{\mu\nu} = 3 - 2\epsilon \).

Exploiting the above result we obtain the following higher dimensional representation for our master integral
\[
h_\mu h_\nu V^{\mu\nu} = \frac{\pi^2}{2} (1 - 2\epsilon) J \left( 5 - 2\epsilon \right) \left( \frac{3}{2} - \epsilon, \frac{3}{2} - \epsilon, \frac{3}{2} - \epsilon \right).
\]

C.1 Asymptotic behavior

The second key-ingredient of our analysis is the short distance behavior \( |x_{ij}^\mu| = |x_1^\mu - x_j^\mu| \to 0 \) of the vertex integral
\[
J \left( 5 - 2\epsilon \right) \left( \frac{3}{2} - \epsilon, \frac{3}{2} - \epsilon, \frac{3}{2} - \epsilon \right).
\]

This feature can be extracted from the familiar representation of \( J (5 - 2\epsilon \left| 1_2 \right. \epsilon, \frac{3}{2} - \epsilon, \frac{3}{2} - \epsilon) \) as an integral over Feynman parameters
\[
\frac{\Gamma(2 - 2\epsilon)}{8\pi^{5-2\epsilon}} \int_0^1 dt_1 dt_2 dt_3 \frac{t_1^{\frac{1}{2} - \epsilon} t_2^{\frac{1}{2} - \epsilon} t_3^{\frac{1}{2} - \epsilon} \delta(1-t_1-t_2-t_3)}{[t_1 t_2 x_{12}^2 + t_1 t_3 x_{13}^2 + t_2 t_3 x_{23}^2]^{2-2\epsilon}}.
\]
by adapting the analysis performed in app. B of [53] to our case. Since the integral is symmetric in the coordinates \( x_i \), we can focus on the limit \( x_{12}^2 \to 0 \) without loss of generality and perform the change of variable

\[
t_1 = \frac{s}{1 + z}, \quad t_2 = \frac{1 - s}{1 + z}, \quad t_3 = \frac{z}{1 + z} \quad \text{where} \quad 0 \leq z \leq \infty \text{ and } 0 \leq s \leq 1.
\]  
(C.13)

We obtain

\[
\Gamma(2 - 2\epsilon) \int_0^\infty dz \int_0^1 ds \frac{1}{\bar{s}}^{\frac{1}{2} - \epsilon} \bar{s}^{\frac{1}{2} - \epsilon} z^{\frac{1}{2} - \epsilon} (z + 1)^{-\epsilon - \frac{1}{2}} (\bar{s}x_{12}^2 + z(sx_{23}^2 + sx_{13}^2))^{2\epsilon - 2},
\]  
(C.14)

where \( \bar{s} = 1 - s \). In order to single out the singular behavior we perform an additional change of variable, namely we scale the \( z \) as follows

\[
z \to \frac{\bar{s}}{sx_{23}^2 + sx_{13}^2}
\]  
(C.15)

and we get

\[
\Gamma(2 - 2\epsilon) \int_0^\infty dz \int_0^1 ds \frac{1}{\bar{s}^{\frac{1}{2} - \epsilon} (z + 1)^{2 - 2\epsilon}} \int_0^1 ds (\bar{s}x_{23}^2 + sx_{13}^2)^{2\epsilon - 1} (\bar{s}sx_{12}^2 + \bar{s}sx_{23}^2 + sx_{13}^2)^{-\epsilon - \frac{1}{2}}.
\]  
(C.16)

The leading beaviour for \( x_{13}^2 \to 0 \) can be now safely obtained since both the integrals over \( z \) and over \( s \) are convergent when we pose \( x_{12}^2 = 0 \) inside

\[
\Gamma(2 - 2\epsilon) \frac{1}{\pi (x_{12}^2)^{\frac{1}{2} - \epsilon}} \int_0^\infty dz \int_0^1 ds \frac{1}{\bar{s}^{\frac{1}{2} - \epsilon} (z + 1)^{2 - 2\epsilon}} \int_0^1 ds (\bar{s}x_{23}^2 + sx_{13}^2)^{-\epsilon - \frac{1}{2}} + O(1) = \left( \frac{1}{\pi (x_{12}^2)^{\frac{1}{2} - \epsilon} (x_{23}^2)^{\frac{1}{2} - \epsilon}} + O(1).
\]  
(C.17)

Since in this limit \( x_{13}^2 \) becomes \( x_{23}^2 \), we can also write

\[
J \left( 5 - 2\epsilon, \frac{3}{2} - \epsilon, \frac{3}{2} - \epsilon, \frac{3}{2} - \epsilon \right) \approx \frac{(1 - 2\epsilon)}{\pi^2} \left( \frac{\Gamma \left( \frac{1}{2} - \epsilon \right)}{4\pi^{\frac{1}{2} - \epsilon}} \right)^2 \frac{1}{(x_{12}^2)^{\frac{1}{2} - \epsilon} (x_{23}^2)^{\frac{1}{2} - \epsilon}} + O(1).
\]  
(C.18)

Therefore, for the contraction \( h(h, V^{\mu\nu}) \), we arrive to the following expansion

\[
h_{\mu h, V^{\mu\nu}} = \frac{(1 - 2\epsilon)}{2} \left( \frac{\Gamma \left( \frac{1}{2} - \epsilon \right)}{4\pi^{\frac{1}{2} - \epsilon}} \right)^2 \frac{1}{(x_{12}^2)^{\frac{1}{2} - \epsilon} (x_{23}^2)^{\frac{1}{2} - \epsilon}} + O(1),
\]  
(C.19)

when \( x_{12}^2 \) approaches zero. The behavior when \( x_{13}^2 \) or \( x_{23}^2 \) goes to zero is similar and it is simply obtained by permuting the role of the coordinates in (C.19).

Consider now the contraction \( x_{1\mu} \Gamma^{\mu\nu\rho} \). If the points \( x_i \) belong to the unit circle, we can greatly simplify its explicit form

\[
x_{1\mu} \Gamma^{\mu\nu\rho} = \frac{(1 - 2\epsilon)}{4} \left( \frac{\Gamma \left( \frac{1}{2} - \epsilon \right)}{4\pi^{\frac{1}{2} - \epsilon}} \right)^2 \left( \frac{1}{(x_{12}^2)^{\frac{1}{2} - \epsilon} (x_{23}^2)^{\frac{1}{2} - \epsilon}} - \frac{1}{(x_{12}^2)^{\frac{1}{2} - \epsilon} (x_{23}^2)^{\frac{1}{2} - \epsilon}} \right).
\]  
(C.20)
Then the combination

$$[(x_{12}^2 + x_{13}^2)h_\mu h_\nu V^{\mu\nu} - 2(1 - 2\epsilon)x_{1\mu}\Gamma^{\mu\nu}]$$

(C.21)
is completely regular when either $x_{12}^2$ or $x_{13}^2$ approach zero.

For $\epsilon \neq 0$ a closed expression of $h_\mu h_\nu V^{\mu\nu}$ in terms of hypergeometric functions can be derived with help of the results given in [54]. However to achieve our goal it is sufficient to know its value at $\epsilon = 0$, which is obtained by directly performing the integral (C.16)

$$h_\mu h_\nu V^{\mu\nu} = \frac{\pi^2}{2} J \left(\begin{array}{ccc} 3 & 3 & 3 \\ 2 & 2 & 2 \end{array}\right) = \frac{1}{16\pi^2\sqrt{x_{12}^2x_{13}^2x_{23}^2}(\sqrt{x_{12}^2} + \sqrt{x_{13}^2} + \sqrt{x_{23}^2})}.$$  

(C.22)

## D Integrals of contracted 3-point functions

The goal of this appendix is to provide more details on the procedure used to evaluate the integrals involving the double contracted three-point functions. We first consider the following combination appearing in the vertex contribution

$$I_1 = i \left(\frac{2\pi}{\kappa}\right)^2 N M \int_0^{2\pi} d\tau_1 \int_0^{2\pi} d\tau_2 \int_0^{2\pi} d\tau_3 \left[ (\eta_1\bar{\eta}_2)\dot{x}_{3\lambda}(\Gamma^{\lambda\tau} - \Gamma^{\lambda\tau}) + (\eta_2\bar{\eta}_3)\dot{x}_{1\nu}(\Gamma^{\tau\nu} - \Gamma^{\tau\nu}) + (\eta_1\bar{\eta}_3)\dot{x}_{2\rho}(\Gamma^{\rho\tau} - \Gamma^{\rho\tau}) \right].$$

(D.1)

The integral (D.1) can be simplified if we use the symmetry of the integrand under the exchange of the variable of integrations. Note in fact it possesses the following structure

$$\int_0^{2\pi} d\tau_1 \int_0^{2\pi} d\tau_2 \int_0^{2\pi} d\tau_3 [Q_{12,3} + Q_{23,1} + Q_{13,2}]$$

(D.2)

where $Q_{ij,k} = -Q_{ji,k}$. The subscripts on $Q$ summarizes its dependence on $\tau_1$, $\tau_2$ and $\tau_3$. Since $\tau_3 > \tau_2 > \tau_1$ we can rewrite this integral as follows

$$\int_0^{2\pi} d\tau_1 \int_0^{2\pi} d\tau_2 \int_0^{2\pi} d\tau_3 [Q_{12,3} \text{sign}(\tau_2 - \tau_1) + Q_{23,1} \text{sign}(\tau_3 - \tau_1) + Q_{13,2} \text{sign}(\tau_3 - \tau_1)].$$

(D.3)

In this form the integrand is manifestly symmetric in the exchange of all variable and thus we can close the region of integration on the cube $[0, 2\pi] \times [0, 2\pi] \times [0, 2\pi]$

$$\frac{1}{3!} \int_0^{2\pi} d\tau_1 \int_0^{2\pi} d\tau_2 \int_0^{2\pi} d\tau_3 [Q_{12,3} \text{sign}(\tau_2 - \tau_1) + Q_{23,1} \text{sign}(\tau_3 - \tau_2) + Q_{13,2} \text{sign}(\tau_3 - \tau_1)] = \frac{1}{2} \int_0^{2\pi} d\tau_1 \int_0^{2\pi} d\tau_2 \int_0^{2\pi} d\tau_3 Q_{23,1} \text{sign}(\tau_3 - \tau_2)$$

(D.4)

$$= -\frac{1}{2} \int_0^{2\pi} d\tau_1 \int_0^{2\pi} d\tau_2 \int_0^{2\pi} d\tau_3 Q_{23,1} - \frac{1}{2} \int_0^{2\pi} d\tau_1 \int_0^{2\pi} d\tau_3 \int_0^{2\pi} d\tau_2 Q_{23,1} = \int_0^{2\pi} d\tau_1 \int_0^{2\pi} d\tau_2 \int_0^{2\pi} d\tau_3 Q_{23,1}.$$  

If we apply this result to our original integral (D.1) we get the following compact form

$$I_1 = i \left(\frac{2\pi}{\kappa}\right)^2 N M \int_0^{2\pi} d\tau_1 \int_0^{2\pi} d\tau_2 \int_0^{2\pi} d\tau_3 (\eta_2\bar{\eta}_3)\dot{x}_{1\nu}(\Gamma^{\tau\nu} - \Gamma^{\tau\nu}).$$

(D.5)
Next we put the integrand (D.5) into a form which is amenable to a direct contour integration. If we use the representation of the contracted three point functions in terms of the auxiliary function $\Phi_{i,j,k}$ defined in appendix A, we find

$$(\eta_2 \bar{\eta}_3) \dot{x}_{1i} (\Gamma^{\tau \tau'} - \Gamma^{\nu \nu'}) = (\eta_2 \bar{\eta}_3) \dot{x}_1 \cdot (\partial_{x_3} \Phi_{3,12} - \partial_{x_5} \Phi_{2,13}) = (D.6)$$

$$= (\eta_2 \bar{\eta}_3) \dot{x}_1 \cdot (\partial_{x_3} (\Phi_{3,12} + \Phi_{2,13}) + \partial_{x_1} \Phi_{2,13}) = (\eta_2 \bar{\eta}_3) \left( \dot{x}_1 \cdot \partial_{x_3} (\Phi_{3,12} + \Phi_{2,13}) + \frac{d}{d\tau_1} \Phi_{2,13} \right),$$

where we used the invariance under translation of the function $\Phi_{i,j,k}$: $(\partial_{x_1} + \partial_{x_2} + \partial_{x_3}) \Phi_{i,j,k} = 0$. Exploiting the fact that the combination $x^2_{ij}$ on a circle is a function only of $\tau_i - \tau_j$, the first term in (D.6) can be rewritten as follows

$$(\eta_2 \bar{\eta}_3) \dot{x}_1 \cdot \partial_{x_3} (\Phi_{3,12} + \Phi_{2,13}) = - (\eta_2 \bar{\eta}_3) \left( \frac{\Gamma(1/2 - \epsilon)}{4\pi^{3/2-\epsilon}} \right)^2 \frac{1}{(x_{12}^2)^{1/2-\epsilon}} \frac{d}{d\tau_1} \frac{1}{(x_{13}^2)^{1/2-\epsilon}} =$$

$$= (\eta_2 \bar{\eta}_3) \left( \frac{\Gamma(1/2 - \epsilon)}{4\pi^{3/2-\epsilon}} \right)^2 \frac{1}{(x_{12}^2)^{1/2-\epsilon}} \frac{d}{d\tau_3} \frac{1}{(x_{13}^2)^{1/2-\epsilon}} =$$

$$= \frac{d}{d\tau_3} \left[ (\eta_2 \bar{\eta}_3) (\Phi_{3,12} + \Phi_{2,13}) \right] - \left( \Phi_{3,12} + \Phi_{2,13} \right) \frac{d}{d\tau_1} (\eta_2 \bar{\eta}_3).$$

Therefore we have to compute the contour integral

$$I_1 = i \left( \frac{2\pi}{\kappa} \right)^2 N M \int_0^{2\pi} \int_0^{2\pi} \int_0^{2\pi} \left[ \frac{d}{d\tau_3} \left[ (\eta_2 \bar{\eta}_3) (\Phi_{3,12} + \Phi_{2,13}) \right] - \left( \Phi_{3,12} + \Phi_{2,13} \right) \frac{d}{d\tau_1} (\eta_2 \bar{\eta}_3) \right].$$

The last term in (D.8) is a total derivative in $\tau_1$ of a periodic function of this variable. The integral over the whole period is then zero. We remain with

$$I_1 = i \left( \frac{2\pi}{\kappa} \right)^2 N M \int_0^{2\pi} \int_0^{2\pi} \int_0^{2\pi} \left[ \frac{d}{d\tau_3} \left[ (\eta_2 \bar{\eta}_3) (\Phi_{3,12} + \Phi_{2,13}) \right] - \left( \Phi_{3,12} + \Phi_{2,13} \right) \frac{d}{d\tau_1} (\eta_2 \bar{\eta}_3) \right].$$

We consider first the term which is a total derivative with respect to $\tau_3$, and we perform the integration over $\tau_3$

$$\int_0^{2\pi} \int_0^{2\pi} \int_0^{2\pi} \frac{d}{d\tau_3} \left[ (\eta_2 \bar{\eta}_3) (\Phi_{3,12} + \Phi_{2,13}) \right] = \int_0^{2\pi} \int_0^{2\pi} \frac{\cos \frac{\tau_2}{2}}{(4 \sin^2 \left( \frac{\tau_1 - \tau_2}{2} \right))^{1/2-\epsilon}} + \frac{2}{(4 \sin^2 \left( \frac{\tau_1 - \tau_2}{2} \right))^{1/2-\epsilon}}.$$

The first term gives a vanishing integral since is odd in the transformation $(\tau_1, \tau_2) \mapsto (2\pi - \tau_1, 2\pi - \tau_2)$. The second term is proportional to the integral appearing one-loop and thus vanishes when $\epsilon \to 0$. 
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The evaluation of $I_1$ collapses to

$$I_1 = -\left(\frac{2\pi}{\kappa}\right)^2 NM\int_0^{2\pi} d\tau_1 \int_0^{2\pi} d\tau_2 \int_{\tau_2}^{2\pi} d\tau_3 \sin \frac{\tau_3 - \tau_2}{2}(\Phi_{1,12} + \Phi_{2,13}) =$$

$$= -\left(\frac{2\pi}{\kappa}\right)^2 N M \left(\frac{\Gamma(1/2 - \epsilon)}{4\pi^{2/2 - \epsilon}}\right)^2 \int_0^{2\pi} d\tau_1 \int_0^{2\pi} d\tau_2 \int_{\tau_2}^{2\pi} d\tau_3 \frac{\sin \frac{\tau_3 - \tau_2}{2}}{(4\sin^2 \frac{(\tau_2 - \tau_3)}{2})^{\frac{1}{2} - \epsilon} (4\sin^2 \frac{(\tau_2 - \tau_3)}{2})^{\frac{1}{2} - \epsilon} }. \tag{D.11}$$

The integration over the contour becomes straightforward once we observe that the integrand is the sum of two total derivatives, one w.r.t. $\tau_2$ and one w.r.t. $\tau_3$, if we write

$$\sin \frac{\tau_3 - \tau_2}{2} = \sin \frac{\tau_3 - \tau_1}{2} \cos \frac{\tau_1 - \tau_2}{2} + \sin \frac{\tau_1 - \tau_2}{2} \cos \frac{\tau_3 - \tau_1}{2}. \tag{D.12}$$

This allows us to perform easily one of the integrals and to remain with two closed integration

$$I_1 = -\left(\frac{1}{\kappa^2 \epsilon}\right)\pi 2^{\epsilon - 2} (\pi^{2\epsilon - 1})^{\epsilon} \left(\frac{1}{2} - \epsilon\right)^2 \frac{\Gamma(2\epsilon + 1)}{\Gamma(2\epsilon)} \int_0^{2\pi} d\tau_1 \left[\sin^2 \left(\frac{\tau_1}{2}\right)\right]^{2\epsilon} \tag{D.13}$$

Since the integrand is a function of $\tau_1 - \tau_2$, it is periodic and the integration is over the whole period, the integral over $\tau_1$ yields a result independent of $\tau_2$. Therefore we can drop the integral over $\tau_2$ and multiply by $2\pi$, we get

$$I_1 = -\frac{2\pi}{\kappa^2 \epsilon} 4^{2\epsilon - 2} (\pi^{2\epsilon - 1})^{\epsilon} \left(\frac{1}{2} - \epsilon\right)^2 \frac{\Gamma(2\epsilon + 1)}{\Gamma(2\epsilon)} \int_0^{2\pi} d\tau_1 \left[\sin^2 \left(\frac{\tau_1}{2}\right)\right]^{2\epsilon} =$$

$$= -\frac{2\pi}{\kappa^2 \epsilon} 4^{2\epsilon - 2} (\pi^{2\epsilon - 1})^{\epsilon} \left(\frac{1}{2} - \epsilon\right)^2 \frac{\Gamma(2\epsilon + 1)}{\Gamma(2\epsilon)} =$$

$$= -\frac{\pi^{2 + 2\epsilon} M N}{2\epsilon^2} \left(\frac{1}{\epsilon} + 2\gamma + 4 \log 2 + O(\epsilon)\right). \tag{D.14}$$

Next we consider the second type of contribution containing contracted three-point functions

$$I_2 = 4 i (1 - \epsilon) \left(\frac{2\pi}{\kappa}\right)^2 N M \int_0^{2\pi} d\tau_1 \int_{\tau_1}^{2\pi} d\tau_2 \int_{\tau_2}^{2\pi} d\tau_3 \frac{r_{12}}{(n_2 \bar{n}_1)} x_{13} \Gamma^{\tau\nu\nu} + \frac{r_{23}}{(n_3 \bar{n}_2)} x_{12} \Gamma^{\nu\nu\tau} + \frac{r_{13}}{(n_3 \bar{n}_1)} x_{23} \Gamma^{\nu\tau\tau}. \tag{D.15}$$

Using again the result (D.4), we can reduce the integrand just one term. The contour integration can be performed along the same line discussed above and one gets

$$I_2 = 4 i (1 - \epsilon) \left(\frac{2\pi}{\kappa}\right)^2 N M \int_0^{2\pi} d\tau_1 \int_{\tau_1}^{2\pi} d\tau_2 \int_{\tau_2}^{2\pi} d\tau_3 \frac{r_{23}}{(n_3 \bar{n}_2)} x_{13} \Gamma^{\nu\nu\tau} =$$

$$= -\frac{MN 4^{2\epsilon - 2\epsilon} (\pi^{2\epsilon - 1})^{\epsilon} \left(\frac{1}{2} - \epsilon\right)^2 \left(\pi \epsilon \Gamma(2\epsilon) - \sqrt{\pi} \Gamma(2\epsilon + 1/2)\right)}{\kappa^2 \epsilon^2 \Gamma(2\epsilon - 2)} =$$

$$= -\frac{\pi^{2 + 2\epsilon} M N}{2\kappa^2} \left(-\frac{1}{\epsilon} + 3 - 2\gamma + O(\epsilon)\right). \tag{D.16}$$
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