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1 INTRODUCTION

Several fairness measures are being considered in the search and recommendation literature. Different measures have been proposed based on different definitions of fairness, aimed at different environments. For instance, Singh and Joachims [37] consider the disparate treatment ratio (DTR), which ensures equity of exposure: each group should get exposed proportional to their utility. DTR for group fairness can be used for deterministic rankers, which produce one ranking per query, as well as stochastic rankers, with different randomly sampled rankings per query. It also makes no assumptions about the utility values of the ranked items. In contrast, the expected exposure loss (EEL) is based on the premise that groups (or individuals) with the same relevance level should have equal expected exposures [10]. By definition, EEL should be used for stochastic rankers. It is also assumed in EEL that the relevance levels have discrete values.

Optimizing fairness measures. The goal of this paper is not to list and compare different fairness definitions; much has already been written about this [34, 44]. Neither do we want to unify different fairness measures, since they deal with different aspects of fairness, and more importantly, it has been shown that there is an inherent trade-off between some fairness conditions [21], which makes it impossible to have a unified fairness measure. What we aim to accomplish is to provide a general framework that can be used for optimizing any fairness measure.

We focus on post-processing methods for fairness and assume that the utility value of the items is given, either from external sources such as unbiased clicks or an estimate computed by a learning to rank (LTR) model. In order to remain general, the framework should work with black-box access to the function that evaluates ranking fairness. Optimization of fairness in ranking is a special case of permutation optimization, and reinforcement learning (RL) is usually the default paradigm for combinatorial optimization: A model-free policy-based RL can be used for permutation optimization [3]. Using the well-known REINFORCE algorithm [45], and sampling from a Plackett-Luce (PL) distribution, it is possible to optimize any fairness objective function on permutations [38].

A PL distribution with the REINFORCE algorithm works very well for optimizing stochastic ranking evaluation metrics such
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as EEL. However, there are two directions in which PL-based optimization has room for improvement. First, when the number of repeating sessions for a query is very small, the high variance of PL [13] leads to sub-optimal results. Second, when an accurate estimate of the utilities is available, the solutions obtained from PL are only slightly improved over the case of noisy utility values.

The first case has practical importance, as it is desirable to have a good fairness solution as soon as possible, before there are a large number of repeating sessions, i.e., a method that provides fair solutions both for deterministic and stochastic rankings. The second case has both theoretical and practical importance. From a theoretical point of view, since fairness measures usually depend on utility values, noise in utility estimates propagates into the fairness optimization, whereas with accurate utility values, the performance of the fairness optimizer is isolated and not affected by noise from utility values. This gives a more accurate comparison between different optimization algorithms. From a practical point of view, given enough historical sessions, unbiased and accurate estimates of utility can be obtained from clicks [18, 23, 42, 51]. For instance, extremely high performance rankings can be achieved from tabular models in practice [39]. We expect to observe a boost in fairness optimization when noisy estimates are replaced with unbiased low noise estimates of utility.

Black-box permutation optimization. To bridge the performance gap left by PL in the above two cases, we propose a novel permutation distribution for black-box permutation optimization with the REINFORCE algorithm. Our permutation distribution is based on the notion of permutation graphs [11]. A permutation graph is a graph whose nodes are the items in a ranked list, and whose edges represent inversions in a permutation over the ranked list. We refer to the initial permutation of the ranked list as the reference permutation. Two examples of permutation graphs are given in Fig. 1. In the left graph, over the reference permutation of \([d_1, d_2, d_3, d_4]\), \([d_1, d_2, d_3, d_4]\) is moved from the first position to the third, causing two inversions \((d_1, d_2)\) and \((d_1, d_3)\). In the right graph, over the reference permutation of \([d_1, d_2, d_3, d_4]\), \([d_1, d_2, d_3, d_4]\) is brought forward, and \(d_3\) is swapped with \(d_2\), causing a total of four inversions, as can be seen in the graph.

Building on permutation graphs, we define probabilistic permutation graph (PPG) as a permutation distribution from which the REINFORCE algorithm can sample. Roughly speaking, PPG is a weighted complete graph, whose edge weights are the probabilities of inverting the two endpoints in a permutation. Unlike PL, in which pointwise logits are used as distribution parameters, PPG is constructed from a reference permutation together with pairwise inversion probabilities. The reference permutation in PPG helps in deterministic scenarios, as it can be set to the best permutation sampled during the REINFORCE algorithm. This is not possible for a PL distribution, as the deterministic permutation of PL comes from sorting the items based on their logits and such a permutation is not necessarily the best sampled permutation during training.

In addition to PPG’s gain over PL due to its reference permutation in deterministic as well as accurate relevance estimation scenarios, the pairwise inversion probabilities give PPG another useful property that PL lacks. In PPG, pairwise constraints can be added during optimization, without any additional computational overhead: it is enough to set some edge weights to non-trainable parameters. For example, the constraint of “item \(d_1\) should always be ranked higher than item \(d_2\)” can be added by setting to zero the weight of the \((d_1, d_2)\) edge. Business related, time-aware, or context-aware pairwise constraints can be thought of, all of which are easily handled by PPG (see Sec. 3.4).

Our fairness optimization method is a post-processing method that acts on lists of items, ranked based on utility. Compared to in-processing methods, such as [38], a post-processing method allows for richer dynamics, in the sense that having the fairness optimizer separate from the ranker, makes any change on the fairness side independent of the ranking side. For example, with a post-processing method, if the sensitive groups of attention change over time, either by adding new sensitive features to the existing ones or replacing them, there is no need to re-train the ranker with a new set of group labels. Our black-box fairness optimization method even adds to this flexibility, as the objective fairness measure itself is allowed to change over time or in different contexts. Adding to this flexibility, while in-processing fairness optimization methods are an option in feature-based ranking models, they simply cannot be used in tabular models where best rankings are memorized.

Our contributions. Our contributions are listed below:

1. We define probabilistic permutation graph (PPG), a novel permutation distribution.
2. We present PPG search as a general framework for optimizing fairness in ranking. Our method is general in the sense that it works with black-box access to the objective function. As such, PPG search can be used in contexts beyond fairness and diversity, to find a permutation that optimizes a general objective function.
3. We experimentally show the effectiveness of PPG search on two popular objective functions, EEL and DTR, and various public datasets by comparing its performance with state-of-the-art methods for optimizing fairness.
4. We experimentally verify the effect of pairwise constraints on controlling the ranking performance while optimizing for fairness.

2 BACKGROUND AND RELATED WORK

Fairness. Widely used ranking algorithms at the core of many online systems such as search engines and recommender systems raise fairness considerations, since these algorithms can directly control the exposure each item receives and potentially have societal impacts [2].

Similar to other areas of machine learning, various approaches have been proposed to evaluate fairness in ranking. Zehlike et al.
[50] distinguish two lines of work based on how fairness is measured for a ranking policy: probability-based approaches determine the probability that a given ranking is generated by a fair policy [1, 8, 9, 14, 40, 48, 49], while exposure-based methods aim to ensure that the expected exposure is fairly distributed among items (individual fairness), or item groups (group fairness) [6, 10, 17, 28, 29, 35–38, 46].

From the methods belonging to the second category, many have followed the concept of demographic parity, which enforces a proportional allocation of exposure between groups [9, 14, 48, 49]. This approach to fairness does not consider merit and only takes into account the group size. On the other hand, disparate treatment is a merit-based approach to fair ranking proposed in [37] which makes exposure allocation dependent on the merit of each group. They developed a framework which allows for other forms of fairness definitions that can be formulated as linear constraints.

Methods introduced in these publications are dependent on their notion of fairness. However, fairness goals can be application specific. In this work, we propose a black-box optimization method for fairness in ranking that is able to optimize a ranking policy w.r.t. any arbitrary fairness definition.

**Gradient estimators for permutations.** The group of all permutations of size \( n \) is called the symmetric group and is denoted by \( S_n \). Permutation optimization can be stated as follows:

\[
\min_{b \in S_n} f(b),
\]

where \( f : S_n \to \mathbb{R} \) can be any general function on permutations. For this combinatorial optimization problem, the gradient solution is not as clear as continuous differentiable optimization. Instead, a policy-based RL approach can be used to optimize the expectation of \( f(b) \) over a differentiable probability distribution \( P(b \mid \theta) \), represented by a vector of continuous parameters \( \theta \) [4]:

\[
F(\theta) = \mathbb{E}_{P(b \mid \theta)} [f(b)].
\]

(1)

\( F(\theta) \) is optimized when \( P(b \mid \theta) \) is totally concentrated on \( b^* \), the optimum solution of \( f(b) \). For Eq. (1), the REINFORCE estimator [45] can be used:

\[
\nabla_{\theta} F(\theta) = \mathbb{E}_{P(b \mid \theta)} \left[ f(b) \cdot \nabla_{\theta} \log P(b \mid \theta) \right].
\]

(2)

Finally, since \( S_n \) is exponentially large, the expectation in Eq. (2) can be estimated through Monte-Carlo (MC) sampling:

\[
\nabla_{\theta} F(\theta) \approx \frac{1}{Q} \sum_{q=1}^{Q} f(b_q) \cdot \nabla_{\theta} \log P(b_q \mid \theta),
\]

(3)

where \( b_1, \ldots, b_Q \in S_n \) are samples drawn from \( P(b \mid \theta) \).

It remains to discuss the probability distribution on \( S_n \). For a thorough exploration of probability distributions for permutations we refer the reader to [12]. The PL model [24, 32] is by far the most widely used permutation distribution in the REINFORCE algorithm, both in general permutation optimization [13] and the fairness literature [30, 38]. PL is represented by a parameter vector \( \theta \in \mathbb{R}^n \), and the probability of a permutation \( b = [b_1, \ldots, b_n] \in S_n \) under PL is calculated as:

\[
P(b \mid \theta) = \prod_{i=1}^{n-1} \frac{\theta_{b_i}}{\sum_{j=1}^{n} \theta_{b_j}}.
\]

(4)

Sampling from PL and estimating the log derivative of the probability \( P(b \mid \theta) \) is usually done using the Gumbel Softmax trick [16, 25].

In this work, we use the REINFORCE algorithm but with our novel PPG distribution instead of PL.

**Tabular search.** In practice, not all the queries are served with a feature-based LTR model. Tabular models usually achieve optimal performance for head and torso queries for which enough user interactions are available [22]. In particular, underperforming torso queries are given to the tabular models for a better memorized ranking [15, 26, 39, 41, 51]. The online LTR literature is filled with methods for tabular model optimization [19, 22, 23]. As tabular models are not limited by the capacity of the LTR model, they usually converge to extremely high ranking performance [31, 51].

This work relates to tabular search by exploiting its results as a use case. We show in our experiments that, given accurate estimates of utility measures of the items, e.g., their relevance labels, our proposed method for fairness optimization performs significantly better than state-of-the-art fairness optimizers. Tabular models are practical and important evidence to show that the availability of accurate relevance estimates is not just hypothetical.

### 3 PROBABILISTIC PERMUTATION GRAPH SEARCH

Given a list of items \( D \), together with a black-box objective function \( f : S_n \to \mathbb{R} \) that can be queried for every permutation of \( D \), our goal is to find a distribution over permutations that optimizes \( f \). We assume that the utility of items, e.g., their relevance level, is given, or an estimate of the utility is obtainable using a LTR model. Therefore, our task is to post-process a ranked list and output a permutation, or a sequence of permutations, that optimize the given objective function. To do so, we use the REINFORCE algorithm to search the permutation space and update the PPG distribution parameters. Below, we first formally define PPG and provide a log derivative formula for the PPG distribution. After that, we propose a method for efficiently sampling from the PPG distribution. Finally, we discuss pairwise constraints, including practical examples.

#### 3.1 PPG distributions

We define PPG to be a probabilistic graph from which permutation graphs are sampled.

**Definition 3.1 (Probabilistic permutation graph (PPG)).** Given a list of items \( D \) and a reference permutation \( \pi_0 \) on \( D \), a PPG corresponding to \( \pi_0 \) is a weighted complete graph \( G = (D, E, w) \), whose edges are weighted by a probability value obtained from \( w : E \to [0, 1] \). For each edge \( e \in E \), its weight \( w(e) \) indicates the Bernoulli sampling probability that \( e \) is included in a permutation graph over \( \pi_0 \) sampled from \( G \).

In what follows, we write \( e_{ij} \) for the edge \( (d_i, d_j) \) and \( w_{ij} \) for its weight (or \( w_{ij} \) when no confusion is possible). According to the above definition, PPG represents a permutation distribution.

To sample a permutation from a given PPG, a Bernoulli sampling process is run on the edges of \( G \) with their corresponding weights. Suppose that, after edge sampling, \( E_x \subset E \) is the set of edges that are selected (i.e., positively sampled) by the sampler and \( E \setminus E_x \) is the set of remaining, left out edges (i.e., negatively sampled). The
where
\[
P(E_\pi | w) = \prod_{e \in E_\pi} w_e \cdot \prod_{e \in E \setminus E_\pi} (1 - w_e). \quad (5)
\]

Now, we notice that the set of all permutation graphs over a list of items \(D\) is only a small subset of all possible graphs. This means that \(E_\pi\) may not correspond to the edges of a valid permutation graph. If that happens, i.e., if the graph constructed from the \(E_\pi\) edge set is not a permutation graph, we drop \(E_\pi\) and repeat the sampling process until we find a valid permutation graph. Checking if a given graph is a permutation graph or not is possible in linear time [27].

We write \(\mathcal{P}\) for the space of all permutation graphs. Then, the probability that a randomly sampled graph from \(G\) is a permutation graph can be computed in theory by:

\[
\rho = \sum_{E_\pi \in \mathcal{P}} P(E_\pi | w). \quad (6)
\]

Note that in practice, computing \(\rho\) requires an exponential \(n!\) number of computations and, hence, is not feasible. We will come back to this point in Appendix A below. Using \(\rho\), the permutation probability mass can be written as:

\[
P(E_\pi | w, E_\pi \in \mathcal{P}) = \frac{1}{\rho} \prod_{e \in E_\pi} w_e \cdot \prod_{e \in E \setminus E_\pi} (1 - w_e). \quad (7)
\]

It is not hard to show that repeatedly sampling graphs until we sample a valid permutation graph will lead to the conditional probability distribution of Eq. (7). We interchangeably use \(E_\pi \in \mathcal{P}\) for both the positively sampled edges of the permutation graph, and the permutation corresponding to the graph.

To work with the REINFORCE algorithm (Sec. 2), we need to compute the log derivative of the probability distribution of PPG. In what follows we assume that \(E_\pi \in \mathcal{P}\) and drop the conditions from our notation for brevity. We start by using Eq. (7) and taking the log derivative as follows:

\[
\frac{\partial \log P(E_\pi)}{\partial w_e} = \frac{\partial}{\partial w_e} \log \left( \prod_{e \in E_\pi} w_e \cdot \prod_{e \in E \setminus E_\pi} (1 - w_e) \right)
= \frac{1}{\rho} \frac{\partial \rho}{\partial w_e}
= \frac{\mathbb{I}(e \in E_\pi) - w_e}{w_e \cdot (1 - w_e)} \approx \frac{\mathbb{I}(e \in E_\pi) - w_e}{w_e \cdot (1 - w_e)}. \quad (8)
\]

where \(\mathbb{I}(\cdot)\) is the indicator function. In Appendix A we show the second term can be ignored to obtain the following approximation:

\[
\frac{\partial \log P(E_\pi)}{\partial w_e} \approx \frac{\mathbb{I}(e \in E_\pi) - w_e}{w_e \cdot (1 - w_e)}. \quad (9)
\]

So far, we have defined the PPG and provided the log derivative of its probability distribution. However, repeatedly dropping the sampled graphs until a valid permutation graph is found, is not efficient. Next, we present an efficient method for sampling permutations from the PPG distribution.

### 3.2 Efficient sampling of permutation graphs

In order to avoid redundantly sampling non-permutation graphs from a PPG, we propose a divide and conquer approach for efficiently constructing a valid permutation graph. The idea is to divide the list of items into two sub-lists, obtain a permutation on each of the sub-lists by recursively sampling from the given PPG, and merge the two sampled sub-lists into a single permuted list. Below, we discuss our merge sampling method in more detail, but first, let us give an example to illustrate the general idea.

**Example 1.** Suppose a reference permutation \([d_1, d_2, d_3, d_4]\) and a PPG are given. In order to sample a permutation, we proceed as follows:

(I) **Divide.** We divide the list into two sub-lists \([d_1, d_2]\) and \([d_3, d_4]\).

(II) **Sample sub-lists.** Each sub-list is sampled independently according to PPG. Here, each pair of \([d_1, d_2]\) and \([d_3, d_4]\) are swapped with a probability equal to their weight, i.e., \(w_{12}\) and \(w_{34}\). Suppose only the first pair is swapped \([d_1, d_2] \rightarrow [d_2, d_1]\).

(III) **Merge.** Finally, we merge \([d_2, d_1]\) and \([d_3, d_4]\). In doing so, we keep the order of items in each sub-list unchanged, i.e., no new edges are added between the items of the same sub-list. We start from the last item of the first sub-list, \(d_1, d_1\) can go to three possible positions as depicted in Fig. 2. (Case 1) Before \(d_3\), so \(e_{13}\) is negatively sampled. In this case, since the order of the first sub-list should remain unchanged, \(d_2\) has only one possible position. (Case 2) Between \(d_3\) and \(d_4\), so only \(e_{13}\) is positively sampled. In this case, \(d_2\) has two possible positions: before and after \(d_3\). (Case 3) After \(d_4\), so both \(e_{13}\) and \(e_{14}\) are positively sampled and \(d_2\) has three possible positions. These three possibilities are tested sequentially. First, we sample \(e_{13}\). If it is not selected, it means \(d_1\) should remain before \(d_3\) and we are done (Case 1). Otherwise, \(d_1\) should go after \(d_3\). Then, we sample \(e_{14}\) and stop if it is not selected (Case 2). Finally, if \(e_{14}\) is also selected, we have case 3. After \(d_1\) has been merged, we repeat the above process for merging \(d_2\).

(IV) **Probability correction.** If \(e_{13}\) is negatively sampled, neither \(e_{14}\) or \(e_{23}\) can be sampled (Fig. 2, Case 1). Therefore, when sampling \(e_{13}\), we have to account for the impossible outcome of not selecting \(e_{13}\) but selecting at least one of \(e_{14}\) or \(e_{23}\). The probability of this event is calculated as:

\[
q_{13} = (1 - w_{13})(w_{14} + w_{23} - w_{14}w_{23}).
\]

The sum of possible outcomes would then be equal to \(1 - q_{13}\) and the sampling probability of \(e_{13}\) should be corrected by \(w_{13}/(1 - q_{13})\). Similar arguments can be given for Case 2, where \(e_{13}\) is positively sampled. Similarly, not selecting \(e_{14}\) but selecting \(e_{24}\) is impossible. So, sampling of \(e_{14}\) should be
Algorithm 1: Sample$(D, G)$. Sampling Permutation Graph

**Input:** $D = [d_1, d_2, \ldots, d_n]$, $G = (D, E, w)$
**Output:** $D'$ (a permutation on $D$, sampled from $G$)

1. **if** $n = 2$ **then**
2. \hspace{1em} Bernoulli sample with probability $w_{12}$
3. \hspace{1em} **if** Positive **then**
4. \hspace{2em} Return $[d_2, d_1]$
5. \hspace{1em} **else**
6. \hspace{2em} Return $[d_1, d_2]$
7. **end**
8. **end**
9. Split $D$ in half to $D_t$ and $D_b$
10. Set $G_t$ to the upper left square of $G$ corresponding to $D_t$
11. Set $G_b$ to the lower right square of $G$ corresponding to $D_b$
12. $D'_t = \text{Sample}(D_t, G_t)$
13. $D'_b = \text{Sample}(D_b, G_b)$
14. Return Merge($D'_t, D'_b, G$)

The best-case complexity is $O(n)$, and the worst-case complexity is $O(n^2)$. The average complexity is $O(n \log n)$.

As the sum of all possible events is $1$, the inversion of $\varepsilon_i$ should be sampled with the correct probability of $w_{ij}/(1 - q_{ij})$.

The recursive algorithm of sampling a permutation graph is shown in Algorithm 1. The main part of the algorithm is the Merge function in line 14. The pseudo-code for the merge function is given in Algorithm 2. The worst-case complexity of calculating $q_{ij}$ by Eq. (10) is $O(n^2)$ which makes the worst-case complexity of Merge (Algorithm 2) equal to $O(n^3)$. In practice, we update the reference permutation each time a better permutation with respect to the objective function was sampled during training. As the training goes on, the reference permutation gets closer to the optimum permutation and the model gets more confident in it. This means that the inversion probabilities are constantly decreasing. In the extreme case when the probability of changing the reference permutation becomes very small, the average complexity of Merge becomes linear and the total complexity of Sample (Algorithm 1) becomes equal to $O(n \log n)$.

Experiments show that our efficient sampling method does not provide a uniform sampling: in the trade-off between accurately sampling according to a given PPG distribution and having an efficient sampler, our method is inclined to the latter. Our experimental results in Sec. 5.1 verify that this sampling method is effective in fairness optimization. Further analyzing the accuracy-efficiency trade-off of sampling PPG distributions and proposing sampling methods with different degrees of accuracy and efficiency is an interesting direction that we leave for future work.

### 3.3 Learning PPG weights

We use the REINFORCE algorithm to train the weights of our PPG distribution as described in Sec. 2. For MC sampling from the permutation distribution as required in Eq. (3), we use the Sample algorithm as described in Algorithm 1. The only difference with the standard REINFORCE is that we keep track of the minimum value for the objective function and the corresponding permutation. After each permutation has been sampled and the objective function has been calculated, we update the reference permutation with the best sampled permutation.

Algorithm 3 contains the pseudo-code for learning the PPG weights. In line 8, $P$ is the permutation matrix of $E_n$.

### 3.4 Pairwise constraints

A good property of PPG search is that pairwise constraints on the permutations can be handled without extra computational complexity. Pairwise constraints in the form of forbidden inversions, can be handled by setting to zero the appropriate set of edges in the PPG. Here we give some practical examples of this type.

**Intra-group fixed-ranking.** An intra-group constraint ensures
that the ranking of a group of items remains unchanged among themselves. Consider, for example, $D = \{d_1, d_2, d_3, d_4\}$ with the group $g = \{d_2, d_3, d_4\}$. An intra-group fixed-ranking constraint on $g$ means that the ranking of the items within $g$ should remain the same as the reference permutation. The permutation $\{d_2, d_1, d_3, d_4\}$ meets this constraint, but in $\{d_1, d_3, d_2, d_4\}$ or $\{d_4, d_1, d_3, d_2\}$ the ranking of items of $g$ is changed and the constraint is violated. Multiple groups can be defined over the item list, and the groups need not be disjoint. To handle intra-group constraints, in the initial PPG, we simply set to zero the weights of all the edges between items within the same group. This ensures that none of these edges will be sampled during the learning process. As a result, no inversion is performed over the items within the same group.

A use case for this constraint is in group fairness, where we post-process the output of an LTR algorithm to make the ranking fair with respect to some grouping. Each inversion in the output of the LTR algorithm means degradation in our estimated best ranking. Therefore, the inversions are performed only to improve fairness. But inverting two items from the same fairness group does not change the fairness metric. Such inversions that degrade the ranking and do not improve fairness can be avoided by setting an intra-group constraint on the permutations.

**Inter-group fixed-ranking.** Inter-group constraints can be used to ensure that one group is ranked higher than the other group. Consider, for example, $D = \{d_1, d_2, d_3, d_4\}$ with the groups $g_1 = \{d_1, d_2\}$ and $g_2 = \{d_4, d_3\}$. The permutation $\{d_2, d_3, d_1, d_4\}$ meets the inter-group constraint, as all the items of $g_1$ are ranked higher than all the items of $g_2$, the same as the reference permutation. But $\{d_1, d_4, d_3, d_2\}$ violates the constraint because $d_4 \in g_2$ is ranked higher than $d_2 \in g_1$. To handle this constraint, in the initial PPG, we set to zero the weights of all edges whose endpoints are in different groups. Consequently, there would be no inversion between two items from different groups.

A use case for this constraint is in amortized fairness, where fairness is measured over multiple sessions (with the same or different queries). Since the objective function is calculated over multiple lists, in PPG search we can concatenate the lists and search for a solution over the concatenated list. In this case, items from different sessions should not be inverted: we are only allowed to change the permutation within each session. Using an inter-group fixed-ranking constraint, with each session considered as a group, is a simple solution for such a use case.

**Time-aware ranking.** In some scenarios, such as news search or job search, items are associated with time and it is sometimes important not to rank very old items before recent items. A time-aware ranking constraint is a special case of inter-group fixed-ranking, where groups are defined based on time.

**Context-aware ranking.** Another special case of an inter-group fixed-ranking constraint is context-aware ranking. Assume, for example, the case of sponsored links. We want to post-process the ranking to make it fair, but in addition to that, we want to have the relevant sponsored links to appear at the top of the list. We can define groups based on the sponsored status of items and set an inter-group constraint on the PPG graph.

We use the first two examples, namely intra-group and inter-group fixed-ranking, in our experiments. With the intra-group constraint, we control the ranking performance of permutations while minimizing the fairness, and with the inter-group constraint, we train over multiple sessions of one query with a single PPG model.

### 4 EXPERIMENTAL SETUP

In order to show the effectiveness of PPG search, we perform experiments on real-world public data and compare the performance of different fairness methods. Below, we detail the datasets, experimental setup, and the baselines that we compare to.

#### 4.1 Data

**MSLR.** This is a regular choice in counterfactual LTR research [18, 42, 43], as well as fairness studies [10, 30, 47]. We use Fold 1 of MSLR-WE030k [33] with 5-level relevance labels. On average, MSLR has 120.19 documents per query. We follow [47] and divide the items into two groups based on their QualityScore2 (feature id 133) with a threshold of 10. This gives a 3:2 ratio between the groups’ population. We choose a subset of the MSLR test set for post-processing based on the following criteria. We filter the queries for which there is not at least one fully relevant item, i.e., level 4. We also filter the queries that only contain relevant items from one group, as the DTR metric cannot be used for such queries. For the remaining queries, we subsample queries with long item lists to have a maximum of 20 items, based on their LTR score. The intuition is that usually, a top- $k$ cut of the items are shown to users in online search engines. This is in line with previous fairness and online LTR studies [e.g. 42, 43, 47].

**TREC.** Our second dataset is the academic search dataset provided by the TREC Fair Ranking track2 2019 and 2020 [5]. TREC 2019 and 2020 editions of the dataset come with 632 and 200 train and 635 and 200 test queries, respectively, with an average of 6.7 and 23.5 documents per test query. This dataset has been previously used in fair ranking research [17, 20, 36]. Following [36], we divide the items (i.e., papers) into two groups based on their authors’

---

2https://fair-trec.github.io/
h-index.

4.2 Setup

LTR model. We use a neural network with two hidden layers of width 256, ReLU activations, dropout of 0.1, and a learning rate of 0.01. As it is important to have a calibrated LTR for fairness, as noted in [10], we use a pointwise loss function in the form of mean-squared error (MSE). We notice that the dynamic range of our LTR model is limited: around 95% of the items are concentrated in an interval of length 0.05 in all of the datasets. As both DTR and EEL metrics rely on relevance estimates, to calibrate the scores onto a realistic interval, we min-max normalize the scores per query onto \([0, 5]\) and then discretize them to integer grades from 0 to 4, similar to the relevance grades in popular LTR datasets [33].

Metrics. We evaluate models for fair ranking in terms of user utility and item fairness. For utility, we use Normalized Discounted Cumulative Gain (NDCG) and report NDCG@10. For fairness, we evaluate models using two metrics: DTR [37] and EEL [10].

Given two item groups, \(G_1\) and \(G_2\), DTR, measures how unequal exposure \((\exp)\) is allocated to the two groups based on their merit, which, in our case, translates to the average utility \((u)\) of each group:

\[
DTR(G_1, G_2 | P) = \frac{\exp(G_1 | P)/u(G_1 | q)}{\exp(G_2 | P)/u(G_2 | q)}
\]  

(11)

where \(P\) is the ranking policy. The optimal DTR value is 1: each group is exposed proportional to their utility. Here, as we are minimizing the fairness metric, we always keep the DTR > 1. This means that \(G_1\) and \(G_2\) may change for different queries.

EEL is defined to be the Euclidean distance between the expected exposure each group receives and their target exposure in an ideal scenario where items with the same utility have the same probability of being ranked higher than each other, while all the items with higher utility should always be placed above lower utility items [10]. The optimal value of EEL is 0.

Expectation over sessions. The fairness metrics DTR and EEL are generally calculated as an expectation over multiple sessions of a query. For PPG search, when taking the expectation over \(N\) sessions, we concatenate the list of items for each query to itself, \(N\) times, and set the inter-group fixed-ranking constraint (Sec. 3.4) to prevent items from different sessions from being mixed up.

4.3 Baselines

PL optimization is the state-of-the-art method for black-box optimization of fairness metrics [30, 38], as well as general permutation functions [13]. As PPG is a substitute for PL, the most important baseline in our experiments is PL optimization.\(^3\) Specific to the EEL metric, an in-processing method is proposed in the original EEL paper [10], which cannot be compared to our post-processing method. They also use result randomizations based on PL and show it achieves good fairness-ranking trade-offs. Therefore, to the best of our knowledge, the PL optimization of EEL is the sole state-of-the-art algorithm available in the literature.

For DTR optimization we compare PPG to the state-of-the-art convex optimization method introduced by Singh and Joachims [37], denoted by FOE. This method is a post-processing approach to fair ranking that finds a utility-maximizing marginal probability matrix \(P\) that avoids disparate treatment by solving a linear optimization problem. To compute the stochastic ranking policy, it uses the Birkhoff-von Neumann algorithm [7] to decompose \(P\) into permutation matrices that correspond to rankings. Following [36] we use two variants of FOE based on hard vs. soft doubly stochastic matrix constraints, and call them \(\text{FOE}^H\) and \(\text{FOE}^S\), respectively.\(^4\) Similar to PPG, this model generates a stochastic ranking policy that directly optimizes for DTR, making it a suitable baseline to compare with.

In both the DTR and EEL case, we also include the ranking and fairness performance of the LTR model without any post-processing, as well as the performance of randomizing the items, i.e., picking permutations uniformly at random from \(S_n\), denoted by RAND. Given enough sessions per query, randomized rankings usually have outstanding fairness but relatively bad ranking performance.

5 RESULTS

We run experiments to address the following research questions:

(RQ1) Compared to existing methods for ranking fairness optimization, what is the effectiveness of PPG search in finding the fairest ranking for different fairness measures?

(RQ2) How does PPG search perform compared to PL for queries with a small number of repeating sessions?

(RQ3) Can the possibility of pairwise constraints in PPG search be used to control other measures, e.g., ranking performance, while optimizing fairness?

(RQ4) How does an accurate estimate of utility, e.g., the relevance labels, affect different fairness optimization methods?

5.1 Fairness optimization performance

We first address (RQ1) and (RQ2) concerning the performance comparison of PPG search to existing fairness optimization methods. Fig. 3 shows a performance comparison of our PPG search and PL for optimizing DTR and EEL on three datasets TREC 2019, TREC 2020, and MSLR, for different numbers of sessions per query.\(^5\) For both fairness measures, lower means fairer, i.e., better. We omit \(\text{FOE}^H\) in this figure for better visualization, as it is surpassed by \(\text{FOE}^S\) in all three tested datasets.

EEL. Regarding (RQ1), we observe in Fig. 3 that for EEL, our PPG method performs better than PL on all three datasets, both being fair from the fairness obtained from randomized items. The PL method, after enough sessions, converges to the fairness performance of the LTR output. In terms of ranking performance when optimizing for EEL, PPG is slightly worse than PL on the MSLR and TREC 2019 datasets.

DTR. When optimizing for DTR, PPG and PL both hurt the initial fairness of the LTR output. Here, \(\text{FOE}^S\), designed specifically for DTR optimization, has the best performance on all three datasets. On the MSLR and TREC 2020 datasets, PPG and PL perform closely to the randomized items. Comparing PPG and PL to each other, PPG is slightly fairer on the TREC 2019 and MSLR datasets. In the case of DTR optimization for the MSLR dataset, it is interesting to note that

\(\text{We use the public implementation of [13] with some minor modifications.}\)

\(\text{We used the implementation from https://github.com/MilkaLichtblau/BA_Laura.}\)

\(\text{We discuss the "PPG + intra" legend in Sec. 5.2.}\)
We set the intra-group fixed-ranking constraint on a PPG model when optimized for DTR.

To answer (RQ3) about the effectiveness of pairwise constraints, search achieves comparable results to the baselines (see Appendix B for more details).

### 5.2 Pairwise constraints

To answer (RQ3) about the effectiveness of pairwise constraints, we set the intra-group fixed-ranking constraint on a PPG model as follows: The items in each fairness group are constrained to have the same ordering as the LTR output. This means that the weight of each edge whose endpoints belong to the same fairness group is initialized by zero and consequently will remain zero during training. This is a conservative way of not hurting the ranking performance too much, while searching for a fair ranking (see Sec. 3.4). The “PPG + intra” legend in Fig. 3 shows the results. In this figure we see that in all the cases, the ranking performance, measured by nDCG@10, is noticeably improved by adding the intra-group constraint over PPG. This ranking performance improvement comes with a negligible cost of fairness degradation: in the EEL case, “PPG” and “PPG + intra” have the same fairness performance, while for DTR, there is a slight degradation of less than 3% relative difference in fairness performance on all three datasets. So we can answer (RQ3) positively: using proper pairwise constraints does help to improve other measures, while optimizing for fairness. This possibility is very useful in scenarios where the true relevance labels are unknown and the exact ranking performance cannot be measured. Imposing intra-group fixed-ranking constraints is a conservative way of not hurting our best estimation of the ideal ranking.

### 5.3 Accurate utility estimates

One advantage of post-processing for fairness optimization is the possibility of improving future fairness for the torso queries. In this section, we investigate the effectiveness of different fairness optimization methods for specialized queries where highly confident, accurate utility estimates are available through tabular models.

Fig. 4 shows the comparison of different fairness optimization methods when accurate relevance labels are known. Here, we only include the results of “PPG + intra”, as we have shown its superiority to the simple “PPG” in Sec. 5.2. For brevity, we only mention “PPG” instead of “PPG + intra” in the following. The gap between the performance of PPG to other baselines is huge, for both fairness and ranking. PPG is the clear winner in all the tested datasets and
both fairness metrics. For EEL, PPG is able to achieve the optimal value of 0. For DTR, PPG comes very close to the optimal value of 1 on the TREC 2019 and MSLR datasets. Compared with FOE\textsuperscript{H} and FOE\textsuperscript{S}, we observe that knowledge of accurate utility estimates helps PL and PPG more and causes them to perform better. This is in contrast with our observation with noisy LTR outputs in Sec. 5.1.

In terms of the ranking performance, we observe that the intra-group fixed-ranking has helped PPG to maintain the ranking near ideal, while minimizing the fairness measure.

6 CONCLUSION
In this paper, we have defined probabilistic permutation graph (PPG), a novel representation for permutation distributions. We used PPG as a substitute for PL in black-box optimization of fairness metrics, using the REINFORCE algorithm. Unlike PL which is represented by pointwise logits, PPG is constructed by a reference permutation together with pairwise inversion probabilities. The reference permutation of PPG is very useful in deterministic scenarios.

Our experiments show that PPG search, compared to state-of-the-art post-processing fairness optimization methods, is more robust in finding a deterministic fair permutation for one session, while having comparable performance for expected fairness over larger numbers of sessions. The pairwise inversion probabilities allow us to impose pairwise constraints that can control other objectives while optimizing for fairness. We experimentally verified the effectiveness of such pairwise constraints on controlling the ranking performance. Finally, we have shown that in scenarios such as tabular search, where high quality estimates of utility are available, PPG performs Outstandingly well, with a considerable gap to other state-of-the-art fairness optimization methods.

As future work, it would be interesting to test the effectiveness of PPG on other fairness metrics as well as other general permutation optimization problems. Another possible line of work is to apply PPG for an in-processing method as a substitute for PL.

CODE AND DATA
To facilitate the reproducibility of our results, this work only made use of publicly available data and our experimental implementation is publicly available at https://github.com/AliVard/PPG.
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A LOG DERIVATIVE OF PROBABILITY DISTRIBUTION
Here we discuss the approximate log derivative of the probability distribution, given in Eq. (9). Rewriting Eq. (8) we have:

$$\frac{\partial \log P(E_\pi)}{\partial w_e} = \mathbb{I}(e \in E_\pi) - w_e \cdot \frac{1}{w_e \cdot [1 - w_e]}$$

The first term, $\alpha_w$, only depends on the weight $w_e$ and sampled graph $E_\pi$. However, the second term, $\beta_{\rho, w}$, depends on $\rho$ which...
We know from graph theory that \[11\]:
\[\rho = w_e \cdot A + (1 - w_e) \cdot B,\]
where \(A\) is the probability sum of all the permutation graphs containing \(e\) and \(B\) is the probability sum of all the permutation graphs not containing \(e\). Therefore, we have
\[\beta_{p,w} = \frac{A - B}{w_e \cdot (A - B) + B}.\]

We know from graph theory that \[11\]:
\[E \in \mathcal{P} \Rightarrow \bar{E} \in \mathcal{P},\]
where \(\bar{E}\) is the complement graph of \(E\). For training the PPG weights, we initialize all the weights to 0 and slightly change them using the gradients. Simple counting shows that, when all the edges have a 0.5 probability of sampling, we have:
\[A = B = \frac{n!}{2^{n-1}},\]
which means that for the initial weights \(\beta_{p,w} = 0\). We further show that, even when \(\beta_{p,w} \neq 0\), the gradient and \(\alpha_w\) always have the same sign. This is a critical condition in gradient descent with small learning rate, as the weights are guaranteed to update in the correct direction. To show \(\alpha_w\) and \(\alpha_w - \beta_{p,w}\) always have the same sign, we notice that when \(\alpha_w\) and \(\beta_{p,w}\) have different signs, the proposition is true. It remains to prove the proposition for the case where \(\alpha_w\) and \(\beta_{p,w}\) have the same signs:

1. Case 1: \(\alpha_w = \frac{1}{w_e} > 0\) and \(\beta_{p,w} > 0\)
\[w_e(A - B) + B > A - B \implies \beta_{p,w} < \frac{1}{w_e}.\]

2. Case 2: \(\alpha_w = \frac{1}{1 - w_e} < 0\) and \(\beta_{p,w} < 0\)
\[A \cdot w_e + B(1 - w_e) > -(A - B)(1 - w_e) > 0 \implies -\beta_{p,w} < \frac{1}{1 - w_e}.\]

To sum up, we have shown that in the working range of weights, i.e. \(\approx 0.5\), we have \(\beta_{p,w} \approx 0\). And more importantly, in general, \(\alpha_w\) and \(\alpha_w - \beta_{p,w}\) always have the same sign, ensuring that the gradient descent updates the weights in the correct direction. Our experiments show a very negligible sensitivity of PPG search to the learning rate, which translates to negligible sensitivity to the gradient size.

**B RESULTS FOR SMALL NUMBER OF SESSIONS**

Table 1 and 2 contain the results of all models on 4 sessions with LTR outputs as utility estimates and knowledge of the true relevance labels, respectively. In the case of a limited number of sessions and LTR outputs as utility estimates (Table 1), PPG has a slight advantage compared to PL when optimizing for both EEL and DTR in all three tested datasets. In this case, FOE\(^S\), specifically designed for DTR optimization, leads to the fairest ranking in all three datasets. When the true relevance labels are known (Table 2), PPG search outperforms the baselines by a noticeable margin (20%, 33%, and 8% relative decrease for DTR and 100%, 100%, and 30% relative decrease for EEL, compared to the runner up, in TREC 2019, TREC 2020, and MSLR, respectively), obtaining the fairest ranking policies while achieving NDCG scores close to the ideal ranking. Note that the scores reported in Table 1 and 2 are from two separate experiments which explains the small differences in the results for the RAND baseline.

**Table 1: Results on 4 sessions with LTR generated labels.**

| Model | Fairness DTR \(_{\text{ideal}}\) | EEL \(_{\text{ideal}}\) | NDCG@10 DTR \(_{\text{ideal}}\) | EEL \(_{\text{ideal}}\) |
|-------|-----------------|-----------------|----------------|-----------------|
| **TREC 2019** | | | | |
| FOE\(^S\) | 1.900 | 0.085 | - | - |
| FOE\(^H\) | 1.944 | 0.803 | - | - |
| PL | 1.939 | 0.052 | 0.817 | 0.793 |
| PPG | 1.925 | 0.047 | 0.806 | 0.780 |
| PPG + intra | 1.938 | 0.047 | 0.812 | 0.790 |
| **TREC 2020** | | | | |
| FOE\(^S\) | 2.966 | - | 0.376 | - |
| FOE\(^H\) | 3.047 | - | 0.371 | - |
| PL | 2.981 | 0.180 | 0.369 | 0.388 |
| PPG | 2.969 | 0.158 | 0.361 | 0.378 |
| PPG + intra | 2.979 | 0.158 | 0.370 | 0.379 |
| **MSLR-qs** | | | | |
| FOE\(^S\) | 1.835 | - | 0.567 | - |
| FOE\(^H\) | 1.842 | - | 0.526 | - |
| PL | 1.885 | 0.123 | 0.517 | 0.535 |
| PPG | 1.868 | 0.108 | 0.459 | 0.510 |
| PPG + intra | 1.913 | 0.108 | 0.552 | 0.564 |

**Table 2: Results on 4 sessions with true relevance labels.**

| Model | Fairness DTR \(_{\text{ideal}}\) | EEL \(_{\text{ideal}}\) | NDCG@10 DTR \(_{\text{ideal}}\) | EEL \(_{\text{ideal}}\) |
|-------|-----------------|-----------------|----------------|-----------------|
| **TREC 2019** | | | | |
| FOE\(^S\) | 1.900 | - | 0.799 | - |
| FOE\(^H\) | 1.885 | - | 0.799 | - |
| PL | 1.632 | 0.008 | 0.892 | 0.881 |
| PPG | 1.320 | 0.000 | 0.881 | 0.900 |
| PPG + intra | 1.309 | 0.000 | 0.978 | 0.989 |
| **TREC 2020** | | | | |
| Ideal ranking | 1.688 | 0.014 | 1.000 | 1.000 |
| RAND | 1.870 | 0.031 | 0.794 | 0.754 |
| **MSLR-qs** | | | | |
| FOE\(^S\) | 2.974 | - | 0.368 | - |
| FOE\(^H\) | 3.044 | - | 0.357 | - |
| PL | 2.722 | 0.036 | 0.545 | 0.577 |
| PPG | 2.141 | 0.000 | 0.574 | 0.819 |
| PPG + intra | 1.825 | 0.000 | 0.894 | 0.984 |
| **TREC 2019** | | | | |
| Ideal ranking | 2.538 | 0.023 | 1.000 | 1.000 |
| RAND | 2.957 | 0.107 | 0.337 | 0.349 |
| **MSLR-qs** | | | | |
| FOE\(^S\) | 1.818 | - | 0.564 | - |
| FOE\(^H\) | 1.877 | - | 0.594 | - |
| PL | 1.429 | 0.030 | 0.810 | 0.873 |
| PPG | 1.395 | 0.021 | 0.619 | 0.821 |
| PPG + intra | 1.313 | 0.021 | 0.950 | 0.979 |
| **MSLR-qs** | | | | |
| Ideal ranking | 1.548 | 0.027 | 1.000 | 1.000 |
| RAND | 1.889 | 0.081 | 0.394 | 0.392 |
