Effects of Land-Use Characteristics on Transport Mode Choices by Purpose of Travel in Seoul, South Korea, Based on Spatial Regression Analysis
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Abstract: The objective of this study was to identify the effects of land-use characteristics on the transport mode choices of people according to their purpose of travel. Land-use characteristics consisting of variables associated with density, diversity and accessibility were selected as independent variables. The volume of traffic entering each administrative neighborhood was extracted to establish travel data as the dependent variable. We compared and analyzed the results derived from ordinary least squares (OLS) analysis and spatial regression (SR) analysis. The results showed that the explanatory power of the SR model was higher than that of the OLS model. The results in this study reveal that the effects of land-use characteristics on travel show clear differences according to the transport mode, more so than according to the purpose of travel. Moreover, the results showed that an increase in the level of variables associated with density does not always facilitate the use of non-motorized or public transit modes, nor does it always deter the use of personal motorized modes. The findings in this study are significant in a knowledge-sharing context, as they present the effects of land-use characteristics on the volume of traffic in high-density cities, using Seoul as a case study.
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1. Introduction

Since industrialization began in the 18th century, rapid urbanization and suburbanization has spurred low-density development based on single land-use and has led to the horizontal sprawl of buildings [1,2]. Such urban sprawl has caused regions to be spatially separated and contextually divided, which has led to further increases in travel time and distance as people move between regions [2,3]. Due to increased travel distances, dependence on personal vehicles has risen in place of walking or using public transit, as the former reduces travel time and increases convenience. As a result of this change in transportation preferences, traffic congestion during commuting hours has become more severe in large-scale business districts, thereby exacerbating traffic problems [4–6].

Urban planning theories that emerged during the mid and late 20th century, such as compact city, new urbanism and smart growth, proposed guidelines to reduce the use of personal vehicles; such theories advocated for increased public transit use and walking in compact and mixed-use developments [7–9]. In this context, Jacobs opposed the vehicle-centric tenets of modernist urban planning and claimed that mixed land-use could promote walking, based on empirical evidence [10]. Using land for compact and mixed-use development can increase land-use efficiency by shortening travel distances or reducing inefficient travel. Moreover, convenience and active use of public transit could
be promoted through transit-oriented development, which can ultimately reduce peoples’
dependence on personal vehicles by shifting their preferences [11–15].

From early on, many studies collected empirical data to analyze the effects of mixed-
use and high-density land-use methods designed to reduce personal vehicle
dependency [15,16]. Certainly, the possibility of inconsistent results derived from re-
searchers using different data or spatial range for analysis cannot be dismissed. However,
most studies found that in cities with high-density or mixed-use land development, people
had a higher tendency to use non-motorized modes of travel, such as walking or bicycling
and were more likely to use public transit modes, such as buses or railways [5,11,13,15,17].
Such findings suggest that increased mixed-use of land can lower personal vehicle depen-
dency by decreasing the frequency of travel using personal vehicles [17].

However, most of these studies focused on business travel to commute to and from
work. Consequently, analysis of the effects of land-use characteristics on peoples’ transport
choices has been confined to a limited segment of travel purposes; the exclusion of non-
business travel from the existing body of research presents a knowledge gap that requires
further study. When travel is divided by purpose, it can generally be divided into “business”
and “non-business” travel [2]. Such classification is applied equally according to whether
the traveler’s choice of destination is voluntary or not. “Business” travel refers to travel
with a limited choice of destination as the destination is fixed, such as work or school.
In contrast, “non-business” travel refers to travel that allows the traveler to choose his
or her destination freely, such as shopping or leisure activities. In this case, the traveler
has the freedom to choose the destination and as a result, he or she chooses his or her
destination by considering accessibility. Therefore, the effects of land-use characteristics
on transport mode choices may differ between business and non-business travel. Despite this,
there have been relatively few empirical studies that have analyzed the effects of land-use
characteristics on transport mode choices, including non-business travel [17–19].

Accordingly, the objective of this study was to analyze the effects of land-use character-
istics on transport mode choices for all travel purposes by conducting a case study in Seoul,
South Korea. For this study, each administrative neighborhood in Seoul was analyzed.
Seoul was selected as a representative high-density city because it has been characterized by
ongoing large-scale development since the 1970s. This study also examined the suitability
of various spatial analytical techniques for this type of inquiry. The results of this study
are significant in terms of knowledge sharing; its findings can serve as a reference in the
planning of other high-density metropolitan cities. Its findings can also be utilized as
basic justification for establishing a pedestrian-friendly city and as guidance for land-use
planning. In addition, this study adds value by providing an analytical framework that
is suitable for analyzing travel data (including walking travel) by comparing it with the
results of linear regression analysis using the ordinary least squares method (OLS) and
spatial regression analysis that considers spatial autocorrelation.

2. Literature Review and Hypothesis
2.1. Literature Review

The impact of compact and mixed-use development in cities on the relationship
between land-use characteristics and human traffic has been actively studied since the
1980s, with much of this research based on major cities in the United States (US) [15,20,21].
Researchers in the US have reached a consensus that increasing the compactness and
diversity of land-uses in cities can reduce personal vehicle travel, as well as promote
walking or use of public transit [16]. Specifically, it has been found that when land-use in
suburban areas was zoned for mixed-use with a mixture of commercial buildings, rather
than single-use zoning, consisting of mostly office buildings, traffic congestion during
commuting hours was alleviated; it was found that travel to and from work by non-
motorized modes (such as walking or bicycling) increased and that travel using a personal
vehicle decreased [1,22]. Other researchers found that when an imbalance exists between
the number of businesses and homes in an area such that there are more households than
jobs, that travel by walking or bicycling declines and highway congestion increases due to increased use of personal vehicles. When such conditions persist for a long time, the average commute distance also increases [11,23]. Frank and Pivo (1994) identified that with high-density and mixed land-use, the use of public transit and pedestrian traffic volume both increase, whereas the use of personal vehicles decreases [13]. In particular, pedestrian traffic is most sensitive to population density; when factors other than the city type are controlled, mixed land-use at the origin and destination of travel was found to only affect pedestrian travel related to travel of the business variety [13].

During the 1990s, numerous studies investigated the effects of land-use characteristics by classifying them into the “3Ds” (i.e., density, diversity and design) [17,24]. These studies considered the interactions of land-use mix and pedestrian-friendly environmental design and identified that density, diversity and pedestrian-centric design elements all facilitate non-motorized modes of transport; in particular, they found that compact development and the distance of neighborhood living facilities from homes affected the transport mode choices for commuting to and from work [17]. Meanwhile, with respect to walking, the origin/destination (O–D) of travel and characteristics of the travel route that connects the two are just as important as the elements of the 3Ds. Specifically, other characteristics, such as the length of the travel route, total length of the pedestrian walkway in the nearby area and the residential block size were proven to be important elements that affect walking [24].

Increased travel volume of non-motorized modes is an indication of a relative decrease in people traveling by car. If non-motorized modes of transport increase during commute hours, this can alleviate traffic congestion; this can in turn lead to economic benefits from increased efficiency in parking spaces and environmental benefits, such as reduced noise and improved air quality [25–28].

On the other hand, studies that analyzed European urban areas derived results that contradict those of studies in US urban areas. A study in Ghent, Belgium found that mixed land-use affected the walking activities of females but that the density of urban development had no effect on walking activities; this finding contradicts existing studies in the US that reported that urban densification increased walking activities [29,30]. To summarize these precedent studies, most of those conducted in the US showed decreased travel by personal motorized mode and increased travel by walking or use of public transit for commuting when land-use was more compact and mixed [15,16]. However, just as some studies demonstrated that densification of land-use is not necessarily a factor that contributes to increased walking [29,30], it can be inferred that the effects of land-use characteristics on travel could be different depending on the physical conditions of urban areas.

Most researchers in this field of study used the OLS analytical technique to analyze the effects of land-use characteristics on travel [29,31–34]. It is important to note that travel is not only affected within the unit space being analyzed but that it can also be affected by the land-use characteristics of neighboring spaces [35–37]. However, few studies take this into account; most conduct regression analyses without considering the spatial autocorrelation that may exist between neighboring unit spaces. The existence of a spatial autocorrelation means that a spatial influence is present in the dependent variables [38]. Therefore, it is necessary to determine if spatial autocorrelation is present and if so, to control for its spatial influence to ensure accurate results [38]. Accordingly, this study investigated the need for spatial regression (SR) analysis by diagnosing the presence of spatial autocorrelation of dependent variables. This was done to determine whether spatial influence needs to be controlled for when analyzing the relationship between land-use characteristics and mode of travel choice. The study also compared SR analysis to the commonly used OLS analysis to investigate the performance of this analytical framework.

2.2. Hypothesis

The following research problems were identified based on a review of existing studies:
In the diagnosis of spatial autocorrelation in the dependent variable (i.e., travel volume), there is a high likelihood of identifying the presence of spatial autocorrelation. If spatial autocorrelation exists, then there is a high likelihood that the results from a SR analysis will have a higher explanatory power than those from a conventional OLS analysis. If non-business travel is analyzed together with business travel (the latter of which was mostly examined in existing studies), then a difference between the mode of transport that is chosen for the two purposes of travel is likely to be found. Compactness and mixed-use zoning may not always be factors that cause increased pedestrian traffic volume or use of public transit. Based on these research problems, the hypotheses investigated in this study are as follows:

1. The dependent variable (i.e., travel volume) is expected to be affected by spatial autocorrelation and the results of subsequent analyses will show that SR analysis has higher explanatory power than conventional OLS analysis.
2. When the effects of land-use characteristics on transport mode choices are analyzed with the purpose of travel divided into business and non-business types, there will be differences in the variables associated with land-use characteristics that affect these two different purposes of travel; it is expected that land-use characteristics will have a greater effect on non-business travel than on business travel.
3. Even with higher density, diversity and accessibility (the variables associated with land-use characteristics), pedestrian traffic volume and use of public transit will not always increase.

3. Material and Methods
3.1. Analytical Models and Variables
3.1.1. Establishment of Independent Variables
The variables used in this study were divided into independent variables (i.e., variables associated with land-use characteristics) and a dependent variable (i.e., travel volume). The selection of the independent variables was based on those used in previous studies. Most early studies that analyzed the relationship between land-use characteristics and travel volume only examined the impact of density [1,21]. However, a more detailed analysis of the built environment can be conducted by dividing land-use characteristics into the 3Ds (density, diversity and design) for analyzing travel that occurs within a small spatial range, such as walking [12,17,39]. In addition to the 3Ds, other researchers added distance to transit and destination accessibility (2Ds) as variables and demonstrated the importance of accessibility as a variable of land-use characteristics that affects travel [15]. Moreover, it has also been suggested that the degree of development or demographics should also be considered [16].

Data acquisition constraints and the review of variables associated with land-use characteristics discussed in previous studies led us to divide the land-use characteristics into three variables (i.e., density, diversity and accessibility); we further divided these into a total of 12 sub-independent variables. Density is a characteristic of land-use that represents the density of the area for buildings and populations and includes residential density, commercial density, population density and employment density [11,13,17,22]. Residential density and commercial density respectively mean the gross floor area (GFA) of residential, commercial and neighborhood living facilities. Unlike residential and commercial density calculated by GFA, population density and employment density were calculated through the number of people and each represents the number of residents and the number of employees [11,17,22].

Diversity represents the characteristics related to the degree of mixing and distribution of land-use [17]. The entropy index, the non-reflection index, the work week balance, the residential-non-residential index and the industrial mix were selected as variables.
For the selected diversity-related variables, two issues were considered when using the entropy index. The first issue concerned the settings for what is being measured. The measurement method used in this study for mixed-use could be divided into area by the land-use type and GFA by use of a building. Regarding land-use and use of a building, determining which factor can accurately reflect the actual purpose of a lot becomes an important criterion for selecting the subject to be measured [40,41]. While most researchers calculate the entropy index based on land-use area [1,6,17], in this study, it was evident that it would be difficult to determine if the land-use type reflects the way that the lot is actually used; this is because the Building Act in South Korea has allowed uses of a building that is inconsistent with the characteristic of land-use [42]. For example, if the use of a building is a ‘class 1 neighborhood living facilities,’ then the building is permitted under 21 zoning types, including residential areas and commercial areas. Moreover, if the use of a building is a ‘detached houses,’ then the building is permitted under all types of zoning, except for exclusively industrial areas. Accordingly, there may be buildings in locations with dissimilar characteristic of land-use designated for a lot; thus, it is difficult to accept that land-use accurately reflect how the lot is actually used. The use of a building is a more accurate metric in reflecting how a lot is actually used; thus, in this study, we calculated the entropy index through uses of a building [43].

The second issue is the measurement method. There are two methods for measuring entropy: generalized entropy as shown in Equation (1) and mean entropy, as shown in Equation (2) [17]. Although both methods share the same measurement principle, they differ depending on whether the area being measured is further divided or not.

\[
(\text{Entropy Index}) = -\sum_{i=1}^{n} \frac{P_i \ln P_i}{\ln n}.
\]

Here, \(P_i\) is the proportion of building-use category \(i\) within an area and \(n\) is the number of building-use categories.

\[
(\text{Mean Entropy Index}) = -\frac{1}{K} \sum_{i=1}^{K} \sum_{j=1}^{n} \frac{P_{ij} \ln P_{ij}}{\ln n}.
\]

In Equation (2), \(P_{ij}\) is the proportion of building-use category \(j\) within a lot \(i\), \(n\) is the number of building-use categories and \(K\) is the number of divided lots within an area.

The generalized entropy index is calculated by the proportion of area by use category within an entire area without any division. To calculate mean entropy, the area being measured is divided and the entropy index for each unit space is measured, after which the mean entropy index of each unit space is calculated and that value is considered the entropy index for the entire area [41]. Although few studies have used mean entropy [41], the unit area analyzed is often an entire city, whereby the entire area is divided into areas with a radius of approximately 800 m (half a mile) to measure the entropy of the city [41,44]. The unit area used in the present study was administrative neighborhoods with an average size of approximately 1.42 km\(^2\). The area was smaller than the circular unit space area (2.01 km\(^2\)) divided for mean entropy measurements; therefore, it was not necessary to further divide the unit space. Accordingly, the entropy index by administrative neighborhood was calculated based on the generalized entropy measurement method [43].

The dissimilarity index is calculated as shown in Equation (3) (i.e., another diversity-related variable) and is designed to measure the similarity between neighboring elements [36,40]. In this study, the dissimilarity index was measured based on similarity in land-use between neighboring unit spaces:

\[
(\text{Dissimilarity Index}) = \frac{1}{K} \sum_{k=1}^{K} \sum_{j=1}^{l} \frac{D_{jk}}{J},
\]
where $K$ is the number of grid cells within an area, $D_{jk} = 1$ if the building-use category of neighboring (i.e., abutting or caddy-corner) grid-cell differs from grid-cell $j$ (otherwise $D_{jk} = 0$) and $J$ is the number of neighboring cells (8 if the area is divided into grid cell).

Generally, the entropy index tends to be used more often due to the calculation method being less complicated than that of the dissimilarity index [40,45,46]. However, the entropy index reflects how evenly each use category is distributed within the entire unit area. On the other hand, the dissimilarity index measures the dissimilarity in land-use between neighboring unit spaces after dividing the unit area into grid cells. Ultimately, the dissimilarity of the unit area is calculated as the average dissimilarity to indicate how land-use differs and is distributed within that area [17,47].

Figure 1 presents an example to explain the difference between the entropy index and dissimilarity index. In Figure 1, both Areas A and B have the same area by land-use (i.e., residential use, commercial use, industrial use and green space); however, they differ in the distribution of use areas. In this case, since the area by land-use is the same, the entropy index for both areas is 1. Computation of the dissimilarity index, however, shows the central “C” plot within a red circle in Area A receives $5/8 (=0.625)$ point for having five of its eight neighboring plots’ uses as distinct, whereas, the central “C” plot within a red circle in Area B receives $6/8 (=0.75)$ point since six of the surrounding eight plots are designated by a different land-use. As a result, Area B would have a higher dissimilarity index ($=0.796$) than Area A ($=0.356$) due to more different types of land-use in the neighboring plots.

![Figure 1](image)

**Figure 1.** Differences in entropy and dissimilarity indices according to land-use patterns.

As shown in Figure 1, the dissimilarity index takes on a different meaning from the entropy index in that it reflects the degree of mixed-use and the categorization of land-use. Accordingly, both indices were selected as diversity-related variables in this study [43]. The equation for calculating the dissimilarity index is the same as the equation used in previous studies [17]. For this study, the grid was set to $20$ m to include buildings within the grid and took into consideration the average size of buildings.

The job-housing balance index is an index representing the ratio between the number of residents and the number of workers in the region and it is an indicator of diversity that has been used earlier since the formula is simple [11,48,49]. The same number of residents and employees means that Job-housing balance index has a maximum value which is 1 and a value close to 0 means that the number of residents or employees is large [11,23,48].

The residential-non-residential index refers to the difference in share between the GFA of residential facilities and the GFA of non-residential facilities in the area [50]. The range of the calculated value is between 0 and 1 and the larger the difference in GFA between residential and non-residential facilities, the closer the value of the residential-non-residential index is to 0. If the difference in occupancy between residential and non-residential facilities is large, the value approaches 0, which means that single land-use
is high. Conversely, moving closer to 1 means that the mixed land-use is achieved by a combination of residential and non-residential facilities [50].

The industry mixture index is an index that evaluates the distribution of industries within a region and represents the ratio of workers in a specific industry to the total industry [51–53]. In this study, the degree of the index was calculated for the service industry. If the calculated value is close to 1, it means that the number of service workers in the region is large, which means that industries are diversely distributed [51,53].

Accessibility is a land-use characteristic that represents accessibility to the area and in this study, accessibility to bus stations, total integration and local integration were selected as accessibility variables. The accessibility to bus stations is an indicator of accessibility to each administrative neighborhood through the bus and the greater the number of bus routes and stops passing through each administrative neighborhood, the better accessibility is. The accessibility measurement was calculated as the sum of the number of bus routes stopping at each stop located in each administrative neighborhood [53].

The integration index is a concept originating from space syntax. It measures the connectivity of streets through the connected relationship between the axis lines of the urban street network [54]. A higher degree of integration refers to better connection with a relatively large number of streets. In this study, the degree of integration was set as a variable by dividing the global integration for the entire Seoul area (n = n) and the local integration for microspace (n = 3) [54].

The data used to establish each variable were provided by government agencies; specifically, resident registration population data was provided by the Ministry of Interior and Safety and data on the number of workers by industry, property tax ledger, list of bus routes and road networks were provided by Statistics Korea and the Seoul Metropolitan Government. Definitions of independent variables are given in Table 1.

### Table 1. Definitions of independent variables.

| Independent Variable                  | Definition                                                                 |
|--------------------------------------|---------------------------------------------------------------------------|
| Density                              |                                                                           |
| Residential density                  | $X_1$ = GFA * of residential facilities                                   |
| Commercial density                   | $X_2$ = GFA of commercial and neighborhood facilities                      |
| Population density                   | $X_3$ = Number of populations                                             |
| Employee density                     | $X_4$ = Number of employees                                               |
| Entropy index                        | $X_5 = \sum_{j=1}^{n} \frac{P_{ij}}{\ln(n)}$                            |
| Dissimilarity index                  | $X_6 = \frac{1}{T} \sum_{k=1}^{K} \sum_{j=1}^{J} D_{jk}$                |
| Job-housing balance index            | $X_7 = R_i$ (if $E_i \geq R_i$) or $E_i$ (if $E_i \leq R_i$)              |
| Residential-non-residential index    | $X_8 = 1 - \frac{|R_i - NR_i|}{|R_i + NR_i|}$                           |
| Industrial mixture index             | $X_9 = \frac{\text{Number of employees in the tertiary industry}}{\text{Total number of employees}}$ |
| Accessibility                        |                                                                           |
| Accessibility to bus station         | $X_{10}$ = Sum of the number of bus lines for each station in administrative neighborhood |
| Global integration                   | $X_{11}$ = Integration value of street network (n = n)                    |
| Local integration                    | $X_{12}$ = Integration value of street network (n = 3)                    |

*: Gross floor area.
3.1.2. Establishment of Dependent Variable

The dependent variable was divided broadly into business and non-business travel (defined depending on the purpose of travel); mode of transport was divided as either non-motorized, public transit or personal motorized modes, depending on public access to the transport mode and whether or not a motorized vehicle was used. Accordingly, six trip models based on the purpose of travel and transport mode were established, as shown in Table 2.

Table 2. Six trip models based on the purpose of travel and transport mode.

| Division                  | Purpose of Travel                                    |
|---------------------------|------------------------------------------------------|
|                           | Business                                              | Non-Business                                        |
|                           | Business trip by non-motorized modes                  | Non-business trip by non-motorized modes            |
| Transport mode            | (Model 1)                                             | (Model 2)                                           |
|                           | Business trip by transit modes                        | Non-business trip by transit modes                  |
|                           | (Model 3)                                             | (Model 4)                                           |
|                           | Business trip by personal motorized modes             | Non-business trip by personal motorized modes       |
|                           | (Model 5)                                             | (Model 6)                                           |

With respect to the data for each trip model, the study used O–D data from the household travel diary survey conducted by the Metropolitan Transportation Authority. These O–D data provide information about the transport mode used, purpose of travel and O–D of daily travel by all household members that were randomly sampled within the national capital region.

This study used 283,093 O–D data from 2010 to construct the trip models. Since the spatial unit that comprises the O–D data is “administrative neighborhood,” the spatial unit in this study was also set to administrative neighborhood. Subsequently, the volume of traffic entering each administrative neighborhood was classified according to the purpose of travel and transport mode to derive the trip models. However, because the return leg of travel for “returning home” and “returning to work” repeat the same route as the outgoing leg of travel, such travel is unaffected by the land-use characteristics. Accordingly, travel for “returning home” and “returning to work” were excluded from the O–D data and data with destinations identified as 424 administrative neighborhoods in Seoul (i.e., the spatial range in this study) were sampled.

The O–D data were divided into eight different purposes of travel other than those previously excluded (i.e., “returning home” and “returning to work”), which consisted of: “to work,” “to school,” “for business,” “for shopping,” “for leisure,” “to academy,” “send-off,” and “others.” Of these, “send-off” and “others” that lacked clear information regarding the purpose of travel were also excluded from the analysis set. Among the remaining purposes of travel, types of travel with limited or no choice due to the traveler having a fixed destination, such as “to work,” “to school,” and “for business” were categorized as business travel, whereas types of travel that allowed the traveler to freely choose the destination, such as “for shopping,” “for leisure,” and “to academy,” were categorized as non-business travel.

The O–D data were also divided into a total of 18 transport modes. Among these, the “other” mode (i.e., with an unclear transport mode) was excluded from the analysis set. “Taxi” presents a unique case, in that it could be viewed as a public-use mode since it is not a personally owned means of transport or “taxi” could be seen as being limited to personal use and could therefore be viewed as a similar transport mode as “car/car-sharing.” For this study, “taxi” was categorized under the personal motorized mode. Categorization according to the aforementioned purposes of travel and transport modes and data corresponding to each category are shown in Table 3.

This study used ESRI ArcMap 10.0, DepthMap 10.14, GeoDa 9.3 and IBM SPSS Statistics 21 for data construction and spatial statistical analysis. All data were processed.
relative to 424 administrative neighborhoods in Seoul. Descriptive statistics of independent and dependent variables are shown in Table 4.

Table 3. Classificatory criterion of purposes of travel and transport modes.

| Division | O–D Data Type               |
|----------|-----------------------------|
| Purpose of travel | To work, to school, for business |
| Non-business | To academy, for shopping, for leisure |
| Transport mode | Walk, bicycle |
| Non-motorized | Local bus, intercity bus, town bus, metro bus, express bus, other buses, subway, railway train, KTX* |
| Public transit | Car (including car-sharing), taxi, motorcycle |
| Personal motorized |

*: Korea Train Express.

Table 4. Descriptive statistics of each variable.

| Variable | Mean  | SD   | Min  | Max  |
|------------|-------|------|------|------|
| X1         | 0.771 | 0.400 | 0.046 | 2.779 |
| X2         | 0.390 | 0.370 | 0.014 | 3.649 |
| X3         | 24,322 | 9014 | 1257 | 52,199 |
| X4         | 8995 | 13,759 | 40 | 129,339 |
| X5         | 0.559 | 0.165 | 0.070 | 0.982 |
| X6         | 0.253 | 0.085 | 0.017 | 0.472 |
| X7         | 0.301 | 0.223 | 0.016 | 0.988 |
| X8         | 0.642 | 0.236 | 0.039 | 0.997 |
| X9         | 0.864 | 0.089 | 0.505 | 0.998 |
| X10        | 75 | 56 | 2 | 507 |
| X11        | 0.625 | 0.088 | 0.368 | 0.806 |
| X12        | 1.956 | 0.351 | 0.963 | 2.926 |

3.2. Diagnosis of Spatial Autocorrelation

Spatial data obtained based on political and administrative districts not only contain information about the raw data themselves but also information about geographical space. Many previous models used for analyzing such spatial data do not consider the factor called “space” contained in these data and assume that data are randomly distributed throughout the given space [55]. When spatially-referenced data are analyzed using the traditional linear analytical methods, which assume that the variables are random and that error terms are independent and share the same distribution, spatial dependence and interaction, which are characteristics of many socioeconomic, demographic and natural phenomena that appear in space, cannot be controlled [56]. Accordingly, this study used the global Moran’s I for diagnosis of spatial autocorrelation between variables prior to conducting the regression analysis. The global Moran’s I is a calculated value used to determine clustering or dispersion of all elements within a spatial range [57]. A value close to -1 indicates even distribution in space due to different attributes between neighboring objects, whereas a value close to 1 indicates clustering in space due to similar attributes between neighboring objects. Meanwhile, a value close to 0 indicates random dispersion with no similar attributes between neighboring objects. If the Moran’s I value calculated from the trip model is significant, then the results could be interpreted as the travel of that model being spatially influenced by administrative neighborhoods that
neighbor the destination. In such cases, analysis must be conducted using SR analysis that controls the spatial influence of neighboring administrative neighborhoods [38].

When the presence of spatial autocorrelation was diagnosed based on calculated global Moran's I values by the queen method for each trip model, all types of trip models showed a significance probability of <0.001, as shown in Figures 2 and 3; this confirmed the existence of spatial autocorrelation. This means that because the dependent variable is spatially autocorrelated, the assumption of random distribution that is made by a general OLS regression analysis will create a bias in parametric estimates. Consequently, this study used SR analysis; however, general OLS analysis was also used to compare the models' explanatory power. SR analysis was carried out by entering all independent variables within the model into the analysis.

Figure 2. Global Moran’s I scatter plot by trip model.
Figure 3. Global Moran’s I and travel distribution by trip model.
Next, the study tested the 12 independent variables that were selected for multicollinearity to determine whether the prerequisites for regression analysis were satisfied. Results of the OLS regression analysis showed that when all 12 variables were applied in the analytical models, the multicollinearity condition number was 70.59. Generally, the GeoDa 9.3 program used in this study determines that a multicollinearity condition number ≥30 is an indication of a multicollinearity problem [38]. Accordingly, residential density (X1), commercial density (X2), entropy index (X9), industrial mixture index (X10), global integration (X11) and local integration (X12) were excluded, as these showed high correlation within independent variables. Subsequently, the multicollinearity condition number of the analytical model with the entry of the final selection of variables was calculated to be 14.34; this confirmed that the prerequisite for the regression model was satisfied.

Figure 4 shows the synthesized flowchart of the analysis methodology based on literature review to test hypotheses described above.

![Synthesized Flowchart of the Analysis Methodology](image)

**Figure 4.** A Synthesized Flowchart of the Analysis Methodology of this Study.

### 4. Results

#### 4.1. Comparison Between OLS and SR Models

To determine the statistical fitness of the OLS model (a traditional regression model) and SR model, non-normality and heteroscedasticity of the error term were diagnosed. Analyses of all trip models showed statistical significance in the Jarque-Bera and Breusch-Pagan statistics, which confirmed non-normality and heteroscedasticity of the error term in the OLS model. Based on these findings, it was determined that the SR model is the most suitable analytical model for resolving this problem [58].

Next, the explanatory power was compared between the OLS and SR models. Since absolute comparison between the two models by R² values was not possible, relative comparison was made using log likelihood (LL), Akaike information criterion (AIC) and Schwarz criterion (SC) [59]. As shown in Tables 5–7, LL of all trip models was higher in the SR model than in the OLS model, while AIC and SC were lower in the SR model than in the OLS model. Since the explanatory power of the SR model was improved over the OLS model for all trip models, it could be concluded that the SR model performed better than the OLS model in analyzing the data.
Table 5. Results of ordinary least squares (OLS) and spatial regression (SR) analyses (Models 1 and 2).

| Division | Model 1 | | Model 2 | |
|----------|---------|---------|---------|---------|
|          | OLS     | SLM     | SEM     | OLS     | SLM     | SEM     |
| B (Sig.) | t       | B (Sig.) | t       | B (Sig.) | t       | B (Sig.) | t       |
| X_3      | 0.008 (0.000 **) | 15.224 | 0.007 (0.000 **) | 14.638 | 0.005 (0.000 **) | 13.324 | 0.005 (0.000 **) | 13.263 |
| X_4      | 0.001 (0.000 **) | 3.564 | 0.001 (0.000 **) | 3.201 | 0.001 (0.004 **) | 2.925 | 0.001 (0.003 **) | 2.954 |
| X_6      | −35.139 (0.550) | −0.398 | 8.875 (0.878) | 0.153 | −7.707 (0.901) | −0.125 | −35.818 (0.383) | −0.873 |
| X_7      | −8.532 (0.713) | −0.368 | −11.160 (0.620) | −0.496 | −16.139 (0.490) | −0.690 | −3.893 (0.810) | −0.241 |
| X_8      | 33.657 (0.143) | 1.469 | 22.059 (0.323) | 0.988 | 22.596 (0.329) | 0.976 | 16.717 (0.296) | 1.046 |
| X_{10}   | 1.594 (0.545) | 0.607 | 2474.757 (0.333) | 0.969 | 3521.384 (0.183) | 1.332 | 802.976 (0.662) | 0.438 |
| Constant | 9.060 (0.657) | 0.444 | −33.547 (0.136) | −1.491 | −11.583 (0.575) | 0.560 | 13.649 (0.668) | 0.958 |

Adjusted R^2: 43.11% 45.44% 46.04% 39.80% 42.07% 42.90%

Rho: 0.219 (0.000 **) 3.831 0.213 (0.000 **) 3.622

Lambda: 0.283 (0.000 **) 4.033 0.280 (0.000 **) 3.995

Jarque-Bera: 199.333 (0.000 **) 138.064

Breusch-Pagan: 30.912 (0.007 **) 17.574

Log Likelihood: −2479.700 −2472.710 −2471.699 −2327.020 −2320.670 −2318.991

AIC: 4973.400 4961.430 4957.400 4668.040 4657.340 4651.980

SC: 5001.750 4993.830 4985.750 4696.390 4689.730 4680.330

LM-lag: 15.344 (0.000 **) 14.161

Robust LM-lag: 0.608 (0.736) 0.114

LM-error: 19.173 (0.000 **) 19.624

Robust LM-error: 4.436 (0.018 *) 5.577

*: p < 0.05; **: p < 0.01;

Table 6. Results of ordinary least squares (OLS) and spatial regression (SR) analyses (Models 3 and 4).

| Division | Model 3 | | Model 4 | |
|----------|---------|---------|---------|---------|
|          | OLS     | SLM     | SEM     | OLS     | SLM     | SEM     |
| B (Sig.) | t       | B (Sig.) | t       | B (Sig.) | t       | B (Sig.) | t       |
| X_3      | −0.001 (0.313) | −1.010 | 0.000 (0.862) | −0.174 | −0.001 (0.479) | −0.707 | −0.002 (0.110) | −1.603 |
| X_4      | 0.016 (0.000 **) | 22.086 | 0.015 (0.000 **) | 20.678 | 0.014 (0.000 **) | 20.681 | 0.014 (0.000 **) | 21.636 |
| X_6      | 507.819 (0.000 **) | 3.641 | 337.136 (0.012 **) | 2.491 | 470.696 (0.001 **) | 3.231 | 373.975 (0.001 **) | 3.362 |
| X_7      | −12.766 (0.816) | −0.232 | −70.019 (0.188) | −1.315 | −16.981 (0.603) | −0.304 | −22.819 (0.603) | −0.521 |
| X_8      | −190.229 (0.005 **) | −3.499 | −131.026 (0.013 **) | −2.487 | −180.108 (0.001 **) | −3.262 | −132.989 (0.002 **) | −3.068 |
| X_{10}   | 45,405.700 (0.000 **) | 7.277 | 44,638.350 (0.000 **) | 7.496 | 47,296.170 (0.000 **) | 7.484 | 32,751.000 (0.000 **) | 6.582 |
| Constant | 16.758 (0.730) | 0.346 | −39.699 (0.398) | −0.844 | 17.574 (0.721) | 0.357 | 22.293 (0.564) | 0.577 |

Adjusted R^2: 69.90% 72.26% 70.51% 72.13% 74.37% 72.39%

Rho: 0.241 (0.000 **) 5.701 0.238 (0.000 **) 5.821

Lambda: (0.000 **) 1802.842 0.146 (0.053 *) 1.932

Jarque-Bera: 1802.842 (0.000 **) 1636.561

*: p < 0.05; **: p < 0.01; †: p < 0.10; ‡: p < 0.001.
### Table 6. Cont.

| Division       | Model 3 |          |          |          |          |          |          |          |          | Model 4 |          |          |          |
|----------------|---------|----------|----------|----------|----------|----------|----------|----------|----------|---------|----------|----------|----------|
|                | OLS     | SLM      | SEM      | OLS      | SLM      | SEM      | OLS      | SLM      | SEM      | B (Sig.) | t       | B (Sig.) | t       |
| Breusch-Pagan  |         |          |          |          |          |          |          |          |          | 0.000 ** | 875.113  |          |          |
| Log Likelihood |         |          |          |          |          |          |          |          |          | −2846.060 |          | −2831.000 |          |
| AIC            | 5706.130 |          |          | 5706.130 |          |          | 5700.630 |          |          | 5700.630 |          | 5700.630 |          |
| SC             | 5734.470 |          |          | 5770.390 |          |          | 5728.980 |          |          | 5728.980 |          | 5728.980 |          |
| LM-lag         | 31.268  |          |          | 31.268   |          |          | 31.268   |          |          | 31.268   |          | 31.268   |          |
| Robust LM-lag  | 28.791  |          |          | 28.791   |          |          | 28.791   |          |          | 28.791   |          | 28.791   |          |
| LM-error       | 4.449   |          |          | 4.449    |          |          | 4.449    |          |          | 4.449    |          | 4.449    |          |
| Robust LM-error| 1.932   |          |          | 1.932    |          |          | 1.932    |          |          | 1.932    |          | 1.932    |          |

†: ρ < 0.1; *: ρ < 0.05; **: ρ < 0.01.

### Table 7. Results of ordinary least squares (OLS) and spatial regression (SR) analyses (Models 5 and 6).

| Division | Model 5 |          |          |          |          |          |          |          |          |          | Model 6 |          |          |          |
|----------|---------|----------|----------|----------|----------|----------|----------|----------|----------|---------|----------|----------|----------|
|          | OLS     | SLM      | SEM      | OLS      | SLM      | SEM      | OLS      | SLM      | SEM      | B (Sig.) | t       | B (Sig.) | t       |
| X3       | 0.004 (0.000 **) | 6.119 | 0.004 (0.000 **) | 6.120 | 0.004 (0.000 **) | 6.120 | 0.004 (0.000 **) | 6.120 | 0.004 (0.000 **) | 6.120 | 0.004 (0.000 **) | 6.120 | 0.004 (0.000 **) | 6.120 |
| X4       | 12.389 (0.000 **) | 0.178 | 13.032 (0.000 **) | 0.188 | 13.032 (0.000 **) | 0.188 | 13.032 (0.000 **) | 0.188 | 13.032 (0.000 **) | 0.188 | 13.032 (0.000 **) | 0.188 | 13.032 (0.000 **) | 0.188 |
| X6       | 91.635 (0.000 **) | 12.389 (0.859) | 3.337 | 89.972 (0.034 *) | 3.293 | 89.972 (0.034 *) | 3.293 | 89.972 (0.034 *) | 3.293 | 89.972 (0.034 *) | 3.293 | 89.972 (0.034 *) | 3.293 |
| X8       | −41.051 (0.132) | −9.569 (0.888) | −1.41 | 91.051 (0.859) | −1.41 | 91.051 (0.859) | −1.41 | 91.051 (0.859) | −1.41 | 91.051 (0.859) | −1.41 | 91.051 (0.859) | −1.41 |
| X10      | 9937.405 (0.002 **) | 10,543.930 (0.000 **) | 3.187 | 10,406.920 (0.001 **) | 3.239 | 10,406.920 (0.001 **) | 3.239 | 10,406.920 (0.001 **) | 3.239 | 10,406.920 (0.001 **) | 3.239 | 10,406.920 (0.001 **) | 3.239 |
| Constant | 74.44% | 57.680 (0.019 *) | −3.324 | 57.680 (0.019 *) | −3.324 | 57.680 (0.019 *) | −3.324 | 57.680 (0.019 *) | −3.324 | 57.680 (0.019 *) | −3.324 | 57.680 (0.019 *) | −3.324 |
| Rho      | 0.168 (0.000 **) | 0.209 | 0.168 (0.000 **) | 0.209 | 0.168 (0.000 **) | 0.209 | 0.168 (0.000 **) | 0.209 | 0.168 (0.000 **) | 0.209 | 0.168 (0.000 **) | 0.209 | 0.168 (0.000 **) | 0.209 |

†: ρ < 0.1; *: ρ < 0.05; **: ρ < 0.01.
Moreover, Models 1 and 2 (i.e., trip models using a non-motorized mode) showed improved explanatory power in the spatial error model (SEM), while the other four models (i.e., trip models using a motorized mode) showed improved explanatory power in the spatial lag model (SLM). The results indicated that the SR model is more suitable for the analysis than the OLS model; the SEM is more suitable for trip models using non-motorized modes, whereas the SLM is more suitable for trip models using motorized modes. Based on these findings, it was determined that travel that takes place within a small spatial range using a non-motorized mode, such as walking or bicycling, is affected more by land-use characteristics than travel using a non-motorized mode in neighboring areas and that travel using a motorized mode has a lag according to the volume of travel using a motorized mode in neighboring areas.

4.2. SR Model Results

The SR analysis found that population density in both Models 1 ($t = 14.638$, $\rho = 0.000$) and Model 2 ($t = 13.861$, $\rho = 0.000$) and employee density in both Models 1 ($t = 3.201$, $\rho = 0.001$) and 2 ($t = 2.589$, $\rho = 0.010$) were significant variables (see Table 5). Specifically, for travel using non-motorized modes, business travel increased with unit increase in population and employee density. Non-business travel also increased with unit increase in population and employee density; however, its increase was less than that of business travel. All other diversity and accessibility-related variables were found to be insignificant variables, which contradicts the results of previous studies [1,4,13,17].

In Models 3 and 4, both were found to be significantly affected by density, diversity and accessibility-related variables (see Table 6). Specifically, both business and non-business travel using public transit modes increased with an increase in employee density ($t = 20.678$, $\rho = 0.000$ in Model 3, $t = 22.658$, $\rho = 0.000$ in Model 4), dissimilarity between neighboring land-use ($t = 2.491$, $\rho = 0.013$ in Model 3, $t = 2.068$, $\rho = 0.039$ in Model 4) and bus accessibility ($t = 7.496$, $\rho = 0.000$ in Model 3, $t = 6.755$, $\rho = 0.000$ in Model 4). However, all travel using public transit modes decreased as the residential to non-residential ratio within the administrative neighborhood became more balanced ($t = -2.487$, $\rho = 0.013$ in Model 3, $t = -1.980$, $\rho = 0.048$ in Model 4). Moreover, job–housing proximity ($t = -1.667$, $\rho = 0.095$ in Model 4) had a significant effect only on non-business travel using public transit; a negative (-) relationship between the interactions was found. Meanwhile, land-use characteristics had a stronger effect on business travel between these two trip models and the results also showed that diversity and accessibility-related variables had a greater effect on the change in travel volume than did density-related variables.

In Models 5 and 6, both were found to be significantly affected by density, diversity and accessibility-related variables (see Table 7). Specifically, both business and non-business travel using personal motorized modes increased with increases in population density ($t = 6.272$, $\rho = 0.000$ in Model 5, $t = 4.802$, $\rho = 0.000$ in Model 6), employee density ($t = 24.963$, $\rho = 0.000$ in Model 5, $t = 26.997$, $\rho = 0.000$ in Model 6) and bus accessibility ($t = 3.492$, $\rho = 0.000$ in Model 5, $t = 3.306$, $\rho = 0.001$ in Model 6). Moreover, job-housing proximity was found to be a significant variable for both trip models in the OLS analysis; however, it had a significant effect only on business travel ($t = 2.123$, $\rho = 0.034$ in Model 5) in the SLM. With respect to changes in travel according to unit change in land-use characteristics, the results were similar to those of Models 3 and 4 described above, with business travel showing a greater margin of change than non-business travel and diversity and accessibility-related variables having a greater effect on the change in travel volume than density-related variables.

Three key findings can be derived from the results of this study (see Table 8). First, among density-related variables, employee density increased the use of all transport modes, with an especially large increase in the use of public transit only on business travel ($B = 0.015$). Although employee density facilitating the use of personal motorized means of transport contradicted the results of previous studies, the fact that it facilitated the use of public transit ($B = 0.015$ in Model 3, $B = 0.013$ in Model 4) more than the use of personal modes.
motorized modes ($B = 0.009$ in Model 5, $B = 0.008$ in Model 6) was in the same context as the results of previous studies [1,11,17,22]. Meanwhile, both population density and employee density facilitated the use of non-motorized and personal motorized modes, with the use of non-motorized modes being facilitated more by population density ($B = 0.007$ in Model 1, $B = 0.005$ in Model 2) and the use of personal motorized modes being facilitated more by employee density ($B = 0.004$ in Model 5, $B = 0.002$ in Model 6). Based on these results, it was determined that to promote walking, it is more effective to increase population density than employee density.

Table 8. Unstandardized coefficients of spatial regression (SR) analyses (Models 1–6).

| Independent Variable               | Model 1   | Model 2   | Model 3   | Model 4   | Model 5   | Model 6   |
|-----------------------------------|-----------|-----------|-----------|-----------|-----------|-----------|
| Population density ($X_3$)        | +0.007    | +0.005    | n/a       | n/a       | +0.004    | +0.002    |
| Employees density ($X_4$)         | +0.001    | +0.001    | +0.015    | +0.013    | +0.009    | +0.008    |
| Dissimilarity index ($X_6$)       | n/a       | n/a       | +337.136  | +222.809  | n/a       | n/a       |
| Job-housing index ($X_7$)         | n/a       | n/a       | n/a       | −70.804   | 57.965    | n/a       |
| Residential-non-residential index ($X_8$) | n/a       | n/a       | −131.026  | −83.078   | n/a       | n/a       |
| Bus accessibility ($X_{10}$)      | n/a       | n/a       | +44,638.350 | +32,021.850 | +10,543.930 | +8467.851 |

Second, diversity-related variables only affected travel using motorized modes, such as public transit and personal motorized means, and, showed a significant effect mostly on the use of public transit. Specifically, it was effective in enhancing the use of public transit when the land-use between neighboring lots was diverse ($B = 337.136$ in Model 3, $B = 222.809$ in Model 4); the results confirmed that planning with a similar scale of residential and non-residential buildings could be a factor that contributes to decreases in the use of public transit ($B = −131.026$ in Model 3, $B = −83.078$ in Model 4).Meanwhile, travel using personal motorized modes was affected by job-housing proximity only for business travel ($B = 57.965$ in Model 5). Moreover, favorable job-housing proximity led to increased business travel using personal motorized modes ($B = 57.965$ in Model 5) but decreased non-business travel using public transit ($B = −70.804$ in Model 4). These findings supported the third hypothesis of this study.

Third, bus accessibility, which is one of the accessibility-related variables, was impactful only on travel using motorized modes. Higher bus accessibility led to higher use of both public transit ($B = 44,638.350$ in Model 3, $B = 32,021.850$ in Model 4) and personal motorized means of transport ($B = 10,543.930$ in Model 5, $B = 8467.851$ in Model 6), with about four times greater increase measured in the former.

Additionally, two main findings through comparison of methodology for regression analysis, OLS and SR, can be derived from the results of this study. First, travel using non-motorized modes showed a greater spatial influence on the dependent variable than travel using motorized modes. In Models 1 and 2, the spatial influences on the dependent variable were 28.3% and 28.0%, respectively, which were higher than those of other trip models (See Table 5). In Models 5 and 6, that is, the trip models using personal motorized modes, the spatial influences on the dependent variable were very low at 16.8% and 14.7%, respectively (See Table 7). This could also be confirmed by comparing the explanatory power between the OLS and SR analysis results for each trip model. Travel that was less affected by spatial influence showed a smaller increase in the explanatory power of the SR model compared to that of the OLS model.

Second, the OLS and SR models demonstrated that non-business travel using motorized modes showed a difference in whether job-housing proximity acts as a significant variable. This indicates that although the estimates obtained by the OLS analysis may assure unbiased outputs, inaccurate assumptions may have been reached in the significance test due to inefficiency; if so, this presents the risk of reaching a false conclusion, which has policy implications. This highlights the importance of selecting the most suitable analytical method by considering the characteristics of the variables.
4.3. Hypothesis Test

The results of testing the hypotheses of this study based on the analysis results are as follows. First, the dependent variable (i.e., travel volume) showed spatial autocorrelation and in particular, travel using non-motorized modes exhibited the greatest spatial influence. When the SR analysis was performed accordingly, each trip model showed higher explanatory power compared to that of the OLS analytical models, with travel using non-motorized modes showing the highest margin of increase in explanatory power. Such findings demonstrated that when travel volume was used as the dependent variable, better results could be obtained by using the SR rather than the OLS analysis; therefore, the SR analysis is a more suitable method, especially for analyzing pedestrian traffic volume.

Second, the variables associated with land-use characteristics that affect transport mode choices according to the purpose of travel showed greater differences in travel using motorized modes than in travel using non-motorized modes. The variable that showed a difference was job-housing proximity and unlike the results reported in existing studies, higher job-housing proximity resulted in decreased non-business travel using public transit mode and increased business travel using personal motorized mode. However, the effects of land-use characteristics on travel were unexpectedly stronger in business trip models.

Third, an increase in land-use diversity did not always facilitate the use of non-motorized or public transit modes; in contrast, such an increase did not always cause a reduction in the use of personal motorized modes. In this study, the effects of diversity and accessibility of land-use on travel were significant only in travel using motorized modes and not in travel using non-motorized modes. Moreover, density and accessibility were variables that increased not only non-motorized and public transit modes but also the use of personal motorized modes. Our findings demonstrate that the results reported in previous studies cannot be derived in all urban areas.

5. Discussion and Implications

This study investigated the effects of land-use characteristics on the transport mode choices of people according to their purpose of travel in Seoul, which is a densely developed city and the capital of South Korea. Land-use characteristics of 424 administrative neighborhoods in Seoul were divided into density, diversity and accessibility-related variables and the relationships between these variables and the travel volume entering these administrative neighborhoods by the purpose of travel and transport mode were analyzed using regression models. Prior to the analysis, spatial autocorrelation of the dependent variable was diagnosed; the SR model showed superior explanatory power compared to the OLS model, which indicated that the SR model was a more suitable regression analysis model for this study.

The following implications were derived based on the findings of this study. First, the effects of land-use characteristics on travel showed more distinct differences based on transport mode than on purpose of travel. Comparison of variables associated with land-use characteristics showed that differences of increasing or decreasing travel in such variables were prominent according to the transport mode. On the other hand, for travel using the same transport mode, there were only some very small differences of values according to the purpose of travel. These findings could be interpreted as meaning that the transport mode choice is more affected by land-use characteristics than by the purpose of travel. Moreover, comparison in travel volume according to each variable associated with land-use characteristics showed that the change in volume in business travel was higher than that in non-business travel, indicating a greater effect of land-use characteristics.

Secondly, diversity-related variables did not have a consistent effect on increasing or decreasing travel and did not always increase the use of public transit. This may be because Seoul is a city where land-use was already mixed and compacted, thus increasing the diversity of land-use would not clearly demonstrate decreased travel distance or increased travel convenience. However, there are limitations in reaching conclusions based on the physical conditions of the city without considering the personal characteristics.
of travelers. Therefore, additional studies are needed for multi-dimensional analysis on the factors that affect travel by considering land-use characteristics together with the socioeconomic situation of travelers and other factors associated with convenience, autonomy and travel efficiency.

In addition, when conducting a study on travel volume, the spatial influence on travel should be considered to select a suitable study methodology. Generally, hierarchies and traits of a city are formed based on function, which causes similar buildings to be densely located within a specific area. Typical examples include apartment complexes and commercial or industrial zones populated by buildings for a specific use. Considering that the facility of need for the traveler is located at the destination, areas that are densely populated by buildings for a specific use would attract travel for a specific purpose, which suggests that areas with inflow of specific travel are highly likely to be densely populated by buildings. Therefore, when administrative districts are used as the unit space for analysis (as in this study), administrative districts that are spatially close demonstrate high correlation due to sharing similar urban characteristics, and, thus, an analytical method that can control for spatial autocorrelation is needed. Many previous studies used OLS analysis to study causal relationships between independent and dependent variables [29,31–34]. This study revealed that in situations with spatial correlation, such as travel analysis, using OLS analysis will produce different results or explanatory power of the model than SR analysis. In particular, travel using non-motorized modes, such as walking, was found to be significantly affected by surrounding land-use characteristics; thus, SR analysis should be used together with an analytical method that can control spatial correlation to ensure accurate results.

Finally, the results showed that different SR models (SEM or SLM) were more suitable for different trip models. It is inferred that this may be attributed to differences in the size of the space and the mobility of each transport mode. Travel using non-motorized modes tended to have shorter average distances traveled and narrower travel boundaries than travel using motorized modes. In this study, the average size of administrative neighborhoods (i.e., the unit space analyzed) was approximately 1.42 km² and the average built-up area was 0.84 km². On the other hand, when the boundary of walking is calculated as having a radius of 400 m to represent a 5-min walking distance, the origin and destination of travel may be in the same administrative neighborhood when traveling 0.5 km² by a non-motorized mode; as a result, the frequency of such incoming travel from another administrative neighborhood is highly likely to be lower than that of travel by motorized modes. Therefore, administrative neighborhoods could be viewed as a unit space that is more suitable for analyzing travel using motorized modes than travel using non-motorized modes. The fact that the explanatory power was higher for the trip models using motorized modes than those using non-motorized modes can be understood in the same context. Travel using non-motorized modes is expected to show increased explanatory power for the model when analyzing unit spaces that are smaller in size than administrative neighborhoods. It is believed that this aspect should be investigated in future studies.

This study has the following historic research significance and limitations. First, this study is significant in that it highlights the limitations of OLS analysis, which has previously been widely used in studies on travel volume; this study proposes SR analysis as an improved alternative. Moreover, another significance of this study is that a multi-dimensional comparative analysis was conducted on the effects of land-use characteristics on travel by considering all types of purpose of travel and transport mode, rather than solely business travel. By reflecting the relationship between the characteristics of land-use and traffic through the analysis results, a regional transportation plan and a land-use plan are established, thereby enabling sustainable transport demand management and urban development within the city. In addition, when promoting a new city development project or a large-scale development project, sustainable walkable communities can be formed by creating a community within the pedestrian zone by increasing the residential density and commercial density to promote pedestrian travel. In this study we were unable to
control for socioeconomic characteristics (which represent the personal characteristics of travelers), due to data acquisition issues; this could be viewed as a limitation of this study. The findings showed that increased bus accessibility caused an increase in travel using personal motorized modes, which indicated that even when public transit accessibility was improved by increased bus accessibility, people who travel using personal motorized modes do not easily change their transport preference. Considering that areas with high bus accessibility typically have good traffic networks for regular vehicles [60], the reasons for such results could be that the benefits of travel convenience, autonomous mobility and time efficiency that are offered by personal motorized modes are greater than those offered by other transport modes; as a result, people may choose personal motorized modes even if they have to pay a higher cost than to use other transport modes. In other words, it seems likely that the choice of personal motorized mode may be more affected by intrinsic factors, such as personal socioeconomic level, than by extrinsic factors, such as land-use characteristics and physical conditions of the city. Models 5 and 6 (i.e., trip models using personal motorized modes) showed less spatial influence than other models, which could be understood in the same context [19]. Therefore, if socioeconomic characteristics are incorporated into future research as independent variables, results with higher explanatory power may be obtained on transport mode choices. Accordingly, future studies are needed.

Moreover, there is a need to use the global positioning system (GPS) linear data (i.e., route data) to analyze travel patterns of motorized means and pedestrians in the city. O-D data used in this study consists of point data as the starting point and the destination point of travel, for that reason, specific route information is not included in O-D data. However, through linear route data extracted from GPS data, the effect of micro-scale environmental conditions (i.e., mean block size within a walkable zone, distance to the specific program of a building and total length of travel) on travel can be derived as suggested by Lee and Moudon (2006) [24]. In addition, GPS tracking data can respond to on-demand traffic service within meso-scale area, such as a district or the specific zones and establish the hierarchy of urban spatial structure with the trip network [61,62].

Finally, there is a need to review sophisticated analytical models based on the SR analysis results found in this study. Because transport mode choices are affected by intrinsic factors, such as the aforementioned socioeconomic characteristics, additional considerations are needed. It is expected that studies on travel will continue to incorporate sophisticated models based on the findings of this study.
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