Impact of Feedback Type on Explanatory Interactive Learning
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Abstract. Explanatory Interactive Learning (XIL) collects user feedback on visual model explanations to implement a Human-in-the-Loop (HITL) based interactive learning scenario. Different user feedback types will have different impacts on user experience and the cost associated with collecting feedback since different feedback types involve different levels of image annotation. Although XIL has been used to improve classification performance in multiple domains, the impact of different user feedback types on model performance and explanation accuracy is not well studied. To guide future XIL work we compare the effectiveness of two different user feedback types in image classification tasks: (1) instructing an algorithm to ignore certain spurious image features, and (2) instructing an algorithm to focus on certain valid image features. We use explanations from a Gradient-weighted Class Activation Mapping (GradCAM) based XIL model to support both feedback types. We show that identifying and annotating spurious image features that a model finds salient results in superior classification and explanation accuracy than user feedback that tells a model to focus on valid image features.
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1 Introduction

The need to involve humans (or experts) in the model training process, referred to as Human-in-the-Loop Learning (HITL), has inspired research on interactive and active learning \cite{6}. Interactive Machine Learning (IML) \cite{3} is a type of machine learning that adds human interaction to the model training process, as opposed to typical machine learning which aims to use training algorithms alone.
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One example of IML is active learning \cite{14} in which a human participates in the model training process by providing labels for unlabelled instances.

Even though the training process of IML and active learning is interactive, it falls short in involving humans at a detailed level of interaction. Humans are usually only involved in instance class labelling—a relatively low level task. A recent trend in interactive learning, referred to as Explanatory Interactive Learning (XIL) \cite{16}, proposes richer interaction with humans by accepting user feedback on visual explanations (motivated by recent advances in Explainable Artificial Intelligence (AI) \cite{4}). Explainable AI is a research area that focuses on providing understandable interpretations of AI models, which are usually considered as a black-box, to end users. User feedback in the form of annotations can be collected on explanations and used for model and explanation refinement \cite{13,11}.

In classification tasks where the class labels are mutually exclusive, mutual relations between image regions can be ignored and the expected user feedback can be narrowed down to the object in an image and the confounding image region. Assuming correct classification of instances, the two most common types of user feedback solicited in XIL are: (1) Missing Region feedback: in which users identify regions that the model is currently ignoring, but should be focused upon; and (2) Spurious Region feedback: in which users annotate regions that the model is currently focusing on but should have been ignored since they represent spurious signals. This gives rise to an obvious, but as yet unaddressed question: which type of feedback is more effective in XIL scenarios? While the XIL literature explores various rich feedback collection mechanisms for model training; analysis and comparison of different user feedback types is largely ignored. Although it might seem obvious to collect both types of feedback, user interaction is time consuming and expensive. Moreover, different to active learning in which the cost of labelling instances is largely uniform across unlabelled instances \cite{13}, different feedback types in XIL have different impacts on user experience and the cost associated with soliciting feedback, since the expected feedback involves annotating image features which are not always uniform across input images. Given that hundreds or thousands of images are usually required for model training, the process of feedback collection in the form of annotation can take hours or days. Another aspect of XIL that is usually ignored in the literature is reporting its impact on the explanation localization accuracy of models. Since the basic idea behind XIL is using model explanations as a medium of interaction with annotators and a way to identify if a model is focusing on spurious features or if it is ignoring important regions of an image, the model training that follows should have a positive impact on the accuracy of the explanations too. In short, a model trained using XIL should be better at focusing on important regions and ignoring wrong image regions than models trained without feedback.

In this paper, we compare the effectiveness of the two most common types of user feedback used in XIL on model performance and explanation accuracy. To do this we use Gradient-weighted Class Activation Mapping (Grad-CAM) \cite{12} as
a feature attribution based model explanation to visualize salient regions of images. We train models on two decoy versions of the Fashion MNIST (FMNIST) dataset [17] using cross entropy classification loss and explanation loss that is computed between missing and spurious region feedback and GradCAM explanations. Furthermore, we compare the impact of using classification loss only and adding feedback to model training on model performance and explanation localization accuracy. The main contributions of this paper are:

1. The first comparison in the XIL literature of the impact of different user feedback types on the performance of XIL algorithms;
2. A class-wise decoy version of the FMNIST dataset is created and will be provided as a resource for future XIL research;
3. Our experiments demonstrate that collecting spurious region feedback is more valuable than collecting missing region feedback in XIL.

2 Related Work

As shown in Fig. 1, XIL methods can be categorized based on the approaches they use during model training, model explanation, and user feedback collection. We explore existing work within XIL through these three lenses.

![Fig. 1. The Explanatory Interactive Learning (XIL) loop.](image)

2.1 Model Training

The two most common approaches to model training in XIL are model retraining and model fine-tuning.

- Model-retraining. This approach utilizes user feedback to produce new training examples, or counter examples, to mitigate against the impact of spurious features [11]. In this approach, an expert is presented with explanations of a model’s output showing features that a model finds useful for its prediction. Based on the provided explanations the expert provides feedback on whether the features are valid or not. Counter-examples are then fabricated by removing spurious features and adding valid features into a sample dataset for model refinement.
– Model fine-tuning (explanation losses.) In this category, an explanation loss penalty is added to the cost function (See Equation 1) that is optimised during model training in addition to the loss terms that penalize a model for wrong predictions. This approach is summarised in Equations 2 and 3 using GradCAM explanations, where $M_n \in \{0, 1\}$ is the ground truth annotation and $\text{norm}$ normalizes the Grad-CAM output, $\theta$ holds a model’s parameters, with input $X$, labels $y$, predictions $\hat{y}$, and a parameter regularization term $\lambda$. Techniques such as Right for Right Reasons using Integrated Gradients (RRR-IG) [10], Right for the Right Reasons using GradCAM (RRR-GC) [11], and Right for Better Reasons (RBR) [15] modify a model through explanation and training losses. Explanation losses can be computed between a feature annotations ground truth dataset and model generated explanations as can be seen in Equation 2 [11].

\[
\text{Classification Loss} = \sum_{n=1}^{N} \sum_{k=1}^{K} -y_{nk} \log \hat{y}_{nk} \quad (1)
\]

\[
\text{Explanation Loss} = \sum_{n=1}^{N} (M_n \ast \text{norm}(GradCAM_\theta(X_n)))^2 \quad (2)
\]

\[
\text{Loss} = \text{Classification Loss} + \text{Explanation Loss} + \lambda \sum_{i} \theta^2_i \quad (3)
\]

### 2.2 Model Explanation

There are two major categories of model explanations used in XIL: (1) Local explanations that explain a single model outcome [16]; and (2) Surrogate model based learning, which uses a simple interpretable model to explain a more sophisticated black-box model, and to drive interaction with users [8]. While surrogate models are effective for understanding the overall behaviour of a model, they may miss unique features that can be observed if local explanations are used.

### 2.3 Feedback Collection

Better feedback collection mechanisms will increase user involvement in XIL. Feedback in non-image domains, for example Recommender Systems (RS) and Natural Language Processing (NLP), can be more transparent since their explanations can be presented in a conversational natural language format and users can provide feedback using template questionnaires [9,7]—for example, Dalvi et al. (2022) used users’ textual feedback on explanations to refine a model trained on a multiple choice questions dataset [2]. Models that learn and predict concepts [6] can simplify the feedback collection process because feedback is expected to be one of the learned concepts and a user only needs to detect if a wrong concept is being used for classification.
Fig. 2. Sample images of class bag from FMNIST (left) and random decoy FMNIST (right). Intensity values of pixels at the top right corner of the image from decoy FMNIST are exaggerated for presentation purposes.

Due to the complex nature of image data, it is often more effective to use visual feedback mechanisms. Missing region and spurious region feedback are the two most commonly used types of user feedback in image-based XIL under the assumption of correct classification of instances. While techniques such as RRR-IG [10], RRR-GC [11] and RBR [15] use spurious region feedback to fine-tune a model to ignore spurious features, Human Importance-aware Network Tuning (HINT) trains a model to focus on valid image objects [13].

Although model explanations have been used for rich user interaction, the most effective types of user feedback that lead to high performance in XIL remain unknown. We compare the effectiveness of missing region and spurious region feedback, in terms of model performance and explanation accuracy, using two decoy versions of the FMNIST dataset. This has a potential to set the standard for future designs of explanation-based interactive machine learning.

3 Methods

This section describes the datasets used, the experimental setup, and the model training process employed in the experiments described in this paper.

3.1 Dataset for XIL

To demonstrate the effectiveness of XIL to refine models, Teso and Kersting [16] used a decoy version of the FMNIST dataset [17]. The decoy FMNIST dataset is made up of FMNIST images with 4x4 squares of high-intensity pixels added to randomly selected image corners (example images are shown in Fig. 2). Locations of these confounders are class independent. In our work, in addition to experimenting with the decoy FMNIST dataset [16], we also created a class dependent decoy version. Our decoy version of FMNIST contains confounders in the same image region across the same class. For easier reference, we refer to the Teso and Kersting [16] version as Random Decoy FMNIST, and our version as Class-wise Decoy FMNIST.

3.2 Experimental Setup

Each of the two datasets contain 60,000 28x28 pixel images for model training. A test dataset of 10,000 unseen images each containing spurious region and object ground truth annotations is used to measure model performance. The spurious
Table 1. Summary of feedback type influence on model performance.

| Feedback type               | Random decoy FMNIST | Class-wise decoy FMNIST |
|----------------------------|---------------------|-------------------------|
|                            | None                | Missing Region          |
|                            | Spurious Region     | None                    |
|                            | Missing Region      | Spurious Region         |
| Explanation accuracy        | 0.27                | 0.44                    |
| against object annotations  | 0.65                | 0.21                    |
| Explanation accuracy        | 0.05                | 0.03                    |
| against spurious region     | 0.02                | 0.04                    |
| region annotations          | 0.05                | 0.03                    |
| Classification accuracy     | 87.65               | 85.20                   |
|                            | 85.03               | 85.53                   |
|                            | 88.00               | 84.50                   |
|                            | 86.21               |                         |

and missing region feedback are image masks of the added confounding regions and objects in images, respectively. We used accuracy to measure classification performance, and dice scores to assess explanation accuracy between model explanations and ground truth annotations.

3.3 Model Training

We trained six different models using the two datasets with the Adam optimizer and a decaying learning rate starting with $1e^{-3}$. Two models are trained using only classification loss (cross entropy loss) using the Random and Class-wise Decoy FMNIST datasets. Two other models are trained using a combination of classification loss and explanation loss based on missing region feedback using each of the two datasets. The last two models are trained using a combination of classification loss and explanation loss based on spurious region feedback on the two datasets. After experimenting with different architectures and comparing their performances, a convolutional neural network with 3 convolutional layers followed by two fully connected layers was selected. We used a Right for the Right Reasons using GradCAM (Equation 2) explanation loss that is computed between GradCAM model explanations and missing region or spurious region feedback and L2 regularization to address overfitting.

4 Results

This section describes the results of the experiments performed, first exploring those based on the Random Decoy FMNIST dataset and then those based on the Class-wise Decoy FMNIST dataset.

4.1 Random Decoy Fashion MNIST

Explanation Localization Accuracy Figures 3, 4 and 5 compare the performance of models trained using classification loss alone, and models trained with explanation losses using spurious region and missing region feedback on models’
Fig. 3. Dice score evaluation of a model trained on the random decoy dataset with classification loss only using object (left) and spurious region (right) ground truth annotations.

Fig. 4. Dice score evaluation of a model trained on the random decoy dataset with classification loss and missing region feedback explanation loss using object (left) and spurious region (right) ground truth annotations.

explanation accuracy using dice scores. Our target is to maximize dice scores that are computed against object annotations towards one, and minimize dice scores computed against spurious region towards zero. Average dice scores of explanations of the models trained on random decoy FMNIST compared against the test dataset of spurious region and object ground truth annotations is shown in Table 1. In both cases, the model which used spurious region feedback to compute explanation losses for training achieved superior performance.

**Classification Accuracy** A summary of classification performance of the models trained on the random decoy dataset is displayed in Table 1. There is a slight performance loss in models that added feedback to their training compared to the model that only used classification loss. Compared against state of the art XIL methods, RRR-IG achieved the highest accuracy of 89.40, while RBR, HINT and RRR-GC scored 87.60, 58.20 and 78.60, respectively. All our models that used GradCAM explanations to compute explanation losses achieved superior performance scores compared to RRR-GC which also used GradCAM for model training.
4.2 Class-wise Decoy Fashion MNIST

Explanation Localization Accuracy A dice score comparison between training with classification loss only, and training with added explanation losses using spurious region and missing region feedback on a model’s explanation accuracy on the Class-wise Decoy FMNIST data is displayed in Figures 6, 7, and 8. Average dice scores for explanations of models trained on the Class-wise Decoy FMNIST dataset compared against the test dataset of spurious region and object ground truth annotations is shown in Table 1. While the model trained with spurious region feedback achieved the highest average dice score when compared against object ground truth annotations, the model trained with missing region feedback achieved the best against spurious region annotations.

Classification Accuracy Average accuracy scores for all experiments are shown in Table 1. Except for the model that was trained using missing region feedback, the remaining two models achieved superior performance compared to their counterpart models that were trained on the random decoy FMNIST.
Fig. 7. Dice score evaluation of a model trained on the class-wise decoy dataset with classification loss and missing region feedback explanation loss using object (left) and spurious region (right) ground truth annotations.

Fig. 8. Dice score evaluation of a model trained on class-wise decoy with classification loss and spurious region feedback explanation loss using object (left) and spurious region (right) ground truth annotations.

5 Conclusion

In this work, in addition to using a publicly available random decoy version of the FMNIST dataset, we generated a class-wise decoy version to compare effectiveness of different feedback types on a model’s classification performance and explanation localization accuracy. We studied two feedback types: missing region and spurious region feedback. Apart from a slight classification performance loss when compared to a model trained using classification loss only, we achieved improved classification performance when compared against RRR-GC method that used GradCAM as explanations. In general, the models that utilized explanation losses achieved better explanation localization accuracy than models that only used classification losses. We believe the significant gains in explanation localization accuracy performance outweighs the slight loss of classification performance that these models suffered. More importantly, we were able to observe that using spurious region feedback is more valuable method to increase a model’s classification and explanation accuracy than using missing region feedback. We believe our approach can be extended to other cases and investing on collecting spurious region feedback instead of missing region feedback has the potential to improve models and reduce associated cost. Most of the models trained on the class-wise decoy FMNIST performed better than those that were trained on the random version. We accredit this to the class-wise location uniformity of the confounding
regions added to the class-wise version. We are aware that the feedback used in our experiments are accurate annotations which can not always be expected in real world scenarios and that feedback quality can be affected by the employed user interface medium. For this reason, we recommend performing user studies involving different feedback collection tools and comparing their performances before selecting one. For future work, we plan to compare impact of different feedback types with a user study.
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