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ABSTRACT. Motivated by Lazer-Leach type results, we study the existence of periodic solutions for systems of functional-differential equations at resonance with an arbitrary even-dimensional kernel and linear deviating terms involving a general delay of the form \( \int_{0}^{2\pi} u(t + s) \, d\lambda(s) \), where \( \lambda \) is a finite regular signed measure. Our main technique shall be the Coincidence Degree Theorem due to Mawhin.

1. Introduction

The problem of finding periodic solutions to semilinear functional-differential equations at resonance has been widely studied. For instance, in the simplest situation of a scalar ordinary differential equation, nonlinear perturbations of harmonic oscillators of the form

\[
x'' + m^2 x + g(x) = p(t)
\]

were considered by Lazer and Leach among others, see [5] for \( m = 0 \) and [4] for strictly positive integer values of \( m \). Equations like (1) are also known as Duffing equations at resonance. In [4], periodic solutions to (1) were found assuming that \( g \) is continuous, non-constant and bounded with limits at infinity, the forcing term \( p \) is continuous, 2\( \pi \)-periodic and satisfies the well-known Lazer-Leach condition:

\[
\left| \int_{0}^{2\pi} p(t)e^{-imt} \, dt \right| < 2 \left| \lim_{s \to \infty} g(s) - \lim_{s \to -\infty} g(s) \right|.
\]

The Lazer-Leach result was extended to systems. For instance in [1], 2\( \pi \)-periodic solutions \( u : \mathbb{R} \to \mathbb{R}^N \), for systems of size \( N \) of the form

\[
u''(t) + m^2 u(t) + g(u) = p(t),
\]

were found under appropriate conditions on the asymptotic behaviour on \( g \) and a topological condition on the projection of \( g(u) - p \) over the kernel of the linear operator \( u \mapsto u'' + m^2 u \). The assumptions on the nonlinear term in the present work constitute an extension of the conditions in [1], see further discussion and Section 2.4 for details.

Problems of the form (3) may be generalized by introducing a deviating argument in order to obtain systems of functional-differential equations of the form

\[
u''(t) + m^2 u(t) + g(u(t - \tau)) = p(t)
\]
with \( \tau \in [0, 2\pi] \). In [1], periodic solutions to equations like (1) were found assuming a condition similar to (2). In [3], these results were extended allowing unbounded sublinear nonlinearities.

A linear instance of (1) is the Gompertz equation with a time delay
\[
N'(t) = -\alpha N(t) \log(K/N(t - \tau))
\]
where \( N(t) \) is the density of a self-limiting cell population, \( \alpha \) is a positive constant and \( K > 0 \) is known as the environment carrying capacity. In fact, the change of variables \( u = \log N \) yields the linear equation
\[
u'(t) = \alpha u(t - \tau) + p
\]
with \( p = -\alpha \log K \).

Extending this situation to the semilinear systems case, periodic solutions to systems of the form
\[
\begin{cases}
u_1'(t) + a_1u_1(t) + b_1u_1(t - \tau_1) + g_1(u_1(t - \tau_1), u_2(t - \tau_2)) = p(t) \\
u_2'(t) + a_2u_2(t) + b_2u_2(t - \tau_2) + g_2(t, u_1(t), u_2(t)) = 0
\end{cases}
\]
for periodic \( p \) were found in [2], assuming (2) and the resonance condition \(|a_1| < |b_1|\), and \( b_1 e^{i\nu\tau} = -a_1 - im \) with \( m := \sqrt{b_1^2 - a_1^2} \in \mathbb{N} \). Here the subscript notation \( u_\nu \) stands for \( u_\nu(\theta) = u(t + \theta) \) and \( g_2 \) is a real valued continuous function defined on \( \mathbb{R} \times C[-\tau_1, 0] \times C[-\tau_2, 0] \).

It is important, in applications, to consider systems of semilinear functional-differential equations involving distributed delays such as \( \int_{t-\tau}^{t} u(t + s)\beta(s)\,ds \), where \( \beta \) is some integrable function defined over \([-\tau, 0]\). Notice that, in the periodic case, \( \int_{t-\tau}^{t} u(t + s)\beta(s)\,ds = \frac{1}{2\pi} \int_{0}^{2\pi} u(t + s)\tilde{\beta}(s)\,ds \), with \( \tilde{\beta} \) defined as the \( 2\pi \)-periodic extension of the product \( \beta 1_{[-\tau, 0]} : [-2\pi, 0] \to \mathbb{R} \), where \( 1_A \) denotes the usual indicator function of a set \( A \). Also notice that the discrete delay can be written as \( u(t - \tau) = \int_{t-\tau}^{t} u(t + s)\delta_\tau(s) = \int_{0}^{2\pi} u(t + s)\delta_{2\pi - \tau}(s) \), where \( \delta_x \) is the Dirac measure concentrated at \( x \). Thus, discrete delays and distributed delays in periodic \( N \)-dimensional systems may be generalized altogether as expressions of the form \( \int_{0}^{2\pi} \lambda(s)u(s + t) \) with \( \lambda \) an appropriate \( N \times N \)-matrix of regular signed measures.

We are interested in finding \( 2\pi \)-periodic solutions \( u : \mathbb{R} \to \mathbb{R}^N \) to problems like (1), (3) and (7) at resonance involving more general delays such as
\[
u'(t) + \int_{0}^{2\pi} \lambda(s)u(s + t) + g \left( \int_{0}^{2\pi} \lambda(s)u(s + t) \right) = p(t).
\]
Due to technical considerations we shall restrict this work to even dimensional kernels of the linear operator \( L(u)(t) := u'(t) + \int_{0}^{2\pi} \lambda(s)u(s + t) \). For situations including odd dimensional kernels, see [3] for a very classical result or [10], for a more recent result. A sufficient condition for \( \ker L \) to be even-dimensional and nontrivial consists in assuming that \( \lambda \) is a skew-symmetric matrix of regular signed measures,
\[
det \int_{0}^{2\pi} \lambda(s) \neq 0
\]
and
\[
det \left( ikI + \int_{0}^{2\pi} e^{iks} \lambda(s) \right) = 0
\]
for some \( k \in \mathbb{Z} \). Conditions (9) and (10) can be derived straightforwardly by using Fourier transform. For every \( k \in \mathbb{Z} \) satisfying (10), \( \ker L \) contains a nontrivial vector of the form \( \cos(kt)A + \sin(kt)B \) with \( A, B \in \mathbb{R}^N \). We may naturally generalize the existence of limits at infinity in the scalar case to the multidimensional case by saying that the radial limits \( \lim_{s \to \infty} g(sv) \) as \( s \to \infty \) exist uniformly for \( v \in S^{N-1} \), the unit sphere of \( \mathbb{R}^N \). However, the generalization of the Lazer-Leach condition (2) requires a technical discussion that can be found in Section 2.3 below or in Section 3 of [1] and it is inspired by Nirenberg’s condition in [9]. In this context, our general version of the Lazer-Leach conditions read as follows:

\[(LL1)\quad \mathcal{P}(g_w - p) \neq 0 \]

for every \( w \in \ker L \) with \( \|w\|_L^2 = 1 \), where \( g_w(t) := \lim_{s \to \infty} g(sw(t)) \) a.e. and \( \mathcal{P} \) is the orthogonal projection on \( \ker L \), in the \( L^2 \)-sense, and

\[(LL2)\quad \deg \gamma \neq 0 \]

where \( \gamma \) is the mapping given by \( \gamma(w) := \frac{\mathcal{P}(g_w - p)}{\|\mathcal{P}(g_w - p)\|_L^2} \) for \( w \in \ker L \) with \( \|w\|_L^2 = 1 \), defined over the unit sphere of \( \ker L \) for the \( L^2 \) norm.

We are in condition of stating our main result, which shall be obtained as a direct consequence of a more general result involving higher derivatives and different deviating terms for the linear and nonlinear terms (see Theorem 2 below).

**Theorem 1.** Let \( \lambda \) be a skew-symmetric square matrix of regular signed measures of size \( N \), let \( g \) be a bounded-continuous vector field in \( \mathbb{R}^N \) such that \( \lim_{s \to \infty} g(sv) \) exists uniformly for \( v \in S^{N-1} \) and let \( p \) be a continuous \( 2\pi \)-periodic vector-valued function. Assume (9), (10), (LL1) and (LL2), then there exists a continuously differentiable \( 2\pi \)-periodic solution of (8).

In order to state and prove the general result, we introduce some notation and terminology in the following section.

## 2. The General Setting

### 2.1. Some notation.

We denote by \( \mathbb{T} \) the quotient space \( \mathbb{R}/2\pi \mathbb{Z} \). It is clear that the \( 2\pi \)-periodic functions in \( \mathbb{R} \) can be identified with those functions defined on \( \mathbb{T} \). We denote by \( \mu \) the normalized Haar measure on \( \mathbb{T} \), that is, \( \mu \) is the unique Haar measure on \( \mathbb{T} \) such that \( \mu(\mathbb{T}) = 1 \). Thus, if \( f : \mathbb{T} \to \mathbb{C} \) is a measurable function, then the integral of \( f \) with respect to \( \mu \) is given by \( \int_\mathbb{T} f \, d\mu = \frac{1}{2\pi} \int_0^{2\pi} f(s) \, ds \). For \( k = 1, 2, \ldots \) we denote by \( C^k \) the space of all functions \( u : \mathbb{T} \to \mathbb{R}^N \) such that \( u \) has continuous derivatives up to order \( k \). It is clear that \( C^k \) is a Banach space with the norm \( \|u\|_{C^k} = \|u\|_\infty + \|u^{(k)}\|_\infty \), where \( \|u\|_\infty = \max_{t} |u(t)| \). The space of continuous functions will be simply denoted by \( C \) and the norm will be given by \( \|u\|_\infty \). Let \( m \) be a positive integer and, for \( j = 0, 1, \ldots, m \), let \( A_j \in M_N(\mathbb{R}) \) be a \( N \times N \) real matrix with \( A_m \) non-singular. We denote by \( P \) the matrix polynomial \( P(x) = \sum_j A_j x^j \). If \( \partial : C^1 \subset C \to C \) is the differential operator defined by \( \partial u = u' \), then we denote by \( P(\partial) : C^m \subset C \to C \) the unbounded operator defined by the formula \( P(\partial)u = \sum_j A_j u^{(j)} \).

Clearly, a system in terms of \( P(\partial)u \) may be reduced to a higher rank system of first order equations. For this reason, it seems unnecessary to consider systems.
of higher order derivatives. However, as we can check easily with some examples, to verify all the conditions stated below in the reduced first order system may be cumbersome.

As mentioned before, given $u \in C$, we shall denote by $u_t : C \to C$ the translation operator given by $u_t(s) = u(t + s)$. Take for the moment $N = 1$. As we already noticed, for $\tau \in [0, 2\pi)$, delays of the form $u(t - \tau)$ or $\int_0^\tau u(t + s)\beta(s) \, ds$ may be regarded as $\langle \Lambda, u_t \rangle$ where $\Lambda \in C^*$, the dual space of $C$. Thus, for any $N$ it is enough to consider $\Lambda \in L(C, \mathbb{R}^N)$ for a wide range of delays captured by the expression $\langle \Lambda, u_t \rangle$.

In this setting, we are interested in finding solutions $u \in C^1$ to the following “abstract” equation

$$P(\partial)u + \langle \Lambda, u_t \rangle + g(\langle \Psi, u_t \rangle) + h(t, u_t) = p(t),$$

where $p \in C$, $\Lambda, \Psi \in L(C, \mathbb{R}^N)$ and $g \in C(\mathbb{R}^N, \mathbb{R}^N)$, $h \in C(T \times C, \mathbb{R}^N)$ are bounded functions. It is clear that equation (11) is more general than (8). We shall say that equation (11) is at resonance if the linear term has nontrivial kernel.

It is worth noticing that, for any $\Lambda \in L(C, \mathbb{R}^N)$ there exists an associated bounded linear operator $\tilde{\Lambda} : C \to C$ defined by the formula $\tilde{\Lambda}u(t) := \langle \Lambda, u_t \rangle$.

### 2.2. The linear and deviating term.

Let us define the unbounded linear operator $L : C^m \subset C \to C$ by the linear part of equation (11), that is:

$$L := P(\partial) + \tilde{\Lambda}.$$

Due to The Riesz Representation Theorem, to each $\Lambda \in L(C, \mathbb{R}^N)$ we may associate an $N \times N$ matrix $\lambda$ of finite regular signed measures which represents $\Lambda$ in the sense that $\langle \Lambda, u \rangle = \int_T d\lambda(t)u(t)$ for every $u \in C(T, \mathbb{R}^N)$.

Let us denote by $L^2$ the complex Hilbert space of square-integrable functions defined on $T$ with values in $\mathbb{C}^N$. The inner product of two functions $f, g \in L^2$ shall be denoted by $(f \mid g)_{L^2}$ and is given by $\int_T (f(t) \mid g(t))_{\mathbb{C}^N} \, d\mu(t)$, where $(x \mid y)_{\mathbb{C}^N} = \sum_j x_j \overline{y}_j$. For $u \in L^2$ and $k \in \mathbb{Z}$, the Fourier Transform of $u$ at $k$ shall be given by $(\mathcal{F}u)(k) = \widehat{u}(k) = \int_T u(t)e^{-ikt} \, dt \in \mathbb{C}^N$. It is clear that the set $l^2 := \{\alpha : \mathbb{Z} \to \mathbb{C}^N : \sum_k |\alpha(k)|^2 < \infty\}$, endowed with the inner product $(\alpha \mid \beta)_{l^2} = \sum_k (\alpha(k) \mid \beta(k))_{\mathbb{C}^N}$ is also a complex Hilbert space and $\mathcal{F} : L^2 \to l^2$ is a Hilbert space isomorphism. Also, we shall denote by $H^m$ the Sobolev space of $2\pi$-periodic functions in $L^2$ with weak derivatives in $L^2$ up to order $m$.

We define the Fourier transform of a matrix of complex measures $\lambda$ at $k$ as $\tilde{\lambda}(k) := \int_T e^{-ikt} \, d\lambda(t)$, which is a complex square matrix of size $N$. The symmetric relations $\tilde{\lambda}(-k) = \overline{\tilde{\lambda}(k)}$ and $\tilde{\lambda}(k) = \overline{\tilde{\lambda}(-k)}$ are valid for every $k \in \mathbb{Z}$ because (11) is an equation taking values in $\mathbb{R}^N$ for every $t$.

As an example, consider $\langle \Lambda, u_t \rangle = \tilde{\Lambda}u(t) = Au(t)$ with $A = [a_{ij}]$ a real square $N$-matrix. The corresponding matrix $\lambda$ shall be represented by $[a_{ij}]$ with $\delta_0$ the Dirac measure at $0$. Moreover $\tilde{\Lambda}(k) = A$ for every $k \in \mathbb{Z}$. Further examples will be discussed in Section 4.

We shall use the Fourier transform in order to compute $\ker L$ and $\text{img} L$. Set $\tilde{L} := \mathcal{F} \mathcal{T} \mathcal{F}^{-1}$ where $\mathcal{T} : H^m \subset L^2 \to L^2$ is the natural extension of $L$. Then $\tilde{L}\tilde{u}(k) = L_k \tilde{u}(k)$ with $L_k := P(ik) + \tilde{\lambda}(-k) \in M_N(\mathbb{C})$. 


Let us illustrate this notation with an example. Take the linear part of the problem (7), then a direct computation shows that the matrices $L_k$ are given by

$$L_k = \begin{bmatrix} ik + a_1 + b_1 e^{-ik\tau_1} & 0 \\ 0 & ik + a_2 + b_2 e^{-ik\tau_2} \end{bmatrix}. $$

As mentioned, we are interested in equation (11) at resonance, namely, when $\ker L \neq \{0\}$. Then, for some $k \in \mathbb{Z}$ the matrix $L_k$ should be singular and thus, the set $\mathcal{K} := \{ k \in \mathbb{Z} : \det L_k = 0 \}$ is non-empty. We claim that $\mathcal{K}$ is finite. Indeed, assume the contrary and for $k \in \mathcal{K}$, take $x_k \in \ker L_k$ with $|x_k| = 1$. On the one hand, $|\hat{\lambda}(k)x_k|$ is uniformly bounded with respect to $k$ and, on the other hand $|P(i k_j)x_k| \to \infty$ for any $k_j \to \infty$. This is a contradiction and therefore $\mathcal{K}$ is finite.

Our assumptions on $L$ are the following:

(L1) $\det L_0 \neq 0$.

(L2) $\ker L_k = \ker L_k^*$ for every $k \in \mathcal{K}$.

Here, the $*$ symbol stands for the Hilbert adjoint. Condition (L1), which is equivalent to say that $0 \notin \mathcal{K}$, implies that $\mathcal{K} = \{ \pm k_1 \cdots \pm k_K \}$ with $k_j \neq 0$ for all $j$. When $\det L_0 = 0$, equation (11) leads to odd dimensional kernels, which require a different treatment and, as mentioned before, shall not be considered in this paper.

Let us describe now the kernel of $L$. Denote with $\nu_k := \dim \ker L_k$, and let $\{ \Theta_{k,j} \in \mathbb{C}^N : j = 1, \ldots, \nu_k \}$ be an orthonormal basis for $\ker L_k$ and with $\mathcal{P} : \mathbb{C} \to \mathbb{C}$ the continuous projection

$$\mathcal{P} u(t) = \sum_{k \in \mathcal{K}} \bigg\{ \sum_{j=1}^{\nu_j} \big( \hat{u}(k) \mid \Theta_{k,j} \big) \mathcal{C} \Theta_{k,j} \bigg\} e^{ikt}. $$

Then, a direct computation shows that $\ker L = \text{img} \mathcal{P}$ and $\dim \ker L = 2\nu$, where $\nu := \sum_{j=1}^{K} \nu_j$. For future reference we denote by

$$\mathcal{S} := \{ u \in \ker L : \|u\|_{L^2} = 1 \} $$

the unit sphere in $\ker L$ in the sense of $L^2$. Since $\ker L$ is finite-dimensional, using Fourier transform we notice that $\mathcal{F}(\mathcal{S}) = \mathbb{S}^{2\nu-1}$.

The assumption (L2) compensates the lack of self-adjointness of the problem, i.e. the fact that not necessarily $\mathcal{T} = \mathcal{T}^*$, There are plenty of cases in which (L2) may occur. For instance, this is the case if $\hat{\lambda}(k)$ is skew-Hermitian and $P(x)$ has only odd powers or if $\hat{\lambda}(k)$ is Hermitian and $P(x)$ has only even powers. Such is the case of the linear parts of problems (11) and (7). It is clear that (L2) is equivalent to say that $\ker \mathcal{T} = \ker \mathcal{T}^*$.

Next, let us compute $\text{img} L$. Take $\varphi \in C(\mathbb{T}, \mathbb{R}^N)$ such that $\hat{\varphi}(k) \in \text{img} L_k$ for $k \in \mathcal{K}$. Choose $\phi(k) \in \mathbb{C}^N$ such that $L_k \phi(k) = \hat{\varphi}(k)$. We can define, by the Fourier representation

$$u(t) \sim \sum_{k \in \mathbb{Z}; \mathcal{K}} \big( ikI + \hat{\lambda}(-k) \big)^{-1} \hat{\varphi}(k) e^{ikt} + \sum_{k \in \mathcal{K}} \phi(k) e^{ikt}. $$

It is not difficult to show, using again the fact that $\det A_m \neq 0$, that $u$ belongs to the space $H^m$ which, by Morrey’s Inequality, is embedded in $C^{m-\frac{1}{2}}$. Then, we can replace the $\sim$ sign in (15) by $= \text{ everywhere in } t$. Using the structure of (11), it is clear that $u \in C^1(\mathbb{T}, \mathbb{R}^N)$ and

$$\text{img} L = \big\{ \varphi \in C(\mathbb{T}, \mathbb{R}^N) : \text{ for all } k \in \mathcal{K}, \hat{\varphi}(k) \in \text{img} L_k = (\ker L_k)^{-1} \big\}. $$
Hence, img \( L \) is also a closed subspace in \( C(T, \mathbb{R}^N) \) and then a continuous projection \( Q : C \to \text{coker} \ L \) may be given by \( Q = \mathcal{P} \) because \( \text{coker} \ L = \ker L \). Summing up, the unbounded operator \( L : C^m \subset C \to C \) with \( \text{dom} \ L = C^m \) is a zero-index Fredholm operator with the identity as the connecting isomorphism between the previous kernel and cokernel.

Now we need some compatibility assumptions between \( \Lambda \) and the deviating argument \( \Psi \). To this end, we shall also assume:

(L3) \( \det \check{\psi}(k) \neq 0 \) for every \( k \in K \).

(L4) \( \Theta_{k,j} \) is an eigenvector of \( \check{\psi}(-k) \) for every \( k \in K \) and every \( j = 1, \ldots, \nu_k \).

Condition (L3) is a form of coerciveness in \( \ker L \). In fact, let us denote by \( \check{\Psi} : L^2 \to L^2 \) the bounded linear operator defined by \( \check{\Psi}(u)(t) = \langle \Psi, u \rangle \). Then, (L3) is equivalent to say that there exists \( c_\Psi > 0 \) such that, for every \( z \in \ker L \),

\[
\|\check{\Psi}z\|_{L^2}^2 = \sum_{k \in K} \|\check{\psi}(k)\check{\zeta}(k)\|^2 \geq c_\Psi^2 \|z\|_{L^2}^2.
\]

On the other hand, recalling (13), condition (L4) ensures that \( \check{\Psi} \) is invariant on \( \ker L \).

As an example to illustrate this situation, when \( g \) does not depend on any delay, \( \langle \Psi, u \rangle = u(t) \) and (L3)–(L4) are trivially fulfilled and if \( \Psi = \Lambda \), then condition (L4) is also fulfilled.

2.3. The nonlinear term. Let us denote the nonlinear term or the Nemytskii operator in equation (11) with (L4) is also fulfilled.

(N1) There exists \( \{G_j, w_j\} \) with \( j = 1, \ldots, M \) such that \( \{G_j\} \) covers \( S \) and \( w_j \in S \). For every \( j = 1, \ldots, M \) and every \( w \in U_j \), the map \( g_{w,j}(t) : = g_{w,w_j}(t) \) is upper semi-continuous at \( w \) for almost every \( t \in T \). Namely, for almost every \( t \in T \), if \( w_n \in C(T) \) and \( \|w_n - w\|_{\mathcal{X}} \to 0 \), then

\[
\limsup_{w_n \to w} g_{w_n,j}(t) \leq g_{w,j}(t). 
\]

(N2) For each \( w \in S \), there exists \( j \in \{1, \ldots, M\} \) such that

\[
g_{w,j} + |h|_{\mathcal{X}} < (p \mid w_j)_{L^2},
\]

where \( \widehat{g_{w,j}} = \int_T g_{w,j} \, d\mu \) is the average of the real valued function \( g_{w,j} \) on the torus.

(N3) There exists \( R_0 > 0 \) such that, for every \( R \geq R_0 \), \( \deg(\Gamma, B_R) \neq 0 \), where \( \deg(\Gamma, B_R) \) denotes the Brouwer degree at zero of \( \Gamma \) in the open ball \( \{\|w\|_{L^2} < R\} \) and \( \Gamma : \ker L \to \ker L \) is given by

\[
\Gamma(w) : = \mathcal{P}Nw.
\]
For \( h \neq 0 \) the computation of \( \Gamma \) may be difficult but, as we shall see later, for some systems with \( h \neq 0 \) that computation is unnecessary if \( h \) does not interact with \( \ker L \), in a way that shall be precised in Section 5.2.

Conditions (N1)–(N3) look cumbersome but they are quite general and, in some cases, they are easy to verify as shall be shown in the subsequent discussion.

2.5. Nirenberg-like conditions. In this section, we shall present a set of conditions that imply (N1)–(N3) with \( h = 0 \). Let us assume the following above mentioned radial condition:

(R1) The limit

\[
g_v := \lim_{s \to \infty} g(sv)
\]

exists uniformly with respect to \( v \in S^{N-1} \).

Assuming (R1), for every \( u \in C(\mathbb{T}) \) and for every \( t \in \mathbb{T} \), we define

\[
g_u(t) := \begin{cases} 
\lim_{s \to \infty} g(su(t)) & \text{if } u(t) \neq 0 \\
g(0) & \text{in other case.}
\end{cases}
\]

Fix \( w \in \mathcal{S} \), we claim that for almost every \( t \in \mathbb{T} \), (R1) implies that \( g_w(t) \) is continuous with respect to \( w \). Indeed, following [1], take \( w_n \in C(\mathbb{T}) \) such that \( \|w_n - w\|_{\infty} \to 0 \). It is easy to check that \( T_w := \{t \in \mathbb{T} : w(t) = 0\} \) is a null set. Fix \( t \in \mathbb{T} \setminus T_w \). Because the relation \( |w_n(t) - w(t)| < \frac{1}{2} |w(t)| \) holds for all but finitely many values of \( n \), we may assume without loss of generality that \( w_n(t) \neq 0 \) for every \( n \). Let \( \epsilon > 0 \), using (R1), we may choose \( s_0 > 0 \) such that \( |g_{w_n}(t) - g(s_0w_n(t))| \) and \( |g_w(t) - g(s_0w(t))| \) are smaller than \( \epsilon/3 \). Using the continuity of \( g \), there exists \( \delta_0 > 0 \) such that for every \( y \in \mathbb{R}^N \) with \( |s_0w(t) - y| < \delta_0, |g(y) - g(s_0w(t))| < \epsilon/3 \). There exists also \( n_0 \in \mathbb{N} \) such that for every \( n \geq n_0, \|w_n - w\|_{\infty} < \delta_0/s_0 \). Then we deduce that \( |g_{w_n}(t) - g_w(t)| < \epsilon \), which proves our claim. Henceforth, (R1) implies (N1) for any family \( \{(G_j, w_j)\} \) and \( g_{w,j}(t) = (g_w(t) \mid w_j(t))_{\mathbb{R}^N} \).

Let us denote by \( \tilde{\Gamma} : \mathcal{S} \to \ker L \) the function given by

\[
\tilde{\Gamma}(w) := \mathcal{P}(g_w - p)
\]

and notice that, for every \( w \in \mathcal{S} \),

\[
\lim_{s \to \infty} \|\tilde{\Gamma}(w) - \Gamma(sw)\|_{\mathbb{L}^2} = 0.
\]

We claim that the limit in (21) is uniform with respect to \( w \in \mathcal{S} \). In order to prove our claim, we shall need the following tool from Approximation Theory, see [8].

Lemma (Nazarov-Turan Lemma). Let \( E \subseteq \mathbb{T} \) a \( \mu \)-measurable set and \( q \) a polynomial with complex coefficients defined in \( \mathbb{T} \). Then

\[
\|q\|_{\mathbb{L}^\infty} \leq \left( \frac{14}{\mu(E)} \right)^{\frac{m}{2}} \sup_E |q(t)|
\]

where \( m - 1 \) is the number of nonzero coefficients in \( q \).

Let \( \epsilon > 0 \) and, for \( w \in \mathcal{S} \), set \( E(\epsilon) := \{t \in \mathbb{T} : |w(t)| < \epsilon\} \). Using Hölder inequality, norm equivalences in \( \mathbb{R}^N \) and the Nazarov-Turan Lemma, we obtain, for some \( C_{NT} > 0 \):

\[
\mu(E_{\epsilon,w}) \leq C_{NT} \epsilon^{\frac{1}{\mu(E)}}.
\]
Note that the upper bound in (24) is uniform with respect to $w \in \mathcal{S}$. Then, there exists $\tilde{\epsilon} > 0$ such that $\mu(E_{\tilde{\epsilon},w}) < \epsilon^2/4$.

Using (R1), there exists $s_1 > 0$ depending only on $\epsilon$ such that $|g_v - g(sw)| < \frac{\epsilon}{2}$ for every $v \in \mathbb{S}^{N-1}$. Take $s_0 = \max \{s_1, s_1 \tilde{\epsilon}\}$. If $s \geq s_0$, then

\begin{equation}
\|\tilde{\Gamma}(w) - \Gamma(sw)\|_{L^2}^2 = \int_{\Gamma(E(\epsilon))} |g(sw(t)) - g(w(t))|^2 \, d\mu + \int_{E(\epsilon)} |g(s(w(t)) - g_w(t)|^2 \, d\mu
\end{equation}

\begin{align*}
&\leq \mu(\Gamma) \frac{\epsilon^2}{4} + \mu(E_{\tilde{\epsilon},w}) |g_w|^2 < \epsilon^2.
\end{align*}

This completes the proof of the claim.

Next, we assume the following condition:

(R2) $\tilde{\Gamma}(w) \neq 0$ for every $w \in \mathcal{S}$.

If (R2) holds, then for every $w \in \mathcal{S}$, there exists a vector $w_j \in \mathcal{S}$ such that $(\tilde{\Gamma}(w) \mid w_j)_{\mathbb{R}^N} < 0$ in a neighborhood of $w$. Thus, compactness of $\mathcal{S}$ implies (N2).

Let us define $\gamma : \mathcal{S} \to \mathcal{S}$ by the formula

\begin{equation}
\gamma(w) = \frac{\tilde{\Gamma}(w)}{\|\tilde{\Gamma}(w)\|_{L^2}}.
\end{equation}

Using Fourier transform, it is clear that $\gamma$ may be regarded as a mapping from $\mathbb{S}^{2N-1}$ into itself. Finally, we assume that

(R3) $\deg \gamma \neq 0$.

Let us prove that (R1)–(R3) imply (N3). Firstly, we claim that $(\Gamma, B_R)$ is admissible for $R \gg 1$ or, in other words, that the degree of $\Gamma$ over $B_R$ is defined. In fact, using (R2) and that the limit in (21) is uniform with respect to $w \in \mathcal{S}$, there is $R_0 > 0$ such that if $R \geq R_0$, then

\begin{equation}
\|\Gamma(Rw)\|_{L^2} \geq \frac{1}{2} \|\tilde{\Gamma}(w)\|_{L^2} \geq \frac{1}{2} \min_{w \in \mathbb{S}} \|\tilde{\Gamma}(w)\|_{L^2} > 0.
\end{equation}

Then, inequality (26) proves our claim. Further, observe that the properties of the Brouwer degree imply that, for every $R \geq R_0$, $\deg(\Gamma, B_R) = \deg(\Gamma, B_{R_0}) = \deg(\tilde{\Gamma}, \partial B_R) = \deg(\gamma)$.

Summing up, conditions (R1)–(R3) are a kind of Nirenberg conditions (see [9]) and (R1)–(R3) imply (N1)–(N3) with $h \equiv 0$.

Let us discuss now the scalar case $N = 1$. Assume (R1) which, as readily seen, just states the existence of the limits $g(\pm \infty) = \lim_{s \to \pm \infty} g(s)$. Let $Lu = u'' + m^2 u$ for some fixed $m \in \mathbb{N}$, then $\ker L = \{ A \cos(mt - \varphi) : A \geq 0, \varphi \in \mathbb{T} \}$. That is, $\mathcal{K} = \{ \pm m \}$. The classical Lazer-Leach condition [1] p. 60 reads

\begin{equation}
|\widehat{g}(m)| < \frac{1}{\pi} |(g(\infty) - g(-\infty))|
\end{equation}

and implies (R2)–(R3). The proof of the last assertion may be found in [1] but, for the reader’s convenience we give an outline here. Let $w \in \mathcal{S}$, then

\begin{equation}
g_w(t) = g(\infty)1_{[w(t) > 0]}(t) + g(-\infty)1_{[w(t) < 0]}(t).
\end{equation}

and henceforth, taking $w(t) = \sqrt{2} \cos(mt - \varphi) \in \mathcal{S}$, we get: $\widehat{g}(m) = \frac{1}{2}(g(\infty) - g(-\infty))e^{-i\varphi}$. This shows that if (27) holds, then (R2) and (R3) are verified.
2.6. **Limits at infinity.** Let us denote by $\Sigma$ the set of all the $N$-tuples of signs $\sigma = (\pm, \ldots, \pm)$ and, for $\sigma \in \Sigma$ and $x \in \mathbb{R}^N$, we shall write $\sigma x = (\sigma_1 x_1, \ldots, \sigma_N x_N)$ where each $\sigma_j$ is $+$ or $-$. Similar to condition (R1), we formulate the following condition for the $2^N$ different limits at infinity:

(R1') For every $w \in S$ and every $j \in \{1, \ldots, N\}$ the limits

$$\lim_{\sigma_j x_j \to \infty} g(\sigma x) = g(\sigma)$$

exist.

Assuming (R1'), each component of $w \in S$, given by $p(w(t) | e_j)_{\mathbb{R}^N}$ is a nontrivial null-average trigonometric polynomial. Thus, the set

$$S_w := \bigcup_{j=1}^N S_{w,j} := \bigcup_{j=1}^N \{ t \in \mathbb{T} : w_j(t) = 0 \}$$

is a null set (in fact, $S_w$ is a finite set). For $\sigma \in \Sigma$ let us define $w^{(\sigma)} := \{ t \in \mathbb{T} : \sigma_j w_j(t) > 0, j = 1, \ldots, N \}$.

It is easy to prove that for $w \in S$, the mapping $g_w(t)$ defined in (19) is given by $g_w(t) = \sum_\sigma g(\sigma) \mathbf{1}_{w^{(\sigma)}}$. Moreover, a straightforward computation shows that, for every $t \in \mathbb{T}, g_w(t)$ is continuous with respect to $w$. In order to check that, in this context, (R1'), (R2) and (R3) imply (N1)--(N3), it is enough to follow the same argumentation line and techniques given in Section 2.5.

### 3. Main result and some consequences

Under the notation given so far, our main result reads:

**Theorem 2.** Let $L$ and $N$ be as in (12) and (17) respectively. Assume (L1)--(L4) and (N1)--(N3). Then the problem $Lu = Nu$ has a solution.

One immediate consequence of Theorem 2 is Theorem 3.1 of [1], in which $C^2$ solutions to

$$u''(t) + m^2 u(t) + g(u) = p(t)$$

with $m \in \mathbb{N}$ are found. Here $\langle \Lambda, u_t \rangle = m^2 u(t), \langle \Psi, u_t \rangle = u(t)$ and $Nu$, given by $g(u) - p$, satisfy (N1)--(N3).

As a consequence of Theorem 2, taking into account the discussion in Section 2.5, the following corollary is obtained.

**Corollary 2.1.** Let $L$ be as in (12) and $N$ be as in (17) with $h \equiv 0$. Assume (L1)--(L3), (R2)--(R3) and either (R1) or (R1'). Then the problem $Lu = Nu$ has a solution.

It is clear that Corollary 2.1 implies the classical Lazer-Leach result, see [4].

**Theorem (Lazer-Leach).** Let $g : \mathbb{R} \to \mathbb{R}$ be a bounded continuous non-constant function such that the limits $g(\pm \infty)$ exist. Let $p : \mathbb{T} \to \mathbb{R}$ be a continuous function such that $2\pi$ condition holds. Then, the scalar equation (11) has a $2\pi$-periodic $C^2$ solution.
4. Proof of the main result

For convenience, let us firstly state the standard topological tools that shall be used in the proof of our main result for the general case. Let $X$ and $Y$ be Banach spaces and $L : \text{dom } L \subset X \to Y$ an unbounded zero-index Fredholm operator. Let $P$ and $Q$ be projections on $\ker L$ and $\text{coker } L$ respectively and denote by $K : \text{img } L \to \text{dom } L \cap \ker P$ the right inverse of $L$ associated to $P$. Let $\Phi : \text{coker } L \to \ker L$ be a linear isomorphism. Let $\mathcal{N} : X \to Y$ be a nonlinear operator such that $K(\mathcal{N} - Q)\mathcal{N}$ is completely continuous. With this notation in mind, our main tool is the following theorem due to Mawhin [7, Theorem 2.7], which can be easily proven using the homotopy invariance property of the Leray-Shauder degree.

**Theorem 3 (Degree Continuation Theorem).** Let $\Omega$ be a bounded open set in $X$ and suppose the following conditions holds.

\begin{enumerate}[(D1)]
  \item[(D1)] $Lx \neq \lambda N x$ for any $(x, \lambda) \in (\text{dom } L \cap \partial \Omega) \times (0, 1)$.
  \item[(D2)] $QN x \neq 0$ for any $x \in \ker L \cap \partial \Omega$.
  \item[(D3)] $\deg (\PhiQN \cap \ker L) \neq 0$.
\end{enumerate}

Then the problem $Lx = N x$ has at least one solution in $\overline{\Omega} \cap \text{dom } L$.

In our case, for $L$ and $N$ as in (12) and in (17) respectively, the zero-index Fredholm property of $L$ is clear from the discussion in Section 2.2. Moreover, using the norm $\| \cdot \|_{C^\infty}$ in $\ker P$, it is clear that the linear operator $\tilde{L} = (I - Q)L(I - P) : \ker P \cap \text{dom } L \to \ker \mathcal{Q}$ is continuous and bijective. In the present case $P : C^1(\mathbb{T}) \to \ker L$ is defined, like before as in (13), ker $P \cap \text{dom } L = (\ker L) \cap C^1$, $Q = P$ and $\ker Q = \text{img } L$. By the open mapping theorem, $\tilde{L}^{-1} = K$ is also continuous and we have $|u|_{C^\infty} \leq \kappa |Lu|_{C^\infty}$ for some constant $\kappa > 0$ and every $u \in \ker P \cap \text{dom } L$. The Arzelà-Ascoli Theorem implies that $K$ is compact. Then, the continuity and boundedness of $g$ and $h$ imply the compactness of $K(I - Q)\mathcal{N}$.

Let us now check condition (D1) in Theorem 3. By contradiction, suppose there exist $u_n \in C^1(\mathbb{T}, \mathbb{R}^N)$ and $\lambda_n \in (0, 1)$ such that $\|u_n\|_{C^\infty} \to \infty$ and $u_n$ satisfies $Lu_n = \lambda_n N u_n$. If we write $u_n = v_n + z_n \in \ker P \oplus \text{img } P$, then the Lyapunov-Schmidt reduction gives

\begin{align}
    v_n &= \lambda_n K(I - Q)N u_n \\
    QN u_n &= 0.
\end{align}

From (32), $\|v_n\|_{C^\infty}$ is bounded and, without loss of generality, we may assume that $\|z_n\|_{L^2} \to \infty$. Define $\zeta_n(t) := \widetilde{\Psi}(z_n)$, then it follows from the assumptions (L3)–(L4) on $\Psi$ that $\|\zeta_n\|_{L^2} \geq c_\Psi \|z_n\|_{L^2} \to \infty$ and $\zeta_n \in \ker L$. Setting $\xi_n := \zeta_n/\|\zeta_n\|_{L^2} \in \mathcal{S}$ and going through a subsequence if necessary, we may assume that $\xi_n \to \xi \in \mathcal{S}$ in $L^2$. Let $w_j \in \mathcal{S}$ as in (N1), by (L2) we have that ker $L = \ker L^*$ and

\begin{align}
    0 = (Lu_n, w_j)_{L^2} = (u_n, L^* w_j)_{L^2} = (N u_n, w_j)_{L^2}.
\end{align}
Denoting $y_n = \xi_n + \bar{\Psi}(v_n)/\|\xi_n\|_{L^2}$, equation (34) implies that
\begin{align*}
\langle p, w_j \rangle_{L^2} &= \limsup_{n \to \infty} \left\{ \int_{\mathbb{T}} (g(\langle \Psi, u_{nt} \rangle) | w_j(t) \rangle_{\mathbb{R}^N} \, d\mu + \int_{\mathbb{T}} (h(t, u_t) | w_j(t) \rangle_{\mathbb{R}^N} \, d\mu \right\} \\
&\leq \int_{\mathbb{T}} \limsup_{n \to \infty} (g(\langle \Psi, u_{nt} \rangle) | w_j(t) \rangle_{\mathbb{R}^N} \, d\mu + |h|_{\infty} \\
&\leq \int_{\mathbb{T}} \limsup_{n \to \infty} (g(\|\xi_n\|_{L^2} y_n) | w_j(t) \rangle_{\mathbb{R}^N} \, d\mu + |h|_{\infty} \\
&\leq \int_{\mathbb{T}} g_{\xi,j}(t) \, d\mu + |h|_{\infty} = g_{\xi,j} + |h|_{\infty}
\end{align*}
which is contradiction with (N2). Thus condition (D1) holds.

In order to prove (D2), take $z_n \in \ker L$ with $\|z_n\|_{L^2} \to \infty$ and assume that $\mathcal{Q}N z_n = \mathcal{P}N z_n = 0$. Then, reasoning as in (35) we get again a contradiction with (L2).

Finally, (D3) is a direct consequence of (N3) and the fact that, for every $w \in \ker L$, we have
\begin{equation}
\mathcal{Q}N w = \mathcal{P}N w = \Gamma(w).
\end{equation}
This completes the proof of Theorem 2.

5. Some examples and further discussion

In this section we present some examples of equations and systems where Theorem 2 and its Corollary 2.1 are applicable. For higher dimensional kernels with $\dim \ker L > 2$, explicit computations of $g_w$ and $\gamma$ may be difficult and extensive. For the sake of clarity, we shall give here examples with $\dim \ker L = 2$.

5.1. Duffing equation. Fix $\tau \in [0, 2\pi)$. In [6], first-order systems of the form
\begin{equation}
u(t) + Au(t) + g(u(t - \tau)) + h(t, u_t) = p(t),
\end{equation}
where $A$ is an $N \times N$ matrix with pure imaginary eigenvalues are considered. The Continuation Degree Theorem 3 is employed as the main technique and sufficient conditions are obtained, expressed in a similar fashion of (27). Equation (37) is in the scope of this work under sufficient conditions given by (N1)–(N3) or some of its stronger versions. For instance, the authors consider the Duffing equation with a discrete delay as deviating argument, namely
\begin{equation}
u''(t) + m^2 u(t) + g(u(t - \tau)) = p(t).
\end{equation}
Here, it is assumed that $p : \mathbb{T} \to \mathbb{R}$ is continuous and $g : \mathbb{R} \to \mathbb{R}$ is bounded and continuous such that the limits at infinity $g(\pm \infty)$ exist. In our setting, we are able to consider equations with more general deviating terms; for instance, the equation
\begin{equation}
u''(t) + m^2 u(t) + g(\langle \Psi, u_t \rangle) = p(t),
\end{equation}
where $\Psi \in C^*$ as long as $|\hat{\psi}(m)| \neq 0$, with $\psi$ the associated measure of $\Psi$. This is the case for a discrete delay since $\hat{\psi}(m) = e^{im\tau}$, or a distributed delay $\langle \Psi, u_t \rangle = \int_{-\tau}^{0} u(t + s)\beta(s) \, ds$ with $\beta \in L^1$ and $|\hat{\beta}(m)| \neq 0$. A direct computation shows that $\hat{g}_w(m) = \frac{1}{2} e^{-i(\varphi + \theta)} g(+\infty) - g(-\infty)$, where $u(t) = \sqrt{2} \cos(mt - \varphi)$ and $\theta_{\Psi}$ is fixed, given by $\cos \theta_{\Psi} = \frac{\Re\hat{\psi}(m)}{|\hat{\psi}(m)|}$ and $\sin \theta_{\Psi} = \frac{\Im\hat{\psi}(m)}{|\hat{\psi}(m)|}$. Then, the same classical
Lazer-Leach condition \(\text{(27)}\) is a sufficient condition which guarantees the existence of periodic solutions of \(\text{(39)}\).

5.2. A Gompertz system. It is worth noticing that it may happen, for some \(h \neq 0\), that \((h(t, u_j) | \Theta_{k,j})_{k,N} = 0\) for all \(t \in \mathbb{T}, u \in C, k \in K\) and \(j \in \{1, \ldots, \nu_k\}\). In this case, the function \(h\) does not get involved in the computation of the degree of \(\Gamma\) or \(\gamma\). Let us exemplify this situation as follows.

Fix \(\tau_1, \tau_2 \in [0, 2\pi)\). In \(\text{[2]}\), periodic solutions of the system

\[
\begin{cases}
  u'_1(t) + a_1 u_1(t) + b_1 u(t - \tau_1) + \bar{g}(u_1(t - \tau_1), u_2(t - \tau_2)) = p(t) \\
  u'_2(t) + a_2 u_2(t) + b_2 u(t - \tau_2) + h(t, u_1, v_1) = 0
\end{cases}
\]

were found assuming that

(i) \(\bar{g}\) is continuous and bounded, and the limits

\[
\bar{g}_{\inf}(\pm \infty) := \liminf_{u \to \pm \infty} \bar{g}(u, v), \quad \bar{g}_{\sup}(\pm \infty) := \limsup_{u \to \pm \infty} \bar{g}(u, v)
\]

exist uniformly with respect to \(v\).

(ii) \(h : \mathbb{T} \times C \times C \to C\) is continuous and bounded.

(iii) \(a_1, b_1\) and \(\tau_1\) satisfy the necessary and sufficient condition for resonance at the first equation of \(\text{(40)}\). Namely, \(|a_1| < |b_1|\), \(m := \sqrt{b_1^2 - a_1^2} \in \mathbb{N}\) and \(b_1 e^{im \tau_1} = -a_1 - im\).

(iv) \(a_2, b_2\) and \(\tau_2\) are such that \(a_2 + b_2 \neq 0\) and do not satisfy the previous resonant condition for the second equation in \(\text{(40)}\).

(v) \(|\hat{p}(m)| < \frac{1}{\pi} \max\{\bar{g}_{\inf}(+\infty) - \bar{g}_{\sup}(-\infty), \bar{g}_{\inf}(+\infty) - \bar{g}_{\sup}(-\infty)\}\).

Here, we shall assume that \(\bar{g}_{\sup} = \bar{g}_{\inf}\) both at \(+\infty\) and \(-\infty\) and that \(\text{(27)}\) holds for \(\bar{g}\). Thus, we may study systems like \(\text{(40)}\) with more general linear and deviating terms. Let us consider the system

\[
\begin{cases}
  u'_1(t) + \langle \Lambda, u_t \rangle + \bar{g}(\langle \Psi, u_t \rangle, \langle \Phi, v_t \rangle) = p(t) \\
  u'_2(t) + \langle \Phi, v_t \rangle + h(t, u_1, v_1) = 0
\end{cases}
\]

with \(\Lambda, \Psi, \Phi \in C^*\). Assume there is a unique \(m \in \mathbb{N}\) such that \(im + \hat{\Lambda}(-m) = 0\) and \(im + \hat{\Phi}(k) \neq 0\) for all \(k \in \mathbb{Z}\). Here \(\hat{\Lambda}(k), \hat{\Phi}(k)\) and \(\hat{\Psi}(k)\) denote the Fourier transform at \(k \in \mathbb{Z}\) of the signed measures associated \(\Lambda, \Phi\) and \(\Psi\) respectively. We need also to assume that \(|\hat{\Psi}(m)| \neq 0\). Then, the linear term in \(\text{(41)}\) satisfies (L1)–(L4) and \(\mathcal{S} = \{(\sqrt{2} \cos(mt - \varphi), 0)\}\). If we take \(g(u, v) = \langle \bar{g}(u) \rangle, 0\), then it is clear that, for \(w \in \mathcal{S}\), \(g_w(t)\) is continuous for almost every \(t \in \mathbb{T}\) and \(\hat{g}_w(m) = (\frac{1}{\pi} e^{i(\varphi + \theta_w)} |\bar{g}(+\varphi) - \bar{g}(-\varphi)|, 0)\).

Here \(\theta_w\) is fixed as in Section \([5.1]\). We conclude that system \(\text{(41)}\) has a solution.

5.3. A weakly coupled system. Let \(g(u) = (\bar{g}_1(u_1), \ldots, \bar{g}_N(u_N)) + h(u)\) with each \(g_j(\pm \infty) \in \mathbb{R}\) and \(|h(u)| \to 0\) uniformly as \(|u| \to \infty\), then \(g\) does not satisfy (R1) but it satisfies (N1). In \(\text{[1]}\), solutions of the system

\[
u''_j(t) + m^2 u_j + \bar{g}_j(u_j) + h_j(u) = p_j(t) \quad j = 1, \ldots, N.
\]

were found under the assumption

\[
|\hat{p}(m)| < \frac{1}{\pi} |\bar{g}_j(+\infty) - \bar{g}_j(-\infty)| \quad j = 1, \ldots, N.
\]

Let us consider the more general system

\[
u''_j(t) + \langle \Lambda, u_{j,t} \rangle + \bar{g}_j(\langle \Psi, u_{j,t} \rangle) + h_j(u) = p_j(t) \quad j = 1, \ldots, N.
\]
where \( \Lambda \) and \( \Psi \) are as in Section 5.2. If we assume \((43)\), then system \((44)\) has a solution. This can be shown by noticing that for \( R \gg 1 \) there exists an admissible homotopy between \( \Gamma \) and \( T(p \wedge) \) representing \( w(t) = \sqrt{2} \cos(mt - \varphi - \theta \psi) \).

5.4. Distributed Delays. As an example of an equation with non-trivial kernel and distributed delay, let us consider the problem

\[
(45) \quad u'(t) + \alpha \int_{-\tau}^{0} \beta(\theta)u(\theta + t) \, d\theta + g\left( \int_{-\tau}^{0} \beta(\theta)u(\theta + t) \, d\theta \right) = p(t),
\]

with \( \tau = \pi/m \) for some positive integer \( m \). If we take \( \alpha = m/2 \) and \( \beta(s) \) as the uniform distribution \( \beta(s) = 1_{[-\pi/m,0]} \) or if we take \( \alpha = 4m/\pi \) and \( \beta(s) \) as the density function given by \( \frac{2}{\pi^2} \sin(mx) 1_{[-\pi/m,0]} \), then we obtain non-trivial kernels, conditions (R1) to (R3) are also satisfied and hence there exist periodic solutions to \((45)\).

5.5. Higher dimensional kernels. Despite the verification of (R2) and (R3) may be cumbersome and might require a numerical approach, we may also consider equations with higher dimensional kernels such as the following beam-like equation:

\[
(46) \quad u^{(iv)}(t) + (m_1^2 + m_2^2)u''(t) + m_1^2m_2u(t) + g(u(t)) = p(t)
\]

where \( m_1, m_2 \in \mathbb{Z}_{>0} \).
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