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Abstract

In this paper, we prove existence of very weak solutions to nonhomogeneous quasilinear parabolic equations beyond the duality pairing. The main ingredients are a priori estimates in suitable weighted spaces combined with the compactness argument developed in [11]. In order to obtain the a priori estimates, we make use of the full Calderón-Zygmund machinery developed in the past few years and combine it with some sharp bounds for the subclass of Muckenhoupt weights considered in this paper.
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1. Introduction

In this paper, we are interested in obtaining existence of very weak solution to equations of the form

\[
\begin{cases}
    u_t - \text{div} \mathcal{A}(x, t, \nabla u + \vec{h}) = -\text{div} |\vec{f}|^{p-2} \vec{f} & \text{in } \Omega \times (0, T), \\
    u = 0 & \text{on } \partial \Omega \times (0, T),
\end{cases}
\]

(1.1)

where \(\mathcal{A}(x, t, \zeta)\) is modelled after the well known \(p\)-Laplace operator, \(\Omega\) is a bounded domain with possible nonsmooth boundary and \(\vec{h}\) is a vector field that satisfies Definition 2.4.

Weak solutions to (1.1) are in the space \(u \in L^2(0, T; L^2(\Omega)) \cap L^p(0, T; W^{1,p}_0(\Omega))\) which allows one to use \(u\) as a test function. But from the definition of weak solution, we see that the expression (see Definition 2.15) makes sense if we only assume \(u \in L^2(0, T; L^2(\Omega)) \cap L^s(0, T; W^{1,s}_0(\Omega))\) for some \(s > \max\{p - 1, 1\}\). But under this milder notion of solution called very weak solution, we lose the ability to use \(u\) as a test function. Subsequently, the technique of parabolic Lipschitz truncation was developed in the seminal paper of [24] where the authors could study certain properties of very weak solutions in the range of \((p - \beta, p)\) for all \(\beta \in (0, \beta_0)\) for sufficiently small \(\beta_0\) depending only on the data.

One of the main questions was to obtain existence of very weak solutions in the range \((p - 1, p)\). Though this problem is very formidable, nevertheless, there has been much progress achieved in the past few decades in...
understanding the question in the range \((p - \beta_0, p)\) for all \(\beta \in (0, \beta_0)\). Here \(\beta_0\) is some small universal constant depending only on the data. In this section, all the discussion will be restricted to the range \((p - \beta_0, p)\) with the choice of \(\beta_0\) appropriately chosen in the respective papers pertaining to the discussion.

The quasilinear elliptic analogue of the question considered in this paper was recently solved in [13] under suitable assumptions on the nonlinearity \(\mathcal{A}(\cdot, \cdot)\) and the domain \(\Omega\). In order to prove existence, they made use of a compactness argument developed in [12] along with a priori estimates in suitable weighted spaces. The weighted estimates in the linear case were first proved in [22] and using different techniques, a slightly weaker version was proved in [5] and a slightly more weaker version was proved in [12]. The weighted a priori estimates in the quasilinear case considered in [13] were obtained using the ideas that first originated in [27]. It should be noted that in [6], the required weighted a priori estimates in the elliptic case were also obtained, albeit with a stronger assumption on the nonlinear structure and a weaker assumption on the domain than those considered in [13]. This is the approach we follow to obtain the a priori weighted estimates in this paper. The precursor to all these elliptic estimates is the seminal paper of [25] which developed the method of Lipschitz truncation in the elliptic setting partially based on the ideas from [1].

In the parabolic case, the problem was recently addressed in [11] where the parabolic analogue of the compactness argument from [13] for the linear case was developed. The weighted/unweighted estimates were first proved in [22] for the linear case and a weaker version was reproved in [11]. While the compactness arguments from [11] were robust enough to work even in the quasilinear situation with relatively simple modifications, the a priori estimates developed in [22, 11] were specifically tailored to the linear case and hence could not be extended to handle quasilinear equations.

In this paper, we overcome this difficulty by obtaining the required a priori estimates using the ideas from [4] and combining them with several important observations regarding the weight class considered here. We then apply the modified compactness argument based on [11] to prove the required existence result (see Theorem 4.3). As discussed before, we consider the problem in the range \((p - \beta_0, p)\) (see Definition 4.2 for the definition of \(\beta_0\)) and along the way, impose some restrictions on the nonlinearity \(\mathcal{A}(\cdot, \cdot)\) and domain \(\Omega\). It should be noted that our restriction on the domain \(\Omega\) is less stringent whereas the restriction on the nonlinearity \(\mathcal{A}(\cdot, \cdot)\) is more than that assumed in the elliptic analogues from [13]. One of the main tools used to obtain both the a priori estimates and the compactness argument is based on the parabolic Lipschitz truncation developed in the seminal paper of [24].

The plan of the paper is as follows: In Section 2, we collect some preliminary lemmas and assumptions and also describe the function spaces and Muckenhoupt weights, in Section 3, we collect few more important lemmas which will be useful in proving the compactness arguments, in Section 4, we describe the main theorems that will be proved, in Section 5, we shall prove the main weighted a priori estimates that will be needed to prove the existence of very weak solutions, in Section 6, we shall adapt the compactness arguments from [11] to our setting and finally in Section 7, we shall apply the results from Sections 5 and 6 to prove the existence of very weak solutions to (1.1).
2. Preliminaries

The following restriction on the exponent \( p \) will always be enforced:

\[
\frac{2n}{n+2} < p < \infty.
\]  

(2.1)

**Remark 2.1.** The restriction in (2.1) is necessary when dealing with parabolic problems because, we invariably have to deal with the \( L^2 \)-norm of the solution which comes from the time-derivative. On the other hand, the following Sobolev embedding \( W^{1,p} \hookrightarrow L^2 \) is true provided (2.1) holds.

2.1. Assumptions on the Nonlinear structure

We shall now collect the assumptions on the nonlinear structure in (1.1). We assume that \( A(x, t, \nabla u) \) is a Carathéodory function, i.e., we have \((x, t) \mapsto A(x, t, \zeta)\) is measurable for every \( \zeta \in \mathbb{R}^n \) and \( \zeta \mapsto A(x, t, \zeta) \) is continuous for almost every \((x, t) \in \Omega \times (0, T)\). We also assume \( A(x, t, 0) = 0 \) and \( A(x, t, \zeta) \) is differentiable in \( \zeta \) away from the origin, i.e., \( D_\zeta A(x, t, \zeta) \) exists for a.e. \((x, t) \in \mathbb{R}^{n+1} \) and \( \zeta \neq 0 \).

We further assume that for a.e. \((x, t) \in \Omega \times (0, T)\) and for any \( \eta, \zeta \in \mathbb{R}^n \), there exists two given positive constants \( \Lambda_0, \Lambda_1 \) such that the following bounds are satisfied by the nonlinear structures:

\[
\langle A(x, t, \zeta - A(x, t, \eta) \rangle - \eta \rangle \geq \Lambda_0 \left( |\zeta|^2 + |\eta|^2 \right)^{\frac{p-2}{2}} |\zeta - \eta|^2,
\]

\[
|A(x, t, \zeta) - A(x, t, \eta)| \leq \Lambda_1 |\zeta - \eta| \left( |\zeta|^2 + |\eta|^2 \right)^{\frac{p-2}{2}}.
\]  

(2.2)

Note that from the assumption \( A(x, t, 0) = 0 \), we get for a.e. \((x, t) \in \mathbb{R}^{n+1} \), there holds

\[
|A(x, t, \zeta)| \leq \Lambda_1 |\zeta|^{p-1}.
\]

2.2. Structure of \( \Omega \)

The domain that we consider may be non-smooth but should satisfy some regularity condition. This condition would essentially say that at each boundary point and every scale, we require the boundary of the domain to be between two hyperplanes separated by a distance proportional to the scale.

**Definition 2.2.** Given any \( \gamma \in (0, 1/8] \) and \( S_0 > 0 \), we say that \( \Omega \) is \((\gamma, S_0)\)-Reifenberg flat domain if for every \( x_0 \in \partial \Omega \) and every \( r \in (0, S_0] \), there exists a system of coordinates \( \{y_1, y_2, \ldots, y_n\} \) (possibly depending on \( x_0 \) and \( r \)) such that in this coordinate system, \( x_0 = 0 \) and

\[
B_r(0) \cap \{y_n > \gamma r\} \subset B_r(0) \cap \Omega \subset B_r(0) \cap \{y_n > -\gamma r\}.
\]

The class of Reifenberg flat domains is standard in obtaining Calderón-Zygmund type estimates, in the elliptic case, see [7, 16, 19] and references therein whereas for the parabolic case, see [10, 14, 15, 28] and references therein.

From the definition of \((\gamma, S_0)\)-Reifenberg flat domains, it is easy to see that the following property holds:

**Lemma 2.3.** Suppose that \( \Omega \) is a \((\gamma, S_0)\)-Reifenberg flat domain, then there exists an \( m_c = m_c(\gamma, S_0, n) \in (0, 1) \) such that for every \( x \in \Omega \) and every \( r > 0 \), there holds

\[
|\Omega^c \cap B_r(x)| \geq m_c |B_r(x)|.
\]

3
2.3. Smallness Assumption

In order to prove the main results, we need to assume a smallness condition satisfied by \((\mathcal{A}, \Omega)\).

**Definition 2.4.** We say \((\mathcal{A}, \Omega)\) is \((\gamma, S_0)\)-vanishing if the following assumptions hold:

(i) **Assumption on \(\mathcal{A}\):** For any parabolic cylinder \(Q_{p,s}(\bar{z})\) centered at \(\bar{z} := (x, t) \in \mathbb{R}^{n+1}\), let us define the following:
\[
\Theta(\mathcal{A}, Q_{p,s}(\bar{z}))(x, t) := \sup_{z \in \mathbb{R}^n \setminus \{0\}} \frac{|\mathcal{A}(x, t, \zeta) - \mathcal{A}_{B_p(x)}(t, \zeta)|}{|\zeta|^{p-1}},
\]
where we have used the notation
\[
\mathcal{A}_{B_p(x)}(t, \zeta) := \int_{B_p(x)} \mathcal{A}(x, t, \zeta) \, dx.
\]
Then \(\mathcal{A}\) is said to be \((\gamma, S_0)\)-vanishing if for some \(\tau \in [1, \infty)\), there holds
\[
[\mathcal{A}]_{\tau, S_0} := \sup_{0 < \rho \leq S_0} \sup_{\mathbb{R}^{n+1}} \int_{Q_{p,s}(\bar{z})} |\Theta(\mathcal{A}, B_p(x))(z)|^\tau \, dz \leq \gamma^\tau. \tag{2.3}
\]
Here we have used the notation \(z := (x, t) \in \mathbb{R}^{n+1}\) and \(dz := dx \, dt\).

(ii) **Assumption on \(\partial \Omega\):** We require that \(\Omega\) is a \((\gamma, S_0)\)-Reifenberg flat in the sense of Definition 2.2.

(iii) **Assumptions on \(\vec{h}\):** In what follows, we shall assume that for any \(\beta \in (0, \beta_0)\) (where \(\beta_0\) is from Definition 4.2), the vector field \(\vec{h}\) satisfies the following hypothesis:

(a) There exists a function \(h \in L^{p-\beta}(0, T; W^{1, p-\beta}(\Omega))\) such that \(\vec{h} = \nabla h\).

(b) For the function \(h\) from Item (a), it satisfies \(h_t \in L^{\frac{p-\beta}{p-\alpha}}(0, T; W^{1, \frac{p-\alpha}{p-\alpha}}(\Omega))\). Furthermore, there exists a vector field \(\vec{H} \in L^{p-\beta}(\Omega_T)\) such that
\[
h_t = \text{div } \vec{H} |\vec{H}|^{p-2} \vec{H} \quad \text{in} \quad L^{\frac{p-\beta}{p-\alpha}}(0, T; W^{1, \frac{p-\alpha}{p-\alpha}}(\Omega)).
\]

(c) For the function \(h\) from Item (a), there exists an approximating sequence \(\{h_k\}_{k \geq 1} \subset C^\infty(\Omega_T)\) such that
\[
\nabla h_k \to \nabla h = \vec{h} \quad \text{in} \quad L^{p-\beta}(\Omega_T).
\]

**Remark 2.5.** From \((2.2)\), we see that \(|\Theta(\mathcal{A}, Q_{p,s}(\bar{z}))(x, t)| \leq 2 \Lambda_1\), thus combining this with the assumption \((2.3)\), we see from standard interpolation inequality that for any \(1 \leq t < \infty\), there holds
\[
\int_{Q_{p,s}(\bar{z})} \Theta(\mathcal{A}, Q_{p,s}(\bar{z}))(z) |\zeta|^{p-1} \, dz \leq C(\gamma, \Lambda_1),
\]
with \(C(\gamma, \Lambda_1) \to 0\) whenever \(\gamma \to 0\).

2.4. Some results about Maximal functions

For any \(f \in L^1(\mathbb{R}^{n+1})\), let us now define the strong maximal function in \(\mathbb{R}^{n+1}\) as follows:
\[
\mathcal{M}(|f|)(x, t) := \sup_{Q_{p,s}(x, t)} \int_Q |f(y, s)| \, dy \, ds, \tag{2.4}
\]
where the supremum is taken over all parabolic cylinders \(Q_{a,b}\) with \(a, b \in \mathbb{R}^+\) such that \((x, t) \in Q_{a,b}\). An application of the Hardy-Littlewood maximal theorem in \(x\)- and \(t\)-directions shows that the Hardy-Littlewood maximal theorem still holds for this type of maximal function (see [26, Lemma 7.9] for details):
Lemma 2.6. If \( f \in L^1(\mathbb{R}^{n+1}) \), then for any \( \alpha > 0 \), there holds
\[
\| \{ z \in \mathbb{R}^{n+1} : \mathcal{M}(|f|(z)) > \alpha \} \|_{L^1(\mathbb{R}^{n+1})} \leq \frac{5^{n+2}}{\alpha} \|f\|_{L^1(\mathbb{R}^{n+1})},
\]
and if \( f \in L^q(\mathbb{R}^{n+1}) \) for some \( 1 < q \leq \infty \), then there holds
\[
\| \mathcal{M}(|f|) \|_{L^q(\mathbb{R}^{n+1})} \leq C(n,q) \|f\|_{L^q(\mathbb{R}^{n+1})}.
\]

2.5. Muckenhoupt weights

In this subsection, let us collect all the properties of the weights that will be considered in the paper. See [23, Chapter 9] for the details concerning this subsection.

Definition 2.7 (Strong Muckenhoupt Weight). A non negative, locally integrable function \( \omega \) is a strong weight in \( A_q(\mathbb{R}^{n+1}) \) for some \( 1 < q < \infty \) if
\[
\sup_{z \in \mathbb{R}^{n+1}} \sup_{0 < r < \infty} \left( \dashint_{Q_{r,s}(z)} \omega(z) \, dz \right) \left( \dashint_{Q_{r,s}(z)} \omega^{-\frac{1}{q}}(z) \, dz \right)^{q-1} =: [\omega]_q < \infty.
\]
In the case \( q = 1 \), we define the strong \( A_1(\mathbb{R}^{n+1}) \) weight to be the class of non negative, locally integrable function \( \omega \in A_1(\mathbb{R}^{n+1}) \) satisfying
\[
\sup_{z \in \mathbb{R}^{n+1}} \sup_{0 < r < \infty} \left( \dashint_{Q_{r,s}(z)} \omega(z) \, dz \right) \|\omega^{-1}\|_{L^\infty(Q_{r,s}(z))} =: [\omega]_1 < \infty.
\]
The quantity \([\omega]_q\) for \( 1 \leq q < \infty \) will be called as the \( A_q \) constant of the weight \( \omega \).

We will need the following important characterization of Muckenhoupt weights:

Lemma 2.8. A parabolic weight \( w \in A_q \) for \( 1 < q < \infty \) if and only if
\[
\left( \frac{1}{|Q|} \int_Q f(x,t) \, dx \, dt \right)^q \leq \frac{c}{w(Q)} \int_Q |f(x,t)|^q w(x,t) \, dx \, dt,
\]
holds for all non-negative, locally integrable functions \( f \) and all cylinders \( Q = Q_{r,s} \).

As a direct consequence of Lemma 2.8, the following Lemma holds:

Lemma 2.9. Let \( \omega \in A_q(\mathbb{R}^{n+1}) \) for some \( 1 < q < \infty \), then there exists positive constants \( c = c(n,q,[\omega]_q) \) and \( \tau = \tau(n,q,[\omega]_q) \in (0,1) \) such that
\[
\frac{1}{c} \left( \frac{|E|}{|Q|} \right)^q \leq \frac{\omega(E)}{\omega(Q)} \leq c \left( \frac{|E|}{|Q|} \right)^\tau,
\]
for all \( E \subset Q \) and all parabolic cylinders \( Q_{r,s} \).

It is well known that the class of Muckenhoupt weights satisfy a reverse Hölder inequality (see for example [23, Theorem 9.2.2] for the details) given by

Lemma 2.10. Let \( \omega \in A_q \) for some \( 1 \leq q < \infty \), then there exists constants \( C = C(n,q,[\omega]_A_q) \) and \( \delta = \delta(n,q,[\omega]_A_q) \) such that for every cube, there holds
\[
\left( \frac{1}{|Q|} \int_Q \omega(z)^{1+\delta} \, dz \right)^{\frac{1}{1+\delta}} \leq C \frac{1}{|Q|} \int_Q \omega(z) \, dz.
\]

As a corollary, the following self-improvement property holds.
Lemma 2.11. Let $1 < q < \infty$ and suppose $\omega \in A_q$ be a given weight, then there exists an $\varepsilon_0 = \varepsilon_0(n, q, [\omega]_q) > 0$ such that $\omega \in A_{q-\varepsilon_0}$ with the estimate $[\omega]_{q-\varepsilon_0} \leq C[\omega]_q$ where $C = C(q, n, [\omega]_q)$.

We will now define the $A_{\infty}$ class as follows:

Definition 2.12. A weight $\omega \in A_{\infty}$ if and only if there are constants $\tau_0, \tau_1 > 0$ such that for every parabolic cylinder $Q = Q_{p,s} \subset \mathbb{R}^{n+1}$ and every measurable $E \subset Q$, there holds

$$\omega(E) \leq \tau_0 \left(\frac{|E|}{|Q|}\right)^{\tau_1} \omega(Q).$$

Moreover, if $\omega$ is an $A_q$ weight with $[\omega]_q \leq A$, then the constants $\tau_0$ and $\tau_1$ can be chosen such that $\max\{\tau_0, 1/\tau_1\} \leq c(A, n)$.

From the general theory of Muckenhoupt weights, we see that $A_{\infty} = \bigcup_{1 \leq q < \infty} A_q$.

We now have the following important bounds for the Hardy Littlewood maximal function on weighted spaces (for example, see [23, Chapter 9] for more on this).

Theorem 2.13. Let $1 < q < \infty$ and suppose that $\omega \in A_q(\mathbb{R}^{n+1})$ and let $\mathcal{O}$ be a bounded open subset of $\mathbb{R}^{n+1}$. Then for any $f \in L^q_{\mathcal{O}}(\mathcal{O})$, there holds

$$\iint_{\mathcal{O}} |M(f)|^q \omega \, dz \leq C \iint_{\mathcal{O}} |f|^q \omega \, dz,$$

where $C = C(n, q, [\omega]_q)$.

2.6. Function Spaces

Let $1 \leq \vartheta < \infty$, then $W^{1, \vartheta}_0(\Omega)$ denotes the standard Sobolev space which is the completion of $C^\infty_c(\Omega)$ under the $\| \cdot \|_{W^{1, \vartheta}}$ norm.

The parabolic space $L^{\vartheta}(0, T; W^{1, \vartheta}(\Omega))$ is the collection of measurable functions $\phi(x, t)$ such that for almost every $t \in (0, T)$, the function $x \mapsto \phi(x, t)$ belongs to $W^{1, \vartheta}(\Omega)$ with the following norm being finite:

$$\|\phi\|_{L^{\vartheta}(0, T; W^{1, \vartheta}(\Omega))} := \left( \int_0^T \|\phi(\cdot, t)\|^q_{W^{1, \vartheta}(\Omega)} \, dt \right)^{1/q} < \infty.$$

Analogously, the parabolic space $L^{\vartheta}(0, T; W^{1, \vartheta}_0(\Omega))$ is the collection of measurable functions $\phi(x, t)$ such that for almost every $t \in (0, T)$, the function $x \mapsto \phi(x, t)$ belongs to $W^{1, \vartheta}_0(\Omega)$.

Given a weight $\omega \in A_\vartheta$, the weighted Lebesgue space $L^{\vartheta}(0, T; L^\omega_0(\Omega))$ is the set of all measurable functions $\phi : \Omega_T \mapsto \mathbb{R}$ satisfying

$$\int_0^T \left( \int_{\Omega} |\phi(x, t)| \omega(x, t) \, dx \right) \, dt < \infty.$$

Let us recall the following important characterization of Lebesgue spaces:

Lemma 2.14. Let $\Omega$ be a bounded domain in $\mathbb{R}^n$ and let $w \in L^1(\Omega_T)$ be any non-negative function, then for all $\beta > \alpha > 1$ and any non-negative measurable function $g(x, t) : \Omega_T \mapsto \mathbb{R}$, there holds

$$\iint_{\Omega_T} g^\beta w(z) \, dz = \beta \int_0^\infty \lambda^{\beta-1} w(\{z \in \Omega_T : g(z) > \lambda\}) \, d\lambda = (\beta - \alpha) \int_0^\infty \lambda^{\beta-\alpha-1} \left( \iint_{\{z \in \Omega_T : g(z) > \lambda\}} g^\alpha w(z) \, dz \right) \, d\lambda.$$
2.7. Very weak solution

There is a well known difficulty in defining the notion of solution for (1.1) due to a lack of time derivative of \( u \). To overcome this, one can either use Steklov average or convolution in time. In this paper, we shall use the former approach (see also [20, Page 20, Equation (2.5)] for further details).

Let us first define Steklov average as follows: let \( h \in (0, T) \) be any positive number, then we define

\[
u_h(\cdot, t) := \begin{cases}
\int_t^{t+h} u(\cdot, \tau) \, d\tau & t \in (0, T - h), \\
0 & \text{else}.
\end{cases}
\]

**Definition 2.15** (Very weak solution). Let \( \beta \in (0, 1) \) and \( h \in (0, T) \) be given and suppose \( p - \beta > 1 \). We then say \( u \in L^2(0, T; \mathbb{L}^2(\Omega)) \cap L^{p-\beta}(0, T; W^{1, p-\beta}_0(\Omega)) \) is a very weak solution of (1.1) if for any \( \phi \in W^{1, p-\beta}_0(\tilde{\Omega}) \cap L^\infty(\Omega) \), the following holds:

\[
\int_{\Omega \times \{t\}} \langle [A(x, t, \nabla u)_h, \nabla \phi \rangle \, dx = 0 \quad \text{for almost every} \quad \forall t < T - h.
\]  

(2.5)

2.8. Notation

3. Some well known Lemmas

Let us now recall a well known compactness lemma proved in [29].

**Theorem 3.1.** Let \( X, B \) and \( Y \) are Banach spaces such that

\[ X \subset B \subset Y \text{ with compact embedding } X \to B. \]

Let \( 1 \leq p < \infty \) be fixed, \( F \) be a bounded subset in \( L^p(0, T; X) \) and \( \partial_t F = \{ \partial_t f \mid f \in F \} \) be bounded in \( L^1(0, T; Y) \). Then \( F \) is relatively compact in \( L^p(0, T; B) \).

Let us recall an important version of Chacon’s biting lemma proved in [8].

**Lemma 3.2.** Let \( O \subset \mathbb{R}^{n+1} \) be a bounded domain and \( \{ f^k \}_{k \geq 1} \) be a bounded sequence in \( L^1(O) \). Then there exists a non-decreasing sequence of measurable subsets \( F_j \subset O \) with \( |O \setminus F_j| \to 0 \) as \( j \to \infty \) such that \( \{ f^k \}_{k \geq 1} \) is pre-compact in \( L^1(F_j) \) for each \( j \geq 1 \).

Before we conclude this subsection, let us now recall the well known Poincaré’s inequality (see [3, Corollary 8.2.7] for the proof):

**Theorem 3.3.** Let \( 1 \leq \vartheta < \infty \), and \( f \in W^{1, \vartheta}([\tilde{\Omega}]) \) for some bounded domain \( \tilde{\Omega} \) and suppose that the following measure density condition holds:

\[ |\{ x \in \tilde{\Omega} : f(x) = 0 \}| \geq m_\varepsilon > 0, \]

then there holds

\[
\int_{\tilde{\Omega}} \left| \frac{f}{\text{diam}(\tilde{\Omega})} \right|^{\vartheta} \, dx \leq C_{(n, \vartheta, m_\varepsilon)} \int_{\tilde{\Omega}} |\nabla f|^{\vartheta} \, dx.
\]
4. Main Theorems

Let us first state the main weighted estimate that will be obtained in this paper:

**Theorem 4.1.** Let $S_0 \in (0, \infty)$ be given, then there exist $\gamma_0 = \gamma_0(n, p, \Lambda_0, \Lambda_1) \text{ and } \beta_2 = \beta_2(n, p, \Lambda_0, \Lambda_1, \Omega)$ such that for any $\gamma \in (0, \gamma_0)$, if $(A, \Omega)$ is $(\gamma, S_0)$-vanishing, then the following holds for any $\beta \in (0, \beta_2)$: Let $\phi \in L^1_{\text{loc}}(\Omega_T)$ be a given function such that $M(|\phi|\chi_{\Omega_T})(z) < \infty$ almost everywhere and denote
\[ w(z) := M(|\phi|\chi_{\Omega_T})^{-\beta}(z). \]
Furthermore, let $\tilde{f} \in L^{p-\beta}(\Omega_T) \cap L^\infty(\Omega_T)$ and $\tilde{h} \in L^{p-\beta}(\Omega_T) \cap L^\infty(\Omega_T)$ be any two given vector fields such that Definition 2.4 holds and $u \in L^{p-\beta}(0, T; W^{1,p-\beta}_0(\Omega))$ with $|\nabla u| \in L^p(\Omega_T)$ be a distributional solution of (1.1) in the sense of (2.5), then the following a priori estimate is satisfied
\[ \iint_{\Omega_T} |\nabla u|^p M(|\phi|\chi_{\Omega_T})^{-\beta}(z) \, dz \lesssim_{(n,p,\Lambda_0,\Lambda_1,\Omega)} \left( \iint_{\Omega_T} (|\tilde{f}|^p + |\tilde{h}|^p + 1) M(|\phi|\chi_{\Omega_T})^{-\beta}(z) \, dz \right)^d, \]
where $d = d(n, p, \beta) \geq 1$ is a universal constant.

Before we state the existence result, let us first collect the restrictions on the exponent $\beta_0$:

**Definition 4.2** (Definition of $\beta_0$). The following restriction on the exponent $\beta_0 = \beta_0(n, p, \Lambda_0, \Lambda_1)$ shall be imposed.

1. We need $\beta_0 \leq \beta_1$ so that Theorem 5.1 holds.
2. We need $\beta_0 \leq \beta_2$ so that Theorem 4.1 holds.
3. We need $\beta_0 \leq \beta_4$ so that Claim 7.1 holds.

We are now ready to state the main theorem which is the existence of very weak solutions for (1.1).

**Theorem 4.3.** There exists constant $\beta_0 = \beta_0(n, p, \Lambda_0, \Lambda_1)$ (as quantified in Definition 4.2) such that for all $\beta \in (0, \beta_0]$ the following holds: Let $S_0 > 0$ be given, then there exists constants $\gamma_0 = \gamma_0(n, p, \Lambda_0, \Lambda_1, \beta, \Omega)$ such that if $(A, \Omega)$ is $(\gamma, S_0)$-vanishing for some $\gamma \in (0, \gamma_0)$, then for any vector fields $\tilde{f} \in L^{p-\beta}(\Omega_T)$ and $\tilde{h} \in L^{p-\beta}(\Omega_T)$ satisfying Definition 2.4, there exists a very weak solution $u \in L^{p-\beta}(0, T; W^{1,p-\beta}_0(\Omega))$ solving (1.1) in the sense of (2.5).

5. A priori estimates

In this section, we shall obtain the main a priori estimates that will be needed to prove the existence results. The first is an unweighted estimate below the natural exponent for very weak solutions of (1.1). The proof of this result follows essentially as in [4, Theorem 6.1] and the theorem reads as follows:

**Theorem 5.1.** Let the nonlinearity $A$ satisfy (2.2) and $\Omega$ be a bounded domain that satisfies Lemma 2.3. Then there exists $\beta_1 = \beta_1(n, p, \Lambda_0, \Lambda_1, m_e) \in (0, 1)$ such that for all $\beta \in (0, \beta_1]$ and any two given vector fields $\tilde{f} \in L^{p-\beta}(\Omega_T)$ and $\tilde{h} \in L^{p-\beta}(\Omega_T)$ satisfying Definition 2.4, the following holds: For any very weak solution $u \in L^{p-\beta}(0, T; W^{1,p-\beta}_0(\Omega))$ solving (1.1) in the sense of Definition 2.15, there holds
\[ \iint_{\Omega_T} |\nabla u|^{p-\beta} \, dz \lesssim_{(n,p,\Lambda_0,\Lambda_1,m_e)} \iint_{\Omega_T} \left( |\tilde{h}|^{p-\beta} + |\tilde{f}|^{p-\beta} \right) \, dz. \]
To obtain the existence of *very weak solutions* to (1.1), we need to obtain suitable weighted estimates which we will obtain as follows. Let us first recall several important properties of the special class of Muckenhoupt weights that we will consider. The first is a description of a subset of $A_1$ weights (see for example [23, Theorem 9.2.7] or [30, Pages 229-230] for the details).

**Lemma 5.2.** Let $\phi \in L^1_{\text{loc}}(\Omega_T)$ be any function such that $M(\phi)(z) < \infty$ almost everywhere and $\alpha \in (0,1)$ be a given exponent, then the following two conclusions hold: Firstly, the function $M(\phi)^{\alpha}(z) \in A_1(\mathbb{R}^{n+1})$ and secondly, the $A_1$ norm of this weight is given by

$$[M(\phi)^{\alpha}]_{A_1} \leq \frac{C(n)}{1 - \alpha}.$$

The second lemma that we will need is a way to construct $A_p$ weights from $A_1$ weights (see for example [23, Exercise 9.1.2] for the details).

**Lemma 5.3.** Given any weight $\omega \in A_1$ and any $1 < p < \infty$, we have $\omega^{1-p} \in A_p$ with

$$[\omega^{1-p}]_{A_p} \leq [\omega]_{A_1}^{p-1}.$$

We shall make the following important observations that will enable us to obtain the desired weighted estimates in this section.

**Remark 5.4.** From Lemma 5.2, Lemma 5.3 and Lemma 2.10, we have the following three observations:

**Observation 1:** Given any function $\phi \in L^1_{\text{loc}}(\mathbb{R}^{n+1})$, the function given by $M(\phi)^{\alpha(1-p)}(z)$ for some $\alpha \in (0,1/2]$ and $1 < p < \infty$ is an $A_p$ weight.

**Observation 2:** The $A_p$ constant of the weight given by $M(\phi)^{\alpha(1-p)}$ is independent of the function $\phi$ and $\alpha \in [0,1/2]$ and depends only on $n$ and $p$. In particular,

$$[M(\phi)^{\alpha(1-p)}]_{A_p} \leq [M(\phi)^{\alpha}]_{A_1} \leq \frac{C(n)}{1/2} \left( \frac{p}{1/2} \right)^{p-1} = C(n,p). \quad (5.1)$$

**Observation 3:** As a consequence of (5.1) and Lemma 2.10, we see that the weight given by $M(\phi)^{\alpha(1-p)}$ is in $A_{p-\delta_0}$ for some universal constant $\delta_0 = \delta_0(n,p)$. In particular, the self improvement property is independent of $\phi$ and $\alpha$.

### 5.1. Covering arguments needed for the proof of Theorem 4.1

The proof of this theorem crucially uses some of the a priori estimates proved in [4, 18]. The a priori estimates below the natural exponent are proved in [4] and the covering argument we follow is obtained in [18] based on the techniques developed in the [2].

Let $\varepsilon \in (0,1)$ be given (which will eventually be chosen) and for $\beta \in (0, \beta_2)$ (note that $\beta_2$ will eventually be fixed to depend on data), consider the weight given by

$$M(|\phi|_{\Omega_T})^{-\beta}(z) \quad \text{for some} \quad \phi \in L^1_{\text{loc}}(\Omega_T). \quad (5.2)$$

For a given $\varepsilon \in (0,1)$, we can find a $\delta_{\varepsilon} = \delta_{\varepsilon}(n,p,\Lambda_0,\Lambda_1,\varepsilon) \in (0,1)$ such that [4, Theorem 5.6 and Theorem 5.7] holds. Here we take the largest possible choice of $\delta_{\varepsilon}$. 


Claim 5.5. There exists $\tilde{\beta}_1 := \frac{\delta_{\varepsilon}}{2(p - \delta_{\varepsilon})}$ such that for all $\beta \in (0, \tilde{\beta}_1)$, we have
\[
\left[ M(|\phi|_{\Omega_T})^{-\beta} \right]_{A_{p - \delta_{\varepsilon}}} \leq C(n).
\]

Proof of Claim 5.5. We have the following sequence of estimates:
\[
\left[ M(|\phi|_{\Omega_T})^{-\beta} \right]_{A_{p - \delta_{\varepsilon}}} = \left[ M(|\phi|_{\Omega_T})^{\frac{\delta_{\varepsilon}}{2(p - \delta_{\varepsilon})}(1 - \frac{p - \delta_{\varepsilon}}{p - \delta_{\varepsilon}})} \right]_{A_{p - \delta_{\varepsilon}}}
\leq \left[ M(|\phi|_{\Omega_T})^{\frac{\delta_{\varepsilon}}{2(p - \delta_{\varepsilon})}} \right]_{A_{p - \delta_{\varepsilon}}}
\leq \left( \frac{C(n)}{1 - \frac{\beta(p - \delta_{\varepsilon})}{p - \delta_{\varepsilon}}} \right)
\leq C(n).
\]

To obtain (a), from the choice of $\tilde{\beta}_1$, we see that $\frac{\beta(p - \delta_{\varepsilon})}{\delta_{\varepsilon}} \leq 1$ and $\frac{p}{p - \delta_{\varepsilon}} - 1 = \frac{\delta_{\varepsilon}}{p - \delta_{\varepsilon}} \leq 1$. \(\square\)

Claim 5.6. For any $\beta \in (0, \tilde{\beta}_2)$, with $\tilde{\beta}_2 := \frac{p - 1}{2}$, we have
\[
\left[ M(|\phi|_{\Omega_T})^{-\beta} \right]_{A_{p}} \leq C(n, p).
\]

Proof of Claim 5.6. We have the following sequence of estimates:
\[
\left[ M(|\phi|_{\Omega_T})^{-\beta} \right]_{A_{p}} = \left[ M(|\phi|_{\Omega_T})^{\frac{\beta}{p - \delta_{\varepsilon}(1 - p)}} \right]_{A_{p}}
\leq \left[ M(|\phi|_{\Omega_T})^{\frac{\beta}{p - \delta_{\varepsilon}}} \right]_{A_{p - \delta_{\varepsilon}}}
\leq \left( \frac{C(n)}{1 - \frac{\beta}{p - \delta_{\varepsilon}}} \right)
\leq C(n, p).
\]

To obtain (a), we made use of the fact that $2\beta \leq p - 1$ from the hypothesis. \(\square\)

From Claim 5.5 and Lemma 2.11, we see that there exists constants $\tilde{\delta} = \tilde{\delta}(n, p, \delta_{\varepsilon})$ and $C = C(n, p, \delta_{\varepsilon})$ such that
\[
\left[ M(|\phi|_{\Omega_T})^{-\beta} \right]_{A_{p - \delta_{\varepsilon}}} \leq C \left[ M(|\phi|_{\Omega_T})^{-\beta} \right]_{A_{p - \delta_{\varepsilon}}} \leq C(n, p, \delta_{\varepsilon}). \quad (5.3)
\]

It is important to note that
\[
1 < \frac{p}{p - \delta_{\varepsilon}} - \tilde{\delta} < \frac{p}{p - \delta_{\varepsilon}}. \quad (5.4)
\]

Claim 5.7. If we further restrict $\beta \in (0, \tilde{\beta}_3)$ where $\tilde{\beta}_3 := \frac{\delta_{\varepsilon} - \delta(p - \delta_{\varepsilon})}{2(p - \delta_{\varepsilon})}$, then we have the following ameliorated bound
\[
\left[ M(|\phi|_{\Omega_T})^{-\beta} \right]_{A_{p - \delta_{\varepsilon}}} \leq C(n).
\]
Proof of Claim 5.7. We have the following sequence of estimates:

\[
\left[ \mathcal{M}(|\phi| \chi_{\Omega_T})^{-\beta} \right] \left. \right|_{A_p \frac{\alpha^{\beta}}{n - \delta}} = \left[ \mathcal{M}(|\phi| \chi_{\Omega_T}) \right] \left. \right|_{A_p \frac{\alpha^{\beta}}{n - \delta}} (1 - \frac{\beta}{p - \delta_e})
\]

Lemma 5.3

\[
\leq \left[ \mathcal{M}(|\phi| \chi_{\Omega_T}) \right] \left. \right|_{A_p \frac{\alpha^{\beta}}{n - \delta}} (\frac{\beta}{p - \delta_e} - 1)
\]

Lemma 5.2

\[
\leq \left( \frac{C(n)}{1 - \frac{\beta}{p - \delta_e}} \right) \beta
\]

(a) \leq C(n).

To obtain (a), we used the hypothesis which implies \( \frac{\beta}{p - \delta_e} - 1 \leq \frac{1}{2} \) along with the bound \( \frac{\beta}{p - \delta_e} - 1 \leq 2 \).

Let us now take \( \beta \leq \min(\tilde{\beta}_1, \tilde{\beta}_2, \tilde{\beta}_3) \) where \( \tilde{\beta}_1 \) is such that Claim 5.5 holds, \( \tilde{\beta}_2 \) is such that Claim 5.6 holds and \( \tilde{\beta}_3 \) is such that Claim 5.7 holds. We now define

\[
\alpha^{\beta} := \iint_{\Omega_T} |\nabla u|^{p-\delta_e} + \left( \frac{\|\bar{h}\| + |\bar{f}|}{\gamma} \right)^{p-\delta_e} \, dz,
\]

where \( d \) is defined to be

\[
d := \begin{cases} 
\frac{p - \delta_e}{2} & \text{if } p \geq 2, \\
\frac{2(p - \delta_e)}{2n - 2p} & \text{if } 2n/2 < p < 2,
\end{cases}
\]

and for any \( \lambda > 0 \), denote

\[
E_\lambda := \{ z \in \Omega_T \mid |\nabla u(z)| > \lambda \} \quad \text{and} \quad \omega(z) := \mathcal{M}(|\phi| \chi_{\Omega_T})^{-\beta}(z).
\]

We have the following important lemma proved in [4, Lemma 7.2]:

Lemma 5.8. Let \( \gamma \in (0, 1) \) be any constant and \( S_0 \) be from Definition 2.4, then for any \( \lambda \geq c_e \alpha \) where

\[
c_e := \left[ \left( \frac{16}{7} \right)^n \frac{|\Omega_T|}{|B_1||S_0|^{n+2}} \right],
\]

there exists a family of disjoint cylinders \( \{K_{\lambda r_i}(z_i)\}_{i \in \mathbb{N}} \) with \( z_i \in E_\lambda \) and \( r_i \in (0, S_0) \) such that

\[
\iint_{K_{\lambda r_i}(z_i)} |\nabla u|^{p-\delta_e} + \left( \frac{\|\bar{h}\| + |\bar{f}|}{\gamma} \right)^{p-\delta_e} \, dz = \lambda^{p-\delta_e},
\]

\[
\frac{1}{\gamma} \iint_{K_{\lambda r_i}(z_i)} |\nabla u|^{p-\delta_e} + \left( \frac{\|\bar{h}\| + |\bar{f}|}{\gamma} \right)^{p-\delta_e} \, dz < \lambda^{p-\delta_e} \quad \text{for every } r > r_i,
\]

\[
E_\lambda \subset \bigcup_{i \in \mathbb{N}} K_{\lambda r_i}(z_i).
\]

Using the previous lemma, we have the following important weighted estimate:

Lemma 5.9. There exists a constant \( c^* = c^*(n, p) \) such that

\[
\omega(K_{\lambda r_i}(z_i)) \leq \frac{C(n, p)}{\lambda^{p-(p-\delta_e)\delta}} \left[ \iint_{K_{\lambda r_i}(z_i) \cap \{|u| > \frac{1}{12} \}} |\nabla u|^{p-(p-\delta_e)\delta} \omega \, dz + \iint_{K_{\lambda r_i}(z_i) \cap \{|\bar{h}| + |\bar{f}| > \frac{1}{12} \}} \left( \frac{\|\bar{h}\| + |\bar{f}|}{\gamma} \right)^{p-(p-\delta_e)\delta} \omega \, dz \right].
\]
Proof. Applying Hölder’s inequality, we have
\[
\iint_{K_i^\lambda(z_i)} |\nabla u|^{p - \delta_x} \, dz = \iint_{K_i^\lambda(z_i)} |\nabla u|^{p - \delta_x} \cdot M(|\phi| \chi_{\Omega_T})^{-\beta} |\phi| \chi_{\Omega_T})^{-\beta} \, dz
\]
\[
\leq \left( \iint_{K_i^\lambda(z_i)} |\nabla u|^{p - (p - \delta_x)\delta} \cdot M(|\phi| \chi_{\Omega_T})^{-\beta} \, dz \right)^{\frac{p - \delta_x}{p - (p - \delta_x)\delta}} \times \left( \iint_{K_i^\lambda(z_i)} M(|\phi| \chi_{\Omega_T}) \, dz \right)^{\frac{p - (p - \delta_x)\delta}{p - (p - \delta_x)\delta}}.
\]
From Claim 5.7 and Definition 2.7, we see that
\[
\left( \iint_{K_i^\lambda(z_i)} M(|\phi| \chi_{\Omega_T}) \, dz \right)^{-1} \leq C(n, p) \frac{|K_i^\lambda(z_i)|}{\omega(K_i^\lambda(z_i))}.
\]
Analogously, we can estimate \(\iint_{K_i^\lambda(z_i)} \left( \frac{\bar{h}}{\gamma} + |\bar{f}| \right)^{p - \delta_x} \, dz\). Thus combining (5.8) and (5.9) with (5.7), we get
\[
\lambda^{p - (p - \delta_x)\delta} \omega(K_i^\lambda(z_i)) \leq C(n, p) \iint_{K_i^\lambda(z_i)} \left( |\nabla u|^{p - (p - \delta_x)\delta} + \left( \frac{\bar{h}}{\gamma} + |\bar{f}| \right)^{p - (p - \delta_x)\delta} \right) \omega \, dz.
\]
We take
\[
\tilde{c}_* := C(n, p)^{\frac{1}{p - (p - \delta_x)\delta}} \leq C(n, p)^p =: c^*,
\]
then from a simple calculation, we see that
\[
\iint_{K_i^\lambda(z_i)} |\nabla u|^{p - (p - \delta_x)\delta} \omega \, dz \leq \left( \frac{\lambda}{4\tilde{c}_*} \right)^{p - (p - \delta_x)\delta} \omega(K_i^\lambda(z_i)) + \iint_{K_i^\lambda(z_i) \cap \{ |\nabla u| > \frac{\lambda}{4\tilde{c}_*} \}} |\nabla u|^{p - (p - \delta_x)\delta} \omega \, dz
\]
\[
\leq \left( \frac{\lambda}{4\tilde{c}_*} \right)^{p - (p - \delta_x)\delta} \omega(K_i^\lambda(z_i)) + \iint_{K_i^\lambda(z_i) \cap \{ |\nabla u| > \frac{\lambda}{4\tilde{c}_*} \}} |\nabla u|^{p - (p - \delta_x)\delta} \omega \, dz.
\]
An analogous estimate also holds for the second term on the right hand side of (5.10). Thus combining (5.10) with (5.12), the proof of the lemma follows.

We now have the following important lemma proved in [17, Lemma 4.3].

Lemma 5.10. For any \(\lambda \geq c_\varepsilon \alpha\) as in Lemma 5.8, there exists a constant \(N = N(\lambda_0, \Lambda_1, n, p) > 1\) such that for any \(\varepsilon \in (0, 1)\), there exists a small \(\gamma = \gamma(\lambda_0, \Lambda_1, \varepsilon, n, p)\) such that if \((A, \Omega)\) is \((\gamma, S_0)\)-vanishing in the sense of Definition 2.4, then there holds
\[
\frac{|\{ z \in K_i^\lambda(z_i) : |\nabla u(z)| > 2N\lambda \}|}{|K_i^\lambda(z_i)|} \leq c_{(\lambda_0, \Lambda_1, n, p)} \varepsilon^{n-1}.
\]

We now have the following important weighted estimates on the level sets:

Lemma 5.11. Let the notation from (5.6) be in force and \(c^*\) be as obtained in Lemma 5.9. Furthermore let \(N \in \mathbb{N}\) and \(\lambda \in (0, 1)\). From Claim 5.7 we see that
\[
\iint_{K_i^\lambda(z_i)} |\nabla u|^{p - \delta_x} \, dz \leq C(n, p) \frac{|K_i^\lambda(z_i)|}{\omega(K_i^\lambda(z_i))}.
\]
be given from Lemma 5.10, then for any \( \lambda \geq c_{\varepsilon} \alpha \) as in Lemma 5.8 and for any \( \varepsilon \in (0, 1) \), there holds
\[
\omega(E_{2N\lambda}) \leq (n,p,\Lambda_0,\Lambda_1) \left( \frac{\varepsilon(p-1)\tau_1}{\lambda^p-(p-\delta_\varepsilon)\delta} \right) \left( \int_{\Omega_T} |\nabla u|^p |\omega| dz + \int_{\Omega_T} \left( \frac{|\tilde{h}| + |\tilde{f}|}{\gamma} \right)^{p-(p-\delta_\varepsilon)\delta} \omega dz \right)^{ \frac{1}{p}}.
\]
Here \( \tau_1 = \tau_1(n,p) \) is the exponent from Definition 2.12 applied with Claim 5.6 under consideration.

Proof. We observe that
\[
\omega(E_{2N\lambda}) \leq \sum_{i \geq 1} \omega \left( \{ z \in K_{\tilde{\tau}_i}^{\lambda}(z_i) : |\nabla u| > 2N\lambda \} \right)
\]

Lemma 2.9
\[
\leq C(n,p) \sum_{i \geq 1} \left( \frac{|K_{\tilde{\tau}_i}^{\lambda} \cap E_{2N\lambda}|}{|K_{\tilde{\tau}_i}^{\lambda}|} \right)^{\tau_1} \omega(K_{\tilde{\tau}_i}^{\lambda}(z_i))
\]

Lemma 5.10
\[
\leq C(n,p,\Lambda_0,\Lambda_1) \varepsilon(p-1)\tau_1 \sum_{i \geq 1} \omega(K_{\tilde{\tau}_i}^{\lambda}(z_i)).
\]
Combining the above estimate with Lemma 5.8 gives the proof of the lemma.

5.2. Proof of Theorem 4.1

We are now ready to combine all the estimates to prove the main theorem:

Let \( c_{\varepsilon} \) be as given in Lemma 5.8 and \( \alpha \) be from (5.5), then from Lemma 2.14, we get
\[
\int_{\Omega_T} |\nabla u|^p |\omega| dz = \int_{\Omega_T} \left( 2N\lambda \right)^{p-1} \omega(\{ z \in \Omega_T : |\nabla u| > 2N\lambda \}) d(2N\lambda)
\]

\[
+ p \int_{c_{\varepsilon} \alpha_0}^{c_{\varepsilon} \alpha} (2N\lambda)^{p-1} \omega(\{ z \in \Omega_T : |\nabla u| > 2N\lambda \}) d(2N\lambda)
\]

\[
= I + II.
\]

Estimate for I: This term is estimated as follows:
\[
I \leq \omega(\Omega_T) \alpha^p \left( \frac{\varepsilon(p-1)\tau_1}{\lambda^p-(p-\delta_\varepsilon)\delta} \right) \left( \int_{\Omega_T} |\nabla u|^{p-\delta_\varepsilon} + \left( \frac{|\tilde{h}| + |\tilde{f}|}{\gamma} \right)^{p-\delta_\varepsilon} \right)^{ \frac{1}{p}}.
\]

Theorem 5.1
\[
\leq \omega(\Omega_T) \left( \int_{\Omega_T} \left( \frac{|\tilde{h}| + |\tilde{f}|}{\gamma} \right)^{p-\delta_\varepsilon} \right)^{ \frac{1}{p}}
\]

Lemma 2.8
\[
\leq C(n,p,\Lambda_0,\Lambda_1,\omega(\Omega_T)) \left[ \left( \int_{\Omega_T} \left( |\tilde{h}| + |\tilde{f}| \right)^{p} \omega dz \right)^{\frac{1}{p}} \right].
\]

Note that the constant in the above estimate is independent of \( \delta_\varepsilon \) since we have \( p - 1 \leq p - \delta_\varepsilon \leq p \).

Estimate for II: We estimate this term as follows:
\[
II \leq \varepsilon(p-1)\tau_1 \int_{c_{\varepsilon} \alpha_0}^{c_{\varepsilon} \alpha} \frac{\lambda^{p-1}}{\lambda^p-(p-\delta_\varepsilon)\delta} \int_{\Omega_T \cap \{ |\nabla u| > \frac{\Lambda}{\lambda^p} \}} |\nabla u|^{p-\delta_\varepsilon} \omega dz d\lambda
\]

\[
+ \varepsilon(p-1)\tau_1 \int_{c_{\varepsilon} \alpha_0}^{c_{\varepsilon} \alpha} \frac{\lambda^{p-1}}{\lambda^p-(p-\delta_\varepsilon)\delta} \int_{\Omega_T \cap \{ |\tilde{h}| + |\tilde{f}| > \frac{\Lambda}{\gamma} \}} \left( \frac{|\tilde{h}| + |\tilde{f}|}{\gamma} \right)^{p-(p-\delta_\varepsilon)\delta} \omega dz d\lambda
\]

\[
\leq C(n,p,\Lambda_0,\Lambda_1) \left[ \varepsilon(p-1)\tau_1 \int_{\Omega_T} |\nabla u|^p \omega dz + C(\varepsilon, n, p) \int_{\Omega_T} \left( |\tilde{h}| + |\tilde{f}| \right)^{p} \omega dz \right].
\]
We now choose \( \varepsilon = \varepsilon(n, p, \Lambda_0, \Lambda_1) \) small such that \( C(n, p, \Lambda_0, \Lambda_1)\varepsilon^{(n-1)\gamma_1} = \frac{1}{2} \) where \( C(n, p, \Lambda_0, \Lambda_1) \) is the constant appearing in the above inequality.

Once we choose \( \varepsilon = \varepsilon(n, p, \Lambda_0, \Lambda_1) \) based on (5.13), this fixes the choice of \( \delta_\varepsilon = \delta_\varepsilon(n, p, \Lambda_0, \Lambda_1) \) which in turn fixes \( \delta \). Now we take

\[
\beta_2 := \min\{\tilde{\beta}_1, \tilde{\beta}_2, \tilde{\beta}_3, \delta_\varepsilon, \beta_1\},
\]

where \( \tilde{\beta}_1 \) is from Claim 5.5, \( \tilde{\beta}_2 \) is from Claim 5.6, \( \tilde{\beta}_3 \) is from Claim 5.7 and \( \beta_1 \) is from Theorem 5.1. This completes the proof of the theorem.

6. Modified compactness theory from [11]

Let us first recall a Whitney type decomposition Lemma proved in [21, Lemma 3.1] or [9, Chapter 3]:

**Lemma 6.1.** Let \( E \) be any closed set and \( \lambda \in (0, \infty) \) be a fixed constant. Define \( \kappa := \lambda^{2-p} \), then there exists an \( \kappa \)-parabolic Whitney covering \( \{Q_i(z_i)\} \) of \( E^c \) in the following sense:

1. \( Q_j(z_j) = B_j(x_j) \times I_j(t_j) \) where \( B_j(x_j) = B_{r_j}(x_j) \) and \( I_j(t_j) = (t_j - \kappa r_j^2, t_j + \kappa r_j^2) \).
2. \( d_\lambda(z_j, E) = 16r_j \).
3. \( \bigcup_j \frac{1}{2} Q_j(z_j) = E^c \).
4. For all \( j \in \mathbb{N} \), we have \( 8Q_j \subset E^c \) and \( 16Q_j \cap E \neq \emptyset \).
5. If \( Q_j \cap Q_k \neq \emptyset \), then \( \frac{1}{2} r_k \leq r_j \leq 2r_k \).
6. \( \frac{1}{4} Q_j \cap \frac{1}{4} Q_k = \emptyset \) for all \( j \neq k \).
7. \( \sum_j \chi_{4Q_j}(z) \leq c(n) \) for all \( z \in E^c \).

For a fixed \( k \in \mathbb{N} \), let us define \( A_k := \left\{ j \in \mathbb{N} : \frac{3}{4} Q_k \cap \frac{3}{4} Q_j \neq \emptyset \right\} \), then we have

1. For any \( i \in \mathbb{N} \), we have \( \#A_i \leq c(n) \).
2. Let \( i \in \mathbb{N} \) be given and let \( j \in A_i \), then \( \max\{|Q_j|, |Q_i|\} \leq C(n)|Q_j \cap Q_i| \).
3. Let \( i \in \mathbb{N} \) be given and let \( j \in A_i \), then \( \max\{|Q_j|, |Q_i|\} \leq \frac{3}{4}|Q_j \cap \frac{3}{4}Q_i| \).
4. Let \( i \in \mathbb{N} \) be given, then for any \( j \in A_i \), we have \( \frac{3}{4} Q_j \subset 4Q_i \).

Subordinate to the above Whitney covering, we have an associated partition of unity which we recall in the following lemma.

**Lemma 6.2.** Associated to the covering given in Lemma 6.1, there exists functions \( \{\Psi_j\}_{j \in \mathbb{N}} \in C^\infty_c \left( \frac{3}{4} Q_j \right) \) such that the following holds:
(W12) \( \chi_{\frac{3}{4}Q_i} \leq \Psi_j \leq \chi_{\frac{3}{4}Q_i} \).

(W13) \( \| \Psi_j \|_\infty + r_j \| \nabla \Psi_j \|_\infty + r_j^2 \| \nabla^2 \Psi_j \|_\infty + \lambda^2 - p \rho \| \partial_t \Psi_j \|_\infty \leq C(n). \)

(W14) Let \( i \in \mathbb{N} \) be given, then \( \sum_{j \in A_i} \Psi_j(z) = 1 \) for all \( z \in \frac{3}{4}Q_i \).

In this section, let us take any exponent \( q \) such that
\[
\max\{1, p - 1\} \leq q < p,
\]
and let us denote
\[
\rho := \text{diam}(\Omega).
\]

We consider following problem: Let \( \vec{F}, \vec{H} \in L^p(\Omega_T, \mathbb{R}^n) \) be given and suppose that \( w \in C(0,T;L^2(\Omega)) \cap L^p(0,T;W^{1,p}_0(\Omega)) \) be the unique weak solution of
\[
\begin{cases}
\frac{\partial w}{\partial t} - \text{div} A(z, \nabla w + \vec{H}) = \text{div} |\vec{F}|^{p-2} \vec{F} & \text{in } \Omega_T, \\
w = 0 & \text{on } \partial_\rho \Omega_T.
\end{cases}
\]

Let us now define the following function:
\[
g(z) := M \left( |\nabla w|^{q} + |\vec{F}|^{q} + |\vec{H}|^{q} \right)_{\chi_{\Omega_T}} \left( z \right)^{\frac{1}{q}},
\]
where \( M \) is the Hardy Littlewood maximal function defined in (2.4).

For a fixed \( \lambda > 0 \), let us define the good set by
\[
E_{\lambda} := \{ z \in \mathbb{R}^{n+1} \mid g(z) \leq \lambda \}.
\]

Since \( E_{\lambda}^{c} \) is open, from Lemma 6.1 and Lemma 6.2, we define following extension:
\[
\varphi_{\lambda,h}(z) := w_h(z) - \sum_{i} \Psi_i(z)(w_h(z) - \phi^i_h),
\]
where
\[
\phi^i_h := \begin{cases}
\frac{1}{\| \Psi_i \|_{L^{1}(\frac{3}{4}Q_i)}} \int_{\frac{3}{4}Q_i} w_h(z) \Psi_i(z) \chi_{[0,T]} \, dz & \text{if } \frac{3}{4}Q_i \subset \Omega \times (0, \infty), \\
0 & \text{else}.
\end{cases}
\]

Lemma 6.3. We have the following estimates for the function constructed in (6.5):

(i) For any \( z \in E_{\lambda}^{c} \), there holds
\[
|\varphi_{\lambda,h}(z)| \leq_{(n,p,q,\Lambda_0,\Lambda_1)} \rho \lambda.
\]

(ii) For a given \( i \in \mathbb{N} \) and any \( j \in A_i \), there holds
\[
|\phi_i^h - \phi_j^h| \leq_{(n,p,q,\Lambda_0,\Lambda_1)} \min\{\rho, r_i\} \lambda.
\]

(iii) Given any \( z \in E_{\lambda}^{c} \), we have \( z \in \frac{3}{4}Q_i \) for some \( i \in \mathbb{N} \). Then there holds
\[
|\nabla \varphi_{\lambda,h}(z)| \leq_{(n,p,q,\Lambda_0,\Lambda_1)} \lambda.
\]

(iv) For any \( \vartheta \geq 1 \), we have the following bound:
\[
\int_{\Omega_T \setminus E_{\lambda}} |\varphi_{\lambda,h}(z)|^\vartheta \, dz \leq_{(n,p,q,\Lambda_0,\Lambda_1)} \int_{\Omega_T \setminus E_{\lambda}} |w_h(z)|^\vartheta \, dz.
\]
Proof. The proof of Item (i) follows from [4, Lemma 4.9], the proof of Item (ii) follows from [4, Lemma 4.10], the proof of Item (iii) follows from [4, Lemma 4.11] and finally the proof of Item (iv) follows from [4, Lemma 4.14].

We now prove an important pointwise estimate which follows the same idea as in [11, Lemma 3.1.1]:

**Lemma 6.4.** Let \( i \in \mathbb{N} \) and suppose \( \frac{3}{4}Q_i \subset \Omega \times (0, \infty) \), then for any \( j \in A_i \) and a.e. \( (x, t) = z \in \frac{3}{4}Q_i \), we have

\[
\frac{|w_h(z) - \phi_h^j|}{r_i} \leq_{(n, p, Q_0, A_i)} \lambda.
\]

**Proof.** Without loss of generality we only need to prove

\[
\frac{|w_h(z) - \phi_h^j|}{r_i} \leq_{(n, p, Q_0, A_i)} \lambda,
\]

since otherwise, we can apply triangle inequality and (6.6) to get

\[
\frac{|w_h(z) - \phi_h^j|}{r_i} \leq \frac{|w(z) - \phi_h^j|}{r_i} + \frac{|\phi_h^j - \phi_h^j|}{r_i} \leq \frac{|w_h(z) - \phi_h^j|}{r_i} + \lambda.
\]

We shall now split the proof into three cases, depending on where the cylinder \( \frac{3}{4}Q_i \) lies.

**Case \( \frac{3}{4}Q_i \subset \Omega \times (0, T) \):** In this case, let us fix any \( z_0 = (x_0, t_0) \in \frac{3}{4}Q_i \), from which we get

\[
w_h(z_0) - \phi_h^j = \frac{1}{\|\Psi_i\|_{L^1(\frac{3}{4}Q_i)}} \int_0^1 \frac{d}{ds} \left( \int_{\frac{3}{4}Q_i} w_h(x_0 + s(\tilde{x} - x_0), t_0 + s^2(\tilde{t} - t_0)) |\Psi_i(\tilde{z})| \, d\tilde{z} \right) ds
\]

\[
= \frac{1}{\|\Psi_i\|_{L^1(\frac{3}{4}Q_i)}} \int_0^1 \int_{\frac{3}{4}Q_i} \langle \nabla w_h(x_0 + s(\tilde{x} - x_0), t_0 + s^2(\tilde{t} - t_0)), \tilde{x} - x_0 \rangle |\Psi_i(\tilde{z})| \, d\tilde{z} \, ds
\]

\[
+ \frac{1}{\|\Psi_i\|_{L^1(\frac{3}{4}Q_i)}} \int_0^1 \int_{\frac{3}{4}Q_i} \partial_t w_h(x_0 + s(\tilde{x} - x_0), t_0 + s^2(\tilde{t} - t_0)) \, 2s(\tilde{t} - t_0) |\Psi_i(\tilde{z})| \, d\tilde{z} \, ds
\]

\[
=: \frac{1}{\|\Psi_i\|_{L^1(\frac{3}{4}Q_i)}} (I + II).
\]

Let us now estimate each of the terms as follows:

**Estimate for I:** We estimate this term as follows, without loss of generality, we shall assume \( Q_i \) is centered at \( (0, 0) \).

\[
|I| = \left| \int_0^1 \int_{\frac{3}{4}Q_i} \langle \nabla w_h(x_0 + s(\tilde{x} - x_0), t_0 + s^2(\tilde{t} - t_0)), \tilde{x} - x_0 \rangle |\Psi_i(\tilde{z})| \, d\tilde{z} \, ds \right|
\]

\[
\overset{(a)}{\leq} r_i \int_0^1 \int_{\frac{3}{4}Q_i} |\nabla w_h(x_0 + s(\tilde{x} - x_0), t_0 + s^2(\tilde{t} - t_0))| \, d\tilde{z} \, ds
\]

\[
\overset{(b)}{\leq} r_i |Q_i| \int_0^1 \int_{\frac{3}{4}Q_i} \left\| \nabla w_h(\tilde{x}, \tilde{t}) \right\| \, d\tilde{z} \, ds
\]

\[
\overset{(c)}{\leq} r_i |Q_i| \lambda.
\]

To obtain (a), we made use of (W13) along with the bound \( |\tilde{x} - x_0| \leq r_i \), to obtain (b), we enlarged the cylinder noting that \( s \in [0, 1] \) and finally to obtain (c), we made use of (W4).

**Estimate for II:** Note that we have assumed without loss of generality that \( Q_i \) is centered at \( (0, 0) \). Since \( s \in [0, 1] \), we see that \( \frac{\tilde{x} + sx_0 - x_0}{s} \leq \frac{3}{4} \) whenever \( x_0 \in B_{\frac{3}{4}r_i}(0) \) and \( \tilde{x} \in B_{\frac{3}{4}r_i}(0) \). Thus we can make use
of (6.2) to estimate $II$ as follows:

$$|II| \leq |(6.10)|$$

(6.10)

To obtain (a), we made use of the weak formulation of (6.2), to obtain (b), we made use of (W13) and (W1), to obtain (c), we made use of (2.2) and finally to obtain (d), we made use of (W4).

From (W12), we note that

$$\frac{1}{\|\Psi_i\|_{L^1(\tilde{Q}_i)}} \approx \frac{1}{|Q_i|}$$

and hence combining (6.9) and (6.10) into (6.8) proves the desired estimate.

Case $\frac{3}{4}Q_i$ crosses the lateral boundary: In this case, we see that $\phi_h^i = 0$, thus we have

$$w_h(z_0) = \frac{1}{\|\Psi_i\|_{L^1(\tilde{Q}_i)}} \int_0^1 ds \left( \int_{\tilde{Q}_i} w_h(x_0 + s(\tilde{x} - x_0), t_0 + s^2(\tilde{t} - t_0)) \Psi_i(\tilde{z}) \, d\tilde{z} \right) ds$$

$$= \frac{1}{\|\Psi_i\|_{L^1(\tilde{Q}_i)}} \int_0^1 ds \left( \int_{\tilde{Q}_i} w_h(x_0 + s(\tilde{x} - x_0), t_0 + s^2(\tilde{t} - t_0)) \nabla \Psi_i(\tilde{z}) \, d\tilde{z} \right) ds$$

$$(6.11)$$

The terms $I$ and $II$ are estimated exactly as (6.9) and (6.10) respectively. In order to estimate $III$, we can apply Theorem 3.3 since $w_h = 0$ outside the lateral boundaries. Thus we get

$$|III| \leq r_i \int_{\tilde{Q}_i} \frac{|w_h(\tilde{x}, \tilde{t})|}{r_i} \, d\tilde{x} \leq r_i \int_{\tilde{Q}_i} |\nabla w_h(\tilde{x}, \tilde{t})| \, d\tilde{x} \leq r_i |Q_i| \lambda.$$  (6.12)
Case $\frac{3}{4}Q_t$ crosses the initial boundary: In this case, again we can proceed as in (6.11) to get
\[
w_h(z_0) = \frac{1}{\|\Psi_i\|_{L^1(\frac{3}{4}Q_t)}} \int_0^1 \int\langle \nabla w_h (x_0 + s(\tilde{x} - x_0), t_0 + s^2(\tilde{t} - t_0)) , \tilde{x} - x_0 \rangle \Psi_i(\tilde{x}) \chi_{[0,T]} d\tilde{z} ds
+ \frac{1}{\|\Psi_i\|_{L^1(\frac{3}{4}Q_t)}} \int_0^1 \int\partial_t w_h (x_0 + s(\tilde{x} - x_0), t_0 + s^2(\tilde{t} - t_0)) 2s(\tilde{t} - t_0) \Psi_i(\tilde{x}) \chi_{[0,T]} d\tilde{z} ds
- \frac{1}{\|\Psi_i\|_{L^1(\frac{3}{4}Q_t)}} \int\omega_h(\tilde{x}) \Psi_i(\tilde{x}) \chi_{[0,T]} d\tilde{z}
= \frac{1}{\|\Psi_i\|_{L^1(\frac{3}{4}Q_t)}} (I + II - III).
\]
and pick up III as the error term which needs to be estimated. Since we are at the initial boundary, we cannot directly apply Theorem 3.3 to bound III and instead we proceed analogously to [4, Estimate (4.15) and (4.16)] to again get the same bound as (6.12).

Combining all the estimates completes the proof of the lemma.

We now have the Lipschitz regularity of the function constructed in (6.5), the proof of which can be found in [4, Lemma 4.16].

Lemma 6.5. The function $\varphi_{\lambda,h}$ constructed in (6.5) is $C^{0,1}(\mathbb{R}^n \times [0,T])$ with respect to the parabolic metric given by
\[
d_\lambda(z_1, z_2) := \max\{|x_2 - x_1|, \sqrt{\lambda^{p-2}t_2 - t_1}|\}.
\]
In particular, the following bound holds for any $z_1, z_2 \in \mathbb{R}^{n+1}$:
\[
|\varphi_{\lambda,h}(z_2) - \varphi_{\lambda,h}(z_1)| \leq C \max\{|x_2 - x_1|, \sqrt{\lambda^{p-2}t_2 - t_1}|\},
\]
where $C$ depends on $n, p, q, \lambda_0, \lambda_1, \lambda, T$ and $\|w\|_{L^1(\Omega_T)}$.

We now prove a weighted estimate which follows similarly to [11, Theorem 3.4].

Lemma 6.6. Suppose that $\omega \in A^\infty_{\lambda}(\Omega_T)$ where $q$ as defined in (6.1) and $|\nabla w|^q, |\bar{F}|^q, |\bar{H}|^q \in L^2(\Omega_T)$ hold. Then the function $g(z)$ constructed in (6.3) satisfies
\[
\int_{\Omega_T} g^p \omega \, dz \leq C \int_{\Omega_T} \left( |\nabla w|^p + |\bar{F}|^p + |\bar{H}|^p \right) \omega \, dz,\]
and
\[
\int_{\Omega_T} |\nabla \varphi_{\lambda,h}|^p \omega \, dz \leq C \int_{\Omega_T} g^p \omega \, dz,\]
where $C = C \left( n, p, q, \lambda_0, \lambda_1, [\omega]_{A^\infty_{\lambda}} \right)$.

Proof. From Theorem 2.13, we get
\[
\int_{\Omega_T} g^p \omega \, dz = \int_{\Omega_T} M(||\nabla u||^q + ||\bar{F}||^q + ||\bar{H}||^q) \chi_{\Omega_T} \frac{\partial\omega}{\partial t} \, dz \leq \int_{\Omega_T} \left( |\nabla u|^p + ||\bar{F}||^p + ||\bar{H}||^p \right) \omega \, dz,
\]
which proves the first assertion.
To obtain the second assertion, we proceed as follows:

\[
\iint_{\Omega_T} |\nabla \varphi_{\lambda,h}|^p \omega \, dz \quad \overset{\text{(6.5)}}{=} \quad \iint_{E_\lambda^c} |\nabla \varphi_{\lambda,h}|^p \omega \, dz + \iint_{E_\lambda} |\nabla w_h|^p \omega \, dz
\]

(6.7) and (6.3)\n\[\lesssim \iint_{E_\lambda^c} \lambda^p \omega \, dz + \iint_{E_\lambda} g^p \omega \, dz\]

(6.4)\n\[\lesssim \iint_{\Omega_T} g^p \omega \, dz.\]

\[\square\]

**Lemma 6.7.** Suppose that \( \omega \in A^q_\Phi(\Omega_T) \) where \( q \) as defined in (6.1) and \( |\nabla w|^q, |\vec{F}|^q, |\vec{H}|^q \in L^2_\omega(\Omega_T) \) hold. Then

\[
\iint_{\Omega_T} |\nabla \varphi_{\lambda,h} - \nabla w_h|^p \omega \, dz \lesssim_{(n,p,q,A_0,A_1)} \iint_{\{\varphi_{\lambda,h} \neq w_h\}} \lambda^p \omega \, dz + \iint_{\{\varphi_{\lambda,h} = w_h\}} |\nabla w_h|^p \omega \, dz.
\]

**Proof.** From (6.5), we see that \( \{\varphi_{\lambda,h} \neq w_h\} \subseteq E_\lambda^c \). Thus we have the following sequence of estimates:

\[
\iint_{\Omega_T} |\nabla \varphi_{\lambda,h} - \nabla w_h|^p \omega \, dz \quad = \quad \iint_{\{\varphi_{\lambda,h} \neq w_h\}} |\nabla \varphi_{\lambda,h} - \nabla w_h|^p \omega \, dz
\]

\[\lesssim \iint_{\{\varphi_{\lambda,h} \neq w_h\}} \lambda^p \omega \, dz + \iint_{\{\varphi_{\lambda,h} = w_h\}} |\nabla w_h|^p \omega \, dz\]

(6.7)\n\[\lesssim \iint_{\{\varphi_{\lambda,h} \neq w_h\}} \lambda^p \omega \, dz + \iint_{\{\varphi_{\lambda,h} = w_h\}} |\nabla w_h|^p \omega \, dz.
\]

This completes the proof of the lemma.

\[\square\]

We now prove a second weighted estimate which follows similarly to [11, Theorem 3.1].

**Lemma 6.8.** Suppose that \( \omega \in A^q_\Phi(\Omega_T) \) where \( q \) as defined in (6.1) and \( |\nabla w|^q, |\vec{F}|^q, |\vec{H}|^q \in L^2_\omega(\Omega_T) \) hold. Then

\[
\iint_{\Omega_T} |\partial_t \varphi_{\lambda,h}(\varphi_{\lambda,h} - w_h)| \omega \, dz \lesssim_{(n,p,q,A_0,A_1)} \lambda^p \omega(E_\lambda^c). \quad (6.13)
\]

**Proof.** From (6.5), we see that if \( z \in E_\lambda \), then \( \varphi_{\lambda,h}(z) = w_h(z) \) and hence the term on the left hand side of (6.13) is zero. Thus, we only have to integrate the term on the left hand side of (6.13) over \( E_\lambda^c \).

Let \( z \in E_\lambda^c \), then there exists an \( i \in \mathbb{N} \) such that \( z \in \frac{3}{4}Q_i \). Thus, we get

\[
|\partial_t \varphi_{\lambda,h}(z)(\varphi_{\lambda,h}(z) - w_h(z))| \overset{\text{(6.5)}}{=} \left| \sum_{j \in A_i} \partial_t \Psi_j(z)(\phi_j^h) \right| \left| \sum_{j \in A_i} \Psi_j(z)(w_h(z) - \phi_j^h) \right|
\]

(W14)\n\[\lesssim \lambda^{p-2} \left( \sum_{j \in A_i} \frac{|\phi_j^h - \phi_i^h|}{r_i} \right) \left( \sum_{j \in A_i} \frac{|w_h(z) - \phi_i^h|}{r_i} \right)
\]

(W13)\n\[\lesssim \lambda^p.
\]

Lemma 6.4 and (6.6)\n\[\lesssim \lambda^p.
\]

Making use of the previous pointwise bound, we get

\[
\iint_{\Omega_T} |\partial_t \varphi_{\lambda,h}(\varphi_{\lambda,h} - w_h)| \omega \, dz = \iint_{E_\lambda^c} |\partial_t \varphi_{\lambda,h}(\varphi_{\lambda,h} - w_h)| \omega \, dz \lesssim \lambda^p \omega(E_\lambda^c).
\]

\[\square\]
6.1. Proof of the compactness theory.

We now prove the quasilinear analogue of [11, Theorem 3.1].

**Theorem 6.9.** Let $1 < p < \infty$ and \( \max \{1, p - 1\} \leq q < p \) be given. Let \( \omega \in A_2^q \) be an Muckenhoupt weight and let \( \{\tilde{F}^k\}_{k \geq 1}, \{\tilde{H}^k\}_{k \geq 1} \) be any two sequences in \( L^q(\Omega_T) \cap L^p_w(\Omega_T) \). Corresponding to these vector fields, let \( w^k \in L^q(0, T; W_0^{1,q}((\Omega)) \cap L_p^w(0, T; W_0^{1,p}(\Omega)) \) be a very weak solution of

\[
\begin{cases}
\dot{w}^k - \text{div} A(z, \nabla w^k + \tilde{H}^k) = \text{div} \tilde{F}^k |^{p-2} \tilde{F}^k & \text{in } \Omega_T, \\
w^k = 0 & \text{on } \partial_p \Omega_T.
\end{cases}
\]

Furthermore, assume that there exists constant \( C_1 \) such that

\[
sup_{k \geq 1} \left( \|\tilde{F}^k\|_{L^q(\Omega_T)} + \|\tilde{H}^k\|_{L^q(\Omega_T)} + \|\nabla w^k\|_{L^q(\Omega_T)} \right) \leq C_1, \tag{6.14}
\]

and

\[
sup_{k \geq 1} \left( \|\tilde{F}^k\|_{L^p_w(\Omega_T)} + \|\tilde{H}^k\|_{L^p_w(\Omega_T)} + \|\nabla w^k\|_{L_p^w(\Omega_T)} \right) \leq C_1. \tag{6.15}
\]

Then for any fixed \( \lambda > 1 \), there exists a sequence \( \{\varphi_{\lambda, h}^k\}_{k \geq 1} \subset L^q(0, T; W_0^{1,q}(\Omega)) \) satisfying:

\[
\|\nabla \varphi_{\lambda, h}^k\|_\infty + \sup_{z_1, z_2 \in \Omega_T} \frac{|\varphi_{\lambda, h}^k(z_1) - \varphi_{\lambda, h}^k(z_2)|}{|z_1 - z_2| + \sqrt{\lambda^2 - p}|t_1 - t_2|} \leq C(n, p, q, \Lambda_0, \Lambda_1, \lambda, T, C_1), \tag{6.16}
\]

\[
\int_{\Omega_T} |\nabla \varphi_{\lambda, h}^k|^p \omega \, dz \leq C(n, p, q, \Lambda_0, \Lambda_1, [\omega]_{\frac{p}{q}}, C_1), \tag{6.17}
\]

\[
\int_{\Omega_T} |\partial_t \varphi_{\lambda, h}^k(\varphi_{\lambda, h}^k - w^k)| \omega \, dz \leq (n, p, q, \Lambda_0, \Lambda_1, [\omega]_{\frac{p}{q}}, C_1) \frac{1}{\lambda^{p-1}}, \tag{6.18}
\]

\[
\sup_{k \geq 1} \omega \left( \{z \in \Omega_T \mid \varphi_{\lambda, h}^k(z) \neq w^k(z)\} \right) \leq (n, p, q, \Lambda_0, \Lambda_1, [\omega]_{\frac{p}{q}}, C_1) \frac{1}{\lambda^2 p}, \tag{6.19}
\]

\[
\sup_{k \geq 1} \frac{1}{\lambda^{p-1}} \left( \{z \in \Omega_T \mid \varphi_{\lambda, h}^k(z) \neq w^k(z)\} \right) \leq (n, p, q, \Lambda_0, \Lambda_1, C_1) \frac{1}{\lambda^q}. \tag{6.20}
\]

**Proof.** For each \( k \geq 1 \), let

\[
g_k(z) := \mathcal{M} \left( \left[ \|\nabla w^k\|_q^q + \|\tilde{F}^k\|_q^q + \|\tilde{H}^k\|_q \right] \chi_{\Omega_T} \right)^\frac{1}{q} (z).
\]

For each \( k \geq 1 \) and fixed \( \lambda > 1 \), we shall find a suitable \( \lambda_k \) and by an abuse of notation, we will denote \( \varphi_{\lambda, h}^k = \varphi_{\lambda_k, h}^k \). Using Lemma 6.6 along with (6.15), we have

\[
sup_{k \geq 1} \int_{\Omega_T} g_k^p \omega \, dz \leq C(n, p, q, [\omega]_{\frac{p}{q}}, C_1). \tag{6.21}
\]

Let \( m_0 \in \mathbb{N} \) be a number to be eventually chosen, then for each \( k \geq 1 \), there exists an \( 0 \leq m_k \leq m_0 \) such that

\[
\int_{\{z \in \Omega_T \mid |\lambda^{m_k} - g_k(z)| \leq \lambda^{m_k+1}\}} g_k^p \omega \, dz = \min_{0 \leq m \leq m_0} \int_{\{z \in \Omega_T \mid |\lambda^{m} - g_k(z)| \leq \lambda^{m+1}\}} g_k^p \omega \, dz
\]

\[
\leq \frac{1}{m_0} \sum_{0 \leq m \leq m_0} \int_{\{z \in \Omega_T \mid |\lambda^{m} - g_k(z)| \leq \lambda^{m+1}\}} g_k^p \omega \, dz
\]

\[
\leq \frac{1}{m_0} \int_{\Omega_T} g_k^p \omega \, dz
\]

\[
\leq \frac{C(n, p, q, [\omega]_{\frac{p}{q}}, C_1)}{m_0}. \tag{6.22}
\]
Let us now define
\[ \lambda_k := \lambda^{2^{m_k}} \quad \text{and} \quad E^{k}_{\lambda} := \{ z \in \mathbb{R}^{n+1} \mid g_k(z) \leq \lambda_k \} \subseteq \{ z \in \mathbb{R}^{n+1} \mid \varphi^k_{\lambda_k,h}(z) = w^k_h(z) \}, \]
then we have

\[
\lambda^p_k \omega(\Omega_T \setminus E^k_{\lambda}) \leq \int_{\{z \in \Omega_T \mid \lambda_k < g_k(z) \leq \lambda_k^2 \}} g^p_k \omega \, dz + \int_{\{z \in \Omega_T \mid \lambda_k^2 < g_k(z) \}} \lambda^p_k \omega \, dz \\
\leq \int_{\{z \in \Omega_T \mid \lambda_k < g_k(z) \leq \lambda_k^2 \}} g^p_k \omega \, dz + \frac{1}{\lambda_k^2} \int_{\{z \in \Omega_T \mid \lambda_k^2 < g_k(z) \}} g^p_k \omega \, dz \\
\leq \frac{1}{m_0} + \frac{1}{\lambda_k^p}. \quad (6.23)
\]

Let us now make the choice
\[ m_0 = \lambda^p, \]
then we have
\[ \lambda \leq \lambda_k := \lambda^{2^{m_k}} \leq \lambda^{2^m_0} =: \lambda^{2^{m_0}}, \]
which combined with (6.23) gives
\[ \lambda^p_k \omega(\Omega_T \setminus E^k_{\lambda}) \leq \frac{1}{\lambda^p} \quad (6.25) \]
We are now ready to prove each of the conclusions of the theorem:

**Proof of (6.16):** This follows from Lemma 6.5 since the Lipschitz extension is given by \( \varphi^k_{\lambda_k,h} \). It is important to note that the bounds are independent of \( k \in \mathbb{N} \) because of (6.14) and (6.15).

**Proof of (6.17):** This follows from Lemma 6.6 and making use of (6.14).

**Proof of (6.18):** This follows from Lemma 6.8 along with the bound from (6.25).

**Proof of (6.19):** Since \( \{ z \in \Omega_T \mid \varphi^k_{\lambda_k,h}(z) \neq w^k_h(z) \} \subseteq \Omega_T \setminus E^k_{\lambda} \), we can directly use (6.25) and (6.24) to prove this estimate.

**Proof of (6.20):** Since \( \{ z \in \Omega_T \mid \varphi^k_{\lambda_k,h}(z) \neq w^k_h(z) \} \subseteq \Omega_T \setminus E^k_{\lambda} \), we can apply the weak type 1−1 estimate from Lemma 2.6 to get
\[
\left| \{ z \in \Omega_T \mid \varphi^k_{\lambda_k,h}(z) \neq w^k_h(z) \} \right| \leq \frac{1}{\lambda_k^q} \int_{\mathbb{R}^{n+1}} \left[ |\nabla w^k|^q + |\nabla F^k|^q + |\bar{H}^k|^q \right] \chi_{\Omega_T} \, dz \\
\leq \frac{1}{\lambda_k^q} \int_{\mathbb{R}^{n+1}} \left[ |\nabla w^k|^q + |\nabla F^k|^q + |\bar{H}^k|^q \right] \chi_{\Omega_T} \, dz \\
\leq \frac{1}{\lambda_k^q} \int_{\mathbb{R}^{n+1}} \left[ |\nabla w^k|^q + |\nabla F^k|^q + |\bar{H}^k|^q \right] \chi_{\Omega_T} \, dz.
\]

(6.14) and (6.24)
7. Proof of Theorem 4.3

In this section, let us take $\beta = \beta_0$ where $\beta_0$ is from Definition 4.2. Subsequently, we shall apply the results from Section 6 with
\[
q = \begin{cases} 
  p - 1 & \text{if } 2 \leq p, \\
  1 & \text{if } 1 < p < 2.
\end{cases}
\]

Let us define
\[
\phi := (1 + |\vec{f}| + |\vec{h}|)\chi_{\Omega_T}.
\]

Let us apply Theorem 4.1 with the above choice of $\phi$. Thus, we have
\[
\iint_{\Omega_T} |\nabla u|^p \mathcal{M}(|\phi\chi_{\Omega_T}|^{-\beta}(z)) \, dz \lesssim (n, p, \Lambda_0, \Lambda_1, \Omega, \omega(\Omega_T)) \left( \iint_{\Omega_T} (|\vec{f}|^p + |\vec{h}|^p + 1) \mathcal{M}(|\phi\chi_{\Omega_T}|^{-\beta}(z)) \, dz \right)^{\frac{1}{p}}. \tag{7.1}
\]

From the properties of the Hardy-Littlewood Maximal function, we also have
\[
\mathcal{M}(|\phi\chi_{\Omega_T}|^{-\beta}(z)) \leq (1 + |\vec{f}| + |\vec{h}|)^{p-\beta} \chi_{\Omega_T}. \tag{7.2}
\]

This implies that the assumption $\vec{f} \in L^{p-\beta}(\Omega_T)$ gives $\vec{f} \in L^p(\Omega_T)$ where we have set
\[
\omega(z) := \mathcal{M}(|\phi\chi_{\Omega_T}|^{-\beta}(z)). \tag{7.3}
\]

Claim 7.1. For $\beta_4 := \min \left\{ \frac{1}{p-1}, 1 \right\}$, the following holds for all $\delta \in (0, \beta_4)$:
\[
\begin{cases} 
  \mathcal{M}(|\phi\chi_{\Omega_T}|^{-\delta}(z)) \in A_{\frac{1}{p-\delta}} & \text{if } p \geq 2, \\
  \mathcal{M}(|\phi\chi_{\Omega_T}|^{-\delta}(z)) \in A_p & \text{if } 1 < p < 2.
\end{cases}
\]

Proof. Let us first consider the case $p \geq 2$. From Remark 5.4, we see that
\[
\mathcal{M}(|\phi\chi_{\Omega_T}|^{-\delta}(z)) \in A_{\frac{1}{p-\delta}},
\]

provided there exists $\alpha \in (0, 1)$ such that the following holds
\[
\mathcal{M}(|\phi\chi_{\Omega_T}|^{-\delta}(z)) = \mathcal{M}(|\phi\chi_{\Omega_T}|^{\alpha(1-\frac{\delta}{p-\delta})}(z)).
\]

In particular, we would need $\alpha = \delta(p-1) < 1$, and this is possible if we choose $\delta < \frac{1}{p-1}$.

In the case $1 < p < 2$, we proceed analogously to require would need $\alpha = \frac{1}{p-1} < 1$ which again holds provided $\delta < p-1$.

\[ \square \]

A simple application of Hölder’s inequality gives
\[
\frac{1}{\Omega_T} \iint_{\Omega_T} |\nabla u|^{p-\beta} \, dz = \frac{1}{\Omega_T} \iint_{\Omega_T} |\nabla u|^{p-\beta} \mathcal{M}(|\phi\chi_{\Omega_T}|^{\frac{\beta(p-\beta)}{p}}(z)) \mathcal{M}(|\phi\chi_{\Omega_T}|^{\frac{\beta(p-\beta)}{p}}(z)) \, dz \\
\leq \frac{1}{\Omega_T} \iint_{\Omega_T} |\nabla u|^{p-\beta} \mathcal{M}(|\phi\chi_{\Omega_T}|^{-\beta}(z)) \, dz + \frac{1}{\Omega_T} \mathcal{M}(|\phi\chi_{\Omega_T}|^{p-\beta}(z)) \, dz \\
\leq \frac{1}{\Omega_T} \iint_{\Omega_T} |\nabla u|^{p-\beta} \mathcal{M}(|\phi\chi_{\Omega_T}|^{-\beta}(z)) \, dz + \int_{\Omega_T} (1 + |\vec{f}| + |\vec{h}|)^{p-\beta} \, dz \\
\overset{(7.1) \text{ and (7.2)}}{\leq} \infty.
\]

Since we are given $\vec{f} \in L^{p-\beta}(\Omega_T)$ and $\vec{h} \in L^{p-\beta}(\Omega_T)$, we shall consider the following approximation sequence for any $k \in (0, \infty)$:
(i) Define \( \tilde{f}_k := T_k(f) \) where \( T_k(s) = s \) if \( |s| \leq k \) and \( T_k(s) = k \) if \( |s| \geq k \). Note that we have used the notation \( T_k(\tilde{f}) \) to denote \( T_k \) acting on each component of \( \tilde{f} \) separately.

(ii) Define \( \tilde{h}_k = \nabla h_k \) where \( h_k \in C^\infty(\Omega_T) \) is from Item (c) of Definition 2.4.

From (7.2) and the above construction, we see that for every \( k \geq 1 \), we have \( \tilde{f}_k \in L^\infty(\Omega_T) \), \( \tilde{h}_k \in C^\infty(\Omega_T) \) and

\[
\begin{align*}
\tilde{f}_k &\to \tilde{f} \quad \text{in } L^{p-\beta}(\Omega_T) \cap L^p(\Omega_T), \\
\tilde{h}_k &\to \tilde{h} \quad \text{in } L^{p-\beta}(\Omega_T) \cap L^p(\Omega_T).
\end{align*}
\]  

We have the following observations:

- From Theorem 5.1 applied to (7.5), we see that

\[
\|\nabla u^k\|_{L^{p-\beta}(\Omega_T)} \leq \|\tilde{h}_k + \tilde{f}_k\|_{L^{p-\beta}(\Omega_T)} \lesssim \|\tilde{h} + \tilde{f}\|_{L^{p-\beta}(\Omega_T)} < \infty. \tag{7.6}
\]

- From Theorem 4.1 applied to (7.5) with weight defined as in (7.3), we have

\[
\iint_{\Omega_T} |\nabla u^k|^p \omega(z) \, dz \leq \left( \iint_{\Omega_T} \left( |\tilde{f}_k|^p + |\tilde{h}_k|^p + 1 \right) \omega(z) \, dz \right)^d \leq \left( \iint_{\Omega_T} \left( |\tilde{f}_k|^{p-\beta} + |\tilde{h}_k|^{p-\beta} + 1 \right) \, dz \right)^d \lesssim \|\tilde{h}_k\|_{L^{p-\beta}(\Omega_T)} < \infty. \tag{7.4}
\]

- Furthermore, applying the above two observations to (7.5), we see that

\[
\|u^k\|_{L^{p-\beta}(0,T; W^{1,\infty}(\Omega))} \leq \|\nabla u^k\|_{L^{p-\beta}(\Omega_T)} + \|\tilde{f}_k\|_{L^{p-\beta}(\Omega_T)} + \|\tilde{h}_k\|_{L^{p-\beta}(\Omega_T)} < \infty. \tag{7.6}
\]

As a consequence of the above observations, we have the following convergences (upto relabelling a suitable subsequence):

\[
\begin{align*}
\nabla u^k &\to \nabla u \quad \text{strongly in } L^{p-\beta}(\Omega_T) \cap L^2(\Omega_T), \\
\nabla u^k &\to \nabla u \quad \text{weakly in } L^{p-\beta}(\Omega_T) \cap L^p(\Omega_T), \\
\mathcal{A}^k &:= \mathcal{A}(z, \nabla u^k + \tilde{h}_k) \to \mathcal{A} \quad \text{weakly in } L^{\frac{np}{n-p}}(\Omega_T) \cap L^\infty(\Omega_T).
\end{align*}
\]  

To get the above convergence results, we made use of Theorem 3.1 along with the restriction (2.1) which ensures that the Sobolev exponent \( p^* := \frac{np}{n-p} > 2 \).

From (7.7), we see that the function \( u \in L^{p-\beta}(0,T; W^{1,p-\beta}(\Omega)) \) is a distributional solution of

\[
\begin{align*}
\partial_t u - \nabla \mathcal{A} &= \nabla |\tilde{f}|^{p-2} \tilde{f} \quad \text{in } \Omega_T, \\
u &= 0 \quad \text{on } \partial_t \Omega_T,
\end{align*}
\]

where the operator \( \mathcal{A} \) is a formal limit as obtained in (7.7).

Denote \( v^k := u^k - u \), then \( v^k \) is a weak solution of

\[
\begin{align*}
v^k \to \nabla \tilde{\mathcal{A}} &= \nabla |\tilde{f}|^{p-2} \tilde{f} \quad \text{in } \Omega_T, \\
v^k &= 0 \quad \text{in } \partial_t \Omega_T.
\end{align*}
\]  
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From (7.7), we see that all the hypothesis of Theorem 6.9 are satisfied for the weak solutions of (7.8). Hence for each fixed \( \lambda > 1 \), there exists a family of functions \( \{v_{\lambda,k}^k\}_{k \geq 1} \) satisfying the conclusions of Theorem 6.9.

**Claim 7.2.** Suppose Claim 7.3 holds, then the following holds:

\[
\bar{A} = A(z, \nabla u + \bar{h}).
\]  

(7.9)

**Proof.** From (7.7), (7.8) and Theorem 6.9, we see that \( \{\langle A^k, \nabla u^k - \nabla u \rangle\}_{k \geq 1}, \{||\nabla u^k|\omega|\}_{k \geq 1}, \{||\nabla v^k|\omega|\}_{k \geq 1} \) and \( \{||v_{\lambda,k}^k|\omega|\}_{k \geq 1} \) are bounded sequences in \( L^1(\Omega_T) \). As a consequence, we can apply Lemma 3.2 to get a sequence of measurable sets \( \{F_j\}_{j \geq 1} \) such that \( F_j \subset \Omega_T, |\Omega_T \setminus F_j| \to 0 \) as \( j \to \infty \) and having the property that \( \{\langle A^k, \nabla u^k - \nabla u \rangle\}_{k \geq 1} \) and \( \{||\nabla u^k - \nabla u\|\omega|\}_{k \geq 1} \) are precompact in \( L^1(F_j) \) for all \( j \geq 1 \).

Therefore taking subsequence if necessary, for any \( \varepsilon > 0 \) and \( j \geq 1 \), there exists a \( \delta(\varepsilon,j) > 0 \) such that for any \( O \subset F_j \), there holds

\[
|O| < \delta \quad \Rightarrow \quad \sup_{k \geq 1} \int_O |\nabla u^k - \nabla u|^{p\omega} \, dz < \varepsilon.
\]

From Claim 3.3, we see that the following holds with \( F = F_j \) for any \( j \in \mathbb{N} \):

\[
\lim_{k \to \infty} \int_{F_j} \langle A^k, \nabla u^k \rangle \omega \, dz = \lim_{k \to \infty} \int_{F_j} \langle A^k, \nabla u^k - \nabla u \rangle \omega \, dz + \lim_{k \to \infty} \int_{F_j} \langle A^k, \nabla u \rangle \omega \, dz = \lim_{k \to \infty} \int_{F_j} \langle \bar{A}, \nabla u \rangle \omega \, dz.
\]

Therefore for any \( \Theta \in L^p_\infty(\Omega_T) \), the following sequence of estimates hold:

\[
0 \leq \lim_{k \to \infty} \int_{F_j} \langle A^k - A(z, \Theta + \bar{h}), \nabla u^k - \Theta + \bar{h}_k - \tilde{h} \rangle \omega \, dz
\]
\[
= \lim_{k \to \infty} \int_{F_j} \langle A^k - A(z, \Theta + \bar{h}), \nabla u^k - \Theta \rangle \omega \, dz + \lim_{k \to \infty} \int_{F_j} \langle A^k - A(z, \Theta + \bar{h}), \bar{h}_k - \tilde{h} \rangle \omega \, dz
\]
\[
= \lim_{k \to \infty} \int_{F_j} \langle A - A(z, \Theta + \bar{h}), \nabla u - \Theta \rangle \omega \, dz
\]
\[
= \int_{F_j} \langle \bar{A} - A(z, \Theta + \bar{h}), \nabla u - \Theta \rangle \omega \, dz
\]

(7.10)

Let us take \( \Theta = \nabla u + \varepsilon \left( \frac{\bar{A} - A(z, \nabla u + \bar{h})}{1 + |\bar{A} - A(z, \nabla u + \bar{h})|} \right) \) where second term belong to \( L^\infty(\Omega_T) \), we get

\[
0 \leq \lim_{\varepsilon \to 0^+} \int_{F_j} \langle \bar{A} - A \left( z, \nabla u + \bar{h} + \varepsilon \left( \frac{\bar{A} - A(z, \nabla u + \bar{h})}{1 + |\bar{A} - A(z, \nabla u + \bar{h})|} \right) \right), \nabla u - \Theta \rangle \omega \, dz
\]
\[
= \int_{F_j} -\frac{\bar{A} - A(z, \nabla u + \bar{h})}{1 + |\bar{A} - A(z, \nabla u + \bar{h})|}^2 \omega \, dz
\]

Since \( \omega \geq 0 \), we now let \( j \to \infty \) to obtain we obtain (7.9). \( \Box \)

We are now left to prove the following claim:

**Claim 7.3.** Let \( j \in \mathbb{N} \) and \( F_j \) be a measurable set obtained in Claim 7.2. We then claim that the following limit holds:

\[
\langle A(z, \nabla u^k + \tilde{h}_k), \nabla u^k - \nabla u \rangle \omega \to 0 \text{ weakly in } L^1(F_j).
\]
Proof. From (6.5), Item (iv) and (7.7), we see that
\[
\int_{\Omega_T} |v_{\lambda,h}^{k,p-\beta} | dz \leq \int_{\Omega_T} |v_{h}^{k,p-\beta} | dz \to 0 \quad \text{as} \quad k \to \infty.
\]
Therefore by (6.16) and Arzelà-Ascoli Theorem, taking a subsequence if necessary, we get
\[
v_{\lambda,h}^{k} \to 0 \quad \text{in} \quad L^\infty(\Omega_T) \quad \text{as} \quad k \to \infty. \quad (7.11)
\]
Also, since for any \( \eta \in C_0^\infty(\Omega_T) \), there holds
\[
\lim_{k \to \infty} \int_{\Omega_T} \eta \nabla v_{\lambda,h}^{k} \, dz = \lim_{k \to \infty} \int_{\Omega_T} -v_{\lambda,h}^{k} \nabla \eta \, dz = 0,
\]
from which we have
\[
\nabla v_{\lambda,h}^{k} \rightharpoonup 0 \quad \text{in weak} \quad L^\infty(\Omega_T, \mathbb{R}^{n+1}) \quad \text{as} \quad k \to \infty. \quad (7.12)
\]
Making use of (7.11), for any \( \eta \in C^\infty(\Omega_T) \) with \( \eta = 0 \) on \( \partial_p(\Omega_T) \), we have
\[
\lim_{k \to \infty} \int_{\Omega_T} \langle [A^k - \bar{A}]h, \nabla v_{\lambda,h}^{k} \rangle \, \eta \, dz = \lim_{k \to \infty} \int_{\Omega_T} \langle [A^k - \bar{A}]h, \nabla (\eta v_{\lambda,h}^{k}) \rangle \, dz - \lim_{k \to \infty} \int_{\Omega_T} \langle [A^k - \bar{A}]h, \nabla \eta \rangle v_{\lambda,h}^{k} \, dz
\]
\[
= \lim_{k \to \infty} \int_{\Omega_T} \langle [A^k - \bar{A}]h, \nabla (\eta v_{\lambda,h}^{k}) \rangle \, dz. \quad (7.13)
\]
Making use of (7.4) along with (7.8), (7.11) and (7.12), we see that (7.13) becomes
\[
\lim_{k \to \infty} \int_{\Omega_T} \langle [A^k - \bar{A}]h, \nabla v_{\lambda,h}^{k} \rangle \, \eta \, dz
\]
\[
= - \lim_{k \to \infty} \int_{\Omega_T} \partial_t v_{\lambda,h}^{k} (\eta v_{\lambda,h}^{k}) \, dz - \lim_{k \to \infty} \int_{\Omega_T} \langle [|f_k|^{p-2} f_k - |f|^{p-2} f]h, \nabla (\eta v_{\lambda,h}^{k}) \rangle \, dz
\]
\[
= - \lim_{k \to \infty} \int_{\Omega_T} \partial_t v_{\lambda,h}^{k} (\eta v_{\lambda,h}^{k}) \, dz.
\]
A simple calculation shows
\[
\int_{\Omega_T} \partial_t v_{\lambda,h}^{k} (\eta v_{\lambda,h}^{k}) \, dz = \frac{1}{2} \int_{\Omega_T} \partial_t \left( (v_{\lambda,h}^{k})^2 - (v_{\lambda,h}^{k})^2 \right) \, \eta \, dz + \frac{1}{2} \int_{\Omega_T} \partial_t \eta \left( (v_{\lambda,h}^{k})^2 - (v_{\lambda,h}^{k})^2 \right) \, dz
\]
\[
+ \int_{\Omega_T} \partial_t v_{\lambda,h}^{k} (v_{\lambda,h}^{k} - v_{h}^{k}) \eta \, dz, \quad (7.14)
\]
Using (7.7) along with (7.11), we see that the first two terms on the right hand side of (7.14) goes to zero as \( k \to \infty \). Thus, (7.13) becomes
\[
\lim_{k \to \infty} \int_{\Omega_T} \langle [A^k - \bar{A}]h, \nabla v_{\lambda,h}^{k} \rangle \, \eta \, dz = \lim_{k \to \infty} \int_{\Omega_T} \partial_t v_{\lambda,h}^{k} (v_{\lambda,h}^{k} - v_{h}^{k}) \eta \, dz.
\]
From (7.7) and (6.16), we see that
\[
\sup_{k \geq 1} \| \langle [A^k - \bar{A}]h, \nabla v_{\lambda,h}^{k} \rangle \|_{L^\infty(\Omega_T)} < \infty,
\]
from which (after possibly taking a subsequence if necessary), for any \( \eta \in L^{\frac{p-\beta}{\gamma - p}}(\Omega_T) \), we have
\[
\lim_{k \to \infty} \int_{\Omega_T} \langle [A^k - \bar{A}]h, \nabla v_{\lambda,h}^{k} \rangle \eta \, dz = \lim_{k \to \infty} \int_{\Omega_T} \partial_t v_{\lambda,h}^{k} (v_{\lambda,h}^{k} - v_{h}^{k}) \eta \, dz. \quad (7.15)
\]
Since our weight function from (7.3) \( \omega \in L^\infty(\Omega_T) \), we take \( \eta = \omega \chi_{F_j} \) where \( F_j \) is some measurable subset of
Ω_T. Now applying Hölder’s inequality and (6.18) to the expression on the right hand side of (7.15), we get

$$\lim_{k \to \infty} \left| \int_{F_j} \langle [A^k - \bar{A}] h, \nabla v^k_{\lambda,h} \rangle \omega \chi_{F_j} \, dz \right| \lesssim \frac{1}{\lambda^{p-1}}. \tag{7.16}$$

And since $\chi_{F_j} \omega \bar{A} \in L^1(\Omega_T)$, from (7.12), we see that $[\bar{A}] h \nabla v^k_{\lambda,h} \omega \chi_{F_j} \to 0$. Thus we have

$$\lim_{k \to \infty} \left| \int_{F_j} \langle [A^k] h, \nabla v^k_{\lambda,h} \rangle \omega \chi_{F_j} \, dz \right| \lesssim \frac{1}{\lambda^{p-1}}. \tag{7.17}$$

Making use of (7.17) in (7.16), we have the following sequence of estimates:

$$\lim_{k \to \infty} \left| \int_{F_j} \langle [A^k] h, \nabla v^k_{h} \rangle \omega \, dz \right| \leq \lim_{k \to \infty} \left| \int_{F_j} \langle [A^k] h, \nabla v^k_{\lambda,h} \rangle \omega \, dz \right| + \lim_{k \to \infty} \left| \int_{F_j} \langle [A^k] h, \nabla (v^k_{\lambda,h} - v^k_{h}) \rangle \omega \, dz \right| \tag{7.17}$$

$$\lesssim \frac{1}{\lambda^{p-1}} + \left( \int_{F_j} |[A^k] h|^\frac{p}{p-1} \omega \, dz \right)^\frac{p-1}{p} \left( \int_{F_j} |\nabla (v^k_{\lambda,h} - v^k_{h})|^p \omega \, dz \right)^\frac{1}{p} \tag{7.7}$$

$$\lesssim \frac{1}{\lambda^{p-1}} + \left( \int_{F_j} |\nabla (v^k_{\lambda,h} - v^k_{h})|^p \omega \, dz \right)^\frac{1}{p} \tag{7.17}$$

$$\lesssim \frac{1}{\lambda^{p-1}} + \left( \int_{F_j \cap \{v^k_{\lambda,h} \neq v^k_{h}\}} |
\nabla v^k_{\lambda,h} |^p \omega \, dz \right)^\frac{1}{p} + \left( \int_{F_j \cap \{v^k_{\lambda,h} \neq v^k_{h}\}} |
\nabla v^k_{h} |^p \omega \, dz \right)^\frac{1}{p} \tag{a}$$

$$\lesssim \frac{1}{\lambda^{p-1}} + o \left( \frac{1}{\lambda} \right), \tag{a}$$

where to obtain (a), we made use of (7.7) and (6.17) along with (6.20). Here $o \left( \frac{1}{\lambda} \right)$ denotes a quantity that goes to zero as $\lambda \to \infty$ which holds due to Theorem 6.9 and the choice of measurable set $F_j$. We now let $\lambda \to \infty$ which proves the claim.

This completes the proof of the existence result.

References

References

[1] Emilio Acerbi and Nicola Fusco. An approximation lemma for $W^{1,p}$ functions. In Material instabilities in continuum mechanics (Edinburgh, 1985–1986), Oxford Sci. Publ., pages 1–5. Oxford Univ. Press, New York, 1988.

[2] Emilio Acerbi and Giuseppe Mingione. Gradient estimates for a class of parabolic systems. Duke Math. J., 136(2):285–320, 2007.

[3] David R Adams and Lars I Hedberg. Function Spaces and Potential Theory, volume 314. Grundlehren der Mathematischen Wissenschaften, Springer, Berlin, 1996.

[4] Karthik Adimurthi and Sun-Sig Byun. Gradient weighted estimates at the natural exponent for Quasilinear Parabolic equations. arXiv preprint arXiv:1804.04356, 2018.
[5] Karthik Adimurthi, Tadele Mengesha and Nguyen Cong Phuc. Gradient weighted norm inequalities for linear elliptic equations with discontinuous coefficients. To appear, *Appl. Math and Optimization*. https://arxiv.org/abs/1806.00423, 2016.

[6] Karthik Adimurthi and Nguyen Cong Phuc. An end-point global gradient weighted estimate for quasilinear equations in non-smooth domains. *Manuscripta Math.*, 150(1-2):111–135, 2016.

[7] Karthik Adimurthi and Nguyen Cong Phuc. An end-point global gradient weighted estimate for quasilinear equations in non-smooth domains. *Manuscripta Mathematica*, 150(1-2):111–135, 2016.

[8] J. M. Ball and F. Murat. Remarks on Chacon’s biting lemma. *Proc. Amer. Math. Soc.*, 107(3):655–663, 1989.

[9] Verena Bögelein, Frank Duzaar, and Giuseppe Mingione. The regularity of general parabolic systems with degenerate diffusion. *Mem. Amer. Math. Soc.*, 221(1041):vi+143, 2013.

[10] The Anh Bui and Xuan Thinh Duong. Global Lorentz estimates for nonlinear parabolic equations on nonsmooth domains. *arXiv preprint https://arxiv.org/abs/1702.06202*, 2017.

[11] Miroslav Bulíček, Jan Burczak, and Sebastian Schwarzacher. Well posedness of nonlinear parabolic systems beyond duality. *arXiv preprint https://arxiv.org/abs/1810.05061*, 2018.

[12] Miroslav Bulíček, Lars Diening, and Sebastian Schwarzacher. Existence, uniqueness and optimal regularity results for very weak solutions to nonlinear elliptic systems. *Anal. PDE*, 9(5):1115–1151, 2016.

[13] Miroslav Bulíček and Sebastian Schwarzacher. Existence of very weak solutions to elliptic systems of $p$-Laplacian type. *Calc. Var. Partial Differential Equations*, 55(3):Art. 52, 14, 2016.

[14] Sun-Sig Byun, Jihoon Ok, Dian K. Palagachev, and Lubomira G. Softova. Parabolic systems with measurable coefficients in weighted Orlicz spaces. *Commun. Contemp. Math.*, 18(2):1550018, 19, 2016.

[15] Sun-Sig Byun, Jihoon Ok, and Seungjin Ryu. Global gradient estimates for general nonlinear parabolic equations in nonsmooth domains. *Journal of Differential Equations*, 254(11):4290–4326, 2013.

[16] Sun-Sig Byun, Jihoon Ok, and Seungjin Ryu. Global gradient estimates for elliptic equations of $p(x)$-laplacian type with BMO nonlinearity. *Journal für die reine und angewandte Mathematik (Crelles Journal)*, 2016(715):1–38, 2016.

[17] Sun-Sig Byun, Dian K Palagachev, and Seungjin Ryu. Weighted $W^{1,p}$ estimates for solutions of non-linear parabolic equations over non-smooth domains. *Bulletin of the London Mathematical Society*, 45(4):765–778, 2013.

[18] Sun-Sig Byun and Seungjin Ryu. Weighted orlicz estimates for general nonlinear parabolic equations over nonsmooth domains. *Journal of Functional Analysis*, 272(10):4103–4121, 2017.
[19] Sun-Sig Byun and Lihe Wang. Elliptic equations with BMO coefficients in Reifenberg domains. *Communications on pure and applied mathematics*, 57(10):1283–1310, 2004.

[20] Emmanuele DiBenedetto. *Degenerate Parabolic Equations*. Universitext, Springer-Verlag, New York, 1993.

[21] Lars Diening, Michael Růžička, and Jörg Wolf. Existence of weak solutions for unsteady motions of generalized Newtonian fluids. *Ann. Sc. Norm. Super. Pisa Cl. Sci. (5)*, 9(1):1–46, 2010.

[22] Hongjie Dong and Doyoon Kim. On $L^p$-estimates for elliptic and parabolic equations with $A_p$ weights. *Trans. Amer. Math. Soc.*, 370(7):5081–5130, 2018.

[23] Loukas Grafakos. *Classical and modern Fourier analysis*. Pearson Education, Inc., Upper Saddle River, NJ, 2004.

[24] Juha Kinnunen and John L Lewis. Very weak solutions of parabolic systems of $p$-laplacian type. *Arkiv för Matematik*, 40(1):105–132, 2002.

[25] John L. Lewis. On very weak solutions of certain elliptic systems. *Comm. Partial Differential Equations*, 18(9-10):1515–1537, 1993.

[26] Gary M. Lieberman. *Second order parabolic differential equations*. World Scientific Publishing Co., Inc., River Edge, NJ, 1996.

[27] Pasi Mikkonen. On the Wolff potential and quasilinear elliptic equations involving measures. *Ann. Acad. Sci. Fenn. Math. Diss.*, (104):71, 1996.

[28] Dian K. Palagachev and Lubomira G. Softova. Quasilinear divergence form parabolic equations in Reifenberg flat domains. *Discrete Contin. Dyn. Syst.*, 31(4):1397–1410, 2011.

[29] Jacques Simon. Compact sets in the space $L^p(0,T;B)$. *Ann. Mat. Pura Appl.* (4), 146:65–96, 1987.

[30] Alberto Torchinsky. *Real-variable methods in harmonic analysis*, volume 123 of *Pure and Applied Mathematics*. Academic Press, Inc., Orlando, FL, 1986.