Smart COVID-3D-SCNN: A Novel Method to Classify X-ray Images of COVID-19
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Abstract: The outbreak of the novel coronavirus has spread worldwide, and millions of people are being infected. Image or detection classification is one of the first application areas of deep learning, which has a significant contribution to medical image analysis. In classification detection, one or more images (detection) are usually used as input, and diagnostic variables (such as whether there is a disease) are used as output. The novel coronavirus has spread across the world, infecting millions of people. Early-stage detection of critical cases of COVID-19 is essential. X-ray scans are used in clinical studies to diagnose COVID-19 and Pneumonia early. For extracting the discriminative features through these modalities, deep convolutional neural networks (CNNs) are used. A siamese convolutional neural network model (COVID-3D-SCNN) is proposed in this study for the automated detection of COVID-19 by utilizing X-ray scans. To extract the useful features, we used three consecutive models working in parallel in the proposed approach. We acquired 575 COVID-19, 1200 non-COVID, and 1400 pneumonia images, which are publicly available. In our framework, augmentation is used to enlarge the dataset. The findings suggest that the proposed method outperforms the results of comparative studies in terms of accuracy 96.70%, specificity 95.55%, and sensitivity 96.62% over (COVID-19 vs. non-COVID19 vs. Pneumonia).
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1 Introduction

COVID-19 case was reported on 19th December 2019. The disease affected the respiratory system, and within a short time, it became a pandemic globally. The significant signs of COVID-19 are headache, fever, cough, and breath problems [1]. The first case was reported in the United States of America on 20th January 2020, and quickly the infected patients were reached over 400000 in April 2020 [2]. World Health Organization (WHO) recommends maintaining a social distance to reduce the risk. The early diagnosis
and automatic detection is an important tool for all countries to overcome the spread of the virus. Furthermore, systems have been created to monitor the hospitals and to identify hotspot areas [3].

These modalities, such as chest CT scan and X-ray, have played a critical role in detecting COVID-19 and monitoring the pandemic condition [4]. Typically, a radiologist uses an X-ray image as the first choice because the equipment is readily available in hospitals. During a pandemic situation, some public medical repositories collect X-ray data samples from hospitals and provide to the researchers [5]. The significant contribution of such databases is to develop a classification model that helps the doctors for screening the COVID-19 at the initial stage. The solution is to introduce a smart automatic detection system for the correct classification of images of normal and infected persons [6]. The mathematical modeling and AI-based approaches are also helpful to diagnose COVID-19 [5].

Therefore, the deep learning approaches have provided promising results for the classification of medical images involving lung cancer, breast cancer, and Alzheimer's disease [7–10]. Accurate results have been produced by applying segmentation in the analysis. Due to remarkable achievements, deep learning is now a particular part of the medical sector [11]. Convolutional neural network (CNN) is an integral part, which extracts the efficient and useful features from input data [12]. Each layer transforms the data on a more abstract basis during analysis and learns more in-depth detail [13]. Dealing with coronavirus is one of the biggest challenges for healthcare sectors. During deep learning in the medical domain, a substantial amount of annotated data availability is challenging, which may cause overfitting [14].

Abugabah et al. [15] proposed a model with a new X-ray database. They have eight types of diseases with chest X-ray modality, including 32717 images that are used for the multi-class classification. The database includes atelectasis, nodules, cardiomegaly, infiltration, mass, Pneumonia, pneumothorax, and effusion patients. They produced high accuracy results by using deep CNN. Furthermore, they will be extending these databases for further research improvement. Zhang et al. [16] X-ray scans were used to establish a modern method for detecting COVID-19 positive and negative. It was demonstrated that the model produced 95% accuracy in terms of variety. Rajpurkar et al. [17] introduced the CheXNeXT model based on CNN using 14 different pathologies, including Chest X-ray. They introduced a deep learning approach which classified the chest infection. In [18], the researcher used four feature extraction techniques. They used these extracted features for classification by using the support vector machine (SVM). During the experiment, they applied three cross-validations, i.e., 2-fold, 5-fold, and 10-fold.

Gu et al. [6] developed 3D deep CNN with a combination of multiscale prediction to detect lung nodules accurately by using CT scans. The sensitivity of the model was 87.94% to 92.93%. Chatterjee et al. in [19] employed an AI-based detection tool for CT images to differentiate between coronavirus and non-coronavirus patients. During the analysis of the images, the AI model provided 99.6% accurate results. In [20], researcher established a weekly supervised deep learning technique with chest CT images. During preprocessing, they used image segmentation slices with the combination of grain localization strategies. For segmentation, they applied ResNet and Unit to find out the infected region of the lungs. During training the model, they used data of 110 patients and achieved 94.80% classification accuracy. In [21], the researcher proposed 3D-DCNN with a combination of multilayers for lung nodule categorization. They also provided the solution of gradient vanishing by using dense connection because the dense connection can extract the local and specific features from lung data samples. Elasnaoui et al. [22] used deep learning models that were based on CNN and produced the comparative results on COVID-19 for binary classification. The pre-trained models are VGG-16, DenseNet and Inception ResNet-V2. In training the above models, they used X-ray data samples to classify normal and infected COVID-19 persons. In conclusion, Inception-ResNet-V2 produced 92.18% classification accuracy.

In [23], the researcher proposed an automatic framework by using a neural network to categorize normal and infected person. They used 4356 CT scans from 3322 patients to train the model. The patient's average
age was 45 to 60 years, and the majority of male patients were included in the training data. The dataset was collected from six different hospitals which deal with coronavirus-infected patients. Alarifi et al. [24] developed a new CAD model for lung nodule detection by using CNN. They used segmentation techniques on CT images and were divided into different patches. These patches were split into three non-nodule and three nodule types; they showed 92.8% with translation, rotation, and scaling. In [25], the researcher established an early detection model for Pneumonia, COVID-19, and ordinary persons, in which they used the 618 CT scan samples for the classification purpose and produced promising results on benchmark data samples and achieved 86.7% classification accuracy.

Chouhan et al. [26] proposed a pneumonia detection framework that was based on a deep transfer learning strategy. The main goal of their study was to overcome the issue of a large amount of training data samples and introduce a simple method to classify pneumonia patients. They adopted different architectures, i.e., GoogleNet, AlexNet, Inception V3, ResNet18, and DenseNet. These approaches are already pre-trained on the ImageNet samples. In a comparative analysis, ResNet18 outperformed and achieved 99.36% accuracy via transfer learning on pneumonia detection. Pathak et al. [4] built a state-of-the-art technique for COVID-19 by using transfer learning. In this research work ResNet-32 architecture to transfer the knowledge with CT images to classified coronavirus positive and malicious persons. In [27], the researchers proposed a model via transfer learning on COVID-19 and SARS-CoV images. They used the ResNet and Inception model for categorization and obtained 99.01% accuracy. The deep learning approach is the most successful approach of machine learning that is used for the screening of Covid-19. Jahid et al. [28] developed CNN-based approaches using augmentation Chest X-rays and attained the highest accuracy, 97.97%. They used the 6432 scans during the experimental process and divided it into 80% training and 20% testing.

Recently, several data samples are available related to pneumonia X-ray, but COVID-19 annotated data samples are not readily available. Mostly, CNN is broadly known for its capabilities for image classification, recognition, and segmentation [29]. However, the primary benefit of CNNs is that there is no need for manual feature extraction like machine learning. The present research framework is directed towards the development of COVID-3D-SCNN that is based on deep CNNs. During training, the CNN-based models produced overfitting issues. We also used the augmentation approach to overcome this issue. The primary objective of this study are as follows:

- We introduced a COVID-3D-SCNN approach to the classification of COVID-19, non-COVID-19, and pneumonia persons.
- The proposed deep learning model reduces the overfitting issue and learns from small data samples.
- Our research work is based on X-ray scans that help the early diagnosis of COVID-19 and pneumonia disease.

The rest of this paper is formed as follows: Material and methods are discussed in section 2. The experimental results of the proposed COVID-3D-SCNN and discussion are presented in Section 3, and the conclusion is presented in Section 4.

2 Material and Methods

2.1 Dataset Description

The Kaggle database was used to collect the experimental datasets. In the initial stage, we used 575 (COVID-19), 1200 (non-COVID), and 1400 (Pneumonia) images for this experiment. The pictures of the samples are shown in Fig. 2. To begin, X-ray scans are randomly divided into 85% for training and validation, and the remaining 15% for testing. Due to less number of training samples, to overcome the overfitting issue, we have used augmentation on 85% of images, as shown in the data flow chart in Fig. 1.
The augmented images were used for training and validation. The final performance of the proposed model was used to check 15% testing data samples. The photos were rescaled on 224x224 before training the model.

![Data split illustration for the experimental process](image1.png)

**Figure 1:** Data split illustration for the experimental process

![Illustration of three patients X-ray images (a) COVID-19, (b) Non-COVID-19, and (c) Pneumonia X-ray](image2.png)

**Figure 2:** Illustration of three patients X-ray images (a) COVID-19, (b) Non-COVID-19, and (c) Pneumonia X-ray

In medical imaging, to maximise the number of data samples, the augmentation method is used [30]. Augmentation has some parameters that improved the images artificially. These parameters, i.e., width shift range, channel shift range, zoom, and shear range. It directly impacts a neural network to increase classification performance. In this research work, we generate five images on each available X-ray image. For training and validation, we used 13495 images.

### 2.2 COVID-3D-SCNN

The proposed approach is based on three significant steps, i.e., data acquisition with augmentation, feature extraction, and the classification of COVID-19 groups is the final stage. We proposed a CNN-based model inspired by the VGG family, i.e., VGG-16 and VGG-19. Our proposed approach takes 224x224 size images, and each model has five max-pooling layers, three batch normalization layers, 15 convolutional layers. In the first block, we used three Conv-layers having 64 filters with 3x3 kernel size. In the second block, 128 filters are used with three Conv layers. For the third block, 256 filters are
used with the same layers and kernel size. In the fourth and fifth block, we used 512 filters with the same number of layers and kernel size. One max-pooling layer was applied in each block with 2x2 pool downsampling, and these layers were working in a three-time parallel, as shown in Fig. 3 and details of model shown in Tab. 1. The main reason behind of proposed work that consecutive models which able to extract the more useful features together from input images [31]. It is also suitable for less number of data samples [32]. It directly impacts model performance and increases classification accuracy.

**Figure 3:** Proposed COVID-3D-SCNN classification model

**Table 1:** Detail of COVID-3D-SCNN approach (CN = Convolutional Neural Network, BN = Batch normalization, MP = Max pooling, FC = Fully Connected)

| Blocks | Layers | Kernel size | Pooling size | Filters |
|--------|--------|-------------|--------------|---------|
| Block 1 | CN1    | 3           |              | 64      |
|        | CN2    | 3           |              | 64      |
|        | BN1    |             |              |         |
|        | CN3    | 3           |              | 64      |
|        | MP1    |             | 2            |         |
| Block 2 | CN4    | 3           |              | 128     |
|        | CN5    | 3           |              | 128     |
|        | CN6    | 3           |              | 128     |
|        | MP2    |             | 2            |         |
| Block 3 | CN7    | 3           |              | 256     |
|        | CN8    | 3           |              | 256     |
|        | BN2    |             |              |         |
|        | CN9    | 3           |              | 256     |
|        | MP3    |             | 2            |         |
| Block 4 | CN10   | 3           |              | 512     |
|        | CN11   | 3           |              | 512     |
|        | BN3    |             |              |         |
|        | CN12   | 3           |              | 512     |
|        | MP4    |             | 2            |         |

(Continued)
After concatenation, these three models are linked by two fully connected layers with 1024 and 512 neurons, respectively, with the ReLU activation function. Finally, the softmax layer is used for multi-class classification. We used Adam optimizer, Adamax, AdaDelta, and Nadam with categorical cross-entropy in the proposed model. Moreover, to reduce the overfitting issue, we also used the Gaussian noise.

2.2.1 Siamese

On less annotated samples, the same models applied parallel with the same weights. During the testing of the model on input data, the siamese model extracts the more valuable features. These parallel layers directly impact on classification performance of the model.

2.3 Evaluation Metrics

The evaluation metrics determine how accurately the proposed approach achieved the desired target. According to the disease classification task, correctly recognized COVID-19 and pneumonia disease cases are termed as true positives (TP), and inaccurately identified instances are termed as False negatives (FN). Furthermore, if the model correctly classifies a healthy person, it is termed as real negative (TN), and an incorrectly recognized healthy person is termed as false positive (FP). In the proposed study, a significant objective is to detect COVID-19 patients, which is helpful for early diagnosis. The proposed model achieved state-of-the-art results on the multi-class classification. Overall, it measures the classification performance on metrics of accuracy, sensitivity, and specificity.

2.3.1 Sensitivity

Sensitivity represents the valid positive rate. It identifies and predicts the valid positive instances which are available on the ground information. In our proposed approach, it gives the correct expected rate of the patients suffering from COVID-19 and Pneumonia. Mathematically it is given as:

\[
\text{Sensitivity} = \frac{X}{X + Y}
\]

where X represents the correctly recognized COVID-19 and Pneumonia, and Y represents incorrectly recognized COVID-19 and Pneumonia.

| Blocks | Layers | Kernel size | Pooling size | Filters |
|--------|--------|-------------|--------------|---------|
| Block 5 | CN13   | 3           |              | 512     |
|        | CN14   | 3           |              | 512     |
|        | CN15   | 3           |              | 512     |
|        | MP5    |             | 2            |         |
|        | Flatten 1 |           |              |         |
|        | Flatten 2 |           |              |         |
|        | Flatten 3 |           |              |         |
|        | Merge   |           |              |         |
|        | FC1 1024 |           |              |         |
|        | FC2 512  |           |              |         |
|        | Softmax |           |              |         |
2.3.2 Specificity

Specificity represents the true negative rate. It identifies and predicts the valid negative instances which are available on the ground information. In our proposed approach, it gives the correct predicted rate of these patients who are not suffering from COVID-19 and Pneumonia. Mathematically it is given as:

\[
\text{Specificity} = \frac{H}{H + UH}
\]

where \(H\) represents correctly recognized healthy person and \(UH\) means incorrectly recognized healthy people.

3 Experimental Results and Discussion

The proposed approach was implemented by using Keras library on Z840 workstation. To find out the effectiveness of the proposed COVID-3D-SCNN strategy that was used to classify COVID-19. We used 85% data samples for training and validation as we mention in detail in Fig. 1. For the training and validation phase, we used 100 epochs in the proposed model and attained the training accuracy 97.09%. In contrast, the validation accuracy is 96.19% by using Adam optimizer, as shown in Fig. 4. During the training process, it is observed that the proposed model is more efficient with minimum losses. The experimental results are shown in Tabs. 2 and 3 with four different optimizers. This optimizer's results demonstrated that Adam is more successful in our proposed approach.

![Figure 4](image-url)

**Figure 4:** Proposed model training and validation loss analysis over 100 epochs with Adam optimizer: (a) In terms of accuracy and (b) In terms of loss analysis
Moreover, it has a minor variation between training and validation accuracies. The augmentation approach is used to overcome the overfitting issue, and we achieved 96.70% testing accuracy, as shown in Fig. 4. The proposed COVID-3D-SCNN produces excellent results concerning the number of epochs. To diagnose serious diseases such as Pneumonia and COVID-19, it is more important to reduce false negative and false positive outcomes during model execution. It is confirmed that the proposed approach produces commendable results for three classes. Through the confusion matrix, we have shown the impact of the false negative and false positive rate in Tab. 4.

| Optimizers  | Epoch |
|------------|-------|
|            | 25    | 50    | 75    | 100   |
| Adam       | 0.85  | 0.96  | 0.97  | 0.97  |
| Adamax     | 0.80  | 0.90  | 0.95  | 0.95  |
| AdaDelta   | 0.81  | 0.92  | 0.94  | 0.94  |
| Nadam      | 0.80  | 0.91  | 0.95  | 0.95  |

Table 3: The validation performance of the proposed COVID-3D-SCCN on four optimizers

| Optimizers  | Epoch |
|------------|-------|
|            | 25    | 50    | 75    | 100   |
| Adam       | 0.84  | 0.95  | 0.96  | 0.96  |
| Adamax     | 0.80  | 0.89  | 0.94  | 0.94  |
| AdaDelta   | 0.78  | 0.91  | 0.95  | 0.95  |
| Nadam      | 0.80  | 0.90  | 0.94  | 0.94  |

Moreover, it has a minor variation between training and validation accuracies. The augmentation approach is used to overcome the overfitting issue, and we achieved 96.70% testing accuracy, as shown in Fig. 4. The proposed COVID-3D-SCNN produces excellent results concerning the number of epochs. To diagnose serious diseases such as Pneumonia and COVID-19, it is more important to reduce false negative and false positive outcomes during model execution. It is confirmed that the proposed approach produces commendable results for three classes. Through the confusion matrix, we have shown the impact of the false negative and false positive rate in Tab. 4.

Table 4: Confusion matrix of the proposed model on the testing dataset

| Actual class | Predicted class |
|--------------|-----------------|
| COVID-19     | non-COVID-19    | Pneumonia     |
| COVID-19     | 85              | 1             | 0             |
| non-COVID-19 | 8               | 172           | 0             |
| Pneumonia    | 0               | 9             | 201           |

Finally, in Tab. 5, we compared our results with four state-of-the-art studies that were based on deep learning approaches with CT and X-ray images. We increased the 3.22% accuracy over state-of-the-art studies (CNN [32]) and 1.70% (over CoroNet + DCNN [33], [34–36] respectively. Thus, COVID-3D-SCNN overcome the overfitting issue and obtained significant results on limited data samples. Effective and correct COVID-19 diagnosis is critical for early treatment. Many researchers have developed different computer-aided systems (CAS), which can be helpful in diagnosing an early stage of COVID-19. Based on the performance, it is proved that deep learning with CNNs may have the ability to extract the more useful features from X-images, which are more helpful for automatic detection of COVID-19. The results demonstrated that our proposed model produced highly accurate results in terms of classification. Our approach does not need extra feature engineering.
Several recent studies results are shown in Tab. 4, which are based on CT and X-ray images. In [29] research work, 1427 X-ray images were used for the experimental process that belongs to three classes: bacterial Pneumonia, COVID-19, and familiar persons. They applied CNN-based models on X-ray data and achieved 93.48% accuracy for multiclass classification. In [32], the researcher proposed CoroNet based on CNN and produced the promising result on the multiclass type. They achieved an overall 95% accuracy in three classes, i.e., Pneumonia, COVID-19, and regular. The comparative studies have some limitations due to less number of COVID-19 samples. Reference [34] introduced a CNN model based on the CNN approach. They implemented the experiment on binary classification and multi-class classification. They achieved 98.08% accuracy for binary and 87.02% for multiclassification. Our proposed approach has achieved higher accuracy as compared to other state-of-the-art studies. Deep convolutional neural network-based systems indicate that CNN plays a key role in the pandemic situation to detect COVID-19 patients.

4 Conclusion

In conclusion, COVID-19 cases are rapidly increasing on a daily basis all over the world, and different countries are facing problems due to a shortage of resources. In this situation, the detection of a single positive case is more important. In this research work, we proposed a COVID-3D-SCNN, using X-ray scans, a siamese convolutional neural network identifies COVID-19 and pneumonia persons automatically. In the developed approach, we used three consecutive models to fetch the deeper useful features from the input data. X-ray images were collected from public medical repositories. Our proposed model produced the best results in terms of classification and achieved 96.70% testing accuracy on three classes (COVID-19 vs. non-COVID-19 vs. Pneumonia), specificity 95.55%, and sensitivity 96.62%. Nevertheless, our research leads to the automated identification of COVID-19 on a smaller number of

### Table 5: Comparison of the proposed COVID-3D-SCNN with other existing studies

| Manuscript                | Database       | Modality | Augmentation | Performance                      |
|---------------------------|----------------|----------|--------------|----------------------------------|
| Apostolopoulos et al. [33] | Kaggle         | X-ray    | No           | pneumonia vs. COVID-19            |
|                           |                |          |              | Accuracy= 93.48                  |
|                           |                |          |              | Sensitivity= 92.85               |
|                           |                |          |              | Specificity= 98.85               |
| Khan et al. [34]          | RSNA           | X-ray    | No           | COVID-19 vs. Pneumonia           |
|                           |                |          |              | Accuracy= 95                     |
|                           |                |          |              | Specificity= 97.5                |
| Ozturk et al. [35]        | ieee8023       | X-ray    | No           | COVID-19 vs. Pneumonia           |
|                           |                |          |              | Accuracy= 87.02                  |
| Feng et al. [36]          | HUST Hospital  | CT       | No           | COVID-19 vs. CAP                 |
|                           |                |          |              | Accuracy= 87.90                  |
|                           |                |          |              | Sensitivity= 90.70               |
|                           |                |          |              | Specificity= 83.30               |
| COVID-3D-SCNN             | Kaggle         | X-ray    | Yes          | COVID-19 vs. non-COVID-19 vs.    |
|                           |                |          |              | Pneumonia                        |
|                           |                |          |              | Accuracy= 96.70                  |
|                           |                |          |              | Specificity= 95.55 Sensitivity= 96.62 |
images and at a faster rate. In the future, we check this model on other medical domains such as Dementia and Alzheimer’s disease. Because in AD domain also annotated data samples is significantly less. We will use this model with augmentation in AD and Dementia domain to check the performance in terms of accuracy. Furthermore, we will use new data samples of X-ray and CT scans, which can be helpful to improve the detection accuracy rate of COVID-19.
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