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Abstract
Non-additive measures, also known as fuzzy measures, capacities, and monotonic games, are increasingly used in different fields. Applications have been built within computer science and artificial intelligence related to e.g. decision making, image processing, machine learning for both classification, and regression. Tools for measure identification have been built. In short, as non-additive measures are more general than additive ones (i.e., than probabilities), they have better modeling capabilities allowing to model situations and problems that cannot be modeled by the latter. See e.g. the application of non-additive measures and the Choquet integral to model both Ellsberg paradox and Allais paradox.

Because of that, there is an increasing need to analyze non-additive measures. The need for distances and similarities to compare them is no exception. Some work has been done for defining \(f\)-divergence for them. In this work we tackle the problem of defining the optimal transport problem for non-additive measures. Distances for pairs of probability distributions based on the optimal transport are extremely used in practical applications, and they are being studied extensively for their mathematical properties. We consider that it is necessary to provide appropriate definitions with a similar flavour, and that generalize the standard ones, for non-additive measures.

We provide definitions based on the Möbius transform, but also based on the \((\max, +)\)-transform that we consider that has some advantages. We will discuss in this paper the problems that arise to define the transport problem for non-additive measures, and discuss ways to solve them. In this paper we provide the definitions of the optimal transport problem, and prove some properties.

1 Introduction

The optimal transport \([40, 41, 28, 7]\) is a well known problem that has been studied from a theoretical perspective and it is currently extensively used in applications. The optimal transport problem was introduced by Kantorovich \([20]\) and is a generalization of Monge’s optimal transport problem. Kantorovich’s
optimal problem can be seen as establishing a relationship – an assignment – between two probability spaces. This relationship is optimal with respect to an underlying cost function. The cost function combined with the optimal assignment can then be used to define a distance between the two probability distributions. It is the Wasserstein distance. There are a large number of applications [28] of the optimal transport and the Wasserstein distance in statistics and machine learning. For example, the Wasserstein GANs [3].

Non-additive measures [34], also known as fuzzy measures [29, 30] and monotonic games, generalize probabilities by replacing the additivity condition by a less restrictive one. More particularly, they just require measures to be monotonic with respect to set inclusion. Distorted probabilities [9, 13, 17, 18] are an example of these measures. Non-additive measures are used in economics, decision making, and artificial intelligence. They permit to model situations that cannot be modeled with probability measures. For example, both Ellsberg paradox and Allais paradox, which correspond to decision problems, cannot be represented with probabilities but they are representable (solved) using non-additive measures [15]. Similarly, some classification and regression problems [31] can be better solved with non-additive measures because they have additional degrees of freedom than additive ones (probabilities).

A fundamental difference between additive and non-additive measures is that the former consider the elements of the singletons independent while this is not so for non-additive ones. That is, for a non-additive measure \( \mu \) on \( X = \{x_1, x_2, \ldots, x_n\} \) we may have \( \mu(\{x_1, x_2\}) > \mu(\{x_1\}) + \mu(\{x_2\}) \) if we have a positive interaction of \( x_1 \) and \( x_2 \), or we may have \( \mu(\{x_1, x_2\}) < \mu(\{x_1\}) + \mu(\{x_2\}) \) if we have a negative interaction of \( x_1 \) and \( x_2 \). For probabilities, only equality is possible. See e.g. [33] for more concrete examples on what can be modeled with non-additive measures and cannot be modeled with probabilities.

Then, in applications [4, 5, 21, 25], the measures represent some background knowledge on the variables or attributes, and the non-additive integrals [6, 24, 34] are used to aggregate or combine the data with respect to the measure. The two most used non-additive integrals are the Choquet [11] and Sugeno [30] integrals, but there are several rich families of integrals (see e.g. [23, 26, 27]).

The more non-additive measures are used in applications, the more we need tools to compare and assess them. This naturally includes a need for similarities, distances, metrics, and divergences between pairs of measures. That is, we need a way to know when two measures are similar or not, and the extent of this similarity. Previous research on distances for non-additive measures exist. In particular, there are approaches to extend \( f \)-divergences through Radon-Nikodym-like derivatives. We have contributed [39, 35, 36] to some of these results. See also the works by Agahi [1, 2]. The definition of \( f \)-divergences permits us to study Kullback–Leibler divergence, and define entropy, as well as the Principle of Minimum Discrimination and of Maximum Entropy [32]. This links with previous research on entropy for measures [17].

As the optimal transport problem has interesting mathematical properties and has been extensively used in applications, it seems a natural approach for non-additive ones as well. We study and formalize this problem in this
paper. We can also solve it in practice for measures on a finite set defining an appropriate optimization problem, which is a linear optimization problem with linear constraints. Up to our knowledge no solution has been provided in the literature. This is so because of the difficulty to deal with the measure on non-singletons and to deal with positive and negative interactions on these sets. Let us briefly discuss some of these difficulties. Additional details and appropriate formalization will be given later in the paper.

• Transport problems can be understood as the transfer of mass (i.e., probability) from one object to another one. In probabilities, transfer is between elements of a reference set. Then, for non-additive measures, we need to take into account, not only the transfer from singletons to singletons, but also from and to sets of arbitrary cardinality.

• The mass associated to a non-singleton \( A \) is not independent but, due to the monotonicity condition, naturally depends on the mass associated to singletons for \( x \in A \) and, in general, to any subset \( A' \) of the set \( A \). Any definition of mass transfer needs to take this characteristic into account. In other words, it may be inappropriate to consider, in a solution, assigning mass associated to \( \{x_1\} \) and \( \{x_2\} \) to a set \( A \) and assigning the mass of \( \{x_1, x_2\} \) to a set \( B \) such that \( A \cap B = \emptyset \).

• In a way, the total mass associated to two non-additive measures \( \mu \) and \( \nu \) is not necessarily the same even when \( \mu(X) = \nu(X) = 1 \). For example, while in a probability, the total probability assigned to singletons is one, this is not necessarily true for non-additive measures. Note that it can be any number in the interval \([0, n]\), where \( n \) is the cardinality of \( X \). This adds an additional complexity into the process. This problem has some connections with the case of unbalanced transport problems studied in the optimal problem transport community. They are problems in which two measures do not have the same total mass.

It is relevant to underline that for non-additive measures, the family of distances and similarities related to the \( f \)-divergence are based on the Choquet integral (i.e., an integral with respect to a non-additive measure). Their Radon-Nikodym-like derivative briefly mentioned above is defined taking into account such integral. In contrast, the definitions of the transport problem discussed in this paper, do not depend on this integral and is based on standard integration (i.e., addition in the discrete case).

• The transport problem considers costs and assignments, and the addition of their product to evaluate a solution. The integral is used when the domains are continuous. If we consider non-additive measures, an approach can consist on using non-additive integrals when computing this cost. Nevertheless, the Choquet integral does not satisfy, in general, Fubini’s theorem. This approach is sketched in [14]. Nevertheless, it is difficult to solve this approach in practice, and the projection of the measures on the
product space into each of the original spaces would need to be clearly
defined. The results we provide in this work can help on this definition.

The structure of the paper is as follows. In Section 2 we review the concepts
we will use in the rest of the paper. In Section 3 we introduce our definitions
of the transport problem for non-additive measures. We present our main results
and discuss the relationship with the standard transport problem. The paper
finishes with some research directions for future work.

2 Preliminaries

We divide this section in two parts. One reviewing the transport problem and
the other reviewing some definitions we need related to non-additive measures.
In what follows, we consider measures on finite reference sets.

2.1 The transport problem

Let us consider two additive measures $P$ and $Q$ on $X$ and $Y$, respectively, with
probability distributions $p$ and $q$. Then, the transport problem \cite{40, 41, 28}
consists on finding an assignment $\gamma$ from $p$ to $q$. The assignment $\gamma$
needs to have as marginals $p$ and $q$.

Then, given a cost function $c : X \times Y \to \mathbb{R}^+$, the optimal transport problem
corresponds to the assignment that minimizes the total cost, where this total
cost is defined by

$$
\sum_{x \in X} \sum_{y \in Y} c(x, y) \gamma(x, y)
$$

over the space of all possible assignments $\gamma$ with marginals $p$ and $q$.

It is usual to consider the transport problem for pairs of measures on the
same reference set. That is, $X = Y$. This is a requirement when we define
Wasserstein distance (or Kantorovich–Rubinstein metric) in terms of the optimal
transport problem. More formally, the Wasserstein distance is defined as

$$
d(P, Q) = \inf_{\gamma \in \Gamma(P, Q)} \sum_{x \in X} \sum_{y \in Y} c(x, y) \gamma(x, y),
$$

where $c(x, y) = |x - y|$.

Note that other cost functions are also used.

2.2 Non-additive measures

We begin this review defining a measure on a reference set $X$. We consider
that this set is finite. Details on non-additive measures can be found in several
reference works \cite{12, 34, 10}.

Definition 1. Given a finite reference set $X$, a set function $\mu : 2^X \to [0, 1]$ is
a non-additive measure if:
• \( \mu(\emptyset) = 0 \) (boundary condition)

• If \( A \subseteq B \) then \( \mu(A) \leq \mu(B) \) for \( A, B \subseteq X \).

Observe that non-additive measures are also known as capacities, fuzzy measures, and monotonic games.

If the measure is such that \( \mu(X) = 1 \) we say that the measure is normalized.

There are alternative ways to represent non-additive measures. The Möbius transform is one of them. We review its definition. We will also present the \((\text{max}, +)\)-transform. The latter transform has some connections with the generalizations [22] of \( k \)-order additive measures. See [38] for details.

**Definition 2.** Let \( \mu \) be a non-additive measure on \( X \). Then, its Möbius transform \( \tau_\mu \) corresponds to:

\[
\tau_\mu(A) = \sum_{B \subseteq A} (-1)^{|A| - |B|} \mu(B).
\]

In this definition we use \( \subseteq \) to denote the non-strict inclusion, and \( \subset \) to denote the strict inclusion.

Then, given a function \( \tau_\mu \) that is the Möbius transform of \( \mu \), we have that for all \( A \subseteq X \):

\[
\mu(A) = \sum_{B \subseteq A} \tau_\mu(B).
\]

In general, a set function \( m \) on \( X \) is a Möbius transform of a monotone measure if

• (i) \( \sum_{B \subseteq A} m(B) \geq 0 \) for all \( A \subseteq X \), and

• (ii) for \( A \subseteq A' \) it holds \( \sum_{B \subseteq A} m(B) \leq \sum_{B \subseteq A'} m(B) \).

We can also add a condition for the normalization of the resulting measure. This naturally corresponds to require \( \sum_{A \subseteq X} m(A) = 1 \).

A well known class of measures are the so-called belief functions. They are characterized by the fact that the Möbius transform is always non-negative and adds to one (i.e., \( m(A) \geq 0 \) and \( \sum_{A \subseteq X} m(A) = 1 \)). In this case, the Möbius transform is called a basic probability assignment (bpa). It is easy to see that for singletons \( \{x_i\} \), the measure corresponds to the basic probability assignment or Möbius transform of \( \mu \). That is, i.e., \( \mu(\{x_i\}) = m(\{x_i\}) \).

We discuss now an alternative transform.

**Definition 3.** [38] Let \( \mu \) be a non-additive measure on \( X \). Then, we define the \((\text{Max}, +)\)-transform as the set function \( \tau_\mu : 2^X \rightarrow \mathbb{R}^+ \) such that:

\[
\tau_\mu(B) = \mu(B) - \max_{A \subseteq B} \mu(A) \quad (2)
\]

It can be seen from this definition that \( \tau_\mu \) is always positive and that for an arbitrary normalized measure \( \mu \) and any set \( A \subseteq X \), the \((\text{max}, +)\)-transform \( \tau_\mu(A) \) is at most one. That is, \( \tau_\mu(A) \in [0, 1] \) for all \( A \subseteq X \).

When \( \mu \) is an additive measure, the following holds. We will use this result later to study the transport problem when the measures are additive.
Proposition 4. Let $X$ be a reference set, and $\mu$ be a measure that is additive. Then, if $\tau_\mu$ is the $(\max, +)$-transform of $\mu$, the following holds:

$$\tau_\mu(B) = \min_{x_i \in B} \mu(\{x_i\}).$$

Proof. If $\mu$ is additive, then $\max_{A \subset B} \mu(A)$ will be achieved with the set $A_0$ containing $|A_0| = |A| - 1$ elements $x_i$. These elements $x_i \in A$ are the ones with the largest values $\mu(\{x_i\})$. Therefore, the one that is missing in $A_0$ is the one $x_0$ with the smallest value $\mu(\{x_0\})$. Thus, $\mu(B) - \mu(A_0) = \mu(\{x_0\}) = \min_{x_i \in B} \mu(\{x_i\})$. $\square$

We can also prove the following.

Proposition 5. [38] Let $m$ be a set function over the set $X$ such that $m : 2^X \to [0, 1]$, with $m(\emptyset) = 0$. Then, the set function defined by

$$\mu(B) = \left( \max_{A \subset B} \mu(A) \right) + m(B),$$

is a non-additive measure and its $(\Max, +)$-transform is $m$.

Observe that, in general, for an arbitrary positive set function $m$ as above, the resulting measure is not necessarily normalized. For a given $\mu$, and its corresponding $(\Max, +)$-transform $m$, we have that Proposition 5 returns $\mu$ as the measure associated to $m$.

3 Definitions

We will provide now alternative definitions for the transport problem. We begin using the basic probability assignment, which provides the definition that is closest to standard transport problems for probability distributions. We will show the limitations of this approach, and the difficulties to extend it to other types of non-additive measures. It will also provide a direction for other approaches.

We will consider, in general, two non-additive measures $\mu$ and $\nu$, both defined on the same reference set $X$. The definitions we provide for the transport problem are easily generalized to the case of $\mu$ and $\nu$ defined on different reference sets $X$ and $Y$.

3.1 Beliefs functions and basic probability assignments

We begin considering the transport problem for belief measures. That is, we will consider two belief measures $\mu$ and $\nu$ on the reference set $X$. As we have seen above, for belief measures, the Möbius transform is called a basic probability assignment (bpa) and is a function $m$ such that $m(A) \geq 0$ for all $A$. As, in addition, $\sum_{A \subset X} m(A) = 1$, basic probability assignments can be understood as probability distributions on the power set of $X$. Therefore, we can apply the
definition of the optimal transport problem using as the reference set the power set of our original reference set. That is, \(2^X\). This type of definition appears in [8].

**Definition 6.** Let \(\mu\) and \(\nu\) be two belief functions with \(\tau_\mu\) and \(\tau_\nu\) be the corresponding Möbius transforms. That is, \(\tau_\mu\) and \(\tau_\nu\) are basic probability assignments and, thus, they are positive and add to one. Then, given a cost function \(c_b : 2^X \times 2^X \to \mathbb{R}^+\) we define the corresponding transport problem as follows.

Find the assignment \(\text{assg} : 2^X \times 2^X \to [0, 1]\) that minimizes the following objective function:

\[
\text{OF} = \sum_{A \subseteq X} \sum_{B \subseteq X} c_b(A, B) \text{assg}(A, B)
\]

In the definition, \(\text{assg}\) is a function \(\text{assg} : 2^X \times 2^X \to [0, 1]\), and the marginals of this function need to correspond to \(\tau_\mu\) and \(\tau_\nu\). In other words, \(\tau_\mu(A) = \sum_{B \subseteq X} \text{assg}(A, B)\) and \(\tau_\nu(B) = \sum_{A \subseteq X} \text{assg}(A, B)\).

In this definition, \(A\) or \(B\) can be the empty set, but this does not play any role as the basic probability assignments associated to the empty sets are zero for both \(\mu\) and \(\nu\), and the assignment is non-negative.

Let us consider some properties. The proof of the first one is trivial from the definition above.

**Proposition 7.** Let \(\mu\) and \(\nu\) as above, and let \(\text{assg}\) be as in the previous definition; then, \(\sum_{A \subseteq X} \sum_{B \subseteq X} \text{assg}(A, B) = 1\).

**Proposition 8.** The following two conditions are equivalent

- \(\sum_{B \subseteq X} \text{assg}(A, B) = \tau_\mu(A)\) for all \(A \subseteq X\), and
- \(\mu^*(A) = \sum_{A^* \subseteq A} \sum_{B \subseteq X} \text{assg}(A^*, B) = \mu(A)\) for all \(A \subseteq X\).

These conditions are given focusing on \(\tau_\mu(A)\). A similar proposition can be proven when we consider \(\tau_\nu(B)\) for all \(B \subseteq X\).

**Proof.** To prove this proposition, we prove

- If \(\sum_{B \subseteq X} \text{assg}(A, B) = \tau_\mu(A)\) for all \(A \subseteq X\), then \(\mu^2(A) = \sum_{A^* \subseteq A} \sum_{B \subseteq X} \text{assg}(A^*, B) = \mu(A)\) for all \(A \subseteq X\),
- If \(\mu(A) = \sum_{A^* \subseteq A} \sum_{B \subseteq X} \text{assg}(A^*, B)\) for all \(A \subseteq X\), then \(\sum_{B \subseteq X} \text{assg}(A, B) = \tau_\mu(A)\) for all \(A \subseteq X\).

The first implication is trivial. Let us define \(\mu^*(A) = \sum_{A^* \subseteq A} \tau_\mu(A^*)\) which is naturally equivalent to \(\mu(A)\) and then replace \(\tau_\mu(A^*)\) by its corresponding expression on the left.

The second implication can be proven by induction. First we consider it for a set of cardinality 1. That is, we consider \(A = \{x_i\}\). In this case the only \(A^*\) to consider in the sumatory is also \(A^* = \{x_i\}\). So, the expression in the proof
corresponds to $\mu(\{x_i\}) = \sum_{B \subseteq X} \text{assg}(\{x_i\}, B)$ which is naturally equivalent to $\tau_\mu(\{x_i\})$. Then, we consider in the induction hypothesis that the condition is true for sets of cardinality $n$ smaller than the cardinality of $X$ (i.e., $n < |X|$). Let us now prove that it is also true for a set of cardinality $n + 1$. That is, we consider $\mu(A) = \sum_{A' \subseteq A} \sum_{B \subseteq X} \text{assg}(A^*, B)$ and rewrite it distinguishing $A$ from the other $A' \neq A$ in $A^*$. That is, $\mu(A) = \sum_{A' \subseteq A} \sum_{B \subseteq X} \text{assg}(A^*, B) + \sum_{B \subseteq X} \text{assg}(A, B)$ By the induction hypothesis, we have that $\sum_{B \subseteq X} \text{assg}(A^*, B) = \tau_\mu(A^*)$ therefore, as $\mu(A) = \sum_{A' \subseteq A} \tau_\mu(A^*)$,

$$\mu(A) = \sum_{A' \subseteq A} \tau_\mu(A^*) = \sum_{A' \subseteq A} \tau_\mu(A^*) + \sum_{B \subseteq X} \text{assg}(A, B).$$

So, $\sum_{B \subseteq X} \text{assg}(A, B)$ should be $\tau_\mu(A)$, and the proposition is proven. \(\square\)

This proposition shows that both conditions can be equivalently used in the transport problem to denote the marginals of the measure. That is, we can use to restrict the values of the marginals of the assignment, either the basic probability assignment or the measure itself. We prefer to use the constraint using the basic probability assignment, as we have written in Definition 6. This means considering less terms in the constraint, and it is simpler to interpret. In this way, the constraint for each $A \subset X$ corresponds to a row in the matrix that represents the assignment for pairs $(A, B)$.

### 3.2 Möbius transform

When the measure is not a belief function, the Möbius transform will contain some negative values. It is important to note that we not only need to deal with negative values, but the values can be arbitrarily large, for an appropriate number of elements in the reference set. Let us illustrate this with an example.

**Example 9.** Let $\mu$ be a non-additive measure defined as zero for all sets of cardinality smaller than $n$, and 1 for all sets of cardinality at least $n$. That is, $\mu(A) = 1$ if and only if $|A| \geq n$ (and $\mu(A) = 0$ otherwise).

Then, its Möbius transform will be zero for all sets of cardinality smaller than $n$, will be one for all sets of cardinality $n$, and $n + 1$ there will be $n + 1$ subsets with cardinality $n$ and, so, its Möbius transform will be $\tau_\mu(A) = \mu(A) - (n + 1) = 1 - (n + 1) = -n$.

The transport problem as given in Definition 6 is, in general, unsuitable for assignments that can be negative (i.e., $\text{assgn} : 2^X \times 2^X \rightarrow \mathbb{R}$). It is easy to see that for any cost function such that $c_b(A, A) = c_b(B, B) = 0$ and $c_b(A, B) = \kappa > 0$ and a feasible assignment $\text{assg}$, we can define a new feasible assignment $\text{assgn}' = \text{assg} + \text{assg}^*$ with $\text{assg}^*(A, A) = \text{assg}^*(B, B) = +\alpha$ and $\text{assg}^*(A, B) = \text{assg}^*(B, A) = -\alpha$. This assignment will increase arbitrarily the objective function. Taking these considerations into account it is natural to consider the absolute value of the assignment. This results into the following objective function. This objective function replaces the one in Definition 6.
We use here \( c_M \) to denote the cost function (to distinguish it from the one for basic probability assignments \( c_b \)).

\[
OF = \sum_{\emptyset \subset A \subseteq X} \sum_{\emptyset \subset B \subseteq X} c_M(A, B)|assg(A, B)|
\]  

(Equation 4). The assignment \( assg \) needs to satisfy the marginals, either positive or negative, about the Möbius transform. Observe that here the equivalences on the expressions in Proposition 8 also apply.

We have shown in Example 9 that we can have a Möbius transform with very large values. We will now consider two measures similar to Example 9 and show its effect in the value of the objective function. The example will illustrate that, in a way, the mass is counted multiple times in the cost function.

**Example 10.** Let \( \mu \) and \( \nu \) be two non-additive measures defined on a reference set \( X = \{x_1, \ldots, x_n, x_{n+1}, \ldots, x_{3n}\} \). Let \( A_0 = \{x_1, \ldots, x_n, x_{n+1}\} \), and let \( B_0 = \{x_{n+2}, \ldots, x_{2n+2}\} \).

Let us define \( \mu \) as follows. Let \( \mu(A) = 1 \) for all subsets of \( A_0 \) with cardinality \( n \). Let \( \mu(A) = 0 \) for all subsets of \( A_0 \) with cardinality smaller than \( n \). Let \( A_i = A_0 \setminus \{x_i\} \) for \( i = 1, \ldots, n+1 \). Therefore, for these sets \( \mu(A_i) = 1 \), as they have cardinality \( n \). In addition, all supersets of these sets will also have measure one.

Similarly, let \( \nu(B) = 1 \) for all subsets of \( B_0 \) with cardinality \( n \), and \( \nu(B) = 0 \) for all subsets of \( B_0 \) with cardinality smaller than \( n \). Let \( B_i = B_0 \setminus \{x_{n+1+i}\} \), so \( \nu(B_i) = 1 \). Similarly, all supersets of these sets will also have measure one.

Let us now consider a cost function. For simplicity, the cost function is \( c_M(A, B) = 1 \) for \( A \neq B \) and \( c_M(A, B) = 0 \) for \( A = B \).

Then, a natural assignment is to assign \( assg(A_i, B_i) = 1 \) for \( i = 1, \ldots, n \). Nevertheless, we also need to assign the mass for the other sets with non zero Möbius transform. Note that the Möbius transform for both \( A_0 \) and \( B_0 \) will be \(-n\). So, we need e.g. \( assg(A_0, B_0) = -n \).

This example illustrates that the definition of the problem in terms of the Möbius transform causes the mass of some sets appear more than once in the cost. I.e., the value of \(-n\) associated to \( A_0 \) mainly corresponds to the mass of all \( A_i \) which we also need to assign. We have assigned it to \( B_i \) with \( assg(A_i, B_i) \). In other words, we have transferred one unit from \( A_1 \) to \( B_1 \) with \( assg(A_1, B_1) = 1 \), and the same from \( A_i \) to \( B_i \), and then we need to transfer this mass again through the assignment \( assg(A_0, B_0) = -n \).

We have focused on large negative values. It is important to note that we can also have very large positive values for the Möbius transform. The following example illustrates this case.

**Example 11.** Consider a measure \( \mu \) similar to the one above. In this case, we use \( A_0 = \{x_1, \ldots, x_n, x_{n+1}, x_{n+2}\} \). Let us denote by \( A^- \) the subsets of \( A_0 \) of cardinality \( n+1 \), and \( A^{--} \) the subsets of \( A_0 \) of cardinality \( n \). Then, define \( \mu(A) = 1 \) for all subsets \( A^- \) and \( A^{--} \) (and, naturally, also for all supersets of these sets). Let \( \mu(A) = 0 \) for all subsets of \( A_0 \) with cardinality smaller than \( n \).
Then, using the discussion above we have that $\tau_\mu(A) = 1$ for all sets $A \in A^-$, and $\tau_\mu(A) = -n$ for all sets $A \in A^-$. In addition, for smaller sets we have $\tau_\mu(A) = 0$. Then, for $A_0$ we have

$$
\mu(A_0) = 1 = \tau_\mu(A_0) + \sum_{A \in A^-} \tau_\mu(A) + \sum_{A \in A^-} \tau_\mu(A)
= \tau_\mu(A_0) + (n + 2)(-n) + \frac{(n + 2)(n + 1)}{2} \cdot 1.
$$

Therefore, $\tau_\mu(A_0) = (n^2 + n)/2$.

The formulation of the optimal transport using the $(\max, +)$-transform mitigates this problem. This is discussed in the next section. As we will see, this is at the cost of having unassigned mass.

### 3.3 $(\max, +)$-transform

The two definitions above focus on the Möbius transform. We now consider the $(\max, +)$-transform.

A first thought is to use the same approach as in Definition 6 but using now the $(\max, +)$-transform. That is, use Equation 4 and the marginals that correspond to $\tau_\mu(A)$ and $\tau_\nu(B)$ where these expressions correspond to:

$$
\tau_\mu(A) = \sum_{\emptyset \subset B^* \subseteq X} \text{assg}(A, B^*)
$$

$$
\tau_\nu(B) = \sum_{\emptyset \subset A^* \subseteq X} \text{assg}(A^*, B)
$$

Unfortunately, this approach does not always lead to a solution. That is, there are pairs of measures $\mu$ and $\nu$ for which there is no feasible assignment. This is illustrated in the following example.

**Example 12.** Let $\mu$ and $\nu$ be two measures on $X = \{x_1, x_2, x_3\}$. Let $\mu$ be additive with measures in the singletons equal to $0.2$, $0.3$, and $0.5$. Let $\nu(\{x_1\}) = 0.2$, $\nu(\{x_1, x_2\}) = 0.2$, $\nu(\{x_1, x_3\}) = 0.2$, $\nu(X) = 1$ and $\nu(A) = 0$ for all the other sets. Then, there is no assignment that is consistent with the marginals of $\tau_\mu$ and $\tau_\nu$. Table 1 displays the measures for all subsets of $X$, the values of $\tau_\mu$ and $\tau_\nu$, and an assignment that is consistent with all marginals except the one for $\tau_\nu(X)$.

In order that there is a possible assignment for any pair of measures, we need to relax the problem. The relaxation is to allow lack of assignment for any set and measure. More formally, for a measure $\mu$ and the set $A$, we consider the value $\text{lack}_\mu(A)$, and for $\nu$ and the set $B$, we consider the value $\text{lack}_\nu(B)$. Then, an assignment $\text{assg}$ needs to be consistent with the measures given $\text{lack}_\mu$ and $\text{lack}_\nu$. In other words, the following two equations need to hold:
Table 1: Measures $\mu$ and $\nu$ of Example 12, their (max, $+$)-transforms $\tau_\mu$ and $\tau_\nu$, and a non-feasible assignment.

\[
\begin{array}{|c|c|c|c|c|c|c|c|c|}
\hline
\nu(B) & \tau_\nu & \text{set} & \mu & \nu & \text{set} & \mu & \nu & \text{set} \\
\hline
1 & 0.8 & \{x_1, x_2, x_3\} & 0 & 0.3 & 0.5 & 0.1 & 0.1 & 0.4 & 0.1 \\
0 & 0 & \{x_2, x_3\} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0.2 & 0 & \{x_1, x_3\} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0.2 & 0 & \{x_1, x_2\} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \{x_3\} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0.2 & 0 & \{x_2\} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0.2 & 0 & \{x_1\} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline
\end{array}
\]

Table 1: Measures $\mu$ and $\nu$ of Example 12, their (max, $+$)-transforms $\tau_\mu$ and $\tau_\nu$, and a non-feasible assignment.

\[
\begin{align*}
\mu(A) &= \max_{A \subseteq \mathcal{A}} \mu(A') + \sum_{\emptyset \subseteq B^* \subseteq \mathcal{X}} \text{assg}(A, B^*) + \text{lack}_\mu(A) \\
\nu(B) &= \max_{B^* \subseteq \mathcal{B}} \nu(B') + \sum_{\emptyset \subseteq A^* \subseteq \mathcal{X}} \text{assg}(A^*, B) + \text{lack}_\nu(B)
\end{align*}
\]

It is easy to see that these equations imply that the two right-most terms need to correspond to the (max, $+$)-transforms $\tau_\mu(A)$ and $\tau_\nu(B)$, respectively. We will use these equivalent equations using the transform in Definition 13.

Table 2 gives a possible solution adapting the previous non-feasible assignment.

Table 2: Measures $\mu$ and $\nu$ of Example 12, their (max, $+$)-transforms $\tau_\mu$ and $\tau_\nu$, and an assignment with lack values. More particularly, we define lack $\nu(X) = -0.7$ to make the equality possible. Nevertheless, this solution has a negative value. We present a formalization below that forces all assignments to be non-negative. We will prove that there are feasible solutions in this case.

\[
\begin{array}{|c|c|c|c|c|c|c|c|c|}
\hline
\nu(B) & \tau_\nu & \text{set} & \mu & \nu & \text{set} & \mu & \nu & \text{set} \\
\hline
0 & 0.8 & \{x_1, x_2, x_3\} & -0.7 & 0 & 0.3 & 0.5 & 0.1 & 0.1 & 0.4 & 0.1 \\
0.2 & 0 & \{x_2, x_3\} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0.2 & 0 & \{x_1, x_3\} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0.2 & 0 & \{x_1, x_2\} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \{x_3\} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0.2 & 0 & \{x_2\} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0.2 & 0 & \{x_1\} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline
\end{array}
\]

We formalize the optimal transport problem considering three cost functions. We consider three cost functions. One associated to assg, called call $c_a$, and one associated to each measure, called $c_\mu$ and $c_\nu$. These latter cost functions are naturally associated to lack $\mu$ and lack $\nu$, respectively.
Definition 13. Let $\mu$ and $\nu$ be two non-additive measures on the reference set $X$ with $(\max, +)$-transform $\tau_\mu$ and $\tau_\nu$, respectively. Then, the transport problem between $\mu$ and $\nu$ corresponds to find the functions $\text{assg} : (2^X \setminus \emptyset) \times (2^X \setminus \emptyset) \to [0, 1]$, $\text{lack}_\mu : (2^X \setminus \emptyset) \to [0, 1]$, and $\text{lack}_\nu : (2^X \setminus \emptyset) \to [0, 1]$ that satisfy

$$
\tau_\mu(A) = \sum_{\emptyset \subset B \subseteq X} \text{assg}(A, B^*) + \text{lack}_\mu(A)
$$

$$
\tau_\nu(B) = \sum_{\emptyset \subset A^* \subseteq X} \text{assg}(A^*, B) + \text{lack}_\nu(B)
$$

We will denote the solution of such problem by the tuple $(\text{assg}, \text{lack}_\mu, \text{lack}_\nu)$.

Then, given cost functions $c_a : 2^X \times 2^X \to [0, 1]$, $c_\mu : 2^X \to [0, 1]$, and $c_\nu : 2^X \to [0, 1]$, the cost of $(\text{assg}, \text{lack}_\mu, \text{lack}_\nu)$ is:

$$
\sum_{\emptyset \subset A \subseteq X} \sum_{\emptyset \subset B \subseteq X} c_a(A, B)\text{assg}(A, B) + \sum_{A \subseteq X} c_\mu(A)\text{lack}_\mu(A) + \sum_{B \subseteq X} c_\nu(B)\text{lack}_\nu(B).
$$

It is now possible to prove that for any pair of measures, there is at least an assignment that solves this transport problem.

Proposition 14. Let $\mu$ and $\nu$ be two non-additive measures on the reference set $X$ with $(\max, +)$-transform $\tau_\mu$ and $\tau_\nu$, respectively. Then, there exist an assignment that solves the problem stated in Definition 13.

Proof. Consider the assignment $\text{lack}_\mu(A) = \tau_\mu(A)$ and $\text{lack}_\nu(B) = \tau_\nu(B)$, and $\text{assg}(A, B) = 0$ for all other sets. This assignment satisfies the requirements in Definition 13. \qed

The following example gives an example of solution for Example 12.

Example 15. Let us reconsider the measures in Example 12. Table 3 shows a feasible solution for the transport problem according to Definition 13.

| $\nu(B)$ | $\tau_\nu$ | $\text{assg}$ | $\text{lack}_\mu$ | $\text{lack}_\nu$ |
|----------|------------|-------------|-----------------|-----------------|
| 0        | 0.8        | {x_1, x_2, x_3} | 0 | 0 | 0 | 0 | 0 |
| 0.2      | 0          | {x_2, x_3}    | 0 | 0 | 0 | 0 | 0 |
|          | 0.2        | {x_1, x_3}    | 0 | 0 | 0 | 0 | 0 |
|          | 0          | {x_3}         | 0 | 0 | 0 | 0 | 0 |
| 0.2      | 0.2        | {x_1}         | 0 | 0 | 0 | 0 | 0 |

| $\mu$ | $\text{assg}$ | $\text{lack}_\mu$ | $\text{lack}_\nu$ |
|-------|--------------|-----------------|-----------------|
| {x_1} | --           | --              | --              |
| {x_2} | --           | --              | --              |
| {x_3} | --           | --              | --              |
| {x_1, x_2} | --          | --              | --              |
| {x_1, x_3} | --          | --              | --              |
| {x_2, x_3} | --          | --              | --              |
| {x_1, x_2, x_3} | --        | --              | --              |

| $\tau_\mu(A)$ | $\text{assg}$ | $\text{lack}_\mu$ | $\text{lack}_\nu$ |
|---------------|--------------|-----------------|-----------------|
| --            | --           | --              | --              |
| --            | 0.2          | 0.3             | 0.5             |
| --            | 0.1          | 0.1             | 0.4             |
| --            | 0.1          | 0.4             | 0.1             |

| $\mu(A)$ | $\text{assg}$ | $\text{lack}_\mu$ | $\text{lack}_\nu$ |
|----------|--------------|-----------------|-----------------|
| --       | --           | --              | --              |
| --       | 0.2          | 0.3             | 0.5             |
| --       | 0.4          | 0.6             | 0.9             |
| --       | 1.0          | --              | --              |

Table 3: Measures $\mu$ and $\nu$ of Example 12, their $(\max, +)$-transforms $\tau_\mu$ and $\tau_\nu$, and a feasible assignment with $\text{lack}_\mu$ and $\text{lack}_\nu$ according to Definition 13.

We have defined the problem in a way that $\text{assg}$ is not defined for empty sets. So, we can revisit the definition and express $\text{lack}_\mu(A)$ and $\text{lack}_\nu(B)$ as...
equal to \( \text{assg}(A, \emptyset) \) and \( \text{assg}(\emptyset, B) \), respectively. We can also proceed in the same way with the cost function extending it to any subset of \( X \) including the empty set. The cost of an assignment to the empty set is the cost associated to \( \text{lock}_\mu \) and \( \text{lock}_\nu \). Using this approach, we can express the transport problem as follows. We also define below the optimal transport which is, of course, a solution with a minimum cost.

**Definition 16.** Let \( \mu \) and \( \nu \) be non-additive measures on \( X \), with \((\max, +)\)-transforms \( \tau_\mu \) and \( \tau_\nu \), respectively. Then, the transport problem between \( \mu \) and \( \nu \) is a function \( \text{assg} : 2^X \times 2^X \rightarrow [0, 1] \) that satisfies

\[
\text{assg}(\emptyset, \emptyset) = 0
\]

\[
\tau_\mu(A) = \sum_{B \subseteq X} \text{assg}(A, B^*) \text{ for all } A \neq \emptyset
\]

\[
\tau_\nu(B) = \sum_{A^* \subseteq X} \text{assg}(A^*, B) \text{ for all } B \neq \emptyset
\]

Then, given the cost function \( c_a : 2^X \times 2^X \rightarrow [0, 1] \), the cost of the assignment \( \text{assg} \) is:

\[
\text{cost}(c_a, \text{assg}) = \sum_{A \subseteq X} \sum_{B \subseteq X} c_a(A, B) \text{assg}(A, B).
\]

**Definition 17.** Let \( \mu, \nu, \tau_\mu, \tau_\nu, \) and \( \text{assg} \) as in Definition 16. Then, the optimal problem is to find an assignment \( \text{assg} \) that minimizes \( \text{cost}(c_a, \text{assg}) \).

| \( \nu(B) \) | \( \tau_\nu \) | \( \text{set} \) | \( \mu(A) \) | \( \text{assg}(\{x_1, x_2, x_3\}) \) |
|---|---|---|---|---|
| \( 0 \) | \( 0 \) | \( \emptyset \) | \( \{x_1\} \) | \( 0.0 \) |
| \( 0 \) | \( 0 \) | \( \{x_2\} \) | \( \{x_1, x_2\} \) | \( 0.0 \) |
| \( 0 \) | \( 0 \) | \( \{x_3\} \) | \( \{x_1, x_3\} \) | \( 0.0 \) |
| \( 0 \) | \( 0 \) | \( \{x_1, x_2, x_3\} \) | \( \{x_1, x_2, x_3\} \) | \( 0.0 \) |

Table 4: Additive case. This is not the only assignment. An alternative is \( \text{assg}(\{x_2\}, \{x_3\}) = 0.1 \) instead of \( \text{assg}(\{x_2\}, \{x_2, x_3\}) = 0.1 \) (and then replace \( \text{assg}(\{x_1, x_2, x_3\}, \{x_3\}) = 0.1 \) by \( \text{assg}(\{x_1, x_2, x_3\}, \{x_2, x_3\}) = 0.1 \)).

Let us consider an example in which two additive measures are involved.

**Example 18.** Let \( \mu \) and \( \nu \) be two additive measures on \( X \). The measure \( \mu \) is defined by \( \mu(\{x_1\}) = 0.2, \mu(\{x_2\}) = 0.3, \) and \( \mu(\{x_3\}) = 0.5 \). The measure \( \nu \) is defined by \( \nu(\{x_1\}) = 0.2, \nu(\{x_2\}) = 0.2, \) and \( \nu(\{x_3\}) = 0.6 \). Table 4 includes the measures as well as the \((\max, +)\)-transforms \( \tau_\mu \) and \( \tau_\nu \). A feasible assignment \( \text{assg} \) is also included.
4 Results

In this section we provide some results related to our definitions. In particular, we show that our definitions generalize standard optimal transport problems. We also discuss how to solve the problems defined. For the sake of generality, we will consider pairs of measures \( \mu \) and \( \nu \) on reference sets \( X \) and \( Y \).

4.1 Optimal transports as proper generalizations

One can ask how a solution for this problem in the setting of non-additive measures relates to the one we would obtain with the optimal transport problem in the classical probabilistic setting. This question can be stated in the following terms.

Let \( \mu \) and \( \nu \) be additive measures, is the optimal assignment according to the problems defined in this section be the optimal assignment using the standard definition?

First, observe that one optimal assignment for probabilities is defined considering pairs \((x, y)\) from \((X, Y)\). In contrast, optimal assignments for non-additive measures are defined considering pairs \((A, B)\) that are subsets of \(2^X\) and \(2^Y\). Because of that, we consider the equivalence of the latter when restricted to the pairs considered by the former.

**Definition 19.** Let \( a \) be an assignment for pairs \((x, y)\) where \( x \in X \) and \( y \in Y \) and let \( \text{assg} \) be an assignment for pairs \((A, B)\) where \( A \subseteq X \) and \( B \subseteq Y \). Then, we define \( a \prec \text{assg} \) if and only if \( a(x, y) = \text{assg}(\{x\}, \{y\}) \) for all \( x \in X \) and \( y \in Y \).

Then, we can prove the following for the optimal transport problem based on basic probability assignments based on Definition 6.

**Proposition 20.** Let \( \mu \) and \( \nu \) be two probability measures on finite reference sets \( X \) and \( Y \), let \( c \) be the cost function of the optimal transport for probability measures, and let \( \kappa \) be an arbitrary value such that \( \kappa > \max x,y c(x, y) \). Then, let us define \( c_b(\{x\}, \{y\}) = c(x, y) \) for all \( x \in X \) and \( y \in Y \), and \( c_b(A, B) = \kappa \) for all other pairs \((A, B)\). Finally, let \( a \) be the optimal transport for probability distributions \( \mu \) and \( \nu \) for \( c \), and let \( \text{assg} \) be the optimal transport according to Definition 6.

Then, the optimal assignments \( a \) and \( \text{assg} \) are such that \( a \prec \text{assg} \), and the values of the objective functions of these two problems are equal.

**Proof.** It is easy to see that the basic probability assignment \( \tau_\mu \) and \( \tau_\nu \) for both measures \( \mu \) and \( \nu \) will have zero value in all elements that are not singletons. So, \( \text{assg} \) will only take values on singletons. As \( c \) is equal to \( c_b \) on these sets, the proposition is proven.

Similarly, we can prove the following with respect to the optimal transport problem for arbitrary measures in terms of Möbius transforms. That is, using the objective function in Equation 5.
Proposition 21. Let $\mu$, $\nu$, $c$ be as in Proposition 20. Let $c_M$ be a cost function defined from $c$ using the approach for $c_b$ in Proposition 20. Let $a$ the optimal transport for $\mu$ and $\nu$ using $c$, and $\text{assg}$ be the optimal transport obtained using Equation 5 using $c_M$. Then, $a \prec \text{assg}$, and the values of the objective functions of these two problems are equal.

Proof. Note that while $\text{assg}$ can take negative values, the objective function takes the absolute value of these assignments. Therefore, any solution with smaller assignment on the pairs $(x, y)$ will need to have larger values for non-singletons and, thus, the objective function will be larger. 

Let us now consider the optimal transport with respect to the $(\max, +)$-transform. While for any probability measure the basic probability assignment and, in general, the Möbius transform is zero for non-singletons, this is not the case for the $(\max, +)$-transform. Nevertheless, we can also obtain a similar theorem.

Proposition 22. Let $\mu$ and $\nu$ be two probability measures on finite reference sets $X$ and $Y$, let $c$ be the cost function of the optimal transport problem for probability measures. Let $\kappa$ be an arbitrary value such that $\kappa > \max c(x, y)$.

Then, let us define a cost function $c_a$ as follows: $c_a(\{x\}, \{y\}) = c(x, y)$ for all $x \in X$ and $y \in Y$, $c_a(\{x\}, B) = c_a(A, \{y\}) = \kappa$ for non-singletons $A \subseteq X$ and $B \subseteq X$, and $c_a(A, B) = 0$ for all other pairs $(A, B)$. Let $a$ be the optimal transport for probability distributions for $\mu$ and $\nu$ using $c$, and let $\text{assg}$ be the optimal transport according to Definition 16 using this cost function $c_a$.

Then, the optimal assignments $a$ and $\text{assg}$ are such that $a \prec \text{assg}$, and the objective functions of the two problems are the same.

Proof. As $\mu$ and $\nu$ are probability measures, the $(\max, +)$-transforms on the singletons will correspond to their probabilities. As $c = c_a$ for the singletons, the optimal assignment $\text{assg}$ for the singletons is the optimal assignment $a$. Observe that as $c_a(\{x\}, B)$ and $c_a(A, \{y\})$ is $\kappa$ for non-singletons (or for $A = \emptyset$ and $B = \emptyset$), no other assignment $\text{assg}$ for these sets can lead to a lower value. Then, there will some arbitrary assignments for the pairs $(A, B)$ when both are non-singletons (including $A = \emptyset$ and $B = \emptyset$).

The contribution of singletons to the objective function will be equivalent to the objective function of $a$. The contribution of non-singletons to the objective function will be zero. Therefore, the proposition is proven. 

The properties in this section mean that for any cost function $c$ and probability measures $\mu$ and $\nu$, we have a cost function $c_a$ such that the optimal transport problem for $c$ corresponds to the optimal transport problem using basic probability assignments for belief functions, Möbius transform for arbitrary non-additive measures, and $(\max, +)$-transform also for an arbitrary non-additive measure.

The propositions establish that the assignment on the singletons will be the same. Nevertheless, nothing is said on the assignment for the other sets. Observe that for both basic probability assignments and Möbius transforms the mass for non-singletons will be zero, so, the optimal assignment for our problems
The optimal transport problem according to Definition 16 has an interesting property. Given two measures, it is possible to transfer all the mass from sets \( \emptyset \neq A \subseteq X \) to the empty set (i.e., what corresponds to the lack variable \( \text{lack}_\mu(A) \)) and the same for all sets \( \emptyset \neq B \subseteq Y \). This would produce the solution described in Table 5. To avoid this type of transfer we need that the cost from a set \( A \) to the emptyset, and from emptyset to a set \( B \) should be larger than a direct assignment from \( A \) to \( B \). That is,

\[
c_a(A, \emptyset) + c_a(\emptyset, B) \geq c_a(A, B).
\]

In Proposition 22 we have given a cost function \( c_a \) that provides a solution that is compatible with the optimal transport problem for probabilities. We can have other assignments that have the same property. Given that \( c(x, y) < \infty \), we can use a cost function \( c_a \) satisfying the following conditions:

- \( c_a(\{x\}, \{y\}) = c(x, y) \),
- \( c_a(\{x\}, \emptyset) = \kappa^+ > \max_{y \in Y} c(\{x\}, \{y\}) \),
- \( c_a(\emptyset, \{y\}) = \kappa^+ > \max_{x \in X} c(\{x\}, \{y\}) \),
- \( c_a(\{x\}, \emptyset) = \kappa > \max_{y \in Y} c(\{x\}, \{y\}) \) for \( |A| > 1 \), and
- \( c_a(\{x\}, B) = \kappa > \max_{y \in B} c(\{x\}, \{y\}) \) for \( |B| > 1 \).
- \( c_a(A, B) = 0 \) for \( |A| > 1 \) and \( |B| > 1 \) to satisfy Proposition 22. Here we assume \( \kappa^+ > \kappa \).

This structure, depicted in Table 6, avoids any assignment from a singleton to a larger set as the cost becomes \( \kappa \), and, thus, prioritizes the assignment between singletons, even in the case that \( \mu \) and \( \nu \) are not probabilities.

### Table 5: Additive case. Mass assigned to empty sets.

| \( \nu(B) \) | \( x \) | \( \tau \) | \( \text{set} \) |
|---|---|---|---|
| 0.2 | \{\{y_1, y_2, y_3\}\} | 0.2 | \emptyset, \{x_1\}, \{x_2\} |
| 0.8 | \{\{y_1, y_3\}\} | 0.2 | \{x_1, x_2\}, \{x_1, x_3\}, \{x_2, x_3\} |
| 0.4 | \{\{y_1, y_2\}\} | 0.2 | \{x_1, x_2, x_3\} |

| \( \tau_\mu \) | \( \mu(A) \) |
|---|---|
| 0.0 | 0.2 |
| 0.0 | 0.2 |
| 0.0 | 0.2 |

...will be also zero for these sets. In contrast, the \((\max, +)\)-transform is not zero for the non-singletons and, therefore, the assignment will neither be zero for them.

### 4.2 Some additional properties

In Table 6, to avoid this type of transfer we need that the cost from a set \( A \) to the emptyset, and from emptyset to a set \( B \) should be larger than a direct assignment from \( A \) to \( B \). That is,

\[
c_a(A, \emptyset) + c_a(\emptyset, B) \geq c_a(A, B).
\]

In Proposition 22 we have given a cost function \( c_a \) that provides a solution that is compatible with the optimal transport problem for probabilities. We can have other assignments that have the same property. Given that \( c(x, y) < \infty \), we can use a cost function \( c_a \) satisfying the following conditions:

- \( c_a(\{x\}, \{y\}) = c(x, y) \),
- \( c_a(\{x\}, \emptyset) = \kappa^+ > \max_{y \in Y} c(\{x\}, \{y\}) \),
- \( c_a(\emptyset, \{y\}) = \kappa^+ > \max_{x \in X} c(\{x\}, \{y\}) \),
- \( c_a(\{x\}, \emptyset) = \kappa > \max_{y \in Y} c(\{x\}, \{y\}) \) for \( |A| > 1 \), and
- \( c_a(\{x\}, B) = \kappa > \max_{y \in B} c(\{x\}, \{y\}) \) for \( |B| > 1 \).
- \( c_a(A, B) = 0 \) for \( |A| > 1 \) and \( |B| > 1 \) to satisfy Proposition 22. Here we assume \( \kappa^+ > \kappa \).

This structure, depicted in Table 6, avoids any assignment from a singleton to a larger set as the cost becomes \( \kappa \), and, thus, prioritizes the assignment between singletons, even in the case that \( \mu \) and \( \nu \) are not probabilities.
This type of assignment can be represented as a graph with two components (i.e., two sets of nodes, and then the nodes in a set cannot be reached from nodes in the other set). One set corresponds to the singletons and the other to the non-singletons. When $|X| = |Y|$ we can define cost functions where this property holds for each cardinality (or for some cardinalities). In this case, we can also represent the structure in terms of graphs where we have a component for each cardinality.

The cost among non-singletons is zero so that the two assignments $a$ and $\text{assg}$ have the same overall costs. Other costs different to zero will provide the same assignments $a$ and $\text{assg}$ but the overall costs may be different.

| non-singletons $|B| > 1$ | $\kappa^+$ | $\kappa$ | $\dagger$ |
|-------------------------|-----------|-----------|---------|
| singletons $\{y\}$     | $\kappa^+$ | $\kappa$ |         |
| $\emptyset$            | $\emptyset$ | $\kappa^+$ | $\kappa^+$ |
|                         | $\emptyset$ | $\emptyset$ | $\emptyset$ |

Table 6: Graphical representation of a cost function $c_a$ so that its corresponding optimal assignment $\text{assg}$ is compatible with another assignment $a$ for the cost function $c$. That is, $a \prec \text{assg}$.

Proposition 22 proves that given $c$ and probabilities $\mu$ and $\nu$ we have an equivalent problem $(c_a, \mu, \nu)$ that returns the same assignment for the singletons. We can observe that each of the values $p(x) = \mu(\{x\})$ (same for $q(y) = \nu(\{y\})$) appears a different number of times. So, we may consider extending $c$ into $c_a$ so that the cost of the assignments is similar. In other words, for a pair $(p(x_1), q(y_j))$, the cost of all related assignments in $c_a$ is the same as $c(x_1, y_j)$. For example, if we consider the pair $(p(x_1) = 0.2, q(y_3) = 0.6)$ we have that this pair appears $4 \times 1$ times in Table 5. This observation allows us to construct a cost function for our optimal transport problem in which the cost associated to this pair is $(p(x_1) = 0.2, p(y_3) = 0.6)$, which is the same as the one of $c(x_1, x_3)$.

**Proposition 23.** Let $\mu$ and $\nu$ be additive measures on $X$ and $Y$ and let $p$ and $q$ be the corresponding probability distributions. Let $c$ be the cost function of the optimal transport problem in the probabilistic setting associated to $p$ and $q$. Then, there exists a cost function $c_a$ such that the cost of each pair of probabilities $(p(x_i), q(y_j))$ equals to $c(x_i, y_j)$.

The proof of this proposition is by construction, and the expression for the cost function $c_a$ is given in Equation 7.

**Proof.** First, note that $\tau_p(A) = \min_{x \in A} p(x)$ and $\tau_p(A) = \min_{x \in A} q(x)$ according to Proposition 4. It is obvious that for singletons $c_a((x_1), \{y_j\})$ should be associated to $c(x_1, y_j)$. Similarly, in general, we need to associate $c_a(A, B)$ to the pair $(x, y)$ such that it produces $\tau_p(A)$ and $\tau_p(B)$. In other words, we consider $c(x_i, x_j)$ where $x_i = \arg \min_{x \in A} p(x_i)$ and $y_j = \arg \min_{y \in B} q(y_j)$.

The association between $c_a$ and $c$ is not, in general, an equality. Some probabilities $p_i$ appear several times in $\tau_p(A)$. The same applies to $q_i$. In fact,
the smallest probability \( \min_{x_i} p(x_i) \) appears more often than the second smallest one, which appears more often than the third smallest, and so on.

Let \( s_{\mu}(i) \) and \( s_{\nu}(i) \) define a permutation so that

\[
p(x_{s_{\mu}(1)}) \leq p(x_{s_{\mu}(2)}) \leq \cdots \leq p(x_{s_{\mu}(n)})
\]

\[
q(x_{s_{\nu}(1)}) \leq q(x_{s_{\nu}(2)}) \leq \cdots \leq q(x_{s_{\nu}(m)})
\]

Then, \( p(x_{s_{\mu}(n)}) \) appears in \( \tau_{\mu}(A) \) only in one set (i.e., \( \{x_{s_{\mu}(n)}\}\)), the second largest value \( p(x_{s_{\mu}(n-1)}) \) appears in two sets (i.e., \( \{x_{s_{\mu}(n-1)}\}, \{x_{s_{\mu}(n)}, x_{s_{\mu}(n-1)}\}\)). In general, the \( i \)th largest value appears in \( 2^{n-1} \) sets. The same applies to the values for \( q \). Observe Table 4. For \( \tau_{\mu} \) we have that \( p(\{x_3\}) = 0.5 \) appears only one, \( p(\{x_2\}) = 0.3 \) appears twice, and \( p(\{x_1\}) = 0.2 \) appears 4 times. Same applies to \( q \) although in that case as \( q(\{x_1\}) = q(\{x_2\}) = 0.2 \), this is not so easily observed.

Let \( s_{\mu}^{-1}(i) \) be the order of the \( i \)th variable, according to the permutation in Equation 6. Similarly, \( s_{\nu}^{-1}(j) \) corresponds to the order of the \( j \)th variable. Then, if the pair associated to \( (A, B) \) is \( (x_i, x_j) \), we need to weight the associated cost \( c(x_i, x_j) \) considering the fact that \( p(x_i) \) probability appears several times. I.e., \( p(x_i) \) appears \( 2^{n-s_{\mu}^{-1}(i)} \) times. Similarly, \( q(y_j) \) appears \( 2^{m-s_{\nu}^{-1}(j)} \) times. Therefore, we define:

\[
c_a(A, B) = \frac{1}{2^{n-\nu}} \frac{1}{2^{m-j}} c \left( \arg \min_{x_i \in A} p(x_i), \arg \min_{y_j \in B} q(y_j) \right)
\]

\[
= \frac{1}{2^{n-s_{\mu}^{-1}(i)}} \frac{1}{2^{m-s_{\nu}^{-1}(j)}} c(x_i, y_j)
\]

(7)

where \( i = \arg \min_{x_i \in A} p(x_i) \) and \( j = \arg \min_{y_j \in B} q(y_j) \).

Then, we can observe that the pair \( \{p(x_{s_{\mu}(n)}), q(y_{s_{\nu}(m)})\} \) appears only once in both \( \tau_{\mu} \) and \( \tau_{\nu} \) and

\[
c_a(\{x_{s_{\mu}(n)}\}, \{y_{s_{\nu}(m)}\}) = c(x_{s_{\mu}(n)}, y_{s_{\nu}(m)})
\]

Then, for a pair \( \{x_i\}, \{y_j\} \) we have that \( p(x_i) \) will appear \( 2^{n-s_{\mu}^{-1}(i)} \) times and \( q(y_j) \) will appear \( 2^{m-s_{\nu}^{-1}(j)} \) times. I.e., there will be \( 2^{n-s_{\mu}^{-1}(i)} 2^{m-s_{\nu}^{-1}(j)} \) pairs of sets \( (A, B) \) with \( c_a \) associated to the same \( c \).

If \( \mu \) and \( \nu \) are additive measures; then, if we define \( c_a \) according to Equation 7, and we compute the solutions of the original problem (i.e., \( a \)) and of our extension (i.e., \( assg \)), then they are such that \( a \prec assg \). In addition the two assignments have the same cost.

Nevertheless, this result is about building the cost function \( c_a \) for non-singletons taking into account the order of the values for the singletons. That is, using the ordering or permutation of elements \( s_{\mu}(1), \ldots, s_{\mu}(n) \), as well as \( s_{\nu}(1), \ldots, s_{\nu}(n) \). That is, the cost function \( c_a \) depends on both \( \mu \) and \( \nu \).
The next definition defines this cost function explicitly. It follows Equation 7. We write \( c_a(A, B; \mu, \nu) \) to make this dependence on \( \mu \) and \( \nu \) explicit. Note also that this definition is for arbitrary fuzzy measures and not only for additive ones. Then, we provide the proposition that establishes the consistency of the assignments.

**Definition 24.** Let \( \mu \) and \( \nu \) non-additive measures on \( X \) and \( Y \). Let \( \kappa \) an arbitrary value such that \( \kappa > \max c(x, y) \). Then, we define the cost function \( c_a : 2^X \times 2^Y \to \mathbb{R}^+ \) as follows

\[
c_a(A, B; \mu, \nu) = \begin{cases} 
0 & A = \emptyset, B = \emptyset \\ 
\kappa & A = \emptyset, B \neq \emptyset \\ 
\frac{1}{2^{n-s} - i(x) + j(y)} & A \neq \emptyset, B = \emptyset \\ 
\frac{1}{2^{m-s} - i(y) + j(x)} & \text{otherwise} 
\end{cases}
\]

**Proposition 25.** Let \( \mu \) and \( \nu \) additive measures on \( X \) and \( Y \). Let \( c \) a cost function on \( X \times Y \), and let \( c_a \) the cost function according to Definition 24. Let \( a \) be the solution of the optimal transport problem for \( c \), and let \( \text{assg} \) be the solution of the optimal transport problem for \( c_a \). Then, \( a \) and \( \text{assg} \) are such that \( a < \text{assg} \).

**Proof.** This is a consequence of Proposition 23 as the cost of each pair in \( c_a \) is the same as in the cost function \( c \). In addition, as \( c_a(\emptyset, B) = c_a(A, \emptyset) > c(\{x\}, \{y\}) \) for all \( x, y \), then there is no assignment to \( \emptyset \).

### 4.3 On the implementation of the optimal transport problem

We discuss in this section how to find a solution for the optimal transport problem for the three different problems established above. We will start with the case of basic probability assignment.

It can be observed that the problem introduced in Definition 6 can be seen as an assignment of probabilities in \( 2^X \) instead of probabilities on \( X \). Therefore, the same techniques and approaches used for classical optimal transport problems can be applied here.

In contrast, the problem stated in Equation 5 needs a different approach. We can observe that it has some similarities with the one for basic probability assignment but in this case the values of the Möbius transform can be negative. In addition, the objective function includes an absolute value function. An objective function with an absolute value of a linear expression can be transformed into an equivalent one without the absolute value by means of introducing a new variable. The problem will still be linear. See e.g. [16]. More particularly, if we have an objective function of this form

\[
\min OF + |t|
\]

we will rewrite it as

\[
\min OF + t'
\]
and add two additional constraints, $+t \leq t'$ and $-t \leq t'$. This process requires quite a few additional constraints (two for each variable). As there are $2^{|X|} \times 2^{|X|}$ variables, this corresponds to $2 \cdot 2^{|X|}$ additional constraints.

The optimal transport problem associated to the $(\max, +)$-transform has a form similar to the one for basic probability assignments. The assignment needs to be positive. Therefore, the problem is also a linear optimization problem with linear constraints. We have developed software in Python for the computation of this optimal problem. Software will be made available [42].

### 4.4 Wasserstein distance

The definition of the optimal transport problem for non-additive measures permits us to consider the definition of distances based on this problem. More particularly, we can consider the definition of a Wasserstein-like discrepancy following Equation 1. Our definition is based on the definition of the transport problem based on the $(\max, +)$-transform.

**Definition 26.** Let $\mu$ and $\nu$ be non-additive measures on $X$, with $(\max, +)$-transforms $\tau_\mu$ and $\tau_\nu$, respectively. Let $c_a$ a cost function. Let $\Pi(\tau_\mu, \tau_\nu)$ be the set of all assignments that are compatible with $\tau_\mu$ and $\tau_\nu$. Then, we define the Wasserstein-like discrepancy for $\mu$ and $\nu$ given $c_a$ as

$$d_{c_a}(\mu, \nu) = \inf_{\text{assg} \in \Pi(\tau_\mu, \tau_\nu)} \sum_{A \subseteq X} \sum_{B \subseteq X} c_a(A, B)\text{assg}(A, B)$$

It is clear that when $\mu = \nu$ we have that $d_{c_a}(\mu, \nu)$ is zero, and that if there a single optimal assignment, the expression is symmetric. Other properties of this definition need to be further studied. In particular, the triangle inequality so that the discrepancy is, in fact, a distance. Naturally, some properties will depend on the cost function, and on the type of solution the optimization problem gives as result.

### 5 Conclusions and future work

In this paper we have studied the transport problem for non-additive measures. We have discussed the difficulties of this problem. Then, we have proposed three different definitions, one for belief functions and basic probability assignments and two others for arbitrary non-additive measures. The latter are based on the Möbius transform and the $(\max, +)$-transform. Different formulations stress different ways of looking to the measures. They deal differently with positive and negative interactions. The Möbius transform can be negative, but not the $(\max, +)$-transform. They also deal differently with the fact that the total mass of a non-additive measure can be seen as different to one.

We have proven some properties, including the ones that establish that our definitions are proper extensions of standard optimal transport problems. We have also briefly discussed the complexity of the related optimization problems.
In the paper we have discussed the cost functions that we need to define on subsets of $X$ and $Y$ and some relationships with the ones for probability distributions. What kind of cost functions are relevant and meaningful for non-additive measures requires is a research direction. We have also provided a discussion on how the problems can be solved numerically. All the problems stated here are linear optimization problems with linear constraints. Nevertheless, the assignment is a function from $2^{|X|} \times 2^{|Y|}$ that makes the problem costly for not so large $X$ and $Y$. Therefore another direction is to work on computational efficient solutions, some may depend on the type of cost functions used.
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