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SUMMARY We propose an efficient coding scheme for a dense light field, i.e., a set of multi-viewpoint images taken with very small viewpoint intervals. The key idea behind our proposal is that a light field is represented using only weighted binary images, where several binary images and corresponding weight values are chosen so as to optimally approximate the light field. The proposed coding scheme is completely different from those of modern image/video coding standards that involve more complex procedures such as intra/inter-frame prediction and transforms. One advantage of our method is the extreme simplicity of the decoding process, which will lead to a faster and less power-hungry decoder than those of the standard codecs. Another useful aspect of our proposal is that our coding method can be made scalable, where the accuracy of the decoded light field is improved in a progressive manner as we use more encoded information. Thanks to the divide-and-conquer strategy adopted for the scalable coding, we can also substantially reduce the computational complexity of the encoding process. Although our method is still in the early research phase, experimental results demonstrated that it achieves reasonable rate-distortion performances compared with those of the standard video codecs.
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1. Introduction

A light field, which is equivalent to a set of multi-view images captured with both horizontal- and vertical-viewpoint displacements, has many applications such as depth estimation[1], [2], free-viewpoint video [3]–[5], and 3-D display [6]–[8]. Thanks to the introduction of light field cameras (e.g., Lytro Illum) [9]–[13], dense light fields, which have dozens to hundreds of images with very small viewpoint intervals, have recently attracted much research interest [2], [7], [14]–[16].

One of the important research issues is efficient coding (compression) schemes for such dense light field data, because the data amount increases as the number of images increases. A straightforward approach to this problem is to simply adopt well-established image/video coding technologies including inter/intra-frame prediction, discrete cosine transform (DCT)/discrete wavelet transform, etc. Using standard video codecs such as H.265 [17] with relatively small modifications have been proven to yield good coding performance for light field or multi-view coding [18]–[23]. However, we believe that these generic technologies are not necessarily optimal for dense light fields, because dense light fields have greater redundancies among the viewpoint compared to general video/multi-view sequences, for which such codecs have been optimized. Therefore, there should be coding schemes other than the standard codecs that are advantageous specifically for dense light fields.

With this in mind, we propose an efficient coding scheme for a dense light field†. The key idea behind our scheme is that a light field is represented using only weighted binary images, where several binary images and corresponding weight values are to be saved to reconstruct the original light field later. This idea was originally developed to generate temporal binary sequences for multi-view displays with active shutter glasses [25]. However, to the best of our knowledge, we are the first to validate that this idea is suitable for light field coding.

Our coding scheme is completely different from those of modern image/video coding standards. One advantage of our method is the extreme simplicity of the decoding process, which will lead to a faster and less power-hungry decoder than those of the standard codecs. Another useful aspect is that our coding method can be made scalable, where the accuracy of the decoded light field is improved in a progressive manner as we use more encoded information, in a manner similar to that of quality scalability [26]. Thanks to the divide-and-conquer strategy adopted for the scalable coding, we can also substantially reduce the computational complexity of the encoding process. Although our method is still in the early research phase, experimental results demonstrated that it achieves reasonable rate-distortion performances compared with those of the standard video codecs.

2. Proposed Method

2.1 Coding Light Field with Weighted Binary Images

Assume that a 4-D light field to be compressed, \( L(s, t, x, y) \).

†This paper is an extension of our conference paper [24]. We included in this paper more thorough descriptions on our method and several new experimental results.
is given as a set of multi-view images. The viewpoints, which are arranged in a 2-D grid, are specified as \((s, t)\) \((s = 1, \ldots, S, t = 1, \ldots, T)\), and the pixels are indicated as \((x, y)\) \((x = 1, \ldots, X, y = 1, \ldots, Y)\). We first assume that \(L(s, t, x, y)\) takes a gray-level value, and is later extended to an RGB color value.

The key concept behind our scheme is that the target light field \(L(s, t, x, y)\) can be approximated using only \(N\) binary images \(B_n(x, y) \in \{0, 1\}\) \((n = 1, \ldots, N)\) and corresponding weights \(r_n(s, t) \in \mathcal{R}\). As illustrated in Fig. 1, \(L(s, t, x, y)\) is written in a sum-of-product form as

\[
L(s, t, x, y) = \sum_{n=1}^{N} B_n(x, y) r_n(s, t). \tag{1}
\]

Note that binary images \(B_n(x, y)\) are common to all viewpoints, but weights \(r_n(s, t)\) can differ from viewpoint to viewpoint. In other words, a set of binary basis images is selected to capture a common structure among all viewpoints, and the differences among the viewpoints are represented with pixel-independent weights \(r_n(s, t)\). We propose to use \(N\) sets of \(B_n(x, y)\) and \(r_n(s, t)\) as a compressed representation of the original light field \(L(s, t, x, y)\).

**Encoding.** To obtain a compressive representation from the given light field, we solve an optimization problem described as

\[
\arg\min_{B_n(x, y), r_n(s, t)} \sum_{s, t, x, y} \left| L(s, t, x, y) - \sum_{n=1}^{N} B_n(x, y) r_n(s, t) \right|^2. \tag{2}
\]

We have two sets of unknowns, \(B_n(x, y)\) and \(r_n(s, t)\), for which we take an alternative approach. Specifically, we first initialize the binary images \(B_n(x, y)\) and repeat the two following steps until convergence. We do not need to initialize the weights \(r_n(s, t)\). (i) We fix the binary images \(B_n(x, y)\) and optimize the weights \(r_n(s, t)\). This step falls into the category of solving the standard least squares problems, for which many good solvers are available. We used the “solve” function in OpenCV as a numerical solver for this optimization. (ii) We fix the weights \(r_n(s, t)\) and optimize the binary images \(B_n(x, y)\). This problem can be solved individually for each pixel \((x, y)\), but it is a binary combinatorial optimization, which is known to be NP-hard. We simply use brute-force search for this problem, but a substantial increase in speed can be achieved with a scalable coding framework, as described in Sect. 2.2.

In our current implementation, all \(B_n(x, y)\) are initialized to the same image that is obtained by applying binary thresholding to the top-leftmost image of the target light field. Since all the binary images are identical at this point, \(r_n(s, t)\) cannot be determined uniquely in the optimization step (i) of the first iteration. Here, we simply use the solve function in OpenCV to obtain one of the solutions (i.e., a set of weights) in the least-squares sense, and move on to the next step. We empirically adopted this initialization scheme, but there might be better ones.

In Figs. 2 and 3, we show an example obtained with the Lego truck dataset [27], which has \(17 \times 17\) views and \(160 \times 120\) pixels\(^1\) in grayscale. Figure 2 shows the binary images \(B_n(x, y)\) and corresponding weights \(r_n(s, t)\) obtained by solving Eq. (2) with \(N = 10\). Figure 3 shows the error maps (pixel-by-pixel absolute difference) between the original and decoded multi-view images. Here, the decoded images are computed with the righthand side of Eq. (1) using the binary images and weights shown in Fig. 2. It can be seen that the error tends to be larger for the viewpoints located farther from the center and for the regions having larger disparities (e.g., the front wheel of the truck). This tendency can be attributed to the fact that we use the common binary images \(B_n(x, y)\) for all the viewpoints \((s, t)\), which imposes a limitation on the representation capability for the original 4-D signal \(L(s, t, x, y)\). Note that the error we show here is obtained with \(N = 10\) for visualization purposes, but the error can be reduced by using a larger \(N\).

**Compression ratio.** Similarly to other coding schemes, our scheme has a trade-off between rate (number of bits) and distortion (accuracy of decoded data). This trade-off can be controlled by simply changing the number of binary images \(N\). If we retain \(N\) binary images \(B_n(x, y)\) and weights \(r_n(s, t)\) as they are (in a raw data format), the compression ratio is given by

\[
\text{compression ratio} = \frac{N(XY + STb_r)}{STXYb_L}, \tag{3}
\]

where \(b_r\) and \(b_L\) denote respectively the bit depths used to represent weights \(r_n(s, t)\) and light field \(L(s, t, x, y)\). For example, for a light field with \(X = 160, Y = 120, S = 17, T = 17\), and \(b_L = 8\), we can achieve 0.54\% with \(N = 10\) and \(b_r = 16\). We can further reduce the data amount by applying lossless coding (e.g., gzip) to the raw data.

**Decoding.** An important advantage of our scheme is its extreme simplicity of decoding, as shown in Fig. 1. The light field can be reconstructed only with very simple operations, without motion (disparity in this context) compensated prediction, intra-prediction, inverse discrete co-

---

\(^1\)The spatial resolution is reduced from the original one.
Fig. 2 Binary images $B_n(x, y)$ and corresponding weights $r_n(s, t)$ obtained with $N = 10$.

Fig. 3 Error map between original and decoded multi-view images with $N = 10$. 
sine transform, etc. This simplicity should lead to faster and less power-hungry decoder implementation for both a field-programmable gate array (FPGA) and an application specific integrated circuit (ASIC) compared to sophisticated standard video codecs.

2.2 Scalable Coding

In this section, we further extend our scheme to make it scalable, where the accuracy of the decoded light field is improved in a progressive manner as we use more encoded information. Although this scalable framework slightly decreases the coding efficiency (rate-distortion performance) compared to its non-scalable counterpart, it has a significant positive side effect; we can substantially reduce the computational complexity for encoding thanks to the divide-and-conquer strategy that is inherent to the scalable structure.

Notations. We first introduce notations. Assume that we use \( N \) binary images in total to represent the target light field. We divided them into \( M \) groups, where \( M \) corresponds to the number of levels (layers) for scalability. To be specific, we define \( M \) sets of integers as \( \{N_1, \cdots, N_M\} \) that satisfy \( k \neq j \) and \( \cup_{m=1}^{M} N_m = \{1, \cdots, N\} \). Symbol \( |N_m| \) denotes the number of binary images for the \( m \)-th level. We have \( \sum_{m=1}^{M} |N_m| = N \) by definition.

Encoding. The encoding process proceeds as the approximation accuracy improves progressively. An illustration and the specific algorithm are respectively given in Fig. 4 and Algorithm 1. For the first level, the target light field \( L_1(s, t, x, y) \) is set to the original light field \( L(s, t, x, y) \). At each level, we explore the best approximation for the target light field \( L_m(s, t, x, y) \) using only \( |N_m| \) binary images \( B_n(x, y) \) and corresponding \( ST \times |N_m| \) weights \( r_n(s, t) \). We optimize \( B_n(x, y) \) and \( r_n(s, t) \) only for \( n \in N_m \) as follows:

\[
\arg \min_{B_n(x,y),r_n(s,t)} \sum_{s,t,x,y} \left| L_m(s,t,x,y) - \sum_{n \in N_m} B_n(x,y) r_n(s,t) \right|^2. \tag{4}
\]

Then, we carry over the residual from the current level to the next level. More specifically, the target light field for the next level is given as

\[
L_{m+1}(s,t,x,y) = L_m(s,t,x,y) - \sum_{n \in N_m} B_n(x,y) r_n(s,t). \tag{5}
\]

Equations (4) and (5) are repeated to the \( M \)-th level. Equation (5) can be transformed as

\[
L(s,t,x,y) = \sum_{m=1}^{M} \sum_{n \in N_m} B_n(x,y) r_n(s,t) + L_{M+1}(s,t,x,y). \tag{6}
\]

The residual monotonically reduces as the level proceeds. Unless all the elements of \( L_m(s, t, x, y) \) are zero,

\[
\begin{align*}
\sum_{s,t,x,y} |L_{m+1}(s,t,x,y)|^2 &= \sum_{s,t,x,y} \left| L_m(s,t,x,y) - \sum_{n \in N_m} B_n(x,y) r_n(s,t) \right|^2 \\
&< \sum_{s,t,x,y} \left| L_m(s,t,x,y) - \sum_{n \in N_m} 0 \cdot 0 \right|^2 \\
&= \sum_{s,t,x,y} |L_m(s,t,x,y)|^2
\end{align*}
\]

is satisfied, because \( B_n(x,y) \) and \( r_n(s,t) \) for \( n \in N_m \) are determined to minimize the squared sum of the residual in accordance with Eq. (4). This indicates that less information is left for the higher level. Therefore, \( L_{M+1}(s,t,x,y) \) in Eq. (5) converges to 0 when \( M \) is sufficiently large. As a result, we obtain a scalable representation with \( M \) levels as

\[
L(s,t,x,y) \approx \sum_{m=1}^{M} \sum_{n \in N_m} B_n(x,y) r_n(s,t). \tag{8}
\]

Accordingly, from the encoded data, we can extract a less accurate light field by using only the first \( M' \) (\( M' < M \)) levels. As the number of levels \( M' \) increases, the accuracy of the decoded light field improves progressively. This functionality would be useful for many practical scenarios such as adaptive rate-control and flexible user adaptation.

Computational complexity. The scalable framework mentioned above can be understood as a divide-and-conquer approach to the original problem. Instead of optimizing all the \( N \) binary images \( B_n(x,y) \) and corresponding weights \( r_n(s,t) \) simultaneously, as in Eq. (2), the scalable framework divides them into \( M \) groups and optimizes them one by one.

Algorithm 1 Scalable light field coding using weighted binary images

```
Input: \( L(s,t,x,y) \)
Output: \( B_n(x,y), r_n(s,t) \) (\( n = 1, 2, \cdots, N \))
Initialize \( L_1(s,t,x,y) \leftarrow L(s,t,x,y) \)
for \( m = 1 \) to \( M \) do
    Obtain \( B_n(x,y), r_n(s,t) \) (\( n \in N_m \)) using Eq. (4)
    Carry over the residual using Eq. (5)
end for
```
as in Eq. (4). Generally, a divide-and-conquer approach cannot attain the global optimum, but significant increase in speed can be achieved by reducing the search space. In our case, the coding efficiency (rate distortion performance) with the scalable framework is slightly worse than that with the non-scalable one, as will be shown later. However, this scalable framework substantially reduces the computational complexity for encoding compared to its non-scalable counterpart. Specifically, we can gain a significant increase in speed for the optimization of binary images $B_L(x, y)$, which is the main computational bottleneck of our encoding process. The computational complexity for the original problem--$N$-bit binary combinatorial optimization is $O(2^N)$. When it is divided into $M$ sub-problems, it will reduce to $O(\sum_m 2^N_m)$. For example, with $N = 12$, $M = 4$, and $|N_m| = 3$ for all $m$, the scalable framework reduces the computational cost to $1/128$.

2.3 Handling Color Channels

We present two possible approaches to handling RGB color channels in our coding scheme.

**RGB domain.** A straightforward approach is to apply the model of Eq. (1) individually to the three RGB color channels. In this case, the data amount triples in a raw data format compared to the case with a single channel. However, it would be better to adopt a joint representation that can exploit a strong correlation among the three channels. More specifically, we use the common binary images for all color channels, but with different weights for different colors, as

$$L^c(s, t, x, y) \approx \sum_{n=1}^N B_n(x, y)y^c_n(s, t),$$

where $c \in \{0, 1, 2\}$ denotes the three RGB color components. This joint representation improves coding efficiency, as discussed later. In this case, the compression ratio is represented as

$$\text{compression ratio} = \frac{N(\text{XY} + 3STb_L)}{3STXYb_L},$$

where $b_L$ denotes the bit depth used to represent each color component of $L^c(s, t, x, y)$.

**YUV domain.** Another promising approach is to work on the problem in the YUV domain, as has been done in the image/video coding community. First, we convert RGB images into YUV420 format, where the resolutions for U and V channels are halved both in the horizontal and vertical directions. We encode Y channel by itself using Eq. (1), but the U and V channels are halved both in the horizontal and vertical directions. We encode Y channel by itself using Eq. (1), but the U and V channels are halved both in the horizontal and vertical directions. The bitrate values were calculated from the sizes of files that were compressed with gzip. For the case with the scalable framework, we used the same number of binary images $N'$, for all levels. Computational times were measured on a Desktop PC running Windows 7 pro equipped with Intel (R) Core(TM) i7-4790 3.6 GHz CPU and 12.0 GB main memory. As shown in Fig. 6 (a), using the scalable framework slightly decreases the coding efficiency compared to its non-scalable counterpart. Figure 6 (b) shows the encoding time with and without the scalable framework, where the total number of binary images $N$ was fixed to 12. We can see that an approximately 100-fold increase in speed is achieved with the scalable framework. In terms of the balance between the rate-distortion performance and the encoding time, $N' = 3$ is likely to be the best parameter in the scalable framework. Therefore, we used this in Sects. 3.2 and 3.3.

where $y'$, $u'$ and $v'$ are used to indicate the corresponding YUV channels, $u'//v'$ means “$u'$ or $v'$”, and $N_{y'}$ and $N_{u'/v'}$ are respectively the number of binary images used for Y and UV channels. Note that the binary images $B^{u'/v'}_n(x, y)$ are shared between the U and V channels; they are used to represent both $L^{u'}(s, t, x, y)$ and $L^{v'}(s, t, x, y)$. In this case, the compression ratio in a raw data format is obtained with

$$\frac{N_{y'}(\text{XY} + STb_L) + N_{u'/v'}(\text{XY}4 + 2STb_L)}{3STXYb_L}. \quad (12)$$

Here, the resolution reduction in U and V channels is also included in the compression process.

3. Experiments

We implemented our method using C++ with the basic part of our software made available from our website [28]. For optimizing Eq. (2) and Eq. (4), the number of iterations was set to 20. To compress the raw data (binary patterns and weight values), gzip ver. 1.6 was adopted as an optional post-processing.

3.1 Performance of Our Method

We first demonstrate our method’s performance in different configurations, using truck dataset [27], which is shown in the second column in Fig. 8. Our scheme was first evaluated with the grayscale version.

Figure 5 shows the peak signal-to-noise ratio (PSNR) of reconstructed images using Eq. (2) with different numbers of binary images ($N = 8, 10,$ and 12). Each square corresponds to each viewpoint. As $N$ increases, the entire reconstruction accuracy increases accordingly. The PSNR values are lower for the viewpoints located at peripheral positions than those located near to the center. This tendency is consistent with the error maps shown in Fig. 3.

Next, we evaluated our method’s rate-distortion performance and encoding time with and without the scalable framework. The PSNR values were calculated from the mean squared errors over all the viewpoints and pixels. The bitrate values were calculated from the sizes of files that were compressed with gzip. For the case with the scalable framework, we used the same number of binary images, denoted as $N'$, for all levels. Computational times were measured on a Desktop PC running Windows 7 pro equipped with Intel (R) Core(TM) i7-4790 3.6 GHz CPU and 12.0 GB main memory. As shown in Fig. 6 (a), using the scalable framework slightly decreases the coding efficiency compared to its non-scalable counterpart. Figure 6 (b) shows the encoding time with and without the scalable framework, where the total number of binary images $N$ was fixed to 12. We can see that an approximately 100-fold increase in speed is achieved with the scalable framework. In terms of the balance between the rate-distortion performance and the encoding time, $N' = 3$ is likely to be the best parameter in the scalable framework. Therefore, we used this in Sects. 3.2 and 3.3.
Fig. 5  PSNR of reconstructed images using Eq. (2) with different $N$.

We also tested our method with the RGB color version of the truck dataset. We compared three methods, which differ in how they handle color channels. The first method handles each of the RGB color channels individually applying the same representation as Eq. (1) to each of them (RGB independent method). The second method shares the binary images among the RGB color channels as represented by Eq. (9) (RGB shared method). The third method first converts the images to YUV420 format and applies the representation given by Eq. (11) (YUV method). The PSNR values were calculated from the mean squared errors over all the viewpoints, pixels, and color (RGB) channels\footnote{In the image/video coding community, PSNR values are often measured in the YUV domain rather than the RGB domain. However, in this paper, we focused on reconstruction accuracy over the original RGB information, rather than the perceptual quality of the reconstructed light fields.}. The bitrate values were measured with gzip compression.

Fig. 6  Our method’s rate-distortion performance and encoding time with and without scalable framework.

Fig. 7  Rate distortion performance for color light field.
same bitrates, but resulted in significantly different reconstruction accuracy. The red squares in this graph indicate the configurations that are seemingly near to the upper-bound performance.

Figure 7 (b) shows rate-distortion performances for the three methods. For the YUV method, only the configurations marked with red squares in Fig. 7 (a) are plotted. We can see that using correlations among the color channels contributed to the better rate-distortion performances. In particular, handling color information in YUV420 format yielded the best performance.

3.2 Comparison with Video Coding Standard

As a representative of modern video coding standards, we used H.265 (ISO/IEC 23008-2) [17], which is often called HEVC. We adopted two implementations for HEVC: FFmpeg ver. 4.1 with default parameters and the HEVC Test Model [29] with a random access configuration [30]. To ascertain the effect of inter-frame prediction, we also tested all intra mode with the HEVC Test Model. When we applied these video codecs to a light field dataset, we aligned images in the dataset in the major row order and regarded them as a video sequence.

As shown in Fig. 9, we compared the rate-distortion performances over several grayscale datasets taken from [27], the details of which are shown in Fig. 8. We also present the results obtained with the color truck dataset in Fig. 10. Our method’s performance appears to depend on the image differences between the viewpoints. It achieved a good rate-distortion performance for a dataset with small differences, such as Amethyst, but could not achieve high PSNR values for a dataset including large differences, such as Bulldozer. It achieved a reasonable performance overall, comparable to that of FFmpeg but moderately inferior to that of the HEVC Test Model. We believe these results are promising, considering the fact that HEVC is the state-of-the-art video coding standard that has been optimized with a significant amount of labor and time.

Finally, we compared the decoding times between our method and HEVC codecs using the truck dataset in grayscale. We used the same computer as the one for Fig. 6(b), but we measured the decoding time on Ubuntu 16.04 installed on Virtual Box ver 5.1.16 due to the availability of software. We measured the user time for executing decoding processes with “time” command. We repeated the measurement 100 times and obtained the average for each method, which is plotted in Fig. 11. For our method, \( N \) was set to 10 and the outputs were written as pgm files. The time for unzip process was negligible. For FFmpeg and the HEVC Test Model, the outputs were respectively written in pgm files and YUV files. We set the parameters for these codecs so that they resulted in almost the same PSNR as that of the proposed method. It can be seen from the graph that our method runs much faster than HEVC codecs. This can be attributed to the simplicity of our method; as mentioned earlier, its decoding process is carried out with simple sum-of-product operations, while HEVC requires complex inter/intra-frame prediction and transforms.

It should be noted that the decoding times depend heavily on the implementations and computing environments. We believe that our method would benefit more from dedicated hardware implementations using a field-programmable gate array (FPGA) or an application specific integrated circuit (ASIC), because its simplicity would lead to less hardware complexity and less power consumption compared to the standard video codecs.

3.3 Discussion

One remaining issue with our method is to handle light fields that have higher spatial resolutions. To see the effect of the resolution, we arranged another experiment. We used the Lego truck dataset [27], which originally had 1280 × 960 pixels. We converted it into grayscale, and resized it into different resolutions (320×240, 256×192, and 160×120) using Lanczos interpolation. We measured the rate-distortion performance and encoding time using the Ubuntu environment mentioned earlier. As can be seen from Fig. 12, increasing the resolution results in worse rate-distortion performance both for the non-scalable and scalable coding schemes. One possible reason is that increasing the resolution leads to
larger disparity ranges, making the light field more difficult to be represented using common binary images. Increasing the resolution also leads to the increase of the encoding time, as shown in Table 1. Compared to the standard video coding methods (FFmpeg and HEVC Test Model, QP was set to 32), our method required a substantially longer encoding time, even with the accelerated scalable-coding scheme. These problems should be considered in the future work.

4. Conclusion

We proposed an efficient coding scheme for a dense light field, the underlying principle of which is completely different from those of the modern image/video coding standards. Our idea is to encode a light field with several binary images and the corresponding weight values. The binary images and weight values were optimized iteratively so as to best approximate the original light field. We also mentioned
how this coding scheme can be made scalable and how it is applied to RGB color channels.

We demonstrated that our method has several promising properties through experiments. First, it can achieve reasonable coding efficiency (rate-distortion performance) compared with those of highly-sophisticated standard video codecs. Moreover, its decoding process is extremely simple and can be executed much faster than the standard video codecs. Furthermore, the computational complexity of the encoding process can be substantially reduced by the scalable coding scheme.

Our method is still in a preliminary form and experimental validation is limited to relatively small images due to the heavy computations required for the encoding process. For future work, we will refine our scheme and extend it to larger images, such as those taken with a Lytro Illum camera. We also plan to investigate how we handle RGB color datasets more effectively and what configurations are the best for YUV channels.
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