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A bit-quantum map relates probabilistic information for Ising spins or classical bits to quantum spins or qubits. Quantum systems are subsystems of classical statistical systems. The Ising spins can represent macroscopic two-level observables, and the quantum subsystem employs suitable expectation values and correlations. We discuss static memory materials based on Ising spins for which boundary information can be transported in the generalized equilibrium state. They can realize quantum operations as the Hadamard or CNOT-gate for the quantum subsystem. Classical probabilistic systems can account for the entanglement of quantum spins. An arbitrary unitary evolution for an arbitrary number of quantum spins can be described by static memory materials for an infinite number of Ising spins. We discuss discrete subsets of unitary operations realized by a finite number of Ising spins. They may be useful for new computational structures. We suggest that features of quantum computation or more general probabilistic computation may be realized by neural networks, neuromorphic computing or perhaps even the brain. This does neither require small isolated entities nor very low temperature. In these systems the processing of probabilistic information can be more general than for static memory materials. We propose a general formalism for probabilistic computing for which deterministic computing and quantum computing are special limiting cases.

I. Introduction

Quantum computing is based on a sequence of unitary operations acting on the wave function or the density matrix \( \rho \) for a number of quantum spins or qubits [1–4]. The unitarity of the operations is rooted in the unitary time evolution of \( \rho \) for isolated quantum systems. For a quantum computation the continuous time evolution is well approximated by a series of discrete steps or operations. The actual continuity of the time evolution of \( \rho \) is no longer important. Quantum gates change \( \rho \) “instantaneously”, while the evolution in between gates is neglected. A typical computation is a sequence of gates, ordered by some variable \( t \), that transforms the initial density matrix \( \rho(t_0) \) to \( \rho(t) \) at larger \( t = t_n + n \epsilon \). Quantum computations are inherently probabilistic. The initial probabilistic information at \( t_0 \) is transformed to the probabilistic information at \( t \) in the form of \( \rho(t) \). This is done in discrete steps from \( t \) to \( t + \epsilon \). The unitary transformations \( U(t) \) associated to quantum gates depend on \( t \),

\[
\rho(t + \epsilon) = U(t)\rho(t)U^\dagger(t). \tag{1}
\]

“Classical computing” uses bits or Ising spins that can only take two values. A computation is again a series of operations on the bits. These are generally viewed as deterministic operations, with probabilistic aspects associated to “errors”. Still, conceptually a sequence of classical operations on bits transforms the probabilistic information about the bits at \( t_0 \) to the one at \( t \), proceeding in discrete steps from \( t \) to \( t + \epsilon \). The individual discrete operations do not commute - the order in the sequence matters. This non-commutative aspect is similar for classical and quantum computation.

In this paper we propose that quantum operations or gates can be performed by Ising spins or classical bits, within a classical statistical setting. We also investigate first questions about possible realizations of quantum operations by classical bits. Two central issues need to be addressed. The first concerns the probabilistic nature of quantum computing which has to be implemented by classical bits. Classical systems realizing quantum computing have to be truly probabilistic. Not all macroscopic two-level observables or Ising spins can have fixed values - only probabilistic information as expectation values or correlations is available. The second issue involves the practical realization of the unitary transformations needed for quantum gates.

The physical nature of the ordering variable \( t \) for the sequence of quantum gates does not matter. One obvious possibility is a sequence of time steps. As an interesting alternative, one may conceive \( t \) as a spatial variable, ordering qubits on a chain. On each location \( t = t_n + n \epsilon \) of the chain one may realize \( Q \) qubits. The local probabilistic information about the qubits at \( t \) is then encoded in the hermitian \( 2^Q \times 2^Q \)-density matrix \( \rho(t) \). Quantum gates relate \( \rho(t + \epsilon) \) to \( \rho(t) \) according to eq. (1). They can be realized by coupling the spins at \( t \) to the ones at \( t + \epsilon \). The relations between \( \rho(t + \epsilon) \) and \( \rho(t) \) for characteristic gates may be realized, for example, in the ground state of the system. They do not need to involve the use of an explicit time evolution. Such a chain should be constructed such that the relations between \( \rho(t + \epsilon) \) and \( \rho(t) \) depend on \( t \), e.g. realizing different gates \( U(t) \) for different \( t \). A chain with several \( t \)-layers can perform rather complex quantum operations \( U(t)U(t-\epsilon)\ldots U(t_{n-1}+\epsilon)U(t_n) \), even for simple individual gates \( U(t) \).

A similar setting on a chain can be realized for the gates of classical computing. At every location of the chain one places \( M \) Ising spins. Gates map the probabilistic information at \( t \) to the one at \( t + \epsilon \). As one possibility, this can be realized by generalized Ising models with interactions between the Ising spins at \( t \) and at \( t + \epsilon \). Again,
we are interested in different interactions for different \( t \), such that a sequence of different “classical gates” can be realized. The transport of probabilistic information from \( t_{in} \) to \( t \) can be achieved in a generalized equilibrium state where the local probabilistic information at \( t \) depends on the boundary condition at \( t_{in} \). No explicit time dependence is needed, and the generalized Ising models can be considered as static in this respect, justifying the naming of “static memory materials”.

We also may associate the different locations \( t \) on the chain with layers of a neural network. Generalized Ising models can be considered as models for certain aspects of neural networks, which treat the input information at \( t_{in} \), computing output information at \( t > t_{in} \). Neural networks may allow for a transport of probabilistic information between layers at \( t \) and \( t + \epsilon \) that is more general than the one allowed for the “equilibrium states” of generalized Ising models. We develop a formalism for probabilistic computing beyond the restriction of static memory materials. An important aspect of neural networks is learning - the parameters for the transmission of information between layers can be adapted in the learning process. We do not deal with this aspect in the present paper.

Neural networks have been proposed for performing intermediate tasks for quantum computing [5–10], as finding the optimal decomposition of a unitary matrix in terms of some “basis matrices” or optimizing an ansatz for multi-qubit wave functions. Our purpose is more general. We propose that quantum operations can directly be performed by neural networks. Since neural networks operate classically, this amounts to realizing quantum statistics by classical statistical systems. Neurorhonic computing [11–17], or computational steps in our brain, may also realize quantum operations based on classical statistics. Learning by evolution, living systems may be able to perform quantum computational steps without realizing conditions that are often assumed to be necessary for quantum mechanics, as the presence of small and well isolated systems or low temperature.

Quite generally, the Ising spins should be viewed as some macroscopic observables that can take two values. An example may be a spiking neuron either in the active or refractory state [11, 14], or the value of some macroscopic variable being above or below a given threshold. Generalizations to observables that can take more than two possible values, or continuous observables, are rather straightforward by composing them from several or infinitely many Ising spins. The key features of our argument can be seen with Ising spins, and we restrict the discussion to this case. For a direct construction of quantum gates the macroscopic observables should be known. For questions of general structure, as the possibility of quantum computing by neural networks or the brain, only the existence of the macroscopic two-level observables matters. It may not always be easy to identify them explicitly in such systems. Learning may be partly associated to the identification of suitable relevant macroscopic observables by the network.

Static generalized Ising models offer the advantage that the probabilistic aspects of a quantum computation can be implemented directly. The relevant macroscopic “spin variables” are identified explicitly and the probabilistic aspects follow directly from a standard equilibrium probability distribution or partition function. Generalized Ising models are therefore prime examples for understanding important aspects of probabilistic computing. For generalized Ising models the transport of information from a layer at \( t \) to a neighboring layer at \( t + \epsilon \) proceeds according to the probabilistic rules of classical statistics for generalized equilibrium systems, while the input information at \( t_{in} \) may be given in the form of probabilistic information about expectation values and correlations of Ising spins at \( t_{in} \).

Generalized Ising models of this type can be useful for computations if at least part of the information at the boundary \( t_{in} \) is transported effectively into the “bulk” at \( t \) - a key issue for the understanding of memory and computing structures [18–27]. A formalism for the transport of information in classical statistical systems can be based on the stepwise information transport from \( t \) to \( t + \epsilon \) [28, 29]. This work has proposed “static memory materials” [28–30] for which part of the boundary information is indeed available in the bulk. The present work investigates the use of such static memory materials for performing steps of quantum computing.

The appropriate theoretical framework for the transport of probabilistic information is the quantum formalism for classical statistics [28, 29]. It can be based on the “classical density matrix” \( \rho(t) \), whose diagonal elements are the “local” probabilities \( \rho(t) \) at \( t \). In contrast to the local probabilities, the change from \( \rho(t) \) to a neighboring layer \( \rho(t + \epsilon) \) obeys a simple linear evolution law

\[
\rho(t + \epsilon) = S(t)\rho(t)S^{-1}(t).
\]  

Here \( S(t) \) is the step evolution operator at \( t \), which corresponds to a particular normalization of the transfer matrix [31–33]. In the occupation number basis the step evolution operator for generalized Ising models is a real non-negative matrix [28, 29]. This restriction may be removed for more general forms of probabilistic computing.

The structural similarity between classical gates (2) and quantum gates (1) is striking. In both cases one can realize sequences of gates by simple matrix multiplication. Both for quantum computations and classical computations the product of different matrices \( U(t + \epsilon)U(t) \) or \( S(t + \epsilon)S(t) \) is not commutative. Our basic ansatz is a “bit-quantum map” from the classical density matrices \( \rho \) to quantum density matrices \( \rho' \). The map \( \rho = f(\rho') \) or shortly \( \rho(\rho') \) is not invertible, such that part of the probabilistic information in \( \rho' \) is lost for \( \rho \). This classifies the quantum system described by \( \rho \) as a subsystem of the classical statistical system described by \( \rho' \). As often for subsystems, the statistical information of the subsystem is incomplete in the sense that not all classical correlation functions for the Ising spins at \( t \) are computable from \( \rho(t) \).

The map \( \rho(\rho') \) induces a map from the step evolution operator \( S(t) \) to a corresponding evolution operator for the quantum subsystem. This holds provided that \( \rho(t + \epsilon) \) can be expressed in terms of \( \rho(t) \), i.e., the information in the quantum subsystem at \( t \) is sufficient for the computation
of the properties of the quantum subsystem at $t + \epsilon$. If, in addition, pure quantum states at $t$ are mapped to pure quantum states at $t + \epsilon$, the evolution operator of the quantum system is given by the unitary transformation \( U(t) \). In this case the map $\rho(\rho')$ induces a map from $S(t)$ to $U(t)$, see Fig. 1.

We will discuss which unitary quantum operations can be realized by the processing of probabilistic information for classical Ising spins. If one allows for arbitrary changes of classical statistical probability distributions between $t$ and $t + \epsilon$, arbitrary unitary transformations can be realized for suitable quantum subsystems. This follows from the basic requirement of completeness for a quantum subsystem, namely that every possible density matrix for the subsystem can be realized by a suitable probability distribution of the classical statistical system. In general, this realization is not unique. In short, universal quantum computation can always be realized if the required transformations of classical statistical probability distributions can be implemented. Specializing to static memory materials the possibilities will be restricted by the properties of classical statistical step evolution operators. The answer will now depend on the generalized Ising model, and on the selection of the quantum subsystem. For a given number of qubits a large variety of quantum gates can be realized by a finite number of Ising spins.

Quantum subsystems are realized only for a subset of classical density matrices $\rho(t)$. The local probabilistic state at $t$ has to obey certain "quantum conditions". The quantum conditions guarantee the positivity of the density matrix $\rho(t)$. The classical statistical evolution with $S(t)$ has to be compatible with the quantum conditions. In particular, for pure quantum states $\rho'$ has to obey pure state quantum conditions. If $S$ is compatible with these conditions, this will imply a unitary evolution of the quantum subsystem. In this paper we only discuss briefly the preparation of quantum states by an initial sequence of step evolution operators. We focus on the realization of unitary quantum gates.

An important issue for quantum computing are the scaling properties with the number of qubits $Q$. The density matrix for $Q$ qubits has $2^{2Q} - 1$ independent elements. If each element is represented by the expectation value of an independent macroscopic two-level observable, the number of needed observables would increase very rapidly. We show that this increase can be reduced dramatically if correlations between classical Ising spins are used for the determination of the elements of $\rho$. We propose a "correlation map" for which a modest number of $3Q$ classical bits is sufficient for the description of $\rho$. In this case suitable $n$-point correlation functions with $n \leq Q$ have to be employed for $Q$ qubits. Limiting the degree $n$ of the correlation functions makes the reduction in the needed macroscopic observables less dramatic, but still very substantial.

In sect. II we present a simple generalized Ising model with only three bits or Ising spins, $s_k(t) = \pm 1$, $k = 1, 2, 3$, at every layer $t$. This realizes discrete quantum gates for a single qubit. Many characteristic features of quantum mechanics are already visible for this simple classical statistical model: unitary evolution, complex structure, representation of observables as hermitian non-commuting operators, quantum rule for the computation of expectation values, relation between eigenvalues of operators and outcomes of possible measurements. We proceed in sect. III to the realization of two entangled qubits by fifteen Ising spins.

Sect. IV discusses more generally the possible bit-quantum maps for an arbitrary number of quantum spins. We establish the correlation map that reduces greatly the number of needed classical bits by employing correlations of the Ising spins. Properties of this map are further discussed in appendix A. In sect. V we discuss the realization of unitary transformations for quantum subsystems by maps between classical statistical probability distributions. We establish that for every complete bit-quantum map every unitary transformation of the quantum subsystem can be realized by a suitable, in general non-linear, transformation of the classical probability distribution for the Ising spins. If these non-linear transformations can be realized, universal quantum computing can be performed with a finite number of classical bits. We also discuss restricted transformations of the classical probability distribution, as computing with random operations and cellular automata. For these linear transformations universal quantum computing needs an infinite number of classical bits.

In sects. II-V we only employ the local probabilities $p_r(t)$ to find a given spin configuration $\tau$ at $t$. They correspond to the diagonal elements of the classical density matrix. This setting will be extended to the classical density matrix in the subsequent sections. We also concentrate in sects. II-V on deterministic bit-operations that map each given spin configuration at $t$ to precisely another spin configuration at $t + \epsilon$. The corresponding particular "unique jump step evolution operators" are a type of cellular automata. They are a special case of more general probabilistic step evolution operators that will be discussed in the following sections.

In sect. VI we turn to possible realizations of quantum gates by static memory materials. We introduce the classical density matrix $\rho(t)$ and discuss the partial loss of information as one proceeds from the boundary at $t_{in}$ to a location in the bulk at $t$. We construct linear bit-quantum maps from classical density matrices to quantum density.
matrices. In general, the information in the classical probability distribution is not sufficient for the computation of the quantum density matrix for the subsystem. Sect. VII addresses probabilistic computing by static memory materials or other stochastic systems. Manipulations of classical bits are no longer deterministic, but follow probabilistic laws. We propose a general formalism that goes far beyond the limitations of standard Markov chains. It includes static memory materials, stochastic chains, quantum computing or deterministic computing as special cases.

Sect. VIII discusses possible realizations of quantum computers by classical Ising spins. A moderate number of classical bits can implement a rich structure of unitary quantum gates already by simply spin transformations. Not all arbitrary unitary transformations can be implemented, however, by a finite number of classical bits in this way. In sect. IX we turn to an infinite (continuous) number of Ising spins, analogous to the infinite number of bits needed for the precise location of a point on a circle. In this limit arbitrary unitary operations for an arbitrary number of quantum spins can be realized by generalized Ising models. This demonstrates the embedding of quantum mechanics in classical statistics. The discussion of our results in sect. X points to interesting directions for further developments in the realization of novel computing structures, models for neural networks or the brain, and foundations of quantum mechanics.

II. Quantum jumps in classical statistical systems

In this section we discuss the three-spin chain for Ising spins [29]. The three classical bits \( s_k(t) = \pm 1 \) at every layer \( t \) realize a quantum density matrix \( \rho(t) \) for a single quantum spin. Suitable unique jump step evolution operators induce a discrete unitary evolution of the density matrix. The operations between layers discussed in this section are deterministic. The probabilistic aspects appear here only through the probability distributions at a given layer on which the operations act. Despite its simplicity basic properties of quantum mechanics as non-commutativity, particle-wave duality and quantum correlations can already be found in this system. It also demonstrates the relation between the quantum subsystem and its environment, both embedded into a common classical statistical system.

1. Quantum density matrix for classical statistical ensemble of Ising spins

The key idea for realizing quantum operations by classical statistical systems consists in the identification of a suitable quantum subsystem [34, 35]. At every \( t \) the classical probabilistic information is mapped to a quantum density matrix. In turn, the statistical information contained in the density matrix defines the quantum subsystem. In general, the map is not invertible, such that part of the classical probabilistic information is lost for the subsystem. The probabilistic information of the classical statistical ensemble that goes beyond the one in the subsystem concerns the environment of the subsystem and will play no role. In consequence, a probabilistic description of the subsystem deals with “incomplete statistics”[35, 36].

As a simple example we consider three Ising spins \( s_k = \pm 1, \ k = 1, \ldots, 3 \). They stand for arbitrary macroscopic observables that can take two different values. At every \( t \) the system is described by a classical statistical ensemble with eight classical states labeled by \( \tau = 1, \ldots, 8 \), corresponding to the \( 2^3 = 8 \) possibilities to have three spins up or down. The probability distribution associates to each state a probability \( p_\tau \),

\[
p_\tau \geq 0, \quad \sum_\tau p_\tau = 1. \tag{3}\]

Classical observables \( A \) have a fixed value \( A_\tau \) in each state \( \tau \), with expectation value

\[
\langle A \rangle = \sum_\tau A_\tau p_\tau. \tag{4}\]

We may number the states by \((0, 0, 0), (0, 0, 1), (0, 1, 0), (0, 1, 1), (1, 0, 0), (1, 1, 0), (1, 1, 1)\), where 1 denotes spin up and 0 stands for spin down. The expectation value of \( s_3 \) is then given by

\[
\langle s_3 \rangle = -p_1 + p_2 - p_3 + p_4 - p_5 + p_6 - p_7 + p_8, \tag{5}\]

(At this stage there is no difference between the indices \( z \) and \( k \). We employ here \( z \) for the purpose of compatibility with a later more general labeling.)

The density matrix is a complex \( 2 \times 2 \) matrix, constructed as

\[
\rho = \frac{1}{2} \left( 1 + \rho_z \tau_z \right), \quad \rho^\dagger = \rho, \quad \text{tr}(\rho) = 1, \tag{6}\]

with \( \tau_z \) the three Pauli-matrices. (Summation over repeated indices is implied unless stated otherwise.) It can be used to compute the expectation values of the three spins by \( \rho_z, \ z = 1, \ldots, 3 \),

\[
\langle s_z \rangle = \text{tr} (L_z \rho) = \rho_z. \tag{7}\]

2. Quantum subsystem and environment

The statistical information contained in the density matrix involves only three linear combinations of classical probabilities,

\[
\rho_1 = -p_1 - p_2 - p_3 - p_4 + p_5 + p_6 + p_7 + p_8, \\
\rho_2 = -p_1 - p_2 + p_3 + p_4 - p_5 - p_6 + p_7 + p_8, \\
\rho_3 = -p_1 + p_2 - p_3 + p_4 - p_5 + p_6 - p_7 + p_8. \tag{8}\]

They constitute the only statistical information available for the subsystem. Out of the seven independent probabilities the subsystem employs only the information contained
in three independent numbers. Since the subsystem contains only reduced statistical information, it is not surprising that this information is insufficient for the computation of all expectation values of classical observables. For example, the classical correlations as $\langle s_1 s_2 \rangle$ cannot be computed from the subsystem. They need information about the environment. The subsystem realized by the three numbers $\rho_z$ is a simple example for “incomplete statistics” [34, 35]. We note that it cannot be obtained by simply omitting one or two of the three spins.

One may visualize the quantum subsystem as a submanifold in the space of correlation functions. For the three classical Ising spins one can define seven independent correlation functions $\langle s_k \rangle$, $\langle s_k s_l \rangle$ for $l \neq k$, and $\langle s_1 s_3 s_2 \rangle$. They correspond to the seven independent probabilities. The quantum subsystem consists of $\langle s_k \rangle$, while $\langle s_k s_l \rangle$ and $\langle s_1 s_2 s_3 \rangle$ constitute the environment. We have depicted this setting in Fig. 2.

3. Quantum condition

A quantum mechanical density matrix has to obey the positivity condition that all eigenvalues $\lambda_\alpha$ must be positive definite, $\lambda_\alpha \geq 0$. In particular, all diagonal elements have to obey $\rho_{\alpha\alpha} \geq 0$. This imposes the “quantum condition”

$$\rho_z \rho_z \leq 1.$$  

Indeed, with $\text{tr}(\rho) = 1$ the positivity condition for a $2 \times 2$ matrix is met if $\det \rho > 0$. With $\det(\rho) = (1/4)(1 - \rho_z \rho_z)$ this coincides with the condition (9). We conclude that the quantum subsystem cannot be realized for arbitrary classical probability distributions, but only for a subset obeying the quantum condition. For example, the classical probability distribution $\rho_z = \delta_{z 1}$ leads to $\rho_1 = -1$, $\rho_2 = -1$, $\rho_3 = 1$, and therefore violates the condition (9). The upper boundary of eq. (9), $\rho_z^2 = \rho$, corresponds to a pure quantum state with $\rho^2 = \rho$. For classical probability distributions obeying the quantum condition the expectation values $\langle s_z \rangle$ are on or inside the Bloch sphere, as depicted in Fig. 3. Points outside the Bloch sphere correspond still to valid classical statistical probability distributions, but do not realize a quantum subsystem.

4. Quantum operations

Quantum operations are realized by unitary transformations of the density matrix,

$$\rho \rightarrow U \rho U^\dagger, \quad U^\dagger U = 1.$$  

For pure quantum states they act in the space of expectation values $\langle s_k \rangle$ as rotations on the Bloch sphere, see Fig. 3. This extends to mixed quantum states, with length of the rotated vector now smaller than one.

For example, the Hadamard gate is given by

$$U_H = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}.$$  

The corresponding transformation for the coefficients $\rho_z$ reads

$$\rho_1 \rightarrow \rho_3, \quad \rho_2 \rightarrow -\rho_2, \quad \rho_3 \rightarrow \rho_1.$$  

On the level of the classical spins it can be realized by the exchange $s_1 \leftrightarrow s_3$, $s_2 \rightarrow -s_2$. This translates on the level
of the classical probabilities $p_τ$ to

$$ p_1 \leftrightarrow p_3, \quad p_2 \leftrightarrow p_7, \quad p_4 \leftrightarrow p_5, \quad p_6 \leftrightarrow p_8, \quad (13) $$

realizing eq. (12). The transformation (13) is a unique jump operation where each state $τ$ jumps precisely to another state $τ'$. It can obviously be performed by a deterministic manipulation of the Ising spins.

There are other unique jump operations among the $p_τ$ that realize suitable unitary transformations of the density matrix. We list a few simple ones that we specify by their (deterministic) action on the classical spins

$$ s_1 \rightarrow s_2, \quad s_2 \rightarrow -s_1 : ρ_1 \rightarrow ρ_2, \quad ρ_2 \rightarrow -ρ_1 : U_{12} = \begin{pmatrix} 1 & 0 \\ 0 & -i \end{pmatrix}, $$

$$ s_3 \rightarrow s_1, \quad s_1 \rightarrow -s_3 : ρ_3 \rightarrow ρ_1, \quad ρ_1 \rightarrow -ρ_3 : U_{31} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ -1 & 1 \end{pmatrix}, $$

$$ s_1 \rightarrow -s_1, \quad s_2 \rightarrow -s_2 : ρ_1 \rightarrow -ρ_1, \quad ρ_2 \rightarrow -ρ_2 : U_Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, $$

$$ s_1 \rightarrow -s_1, \quad s_3 \rightarrow -s_3 : ρ_1 \rightarrow -ρ_1, \quad ρ_3 \rightarrow -ρ_3 : U_Y = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, $$

$$ s_2 \rightarrow -s_2, \quad s_3 \rightarrow -s_3 : ρ_2 \rightarrow -ρ_2, \quad ρ_3 \rightarrow -ρ_3 : U_X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}. \quad (14) $$

The group structure of the unit jump operations is preserved. For example, performing first the transformation $U_X$ yields $ρ'_2 = -ρ_2$, $ρ'_3 = -ρ_3$. Applying subsequently the transformation $U_{31}$, $ρ''_3 = -ρ_3$, $ρ''_1 = ρ'_1 = ρ_1$, $ρ''_2 = ρ'_2 = -ρ_2$, results in the transformation (12), as reflected by the corresponding matrix multiplication yielding eq. (11), $U_H = U_{31}U_X$. One realizes $U_{12}^2 = U_Z$, $U_{31}^2 = U_Y$, $U_X = U_ZU_Y$. With $(U_{31}U_{12})^3 = (1 + i)/\sqrt{2}$ one finds that the transformation $U_{31}U_{12}$ has period three, noting that the overall phase does not matter. The transformations $U_{12}$ or $U_{31}$ have period four.

A particular unique jump operation

$$ s_2 \rightarrow -s_2, \quad ρ_2 \rightarrow -ρ_2, \quad ρ \rightarrow ρ^* \quad (15) $$

transforms the density matrix into its complex conjugate. This operation cannot be expressed as a unitary transformation (10). We may combine it with transformations of the type (14). We observe that not every unit jump operation is reflected by a unitary transformation (10). For example, the exchange $p_1 \leftrightarrow p_3$, $p_2 \leftrightarrow p_4$, corresponds to a conditional change of $s_2$. It is flipped if $s_1 = -1$, and left invariant for $s_1 = 1$. This transformation leaves $ρ_1$ and $ρ_3$ invariant, while $ρ_2$ changes to $ρ'_2 = +p_1 + p_2 - p_3 - p_4 - p_5 - p_6 + p_7 + p_8$. The latter cannot be expressed in terms of $ρ_1$, $ρ_2$ and $ρ_3$, resulting therefore in an environment dependent change of the density matrix rather than a quantum operation.

Every unitary transformation (10) can be expressed (in a non-unique way) by some transformation among the classical probabilities $p_τ$. This follows from the simple observation that for every set of $⟨s_k⟩$ which admits a quantum subsystem at $t$ one can find a classical statistical probability distribution $\{p_τ(t)\}$ realizing it. The same holds for the set of $⟨s_k⟩$ at $t + ϵ$ with associated probability transformation $\{p_τ(t + ϵ)\}$. Thus arbitrary $ρ(t)$ and arbitrary $ρ(t + ϵ)$ can be realized by suitable $\{p_τ(t)\}$ and $\{p_τ(t + ϵ)\}$, respectively. Any arbitrary unitary transformation $ρ(t) \rightarrow ρ(t + ϵ)$ can be implemented by a corresponding map $\{p_τ(t)\} \rightarrow \{p_τ(t + ϵ)\}$. Neither the probability distributions $\{p_τ(t)\}$, $\{p_τ(t + ϵ)\}$, nor the map are unique. The map needs not to be linear.

Only a subset of transformations of probability distributions corresponds, however, to the unique jump operations which form the discrete eight-dimensional permutation group. Maps among probability distributions respecting the quantum condition correspond to maps of points inside or on the Bloch sphere in Fig. 3. They are not necessarily unitary operations, since the length of the rotated vector can change. If, however, a map between probability distributions maps every pure quantum state to a pure state. It can obviously be performed by a deterministic action on the classical spins.

5. Non-commuting observables in the quantum system

The three operators $\hat{S}_k$ for a single quantum spin in the $x$, $y$ and $z$ direction are given by $τ_1$, $τ_2$ and $τ_3$. With the quantum rule for expectation values,

$$ ⟨S_k⟩ = \text{tr}(ρ\hat{S}_k) = ρ_k = ⟨s_k⟩, \quad (16) $$

the expectation values of the quantum spin in each of the three directions coincides with the expectation value of a particular classical Ising spin, that we may associate to the same direction.

The three operators $\hat{S}_k = τ_k$ do not commute. This may be surprising at first sight, since classical statistics is often believed to be commutative, and no sign of non-commutativity is visible directly for the three Ising spins $s_k$. The non-commutative operator representation of the
observables is a property of the subsystem. Incomplete statistics [36, 37] for the subsystem does not permit the computation of classical correlations as \( \langle s_1 s_2 \rangle \). In other words, the probabilistic information in the density matrix characterizing the subsystem is not sufficient for the determination of simultaneous probabilities to find a given value \( \pm 1 \) for \( s_1 \) and to find a value \( \pm 1 \) for \( s_2 \). This lack of information enforces non-commutative operators. If \( \hat{S}_1 \) and \( \hat{S}_2 \) would commute, the simultaneous probabilities would be computable from \( \rho \).

6. Particle-wave duality

The discreteness of quantum mechanics, e.g. the association of the possible outcomes of measurements with the discrete eigenvalues of the quantum operators \( \hat{S}_k \), follows directly from the discreteness of the classical Ising spins. The possible measurement values correspond indeed to the spectrum of the associated operators. Also the quantum rule (16) for the computation of expectation values follows directly from the standard classical statistical setting (4).

On the other hand, expectation values are continuous, and the density matrix involves continuous variables as well. For pure quantum states the density matrix can be expressed as a bilinear in the quantum wave function \( \psi \), \( \rho_{13} = \psi \psi^\dagger \). The wave function is continuous. Unitary transformations \( \psi(t) \to \psi(t + \epsilon) \) are described by a linear (discrete) Schrödinger equation. In this sense particle-wave duality is nothing else than the compatibility of discrete measurement values (particle aspect) with a continuous probabilistic description by \( \psi \) or \( \rho \) (wave aspect).

7. Measurements and conditional probabilities

Even though the issue of measurements is somewhat besides the main topic of this paper and not needed for our purposes, a brief discussion may be useful for an understanding why no conflict with Bell’s inequalities arises in our approach. A valid measurement at \( t \) of a given Ising spin, say \( s_1 \), with measurement value \( s_1 = 1 \), will set after the measurement the probability of finding \( s = -1 \) to zero. This does not yet tell what happens during the measurement to the two other spins \( s_2 \) and \( s_3 \). Different measurement procedures for a measurement of \( s_1 \) will, in general, result in different outcomes for the probability distribution concerning \( s_2 \) and \( s_3 \). We define an ideal quantum measurement as a measurement that is compatible with the quantum subsystem. If the probability distribution obeys the quantum condition before the measurement, it should still obey the quantum condition after an ideal quantum measurement. The combination of \( \langle s_1 \rangle = 1 \) and the quantum condition fixes the state after the ideal quantum measurement as a pure quantum state with \( \langle s_1 \rangle = 1 \), \( \langle s_2 \rangle = \langle s_3 \rangle = 0 \).

For a sequence of two measurements one is interested in conditional probabilities, say the probability to find at \( t + \epsilon \) \( s_2 = +1 \) or \( -1 \) after \( s_1 \) has been measured at \( t \) to be \( +1 \). We denote the conditional probabilities to find \( s_2(t + \epsilon) = +1 \) or \( -1 \) by \( (w_+^2)^1_+ \) and \( (w_-^2)^1_+ \) respectively, and similarly by \( (w_+^2)^1_- \) and \( (w_-^2)^1_- \) if \( s_1(t) \) was measured to be \( -1 \). The conditional probabilities for an ideal quantum measurement obey

\[
\begin{align*}
(w_+^2)^1_+ + (w_-^2)^1_+ &= 1, \\
(w_+^2)^1_- - (w_-^2)^1_- &= \text{tr}(\tau_2 U(t) \rho_{1+}) U^{-1}(t),
\end{align*}
\]

with defining \( U(t) \) the unitary evolution of the density matrix from \( t + \epsilon \) and \( \rho_{1+} = (1 + \tau_1) / 2 \) the density matrix for a quantum state with \( \langle s_1(t) \rangle = 1 \). Similar relations hold for \( (w_+^2)^1_- \) and \( (w_-^2)^1_- \), with \( \rho_{1+} \) replaced by \( \rho_{1-} = (1 - \tau_1) / 2 \). The expectation value of \( (s_2(t + \epsilon)) \) under the condition that \( s_1(t) \) was measured to be \( +1 \) is given by the second equation (17). It can be obtained by the “reduction of the density matrix” to \( \rho(t) = \rho_{1+} \) after \( s_1(t) = 1 \) has been measured, a subsequent time evolution from \( \rho(t) \) to \( \rho(t + \epsilon) \) and finally evaluating the expectation value \( \langle s_2(t + \epsilon) \rangle \) according to eq. (16). If we define ideal quantum measurements by the conditional probabilities (17), the “reduction of the density matrix” can be seen as a pure mathematical prescription for an efficient computation of the conditional probabilities. It does not need to be implemented by an actual physical change of the quantum subsystem by the measurement.

The measurement correlation weighs the expectation values \( \langle s_2(t + \epsilon) \rangle \) if \( s_1(t) \) has been found to be +1 or −1 with the probabilities that \( s_1(t) \) is found to be +1 or −1 in the state characterized by \( \rho(t) \), and with the corresponding value of \( s_1(t) \),

\[
\langle s_2(t + \epsilon) s_1(t) \rangle_m = \left[ (w_+^2)^1_+ - (w_-^2)^1_+ \right] \frac{1 + \langle s_1(t) \rangle}{2} \\
- \left[ (w_+^2)^1_- - (w_-^2)^1_- \right] \frac{1 - \langle s_1(t) \rangle}{2}
= \frac{1}{2} \text{tr} \left( \left( \hat{S}_{2H}(t + \epsilon) \hat{S}_{1H}(t) \right) \rho \right).
\]

Here \( \hat{S}_{1H}(t) = \tau_1 \) and \( \hat{S}_{2H}(t + \epsilon) = U(t) \tau_2 U(t) \) are the operators for \( s_1(t) \) and \( s_2(t + \epsilon) \) in the Heisenberg picture (with reference point \( t \)) and we employ the identities

\[
2(1 \pm \langle s_1 \rangle) \rho_{1\pm} = (1 \pm \tau_1) \rho (1 \pm \tau_1).
\]

The relation (18) is precisely the quantum correlation involving the operator product. (For more details on conditional probabilities and measurement correlations see ref. [35].)

8. Bell’s inequalities

The classical Ising spins \( s_k \) may be considered as hidden variables. The classical correlation functions \( \langle s_k s_l \rangle \) have therefore to obey Bell’s inequalities. These classical correlation functions are, however, part of the environment, as visible in Fig. 2. The values of the classical correlations can be computed in the classical statistical system only if the full probabilistic information is available. They are not properties of the quantum subsystem, and their values cannot be computed from the incomplete statistical information of the quantum subsystem. Classical probability distributions with different values of the classical correlation \( \langle s_k s_l \rangle \) are mapped to the same quantum subsystem.
In contrast, the measurement correlation for ideal quantum measurements are properties of the quantum subsystem. They can be computed from the information contained in $\rho(t)$ and its evolution with $t$. The measurement correlations do not have to obey Bell’s inequalities. The simple reason why our setting is not in conflict with Bell’s inequalities is that these equalities apply to quantities that are of no interest in our context. In the following we will not consider intermediate measurements or sequences of measurements. We concentrate on sequences of quantum gates, assuming that necessary measurements of the outcome are performed at the end of the sequence.

III. Two entangled quantum spins

As a next step we want to realize quantum operations on a system of two entangled quantum spins. Two qubits are described by a hermitian $4 \times 4$ density matrix with elements $\rho_{\alpha\beta}$, $\alpha, \beta = 1, \ldots, 4$. Hermiticity and the normalization $\text{tr}(\rho) = 1$ imply that $\rho$ is characterized by 15 independent elements. In the present section we realize the two-qubit quantum subsystem by 15 independent classical bits. In the next section we discuss a realization employing only six classical bits. Some elements of the density matrix will then be defined by classical correlation functions.

A typical quantum operation is the CNOT-gate, corresponding to

$$U_C = \begin{pmatrix} 1 & 0 \\ 0 & \tau_1 \end{pmatrix} = U^\dagger_C.$$  

It has the property that it maps a direct product state to an entangled state. The CNOT-gate, together with the Hadamard gate $U_H$ and a $\pi/8$-rotation in hilbert space (to be discussed in sect. VIII), form a basic set of quantum gates from which all unitary transformations for two qubits can be obtained by suitable sequential applications. We will discuss which classical statistical systems can realize this quantum gate, as well as other quantum gates.

1. Quantum density matrix

For the density matrix,

$$\rho = \frac{1}{4} (1 + \rho_z L_z) = \frac{1}{4} (1 + \rho_{\mu\nu} L_{\mu\nu}),$$

we need 15 numbers $\rho_z$ in a suitable basis for the generators $L_z$ of $SU(4)$. We first realize this system by fifteen classical Ising spins $s_{\mu\nu}$, $\mu, \nu = 0, 1, 2, 3$, with $s_{00} = 0$. For this realization we define $\sigma_{\mu\nu} = s_{\mu\nu}$ for $(\mu, \nu) \neq (0, 0)$, and $\sigma_{00} = 0$. Later, we will discuss other expressions of $\sigma_{\mu\nu}$ in terms of Ising spins. Similar to eq. (5) we define

$$\rho_z = \rho_{\mu\nu} = (\sigma_{\mu\nu}).$$  

(Recall that $\rho_{00}$ does not figure among the fifteen $\rho_z$.) We label the $SU(4)$ generators $L_z$ by

$$L_z = L_{\mu\nu} = \tau_\mu \otimes \tau_\nu,$$  

with Pauli matrices $\tau_\mu$ and $\tau_0 = 1$. (Again $L_{00} = 1$ is not part of the $L_z$.) We observe the relations

$$\text{tr}(L_{\mu\nu}) = 0, \quad L_{\mu\nu} = L_{\mu\nu},$$

$$\text{tr}(L_{\mu\nu} L_{\rho\lambda}) = 4 \delta_{\mu\rho} \delta_{\nu\lambda},$$

implying

$$\text{tr}(L_{\mu\nu} \rho) = \rho_{\mu\nu} = (\sigma_{\mu\nu}).$$

We can therefore represent the observables $\sigma_{\mu\nu}$ by the operators $L_{\mu\nu}$. The eigenvalues of $L_{\mu\nu}$ are $\pm 1$, corresponding to the possible measurement values $\sigma_{\mu\nu} = \pm 1$ in the $\mathbb{C}^5$ states $\tau$ of the classical statistical ensemble.

The quantum condition for the positivity of the density matrix requires now

$$\rho_z \rho_z \leq 3.$$  

This ensures $\text{tr}(\rho^2) \leq 1$, according to

$$\text{tr}(\rho^2) = \frac{1}{16} \text{tr} (1 + 2 \rho_z L_z + \rho_{\mu\nu} L_{\mu\nu} L_{\nu\mu}) = \frac{1}{4} (1 + \rho_z ^ 2).$$  

Pure quantum states with $\rho^2 = \rho$ have to obey $\rho_z \rho_z = 3$. Indeed, for pure states one needs $\text{tr}(\rho^2) = 1$, such that $\rho_z \rho_z = 3$ is a necessary requirement. This condition is, however, not sufficient [35]. For mixed quantum states one has $\rho_z \rho_z < 3$.

A pure state density matrix can be written in terms of a complex wave function $\psi$,

$$\rho_{\alpha\beta} = \psi_\alpha \psi_\beta^*,$$

$$\psi_\alpha \psi_\alpha^* = 1.$$  

The particular pure state

$$\rho_{00}^{(0)} = \delta_{\alpha0} \delta_{\beta0}, \quad \psi_0^{(0)} = \delta_{\alpha0}$$

corresponds to $\rho_{30} = \rho_{03} = \rho_{33} = 1$, with all other $\rho_{\mu\nu}$ vanishing. It obeys $\rho_z \rho_z = 3$. An arbitrary pure state can be obtained from $\psi_0^{(0)}$ by a unitary transformation, $V^\dagger V = 1$,

$$\psi = V \psi_0^{(0)}, \quad \rho = V \rho_0^{(0)} V^\dagger.$$  

Unitary transformations do not change $\text{tr}(\rho^2)$, leaving therefore $\rho_z \rho_z = 3$ unchanged. The manifold of $\rho_z$ corresponding to pure states is obtained from eq. (30) and corresponds to the complex projective space $\mathbb{C}P^4$. This is a submanifold of the space $S^{15}$ defined by $\rho_z \rho_z = 3$. The latter condition is therefore not sufficient for the realization of a positive quantum density matrix. The “pure state condition” involves additional restrictions on the $\rho_{\mu\nu}$, which can be formulated as the condition $\rho^2 = \rho$. Pure state density matrices have one eigenvalue equal to one and all others zero, and are therefore positive. The positivity extends to mixed quantum states for which the density matrix is a weighted sum of pure states density matrices $\rho^{(i)}$, $\rho = \sum_i w_i \rho^{(i)}$, $0 \leq w_i \leq 1$, $\sum_i w_i = 1$. 
2. Quantum operations on two qubits

We may take the three components of the first quantum spin operator to correspond to \( L_{k0} = \tau_k \otimes 1 \), while the operators associated to the second quantum spin are given by \( L_{0k} = 1 \otimes \tau_k \). The classical Ising spins are labeled as \( \sigma_{k0} = s_k^{(1)} \), \( \sigma_{0k} = s_k^{(2)} \), such that the expectation values of the two quantum spins in the three cartesian directions coincide with the ones for the classical Ising spins \( s_k^{(i)} \). Unitary transformations acting only on the spin one are represented by \( U = U^{(1)} \otimes 1 \), while those acting on spin two read \( U = 1 \otimes U^{(2)} \). Here \( U^{(1)} \), \( U^{(2)} \) are unitary \( 2 \times 2 \) matrices, given by eq. (14). On the level of the classical spins they are realized by the same transformations of the \( s_k^{(i)} \) as in sect. II, while \( \sigma_{kl} \) transforms the same way as \( s_k^{(1)} s_l^{(2)} \). For example, the Hadamard gate for spin one corresponds to \( \sigma_{10} \leftrightarrow \sigma_{30} \), \( \sigma_{20} \leftrightarrow -\sigma_{20} \), \( \sigma_{0k} \) invariant, \( s_k^{(1)} \leftrightarrow s_k^{(1)} \), \( s_k^{(2)} \leftrightarrow -s_k^{(2)} \). Similarly, the Hadamard gate for spin two is realized by \( \sigma_{01} \leftrightarrow \sigma_{03} \), \( \sigma_{02} \leftrightarrow -\sigma_{02} \), \( \sigma_{0k} \) invariant, \( s_k^{(1)} \leftrightarrow s_k^{(3)} \), \( s_k^{(2)} \leftrightarrow -s_k^{(2)} \). These transformations constitute unique mappings between the states \( \tau \), and correspondingly between the \( 2^4 \) probabilities \( p_{\tau} \).

The transformation \( L_{\mu \nu} = (\mu \tau \otimes \nu \tau) \rightarrow (1 \otimes U^{(2)}) (\mu \tau \otimes \nu \tau) (1 \otimes (U^{(2)})^{\dagger}) \) implies that the \( L_{nk} \) are invariant, while \( L_{nk} \rightarrow \tau_n \otimes (U^{(2)} \otimes \tau_k U^{(2)})^{\dagger} \). Thus the above transformations of \( \sigma_{\mu \nu} \), and correspondingly of \( \rho_{\mu \nu} \), indeed realize the unitary transformations for spin two.

A transformation acting on both spin one and spin two is the exchange \( s_k^{(1)} \leftrightarrow s_l^{(2)} \), accompanied by \( s_k^{(2)} \leftrightarrow s_l^{(2)} \). It results in \( \rho_{\mu \nu} \rightarrow \rho_{\mu' \nu'} \). The corresponding unitary transformation has therefore to obey

\[
U_S L_{\mu \nu} U_S^\dagger = L_{\mu' \nu'},
\]

as realized by the swap gate

\[
U_S = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} = U_S^\dagger.
\]

The swap gate maps unitary operations on the first spin to unitary operations acting on the second spin, e.g.

\[
U_S U_{12}^{(1)} U_S = U_{12}^{(2)}.
\]

Combination with the operations (14) permits unitary transformations with period eight, e.g.

\[
(U_{12}^{(1)} U_S)^2 = \text{diag}(1, -i, -i, -1), \quad (U_{12}^{(1)} U_S)^8 = 1.
\]

We next turn to the CNOT gate (20). For the wave function of a pure state we may choose four basis functions

\[
\psi_1 = (1, 0, 0, 0) = |\uparrow\uparrow\rangle, \quad \psi_2 = (0, 1, 0, 0) = |\downarrow\uparrow\rangle, \quad \psi_3 = (0, 0, 1, 0) = |\uparrow\downarrow\rangle, \quad \psi_4 = (0, 0, 0, 1) = |\downarrow\downarrow\rangle,
\]

where the arrows denote, as usual, eigenvalues of \( L_{30} \) and \( L_{03} \). The CNOT-operation (20) exchanges \( \psi_3 \leftrightarrow \psi_4 \). It switches the second spin if the first one is down, and leaves the second spin invariant if the first one is up. It can be seen as a conditional quantum spin flip. Starting from a product state

\[
\psi_{\text{in}} = \frac{1}{\sqrt{2}} (|\uparrow\rangle - |\downarrow\rangle) |\downarrow\rangle = \frac{1}{\sqrt{2}} (|\uparrow\downarrow\rangle - |\down\downarrow\rangle)
\]

the CNOT-gate produces an entangled state

\[
\psi_f = U_C \psi_{\text{in}} = \frac{1}{\sqrt{2}} (|\uparrow\downarrow\rangle - |\down\downarrow\rangle) = \frac{1}{\sqrt{2}} (0, 1, 0, -1).
\]

While \( \psi_{\text{in}} \) corresponds to fixed values \( s_1^{(1)} = -1, s_3^{(3)} = -1 \), \( s_3^{(3)} = 1 \), with all other expectation values vanishing, the non-vanishing expectation values for \( \psi_f \) are \( s_1^{(1)} = s_2^{(2)} = s_3^{(3)} = -1 \). In the entangled state \( \psi_f \) the correlations rather than the individual spins take sharp values.

The unitary transformation (20) of the CNOT-gate, \( \rho \rightarrow U \rho U^\dagger \), is realized by the map

\[
\rho_{10} \leftrightarrow \rho_{11}, \quad \rho_{20} \leftrightarrow \rho_{21}, \quad \rho_{13} \leftrightarrow -\rho_{22},
\]

\[
\rho_{02} \leftrightarrow \rho_{32}, \quad \rho_{03} \leftrightarrow \rho_{33}, \quad \rho_{23} \leftrightarrow \rho_{12},
\]

\[
\rho_{30}, \rho_{01}, \rho_{31} \text{ invariant}.
\]

On the level of the classical Ising spins this is simply realized by the corresponding map between the \( s_{\mu \nu} \). This constitutes a direct proof that entangled quantum spin states, and operations changing product quantum states to entangled states, can be represented by classical Ising spins and operations among them [34].

More generally, exchanges and sign changes of spins, \( \rho_{\mu \nu} \rightarrow \rho_{\mu' \nu'} = \pm \rho_{\mu \nu}' \), can be realized by unitary transformations provided that \( \rho' = (1 + \rho_{\mu \nu} L_{\mu \nu})/4 = (1 + \rho_{\mu \nu} L_{\mu \nu}^\prime)/4 \), \( L_{\mu \nu}^\prime = U L_{\mu \nu} U^\dagger \). (We occasionally use primes for maps, e.g. \( \rho \rightarrow \rho' \) stands to \( \rho(t) \rightarrow \rho(t + \epsilon) \). In this case \( \rho' \) should not be confused with the classical density matrix.) Generators \( L' \) and \( L \) related by a unitary transformation have to obey the consistency condition for operator products

\[
L_{\mu \nu} L_{\tau \rho} = C_{\mu \nu \tau \rho \lambda \sigma} L_{\lambda \sigma} \Rightarrow L_{\mu \nu}^\prime L_{\tau \rho}^\prime = C_{\mu \nu \tau \rho \lambda \sigma} L_{\lambda \sigma}^\prime.
\]

For example, this property is responsible for the important minus sign in \( \rho_{13} \leftrightarrow -\rho_{22} \). Indeed, from \( L_{13} = L_{10} L_{03} \) one infers \( L_{13}^\prime = L_{10}^\prime L_{03}^\prime = L_{11} L_{33} = (\tau_1 \otimes \tau_1)(\tau_3 \otimes \tau_3) = \tau_1 \tau_3 \otimes \tau_1 \tau_3 = -\tau_2 \otimes \tau_2 = -L_{22} \).

IV. Bit-quantum maps

The bit-quantum maps map the probabilistic information for classical Ising spins to a quantum density matrix for quantum spins. In our context these maps are performed for every \( t \)-layer separately. In the present section the probabilistic information about the Ising spins concerns their expectation values and correlation functions. In turn,
they are given by the probabilities to find different spin combinations. In sec. VI we will extend this to a more general formulation in terms of the classical density matrix. The bit-quantum maps are not unique. We first extend the construction of sects. II, III to an arbitrary number of quantum spins and subsequently address possible other realizations that employ suitable correlation functions of the Ising spins in addition to their expectation values. Further bit-quantum maps will be discussed in sects. VIII, IX. The question which quantum gates can be realized by classical Ising spins depends on the choice of the bit-quantum map.

For a given generalized Ising model the quantum density matrix \( \rho \) defines the quantum-subsystem. Different bit-quantum maps correspond to different choices of subsystems. On the other hand, for a given \( \rho \) the different bit-quantum maps for different generalized Ising models account for the different possibilities to realize a given quantum subsystem by generalized Ising models.

A particularly interesting bit-quantum map is the “correlation map”. It realizes a quantum subsystem for \( Q \) qubits by \( 3Q \) classical Ising spins. If this map can be exploited for practical applications, it leads to highly attractive scaling properties of classical statistical realizations of quantum operations. The key element of the correlation map is the association of some of the elements of \( \rho \) to correlations of classical Ising spins \( s_k^{(i)} \). For \( Q \) qubits one exploits \( n \)-point functions up to the degree \( n = Q \). The rapid increase of the number of \( n \)-point functions with \( n \) matches the rapid increase of the number of independent elements of \( \rho \) with \( Q \). The establishment of this map is the key topic of this section.

1. Arbitrary number of qubits

Quantum operations realized by classical Ising spins can be extended to an arbitrary number of quantum spins. As a first possibility we may consider a realization of \( Q \) quantum spins by \( 2^{2Q} - 1 \) independent classical Ising spins \( \sigma_{l1\ldots lQ} = s_{l1\ldots lQ} \), with \( s_{00\ldots 0} = 0 \). The density matrix is given by

\[
\rho = 2^{-Q} \left( 1 + \rho_{l1\ldots lQ} L_{l1\ldots lQ} \right), \quad \rho_{l1\ldots lQ} = \langle \sigma_{l1\ldots lQ} \rangle,
\]

with \( SU(2^Q) \)-generators

\[
L_{l1\ldots lQ} = \tau_{l1} \otimes \tau_{l2} \otimes \cdots \otimes \tau_{lQ}.
\]

(The unit matrix \( L_{00\ldots 0} \) is not a generator of \( SU(2^Q) \).) Single spin quantum operations are realized by transformations of the Ising spins where \( \sigma_{l1\ldots lQ} \) transforms in the same way as the product \( \sigma_{l1\ldots lQ} = \sigma_{l1} \sigma_{l2} \cdots \sigma_{lQ} \).

Similarly, operators acting on a pair of quantum spins \( i \) and \( j \), as the CNOT-gate or the permutation \( i \leftrightarrow j \) (SWAP gate), are realized if \( \sigma_{l1\ldots lQ} \) transforms as \( \sigma_{l1\ldots lQ} \rightarrow \sigma_{l1\ldots lQ} \). (This extends to orders of spins where \( i \) and \( j \) are not neighboring.) In particular, one can use the permutation of two spins, \( P_{ij} : i \leftrightarrow j \), for a cyclic transport of the spin states to spins at neighboring “sites” on a spin chain \( S^{(1)} S^{(2)} \ldots S^{(Q)} \). The “transport”

\[
P = P_{Q-1,Q} P_{Q-2,Q-1} \cdots P_{3,4} P_{2,3} P_{1,2}
\]
effectively transforms \( S^{(1)} \ldots S^{(Q)} \) to \( S^{(2)} S^{(3)} \ldots S^{(Q)} S^{(1)} \). The corresponding unitary transformation acting on the density matrix (or quantum wave function for pure states) obtains by matrix multiplication of matrices \( U_{ij} \), cf. eq. (32), for the pairs corresponding to \( P_{ij} \). It is clear that a great number of quantum operations can be realized in this way by operations on classical Ising spins. The prize to pay is the very rapid increase of the number of classical Ising spins with the number \( Q \) of quantum spins. Already for \( Q = 20 \) quantum spins \( 2^{40} \) Ising spins are needed.

2. Correlation map

For a practical use of the realization of quantum operations by Ising spins it would be a great advantage if the fast increase of \( M \) with \( Q \) could be avoided. We next explore the possibility to use only \( M = 3Q \) classical Ising spins \( s_k^{(m)} = 1, \ldots, Q \). For two quantum spins \( \langle 1 \rangle = 2 \) one has to realize the density matrix by probabilistic information about six Ising spins \( s_k^{(1)}, s_k^{(2)} \). For this purpose we use in eq. (21) the classical correlation function \( \langle s_k^{(1)} s_k^{(2)} \rangle \), namely

\[
\rho_{k0} = \langle s_k^{(1)} \rangle, \quad \rho_{0k} = \langle s_k^{(2)} \rangle, \quad \rho_{kl} = \langle s_k^{(1)} s_l^{(2)} \rangle.
\]

The elements \( \sigma_{kl} \) in eq. (22) are now products of spins, \( \sigma_{kl} = s_k^{(1)} s_l^{(2)} \), while \( \rho_{k0} = \rho_{0k} = s_k^{(2)} \). We observe that only part of the classical correlation functions are used for the quantum subsystem. Correlation functions as \( \langle s_k^{(1)}(1) s_l^{(2)}(1) \rangle \) or three point correlations belong to the environment in a suitable generalization of Fig. 2.

The generalization to \( Q \) quantum spins is straightforward. Elements \( \rho_{l1l2\ldots lQ} \) with \( l \) indices \( k_i = 0, \ldots, 3 \) and \( t = Q - s \) indices 0 are given by \( s \)-point correlations \( \langle s_k^{(m_1)} s_k^{(m_2)} \cdots s_k^{(m_s)} \rangle \), where \( m_i \) denotes the position of index \( k_i \). (An example is \( \rho_{k0l0m} = \langle s_k^{(2)} l^{(3)} s_l^{(5)} \rangle \).) Employing \( s_0^{(m)} = 1 \) we can write

\[
\rho = \frac{1}{2^Q} \left( 1 + \langle s_1^{(1)} s_2^{(2)} \cdots s_Q^{(Q)} \rangle L_{l1l2\ldots lQ} \right).
\]

We note that the classical spins appearing in the correlations used for the quantum subsystem are all different. Eq. (44) defines the correlation map for \( Q \) qubits, involving \( 3Q \) classical bits.

The quantum condition on \( \rho \) is essential for the possibility to realize arbitrary density matrices by classical correlation functions. The main point may be demonstrated for \( Q = 2 \) by a matrix with \( \rho_{03} = 1, \rho_{01} = 1, \rho_{33} = -1 \), with all other \( \rho_{ij} \) vanishing. Obviously, it cannot be realized by classical correlation functions since \( \langle s_3^{(1)} s_3^{(2)} \rangle = -1 \) is incompatible with \( \langle s_3^{(1)} \rangle = 1, \langle s_3^{(2)} \rangle = 1 \). While \( \rho_{02} = 3 \) is obeyed, the matrix \( \rho = \text{diag}(1,1,1,1,-1) \) has a negative eigenvalue and therefore does not obey the quantum condition.

It is important that the operator \( L_{kl} = L_{k0} P_{kl} \) can be associated with a matrix product of commuting quantum operators. The expectation value \( \text{tr}(L_{kl} \rho) = \text{tr}(L_{k0} L_{l0} \rho) \) can be seen as the quantum correlation of the quantum
observables $s_k^{(1)}$ and $s_k^{(2)}$. (We use $s_k$ for classical spins and $S_k$ for quantum spins.) Quantum correlations for noncommuting observables may violate Bell’s inequality. In this case they cannot be represented by classical correlation functions. Since $\rho_{kl}$ involves different quantum spins the associated quantum spin operators $L_{k0}$ and $L_{0l}$ indeed commute, such that Bell’s inequalities are obeyed for this pair. In contrast, quantum correlations for different components of the same spin, as $\langle s_k^{(1)} s_l^{(1)} \rangle$, $k \neq l$, involve a noncommuting operator product $L_{k0} L_{0l}$. These quantum correlations are not represented by classical correlation functions. We conclude that correlation map (44) is not in conflict with Bell’s inequalities. Inversely, the information on the classical correlation function $\langle s_k^{(1)} s_l^{(1)} \rangle$, $k \neq l$, cannot be computed from $\rho$. The necessary statistical information involves the environment and is not part of the quantum subsystem. Similar to Fig. 2 this classical correlation lies outside the quantum subsystem. It obeys Bell’s inequalities, but is of no relevance for the quantum subsystem.

The realization of the correlation map (44) as a valid bit-quantum map needs completeness, as discussed below. While the reduction to $3Q$ classical bits for $Q$ qubits is striking, the reader should keep in mind that the cost is not trivial. For the exact representation of a density matrix one needs $2^{2Q} - 1$ correlation functions. If all of them have to be stored in memory during a calculation, the needed memory space increases dramatically for large $Q$. One may hope, however, that not all details of the density matrix are relevant for practical computations, making some approximation to $\rho$ sufficient. If the correlation map is complete, and if efficient algorithms for the handling of correlations for $3Q$ classical bits can be found, it is not excluded that the BPP computational complexity class contains the BPQ class, which would be striking. This issue is beyond the scope of this paper.

3. Restrictions on classical correlations and quantum condition

A key ingredient for the realization of a bit-quantum map is completeness. Every possible density matrix $\rho$ needs to have at least one realization in terms of the probabilistic information for the classical statistical system. Completeness ensures that all possible states of the quantum system can be reached in principle. If, in addition, all unitary operations can be realized for a given number $Q$ of qubits, the classical statistical system can perform universal quantum computations for this number of qubits. For the bit-quantum map (44) completeness requires that all values of elements

$$\rho_{\mu_1 \mu_2 \ldots \mu_Q} = \langle s_{\mu_1}^{(1)} s_{\mu_2}^{(2)} \ldots s_{\mu_Q}^{(Q)} \rangle$$

that are consistent with the quantum condition can indeed be realized by the corresponding classical correlation functions. Since classical correlation functions obey restrictions, this property is not automatic. We will present arguments that the correlation map (44) is indeed complete, while a formal proof is not yet achieved.

We start with $Q = 2$ and generalize subsequently to arbitrary $Q$. Classical correlation functions of two Ising spins $s_1$ and $s_2$ have to be realized by a positive probability distribution. They obey the necessary and sufficient conditions

$$|\langle s_1 \rangle| \leq 1, \quad |\langle s_2 \rangle| \leq 1, \quad |\langle s_1 s_2 \rangle| \leq 1,$$

$$-1 + |\langle s_1 \rangle + \langle s_2 \rangle| \leq |\langle s_1 s_2 \rangle| \leq 1 - |\langle s_1 \rangle - \langle s_2 \rangle|. \quad (46)$$

In our setting this translates to bounds for the coefficients $\rho_{\mu \nu}$. For all pairs $(k, l)$ they have to obey

$$|\rho_{kl}| \leq 1, \quad |\rho_{0l}| \leq 1, \quad |\rho_{k|l}| \leq 1,$$

$$-1 + |\rho_{k0} + \rho_{0l}| \leq \rho_{kl} \leq 1 - |\rho_{k0} - \rho_{0l}|. \quad (47)$$

We want to show that every density matrix (21) which obeys the quantum condition automatically obeys the inequalities (47) for every pair $(k, l)$. There is therefore no obstruction from relations of the type (46) to realize an arbitrary density matrix by a suitable probability distribution for the Ising spins.

The proof uses the possibility to make basis changes for quantum systems. In every basis all diagonal elements $\rho_{\alpha \alpha}$ of a positive density matrix obey $\rho_{\alpha \alpha} \geq 0$. This can be exploited to establish the inequalities (47). Let us consider for an arbitrary pair $(k, l)$ the three generators $L_{k0}$, $L_{0l}$ and $L_{kl}$. They commute and can therefore be diagonalized simultaneously. The entries of these diagonal matrices are the eigenvalues $\pm 1$. In the basis where both $L_{k0}$ and $L_{0l}$ and therefore also $L_{kl}$ are diagonal, the diagonal elements of $\rho$ can be associated with the probabilities $p_{++}$, $p_{+-}$, $p_{-+}$, $p_{--}$ to find for $(L_{k0}, L_{0l})$ the eigenvalues $(+, +)$, $(+, -)$, $(-, +)$ and $(-, -)$. Indeed, $p_{++}$ is defined as the sum over all diagonal elements $\rho_{\alpha \alpha}$ for which $L_{k0}$ and $L_{0l}$ both have the eigenvalue one, and similar for the other combinations. The positivity of the density matrix implies $\rho_{\alpha \alpha} \geq 0$ for every $\alpha$ separately - it is at this place where the quantum condition enters crucially. Thus $p_{++}$, $p_{+-}$, $p_{-+}$ and $p_{--}$ are all positive semidefinite. The normalization $tr(\rho) = 1$ implies $p_{++} + p_{+-} + p_{-+} + p_{--} = 1$, such that the set $(p_{++}, p_{+-}, p_{-+}, p_{--})$ has all properties of a probability distribution. In this diagonal basis eq. (25) yields

$$\rho_{k0} = tr(L_{k0} \rho) = p_{++} + p_{+-} - p_{-+} - p_{--},$$

$$\rho_{0l} = tr(L_{0l} \rho) = p_{++} - p_{+-} + p_{-+} - p_{--},$$

$$\rho_{kl} = tr(L_{kl} \rho) = p_{++} - p_{-+} + p_{--} - p_{--}. \quad (48)$$

The relations (47) follow from eq. (48) for every probability distribution $(p_{++}, p_{+-}, p_{-+}, p_{--})$.

For six Ising spins the constraints (46) on the two-point correlation functions and expectation values have to hold for any arbitrary pair of spins. This is indeed guaranteed by the positivity of the density matrix. The question arises if the constraints (46) are the only ones on the level of expectation values and two-point correlations. (There will be additional constraints involving higher order correlation functions that are not important for $Q = 2$.) In other words, this question asks if the constraints (46) for arbitrary spin pairs are sufficient in the sense that for every
choice of correlation functions obeying these constraints at least one associated probability distribution can be found that realizes those expectation values and correlations. If the constraints (46) are sufficient, the completeness of the correlation map is established. On the other hand, if further constraints on the level of expectation values and two-point functions would exist, the completeness of the correlation map may involve further properties of the density matrix, or may not be given. For the time being we have not found such additional constraints on the classical correlation functions, but we have not proven either that the constraints are sufficient. Our working hypothesis is that the correlation map is complete.

It is straightforward to construct explicitly classical probability distributions realizing particular entangled quantum states, as the maximally entangled state (37). This can be found in Appendix A where we explicitly establish the classical probability distributions for selected families of entangled quantum states, and discuss further a few general aspects of the correlation map.

The setting generalizes in a straightforward way to an arbitrary number $Q$ of quantum spins. The classical $n$-point functions employed in eq. (45) obey constraints similar to eq. (46), translating to constraints on the elements of the density matrix analogous to eq. (47). One has to establish that the positivity of the density matrix ensures these constraints. All constraints on the classical correlation functions arise from the requirement of an underlying positive probability distribution. On the other hand, every set of classical correlation functions obeying the constraints can be realized by a suitable probability distribution. For finite $M$ there is an invertible map between the space of probability distributions and the space of classical correlation functions.

It is sufficient to show that the positivity of the density matrix allows for the definition of suitable positive probability distributions such that the elements $\rho_{\mu_1...\mu_Q}$ can be obtained as appropriate correlations computed from these probability distributions. Then the constraints on classical correlation functions are obeyed by $\rho_{\mu_1...\mu_Q}$. In analogy to eq. (46) for $Q = 2$ we concentrate on the correlation function $\langle s_{k_1}^{(1)} s_{k_2}^{(2)} ... s_{k_Q}^{(Q)} \rangle$ for a given set $(k_1, k_2, ..., k_Q)$, together with the sets of correlation functions for which some of the $s_{k_i}^{(j)}$ are replaced by one. All constraints for this particular set arise from the necessary positive probability distributions determining these correlations. It is sufficient that a positive probability distribution exists for the classical subsystem for which all Ising spins different from the selected $s_{k_i}^{(j)}$ are integrated out.

In analogy to $Q = 2$ we show that these constraints are obeyed for all correlations corresponding to a positive density matrix. For any arbitrary given set $(k_1, k_2, ..., k_Q)$ one chooses a basis where all $Q$ generators $L_{k_1, 00...0}, L_{k_2, 00...0}, ..., L_{00...0 k_Q}$ (one index $k_i = 1, 2, 3$, all other indices 0) are diagonal. This is possible since these generators commute. In the same basis all products of these generators are diagonal as well. The diagonal elements $\rho_{\alpha \alpha}$ in this basis permit the definition of probabilities to find for these $Q$ selected operators the values $+1$ or $-1$. The positivity of $\rho_{\alpha \alpha}$ ensures again the positivity of these probabilities. In consequence, the elements $\rho_{\mu_1 \mu_2 ... \mu_Q}$ with $\mu_i$ either zero or $k_i$ obey the constraints for the correlation functions of the selected set of $Q$ two-level observables.

These constraints are necessary constraints for the classical correlation functions $\langle s_{\mu_1}^{(1)} s_{\mu_2}^{(2)} ... s_{\mu_Q}^{(Q)} \rangle$ with $\mu_i = 0$ or $k_i$. This follows by “integrating out” the spins $s_{k_i}^{(j)}$ for $l \neq k_i$, thereby establishing positive probability distributions for classical subsystems consisting of $Q$ classical spins. Since the choice of $Q$ generators by the set $(k_1 ... k_Q)$ is arbitrary, one establishes a set of constraints for $n$-point functions for $Q$ spins with $n \leq Q$, and arbitrary selections of the spins $s_{k_1}^{(1)}, s_{k_2}^{(2)}, ..., s_{k_Q}^{(Q)}$. These constraints hold both for the set of correlation functions for the sets of $Q$ classical spins and for the associated elements of the density matrix.

In order to show completeness of the correlation map one finally needs to establish that the sets of constraints on $n$-point function for arbitrary subsets $(k_1 ... k_Q)$ of selected spins are sufficient for the existence of an “overall probability distribution” for $3Q$ classical spins that realizes all these correlations. For the time being a proof of the sufficiency of the discussed constraints on the classical level is not available. We will in the following assume that for every positive density matrix the correlation functions (45) can be realized by a classical probability distribution. Typically, this overall classical probability distribution will not be unique since correlation functions for $m$ spins with $m > Q$ are not specified. It is sufficient to establish the existence of at least one overall probability distribution.

4. Properties of bit-quantum maps

Our construction defines a “bit-quantum-map” as a map from a subset of probability distributions for Ising spins to a positive quantum density matrix. The subset is defined by suitable expectation values and classical correlations obeying the quantum condition. The bit-quantum map should be complete. It is, however, not invertible - different probability distributions for Ising spins realize the same density matrix. On the other hand, for a complete map every quantum density matrix can be realized by a suitable probability distribution for Ising spins. The bit-quantum map is a map from the probabilistic information about classical bits or Ising spins to the probabilistic information about qubits or quantum spins, as encoded in the quantum density matrix. It is possible whenever the most general quantum density matrix can be constructed from classical expectation values and correlations which obey the restrictions of the type (46).

More precisely, a general map from the probability distribution for Ising spins to the density matrix $\rho$ is defined by eq. (40), with $\sigma_{\mu_1 \mu_2 ... \mu_Q}$ observables that can be expressed in terms of classical Ising spins. This map is a bit-quantum map if arbitrary $\rho_{\mu_1 \mu_2 ... \mu_Q}$ observables consistent with the quantum condition can be realized by expectation values of the observables $\sigma_{\mu_1 \mu_2 ... \mu_Q}$ for suitable classical probability distributions. Different bit-quantum maps are distin-
guished by different associations of observables $\sigma_{\mu_1...\mu_Q}$ to Ising spins or products thereof. Examples are the correlation map (44) and the map (40) for independent spins for each $\sigma_{\mu_1...\mu_Q}$.

There are many intermediate possibilities of bit-quantum maps between the correlation map and the map associating each $\sigma_{\mu_1...\mu_Q}$ to an independent Ising spin. For example, we may replace in the correlation map for $Q = 2$ for some of the $\sigma_k$ the correlation function $\langle s_k^{(1)} s_k^{(2)} \rangle$ by an independent Ising spin $s_k$. If the correlation map is complete, this defines a new bit-quantum map, since the condition $|\langle s_k \rangle| \leq 1$ is weaker than the restriction on the classical correlation function. Not every map that defines $\rho$ by expectation values of $\sigma_{\mu_1...\mu_Q}$ is a bit-quantum map. For example, we can define for two quantum spins a different map by replacing in the map $\rho_{\mu\nu} = \langle s_\mu^{(1)} s_\nu^{(2)} \rangle$ the element $\rho_{22}$ by $-\langle s_2^{(1)} s_2^{(2)} \rangle$, while leaving all other elements as before. This is not a bit-quantum map since the matrix $\rho$ defined in this way is not positive. Positivity requires that for $\rho_{20} = 1$, $\rho_{02} = 1$ only $\rho_{22} = 1$ is possible. For classical Ising spins the expectation values $\langle s_2^{(1)} \rangle = 1$, $\langle s_2^{(2)} \rangle = 1$ require for the classical correlation $\langle s_2^{(1)} s_2^{(2)} \rangle = 1$. This contradicts the association $\rho_{22} = -\langle s_2^{(1)} s_2^{(2)} \rangle$.

V. Unitary transformations by maps of probability distributions

This section discusses maps of classical statistical probability distributions for Ising spins that realize unitary transformations for the density matrix of appropriate quantum subsystems. If the quantum conditions for the subsystem are obeyed, arbitrary unitary transformations can be induced by non-linear transformations of the probability distributions. Linear transformations of the probability distributions only realiaze a subset of unitary transformations. As particular examples for linear transformations of probability distributions we discuss the standard computing with random operations, as well as unique jump operations or cellular automata. We emphasize that the transformation of the probability distribution between layers of a neural network needs not to be linear, such that restrictions arising from the linearity of the transformation do not apply in general.

1. Unitary quantum transformations by maps of probability distributions for classical bits

Unitary transformations are compatible with the quantum condition. For $\rho(t)$ obeying the quantum condition, also $\rho(t + \epsilon) = U \rho(t) U^\dagger$ obeys the quantum condition. For a complete bit-quantum map every quantum density matrix $\rho(t)$ can be obtained from suitable probability distributions $\{p_\tau(t)\}$ for Ising spins. As a consequence, every $U$ can be realized by a map from a probability distribution $\{p_\tau(t)\}$ realizing $\rho(t)$, to a different probability distribution $\{p_\tau(t + \epsilon)\}$ which realizes $\rho(t + \epsilon)$. The existence of the map from $\{p_\tau(t)\}$ to $\{p_\tau(t + \epsilon)\}$ can be visualized from Fig. 1 if one replaces the classical density matrices $\rho'$ by probability distributions (that consist of the diagonal elements of $\rho'$, see sect. VI), and interprets $S(t)$ as this map. The map between probability distributions is not unique, since the probability distributions $\{p_\tau(t + \epsilon)\}$ realizing a given $\rho(t + \epsilon)$ are not unique.

The possible realization of an arbitrary unitary transformation by a suitable map of classical probability distributions is a central finding of the present work. For all bit-quantum maps, which allow to obtain arbitrary $\rho$ obeying the quantum condition from suitable classical statistical probability distributions, all unitary transformations of $\rho$ can be realized by suitable maps of classical probability distributions. If the required maps of the classical probability distributions can be realized in practice, universal quantum computing can be performed.

In particular, we can construct the space of $\rho_{\mu\nu}$ which realize pure quantum states by starting from a given pure state density matrix $\rho^{(0)}$ and applying unitary transformations. For $\rho^{(0)}$ we may take the pure state $\rho_{30} = \langle s_3^{(1)} \rangle = 1$, $\rho_{03} = \langle s_3^{(2)} \rangle = 1$, $\rho_{33} = \langle s_3^{(1)} s_3^{(2)} \rangle = 1$, with all other $\rho_{\mu\nu}$ vanishing. This correlation function is realized if $p_\tau = 0$ for all states with $s_3^{(1)} = -1$ or $s_3^{(2)} = -1$, and equal probabilities for all states with $s_3^{(1)} = s_3^{(2)} = 1$, see appendix A. (This construction of $\rho^{(0)}$ is easily generalized to an arbitrary number of qubits $Q$.) All pure state wave functions can be obtained from the one associated to $\rho^{(0)}$ by a suitable $U$. This holds up to the overall phase of the wave function $\psi$ which drops out in $\rho$, and up to a discrete transformation $\psi \rightarrow \psi^*$, $\rho \rightarrow \rho^*$, which in turn can be represented by a map among the classical probabilities. Thus, up to complex conjugation, one can obtain all pure state density matrices by unitary transformations from $\rho^{(0)}$. Since every pure state density matrix can be realized by a suitable classical probability distribution for Ising spins, there exist maps between probability distributions that realize an arbitrary unitary transformation of a pure quantum state.

At this stage we have established the existence of a map $p_\tau(t) \rightarrow p_\tau(t + \epsilon)$ for any arbitrary unitary transformation of the quantum subsystem. We have not specified its properties. In general, it may be a complicated non-linear map. In some cases, as for artificial neural networks learning the map, knowledge of its precise form is not needed and may be not of much interest. On the other hand, one may want to derive particular maps between probability distributions that realize tasks of quantum computing. In the following we will concentrate on maps between classical statistical probability distributions that have a clear prescription for their realization. We first discuss the standard approach to probabilistic computing in terms of transition probabilities. In the next section we discuss static memory materials which open a wider approach for the transmission of probabilistic information by computational steps.

2. Computing with random operations

One way of probabilistic computing transforms a given spin configuration $\tau$ to another spin configuration $\sigma$ with
a probability $W_{\sigma\tau}$,
\[
W_{\sigma\tau} \geq 0, \quad \sum_{\sigma} W_{\sigma\tau} = 1. \tag{49}
\]

In practice this may be done by using some type of random number, whose value decides to which state $\sigma$ a given state $\tau$ is transformed. If at $t$ the probability to find a state $\tau$ is given by $p_\tau(t)$, the probability distribution at $t + \epsilon$ obeys the linear relation
\[
p_\rho(t + \epsilon) = W_{\rho\tau}(t) p_\tau(t). \tag{50}
\]
For positive transition probabilities $W_{\rho\tau}$ the positivity of $p_\rho(t + \epsilon)$ is guaranteed for arbitrary positive $p_\tau(t)$. For restricted $p_\tau(t)$ positive $p_\rho(t + \epsilon)$ may be compatible with negative elements $W_{\tau\rho}$, but the interpretation as transition probabilities is lost and a practical realization is not obvious.

We are interested in the question which unitary transformations for a quantum subsystem can be realized by a random operation of the type (50). A unitary transformation of the density matrix amounts to a linear map for the coefficients
\[
\rho'_z = b_{zy} \rho_y, \tag{51}
\]
where $\rho'_z$ stands for $\rho_z(t + \epsilon)$ and $\rho_y$ for $\rho_y(t)$ (and similarly for $\rho'_\rho$ and $p_\tau$). A matrix $b$ representing a unitary transformation obeys constraints - if the $b_{zy}$ obey the conditions for a pure quantum state, this has to hold for $\rho'_z$ as well. Our question asks which $b_{zy}$ obeying these constraints can be realized by the linear map
\[
p'_\rho = W_{\rho\tau} p_\tau. \tag{52}
\]
With
\[
\rho_z = d_{z\tau} p_\tau, \quad \rho'_z = d'_{z\tau} p_\tau = d_{z\rho} \rho'_\rho \tag{53}
\]
the transition probabilities $W_{\rho\tau}$ and the matrix elements of $b$ have to obey
\[
d'_{z\tau} = d_{z\rho} W_{\rho\tau} = b_{zy} d_{y\tau}. \tag{54}
\]

For those unitary transformations that can be realized by eq. (52) the relation (54) does not fix $W_{\rho\tau}$ uniquely. A suitable $W_{\rho\tau}$ can be inferred by extending the sets of correlation functions $\rho_z$ and $\rho'_z$ to complete full sets of correlation functions by adding, rather arbitrarily, a sufficient number of additional correlations. The map between a complete set of correlation functions and the probabilities $p_\tau$ is invertible, such that the coefficients $W_{\rho\tau}$ are uniquely fixed in this case. The large freedom in the choice of $W_{\rho\tau}$ arises from the large variety of possible extensions to complete sets of correlation functions.

The class of unitary transformations that can be realized by the “random computation steps” (52) is restricted by the properties of the matrix $W$. The transition probabilities $W_{\tau\rho}$ are elements of a nonnegative matrix $W$, and for a finite number of Ising spins $M$ the matrix $W$ has finite dimension $2^M$. Finite-dimensional nonnegative matrices have a largest set of eigenvalues $\lambda_i$. The second equation (49) implies $\sum_\tau p'_\tau = \sum_\tau p_\tau$, such that the largest eigenvalues obey $|\lambda_i| = 1$. Indeed, if the largest eigenvalues would be $|\lambda_i| < 1$, the transformation $p_\tau^{(m)} = (W^m)_{\tau\rho} p_\rho$ would lead to vanishing $p_\tau^{(m)} = 0$ for $m \to \infty$. Similarly, for $|\lambda_i| > 1$ some $p_\tau^{(m)}$ would exceed one or become negative for large enough $m$. This contradicts the fact that the $p_\tau^{(m)}$ form a valid probability distribution for all $m$.

If all eigenvalues of $W$ are maximal eigenvalues with $|\lambda_i| = 1$, one concludes that $W$ is an orthogonal matrix and therefore a unique jump operation. The operation is then deterministic rather than probabilistic - for every $\rho$ one element $W_{\tau\rho} = W(\rho,\tau)$ equals one, whereas all other elements $W_{\tau\rho}$ for $\tau \neq \tau(\rho)$ are zero. The configuration $\rho$ is mapped uniquely to the configuration $\tau(\rho)$. This is the type of operations that we have discussed in sects. II and III.

For genuine probabilistic operations some of the eigenvalues of $W$ have absolute magnitude smaller than one. By suitable regular transformations one may render $W$ block diagonal, one block with eigenvalues $|\lambda_i| = 1$, and the other block with eigenvalues $|\lambda_i| < 1$. By arguments similar to the ones above only the first block is involved for unitary transformations of the quantum subsystems. The maximal eigenvalues obey $\lambda = \exp(2\pi i k_i/h_i), 0 \leq k_i \leq h_i$, with periods $h_i$. The maximal period $\bar{h} = N = 2^M$ can only be realized by unique jump operators. Only unitary transformations with at most the maximal period can be achieved. We conclude that linear random maps between probability distributions that realize unitary transformations with period larger than $2^M$ can only be implemented by linear transformations (52) with some of the coefficients $W_{\tau\rho}$ being negative, or by non-linear transformations. Linear transformations (56) involving some negative elements $W_{\tau\rho}$ do not yield a valid positive probability distribution $\{p'_\rho\}$ for arbitrary probability distributions $\{p_\rho\}$. They could, however, map an arbitrary probability distributions $\{p_\rho\}$ obeying the quantum conditions to other probability distributions $\{p'_\rho\}$ obeying the quantum conditions.

For positive $W$ the linear transformations (50) are standard Markovian chains. The unitary transformations that can be realized by such chains can be classified to be a subset of those that can be realized by cellular automata. These are transformations that have a maximal period $2^M$, as described in some detail in refs. [28, 29]. This is in contrast to more general transformations for which arbitrary unitary transformations can be realized. We emphasize that the more general transformations do not involve memory effects. Knowledge of the probabilities $p_\tau(t)$ at $t$ is sufficient for determining at $t + \epsilon$ the probabilities according to any one of the (non-unique) maps that realize a given quantum operation.

3. Unitary transformations by unique jump operations

While for every bit-quantum map arbitrary transformations of $\rho$ can be realized by maps between classical probability distributions, which are a general form of probabilis-
tic computing, this does not hold for deterministic manipulations of the Ising spins. In particular, the realization of matrix elements $\rho_z$ by correlation functions imposes new restrictions which unitary quantum operators can be realized by deterministic Ising spin operations.

Let us first consider simple permutations and sign changes of the Ising spins. Maps on Ising spins induce corresponding maps on correlation functions. For the example of two quantum spins the map $s_i^{(1)} \leftrightarrow s_l^{(1)}$ induces the map $\rho_{10} \leftrightarrow \rho_{01}$ as well as $(s_i^{(1)}, s_j^{(2)}) \leftrightarrow (s_j^{(1)}, s_i^{(2)})$ or $\rho_{1k} \leftrightarrow \rho_{k1}$. For maps consistent with this restriction we can take over the previous discussion in sect. III by replacing the spins $s_k$ by products $s_k^{(1)} s_l^{(2)}$. Both $s_k$ and $s_k^{(1)} s_l^{(2)}$ can only take values $\pm 1$, such that $s_{kl} = s_k^{(1)} s_l^{(2)}$ can be considered as a composite Ising spin.

The single-spin quantum operations (14) are consistent with this “compositeness restriction”. Indeed, for $Q = 2$ the transformation of $s_{kl}$ is the same as $s_k^{(1)} s_l^{(2)}$. The same holds for the permutation $s_k^{(1)} s_l^{(2)} \leftrightarrow s_l^{(1)} s_k^{(2)}$. This extends to $Q$ spins. These quantum operations can be realized in a simple way by transformations on the $3Q$ classical Ising spins $s_k^{(m)}$.

The issue of a possible realization of the CNOT-gate (20) by operations on the statistical information for six classical Ising spins is more complicated. As for any unitary transformation we have shown above that maps between probability distributions for Ising spins exist that realize eq. (38) and therefore the CNOT gate. For our economical realization of the $Q$-qubit density matrix by probabilities for $3Q$ Ising spins and appropriate correlation functions we can answer positively the conceptual question if the CNOT-gate or arbitrary unitary transformations of the quantum system can be realized by a change of the probability distribution for Ising spins. The crucial practical question remains if such a change of probability distributions can be realized in a practical way.

We investigate in appendix B the question if the CNOT-gate can be realized by a unique jump operation which amounts to a deterministic manipulation of Ising spins. A direct investigation finds that no unique jump operation exists that realizes the map (37) for arbitrary probability distributions. The question if such an operation is possible on the restricted set of probability distributions obeying the quantum constraint has not yet found a full answer. We discuss this issue in appendix B as well.

4. Infinitesimal unitary transformations and Hamilton operator

It is instructive to consider for $Q = 2$ infinitesimal unitary transformations ($\tilde{\varepsilon}_{\mu\nu}$, real)

$$U = 1 + i \tilde{\varepsilon}_{\mu\nu} L_{\mu\nu},$$

(55)

inducing an infinitesimal change of the density matrix

$$U \rho U^\dagger = \rho + \frac{i}{2} \tilde{\varepsilon}_{\mu\nu} \rho_{\mu\nu} [L_{\mu\nu}, L_{\nu\mu}] \rho_{\mu\nu} = \rho + \frac{1}{2} \tilde{\varepsilon}_{\mu\nu} \rho_{\mu\nu} \tilde{\varepsilon}_{\mu\nu} L_{\lambda\sigma} \rho_{\lambda\sigma}.$$

(56)

Here the real coefficients $\tilde{\varepsilon}$ are related to the structure constants of $SU(4)$ by

$$[L_{\mu\nu}, L_{\tau\rho}] = 2i \tilde{\varepsilon}_{\mu\nu} \rho_{\tau\rho} L_{\lambda\sigma}.$$

(57)

Eq. (56) determines the infinitesimal change of the coefficients $\delta \rho_{\lambda\sigma}$.

If we express $\rho_{\lambda\sigma}$ by expectation values of correlation functions this amounts to a map of correlation functions. In turn, for arbitrary real infinitesimal $\tilde{\varepsilon}_{\mu\nu}$ the infinitesimal change of the expectation values and correlations,

$$\delta \rho_{\lambda\sigma} = \delta (s_k^{(1)} s_{l}^{(2)}),$$

(58)

needs to be expressed by a suitable change of the probability distribution. The non-vanishing components of $\tilde{\varepsilon}$ read

$$\tilde{\varepsilon}_{k\mu l\nu m\sigma} = \tilde{\varepsilon}_{k\mu l\nu m\sigma} = \tilde{\varepsilon}_{k\mu l\nu m\sigma} = \tilde{\varepsilon}_{k\mu l\nu m\sigma} = \tilde{\varepsilon}_{k\mu l\nu m\sigma}.$$

(59)

The changes required for a unitary transformation of $\rho$ are therefore

$$\delta (s_k^{(1)} s_l^{(2)}),$$

$$\delta (s_l^{(1)} s_k^{(2)}),$$

(60)

The quantum condition for the expectation values $\langle s_k^{(1)} \rangle$, $\langle s_l^{(2)} \rangle$, and $\langle s_k^{(1)} s_l^{(2)} \rangle$ guarantees that $\langle s_k^{(1)} + \delta s_k^{(1)} \rangle$, $\langle s_l^{(2)} + \delta s_l^{(2)} \rangle$, and $\langle (s_k^{(1)} + \delta s_k^{(1)})(s_l^{(2)} + \delta s_l^{(2)}) \rangle$ also obey the quantum condition. The latter ones therefore obey the constraints (46) or (47). This is not easily visible directly from eq. (60).

If the ratio $\tilde{\varepsilon}_{\mu\nu}/\epsilon$ remains finite as the distance between steps $\epsilon = \epsilon' - \epsilon$ goes to zero, the continuum limit yields the von Neumann equation

$$\partial_t \rho = \frac{1}{2\epsilon} (\rho (t + \epsilon) - \rho (t - \epsilon)) = -i [H(t), \rho (t)],$$

(61)

with Hamiltonian operator

$$H = - \frac{\tilde{\varepsilon}_{\mu\nu}}{\epsilon} L_{\mu\nu}.$$

(62)

For $\tilde{\varepsilon}_{\mu\nu} \to 0$ the period of $U$ diverges to infinity. Infinitesimal transformations can therefore be realized by random operations of the type (50), or by the subclass of unique jump operations, only for an infinite number of Ising spins $M \to \infty$. This may not be surprising, since non-trivial continuous functions require an infinite number of bits for their precise characterization. On the other hand, for any complete bit-quantum map infinitesimal unitary transformations can be realized for finite $M$ if arbitrary changes of the classical probability distributions are admitted. In this case the continuous change of functions exploits the continuous probability distributions.
VI. Static memory materials

Concerning practical realizations of quantum jumps by classical Ising spins we have so far mainly discussed deterministic operations on the Ising spins that are associated to unique jump operations. (An exception are the stochastic chains (50).) We have not yet discussed the general realization of the probabilistic aspects, as the probabilistic quantum constraints or probabilistic operations for computational steps. For a quantum computer the dynamical behavior of quantum spins in time or space realizes automatically these probabilistic aspects. In the same way, classical statistical systems can also implement the probabilistic aspects of a computation by the dynamical behavior of Ising spins. This may happen for the time evolution of Ising spins, or for generalized equilibrium states with $t$ a position variable. In this way no explicit random number generator is needed for probabilistic computation. Nature does this job by being probabilistic itself.

In this section we begin the discussion of probabilistic computing operations by investigating static memory materials. These are generalized Ising models for which part of the boundary information is transported into the bulk. The variable $t$ corresponds then to the position of hypersurfaces. The transport of probabilistic information from one hypersurface to the next one is governed by the transfer matrix or step evolution operator [28, 29].

The generalized Ising models in a static (generalized equilibrium) state are by far not the only possible implementations of probabilistic computing. They offer, however, a definite framework since all aspects can be treated by standard methods of equilibrium classical statistics, or be numerical simulations [30]. More general settings for probabilistic computing could be realized, for example, by artificial neural networks. They will be discussed in sect. VII.

1. Generalized Ising models

A possible way to realize a change of classical probability distributions employs the change of local probabilities in generalized Ising models. We take discrete $t$-points on a one-dimensional lattice with lattice distance $\epsilon$. On each point $t$ we place $M$ classical Ising spins $s_\gamma(t)$, $\gamma = 1, \ldots, M$. The probability for an arbitrary configuration of all classical spins $\{s_\gamma(t)\}$ is given by

$$ w[s] = \exp(-S_{cl}[s]) b(s_{in}, s_{fj}), $$

with normalized partition function

$$ Z = \int \mathcal{D}s \, w[s] = 1. $$

The classical action

$$ S_{cl}[s] = \sum_{t=t_{in}}^{t_{fj}} \mathcal{L}(s_\gamma(t + \epsilon), s_\gamma(t); t) $$

describes interactions between spins on neighboring layers. The boundary term $b$ involves only the spins at the initial boundary $s_{\gamma, in} = s_\gamma(t_{in})$ and final boundary $s_{\gamma, f} = s_\gamma(t_{f})$, where $t_{in} \leq t \leq t_{f}$. If $b$ is positive for all configurations of $s_{in}$ and $s_{fj}$, the probabilities $w[s]$ are all positive semidefinite for real $S_{cl}$. The “functional integral” $\int \mathcal{D}s$ denotes the sum over all spin configurations, such that eq. (64) ensures the proper normalization of the probability distribution $w$.

A given $\mathcal{L}(t)$ will be associated with a quantum gate at $t$. A sequence of different quantum gates will employ different $\mathcal{L}(t)$ on different $t$-layers. The factor $\exp(-S_{cl})$ can be written as a product of factors $\exp(-\mathcal{L}(t))$. This will be reflected in the multiplication of transformations performed by different gates. As an example, for a given $t$ the factor $\exp(-\mathcal{L}(t))$ can represent a restricted Boltzmann machine with $M$ visible and $M$ hidden nodes, provided that $\mathcal{L}(t)$ is of the form

$$ \mathcal{L}(t) = -a_\gamma(t) s_\gamma(t + \epsilon) - b_\gamma s_\gamma(t) - W_\gamma s_\gamma(t) s_\gamma(t + \epsilon) s_\delta(t). $$

The generalized Ising model represents then a chain of such Boltzmann machines coupled sequentially, with visible nodes of one layer playing the role of the hidden nodes at the next layer. We do not discuss here a possible learning of the coefficients $a$, $b$, $W$ for the optimization of given tasks, but rather consider fixed values (that may be the result of a training process). Another example are cellular automata for which $\mathcal{L}(t)$ diverges for all neighboring spin configurations that do not correspond to the particular map of configurations of the automaton at $t$. We will not impose here any restrictions on the form of $\mathcal{L}(t)$.

A “local probability distribution” at $t$ obtains by “integrating out” all spins at sites $t' \neq t$

$$ p(t) = p[s_\gamma(t)] = \prod_{t' \neq t} \prod_\gamma \sum_{s_\gamma(t') = \pm 1} w[s]. $$

It associates to each configuration of local spins $\{s_\gamma(t)\}$ a probability, with

$$ Z = \prod_\gamma \sum_{s_\gamma(t) = \pm 1} p[s_\gamma(t)] = 1. $$

If the local probability distribution $p(t)$ obeys the quantum constraint, we can associate to it a quantum density matrix $\rho(t)$ according to eq. (43).

Consider now the local probability distribution $p(t + \epsilon)$ on a neighboring $t$-layer. If it obeys again the quantum condition we define the quantum density matrix $\rho(t + \epsilon)$. The map from $p(t)$ to $p(t + \epsilon)$ is a map between probability distributions for Ising spin configurations, as discussed in the preceding sections. It induces a map between density matrices, $\rho(t) \rightarrow \rho(t + \epsilon)$, provided the quantum condition is preserved. This map will depend on the choice of $\mathcal{L}(t)$ in eq. (65). We are interested in models where the transformation is unitary, $\rho(t + \epsilon) = U(t) \rho(t) U(t)^\dagger$. Such models can realize “static memory materials” [28, 29]. If the density matrix $\rho(t_{in})$ at the initial boundary is non-trivial, the information in $\rho(t_{in})$ cannot be lost by a unitary evolution. It is still present in $\rho(t)$ for arbitrary positions $t$. The “bulk” keeps memory of the boundary conditions.
2. Unitary quantum operations by static memory materials

For simplicity, we restrict the discussion here to two quantum spins, \( Q = 2 \), and to the bit-quantum map involving classical correlations (43). Extensions to arbitrary \( Q \) are conceptually straightforward.

We consider a chain of Ising spins \( s_k^{(m)}(t) = s_\gamma(t) \), with six Ising spins \( s_\gamma(t) = (s_k^{(1)}(t), s_k^{(2)}(t)) \) at every point \( t \) on the chain. Simple deterministic spin operations can be realized by \( \mathcal{L}(t) \) inducing unique jumps. As an example we consider

\[
\mathcal{L}(t) = -\beta \left\{ s_1^{(1)} s_3^{(1)} + s_3^{(1)} s_1^{(1)} - s_2^{(1)} s_2^{(1)} + \sum_k s_k^{(2)} s_k^{(2)} - 6 \right\},
\]

(69)

where \( s_\gamma' \) stands for \( s_\gamma(t + \epsilon) \) and \( s_\gamma \) for \( s_\gamma(t) \). For

\[
s_1^{(1)} = s_3^{(1)}, \quad s_3^{(1)} = s_1^{(1)}, \quad s_2^{(1)} = -s_1^{(1)}, \quad s_2^{(2)} = s_2^{(2)}, \quad (70)
\]

one has \( \mathcal{L}(t) = 0 \). If \( s_\gamma' \) deviates from the values (70) one has

\[
\mathcal{L}(t) = 2m\beta,
\]

(71)

with \( m \) a positive (non-zero) integer. Consider now the limit \( \beta \to \infty \). For all configurations of \((s_\gamma', s_\gamma)\) for which \( m > 0 \) the factor \( \exp(-\mathcal{L}(t)) \) in eqs. (63), (65) vanishes. The probability \( w[s] \) for such a configuration is zero, such that all configurations with non-zero probability must indeed obey eq. (70). This realizes the single-spin unitary Hadamard gate (11), (12) for \( S^{(1)} \).

For \( \beta \to \infty \) the generalized Ising model therefore realizes a “unique jump operation” which associates to every configuration of spins at \( t \) a unique configuration of spins at \( t + \epsilon \), similar to cellular automata [38–41]. If \( p(t) \) obeys the quantum condition such that \( p(t) \) is positive, \( p(t + \epsilon) = U(t)p(t)U^\dagger(t) \) obtains by the map of probabilities \( p(t) \to p(t + \epsilon) \) induced by the spin transformations (70). Other simple spin transformations can be constructed in a similar way. For example, the spin exchange \( s_k^{(1)} = s_k^{(2)} \), \( s_k^{(2)} = s_k^{(1)} \) corresponding to the unitary transformation (32) is realized, for \( \beta \to \infty \), by

\[
\mathcal{L}(t) = -\beta \left( s_k^{(1)} s_k^{(2)} + s_k^{(2)} s_k^{(1)} - 6 \right).
\]

(72)

A sequence of unitary transformations \( U_3 U_2 U_1 \) can be realized by a sequence \( \mathcal{L}_1(t), \mathcal{L}_2(t + \epsilon), \mathcal{L}_3(t + 2\epsilon) \) realizing \( U_1, U_2 \) and \( U_3 \), respectively.

The limit \( \beta \to \infty \) may be associated to the zero temperature limit (limit of vanishing ratio temperature/excitation gap). This limit does not lead to unique jump operations for arbitrary forms of \( \mathcal{L}(t) \). As an example we may consider

\[
\mathcal{L}(t) = -\beta \left\{ s_1^{(1)} s_3^{(2)} + s_3^{(2)} s_1^{(1)} + s_1^{(1)} s_2^{(2)} + s_2^{(2)} s_1^{(1)} + s_1^{(1)} s_1^{(1)} + s_1^{(1)} s_1^{(1)} + s_1^{(1)} s_1^{(1)} - s_1^{(1)} s_1^{(1)} \right\},
\]

(73)

It is chosen to resemble in some aspects the CNOT gate (20), (38). We observe that not all fifteen terms in the sum can equal one. This is due to the minus sign for the eleventh term equal one requires \( \mathcal{L}(t) \) and twelfth term. Having the ninth and eleventh term both can equal one. This is due to the minus sign for the eleventh term.

\( \gamma \) stands for \( \beta = \frac{1}{2} \), \( \gamma = \frac{1}{2}, \frac{3}{2} \), respectively. For unique jump operations the computation of \( \mathcal{L}(t) \) from \( p(t) \) is easy - every state \( \tau \) at \( t + \epsilon \) corresponds precisely to one state \( \tau' \) at \( t + \epsilon \), inducing a map \( p_\tau(t + \epsilon) = p_\tau(t) \). The generalization to arbitrary \( \mathcal{L}(t) \) needs an “evolution law” how \( p(t + \epsilon) \) is related to \( p(t) \). In general, no simple

3. Classical density matrix

For unique jump operations the computation of \( p(t + \epsilon) \) from \( p(t) \) is easy - every state \( \tau \) at \( t + \epsilon \) corresponds precisely to one state \( \tau' \) at \( t + \epsilon \), inducing a map \( p_\tau(t + \epsilon) = p_\tau(t) \). The generalization to arbitrary \( \mathcal{L}(t) \) needs an “evolution law” how \( p(t + \epsilon) \) is related to \( p(t) \). In general, no simple
form of such an evolution law can be formulated in terms of
the local probabilities alone. The appropriate formulation
is the quantum formalism for classical statistics [28, 29].
It extends the local probabilistic information to a classical
density matrix \( \rho'(t) \) with elements \( \rho'_{\tau\tau}(t) \). Similar to
quantum mechanics the local probabilities are the diagonal
elements of \( \rho' \), \( p_\tau(t) = \rho'_{\tau\tau}(t) \). We consider here an
arbitrary number \( M \) of Ising spins \( s_\gamma(t), \gamma = 1, \ldots, M \),
such that the number of “classical states” \( \tau \) is given by
\( 2^M \), and \( \rho' \) is a real \( 2^M \times 2^M \)-matrix. The classical density
matrix obeys a linear evolution law
\[
\rho'(t + \epsilon) = S(t)\rho'(t)S^{-1}(t),
\]
with the step evolution operator \( S(t) \) corresponding to the
transfer matrix in a particular normalization. The step
evolution operator can be computed from \( L(t) \).

In order to briefly recapitulate this quantum formalism
for classical statistics we consider in eq. (63) a boundary
term of the product form
\[
b(s_{in}, s_f) = f_{in}(s_{in}) \bar{f}_f(s_f).
\]
The classical wave function \( f(t) \) obtains by integrating out
the Ising spins at \( t' < t \),
\[
f(t) = \int Ds(t_{in} \leq t' < t) \exp \left( -\sum_{t' < t} L(t') \right) f_{in}(s_{in}).
\]
This wave function depends only on the local spins \( s_\gamma(t) \).
It obeys a linear evolution law
\[
f(t + \epsilon) = \int Ds(t) \exp (-L(t)) f(t).
\]
Similarly, for the conjugate classical wave function \( \bar{f}(t) \) one
integrates out the spins at \( t' > t \)
\[
\bar{f}(t) = \int Ds(t < t' \leq t_f) \exp \left( -\sum_{t' \geq t} L(t') \right) \bar{f}_f(s_f).
\]
Again, it depends on \( s_\gamma(t) \) and obeys a linear evolution law
\[
\bar{f}(t - \epsilon) = \int Ds(t) \exp (-L(t - \epsilon)) \bar{f}(t).
\]
The local probability distribution is a bilinear of the clas-
sical wave functions
\[
p(t) = f(t)\bar{f}(t).
\]
We may distinguish the argument of \( \bar{f}(t) \) from the one of \( f(t) \), choosing \( \bar{s}(t) \) for \( \bar{f}(t) \). The classical density matrix
\[
\rho(t) = f(s(t))\bar{f}(\bar{s}(t))
\]
depends then on the two sets of local spins \( s \) and \( \bar{s} \). With
this differentiation the density matrix is associated to an
integration of all spins at \( t' \leq t \), and we can reinsert gen-
eral boundary conditions \( b(s_{in}, s_f) \). The local probability
distribution \( p(t) \) obtains from the “diagonal elements” of
\( \rho(t) \) for which \( s(t) \) is identified with \( s(t) \).

In the occupation number basis \([28]\) we can define basis
functions \( h_\tau(s) \) that equal one precisely for the spin con-
figuration that corresponds to \( \tau \), and are zero otherwise.
The classical wave functions are expanded as
\[
\bar{f}(s(t)) = \bar{q}_\tau(t) h_\tau(s(t)),
\]
\[
\bar{f}(\bar{s}(t)) = \bar{q}(t) h_\tau(\bar{s}(t)).
\]
Bilinear can be expanded as
\[
\rho(t) = h_\tau(s(t))\rho'_{\tau\rho}(t)h_\rho(s(t)),
\]
\[
L(t) = h_\tau(s(t + \epsilon))M_{\tau\rho}(t)h_\rho(s(t)).
\]
This yields the transfer matrix \( \bar{S} \)
\[
\exp (-L(t)) = h_\tau(s(t + \epsilon))\bar{S}_{\tau\rho}(t)h_\rho(s(t)),
\]
with positive semidefinite elements
\[
\bar{S}_{\tau\rho}(t) = \exp (-M_{\tau\rho}(t)).
\]
We choose the additive normalization in \( L(t) \) such that
the largest absolute value of eigenvalues of \( \bar{S}(t) \) equals one.
With this normalization \( L(t) \) becomes the step evolution
operator. From eq. (85) we infer the important restriction
that \( S(t) \) is a nonnegative matrix. All matrix elements \( S_{\tau\rho} \)
are positive real numbers or vanish.

In the occupation number basis the evolution laws for
the wave vectors \( \bar{q} \) and \( \bar{q} \) are linear matrix equations
\[
\bar{q}(t + \epsilon) = \bar{S}(t)\bar{q}(t),
\]
\[
\bar{q}(t) = \bar{q}(t + \epsilon)S(t).
\]
Solutions obey the superposition principle familiar from
quantum mechanics. Initial conditions of the type (75)
realize “pure classical states” with a product form of the
classical density matrix
\[
\rho'_{\tau\rho} = \bar{q}_\tau(t)\bar{q}_\rho(t).
\]
Translating eqs. (77), (79), (81) to the occupation number
basis yields the matrix equation (74) which generalizes to
arbitrary initial conditions. This linear evolution equation
will be the basic equation for our approach to probabilis-
tic computation. It requires local probabilistic information
beyond the local probabilities \( p_\tau(t) \). In general, the com-
putation of \( p_\tau(t + \epsilon) \) requires knowledge of diagonal as well
as off-diagonal elements of \( \rho'(t) \).

A unique jump step evolution operator \( S(t) \) has precisely
one element equal to one in each row and column, while all
other elements vanish. This is realized, for \( \beta \to \infty \), by
our examples (69) and (72), or by eq. (70) for \( \gamma = 0.1 \).
Unique jump evolution operators are orthogonal matrices,
\( S^T S = 1 \). They do not change the length of the classical
wave vector,
\[
\bar{q}_\tau(t + \epsilon) = S_{\tau\rho}(t)\bar{q}_\rho(t),
\]
by mapping each element \( \bar{q}_\tau(t) \) to precisely one element
\( \bar{q}_\tau(t + \epsilon) \), and similar for the conjugate wave function.
Correspondingly, each local probability \( p_\tau(t) = \rho'_{\tau\tau}(t) =
\bar{q}_\tau(t)\bar{q}_\tau(t) \) (no sum over \( \tau \) here) is mapped to precisely one
\( p_\tau(t + \epsilon) \).
4. Loss of memory

For a discussion of step evolution operators that are not unique jump operators we first investigate a system with four states $\tau$, $M = 2$, and consider the particular step evolution operator

$$ S_P = \frac{1}{2} \begin{pmatrix} 0 & 1 & 1 & 0 \\ 1 & 0 & 0 & 1 \\ 1 & 0 & 0 & 1 \\ 0 & 1 & 1 & 0 \end{pmatrix}. $$

(89)

The eigenvalues of $S_P$ are

$$ \lambda_1 = 1, \quad \lambda_2 = -1, \quad \lambda_3 = \lambda_4 = 0, $$

(90)

with (unnormalized) eigenfunctions

$$ q^{(1)} = \begin{pmatrix} 1 \\ 1 \\ 1 \\ 1 \end{pmatrix}, \quad q^{(2)} = \begin{pmatrix} 1 \\ -1 \\ -1 \\ 1 \end{pmatrix}, \quad q^{(3)} = \begin{pmatrix} 1 \\ 0 \\ 0 \\ -1 \end{pmatrix}, \quad q^{(4)} = \begin{pmatrix} 0 \\ 1 \\ -1 \end{pmatrix}. $$

(91)

For an arbitrary wave function $\tilde{q}(t)$ the wave function $q(t + \epsilon) = S(t)\tilde{q}(t)$ is a linear combination of only $q^{(a)} = \frac{1}{2}(q^{(1)} + q^{(2)})$ and $q^{(b)} = \frac{1}{2}(q^{(1)} - q^{(2)})$. The memory of information contained in the subspace spanned by the two combinations $q^{(3)}(t)$ and $q^{(4)}(t)$ is erased. Applying once more $S(t+\epsilon) = S_P$ one obtains a jump $q^{(a)}(t+2\epsilon) = q^{(b)}(t+\epsilon)$, $q^{(b)}(t+2\epsilon) = q^{(a)}(t + \epsilon)$. This amounts to a unique jump operation for a subspace.

The erase of memory is a limiting case of a more smooth loss of memory of boundary conditions. For

$$ S = \begin{pmatrix} 0 & w & u & 0 \\ u & 0 & 0 & w \\ w & 0 & 0 & u \\ 0 & u & w & 0 \end{pmatrix}, \quad w = 1 - u, \quad 0 \leq u \leq 1, $$

(92)

the eigenvalues are $\lambda_{1,2} = \pm 1$, $\lambda_{3,4} = \pm i(1 - 2u)$. After $P$-steps with equal $S$, $\tilde{q}(t + Pe) = S^P\tilde{q}(t)$, the eigenvectors to $\lambda_3$ and $\lambda_4$ are suppressed by a factor $(1 - 2u)^P$. For $u$ not too close to the boundaries at $u = 0, 1$, and sufficiently large $P$, the part of the memory of boundary conditions stored in the corresponding eigenvectors $q^{(3)}$ and $q^{(4)}$ is effectively lost, and only the memory in the space of eigenvectors $q^{(1)}$ and $q^{(2)}$ survives. For $u \neq 1/2$ the step evolution operator $S$ is invertible. We may consider eq. (89) as the limit of eq. (92) for $u$ approaching $1/2$. In this limit $S$ acts as a projector on a subspace, combined with an exchange of $q^{(a)}$ and $q^{(b)}$.

In the other limit of $u$ close to zero or one the loss of information is only slow. Many steps with equal $S$ would be needed before a substantial part of the boundary information is lost. The small quantities $u$ or $w$ may be considered as “errors” in a deterministic computation. This extends to more general “approximate unique jump operators”. Our approach may be used as a formalism to deal with a probabilistic error in deterministic computations.

The matrix $S_P$ can be used for a simple demonstration that knowledge of the local probabilities $p_\tau(t)$ is insufficient for the computation of $p_\tau(t + \epsilon)$. Let us assume that $S(t)$ is given by $S_P$, while $S(t' < t)$ and $S(t' > t)$ are unknown step evolution operators. The loss of memory also occurs for the conjugate wave function $\bar{q}$, such that $q(t) = \bar{q}_a(t)q^{(a)} + \bar{q}_b(t)q^{(b)}$ or $q_4(t) = \bar{q}_3(t)$, $\bar{q}_3(t) = \bar{q}_4(t)$. At $t$ the four probabilities are $p_1(t) = q_1(t)\bar{q}_1(t)$, $p_2(t) = q_2(t)\bar{q}_2(t)$, $p_3(t) = q_3(t)\bar{q}_3(t)$ and $p_4(t) = q_4(t)\bar{q}_4(t)$, while at $t + \epsilon$ one has $p_1(t + \epsilon) = q_1(t + \epsilon)(\bar{q}_1(t) + \bar{q}_3(t))/2$, $p_2(t + \epsilon) = q_2(t + \epsilon)(\bar{q}_2(t) + \bar{q}_4(t))/2$, $p_3(t + \epsilon) = q_3(t + \epsilon)(\bar{q}_3(t) + \bar{q}_4(t))/2$, $p_4(t + \epsilon) = q_4(t + \epsilon)(\bar{q}_2(t) + \bar{q}_3(t))/2$. In general, $p_\tau(t + \epsilon)$ cannot be computed from $p_\tau(t)$ alone - the four components $\bar{q}_a(t+\epsilon)$ are needed. Only if we assume $\bar{q}_1(t+\epsilon) = \bar{q}_3(t+\epsilon)$ and $\bar{q}_2(t+\epsilon) = \bar{q}_4(t+\epsilon)$, induced, for example, by a factor $S(t + \epsilon)$ given by eq. (89), the situation changes. Now $\bar{q}(t+\epsilon)$ is computable from $\bar{q}(t)$, $\bar{q}_1(t+\epsilon) = \bar{q}_3(t+\epsilon) = \bar{q}_4(t)$, $\bar{q}_2(t+\epsilon) = \bar{q}_3(t+\epsilon) = \bar{q}_4(t)$. In this case the step evolution operator (89) generates a map of probabilities

$$ p_1(t + \epsilon) = p_4(t + \epsilon) = \frac{1}{2}(p_2(t) + p_3(t)), $$

$$ p_2(t + \epsilon) = p_3(t + \epsilon) = \frac{1}{2}(p_1(t) + p_4(t)). $$

(93)

More generally, for invertible $S$, as for eq.(92), the computation of $p_\tau(t + \epsilon)$ from the local statistical information at $t$ needs knowledge of all elements of the classical density matrix according to eq. (74). Information about the local probabilities $p_\tau(t)$ is not sufficient.

Classical statistical systems with a complete or partial transport of boundary information into the bulk may appear somewhat unfamiliar. They correspond to step evolution operators for which a certain number of elements vanishes. We have concentrated on those $S$ that actually can be used for purposes of computing. There are, of course, also many statistical systems for which the boundary information is rapidly lost in the bulk. An example is given by the step evolution operator

$$ S = \frac{1}{3} \begin{pmatrix} 1 & 1 & 1 & 0 \\ 1 & 1 & 0 & 1 \\ 1 & 0 & 1 & 1 \\ 0 & 1 & 1 & 1 \end{pmatrix}. $$

(94)

The eigenvalues are $\lambda_1 = 1$, $\lambda_2 = \lambda_3 = 1/3$, $\lambda_4 = -1/3$. A sequence $S^P$ projects for large $P$ onto the unique equipartition state $\tilde{q} \sim (1, 1, 1, 1)$, amounting to a complete loss of boundary information. The interaction (73) with $\gamma = 2$, $\delta = 0$, $\Delta = 10$ realizes a block diagonal step evolution operator, with blocks given by eq. (94).

5. Preparation of quantum conditions

For a quantum subsystem the associated classical statistical probability distribution $\{p_\tau\}$ has to obey the quantum conditions. The general solution of the quantum constraints are genuinely probabilistic, i.e. some probabilities $p_\tau$ differ from one or zero. The question arises how to realize in practice a genuinely probabilistic distribution $p_\tau(t)$. 
One possibility involves the use of many different initial conditions with occurrence determined by random numbers, such that appropriate weights determine the wanted expectation values for the initial quantum density matrix $\rho(t_{in})$. Another, perhaps more interesting, possibility enforces a single distribution $\tau_{in}$ of Ising spins at $t_{in}$. At $t_{in}$ the probability distribution obeys then $p_{\tau_{in}}(t_{in}) = 1$, $p_{\tau_{\neq \tau_{in}}}(t_{in}) = 0$. For $t > t_{in}$ further inside the bulk a genuinely probabilistic $\{p_r(t)\}$ may then be achieved by the probabilistic nature of the information transport encoded in the step evolution operator $S$. This requires $S$ to be different from a unique jump operator.

For a given computational purpose one may “initialize” the system by preparing at $t_{in} > t_{in}$ a quantum density matrix $\rho(t_{in})$ by a sequence of step evolution operators $S_{in} = S(t_{in} - \epsilon) \ldots S(t_{in} + \epsilon)S(t_{in})$, starting from a fixed probability distribution $\{p(t_{in})\}$. The latter may reflect a single spin configuration at $t_{in}$. The role of $S_{in}$ can be twofold. First, it may enforce that $\{p_r(t_{in})\}$ obeys the quantum conditions even if this does not hold for $\{p_r(t_{in})\}$. Second, it may realize a genuinely probabilistic distribution $\{p_r(t_{in})\}$ even if $\{p_r(t_{in})\}$ corresponds to a single spin configuration $\tau_{in}$. The second part is automatic whenever $S_{in}$ is not a chain of unique jump operators. For the first role we present next a simple example.

One may employ the projector $S_P$ in eq. (89) for “preparing” a quantum state at $t + \epsilon$ even if $\{p_r(t)\}$ does not obey the quantum conditions. Consider three Ising spins and the $8 \times 8$ matrices

$$S(t + \epsilon) = S(t) = \hat{S}_P, \quad \hat{S}_P = \begin{pmatrix} S_P & 0 \\ 0 & S_P \end{pmatrix}. \quad (95)$$

One obtains $\hat{q}_3(t + \epsilon) = \hat{q}_2(t + \epsilon), \hat{q}_4(t + \epsilon) = \hat{q}_1(t + \epsilon), \hat{q}_7(t + \epsilon) = \hat{q}_6(t + \epsilon), \hat{q}_8(t + \epsilon) = \hat{q}_5(t + \epsilon)$, and similar relations for $\hat{q}_r(t + \epsilon)$. This results in relations for the local probabilities

$$p_3(t + \epsilon) = p_2(t + \epsilon), \quad p_4(t + \epsilon) = p_1(t + \epsilon), \quad p_7(t + \epsilon) = p_6(t + \epsilon), \quad p_8(t + \epsilon) = p_5(t + \epsilon). \quad (96)$$

Using the numbering of states after eq. (4), and the quantum density matrix defined by eqs. (6), (5), this yields

$$p_1(t + \epsilon) = p_+ (t + \epsilon) - p_-(t + \epsilon), \quad p_+ = p_5 + p_6 + p_7 + p_8, \quad p_- = p_1 + p_2 + p_3 + p_4. \quad (97)$$

and

$$p_2(t + \epsilon) = p_3(t + \epsilon) = 0. \quad (98)$$

The quantum condition $p_2p_3 \leq 1$ is obeyed since $0 \leq p_+ \leq 1, \; 0 \leq p_- \leq 1$ implies

$$|p_1(t + \epsilon)| \leq 1. \quad (99)$$

This holds for arbitrary boundary conditions. A pure state is realized for $\hat{q}_1(t) = \hat{q}_2(t) = \hat{q}_3(t) = \hat{q}_4(t) = 0$ or $\hat{q}_5(t) = \hat{q}_6(t) = \hat{q}_7(t) = \hat{q}_8(t) = 0$, such that either $p_+(t + \epsilon)$ or $p_-(t + \epsilon)$ equals one. Other quantum states, e.g. with $|p_1| \leq 1$ or $|p_2| \leq 1$, can be prepared by similar projection operators.

As an example, we may start at $t_{in}$ with a fixed spin configuration $s_1(t_{in}) = 1, s_2(t_{in}) = s_3(t_{in}) = -1$, or $p_3(t_{in}) = 1, p_2 \neq 0(t_{in}) = 0$, e.g. $\tau_{in} = 5$. According to eq. (8) one has $p_1(t_{in}) = 1, p_2(t_{in}) = p_3(t_{in}) = 1$. At $t_{in}$ one has $p_2p_3 = 3$, and the quantum condition (9) for a single quantum spin is violated. In the next step, at $t_{in} = t_{in} + \epsilon$, the probabilities $p_r' = p_r(t_{in} + \epsilon)$ read

$$p_0' = p_1' = \frac{1}{2}, \quad p_1' = p_2' = p_3' = p_4' = p_5' = p_6' = 0. \quad (100)$$

This implies $p_2(t_{in}) = p_3(t_{in}) = 0, p_1(t_{in}) = 1$. The quantum condition (9) is obeyed at $t_{in}$. Thus, $S_{in} = S(t_{in}) = \hat{S}_P$ “prepares a pure quantum state, starting at $t_{in}$ from a classical probability distribution that does not describe a quantum subsystem. The role of $\hat{S}_P$ is easy to understand. It does not change the value of $s_1$. If $s_2$ and $s_3$ have the same sign, it produces equal probabilities for the configuration $|\uparrow\uparrow\rangle$ and $|\downarrow\downarrow\rangle$ for $s_2$ and $s_3$ at $t + \epsilon$, independently of the relative weight for $|\uparrow\downarrow\rangle$ and $|\downarrow\uparrow\rangle$ for $s_2$ and $s_3$ at $t$. Similarly, if the sign of $s_2$ and $s_3$ is opposite at $t$, it produces at $t + \epsilon$ equal probabilities for $|\uparrow\downarrow\rangle$ and $|\downarrow\uparrow\rangle$. In short, $\hat{S}_P$ erases the memory of the difference between the states $|\uparrow\downarrow\rangle$ and $|\downarrow\uparrow\rangle$, as well as $|\uparrow\uparrow\rangle$ and $|\downarrow\downarrow\rangle$, for $s_2$ and $s_3$. This loss of memory prepares the quantum state, with the associated uncertainty relations appropriate for a single quantum spin. We observe that $\hat{S}_P$ maps an arbitrary fixed spin configuration at $t$ to a pure quantum state for the quantum subsystem at $t + \epsilon$.

Replacing $\hat{S}_P$ by $S(u)$ in eq. (92), with $u$ not too far away from 1/2, results after a few steps in a similar loss of memory and (approximate) preparation of a quantum subsystem. Such an approximate preparation of a quantum subsystem may be used by nature for quantum computations by neurons, or by artificial neuronal networks. “Learning” may enhance the capabilities of producing quantum subsystems and performing unitary operations if parameters in the step evolution operators can be adapted according to success or failure of trials.

6. Bit-quantum map for density matrices

For general step evolution operators the information in the classical density matrix $\rho'(t)$ is needed for a computation of the quantum density matrix at $t + \epsilon$. If the off-diagonal elements of $\rho'(t)$ play a role for the computation of the probabilities $p_+(t + \epsilon)$, the formulation of the bit-quantum map should be based on the classical density matrix $\rho'$, rather than invoking only the local classical probabilities $p_r$.

The parameters $\rho_2$, which parametrize the quantum density matrix, can be computed from the classical density matrix as

$$\rho_2(t) = \text{tr} \left( A_{\epsilon, z}(t) \rho'(t) \right), \quad (101)$$

with $A_{\epsilon, z}$ appropriate “classical” operators. For the example of a single qubit realized by three classical Ising spins, the three operators $A_{\epsilon, z}$ are
can be realized if one admits arbitrary transformations of sect. II for the eight classical states τ.

We define a linear bit-quantum map from the classical density matrix ρ to the quantum density matrix ρ by

\[ \rho = 2^{-Q} \left[ 1 + L_z \text{tr} \left( A'_{(z)} \rho' \right) \right] = \rho(\rho'). \]  

(102)

Eq. (102) defines the map ρ' = f(ρ) shown in Fig. 1. If this map is complete, arbitrary unitary transformations of ρ can be realized if one admits arbitrary transformations of ρ', as easily visible from Fig. 1. One the other hand, if the transformations of ρ' are restricted by eq. (74), the possible realizations of unitary quantum transformations are limited by the properties of S.

For M classical bits and Q qubits this is a linear map from real \( 2^M \times 2^M \)-matrices to hermitian \( 2^Q \times 2^Q \)-matrices,

\[ \rho(\alpha \rho_1' + \beta \rho_2') = \alpha \rho(\rho_1') + \beta \rho(\rho_2'). \]  

(103)

If ρ_t is some "classical realization" of the quantum density matrix ρ_t, ρ(ρ_t) = ρ_t, and similarly ρ(ρ_t) = ρ_t, a classical realization for the linear combination αρ_1 + βρ_2 is provided by αρ_1' + βρ_2'. We recall that the map ρ(ρ') is not invertible - many classical realizations of a given quantum density matrix exist. In appendix C we briefly discuss some consequences of the linearity of the bit-quantum map for the realization of unitary quantum operations by suitable step evolution operators.

While the map (102) can be defined for arbitrary ρ', a positive quantum density matrix is obtained only for those ρ' for which the quantum condition holds. If ρ_1 and ρ_2 obey the quantum constraint, the linear combination αρ_1 + βρ_2 obeys the quantum constraint only under restrictions for the coefficients, e.g. \( 0 \leq \alpha \leq 1, \beta = 1 - \alpha \).

Incidentally, the quantum subsystem is an example for a subsystem in classical statistics that is not obtained by simply integrating out some of the states τ. The construction (102) can be extended to subsystems of quantum systems. Replacing ρ' by a density matrix in quantum mechanics constitutes an example for a subsystem in quantum mechanics that is not obtained by a partial trace.

The definition (101) yields for the quantum density matrix at \( t + \epsilon \)

\[ \rho_z(t + \epsilon) = \text{tr} \left( A_{(z)}' \rho'(t + \epsilon) \right) = \text{tr} \left( A_{(z)}' S(t) \rho'(t) S^{-1}(t) \right) = \text{tr} \left( S^{-1}(t) A_{(z)} S(t) \rho'(t) \right) = \text{tr} \left( B_{(z)}' \rho' \right). \]  

(104)

Here we have used eq. (74) and

\[ B_{(z)}' = S^{-1}(t) A_{(z)} S(t). \]  

(105)

In general, the operators \( B_{(z)}' \) are not diagonal even for diagonal \( A_{(z)}' \), such that off-diagonal elements of the classical density matrix ρ'(t) are needed for a determination of \( \rho_z(t + \epsilon) \). This clearly demonstrates the need to go beyond the local probabilities \( p_\tau(t) \) and underlines the key role of the classical density matrix.

VII. Probabilistic computing

In this section we propose a general formalism for probabilistic computing. It is based on the concept of the classical density matrix. This formalism goes beyond the usual procedure of performing different possible deterministic operations with certain probabilities, e.g. realized by random number generators, as described by the random operations or Markov chains in eq. (50). Deterministic computing and quantum computing correspond to particular limits of our formalism. More general cases may provide models for important aspects of neural networks, neuromorphic computing or computing by biological processes as for the brain.

A first central ingredient for the formalism are sequences of computational steps, either in time or in space or in some abstract space as layers of neural networks. The second central ingredient is a description of individual computational steps by a linear equation for the classical density matrix which contains the probabilistic information. Systems with these ingredients cover a large space of computational possibilities. They are not the most general ones, however. Non-linear transformations of the classical density matrix are not included in the approach of this section.

1. Formalism for probabilistic computing

The basic quantity for our formalism of probabilistic computing is the classical density matrix ρ'(t). It contains the probabilistic information available at a given value of the variable t which orders the sequence of computational steps. The initial information is encoded in ρ'(t_in), and we label the steps by \( t = t_{in} + n \epsilon \) with positive integers n. We may set \( \epsilon = 1 \), or equal to a basic time interval or position spacing if we want to use other units for t. A computational step maps ρ'(t) to ρ'(t + \( \epsilon \)). After a certain number of steps the probabilistic information is read out from ρ'(t) at some particular t. We work with M classical bits or Ising spins at each location \( t \). The classical density matrix is then a real \( 2^M \times 2^M \)-matrix, with matrix elements \( \rho'_{\tau \rho} \), \( \tau, \rho = 1, \ldots, 2^M \). We associate the basis states τ with the \( 2^M \) configurations of Ising spins, but the use of some other basis is possible as well [29]. The local probabilities \( p_\tau(t) \) are given by the diagonal elements ρ'_{\tau\tau}(t),

\[ p_\tau(t) = \rho'_{\tau\tau}(t) \geq 0, \text{ tr} \rho'(t) = \sum_\tau p_\tau(t) = 1. \]  

(106)

The positivity of the diagonal elements and the normalization (106) have to hold for all t. We have seen in the preceding section how the classical density matrix arises naturally in generalized Ising models. Using the occupation number basis for the generalized Ising models all elements of \( \rho'(t) \) obey \( \rho'_{\tau \rho} \geq 0 \). In this section we take a more general approach and only require the property (106).

A computational step is a linear map from \( \rho'(t) \) to \( \rho'(t + \epsilon) \) as specified by the step evolution operator \( S(t) \),

\[ \rho'(t + \epsilon) = S(t) \rho'(t) S^{-1}(t). \]  

(107)

We consider here regular matrices \( S(t) \), taking singular matrices as limiting cases. Different computational steps or
"gates" are realized by different $S(t)$. For convenience, the step evolution operator is normalized such that the leading eigenvalues obey $|\lambda_i| = 1$. (The overall multiplicative normalization of $S$ drops out in eq. (107).) We observe that $\text{tr}(\rho'(t)) = 1$ is preserved for arbitrary regular $S$, while the conditions $\rho'_\tau(t) \geq 0$, $\rho'_\tau(t + \epsilon) \geq 0$ impose restrictions on the possible form of $S$. These restrictions guarantee that a local probability distribution $p_\tau(t)$ is mapped to another local probability distribution $p_\tau(t + \epsilon)$, as characteristic for a typical step in probabilistic computing. For generalized Ising models in the occupation number basis the evolution equation (107) arises naturally, with $S(t)$ a nonnegative matrix. We will be here more general and admit arbitrary linear maps of probability distributions (107), only requiring compatibility of $S(t)$ with the condition (106) for all $t$.

While generalized Ising models constitute simple realizations of probabilistic computing, there is no need to assume this setting for the general case. For example, there is no good reason why in a neural network the transport of information from one layer to the next should follow the restrictions of a generalized Ising models. In particular, for time dependent processes many forms of maps of probability distributions can be imagined.

Within the general class of step evolution operators that respect the condition (106) we can identify simple limiting cases. Deterministic computing is realized if $S(t)$ are unique jump operators. All unique jump operators are compatible with eq. (106). We also may consider the particular case where $\rho'(t)$ is a positive matrix (all eigenvalues $\lambda \geq 0$). The eigenvalues of $\rho'(t)$ are not changed by the evolution (107), such that the condition (106) is maintained for arbitrary regular $S(t)$. The special case of orthogonal $S(t)$, $S^T S = 1$, realizes generalized quantum computing. The familiar unitary transformations correspond to a unitary subgroup of $SO(2^M)$ which is specified by some appropriate complex structure. Unique jump operators are orthogonal. Approximate unique jump operators can account for errors in a deterministic computation. In general, they will not be orthogonal anymore.

For a general step evolution operator $S(t)$ the map of the probabilistic information $\rho'(t) \rightarrow \rho'(t + \epsilon)$ cannot be expressed as a map of local probabilities $\{p_\tau(t)\} \rightarrow \{p_\tau(t + \epsilon)\}$. Let two different $\rho'_1(t)$ and $\rho'_2(t)$, which have the same diagonal elements $p_\tau(t) = \rho'_1(\tau,t) = \rho'_2(\tau,t)$, be mapped by eq. (107) to $\rho'_1(\tau,t + \epsilon)$ and $\rho'_2(\tau,t + \epsilon)$, respectively. The diagonal elements of $\rho'_1(\tau,t + \epsilon)$ can differ from the diagonal elements of $\rho'_2(t + \epsilon)$. In general, the off-diagonal elements of $\rho'(t)$ matter for the computation of the diagonal elements of $\rho'(t + \epsilon)$, excluding the existence of a map of local probabilities. Maps of local probabilities require step evolution operators for which the diagonal elements of $\rho'(t + \epsilon)$ only depend on the diagonal elements of $\rho'(t)$.

This is realized for (no index sums here)

$$S_{\tau\rho}(t)S^{-1}_{\sigma\tau}(t) = W_{\tau\rho}(t)\delta_{\rho\sigma},$$

such that

$$p_\tau(t + \epsilon) = W_{\tau\rho}(t)p_\rho(t).$$

The condition (108) is sufficient for implementing the map (109) for arbitrary $p_\rho(t)$. Summing eq. (108) over $\tau$ yields

$$\sum_{\tau} W_{\tau\rho} = 1,$$

which, in turn, ensures the normalization $\sum_{\tau} p_\tau(t + \epsilon) = 1$. All unique jump operators obey eq. (108). For general step evolution operators $S(t)$ the matrices $A^{(\tau)}$, which have for fixed $\tau$ the elements

$$A^{(\tau)}_{\sigma\rho} = S_{\tau\rho}^{-1} S^{-1}_{\sigma\tau},$$

are not diagonal. Then

$$p_\tau(t + \epsilon) = \rho'_\tau(t + \epsilon) = \text{tr} \left( A^{(\tau)} / \rho'(t) \right)$$

involves the off-diagonal elements of $\rho'(t)$ and cannot be written in the form (50).

2. Subsystems

One often encounters situations where the information processing in subsystems becomes largely independent of the "environment". Only partial information from $\rho'(t)$ is used for the subsystem. This is typical for the computing in biological systems. Having as input a very large number of pixels from "pictures taken by the eye", the information used for decision making has to be highly concentrated.

We model this concentration process by the density matrix $\rho$ for subsystems, generalizing the bit-quantum map (102). The possible density matrices for the subsystem are spanned by traceless $R \times R$-matrices $L_z$,

$$\rho = R^{-1} (1 + \rho_z L_z) \tag{113}$$

where the set of $L_z$ is assumed to be complete in the sense that every density matrix of the subsystem can be written in the form (113) for suitable real coefficients $\rho_z$. For quantum subsystems one has $R = 2^Q$ and $L_z$ are the hermitian generators of $SU(2^Q)$. We require that for all $z$ the diagonal elements of $\rho$ can be associated with probabilities in the subsystem,

$$\bar{\rho}_z(t) = \rho_z(t) \geq 0, \quad \text{tr}(\rho(t)) = 1. \tag{114}$$

The map from $\rho'(t)$ to $\rho(t)$ associates the coefficients $\rho_z(t)$ to expectation values of suitable classical operators $A'_{(z)}$:

$$\rho_z(t) = \text{tr} \left\{ A'_{(z)} \rho'(t) \right\}. \tag{115}$$

The set of these expectation values specifies the subsystem. For a given set $A'_{(z)}$ the condition (114) imposes constraints on the classical density matrices $\rho'(t)$ that are compatible with the subsystem. They correspond to the quantum conditions discussed previously, but are weaker if we do not demand that $\rho$ is a positive matrix. It is sometimes convenient to extend the set of $L_z$,

$$L_z = L_z / R \quad \text{for} \quad z \neq 0,$$

$L_0 = 1/R$. With $\text{tr}(\rho') = 1$, eq. (113) can be written equivalently as

$$\rho = \bar{\rho}_z L_z, \tag{116}$$
where the sum includes now \( z = 0 \), with \( \tilde{\rho}_0 = 1 \), \( \tilde{\rho}_z = \rho_z \) for \( z \neq 0 \).

The construction (113), (115) defines a wide class of possible subsystems. The often encountered partial traces of \( \rho' \) are a particular case. Partial tracing is possible if the index \( \tau \) can be written as a double index, \( \tau = (\alpha, \lambda) \), \( \rho = (\beta, \sigma) \). A possible subsystem is defined by a partial trace

\[
\rho_{\alpha\beta} = \sum_{\sigma} \rho'_{\alpha\sigma, \beta\sigma}.
\]

This subsystem corresponds in eq. (116) to

\[
\bar{L}_z = L_{ab}, \quad (\bar{L}_{ab})_{\alpha\beta} = \delta_{\alpha\alpha} \delta_{\beta\beta} ;
\]

and

\[
(\bar{A}'_{(ab)})_{\alpha\lambda, \beta\sigma} = \delta_{\alpha\beta} \delta_{\lambda\alpha} \delta_{\lambda\sigma} ,
\]

where the \( R^2 \) generators \( \bar{L}_z \) are labeled by \( \bar{A}_{ab} \), and similar for \( \bar{A}'_{(z)} \). One infers

\[
\rho_{ab} = \text{tr} (\bar{A}'_{(ab)} \rho') = \delta_{\alpha\beta} \delta_{\lambda\alpha} \delta_{\lambda\sigma} (\rho')_{\beta\sigma, \alpha\lambda} = \rho_{\alpha\sigma, \beta\sigma} ,
\]

such that eq. (116) yields indeed the subtrace (117). Subtraces correspond to summations over “unobserved” spin configurations. Our setting for subsystems is more general.

The step evolution transfers from \( \rho' \) to \( \rho \),

\[
\rho(t + \epsilon) = R^{-1} \left[ 1 + L_z \text{tr} \left\{ A'_{(z)}(t) \rho'(t + \epsilon) \right\} \right] = R^{-1} \left[ 1 + L_z \text{tr} \left\{ A'_{(z)}(t) S(t) \rho'(t) S^{-1}(t) \right\} \right] = R^{-1} \left[ 1 + L_z \text{tr} \left\{ B'_{(z)}(t) \rho'(t) \right\} \right] = R^{-1} \left[ 1 + \rho_z(t + \epsilon) L_z \right] ,
\]

with

\[
B'_{(z)}(t) = S^{-1}(t) A'_{(z)}(t) S(t) ,
\]

and

\[
\rho_z(t + \epsilon) = \text{tr} \left\{ B'_{(z)}(t) \rho'(t) \right\} = \langle B'_{(z)}(t) \rangle .
\]

The subsystem is closed, in the sense that its evolution needs no information from the environment, if \( \rho_z(t + \epsilon) \) can be expressed in terms of the coefficients \( \rho_z(t) \). Step evolution operators compatible with a closed subsystem permit to express \( \langle B'_{(z)}(t) \rangle \) in terms of \( \langle A'_{(z)}(t) \rangle \). We may assume that this relation is linear

\[
\langle B'_{(z)}(t) \rangle = \sum_y c_{zy}(t) \langle A'_{(y)}(t) \rangle .
\]

This translates directly to

\[
\rho_z(t + \epsilon) = c_{zy}(t) \rho_y(t) .
\]

If, furthermore, a regular matrix \( D(t) \) exists with

\[
L_z c_{zy}(t) = D(t) L_y D^{-1}(t) ,
\]

one can infer for the subsystem

\[
\rho(t + \epsilon) = D(t) \rho(t) D^{-1}(t) .
\]

Without loss of generality we can normalize \( D(t) \) such that its leading eigenvalues are normalized as \( |\lambda_i| = 1 \). In summary, this procedure maps the step evolution operator \( S(t) \) to a step evolution operator \( D(t) \) for the subsystem. The quantum evolution described in the preceding section is a special case where the \( L_z \) are hermitian and \( D(t) = U(t) \) are unitary. More generally, subsystems for which the absolute value of all eigenvalues of \( D(t) \) equals one or is close to one are of particular interest. The information in these subsystems can be transported without loss.

We observe that the step evolution operators \( D(t) \) for the subsystem need not to have the same properties as \( S(t) \). For example, a nonnegative matrix \( S(t) \) can be mapped to a real matrix \( D(t) \) that has also negative elements. We have seen this in the previous sections for the quantum subsystems. The hermitian \( 2^Q \times 2^Q \)-matrix \( \rho \) can be written as a real symmetric \( 2^{Q/2} \times 2^{Q/2} \)-matrix by combining the real and imaginary part of the complex \( 2^Q \)-component wave function into a real \( 2^{Q/2} \)-component vector, and accordingly for \( \rho \). The unitary evolution matrix becomes in this basis an orthogonal \( 2^{Q/2} \times 2^{Q/2} \)-matrix \( D \). It has no definite sign for its elements. This is a simple way of avoiding in practice the constraints from the nonnegative character of \( S \) in generalized Ising models.

A wide class of models with interesting subsystems can be constructed along these lines. In the preceding section we have seen in a simple example that suitable step evolution operators can dynamically implement conditions for a closed subsystem, even if for initial steps of the evolution the subsystem is not closed, cf. eqs. (95)-(99). The concentration of relevant information could proceed by a sequence of dynamically realized subsystems with decreasing dimension, following maps \( S \to D_1 \to D_2 \) etc. This could reflect different layers of computing in neural networks. It seems likely that the subsystems are not obtained by simply omitting part of the configurations as for the subtracting procedure. Our general setting for subsystems permits to reshuffle the information at every concentration step. The learning of a neural network could be associated to the learning which observables \( A'_{(z)} \) define useful subsystems at different stages of the concentration of the relevant information.

We will not explore here further all the rich properties of general subsystems. In appendix C we discuss as a concrete example the two qubit quantum system realized by six classical bits with \( \rho_{kl} \) given by correlation functions. We ask what are the properties of \( S \) needed to realize the CNOT-gate for this system.

### VIII. Quantum computing

The possibilities for universal quantum computing depend on the question which transformations of the classical statistical information can be employed. If arbitrary
non-linear transformations of the probability distribution or arbitrary step evolution operators are available, universal quantum computing can be achieved for an arbitrary number of qubits by a finite number of classical bits. If we restrict ourselves to linear stochastic changes of probability distributions, positive step evolution operators or deterministic classical bit operations, the realization of universal quantum computation needs an infinite number of classical Ising spins. For a finite number of Ising spins only restricted classes of quantum operations can be realized. This is somewhat similar to the situation for Majorana wires [42-44]. The present section is devoted to the latter case, arguing that even for a restricted set of quantum operations rather rich new computational possibilities may open up.

The operations of universal quantum computing can be constructed from three elementary gates: the Hadamard gate, the CNOT gate and the \( \pi/4 \)-gate. More precisely, there exist efficient approximations of any unitary operations in terms of products of such gates [45, 46]. The \( \pi/4 \)-gate or \( T \)-gate (often called \( \pi/8 \)-rotation) is represented by a unitary transformation of a single spin

\[
U_T = \begin{pmatrix}
1 & 0 \\
0 & e^{i\frac{\pi}{4}}
\end{pmatrix},
\]

according to \( \rho' = U\rho U^\dagger \),

\[
\rho'_1 = \frac{1}{\sqrt{2}} (\rho_1 - \rho_2), \quad \rho'_2 = \frac{1}{\sqrt{2}} (\rho_1 + \rho_2), \quad \rho'_3 = \rho_3.
\]

In quantum mechanics it corresponds to a rotation of the spin in the 1-2-plane by an angle \( \pi/4 \). It is the square root of the transformation \( U_ZU_{12}, U_Z^2 = U_ZU_{12} \) and has period eight, \( U_T^8 = 1 \).

Following the discussion in sect. V, the map of classical probabilities realizing the \( T \)-gate cannot be realized by random operations (50) with positive transition probabilities (49). We can, however, perform the map by a linear transformation obeying eqs. (52)-(54), if we admit some of the coefficients \( W_{\tau\rho} \) to be negative. Let us define the linear combinations of the probabilities \( p_{\tau} \) defined in sect. II by

\[
p_{1278} = p_1 + p_2 - p_7 - p_8, \quad p_{3456} = p_3 + p_4 - p_5 - p_6,
\]

with

\[
p_1 = -p_{1278} - p_{3456}, \quad p_2 = -p_{1278} + p_{3456}.
\]

The \( \pi/4 \)-rotation (130) is realized by

\[
p'_{1278} = \frac{1}{\sqrt{2}} (p_{1278} + p_{3456}), \quad p'_{3456} = \frac{1}{\sqrt{2}} (-p_{1278} + p_{3456}),
\]

provided the linear combination \( \rho'_3 = \rho_3 \) in eq. (8) is not changed. For example, we can employ transformations that leave the differences \( p_1 - p_2, p_3 - p_4, p_5 - p_6, p_7 - p_8 \) invariant. For linear transformations realizing eq. (133) some of the coefficients \( W_{\tau\rho} \) are negative. (Nevertheless, all probabilities remain positive.) In this section we demonstrate how to realize negative coefficients \( W_{\tau\rho} \) by adding additional Ising spins for the classical statistical system realizing a single qubit. If one wishes, the additional spins may at the end be integrated out in order to realize an effective system for the three classical bits \( s_k \).

We will establish in the next section that all quantum operations can be realized by a static memory material for an infinite number of Ising spins. On the other hand, it is not possible to realize simultaneously the Hadamard gate and the \( T \)-gate precisely by a generalized Ising model for a finite number of classical bits. This finding is highly interesting from a conceptual point of view. Indeed, one finds that quantum systems for an arbitrary number of qubits can be obtained as subsystems of generalized Ising models with an infinite number of discrete two-level variables. For a practical realization of quantum operations, however, an infinite number of bits is not available and we have to investigate what is possible with a finite number of bits. The issue is somewhat analogous to the description of a continuous classical rotation by bits. An infinite number of bits is needed for the precise description of the location of a point on a circle. As for classical rotations, one is interested in possible approximations by a finite number of bits. We will see that for a single qubit a rather large number of quantum operations can be realized by a moderate number of Ising spins.

We concentrate in this paper on the possible realizations of quantum gates. Other important aspects of quantum computing, as the preparation of the initial state and the read out, are not covered here.

1. Unitary transformations for a single qubit

Both the Hadamard gate and the \( T \)-gate are operations for a single qubit. We therefore concentrate first on the possible realizations of a single qubit by \( M \) Ising spins. By successive multiplications of \( U_H \) and \( U_T \) one can generate arbitrary unitary transformations. With \( U_H^2 = U_ZU_{12}, \quad U_H^3 = U_Z^2, \quad U_H^4 = U_Z^3, \quad U_HU_Z = (1 + i\tau_1)/\sqrt{2} \), we can construct the transformations (14). New transformations can be obtained by sequences of \( \pi/4 \)-rotations and \( \pi/2 \)-rotations around different axes. Every unitary transformation can be approximated with a given precision by products of \( U_H \) and \( U_T \) with a sufficient number of factors. As a consequence, with step evolution operators \( S_H \) and \( S_T \) realizing \( U_H \) and \( U_T \), one can realize arbitrary unitary transformations by suitable products of \( S_H \) and \( S_T \). For static memory materials this is only possible for \( M \to \infty \).

The proof of the argument that \( S_H \) and \( S_T \) cannot be realized by finite \( M \) relies on the fact that the step evolution operators for \( M \) Ising spins are real nonnegative \( N \times N \)-matrices, \( N = 2^M \). Indeed, all matrix elements obey \( S_{\rho\rho} \geq 0 \) by virtue of eq. (85). Step evolution operators can realize unitary transformations only in the sector of leading eigenvalues \( |\lambda_1| = 1 \). For eigenvectors of subleading eigenvalues \( |\lambda_j| < 1 \) the norm decreases \( \sim |\lambda_j|^\nu \) if \( S \) is applied \( P \)-times, contradicting the conservation of the norm for unitary transformations. The possible spectra of leading eigenvalues of nonnegative \( N \times N \) matrices are limited by the Perron-Frobenius theorem. Possible leading
eigenvalues \( \lambda = e^{i\alpha} \) have to obey \( \alpha = 2\pi k_i/h_i \), with positive integers \( h_i \) and \( k_i \) in the range \( 0 \leq k_i < h_i \). The total number of leading eigenvalues cannot exceed \( N \). If there is only a single period \( h \) one concludes \( S^h = 1 \). This generalizes to \( S^h = 1 \) for finite \( h \).

If both \( S_H \) and \( S_T \) are nonnegative \( N \times N \) matrices, also any arbitrary product of factors \( S_H \) and \( S_T \) is a nonnegative \( N \times N \) matrix with corresponding restriction on the spectrum of leading eigenvalues. One concludes that there exists a finite \( h \) with \( S^h = 1 \). This contradicts the realization of arbitrary unitary matrices as products of \( S_H \) and \( S_T \). For any finite \( h \) there exist unitary matrices with \( U^h \neq 1 \).

2. Two component single quantum spin

A finite number \( M \) of Ising spins can realize suitable finite subgroups of \( U(2) \). Central issues can already be understood for a two-component quantum spin, with quantum spin operators \( \tau_1 \) and \( \tau_3 \). In this case \( \rho \) is a real \( 2 \times 2 \) matrix, setting \( \rho_2 = 0 \) in eq. \( (6) \). The unitary transformations are now \( O(2) \)-rotations in the plane of the two components. We focus on the continuous part \( SO(2) \). We have already seen how to realize with two Ising spins \( s_1 \) and \( s_3 \) the \( \pi/2 \)-rotations. They can be implemented by the unique jump operation leading to \( U_{31} \) in eq. \( (14) \). We next want to realize \( \pi/4 \)-rotations,

\[
\rho'_1 = \frac{1}{\sqrt{2}}(\rho_1 - \rho_3), \quad \rho'_3 = \frac{1}{\sqrt{2}}(\rho_1 + \rho_3).
\]

The corresponding unitary matrix \( U_{31}^{(3)} \) of eq. \( (131) \) obeys \( U_{31}^{(3)} U_{31}^{(3)} = U_{31} \), and therefore has period four, \( (U_{31}^{(3)})^4 = 1 \), as given by

\[
U_{31}^{(3)} = \begin{pmatrix} \cos(\pi/4) & \sin(\pi/4) \\ -\sin(\pi/4) & \cos(\pi/4) \end{pmatrix} = \cos(\pi/4) + i\sin(\pi/4)\tau_2 = e^{i\pi/4}\tau_2.
\]

For \( M = 2 \) the only matrices \( S \) with period four involve necessarily the correlation \( s_1s_3 \). It cannot be expressed as a transformation acting only on \( \rho_1 = \langle s_1 \rangle \) and \( \rho_3 = \langle s_3 \rangle \), and therefore cannot realize \( U_{31}^{(3)} \).

For four Ising spins \( (M = 4) \) we employ, in addition to \( s_1 \) and \( s_3 \), the spins \( s_{13}^+ \) and \( s_{13}^- \). For these two Ising spins we require that their expectation values correspond to the diagonal directions of the quantum spin,

\[
\rho_{kl} = \langle s_{kl} \rangle = \frac{1}{\sqrt{2}}(S_k \pm S_l) = \frac{1}{\sqrt{2}} tr(\rho(\tau_k \pm \tau_l)) = \frac{1}{\sqrt{2}} (\rho_k \pm \rho_l)
\]

Together with eq. \( (5) \) this relates the expectation values of \( s_{kl} \) and \( s_k \),

\[
\langle s_{kl} \rangle = \frac{1}{\sqrt{2}} (\langle s_k \rangle \pm \langle s_l \rangle).
\]

This realization of a single qubit by four Ising spins extends the quantum constraint. Beyond \( (s_1)^2 + (s_3)^2 < 1 \) the probability distributions that can describe the quantum system have also to obey eq. \( (137) \).

With four bits obeying the constraint \( (137) \) the realization of eq. \( (134) \) and therefore of the \( \pi/4 \)-rotation \( U_{31}^{(3)} \) is a simple unique jump operation

\[
s_1 \rightarrow s_{13}^- \rightarrow -s_3 \rightarrow -s_{13}^+ \rightarrow -s_1.
\]

The \( 16 \times 16 \) matrix \( S \) is easily constructed by performing corresponding transformations on the correlation functions. The transformation \( S_{31} \), which realizes the \( \pi/2 \)-rotation, acts on \( s_{13} \) as

\[
s_{13} \leftrightarrow -s_{13}^-
\]

The generalization to rotations by smaller angles is straightforward. For the \( \pi/8 \) rotation one employs four additional Ising spins. They are “situated” at intermediate directions in the sense that the quantum constraint identifies their expectation values to the expectation values of the quantum spin in the corresponding directions. This can be continued - the finer the angular resolution, the more Ising spins and the more relations for the quantum constraint are needed. Arbitrary rotations require an infinite number of classical bits.

The whole construction is very parallel to the determination of an angle by yes/no decisions - the finer the angular resolution, the larger the number of yes/no decisions or bits needed. One may associate the Ising spins with yes/no decisions in which half of a circle a “particle” is situated, with “angle of the half circle” given by the “direction of the spin”.

3. Three component single quantum spin

A straightforward generalization to a three component quantum spin is not possible. This is related to restrictions limiting the finite subgroups of the rotation group \( SO(3) \). For the realization of any \( \pi/4 \)-rotation one needs to define the \( \pi/4 \)-rotations around all three axes in the 1, 2 and 3 directions. This is required by compatibility with the \( \pi/2 \)-rotations around these three axes. If the \( \pi/4 \)-rotation in the 1–3 plane is defined, we can obtain \( \pi/4 \)-rotations in the other planes by multiplication with suitable \( \pi/2 \)-rotations. We could try to introduce four further Ising spins \( s_{21}^\pm \) and \( s_{23} \), in order to realize the \( \pi/4 \)-rotations in the 1–2 and 2–3 planes similar to eq. \((138)\). However, in the 1–2 plane at \( \rho_3 = 1/\sqrt{2} \) we have now only two spins with the four directions \( s_{13}^+, -s_{13}^-, s_{23}^+, -s_{23}^- \). A \( \pi/4 \)-rotation in the 1–2 plane at the level \( \rho_3 = 1/\sqrt{2} \) needs four spins or eight directions. If we add bits at the missing positions, new bits would be needed at other positions in order to realize the other \( \pi/4 \)-rotations. This process does not close. Suitable products of \( \pi/4 \)-rotations around different axes can generate an arbitrary \( SO(3) \)-rotation with any wanted precision. For static memory materials this needs an infinite number of bits.

For a closed realization of rotations by a finite number of bits these rotations have to form a discrete subgroup
of SO(3). If rotations in different planes are included, a maximal set of six bits can realize the symmetry group of the icosahedron, which is the maximal non-abelian discrete subgroup of SO(3). We denote these six spins by $s_{k\pm}$, and associate their expectation value to $\rho_z$ as

$$
\langle s_{1\pm} \rangle = a\rho_1 \pm b\rho_3,
\langle s_{2\pm} \rangle = a\rho_2 \pm b\rho_1,
\langle s_{3\pm} \rangle = a\rho_3 \pm b\rho_2,
$$

(140)

with

$$
a = \left(\frac{1 + \sqrt{5}}{2\sqrt{3}}\right)^{1/2}, \quad b = \left(\frac{2}{5 + \sqrt{3}}\right)^{1/2},
$$

(141)

such that

$$
b = \frac{2a}{1 + \sqrt{5}}, \quad a^2 + b^2 = 1.
$$

(142)

These expectation values are the same as for a quantum spin in the six directions $(a, 0, \pm b)$, $(\pm b, a, 0)$ and $(0, \pm b, a)$, that correspond to six of the corners of the icosahedron. (The other corners correspond to the negative of the six direction vectors.) The corresponding spin operators $S_{k\pm}$ are

$$
S_{k\pm} = a\tau_k \pm b\tilde{\tau}_k,
$$

(143)

with $\tilde{\tau}_3 = \tau_2, \tilde{\tau}_2 = \tau_1, \tilde{\tau}_1 = \tau_3$. The reflections corresponding to $U_X$, $U_Y$ and $U_Z$ in eq. (14) can still be realized by appropriate exchanges of Ising spins. For example, the transformation $U_Y, \rho_1 \to -\rho_1, \rho_3 \to -\rho_3, \rho_2 \to \rho_2$, is now realized by

$$
U_Y: s_{1\pm} \to -s_{1\pm}, \quad s_{2\pm} \leftrightarrow s_{2\mp}, \quad s_{3\pm} \leftrightarrow s_{3\mp}.
$$

(144)

The $\pi/2$-rotations $U_{12}, U_{31}$, or the Hadamard gate $U_H$, however, can no longer be realized by appropriate step evolution operators. They are replaced by $2\pi/5$-rotations around appropriate axes. This allows for a larger discrete subgroup of the SO(3)-rotations. The quantum condition places additional restrictions beyond $\rho_z \rho_z \leq 1$, since six expectation values are given by three numbers $\rho_z$ in eq. (140). An example is

$$
\rho_1 = \frac{1}{2a}(\langle s_{1+} \rangle + \langle s_{1-} \rangle) = \frac{1}{2b}(\langle s_{2+} \rangle - \langle s_{2-} \rangle),
$$

(145)

which relates

$$
\langle s_{2+} \rangle - \langle s_{2-} \rangle = \frac{2}{1 + \sqrt{5}}(\langle s_{1+} \rangle + \langle s_{1-} \rangle).
$$

(146)

4. Two quantum spins

We next ask which unitary operations for two qubits can be realized by a finite number of Ising spins or classical bits. We discuss here the particular question which unitary transformations can be realized by unique jump step evolution operators for a finite number of Ising spins. This is to a large extent an issue of group theory for finite groups. First of all, for a finite number of Ising spins we can only realize a discrete subgroup $D$ of SU(4). The first step therefore consists in a classification of the finite subgroups of SU(4) [47]. We are interested in discrete subgroups $D$ that contain a suitable subgroup $D_1 \times D_2$, where each factor $D_i$ acts on a single qubit. The discrete group $D$ may or may not contain the CNOT-gate.

For classical Ising spins the unique jump operations form the group $P(2^M)$ of all possible permutations between the $2^M$ states $\tau$. If $D$ is realized by unique jump operations, it has to be a subgroup of $P(2^M)$. (If we want to realize $D$ by simple maps between the $M$ Ising spins, it has to be a subgroup of the much smaller permutation group $P(M)$.) Only part of the permutations $P(2^M)$ constitute maps within the space of expectation values of spins and correlations employed for the definition of the coefficients $\rho_z$. We may call this subgroup $P(2^M)$). In other words, $P(2^M)$ should be a map of the coefficients $\rho_z \to \rho_z'$ for every classical probability distribution that leads to a given set of $\rho_z$ obeying the quantum constraint. The determination of $P(2^M)$ does not seem to be a simple task. Obviously the permutations $P(M)$ of the $M$ spins belong to $P(2^M)$, but things get more complicated once maps between expectation values of spins and correlations are involved. The discrete transformation group $D$ has to be simultaneously subgroup of SU(4) and of $P(2^M)$.

We have not yet investigated the problem which is the minimal number of Ising spins needed to realize a given subgroup $D$ of SU(4) by unique jump operations. On the other hand, for a sufficient number $M$ of classical bits any subgroup $D$ can be realized by static memory materials. One places spins at all points of the geometric figure related by the discrete transformations $D$. Then appropriate maps between spins at those points, belonging to $P(M)$, constitute unique jump operations realizing $D$ for the quantum subsystem. The quantum constraints identify the expectation values of all Ising spins with the expectation values of quantum operators $A, A^2 = 1, \text{tr}(A) = 0$, associated to the subgroup $D$ of SU(4) by D-transformations of a given selected operator $A_0$. The whole construction parallels the icosahedron for a single qubit, with SU(2) replaced by SU(4).

IX. Quantum mechanics

In this section we discuss the realization of full quantum mechanics by suitable classical statistical probability distributions for Ising spins. We consider an arbitrary number $Q$ of quantum spins and want to realize arbitrary unitary transformations (1) for the hermitian $2^Q \times 2^Q$-density matrix $\rho$. As we have argued before, an infinite number of Ising spins is needed in order to realize for suitable quantum subsystems all unitary transformations by static memory materials. Quantum subsystems of classical statistical systems can be realized on different levels, depending on the observables for which a direct correspondence between quantum and classical observables exists, and depending on the way the classical probability distributions have to
change for the realization of arbitrary unitary transformations (1).

On the first level we only demand that an arbitrary positive
density matrix \( \rho, \rho^\dagger = \rho, \text{tr}(\rho) = 1 \), can be realized by
the expectation values of a suitable number of Ising spins
according to eqs. (40), (41). The density matrix defines the quantum subsystem. Since \( \rho \) is specified by
\( 2^2 - 1 \) real quantities in the range \(-1 \leq \rho_{\mu_1 \mu_2 \ldots \mu_Q} \leq 1 \), one
needs the expectation values \( \langle \sigma_{\mu_1 \mu_2 \ldots \mu_Q} \rangle \) of \( 2^2 - 1 \) clas-
tical two-level observables with possible measurement values ±1. Those classical two-level observables need not be
independent Ising spins. One also can use suitable classical
correlation functions of Ising spins. In this case some of the
two-level observables \( \sigma_{\mu_1 \mu_2 \ldots \mu_Q} \) are products of “fundamen-
tal” Ising spins. A minimal number of fundamental Ising
spins needed to realize arbitrary \( \rho \) is given by \( M = 3Q \).
At this first level only the quantum observables that corre-
spond to the generators \( L_{\mu_1 \mu_2 \ldots \mu_Q} \) have a direct correspondence
to classical observables \( \sigma_{\mu_1 \mu_2 \ldots \mu_Q} \). They have the
same possible measurement values ±1 and the same ex-
pectation values, and therefore also the same probabilities
to find a given possible measurement value.

At the second level we impose the positivity of \( \rho(t) \). This
defines a first “quantum constraint” for the classical prob-
ability distributions that are compatible with such a qua-
ntum subsystem. The positivity of \( \rho(t) \) guarantees that arbi-
trary hermitian operators \( \hat{A}(t) \) can be associated with
quantum observables \( A(t) \). The possible measurement values of
the quantum observables are given by the eigenvalues of
\( A(t) \), and the probabilities to find these values can be
computed from \( \rho(t) \). Since an arbitrary positive \( \rho(t) \) can be
realized by some suitable classical probability distribution
\( p_r(t) \), and the same holds for \( t + \epsilon \), one can realize an ar-
bitrary map \( \rho(t) \rightarrow \rho(t + \epsilon) \) by some suitable (non-unique)
map of classical probability distributions \( p_r(t) \rightarrow p_r(t + \epsilon) \).
This includes arbitrary unitary transformations (1). At
this level there is no guaranty that a suitable map can be
realized by a static memory material or a determinis-
tic unique jump operation. At the second level a general
quantum observable \( A(t) \) has no direct correspondence
to a classical observable. This direct correspondence remains
restricted to the quantum observables corresponding to the
generators \( L_{\mu_1 \mu_2 \ldots \mu_Q} \), or to linear combinations of commut-
ing generators.

At the third level the correspondence between quantum
observables and classical observables is extended to a larger
set of observables. We will require that arbitrary quantum
observables corresponding to operators \( \hat{A} \) with \( \hat{A}^2 = 1 \),
\( \text{tr}(\hat{A}) = 0 \), can be identified with suitable two-level classical
observables. The requirement that the expectation values of
these quantum observables, as computed from the den-
sity matrix by the usual quantum rule, coincide with the
classical expectation values, computed from the classical
probability distribution, imposes a second set of quantum
constraints on the classical probability distributions realizin-
g this type of subsystem. On the third level continuous
symmetries as rotations can be realized simultaneously on
the quantum and classical level. This requires an infinite
number of Ising spins, or “continuous Ising spins”, corre-
sponding to the infinite number of bits needed for a pre-
cise localization of a point on a sphere. The third level
greatly enhances the possibilities to realize arbitrary uni-
tary transformations by static memory materials or unique
jump operations.

In the present section we are mainly concerned with the
third level. We construct quantum subsystems for which all
unitary transformations can be realized by unique jump
operations. In appendix E the discussion is extended to the
case of “composite” classical two level observables where
part of the classical observables is expressed by products of
“fundamental” Ising spins. We pay attention to the ques-
tion under which circumstances the quantum constraint on
the third level is sufficient to ensure the positivity of the
density matrix.

1. Continuous family of Ising spins

For a representation of arbitrary unitary operations on
a single qubit by static memory materials or unique jump
operations one needs an infinite number of classical bits.
We may consider a continuous family of Ising spins, or
“continuous Ising spins”,

\[
s(\Omega) = s(e) = s(e_k), \quad e_1 e_k = 1, \quad s^2(\Omega) = 1, \quad (147)
\]

one for each point \( e = (e_1, e_2, e_3) \) on a unit sphere, or
for each direction characterized by the angle \( \Omega \). (More
precisely, we take only half of the unit sphere, identifying
\( s(-e) = -s(e) \).)

We start with a two-component qubit where \( \Omega \) is re-
placed by the angle \( \phi \) on a circle, \( e = (e_1, e_3), e_1^2 + e_3^2 = 1 \).
The quantum condition is imposed such that the expec-
tation value of the Ising spin \( s(\phi) \) equals the one of the
quantum spin \( S(\phi) \) in the direction characterized by \( \phi \)

\[
\langle s(\phi) \rangle = \langle S(\phi) \rangle = \text{tr} \{ \rho(\cos(\phi)\tau_1 + \sin(\phi)\tau_3) \}. \quad (148)
\]

Here we assume (for a given \( t \)) a probability distribution
\( p[s(\phi)] \) for the Ising spins with direction \( \phi \),

\[
\langle s(\phi) \rangle = \int Ds(\phi) p[s(\phi)] s(\phi) \quad (149)
\]

where

\[
\int Ds(\phi) = \prod_{\phi} \sum_{s(\phi) = \pm 1} . \quad (150)
\]

(More generally, the expectation value \( \langle s(\phi) \rangle \) is computed from the \((t\text{-local})\) classical density matrix. In the occu-
pation number basis \( s(\phi) \) is a diagonal classical operator
such that the probabilities \( p[s(\phi)] \) correspond to the diag-
onal elements of the classical density matrix.) The quantum
constraint expresses the expectation values of all Ising spins
\( s(\phi) \) in terms of the two numbers \( \rho_1 \) and \( \rho_3 \),

\[
\langle s(\phi) \rangle = \cos(\phi)\rho_1 + \sin(\phi)\rho_3. \quad (151)
\]

This is a strong constraint on the probability distribu-
tions \( p[s(\phi)] \) that are compatible with this quantum subsys-
tem. Infinity many expectation values are given in terms
of two real numbers. Let us first concentrate on a pure state with $\rho_1^2 + \rho_3^2 = 1$,
\[ \rho_1 = \cos(\psi), \quad \rho_3 = \sin(\psi). \] (152)

The quantum condition takes the simple form
\[ \langle s(\varphi) \rangle = \cos(\varphi - \psi). \] (153)

The expectation values $\langle s(\varphi) \rangle$ have to follow a simple harmonic function, being invariant under a simultaneous shift of $\varphi$ and $\psi$. This generalizes to arbitrary quantum states for which we can always write
\[ \rho_1 = r \cos(\psi), \quad \rho_3 = r \sin(\psi), \quad s(\varphi) = r \cos(\varphi - \psi). \] (154)

The quantum condition (151) implies $0 \leq r \leq 1$, since $|\langle s(\varphi) \rangle| \leq 1$ has to hold for arbitrary $\varphi$.

The quantum conditions for the finite number of Ising spins discussed previously obtain for particular choices of $\varphi$. The spins $s_1$ and $s_3$ correspond to $\varphi = 0$ and $\varphi = \pi/2$, respectively, reproducing eq. (5). Similarly, the spins $s_{13-}$ and $s_{13+}$ are realized for $\varphi = \pi/4$ and $\varphi = -\pi/4$, such that eq. (151) implements the quantum conditions (136), (137).

Rotations on the circle by an arbitrary angle $\alpha$ can now be realized by unique jump operations $s(\varphi) \rightarrow s(\varphi - \alpha)$,
\[ \langle s'(\varphi) \rangle = \langle s(\varphi - \alpha) \rangle = r \cos(\varphi - \alpha - \psi) = \cos(\varphi)\rho_1' + \sin(\varphi)\rho_3', \] (155)

with
\[ \rho_1' = r \cos(\psi + \alpha), \quad \rho_3' = r \sin(\psi + \alpha). \] (156)

In particular, for $\alpha = \omega \epsilon$ we can take the continuum limit $\epsilon \rightarrow 0$. This is one of the simplest classical systems that can realize a continuous unitary evolution for a quantum subsystem [28].

For infinitely many Ising spins the generalization to a three-component qubit is straightforward. Characterizing the direction of the Ising spin by a unit vector $(e_1, e_2, e_3)$, and the direction of the quantum spin by the vector $(\rho_1, \rho_2, \rho_3)$, the quantum condition reads [48]
\[ \langle s(e) \rangle = e_k \rho_k. \] (157)

Since $|\langle s(e) \rangle| \leq 1$ for arbitrary $e$ we infer, in particular, that the constraint $\rho_k \rho_k \leq 1$, cf. eq. (9). The setting with three classical bits corresponds to the particular unit vectors $(1, 0, 0)$, $(0, 1, 0)$, and $(0, 0, 1)$, while for the discrete setting with six Ising spins the unit vectors $e$ correspond to corners of the icosahedron. Arbitrary $SO(3)$-rotations on the unit sphere can now be realized by unique jump operations
\[ s'(e) = s(e'), \quad e'_k = e_k O_{lk}, \quad O^{T}O = 1. \] (158)

With
\[ \langle s'(e) \rangle = e'_k \rho_k = e_k \rho'_k, \] (159)

this transfers to
\[ \rho'_k = O_{lk} \rho_l. \] (160)

The unitary transformation of the quantum density matrix,
\[ \rho' = \frac{1}{2} (1 + \rho_k' \tau_k) = \frac{1}{2} (1 + \rho_l O_{lk} \tau_k) = \frac{1}{2} (1 + \rho_l \tau_l U^\dagger) = U \rho U^\dagger, \] (161)

reflects that $SO(3)$ is a subgroup of $U(2)$, with appropriate unitary matrices $U$ associated to $O$ according to
\[ U \tau_l U^\dagger = O_{lk} \tau_k. \] (162)

The overall phase of $U$, corresponding to the abelian $U(1)$-factor of $U(2)$, plays no role for $\rho$.

Our system of a continuous family of Ising spins $s(e)$ is set up as a probabilistic ensemble in classical statistics. The transfer matrices or the step evolution operators $S$ are even deterministic unique jump operators, similar to cellular automata. Depending on the choice of $S(t)$ an arbitrary unitary evolution of a single quantum spin can be described, both for pure and mixed states. If for an infinitesimal step from $t$ to $t + \epsilon$ the rotation $s(e) \rightarrow s(e')$ is infinitesimal, the unitary transformation of the density matrix is also infinitesimal
\[ \rho(t + \epsilon) = U(t) \rho(t) U^\dagger(t), \quad U(t) = \exp(-i H(t)), \] (163)

with hermitian Hamiltonian $H(t)$. The dependence of expectation values on the location on the chain $t$ is mapped to the time evolution in quantum mechanics. This includes $t$-dependent Hamiltonians. The possible measurement values $\pm 1$ of the quantum spin in arbitrary directions correspond to the possible measurement values of the classical Ising spin in the same direction. Expectation values of the quantum spin in an arbitrary direction are computable from the standard rules of classical statistics. The issue of the correct choice of a correlation function for a sequence of ideal measurements is discussed in detail in refs. [34, 35, 48]. This correlation function is obtained by the multiplication of quantum operators. Our discussion establishes the realization of an arbitrary evolution of a single quantum spin as a particular classical statistical system.

2. Arbitrary unitary transformations for two qubits

Arbitrary unitary transformations for two qubits can be realized by a continuous family of Ising spins $s(e_{\mu\nu})$, with $e_{\mu\nu} = e_z$, the components of a 15-dimensional unit vector which obeys additional constraints. Here we employ $\mu, \nu = (0, 1, 2, 3)$ and omit $e_0$. The quantum condition reads
\[ \langle s(e) \rangle = \langle s(e_{\mu\nu}) \rangle = e_{\mu\nu} \rho_{\mu\nu} = e_z \rho_z. \] (164)

with $\rho_{\mu\nu} = \rho_z$ the coefficients defining the complex $4 \times 4$ density matrix $\rho$ by eq. (21). We identify $s(-e_{\mu\nu}) = -s(e_{\mu\nu})$ and use $s(e_{\mu\nu})$ and $s(e)$ synonymously. If we only impose the condition $e_z e_z = 1$, the vectors $e$ span
half the unit sphere $S^{14}$. Arbitrary $SO(15)$-rotations can be realized as unique jump operations in this case. This includes the $SU(4)$ subgroup of $SO(15)$ which is embedded in $SO(15)$ such that the 15-dimensional fundamental representation of $SO(15)$, that can be associated to $e_{\mu\nu}$ and $\rho_{\mu\nu}$, transforms as the 15-dimensional adjoint representation of $SU(4)$. The embedding is precisely provided by eq. (21), with

$$U \rho U^\dagger = \frac{1}{4} (1 + O_{\mu\nu,\tau\sigma} \rho_{\tau\sigma} L_{\mu\nu}) \ ,$$

and $O$ an orthogonal $15 \times 15$-matrix.

Imposing only the constraint $e_z e_z = 1$, $e_z = e_{\mu\nu}$, and demanding the condition (164) for all spins $s(e_z)$, realizes a 15-component single qubit rather than two three-component qubits. Indeed, the conditions $|\langle s(e_{\mu\nu}) \rangle| \leq 1$ for all $e_{\mu\nu}$ on $S^{14}$ would require $\rho_z \rho_z \leq 1$, not compatible with the relation $\rho_z \rho_z = 3$ for a pure quantum state of two qubits. For a description of two qubits further constraints on $e_z$ have to be imposed. They will be of a form such that the subgroup of $SU(4)$-transformations can still be obtained as unique jump operations, corresponding to transformations on the manifold spanned by $e_{\mu\nu}$.

The basic principle for the selection of the Ising spins $s(e_z)$ requires that a classical bit is associated to each traceless two-level observable $\hat{A}$ in the quantum system. Such two level observables obey $\hat{A}^2 = 1$, $tr(\hat{A}) = 0$, and $\hat{A}$ has therefore an equal number of eigenvalues +1 and -1. As for any hermitian traceless operator, $\hat{A}$ can be written as a linear combination of the generators $L_z$

$$\hat{A}(e_z) = e_z L_z .$$

Our classical statistical system of Ising spins is chosen such that every $\hat{A}(e_z)$ corresponds to a classical bit $s(e_z)$, and vice versa, with

$$\langle s(e_z) \rangle = \langle \hat{A}(e_z) \rangle = tr \left( \rho \hat{A}(e_z) \right) = e_z \rho_z .$$

(167)

Here $\langle s(e_z) \rangle$ is determined by the classical statistical ensemble, while $\langle \hat{A}(e_z) \rangle$ is the expectation value in the quantum system. (We identify $\hat{A}(-e_z) = -\hat{A}(e_z)$, $s(-e_z) = -s(e_z)$.) The condition $\hat{A}^2 = 1$ requires

$$e_z e_z = 1 , \quad d_{zyw} e_z e_y = 0 ,$$

(168)

where $d_{zyw}$ are the symmetric coefficients defined by

$$\{ L_z , L_y \} = 2 d_{zyw} L_w .$$

(169)

This follows from the condition

$$\hat{A}^2 = \frac{1}{2} e_z e_y \{ L_z , L_y \} = e_z e_z + d_{zyw} e_z e_y L_w = 1 .$$

(170)

The second part of the constraint (168) constitutes the additional conditions on the unit vectors $e_z$ alluded to above.

The manifold of vectors $e$ obeying the condition (168) is closely related to the homogeneous space $SU(4)/SU(2) \times SU(2) \times U(1)$. This space has eight real dimensions, such that the second condition (168) amounts to six constraints selecting an eight-dimensional subspace of $S^{14}$. The connection to $SU(4)$ becomes apparent from the fact that any hermitian $4 \times 4$-matrix with two eigenvalues +1 and two eigenvalues -1 can be diagonalized by some particular $SU(4)$ transformation $U_{(30)}(e_z)$

$$\hat{A}(e_z) = U_{(30)}(e_z) L_{30} U_{(30)}^\dagger(e_z) .$$

(171)

On the other hand, $L_{30}$ is left invariant by unitary transformations of the subgroup $SU(2) \times SU(2) \times U(1)$, implying that $U_{(30)}(e_z)$ is specified only modulo $SU(2) \times SU(2) \times U(1)$-transformations.

The $SU(4)$-transformation acting on the space of vectors $e$ is uniquely determined if we specify the transformation of a sufficient number of independent vectors $e$. Its embedding into $SO(15)$ is analogous to eq. (165). A unique jump operation acts on the Ising spins as $s(e_z) \rightarrow s'(e_z)$, $e_z' = e_z O_{yz}$, $O^{T} O = 1$. Here the orthogonal matrices $O$ belong to the $SU(4)$ subgroup according to

$$\hat{A}'(e_z') = e_z' L_z = e_y O_{yz} L_z = e_y U \rho U^\dagger .$$

(172)

For the quantum subsystem this corresponds to a transformation of the density matrix according to

$$\langle s(e_z') \rangle = e_z' \rho_z = e_z \rho_z' , \quad \rho_z' = O_{zy} \rho_y ,$$

(173)

or

$$\rho' = \frac{1}{4} (1 + \rho_z' L_z) = U \rho U^\dagger .$$

(174)

Correspondingly, one has

$$\langle \hat{A}' \rangle = tr (\rho \hat{A}') = e_z tr (U \rho U^\dagger L_z) = tr (\rho \hat{A}) = e_z \rho_z' = \langle s(e_z') \rangle .$$

(175)

We conclude that a classical statistical system of continuous Ising spins $s(e_z)$, with $e_z$ obeying eq. (168), admits a quantum subsystem provided the quantum constraint (164) holds for all $s(e_z)$ and the density matrix (21) is positive. If the spins $s(e_z)$ are independent, arbitrary unitary transformations for the quantum subsystem can be realized by unique jump operations on the classical spins. It is also conceivable to construct quantum subsystems for two qubits if some of the $s(e_z)$ are composite, given by products of other spins. We discuss this in appendix E.

3. Quantum constraints for two qubits

We next investigate the remaining part of the quantum constraint for $\rho$ resulting from the requirement of positivity. While for a single qubit the positivity of $\rho$ follows automatically if eq. (157) holds for all $e$ on $S^2$, for two or more qubits it may need additional restrictions on the space of $\rho_z$ and therefore on the classical probability distributions that can realize the quantum subsystem. We will see that the constraint (164) is indeed not sufficient to ensure the positivity of $\rho$. Thus the requirement of positive eigenvalues of $\rho$ imposes additional constraints on the allowed expectation values $\rho_{\mu\nu}$. 
We concentrate on the quantum condition for a pure state, \( \rho^2 = \rho \). This requires
\[
\frac{1}{16} (1 + \rho_z L_z)^2 = \frac{1}{16} (1 + \rho_z \rho_z + 2 \rho_z L_z + d_{zyw} \rho_z \rho_y L_w) = \frac{1}{4} (1 + \rho_z L_z),
\]
and therefore imposes on the allowed \( \rho_z \) the conditions
\[
\rho_z \rho_z = 3, \quad d_{zyw} \rho_z \rho_y = 2 \rho_w.
\]
The space of \( \rho_z \) obeying the condition (177) is closely related to the projective space \( \mathbb{C}P^4 \) in four complex dimensions, or to the homogeneous space \( SU(4)/SU(3) \times U(1) \) [34, 35, 48–50]. A pure state density matrix has one eigenvalue one, and all other eigenvalues zero. It can therefore be obtained from \( \tilde{\rho} = \text{diag}(1,0,0,0,0) \) by a suitable unitary \( SU(4) \)-transformation \( \bar{U} \),
\[
\rho = \bar{U} \tilde{\rho} \bar{U}^\dagger.
\]
Since \( \tilde{\rho} \) is invariant under a subgroup \( SU(3) \times U(1) \), this specifies the homogeneous space \( SU(4)/SU(3) \times U(1) \). Thus the values of \( \rho_z \) corresponding to a pure quantum state belong to a manifold with six real dimensions. It is a submanifold of \( S^{14} \), where the second condition (177) imposes eight additional constraints. We observe that the vectors \( e_z \) and \( \rho_z \) belong to different manifolds.

The pure state condition (177) guarantees the positivity of \( \rho \). This implies for all traceless two level observables \( \hat{A}(e_z) \), \( \hat{A}^2 = 1 \), the bound
\[
|\langle \hat{A}(e_z) \rangle| \leq 1.
\]
(179)

One can diagonalize \( \hat{A} = \text{diag}(1,1,-1,-1) \) such that in this basis \( \langle \hat{A} \rangle = \rho_{11} + \rho_{22} - \rho_{33} - \rho_{44} \). Since all diagonal elements of \( \rho \) obey \( 0 \leq \rho_{\alpha\alpha} \leq 1 \), the bound (179) follows. The bound (179) guarantees that pure quantum states can indeed be realized by Ising spins obeying eq. (167). This statement extends easily to mixed quantum states.

In the opposite direction, the quantum constraint (164), (168) implies eq. (167) and therefore the bound (179) for all traceless two-level observables \( \hat{A}, \text{tr}(\hat{A}) = 0, \hat{A}^2 = 1 \). This bound is not strong enough to guarantee the positivity of \( \rho \), however. Without loss of generality we can take \( \rho \) diagonal (by an appropriate choice of basis), \( \rho = \text{diag}(\rho_{11}, \rho_{22}, \rho_{33}, \rho_{44}) \). For \( \hat{A} = e_{\mu\nu} L_{\mu\nu} \) only \( e_{30}, e_{03} \) and \( e_{33} \) contribute to
\[
\langle \hat{A} \rangle = \text{tr}(\rho \hat{A}) = \rho_{11}(e_{30} + e_{03} + e_{33}) + \rho_{22}(e_{30} - e_{03} - e_{33}) + \rho_{33}(-e_{30} + e_{03} - e_{33}) + \rho_{44}(-e_{30} - e_{03} + e_{33}).
\]
(180)

For the example \( \rho_{11} = \rho_{22} = \rho_{33} = 7/20, \rho_{44} = -1/20 \) one finds
\[
\langle \hat{A} \rangle = \frac{2}{5} (e_{30} + e_{03} - e_{33}).
\]
(181)

For arbitrary \( e_{\mu\nu} \) obeying \( e_{\mu\nu}e_{\mu\nu} \leq 1 \) this implies \( |\langle \hat{A} \rangle| \leq 2\sqrt{3}/5 \leq 1 \), in accordance with eq. (179). On the other hand the density matrix of our example is not positive. We have therefore found Ising spins \( e_z \) obeying eq. (168) with expectation values obeying the constraint (164), that lead to a non-positive \( \rho \). We conclude that the positivity of \( \rho \) has to be imposed as a quantum constraint on the classical statistical probabilities which can realize the quantum subsystem, in addition to the constraint (164).

Classical statistical probability distributions obeying both quantum constraints (164) and (177) realize a quantum subsystem for two qubits. One can implement arbitrary unitary evolutions of the density matrix by suitable unique jump operations. These unique jump operations preserve the quantum constraints. We have therefore established a classical statistical representation of quantum systems with two spins. This includes entanglement [34].

4. Quantum mechanics for an arbitrary number of spins

The generalization to an arbitrary number \( Q \) of qubits is straightforward. The continuous family of Ising spins depends on an \( 2^{2Q} - 1 \)-dimensional unit vector \( s(e_{\mu_1\mu_2...\mu_Q}) \), \( \mu_i = 0,1,2,3 \), again with \( e_{000...0} \) omitted. The quantum condition for the expectation values reads
\[
\langle s(e) \rangle = \langle s(e_{\mu_1\mu_2...\mu_Q}) \rangle = e_{\mu_1\mu_2...\mu_Q}\rho_{\mu_1\mu_2...\mu_Q},
\]
(182)

with \( \rho_{\mu_1\mu_2...\mu_Q} \) defining the hermitian \( 2^Q \times 2^Q \) density matrix by eq. (40). Arbitrary \( SO(2^{2Q} - 1) \)-rotations of the unit vector \( e_{\mu_1\mu_2...\mu_Q} \) can be realized as unique jump operations. They can equivalently be described by \( SO(2^{2Q} - 1) \)-rotations of the coefficients \( \rho_{\mu_1\mu_2...\mu_Q} \). The subgroup of \( SU(2^Q) \)-rotations, under which the fundamental vector representation of \( SO(2^{2Q} - 1) \) transforms as the adjoint representation of \( SU(2^Q) \), performs unitary transformations of the density matrix. Since the overall phase, corresponding to the abelian \( U(1) \)-factor of \( U(2^Q) \), does not matter, this classical statistical system realizes an arbitrary unitary evolution of \( Q \) quantum spins.

Similar to the case of two qubits we have to constrain the vectors \( e_z = e_{\mu_1\mu_2...\mu_Q} \) such that all density matrices compatible with the positivity constraint can be realized by eq. (182). The construction (166)-(170) is valid for arbitrary \( Q \). The manifold of \( e_z \) is \( SU(2^Q)/SU(2^{Q-1}) \times SU(2^{Q-1}) \times U(1) \). We also impose the positivity constraint for \( \rho \). This construction demonstrates that quantum mechanics corresponds to a particular subsystem of a classical statistical ensemble - in our case specified by the quantum conditions - and a particular unitary evolution law - in our case given by the unique jump step evolution operators.

5. Continuous classical probability distributions

The basic relation for the quantum subsystem is constituted by the identification of expectation values of classical two-level observables with quantum two-level observables by eqs. (157), (164). The precise realization of the classical expectation values is secondary. The two-level observables may be associated to yes-no-decisions which can be “overlapping” as we demonstrate by a simple example.
Consider a continuous probability distribution \( p(\alpha) \) for the presence of a “particle” at a point on a circle parametrized by the angle \( \alpha \). We define two level observables \( s(\varphi) \) or occupation numbers \( n(\alpha) \) by a yes-no-decision in which half-circle with “direction” \( \alpha \) the particle is found

\[
n(\varphi, \alpha) = \begin{cases} 1 & \text{for } \alpha - \frac{\pi}{2} \leq \varphi \leq \alpha + \frac{\pi}{2} \\ 0 & \text{else.} \end{cases}
\]  

(183)

The corresponding Ising spin is \( s(\varphi) = 2n(\varphi) - 1 \). The expectation values reads (with periodic \( \alpha \))

\[
\langle n(\varphi) \rangle = \int_{-\pi}^{\pi} p(\alpha)n(\varphi; \alpha) d\alpha
\]

\[
= \int_{\varphi - \frac{\pi}{2}}^{\varphi + \frac{\pi}{2}} p(\alpha) d\alpha.
\]

(184)

For the probability distribution we take

\[
p(\alpha) = \frac{1}{2} \cos(\alpha - \psi) \hat{\theta}(\alpha - \psi),
\]

(185)

with

\[
\hat{\theta}(\alpha - \psi) = \begin{cases} 1 & \text{for } -\frac{\pi}{2} \leq \alpha - \psi \leq \frac{\pi}{2} \\ 0 & \text{else.} \end{cases}
\]

(186)

Insertion into eq. (184) yields

\[
\langle n(\varphi) \rangle = \frac{1}{2} (1 + \cos(\varphi - \psi))
\]

(187)

or

\[
\langle s(\varphi) \rangle = \cos(\varphi - \psi).
\]

(188)

The probability distribution (185) obeys the quantum condition (153). It therefore realizes a pure quantum state for a single two-component qubit. The quantum state is an eigenstate to the quantum spin in the \( \psi \)-direction

\[
\langle s(\psi) \rangle = \langle S(\psi) \rangle = 1,
\]

(189)

with \( \psi \) determined by the classical statistical probability distribution \( p(\psi; \alpha) \) according to eq. (185). This normalized probability distribution depends on a single parameter \( \psi \). Spin rotations by an angle \( \gamma \) can be achieved for

\[
p(t) = p(\psi; \alpha), \quad p(t + \epsilon) = p(\psi + \gamma; \alpha).
\]

(190)

This can be realized by a deterministic unique jump operation in the space of possible particle positions \( \alpha(t) \). We may take \( N \) discrete values \( \alpha(t) \) on a circle and take the limit \( N \to \infty \) at the end. Then \( \mathcal{L}(t) \) in eq. (65) becomes a function of \( \alpha(t) \) and \( \alpha(t + \epsilon) \). Correspondingly, the step evolution operator \( S(t) \) is an \( N \times N \)-matrix. The rotation by \( \gamma \) is achieved for \( \beta \to \infty \) with

\[
\mathcal{L}(t) = -\beta \sum_{\alpha(t+\epsilon)} \sum_{\alpha(t)} \{ \delta(\alpha(t+\epsilon), \alpha(t) + \gamma) - 1 \}.
\]

(191)

As an alternative to the particle on a circle, we can associate \( N = 2^M \) the \( N \) different values of \( \alpha(t) \) with \( N \) different configurations of \( M \) Ising spins.

**X. Discussion**

In this paper we discuss the bit-quantum map which defines the embedding of a quantum subsystem within a wider classical statistical system. Both classical statistical systems and quantum subsystems can be defined “locally” for every (discrete) point \( t \) on a chain corresponding to time, space, or layers in neural networks. The bit-quantum map should be complete in the sense that every quantum density matrix for the subsystem can be realized. If arbitrary transformations of the classical statistical information from \( t \) to \( t + \epsilon \) are allowed, universal quantum computing for an arbitrary number of qubits can be realized by a finite number of macroscopic classical two-level observables. We have discussed a correlation map that represents \( Q \) qubits in terms of \( 3Q \) classical bits.

We have discussed several examples how quantum gates can be implemented within the classical statistical setting of generalized Ising models. For an infinite number of Ising spins, or continuous Ising spins, arbitrary quantum operations for an arbitrary number of qubits can be realized. For generalized Ising models a finite number of classical bits can only implement a discrete subgroup of the most general unitary evolution of a quantum system. These subgroups can be rather dense, however, allowing for a rich spectrum of quantum computational steps to be executed by classical statistical systems. For a given finite number of classical bits further quantum operations can be performed by a more general transport of probabilistic information between layers of a classical statistical system.

We advocate that a general theoretical framework for computing is given by the quantum formalism for classical statistics, which is based on a classical density matrix instead of a local probability distribution. This covers classical deterministic computing, classical probabilistic computing and quantum computing. In particular, we believe that interesting aspects of neural networks can be implemented.

A general computational step is associated to the evolution of the classical density matrix (2) between neighboring \( t \)-layers. The ordering variable \( t \) may be time, position of points or hypersurfaces in space, or the layers in a neural network, perhaps even in the brain. The evolution law (2) is linear, such that the superposition principle for solutions, familiar from quantum mechanics, applies.

Consecutive steps of a computation correspond to the non-commutative matrix multiplication of step evolution operators \( S(t + \epsilon)S(t) \). Different realizations of computing correspond to different properties of \( S \). For generalized Ising models in the occupation number basis \( S \) is a non-negative matrix. For steps of quantum computing \( S \) is orthogonal such that no information is lost. In the presence of a complex structure orthogonal step evolution operators \( S \) are mapped to unitary operators. For deterministic computing or cellular automata \( S \) is a unique jump operator. These properties need not to hold for the evolution steps of the full density matrix \( \rho(t) \). It is sufficient that they are realized for suitable subsystems \( \rho(\rho') \), as for the quantum subsystem.
For deterministic classical computing the “gates” $S(t)$ are unique jump operators. Also the initial data given by $\rho'(t_{in})$ single out one particular spin configuration. Its processing by a sequence of gates $S(t)S(t-\epsilon)\ldots S(t_{in}+\epsilon)S(t_{in})$ results in a single spin configuration at $t$, which is the output of the computation. For probabilistic computing either $S$ is not a unique jump operation, or $\rho'(t_{in})$ is truly a probabilistic initial state, given by a probability distribution for the initial spin configurations that differs from zero for more than one spin configuration. For quantum computing the initial density matrix is probabilistic, such that quantum computing is always probabilistic computing. This holds even if $S$ is a unique jump operation. More precisely, the probabilistic information contained in $\rho'(t)$, or in the local probability distribution $\{p_r(t)\}$, has to obey quantum conditions in order to realize a suitable quantum subsystem. These quantum conditions enforce a truly probabilistic state for every $t$.

Deterministic computation is a special limiting case of probabilistic computation. Already the errors in deterministic computations are described by probabilistic computation. In this case $S$ is not precisely a unique jump operation - the entries accounting for the “wrong output” differ from zero. The noncommutativity familiar from quantum mechanics is characteristic for all forms of computing. Neural networks are typical cases of probabilistic computing. Only part of the initial information is relevant for layers at larger $t$ - the essential information is concentrated in appropriate subsystems. The statistical information available for the subsystem is necessarily truly probabilistic.

Our findings and formalism open interesting directions for future research. The first concerns new computing architectures. One avenue are static memory materials for which $t$ is realized as a position in space. First simulations [30] show that the information loss for suitable generalized Ising models may be moderate enough to permit even almost deterministic computations. Interesting classical interference structures for input information at two different boundaries may be exploited. Another avenue may employ the discrete unitary transformations that can be realized by a finite number of Ising spins. Even though this is not full quantum computing, powerful algorithms using new non-commutative structures may be developed.

A second direction of research may ask if the new non-commutative structures and probabilistic computing are already realized by neural networks or neuromorphic computing, perhaps even in our brain. Probabilistic aspects seem to be genuine for this type of computing. This is certainly the case for biological systems that cannot realize error-free deterministic computation steps. Even if the overall steps for neural networks or neuromorphic computing are realized in a deterministic manner, the effect on relevant subsystems will typically become probabilistic. As we have discussed, the probabilistic nature of the computation, or the noise or “errors” in deterministic steps, may even be an important ingredient for the achievement of computational goals.

The third direction addresses questions of the foundations of quantum mechanics. Once one realizes that quantum systems can be implemented as suitable subsystems of classical statistical systems [51], several interesting questions emerge. Is time an ordering concept [49] in a general probabilistic ensemble covering the universe from the “infinite past” to the “infinite future”? Why and how do the quantum conditions necessary for the realization of quantum subsystems arise in the ubiquitous way observed in nature? What is the precise nature of measurements and the associated measurement correlations?

The perhaps most important outcome of this work is the notion that quantum properties are not restricted to the microscopic, to very well isolated systems or to low temperature. They may play a role for macroscopic probabilistic systems. Perhaps they can even influence open systems as life.
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Appendices

A. Correlation map for two qubits

In this appendix we discuss details of the correlation map from six classical Ising spins to two qubits. We first present explicit classical probability distributions that realize families of entangled states for the quantum system. This is one by use of the normalized classical wave function. We employ the wave function in order to discuss how unitary transformations in the quantum system are realized by transformations of classical probability distributions.

1. Classical probability distributions for pure entangled quantum states

It is instructive to construct explicitly the classical probability distributions for selected entangled quantum states. We consider here pure quantum states for two qubits ($Q = 2$). We concentrate on the correlation map for which the classical system employs $M = 3Q = 6$ Ising spins $s_k^{(1)}$, $s_k^{(2)}$. There are $2^6 = 64$ classical states $\tau$ with associated probabilities $p_\tau$. The task is to find the probability distributions $\{p_\tau\}$ that induce the wanted pure state quantum density matrix by virtue of the correlation map (43).

A useful tool is the normalized classical wave function $q$ [53]. It is a real 64-component vector with components $q_\tau$ obeying

$$p_\tau = q_\tau^2.$$ (192)

This wave function can be seen as a classical probability amplitude. It is defined by the probabilities $p_\tau$ up to signs,
\( q_\tau = \sigma_\tau \sqrt{p_\tau}, \sigma_\tau = \pm 1. \) From \( \sum_\tau p_\tau = 1 \) one infers that \( q \)

is a vector on the unit sphere \( S^3 \),

\[
q_\tau q_\tau = 1. \tag{193}
\]

(The normalized classical wave function \( q \) can be constructed from the classical wave function \( \tilde{q} \) and \( \tilde{q} \) of sect. VI by a non-linear transformation [28].)

The classical Ising spins \( s_\tau^{(i)} \) can be represented as commuting operators \( \hat{s}_\tau^{(i)} \), such that

\[
\langle s^{(i)}_\tau \rangle = q_\tau \langle \hat{s}^{(i)}_\tau \rangle, \tag{194}
\]

We may use a direct product representation

\[
s^{(i)}_1 = t^{(i)} \otimes 1 \otimes 1, \quad s^{(i)}_2 = 1 \otimes t^{(i)} \otimes 1, \quad s^{(i)}_3 = 1 \otimes 1 \otimes t^{(i)}, \tag{195}
\]

with \( 4 \times 4 \) matrices

\[
t^{(1)} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad t^{(2)} = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}. \tag{196}
\]

An arbitrary vector \( q \) can be constructed as a linear combination of basis states that we take as direct products of four component vectors, \( \alpha, \beta, \gamma, \bar{\alpha}, \bar{\beta}, \bar{\gamma} = 1, \ldots, 4, \tau = (\alpha, \beta, \gamma), \)

\[
b^{(a, \beta, \gamma)}_\tau = b^{(a, \bar{\beta}, \bar{\gamma})}_\tau = b^{(1, \alpha)}_\beta b^{(2, \bar{\beta})}_\gamma \tag{197}
\]

with

\[
b^{(k, \bar{a})}_\alpha = \delta^{\bar{a}}_\alpha. \tag{198}
\]

In this basis \( s^{(i)}_1 \) acts on the first factor, \( s^{(i)}_2 \) on the second and \( s^{(i)}_3 \) on the third.

The probability distributions for some simple quantum states can easily be established. For the example of the pure quantum state with \( \langle s^{(1)}_3 \rangle = \langle s^{(2)}_3 \rangle = 1 \), and therefore \( \langle s^{(1)}_3 s^{(2)}_3 \rangle = 1, \langle s^{(1)}_1 s^{(2)}_1 \rangle = \langle s^{(1)}_2 s^{(2)}_2 \rangle = \langle s^{(1)}_1 s^{(2)}_2 \rangle = 0, \)

\[
\langle s^{(1)}_l \rangle = \langle s^{(2)}_l \rangle = 0 \quad \text{for} \ l = 1, 2, \ a \ possible \ classical \ wave \ function \ obeys\]

\[
q_0 = q^{(1)}_0 \otimes q^{(2)}_0 \otimes q^{(3)}_0, \tag{199}
\]

with

\[
t^{(1)} q^{(3)}_0 = t^{(2)} q^{(3)}_0 = q^{(3)}_0, \tag{200}
\]

and

\[
\langle t^{(1)} q^{(1)}_0 | q^{(1)}_0 \rangle = \langle t^{(2)} q^{(2)}_0 | q^{(2)}_0 \rangle = 0. \tag{201}
\]

This is realized by

\[
q^{(3)}_0 = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \quad q^{(1)}_0 = \frac{1}{\sqrt{2(a^2 + b^2)}} \begin{pmatrix} a \\ b \\ \pm b \end{pmatrix}, \tag{202}
\]

Due to the different choices of \( a, b, c, d \) the wave function is not unique. Further solutions of eq. (200) may take the more general form \( q_0 = b_0 \otimes q^{(3)}_0 \), with \( 16 \times 16 \) matrix \( b_0 \) not taking the direct product form \( q^{(1)}_0 \otimes q^{(2)}_0 \). As a result, we obtain a whole family of probability distributions that realize this quantum state.

The realization of entangled quantum states poses no particular problem. The maximally entangled state (37) obeys \( \langle s^{(1)}_1 s^{(2)}_1 \rangle = \langle s^{(1)}_2 s^{(2)}_2 \rangle = \langle s^{(3)}_1 s^{(3)}_2 \rangle = -1, \) while \( \langle s^{(3)}_l \rangle = 0, \langle s^{(1)}_l s^{(2)}_l \rangle = 0 \) for \( k \neq l \). It can be realized by a classical wave function in direct product form,

\[
q_{en} = q^{(1)}_{en} \otimes q^{(2)}_{en} \otimes q^{(3)}_{en}, \tag{203}
\]

obeying

\[
\langle s^{(1)}_l s^{(2)}_k q_{en} \rangle = -\langle q^{(k)}_{en} \rangle, \tag{204}
\]

and

\[
\langle q^{(k)}_{en} | s^{(i)}_k q_{en} \rangle = 0. \tag{205}
\]

The solution,

\[
q^{(k)}_{en} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ \pm 1 \end{pmatrix}, \tag{206}
\]

corresponds for every \( k \)-sector to equal probabilities \( p_{++} = p_{--} = 1/2, \) while \( p_{+-} = p_{-+} = 0 \). Taking things together, the eight probabilities \( p_\tau \) for which \( s^{(1)}_k \) and \( s^{(2)}_k \) are opposite for all \( k \) take all the value 1/8. The other 56 probabilities, for which at least for one \( k \) the spins \( s^{(1)}_k \) and \( s^{(2)}_k \) take the same value, vanish.

Wave functions that can be written in the direct product form

\[
q_\theta = q^{(1)}_\theta \otimes q^{(2)}_\theta \otimes q^{(3)}_\theta \tag{207}
\]

imply the relations

\[
\rho_{k0} = \langle s^{(1)}_k | q^{(k)}_\theta | t^{(1)}_k | q^{(k)}_\theta \rangle, \tag{208}
\]

\[
\rho_{ok} = \langle s^{(2)}_k | q^{(k)}_\theta | t^{(2)}_k | q^{(k)}_\theta \rangle, \tag{209}
\]

and, for \( k \neq l, \)

\[
\rho_{kl} = \langle s^{(1)}_k s^{(2)}_l | q^{(k)}_\theta | t^{(1)}_l | q^{(l)}_\theta \rangle | q^{(l)}_\theta | t^{(2)}_l | q^{(k)}_\theta \rangle = \rho_{ok} \rho_{lk}. \tag{210}
\]

A family of pure quantum states for which these conditions hold is given by the wave function

\[
\psi_\theta = \begin{pmatrix} 0 \\ \cos(\theta) \\ \sin(\theta) \\ 0 \end{pmatrix}. \tag{211}
\]
Indeed, one finds for this wave function the non-vanishing coefficients or expectation values
\[
\rho_{30} = -\rho_{33} = \cos^2(\vartheta) - \sin^2(\vartheta), \quad \rho_{33} = -1,
\]
\[
\rho_{11} = \rho_{22} = 2\cos(\vartheta)\sin(\vartheta).
\]

For \( q^{(1)} \) one infers (with \( \varepsilon_1, \varepsilon_2 = \pm 1 \))
\[
q^{(1)} = \begin{pmatrix} a \\ b \\ \varepsilon_2 b \\ \varepsilon_1 a \end{pmatrix}, \quad a^2 + b^2 = \frac{1}{2},
\]
(213)
and
\[
a^2 - b^2 = \cos(\vartheta)\sin(\vartheta),
\]
or (up to signs)
\[
a = \frac{1}{2}(\cos(\vartheta) + \sin(\vartheta)), \quad b = \frac{1}{2}(\cos(\vartheta) - \sin(\vartheta)).
\]
(215)

The same relation holds for \( q^{(2)} \). In the sectors with \( k = 1, 2 \) one therefore as \( p_{++} = p_{--} = a^2, p_{+-} = p_{-+} = b^2 \). For \( q^{(3)} \) one finds
\[
q^{(3)} = \begin{pmatrix} 0 \\ \pm \cos(\vartheta) \\ \pm \sin(\vartheta) \\ 0 \end{pmatrix},
\]
(216)
such that in the \( k = 3 \) sector \( p_{+-} = \cos^2(\vartheta), \ p_{-+} = \sin^2(\vartheta) \). For \( \cos(\vartheta) = -\sin(\vartheta) = 1/\sqrt{2} \) we recover the maximally entangled state (37).

2. Representation of unitary transformations by changes of classical probability distributions

The wave function of an arbitrary pure quantum state obtains (up to an irrelevant overall phase) by a unitary \( SU(4) \)-transformation \( U \) from some arbitrary fixed state \( \psi_0 \),
\[
\psi = U\psi_0.
\]
(217)

Similarly, an arbitrary classical wave function can be expressed as an orthogonal \( SO(64) \) transformation \( O \) from an arbitrary fixed wave function \( q_0 \),
\[
q = Oq_0.
\]
(218)
The simple relation (218) is an important advantage of the use of classical wave functions, since the expression of a general transformation between probabilities is a complicated object.

Let us now consider a pair \( (\psi_0, q_0) \) such that the pure state density matrix \( \rho^{(0)}_0 \) constructed from \( \psi_0 \) is the correlation map of the probability distribution associated to \( q_0 \). The coefficients defining the density matrix \( \rho_0 \) obey
\[
\rho^{(0)}_{\mu\nu} = \langle \psi_0 | L_{\mu\nu} | \psi_0 \rangle,
\]
(219)
with \( L_{\mu\nu} \) the fifteen generators of \( SU(4) \). By our choice they coincide with the expectation values of the fifteen diagonal classical operators \( M_{\mu\nu} \),
\[
\rho^{(0)}_{\mu\nu} = \langle q_0 | M_{\mu\nu} | q_0 \rangle,
\]
(220)
where
\[
M_{k0} = \hat{s}_k^{(1)}, \quad M_{0k} = \hat{s}_k^{(2)}, \quad M_{kl} = \hat{s}_k^{(1)}\hat{s}_l^{(2)}.
\]
(221)
Completeness of the correlation map is established if for every \( U \) one can find \( O \) such that
\[
\rho_{\mu\nu} = \langle \psi_0 | U^1 L_{\mu\nu} U | \psi_0 \rangle = \langle q_0 | O^T M_{\mu\nu} O | q_0 \rangle = \langle \psi | L_{\mu\nu} | \psi \rangle = \langle q | M_{\mu\nu} | q \rangle.
\]
(222)

Let us first discuss the simpler problem for a single qubit, \( Q = 1 \), where \( \psi \) has two components, \( q \) has eight components, \( L_{\mu\nu} \) is replaced by \( \tau_k \) and \( M_{\mu\nu} \) by \( \hat{s}_k \),
\[
\hat{s}_1 = \tau_3 \otimes 1 \otimes 1, \quad \hat{s}_2 = 1 \otimes \tau_3 \otimes 1, \quad \hat{s}_3 = 1 \otimes 1 \otimes \tau_3.
\]
(223)
An arbitrary pure quantum state,
\[
\rho_k = \langle s_k | = \langle q | \hat{s}_k | q \rangle, \quad \rho_k \rho_k = 1
\]
(224)
can be realized by
\[
q = q^{(1)} \otimes q^{(2)} \otimes q^{(3)},
\]
(225)
with
\[
\langle q^{(k)} \tau_3 q^{(k)} \rangle = \rho_k,
\]
(226)
or
\[
q^{(k)} = \begin{pmatrix} a_k \\ b_k \end{pmatrix}, \quad a_k^2 = \frac{1 + \rho_k}{2}, \quad b_k^2 = \frac{1 - \rho_k}{2}.
\]
(227)
For an initial state with \( \langle s_3 \rangle = 1, \langle s_1 \rangle = \langle s_2 \rangle = 0 \),
\[
q_3 = \frac{1}{2} \begin{pmatrix} 1 \\ 1 \end{pmatrix} \otimes \begin{pmatrix} 1 \\ 1 \end{pmatrix} \otimes \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \psi_3 = \begin{pmatrix} 1 \\ 0 \end{pmatrix},
\]
(228)
an orthogonal matrix exists that rotates \( q_3 \) to \( q \) as given by eqs. (225), (227). We can take a direct product
\[
O = O^{(1)} \otimes O^{(2)} \otimes O^{(3)},
\]
\[
O^{(k)} = \begin{pmatrix} \cos(\vartheta_k) & \sin(\vartheta_k) \\ -\sin(\vartheta_k) & \cos(\vartheta_k) \end{pmatrix},
\]
(229)
with
\[
\cos(\vartheta_1)\sin(\vartheta_1) = \frac{\rho_1}{2}, \quad \cos(\vartheta_2)\sin(\vartheta_2) = \frac{\rho_2}{2},
\]
(230)
\[
\cos(\vartheta_3) = a_3 = \sqrt{1 + \rho_3 - \frac{\rho_3}{2}}, \quad \sin(\vartheta_3) = -b_3 = \sqrt{1 - \rho_3 - \frac{\rho_3}{2}}.
\]

Since every initial and final pure quantum states admits associated normalized classical wave functions (227), it is not surprising that orthogonal transformation between the classical wave functions can be found.
The matrix $O$ that is associated to a given unitary transformation $U$ of the quantum system depends, however, on the reference wave function $q_0$. Consider

$$U_1 = \tau_1, \quad U_1 \psi_3 = \begin{pmatrix} 0 \\ 1 \end{pmatrix}.$$  \hfill (231)

This corresponds to $\vartheta_1 = \vartheta_2 = 0$, $\vartheta_3 = -\pi/2$, or

$$O_1 = 1 \otimes 1 \otimes \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}.$$  \hfill (232)

Applying $O_1$ to a direct product wave function

$$q = q^{(1)} \otimes q^{(2)} \otimes \begin{pmatrix} a \\ b \end{pmatrix}$$  \hfill (233)

leaves $q^{(1)}$ and $q^{(2)}$ invariant,

$$O_1 q = q^{(1)} \otimes q^{(2)} \otimes \begin{pmatrix} -b \\ a \end{pmatrix},$$  \hfill (234)

such that after the transformation $\rho_1$ and $\rho_2$ have not changed. In contrast, if we apply $U_1$ to an eigenstate of $\tau_2$, \hfill (235)

$$\psi_2 = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ i \end{pmatrix}, \quad U_1 \psi_2 = \frac{1}{\sqrt{2}} \begin{pmatrix} i \\ 1 \end{pmatrix},$$

reverses the sign of $\rho_2$. $\rho_2 = 1 \rightarrow \rho_2 = -1$. We therefore need a different matrix $O_2$ to represent the action of $U_1$ on a classical wave function representing $\psi_2$.

We conclude that the matrix $O$ realizing a given $U$ cannot be found by embedding $SU(2)$ as a subgroup of $SO(8)$. The relation between $U$ and $O$ cannot be realized on the operator level. For the latter it would be necessary to find for an arbitrary $SU(2)$-matrix $U$ an $SO(8)$-matrix $O$ such that

$$U^\dagger \tau_k U = b_{kl} \tau_l$$  \hfill (236)

implies for the same coefficients $b_{kl}$

$$O^T \hat{s}_k O = b_{kl} \hat{s}_l.$$  \hfill (237)

Then eq. (29) would hold for every $(\psi_0, q_0)$ obeying eqs. (219), (220), in contrast to the findings above. The impossibility to realize the pair (236), (237) can be seen easily for infinitesimal transformations,

$$U = 1 + i \alpha_m \tau_m,$$  \hfill (238)

for which

$$b_{kl} = \delta_{kl} + 2 \alpha_m \varepsilon_{mkl}.$$  \hfill (239)

For

$$O_{\tau \rho} = \delta_{\tau \rho} + \beta_{\tau \rho}, \quad \beta_{\tau \rho} = -\beta_{\rho \tau},$$  \hfill (240)

one has

$$O^T \hat{s}_k O = \hat{s}_k - [\beta, \hat{s}_k].$$  \hfill (241)

The commutator of an antisymmetric matrix $\beta$ with a diagonal matrix $\hat{s}_k$ has all diagonal elements vanishing, making a relation $[\beta, \hat{s}_k] = -2 \alpha_m \varepsilon_{mkl} \hat{s}_l$ impossible.

The lesson of this simple exercise is that no linear transformation of classical wave functions exists that realizes arbitrary unitary transformations for the quantum subsystem. Just as for the probabilities, arbitrary unitary transformations require non-linear transformations of the normalized classical wave functions. This statement obviously generalizes to $Q = 2$.

### B. Unique jump realizations of the CNOT-gate

The possible realization of the CNOT-gate by a unique jump operation depends on the number of classical Ising spins or classical bits used. For two qubits ($Q = 2$) and fifteen classical bits we have discussed a simple unique jump operation in sect. III. In this appendix we concentrate on $Q = 2$ and the correlation map with six classical bits $s_k^{(1)}$, $s_k^{(2)}$, as discussed in sect. IV. We will first show that no unique jump operation exists that realizes the map (37) for the corresponding correlation functions for arbitrary probability distributions $\{p_r\}$. It would be sufficient, however, to realize eq. (37) for those probability distributions that obey the quantum condition. This is a more complex question that has not yet found a complete answer. We describe the issue by the discussion of a concrete example of a particular unique jump operation.

#### 1. CNOT-gate with six Ising spins

The transformation (38) is no longer a simple transformation among Ising spins. For example, the exchange $\rho_{03} \leftrightarrow \rho_{33}$ exchanges the expectation values $\langle s_3^{(2)} \rangle$ and the correlation function $\langle s_3^{(1)} s_3^{(2)} \rangle$. As an example, the exchange

$$\langle s_3^{(2)} \rangle \leftrightarrow \langle s_3^{(1)} s_3^{(2)} \rangle$$  \hfill (242)

can be realized by a conditional switch of $s_3^{(2)}$: it changes sign if $s_3^{(1)}$ is negative, and remains invariant if $s_3^{(1)}$ is positive. This conditional switch is, however, not the only possibility to realize $\rho_{03} \leftrightarrow \rho_{33}$. For an assessment which type of transformations of the classical probability distribution $\{p_r\}$ can realize the CNOT-gate we have to proceed to a more systematic study, for which we detail a typical step in the following.

We may label the $2^6 = 64$ states $\tau$ by $(+ + \tilde{\rho}), (+ - \tilde{\rho}), \ldots, (- - \tilde{\rho})$, where the two signs stand for the values of $s_3^{(1)}$ and $s_3^{(2)}$, and the collective index $\tilde{\rho}$ denotes the 16 possibilities for the remaining spins $s_1^{(1)}, s_2^{(1)}, s_1^{(2)}$ and $s_2^{(2)}$. 
With similar notations for the probabilities \(p_\tau\) this yields
\[
\langle s_3^{(2)} \rangle = \sum_{\tilde{p}} (p_{++\tilde{p}} - p_{+-\tilde{p}} + p_{-+\tilde{p}} - p_{--\tilde{p}}),
\]
\[
\langle s_3^{(1)} s_3^{(2)} \rangle = \sum_{\tilde{p}} (p_{++\tilde{p}} - p_{+-\tilde{p}} + p_{-+\tilde{p}} - p_{--\tilde{p}}). \tag{243}
\]
The transformation (46) therefore corresponds to
\[
X + Y \leftrightarrow X - Y \tag{244}
\]
with
\[
X = \sum_{\tilde{p}} (p_{++\tilde{p}} - p_{+-\tilde{p}} - p_{-+\tilde{p}} - p_{--\tilde{p}}), \quad Y = \sum_{\tilde{p}} (p_{+-\tilde{p}} - p_{++\tilde{p}}). \tag{245}
\]
The conditional switch of \(s_3^{(2)}\) if \(s_3^{(1)} = -1\) leaves \(X\) invariant while \(Y\) changes sign. It is obvious that this is not the only transformation among the \(p_\tau\) that realizes eq. (244).

If we combine eq. (242) with the invariance of \(\rho_{30} = \langle s_3^{(1)} \rangle\), the condition (244) is supplemented by the invariance of \(Z\)
\[
Z = \sum_{\tilde{p}} (p_{++\tilde{p}} + p_{+-\tilde{p}} - p_{-+\tilde{p}} + p_{--\tilde{p}}). \tag{246}
\]
Using the normalization condition,
\[
\sum_{\tilde{p}} (p_{++\tilde{p}} + p_{+-\tilde{p}} + p_{-+\tilde{p}} + p_{--\tilde{p}}) = 1, \tag{247}
\]
we infer the invariance of
\[
b_{30} = A_{++}^{33} + A_{+-}^{33}, \tag{248}
\]
where we denote
\[
A_{\alpha\beta}^{33} = \sum_{\tilde{p}} p_{\alpha\tilde{p}}. \tag{249}
\]
This leaves us with two variables \(A_{++}^{33}\) and \(A_{+-}^{33}\), with
\[
A_{++}^{33} = b_{30} - A_{++}^{33}, \quad A_{+-}^{33} = 1 - b_{30} - A_{+-}^{33}, \tag{250}
\]
and
\[
X = 2A_{++}^{33} - b_{30}, \quad Y = 1 - b_{30} - 2A_{+-}^{33}. \tag{251}
\]
Insertion into eq. (48) yields
\[
A_{++}^{33} + A_{+-}^{33} \leftrightarrow A_{++}^{33} - A_{+-}^{33} + 1 - b_{30}. \tag{252}
\]
Again, the conditional switch, which corresponds to invariant \(A_{++}^{33}\) and \(A_{+-}^{33} \leftrightarrow A_{++}^{33} + 1 - b_{30} - A_{+-}^{33}\), is not the only possibility to realize eq. (252).

This type of considerations can be continued in order to establish the conditions for the other relations in eq. (37). Using arbitrary maps among the probabilities \(p_\tau\) it is indeed possible to realize the CNOT-gate with six Ising spins. This follows from the fact that arbitrary values of \(\rho_{\mu\nu}\) obeying the quantum constraint can be obtained for suitable probability distributions \(\{p_\tau\}\).

2. Unique jump operation

We will next show that the map (37) underlying the CNOT-gate cannot be realized by a unique jump operation for arbitrary probability distributions. Unique jump operations map each state \(\tau\) to precisely one other state \(\tau'\), with a corresponding map \(p_{\tau} \rightarrow p_{\tau'}\). For this purpose we first observe that the 64 states \(\tau\) can be divided into four blocks of 16 probabilities each, such that the CNOT-transformation acts within each block separately. Indeed, the invariance of \(\rho_{30}, \rho_{01}\) and \(\rho_{31}\) implies that the sum of probabilities \(p_{\tau_1}\) for states with both \(s_{3}^{(1)} = 1\) and \(s_{3}^{(2)} = 1\) remains invariant under the transformation. Here \(\sigma_{k} = \pm 1\) and \(\rho_{k} = \pm 1\) denote the values of \(s_{k}^{(1)}\) and \(s_{k}^{(2)}\) in the corresponding state \(\tau\). (We use shorthands +, − for +1 and −1.) If unique jump operations are realized for arbitrary probabilities, the CNOT-transformation cannot exchange probabilities from the block \(p_{\sigma_{1}\sigma_{2}++} p_{\sigma_{1}\sigma_{2}--} p_{\sigma_{1}++} p_{\sigma_{1}--}\) and \(p_{\sigma_{1}\sigma_{2}++} p_{\sigma_{1}\sigma_{2}--} p_{\sigma_{1}++} p_{\sigma_{1}--}\) for which \((s_{3}^{(1)}, s_{3}^{(2)})\) takes values \((+, -), (-, +)\) and \((-,-)\), respectively. A unique jump realization of the CNOT-gate can only exchange probabilities within each given block.

As a consequence, each block can be discussed separately and we concentrate on the one with \((s_{3}^{(1)}, s_{3}^{(2)}) = (+, +)\). Realizing the transformation \(\rho_{03} \leftrightarrow \rho_{33}\) within this block requires the relation (242) now restricted to sums over probabilities within this block. Since \(s_{3}^{(1)} = 1\), both \(\rho_{03}\) and \(\rho_{33}\) are the same and therefore remain invariant under the transformation. A unique jump operation can therefore only exchange states within each subblock with \(s_{3}^{(2)} = 1\) or \(s_{3}^{(2)} = -1\) separately. This defines two invariant subblocks with eight states each. Applying the same argument to the exchanges \(\rho_{02} \leftrightarrow \rho_{12}, \rho_{10} \leftrightarrow \rho_{11}, \rho_{20} \leftrightarrow \rho_{21}\) the sixteen states are divided into subblocks in different ways. One ends with eight invariant subblocks with eight states each. The remaining transformations \(\rho_{23} \leftrightarrow \rho_{12}\) and \(\rho_{13} \leftrightarrow - \rho_{23}\) have to be realized by an exchange of states that respects the invariant subblocks. This is not possible, and we conclude that no transformation among the 64 states \(\tau\) is possible that realizes the map (37) for arbitrary probability distributions.

3. Conditional jumps

The issue gets more complicated if we restrict the probability distributions \(\{p_\tau\}\) to those that obey the quantum constraint. As an example we discuss a unique jump operation that realizes only part of the map (37) for arbitrary \(\{p_\tau\}\). The question arises if the missing relations can be enforced by the quantum constraints on \(\{p_\tau\}\). We investigate the conditional jump \(C\),
\[
C : \begin{cases} 
\text{if } s_{3}^{(1)} = -1, & \text{flip sign of } s_{3}^{(2)} \text{ and } s_{3}^{(1)} , \\
\text{if } s_{1}^{(2)} = -1, & \text{flip sign of } s_{1}^{(1)} \text{ and } s_{2}^{(1)} . 
\end{cases} \tag{253}
\]
This is a simple map between classical spins and their correlations. The spins $s_3^{(1)}$ and $s_1^{(2)}$ remain unchanged, while
\[ s_1^{(1)} \leftrightarrow s_1^{(1)} s_1^{(2)}, \quad s_2^{(1)} \leftrightarrow s_2^{(1)} s_1^{(2)}, \]
\[ s_2^{(2)} \leftrightarrow s_3^{(1)} s_2^{(2)}, \quad s_3^{(2)} \leftrightarrow s_3^{(1)} s_3^{(2)}. \] (254)
This ensures in eq. (37) the relations
\[ \rho_{10} \leftrightarrow \rho_{11}, \quad \rho_{20} \leftrightarrow \rho_{21}, \quad \rho_{02} \leftrightarrow \rho_{32}, \quad \rho_{03} \leftrightarrow \rho_{33}, \quad \rho_{30}, \rho_{01}, \rho_{31} \text{ invariant.} \] (255)
The situation is less simple for $\rho_{12}, \rho_{13}, \rho_{22}$ and $\rho_{23}$. The conditional jump $C$ transforms
\[ s_1^{(1)} s_2^{(2)} \leftrightarrow s_1^{(1)} s_3^{(1)} s_2^{(2)}, \quad s_1^{(2)} \leftrightarrow s_1^{(1)} s_3^{(1)} s_2^{(2)}, \]
\[ s_2^{(2)} \leftrightarrow s_2^{(1)} s_3^{(1)} s_2^{(2)}, \quad s_2^{(2)} \leftrightarrow s_2^{(1)} s_3^{(1)} s_2^{(2)}. \] (256)
Correspondingly, for a general probability distribution $\{p_\tau\}$ the two-point functions $\rho_{12}, \rho_{13}, \rho_{22}$ and $\rho_{23}$ are mapped to four-point functions. These four-point functions are not directly contained in the incomplete statistical information of the quantum subsystem. The relations (37) do not need to hold, however, for arbitrary probability distributions. It is sufficient that $C$ maps a probability distribution obeying the quantum condition to another probability distribution obeying the quantum condition, and that eq. (37) holds for these particular pairs of probability distributions.

A classical state $\tau$ can be characterized by the values of the six Ising spins, $\tau = (\sigma_1, \sigma_2, \sigma_3, \rho_{12}, \rho_{13}, \rho_{22})$, with $\sigma_1 = 1$ for all states with $s_3^{(1)} = 1$ while $\sigma_1 = -1$ if $s_3^{(1)} = -1$, and similar for all $\sigma_k, \rho_k$. Correspondingly, we denote the classical probabilities $p_\tau$ by $p_{\tau_1,\tau_2,\tau_3,\rho_{12},\rho_{13},\rho_{22}}$. We often will use the shorthand $+ or -$ for a given $\sigma_k = +1$ or $\sigma_k = -1$.

With this notation one has
\[ \rho_{12} = \sum_{\sigma_2,\sigma_3,\rho_{12}} \left( p_{+\sigma_2,\sigma_3,\rho_{12}+} + p_{-\sigma_2,\sigma_3,\rho_{12}-} \right), \]
\[ -p_{+\sigma_2,\sigma_3,\rho_{12}-} - p_{-\sigma_2,\sigma_3,\rho_{12}+} \right), \] (257)
or
\[ \rho_{22} = \sum_{\sigma_1,\sigma_3,\rho_{22}} \left( p_{+\sigma_1,\sigma_3,\rho_{22}+} + p_{-\sigma_1,\sigma_3,\rho_{22}-} \right), \]
\[ -p_{+\sigma_1,\sigma_3,\rho_{22}-} - p_{-\sigma_1,\sigma_3,\rho_{22}+} \right). \] (258)

The map $C$ defines a map $p_{\sigma_1,\sigma_2,\sigma_3,\rho_{12},\rho_{13},\rho_{22}} \rightarrow p'_{\sigma_1,\sigma_2,\sigma_3,\rho_{12},\rho_{13},\rho_{22}}$, which associates to each set $(\sigma_1, \sigma_2, \sigma_3, \rho_{12}, \rho_{13}, \rho_{22})$ a unique set $(\sigma'_1, \sigma'_2, \sigma'_3, \rho'_1, \rho'_2, \rho'_3)$. For a general classical probability distribution $\{p_\tau\}$ it is easy to see that $C$ does not map $\rho_{13}$ to $\rho'_{13}$ or $\rho_{23}$ to $\rho'_{23}$, not $\rho_{12}$ to $\rho'_{12}$. The question is if the map (37) holds if we impose the quantum condition on the classical probability distribution.

Let us illustrate this issue for a set of four pure state density matrices with $\rho_{30} = \pm 1$, $\rho_{01} = \pm 1$. These states correspond to fixed values $s_3^{(1)} = \pm 1$, $s_1^{(2)} = \pm 1$. For these fixed values the map (256) reads
\[ \rho'_{12} = \pm \rho_{12}, \quad \rho'_{13} = \pm \rho_{13}, \quad \rho'_{22} = \pm \rho_{22}, \quad \rho'_{23} = \pm \rho_{23}, \]
(259)
with signs depending on the values of $s_3^{(1)}$ and $s_1^{(2)}$. For this state also $\rho_{31} = \pm 1$ assumes a fixed value. For $\rho_{30}^{2} + \rho_{01}^{2} + \rho_{31}^{2} = 3$ we conclude that the quantum condition requires $\rho_{\mu \nu} = 0$ for all pairs $(\mu, \nu)$ except $(3, 0), (0, 1)$ and $(3, 1)$. The relations (255), (259) ensure then $\rho'_{\mu \nu} = 0$ except $\rho_{30}^{2} = \rho_{30}, \rho_{01} = \rho_{01}, \rho_{31} = \rho_{31}$. This obeys the map (37) and we conclude that for this particular quantum state eq. (37) is indeed realized by the map C.

Our next example considers pure state density matrices with $\rho_{30} = \pm 1$, $\rho_{03} = \pm 1$. Since the spins $s_3^{(1)}$ and $s_3^{(2)}$ assume fixed values for this quantum state, also $\rho_{33} = \rho_{30} \rho_{03}$ is fixed in this case. In consequence, the condition $\rho_{12}, \rho_{13} = 3$ is already saturated by $\rho_{30}, \rho_{03}$ and $\rho_{33}$, such that the quantum condition requires $\rho_{\mu \nu} = 0$ for all pairs $(\mu, \nu)$ except $(3, 0), (0, 3)$ and $(3, 3)$. For fixed values of $s_3^{(1)}, s_3^{(2)} = \pm 1$ the map (256) implies
\[ \rho'_{13} = \pm \rho_{11}, \quad \rho'_{23} = \pm \rho_{21} \]
(260)
and
\[ \rho'_{12} = \pm \rho_{12}, \quad \rho'_{13} = \pm \rho_{13}, \quad \rho'_{22} = \pm \rho_{22}, \quad \rho'_{23} = \pm \rho_{23} \]
(261)
The map (37) is realized for this state if $\rho'_{\mu \nu} = 0$ for all $(\mu, \nu)$ except $(3, 0), (0, 3), (3, 3)$. This holds for $\rho_{13}$ and $\rho_{23}$ according to eq. (260). The map (37) therefore holds for this quantum state if the three-point functions in eq. (261) vanish.

Consider first the three conditions $\rho_{10} = 0, \rho_{01} = 0, \rho_{11} = 0$.
\[ \rho_{10} = \sum_{\sigma_2,\sigma_3,\rho_{12}} \left( p_{+\sigma_2,\sigma_3,\rho_{12}+} - p_{-\sigma_2,\sigma_3,\rho_{12}-} \right) = 0, \]
\[ \rho_{01} = \sum_{\sigma_1,\sigma_3,\rho_{22}} \left( p_{+\sigma_1,\sigma_3,\rho_{22}+} - p_{-\sigma_1,\sigma_3,\rho_{22}-} \right) = 0, \]
\[ \rho_{11} = \sum_{\sigma_2,\sigma_3,\rho_{22}} \left( p_{+\sigma_2,\sigma_3,\rho_{22}+} - p_{-\sigma_2,\sigma_3,\rho_{22}-} \right) - p_{+\sigma_2,\rho_{22}+} - p_{-\sigma_2,\rho_{22}-} = 0. \] (262)
Together with the normalization of the probability distribution this implies
\[ \sum_{\sigma_2,\sigma_3,\rho_{22}} p_{+\sigma_2,\sigma_3,\rho_{22}+} + p_{-\sigma_2,\sigma_3,\rho_{22}-} = 1, \]
\[ = \sum_{\sigma_2,\sigma_3,\rho_{22}} \left( p_{+\sigma_2,\sigma_3,\rho_{22}+} - p_{-\sigma_2,\sigma_3,\rho_{22}-} \right) = \frac{1}{4}. \] (263)
The quantities in eq. (263) are the probabilities to find for $(s_3^{(1)}, s_3^{(2)})$ the values $(+, +), (+, -), (-, +)$ and $(-, -)$,
respectively. For \( \langle s_1^{(1)} \rangle = 0, \langle s_2^{(1)} \rangle = 0, \langle s_1^{(1)} s_1^{(2)} \rangle = 0 \) they have to be all equal.

For equal probabilities for the eight possible values of three spins the three-point correlation vanishes. This situation is, however, not necessarily realized for all probability distributions obeying the quantum condition. Let us impose first for three spins \( s_i \) the conditions \( \langle s_i \rangle = 0, \langle s_i s_j \rangle = 0 \). The eight probabilities have to obey

\[
p_{++} = p_{--} = p_{-+} = p_{+-} = \frac{1}{4} - p_{++},
\]

with

\[
\langle s_1 s_2 s_3 \rangle = 4 (p_{+++} - p_{--}).
\]

Depending on the value of \( p_{++} \), \( 0 \leq p_{+++} \leq 1/4 \), the three point function \( \langle s_1 s_2 s_3 \rangle \) can assume all values between \(-1\) and \( +1 \). We conclude that the conditions

\[
\rho_{11} = \rho_{01} = \rho_{12} = \rho_{22} = \rho_{10} = \rho_{20} = 0
\]

cannot be sufficient to enforce \( \langle s_1^{(1)} s_1^{(2)} \rangle = 0 \). They are even weaker than the conditions \( \langle s_i \rangle = 0, \langle s_i s_j \rangle = 0 \), since no relation for the correlation \( \langle s_1^{(1)} s_1^{(2)} \rangle \) is imposed.

This situation does not change if we impose the additional relations \( \rho_{02} = 0, \rho_{22} = 0, \rho_{12} = 0 \). Consistent with all these constraints one can realize non-zero values of \( \langle s_1^{(1)} s_1^{(2)} \rangle \). For example, one has \( \langle s_1^{(1)} s_1^{(2)} \rangle = 1 \) for the choice \( p_{++} = p_{-+} = p_{+-} = p_{+--} = 1/8 \) and \( p_{++} = p_{-+} = p_{+-} = p_{+--} = 1/8 \). Since for the considered state the spins \( s_3^{(1)} \) and \( s_3^{(2)} \) take fixed values \( \pm 1 \) one has \( \rho_{30} = \pm \rho_{01}, \rho_{32} = \pm \rho_{02}, \rho_{13} = \pm \rho_{10}, \rho_{23} = \pm \rho_{20} \). Thus \( \rho_{31}, \rho_{32}, \rho_{13}, \rho_{23} \) vanish automatically for vanishing \( \rho_{01}, \rho_{02}, \rho_{10}, \rho_{20} \). We conclude that the quantum condition is not sufficient for \( C \) to realize the CNOT gate (37) for arbitrary quantum states.

This discussion shows that the action of unique jump operations on quantum states needs a careful discussion of the role of the quantum constraint. So far we have not yet found a definite answer if a unique jump operation can realize the CNOT-gate for six classical bits.

We also recall that the question if the CNOT-gate can be realized by unique jump operations or not depends on the number of Ising spins used. For the \( 2^{202} - 1 \) Ising spins discussed at the beginning of this section a unique jump realization of the CNOT-gate is obvious. One may consider intermediate cases, as for even \( Q \) a number of \( 15Q/2 \) independent classical spins. They are ordered in pairs of neighboring quantum spins. For each pair one uses fifteen classical bits or Ising spins and realizes the CNOT-gate within a pair by the unique jump operation discussed in sect. (III). While unitary transformations exchanging pairs of quantum spins are easy to realize as unique jump operations, it is now the exchange of a single quantum spin with another single quantum spin belonging to a different pair for which the unique jump operation poses a difficulty.

C. CNOT-gate in probabilistic computing

In this appendix we discuss the quantum subsystem for two qubits, realized by six Ising spins using correlation functions as discussed in sect. IV. We want to see what type of step evolution operators can realize the CNOT-gate. We employ the formalism for probabilistic computing in sect. VII. There are fifteen classical observables

\[
A'_{(\mu \nu)} = A'_{(\mu \nu)}, \mu, \nu = 0, 1, 2, 3,
\]

\( A'_{00} \) omitted, whose expectation values determine the density matrix \( \rho(t) \)

\[
\rho_{\mu \nu}(t) = \text{tr} \left( A'_{(\mu \nu)} \rho'(t) \right). \tag{266}
\]

We label here the observables by the classical operators \( A'_{(\mu \nu)} \), realized by diagonal \( 64 \times 64 \) matrices appropriate for \( M = 6 \) classical bits. The density matrix at \( t + \epsilon \) obtains from the expectation values of transformed classical observables \( B'_{(\mu \nu)} = S^{-1} A'_{(\mu \nu)} S \) according to

\[
\rho_{\mu \nu}(t + \epsilon) = \text{tr} \left( B'_{(\mu \nu)} \rho'(t) \right) = \text{tr} \left( S^{-1} A'_{(\mu \nu)} S \rho'(t) \right). \tag{267}
\]

The CNOT-gate can be realized if one can find a suitable step evolution operator \( S \) such that \( \rho_{\mu \nu}(t + \epsilon) \) is related to \( \rho_{\mu \nu}(t) \) by eq. (38) for all \( \rho'(t) \) obeying the quantum constraint.

A sufficient condition for realizing the map \( \rho_{\mu \nu} \rightarrow \rho'_{\mu \nu} = \pm \rho_{\mu \nu} \) is given by a relation on the operator level \( B'_{(\mu \nu)} = S^{-1} A'_{(\mu \nu)} S = \pm A'_{(\mu \nu)} \). For the weaker necessary condition, however, the relation of the type \( B'_{(\mu \nu)} = \pm A'_{(\mu \nu)} \) has to hold only once multiplied with arbitrary \( \rho' \) obeying the quantum constraint, and after performing the trace. This admits more possibilities than a map \( A'_{(\mu \nu)} \rightarrow B'_{(\mu \nu)} \) on the operator level.

It is straightforward to show that the CNOT-gate cannot be realized on the operator level. A realization on the operator level would require relations of the type (38) on the level of the classical operators \( B'_{(\mu \nu)} \) and \( A'_{(\mu \nu)} \), which amounts to
Eq. (268) requires that \( S^2 \) commutes with all \( A'_{(\mu
u)} \). The fifteen diagonal classical operators \((A'_{(\mu
u)})_{\tau\rho} = (A'_{(\mu
u)})_{\tau\tau} = 1 \) for states \( \tau \) for which the product of Ising spins \( s^1_\mu s^1_\nu \) takes the values one, and \((A'_{(\mu
u)})_{\tau\tau} = 1 \) for states where \( s^1_\mu s^1_\nu = -1 \). We emphasize the different product structure for classical operators \( A'_{(\mu
u)} \) and quantum operators \( L_{\mu\nu} \). While the classical operators \( A'_{(\mu
u)} \) commute, this does not hold for the quantum operators. On the level of operator relations no step evolution obeying all relations (268) exists. The relations \([S, A'_{(30)}] = 0\), \([S, A'_{(01)}] = 0\) imply that \( S \) must be block diagonal, with \( 16 \times 16 \) blocks acting separately in the sectors of fixed \( s^1_3 \) and \( s^2_3 \). The remaining relations have to hold for each sector separately. In the particular sector \( s^1_3 = 1 \), \( s^1_3 = 1 \) there is no difference between \( A'_{(11)} \) and \( A'_{(10)} \), \( A'_{(01)} \) and \( A'_{(02)} \), \( A'_{(31)} \) and \( A'_{(33)} \), or \( A'_{(12)} \) and \( A'_{(02)} \). In this sector \( A'_{(10)} \), \( A'_{(20)} \), \( A'_{(02)} \) and \( A'_{(03)} \) commute with \( S \), such that \( S \) has to be the unit matrix in this sector. This contradicts the last four relations (268).

For a first exploration of the weaker condition (267) we discuss settings where eq. (267) holds for particular states, corresponding to particular classical density matrices \( \rho' \) obeying the quantum constraint. If eq. (267) holds for all basis states discussed in appendix D, and for all \( \rho' \) realizing these basis states, the CNOT gate is realized by the step evolution operator \( S \). Consider the pure quantum states \( \rho'_{30} = \rho_{01} = \rho_{31} = 0 \), for which the quantum condition requires for all \((\mu, \nu)\) except \((0, 0), (0, 1) \) and \((3, 1)\)

\[
\rho_{\mu\nu} = \text{tr} (A'_{(\mu\nu)} \rho') = 0. \tag{269}
\]

This restricts suitable sums of diagonal elements of \( \rho' \). We consider factorizing boundary conditions (75) such that \( \rho'_{\tau\rho} = \hat{q}_\tau \hat{q}_\rho \). One possible realization of these pure quantum states is obtained by partial equipartition in the Ising spins \( s^1_1 \), \( s^1_2 \), \( s^2_2 \) and \( s^3_2 \),

\[
\hat{q}_{\sigma_1 \sigma_2 \sigma_3 \rho_1 \rho_2 \rho_3} = \frac{1}{4} \hat{q}'_{\sigma_3 \rho_1}, \quad \hat{q}_{\sigma_1 \sigma_2 \sigma_3 \rho_1 \rho_2 \rho_3} = \frac{1}{4} \hat{q}'_{\sigma_3 \rho_1}, \tag{270}
\]

with \( \hat{q}'_{\sigma \rho} \) and \( \hat{q}'_{\sigma \rho} \) equal to one for one particular combinations \((\sigma_3, \rho_1)\), and zero otherwise. For example, \( \hat{q}'_+ = \hat{q}'_- = 1 \) realizes the pure state \( \rho'_{30} = 1, \rho_{01} = -1, \rho_{31} = -1 \), \( \rho_{30} = 1, \rho_{01} = 1, \rho_{31} = -1 \). The corresponding classical density matrix is block diagonal

\[
\rho' = \frac{1}{16} E_{\sigma_1' \sigma_2' \sigma_3' \rho_1' \rho_2' \rho_3} R_{\sigma_3' \rho_1'} \tag{271}
\]

with partial equipartition matrix \( E \) having all entries equal to one, and

\[
R_{\sigma_1' \rho_1' \sigma_3' \rho_1} = \delta_{\sigma_1' \sigma_3} \delta_{\rho_1' \rho_3}. \tag{272}
\]

More generally, the equipartition matrix \( E \) has all elements equal to one, \( E_{\sigma \rho} = 1 \), where \( \sigma \) and \( \rho \) may stand for collective indices. The expectation values of classical operators \( A' \) vanish if the sum of all elements \( A'_{\rho \sigma} \) vanishes

\[
\langle A \rangle = \text{tr}(A' E) = \sum_{\rho \sigma} A'_{\rho \sigma} = 0. \tag{273}
\]

In particular, this holds if \( A' \) is diagonal and traceless, as the classical spin and correlation operators \( A'_{(\mu \nu)} \).

The equipartition matrix is left invariant by transformations with a matrix \( T \),

\[
TET^{-1} = E , \tag{274}
\]

provided \( T \) obeys for all \((\tau, \omega)\)

\[
\sum_{\rho \sigma} T_{\tau \rho} T^{-1}_{\sigma \omega} = 1. \tag{275}
\]

In particular, transformations obeying

\[
\sum_{\rho} T_{\tau \rho} = 1, \quad \sum_{\sigma} (T^{-1})_{\sigma \omega} = 1, \tag{276}
\]

do not change the equipartition matrix. (In turn, the relations (276) imply also \( \sum_{\tau} T_{\tau \rho} = 1, \sum_{\omega} (T^{-1})_{\sigma \omega} = 1 \). The \( T \)-matrices include all unique jump operators, but span a much larger space.

By step evolution operators involving partial \( T \)-matrices one can easily realize the CNOT-gate for the particular pure states \( \rho_{30} = \rho_{01} = \rho_{31} = 0 \). Subsequently, one could proceed to other basis states. As discussed already in appendix B the issue of a realization of the CNOT gate by suitable nonnegative step evolution operators remains open for the quantum subsystem defined by the use of classical correlations.

D. Maps for basis states

On the level of the classical density matrices the bit-quantum map is linear, cf. (102), (103). If one can realize this map for a suitable basis set of quantum density matrices, one may use this linearity in order to prove the bit-quantum map for arbitrary quantum density matrices. The basis set should permit to construct arbitrary \( \rho \) as linear combinations of basis matrices.
1. Basis set of pure state density matrices

An arbitrary hermitian matrix \( \rho \) can be expressed as a linear combination of pure state quantum density matrices \( \rho^k \). In particular, this holds for an arbitrary pure state density matrix \( \rho \). The basis set \( \{ \rho^k \} \) is typically redundant in the sense that it contains more basis matrices than linearly independent matrices \( \rho \).

Consider first a single qubit, \( Q = 1 \). The basis set contains six pure state density matrices

\[
\rho^k \rho^k = \frac{1}{2} (1 + \varepsilon_k \tau_k), \quad \varepsilon_k = \pm 1.
\]

An arbitrary hermitian \( 2 \times 2 \)-matrix \( \rho \) can be written as

\[
\rho = \frac{1}{2} (\rho_0 + \rho_z \tau_z) = \sum_k \sum_{\varepsilon_k} \alpha_k^\varepsilon_k \rho^k,
\]

with

\[
\rho_0 = \sum_k \sum_{\varepsilon_k} \alpha_k^\varepsilon_k,
\]

and

\[
\rho_z = \alpha^+_z - \alpha^-_z.
\]

For \( \text{tr}(\rho) = 1 \) one requires \( \sum_{k, \varepsilon_k} \alpha^\varepsilon_k = 1 \), and a pure state quantum density matrix obtains for

\[
\sum_z (\alpha^+_z - \alpha^-_z)^2 = 1.
\]

We recall that a linear combination of two pure state density matrices \( \rho_1 \) and \( \rho_2 \), e.g., \( \omega \rho_1 + (1 - \omega) \rho_2 \), obeys the quantum condition only for \( 0 \leq \omega \leq 1 \). For \( \omega \neq 0, 1 \) it is a mixed state density matrix. Expressing arbitrary pure state density matrices as a linear combination of \( \rho^k \) from the basis set therefore involves more than two coefficients \( \alpha^\varepsilon_k \) to be different from zero (except trivial limiting cases). One can, of course, express eq. (278) as a linear combination of two matrices \( \rho_1 \) and \( \rho_2 \) which are defined as partial sums. In this case \( \rho_1 \) and \( \rho_2 \) no longer are pure state density matrices.

For \( Q = 2 \) the basis set contains 36 pure state density matrices, \( \varepsilon_{k,l} = \pm 1 \),

\[
\rho^{\varepsilon_{kl} \varepsilon_{li}} = \frac{1}{4} (1 + \varepsilon_k L_{k0} + \varepsilon_l L_{l0} + \varepsilon_k \varepsilon_l L_{kl}).
\]

They correspond to simultaneous eigenstates of the quantum spins \( S^{(1)}_k \) and \( S^{(2)}_l \) with eigenvalues \( \varepsilon_k \) and \( \varepsilon_l \), respectively. Since \( S^{(1)}_k \) and \( S^{(2)}_l \) commute, \( L_{kl} = L_{k0} L_{l0} \), these states are also eigenstates of the product \( S^{(1)}_k S^{(2)}_l \).

An arbitrary hermitian \( 4 \times 4 \)-matrix can be written as

\[
\rho = \frac{1}{4} (\rho_0 + \rho_{\mu \nu} L_{\mu \nu}) = \sum_{k,l} \sum_{\varepsilon_{kl}} \alpha_{kl}^{\varepsilon_{kl} \varepsilon_{li}} \rho_{kl}^{\varepsilon_{kl} \varepsilon_{li}},
\]

with

\[
\text{tr}(\rho) = \rho_0 = \sum_{k,l} \sum_{\varepsilon_{kl}} \alpha_{kl}^{\varepsilon_{kl} \varepsilon_{li}}.
\]

For the coefficients \( \rho_{\mu \nu} \) one has

\[
\rho_{k0} = \sum_{l} \sum_{\varepsilon_{kl}} (\alpha_{kl}^{+} - \alpha_{kl}^{-}),
\]

\[
\rho_{k0} = \sum_{k} \sum_{\varepsilon_k} (\alpha_{kl}^{+} - \alpha_{kl}^{-}),
\]

\[
\rho_{kl} = \sum_{\varepsilon_{kl}} \varepsilon_{kl} \varepsilon_{kl} \varepsilon_{li}.
\]

For a given pair \( (k, l) \) the linear combinations \( \alpha_{kl}^{+} + \alpha_{kl}^{-} = \alpha_{kl}^{0}, \alpha_{kl}^{0}, \alpha_{kl}^{+} - \alpha_{kl}^{-} = \alpha_{kl}^{0}, \alpha_{kl}^{-} + \alpha_{kl}^{0} = \alpha_{kl}^{0}, \alpha_{kl}^{0} - \alpha_{kl}^{0} = \alpha_{kl}^{0} \) and \( \alpha_{kl}^{0} - \alpha_{kl}^{0} = \alpha_{kl}^{0} + \alpha_{kl}^{0} \), that contribute to \( \rho_{0}, \rho_{k0}, \rho_{0l} \) and \( \rho_{kl} \), respectively, can be considered as independent coefficients, such that an arbitrary \( \rho \) can indeed be realized. The choice of \( \rho_{kl}^{\varepsilon_{kl} \varepsilon_{li}} \) realizing a given \( \rho \) is not unique, reflecting the redundancy of the basis set. Generalizations to a higher number of qubits are straightforward.

2. Bit-quantum map for basis set

The linearity of the bit-quantum map (103) can be exploited for the realization of quantum gates by suitable step evolution operators acting on classical density matrices. Assume that for two given classical density matrices \( \rho'_1 \) and \( \rho'_2 \) the evolution with some step evolution operator \( S \) results in a unitary quantum evolution \( U \) for the associated quantum density matrices,

\[
\rho(S \rho'_a S^{-1}) = U \rho_a U^+. \]

This entails the same unitary evolution for linear combinations,

\[
\rho(S(\alpha_1 \rho'_1 + \alpha_2 \rho'_2) S^{-1}) = \alpha_1 \rho(S \rho'_1 S^{-1}) + \alpha_2 \rho(S \rho'_2 S^{-1}) = \alpha_1 U \rho_1 U^+ + \alpha_2 U \rho_2 U^+ = U(\alpha_1 \rho_1 + \alpha_2 \rho_2) U^+. \]

If for a suitable set of classical density matrices \( \rho'_{kl}^{\varepsilon_{kl} \varepsilon_{li}} \) the step evolution operator induces the unitary transformation for all associated quantum density matrices \( \rho_{kl}^{\varepsilon_{kl} \varepsilon_{li}} \) in the basis set, this set of classical density matrices can be used to realize the quantum operation \( U \) for arbitrary quantum density matrices. If all classical density matrices \( \rho' \) obeying \( \rho'(\rho') = \rho_{kl}^{\varepsilon_{kl} \varepsilon_{li}} \) obey eq. (286), the step evolution operator \( S \) realizes the quantum operation \( U \) for all \( \rho' \) that obey the quantum condition.

E. Two-qubit quantum subsystem with classical correlation functions

It is an interesting question if arbitrary unitary transformations for two quantum spins can also be realized by two families of Ising spins \( s^{(1)}(\varepsilon^{(1)}_k) \) and \( s^{(2)}(\varepsilon^{(2)}_k) \). For the contributions to the density matrix proportional to \( L_{00} \) or \( L_{0k} \) this parallels the discussion for a single qubit. Contributions \( \sim L_{0k} \) have to be expressed by correlations of classical spins rather than be expectation values of additional Ising spins as in sect. IX.
1. Two continuous Ising spins for two qubits

The spins \( s^{(1)} \) and \( s^{(2)} \) are “continuous Ising spins” in the sense discussed in sect. IX. Each one consists of a family of an infinite number of Ising spins, one for each point on a sphere. The quantum condition involves in this case the classical correlations of \( s^{(1)} \) and \( s^{(2)} \),

\[
\langle s^{(1)}(e^{(1)}_k) \rangle = e^{(1)}_k \rho_{k0}, \quad \langle s^{(2)}(e^{(2)}_k) \rangle = e^{(2)}_k \rho_{0k},
\]
\[
\langle s^{(1)}(e^{(1)}_k) s^{(2)}(e^{(2)}_k) \rangle = e^{(1)}_k e^{(2)}_k \rho_{kl}.
\]

(288)

As a consequence, the expectation values of quantum spins and correlations between commuting quantum spins are related to expectation values of classical spins and appropriate correlations,

\[
\langle e^{(1)}_k L_{k0} \rangle = \langle s^{(1)}(e^{(1)}_k) \rangle, \quad \langle e^{(2)}_k L_{k0} \rangle = \langle s^{(2)}(e^{(2)}_k) \rangle,
\]
\[
\langle e^{(1)}_k e^{(2)}_l L_{kl} \rangle = \langle e^{(1)}_k L_{k0} e^{(2)}_l L_{0l} \rangle = \langle s^{(1)}(e^{(1)}_k) s^{(2)}(e^{(2)}_l) \rangle.
\]

(289)

No similar relations for correlations of non-commuting quantum operators exist, such that the quantum subsystem continues to be an incomplete statistical ensemble. The requirement that the quantum operators \( e^{(1)}_k L_{k0} \) and \( e^{(2)}_k L_{0k} \) have eigenvalues \( \pm 1 \) restricts \( e^{(1)}_k \) and \( e^{(2)}_k \) to be unit vectors of \( S^2 \),

\[
e^{(1)}_k e^{(1)}_k = 1, \quad e^{(2)}_k e^{(2)}_k = 1.
\]

(290)

With these constraints, the discrete possible measurement values as well as the expectation values of the quantum spins are directly inferred from the corresponding properties of the classical Ising spins.

The spins \( s^{(1)}_k \) and \( s^{(2)}_k \) in sect. IV correspond to particular choices of \( e^{(1)}_k \) and \( e^{(2)}_k \), e.g.,

\[
s_1^{(a)} = s^{(a)}(1, 0, 0), s_2^{(a)} = s^{(a)}(0, 1, 0), s_3^{(a)} = s^{(a)}(0, 0, 1).
\]

(291)

Eq. (43) yields then simple expressions for the coefficients \( \rho_{\mu \nu} \).

2. Quantum constraints

The condition (288) could be sufficient to ensure the positivity of the quantum density matrix, in contrast to the condition (164). As compared to the setting (164) we now have only six unit vectors \( e^{(1)}_k, e^{(2)}_k \), instead of the fifteen unit vectors \( e_{\mu \nu} \) in sect. IX. The spins \( s(ek) \) in sect. IX are composite, expressed as products of the spins \( s^{(1)}(e^{(1)}_k) \) and \( s^{(2)}(e^{(2)}_l) \),

\[
s(ek) = s^{(1)}(e^{(1)}_k) s^{(2)}(e^{(2)}_l).
\]

(292)

This leads to additional constraints on their expectation values of the type (43). They could ensure the positivity of \( \rho \).

We first discuss families of density matrices for which positivity indeed follows from the quantum constraint (288). We start by relating suitable quantum operators, as \( M_{33} = \text{diag}(1, 1, 1, -3) \), to the Ising spins, thus restricting the range for their expectation values through the range of expectation values of classical observables. In turn, this will yield restrictions on \( \rho \). We exploit that linear combinations of two commuting quantum spin operators can be directly related to linear combinations of classical spins

\[
o S_1 + \beta S_2 = \alpha s_1 + \beta s_2,
\]

(293)

where \( \langle S_1 \rangle = \langle s_1 \rangle \) and \( \langle S_2 \rangle = \langle s_2 \rangle \). In our setting the associated quantum operators \( \hat{S}_1 \) and \( \hat{S}_2 \) have eigenvalues \( \pm 1 \), such that the combination \( \alpha \hat{S}_1 + \beta \hat{S}_2 \) has the four eigenvalues \( \pm \alpha \pm \beta \). These are also the possible measurement values of the classical combination \( \alpha s_1 + \beta s_2 \). (Note that this property does not hold for non-commuting \( \hat{S}_1 \) and \( \hat{S}_2 \).)

Consider now the commuting operators \( L_{30}, L_{03} \) and \( L_{33} \), and the linear combination

\[
M_{33} = L_{30} + L_{03} - L_{33} = \text{diag}(1, 1, 1, -3).
\]

(294)

By use of the quantum constraint (289) the expectation value is given by a sum of expectation values of Ising spins

\[
\langle M_{33} \rangle = \langle s^{(1)}(0, 0, 1) + s^{(2)}(0, 0, 1) + s^{(1)}(0, 0, 1)s^{(2)}(0, 0, 1) \rangle,
\]

(295)

and therefore in the range

\[-3 \leq \langle M_{33} \rangle \leq 1.\]

(296)

The expression of \( \langle M_{33} \rangle \) in terms of the quantum density matrix involves the diagonal elements \( \rho_{\alpha \alpha} \),

\[
\langle M_{33} \rangle = \rho_{11} + \rho_{22} + \rho_{33} - 3 \rho_{44} = 1 - 4 \rho_{44}.
\]

(297)

The quantum constraint (296) requires \( \rho_{44} \geq 0 \). By suitable other combinations this can be extended to all diagonal elements, \( \rho_{\alpha \alpha} \geq 0 \). We conclude that in a given basis where \( L_{30}, L_{03} \) and \( L_{33} \) are diagonal all diagonal elements of \( \rho \) are positive. If, furthermore, \( \rho \) is diagonal in this basis, it is positive.

Consider next the family of quantum density matrices that can be diagonalized by \( SU(2)_I \times SU(2)_II \)-transformations, where \( SU(2)_I \) acts on the first quantum spin, and \( SU(2)_II \) on the second. There exist classical Ising spins \( s^{(1)}(e^{(1)}_k), s^{(2)}(e^{(2)}_l) \) that can be brought by corresponding rotations of \( e^{(1)}_k \) and \( e^{(2)}_l \) to \( s^{(1)}(0, 0, 1) \) and \( s^{(2)}(0, 0, 1) \). One concludes that in the basis where \( \rho \) is diagonal all \( \rho_{\alpha \alpha} \) must be positive. For such density matrices the positivity follows from the constraint (288). In other words, the constraint (288) ensures that all density matrices that can be diagonalized by \( SU(2)_I \times SU(2)_II \)-transformations are positive.

There is no straightforward generalization to arbitrary \( \rho \) for which \( SU(4) \) transformations not belonging to \( SU(2)_I \times SU(2)_II \) are needed for the diagonalization. At this stage it remains open if the quantum constraint (288) is sufficient, or if an additional constraint ensuring the positivity of \( \rho \) is needed. If the quantum constraint (288) is not sufficient for guaranteeing positive \( \rho \), we impose eq. (177) for pure states, or a corresponding generalization for mixed states, as a separate quantum constraint.
3. Unitary evolution

With the quantum constraints (288), (290), (177) arbitrary positive $p$ can be realized by suitable probability distributions for classical Ising spins. As a consequence, arbitrary $SU(4)$ transformations can be realized by suitable maps between classical probability distributions.

We are interested if arbitrary $SU(4)$-transformations can be realized by static memory materials. This restricts the maps between classical statistical probability distributions to those that can be realized by non-negative step evolution operators. We first consider unique jump operations transforming the Ising spins $s^{(1)}(e^{(1)j})$ and $s^{(2)}(e^{(2)j})$ into other Ising spins of this family. A continuous transformation group can be realized by rotations of $e^{(1)}$ and $e^{(2)}$, similar to the single qubit case. This $SO(3) \times SO(3)$-group can account for separate unitary transformations of each of the two quantum spins. It is not large enough, however, to perform arbitrary $SU(4)$-transformations.

We conclude that a realization of arbitrary $SU(4)$-rotations by unique jump operations requires for the setting (288) transformations involving the classical correlation functions. Since the Hadamard- and $T$-gates for single qubits are realized, the full $SU(4)$-transformations can be realized if the CNOT-gate can be realized. The large possibilities of unique jump operations involving both the Ising spins and suitable correlation functions remain to be investigated.
