Multimodel assessment of flood characteristics in four large river basins at global warming of 1.5, 2.0 and 3.0 K above the pre-industrial level
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Abstract
This study assesses the flood characteristics (timing, magnitude and frequency) in the pre-industrial and historical periods, and analyzes climate change impacts on floods at the warming levels of 1.5, 2.0 and 3.0 K above the pre-industrial level in four large river basins as required by the Paris agreement. Three well-established hydrological models (HMs) were forced with bias-corrected outputs from four global climate models (GCMs) for the pre-industrial, historical and future periods until 2100. The long pre-industrial and historical periods were subdivided into multiple 31-year subperiods to investigate the natural variability. The mean flood characteristics in the pre-industrial period were derived from the large ensemble based on all GCMs, HMs and 31-year subperiods, and compared to the ensemble means in the historical and future periods. In general, the variance of simulated flood characteristics is quite large in the pre-industrial and historical periods. Mostly GCMs and HMs contribute to the variance, especially for flood timing and magnitude, while the selection of 31-year subperiods is an important source of variance for flood frequency. The comparison between the ensemble means shows that there are already some changes in flood characteristics between the pre-industrial and historical periods. There is a clear shift towards earlier flooding for the Rhine (1.5 K scenario) and Upper Mississippi (3.0 K scenario). The flood magnitudes show a substantial increase in the Rhine and Upper Yellow only under the 3.0 K scenario. The floods are projected to occur more frequently in the Rhine under the 1.5 and 2.0 K scenarios, and less frequently in the Upper Mississippi under all scenarios.

Introduction
Floods are the most frequent natural disasters globally, causing many fatalities and losses with increasing trend despite the growing awareness (Kundzewicz et al 2014). For example, floods in 2016 caused an estimated total economic damage of around 56 billion USD on the globe (Guha-Sapir et al 2017). According to model projections, damages are expected to increase due to both economic growth and climate change (Hirabayashi et al 2013, Winsemius et al 2016, Alfieri et al 2017). However, there is a low confidence in the observed trends at the global scale that anthropogenic climate change has already affected the magnitude or frequency of floods due to limited period of instrumental records on floods at gauge stations, and interference with non-climatic drivers, such as land use change and engineering (Hall et al 2014, Intergovernmental Panel on Climate Change IPCC (2012)).
In addition, existing climate impact studies are often unable to provide a consistent picture of projections on changes in flood magnitude in many regions due to selection of different warming scenarios, climate models, reference and future periods, bias-correction methods and hydrological models (HMs) (Kundzewicz et al. 2017). Most recent impact studies select only one reference period (typically 30 years in the recent past period, e.g. 1971–2000) and several future periods under the Representative Concentration Pathways (RCP) scenarios to analyze changes in flood characteristics (Madsen et al. 2014). However, such comparative analysis results should be cautiously interpreted due to long-term flood regime fluctuations (Hall et al. 2014), which can be longer than 30 years. Moreover, the agreement of the Paris climate conference in December 2015 explicitly requests climate impact assessments of global warming at 1.5 and 2 K above the pre-industrial level (United Nations Framework Convention on Climate Change (UNFCCC) 2015) and not above the recent past period. Such assessments are rare in existing literature due to lack of knowledge about the pre-industrial level.

For the global projections on floods risks, global HMs are used (Arnell and Gosling, 2016, Alfieri et al. 2018, Dottori et al. 2018). However, such models often show larger bias in the simulated discharge than the calibrated regional-scale HMs at the basin scale (Ward et al. 2015, Hattermann et al. 2017, Krysanova et al. 2018). Since the model performance in the historical period is important (Krysanova et al. 2018), there is an increasing trend of using well calibrated and validated regional (or basin-scale) HMs at large river basins or continent scales for impact assessment (Aich et al. 2014, Vetter et al. 2015, Krysanova and Hattermann, 2017, Samaniego et al. 2017, Vetter et al. 2018). Higher credibility of climate change impacts on average hydrological conditions and extremes can be expected using regional models at the basin scale (Krysanova et al. 2018).

This study used two regional-scale and one large-scale HMs driven by climate projections from four global climate models (GCMs) applied by the regional water sector group in the Inter-Sectoral Impact Model Intercomparison Project (ISIMIP, www.isimip.org) framework. All three HMs were calibrated and validated for average conditions and flood characteristics. Our aims are (1) to analyze flood characteristics, including timing, magnitude and frequency, in the pre-industrial and historical periods in terms of mean/median values and variance based on an ensemble of all GCMs, HMs and multiple subperiods and (2) to provide a first consistent view on changes in flood characteristics at the warming levels of 1.5, 2.0 and 3.0 K above the pre-industrial level for four large river basins located in different climate zones on four continents. The simulated impacts are further cross-checked using results of trend analysis, which also allow to qualitatively assess uncertainties related to GCMs and HMs.

**Study Areas**

Among the 12 large river basins used for the regional-scale water modeling in ISIMIP (Krysanova and Hattermann, 2017), we selected the study basins based on two criteria: (1) the basins should represent different geographic, physiographic, land cover, hydro-climatic characteristics as well as flood regimes, and (2) observed flood characteristics should be well reproduced by participating regional HMs—the selection in this case was based on a comprehensive model evaluation conducted by Huang et al (2017). As a result, four large-scale river basins (figure 1) located on different continents were selected: Upper Mississippi at Alton gauging station (drainage area 444,000 km²), Rhine at Lobith (160,000 km²), Upper Niger at Koulikoro (120,000 km²), and Upper Yellow at Tangnaihai (121,000 km²). The upper parts of three basins were chosen for the analysis because they are less influenced by water management or flood inundation processes (e.g. for the lower Niger basin (Aboubacar 2007)) than the lower parts. In the Rhine basin, the influence of land use and human water management

![Figure 1. Location of the four case study river basins along with their gauging stations considered in the study. The grey shaded color indicates the terrain elevation with darker color being representative of higher altitude, and vice-versa.](image-url)
plays a minor role for the large-scale modeling (Bronstert et al. 2007). Later in the text, the word ‘Upper’ will be omitted for better readability.

The selected basins differ in their physiographic, land cover and hydro-climatic characteristics (table S1 in supplement is available online at stacks.iop.org/ERL/13/124005/mmmedia). The Yellow basin is situated in the Qinghai–Tibet Plateau with a mean elevation of approximately 4125 m a.s.l., whereas mean elevation of three other basins ranges from 300 to 500 m a.s.l. In terms of land cover, the cropland share is highest in the Mississippi (43%), followed by Rhine (38%) and Niger (24%). Climate of these basins also varies greatly. According to the Köppen climate classification scheme (Peel et al. 2007), the Niger basin is mainly located in the tropical savanna climate region, the Mississippi in the warm summer continental climate, the Rhine in the oceanic climate and the Yellow in the alpine (montane) climate. Hence, long-term mean temperature/annual precipitation range between $-2^\circ\text{C}/506$ mm (Yellow) and $26.5^\circ\text{C}/1495$ mm (Niger) (period 1971–2000).

The runoff coefficient representing the ratio of the long-term observed mean runoff to mean precipitation varies from 0.18 (Niger) to 0.44 (Rhine) across the study basins. The high flow seasons also vary in the basins (see fig. S1 in supplements). The Yellow river receives most of rainfall in summer with distinct high flows in this season. In the Niger basin, high flows occur mainly in late summer or early autumn. The rainfall-driven floods are dominant in these basins. The high flow season in the Mississippi basin is not so distinct and expands from spring to summer, resulting from both snowmelt and convective rainfall. In the Rhine basin, high flows mainly occur in winter and spring, but the seasonal fluctuation is less distinct compared to other three rivers. The last two basins have a mixture of rainfall- and snow-driven flood regimes. Readers may also refer to the introduction of the ISIMIP regional studies by Krysanova and Hattermann (2017) for further details on these basins.

Methods and Data

Observational and reanalysis datasets

Within the ISIMIP framework, setup of all impact models is done using the same land-surface and meteorological datasets. The Shuttle Radar Topography Mission Digital Elevation Model with 90 meter (3 arc seconds) horizontal resolution was used to delineate the river network, catchments, sub-basins, and slope parameters. Soil properties were derived from the Harmonized World Soil Database (FAO et al. 2009) and information on land use/cover was taken from global land cover database for the year 2000 (Bartholome and Belward 2005). Both the soil and land use databases are at 30 arc-s resolution (ca. 926 m). Daily time-series of observed discharge data at the gauge stations for calibration/validation of HMs were obtained from the Global Runoff Data Centre (GRDC 2018) for the Rhine and Mississippi, from the Hydrology Bureau, the Yellow River Conservancy Commission (Yang et al. 2014) for the Yellow and from the Niger-HYCOS monitoring network (Niger Basin Authority 2008) for the Niger. More detailed information on the model input data can be found in Krysanova and Hattermann (2017).

The EWEMBI climate dataset (Earth2Observe, WATCH-Forcing-Data-ERA-Interim and European Reanalysis (ERA)-Interim data Merged and Bias-corrected for ISIMIP) (Lange 2016) served as meteorological input to calibrate and validate three HMs. The EWEMBI dataset is based on ERA-Interim reanalysis data (Dee et al. 2011), WATer and global CHange (WATCH) forcing data (Weedon et al. 2014), Earth2Observe forcing data (Calton et al. 2016) and National Aeronautics and Space Administration/Global Energy and Water cycle Experiment (NASA/GEWEX) Surface Radiation Budget data (Stackhouse et al. 2011). It provides daily meteorological variables (mean, maximum and minimum temperatures, precipitation, solar radiation, relative humidity and wind) for the period 1979–2013 at a spatial resolution of 0.5° (ca. 55 km). This reanalysis data provides the consistent climate data for all basins with good quality.

Climate model datasets

Aligned with the pledges of the Paris agreement, the ISIMIP project proposed tailored climate simulations for the pre-industrial, historical and future periods (Frieler et al. 2017).

They are:

1. A multi-centennial pre-industrial reference simulation with fixed pre-industrial socio-economic conditions (piControl, 1661–1860);
2. Historical simulations accounting for varying socio-economic conditions and climate change (historical, 1861–2005);
3. and 4) future simulations with fixed year 2005 socio-economic conditions and climate change under the strong-mitigation scenario RCP2.6 closest to the global warming limits agreed on in Paris and non-mitigation scenario RCP6.0 (RCP2.6 and RCP6.0, 2006–2099).

Outputs of four GCMs from the fifth phase of the Coupled Model Intercomparison Project (CMIP5) (Taylor et al. 2012) archive were used for this assessment, namely: Geophysical Fluid Dynamics Laboratory’s Earth System Model 2M (GFDL-ESM2M) (Dunne et al. 2012), Hadley Global Environment Model 2—Earth System (HadGEM2-ES) (Collins et al. 2011), Institute Pierre Simon Laplace Climate Model 5A Low Resolution (IPSL–CM5A-LR) (Dufresne et al. 2013) and
the Model for Interdisciplinary Research on Climate 5 (MIROC5) (Watanabe et al 2010). These GCMs were selected to represent the space of global mean temperature (GMT) change and relative precipitation changes of all GCMs from the CMIP5 as comprehensive as possible (Warszawski et al 2014) and they provide the full set of output variables for the planned multi-sectoral simulations to be used in the IPCC Special Report on the 1.5 K target.

The raw GCM data were interpolated to 0.5° horizontal resolution (ca. 55 km) using a first-order conservative remapping scheme (Jones, 1999), and linearly interpolated to the standard Gregorian calendar (365 d/year plus leap days) if necessary. Outputs were also bias-corrected to the EWEIMB dataset at daily time step using a trend preserving statistical bias-correction algorithm developed by Hempel et al (2013). More detailed information on the GCMs and their simulations of temperature and precipitation are given in Supplement.

The 1.5, 2.0 and 3.0 K climate scenarios were obtained from two future simulations by calculating 31 year running means of GMT minus GMT in piControl, 1661–1860, as suggested in the ISIMIP project (Frieler et al 2017). The middle years, in which the 31 year running mean of GMT crosses 1.5, 2.0 and 3.0 K are shown in table S3. The GFDL-ESM2M and MIROC5 models project slower GMT increase than other GCMs, so they reach the 1.5 K threshold in the middle of the century under the RCP2.6 and RCP6.0 scenarios. The GFDL-ESM2M run even fails to reach the 1.5 K threshold under the RCP2.6 scenario. The IPSL-CM5A-LR shows the fastest GMT increase among all GCMs, and reaches the 1.5 and 2 K thresholds before 2030 under both scenarios. The other three GCM runs project an increase by 2 K after 2050, and only the IPSL-CM5A-LR and HadGEM2-ES runs reach the 3 K threshold around 2070s under the RCP6.0 scenario. In total, seven 31-year periods representing the 1.5 K scenario, five periods for the 2.0 K scenario, and only two periods representing the 3.0 K scenario were found in future simulations (table S3). Since these 31-year scenario periods were taken from four GCMs and two RCPs, they were considered as ensembles of future projections (Mitchell et al 2016).

Since land use change and human influences were not considered in our hydrological modeling, comparison of simulation outputs between the chosen future periods and piControl allows analyzing the pure effect of climate warming by 1.5, 2.0 and 3.0 K above the pre-industrial level. Note that the piControl (200 years) and historical period (145 years) are much longer than the future simulation periods (31 years). In order to make the comparison and investigate the natural variability, we used a 31-year centered moving window for the pre-industrial and historical periods to calculate the flood indices. In total, there are 169 and 114 of 31-year subperiods for the piControl and historical simulations, respectively.

### Hydrological Models
In this study, we used three spatially semi-distributed HMs for the assessment of changes in flood characteristics. These include two regional-scale models: the Soil and Water Integrated Model (SWIM) (Krysanova et al 1998) and the mesoscale Hydrologic Model (mHM) (Samaniego et al 2010, Kumar et al 2013), and one large-scale model: the Variable Infiltration Capacity model (VIC) (Liang et al 1994), all being a part of the community driven modeling effort in the ISIMIP regional water sector. All three HMs were forced by the EWEIMB reanalysis data and were applied at a regional-scale with parameters being calibrated against time-series of daily discharge in each catchment independently (see more details about these models and their calibration in Supplement).

### Flood Indices
In this study, we calculated three indices for flood timing, magnitude and frequency within each 31-year period: (1) the average flooding date, (2) 100 year flood discharge and (3) the total number of floods within the 31 years. Within each period, we extracted two variables from the daily discharge series: the annual maximum discharge (AMD) from hydrological years, and the independent peaks selected by the peak-over-threshold (POT) approach. The hydrological years start in October in the Rhine and Mississippi and in April in the Niger (Aich et al 2016, Petrow and Merz, 2009, US Geological Survey, 2016). There is no hydrological year defined in China, so the calendar year was used for the Yellow. The thresholds were selected from the piControl simulations so that two independent peaks per year are represented on average in the whole pre-industrial period. The same thresholds were then applied for the historical and scenario simulations to select peaks.

The dates of the AMD were averaged for each 31-year period to calculate the average flood date for each gauging station using circular statistics, following the approach by Bloschl et al (2017). The flood discharge related to the 100 year return period was estimated by fitting the generalized extreme value distribution (Coles 2001) to the AMD. The number of independent peaks over threshold in each 31-year period were considered as the total number of floods (Mallakpour and Villarini 2015) and compared between the piControl and other periods. More detailed information on the definition of flood indices and their calculation is given in supplement.

### Analysis of variance in the pre-industrial period
We applied the Analysis of variance (ANOVA) method (Bosshard et al 2013, Vetter et al 2015) to partition the variance of simulated flood characteristics in the
Table 1. Validation results of hydrological models for the historical period driven by EWEMBI (Earth2Observe, WATCH-Forcing-Data-ERA-Interim and European Reanalysis (ERA)-Interim data Merged and Bias-corrected for ISIMIP) meteorological data with daily time step. The validation periods slightly differ between basins, as they were chosen based on hydrological data availability.

| Basin     | Gauge | Period     | Criteria | mHM | SWIM | VIC |
|-----------|-------|------------|----------|-----|------|-----|
| Rhine     | Lobith| 1980–2010  | NSE      | 0.9 | 0.86 | 0.37|
|           |       |            | KGE      | 0.94| 0.9  | 0.72|
|           |       |            | PBIAS(%) | 3   | 0    | 6   |
|           |       |            | AMD PBIAS(%) | 8     | −20 | 19  |
| Yellow    | Tangnaihai | 1980–2009 | NSE      | 0.8 | 0.71 | 0.48|
|           |       |            | KGE      | 0.84| 0.84 | 0.74|
|           |       |            | PBIAS(%) | −5  | −3   | 16  |
|           |       |            | AMD PBIAS(%) | −9     | 7  | 15  |
| Mississippi | Alton | 1980–2001  | NSE      | 0.82| 0.72 | 0.54|
|           |       |            | KGE      | 0.91| 0.8  | 0.78|
|           |       |            | PBIAS(%) | 0   | 4    | 2   |
|           |       |            | AMD PBIAS(%) | 6     | −4 | 26  |
| Niger     | Koulikoro | 1980–2006 | NSE      | 0.73| 0.77 | 0.64|
|           |       |            | KGE      | 0.86| 0.84 | 0.78|
|           |       |            | PBIAS(%) | 1   | −4   | −9  |
|           |       |            | AMD PBIAS(%) | −1     | −9 | 13  |

pre-industrial period into three contributing sources: the GCMs, HMs and the selection of 31-year periods (PE). The ANOVA method allows providing information about the contribution of these three major sources and their interaction terms (GCM × HM, GCM × PE, PE × HM and GCM × PE × HM) to the variance of flood characteristics. To avoid the bias caused by different sample sizes of the sources, the ANOVA was implemented for a number of subsamples, each of which includes three 31-year periods, three GCMs and three HMs. The obtained estimates were then averaged. For more explanation of the method and equations, please refer to Bosshard et al (2013).

**Trend analysis**

In addition to calculation of the flood indices in each 31-year period and analysis of impacts under different warming levels, the long-term evolution of indices from the historical period to 2099 was analyzed under the RCP2.6 and 6.0 scenarios. The period 1911–2099 covering equal lengths in the historical and scenario periods was chosen for that. The aim was to extend and crosscheck the analysis of 1.5, 2.0 and 3.0 K scenarios.

Similar to Bloschl et al (2017), the annual series (AMD, AMD dates and the number of floods over threshold per year) were subject to a 31-year moving average filter. The Mann–Kendall test (Hipel and McLeod, 1994) was used to detect the significance of trends of the averaged series at the 5% significance level, and the Sen’s slope (Hipel and McLeod, 1994) was used to estimate the magnitude of the trend.

**Results**

**Model validation**

It is important to validate the HMs’ performance against observations before they are used for climate impact assessments (Krysanova et al 2018). The model validation results for the historical periods are shown in table 1, where the model performance is presented in terms of Nash and Sutcliffe efficiency (NSE) (Nash and Sutcliffe, 1970), Kling–Gupta efficiency (KGE) (Gupta et al 2009), percent bias of discharge (PBIAS), and percent bias in AMD (AMD PBIAS). For the AMD PBIAS, we consider the results within ±25% as satisfactory for the large-scale modeling according to Huang et al (2017), since none of the models was calibrated specifically against the flood peaks.

Based on the NSE, KGE and PBIAS criteria, the mHM and SWIM models have a good performance (NSE > 0.7, KGE > 0.7, PBIAS < ±10%). The NSE for the VIC model is lower compared to other models but the KGE are above 0.7, indicating a reasonable model performance. In general, all models simulate the flood peaks satisfactorily (AMD PBIAS within ±25%), except one case: the VIC model for the Mississippi with 26%. Note that VIC in this study often overestimates the flood peaks, probably because the parameters related to snow processes were not used for calibration (Hurkmans et al 2008).

In addition to the statistical criteria, we also compared the observed and simulated AMD and their timing in figure 2. The specific discharge (mm/d) is used here to account for differences in basin areas. In general, the simulated AMD have a good agreement with the observed ones, as indicated by $r^2$ (coefficient of
determination) ≥0.69 for all results. The simulation of timing is better for mHM and SWIM than for VIC ($r^2 = 0.53$).

Flood characteristics in the pre-industrial and historical periods: simulation variance

The first objective of this study was to analyze flood characteristics in the long pre-industrial and historical periods. The ensembles of flood characteristics based on combinations of four GCMs and three HMs are shown in figures S3–S8 (supplement). The spread of the boxplots illustrates the effect of multiple 31-year subperiods, i.e. the natural variability. The results clearly show substantial variance due to selection of GCMs, HMs as well as 31-year subperiods. Table 2 illustrates the contribution of three sources to the overall variance of the simulated flood characteristics in the pre-industrial periods calculated using the ANOVA method.

In general, the GCMs and HMs are the major sources of variance for flood timing and magnitude (explaining 60%–80% of the variance) whereas the selection of multiple 30-year periods (PE) and an interaction term GCM × PE are important for flood frequency. The GCMs explain more than 40% of the variance of the flood timing in the Rhine and Niger while the HMs contribute more than 35% in the Yellow and Mississippi. HMs are the dominant source for three of the four basins for flood magnitude, mainly arising from substantial variations of simulated flood discharges among different HMs. The large variations can be partly attributed to the simulation biases noticed in the validation period among different HMs; and partly due to different model responses under changed climate conditions. The GCMs and PE as well as their interaction term contribute more than 65% to the total ensemble variance of flood frequency in three of the four basins. In the Upper Niger, HMs are the dominant source for flood frequency.

Flood characteristics in the pre-industrial and historical periods: comparison of means, medians and spreads

Due to the large variance of flood characteristics in the pre-industrial period shown above, we focus on the ensemble results based on all GCMs, HMs and 31-year subperiods (grey and green boxplots in figure 3). Among the four basins, the Rhine has the widest spread of flood timing ranging from December to August in the pre-industrial period. The two-sample $t$-test (Snedecor and Cochran, 1989) was used to determine if the ensemble means in the pre-industrial and historical periods are equal. We observe that there is no substantial shift of flood timing between the pre-industrial and historical periods in the Rhine and Niger. In contrast, there is a clear shift towards later flood timing in the Mississippi and Yellow in the historical period suggested by the median/mean days at the 0.05 significance level (see the black points with stars in figure 3). The ranges of flood timing in the historical period are generally within the ranges of pControl for the Niger and Yellow, but it is larger for the Mississippi and smaller for the Rhine.

There is a large variance of flood magnitude simulated in both pre-industrial and historical periods in four basins. The spreads of the boxplots in the
Table 2. Variance decomposition of the simulated flood characteristics (timing, magnitude and frequency) for the four studied river basins in the pre-industrial period considering three contributing sources: general circulation models (GCM), hydrological models (HM) and selection of the 31-year subperiod (PE).

| Contributing sources of variance | General circulation model (GCM) | Hydrological model (HM) | Selection of subperiods (PE) | Interaction terms |
|----------------------------------|-------------------------------|-------------------------|----------------------------|------------------|
|                                  | GCM × HM × PE                  | GCM × PE                | HM × PE                    | GCM × HM         |
| Timing                           | Rhine                          | 0.43                    | 0.17                       | 0.06             | 0.07             | 0.08             | 0.03             | 0.03             | 0.16             |
|                                  | Yellow                         | 0.22                    | 0.44                       | 0.04             | 0.08             | 0.06             | 0.03             | 0.14             |
|                                  | Mississippi                    | 0.28                    | 0.36                       | 0.07             | 0.05             | 0.16             | 0.03             | 0.05             |
|                                  | Niger                          | 0.62                    | 0.14                       | 0.02             | 0.05             | 0.04             | 0.02             | 0.11             |
| Magnitude                        | Rhine                          | 0.11                    | 0.66                       | 0.03             | 0.04             | 0.08             | 0.02             | 0.06             |
|                                  | Yellow                         | 0.63                    | 0.17                       | 0.03             | 0.03             | 0.06             | 0.02             | 0.04             |
|                                  | Mississippi                    | 0.11                    | 0.62                       | 0.07             | 0.03             | 0.11             | 0.02             | 0.03             |
|                                  | Niger                          | 0.33                    | 0.43                       | 0.02             | 0.02             | 0.05             | 0.01             | 0.15             |
| Frequency                        | Rhine                          | 0.22                    | 0.03                       | 0.17             | 0.10             | 0.37             | 0.05             | 0.06             |
|                                  | Yellow                         | 0.17                    | 0.05                       | 0.16             | 0.14             | 0.32             | 0.09             | 0.07             |
|                                  | Mississippi                    | 0.23                    | 0.02                       | 0.17             | 0.06             | 0.44             | 0.04             | 0.04             |
|                                  | Niger                          | 0.13                    | 0.76                       | 0.01             | 0.02             | 0.02             | 0.01             | 0.06             |
pre-industrial and historical periods are comparable. The median floods show a small increase in the Mississippi and a decrease in the Yellow and Niger. However, the ensemble means of flood magnitude are well comparable except for the Mississippi and Niger showing a minor decrease of −2% and −8%, respectively. Despite the large variability, there are few extreme flood events in the historical period in the Rhine and Niger that overshot the highest flood levels in the pre-industrial period.

Since the threshold was determined to select two independent flood events per year on average in the pre-industrial period, the median values of the total number of floods within 31-year subperiods at the pre-industrial level are around 62. Note that it was not possible to select two independent flood events for the Niger because there is only one flood peak in most years, especially as simulated by the SWIM and mHM models. The ensemble mean values suggest less frequent floods in the historical period than in piControl for the Rhine, Yellow and Mississippi (by 3%–10%), and no changes in the Niger. The 25–75 percentile ranges of the green boxes are wider than the grey ones for three basins, except the Niger, indicating that the flood frequency patterns changed in the historical period compared to the pre-industrial level in these basins.

The differences in flood characteristics between the pre-industrial and historical periods found in this study clearly show that the flood conditions in the historical period cannot fully represent the conditions of the pre-industrial level. Thus, the pre-industrial level should be specifically investigated to fulfill the requests of the Paris agreement.

Figure 3. The multi-model ensemble results on the average flood date, 100 year flood discharge and total number of flood occurrences within 31 years in the pre-industrial and historical periods, as well as in future scenario periods at the global warming levels of 1.5, 2.0 and 3.0 K for four study basins. The box plots summarize ranges, median values and the 25 and 75 percentiles of the ensemble outputs based on simulation results using four global climate models, three hydrological models and multiple 31-year subperiods. The black points show the mean values of the ensembles and the points with stars show that the means are different at the 0.05 significance level compared to the pre-industrial means.
Climate change effects at the 1.5, 2.0 and 3.0 K warming levels

Figure 3 also shows the flood characteristics under future scenarios, which can be compared to the pre-industrial level. In total, there are 21, 15 and 6 future simulations from three HMs driven by 7, 5 and 2 climate projections corresponding to 1.5, 2.0 and 3.0 K warming, respectively. Due to the small sample sizes, we plotted the colored points corresponding to all future scenarios, and superimposed the mean values as black points. Here, we mainly compare the ensemble mean values in the scenarios mean values as black points. Here, we mainly compare the ensemble mean values in the scenarios to the mean values of the grey boxes in the piControl period and focus on the results that are statistically significant (the black points with stars). We notice that the statistically significant assessments are not robust for the 3.0 K scenarios due to the small sample size.

Regarding the flood timing, floods tend to occur 11 d earlier in the Rhine under the 1.5 K scenario, and 13 d earlier in the Mississippi under the 3.0 K scenario. This may be due to earlier snowmelt under a warmer climate. In the Niger with summer flooding, the flood timing is likely to shift by 4 d later under the 2.0 and 3.0 K scenarios, but the differences are not statistically significant.

There is a pronounced increase (by 13%–16%) in the 100 year flood magnitude under the 3.0 K scenario in the Rhine and Mississippi. In the Yellow, increases by 11% and 31% are projected under the 1.5 and 3.0 K scenarios, respectively. Flood magnitude shows a small decrease (−5%) in the Niger under the 1.5 K scenario, and a more substantial decrease (−20%) under the 2.0 and 3.0 K scenarios. However, most of the changes are not statistically significant. In addition, there are a few floods in the Rhine and Yellow in future, which overshoot the highest floods in the pre-industrial period. This indicates that very extreme floods that never happened under piControl could occur in future.

Based on simulations conducted here, floods are projected to occur more frequently (7%–11%) in the Rhine under the 1.5 and 2.0 K scenarios, and less frequently (10%–22%) in the Mississippi under all scenarios. Besides, projections under the 3.0 K scenario show lower frequency (by about 7%) for the Rhine. We observe only minor changes in the Yellow river under the 1.5 K scenario. Some numbers of flood occurrence in three basins (except Mississippi) overshoot the highest records in the pre-industrial period.

Agreement/disagreement of general circulation models and HMs on trends

The trends in the AMD, AMD dates and the number of independent peaks per year were tested for the period 1911–2099 using the Mann–Kendall test. The Sen’s slopes were calculated to indicate the positive or negative trends. The outputs of trend analysis were analyzed regarding agreement of the forcing GCMs and HMs on the direction and significance of trend. Table 3(a) presents results showing five distinct cases: strong, moderate and weak trends, no trend, and disagreement on trends, and table 3(b) presents the same results but grouped by HMs. Namely, five distinct cases are distinguished:

1) strong agreement on positive/negative trend, if outputs of all three HMs for a certain GCM (a) or outputs driven by all four GCMs for a certain HM (b) show statistically significant positive/negative trend (cases $+3/4, -3/-4$);

2) moderate agreement on positive/negative trend, if outputs of two HMs/driven by two GCMs show significant trends and others: insignificant trend ($+2,-2$),

3) weak trend, if only one model shows significant trend, and others: insignificant ($+1,-1$),

4) agreement on no trend, if all models show insignificant trends (0), and

5) disagreement, if at least one model shows a significant positive trend and at least one model shows a significant negative trend.

The results reveal that most of GCMs and HMs agree on increasing level and frequency of floods for the Rhine under RCP2.6 (except for frequency under HadGEM2). There is also certain agreement on increasing level of floods in the Yellow under RCP2.6, but it is weaker than for the Rhine. Climate models disagree on flood trends in the Mississippi: both level and frequency of floods increase under GFDL, and decrease under three other GCMs, whereas timing is shifted to earlier dates according to most of model outputs. In other cases: for the Niger under both RCPs and for the Rhine and Yellow under RCP6.0 there is disagreement of GCMs and partly also HMs on trends.

Table 3(b) presents the same results but grouped by HMs (with cases $+4,-4$ added, as four runs driven by four GCMs are presented here for every HM), where the same tendencies are visible. However, a comparison of (a) and (b) parts of table 3 reveals a much higher agreement of the HMs on trends (a: only 13% of cases (grey boxes) show disagreement) than the GCMs (b: 69% of cases show disagreement). The higher agreement implies lower uncertainty contributed by the HMs to the overall results, which is in line with previous assessment of uncertainty sources in ISIMIP for 12 large river basins using more GCMs, HMs and four RCPs (Vetter et al. 2017).
Table 3. Agreement of hydrological models and forcing general circulation models (GCMs) on trends in flood timing (fl. timing: annual maximum discharge date), flood level (fl. level: annual maximum discharge) and flood frequency (fl. freq.: number of independent peaks over threshold per year) in the period 1911–2099: (a) results are grouped by GCMs, (b) results are grouped by hydrological models (HM). Five cases with different levels of agreement/disagreement are explained in the text.

| GCMs | RCPs | Rhine fl. timing | Rhine fl. level | Yellow fl. timing | Yellow fl. level | Mississippi fl. timing | Mississippi fl. level | Niger fl. timing | Niger fl. level |
|------|------|------------------|----------------|------------------|----------------|-----------------------|---------------------|----------------|----------------|
|      |      | fl. freq.        | fl. freq.      | fl. freq.        | fl. freq.      | fl. freq.             | fl. freq.           | fl. freq.      | fl. freq.      |
| (a)  |      |                  |                |                  |                |                       |                     |                |                |
| GFDL | 2.6  | −2\(^\text{c}\)  | +3\(^\text{c}\) | +3               | +1\(^\text{g}\) | −1\(^\text{h}\)       | −3\(^\text{i}\)     | +3             | +3             | −1             | +3             | X\(^\text{a}\) |
| Had  | 2.6  | +3               | X              | X                | +2\(^\text{b}\) | 0\(^\text{a}\)        | −3\(^\text{a}\)     | −3             | −2\(^\text{e}\) | X              | +3             | −3             |
| IPSL | 2.6  | −3               | +2             | +2               | +2             | +2                    | −2\(^\text{f}\)     | −2             | −2\(^\text{e}\) | X              | +3             | −3             |
| MIROC| 2.6  | −2               | +3             | +3               | X              | +2                    | +3\(^\text{g}\)     | −1             | −2\(^\text{e}\) | −2             | −1             | +1             |
| GFDL | 6.0  | −3               | X              | X                | +1             | +1                    | +3\(^\text{a}\)     | +3             | −2\(^\text{e}\) | +3             | −2             | +2             |
| Had  | 6.0  | +3               | −2             | −2\(^\text{c}\) | −3             | −3\(^\text{c}\)       | −2\(^\text{c}\)     | −3             | −3             | −2\(^\text{e}\) | −3             | −3             |
| IPSL | 6.0  | +2               | −2             | X                | −2            | +3                    | −3\(^\text{c}\)     | −3             | −2\(^\text{e}\) | +3             | −3             | −3             |
| MIROC| 6.0  | −3               | +3             | +3               | −3             | −3                    | −3\(^\text{c}\)     | −2             | −3             | +1             | +3             | +2             |

| HM   | RCPs | fl. timing | fl. level | fl. freq. | fl. timing | fl. level | fl. freq. | fl. timing | fl. level | fl. freq. | fl. timing | fl. level | fl. freq. |
|------|------|------------|-----------|-----------|------------|-----------|-----------|------------|-----------|-----------|------------|-----------|-----------|
|      |      | fl. freq.  |           |           | fl. freq.  |           |           | fl. freq.  |           |           | fl. freq.  |           |           |
| (b)  |      |            |           |           |            |           |           |            |           |           |            |           |           |
| mHM  | 2.6  | X          | +4\(^\text{b}\) | +4        | X          | +3        | +3        | −3         | X          | X         | X          | X         | X         |
| SWIM | 2.6  | X          | +4\(^\text{a}\) | X         | X          | +3        | +3        | −3         | X          | X         | +3         | X         | −3        |
| VIC  | 2.6  | X          | +3        | +4        | X          | +3        | +3        | −3         | X          | X         | X          | X         | X         |
| mHM  | 6.0  | X          | +3        | +3        | −3         | X          | +4        | +4         | X          | X         | X          | X         | X         |
| SWIM | 6.0  | X          | X         | X         | X          | X         | X         | X          | X         | X         | +3         | X         | −1        |
| VIC  | 6.0  | X          | X         | X         | −2         | X          | X         | X          | X         | X         | X          | X         | X         |

\(^a\) 3 sig neg.  
\(^b\) 2 sig neg, 1 insign.  
\(^c\) 1 sig neg, 2 insign.  
\(^d\) 3 insign.  
\(^e\) 1 sig pos, 2 insign.  
\(^f\) 2 sig pos, 1 insign.  
\(^g\) 3 sig pos.  
\(^h\) 4 sig pos.  
\(^i\) Disagreement.
Discussion

One uniqueness of this study is inclusion of multiple subperiods to assess the flood characteristics in the pre-industrial and historical periods. The ANOVA analysis confirms the importance of selection of subperiods and indicates that using a single short reference period is not sufficient for the flood frequency analysis. Willner et al (2018) also considered the natural variability of floods by deriving the median and uncertainty from 12 independent 34-year pre-industrial periods. In our study, if we would also have selected the independent 31-year subperiods instead of using the moving window method, we could obtain two sets of periods: (1) 1675–1705, 1706–1736, and so on; and (2) 1662–1692, 1693–1723, and so on. Figure S9–S11 in supplementary show the comparisons of results for the flood characteristics derived based on the ensembles of all multiple 31-year periods and the ensembles of two sets of periods. In general, there are only minor differences between the median results and some notable differences between the 25th percentile and 75th percentiles of the three ensemble results. However, the highest values are often different between the two subsets and the full ensemble always shows larger ranges than the two subsets. Hence, the ensemble using the moving window method provides the reliable median values, even if the selected periods are correlated. It also shows the complete results with the most extreme conditions, which is important for worse case analyzes, compared to the subset periods. In addition, selection of subsets is still arbitrary and may lead to different changes in some specific cases.

This study also highlights that HMs are one of the major sources of variance for flood simulations in the pre-industrial period, and it could be partly due to their bias in the validation period. Specifically in this study, better validation results could be achieved by using observational climate data rather than reanalysis data, improving description of flood generation processes in HMs and calibrating the models for flood peaks specifically. In addition, it is worth mentioning that land use change and human influences were not considered in our modeling, which would not only affect the validation results but also future projections. A more comprehensive and robust assessment on floods could be achieved by considering these drivers and by using more HMs and GCM simulations.

The time-sampling approach to determine the 1.5, 2.0 and 3.0 K climate futures has been recently applied to investigate the climate impact on water resources and hydrological extremes at different global warming levels (Donnelly et al 2017, Gosling et al 2017, Marx et al 2018, Samaniego et al 2018, Thober et al 2018). Despite its advantages of being simple and easily derived from available (CMIP5 simulations) datasets, the approach has also certain limitations (see James et al (2017) for an in-depth discussion on this topic). The first limitation is that it generates different number of ensemble members for different warming scenarios. For example, we have only two simulations for the 3.0 K scenario, and therefore we could hardly perform statistically significant assessments and produce robust recommendations for this warming level. The second disadvantage is that this approach is sensitive to the multi-decadal natural variability. As the natural variability is strong in both the piControl and historical periods, it should not be ignored in climate impact studies, especially for flood frequency assessments. We assume that the range of natural variability is mostly covered for the 1.5 and 2.0 K scenarios, because the total scenario periods contain 217 years (7 times 31) and 155 years (5 times 31), respectively. The mean flood characteristics may be biased by the limited sample under the 3.0 K scenario. Hence, the results for the 1.5 and 2.0 K scenarios are more robust than for the 3.0 K scenario in this study. Nevertheless, we could find some floods that overshoot the historical records in the Rhine, and all floods in the Yellow were higher than the mean pre-industrial level (figure 3) under 3.0 K despite the small sample size. This may imply a higher risk of extreme floods under the higher-end warming scenarios. The third disadvantage of the time-sampling approach lies in an assumption that the implications of the GMT increments will be the same regardless of the emissions pathway. James and Washington (2013) showed the time-sampling approach is robust to the rate of anthropogenic forcing while greenhouse gases are still rising. Furthermore, Donnelly et al (2017) compared the impact of the high and low RCP ensembles for changes in annual mean and maximum runoff across Europe under the 2 K warming level and found that the differences due to RCPs are generally smaller than the difference between warming levels. However, it is worth-noting that the time-sampling approach cannot provide reliable scenarios if there is a lag in the response to anthropogenic forcing or changes due to emission reductions. In addition, this method would not be appropriate for the long-term impacts such as glacier storage.

It is not straightforward to compare the current results with others in existing literature analyzing the impacts at the 1.5, 2.0 and 3.0 K warming levels due to differences in model setting, data and methods. The major difference is that other studies (Hirabayashi et al 2013, Thober et al 2018, Willner et al 2018) did comparisons only for the annual high flows ($Q_{10}$, $Q_{max}$) to recent historical decades (one 30-year reference period only), and not to the long pre-industrial period. Donnelly et al (2017) compared the future high flow projections to the pre-industrial level from 1881 to 1910 and (Willner et al 2018) used one historical period but considered the natural variability derived from the pre-industrial period. However, if we compare the historical level with different warming levels (mostly 2.0 or 3.0 K) in our modelling, our results broadly corroborate with findings of their results, where the
projected flood magnitude in the 21st century is expected to increase in the Yellow and Rhine River basins.

Conclusions

This study within the framework of ISIMIP provides a first consistent view of flood characteristics in the long pre-industrial and historical periods for four large river basins and projects the climate change impacts on floods at the warming levels of 1.5, 2.0 and 3.0 K above the pre-industrial level. Our study differs from previous climate impact studies on floods by considering the long pre-industrial period as a reference and evaluating the effects of selection of 31-year subperiods (i.e. natural variability). The contribution of individual GCMs and HMs to overall variance is substantial for the simulation of flood timing, magnitude and frequency in the pre-industrial period, indicating the importance of using ensembles of GCMs and HMs for impact assessment. In addition, the selection of 31-year subperiods is an important contributor to variance for flood frequency, confirming that the flood regimes can vary over several decades. Thus, it is necessary to account for the natural variability in the impact assessments, especially for flood frequency.

Despite the strong variance of projections, there are some pronounced changes indicated by the mean values in the historical period accounting for all GCMs, HMs and selection of subperiods. There is a clear shift towards later flood timing in the Yellow and Mississippi and lower frequency of floods in the Rhine, Yellow and Mississippi. Thus, the historical period cannot fully represent the pre-industrial level and it should be used cautiously as reference to fulfill the request by the Paris agreement. In the future, floods are projected to occur earlier in the Rhine (6–11 d) and less frequently in the Mississippi (10%–22%). The strongest changes in flood magnitude are projected under the 3.0 K scenario: an increase by 13%–16% in the Rhine and Mississippi and by 31% in the Yellow, and a decrease by 20% in the Niger. Under the 1.5 and 2.0 K scenarios, changes in flood magnitude are within 11%. However, the changes are statistically significant only for the Rhine and Yellow under the 3.0 K scenario. There are few very extreme events under future warming which overshoot the highest floods in the pre-industrial period, and some numbers of flood occurrence overshoot the highest records in the pre-industrial period (except for Mississippi). This indicates that more extreme and frequent floods are possible to occur under a warmer climate.

The results on trend analysis in general agree with the previous assessment of impacts corresponding to 1.5, 2.0 and 3.0 K scenarios. The evaluation of trend analysis results regarding agreement of forcing GCMs and HMs revealed a much higher agreement of HMs than GCMs on the simulated trends. The comparison of results on trend analysis grouped by GCMs and by HMs confirms that uncertainty related to GCMs is much higher than the HMs uncertainty. The ensemble sizes of the 1.5, 2.0 and 3.0 K scenarios are different in this study. The results may be biased, especially for the 3.0 K scenario, due to the small number of samples. More robust results could be expected with larger ensembles from the high-end RCP scenarios and consideration of other impacts, e.g. land use change and human influences.
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