Abstract—In many applications of autonomous mobile robots, the following problem is encountered. Two maps of the same environment are available, one a prior map and the other a sensor map built by the robot. To exploit the available information in both maps to the full capacity, the robot must find the correct association between the frames of the input maps. There exists many approaches to address this challenge, however, most of those methods rely on assumptions such as similar modalities of the maps, same scale, or existence of an initial guess for the alignment. In this work we proposed a decomposition based method for 2D spatial map alignment which do not rely on aforementioned assumptions. The proposed method is validated and compared with other approaches from generic data association approaches to map alignment specific algorithms, over real world examples of four different environment with thirty six sensor maps and four layout maps.

I. INTRODUCTION

Consider the task of environment surveying for applications such as industrial automation, search and rescue, or handling hazardous situations. Or imagine the scenarios in which an available map is introduced as prior knowledge to the robot for different objectives. Examples of such objectives and prior knowledge can be an elaborate task planning in the presence of a semantically annotated prior map, improving the performance of SLAM algorithms by exploiting the global consistency of the prior map, and incorporating information such as traffic flow that a single agent could not obtain alone. Furthermore, a hybrid map constructed from merging maps of different modalities, enables access to all included modalities through each individual map. For instance assume that the semantic labels are provided by one map and the robot can localize itself based on another sensor modality. The robot can become aware of each region’s semantic label merely by localizing itself in one map and exploiting the association between maps. All the aforementioned applications share the need for a map alignment procedure. Solving the autonomous map alignment problem has interesting upshots. A seamless map alignment procedure improves the autonomy of robotic services by reducing the demand for the human intervention. The need for map alignment could rise from different motivations. For instance, an autonomous map alignment and merging of partial maps is desired in a multi-agent mapping scenarios. Another scenario in which the map alignment is of particular interest is where a robot is expected to employ a prior map of the environment in addition to its own capacity to create maps. In the latter example, an important challenge is the difference in map formats. In such cases the prior map of the environment is in a CAD drawing format, and the robot maps are often discrete such as Occupancy-like Maps. This example is from the Halmstad Intelligent Home [32]. Other maps also include office environments (see Appendix).

Fig. 1: An example of a pair of layout and sensor maps. Sensor maps are acquired with a Google Tango tablet as 3D meshes, and later are converted to 2D Occupancy-like Maps. This example is from the Halmstad Intelligent Home [32]. Other maps also include office environments (see Appendix).

A. Problem Description

The terms merging and matching appear frequently in this paper, and it is important to avoid a potential confusion. The objective of this work is not to address the “map merging” problem per se (as we do not deal with the fusion of the maps). The map merging is one of the processes that could benefit from the solution to our alignment problem. The very specific objective of this paper is to address an alignment problem between maps. The problem of map alignment is regarded as a data association or registration problem, and more specifically could be stated as “how to find the correct alignment between two input maps in form of a
A common approach to the alignment problem is to interpret the input maps with an abstract representation that enables a search on the similarity of instances. For example, graphs capture the canonical points of the open space as vertices, and the connectivity of the open space is represented by the edges between vertices. Consequently, to find a match between two maps, geometric or topological similarities of the vertex and/or edge instances of the graphs are exploited. When maps are from different [sensor] modalities, such interpretations plays an important role. This interpretation abstracts the input maps into a shared instantiated representation, which makes the search for similarities between maps feasible. Graphs are among the popular representations undertaking this role [24], [50], [27]. Some of the works more relevant to the objective of this paper and some other influential works on this topic are reviewed in Section [V] with more details.

C. Our approach

In this work, we propose a method based on the aforementioned concept of shared instantiated representation. Our proposal relies on “2D-arrangement” [2], which is a geometric interpretation of the maps. When modeling the occupied regions of the maps (corresponding to the physical elements in the environment), the 2D-arrangement explicitly represents both the boundaries and the regions of the open-space. In addition, it implicitly captures the connectivity of the open-space through the neighborhood of the regions. Our proposal is i) interpreting input maps into a shared geometric representation, ii) search for all potential candidates suggested by matching “arrangement” instances (regions) of the two maps, and iii) select the best candidate according to an alignment quality measure. The details of the method, the arrangement representation, and further descriptions are provided in Section [VI]. The main characteristic of our proposed method is in the search approach. Most
approaches generate hypotheses from some initial cues and follow along the progress of those cues. In contrast, we exhaust the search space to avoid following only wrong cues and missing the correct solution. Evidently, this is crucial in case of noisy maps and maps of different modalities. To address the problem of tractability, we constraint the search space and simplify the hypotheses generation and quality evaluation processes. To our knowledge, no algorithms has been developed for solving the alignment problem in this manner. Main contributions of this work are:

- An algorithm for map alignment. Although other algorithms have been proposed for map alignment, however, each operates under specific assumptions, such as supporting only rigid transforms, expecting an initial guess, expecting similar data type on input (same modality), etc. Our algorithms do not rely on any such assumption.
- We propose to use an abstract representation, namely 2D arrangement, that is applicable to interpret maps of different modalities. We use this interpretation for region segmentation, and solving the alignment problem. This interpretation results in a hierarchical representation of maps, where the models on the abstract level are readily available after alignment for other geometric processing and manipulations.
- Finally we share our collection of maps, containing forty maps of four different environments. More details in Section III.

II. METHOD

The essence of our method, as depicted in Figure 2, is to represent input maps with an abstract interpretation that facilitates the search for the alignment solution. This abstraction consists of modeling the physical entities of the environment with 2D geometric objects (such as lines and circles.) These models are then used to partition the environment into separate meaningful regions via an arrangement representation. We have shown, in our earlier works [51], [52], how this interpretation could be used for semantic annotation and region-place categorization of Occupancy Grid Maps. Section II-A describes this interpretation and the process of abstraction. Furthermore, we describe in Section II-B how such an abstract interpretation is adjusted to capture meaningful regions. Matching different regions from one map to another and estimating a transformation between them will result in a pool of plausible hypotheses. While each hypothesis is estimated from matching only two regions, they are evaluated based on how well they align the two maps as a whole. In Section II-D we describe the “match score” metric that is used for evaluating the correctness of the alignments, which in turn is used to pick the winning hypothesis.

A. Abstract interpretation of the maps

We lay the abstract representation used by our method on a 2D-arrangement [2] as an interpretation of the spatial maps. An arrangement represents the 2D-plane via partitioning it according to a set of geometric objects (such as, but not limited to, lines and circles). From this point onward we refer to these geometric objects as geometric traits, and traits for short. An arrangement is identified by a determined configuration of a set of foregoing traits and partitioned atomic regions called faces. Faces of an arrangement are irreducible closed-regions (known as “Jordan Curves”) bounded to a set of geometric traits. Figure 3 demonstrates an arrangement and its components on a toy example.

A set of geometric traits $T$ will result in a unique arrangement $A$ identified by a prime graph $P$, and a set of faces $F$. The prime graph $P$ is constructed through intersecting all traits in $T$. The resulting intersection points construct the set of vertices of the prime graph $V(P)$. Edges of the prime graph $E(P)$ are segments of traits that connect the vertices. As a consequence, the prime graph is a multi-graph, meaning two vertices could be connected via different edges (i.e. traits). The set of faces of the arrangement $F$ are the irreducible closed-regions that are bounded by edges from the prime graph $V(P)$. A neighborhood is an attribute associated with the set of faces $F$. Neighborhood $N(F)$ is defined as a set of tuples of faces. Each tuple in this set identifies a neighborhood relation between a pair of faces. Neighborhood is defined as true for a pair of faces if they share at least an edge from the prime graph $E(P)$.
Fig. 3: An arrangement \( A := (T, \mathcal{P}, \mathcal{F}) \). This example involves straight lines and circles to demonstrate the ability to handle geometric traits beyond straight lines. However, due to the nature of buildings in our maps, our map interpretation with arrangement only relies on straight lines.

A := (T : traits, \mathcal{P} : prime graph, \mathcal{F} : faces)
V(\mathcal{P}) := \{e_i : p_i(x, y) | (\exists j, k \in T)[p_i \in t_j \land p_i \in t_k]\}
E(\mathcal{P}) := \{e_i | e_j = (t_i, v_s, v_e), t_i \in T\}
\mathcal{F} := \{f_i = \{e_j\} | e_j \in E(\mathcal{P})\}
N(\mathcal{F}) := \{(f_i, f_j) | (\exists e_k)[e_k \in f_i \land e_k \in f_j]\}

(a) geometric traits (b) prime graph (c) faces

a) What do geometric traits represent?: We model the physical elements of the buildings (e.g. occupied pixels in occupancy maps) with geometric traits, which represent the boundary between open spaces and occupied (or unexplored) areas. Detection of the geometric traits from 2D-maps could be achieved by common algorithms such as Generalized Hough Transform [4] and Radon Transform [44]. Given that all maps of interest to us could be fairly modeled with only straight lines, in this work we use radiography which is a variation of aforementioned algorithms. It has been shown [51] that radiography is more robust in modeling physical elements of the environment (e.g walls) that suffer from a discrepancy in their continuity. Nonetheless, the arrangement representation is not limited to straight lines. As the physical entities of a spatial map are modeled with geometric traits (e.g. walls with straight lines), an arrangement of a map is interpreted as i) edges of the prime graph as the boundaries of open space, and ii) faces capturing a decomposition of regions of the open-space. This dual characteristic of the arrangement, i.e. representation of a space by its regions and their boundaries, has the merit of capturing two important aspects of the information available in the spatial maps, namely the geometric shape of the regions (the open-space), and topological structure of the open-space through the connectivity between faces of the arrangement.

B. Abstraction compatibility and arrangement pruning

In modeling the spatial maps with geometric traits, we employ a radiography algorithm. This approach has merits of handling noisy data, tackling the challenge of discrepancy in the continuity of such traits, and capturing the global structure of environments [51]. One characteristic of this method is that the traits (in this work, straight lines) are not locally bounded. That is to say, not necessarily every point on a trait corresponds to a physical entity in the environment. A consequence of using such traits in our interpretation is the over-decomposition of areas that are conceptually a single region (e.g. a kitchen or an office). Figure 4 demonstrates the over-decomposition on a real map. On the other hand, the search for transformation hypotheses is performed by matching the faces from two maps. For the hypotheses to be plausible, it is crucial for the input maps to have representations on the same level of abstraction, which we call “abstraction compatibility”. That is to say, if a room is represented by a single face in one map, the same room must be represented by a single face in the other map. This means the same room should not be represented by more than one face, or be merged with a neighboring area. It is this fundamental assumption that makes the generation of hypotheses from “face matching”, a reasonable approach. Based on empirical observations, along all contributing factors, the success rate of our proposed method seems to be most sensitive to this compatibility assumption. We overcome this challenge by pruning the arrangement to a more meaningful representation. The pruning process consists of detecting irrelevant edges of the prime graph \( E(\mathcal{P}) \) that do not correspond to a meaningful notion in the underlying maps. We define meaningful notions as either; i) a physical obstruction between regions (e.g. walls), or ii) a gateway between neighboring regions (e.g. doorway). While the justification for physical obstruction is obvious, the explanation for gateways is that it is not desired for all the open space in a map to be merged to a single faces. In another word, the arrangement must represent a region segmentation. In order to identify whether an edge represents either of these notions, we employ a more concrete (non-abstract) representation of the input maps, namely the distance transform or distance map. The distance map corresponding to the previous example is presented in Figure 4. To identify whether an edge is relevant, the average pixels values from the distance map in a neighborhood of the edge is assigned to that edge as relevance metric. Based on empirical observations we concluded that a simple threshold over this values is sufficient to identify the relevant edges. After this process, those faces neighboring by the means of irrelevant edges are merged. The result of a pruning process applied to the over-decomposed example of Figure 4 is presented in Figure 5. It should be noted that, depending on the context of the application, many other approaches could be devised other than the distance transform to tackle the over-decomposition problem and deliver a reliable region segmentation. The region segmentation could be much more elaborate and advanced, but we found this simple technique satisfactory for our map alignment method. That is because the sensitivity of the alignment method to abstraction compatibility is not critically obstructive. That means, not every region is expected to become a single face, nor every corresponding regions should have compatible abstraction in the maps. The hypotheses generation would satisfy the expectations as
long as there are enough reliable correspondence between faces of the two arrangements. We have observed that our approach of rectifying the arrangement’s over-decomposition problem based on the distance map satisfies the abstraction compatibility assumption.

C. Search for alignment

A hypothesis in the context of this work is a transformation that could potentially align one map to another. Hypothesis generation is the process of proposing such plausible transformation matrices. Relying on the uniform scaling assumption we stated in the Section I-C we restrict the transformations to “similarity” group, that is a composition of translation, rotation and uniform scaling. To propose hypotheses, faces of the open space regions with similar shapes are associated and a transformation is estimated for each pair of faces with similar shapes. These transformations are estimated based on the “Least-squares estimation” method proposed by Umeyama [55]. We define shapes as they appear within the arrangement representation. In this limited sense, the geometric shape of a region (face) is defined as the number of corners and their corresponding angles in each region. Since the transformations are restricted to “similarity”, the angles of vertices are preserved in the transformation. In Figure 25 two examples of correct (in green) and wrong (in red) association, and their consequent transformation are depicted.

a) Oriented Minimum Bounding Boxes: In the presence of too much noise in a map, the pruning of the arrangement might not return clean-cut shapes desired for face matching. One wrong corner missed in pruning process will render the shape of that region useless for matching, if the same error does not occur in the other map for the corresponding region. One example of missed corners is visible at the bottom of Figure 4d. Alternatively, due to such cases, we use Oriented Minimum Bounding Boxes as the shape of regions. This counts as an interpretation of the “well-structured environments” assumption stated in Section I-C.

b) Rejecting false positive hypotheses: Choosing a rudimentary descriptor for the shape matching results in too many false positive hypotheses. For instance, from every rectangle in one map there are four possible transformation to every rectangle in the other map. Our approach to avoid this pitfall lies in the uniform scale assumption. We relax this assumption while estimating transformations between regions and allow them to be affine transforms. For instance, when the affine transformations between two similar rectangles are estimated, only two out of four will have uniform scaling. As for rectangles with different width to height ratios, none of the transformations would be uniformly scaled. Thereafter we reject any transformation that does not qualify as a similarity transform. We observed this simple tactic to be very effective and the number of hypotheses are reduced drastically. This can be seen in Section III Table II where ~ 90% of initial hypotheses are rejected.

D. Alignment match score

To select the winning hypothesis, each hypothesis is evaluated based on how well the arrangements of the two maps ($A_1$ and $A_2$) are aligned under that transformation. To this end, an arrangement match score ($S_A$) is defined to measure the alignment quality of each hypothesis. The arrangement match score is defined as

$$S_A(A_1, A_2) = \sum_{f_i \in F} \min(w(f_i), w(f_j)) \times s_f(f_i, f_j)$$

where, $w(f_i)$ is a weight assigned to individual faces, and $s_f$ is the face match score. The weight is defined as the relative surface area of faces to the surface area of the whole arrangement they belong to

$$w(f_i) = \frac{\text{area}(f_i)}{\text{area}(A)}$$

The larger a face is, the higher weight it will have in the arrangement match score. The face match score $s_f$ is defined as

$$s_f(f_i, f_j) = \begin{cases} \left( \frac{\text{area}(f_i)}{\text{area}(f_j)} \right)^{\frac{1}{e-1}} & \text{if } (f_i, f_j) \in \text{association} \\ 0 & \text{otherwise} \end{cases}$$
where \( f_i \wedge f_j \) is the surface area of faces’ intersection and \( f_i \lor f_j \) is the surface area of faces’ union. Match score of a face with itself (perfect match) equals to one, and the match score of two non-intersecting faces equals to zero. The exponential expression rewards slight improvements close to perfect match more than the slight improvements close to a bad match. And \( \text{association} \) represents pairs of faces from two arrangements that are associated (overlapping) under the transformation. We define \( \text{association} \) based on three conditions. First, for the two faces \( f_i \) and \( f_j \) to be associated, they must enclose each other’s center. The center of a face is identified by the “center of gravity” of the vertices of the face. Condition number two assures a one to one association for cases where multiple faces from one arrangement overlap with a single face from the other arrangement. In such cases, among all faces of \( F_2 \) with their centers enclosed by \( f_i \in F_1 \), the face \( (f_j \in F_2) \) with most similar size (surface area) is associated with \( f_i \). And the third condition is symmetric to the second condition, vice versa for \( f_i \) to \( f_j \). Accordingly, \( \text{association} \) could be defined by the following expression

\[
\text{association} : \{\{f_i, f_j\} | \forall f_k \in F_1, f_j \in F_2, c_1 \wedge c_2 \wedge c_3\}
\]

\[
c_1 : \text{center}(f_i) \in f_j \wedge \text{center}(f_j) \in f_i
\]

\[
c_2 : \exists f_k \in F_2 \mid \text{center}(f_k) \in f_i, d(f_i, f_j) > d(f_i, f_k)
\]

\[
c_3 : \exists f_k \in F_1 \mid \text{center}(f_k) \in f_j, d(f_i, f_j) > d(f_j, f_k)
\]

where \( \text{center}(f_i) \) is the center of \( f_i \) and \( d(f_i, f_j) \) is the difference in surface area of \( f_i \) and \( f_j \).

It is important to note that the presented “arrangement match score” is devised only for the comparison of different environments, two of which are homes and the other two are office buildings. Table I lists the number of available sensor maps and layout maps for each environment.

| Environment | Type | # Sensor Maps | # Layout Maps |
|-------------|------|---------------|---------------|
| HH_E5       | office | 14            | 1             |
| HH_F5       | office | 14            | 1             |
| HH_JIH      | home  | 4             | 1             |
| KPT4A       | home  | 4             | 1             |

TABLE I: A list of all maps of four different environments

That these drawings had to be manually simplified before further processing, due to the presence of furniture and other common appliances. The process involved removing all elements of the drawings, except for the building’s elements (i.e. mainly walls). This simplification can be observed in Figure 2b from Section III. The drawings were converted to Scalable Vector Graphics (SVG) and the geometric traits were obtained directly by parsing the SVG files [42]. In order to acquire segmented regions and for the sake of convenience, the SVG files were converted to bitmap format (PNG) and the same process of decomposition and arrangement pruning based on distance transform has been employed. However, if CAD drawings of the layouts are accessible in a richer format (e.g. DXF or DWG), the process of simplification and parsing could be automated too. Furthermore, if the regions are accessible in such formats, there would not be a need for conversion to bitmap and distance transform for region segmentation.

b) Environment types: We collected data from four different environments, two of which are homes and the other two are office buildings. Table I lists the number of available maps for each environment, and all the maps can be found in Appendix. In total there are forty maps, four of which are layout maps and the rest are sensor maps. Most sensor maps are partial and vary in their coverage of the environment.

c) Maps that violate our assumptions: It is important to note that in some cases the sensor maps violate some of our initial assumptions. For instance, maps HH_E5_2, HH_E5_3, HH_E5_4 and HH_F5_2 only cover corridor and hall areas and do not contain any rooms, and therefore there are not enough segment-able regions for hypotheses generation. Or HH_E5_12 and HH_F5_1 suffer from a lack of global consistency as they are visibly bent. There exists further minor defects in some other maps. Consequently, the performance results as presented in this section are not the representative of the method’s performance under all those stated assumptions. Nevertheless, we included these maps to better explain the effects of aforementioned assumptions on the method and portray a fair picture of the method’s performance under different conditions.

d) Evaluations are based on success rate: In advance to presenting the performance of our proposed method and its comparison to other approaches, we must mention that we only provide a success rate as the performance of each method. We skip a quantified accuracy measure for the alignment. It proved very hard (impossible for our data) to provide a per map “alignment accuracy” measure, due to i) the lack of ground truth for the sensor maps which is an obstruction enough in the way of an alignment accuracy metric, and ii) the presence of severe noise and varying level
Fig. 5: Examples of correct, correct with minor defect, and wrong alignments. In calculating the success rate of different methods, both “correct”, “minor defect” are counted as successful alignments.

of global inconsistency of the sensor maps. And as for a per-map alignment accuracy, there is no established method for that to our knowledge. Figure 5 illustrates our quality assessment of the alignments.

B. Implementation

All our experiments were based on an implementation of the proposed method in Python (publicly available here [https://github.com/saeedghsh/Map-Alignment-2D/]). Our implementation is built on many libraries from the SciPy [26] eco-system, namely NumPy [56], Matplotlib [25], SymPy [33], scikit-learn [41] and scikit-image [57], Open-CV library [10], Polygon package [43] (a Python wrapping of the General Polygon Clipper library (GPC) [37]) and NetworkX library [20] are the other included libraries.

C. Experiments and results

We carried out experiments in three different setups and with different objectives:

- **sensor map to layout map alignment**: to demonstrate the performance of the proposed method on aligning sensor maps to layout maps, which is the main objective of the proposed method.
- **sensor map to sensor map alignment**: we observe how partial coverage, noise and inconsistency of sensor maps are amplified, and this results in a lower success rate compared to the alignments that involve layout maps. Since some of the important methods chosen for comparison only operate on same modality maps and can only estimate rigid transformations, this setup also makes the comparisons with those methods possible.
- **evaluation of alignment match score**: where we align every sensor map to all other sensor maps, whether from the same environment or not. In this experiment we attempt to study the “alignment match score” in alignment of intra-environment and inter-environment maps.

a) **Sensor map to layout map alignment**: Table I presents the performance of the method in aligning sensor maps to layout maps of the same environments, with intermediate details. The columns are “initial”: the number of remaining hypotheses after rejecting non-uniformly scaled transformations (∼90% are rejected), The last column states whether if the alignment was successful or not. In total, the method has successfully aligned all maps for home environments, and 78% of maps for office buildings. We believe the failures are mainly due to the violation of the prior assumptions, such as global inconsistency and lack of enough segmentable regions.

b) **Sensor map to sensor map alignment**: Table II compares the success rate of aligning sensor maps to sensor maps and layout maps in different environments. We can observe from the results of sensor to sensor map alignment, that the success rate is lower than the experiments with layout maps. There are two main reasons for this drop; i) many sensor maps are partial and consequently their overlap with each other is partial, ii) the violation of initial assumptions. In the presence of layout map there is one source of noise and global inconsistency. But in case of aligning two sensor maps, such noise and inconsistencies are amplified.

c) **Evaluation of the alignment match score**: In the last set of experiments we try to assess the behavior of alignment match score. Figure 6a represents the match score of the winning hypotheses for every pair of sensor to sensor map (includes pairing sensor maps of different environment).
Gray-scale values represent the alignment match score of the winning hypotheses between each pair of maps ($0 \leq S_A \leq 1$). The blue bordered cells on diagonal represent the alignment of sensor maps versus the layout maps, and the red lines separate different environments. Green and red dots, respectively, mark the success and failure of alignments. As expected, the square matrices on the diagonal of the main matrix which represent the alignment match scores of maps from the same environments are slightly brighter. However, this is not conclusive enough to exploit this measure across different environments. Under scrutiny it can be observed that a smaller environment (KPT4A) could align with a bigger environment (HH\_E5) with a high score. Also, some maps of the same environment have low match score due to the small overlap or violation of the prior assumptions, even though they are successfully aligned. In the same line of argument, Figure 6b presents a box plot of the alignment match score for all hypotheses for each pair of sensor-layout maps. In this figure, the score of the winning hypotheses are marked red and green, representing the failure and success of the alignment. There seems to be a cut-off point on the match score value across all maps, which separates successful alignments from failures. However the margin of this cut-off is not wide enough to be used as a threshold between success and failure. The take away message of the Figure 6b is, as we suspected, the value of match score is not a reliable indicator of alignment success. In conclusion we can say, although the proposed alignment match score has proven useful in finding the correct solution among hypotheses of pairs of maps, yet it is not conclusively reliable for detecting whether if the input maps are from the same environment, nor to autonomously detect a successful alignment.

D. Comparison with other approaches

Prior to development of the presented method, we have experimented with different approaches to solve the alignment problem with our maps. These methods belong to two categories. The first contains generic approaches in data association and alignment, such as image alignment, image registration and point set registration. The other category consists of approaches that are specifically designed for map alignment, such as Hough transform based algorithms. While an in-depth review of these approaches is provided in Section [IV], here we assess the performance of some exemplary algorithms from each approach. The success rate for each method is available in Table [IV]. Furthermore, a brief account of computational cost will follow, and presented in Table. [V]

### TABLE III: Success rate of the method in different environments.

| Environment | Sensor vs Layout | Sensor vs Sensor |
|-------------|-----------------|-----------------|
| HH\_E5      | 64.28% (9/14)   | 50.54% (49/98)  |
| HH\_F5      | 92.85% (13/14)  | 68.13% (62/91)  |
| HH\_HH      | 100% (4/4)      | 100% (6/6)      |
| KPT4A       | 100% (4/4)      | 83.33% (5/6)    |

(a) Match score of the winning hypothesis for each alignment. Diagonal entries: sensor-layout alignment, otherwise: sensor-sensor alignment.

(b) Match score for all hypotheses for each pair of sensor-layout maps.

Fig. 6: A detailed overview of the match score.

a) **Generic data association methods**: Enhanced Correlation Coefficient (ECC) Maximization [16] was used for image alignment approaches. Image registration was tested with Scale-Invariant Feature Transform [30] in combination with Fast Approximate Nearest Neighbors [36] for feature matching. The implementations of these methods were done in Python and based on the Open-CV library [10]. We observed that these algorithms perform slightly better if they are applied to the distance transform of the maps, instead of directly operating on the occupancy maps. And the presented results are accordingly based on distance images of the maps. For the experiments with Point Set Registration we converted the occupied cells to a point set, and employed the Coherent Point Drift (CPD) [39] [38], based on a Python implementation of the algorithm [28]. Since the three above-mentioned algorithms are capable of handling affine transforms (including scaling), we performed the experiments on both sensor to sensor map alignment,
and sensor to layout map alignment. All the results are available in Table [V] The approach based on SIFT features works best on maps with unique visual patterns ordered in a unique constellation, and consequently has a slightly better performance on bigger maps with more “key points”. Although the data-level similarity between sensor maps is in favor of resulting more similar features, however, it yields best results in aligning sensor maps to layouts of bigger environments due to a higher overlap ratio. On the other hand, ECC maximization based approach performs worse on aligning sensor maps to layouts, due to its higher sensitivity to data-level similarity. Nevertheless, a detail review of the results reveals that the main causes of ECC failure in aligning sensor maps is the global inconsistency of the sensor maps and small overlap between the maps. Also, one contributing factor to its success was the cases where the initial alignment of the sensor maps was close to the correct solution. That is to say, ECC is more likely to succeed if the displacement between maps is not drastic. As for the CPD, it is superior to Iterative Closest Point (ICP) method as it handles affine transformation estimations. However, it is computationally very expensive and demands high memory. Consequently we had to employ this method on a subset of the original point set. This in turn result in further concealing of the structural pattern of the maps, and becoming more sensitive to local minima.

b) Map alignment specific methods: In this category we selected the works by Carpin [11] and Saeedi et. al. (PGVD) [45]. Implementations of both algorithms are made publicly available by the authors. Hough based methods are limited to rigid transformation, and as a result we only experimented with sensor to sensor map alignment (no layouts). One interesting aspect of Hough based methods is their independency of the assumption of map’s “segment-able regions”. Therefore they could be considered to have a broader scope of target applications. For instance, we have observed that such methods perform better on maps that mostly contain corridors, which is a challenge for the region segmentation phase of our proposed method. Also, thanks to the underlying decoupling of rotation and translation estimation, they could be relatively faster than other methods. However, these advantages come with a price in performance, while these methods perform better on particular cases, they do have a lower overall success rate over our collection of maps. By inspecting individual results, we observed that many of the failures were due to a wrong orientation alignment. And many of those cases which survived the orientation estimation with a correct result, they still failed the translation estimation. Fundamentally, these methods exploit the structural similarities in maps, by finding similarity is Hough spectra and cross correlating the maps after orientation alignment. We believe the severe noise, global inconsistencies, and repetitive patterns of our maps are among what challenges the above-mentioned foundations of Hough based methods. It is important to note that due to a lack of proper insight to the implementations of these methods, we could not adjust the parameters to maximize their performance in the setting of our experiments. Therefore we would like to point out that the success rate of those algorithms presented in Table [IV] shall not be counted as their best performance, but rather providing an insight into advantages and drawbacks of each method.

c) Time comparison: The timings of all methods are provided in Table [V] All the experiments were ran on a computer with a 4 × 2.7 GHz for CPU, and 8 GB of memory, running Ubuntu 14.04. They are separated to home and office building categories, which provides a sense of scalability with respect to map size. The average map size for home environments is 2.2e^5 pixels, and it is 1.0e^6 pixels for office buildings (roughly 5x bigger). Since CPD is expensive and not scalable, the original point sets were reduced from 1.2e^4 points on average in small maps and 3.3e^4 points on average in bigger maps, to 500 (close to memory limit of the algorithm on our hardware.) Therefore a meaningful computation time could not be provided here.

In comparison, our method falls behind most other approaches in terms of computational cost. Specifically those methods designed for real-time applications such as Carpin’s method [11] for multi-robot mapping, are extremely fast and hard to beat. At the end, we would like to emphasize that the timings of each algorithm provided here can portray a rough scale, and should not be taken as an accurate computational cost comparison. This is mainly due to the heterogeneity of the implementations (C++, Python, Matlab). Furthermore, some of the algorithms are borrowed from other context (e.g. CPD, ECC) and applied to map alignment problem. Some are intended for offline applications with not much concern for computational time, while others were specifically designed to be fast for real-time applications. As a result, these computation times are not sufficient to generalize on the performance of each approach.

IV. RELATED WORK

The objective of this work is to address the problem of map alignment with specific assumptions, as described in previous sections. The main underlying challenge in this line of work is data association, which manifests in a variety of forms according to the application context. Few examples are image registration (e.g. stereo vision correspondence, optical flow, and visual odometry), laser scan matching and point cloud registration in Simultaneous Localization and Mapping (SLAM), and the correspondence problems in SLAM such as loop closure and partial map merging. While above-mentioned problems share the underlying challenge of data association, different methods formulate their underlying problem differently depending on the context of the application, data type, and prior assumptions. While we try to point out some of the seminal works with formulations other than those related to our work, we turn the focus of the literature review to those closest to ours.

a) Alignment of prior map to sensor map, and motivations: There are different motivations for fusing prior maps and sensor maps. For instance, Sanchez and Branaghan argue that abstract maps are easier to learn [48], and accordingly,
TABLE IV: Success rates (in %) of different methods on map alignment. Not Applicable (NA) refers to the methods that are not able to handle scaling.

| method                  | sensor to layout | KPT4A | sensor to sensor |
|-------------------------|------------------|-------|------------------|
| ECC maximization [16]   | 0.00             | 37.36 | 37.36            |
| SIFT [30]               | 21.43            | 8.79  | 0.00             |
| CPD [39] [38]           | 0.00             | 10.98 | 0.00             |
| Saeedi et. al. (PGVD) [45] | NA              | 16.48 | 0.00             |
| Carpin [11]             | 64.28            | 50.54 | 0.00             |

TABLE V: Average (and standard deviation) of computation time (in seconds) of different methods, separated for home and office environment.

| method                  | implementation | time in seconds |
|-------------------------|----------------|-----------------|
| ECC maximization [16]   | Python         | 32.79(28.24)    |
| SIFT [30]               | Python         | 0.20(0.05)      |
| Saeedi et. al. (PGVD) [45] | Matlab    | 4.91(1.42)      |
| Carpin [11]             | C++            | 3.07e-4(9.28e-5)|
| our method              | Python         | 8.86(2.13)      |

Georgiou et. al. [18] state that a correspondence between an abstract human readable map and robot’s sensor map is desired to facilitate collaborative tasks between human and robots. Bowen-Biggs et. al. claim that sensor maps are not “natural” for many high level tasks [9], especially those including semantics or human in the loop. In their work, they present a method of fusing the two sensor and floor maps and using the combination for accomplishing elaborate tasks. However, in their work the map to map correspondence is established manually. In other examples the prior map is exploited towards improving the performance of SLAM algorithms [18], either through exploiting the structure of the prior map, or by aligning local maps to build a global map. Georgiou et. al. formulated the “structural information from architectural drawings” as an “informative Bayesian mapping priors” in order to improve the performance of the SLAM algorithm [18]. Although, this work does not address the map alignment problem per se, instead the SLAM output is structured according to the prior information embedded into the SLAM algorithm. Vysotska and Stachniss [58] proposed an approach to improve SLAM performance by generating constraints from the correspondence between the building information from OpenStreetMap and the robot’s perception of its surroundings. They also benefit from the “localizability” information available in the OpenStreetMap. Mielle et. al. [35] propose a method for applications with extreme conditions (e.g. with dust or smoke) where the information from a “rough prior” is incorporated in order to improve the SLAM performance, and enhances the quality of the rough prior map by fusing with sensor map.

b) Graph matching approaches: The topology of the open space’s structure is one of the most salient information in the maps, and it is natural that the graph representation of the aforementioned structure draws much attention as a fitting representation. Two of the sub-problems in graph theory that are most relevant to map alignment are the Maximal Common Sub-graph (MCS) problem, and the error-tolerant sub-graph isomorphism [24]. Huang and Beevers [24] proposed a method for merging partial maps based on the embedded topological maps. Their approach is based on a graph matching process inspired by maximal common sub-graph (MCS) and image registration, and followed by a second stage that evaluates the geometric consistency of the match hypotheses. The vertices of the topological map are embedded in a metric space, along with a minimal amount of metric information (e.g., orientation of edges at each vertex and path length for each edge). Therefore, their method benefits from both the geometric and topological information of the open-spaces. In another work with a similar approach, Wallgrün [59] proposes a map alignment technique with a graph matching method based on the Voronoi graph of the maps. The objective of his work is localization and mapping, and the underlying data association model of his proposed method is based on an inexact graph matching with graph edit distance, over annotated graphs generated from the Voronoi graphs. Nodes are annotated with the radius of the maximal inscribed circle used to generate the Voronoi graph, and the edges are annotated with their relative length, the shape of the Voronoi curve beneath the edge, and the edge’s traversability. By assigning such attributes to the elements of the graph, he incorporates geometric constraints into the matching process. In order to develop an automated process for map quality assessment, Schwertfeger and Birk have developed an interesting method for map alignment [50]. Their approach is based on capturing the high-level spatial structures of maps through Voronoi graphs and represented with topological graphs that contain the angles between edges and the length of edges. The map alignment is done by finding similarities between vertices of the graphs and “identification of sub-graph isomorphisms through wave-front propagation” [50]. With experimental results, they show the robustness of their method by detecting brokenness in sensor maps. In another intriguing work, Mielle et. al. [34] proposed a map alignment method based on graph matching, towards enabling robots to follow navigation orders specified.
in sketch maps. The Voronoi skeleton is converted to a graph, where vertices are the bifurcation and ending points of the skeleton. Vertex type (dead-end or junction) and an ordered list of edges are attributed to the graph’s vertices in the matching process. To find the error-tolerant maximal common sub-graph (ETMCS), they developed a modified version of Neuhaus and Bunke’s [40] graph matching algorithm based on the normalized Levenshtein edit-distance (LED) [61]. By skipping the absolute position values, the interpretation becomes insensitive to noise and inconsistency of the map and their method doesn’t require global consistency, that it to say non-uniform scaling is allowed to handle sketch maps. In order to benefit from semantic information available in “floor maps” for high-level task execution, Kakuma et. al. [27] proposed a graph matching based approach for the alignment of sensor maps to floor plans of the buildings. In their proposed method, an occupancy map is segmented into regions and a graph is constructed from such regions. Graph matching is carried out with minimizing a matching cost function based on a variation of Graph Edit Distance (GED) [49] and Hu-Moments [23].

c) Hough/Radon transform approaches: Hough (/Radon) transform maps the input signal from the Cartesian coordinate frame to a parametric space. This parametric space has the advantage of capturing the salient, thought maybe latent, structure of the robot maps. The core of those methods based on Hough transform is to decompose the alignment problem into rotation and translation estimation. Such approaches are often deterministic, non-iterative, and fast, thanks to this decomposition. However, methods in this category are limited to rigid transformation estimation, and work best on maps of similar modalities. For merging maps in a multi-robot application, Carpin proposed a method [11] that starts by computing the correlation between the Hough spectra of two maps and finding the rotation alignment, and then estimating the translation parameters from a x-y projection of the maps after the orientation alignment. One of the interesting features of this method is that the estimated transformations are weighted and such weights could be treated as uncertainties. With a conceptually similar approach Bosse and Zlot [8] tackle the problem of global mapping by merging local maps. Consistent with the other Hough transform approaches, their proposed method also decouples the rotation and translation estimation, with some twists in their transformation techniques. They use an “orientation histogram of the scan normals” (yields output similar to a Hough transform) to determine the orientation alignment and a “weighted projection histograms created from the orthogonal projections” (somewhat equivalent to radiography) for estimating the translation between orientationally aligned data. Saeedi et. al. [45], [47], [46] proposed a novel technique to represent the topology of the open space with a probabilistic Voronoi graph. Even though they employ a graph representation, they do not solve the matching problem by graph matching techniques. First a Radon transform is employed to find the relative orientation between maps, followed by an edge matching technique based on a 2D cross correlation over graphs’ edges to find the translation. One of the very interesting features of their method is the propagation of the uncertainty from input map to the Voronoi graph, and accounting for this uncertainty in the fusion process.

d) Optimization approaches: One of the most popular categories of techniques for data associations in robot mapping is to decompose the alignment problem into rotation and translation estimation. A famous example is the Iterative Closest Point (ICP) [5] which is a point set registration and finds a rigid transformation between two point sets. Such an approach is inherently susceptible to the problem of local minima. They are only suitable to problems where a [rough] initial estimate of the displacement between input data is available. While this is a reliable assumption in incremental mapping, it is not a valid assumption in map alignment. Furthermore, such methods work on same modality input data. Other similar approaches in image alignment, such as Lucas-Kanade algorithm [31], [3] and Enhanced Correlation Coefficient (ECC) Maximization [16], also work under similar assumptions and consequently they are prone to similar pitfalls. One example of optimization based method applied to the map merging problem is presented by Carpin and Birk [12], [13], [6]. Their approach minimizes a dissimilarity function (overlapping quality index) over the transformation parameters, with a stochastic process, the random walk, used for the optimization. An interesting feature of this method is the ability to robustly handling unstructured environments.

e) What else?: It is good to mention some other interesting approaches, even though we did not find them particularly relevant in order to investigate them in detail and experiment with them. Among those are methods from the multi-robot mapping applications where the alignment of individual maps are determined by localizing each robot in the partial maps of other robots. Works by Thrun [53], Dedeoglu and Sukhatme [14], and Williams et. al. [60] are good examples in this category. These methods are based on the assumption that the input maps are from the same modality. With similar application, i.e. multi-robot exploration, some researchers have developed methods to determine the relative transformation between robots’ partial maps when they can physically meet in the environment. Examples of the methods based on “rendezvous” or “mutual observation” are proposed by Howard et. al. [22], Howard [21], Fox et. al. [17], Zhou and Roumeliotis [62], and Konolige et. al. [29]. These methods are based on the robots’ ability to meet and generate transformation hypotheses from a rendezvous, an infeasible assumption for off-line methods. Erinc et. al. proposed a method [15] to annotate heterogeneous maps with WIFI signal that provides cues for data association between maps. This means two essentially different maps as annotated by a shared landmark which provides a seamless association between maps. Boniardi et. al. [7] developed a method for localizing and navigating directly in a sketch map, without the map alignment.
Rigid transformations are limited to modality have similar scale, and as a result, such methods inconsistencies of sensor maps. In addition, maps of the same data similarity based methods are prone to severe noise and on sensor level similarity of the input maps. Sensor-level where maps are from similar modalities, hence they rely setup. Most often they are designed to perform map merging where maps are from similar modalities, hence they rely on sensor level similarity of the input maps. Sensor-level data similarity based methods are prone to severe noise and inconsistencies of sensor maps. In addition, maps of the same modality have similar scale, and as a result, such methods are limited to rigid transformations estimation. Such assumptions do not hold where maps of different modality, such as sensor map and layout maps, are to be aligned. Sensor maps and layout map have essential difference on data-level. Also, the scaling from one map to the other adds a new dimension to the search space and the desired solution becomes a similarity transformation rather than a rigid transformation.

We have shown, with experimental results, the insufficiency of generic data association methods (e.g. SIFT features, ECC maximization), and some map alignment specific methods (designed for aligning maps of same modalities) in our experimental setup. Due to inability of methods that only estimate rigid transformation to handle scaling, the comparison of such method to our proposed method had to be limited to sensor to sensor map alignment. Nevertheless, we observed that the presence of noise and global inconsistency has been very challenging for most other approaches. Our proposed method relies on the notion that most human built environments are composed of regions. Accordingly, our method finds the correct alignment by associating regions and selecting the best hypothesis among all candidates. By exploiting the notion of region and founding our method on spatial decomposition, our alignment method operates on a higher level of abstraction. As a consequence, the method is more robust to dissimilarity and heterogeneity of the sensor-level data. Furthermore, the approach of aligning regions rather than associating sensor-level data enables our method to handle the scaling factor like any other transformation parameter.

A. Discussion

In the result section we tried to provide a thorough performance comparison between our proposed method and other approaches to solve the map alignment problem. It should be noted that, we partly credit our method’s out performing other alternatives to the fact that our method is designed to solve the map alignment problem with specific assumptions and experimental settings. We do not claim, or believe, that the method proposed in this paper is superior to other approaches in a generic problem formulation of data association. Rather, we tend to emphasize the particular characteristics and advantages that this method offers over alternatives in specific challenges, namely aligning maps from different modality, severe data level noise, and maps of different scales. However, there might be some other objectives close to the core of the map alignment problem that our method falls short of. Examples of such applications are, aligning maps of unstructured environment and real-time applications.

a) Advantages: Apart from the higher success rate of our proposed method over the presented experimental setup, we would like to point out some other interesting features of the methods. One important aspect, and one of the main motivation behind this work, is the ability to align maps of different modality and specifically sensor maps to layout map. As stated earlier, such a task demands a method that is indifferent to heterogeneity and different scales of input maps. Our proposed method shows a considerable performance for such cases. Although we have developed a regions segmentation method based on the arrangement representation and distance transform, but the general framework of our alignment method is not dependent on any specific region segmentation technique. Our decomposition based algorithm would be able to find the alignment as long as the input maps are effectively interpreted by the arrangement of the 2D plane. That is to say, as long as the input maps are spatial and could be segmented to meaningful regions, the proposed method in this work could be employed to find the alignment. We speculate that an improved region segmentation will have a positive effect on the performance of this alignment approach. It is worth mentioning that the implementation of our proposed method, and the accompanied experiments presented in this paper, convert both maps to occupancy-like bitmaps in advance. However it is not a requirement of the proposed alignment algorithm, but rather it was a convenient choice. And finally, the intermediate representation that is constructed for alignment, by itself is a useful representation for different objectives [52], [51]. This representation is also compatible with the IEEE Standard for Robot Map Data Representation [1], which means not all intermediate interpretations are alignment-specific.

b) Drawbacks and limitations: The main disadvantage of the proposed method is the computation time. This means that this method is not suitable for real-time applications. While exploiting the notion of meaningful regions comes with aforementioned advantages, it also limits the applicability of the method. Dependency on the region segmentation means it most likely will fail in maps of environments cluttered with furniture, or in maze-like environment, unless an appropriate region segmentation algorithm is employed. As stated before, in Section III, not all the maps satisfy our initial assumptions such as global consistency. Consequently, the performance results as presented are not the representative of the method’s performance under all stated assumptions. Nevertheless, we included these maps to better explain the effects of aforementioned assumptions.
on the method and portray a fair picture of the method’s performance under different conditions. Other conditions that makes the proposed method unsuitable occurs when the prior assumptions are violated. Examples are non-uniformly scaled maps like sketch maps, and maze-like environments such as underground tunnels and alike where the notion of meaningful regions might not apply.

B. Future work

In the continuation of this work we intend to address some interesting questions which were raised during the development of this work. One of those questions is the challenge of autonomous detection of successful alignments. This problem can be translated to a classification task, where alignment match score could be a multidimensional vector based on other sources of information in addition to arrangement based match score, such as graph matching metrics (e.g. GED), and data level distance between maps. Towards that objective, we intended to enrich our collection of maps with a wider variety of environments. Further more, we intend to carry out more challenging experiments and with other modalities to inspect the performance of the proposed alignment framework under different circumstances.

The direction of our future work is towards merging maps after alignment. Specific examples of features to contain in a merging process would be the transferring of semantic labels from layout map to sensor map for high level task planning, and detecting and compensating global inconsistencies in sensor map by exploiting the consistent structure of layout maps.
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