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ABSTRACT

In this paper, we propose an iterative framework for self-supervised speaker representation learning based on a deep neural network (DNN). The framework starts with training a self-supervision speaker embedding network by maximizing agreement between different segments within an utterance via a contrastive loss. Taking advantage of DNN’s ability to learn from data with label noise, we propose to cluster the speaker embedding obtained from the previous speaker network and use the subsequent class assignments as pseudo labels to train a new DNN. Moreover, we iteratively train the speaker network with pseudo labels generated from the previous step to bootstrap the discriminative power of a DNN. Speaker verification experiments are conducted on the VoxCeleb dataset. The results show that our proposed iterative self-supervised learning framework outperformed previous works using self-supervision. The speaker network after 5 iterations obtains a 61% performance gain over the speaker embedding model trained with contrastive loss.

Index Terms— speaker recognition, speaker embedding, self-supervised learning, contrastive learning, clustering

1. INTRODUCTION

Speaker recognition refers to identify or verify a claimed speaker by analyzing the given speech from that speaker. Over the past few years, supervised deep learning methods greatly improve the performance of speaker recognition system [1][2][3]. These methods require large-scale datasets to learn discriminative speaker representations. However, manually annotating speaker labels for a large scale dataset may sometimes be expensive and problematic. On the other hand, there are vast numbers of unlabeled speech data that can be used for training DNNs. With self-supervision methods, deep learning can automate the labeling process and benefit from massive amounts of data.

In visual representation learning, most self-supervised methods fall into two classes: generative or discriminative. The generative approaches directly model the pixels of input images and do reconstruction [4][5]. However, learning a full generative model in pixel-level may be computationally expensive for representation learning. Recently, discriminative approaches based on contrastive learning emerge and show promising results in visual representation learning [6][7][8].

In self-supervised speaker representation learning, Stafylakis et al. [9] propose a generative method to learn speaker embedding with the help of a phone decoder network. RavANELLI ET AL. [10] propose to learn speaker representation by maximizing the mutual information between two speech segments within the same utterance. Discriminative approaches based on contrastive learning have recently shown promising results [11][12]. In particular, Huh et al. [12] propose to use a strong data augmentation strategy to improve the generalizability of the learned speaker representation and apply augmentation adversarial training to remove the channel noise caused by the augmentation applied. Audio-visual application is also becoming increasingly popular in self-supervised representation learning. It take advantage of this multi-modal information, i.e., images and sound, of the video data to learn multi-modality based identity representation [13][14].

When learning speaker representation without supervision, contrastive learning based methods assume that speech segments from different utterances belong to different speakers. This assumption naturally introduces label error when training the network. Even if the network learns some discriminative information about speaker identities, this label error might drive the speaker network to learn the opposite. In this paper, we propose an iterative, self-evolving framework that learns to avoid this kind of label error. It starts with training a speaker embedding network using contrastive self-supervised learning and generates pseudo labels of the training data with this network. The framework then iteratively trains the speaker network with the pseudo labels and generates new labels using the new converged network. The idea behind the proposed framework is simple: to take advantage of the DNN’s ability to learn from data with label noise and bootstrap its discriminative power. This idea is similar to the deep clustering method [15] in unsupervised visual features learning, which performs clustering every few epochs. In this paper, we perform clustering whenever the network is
2. METHODS

This section describes the proposed iterative framework for self-supervised speaker embedding learning.

- Step 1 (initial round): Train a speaker embedding network with contrastive self-supervised learning.
- Step 2: With the previous speaker embedding network, extract speaker embeddings for the whole training data. Perform a clustering algorithm on the embeddings to generate pseudo labels.
- Step 3: Train the speaker embedding network with a classification layer and cross-entropy loss using the generated pseudo labels.
- Repeat step 2 and step 3 with limited rounds. Use the last speaker embedding network as the final model.

2.1. Contrastive Self-supervised Learning

We employ the contrastive self-supervised learning (CSL) framework similar to the framework in [8, 17]. Let \(D = \{x_1, \ldots, x_N\}\) be an unlabeled dataset with \(N\) utterances, CSL assumes that each data sample defines its own class. During training, we randomly sample a mini-batch \(B = \{x_{i1}, \ldots, x_{iM}\}\) of \(M\) utterances from \(D\). For each utterance \(x_i\), two segments \(x_{i1}, x_{i2}\) are randomly taken and considered as a positive pair. This produces \(2M\) data samples in total. Stochastic data augmentation is then performed on these data samples and the speaker embedding \(z_{i,j}\) are extracted as

\[
z_{i,j} = f_\theta(\text{aug}(x_{i,j})), \quad j \in \{1, 2\}
\]

where \(f_\theta(\cdot)\) is the speaker embedding network with parameters \(\theta\), and \(\text{aug}\) represents the stochastic data augmentation process: a reverberation noise and (or) additive background noise are (is) added to the clean segment. We adapt the contrastive loss from SimCLR [8] as:

\[
L_{\text{CSL}} = \frac{1}{2M} \sum_{i=1}^{M} (l_{i,1} + l_{i,2})
\]

where \(l_{i,j} = -\log \frac{\exp\left(\cos(z_{i,1}, z_{i,2})/\tau\right)}{\sum_{k=1}^{M} \sum_{l=1}^{2} \mathbb{I}_{k \neq i} \exp(\cos(z_{i,j}, z_{k,l})/\tau)}
\]

2.2. Generating Pseudo Labels by Clustering

2.2.1. k-means clustering

Given the speaker embeddings of the training data, we employ a clustering algorithm to generate cluster assignments. In this paper, we use the well-know \(k\)-means because of its simplicity, fast-speed and capability with large dataset. Let the speaker embedding in \(d\)-dimensional feature space \(z \in \mathbb{R}^d\), \(k\)-means learns a centroid matrix \(C \in \mathbb{R}^{d \times k}\) and the cluster assignment \(y_i \in \{1, \ldots, k\}\) for each speaker embedding \(z_i\) with the following learning objectives

\[
\min_C \frac{1}{N} \sum_{i=1}^{N} \min_{y_i} \|z_i - C_{y_i}\|_2^2
\]

where \(C_{y_i}\) is the \(y_i\)th column of the centroid matrix \(C\). The optimal assignments \(\{y_1, \ldots, y_N\}\) are used as pseudo labels.

2.2.2. Purifying pseudo labels

One problem with the generated pseudo labels is the massive label noise. To mitigate this problem, we apply the following simple steps to purify the generated pseudo labels. (a) By defining the clustering confidence as \(-\|z_i - C_{y_i}\|_2^2\) for each speaker embedding \(z_i\), we filter out \(p\) portion of the remaining data with least clustering confidence. (b) To further reduce the possibility that one actual speaker appears in several pseudo clusters, we only keep the pseudo clusters with at least \(S\) samples.

The level of label noise is a trade-off between the remaining data’s size and the purifying process’ intensity. With a more aggressive purifying process, the remaining training data’s size becomes smaller, and the level of label noise is reduced. In the first few iterations, we apply an aggressive purifying process to the pseudo labels, which keeps 30% to 50% of training data. As the speaker model becomes more discriminative, we relax the purifying process and allow more data to train the network.

2.3. Learning with Pseudo Labels

After the pseudo labels purifying process, the remaining training dataset \(D' = \{x_1, \ldots, x_{N'}\}\) contains \(N'\) utterances. With the generated pseudo labels \(\{y_1, \ldots, y_{N'}\}\), the speaker embedding network can be discriminatively trained with a parametrized classifier \(g_W(\cdot)\) which predicts the labels for
the speaker embedding \( z_i = f_\theta(x_i) \). The parameters \( \{\theta, W\} \) are jointly trained with the cross-entropy loss:

\[
L_{\text{spk}} = - \sum_{i=1}^{N'} \log \frac{\exp(g_{W,y_i}(z_i))}{\sum_{j=1}^{K} \exp(g_{W,j}(z_i))}
\]

where \( g_{W,j}(z_i) \) is the \( j^{th} \) element \( (j \in [1, K]) \) of the class score vector \( g_W(z_i) \), \( K \) is the number of the pseudo class.

### 2.4. Network Architecture

We opt for a residual convolutional network (ResNet) to learn speaker representation from the spectral feature sequence of varying length \([2, 18]\). The ResNet’s output feature maps are aggregated with a global statistics pooling layer, which calculates means and standard deviations for each feature map. A fully connected layer is employed afterward to extract the 128-dimensional speaker embedding.

### 3. EXPERIMENTS

#### 3.1. Dataset

The experiments are conducted on the development set of Voxceleb 2, which contains 1,092,009 utterances from 5,994 speakers \([19]\). Speaker labels are not used in the proposed method.

For evaluation, the development set and test set of Voxceleb 1 are used \([20]\). We report the speaker verification results on 3 trial sets as defined in \([19]\): the original test set of Voxceleb 1 containing 37,720 trials from 40 speakers, the Voxceleb 1-E test set (using the entire dataset) containing 581,480 trials from 1251 speakers, the Voxceleb 1-H test set (within the same nationality and gender) containing 552,536 trials from 1190 speakers.

#### 3.2. Data Augmentation

Data augmentation is proven to be an effective strategy for both conventional learning with supervision \([21]\) and contrastive self-supervision learning \([11, 12, 8]\) in the context of deep learning. We perform data augmentation with MUSAN dataset \([22]\). The noise type includes ambient noise, music, television, and babble noise for the background additive noise. The television noise is generated with one music file and one speech file. The babble noise is constructed by mixing three to eight speech files into one. For the reverberation, the convolution operation is performed with 40,000 simulated room impulse responses (RIR) in MUSAN. We only use RIRs from small and medium rooms.

With contrastive self-supervised learning, three augmentation types are randomly applied to each training utterance: applying only noise addition, applying only reverberation, and applying both noise and reverberation. The signal-to-noise ratios (SNR) are set between 5 to 20 dB.

### Table 1. Clustering and label purifying results. \( \{p, S\} \) are hyper-parameters defined in section 2.2.2. The number of remaining utterance after the label purifying process is presented. The normalized mutual information (NMI) values before and after the purifying process are also reported.

| Model   | \( p \) | \( S \) | #utterances | NMI         |
|---------|--------|--------|-------------|-------------|
| CSL     | 0.6    | 8      | 347,625     | 0.8162 → 0.9381 |
| Round 1 | 0.4    | 10     | 631,408     | 0.8669 → 0.9404 |
| Round 2 | 0.4    | 10     | 644,692     | 0.8940 → 0.9603 |
| Round 3 | 0.4    | 6      | 733,865     | 0.9114 → 0.9638 |
| Round 4 | 0.3    | 6      | 843,770     | 0.9231 → 0.9618 |

When training with pseudo labels, either background noise or reverberation noise is added to the clean utterances with a probability of 0.6. The SNR is randomly set between 0 to 20 dB.

#### 3.3. Implementation Details

##### 3.3.1. Contrastive self-supervised learning setup

For feature extraction, we choose a 40-dimensional log Mel-spectrogram with a 25ms Hamming window and 10ms shifts. The duration between 2 to 4 seconds is randomly generated for each data batch.

We use the same network architecture as in \([21]\). ReLU non-linear activation and batch normalization are applied to each convolutional layer in ResNet. Network parameters are updated using Adam optimizer \([23]\) with an initial learning rate of 0.001 and a batch size of 256. The temperature \( \tau \) in equation \([3]\) is set as 0.1.

##### 3.3.2. Clustering setup

The cluster number is set to 6,000 for \( k \)-means. In Voxceleb 2, the audio segments are obtained with the self-supervised SyncNet \([19]\) from videos. We take advantage of this segment information and average the speaker embeddings from the same video. The \( k \)-means clustering is performed on the averaged embeddings for the sake of clustering efficiency.

##### 3.3.3. Setup for models learned with pseudo labels

For the network learned with pseudo labels, we use an 80-dimensional log Mel-spectrogram as input features. A duration between 3 to 4 seconds is randomly generated for each data batch. The network architecture is the same as the one used in CSL but with double feature map channels. Dropout is added before the speaker classification layer to prevent overfitting \([24]\). Network parameters are updated using stochastic gradient descent (SGD) algorithm. The learning rate is initially set to 0.1 and is divided by 10 whenever the training loss reaches a plateau.
Table 2. Speaker verification performance (minDCF and EER[%]). The utterance and speaker number of the training data are presented. The NMIs of the pseudo labels for each iteration are also reported.

| Model                | #Utterances | #Clusters | NMI | Voxceleb 1 test | Voxceleb 1-E | Voxceleb 1-H |
|----------------------|-------------|-----------|-----|----------------|--------------|--------------|
| Fully Supervised     | 1,092,009   | 5,994     | 1   | 0.097          | 1.51         | 0.178        | 3.00         |
| Nagrani et al. [13]  | 1,092,009   | -         | -   | -              | 22.09        | -            | -            |
| Chung et al. [14]    | 1,092,009   | -         | -   | -              | 17.52        | -            | -            |
| Inoue et al. [11]    | 1,092,009   | -         | -   | -              | 15.26        | -            | -            |
| Huh et al. [12]      | 1,092,009   | -         | -   | 0.454          | 8.65         | -            | -            |
| Initial round (CSL)  | 1,092,009   | -         | -   | 0.508          | 8.86         | 0.570        | 10.15        |
| Round 1              | 347,625     | 2,839     | 0.9381 | 0.429 | 6.96         | 0.433        | 7.91         |
| Round 2              | 631,408     | 4,776     | 0.9404 | 0.341 | 5.42         | 0.358        | 6.22         |
| Round 3              | 644,692     | 4,708     | 0.9603 | 0.300 | 4.73         | 0.316        | 5.29         |
| Round 4              | 733,865     | 5,018     | 0.9638 | 0.263 | 4.16         | 0.278        | 4.55         |
| Round 5              | 843,770     | 5,407     | 0.9618 | 0.241 | 3.45         | 0.246        | 4.02         |

3.4. Experimental Results

We use normalized mutual information (NMI) as a measurement of clustering quality. NMI measures the information shared between the true speaker labels \(U\) and the predictive pseudo labels \(V\). It is defined as:

\[
\text{NMI}(U, V) = \frac{2 \times I(U; V)}{H(U) + H(V)}
\]

where \(I(U; V)\) is the mutual information between \(U\) and \(V\), and \(H(\cdot)\) denotes entropy. When two label assignments that are largely independent, NMI becomes 0. When they are in significant agreement, NMI equals to 1. Table 1 shows the NMI before and after the label purifying process for each round. We apply an aggressive purifying process in the first round and relax the process to allow more data to train the network in the following rounds. The original NMIs before the process increase as the iteration increase, which indicates the speaker embedding network becomes discriminative. Also, the increased NMI after the label purifying process demonstrates the effectiveness of the process.

For the speaker verification experiments, cosine similarity is used for scoring at the test stage. We use equal error rate (EER) and minimum detection cost function (minDCF) as the performance metric. The reported minDCF is evaluated with \(P_{\text{target}} = 0.05\), \(C_{\text{miss}} = C_{\text{fa}} = 1\). Table 2 reports the experimental results. In round 1, with only 32% of the training data and noisy pseudo labels, the speaker model outperforms the one trained with CSL by 21.4% in terms of EER. Results in table 2 also show that the performance of the speaker verification system keeps improving with the increase of round number, which demonstrates the effectiveness of the proposed iterative self-supervised learning framework. By comparing round 4 and round 5 to their previous rounds, we observed that the enlarged training data contributes to the performance improvements. We also see that although round 3 and round 2 has similar training data size (645k and 631k utterances), round 3 achieves a 12.8% EER reduction comparing to round 2. This performance improvement comes from the improved clustering quality: the NMI is 0.94 for round 2’s training data and increases to 0.96 for round 3.

3.5. Discussion

Since the pseudo labels generated in each round do not share cluster indexes, the speaker embedding network is trained from scratch in each round, and it takes longer time to train the model as training data increase. We argue that our proposed framework could benefit from the metric learning objectives, which assumes an open-set setting with unseen speakers \[3\]. With metric learning objectives, the speaker model at each round could continue learning from the last round with the newly generated pseudo labels.

To mitigate the adverse effects caused by the pseudo label noise, we use a simple label purifying process to exclude the data sample with little clustering confidence in this work. The more sophisticated solution may come from the deep learning solution overcoming label noise, such as curriculum loss \[25\], label smoothing \[26\], and so on.

4. CONCLUSION

In this paper, we proposed an iterative framework for self-supervision speaker recognition. It consists of an initial round of contrastive self-supervised learning and several rounds of discriminative training with pseudo labels obtained by a clustering algorithm. The framework exploits DNN’s ability to learn from data with noisy label and improves the model’s discriminative power iteratively. Experimental results on Voxceleb show that our proposed framework improves speaker verification systems’ performance compared to purely contrastive self-supervision learning.
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