Inverse Infiltration Modeling of Dike Covers Made of Dredged Material Using PEST and AMALGAM
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Abstract: A variety of studies recently proved the applicability of different dried, fine-grained dredged materials as replacement material for erosion-resistant sea dike covers. In Rostock, Germany, a large-scale field experiment was conducted, in which different dredged materials were tested with regard to installation technology, stability, turf development, infiltration, and erosion resistance. The infiltration experiments to study the development of a seepage line in the dike body showed unexpected measurement results. Due to the high complexity of the problem, standard geo-hydraulic models proved to be unable to analyze these results. Therefore, different methods of inverse infiltration modeling were applied, such as the parameter estimation tool (PEST) and the AMALGAM algorithm. In the paper, the two approaches are compared and discussed. A sensitivity analysis proved the presumption of a non-linear model behavior for the infiltration problem and the Eigenvalue ratio indicates that the dike infiltration is an ill-posed problem. Although this complicates the inverse modeling (e.g., termination in local minima), parameter sets close to an optimum were found with both the PEST and the AMALGAM algorithms. Together with the field measurement data, this information supports the rating of the effective material properties of the applied dredged materials used as dike cover material.
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1. Introduction

In engineering practice, numerical simulations of water infiltration are a component of the design of flood protection dikes. The stability of the dike cross-section is affected by pore water pressures inside the dike body. Therefore, infiltration analysis is required by national (German) and international standards and regulations for sea and estuary dikes as well as river dikes [1–4]. This analysis is usually performed using hydraulic simulations in the steady and transient state to determine problematic hydraulic loads which may lead to failure, e.g., corresponding to the failure modes provided in the EC7 [5]. From these considerations, the desired material properties of individual construction elements are chosen in accordance with the applied directives and material availabilities. In the design procedures, partial safety factors are used to account for the involved material uncertainties. The predicted or predefined properties of these material properties are checked on the construction site by comprehensive laboratory and field tests.

Generally, dike cover materials are of low hydraulic conductivity \(K_s\), to reduce flow into and through the dike body. However, Temmler [6] observed high infiltration rates \(1 \times 10^{-6} \text{ m s}^{-1} - 6 \times 10^{-5} \text{ m s}^{-1}\) on dike covers along German North Sea and estuary dikes despite their low \(K_s\) values determined in the laboratory prior to installation. Correlations between the basic geotechnical properties and the \(K_s\) values were not found in the study, but it was supposed that the \(K_s\) correlates with the soil texture. Heyer and Schmutterer [7] recommend permittivity values of dike sealing layers of \(\psi < 1 \times 10^{-8} \text{ L/s}\), concluding that if the permittivity considerably exceeds this value, the risk probability of stability failure...
generally rises. Similar processes were observed with processed dredged materials used as replacement materials for dike covers in Rostock, Germany, where large-scale field tests were performed to investigate their performance in field application [8].

A vast amount of sediment is being dredged all around the world, e.g., during maintenance works in harbors and rivers. Most of the dredged sediments worldwide are sand, which is usually relocated in the water body. Materials with larger fine fractions and/or contamination, however, are restricted from relocation, and thus need to be put on land for beneficial use or disposal, depending on their level of contamination. Non-contaminated materials have been used as construction material, e.g., in landfill restoration, in filling former mining areas or in landscaping and agriculture. The application of fine-grained dredged materials to replace dike cover material has a comparatively short history. In Germany, practical experiments with fine-grained dredged materials were made on the dike “CT4- North Dike” in Bremerhaven [9] and on a test field in Hamburg using processed (low-contamination) dredged materials from the METHA (mechanical treatment and dewatering of harbor sediments) plant [10,11]. Further practical experiments with the installation of dredged materials were made in the Netherlands and Belgium, e.g., on the Schelde River [12]. With only very few projects realized, there is still a lack of knowledge about the materials’ infiltration behavior and hydraulic material properties in the field. Laboratory work and several field experiments indicate their suitability in the construction of Baltic sea dikes, particularly due to their high erosion resistance. Physical flood simulation tests showed that infiltration is much higher than predicted, even when applying a factor of one to two orders of magnitude to the laboratory values. This leads to increased phreatic lines inside the dike body, and drainage discharge from the land-side toe [13].

For a wider application of dredged material in dike construction, the hydraulic performance of the materials needs to be quantified. This involves reliable values for the saturated and unsaturated hydraulic conductivities in field application. The finite-element software Feflow [14] was used to simulate the infiltration processes and to quantify the material properties based on field measurement data for the Rostock research dike, which was built and investigated within the European cooperation project DredgDikes [8]. It has been shown by [15] and [16] that such simulations are suitable in order to model the natural process of dike infiltration. In this study, techniques of inverse model calibration with the data from field experiments are applied, which are frequently used in geo-hydrology [17]. Both the application of the parameter estimation tool (PEST) [18–20] and the multi-algorithm, genetically adaptive multi-objective method AMALGAM [21] have been tested regarding their suitability for the parameter identification and the quantification in focus.

The purpose of this study is to find an effective method to evaluate the hydraulic material properties of the different cross-section layouts of the Rostock research dike in field performance, based on the 45 observation data sets obtained by flood simulation tests performed between 2013 and 2016. Numerical model limitations (e.g., over-parameterization, model complexity, model consistency) are discussed with regard to model deviations, a sensitivity analysis and the accuracy of this ill-posed problem.

2. Materials and Methods

2.1. Physical Model—The Rostock Research Dike

The Rostock research dike is made of different dried, fine-grained dredged materials with high organic content. The construction is approximately 145 m long and consists of two parallel dikes, between which water can be filled for hydraulic tests, e.g., to study the development of the phreatic line while maintaining a flood water level. The research dike is divided into different cross-sections with different material combinations. Underneath the dike, a geosynthetic clay liner (GCL) has been installed on the subbase as the lower hydraulic boundary condition. This study focuses on one of the material combinations, namely cross-section D, consisting of a stable body made of a poorly graded sea sand “S” and a cover layer of approximately 1 m thickness, made of dredged material, “M2”
(Figure 1). The cover layer was installed and compacted in layers of 0.30 m, using the caterpillar tracks for compaction perpendicular to the longitudinal axis [22]. A drainage pipe has been installed inside the sand core at the land-side toe to collect infiltrating water. For better drainage performance, the pipe was wrapped and extended with a drainage composite (Enkadrain®; Low & Bonar Ltd., the Netherlands). The drainage pipe leads the discharge to a tipping counter, where it was recorded constantly during the experiment. Two piezometer pipes (P1, P2) have been installed in the center, and enable local observations on the phreatic line (hydraulic head data).

Figure 1. Cross-section D (east) of Rostock research dike.

2.2. Basic Numerical Model

Based on the geometry of cross-section D, derived from geodetic survey and excavation data, three variations of Feflow finite element models with increasing complexity (each with a total number of 487 nodes) are generated to solve the RICHARDS equation numerically and to simulate the unsaturated and saturated infiltration in a vertical-slice 2D cross-section. The model fit (the objective) is expressed by the weighted sum of squared residuals (wSSR) (Equation (2)) and the mean square error (MSE) (Equation (3)) (see Sections 2.6 and 2.7), which are calculated from observation and simulation data and should result in zero at the global minimum for a well-fitted model. The model variations need several runs to investigate the effects of critical parameters (e.g., effects of anisotropy or properties of the drainage element), to find proper settings (e.g., weighting strategy, determination criteria, type of algorithm), and to evaluate minima solutions. Subsequently, the AMALGAM algorithm is applied as a second approach to verify the results.

The relevant parameters to be adjusted are identified as follows: the pore void ratio \( n \) (1), the saturated hydraulic conductivity \( K_s \) (ms\(^{-1}\)), and the drainage element parameter \( D \) (m\(^2\)), which is described by a cross-section area of discrete pipe flow elements formulated with the HAGEN–POISEUILLE law.

There is also an option to adjust the anisotropy parameter \( A \) [1] of the flow parameters (quotient of the vertical and horizontal hydraulic conductivity coefficients). The dredged material was installed in layers, as explained above [22], and even though significant effects are not expected, the presence of an anisotropic behavior of the \( K_s \) value in the plane of the cover layer and perpendicular to the surface is possible. However, the implementation of such factors might cause interdependencies in combination with the \( K_s \)-values and other model parameters. Usually, the shape of the phreatic line corresponds to the chosen parameter of the drainage element, parameter \( D \), the \( K_s \)-values and the pore void ratio. Independent of these parameters, the anisotropy affects the phreatic line directly, and therefore, anisotropy factors need to be discussed separately.

If macro pores are present in the dike cover layer (e.g., due to desiccation cracks, bioturbation or low compaction), the permittivity is primarily a function of the macro pore aperture, the connectivity, the tortuosity and the length of these macro pores [23]. The infiltration then needs to be calculated with dual porosity approaches because the matrix flow becomes negligibly small for cohesive soil materials with low permeability [24,25]. This improves the model fitting (e.g., regarding suction pressure data), and may indicate the nature of infiltration more appropriately; the model, however, becomes much more
complex (increasing computation effort, numerical instability and ill-posedness). Therefore, the application of a dual porosity approach is not suitable for the inverse calibration problem studied. In this study, the infiltration is rather treated as an effective matrix flow (summarizing macro pore flow and matrix flow in one property).

The VanGenuchten–Mualem formulation [26] is used to model the unsaturated flow. The respective fitting parameters (VGSG, VGSR, VGα, VGn) are estimated in the model optimization, because the model accuracy is usually not much improved by fitting the soil water retention curve (SWRC) on laboratory data [15]. In this case, both the SWRC (assuming a unimodal pore size distribution) and the macro pores will be summarized in one effective property. These model simplifications considerably decrease the model consistency, and should therefore be included in the model evaluation.

2.3. Material Properties

The dike core of the research dike is made of sea sand, S, classified as a poorly-graded fine sand. The cover layer consists of the dredged material M2, which is classified as a fine-grained sandy silt with high fractions of total organic content (TOC). The geotechnical and geo-hydraulic properties of the materials were determined in the laboratory by Saathoff et al. [8]. A selection of parameters relevant for this study are summarized in Table 1.

### Table 1. Properties of dredged material M2 and sea sand S [8].

| Property                      | Standard | Unit         | M2            | S            |
|-------------------------------|----------|--------------|---------------|-------------|
| TOC                           | ISO 10694| (%)          | 5–6           | 0           |
| Ks(Lab,dist.)                 | DIN 18128| (ms⁻¹)       | 5 × 10⁻¹⁰…4 × 10⁻⁹ | 8.5 × 10⁻⁵ |
| Ks(Lab,undist.)               | DIN 18128| (ms⁻¹)       | 4 × 10⁻⁸…6 × 10⁻⁸ | -           |
| Pore void n                   | -        | (1)          | 0.59…0.66     | 0.4         |
| Grain sizes (s/si/cl)         | ISO 11277| (%)          | 45/33/22      | 98 / 2 / 0  |
| Density                       | -        | (gcm⁻³)      | 1.48…1.54     | 1.8         |
| Dry density                   | -        | (gcm⁻³)      | 0.87…1.09     | 1.6         |

The saturated hydraulic conductivities (Ks) have been determined in laboratory tests with both disturbed and undisturbed soil samples, varying in more than two orders of magnitude. The disturbed samples were prepared in a Proctor compaction apparatus with optimal density. The dredged materials studied have a particular aggregate structure with larger and comparably stable agglomerates, which may be destroyed during Proctor compaction. The measured dry densities in the field are below Proctor density (degree of compaction approximately 75–85%) due to the high natural water contents of the materials during installation.

To supplement the laboratory analysis, eight infiltration tests were performed on the eastern slope of cross-section D using the double ring infiltration method [27]. The test sites were located at the bottom, the center and the top of the slope on both sides of the middle section and 0.10–0.30 m below the surface level. The results are summarized in Figure 2. The tests Ia and Ib were both performed in location I (bottom, right side) in one another’s immediate vicinity, in order to check for local variances. Test Vb (in location V, top, right side) was conducted directly after test Va, at a depth of 0.50 m below the surface, to indicate possible variance with increasing depth.
Figure 2. Results of double ring infiltration test on the eastern slope of cross-section D of Rostock research dike.

After the infiltration tests, gypsum tracer was used to detect desiccation cracks at the same plot and the subsoil was analyzed after another 24 h regarding the tracer distribution in the vertical profile.

The measured infiltration rates range from $2.3 \times 10^{-5}$ ms$^{-1}$ to $1 \times 10^{-4}$ ms$^{-1}$, indicating the behavior of a permeable material [28]. Correlations of the different locations to any relevant parameters could not be determined. The narrow margin of the results indicates that the infiltration is not significantly affected by desiccation cracks, although some small cracks were observed (Figure 3b). The infiltration rate in Vb (deeper level) is not significantly lower compared to the other locations. The values are within a common variance of soil inhomogeneity.

Figure 3. Soil profile analysis after infiltration test: (a) location VI (centre, left); (b) location IV (top, left) with small vertical crack structure and moderate infiltration; (c) location III (centre, left) with highest infiltration and strong soil texture; (d) location Va (top, right) with low infiltration and no desiccation cracks.

In all excavated soil profiles, large pore voids and plant roots have been found (Figure 3). Small desiccation cracks (aperture < 3 mm) were observed in location IV (Figure 3b); however, they were not detected by the gypsum tracer test. It must be concluded that the entire surface of the cover layer is textured. The infiltration rates are high all along the surface up to a depth of at least 0.50 m, and this is not primarily caused by individual desiccation cracks or bioturbation as initially assumed.

2.4. Observation Data

Several physical experiments have been conducted on the Rostock research dike in order to investigate the dike stability and the material behavior under hydraulic stress. Tensiometers were used to measure the desorption and absorption characteristics of the dike cover material in the infiltration area at different depths. The moisture content was recorded using frequency domain reflectometry (FDR) probes near to the subbase and inside the dike core. A permanent pressure gauge was used in piezometer P1 to observe local changes on the hydraulic head. These data were complemented by discontinuous
manual water level measurements in the piezometer P2. The drainage discharge was recorded with a tipping counter at the outlet of the drainage pipe [13].

The FDR data (at the dike bottom) show permanent high saturation values and no significant reaction in the flood experiments [13]. The tensiometer data, on the other hand, highly depend on local inconsistencies of the soil texture. Inverse modeling of these data would therefore necessarily include macro pore simulation [25]. Therefore, the available FDR and tensiometer data are not used for the model calibration in this study. Only the time series of the hydraulic head and the drainage discharge (recorded from 26th June to 7th July 2013) are appropriate for the model calibration to determine the effective material properties (Figure 4).

FIGURE 4. Observation data for the model fitting on cross-section D, recorded hydraulic head HH and discharge Q [13].

2.5. Model Set Up and Variations

The flow model is set up in the commercial finite element modelling software Feflow. The general cross-section of Figure 1 is used. The governing boundary condition (BC) on the left model edge is formulated by a DIIRICHLET BC using the recorded water level (WL) as time series. An unconstrained BC is used for the right model edge and allows the computation of undefined seepage conditions that enables a zero-pressure condition for the drainage discharge. The geosynthetic clay liner (GCL) is modeled by an impervious layer using a NEUMANN’s BC. The drainage component on the right side is represented by a pipe flow discrete feature element (HAGEN-POISEUILLE).

The optimization procedure involves the discussion of different model variations, because they do the following:
- allow different physical interpretations;
- are needed to look at the problems of over- and under-parameterization;
- help to discuss the ability of global optimization and the quality of the fitting algorithm.

An overview of the three variations is provided in Figure 5. It contains the definitions of zones (cover layer, sand core, drainage element) and sections with different soil properties in three dike cross-sections with different complexities, and the respective fitting parameters to be adjusted, with a certain nomenclature.

Variation 1 is a simple model with constant material properties in each of the three zones (S, M2, drainage), requiring few calibration parameters. In variation 2, the infiltration area is subdivided into two separate sections to account for vertical variances in the hydraulic conductivity (e.g., caused by plant roots, compaction differences, and desiccation cracks). In variation 3, the area of infiltration is divided into eight sections in order to enable vertical and horizontal variances in the hydraulic conductivity. An optional section “M2, d3b” is introduced to enable additional adjustments at the right model edge. In all
three variations, the pore void ratio, the VanGenuchten and the anisotropy parameters are kept constant within the zones and the respective sections, considering the material properties of M2 and S.

Figure 5. Applied model variations with model sections of the cover layer and respective parameters.

2.6. FePEST/PEST Optimization

The applied PEST algorithm (implemented in FEFLOW, therefore FePEST) is a non-linear iterative optimization tool that follows the GAUSS–LEVENBERG–MARQUARDT algorithm (GLMA) to minimize the objective function $\varphi$ to a target that should be zero. At the beginning of each iteration step and based on the current best parameter set, the relationship between the model parameters and the model-generated observation data is linearized using a Taylor expansion. Subsequently, the derivatives (sensitivities) of all observations with respect to all parameters are calculated by numerical differentiation (Equation (1)) and are stored in Jacobian matrix elements.

$$\text{Sensitivity} = \frac{\varphi - \varphi_0}{P - P_0}$$

where

$\varphi_0$ = objective of the current iteration
$P_0$ = parameter of the current iteration
$\varphi$ = new objective
$P$ = adjusted parameter

To do so, one of the parameters is adjusted and the change in the objective is observed. A parameter upgrade vector is calculated corresponding to the relative parameter changes and improved parameter sets are proposed. Implementing these new parameter sets into the Feflow model and running the model several times, the changes and improvements in the objective function of the current iteration step are compared to those of the previous iteration. The iteration procedure is repeated until one of the user-specified fixed termination criteria is met [19].

In PEST, the objective function (OBF) is calculated by the weighted sum of squared residuals (wSSR) (Equation (2)) [29].

$$\varphi = \sum w_i \left(h_{i}^{obs} - h_{i}^{sim}\right)^2$$

where

$\varphi$ = objective function (OBF)
$w_i$ = weight factor
$h_i^{obs}$ = time series of the observation data (field measurement data)
$h_i^{sim}$ = time series of the simulation data
$i = 1 \ldots n$: the index number of the time series value pairs
With respect to the available measurement data for the current optimization problem and due to their differing physical meaning, the hydraulic head data are referred to group $\phi_{HH}$, and the discharge data are referred to group $\phi_{Q}$, in which a weighting factor of 10 was chosen to take account of the scaling nature of the discharge data. Both groups are summed up to the major objective function.

The independent fitting tool-set PEST is a well-documented, non-commercial software. It provides many different tools (e.g., different regularization methods, sensitivity and uncertainty analysis, stability tests), and has a variety of features useful for model calibration. Using the FePEST tool as a graphical user interface linking the Feflow model with PEST, the fitting becomes very robust and is comparatively easy to handle. However, for complex problems, the result of the PEST optimization can be strongly dependent on the choice of the termination criteria, the weighting factors, and the chosen initial parameters. PEST only handles one objective function, which is computed for a variety of time series. This generally increases the presence of local minima and possibly makes the model fitting unstable. Although PEST seems to generally work for the model calibration of the studied problem, with the drawback of stability and convergence problems, a second algorithm is applied, using multi-objective optimization and a global search to find the minimum.

2.7. AMALGAM Optimization

The AMALGAM method [21] is based on evolutionary search algorithms for mathematical optimization. In recent years, evolutionary search algorithms have been applied to solve many different environmental optimization problems. According to Efstratiadis and Koutsoyiannis [30], these methods can be very efficient in solving minimizing problems such as the one under study. Therefore, AMALAGAM is used as an alternative to the PEST tools to calibrate the hydraulic parameters in the present problem. It handles up to three objective functions simultaneously, uses a global search strategy, and requires no termination criteria, weight factors, or initial parameter sets.

The AMALGAM algorithm, implemented in the MATLAB environment, is applied to iteratively search for global Pareto-front optima with different optimization methods. In the current problem, two objective functions (OBFs) are used to approximate (1) the observed pressure head $\phi_{HH}$ and (2) the discharge time series $\phi_{Q}$. The objectives are formulated with mean square errors (MSE, Equation (3)), which are summed up in groups (e.g., for hydraulic head data of the piezometer time series (P1 and P2, Figure 1) with $MSE_{HH} = MSE(P1) + MSE(P2)$).

$$\phi = \sum_j \left( \frac{1}{n} \sum_i \left( h_i^{obs} - h_i^{sim} \right)^2 \right)$$

where

n = total number of data points of the simulation and observation data
j = 1 . . . m: index number of the group
$\phi$ = the major objective
$h^{obs}$ = observed time series
$h^{sim}$ = simulated time series
i = index number of the data points

The approximation procedure can be briefly explained as follows: An initial parent population (with n random parameter combinations) is created and ranked using the fast, non-dominated sorting algorithm (FNS). Then, a child generation is created and combined with its parent generation. Corresponding to the objectives of this new family, the combinations are ranked again with FNS and another offspring generation is created based on this new information. The recombination technique for each member in these new offspring generations depends on the individual selection of one of the following four algorithms: the NSGA-II (non-dominated sorted genetic algorithm), the PSO (particle swarm optimizer), the AMS (adaptive metropole sampler) or the DE (differential evolution).
Due to the multi-objective approach, each objective group has its own scale, and therefore, a weighting of the observed time series is not necessary in the AMALGAM approximation. Furthermore, according to [21], AMALGAM requires neither initial inputs nor termination criteria. However, the search algorithm needs to run Feflow for a number of populations multiplied by the number of generations (e.g., 12,000 Feflow runs for 100 populations and 120 generations). This has to be considered when choosing the computation hardware for this approach. The calculations may be comparably time-consuming.

3. Results

The calculations were performed for the three different variations (Var. 1...3, see also 2.5). Two approaches of initial parameter sets have been applied in the PEST calibration. The index a denotes an initial parameter set obtained by laboratory work using a very low-saturated hydraulic conductivity for the cover layer (Table 1). Starting from this initial parameter set (e.g., for Var. 1), the fitting is repeated several times, either without changes to the initial parameter set or using previous interim result as the initial parameter set to improve the model fit (denoted by sub-items). In addition, further efforts were made in fixing up the drainage property or the anisotropy, or adjusting the governing termination criteria. As a second approach (index b), the very low hydraulic conductivity used as initial input (from laboratory testing) was replaced by the higher (permeable) hydraulic conductivity obtained by the field infiltration tests.

3.1. Results from PEST Modeling

For Var. 1 (index a), the laboratory data of the soil properties (Table 1) were used as initial input. The optimization was repeated several times with different adjustments to the PEST settings, as well as different initial parameters and combinations, to improve the model fit. The evolutions of the respective objective functions for Var. 1a are compiled in Figure 6.

![Objective function - PEST optimization Var. 1a](image)

**Figure 6.** Objective functions (OBF) of PEST optimization for Var. 1a with different adjustments in the initial parameters, the termination criteria and parameter combinations.

Var. 1.1a denotes the objective function minimization with anisotropy and a fixed drainage element property, using default PEST settings. With the standard termination criteria, the algorithm aborted early in the optimization process, leading to an insufficient fitting as the relative parameter change (RELPARSTP) fell below 0.01, which indicates convergence. A repetition of the same optimization problem led to comparable results,
terminating with criterion PHIREDSTP in which the relative reduction of the objective fell below $1 \times 10^{-3}$ (Var. 1.2a). Var. 1.2.1a is a repetition of Var. 1.2a in which the initial input (lab data) was substituted by the previous estimation. The approximation terminated after six iterations without any improvements. This approximation was repeated again, but without anisotropy settings and with varying estimations for the drainage element property (Var. 1.2.2a). The OBF decreased significantly from $wSSR = 2140$ to 727. Compared to the result of the approach Var. 1b ($wSSR = 17.2$), the model error of Var. 1.2.2a indicates a local minimum with an insufficient fitting. Further efforts, e.g., by applying the previous approximation as initial input (Var. 1.2.2.1a), or an additional fitting of the anisotropy, and refining the termination criteria PHIREDSTP from $1 \times 10^{-3}$ to $1 \times 10^{-4}$ (Var. 1.2.2.2a) did not improve the results.

Both the initial input of Var 1.1a and the final estimations of Var. 1.2.2.2a are displayed in Figure 7 with their associated curve approximations.

![Figure 7](https://via.placeholder.com/150)

Figure 7. (a) Initial (laboratory) parameters used in Var 1.1a, “black” and final parameters estimated in Var. 1.2.2.2a, “grey”; (b,c) corresponding time series for initial and final approximation.

Comparing the initial and final parameters, the drainage area was reduced from $1 \times 10^{-4}$ m$^2$ to $1 \times 10^{-5}$ m$^2$ and the hydraulic conductivity increased slightly using PEST (Figure 7a), leading to an increased phreatic line (Figure 7b dark line), while the hydraulic gradient remained low.

A second approach (index b) was carried out with changes to the initial inputs in order to avoid terminations in local minima. The nomenclature generally follows the system explained for index a. In this approach, the initial hydraulic conductivity of the cover layer M2 was adjusted to $K_s = 5.78 \times 10^{-5}$ ms$^{-1}$ based on the assumption of an average high infiltration rate observed in the double ring infiltration tests (Figure 2). The drainage element property was set to $D = 1 \times 10^{-4}$ m$^2$. In contrast to approach a, in which the simulated HH time series at the initial iteration was very low (e.g., in Figure 7b “Var. 1.1a”), the HH time series at the initial iteration of approach b was considerably higher, even above the observation data. In this approach, PEST approximates the observation data starting from the top.

Approach b was also used to run Var. 2 and Var. 3 (Figure 5). The associated OBFs and their estimated parameters are compiled in Figure 8. Figure 9 contains the well-estimated time series for Var. 1b and Var. 2b (Var. 3b is not displayed as the fitting stopped early and resulted in an insufficient fitting with $wSSR_{Var.3b} = 479$).
As shown in Figure 8a, the result of the OBF in Var. 1b decreased to $wSSR_{Var. 1b} = 20$ ($SSR_{Var. 1b} = 2.43$; $MSE_{Var. 1b} = 0.085$). The best fit, however, was found for Var. 2b, in which the minimum deviation was $wSSR_{Var. 2b} = 3$ ($SSR_{Var. 2b} = 1.64$; $MSE_{Var. 2b} = 0.052$). Figure 9 shows that larger model errors occur in piezometer P2, which are probably caused by the fixation of the drainage element property. It is known that better fitting results must exist for Var. 3b, e.g., by occupying the refined parameter zones of the cover layer with those parameters obtained by Var. 1b and Var. 2b, or that obtained by the AMALGAM approximation (compare Section 3.2).

With the PEST method, the anisotropy parameters in Var. 2b were estimated to $A_{(PEST-Var. 2b, S)} \approx 0.55$ and $A_{(PEST-Var. 2b, M2)} \approx 0.16$ (Figure 8b). The associated hydraulic conductivities of the cover layer ($K_s(PEST-Var. 2b, M2, d1) = 1.39 \times 10^{-6}$ ms$^{-1}$; $K_s(PEST-Var. 2b, M2, d2) = 3.94 \times 10^{-6}$ ms$^{-1}$) were therefore six times lower in the vertical than in the horizontal direction. When applying these anisotropy factors, the phreatic line in the dike body is slightly shifted downwards and leads to a more appropriate model fitting. However, the relevance of anisotropy factors in the present model is unclear, and an anisotropy of this magnitude in the sandy dike core is rather unlikely. For that reason,
the PEST run for Var. 2b was repeated with fixed anisotropy $A_{M2} = A_S = 1$ for the whole cross-section (Var. 2.1b). A second set of optimization runs was performed with adjusted initial inputs (obtained from Var. 2a) and an additional estimation on the drainage element property in order to reduce the residual deviation in piezometer P2 (Var. 2.2b). Compared to Var. 2b, both approaches did not improve the results (Figure 10).

Figure 10. (a) PEST OBF for Var. 2.1b and Var. 2.2b; (b) estimated parameters for Var. 2.1b and Var. 2.2b.

3.2. Results from AMALGAM Optimization

The results of the AMALGAM optimization for the three variations are shown in Figures 11 and 12.

Figure 11. (a) Model error; (b) time series of AMALGAM approximation on hydraulic head data; (c) time series of AMALGAM approximation on discharge.
Regarding Figure 11, the HH time series in P1 are close to the measurement data in all three variations. Compared to these, higher residual deviations remain in piezometer P2, in which the water level exceeds the observation data by 0.2 m in all variations. For P2, the AMALGAM approximation does not provide significant improvements compared to Var. 1b and Var. 2b with PEST fitting (Figure 9). The computed discharge matches the observation data closely (MSE_{AMA-Var. 1, Q} = 0.0018; MSE_{AMA-Var. 2, Q} = 0.0025; MSE_{AMA-Var. 3, Q} = 0.0014) but not perfectly with respect to the zero target. Moderate deviations are still present, e.g., in Var. 2 (after $6.3 \times 10^5$ s), where the computed discharge is under-estimated by a factor of 0.84, or in Var. 1 where the computed discharge is over-estimated (factor 1.31).

The corresponding parameters found by the AMALGAM approximation are displayed in Figure 12. The AMALGAM results for Var. 1 (Figure 12a) indicate that the hydraulic conductivity of the cover layer ($K_s(AMA-Var 1, M2) = 1.85 \times 10^{-6}$ ms$^{-1}$) may be lower than that of the sandy material in the dike core ($K_s(AMA-Var 1, S) = 2.19 \times 10^{-5}$ ms$^{-1}$), assuming that $D = 1.55 \times 10^{-4}$ m$^2$ and an anisotropy coefficient of $A = 1$ for the whole dike cross-section. Comparable results were obtained by the PEST fitting ($K_s(PEST-Var. 1b, M2) = 2.31 \times 10^{-6}$ ms$^{-1}$, $K_s(PEST-Var. 1b, S) = 1.73 \times 10^{-5}$ ms$^{-1}$), in which the anisotropy coefficients were found to be $A(PEST-Var. 1b, S) = 0.31$ and $A(PEST-Var. 1b, M2) = 0.24$ and the drainage area was fixed to $D = 1 \times 10^{-4}$ m$^{-2}$ (Figure 7b, black lines).

The AMALGAM fitting applied to Var. 2 (Figure 11b) resulted in $K_s$ values for M2 of $K_s(AMA-Var 2, M2, d1) = 1.33 \times 10^{-5}$ ms$^{-1}$ and $K_s(AMA-Var 2, M2, d2) = 3.59 \times 10^{-6}$ ms$^{-1}$ ($K_s(AMA-Var 2, M2, d3) = 1.15 \times 10^{-8}$ ms$^{-1}$). These values match the observation data obtained with both the double ring infiltration test ($K_s(\text{inf}) \approx 5.78 \times 10^{-5}$ ms$^{-1}$) and the laboratory analysis with undisturbed soil samples ($K_s(\text{Lab., undist.}) < 6.02 \times 10^{-8}$ ms$^{-1}$) very closely. Compared to the PEST results ($K_s(PEST-Var. 2b, M2, d1) = 1.39 \times 10^{-6}$ ms$^{-1}$; $K_s(PEST-Var. 2b, M2, d2) = 3.98 \times 10^{-6}$ ms$^{-1}$ and $K_s(PEST-Var. 2b, M2, d3) = 5.27 \times 10^{-6}$ ms$^{-1}$), AMALGAM predicts the $K_s$ value in the deeper zone M2, d2 significantly lower by that in upper zone M2, d1. With both algorithms, minimum solutions could be derived either with comparably high $K_s$ values in zone M2, d1 and low $K_s$ values in zone M2, d2 (AMALGAM Var. 2), or with moderate $K_s$ values for both zones (PEST Var. 2). Beyond that, AMALGAM found additional minima for different $K_s$ parameter combinations within the Pareto front for similar model fittings in Var. 2 (Figure 13).
Figure 13. Pareto combinations of the $K_s$ value obtained by the AMALGAM approximation for Var. 2.

From Figure 13 it can be concluded that the $K_s$ parameters vary within several orders of magnitude, while the model error remains small. Some of these combinations are comparable to the PEST results (Figure 8), however, the dependencies between these $K_s$ values and the other parameters are not known.

In contrast to the PEST approximation, acceptable estimations were found for Var. 3 using the AMALGAM algorithm. The $K_s$ values of the cover layer sections vary from $K_s(AMALGAM-Var. 3) = 1.0 \times 10^{-9}$ ms$^{-1}$ (e.g., in zones M2, d2c, M2, d2d, and M2, d3a) up to $K_s(AMALGAM-Var. 3) = 3.48 \times 10^{-4}$ ms$^{-1}$ (in zones M2, d1d and M2, d2a) (Figure 12c, Figure 14), whereas the other parameters (e.g., $K_s(AMALGAM-Var. 3,S) = 1.81 \times 10^{-5}$ ms$^{-1}$, $A = 1$, $D = 1 \times 10^{-4}$ m$^2$) do not differ significantly from Var. 2. In the model Var. 3, the dike cross-section primarily saturates from the dike toe upwards because the $K_s$ values in these local zones are estimated to be equal to or even higher than those of the sandy dike core. In the upper sections of the cover layer, the model estimates very low $K_s$ values for M2, d2c and M2, d2d; it thus predicts hardly any infiltration there. From the estimated parameters in model Var. 3, it can be concluded therefore that leakages occur primarily on the dike toe of the Rostock research dike, despite the knowledge that approaches with such constant parameter zones will not be the proper method to simulate preferential flow paths.

Figure 14. Saturated hydraulic conductivity in Var. 3 estimated with AMALGAM.
4. Discussion

4.1. Comparison of the Different $K_s$ Values

The comparison of the characteristic soil parameters of the dredged material M2 from the laboratory analysis on disturbed samples (prepared in the automatic Proctor apparatus, Strassentest Type 770) with those determined with undisturbed samples and in field tests shows large differences in the $K_s$ value—up to three orders of magnitude for the undisturbed samples and even more than three orders of magnitude for the field tests ($K_{s(\text{Lab. undist., M2})} < 6.02 \times 10^{-8}$ m s$^{-1}$; $K_{s(\text{inf., M2})} = 2.31 \times 10^{-5}$–9.26 $\times 10^{-5}$ m s$^{-1}$). With respect to the measured discharge in the quasi steady state ($Q_{\text{lab}} (9 \times 10^3 \text{ s}) \approx 3.13 \times 10^{-6}$ m$^3$ s$^{-1}$m$^{-1}$) related to the infiltration area of the dike cross-section, the relative $K_s$ value was determined to be $K_{s(\text{rel, M2})} = 4.98 \times 10^{-7}$ ms$^{-1}$. This may be considered as an effective material property of the cover layer as a whole. Therefore, in variation 1 of the numerical model, a homogenous cover layer was assumed.

The $K_s$ values estimated with PEST and AMALGAM ($K_{s(\text{PEST-Var. 1b, M2})} = 2.31 \times 10^{-6}$ m s$^{-1}$; $K_{s(\text{AMA-Var. 1, M2})} = 1.85 \times 10^{-6}$ m s$^{-1}$) both match the $K_{s(\text{rel, M2})}$ closer than the $K_s$ values from the laboratory and field analyses. Still, the estimated value $K_{s(\text{AMA-Var. 1, M2})}$ is four times higher than $K_{s(\text{rel, M2})}$, while the simulated discharge exceeds the measurement data only by a factor of 1.3 (Figure 11c).

4.2. Consideration of External Factors on $K_s$

It is known that the performance of the dike cover material can be strongly affected by external factors such as the climatic conditions, vegetation, and boring animals. The soil properties often change in seasonal fluctuation (e.g., by shrinking, swelling, or bioturbation) or because of aging effects (pedogenic processes). For grass rooted soils, $K_s$ values of $3.0 \times 10^{-5}$–$4.0 \times 10^{-3}$ m s$^{-1}$ have been published in the literature [31], following a decreasing logarithmic function with the root depth for different types of vegetation [32]. The infiltration caused by leakages (e.g., desiccation cracks or animal boreholes) can be even higher [33], and it strongly depends on the individual structure of the leak (e.g., number, length, aperture, and connectivity) and the surrounding soil matrix [16]. In the case of small leaks, a general way to determine the effective hydraulic conductivity is by using average weighted “vertical” layers (Equation (4)) [34], which can be used to quantify the infiltration rate of grass layers [16]. Otherwise, the textured layer should be neglected [6]. In this context, only a few leaks with a connection into the sandy dike core have more relevance for the effective infiltration than a larger number of leaks ending inside a low-permeability layer [23].

$$\bar{K}_s = \frac{d}{K_{s(1)} + \ldots + K_{s(n)}}$$

where $\bar{K}_s =$ weighted saturated hydraulic conductivity (ms$^{-1}$)

$K_{s(1)} \ldots K_{s(n)} =$ the saturated hydraulic conductivity of the vertical layer (ms$^{-1}$)

$d_1 \ldots d_n =$ the thickness of the vertical layer (m)

$d =$ the thickness of the total layer (m)

Using Equation (4) with $K_{s(\text{rel, M2})}$ as the average value of $K_s$ (zone M2) and an average infiltration rate $K_{s(\text{inf.})} = K_{s(M2, d1)} = 5.79 \times 10^{-5}$ m s$^{-1}$ obtained by field measurement (Figure 2) in a textured/root-affected zone ($d_{(\text{M2, d1})} = 0.85$ m), the effective hydraulic conductivity for zone M2, $d_2$ ($d_{(\text{M2, d2})} = 0.30$ m) is determined to be $K_{s(M2, d2)} = 1.16 \times 10^{-7}$ m s$^{-1}$. The two-zone approach was studied in the model variation 2. With the AMALGAM algorithm, the estimated $K_s$ values ($K_{s(\text{AMA-Var. 2, M2, d1})} = 1.33 \times 10^{-5}$ m s$^{-1}$; $K_{s(\text{AMA-Var. 2, M2, d2})} = 3.59 \times 10^{-8}$ m s$^{-1}$) are both lower than determined with Equation (4), and lead to a lower average $K_s$ value ($K_{s(M2)} = 1.39 \times 10^{-7}$ m s$^{-1}$). Applying Equation (4) to the PEST results of Var. 2b the average $K_{s(M2)} = 1.67 \times 10^{-6}$ m s$^{-1}$ is comparable.
with the AMALGAM result. However, the PEST results for the two-zone approach
\( K_{s(PEST-Var. 2b, M2, d1)} = 1.39 \times 10^{-6} \text{ ms}^{-1} < K_{s(PEST-Var. 2b, M2, d2)} = 3.94 \times 10^{-6} \text{ ms}^{-1} \) differ, and it is rather implausible that zone M2, d2 would be more permeable than zone M2, d1. Therefore, the parameters predicted by AMALGAM are more reliable for the physical interpretation of the two vertical cover layer zones.

4.3. Unexpected Results in Variation 3

The third variation is even more detailed. In this case, a simple method to determine an average \( K_s \) value is not available. Here, AMALGAM shows its full potential, leading to considerably more realistic results than PEST. However, there are also some issues that AMALGAM is not able to solve. In Var. 3, the cross-section primarily saturates through the dike toe. This may even be a realistic scenario—the cover material M2 was installed in layers on top of the profiled sand core [22]. In the toe region, a possible machine-induced deformation of the core cross-section together with the exact profile of the dike surface may have caused local areas with reduced cover layer thickness. More importantly, FDR probes were installed in the toe region after completion of the construction, for which holes were dug and refilled [13]. This may have caused imperfections or leaks resulting in higher infiltration rates. Although the AMALGAM result may be explained with possible realistic boundary conditions, this can only be seen as a strong hypothesis for the structure. The method seems to come to reasonable results, which can be used to look more closely into the real construction. In this particular example, the installation of instrumentation and possible resulting leaks may explain the observed differences in the phreatic line measurements of the two parallel dikes (east and west), of which only the eastern dike was modeled in detail in this study: phreatic lines inside the western dike core without installed probes at the dike toe raised up to a lower maximum of 0.5 m, with the same material properties and installation technology on both sides. This initial hypothesis was cross-checked using field infiltration tests and permeability analyses with undisturbed samples, indicating that high \( K_s \) values exist all over the dike surface and that the material is textured. These observations have been confirmed by suction pressure analysis [25], making again the approach of Var. 2 more realistic for the present problem.

4.4. Sensitivity of the Model Parameter VGS

Applying Equation (1) to calculate the sensitivities of the PEST iterations steps, they indicate a nonlinear behavior of the problem (Figure 15). Sensitivities with high variations are found for different iteration steps, and show varying sensitivities. Var. 1.1a for example shows moderate variations for almost all parameters, while for Var 1.2a the sensitivities mostly remain low, except for \( VGS_{S(S)} \) that becomes considerably high (same model, but different termination criteria). The sensitivity of \( VGS_{S(S)} \) change with the implementation of the drainage element property (Var 1.2.2a; Var. 1.2.2.2a). In this case, the high sensitivity of \( VGS_{S(S)} \) shifted to \( VGS_{R(S)} \). In Var. 1.2.2.2a, the ratio between the sensitive parameters (\( VGS_{R(S)} = 759; D = 696 \)) and the insensitive parameters (\( K_{a(M2)} = 0.005; K_{a(S)} = 0.03; VGS_{S(M2)} = 0.002 \)) is more than 20,000, and is considered to be very high. In this case, it is recommended by Doherty [19,20] to fix up the insensitive parameters to encourage the PEST performance, which would mean that a fitting of the \( K_s \) values of the sea sand S in the dike core and the cover layer material M2 would not be possible in the current problem.

It was not expected that the fitting parameter \( VGS_{R(S)} \) would partly become very sensitive. Due to the frequent flood simulation test performed at the facility, the measurement data generally refers to a dike body with a high initial saturation (\( S > 0.8; \psi_m > -15 \text{ kPa} \)). The recorded initial moisture contents range from \( \theta_{(M2)} \) 0.48 to 0.53 (field moisture capacity \( \approx 0.51-0.56 \)), and quickly increase to the saturation value (\( \theta_{(M2)} \) 0.56–0.68).
Figure 15. Sensitives per iteration step for selected PEST optimization.

The high initial saturation is also an explanation for a negligibly small hysteresis effect [25], because the initial unsaturated hydraulic conductivity is close to the saturated value. Assuming approaches of textured materials, the infiltration is concentrated in the macro pores, and the influence of matrix flow (both saturated and unsaturated) becomes low (insensitive matrix parameters).

4.5. Sensitivity of the Model Parameter VGα

The VGα fitting parameter is an indicator for the suction behavior of a soil. Empirical data of SWRC parameters for different soils can be found in the UNSODA database [35], using the RetC code [36], or by SWRC laboratory fitting. Using RetC, VGα = 0.5 m⁻¹ (VGn = 1.09) indicates the suction behavior of a silty clay and VGα = 14.5 m⁻¹ (VGn = 2.68) that of a sand. The AMALGAM optimization predicts VGα for M2 in a range of 0.078 m⁻¹–0.52 m⁻¹, and the PEST optimization VGα(M2) 0.09 m⁻¹–0.57 m⁻¹, both within a large constraint range of 0 m⁻¹–5 m⁻¹ chosen for the model approximation. In this context, the value VGα(M2) = 0.1 m⁻¹ is seen as a very good fit because it matches the initial moisture content very closely. These results confirm the laboratory and field observations, and indicate that the dredged material M2 is characterized by very high suction potential.

For the sandy material in the dike core, VGα(S) values were determined with PEST ranging from 0.08 m⁻¹ to 2.14 m⁻¹, and with AMALGAM ranging from 1.26 m⁻¹ to 1.51 m⁻¹. These values were deliberately fixed in a parameter constraint range of 0.0 m⁻¹ to 5.0 m⁻¹ to account for the permanently recorded high water contents within the dike core (in the study, VGα(S) = 3.0 m⁻¹ seems to be the most realistic value). However, assuming VGα(S) = 1.6 m⁻¹ in the model indicates a suction behavior comparable to silty soils (RetC), and VGα(S) = 0.08 m⁻¹ that of M2. In combination with the hydraulic conductivity of the sand, the saturation of the dike core is accelerated in the model, but there is no plausible physical interpretation for this result.
4.6. Comparison of Sensitivities

With respect to the high degree of initial saturation, a high sensitivity of the model parameter \( VGS_R(S) \) had not been expected. At the permanent wilting point for sandy materials the volumetric water content is \( \theta_R < 0.01 \) (RetC), and is often assumed to be equal to \( VGS_R \). In this context, a high sensitivity possibly occurred given the defined large constraint range (0–0.4) that was applied in the approximation. This may be an effect of the pedo-transfer function for the unsaturated conductivity. However, this does not explain the shift of the sensitivities for one, and the same unsaturated flow model. The most plausible explanation is that this is a result of model non-linearities. In comparison, the sensitivities of \( K_s \) are considerably low. This may be explained by an applied logarithmic parameter handle that was chosen in the PEST approximation in order to take account of the huge spread of the \( K_s \) parameter’s range. Hereinafter, the sensitives for the \( K_s \)-values are determined with a logarithmic function, and therefore they are not comparable to the other parameter in which the sensitivity is calculated with linear approaches. A similar sensitivity behavior was found by Hill [37]. In this study, the sensitivities evaluated for some of the initial parameter sets differ considerably from the sensitivities statistically obtained with other parameter sets.

4.7. Model Stability Testing

The model stability was checked using the JACTEST utility implemented in the PEST environment (see [19]). It was found out that numerical oscillations occur in the discharge computation if the value is close to zero. Assuming higher initial discharge rates in the model (ranging from \( 1.16 \times 10^{-7} \text{ m}^3\text{s}^{-1}\text{m}^{-1} \) to \( 5.79 \times 10^{-7} \text{ m}^3\text{s}^{-1}\text{m}^{-1} \)) than observed by field measurement, the simulation becomes robust. However, this encourages the model error in the discharge value, because the simulated discharge decreases at the beginning of the simulation (e.g., in Figures 9 and 11). With this setting, the infiltration should generally be accelerated. In the present model this is partly true; however, there is still a delay in the computed discharge time series compared to the measured data, which leads to the conclusion that there may be hydraulic bypasses along the dike base (e.g., caused by the wires of measurement probes) that dominate the hydraulic conductivity in the dike toe region and the sand core, comparable to the results of Var. 3b modeled with AMALGAM.

4.8. Eigenvalue Ratio and Condition Number

In general, the inverse modeling becomes a hard challenge if the considered problem is strongly ill-posed [19]. Hereinafter, the ratio of largest/lowest Eigenvalue and the condition number are indicators for the suitability of the PEST fitting. If the Eigenvalue ratio exceeds \( 10^7 \) or the condition number exceeds \( 10^4 \), PEST cannot calculate the parameter upgrade vector appropriately, due to the insensitivity of a (group of) parameter(s) or the correlation [19]. According to the PEST record files obtained in the present study, the determined ratios of highest/lowest eigenvalue are as follows: Var. 1b = \( 4 \times 10^8 \); Var. 2b = \( 5 \times 10^{10} \); Var. 3b = \( 5 \times 10^{10} \). All three eigenvalue ratios are higher than \( 10^7 \), indicating an ill-posedness. The critical condition number is exceeded in Var. 1b for 0% of the iterations, in Var. 2b for 16.7% of the iterations and in Var. 3b for 93.3% of the iterations. Especially the condition numbers in Var. 3b indicate a high non-uniqueness of the parameters. This confirms an increasing model complexity and explains why in the PEST approximations no reliable fitting result could be obtained for Var. 3a/b.

5. Conclusions

In the DredgDikes project, a large amount of observation data was obtained in several field experiments on the Rostock research dike, which has been built from dredged materials from the German Baltic Sea area. The field observations indicate considerable differences in hydraulic material behavior compared to that obtained by laboratory testing. Since it is necessary to quantify the effective properties of the materials used as replacement materials for other dike cover materials, two inverse modeling techniques (PEST, AMAL-
GAM) were applied to gain insight into the hydraulic mechanisms inside the dredged material. At the same time, the methods were evaluated regarding their effectiveness and accuracy in modeling the system, with a focus on realistic physical explanations compared to the field measurements.

The proposed inverse techniques are useful in the model fitting. However, some sophisticated model fittings were found with Feflow, and residual deviations between the simulated and observed data are still present (e.g., in the discharge simulation). It is generally known that a numerical computation of the water movement in soils involves many uncertainties (numerical uncertainties, measurement uncertainties, uncertainties by the model setup, etc.). The accuracy of the proposed model results therefore needs to be considered carefully. The results are strongly dependent on the chosen numerical solver, the water movement equation, the model setup and the applied search algorithm. Applying another numerical solver may provide different results.

The following main conclusions can be drawn:

1. PEST and AMALGAM are both powerful tools for parameter estimation. For the studied problem of dike infiltration on the Rostock research dike facility, PEST showed a number of shortcomings. The quality of the PEST fitting strongly depends on the initial input, the initial conditions and the termination criteria. In addition, the PEST algorithm frequently hangs up in local minima. It is unclear how close these results match the global optimum. Compared with the AMALGAM optimization it can be seen that the more complex the system gets, the more likely it is that PEST finds local minima that are quite far from an optimum solution;

2. Multi-objective minimization and Pareto analysis methods are useful for the present problem, as shown in Figure 12. Due to multi-objective approach, AMALAGAM is less susceptible for local minima termination, and is robust against weak initial inputs and weighting strategies. However, the algorithm is comparably time-consuming, and a proper interpretation of the Pareto results is difficult without knowledge about the exact parameter dependencies;

3. The natural process of dike infiltration is a complex non-linear process and is coupled with multiple parameter dependencies. Such non-linear dependencies are difficult to rate and analyze by conventional multivariate methods (e.g., main component analysis) without additional pre-knowledge information. However, these dependencies are important for the quantification of the effectivity of the material properties, and help to understand the non-linear model behavior;

4. The estimation of hydraulic soil properties for fine-grained dredged materials with high organic contents used as cover material in dike construction is difficult. Based on the modeling results ($K_s(PEST-\text{Var 1, M2})$, $K_s(PEST-\text{Var 2, M2, d1})$, $K_s(PEST-\text{Var 2, M2, de})$; $K_s(AMALGAM-\text{Var 1, M2})$), it may be concluded that the effective hydraulic conductivity $K_s$ of the material M2 ranges approximately from $1.39 \times 10^{-6}$ ms$^{-1}$ to $3.94 \times 10^{-6}$ ms$^{-1}$;

5. The $K_s$ values obtained from laboratory analysis with undisturbed soil samples differ from the realistic behavior by approximately two orders of magnitude. In practice, undisturbed samples would have to be taken from a testing field under field compaction conditions, which would have to be installed during the planning phase usually long before contracting the dike construction;

6. $K_s$ values obtained from laboratory analysis with disturbed soil samples are usually easy to obtain; however, the difference from realistic field values accounts for even more than three orders of magnitude, particularly if the samples are prepared with optimal density in the Proctor apparatus;

7. The scenario resulting in the most realistic results for the present study is to simulate the dike infiltration with the two-zone approach using Variant 2, in which the upper zone M2, d1 is structured, and therefore more permeable ($K_s(AMALGAM-\text{Var 2, M2, d1}) = 1.33 \times 10^{-5}$ ms$^{-1}$) than the deeper zone M2, d2 ($K_s(AMALGAM-\text{Var 2, M2, d2}) = 3.59 \times 10^{-8}$ ms$^{-1}$).
8. Field infiltration test data are useful to quantify the infiltration rate for the upper zone of the dike cover layer, made of dredged material with high organic content. To quantify the $K_s$ value of the lower zone, additional field testing would be needed, or, alternatively, laboratory test data can be used considering the computed deviations. The application of upper zone field infiltration data for the whole thickness of the dike cover would result in unrealistically high $K_s$ values. Still, infiltration tests can only be performed on existing dikes (or testing fields, see above);

9. In the present case, the estimation of an averaged $K_s$ value determined in the laboratory from disturbed soil samples, and with an offset of three orders of magnitude applied, seems to be a suitable method for dike design;

10. Another powerful family of multivariate analysis methods are artificial neuronal networks (ANN), which may help to identify the non-linear parameter dependencies of the materials’ hydraulic properties [38]. In this context, the application of an ANN surrogate model may be a reasonable approach to analyzing the relationship between multiple parameters and to explore further minima, as was already successfully applied to Feflow simulations by Arndt et al. [39]. This is an issue of the current research activities of the first author, and will be published in the near future.
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Abbreviations

AMALGAM | A multi-algorithm, genetically adaptive multi-objective algorithm  
BC | Boundary condition for model  
FePEST | PEST algorithm implemented in FEFLOW  
GCL | Geosynthetic clay liner  
M2 | Cover layer material for cover layer on the Rostock research dike called “M2”  
MSE | Mean square error  
OBF | Objective function  
P1, P2 | Piezometer pipe for hydraulic head observation  
PEST | Parameter estimation tool  
S | Sea sand  
SSR | Sum of square residual  
TOC | Total organic content  
wSSR | Weighted sum of square residual  

Variables

A | Anisotropy factor for hydraulic conductivity (1)  
d | Layer thickness of the dike cover layer and local zones (m)  
D | Drainage element parameter respecting a drainage composite in the model (m²)  
HH | Hydraulic head (m)
K_s  Saturated hydraulic conductivity (ms\(^{-1}\))
K_a  Average layer weighted hydraulic conductivity (ms\(^{-1}\))
n  Pore void ratio of the porous media (1)
Q  Discharge of drainage water (m\(^3\)s\(^{-1}\)m\(^{-1}\))
VG\(\alpha\)  VanGenuchten curve fitting parameter (m\(^{-1}\))
VG\(\beta\)  VanGenuchten curve fitting parameters (1)
VG\(S_g\)  VanGenuchten fitting parameter for residual saturation (1)
VG\(S_S\)  VanGenuchten fitting parameter for maximal saturation (1)
\(\Psi\)  Permittivity (ls\(^{-1}\))
\(\psi_m\)  Matric potential equal to suction pressure (kPa)
\(\varphi\)  Objective function (OBF)
\(\theta\)  Volumetric water content (1)

Indices

\(a\)  Index notation for PEST fitting using laboratory as initial input
\(AMA\)  Index notation for AMALGAM approximation
\(b\)  Index notation for PEST fitting using infiltration test data as initial input
\(Lab.\) dist.  Index notation for disturbed soil sample analysis in laboratory (K\(_s\)(Lab. dist.))
\(Lab.\) undist.  Index notation for undisturbed soil sample in laboratory (K\(_s\)(Lab. undist.))
\(M2\)  Index notation for the total zone of the dike cover layer
\(M2d_1, M2d_2, M2d_3 \ldots\)  Index notation for local model zones of the dike cover layer
\(PEST\)  Index notation for PEST approximation
\(rel.\)  Index notation for relative saturated conductivity calculated by discharge data (K\(_s\)(rel.))
\(S\)  Index notation for the total zone of the dike core (made by the Sea sand “S”)
\(Var.\) (item)  Index notation for different model variants (according to Figure 5) and repetitions (sub item) under
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