Propagation of singularities by Osgood vector fields and for 2D inviscid incompressible fluids
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Abstract
We show that certain singular structures (Hölderian cusps and mild divergences) are transported by the flow of homeomorphisms generated by an Osgood velocity field. The structure of these singularities is related to the modulus of continuity of the velocity and the results are shown to be sharp in the sense that slightly more singular structures cannot generally be propagated. For the 2D Euler equation, we prove that certain singular structures are preserved by the motion, e.g. a system of log log⁺(1/|x|) vortices (and those that are slightly less singular) travel with the fluid in a nonlinear fashion, up to bounded perturbations. We also give stability results for weak Euler solutions away from their singular set.

The study of existence and uniqueness of solutions of ordinary differential equations and the corresponding transport PDE is an old subject. By Peano’s existence theorem, a bounded and continuous vector field $u(x, t): \mathbb{R}^d \times \mathbb{R} \to \mathbb{R}^d$ produces at least one solution of

$$\frac{d}{dt} \phi(x, t) = u(\phi(x, t), t), \quad \phi(x, 0) = x, \quad (1)$$

---
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for all \( t \in \mathbb{R} \) and each \( x \in \mathbb{R}^d \). The classical Cauchy-Lipschitz theorem guarantees uniqueness of this solution provided that the velocity field is Lipschitz continuous. More generally, if we suppose that \( u : \mathbb{R}^d \times \mathbb{R} \to \mathbb{R}^d \) has modulus of continuity \( L : (0, m_L) \to \mathbb{R}^+ \) with \( m_L > 0 \), that is
\[
|u(x, t) - u(y, t)| \leq \|u(t)\|_L L(|x - y|),
\]
then the sharp conditions for uniqueness of solutions to Equation (1) is that of Osgood (see e.g. [3, 17]). The requirement on \( L \) for it to be an Osgood modulus is that
\[
\lim_{z \to 0+} M(z) = \infty
\]
where
\[
M(z) := \int_z^{m_L} \frac{dr}{L(r)}.
\]
The right-hand side of (3) is defined for \( z \in (0, m_L) \) and we set \( M(z) = 0 \) for \( z > m_L \).

We recall some examples (we will denote by \( \log_+(z) = \max\{0, \log(z)\} \)):
- if \( u \) is Lipschitz, i.e. \( L(z) = z \) with \( m_L = 1 \), then \( M(z) = \log_+(1/z) \),
- if \( u \) is log-Lipschitz, i.e. \( L(z) = z \log(1/z) \) with \( m_L = 1/e \), then \( M(z) = \log \log_+(1/z) \),
- generally, if \( L(z) = z \log(1/z) \log_2(1/z) \ldots \log_n(1/z) \) and \( m_L = 1/e_m(1) \), with \( n \in \mathbb{N} \) and \( \log_n(z) = \log \log \ldots \log z \), then \( M(z) = \log_{1+n}(1/z) \).

A related issue is uniqueness of solutions to the corresponding transport equation
\[
\partial_t \theta + u \cdot \nabla \theta = 0, \quad \theta|_{t=0} = \theta_0.
\]
It is known by the works [2, 6] that, if \( u \) is an Osgood velocity field, then all integrable weak solutions are unique and admit a Lagrangian representation using the flowmap \( \phi(x, t) \) (1)
\[
\theta(x, t) = \theta_0(\phi^{-1}(x, t)).
\]
Of course, being able to uniquely solve the equations and write down the formula (6) does not imply that one knows how the solutions behave in any quantitative way. That is to say, while we may know that smooth initial data leads to smooth solutions, we may not actually know how the solutions look. Moreover, the specific details would seem to depend very sensitively on the precise form of the advecting velocity.

In this paper, we show that certain (singular) features which—if present in the initial conditions \( \theta_0 \) of (4) – are preserved by all Osgood vector fields of a certain modulus (Theorem 1 and 2 herein). As special case of our Theorem 2 is: if \( L \) is an Osgood modulus and \( M \) is given by (3), then the solution \( \theta(x, t) \) of the transport equation (4) supplied with initial datum
\[
\theta_0(x) = M(|x - x_0|) + b_0(x)
\]
takes the following form for all $t \in \mathbb{R}$

$$
\theta(x, t) = \mathcal{M}(|x - \phi(x_0, t)|) + b(x, t),
$$

(8)

with remainder $b(x, t)$ which is bounded for all finite times. As can be seen from the examples above, the structures $\mathcal{M}(|x|)$ are mildly singular in nature, possessing infinitely small scales while at the same time maintaining integrability. Their shape and amplitude are unaltered by the motion induced by any (compatible in the above sense) Osgood field. This fact is indicative of the inability for fields of that regularity to alter such fine structures due to not possessing sufficiently strong small scale motions themselves. We also show by example that, for vector fields with a given Osgood modulus, any singularity steeper than $\mathcal{M}$ in the initial data will not in general be propagated in the solution of the transport equation. As such, persistence of these singular structures provides insight into sharp borderline phenomena in linear transport. In the nonlinear setting, some special structures such as algebraic singularities [5, 16] and vortex patches [4, 8, 15, 20] can be analyzed in detail. However, note that even analytic velocity fields do not in general allow for propagation of algebraic singularities—their preservation seems to require additional structure [16].

We also discuss some application of these ideas to the two-dimensional Euler equations governing the motion of the velocity field $u$ of a perfect (inviscid and incompressible) fluid. These equations can be written as a nonlinear and nonlocal transport equation for the vorticity field $\omega = \nabla \perp \cdot u$ where $\nabla \perp = (-\partial_2, \partial_1)$:

$$
\partial_t \omega + u \cdot \nabla \omega = 0,
$$

(9)

$$
u = \nabla \perp \Delta^{-1} \omega,
$$

(10)

$$
\omega|_{t=0} = \omega_0.
$$

(11)

For the Euler equations, we establish a nonlinear analogue of our propagation of singularity result for linear transport. Specifically, we show that if the initial vorticity takes the form

$$
\omega_0(x) = \log \log_+ (1/|x|) + b_0(x), \quad b_0 \in L^\infty(\mathbb{R}^2) \cap L^1(\mathbb{R}^2),
$$

(12)

then there exists a scalar function $b \in L^\infty_{loc}(\mathbb{R}; L^\infty(\mathbb{R}^2) \cap L^1(\mathbb{R}^2))$ and a $C^1$ map $\phi_\ast(t) : \mathbb{R} \to \mathbb{R}^2$ such that the unique weak solution $\omega(t)$ of 2D Euler emanating from $\omega_0$ takes the form:

$$
\omega(x, t) = \log \log_+ (1/|x - \phi_\ast(t)|) + b(x, t).
$$

(13)

In fact, a more general statement is proved for a remainder $b$ propagating in a suitable Yudovich space $Y_\theta$. Also, any finite number of such singular vortices can be evolved, each feeling each others induced velocity field and moving accordingly. This is reminiscent of the vortex-wave system where the interaction of multiple point-mass vortices with a perturbation is studied. However, due to their highly singular nature point-vortices do not actually solve the Euler equations even in a weak sense [19] and
the studies which we are aware of actually require that the perturbations be constant in a neighborhood of the vortices. Our result gives a propagation of singular vortices for genuine 2D Euler solutions without any restriction on the perturbation aside from boundedness.

We would like to mention here a prior result on propagation of singularities for 2D Euler due to Shnirelman [22]. In that work, Euler solutions at finite (Besov) regularity are studied and it is shown that the most singular behavior (the “germ” at infinity) of a certain vorticity-like quantity constructed from the Lagrangian flowmap is a generalized Lyapunov functional for Euler and is, in a sense, increasing on an open dense set in the phase space studied. From this, new integrals of motion are also constructed. These results, while distinct from our own here, bare some qualitative similarities which would be interesting to explore in more detail.

All the above results holds in an existence/uniqueness class for the transport and Euler equation. In §2.2, we obtain a conditional uniqueness result for vorticity in \( L^p \) with \( p \geq 2 \) (for which existence holds by DiPerna-Majda [12], but not uniqueness according to Vishik [23, 24]). Namely, the singular structure determines the whole solution in a precise sense. As a consequence, if two solutions with the same initial data have isolated vortices with algebraic divergences propagating in exactly the same way in an analytic (or Gevrey) regular background, then the two solutions must coincide.

1 Propagation of singularities for linear transport

Here we study the propagation of singularities by the flow generated from any Osgood vector field, whose definition we recall here. Suppose that \( u : \mathbb{R}^d \to \mathbb{R}^d \) has modulus of continuity

\[ L : (0, m_L) \to \mathbb{R}^+ \]  

where \( m_L > 0 \) is a suitable small number. We denote by \( \phi \) the flow generated by \( u \). It satisfies the ordinary differential equation (1). Then, we have

\[ |\phi(x, t) - \phi(y, t)| \leq |x - y| + \int_0^t \|u(s)\|_L L(|\phi(x, s) - \phi(y, s)|) \, ds. \]  

Let \( \mathcal{M} \) be given by (3). The vector field \( u \) is called Osgood continuous if \( \lim_{\varepsilon \to 0^+} \mathcal{M}(\varepsilon) = \infty \). This, in turn, implies \( \lim_{r \to 0^+} L(r) = 0 \). By Osgood’s lemma (Lemma 3.4 of [3]) we obtain

\[ -\mathcal{M}(|\phi(x, t) - \phi(y, t)|) \leq -\mathcal{M}(|x - y|) + \int_0^t \|u(s)\|_{L} L ds, \]  

which is crucial in our analysis. Uniqueness of solutions of the ODE (1) is also guaranteed by Osgood’s lemma: instead of putting \( \phi(x, t) \) and \( \phi(y, t) \) above, let \( \phi_1 \) and \( \phi_2 \) be two flows generated by \( u \), and plug in \( \phi_1(x, t) \) and \( \phi_2(x, t) \) in the above: then by Osgood’s lemma, \( \phi_1(x, t) = \phi_2(x, t) \), i.e. \( \phi_1 = \phi_2 \) is deduced.
We consider solutions to the transport equation (4). Recall that for the continuity equation driven by an Osgood velocity field, all integrable weak solutions are Lagrangian and are therefore unique [2, 6]. Our aim here is to show that certain singular structures are invariant in these solutions. We quantify these using the following seminorm

$$\left[ f \right]_{\gamma,L} = \lim_{r \to 0^+} \sup_{x,y:0 < |x-y| < r} \frac{|f(x) - f(y)|}{\mathcal{M}(|x-y|)^\gamma}, \quad \gamma \in \mathbb{R}, \quad (17)$$

as well as the localized seminorm

$$\left[ f \right]_{x,\gamma,L} = \lim_{r \to 0^+} \sup_{y:0 < |x-y| < r} \frac{|f(x) - f(y)|}{\mathcal{M}(|x-y|)^\gamma}. \quad (18)$$

Our first result, inspired by the recent work of Chae and Jeong [7] on the preservation of logarithmic cusps for Lipschitz drifts, is:

**Theorem 1** Let \( L : (0,1) \to \mathbb{R}^+ \) be an Osgood modulus of continuity as above, with \( \mathcal{M} \) given by (3) and satisfying \( \lim_{z \to 0^+} \mathcal{M}(z) = \infty \). Suppose that an (incompressible) velocity field \( u \) has the modulus of continuity \( L \), i.e. there exists a bounding function \( C \in L^1_{loc}(0, \infty) \) such that

$$|u(x, t) - u(y, t)| \leq C(t) L(|x - y|), \quad \forall t \in \mathbb{R}^+. \quad (19)$$

Then, for \( \gamma \in \mathbb{R} \), the unique weak solution \( \theta(t) \) of the transport equation (4) satisfies

$$\left[ \theta(t) \right]_{\gamma,L} = \left[ \theta_0 \right]_{\gamma,L}. \quad (20)$$

In fact, the localized seminorm \( \left[ f \right]_{x,\gamma,L} \) is carried by the flow \( \phi \) of \( u \), i.e.

$$\left[ \theta(t) \right]_{\phi(x,t),\gamma,L} = \left[ \theta_0 \right]_{x,\gamma,L}. \quad (21)$$

Here, \( \gamma > 0 \) corresponds to the propagation of singularity, and \( \gamma < 0 \) corresponds to the propagation of cusps.

**Remark 1** More generally, if \( G : (0, \infty) \to (0, \infty) \) is a monotone function satisfying

$$\lim_{r \to 0^+} \frac{G(r + c)}{G(r)} = 1, \quad \text{for any } c \in \mathbb{R}, \quad (21)$$

for example, \( G(x) = x^\gamma \) or \( G(x) = \log(1 + x) \), then the following local seminorm

$$\left[ \theta \right]_{x,G,L} = \lim_{r \to 0^+} \sup_{y:0 < |x-y| < r} \frac{|\theta(x) - \theta(y)|}{G(\mathcal{M}(|x-y|))} \quad (22)$$

is preserved by the flow: \( \left[ \theta(t) \right]_{\phi(x,t),G,L} = \left[ \theta_0 \right]_{x,G,L} \). The proof is simply adapted using the following generalization of (40) to the functions \( G \) specified above:
\[
\frac{G(\mathcal{M}(|x - y|) - \log \mu(t))}{G(\mathcal{M}(|x - y|))} \leq \frac{G(\mathcal{M}(|\phi(x, t) - \phi(y, t)|))}{G(\mathcal{M}(|x - y|))} \\
\leq \frac{G(\mathcal{M}(|x - y|) + \log \mu(t))}{G(\mathcal{M}(|x - y|))}.
\] (23)

As $|x - y| \to 0$, those two converges to 1. Therefore, we have the generalization of (41):

\[
1 = \lim_{r \to 0^+} \inf_{y \in B_r(x)} \frac{G(\mathcal{M}(|\phi(x, t) - \phi(y, t)|))}{G(\mathcal{M}(|x - y|))} = \lim_{r \to 0^+} \sup_{y \in B_r(x)} \frac{G(\mathcal{M}(|\phi(x, t) - \phi(y, t)|))}{G(\mathcal{M}(|x - y|))}
\] (24)

**Proof** Step 1 (Controlling modulus of the flowmap): Define

\[
R(z) := \exp(-\mathcal{M}(z)).
\] (25)

Since $u$ is Osgood, it follows that $\lim_{z \to 0^+} R(z) = 0$. Moreover, $R$ is strictly increasing in $z$ and $R(1) = 1$. Next, by exponentiating (16), we have

\[
\frac{R(|\phi(x, t) - \phi(y, t)|)}{R(|x - y|)} \leq \mu(t),
\] (26)

where

\[
\mu(t) = e^{\int_0^t \|u(s)\|_{L^2} ds}.
\] (27)

Here, $|x - y|$ is assumed to be small so that $\mu(t)R(|x - y|) < 1$. This assumption implies that $|\phi(x, s) - \phi(y, s)| < 1$ for all $s \in [0, t]$: first $s \to |\phi(x, s) - \phi(y, s)|$ is a continuous function of $s$. Let $t_0 = \sup\{\tau \in [0, t] : |\phi(x, s) - \phi(y, s)| < 1 \text{ for all } s \leq 0, \tau\}$. Suppose $t_0 < t$. Then for all $s < t_0$,

\[
|\phi(x, s) - \phi(y, s)| \leq R^{-1}(\mu(s)R(|x - y|)) \leq R^{-1}(\mu(t)R(|x - y|)) < 1.
\] (28)

Thus, $|\phi(x, t_0) - \phi(y, t_0)| \leq R^{-1}(\mu(t)R(|x - y|)) < 1$ and also if we extend $s \to |\phi(x, s) - \phi(y, s)|$ past $t_0$, then there exists a small $\varepsilon > 0$, $|\phi(x, s) - \phi(y, s)| < 1$ for every $s \in (t_0, t_0 + \varepsilon) \subset [0, t]$, which is a contradiction. Therefore, $t_0 = t$.

Also, we can reverse the time: then we obtain

\[
\frac{1}{\mu(t)} \leq \frac{R(|\phi(x, t) - \phi(y, t)|)}{R(|x - y|)} \leq \mu(t).
\] (29)

**Step 2 (estimates on the image of a ball under the flow)**: The consequence of (29) is the following: let $r < 1$ be a small radius so that $R(r)\mu(t), R(r)\mu(t)^2 < 1$. Now if $|x - y| < r$, then

\[
|\phi(x, t) - \phi(y, t)| \leq R^{-1}(\mu(t)R(r)).
\] (30)
Therefore, we have
\[ \phi(B_r(x), t) \subset B_{R^{-1}(\mu(t) R(r))}(\phi(x, t)). \] (31)

This implies that, for any function \( f : \mathbb{R}^2 \rightarrow \mathbb{R} \), we have
\[ \sup_{y \in B_r(x)} f(\phi(y, t)) \leq \sup_{y \in B_{R^{-1}(\mu(t) R(r))}(\phi(x, t))} f(y). \] (32)

On the other hand, suppose that \( y \in B_r(\phi(x, t)) \). Then there is \( z \in \mathbb{R}^d \) such that \( y = \phi(z, t) \). Thus, by (29) we have
\[ r \geq |y - \phi(x, t)| = |\phi(z, t) - \phi(x, t)| \geq R^{-1} \left( \frac{R(|z - x|)}{\mu(t)} \right). \] (33)

In particular, we have
\[ |z - x| \leq R^{-1}(\mu(t) R(r)). \] (34)

Therefore, for any function \( f : \mathbb{R}^2 \rightarrow \mathbb{R} \), we have
\[ \sup_{y \in B_r(\phi(x, t))} f(y) \leq \sup_{z : \phi(z, t) \in B_r(\phi(x, t)), z \in B_{R^{-1}(\mu(t) R(r))}(x)} f(\phi(z, t)) \leq \sup_{z \in B_{R^{-1}(\mu(t) R(r))}(x)} f(\phi(z, t)). \] (35)

Consequently, we have
\[ \sup_{y \in B_r(x)} f(\phi(y, t)) \leq \sup_{y \in B_{R^{-1}(\mu(t) R(r))}(\phi(x, t))} f(y) \leq \sup_{y \in B_{R^{-1}(\mu(t) R(r))}(\phi(x, t))} f(\phi(y, t)). \] (36)

Similarly, we can see the following:
\[ \sup_{y \in B_{R^{-1}(\mu(t) R(r))}(\phi(x, t))} f(y) \leq \sup_{y \in B_r(x)} f(\phi(y, t)) \leq \sup_{y \in B_{R^{-1}(\mu(t) R(r))}(\phi(x, t))} f(y). \] (37)

Since \( \lim_{r \to 0^+} R(r) = 0 \), by taking limit \( r \to 0^+ \), radius of all balls in the above shrinks to 0 as \( r \to 0^+ \). Therefore, we have
\[ \lim_{r \to 0^+} \sup_{y \in B_r(x)} f(\phi(y, t)) = \lim_{r \to 0^+} \sup_{y \in B_r(\phi(x, t))} f(y). \] (38)
Step 3 (uniform modulus for flowmap): Another consequence of (29) is the following: again by taking logarithm, we have

\[- \log \mu(t) - \mathcal{M}(|x - y|) \leq -\mathcal{M}(|\phi(x, t) - \phi(y, t)|) \leq \log \mu(t) - \mathcal{M}(|x - y|). \tag{39}\]

Dividing by $-\mathcal{M}(|x - y|) < 0$ gives

\[1 + \frac{\log \mu(t)}{\mathcal{M}(|x - y|)} \geq \frac{\mathcal{M}(|\phi(x, t) - \phi(y, t)|)}{\mathcal{M}(|x - y|)} \geq 1 - \frac{\log \mu(t)}{\mathcal{M}(|x - y|)}. \tag{40}\]

Since $\lim_{r \to 0^+} \mathcal{M}(r) = \infty$, both leftmost and rightmost terms for the above are converging to 1, and thus for any $\gamma \in \mathbb{R}$, we have

\[\lim_{r \to 0^+} \sup_{y \in B_r(x)} \frac{\mathcal{M}(|\phi(x, t) - \phi(y, t)|)^\gamma}{\mathcal{M}(|x - y|)^\gamma} = 1, \tag{41}\]

\[\lim_{r \to 0^+} \inf_{y \in B_r(x)} \frac{\mathcal{M}(|\phi(x, t) - \phi(y, t)|)^\gamma}{\mathcal{M}(|x - y|)^\gamma} = 1.\]

Since $x \mapsto x^\gamma$ is a monotone function, the bounds (40) imply that for any $y \in B_r(x)$, $\frac{\mathcal{M}(|\phi(x, t) - \phi(y, t)|)^\gamma}{\mathcal{M}(|x - y|)^\gamma}$ lies between $\left(1 - \frac{\log \mu(t)}{\mathcal{M}(r)}\right)^\gamma$ and $\left(1 + \frac{\log \mu(t)}{\mathcal{M}(r)}\right)^\gamma$.

Step 4 (propagation of semi-norm): Therefore, choosing $f := f(y; x) = \frac{|\theta(\phi(x, t), t) - \theta(y, t)|}{\mathcal{M}(|\phi(x, t) - y|)^\gamma}$, we have the following:

\[
\lim_{r \to 0^+} \sup_{y \in B_r(x)} \frac{|\theta_0(x) - \theta_0(y)|}{\mathcal{M}(|x - y|)^\gamma} = \lim_{r \to 0^+} \sup_{y \in B_r(x)} \frac{|\theta(\phi(x, t), t) - \theta(\phi(y, t), t)|}{\mathcal{M}(|\phi(x, t) - \phi(y, t)|)^\gamma} \frac{\mathcal{M}(|\phi(x, t) - \phi(y, t)|)^\gamma}{\mathcal{M}(|x - y|)^\gamma} \\
= \lim_{r \to 0^+} \sup_{y \in B_r(x)} \frac{|\theta(\phi(x, t), t) - \theta(\phi(y, t), t)|}{\mathcal{M}(|\phi(x, t) - \phi(y, t)|)^\gamma} \\
= \lim_{r \to 0^+} \sup_{y \in B_r(\phi(x, t))} \frac{|\theta(\phi(x, t), t) - \theta(y, t)|}{\mathcal{M}(|\phi(x, t) - y|)^\gamma} \tag{42}\]

where we have used (41) to proceed from the second equality.

More quantitatively, we can say that $\sup_{y \in B_r(x)} \frac{|\theta_0(x) - \theta_0(y)|}{\mathcal{M}(|x - y|)^\gamma}$ lies between

\[
\sup_{y \in B_{R^{-1}(\mu(t)^{-1}R(r))}(\phi(x, t))} \frac{|\theta(\phi(x, t), t) - \theta(y, t)|}{\mathcal{M}(|\phi(x, t) - y|)^\gamma} \inf_{y \in B_r(x)} \frac{\mathcal{M}(|\phi(x, t) - \phi(y, t)|)^\gamma}{\mathcal{M}(|x - y|)^\gamma}
\]
and

\[
\sup_{y \in B_{R^{-1}(\mu(t) R(r))}(\phi(x,t))} \frac{|\theta(\phi(x, t), t) - \theta(y, t)|}{\mathcal{M}(|\phi(x, t) - y|)^\gamma} \sup_{y \in B_r(x)} \frac{\mathcal{M}(|\phi(x, t) - \phi(y, t)|)}{\mathcal{M}(|x - y|)^\gamma}.
\]

The claim follows. \(\square\)

Theorem 1 shows quantitatively that a certain measure of regularity (or rather, singularity) is preserved in time. We can go further to say that certain specific singular structures do not change their shape under evolution. We have

**Theorem 2** (propagation of local singular structure) *There exists \( r_0 \in (0, 1) \), which depends only on the modulus of continuity \( L \) and \( T > 0 \), satisfying the following: suppose that*

\[
\theta_0(x) = F(\mathcal{M}(|x - x_0|)) + b_0(x)
\]

*for \( x \in B_r(x_0), r < r_0 \), with \( \|b_0\|_{L^\infty(B_r(x_0))} \leq B_0 \) and \( F \) smooth with*

\[
[F] = \sup_{|z| \geq 1} |F'(z)| < \infty.
\]

*Then for \( t \in [0, T] \) and \( x \in B_{R^{-1}(\mu(t)^{-1} R(r))}(\phi(x_0, t)) \), the solution \( \theta(x, t) \) of the transport Eq. (4) takes the form*

\[
\theta(x, t) = F(\mathcal{M}(|x - \phi(x_0, t)|)) + b(x, t),
\]

*where the remainder is a bounded function satisfying*

\[
\|b(\cdot, t)\|_{L^\infty(B_{R^{-1}(\mu(t)^{-1} R(r))}(\phi(x_0, t)))} \leq \|b_0\|_{L^\infty(B_r(x_0))} + [F] \log \mu(t)
\]

*where \( \mu \) is defined by Eq. (27).*

We remark that, the size of the corrector \( b \) does not explicitly depend on the radius \( r \) (other than that of \( b_0 \).) The rate of loss of radius for the local expression depends on \( \mu(t) \) and the modulus of continuity \( L \).

**Proof** We note that

\[
\theta(x, t) = F(\mathcal{M}(|\phi_t^{-1}(x) - x_0|)) + b_0(\phi_t^{-1}(x))
\]

\[
= F(\mathcal{M}(|x - \phi(x_0, t)|)) + b_0(\phi_t^{-1}(x))
\]

\[
+ \left( F(\mathcal{M}(|\phi_t^{-1}(x) - x_0|)) - F(\mathcal{M}(|x - \phi(x_0, t)|)) \right)
\]

and recall that if \( x \in B_{R^{-1}(\mu(t)^{-1} R(r))}(\phi(x_0, t)) \), then \( \phi_t^{-1}(x) \in B_r(x_0) \). Then we have

\[
b(x, t) = \left( F(\mathcal{M}(|\phi_t^{-1}(x) - x_0|)) - F(\mathcal{M}(|x - \phi(x_0, t)|)) \right) + b_0(\phi_t^{-1}(x))
\]
and

$$|b(x, t)| \leq \|b_0\|_{L^\infty} + \sup_{\lambda \in [0, 1]} |F'(|\phi_t^{-1}(x) - x_0|) + (1 - \lambda)|M(|x - \phi(x_0, t)|)| \log \mu(t)$$  \hspace{1cm} (48)$$

for $x \in B_{R^{-1}((\mu(t))^{-1}R(r))}(\phi(x_0, t))$. Finally, if $r_0$ is chosen small so that both $M(r_0) > 1$ and $M(R^{-1}(\mu(t)R(r_0))) > 1$, then we see that $M(|\phi_t^{-1}(x) - x_0|), M(|x - \phi(x_0, t)|) > 1$ for all $t \in [0, T]$. Thus, we see that

$$|b(x, t)| \leq \|b_0\|_{L^\infty} + [F] \log \mu(t).$$  \hspace{1cm} (49)$$

The claim follows. $\square$

**Remark 2** (Types of propagated singularities) Theorem 2 tells that singularities of the form $M(|x - x_0|)^\gamma$, where $\gamma \leq 1$, or $\log M(|x - x_0|)$, propagate up to $L^\infty$ correction. Furthermore, various other pathologies around a singularity point may also propagate along the flow: for example, fix $T > 0$ and consider (43) with $F$ smooth but oscillating: for example, set $x_0 = 0$, $F(z) = \sin(\lambda z)$, where $\lambda$ is so small that $\log \mu(T)\lambda < \frac{1}{2}$ and thus $|b(x, t)| \leq \frac{1}{2}$. Since

$$\theta(x, t) = \sin(\lambda M(|x - \phi(0, t)|) + b(x, t),$$

and as $|x - \phi(0, t)| \to 0$, $M(|x - \phi(0, t)|) \to \infty$ and in particular $\theta(x, t) > 0$ for every $x$ with $M(|x - \phi(0, t)|) = (2n + 1/2)\pi/\lambda$ and $\theta(x, t) < 0$ for every $x$ with $M(|x - \phi(0, t)|) = (2n + 3/2)\pi/\lambda$. Therefore, up to time $0 \leq t \leq T$, $\theta(x, t)$ changes sign infinitely many times in a segment connecting arbitrary $x \neq \phi(0, t)$ and $\phi(0, t)$.

### 1.1 Sharpness of the linear results

We note that Theorem 2 is sharp in the following sense: if $F(z)$ is allowed to grow super-linearly in $z$, then the structures (43) will not be propagated for some Osgood flows. To see this, from (47), it suffices to estimate

$$F(M(|\phi_t^{-1}(x) - x_0|)) - F(M(|x - \phi(x_0, t)|)).$$  \hspace{1cm} (50)$$

Here, suppose that $x_0 = 0$ is a stagnation point, so that $\phi(x_0, t) = 0$ for all $t \in \mathbb{R}$. Suppose also $F$ is superlinear so that for any $C > 0$, there exists $\varepsilon > 0$ such that

$$F'(M(r)) \geq C$$  \hspace{1cm} (51)$$

for any $0 < r < \varepsilon$. Also denote $\phi_t^{-1}(x) = y$ so that $x = \phi(y, t) = \phi_1(y)$. Then for arbitrary $C > 0$ and $|y|$ sufficiently close to 0 accordingly, we have

$$F(M(|\phi_t^{-1}(x) - x_0|)) - F(M(|x - \phi(x_0, t)|)) = \int_{|\phi(y)|}^{|y|} \frac{F'(M(r))}{L(r)} \, dr.$$
\[ \geq C \int_{|\phi_t(y)|}^{[y]} \frac{dr}{L(r)} = C \left( M(|\phi_t(y)|) - M(|y|) \right). \quad (52) \]

Here are two cases:

1. (Lipschitz setting) Consider the 2D hyperbolic flow \( u(x, y) = (y, x) \). This vector field is Lipschitz, and thus \( L(z) = z \) and \( M(z) = \log(1/z) \). Here, one may choose \( y \) so that \( \phi_t(y) = e^{-t}y \). For such \( y \), we have

\[ M(|\phi_t(y)|) - M(|y|) = t. \quad (53) \]

Thus, for any \( C > 0 \) and \( t > 0 \), one can choose \( x \) so that \( F(M(|\phi_t^{-1}(x) - x_0|) - F(M(|x - \phi(x_0, t)|) \geq Ct \). It follows that for any \( t \neq 0 \), the remainder is infinite \( \|b(t)\|_{L^\infty} = \infty \).

2. (log-Lipschitz setting) Here \( L(z) = z \log(1/z) \) and \( M(z) = \log \log(z) \). Thus, we have

\[ M(|\phi_t(y)|) - M(|y|) = \log \frac{\log |\phi_t(y)|}{\log |y|}. \quad (54) \]

In order to obtain a counterpart of (53), we need \( \frac{\log |\phi_t(y)|}{\log |y|} \geq C(t) \) independent of \( y \). One can choose the Bahouri-Chemin vortex with velocity field \( u = \nabla \perp \psi \) where \( \psi \) solves \( \Delta \psi = \text{sgn}(x)\text{sgn}(y) \) on domain \( \mathbb{T}^2 \), see e.g. [3, 13]. The \( y \)-coordinate axis is invariant for the correspond flow, and there exists \( 0 < C_1 < C_2 < \infty \) such that

\[ C_1 |y|^{e^{-t}} \leq |\phi_t(y)| \leq C_2 |y|^{e^{-t}}, \quad (55) \]

so we have

\[ \frac{\log |C_2|}{\log |y|} + e^{-t} \leq \frac{\log |\phi_t(y)|}{\log |y|} \leq \frac{\log |C_1|}{\log |y|} + e^{-t}. \quad (56) \]

It follows that for all \( |y| \) sufficiently small (depending on \( t \)), we have

\[ \frac{1}{2}e^{-t} \leq \frac{\log |\phi_t(y)|}{\log |y|} \leq 2e^{-t}. \quad (57) \]

As such, for such \( y \) we have that

\[ M(|\phi_t(y)|) - M(|y|) > \frac{1}{2}t. \quad (58) \]

In view of (52), the propagation of singularities result is sharp for log-Lipschitz vector fields.

Similar examples can be used to show the sharpness of our Theorem for a general Osgood modulus of continuity.
2 Propagation of singularities in 2D Euler

We now establish the main application of these ideas to nonlinear transport equations. We focus on the 2D Euler equation, governing the motion of a perfect (inviscid and incompressible) fluid, set on domains without boundary for simplicity, i.e. $\mathbb{R}^2$ or $\mathbb{T}^2$. In vorticity form these read (9)–(11). Here we prove the propagation of a log log vortex (along with slightly more mild structures) to bounded perturbations. This results allows for the derivation of a system of loglog singular vortices interacting. This system is akin to the vortex-wave system for Kirchhoff point vortices [18]. Using the ideas in [9, 10], one can show that such solutions quantitatively (with a rate of convergence) stable in inviscid limit from the Navier-Stokes equation. At the same time, one may regard our system as a regularization of point vortices whose dynamics governed uniquely as weak classical solutions of the Euler equations (unlike point vortices themselves, which are too singular to be regarded as standard weak solutions of the Euler equations). Qualitatively, the two systems look similar in the sense that the “defects” remain coherent and move without any self interaction. Quantitatively, they two systems are quite different since the loglog vortex system does not, in general, become finite dimensional and there is no reason to expect the trajectories of the loglog vortices to be near those of Kirchhoff point vortices.

Remark 3 We remark that, philosophically, the roles of $L$ and $M$ have reversed passing from Sects. 1 and 2. In Sect. 1, we specified a modulus $L$ for the velocity field and studied the singularities $M$ (related to $L$ via $M'(z) = -1/L(z)$) that are propagated. In Sect. 2, we specify a singular structure $M$ at the level of the vorticity, which induces some Osgood velocity, and propagate it up to lower-order remainders. The key point is that the Osgood modulus induced by the Biot-Savart law does not correspond to $L(z) = -1/M'(z)$ (it is, in general, worse) and thus the results from the linear theory do not directly apply. Instead, some cancellations occur in the nonlinear evolution equation which permits the propagation of the singular structure but generates a weak background field.

We will work with the generalized Yudovich spaces $\omega_0 \in Y_\Theta$:

$$Y_\Theta := \left\{ f \in \bigcap_{p \in [1, \infty)} L^p : \|f\|_{Y_\Theta} = \sup_{p \in [1, \infty)} \|f\|_{L^p(\Theta(p))} < \infty \right\}, \quad (59)$$

in which there exist a unique weak solution to the Euler equation [25] (independently proved by Serfati [21]) provided

$$\int^{+\infty} \frac{dp}{p \Theta(p)} = +\infty. \quad (60)$$

Having $\omega \in Y_\Theta$ induces by the Biot-Savart law an Osgood continuous velocity field $u = K[\omega]$ enjoying the modulus of continuity: for $|x - y|$ sufficiently small,

$$|u(x, t) - u(y, t)| \lesssim C|x - y| \log(1/|x - y|)\psi_\Theta(|x - y|). \quad (61)$$
where $\psi(z) = \Theta(\log(1/z))$. See Theorem 1.6 in [11].

2.1 Propagation of $\log \log(1/|x|)$ vortices

In this section, we consider the following types of moduli $L$ and $M$:

Definition 1 We call $L : (0, 1) \to \mathbb{R}^+$ a good Osgood modulus of continuity if it satisfies

$$z \log(1/z) \lesssim L(z). \quad (62)$$

We define $M$ corresponding to $L$ to be given by (3).

Examples of $M$ arising from a good Osgood modulus of continuity are

$$M(z) = \log_{1+n} (1/z) \quad \text{for any} \quad n \in \mathbb{N}. \quad (63)$$

The most singular vortex consider corresponds to $M(z) = \log \log(1/|x|)$. See Fig. 1 for a cartoon.

First note that the vorticity of the form $M(|x|)$ arising from a good Osgood modulus of continuity is in the generalized Yudovich space $Y_\Theta$ for $\Theta(p) = \log p$. To see this, note that since (62) holds, we have

$$M(z) = \int_z^{m_L} \frac{dr}{L(r)} \lesssim \int_z^{m_L} \frac{dr}{r \log(1/r)} = \int_{\log(1/m_L)}^{\log(1/z)} \frac{ds}{s} = \log \log(1/z) - \log \log(1/m_L). \quad (64)$$

However, it is known that $x \to g(x) := \log \log(1/|x|) \chi_{B_1(0)}(x)$ has

$$\|g\|_{L^p(B_1)} \sim \log p \quad (65)$$

for large $p$ (see Example 3.3 of Yudovich’s paper [25]), so $M(|x|)$ belongs to the generalized Yudovich space with $\Theta(p) = \log p$. See Lemma 1 herein for a slightly more general statement.

We prove that $M$–type singularities in the vorticity are preserved under Euler evolution.

Theorem 3 (propagation of singularities for 2D Euler) Let $\Theta(p) = \log_k(p)$ for $k \geq 0$, with $\log_0(p) = 1$. Consider $b_0 \in Y_\Theta(\mathbb{R}^2) \cap L^1(\mathbb{R}^2)$, forcing $f \in L^1_{\text{loc}}(\mathbb{R}; Y_\Theta(\mathbb{R}^2) \cap L^1(\mathbb{R}^2))$ and $L$ to be a good Osgood modulus of continuity having corresponding $M$ (see Definition 1). Consider initial data of the form

$$\omega_0(x) = M(|x|) + b_0(x). \quad (66)$$
Then, the unique weak solution $\omega(t)$ of 2D Euler equations (9)–(11) with forcing $f$ emanating from $\omega_0$ takes the following form: there exists a scalar function $b \in L^\infty_{\text{loc}}(\mathbb{R}; Y_\Theta \cap L^1(\mathbb{R}^2))$ and a map $\phi_s(t) : \mathbb{R} \to \mathbb{R}^2$ such that

$$\omega(x, t) = M(|x - \phi_s(t)|) + b(x, t).$$

(67)

Thus, the singularity propagates over time, up to a bounded correction.

**Remark 4** In the statement of Theorem 3, $b_0$ and $f$ may be chosen to live in the Yudovich spaces $Y_\Theta$ defined by $\Theta(p) = \log_k(p)$ with $k \geq 0$ while the singularity lies in the space defined by $\Theta(p) = \log(p)$. As such, if $k \geq 1$, the Theorem is a particular case of the well-posedness theory in $Y_\Theta$. The main content—which illustrates the precise propagation of singular structures—is most apparent when $k = 0$.

**Proof** Note that $\Theta(p) = \log_k(p)$ satisfies the condition (60). We decompose this solution as

$$\omega(x, t) = \omega_s(x, t) + b(x, t), \quad \omega_s(x, t) := M(|x - \phi_s(t)|)$$

(68)

where $b$ and $\phi_s$ are to be determined. We aim to show that $b(t) \in Y_\Theta \cap L^1$ for all $t > 0$. If established and we let $u_r := \nabla^\perp \Delta^{-1} b$, then according to the estimate (61) is Osgood continuous. The map $\phi_s(t)$ will denote the position of particle at time $t$ which was originally located at 0 and flowed by the regular part of the velocity field $u_r$. We will work under the assumption that $b$ is bounded which, as we will see, can be bootstrapped. The full velocity field has contribution also from the singular part $u_s = \nabla^\perp \Delta^{-1} \omega_s$:

$$u(x, t) = u_s(x, t) + u_r(x, t),$$

but since $\omega_s \in Y_{\log(p)}$, the velocity field $u_s(x, t)$ has modulus of continuity $r \mapsto r \log(e/r) \log \log(e/r)$ for small $r > 0$ and thus $u$ is Osgood continuous (see e.g. [11]).

Springer
We now show that the above picture holds. Inserting the ansatz (68) into (9)–(11) we obtain
\[
f = (\partial_t + (u_s + u_r) \cdot \nabla) \omega(x, t)
= (\partial_t + (u_s + u_r) \cdot \nabla) b(x, t) + (\partial_t + (u_s + u_r) \cdot \nabla) \omega_s.
\]

Now note that, since \( \omega_s(x, t) \) is a radial function, its associated velocity \( u_s \) is a circular flow, i.e. \( u_s(x, t) \propto x^\perp \). It follows that there is no self-interaction \( u_s \cdot \nabla \omega_s = 0 \). Thus, we have
\[
(\partial_t + (u_s + u_r) \cdot \nabla) \omega_s = (\partial_t + u_r \cdot \nabla) \omega_s
\]
\[
= \frac{(x - \phi_s(t)) \cdot (\partial_t + u_r \cdot \nabla)(x - \phi_s(t))}{|x - \phi_s(t)|} \mathcal{M}(|x - \phi_s(t)|)
\]
\[
= \frac{(x - \phi_s(t)) \cdot (-\dot{\phi}_s(t) + u_r(x, t))}{|x - \phi_s(t)|} \mathcal{M}(|x - \phi_s(t)|). \tag{69}
\]

Since \( u_r \) is Osgood, we can define the map \( \phi_s : \mathbb{R} \to \mathbb{R}^2 \) to be the unique solution of
\[
\frac{d}{dt} \phi_s(t) = u_r(\phi_s(t), t), \quad \phi_s(0) = 0. \tag{70}
\]

Thus we obtain the following equation for the remainder \( b \):
\[
(\partial_t + (u_s + u_r) \cdot \nabla) b(x, t)
= \frac{(x - \phi_s(t)) \cdot (u_r(\phi_s(t), t) - u_r(x, t))}{|x - \phi_s(t)|} \mathcal{M}(|x - \phi_s(t)|) + f =: g(x, t). \tag{71}
\]

The equation for the remainder (71) has a unique weak solution: although specification of \( \phi_s(t) \) seems to depend on \( u_r \), which is unknown at this point, in fact it is not. Note that \( u_s(\phi_s(t), t) = 0 \), since \( \omega_s \) is symmetric around \( \phi_s(t) \). Therefore, in fact (70) can be rewritten as
\[
\frac{d}{dt} \phi_s(t) = u(\phi_s(t), t), \quad \phi_s(0) = 0.
\]

and (71) is a linear (nonlocal) transport equation, with Osgood regularity for the transport part. We express the solution by
\[
b(x, t) = b_0(\phi_s^{-1}(x)) + \int_0^t g(\phi_s(\phi_r^{-1}(x), s)) \, ds. \tag{72}
\]

Since \( \omega_0 \in L^1 \) and \( \mathcal{M}(z) \in L^1 \), the solution satisfies the estimate
\[
\|b(t)\|_{L^1} \leq C + \|b_0\|_{L^1}. \tag{73}
\]
Here, the $L^1$ norm of $g$ is obtained by the below $L^p$ bound on $g - f$ and that $g - f$ has a finite support, with $L^1$ bound on $f$. Denoting $r_{s,t,x} := |\phi_s(\phi_t^{-1}(x)) - \phi_s(s)|$ and recalling from (61) the modulus of continuity for $u_t$ is
\[ L_b(z) := Cz \log(1/z) \Theta(\log(1/z)), \] (74)
we have
\[ |g(\phi_s(\phi_t^{-1}(x)), s)| \leq \|u_t\|_{L^p} L_b(r_{s,t,x})|\mathcal{M}'(r_{s,t,x})| + |f(\phi_s(\phi_t^{-1}(x)), s)|. \] (75)

Note also that our assumption (62) on $L$ guarantees that
\[ z \log(1/z)|\mathcal{M}'(z)| \lesssim 1. \] (76)
This implies $|g(\phi_s(\phi_t^{-1}(x)), s)| \lesssim \Theta(\log(1/r_{s,t,x})) + |f(\phi_s(\phi_t^{-1}(x)), s)|$. Finally, we compute $\|b\|_{L^p}$.
\[
\|b(t)\|_{L^p} \leq \|b_0 \circ \phi_t^{-1}\|_{L^p} + \int_0^t \|\Theta(\log(1/r_{s,t,x}))\|_{L^p} + \|f(s)\|_{L^p} \, ds \\
\leq \|b_0\|_{L^p} + t \|\Theta(\log(1/|\cdot|))\|_{L^p} + \|f\|_{L^1_{L^p}} \] (77)
by volume preservation. Note that for $\Theta(p) = \log_k(p)$ for $k \geq 1$, we have $\|\Theta(\log(1/|\cdot|))\|_{L^p} = \|\log_{k+1}(p)\|_{L^p} = \log_k(p) = \Theta(p)$ by Lemma 1. If $k = 0$ and $\Theta(p) = 1$, then we control the $L^\infty$ norm. Since $\|b_0\|_{L^p} \leq \Theta(p)$ and $\|\Theta(\log(1/|\cdot|))\|_{L^p} \leq \Theta(p)$, the assumption on remainder bounded in a suitable Yudovich space can be bootstrapped and the claim is proved.

We now prove the Lemma to show that the $\log_k$ are in Yudovich classes:

**Lemma 1** For $n \geq 1$, the $L^p$ norms of iterated logarithmic singularities grow as follows:
\[ \| \log_n(\cdot) \|_{L^p} \lesssim \log_{n-1}(p) \] (78)
where $\log_0(p) = p$ by convention.

**Proof** To see this, note first that for all $x \in (0, 1)$, we have that
\[ |\log(x)| \leq nx^{-\frac{1}{n}} \] (79)
for any $n > 0$. This follows simply from the fact that it holds if and only if $y \leq ne^{y/n}$, which can be verified by considering the Taylor expansion of the exponential. This immediately shows that
\[
\| \log(1/|\cdot|) \|_{L^p(B_1(0))}^p = 2\pi \int_0^1 |\log(r)|^p r \, dr \leq 2\pi n^p \int_0^1 r^{1-\frac{p}{n}} \, dr = \frac{2\pi n^{p+1}}{2n - p} \] (80)
provided $2n > p$. The bound is minimized for $n = (1 + p)/2$ so that \( \| \log(1/|\cdot|) \|_{L^p(B_1(0))} \approx p \) as $p \to \infty$. Next we consider $\log \log$. Since if $x \in (0, e^{-1})$, then $1/\log(x) \in (0, 1)$, we have

$$| \log | \log(x) || \leq | \log n | \left( \frac{1}{| \log x |} \right)^{-\frac{1}{\log n}} = | \log n | | \log x | \frac{1}{\log n} \leq e | \log n | x^{-\frac{1}{\log n}} \log n$$

where we used the identity $n^{1/\log n} = e$. Now, for $x \in (0, 1)$, using that $n \log(n) > n - 1$ we have $x^{-\frac{1}{n | \log n |}} \leq x^{-\frac{1}{n - 1}}$. Therefore, by performing similar calculation as above, we have

$$\| \log | \log(\cdot) ||_{L^p(B_1(0))} \lesssim | \log n | \left( \frac{n - 1}{2(n - 1) - p} \right)^{\frac{1}{p}}$$

and by choosing $n = p$, we have an upper bound

$$\| \log | \log(\cdot) ||_{L^p} \lesssim \log p. \quad (81)$$

Now for the triple log, we have

$$| \log | \log | \log(x) || \leq | \log_2 n | | \log_2 x | \frac{1}{| \log_2 n |} \leq e | \log_2 n | | \log_2 n | x^{-\frac{1}{n | \log n |}} \log n$$

using $\log(n) \frac{1}{\log_2 n} = e$. Now, for $x \in (0, 1)$, using that $n \log(n) \log_2(n) > n - 1$ for $n$ sufficiently large, we have $x^{-\frac{1}{n | \log n |}} \log_2 n \leq x^{-\frac{1}{n - 1}}$. Thus

$$\| \log | \log | \log(\cdot) ||_{L^p} \lesssim \log_2 p. \quad (82)$$

The pattern is straightforward to continue. \( \square \)

**Remark 5** (Breakdown of $\log_2 (1/|x|) \log_3 (1/|x|)$ vortices?) In the proof of Theorem 3, the $\log_2$ vortex appears to be critical in the sense that we do not expect slightly more singular vortices to propagate with bounded remainders. Indeed, note that the vortex were any more singular, then (76) would be slowly diverging with $z$ and the integral in the remainder may be divergent. To have a specific example, consider data of the form

$$\omega_0(x) = \log_2 (1/|x|) \log_3 (1/|x|) + b_0(x) \quad (83)$$

with $b_0 \in Y_{\log_4(p)}$ for some $k \geq 0$ as in Theorem 3. Note first that $\log_2 (1/|x|) \in Y_{\Theta}$ for $\Theta(p) := \log(p) \log_2(p)$. Indeed, since $\| fg \|_{L^p} \leq \| f \|_{L^{2p}} \| g \|_{L^{2p}}$,

$$\| \log_2(\cdot) \log_3(\cdot) \|_{L^p} \leq \| \log_2(\cdot) \|_{L^{2p}} \| \log_3(\cdot) \|_{L^{2p}} \lesssim \log(2p) \log_2(2p), \quad (84)$$
by Lemma 1. As such, according to Yudovich’s theory [25], there exists a global unique weak solution of 2D Euler living in the space $Y_{\Theta}$. In this case, (76) becomes

$$ z \log (1/z)|M'(z)| = 1 + \log_3(1/z) \leq 2 \log_3(1/z), $$

(85)

so that in the remainder estimate (77) we must compute

$$ \| \log_3(1/|\cdot|)\Theta(\log(1/|\cdot|))\|_{L^p} = \| \log_3(1/|\cdot|)\log_k(1/|\cdot|)\|_{L^p}$$

(86)

By Lemma 1, this is bounded by

$$ \| \log_3(1/|\cdot|)\log_k(1/|\cdot|)\|_{L^p} \leq \| \log_3(1/|\cdot|)\|_{L^2p} \| \log_k(1/|\cdot|)\|_{L^2p} \leq \log_2(p) \log_k(p). $$

(87)

Thus, we cannot conclude that $b(t) \in Y_{\log_k(p)}$ as we did Theorem 3 since we lose an extra factor of $\log_2(p)$ in the above estimate.

One may try to come up with counter examples for propagation. For example, take $b_0 \in L^\infty$ (i.e. $b_0 \in Y_{\log_k(p)}$ with $k = 0$) to be the Bahouri-Chemin vorticity field:

$$ b_0(x_1, x_2) = \text{sgn}(x_1)\text{sgn}(x_2). $$

(88)

It would be very interesting to show that this type of singularity does not propagate, i.e. that the solution does not take the form

$$ \omega(x, t) \neq \log_2(1/|x - \phi_s(t)|) \log_3(1/|x - \phi_s(t)|) + b(x, t) $$

(89)

with a bounded $b(x, t)$. This is indeed true at the linear level, since the Bahouri-Chemin vortex (88) generates a log-Lipshitz flow with double exponential attraction and repulsion on the coordinate axes. The result then follows by the result of Sect. 1.1. The difficulty is that there is a stabilizing effect of the nonlinearity where the radial vortex mixes the background and, in doing so, weakens the stretching effects of the hyperbolic background. This gives hope that there could be some “supercritical” uniqueness results for radial vortices with sufficiently strong singularities (perhaps even logarithmically divergent vorticity). However, we believe that (83) is too weak for this effect to kick in and, as such, this singular structure should breakdown immediately.

We finish this section by noting that one can also propagate any number of these log log vortices as a system akin to that of vortex-wave [18]. Relative to the vortex-wave system, the system involving log log vortices has the advantage of being a true (weak) solution of the Euler equations. On the other hand, the log log solutions general non-trivial background velocities over time. Specifically, stating the result for bounded perturbations for simplicity, we have

**Theorem 4** (propagation of singularities for 2D Euler) Let $b_0 \in L^\infty(\mathbb{R}^2) \cap L^1(\mathbb{R}^2)$ and $L$ and $M$ be as in Theorem 3. Let $N \in \mathbb{N}$ and $\{\gamma_i\}_{i=1}^N$ with $\gamma_i \in \mathbb{R}$ and $\{x_i\}_{i=1}^N$ with $x_i \in \mathbb{R}^2$ be given. Consider initial data of the form

$$ \omega(x, t) \neq \log_2(1/|x - \phi_s(t)|) \log_3(1/|x - \phi_s(t)|) + b(x, t) $$

(89)
\[
\omega_0(x) = \sum_{i=1}^{N} \gamma_i \mathcal{M}(|x - x_0^i|) + b_0(x),
\]

(90)

Then, the unique weak solution \( \omega(t) \) of 2D Euler emanating from \( \omega_0 \) takes the following form: there exists a scalar function \( b \in L^\infty_{ic}(\mathbb{R}; L^\infty(\mathbb{R}^2) \cap L^1(\mathbb{R}^2)) \) and a collection of maps \( \phi_i(t) : \mathbb{R} \to \mathbb{R}^2 \) for \( i = 1, \ldots, N \) such that

\[
\omega(x, t) = \sum_{i=1}^{N} \gamma_i \mathcal{M}(|x - \phi_i(t)|) + b(x, t)
\]

(91)

where the each \( \phi_j \) corresponds to the Lagrangian flow of the velocity field excluding self-interaction

\[
\frac{d}{dt} \phi_j(t) = K \left[ \sum_{i \neq j} \gamma_i \mathcal{M}(|x - \phi_i(t)|) + b(x, t) \right] \circ \phi_j(t), \quad \phi_j(0) = x_j,
\]

(92)

where \( K = \nabla \perp \Delta^{-1} \) is the Biot-Savart law. Thus, the singularities propagate over time and, to leading order, interact with each other up to a bounded correction.

**Proof** The proof is same as before (we set \( f = 0 \) for simplicity, the same proof works with non-trivial forcing): again we let \( b(x, t) = \omega(x, t) - \sum_{i=1}^{N} \gamma_i \mathcal{M}(|x - \phi_i(t)|) \) and estimate the evolution equation of \( b \). For simplicity, we denote

\[
\omega_i := \gamma_i \mathcal{M}(|x - \phi_i(t)|), \quad u_i := K[\omega_i], \quad u_b := K[b].
\]

(93)

Since \( u_i \cdot \nabla \omega_i = 0 \) by the radial nature of \( \omega_i \), we have

\[
(\partial_t + u \cdot \nabla)b = -\sum_{i=1}^{N} (\partial_t + \left( u_b + \sum_{j \neq i} u_j \right)) \cdot \nabla)\omega_i
\]

\[
= -\sum_{i=1}^{N} \gamma_i \mathcal{M}'(|x - \phi_i(t)|) \frac{(x - \phi_i(t))}{|x - \phi_i(t)|} \cdot \left( -\frac{d}{dt} \phi_i(t) \right)
\]

\[
+ \gamma_i \mathcal{M}'(|x - \phi_i(t)|) \frac{(x - \phi_i(t))}{|x - \phi_i(t)|} \cdot \left( u_b + \sum_{j \neq i} u_j \right)
\]

\[
= \sum_{i=1}^{N} \gamma_i \frac{1}{L(|x - \phi_i(t)|)} \frac{(x - \phi_i(t))}{|x - \phi_i(t)|} \cdot \left( \sum_{j \neq i} u_j(\phi_i(t), t) - u_j(x, t) \right)
\]

\[
+ u_b(\phi_i(t), t) - u_b(x, t)
\]

\[= g(x, t).\]
We have the following bound on the forcing $g$ of the perturbation $b$:

$$|g(x, t)| \leq \sum_{i=1}^{N} \gamma_i \|K [\mathcal{M}(\cdot |)]\|_{L}$$

$$+ \sum_{i=1}^{N} \gamma_i \|b\|_{L^1 \cap L^\infty} \frac{|x - \phi_i(t)| \log(1/|x - \phi_i(t)|)}{L(|x - \phi_i(t)|)} \leq C \sum_{i=1}^{N} (1 + \|b\|_{L^1 \cap L^\infty}).$$

Again, $b$ is represented as (72), and by the same argument as that of Theorem 3, we have $\|b(t)\|_{L^1} \leq C + \|b_0\|_{L^1}$ for some explicit $C > 0$ and thus we once again obtain

$$\|b(t)\|_{L^\infty} \leq \|b_0\|_{L^\infty} + t(C + \|b_0\|_{L^1}) + C \int_0^t \|b(s)\|_{L^\infty} ds. \quad (94)$$

By Gronwall’s inequality, $b$ is bounded for any finite time $t \in \mathbb{R}$.

**Remark 6** Having established this result, there are a number of interesting dynamical questions that could be asked. For example, under what conditions do singular points remain in a fixed compact set of space for all time? This is related to the problem of whether vorticity which is initially compactly supported and nonnegative can have unbounded support as $t \to \infty$.

### 2.2 Singularities determine the solution in the DiPerna-Majda class

It is well known from the work of DiPerna and Majda [12] that there exist global weak solutions in the class $\omega_0 \in L^p$ for $p \geq 1$, but these are not known to be unique. In fact, if a non-autonomous force is included, Vishik proved non-uniqueness in this class for all $p \in [1, \infty)$ [23, 24] (see also [1]).

In this section, we prove three results which pertain to weak solutions in this class. First, Theorem 5 tells that, in a sense, the behavior of the singular structure determines the solution uniquely, provided $p \geq 2$. More precisely, if $u_1$ has a singular set and one considers all $u_2$ having the same singular set (in the sense that their difference is Gevrey regular)—there is a unique evolution within that class. See Sect. 5 of [14] for additional discussion. The second result, Theorem 6, considers initial data with a confined singular set and establishes the propagation of smoothness outside the domain of influence of the singularities (a set which can be confined to an expanding ball) for weak solutions arising by smooth approximations of the data. The third result, Theorem 7, bounds the possible deviation among non-unique weak solutions emanating from initial data with confined singular sets.

**Theorem 5** Let $u_1, u_2 \in C([0, T); W^{1, p}(\mathbb{R}^2))$ be two weak solutions to 2D Euler. Assume

$$\sup_{t \in [0, T]} \|u_1(t, \cdot) - u_2(t, \cdot)\|_{G^{\lambda, s}} < \infty, \quad \text{for some} \quad \lambda_s > 0 \quad \text{where} \quad s = 2/p. \quad (95)$$
where $G^{\lambda,s}$ is the Gevrey space of index $s$ with radius $\lambda > 0$. Then
\[
\|u_1(t) - u_2(t)\|_{L^2} \leq \|u_1(0) - u_2(0)\|e^{-K_s\|\nabla u_1\|_{L^p}},
\]
where $K_s$ depends on the Gevrey norm of $u_1 - u_2$.

**Proof** First note, by a simple energy estimate and the Sobolev embedding theorem,
\[
\frac{1}{2} \frac{d}{dt} \|u_1 - u_2\|_{L^2}^2 \leq \int |u_1 - u_2|^2 |\nabla u_1| \, dx \\
\leq \|u_1 - u_2\|_{L^2}^2 \|\nabla u_1\|_{L^p} \leq C \|u_1 - u_2\|_{H^{1/p}}^2 \|\nabla u_1\|_{L^p} \\
\leq C \left( \|u_1 - u_2\|_{L^2}^2 + \|u_1 - u_2\|_{H^{1/p}}^2 \right) \|\nabla u_1\|_{L^p},
\]
where $\frac{1}{p} + \frac{1}{p^*} = 1$. Now observe that $\|f\|_{H^s}^2 = \int_{\mathbb{R}^2} |\xi|^{2s} \hat{f}(\xi) \hat{f}(\xi) \, d\xi \leq \|f\|_{H^s} \|f\|_{L^2}$ for all $s$. Iterating, we see that $\|f\|_{H^s}^2 \leq (\|f\|_{H^s} \|f\|_{L^2})^{1/2} \|f\|_{L^2}$, etc so that
\[
\|f\|_{H^s} \leq \|f\|_{H^{1/2}}^{1/2} \|f\|_{L^2}^{1/2}.
\]
Applying this to $\|u_1 - u_2\|_{H^{1/p}}$, we see that
\[
\|u_1 - u_2\|_{H^{1/p}}^2 \leq \|u_1 - u_2\|_{H^{2/k}} \|u_1 - u_2\|_{L^2}^{2-\frac{2}{k}}.
\]
Now assume that $\|u_1 - u_2\|_{H^s} \leq C_s^{\sigma+1} s^{\sigma \eta}$ for all $\sigma \geq 0$ and some $\eta \geq 0$ (note that $\eta = \frac{1}{s}$ in the Gevrey index and the constant $C_s := C_s(\lambda_s)$, the Gevrey radius in the notation of the theorem statement). This assumption will result in the difference being either analytic or in some Gevrey space (depending on if $\eta = 1$ or $\eta > 1$ respectively). We get
\[
\|u_1 - u_2\|_{H^{1/p}}^2 \leq \left(C_s^{\frac{2k}{\sigma}+1} \left(\frac{2k}{p} \right)^{\frac{2k}{\sigma} \eta} \right) \|u_1 - u_2\|_{L^2}^{2-\frac{2}{k}} \\
\leq C_s^{\frac{2k}{\sigma}+1} \left(\frac{2k}{p} \right)^{\frac{2n}{\sigma} \eta} \|u_1 - u_2\|_{L^2}^{2-\frac{2}{k}} \leq \frac{1}{\|u_1 - u_2\|_{L^2}^{2-\frac{2}{k}}}.
\]

\[1\] The Gevrey-$\frac{1}{p}$ norm is defined for any radius $\lambda > 0$ by $\|f\|_{G^{\lambda,s}} = \int_{\mathbb{R}^2} e^{2\lambda |k_1, k_2|^s} |\hat{f}(k_1, k_2)|^2 \, dk_1 \, dk_2$ where $\hat{f}(k_1, k_2)$ is the Fourier transform of $f$ at frequency $k = (k_1, k_2)$. 

\[\text{Springer}\]
If \( \|u_1 - u_2\|_{L^2} > 1 \), by choosing \( k = 1 \), we have

\[
\|u_1 - u_2\|_{H^{1/p}} \leq K_\ast \|u_1 - u_2\|_{L^2} \tag{100}
\]

for some constant \( K_\ast \). For \( \|u_1 - u_2\| \leq 1 \), choose \( k \) so that

\[
\log \frac{1}{\|u_1 - u_2\|_{L^2}} \leq 2^k \leq 4 \log \frac{1}{\|u_1 - u_2\|_{L^2}}. \tag{101}
\]

Then

\[
\|u_1 - u_2\|_{H^{1/p}}^2 \leq C_\ast \left( \frac{4}{p} \right)^{2n/p} e^2 \|u_1 - u_2\|_{L^2}^2 \left[ \log \left( \frac{1}{\|u_1 - u_2\|_{L^2}} \right) \right]^{2n/p}. \tag{102}
\]

In conclusion

\[
\frac{1}{2} \frac{d}{dt} \|u_1 - u_2\|_{L^2}^2 \leq K_\ast \|\nabla u_1\|_{L^p} \|u_1 - u_2\|_{L^2}^2 \\
\left( 1 + \left( \log \left( \frac{1}{\|u_1 - u_2\|_{L^2}} \right) \right)_{+}^{2n/p} \right),
\]

where \((f)_+\) denotes the positive part of \(f\). Now we see that if \( \eta \leq \frac{p}{2} \), we have

\[
\frac{d}{dt} \|u_1 - u_2\|_{L^2} \leq K_\ast \|\nabla u_1\|_{L^p} \|u_1 - u_2\|_{L^2} \left( 1 + \left( \log \left( \frac{1}{\|u_1 - u_2\|_{L^2}} \right) \right)_+ \right), \tag{102}
\]

and applying Osgood’s lemma, we end up with the claimed bound. Note that \( \eta = 1 \) corresponds to analytic perturbations and \( \eta > 1 \) corresponds to Gevrey perturbations.

Next, we show that then any limit of regularized solutions will be smooth outside of a growing ball. In particular, possible non-uniqueness can only come from inside that ball.

**Theorem 6** Let \( \omega_0 \in (L^1 \cap L^p)(\mathbb{R}^2) \cap C^k(\mathbb{R}^2 \setminus \{0\}) \) for \( p > 2 \) and \( k \geq 1 \). Consider a family \( \omega^\varepsilon \in C^\infty \) of 2D Euler solutions from regularized data \( \omega^\varepsilon_0 \in C^\infty \) with \( C^k \) norms bounded away from \( B_\delta(0) \) uniformly in \( \varepsilon \) for any \( \delta > 0 \). Let \( \omega^\ast \) be any subsequential limit in \( L^2 \) of \( \omega^\varepsilon \) as \( \varepsilon \to 0 \). Then, \( \omega^\ast \) is a weak solution to the 2D Euler equation that is \( C^k \) outside of \( B_{C(\delta + t)}(0) \) for some \( C > 0 \).

**Proof** We gradually increase the regularity of \( \omega \), from \( L^\infty \) to \( C^k \) outside a ball \( B_{C(\delta + t)}(0) \). From the above, there exists \( C_1 \) such that \( \|u^\varepsilon\|_{L^\infty} \leq C_1 \) and \( \omega^\varepsilon \in L^\infty(\mathbb{R}^2 \setminus B_{C(\delta + t)}(0)) \). Next, we note that if \( x, y \in \mathbb{R}^2 \setminus B_{2(C(\delta + t))}(0) \) with \( |x - y| < \delta/2 \), then
\[
\left| \nabla^\perp \Delta^{-1}(\omega^\varepsilon \chi_{B_{C_1 t^2}(0)})(x) - \nabla^\perp \Delta^{-1}(\omega^\varepsilon \chi_{B_{C_1 t^2}(0)})(y) \right|
\]
\[
= \left| (x - y) \cdot \int_0^1 \int_0^1 \nabla_z \left( \frac{z^\perp}{|z|^2} \right) z=x+(1-\lambda)y-w \omega^\varepsilon \chi_{B_{C_1 t^2}(0)}(w) d\lambda dw \right|
\]
\[
\lesssim |x - y| C_{\delta,p} \|\omega^\varepsilon\|_{L^p}, \quad (103)
\]

and we know that \(\nabla^\perp \Delta^{-1}\omega^\varepsilon \chi_{B_{C_1 t^2}(0)}\) is log-Lipschitz (it is a consequence of Biot-Savart law: see (7.6) of \[3\], for example.) thus \(u^\varepsilon\) is log-Lipschitz in \(\mathbb{R}^2 \setminus B_{3(C_1 t^2)}\).

Since \(\omega^\varepsilon(t) = \omega_0^\varepsilon \circ \Phi_t^{-1}\), where \(\Phi_t^{-1}\) is the flow generated by \(u^\varepsilon\), and \(\omega_0^\varepsilon \in C^k(\mathbb{R}^2 \setminus B_\delta(0))\) uniformly, we see that \(\omega^\varepsilon(t) \in C^{\alpha(t)}(\mathbb{R}^2 \setminus B_{4(C_1 t^2)}(0))\) uniformly (this can be done using a losing estimate: given a transport equation with Holder continuous initial data, if the advecting velocity field has a regularity which is worse than Lipschitz, then the regularity of the advected scalar deteriorates over time: for log-Lipschitz velocity, the scalar remains Holder continuous, but with a decaying exponents. See for example Sect. 3.3 of \[3\].) Therefore, \(u^\varepsilon(t) \in \operatorname{Lip}(\mathbb{R}^2 \setminus B_{5(C_1 t^2)}(0))\) uniformly. From here, again from \(\omega^\varepsilon(t) = \omega_0^\varepsilon \circ \Phi_t^{-1}\), we have \(\omega^\varepsilon(t) \in C^1(\mathbb{R}^2 \setminus B_{6(C_1 t^2)})\). For higher regularity of \(\omega^\varepsilon\), we note that \(\partial_x^j \omega^\varepsilon\) can be written as
\[
\partial_x^j \omega^\varepsilon(t) = F_k(\{\partial_x^j \omega_0 \circ \Phi_t^{-1}\}_{j \leq k}, \{\partial_x^j \Phi_t^{-1}\}_{j \leq k}), \quad (104)
\]
for some polynomial \(F_k\) and by the chain rule,
\[
\nabla_x \Phi_t^{-1} = \left( (\nabla_\alpha \Phi_t) \circ \Phi_t^{-1} \right)^{-1} = L((\nabla_\alpha \Phi_t) \circ \Phi_t^{-1}) \quad (105)
\]
for some linear function \(L\), due to the incompressibility. Here \(\alpha\) is the Lagrangian marker variable: \(\omega_0^\varepsilon = \omega_0^\varepsilon(\alpha)\). Therefore, we can express \(\partial_x^j \omega^\varepsilon(t)\) as a polynomial of \(\{\partial_x^j \omega_0 \circ \Phi_t^{-1}\}_{j \leq k}\) and \(\{\partial_x^j \Phi_t \circ \Phi_t^{-1}\}_{j \leq k}\). Then we can immediately improve the regularity of \(\omega^\varepsilon\) to \(C^2\): since \(\omega^\varepsilon \in C^1(\mathbb{R}^2 \setminus B_{6(C_1 t^2)})\), by Biot-Savart law, \(u^\varepsilon \in C^{1,\alpha}(\mathbb{R}^2 \setminus B_{3(C_1 t^2)})\): in fact \(\nabla u^\varepsilon\) is log-Lipschitz there. Then \(\partial_x \omega_0^\varepsilon \circ \Phi_t^{-1}\) and \(\partial_x \Phi_t \circ \Phi_t^{-1}\) are \(C^\alpha\) in \(\mathbb{R}^2 \setminus B_{9(C_1 t^2)}\), and thus \(\omega^\varepsilon \in C^{1,\alpha}(\mathbb{R}^2 \setminus B_{9(C_1 t^2)})\), and thus \(u^\varepsilon \in C^2(\mathbb{R}^2 \setminus B_{10(C_1 t^2)})\). One can repeat this to obtain \(C^k\) regularity for \(\omega^\varepsilon\) for \(\mathbb{R}^2 \setminus B_{k(C_1 t^2 + \delta)}\). That \(\omega_\varepsilon\) is a weak solution follows from a standard compactness argument. \hfill \Box

Finally, we finish with a result which quantifies the effect that non-uniqueness emanating from a localized singularity can have in the exterior. In the following, let \(\chi_\varepsilon\) be a smooth, nonnegative, radially decreasing \([0, 1]\)-valued function such that \(\chi_\varepsilon(x)\) is 1 for \(|x| \leq r\) and 0 for \(|x| \geq r + 1\).

**Theorem 7** Let \(\omega_0 \in L^p\) for \(p > 2\). Suppose that \(\{\omega_0^\varepsilon\}_{\varepsilon > 0} \subset C^\infty(\mathbb{R}^2)\) satisfying
1. \(\omega_0^\varepsilon \to \omega_0\) in \(L^p\) for some \(p > 2\) as \(\varepsilon \to 0\),
2. \(\{\omega_0^\varepsilon(1 - \chi_\varepsilon)\}_{\varepsilon > 0}\) is uniformly bounded in \(L^1 \cap C^1\).

Let \(\varepsilon_1, \varepsilon_2 > 0\), \(\omega^\varepsilon\) be the resulting Euler solution and
\[
\mathcal{E}_\varepsilon(\varepsilon_1, \varepsilon_2, t) = C \|\omega^\varepsilon_1(t, \cdot) - \omega^\varepsilon_2(t, \cdot)\|_{L^q(B_{2(C_1 t^2 + \varepsilon)^3}(0))}, \quad (106)
\]
where $C_*$ represents the uniform $L^\infty$ bound on $|u^\varepsilon(t)|_{\varepsilon > 0}$ for all time, depending only on $\sup_{\varepsilon} \{\omega_0^{\varepsilon}\} |L^p, p > 2$. Then for each $t > 0, \varepsilon_1, \varepsilon_2 > 0$ and $x \in \mathbb{R}^2 \setminus B(2C_{*}+2)t+3(0)$, we have

$$|\omega^{\varepsilon_1}(x, t) - \omega^{\varepsilon_2}(x, t)| \leq C \sum_{j=1}^{2} \|(\omega_0^{\varepsilon_j} - \omega_0)(1 - \chi_1)\|_{L^\infty} + e^{tC_*} \bigg( t \sum_{j=1}^{2} \|\omega_0^{\varepsilon_j} - \omega_0\|_{L^p} + \int_{0}^{t} E_\varepsilon(\varepsilon_1, \varepsilon_2, s)ds \bigg).$$

For $x \in \mathbb{R}^2 \setminus B(3C_{*}+1)t+4(0)$ (slightly further away, i.e. $\mathbb{R}^2 \setminus B(3C_{*}+1)t+4(0) \subset \mathbb{R}^2 \setminus B(2C_{*}+2)t+3(0)$), we have

$$|\omega^{\varepsilon_1}(x, t) - \omega^{\varepsilon_2}(x, t)| \leq C \sum_{j=1}^{2} \|(\omega_0^{\varepsilon_j} - \omega_0)(1 - \chi_1)\|_{L^\infty} + e^{tC_*} \bigg( t \sum_{j=1}^{2} \|\omega_0^{\varepsilon_j} - \omega_0\|_{L^p} + \frac{1}{|x| - (3C_{*} + 2)t - 3} \int_{0}^{t} E_\varepsilon(\varepsilon_1, \varepsilon_2, s)ds \bigg).$$

Remark 7 The above theorem implies that $L^1_t L^p_x$ convergence of $\omega^\varepsilon(s)$ in region $B(2C_{*}+2)t+3(0)$ determines uniform convergence outside $B(2C_{*}+2)t+3(0)$. Also, if $x$ is sufficiently far away from $3C_{*}t$-ball, the effect of nonuniqueness inside the $2C_{*}t$-ball is small.

Remark 8 A similar result holds provided that $\omega_0^\varepsilon$ has a uniform modulus of continuity in $B_1(0)^c$.

Proof We show estimate for difference of flows: we start from that if $x \in \mathbb{R}^2 \setminus B(2C_{*}+2)t+3(0)$, then for $s \in [0, t]$ and any $\varepsilon > 0$,

$$X_s^{\varepsilon_1}(x) \in \mathbb{R}^2 \setminus B(C_{*}+1)s+3/2(0).$$

(107)

In particular, $X_s^{\varepsilon_1}(x)$ and $X_s^{\varepsilon_2}(x)$ belong to the region where $u^{\varepsilon_2}(s)$ is Lipschitz. Now we write

$$\frac{d}{dt} (X_t^{\varepsilon_1}(x) - X_t^{\varepsilon_2}(x)) = u^{\varepsilon_1}(X_t^{\varepsilon_1}(x), t) - u^{\varepsilon_2}(X_t^{\varepsilon_2}(x), t) = (u^{\varepsilon_1} - u^{\varepsilon_2})(X_t^{\varepsilon_1}(x), t) + (u^{\varepsilon_2}(X_t^{\varepsilon_1}(x), t) - u^{\varepsilon_2}(X_t^{\varepsilon_2}(x), t)),
$$

$$|X_t^{\varepsilon_1}(x) - X_t^{\varepsilon_2}(x)| \leq \int_{0}^{t} |(u^{\varepsilon_1} - u^{\varepsilon_2})(X_s^{\varepsilon_1}(x), s)|ds + \int_{0}^{t} C_*(|X_s^{\varepsilon_1}(x) - X_s^{\varepsilon_2}(x)|)ds,$$
where \( C_s' \) is the Lipschitz constant for \( u^\varepsilon \). Denoting \( A_t = X_t^{-1} \) and invoking Biot-Savart’s law, we have

\[
(u^\varepsilon_1 - u^\varepsilon_2)(X_s^\varepsilon_1(x), s) = \int_{\mathbb{R}^2} \frac{(X_s^\varepsilon_1(x) - y)^\perp}{|X_s^\varepsilon_1(x) - y|^2} (\omega_0^\varepsilon_1 - \omega_0^\varepsilon_2)(A_s^\varepsilon_1(y)) dy
\]

\[
+ \int_{\mathbb{R}^2} \frac{(X_s^\varepsilon_1(x) - y)^\perp}{|X_s^\varepsilon_1(x) - y|^2} (\omega_0^\varepsilon_2(A_s^\varepsilon_1(y)) - \omega_0^\varepsilon_2(A_s^\varepsilon_2(y))) dy =: I_1 + I_2.
\]

(108)

We notice that for \( p > 2 \),

\[
|I_1| \leq C \|\omega_0^\varepsilon_1 - \omega_0^\varepsilon_2\|_{L^p}.
\]

(109)

Since \( \omega_0^\varepsilon_2 \to \omega_0 \) in \( L^p \), \( p > 2 \), \( I_2 \) is controlled by

\[
I_2 \leq C \|\omega_0^\varepsilon_2 - \omega_0\|_{L^p} + I_2',
\]

(110)

where \( I_2' \) is

\[
I_2' = \left( \int_{|y| \leq (2C_s^* + 2)s + 3} + \int_{|y| > (2C_s^* + 2)s + 3} \right) \frac{(X_s^\varepsilon_1(x) - y)^\perp}{|X_s^\varepsilon_1(x) - y|^2} (\omega_0(A_s^\varepsilon_1(y)) - \omega_0(A_s^\varepsilon_2(y))) dy.
\]

(111)

The second integral above can be controlled by

\[
C \sup_{y \in \mathbb{R}^2 \setminus B(2C_s^* + 2)s + 3(0)} |X_s^\varepsilon_1(y) - X_s^\varepsilon_2(y)| \|\nabla(\omega_0(1 - \chi_1))\|_{L^p}
\]

\[
= \sup_{y \in \mathbb{R}^2 \setminus B(2C_s^* + 2)s + 3(0)} |X_s^\varepsilon_1(y) - X_s^\varepsilon_2(y)| C_{***}
\]

for \( p > 2 \), using the characterization of \( W^{1,p} \) space \(|f(x) - f(y)| \leq (M \nabla f(x) + M \nabla f(y))|x - y|\); one can refer to [26], [27] and references therein for example) and that \( X_s^\varepsilon_2(y) \in \mathbb{R}^2 \setminus B_1(0) \) for \(|y| > (2C_s^* + 2)s + 3\). The first integral is controlled by \( \mathcal{E}_p(\varepsilon_1, \varepsilon_2, s) \). If \(|x| > 3(C_s^* + 1)t + 4\), we have a better control: the first integral is controlled by

\[
\frac{1}{|x| - (3C_s^* + 2)s - 3} \mathcal{E}_1(\varepsilon_1, \varepsilon_2, s).
\]

(112)

Therefore, if we let

\[
\rho(\varepsilon_1, \varepsilon_2, t) = \sup_{x \in \mathbb{R}^2 \setminus B(2C_s^* + 2)t + 3(0)} |X_t^\varepsilon_1(x) - X_t^\varepsilon_2(x)|,
\]

(113)
we have
\[
\rho(\varepsilon_1, \varepsilon_2, t) \leq Ct(\|\omega_0^{\varepsilon_1} - \omega_0\|_{L^p} + \|\omega_0^{\varepsilon_2} - \omega_0\|_{L^p})
+ \int_0^t \mathcal{E}_p(\varepsilon_1, \varepsilon_2, s)ds + \int_0^t (C_{***} + C'_*) \rho(\varepsilon_1, \varepsilon_2, s)ds.
\]
Then, by Gronwall’s lemma, we have
\[
\rho(\varepsilon_1, \varepsilon_2, t) \leq e^{(C'_* + C_{***})t} \left( Ct \sum_{j=1}^2 \|\omega_0^{\varepsilon_j} - \omega_0\|_{L^p} + \int_0^t \mathcal{E}_p(\varepsilon_1, \varepsilon_2, s)ds \right).
\]

Moreover, if \( |x| > 3(C_* + 1)t + 4 \), we have
\[
|X_t^{\varepsilon_1}(x) - X_t^{\varepsilon_2}(x)| \leq e^{(C'_* + C_{***})t} \left( Ct \sum_{j=1}^2 \|\omega_0^{\varepsilon_j} - \omega_0\|_{L^p}
+ \frac{1}{|x| - (3C_* + 2)t - 3} \int_0^t \mathcal{E}_1(\varepsilon_1, \varepsilon_2, s)ds \right).
\]

In particular, for any \( \varepsilon > 0 \) and \( x \in \mathbb{R}^2 \setminus B(2C_* + 2)t + 3(0) \), we see that \( \omega_0^{\varepsilon_1} \chi_1^{\varepsilon} \circ X_t^{\varepsilon_1}(x) = 0 \). Thus, if
\[
\sup_{\varepsilon} \|\nabla(\omega_0^{\varepsilon}(1 - \chi_1))\|_{L^\infty} \leq C''_* < \infty,
\]
then
\[
\omega_t^{\varepsilon_1}(x, t) - \omega_t^{\varepsilon_2}(x, t) = \omega_0^{\varepsilon_1}(1 - \chi_1) \circ A_t^{\varepsilon_1}(x) - \omega_0^{\varepsilon_2}(1 - \chi_1) \circ A_t^{\varepsilon_2}(x)
= (\omega_0^{\varepsilon_1} - \omega_0^{\varepsilon_2})(1 - \chi_1) \circ A_t^{\varepsilon_1}(x)
+ (\omega_0^{\varepsilon_2}(1 - \chi_1) \circ A_t^{\varepsilon_1}(x) - \omega_0^{\varepsilon_2}(1 - \chi_1) \circ A_t^{\varepsilon_2}(x)),
\]
\[
|\omega_t^{\varepsilon_1}(x, t) - \omega_t^{\varepsilon_2}(x, t)| \leq \|(\omega_t^{\varepsilon_1} - \omega_t^{\varepsilon_2})(1 - \chi_1)\|_{L^\infty} + |X_t^{\varepsilon_1}(x) - X_t^{\varepsilon_2}(x)|C''_*.
\]
Applying the above estimate for \( |X_t^{\varepsilon_1}(x) - X_t^{\varepsilon_2}(x)| \) gives the desired conclusion. 
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