Will new definitions of emotion recognition and biometric data hamper the objectives of the proposed AI Act?
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Abstract—The paper explains how the definition of biometric data copied from the GDPR may hamper the regulation of emotion recognition—as defined in the proposed AI Act. A replicated definition of biometric data is suitable for biometric systems, but not emotion recognition technologies. It is because, under the proposed AI Act, an emotion recognition system is understood as such if it processes biometric data—as defined in the GDPR. But the definition from the GDPR does not encompass all biometric data, which are technically biometric data and are processed in the emotion recognition systems. Also, in the proposed AI Act the definition of emotion recognition does not recognize emotion recognition systems not relying on biometric data processing. That is why the obligation in the proposed AI Act for users to inform natural persons about their exposure to the emotion recognition system is unapplicable in the majority of cases. The flawed definition may also put at risk the proposed AI Act-based assessment of whether AI systems should be prohibited. Therefore, a new definition of emotion recognition and biometric data is needed.
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I. INTRODUCTION

The proposed Artificial Intelligence Act (AI Act) is the first legislative attempt to comprehensively regulate AI systems [1]. Presented recently by the European Commission it is an important part of building a new EU digital constitutionalism [2]—a broad effort to address the challenges of digitalization. The goal of the proposed AI Act is i.a. to safeguard the trustworthiness of AI systems by ensuring their deployment is aligned with the values enshrined in the Charter of the Fundamental Rights of the EU [3]. The proposal is the effect of an EU-wide effort and was preceded by the work of High Group on AI, which culminated in the White Paper on AI [3]. Based on experience with enacting i.e. GDPR [4] it will be some time until the implementation of the new regulation (it took GDPR 6 years from the first draft to come into force). Still, once enacted the AI Act will impact the fate of AI systems development in the EU for the next decades.

The scope of the proposed AI Act encompasses AI applications such as machine learning, logical, statistical, and knowledge-based approaches [5]. It categorizes AI applications according to their purpose [6] and according to the risks posed to fundamental rights. The proposed AI Act prohibits or limits AI practices considered too risky, such as remote biometric identification or harmful manipulation of a natural person’s behaviour [7]. The proposed AI Act introduces numerous compliance and due diligence requirements for high-risk AI systems [8].

One of the new requirements is the transparency obligation for emotion recognition systems using biometric data. Unless it is obvious from the context, users of AI emotion recognition systems are obliged to notify natural persons that they are interacting or are exposed to the workings of such a system [9]. This is a much-needed change. However, this obligation can prove ineffective as it may be bypassed if left in its current form. It is due to a faulty definition of emotion recognition, which relies on the definition of biometric data from GDPR for AI applications to be classified as emotion recognition. Definition of biometric data replicated to the proposed AI Act is not suitable for AI systems—especially for emotion recognition, because it will leave most of the systems recognizing emotions out of the scope of the definition of emotion recognition.

II. WHY REGULATE EMOTION RECOGNITION

Emotion recognition is an interdisciplinary research field, encompassing i.e. psychology, cognitive science, and computer science. Its goal is to enable computers to understand human emotions and affects, to act accordingly [10]. Emotion recognition is divided into fields of affective computing—mainly related to speech, video, and image processing and real-time analysis, and sentiment analysis—mainly related to longer-term opinions forming analysis, through natural language processing and describing what content is emotional [10]. Affective computing and sentiment analysis describe computational approaches to the detection of emotions and deliberate induction of affect. They are crucial fields to AI development [11].

An example emotion recognition system could be embedded in an automated facial recognition system (AFRS), detecting face, extracting needed features, and classifying a natural person according to his or her gender, age, and six basic facial emotions: anger, happiness, fear, surprise, disgust, and sadness [12]. However, emotion recognition can also range to uses of
non-obvious types of data, such as stemming from i.e. measuring galvanic skin response (measurement of skin sweat to infer emotional arousal), electrocardiograms (cardiac cycle measurement), electroencephalograms (brain waves activity measurement), electromyograms (electrical measurement of skeletal muscles activity), or measurement of respiration, and skin temperature [13].

Exposure to emotion recognition systems poses numerous risks to privacy and data protection, by revealing what an individual may not want to disclose. Emotions can be added to profiles, putting privacy and data protection at risk. The ability to recognize emotions can give data processors and controllers precise and accurate information about the state of mind of a person, disclosing sensitive knowledge about him or her [14]. It is through emotion recognition systems that numerous predatory practices online are possible, such as profiling [15] and nudging [16], including using dark patterns [17] to monetize emotions [18]. These practices are the backbone of data power [19], surveillance capitalism, and attention economy [20]—the dark sides of the digital world.

Emotion recognition systems can be an important part of AI systems, which systems use is prohibited or limited in the new regulation. Judging the impact of an AI system on fundamental rights might be determined by whether the system is capable of recognizing emotion [21]. For example one of the prohibited AI practices in Article 5 is a subliminal, harmful, material distortion of a natural person’s behavior [22]. The capability to recognize emotions and affect is crucial for some AI systems to capacitate such harm. Therefore, a proper legal definition determining what counts as an emotion recognition system is of crucial importance for protecting natural persons against the externalities of such systems. Also, the effectiveness of the obligation to inform the natural person about their exposure to an emotion recognition system depends on how the emotion recognition system is defined.

III. INHERITING THE WRONG DEFINITION OF BIOMETRIC DATA

According to the proposed AI Act an emotion recognition system is “AI system for the purpose of identifying or inferring emotions or intentions of natural persons on the basis of their biometric data” [23]. Using conjunction the definition determines that only systems that recognize emotions based on biometric data are emotion recognition systems. However, what is understood from a technical point of view as biometric data, is not always what is understood as biometric data from the legal point of view [24]. Definition of biometric data in the proposed AI Act is duplicated from GDPR, where it is defined as “personal data resulting from specific technical processing relating to the physical, physiological or behavioural characteristics of a natural person, which allow or confirm the unique identification of that natural person, such as facial images or dactyloscopic data;” [25].

It is a functional definition [26]. It means that the purpose and affordances of the technology used to process the data define the legal nature of the data. It assumes that personal data becomes biometric data once processed through the system, which allows or confirms unique identification. Otherwise, personal data is not biometric data—it does not enjoy a higher level of protection reserved for the category of sensitive data [26]. The threshold for falling under the definition of biometric data is whether biometric data results from specific, technical processing which allows identifying a natural person. Therefore, unless personal data is processed through technical means that enable to recognize the identity of an individual it is not construed as biometric data. For example, unless scanned through a facial recognition system, or other biometric system for the purpose of “unique identification”, a photo or video with a natural person’s image is not considered biometric data [27]. As pointed out by Kindt and Jasserand there is a misalignment between technological affordances and legal definition [24, 26].

According to Kindt, the current definition of biometric data fails to properly delineate the scope of what must be considered biometric data. It limits the understanding of what is biometric data from a legal perspective [26]. Therefore, this definition leaves numerous data, which technically is biometric data, outside of the scope of higher protection, granted to biometric data by GDPR. This mistake of misaligned definition is still present in GDPR and is now copypasted to the proposed AI Act.

Therefore, since the proposed AI Act replicates the same definition of biometric data, unless an emotion recognition system processes such narrowly understood biometric data and unless it is a biometric system capable to recognize the identity, it is not considered an emotion recognition system. Thus, unless it uses biometric data specifically for purpose of “unique identification” it is not an emotion recognition system. This leaves most of the AI systems capable of recognizing emotion outside of the scope of the definition. Most of them neither process biometric data—as narrowly understood under the definition in the proposed AI Act, or are biometric systems—capable of recognizing the identity or verifying it [28].

AI systems are not general-purpose, they are developed for specific purposes. Most of the data processed through an emotion recognition system will not be biometric data under the proposed AI Act and GDPR. According to the definition in the proposed AI Act, processing of biometric data is a sine qua non condition for an AI system to be considered as emotion recognition [22]. Therefore, most of the emotion recognition systems will fall outside of this definition.

The proposed definition of emotion recognition misses its intended object because according to the GDPR and the proposed AI Act’s definition [25] biometric data only becomes biometric data if it is processed through technical means allowing for uniquely identifying a natural person—biometric systems. They are systems for “automated recognition of individuals based on their biological and behavioural characteristics” [21]. Biometric recognition can form a part of the emotion recognition system but is not a necessary component—it is not essential to identify or verify a natural person’s identity, to recognize his or her emotions. The old definition of biometric data is well suited for biometric systems [29], but not for other affective computing and sentiment analysis technologies.

For instance, most AFRSs detect emotion, attention, and different states using face modeling, extracting only the features needed, and then compressing them. A particular psychological state or sociodemographic characteristic is recognized through comparison with a dataset of such modeled images using an
artificial neural network [12]. Therefore, biometric data as legally defined are not processed, because identification of a natural person is not possible in this case. In one example, the emotions of gamers were measured and analyzed in an experiment, through EEG (electroencephalography – measurement of electrical activity on the scalp, representing the macroscopic activity of the surface layer of the brain) and using machine learning. The system was able to recognize the valence of gamer’s emotions like anger, anticipation, joy, trust, fear, surprise, sadness, and disgust [30]. However, the system was not able to tell anything about the gamer’s identity, because that was not its purpose. According to the current regulation it would not be branded as an emotion recognition system, because personal data processed through it do not fall under the definition of biometric data.

Similarly, mobile applications for emotion recognition can extract facial representations from images or videos. Then face detection module is applied to extract frames of face regions and then compare them to the model based on training data set containing other faces [31]. In this way, emotion can be detected without the need for an AI system to be a biometric system, able to “uniquely identify” a natural person [12].

These examples indicate that personal data extracted for the purpose of emotion recognition does not have to be a biometric template [29], allowing for verification or identification of identity. Emotion recognition system can extract particular features from either video, image (e.g. like muscle movement, wrinkles, or other key facial regions [32]), or speech record (e.g. particular qualities of voice), which allows it to recognize and classify emotion, without the need to extract an entire biometric template [33]. Only when a biometric template is extracted, the system is processing biometric data, according to the current definition. Still, other methods of emotion recognition can be used, such as through e.g. measurement of galvanic skin response, electrocardiogram, electroencephalogram (brain waves), electromyogram, photoplethysmogram, or respiration, and skin temperature—without processing of legally understood biometric data [13].

In consequence emotion recognition systems do not have to be able to “uniquely identify” to recognize or infer emotions. Thus, under the GDPR definition, they will not be processing biometric data. However, technically speaking it will be biometric data. Therefore, due to its dependence on narrowly understood biometric data the definition of an emotion recognition system in the proposed AI Act will be ineffective and will consider most emotion recognition systems as outside its scope. This may also hamper the due diligence and compliance process for assessing the impact of an AI system on fundamental rights and whether it can enter the Single Market.

IV. THE NEED FOR NEW DEFINITIONS

For the definition in the proposed AI Act to effectively encompass all biometric data, it would require recognition of not only the personal data processed through a biometric system but of data directly relating to biometric characteristics of a person, which is a view proposed by Kindt [34]. Under her definition proposed by her biometric data are “all personal data which (a) relate directly or indirectly to unique or distinctive biological or behavioral characteristics of human beings and (b) are used or are fit to be used by automated means (c) for purposes of identification, identity verification or verification of a claim of living natural persons.” [34]. In this definition condition for data to be biometric data is its relation to certain traits of natural persons, not the fact of being processed through specific technical means—the condition present in deficient definition in the proposed AI Act, repeated after the GDPR.

Perhaps the intention behind what is classified as biometric data in the current definition of emotion recognition is what would have been if Kindt’s definition were applied. But the proposed AI Act takes the definition of biometric data from the GDPR. And this understanding of biometric data effectively erases the potential effectiveness of the definition of “emotion recognition system” in the proposed AI Act. Hence, due to deficiencies in the definition from the GDPR, the original sin of the bad definition of biometric data was replicated to the proposed AI Act. In effect, most types of biometric data—seen from a technical point of view—fall outside the scope of the definition.

As a consequence, if the definition of the emotion recognition system in the proposed AI Act is deficient—dependent on the definition of biometric data, then the majority of the AI systems recognizing emotions may fall outside of the scope of transparency and notification obligations therein. Thus, natural persons will not have to be notified if they are exposed to most emotion recognition systems.

Moreover, certain AI systems are not recognized as emotion recognition technologies under the current definition, then there is a risk of numerous harmful AI systems squeezing through the AI Regulation regime and entering the Single Market. It is because during assessment whether they pose risk to fundamental rights their capacity or property of being categorized as emotion recognition systems may be taken into consideration. Under the definition of emotion recognition systems from the proposed AI Act many of them may fall outside of its scope—even though they are capable of recognizing emotion. In effect, numerous systems with the capacity to recognize emotion can not be construed as such.

Therefore, we either need a new definition of emotion recognition or a new definition of biometric data. The first option is still feasible because work on the AI Act has just started. It will require a small amendment during the legislative process. However, in the long term, there is a need to also amend the definition of biometric data—both in the future AI Act and the GDPR. It will be more complicated because even if the definition of biometric data is changed in the AI Act—for example in a way suggested by Kindt, it will leave a faulty definition of biometric data still present in the GDPR. This would carry risk of jeopardizing the legal system and sowing confusion.

Hence, from a pragmatic point of view objectives of the proposed AI Act concerning emotion recognition can be saved by upgrading the definition of the emotion recognition system. The definition should not encompass biometric data and should not be dependent on it. It should be neutral as to the methods used for recognizing or inferring emotions. It should refer to the capacity to recognize or infer emotion or affects, without specifying how it is done. Thus, the definition should focus on
the purpose and effect of the AI system. Each AI system capable of inferring or recognizing emotions should be treated as such. Focusing on the effects of the AI system will render the definition more robust and resilient to technological changes.

Therefore, instead of defining an emotion recognition systems as an “AI system for the purpose of identifying or inferring emotions or intentions of natural persons on the basis of their biometric data” it suffices to define them as AI systems to identify or infer emotions, affects or intentions of natural persons.
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