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Abstract. Online output prediction is an indispensable part of any model predictive control implementation, especially when simplifications of the underlying physical model have been considered and/or the operating conditions change quite often. Furthermore, the selection of an output prediction model is strongly related to the data available, while designing/altering the data collection process may not be an option. Thus, in several scenarios, selecting the most appropriate prediction model needs to be performed during runtime. To this end, this paper introduces a supervisory output prediction scheme, tailored specifically for input-output stable bilinear systems, that intends on automating the process of selecting the most appropriate prediction model during runtime. The selection process is based upon a reinforcement-learning scheme, where prediction models are selected according to their prior prediction performance. An additional selection process is concerned with appropriately partitioning the control-inputs’ domain in order to also allow for switched-system approximations of the original bilinear dynamics. We show analytically that the proposed scheme converges (in probability) to the best model and partition. We finally demonstrate these properties through simulations of temperature prediction in residential buildings.

1 Introduction

Bilinear systems play a significant role in modeling several physical and engineering processes, such as population dynamics of biological species [2], communication systems [3], chemical processes [4], and thermal dynamics in buildings [5]. Due to their numerous applications, system identification for bilinear systems has attracted considerable attention, including: a) prediction-error methods [6,7], b) maximum likelihood methods [8,9,10], and c) subspace identification methods [11,12].
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** An earlier version of part of this paper appeared in [1].
When predictions of a system’s response needs to be provided online (as in a model predictive control implementations), the identification process selected, whether it is (a), (b) or (c), will operate frequently during runtime. This choice is supported by the fact that i) changes in the operating conditions of the system may degrade the performance of the identification process, and ii) designing the data collection process may not be an option. Providing that predictions are requested often, the following questions naturally arise: a) Is there a prediction model that better approximates the system’s output during runtime? and b) Will a switching strategy between alternative prediction models provide a better performance in the long-run?

The goal of this paper is to automate the process for providing answers to the above questions through a supervisory approach for online prediction. Such supervisory scheme does not depend on the specific class of the prediction models used (e.g., Volterra series expansions or subspace methods), instead, switches between the available ones and selects the most appropriate during runtime. The objective is to always balance between short training times and good predictions under any possible operating conditions.

The supervisory process will be specifically tailored for input-output stable bilinear systems. In particular, it comprises two parallel decision processes that run periodically on a fixed period. The first one is concerned with the selection of an appropriate partition of the input(s) domain, while the second one is concerned with the selection of the most appropriate prediction model for each one of the resulting partition sets. The resulting prediction model constitutes a switched system, where a different prediction model applies to each partition set of the input(s) domain. We show analytically that the proposed scheme is adaptive and robust to changes in the performance of the prediction models, while convergence is attained (in probability) to the best partition and model.

The idea of representing a nonlinear system by a switched system fits to the linear parameter-varying (LPV) systems framework [13], and the piecewise-linear approach of [14]. It has also been considered for identification of nonlinear systems as in the off-line multiple-model approaches of [15,16,17], where a family of models is considered, each of which applies with different weight to each cluster of the state space. Contrary to this line of research, in this paper a) the weights with which each model participates in a subregion of the inputs domain will emerge dynamically, depending on its performance during runtime, and b) the proposed approach is not necessarily restricted to linear models as in [17]. Lastly, the idea of supervisory processes in controls is also not new, including, for example, the switching supervisory controller [18] for stabilizing unstable linear systems. The intention though here is different since we are concerned with online prediction for bilinear systems. The paper extends prior work of the authors [1] by admitting weaker assumptions in the derivation of the convergence properties.

In the remainder of the paper, Section 2 describes the framework and objective. Section 3 introduces the proposed approach of the switching supervisory prediction scheme for bilinear systems. Section 4 provides the convergence
properties of the supervisory scheme, including an evaluation of the supervisory approach through simulations of the indoor temperature in residential buildings. Section 5 provides the technical details of the convergence analysis. Finally, Section 6 presents concluding remarks.

Notation: Throughout the paper, we use the notation:

- for \( x \in \mathbb{R}^n \), \( x[j] \) denotes its \( j \)th entry, \( j = 1, \ldots, n \);
- for \( A \subset \mathbb{R}^n \) and \( \delta > 0 \), define the \( \delta \)-neighborhood of \( A \) as:
  \[
  N_\delta(A) = \{ y \in \mathbb{R}^n : \inf_{x \in A} \| x - y \|_2 \leq \delta \},
  \]
  where \( \| \cdot \|_2 \) denotes the Euclidean distance;
- \( \Delta(n) \subset \mathbb{R}^n \) denotes the probability simplex in \( \mathbb{R}^n \) defined as follows:
  \[
  \Delta(n) = \{ x = (x_1, \ldots, x_n) \in \mathbb{R}_+^n : \sum_{i=1}^n x_i = 1 \};
  \]
- \( \text{randunif}[a_1, \ldots, a_n] \) denotes the random selection of an element of the set \( \{a_1, \ldots, a_n\} \) according to the finite uniform distribution \( x = (\frac{1}{n}, \ldots, \frac{1}{n}) \);
- for a finite set \( A \), \( |A| \) denotes its cardinality.

2 Framework & Objective

2.1 Framework

We consider the problem of online output prediction for bilinear systems that admit the generic state-space form:

\[
\dot{x} = Ax + \sum_{i=1}^m u_i (B_i x + D_i d) + Dd,
\]

\[
y = Cx
\]  

(1)

where \( x \in \mathcal{X} \) is the state vector, \( u_i \in \mathcal{U}_i, i = 1, \ldots, m \), are the control inputs, \( d \in \mathcal{D} \) is the disturbance vector, and \( y \in \mathcal{Y} \) is the output vector. Furthermore, the matrices \( A, B_i, i = 1, \ldots, m, C, D \) and \( D_i, i = 1, \ldots, m \), are constant real matrices of appropriate dimension. The domain of a control input \( \mathcal{U}_i, i = 1, \ldots, m \), will be assumed to be a bounded closed subset of \( \mathbb{R} \). Lastly, the Cartesian product of \( \{\mathcal{U}_i\} \) will be denoted by \( \mathcal{U} = \mathcal{U}_1 \times \ldots \times \mathcal{U}_m \).

We will be concerned with systems of the form (1) that are bounded-input bounded-output stable, and thus stabilization will not be a concern in this paper. Dynamics (1) provide an assumed approximation of the physical system without taking into account possible (noise) perturbations in the dynamics or in the measurements. Such perturbations can be considered when designing models for output prediction.
2.2 Questions

Input-output pairs are recorded periodically at time instances $0, T_s, 2T_s, \ldots$, for some sampling period $T_s > 0$, briefly denoted by $\tau_0, \tau_1, \tau_2, \ldots$, respectively. At any $\tau_j$, $j = 0, 1, \ldots$, the updated history of input-output pairs is:

$$H_j = \{(u(\tau_0), y(\tau_0)), (u(\tau_1), y(\tau_1)), \ldots, (u(\tau_j), y(\tau_j))\}.$$

Let also $\mathcal{H}_j$ be the family of such histories up to the sampling instance $\tau_j$.

The problem of output prediction at time $\tau_j$ translates into the formulation of an estimate $\hat{y}(\tau_j + 1)$ of the output for the next sampling instance $y(\tau_j + 1)$. Such estimates are formulated using a mapping of the form $S : \mathcal{H}_j \rightarrow \mathcal{Y}$, such that $S(H_j) = \hat{y}(\tau_j + 1)$.

For the remainder of the paper, we assume that a set $\mathcal{M}$ of user-defined prediction models is available to formulate predictions. Ideally, we would like to find which prediction model $S^*_j$ out of the available set $\mathcal{M}$, would be the one that minimizes the prediction error over the next $N$ sampling instances. In other words, we would like to solve the following optimization problem:

$$S^*_j = \arg \min_{S \in \mathcal{M}} \sum_{q=0}^{N-1} \|y(\tau_j + q + 1) - S(H_{j+q})\|^2_2,$$  \hspace{1cm} (2)

Of course, the above optimization is not well-posed, since the actual measurements $y(\tau_j + 1), \ldots, y(\tau_j + N)$, over the next $N$ time instances, are not known at time $\tau_j$. In practice, we may only assess the performance of a model over the next $N$ instances, by evaluating its performance over the prior history, i.e., using only the realized $H_j$. We should expect that a model that performed well over $H_j$, will continue to perform well for the upcoming $N$ time instances $\tau_j + 1, \ldots, \tau_j + N$.

However, this is simply a hypothesis that needs investigation.

Instead, let us consider the following optimization:

$$\hat{S}_j = \arg \min_{S \in \mathcal{M}} \sum_{q \in Q_j \subseteq \{-j, \ldots, -1\}} \|y(\tau_j + q + 1) - S(H_{j+q})\|^2_2,$$  \hspace{1cm} (3)

where we evaluate the performance of the models over a sample $Q_j$ of only prior observations in $H_j$. Ideally, we would like $\hat{S}_j \equiv S^*_j$ at all times, so that by evaluating the prediction performance over prior data, we get the best model for the next $N$ time instances. Thus, naturally, the following question emerges:

**Question 1.** Under which conditions (i.e., prior history $H_j$ and sample set $Q_j$) shall we expect that $\hat{S}_j \equiv S^*_j$ for all instances $j = 0, 1, \ldots$?

Essentially, Question 2.2 asks whether it is reasonable to assume that a model that provided the best predictions so far (model $\hat{S}_j$) will still be the best model for the next evaluation period (which corresponds to model $S^*_j$). This is definitely not a trivial question to answer mainly due to the varying operating conditions.

When the underlying physical system is nonlinear, variations in the operating
conditions may result in poor performance of several prediction models in $\mathcal{M}$ (e.g., due to the lack of prior data from such operating conditions).

Assuming that Question 1 can be answered (i.e., we may indeed use prior performances as a valid assessment criterion over next performances), the optimization (3) may not necessarily correspond to a computationally efficient optimization problem. That is primarily due to a) all models in $\mathcal{M}$ need to be evaluated over the prior history $H_j$, and b) all models in $\mathcal{M}$ need to be retrained as soon as new input-output pairs become available. These remarks give rise to the following question:

Question 2. Alternatively to performing an exhaustive search for computing the best model in $\mathcal{M}$, as the optimization problem (3) dictates, are there computationally efficient methods for computing/updating $\hat{S}_j$ for each $j = 0, 1, ...$?

This is a reasonable question, since, in several applications, the amount of data available continuously grow with time. Thus, it may be prohibited to evaluate/retrain all available models in $\mathcal{M}$ at every evaluation instance $\tau_j$. In this case, it would be desirable that we provide a pattern over which models are evaluated/trained that does not require an exhaustive search approach as (3) dictates.

2.3 Motivation: thermal dynamics in buildings

To motivate further the above questions, we will discuss them within the context of a specific application, namely the problem of temperature prediction in residential buildings (cf., [5]). As presented and analyzed in [5], the thermal-mass dynamics describing the indoor-temperature evolution of a residential building corresponds to a bilinear system, since the control-input (i.e., the flow of the thermal medium) appears in products with either state and disturbance variables of the system. It is rather common to assume a linear approximation of the model, and employ linear transfer models for system identification and prediction (see, e.g., the MIMO ARMAX model in [19], the MISO ARMAX model for HVAC systems in [20] and the ARX model structure considered in [21]). Depending on the operating conditions, this might be a good approximation, however variations in the control and disturbance variables may lead to bad approximations. In such cases, we need to either retrain our model or replace it with a more detailed one (see, e.g., the nonlinear regression models developed in [5]).

Assuming that a model predictive controller is used to regulate the indoor temperature, we should expect that indoor-temperature predictions are requested often (e.g., every one hour). Although the use of a detailed and accurate prediction model would be the most obvious choice, larger training times may prohibit its use from the very beginning. On the other hand, simpler models (e.g., linear transfer models) may be a more appropriate choice, especially for the beginning of the implementation, or when the operating conditions change rather often. As expected, the best model $S^*_j$ may not be unique for all $j$, since better predictions may be provided by simpler models at least at earlier times.
To demonstrate the validity of this argument (i.e., the fact that training times may be different among different models), Figure 1 shows the ratio of the prediction error between a low- and high-order linear transfer model. The low-order model corresponds to a second-order output-error regression model, while the high-order model corresponds to a third-order output-error regression model (see, [5, Section 5.4] for the construction of such output-error models as well as the data collection process). Apparently, high-order models may exhibit low prediction accuracy at earlier times and high prediction accuracy at later times, due to the fact that more data need to be used for training such models (compared to lower-order models).

From this example, we verify that the best model $S_j^*$ may change with time (either due to the different training times of the available models or due to varying operating conditions). Hence, we need a computationally efficient way that provides an answer to the optimization problem (3) that runs frequently and as soon as new data become available. Ideally, we would like to avoid evaluating and retraining all available models each time new measurements become available, since this will impose a large computational burden to the proposed methodology.

2.4 Objective

The goal of this paper is to provide an answer to Questions 1–2, i.e., we wish to provide a methodology that a) computes $S_j$ in a computationally efficient way that is adaptive to variations in the performances of the models (Question 2), and b) provides guarantees under which $S_j \equiv S_j^*$ (Question 7).

In particular, we will introduce a supervisory scheme that continuously switches the selection of the prediction model (based on prior performances of the models in $M$), while it only trains a model when this is selected. In parallel, a parti-
tioning of the inputs domain will also be considered that allows for selecting a different prediction model in each partition set, thus exploiting the bilinear form of the dynamics. The supervisory scheme for switching between models will also allow for switching between partitions, which creates more possibilities with respect to the optimal prediction (switched) model.

3 Switching Supervisory Online Prediction

3.1 Model selection

We assume that a set $\mathcal{M}$ of prediction models is available for generating output predictions. Predictions are requested at specific instances of period $T_e = \rho T_s$ for some $\rho \in \mathbb{N}$. Let us denote these evaluation instances, $0, T_e, 2T_e, \ldots$, respectively. At each evaluation instance $k$, the switching supervisory scheme is responsible for selecting a prediction model $S_{k+1} \in \mathcal{M}$ that will be used for generating predictions over the following $N$ sampling instances $\{\tau_{kN+1}, \ldots, \tau_{(k+1)N}\}$. In general, and depending on the application, we should expect that $\rho \leq N$.

The selection of the model $S_k$, for each $k = 0, 1, 2, \ldots$, will be based upon a probability distribution that captures our estimates for the most "appropriate" model. In particular, we define a probability vector $v_k \in \Delta(|\mathcal{M}|)$. For example, in case of three available models in $\mathcal{M}$, a vector of the form $v_k = (0.2, 0.1, 0.7)$ represents our estimates (or beliefs) for the most appropriate model among the three available ones. An initial uniform distribution is assumed, i.e., $v_0 = (1/|\mathcal{M}|, \ldots, 1/|\mathcal{M}|)$.

The specifics of the supervisory algorithm are presented in Table 1.

Note that in Step 2 (evaluation), the performance of $S_k$ is computed as the inverse average prediction error over the previous evaluation interval. In Step 3 (update), given the performance of model $S_k$, we update the probability distribution $v_k$ that holds our estimates for the most appropriate model. For example, if $S_k$ corresponds to the $j$th entry in $v_k$, then $v_k$ is going to increase in the $j$th direction by $\epsilon \cdot r_k(S_k) \cdot (1 - v_k[j]) > 0$ and decrease in any other direction $i \neq j$ by $\epsilon \cdot r_k(S_k) \cdot v_k[i]$. In other words, $v_k$ is reinforced in the direction of prior selections and proportionally to the performance of the selected models.

In Step 4 (selection), a new model is selected, $S_{k+1}$, that will be used for the predictions over the next evaluation interval. The selection is based upon our updated estimate vector $v_{k+1}$. Finally, at the last step, the selected model $S_{k+1}$ will be trained using the updated history $H_{kN}$. In other words, only the model selected at Step 4 is trained at each evaluation instance $k$.

The recursion (5) governs the asymptotic properties of the model selection and will be discussed in a forthcoming section as part of a more general scheme. This class of dynamics corresponds to a discrete-time analog of the replicator dynamics (cf., [22, Chapter 7]), introduced in [23,24] under a game formulation. The difference here is that the performance received for a given selection of models may not be fixed with time since it depends on the history $H_{kN}$.
Algorithm 1. Model Selection

At any evaluation instance $k = 1, 2, \ldots$, the following steps are executed recursively:

1. \textbf{(collection)} We update the history of sampled input-output pairs, i.e.,
   \[ H_{kN} \doteq H_{(k-1)N} \bigcup_{j=(k-1)N+1}^{kN} (u(\tau_j), y(\tau_j)). \]

2. \textbf{(evaluation)} We compute the performance of the currently selected prediction model $S_k$ as follows:
   \[ r_k(S_k) = \left( \frac{1}{N} \sum_{j=(k-1)N}^{kN-1} \|y(\tau_{j+1}) - \hat{y}_k(\tau_{j+1})\|_2^2 \right)^{-1} \]
   \[ (4) \]
   where $\hat{y}_k(\tau_{j+1}) \doteq S_k(H_j)$ is the prediction of the model $S_k$ given history $H_j$.

3. \textbf{(update)} We revise the probability vector $v_k$:
   \[ v_{k+1} = v_k + \epsilon \cdot r_k(S_k) \cdot [e_{S_k} - v_k], \]
   \[ (5) \]
   for some constant $\epsilon > 0$, where $e_{S_k}$ is the unit vector of size $|M|$ such that the entry corresponding to model $S_k$ is 1 and all others are 0.

4. \textbf{(selection)} We update the prediction model as follows:
   \[ S_{k+1} = \begin{cases} \text{rand}_{k+1}[M], & \text{w.p. } 1 - \lambda \\ \text{rand}_{\text{unif}}[M], & \text{w.p. } \lambda \end{cases} \]
   for some small perturbation factor $\lambda \in (0, 1)$.

5. \textbf{(training)} We train the parameters of the newly selected model, i.e.,
   \[ S_{k+1} \leftarrow T(S_{k+1}|H_{kN}), \]
   where $T$ is a (user-defined) training operator (possibly different for each model in $M$).

\begin{table}[h]
\centering
\begin{tabular}{|c|}
\hline
Algorithm 1: Switching algorithm for model selection. \\
\hline
\end{tabular}
\end{table}

3.2 Bilinearity and switched-model approximation

The supervisory prediction scheme of Table 1 is independent of the specifics of the system dynamics. In this section, we wish to exploit the bilinear structure of the considered dynamics to improve the prediction performance.

Note, that bilinear systems can well be approximated by linear systems under the assumption that the control input(s) are sufficiently constant. We introduce a partitioning of the domain $U_i$ for each one of the input variables $u_i$. A finite set of partition patterns is considered for each input $u_i$, denoted by $P_i$. Let $p_i$ be an enumeration of the patterns in $P_i$, i.e., $p_i = 1, 2, \ldots, |P_i|$. A partition pattern may
correspond to dividing the domain equally into two parts, three parts, etc., or any other (predefined) pattern. Given the selected partition pattern $p_i$ for each control input $u_i$, we formulate the partition-pattern profile $p = (p_1, p_2, \ldots, p_m)$ for all input variables. Figure 2 demonstrates the outcome of such partition profile $p$ in case of two inputs $u_1$ and $u_2$ where the selected partition patterns $p_1$ and $p_2$ correspond to dividing the domain into two subsets.

The partition-pattern profile $p = (p_1, p_2, \ldots, p_m)$ divides the Cartesian product $U$ into a collection of subsets for the combined input variables. For example, in Figure 2 such subset combinations include $U_{11} \times U_{21}$, $U_{11} \times U_{22}$, $U_{12} \times U_{21}$, and $U_{12} \times U_{22}$. Let us denote the set of these subset combinations by $A = A(p)$. To distinguish between the generated subset combinations, we introduce an enumeration $\alpha = \alpha(p)$ of the elements of $A$. To simplify notation, $\alpha$ will also denote the corresponding subset, thus $u \in \alpha$ translates into the control input belonging to the subset corresponding to $\alpha$.

Naturally, the enumeration $\alpha = \alpha(p)$ may be used to define a switched-system for the prediction of the output (1). In particular, for each subset $\alpha$, we may assign a prediction model that only applies within this subset $\alpha$, leading to a switched prediction model.

In other words, under a partition pattern $p$, and for each subset $\alpha \in A(p)$ generated from this partition, we assign a prediction model $S_{p\alpha,k}$ for each evaluation interval $k$. Then, the prediction at time $\tau_j$, for $j \in \{kN, \ldots, (k+1)N-1\}$, can be expressed by

$$\hat{y}(\tau_{j+1}) = S_{p\alpha,k}(H_j),$$

where $\alpha$ is such that $u(\tau_j) \in \alpha.$
In this case, we may record the performance of a prediction model separately for each subset $\alpha$, defined as follows:

$$r_{p\alpha,k}(S_{p\alpha,k}) = \left( \frac{1}{\eta(k)} \sum_{j=(k-1)N}^{kN-1} \|y(\tau_j+1) - \hat{y}_k(\tau_j+1)\|_2^2 I_{u(\tau_j)\in\alpha} \right)^{-1} \tag{7}$$

where $\eta(k) = \sum_{j=(k-1)N}^{kN-1} I_{u(\tau_j)\in\alpha}$ and $I_{u(\tau_j)\in\alpha}$ is the index function. Accordingly, we may assign a separate strategy vector for each one of these subsets, denoted $v_{p\alpha}$, which can be updated (similarly to (5) as follows:

$$v_{p\alpha,k+1} = v_{p\alpha,k} + \epsilon \cdot r_{p\alpha,k}(S_{p\alpha,k}) \cdot \left[ e_{S_{p\alpha,k}} - v_{p\alpha,k} \right], \tag{8}$$

for each $p$ and $\alpha \in A(p)$.

Thus, the model selection process described by Algorithm 1 (Table 1) can now be applied separately for each one of the subsets in $A(p)$.

### 3.3 Partition selection

Given that the partition-pattern profile $p$ may not be unique, we also wish to provide an answer to which partition-pattern may be more appropriate for the switched-model prediction. Providing a predefined finite set of partition-pattern profiles $P = P_1 \times \cdots \times P_m$, we also implement an update of the partition-pattern profile $p_k \in P$ at each evaluation instance $k$, as described by Algorithm 2 in Table 2.

In particular, we introduce a probability (or strategy) vector $w_k \in \Delta(|P|)$ that holds our estimates for the most appropriate partition-pattern profile $p \in P$ (similarly to the use of $v_{p\alpha,k}$ for the most appropriate model in $\alpha$). Then, at every evaluation instance $k$, we record the overall performance of the partition, as this is defined in (9), and we update the strategy vector over partitions according to (10).

### 3.4 Joint model & partition selection

Note that either Algorithm 1 for model selection or Algorithm 2 for partition selection can be implemented independently or jointly. In particular, Algorithm 1 may be implemented in an unpartitioned domain, or it may be applied for each subset $\alpha$ of a partitioned domain $p$. Similarly, Algorithm 2 may be applied assuming that the prediction model in each subset is fixed, or it may be applied jointly with the model selection process.

In the remainder of this paper, we will consider the most general case, which is a joint execution of Algorithm 1 and Algorithm 2 at each evaluation interval $k = 1, 2, \ldots$. The joint execution is described in detail in Table 3. It is important to note that the joint execution is governed by Algorithm 2 which determines the currently selected partition-pattern. Then, for the currently selected pattern (and only for this one), Algorithm 1 is also implemented in each one of its subsets.
Algorithm 2. Partition Selection

At any evaluation instance \( k = 1, 2, \ldots \), the following steps are executed recursively:

1. **(collection)** We update the history of sampled input-output pairs, i.e.,
   \[ H_k N \triangleq H_{(k-1)N} \cup \bigcup_{j=(k-1)N+1}^{kN} (u(\tau_j), y(\tau_j)). \]

2. **(evaluation)** We compute the performance of the selected partition \( p_k \),
   \[ R_k(p_k, S_k) \triangleq \sum_{\alpha \in A(p)} r_{p\alpha,k}(S_{p\alpha,k}), \quad \text{(9)} \]
   i.e., it aggregates the performances of all subsets \( \alpha = \alpha(p) \) generated from \( p \).
   We set it as a function of the model profile, \( S_k \triangleq \{S_{p,k}\}_{p \in \P}, \) i.e., the collection of models currently selected over all partition patterns.

3. **(update)** We revise the strategy vector over partition profiles \( w_k \):
   \[ w_{k+1} = w_k + \epsilon \cdot R_k(p_k, S_k) \cdot [e_{p_k} - w_k], \quad \text{(10)} \]
   with \( w(0) \triangleq (1/|P|, \ldots, 1/|P|) \).

3. **(selection)** We update the partitions as follows:
   \[ p_{k+1} = \begin{cases} 
   \text{rand}_{w_{k+1}}[\P], & \text{w.p.} \quad 1 - \lambda, \\
   \text{rand}_{\text{unif}}[\P], & \text{w.p.} \quad \lambda,
   \end{cases} \]
   for some small perturbation factor \( \lambda \in (0, 1) \).

Table 2. Algorithm 2: Switching algorithm for partition selection.

3.5 Illustration

**Setup** Let us consider a simple example, where \( \mathcal{M} = \{S^1, S^2\} \) is the set of two prediction models, and \( \mathcal{P} = \{p^1, p^2\} \) are two partition-pattern profiles of the input domain, (see, e.g., Figure 2). Both sets \( \mathcal{M} \) and \( \mathcal{P} \) have been selected/constructed by the user.

The user formulates a vector of strategies/probabilities over the available partition profiles,
\[ w_0 = \begin{pmatrix} \text{prob. of selecting partition } p^1 \\ \text{prob. of selecting partition } p^2 \end{pmatrix} = \begin{pmatrix} 1/2 \\ 1/2 \end{pmatrix}. \]
At the beginning, we may assume an equal probability assigned to each partition, since we do not have any a-priori knowledge regarding which might be the best selection.

Each partition-pattern \( p^1 \) and \( p^2 \), has divided the control-input domain into a collection of subsets, indicated by the enumerations \( \alpha = \alpha(p) \in \{\alpha_1, \alpha_2, \alpha_3, \alpha_4\} \)
Algorithm 3. Joint Partition-Model Selection

At any evaluation instance $k = 1, 2, \ldots$, let $p_k$ be the currently selected pattern, and $S_{p_k,k}$ be the currently selected models for the subsets of the selected profile.

(a) Run Algorithm 2, i.e., evaluate pattern $p_k$, update the corresponding strategy vector $w_k$ over patterns, and select a new pattern, $p_{k+1}$, which will be applied in the new evaluation interval, $k + 1$.

(b) Run Algorithm 1 for each subset $\alpha \in A(p_k)$ of the selected pattern, i.e., for each subset $\alpha \in A(p_k)$, evaluate the selected model $S_{p_k,\alpha,k}$ and update the strategy vector $v_{p_k,\alpha,k}$ over models. Finally, select new models $S_{p_{k+1},k+1}$, for the newly selected pattern $p_{k+1}$ (which may not coincide with the previous one $p_k$).

Table 3. Algorithm 3: Switching algorithm for joint partition-model selection.

and $\alpha' = \alpha'(p^2) \in \{\alpha'_1, \alpha'_2, \alpha'_3, \alpha'_4\}$, respectively. Each of these indices, corresponds to a different subset in the control domain as shown in Figure 2.

For each partition-pattern profile, say $p_1$, and for each subset generated from that, $\alpha$, we create a vector of strategies, $v_{p_1,\alpha}$, representing our beliefs of what would be the most appropriate model for this subset. Since two models are available $M = \{S_1, S_2\}$, we set

$$v_{p_1,\alpha,0} = \begin{pmatrix} \text{prob. of selecting system } S_1 \\ \text{prob. of selecting system } S_2 \end{pmatrix} = \begin{pmatrix} 1/2 \\ 1/2 \end{pmatrix}, \quad \alpha \in A(p) \equiv \{\alpha_1, \alpha_2, \alpha_3, \alpha_4\}.$$

We do the same for all the partition-patterns, thus each subset has one such vector assigned to it.

Having initialized all vectors $v_{p_1,\alpha}$ and $v_{p_2,\alpha'}$, we make an initial assignment, that is we assign a prediction model to each one of the subsets. Let us assume that we assign the first model, i.e., $S_{p_1,\alpha,0} = S_1$ and $S_{p_2,\alpha',0} = S_1$ for each subset $\alpha, \alpha'$. Let us also assume that we make an initial partition selection, $p_0 = p_1$, i.e., we select the first partition of Figure 2.

Evaluation & Update At the next evaluation instance, $k = 1$, we apply the following updates:

1. Algorithm 1 (Table 1) for evaluating and updating the models of each subset of the selected partition ($p_0 = p_1$);
2. Algorithm 2 (Table 2) for evaluating and updating the partition selection.

In particular, we go through each subset $\alpha$ of the selected partition $p_1$, and record the performance of the selected model, i.e., $r_{p_1,\alpha,0}(S_1)$, $\alpha \in \{\alpha_1, \alpha_2, \alpha_3, \alpha_4\}$. Then, we update the strategies in each subset separately, i.e.,

$$v_{p_1,\alpha,1} = v_{p_1,\alpha,0} + \epsilon \cdot r_{p_1,\alpha,0}(S_1) \cdot \begin{pmatrix} 1 \\ 0 \end{pmatrix} - v_{p_1,\alpha,0} = \begin{pmatrix} 1/2 \\ 1 - \epsilon \cdot r_{p_1,\alpha,0}(S_1) \end{pmatrix},$$
Note that the strategy in each subset $\alpha$ of the selected partition $p^1$ will increase in the direction of system $S^1$, since this was the system selected at the previous iteration. This increase is proportional to the performance observed. Correspondingly, the probability of selecting system $S^2$, will decrease by the same quantity.

After updating the strategies over models of each subset of the selected partition $p^1$, we apply Algorithm 2 for evaluating/updating the partition. In particular, we first compute the aggregate performance of the partition

$$R_0(p_0, S_0) = R_0(p^1, \{S^1, S^1, S^1, S^1\}) = \sum_{\alpha \in \{\alpha_1, \alpha_2, \alpha_3, \alpha_4\}} r_{p^1, \alpha_0}(S^1).$$

Given the recorded performance of this partition, we update the strategy vector over partitions. The updated strategy vector will be:

$$w_1 = w_0 + \epsilon \cdot R_0(p_0, S_0) \cdot \left[ \begin{array}{c} 1 \\ 0 \end{array} \right] - w_0 = 1/2 \left( 1 + \epsilon \cdot R_0(p_0, S_0) \right) \left( 1 - \epsilon \cdot R_0(p_0, S_0) \right).$$

Having computed $w_1$, we make a new selection for the partition (as indicated by Step 4 of Algorithm 2), say $p^2$, which will be applied in the next evaluation interval, and for the selected partition, we make a selection over models (for each subset) using the strategy vectors $v_{p^2, \alpha_1}$. We continue likewise.

Note that a strategy vector over models is only being updated when the corresponding partition-pattern profile is being selected.

### 3.6 Discussion

The switching-supervisory scheme of Algorithm 3 (Table 3) provides one possibility for automating the optimal switching strategy for partition-patterns and models. The following questions naturally emerge: a) Why this type of learning dynamics is appropriate for this problem?, b) What is the memory/computational complexity of the learning dynamics?, and c) What are the convergence guarantees of the proposed dynamics?

**Performance-based optimization:** One of the most attractive features of the proposed dynamics is the fact that decisions are taken based on measurements of performance functions. Thus, no a-priori knowledge of the performance of the models/partitions is required. This property is quite appropriate for the problem of output prediction, since the performance of a model may vary significantly with time (due to varying operating conditions), as already discussed in Section 2.3.

**Memory complexity:** For predefined sets $\mathcal{M}$ and $\mathcal{P}$, the joint partition-model update of Algorithm 3 requires that we keep track of: a) $\sum_{p \in \mathcal{P}} |A(p)|$ strategy vectors (over models) of size $|\mathcal{M}|$ each, and b) a single strategy vector (over partition-pattern profiles) of size $|\mathcal{P}|$. Thus, the requested memory size is dominated by a number that is proportional to $(c |\mathcal{M}| + 1) |\mathcal{P}|$, where $c$ reflects the maximum number of subsets of a partition pattern within $\mathcal{P}$. Such feature is
highly attractive since no prior performances need to be preserved throughout the implementation, except for the fixed memory size of the strategy vectors.

Note that the above memory size computation does not include the history $H_k$ of input-output pairs (since this will be required by any scheme). However, if we allow models in $\mathcal{M}$ that can be trained recursively, then only the most recent input-output pairs will be required at each iteration $k$.

**Computational complexity:** According to the joint partition/model update, at each iteration $k$, the partition strategy vector is updated according to (10). Moreover, the model strategy vectors of the selected partition are updated according to (6). Updating a partition-pattern strategy vector requires a number of basic operations that is proportional to $|\mathcal{P}|$, while updating a model strategy vector requires a number of basic operations that is proportional to $|\mathcal{M}|$. Thus, the computational complexity of the requested computations will be dominated by a number that is proportional to $c|\mathcal{M}| + |\mathcal{P}|$, where $c$ is the maximum number of subsets of a partition pattern within $\mathcal{P}$. In other words, the proposed scheme admits linear computational complexity.

The resulting minimal memory requirements and the linear computational complexity of the proposed scheme provide an indirect answer to Question 2.

**Convergence guarantees:** In the forthcoming Section 4 we will show that this model/partition selection process will guarantee optimal prediction performance in probability, that is the algorithm will provide the optimal selection for an arbitrarily large portion of the implementation time. We will also provide a condition under which Question 1 is also answered.

In conclusion, the intention here is to balance between a) low computational complexity of the dynamics (which is an important feature for supervisory schemes that run over long time horizons), and b) convergence guarantees to the optimal choices. Further discussion on the benefits of this type of dynamics will be provided at the end of the forthcoming Section 4.

### 4 Convergence Analysis

#### 4.1 Assumptions

The evolution of the partition selection $p_k$ and the model selection $S_k$ is fully described by the vectors $w_k$ and $\{v_{p\alpha,k}\}$, for each $\alpha(p_k)$, updated through recursions (10) and (8), respectively. For the remainder of the paper, denote briefly $v$ to be the collection of vectors $\{v_{p\alpha}\}_{p,\alpha}$. Define a canonical path space $\Omega$ with an element $\omega \in \Omega$ being a sequence $\{v_k, w_k, H_{kN}\}_k$ generated by the process. Define also $\mathcal{F}_n$ to be a $\sigma$-algebra generated by the sequence up to time index $k \leq n$. Lastly, let $\mathbb{P}[\cdot]$ be a probability measure defined in $\mathcal{F}_n$ and $\mathbb{E}_{\mathcal{F}_n}[\cdot]$ be the expectation conditioned on $\mathcal{F}_n$.

The convergence behavior is subject to the following assumptions. First, we assume that the prediction performance of the models in $\mathcal{M}$ converges in the mean as time grows. Formally, let $n_\epsilon$ be a sequence of positive integers, such that $n_\epsilon \to \infty$ and $\epsilon n_\epsilon \to 0$ as $\epsilon \to 0$. 


Assumption 41 (Mean asymptotic performance) For each partition-pattern profile $p \in \mathcal{P}$ and each subset $\alpha \in \mathcal{A}(p)$, there exists a function $r_{p_\alpha, \infty} : M \mapsto \mathbb{R}_+$ such that, for any sequence $n_\epsilon$ and for any $S \in M$, the following holds:

$$\lim_{j \to \infty} \lim_{\epsilon \to 0} \frac{1}{n_\epsilon} \sum_{k=jn_\epsilon}^{(j+1)n_\epsilon-1} \mathbb{E}_{\delta_{j_\epsilon}} [r_{p_\alpha,k}(S) - r_{p_\alpha, \infty}(S)] = 0.$$  

In other words, let us consider a window of implementation time of the form $\{\tau_{j_\epsilon}, ..., \tau_{(j+1)n_\epsilon-1}\}$ which consists of $n_\epsilon$ consecutive evaluation instances with starting instance being $j_\epsilon$. Note that if we decrease $\epsilon$, the size of the window $n_\epsilon$ will increase, but its starting point will increase as well. Assumption 41 states that, if we increase both the considered window of time and its starting point, then the average performance of a model $S \in M$ (in a partition $p$ and subset $\alpha$) will converge in the mean to some finite value.

Given that every partition $p$ and model profile $S$ will be picked infinitely often, we should expect that the performance of a model on a subset $\alpha \in \mathcal{A}(p)$ should approach a fixed value on average when the training operator is convergent. Variations in the performance of a model over a given subset $\alpha \in \mathcal{A}(p)$ may always exist due to measurement noise or varying operating conditions, however the above assumption simply states that these variations should die away in the mean when the model has been trained sufficiently enough. Assumption 41 constitutes a weaker condition compared to the conditions considered in an earlier work [1], since it accounts for noise perturbations in the performance of a model.

Assumption 42 (Distinct performances) For any partition-pattern profile $p \in \mathcal{P}$, subset $\alpha \in \mathcal{A}(p)$, and any two models $S, S' \in M$, we have $r_{p_\alpha, \infty}(S) \neq r_{p_\alpha, \infty}(S')$.

Assumption 42 simply states that any two distinct models in $M$ will provide distinct performances in the mean when trained sufficiently often, thus excluding trivial cases where the same prediction model is introduced more than once.

For any partition-pattern profile $p$ and model profile $S$, introduce the following reward function: $R_{\infty}(p, S) = \sum_{\alpha \in \mathcal{A}(p)} r_{p_\alpha, \infty}(S_{p_\alpha})$, which simply sums up the asymptotic average performances over all $\alpha \in \mathcal{A}(p)$. Throughout the paper, the following assumption will also be considered.

Assumption 43 (Best selection) There exist a partition-pattern profile $p^* \in \mathcal{P}$ and a model profile $S^*$ such that:

(H1) $r_{p^*_\alpha, \infty}(S_{p^*_\alpha}) > r_{p_\alpha, \infty}(S'_{p_\alpha})$, for all $S'_{p_\alpha} \neq S_{p^*_\alpha}$, $p \in \mathcal{P}$ and $\alpha \in \mathcal{A}(p)$;

(H2) $R_{\infty}(p^*, S^*) > R_{\infty}(p', S^*)$, for all $p' \neq p^*$.

This assumption implies that (H1) for a given partition-pattern profile $p$ and subset $\alpha \in \mathcal{A}(p)$, there exists a model $S_{p_\alpha}^* \in M$ which performs better

---

1 This observation follows directly from Borel-Cantelli lemma (cf., [25, Lemma 3.14]) and the fact that $\lambda > 0$. 

(in the mean) compared to any other model in $\mathcal{M}$, and (H2) there exists a profile $\mathbf{p}^* \in \mathcal{P}$ which performs better than any other profile $\mathbf{p}$ under $\mathbf{S}^*$. This assumption is always satisfied due to Assumption 42, since, there is always going to be a partition and a model profile which outperforms all the rest in the mean. Note further, that it is not required that the same model in $\mathcal{M}$ is the best model for all pairs of $\mathbf{p} \in \mathcal{P}$ and $\alpha \in \mathcal{A}(\mathbf{p})$, instead there exists one such model for each pair $\mathbf{p} \in \mathcal{P}$, $\alpha \in \mathcal{A}(\mathbf{p})$.

### 4.2 Convergence

The asymptotic behavior of the supervisory process can be described by the probability distributions of $(v_k, w_k)$. In fact, convergence can be characterized with respect to the set of pure strategy pairs $(v^*, w^*)$ such that $v^*_{\mathbf{p} \alpha}$, $\mathbf{p} \in \mathcal{P}$, $\alpha \in \mathcal{A}(\mathbf{p})$ and $w^*$ are unit vectors, (i.e., $w^*$ assigns probability one to a single partition-pattern profile in $\mathcal{P}$ and each $v^*_{\mathbf{p} \alpha}$ assigns probability one to a single model in $\mathcal{M}$).

**Theorem 1 (Convergence).** Consider a step size $\epsilon > 0$. Let Assumptions 41–43 hold and let $(v^*, w^*)$ be the pure strategy pair corresponding to the best selection $\mathbf{p}^*$ and $\mathbf{S}^*$ of Assumption 43. For sufficiently small $\lambda > 0$, there exists $\delta = \delta(\lambda) > 0$, with $\delta(\lambda) \to 0$ as $\lambda \to 0$, such that the fraction of time that the recursion $(v_k, w_k)$ spends in $\mathcal{N}_\delta(v^*, w^*)$ goes to one (in probability) as $\epsilon \to 0$ and $k \to \infty$.

**Proof.** The proof requires a series of propositions and it will be shown in detail in Section 5.

Theorem 1 establishes convergence (in probability) of $(v_k, w_k)$ into $(v^*, w^*)$ such that $v^*_{\mathbf{p} \alpha}$ and $w^*$ are unit vectors assigning probability 1 to the index of the best model $\mathbf{S}^*_{\mathbf{p} \alpha}$ and the best partition $\mathbf{p}^*$, respectively. Convergence in probability implies that the fraction of time that the recursion spends in a $\delta$-neighborhood of $(v^*, w^*)$ goes to one as $\epsilon \to 0$ and $k \to \infty$. In other words, as we reduce $\epsilon$, the fraction of time selecting the best partition/model profile becomes arbitrarily close to 1. If we also take $\lambda$ small, we may make the size of the $\delta$-neighborhood arbitrarily small thus enforcing selection of the best partition/model profile even further.

Theorem 1 has been derived under Assumptions 41–43. Note, however, that the mean performance of a model may not be constant with time, e.g., due to unseen operating conditions. Furthermore, the partition/model profile that provides the best performance may not necessary be fixed with time as well. The above convergence property of Theorem 1 applies as long as Assumptions 41–43 are valid. In case that, the mean performances alter significantly or the best partition/model profile changes, then the conclusions of Theorem 1 continue to hold, but for the new conditions. Thus, we may say that the algorithm exhibits adaptivity to possible changes in the performance of the models. This is attributed to the selection of constant step-size $\epsilon > 0$. 
4.3 Evaluation

To evaluate the performance of the supervisory process, we considered the case-study of thermal dynamics in buildings presented in Section 2.3. We then ran the supervisory prediction scheme of Table 3 for the prediction of the indoor temperature within one thermal zone. As described in [5], the control variables are a) the water flow rate $\dot{V}_w$ of the radiant-heating system, and b) the air flow rate $\dot{V}_a$ of the ventilation system. Using standard modeling techniques, reference [5] has demonstrated that the nonlinear thermal dynamics can be written in the form of (1).

We considered two partition patterns. The first corresponds to the non-partitioned set of flows, while the second divides the set of flows into two equal subsets (similarly to Figure 2). We designed a set of prediction models $\mathcal{M}$, based on an output-error (discrete-time) formulation of the dynamics (cf., [26, Section 4.2]) which leads to predictors of the form $\varphi_S(\tau, \theta_S)^T \theta_S$, $S \in \mathcal{M}$. The unknown parameters $\theta_S$ are to be identified for each $S$. Three alternative regression vectors were considered, $\mathcal{M} = \{1, 2, 3\}$, including a standard 2nd-order linear regression basis in model 1, a standard 2nd-order linear regression basis in model 2, and a 2nd-order nonlinear regression basis in model 3.

We set the sampling period equal to $T_s = \frac{1}{12}$ h and the period of the supervisory process was set equal to $T_e = 400T_s$. The step-size of the dynamics was set equal to $\epsilon = 0.05$ and the perturbation probability was set equal to $\lambda = 0.03$. Figure 3 shows how the probabilities over the considered two partition-pattern profiles evolve with time, while Figures 4–5 show how the probabilities over the available models evolve in case of the two partition schemes, respectively. Figure 6 shows the running average prediction error, while Figures 7–8 show the running average performance of the models.

The supervisory process follows the (in probability) type of convergence of Theorem 1. See, for example, Figure 3 where the process switches between the...
two partition schemes (resulting in variations in their probability distribution). The partition which provides the highest performance will eventually be picked more often (as it is the case for partition profile 1).

A similar behavior is also observed in Figure 4 (for model selection), where the process selects Model 2 for a quite large fraction of the implementation time.
(which agrees with the observation that Model 2 provides the highest running average performance, Figure 7). As Figure 7 demonstrates, all models are selected frequently, thus if a model starts performing better at later times, then the supervisory scheme will adapt to the new best option.

Finally, it is worth mentioning that Figures 7–8 constitute an informal verification of Assumptions 41, 42 and 43. In particular, there is a model which provides better performance than any other selection (Assumption 43). Furthermore, the running average performance of all models is convergent when the models have been selected sufficiently often (Assumption 41). Finally, each model provides a distinct performance in the mean (Assumption 42).

4.4 Discussion

The *in-probability* type of convergence is a consequence of making choices based on strategy vectors and using a constant step-size $\epsilon > 0$. It may result in suboptimal selections over (arbitrarily) small portions of the implementation time,
Fig. 8. Running average performance for partition pattern 2.

however it provides a highly attractive feature for such supervisory schemes, that is its linear computational complexity.

Note that we may consider dynamics that provide stronger convergence guarantees. However, this most likely will result in losing the linear complexity feature. To see this, consider instead an algorithm that directly addresses optimization \[3\]: at each iteration \( k \), all partition-patterns in \( \mathcal{P} \) and all available models in \( \mathcal{M} \) are being evaluated and compared with each other. In this case, at each iteration \( k \), we may select the partition/model that have provided the best performance so far. Such dynamics (which belong to minimizing-regret type of dynamics) will provide stronger convergence guarantees. However, they require a number of computations per iteration that is proportional to \( (c|\mathcal{M}| + 1)|\mathcal{P}| \) (without taking into account the required training of each available model in each one of the subsets of the available partitions). Depending on the size of the sets \( \mathcal{M} \) and \( \mathcal{P} \), such computational complexity may be considerable larger compared to the one of the proposed dynamics, \( c|\mathcal{M}| + |\mathcal{P}| \).

### 5 Technical Derivation

The following analysis is concerned with the asymptotic behavior of the strategies \( v_{p\alpha,k} \) and \( w_k \). Let us define:

\[
r_{p\alpha,k} = \sum_{i \in \mathcal{M}} e_i r_{p\alpha,k}(i) \in \mathbb{R}_{[\mathcal{M}]}^{|\mathcal{M}|},
\]
\[ \bar{R}_k(p, v) = \sum_{\alpha \in \mathcal{A}(p)} \sum_{i \in \mathcal{M}} r_{p\alpha,k}(i) v_{p\alpha}[i] \in \mathbb{R}_+, \]
\[
\bar{R}_k(v) = \sum_{p \in P} \epsilon_p \bar{R}_k(p, v) \in \mathbb{R}^{\lvert P \rvert}.
\]

Note that \( r_{p\alpha,k} \) denotes the vector of performances realized by each model in the partition-pattern profile \( p \) and subset \( \alpha \), i.e., \( r_{p\alpha,k}[i] = r_{p\alpha,k}(i) \). Moreover, \( \bar{R}_k(p, v) \) denotes the expected performance of partition-pattern profile \( p \) given the strategies \( v_{p\alpha} \) applied to each subset \( \alpha \); and, \( \bar{R}_k(v) \) denotes the vector of the expected performances exhibited by each partition-pattern profile.

The corresponding limits as \( k \to \infty \) will be denoted by \( r_{p\alpha,\infty} \), \( \bar{R}_\infty(p, v) \) and \( \bar{R}_\infty(v) \), respectively.

### 5.1 ODE approximation

The convergence properties of the supervisory scheme can be analyzed via the ODE method for stochastic approximations [27]. It is based on the selection of an Ordinary Differential Equation, the limit sets of which can be associated with the observed asymptotic behavior of recursions (8), (10).

The convergence properties of (8), (10) will be associated with the limit sets of the following system of ODE’s:

\[
\dot{v}_{p\alpha} = g_{\lambda p\alpha,\infty}(v_{p\alpha}), \quad (11a)
\]
\[
\dot{w} = f_{\lambda \infty}(v, w), \quad (11b)
\]

for each \( p \in P \) and \( \alpha \in \mathcal{A}(p) \), where

\[
\bar{g}_{\lambda p\alpha,\infty}(v_{p\alpha}) = \mathbb{E}^{\lambda}_{\mathcal{S}_k} \left[ r_{p\alpha,\infty}(S_{p\alpha,k} \left[ e_{S_{p\alpha,k}} - v_{p\alpha,k} \right] | v_{p\alpha,k} = v_{p\alpha} \right],
\]
\[
\bar{f}_{\lambda \infty}(v, w) = \mathbb{E}^{\lambda}_{\mathcal{S}_k} \left[ R_{\infty}(p_k, S_{k} \left[ e_{p_k} - w_{k} \right] | v_{k} = v, w_{k} = w \right].
\]

In the unperturbed case (\( \lambda = 0 \)), according to [23], the above ODE takes on a special form: \( \bar{g}^{0}_{\lambda p\alpha,\infty}(v_{p\alpha}) = \mathbb{V}(v_{p\alpha}) r_{p\alpha,\infty} \) where \( \mathbb{V} : \Delta(\lvert \mathcal{M} \rvert) \mapsto \mathbb{R}^{\lvert \mathcal{M} \rvert \times \lvert \mathcal{M} \rvert} \) is such that

\[
[\mathbb{V}(v_{p\alpha})]_{ji} = \begin{cases} v_{p\alpha}[j] \cdot (1 - v_{p\alpha}[j]), & j = i, \forall i,j \in \mathcal{M}, \\ -v_{p\alpha}[j] \cdot v_{p\alpha}[i], & j \neq i, \forall i,j \in \mathcal{M}, \end{cases}
\]

and \( \bar{f}^{0}_{\lambda \infty}(v, w) = \mathbb{W}(w) \bar{R}_{\infty}(v) \), where \( \mathbb{W} : \Delta(\lvert \mathcal{P} \rvert) \mapsto \mathbb{R}^{\lvert \mathcal{P} \rvert \times \lvert \mathcal{P} \rvert} \) is such that

\[
[\mathbb{W}(w)]_{ji} = \begin{cases} w[j] \cdot (1 - w[j]), & j = i, \forall j,i \in \mathcal{P}, \\ -w[j] \cdot w[i], & j \neq i, \forall j,i \in \mathcal{P}. \end{cases}
\]

The connection between the ODE (11) for some \( \lambda > 0 \) and the discrete-time recursions (8), (10) is established by the following proposition.
Proposition 1 (Asymptotic properties). For some $\lambda > 0$, let $\mathcal{L}$ denote the limit point of the system of ODE's. For any $\delta > 0$, the fraction of time that the linear-time interpolation of the recursions $\{v_{p_o,k}\}_{p_o}$ and $w_k$ spends in $N_{\delta}(\mathcal{L})$ goes to one (in probability) as $\epsilon \to 0$ and $k \to \infty$.

Proof. The proof follows directly from Theorem 8.4.1 in [27], due to a) Assumption 43), and (b) the performance functions are uniformly bounded, c) the functions $g^\lambda_{p_o}\infty(\cdot)$ and $f^\lambda_{\infty}(\cdot,\cdot)$ are continuous in their domain.

In other words, Proposition 1 states that if we consider a sufficiently large number of iterations $k$, the fraction of time that the stochastic recursion will spend in $N_{\delta}(\mathcal{L})$ goes to one (in probability) as $\epsilon \to 0$ and $k \to \infty$. Potential limit points of the ODE's are its stationary points, i.e., points $(v^*,w^*)$ at which $g^\lambda_{p_o}\infty(v^*_{p_o}) = 0$, and $f^\lambda_{\infty}(v^*,w^*) = 0$.

Proposition 2 (Unique stationary point). Let $(v^*,w^*)$ be a pure strategy pair corresponding to the best selection $p^*$ and $S^*$. For sufficiently small $\lambda > 0$, there exists $\delta = \delta(\lambda)$ with $\delta(\lambda) \to 0$ as $\lambda \to 0$, such that $N_{\delta}(v^*,w^*)$ contains the unique stationary point of the ODE's.

Proof. The statement follows directly from [23] Proposition 3.5] and the fact that for the perturbed ODE (11), the partition and combination of models corresponding to $(v^*, w^*)$ provides the highest reward compared to any other pair selection. Note further (also according to [23] Proposition 3.5]), that any other pure strategy (which is a stationary point under the unperturbed dynamics) no longer defines a stationary point for the perturbed dynamics.

5.2 Proof of Theorem 1

Let us define the set of pure strategy profiles by $\Delta^*$. Let also $(v^*,w^*) \in \Delta^*$ correspond to the best selection of Assumption 43. For some $\delta > 0$, let $D_\delta = (Y \times \mathcal{W}) \setminus N_{\delta}(\Delta^*)$, which includes all strategy pairs but a small neighborhood about $\Delta^*$. By Assumption 43 any pair $(v,w) \in D_\delta$ satisfies $w^T R^\infty(v) > w^T R^\infty(v^*)$. This is because, (a) $R^\infty(p^*,v^*) > R^\infty(p,v^*)$ (according to (H2) of Assumption 43), and (b) $R^\infty(p,v^*) > R^\infty(p,v)$ (according to (H1) condition of Assumption 43). In particular,

$$w^T R^\infty(v^*) = R^\infty(p^*,v^*) > w^T \sum_{p \in P} e_p R^\infty(p,v^*) > w^T \sum_{p \in P} e_p R^\infty(p,v) = w^T R^\infty(v).$$

2 The set of limit points $\mathcal{L}$ of an ODE $\dot{x} = g(x)$ with domain $A$ is defined as $\mathcal{L} = \lim_{t \to \infty} \bigcup_{x \in A} \{x(s), s \geq t : x(0) = x\}$, i.e., it is the set of all points in $A$ to which the solution of the ODE converges.

3 The linear-time interpolation of a recursion $x_k$, $k = 0, 1, \ldots$, is defined as $x(\tau) = x_k$ for all $\epsilon k \leq \tau < \epsilon(k+1)$. 


for all \( w \neq w^* \) and due to \( w^* \equiv e_p \) and conditions (H1), (H2). Thus, \( w^{*\top}R_\infty(v^*) > w^{\top}R_\infty(v) \) for all \( (v, w) \in D_\delta \).

Define the nonnegative function \( V : D_\delta \mapsto [0, \infty) \), such that:

\[
V(v, w) = w^{*\top}R_\infty(v^*) - w^{\top}R_\infty(v).
\]

Note that \( \nabla v_{pa^*} V(v, w) = -w_p r_{pa,\infty}^\top \) and \( \nabla w V(v, w) = -R_\infty(v)^\top \). Thus, its time derivative satisfies:

\[
\dot{V}(v, w) = - \sum_{p \in \mathcal{P}} w_p \sum_{\alpha \in A(p)} r_{pa,\infty}^\top V(v_{pa}) r_{pa,\infty} - \nabla v R_\infty(v)^\top W(w) R_\infty(v) + O(\lambda),
\]

where \( O(\lambda) \) denotes terms of order of \( \lambda \). Note further that according to the definition of the matrices \( V \) and \( W \),

\[
r_{pa,\infty}^\top V(v_{pa}) r_{pa,\infty} = \sum_{i=1}^{\lvert \mathcal{M} \rvert} \sum_{j=1}^{\lvert \mathcal{M} \rvert} v_{pa}[i] v_{pa}[j] (r_{pa,\infty}(i) - r_{pa,\infty}(j))^2 > 0,
\]

\[
R_\infty(v)^\top W(w) R_\infty(v) = \sum_{i=1}^{\lvert \mathcal{P} \rvert} \sum_{j=1}^{\lvert \mathcal{P} \rvert} w[i] w[j] (R_\infty(i, v) - R_\infty(j, v))^2 > 0,
\]

for all \( (v, w) \in D_\delta \), since (a) \( v_{pa}[i] \in (0, 1) \), for all \( p \in \mathcal{P}, \alpha \in A(p) \) and \( i \in \mathcal{M} \),
(b) \( w[i] \in (0, 1) \) for all \( i \in \mathcal{P} \), and (c) \( r_{pa,\infty}(i) \neq r_{pa,\infty}(j) \) for all \( i, j \in \mathcal{M}, i \neq j \), according to Assumption 42. Thus, if we take \( \lambda \) sufficiently small, \( \dot{V}(v, w) < 0 \) for all \( (v, w) \in D_\delta \). Furthermore, since \( \dot{V}(v, w) > 0 \) in \( D_\delta \) we conclude that the set \( \mathcal{N}_\delta(\Delta^*) \) is globally asymptotically stable in the sense of Lyapunov.

It remains to investigate convergence to the set of pure strategy profiles within \( \mathcal{N}(\Delta^*) \).

(A) We first exclude convergence from any pure strategy profile in \( \Delta^* \) which does not correspond to the best selection \( (v^*, w^*) \). Let us consider the vector field \( g_{pa,\infty}(v_{pa}) \) in \( \mathcal{N}_\delta(v', w') \) for some \( (v', w') \in \Delta^* \), i.e., \( (v', w') \) corresponds to a pure strategy profile. The \( i \)th entry of this vector field, \( i \in \{1, \ldots, \lvert \mathcal{M} \rvert \} \), evaluated at some strategy profile \( (v, w) \in D_\delta \) takes on the following form,

\[
\begin{align*}
g_{pa,\infty}(v_{pa})[i] &= r_{pa,\infty}(i) \left( (1 - \lambda) v_{pa}[i] + \frac{\lambda}{\lvert \mathcal{M} \rvert} \right) - \\
&= r_{pa,\infty}(i) \left( (1 - \lambda) v_{pa}[i] + \frac{\lambda}{\lvert \mathcal{M} \rvert} \right) - \\
&= r_{pa,\infty}(i) \left( (1 - \lambda) v_{pa}[i] + \frac{\lambda}{\lvert \mathcal{M} \rvert} \right) - \\
&= r_{pa,\infty}(i) \left( (1 - \lambda) v_{pa}[i] + \frac{\lambda}{\lvert \mathcal{M} \rvert} \right).
\end{align*}
\]

\footnote{We abuse notation here by using \( i, j \) as both the indices and the elements of the corresponding sets \( \mathcal{M} \) and \( \mathcal{P} \).}
\[ \sum_{j \in \mathcal{M}} r_{\text{pa}, \infty}(j) \left( (1 - \lambda) v_{\text{pa}}[j] + \frac{\lambda}{|\mathcal{M}|} \right) v_{\text{pa}}[i] \approx \left( r_{\text{pa}, \infty}(i) - r_{\text{pa}, \infty}(i') v_{\text{pa}}[i'] \right) v_{\text{pa}}[i] + r_{\text{pa}, \infty}(i) \frac{\lambda}{|\mathcal{M}|} \]

plus terms of order \( \lambda \delta \) and \( \delta^2 \), for all \( i \neq i' \), where \( i' \) corresponds to the model in \( \mathcal{M} \) assigned probability one in the vector \( v'_{\text{pa}} \). Let us take \( v'_{\text{pa}} \neq v^*_{\text{pa}} \), i.e., \( v'_{\text{pa}} \) does not correspond to the best selection. Evaluate the above expression at \( i^* \) which corresponds to the model in \( \mathcal{M} \) assigned probability one in \( v^*_{\text{pa}} \). Then, we have

\[ \mathbb{E}_{v_{\text{pa}}, \infty}(v_{\text{pa}})[i^*] \approx \left( r_{\text{pa}, \infty}(i^*) - r_{\text{pa}, \infty}(i') v_{\text{pa}}[i'] \right) v_{\text{pa}}[i^*] + r_{\text{pa}, \infty}(i^*) \frac{\lambda}{|\mathcal{M}|} \]

plus terms of order \( \lambda \delta \) and \( \delta^2 \). Given that \( v_{\text{pa}} \) is taken within \( \mathcal{N}_\delta(v', w') \), and the fact that \( r_{\text{pa}, \infty}(i^*) > r_{\text{pa}, \infty}(i') > 0 \), there exists \( \delta > 0 \) such that, for any \( \delta < \delta^* \), we have:

\[ \left( r_{\text{pa}, \infty}(i^*) - r_{\text{pa}, \infty}(i') v_{\text{pa}}[i'] \right) v_{\text{pa}}[i^*] + r_{\text{pa}, \infty}(i^*) \frac{\lambda}{|\mathcal{M}|} > 0 \]

We conclude that, if we take \( \lambda \) sufficiently small, the above expression strictly dominates terms of order \( \lambda \delta \) and \( \delta^2 \), implying that \( \mathbb{E}_{v_{\text{pa}}, \infty}(v_{\text{pa}})[i^*] > 0 \) within \( \mathcal{N}_\delta(v', w') \), i.e., the vector field points towards the exterior of \( \mathcal{N}_\delta(v', w') \). Thus, the set \( \mathcal{N}_\delta(v', w') \) belongs to the region of attraction of \( \mathcal{D}_\delta \) when we take \( \delta \) and \( \lambda \) sufficiently small. In other words, the set \( \mathcal{N}_\delta(v^*, w^*) \) is globally asymptotically stable.

(B) It remains to investigate the vector field \( \mathbb{E}_{v_{\text{pa}}, \infty}(v_{\text{pa}}) \) within \( \mathcal{N}_\delta(v^*, w^*) \), i.e., within a small neighborhood of the best selection. By directly implementing Proposition 3.6 of [23] to ODE’s (11a) – (11b), we have that there exists a locally asymptotically stable stationary point \( (\tilde{v}_\lambda, \tilde{w}_\lambda) \) satisfying \( \tilde{v}_\lambda \to v^* \) and \( \tilde{w}_\lambda \to w^* \) as \( \lambda \to 0 \). Thus, if we pick \( \lambda \) sufficiently small and \( \delta = \delta(\lambda) \) such that \( \mathcal{N}_\delta(v^*, w^*) \) belongs to the region of attraction of \( (\tilde{v}_\lambda, \tilde{w}_\lambda) \), then \( (\tilde{v}_\lambda, \tilde{w}_\lambda) \) will be the unique limit point within \( \mathcal{N}_\delta(v^*, w^*) \).

From (A) and (B), we conclude that for sufficiently small \( \lambda \), \( (\tilde{v}_\lambda, \tilde{w}_\lambda) \) is globally asymptotically stable. Thus, according to Proposition[4] the conclusion follows.

6 Conclusions and Future Work

We introduced a supervisory online prediction scheme specifically tailored for bilinear systems, which incorporates two parallel decision processes: a) the selection of a partition-pattern profile for the inputs’ domain, and b) the selection
of a model profile for each partition-pattern profile. We showed that convergence is attained (in probability) to the partition and model profile with the smallest prediction error. Such supervisory scheme is appropriate when the operating conditions might change with time, as in the case of the thermal dynamics in buildings, and when predictions need to be provided online as in standard model predictive control formulations, thus automating the process of prediction model selection.
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