Dam break in rectangular channels with different upstream-downstream widths
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Abstract

The classic Stoker dam-break problem \cite{1} is revisited in cases of different channel widths upstream and downstream of the dam. The channel is supposed to have a rectangular cross section and a horizontal and frictionless bottom. The system of the shallow water equations is enriched, using the width as a space-dependent variable, together with the depth and the unit discharge, which conversely depend on both space and time. Such a formulation allows a quasi-analytical treatment of the system, whose solution is similar to that of the classic Stoker solution when the downstream/upstream depth ratio is sufficiently large, except that a further stationary contact wave exists at the dam position. When the downstream/upstream depth ratio is small, the solution is richer than the Stoker solution because the critical state occurs at the dam position and the solution itself becomes resonant at the same position, where two eigenvalues are null and the strict hyperbolicity of the system is lost. The limits that identify the flow regime for channel contraction and channel expansion are discussed after showing that the nondimensional parameters governing the problem are the downstream/upstream width ratio and the downstream/upstream initial depth ratio.

After the introduction of the previous analytical framework, a numerical analysis is also performed to evaluate a numerical method that is conceived to suitably capture rarefactions, shock waves and contact waves. A second-order method is adopted, employing a Dumbser-Osher-Toro Riemann solver equipped with a nonlinear path. Such an original nonlinear path is shown
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to perform better than the classic linear path when contact waves of large amplitude must be captured, being able to obtain specific energy conservation and mass conservation at the singularity.

The codes, written in MATLAB (MathWorks Inc.) language, are made available in Mendeley Data repository.
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1. Introduction

The dam-break problem is a classic topic in open channel hydraulics, both for its relevance in dam engineering and for the intrinsic features of interest of this fluid mechanics problem [1] [2] [3] [4]. At the end of the 1990s, a part of the European hydraulic community joined the CADAM project, the European Concerted Action on Dam-Break Modeling project [5], to take stock of the existing numerical methods and to create a suitable database of laboratory experiments and case studies to improve the technical knowledge and best practices in the field. A relevant conclusion from the CADAM project was that one- and two-dimensional shallow water equations (SWE) can be considered one of the most appropriate tools for dam-break flow modeling on real valleys [6] [7]. Further reviews can be found in [8] [9] and the references therein.

Research into the basic aspects of the flow remains active, also taking into account the new insights on the role of the source terms in the SWE, particularly those concerning discontinuous solutions over geometric singularities. The first kind of considered singularity is the discontinuous bottom profile, as studied in [10], which described the standing wave on a bottom step in a SWE Riemann problem where initial depth, velocity and bottom elevation are discontinuous at the same position, showing the existing variety of solutions and the unit discharge and total head conservation at the bottom step. The associated energy dissipation at the step can be taken into account by adding a head loss proportional to the kinetic energy of the flow via an empirical coefficient deduced by selected experiments.

The latter is an important point because, as extensively shown and discussed in [11], the head losses at the singularity are not intrinsically included in the shallow water scheme but must be separately modeled with an additional term that is added to the distributed head loss due to bottom friction.
A further analytical study on bed discontinuities is [12], where some ideas proposed in [13] are developed. In [12], the Riemann problem over an uneven bed elevation is studied, proving the existence and possible multiplicity of the solution. The occurrence of such multiplicity in the resonant regime is deeply investigated. The existence of a stationary wave on the bed discontinuity, which maintains the constancy of the unit discharge and of total head over the same discontinuity, is demonstrated and discussed. While [12] is devoted to understanding the nature of the problem, the recent work [14] investigates all the possible solutions of the Riemann problem on a bottom step, including the drying of the bed in some regions of the flow domain.

Successful applications showing energy conservation at geometric singularities can also be found in [15, 16, 17]. The well-balancing process and an extensive comparison between different numerical approaches of the free surface flow over bottom discontinuities are discussed in [18, 19]. The problem is extended, and a solution is proposed, concerning not only well balancing in still water (i.e., the satisfaction of the C-property [20]) but also an extension of the balance to steady-state conditions, taking into account the dynamical part of the momentum balance [19].

Conversely, some aspects concerning the physical meaning of the balance laws are used to conceive a momentum-balancing method for the bottom discontinuities in [21], while integral aspects are highlighted and discussed in [11]. The latter work, examining all the possible steady-state conditions over a backward-facing step and a forward-facing step, shows that the total head conservation and integral momentum balance are completely compatible. This work also shows that an inappropriate integral momentum balance, corresponding to a simplified estimate of the depth on the step, can provide an unphysical gain of energy at the singularity.

In the context of the analytical analysis of the SWE, there are no essential differences between the geometrical singularity consisting of a bed discontinuity and a width change in a rectangular channel. In both cases, it is possible to consider an additional variable to the classic flow variables (flow depth and unit discharge). In the former case, the additional variable is the bottom elevation; in the latter case, it is the channel width. In the case of a bottom discontinuity, the new variable represents the difference between the total head and the specific energy; in the case of width change, the new variable represents the difference between the total discharge and the unit discharge. In both cases, the new introduced variable is a geometrical variable, which experiences a stationary discontinuity. At such a discontinuity, a
stationary contact wave occurs, in addition to rarefactions and shocks typical of the classic Stoker dam-break solution. In addition to the classic generalized Riemann invariants, which take place in the channel segments where the bottom elevation or the width are constants, a new couple of generalized Riemann invariants appears, the conservation of the unit discharge and of the total head in the former case, the conservation of the total discharge and of the specific energy in the latter case.

In this work, the classic Stoker solution of the SWE for a flat bottom, in terms of the depth and specific discharge, is considered as stated [1, 3]. Then, the channel width is introduced as a further dependent variable, causing a complexity in the general solution, which is by far richer than the original Stoker solution. The two fundamental nondimensional parameters governing the problem are the (downstream/upstream) width ratio and the (downstream/upstream) initial depth ratio. It is shown that in the case of contraction, two possible configurations of the flow after the disappearance of the dam are possible; in the case of expansion, four configurations are possible. The limit curve between the two cases for contraction is analytically found and studied, the same for the three limit curves between the four cases for expansion. In summary, the (width ratio, depth ratio) plane is divided into six regions, each of which is investigated and described.

This work has important analogies and differences with [22], which analyzes the behavior of the porous shallow water system, used to study the flow field when a significant part of the domain is covered by buildings, and a simplified technique avoiding a very refined grid between buildings is required. The role of the channel width is similar to the role of the porosity in the urban environment, and the configurations in the case of width changes are strictly similar. From the methodological point of view, the works are quite different because the role of the width is extracted here, generating the third equation (stationarity of the width in time), which allows a simplification of the analytical treatment. In fact, using this approach, the conditions on the standing wave over the discontinuity are automatically recovered from finding the generalized Riemann invariants of the problem. Moreover, all the limit curves are found analytically here, and this may be an added value for classifying various cases. Finally, the numerical method presented herein is completely different from that proposed in [22]. The general framework for nonconservative systems, within which the DOT method is conceived, is considered the “natural tool” to solve the augmented shallow water system: the coupling with a proper design of a nonlinear path is the
only problem-dependent (bottom elevation steps, abrupt changes in width) ingredient.

A further related work is [26], which concerns the Riemann problem in localized constrictions and obstructions in channels, that is, cross-sectional contractions followed by expansions. The context and, consequently, the domain of possible solutions are quite different from the present ones, but several common points can be detected, characterizing the nature of the solution.

For completeness, the extended Stoker problem is also analyzed here from a numerical point of view. The second-order version by [27] of the so-called DOT (Dumbser-Osher-Toro) method [25] is adopted to numerically solve the system governing the problem. This is a generalized path-conservative [23] Osher-type Riemann solver for conservative and nonconservative systems. A nonlinear path is proposed to enforce the correct energy and mass conservation at the singularity, inspired by the structure of the generalized Riemann invariant on the contact wave. The method successfully reproduces the Riemann analytical solutions, showing itself to be a relatively simple and highly efficient tool to capture the system behavior at the width change. Finally, conclusions are drawn on the main novelties presented herein.

2. Governing equations: the augmented shallow water equations system

The original Stoker problem is extended to analyze the behavior of the solution when a sudden contraction or expansion is located at the dam.

The problem is assumed to be governed by the augmented shallow water equations system, derived from the original SWE, where the width assumes the role of an additional variable that does not vary with time but can vary and is subjected to abrupt changes with space. This technique has been adopted up to now to capture abrupt changes in the bottom elevation when a constant width is assumed. Such a technique is extensively discussed in [12]. The augmented SWE without friction on a flat bed and varying width
in a rectangular cross-section channel can be written as:

\[
\begin{align*}
\frac{\partial h}{\partial t} + \frac{\partial q}{\partial x} + \frac{q}{b} \frac{\partial b}{\partial x} &= 0 \quad (1a) \\
\frac{\partial q}{\partial t} + \frac{\partial}{\partial x} \left( \frac{1}{2} g h^2 + \frac{q^2}{h} \right) + \frac{q^2}{bh} \frac{\partial b}{\partial x} &= 0 \quad (1b) \\
\frac{\partial b}{\partial t} &= 0 \quad (1c)
\end{align*}
\]

where \( h(x,t) \), \( q(x,t) \) and \( b(x) \) are the depth, the specific discharge and the cross section width, respectively; \( g \) is the gravity acceleration; and \( x \) and \( t \) are the space and the time, respectively. The compact version of Eq. (1) can be written as:

\[
\frac{\partial W}{\partial t} + A(W) \frac{\partial W}{\partial x} = 0 \quad (2)
\]

where:

\[
W = \begin{bmatrix} h \\ q \\ b \end{bmatrix}; \quad A(W) = \begin{bmatrix} 0 & 1 & \frac{q}{b} \\ g h - \frac{q^2}{h^2} & 2 \frac{q}{h} & \frac{q^2}{bh} \\ 0 & 0 & 0 \end{bmatrix}
\]

The column vector \( W(x,t) \) contains the evolving variables, and \( A(W) \) is the flux matrix.

The dam divides the channel into two parts where the water elevations are \( h_L \) and \( h_R \). We assume \( h_L > h_R \) (in the opposite case, symmetric results are obtained); therefore, the flow velocities are always positive. The rectangular cross-section channel has two different widths upstream and downstream of the dam position, \( b_L \) and \( b_R \), respectively. We assume \( b_R \geq b_L \). The initial conditions of the extended Stoker problem read:

\[
\begin{bmatrix} h \\ q \\ b \end{bmatrix} = \begin{bmatrix} h_L \\ 0 \\ b_L \end{bmatrix} \quad \text{for} \quad x \leq 0; \quad \text{and} \quad \begin{bmatrix} h \\ q \\ b \end{bmatrix} = \begin{bmatrix} h_R \\ 0 \\ b_R \end{bmatrix} \quad \text{for} \quad x > 0 \quad (4)
\]

where the abscissa \( x = 0 \) indicates the dam position. The extended Stoker problem constituted by the system (2) with the initial conditions (4) is equivalent to a Riemann problem. The case \( b_R = b_L \) coincides with the original Stoker problem [1]. The sketch of the initial conditions is depicted in Fig. 1.
Figure 1: Initial conditions for the Stoker dam break in a changing-width channel: in the following, $h_R < h_L$ is always assumed (in the opposite case, symmetric results are obtained); $b_R < b_L$ means contraction, whereas $b_R > b_L$ means expansion.
The eigenvalues of the flux matrix $A$ are:

\[
\begin{bmatrix}
\lambda_1 \\
\lambda_2 \\
\lambda_3
\end{bmatrix} = \begin{bmatrix}
  u - c \\
  0 \\
  u + c
\end{bmatrix}
\]

(5)

where $c = \sqrt{gh}$ is the relative celerity of the small-amplitude waves and $u = q/h$ is the depth-averaged velocity. In the following, the right eigenvectors, the left eigenvectors and the generalized Riemann invariants are considered, in the same order related to the order of the herein-defined eigenvalues. Note that this is an increasing order if and only if the flow is subcritical ($u < c$); in critical conditions ($u = c$), the strict hyperbolicity of the system is lost, and $\lambda_1 = \lambda_2 = 0$.

The right (normalized) eigenvectors are the columns of the following matrix:

\[
R = \begin{bmatrix}
  1 & 1 & 1 \\
  u - c & u^2 - c^2 & 1 \\
  0 & -u(u^2 - c^2)/u^2 h & 0 \\
\end{bmatrix}
\]

(6)

The left eigenvectors are the rows of the following matrix:

\[
L = \begin{bmatrix}
  +u/c & -1/2c & +uh/2b(u - c) \\
  0 & 0 & -u^2 h/b(u^2 - c^2) \\
  -u/c & +1/2c & +uh/2b(u + c) \\
\end{bmatrix}
\]

(7)

The generalized Riemann invariants are:

\[
\begin{align*}
\frac{h}{1} &= \frac{(uh)}{u - c} = b \\
\Rightarrow \quad \begin{cases} 
  b = \text{const} \\
  u + 2c = \text{const}
\end{cases} \quad (8a)
\end{align*}
\]

\[
\begin{align*}
\frac{h}{1} &= \frac{u}{u^2 - c^2} (uh) = -\frac{u^2 h}{b(u^2 - c^2)} b \\
\Rightarrow \quad \begin{cases} 
  qb = Q = \text{const} \\
  h + \frac{u^2}{2g} = E = \text{const}
\end{cases} \quad (8b)
\end{align*}
\]

\[
\begin{align*}
\frac{h}{1} &= \frac{(uh)}{u + c} = b \\
\Rightarrow \quad \begin{cases} 
  b = \text{const} \\
  u - 2c = \text{const}
\end{cases} \quad (8c)
\end{align*}
\]

It is worth noting that $Q$ is the total volumetric discharge and $E$ is the specific energy of the flow. The generalized Riemann invariants (8a) and (8c) are the ones associated with the classic SWE, while the generalized Riemann invariant (8b) is specific to the augmented system and expresses the mass and energy conservation through the standing contact wave at the dam position; we remark that the corresponding eigenvalue $\lambda_2$ is always zero.
3. Analytical solution for channel contraction

The Stoker solution for a constant-width channel consists of an unper- 
turbed upstream water level, a rarefaction, a constant state, a moving shock 
and a still-water downstream state [1, 3]. Only two eigenvalues, \( u - c \) and 
\( u + c \), exist; the former is associated with the rarefaction, and the latter is 
associated with the downstream moving shock.

When a width change occurs at the dam position, three eigenvalues exist 
[5]: the null \( \lambda_2 \) eigenvalue is associated with a standing contact wave, oc- 
curring at \( x = 0 \). A resonant Riemann problem arises when two eigenvalues 
coincide and become zero at the dam position. Depending on the sign of 
\( u - c \), the order of eigenvalues can commute, in which case the nature of the 
solution changes.

The first case that is studied here is the contraction, which is \( b_R < b_L \). 
In the following, it is shown that in such cases, two types of solution exist: 
the former occurs for large values of the downstream/upstream depth ratio, 
\( r_h = h_R/h_L \), the latter for small values of the same parameter. A limit 
value of the depth ratio divides the two types of solutions. This limit value is not a 
constant but depends on the downstream/upstream width ratio, \( r_b = b_R/b_L \), 
which influences the nature of the solution, as can be expected on a physical 
basis.

3.1. Contraction, large depth ratio

First, we consider a large downstream/upstream depth ratio, \( r_h \), smaller 
than 1 but sufficiently large to obtain a rarefaction wave that is associated 
with an everywhere-negative value of the \( \lambda_1 \) eigenvalue; such a rarefaction 
wave is located entirely upstream of the dam position. The intermediate 
constant state characterizing the original Stoker solution is replaced by two 
constant states, which are divided by the stationary contact wave located 
at the dam position; a downstream moving shock divides the downstream 
constant state from the water at rest corresponding to the right initial state.

Using the classic techniques of Riemann problem analytical solution, 
graphically represented in Fig. 2, a rarefaction curve \( R \) (continuous blue 
line) is computed, starting from the left state (blue circle) up to the intersec-
tion with the critical resonance curve (thick black line); such a rarefaction 
curve is referred to as the left channel width \( b_L \). A subcritical curve (dashed 
blue line), imposing the same specific energy and the same total discharge of 
the rarefaction curve, is drawn; this curve is referred to as the right channel
width \( b_R \). Starting from the right state (red circle), a shock curve \( S \) (continuous red line) is computed, which intersects the dashed blue line at a point (red asterisk). From this point, a constant-energy and constant-discharge contact wave curve \( CW \) (continuous magenta line) is computed, considering a linear variation of the channel width from \( b_R \) to \( b_L \), so that an intersection with the first \( R \) curve can be found (blue asterisk). The blue asterisk and the red asterisk identify the two constant states upstream and downstream of the dam, respectively, which appear in the following.

The solution is described by the following system of equations (enumerated moving from upstream to downstream).

First, a constant left state upstream \( (x_L \) is the rarefaction head position) is given by:

\[
\begin{align*}
    h &= h_L, \quad \text{for } \frac{x}{t} \leq \frac{x_L}{t} = -\sqrt{gh_L} \\
    u &= 0
\end{align*}
\] (9)

The unperturbed left state is followed by a rarefaction associated with the \( \lambda_1 \) (negative) eigenvalue \( (x_1 \) is the rarefaction tail position, while \( h_1 \) and \( u_1 \) are the corresponding depth and flow velocity, respectively):

\[
2 \sqrt{gh_L} = u + 2 \sqrt{gh_1} \quad \text{for } \frac{x_L}{t} \leq \frac{x}{t} \leq \frac{x_1}{t} = \left( u_1 - \sqrt{gh_1} \right)
\] (10)

It is worth noting that Eq. (10), at \( x = x_1 \), gives:

\[
2 \sqrt{gh_L} = u_1 + 2 \sqrt{gh_1} \quad \text{for } \frac{x}{t} = \frac{x_1}{t}
\] (11)

A constant state just upstream of the initial dam position is expressed by the following equations:

\[
\begin{align*}
    h &= h_1, \quad \text{for } \frac{x_1}{t} \leq \frac{x}{t} \leq 0^- \\
    u &= u_1
\end{align*}
\] (12)

A constant state just downstream of the initial dam position is expressed by:

\[
\begin{align*}
    h &= h_2, \quad \text{for } 0^+ \leq \frac{x}{t} \leq \frac{x_2}{t} = c_2 \\
    u &= u_2
\end{align*}
\] (13)

where:

\[
c_2 = h_2 \sqrt{\frac{1}{2} g \left( \frac{1}{h_2} + \frac{1}{h_R} \right)}
\] (14)
Figure 2: Contraction, large \( r_h \). a) solution in the phase plane. b) solution in the physical plane. The continuous line is the analytical solution, and the circles represent the numerical solution.
is the celerity of the shock (located at $x = x_2$) dividing the constant state downstream of the dam from the constant still-water downstream state.

A constant state, just downstream of the final shock, corresponding to the downstream initial state is given by:

$$\begin{cases} h = h_R \\ u = 0 \end{cases} \quad \text{for} \quad \frac{x}{t} \geq \frac{x_2}{t}$$  \hspace{1cm} (15)

At the dam position, $x = 0$, mass conservation requires:

$$u_1 b_L h_1 = u_2 b_R h_2$$  \hspace{1cm} (16)

Again at $x = 0$, energy conservation requires:

$$h_1 + \frac{u_1^2}{2g} = h_2 + \frac{u_2^2}{2g}$$  \hspace{1cm} (17)

At the shock position, $x = x_2$, the Rankine-Hugoniot condition (remembering that $u_R = 0$) reads:

$$u_2 = (h_2 - h_R) \sqrt{\frac{1}{2} g \left( \frac{1}{h_2} + \frac{1}{h_R} \right)}$$  \hspace{1cm} (18)

Considering the four equations (11), (16), (17), (18), a nonlinear system in the four unknowns $(h_1, u_1, h_2, u_2)$ is obtained, which can be solved with a standard Newton-Raphson method.

The typical solution is depicted (continuous line) in the physical plane in Fig. 2b, together with the corresponding numerical solution (circles), which will be described in Section 5. The analytical solution and the numerical solution are drawn together herein and in the following to avoid duplication of each diagram. The behavior of the numerical part will be clarified in Section 5. To adopt nondimensional variables in Fig. 2, the depth and specific energy are scaled with the upstream initial depth; the velocity is scaled with $\sqrt{gh}$; and the Froude number, $Fr = u/\sqrt{gh}$ is reported instead of the flow velocity.

3.2. Contraction, small depth ratio

We consider here a small downstream/upstream depth ratio, $r_h$, which is sufficiently small to obtain a region of the solution where the $\lambda_1$ eigenvalue becomes positive (and, consequently, the order of eigenvalues commutes,
such eigenvalue becomes the second one); this region is located downstream of the dam position. Resonance occurs at the dam position, where two eigenvalues are null. The stationary contact wave located there divides a subcritical state at $0^-$ from a critical (sonic) state at $0^+$. The downstream (the dam) constant state is supercritical, and a shock moving downstream divides this region from the water at rest corresponding to the right initial state.

Using the classic technique for the Riemann problem analytical solution, graphically represented in Fig. 3a), the rarefaction curve $R$ (continuous blue line) is analogous to that of the previous subsection 3.1. The subcritical (dashed blue line) curve, having the same specific energy and the same total discharge of the rarefaction curve, is also analogous to that of the previous subsection 3.1. Starting from the right state, the shock curve (continuous red line) does not intersect the dashed blue line, so that the critical state controls the solution. The intersection between the dashed blue line and the resonance curve identifies this critical state (magenta asterisk). From this point, the constant-energy and constant-discharge contact wave curve $CW$ (continuous magenta line) is computed, considering a linear variation of the channel width from $b_R$ to $b_L$, up to the intersection with the first $R$ curve (blue asterisk). From the critical point a rarefaction curve (continuous green line), in the channel having width $b_L$, is also drawn. This line intersects the shock red curve at a point (red asterisk). The blue asterisk and the red asterisk identify the two constant states upstream and downstream of the dam, respectively. The magenta asterisk identifies the critical point at $0^+$. The solution is governed by the following system of equations (moving from upstream to downstream).

The critical state of the flow occurs in $x = 0^+$, that is:

$$Fr\left(0^+\right) = 1 \iff u_c = u\left(0^+\right) = \sqrt{gh}\left(0^+\right) = \sqrt{gh_c} \quad (19)$$

The solution is strictly similar to the previous case for the upstream still-water zone, see Eq. (9), and for the following rarefaction, see Eq. (10); the sonic point occurs at $x = 0^+$; a further rarefaction, associated with the eigenvalue $\lambda_1 = u - \sqrt{gh} > 0$, occurs downstream of the dam position ($x_{20}$ is the tail of this latter rarefaction):

$$3\sqrt{gh_c} = u + 2\sqrt{gh} \quad \text{for} \quad 0 \leq \frac{x}{t} \leq \frac{x_{20}}{t} = \left(u_2 - \sqrt{gh_2}\right) \quad (20)$$
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Figure 3: Contraction, small $r_h$. a) solution in the phase plane. b) solution in the physical plane. The continuous line is the analytical solution, and the circles represent the numerical solution.
and, in particular:

\[ 3\sqrt{gh_c} = u_2 + 2\sqrt{gh_2} \quad \text{for} \quad \frac{x}{t} = \frac{x_{20}}{t} \quad (21) \]

At the dam position, \( x = 0 \), mass and energy conservation require:

\[ u_1 b_L h_1 = \sqrt{g h_c b_R h_c} \quad (22a) \]
\[ h_1 + \frac{u_1^2}{2g} = \frac{3}{2} h_c \quad (22b) \]

A constant state, just downstream of the previously defined rarefaction, exists:

\[
\begin{cases}
  h = h_2 \\
  u = u_2
\end{cases}
\quad \text{for} \quad \frac{x_{20}}{t} \leq \frac{x}{t} \leq \frac{x_2}{t} = c_2
\quad (23)
\]

where \( c_2 \) is given by Eq. (14) and relation (18) still holds. The final constant state zone is given by Eq. (15).

In such a case, Eq. (11), Eq. (21), Eqs. (22), Eq. (18) give a system of five equations in the five unknowns \( u_1, h_1, h_c, u_2, h_2 \). From Eq. (11), \( u_1 \) is expressed as a function of \( h_L \) and \( h_1 \); substituting in the first and second parts of Eqs. (22), we obtain:

\[ h_c \sqrt{gh_c} = \frac{b_L}{b_R} \left( 2 \sqrt{gh_L} - 2 \sqrt{gh_1} \right) h_1 \quad (24a) \]
\[ \frac{3}{2} h_c = h_1 + \left( 2h_L + 2h_1 - 4\sqrt{h_1 h_L} \right) \quad (24b) \]

The critical depth \( h_c \) can be obtained from both Eqs. (24) and then eliminated, obtaining one nonlinear equation, where both sides represent the critical depth \( h_c \) and where \( h_1 \) is the only unknown:

\[ 2h_1 + \frac{4}{3} h_L - \frac{8}{3} \sqrt{h_L h_1} = \left( 2\sqrt{h_L} - 2\sqrt{h_1} \right) h_1 \left( \frac{b_L}{b_R} \right)^{2/3} \quad (25) \]

Equation (25) can be solved using the Newton method. Then, Eq. (11) gives \( u_1 \), and the following (26) gives \( h_c \):

\[ h_c = 2h_1 + \frac{4}{3} h_L - \frac{8}{3} \sqrt{h_L h_1} \quad (26) \]

It is worth spending more time on Eq. (26), which expresses, using the left still-water depth \( h_L \) as the proper vertical length scale, the link between
\[ r_c = h_c/h_L, \text{ the nondimensional critical depth, and } r_1 = h_1/h_L, \text{ the nondimensional depth just upstream of the dam position at } x = 0^-. \text{ Eq. (26) can be transformed into a second-degree equation (as evidenced by the position } z = \sqrt{r_1} \text{) as follows:} \]

\[ 2r_1 - \frac{8}{3}\sqrt{r_1} + \left(\frac{4}{3} - r_c\right) = 0 \quad (27) \]

The solutions of Eq. (27) are as follows:

\[ r_1^{(1)} = \left(\frac{2}{3} - \frac{\sqrt{2}}{2}\sqrt{r_c - \frac{4}{9}}\right)^2 \quad (28a) \]

\[ r_1^{(2)} = \left(\frac{2}{3} + \frac{\sqrt{2}}{2}\sqrt{r_c - \frac{4}{9}}\right)^2 \quad (28b) \]

which are real if and only if:

\[ r_c \geq \frac{4}{9} \Rightarrow h_c \geq \frac{4}{9} h_L. \quad (29) \]

To define the selection criteria between the solutions \( r_1^{(1)} \) and \( r_1^{(2)} \), each side of (22b) is divided by \( h_1 \), obtaining:

\[ 1 + \frac{1}{2}Fr_1^2 = \frac{3}{2} \frac{h_c}{h_1}. \quad (30) \]

To properly join the upstream boundary condition, the flow at \( x = 0^- \) is subcritical, i.e., \( Fr_1 \leq 1 \), and therefore the right-hand side of Eq. (30) is less than or equal to \( 3/2 \). After straightforward manipulation, this requirement can be expressed as \( h_1 \geq h_c \) and finally as \( r_1 \geq r_c \). Given Eq. (28b), \( r_1^{(2)} \geq r_c \) and \( r_1^{(2)} \) is a physically based solution, while for (28a), we have \( r_1^{(1)} < r_c \), and therefore \( r_1^{(1)} \) must be discarded. In the following, we indicate with \( r_1 \) the selected solution.

The latter solution Eq. (28b) gives the value \( r_1 = h_1(0^-)/h_L \), corresponding to the critical state at \( x = 0^+ \).

A further constraint to guarantee the physical meaning of the computations is that \( r_1 < 1 \), to maintain always \( h_1 < h_L \):

\[ r_c < \frac{2}{3} \Rightarrow h_c < \frac{2}{3} h_L \quad (31) \]
It is simple to verify that in the range \( 4/9 \leq r_c < 2/3 \), the corresponding range for \( r_1 \) is \( 4/9 \leq r_1 < 1 \), which are the only physically admissible results in the case of width contraction.

Eq. (25) and Eq. (26) can also be used to obtain a relationship between \( r_b, r_c \) and \( r_1 \):

\[
r_b \left( \frac{h_c}{h_L} \right)^{3/2} = \left( 2 - 2 \sqrt{\frac{h_1}{h_L}} \right) \left( \frac{h_1}{h_L} \right)
\]  

(32)

Therefore, for this kind of solution, a further relationship between \( r_b, r_c \) and \( r_1 \) is as follows:

\[
r_b r_c^{3/2} = 2 r_1 (1 - \sqrt{r_1})
\]  

(33)

Finally, using the rarefaction relation Eq. (21) and Eq. (18) for \( u_2 \), the depth \( h_2 \) can be found from the Rankine-Hugoniot condition:

\[
3 \sqrt{g h_c} - 2 \sqrt{g h_2} = (h_2 - h_R) \sqrt{\frac{1}{2} g \left( \frac{1}{h_2} + \frac{1}{h_R} \right)}
\]  

(34)

This single equation in only one unknown, \( h_2 \), can be solved using the Newton method. Finally, the shock celerity \( c_2 \) is found from Eq. (14).

The typical solution is depicted (continuous line) in the physical plane in Fig. 3b, together with the corresponding numerical solution (circles).

3.3. Contraction, limit depth ratio

The target of this subsection is to find analytically the limit dividing the small downstream/upstream depth ratio from the large one to identify the ranges of existence of both. Inspecting the structures of the flow field described in the previous subsections 3.1 and 3.2, the limit is recognized to satisfy the equalities \( h_2 = h_c \), \( u_2 = u_c \). The resonance at the dam position still occurs, and this sonic state coincides with the constant state just upstream of the final shock.

Using the classic analytical solution of the Riemann problem (Fig. 4a), the rarefaction curve \( R \) (continuous blue line) is analogous to that of the previous subsections 3.1 and 3.2. The subcritical dashed blue line is analogous to that of the previous subsections 3.1 and 3.2 as well. Starting from the right state, the shock curve (continuous red line) intersects the dashed blue line exactly on the resonance curve so that the red asterisk and magenta asterisk of the previous subsections 3.1, 3.2 collapse into a unique point. From this point, the contact wave curve \( CW \) (continuous magenta line) is computed,
considering a linear variation of the channel width from \( b_R \) to \( b_L \), up to the intersection with the first \( R \) curve (blue asterisk). The blue asterisk and the magenta asterisk identify the two constant states upstream and downstream of the dam, respectively, which appear in the following. The latter also coincides with the critical state. The solution is governed by the following system of equations (moving from upstream to downstream).

The identity of the critical state and the constant state 2, Eq. (34) is modified as follows:

\[
\sqrt{gh_c} = (h_c - h_R) \sqrt{\frac{1}{2} g \left( \frac{1}{h_c} + \frac{1}{h_R} \right)}
\]  

(35)

Let be \( \rho_c = h_c/h_R \); the symbol \( \rho \) is used instead of \( r \) solely to emphasize that the ratio is obtained by scaling with respect to \( h_R \) instead of \( h_L \). From Eq. (35), a third-degree equation is obtained in the following form:

\[
\rho_c^3 - 3 \rho_c^2 - \rho_c + 1 = 0
\]

(36)

Eq. (36) has the three solutions \( \rho_c^{(1)} \approx 3.2143, \rho_c^{(2)} \approx 0.4608, \rho_c^{(3)} \approx -0.6751 \). Only the first solution has physical validity because \( \rho_c^{(1)} > 1 \). Moreover, \( \rho_{clim} = \rho_c^{(1)} \) is the limit ratio between the critical depth at \( x = 0^+ \) and the initial right depth, dividing the large depth solution from the small depth solution.

Given:

\[
\alpha = \arccos \left( \frac{3 \sqrt{3}}{8} \right)
\]

(37)

the exact \( \rho_c^{(1)} \) value is given by:

\[
\rho_{clim} = \left( \frac{h_c}{h_R} \right)_{lim} = 1 + \frac{4}{\sqrt{3}} \cos \left( \frac{\alpha}{3} \right)
\]

(38)

This limit value corresponds to the critical stage at \( x = 0^+ \) and to the limit conditions: \( h_2 = h_c, u_2 = u_c \), and \( x_20 = 0 \).

The next step is to find the limit condition in the fundamental plane governing the problem, \( (r_b, r_h) \). From Eqs. (29) and (31), with \( r_c = \rho_c r_h \), the lower and upper limits for the depth ratio in the limit case are:

\[
r_{hlim} \geq \frac{4/9}{\rho_{clim}} \approx 0.1383
\]

(39a)

\[
r_{hlim} < \frac{2/3}{\rho_{clim}} \approx 0.2074
\]

(39b)
Figure 4: Contraction, limit value of $r_h$. a) solution in the phase plane. b) solution in the physical plane. The continuous line is the analytical solution, and the circles represent the numerical solution.
The final conclusion is that, in the range of $0.1383 \leq r_{h\lim} < 0.2074$, it is possible to identify the limit curve between the large and small depth ratios, simply moving the $r_{d\lim}$ parameter within the range $[4/9; 2/3)$ and computing the corresponding values of $r_{h\lim}$, from Eq. (28b); of $r_b$, from Eq. (33): it is simple to verify that this result varies in the range $(0; 1]$, as is appropriate for the case of contraction. The limit curve is drawn in the final diagram, Fig. 12.

For any possible case in practice, if the point $(r_b, r_h)$ lies over the limit curve, the solution is a large depth ratio solution (green area); if the point lies under the same curve, the solution is a small depth ratio solution (blue area). The described procedure allows us to find the couple $(r_b, r_{h\lim})$ identifying the limit conditions, starting from $r_{d\lim}$ (and from the corresponding $r_{h\lim}$) and then finding the corresponding $r_b$.

If we consider a fixed $r_b$, to obtain the corresponding $r_{h\lim}$, we have to consider Eq. (28b) and Eq. (33), so that $r_b$ can be expressed as a function $r_b = f(r_{d\lim})$ only:

$$r_b = \frac{2}{r_{d\lim}^{3/2}} \left( \frac{2}{3} + \frac{\sqrt{2}}{2} \sqrt{r_{d\lim} - \frac{4}{9}} \right)^2 \left[ 1 - \left( \frac{2}{3} + \frac{\sqrt{2}}{2} \sqrt{r_{d\lim} - \frac{4}{9}} \right) \right]$$  \hspace{1cm} (40)

Equation (40) must be inverted using a Newton method. A linearly interpolated value is a good option for the initial guess value. In such a way, the limit curve can be simply found as follows:

$$r_{d\lim} = f^{-1}(r_b); \quad r_{h\lim} = \frac{r_{d\lim}}{\rho_{d\lim}}$$  \hspace{1cm} (41)

where $f^{-1}$ is the inverse function of $f$ and $\rho_{d\lim}$ is given by Eq. (38).

The typical solution is depicted (continuous line) in the physical plane in Fig. 4b, together with the corresponding numerical solution (circles).

4. Analytical solution for channel expansion

In the case of $b_R > b_L$, it is necessary to consider four different kinds of solutions that occur for large, intermediate, small and very small values of the downstream/upstream depth ratio $r_b$, respectively.

A first upper limit value $r_{h\lim}$ of the depth ratio divides the first type of solution from the second type. A second upper limit value $r_{h\lim}$ of the depth ratio divides the second type of solution from the third type. A lower
limit value $r_{blim}^*$ of the depth ratio divides the third type of solution from the fourth type. All three limits depend on the downstream/upstream width ratio $r_b$, as can be expected on a physical basis; therefore, they correspond to three curves in the $(r_b, r_h)$ plane.

4.1. Expansion, large depth ratio

This solution occurs when the initial right depth is large enough to obtain a subcritical flow everywhere. Looking at the problem from upstream to downstream, after the constant still-water state, an upstream rarefaction exists, whose head moves upstream with a negative celerity, and then a sequence of two constant states (instead of the only one for the constant width problem) divided by a contact wave at the dam position, a downstream moving shock with a positive celerity, and a still-water downstream state occur. The downstream boundary of the second constant state is a moving shock. In the case of expansion, at the dam position $x = 0$, the contact wave corresponds to an increase in depth and a decrease in velocity.

Using the classic analytical solution of the Riemann problem (Fig. 5a), the procedure is analogous to that of subsection 3.1: a rarefaction curve $R$ (continuous blue line) is computed, starting from the left state up to the intersection with the critical resonance curve (thick black line). A corresponding subcritical curve for the different width is computed, and the corresponding dashed blue is drawn. Starting from the right state, a shock curve $S$ (continuous red line) is computed, which intersects the dashed blue line at a point (red asterisk). From this point, the contact wave curve $CW$ (continuous magenta line) is computed, which intersects the first $R$ curve (blue asterisk). The blue asterisk and the red asterisk are the two constant states upstream and downstream of the dam, respectively.

The computations are strictly similar to those described in subsection 3.1. The system of Eqs. (11), (16), (17), (18) in the four unknowns $h_1, u_1, h_2, u_2$ is solved using the Newton-Raphson method. Then, the downstream shock celerity $c_2$ is found using Eq. (14), so that a complete framework is available.

The typical solution is depicted (continuous line) in the physical plane Fig. 5b, together with the corresponding numerical solution (circles).

4.2. Expansion, intermediate depth ratio

This solution occurs when the initial right depth is large enough to obtain a subcritical flow upstream and downstream the dam, but a stationary shock occurs at the dam. Intentionally, the example presented here is obtained.
Figure 5: Expansion, large $r_h$. a) solution in the phase plane. b) solution in the physical plane. The continuous line is the analytical solution, and the circles represent the numerical solution.
for the same depth ratio ($r_h = 0.40$) of the previous subsection but using a larger width ratio ($r_b = 2.75$), to stress the relevance of the latter. The upstream rarefaction reaches the critical (sonic) condition at the dam position. Supposing that the channel width at the dam is variable according to a prescribed path $b_L \leq b(s) \leq b_R$, $0 \leq s \leq 1$ (see also section for a proper discussion), a special value of the width is found, $b_* = b(s_*)$, where the shock takes place. The critical flow just upstream the dam position and the subcritical flow just downstream the dam have the same specific energy of the supercritical and subcritical conjugate states of the jump, respectively, characterizing two contact waves, occurring upstream and downstream the jump itself. The constant state in the downstream segment, the downstream moving shock and the still-water right state are similar to the configuration described in subsection.

Using the classic analytical solution of the Riemann problem (Fig. 6a), the procedure identifies a rarefaction curve $R$ (continuous blue line), starting from the left state, up to the intersection with the critical resonance curve (thick black line), where the critical state is indicated by a magenta asterisk. A contact wave (the width varying from $b_L$ to $b_*$) is drawn, up to the supercritical depth of the shock (magenta asterisk). The green line represents the shock (at $b = b_*$), joining the subcritical depth of the shock (magenta asterisk). A further contact wave (the width varying from $b_*$ to $b_R$) locates the intersection with the shock curve (continuous red line) originated from the right state (red asterisk).

The solution is governed by the following system of equations (moving from upstream to downstream).

The upstream rarefaction gives a simple one-equation, one-unknown relationship between the left state and the critical state, that is:

$$u_L + 2\sqrt{gh_L} = u_c + 2\sqrt{gh_c} = 3\sqrt{gh_c}$$

so that:

$$h_c = \frac{4}{9}h_L; \quad u_c = \frac{2}{3}\sqrt{gh_L}$$

The mass conservation and energy conservation at $x = 0$ (from $b = b_L$ to $b = b_*$) give:

$$u_c b_L h_c = u_{1sp} b_* h_{1sp}$$

$$\frac{3}{2}h_c = h_{1sp} + \frac{u_{1sp}^2}{2g}$$
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Figure 6: Expansion, intermediate $r_h$. a) solution in the phase plane. b) solution in the physical plane. The continuous line is the analytical solution, and the circles represent the numerical solution.
where the subscripts \( sp \) and \( sb \) (in the following) mean supercritical and subcritical, respectively.

The Rankine-Hugoniot condition for the stationary shock and the mass conservation across the shock at \( x = 0, b = b_* \) give:

\[
\begin{align*}
u_{1sp} &= h_{1sp} \sqrt{\frac{1}{2} g \left( \frac{1}{h_{1sp}} + \frac{1}{h_{1sb}} \right)} \\
u_{1sp} h_{1sp} &= u_{1sb} h_{1sb} \tag{46}
\end{align*}
\]

The mass conservation and energy conservation at \( x = 0 \) (from \( b = b_* \) to \( b = b_R \)) give:

\[
\begin{align*}
u_{1sb} b_* h_{1sb} &= u_2 b_R h_2 \tag{48} \\
\frac{h_{1sb} + \frac{u_{1sb}^2}{2g}}{2g} &= h_2 + \frac{u_2^2}{2g} \tag{49}
\end{align*}
\]

The Rankine-Hugoniot condition for the downstream moving shock at \( x = x_2 = c_2 t \) gives Eq. (18), whereas Eq. (14) gives the shock celerity.

The system of Eqs. (44), (45), (46), (47), (48), (49), (18) in the seven unknowns \( b_*, h_{1sp}, u_{1sp}, h_{1sb}, u_{1sb}, h_2, u_2 \) is solved using the Newton-Raphson method.

Once this computation is completed, the final solution is the following.

A constant left state upstream:

\[
\begin{align*}
\begin{cases}
h = h_L \\
u = 0
\end{cases} \quad \text{for} \quad \frac{x}{t} \leq \frac{x_L}{t} = -\left(\sqrt{gh_L}\right) \tag{50}
\end{align*}
\]

A rarefaction, associated with the first (negative) eigenvalue:

\[
u_L + 2 \sqrt{g h_L} = u + 2 \sqrt{g h} = 3 \sqrt{g h_c} \quad \text{for} \quad \frac{x_L}{t} \leq \frac{x}{t} \leq 0^- \tag{51}
\]

The critical state \((h_c, u_c)\) at \( x = 0^-\); conventionally, the supercritical branch of the contact contact wave for \( 0^- < x < 0 \), the stationary shock, joining \((h_{1sp}, u_{1sp})\) with \((h_{1sb}, u_{1sb})\), at \( x = 0 \), the supercritical branch of the contact contact wave for \( 0 < x < 0^+\); the constant state \((h_2, u_2)\) begins at \( x = 0^+\).

A constant state, just downstream of the initial dam position:

\[
\begin{align*}
\begin{cases}
h = h_2 \\
u = u_2
\end{cases} \quad \text{for} \quad 0^+ \leq \frac{x}{t} \leq \frac{x_2}{t} = c_2 \tag{52}
\end{align*}
\]
A constant state, just downstream of the final shock, that corresponds to the downstream initial state:

\[
\begin{align*}
    h &= h_R \\
    u &= 0 \\
    \text{for } \quad \frac{x}{t} \geq \frac{x_2}{t}
\end{align*}
\]  

The framework for the expansion, *intermediate* depth ratio is now completed. The typical solution is depicted (continuous line) in the physical plane in Fig. 6b, together with the corresponding numerical solution (circles).

4.3. Expansion, first upper limit depth ratio

This subsection analytically finds the limit curve dividing a *large* depth ratio from an *intermediate* depth ratio in the case of expansion to identify the range of existence of both. Inspecting the structures of the flow field described in the previous subsections 4.1 and 4.2, we recognize the limit as occurring when \( b_* = b_L \), the stationary shock disappears and consequently \( E_c = E_2 \), that is, only a contact wave occurs at the dam position.

A further limit curve will be studied in the following section 4.5, which corresponds to \( b_* = b_R \).

Using the classic analytical solution of the Riemann problem (Fig. 7a), the reasoning is simpler than that of the previous subsection 4.2. The rarefaction curve \( R \) (continuous blue line) is drawn up to the resonance curve. The magenta asterisk identifies the critical point at \( 0^- \). From this point, the contact wave curve \( CW \) (continuous magenta line) is computed up to the intersection with the right shock curve (continuous red line) at a point (red asterisk), which identifies the \((h_2, u_2)\) condition.

At the dam position, the mass conservation and energy conservation give:

\[
u_c b_L h_c = u_2 b_R h_2 \tag{54}
\]

\[
\frac{3}{2} h_c = h_2 + \frac{u_2^2}{2g} \tag{55}
\]

Using Eq. (54) to derive \( u_2 \), after some algebra Eq. (55) gives the following third-degree equation:

\[
\left( \frac{h_c}{h_2} \right)^3 - 3 r_b^2 \left( \frac{h_c}{h_2} \right) + 2 r_b^2 = 0 \tag{56}
\]
Figure 7: Expansion, first upper limit depth ratio. a) solution in the phase plane. b) solution in the physical plane. The continuous line is the analytical solution, and the circles represent the numerical solution.
Let the following apply:

\[ \gamma = \arccos \left( -\frac{1}{r_b^2} \right) \]  

(57)

Being \( r_b > 1 \), \( \gamma \) ranges from \( \pi \) to \( \pi/2 \) for \( r_b \) ranging in the interval \( (1; \infty) \); in the same range, Eq. (56) has the following three solutions:

\[
\left( \frac{h_c}{h_2} \right)^{(1)} = 2r_b \cos \left( \frac{\gamma}{3} \right) \Rightarrow \quad 1 < \left( \frac{h_c}{h_2} \right)^{(1)} < \infty \]  

(58a)

\[
\left( \frac{h_c}{h_2} \right)^{(2)} = 2r_b \cos \left( \frac{\gamma}{3} + \frac{2\pi}{3} \right) \Rightarrow \quad -2 > \left( \frac{h_c}{h_2} \right)^{(2)} > -\infty \]  

(58b)

\[
\left( \frac{h_c}{h_2} \right)^{(3)} = 2r_b \cos \left( \frac{\gamma}{3} - \frac{2\pi}{3} \right) \Rightarrow \quad 1 > \left( \frac{h_c}{h_2} \right)^{(3)} > 2/3 \]  

(58c)

The third solution (58c) is chosen as the only one with physical validity, because the state \((h_2, u_2)\) must be subcritical.

Consequently, the nondimensional depth in \( x = 0^+ \) under the first upper limit condition is computed as:

\[
\left( \frac{h_2}{h_L} \right)_{lim} = \left( \frac{h_2}{h_c} \right)^{(3)} \left( \frac{h_c}{h_L} \right) = \frac{4}{9} \left[ 2r_b \cos \left( \frac{\gamma}{3} - \frac{2\pi}{3} \right) \right]^{-1} \]  

(59)

and the corresponding Froude number is:

\[
Fr_2 = \frac{u_2}{\sqrt{gh_2}} = \sqrt{3 \frac{h_c}{h_2} - 2} \]  

(60)

The last condition to be satisfied is the Rankine-Hugoniot relation on the final shock, that is (18). Such equation is made nondimensional as:

\[
Fr_2 = \frac{u_2}{\sqrt{gh_2}} = \left( 1 - \frac{h_R}{h_2} \right) \sqrt{\frac{1}{2} \left( 1 + \frac{h_2}{h_R} \right)} \]  

(61)

Using \((h_R/h_2)\) as an independent variable, Eq. (61) can be written in the form of a third-degree polynomial equation:

\[
\left( \frac{h_R}{h_2} \right)^3 - \left( \frac{h_R}{h_2} \right)^2 - \left( 1 + 2Fr_2^2 \right) \left( \frac{h_R}{h_2} \right) + 1 = 0 \]  

(62)
Such an equation has three solutions, but only one is in the proper range $0 < (h_R/h_2) < 1$, that is, the following (with $(1 + 2Fr_2^2) > 1$, one different solution is greater than 1, and the last one is negative):

$$
\left( \frac{h_R}{h_2} \right) = \frac{1}{3} - \frac{2}{3} \sqrt{3(1 + 2Fr_2^2) + 1 \cos \left( \frac{\theta}{3} + \frac{\pi}{3} \right)}
$$

(63)

where:

$$
\theta = \arccos \left( \frac{9(1 + 2Fr_2^2) - 25}{2\sqrt{\left[3(1 + 2Fr_2^2) + 1\right]^3}} \right)
$$

(64)

In conclusion, the $\tau_{hlim}$ limit ratio can be found, which divides the large depth ratio from the intermediate depth ratio in the case of expansion, corresponding to an unique contact wave from the critical state to the constant state downstream the dam, as:

$$
\tau_{hlim} = \left( \frac{h_R}{h_L} \right)_{lim} = \left( \frac{h_R}{h_2} \right) \left( \frac{h_2}{h_L} \right)_{lim}
$$

(65)

where $(h_R/h_2)$ is obtained from Eq. (63) and $(h_2/h_L)_{lim}$ is obtained from Eq. (59).

Referring to Fig. 12, if the point $(r_b, r_h)$ lies over the limit curve, the solution is a large depth ratio solution (yellow area); if the point lies under the same curve and over the second upper limit curve, the solution is an intermediate depth ratio solution (magenta area).

The typical solution is depicted (continuous line) in the physical plane in Fig. 7b, together with the corresponding numerical solution (circles).

4.4. Expansion, small depth ratio

A small downstream/upstream depth ratio, $r_h$, is considered; it produces a supercritical solution downstream of the dam position. The upstream rarefaction reaches the initial dam position, and the critical state occurs for $x = 0^-$. The solution is resonant because the first eigenvalue is zero at this point and the problem loses strict hyperbolicity. At $x = 0^+$, the constant state $h_1, u_1$ is supercritical, as demonstrated in the following, and a further (with respect to the downstream shock) shock occurs, moving downstream. Such a shock is followed downstream by a constant state $h_2, u_2$ and the downstream final shock, moving downstream and dividing the constant state from the final still-water state $h_R, u_R = 0$. 
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Using the classic analytical solution of the Riemann problem (Fig. 8a), the rarefaction curve \( R \) (continuous blue line) is drawn up to the resonance curve. The magenta asterisk identifies the critical point at \( 0^- \). From this point, the contact wave curve \( CW \) (continuous magenta line) is computed, using a linear path for the width, conserving total discharge and specific energy up to \( b = b_R \) (blue asterisk), obtaining the \((h_1, u_1)\) condition. From this point, the shock curve (continuous green line) is drawn, which intersects the right shock curve (continuous red line) at a point (red asterisk), which identifies the \((h_2, u_2)\) condition. The blue asterisk and the red asterisk identify the two constant states, both downstream of the dam, divided by a downstream moving shock.

The solution is governed by the following system of equations (moving from upstream to downstream).

Eq (43) still holds at \( x = 0^- \).

The mass conservation and energy conservation at \( x = 0 \) give:

\[
\begin{align*}
    u_c b_L h_c &= u_1 b_R h_1 \\
    \frac{3}{2} h_c &= h_1 + \frac{u_1^2}{2g}
\end{align*}
\]  

Using Eq. (66) to derive \( u_1 \), Eq. (67) gives:

\[
\frac{h_1}{h_c} + \frac{1}{2 r_b^2} \left( \frac{h_c}{h_1} \right)^2 - \frac{3}{2} = 0
\]  

Eq. (68) corresponds to the following third-degree equation:

\[
\left( \frac{h_1}{h_c} \right)^3 - \frac{3}{2} \left( \frac{h_1}{h_c} \right)^2 + \frac{1}{2 r_b^2} = 0
\]  

Let the following apply:

\[
\beta = \arccos \left( 1 - \frac{2}{r_b^2} \right)
\]  

Remembering that \( r_b > 1 \), we find that \( \beta \) ranges from \( \pi \) to 0 for \( r_b \) ranging in the interval \((1; \infty)\); in the same range, Eq. (69) has the following three
Figure 8: Expansion, small $r_h$. a) solution in the phase plane. b) solution in the physical plane. The continuous line is the analytical solution, and the circles represent the numerical solution.
solutions:
\[
\left( \frac{h_1}{h_c} \right)^{(1)} = \frac{1}{2} - \cos \left( \frac{\beta}{3} + \frac{\pi}{3} \right) \quad \Rightarrow \quad 1 > \left( \frac{h_1}{h_c} \right)^{(1)} > 0 \quad (71a)
\]
\[
\left( \frac{h_1}{h_c} \right)^{(2)} = \frac{1}{2} - \cos \left( \frac{\beta}{3} - \frac{\pi}{3} \right) \quad \Rightarrow \quad -1/2 < \left( \frac{h_1}{h_c} \right)^{(2)} < 0 \quad (71b)
\]
\[
\left( \frac{h_1}{h_c} \right)^{(3)} = \frac{1}{2} + \cos \left( \frac{\beta}{3} \right) \quad \Rightarrow \quad 1 < \left( \frac{h_1}{h_c} \right)^{(3)} < 3/2 \quad (71c)
\]

The first solution (71a) is chosen as the only one with physical validity because the supercritical condition is the only one compatible with a positive celerity of the shock dividing the state \((h_1, u_1)\) from the state \((h_2, u_2)\), as shown using Eq. (76).

Consequently, the nondimensional depth in \(x = 0^+\) is computed as:
\[
\frac{h_1}{h_c} = \frac{4}{9} \left[ \frac{1}{2} - \cos \left( \frac{\beta}{3} + \frac{\pi}{3} \right) \right] \quad (72)
\]
and the corresponding Froude number is:
\[
Fr_1 = \frac{u_1}{\sqrt{gh_1}} = \sqrt{3 \frac{h_c}{h_1} - 2} \quad (73)
\]

The Rankine-Hugoniot condition for the shock dividing the state \((h_1, u_1)\) from the state \((h_2, u_2)\) is:
\[
u_2 = u_1 - (h_2 - h_1) \sqrt{\frac{1}{2} g \left( \frac{1}{h_2} + \frac{1}{h_1} \right)} \quad (74)
\]
and the corresponding celerity is:
\[
c_1 = u_1 - h_2 \sqrt{\frac{1}{2} g \left( \frac{1}{h_2} + \frac{1}{h_1} \right)} \quad (75)
\]

Making nondimensional (75) by dividing both sides of the equation by \(\sqrt{gh_1}\), we obtain:
\[
\frac{c_1}{\sqrt{gh_1}} = Fr_1 - \frac{h_2}{h_1} \sqrt{\frac{1}{2} \left( \frac{h_1}{h_2} + 1 \right)} \quad (76)
\]
To obtain a positive celerity in Eq. (76), being \( h_2 > h_1 \) as required by Eq. (74), \( Fr_1 > 1 \) is necessary, so that the assumption of a supercritical flow immediately downstream of the dam position is demonstrated.

The Rankine-Hugoniot condition for the shock dividing the state \((h_2, u_2)\) from the state \((h_R, u_R)\) is still Eq. (18), with the corresponding celerity given by Eq. (14).

The system of equations (74) and (18) can be solved using the Newton-Raphson method to obtain \( h_2, u_2 \) values, once \( h_1 \) and \( u_1 \) are computed using Eqs. (72) and (73), respectively. Then, \( c_1 \) and \( c_2 \) are obtained by Eqs. (75) and (14), respectively.

Once this computation is completed, the final solution is the following.

A constant left state upstream and a following rarefaction, as described by Eqs. (50) and (51).

The critical state \((h_c, u_c)\) at \( x = 0^- \).

In \( x = 0^+ \), the eigenvalue \( u - \sqrt{gh} \) changes sign, becoming positive in \( x = 0^+ \).

A constant state, just downstream of the initial dam position:

\[
\begin{cases}
  h = h_1 \\
  u = u_1
\end{cases}
\quad \text{for} \quad 0^+ \leq \frac{x}{t} \leq \frac{x_{20}}{t} = c_1
\]

(77)

A constant state, just downstream of the first shock:

\[
\begin{cases}
  h = h_2 \\
  u = u_2
\end{cases}
\quad \text{for} \quad \frac{x_{20}}{t} \leq \frac{x}{t} \leq \frac{x_2}{t} = c_2
\]

(78)

A constant state, just downstream of the final shock, corresponds to the downstream initial state:

\[
\begin{cases}
  h = h_R \\
  u = 0
\end{cases}
\quad \text{for} \quad \frac{x}{t} \geq \frac{x_2}{t}
\]

(79)

The framework for the expansion, small depth ratio is now completed. The typical solution is depicted (continuous line) in the physical plane in Fig. 8b, together with the corresponding numerical solution (circles).

4.5. Expansion, second upper limit depth ratio

This subsection analytically finds the limit curve dividing an intermediate depth ratio from a small depth ratio in the case of expansion to identify the range of existence of both. Inspecting the structures of the flow field described
in the previous subsections 4.2 and 4.4, we recognize the limit as occurring when \( c_1 = 0 \), that is, when the first shock is stationary and consequently positioned at the dam position, also corresponding to the special value of the channel width \( b_\ast = b_R \). A further limit curve will be studied in the following section, which is the lower bound for *small* depth ratios, which consequently are included between two limit curves. Each curve, as apparent from the previous subsections, depends on the downstream/upstream width ratio \( r_b \), as can be expected on physical bases.

Using the classic analytical solution of the Riemann problem (Fig. 9h), the reasoning is analogous to that of the previous subsection 4.4. The rarefaction curve \( R \) (continuous blue line) is drawn up to the resonance curve. The magenta asterisk identifies the critical point at \( 0^- \). From this point, the contact wave curve \( CW \) (continuous magenta line) is drawn up to the point (blue asterisk) where \( b = b_R \), where the \((h_1, u_1)\) state occurs. From this point, the shock curve (continuous green line) is drawn, up to the intersection with the right shock curve (continuous red line) at a point (red asterisk), which identifies the \((h_2, u_2)\) condition. The blue asterisk and the red asterisk identify the upstream and downstream conjugate depths of the stationary jump, respectively, positioned at the dam.

The reasoning is the same as the previous subsection 4.4, up to Eq. (73), inclusive. Imposing \( c_1 = 0 \), from Eq. (75), we obtain:

\[
Fr_1^2 = \frac{u_1^2}{gh_1} = \frac{1}{2} \left[ \left( \frac{h_2}{h_1} \right) + \left( \frac{h_2}{h_1} \right)^2 \right]
\]

so that the sequent depth ratio \( h_2/h_1 \) is the classic ratio for the stationary hydraulic jump:

\[
\left( \frac{h_2}{h_1} \right)_{\text{lim}} = \frac{1}{2} \left( \sqrt{1 + 8 Fr_1^2} - 1 \right)
\]

The corresponding value of the velocity can be found using Eq. (74), once (81) gives the value of \( h_2 \). It is important to emphasize that in such limit conditions, the length of the constant state \((h_1, u_1)\) is reduced to zero, and the stationary shock is confined in \( x = 0^+ \). Therefore, the physical variables have a double value in \( x = 0^+ \).

Eq.s (63) and (64) are still valid, giving the necessary relationship between \( h_2 \) and \( h_R \).

In conclusion, the \( r_{\text{lim}} \) limit ratio can be found, which divides the *intermediate* depth ratio from the *small* depth ratio in the case of expansion,
$r_b = 1.25, \quad r_h = r_{\text{lim}} \simeq 0.2679$

Figure 9: Expansion, upper limit depth ratio. a) solution in the phase plane. b) solution in the physical plane. The continuous line is the analytical solution, and the circles represent the numerical solution.
causing the first shock to collapse in a stationary shock at \( x = 0^+ \), as:

\[
\frac{r_{\text{lim}}}{h_L} = \frac{h_R}{h_2} \left( \frac{h_2}{h_L} \right)_{\text{lim}} = \frac{h_R}{h_2} \left( \frac{h_2}{h_1} \right)_{\text{lim}} \left( \frac{h_1}{h_L} \right)
\]  

(82)

where \( \frac{h_1}{h_L} \) is obtained from Eq. (72), \( \frac{h_2}{h_1}_{\text{lim}} \) from Eq. (81) and \( \frac{h_R}{h_2} \) from Eq. (63).

Referring to Fig. 12, if the point \((r_b, r_h)\) lies over the limit curve and under the first upper limit curve, the solution is an intermediate depth ratio solution (magenta area); if the point lies under the same curve and over the lower limit curve, the solution is a small depth ratio solution (cyan area).

The typical solution is depicted (continuous line) in the physical plane in Fig. 9b, together with the corresponding numerical solution (circles).

4.6. Expansion, very small depth ratio

A further configuration is possible for a very small downstream/upstream depth ratio \( r_h \). In such cases, the reasoning is analogous to that in subsection 4.4, up to the constant state described by Eqs. (72)-(73), inclusive. Such a constant state is followed by a rarefaction, up to the constant state \((h_2, u_2)\). Finally, the downstream shock dividing such a constant state from the final still-water state \((h_R, u_R = 0)\) is of the same kind as that described in subsection 4.4. In practice, the difference between the present case and the small \( r_h \) case is that the shock moving downstream with a celerity \( c_1 \) is replaced by a rarefaction.

Using the classic analytical solution of the Riemann problem (Fig. 10a), the diagram is analogous to that for the small \( r_h \) case, Fig. 8a, and specifically for the rarefaction curve \( R \) (continuous blue line), the magenta asterisk identifying the critical point at \( 0^- \), the contact wave curve \( CW \) (continuous magenta line) up to the condition \( b = b_R \), obtaining the \((h_1, u_1)\) state (blue asterisk). From this point, a rarefaction curve (continuous green line) is computed instead of the shock curve of Fig. 8. Such a curve intersects the shock curve (continuous red line) starting from the right state at a point (red asterisk), which identifies the \((h_2, u_2)\) condition. The blue asterisk and the red asterisk identify the two constant states, both downstream of the dam, divided by a rarefaction wave.

Moving from \( 0^+ \) downstream, the solution is governed by the following system of equations (upstream to the dam position, the nature of the solution is described in the subsection 4.4).
Figure 10: Expansion, very small $r_h$. a) solution in the phase plane. b) solution in the physical plane. The continuous line is the analytical solution, and the circles represent the numerical solution.
The constant state downstream of the dam position \((x_{r1} \text{ is the position of the rarefaction head})\):

\[
\begin{align*}
  & \left\{ \begin{array}{l}
    h = h_1 \\
    u = u_1 \\
  \end{array} \right. \\
  & \text{for } 0^+ \leq \frac{x}{t} \leq \frac{x_{r1}}{t} = \left( u_1 - \sqrt{gh_1} \right) \\
\end{align*}
\]

(83)

Rarefaction relating two supercritical flows \((x_{r2} \text{ is the position of the rarefaction tail})\):

\[
  u_1 + 2\sqrt{gh_1} = u + 2\sqrt{gh} \quad \text{for } \frac{x_{r1}}{t} \leq \frac{x}{t} \leq \frac{x_{r2}}{t} = \left( u_2 - \sqrt{gh_2} \right)
\]

(84)

Constant state downstream of the last rarefaction:

\[
\left\{ \begin{array}{l}
  h = h_2 \\
  u = u_2 \\
\end{array} \right. \quad \text{for } \frac{x_{r2}}{t} \leq \frac{x}{t} \leq \frac{x_2}{t} = c_2
\]

(85)

where \(c_2\) is again obtained from Eq. (14).

Final constant state downstream of the shock moving with celerity \(c_2\):

\[
\left\{ \begin{array}{l}
  h = h_R \\
  u = u_R \\
\end{array} \right. \quad \text{for } \frac{x}{t} \geq \frac{x_2}{t}
\]

(86)

The couple \((h_2, u_2)\) is found from the Newton-Raphson solution of the system:

\[
\begin{align*}
  & u_1 + 2\sqrt{gh_1} = u_2 + 2\sqrt{gh_2} \quad \text{ (87a)} \\
  & u_2 = (h_2 - h_R) \sqrt{\frac{1}{2} g \left( \frac{1}{h_2} + \frac{1}{h_R} \right)} \quad \text{ (87b)}
\end{align*}
\]

since the relation \((18)\) still holds and \(h_1\) and \(u_1\) are found from Eqs. (72) and (73), respectively.

The typical solution is depicted (continuous line) in the physical plane in Fig. 10b, together with the corresponding numerical solution (circles).

4.7. Expansion, lower limit depth ratio

This subsection analytically finds the limit curve dividing a small depth ratio from a very small depth ratio in the case of expansion to identify the range of existence of both. The analysis investigating such cases, conducted in subsections 4.4 and 4.6 allows us to identify this lower limit depth ratio.
depending on \( r_b \), as the only one that provides two identical constant states downstream of the dam, that is \( h_1 = h_2; \ u_1 = u_2 \). This result means that there is only one state between \( x = 0^+ \) and \( x = x_2 \). This condition happens for a particular value of \( h_R \), once \( h_L \) is given. To obtain this result, the reasoning is the same as that of subsection 4.4, evaluating Eq. (72) and Eq. (73). Referring to subsection 4.5, Eq. (80) and Eq. (81) are no longer valid and are replaced by:

\[
\begin{align*}
  h_2 &= h_1 \\
  u_2 &= u_1
\end{align*}
\] 

(88a)

(88b)

Using the classic analytical solution of the Riemann problem (Fig. 11a), the reasoning is analogous to that of the previous subsection 4.6. The rarefaction curve \( R \) (continuous blue line) is drawn up to the resonance curve. The magenta asterisk identifies the critical point at \( 0^- \). From this point, the contact wave curve \( CW \) (continuous magenta line) is computed up to the condition \( b = b_R \), obtaining the \((h_1, u_1)\) state (blue asterisk, which is not visible because it is covered by a red asterisk). The shock curve (continuous red line) from the right state passes through this point, which identifies also the \((h_2, u_2)\) state (red asterisk exactly on the blue one). The two states 1 and 2 collapse into a unique state, the constant state downstream of the dam.

Once \((h_1, u_1) = (h_2, u_2)\) conditions are found, the procedure is again the same as in subsection 4.5, up to:

\[
\left( \frac{h_R}{h_1} \right)_{lim} = \frac{1}{3} - \frac{2}{3} \sqrt{3 \left( 1 + 2 Fr_1^2 \right)} + 1 \cos \left( \frac{\theta}{3} + \frac{\pi}{3} \right)
\] 

(89)

which is identical to Eq. (63), with \((h_1, Fr_1)\) instead of \((h_2, Fr_2)\).

The conclusion is strictly similar to Eq. (82), with the special value \( h_2 = h_1 \) for the depth:

\[
\begin{align*}
  r_{hlim}^* &= \left( \frac{h_R}{h_L} \right)_{lim} = \left( \frac{h_R}{h_1} \right)_{lim} \left( \frac{h_1}{h_L} \right)
\end{align*}
\] 

(90)

In conclusion, the \( r_{hlim}^* \) limit ratio can be found, which divides the small depth ratio from the very small depth ratio in the case of expansion, causing the two constant states downstream of the dam to collapse in a unique state. Such \( r_{hlim}^* \) is a function of the \( r_b \) value because \( h_1/h_L \) depends on \( \beta \) (Eq. (72)), which depends in turn on \( r_b \), according to Eq. (70).
Figure 11: Expansion, lower limit depth ratio. a) solution in the phase plane. b) solution in the physical plane. The continuous line is the analytical solution, and the circles represent the numerical solution.

$r_b = 1.25, \quad r_h = r_{h,lim} \simeq 0.0366$
Given a certain width ratio $r_b$ and an initial condition on the depth ratio $r_h$, if the point $(r_b, r_h)$ lies over this lower limit $r_{h\,\text{lim}}$ and under the previously defined second upper limit $r_{h\,\text{lim}}$, the configuration of the solution is that of the small depth ratio (cyan area in Fig. 12); if such a point $(r_b, r_h)$ lies under this lower limit $r_{h\,\text{lim}}$, the configuration is that of the very small depth ratio (red area in Fig. 12).

The typical lower limit solution is depicted (continuous line) in the physical plane in Fig. 11b, together with the corresponding numerical solution (circles).

Finally, a complete panorama of the kinds of solutions is now completed and is summarized in Fig. 12. This diagram can be considered the summary of this work.

5. Numerical method for channel width discontinuities

In this section, a suitable numerical method, designed to capture the balancing of the system (2) also in the case of contact discontinuities, is described. The physical domain, whose length is $L$, is divided into $N$ cells
of size $\Delta x = L/N$. The $i$-th cell, with $i = 1, \ldots, N$, is $I_i = [x_{i+1/2}, x_{i-1/2}]$, where $x_{i+1/2}$ are the cell boundary positions and $x_i$ is its center. The current time is $t^n$, and the time step is $\Delta t = t^{n+1} - t^n$. The intermediate time step is defined as $t^{n+1/2} = t^n + \Delta t/2$. A second-order FVM in space and time is chosen, as described in [27, 28]. The Dumbser-Osher-Toro (DOT) approximate Riemann solver [25] is adopted to evaluate fluctuations at the cell boundaries related to the nonconservative part of the system [2]. The slope of the dependent variables in the $i$-th cell is estimated using the classic minmod slope limiter [29], as follows:

$$\Delta W^n_i = \text{minmod} \left( W^n_i - W^n_{i-1}, W^n_{i+1} - W^n_i \right)$$  \hspace{1cm} (91)

where $W^n_i(t)$ is the cell averaged vector of the conservative variables. A first estimate of the time derivative at time $t^n$ is given by:

$$\frac{W^n_i}{\Delta t} = -A(W^n_i) \frac{\Delta W^n_i}{\Delta x}$$  \hspace{1cm} (92)

so that the dependent variable at the cell $i$-th after a one-half time step can be written as:

$$W^{n+1/2}_i = W^n_i + \frac{1}{2} \Delta t \frac{W^n_i}{\Delta x}$$  \hspace{1cm} (93)

The application of the DOT method in nonconservative form [27, 30] gives the following expression after one time step at time $t^{n+1}$:

$$W^{n+1}_i = W^n_i - \frac{\Delta t}{\Delta x} \left( D^+_{i+1/2} + D^-_{i-1/2} \right) - \Delta t A(W^{n+1/2}_i) \frac{\Delta W^n_i}{\Delta x}$$ \hspace{1cm} (94)

Eq. (94) requires the evaluation of the fluctuations:

$$D^\pm_{i+1/2} = \frac{1}{2} \int_0^1 \left| A(\Psi(s)) \right| \frac{\partial \Psi}{\partial s} \, ds$$ \hspace{1cm} (95)

where:

$$\Psi(s) = \Psi \left( W^{-}_{i+1/2}, W^{+}_{i+1/2}; s \right), \quad 0 \leq s \leq 1$$ \hspace{1cm} (96)

is a proper path [24, 31], connecting the inner and outer values of the dependent variable at the cell boundaries. Inside Eq. (96), the dependent variable at the $i$-th cell internal boundaries are estimated as:

$$W^-_{i+1/2} = W^n_i + \frac{1}{2} \Delta W^n_i + \frac{1}{2} \Delta t \frac{W^n_i}{\Delta x}$$ \hspace{1cm} (97a)

$$W^+_{i-1/2} = W^n_i - \frac{1}{2} \Delta W^n_i + \frac{1}{2} \Delta t \frac{W^n_i}{\Delta x}$$ \hspace{1cm} (97b)
The quantity:

\[ |A| = R |\Lambda| L \]  

(98)

is the absolute value of the \( A \) matrix, computed using the absolute values of the three eigenvalues, forming the \( \Lambda \) diagonal matrix:

\[ \Lambda = \text{diag} \left[ u - c, \ 0, \ u + c \right] \]  

(99)

The simplest, and more frequently used, path is the linear one \([27, 28]\):

\[ \Psi \left( W_{i+1/2}^-, W_{i+1/2}^+; s \right) = W_{i+1/2}^- + \left( W_{i+1/2}^+ - W_{i+1/2}^- \right) s, \quad 0 \leq s \leq 1 \]  

(100)

Obviously, the linear path also represents the first attempt conducted here to test the model capability in reproducing the analytical results. As can be deduced from Fig. [13], the linear path is not able to capture the energy conservation at the width discontinuity, where a systematic error is introduced. This finding is not surprising, as the conserved quantities at the singularity are the total discharge and the specific energy, and neither of them is included in the dependent variables. Thus, a different choice is adopted, inspired by the structure of the generalized Riemann invariants, see Eq. (8b), and previously successfully used in a quite similar context, that is, the shallow water flow over a step \([19]\). In a different context, a nonlinear path is also used in in blood flow simulation in vessels \([32]\).

The proposed path is linear in the variables \( Q, E, \) and \( b \) and nonlinear in the variables \( q \) and \( h \), as follows:

\[
\Psi_Q \left( Q_{i+1/2}^-, Q_{i+1/2}^+; s \right) = Q_{i+1/2}^- + \left( Q_{i+1/2}^+ - Q_{i+1/2}^- \right) s \quad (101a) \\
\Psi_E \left( E_{i+1/2}^-, E_{i+1/2}^+; s \right) = E_{i+1/2}^- + \left( E_{i+1/2}^+ - E_{i+1/2}^- \right) s \quad (101b) \\
\Psi_b \left( b_{i+1/2}^-, b_{i+1/2}^+; s \right) = b_{i+1/2}^- + \left( b_{i+1/2}^+ - b_{i+1/2}^- \right) s \quad (101c)
\]

for \( 0 \leq s \leq 1 \). As a consequence, the nonlinear path for \( q \) is:

\[ q \left( s \right) = Q \left( s \right) / b \left( s \right), \quad 0 \leq s \leq 1 \]  

(102)

and the nonlinear path for \( h(s) \) is implicitly defined from:

\[ h \left( s \right) + \frac{\left[ q \left( s \right) \right]^2}{2 g \left[ h \left( s \right) \right]^2} = E \left( s \right), \quad 0 \leq s \leq 1 \]  

(103)

43
Figure 13: Expansion, small depth ratio. The continuous line is the analytical solution, and the circles represent the numerical solution in the case of a linear path in the fundamental variables $[h, q, b]$. 

$r_b = 1.25, \quad r_h = 0.10$
Equation (102) can be used immediately, whereas equation (103) requires the inversion of a 3rd-degree equation, which usually admits two real positive solutions, one subcritical (corresponding to Fr < 1) and one supercritical (corresponding to Fr > 1), which must be selected on the basis of the flow Froude number at the cell boundaries (s = 0 and s = 1). The analytical inversion of Eq. (103) can be found in [33] and [11] and is extensively used in different numerical applications [18, 19]. The condition to be satisfied to obtain that Eq. (103) can be inverted is:

\[ E(s) \geq E_c(s) = \sqrt[3]{\frac{|q(s)|^2}{g}} \]  

(104)

When condition (104) is not satisfied or when the quantity \( Fr^2 - 1 \) has different signs across the cell boundary, the simple linear path (100) is locally adopted. A more refined, but more complex, nonlinear structure of the path is investigated for geometrical singularities consisting of bed steps in [18, 19].

Concerning the numerical quadrature of the integrals in Eq. (95), a Gauss-Legendre formula is used. A three-point quadrature is verified to be consistent with the chosen order of accuracy of the numerical method.

The codes, written in MATLAB (MathWorks Inc.) language, are made available in the Mendeley Data repository associated to this article [34].

6. Conclusions

The complete solution of the dam break over a wet bed in channels where upstream and downstream cross-section widths are different is given. Two solution configurations are found for channel contractions, and four solution configurations are found for channel expansions. The phenomenon is governed by the two nondimensional parameters \( r_b \) and \( r_h \). In the plane \((r_b, r_h)\), the limit curve dividing the large depth ratio and the small depth ratio in the case of contraction is analytically found. Moreover, the three limit curves dividing the large depth ratio, the intermediate depth ratio, the small depth ratio and the very small depth ratio in the case of expansion are analytically found.

The plane \((r_b, r_h)\) is consequently divided into six regions, each of which is associated with a precise configuration of the solution. Four of these six regions are associated with resonant cases, giving an overall behavior that is
considerably richer than the classic constant-width Stoker dam-break problem.

A second-order Dumbser-Osher-Toro numerical method, equipped with a nonlinear path connecting discontinuous values at cell boundaries, is shown to be able to capture the main flow features in all possible configurations. In particular, incorporating a nonlinear path inspired by the structure of generalized Riemann invariants allows proper mass conservation and specific energy conservation across the contact wave occurring at the dam position.

This method appears to be promising for treating nonconservative balance law formulations when geometrical singularities occur.

The collection of analytical results can also be used to consolidate an analytical database for the proper validation of numerical methods to apply to shallow water or similar balance laws when significant contact waves require a focused treatment.
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