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Abstract

We propose Continuous Scene Representations (CSR), a scene representation constructed by an embodied agent navigating within a space, where objects and their relationships are modeled by continuous valued embeddings. Our method captures feature relationships between objects, composes them into a graph structure on-the-fly, and situates an embodied agent within the representation. Our key insight is to embed pair-wise relationships between objects in a latent space. This allows for a richer representation compared to discrete relations (e.g., [SUPPORT], [NEXT-TO]) commonly used for building scene representations. CSR can track objects as the agent moves in a scene, update the representation accordingly, and detect changes in room configurations. Using CSR, we outperform state-of-the-art approaches for the challenging downstream task of visual room rearrangement, without any task specific training. Moreover, we show the learned embeddings capture salient spatial details of the scene and show applicability to real world data. A summary video and code is available at prior.allenai.org/projects/csr.

1. Introduction

To operate within a scene, embodied agents require a comprehensive representation of their surroundings. Such perceptual understanding should not be limited to determining object identities, but should rather capture relationships between objects and between the agent and its surroundings. An expressive scene representation should also allow for downstream task completion of interactive tasks without additional training (i.e., zero-shot inference).

Towards building such representations, scene graphs [2, 29, 65] are a candidate as they provide a compact and explicit description of a scene. In a typical scene graph pipeline, it is common to define a set of relationship labels, use them to manually annotate connections between objects in frames, and train a model to infer target graphs. However, once labels are defined, there are inherent limitations. Once trained, models are restricted to a fixed set of relationships.

Even if all relationships are modeled, how well can predefined discrete symbols represent the complex relationships between objects? Consider [SUPPORT], a common semantic relation used in the literature [32, 62, 64]. The relationship “table supports mug” indicates the mug is on the table, but it does not capture where. In practice, the agent behavior may depend on this information.

Beyond the inherent limitations of modeling relationships as discrete symbols, scene graphs used in the literature are typically static [28, 34, 61] (i.e., they represent a snapshot of a scene or a bundle of frames). In embodied settings, new objects are observed as an agent explores, and the scene representation should update on-the-fly. If an agent returns to a position, it should determine if objects have moved.
Inspired by these observations, we develop a scene representation that is more suitable for embodied AI tasks. We propose Continuous Scene Representations (CSR), a novel approach to construct a scene representation from egocentric RGB images as an embodied agent explores a scene. To address limitations of traditional scene graphs, our goal is to represent relations between objects as continuous vectors and update the representation on-the-fly as the agent moves. To enable downstream interactive task execution without additional training, we also present a simple strategy for planning with respect to the representation.

Constructing such a scene representation interactively poses various challenges. The graph should accommodate the new objects, and relationships with other objects should be inferred. A successful algorithm should also determine when detections correspond to the same object even in different views. To tackle these challenges, our idea is to learn object relational embeddings via a contrastive loss to represent the nodes and edges of a scene representation. In this scheme, modeling is not constrained to a pre-defined set of symbols. The agent maintains a memory of previously encountered embeddings. As the agent extracts new embeddings from egocentric observations, it compares them to the memory to determine which embeddings are new and which already exist. This can be used to detect changes in the scene and update the representation as shown in Fig. 1.

We perform experiments using the AI2-THOR [30] framework and the YCB-Video dataset [59]. We support experimentally that (1) without any task specific training, a simple planning approach that employs CSR as the underlying representation, outperforms a map-based, reinforcement and imitation learning baseline trained directly on the task of room rearrangement [4, 52]. (2) CSR is able to capture commonly used discrete relations that can be extracted via linear probes. (3) CSR effectively captures spatial relationship between objects within a scene. (4) Without any fine-tuning or hyperparameter tuning, a CSR trained on AI2-THOR is able to track objects over time in real world YCB-Video [59], which contains objects unseen during training.

2. Related Work

Scene graphs. There are various methods in the literature that use scene graphs to develop richer scene understanding models. It is common to build scene graphs for static images [14, 32, 34, 61, 62, 64]. One of the major issues of these approaches is the lack of temporal information (i.e., there is no mechanism to identify or track changes in a scene over time). To overcome this issue, other approaches create scene graphs from videos [13, 28, 33, 36, 45, 49]. These types of scene graphs capture temporal information; however, they are created using pre-recorded videos, hence, not suitable for embodied tasks that involve observations dependent on on-the-fly actions. The mentioned image-based and video-based scene graphs capture only 2D relations between objects in a scene. However, others propose to create 3D scene graphs that encode 3D relationships between the components of a scene [2, 12, 20, 51, 66]. Our method is closer to the approaches that create scene graphs in embodied or physics based settings [6, 17, 31, 39, 67]. There are two important differences between our work and these approaches. First, we do not have a pre-defined set of relationships (e.g., [SUPPORT], [NEXT-TO]). Instead, we represent the relationships by a learned embedding. Second, our approach does not require object category information at inference.

Mapping and localization. Scene graphs are a form of abstraction for metric-semantic maps, so we discuss examples of mapping work. Classical mapping and localization work in the robotics literature [16, 19, 35] relies on low-level geometric features and does not encode semantic information. There are object-based maps that encode object-level semantics and the relationships [3, 7, 42]. However, they still operate based on the assumption of static environments. Dynamic SLAM approaches [41, 48, 60] have been proposed to handle moving objects in a scene. However, they primarily focus on table-top scenes. Recently, approaches have been designed to handle more complex dynamic scenes [40, 55]. There are few major differences with this work. (1) Our method produces an abstract sparse representation rather than a dense representation. (2) We create a continuous representation of the scene. (3) Methods such as [55] require a full sequence of observations as input, which is not suitable for embodied applications since the observations vary depending on the taken actions.

Embodied tasks. Recently, various embodied tasks such as navigation [5, 8, 37, 54, 56, 63], instruction following [1, 47], embodied question answering [15, 23], object manipulation [18, 21, 22, 46], and room rearrangement [4, 52] have been of interest. These tasks benefit substantially from some form of memory to store the state of the scene. Neural graph-based [9, 10, 43, 58] and dense representations [8, 25] have been proposed to construct the map of the environment. These methods mostly focus on creating occupancy maps of free space and obstacles or the reachability of different nodes. In our approach, we propose a scene representation that encodes object relations by feature embedding and evolves based on new observations and agent actions.

3. Scene Representation

Embodied AI requires an agent to have an understanding of the environment and to update its knowledge based on new observations. In this paper, our goal is to model scenes with our Continuous Scene Representations (CSR), which can then be used in downstream visual and embodied tasks (Fig. 2). We start by giving an overview of CSR (Sec. 3.1). Then we address learning and updating the scene represen-
3.1. Overview

Given a navigating agent in a scene (e.g., a robot in a kitchen), our goal is to create a CSR of the room. A CSR is a graph where nodes represent objects and edges represent the relationships between them. Both nodes and edges are represented by continuous valued features. As the agent moves, the CSR updates to accommodate observed objects and relationships. The agent is situated within the scene representation to allow for planning.

Features for nodes and edges. To motivate continuous valued nodes and edges, consider a scene graph that models the [SUPPORT] relation. In a kitchen scene, the graph might include a directed edge from [STOVE] to [KETTLE], representing the “kettle is on the stove”. This representation throws away useful information like the appearance of the relationship or the relative positions of the objects. If instead, the representation was a continuous vector, it could preserve more information. Moreover, a continuous representation can implicitly encode many other relations (such as [NEXT-TO] and [INSIDE]), which could be recovered when necessary using light-weight, trainable linear projection heads. Hence, learning continuous features for relations could provide a flexible representation that could conceivably adapt based on an agent’s needs.

Scene representation consistency. To motivate consistency of the representation, consider again the example of the kettle. As an agent navigates in the scene, it should determine if a kettle is the same object from previous timesteps to accurately model the underlying relationships. In the terminology of CSR, as the agent moves, it must decide if observed objects match with existing nodes or should spawn new nodes. Edges should be propagated accordingly. This is challenging, especially in our setting that uses only RGB images as input.

Adding the embodiment. CSR does not directly model the agent or its actions. Such information must be captured if an agent is to navigate to a particular CSR node. For example, given a node corresponding to [KETTLE], it would be useful to retrieve the sequence of actions to get to a position where the kettle is observable.

Scene representation notation. A CSR is a graph $G_{CSR} = (\mathcal{N}_{CSR}, \mathcal{E}_{CSR})$, where $\mathcal{N}_{CSR}, \mathcal{E}_{CSR}$ are the sets of nodes and edges, respectively. Each node and edge is a vector in $\mathbb{R}^L$, $L$ being the feature dimension. A local scene representation $G_{CSR}^t$ is the continuous scene representation constructed based on the observation of the agent at time $t$. There is a detection function that takes $I_t \in \mathbb{R}^{H \times W \times 3}$ and extracts bounding box masks $\{r_1, r_2, \ldots, r_n\}$, $r_i \in \{0, 1\}^{H \times W}$, one for each object. Each mask $r$ has value one within the box, else zero. A CSR encoder $f_{CSR}(I_t, r_i) \mapsto y_{i,j} \in \mathbb{R}^L$ is introduced to map directed pairs of objects to their feature representations, where $y_{i,j}$ is the continuous valued vector representing the feature between nodes $i$ and $j$. If $i = j$, $y_{i,j} \in \mathcal{N}_{CSR}$, otherwise $y_{i,j} \in \mathcal{E}_{CSR}$. A matching function $M_{CSR}$, aggregates the local observation into $G_{CSR}$ by taking an existing CSR and a local scene representation $G_{CSR}^t$ and updating $G_{CSR}$.

Embodied state graph notation. An embodied state graph $G_{state}(S, T)$, contains states $S$ pointing to nodes in the CSR, with one state for every egocentric observation, and action transitions $T$ between states. The nodes $S$ keep track of references to the objects and relationships in $G_{CSR}$ that are seen by the agent at that state. A transition takes place via agent actions (e.g., MOVE FORWARD). Hence, $G_{state}$ stores information about how the agent should reach particular visual observations.

3.2. Creating the Scene Representation

In this section, we explain how to create a CSR or $G_{CSR}$, which are used interchangeably. We first discuss building a local representation from the current egocentric view and learning node and edge representations. Since the agent explores over time, we then describe how the local information is aggregated.

Building the local scene representation. In conventional scene representations, nodes are represented by class labels (e.g., [MUG] and [SINK]), and edges by attributes relating classes (e.g., [UNDER] and [INSIDE]). Instead CSR uses continuous features for nodes and edges. To get box region proposals corresponding to nodes, a detector is employed on the current image $I_t$, which yields $n$ detections. In prac-
All pairs of boxes (batched) are mapped into a latent space, using the CSR encoder $f_{CSR}$ as depicted in Fig. 3. A batch of $n^2$ items is fed through $f_{CSR}$, with each item in the batch containing (1) a unique ordered pair of regions and (2) $I_t$. The result is $n^2$ feature vectors, which form the local scene representation $G^{CSR}$ with $n$ node features and $n^2 - n$ edge features. While CSR feature extraction is quadratic in the number of detections, all computations are independent and hence parallelizable.

What is a good objective to learn the CSR encoder $f_{CSR}$? Our high-level idea is to embed the same relationship from different view points to the same location in the embedding space, assuming objects do not move within a trajectory. Consider again the kettle on the stove. The relationship of the kettle to the stove can be observed from different angles, with a variety of objects in the background. However, the global characteristics of the relationship do not change across views. The same argument holds for nodes.

To learn features capable of registering relations from different viewpoints, we take inspiration from the momentum contrast approaches [11, 26]. Given two views of the same pair of objects, a representation is extracted from the first view via $f_{CSR}$ and from the second view via a momentum encoder, which has the same architecture and initialization as $f_{CSR}$, but is updated via a slow moving average of $f_{CSR}$ weights instead of by gradient updates. InfoNCE loss [50] is used to enforce similarity of relations in feature space, $L_{CSR} = -\log \frac{\exp(\cosSim(q, k^+)/\tau)}{\sum_{k^m} \exp(\cosSim(q, k^m)/\tau)}$. Here $q$ is the feature representation of a node or edge outputted by $f_{CSR}$, $k^+$ is the momentum encoder representation for the second view of the same relationship, each $k^m$ is a negative drawn from a bank of $K$ other momentum encoded relationships, $\tau$ is a softmax temperature scaling parameter, and CosSim is the dot product between L2 normalized features. Notably this objective encourages learning features that (1) have high CosSim when they represent that same relationship, (2) are multi-view consistent in the feature space, and (3) are different from those of other relationships. See Fig. 4 for visualization of these attributes.

**From local to global scene representation.** Considering the agent is navigating over time, it is not sufficient to capture information from a single view. As the agent traverses, it is necessary to determine if node representations are new objects or correspond to previously seen objects. To handle such complexity, we design a way to update nodes and edges based on the current local observation.

Our insight is to use a matching function $M_{CSR}$ between the node embeddings from the current local scene representation $G^{CSR}$ and $G_{CSR}$ to update $G^{CSR}$. At the first timestep $G^{CSR} \leftarrow G_{CSR}$. For subsequent timesteps, node features corresponding to the same object should have high CosSim. As shown in Fig. 5, $M_{CSR}$ first computes CosSim between pairs of features in $N^{CSR}$ and $N^{CSR}_t$, which yields a score matrix. Next a maximal linear score assignment (Hungarian match) creates an initial matching of nodes. If the score of a match exceeds a threshold, the nodes are considered a true match (more details in Sec. 4.2). The matched local node features are then averaged with their matches to update the CSR nodes. For edges, if a new relationship is observed it is added otherwise it is averaged into the representation in an analogous fashion to the nodes. Unmatched nodes and corresponding edges from $G^{CSR}_t$ are then directly added as new nodes and relations.

**3.3. Linking CSR to Agent States for Planning**

We have discussed how to create our representation, which captures object and their relationships in the scene. How should this representation be used to solve embodied tasks? While using the representation as additional input for downstream training is an option, we present a simple alternative. Namely, we discuss the creation of an embodied state graph $G_{state}$ to enable planning within the CSR. As the agent traverses, we keep track of (1) scene nodes that are observed in each egocentric view, which initialize states in $G_{state}$ and (2) the actions that lead to changes in views, which initialize the transitions in $G_{state}$. To navigate to a specific scene feature in $G^{CSR}$, the agent can lookup a corresponding state where this feature was observed, and navigate to it by
planning actions from its current state to the target state in \( \mathcal{G}_{\text{state}} \). Since the states in \( \mathcal{G}_{\text{state}} \) are linked via actions, the path and actions to the target object can be recovered using a standard breath first search planner over the state graph. Note, this is a simple planning strategy, is independent of CSR creation. In the presence of noise, it is also possible to employ more sophisticated closed-loop planning.

3.4. Detecting Changes

In practice, scenes typically change over time. For example, kitchen equipment frequently moves. Given two trajectories, each observing a different static configuration, it is important to determine the objects that changed.

**Motivating between-trajectory object correspondences.** Our insight is to detect changes in the scene by leveraging object correspondences between trajectories. If a kettle is observed on a stove in one trajectory and on a countertop in another, the agent should know that plausibly this kettle has moved. While our scene representation captures nodes and edges in the context of the scene, we would also like to detect objects that shuffle over time. This motivates finding object correspondences between trajectories.

**Between-trajectory object features.** Our idea is to augment the scene nodes of \( \mathcal{G}_{\text{CSR}} \) with a object feature vector that is responsible for matching the object instance between trajectories. This feature is learned similarly to the scene node features. However, instead of positives for the contrastive loss coming from different views in the same static scene, they come from different views across varied initializations of the scene. The representation learner cannot rely on consistent scene information to minimize the loss, but should instead focus only on embedding characteristics of the object instances. Using a similar Hungarian matching scheme, as in Sec. 3.2, object features are matched between the two trajectories and thresholded based on CosSim.

**Using low feature similarity to detect change.** Recall, when learning node and edge features, we leveraged that the scene was static. Based on the object matches, detecting violations to the static assumption provides signal for what has moved. Concretely, using the object feature assignments, the CosSim between matched scene nodes and edges (i.e., scene features before object features were introduced) is computed. If scores are lower than a threshold there is signal the visual object has moved (i.e., the underlying spatial relationship has changed). In summary, the object features are used to match object instances between trajectories and then low scene node/edge feature similarity is used to determine what moved.

4. Experiments

In this section, we first present our datasets (Sec. 4.1). We show competitive performance of Continuous Scene Representations (CSR) on 2-phase visual room rearrangement [4, 52], without training for the task (Sec. 4.2), CSR encodes spatial information that can be recovered via linear probes (Sec. 4.3), CSR can retrieve layout-consistent views of the scene against hard negatives (Sec. 4.4), and CSR is effective for tracking objects in real-world data (Sec. 4.5).

4.1. Datasets

For rearrangement experiments (Sec. 4.2), we use the RoomR dataset introduced by Weihs et al. [52]. Its test and val sets each contain 1000 room rearrangements.

To train the CSR encoder \( f_{\text{CSR}} \), which embeds nodes and edges, we generate a dataset using AI2-THOR [30]. For each of the 80 train rooms, we render 20 random agent poses in 5 different room initialization with random lighting, texture, and object locations. RGB images for this and all following datasets are \( 224 \times 224 \). We mine pairs of objects (i.e., edges) that are viewed from different view points in each room initialization to get a dataset of 900K samples.

We additionally create smaller datasets for our various experiments. We create two image datasets of \( \sim 5k \) images in 80/20 train/test splits with spatial relationship labels for pairs of ground truth boxes (e.g., “\( x \) supports \( y \)”). These are used in linear probes for our edge representations (Sec. 4.3). A test dataset of 4.4K triplets of images is generated, where a query and a positive image have the same static scene layout and a negative image presents the scene with one object moved. We use this set to evaluate the model’s matching ability to retrieve the positive against a hard negative (Sec. 4.4). Finally we use the YCB-Video test set [59] of 12 videos to evaluate the tracking and updating components of our method on real world data (Sec. 4.5).

Across all datasets, train, validation, and test rooms are constant. More details on the Faster-RCNN detector and the exploration policy network can be found in Appx. A, B.

4.2. Downstream Rearrangement

The goal is to evaluate CSR for a downstream embodied task, 2-phase visual room rearrangement [52]. Rearrangement serves as a difficult, but practical, end-task with applications to indoor service robots. Furthermore, performing visual room rearrangement requires capable perception, memory, navigation, and planning, thereby testing how the various components of our approach work together.
Table 1. **Downstream Rearrangement.** Using CSR, we are able to outperform the RL based visual room rearrangement baselines in the hard 2-phase setting (i.e., walkthrough and unshuffle phases happen sequentially). Additionally, the improved performance when including ground truth components, hints that as the various components of our approach improve, our end-to-end solution will also improve.

| Experiment         | Inferred | 100 · Success ↑ | 100 · % FixedStrict ↑ | %E ↓ |
|--------------------|----------|-----------------|------------------------|------|
|                    | plan     | match | box | traj. | Val. | Test | Val. | Test | Val. | Test |
| CSR (GT-MBT)       | ✓        | ✓     | ✓   | ✓    | 8.8  | 10.0 | 26.0 | 27.0 | 0.74 | 0.73 |
| CSR (GT-BT)        | ✓        | ✓     | ✓   | ✓    | 3.0  | 2.2  | 7.9  | 5.9  | 0.97 | 0.98 |
| CSR (GT-T)         | ✓        | ✓     | ✓   | ✓    | 1.3  | 0.7  | 3.8  | 2.1  | 1.07 | 1.11 |
| VRR [52]           | -        | -     | -   | -    | 0.5  | 0.2  | 1.2  | 0.7  | 1.15 | 1.12 |
| VRR+Map [52]       | -        | -     | -   | -    | 0.6  | 0.3  | 1.6  | 1.4  | 1.15 | 1.10 |
| CSR (Ours)         | ✓        | ✓     | ✓   | ✓    | 1.2  | 0.4  | 3.3  | 1.9  | 1.13 | 1.17 |

**Task.** In a walkthrough phase, an agent observes objects in their target configurations, building a CSR and embodied state graph: \( (\text{walk}_G_{\text{CSR}}, \text{walk}_G_{\text{state}}) \). The agent leaves the room and 1-5 objects change (e.g., a mug moves from a countertop to a table). In the unshuffle phase, the agent returns and must restore the room to its original layout. In our case, a second unshuffle CSR and embodied state graph: \( (\text{un}_G_{\text{CSR}}, \text{un}_G_{\text{state}}) \) is built. Leveraging the fact the agent enters the room from the same starting location, we fuse the \( \text{walk}_G_{\text{state}} \) and \( \text{un}_G_{\text{state}} \) into a unified embodied state graph \( (\text{walk,un})_G_{\text{state}} \), using the initial state as a point of correspondence between two trajectories. While this simplifying assumption is allowable due to the task construction of \([52]\), it is plausible that state correspondence can be established using features, which is left to future work.

By identifying target objects that moved between creation of \( C_{\text{CSR}} \) and \( C_{\text{CSR}} \) (i.e., high object feature similarity but low node feature similarity as discussed in Sec. 3.4), it is possible to query current and target locations for the moved objects in \( C_{\text{walk,un}} \). Using a simple breath first search planner over \( C_{\text{walk,un}} \), the agent plans to the location of the target object, executes a pick-up action, and navigates to the goal location, where the object is placed.

**Model.** We use an exploration agent to explore the room during the two phases of the task. We use a simple exploration policy network with three convolutional layers and a GRU, which takes RGB images and outputs a distribution over navigation actions \( A_{\text{nav}} = \{ \text{MOVEFORWARD, MOVELEFT, MOVERRIGHT, MOVEBACK, ROTATERIGHT, ROTATERIGHT, LOOKUP, LOOKDOWN} \} \). The network is trained using DD-PPO \([44, 54]\) in the AllenAct framework \([53]\), with a reward that encourages visiting more states and objects. Note: this objective has no notion of rearrangement. To generate the object region proposals used to generate box mask inputs for the CSR encoder, we use a Faster-RCNN \([38]\) detector. This detector is trained on LVIS \([24]\) and AI2-THOR data. Leveraging the policy network and detector during walkthrough and unshuffle, we get CSR representations for each trajectory, with corresponding embodied state graphs. We then detect changes in the scene and execute a plan to restore objects. For more details on the exploration training, reward, detector training, loss, and hyperparameters, see Appx. A, B, and C.

**Metrics.** We adopt rearrangement metrics \([52]\):

- **SUCCESS:** The percentage of episodes in which all the objects are correctly returned to their original states.
- **%FIXEDSTRIFT:** The percentage of objects returned to their proper place over all rooms. However, if a mistake is made in a room (e.g., an object is moved that should not be), the value is 0 for that rearrangement even if other objects are returned correctly.
- %E: A ratio between the energy of a room before and after rearrangement. The energy function decreases monotonically as the agent brings objects closer to their target destinations. A value of 0 corresponds to a perfect rearrangement, 1 to no change, and greater than 1 to a final configuration further from the goal than the initialization.

**Ablation.** We ablate CSR in the context of the rearrangement task. We substitute ground truth (GT) for key components of our model to ablate the impact of their performances on the rearrangement task. We study the effects of using GT Matching, Boxes, and Trajectories. For GT matching, we substitute the matching function \( M_{\text{CSR}} \) for GT object instance labels, which allow for perfect matching, both within a trajectory and between walkthrough and unshuffle trajectories. For GT boxes, we substitute the Faster-RCNN detector for GT boxes. For GT trajectories, we substitute the trained exploration policy for a heuristic policy that visits all objects that get shuffled in both walkthrough and unshuffle phases. Concretely, we compare against the following ablated models:

- **CSR (GT-MBT):** GT object Matches, Boxes, and heuristic Trajectories.
- **CSR (GT-BT):** Matching is estimated within a trajectory and between the two trajectories, keeping box and trajectory GT constant from CSR (GT-MBT).
- **CSR (GT-T):** Boxes are estimated using the Faster-RCNN detector, keeping the heuristic exploration trajectories constant from CSR (GT-BT).
Baselines. We compare against the following prior work for the challenging 2-phase rearrangement setting:

- **VRR**: Corresponds to the (RN18, PPO+IL) from [52]. The model uses a frozen ImageNet pretrained ResNet-18 and a mixture of imitation learning and reinforcement learning to train directly on the rearrangement task.

- **VRR+Map**: Simmilar to VRR, but with the addition of Active Neural SLAM [9] for mapping. Corresponds to (RN18+ANM,PPO+IL) from [52].

Is CSR competitive v.s. sophisticated task-specific baselines? The results in Tab. 1 support that using a simple exploration policy and detector in concert with CSR performs favorably on the **SUCCESS** and **%FIXED** metrics compared to the sophisticated baselines trained directly on the task. This shows the effectiveness of CSR since no part of our approach was trained to rearrange rooms.

**How do improved submodules improve the solution?** We replace each CSR submodule with GT as a proxy for an improved submodule. See Tab. 1. Looking at CSR (GT-T), we see that performance is comparable to CSR (Ours), suggesting that the trained exploration agent generalizes sufficiently. Comparing CSR (GT-BT), we see larger gains suggesting that with better detection, performance would improve by ~ 3 times. Finally when comparing to CSR (GT-MBT), we find that there is room for improvement in matching. These results suggest a high ceiling to our pipeline.

### 4.3. Representation Linear Probes

We probe if CSR encodes interpretable relationships.

**Tasks.** We linearly probe CSR features for two relationship classification tasks. First, given a pair of box regions of interest, predict if one object supports the other. We call this the [SUPPORT] task. This is a three-way classification problem, where object 1 either supports object 2, vice versa, or there is no support relationship. The second task is predicting, given a pair of boxes, if they are supported by the same surface. We call this the [SIBLING] task. In this binary task, the direction of the edge does not matter.

**Model.** We fit a linear layer on a frozen CSR feature extractor \( f_{CSR} \). We train two linear heads for [SUPPORT] and [SIBLING] respectively.

**Metrics.** We consider the mean accuracy across both tasks.

| Experiment          | Linear Probe mAcc | Retrieval Acc. |
|---------------------|-------------------|----------------|
| Random Chance       | 41.7              | 50.0           |
| Random Features     | 51.8              | 52.4           |
| Supervised [SUPPORT]| 84.3              | 69.3           |
| Supervised [SIBLING]| 70.2              | 54.9           |
| Fine-tuned [SUPPORT]| 77.7              | 64.6           |
| Fine-tuned [SIBLING]| 78.3              | 57.6           |

Table 2. Linear Probes and Retrieval. CSR features outperform supervised and fine-tuned baseline features.

- **Fine-tuned [SUPPORT], Fine-tuned [SIBLING]**: Same as **Supervised** SUPPORT, SIBLING; however, encoders are initialized with CSR contrastively pre-trained weights instead of random initialization.

**Benefits to continuous instead of discrete relations.** While the baselines outperforms CSR for the specific tasks they are trained for, when averaging performance over both tasks, CSR outperforms the baselines, as seen in Tab. 2 (left). These results support that training on specific relations can be detrimental in transfer setting and that our features can be used to recover specific spatial relations.

### 4.4. Retrieving Consistent Relationships

Our CSR learning objective assumes scenes are static, enforcing the similarity of relations between objects seen from different viewpoints. We hypothesize that our features should allow for detecting violations to this assumption.

**Task.** Consider triplets of images. The first is a query image containing a pair of objects. The second is the positive image taken from a different vantage point that also captures the same pair. The third is the negative image taken from the same pose as the second image; however, one of the objects in the pair is moved. The task then is to match the query and the positive image with CosSim of features as the matching criteria. Fig. 6 shows sample data.

**Model.** We use our \( f_{CSR} \) directly to embed three relationships. We compute the CosSim between the query features against the features from the positive and the negative images. To solve the classification task, we choose the image that has the higher CosSim score.

**Metrics.** We measure accuracy of the predictions.

**Baselines.** We adopt the same baselines as in Sec. 4.3. The Supervised [SUPPORT] baseline is the main point of comparison. This model determines if two objects participate in a support relationship (i.e., one on top of the other). Because changes in the dataset involve objects shifting to different supporting surfaces, these events should correspond to drastic changes in feature space.

**Results.** Based on the results in Tab. 2 (right), we find that CSR outperforms the baselines in terms of matching the query and positive images. See Fig. 6, which qualitatively illustrates the difficulty of the task. The results suggest that CSR learns some underlying spatial relationships.
4.5. Real World Tracking

To demonstrate the potential of the representation on real-world data, we additionally evaluate CSR features, trained in simulation on object tracking in YCB-Video \cite{59}.

**Task.** The goal is to track objects over a trajectory. We formulate the problem as clustering, where, with each new observation, a detected object can either be assigned to an existing cluster (representing a previously observed object) or to a new cluster. The target GT clustering is one cluster for each object instance, with a count per cluster corresponding to the number of times the object was detected.

**Model.** CSR feature extraction and matching within a trajectory. Note, we use GT boxes for detections in lieu of a detector. Each node represents a cluster with number of elements equal to the number of assignments to that cluster.

**Metrics.** For each video, we measure the Adjusted Rand Index (ARI) \cite{27}, a common clustering accuracy metric, between the CSR and GT assignments. A value of 1 corresponds to perfect clustering and 0 to random clustering.

**Ablations/Baselines:**

- **No-Update:** Node features are fixed at initialization without the feature updating discussed in Sec. 3.2.
- **Opt.:** Oracle with feature updating and matching threshold set optimally.

**Results.** In Fig. 7 we see near perfect matching (compared to the baseline Opt.) and the usefulness of updating features (compared to No-Update baseline). These preliminary results suggest that CSR trained in simulation can be applied to real-world data distributions and that updating the representation on-the-fly is critical for tracking.

5. Limitations

In this work, we mainly focus on capturing the pose of objects and ignore the state of the objects (e.g., open v.s. closed microwave). The state of objects plays an important role in task planning. Future work will consider incorporating the state of the object. Also, the interaction of the agents with the objects is not used to update the scene representations. Hence, future work will address agent-object interactions. Additionally developing learned matching functions, which go beyond cosine similarity, is a promising direction to develop better matching performance.

6. Conclusion

We present Continuous Scene Representations (CSR) to model objects and their relations as continuous valued feature vectors. We describe an algorithm for updating the CSR as an agent moves and connect the representation to the agent itself. We discuss use of our pipeline to tackle visual room rearrangement. Our experiments show (1) A simple planner using CSR outperforms sophisticated baselines on visual room rearrangement, even though our model is not trained directly for this task. (2) The relational feature from CSR can be used to recover semantically meaningful spatial relations. (3) The representation can detect subtle visual changes in the scene. We hope this work will encourage investigation of techniques in scene representation learning for other downstream embodied tasks, going beyond learning task specific representations.
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