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Abstract

We prove the existence minimal speed of propagation $c_*(r, b, K) \in [2\sqrt{1-r}, 2]$ for wavefronts in the Belousov-Zhabotinsky system with a spatiotemporal interaction defined by the convolution with (possibly, ”fat-tailed”) kernel $K$. The model is assumed to be monostable non-degenerate, i.e. $r \in (0,1)$. The slowest wavefront is termed pushed or non-linearly determined if its velocity $c_*(r, b, K) > 2\sqrt{1-r}$. We show that $c_*(r, b, K)$ is close to 2 if i) positive system’s parameter $b$ is sufficiently large or ii) if $K$ is spatially asymmetric to one side (e.g. to the left: in such a case, the influence of the right side concentration of the bromide ion on the dynamics is more significant than the influence of the left side). Consequently, this reveals two reasons for the appearance of pushed wavefronts in the Belousov-Zhabotinsky reaction.
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1. Nonlinearly determined wavefronts in the Belousov-Zhabotinsky system

1.1. Introduction

In this paper, we consider the monostable reaction-diffusion system

\[ \begin{align*}
    u_t(t, x) &= \Delta u(t, x) + u(t, x)(1 - u(t, x) - r(K \ast v)(t, x)), \\
    v_t(t, x) &= \Delta v(t, x) - bu(t, x)v(t, x), \quad u, v \geq 0, \quad x \in \mathbb{R}^n,
\end{align*} \tag{1} \]

following J.D. Murray studies [17, 18] of traveling waves in the Noyes-Field theory of the Belousov-Zhabotinsky (BZ for short) chemical reaction. The variables \( u, v \) represent the bromous acid and bromide ion concentrations, respectively. We will assume that the system (1) is monostable non-degenerate that amounts to the condition \( r \in (0, 1) \), cf. [19]. The real parameter \( b \) is positive (by [20], \( b \approx 20 \) for a real chemical experiment).

\( K \ast v \) denotes the convolution of the component \( v \) with the non-negative normalised kernel \( K(s, y) \), \( s \geq 0, y \in \mathbb{R} \):

\[ \int_0^{+\infty} \int_{\mathbb{R}} K(s, y) \, dy \, ds = 1. \]

The wavefront \((u, v) = (\phi, \theta)(\nu \cdot x + ct), \|\nu\| = 1\) is a positive \( C^2 \)-smooth solution of (1) satisfying the boundary conditions

\[ (\phi, \theta)(-\infty) = (0, 1), \quad (\phi, \theta)(+\infty) = (1, 0). \]

Equivalently, the profiles \( \phi(t), \psi(t) := 1 - \theta(t) \) are \( C^2 \)-smooth solutions to the system

\[ \begin{align*}
    \phi''(t) - c\phi'(t) + \phi(t)(1 - r - \phi(t) + r(K \ast \psi)(t)) &= 0, \\
    \psi''(t) - c\psi'(t) + b\phi(t)(1 - \psi(t)) &= 0, \\
    \phi > 0, \psi < 1, \quad \phi(-\infty) = \psi(-\infty) = 0, \quad \phi(+\infty) = \psi(+\infty) = 1,
\end{align*} \tag{2} \]

where

\[ (K \ast \psi)(t) = \int_0^{+\infty} \int_{\mathbb{R}} K(s, y)\psi(t - cs - y) \, dy \, ds \]

(note that \( K \ast \psi \) depends on \( c \), sometimes we will also write \( K \ast_c \psi \) indicating explicitly this dependence). It follows that \( \phi(t), \psi(t) \) are \( C^\infty \)-smooth functions.

After Murray’s original works, system (1) was studied by many researchers, the existence of traveling waves being one of the problems of fundamental interest. The first analytical result concerning this problem in the local case, \((K \ast v)(t, x) = v(t, x)\), was obtained by Troy [20] in 1980. Later on, in a series of papers (e.g. see [1, 12, 14, 19, 21, 22, 23, 24]) different approaches were developed to tackle the wave existence problem in the mentioned local case and also in the delayed case, \((K \ast v)(t, x) = v(t - h, x)\). One of the most recent articles [2] established the existence of waves for two special non-local kernels \( K \) (see Example 7 below) by invoking Fenichel’s geometric singular perturbation theory. Yet, as we show later in this section, complete solution to the question of the existence of wavefront for the BZ system is not available even in the local case. Particularly, in the present work, we determine and analyse the main factors making the described problem so difficult. In the next subsections, we present and comment the main results of our studies.
1.2. Semi-wavefronts and their monotonicity

Suppose that \((\phi, \psi)\) is a bounded smooth solution to (2) satisfying weaker positivity and boundary conditions

\[
\phi(-\infty) = \psi(-\infty) = 0, \quad \phi(t) \geq 0, \quad \lim_{t \to +\infty} \phi(t) > 0, \quad \lim_{t \to +\infty} \psi(t) > 0.
\]

We will call such a solution \((1,2)\) a semi-wavefront, this concept is rather natural for nonlocal systems since the nonlocal interaction can affect the monotonicity of wavefronts \([1,10]\). It is somewhat surprising that model \([1]\) is robust in this respect:

**Theorem 1.** Assume that \(r, b > 0\). If system \([2]\) has a semi-wavefront \((\phi, \psi)\), then \(\phi(+\infty) = \psi(+\infty) = 1\), and \(\phi'(t) > 0, \psi'(t) > 0\) for all \(t \in \mathbb{R}\).

We prove this Theorem in Section \([2]\).

Let us present two useful consequences of the above result:

**Lemma 2.** Let \((\phi, \psi)\) be a solution of \([2]\) and \(r \in (0, 1), \ b > 0\). Then \(\psi(t) < M \phi(t), \ t \in \mathbb{R}\), where \(M = 1/(1 - r)\) if \(b \leq 0.5\) and \(M = (1 - r)^{-1}b^2/(2b - 1)\) if \(b > 0.5\).

**Proof.** Set \(z(t) = \phi(t) - \psi^2(t)\) and suppose that \(z(t)\) is non-positive at some points. Clearly, \(z(-\infty) = 0, \ z(+\infty) = M - 1 \geq 0\), so that \(z(\tau) \leq 0, \ z'(\tau) = 0, \ z''(\tau) \geq 0\) at some \(\tau \in \mathbb{R}\). Hence,

\[
M \phi(\tau) \leq \psi^2(\tau), \quad M \phi'(\tau) = 2\psi(\tau)\psi'(\tau), \quad M \phi''(\tau) \geq 2\psi(\tau)\psi''(\tau) + 2(\psi'(\tau))^2,
\]

and therefore, by using Theorem \([1]\) we obtain

\[
0 \geq 2\psi'(\tau)^2 + M \phi(\tau)(1 - r + r(K \ast \psi)(\tau) - \phi(\tau)) - 2b\psi(\tau)\phi(\tau)(1 - \psi(\tau)) > \phi(\tau) \{M(1 - r) - 2b\psi(\tau) + \psi^2(\tau)(2b - 1))\} \geq 0,
\]

a contradiction. Note that the polynomial \(p(z) := M(1 - r) - 2bz + z^2(2b - 1), z := \psi(\tau) \in (0, 1), \) satisfies \(p(0) = M(1 - r) > 0, \ p(1) = M(1 - r) - 1 \geq 0\), so that \(p(\psi(\tau)) \geq 0\) if \(2b - 1 \leq 0\). If \(2b - 1 > 0\) then \(p(z) \geq \min_{z \in \mathbb{R}} p(z) = M(1 - r) - b^2(2b - 1)^{-1} = 0\). \(\square\)

**Proposition 3.** Assume that \(r \in (0, 1), \ b > 0\). If system \([2]\) has a semi-wavefront \((\phi, \psi)\), then \(c \geq 2\sqrt{1 - r}\) and there exist \(t_1, \ m \in \{0, 1\}\) such that

\[
(\psi(t + t_1), \phi(t + t_1), \phi'(t + t_1)) = (-t)^m e^{\nu t}(b/(1 - r), 1, \nu)(1 + o(1)), \ t \to -\infty,
\]

where \(\nu\) is one of the zeros of the characteristic polynomial \(\chi_r(z, c) = z^2 - cz + 1 - r\).

**Proof.** The proof of this assertion is identical to the proof of Lemma 11 and Corollary 12 in \([19]\), where we use our Lemma \([2]\) instead of Theorem 6 \((A)\) in \([19]\). \(\square\)
1.3. Pulled and pushed wavefronts in the BZ system: explanation through the KPP-Fisher equation with non-local interaction

In the special case when \( b = 1 - r \) and \((K \ast \psi)(t) = \psi(t)\), both equations in (2) coincide, i.e. \( \phi = \psi \) and we have

\[
\phi''(t) - c\phi'(t) + (1 - r)\phi(t)(1 - \phi(t)) = 0, \quad 0 < \phi < 1, \quad \phi(-\infty) = 0, \quad \phi(+\infty) = 1, \quad (3)
\]

which is precisely the profile equation for the classical KPP-Fisher model. The nonlinearity \( g(\phi) = (1 - r)\phi(1 - \phi) \) is sub-tangential at \( \phi = 0 \) (i.e. \( g(\phi) \leq g'(0)\phi, \quad \phi \geq 0 \)), which guarantees the existence of a monotone wavefront to (3) if and only if \( c \geq 2\sqrt{g'(0)} = 2\sqrt{1 - r} =: c_*(r, 1 - r) \). The minimal speed \( c_*(r, 1 - r) \) of wavefronts in the KPP-Fisher case is completely determined by the linearisation of equation (3) along zero, the minimal wavefronts are called pulled, or linearly determined.

Without the additional restriction \( g(\phi) \leq g'(0)\phi \), the minimal speed \( c_* \) of wavefronts can be bigger than \( 2\sqrt{g'(0)} \); in such a case, the wavefronts propagating with the minimal speed \( c_* \) are called pushed. For instance, the following modification of the KPP-Fisher profile equation

\[
\phi''(t) - c\phi'(t) + (1 - r)(1 + l\phi(t))\phi(t)(1 - \phi(t)) = 0, \quad \phi(-\infty) = 0, \quad \phi(+\infty) = 1, \quad (4)
\]

possesses monotone solutions if and only if

\[
c \geq c_* = \sqrt{1 - r} \begin{cases} 2, & l \in [0, 2], \\ (2 + l)/\sqrt{2}, & l \geq 2, \end{cases} \quad (5)
\]

see [9] (a simple explanation for this form of \( c_* \) can be found in [5]). In the nonlinearity \( g_1(\phi) = (1 - r)(1 + l\phi)(1 - \phi) \), parameter \( l \) measures "the excess" of the reaction graph \( y = g_1(\phi) \) over the tangent line \( y = g_1'(0)\phi, \quad \phi \geq 0 \). By (5), if this excess is relatively small, \( l \in [0, 2] \), the minimal waves are still linearly determined and if \( l > 2 \), the minimal wavefronts are pushed.

Now, as we show in Appendix, system (2) can be transformed into the following equivalent KPP-Fisher type equation

\[
\phi''(t) - c\phi'(t) + \phi(t)(1 - r - \phi(t)) + r(K \ast_c (\Sigma_b \phi))(t)) = 0, \quad \phi > 0, \quad \phi(-\infty) = 0, \quad \phi(+\infty) = 1, \quad (6)
\]

where operator \( \Sigma_b \) maps the set of non-decreasing continuous functions \( \phi > 0, \quad \phi(-\infty) = 0, \quad \phi(+\infty) = 1 \), possessing finite integral \( \int_{-\infty}^{0} \phi(t)dt \), into the set of strictly monotone \( C^2 \)-smooth functions \( \psi(t), \psi(-\infty) = 0, \quad \psi(+\infty) = 1 \). Furthermore, \( \Sigma_b \) commutes with the translation operator, \( (\Sigma_b \phi(\cdot + h))(t) = (\Sigma_b \phi(\cdot))(t + h), \) and is monotone increasing with respect to \( b \) and \( \phi \). Monotonicity guarantees a kind of continuity of \( \Sigma_b \) (see Appendix) and suggests a natural extension of \( \Sigma_b \) to the fixed points \( \phi = 0 \) and \( \phi = 1 \).

Clearly, the reaction term \( g(\phi) = \phi(t)(1 - r - \phi(t)) + r(K \ast_c (\Sigma_b \phi))(t) \) is not sub-tangential at \( \phi = 0 \) whenever \( \Lambda(t) := -\phi(t) + r(K \ast_c (\Sigma_b \phi))(t) > 0, \quad t \leq t_0, \) for admissible wave profiles \( \phi \) and some \( t_0 \). Since \( \Sigma_b \phi = \psi \), by Proposition 5, each non-critical pulled wavefront satisfies

\[
((\Sigma_b \phi))(t), \phi(t)) = e^{\lambda_c(t)}(b/(1 - r), 1)(1 + o(1)), \quad t \to -\infty,
\]
where \( 0 < \lambda_r(c) \) is the smallest zero of the characteristic polynomial \( \chi_r(z,c) = z^2 - cz + 1 - r \). Thus

\[
\Lambda(t) \sim e^{\lambda_r(c)t} \left( -1 + \frac{b r \kappa(r,c)}{1 - r} \right), \quad t \to -\infty,
\]

where

\[
\kappa(r,c) := \int_0^{+\infty} \int_R K(s,y)e^{-\lambda_r(c)(y+cs)}dy \, ds,
\]

and, consequently, the difference

\[
\frac{b r \kappa(r,c)}{1 - r} - 1 = \frac{r + b r \kappa(r,c) - 1}{1 - r}
\]

can be regarded as a measure of "the excess" of the reaction term \( y = g(\phi) \) over its linear part at the steady state \( \phi = 0 \). In particular, we can expect that the minimal wavefront is linearly determined when \( r + b r \kappa(r,c) \leq 1 \), and is nonlinearly determined when \( r + b r \kappa(r,c) \gg 1 \). Our next results support this informal conclusion.

**Theorem 4.** Assume that positive \( r, b \) and \( c \geq 2 \sqrt{1 - r} \) satisfy \( r + b r \kappa(r,c) \leq 1 \). Then there exists at least one positive monotone wavefront for (1) propagating at the speed \( c \).

Proof of this Theorem is postponed to Section 3.

Actually, the use of the concept ‘minimal speed of propagation’ or ‘minimal’ or ‘critical’ wavefront with respect to the system (1) should be rigorously justified. This work, which is technically the most difficult part of the paper, is done in Section 4 where the following result is established.

**Theorem 5.** For every \( r \in (0,1) \) and \( b > 0 \) there exists a positive real number \( c_*(r,b,K) \in [2 \sqrt{1 - r}, 2] \) such that system (1) has at least one positive monotone wavefront propagating with the speed \( c \) if and only if \( c \geq c_*(r,b,K) \).

Theorems 4 and 5 imply the following

**Corollary 6.** Assume that \( r, b > 0 \) satisfy \( r + b r \kappa(r, 2 \sqrt{1 - r}) \leq 1 \). Then \( c_*(r,b,K) = 2 \sqrt{1 - r} \).

**Example 7.** The special kernels

\[
K_w(s,y) = \frac{1}{\sqrt{4\pi s}} e^{-\frac{y^2}{4s}} e^{-\frac{s}{r}} \quad \text{and} \quad K_f(s,y) = \frac{1}{\sqrt{4\pi s}} e^{-\frac{ys^2}{4s}} e^{-\frac{s}{r^2}}
\]

are called the weak delay kernel and the strong delay kernel, respectively. They are used to model delayed systems with nonlocal spatial effects, e.g. see [8] and references therein. In particular, the BZ system with the weak kernel was discussed in [2]. For the kernel \( K_w \), Theorem 1 in [2] establishes the existence of heteroclinic connections between the equilibria \((0,0)\) and \((1,1)\) when \( r + b \leq 1 \) and \( \tau > 0 \) is sufficiently small. Note that the monotonicity and positivity properties of these heteroclinics were not discussed in [2]. Theorem 4 provides a significant improvement of this result. Indeed, a straightforward computation for the weak delay kernel yields

\[
\kappa(r,c) = \frac{1}{1 + \tau \lambda(c - \lambda)} = \frac{1}{1 + \tau(1 - r)}
\]
so that conditions \( r + br \kappa(r, c) \leq 1, \ c \geq 2\sqrt{1-r} \), take the form
\[
r + \frac{br}{1 + \tau(1-r)} \leq 1, \quad c \geq 2\sqrt{1-r}.
\]
(7)

For \( \tau = 0 \) this result coincides with the ones from [12, Theorem 3] and from [23, Theorem 4.2]. If \( \tau > 0 \) is sufficiently large, condition (4) is satisfied and the minimal wavefront is linearly determined. This goes in hand with the general observation that the time delay decreases the minimal speed of propagation in the monostable models with delays. Now, in Example [13] of the last section we analyse numerically the minimal speed \( c^*(b, 3/4, \tau) := c^*(b, 3/4, K_w) \) also for \( b > 1/3 + \tau/12 \), i.e. for the case when the first condition in (7) is not necessarily met. By our computations, even for relatively small values of \( b \) the minimal wavefronts seem to be non-linearly determined. Theorem 8 below explains this phenomenon by establishing it rigorously for sufficiently large \( b \).

Furthermore, we get a similar result when we deal with the strong delay kernel. Calculations now provide
\[
\kappa(r, c) = \frac{1}{(1 + \tau\lambda(1-c))^2} = \frac{1}{(1 + \tau(1-r))^2},
\]
so that at least one wavefront for system (1) considered with the kernel \( K_f \) exists by Theorem 4 if
\[
r + \frac{br}{1 + \tau(1-r))^2} \leq 1, \ c \geq 2\sqrt{1-r}.
\]

Finally, we consider the situations when a) \( b \to +\infty \) and b) \( \kappa(r, c) \to +\infty \). In each of them, \( r + br \kappa(r, c) \gg 1 \) so that it is reasonable to expect that the respective minimal wavefronts are not linearly determined.

**Theorem 8.** Set \( K_a(s, y) = K(s, y + a) \) and fix \( b > 0, r \in (0, 1) \). Then \( c^*(r, b, K) \to 2 \) as \( a \to +\infty \). Next, fix some \( r \in (0, 1) \) and suppose that the kernel \( K(s, y) \) is a continuous function of \( s \) and \( y \). Then \( c^*(r, b, K) \to 2 \) as \( b \to +\infty \). Thus the critical wavefront is necessarily pushed when either \( b \) or \( a \) is sufficiently large positive number.

Theorem 8 follows from Lemmas 10 and 14 which are proved in Section 5 (together with other results of independent interest).

## 2. Monotonicity: Proof of Theorem 1

For the reader’s convenience, the proof is divided into several simple steps.

(a) **Proof of the positivity of \( \phi(t) \).**
Note that if \( \phi(s) = 0 \) at some point \( s \) then necessarily \( \phi'(s) = 0 \) as a consequence of the non-negativity of \( \phi(t) \). Considering the first equation in (2) as a linear homogeneous non-autonomous equation for \( \phi \), we obtain immediately from the uniqueness property that \( \phi \equiv 0 \), a contradiction. Hence, \( \phi(t) > 0 \) for all \( t \in \mathbb{R} \).

(b) **Establishing upper and lower bounds for \( \psi : 0 \leq \psi(t) \leq 1 \).**
Since \( \psi(-\infty) = 0 \), \( \lim_{t \to +\infty} \psi(t) > 0 \), the inequality \( \psi(t') > 1 \) for some \( t' \in \mathbb{R} \) implies that either

\[
\psi(t) = \begin{cases} 0 & \text{if } t < t' \leq t'' \\
1 & \text{if } t' < t \leq t'' \\
\end{cases}
\]

But then
\[
\psi(t) = \begin{cases} 0 & \text{if } t < t' \\
1 & \text{if } t' < t \leq t'' \\
\end{cases}
\]

Thus
\[
\psi(t) = \begin{cases} 0 & \text{if } t < t' \\
1 & \text{if } t' < t \leq t'' \\
\end{cases}
\]

Finally
\[
\psi(t) = \begin{cases} 0 & \text{if } t < t' \\
1 & \text{if } t' < t \leq t'' \\
\end{cases}
\]
(A) \( \psi'(t) > 0, \ t \geq t' \) or
(B) there exists point \( s \) where \( \psi'(s) = 0, \ \psi''(s) \leq 0, \ \psi(s) > 1. \)
Due to the positivity of \( \phi \) (part (a)), the alternative (B) contradicts to the second equation of (2). If the option (A) holds then

\[
\psi''(t) = c\psi'(t) + b\phi(t)(\psi(t) - 1) \geq b(\psi(t') - 1) \left( \inf_{s \in [t',+\infty)} \phi(s) \right) > 0, \quad t \geq t',
\]
and therefore \( \psi(t) \) should be unbounded, a contradiction. It follows that \( \psi(t) \leq 1 \) for all \( t \). Using a similar argument one can show that \( \psi(t) \geq 0 \) for all \( t \). (The case (A) is totally analogous, case (B) reads as \( \psi'(s) = 0, \ \psi''(s) \geq 0, \ \psi(s) < 0, \) and the contradiction is achieved in the same way as above).

(c) Improving an upper bound for \( \psi : \psi(t) < 1. \)
Since \( \theta(t) = 1 - \psi(t) \in [0,1] \) satisfies \( \theta''(t) - c\theta'(t) - b\theta(t)\phi(t) = 0 \) and the equality \( \theta(s) = 0 \) at some point \( s \) necessarily would imply \( \theta'(s) = 0 \), and, consequently, \( \theta \equiv 0 \) by the uniqueness theorem, we conclude that this equality cannot happen so that \( \theta(t) > 0 \) for all \( t \in \mathbb{R} \). In other words, \( \psi(t) \in (0,1) \) for all \( t \).

(d) Proof of the monotonicity and positivity of \( \psi : \psi(t) \in (0,1), \ \psi'(t) > 0, \ t \in \mathbb{R}. \)
Suppose now that \( \psi'(s) = 0 \) at some point \( s \) (note here that \( \psi(s) = 0 \) implies \( \psi'(s) = 0 \)). Using (a) and (c), from the second equation in (2) we get \( \psi''(s) < 0 \), so that \( s \) is a strict local maximum point and thus \( \psi(s) > 0. \) The positivity of \( \psi \) follows. Next, since \( \liminf_{t \to +\infty} \psi(t) > 0 \), there exists some \( s' > s \) where \( \psi'(s') < 0, \ \psi''(s') = 0, \ \psi(s') \in (0,1) \). This again contradicts to the second equation of (2).

(e) Proof of the convergence of \( \psi : \psi(+\infty) = 1. \)
Let \( s_k \to -\infty, t_k \to +\infty \) be such that \( \psi'(s_k), \psi'(t_k) \to 0 \) as \( k \to +\infty \). Integrating the second equation in (2) on \([s_k, t_k]\) and then taking limit as \( k \to +\infty \), we find that

\[
c = b \int_{\mathbb{R}} \phi(t)(1 - \psi(t))dt.
\]
This shows that \( \psi(+\infty) = 1. \)

(f) Establishing an upper bound for \( \phi : \phi(t) < 1. \)
Suppose by contradiction that \( \phi(t') > 1 \) for some \( t' \in \mathbb{R} \). Then either

(C) \( \phi'(t) > 0 \) for all \( t \geq t' \) or

(D) there exists a local maximum point \( s \) where \( \phi'(s) = 0, \ \phi(s) \geq 1, \ \phi''(s) \leq 0. \)
Since, by (d), \( (K \ast \psi')(\phi) \in (0,1) \), the alternative (D) yields a contradiction with the first equation of (2). If the option (C) holds, then \( (K \ast \psi)(+\infty) = 1 \) by (e) and thus

\[
\liminf_{t \to +\infty} \phi''(t) = \liminf_{t \to +\infty} \left( c\phi'(t) + \phi(t)(\phi(t) - 1 + r(1 - (K \ast \psi)(t))) \right) \geq \liminf_{t \to +\infty} \left( \phi(t)(\phi(t) - 1 + r(1 - (K \ast \psi)(t))) - \phi(+\infty)(\phi(+\infty) - 1) > 0, \ t \to +\infty, \right.
\]
and therefore \( \phi(t) \) should be unbounded.

(g) Proof of the monotonicity of \( \phi(t) \).
Suppose now that \( \phi'(s) = 0, \ \phi(s) \in (0,1) \) at some point \( s \). First we consider the case when additionally \( \phi''(s) = 0 \), so that \( 1 - r - \phi(s) + r(K \ast \psi)(s) = 0. \) Differentiating the first equation in (2), we find that \( \phi''(s) = -r(K \ast \psi')(s)\phi(s) < 0. \)
This implies that \( \phi(t) > \phi(s) \) for all \( t < s \) close to \( s \). As a consequence, there exists \( s' < s \) such that \( \phi'(s') = 0, \phi''(s') \leq 0, 1 > \phi(s') > \phi(s), (K \ast \psi)(s') \leq (K \ast \psi)(s) \). But then
\[
0 = 1 - r - \phi(s) + r(K \ast \psi)(s) > 1 - r - \phi(s') + r(K \ast \psi)(s'),
\]
which yields a contradiction: \( 0 = \phi''(s') - c\phi'(s') + \phi(s')(1 - r - \phi(s') + r(K \ast \psi)(s')) < 0 \).

Similarly, if \( \phi''(t) < 0 \), then \( s \) is a local maximum point and \( 1 - r - \phi(s) + r(K \ast \psi)(s) > 0 \). Since \( \lim \inf_{t \to +\infty} \phi(t) > 0 \), there is some \( s' > s \) where \( \phi'(s') < 0, \phi''(s') = 0, 0 < \phi(s') < \phi(s), (K \ast \psi)(s') \leq (K \ast \psi)(s) \) and therefore
\[
0 < 1 - r - \phi(s) + r(K \ast \psi)(s) < 1 - r - \phi(s') + r(K \ast \psi)(s'),
\]
\[
0 = \phi''(s') - c\phi'(s') + \phi(s')(1 - r - \phi(s') + r(K \ast \psi)(s')) > 0,
\]
a contradiction.

Finally, let \( \phi'(s_1) = 0 \) and \( \phi''(s_1) > 0 \) at some point \( s_1 \). Then there exists a local maximum point \( s < s_1 \) where \( \phi'(s) = 0 \) and \( \phi''(s) < 0 \). However, this possibility was already rejected. \( \square \)

3. Proof of Theorem 4

Given \( c \geq 2\sqrt{1 - r} \), let \( 0 < \lambda = \lambda_r(c) \leq \mu = \mu_r(c) \) denote the zeros of the characteristic polynomial \( \chi_r(z, c) = z^2 - cz + 1 - r \).

Step 1: \( c \geq 2\sqrt{1 - r} \). For \( B = \min\{-(1 + r + b), -4\lambda^2\} \), consider the operators
\[
\mathcal{F}_1(\phi, \psi)(t) = \phi(t)(1 - r - B - \phi(t) + r(K \ast \psi)(t)), \quad \mathcal{F}_2(\phi, \psi)(t) = b\phi(t)(1 - \psi(t)) - B\psi(t),
\]
Note that \( \mathcal{F}_1, \mathcal{F}_2 \) are monotone in the sense that \( \mathcal{F}_j(\phi_1, \psi_1)(t) \leq \mathcal{F}_j(\phi_2, \psi_2)(t), j = 1, 2, \) if \( 0 \leq \phi_1(t) \leq \phi_2(t) \leq 1, 0 \leq \psi_1(t) \leq \psi_2(t) \leq 1, t \in \mathbb{R} \). Let \( z_1 < 0 < z_2 \) be the real roots of the auxiliary equation \( z^2 - cz + B = 0 \). Then each bounded solution \( \phi, \psi \) of the differential equations in (2) satisfies the system
\[
\phi(t) = N_1(\phi, \psi)(t), \quad \psi(t) = N_2(\phi, \psi)(t), \quad \text{where}
\]
\[
N_j(\phi, \psi)(t) := \frac{1}{z_2 - z_1} \left( \int_{-\infty}^{t} e^{z_1(t-s)}\mathcal{F}_j(\phi, \psi)(s)ds + \int_{t}^{+\infty} e^{z_2(t-s)}\mathcal{F}_j(\phi, \psi)(s)ds \right).
\]
Conversely, each positive strictly monotone bounded solution \( \phi, \psi \) of (3) yields a wavefront for (2). It is clear that the operators \( N_j, j = 1, 2 \) are also monotone. As a consequence, each \( N_j(\phi, \psi)(t) \) increases in \( t \) if both \( \phi, \psi : \mathbb{R} \to [0, 1] \) are increasing functions:
\[
N_j(\phi(\cdot), \psi(\cdot))(t - h) = N_j(\phi(\cdot - h), \psi(\cdot - h))(t) \leq N_j(\phi(\cdot), \psi(\cdot))(t), \quad h \geq 0.
\]

Lemma 9. Suppose that \( r \in (0, 1), c > 2\sqrt{1 - r} \). Set \( b_1 := b/(1 - r) \). Then \( rb_1K(r, c) \leq 1 \) implies that \( \Phi_+(t) = \min\{1, e^{\lambda^4}\}, \psi_+(t) = \min\{1, b_1 e^{\lambda^4}\} \) satisfy the inequalities
\[
\Phi_+^{(1)}(t) := N_1(\Phi_+, \psi_+)(t) \leq \Phi_+(t), \quad \psi_+^{(1)}(t) := N_2(\Phi_+, \psi_+)(t) \leq \psi_+(t).
\]
Proof. Set \((\phi_+, \psi_+)(t) = (1, b_1)e^{\lambda t}\). Then the assumptions of the lemma imply that
\[
\begin{align*}
D_1(\phi_+, \psi_+)(t) &:= \phi''_+(t) - c\phi'_+(t) + \phi_+(t)(1 - r - \phi_+(t) + r(K * \psi_+)(t)) \leq 0, \\
D_2(\phi_+, \psi_+)(t) &:= \psi''_+(t) - c\psi'_+(t) + b\phi_+(t)(1 - \psi_+(t)) < 0.
\end{align*}
\tag{10}
\]
Indeed, \(D_1(\phi_+, \psi_+)(t) = -e^{2\lambda t}(1 - rb_1K(r, c)) \leq 0\), \(D_2(\phi_+, \psi_+)(t) = -bb_1e^{2\lambda t} < 0\). That is, \((\phi_+(t), \psi_+(t))\) is a regular upper solution to the system \(\Box\) and therefore
\[
N_1(\phi_+, \psi_+)(t) \leq \phi_+(t), \quad N_2(\phi_+, \psi_+)(t) \leq \psi_+(t).
\]
Note that the improper integrals \(N_j(\phi_+, \psi_+)(t)\) are convergent for each \(t \in \mathbb{R}\), \(j = 1, 2\), because \(2\lambda < z_2\) due to our choice of \(B\). On the other hand, we have that
\[
N_1(1, 1)(t) \leq 1, \quad N_2(1, 1)(t) \leq 1.
\]
Thus, using the monotonicity properties of \(N_j\), we find that, for every \(t \in \mathbb{R}\),
\[
N_1(\Phi_+, \Psi_+)(t) \leq N_1(\phi_+, \psi_+)(t) \leq \phi_+(t), \quad N_1(\Phi_+, \Psi_+)(t) \leq N_1(1, 1)(t) \leq 1,
\]
which implies the first inequality in \((9)\). The proof of the second inequality in \((9)\) is similar.

Set now \(\Psi_-(t) \equiv 0\) and let \(\Phi_-(t), \ t \in \mathbb{R}\), be a unique positive (up to a shift) wavefront solution to the usual KPP-Fisher equation
\[
\phi''(t) - c\phi'(t) + \phi(t)(1 - r - \phi(t)) = 0, \ \phi(-\infty) = 0, \ \phi(+\infty) = 1 - r > 0.
\]
It is well known that \(\Phi_-(t)\) is strictly increasing and that, without loss of generality, we can assume that \(\Phi_-(t) \leq e^{\lambda t}, \ t \in \mathbb{R}\). Consequently,
\[
\Phi_-(t) \leq \Phi_+(t), \quad \Psi_-(t) \leq \Psi_+(t), \quad t \in \mathbb{R},
\tag{11}
\]
and
\[
\Phi''_-(t) - c\Phi'_-(t) + \Phi_-(t)(1 - r - \Phi_-(t) + r(K * \Psi_-)(t)) = 0, \\
\Psi''_-(t) - c\Psi'_-(t) + b\Phi_-(t)(1 - \Psi_-(t)) > 0.
\tag{12}
\]
That is, \((\Phi_-(t), \Psi_-(t))\) is a regular lower solution to the system \(\Box\) and therefore
\[
\Phi_-(t) \leq \Phi^{(1)}_-(t) := N_1(\Phi_-, \Psi_-)(t); \quad \Psi_-(t) < \Psi^{(1)}_- (t) := N_2(\Phi_-, \Psi_-)(t).
\]
Hence, applying the monotone integral operators \(N_j\) to \((11)\), we get
\[
\Phi_-(t) \leq \Phi^{(1)}_-(t) := N_1(\Phi_-, \Psi_-)(t) \leq N_1(\Phi_+, \Psi_+)(t) := \Phi^{(1)}_+(t), \\
\Psi_-(t) < \Psi^{(1)}_-(t) := N_2(\Phi_-, \Psi_-)(t) \leq N_2(\Phi_+, \Psi_+)(t) := \Psi^{(1)}_+(t).
\]
Iterating this procedure, we obtain four sequences of positive monotone continuous functions
\[
\Psi^{(n+1)}_+(t) = N_2(\Phi^{(n)}_+, \Psi^{(n)}_+)(t), \quad \Phi^{(n+1)}_+(t) = N_1(\Phi^{(n)}_+, \Psi^{(n)}_+)(t), \quad n = 1, 2, \ldots
\tag{13}
\]
and
\[
\Psi^{(n+1)}_-(t) = N_2(\Phi^{(n)}_-, \Psi^{(n)}_-)(t), \quad \Phi^{(n+1)}_-(t) = N_1(\Phi^{(n)}_-, \Psi^{(n)}_-)(t), \quad n = 1, 2, \ldots
\]
The sequences $\Phi^{(n)}$, $\Phi^{(n)}_-$ are strictly increasing and $\Psi^{(n)}$, $\Phi^{(n)}_+$ are strictly decreasing.

Set $\Phi = \lim \Phi^{(n)}$, $\Psi = \lim \Psi^{(n)}$, then

$$\Phi_- \leq \Phi \leq \Phi_+, \Psi_- \leq \Psi \leq \Psi_+, \quad (14)$$

Finally, a straightforward application of the Lebesgue’s dominated convergence theorem shows that the pair $(\Phi, \Psi)$ satisfies system (3). Clearly, $\Phi(t), \Psi(t)$, $t \in \mathbb{R}$, are positive bounded monotone functions meeting the boundary conditions $\Phi(-\infty) = \Psi(-\infty) = 0$ because of (14). Thus the values of $\Phi(+\infty), \Psi(+\infty)$ are finite and positive. A standard argument based on the Barbalat lemma (cf. [22]) shows that $(\Phi(+\infty), \Psi(+\infty))$ is a positive equilibrium to the system of differential equations (2). This completes the proof of Theorem 4 when $c > 2\sqrt{1 - r}$.

Step 2: $c = c_* := 2\sqrt{1 - r}$. Consider a strictly decreasing sequence $c_j \to c_*$ and strictly increasing sequence $b_j \to b$ such that $r + b_j \kappa(r, c_j) < 1$ for all large $j$. The existence of such sequences follows easily from the continuous dependence of $\kappa(r, c)$ on the variable $c$. Therefore Step 1 guarantees that the system (1) considered with $b = b_j$ has at least one positive monotone wavefront $(\phi_j(x + c_j t), \psi_j(x + c_j t))$ normalized by the condition $\phi_j(0) = 0.5$. Furthermore, the functional sequences $(\phi_j'(t), \psi_j'(t))$ are uniformly bounded on $\mathbb{R}$. Indeed, we have that $\lim \inf_{t \to \pm \infty} \phi_j'(t) = \lim \inf_{t \to \pm \infty} \psi_j'(t) = 0$. Therefore, if $\alpha = \sup_{t \in \mathbb{R}} \phi_j'(t)$, then there exists a sequence (possibly finite) $s_k$ such that $\phi_j'(s_k)$ converges (or is equal) to $\alpha$ and $\phi_j'(s_k) = 0$. Since, in virtue of (2),

$$\phi_j'(s_k) = c_j^{-1} \phi_j(s_k)(1 - r - \phi_j(s_k) + r(K \ast \psi_j)(s_k)) \leq (4c_j)^{-1} \leq (4c_*)^{-1}, \quad (15)$$

we obtain that $\sup_{t \in \mathbb{R}} \phi_j'(t) \leq 1/(4c_*)$ for every $j$. Similarly, $\sup_{t \in \mathbb{R}} \psi_j'(t) \leq b/c_*$, $j \in \mathbb{N}$. Using these estimates of derivatives, from the system (2) we obtain the uniform boundedness of $(\phi_j''(t), \psi_j''(t))$. But then, after differentiating (2) with respect to $t$, we get the uniform boundedness of $(\phi_j'''(t), \psi_j'''(t))$. All this allows us to establish, with the help of the Ascoli-Arzelà theorem, the existence of a subsequence of functions $(\phi_{j_k}(t), \psi_{j_k}(t))$, uniformly converging in $C^2$-norm on compact subsets of $\mathbb{R}$ to a pair of $C^2$-smooth non-decreasing functions $(\phi_*(t), \psi_*(t))$, such that $\phi_*(0) = 0.5$. Such a convergence assures that the limit functions satisfy differential equations in (2), while their limit values at $\pm \infty$ belong to the set of equilibria for (2). The latter fact and the relation $\phi_*(0) = 0.5$ imply that $\phi_*(-\infty) = 0$, $\psi_*(-\infty) = \phi_*(+\infty) = 1$. To prove that $\psi_*(-\infty) = 0$, it suffices to apply Lemma 2. By this lemma, $\psi_j(t) < \sqrt{M \phi_j(t)}$, $t \in \mathbb{R}$ so that $\psi_*(t) \leq \sqrt{M \phi_*(t)}$, $t \in \mathbb{R}$, and therefore $\psi_*(-\infty) = 0$.

4. Proof of Theorem 5

Model (1) in the limiting case $r = 0$ semi-splits, i.e. the first equation is independent on $v$. It actually coincides with the KPP-Fisher equation, which has a unique monotone wavefront $u = \phi_c(x + ct)$ for each velocity $c \geq 2$. This suffices to deduce the existence of the accompanying monotone front $v = \psi_c(x + ct)$ from the second equation of (1).

In this section, we show that system (1) with $r \in (0, 1)$ has the same properties. Actually, equations (1) with $r = 0$ can be regarded as a starting comparison system for
the case when \( r > 0 \). Particularly, we fix an arbitrary \( c > 2 \) and use the first component of the basic upper solution

\[
\phi_+(t) = \begin{cases} 
  e^{\lambda_0 t}, & t \leq 0, \\
  1, & t \geq 0,
\end{cases}
\]

where \( \lambda_0 := \lambda_0(c) \), \( c > 2 \), while the second component \( \psi_+(t) \) is defined as the unique strictly monotone solution of the boundary value problem

\[
\psi''(t) - c\psi'(t) + b_1 \phi_+(t)(1 - \psi(t)) = 0, \quad \psi(-\infty) = 0, \quad \psi(+\infty) = 1,
\]

with \( b_1 > b \). The existence of such a solution is established in Lemma 15 of Appendix. We have that \( \psi_+(t) = b_1 e^{\lambda_0 t}(1 + o(e^{\gamma t})) \), \( t \to -\infty \), with an appropriate \( \gamma > 0 \), see e.g. [15 Proposition 6.1]. As a consequence, for some \( B_1 \geq b_1 \),

\[
0 < \psi_+(t) \leq B_1 e^{\lambda_0 t}, \quad t \in \mathbb{R}. \tag{17}
\]

Since \( b_1 > b \), we also find that

\[
\psi_+''(t) - c\psi_+'(t) + b\phi_+(t)(1 - \psi_+(t)) < 0, \quad t \in \mathbb{R}. \tag{18}
\]

In addition, we also have that

\[
\phi_+''(t) - c\phi_+'(t) + \phi_+(t)(1 - \phi_+(t) + r(K * \psi_+)(t)) = \begin{cases} 
  -e^{2\lambda_0 t} - re^{-\lambda_0 t}(1 - (K * \psi_+)(t)) < 0, & t \leq 0, \\
  -r(1 - (K * \psi_+)(t)) < 0, & t \geq 0.
\end{cases}
\]

Hence, the functions \( \phi_+, \psi_+ \) satisfy the basic differential inequalities for super-solutions and they also have the desired behaviour on \( \mathbb{R}_+ \). However, since \( \lambda_r = \lambda_r(c) < \lambda_0(c) = \lambda_0 \) for \( r > 0 \), they decay too rapidly at \( -\infty \). We will overcome this drawback by adding small correction terms to \( \phi_+(t), \psi_+(t) \) for \( t \leq -1 \).

At the first stage, let us consider the situation when \( K(s, y) \) has compact support, say \( \text{supp} \, K \subset [0, m] \times [-m, m] \). Then

\[
(K * e^{\lambda s})(t) = e^{\lambda s} \kappa_j(r, c), \quad \kappa_j(r, c) := \int_0^m \int_{-m}^m K(s, y) e^{-j\lambda r(s+y)} dy \, ds.
\]

Let \( \epsilon > 0 \) be a small number and let a non-increasing function \( \eta \in C^\infty(\mathbb{R}) \) be such that \( \eta(t) = 1, t \leq -2, \eta(t) = 0, t \geq -1, \eta(t) < 0, t \in (-2, -1) \). With \( k \in \mathbb{N} \) being the maximal integer such that \( k\lambda_r \leq \lambda_0 \) (so that, assuming that \( k > 1 \), we have \( \chi_r(k\lambda_r, c) < 0 \) for \( j = 2, \ldots, k \)), consider the functions

\[
\Phi_+(t) = \phi_+(t) + \phi_+(t), \quad \phi_+(t) := \eta(t) \sum_{j=1}^k a_j e^{j\lambda_r t},
\]

\[
\Psi_+(t) = \psi_+(t) + \psi_+(t), \quad \psi_+(t) := \eta(t) \sum_{j=1}^k b_j e^{j\lambda_r t},
\]
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where \( a_1 = 1, b_1 = b/(1 - r) \), and for \( j > 1 \)
\[
a_j = a_j(r, c) := \frac{\sum_{p + q = j} a_p(a_q - r \eta_q(r, c)b_q)}{\chi_r(j \lambda_r, c)},
\]
\[
b_j = b_j(r, c) := \frac{-ba_j}{(j \lambda_r)^2 - c(j \lambda_r)} = \frac{ba_j}{1 - r - \chi_r(j \lambda_r, c)}.
\]

Clearly, \( \Phi_+(t) = \phi_+(t), \; \Psi_+(t) = \psi_+(t) \) for \( t \geq -1 \), so that
\[
\mathcal{D}_1(\Phi_+, \Psi_+)(t) = \mathcal{D}_1(\phi_+, \psi_+)(t) < 0
\]
for all \( t \geq m(1 + c) \) (and \( \mathcal{D}_1 \) defined by \( \{12\} \)).

Furthermore, since \( a_1, b_1 \) are positive, we have that \( \phi_+(t), \psi_+(t) \geq 0, \; t \in \mathbb{R} \), and
\[
\phi_+(t) > 0, \; \phi'_+(t) > 0, \; \psi_+(t) > 0, \; \psi'_+(t) > 0, \; t \leq -2; \; \Psi_+(t) < 1, \; t \in \mathbb{R},
\]
for all sufficiently small \( \epsilon > 0 \). Hence, for all \( t \leq -3 - m(1 + c) \),
\[
\mathcal{D}_1(\Phi_+, \Psi_+)(t) = \Phi''_+(t) - c\Phi'_+(t) + \Phi_+(t)(1 - r - \Phi_+(t) + r(K * \Psi_+)(t)) = \epsilon^{\lambda_0 t} \left(-\epsilon^{\lambda_0 t} - r(1 - (K * \psi_+)(t)) + \sum_{j=1}^{k} a_j \chi_r(j \lambda_r, c)e^{j \lambda_r t} - \left(\sum_{j=1}^{k} a_j e^{j \lambda_r t}\right)^2 + \epsilon^{\lambda_0 t} \sum_{j=1}^{k} (rb_j \kappa_j(r, c) - 2a_j)e^{j \lambda_r t} + r(K * \psi_+)(t) \sum_{j=1}^{k} a_j e^{j \lambda_r t} + r \sum_{j=1}^{k} a_j e^{j \lambda_r t} \sum_{j=1}^{k} b_j \kappa_j(r, c)e^{j \lambda_r t} =: \epsilon^{\lambda_0 t}(\Delta_1(t, \epsilon) + \Delta_2(t, \epsilon)) =: \epsilon^{\lambda_0 t} \Delta(t, \epsilon),
\]
where, in view of \( \{20\}, \{17\} \), respectively,
\[
\Delta_1(t, \epsilon) := -\epsilon^{\lambda_0 t} - r(1 - (K * \psi_+)(t)) + e^{\lambda_0 t} S_{k-1}(\epsilon e^{\lambda_0 t}) + e^{k+1} e^{((k+1)\lambda_0 - \lambda_0) t} T_{k-1}(\epsilon e^{\lambda_0 t}),
\]
\[
|\Delta_2(t, \epsilon)| := \left|e^{-\lambda_0 t} r(K * \psi_+)(t) \sum_{j=1}^{k} a_j e^{j \lambda_r t}\right| \leq B_{1+R_k}(0, c) \left|\sum_{j=1}^{k} a_j e^{j \lambda_r t}\right|, \; t \in \mathbb{R},
\]
and \( S_{k-1}, T_{k-1} \) are real polynomials of degree \( k - 1 \).

Note that \( \Delta(t, 0) < 0, \; \Delta(-\infty, \epsilon) = -r, \; \text{and} \lim_{\epsilon \to 0^+} \Delta(t, \epsilon) = \Delta(t, 0) \) uniformly on \( (-\infty, -3 - m(1 + c)] \).

Therefore \( \mathcal{D}_1(\Phi_+, \Psi_+)(t) < 0, \; t \in (-\infty, -3 - m(1 + c)], \) for all small \( \epsilon > 0 \). In addition, since \( \phi_+(t), \psi_+(t) \) are \( C^\infty \)-smooth in \( \epsilon, t \), we have that
\[
\lim_{\epsilon \to 0^+} \mathcal{D}_1(\Phi_+, \Psi_+)(t) = \mathcal{D}_1(\phi_+, \psi_+)(t),
\]
uniformly on \( t \in [-3 - m(c + 1), m(1 + c)] \setminus \{0\} \). In this way, there exists \( \epsilon_0 > 0 \) such that
\[
\Phi'_+(0^+) - \Phi'_+(0^-) = \phi'_+(0^+) - \phi'_+(0^-) > 0, \; \mathcal{D}_1(\Phi_+, \Psi_+)(t) < 0, \; t \in \mathbb{R} \setminus \{0\}, \; \epsilon \in (0, \epsilon_0].
\]
Similarly, using (21), we find that
\[
D_2(\Phi_+, \Psi_+)(t) = \Psi_+^\prime(t) - c\Psi_+^\prime(t) + b\Phi_+(t)(1 - \Psi_+(t)) = 0.
\]
(22)
\[
\psi_+^\prime(t) - c\psi_+^\prime(t) + b\phi_+(t)(1 - \psi_+(t)) + \sum_{j=1}^k (b_j((j\lambda_r)^2 - c(j\lambda_r)) + ba_j)e^{j\lambda_r t} - b\Phi_+(t)\varphi_r(t) - b\psi_+(t)\phi_r(t) \leq \psi_+^\prime(t) - c\psi_+^\prime(t) + b\phi_+(t)(1 - \psi_+(t)) < 0, \quad t \in \mathbb{R}.
\]
In this way, \((\Phi_+(t), \Psi_+(t))\) is a super-solution for system (2) and therefore
\[
N_1(\Phi_+, \Psi_+)(t) \leq \Phi_+(t), \quad N_2(\Phi_+, \Psi_+)(t) \leq \Psi_+(t),
\]
e.g. see [19] Lemma 18 for details.

Next, we take \(\Psi_-(t) \equiv 0\) and \(\Phi_-(t)\) defined in Section 3 as suitable lower solutions. Since \(\Phi_-(t), \Phi_+(t)\) are monotone and \(\Phi_-(t)/\Phi_+(t)\) converges to a finite positive number at \(-\infty\), without loss of generality, we can assume that relations (11) are satisfied after an appropriate translation of \((\Phi_+(t), \Psi_+(t))\). As we know from Section 3, this implies the existence of monotone wavefront \((\Phi(t), \Psi(t))\) propagating with the given speed \(c > 2\).

At the second stage, we consider \(K(s, y)\) having non-compact support and \(c \geq 2\). Let \(K_m(s, y)\) be a sequence of normalised kernels such that \(\text{supp} K_m \subset [0, m] \times [-m, m]\) and \(K_m \to K\) uniformly on compact sets. Since we include the limit case \(c = 2\), we also consider a strictly decreasing sequence \(\{c_m\}\) converging to \(c\). Then the above argumentation guarantees that system (2) considered with the speed \(c_m > 2\) and the interaction kernel \(K_m\) has at least one positive monotone wavefront \((\phi_m(x + c_m t), \psi_m(x + c_m t))\) normalised by the condition \(\phi_m(0) = 0.5\).

Furthermore, the functional sequences \(\phi'_m(t), \psi'_m(t)\) are uniformly bounded on \(\mathbb{R}\) by \((1 + b)/2\), cf. (15). Using these estimates of derivatives, we obtain from system (2) the uniform boundedness of \((\phi'_m(t), \psi'_m(t))\). But then, after differentiating (2) with respect to \(t\), we get the uniform boundedness of \((\phi''_m(t), \psi''_m(t))\). All this allows us to establish, with the help of the Ascoli-Arzelà theorem, the existence of a subsequence of functions \((\phi_{m_k}(t), \psi_{m_k}(t))\), uniformly converging in \(C^2\)-norm on compact subsets of \(\mathbb{R}\) to some \(C^2\)-smooth non-decreasing functions \((\phi_*(t), \psi_*(t))\), such that \(\phi_*(0) = 0.5\). Arguing now as in Step 2 of the proof of Lemma 3, we find that \((\phi_*(t), \psi_*(t))\) is actually a positive monotone wavefront for (1) propagating at the speed \(c \geq 2\).

Hence, the above two stages of our analysis have led to the following partial conclusion:

For each triple of parameters \(r \in (0, 1), b > 0, c \geq 2\) there exists at least one positive monotone wavefront for (2) propagating at the speed \(c\).

This assertion says that \(c_*(r, b, K) \leq 2\). To complete the proof of Theorem 5, we still should establish that the set of all admissible speeds for (2) is a connected closed interval. This work is done in the remainder of this section.

So, let \((\phi(t), \psi(t))\) be a monotone wave to system (2) propagating with the speed \(c\).

(a) We claim that for every \(\tilde{c} > c\) there exists \(\sigma > 1\) such that, for all \(t \in \mathbb{R}\), the pair \((\phi_\sigma, \psi_\sigma) = \sigma(\phi, \psi)\) satisfies the inequalities
\[
\begin{align*}
D_1(\phi_\sigma, \psi_\sigma)(t) &:= \phi_\sigma''(t) - \tilde{c}\phi_\sigma''(t) + \phi_\sigma(t)(1 - r - \phi_\sigma(t) + r(K \ast \tilde{c}\psi_\sigma)(t)) < 0, \\
D_2(\phi_\sigma, \psi_\sigma)(t) &:= \psi_\sigma''(t) - \tilde{c}\psi_\sigma''(t) + b\phi_\sigma(t)(1 - \psi_\sigma(t)) < 0,
\end{align*}
\]
(23)
where we use the notation
\[ (K *_{\alpha} \psi)(t) := \int_{0}^{+\infty} \int_{\mathbb{R}} K(s, y) \psi(t - \alpha s - y) dy \ ds. \]

Alternatively,
\[
\begin{align*}
(\phi'(t))^{-1} \phi(t)(-\phi(t) - \frac{\gamma(t)}{\sigma} + r(K *_{\bar{c}} \psi)(t)) &< \frac{\bar{c} - c}{\sigma - 1}, \\
-b(\sigma - 1)\phi(t)\psi(t) &< (\bar{c} - c)\psi'(t),
\end{align*}
\]
where, from the monotonicity of \( \psi \), \( \gamma(t) = (K *_{\bar{c}} \psi)(t) - (K *_{\bar{c}} \psi)(t) = 0 \)
\[ = \int_{0}^{+\infty} \int_{\mathbb{R}} K(s, y) (\psi(t - cs - y) - \psi(t - \bar{c}s - y)) dy \ ds \geq 0, \quad t \in \mathbb{R}, \quad \gamma(\pm \infty) = 0. \]

Since \( \phi(t), \psi(t), \phi'(t), \psi'(t) > 0 \) for all \( t \in \mathbb{R} \), the second inequality in (24) is always satisfied and it suffices to prove that, for some appropriate \( \sigma > 1 \),
\[ \Psi(t) := (\phi'(t))^{-1} \phi(t)(-\phi(t) + r(K *_{\bar{c}} \psi)(t)) < \frac{\bar{c} - c}{\sigma - 1}, \quad t \in \mathbb{R}. \]

From Proposition 3 we know that \( (\phi'(t))^{-1} \phi(t) \) has a finite limit at \( t = -\infty \) when \( r \in (0, 1) \). Thus \( \Psi(-\infty) = 0, \quad \Psi(+) = -\infty \) so that if \( \sigma > 1 \) is close to 1, then \( \Psi(t) < (\sigma - 1)^{-1}(\bar{c} - c) \) for all \( t \in \mathbb{R} \).

Therefore we found appropriate \( \sigma > 1 \), for which the inequalities (23) are satisfied.

(b) We proceed by establishing the existence of wavefronts propagating with the speed \( \bar{c} \). Here our proof follows closely the arguments developed in Section 4, beginning from relation (19). Again, we will first assume that \( K \) has a compact support contained in the rectangle \([0, m] \times [-m, m]\). Since the asymptotic behaviour at \(-\infty\) of both pairs \( (\phi_{\sigma}, \psi_{\sigma}) \) and \( (\phi, \psi) \) is determined by one of the eigenvalues \( \mu_{r}(c) > \lambda_{r}(c) \) which are strictly bigger than \( \lambda_{r}' := \lambda_{r}(\bar{c}) \), we will again use the correcting terms \( \phi_{\sigma}(t), \psi_{\sigma}(t) \) from Section 4 and define the upper solutions by
\[ \Phi_{+}(t) = \phi_{\sigma}(t) + \phi_{\epsilon}(t), \quad \phi_{\epsilon}(t) := \eta(t) \sum_{j=1}^{k} a_{j}(r, \bar{c}) e^{j \lambda_{r}' \epsilon}, \]
\[ \Psi_{+}(t) = \psi_{\sigma}(t) + \psi_{\epsilon}(t), \quad \psi_{\epsilon}(t) := \eta(t) \sum_{j=1}^{k} b_{j}(r, \bar{c}) e^{j \lambda_{r}' \epsilon}, \]
where \( k \) is the maximal integer such that \( k \lambda_{r}' = k \lambda_{r}(\bar{c}) \leq \mu_{r}(c) \). Note that, whenever \( k > 1 \), we have \( \chi_{j}(\lambda_{r}', \bar{c}) < 0 \) for \( j = 2, \ldots, k \) and therefore the numbers \( a_{j}' = a_{j}(r, \bar{c}) \), \( b_{j}' = b_{j}(r, \bar{c}) \) are also well defined for \( j > 1 \). Then, for all \( t \leq -3m(1+c) \) and sufficiently small \( \epsilon \), by using (23), we get
\[ \mathcal{D}_{1}(\Phi_{+}, \Psi_{+})(t) = \Phi_{+}'(t) - \bar{c} \Phi_{+}(t) + \Phi_{+}(t)(1 - r - \Phi_{+}(t) + r(K *_{\bar{c}} \Psi_{+})(t)) = \]
\[ \mathcal{D}_{1}(\phi_{\sigma}, \psi_{\sigma})(t) + \sum_{j=1}^{k} a_{j}' \chi_{j}(\lambda_{r}', \bar{c}) e^{j \lambda_{r}' \epsilon} \left( \sum_{j=1}^{k} a_{j}' e^{j \lambda_{r}' \epsilon} \right)^{2} + r(K *_{\bar{c}} \psi_{\sigma})(t) \sum_{j=1}^{k} a_{j}' e^{j \lambda_{r}' \epsilon}. \]
\[ + \phi_\sigma(t) \sum_{j=1}^{k} (r b_j^1 k_j(r, \bar{c}) - 2 a_j^1 e^{\lambda_j^1 t} + r \sum_{j=1}^{k} a_j^1 e^{\lambda_j^1 t} + \sum_{j=1}^{k} b_j^1 k_j(r, \bar{c}) e^{\lambda_j^1 t} = \phi_\sigma(t) \Delta(t, \epsilon), \]

where

\[ \Delta(t, \epsilon) = -(\bar{c} - c) \frac{\phi'(t)}{\phi(t)} - (\sigma - 1)(\phi(t) - r(K * \psi)(t)) - \epsilon \gamma(t) + e^{\lambda_j^1 t} L_{k-1}(e^{\lambda_j^1 t}) + \]

\[ \epsilon \epsilon e^{\lambda_j^1 t} F_{k-1}(e^{\lambda_j^1 t}) + \epsilon^{k+1} e^{(k+1) \lambda_j^1 t} \phi(t), \]

\[ L_{k-1}, M_{k-1}, N_{k-1} \text{ are some real polynomials of degree } k - 1. \]

Now, since \( \epsilon \psi(t - \bar{c} - y)/\phi(t) \leq \sup_{t \in \mathbb{R}} \psi(t + m)/\phi(t) \in \mathbb{R} \)

for \( s \geq 0, y \geq -m \), an application of the Lebesgue's bounded convergence theorem together with the Proposition 3 yields that

\[ \lim_{t \to -\infty} \frac{(K * \psi)(t)}{\phi(t)} = \frac{b}{1 - r} \int_0^m \int_{-m} \mathcal{K}(s, y) e^{-\omega(s+y)} dy \, ds, \quad \omega \in \{ \lambda_r(c), \mu_r(c) \}. \]

Taking into account the above relation together with (24) and the relation \( e^{(k+1) \lambda_j^1 t} = o(\phi_\sigma(t)), t \to -\infty \), we can conclude that \( \mathcal{D}_1(\Phi_+, \Psi_+)(t) < 0, t \in (-\infty, -3 - m(1 + c)] \), for all small \( \epsilon > 0 \). Arguing as in Section 3, we finally obtain that \( \mathcal{D}_1(\Phi_+, \Psi_+)(t) < 0, t \in \mathbb{R} \) for all small positive \( \epsilon \).

The proof of the inequality \( \mathcal{D}_1(\Phi_+, \Psi_+)(t) < 0, t \in \mathbb{R} \), is the same as in (22) (where \( c \) should be replaced with \( \bar{c} \)). Next, we can take \( \Psi_-(t) \equiv 0 \) and \( \Phi_-(t) \) defined in Section 3 as suitable lower solutions (again, in the definition of \( \Phi_-(t) \), \( c \) should be replaced with \( \bar{c} \)). As we know from Section 3, this implies the existence of monotone wavefront \( (\Phi(t), \Psi(t)) \) propagating with the speed \( \bar{c} \). Moreover, arguing as in the second part of Section 3, we see that this existence result is also valid in the case of normalised kernels \( K \) with non-compact supports.

(c) Fix now \( b > 0, r \in (0, 1) \) and consider

\[ \mathcal{E}(b, r) := \{ c \geq 0 : \text{ system } (2) \text{ has a wavefront propagating at the velocity } c \}. \]

As we already know, \( \mathcal{E}(b, r) \) contains the interval \( [2, +\infty) \). Assume now that \( c \in \mathcal{E}(b, r), c \geq 2\sqrt{1 - r} \), and take an arbitrary \( \bar{c} > c \). Then there exists a monotone traveling front for (2) propagating at the velocity \( \bar{c} \). As a consequence, for each \( c \in \mathcal{E}(b, r) \) we obtain \(|c, +\infty) \subset \mathcal{E}(b, r)| so that \( \mathcal{E}(b, r) \) is a proper connected unbounded subinterval of \( [2\sqrt{1 - r}, +\infty) \). Set \( c_0(b, r) := \inf \mathcal{E}(b, r) \), then \( c_0(b, r) \in \mathcal{E}(b, r) \) by a standard limiting argument applied to the sequence of wavefronts \( (\Phi_0(x + c_0 t), \Psi_0(x + c_0 t)) \), \( c_j = c_0(b, r) + 1/j \), normalised by the condition \( \Phi_0(0) = 0.5 \) (see Step 2 of Lemma 3 for more details). By Proposition 3, \( c_0(b, r) \geq 2\sqrt{1 - r} \), which completes the proof of the theorem.

5. Pushed minimal wavefronts in the BZ system

Our first result shows that large \( b > 0 \) is one of the reasons for the appearance of nonlinearly determined minimal wavefronts in system (2).
Lemma 10. Fix \( r \in (0, 1) \) and suppose that the kernel \( K(s, y) \) is a continuous function of \( s, y \). Then \( c_*(r, b, K) \to 2 \) as \( b \to +\infty \). In particular, the critical wavefront is obligatorily pushed once \( b \) is a sufficiently large positive number.

While proving this assertion, we will use estimate (25) given below:

Lemma 11. Suppose that \( b \geq 1, \ r \in (0, 1) \). Then

\[
\phi(t) < \psi(t) < \frac{b}{1-r} \phi(t), \quad t \in \mathbb{R}.
\]

(25)

**Proof.** Set \( z(t) := b_1 \phi(t) - \psi(t) \), where \( b_1 = b/(1-r) \). It is easy to see that

\[
z''(t) - c_1'(t) + \phi(t) \{ b_1 (r(K \ast \phi)(t) - \phi(t)) + b_\psi(t) \} = 0.
\]

Since \( z(-\infty) = 0 \), \( z(+\infty) = b_1 - 1 > 0 \), we claim that \( z(t) > 0 \) for all \( t \in \mathbb{R} \). Arguing by contradiction, we assume the existence of \( \tau \in \mathbb{R} \), such that \( z(\tau) < 0 \), \( z'(\tau) = 0 \), \( z''(\tau) \geq 0 \). But \( z(\tau) \leq 0 \) implies \( b_1 \phi(\tau) \leq \psi(\tau) \) and therefore

\[
0 \geq b_1 (r(K \ast \phi)(\tau) - \phi(\tau)) + b_\psi(\tau) \geq b_1 r(K \ast \psi)(\tau) - \psi(\tau) + b_\psi(\tau) > 0,
\]

a contradiction proving the right-side inequality in (25).

Next, set \( z(t) := \phi(t) - \psi(t) \). We have \( z(-\infty) = z(+\infty) = 0 \), so that the non-negativity of \( z \) at some points would imply the existence of \( \tau \) such that \( z(\tau) > 0 \), \( z'(\tau) = 0 \), \( z''(\tau) \leq 0 \). But then \( \phi(\tau) \geq \psi(\tau) \) and therefore

\[
0 = z''(\tau) + (1-r-b)\phi(\tau) + \phi(\tau)(r(K \ast \phi)(\tau) - \phi(\tau)) + b\psi(\tau)\psi(\tau),
\]

\[
0 \leq 1-r-b + r(K \ast \phi)(\tau) - \phi(\tau) + b\psi(\tau) \leq 1-r-b + r(K \ast \psi)(\tau) - \psi(\tau) + b\psi(\tau) = -r(1 - (K \ast \phi)(\tau)) - (b-1)(1 - \psi(\tau)) < 0,
\]

a contradiction proving the left-side inequality in (25). \( \square \)

**Proof (Lemma 10).** Supposing that \( \liminf_{b \to +\infty} c_*(r, b, K) = c_0 < 2 \), we can find a sequence \( b_j \to +\infty \) such that \( \lim_{j \to +\infty} c_*(r, b_j, K) = c_0 \). Fix \( c_1 \in (c_0, 2) \), then the system

\[
\begin{align*}
\phi''(t) - c_1 \phi'(t) + \phi(t)(1-r-\phi(t) + r(K \ast \phi(t))) &= 0, \\
\psi''(t) - c_1 \psi'(t) + b_2 \phi(t)(1-\psi(t)) &= 0, \\
\phi > 0, \psi < 1, \, \phi(-\infty) = \phi(+\infty) = 0, \, \phi(-\infty) = \psi(-\infty) = 0, \, \psi(+\infty) = \psi(+\infty) = 1,
\end{align*}
\]

(26)

has a monotone wavefront \( (\phi_j(t), \psi_j(t)) \) normalised by the condition \( \phi_j(0) = 0.5 \). Let \( s \) be a critical point of the derivative \( \phi_j' \). Since \( \phi_j''(s) = 0 \), we obtain from the first equation in (26) that

\[
\phi_j'(s) = c_1^{-1} \phi_j(s)(1-r-\phi_j(s) + r(K \ast \psi_j)(s)) \leq (4c_1)^{-1}.
\]

Thus \( \sup_{t \in \mathbb{R}} |\phi_j'(t)| \leq 1/(4c_1) \) and by the Arzelà-Ascoli theorem, without loss of generality, we can assume that, uniformly on the compact intervals, \( \phi_j(t) \to \phi_*(t) \), where \( \phi_* : \mathbb{R} \to [0, 1], \, \phi_*(0) = 0.5 \), is a monotone continuous function. By the Helly selection theorem, we can further assume that \( \psi_j(t) \to \psi_*(t) \) point-wise on \( \mathbb{R} \), where \( \psi_* : \mathbb{R} \to [0, 1] \).
Lemma 12. Suppose that $\psi_*(t) \geq \phi_*(t), \ t \in \mathbb{R}$, see (25). Next, as a bounded solution to the first equation in (26), $\phi_j$ satisfies the integral equation

$$
\phi_j(t) = \frac{1}{\mu_r(c_1) - \lambda_r(c_1)} \int_{t}^{+\infty} \left( e^{\lambda_r(c_1)(t-s)} - e^{\mu_r(c_1)(t-s)} \right) \phi_j(s) \left( \phi_j(s) - r(K \ast \psi_j)(s) \right) ds.
$$

Taking the limit for $j \to +\infty$ implies:

$$
\phi_*(t) = \frac{1}{\mu_r(c_1) - \lambda_r(c_1)} \int_{t}^{+\infty} \left( e^{\lambda_r(c_1)(t-s)} - e^{\mu_r(c_1)(t-s)} \right) \phi_*(s) \left( \phi_*(s) - r(K \ast \psi_*)(s) \right) ds.
$$

Thus $\phi_*(t)$ satisfies the following equation

$$
\phi''_*(t) - c_1 \phi'_*(t) + \phi_*(t)(1 - r - \phi_*(t) + r(K \ast \psi_*)(t)) = 0. \tag{27}
$$

Since $\phi_*(t) \geq 0$ and $\phi_*(0) = 0.5$, it follows that $\phi_*(t) > 0$ for all $t \in \mathbb{R}$. Finally, after integrating the second equation in (26) on $\mathbb{R}$ and applying the Fatou lemma, we find that

$$
\int_{\mathbb{R}} \phi_*(t)(1 - \psi_*(t)) dt \leq \liminf_{j \to +\infty} \int_{\mathbb{R}} \phi_j(t)(1 - \psi_j(t)) dt \leq \lim_{j \to +\infty} \frac{c_1}{b_j} = 0.
$$

Since $0 < \phi_*(t) \leq 1, \ 0 \leq \psi_*(t) \leq 1, \ t \in \mathbb{R}$, this can happen only if $\phi_*(t) \equiv 1$. Consequently, we see from (27) that $\phi_*(t)$ is the standard KPP-Fisher profile:

$$
\phi''_*(t) - c_1 \phi'_*(t) + \phi_*(t)(1 - \phi_*(t)) = 0.
$$

This, however, implies that $c_1 \geq 2$, a contradiction. \hfill \square

Proof of Lemma 11 also exhibits the limit form of the wavefront $(\phi_0(t), \psi_0(t)), \phi_0(0) = 0.5$, when $b \to +\infty$ and $c \geq 2, r \in (0, 1)$ are fixed. Namely, $\lim_{b \to +\infty} (\phi_b(t), \psi_b(t)) = (\phi_*(t), 1)$ uniformly on compact sets, where $\phi_*$ is defined above. The convergence $\lim_{b \to +\infty} \psi_b(t) = 1$ can also be seen from the following proposition:

**Lemma 12.** Suppose that $b \geq 1, \ r \in (0, 1), \ c > 2\sqrt{1-r}$ and let $\rho(t)$ be the unique positive monotone front of the KPP-Fisher equation

$$
\rho''(t) - c\rho'(t) + (1 - r)\rho(t)(1 - \rho(t)) = 0, \tag{28}
$$

normalised by the condition

$$
\lim_{t \to -\infty} \rho(t)e^{-\lambda_r(c)t} = \lim_{t \to -\infty} \psi(t)e^{-\lambda_r(c)t} = \frac{b}{1-r}.
$$

Then

$$
\rho(t) < \psi(t), \ t \in \mathbb{R}. \tag{29}
$$

**Proof.** By Lemma 11

$$
0 = \psi''(t) - c\psi'(t) + b\psi(t)(1 - \psi(t)) > \psi''(t) - c\psi'(t) + (1 - r)\psi(t)(1 - \psi(t)), \ t \in \mathbb{R},
$$

is a monotone function such that $\psi_*(t) \geq \phi_*(t), \ t \in \mathbb{R}$, see (25). Next, as a bounded solution to the first equation in (26), $\phi_j$ satisfies the integral equation
so that $\psi(t)$ is an upper solution for (28). Next, it is easy to verify that, for appropriate $L \gg 1$ and $0 < \delta \ll 1$,

$$\psi_-(t) = \frac{b}{1-r} \max \{0, e^{\lambda_r(t)}(1 - Le^{\delta t})\}$$

is a lower solution of (28) satisfying the inequality $\psi_-(t) < \psi(t)$, $t \in \mathbb{R}$. As a consequence, there exists a wavefront $\psi(t)$ such that $\psi_-(t) < \psi(t) < \psi(t)$ and

$$\lim_{t \to -\infty} \frac{\psi(t)e^{-\lambda_r(t)}}{1 - r} = \frac{b}{1 - r}.$$ 

Since the wavefront to (28) is unique (up to a translation), we can conclude that $\rho(t) = \hat{\psi}(t)$ and inequality (29) follows. \qed

**Example 13 (Continuation of Example 7).** Here we present numerical simulations confirming the conclusion of Lemma 10. For the weak delay kernel case, system (1) can be reformulated as follows:

$$u_t(t,x) = \Delta u(t,x) + u(t,x)(1 - u(t,x) - rw(t,x)),$$
$$v_t(t,x) = \Delta v(t,x) - bu(t,x)v(t,x),$$
$$w_t(t,x) = \Delta w(t,x) + \frac{1}{2}(u(t,x) - w(t,x)),$$

where $w(t,x) = (K_w \ast v)(t,x)$, see [2] for details. We will consider the initial functions

$$u(0,x) = \begin{cases} 0 & x < 0, \\ 1 & x \geq 0, \end{cases} \quad v(0,x) = w(0,x) = \begin{cases} 1 & x < 0, \\ 0 & x \geq 0. \end{cases}$$

(31)

It is a "folk theorem", proved for many relevant monostable models, that initial signals with bounded (or semi-bounded as in (31)) supports should invade the unoccupied side of space with the asymptotic speed of propagation $c_\infty$ equal to the minimal speed $c_*$. We will use this principle to estimate numerically the minimal speed $c_*(r,b,\tau)$ for system (1) considered with the weak delay kernel. Our simulations are based on the Crank-Nicholson method which is second-order accurate in both spatial and temporal directions. The spatial step size is chosen as $\Delta x = 0.05$ in the computational interval $x \in [-450, 50]$ together with the Dirichlet boundary conditions $u(t,-450) = 0$, $u(t,50) = 1$ and $v(t,-450) = w(t,-450) = 1$, $v(t,50) = w(t,50) = 0$. The temporal step size is $\Delta t = 0.01$.

The table on Figure 1 (left) gives numerically calculated speeds of propagation for some values of $b$, $\tau$ and $r = 0.75$. These instantaneous speeds are computed at some appropriate moments $t_{b,\tau} \in [250, 400]$ which depend on $b, r$. ‘Unsettled’ digits that would change if we will continue to calculate speeds for larger moments $t_{b,\tau}$ are marked in red. Interestingly, for the highest values of the parameter $b$, we obtain reliable estimates of minimal speeds at the lowest values of $t_{b,\tau}$. We attribute this phenomenon to the better stability properties of pushed waves. Obviously, the obtained values cannot be understood as the precise asymptotic speeds of propagation $c_\infty(3/4,b,\tau)$.

Particularly, for each $\tau > 0$ the linearly determined minimal speed $c_*(3/4,b,\tau)$ is 1. Actually, it can be seen from [1] that $c_*(3/4,b,\tau) = 1$ for $b \in (0, 1/3 + \tau/12]$. It is worth noting rather slow, ‘logarithmic scale’ convergence, as $b \to +\infty$, of the speed of propagation $c_\infty(3/4,b,\tau)$ to its limit value 2. See also the right frame of Figure 1 for the dynamics of component $u$ of the solution for problem (30), (31).
Figure 1: On the left: numerically calculated speeds of propagation for some values of \(b\) since 0.

The solution is shown in times \(t = 10, 20, 30, \ldots, 100\).

As our next result shows, the second reason for the appearance of pushed wavefronts lies in the asymmetry of the influence of the density distribution \(u(t, x)\) on the dynamics:

**Lemma 14.** Fix some \(r \in (0, 1)\) and set \(K_u(s, y) := K(s, y + a)\). Then \(c_u(a) := c_u(r, b, K_u) \to 2\) as \(a \to +\infty\).

**Proof.** If \(\liminf_{a \to +\infty} c_u(a) = c_0 < 2\), then there exists a sequence \(a_j \to +\infty\) such that \(\lim_{j \to +\infty} c_u(a_j) = c_0\). Fix some \(c_1 \in (c_0, 2)\), then the system

\[
\begin{aligned}
\phi''(t) - c_1 \phi'(t) + \phi(t)(1 - r - \phi(t) + r(K_{a_j} \ast \psi)(t)) &= 0, \\
\psi''(t) - c_1 \psi'(t) + b \phi(t)(1 - \psi(t)) &= 0,
\end{aligned}
\]

has a monotone wavefront \((\phi_j(t), \psi_j(t))\) normalised by the condition \(\phi_j(0) = 0.5\). It follows from the proof of Lemma 10 that \(\sup_{t \in \mathbb{R}} |\phi_j'(t)| \leq 1/(4c_1)\) and similar arguments show that \(\sup_{t \in \mathbb{R}} |\psi_j'(t)| \leq b/c_1\). Thus, by the Arzelà-Ascoli theorem, without loss of generality, we can assume that, uniformly on the compact intervals,

\[
(\phi_j(t), \psi_j(t)) \to (\phi(t), \psi(\cdot)),
\]

where \(0 \leq \phi_*(t), \psi_*(t) \leq 1, t \in \mathbb{R}\), \(\phi_*(0) = 0.5\), are continuous monotone functions. After integrating the second equation in (32) on \(\mathbb{R}\) and applying the Fatou lemma, we find that

\[
\int_{\mathbb{R}} \phi_*(t)(1 - \psi_*(t))dt \leq \liminf_{j \to +\infty} \int_{\mathbb{R}} \phi_j(t)(1 - \psi_j(t))dt = \frac{c_1}{b}.
\]

Since \(0.5 \leq \phi_*(t) \leq 1, t \geq 0\), this can happen only if \(\psi_*(+\infty) = 1\).

Furthermore, applying the Helly selection theorem, we can assume that

\[(K_{a_j} \ast \psi_j)(t) \to p_*(t)\]

point-wise on \(\mathbb{R}\), where \(p_* : \mathbb{R} \to [0, 1]\) is a monotone function. Thus for every fixed positive \(\alpha\) and sufficiently large \(j\), the monotonicity of \(\psi_j\) implies that

\[
\lim_{j \to +\infty} (K_{a_j} \ast \psi_j)(t) = \lim_{j \to +\infty} \int_{0}^{+\infty} \int_{\mathbb{R}} K(s, y)\psi_j(t - cs - y + a_j)dy ds \geq
\]

| \(b\) | \(c_u(0.5, b, r)\) |
|---|---|
| 0.5 | 0.9929, 0.9949, 0.9988, 0.9956 |
| 0.6 | 0.9914, 0.9938, 0.9968, 0.9906 |
| 0.7 | 0.9901, 0.9918, 0.9939, 0.9905 |
| 0.8 | 1.0001, 0.9964, 0.9970, 0.9927 |
| 0.9 | 1.0077, 0.9957, 0.9971, 0.9927 |
| 1 | 1.0218, 1.0017, 0.9925, 0.9927 |
| 2 | 1.0740, 1.0420, 0.9970, 0.9938 |
| 3 | 1.1771, 1.0796, 1.0055, 0.9939 |
| 4 | 1.2449, 1.1098, 1.0156, 0.9951 |
| 5 | 1.3798, 1.1246, 1.0359, 0.9967 |
| 10 | 1.5504, 1.1896, 1.0611, 1.0077 |
| 10^3 | 1.7208, 1.3813, 1.1879, 1.0418 |
| 10^6 | 1.8685, 1.5058, 1.2910, 1.1620 |
| 10^7 | 1.7442, 1.6516, 1.3787, 1.3273 |
| 10^8 | 1.8085, 1.7104, 1.4470, 1.5018 |
Thus the monotone function

\[ \phi_*(t) = \frac{1}{\mu_r(c_1) - \lambda_r(c_1)} \int_{-\infty}^{t} (e^{\lambda_r(c_1)(s-t)} - e^{\mu_r(c_1)(s-t)}) \phi_*(s) \left( \phi_*(s) - r(K_{a_j} \ast \psi_j)(s) \right) ds. \]

Therefore, taking into account that \((K_{a_j} \ast \psi_j)(t) \leq 1\), we conclude that

\[ \lim_{j \to +\infty} (K_{a_j} \ast \psi_j)(t) = 1, \quad t \in \mathbb{R}. \]

As a bounded solution of the first equation in (32), \(\phi_j\) satisfies the following integral equation

\[ \phi_j(t) = \frac{1}{\mu_r(c_1) - \lambda_r(c_1)} \int_{-\infty}^{t} (e^{\lambda_r(c_1)(s-t)} - e^{\mu_r(c_1)(s-t)}) \phi_j(s) \left( \phi_j(s) - r(K_{a_j} \ast \psi_j)(s) \right) ds, \]

from where, after taking the limit as \(j \to +\infty\),

\[ \phi_*(t) = \frac{1}{\mu_r(c_1) - \lambda_r(c_1)} \int_{-\infty}^{t} (e^{\lambda_r(c_1)(s-t)} - e^{\mu_r(c_1)(s-t)}) \phi_*(s) \left( \phi_*(s) - r \right) ds. \]

Thus the monotone function \(\phi_*(t)\) satisfies the KPP-Fisher differential equation

\[ \phi''_*(t) - c_1 \phi'_*(t) + \phi_*(t)(1 - \phi_*(t)) = 0. \]

Since \(0 \leq \phi_*(t) \leq 1\) and \(\phi_*(0) = 0.5\), we have that \(0 < \phi_*(t) < 1\) for all \(t \in \mathbb{R}\). In addition, \(\phi_* : \mathbb{R} \to (0, 1)\) is a non-decreasing function. This means that \(\phi_*(t)\) is a standard KPP-Fisher profile and, consequently, \(c_1 \geq 2\), a contradiction.

**Appendix**

**Lemma 15.** Fix \(c > 0\) and suppose that \(b > 0\) and \(\phi(t)\) is a positive non-decreasing continuous function such that \(\phi(+\infty) = 1\) and \(\int_{-\infty}^{\infty} \phi(t) \, dt\) is finite. Then there exists a unique strictly monotone \(C^2\)-smooth solution \(\psi(t)\) of the boundary value problem

\[ \psi''(t) - cv'(t) + b\phi(t)(1 - \psi(t)) = 0, \quad \psi(-\infty) = 0, \quad \psi(+\infty) = 1. \]

This defines the operator \(\mathfrak{L}_b\), \(\psi = \mathfrak{L}_b \phi\) on the respective functional sets. \(\mathfrak{L}_b\) commutes with the translation operator, \((\mathfrak{L}_b \phi(\cdot + h))(t) = (\mathfrak{L}_b \phi)(t)\), and is monotone increasing with respect to \(b\) and \(\phi\):

a) if \(\phi_1(t) \leq \phi_2(t)\) then \((\mathfrak{L}_b \phi_1)(t) \leq (\mathfrak{L}_b \phi_2)(t)\), \(t \in \mathbb{R}\);

b) if \(b_1 < b_2\) then \((\mathfrak{L}_{b_1} \phi)(t) < (\mathfrak{L}_{b_2} \phi)(t)\), \(t \in \mathbb{R}\), for each \(\phi\) from the domain of \(\mathfrak{L}\).

**Proof.** The change of variables \(\psi(t) = 1 - \theta(t)\), transforms the above problem into

\[ \theta''(t) - c\theta'(t) - b\phi(t)\theta(t) = 0, \quad \theta(-\infty) = 1, \quad \theta(+\infty) = 0. \]
Since the limit equation of (33) at $+\infty$ is $\theta''(t) - c\theta'(t) - b\theta(t) = 0$, by the Hartman asymptotic theory [7 Theorem 17.4, p. 317], (33) has a fundamental system of solutions $\theta_1(t), \theta_2(t)$ such that $\lim_{t \to +\infty} \theta_i'(t)/\theta_i(t) = \mu_i$, $i = 1, 2$, where $\mu_2 < 0 < \mu_1$ are the roots of the characteristic equation $z^2 - cz - b = 0$. Clearly, we choose $\theta_2$ such that $\theta_2(t) > 0$ for all large positive $t$. Consequently, each non-negative nontrivial solution to (33) vanishing at $+\infty$ has the form $\theta(t) = C\theta_2(t)$ for some $C > 0$. We claim that $\theta_2'(t) < 0$ for all $t \in \mathbb{R}$. This property is obvious for large positive $t$. Arguing by contradiction, let $s < 0$ denotes the rightmost point where $\theta_2'(s) = 0$, then $\theta_2'(s) \leq 0$ and $\theta_2(s) > 0$, all these relations are incompatible with (33) at the point $s$.

Next, equation (33) is asymptotically autonomous at $-\infty$ and $\phi \in L_1(\mathbb{R}_-)$. Therefore, by the asymptotic integration theory (see e.g. Theorem 1.8.1 in [3]), since $0 < c$ are the only eigenvalues of the limiting equation $\theta''(t) - c\theta'(t) = 0$ at $-\infty$, there exists the positive finite limit $\lim_{t \to -\infty} \theta_2(t)$. Clearly, the unique solution satisfying also the boundary conditions in (33) is $\theta(t) = \theta_2(t)/\theta_2(-\infty)$. We define $\Sigma_0, \phi = 1 - \theta$.

Now, assume $\phi_1(t) \leq \phi_2(t)$ and consider the corresponding solutions $\theta_1, \theta_2$ to the problem (33). Then $\delta(t) = \theta_2(t) - \theta_1(t)$ satisfies the boundary value problem

$$
\delta''(t) - c\delta'(t) - b(\phi_2(t)\theta_2(t) - \phi_1(t)\theta_1(t)) = 0, \quad \delta(-\infty) = \delta(+\infty) = 0.
$$

If $\delta(p) > 0$ at some point $p$, we can find a critical point $s$ such that $\delta(s) > 0$, $\delta'(s) = 0$, $\delta''(s) \leq 0$. Since

$$
\phi_2(s)\theta_2(s) - \phi_1(s)\theta_1(s) = \phi_2(s)\delta(s) + (\phi_2(s) - \phi_1(s))\theta_1(s) > 0,
$$

we arrive to a contradiction with the above differential equation for $\delta(t)$ at $t = s$. Thus $\theta_2(t) \leq \theta_1(t)$, $t \in \mathbb{R}$.

Similarly, consider $b_1 < b_2$ and set $\psi_j = \Sigma_0, \phi$. Then $\sigma(t) = \psi_1(t) - \psi_2(t)$ satisfies the boundary value problem

$$
\sigma''(t) - c\sigma'(t) + \phi(t)(b_2\theta_2(t) - b_1\theta_1(t)) = 0, \quad \sigma(-\infty) = \sigma(+\infty) = 0.
$$

If $\sigma(p) \geq 0$ at some point $p$ we can find a critical point $s$ such that $\sigma(s) \geq 0$, $\sigma'(s) = 0$, $\sigma''(s) \leq 0$. Since

$$
b_2\theta_2(s) - b_1\theta_1(s) = b_2\sigma(s) + (b_2 - b_1)\theta_1(s) > 0,
$$

we again obtain a contradiction. Thus $\psi_1(t) < \psi_2(t), t \in \mathbb{R}$. □

Under appropriate conditions, linear operators commuting with the translations have good continuous properties and can be represented as convolutions, see [16] and references therein. $\Sigma_0$ is not defined on a linear space. Nevertheless, its monotonicity immediately implies a sort of continuity. We will say that the function $\zeta$ belongs to an $\epsilon$–neighbourhood of $\phi$ ($\zeta, \phi$ from the class defined in Lemma [15]) if $\phi(t - \epsilon) \leq \zeta(t) \leq \phi(t + \epsilon)$, $t \in \mathbb{R}$. This concept defines the convergence $\zeta_j \rightarrow \phi$ in a natural way: there exists a sequence $\epsilon_j \rightarrow 0^+$ such that $\phi(t - \epsilon_j) \leq \zeta_j(t) \leq \phi(t + \epsilon_j)$, $t \in \mathbb{R}$. Then, by the monotonicity property, $\Sigma_0, \phi(t - \epsilon_j) \leq \Sigma_0, \phi_j(t) \leq \Sigma_0, \phi(t + \epsilon_j)$, so that $\Sigma_0, \phi_j \rightarrow \Sigma_0, \phi$.

It is also convenient to extend the domain of $\Sigma_0$ to the steady states $\phi = 0$ and $\phi = 1$: for this we interpret $0$ as the limit values $1 = \lim_{j \to +\infty} \phi_j(t), 0 = \lim_{j \to -\infty} \phi_j(t)$, where $\phi_j(t) = \phi(t + j)$ and the limits hold uniformly on each half-line $[q, +\infty)$. Then clearly $\lim_{j \to +\infty} \Sigma_0, \phi_j(t) = 0 = \lim_{j \to -\infty} \Sigma_0, \phi_j(t) = \Sigma_0, \psi(j + t) = \lim_{j \to -\infty} \psi(j + t) = 0$ on the same sets. Consequently, we define $\Sigma_0, 0 = 0, \Sigma_0, 1 = 1$. 
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