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ABSTRACT Evaluating the efficiency of scientific research plays an important role in accelerating technological innovation and optimizing the allocation of research resources. Most studies have focused on measuring research efficiency from a macro perspective, ignoring differences within disciplines. Furthermore, existing methods have failed to discriminate between evaluation results and the fact that research has variable returns to scale. To address this, in this paper we propose a multiple-criteria decision-making (MCDM) nonradial super efficiency data envelopment analysis (NRSDEA) model, which uses an output-oriented nonradial SDEA method to manage nonsolution problems and integer decision variable constraints. In addition, we used a Malmquist index to decompose the productivity changes of statistics discipline’s research efficiency at different universities in China. Finally, we verified the rationality and effectiveness of the proposed method.

INDEX TERMS Discipline research efficiency, multiple-criteria decision-making, nonradial SDEA, Malmquist index.

I. INTRODUCTION Universities are the core institutions responsible for scientific and technological innovation within a country, and they also provide innovative personnel training, which can affect scientific research levels and regional innovation. In recent years, research investments in Chinese universities have increased rapidly. However, the research efficiency gap has widened at the discipline level.

To allocate limited resources effectively and to promote development between similar disciplines, it is necessary to measure research efficiency [1], [2]. Many researchers have studied the overall efficiency of scientific research in universities, but rarely from a disciplinary perspective [3], [4]. In fact, discipline development is a valid way for universities to improve their scientific research capabilities. By hiring staff dedicated to teaching, training personnel, and conducting research on teaching, a discipline can promote innovation at both a university and regional level [5], [6]. Therefore, it is more practical and meaningful to evaluate the scientific research abilities of different universities or regions from the perspective of a particular discipline.

In this study, we propose a multiple-criteria decision-making (MCDM) method based on a nonradial super efficiency data envelopment analysis (NRSDEA) to examine the research efficiency of a discipline. The motivations for the study are as follows.

First, an output-oriented NRSDEA method is introduced to deal with the non-solution problems and integer decision variable constraints inherent in SDEA. SDEA is commonly used to measure efficiency, but some decision-making units (DMUs) are not feasible with variable returns to scale (VRS), resulting in low discrimination. Furthermore, in the case of discrete data, the efficiency results obtained through
an SDEA may be impractical. Hence, we improved nonradial SDEA models with VRS conditions, mainly focusing on the rules governing research activities and integer programming in mixed-data circumstances.

Second, we combine a multiple-criteria decision-making method with NRSDEA, and then propose an MCDM-NRSDEA method. Research efficiency involves multiple factors, also called criteria, which usually have different weights of importance. The subjective weights obtained through the nonradial SDEA method are usually affected by human bias. To address this, we combined MCDM with an NRSDEA method, which minimizes (or maximizes) the slack for each DMU and maximizes (or minimizes) performance to obtain a more neutral set of weights by investigating the lower and upper bounds of the possible weights.

Third, contrary to research that has studied this topic from a university or regional perspective, this paper captures the factors affecting research efficiency from a micro perspective. Most of the literature has ignored the significant differences between different disciplines in terms of scientific research efficiency. Here, we use the discipline of statistics as an example, designing a corresponding indicator system and analyzing scientific research efficiency, which will help relevant universities analyze the discipline’s advantages and disadvantages so as to improve management.

The rest of the paper is organized as follows: Section 2 briefly reviews the literature. Section 3 introduces the methods used for this paper. Section 4 introduces the proposed MCDM-NRSDEA method, and explains the selection of indicators and research objects. Section 5 presents a case study, and section 6 concludes and discusses possible directions for future research.

II. LITERATURE REVIEW

In this section, we review the existing literature on the following issues: (1) the selection of decision-making units; (2) the buildup of efficiency measurement models; and (3) the establishment of input and output indicators.

A. SELECTION OF DECISION-MAKING UNITS (DMUs)

The objects used to evaluate the research efficiency of universities can be divided into three levels (according to the hierarchy of decision-making units): macro, medium, and micro. Macro research concerns the scientific research efficiency of entire regions, and the regions where schools are located are the corresponding DMUs [7], [8]. The medium research level assumes that universities represent DMUs and mainly compares the efficiency of scientific research at the university level, while micro research evaluates the research efficiency of departments or disciplines [9], [11].

It has been argued that concentrating on the micro units responsible for research production provides more detailed insight into the production efficiency of research activities [12]. However, because of the type of data available, most studies have analyzed research efficiency from a macro or medium perspective. Examples include an evaluation of research efficiency in European universities and an evaluation of innovation efficiency in various regions of China [13], [14].

B. BUILDUP OF MODELS

DEA-based models have primarily been used for efficiency evaluation methods [15]–[17]. They are more inclusive of both input and output indicators and can simultaneously evaluate the efficiency of decision-making units (DMUs) with multiple inputs and outputs. However, discrimination decreases in the evaluation results when DEA-based models have too many evaluation indicators [18], [19], i.e., the efficiency of most DMUs is 1. It is easy to get poor results when evaluating research efficiency using only the DEA model. To address this low discrimination problem, Anderson and Petersen [20] proposed the SDEA model. This model excludes the unit under evaluation from the reference set, which helps to distinguish between DMUs in terms of efficiency [21].

Nevertheless, two problems still exist when the SDEA model is applied to research efficiency measurements. First, the hypothesis of constant returns to scale (CRS) means the results are not consistent with the actual situation [22]. Given this, the BCC model was added to the SDEA model, and the hypothesis of CRS was replaced with VRS. However, an SDEA is not feasible for some DMUs if VRS exist [23]. Second, most SDEA models use radial measures to calculate the efficiency of DMUs, which assumes that inputs and outputs change proportionally. However, in reality, this assumption is inconsistent with many situations. It is more appropriate to use a nonradial SDEA model for efficiency analyses in complex situations [24]. The existing literature has determined that the weight of indicators obtained through nonradial SDEA is generally based on prior information and preferences [25], [26]. Therefore, the results are highly susceptible to subjective preferences.

Many scholars have thus tried to further expand DEA-based methods. The multiple-criteria decision-making method is one of the most popular methods of the last 20 years, focusing on aggregating the information of entities in a comprehensive way [27]–[31]. However, indicator weights are still an open question. Some scholars have argued that DEA and MCDM methods share certain similarities, so many researchers have combined DEA with MCDM methods to determine the appropriate weights of indicators [32]–[35].

C. THE ESTABLISHMENT OF AN INPUT–OUTPUT INDICATOR SYSTEM FOR SCIENTIFIC RESEARCH

Input and output indicator systems are a critical component in measuring research efficiency. Generally, scientific research inputs include intangible and tangible inputs. Since intangible inputs, such as policy preferences, are difficult to quantify, only tangible inputs are considered in most studies. Tangible inputs mainly include human and material capital. The former generally includes the number of students, scientific researchers, faculty, and staff, and the latter generally
includes topics such as scientific research expenditures and the number of key laboratories [36]–[39].

Scientific research outputs reflect the achievements obtained, which can be measured both quantitatively and qualitatively. Quantitative measurements include any outputs that can be counted, such as the number of monographs, patents, academic papers, projects, and graduate students [40]. Although the quality of output cannot be examined quantitatively, alternative indicators can be used. For instance, the annual average number of citations, journal quality, and revenue generated from technology transfers can effectively reflect the quality of a paper [41].

III. EXPOSITION OF THE EXISTING METHODS
In this section, we introduce the existing DEA methods and address several problems outlined in the literature review.

A. TRADITIONAL DEA METHODOLOGY
A DEA is an established methodology that uses specific mathematical programming models to evaluate the relative efficiency of a set of comparable DMUs. The traditional DEA model is based on an assumption of CRS [42]. To weaken this assumption, a DEA model with VRS was established. Suppose each DMU has \( q \) input indicators and \( s \) output indicators; then, a DEA model (with VRS) can be expressed as follows:

\[
\min \left[ \theta - \varepsilon \left( \sum_{i=1}^{q} s^+_i + \sum_{r=1}^{s} s^+_r \right) \right]
\]

s.t. \( \sum_{j=1}^{n} X_{ij} \lambda_j + s^-_i = \theta X_{ij}^0, \quad \forall i, \ i = 1, 2, \ldots, q \)

\( \sum_{j=1}^{n} Y_{rj} \lambda_j - s^+_r = Y_{rj}^0, \quad \forall r, \ r = 1, 2, \ldots, s \)

\( \sum_{j=1}^{n} \lambda_j = 1 \)

\( \lambda_j \geq 0, \quad j = 1, 2, \ldots, n \)

\( s^-_i \geq 0, \quad s^+_r \geq 0, \quad \forall i, \forall j \) \hspace{1cm} (1)

where \( n \) is the number of DMUs, and \( X_{ij} \) is the value of the \( i \)th input indicator of the \( j \)th DMU. \( Y_{rj} \) is the value of the \( r \)th output indicator of the \( j \)th DMU. \( X_{ij}^0 \) is the value of the \( i \)th input indicator of the \( j_0 \)th DMU, \( Y_{rj}^0 \) is the value of the \( r \)th output indicator of the \( j_0 \)th DMU. \( \lambda_j \) indicates the weight of the \( j \)th DMU, \( \varepsilon \) is a non-Archimedean constant, \( \theta \) refers to the efficiency score, \( s^-_i \) and \( s^+_r \) are the slack variables, which indicate the excesses of input \( i \) and shortfalls of output \( r \), respectively.

However, the ability of the traditional DEA model to discriminate between evaluation results decreases when too many evaluation indicators are involved. Therefore, the efficiency score of multiple DMUs is 1. When evaluating the research efficiency of disciplines at various universities, the DEA model often provides poor evaluation results.

B. SUPER EFFICIENCY DEA (SDEA) METHODOLOGY
To address the problem of low discrimination, Anderson and Petersen [20] proposed a super efficiency DEA model. This model is constructed as follows:

\[
\min \left[ \theta - \varepsilon \left( \sum_{i=1}^{q} s^-_i + \sum_{r=1}^{s} s^+_r \right) \right]
\]

s.t. \( \sum_{j=1}^{n} X_{ij} \lambda_j + s^-_i = \theta X_{ij}^0, \quad \forall i \)

\( \sum_{j=1}^{n} Y_{rj} \lambda_j - s^+_r = Y_{rj}^0, \quad \forall r \)

\( \lambda_j \geq 0, \quad j = 1, 2, \ldots, n; \quad s^-_i \geq 0, \quad s^+_r \geq 0 \) \hspace{1cm} (2)

The elimination of inefficient observations (\( \theta < 1 \)) makes no difference in terms of the spanning of the reference point set, and the efficiency score of inefficient DMUs is the same as that of the CCR model. With an efficient DMU (\( \theta = 1 \)), the elimination of an efficient observation may change the production frontier. To maintain efficiency, the efficiency score can increase proportionally up to the value of the change in the input vector of the reference point.

However, Equation (2), a radial model, only describes the degree of input of radial expansion on the production frontier (with certain input conditions). The proportional change in each input is kept consistent, which does not comply with the law of production. For instance, researchers and funding can be regarded as input indicators, but changes in each of these categories are usually not proportional. Therefore, a nonradial model is more suitable for effectively evaluating realistic situations [43].

C. NONRADIAL SDEA METHODOLOGY
Considering the problems described above, many scholars have built a nonradial SDEA model [44]. The model is constructed as follows:

\[
\max \left[ \sum_{r=1}^{s} w_r \theta_0^r - \varepsilon \left( \sum_{i=1}^{q} s^-_i + \sum_{r=1}^{s} s^+_r \right) \right]
\]

s.t. \( \sum_{j=1}^{n} \lambda_j X_{ij} + s^-_i = X_{ij}^0, \quad \forall i \)

\( \sum_{j=1}^{n} \lambda_j Y_{rj} - s^+_r = \theta_0^r Y_{rj}^0, \quad \forall r \)

\( \sum_{j=1}^{n} \lambda_j = 1 \)

\( \lambda_j \geq 0, \quad \forall j, \ j \neq j_0 \)

\( s^-_i \geq 0, \quad s^+_r \geq 0, \quad \forall i, \forall r \) \hspace{1cm} (3)

where \( w_r \) is the relative weight of the \( r \)th indicator, \( \theta_0^r \) is an unknown multipliers attached to the outputs.
Using linear programming, a nonradial DEA calculates the efficiency (\( \theta_{f}^{T} \), \( Y_{r}^{T} \)) for each output indicator and then integrates them into an efficiency score by weighting them. Obviously, the weights of the indicators must be determined beforehand when using a nonradial model. At present, most studies that have used nonradial models have determined the set of weights based on experience [45], [46], as with the AHP method and the Delphi method [47]. However, these methods inaccurately reflect the characteristics of each decision variable, and consequently, they are not likely to be a fair evaluation. Therefore, we decided that a DEA should be combined with MCDM to solve the weighting problem.

D. MALMQUIST PRODUCTIVITY INDEX

In the MCDM-NRSDEA model, the Malmquist productivity index is as follows:

\[
M_{i}(x_{ij}^{t}, y_{ij}^{t}; x_{ij}^{t+1}, y_{ij}^{t+1}) = \frac{D_{i}^{t+1}(x_{ij}^{t}, y_{ij}^{t})}{D_{i}^{t}(x_{ij}^{t}, y_{ij}^{t})} \times \frac{D_{i}^{t+1}(x_{ij}^{t+1}, y_{ij}^{t+1})}{D_{i}^{t+1}(x_{ij}^{t+1}, y_{ij}^{t+1})} \]

\[= \text{Effch} \times \text{Techch} \] (4)

where \((x_{ij}^{t}, y_{ij}^{t})\) denotes the input and output data-sets for the time period \(t\), and \(D_{i}^{t}(x_{ij}^{t}, y_{ij}^{t})\) represents the efficiency scores obtained during time period \(t\) (with the datasets for that same time period).

Moreover, \(\text{Effch}\) is defined as the DMU efficiency ratio between period \(t+1\) and period \(t\), which is obtained by benchmarking the DMU against the frontier, and \(\text{Effch} > 1\) demonstrates a DMU efficiency improvement for the time period between \(t\) and \(t+1\). Correspondingly, \(\text{Effch} < 1\) indicates that the efficiency of the DMU has decreased. \(\text{Techch}\) represents a frontier shift effect and is usually attributable to technical changes. This means that the frontier in period \(t+1\) moves unfavorably compared to the frontier in period \(t\), and the frontier shift negatively affects efficiency when \(\text{Techch} < 1\).

As long as \(\text{Techch} > 1\), the DMU makes technical progress during the time period between \(t\) and \(t+1\) [48], [49].

IV. THE MCDM-NRSDEA METHOD

To solve the problems described above, we created a new MCDM-NRSDEA model, which is described in this section. The proposed model is composed of two submodels, an MCDM-DEA and an improved NRSDEA. The MCDM-DEA model calculates the weights used in the improved NRSDEA model, and the improved NRSDEA model considers the data attributes of certain variables, which can effectively improve discrimination and solve the infeasibility problems of an SDEA with VRS.

DEA-based models calculate the efficiency of DMUs over one period only, and can turn an invalid output into a dynamic status. Therefore, we introduced a Malmquist productivity index to explore the dynamic changes in efficiency for each DMU. Figure 1 depicts the framework of the proposed MCDM-NRSDEA method.

The steps of the MCDM-NRSDEA method are as follows:

**Step 1: the linear normalization of indicators**

The collected data should be normalized to eliminate the impact of the indicator units. A linear normalization method was thus adopted:

\[X_{ij}^{*} = \frac{X_{ij} - X_{i,min}}{X_{i,max} - X_{i,min}} \] (5)

where \(X_{ij}\) denotes the \(i_{th}\) indicator of the \(j_{th}\) DMU; \(X_{i,max}\) and \(X_{i,min}\) denote the maximum value and minimum value of the \(i_{th}\) indicator, respectively. After being normalized by Eq.(5), the processed data are substituted into the MCDM-DEA model to determine the weight of each indicator in the improved NRSDEA model.

**Step 2: Derive weights from the MCDM-DEA model**

The construction of the MCDM-NRSDEA model involves the determination of weights. To ensure that research efficiency evaluations are fair, we calculated common weights by establishing an MCDM-DEA model [50].

Suppose \(N\) DMUs are evaluated by \(M\) indicators (\(m = 1, 2, \ldots, M\)), where \(X_{im}\) denotes the normalized score for
the \( m \)th indicator of the \( i \)th DMU, and \( K \) is a real decision variable. The model is as follows:

\[
\begin{align*}
\min & \quad K \\
\text{s.t.} & \quad K \geq \max(d_i), \quad \forall i \\
& \quad \sum_{m=1}^{M} w^i_m s^+_{im} + d_i = 1, \quad i = 1, \ldots, N \\
& \quad \sum_{m=1}^{M} w^m = 1 \\
& \quad w^m \geq \varepsilon, \quad \forall m
\end{align*}
\] (6)

where \( d_i \) refers to the slack of the \( i \)th DMU and \( w^m \) denotes the weight of the \( m \)th indicator. The weights calculated using Eq. (6) can endogenously maximize the performance of all DMUs by making the upper bound of slack as small as possible and the lower bound of the sum of the indicator weights as large as possible. The possible “worst” weights (lower bound) are simultaneously calculated based on the possible “best” weights (upper bound):

\[
\begin{align*}
\max & \quad K \\
\text{s.t.} & \quad K \leq \min(d_i), \quad \forall i \\
& \quad \sum_{m=1}^{M} w^2_m s^+_{im} + d_i = 1, \quad i = 1, \ldots, N \\
& \quad \sum_{m=1}^{M} w^m = 1, \quad \forall i \\
& \quad w^m \geq \varepsilon, \quad \forall m
\end{align*}
\] (7)

where \( w^2_m \) denotes the weight of the \( m \)th indicator. Unlike Eq. (6), Eq. (7) seeks to maximize the slack lower bounds and thus minimize the upper bound of the sum of the indicator weights. Therefore, it seeks to identify a set of weights in which all DMUs have their worst possible performance. The “worst” weights can be considered to be the lower bound of the possible weights assigned to the indicators. Along with Eq. (6), the “worst” weights provide certain information. The weights obtained from Eq. (6) and Eq. (7) are linearly combined to obtain the final weights, without a loss of generality:

\[
w^m = \alpha \cdot w^1_m + (1 - \alpha) \cdot w^2_m
\] (8)

The specification of \( \alpha \) is dependent on the preference of the decision-maker and implies that the decision-maker can choose a threshold that falls between “best” and “worst”. Without any available prior information, we can assume \( \alpha = 0.5 \).

**Step 3: Efficiency Analysis through the improved NRSDEA method**

For a discipline with low research efficiency, output needs to be raised, rather than reduced. Therefore, an output-oriented DEA model is consistent with the long-term goal of improving the research level of a discipline. In addition, disciplines are defined by certain threshold attributes, which must comply with the minimum rules set by education authorities. Therefore, the members of a discipline located at the threshold tend to carry out low-intensity research activities to complete necessary teaching tasks, and non-increasing returns to scale are expected in this case. However, when discipline inputs exceed a second threshold, more human and material resources are devoted to research activities. The research outputs of disciplines (e.g., the number of papers, which is limited by journal space) result in variable returns to scale (VRS), which are beneficial to research activities.

To overcome the infeasibility problem of the VRS super efficiency model, the parameter \( \delta_i \) was used [23], which represents extra savings from the \( i \)th input variable of DMU. Meanwhile, due to the data attributes of some indicators, integer data constraints were imposed on the model.

Suppose there are \( n \) DMUs, and each DMU has \( q \) input indicators and \( s \) output indicators. Then \( X_{ij} \) denotes the input of the \( j \)th DMU, and \( Y_{ij} \) is the output of the \( j \)th DMU. Therefore, it seeks to identify a set of weights in the possible "best" weights (upper bound):

\[
\begin{align*}
\max & \quad \left[ \sum_{r=1}^{s} u_{rj0} Y_{rj0} - \sum_{i=1}^{q} v_{ij0} X_{ij0} + v_{j0} \right] \\
\text{s.t.} & \quad u_{rj0} Y_{rj0} = w_r, \quad r = 1, 2, \ldots, s \\
& \quad v_{ij0} X_{ij0} \leq M, \quad i = 1, 2, \ldots, q \\
& \quad \sum_{r=1}^{s} u_{rj0} Y_{rj} - \sum_{i=1}^{q} v_{ij0} X_{ij} + v_{j0} \leq 0, \quad j = 1, 2, \ldots, j_0 - 1, j_0 + 1, \ldots, n \\
& \quad v_{ij0} \geq \varepsilon > 0, \quad i = 1, 2, \ldots, q \\
& \quad u_{rj0} \geq \varepsilon > 0, \quad r = 1, 2, \ldots, s
\end{align*}
\] (9)

where \( X_{ij0} \) is the value of the \( i \)th input indicator of the \( j_0 \)th DMU, \( Y_{rj0} \) is the value of the \( r \)th output indicator of the \( j_0 \)th DMU, \( u_{rj0} \) indicates the weight of the \( r \)th output indicator of the \( j_0 \)th DMU, \( v_{ij0} \) indicates the weight of the \( i \)th input indicator of the \( j_0 \) th DMU, and \( v_{j0} \) is a real number. \( w_r \) denotes a given weight vector, \( \varepsilon \) is a non-Archimedean constant and \( M \) is a sufficiently large positive number. Without loss of generality, let \( M = 10^6 \).

The dual form of Eq. (9) can be expressed as:

\[
\begin{align*}
\min & \quad \left[ \sum_{r=1}^{s} w_r \cdot \gamma_r + M \times \sum_{i=1}^{q} \delta_i - \varepsilon \left( \sum_{i=1}^{q} s^+_i + \sum_{r=1}^{s} s^+_r \right) \right] \\
\text{s.t.} & \quad \sum_{j=1}^{n} \lambda_j X_{ij} + s^+_i = (1 + \delta_i) X_{ij0}, \quad i = 1, 2, \ldots, q \\
& \quad \sum_{j=1}^{n} \lambda_j Y_{rj} - s^+_r = (1 - \gamma_r) Y_{rj0}, \quad r = 1, 2, \ldots, s \\
& \quad s^+_i, s^+_r \text{ integer, } i_k, r_l \in \Omega \\
& \quad \sum_{j=1}^{n} \lambda_j = 1 \\
& \quad \delta_i \geq 0, \quad \lambda_j \geq 0, \quad \forall i, j \neq 0
\end{align*}
\] (10)
where $\Omega$ is an integer decision variable, $\lambda_j$ indicates the weight of the $j$th DMU, $s_{it}^-$ and $s_{it}^+$ refer to the input and output slack, respectively; $\gamma_r$ equals the weight of the $r$th output indicator, which prevents the infeasibility problems of SDEA; and $w_r$ denotes the weight of $\gamma_r$, which overcomes the shortcomings of traditional radial DEA models and makes full use of prior information from variables.

A determination of weights is provided by the MCDM-DEA model. Thus, we have

$$\eta = \sum_{i=1}^{a} w_i \cdot \delta_i + \sum_{r=1}^{s} w_r \cdot \frac{1}{1 - \gamma_r}$$  \hspace{1cm} (11)

where $\eta$ is research efficiency. To comply with the rules governing different disciplines, the MCDM-NRSDEA model not only allows for the output to vary in different proportions, but also fully considers the data attributes of the variables. It also solves the infeasibility problem of the SDEA model and effectively evaluates the efficiency of research in each discipline.

**Step4: research efficiency decomposed by the Malmquist productivity index**

To further analyze the dynamic change characteristics of $TFP$ and the efficiency indexes of different research activities, we added a Malmquist productivity index. According to Eq.(4), research efficiency can be broken down into pure technical efficiency changes and scale efficiency changes. Hence, research efficiency can be analyzed dynamically. In order to ensure the stability of the results, other methods were used for comparisons.

**V. APPLICATIONS FOR RESEARCH EFFICIENCY EVALUATIONS OF VARIOUS DISCIPLINES**

In this section, we explore the proposed MCMD-NRSDEA method by evaluating the research efficiency of the statistics discipline in Chinese universities.

**A. SELECTION OF INDICATORS AND DESCRIPTIONS OF DMUs**

Research efficiency measures the proportional relationship between research inputs and outputs. The establishment of research input and output indicator systems are thus the goal of the evaluation. The “Fourth Chinese University Subject Rankings (CUSR)” list has an evaluation indicator system that includes faculty, resources, the quality of personnel training, the level of scientific research, social contributions, and discipline reputation. For this system, input indicators are denoted as $NFSD$, $NSSD$, $ESTD$, and $CAD$, and output indicators are denoted as $NDJPD$, $NWPD$, $NPED$, and $NCPDD$. Explanations of the indicators are shown in Table 1.

Notably, due to insufficient information about university disciplines in the science and technology statistical yearbooks, $NFSD$ is derived from the on-boarding time of the current year $t_0$. Annual $NSSD$ is obtained through a calculation of the present ratio of $NFSD$ to $NSSD$:

$$NSSD_t = NSSD_{t_0}/NFSD_{t_0} \times NFSD_t$$  \hspace{1cm} (12)

$ESTD$ is calculated as the ratio of $NFSD$ to the number of faculty members at a university ($NFSU$), multiplied by the university’s total expenditures on science and technology ($ESTU$):

$$ESTD_t = NESD_t/NFSU_t \times CAU_t.$$  \hspace{1cm} (13)

Similarly, $CAD$ is equal to the ratio of $NFSD$ to $NFSU$, multiplied by the area of the university campus ($CAU$):

$$CAD_t = NFSD_t/NFSU_t \times CAU_t.$$  \hspace{1cm} (14)

$NCPDD$ is related to publication time. In general, the earlier a paper is published, the more likely it is to be cited. Therefore, this study used $NCPDD$ to compare papers published at different times. $NCPDD$ refers to the actual citations of papers during a specific and recent time period:

$$NCPDD_t = NCPDD/(t_0 - t).$$  \hspace{1cm} (15)

**B. DETERMINATION OF DMUs**

From the perspective of model requirements, DMUs must satisfy a homogeneity assumption. However, great differences exist between universities in terms of the development of various disciplines. For example, in the “Fourth CUSR”, discipline grades ranged from C− to A+, and the publication only covered 70% of all participating universities. Differences in the development of disciplines result in outliers, which is not conducive to a fair evaluation.

**TABLE 1. An indicator system for scientific research within disciplines.**

| Indicators | Subindicators | Explanation |
|------------|---------------|-------------|
| **Input indicators** | | |
| | Number of faculty and staff in the discipline (NFSD) | The number of people who engage in scientific research in a particular discipline |
| | Number of support staff in the discipline (NSSD) | Management is an important factor affecting research efficiency |
| | Expenditures on science and technology in the discipline (ESTD) | The important material necessary for carrying out research activities |
| | Campus area for the discipline (CAD) | The main location where the cultivation of research talents and the development of research activities occurs |
| **Output indicators** | | |
| | Number of domestic journal papers in the discipline (NDJPD) | A bibliometric index, which reflects Indigenous research capability[51] |
| | Number of WOS papers in the discipline (NWPD) | A bibliometric index, which reflects international research capabilities[52] |
| | Number of postgraduate students in the discipline (NPED) | Reflects the ability of the discipline to cultivate talent |
| | Number of citations per paper in the discipline (NCPDD) | A bibliometric index, which reflects the academic level of the research in the discipline[53] |

*Data resource: the Science and Technology Statistical Yearbook, the Higher School Science and Technology statistical data collection, statistical analyses of scientific research findings in universities in China, the China Citation Analysis database, and the official website of the university.*

The ESTD in 2018 and 2019 was obtained by trend extrapolation from 2012 to 2017.
Moreover, due to the state’s funding system, higher-ranking universities have more opportunities to receive government support, including preferential policies and financial subsidies. To obtain high-quality data, only universities that ranked in the top 50% nationally were included in the reference set. We chose universities awarded discipline grades greater than C+ by the Ministry of Education in the latest CUSR.

From the available data, we selected 20 universities with statistics departments that received a discipline grade of C+ or above in the “Fourth CUSR”: Peking University (PKU), Renmin University of China (RUC), Nankai University (NKU), Northeast Normal University (NENU), East China Normal University (ECNU), Xiamen University (XMU), Beijing Normal University (BNU), Zhejiang Gongshang University (ZJSU), Jiangxi University of Finance and Economics (JUFE), Tsinghua University (THU), Beijing Jiaotong University (BJTU), the Beijing University of Technology (BJUT), Capital Normal University (CNU), Jilin University (JLU), Fudan University (FDU), Shandong University (SDU), Central South University (CSU), Shanghai Jiao Tong University (SJTU), Wuhan University (WHU), and Hunan University (HNU). The research period examined was from 2012 (the year of the “Third CUSR”) to 2019.

C. STATISTICAL ANALYSIS OF RESEARCH EFFICIENCY BASED ON THE MCDM-NRSDEA

Using the MCDM-DEA model, the weights of eight sub-indicators from 2012 to 2019 were obtained and then applied to the improved NRSDEA model to measure the research efficiency of the statistics departments of the sample universities.

Table 2 demonstrates that the overall research efficiency of the statistics departments of these sample universities was relatively high. More specifically, the average research efficiency remained 0.90 and 1.20 over the years included in the study. However, the efficiency of the sample universities also had a downward trend between 2013 and 2018. With the exception of 2013 and 2019, research efficiency has declined to varying degrees because the Chinese government has attached increasing importance to the scientific research and innovation capabilities of universities. Since the “12th Five-Year Plan”, China has significantly increased its research funding and expanded the scale of research activities. However, improvements in research efficiency depend on a variety of factors, e.g., a university’s background, the environment, and the bases for research. As an emerging science and technology powerhouse, China may be unable to achieve efficient growth in the short term.

In addition, the research efficiency of statistics departments depends on a university’s total strength. As shown in Table 2 and Figure 3, from 2012 to 2019, the input and output levels of research from the statistics departments of grade A-class universities were generally higher than those of grade B-class universities. The reason lies in the different attributes of the universities: grade A-class universities have advantages over grade B-class universities under the existing evaluation regulations.

Grade A-class universities can be divided into two categories. The first category includes China’s top humanities and social sciences universities. Compared to science and engineering universities, these universities attach more importance to building up different disciplines, and the annual funds obtained and allocated to statistics departments are thus...
TABLE 2. Research efficiency of statistics departments in the sample universities, according to the MCDM-NRSDEA.

| University | University attribute | Grade | 2012   | 2013   | 2014   | 2015   | 2016   | 2017   | 2018   | 2019   |
|------------|----------------------|-------|--------|--------|--------|--------|--------|--------|--------|--------|
| PKU        | Double first-class   | A+    | 1.199  | 1.151  | 1.311  | 1.120  | 1.027  | 0.899  | 1.024  | 0.957  |
| RUC        | Double first-class   | A+    | 1.451  | 1.165  | 1.281  | 1.446  | 1.134  | 1.285  | 1.134  | 1.283  |
| NKU        | Double first-class   | A     | 0.883  | 0.959  | 1.015  | 0.906  | 0.927  | 0.804  | 0.795  | 0.893  |
| NENU       | Common               | A     | 0.932  | 1.463  | 0.875  | 0.815  | 0.737  | 0.785  | 0.801  | 0.836  |
| ECNU       | Double first-class   | A     | 1.126  | 1.113  | 1.116  | 0.967  | 1.163  | 1.070  | 0.915  | 0.995  |
| XMU        | Double first-class   | A     | 0.897  | 0.898  | 0.997  | 1.021  | 0.931  | 0.945  | 0.840  | 0.956  |
| BNU        | Double first-class   | A-    | 0.798  | 1.011  | 1.167  | 1.274  | 0.945  | 1.104  | 0.925  | 1.064  |
| ZJSU       | Common               | A-    | 0.922  | 0.898  | 0.847  | 0.945  | 0.848  | 0.961  | 0.916  | 1.050  |
| JUFE       | Common               | A-    | 0.943  | 1.977  | 0.810  | 0.995  | 1.253  | 1.125  | 0.985  | 1.066  |
| THU        | Double first-class   | B+    | 0.877  | 0.999  | 1.139  | 0.876  | 0.857  | 0.806  | 0.805  | 1.569  |
| BJTU       | Common               | B+    | 0.849  | 0.920  | 1.345  | 1.048  | 0.814  | 0.797  | 0.868  | 0.924  |
| BJUT       | Common               | B+    | 0.830  | 0.902  | 0.967  | 0.824  | 0.879  | 1.004  | 0.828  | 0.913  |
| CNU        | Common               | B+    | 0.837  | 1.811  | 1.245  | 0.911  | 0.893  | 1.177  | 0.749  | 0.784  |
| JLU        | Double first-class   | B+    | 0.921  | 0.961  | 0.922  | 0.809  | 0.871  | 0.866  | 0.796  | 0.914  |
| FDU        | Double first-class   | B+    | 0.904  | 1.118  | 1.172  | 1.020  | 1.112  | 0.961  | 0.887  | 0.940  |
| SDU        | Double first-class   | B+    | 0.940  | 1.355  | 1.769  | 1.752  | 1.631  | 1.360  | 1.663  | 1.651  |
| CSU        | Double first-class   | B+    | 0.942  | 0.839  | 0.947  | 0.947  | 0.871  | 0.947  | 0.854  | 0.816  |
| SJTU       | Double first-class   | B     | 2.617  | 1.904  | 1.601  | 1.119  | 1.053  | 1.233  | 1.276  | 1.479  |
| WHU        | Double first-class   | B     | 0.948  | 1.144  | 1.063  | 1.087  | 0.951  | 0.957  | 0.978  | 1.014  |
| HNU        | Double first-class   | B     | 1.025  | 1.195  | 0.939  | 0.912  | 0.827  | 0.991  | 0.866  | 0.855  |
| Average    | —                    | —     | 0.999  | 1.149  | 1.103  | 1.020  | 0.970  | 0.991  | 0.928  | 1.024  |

| Grade A-class | — | — | 1.000 | 1.145 | 1.032 | 1.039 | 0.984 | 0.986 | 0.920 | 1.004 |
| Grade B-class  | — | — | 0.997 | 1.152 | 1.164 | 1.004 | 0.958 | 0.995 | 0.934 | 1.040 |
| Double first-class | — | — | 1.052 | 1.106 | 1.152 | 1.066 | 1.005 | 1.003 | 0.961 | 1.070 |
| Common         | — | — | 0.884 | 1.255 | 0.995 | 0.919 | 0.891 | 0.963 | 0.855 | 0.923 |

*Common refers to nondouble first-class universities.*
provide. As a result, statistics departments in these common universities produce a large amount of scientific research output.

Grade B-class universities, such as THU and SJTU, focus primarily on science and engineering. These universities thus do not pay as much attention to statistics compared to grade A-class universities, and thus the research outputs and inputs of these universities are lower.

However, if research efficiency is used as the standard measurement for discipline evaluations, the results are closely related to a university’s strength as a whole. This can be seen in a comparison we made between double-first-class universities and common universities. The research efficiency of the statistics discipline in double-first-class universities is higher than that of common universities during most years of the study. In particular, most double-first-class universities whose statistics disciplines were graded as B-class still had higher research efficiency than did common universities who were graded as A-class.

Considering the index system of the CUSR, we believe that for common universities to enter the double-first-class ranks, they should improve the output efficiency of their scientific research “inputs”. If they cannot, they should focus on nonscientific research areas, e.g., introducing talent, international exchange, and student training. Some double-first-class universities, which may perform redundant activities to a certain degree, should formulate relevant policies to make better use of scientific resources.

### D. COMPARISONS TO EXISTING MODELS

To further demonstrate the rationality of the approach proposed in this paper, we empirically compared it to three other methods (the traditional DEA, the SDEA, and the nonradial SDEA). For illustration purposes, Table 3 lists the research efficiency of the statistics departments of 20 universities in 2017.

| University | Traditional DEA | SDEA | Non-radial SDEA | MCDM-NRSDEA |
|------------|-----------------|------|-----------------|--------------|
| PKU        | 1.0000          | 1.1912 | 0.7677          | 0.8985       |
| RUC        | 1.0000          | 2.1268 | 0.7414          | 1.2853       |
| NKU        | 1.0000          | 1.0083 | 0.4593          | 0.8036       |
| NENU       | 0.6540          | 0.6540 | 0.4727          | 0.7850       |
| ECNU       | 0.9793          | 0.9793 | 0.9226          | 1.0696       |
| XMU        | 0.7969          | 0.7969 | 0.6814          | 0.9449       |
| ANU        | 1.0000          | 1.0101 | 0.6554          | 1.1044       |
| ZJUS       | 0.8253          | 0.8253 | 0.5654          | 0.9611       |
| JUFU       | 1.0000          | 1.4795 | 0.6121          | 1.1254       |
| THU        | 0.9228          | 0.9228 | 0.2265          | 0.8063       |
| BJTU       | 0.6037          | 0.6037 | 0.4975          | 0.7971       |
| BJUT       | 0.9251          | 0.9251 | 0.6461          | 1.0039       |
| CNU        | 1.0000          | 1.8480 | 0.8764          | 1.1773       |
| JLU        | 1.0000          | unfeasible | unfeasible | 0.8661 |
| FDU        | 1.0000          | unfeasible | unfeasible | 0.9610 |
| SDU        | 1.0000          | unfeasible | unfeasible | 1.3601 |
| CSU        | 0.9158          | 0.9158 | 0.7142          | 0.9467       |
| SJTU       | 1.0000          | unfeasible | unfeasible | 1.2327 |
| WJU        | 1.0000          | 1.1039 | 0.8167          | 0.9565       |
| HNU        | 0.9297          | 0.9297 | 0.5489          | 0.9907       |

The second column in Table 3 shows the results calculated using the traditional DEA with VRS conditions. Eleven DMUs was considered to be efficient: 55% of DMUs, indicating the low discrimination capability of the traditional DEA method.

The third column provides the results when the output-oriented SDEA was utilized, with VRS conditions. The SDEA approach could solve the problem of low discrimination. Universities with a score of 1 in the second column had different efficiency scores in the third column; for example, PKU, RUC, and NKU obtained the same score (1, seen in the second column), but their efficiency scores (third column) were 1.1912, 2.1268, and 1.0083, respectively.

The fourth column provides the results of the output-oriented nonradial SDEA, where the MCDM-DEA method was used to determine the weights. It is obvious that the efficiency scores (seen in the third and fourth columns) were quite different. For example, the efficiency score of Peking University was 1.1912 (third column), and it decreased to 0.7677 (fourth column).

Moreover, the correlations between SDEA and nonradial SDEA were evaluated using Spearman’s rank correlation test. As shown in Table 4, there was no significant correlation between the two methods. In other words, the results of the SDEA model inaccurately reflected the respective rankings of research efficiency.

Neither the SDEA nor non-radial SDEA method could solve the infeasibility problem. Taking this problem into account, we introduced an improved nonradial SDEA model into our model, and then the MCDM-NRSDEA was proposed. The results (seen in the fourth and fifth columns) were quite different, but the results in the fifth column are more in line with a practical situation. For example, in the case of RUC, the efficiency score was 0.7414 (fourth column), which places it in a middle or lower position. However, the efficiency score of RUC became 1.2853 (fifth column) when we used the proposed method, which is in line with RUC having the best statistics research capabilities in China.

### Table 4. Spearman’s correlation coefficient between the SDEA and nonradial SDEA methods.

| Class          | Traditional DEA | SDEA | Non-radial SDEA | MCDM-NRSDEA |
|----------------|-----------------|------|-----------------|--------------|
| Double-first-class | 0.9657 | 1.0573* | 0.6429* | 1.0032 |
| Common         | 0.8188          | 0.9683 | 0.5988          | 0.9635       |
| Grade A-class  | 0.9084          | 1.0542 | 0.6383          | 0.9858       |
| Grade B-class  | 0.9279          | 0.9843* | 0.6105* | 0.9954       |

4* refers to the geometric mean of other decision-making units (DMUs) after removing unfeasible DMUs from this class; each index is the geometric average of the index for all universities of the same class.
The above-mentioned results demonstrate that the method proposed in this paper simultaneously solves the problems of low DMU discrimination and SDEA infeasibility. Table 5 shows the geometric average efficiency scores for the four classes for each of the four models, and it is clear that all four models revealed some obvious characteristics. For instance, the statistics research efficiency of double-first-class universities was higher than that of common universities, and in some case the statistics research efficiency of Grade B-class universities was higher than that of Grade A-class universities, which indicates the proposed method is robust and efficient.

### E. MALMQUIST PRODUCTIVITY INDEX AND ITS DECOMPOSITION

To dynamically evaluate research efficiency and analyze trends in the research activity index ($TFP$), $Tfpch$ was calculated and decomposed for the given disciplines from 2012 to 2019.

Table 6 depicts the average annual Malmquist productivity index is 0.985, which means that the $TFP$ of statistical research activities slightly decreased. Notably, the average value of $Techch$ and $Effch$ are 0.992 and 0.993, respectively, showing that the technology and efficiency within production technology hindered the improvement of $TFP$. Furthermore, $Effch$ can be decomposed into pure technical efficiency changes ($Pech$) and scale efficiency changes ($Sech$). The main reason for the decrease in $Effch$ was the obstacle of $Sech$. In 2011, the statistics discipline was upgraded from a second-level discipline to a first-level discipline. Due to this, the statistics discipline is now an independent unit in terms of discipline management and resource allocation, which has created a convenient environment for research. However, research management and source allocation capabilities have failed to keep up with the growth rate of research investments, resulting in a redundancy in terms of resource investments. Therefore, research management mechanisms and factor allocation structures still need to be adjusted.

From the perspective of universities, the average dynamic change in $TFP$ of grade A-class universities was 0.984 between 2012 to 2019, and the average change in $TFP$ of grade B-class universities was 0.985. As can be seen from the decomposition of $TFP$, grade A-class universities declined due to the decline in $Effch$, which exhibited an average annual decrease of 2.1%. In addition, the production frontier of research activities has shifted inward, which caused the $Techch$ of B-class universities to decrease by 1.9%.

Therefore, for grade A-class universities, in order to maintain the current status of their statistics departments, more “inputs” should be diverted to nonscientific research fields. In addition, grade B-class universities should step up the pace of innovation and prioritize a rise in the academic rankings by achieving progress with innovation and technology.

### VI. CONCLUSIONS

Evaluating the performance of specific disciplines can enhance university development and is also an effective way to promote innovation at a regional level. Here, we proposed an MCDM-NRSDEA model to estimate the research efficiency of different statistics departments. First, we demon-

---

**TABLE 6. **$Tfpch$ and its decomposition during 2012–2019.**

|                | 2012-13 | 2013-14 | 2014-15 | 2015-16 | 2016-17 | 2017-18 | 2018-19 | Average  |
|----------------|---------|---------|---------|---------|---------|---------|---------|----------|
| **Grade A**    |         |         |         |         |         |         |         |          |
| class universities |      |        |         |         |         |         |         |          |
| $Tfpch$        | 0.993   | 0.974   | 0.966   | 0.964   | 0.993   | 1.004   | 0.996   | 0.984    |
| $Techch$      | 0.895   | 1.192   | 0.995   | 0.980   | 1.000   | 1.071   | 0.928   | 1.005    |
| $Effch$       | 1.110   | 0.817   | 0.970   | 0.984   | 0.993   | 0.938   | 1.072   | 0.979    |
| $Pech$        | 1.144   | 0.908   | 0.993   | 1.042   | 0.917   | 0.934   | 1.091   | 1.001    |
| $Sech$        | 0.970   | 0.900   | 0.977   | 0.944   | 1.083   | 1.005   | 0.983   | 0.979    |
| **Grade B**    |         |         |         |         |         |         |         |          |
| class universities |      |        |         |         |         |         |         |          |
| $Tfpch$        | 1.032   | 0.983   | 0.906   | 0.931   | 1.130   | 0.965   | 0.968   | 0.985    |
| $Techch$      | 0.905   | 1.053   | 0.951   | 0.977   | 1.051   | 1.058   | 0.889   | 0.981    |
| $Effch$       | 1.140   | 0.933   | 0.952   | 0.952   | 1.075   | 0.912   | 1.090   | 1.004    |
| $Pech$        | 1.156   | 0.871   | 1.160   | 0.881   | 0.971   | 0.938   | 1.114   | 1.006    |
| $Sech$        | 0.986   | 1.071   | 0.821   | 1.081   | 1.107   | 0.972   | 0.978   | 0.998    |
| **Average of** |         |         |         |         |         |         |         |          |
| **Universities** |    |        |         |         |         |         |         |          |
| $Tfpch$        | 1.014   | 0.979   | 0.932   | 0.946   | 1.066   | 0.982   | 0.980   | 0.985    |
| $Techch$      | 0.900   | 1.113   | 0.971   | 0.978   | 1.027   | 1.064   | 0.906   | 0.992    |
| $Effch$       | 1.126   | 0.879   | 0.960   | 0.966   | 1.037   | 0.923   | 1.082   | 0.993    |
| $Pech$        | 1.150   | 0.888   | 1.082   | 0.950   | 0.946   | 0.936   | 1.104   | 1.004    |
| $Sech$        | 0.979   | 0.990   | 0.888   | 1.017   | 1.097   | 0.987   | 0.980   | 0.989    |

5 each index is the geometric average of indexes from universities of the same class; “average” means the geometric average of the index each year.
strated that the model has more discriminating power than do traditional DEA methods. Second, by taking a linear combination of the optimal weight and the worst weight of the indicator as the final weight, the new model yields a more flexible and objective set of weights for indicators, avoiding the influence of subjective preference. Third, the improved NRSDEA model conforms to the laws governing scientific research activities and has a stronger tolerance for different data types. For instance, we used five integer variables for our case study, where the MCDM-NRSDEA method was applied to calculate the research efficiency of statistics departments in Chinese universities. The results showed that for common universities to achieve a double-first-class ranking, they should improve their scientific research efficiency. Conversely, some double-first-class universities should divert more “inputs” to nonscientific research fields to maintain their current status.

In future research, we will further integrate DEA-based models and MCDM-based methods to address efficiency measurements for different types of data, e.g., by combining a fuzzy interval DEA with a hybrid multiple-attribute decision-making method. In addition, our method will be applied to other similar discipline evaluation problems, such as talent training efficiency, resource utilization efficiency, and research achievement efficiency.
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