Path-dependent Dynamics Induced by Rewiring Networks of Inertial Oscillators
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In networks of coupled oscillators, it is of interest to understand how interaction topology affects synchronization. Many studies have gained key insights into this question by studying the classic Kuramoto oscillator model on static networks. However, new questions arise when network structure is time-varying or when the oscillator system is multistable, the latter of which can occur when an inertial term is added to the Kuramoto model. While the consequences of evolving topology and multistability on collective behavior have been examined separately, real-world systems such as gene regulatory networks and the brain can exhibit these properties simultaneously. How does the rewiring of network connectivity affect synchronization in systems with multistability, where different paths of network evolution may differentially impact system dynamics? To address this question, we study the effects of time-evolving network topology on coupled Kuramoto oscillators with inertia. We show that hysteretic synchronization behavior occurs when the network density of coupled inertial oscillators is slowly varied as the dynamics evolve. Moreover, we find that certain fixed-density rewiring schemes induce significant changes to the level of global synchrony, and that these changes remain after the network returns to its initial configuration and are robust to a wide range of network perturbations. Our findings suggest that the specific progression of network topology, in addition to its initial or final static structure, can play a considerable role in modulating the collective behavior of systems evolving on complex networks.

I. INTRODUCTION

Understanding the emergence of collective behaviors in systems of dynamical units coupled through complex networks remains an important goal in the study of dynamical systems. The synchronization of coupled oscillators is a key example of such behavior [1], and computational models have proven effective in gaining insight into a number of real-world systems where this phenomenon occurs, including the synchronization of power grids, the flashing of fireflies, and the dynamics of neuronal networks [2][6]. More generally, a number of past studies have focused on the question of how distinct behaviors of coupled oscillators arise from distinct network topologies, assuming that a given topology remains fixed for a given system [7][9]. Yet, in many systems, network organization is not static, but rather evolves over time; social networks, neuronal networks, and biological regulatory networks are all examples of systems whose interaction topology can change with time [6][10][12]. The existence of such time-evolving network systems motivates an investigation of how specific pathways of network evolution alter the dynamical behaviors of coupled oscillators.

To date, studies of the evolution of coupled oscillators on temporally-evolving networks have often used the Kuramoto model. This model is an established system for studying synchronization behavior, widely used for its simplicity and analytical tractability. For Kuramoto oscillators in the limit of fast network rewiring, prior work has shown that switching between different coupling topologies has the same effect as allowing oscillator dynamics to evolve on a network with weights averaged over the different switching topologies [13]. In contrast, another study investigated the effects of network connectivity that co-evolves with Kuramoto oscillator dynamics, and showed that an adaptive rewiring scheme where oscillators re-route links away from their neighbors with which they are most in-phase can result in network topologies that enhance synchronization [14]. Other work has demonstrated that networks of phase-lagged Kuramoto oscillators with a biologically-inspired Hebbian learning rule gives rise to unique spatiotemporal modes of oscillation [15]. These studies are illustrative of the breadth of the field [16][21], which collectively demonstrates that the dynamics of Kuramoto oscillators depend appreciably on the type of reconfiguration that the coupling network undergoes.

In the presence of a bimodal natural frequency distribution, phase lags, or frequency-degree correlations, the Kuramoto model can exhibit a variety of complex behaviors, such as hysteretic transitions as a function of coupling strength [22][23]. However, under the most generic conditions, the Kuramoto model does not exhibit path-dependent dynamics. Specifically, when adiabatically increasing and then decreasing the coupling strength of a Kuramoto oscillator population, the value of the order parameter is typically identical along the forward and backward transitions. Indeed, for non-negative values of coupling, systems of Kuramoto oscillators are monostable...
indicating that the path of network evolution taken during oscillator dynamics does not affect levels of synchrony once a coupling pattern has been fixed. In other words, history has no effect on the dynamics of standard Kuramoto oscillators once transient effects are discarded.

In contrast, systems of second-order Kuramoto oscillators are known to be sensitive to history. In particular, the introduction of an inertial term to the Kuramoto model has been shown to result in highly multistable dynamics in certain parameter regimes [28, 29]. Unlike in the standard Kuramoto model, adiabatically tuning the coupling strength of inertial Kuramoto oscillators results in hysteretic synchronization transitions [30]. Specifically, slowly increasing and then decreasing the coupling strength of inertial Kuramoto oscillators creates a hysteresis loop in the order parameter, indicating that inertial oscillator dynamics can depend significantly on prior conditions. Furthermore, it has been analytically proven that any nonzero amount of inertia can induce these hysteresis loops by turning a supercritical bifurcation into a subcritical bifurcation [31]. These behaviors and the studies unearthing them collectively suggest that path-dependent dynamics may arise from time-varying connectivity in networks of inertial Kuramoto oscillators.

Like the standard Kuramoto model, the inertial Kuramoto model has also proven insightful for understanding real-world systems. The inertial Kuramoto model was first introduced to explain synchronization patterns in groups of fireflies [32]. It has since been used extensively to study the stability of power grids and the synchronization of Josephson junctions [33]. One interpretation of the inertial term is that it extends the Kuramoto model beyond the simplified and completely overdamped regime, where system dynamics behave analogously to coupled units oscillating in an extremely viscous medium. The inclusion of inertia allows for both underdamped and overdamped dynamics, depending on the value of the inertial constant. In the context of neuroscience, one source of biological support for the inclusion of an inertial term in equations for neural dynamics comes in the form of inertia being analogous to inductance [34]. Forms of inductance have been observed experimentally in squid axons, and the inclusion of inductive effects in models of neurons has been shown to allow for richer modulation of temporal dynamics [35, 36]. Other studies have used inertial phase oscillators as a simplified model for the dynamics of a neuron with an axon and dendrite [37, 38], finding that incorporating inertia to model dendritic dynamics can alter responses to stimulation.

Given the sensitivity of the inertial Kuramoto model to history, we hypothesize that network rewiring alone can induce path-dependent behavior in networks of inertial Kuramoto oscillators. This hypothesis, combined with the relevance of the inertial Kuramoto model to real-world systems, prompts us to investigate how specific network evolution pathways affect the collective behavior of inertial Kuramoto oscillators. In particular, some important questions arise: how does the process of network evolution impact the dynamics of a population of inertial oscillators? In addition, which paths of network evolution are effective in synchronizing or desynchronizing inertial oscillators, and to what extent do these effects persist after further network rewiring? Previous studies have shown that for standard Kuramoto oscillators with static connectivity, modular network structures promote local synchrony but hinder global synchronization [39, 40]. In addition, prior work suggests that high alignment between the eigenvectors of the network Laplacian and the oscillators’ natural frequencies can enhance synchronization in the standard Kuramoto model [8]. These results prompt an analysis of whether modular networks and synchrony-optimized networks behave similarly for the case of inertial oscillators at each node, and how paths of network evolution towards or away from these special topologies may affect system dynamics.

The remainder of the paper is organized as follows. Section II introduces the inertial Kuramoto model on complex networks. In Section III, we examine how the collective dynamics of inertial oscillators are affected by different network evolution schemes, and we analyze the robustness of effects induced by network rewiring. We conclude in Section IV with a discussion of our findings as well as of possible areas for further study.

II. THE INERTIAL KURAMOTO MODEL

A system of $N$ inertial Kuramoto oscillators evolves according to the equation

$$m\dot{\theta}_i + \ddot{\theta}_i = \omega_i + \alpha \sum_{j=1}^{N} A_{ij} \sin(\theta_j - \theta_i),$$

where $\theta_i$ represents the instantaneous phase of the $i$th oscillator, $\omega_i$ is the natural frequency of the oscillator, $\alpha$ is the coupling strength, $m$ is the inertial constant, and $A$ is an $N \times N$ unweighted, undirected adjacency matrix representing network connectivity. Note that in the overdamped limit $m \to 0$, the original first-order Kuramoto model is recovered.

The instantaneous level of global synchrony in a population of oscillators is usually quantified by the modulus of the complex order parameter

$$R(t) = \frac{1}{N} \left| \sum_{j=1}^{N} e^{i\theta_j(t)} \right|,$$

which takes on values ranging from 0 to 1, with higher values indicating higher levels of phase synchronization. We also introduce the time-averaged order parameter

$$\langle R \rangle = \frac{1}{T} \int_{T}^{T+T} R(t) dt,$$
FIG. 1: A schematic of the network rewiring process. Initially, the network connectivity evolves from \(G_0\) to \(G_f\) through a series of unweighted and undirected intermediate graphs (dashed arrow). The network connectivity then returns to \(G_0\) through the same series of intermediate graphs (solid arrow). Throughout this rewiring process, oscillator dynamics evolve atop the time-varying connectivity.

where \(T_R\) represents a discarded transient period, and \(T\) is the length of the interval over which the order parameter is averaged.

III. SIMULATIONS AND REWIRING PROCEDURES

We used \(N = 100\) oscillators in all simulations. Initial phases \(\{\theta_i(0)\}\) were selected at random from \([-\pi, \pi]\), while initial frequencies \(\{\dot{\theta}_i(0)\}\) and natural frequencies \(\{\omega_i\}\) were both selected at random from a uniform distribution in the interval \([-3, 3]\). Unless specified otherwise, reported measures represent ensemble averages over different graph structures, initial conditions, and natural frequencies.

To understand how time-varying connectivity affects networked inertial oscillators, we developed a network rewiring scheme that allowed us to isolate the effects of network rewiring on oscillator dynamics. Given initial and final graphs \(G_0 = (V, E_0)\) and \(G_f = (V, E_f)\), we generated a sequence of intermediate graphs \(\{G_0, G_1, \ldots G_f\}\) that determined how network topology would vary over time. Specifically, let \(S_\text{del} = E_0 \setminus E_f\) denote the edges in \(G_0\) but not in \(G_f\), and let \(S_\text{add} = E_f \setminus E_0\) be the edges in \(G_f\) but not in \(G_0\). We generate the \(i + 1\)th intermediate graph \(G_{i+1}\) from \(G_i\) by randomly removing \(\approx |S_\text{del}|/f\) edges in \(S_\text{del} \cap E_f\) from \(G_i\), and randomly adding \(\approx |S_\text{add}|/f\) edges in \(S_\text{add} \cap E_f\) to \(G_i\), where \(G = (V, E)\) represents the complement graph of \(G\).

After generating the sequence of graphs \(\{G_0, \ldots, G_f\}\), we carried out a two-step process (Fig. 1). First, we simulated the time-evolution of inertial oscillator dynamics as network connectivity evolved from \(G_0\) to \(G_f\) through the series of intermediate networks. Then, we continued the time-evolution of inertial oscillator dynamics as network connectivity evolved from \(G_f\) back towards \(G_0\) through the same series of intermediate graphs. For our simulations, we use \(f = 50\) transition graphs, and the network rewiring occurs every \(l = 5 \times 10^4\) time-steps at \(\Delta t = 0.02\) resolution. We also confirm that our main results hold when using different timescales of rewiring, as well as when using a different number of transition graphs (see Supplementary Figs. 10 and 11). Time-averaged values of the order parameter at each network in the rewiring process are reported after discarding a transient period of \(T_R = \frac{1}{2}(l \times \Delta t)\). Additional initial and final transients of simulations are also explicitly shown where appropriate.

III.A. Varying Network Density

We first demonstrate that hysteretic synchronization behavior occurs while increasing and then decreasing network density as oscillator dynamics evolve atop the time-varying network structure. We generate graphs \(G_0\) through \(G_f\) by starting with a random Erdős–Rényi graph with an average degree of \(\langle k \rangle = 10\). We next add edges uniformly at random until a graph \(G_f\) with an average degree of \(\langle k \rangle = 40\) is reached. Then, we apply the rewiring procedure (see Sec. III) to generate all intermediate graphs between \(G_0\) and \(G_f\). Starting with \(G_0\) we allow the dynamics of the oscillators to run atop the graph with random initial conditions \(\{\theta_i(0)\}\) and \(\{\dot{\theta}_i(0)\}\). Next, we switch the network topology to \(G_1\), a slightly denser graph, using the final states of the oscillators from running atop \(G_0\) as the initial conditions for \(G_1\). This sequential process is repeated until \(G_f\) is reached, and is then continued in reverse until the network returns to \(G_0\). We hold \(m\) and \(\alpha\) constant throughout the process.

To determine if the presence of inertia gives rise to path-dependent behavior, we allow Kuramoto oscillator dynamics to evolve with and without inertia while we vary network density in the manner described above. To compare the two situations, we set the coupling values for the non-inertial and inertial system such that the initial level of synchrony is relatively low and comparable between the two cases. As expected, in the absence of inertia, we find that oscillator dynamics evolve in a reversible manner throughout the \(G_0 \rightarrow G_f \rightarrow G_0\) rewiring process, suggesting that dynamics are identical for the same network structures regardless of the network evolution pathway taken to reach those structures (Fig. 2a). However, this reversibility is not observed in the presence of inertia (Fig. 2b), where we instead observe asymmetric trajectories of both phase synchronization and frequency entrainment as a function of time.

Given the irreversibility of collective dynamics in the inertial case, we hypothesized that a hysteresis loop of the time-averaged order parameter should form as the network density is slowly increased and then decreased back to its initial value. We indeed observe this phenomena when inertia is present (Fig. 2b), but not for the standard Kuramoto system (Fig. 3a). Note that this finding is consistent with prior work reporting hysteretic behavior in the second-order Kuramoto model while tuning the coupling strength but holding network connectivity fixed [30]. Indeed, for Erdős–Rényi random networks, it is intuitive that increasing and then decreasing network density should have an effect similar to that of increasing and then decreasing the coupling strength.

Our observations thus far leave unanswered the question of how varying network density in the manner we describe affects oscillator dynamics when both inertia and
FIG. 2: Oscillator dynamics when varying network density, with and without inertia. Single-instance examples of all oscillators’ instantaneous frequencies $\{\dot{\theta}_i\}$ (top panels) and the global order parameter $R(t)$ (bottom panels) as a function of time as network density is first increased ($\langle k \rangle = 10 \rightarrow 40$) and then decreased ($\langle k \rangle = 40 \rightarrow 10$) as the dynamics run. (a) The process with no inertia ($m = 0$, $\alpha = 0.15$). (b) The process with inertia ($m = 2$, $\alpha = 0.3$). Network evolution from $G_{0}$ to $G_{1}$ and from $G_{f}$ back to $G_{0}$ are colored blue and red, respectively. For visual clarity, these examples were produced on a faster rewiring timescale than described in the main text ($l = 10^3$). Parameters have been chosen such that minimum and maximum levels of synchrony are comparable in the two cases.

FIG. 3: Inertia causes hysteresis in the order parameter when varying network density. The time-averaged order parameter $\langle R \rangle$ as network density is first increased ($\langle k \rangle = 10 \rightarrow 40$) and then decreased ($\langle k \rangle = 40 \rightarrow 10$) (a) The process with no inertia ($m = 0$, $\alpha = 0.15$). (b) The process with inertia ($m = 2$, $\alpha = 0.3$). The coupling strength in panel (a) has been chosen to ensure that minimum and maximum levels of synchrony are comparable in the two cases. In both panels, the order parameter is plotted against the graph index of the intermediate graphs (rather than the average degree) to emphasize that $\langle R \rangle$-values lying along the same vertical line were obtained from identical oscillator network-connectivity. All curves depict averages over 25 instantiations.

strong network coupling are present. To investigate this case, we increased the global coupling strength $\alpha$ for both the inertial and non-inertial system such that the initial synchrony level would be immediately-valued and again approximately the same for the two conditions. In this manner, the oscillators would initially exhibit partially synchronized dynamics in both cases. At high coupling, the order parameter for the model without inertia continues to exhibit reversible behavior (Fig. (a)). In contrast, transitions from low-density networks towards and away from high-density networks create a significant separation between the forward and backward order parameter curves when inertia is present (Fig. (b)). However, the form of the irreversibility at high coupling is qualitatively different than that observed with moderate coupling (Fig. (b)). As opposed to the case with moderate coupling, no closed hysteresis loop is formed. Rather, at high coupling, levels of synchrony remain markedly increased even after the original lowest-density network is recovered. The shape of this trajectory suggests that, when the parameters and initial network connectivity of inertial oscillators allow for partially synchronized oscillator dynamics, network evolution towards and away from more synchronizable network structures may irreversibly increase the levels of global synchrony.

III.B. Constant Network Density

The changes we report in the rewiring processes described above could be a function of both the changing topology and the changing network density. To isolate the effects of changing topology it is therefore of interest to consider rewiring processes that maintain the network density. This case is also particularly relevant to real-world network systems wherein there often exists a cost associated with the development and maintenance of network connections. For example, the energy consumed by synapses in mammalian brains places metabolic constraints on brain development [20, 41]. A question then arises whether there exist fixed-density rewiring schemes that also produce significant separation between the for-
ward and backward order parameter curves. To answer this question, it is useful to consider network evolution pathways toward or away from topologies known to be highly synchronizable in the standard Kuramoto model. Prior work has demonstrated that networks of standard, first-order Kuramoto oscillators with optimal alignment between the network Laplacian’s eigenvectors and the oscillators’ natural frequencies are highly synchronizable [8]. To describe this alignment, let $\lambda_j$ and $v_j$ represent the $j$-th largest eigenvalue and its corresponding eigenvector of the network Laplacian $L_{ij} = b_i k_i - A_{ij}$, where $k_i$ is the degree of node $i$. Following Ref. [8], in the strongly synchronized regime, minimizing the synchrony alignment function

$$J(\omega, L) = \frac{1}{N} \sum_{j=2}^{N} \lambda_j^{-2} (v_j, \omega)^2,$$  \hspace{1cm} (4)$$

serves to maximize the global order parameter $R$ in the standard Kuramoto model.

Applying this approach, we generated synchrony-aligned networks of a given average degree $(k)$ via a hill-climbing algorithm with the procedure described in Ref. [8] (See Supplementary Material). Then, using Erdős–Rényi graphs for $G_0$ and synchrony-aligned graphs for $G_f$, we simulated the network evolution pathway defined by $G_0 \rightarrow G_f \rightarrow G_0$ while maintaining a fixed network density $(\langle k \rangle = 20)$.

We begin by considering a situation of relatively high global coupling (Fig. 5a). For the standard Kuramoto model, rewiring towards synchrony-aligned networks increases the order parameter substantially, and as expected, the synchrony level returns to its initial value along the same path as the network returns back to the original Erdős–Rényi graph (Fig. 5a). When inertia is incorporated (and the coupling strength adjusted to obtain a similar level of initial synchrony), we again find that network evolution towards synchrony-aligned graphs enhances the order parameter, and the system nears perfect synchrony at $G_f = G^*$ (Fig. 5b). Moreover, in contrast to the non-inertial case, the transition from Erdős–Rényi graphs toward and away from synchrony-aligned graphs creates a significant separation between the forward and backward order parameter curves. However, this rewiring does not elicit a closed hysteresis loop. Similar to the case of varying network density with strong coupling (Fig. 4), for the second-order Kuramoto model, we find that the steady-state level of synchrony is maintained at a significantly higher value even after the system returns to the original Erdős–Rényi graph.

We next quantify how the steady-state synchronization gap $R^{ss}_f - R^{ss}_0$ changes over a swath of the inertia-coupling parameter space ($0.2 \leq \alpha \leq 0.5, 1.0 \leq m \leq 2.5$). Here, $R^{ss}_0$ and $R^{ss}_f$ represent the initial and final time-averaged order parameters, respectively, after discarding a long transient period (Fig. 6a). At high coupling and low inertia, there is little steady-state separation between the initial steady-state order parameter $R^{ss}_0$ and the final steady-state order-parameter $R^{ss}_f$. This behavior is expected because oscillators with high coupling and low inertia reach close-to-perfect synchrony on the initial Erdős–Rényi connection topology (Fig. 6b); rewiring towards synchrony-aligned networks can therefore only induce a small enhancement of the order parameter (Fig. 6d). As detailed further in the following paragraph, low coupling and high inertia also result in negligible steady-state separations $R^{ss}_f - R^{ss}_0$ (e.g., the parameter combination denoted by the green triangle in Fig. 5b). In contrast, in the regime of moderate coupling and moderate inertia, the network evolution process has a clear sustained effect on the system’s collective dynamics as reflected in the steady-state synchronization gap $R^{ss}_f - R^{ss}_0$.

To dig deeper into the behavior of the system, we next consider the fact that for some parameter combinations, the Erdős–Rényi → synchrony-aligned → Erdős–Rényi network evolution could induce a hysteresis loop but not a steady-state synchrony gap. To assess this more nu-
FIG. 5: Synchrony gains through network evolution at constant density and intermediate coupling. The time-averaged order parameter \( \langle R \rangle \) as the network connectivity of inertial oscillators evolves from an Erdős–Rényi graph towards a synchrony-aligned graph at constant density \((\langle k \rangle = 20)\), followed by reversal along the same set of intermediate networks until the original connectivity graph is recovered. (a) The process with no inertia \((m = 0, \alpha = 0.18)\). (b) The process with inertia \((m = 2, \alpha = 0.3)\). Note that coupling strengths have been chosen such that minimum and maximum levels of synchrony are comparable in the two cases depicted in panels (a) and (b). All curves depict averages over 25 instantiations.

FIG. 6: Effects of fixed-density rewiring from Erdős–Rényi to synchrony-aligned networks and back, as a function of the coupling strength and inertia. We show the behavior of the order parameter \( \langle R \rangle \) as rewiring occurs from Erdős–Rényi \( \rightarrow \) synchrony-aligned \( \rightarrow \) Erdős–Rényi networks while maintaining a constant density of \( \langle k \rangle = 20 \). (a) Gain in the level of global synchrony as a result of the rewiring process from Erdős–Rényi \( \rightarrow \) synchrony-aligned \( \rightarrow \) Erdős–Rényi over a portion of the \( \alpha-m \) parameter space. (b) The time-averaged order parameter \( \langle R \rangle \) throughout the rewiring process with parameters \( m = 1.7, \alpha = 0.36 \). (c) Area between the forward (Erdős–Rényi \( \rightarrow \) synchrony-aligned) and backward (synchrony-aligned \( \rightarrow \) Erdős–Rényi) order parameter \( \langle R \rangle \) curves over a portion of the \( \alpha-m \) parameter space. Area is defined such that it is positive when the backward order parameter curve is above the forward curve. Note that we discarded contributions from initial and final transients. (d) The time-averaged order parameter \( \langle R \rangle \) throughout the rewiring process with parameters \( m = 2.3, \alpha = 0.24 \). The inset reports results from the same process but with the standard Kuramoto model, where the coupling strength has been chosen such that initial levels of synchrony are comparable to the inertial case \((\alpha = 0.169)\). Parameter combinations corresponding to Figs. (a), (b), and (d) are marked accordingly on Figs. (c) and (d). All curves and measures depict averages over 25 instantiations.
anced behavior, we calculated the area between the forward and backward order parameter $\langle R \rangle$ curves resulting from Erdős–Rényi $\rightarrow$ synchrony-aligned $\rightarrow$ Erdős–Rényi network evolution, over the same inertia-coupling parameter space (Fig. 6c). For this analysis, the area is defined such that it is positive when the backward order parameter curve is above the forward curve (and we again ignore contributions from initial and final transient periods). Interestingly, we observe a regime at low coupling and high inertia where no steady-state synchrony gap is produced, but hysteresis loops of negative area are formed (Fig. 6d). That is, the order parameter actually decreases upon rewiring towards synchrony-aligned networks, and then increases back to its initial value along the reverse network evolution pathway.

This type of dynamical trajectory could be a natural consequence of the fact that the derivation of the synchrony alignment function used to produce synchrony-aligned networks employs the approximation of the strong synchrony regime $\mathcal{S}$. This fact in turn suggests that synchrony-aligned networks could be ineffective in promoting synchronization when synchronizability is already low as a result of parameter choices. However, it is also possible that the ineffectiveness of synchrony-aligned networks (and the emergence of hysteresis loops characterized by negative area) in some parameter regimes is a consequence of inertia rather than initial synchrony levels alone. Indeed, oscillators coupled through synchrony-aligned networks exhibit strong sensitivity to initial synchrony levels when inertia is present (see Supplementary Figs. 13 and 14). To probe this possibility further, we assessed the Erdős–Rényi $\rightarrow$ synchrony-aligned $\rightarrow$ Erdős–Rényi rewiring process using the standard Kuramoto model, with a coupling strength chosen to make initial synchrony levels comparable to that of the main panel in Fig. 6a. Consistent with the idea that inertia is responsible for the ineffectiveness of synchrony-aligned networks in some parameter regimes, we find that standard Kuramoto oscillators with similar levels of initial synchrony still synchronize well when they are rewired towards a synchrony-aligned topology (Fig. 6d inset).

III.C. Further Network Perturbation

We next sought to quantify the robustness of increases in synchronization due to network rewiring. We began by taking the final, high-synchrony states of inertial oscillators obtained after rewiring towards and away from synchrony-aligned graphs at intermediate coupling (Fig. 5a), and using these final states as initial conditions for a set of new simulations. The initial topologies $G_0$ of these new simulations were the original Erdős–Rényi graphs used and the parameters remained fixed at $m = 2$, $\alpha = 0.3$. While holding network density constant, we then rewired oscillator connectivity towards and away from one of four final network topologies $G_f$: 1) other Erdős–Rényi graphs, 2) synchrony-misaligned graphs, 3) random modular graphs, or 4) frequency modular graphs (see Supplementary Materials for details on graph construction). These final network structures were chosen so as to assess the level of topological perturbation needed to effectively desynchronize systems of inertial oscillators in a high-synchrony state induced by a particular network evolution history.

We hypothesized that further network evolution towards and away from other Erdős–Rényi graphs would have little effect on global synchrony, and would preserve most of the prior synchrony gains. In contrast, we expected that networks with modular organization may effectively erase global synchrony gains resulting from a specific path of network evolution. In particular, we conjectured that frequency modular graphs—graphs created by assigning oscillators with similar natural frequencies to the same module—would be most effective in perturbing rewiring-induced gains in global synchrony. Consistent with intuition, we found that rewiring towards other Erdős–Rényi graphs had little-to-no effect on levels of synchrony (Fig. 7a). In every numerical experiment, the system remained at the enhanced synchrony level acquired under Erdős–Rényi $\rightarrow$ synchrony-aligned $\rightarrow$ Erdős–Rényi network evolution, with little deviation throughout both the forward and backward rewiring trajectories. This finding suggests that gains in synchrony due to network rewiring through synchrony-aligned graphs are quite robust to further random network perturbations.

Still, it remains unclear as to which topologies might be able to desynchronize inertial oscillators with synchrony gains resulting from a particular network evolution history. To probe this question further, one natural idea is to use synchrony-misaligned graphs for the $G_f$ network structures (blue curves in Fig. 5a). Such networks are constructed by maximizing (rather than minimizing) the synchrony alignment function (Eq. 4), and thus should theoretically be quite difficult to desynchronize. We found that rewiring trajectories towards the synchrony-misaligned graphs induced partial desynchronization of the oscillators. Interestingly, though, we observed clear irreversibility in the order parameter as we rewired from the synchrony-misaligned graphs back to the original Erdős–Rényi graphs. Specifically, the system did not fully return to the baseline synchrony level obtained with random initial conditions (green dotted line in Fig. 7).

For our final analysis, we wished to investigate whether networks that promote local synchrony can effectively reset gains in global synchrony resulting from network history. To do so, we considered modular networks, which have topologies known to favor local synchrony over global synchrony. Rewiring towards both random modular and frequency modular $G_f$ graphs greatly reduced the global synchrony of the oscillators (see forward trajectories in Fig. 7a). However, only evolution towards frequency modular graphs gave rise to ef-
FIG. 7: The robustness of gains in global synchrony from network evolution through synchrony-aligned graphs. We considered the final states of oscillators from Erdős–Rényi → synchrony-aligned → Erdős–Rényi shown in Fig. 6. We then used these final states as initial conditions for a simulation that began at the same Erdős–Rényi $G_0$ connectivity and evolved toward and away from one of four final network topologies $G_f$. (a) Results of simulations in which $G_f$ was set to be another Erdős–Rényi graph (orange), or in which $G_f$ was set to be a synchrony-misaligned graph (blue). (b) Results of simulations in which $G_f$ was set to be a modular graph (orange), or in which $G_f$ was set to be a frequency modular graph (blue). Parameters $m = 2$, $\alpha = 0.3$ were used throughout all simulations for both panels. The horizontal dashed-line indicates the baseline level of synchrony obtained with $G_0$ connectivity and random initial conditions; that is, the order parameter prior to any network rewiring. All curves depict averages over 25 instantiations.

fecteds that remained even after Erdős–Rényi $G_0$ connectivity was recovered (see backward trajectories in Fig. 7b). This behavior might occur because, in addition to discouraging global synchronization, frequency modular graphs are more prone to allowing oscillators to evolve onto the cluster synchronization manifold, resetting much of the history of global synchrony (see Supplementary Fig. 15). Note also that rewiring towards frequency-modular graphs yields a slightly lower level of global synchrony than rewiring to modular graphs, which may also play a role in determining the final level of synchrony after rewiring back to the Erdős–Rényi networks.

In sum, our results indicate that the extent to which enhanced synchrony is maintained after further network rewiring depends on more than just how effectively the $G_f$ topology reduces global synchrony during its presence. In particular, global synchrony while $G_f$ topology was present was higher for synchrony-misaligned graphs than for random modular graphs, but as the system returned to its initial topology along the backward transition, the synchrony-misaligned pathway ultimately led to more sustained desynchronization. This pattern of findings suggests that the specific pathway of network evolution can play a key role in modulating the collective dynamics of coupled oscillators, beyond just the immediate effects that different network structures have on synchrony.

IV. DISCUSSION

In this paper, we investigated how various routes of network evolution affect systems of coupled oscillators. Networks of standard Kuramoto oscillators are monostable [26, 27]. Therefore, under generic conditions they are unaffected by network rewiring processes; the post-transient global synchrony of oscillators at a given time are a function of just the network structure present at that time. However, it may not be the case that this path-independent behavior persists in systems of inherently multistable oscillators. To probe the question of whether multistability in the dynamics of individual oscillators gives rise to path-dependent behavior under network rewiring, we used the inertial Kuramoto model, which adds an inertial term to the standard Kuramoto model and consequently exhibits sensitivity to initial conditions [28, 29]. Prior work has shown that systems of inertial oscillators can exhibit hysteretic synchronization transitions as the coupling strength is increased and then decreased [30]. For networked oscillators, this tuning of the coupling strength can be regarded as a global scaling of the strength of connections that leaves the network topology intact.

However, in many systems, it is the network organization itself—i.e., where edges exist or do not exist—that is dynamic, rather than the overall strength of each connection [10–12]. In these cases, it then becomes interesting to ask whether networks of inertial oscillators exhibit path-dependent dynamics induced by changes in network organization alone. To answer this question, we developed a network rewiring procedure that isolates the effects of network evolution history. Specifically, we evolved the network connectivity of systems of inertial (and non-inertial) oscillators towards a pre-specified final network structure, and then we reversed the rewiring process along the same path. In this way, any path-dependent synchronization behavior would be reflected as asymmetries of the order parameter between the forward and backward network rewiring trajectories.

We first investigated the effects of slowly increasing the network density of random graph topology and then reversing the evolution until the original graph was recovered. For oscillators with moderate inertia and coupling, we found that this density-varying process could induce
hysteretic synchronization behavior, with oscillators preferring to stay in a more globally synchronized state for more of the backward rewiring process than the forward rewiring process. This finding is in line with the aforementioned work on hysteretic behavior of inertial Kuramoto oscillators with tuning of the coupling strength [33]: it is natural to expect that increasing the density of connections in non-sparse random networks will yield similar effects to that of globally increasing the strength of connections between oscillators. Expanding upon this understanding, the formation of a hysteresis loop as network density is varied demonstrates the existence of situations where identical network connectivity patterns give rise to different oscillator dynamics due to differences in network evolution history alone. Going a step further, we then analyzed the case of varying oscillator network density at high coupling, where we uncovered a qualitatively unique form of path-dependent behavior in which network rewiring results in irreversible gains in global synchrony.

To isolate the role of network topology from density-driven effects in path-dependent behavior, we next studied how inertial oscillators behave when their network topology is rewired at constant density. Specifically, we generated networks known to be highly synchronizable for the standard Kuramoto model, and analyzed the effects of constant-density rewiring of initially randomly-coupled networks of inertial oscillators toward and then away from these synchrony-aligned networks. Notably, we found that even when density is held constant throughout the network rewiring process, the dynamics of inertial oscillators can depend on previous network evolution history, and that this path-dependence is significant for a considerable portion of the inertia-coupling parameter space. In addition, gains in synchrony due to constant-density rewiring were robust to a number of subsequent network perturbations, with near-complete reversal of effects occurring only in the extreme case of further rewiring towards highly cluster-synchronizable networks. Collectively, these results demonstrate that variations in topology alone can drive path-dependent dynamics of inertial oscillators, and that the resulting effects typically persist even with further network evolution.

Opportunities for extensions and expansions. Our results prompt a number of interesting directions for further investigation, particularly related to the nature of the graphs studied, the nature of the rewiring process, and expansions to other formalisms and models. First we note that we considered networks with binary connectivity only. While a reasonable place to begin, it would be interesting in the future to study inertial oscillators evolving on time-varying weighted networks as well. In particular, the weights could be made to vary continuously in time [5, 42, 43], possibly making stability analysis of oscillator dynamics evolving along different network evolution pathways more analytically tractable. Such an extension could increase the relevance of our observations to real world systems, which are typically characterized by a high density of edges whose weights can vary over several orders of magnitude [44, 45].

Second, we studied the effects of rewiring an initial network topology towards a final network topology, where the necessary edges to be moved were rewired in a random order. A future study could consider whether the order in which edges are rewired plays a significant role in the development of path-dependent behavior. Prior work has shown that enforcing certain relationships between pairwise differences in the natural frequencies of oscillators and their coupling patterns may promote more complex oscillator dynamics, such as explosive synchronization [48, 49]. Therefore, it is possible that first placing edges between oscillators with the least similar natural frequencies may greatly affect how synchronization develops in both the forward and backward rewiring processes. Moreover, while the rewiring process used was convenient for illustrating potential path-dependent behavior, it was controlled in the sense that only the edges that ultimately needed to be added or removed to arrive at some final network structure were rewired, and each relevant edge was only altered once. It would be interesting to see how inertial oscillators behave when the rewiring process occurs in a more organic manner, such as by allowing for all edges to be added and pruned repeatedly while still maintaining that some pre-determined final network structure is eventually reached.

A third possible area for future study is to consider how path-dependence arises in a system of inertial oscillators adhering to an adaptive rewiring scheme, where the states of the oscillators themselves inform the network rewiring process [14, 19, 20, 43, 50]. In particular, investigating path-dependence in systems of inertial oscillators under Hebbian or anti-Hebbian adaptive rewiring [53, 55] may be insightful for understanding whether network evolution path-dependence plays a significant role in the development of neuronal networks. It is well known that the human brain undergoes a variety of structural changes during development [56, 58], not only in synaptic density but also in topological characteristics such as degree heterogeneity, clustering, and modularity [59, 60]. Such changes complicate any inferences drawn from the existing levels of synchronization, which may be both a function of the current network topology and a function of the network’s developmental history.

Another interesting avenue for future work would be to examine how multilayer oscillator networks behave in the presence of inertia and network rewiring. Prior work has shown that multilayer oscillator networks exhibit a variety of rich behaviors [61]. For example, explosive synchronization may occur in two-layer networks with adaptive coupling [62, 63]. Such behavior has even been shown to occur when an oscillator network is coupled to an entirely different dynamical process, such as a nutrient transport layer [64]. Future work could fruitfully investigate how multilayer oscillator networks evolve in the presence of inertia, and examine the role of path-dependence.

To isolate the role of network topology from density-driven effects in path-dependent behavior, we next studied how inertial oscillators behave when their network topology is rewired at constant density. Specifically, we generated networks known to be highly synchronizable for the standard Kuramoto model, and analyzed the effects of constant-density rewiring of initially randomly-coupled networks of inertial oscillators toward and then away from these synchrony-aligned networks. Notably, we found that even when density is held constant throughout the network rewiring process, the dynamics of inertial oscillators can depend on previous network evolution history, and that this path-dependence is significant for a considerable portion of the inertia-coupling parameter space. In addition, gains in synchrony due to constant-density rewiring were robust to a number of subsequent network perturbations, with near-complete reversal of effects occurring only in the extreme case of further rewiring towards highly cluster-synchronizable networks. Collectively, these results demonstrate that variations in topology alone can drive path-dependent dynamics of inertial oscillators, and that the resulting effects typically persist even with further network evolution.

Opportunities for extensions and expansions. Our results prompt a number of interesting directions for further investigation, particularly related to the nature of the graphs studied, the nature of the rewiring process, and expansions to other formalisms and models. First we note that we considered networks with binary connectivity only. While a reasonable place to begin, it would be interesting in the future to study inertial oscillators evolving on time-varying weighted networks as well. In particular, the weights could be made to vary continuously in time [5, 42, 43], possibly making stability analysis of oscillator dynamics evolving along different network evolution pathways more analytically tractable. Such an extension could increase the relevance of our observations to real world systems, which are typically characterized by a high density of edges whose weights can vary over several orders of magnitude [44, 45].

Second, we studied the effects of rewiring an initial network topology towards a final network topology, where the necessary edges to be moved were rewired in a random order. A future study could consider whether the order in which edges are rewired plays a significant role in the development of path-dependent behavior. Prior work has shown that enforcing certain relationships between pairwise differences in the natural frequencies of oscillators and their coupling patterns may promote more complex oscillator dynamics, such as explosive synchronization [48, 49]. Therefore, it is possible that first placing edges between oscillators with the least similar natural frequencies may greatly affect how synchronization develops in both the forward and backward rewiring processes. Moreover, while the rewiring process used was convenient for illustrating potential path-dependent behavior, it was controlled in the sense that only the edges that ultimately needed to be added or removed to arrive at some final network structure were rewired, and each relevant edge was only altered once. It would be interesting to see how inertial oscillators behave when the rewiring process occurs in a more organic manner, such as by allowing for all edges to be added and pruned repeatedly while still maintaining that some pre-determined final network structure is eventually reached.

A third possible area for future study is to consider how path-dependence arises in a system of inertial oscillators adhering to an adaptive rewiring scheme, where the states of the oscillators themselves inform the network rewiring process [14, 19, 20, 43, 50]. In particular, investigating path-dependence in systems of inertial oscillators under Hebbian or anti-Hebbian adaptive rewiring [53, 55] may be insightful for understanding whether network evolution path-dependence plays a significant role in the development of neuronal networks. It is well known that the human brain undergoes a variety of structural changes during development [56, 58], not only in synaptic density but also in topological characteristics such as degree heterogeneity, clustering, and modularity [59, 60]. Such changes complicate any inferences drawn from the existing levels of synchronization, which may be both a function of the current network topology and a function of the network’s developmental history.

Another interesting avenue for future work would be to examine how multilayer oscillator networks behave in the presence of inertia and network rewiring. Prior work has shown that multilayer oscillator networks exhibit a variety of rich behaviors [61]. For example, explosive synchronization may occur in two-layer networks with adaptive coupling [62, 63]. Such behavior has even been shown to occur when an oscillator network is coupled to an entirely different dynamical process, such as a nutrient transport layer [64]. Future work could fruitfully investigate how multilayer oscillator networks evolve in the presence of inertia, and examine the role of path-dependence.
in multilayer oscillator networks with dynamic connectivity.

Finally, it is worth noting that other variants of the Kuramoto model can also exhibit multistability, such as the Kuramoto-Sakaguchi model with time-delayed coupling \cite{22, 23}. It would thus also be insightful to investigate the interplay between multistability arising from these alternative means and the network evolution of oscillator connectivity.

**Conclusion.** Discerning the effects of dynamic network organization on the collective behavior of coupled dynamical subunits remains an important area of study, with implications for a number of physical and biological systems \cite{3, 5, 10, 12}. To understand whether oscillators coupled through time-varying networks can be significantly affected by the history of the coupling network, or if only the final network structures obtained from the network evolution process are relevant, we have studied the impact of various network rewiring pathways on systems of inertial Kuramoto oscillators. We have observed many situations throughout this study where markedly different oscillator dynamics and levels of synchrony can arise from the same network structure solely due to differences in prior connectivity patterns. In particular, we have found that network rewiring can drive hysteretic synchronization behavior of inertial oscillators via increasing and decreasing network density, and that even changes in topology alone from constant-density network rewiring can induce path-dependent behavior. These findings demonstrate that beyond the overdamped limit, pathways of network evolution themselves play an important role in regulating the behavior of networks of coupled subunits, and require consideration when studying the dynamics of systems evolving over complex networks, and when devising strategies for their control.
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VI. CITATION DIVERSITY STATEMENT

Recent work in several fields of science has identified a bias in citation practices such that papers from women and other minorities are under-cited relative to the number of such papers in the field \cite{65, 70}. Here we sought to proactively consider choosing references that reflect the diversity of the field in thought, form of contribution, gender, and other factors. We obtained predicted gender of the first and last author of each reference by using databases that store the probability of a name being carried by a woman \cite{65, 71}. By this measure (and excluding self-citations to the first and last authors of our current paper), our references contain 9.4\% woman(first)/woman(last), 7.8\% man/woman, 15.6\% woman/man, 56.2\% man/man, and 10.94\% unknown categorization. This method is limited in that a) names, pronouns, and social media profiles used to construct the databases may not, in every case, be indicative of gender identity and b) it cannot account for intersex, non-binary, or transgender people. We look forward to future work that could help us to better understand how to support equitable practices in science.
VII. SUPPLEMENTARY MATERIAL

Generating synchrony-aligned networks: We generated synchrony-aligned networks of a given average degree \( \langle k \rangle \) via a hill-climbing algorithm \cite{8} as follows: starting with an Erdős–Rényi graph \( G \) with average degree \( \langle k \rangle \), an edge is deleted at random and replaced with an edge between two randomly chosen nonadjacent nodes, producing \( G' \). If \( J(\omega, L') < J(\omega, L) \), then \( G' \) is accepted; otherwise, the original graph \( G \) is retained. This process was repeated for \( 2 \times 10^4 \) iterations until a synchrony-aligned graph \( G^* \) was obtained. Synchrony-misaligned networks were generated following the same procedure, but instead sought to maximize \( J(\omega, L) \).

Generating modular networks: Random modular graphs were generated by randomly assigning each oscillator to one of five modules, and then preferentially adding edges within modules so that 90\% of edges were intra-modular. Frequency modular graphs were generated similarly, but instead assigned modules to oscillators based on the similarity of their natural frequencies. This assignment was done by dividing the interval \([\omega_{\text{min}}, \omega_{\text{max}}]\) evenly into five intervals of the same length, where \( \omega_{\text{min}} \) and \( \omega_{\text{max}} \) correspond to the minimum and maximum natural frequency, respectively. Each oscillator was then assigned to a module corresponding to the one of five intervals that its natural frequency fell within.

Assessing cluster synchrony: We quantify the time-averaged pairwise synchrony between oscillators \( i \) and \( j \) in Figs. 15c and 15d by

\[
\langle R_{i,j} \rangle = \frac{1}{T} \left| \int_{T_n}^{T_n+T} \frac{1}{2} (e^{i\theta_j(t)} + e^{i\theta_i(t)}) dt \right|.
\] (5)

These values were computed while the modular or frequency modular \( G_f \) topology was present during Erdős–Rényi \( \rightarrow G_f \) \( \rightarrow \) Erdős–Rényi network evolution. As in Fig. 7b, the initial conditions were obtained from the high-synchrony states resulting from Erdős–Rényi \( \rightarrow \) synchrony-aligned \( \rightarrow \) Erdős–Rényi evolution (Fig. 5b).
FIG. 8: Oscillator dynamics while varying network density. Single-instance examples of the phases and frequencies of the oscillators vs. time $t$ as network density is first increased ($\langle k \rangle = 10 \to 40$) and then decreased ($\langle k \rangle = 40 \to 10$), with and without inertia. The red dotted line indicates the start of reverse network evolution. The oscillators are sorted in ascending order of natural frequencies, with each row corresponding to the time series of a particular oscillator. For visual clarity, these examples were produced on a faster rewiring timescale than described in the main text ($l = 1 \times 10^3$), with every tenth phase and frequency shown. The conditions for each simulation were chosen to make minimum and maximum levels of synchrony comparable: (a) without inertia ($m = 0, \alpha = 0.15$) (b) with inertia ($m = 2, \alpha = 0.3$).
FIG. 9: Oscillator dynamics while undergoing constant-density rewiring. Single-instance examples of the phases and frequencies of the oscillators vs. time $t$ as oscillators undergo Erdős–Rényi → synchrony-aligned → Erdős–Rényi rewiring at constant density ($\langle k \rangle = 20$), with and without inertia. The red dotted line indicates the beginning of reverse network evolution. The oscillators are sorted in ascending order of natural frequencies, with each row corresponding to the time series of a particular oscillator. For visual clarity, these examples were produced on a faster rewiring timescale than described in the main text ($l = 1 \times 10^3$), with every tenth phase and frequency shown. The conditions for each simulation were chosen to make minimum and maximum levels of synchrony comparable: (a) without inertia ($m = 0$, $\alpha = 0.15$) (b) with inertia ($m = 2$, $\alpha = 0.4$).
FIG. 10: Varying network density at different timescales. The time-averaged order parameter \( \langle R \rangle \) as network density is first increased \((\langle k \rangle = 10 \rightarrow 40)\) and then decreased \((\langle k \rangle = 40 \rightarrow 10)\) at different values of \( l \) and \( f \), where \( l \times f \) is kept constant to fix the total integration time. Both figures were produced with parameters \( m = 2, \alpha = 0.3 \) (i.e., with inertia). (a) Here, \( l = 2.5 \times 10^4 \) and \( f = 100 \). (b) Here, \( l = 5 \times 10^3 \) and \( f = 500 \). All curves depict averages over 25 instantiations.

FIG. 11: Constant-density rewiring at different timescales. The time-averaged order parameter \( \langle R \rangle \) as Erdős–Rényi → synchrony-aligned → Erdős–Rényi rewiring occurs at constant density \((\langle k \rangle = 20)\) for different values of \( l \) and \( f \), where \( l \times f \) is kept constant to fix the total integration time. Both figures were produced with parameters \( m = 2, \alpha = 0.3 \) (i.e., with inertia). (a) Here, \( l = 2.5 \times 10^4 \) and \( f = 100 \). (b) Here, \( l = 5 \times 10^3 \) and \( f = 500 \). All curves depict averages over 25 instantiations.

FIG. 12: Supplementary analysis of constant-density rewiring over the inertia-coupling parameter space. (a) The initial steady-state order parameter \( R_{ss}^b \) prior to Erdős–Rényi → synchrony-aligned → Erdős–Rényi rewiring. (b) The final steady-state order parameter \( R_{ff}^s \) after Erdős–Rényi → synchrony-aligned → Erdős–Rényi rewiring.
FIG. 13: The effect of the initial order parameter on networks of inertial oscillators with static Erdős–Rényi connectivity. The steady-state order parameter $R^{ss}$ resulting from static Erdős–Rényi connectivity for 100 different sets of initial phases, with parameters (a) $\alpha = 0.3$ and $m = 2$, and parameters (b) $\alpha = 0.24$ and $m = 2.3$, corresponding to the parameters of Figs. 5b and 6d, respectively. Initial phases were sampled so that various levels of initial synchrony are represented.

FIG. 14: The effect of the initial order parameter on networks of inertial oscillators with static synchrony-aligned connectivity. The steady-state order parameter $R^{ss}$ resulting from static synchrony-aligned connectivity for 100 different sets of initial phases, with parameters (a) $\alpha = 0.3$ and $m = 2$, and parameters (b) $\alpha = 0.24$ and $m = 2.3$, corresponding to the parameters of Figs. 5b and 6d, respectively. Initial phases were sampled so that various levels of initial synchrony are represented.
FIG. 15: Modular networks and their synchronizability during network evolution. Here we show examples of modular networks used for $G_f$ in Fig. 7b. (a, b) Examples of a random modular network and a frequency modular network used. Natural frequencies of the oscillators are shown. (c, d) The pairwise synchrony $\langle R_{i,j} \rangle$ corresponding to these examples is shown for all pairs of vertices while the $G_f$ topology ((c) random modular, or (d), frequency modular) is present during Erdős–Rényi $\rightarrow$ $G_f$ $\rightarrow$ Erdős–Rényi network evolution. Rows and columns are sorted by modules, with modules delimited on the axes. Initial conditions were obtained from the high-synchrony states resulting from Erdős–Rényi $\rightarrow$ synchrony-aligned $\rightarrow$ Erdős–Rényi evolution (Fig. 5b).
[34] Jinde Cao and Ying Wan. Matrix measure strategies for stability and synchronization of inertial bam neural network with time delays. *Neural Networks, 53*:165–172, May 2014.

[35] A. Mauro, F. Conti, F. Dodge, and R. Schor. Subthreshold behavior and phenomenological impedance of the squid giant axon. *The Journal of General Physiology, 55*(4):497–523, Jan 1970.

[36] Christof Koch. Cable theory in neurons with active, linearized membranes. *Biological Cybernetics, 32*(1–3):307–333, 1984.

[37] Kevin Dolan, Milan Majtanik, and Peter A Tass. Phase resetting and transient desynchronization in networks of globally coupled phase oscillators with inertia. *Physica D: Nonlinear Phenomena, 211*(1-2):128–138, 2005.

[38] Milan Majtanik, Kevin Dolan, and Peter A Tass. Desynchronization in networks of globally coupled neurons with dendritic dynamics. *Journal of biological physics, 32*(3–4):307–333, 2006.

[39] E. Oh, K. Rho, H. Hong, and B. Kahng. Modular synchronization in complex networks. *Physical Review E, 72*(4):047101, Oct 2005.

[40] Jan Karbowski. Approximate invariance of metabolic energy per synapse during development in mammalian brains. *PLoS ONE, 7*(3):e33425, Mar 2012.

[41] K. Fosseca-Azevedo and S. Herculano-Houzel. Metabolic constraint imposes tradeoff between body size and number of brain neurons in human evolution. *Proceedings of the National Academy of Sciences, 109*(45):18571–18576, Nov 2012.

[42] Rachel Leander, Suzanne Lenhart, and Vladimir Protopopescu. Controlling synchrony in a network of kuramoto oscillators with time-varying coupling. *Physica D: Nonlinear Phenomena, 301–302*:36–47, May 2015.

[43] Spase Petkoski and Aneta Stefanovska. Kuramoto model with time-varying parameters. *Physical Review E, 86*(4):046212, Oct 2012.

[44] M. A. Serrano, M. Boguna, and A. Vespignani. Extracting the multiscale backbone of complex weighted networks. *Proceedings of the National Academy of Sciences, 106*(16):6483–6488, Apr 2009.

[45] Furad Z. Farahani, Waldemar Karwowski, and Nicholas R. Lighthall. Application of graph theory for identifying connectivity patterns in human brain networks: A systematic review. *Frontiers in Neuroscience, 13*:585, Jun 2019.

[46] Emily M. Jin, Michelle Girvan, and M. E. J. Newman. Structure of growing social networks. *Physical Review E, 64*(4):046132, Sep 2001.

[47] Akrati Saxena and S. R. S. Iyengar. Evolving models for meso-scale structures. In *2016 8th International Conference on Communication Systems and Networks (COMSNETS)*, page 1–8. IEEE, Jan 2016.

[48] I. Leyva, A. Davila, Y. Yuzhe, J. A. Almendral, J. M. Buldú, M. Zanin, D. Papo, and S. Boccaletti. Explosive transitions to synchronization in networks of phase oscillators. *Scientific Reports, 3*(1):1281, Dec 2013.

[49] I. Leyva, I. Sendina-Nadal, J. A. Almendral, A. Davila, S. Olmi, and S. Boccaletti. Explosive synchronization in weighted complex networks. *Physical Review E, 88*(4):042808, Oct 2013.

[50] Thilo Gross and Bernd Blasius. Adaptive coevolutionary networks: a review. *Journal of The Royal Society Interface, 5*(20):259–271, Mar 2008.

[51] Adaptive networks: theory, models and applications. Understanding complex systems. Springer, 2009.

[52] Jun-Fang Zhu, Ming Zhao, Wenwu Yu, Changsong Zhou, and Bing-Hong Wang. Better synchronizability in generalized adaptive networks. *Physical Review E, 81*(2):026201, Feb 2010.

[53] Ritwik K. Niyogi and L. Q. English. Learning-rate-dependent clustering and self-development in a network of coupled phase oscillators. *Physical Review E, 80*(6):066213, Dec 2009.

[54] Jared C. Bronski, Yizhang He, Xinye Li, Yue Liu, Danielle Rae Sprousseller, and Seth Wolbert. The stability of fixed points for a kuramoto model with hebbian interactions. *Chaos: An Interdisciplinary Journal of Nonlinear Science, 27*(5):053110, May 2017.

[55] Per Sebastian Skardal, Dane Taylor, and Juan G. Restrepo. Complex macroscopic behavior in systems of phase oscillators with adaptive coupling. *Physica D: Nonlinear Phenomena, 267*:27–35, Jan 2014.

[56] Evelyn Tang, C Giusti, G L Baum, S Gu, E Pollock, A E Kahn, D R Raolf, T M Moore, K Ruparel, R C Gur, R E Gur, Theodore D Satterthwaite, and Danielle S Bassett. Developmental increases in white matter network controllability support a growing diversity of brain dynamics. *Nat Commun, 8*(1):1252, 2017.

[57] Eli J Cornblath, E Tang, G L Baum, T M Moore, A Adelimpe, D R Raolf, R C Gur, R E Gur, F Pasqualetti, T D Satterthwaite, and Danielle S Bassett. Sex differences in network controllability as a predictor of executive function in youth. *Neuroimage, 188*:122–134, 2019.

[58] Graham L Baum, Z Cui, D R Raolf, R Citric, R F Betzel, B Larsen, M Cieslak, P A Cook, C H Xia, T M Moore, K Ruparel, D J Oathes, A F Alexander-Bloch, R T Shinohara, A Raznahan, R E Gur, R C Gur, D S Bassett, and Theodore D Satterthwaite. Development of structure-function coupling in human brain networks during youth. *Proc Natl Acad Sci U S A, 117*(1):771–778, 2020.

[59] Budhachandra S. Khundrakpam, Andrew Reid, Jens Brauer, Felix Carbonell, John Lewis, Stephanie Ameis, Sherif Karama, Junki Lee, Zhang Chen, Samir Das, and et al. Developmental changes in organization of structural brain networks. *Cerebral Cortex, 23*(9):2072–2085, Sep 2013.

[60] Wei Gao, Sarael Alcauter, J. Keith Smith, John H. Gilmore, and Weili Lin. Development of human brain cortical network architecture during infancy. *Brain Structure and Function, 220*(2):1173–1186, Mar 2015.

[61] Ginestra Bianconi. *Multilayer Networks: Structure and Function*. Oxford University Press, 2018.

[62] Xiyun Zhang, Stefano Boccaletti, Shuguang Guan, and Zonghua Liu. Explosive synchronization in adaptive and multilayer networks. *Physical Review Letters, 114*(3):038701, Jan 2015.

[63] Raissa M. D’Souza, Jesus Gómez-Gardenes, Jan Nagler, and Alex Arenas. Explosive phenomena in complex networks. *Advances in Physics, 68*(3):123–223, 2019.

[64] Vincenzo Nicosia, Per Sebastian Skardal, Alex Arenas, and Vito Latora. Collective phenomena emerging from the interactions between dynamical processes in multiplex networks. *Physical Review Letters, 118*(13):138302, Mar 2017.

[65] Jordan D. Dworkin, Kristin A. Linn, Erin G. Teich, Perry
Zurn, Russell T. Shinohara, and Danielle S. Bassett. The extent and drivers of gender imbalance in neuroscience reference lists. *Nature Neuroscience*, 2020.

[66] Daniel Maliniak, Ryan Powers, and Barbara F Walter. The gender citation gap in international relations. *International Organization*, 67(4):889–922, 2013.

[67] Neven Caplar, Sandro Tacchella, and Simon Birrer. Quantitative evaluation of gender bias in astronomical publications from citation counts. *Nature Astronomy*, 1(6):0141, 2017.

[68] Paula Chakravartty, Rachel Kuo, Victoria Grubbs, and Charlton McIlwain. # communicationsowhite. *Journal of Communication*, 68(2):254–266, 2018.

[69] Yannik Thiem, Kris F. Sealey, Amy E. Ferrer, Adriel M. Trott, and Rebecca Kennison. Just Ideas? The Status and Future of Publication Ethics in Philosophy: A White Paper. Technical report, 2018.

[70] Michelle L Dion, Jane Lawrence Sumner, and Sara McLaughlin Mitchell. Gendered citation patterns across political science and social science methodology fields. *Political Analysis*, 26(3):312–327, 2018.

[71] Dale Zhou, Eli J. Cornblath, Jennifer Stiso, Erin G. Teich, Jordan D. Dworkin, Ann S. Blevins, and Danielle S. Bassett. Gender diversity statement and code notebook v1.0, February 2020.