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Abstract—This paper considers channel estimation and system performance for the uplink of a single-cell massive multiple-input multiple-output (MIMO) system. Each receive antenna of the base station (BS) is assumed to be equipped with a pair of one-bit analog-to-digital converters (ADCs) to quantize the real and imaginary part of the received signal. We first propose an approach for channel estimation that is applicable for both flat and frequency-selective fading, based on the Bussgang decomposition that reformulates the nonlinear quantizer as a linear function with identical first- and second-order statistics. The resulting channel estimator outperforms previously proposed approaches across all SNRs. We then derive closed-form expressions for the achievable rate in flat fading channels assuming low SNR and a large number of users for the maximal ratio and zero forcing receivers that takes channel estimation error due to both noise and one-bit quantization into account. The closed-form expressions in turn allow us to obtain insight into important system design issues such as optimal resource allocation, maximal sum spectral efficiency, overall energy efficiency, and number of antennas. Numerical results are presented to verify our analytical results and demonstrate the benefit of optimizing system performance accordingly.
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I. INTRODUCTION

Massive multiple-input multiple-output (MIMO) technology is considered to be a key component for 5G wireless communications systems, and has recently attracted considerable research interest. The main characteristic of massive MIMO is a base station (BS) array equipped with many (perhaps a hundred or more) antennas, which provides unprecedented spatial degrees of freedom for simultaneously serving multiple user terminals on the same time-frequency channel. It has been shown that, with channel state information (CSI) available at the BS, relatively simple signal processing techniques such as maximum-ratio combining (MRC) or zero-forcing (ZF) can be employed to reduce the noise and interference at the terminals, and can lead to improvements not only in spectral efficiency, but in energy efficiency as well [1]–[5].

In most work on massive MIMO, perfect hardware implementations with infinite resolution analog-to-digital converters (ADCs) are assumed. There has been limited prior work on the impact of non-ideal hardware on massive MIMO systems including [6]–[8], which studied imperfections such as phase-drifts and additive distortion, and showed that a massive number of antennas can mitigate these effects. In terms of hardware, perhaps the most important issue at the BS for massive MIMO is the power consumption of the ADCs, which grows exponentially with the number of quantization bits [9], and also grows with increased sampling rates due to wider bandwidths. For example, commercially available ADCs with resolutions of 12 to 16 bits consume on the order of several watts [10]. For massive MIMO configurations employing large antenna arrays and many ADCs, the cost and power consumption will be prohibitive, and alternative approaches are needed.

The use of low resolution (1-3 bits) ADCs is a potential solution to this problem [11]–[18]. In this paper, we focus on the case of simple one-bit ADCs, which consist of a simple comparator and consume negligible power (a few milliwatts). One-bit ADCs do not require automatic gain control and linear amplifiers, and hence the corresponding radio frequency (RF) chains can be implemented with very low cost and power consumption [17], [18]. It was shown in [11] that the capacity maximizing transmitting signals for one-bit ADCs operating in single-input single-output (SISO) channels are discrete, unlike the infinite resolution case where a Gaussian codebook is optimal. In addition, [11] showed that MIMO capacity is not severely reduced by the coarse quantization at low signal-to-noise ratios (SNRs); in particular, the power penalty due to one-bit quantization is approximately equal to only $\pi/2$ (1.96dB) in the low SNR region [12]. On the other hand, at high SNRs one-bit quantization can produce a large capacity loss [19], but there is reason to believe that massive MIMO systems will operate at relatively low SNRs for improved energy efficiency, exploiting array gain to overcome the resulting distortion. This will be especially true as systems move to higher (e.g., millimeter wave) frequencies. In either case, the use of low resolution ADCs is expected to result in significant power savings.
case, the availability of accurate BS-side CSI is indispensable for exploiting the full potential of a massive MIMO system, and an important open question is how to reliably estimate the channel and decode the data symbols under one-bit output quantization.

Several recent papers have investigated channel estimation in massive MIMO with one-bit ADCs [20]–[28]. A millimeter wave MIMO system with one-bit ADCs was considered in [24], which proposed a modified expectation-maximum (EM) channel estimator that exploits the sparsity of such channels. In [25], a near maximum likelihood (nML) channel estimator and detector were proposed, and the nML approach was shown to improve estimation accuracy and better support higher order constellations than the EM estimators using one-bit ADCs. However, the channel estimators and the computed rates obtained in [24], [25] rely on either the maximum-likelihood algorithm or an iterative algorithm with high complexity, and their performance is difficult to theoretically quantify. More recently, [28] considered a low complexity channel estimator and the corresponding achievable rate for one-bit massive MIMO systems over frequency-selective channels, using a model in which the number of channel taps goes to infinity, and the quantization noise is essentially modeled as independent, identically distributed (i.i.d.) noise.

In this paper, we focus on channel estimation and uplink performance for massive MIMO systems with one-bit ADCs. In contrast to [28], we derive more general quantization noise models that are applied separately for data detection and channel estimation. One essential and unique aspect of our derivation is the spatial correlation between the elements of the quantizer output is taken into account, calculated using the arcsine law. Our goal is to illustrate the impact of coarsely quantized ADCs, and to give an idea of the expected performance of massive MIMO systems with one-bit ADCs compared to conventional systems that assume infinite ADC resolution. Our specific contributions are summarized below.

- We focus on use of the Bussgang decomposition [29] to reformulate the nonlinear quantizer operation as a statistically equivalent linear system. Contrary to previous work, we perform a separate Bussgang decomposition for the pilot and data phase as well as for each channel realization, an approach that more accurately captures the full effect of the quantization. We derive an algorithm that we refer to as the Bussgang Linear Minimum Mean Squared Error (BLMMSE) channel estimator for both flat and frequency-selective channel models. We calculate the high-SNR channel estimation error floor achieved by the proposed approach under flat fading, and show via simulation that BLMMSE outperforms previously proposed methods.
- We derive a lower bound for the flat-fading case on the theoretical rate achievable in the uplink using MRC or ZF receivers based on the BLMMSE channel estimate, and we obtain a simple but tight closed-form approximation on the uplink rate assuming low SNR and a large number of users that accurately approximates our empirical observations. Similar work in [30], [31] relied on an additive quantization noise model [32], [33] to approximate the rate, but it assumed perfect rather than estimated CSI is available at the BS, which leads to an overly optimistic assessment.
- Using the closed-form expression for the achievable rate, we study the power efficiency of massive MIMO with one-bit ADCs and show that similar efficiency is obtained as in conventional massive MIMO. In particular, assuming $M$ antennas, we show overall system performance remains unchanged if 1) for a fixed level of CSI accuracy (training data power independent of $M$), the transmit power of each user terminal is reduced proportionally to $1/M$, and 2) power during both training and data transmissions is reduced proportionally to $1/\sqrt{M}$.
- We propose an optimal resource allocation scheme to maximize the sum spectral efficiency of a one-bit massive MIMO system under a total power constraint. Numerical results indicate that the optimal training length in one-bit systems is no longer always equal to the number of users and the proposed resource allocation scheme notably improves performance compared to the case without power allocation.
- We show that to achieve similar performance, a one-bit massive MIMO system employing an MRC receiver will require approximately 2.2-2.3 times more antennas than a conventional system if the sum spectral efficiency for both systems is optimized by employing the optimal resource allocation scheme; for the ZF receiver, we show that to achieve the same goal, more and more antennas are needed as average transmit power increases.

A preliminary version of some of these results appeared in [34].

The rest of this paper is organized as follows. In the next section, we present the assumed system architecture and signal model. In Section III, we propose the BLMMSE channel estimator, and then based on the BLMMSE channel estimator, in Section IV we derive a simple closed-form expression for the lower bound on the achievable rate for MRC and ZF receivers in the low SNR region. Using the closed-form approximation, we then consider several system design issues related to resource allocation and the number of antennas in Section V. Simulation results are presented in Section VI and we conclude the paper in Section VII.

Notation: The following notation is used throughout the paper. Bold uppercase (lowercase) letters denote matrices (vectors); $(\cdot)^*$, $(\cdot)^T$, and $(\cdot)^H$ denote complex conjugate, transpose, and Hermitian transpose operations, respectively; $||\cdot||$ represents the 2-norm of a vector; $\text{tr}(\cdot)$ represents the trace of a matrix; $\text{diag}(\cdot)$ denotes a diagonal matrix containing only the diagonal entries of $\cdot$; $\otimes$ represents the Kronecker product; $[\cdot]_{ij}$ denotes the $(i,j)$th entry of $\cdot$; $x \sim \mathcal{CN}(a, B)$ indicates that $x$ is a complex Gaussian vector with mean $a$ and covariance matrix $B$; $E\{\cdot\}$ and $\text{Var}\{\cdot\}$ denote the expected value and variance of a random variable, respectively.

II. System Model

As depicted in Fig. 1, we consider a single-cell one-bit massive MIMO system with $K$ single-antenna terminals and
an $M$-antenna BS, where each antenna is equipped with two one-bit ADCs and $M \gg K \gg 1$ is assumed. For the uplink, we assume all $K$ users simultaneously transmit independent data symbols to the BS, so the received signal at the BS is

$$y = \sqrt{\rho_d} \mathbf{H} \mathbf{s} + \mathbf{n},$$

where $\mathbf{n} \sim \mathcal{CN} (0, \mathbf{I}_M)$ is the $M \times 1$ additive white Gaussian noise vector, $\mathbf{H}$ is the $M \times K$ channel matrix, and $\mathbf{s}$ is a vector containing the signals transmitted by each user. We also define the vectorized channel $\mathbf{h} = \text{vec}(\mathbf{H})$ and we assume that $\mathbf{h} \sim \mathcal{CN} (0, \mathbf{C}_h)$, where $\mathbf{C}_h$ is the covariance matrix of $\mathbf{h}$. We assume $E[|s_k|^2] = 1$, and we will define the scale factor $\rho_d$ to be the uplink SNR. Due to our assumption of one-bit quantization below and hence the lack of any signal dynamic range, we must assume that some type of power control is implemented that prevents a strong user from overwhelming other weaker users. For this reason, in our model we assume all users have the same level of large-scale fading/SNR $\rho_d$.

The quantized signal obtained after the one-bit ADCs is represented as

$$\mathbf{r} = \mathcal{Q}(y) = \mathcal{Q}(\sqrt{\rho_d} \mathbf{H} \mathbf{s} + \mathbf{n}),$$

where $\mathcal{Q}(.)$ represents the one-bit quantization operation, which is applied separately to the real and imaginary part as $\mathcal{Q}(.) = \frac{1}{\sqrt{2}} (\text{sign} (\Re ( . )) + j \text{sign} (\Im ( . )))$. Thus, the output set of the one-bit quantization is equivalent to the QPSK constellation points $\mathcal{R} = \frac{1}{\sqrt{2}} \{1 + j, 1 - j, -1 + j, -1 - j\}$.

### III. Channel Estimation for One-bit MIMO

In a standard implementation, the CSI is estimated at the BS and then used to detect the data symbols transmitted from the $K$ users. In the uplink transmission phase, we assume the coherence interval is divided into two parts: one dedicated to training and the other to data transmission. During training, all $K$ users simultaneously transmit their pilot sequences of $\tau$ symbols each to the BS, which yields

$$\mathbf{Y}_p = \sqrt{\rho_p} \mathbf{H} \mathbf{\hat{\Phi}}^T + \mathbf{N}_p,$$

where $\mathbf{Y}_p \in \mathbb{C}^{M \times \tau}$ is the received signal, $\rho_p$ is the pilot transmit power, and $\mathbf{\hat{\Phi}} \in \mathbb{C}^{\tau \times K}$ is the pilot matrix transmitted from the $K$ users. We assume all pilot sequences are column-wise orthogonal, i.e., $\mathbf{\hat{\Phi}}^T \mathbf{\hat{\Phi}} = \tau \mathbf{I}_K$, which implies $\tau \geq K$. We further assume that both SNRs $\rho_d$ and $\rho_p$ are known at the BS via, for example, a low-rate control channel.

To match the matrix form of (3) to the vector form of (2), we vectorize the received signal as

$$\text{vec}(\mathbf{Y}_p) = \mathbf{y}_p = \mathbf{\Phi} \mathbf{h} + \mathbf{n}_p,$$

where $\mathbf{\Phi} = (\mathbf{\Phi}^T \sqrt{\rho_p} \mathbf{I}_M)$ and $\mathbf{n}_p = \text{vec}(\mathbf{N}_p)$. After one-bit ADCs, the quantized signal can be expressed as

$$\mathbf{r}_p = \mathcal{Q}(\mathbf{y}_p),$$

where the $i$th element of $\mathbf{r}_p$ takes values from the set $\mathcal{R}$.

#### A. Bussgang-Based Channel Estimator

The authors in [21], [22], [24], [25] have investigated various methods for channel estimation in one-bit systems that rely on either the maximum-likelihood algorithm or on iterative algorithms with relatively high complexity. Furthermore, the channel estimators obtained by these methods do not lend themselves to an analysis that provides insight on their performance.

To address these drawbacks, in this section we take a more fundamental approach and derive simple linear estimators whose performance can be analyzed in a straightforward way. These estimators are based on the so-called Bussgang decomposition [29], which finds a statistically equivalent (up to first and second moments) linear operator for any nonlinear function of a Gaussian signal. In particular, for the one-bit quantizer in (5), the Bussgang decomposition is written

$$\mathbf{r}_p = \mathcal{Q}(\mathbf{y}_p) = \mathbf{A}_p \mathbf{y}_p + \mathbf{q}_p,$$

where $\mathbf{A}_p$ is the linear operator and $\mathbf{q}_p$ the statistically equivalent quantizer noise. The matrix $\mathbf{A}_p$ is chosen to make $\mathbf{q}_p$ uncorrelated with $\mathbf{y}_p$ [29], [56], or equivalently, to minimize the power of the equivalent quantizer noise. This yields

$$\mathbf{A}_p = \mathbf{C}_{\mathbf{y}_p \mathbf{r}_p} \mathbf{C}_{\mathbf{y}_p}^{-1},$$

where $\mathbf{C}_{\mathbf{y}_p \mathbf{r}_p}$ denotes the cross-correlation matrix between the received signal $\mathbf{y}_p$ and the quantized signal $\mathbf{r}_p$, and $\mathbf{C}_{\mathbf{y}_p}$ denotes the auto-correlation matrix of $\mathbf{y}_p$. For one-bit quantization and Gaussian inputs, $\mathbf{C}_{\mathbf{y}_p \mathbf{r}_p}$ is given by [29] [56, Ch.10]

$$\mathbf{C}_{\mathbf{y}_p \mathbf{r}_p} = \mathbf{\Sigma}_{\mathbf{y}_p}^{-\frac{1}{2}} \mathbf{\Sigma}_{\mathbf{y}_p}^{-\frac{1}{2}} \mathbf{C}_{\mathbf{y}_p} \mathbf{\Sigma}_{\mathbf{y}_p}^{-\frac{1}{2}} \mathbf{\Sigma}_{\mathbf{y}_p}^{-\frac{1}{2}},$$

where $\mathbf{\Sigma}_{\mathbf{y}_p} = \text{diag}(\mathbf{C}_{\mathbf{y}_p})$.

Using (4) and (6), we can express $\mathbf{r}_p$ as

$$\mathbf{r}_p = \mathcal{Q}(\mathbf{y}_p) = \mathbf{\Phi} \mathbf{h} + \tilde{\mathbf{n}}_p,$$

where $\tilde{\mathbf{n}}_p = \mathbf{A}_p \mathbf{n}_p + \mathbf{q}_p \in \mathbb{C}^{M \times 1}$. For the sake of simplicity, we derive the subsequent formulas for the case of $\mathbf{C}_h = \mathbf{I}_{MK}$. We will show later in Section VIA that they are readily modified to include a generic $\mathbf{C}_h$.

The matrix $\mathbf{A}_p$ is given by substituting (8) into (7):

$$\mathbf{A}_p = \sqrt{\frac{2}{\pi}} \text{diag}(\mathbf{C}_{\mathbf{y}_p})^{-\frac{1}{2}}$$
with the received signal. Moreover, using theorem, the quantizer noise of the Bussgang LMMSE (BLMMSE) channel estimator: channel estimator of (12) as simply

\[ h_{BLM} = C_{hP} C_{rP}^{-1} r_p = (\Phi^H + C_{hP}) C_{rP}^{-1} r_p, \tag{12} \]

where \( C_{hP} \) is the cross-correlation matrix between \( h \) and \( r_p \), \( C_{rP} \) is the auto-correlation matrix of \( r_p \).

The formula of (12) involves the auto-correlation function of the quantized signal \( r_p \). It has been shown in [39] that for one-bit ADCs, the arcsin law can be used to obtain

\[ C_{rP} = \frac{2}{\pi} \left( \arcsin \left( \sum_{y_q} \Re (C_{yP}) \sum_{y_q} \right) + j \arcsin \left( \sum_{y_q} \Im (C_{yP}) \sum_{y_q} \right) \right). \tag{13} \]

Moreover, using \( A_p \) as in (10) according to the Bussgang theorem, the quantizer noise \( q_p \) is not only uncorrelated with the received signal \( y_p \), but also with the channel \( h \) (see Appendix A). Therefore, we can simplify the BLMMSE channel estimator of (12) as

\[ h_{BLM} = \Phi^H C_{rP}^{-1} r_p. \tag{14} \]

Thus the covariance matrix of the BLMMSE channel estimate is given by

\[ C_{hBLM} = \Phi^H C_{rP}^{-1} \Phi. \tag{15} \]

A similar LMMSE channel estimator is proposed in [28]. However, our proposed channel estimator in (14) is more general since the correlation between each element of the quantizer noise is taken into account by using the arcsine law. In fact, (15) can be reduced to the estimator derived in [28] if \( \tau = K \) is assumed. When \( \tau = K \), it is easy to see that \( C_{yP} = (K\rho_p + 1)I_{MK} \), and hence according to (13), \( C_{rP} = I_{MK} \). Therefore, when \( \tau = K \) we can obtain the BLMMSE channel estimator of (14) as simply

\[ h_{BLM} = \Phi^H r_p. \tag{16} \]

We emphasize that, when \( \tau = K \), there is no correlation between the quantizer noise \( q_p \) and the normalized MSE for

\[ \mathcal{M}_{BLM} = \frac{1}{MK} E \left\{ |\| \Phi^H r_p - \tilde{h}^2_2 | \right\} = \frac{1}{MK} tr \left( \| I_{MK} - \Phi^H \tilde{\Phi} \right) = 1 - \frac{2K\rho_p}{\pi(K\rho_p + 1)}, \tag{17} \]

and for high SNRs

\[ \lim_{\rho_p \to \infty} \mathcal{M}_{BLM} = 1 - \frac{2}{\pi} = -4.40 \text{dB}. \tag{18} \]

The results in (17) and (18) are allied with the results in [28] Eq.(35)] by setting \( p[l] = 1/L \) and \( \beta_p P_k = \rho_p \). In addition, the result in (18) implies that there exists an error floor for the channel estimate as the training power increases to infinity.

B. Extension to Frequency Selective Fading with OFDM

Although for simplicity we focus on the flat fading case in this paper, we show here how to extend our channel estimation method to the frequency selective case, assuming the transmitter employs OFDM signaling. In particular, consider an OFDM system with \( N_c \) subcarriers, and denote the uplink OFDM symbol transmitted from the \( k \)th user as \( x_k^{FD} \in \mathbb{C}^{N_c \times 1} \). Before transmission, this vector is processed by a unitary IFFT operation \( F^H \), and then a cyclic prefix (CP) of length \( N_{cp} \) is added. Assume the CP length satisfies \( L - 1 \leq N_{cp} \leq N_c \), where \( L \) is the number of channel taps. After removing the CP, the \( N_c \times 1 \) received time domain signal at the \( m \)th BS-antenna is given by

\[ y_m^{TD} = \sum_{k=1}^{K} C_{mk} F^H x_k^{FD} + n_m^{TD} \]

\[ = \sum_{k=1}^{K} \Phi_k^{FD} g_{mk}^{TD} + n_m^{TD} = \sum_{k=1}^{K} \Phi_k^{FD} h_{mk}^{TD} + n_m^{TD}, \tag{19} \]

where the superscripts “TD” and “FD” refer to Time Domain and Frequency Domain, respectively. The matrix \( C_{mk}^{TD} \in \mathbb{C}^{N_c \times N_c} \) is circulant and its first column is given by \( \Phi_k^{FD} g_{mk} \), where \( \Phi_k^{FD} \) is an \( L \times L \) matrix with \( \Phi_k^{FD} \sim \mathcal{CN}(0, I) \) is additive white Gaussian noise. The matrix \( \Phi_k^{TD} \) is also circulant with first column given by \( \Phi_k^{TD} = F^H x_k^{FD} \). \( \Phi_k^{TD} \) is a submatrix of \( \Phi_k^{FD} \), corresponding to the first \( L \) columns of \( \Phi_k^{FD} \). The second equation follows from the commutative property of circulant convolution. The third equation is due to the fact that there are only finite \( L \) channel taps.

After stacking the received time domain signal \( y_m^{TD} \) for all \( M \) BS antennas, we have

\[ y^{TD} = \tilde{\Phi}_L^{TD} h^{TD} + n^{TD}, \tag{20} \]

where \( \tilde{\Phi}_L^{TD} = I \otimes \Phi_L^{TD} \) with \( \Phi_L^{TD} = [\Phi_{1,L}^{TD}, \Phi_{2,L}^{TD}, ... , \Phi_{K,L}^{TD}] \in \mathbb{C}^{N_c \times MK} \) and \( h^{TD} \in \mathbb{C}^{MK \times 1} \) contains all channel taps between the \( M \) BS-antennas and \( K \) users. After one-bit quantization, the time domain quantized signal can be expressed as

\[ r^{TD} = Q(y^{TD}) = Q(\tilde{\Phi}_L^{TD} h^{TD} + n^{TD}), \tag{21} \]
and we see that, unlike a conventional system, OFDM cannot split the wideband channel into many parallel narrowband channels in a one-bit system.

Using the Bussgang decomposition, the non-linear quantization operation can be reformulated as

\[ r^{TD} = A y^{TD} + q^{TD} = A \Phi^{TD}_L h^{TD} + A n^{TD} + q^{TD}, \] (22)

where the matrix \( A \) is chosen to make the quantizer noise \( q^{TD} \) uncorrelated with \( y^{TD} \). If the received time domain signal \( y^{TD} \) is Gaussian, we have

\[ A = \sqrt{\frac{2}{\pi}} \text{diag} (C_{y^{TD}})^{- \frac{1}{2}}. \] (23)

Consequently, the BLMMSE channel estimator for the wideband OFDM case can be expressed as

\[ h^{TD} = C_{h^{TD}} (\Phi^{TD}_L)^H A H C_{r^{TD}}^{-1} r^{TD}, \] (24)

where \( C_{h^{TD}} \) is the covariance matrix of \( h^{TD} \), and the covariance matrix of \( r^{TD} \) is obtained by using the arcsine law:

\[ C_{r^{TD}} = \frac{2}{\pi} \left( \arcsin \left( \Sigma_{y^{TD}} \frac{1}{2} R (C_{y^{TD}}) \Sigma_{y^{TD}} \right) \\
+ j \arcsin \left( \Sigma_{y^{TD}} \frac{1}{2} \Im (C_{y^{TD}}) \Sigma_{y^{TD}} \right) \right), \] (25)

where \( \Sigma_{y^{TD}} = \text{diag} (C_{y^{TD}}) \). The covariance matrix of the quantizer noise \( q^{TD} \) can be obtained by

\[ C_{q^{TD}} = C_{r^{TD}} - A C_{y^{TD}} A^H. \] (26)

The above Bussgang-based channel estimators are more general than those derived in other work such as [28], since they take into account the fact that in general the covariance matrix of the quantizer noise \( q^{TD} \) cannot be expressed as a diagonal matrix due to the arcsine law. This observation holds for any linear modulation scheme employed by the users, not just OFDM. While the derivations that follow will focus on the flat fading case, we can see from the above that they can be easily generalized to frequency-selective fading.

C. Low SNR Approximate BLMMSE Channel Estimate Covariance

As we can see from (13) and (14), it is difficult to obtain a general closed-form expression for the MSE of the BLMMSE channel estimator due to the ‘arcsine’ operation. However, it is expected that massive MIMO systems will operate at relatively low SNRs due to the availability of a large array gain [2]. Therefore in this subsection, we focus on deriving a low-SNR approximation for the covariance matrix of the BLMMSE channel estimator. According to (9), we can reformulate \( C_{r_p} \) as the following linear function,

\[ C_{r_p} = \tilde{\Phi} \tilde{\Phi}^H + A_p A_p^H + C_{q_p}, \] (27)

where

\[ C_{q_p} = C_{r_p} - A_p C_{y_p} A_p^H \]
\[ = \frac{2}{\pi} (\arcsin(X) + j \arcsin(Y)) - \frac{2}{\pi} (X + jY), \] (28)

and where we define

\[ X = \Sigma_{y_p} \frac{1}{2} R (C_{y_p}) \Sigma_{y_p}^{- \frac{1}{2}} \]
\[ Y = \Sigma_{y_p} \frac{1}{2} \Im (C_{y_p}) \Sigma_{y_p}^{- \frac{1}{2}}. \] (29)

\[ Y = \Sigma_{y_p} \frac{1}{2} \Im (C_{y_p}) \Sigma_{y_p}^{- \frac{1}{2}}. \] (30)

We can see from (28) that the covariance matrix of the quantizer noise is in general not a diagonal matrix, which implies that there exists correlation between the quantization noise on each antenna. However, at low SNR or for large numbers of users, \( C_{y_p} \) is diagonally dominant and we can use the following approximation for applying the arcsine law:

\[ \frac{2}{\pi} \arcsin(a) \cong \begin{cases} 
1, & a = 1 \\
2a/\pi, & a < 1. \end{cases} \] (31)

Since the non-diagonal elements of \( X \) and \( Y \) are much smaller than 1 in the low SNR regime, we can approximate (28) as

\[ C_{q_p} \cong (1 - 2/\pi) I_{M\tau}. \] (32)

This implies that we can approximate the quantizer noise as uncorrelated with a variance of \( 1 - 2/\pi \) at low SNR. Substituting (32) and (27) into (15), we have

\[ C_{h^{est}} \cong \tilde{\Phi} \tilde{\Phi}^H + (\alpha_p^2 + 1 - 2/\pi) I_{M\tau}, \] (33)

where we have defined \( \sigma^2 = (\alpha_p^2 \rho_p + \alpha_p^2 + 1 - 2/\pi)^{-1} \alpha_p^2 \rho_p I_{MK} \).

The equation on the second line holds due to the matrix inversion identity \((I + AB)^{-1} A = A(I + BA)^{-1}\). The result in (33) implies that in the low SNR regime, each element of the BLMMSE channel estimate is uncorrelated. In what follows, we will evaluate the uplink achievable rate by using the low SNR approximation in (33).

IV. ACHIEVABLE RATE ANALYSIS IN THE ONE-BIT MIMO UPLINK

A. Data Transmission

In the data transmission stage, we assume the \( K \) users simultaneously transmit their data symbols, represented as the vector \( s \), to the BS. After one-bit quantization, the signal at the BS can be expressed as

\[ r_d = Q(y_d) = Q(\sqrt{\rho_d} s H_s + n_d) \] = \sqrt{\rho_d} A_d H_s + A_d n_d + q_d, \] (34)

where the same definitions as in the previous sections apply, but replacing the subscript ‘p’ with ‘d’, since the power \( \rho_d \) during data transmission may be different than during training. Again, according to the Bussgang decomposition and assuming a Gaussian input, we have

\[ A_d = \sqrt{\frac{2}{\pi}} \text{diag} (C_{y_d})^{- \frac{1}{2}} = \sqrt{\frac{2}{\pi}} \text{diag} (\rho_d H H^H + I_M)^{- \frac{1}{2}}. \] (35)

Note that, in contrast to the model of [28], in which the quantizer noise can still be correlated with the desired signal since the same Bussgang decomposition is employed for different channel realizations, the Bussgang decomposition in (35) is employed for each individual channel realization. This
approach ensures that the quantizer noise is uncorrelated with the desired signal.

As can be seen in (35), the covariance matrix $C_{y_d}$ of the quantizer input (and hence, the matrix $HH^H$) must be known at the BS in order to implement the Bussgang decomposition. In practice, however, we can use the same technique provided in [40] to reconstruct the covariance matrix of $C_{y_d}$ using the measurements of the quantizer output. In addition, relying on channel hardening for $K \gg 1$ in massive MIMO systems and for i.i.d. unit-variance channel coefficients, we can approximate the matrix $A_d$ as

$$A_d \approx \sqrt{\frac{\pi}{2}} \sqrt{\frac{1}{1 + K \rho_d}} I_M = \alpha_d I_M,$$  

(36)

without requiring perfect CSI. This approximate gain matrix is assumed without derivation in other previous work such as [28].

Next we assume the BS uses the BLMMSE channel estimate to compute a linear receiver to detect the data symbols transmitted from the $K$ users. The linear receiver attempts to separate the quantized signal into $K$ streams by multiplying the signal by the matrix $W^T$ as follows:

$$\hat{s} = W^T r_d$$

$$= \sqrt{\rho_d} W^T A_d (H s + \mathcal{E} s) + W^T A_d n_d + W^T q_d,$$  

(37)

where $H = \text{unvec}(h_{BLM}^T)$ is the estimated channel matrix (unvec is the inverse of the vec operator in Eq. (4)) and $\mathcal{E} = H - \hat{H}$ denotes the channel estimation error. The $k$th element of $\hat{s}$ is then used to decode the signal transmitted from the $k$th user:

$$\hat{s}_k = \sqrt{\rho_d} w_k^T A_d \hat{h}_k s_k + \sqrt{\rho_d} w_k^T \sum_{i \neq k} A_d \hat{h}_i s_i$$

$$+ \sqrt{\rho_d} w_k^T \sum_{i=1}^K A_d e_i s_i + w_k^T A_d n_d + w_k^T q_d,$$  

(38)

where $w_k$, $\hat{h}_k$ and $e_k$ are the $k$th columns of $W$, $\hat{H}$ and $\mathcal{E}$, respectively. The last four terms in (38) respectively correspond to user interference, channel estimation error, AWGN noise and quantizer noise. In our analysis, we will consider the performance of the common MRC and ZF receivers, defined by

$$W^T_{\text{MRC}} = \hat{H}^H$$

$$W^T_{\text{ZF}} = (\hat{H}^H \hat{H})^{-1} \hat{H}^H,$$  

(39)

(40)

respectively.

B. Uplink Achievable Rate Approximation at Low SNR

Although prior work has obtained expressions for the mutual information or the achievable rate of one-bit systems using the joint probability distribution of the transmitted and received symbols [21], [23], [24], this approach does not result in easily computable or insightful expressions. To overcome this drawback, in this section we provide a simple closed-form expression for the achievable rate of both MRC and ZF processing in the low SNR region. Using the same reasoning as in Section III-C, the covariance matrix of $q_d$ can be expressed as

$$C_{q_d} = C_{r_d} - A_d C_{y_d} A_d^H,$$  

(41)

where $C_{r_d}$ is the covariance matrix of $r_d$ and can be obtained using the arcsine law in (13). Note that, again, the covariance matrix of (41) is in general not a diagonal matrix, which implies that there exists some correlations among the elements of $q_d$. For the special case where $C_{y_d} = \rho_d HH^H + I_M$ is diagonally dominant due to low SNR or for large $K$ with i.i.d. channels, then similar to the pilot phase, the approximation [32] can be used.

Furthermore, while the quantizer noise $q_d$ is non-Gaussian, we can obtain a lower bound on the achievable rate by making the worst-case assumption [41], [42] that in fact it is Gaussian with the same covariance matrix in (41). Using this approach and (38), the ergodic achievable rate of the one-bit MIMO uplink is lower bounded by (42) shown on the next page. In order to obtain a closed-form expression for the achievable rate, we rewrite the detected signal in (38) as a known mean gain (which only depends on the channel distribution instead of the instantaneous channel) times the desired symbol plus an uncorrelated effective noise, as follows:

$$\hat{s}_k = E \left\{ \sqrt{\rho_d} w_k^T A_d h_k \right\} s_k + \tilde{n}_{d,k},$$  

(43)

where $\tilde{n}_{d,k}$ is the effective noise given by

$$\tilde{n}_{d,k} = \left( \sqrt{\rho_d} w_k^T A_d h_k - E \left\{ \sqrt{\rho_d} w_k^T A_d h_k \right\} \right) s_k$$

$$+ \sqrt{\rho_d} w_k^T \sum_{i \neq k} A_d h_i s_i + w_k^T A_d n_d + w_k^T q_d.$$  

(44)

Lemma 1: In a massive MIMO system with one-bit quantization and $A_d = \alpha_d I_M$, the uplink achievable rate for the $k$th user at low SNR can be approximated by

$$R_k = \log_2 \left( 1 + \frac{\rho_d \alpha_d^2 |E \left\{ w_k^T h_k \right\}|^2}{\rho_d \alpha_d^2 \text{Var} \left( w_k^T h_k \right) + U_{I_k} + \text{AQN}_k} \right),$$  

(45)

where

$$U_{I_k} = \rho_d \alpha_d^2 \sum_{i \neq k} E \left\{ |w_i^T h_i|^2 \right\}$$

$$\text{AQN}_k = \left( \alpha_d^2 + 1 - \frac{2}{\pi} \right) E \left\{ \| w_k^T \|^2 \right\}.$$  

(46)

(47)

Proof: See Appendix B.

The result in (45) is obtained by approximating the effective noise as Gaussian. In a massive MIMO system, the effective noise is a sum of a very large number of independent zero-mean terms, and thus we expect via the central limit theorem that the approximation will be asymptotically tight to the lower bound of (42) in $M$. In Section V, it will be shown that the gap between the achievable rate approximation given by (45) and the lower bound of the ergodic achievable rate given in (42) is small, which implies that our resulting closed-form expression is an excellent predictor of the system performance.

Based on Lemma 1, we derive in the theorems below closed-form expressions for the lower bound on the achievable rate
\[ \hat{R}_k = E \left\{ \log_2 \left( 1 + \frac{\rho_d \sum_{i \neq k} w_i^T A_i \hat{h}_k}{\rho_d \sum_{i \neq k} |w_i^T A_i \hat{h}_k|^2} \right) \right\} \]

for the MRC and ZF receivers.

**Theorem 1:** For the MRC receiver with CSI estimated by the BLMMSE channel estimator, the achievable rate of the \( k \)-th user in a one-bit massive MIMO uplink at low SNR can be approximated by

\[ R_{\text{MRC, } k} = \log_2 \left( 1 + \frac{\rho_d \alpha_d^2 \sigma^2}{\rho_d \alpha_d^2 K + \alpha_d^2 + (1 - 2/\pi)} \right) \]

\[ = \log_2 \left( 1 + \rho_d \alpha_d^2 \sigma^2 \right). \quad (48) \]

**Proof:** See Appendix C.

**Theorem 2:** For the ZF receiver with CSI estimated by the BLMMSE channel estimator, the achievable rate of the \( k \)-th user in a one-bit massive MIMO uplink at low SNR can be approximated by

\[ R_{\text{ZF, } k} = \log_2 \left( 1 + \frac{\rho_d \alpha_d^2 \sigma^2 (M - K)}{\rho_d \alpha_d^2 K \eta + \alpha_d^2 + (1 - 2/\pi)} \right), \quad (49) \]

where \( \eta = (1 - \sigma^2) \).

**Proof:** See Appendix D.

## V. ONE-BIT MASSIVE MIMO SYSTEM DESIGN

The simple approximation for the achievable rate derived in the previous section provides us with a tool for easily quantifying the impact of system design decisions. In this section, we study design issues surrounding the length of the training sequence, the power allocated for training and data transmission, and the number of BS antennas. Our performance metric will be the sum spectral efficiency, defined by

\[ S_\lambda = \frac{T - \tau}{T} \sum_{k=1}^{K} R_{\text{MRC}, k}, \quad (50) \]

where \( T \) represents the length of the coherence interval, during which the channel satisfies the block fading model and stays constant. The notation \( \lambda \in \{\text{MRC, ZF}\} \) indicates that we will perform the analysis for both the MRC and ZF receivers.

### A. Power Efficiency in One-Bit Massive MIMO

In this section, we study the power efficiency achieved by one-bit massive MIMO systems, where an increase in the number of antennas can be traded for reduced transmit power at the user terminals. We will consider two cases: i) the training power \( \rho_p \) (and hence the channel estimation accuracy) is fixed, but user transmit power decreases as \( 1/M \); and ii) the training power \( \rho_p \) and data transmission power \( \rho_d \) are equal and scale as \( 1/\sqrt{M} \).

1) **Case I:** In the first case, we assume \( \rho_p \) is fixed and independent of \( M \), while \( \rho_d = E_u/M^e \) for a given \( c \), where \( E_u \) is fixed independent of \( M \). We will find the largest value for \( c \) such that scaling down the users’ power by \( 1/M^e \) results in no change in spectral efficiency as \( M \to \infty \). Substituting \( \rho_d = E_u/M^e \) into (48) and (49) and assuming \( M \) increases to infinity, we can readily see that choosing \( c = 1 \) will result in the spectral efficiency converging to a fixed value. This implies that, when the channel estimation accuracy is fixed, the transmit power of each user can be reduced proportionally by \( 1/M \) for both the MRC and ZF receivers while maintaining a given sum spectral efficiency. Moreover, the asymptotic performance for MRC and ZF is the same and is given by

\[ \lim_{M \to \infty} S_\lambda|_{\rho_d=E_u} = \frac{T - \tau}{T} K \log_2 \left( 1 + \frac{2}{\pi^2} E_u \right). \quad (51) \]

2) **Case II:** For the second case, we assume the training and data transmission power are reduced at the same rate: \( \rho_p = \rho_d = E_u/M^e \), where again \( E_u \) is fixed independent of \( M \). Substituting \( \rho_p = \rho_d = E_u/M^e \) into (48) and (49) and assuming \( M \) increases to infinity, the value of \( c = 1/2 \) can be seen to provide constant performance. Thus, we cannot reduce the user transmit power as aggressively as in the first case where the channel estimation accuracy is fixed. The asymptotic performance for MRC and ZF is again the same in this case, but with a different asymptotic value:

\[ \lim_{M \to \infty} S_\lambda|_{\rho_d=E_u} = \frac{T - \tau}{T} K \log_2 \left( 1 + \frac{4}{\pi^2} E_u \right). \quad (52) \]

Note that both of the spectral efficiency expressions in (51) and (52) are equivalent to that of \( K \) SISO channels with transmit power \( 2\sigma^2 E_u/\pi \) and \( 4\sigma^2 E_u/\pi^2 \), respectively, without interference. Thus, even though one-bit ADCs are deployed at the BS, the spectral efficiency increases proportionally to the number of users \( K \).

### B. Resource Allocation in One-Bit Massive MIMO System

It has been proved in [41] that for conventional MIMO systems with infinite precision ADCs, the optimal training length is always \( \tau = K \). However, due to the quantizer noise, we will see that this result does not hold for one-bit massive MIMO systems. Considerable gains in spectral efficiency can be obtained by proper resource allocation. Thus in this subsection, we assume the users can vary the training power and the data transmission power and study the optimal resource allocation scheme that jointly selects the length of the training sequence, and the power allocated to training and data transmission with the goal of maximizing the sum spectral efficiency.

Let \( \rho \) be the average transmit power and \( P = \rho T \) be the total power budget for the users in one coherence interval, which satisfies the constraint \( \tau \rho_p + (T - \tau) \rho_d \leq P \). Then, following the approach of [43], the optimization problem can be formulated as

\[
\begin{align*}
\text{maximize} & \quad S_\lambda \\
\text{subject to} & \quad \tau \rho_p + (T - \tau) \rho_d \leq P \\
& \quad K \leq \tau \leq T
\end{align*}
\]
\[ \rho_p \geq 0, \rho_d \geq 0. \]  

For any power allocation in which the users do not employ the full energy budget, the users could increase their training power (and, thus, increase the channel estimation accuracy) without causing any inter-user interference in the data transmission phase, and hence in turn improve their rate. Therefore, we can replace the inequality constraint on the total energy budget with an equality constraint, i.e., \( \tau \rho_p + (T - \tau) \rho_d = P \).

To facilitate the presentation, let \( \gamma \in (0, 1) \) denote the fraction of the total energy budget that is devoted to pilot training, so that \( \gamma P = \tau \rho_p \) and \( (1 - \gamma) P = (T - \tau) \rho_d \). The optimization problem in (53) is then equivalent to

\[
\begin{align*}
\text{maximize} & \quad S_h|p = \frac{\gamma P}{\rho_d}, \\
\text{subject to} & \quad 0 < \gamma < 1, \quad K \leq \tau \leq T. \quad (55)
\end{align*}
\]

Lemma 2: For both the MRC and ZF receivers in one-bit massive MIMO, the optimal training length \( \tau^* \) that maximizes the sum spectral efficiency is not always equal to the number of users.

Proof: See Appendix E.

Although we cannot obtain a closed-form expression for \( \tau^* \), we can numerically evaluate \( \tau^* \) using a simple search algorithm since there are only a few parameters in problem (55). As we will show in the numerical results, unlike conventional MIMO systems, the optimal training duration depends on various system parameters such as the coherence interval \( T \) and the total energy budget \( P \).

C. How Many More Antennas are Needed for One-Bit Massive MIMO?

In this subsection, we compare the performance of one-bit and conventional massive MIMO with infinite resolution ADCs in terms of the number of antennas deployed at the BS. In particular, we wish to answer the question of how many more antennas a one-bit massive MIMO system would need to achieve the same spectral efficiency of a conventional massive MIMO implementation. For this analysis, we denote the number of antennas in the one-bit and conventional massive MIMO systems as \( M_{\text{one}} \) and \( M_{\text{conv}} \), respectively, and show the lower bound on the uplink achievable rate for both one-bit and conventional MIMO in Table I, where we define

\[ C(x) = \frac{T - \tau}{\tau} K \log_2 (1 + x). \]

For the special case of \( \tau = K = 2.5 \) times more antennas are needed in one-bit systems to achieve the same rate as the conventional system with MRC, and also for ZF at low SNR. This can be easily verified using our results as well. However, this result will not hold in general for the optimal values of \( \tau, \rho_d \) and \( \rho_p \) resulting from the optimization in (55). In fact, we can pose a complementary optimization problem in which we attempt to minimize the ratio \( \kappa = M_{\text{one}}/M_{\text{conv}} \) required for both systems to achieve the same spectral efficiency, as follows:

\[
\begin{align*}
\text{minimize} & \quad \kappa, \\
\text{subject to} & \quad S_h|p = S_h^{\text{conv}}, \\
& \quad 0 < \gamma < 1, \quad K \leq \tau \leq T. \quad (56)
\end{align*}
\]

![Table I: Lower bound on individual achievable rates for conventional and one-bit MIMO systems](image)

where \( S_h^{\text{conv}} \) is the maximum spectral efficiency achieved for the conventional system by optimizing \( \rho_p \) and \( \rho_d \) with \( \tau = K \) for fixed \( M_{\text{conv}} \). Since the problem in (56) only has a few parameters, we can use a simple search algorithm for the optimization.

Although no closed-form expression for the optimal \( \kappa \) can be obtained, we will show in the simulations that less than 2.5 times more antennas are needed for the MRC receiver, and also for the ZF receiver at low SNR, if the training length \( \tau \), training power \( \rho_p \) and data transmission power \( \rho_d \) are all optimized.

VI. NUMERICAL RESULTS

The simulation results presented here consider an uplink single-cell one-bit massive MIMO system with a coherence interval of \( T = 200 \) symbols. Unless otherwise indicated, we assume \( \rho_p = \rho_d = SNR \).

A. Channel Estimation Performance

In this subsection, we evaluate the performance of the BLMMS channel estimator proposed in Section III-A compared with the LS channel estimator of [21] and the near maximum-likelihood channel estimator of [25]. Note that although the nML channel estimator proposed in [25] focused on estimating the channel vector between the \( K \) users and one receive antenna, we can define the nML estimator for the entire channel for all \( M \) receive antennas and \( K \) users using logic similar to [25] as follows:

\[
\hat{h}_{\text{nML}} = \arg \max_{\hat{h} \in 2^{MK}} \sum_{i=1}^{2M} \log \left( F \left( \sqrt{2} \hat{\Phi}_R^{(i)} \hat{\Phi}_R^{(i)} \right) \right), \quad (57)
\]

where \( F(x) \) is the cumulative distribution function (CDF) of the standard normal distribution, and \( \hat{\Phi}_R^{(i)} = \sqrt{2} r_{R,p}^{(i)} \hat{\Phi}_R^{(i)} \) and \( \hat{\Phi}_R^{(i)} \) are respectively the \( i \)th element of \( r_{R,p} \) and the \( i \)th row of \( \hat{\Phi}_R \).

\[
\begin{align*}
\hat{r}_{R,p} &= [\Re(\hat{\Phi})^T \Im(\hat{\Phi})^T]^T \\
\hat{\Phi}_R &= \begin{bmatrix} \Re(\hat{\Phi}) & -\Im(\hat{\Phi}) \\
\Im(\hat{\Phi}) & \Re(\hat{\Phi}) \end{bmatrix}. \quad (59)
\end{align*}
\]

Figure 2 compares the MSE of the various channel estimators as a function of SNR for a case with \( M = 16, K = 4 \) and \( \tau = 20 \). Note that we also include the performance of a similar channel estimator proposed in [28], in which the quantizer noise is modeled as uncorrelated additive noise with a covariance matrix \( C_{q} = (1 - 2/\tau) I_{MK} \). We emphasize again that in our work, the correlation between the elements of the quantization noise vector is taken into account using the
B. Validation of Achievable Rate Results

For example, take the simple case depicted in Fig. 3 for $M = 16, K = 4$ and $\tau = 20$. Least Squares estimator is from [21] and nML estimator is from [25].

arcsine law, and hence $C_{q_h}$ is not in general a diagonal matrix. We see that our proposed BLMMSE approach outperforms the other previously proposed approaches. We also see that at low SNR, BLMMSE and the method based on uncorrelated quantizer noise achieves the same performance, which verifies the observation that the approximation of (32) is reasonable at low SNR. However, with the increase of SNR, a small performance gap can be seen between these two curves, indicating that not considering the correlation between the quantizer noise in one-bit systems may cause performance loss and the correlation should be taken into account.

A larger gap will result in cases where the quantizer noise is spatially correlated, since the analysis of [28] did not take this possibility into account. This will occur for example if the channel or the additive noise is itself spatially correlated. For example, take the simple case depicted in Fig. 3 for $M = 16, K = 1$ and $\tau = 2$, which shows the MSE performance for a case with a spatially correlated channel where $C_h$ is non-diagonal. In this case, the BLMMSE channel estimator is given by

$$\hat{h}^{BLM} = C_h(A_p\Phi)^H C_{r_p}^{-1} r_p,$$

(60)

where, following the same step as in (7), the matrix $A_p$ is

$$A_p = \sqrt{\frac{2}{\pi}} \text{diag}(\Phi C_h \Phi^H + I_{M\tau})^{-\frac{1}{2}}.$$

(61)

For this example, we consider a typical urban channel model as described in [43], where the power angle spectrum of the channel is modeled by a Laplacian distribution with an angle spread of 10°. The covariance matrix $C_h$ can then be obtained according to [45 Eq. (2)]. We can see that the MSE performance gap grows to over 1 dB, indicating that the spatial correlation of the quantizer noise has an impact on performance and should be taken into account.

B. Validation of Achievable Rate Results

Fig. 2: MSE of channel estimators versus SNR with $M = 16, K = 4$ and $\tau = 20$. Least Squares estimator is from [21] and nML estimator is from [25].

Fig. 3: MSE of channel estimators versus SNR with $M = 16, K = 1$ and $\tau = 2$ over a spatially correlated channel.

Fig. 4: Sum spectral efficiency versus SNR with $M = \{32, 64, 128\}$ and $K = \tau = 8$ for MRC and ZF receivers.

Here we evaluate the validity of the lower bounds on the achievable rate for the MRC and ZF receivers derived in Theorems 1 and 2 compared with the ergodic rate given in (42). Fig. 4 shows the sum spectral efficiency versus SNR with $K = \tau = 8$ for different numbers of transmit antennas $M = \{32, 64, 128\}$. The dashed lines represent the sum spectral efficiencies obtained using the closed-form expressions in (48) and (49) for the MRC and ZF receivers, respectively, while the solid lines represent the ergodic sum spectral efficiencies obtained from (42). For both the MRC and ZF receiver, the gap between the approximation and the lower bound of the ergodic rate is small. For example, with $M = 128$ and SNR = −10dB, the sum spectral efficiency gap is 0.19 bits/s/Hz and 0.38 bits/s/Hz for the MRC and ZF receivers, respectively. This implies that the approximation on the achievable rate given in (43) is a good predictor of the performance of one-bit massive MIMO systems. Thus, in the following plots we will show only the approximation when evaluating performance.
K. considered in Section V-A. Fig. 5 shows the sum spectral efficiency of antenna arrays in one-bit massive MIMO for the two cases C. One-Bit Massive MIMO Power Efficiency

Case I: \( \rho_k \) is fixed, \( \rho_d = E_u/\sqrt{M} \) in Case I, and \( \rho_p = \rho_d = E_u/\sqrt{M} \) in Case II.

Fig. 5: Sum spectral efficiency versus number of BS antennas \( M \) for MRC and ZF receivers with \( \rho_p = 0 \text{dB}, \rho_d = E_u/\sqrt{M} \) in Case I, and \( \rho_p = \rho_d = E_u/\sqrt{M} \) in Case II.

D. Resource Allocation

We now investigate the benefit of our proposed optimal resource allocation scheme that adjusts the training length, training power, and data transmission power. In order to illustrate the benefit achieved by our proposed allocation scheme, we define the bit energy as the total transmit power expended divided by the sum spectral efficiency, or energy consumed per transmitted bit:

\[
\zeta_B = \frac{\tau \rho_d + (T - \tau) \rho_d}{S_R}.
\]  

(62)

Fig. 6 shows the sum spectral efficiency versus the bit energy with and without optimal power allocation for \( M = \{128, 256\} \) and \( K = 8 \).

Fig. 7: Optimal training duration versus the coherence interval with \( M = 128 \) and average transmit power \( \rho = \{-15, -6\}\text{dB} \) for the MRC and ZF receivers.

Fig. 7 shows the optimal training duration versus the coherence interval for \( M = 128 \) and average transmit power \( \rho = \{-15, -6\}\text{dB} \) for conventional and one-bit massive MIMO systems. We can see that the optimal training length is always equal to the number of users for conventional massive MIMO systems, while it depends on the coherence interval and the total power budget for one-bit MIMO systems. This is because a larger proportion of the coherence interval devoted to training is required in one-
bit systems to combat the quantization noise. In addition, we observe that the optimal training length for the MRC receiver is smaller than that for the ZF receiver, implying that the ZF receiver demands a higher quality channel estimate than MRC in order to reduce the interuser interference, and hence improve the sum spectral efficiency.

E. Number of Antennas for One-Bit and Conventional Massive MIMO

In this example we compare the sum spectral efficiencies between one-bit and conventional massive MIMO systems. Fig. 8 illustrates the sum spectral efficiency versus the number of receive antennas for the MRC and ZF receivers with an average transmit power $\rho = -10\text{dB}$. Since we are more interested in comparing the maximum sum spectral efficiencies of both one-bit and conventional systems, each curve is obtained by adjusting the training length, the training power and data transmission power to maximize the sum spectral efficiency, as in problem (55). The curves for ‘Conventional massive MIMO’ are obtained using the formulas in Table II. Compared with the conventional system, the rate loss of the one-bit system is not as severe as might be imagined. For example, with $M = 400$, the one-bit system can still achieve a sum spectral efficiency of 23.2 bits/s/Hz and 24.6 bits/s/Hz for the MRC and ZF receivers, respectively, which amounts to 73.68% and 69.76% of the sum spectral efficiency of the conventional system. This is a remarkably high value for such a coarsely quantized signal that only retains sign information about the received signals. The figure also verifies the increase in the number of antennas required for the one-bit system with MRC to achieve performance equivalent to a conventional massive MIMO system; the one-bit system requires about 480 antennas, or approximately $480/215 = 2.23$ times more antennas than for a conventional system to achieve a spectral efficiency of 25 bits/s/Hz.

This relationship is further illustrated in Fig. 9 which shows the ratio of $\kappa = M_{\text{one}}/M_{\text{conv}}$ needed for the two types of systems to achieve equivalent performance. The curves labeled ‘w/o Optimal Resource Allocation’ are obtained assuming $\tau = K$ and $\rho_p = \rho_d = \rho$, while the curves labeled ‘w/ Optimal Resource Allocation’ are obtained by solving problem (56). We can see that the ratio is constant at 2.5 for MRC and also at low SNR for ZF for the case without resource allocation, which verifies the conclusion in [28]. However, for the case with an optimal resource allocation, the ratio is around 2.2-2.3, which implies that fewer antennas are needed for the one-bit system if its performance is optimized. In addition, we see that as the average transmit power $\rho$ increases, the number of antennas required for a one-bit system to have equivalent performance with the ZF receiver grows without bound, since the conventional ZF receiver is theoretically able to obtain a better and better channel estimate that allows it to ultimately eliminate all inter-user interference.

VII. Conclusions

This paper has investigated channel estimation and overall system performance for the single-cell, flat Rayleigh fading massive MIMO uplink when one-bit ADCs are employed at the BS. We used the Bussgang decomposition to derive a new channel estimator based on the LMMSE criteria, and showed that the resulting BLMMSE estimator provides the lowest MSE among various competing algorithms. However, even the BLMMSE estimator has a high-SNR error floor due to the one-bit quantization. We derived simple closed-form approximations for the massive MIMO uplink achievable rate for low SNR and a large number of users assuming MRC and ZF receivers that employ the BLMMSE channel estimate. We then used the approximation to study the sum spectral efficiency and energy efficiency of the one-bit massive MIMO uplink. Our results show that massive MIMO still yields similar gains in energy efficiency when one-bit quantizers are employed, and we developed an optimization problem that when solved yields significant gains in spectral efficiency by properly selecting the training length, training power and data...
transmission power. We showed that for an MRC receiver with optimal resource allocation, approximately 2.2-2.3 times more antennas are required in a one-bit massive MIMO system to achieve the same spectral efficiency as a conventional system with full-precision ADCs. However, significantly more antennas are required in a one-bit system for the ZF receiver at high SNR. Finally, we presented a number of simulation results that validate our analysis and illustrate the potential performance of massive MIMO systems with one-bit ADCs.

**APPENDIX A**

For a given $y_p$, the covariance matrix between the quantizer noise $q_p$ and the channel vector $h$ can be expressed as

$$
E \left\{ q_p h^H \right\} = E_{y_p} \left\{ E \left\{ q_p h^H | y_p \right\} \right\}.
$$

(63)

Since the quantizer noise $q_p = r_p - A_p y_p$ is fixed for a given $y_p$, we can remove $q_p$ from the inner expectation of (63) to obtain

$$
E_{y_p} \left\{ E \left\{ q_p h^H | y_p \right\} \right\} = E_{y_p} \left\{ q_p E \left\{ h^H | y_p \right\} \right\}.
$$

(64)

According to [38], the value of $E \left\{ h^H | y_p \right\}$ is the linear MMSE estimate of $h$, leading to

$$
E_{y_p} \left\{ E \left\{ q_p h^H | y_p \right\} \right\} = E_{y_p} \left\{ q_p Y_p^H C^{-1}_{y_p} C_{y_p} h \right\}.
$$

(65)

Choosing $A_p$ according to [7], the quantizer noise $q_p$ is uncorrelated with $y_p$, and hence we have

$$
E \left\{ q_p h^H \right\} = E_{y_p} \left\{ q_p Y_p^H C^{-1}_{y_p} C_{y_p} h \right\} = 0,
$$

(66)

which implies that the quantizer noise $q_p$ is uncorrelated with the channel $h$.

**APPENDIX B**

We follow the approach of [46] and only exploit knowledge of the average effective channel $E \left\{ \sqrt{\rho_d} w_k^T A_d h_k \right\}$ in the detection. Then, according to [41], the lower bound of the achievable rate in (45) is obtained by treating the uncorrelated inter-user interference and the quantizer noise as independent Gaussian noise, which is a worst-case assumption when computing the mutual information [41]. Therefore the variance of the effective noise is

$$
E \left\{ \hat{\eta}_{d,k} \right\}^2 = \text{Var} \left\{ \{w_k^T A_d h_k\} \right\} + \rho_d \sum_{i \neq k} E \left\{ \|w_k^T A_d h_i\|^2 \right\} + E \left\{ \|w_k^T A_d \|^2 \right\} + E \left\{ w_k^T C_{q,d} w_k^T \right\},
$$

(67)

where the expectation operation is taken with respect to the channel realizations. By using the same result in [32] at low SNR, we can approximate the quantizer noise as

$$
E \left\{ w_k^T C_{q,d} w_k^T \right\} = \left(1 - \frac{2}{\pi}\right) E \left\{ w_k^T \right\}^2.
$$

(68)

Substituting $A_d = \alpha_d I_K$ and combining (67) and (68), we arrive at Lemma 1.

**APPENDIX C**

From (45), we need to compute $E \{ w_k^T h_k \}$, $\text{Var} \{ w_k^T h_k \}$, $\text{UI}_k$ and $\text{AQN}_k$. Note that, although the channel vector $h_k$ is Gaussian, the BLMMSE channel estimate $\hat{h}_k$ is not Gaussian due to the quantizer noise. However, we can approximate $\hat{h}_k$ as Gaussian using Cramér’s central limit theorem [47].

For the MRC receiver $W_{T_{\text{MRC}}}^T = H^H$, we have

$$
w_k^T h_k = \hat{h}_k^H h_k = \|\hat{h}_k\|^2 + \hat{h}_k^H \varepsilon_k.
$$

(69)

Therefore,

$$
E \{ \hat{h}_k^H h_k \} = E \{ \|\hat{h}_k\|^2 \} = M \sigma^2.
$$

(70)

The variance of $w_k^T h_k$ is given by

$$
\text{Var} \{ w_k^T h_k \} = E \{ \|\hat{h}_k^H h_k\|^2 \} - M^2 \sigma^4
$$

$$
= E \{ \|\hat{h}_k\|^4 \} + E \{ \|\hat{h}_k^H \varepsilon_k\|^2 \} - M^2 \sigma^4.
$$

(71)

Since $\hat{h}_k$ is approximately Gaussian with variance of each element $M \sigma^2$, we obtain

$$
\text{Var} \{ w_k^T h_k \} = \sigma^4 M (M + 1) + \sigma^2 (1 - \sigma^2) M - M^2 \sigma^4
$$

$$
= M \sigma^2.
$$

(72)

For $i \neq k$ we have

$$
\text{UI}_k = \rho_d \alpha_d^2 \sum_{i \neq k} E \{ \|\hat{h}_k^H \hat{h}_i\|^2 \} = (K - 1) \rho_d \alpha_d^2 M \sigma^2.
$$

(73)

Similarly, we obtain

$$
\text{AQN}_k = \alpha_d^2 (1 - 2/\pi) M \sigma^2.
$$

(74)

Substituting (70), (72), (73) and (74) into (45), Theorem 1 is obtained.

**APPENDIX D**

For the ZF receiver $W_{T_{\text{ZF}}}^T = (\hat{H}^H \hat{H})^{-1} \hat{H}^H$, we have

$$
w_{T_{\text{ZF}}}^T \hat{H} = W_{T_{\text{ZF}}}^T (\hat{H} + \varepsilon) = I_K + W_{T_{\text{ZF}}}^T \varepsilon.
$$

(75)

Therefore,

$$
w_{T_{\text{ZF}}}^T h_k = 1 + w_{T_{\text{ZF}}}^T \varepsilon_k.
$$

(76)

Similar to the derivation of the MRC receiver, we need to compute $E \{ w_k^T h_k \}$, $\text{Var} \{ w_k^T h_k \}$, $\text{UI}_k$ and $\text{AQN}_k$.

For the ZF receiver, we have

$$
E \{ w_k^T h_k \} = 1 + E \{ w_{T_{\text{ZF}}}^T \varepsilon_k \} = 1.
$$

(77)

The variance of $w_k^T h_k$ is given by

$$
\text{Var} \{ w_k^T h_k \} = E \{ \|w_{T_{\text{ZF}}}^T \varepsilon_k\|^2 \}
$$

$$
= (1 - \sigma^2) E \{ \|w_{T_{\text{ZF}}}^T \varepsilon_k\|^2 \}
$$

$$
= (1 - \sigma^2) E \left\{ \left(\hat{h}_k^H \hat{H} \right)^{-1}_{k,k} \right\}.
$$

(78)
Since $\mathbf{H}$ is approximately Gaussian, $\mathbf{H}^H \mathbf{H}$ is a $K \times K$ central Wishart matrix with $M$ degrees of freedom, Thus,

$$\text{Var} \left( w_k^T h_k \right) = \frac{1 - \sigma^2}{\sigma^2 (M - K)}. \quad (79)$$

From (76), for $i \neq k$ we have

$$\text{UI}_k = \rho_d \alpha_d^2 \sum_{i \neq k} K E \left\{ \left| \mathbf{h}_k^H \mathbf{e}_i \right|^2 \right\}$$

$$= \rho_d \alpha_d^2 \sum_{i \neq k} (1 - \sigma^2) E \left\{ \left[ (\mathbf{H}^H \mathbf{H})^{-1} \right]_{k,k} \right\}$$

$$= (K - 1) \rho_d \alpha_d^2 \frac{(1 - \sigma^2)}{\sigma^2 (M - K)}. \quad (80)$$

Similarly,

$$\text{AQN}_k = \frac{\alpha_d^2 + 1 - 2/\pi}{\sigma^2 (M - K)}. \quad (81)$$

Substituting (77), (79), (80) and (81) into (45), Theorem 2 is obtained.

**APPENDIX E**

First we rewrite the sum spectral efficiency of (48) and (49) for the MRC and ZF receivers as a function with respect to $\gamma$ and $\tau$:

$$S_s(\gamma, \tau) = \frac{T - \tau}{T} K \log_2 \left( 1 + \frac{a_1 \tau}{a_2 \tau^2 + a_3 \tau + a_4} \right), \quad (82)$$

where we define

$$a_1 = 4M P^2 (\gamma - \gamma^*)$$

$$a_2 = \pi^2 + 2\pi P \gamma$$

$$a_3 = \pi (K P (\pi - 2) \gamma - K P (1 - \gamma)(\pi + 2P \gamma) - (\pi + 2P \gamma) T)$$

$$a_4 = \pi (K P^2 (\pi - 2)(-1 + \gamma + \gamma^*) - K P (\pi - 2) \gamma T)$$

for $A = \text{MRC}$, and

$$a_1 = 4(M - K) P^2 (\gamma - \gamma^*)$$

$$a_2 = \pi^2 + 2\pi P \gamma$$

$$a_3 = -K P (2\pi (\gamma + \gamma (\gamma - \gamma^*))) + 4P (\gamma - \gamma^*) + \pi^2 (2\gamma - 1))$$

$$- \pi^2 + 2\pi P \gamma T$$

$$a_4 = \pi (K P^2 (\pi - 2)(-1 + \gamma + \gamma^*) - K P (\pi - 2) \gamma T)$$

for $A = \text{ZF}$.

Then we denote $\{ \gamma^*, \tau^* \}$ to be the solution of (55), such that $\gamma^* P = \tau^* \rho_{\tau}$ is the optimal power for training, and $(1 - \gamma^*) P = (T - \tau^*) \rho_{\tau}$ is the optimal amount for data transmission. Next we choose $\tilde{\tau} = K \rho_{\tau} = \gamma^*/\tilde{\tau}$ and $\tilde{\rho}_{\tau} = (1 - \gamma^*) P/(T - \tilde{\tau})$. Clearly, the function in (82) is not a monotonic function with respect to $\tau$ with a given $\gamma^*$. That is to say, it is difficult to compare the values of $S(\gamma^*, \tau^*)$ and $S(\gamma^*, \tilde{\tau})$. Therefore, we conclude that the optimal training length is not always equal to the number of users for one-bit systems.
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