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Abstract. In this work we present a Reduced Order Model which is specifically designed to deal with turbulent flows in a finite volume setting. The method used to build the reduced order model is based on the idea of merging/combining projection-based techniques with data-driven reduction strategies. In particular, the work presents a mixed strategy that exploits a data-driven reduction method to approximate the eddy viscosity solution manifold and a classical POD-Galerkin projection approach for the velocity and the pressure fields, respectively. The newly proposed reduced order model has been validated on benchmark test cases in both steady and unsteady settings.

1. Introduction

A large part of physical problems (fluid dynamics, mechanics and heat transfer, ...) in relevant engineering and physics applications is governed by conservation laws. Over the years, several different numerical methods have been developed to solve the systems of Partial Differential Equations (PDEs) resulting from these conservation laws. Among these we mention the finite difference (FDM), the finite element (FEM), the finite volume (FVM), and the spectral element method (SEM). In particular, the Finite Volume one [64, 87] is very often used to solve fluid dynamics and more in general hyperbolic problems.

Despite the recent increase of available computational power and new computational methods, the resolution of the governing equations, using one of the classical discretization methods previously mentioned, may become for several reasons not convenient. This is evident in common situations such as real-time control problems, where a small computational time is a major requirement or in a multi-query contest (e.g. optimization, uncertainty quantification, repetitive computational environment), where one needs to compute a certain output of interest for a large number of different input settings. This makes the cost of resorting to standard numerical methods (that will be referred as the Full Order Model (FOM)) prohibitive. These challenges in simulating computational problems has pushed the scientific community to seek techniques which could reduce the computational cost. Reduced Order Methods (ROMs) have been successful in meeting the needs of reducing the computational time offering high speed up rates. For a comprehensive review on ROMs, the reader may refer to [44, 70, 12, 11, 5].

Projection based ROMs [7, 2], on which this article is focused, have been applied in several scientific contributions dealing with laminar fluid dynamics problems and the methodology is already well established. On the other side, for what concerns turbulent flows, there are still several issues that need to be addressed. For instance, it is well known that projection based ROMs of turbulent flows suffer from energy stability issues [22]. This is due to the fact that the POD retrieves the modes which are biased toward large, high-energy scales, but the turbulent small scales are the responsible scales for the dissipation of the turbulent kinetic energy [63].

Several strategies have been proposed to stabilize ROMs for turbulent flows and here a brief overview of the possible strategies is outlined. A possible approach suggests to include dissipation via a closure model, see [91, 3]. In [28, 65], it has been theoretically and numerically shown that the POD modes have similar energy transfer to the one of the Fourier modes. This suggests that the usage of Large Eddy Simulations (LES) at the full order level could be beneficial in the case of POD-Galerkin-based ROMs.

Another possible approach [48] to obtain more dissipative ROMs, and justified by the fact that small scale modes have $H^1$ norm value that is higher than their $L^2$ norm value, proposes the usage of the $H^1$ inner product instead of the $L^2$ one in order to compute the POD modes.
Efforts to reduce CFD problems for turbulent flows include also employing minimum residual formulation in the reduced order model [34, 24, 85] or the use of the Dynamic Mode Decomposition (DMD) [11, 81, 89, 57]. Recently in [34], the authors proposed a constrained formulation to deal with long time instabilities. In the latter work, a constrained Galerkin formulation is proposed in order to correct the standard Galerkin approach. The reduced order model in [34] was generated using $H^1$-POD-$h$Greedy strategy, which is a simplified version of the $h$-type Greedy [83]. In [25], the authors presented a reduced order model (based on the FEM) for the Smagorinsky turbulence model for steady flows. Their approach consisted into the approximation of the non-linear eddy diffusion term using the Empirical Interpolation Method. In the context of ROMs for turbulent flows it is also worth mentioning the Variational Multi-Scale (VMS) method [11, 79]. In [84] started from a Discontinuous Galerkin formulation to inherits the stability of the full order discretization.

Most of the works mentioned above make use of Projection-based methods. However, ROMs can also be obtained by data-driven approaches [41, 85, 58, 71, 55, 11, 35]. A recent work on data-driven reduced order modeling for time-dependent problems can be found in [41], where the authors proposed a regression based model to approximate the maps between the time-parameter values and the projection coefficients onto the reduced basis.

Since the final aim is to develop ROMs for flows with high Reynolds number, at the FOM level a Direct Numerical Simulation (DNS) is not affordable and thus we have to introduce turbulence modeling. In the FVM setting the most used techniques to introduce turbulence modeling are based on the Reynolds Averaged Navier–Stokes (RANS) equations and on the Large Eddy Simulation (LES) method. In this work, the RANS approach is considered. In order to solve the RANS equations a turbulence closure model that describes the effect of sub grid scales is required. In order to approximate the Reynolds stress tensor, we analyzed eddy viscosity closure models for both steady parameterized flows and unsteady flows. We considered closure models with both $k - \epsilon$ and SST $k - \omega$ [61, 52] which are two equations models, in which the eddy viscosity $\nu_{e}$ depends algebraically on two variables $k$ and $\epsilon$ or $\omega$. These variables stand respectively for the turbulent kinetic energy, turbulent dissipation and the specific turbulent dissipation rate. An additional PDE is solved for each of the turbulence variables.

In this work we present a mixed approach between projection-based ROMs and data-driven-based ROMs, for some references on hybrid projection/data-driven ROM see [53, 55, 27, 50, 60, 69]. In [53], the authors presented a combination of projection based ROM with a Data Driven Filtering technique. In particular the work proposed to modify the standard Galerkin ROM by introducing a correction term which models the interaction between resolved modes and truncated modes. The authors used data driven modeling only to approximate the correction term, and tested the ROM on a 2D channel flow past a circular cylinder at Reynolds number of 100, 500 and 1000.

In [27], calibration methods have been constructed for the goal of reducing the Navier–Stokes equations, the authors used POD-Galerkin projection strategy and then they utilized data-driven techniques for calibrating the reduced order models. In [53], this is done by assuming that the term which contains the pressure gradient (in the projected momentum equation) is model led by the product of a calibration matrix and the reduced vector of velocity coefficients. Afterwards, the calibration matrix entries can be found by minimizing a functional that depends on the values of the interpolated velocity vector of $L^2$ projection coefficients. In [27], the calibration is done by finding the polynomial function that sets up the reduced dynamical system for the velocity coefficients as the solution to an optimization problem, where the functional which has to be minimized has two weighted terms. The first term measures the error between the values of the projection coefficients obtained from the data and the reduced solution of the dynamical system. The second imposes a cost for the difference between the original polynomial of the reduced dynamical system and the new one that determines the calibrated system.

In [54], the hybrid approach is similar to [35], where an empirical pressure model is used to approximate the pressure term in the projected momentum equation. The data-driven approach utilized is a linear regression which fitted a set of coefficients in the empirical model from the data. In the last mentioned works, the hybrid/mixed approaches include modeling projected terms at the reduced order level and modifying the reduced order matrices entries. We mentioned only works which focus on reducing the Naiver–Stokes equations in both laminar and turbulent settings. Since such works were focused on reconstructing the velocity field of Direct Navier–Stokes resolutions, we here stress that the corresponding reduced model did not include the pressure field nor any turbulence associated field. In the present reduced approach we instead aim at reconstructing both the velocity and pressure fields and also consider the turbulent viscosity field $\nu_{e}$. This is motivated by the fact that the eddy viscosity is used at the reduced level to stabilize the momentum equation, as is the case for any FOM employing a one or two equation turbulence model based on the Boussinesq eddy viscosity assumption. In fact, including the eddy viscosity in the ROM formulation introduces consistency with the FOM. Furthermore, the motivation behind the computation of a reduced version of the pressure field is that in several applications,
important performance parameters not only depend on the velocity field, but also on the pressure one. Among these performance parameters, we mention for instance the fluid dynamics forces acting on the surface of a certain body. Thus, the ROM approach developed aims at approximating the fluid dynamics variables $u$, $p$ and $\nu$. For such reason, separate sets of ROM coefficients are employed for the reduced order expansion of the $u$, $p$ and $\nu$ fields. Yet, if the pressure and velocity coefficients are determined through a well assessed projection methodology, the correct identification of the ROM coefficient for the turbulent variable $\nu$ is less obvious. Ideally, a proper projection procedure requires that the specific turbulence model equations used in the FOM solver must be taken into account. Unfortunately, given the wealth of one and two equations turbulence models of common use in the engineering community, their several variants and the even higher number of closure coefficients to be tracked at the ROM level, this approach appears extremely impractical. Thus, we decided to use data-driven techniques for the computation of the reduced order coefficients of $\nu$. Such approach results in ROM sensitivity to the particular turbulence model employed in the FOM simulations, while avoiding the increased ROM complexity due to the projection of the specific turbulence equations.

As a result, the approach developed in this work exploits the traditional projection methods in the part that computes the degrees of freedom for the reduced velocity and pressure fields. On the other hand, it uses a data-driven technique for the computation of the reduced coefficients of the eddy viscosity field. This is done by means of an interpolation process with Radial Basis Functions (RBF). The approach in the offline stage involves the construction of a RBF interpolant function (with Gaussian kernel functions) based on the set of samples used to train the ROM. In the general case of parameterized unsteady flows, the coefficients obtained by the $L^2$ projection of the eddy viscosity snapshots (obtained by different values of the parameters and/or acquired at different time instants) onto the spatial modes of the eddy viscosity will be used to compute the weights of the RBF interpolant function. In the online stage, the values of the eddy viscosity coefficients are obtained by interpolation. The dynamical system resulted from the projection step can be solved to obtain POD coefficients of the pressure and velocity expansion. To summarize, this approach is based on two main ideas. The first one is to approximate the solution manifold of the eddy viscosity field by means of an interpolation based approach. The second idea is to still exploit projection based methods to determine the expansion coefficients for velocity and pressure.

The work is organized as follows: section 2 deals with the description of the full order model and of the numerical methods used to solve the incompressible Navier–Stokes equations. Section 3 presents the methodologies used in this work to assemble the reduced order model. A review of projection based ROMs is outlined in 3.1, then the POD-Galerkin projection method is addressed in 3.2. Subsection 3.3 focuses on the mixed projection-based/data-driven reduced order model. Subsection 3.4 addresses how boundary conditions are treated at the reduced order level. The numerical examples are presented in 4 with two benchmark test cases which are the steady case of the backstep and the unsteady case of the flow past a circular cylinder. Conclusions and perspectives follow.

2. The full order model (FOM)

The present section is devoted to a description of the governing equations of the full order fluid dynamic model. Thus, the parameterized incompressible Navier–Stokes equations will be presented, along with details of their finite volumes discretization. Finally the Reynolds Averaged Navier–Stokes equations will be presented, including some relevant aspects of the turbulence modeling considered in this work.

2.1. The mathematical problem: parameterized Navier-Stokes equations. In this subsection, the strong form of the mathematical problem of interest is recalled. Given a parameter vector $\mu \in \mathcal{P} \subset \mathbb{R}^q$, where $\mathcal{P}$ is a $q$-dimensional parameter space. The Navier-Stokes equations parameterized by $\mu$ read as follows:

$\begin{align*}
\frac{\partial u(t,x,\mu)}{\partial t} + \nabla \cdot (u(t,x,\mu) \otimes u(t,x,\mu)) - \nabla \cdot \nu \left( \nabla u(t,x,\mu) + (\nabla u(t,x,\mu)^T) \right) &= -\nabla p(t,x,\mu) &\text{in } \Omega \times [0,T], \\
\nabla \cdot u(t,x,\mu) &= 0 &\text{in } \Omega \times [0,T], \\
u \frac{\partial u(t,x,\mu)}{\partial t} &= f(x,\mu) &\text{on } \Gamma_{in} \times [0,T], \\
u \nabla u &= 0 &\text{on } \Gamma_{0} \times [0,T], \\
\nu \nabla u - pI &= 0 &\text{on } \Gamma_{Out} \times [0,T], \\
\nu \nabla u &= 0 &\text{in } (\Omega,0),
\end{align*}$

where $\Gamma = \Gamma_{in} \cup \Gamma_{0} \cup \Gamma_{Out}$ is the boundary of the fluid domain $\Omega \in \mathbb{R}^d$, with $d = 1, 2$ or 3. The boundary is formed by three different parts $\Gamma_{in}$, $\Gamma_{Out}$ and $\Gamma_{0}$, which correspond respectively to the inlet boundary, the outlet boundary and the physical walls. $u$ is the flow velocity vector field, $t$ is the time, $\nu$ is the fluid kinematic
viscosity, and \( p \) is the normalized pressure field, which is divided by the fluid density \( \rho_f \). \( f \) is a generic function that describe the velocity on the inlet \( \Gamma_{in} \) and it is parameterized through \( \mu \). \( R \) is the initial velocity field and \([0, T]\) is the time window under consideration. We remark that in this work the parameter \( \mu \) is always a physical parameter.

2.2. The finite volume discretization. The governing equations of (1) are discretized using the FVM [64]. After choosing an appropriate polygonal tessellation, one can write the system of partial differential equations (1) in integral form over each control volume. In the present work 2-dimensional tessellations are considered. The number of degrees of freedom of the discretized problem represents the dimension of the full order model (FOM) which is denoted by \( N_h \). In the next subsections, the discretization methodology of the momentum and continuity equations is addressed. In particular the momentum and continuity equations are solved using a segregated approach in the spirit of Rhie and Chow interpolation. The discretization starts writing the momentum equation in integral form for each control volume \( V_i \) as follows:

\[
\int_{V_i} \frac{\partial}{\partial t} u dV + \int_{V_i} \nabla \cdot (u \otimes u) dV - \int_{V_i} \nabla \cdot \left( \nabla u + \left( \nabla u^T \right) \right) dV + \int_{S_i} \nabla p dV = 0.
\]

We define then a generic cell center \( P \) and a set of neighboring points around it \( N \) (Figure 1). For each cell \( P \), the discretized form of the momentum equation is then written as:

\[
a^N_i u_i + \sum_N a^N_N u_N = -\nabla p,
\]

where \( u_N \) and \( u_P \) are the velocities at the centers of two neighboring cells, \( a^N_i \) is the vector of diagonal coefficients of the equations and \( a^N_N \) is the vector that consists off diagonal coefficients. Equation 3 is rewritten for all the cells in matrix form as:

\[
A u = \mathcal{H} - \nabla p.
\]

In the above expression the terms \( \mathcal{H} = -\sum_N a^N_N u_N \) and \( \nabla p \) are evaluated in an explicit manner based on previous tentative values of the velocity and pressure fields or on the values converged at the previous iteration or at the previous time step. The \( A \) matrix is a diagonal matrix and can be easily inverted and therefore Equation 4 can be easily solved:

\[
u = A^{-1} \mathcal{H} - A^{-1} \nabla p.
\]

If we apply the divergence operator and then exploit the continuity equation \((\nabla \cdot u = 0)\) we obtain a Poisson equation for pressure:

\[
\nabla \cdot (A^{-1} \nabla p) = \nabla \cdot (A^{-1} \mathcal{H}).
\]

The equation for pressure can be solved and used together with Equation 5 and with the discretized version of the continuity equation to update \( F_f \) (the mass flux through each face of the control volume):

\[
F_f = u_f \cdot S_f = -A^{-1} S_f \cdot \nabla p + A^{-1} S_f \cdot \mathcal{H},
\]

where \( S_f \) is the area vector of each face of the control volume and \( u_f \) is the velocity vector evaluated at the center of each face of the control volume. The procedure used to discretize all the different terms inside the Navier-Stokes equations is explained in what follows. The pressure gradient term is discretized with the use of Gauss’s theorem:

\[
\int_{V_i} \nabla p dV = \int_{S_i} p dS \approx \sum_f S_f p_f.
\]

where \( p_f \) is the value of pressure at the center of the faces (Figure 1).

Again using Gauss’s theorem, the convective term can be discretized as follows:

\[
\int_{V_i} \nabla \cdot (u \otimes u) dV = \int_{S_i} \left( dS \cdot (u \otimes u) \right) \approx \sum_f S_f \cdot u_f \otimes u_f = \sum_f F_f u_f.
\]

We remark that the velocity unknowns in the discretized form of the equations are always computed at the center of the faces. Therefore these values must be interpolated using the values at the cell centers. Several interpolation schemes are available such as central, upwind, second order upwind and blended differencing schemes. \( F_f \) is the mass flux through each face of the control volume and, in order to remove the non-linearity, it is computed using the previous converged velocity and updated with Equation 7.
The diffusion term is discretized as follows:

\[ \int_{V_i} \nabla \cdot \left( \frac{\nabla u + (\nabla u)^T}{2} \right) dV = \int_{S_i} dS \cdot \nu \left( \frac{\nabla u + (\nabla u)^T}{2} \right) \approx \sum_f \nu S_f \cdot (\nabla u)_f, \]

where \((\nabla u)_f\) is the gradient of \(u\) at the faces. A procedure similar to the one described for pressure in (8) is used to compute the value of \((\nabla u)_f\). As for computing the term \(S_f \cdot (\nabla u)_f\) in (10), its value depends on whether the mesh is orthogonal or non-orthogonal. The mesh is orthogonal if the line that connects two cell centers is orthogonal to the face that divides these two cells. For orthogonal meshes the term \(S_f \cdot (\nabla u)_f\) is computed as follows:

\[ S_f \cdot (\nabla u)_f = |S_f| \frac{u_N - u_P}{|d|}, \]

where \(u_N\) and \(u_P\) are the velocities at the centers of two neighboring cells and \(d\) is the distance vector connecting the two cell centers. If the mesh is not orthogonal, a correction term has to be added to the above equation. In that case, one has to consider computing a non-orthogonal term to account for the non-orthogonality of the mesh as given by the following equation:

\[ S_f \cdot (\nabla u)_f = |\Delta| \frac{u_N - u_P}{|d|} + J \cdot (\nabla u)_f, \]

where the following relation holds \(S_f = \Delta + J\). The first vector \(\Delta\) is chosen parallel to \(S_f\). The term \((\nabla u)_f\) is obtained through interpolation of the values of the gradient at the cell centers \((\nabla u)_N\) and \((\nabla u)_P\) in which the subscripts \(N\) and \(P\) indicate the values at the center of the cells of the two neighboring cells. The coupled system of discretized equations given by Equation 5 and Equation 6 is solved by a segregated approach and specifically using the SIMPLE [67] algorithm for the steady case and the PIMPLE [64] algorithm for the unsteady case that merges the PISO [50] and the SIMPLE [67] algorithms.

2.3. Turbulence modeling. Since the interest is to solve and to reduce computational fluid dynamics problems characterized by high Reynolds numbers, the direct numerical resolution of the whole spectrum of temporal and spatial scales is not feasible. In order to model turbulence without resolving all the temporal and spatial scales up to the Kolmogorov scale two main different approaches are typically used. The first approach — the one considered in this work — is based on Reynolds Averaged Navier-Stokes (RANS) equations and substantially consists into the decomposition of velocity and pressure fields into a mean part and a fluctuating part with zero mean. The decomposition of a generic scalar field \(\sigma(x, t)\) will read as follows:

\[ \sigma = \bar{\sigma} + \sigma', \]

where \(\bar{\sigma}\) is the mean part and \(\sigma'\) is the fluctuating one. The RANS equations are obtained after introducing such decomposition for each scalar field (there are four scalar fields consisting of the three velocity components and the pressure field) into Navier-Stokes equations and time averaging them. In RANS, the approach is based on solving the equations for the mean part of each field after making use of the assumption that the fluctuating part has zero mean. A second possible approach — which not considered in this work — consists into Large Eddy Simulations (LES) [15, 73]. LES turbulence modeling is done by filtering and solving the Navier-Stokes equations just for specific scales which are the large scales.
2.3.1. RANS equations. In this subsection, the RANS equations will be presented in further detail. As mentioned earlier, in RANS the turbulence modeling starts by the Reynolds decomposition of the velocity and pressure fields into a mean part and a fluctuating one. These are denoted with $\overline{u}$, $\overline{p}$ for the mean part and $u'$, $p'$ for the fluctuating part. Inserting the Reynolds decomposition into (1), and time averaging the equations yields the so-called Reynolds Average Navier-Stokes (RANS) equations.

Due to the the non-linearity of Navier-Stokes equations, the velocity fluctuations will not completely vanish in the time averaged equations. In particular the so called Reynolds stress tensor $\mathcal{R} = \frac{1}{2}(\nabla u + (\nabla u)^T)$ is the single residual term in which the fluctuating components still appear after time averaging. Thus, such tensor must be expressed in terms of the mean part of the flow variables so as to obtain a closed problem for the latter unknowns. In this work we consider eddy viscosity models, that are based on Boussinesq assumption that the Reynolds stress tensor can be expressed by $\mathcal{R} = \nu_t [\nabla u + (\nabla u)^T]$. Different possibilities are available for the approximation of the additional coefficient $\nu_t$, which is named eddy viscosity [18]. In the most effective cases the estimation of $\nu_t$ is based on the resolution of one or more additional transport-diffusion equations. We mention here the one equation SpalartAllmaras (SA) turbulence model [77] and the two equations $k-\epsilon$ [43] and SST $k-\omega$ turbulence models [61].

We here report the RANS equations for the $k-\omega$ turbulence model, which reads:

\[
\begin{align*}
\nabla \cdot \overline{\nu} + \nabla \cdot (\overline{\nu} \otimes \overline{\nu}) &= \nabla \cdot \left[ -\overline{pI} + (\nu + \nu_t) \left( \nabla u + (\nabla u)^T \right) \right] & \text{in } \Omega \times [0, T], \\
\nabla \cdot \overline{\nu} &= 0 & \text{in } \Omega \times [0, T], \\
\overline{u}(t, x) &= f(x, \mu) & \text{on } \Gamma_{in} \times [0, T], \\
\overline{u}(t, x) &= 0 & \text{on } \Gamma_{0} \times [0, T], \\
(\nu \nabla \overline{u} - \overline{pI})n &= 0 & \text{on } \Gamma_{out} \times [0, T], \\
\overline{u}(0, x) &= R(x) & \text{in } (\Omega, 0), \\
\nu_t &= F(k, \omega), \\
\text{Transport-Diffusion equation for } k, & \quad \text{in } \Omega, \\
\text{Transport-Diffusion equation for } \omega,
\end{align*}
\]

where $F$ is the function that describes the algebraic relationship between $\nu_t$ and the turbulence variables $k$ and $\omega$.

3. The reduced order model (ROM)

The proposed reduced order model is an extension of the model introduced in [81]. In 3.1 the main notions of projection-based ROMs are recalled. Subsection 3.2 introduces the POD technique and the general procedure used to construct a POD-Galerkin ROM. Subsection 3.3 addresses in details how data-driven techniques can be exploited to stabilize ROMs for turbulent flows. In particular, the subsection 3.3 explains how the model in the online stage uses data acquired in the offline stage for approximating the Reynolds stress term. Finally subsection 3.4 outlines the treatment of non-homogeneous boundary conditions at the reduced order level.

3.1. Projection based ROMs. In the context of this work, we aim to develop ROMs which are able to approximate the solutions of Parameterized PDEs (PPDEs) in turbulent fluid dynamic problems efficiently and accurately. Reduced order modelling for PPDEs is based on the assumption that the solution field lives in a low dimensional manifold [44]. Based on this assumption any element of the solution manifold can be approximated by the linear combination of a reduced number of global basis functions. The velocity and pressure fields can be approximated as a linear combination of the dominant modes (basis functions) multiplied by scalar coefficients. The modes are assumed to be dependent on space variables only, while the coefficients are allowed to have temporal and/or parameter dependency. The last statement leads to the following approximation of the fields:

\[
u(t, x) \approx \sum_{i=1}^{N_x} a_i(t; \mu) \phi_i(x), \quad p(t, x) \approx \sum_{i=1}^{N_x} \beta_i(t; \mu) \chi_i(x),
\]

where $\phi_i(x)$ and $\chi_i(x)$ (which do not depend on $\mu$ and $t$) are the spatial modes for velocity and pressure, respectively, $a_i(t; \mu)$ and $\beta_i(t; \mu)$ are temporal coefficients which depend on time $t$ and on the parameter vector $\mu$. The reduced basis spaces $\mathcal{V}_{rb} = \text{span} \{\phi_i\}_{i=1}^{N_x}$ and $\mathcal{Q}_{rb} = \text{span} \{\chi_i\}_{i=1}^{N_x}$ can be obtained either by Reduced Basis (RB) method with a greedy approach [11], using Proper Orthogonal Decomposition (POD) [31], by the Proper Generalized Decomposition (PGD) [32, 26], or by Dynamic Mode Decomposition (DMD) [75]. For
unsteady PPDEs, a POD-Greedy approach (POD in time and RB method with greedy algorithm in parameter space) can be used as in [12] or a nested POD can be used where POD is applied on time and later on parameter space. In this work, in order to calculate the reduced basis functions, we rely on a POD approach applied onto the full snapshots matrices formed by the fields obtained for different values of the parameters as well as for different time instants.

3.2. POD-Galerkin projection method for laminar flows. One of the most used approaches to construct reduced order spaces is the proper orthogonal decomposition (POD) [88, 11, 13, 19, 9]. The POD is a method to compress a set of numerical realizations (in the time or parameter space) into a reduced number number of orthogonal basis (modes) that capture the most important information when suitably combined. As mentioned above, in this work the POD is applied on a group of different realizations which are called snapshots. The POD modes are optimal in the sense that, for every number of chosen modes, the difference between the above, in this work the POD is applied on a group of different realizations which are called snapshots. The POD space for velocity is constructed by solving the following optimization problem:

\[
\min_{\mathbf{\phi}} \frac{1}{N_s} \sum_{n=1}^{N_s} \| \mathbf{u}_n - \sum_{i=1}^{N_p} (\mathbf{u}_n, \phi_i) L^2(\Omega) \phi_i \|^2_{L^2(\Omega)},
\]

where \( N_s \) and \( N_p \) are the number of snapshots and the degrees of freedom for velocity and pressure fields, respectively. The POD space for velocity is constructed by solving the following optimization problem:

\[
\min_{\mathbf{\phi}} \frac{1}{N_s} \sum_{n=1}^{N_s} \| \mathbf{u}_n - \sum_{i=1}^{N_p} (\mathbf{u}_n, \phi_i) L^2(\Omega) \phi_i \|^2_{L^2(\Omega)},
\]

where \( \mathbf{u}_n \) is a general snapshot of the velocity field which is obtained for any value of the parameter \( \mathbf{\mu} \) and acquired at any time instant \( t_i \). It can be shown that solving (18) is equivalent to solve the following eigenvalue problem [535]:

\[
C^u V^u = \lambda^u V^u,
\]

where \( C^u \in \mathbb{R}^{N_s \times N_s} \) is the correlation matrix of the velocity field snapshot matrix \( \mathbf{S}_u \), \( V^u \in \mathbb{R}^{N_s \times N_s} \) is the matrix whose columns are the eigenvectors, \( \lambda^u \) is a diagonal matrix whose diagonal entries are the eigenvalues. The entries of the correlation matrix are defined as follows:

\[
(C^u)_{ij} = (\mathbf{u}_i, \mathbf{u}_j)_{L^2(\Omega)}.
\]

One can compute the velocity POD modes as follows [80],

\[
\phi_i = \frac{1}{N_s \lambda^u_i} \sum_{j=1}^{N_s} \mathbf{u}_j V^u_{ij},
\]

similar procedure can be followed for the computation of the POD pressure modes \( \mathbf{p}_i(\mathbf{x}) \) for \( i = 1 \). After computing the POD modes of velocity and pressure, one can perform a Galerkin projection of the governing equations onto the POD space. Projecting the momentum equation of \( \mathbf{1} \) onto the POD space spanned by the velocity POD modes yields:

\[
\left( \phi_i, \frac{\partial \mathbf{u}}{\partial t} + \nabla \cdot (\mathbf{u} \otimes \mathbf{u}) - \nabla \cdot \mathbf{u} \, \nu \left( \nabla \mathbf{u} + (\nabla \mathbf{u})^T \right) + \nabla \mathbf{p} \right)_{L^2(\Omega)} = 0.
\]

Inserting the approximations [15] into (22) gives the following system:

\[
\hat{\mathbf{a}} = \nu \mathbf{B} \mathbf{a} - \mathbf{a}^T \mathbf{C} \mathbf{a} - \mathbf{H} \mathbf{b},
\]
where \( \mathbf{a} \) and \( \mathbf{b} \) are the reduced vectors of coefficients \( a_i(t; \mathbf{\mu}) \) and \( b_i(t; \mathbf{\mu}) \), respectively, while the reduced matrices \( \mathbf{B}, \mathbf{C} \) and \( \mathbf{H} \) are computed as follows:

\[
(B)_{ij} = \left( \phi_i, \nabla \cdot \left( \frac{\nabla \phi_j + (\nabla \phi_j)^T}{2} \right) \right)_{L^2(\Omega)},
\]

\[
(C)_{ijk} = (\phi_i, \nabla \cdot (\phi_j \otimes \phi_k))_{L^2(\Omega)},
\]

\[
(H)_{ij} = (\phi_i, \nabla \chi_j)_{L^2(\Omega)}.
\]

In [81], one can find more details on the treatment of the non-linear term in Navier-Stokes equations. An important remark is that the system (23) has \( N_u + N_p \) unknowns but just \( N_u \) equations. Therefore one must seek \( N_p \) additional equations in order to close the system. It is not possible to directly exploit the continuity equation at this stage because the velocity snapshots are divergence free and so are the velocity POD modes. The additional equations could be obtained by the usage of a Poisson equation for pressure also at the reduced order level, see [80]. Another possible approach is to employ a supenizer enrichment technique [81, 22] where the velocity POD space is enriched with additional, non divergence-free modes in order to satisfy a reduced version of the inf-sup condition. We refer to [81] for the implementation of this approach in the finite volume setting. There exist also other approaches to obtain pressure-stable ROMs, for example the use of Pressure Stabilized Petrov-Galerkin (PSPG) methods during the online procedure [6, 21] or ROMs based on the assumption that velocity and pressure expansions share the same scalar coefficients [13, 59].

In this work, the supenizer stabilization method has been chosen. This approach will ensure that velocity POD modes are not all divergence free so one can project the continuity equation onto the space spanned by the POD pressure modes. This will give the following reduced system:

\[
\begin{aligned}
M \dot{\mathbf{a}} &= \nu \mathbf{B} \mathbf{a} - \mathbf{a}^T \mathbf{C} \mathbf{a} - \mathbf{H} \mathbf{b} ,
\end{aligned}
\]

where the new reduced matrices \( \mathbf{M} \) and \( \mathbf{P} \) are the mass matrix, that due to the additional supenizer modes is not anymore unitary, and the matrix associated with the continuity equation. The entries of the two additional matrices are given by:

\[
(M)_{ij} = (\phi_i, \phi_j)_{L^2(\Omega)},
\]

\[
(P)_{ij} = (\chi_i, \nabla \cdot \phi_j)_{L^2(\Omega)}.
\]

3.3. POD-Galerkin Mixed-ROM for turbulent flows. In this subsection, the attention will be shifted to flows characterized by high Reynolds number. As mentioned earlier, turbulence modeling at the full order level is resolved using the RANS equations with a proper closure model [11]. This motivated the development of a reduced order model specifically tailored to turbulent flows. This model will be referred to from now on as Mixed-ROM.

A possible approach could consist into a POD procedure applied also onto the additional turbulence variables \( (k, \omega, \epsilon) \) as it was done with the velocity and pressure fields in [15]. This phase should be followed by a POD-Galerkin projection of the additional transport diffusion equations that define the specific turbulence model in order to obtain a reduced version of the equations. The last step, in the online phase, would consist into the coupling of all the “reduced” equations and into their simultaneous resolution. The reduced equations come from the momentum equation, the continuity equation and the additional PDEs of the turbulent model. However, this approach has some drawbacks:

- it implies that the reduced order model needs to be customized to the specific turbulence model used during the offline stage;
- since it requires also the projection of the PDEs of the turbulent equations, the effort in the generation of the reduced order model and the number of reduced unknowns is increased.

Since one of the aims of this work is to develop a ROM which is "independent" from the turbulence model used to generate the FOM snapshots the latter approach is ruled out. The chosen approach involves the extension of the assumption of the reduced order expansion only for the eddy viscosity without considering the additional turbulence variables \( (k, \epsilon \text{ or } \omega) \). In more details, this means introducing the reduced order eddy viscosity as a sum of eddy viscosity POD modes multiplied by temporal or parameter dependent coefficients. The eddy viscosity modes are computed using a POD approach and, during the online stage, the scalar coefficients of the POD expansion are computed with a data-driven approach that uses interpolation with Radial Basis Functions.
RBF \cite{55,52}, thus the reduced order viscosity reads as follows:

\[(30) \quad \nu_i(x, t; \mu) \approx \sum_{i=1}^{N_{ri}} g_i(t, \mu) \eta_i(x), \]

where \( \eta_i(x) \) are the POD modes for the eddy viscosity field and \( g_i(t, \mu) \) are the scalar coefficients of the POD expansion. One can see that the temporal coefficients in the above equation are not the same of neither the ones of the velocity \( a_i(t, \mu) \) nor the ones of the pressure \( b_i(t, \mu) \). The data-driven approach will be used for the computation of these coefficients. The momentum equation of the RANS \cite{13} is projected onto the spatial modes of velocity, inserting also the POD decomposition of the eddy viscosity field \((30)\). On the other hand, the continuity equation is projected onto the pressure modes with the usage of supremizer enrichment. The POD-Galerkin projection will result in the following reduced system:

\[(31) \quad \begin{cases} M \dot{u} = \nu(B + B_T)u - a^T C a + g^T (C_{T1} + C_{T2}) u - Hb, \\ Pa = 0, \end{cases} \]

where \( g \) is the vector of the coefficients \( [g_i(t, \mu)]_{i=1}^{N_{ri}} \) and the new terms with respect to the dynamical system in \cite{27} are computed as follows:

\[(32) \quad (B_T)_{ij} = \left( \phi_i, \nabla \cdot (\nabla \phi_j^T) \right)_{L^2(\Omega)},\]

\[(33) \quad (C_{T1})_{ijk} = \left( \phi_i, \eta_j \nabla \cdot \frac{(\nabla \phi_k + (\nabla \phi_k)^T)}{2} \right)_{L^2(\Omega)},\]

\[(34) \quad (C_{T2})_{ijk} = \left( \phi_i, \nabla \cdot \eta_j (\nabla \phi_k^T) \right)_{L^2(\Omega)}.
\]

As one can notice, system \cite{31} has more unknowns \( a, b \) and \( g \) than the available equations. This problem can be resolved by finding a proper way to compute the coefficients of the eddy viscosity POD expansion \( g \). This is carried out with the usage of a POD-I approach \cite{91,80,74} using radial basis functions.

Before explaining more details about the used methodology we fix a set of notations and conventions. Let \( X_{\mu,t} \) be the set defined as follows:

\[(35) \quad X_{\mu,t} = \mathcal{P}_M \times \{t_1, t_2, \ldots, t_{N_T}\},\]

\( X_{\mu,t} \) is the Cartesian product of the discretized parameter set and the set of time instants at which snapshots were taken. This set has a cardinality of \( N_s \) and its \( i \)-th member will be referred as \( x_{\mu,t}^i \). We remark that for each term \( x_{\mu,t} \), there is a corresponding unique snapshot (for \( u, p \) and \( v_t \)) that is used to compute the reduced basis for each variable in the offline stage. On the other hand, we define the parameter sample \( \mu^* \) as the one introduced to the reduced order model in the online stage. A remark has to be made that \( \mu^* \) should be close enough in the parameter space to the parameter samples used in the offline stage that will assure an accurate ROM result. Also we define \( t^* \) as the time instant at which the Mixed-ROM solution is sought, where \( t_1 \leq t^* \leq t_{N_T} \). The last statement essentially means that currently it is not possible to extrapolate in time. Also we define \( z^* = (t^*, \mu^*) \) as the combination of the online parameter sample and the time instant at which the Mixed-ROM solution is desired.

As done for velocity and pressure in \cite{16} and \cite{17}, respectively, we define a matrix of snapshots for the eddy viscosity field as follows:

\[(36) \quad \mathcal{S}_{\nu t} = \{ \nu_t(x, t_1; \mu_1), \ldots, \nu_t(x, t_{N_T}; \mu_M) \} \in \mathbb{R}^{N_{rt} \times N_s}, \]

where the \( i \)-th column of the \( \mathcal{S}_{\nu t} \) represents an eddy viscosity snapshot and is denoted by \( \mathcal{S}_{\nu t}^i \). We define \( g_{r,t} \) as the coefficient computed from the \( L^2 \) projection of the \( r \)-th eddy viscosity snapshot \( \mathcal{S}_{\nu t}^r \) onto the \( l \)-th eddy viscosity mode \( \eta_l \).

\[(37) \quad g_{r,t} = (\mathcal{S}_{\nu t}^r, \eta_l)_{L^2(\Omega)}, \quad \text{for} \quad r = 1, 2, \ldots, N_s \quad \text{and} \quad l = 1, 2, \ldots, N_{rt}. \]

The interpolation statement will be the following: given the set \( X_{\mu,t} \), the corresponding eddy viscosity snapshots \([\mathcal{S}_{\nu t}^r]_{r=1}^{N_s}\) and the coefficients \([g_{r,t}]_{r=1}^{N_s, l=1} \), predict the value of the vector \( g \) in \[(31)\] for the vector \( z^* \) defined earlier. The goal can be split to each of the scalar coefficients \([g_i(t^*, \mu^*)]_{i=1}^{N_{ri}} \). Meaning that the interpolation will be done separately \( N_{rt} \) times for each one of the scalar coefficients. From now on, we will include the dependency as follows \( g(z^*) \) or \([g_i(z^*)]_{i=1}^{N_{ri}} \).
The interpolation procedure will be carried out for each mode separately, therefore one could fix the viscosity mode in \( \nu_i \) to be \( \nu_L \), and then the vector \( Y_L = \{g_i, L\}_{i=1}^{N_s} \in \mathbb{R}^{N_s} \) is considered as the set of observations. The next step is to consider the pair of data \((X_{\mu,t}, Y_L)\) which is obtained in the offline stage by doing the computations in (37). The objective is to approximate the value of the scalar coefficient \( g_L(z^*) \).

The interpolation using RBF functions is based on the following formula:

\[
G_L(z) = \sum_{j=1}^{N_s} w_{L,j} \zeta_{L,j}(\|z - x_{\mu,t}^j\|_{L^2(\mathbb{R}^{y+1})}), \quad \text{for } L = 1, 2, ..., N_{\nu_i},
\]

where \( z = (t, \mu) \) with \( \mu \in \mathcal{P} \) and \( t \in [0, T] \), \( w_{L,j} \) are some appropriate weights and \( \zeta_{L,j} \) for \( j = 1, ..., N_s \) are the RBF functions which are chosen to be Gaussian functions, \( \zeta_{L,j} \) is centered in \( x_{\mu,t}^j \). For the computation of the weights, the following property has to be used, which essentially comes from the data of the FOM:

\[
G_L(x_{\mu,t}^i) = g_i, \quad \text{for } i = 1, 2, ..., N_s,
\]

and then it follows that,

\[
\sum_{j=1}^{N_s} w_{L,j} \zeta_{L,j}(\|x_{\mu,t}^i - x_{\mu,t}^j\|_{L^2(\mathbb{R}^{y+1})}) = g_i, \quad \text{for } i = 1, 2, ..., N_s.
\]

The last equation can be rewritten as a linear system, namely:

\[
A_i^L w_L = Y_L,
\]

where \((A_i^L)_{ij} = \zeta_{L,j}(\|x_{\mu,t}^i - x_{\mu,t}^j\|_{L^2(\mathbb{R}^{y+1})})\), one can solve the latter linear system to obtain the weights \( w_L \), which will be stored to be then used in the online stage.

In the Online Stage, as Input we have the new time-parameter vector \( z^* \) and the goal is to compute \( g(z^*) = [g_i(z^*)]_{i=1}^{N_s} \), which is done simply by:

\[
g_i(z^*) \approx G_i(z^*) = \sum_{j=1}^{N_s} w_{i,j} \zeta_{i,j}(\|z^* - x_{\mu,t}^j\|_{L^2(\mathbb{R}^{y+1})}), \quad \text{for } i = 1, 2, ..., N_{\nu_i}.
\]

To summarize the procedure, the interpolation using RBF is done in the online stage. The procedure consists into separated \( N_{\nu_i} \) times interpolation tasks for the interpolation of the elements of the vector \( g \), which appears in (31) for some value of the combined time-parameter vector \( z^* \).

The interpolation problem has as input a set of known data called \( X_{\mu,t} \) with cardinality of \( N_s \). A member in that set is a vector called \( x_{\mu,t}^j \) and lies in \( \mathbb{R}^{y+1} \), where one can see that basically time has been treated as another parameter. The other discrete set of outputs (which has the same cardinality \( N_s \)) is the set of the coefficients obtained by the projection mentioned in (37) with the viscosity mode being fixed. At the end, based on the observations given in the offline stage, the value of the coefficient \( g(z^*) \) (the interpolant) will be approximated.

The approach above is general for unsteady parameterized case, a description of the same approach but just for steady cases can be found in [10]. One of the drawbacks of the approach in the current setting is that for the unsteady case one can not extrapolate in time. For tackling this problem, the approach of the RBF interpolation can be carried out in different fashion. The idea is to change the independent variable of the RBF interpolation from being the combined time-parameter vector \( z^* \) to the vector of reduced order velocity coefficients \( a \). The motivation comes from the fact that the eddy viscosity field \( \nu_L \) computed by the FOM solver actually depends on the velocity field \( u \). Also one can see that following relation holds \( a = a(t, \mu) \). This allows us to write the eddy viscosity coefficients vector in the expansion (30) as follows:

\[
g = g(t, \mu) = g(a).
\]

The training of the RBF in the offline stage will be done with \( L^2 \) projection coefficients of velocity modes onto the snapshots as the independent variable. In the online stage the interpolant \( g \) will be approximated for the newly computed value of \( a \).

### 3.4 Treatment of boundary conditions.

In reduced order modelling, it is often the case that the parameterization is in the boundary conditions, and in particular at the inlet boundary. In this subsection, the available methodologies to tackle this aspect are presented. The main two methods to take into account boundary conditions at reduced order level are the penalty method [13, 11, 53, 76] and the lifting function method [38, 39, 47].

Let \( \Gamma_D \) be the Dirichlet boundary that might be composed by separate boundaries, i.e. \( \Gamma_D = \Gamma_{D1} \cup \Gamma_{D2} \cup \cdots \cup \Gamma_{DK} \). Let \( N_{BC} \) be the number of velocity boundary conditions we would like to impose on some parts of the Dirichlet boundary. We emphasize that, each non-zero scalar component value of the velocity field that has to
be set at one part of the boundary, is counted as one boundary condition. As an example let \( U_{\text{Dir}} = (U_x, U_y) \) be the velocity vector that must be imposed at the Dirichlet boundary for the problem under interest. It is supposed that \( U_x \) and \( U_y \) are the values of the velocity components in the \( x \) and \( y \) directions, respectively, in this case there are two boundary conditions to set and thus \( N_{BC} = 2 \). Let \( U_{BC,i,j} \) be the value of \( i \)-th component of the velocity to be imposed at reduced order level at the \( j \)-th part of the Dirichlet boundary \( \Gamma_{D,j} \). We define \( U_{BC} \) as the vector of all scalar velocities \( U_{BC,i,j} \), this vector has a dimension of \( N_{BC} \), and \( U_{BC,k} \) is the \( k \)-th element of \( U_{BC} \).

3.4.1. The penalty method. In the penalty method, an additional term is added in the formulation of the dynamical system of the reduced order model. The added term represents a constraint that has to be satisfied at the reduced order level on certain parts of the boundary. The penalty method has been used for both laminar and turbulent reduced order models as presented in [59]. If we consider employing the method addressed in [59] to the POD-Galerkin Mixed-ROM model, the result will be the following system:

\[
\begin{align*}
M \dot{a} &= \nu(B + BT)a - a^TCa + g^T(CT_1 + CT_2)a - Hb + \tau(\sum_{k=1}^{N_{BC}} (U_{BC,k}D^k - E^ka)), \\
P \dot{a} &= 0,
\end{align*}
\]

where \( \tau \) is called the penalization factor, and its value is usually determined by sensitivity analysis. In general the higher the value of \( \tau \) is and the stronger is the enforcement of the boundary conditions. The additional boundary terms with respect to system (31) are defined as follows:

\[
\begin{align*}
(D^k)_i &= (\phi_i)_{L^2(\Gamma_{D,k})}, \\
(E^k)_{ij} &= (\phi_i, \phi_j)_{L^2(\Gamma_{D,k})}.
\end{align*}
\]

In this method, the POD is applied directly on the snapshots matrices for all variables without the homogenization of the fields. This will result in POD modes which don’t have homogeneous Dirichlet boundary conditions.

3.4.2. The lifting function method. The lifting or control function method involves the use of the so-called lifting function which handles the non-homogeneous values on the boundaries. The method involves the creation of a new set of snapshots for the velocity field where the non-homogeneous Dirichlet boundary conditions are removed. After that the POD procedure is applied on the newly formed snapshots and this gives POD modes which have homogeneous Dirichlet conditions at the Dirichlet boundary.

The procedure of modifying the velocity snapshots is done as follows:

\[
\tilde{u}_k = u_k - U_{BC} \cdot \phi_L,
\]

where \( \phi_L \in \mathbb{R}^{N_x \times N_{BC}} \) is a matrix of the lifting functions \( \phi_{Li,j} \). Each lifting function \( \phi_{Li,j} \) has homogeneous Dirichlet boundary conditions in all parts of the Dirichlet boundary except in the \( i \)-th component at \( \Gamma_{D,j} \) where it has unitary value. We would like to remark that the same lifting method can be used for pressure fields if the formulation of the problem involves non-homogeneous Dirichlet boundary condition for pressure. In that case if the non-homogeneous pressure value is \( p_{\text{out}} \) then the new pressure snapshots will be computed as follows:

\[
\tilde{p}_k = p_k - p_{\text{out}} \chi_c,
\]

where \( \chi_c \) is the pressure lifting function. The new snapshots matrices for velocity and pressure are denoted, respectively, by \( \tilde{U} = [\tilde{u}_1, \tilde{u}_2, \ldots, \tilde{u}_{N_x}] \) and \( \tilde{P} = [\tilde{p}_1, \tilde{p}_2, \ldots, \tilde{p}_{N_y}] \). These snapshots matrices will be used for computing the reduced order bases for the velocity and pressure POD spaces, respectively.

During the online stage, it is required to approximate the velocity and pressure POD spaces for the value of the combined time-parameter vector \( z^* \) (which might contain new velocity values to be imposed at some parts of the boundary), this could be done as follows:

\[
u(x, z^*) \approx \phi_L \cdot U_{BC}^* + \sum_{i=1}^{N_x} a_i(z^*) \phi_i(x), \quad p(x, z^*) \approx p_{\text{out}} \chi_c + \sum_{i=1}^{N_y} b_i(z^*) \chi_i(x),
\]

where \( U_{BC}^* \) is the vector of boundary velocity values that corresponds to \( z^* \).
4. Numerical results

In this section, we present the results obtained applying the proposed POD-Galerkin Mixed-ROM on two turbulent flow problems. The first problem is that of the turbulent flow past a backstep. Such classical benchmark in the turbulence modelling community is here considered in a steady state parameterized setup. The second problem analyzed is that of the turbulent flow past a circular cylinder. Since in such case the focus will be on the reproduction of an unsteady flow, neither geometrical nor physical parameterization will be considered.

The finite volume C++ library OpenFOAM® (OF) [92] is used as the numerical solver at the full order level. At the reduced order level the reduction and resolution of the reduced order system is carried out using the C++ based library ITHACA-FV [78].

4.1. Steady case. The steady Mixed-ROM solver has been tested on the backward step benchmark case. Figure 3 depicts the layout of the domain with details of the computational mesh. The plot also reports the boundary conditions enforced on every side of the domain. The inflow velocity \( U \) has been modified in the simulations to parameterize the problem with respect to the Reynolds number. Thus, the objective of this numerical experiment is to assess the Mixed-ROM solver ability to reproduce flows with high Reynolds number and their dependence on the parameters. To this end, the Mixed-ROM results will be compared both to the full order results and to the results of the ROM model devoid of turbulence treatment (as in section 3.2). Moreover, to test the Mixed-ROM solver capability to deal with different turbulence models, we tested the model both on full order solutions obtained with \( k-\epsilon \) and SST \( k-\omega \) models.

The 100 snapshots required for the training of the ROM were generated by solving the FOM with inlet velocity values ranging from 1 m/s to 25 m/s on an equally spaced distribution. Given the physical viscosity \( \nu = 10^{-3} \text{m}^2/\text{s} \) and the characteristic length is \( D = 1 \text{m} \), this corresponds to a Reynolds number that varies from \( 1 \times 10^3 \) to \( 2.5 \times 10^4 \). In the full order simulations, Gauss linear scheme was selected for the approximation of the gradients and Gauss linear scheme with non-orthogonal correction was selected to approximate the Laplacian terms. A 2-nd order bounded Gauss upwind scheme was instead used for the approximation of the convective term. Finally, 1st order bounded Gauss upwind scheme is used to approximate all terms involving the turbulence model parameters \( k, \epsilon \) and \( \omega \).

The modes of velocity, pressure and eddy viscosity fields have been obtained by POD analysis of the snapshots matrices. Figure 2 shows the cumulative eigenvalues decay for velocity, pressure and eddy viscosity. As can appreciated relatively small number of modes is sufficient to recover most of the energetic information in the snapshots.

Once the reduced model training was carried out and the modes were computed, Mixed-ROM and ROM simulations have been carried out on new set of sampling points in the parameter space. More specifically, the online sample values for \( U \), denoted by \( U^*_i \) where \( i = 1, ..., N_{\text{online-samples}} \), have been chosen as 80 equally distributed samples in the range of \([3, 20]\). This set of samples includes both samples close to those used in the
offline stage and samples which lie almost midway between two offline samples. Clearly, the test is aimed at assessing how accurate the reduced approximation is for parameter values that were not in the training set.

The enforcement of the correct inflow velocity in the reduced simulations is carried out by means of the penalty method as in 3.4.1. In this regard, we must here remark that the simulations results appeared quite sensitive to the penalization factor $\tau$. Thus, a sensitivity analysis had to be performed to set the value of $\tau$ for both $k-\epsilon$ and SST $k-\omega$ turbulence models considered.

The first step of the online stage is represented by the interpolation of the eddy viscosity coefficients with respect to the values of the considered parameter (the inflow velocity). More specifically, the result of the interpolation is the vector $g$, which is used to solve the reduced system (31) and finally obtain the vectors of coefficients $a$ and $b$.

Figure 3. The computational domain used in the numerical simulations, all lengths are described in terms of the characteristic length $D$ that is equal to 1 meter.

Figure 4 depicts the velocity fields corresponding to $U^* = 17.8481$ m/s computed via FOM, ROM and Mixed-ROM in the case of $k-\epsilon$ turbulence model. A similar comparison is presented in Figure 5 for the pressure fields. We remark that all the solutions were generated using 5 velocity, pressure, supremizer and eddy viscosity modes in the online stage for both the Mixed-ROM and the ROM. The images clearly indicate that the hybrid projection/data-driven-based approach allows for qualitatively accurate approximations of the FOM solutions. This is clearly not the case when the projection-based approach without additional eddy viscosity is applied, as both the pressure and velocity fields do not correctly reproduce their FOM counterparts. To provide a quantitative measurement of both reduced order models performance, we evaluate the relative $L^2$ error for velocity and pressure which, respectively, read

\[
\epsilon_u = \frac{\|u - u^*\|_{L^2(\Omega)}}{\|u\|_{L^2(\Omega)}} \times 100\%, \quad \epsilon_p = \frac{\|p - p^*\|_{L^2(\Omega)}}{\|p\|_{L^2(\Omega)}} \times 100\%,
\]

in which $u^*$ and $p^*$ are general reduced order velocity and pressure fields, respectively. The relative $L^2$ errors between the FOM and the Mixed-ROM velocity and pressure fields presented in Figure 4 and Figure 5 are respectively $\epsilon_u = 0.8637\%$ and $\epsilon_p = 0.13\%$. As for the ROM results, the corresponding errors are well above 20%.

A further simulation campaign has been carried out with a different, SST $k-\omega$ turbulence model, to evaluate how responsive the hybrid Mixed-ROM and ROM results are to the turbulent model employed for the FOM simulations. Thus, a new set of SST $k-\omega$ FOM simulations has been run using the same inflow velocity values as in $k-\epsilon$ model case. The snapshots generated have been again used to train both reduced models considered. Figure 7, Figure 8 and Figure 9 show the velocity, pressure and eddy viscosity fields obtained by the FOM, the ROM and the Mixed-ROM for the inflow velocity value $U^* = 17.8481$, respectively. Again, the Mixed-ROM results appear in good qualitative agreement with their SST $k-\omega$ FOM counterparts, while the same cannot be claimed for the ROM results. By a quantitative standpoint, the $L^2$ relative errors between the FOM and the Mixed-ROM velocity and pressure fields are respectively $\epsilon_u = 0.3497\%$ and $\epsilon_p = 0.6153\%$. Also in this case, the corresponding ROM errors were higher than 20% for both velocity and pressure.

Finally, the convergence analysis for the Mixed-ROM results is shown in Figure 10. The plots show the mean $L^2$ relative error for all the 80 samples used in the cross validation test in the online stage, as a function of the number of modes used. As previously mentioned, the number of modes used for velocity ($N_u$), pressure ($N_p$), supremizer ($N_S$) and turbulent viscosity ($N_{\nu_t}$) was kept uniform in these preliminary tests. The plots indicate...
that for the problem considered, the Mixed-ROM results exhibit fast convergence to the FOM solution for both \( k - \epsilon \) and SST \( k - \omega \). Yet, after less than ten modes, the convergence appears to stall, as the error settles on
Figure 7. SST $k - \omega$ turbulence model case, velocity fields for the value of the parameter $U = 17.8481$ m/s: (a) shows the Mixed-ROM velocity, while in (b) one can see the ROM velocity (without viscosity incorporated in ROM), and finally in (c) we have the FOM velocity.

Figure 8. SST $k - \omega$ turbulence model case, pressure fields for the value of the parameter $U = 17.8481$ m/s: (a) shows the Mixed-ROM pressure, while in (b) one can see the ROM pressure (without viscosity incorporated in ROM), and finally in (c) we have the FOM pressure.

Figure 9. SST $k - \omega$ turbulence model case, eddy viscosity fields: (a) shows the Mixed-ROM eddy viscosity, while in (b) we have the FOM eddy viscosity.

Non zero, but fairly acceptable values. This is likely due to the fact that as the number of modes grow, the gain in accuracy becomes only marginal compared to the $\nu_t$ field interpolation error.

4.2. Unsteady case. This subsection presents the application of the Mixed-ROM on a non-stationary case without parameters, where reduction aims just to reproduce the time snapshots of the fluid dynamics fields.
The mean of the $L^2$ relative errors for all the online samples versus the number of modes used in the online stage. The convergence analysis is done for both Mixed-ROM models obtained with two different turbulence models at the full order level which are $k-\epsilon$ and SST $k-\omega$. The errors are reported in percentages, in (a) we have the velocity fields mean error, while in (b) the pressure fields mean error.

Figure 11. (a) The OpenFOAM mesh used in the simulations for the unsteady case of the flow around a circular cylinder. (b) A picture of the mesh zoomed near the cylinder.

The problem considered is the classical benchmark of the flow around a circular cylinder, for more details on this problem the reader may refer to [95, 96]. The domain and the 2D computational grid used are depicted in Figure 11, which also reports the boundary conditions imposed in the simulations. In the picture, all the lengths reported are referred to the problem characteristic length which is the diameter of the cylinder $D = 1$ m. The grid features 11644 cells, while the physical viscosity $\nu$ is equal to $10^{-4}$ m$^2$/s. Uniform and constant horizontal velocity $U_{\infty} = (1, 0)$ (corresponding to $Re = 10^4$) is imposed at the inlet boundary, and the simulations evolve in time from rest until a final periodic regime solution is reached.

In this test, the turbulence model considered is SST $k-\omega$. As for the numerical schemes used to set up the FOM simulations, time discretization is done using backward Euler scheme, while gradients are approximated using Gauss scheme. The convection term is discretized through a 2nd order bounded upwind divergence scheme which utilized upwind interpolation weights, with an explicit correction based on the local cell gradient. Finally, the diffusive term is discretized by Gauss linear scheme.

The main objective of this numerical test is that of building a reduced order model which can successfully reproduce the flow fields corresponding to the final periodic regime solution. For such reason it is important to properly select the time window from which snapshots will be taken and ensure that it contains enough solution cycles ($1.5 - 2$ cycles at least). The evaluation of the cycles period length has been carried out through Fourier analysis of the FOM time signal of lift and drag fluid dynamic forces acting on the cylinder.

The FOM simulation has been run for 180 seconds using the OpenFOAM solver pimpleFoam which adapts the timestep so as to keep the Courant number $CFL$ under a prescribed value $CFL_{max} = 0.9$. Figure 12 depicts the resulting lift coefficient curve, which is obtained from the lift $L$ as $C_l = \frac{L}{\frac{1}{2} \rho U_{\infty}^2 D}$. The non uniformly spaced time signal of the lift coefficient has been interpolated on equally distributed time nodes so as to allow the use of Fast Fourier Transform (FFT) for the computation of the time period corresponding to the principal, vortex shedding, frequency. The time period computed is $4.2477$ s, corresponding to a Strouhal number of $St = 0.2354$, which in line with well assessed experimental value of approximately $0.20$ [17]. After this value
was available, the simulations have been extended keeping a fixed time step 0.002 s to start acquiring snapshots which cover two periods at least. More specifically, the simulations were run for 12 s additional seconds, saving snapshots of the flow field with a 0.06 s time rate so as to finally obtain 201 snapshots. We remark that, to be as consistent as possible, the time step imposed in the resolution of the Mixed-ROM dynamical system [51] at the reduced level, has been the same one used for the FOM simulations.

In this case the non-homogeneous Dirichlet boundary condition for the inflow velocity has been enforced in the Mixed-ROM by means of a lifting function method. The lifting function is computed by solving a potential problem with a unitary inflow boundary condition. As previously reported, a set of velocity snapshots with homogeneous boundary conditions is obtained through the subtraction of the properly scaled lifting function. A similar lifting procedure was used with pressure snapshots, where the lifting pressure function is just computed as the mean of all pressure snapshots.

The homogeneous POD modes have been obtained through POD analysis on the modified velocity and pressure matrices as well as on the eddy viscosity snapshots matrix. Figure 13 depicts the decay of the cumulative eigenvalues corresponding to the three correlation matrices. The supremizer problem was then solved for each of the pressure modes, to finally obtain the supremizer modes to be added to the velocity ones.

The online resolution of the Mixed-ROM system requires that an interpolation strategy is used to obtain the eddy viscosity coefficient vector $g(t^*)$ at each time step of the simulation. More specifically, at each time instant $g(t^*)$ is obtained through interpolation — with respect to the time variable — from such vector values corresponding to the snapshots. But while the snapshots are contained in the aforementioned 12 s time window, the online time integration must extend for much longer times. This means that for each instant outside the time window of the original snapshots, $g$ must be in fact extrapolated. To avoid this problem, the eddy viscosity coefficients are obtained through RBF interpolation from the reduced order velocity coefficients vector $a$ [Equation 43]. Clearly, the accuracy of such interpolation outside the offline snapshots window highly depends on how close the current solution vector $a$ is to the vectors of the $L^2$ projection coefficients used in the offline stage for training the RBF.

Once the offline phase was completed with the computation of the reduced order matrices, system [31] was solved for $a$ and $b$ and the Mixed-ROM solution fields were computed. Figure 14 presents a comparison of the velocity fields computed by the FOM solver at $t = 184.8$ s against the corresponding fully projection ROM and the Mixed-ROM solutions. A similar comparison is shown in Figure 15 for the pressure fields, while the eddy viscosity fields comparison is presented in Figure 6.6. The plots clearly indicate that the Mixed-ROM is able to compute qualitatively accurate predictions of the complete flow fields. At the same time, the qualitative comparisons appear satisfactory also for the ROM. Figure 17 provides a more quantitative assessment of both reduced models error fields, as it shows contour plots of the absolute errors between the FOM and the corresponding reduced solutions. The plots suggest that the Mixed-ROM model allows for more accurate predictions of both velocity and pressure fields. This is particularly true in the region near the cylinder, which is of course crucial for an accurate reproduction of the forces acting on the cylinder. A further meaningful comparison is done on the values of the lift coefficient $C_l$, which for this kind of flow is one of the most important performance parameters. For $t = 184.8$ s the time instant considered, the value of the lift coefficient for the FOM solution is 0.1367, while the ROM and the Mixed-ROM fields result in values of 0.1748 and 0.1372, respectively. Thus the lift coefficients relative errors (the absolute difference divided by the FOM value) for that snapshot are 27.8713 % and 0.3658 % for the ROM and the Mixed-ROM models, respectively. We remark that in all figures mentioned above the reduced order fields have been obtained with 8 modes for all of velocity, pressure, supremizer and eddy viscosity (if apply).

It is also important to point out that the lift and drag forces exerted by the fluid on the cylinder are not a direct result of the Mixed-ROM computations. The reduced system resolution consists in fact in the modal coefficients of the velocity and pressure fields at each time instant, which are in turn used to obtain the Mixed-ROM approximation of the full rank flow field. Such approximation can be obviously used to obtain — through integration of pressure and skin friction on the cylinder surface — the reduced order approximation of the fluid dynamic force components and the corresponding force nondimensional coefficients. Yet, in the reduced order model community this procedure is typically avoided, as it involves a possibly expensive operation such as the evaluation of the full rank flow field. For this reason, the lift and drag coefficients in this work are computed in a fully reduced order fashion, based on the offline computation of suitable matrices which are then used
Figure 12. The lift coefficient curve for the cylinder.

Figure 13. Cumulative ignored eigenvalues decay. In the plot, the solid red line refers to the velocity eigenvalues, the dashed black line indicates the pressure eigenvalues and the dash-dotted blue line finally refers to the eddy viscosity eigenvalues.

in the online stage. The detailed procedure for online fluid dynamic forces forces computation is explained in

To provide an evaluation of the reduced model $C_l$ approximation throughout the whole time integration,

Figure 18 depicts the lift coefficients curve for the time window in which snapshots were taken. The four plots show a comparison of the lift coefficients computed by the FOM solver as well as the ROM and the Mixed-ROM solvers using a growing number of online stage modes. The plots clearly indicate that the Mixed-ROM model outperforms the ROM model in the $C_l$ approximation, by qualitative standpoint the Mixed-ROM $C_l$ curves seem to closely approximate the FOM lift coefficient, even when few modes are employed in the online phase. The ROM $C_l$ approximations are instead not completely accurate even when using the highest amount of modes. More quantitative assessment of the lift coefficient accuracy during the time integration is obtained through the evaluation of the $L^2$ relative percentage error, in the integration time interval $[T_1, T_2]$, between the reduced model approximations of the lift coefficients and their FOM counterparts, namely

\[ \epsilon_{C_l} = \frac{\|C_l(t) - C_l^*(t)\|_{L^2(T_1, T_2)}}{\|C_l(t)\|_{L^2(T_1, T_2)}} \times 100\%. \]

Here, $C_l(t)$ is the time signal of the values of the FOM lift coefficients at all time instants between $T_1$ and $T_2$. On the other hand $C_l^*(t)$ is the time evolution of the lift coefficients computed by the reduced order model — whether ROM or Mixed-ROM. Figure 19 depicts the $L^2$ relative errors between the reduced model approximation of the lift coefficients and their FOM counterparts, as a function of the online phase modes
Figure 14. Velocity fields at $t = 184.8$ s: (a) shows the Mixed-ROM velocity, while in (b) one can see the ROM velocity (without viscosity incorporated in ROM), and finally in (c) we have the FOM velocity.

Figure 15. Pressure fields at $t = 184.8$ s: (a) shows the Mixed-ROM pressure, while in (b) one can see the ROM pressure (without viscosity incorporated in ROM), and finally in (c) we have the FOM pressure.

employed. As expected from the previous figures the convergence plots highlight that the Mixed-ROM model is able to reproduce the FOM force coefficient with significantly greater accuracy than the ROM. In fact, the Mixed-ROM error reaches values as low as 3%, while the ROM $C_l$ are consistently above 20% off the FOM values.

The next numerical test is aimed at evaluating the accuracy of the eddy viscosity interpolation strategy based on the velocity $L^2$ projection coefficients. This is done by testing the reduced models outside the snapshots window. The lift coefficients curves comparisons in an extended time window are presented in Figure 20. The plot show that, already when 4 online modes are used, Mixed-ROM is able to reproduce with satisfactory accuracy the FOM results. Same can not be said for the ROM model which can not reproduce in qualitatively
Figure 16. Eddy viscosity fields at $t = 184.8$ s: (a) shows the Mixed-ROM eddy viscosity, while in (b) we have the FOM eddy viscosity.

Figure 17. Error fields for velocity and pressure at $t = 184.8$ s: (a) and (b) show the magnitude of the absolute error between the Mixed-ROM and the FOM velocity and pressure fields, respectively, (c) and (d) show the magnitude of the absolute error between the ROM and the FOM velocity and pressure fields, respectively.

satisfactory way the FOM $C_l$ curve, even when as many as 12 modes are used. The $L^2$ relative error when 12 modes are utilized in the online stage for the Mixed-ROM is 12.8843 %. Despite that error value, if we look on the values of the peaks of the Mixed-ROM reconstructed lift coefficient curve, we will see that the values are close to the FOM ones. If we consider the seven positive peaks of both FOM and Mixed-ROM $C_l$ curves, we will observe that the relative error between the values is at most 2.4 %. Also the time period approximated on the basis of the time instants at which the Mixed-ROM $C_l$ reaches its peaks is in average 4.27 s, while the FOM gives an average of 4.25 s. Yet, we can see the need to employ long time stabilization techniques in the future to reduce the error and the shift between the FOM and Mixed-ROM curves.

5. Conclusions and outlooks

This work presents a hybrid data-driven/projection-based approach to reduce turbulent flows. The approach developed in this work called Mixed-ROM is based on introducing a non-intrusive reduced order version of the eddy viscosity field to the formulation of the reduced order model. The Mixed-ROM employs interpolation using radial basis function in the online stage for the computation of the reduced order eddy viscosity coefficients. This interpolation can be done with the independent variable being the combined time-parameter vector or the vector of the velocity $L^2$ projection coefficients. The Mixed-ROM proved accuracy in reconstructing the fluid dynamics fields in both cases of steady and unsteady flows with a Reynolds number of an order of $10^4$. In the unsteady case considered in this work which is the flow around a circular cylinder, the Mixed-ROM showed
Figure 18. Lift coefficients curves for different number of modes used in the online stage: (a) 2 modes for each field are used (b) 5 modes for each field are used (c) 7 modes for each field are used (d) 12 modes for each field are used.

Figure 19. The graph of the $L^2$ relative errors for the lift coefficients curve versus number of modes used in the online stage in both cases of the ROM and the Mixed-ROM models. The error is computed between the lift coefficients curve obtained by the FOM solver and the one reconstructed from both the ROM and the Mixed-ROM models for the time period $180 - 192$ s. Same number of modes for all fields in the online stage is used for each computed value of the error. The error values in the graph are in percentages.

that it is capable of reconstructing an important variable of interest that is the lift coefficient time history which comes from the forces acting on the surface of the cylinder. In that same example, the Mixed-ROM gives satisfactory results when it comes to the extrapolation in time. As discussed, the relatively high 12 % $L^2$ relative error between the FOM lift coefficient and the Mixed-ROM one in the extrapolation experiment appears as the result of smaller errors on the frequency and phase of the lift coefficient signal. Thus, the main features of the performance parameters (amplitude, phase and frequency) are recovered in a rather satisfactory
The simulations of the dynamical systems (27) and (31) are extended outside the snapshots time window: (a) 4 modes for each field are used (b) 12 modes for each field are used.

As for potential future work, data-driven techniques can be used in building reduced order models and other methodologies could help in approximating certain maps which are needed for the ultimate goal of reducing CFD problems. Such methodologies include the Artificial Neural Networks (ANN) with which one could potentially improve the accuracy of the approximation of the eddy viscosity coefficients conducted in this work. Another idea is to use DMD for the extrapolation problem for the unsteady flows. In addition, there is a need to find stabilization techniques for the long time integration problem for unsteady flows [81] and for multi-physics problems [37, 38, 82, 20].
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Appendix A. List of abbreviations and symbols

**Abbreviations**

| Abbreviations | Description |
|---------------|-------------|
| EVM           | Eddy Viscosity Models |
| FEM           | Finite Element Methods |
| FVM           | Finite Volume Methods |
| Mixed-ROM     | The mixed projection/data-driven based reduced order model developed in this work |
| POD           | Proper Orthogonal Decomposition |
| RANS          | Reynolds Average Navier-Stokes |
| RBF           | Radial Basis Functions |
| RB            | Reduced Basis |
| ROM           | Reduced Order Model |

**Symbols**

| Symbols | Description |
|---------|-------------|
| (∇u)_{f} | the gradient of u at the faces |
| ×        | Cartesian product |
| δ        | a matrix calculated in the offline stage that represents the contribution of viscous forces acting on a surface in the domain |
| λ        | eigenvalues matrix of the correlation matrix of the velocity field snapshot matrix |
| ρ        | homogenized pressure snapshots matrix |
| u        | homogenized velocity snapshots matrix |
| μ        | The sample parameter introduced to the ROM in the online stage |
| ∇        | gradient operator |
| ∇·       | divergence operator |
| φ_{L,i,j} | the matrix of the lifting functions φ_{L,i,j} |
| φ_{i}    | i-th POD basis function for velocity |
| θ        | a matrix calculated in the offline stage that represents the contribution of pressure forces acting on a surface in the domain |
| a        | reduced vector of unknowns for velocity |
| B_{T}    | ROM diffusion turbulent matrix |
After reaching this point one can define the following quantities

\[ F = \int_{\partial \Omega_f} (2\mu \nabla u - p I) n ds. \]

In many application in fluid dynamics it is very important to efficiently compute the forces acting on certain objects inside the domain. For instance the problem of flow past a circular cylinder considered in this work is one of them. One should avoid resorting to the full order mesh for computing the integral above because this makes the approach not entirely a reduced one.

The first step in developing an offline/online decoupling approach for computing the forces is to insert the approximation (15) into (52), this yields the following:

\[ F = \int_{\partial \Omega_f} (2\mu \nabla (\sum_{i=1}^{N_u} a_i(t; \mu) \phi_i(x)) - \sum_{i=1}^{N_p} b_i(t; \mu) \chi_i) n ds, \]

\[ F = \int_{\partial \Omega_f} 2\mu \sum_{i=1}^{N_u} a_i(t; \mu) \nabla \phi_i(x) n ds - \int_{\partial \Omega_f} \sum_{i=1}^{N_p} b_i(t; \mu) \chi_i n ds, \]

\[ F = \sum_{i=1}^{N_u} a_i(t; \mu) \int_{\partial \Omega_f} 2\mu \nabla \phi_i(x) n ds - \sum_{i=1}^{N_p} b_i(t; \mu) \int_{\partial \Omega_f} \chi_i n ds. \]

After reaching this point one can define the following quantities

\[ \delta_i = \int_{\partial \Omega_f} 2\mu \nabla \phi_i(x) n ds, \quad \text{for} \quad i = 1, ..., N_u, \]

\[ \theta_j = \int_{\partial \Omega_f} \chi_i n ds, \quad \text{for} \quad j = 1, ..., N_p, \]

where each term of \( \nabla \phi_i(x) \) and \( \chi_j \) can be seen as velocity and pressure field, respectively. This will make the computations of (56) and (57) possible in the offline stage and they will be stored in order to be later used in the online stage.

In the online stage when a new time-parameter vector \( z^* \) is introduced, the forces are computed as follows:

\[ F^* = \int_{\partial \Omega_f} (2\mu \nabla u(z^*, x) - p(z^*, x) I) n ds, \]

which simplify to

\[ F^* = \sum_{i=1}^{N_u} a_i(z^*) \delta_i - \sum_{j=1}^{N_p} b_j(z^*) \theta_j. \]
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