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Abstract

Large-sample data became prevalent as data acquisition became cheaper and easier. While a large sample size has theoretical advantages for many statistical methods, it presents computational challenges. Sketching, or compression, is a well-studied approach to address these issues in regression settings, but considerably less is known about its performance in classification settings. Here we consider the computational issues due to large sample size within the discriminant analysis framework. We propose a new compression approach for reducing the number of training samples for linear and quadratic discriminant analysis, in contrast to existing compression methods which focus on reducing the number of features. We support our approach with a theoretical bound on the misclassification error rate compared to the Bayes classifier. Empirical studies confirm the significant computational gains of the proposed method and its superior predictive ability compared to random sub-sampling.

1 Introduction

Linear Discriminant Analysis (LDA) \cite{Mardia1979} is a linear classification rule which separates the classes by maximizing between-class variability compared to within-class variability. Applying LDA requires constructing the within-class covariance matrix, which has complexity $O(np^2)$ in the number of training samples $n$ and number of features $p$. As large-sample data acquisition became prevalent, it became computationally expensive to apply LDA to such data even for moderately-sized $p$.

Compression \cite{Boutsidis2009, Pilanci2015, Pilanci2016, Vempala2005, Mahoney2011}, or sketching, is a popular approach for scaling algorithms to large data. Given the training data $X \in \mathbb{R}^{n \times p}$, compression uses a random matrix $Q$ to either reduce the number of rows (samples) or columns (features) in $X$. The corresponding reduced-size $QX$ or $XQ$ is called a sketch of the original $X$. The sketch is used in place of $X$ to approximate the solution of the full algorithm. For example, compression is used in least-squares regression \cite{Drineas2011, Mahoney2011}; non-negative least-squares regression \cite{Boutsidis2009}; ridge regression \cite{Wang2017, Homrighausen2019}; and $\ell^p$-penalized regression \cite{Zhou2008}. Compression for a broader class of convex minimization problems is considered in \cite{Pilanci2016}.

Despite the widespread use of compression in regression contexts, and considerable progress in theoretical understanding of its performance in regression, compression for sample reduction has not been widely used in discriminant analysis. Additionally, existing results on compression due to large $n$ in the regression literature \cite{Wang2017, Homrighausen2019} can not be applied to discriminant analysis. In regression, the training data $X \in \mathbb{R}^{n \times p}$ is treated as fixed, with continuous response $Y \in \mathbb{R}^n$ modeled conditionally on $X$. In contrast, in discriminant analysis the observations in $X \in \mathbb{R}^{n \times p}$ are treated as random, and are modeled conditionally on the discrete class membership $Y \in \{1, 2\}^n$. Thus, the theoretical analysis of sample compression in LDA requires different techniques than for regression.

There is an extensive body of work considering feature compression in LDA, such as \cite{Li2019, Tu2014, Chowdhury2018, Durrant2010, Durrant2012}. However, these works focus on reducing the number of features $p$ while keeping the number of samples $n$ fixed. They do not consider the case where the computational bottleneck is due to the large number of samples $n$.

In this work, we address these challenges and bridge the existing gap between compression with large $n$ in regression and compression with large $n$ in discriminant analysis. Our work makes the following contributions:
• We develop a new method, Compressed LDA, for large sample data that is based on separate compression within each class in contrast to joint compression of existing approaches [Ye et al., 2017];

• We derive a finite-sample bound on misclassification error rate of Compressed LDA compared to the optimal error rate of the Bayes classifier;

• We extend Compressed LDA to the setting with unequal class covariance matrices leading to Compressed Quadratic Discriminant Analysis (QDA) [Friedman et al., 2009], to our knowledge this is the first method that considers compression within the QDA context;

• We demonstrate significant computational advantages of our methods compared to discriminant analysis on the full data and their superior classification performance compared to methods based on random sub-sampling or joint compression [Ye et al., 2017].

1.1 Related Works

Existing works on compression in LDA [Li et al., 2019, Tu et al., 2014] focus on reducing the number of features $p$, and thus do not consider the case where the computational bottleneck is due to the large number of samples $n$. To our knowledge, the only exception is the Fast Random Fisher Discriminant Analysis (FRF) of [Ye et al., 2017].

In [Ye et al., 2017], the authors use joint compression of classes to form a sketch $QX \in \mathbb{R}^{m \times p}$, $m \ll n$, via a random matrix $Q \in \mathbb{R}^{m \times n}$, and then use the sketch within the generalized eigenvalue formulation of LDA to form the approximate discriminant vector $\beta_c \in \mathbb{R}^p$. The discriminant vector is applied to form the projected training data $\beta_c^\top x_i \in \mathbb{R}$, which is used to train LDA instead of original $x_i \in \mathbb{R}^p$. The $m$ compressed samples in $QX \in \mathbb{R}^{m \times p}$ are thus only used to form $\beta_c$. This is because these $m$ samples can not be assigned class labels, as multiplication by $Q$ allows mixing of both classes. Furthermore, due to this mixing, it is not possible to form class-specific covariance matrices based on compressed samples in $QX$, and thus the method of [Ye et al., 2017] cannot be extended to QDA. In contrast, our method applies separate class compression, not only allowing an extension to QDA, but also leading to significantly better empirical performance (in terms of both lower error rate and lower variance).

Another difference between our work and the work of [Ye et al., 2017] is the corresponding theoretical analysis. In [Ye et al., 2017], the authors compare the compressed discriminant vector $\beta_c$ to the discriminant vector $\hat{\beta}$ based on the full data by deriving the bound on the difference of projection values $|(x - \bar{X})^\top (\beta_c - \hat{\beta})|$, where $\bar{X} = n^{-1} \sum_{i=1}^n x_i$ is the training sample mean and $x \in \mathbb{R}^p$ is a random test sample. It is unclear, however, whether this bound directly translates into a similar difference in misclassification error rates, which is a more natural loss within a classification context. Furthermore, since the bound is provided with respect to $\hat{\beta}$ rather than the true population $\beta^*$, it is unclear how the performance of the method of [Ye et al., 2017] compares to the performance of the Bayes classifier. In contrast, we directly analyze the misclassification error rate of the proposed Compressed LDA method, and we derive a finite-sample bound on its rate compared to the Bayes classifier.

In the regression literature on compression, the quality of the compressed solution $\beta_c$ is typically evaluated either by bounding mean-squared error compared to the underlying true parameter vector $\beta^*$ [Homrighausen and McDonald, 2019], or by considering the $\varepsilon$-optimality. Let $f$ be the objective function that is minimized within the given algorithm (e.g. standard least-squares, $\ell_1$-penalized least-squares, etc.) over some subset $S$ of $\mathbb{R}^p$, where the function $f$ is based on the full training data. The compressed solution $\beta_c$ is said to be $\varepsilon$-optimal [Sarlos, 2006, Mahoney et al., 2011] if

$$\min_{\beta \in S} f(\beta) \leq f(\beta_c) \leq (1 + \varepsilon)^2 \min_{\beta \in S} f(\beta).$$

While $\varepsilon$-optimality is natural in a regression context, where the loss in the objective function represents the sample average of targeted population loss, LDA solves a generalized eigenvalue problem rather than directly minimizing the misclassification error rate. Thus, bounding the misclassification error rate of Compressed LDA directly in terms of the Bayes error rate provides a more direct answer regarding its theoretical performance, and it is consistent with results in the LDA literature without compression [McLachlan, 2004, Shao et al., 2011, Bickel et al., 2004].
Another sample size reduction method outside of compression is squashing (DuMouchel et al., 1999, Madigan et al., 2002, Pavlov et al., 2000), which partitions the \( n \) training samples into \( d \) distinct segments, calculates a fixed number of moments \( k \) for each segment, and then generates a smaller number of new samples within each segment preserving the corresponding original moments. Each new sample comes with a weight that accounts for a possible discrepancy between the distribution of samples across segments in the original data and the distribution of samples across segments in the new data. Because of the weights, one can not simply apply LDA to the new “squashed” data, as the weights will need to be included to modify the estimation algorithm. Furthermore, while squashing reduces the number of training samples, its computational complexity depends on the number of partitions \( d \), number of calculated moments \( k \), and the number of newly-generated samples. Since partitioning the data may lead to an exponential number of segments \( d \) in the number of features \( p \), applying squashing in LDA context may be more computationally expensive than training LDA on the full data, and thus we do not pursue this approach here.

1.2 Notation

For a vector \( v \in \mathbb{R}^p \), we let \( \|v\|_2 \) be the Euclidean norm \( \sqrt{\sum_{i=1}^{p} |v_i|^2} \). For a matrix \( M \in \mathbb{R}^{k \times p} \), we let \( M_{i,j} \) be its (\( i, j \))-th element, \( \|M\|_{\text{op}} = \sup_{\|v\|_2 \leq 1} \|Mv\|_2 \) be its operator norm, and \( \|M\|_F = \sqrt{\sum_{i,j} |M_{i,j}|^2} \) be the Frobenius norm. For a random variable \( Z \), we let \( \|Z\|_{\Psi_2} = \inf\{t > 0 : \mathbb{E}\exp(Z^2/t^2) \leq 2\} \) be its sub-Gaussian norm and \( \|Z\|_{\Psi_1} = \inf\{t > 0 : \mathbb{E}\exp(|Z|/t) \leq 2\} \) its sub-Exponential norm. We use \( \Phi(\cdot) \) and \( \phi(\cdot) \) to denote the cdf and the pdf of the standard normal distribution, respectively.

2 Compressed Linear Discriminant Analysis

2.1 Review of LDA

Let \( \{(x_i, y_i)\}_{i=1}^{n} \) be independent pairs of feature vectors \( x_i \in \mathbb{R}^p \) and labels \( y_i \in \{1, 2\} \). Let \( X = \begin{pmatrix} X_1^\top & X_2^\top \end{pmatrix} \) be the corresponding \( n \times p \) matrix of training samples, where \( X^g \in \mathbb{R}^{n_g \times p} \) is the sub-matrix consisting of \( n_g \) samples \( x^g_i \) belonging to class \( g = 1, 2 \). Let \( Y = \{(1)^{n_1}, (2)^{n_2}\}^\top \) be the corresponding vector of class labels. We let \( \bar{X} := n^{-1} \sum_{i=1}^{n} x_i \) be the overall training sample mean, and let \( \bar{X}_g \) be the \( g \)th class sample mean \( n_g^{-1} \sum_{i=1}^{n_g} x^g_i \). We use the following standard assumption (Mardia et al., 1979).

Assumption 1. Conditional on class membership \( g = 1, 2 \), the samples \( x^g_i \in \mathbb{R}^p \) are i.i.d. \( N(\mu_g, \Sigma_w) \).

Linear Discriminant Analysis (Mardia et al., 1979, Chapter 11) seeks a vector \( \beta \in \mathbb{R}^p \) such that the values \( \beta^\top x^g_i \) are well-separated between classes. Given the within-class covariance matrix

\[
\hat{\Sigma}_w := \frac{1}{n} \sum_{g=1}^{2} \sum_{i=1}^{n_g} (x^g_i - \bar{X}_g)(x^g_i - \bar{X}_g)^\top,
\]  

(1)

and vector of the class mean differences

\[
d := \sqrt{n_1 n_2} \{\bar{X}_1 - \bar{X}_2\},
\]  

(2)

LDA estimates \( \beta \) as \( \hat{\beta} := \hat{\Sigma}_w^{-1} d \) (Mardia et al., 1979, Theorem 11.5.1).

Given the estimated discriminant vector \( \beta \in \mathbb{R}^p \), the LDA classification rule labels a new \( x \in \mathbb{R}^p \) by minimizing

\[
\arg\min_{g=1,2} \{ (x - \bar{X}_g)^\top \hat{\beta} (\hat{\beta}^\top \hat{\Sigma}_w \hat{\beta})^{-1} \hat{\beta}^\top (x - \bar{X}_g) - 2 \log(n_g/n) \}.
\]  

(3)

Remark 1. Decision rule (3) is the Fisher’s Discriminant Analysis rule (Mardia et al., 1979, Section 11.5). For the two-group case and normally distributed data, it is equivalent to the likelihood decision rule (Friedman et al., 2009, Section 4.3) as discussed in Mardia et al. (1979, Section 11.5).

Constructing \( \hat{\Sigma}_w \) in (1) has complexity \( O(np^2) \), which makes LDA computationally expensive on large-sample data.
non-zero entries of each row and corresponding samples.

**Definition 1.** A matrix $Q^g \in \mathbb{R}^{n_g \times n_s}$ is a sparse rademacher matrix with parameter $s \in (0, 1)$ if the elements $Q_{j,k}^g$ are i.i.d. with distribution
\[
\mathbb{P}(Q_{j,k}^g = 1) = \mathbb{P}(Q_{j,k}^g = -1) = \frac{s}{2}, \quad \mathbb{P}(Q_{j,k}^g = 0) = 1 - s.
\]

**Definition 2.** The $j$-th compressed data sample in class $g$ is
\[
x_{j,c}^g = \frac{1}{\sqrt{n_g s}} \sum_{i=1}^{n_g} Q_{j,i}^g (x_i^g - \bar{x}_g) + \bar{x}_g,
\]
where $Q_{j,i}^g$ are entries of the sparse rademacher matrix $Q^g \in \mathbb{R}^{n_g \times n_s}$ of Definition 1.

The compressed samples are efficiently computed due to the sparse matrix structure for $Q^g$: only the non-zero entries of each row and corresponding samples $x_i^g$ appear in the summation.

**Definition 3.** The compressed within-class sample covariance matrix $\hat{\Sigma}_{w,c} \in \mathbb{R}^{p \times p}$ is defined as the within-class sample covariance matrix of the compressed $x_{j,c}^g$
\[
\hat{\Sigma}_{w,c} := \frac{1}{m} \sum_{g=1}^{2} \sum_{j=1}^{m_g} (x_{j,c}^g - \bar{x}_g)(x_{j,c}^g - \bar{x}_g)^\top.
\]

The compressed discriminant vector is $\beta_c := \hat{\Sigma}_{w,c}^{-1} d$, where $d$ is defined as in (2).

The proposed Compressed LDA classifies a new $x \in \mathbb{R}^p$ as in (3), with $\hat{\beta}$ and $\hat{\Sigma}_w$ replaced by $\beta_c$, and $\hat{\Sigma}_{w,c}$. Algorithm 1 summarizes the full workflow for Compressed LDA.

Our proposed compression scheme is analogous to partial compression within the compressed regression literature, see e.g. Section 2.1 of [Homrighausen and McDonald 2019]. Given the matrix of covariates $X \in \mathbb{R}^{n \times p}$ and response $Y \in \mathbb{R}^s$, partial compression calculates the inner-product $X^\top Y$ on the full data and only uses compression to approximate $X^\top X$. The rationale is that calculating $X^\top Y$ only has complexity $O(np)$ compared to complexity $O(np^2)$ for calculating $X^\top X$. Similarly in discriminant analysis, calculating $d$ on the full data only has complexity $O(np)$, whereas calculating $\hat{\Sigma}_w$ has complexity $O(np^2)$, and thus we only use compression to approximate the latter term.

The proposed compression scheme has several advantages. First, by compressing the classes individually, we are able to unambiguously assign labels to the compressed samples, thus allowing us to form the compressed within-class covariance matrix. This is not possible with the method of [Ye et al. 2017], which

---

**Algorithm 1: Compressed LDA**

**Input:** $X \in \mathbb{R}^{n \times p}$, $Y \in \mathbb{R}^n$, $s \in (0, 1)$, $m \ll n$

**Output:** $\beta_c \in \mathbb{R}^p$, $\hat{\Sigma}_{w,c} \in \mathbb{R}^{p \times p}$

1. Compute $\bar{x}_g$, $g = 1, 2$, and $d$ as in (2)
2. Set $m_g = \lfloor n_g m/n \rfloor$, $g = 1, 2$.
3. Form compressed samples $x_{j,c}^g$
4. Form $\hat{\Sigma}_{w,c} \in \mathbb{R}^{p \times p}$ as in (5)
5. Set $\beta_c = \hat{\Sigma}_{w,c}^{-1} d$
6. Use $\beta_c$, $\hat{\Sigma}_{w,c}$ in rule (2) instead of $\hat{\beta}$, $\hat{\Sigma}_w$

**return** $\beta_c = \hat{\Sigma}_{w,c}^{-1} d$

---

**2.2 Compressed LDA**

Our goal is to reduce the computational complexity of LDA while maintaining its classification performance. To achieve this, we propose to separately compress each class of training data $X^g \in \mathbb{R}^{n_g \times p}$ via a sparse rademacher matrix $Q^g \in \mathbb{R}^{n_g \times n_s}$ as defined below.

The compressed samples (4) are efficiently computed due to the sparse matrix structure for $Q^g$: only the non-zero entries of each row and corresponding samples $x_i^g$ appear in the summation.

The compressed samples are efficiently computed due to the sparse matrix structure for $Q^g$: only the non-zero entries of each row and corresponding samples $x_i^g$ appear in the summation.

The proposed Compressed LDA classifies a new $x \in \mathbb{R}^p$ as in (3), with $\hat{\beta}$ and $\hat{\Sigma}_w$ replaced by $\beta_c$, and $\hat{\Sigma}_{w,c}$. Algorithm 1 summarizes the full workflow for Compressed LDA.

Our proposed compression scheme is analogous to partial compression within the compressed regression literature, see e.g. Section 2.1 of [Homrighausen and McDonald 2019]. Given the matrix of covariates $X \in \mathbb{R}^{n \times p}$ and response $Y \in \mathbb{R}^s$, partial compression calculates the inner-product $X^\top Y$ on the full data and only uses compression to approximate $X^\top X$. The rationale is that calculating $X^\top Y$ only has complexity $O(np)$ compared to complexity $O(np^2)$ for calculating $X^\top X$. Similarly in discriminant analysis, calculating $d$ on the full data only has complexity $O(np)$, whereas calculating $\hat{\Sigma}_w$ has complexity $O(np^2)$, and thus we only use compression to approximate the latter term.

The proposed compression scheme has several advantages. First, by compressing the classes individually, we are able to unambiguously assign labels to the compressed samples, thus allowing us to form the compressed within-class covariance matrix. This is not possible with the method of [Ye et al. 2017], which
allows mixing samples from both classes in one compressed sample. Secondly, using sparse compression matrices leads to both memory and computational advantages compared to e.g. random Gaussian compression matrices. Due to sparsity, the average complexity of data compression \( \bar{O} \) is \( O(nmps) \) rather than \( O(nmp) \) for dense matrices. Thus, the overall average complexity of data compression and construction of \( \hat{\Sigma}_{w,c} \) is \( O(nmps + mps^2) \) compared to the complexity \( O(np^2) \) of LDA on the full data. Choosing \( m \) and \( s \) so that \( ms \ll p \) ensures that Compressed LDA is faster than full LDA. The computational costs of compression \( \bar{O} \) can be further reduced by parallelizing the construction of \( \hat{\Sigma}_{w,c} \).

3 Error bound of Compressed LDA

In this section we derive a bound on the misclassification error rate of Compressed LDA compared to the optimal rate of the Bayes classifier. To our knowledge, this is the first such result for a sample compression method within the discriminant analysis framework.

We next define the Bayes classifier, which gives the optimal (minimal) error rate under Assumption 1.

**Definition 4.** Under Assumption 1 and for equal prior class probabilities \( \pi_1 = \pi_2 \), the Bayes decision rule classifies \( x \in \mathbb{R}^p \) to class 1 if and only if \( \hat{\delta}^\top \hat{\Sigma}_{w,c}^{-1}(x - \mu) \geq 0 \), where \( \hat{\delta} = (\mu_1 - \mu_2)/2 \), and \( \mu = (\mu_1 + \mu_2)/2 \).

The corresponding optimal misclassification error rate is given by [Mardia et al. 1979, Chapter 11.6]

\[
R_{opt} := \Phi(-\sqrt{\hat{\delta}^\top \hat{\Sigma}_{w,c}^{-1} \hat{\delta}}).
\]  

We consider the case of equal prior class probabilities for clarity of technical derivations, which focus on the effects of compression. For the same reason, we assume equality of class sizes and their corresponding compression dimensions.

**Assumption 2.** \( n_1 = n_2 = n/2 \) and \( m_1 = m_2 = m/2 \).

These assumptions can be relaxed at the expense of more technical proofs without affecting the resulting rates, e.g. Hoeffding inequality bounds \( n_g/n \) in terms of \( \pi_g \) with rate \( O(n^{-1/2}) \). Appendix B contains further details regarding this extension.

We next bound the misclassification error rate of the proposed Compressed LDA in Section 2.2 in terms of the optimal rate \( R_{opt} \) in [6]. Under Assumption 2, the Compressed LDA rule assigns new \( x \) to class 1 if and only if \( d^\top \hat{\Sigma}_{w,c}^{-1}(x - \overline{X}) \geq 0 \). Under Assumptions 1, 2 by Shao et al. (2011, Section 2), the corresponding error rate of Compressed LDA is given by

\[
R_c = \frac{1}{2} \sum_{g=1}^{2} \Phi \left( \frac{d^\top \hat{\Sigma}_{w,c}^{-1}((-1)^g(\mu_g - \overline{X}_g) - d)}{\sqrt{d^\top \hat{\Sigma}_{w,c}^{-1} \hat{\Sigma}_w \hat{\Sigma}_{w,c}^{-1} d}} \right). 
\]  

We now state our main result.

**Theorem 1.** Under Assumptions 1 and 3 and for \( \pi_1 = \pi_2 \), there exists an absolute constant \( C > 0 \) such that with probability at least \( 1 - \eta \),

\[
|R_c - R_{opt}| \leq C P K_s^2 \sqrt{\frac{\log(\eta^{-1}) + p}{m}},
\]

where \( P = \phi(\sqrt{\hat{\delta}^\top \hat{\Sigma}_{w,c}^{-1} \hat{\delta}}) (\sqrt{\hat{\delta}^\top \hat{\Sigma}_{w,c}^{-1} \hat{\delta}} + 1) \), and \( K_s^2 = \left[ s \log \left( 1 + s^{-1} \right) \right]^{-1} \).

The upper bound depends on the sparsity level \( s \) through \( K_s \), which appears in the proofs as the sub-Gaussian norm of the elements of \( Q^2/\sqrt{s} \) (see Lemma 5 in the Supplement). As \( s \to 0 \), fewer training samples are used when forming each compressed sample, and the upper bound of Theorem 1 increases. As \( s \to 1 \), more training samples are included, and the upper bound decreases. However, as \( s \) increases so does the run time for Compressed LDA. Thus, there is a trade-off between accuracy and speed determined by \( s \).

Existing results in the LDA literature (i.e. Shao et al. (2011)) have error rates \( O_p(n^{-1/2}) \). Since Compressed LDA reduces the sample size to \( m \), the rate \( O_p(m^{-1/2}) \) in Theorem 1 is expected. While the decay
rate is typical, our theoretical approach is not. The main difficulty in analyzing Compressed LDA is dependency across \( m \) compressed samples as (i) they share the sample class mean \( \mathbf{x}_g \), and (ii) different rows of the compression matrix \( Q^g \) can share the location of non-zero entries, and thus the same \( \mathbf{x}_i \) may appear in \((4)\) for different values of \( j \). To overcome these difficulties, we use independence between the compression matrices \( Q^g \) and original data matrices \( X^g \) when bounding the difference between \( \hat{\Sigma}_{w,c} \) and \( \Sigma_w \). The detailed proof of Theorem 1, as well as supplementary Theorems and Lemmas, are presented in the Supplementary Materials. Finally, while the scaling \( O_p(m^{-1/2}) \) in Theorem 1 is the same as what would be expected under sub-sampling (randomly selecting \( m/2 \) samples from each class and discarding the rest), we found that empirically compression offers two advantages: (i) it has the smaller misclassification error rate variance (see e.g. Figures 1-3), which is likely due to using multiple \( \mathbf{x}_i \) in forming each compressed sample; (ii) it is more robust to violations of normality assumption in the original data as the summation within \((4)\) induces normality of compressed samples (see Figure 6).

4 Extensions

4.1 Projected LDA

The Compressed LDA proposed in Section 2.2 proceeds by (i) forming a discriminant vector \( \beta_c \) based on compressed samples in \((4)\); (ii) using \( \beta_c \) and compressed within-class sample covariance matrix \( \hat{\Sigma}_{w,c} \) in classification rule \((5)\). An alternative approach is to use step (i) only, project the original training data using \( \beta_c \) to form \( z_i^c = \beta_c^\top \mathbf{x}_i^c \in \mathbb{R} \), and then apply LDA on the pairs \( \{z_i, y_i\} \), where now the samples \( z_i \) are one-dimensional scalars rather than \( p \)-dimensional vectors. Thus, the within-class variance of the projected data \( \beta_c^\top \hat{\Sigma}_{w,c} \beta_c \) is used in decision rule \((3)\) rather than \( \beta_c^\top \Sigma_w \beta_c \). We call this alternative approach Projected LDA. If the two classes have equal sample sizes, that is Assumption \((2)\) holds, Compressed LDA and Projected LDA rules coincide as both will classify a new \( \mathbf{x} \) according to

\[
\arg\min_{g=1,2} \{ (\mathbf{x} - \overline{\mathbf{x}}_g)\mathbf{\Sigma}_w^{-1}(\mathbf{x} - \overline{\mathbf{x}}_g) \}.
\]

However, if \( n_1 \neq n_2 \), the two methods will in general differ due to discrepancy between \( \beta_c^\top \hat{\Sigma}_{w,c} \beta_c \) and \( \beta_c^\top \Sigma_w \beta_c \).

The Projected LDA is analogous to the Fast Random Fisher Discriminant Analysis proposed in Ye et al. (2017): both use compression to form the discriminant vector \( \beta_c \), and then apply LDA on the projected values. The key difference between the two approaches is the compression scheme: Ye et al. (2017) jointly compress both classes when forming \( \beta_c \), whereas we propose separate class compression. We found that the latter is preferable, and Section 5 shows that Projected LDA has consistently better classification performance than the method of Ye et al. (2017).

In terms of computational efficiency, Projected LDA described here and Compressed LDA of Section 2.2 are comparable - the main computational bottleneck of both is calculation of compressed \( \hat{\Sigma}_{w,c} \). In terms of theoretical guarantees, since the methods coincide under Assumption \((2)\) the results of Theorem 1 apply to Projected LDA as well. In practice, the sample sizes are often not exactly equal, and thus in Section 5 we observe some difference in the empirical performance of Compressed LDA and Projected LDA. We found, however, that neither method has uniformly better classification performance over the other.

4.2 Compressed QDA

The proposed compression scheme \((4)\) is applied separately to each class, and thus allowing us to assign classes to the compressed samples. This, in turn, allows us to compute class-specific compressed covariance matrices, which motivates us to consider an extension of Compressed LDA to the case of unequal class covariance structures.

Quadratic Discriminant Analaysis (QDA) (Friedman et al. 2009) is a generalization of LDA to the case of unequal class covariance matrices, which weakens Assumption 1.

Assumption 3. Conditional on class membership \( g = 1, 2 \), the samples \( \mathbf{x}_i^g \in \mathbb{R}^p \) are i.i.d. \( N(\mu_g, \Sigma_w) \).
Under Assumption 3, the Bayes decision rule classifies a new sample $\mathbf{x} \in \mathbb{R}^p$ by minimizing

$$
\arg\min_{g=1, 2} \left\{ (\mathbf{x} - \mu_g)^\top (\Sigma_g^{-1}) (\mathbf{x} - \mu_g) + \log |\Sigma_g| - 2 \log(\pi_g) \right\},
$$

where $|\Sigma_g|$ is the determinant of $\Sigma_g$. The QDA classification rule is the sample plug-in rule, where the population parameters $\mu_g$, $\Sigma_g$, and $\pi_g$ are replaced by their sample estimates $\overline{X}_g$, $\hat{\Sigma}_g$, and $n_g/n$.

As our compression scheme proposed in (8) is applied separately to each class, it can be used to form class-specific compressed covariance matrices.

**Definition 5.** The compressed sample covariance matrix for class $g = 1, 2$ is defined as

$$
\hat{\Sigma}_{w,c} := \frac{1}{m_g} \sum_{j=1}^{m_g} (\mathbf{x}_{j,c}^g - \overline{X}_g)(\mathbf{x}_{j,c}^g - \overline{X}_g)^\top.
$$

We define the Compressed QDA decision rule by substituting $\hat{\Sigma}_{w,c}$ instead of $\Sigma_w$ in (8), and $\overline{X}_g$, $n_g/n$ instead of $\mu_g$, $\pi_g$, respectively.

5 Simulation Studies

In this section we empirically evaluate the performance of the proposed compression methods on three publicly available datasets: Zip Code [Friedman et al. 2009], MNIST [LeCun et al. 1998] and Skin Segmentation [Bhatt and Dhall 2010]. For each dataset, we compare five linear classifiers: (L1) Compressed LDA of Section 2.2; (L2) Projected LDA of Section 4.1; (L3) Fast Random Fisher Discriminant Analysis (FRF) of Ye et al. (2017); (L4) LDA trained on sub-sampled data drawn uniformly from both classes; and (L5) QDA trained on the full data (Full QDA).

For each method, we evaluate the out-of-sample misclassification error rate as a function of reduced number of training samples $m = m_1 + m_2$ (with $m = n$ for full methods L5 and Q3). To assess variability due to compression or sub-sampling, we use 100 replications for each value of $m$. Within each classifier, a small multiple of the identity matrix $\gamma I_p$ is added to the corresponding estimate of the within-class covariance matrix $\Sigma_w$ for numerical stability. We use $\gamma = 10^{-4}$ for Zip Code and Skin Segmentation data, and $\gamma = 10^{-3}$ for the MNIST data as it has a much larger number of features $p$ compared to other datasets, and thus requires stronger regularization. We use $s = 0.01$ for Zip Code and MNIST datasets, and $s = 10^{-3}$ for the Skin Segmentation dataset as the latter has considerably larger sample size $n$; thus for all datasets $s = O(n^{-1/2})$.

We also compare the execution times of forming the compressed within-class covariance matrix $\hat{\Sigma}_{w,c}$ and full within-class covariance matrix $\hat{\Sigma}_w$. For compression, we consider the time required to both compress the data via $Q^g$ and to form $\hat{\Sigma}_{w,c}$. The timing results are reported using a Linux Machine with Intel Xeon E5-2690 with 2.90 GHz.

5.1 ZIP Code Data

The Zip Code Data [Friedman et al. 2009] has $n = 7, 291$ training samples with $p = 256$ features. The samples are images of handwritten digits for zip codes, and each feature corresponds to a normalized grayscale pixel of an image. The original data has ten classes, each corresponding to a digit from 0 to 9, which we merge into two classes of even and odd digits. The classes are well-balanced, with 48% to 52% split between the class 1 odd digits and class 2 even digits. The corresponding test data has $n = 2, 007$ samples.

The top of Figure 1 displays the misclassification error rates of (L1)-(L5) across 100 independent trials for each value of $m$. As expected, the performance of all methods improves with the increase in compression dimension $m$. Both Compressed LDA and Projected LDA have better classification performance compared to FRF and sub-sampled LDA. For example, when $m = 500$, Compressed LDA has a mean misclassification error rate of 12.60% (se 0.08%), and Projected LDA has mean error rate 12.73% (se 0.08%). In contrast,
Figure 1: Zip Code Data. **Left:** Misclassification error rates across 100 replications for each value of $m$ with $s = 0.01$ and $\gamma = 10^{-4}$. The dashed line represents the 6.88% error rate of Full LDA. **Right:** The execution times for 100 independent compressed and full covariance formations.

Figure 2: Zip Code Data. Misclassification error rates of compressed and sub-sampled QDA across 100 replications for each value of $m$ with $s = 0.01$ and $\gamma = 10^{-3}$. The dashed line represents the 8.82% error rate of Full QDA.

FRF has a mean rate of 13.84% (se 0.08%), and sub-sampling has mean rate 15.31% (se 0.13%). Compressed and Projected LDA have similar error rates due to the balanced class sizes in this dataset, see Section 4.1.

Compressed and Projected LDA have the lowest mean error rates and standard errors across all values of $m$. Sub-sampling has the highest mean error rates for $m \geq 500$, which is likely because pixel values for images of handwritten digits are not normally distributed. Unexpected to us, FRF has the highest error rates for $m = 250$ despite using compression. We suspect this is due to its joint compression of both classes (rather than separate class compression used by our methods), which likely leads to higher variance in the estimated discriminant vector when $m$ is relatively small. When $m \geq 500$, the error rates of FRF are better than sub-sampling, but still worse than the proposed approaches.

The bottom of Figure 1 compares the execution times of forming compressed and full within-class covariance matrices, where the execution time for compression includes both formation of compressed samples in (4) and calculation of $\hat{\Sigma}_{w,c}$. As expected, compression is significantly faster. For instance, when $m = 2,000$, the compression takes on average 0.19 seconds (se 0.01 s), while the construction of full covariance matrix takes on average 0.36 seconds (se 0.01 s).

Figure 2 displays the misclassification error rates of (Q1)-(Q3). Compressed QDA has uniformly lower mean error rates and lower variance than QDA on sub-sampled data for the same values of $m$. For instance, when $m = 500$, Compressed QDA has a mean error rate of 12.22% (se 0.08%) while sub-sampled QDA has the mean error rate of 19.27% (se 0.14%). For $m \geq 2,000$, the misclassification error rate of Compressed QDA matches that of Full QDA.
Figure 3: MNIST Data. **Left:** Misclassification error rates across 100 replications for each value of \( m \) with \( s = 0.01 \) and \( \gamma = 10^{-3} \). The dashed line represents the 10.60% misclassification error rate of Full LDA. **Right:** The execution times for 100 independent compressed and full covariance formations.

Figure 4: MNIST Data. Misclassification error rates of compressed and sub-sampled QDA across 100 replications for each value of \( m \) with \( s = 0.01 \) and \( \gamma = 10^{-3} \). The dashed line represents the 14.04% error rate of Full QDA.

5.2 MNIST Data

The MNIST Data [Friedman et al., 2009] has \( n = 60,000 \) training samples with \( p = 784 \) features. The samples are pictures of handwritten digits, and each feature corresponds to a normalized grayscale pixel for an image. The original data has ten classes, each corresponding to a digit from 0 to 9, which we merge into two classes of even and odd digits. The classes are well-balanced with a 51% to 49% split between the class 1 odd digits and class 2 even digits. The test data has \( n = 10,000 \) samples.

The top of Figure 3 shows the misclassification error rates of the linear methods across 100 independent trials for each value of \( m \). As with the Zip Code data, both Compressed LDA and Projected LDA have the lowest misclassification error rates compared to FRF and sub-sampled LDA. For instance, when \( m = 2,000 \), the mean error rate for Compressed LDA is 13.93% (se 0.04%), and the mean error rate for Projected LDA is 13.98 (se 0.04%). In contrast, FRF has mean rate 15.71% (se 0.05%), and sub-sampled LDA has mean rate 16.05% (se 0.05%). As with the Zip Code data, Compressed and Projected LDA have similar rates due to the balanced class sizes, see Section 4.1. Unlike the Zip Code data, FRF performs comparable to sub-sampling even for larger values of \( m \). This suggests that joint class compression leads to sub-optimal classification performance compared to proposed separate class compression, and the difference is particularly striking when the number of features \( p \) is large.

The bottom of Figure 3 compares the execution times of forming compressed and full within-class covariance matrices. As expected, compression is considerably faster. Even when \( m = 10,000 \), the mean time for compression (9.31 seconds, se 1.29) is significantly smaller than the time of forming \( \hat{\Sigma}_w \) on the full data (23.53 seconds, se 2.29).

Figure 4 shows the misclassification error rates of the quadratic methods. Compressed QDA has uniformly better performance than sub-sampling, it has both lower mean error rates and lower variances. For example,
Figure 5: Skin Segmentation Data, misclassification error rates across 100 replications for each value of \( m \). 

**Left:** Linear classification methods with \( s = 10^{-3} \) and \( \gamma = 10^{-4} \). The dashed line represents the 6.93% error rate of Full LDA. **Right:** Quadratic classification methods with \( s = 10^{-3} \) and \( \gamma = 10^{-4} \). The dashed line represents the 1.64% error rate of Full QDA.

when \( m = 1,000 \), Compressed QDA has mean error rate 19.24% (se 0.06%) while sub-sampled QDA has mean error 29.42% (se 0.21%).

### 5.3 Skin Segmentation Data

The Skin Segmentation Data [Bhatt and Dhall 2010] has \( n = 245,057 \) samples with \( p = 3 \) features. The features are Red, Blue, and Green pixel values for randomly sampled image pixels. The goal is to learn which colors represent skin, and subsequently classify those pixels as corresponding to skin or not. Unlike the Zip Code and MNIST datasets, here the classes are unbalanced, with 21% (skin) to 79% (not skin) split. We select 90% of the data from each class for training, and use the remaining 10% for testing.

The top of Figure 5 displays the misclassification error rates of the linear methods across 100 independent trials for each value of \( m \). Compressed LDA, Projected LDA, and FRF all have superior classification performance over sub-sampled LDA, especially in terms of variance for the same value of \( m \). For instance, when \( m = 25 \), Compressed LDA has an average error rate of 7.42% (se 0.09%), with 7.57% (se 0.09%) for Projected LDA, and 7.38% (se 0.09%) for FRF. In contrast, sub-sampled LDA has error 8.78% (se 0.40%). Unlike the Zip Code and MNIST datasets, FRF performs comparably to the proposed approaches, which supports our previous conjecture that the difference between joint compression and separate class compression is more pronounced for larger values of \( p \). The bottom of Figure 5 displays the corresponding error rates for the quadratic methods. While the mean error rates between Compressed QDA and sub-sampled QDA are similar, Compressed QDA has much smaller variance, which is consistent with results we observed for other datasets.

The Skin Segmentation Data only has \( p = 3 \) features, and thus one may ask whether the compression is really necessary since it doesn’t offer significant computational advantages for small values of \( p \). We found, however, that compression still allows to use much smaller number of samples to obtain good predictive accuracy, as Compressed LDA reaches the Full LDA error rate of 6.93% at only \( m = 100 \). Furthermore, our main reason for including this dataset as an example is to illustrate how compression can induce normality in the compressed samples when the normality for original samples does not hold. The top of Figure 6 shows the first two principal components of 5,000 original training samples, whereas the bottom of Figure 6 shows the first two principal components of 5,000 compressed samples. The original training samples clearly are not normally distributed as the main directions of variation display non-linear class separation. In contrast, each class of compressed data has an elliptical shape suggesting the normal distribution and a linear classification boundary. Thus, Compressed LDA is more robust to the assumption of normality than sub-sampling. For the Skin Segmentation Data, this leads to Compressed LDA having slightly lower mean misclassification error rates compared to sub-sampling, and significantly smaller error variances across the replications.
Figure 6: Skin Segmentation Data, the two classes are separated by both shape and color. **Top:** First two principal components based on 5,000 training samples. **Bottom:** First two principal components based on 5,000 compressed samples with \( s = 0.001 \).

Figure 7: Eye State Data. Misclassification error rates across 100 replications of compressed LDA, projected LDA, FRF, and sub-sampled LDA across different sample amounts \( m \) for \( s = 0.01 \) and \( \gamma = 10^{-3} \). The dashed line represents the 35.84% error rate of Full LDA.

### 5.4 Eye State Data

We consider the Eye State data [Römler and Sniederzmann 2013](#). This data set has \( n = 14,980 \) samples with \( p = 14 \) features corresponding to electroencephalography (EEG) measurements. The goal is to predict whether the eye state is open or closed during the time of the EEG measurements. The data set is almost balanced, with a 44.88% (open) to 55.12% (closed) split. Figure 7 displays the misclassification error rates across 100 independent iterations of the linear methods.

Both compressed and sub-sampled LDA have uniformly lower error rates compared to FRF and sub-
sampling. For example, at $m = 1,000$, compressed LDA has mean error rate 35.88% (se 0.12%), and projected LDA has mean error rate 35.97% (se 0.15%). This is compared with FRF which has a mean error rate of 36.63% (se 0.10%), and sub-sampled LDA which has a mean error rate of 36.61% (se 0.09%).

6 Discussion

We propose a sample reduction scheme for discriminant analysis through compression. The advantage of compression over sub-sampling is illustrated in Section 5, where the proposed Compressed LDA consistently has better classification performance than LDA trained on sub-sampled data. The compression scheme is further extended to Projected LDA and Compressed QDA, which again show superior predictive accuracy compared to the same classifiers trained on sub-sampled data.

There are several directions of future research that could be pursued. First, while we only considered binary classification, our approach can be extended to the multi-class setting by applying compression to all $G$ classes. Secondly, given our results on compressing in the number of samples, and existing results on compressing in the number of features (Li et al., 2019; Tu et al., 2014), it would be of interest to simultaneously consider both compression schemes within discriminant analysis. Finally, here we focused on linear and quadratic classification rules which may be too restrictive. Exploring compression within the kernel discriminant analysis framework (Mika et al., 1999) will allow for more flexible non-linear classification boundaries.
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A Proofs of Theoretical Results

This section contains a proof of Theorem 1 along with supplemental Theorems and Lemmas. In the following $C$ denotes an absolute constant which may change from line to line. If multiple constants appear in the same expression, $C_1$, $C_2$, etc. will be used to differentiate them.

We make the following assumption which is useful for simplifying expressions in the theory.

Assumption 4. The number of compressed samples $m$ is large enough so that $\log(\eta^{-1})/m \leq 1$. Additionally, the number of original training samples $n$ is large enough so that $\log(\eta^{-1}) \leq \sqrt{n}$.

Remark 2. Assumption 4 is mild. For instance, if $\eta = 10^{-10}$, then $m$ must be at least 24, and $n$ must be at least 531. If $\eta = 10^{-2}$, then $m$ must be at least 5, and $n$ must be at least 22.
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Figure 8: Proof chart for Theorem 1

Proof of Theorem 1 By Theorem 2 the compressed LDA misclassification error rate $R_c$ has the form

$$R_c = f(\varepsilon_1^1, \varepsilon_1^2, \varepsilon_2) = \frac{1}{2} \sum_{g=1}^2 \Phi \left( \frac{\varepsilon_g^q - \delta^\top \Sigma_w^{-1} \delta}{\sqrt{\varepsilon_2 + \delta^\top \Sigma_w^{-1} \delta}} \right),$$

where $\varepsilon_g^q$ and $\varepsilon_2$ are defined in Theorem 2 Let $\varepsilon = (\varepsilon_1^1, \varepsilon_1^2, \varepsilon_2)$. Taking the first-order Taylor expansion of $f$ centered at 0 gives

$$R_c = f(\varepsilon) = \Phi(-\sqrt{\delta^\top \Sigma_w^{-1} \delta}) + \nabla f(0)^\top \varepsilon + o_p(\|\varepsilon\|_2) = R_{opt} + \nabla f(0)^\top \varepsilon + o_p(\|\varepsilon\|_2).$$
Plugging this expansion into $|R_c - R_{\text{opt}}|$ gives

$$
|R_c - R_{\text{opt}}| = \left| \Phi(-\sqrt{\delta^\top \Sigma_{w}^{-1} \delta}) + \nabla f(0)^\top \varepsilon + o_p(\|\varepsilon\|_2) - R_{\text{opt}} \right|
$$

$$
\leq R_{\text{opt}} + \nabla f(0)^\top \varepsilon - R_{\text{opt}} + o_p(\|\varepsilon\|_2)
$$

$$
= |\nabla f(0)^\top \varepsilon| + o_p(\|\varepsilon\|_2)
$$

$$
\leq C \|\nabla f(0)\|_2 \|\varepsilon\|_2,
$$

where we absorbed the lower-order $o_p(\|\varepsilon\|_2)$ into the absolute constant $C > 0$.

We now compute $\|\nabla f(0)\|_2$. The partial derivatives are

$$
\frac{\partial f}{\partial \varepsilon_1}(0) = \frac{1}{2} \phi \left( \frac{-\delta^\top \Sigma_{w}^{-1} \delta}{\sqrt{\delta^\top \Sigma_{w}^{-1} \delta}} \right) \left[ \frac{1}{\sqrt{\delta^\top \Sigma_{w}^{-1} \delta}} \right] = \frac{\phi(\sqrt{\delta^\top \Sigma_{w}^{-1} \delta})}{2 \sqrt{\delta^\top \Sigma_{w}^{-1} \delta}}
$$

and

$$
\frac{\partial f}{\partial \varepsilon_2}(0) = \frac{-1}{4} \phi \left( \frac{-\delta^\top \Sigma_{w}^{-1} \delta}{\sqrt{\delta^\top \Sigma_{w}^{-1} \delta}} \right) \left[ \frac{-\delta^\top \Sigma_{w}^{-1} \delta}{(\delta^\top \Sigma_{w}^{-1} \delta)^{3/2}} \right] = \frac{\phi(\sqrt{\delta^\top \Sigma_{w}^{-1} \delta})}{4 \sqrt{\delta^\top \Sigma_{w}^{-1} \delta}},
$$

where $\phi$ denotes the standard normal density. It follows that

$$
\|\nabla f(0)\|_2 = \frac{\phi(-\sqrt{\delta^\top \Sigma_{w}^{-1} \delta})}{2 \sqrt{\delta^\top \Sigma_{w}^{-1} \delta}} \| (1 \ 1/2) \|_2 = \frac{3 \phi(\sqrt{\delta^\top \Sigma_{w}^{-1} \delta})}{4 \sqrt{\delta^\top \Sigma_{w}^{-1} \delta}}.
$$

We now focus on bounding the error term $\|\varepsilon\|_2$. We have

$$
\|\varepsilon\|_2 \leq \|\varepsilon\|_1 = |\varepsilon_1| + |\varepsilon_1^2| + |\varepsilon_2|.
$$

Applying Theorem 2 proves that with probability at least $1 - \eta$:

$$
|\varepsilon_1^q| \leq C K_s^2 (\|\Sigma_{w}^{-1/2} \delta\|_2^2 + \|\Sigma_{w}^{-1/2} \delta\|_2) \sqrt{\frac{\log(q^{-1}) + p}{m}}
$$

$$
|\varepsilon_2| \leq C K_s^2 (\|\Sigma_{w}^{-1/2} \delta\|_2^2 + \|\Sigma_{w}^{-1/2} \delta\|_2) \frac{1}{m} \sqrt{\frac{\log(q^{-1}) + p}{m}}.
$$

It follows that with probability at least $1 - \eta$:

$$
|R_c - R_{\text{opt}}| \leq C \phi(\sqrt{\delta^\top \Sigma_{w}^{-1} \delta}) \frac{K_s^2 (\|\Sigma_{w}^{-1/2} \delta\|_2^2 + \|\Sigma_{w}^{-1/2} \delta\|_2)}{\sqrt{\delta^\top \Sigma_{w}^{-1} \delta}} \sqrt{\frac{\log(q^{-1}) + p}{m}}
$$

$$
\leq C \phi(\sqrt{\delta^\top \Sigma_{w}^{-1} \delta}) K_s^2 (\sqrt{\delta^\top \Sigma_{w}^{-1} \delta} + 1) \sqrt{\frac{\log(q^{-1}) + p}{m}}.
$$

This proves the Theorem.

**Theorem 2.** Let $R_c$ be the misclassification error rate \( (7) \) of the compressed LDA decision rule. Then $R_c$ has the form

$$
R_c = \frac{1}{2} \sum_{g=1}^{2} \Phi \left( \frac{\varepsilon_1^q - \delta^\top \Sigma_{w}^{-1} \delta}{\sqrt{\varepsilon_1^q + \delta^\top \Sigma_{w}^{-1} \delta}} \right),
$$
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where
\[
\varepsilon_1^3 = (-1)^3 d^T \hat{\Sigma}_{w,e}(\mu_g - \bar{X}_g) - d^T \hat{\Sigma}_{w,e} d + \delta^T \Sigma_w^{-1} \delta \\
\varepsilon_2 = d^T \hat{\Sigma}_{w,e} \Sigma_w \hat{\Sigma}_{w,e} d - \delta^T \Sigma_w^{-1} \delta.
\]

Then the error terms \(\varepsilon_1\) and \(\varepsilon_2\) have the following upper bounds with probability at least \(1 - \eta\) :
\[
|\varepsilon_1^3| \leq C K_s^2 (||\Sigma_w^{-1/2}d||_2 + ||\Sigma_w^{-1/2}\delta||_2) \sqrt{\frac{\log(\eta^{-1}) + p}{m}},
\]
and
\[
|\varepsilon_2| \leq C K_s^2 (||\Sigma_w^{-1/2}d||_2 + ||\Sigma_w^{-1/2}\delta||_2) \sqrt{\frac{\log(\eta^{-1}) + p}{m}}.
\]
Here, \(C > 0\) is an absolute constant, and \(K_s = \{s \log(1 + s^{-1})\}^{-1/2}\) is the sub-Gaussian norm of \(Q_{i,j}^g / \sqrt{s}\), the entries of the compression matrices.

**Proof of Theorem 2.** We have
\[
|\varepsilon_1^3| \leq |d^T \hat{\Sigma}_{w,e}(\mu_g - \bar{X}_g)| + |d^T \hat{\Sigma}_{w,e} d - \delta^T \Sigma_w^{-1} \delta|
\]
We first bound \((I)\).
\[
|\varepsilon_1^3| \leq |d^T \hat{\Sigma}_{w,e}(\mu_g - \bar{X}_g)| + |d^T \hat{\Sigma}_{w,e} d - \delta^T \Sigma_w^{-1} \delta|
\]
We bound \(A_1 - A_3\) separately.

For \(A_1\), by Assumptions 1 and 2, \(\Sigma_w^{-1/2} d \sim N(\Sigma_w^{-1/2} \delta, n^{-1} I_p)\). By the triangle inequality and Proposition 1.1 of Hsu et al. (2012), the following holds with probability at least \(1 - \eta\) for any \(\eta \in (0, e^{-1})\):
\[
||\Sigma_w^{-1/2} d||_2 \leq ||\Sigma_w^{-1/2} \delta||_2 + ||\Sigma_w^{-1/2} (d - \delta)||_2 \\
\leq ||\Sigma_w^{-1/2} \delta||_2 + \left( \frac{p}{n} + 2 \sqrt{p \log(\eta^{-1})} + 2 \frac{\log(\eta^{-1})}{n} \right)^{1/2} \\
\leq ||\Sigma_w^{-1/2} \delta||_2 + \left( \frac{p \log(\eta^{-1})}{n} + 2 \sqrt{p \log(\eta^{-1})} + 2 \frac{p \log(\eta^{-1})}{n} \right)^{1/2} \\
\leq ||\Sigma_w^{-1/2} \delta||_2 + C \sqrt{\frac{p \log(\eta^{-1})}{n}}
\]
We now bound \(A_2\). By Theorem 5, the following inequality holds with probability at least \(1 - \eta/3\):
\[
||\Sigma_w^{1/2} \hat{\Sigma}_{w,e} \Sigma_w^{1/2}||_{\text{op}} \leq ||I_p||_{\text{op}} + ||\Sigma_w^{1/2} \hat{\Sigma}_{w,e} \Sigma_w^{1/2} - I_p||_{\text{op}} \leq 1 + C_2 K_s^2 \sqrt{\frac{\log(\eta^{-1}) + p}{m}}.
\]
We now bound \(A_3\). By Assumptions 1 and 2, \(\Sigma_w^{-1/2}(\mu_g - \bar{X}_g) \sim N(0, n^{-1} I_p)\). By Proposition 1.1 of Hsu et al. (2012), the following holds with probability at least \(1 - \eta\):
\[
||\Sigma_w^{-1/2}(\mu_g - \bar{X}_g)||_2 \leq C \sqrt{\frac{p \log(\eta^{-1})}{n}}.
\]
Combining the bounds for $A_1$-$A_3$, with probability at least $1 - \eta$:

$$|d^\top \hat{\Sigma}_{w,c}^{-1}(\mu_g - \bar{X}_g)| \leq C \left( \|\Sigma_w^{-1/2}\delta\|_2 + C \sqrt{\frac{p \log(\eta^{-1})}{n}} \right) \left( 1 + C_2 K_s^2 \sqrt{\frac{\log(\eta^{-1}) + p}{m}} \right) \sqrt{\frac{p \log(\eta^{-1})}{n}}$$

$$\leq C K_s^2 \|\Sigma_w^{-1/2}\delta\|_2 \sqrt{\frac{p \log(\eta^{-1})}{n}},$$

where the last inequality came from absorbing lower-order terms into the absolute constant $C$.

We now bound (II). By the triangle inequality and Theorems 3–4, with probability at least $1 - \eta$:

$$|d^\top \hat{\Sigma}_{w,c}^{-1}d - \delta^\top \Sigma_w^{-1}\delta| \leq |d^\top \hat{\Sigma}_{w,c}^{-1}d - d^\top \Sigma_w^{-1}d| + |d^\top \Sigma_w^{-1}d - \delta^\top \Sigma_w^{-1}\delta|$$

$$\leq C_1 K_s^2 \|\Sigma_w^{-1/2}\delta\|_2^2 \sqrt{\frac{\log(\eta^{-1}) + p}{m}} + C_2 \|\Sigma_w^{-1/2}\delta\|_2 \sqrt{\frac{p \log(\eta^{-1})}{n}}$$

$$\leq C (K_s^2 \|\Sigma_w^{-1/2}\delta\|_2^2 + \|\Sigma_w^{-1/2}\delta\|_2) \sqrt{\frac{\log(\eta^{-1}) + p}{m}}.$$  \hspace{1cm} (9)

For $s \leq 0.8$, we have $K_s \geq 1$. Thus,

$$|d^\top \hat{\Sigma}_{w,c}^{-1}d - \delta^\top \Sigma_w^{-1}\delta| \leq C (K_s^2 \|\Sigma_w^{-1/2}\delta\|_2^2 + \|\Sigma_w^{-1/2}\delta\|_2) \sqrt{\frac{\log(\eta^{-1}) + p}{m}}$$

$$\leq C K_s^2 (\|\Sigma_w^{-1/2}\delta\|_2^2 + \|\Sigma_w^{-1/2}\delta\|_2) \sqrt{\frac{\log(\eta^{-1}) + p}{m}}.$$  \hspace{1cm} (10)

Combining (9) and (10) gives with probability at least $1 - \eta$:

$$|\varepsilon_1| \leq C_1 K_s^2 (\|\Sigma_w^{-1/2}\delta\|_2^2 + \|\Sigma_w^{-1/2}\delta\|_2) \sqrt{\frac{\log(\eta^{-1}) + p}{m}} + C_2 K_s^2 \|\Sigma_w^{-1/2}\delta\|_2 \sqrt{\frac{p \log(\eta^{-1})}{n}}$$

$$\leq C K_s^2 (\|\Sigma_w^{-1/2}\delta\|_2^2 + \|\Sigma_w^{-1/2}\delta\|_2) \sqrt{\frac{\log(\eta^{-1}) + p}{m}},$$

where the lower-order term has been absorbed into the absolute constant $C_1$.

We now focus on bounding $\varepsilon_2$. The triangle inequality gives

$$|\varepsilon_2| = |d^\top \hat{\Sigma}_{w,c}^{-1}\Sigma_w \hat{\Sigma}_{w,c}^{-1}d - \delta^\top \Sigma_w^{-1}\delta| \leq |d^\top \hat{\Sigma}_{w,c}^{-1}\Sigma_w \hat{\Sigma}_{w,c}^{-1}d - d^\top \Sigma_w^{-1}d| + |d^\top \Sigma_w^{-1}d - \delta^\top \Sigma_w^{-1}\delta|$$

$$\leq A_1 + A_2.$$  \hspace{1cm} (11)

We bound $A_1$-$A_2$ separately.

First consider $A_1$. Using identity $I_p = \Sigma_w^{-1/2} \Sigma_{1/2}$ gives

$$|A_1| = |d^\top \hat{\Sigma}_{w,c}^{-1}\Sigma_w \hat{\Sigma}_{w,c}^{-1}d - d^\top \Sigma_w^{-1}d| = |d^\top \Sigma_w^{-1/2}(\Sigma_{1/2} \hat{\Sigma}_{w,c}^{-1/2}\Sigma_{1/2})(\Sigma_w^{-1/2} \Sigma_{w,c}^{-1/2}) \Sigma_w^{-1/2}d - d^\top \Sigma_w^{-1}d|$$

$$\leq \|\Sigma_w^{-1/2}\|_2^2 (\|\Sigma_{1/2} \hat{\Sigma}_{w,c}^{-1/2}\|_2^2 - I_p)\|_{op}.$$  \hspace{1cm} (12)

Let $A = \Sigma_{1/2} \hat{\Sigma}_{w,c}^{-1/2} \Sigma_{1/2}$. Then $\|(\Sigma_{1/2} \hat{\Sigma}_{w,c}^{-1/2} \Sigma_{1/2})^2 - I_p\|_{op}$ is bounded above by

$$\|I_p - A^2\|_{op} = \|(I_p + A)(I_p - A)\|_{op}$$

$$\leq 2\|I_p + (A - I_p)\|_{op}\|I_p - A\|_{op}$$

$$\leq [2 + \|I_p - A\|_{op}]\|I_p - A\|_{op}.$$  \hspace{1cm} (13)

Using the assumption that $\|I_p - A\|_{op} < 1$ and Theorem 5, we have with probability at least $1 - \eta$:

$$\|I_p - A^2\|_{op} < 3\|I_p - A\|_{op} \leq C K_s^2 \sqrt{\frac{\log(\eta^{-1}) + p}{m}}$$

for some absolute constant $C > 0$.  \hspace{1cm} (14)
By Theorem 4, the following holds with probability at least $1 - \eta/2$:

$$\|\Sigma_w^{-1/2}d\|_2^2 \leq \|\Sigma_w^{-1/2}\delta\|_2^2 + \|d^T \Sigma_w^{-1}d - \delta^T \Sigma_w^{-1}\delta\|_2^2 \leq \|\Sigma_w^{-1/2}\delta\|_2^2 + C\|\Sigma_w^{-1/2}\delta\|_2 \sqrt{p \log(\eta^{-1}) \over n}.$$  \hfill (12)

Combining (11) and (12) proves that the following bound on $A_1$ holds with probability at least $1 - \eta$:

$$|d^T \hat{\Sigma}_{w,c}^{-1}\Sigma_w^{-1}d - d^T \Sigma_w^{-1}d| \leq \left(\|\Sigma_w^{-1/2}\delta\|_2^2 + C\|\Sigma_w^{-1/2}\delta\|_2 \sqrt{p \log(\eta^{-1}) \over n}\right) C K_s^2 \sqrt{\log(\eta^{-1}) + p \over m}.$$  \hfill (13)

To bound $A_2$, Theorem 4 proves that with probability at least $1 - \eta/2$,

$$|A_2| = |d^T \Sigma_w^{-1}d - \delta^T \Sigma_w^{-1}\delta| \leq C\|\Sigma_w^{-1}\delta\|_2 \sqrt{p \log(\eta^{-1}) \over n}.$$  \hfill (13)

Since $A_2$ is a smaller-order term compared to (13), we absorb it into the absolute constant $C$. Thus, with probability at least $1 - \eta$:

$$|\varepsilon_{21}| \leq C K_s^2(\|\Sigma_w^{-1}\delta\|_2 + C\|\Sigma_w^{-1/2}\delta\|_2^2) \sqrt{\log(\eta^{-1}) + p \over m}.$$  \hfill (13)

This completes the proof. \hfill \qed

**Theorem 3.** Let the samples $X \in \mathbb{R}^{n \times p}$ be distributed according to Assumption 2. Let $d$ and $\delta \in \mathbb{R}^p$ be as in Definition 3 and let $\hat{\Sigma}_{w,c}$ be the compressed within-group covariance matrix. Then with probability at least $1 - \eta$,

$$|d^T \hat{\Sigma}_{w,c}^{-1}d - d^T \Sigma_w^{-1}d| \leq C K_s^2 \|\Sigma_w^{-1/2}\delta\|_2 \sqrt{\log(\eta^{-1}) + p \over m},$$

where $C > 0$ is an absolute constant, and $K_s = \{s \log(1 + s^{-1})\}^{-1/2}$ is the sub-Gaussian norm of $Q_{i,j}/\sqrt{s}$.

**Proof of Theorem 3.** We have

$$|d^T \hat{\Sigma}_{w,c}^{-1}d - d^T \Sigma_w^{-1}d| = |d^T \Sigma_w^{-1/2}\Sigma_w(\hat{\Sigma}_{w,c}^{-1} - \Sigma_w^{-1})\Sigma_w^{-1/2}\Sigma_w^{-1/2}d| \leq \|\Sigma_w^{-1/2}d\|_2^2 \|\Sigma_w^{-1/2}\hat{\Sigma}_{w,c}^{-1}\Sigma_w^{-1/2}d - I_p\|_{\text{op}}.$$  \hfill (13)

By Theorem 5 with probability at least $1 - \eta/2$,

$$\|\Sigma_w^{-1/2}\hat{\Sigma}_{w,c}^{-1}\Sigma_w^{-1/2}d - I_p\|_{\text{op}} \leq C K_s^2 \sqrt{\log(\eta^{-1}) + p \over m}.$$  \hfill (13)

for some absolute constant $C > 0$, and where $K_s = \{s \log(1 + s^{-1})\}^{-1/2}$ is the sub-Gaussian norm of $Q_{i,j}/\sqrt{s}$ by Lemma 5.

By the triangle inequality and Theorem 4 with probability at least $1 - \eta$:

$$\|\Sigma_w^{-1/2}d\|_2^2 = |d^T \Sigma_w^{-1}d - \delta^T \Sigma_w^{-1}\delta + \delta^T \Sigma_w^{-1}\delta| \leq \|\Sigma_w^{-1/2}\delta\|_2^2 + |d^T \Sigma_w^{-1}d - \delta^T \Sigma_w^{-1}\delta| \leq \|\Sigma_w^{-1/2}\delta\|_2 + C\|\Sigma_w^{-1/2}\delta\|_2 \sqrt{p \log(\eta^{-1}) \over n}.$$  \hfill (13)

Combining the two displays above and absorbing the lower order term into the absolute constant $C$, we have that with probability at least $1 - \eta$:

$$|d^T \hat{\Sigma}_{w,c}^{-1}d - d^T \Sigma_w^{-1}d| \leq \left(\|\Sigma_w^{-1/2}\delta\|_2 + C\|\Sigma_w^{-1/2}\delta\|_2 \sqrt{p \log(\eta^{-1}) \over n}\right) C K_s^2 \sqrt{\log(\eta^{-1}) + p \over m} \leq C K_s^2 \|\Sigma_w^{-1/2}\delta\|_2 \sqrt{\log(\eta^{-1}) + p \over m}.$$  \hfill (13)
\textbf{Theorem 4.} Let the samples in $X \in \mathbb{R}^{n \times p}$ be distributed according to Assumption \cite{7} and let $d$ and $\delta$ be as in Definition \cite{3}. Then for $\eta \in (0, e^{-1})$, the following upper bound holds with probability at least $1 - \eta$,
\[ |d^T \Sigma_w^{-1} d - \delta^T \Sigma_w^{-1} \delta| \leq C \| \Sigma_w^{-1/2} \delta \|_2 \sqrt{p \log(\eta^{-1})} \]
for some absolute constant $C > 0$.

\textit{Proof of Theorem 4.} Completing the square gives
\[ |d^T \Sigma_w^{-1} d - \delta^T \Sigma_w^{-1} \delta| = |(d - \delta)^T \Sigma_w^{-1} (d - \delta) + 2(d - \delta)^T \Sigma_w^{-1} \delta| \leq \| \Sigma_w^{-1/2} (d - \delta) \|_2^2 + 2 \| \Sigma_w^{-1/2} \delta \|_2 \| \Sigma_w^{-1/2} (d - \delta) \|_2. \]
Assumptions \cite{1} and \cite{2} give $\Sigma_w^{-1/2} (d - \delta) \sim N(0, n^{-1} I_p)$. By Proposition 1.1 of \cite{Hsu et al. 2012}, with probability at least $1 - \eta$,
\[ \| \Sigma_w^{-1/2} (d - \delta) \|_2^2 \leq \frac{p}{n} + \frac{2 \sqrt{p \log(\eta^{-1})}}{n} + \frac{2 \log(\eta^{-1})}{n}. \]
For $\eta \in (0, e^{-1})$, we have $\log(\eta^{-1}) \geq 1$. It follows that
\begin{align*}
\| \Sigma_w^{-1/2} (d - \delta) \|_2^2 &\leq \frac{p}{n} + \frac{2 \sqrt{p \log(\eta^{-1})}}{n} + \frac{2 \log(\eta^{-1})}{n} \\
&\leq \frac{p \log(\eta^{-1})}{n} + \frac{2 \sqrt{p \log(\eta^{-1})}}{n} + \frac{2 p \log(\eta^{-1})}{n} \\
&\leq C \frac{p \log(\eta^{-1})}{n}.
\end{align*}
Then
\[ \| \Sigma_w^{-1/2} (d - \delta) \|_2^2 + 2 \| \Sigma_w^{-1/2} \delta \|_2 \| \Sigma_w^{-1/2} (d - \delta) \|_2 \leq C_1 \frac{p \log(\eta^{-1})}{n} + C_2 \| \Sigma_w^{-1/2} \delta \|_2 \sqrt{\frac{p \log(\eta^{-1})}{n}} \]
\[ \leq C \| \Sigma_w^{-1/2} \delta \|_2 \sqrt{\frac{p \log(\eta^{-1})}{n}}. \]

\textbf{Theorem 5 (Inverse Covariance Bound).} Let the samples $X \in \mathbb{R}^{n \times p}$ be distributed according to Assumption \cite{7} with shared covariance $\Sigma_w \in \mathbb{R}^{p \times p}$. Let $\tilde{\Sigma}_{w, c}$ be the within-group sample covariance matrix of the compressed data with sparsity parameter $s > 0$. Then with probability at least $1 - \eta$,
\[ \| I_p - \Sigma_w^{-1/2} \tilde{\Sigma}_w^{-1} \Sigma_w^{-1/2} \|_\text{op} \leq C K_s^2 \sqrt{\frac{\log(\eta^{-1}) + p}{m}} \]
for some absolute constant $C > 0$, and where $K_s = \{ s \log(1 + s^{-1}) \}^{-1/2}$ is the sub-Gaussian norm of $Q_{i,j}^2 / \sqrt{s}$.

\textit{Proof.} For $A := \Sigma_w^{-1/2} \tilde{\Sigma}_w^{-1/2}$, the above is of the form $\| \Sigma_w^{-1/2} \|_\text{op} A^{-1} - I \|_\text{op}$. By Theorem \cite{6} $\| I - A \|_\text{op} < 1$ with high probability. Then $A$ has the geometric sum expansion of its inverse $A^{-1} = \sum_{k=0}^{\infty} (I - A)^k$. Thus,
\begin{align*}
\| I_p - A^{-1} \|_\text{op} &= \left\| I_p - \sum_{k=0}^{\infty} (I_p - A)^k \right\|_\text{op} = \left\| \sum_{k=1}^{\infty} (I_p - A)^k \right\|_\text{op} \\
&\leq \sum_{k=1}^{\infty} \| I_p - A \|_\text{op}^k = \sum_{k=0}^{\infty} \| I_p - A \|_\text{op}^k - 1 \\
&= \frac{1}{1 - \| I_p - A \|_\text{op}} - 1 = \frac{\| I_p - A \|_\text{op}}{1 - \| I_p - A \|_\text{op}} = \| I_p - A \|_\text{op} + o_p(\| I_p - A \|_\text{op}),
\end{align*}
\[ \frac{\| I_p - A \|_\text{op}}{1 - \| I_p - A \|_\text{op}} = \| I_p - A \|_\text{op} + o_p(\| I_p - A \|_\text{op}),
\]
\[ \frac{\| I_p - A \|_\text{op}}{1 - \| I_p - A \|_\text{op}} = \| I_p - A \|_\text{op} + o_p(\| I_p - A \|_\text{op}),
\]
where the last equality comes from the Taylor Expansion of the function \( t/(1 - t) \) centered at 0.

Applying Theorem 6 and absorbing the lower-order \( o_p(\|I_p - A\|_{op}) \) into the absolute constant \( C \) proves that with probability at least \( 1 - \eta \),

\[
\|I_p - \Sigma_w^{-1/2} \hat{\Sigma}_{w,e}^{-1} \Sigma_w^{-1/2} \|_{op} \leq C K_s^2 \sqrt{\frac{\log(n^{-1}) + p}{m}}
\]

\[ \square \]

**Theorem 6 (Covariance Bound).** Let the samples \( X \in \mathbb{R}^{n \times p} \) be distributed according to Assumption 7 with shared covariance \( \Sigma_w \in \mathbb{R}^{p \times p} \). Let \( \hat{\Sigma}_{w,e} \in \mathbb{R}^{p \times p} \) be the within-group sample covariance matrix of the compressed data with sparsity parameter \( s > 0 \). Then with probability at least \( 1 - \eta \):

\[
\|\Sigma_w^{-1/2} \hat{\Sigma}_{w,e}^{-1/2} - I_p\|_{op} \leq C K_s^2 \sqrt{\frac{\log(n^{-1}) + p}{m}},
\]

for some absolute constant \( C > 0 \), and where \( K_s = \{ s \log(1+s^{-1}) \}^{-1/2} \) is the sub-Gaussian norm of \( Q_{ij}/\sqrt{s} \).

**Proof of Theorem 6** By the definition of \( \hat{\Sigma}_{w,e} \),

\[
\Sigma_w^{-1/2} \hat{\Sigma}_{w,e}^{-1/2} = \frac{1}{m} \sum_{g=1}^{m} \sum_{j=1}^{m_g} \Sigma_w^{-1/2} \left( \frac{1}{\sqrt{n_g}^8} \sum_{i=1}^{n_g} Q_{j,i}^g (x_i^g - \mu_g) + \mu_g - \mu_g \right)^\top \Sigma_w^{-1/2}
\]

\[
= \frac{1}{m} \sum_{g=1}^{m} \sum_{j=1}^{m_g} \left( \frac{1}{\sqrt{n_g}^8} \sum_{i=1}^{n_g} Q_{j,i}^g \Sigma_w^{-1/2} (x_i^g - \mu_g + \mu_g - \mu_g) \right)^\top \Sigma_w^{-1/2}
\]

\[
= \frac{1}{m} \sum_{g=1}^{m} \sum_{j=1}^{m_g} \left( \frac{1}{\sqrt{n_g}^8} \sum_{i=1}^{n_g} Q_{j,i}^g \Sigma_w^{-1/2} (x_i^g - \mu_g) \right)^\top \left( \frac{1}{\sqrt{n_g}^8} \sum_{i=1}^{n_g} Q_{j,i}^g \Sigma_w^{-1/2} (x_i^g - \mu_g) \right)
\]

\[ A_1 \]

\[
- \frac{1}{m} \sum_{g=1}^{m} \sum_{j=1}^{m_g} \left( \frac{1}{\sqrt{n_g}^8} \sum_{i=1}^{n_g} Q_{j,i}^g \Sigma_w^{-1/2} (x_i^g - \mu_g) \right)^\top \left( \frac{1}{\sqrt{n_g}^8} \sum_{i=1}^{n_g} Q_{j,i}^g \Sigma_w^{-1/2} (\mu_g - \mu_g) \right)
\]

\[ A_2 \]

\[
- \frac{1}{m} \sum_{g=1}^{m} \sum_{j=1}^{m_g} \left( \frac{1}{\sqrt{n_g}^8} \sum_{i=1}^{n_g} Q_{j,i}^g \Sigma_w^{-1/2} (\mu_g - \mu_g) \right)^\top \left( \frac{1}{\sqrt{n_g}^8} \sum_{i=1}^{n_g} Q_{j,i}^g \Sigma_w^{-1/2} (x_i^g - \mu_g) \right)
\]

\[ A_3 \]

\[
+ \frac{1}{m} \sum_{g=1}^{m} \sum_{j=1}^{m_g} \left( \frac{1}{\sqrt{n_g}^8} \sum_{i=1}^{n_g} Q_{j,i}^g \Sigma_w^{-1/2} (\mu_g - \mu_g) \right)^\top \left( \frac{1}{\sqrt{n_g}^8} \sum_{i=1}^{n_g} Q_{j,i}^g \Sigma_w^{-1/2} (\mu_g - \mu_g) \right)
\]

\[ A_4 \]

We bound \( A_1 - A_4 \) separately. We do this by considering a fixed \( v \in \mathbb{R}^p \) with norm \( \|v\|_2 = 1 \). We first bound each \( v^\top A_i v \) and then generalize to a norm bound using an \( \epsilon \)-net argument.
Consider
\[
v^\top A_1 v = \sum_{g=1}^{2} \sum_{i,j=1}^{m_g} \left\{ \frac{1}{\sqrt{n_g}} \sum_{s=1}^{n_g} \left( \frac{1}{s} Q_{i,j}^g \right) \right\} \sum_{w=1}^{1/2} (x_i^g - \mu_g) (x_j^g - \mu_g) ^\top \Sigma_w^{-1/2} v
\]
\[
= \sum_{g=1}^{2} \sum_{i,j=1}^{m_g} \left\{ \frac{1}{\sqrt{n_g}} \sum_{s=1}^{n_g} \left( \frac{1}{s} Q_{i,j}^g \right) \right\} \frac{1}{\sqrt{n_g}} \left( \sum_{w=1}^{1/2} (x_i^g - \mu_g) , v \right) \frac{1}{\sqrt{n_g}} \left( \sum_{w=1}^{1/2} (x_j^g - \mu_g) , v \right) 
\]
\[
= \sum_{g=1}^{2} \sum_{i,j=1}^{m_g} \frac{1}{n_g} Z_g^\top R_g Z_g ,
\]
where $Z_g \in \mathbb{R}^{n_g}$ is the vector with $i$-th coordinate $\left\langle \Sigma_w^{-1/2} (x_i^g - \mu_g) , v \right\rangle$, and $R_g = \frac{1}{2} Q_g ^\top Q_g \in \mathbb{R}^{n_g \times n_g}$. By Assumption 1, $Z_g \sim N(0, I_{n_g})$. By Lemma 2 with probability at least $1 - \eta$: 
\[
|v^\top (A_1 - I_p) v| = |v^\top A_1 v - 1| = \left| \sum_{g=1}^{2} \frac{1}{n_g} Z_g^\top R_g Z_g - 1 \right| \leq C K^2 \sqrt{\frac{\log(\eta^{-1})}{m}} .
\]

The terms $A_2$ and $A_3$ are transposes of each other, and so we handle them simultaneously. Left and right multiplying by $v$ gives 
\[
\sum_{g=1}^{2} \sum_{i,j=1}^{m_g} \left\{ \frac{1}{\sqrt{n_g}} \sum_{s=1}^{n_g} \left( \frac{1}{s} Q_{i,j}^g \right) \right\} \left( \frac{1}{\sqrt{n_g}} \sum_{t=1}^{n_g} Q_{t,j}^g \sum_{w=1}^{1/2} (\mu_g - \bar{X}_g) \right) ^\top v 
\]
\[
= \sum_{g=1}^{2} \sum_{i,j=1}^{m_g} \left\{ \frac{1}{\sqrt{n_g}} \sum_{s=1}^{n_g} \left( \frac{1}{s} Q_{i,j}^g \right) \right\} \left( \frac{1}{\sqrt{n_g}} \sum_{t=1}^{n_g} Q_{t,j}^g \right) \left( \sum_{w=1}^{1/2} (\mu_g - \bar{X}_g) , v \right) .
\]

By Assumption 1, $\left\langle \Sigma_w^{-1/2} (\mu_g - \bar{X}_g) , v \right\rangle \sim N(0, n_g^{-1})$. By the Gaussian concentration inequality, with probability at least $1 - \eta/3$: 
\[
\left| \sum_{w=1}^{1/2} (\mu_g - \bar{X}_g) , v \right| \leq C \sqrt{\frac{\log(\eta^{-1})}{n_g}} = C' \sqrt{\frac{\log(\eta^{-1})}{n}} .
\]
for some absolute constants $C, C' > 0$. The last equality comes from Assumption 2.

By the general Hoeffding’s Inequality, Theorem 2.6.3 of [Vershynin (2018)], with probability at least $1 - \eta/3$: 
\[
\left| \sum_{g=1}^{2} \sum_{i=1}^{n_g} \frac{1}{\sqrt{n_g}} Q_{i,j}^g \right| \leq C K \sqrt{\log(\eta^{-1})} ,
\]
where $K = \left\{ s \log(1 + s^{-1}) \right\}^{1/2}$ is the sub-Gaussian norm of $Q_{i,j}^g / \sqrt{s}$ by Lemma 5.

Lastly, 
\[
\sum_{g=1}^{2} \sum_{i=1}^{n_g} \left( \frac{1}{\sqrt{n_g}} \sum_{s=1}^{n_g} Q_{i,j}^g \right) \left( \sum_{w=1}^{1/2} (x_i^g - \mu_g) , v \right) = \frac{1}{2} \sum_{g=1}^{2} \sum_{i=1}^{n_g} \left( \frac{1}{\sqrt{n_g}} \sum_{j=1}^{m_g} \frac{1}{\sqrt{s}} Q_{i,j}^g \right) Z_i^g ,
\]
where the $Z_i^g$ are as above. Let $X_{ig} = m_g^{-1} \sum_{j=1}^{m_g} Q_{i,j}^g / \sqrt{s}$, then by Lemma 5 the sub-Gaussian norm of $X_{ig}$ is $K / \sqrt{m}$. Conditioning on vectors $Z_i^g = (Z_{i,1}^g, \ldots, Z_{i,n_g}^g)$, and applying Hoeffding’s Inequality to $Q_{i,j}^g$ gives that with probability at least $1 - \eta/6$: 
\[
\left| \sum_{g=1}^{2} \sum_{i=1}^{n_g} \left( \frac{1}{\sqrt{n_g}} \sum_{j=1}^{m_g} \frac{1}{\sqrt{s}} Q_{i,j}^g \right) Z_i^g \right| \leq C K \sqrt{\frac{\log(\eta^{-1})}{m}} \left( \frac{\|Z_{i}^1\|_2^2 + \|Z_i^2\|_2^2}{n} \right)^{1/2} .
\]
Let \( Z = \left( Z^1 \ T \ Z^2 \ T \right)^\top \in \mathbb{R}^n \). By Theorem 3.1.1 of Vershynin (2018),
\[
P\left( \left| \frac{1}{\sqrt{n}} \|Z\|_2 - 1 \right| \leq t \right) = P\left( \|Z\|_2 - \sqrt{n} \leq \sqrt{n} t \right) \leq 2 \exp(-cn t^2).
\]
This is equivalent to the following upper bound holding with probability at least \( 1 - \eta/6 \):
\[
\left( \|Z\|^2 + \frac{\|Z\|^2}{n} \right)^{1/2} = \frac{1}{\sqrt{n}} \|Z\|_2 \leq 1 + C \sqrt{\log(\eta^{-1}) \over n},
\]
where \( C > 0 \) is an absolute constant. Combining the above two displays gives the following bound for (18), which holds with probability at least \( 1 - \eta/3 \):
\[
\left| \frac{1}{n} \sum_{g=1}^{m_g} \sum_{j=1}^{m_g} \sum_{i=1}^{n_g} Q_{i,j}^g \langle \sum_{w=1}^{2} (x_i^g - \mu_g), v \rangle \right| \leq C_1 K_s \sqrt{\log(\eta^{-1}) \over m} \left( 1 + C_2 \sqrt{\log(\eta^{-1}) \over n} \right) \leq C K_s \sqrt{\log(\eta^{-1}) \over m}. \quad (19)
\]
Putting (16), (17) and (19) together shows that with probability at least \( 1 - \eta \),
\[
|v^\top A_2 v| = \left| \frac{1}{n} \sum_{g=1}^{m_g} \sum_{j=1}^{m_g} \sum_{i=1}^{n_g} Q_{i,j}^g \langle \sum_{w=1}^{2} (x_i^g - \mu_g), v \rangle \right| \leq C_1 K_s \sqrt{\log(\eta^{-1}) \over n} \sqrt{\log(\eta^{-1}) \over m} \leq C K_s \sqrt{\log(\eta^{-1}) \over m}.
\]
We have used Assumption 4 in the last inequality.

For \( A_1 \), left and right multiplying by \( v \) gives
\[
v^\top A_4 v = v^\top \left[ \frac{1}{2} \sum_{g=1}^{m_g} \sum_{j=1}^{m_g} \left( \sqrt{\eta_g} \sum_{i=1}^{n_g} Q_{i,j}^g \sum_{w=1}^{2} (\mu_g - X_g) \right) \right] v = \frac{1}{2} \sum_{g=1}^{m_g} \sum_{j=1}^{m_g} \left( \sqrt{\eta_g} \sum_{i=1}^{n_g} Q_{i,j}^g \right)^2 \langle \sum_{w=1}^{2} (\mu_g - X_g), v \rangle^2,
\]
where the last equality is true since \( \sum_{w=1}^{2} (\mu_g - X_g) \) is independent of \( i, j, \) and \( \ell \).

By Assumption 4, \( \langle \sum_{w=1}^{2} (\mu_g - X_g), v \rangle \sim N(0, \eta_g^{-1}) \). The Gaussian concentration inequality proves that with probability at least \( 1 - \eta/2 \):
\[
\left| \langle \sum_{w=1}^{2} (\mu_g - X_g), v \rangle \right|^2 \leq C \log(\eta^{-1}) \over n_g.
\]
The squared terms
\[
\left( \sqrt{\eta_g} \sum_{i=1}^{n_g} Q_{i,j}^g \right)^2
\]
are sub-Exponential because they are the squares of sub-Gaussian random variables. By Lemma 2.7.6 of Vershynin (2018), the sub-Exponential norm satisfies
\[
\left\| \frac{1}{\sqrt{\eta_g}} \sum_{i=1}^{n_g} Q_{i,j}^g \right\|_{\Psi_1} = \left\| \frac{1}{\sqrt{\eta_g}} \sum_{i=1}^{n_g} Q_{i,j}^g \right\|_{\Psi_2} = C K_s^2,
\]
where \( C > 0 \) is an absolute constant and \( K_s \) is the sub-Gaussian norm of \( Q^g_{i,j}/\sqrt{s} \) by Lemma \( 3.4 \). Thus, by Bernstein’s Inequality, with probability at least \( 1 - \eta \):

\[
\left| \frac{1}{m_g} \sum_{j=1}^{m_g} \left( \frac{1}{\sqrt{n_g}} \sum_{i=1}^{n_g} Q^g_{j,i} \right)^2 \right| \leq C K_s^2 \max \left\{ \frac{\log(\eta^{-1})}{m_g}, \sqrt{\frac{\log(\eta^{-1})}{n_g}} \right\} \leq C K_s^2 \sqrt{\frac{\log(\eta^{-1})}{m_g}}.
\]

Combining the above displays, with probability at least \( 1 - \eta \), \(|v^\top A_4 v|\) is bounded above by

\[
|v^\top A_4 v| \leq C K_s^2 \sqrt{\frac{\log(\eta^{-1})}{m_g}} \leq C K_s^2 \frac{\log(\eta^{-1})}{n},
\]

where we have used Assumptions \( 2 \) and \( 4 \).

Combining the above bounds for \( A_1 - A_4 \) shows that with probability at least \( 1 - \eta \):

\[
|v^\top (\Sigma_w^{-1/2} \Sigma_{w,c} \Sigma_w^{-1/2} - I_p) v| \leq C_1 K_s^2 \sqrt{\frac{\log(\eta^{-1})}{m}} + C_2 K_s^2 \sqrt{\frac{\log(\eta^{-1})}{m}} + C_3 K_s^2 \frac{\log(\eta^{-1})}{n} = C K_s^2 \sqrt{\frac{\log(\eta^{-1})}{m}}.
\]

We now generalize to a norm bound via an \( \varepsilon \)-net argument. Let \( \mathcal{N} \) be a \( 1/3 \)-net on the unit sphere of \( \mathbb{R}^p \). There exists a \( 1/3 \)-net such that \(|\mathcal{N}| \leq 7^p \) (see Corollary 4.2.13 of Vershynin (2018)). Thus,

\[
P \left( \sup_{v \in \mathcal{N}} |v^\top (\Sigma_w^{-1/2} \Sigma_{w,c} \Sigma_w^{-1/2} - I_p) v| \geq t \right) = P \left( \bigcup_{v \in \mathcal{N}} \{|v^\top (\Sigma_w^{-1/2} \Sigma_{w,c} \Sigma_w^{-1/2} - I_p) v| \geq t\} \right)
\leq \sum_{v \in \mathcal{N}} P(|v^\top (\Sigma_w^{-1/2} \Sigma_{w,c} \Sigma_w^{-1/2} - I_p) v| \geq t)
\leq \sum_{v \in \mathcal{N}} \exp \left( - \frac{C m t^2}{K_s^4} \right)
= |\mathcal{N}| \exp \left( - \frac{C m t^2}{K_s^4} \right)
\leq \exp(p \log(7)) \exp \left( - \frac{C m t^2}{K_s^4} \right) = \exp \left( C_1 p - \frac{C_2 m t^2}{K_s^4} \right).
\]

This tail inequality is equivalent to the following upper bound holding with probability at least \( 1 - \eta \):

\[
\sup_{v \in \mathcal{N}} |v^\top (\Sigma_w^{-1/2} \Sigma_{w,c} \Sigma_w^{-1/2} - I_p) v| \leq C_1 K_s^2 \sqrt{\frac{\log(\eta^{-1}) + C_2 p}{m}} \leq C K_s^2 \max\{1, \sqrt{C_2}\} \sqrt{\frac{\log(\eta^{-1}) + p}{m}}.
\]

Absorbing \( \max\{1, \sqrt{C_2}\} \) into the absolute constant \( C_1 \) gives a uniform bound on the \( \varepsilon \)-net \( \mathcal{N} \). Applying Lemma \( 1 \) proves the final result. \( \square \)

**Lemma 1** (page 88 of Vershynin (2018)). Let \( \varepsilon \in [0, 1/2) \). Then for any \( \varepsilon \)-net \( \mathcal{N} \) of the unit sphere of \( \mathbb{R}^p \), we have

\[
\sup_{v \in \mathcal{N}} |v^\top (\hat{\Sigma}_{w,c} - \Sigma_w) v| \leq \| \hat{\Sigma}_{w,c} - \Sigma_w \|_{op} \leq \frac{1}{1 - 2\varepsilon} \sup_{v \in \mathcal{N}} |v^\top (\hat{\Sigma}_{w,c} - \Sigma_w) v|.
\]

**Lemma 2.** For \( g = 1, 2 \), let \( Z^g \sim N(0, I_{n_g}) \), let \( Q^g \in \mathbb{R}^{m_g \times n_g} \) consist of i.i.d. sparse Rademacher random variables with sparsity parameter \( s \), and let \( R_g = Q^g \top Q^g / s \). Then with probability at least \( 1 - \eta \):

\[
\left| \frac{1}{2} \sum_{g=1}^{2} \frac{n_g}{m_g} Z^g \top R_g Z^g - 1 \right| \leq C K_s^2 \sqrt{\frac{\log(\eta^{-1})}{m}},
\]

where \( C > 0 \) is an absolute constant, and \( K_s = \{s \log(1 + s^{-1})\}^{-1/2} \) is the sub-gaussian norm of \( Q^g_{i,j}/\sqrt{s} \).
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Proof of Lemma 3. By Lemma 5, with probability at least 1 – \eta/2:

\[ \left| \frac{1}{2} \sum_{g=1}^{2} \frac{1}{n_g m_g} Z^g R_g Z^g - 1 \right| \leq \frac{1}{2} \sum_{g=1}^{2} \left| \frac{1}{n_g m_g} Z^g R_g Z^g - 1 \right| \leq \frac{1}{2} \sum_{g=1}^{2} \left( \frac{C}{n_g} \| R_g \|_{op} \sqrt{\frac{\log(n-1)}{m}} + \left| \frac{1}{n_g m_g} \text{tr}(R_g) - 1 \right| \right) \]

for some absolute constant \( C > 0 \). We bound each term individually.

By Lemma 3 with probability at least 1 – \eta/2:

\[ C \sum_{g=1}^{2} \frac{1}{n_g} \| R_g \|_{op} \sqrt{\frac{\log(n-1)}{m}} \leq C \sum_{g=1}^{2} K_s^2 \left[ 1 + \sqrt{\frac{\log(n-1)}{n}} \right] \sqrt{\frac{\log(n-1)}{m}} \leq C K_s^2 \sqrt{\frac{\log(n-1)}{m}}, \]

where we have absorbed the lower-order term into the absolute constant \( C \) and used Assumption 2.

Since \( \text{tr}(R_g) = \| Q^g / \sqrt{s} \|_F \), by Hoeffding’s Inequality, Theorem 2.6.3 of Vershynin (2018), the following inequalities hold with probability at least 1 – \eta/2:

\[ \left| \frac{1}{n_g m_g} \text{tr}(R_g) - 1 \right| = \frac{1}{2} \sum_{g=1}^{2} \left| \frac{1}{n_g m_g} \left| \frac{1}{\sqrt{s}} Q^g \right|_F^2 - 1 \right| = \frac{1}{2} \sum_{g=1}^{2} \left| \frac{1}{n_g m_g} \sum_{i=1}^{s} \sum_{j=1}^{m} \left( \left| \frac{1}{\sqrt{s}} Q^g_{i,j} \right| \right)^2 - 1 \right| \]

\[ \leq \frac{1}{2} \sum_{g=1}^{2} K_s^2 \sqrt{\frac{\log(n)}{m}} = 2 K_s^2 \sqrt{\frac{\log(n)}{nm}}, \]

where Assumption 2 was used in the last equality.

Combining the above two displays with (20), and absorbing the lower order terms gives

\[ \left| \frac{1}{2} \sum_{g=1}^{2} \frac{1}{n_g m_g} Z^g R_g Z^g - 1 \right| \leq C K_s^2 \sqrt{\frac{\log(n-1)}{m}} \]

with probability at least 1 – \eta for some absolute constant \( C > 0 \). \( \square \)

Lemma 3 (Norm Bound). Let \( Q \in \mathbb{R}^{m \times n} \) be a matrix consisting of i.i.d. sparse Rademacher random variables with sparsity parameter \( s \), and let \( R = Q^\top Q / s \). Then with probability at least 1 – \eta:

\[ \| R \|_{op} \leq C K_s^2 \left[ 1 + \sqrt{\frac{\log(n-1)}{n}} \right], \]

where \( C > 0 \) is an absolute constant, and \( K_s = \{ s \log(1 + s^{-1}) \}^{-1/2} \) is the sub-gaussian norm of \( Q_{i,j} / \sqrt{s} \).

Proof of Lemma 3. By Lemma 6, \( K_s = \{ s \log(1 + s^{-1}) \}^{-1/2} \) is the sub-Gaussian norm of \( Q_{i,j} / \sqrt{s} \). By Theorem 4.4.5 of Vershynin (2018), with probability at least 1 – \eta:

\[ \| R \|_{op} = \left\| \frac{1}{\sqrt{s}} Q \right\|_{op}^2 \leq C K_s^2 (\sqrt{m} + \sqrt{n} + \sqrt{\log(n-1)})^2 \]

Including the scaling \( (nm)^{-1} \) gives

\[ \| R \|_{op} \leq \frac{C K_s^2}{nm} (\sqrt{m} + \sqrt{n} + \sqrt{\log(n-1)})^2 = \frac{C K_s^2}{m} \left[ \sqrt{\frac{m}{n}} + 1 + \sqrt{\frac{\log(n-1)}{n}} \right]^2 \leq \frac{C K_s^2}{m} \left[ 2 + \sqrt{\frac{\log(n-1)}{n}} \right] \leq \frac{C K_s^2}{m} \left[ 1 + \sqrt{\frac{\log(n-1)}{n}} \right], \]

where we have expanded the square and absorbed the lower-order terms into the absolute constant \( C > 0 \). \( \square \)
Lemma 4 (Conditional Hanson-Wright). Let $Z \sim N(0, I_n)$, and let $R \in \mathbb{R}^{n \times n}$ be a matrix of rank $m$. Conditioning on $R$, and for $\eta \in (0, e^{-1})$, the following upper bound holds with probability at least $1 - \eta$:

$$
\left| \frac{1}{nm} Z^\top R Z - 1 \right| \leq \frac{C}{n} \|R\|_{op} \sqrt{\frac{\log(\eta^{-1})}{m}} + \left| \frac{1}{nm} \text{tr}(R) - 1 \right|,
$$

where $C > 0$ is an absolute constant.

Proof of Lemma 4 Since $Z \sim N(0, I_n)$, the conditional expectation equals

$$
\mathbb{E}[Z^\top R Z | R] = \text{tr}(R I_n) + 0^\top R 0 = \text{tr}(R).
$$

The Hanson-Wright Inequality, Theorem 6.2.1 of Vershynin (2018), gives the conditional tail bound

$$
\mathbb{P}(|Z^\top R Z - \text{tr}(R)| > t m | R) = \mathbb{P}(|Z^\top R Z - \mathbb{E}[Z^\top R Z | R]| > t m | R) \leq 2 \exp \left( -C \min \left( \frac{t^2 m^2 n^2}{\|R\|_F^2}, \frac{t m n}{\|R\|_{op}} \right) \right)
$$

for some absolute constant $C > 0$. This is equivalent to the following upper bound holding with probability at least $1 - \eta$:

$$
\frac{1}{nm} |Z^\top R Z - \text{tr}(R)| \leq \frac{C}{mn} \max \left\{ \|R\|_F \sqrt{\frac{\log(\eta^{-1})}{m}}, \|R\|_{op} \log(\eta^{-1}) \right\}.
$$

Using the fact that $\|R\|_F \leq \sqrt{m} \|R\|_{op}$ and $m \geq \log(\eta^{-1})$ for $\eta \leq e^{-1}$, this is further bounded by

$$
\frac{1}{nm} |Z^\top R Z - \text{tr}(R)| \leq \frac{C}{mn} \max \left\{ \sqrt{m} \|R\|_{op} \sqrt{\frac{\log(\eta^{-1})}{m}}, \|R\|_{op} \log(\eta^{-1}) \right\} \leq \frac{C}{n} \|R\|_{op} \left\lfloor \frac{\log(\eta^{-1})}{m} \right\rfloor = \frac{C}{n} \|R\|_{op} \sqrt{\frac{\log(\eta^{-1})}{m}}.
$$

Applying the triangle inequality and substituting (22) gives the final result:

$$
\left| \frac{1}{nm} Z^\top R Z - 1 \right| \leq \left| \frac{1}{nm} Z^\top R Z - \frac{\text{tr}(R)}{nm} \right| + \left| \frac{\text{tr}(R)}{nm} - 1 \right| \leq \frac{C}{n} \|R\|_{op} \sqrt{\frac{\log(\eta^{-1})}{m}} + \left| \frac{\text{tr}(R)}{nm} - 1 \right|.
$$

Lemma 5 (Sub-Gaussian Norm). Let $X$ be sparse Rademacher random variable satisfying for some $s \in (0, 1)$

$$
P(X = 0) = 1 - s, \quad P(X = 1) = P(X = -1) = s/2.
$$

Then the sub-Gaussian norm of $X$ is $K = \{\log(1 + s^{-2})\}^{-1/2}$, and the sub-Gaussian norm of $X/\sqrt{s}$ is $K_s = \{s \log(1 + s^{-1})\}^{-1/2}$. Additionally, the sub-Gaussian norm of $X^2/s$ is $s^{-1} \{\log(1 + s^{-1})\}^{-1/2}$.

Proof. By definition of sub-Gaussian norm,

$$
K = \inf \{t > 0 : \mathbb{E} \exp(X^2/t^2) \leq 2 \}.
$$

Consider for some $t > 0$,

$$
\mathbb{E} \exp(X^2/t^2) = \exp(0/t^2)(1 - s) + \exp(1/t^2)s = 1 - s + \exp(1/t^2)s.
$$

Then $\mathbb{E} \exp(X^2/t^2) \leq 2$ is equivalent to

$$
1 - s + \exp(1/t^2)s \leq 2,
$$

$$
\exp(1/t^2)s \leq 1 + s
$$

$$
\exp(1/t^2) \leq 1 + s^{-1}
$$

$$
1/t^2 \leq \log(1 + s^{-1})
$$

$$
t^2 \geq \{\log(1 + s^{-1})\}^{-1}.
$$
The term $K_s = \{s \log(1 + s^{-1})\}^{-1/2}$ follows from scaling $X$ by $s^{-1/2}$.

Additionally, the sub-gaussian norm of the squared $X^2/s$ is $\|X^2/s\|_{\psi_2} = \|X^2\|_{\psi_2}/s$. Because $X$ has values 0 and $\pm 1$, it follows that $X^4 = X^2$. Thus,

$$
\mathbb{E}\exp(X^4/t^2) \leq 2
$$
$$
\mathbb{E}\exp(X^2/t^2) \leq 2
$$
$$
\exp(1/t^2) s \leq 1 + s
$$
$$
\exp(1/t^2) \leq 1 + s^{-1}
$$
$$
t/t^2 \leq \log(1 + s^{-1})
$$
$$
t^2 \geq \{\log(1 + s^{-1})\}^{-1}.
$$

Hence, the sub-gaussian norm of $X^2/s$ is $s^{-1}\{\log(1 + s^{-1})\}^{-1/2}$.

\[\square\]

### B Extension of Theorem 1 to unequal class sizes

Assumption 2 simplifies the statement of Theorem 1 and reduces the technical complexity of the proofs. An analogous result with the same rate of convergence holds in the setting of unequal class sizes $n_1 \neq n_2$ and unequal class prior probabilities $\pi_1 \neq \pi_2$, but with more complicated expressions for the constants. This section outlines the adjustments necessary for extending Theorem 1 to the general case.

The Bayes error rate $R_{\text{opt}}$ under Assumption 1, but with $\pi_1 \neq \pi_2$, is

$$
R_{\text{opt}} := \left\{ 1 - \Phi \left( \frac{(\mu_2 - \mu_1)^\top \Sigma^{-1}_w (\mu_2 - \mu_1)/2 + \log(\pi_1/\pi_2)}{\sqrt{(\mu_2 - \mu_1)^\top \Sigma^{-1}_w (\mu_2 - \mu_1)}} \right) \right\}_{\pi_1}
$$
$$
+ \Phi \left( -\frac{(\mu_2 - \mu_1)^\top \Sigma^{-1}_w (\mu_2 - \mu_1)/2 + \log(\pi_1/\pi_2)}{\sqrt{(\mu_2 - \mu_1)^\top \Sigma^{-1}_w (\mu_2 - \mu_1)}} \right)_{\pi_2}.
$$

The misclassification error rate of decision rule $\beta_\text{c}$ using the compressed discriminant vector $\beta_\text{c}$ is

$$
R_c = \left\{ 1 - \Phi \left( \frac{\beta_\text{c}^\top (\bar{X}_1 + \bar{X}_2)/2 + \log(n_1/n_2) - \beta_\text{c}^\top \mu_1}{\sqrt{\beta_\text{c}^\top \Sigma_w \beta_\text{c}}} \right) \right\}_{\pi_1}
$$
$$
+ \Phi \left( \frac{\beta_\text{c}^\top (\bar{X}_1 + \bar{X}_2)/2 + \log(n_1/n_2) - \beta_\text{c}^\top \mu_2}{\sqrt{\beta_\text{c}^\top \Sigma_w \beta_\text{c}}} \right)_{\pi_2}.
$$

We now outline the main changes in the proof of Theorem 1 which guarantees that $|R_c - R_{\text{opt}}|$ converges to 0 with the same rate under the setting $\pi_1 \neq \pi_2$. As with Theorem 1, taking the Taylor expansion leads to $R_c = R_{\text{opt}} + \text{error terms}$, where the error terms depend on the difference of the sample estimates $\Sigma_{w,c}$, $\bar{X}_g$, and $n_g/n$ from the corresponding population values $\Sigma_w$, $\mu_g$, and $\pi_g$. Since the sample terms are the same, their rates of convergence to the populations parameters are established in Theorems 1 through 3. The new term $\log(n_1/n_2)$ converges to $\log(\pi_1/\pi_2)$ with $n^{-1/2}$ rate as a consequence of Hoeffding’s inequality, see e.g. Lemma 11 in Gaynanova (2020).

### C Additional simulation studies

#### C.1 Compression Matrix Comparison

In this section, we investigate the use of different sparse compression matrices. We consider sparse Rademacher, sparse Gaussian, and count sketch matrices for compressed LDA with the same sparsity level $s = 0.01$ and repeat the MNIST simulation in Section 3. Figure displays the error rates across 100 independent replications compressed LDA using three different compression matrices and different reduced sample amounts $m$ on the MNIST Data. The error rates across all compression levels $m$ are nearly indistinguishable. For
Figure 9: MNIST Data. Misclassification error rates across 100 replications of compressed LDA using different compression matrices for each value of $m$ with $s = 0.01$ and $\gamma = 10^{-3}$. The dashed line represents the 10.60% error rate of Full LDA.

Figure 10: Skewed MNIST Data. Misclassification error rates across 100 replications of linear methods $(i) - (v)$ across different values of $m$ with $s = 0.01$ and $\gamma = 10^{-3}$. The training and testing data was skewed so that class 1 comprises 33.3% of the data and class 2 the remaining 66.6%. The dashed line represents the 11.4% error rate of Full LDA.

instance, at $m = 2,000$, sparse Rademacher matrices have a mean error rate of 14.01% (se 0.04%), sparse Gaussian matrices have a mean error rate of 14.00% (se 0.04%), and count sketch matrices have a mean error rate of 13.94% (se 0.04%). This shows that the sparsity parameter determines predictive accuracy more than the distribution of non-zero elements.

C.2 Skewed MNIST Data

In this section we investigate the performance of the proposed methods when the equal class size Assumption is violated. That is, we sub-sample MNIST data to have 1/3-rd of class 1 and the remaining 2/3-rds of class 2. Figure 10 displays the error rates across 100 independent iterations of the linear classifiers. Compressed LDA consistently has the lowest error rates across all tested compression levels $m$. For example, at $m = 2,000$, compressed LDA has an error rate of 14.36% (se 0.03%), while projected LDA has 15.40% (se 0.06%), and sub-sampled LDA has 16.56% (se 0.05%). FRF has the worst classification performance across all values of $m$. For instance, at $m = 2,000$ its mean error rate is 17.61% (se 0.05%). Thus, when the class proportions are skewed, the proposed methods have lower misclassification error rates compared to FRF and sub-sampling.
C.3 Sparsity Comparison Simulation

In this Section, we investigate the influence of the sparsity parameter $s$ on the performance of the linear classifiers. We rerun the MNIST simulation of Section 5 with $m = 5,000$ fixed reduced samples, but varying sparsity level $s$. Figure 11 displays the error rates for compressed LDA, projected LDA, and FRF across 100 independent iterations. The error rates appear to be stable for sparsity levels between $10^{-1}$ and $10^{-3}$. For such $s$, both compressed and projected LDA have uniformly lower error rates compared to FRF. For example, at $s = 10^{-3}$, compressed LDA has mean error rate 11.67% (se 0.02%) and projected LDA has mean error rate 11.73% (se 0.03%). This is compared to FRF’s mean error rate 12.33% (se 0.03%).

However, for the very sparse $s = 10^{-4}$, projected LDA has significantly larger error rates compared to either compressed LDA or FRF. We hypothesize this is because the sparsity level is so small that for a significant number of compressed samples, no training samples are used in construction leading to effectively smaller $m$. FRF partially avoids this because it draws from both classes simultaneously when forming each compressed sample. Thus, it draws from a larger pool of samples and is more likely to sample at least one training sample. However, FRF doesn’t avoid this problem entirely because there are large outliers in the error rates for $s = 10^{-4}$.

C.4 Heavy-tailed Data

To investigate the behavior of the linear classification methods when the normality Assumption 1 is violated, we generate $n = 10,000$ samples from a multivariate $t$-distribution with $p = 100$ features and 5 degrees of freedom. The class covariance matrices have coordinates $(\Sigma_{w_{i,j}}) = (0.9)^{|i-j|}$, and the class means are $\mu_{g} = (-1)^{g}{1}$.

Figure 12 displays the error rates across 100 independent iterations of the linear classifiers. Compressed and projected LDA consistently have the lowest error rates while sub-sampling has the highest error rates. For example, at $m = 2,000$ samples, compressed LDA has a mean error rate of 3.06% (se 0.01%), and projected LDA has a mean error rate of 3.06% (se 0.01%). This is compared with FRF which has a mean error rate of 3.1% (se 0.01%), and sub-sampled LDA which has a mean error rate of 3.32% (se 0.01%). This suggests that sub-sampling outliers (a result of the heavy tails) influences FRF and sub-sampled LDA’s performance more compared to compressed and projected LDA. We suspect the reason is that our proposed compression scheme appears to induce normality, and so the proposed compressed and projected LDA are robust to heavy tails.
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