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ABSTRACT

Efficiently solving problems with large action spaces using A* search has been of importance to the artificial intelligence community for decades. This is because the computation and memory requirements of A* search grow linearly with the size of the action space. This burden becomes even more apparent when A* search uses a heuristic function learned by computationally expensive function approximators, such as deep neural networks. To address this problem, we introduce Q* search, a search algorithm that uses deep Q-networks to guide search in order to take advantage of the fact that the sum of the transition costs and heuristic values of the children of a node can be computed with a single forward pass through a deep Q-network without explicitly generating those children. This significantly reduces computation time and requires only one node to be generated per iteration. We use Q* search to solve the Rubik’s cube when formulated with a large action space that includes 1872 meta-actions and find that this 157-fold increase in the size of the action space incurs less than a 4-fold increase in computation time and less than a 3-fold increase in number of nodes generated when performing Q* search. Furthermore, Q* search is up to 129 times faster and generates up to 1288 times fewer nodes than A* search. Finally, although obtaining admissible heuristic functions from deep neural networks is an ongoing area of research, we prove that Q* search is guaranteed to find a shortest path given a heuristic function that neither overestimates the cost of a shortest path nor underestimates the transition cost.

1 Introduction

A* Search [13] is a best-first search algorithm guided by a cost function that is the sum of the path cost of a node and the heuristic value of the state associated with that node. The heuristic value is computed by a heuristic function that estimates the cost to go from a given state to the nearest goal state via a shortest path. At every iteration, A* search selects the node with the lowest cost for expansion and computes the cost of all of its children. This process continues until a node associated with a goal state is selected for expansion. Expanding a node requires that every possible action be applied to the state associated with that node, thereby generating new states and, subsequently, new nodes. After a node is generated, the A* search algorithm computes the heuristic value of this newly generated node using the heuristic function. Finally, each newly generated node is then pushed to a priority queue that is prioritized by the cost function. Therefore, for each iteration of A* search, the number of new nodes generated, the number of applications of the heuristic function, and the number of nodes pushed to the priority queue increases linearly with the size of the action space. Furthermore, much of this computation is not necessary as, in general, A* search does not expand every node that it generates.
The need to reduce this linear increase in computational cost has become more relevant with the more frequent use of deep neural networks (DNNs) \cite{25} as heuristic functions. While DNNs are universal function approximators \cite{17}, they are computationally expensive when compared to heuristic functions based on domain knowledge, human intuition, and pattern databases \cite{10}. Nonetheless, DNNs are able to learn heuristic functions to solve problems ranging from puzzles \cite{9,4,20,1}, to quantum computing \cite{31}, to chemical synthesis \cite{8}, while making very few assumptions about the structure of the problem. Due to their flexibility and ability to generalize, DNNs offer the promise of learning heuristic functions in a largely domain-independent fashion. Removing the linear increase in computational cost as a function of the size of the action space would make DNNs practical for a wide range of applications with large action spaces, such as multiple sequence alignment, theorem proving, program synthesis, and chemical synthesis.

We introduce Q* search, a search algorithm guided by a deep Q-network (DQN) \cite{21} that requires only one node to be generated per iteration. DQNs are DNNs that map a single state to the sum of the transition cost and the heuristic value for each of its successor states. This allows us to only generate one node per iteration as we can store tuples of nodes and actions in a priority queue whose priority is determined by the DQN. When removing a tuple of a node and action from the queue, we can then generate a new node by applying the action to the state associated with that node. In addition, the number of times the heuristic function must be applied is constant with respect to the size of the action space instead of linear. As a result, the only aspect of Q* search that depends on the action space is pushing a node, along with each of the possible actions that can be applied to it, to the priority queue. This is also more memory efficient than explicitly generating all child nodes as, in our implementation, each action is only an integer. Our theoretical results show that Q* search is guaranteed to find a shortest path given a heuristic function that neither overestimates the cost of a shortest path nor underestimates the transition cost. Our experimental results on the Rubik’s cube, Lights Out, and 35-Pancake puzzle show that Q* search is orders of magnitude faster than A* search and generates orders of magnitude fewer nodes. While these environments have a fixed action space, the Q* search algorithm is agnostic to whether the action space is fixed or dynamic. In the Discussion section, we discuss avenues for future work that use structured prediction to create DQNs that are applicable to variable action spaces.

2 Related Work

Partial expansion A* search (PEA*) \cite{29} was proposed for problems with large action spaces. PEA* first expands a node by generating all of its children, however, it only keeps the children whose cost is below a certain threshold. It then adds a bookkeeping structure to remember the highest cost of the discarded nodes. The intention of PEA* is to save memory, however, the computational requirements do not reduce as every node removed from the priority queue has to be expanded and the heuristic function has to be applied to all of its children. Enhanced partial expansion A* search (EPEA*) \cite{12} uses a domain-dependent operator selection function to only generate a subset of children based on their cost.

Deferred heuristic evaluation \cite{15} has been used to generate only one node per iteration in A* search. This is accomplished by assigning each child node the same heuristic value as its parent node and deferring the evaluation of the child nodes until they are removed from the priority queue. However, this comes at a cost of inaccuracy, especially when the cost-to-go of a child node can be drastically different than that of its parent. We compare to this method in our experiments and show that, in the vast majority of cases, Q* search finds lower cost solutions and does so much faster than deferred heuristic evaluation. Furthermore, in our experiments, deferred heuristic evaluation sometimes runs out of memory due to its inability to prioritize one child node over another.

3 Preliminaries

3.1 Deep Approximate Value Iteration

Value iteration \cite{23} is a dynamic programming algorithm and a central algorithm in reinforcement learning \cite{5,6,26} that iteratively improves a cost-to-go function, \( J \), that estimates the cost to go to from a given state to the closest goal state via a shortest path. This cost-to-go function can be readily used as a heuristic function for A* search.

In traditional value iteration, \( J \) takes the form of a lookup table where the cost-to-go \( J(s) \) is stored for each possible state \( s \). Value iteration loops through each state \( s \) and computes an updated \( J'(s) \) using the Bellman equation:

\[
J'(s) = \min_a \sum_{s'} P^a(s,s')(g^a(s,s') + \gamma J(s'))
\]  

(1)
Here \( P^a(s, s') \) is the transition matrix, representing the probability of transitioning from state \( s \) to state \( s' \) by taking action \( a \); \( g^a(s, s') \) is the transition cost, the cost associated with transitioning from state \( s \) to \( s' \) by taking action \( a \); and \( \gamma \in [0, 1] \) is the discount factor. The action \( a \) is an action in a set of actions \( A \). Value iteration has been shown to converge to the optimal cost-to-go, \( j_\ast \) \([7]\). That is, \( j_\ast(s) \) will return the cost of a shortest path to the closest goal state for every state \( s \).

In general, for problems solved with A* search, all transitions are deterministic. Therefore, we can simplify Equation \( 1 \) as follows:

\[
J'(s) = \min_a (g^a(s, A(s, a)) + \gamma J(A(s, a)))
\]

(2)

where \( A(s, a) \) is the state obtained from taking action \( a \) in state \( s \). In the problems investigated in this paper, all transition costs are 1 and \( \gamma \) is set to 1.

However, representing \( J \) as a lookup table is too memory intensive for problems with large state spaces. For instance, the Rubik’s cube has \( 4.3 \times 10^{19} \) possible states. Therefore, we turn to approximate value iteration \([6]\) where \( J \) is represented as a parameterized function, \( j_\theta \), with parameters \( \theta \). We choose to represent \( j_\theta \) as a deep neural network (DNN). The parameters \( \theta \) are learned by using stochastic gradient descent to minimize the following loss function:

\[
L(\theta) = (\min_a (g^a(s, A(s, a)) + \gamma j_\theta - (A(s, a))) - j_\theta)^2
\]

(3)

Where \( \theta^- \) are the parameters for the “target” DNN that is used to compute the updated cost-to-go. Using a target DNN has been shown to result in a more stable training process \([21]\). The parameters \( \theta^- \) are periodically updated to \( \theta \) during training. While we cannot guarantee convergence to \( j_\star \), approximate value iteration has been shown to approximate \( j_\star \) \([6]\). For the puzzles investigated in this paper, the states used for training \( j_\theta \) are generated by randomly scrambling the goal state between 0 and \( K \) times. This allows learning to propagate from the goal state to all other states in the training set. This combination of deep neural networks and approximate value iteration is referred to as deep approximate value iteration (DAVI).

3.2 A* Search

A* search \([13]\) is an informed search algorithm which finds a path between a given start state, \( s_0 \), and a closest goal state, \( s_g \), in a set of goal states. For simplicity, in our search algorithm notation, any given state, \( s \), can refer to a state in the state space or a node in the search tree associated with state \( s \). The difference is that a node maintains a pointer to its parent as well as the action the parent took so that a path can be recreated. A* search maintains a priority queue, OPEN, from which it iteratively removes and expands the node with the lowest cost and a dictionary, CLOSED, that maps nodes that have already been generated to their path costs. The cost of each node is \( g(s) \), which is the sum of transition costs to get from \( s_0 \) to \( s \), and \( h(s) \) is the heuristic value, the estimated distance between \( s \) and the nearest goal state. After a node is expanded, its children that are not already in CLOSED are added to CLOSED and then pushed to OPEN. If a child node \( s \) is already in CLOSED, but a less costly path from \( s_0 \) to \( s \) has been encountered, then the path cost of \( s \) is updated in CLOSED and \( s \) is added to OPEN. The algorithm starts with only \( s_0 \) in OPEN and terminates when the node associated with a goal state is removed from OPEN. In this work, the heuristic function is a DNN \( j_\theta \). Pseudocode for the A* search algorithm is given in Algorithm \( 1 \).

A* search is guaranteed to find a shortest path if the heuristic function is admissible \([13]\). An admissible heuristic function is a function that never overestimates the cost of a shortest path. While a DNN is not guaranteed to be admissible, obtaining admissible heuristic functions using DNNs is an ongoing area of research \([11, 3]\).

Because the learned heuristic function is a DNN, computing heuristic values can make A* search computationally expensive. To alleviate this issue, one can take advantage of the parallelism provided by graphics processing units (GPUs) by expanding the \( N \) lowest cost nodes and computing their heuristic values in parallel. Furthermore, even with a computationally cheap and informative heuristic, A* search can be both time and memory intensive. To address this, one can trade potentially more costly solutions for potentially faster runtimes and less memory usage with a variant of A* search called weighted A* search \([22]\). Weighted A* search computes the cost of each node as \( f(s) = \lambda g(s) + h(s) \) where \( \lambda \in [0, 1] \) is a scalar weighting. This combination of expanding \( N \) nodes every iteration and weighting the path cost by \( \lambda \) is referred to as batch-weighted A* search (BWAS).
Algorithm 1 A* Search

**Input:** starting node \( s_0 \), DNN \( j_\theta \)

OPEN ← priority queue
CLOSED ← maps nodes to their path cost
\( g(s_0) = 0 \)
\( f(s_0) = g(s_0) + j_\theta(s_0) \)
Push \((s_0, g(s_0))\) to OPEN with cost \( c_0 \)

CLOSED\[s_0\] = \( g(s_0) \)

while not IS EMPTY(OPEN) do

\((s, g(s)) = \text{POP}(\text{OPEN}) \)
if IS GOAL\((s)\) then
    return PATH TO GOAL\((s)\)
end if

for \( a \) in 0 to \(|A|\) do

\( s' = A(s, a) \)
\( g(s') = g(s) + g^a(s, s') \)
if \( s' \) not in CLOSED or \( g(s') < \text{CLOSED}[s'] \) then

\( \text{CLOSED}[s'] = g(s') \)
\( f(s') = g(s') + j_\theta(s') \)
Push \((s', g(s'))\) to OPEN with cost \( f(s') \)
end if
end for
end while
return failure

3.3 Q-learning

Instead of learning a function, \( j_\theta \), that maps a state, \( s \), to its cost-to-go, one can learn a function, \( q_\phi \), that maps \( s \) to its Q-factors, which is a vector containing \( Q(s, a) \) for all actions \( a \) \[7\]. In a deterministic environment, the Q-factor is defined as:

\[
Q(s, a) = g^a(s, s') + \gamma J(s')
\]  

(4)

where \( s' \) is equal to \( A(s, a) \) and \( J(s') \) can be expressed in terms of \( Q \) with \( J(s') = \min_{a'} Q(s', a') \). Learning \( Q \) by iteratively updating the left-hand side of (4) toward its right-hand side is known as Q-learning \[28\]. Like for DAVI, \( Q \) is represented as a parameterized function, \( q_\phi \), and we choose a deep neural network for \( q_\phi \). This is also known as a deep Q-network (DQN) \[21\]. The architecture of the DQN is constructed such that the input is the state, \( s \), and the output is a vector that represents \( q_\phi(s, a) \) for all actions \( a \). The parameters \( \phi \) are learned using stochastic gradient descent to minimize the loss function:

\[
L(\phi) = (g^a(s, s') + \gamma \min_{a'} q_\phi(s', a') - q_\phi(s, a))^2
\]  

(5)

Just like in DAVI, the parameters \( \phi^- \) of the target DNN are periodically updated to \( \phi \) during training.

Similar to value iteration, Q-learning has been shown to converge to the optimal Q-factors, \( q^* \), in the tabular case \[28\]. In the approximate case, Q-learning has a computational advantage over DAVI because, while the number of parameters of the DQN grows with the size of the action space, the number of forward passes needed to compute the loss function stays constant for each update. We will show in our results that, in large action spaces, the training time for Q-learning is 127 times faster than DAVI.

4 Methods

4.1 Q* Search

We present Q* search, a search algorithm that builds on A* search to take advantage of DQNs. Q* search uses tuples containing a node and an action, which we will refer to as node-action tuples, to search for a path to the goal. The path cost of a node-action tuple, \((s, a)\), is \( g(s) + g^a(s, s') \) and the heuristic value is \( h(s') \), where \( s' \) is equal to \( A(s, a) \).
We will show that Q* search is an admissible search algorithm (meaning that it is guaranteed to find a shortest path) if all Q-factors $Q(s, a)$ neither underestimate $g^*(s, s')$ nor overestimate $g^*(s, s') + h^*(s')$, where $s'$ is equal to $A(s, a)$ and $h^*(s')$ is the cost of a shortest path from state $s'$ to a closest goal state. We refer to a heuristic function meeting this criteria as q-admissible. This proof is an adaptation for the proof that A* search is an admissible search algorithm [13].

5 Results

5.1 Theoretical Results

We will show that Q* search is an admissible search algorithm (meaning that it is guaranteed to find a shortest path) if all Q-factors $Q(s, a)$ neither underestimate $g^*(s, s')$ nor overestimate $g^*(s, s') + h^*(s')$, where $s'$ is equal to $A(s, a)$ and $h^*(s')$ is the cost of a shortest path from state $s'$ to a closest goal state. We refer to a heuristic function meeting this criteria as q-admissible. This proof is an adaptation for the proof that A* search is an admissible search algorithm [13].
Lemma 1. Given that all transition costs are greater than zero, for any node \( \hat{s} \) that has not been generated and for any shortest path \( P \) from the starting node \( s_0 \) to \( \hat{s} \), there exists a node action tuple \((s, a)\) in OPEN where \( s' = A(s, a) \) and \( s' \) is on \( P \) with a path cost of \( g(s') = g(s) + g^a(s, s') \) equal to the cost of a shortest path from \( s_0 \) to \( s' \).

Proof. Let \( D \) refer to the set of all CLOSED states on any shortest path \( P \) from \( s_0 \) to \( \hat{s} \). We know that \( D \) contains at least one element because the root node, \( s_0 \), is put in CLOSED at the beginning of the search and \( s_0 \) is on all shortest paths from \( s_0 \) to any node \( \hat{s} \), given that \( \hat{s} \) is reachable from \( s_0 \). Let \( s \) be the node with the highest path cost in \( D \). We know that \( s \) cannot be equal to \( \hat{s} \) because \( \hat{s} \) has not yet been generated and \( s \) is in CLOSED, which means it must have been generated. Since \( s \) is on \( P \) and \( s \) is not equal to \( \hat{s} \), then one of its children must also be on \( P \). Let \( s' \) be a child of \( s \) that is also on \( P \) and \( a \) be the action that produces \( s' \) when applied to \( s \). The cost of \( s' \) is \( g(s') = g(s) + g^a(s, s') \). Since, for all nodes in CLOSED, all node action tuples are pushed to OPEN and removed only when selected for generating the next node, either \((s, a)\) must be in OPEN or \( s' \) must be in CLOSED. Since all transition costs are greater than zero \( g(s') > g(s) \). Therefore, since \( s \) is in CLOSED and has the highest path cost of all nodes in \( D \), \( s' \) cannot be in CLOSED. Therefore, \((s, a)\) must be in OPEN.

Corollary 1. Given that all transition costs are greater than zero, a q-admissible heuristic function, and that \( Q^* \) search has not yet terminated, for any shortest path \( P \) from the starting node \( s_0 \) to any goal node \( s_g \), there exists a node action tuple \((s, a)\) in OPEN where \( s' = A(s, a) \) has not been generated and is on \( P \) with cost \( f(s, a) <= h^*(s_0) \).

Proof. Since search has not terminated, then we have not yet generated goal node \( s_g \). Therefore, by Lemma 1, there exists a node action tuple \((s, a)\) in OPEN where \( s' = A(s, a) \) is on a shortest path \( P \) from \( s_0 \) to \( s_g \) with a path cost \( g(s') = g(s) + g^a(s, s') \) that is equal to the cost of shortest path from \( s_0 \) to \( s' \). Since we are given a q-admissible heuristic, \( g(s, a) \) does not overestimate \( g^*(s, s') + h^*(s') \). Therefore, \( f(s, a) = g(s) + g(s, a) <= g(s) + g^a(s, s') + h^*(s') = h^*(s_0) \).

Theorem 1. Given that all transition costs are greater than zero and a q-admissible heuristic function then \( Q^* \) search is admissible.

Proof. Assume the contrary, that \( Q^* \) terminates at a node action tuple \((\hat{s}, \hat{a})\) where \( s' = A(\hat{s}, \hat{a}) \) is a goal node with a path cost \( g(s') = g(\hat{s}) + g^a(\hat{s}, s') > h^*(s_0) \). However, Corollary 1 states that, at the time of termination, there was a node action tuple \((s, a)\) in OPEN and \( f(s, a) <= h^*(s_0) < g(s') \). We also know that, before \((\hat{s}, \hat{a})\) was removed from OPEN, \( f(\hat{s}, \hat{a}) = g(\hat{s}) > f(s, a) \) since a q-admissible heuristic function would never underestimate the transition cost \( g^a(\hat{s}, s') \) nor overestimate the cost-to-go of \( s' \), which is zero. Therefore, \( Q^* \) search would have removed a node with a cost of, at most, \( f(s, a) \), which is less than \( f(\hat{s}, \hat{a}) \), leading to a contradiction.

5.2 Experimental Results

The Rubik’s cube action space has 12 different actions: each of the six faces can be turned clockwise or counterclockwise. We refer to this action space as RC(12). To determine how well \( Q^* \) can find solutions in large action spaces, we add meta-actions to the Rubik’s cube action space, creating RC(156) and RC(1884). RC(156) has all the actions in RC(12) plus all combinations of actions of size two (144). RC(1884) has all the actions in RC(156) plus all combinations of actions of size three (1728). To ensure none of these additional meta-actions are redundant, the cost for all meta-actions is also set to one. We also test our method on the 7 by 7 Lights Out puzzle [1], which has 49 actions, as well as the 35-Pancake puzzle, which has 35 actions. The machines we use for training and search have 48 2.4 GHz Intel Xeon central processing units (CPUs), 192 GB of random access memory, and two 32GB NVIDIA V100 GPUs.

We train the cost-to-go function with the same architecture described in Agostinelli et al. [1], which has a fully connected layer of size 5,000, followed by another fully connected layer of size 1,000, followed by four fully connected residual blocks of size 1,000 with two hidden layers per residual block [14], followed by a layer of size 1 representing the cost-to-go. The DQN also has the same architecture with the exception that the output layer is a vector that estimates the cost-to-go for taking every possible action. For generating training states, the number of times we scramble the puzzle, \( K \), is set to 30 for the Rubik’s cube, 50 for Lights Out, and 70 for the 35-Pancake puzzle. For Q-learning, we select actions according to a Boltzmann distribution where each action \( a \) is selected with probability:

\[
P_{s,a} = \frac{e^{(q_\phi(s,a)/T)}}{\sum_{a'=1}^{|A|} e^{(q_\phi(s,a')/T)}}
\]

where we set the temperature \( T = \frac{1}{3} \).
Figure 1: The figures show the relationship between the average path cost and the average time to find a solution. The y-axis has a logarithmic scale. Each dot represents a search parameter setting. The dashed line represents the lowest average path cost found. The solid line represents the fastest solution time as a function of a hypothetical threshold for an acceptable average path cost. For RC(1884), A\textsubscript{d}* ran out of memory. For almost all thresholds, Q* is significantly faster than A* and A\textsubscript{d}*.

Figure 2: The figures show the relationship between the average path cost and the average number of nodes generated. The y-axis has a logarithmic scale. Each dot represents a search parameter setting. The dashed line represents the lowest average path cost found. The solid line represents the fewest number of nodes generated as a function of a hypothetical threshold for an acceptable average path cost. For RC(1884), A\textsubscript{d}* ran out of memory. For almost all thresholds, Q* generates significantly fewer nodes than A* and A\textsubscript{d}*.

We train with a batch size of 10,000 for 1.2 million iterations using the ADAM optimizer \cite{ADAM}. We update the target networks with the same schedule defined in the DeepCubeA source code \cite{DeepCubeA}. However, as the size of the action space increases, training becomes infeasible for DAVI. Table 1 shows that DAVI would take over a month to train on RC(156) and almost a year to train on RC(1884). Therefore, we reduce the batch size in proportion to the differences in the size of the action space with RC(12). Since RC(156) has 13 times more actions, we train DAVI with a batch size of 769 and since RC(1884) has 157 times more actions, we train DAVI with a batch size of 63. We train with a batch size of 10,000 for both Lights Out and the 35-Pancake puzzle for both DAVI and Q-learning.

We compare to both A* search as well as the deferred version of A* search \cite{deferred}, which we refer to as A\textsubscript{d}*, where the heuristic value of each child is set to be the same as the heuristic value of the parent. While this only generates one node per iteration, it introduces inefficiencies because it cannot prioritize one child node over another. In fact, for RC(1884), A\textsubscript{d}* was unable to find a solution due to running out of memory. When solving with A* and A\textsubscript{d}*, we use the heuristic function computed by DAVI and when solving with Q*, we use the DQN computed by Q-learning.

Table 1: The table shows the number of training iterations per second with a batch size of 10,000 and the projected number of days to train for 1.2 million iterations. DAVI is significantly slower than Q-learning, especially when the size of the action space is large.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
Puzzle & Method & Itrs/Sec & Train Time \\
\hline
RC(12) & DAVI & 3.96 & 3.5d \\
& Q-learning & \textbf{8.55} & \textbf{1.6d} \\
\hline
RC(156) & DAVI & 0.42 & 33d \\
& Q-learning & \textbf{7.46} & \textbf{1.9d} \\
\hline
RC(1884) & DAVI & 0.04 & 347d \\
& Q-learning & \textbf{5.08} & \textbf{2.7d} \\
\hline
\end{tabular}
\end{table}
Table 2: The ratio between A* and Q* search for the solution time and number of nodes generated for hypothetical acceptable path cost thresholds for RC(12), RC(156), and RC(1884). Q* outperforms A* in all instances but one. In the most extreme case, Q* search is 129 times faster and produces 1288 times fewer nodes than A* search.

| Path Cost Threshold | 22 | 25 | 28 | 12 | 14 | 16 | 8 | 9 | 10 |
|---------------------|----|----|----|----|----|----|---|---|---|
| RC (12)             |    |    |    | 12 | 14 | 16 |    |    |    |
| Time                | 0.8| 5.1| 1.7| 50.8|23.9|10.8|129.7|28.5|22.6|
| Nodes               | 1.4| 11.9|6.8| 92.0|64.0|34.5|1288.4|282.8|249.1|
| RC (156)            |    |    |    | 8  | 9  | 10 |    |    |    |
| RC (1884)           |    |    |    | 8  | 9  | 10 |    |    |    |

Table 3: The table shows each puzzle with an action space augmented with meta-actions along with the ratio between the size of the action space and the size of the action space for RC(12). It then shows the ratio for the time and number of nodes generated for each method when compared to its own performance on RC(12) averaged over all search parameter settings with the standard deviation in parenthesis. Q* has much better performance for both metrics. For RC(156) Q* finds solutions in even less time than it did for RC(12) due to the addition of meta-actions.

| Puzzle   | Actions | Method | Time     | Nodes Gen |
|----------|---------|--------|----------|-----------|
| RC(156)  | x13     | A*     | 3.5(1.6) | 8.7(2.2)  |
|          |         | Q*     | 0.9(0.7) | 1.4(1.3)  |
| RC(1884) | x157    | A*     | 37.0(6.5)| 62.7(5.2) |
|          |         | Q*     | 3.7(4.0) | 2.3(3.6)  |

5.2.1 Performance During Search

Prior work on solving the Rubik’s cube with deep reinforcement learning and A* search used $\lambda = 0.6$ and $N = 10000$ for BWAS [1]. However, since these search parameters create a tradeoff between speed, memory usage, and path cost, we also examine the performance with different parameter settings to understand how A* search and Q* search compare along these dimensions. Therefore, we try all combinations of $\lambda \in \{0.0, 0.2, 0.4, 0.6, 0.8, 1.0\}$ and $N \in \{100, 1000, 10000\}$. For each method and each action space, we prune all combinations that cause our machine to run out of memory or that require over 24 hours to complete. We use the same 1,000 test states used for the Rubik’s cube and 500 test states for Lights Out as used in previous work by Agostinelli et al. [1]. We generated 500 test states for the 35-Pancake puzzle. Each test state was obtained by scrambling the puzzle between 1,000 and 10,000. Due to the increase in solving time from A* search, for RC(156), we use a subset of 100 states and for RC(1884), we use a subset of 20 states. We examine the results both in terms of the lowest path cost averaged over all the test states as well as hypothetical cases where there is some threshold for an acceptable average path cost.

For RC(12), the lowest average path cost that A* finds is 21.49 while for Q* it is 21.52. For RC(156), the lowest average path cost that A* finds is 11.15 while for Q* it is 11.38. For RC(1884), the lowest average path cost for both A* and Q* is 7.9. The average path cost becomes smaller as the size of the action space increases because the additional meta-actions allow the Rubik’s cube to be solved in fewer moves. For Lights Out, the lowest average path cost that both A* and Q* find is 33.692 while for Q* it is 33.698. We obtain information about shortest paths (solutions with the smallest possible path cost) for RC(12) and Lights Out from previous work on DeepCubeA [1]. For RC(12), in the best case, A* finds a shortest path 59% of the time while Q* finds a shortest path 56.4% of the time. For Lights Out, in the best case, both A* and Q* find a shortest path 100% of the time.

The results show that, as the size of the action space increases, the speed and memory advantages of Q* search becomes significant. The memory requirements of the search methods is proportional to the number of nodes generated. In Figure 1 we can see the relationship between the average path cost and the time to find a solution for all search parameter settings. In Figure 2 we can see the relationship between the average path cost and the number of nodes generated for all search parameter settings. The figures show that, for almost any possible path cost threshold, Q* is significantly faster and generates significantly fewer nodes than both A* and A\textsuperscript{d}. In the most extreme case, the cheapest average path cost for A* and Q* is identical for RC(1884), however, Q* is 129 times faster and generates 1228 times fewer nodes than A*.

These ratios for different desired average path costs are shown in Table 2. The table shows that Q* is often orders of magnitude faster and more memory efficient than A*.
When comparing A* and Q* to themselves for different action spaces, Table 3 shows that, though RC(1884) has 157 times more actions than RC(12), Q* only takes 3.7 times as long to find a solution and generates only 2.3 times as many nodes. On the other hand, in this same scenario, A* takes 37 times as long and generates 62.7 times as many nodes.

5.2.2 Performance During Training

To monitor performance during training, we track the percentage of states that are solved by simply behaving greedily with respect to the cost-to-go function. We generate these states the same way we generate the training states. Figure 3 shows this metric as a function of training time. The results show that, in the case of RC(12), DA VI is slightly better than Q-learning. In RC(156) and RC(1884), even though the batch size for DA VI is smaller, the performance is on par with Q-learning. This may be due to the fact that DA VI is only learning the cost-to-go for a single state while Q-learning must learn the sum of the transition cost and cost-to-go for all possible next states.

6 Discussion

As the size of the action space increases, Q* becomes significantly more effective than A* in terms of solution time and the number of nodes generated. In the largest action space Q* is orders of magnitude faster and generates orders of magnitude fewer nodes than A* while finding solutions with the same average path cost. For smaller action spaces, while Q* is almost always faster and more memory efficient, A* is capable of finding solutions that are slightly cheaper than Q*. This could be due to the difference in what $j_0$ and $q_0$ are computing. Since the forward pass performed by the DQN, $q_0$, is the same as doing a one-step lookahead with $j_0$, this could make learning $q_0$ more difficult than learning $j_0$. This may explain why, in the case of Lights Out, $A_d*$ is, in some cases, faster and generates fewer nodes than Q*. However, Q* becomes better as the path cost threshold decreases. Since training and search are significantly faster for Q-learning and Q*, this gap could be closed with longer training times and searching with larger values of $\lambda$ or $N$.

While the DQN used in this work was for fixed action spaces, Q* search can readily be applied to a dynamic action space given a DQN capable of computing Q-factors for such an action space. Therefore, it is possible to use Q* to solve problems with dynamic action spaces by choosing a DQN architecture that uses structured prediction. Architectures such as graph convolutional policy networks [30], which were used for molecular optimization, could be modified to estimate Q-factors on problems with a graph structure that corresponds to the action space. In problems involving sequences, Long Short-Term Memory [16] or Transformer [27] architectures could be used to compute Q-factors. This would have a direct application to problems with large, but variable, action spaces such as chemical synthesis, theorem proving, program synthesis, and web navigation.

7 Conclusion

Efficiently solving search problems with large action spaces has been of importance to the artificial intelligence community for decades [24, 19, 29]. Q* search uses a DQN to eliminate the majority of the computational and memory burden associated with large action spaces by generating only one node per iteration and requiring only one application of the heuristic function per iteration. When compared to A* search, Q* search is up to 129 times faster and generates up to 1288 times fewer nodes. When increasing the size of the action space by 157 times, Q* search only takes 3.7 times as long and generates only 2.3 times more nodes. The ability that Q* has to efficiently scale up to large action spaces could play a significant role in finding solutions to many important problems with large action spaces.
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