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Summary
Network functions virtualization enables network edge functions to be relocated from dedicated hardware to distributed pools of commodity servers. Metro aggregation networks provide transport between access gateway nodes and such servers accommodating virtual network functions (VNFs). Networks need to be designed to increase the efficiency of network resource usage and reducing network cost as well as energy consumption. However, independently placing VNFs on a server from a physical network design degrades the efficiency of resource usage and causes an increase in network cost. We can avoid such problems by adequately placing each VNF in consideration of the location of access gateway nodes and a network topology. We thus propose a method for designing an optical aggregation network with VNF placement. We successfully formulate the design method as mixed-integer linear programming and demonstrate its effectiveness through intensive mathematical experiments. The experiments showed that the proposed method reduced network cost by up to about 18% while performing almost optimally in terms of server load dispersion.

1 | INTRODUCTION

Cloud providers operate geographically distributed datacenters. To inter-connect such datacenters, they lease physical network infrastructure such as dark fibers from carriers and construct their own virtualized optical transport network.¹ Currently, virtualized cloud access has received much attention for quality of service (QoS) assurance and performance optimization.²,³ To provide their cloud service to end users, cloud providers need to aggregate sparsely distributed user traffic via a carrier’s access gateway nodes (AGNs) and transport such traffic to datacenters, as shown in Figure 1. For this purpose, they need to construct a virtualized aggregation network connecting AGNs with their datacenters. Network functions virtualization (NFV) enables network functions to be relocated from dedicated hardware to distributed pools of commodity servers.⁴,⁵ By introducing NFV into metro aggregation networks, cloud providers can construct their own virtualized metro aggregation networks. This improves QoS of their cloud services while efficiently utilizing network resources for cloud access. Due to fierce competition and increasing volume of data traffic, cloud providers must reduce
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the consumption of physical network resources to connect datacenters with carrier’s AGNs. The key to this lies in how to design the mapping of a virtual network of a cloud provider on a carrier’s physical network infrastructure.

Virtual network embedding is one of the main issues in cloud networking. The challenge in virtual network embedding is to efficiently map virtual nodes and virtual links onto physical network resources. To reduce network cost, cloud providers need to design minimum-cost mapping of their own virtual network on physical network infrastructure. Ways to map virtual networks on physical networks have been extensively investigated. Chowdhury et al. assumed conventional packet-based networks as physical network infrastructure. This assumption is restricted to network performance. To accommodate an increasing volume of data traffic, datacenters are currently inter-connected by using optical transport systems. Lin et al. investigated an integrated approach for virtual network function (VNF) placement on top of optical transport networks. They focused on establishing a virtualized core network that interconnects distributed datacenters. They assumed a point-to-point (P2P) wavelength-routed path network as an underlying physical network. However, P2P wavelength-routed network architecture is not suitable for a metro aggregation network because it has too few optical fibers. Although the volume of traffic from each AGN is relatively low, we need to efficiently aggregate traffic from numerous AGNs to a datacenter with limited wavelength and fiber resources. Their method cannot efficiently utilize wavelength resources and consumes too much wavelength resources because it uses a dedicated P2P wavelength path that directly connects numerous AGNs with a datacenter.

For cost-efficient end-to-end cloud networking, minimum-cost mapping must be found that efficiently aggregates traffic from numerous AGNs to datacenters, while reducing the consumption of physical link resources. In addition, metro/access networks account for most of the network cost. Thus, virtual network embedding problems in metro aggregation networks must be solved for cost-efficient cloud networking. Cloud providers need to find ways to efficiently embed point-to-multipoint (P2MP) paths that connect numerous AGNs with datacenters. However, few studies have investigated virtual network embedding problems while considering efficient traffic aggregation using P2MP paths.

In this paper, we thus propose a design method for solving virtual network embedding problems in consideration of efficient traffic aggregation in a metro aggregation network. Independently placing VNFs on a server from a physical network topology degrades the efficiency of physical network resources and causes an increase in network cost. We can avoid such problems by adequately placing each VNF in consideration of the location of AGNs and a physical network topology,
which enables efficient P2MP path routing in a physical network. The goal of this paper is to establish an integrated design method for VNF placement in conjunction with P2MP path routing in an optical aggregation network. The proposed method is based on mixed-integer linear programming (MILP) formulations and provides the optimal embedding that minimizes network cost while efficiently utilizing server resources in datacenters. As we discuss later, by integrating the VNF placement with physical network design, we can dramatically reduce the network cost while efficiently using server resources. To the best of our knowledge, this is the first paper to provide a design method for a metro aggregation network with NFV environments.

The main contributions of this paper lie in as follows:

(a) successfully formulating an integrated design for an optical aggregation network with VNF placement as MILP and,
(b) quantitatively evaluating the effectiveness of the proposed integrated design method compared with those of conventional methods.

By using the proposed method, we can reduce network cost by up to 18% while efficiently dispersing server load in datacenters.

The remainder of this paper is organized as follows. We describe an architecture of a next-generation optical aggregation network in Section 2 and then define a network design problem to be solved in Section 3. Section 4 describes a model of the optical aggregation network and presents a mathematical formulation of the design problem. Results of intensive mathematical experiments are presented in Section 5. A brief conclusion is provided in Section 6. This work was in part presented in APNOMS 2017.

2 | BACKGROUND

Before presenting the proposed design method, we briefly explain recent trends in metro/access networks and describe an architecture of the optical metro aggregation network considered in this paper.

2.1 | Recent trends in metro aggregation networks

Emerging network applications, such as Internet of things and vehicle-to-vehicle communication, are imposing unpredictable traffic variations on metro aggregation networks that connect datacenters with AGNs. Thus, metro aggregation networks must effectively transport large-volume traffic and adapt to such unpredictable traffic. In a metro aggregation network, low-speed legacy time division multiplexing (TDM) interface technologies, such as synchronous optical networking/synchronous digital hierarchy (SONET/SDH), were used to aggregate voice traffic. A metro aggregation network enables us to efficiently transport traffic by using line multiplexing between AGNs located at access networks and edge routers, which provide network edge functions, at the edge of core networks. AGNs include optical line terminals (OLTs) and radio base stations (RBSs). Currently, the majority of traffic is packet based, so electrical Layer 2 switches with wavelength division multiplexing (WDM) transmission systems are commonly used for aggregating such traffic. A metro aggregation network uses electrical Layer 2 switches to aggregate low-speed packet-based traffic from numerous AGNs. This increases network cost as well as energy consumption because WDM transponders in conjunction with electrical switches are required at each transit node. Metro and access network convergence is one of the most important recent trends. A passive optical network (PON) has been widely deployed in access networks. There have been extensive investigations to expand the applicability of PON-based technologies. Davey et al. presented long-reach PON technologies that extend the reach of a PON by using optical amplifiers. The concept of long-reach PON simplifies a metro/access network architecture and reduces network cost by eliminating electronic aggregation switches. To further enhance network throughput of the PON, WDM-based PON technologies have been developed and are already commercially available. Currently, a time division multiplexing-wavelength division multiplexing (TDM-WDM) based PON has been standardized as NG-PON2 to achieve throughput of 40 Gbps.

Over the past decade, TDM-WDM-based metro/access network architectures have been extensively investigated on the basis of emerging PON-based technologies. Kotsugai et al. developed a highly efficient TDM-based optical access/aggregation network architecture on the basis of variable bandwidth wavelength technologies. Ruffini et al. proposed a dynamically reconfigurable TDM-WDM-based ring architecture using PON technologies. To efficiently accommodate bursty traffic from numerous AGNs, these aggregation network architectures enable a common wavelength channel to be shared by multiple AGNs through optical TDM technologies such as dynamic bandwidth allocation (DBA) used in PON. In those architectures, a logical layout is basically a tree topology constructed on top of ring-based phys-
tical networks. Thus, a path topology in such networks forms P2MP connectivity. The architecture is suitable for traffic aggregation because a common wavelength channel can be shared by multiple AGNs, which can reduce network cost. The details are described in the next subsection.

2.2 Related work

We briefly review related work on (a) an architecture for a TDM-WDM-based optical aggregation network, (b) the optimization of optical multicast networks, and (c) the virtual network embedding problem. Here, we consider a TDM-WDM-based network as an aggregation network, which connects an AGN (i.e., an OLT) with a corresponding server accommodating VNFs using a shared P2MP wavelength path.

As for an optical aggregation network architecture, our research group proposed a system architecture for optical TDM-based aggregation networks. Kotsugai et al. proposed a highly-efficient TDM-based optical access/aggregation network architecture based on variable bandwidth wavelength technologies. Recently, Carey et al. proposed a dynamically reconfigurable TDM-WDM ring architecture using PON technologies. Previous studies mainly focused on developing and demonstrating network and system architectures, but few have investigated the design of TDM-WDM-based optical aggregation networks.

To design a multicast network, a mathematical formulation of multicast trees in network cording was presented by Ahlswede et al. Köksal and Ersoy and Hachisuka et al. produced related work on optical multicast network design algorithms. Their work considers optical multicast that simply splits optical signals at intermediate nodes, so their models did not cover the sharing of a P2MP wavelength path with multiple destination nodes through DBA. In aggregation networks, as we described earlier, such capability is essential to efficiently accommodate bursty traffic from OLTs by using oversubscription or statistical multiplexing.

Recently, virtual network embedding problems have been intensively investigated. The optimization of VNF chaining problems in a packet-based network has been proposed. The mapping of virtual networks on physical networks has also been investigated, and heuristic algorithms for VNF placement have been proposed. However, those literatures did not consider a shared optical P2MP path network as a physical network. Zhang et al. investigated virtual network embedding problems for WDM and flexible-grid networks and formulated the problems as MILP. Their work also assumed a conventional P2P wavelength path network, so their method is unable to apply in TDM-WDM-based networks considered in this paper.

Software-defined networking (SDN)-based metro/access aggregation network and node architectures have been intensively studied. Cvijetic et al. proposed an optical aggregation network architecture based on SDN and OpenFlow. They performed experimental demonstration of the proposed architecture. Kondepu et al. proposed an aggregation node architecture supporting time and wavelength division multiplexed (TWDM)-PONs using SDN control. They implemented a prototype system and demonstrated the effectiveness of their architecture. Those literatures focused on system implementation and experimental demonstration of the proposed network architecture, and network optimization problems were out of their scope. Moreover, they did not consider NFV of network edge function considered in this paper.

In summary, TDM-WDM-based optical aggregation network architectures have been intensively investigated and already demonstrated in experimental networks. However, few literatures has investigated virtual network embedding problems as well as optimal VNF placement for those networks. For efficient aggregation networks, we must establish an optimal design method for virtual network embedding problems in P2MP wavelength path networks.

2.3 Architecture of optical aggregation network

We describe an architecture of TDM-WDM-based optical aggregation networks in a NFV environment. An overview of the architecture is illustrated in Figure 1. In a conventional metro aggregation network, each edge router accommodates a group of AGNs. Edge routers, which are based on dedicated hardware, provide various network edge functions such as an access control list, flow identification, and security functions to offer cloud services to customers. Before entering datacenters of a cloud provider, network edge functions are executed to all incoming traffic by an edge router. In NFV, edge routers are replaced with edge servers (ESs) that have VNFs. A VNF, which runs on a commodity-server-based ES, supports the network edge functions. By introducing NFVs, we can efficiently accommodate unpredictable demand changes with limited network resources. In the optical aggregation network architecture with VNF, resources are reallocated in accordance with the addition or withdrawal of subscribers and the variation in bandwidth usage for each user.
This improves resource utilization in accordance with unexpected traffic-demand changes, which eventually reduces network cost and energy consumption.

An optical aggregation network consists of AGNs, optical add/drop multiplexers (OADMs), WDM links connecting two adjacent physical nodes, and ESs accommodating VNFs. The important feature of the architecture is that each VNF has one-to-one correspondence to a specific AGN. For VNF placement, each VNF must be placed on an adequate ES in consideration of bandwidth demand as well as wavelength resource consumption and be able to communicate with a corresponding AGN. Thus, the architecture requires a mechanism for providing connectivity between an ES with VNFs and corresponding AGNs. For this purpose, we consider a TDM-WDM-based optical aggregation network that only requires a set of multicast-capable OADM modules for an intermediate node. A group of OADMs has a ring topology, and each wavelength in the network forms a P2MP wavelength path shared by multiple AGNs that have the same target ES. This P2MP path is called a “shared P2MP wavelength path” in this paper. Thus, we can eliminate any electrical packet processing at intermediate nodes, which reduces network cost as well as energy consumption.

Now we introduce the concept of a “shared P2MP wavelength path.” The shared P2MP wavelength path is just a version of NG-PON2 generalized to make it applicable to ring-based physical network topologies. Each ES communicates with a specific group of AGNs via a P2MP wavelength path. The bandwidth of each P2MP wavelength path can be shared by multiple AGNs in accordance with DBA; thus, we can improve the resource utilization of each wavelength channel through statistical multiplexing as well as reduce the consumption of wavelength resources. This wavelength sharing is crucially important in efficiently aggregating bursty traffic from numerous AGNs with limited wavelength resources. Optical burst contention resolution in the same wavelength channel is carried out through a DBA mechanism. DBA mechanisms are implemented on burst senders/receivers at ESs and AGNs. Enabling technologies for TDM-based shared P2MP wavelength paths have been developed and demonstrated by Carey et al. and Nakagawa et al. All wavelength channels are transmitted through the shared TDM-WDM-based ring topology. Intermediate OADMs just drop, split, or pass through wavelength signals without any packet processing. The resource demand of each VNF also varies depending on the number of subscribers on an AGN and the duration of service usage. From the viewpoint of resource management, each VNF needs to be placed to an adequate ES among server pool, while considering bandwidth requirements and resource consumption in the TDM-WDM-based optical aggregation network.

An optical aggregation network must connect an ES accommodating VNFs with corresponding AGNs via a P2MP wavelength path for end-to-end cloud networking. Thus, VNF placement greatly affects the efficiency of network resource usage. To design highly efficient networks, we must consider optical network topology information in placing VNFs to each ES. Designing VNF placement independently of an optical network topology increases consumption of wavelength paths because of the lower utilization of the paths. The details of a network design problem are described in the next section.

### 3 | OPTICAL AGGREGATION NETWORK DESIGN

#### 3.1 | Use cases

Next, we describe use cases of our network design. We mainly consider two use cases, as illustrated in Figure 2: (a) initial network design and (b) network reconfiguration design in operation.

In the first use case, we create a logical network on an optical aggregation network. In the initial state, we need to design a logical network, which includes VNF placement on an adequate server and wavelength path routing, in consideration of traffic demand requirements on a given physical network. Our design method basically provides a solution to this initial network design.

The network reconfiguration design maintains network performance in accordance with unpredictable traffic demand changes after the initial network design. In the initial network design, we usually allocate redundant network resources to accommodate growing traffic demand on the basis of predictions for three or six months ahead to avoid frequent infrastructure expansions. However, long-term traffic prediction often overestimates as well as underestimates future traffic demand. Underestimating traffic demand causes network congestion and service-quality degradation. In such a case, we can alleviate the impact of prediction errors by reconfiguring a logical network on the basis of actual measured traffic. Network reconfiguration design has been intensively studied and demonstrated. In the optical aggregation network, a prediction error causes over/under-utilized ESs and wavelength paths. By reconfiguring the VNF placement, we can efficiently avoid such problems.
In summary, to efficiently operate an optical aggregation network with network edge VNF, a design method must be developed that determines VNF placement and shared P2MP wavelength path routing in consideration of traffic demand requirements and physical network resource utilization.

### 3.2 Problem definition

Now, we describe a problem we are solving. By adequately designing VNF placement in consideration of resource consumptions of shared P2MP wavelength paths, we can reduce network cost and improve robustness against unpredictable demand changes by allocating sufficient residual resources among ESs. Figure 3 illustrates an example of an optical aggregation network design with VNF placement. The network provides a physical path connecting each ES accommodating VNFs with corresponding AGNs via wavelength paths. In Case A, three pairs of VNFs and AGNs are connected via two P2MP wavelength paths. On the other hand, in Case B, the three VNFs, located at the same ES, are connected with the corresponding AGN via a common P2MP wavelength path. Case A consumes more wavelength-link resources than Case B.
because VNF placement is independently designed from physical path routing. However, designing VNF placement independently of wavelength path routing increases consumption of wavelength paths due to lower utilization of the paths. To cope with accelerating traffic demand growth, we must improve the utilization of limited physical network resources by designing an efficient logical network. Moreover, server load must be dispersed to cope with sudden increases in resource consumption by VNFs. Thus, the network design must minimize the maximum server load among server pools. The key to this is to establish an integrated design method for VNF placement in conjunction with P2MP wavelength path routing in an optical aggregation network.

What is important is how to place each VNF on an adequate server among pools in consideration of efficient route selection between ESs and AGNs. We now describe the problem we are attempting to solve: how to place VNFs and allocate network resources to minimize network resource consumption on a given physical network while adequately dispersing server load.

4 | PROPOSED DESIGN METHOD

4.1 | Network model

First, we give an overview of an optical aggregation network model. The network consists of ESs, AGNs, intermediate nodes (OADMs), and physical WDM links connecting two adjacent nodes. We assume the following input given to the problem:

- ESs accommodating VNFs,
- AGNs generating traffic demand,
- VNFs corresponding to each AGN,
- Intermediate nodes (OADMs),
- Physical WDM links,
- Traffic demand of each AGN.

Figure 4 shows an example that explains the relationship between physical and logical networks. In this example, two pairs of ESs and AGNs are attached with a TDM-WDM-based ring network, and two VNFs are accommodated in ES 0. A shared P2MP wavelength path is established between ES 0 and AGNs 1 and 2 in the physical network. The bandwidth of the wavelength path is shared by two AGNs through the optical TDM. Thus, each AGN can occupy up to the full bandwidth of the path, but the sum of average traffic from the two AGNs does not exceed the bandwidth. This enables a wavelength channel to be efficiently used by statistically multiplexing bursty traffic from AGNs.

Second, we describe notations used in our mathematical formulation before presenting it. Mathematical formulations of optical multicast path trees have been studied by Köksal and Ersoy, but their model cannot be applied to the variable source-node locations derived from VNF placement and shared P2MP wavelength paths considered in this paper. In a basic network optimization problem, source and destination nodes are predetermined. However, in our model, the source-node (ie. VNF) location changes depending on VNF placement. We previously proposed mathematical formula-
tions considering some of these requirements. We extend our previous formulations to apply them to shared P2MP wavelength path networks. The basic idea of the formulation is to define a multipoint-to-point flow from candidate ESs to each AGN and selecting the optimal ES among the candidates. We introduce the following notations:

- $m$ and $n$ denote end points of a physical link in the physical network,
- $i$ and $j$ denote source and destination nodes in the logical/physical network, respectively.

**Given:**

- $N$: number of nodes in the network
- $E$: set of physical links
- $V$: set of physical nodes
- $V_{agn}$: set of AGNs
- $V_{es}$: set of ESs
- $V_{in}$: set of intermediate nodes
- $E_{i}$: maximum number of wavelengths per physical link
- $D_{j}$: Traffic demand generated at AGN $j$
- $C_{\lambda}$: capacity of a wavelength channel (in Gbps)
- $C_{es}$: capacity of each ES

**Variables:**

- $L_{ij}$: traffic demand on logical link $ij$,
- $C_{mn}^{i}$: number of wavelengths occupied by a P2MP path originating at ES $i$ on link $mn$,
- $p_{mn}^{ij}$: physical path routing from node $i$ to node $j$
- $x_{ij}^{k}$: traffic routing from node $i$ to node $j$ regarding VNF $k$

Here, $L_{ij}$ is a nonnegative real variable while variables $C_{mn}^{i}$ and $p_{mn}^{ij}$ hold nonnegative integers. We model a physical network as a directed graph $G = (V, E)$. For the physical network design, the route and capacity of shared P2MP wavelength paths are determined by variables $C_{mn}^{i}$ and $p_{mn}^{ij}$. In designing the logical network, $x_{ij}^{k}$ is a binary variable that expresses the location of VNF $k$,

$$x_{ij}^{k} = \begin{cases} 
1 & \text{if VNF } k \text{ associated with AGN } j \\
0 & \text{otherwise}
\end{cases}$$

Here, traffic demand is defined to each AGN not VNF, and the traffic demand of VNF $k$ is identical to that of the corresponding AGN $i$ ($D_{i}$). A mathematical formulation based on the above notations is presented in the next subsection.

### 4.2 Mathematical formulation

Finally, we present a mathematical formulation of shared P2MP wavelength path networks with VNF placement. The objective for our design is to minimize network resource consumption while avoiding an increase in the maximum load of ESs on a given physical network. In the logical network design, we need to determine how to do the following:

- Place a VNF to adequate ESs considering bandwidth requirement and the capacity of ESs.
- Find routes for P2MP wavelength paths that minimize physical network resource consumption.
- Define a group of AGNs accommodated by the same P2MP path.

An outline of the MILP formulation is described below.

**Objective:** Minimizing network cost and maximum server load

$$\min \left( \sum_{k} \sum_{mn} C_{mn}^{k} + \alpha \max_{l} \sum_{k} \sum_{j} D_{j} \cdot x_{ij}^{k} \right)$$

**Constraints:** Physical network design:

$$\sum_{l} p_{ml}^{ij} - \sum_{l} p_{ln}^{ij} = \begin{cases} 
-\lfloor L_{ij} \rfloor & l \in V_{es} \\
\lceil L_{ij} \rceil & l \in V_{agn} \\
0 & l \in V_{in}
\end{cases}$$

In Equation 1, the first term corresponds to the sum of wavelength resource consumption and the second term indicates the maximum load of ESs. The two terms have different scales, so we introduce parameter α to adjust the scale. Equation 2 shows a flow conservation law regarding physical path routing between ESs and AGNs. Note that a P2P path \( p_{mn} \) is not actually established in the physical network, but the variable indicates a conceptual flow.\(^{23}\) The term \( C_{mn} \) is used for computing the route and capacity for P2MP path in conjunction with \( p_{mn} \). Equations 3-5, and 6 constrain link capacity considering shared P2MP paths. Equation 5 shows that the capacity of a P2MP path exceeds the traffic demand on the corresponding logical link. Equation 6 is constraint on the capacity of physical links. Equation 7 shows that VNFs can be located at one candidate ES, but the sum of traffic flows must equal to 1. Equations 8 and 9 are constraints on the capacity of logical links and ESs.

### 5 PERFORMANCE EVALUATION

#### 5.1 Aims and conditions

We conducted intensive mathematical experiments to quantitatively evaluate the effectiveness of the proposed method. More specifically, we demonstrated that the proposed method can more effectively reduce network cost while maintaining server utilization than an independent design method. With the independent design method, VNF placement is determined independently of physical network information including a network topology and wavelength path routing. The objectives are summarized below:

- to clarify the trade-off between network cost and maximum server load and how to determine control parameter \( \alpha \) in the proposed method.
- to demonstrate the effectiveness of the proposed method compared with that of the conventional independent design method in terms of reducing network cost as well as dispersing server load.

We describe the conditions used in the experiments. We implemented our formulation on GNU linear programming kit (GLPK),\(^{37}\) which is an open-source linear programming solver. Table 1 summarizes the specifications of our evaluation environment. A 10-node multi-ring network topology and 12-node torus-form network topology were used in the experiments, as shown in Figures 5 and 6, respectively. Traffic demand of AGNs was generated in accordance with the Zipf distribution:\(^{38}\)

\[
d(x) = b \cdot x^{-\beta} \quad (x = 1, \ldots, ||V_{agn}||).
\]  

(10)

Traffic demand \( D_i \) was determined by the above \( d(x) \) and parameter \( \beta \) was set to 1.0 in our experiments.\(^{39}\) We generated the same number of \( d(x) \) as that of AGNs, and we randomly assigned \( d(x) \) with traffic demand \( D_i \). The experiments had three shared conditions as follows:
### TABLE 1  Evaluation environment

| Spec.          |         |
|----------------|---------|
| **OS**         | CentOS 7.2 |
| **CPU**        | Intel Xeon E3-1260L 2.9GHz |
| **Memory**     | 16GB (DDR4-2133) |
| **LP Solver**  | GLPK v4.64 |

Abbreviations: CPU, central processing unit; OS, operating system.

**FIGURE 5**  Ten-node 3-ring network topology with four edge servers (ESs) and six access gateway nodes (AGNs)

**FIGURE 6**  Twelve-node torus-form network topology with four edge servers (ESs) and eight access gateway nodes (AGNs)

- number of wavelengths per link $E_i$: 16
- capacity of a wavelength channel $C_{\lambda i}$: 100 Gbps
- capacity of each ES $C_{es}$: 500 Gbps

### 5.2  Reference methods

We compared the performance of the proposed method (Proposed) with those of two conventional server selection methods (MinHop and RoundRobin)\(^3^6\) and with that of the independent design method (OptVNF). In MinHop, VNFs are always placed on the ES nearest to an AGN among ESs on the basis of hop counts from each AGN. Thus, MinHop...
FIGURE 7  Trade-off between network cost and maximum server load

can basically provide the lowest network cost of the three comparison methods. The network cost is defined as the total amount of WDM links occupied by all P2MP wavelength paths established on the physical network. With RoundRobin, each VNF is placed among four ESs in round robin order without taking into account network cost, which can efficiently distribute server load among the ESs. With OptVNF, we first optimize VNF placement to minimize the maximum server load without considering the minimization of network cost. After determining VNF placement, we optimize network cost. Thus, OptVNF can be used for a benchmark to evaluate the effectiveness of the proposed integrated design method. We evaluated network cost and maximum server load while varying traffic demand in two different network topologies.

5.3 Relationship between network cost and server load

First, we investigated how optimization parameter \( \alpha \) affects the network cost and maximum server load. Both the network cost and maximum server load are derived from Equation 1, and the value of two objectives is normalized by that in the traffic demand of 0.1. Parameter \( \alpha \), which is given in Equation 1, indicates the optimization weight of two objectives. If we set \( \alpha \) as 0, the proposed method just minimizes network cost without taking into account the maximum server load. The greater value of \( \alpha \) indicates the increased weight of the maximum server load in the optimization.

We compared both performance indices while varying \( \alpha \) from 0 to 1000. The average traffic demand of each AGN was set as 40 Gbps. The results are shown in Figure 7. When \( \alpha \) was relatively low, our proposed method tended to optimize network cost instead of minimizing the maximum server load. As \( \alpha \) increased, our method tended to optimize the maximum server load. By choosing \( \alpha \) between 0.1 and 1, we could efficiently reduce network cost while adequately dispersing server load.

5.4 Effectiveness of integrated design method

Second, we evaluated the effectiveness of the proposed integrated design method in terms of reducing both network cost and maximum server load. On the basis of the above investigation into \( \alpha \), we set \( \alpha \) as 0.5 in this experiment. We compared the performance of our proposed method (Proposed) with those of three conventional methods (MinHop, RoundRobin, and OptVNF).

We evaluated network cost and maximum server load while varying traffic demand in two types of network topologies. The results of the multi-ring topology are shown in Figures 8 and 9. The horizontal line in both figures is relative traffic demand normalized by the capacity of wavelength channel. Traffic demand 0.5 means 50 Gbps of average traffic demand from each AGN. Proposed had up to 12% and 13% lower maximum server load and network cost, respectively, than RoundRobin. Moreover, Proposed had only about 12% higher network cost than MinHop, which was used as a benchmark of network cost in our evaluation.

The proposed method had almost the same maximum server load (less than 1% higher) as the independent design method OptVNF, which was the best at finding the optimal solutions in terms of the maximum server load among the four methods. Moreover, the proposed method had 18% lower network cost than OptVNF. To investigate the dependence of a network topology on performance, we also evaluated performance in the torus-form topology. The results are shown in Figures 10 and 11 and indicate almost the same tendency. The proposed method had 11% lower network cost than...
OptVNF while maintaining almost the same performance of server load dispersion. Thus, we concluded that network cost can be reduced by integrating VNF placement with wavelength path routing.

5.5 Discussion

Finally, we discuss the results of our numerical experiments and present future prospects of deployment into production. We demonstrated the effectiveness of an integrated design method for VNF placement in conjunction with wavelength
path routing through extensive numerical experiments. We considered two deployment scenarios: (a) network planning and optimization for carrier networks and (b) virtual network embedding for cloud providers. In the first scenario, by deploying the proposed method in network planning, telecom operators are able to reduce network cost as well as energy consumptions of their own network infrastructures. Furthermore, we quantitatively demonstrated the effectiveness of TDM-WDM-based network technologies on network cost reduction. We believe such results will contribute to deployment decision on the technologies. In the second scenario, cloud providers can reduce the amount of network resources that are leased from telecom operators. The proposed scheme can find minimum-cost mapping of their own virtual network on a carrier’s physical network infrastructure. If cloud providers own edge datacenters, we can further reduce the usage of physical network resources by adjusting control parameter $\alpha$. Significant findings of our performance evaluation are that the proposed integrated design method improves the efficiency of network and server resource usage for various network conditions, and also, we can control the trade-off between the network cost and maximum server load.

To deploy the proposed method into production networks, we need to further study (a) the scalability of the proposed method and (b) network reconfiguration design for VNF replacement. Regarding the scalability, we investigated the computation time of the proposed method and found out that the bottleneck lies in the VNF placement calculation instead of P2MP-path computation. The computational overhead of P2MP-path routing is relatively light-weight, so we will develop a heuristic VNF placement algorithms for improving scalability in terms of the number of VNFs. To develop a method for network reconfiguration, we need to investigate network control and virtual machine (VM) management mechanisms that include hitless VM live-migration and on-line wavelength path reconfiguration.

6  |  CONCLUDING REMARKS

We proposed an integrated design method for highly efficient optical aggregation networks with VNFs, where a P2MP wavelength path is shared by multiple AGNs through optical TDM technologies, and the location of VNFs can be selected flexibly among commodity server pools. By using the proposed method, cloud providers can construct a minimum-cost network that efficiently aggregates geographically distributed user traffic to their central datacenters. Designing VNF placement independently of wavelength path routing increases consumption of wavelength paths due to the lower utilization of the paths. In this study, we successfully formulated the proposed integrated design method as MILP and quantitatively evaluated its effectiveness through intensive mathematical experiments.

This is the first paper providing a design method for a metro aggregation network in NFV environments. Our work expands the applicability of virtual network embedding problems into metro/access networks, which account for the most of the network cost in current commercial carrier networks. The keys to the proposed method lie in (a) an integrated approach for VNF placement in consideration of physical network design and (b) a sophisticated mathematical formulation of TDM-WDM-based optical aggregation networks with VNF placement. Our MILP formulation can be also applied to network design of NG-PON2, which is a promising next-generation access network technology.

The performance evaluation revealed that the independent design method is liable to increase network cost due to lower efficiency of wavelength paths. The proposed method improves utilization by adequately determining VNF placement in
consideration of wavelength path routing, which eventually reduces network cost. Our mathematical experiments showed that the proposed method can reduce network cost by about 18% while achieving nearly-optimal server utilization.

Future work will include the development of a heuristic algorithm. As the proposed method fully depends on the MILP formulation, it provides optimal solutions. However, it may fail to provide scalability and quick responsiveness in a large-scale network. To avoid scalability problems, we will develop a heuristic algorithm on the basis of the observations in our experiments.
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