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Abstract—Both the volume and the collection velocity of time series generated by monitoring sensors are increasing in the Internet of Things (IoT). Data management and analysis requires high quality and applicability of the IoT data. However, errors are prevalent in original time series data. Inconsistency in time series is a serious data quality problem existing widely in IoT. Such problem could be hardly solved by existing techniques. Motivated by this, we define an inconsistent subsequences problem in multivariate time series, and propose an integrity data repair approach to solve inconsistent problems. Our proposed repairing method consists of two parts: (1) we design effective anomaly detection method to discover latent inconsistent subsequences in the IoT time series; and (2) we develop repair algorithms to precisely locate the start and finish time of inconsistent intervals, and provide reliable repairing strategies. A thorough experiment on two real-life datasets verifies the superiority of our method compared to other practical approaches. Experimental results also show that our method captures and repairs inconsistency problems effectively in industrial time series in complex IoT scenarios.
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1 INTRODUCTION

This widespread use of various monitoring sensors and the rapid performance improvement of sensing devices both give birth to data management and analysis in the Internet of Things (IoT). Time series data collected from sensor devices are one important data form in IoT. In data monitoring systems, data points are always collected together simultaneously from multiple dimensions, where each dimension (a.k.a., attribute) corresponds to one sensor [1]. Thus, the multi-dimension data from multiple sensors describe the status of a whole equipment together. That is, for a \( M \)-dimensional time series \( S \), the \( m \)-th sequence of \( S \) corresponds to the \( m \)-th dimension monitoring data.

As the high-quality IoT data is acknowledged to be the basic premise to achieve reliable information extraction and valuable knowledge discovery [2], the quality demand for time series data has grown stricter in various data application scenarios [3], [4]. However, time series data are often dirty and contain quality problems, especially in industrial background. [5] has proposed three kind of industrial time series data problems, namely missing values, inconsistent attribute values, and abnormal values or anomaly events. We have further investigate that misplaced subsequences in multivariate time series is one serious inconsistency problem during data quality management.

In real time series monitoring system e.g., Cyber-Physical Systems (CPS), some values in the \( m \)-th sequence may not correspond to the \( m \)-th dimension monitoring, due to

- The misplaced subsequences problem belongs to continuous errors [6], other than happens in a single point. It is necessary to find out when the misplaced subsequences problem arises and how long it will last. As the time series data is collected continuously and densely, it

Example 1. Figure 1 shows a segment of sequences from five sensors of an equipment in the same time interval. We can find that subsequences in sensor HN110, HN111, HNC10, and HNC02\[4\] present abnormal sequence patterns, and they are possibly recorded incorrectly in the current sequence in time interval [30000s, 40000s]. Figure 2 partially enlarges the inconsistent subsequences existing in HN110 and HN111 in [30000s, 40000s]. The fact is that a length of subsequence of HN110 is falsely recorded in HN111, while subsequence of HN111 is placed in HN110.

The aforesaid misplaced subsequences problem in time series data under industry scenarios bring at least two kinds of challenges.

- The misplaced subsequences problem belongs to continuous errors [6], other than happens in a single point. It is necessary to find out when the misplaced subsequences problem arises and how long it will last. As the time series data is collected continuously and densely, it

1. For privacy concern, we have made data desensitization of the name and the ID of sensors.
is not easy to precisely compute the start and end time point of such inconsistency intervals. Method to identify these interval bounds must be sensitive and reliable enough for capturing the tendency of unexpected changes timely.

- The pattern of misplaced subsequence errors is complicated. The data monitoring system often suffers different sensor failures or system errors, it is uncertain that how many attributes are involved in one misplaced error. As the number of attributes (sensors) of an equipment is not small, the increasing data amount and the attribute number add to the difficulty of both error detection and repair process.

Though data quality demand in time series is increasing, the research on repairing multi-dimensional inconsistent subsequences is not adequate. For time series data cleaning study, outlier detection (or called anomaly detection, error identification, etc) techniques have been developed for various application [4]. However, few methods are proposed for the data repairing tasks. A recent survey paper [6] has reviewed kinds of time series error cleaning methods. Most studies focus on the data cleaning of single point errors, and pay less attention to continuous errors in multivariate time series. For the existing data inconsistency repairing study, most techniques are mainly designed for relational data, and do not apply to inconsistency problems in time series.

As the inconsistency in multivariate time series have just uncovered recently in time series management systems, especially in industry field, effective solutions are still in high demand in abnormal patterns identification and inconsistent subsequence pairs repairing in multi-dimensional time series [11]. Motivated by this, we address the problem of repairing inconsistent subsequences in multivariate time series under the industrial applications in this paper. We summarize our contributions as follows:

(1) We extend the misplaced formalize a serious inconsistency problem in Industrial Internet of Things (IIoT) data management, i.e., inconsistent subsequences repairing in multivariate time series, according to real IIoT scenarios.

(2) We devise an integrated method to detect inconsistent time intervals in data collected by data monitoring systems, and correspond the inconsistent subsequences in each interval to the correct dimensions. Considering the real challenges in industrial data management, our method has the following accomplishments.

- Effectiveness in complex industrial scenarios. We design algorithms to detect inconsistent subsequences accurately from multi-dimensional time series under complex situations. Our method can well identifies and repairs hybrid inconsistent subsequences. (see Fig. 2 in Sec. 5)

- Less negative cumulative effect in sequence behavior modelling. During the abnormal sequence behaviors process, our method distinguishes real inconsistent data from normal sequences with a well-designed sequence behavior model (see Algorithm 1). The proposed detection phase guarantees that the anomaly part will not effect the performance of the following detection. Moreover, our method always identifies inconsistent time intervals with both the start and the end points (we called them bounds below). It guarantees the reliability of the solutions under industrial data repairing scenarios, because it will not modify those normal sequences by mistake.

- Fault-tolerance repairing approach. We propose a method to obtain repairing solutions from the evaluation of the candidate repair schemas (see Sec. 4.1 and 4.2). In this step, our algorithms reconsider all the possible falsely processed schemas carefully with necessary modification (e.g., union or replace), and then provide high-quality repair solutions for true inconsistent time intervals.

(3) We conduct a thorough experiment on two real-life datasets from large-scale IIoT monitoring systems over 5 consecutive months. Experimental results on real-life data demonstrate the effectiveness of our method. Comparison experiments show that the proposed repairing strategies significantly improve both the accurate and the efficiency of the inconsistency repairing.

Organization. The rest of the paper is organized as follows: We introduce the related work in Sec. 5 and discuss the basic definitions and the overview of our approach in Sec. 2. Sec. 3 introduces inconsistent intervals detection approach and candidate repair schemas computation. Sec. 4 discusses the evaluation on candidate repairing schemas and the determination of repairing results. Experimental study is reported in Sec. 5 and we draw our conclusion.
in Sec.\[7\]

2 Problem Overview

We first define the inconsistent subsequences repairing problem in Sec. 2.1 and introduce our solution framework of the proposed problem in Sec. 2.2.

2.1 Preliminaries

An equipment is normally regarded as the minimum independent unit of monitoring time series in IoT data management systems. According to [1], we outline the basic concepts in our problem with Fig. 3. Each equipment has a sensor set, denoted by $S = \{S_1, ..., S_M\}$, where each sensor $S_m (m \in [1, M])$ generates one time series along the time axis, and all sensors generate time series simultaneously. These time series are collected from the corresponding equipment and monitored by IoT data management systems. We define the sequence from a sensor in Definition 1 and the sensor set of an equipment is regarded as a multivariate time series, as shown in Definition 2.

Definition 1. (Sequence). $S = \langle s_1, ..., s_N \rangle$ is a sequence on sensor $S$, where $N = |S|$ is the length of $S$, i.e., the total number of elements in $S$. $s_n = (x_n, t_n), (n \in [1, N])$, where $x_n$ is a real-valued number with a time point $t_n$, and for $\forall n, k \in [1, N]$, it has $(n < k) \Leftrightarrow (t_n < t_k)$.

Definition 2. (Multivariate time series). Let $Eq$ be an equipment sensor group, $SEq = \{S_1, ..., S_M\} \in \mathbb{R}^{N \times M}$ is a $M$-dimensional time series, where $M$ is the total number of equipment sensors, i.e., the number of dimensions.

In this paper, we focus on one of the continuous errors, i.e., inconsistent subsequences in time series. According to Definition 3, a subsequence $S_{[l:n]}$ corresponds to a time interval $T_{[l:n]}$ (Definition 5). It is obvious that for a $M$-dimensional time series $S$, $T_{[l:n]}$ provides $M$ subsequences from their corresponding sequences. All these subsequences share a common length, i.e., $T_{[l:n]}$’s length.

Definition 3. (Subsequence). A subsequence $S_{[l:n]} = \langle s_l, ..., s_n \rangle, (1 \leq l \leq n < N)$ is a continuous subset of sequence $S$, which begins from the element $s_l$ and ends in $s_n$.

Definition 4. (Sequence tuple). A sequence tuple in a $M$-dimensional $S$ is the set of all data points at time $t_i$, denoted by $S(t_i) = \langle s_{i1}, s_{i2}, ..., s_{iM} \rangle$, i.e., the $i$-th row of $S$.

Definition 5. (Time interval). Let $T = \{t_1, ..., t_n\}$ be the set of time points of time series $SETq, T_{[l:n]}$ is a time interval in $T$ which begins from time point $t_l$ and ends at $t_n$.

In industrial data acquisition systems, the $M$-dimensional sequences of equipment $Eq$ have a definite acquisition order, and they are recorded into a sequence $S_1, S_2, ..., S_M$ correspondingly. As unexpected problems will cause inconsistency in some time intervals among multiple sensors, subsequences may be recorded into wrong dimensions during a period of time. That is, the $M$ sequences are not orderly recorded into $S_1, S_2, ..., S_M$ in time interval $T_{[l:n]}$.

On the basis of a practical observation and investigation, inconsistency in time intervals presents different patterns.

Here, we apply the permutation structure [7, 8] to describe the inconsistency pattern in Definition 6.

Definition 6. (Permutation pattern). Given a time interval $T_{[l:n]}$ and the set of sequences with inconsistency problems i.e., $S_{INC} = \{S_1, ..., S_m\}, m \in [2, M]$, an one-one mapping of $S_{INC}$ to itself is regarded as a permutation of $S_{INC}$, denoted by $\sigma : S_{INC} \rightarrow S_{INC}$, having

$$\sigma = \left(\begin{array}{c} S_1 \\ S_2 \\ ... \\ S_m \end{array}\right) = \left(\begin{array}{c} S_{1 \sigma} \\ S_{2 \sigma} \\ ... \\ S_{m \sigma} \end{array}\right)$$

Example 2. Let HN110, HN111, HNC10, HN102, and HNOC2 in Fig. 1 be sequence $S_1, S_2, S_3, S_4$, and $S_5$, respectively. According to Definition 7 the inconsistency problem in time interval $[30000s, 40000s]$ can be formalized as,

$$\sigma = \left(\begin{array}{c} S_1 \\ S_2 \\ S_3 \\ S_4 \\ S_5 \end{array}\right)$$

Further, one permutation $\sigma$ may consists smaller structures, i.e., the permutation between $S_1$ and $S_2$. We introduce rotation pattern in Definition 7 which is indivisible and denoted as the unambiguous minimum repair unit in our method. Definition 7 shows that a $m$-rotation $\sigma$ describes that each element $\alpha_i$ in $S_{INC}$ is replaced by the next element $\alpha_{i+1}$, and the last element $\alpha_m$ is replaced by $\alpha_1$.

Definition 7. (Rotation pattern). $\sigma = \{\alpha_1, \alpha_2, ..., \alpha_m\}$ is a permutation pattern if having

$$\sigma = \left(\begin{array}{c} \alpha_1 \\ \alpha_2 \\ ... \\ \alpha_m \end{array}\right) = \left(\begin{array}{c} \alpha_1 \sigma \\ \alpha_2 \sigma \\ ... \\ \alpha_m \sigma \end{array}\right)$$

Such $m$-rotation pattern is denoted by $\sigma(\alpha_1, \alpha_2, ..., \alpha_m)$, where $m$ is the order of $\sigma$, i.e., the number of elements in $\sigma$.

Let $\sigma_1(\alpha_1, \alpha_2, ..., \alpha_l)$ and $\sigma_2(\beta_1, \beta_2, ..., \beta_k)$ be two rotation patterns on $S_{INC}$ ($l + k \leq m$). According to the properties on permutation group [7], $\sigma_1$ and $\sigma_2$ is disjoint if $\{\alpha_1, \alpha_2, ..., \alpha_l\}$ and $\{\beta_1, \beta_2, ..., \beta_k\}$ differ from each other. Such disjoint $l$-rotation $\sigma_1$ and $k$-rotation $\sigma_2$ is indicated as

$$\sigma_1 \cup \sigma_2 = (\alpha_1, \alpha_2, ..., \alpha_l)(\beta_1, \beta_2, ..., \beta_k)$$  \hspace{1cm} (1)

Now we apply rotation patterns to formalize an inconsistency instance in Definition 8.

Definition 8. (Inconsistency instance). Let $S_{INC}$ be the set of all inconsistent subsequences on $SEq$. An inconsistency instance in a time interval $T_{[l:n]}$ is regarded as the union of a number of disjoint rotation patterns, describing the inconsistent patterns of $S_{INC}$. It has

$$\varphi(I) = \sigma_1 \cup \sigma_2 \cup \cdots \cup \sigma_k = \bigcup_{i=1}^{k} \sigma_i,$$

where $\sum_{i=1}^{k} \sigma_i \leq m(k \geq 1)$, and $\sigma_i$ is the order of the $i$-th rotation pattern $\sigma_i$, $I = T_{[l:n]}$ is identified as an inconsistent time interval w.r.t. $\varphi$.

Example 3. With the structure of rotation patterns, the inconsistency instance in Fig. 1 can be denoted as
Fig. 4 illustrates the framework of our proposed solution, which consists of three phases: inconsistency detection, matching evaluation and repair determination.

### Table 1

| Symbol | Description |
|--------|-------------|
| $s$    | a data point in time series |
| $S$    | the sequence generated by sensor $S$ |
| $S_{[t_n]}$ | subsequence beginning from $s_1$ and ending in $s_n$ |
| $S\times_{t_i}$ | the set of all data points at $t_i$ |
| $S_{INC}$ | the set of inconsistent attributes |
| $t_i$ | a time point |
| $T_{[t_n]}$ | a time interval from $t_1$ to $t_n$ |
| $I$ | an inconsistent time interval |
| $I\times$ | the set of inconsistent time intervals on $S$ |
| $\varphi$ | the set of rotation patterns in $S$ |
| $\Phi(S)$ | the set of candidate repair schemas for $S$ |
| $\Phi_f(S)$ | the set of final repair schemas for $S$ |
| $R$ | the repair unit of $S$ |
| $R$ | the set of all repair units |
| $B(\sigma)$ | the boolean sequence for $\sigma$ |
| $B^1$ | a length of subsequence with all 1 elements |

The inconsistency repair problem is open to most time series anomaly detection techniques, which will be presented in our experimental study.

In the matching evaluation phase (see Sec. 3.2), we compute possible repair schemas for all candidate inconsistent time intervals obtained from the previous step. In order to match inconsistent subsequences to their corresponding dimensions, we first construct a bipartite graph $G = (V_S, V_M, E, W)$. Each abnormal dimension in $I_1$ is presented as a source node in $V_S(G)$, and sequence models of the involved dimensions are treated as terminal nodes in $V_M(G)$. We obtain repairing patterns with bipartite graph matching algorithms on $G$.

Repair determination is the most important phase in our proposed method (see Sec. 4). In this phase, we precisely locate each inconsistent time interval with start and end time points, and provide accurate repair solutions. We propose algorithms to identify real inconsistent time intervals and provide final repair patterns. We apply the structure of disjoint set to obtain reliable repairing and effectively decreasing false positives and false negatives.

We summarize the notations frequently used in this paper in Table 1.
3.1 Abnormal subsequences modelling and detection

Abnormal subsequences detection is of crucial importance in high-quality repairing solutions. The accurate identification of abnormal subsequences contributes to a high performance of repairing methods. We first construct behavior detection model for each sequence in $S$. Sequence models are considered as prior knowledge provided by the equipment instructions, which can also be learned from historical data or labelled sample data. We use a 2-tuple function $\gamma:(F,T)$ to describe time series modelling metrics. Here, $F$ is the set of metric functions, including statistical variables (e.g., mean and variance), subsequence distance metrics and feature vectors of a sequence $S$ in the duration of a working condition. We formalize the sequence behavior model in Definition 9.

**Definition 9. (Sequence Behavior Model).** Given a $M$-dimensional $S = \{S_1, ..., S_M\}$, the normal behavior of the $i$-th dimension sequence $S_i$ is modelled by $S_i \sim M(S_i, \gamma)$, where $\gamma:(F,T)$ is 2-tuple function for $S_i$.

Accordingly, we present the basic assumption in Proposition 1 that any segment of a normal subsequence on $S$ should satisfies the model $M(S, \gamma)$, and the conditional probability $p(s_{n+1} \mid M(S, \gamma)|s_n, ..., s_l) \geq \theta_M$ should be larger than a support threshold.

**Proposition 1.** Given a model support threshold $\theta_M$, if we have $S \sim M(S, \gamma)$, then the following conditions are true:

1. $\forall 1 \leq i \leq n \leq N, S_{[l,n]} \sim M(S_i, \gamma)$, and
2. $p(s_{n+1} \mid M(S, \gamma)|s_n, ..., s_l) \geq \theta_M$,

where $S_{[l,n]}$ is a subsequence of $S_i$ and $s_i$ is a data point in $S_{[l,n]}$, $i \in [l, n+1]$. $\cdot \mid M$ denotes that the subsequence corresponds with model $M$. □

Now we are able to detect unexpected values in sequence and further discover latent inconsistent intervals according to Proposition 1. We detect abnormal data in each sensor sequence in $S$ independently, where subsequence $S_{[l,n]}$ with $n-l+1$ continuous data point in $S$ is taken as a sliding window interval to determine whether there exists anomaly in the $(n+1)$-th window, i.e., $s_{n+1}$. Data $s_{n+1}$ is recognized abnormal when we detect $p(s_{n+1} \mid M(S, \gamma)|s_n, ..., s_l) < \theta_M$. Further, it is possible to be inconsistent when there exists some abnormal subsequences in a time interval $T_{[l,n]}$. And we will compute candidate repair results for $T_{[l,n]}$ with Algorithm 1 below.

3.2 Candidate Repairing Schemas

For the set $S_{INC} = \{S_1, ..., S_m\} (m \in [2, M])$ in interval $I$, $I$ is likely to contain $m$ inconsistent subsequences. Our task is to match each inconsistent subsequence to the correct sensor sequence. In general, we need to find $m$ one-one mapping between a subsequence and the correct sequence. We transform this matching problem into perfect matching on a bipartite graph, and we construct the bipartite graph according to Definition 10.

**Definition 10. (Bipartite graph construction).** Given the set $S_{INC}$ on time $I$, and $M(S_i)$ is the sequence model of the $i$-th element in $S_{INC}$. $G = (V_S, V_M, E, W)$ is a directed bipartite graph of $S_{INC}$, where each element in $S_{INC}$ is treated as a source node, i.e., $V_S = \{u_i | u_i \in S_{INC}, i \in [1, m]\}$, and terminal nodes are the set of these $m$ sequence models, denoted by $V_M = \{M(S_1), ..., M(S_m)\}$. $e(u, v)$ describes a matching function from a subsequence to a sequence model $f: u \rightarrow M(v)$, and the edge weight $w(e) = p(u \mid M(v))$ represents the matching probability of $e(u, v)$. □

After the construction of $G$, the repairing problem is transformed to discovering optimization matching on $G$. We consider two matching strategies to obtain candidate repair patterns. We first introduce an exact maximum weight matching solution. We then discuss a simple and fast greedy-based method, considering the balance between matching efficiency and effectiveness. Intuitively, an inconsistent subsequence $S_i \in [l,n]$ is recognized to only belong to one sequence $S_j$ with a quite high matching probability $p(S_i \mid S_j) = M(S_j)$. We consider the repairing problem, we need to find a maximum matching on $G$,
which has $m$ one-one mapping between $V_S(G)$ and $V_M(G)$. That is, to compute high-quality matching results with both maximum weights and maximum matching on $G$. We introduce the maximum cost maximum flow (MCMF) algorithm \cite{1} to compute the matching patterns. Accordingly, we add a global source node $s$ and terminal node $t$ to $G$. $s$ points to all 0-in-degree nodes $V_S(G)$, and $t$ is connected by all 0-out-degree nodes $V_M(G)$. Clearly, an edge weight $w(u, v)$ represents the cost of a flow $u \rightarrow v$, i.e., the matching from $s_i$ to $M(S_i)$. We obtain candidate repair patterns $\varphi$ by discovering a maximum matching on $G$ as follows.

$$\max \sum_{(u, v) \in E} \text{cost}(u, v) \cdot \text{flow}(u, v)$$

$$\text{s.t.} \sum_{(u, v) \in E} \text{flow}(u, v) - \sum_{(v, u) \in E} \text{flow}(v, u) = f(u), \quad (2)$$

where a feasible flow satisfies $\sum f(u) = 0$, and $\text{cost}(u, v) = p(u \leftarrow M(u, v))$.

Note that the MCMF algorithm finds the maximum matching prior to maximum sum of weights, we can always achieve an one-one mapping from $V_S(G)$ to $V_M(G)$.

**Greedy-based matching.** Intuitively, one inconsistency subsequence $S_{i[t:n]}$ is recognized to only belong to one sequence $S_j$ with a quite high matching probability. In this case, we design a heuristic greedy-based matching approach to achieve a fast matching on graph. When we make a match on $G$, we iteratively select $u_i \rightarrow v_j$ which has the maximum edge weight computed by Equation (3), and add this match $\varphi_{current}$ to the result set. We then temporarily delete $u_i$ and $v_j$ from $G$. The matching process terminates until all nodes in $V_S$ have been matched to $V_M$.

$$\varphi_{current} = \arg \max_{i,j \in [1,m]} w(u_i, v_j) = \arg \max_{s_i, s_j \in A} p(s_i \leftarrow M(S_j, \gamma))$$

Algorithm 1 shows the process of computing candidate repairing schemas, which mainly consists of three phases: detecting abnormal behaviors (Lines 3-5), matching inconsistent subsequences (Lines 6-15) and updating sequence models with repaired data (Lines 18-20).

We first initialize a candidate repair set $\text{cand}(S(t_i))$ for each sequence tuple $S(t_i)$, and maintain an array $A$ recording inconsistent data values at time point $t$. For the anomaly detection phase, the $w$-length set of sequence tuples $\{S(t_{i-1}), ..., S(t_{i-w})\}$ ahead of $S(t_i)$ serves as the sliding window to detect the model behavior of $S(t_i)$. As each inconsistency instance happens in multiple sequences at the same time, we begin our detection simultaneously and independently in all $M$ dimensions within sequence tuple $S(t_i)$. For each sensor dimension $S_j$, we compute the probability of the current data corresponding to this dimension according to the matching model $M(S_j, \gamma)$ in Definition 2. We insert the unexpected data point $s_{ij}$ into the inconsistency list $A$ if the probability $p(s_{ij} \leftarrow M(S_j, \gamma))$ is smaller than a given threshold $\theta_M$. It reveals that $s_{ij}$ is unexpected to be recorded in sequence $S_j$.

With the discovered abnormal data points, $S(t_i)$ is possible to be inconsistent if there exists several abnormal data points in $S(t_i)$, i.e., the size of set $A = \{s_{i1}, ..., s_{in}\}$ is larger than 1. In this case, we construct a square matrix $A$ for $S(t_i)$, where the number of rows (resp. columns) is equal to the number of elements in $A$ (Lines 8-10). For each inconsistent data point $s_i$ in $A$, we compute the probability of modelling $s_i$ to each sequence involved in $A$ and record $p(s_i \leftarrow M(S_n))$ to the corresponding element in $A$.

Since we aim to match inconsistent subsequences to correct dimensions with the maximum likelihood, we construct $G$ according to the matching probability matrix $A_{nm}$, and obtain a match result $\varphi$ between $V_S$ and $V_M$ (Lines 11-12). We check the total number of elements in $\varphi$, i.e., $\text{Size}(\varphi)$, and accept $\varphi$ as a candidate repair schema $\varphi_i$ for a sequence tuple $S(t_i)$ if $\text{Size}(\varphi)$ is no larger than a given threshold $\epsilon$. When $\text{Size}(\varphi) > \epsilon$, we terminate this matching schema and return $S(t_i)$ to human. This is because greater number of $\text{Size}(\varphi)$ possibly reveals some complex anomalies or faults from the equipment sensor group, rather than inconsistency problems. Data will be returned to monitoring system engineers. We expect to obtain reliable decision and repairing result under such complex unexpected cases with knowledge engineering methods from domain experts.

After we have accepted $\varphi_i$ and matched inconsistent data to correct sequences, we insert the repaired data values

| Algorithm 1: Compute Candidate Repairing Schemas |
| --- |
| **Input:** a $N$-length $M$-dimensional time series $S$, models for sequences in $S$: $M(S, \gamma)$, model support threshold $\theta_M$, a size number threshold $\epsilon$ |
| **Output:** a set of candidate repair schemas on $S$: $\Phi(S)$ |
| **foreach** $t_i \in T$ **do** |
| initialize $\text{cand}(S(t_i)) \leftarrow S(t_i)$ and $A \leftarrow \{\}$ |
| **for** $j$ from 1 to $M$ **do** |
| if $p(s_{ij} \leftarrow M(S_j, \gamma)) < \theta_M$ then |
| $A \leftarrow A \cup \{j\}$ |
| if $\text{Size}(A)$ is no smaller than 2 then |
| initialize a matrix $A = |A| \times |A|$ |
| **for** $n$ from 1 to $|A|$ **do** |
| **for** $m$ from 1 to $|A|$ **do** |
| $A_{nm} \leftarrow p(s_{iA_n} \leftarrow M(S_{An}))$ |
| construct $G$ according to $A_{nm}$ |
| $\varphi \leftarrow$ matching result on $G$ |
| if $\text{Size}(\varphi) \leq \epsilon$ then |
| $\varphi_i \leftarrow$ accept $\varphi$ as a candidate matching schema of $S(t_i)$ |
| repair $\text{cand}(S(t_i))$ with $\varphi_i$ |
| **else** |
| return $S(t_i)$ and $\varphi$ for artificial process |
| **foreach** $s_j \in \text{cand}(S(t_i))$ **do** |
| merge $s_j$ to $M(S_j, \gamma)$ and update $\gamma$ |
| move the sliding window to $[s_j, s_{j-1}, ..., s_{j-w+1}]$ |
| return $\Phi(S) \leftarrow \{\varphi_i | i \in [1, N]\}$ |
to the sequence model and update $\gamma$, in order to improve
accuracy of anomaly detection on following sequence data
with the correct parameters. This step guarantees that statistic-
metric values will not be affected by the abnormal data
values. We then successively move the sliding window and
process next $S(t_{i+1})$ in $S$ (Lines 18-20) with the above steps.
Algorithm 1 finishes after we process all time points and
obtain the candidate repair schema $\Psi(S)$ for the $N$-length
time series $S$.

4 Repairing Solution

When we aim to achieve an accurate and reliable repair of
all inconsistency instances, it requires an effective determi-
nation of inconsistency intervals. Accordingly, we design
a step of determining final repair patterns with two main
tasks: i) to locate both the start and end timestamps of
an inconsistent interval, and ii) to repair each inconsistent
interval with reliable schemas. However, both tasks are
challenging to be completely solved in Algorithm 1. The
reasons are discussed as follows.

For the former task, we need to further evaluate and
merge the candidate schemas on sequence tuples to accu-
dately detect the location of inconsistency intervals. Note
again that an inconsistency instance always lasts a duration,
rather than happen in several discrete time points. Thus, a
reliable repair solution of an inconsistent interval should
cover all data points within the interval. Since that se-
quence behavior modelling is analyzed by sliding window
$(s_{n-1} \ldots s_{n})$ in Algorithm 1, it cannot always provide a
uniform and accurate repair schemas for one inconsistency
interval for the foregoing reasons.

For the latter, continuous high-quality repair schemas are
difficult to be obtained from matching pattern evaluation
in inconsistent industrial data. On the one hand, abnormal
behaviors are not easily be to detected and distinguished
from normal data for a sequence tuple in industrial time
series. If the algorithms fail to precisely find the set $S_{NC}$
for sequence tuple $S(t_i)$ (see lines 4-5 in Algorithm 1),
we will consequently wrong matching results from the incor-
rect set $S_{NC}$. On the other hand, bipartite graph
matching algorithms may run into partial mismatch in some
sequence tuples. Both cases add to the number of either
false positives or false negatives, and further result in a poor
repair of $S$.

To achieve an accurate and robust inconsistency repair-
ing result, we propose a repairing schemas determination
algorithm (DRS) to precisely locate inconsistency intervals
and further effectively repair inconsistent subsequences. We
first introduce DRS algorithm in Sec. 4.1 and then discuss
how to determine inconsistent intervals both effectively and
efficiently in Sec. 4.2.

4.1 Determining Repairing Schemas

As discussed in Sec. 2.1, an inconsistency instance contains
no less than one disjoint rotation patterns. Each rotation
pattern is both indivisible and unambiguous. In order to
effectively detect inconsistent intervals and identify incon-
sistency patterns, we introduce a repair unit in Definition 11
which serves as the minimum process unit in our method.

**Definition 11. A repair unit is a triple of a rotation pattern $\sigma$,
denoted by $R_{\sigma}(T)$. $T = \{T_i, T_{i+1}, \ldots\}$ is the set of time
intervals which are detected to be repaired by $\sigma$, and $|T|$ is the total number of time points in
set $T$.**

Accordingly, a candidate repair schema $\varphi$ can be divided
into several disjoint rotation patterns i.e. $\sigma_1, \sigma_2, \ldots$. We
create and maintain the repair unit $R$ of each rotation $\sigma$
to evaluate all candidate inconsistent time intervals and
determine the final repair schemas on them. The repair
schemas determination is outlined in Algorithm 2 which
consists of two steps: i) updating the set of repair units
according to all divided $\sigma$s (Lines 2-7) and ii) repairing
subsequences in all inconsistent intervals (Lines 10-15).

We first enumerate each candidate repair schema $\varphi_i$
from $\Phi(S)$, and divide $\varphi_i$ into rotation patterns according
to Theorem 1. We create a repair unit for each $\sigma$ and
record the location of such time intervals that are computed
to be repaired by $\sigma$ as well as the total lengths of these
intervals $|T|$ from Algorithm 1 (Lines 4-6). After we obtain all
repair units $R$ from $\Phi(S)$, we sort all repair units in
descending order according to $|T|$ and abandon those
units which are used in candidate inconsistent intervals with
a low frequency (Lines 8-9).

With the selected repair units set $R'$ in line 9, we further
determine the accurate location of inconsistent intervals
which contains rotation pattern $\sigma$ by processing algorithm
$\text{II}E(\Phi(S), \sigma)$ (see Algorithm 3 below). After that, we enu-
nerate each independent interval $I$ from $I(\sigma)$, in which we
combine all accepted rotation patterns into a final integrated
repair schema $\varphi_r$ and make the final repair of $S$. After all
repair units are processed, Algorithm 2 finishes and returns
high-quality time series $S_r$ along with all repairing schemas
$\Phi_r(S)$.

4.2 Inconsistency Intervals Evaluation

We now introduce how to detect the accurate location of inconsistent intervals. As discussed above, we enumerate to
evaluate each repair unit of a rotation pattern $\sigma$ (Line 10
in Algorithm 4). During the process, we need to label which
time intervals contains inconsistency pattern $\sigma$ and which
does not. We propose a boolean sequence $B$ for rotation
pattern $\sigma$ in Definition 12 which can assist to identify and
extract inconsistent intervals.

**Definition 12. (Boolean sequence of $\sigma$).** Given a $N$-length
$M$-dimensional $S$, $B(\sigma) = (b_1, \ldots, b_N)$ is a boolean
sequence w.r.t. rotation pattern $\sigma$, where $b_i (i \in [1, N])$
is a binary value assigned according to $\sigma$ as follows,

\[
b_i = \begin{cases} 
1, & \sigma \text{ exists in } t_i \\
0, & \text{ otherwise.}
\end{cases}
\]

where $t_i$ is the $i$-th time point of $S$. $B(\sigma)$ has the same
length with $S$, i.e., $B(\sigma) = \text{Size}(S) = N$. \( \square \)

From the above, element $b_i = 1$ in $B(\sigma)$ represents that
rotation $\sigma$ is adopted at time point $t_i$, while $0$ means $\sigma$ is
not adopted at $t_i$ or no inconsistency happens in $t_i$. An
intuitive observation is, either $0$s or $1$s in $B(\sigma)$ trends to
continuously appear and make up a time interval. We de-
note a subsequence only consisting $0$ (resp. $1$) as $0$-sequence
Algorithm 2: Determining Repair Schemas

Input: the candidate $\Phi(S)$, schema applied interval length threshold: $\text{len1}$
Output: $\Phi_{r}(S)$
1 Initialize $R \leftarrow \emptyset$;
2 foreach $\varphi \in \Phi(S)$ do
3 foreach $\sigma \in \varphi$ do
4 if $\sigma$ does not exist in $R$ then
5 create a triple $R : [\sigma, T, \text{Size}(T)]$ for $\sigma$;
6 $R \leftarrow R \cup \{\sigma\}$;
7 update $\text{Size}(T)$ in $R$;
8 Sort all repair triples in $R$ in descending order of $\text{Size}(T)$;
9 $R' \leftarrow$ select repair triples by $\text{Size}(T) \geq \text{len1}$;
10 foreach $R \in R'$ do
11 $I(\sigma) \leftarrow \text{IF}(\Phi_{r}(S), \sigma)$; // see Algorithm 3
12 foreach $I \in I(\sigma)$ do
13 repair $I$ with $\sigma$ and update $S_{r}$ with repaired $I$;
14 $\varphi(I) \leftarrow \varphi(I) \cup \sigma$;
15 $\Phi_{r}(S) \leftarrow \Phi_{r}(S) \cup R$;
16 return $S_{r}$ and $\Phi_{r}(S)$;

Algorithm 3: Inconsistent Intervals Evaluation

Input: the candidate $\Phi(S)$, $\theta$, minimum inconsistency interval length threshold: $\text{len2}$
Output: $I(\sigma)$: the inconsistent intervals set repaired by $\sigma$
1 Initialize boolean intervals set repaired by $\sigma$
2 foreach $\varphi \in \Phi(S)$ do
3 if $(\sigma_{1}, ..., \sigma_{n}) \in \varphi \text{ and } \forall \sigma_{i} \in \sigma \text{ has not been repaired}$ then
4 $b_{k} \leftarrow 1$;
5 else
6 $b_{k} \leftarrow 0$;
7 foreach $b_{j} \in B(j \geq 2)$ do
8 if $b_{j} = b_{j-1}$ then
9 $\Delta \text{UNION}(b_{j}, b_{j-1});$
10 $B \leftarrow \{d_{x}|d_{x} \text{ is the current independent element in } \Delta\}$;
11 foreach $B_{i}^{+} \in B$ do
12 for $\text{Bool} \in \{0, 1\}$ do
13 if the boolean value of $B_{i}^{+}$ equals to $\text{Bool}$ and $\tau > \theta$, then
14 label each element in $B_{i}^{+}$ with $\text{Bool}$;
15 $\Delta \text{UNION}(B_{i}^{+}, B_{i+1}^{+}),$
16 $\Delta \text{UNION}(B_{i+1}^{+}, B_{i+2}^{+})$;
17 foreach $d_{x} \in \Delta$ do
18 if $b_{d_{x}} = 1 \text{ and } \text{Size}(d_{x}) < \text{len2}$ then
19 $I(\sigma) \leftarrow I(\sigma) \cup d_{x};$
20 return $I(\sigma)$;

block a.k.a $B^{0}$ (resp. 1-sequence block $B^{1}$). Accordingly, $B(\sigma)$ covers alternating appearance of $B^{0}$ and $B^{1}$, denoted by $B(\sigma) = \{\cdots, B_{i}, B_{i+1}^{0}, B_{i+2}^{1}, \cdots\}$.
It is easy to discover subsequence $B^{k}$ when the element 1 continuously and uninterrupted lasts for a number of time points in $B(\sigma)$. However, things are not simple when element 1s and 0s are intertwined in a period of time. It can be concluded that there exists falsely recorded 1s or 0s, for the reason that the occurrence of inconsistent instances always continues for a time duration, rather than happen in a quite short period of time. Such cases include two false patterns: i) $b_{i}$ is a false positive (FP) where the normal pattern is falsely detected to be inconsistent and repaired by $\sigma$, or ii) $b_{i}$ is a false negative (FN) where the inconsistency are falsely identified to be normal.

Faced with both problems, we consider a metric $\tau$ to measure whether a $B^{1}$ should be merged into its neighbor $B^{0}$ or not. In order to identify all real $B^{1}$s, i.e., the real inconsistent intervals with rotation $\sigma$, we evaluate all $B^{0}$s and $B^{1}$s with Equation (5).

$$\tau = \frac{|B_{i+1}^{0}|}{|B_{i}| + |B_{i+2}^{1}|}, \quad (5)$$

where $B_{i}, B_{i+1}, B_{i+2}$ are three continuous subsequences in $B(\sigma)$, and $|B_{i}|$ is the length of $B_{i}$.

Now we present inconsistent intervals evaluation process in Algorithm 3. We evaluate each $\varphi$ with the involved rotation patterns in $\varphi$, and generate the boolean sequence of each $\sigma$ according to Definition 12 (Lines 3-6). We then begin to detect inconsistent intervals by determining all real $B^{1}$s with the start and end time points from $B(\sigma)$. For efficiency optimization, we use Disjoint Set structure [2] to gather a subsequence $B^{1}$ (resp. $B^{0}$) with elements 1 (resp. 0) in lines 7-9, and further, we decide whether a $B^{0}$ should be merged into its neighbour $B^{1}$ or vice versa (Lines 11-15).

After $B(\sigma)$ is kept as $\{\cdots, B_{i}^{0}, B_{i+1}^{0}, B_{i+2}^{1}, \cdots\}$ with disjoint structure $\Delta$, we copy $B(\sigma)$ to a set $B$ and make further modification on $B$ to avoid breaking the original structure in $B(\sigma)$. In the loop lines 11-15, we enumerate each element $B_{i}^{+}$ from set $B$, and compute $\tau$ according to Equation (5). We merge the current $B_{i}^{+}$ with its neighbor block with the union function $\Delta$ if $\tau$ is smaller than a given threshold $\theta_{r}$ (Lines 14-15). It illustrates that the size of $B_{i+1}^{+}$ is too small to support its boolean value here, and the real value of $B_{i+1}^{+}$ should be replaced by its neighbor blocks i.e., $B_{i}^{+}$ and $B_{i+2}^{+}$. After the whole union process, we enumerate the updated 1-sequence blocks. If the block length is no smaller than len2, i.e., it has enough length to be identified as an inconsistency instance, this block will be inserted into the inconsistent intervals set $I(\sigma)$ (Lines 17-18). Algorithm 3 finishes until all sequence blocks in $B(\sigma)$ have been processed.

5 Experimental study

We now evaluate the experimental study of the proposed methods. All experiments run on a computer with 3.40 GHz Core i7 CPU and 32GB RAM.
5.1 Experimental Settings

Data source. We conduct our experiments on real-life industrial equipment monitoring data collected from two large-scale power stations. Details are shown in Table 2.

(1) FPP-sys dataset describes five main components of one induced draft fan equipment with 48 attributes from a large-scale fossil-fuel power plant. Data on more than 1050K historical time points for 5 consecutive months are applied in our sequence behavior model. We report our experimental results of repairing inconsistency on 50K time points.

(2) WPP-sys dataset has 150 attributes describing the working condition of fan-machine groups from a wind power plant. It collects data each 8 seconds, and 1620K time points data has been used in modelling process and we detect and repair inconsistency in 75K time points data in the experiments.

Implementation. We have developed Cleanits, a data cleaning system for industrial time series in our previous work [6], where three IoT data cleaning and repairing functions are implemented under real industrial scenarios. We implement all algorithms of the proposed method in this paper as named ISR. Besides, we implement another three algorithms for comparative evaluation:

- G-ISR uses greedy-based algorithm in bipartite graph matching in Algorithm 1 with the other steps the same as ISR;
- CRS only executes Algorithm 1 with maximum weight matching and outputs Φ(S) and cand(S) as the final repair result;
- λ-Block blocks the N-length S into small-length intervals, and takes each interval data as a whole part in behavior modelling process. The following steps are the same as ISR. The appropriate length of blocked intervals is λ · √N, λ ∈ [1, 10]. We report the experimental result with λ = 1 as the best performance of λ-Block method.

Measure. Since that the solution of inconsistency repairing problems contains both detection and repairing tasks, we evaluate and report algorithm performance in detection phase and repairing phase independently. We apply Precision (P) and Recall (R) metrics to evaluate the performance of all comparison algorithms. In detection phase, we evaluate how well the algorithm identifies inconsistency intervals with Equation (6). Pd measures the ratio between the number of inconsistent intervals correctly detected and the total number of intervals detected by algorithms. Rd is the ratio between the number of intervals correctly detected and the total number of all inconsistent intervals. In repairing phase, we report the repairing quality with Equation (7). Pr computes the ratio between the number of inconsistent intervals correctly repaired and the total number of inconsistent intervals correctly detected from the above detection phase. Similarly, Rr is the ratio between the number of correct repairs and the number of all detected inconsistent intervals.

It is worth noting that we pay more attention to the identification quality of inconsistent time intervals in detection evaluation, while we focus on the repair quality of concrete inconsistency instances in repairing results.

\[
P_d = \frac{\text{correctDetection}}{\text{Detection}}, R_d = \frac{\text{correctDetection}}{\text{InconsistentIntervals}} \quad \text{(6)}
\]

\[
P_r = \frac{\text{correctRepair}}{\text{Detection}}, R_r = \frac{\text{correctRepair}}{\text{InconsistentIntervals}} \quad \text{(7)}
\]

5.2 Evaluation on Real Errors

General performance. Table 3 shows the repair performance of algorithms on the two datasets, with #Time points = 45K in FPP-sys and #Time points = 60K in WPP-sys. Experimental results for algorithm λ-Block with varying λ show that the appropriate length of blocked intervals is λ · √N, λ ∈ [1, 10]. We show the experimental result with λ = 1 below as the best performance of λ-Block method.

Table 3 shows that our proposed ISR has the highest performance of Pr and Rr on the two datasets. The repair recall of ISR is slightly higher than the precision. CRS comes the second, and its repair performance is a little better than G-ISR. It demonstrates that the greedy-based matching applied in G-ISR is not as reliable as the maximum weight matching in ISR. For CRS, without further evaluation on candidate repair schemas, it fails to provide high-quality repair results as ISR does. It is not surprising that Block has low costs on both datasets. However, the repair quality of Block is poor with the lowest repair precision of these four algorithms.

We next report the detailed experimental results of all algorithms on the FPP-sys dataset with two important parameters: total data amount (i.e., #Time points) and the maximum amount of inconsistent attributes (i.e., #InconsistentAttr).

Varying data amount. We report algorithm performance comparison on data volume varying from 20K to 50K in FPP-sys dataset with various inconsistent time intervals. On the condition that #InconsistentAttr = 12, Figure 5 and Figure 6 show the performance on inconsistency detection and repairing, respectively.

Figure 5 reveals that with the increasing data amount, the proposed ISR can always well detect inconsistent intervals, and outperforms the other three methods on both Pd and Rd. When #Time points reaches 40K, ISR’s Pd maintains around 0.9, while Rd keeps 0.92. It verifies that the proposed inconsistency detection method as well as the fault-tolerance strategy really contribute to a high-quality repairing of inconsistent intervals in industrial time series data.

Method G-ISR and CRS come the second place on both
P_d and R_d. For CRS, it outputs the repairing schemas from Algorithm 1 as the final results without a further fault-tolerance strategy. This results in the poor performance of CRS compared with ISR. Figure 5(a) shows that P_d of CRS never reach 0.9 and it has a downtrend with the increasing data volume. For G-ISR, the simple greedy-based matching approach does not make enough interval identification as the maximum weight matching does. It is because that G-ISR sometimes computes incorrect candidate repair schemas, and consequently, the further inconsistent interval evaluation process fails to always provide reliable results. Method Block comes the least, and both metrics fell seriously with the growing data volume. It verifies that inconsistency problems cannot be detected well by such blocking method. As a crucial parameter affecting the quality of sequence behavior models, the appropriate blocking length of intervals is challenged to be determined. In addition, some inconsistency instances with a small number of inconsistent attributes are difficult to be discovered by Block.

Figure 6 shows inconsistency repairing performance comparison vs. data volume. P_r and R_r. For CRS, it outputs the repairing schemas from Algorithm 1 as the final results without a further fault-tolerance strategy. This results in the poor performance of CRS compared with ISR. Figure 6(a) shows that P_r of CRS never reach 0.9 and it has a downtrend with the increasing data volume. For G-ISR, the simple greedy-based matching approach does not make enough interval identification as the maximum weight matching does. It is because that G-ISR sometimes computes incorrect candidate repair schemas, and consequently, the further inconsistent interval evaluation process fails to always provide reliable results. Method Block comes the least, and both metrics fell seriously with the growing data volume. It verifies that inconsistency problems cannot be detected well by such blocking method. As a crucial parameter affecting the quality of sequence behavior models, the appropriate blocking length of intervals is challenged to be determined. In addition, some inconsistency instances with a small number of inconsistent attributes are difficult to be discovered by Block.

Varying inconsistent attributes. Figure 7 and Figure 8 report the performance on the condition that #Time points = 45K in FPP-sys with #Inconsistent Attr varying from 3 to 18.

Figure 7(a) shows that ISR has the highest P_d and it keeps 0.87-0.91 against the increasing number of inconsistent attributes. ISR’s repair recall only presents a slight drop when #Inconsistent Attr is larger than 12. CRS has a serious drop in the two metrics, which reflects the detection quality of CRS decreases when there exists inconsistency instances with more attributes. In general, Figure 7 confirms that our method is effectiveness in detecting inconsistency issues in monitoring industrial data under complex conditions.

Figure 8 shows the repairing performance comparison among four methods. All methods suffer a drop in both P_r and R_r with the increasing number of inconsistent attributes. Our ISR can still achieve P_r > 0.78 and R_r > 0.85 with the maximal inconsistency instances existing in 12 attributes simultaneously. The results verify that ISR are able to repair inconsistent instances effectively from low-quality data with multiple inconsistent attributes. These metric values are acceptable and those false-repaired instances can be returned to artificial evaluation process as mentioned in Sec. 3.2.

Figure 8 shows the repairing performance comparison among four methods. All methods suffer a drop in both P_r and R_r with the increasing number of inconsistent attributes. Our ISR can still achieve P_r > 0.78 and R_r > 0.85 with the maximal inconsistency instances existing in 12 attributes simultaneously. The results verify that ISR are able to repair inconsistent instances effectively from low-quality data with multiple inconsistent attributes. These metric values are acceptable and those false-repaired instances can be returned to artificial evaluation process as mentioned in Sec. 3.2.

Compared with ISR, both G-ISR and CRS suffer a sharp drop with the increasing number of inconsistent attributes. And G-ISR never performances better than ISR. This illustrates that 1) the proposed ISR can detect inconsistent instances effectively from low-quality data with multiple inconsistent attributes, and 2) the greed-based matching approach is not as effective as the maximum weight approach, and it gets even worse in the cases that inconsistency happens in much more attributes.

Efficiency. We report execution time costs of each method with varying data volume in Fig. 9. Figure 9(a) shows the total running times on the condition that #In-
consistent Attr = 12. Our method ISR has the highest time cost, which is only a little higher than the time cost of CRS. It is because Algorithm 2 and Algorithm 3 in ISR spend more time than CRS to determine the final repair schemas. However, it is easy to see that our repairing schemas determination step does not take much time in each inconsistency solution. It also reflects the Disjoint structure applied in Algorithm 3 does improve the efficiency of determining repair solution. The time costs difference between are certainly to be acceptable, for ISR achieve better inconsistency repairing performance than CRS does. Execution time of ISR and CRS increase slower when #Time points reaches 35K, and we are able to finish detection and repairing of inconsistency issues within 5 days’ monitoring time series in 2.5 minutes.

G-ISR has less running times than ISR and CRS, for the reason that G-ISR spends less time in graph matching and obtaining candidate repairing schemas with greedy-base method. Block costs the least time compared with the other methods. It saves much time in the process of bipartite graph construction and matching computation.

Time costs with varying total number of inconsistent attributes w.r.t #Time points = 45K in FPP-sys is shown in Fig. 9(b). With the increasing #Inconsistent Attr, all methods shows a growing execution time cost. It is because algorithms need more computation (especially in graph matching and determining repair schemas) when repairing complex inconsistency instances among more attributes. Our proposed ISR has the highest time cost. But ISR in general can finish inconsistency detection and repairing in 9 attributes on 45K time points in 145 seconds. It verifies the effectiveness and efficiency of our method in industrial temporal data cleaning under complex data quality problem scenarios.

6 Related Work

We summarize a few works related to our proposed inconsistency issues in time series.

Temporal data cleaning. Data cleaning and repairing is of great importance in data preprocessing, which has been studied extensively. Along with the rise of temporal data mining, temporal data quality issues become serious. Effective cleaning on temporal data is gaining attention according to its valuable temporal information. With the fact that timestamps are often unavailable or imprecise in data application [10], [11], the cleaning involves two main problems: 1) cleaning inconsistent or imprecise timestamps, and 2) repairing anomalous data values and errors. For the former problem, [12] first proposes a temporal constraints processing framework to address time-related relationship between events. Song et al. [13] develops high-quality temporal constraints-based repairing algorithms to solve inconsistent timestamps problems. [10] proposes a temporal framework to assign possible time interval to each event considering occurrence times of patterns. For the latter, both statistical-based [14], [15] and constraints-based [16], [17] cleaning are widely applied in temporal data quality improvement. [16] extends the idea of constraints from dependencies defined on relational database (e.g., FD, CFD in [18]), and proposes sequential dependencies (SD) to describe the semantics of temporal data. Accordingly, speed constraints are developed in sequential data and applied to time series cleaning solutions [15], [17].

Anomaly Detection over time series. As one common form of temporal data, time series becomes more easily to be collected and further analyzed under data application scenarios. Anomaly detection (see [19] as a survey) is an important step in time series management process [20], which aims to discover unexpected changes in patterns or data values in time series. Gupta et al. [4] summarizes anomaly detection tasks in kinds of temporal data and provide an overview of detection techniques (e.g., statistical techniques, distance-based approaches, classification-based approaches) in different scenarios. Time series anomaly detection tasks include discovering discrete abnormal data points (outliers) and anomalous (sub)sequences. Autoregression and window moving-average models (e.g., EWMA, ARIMA [21]) are widely used in outlier points detections [22]. On the other hand, anomalous subsequences are more challenged to be detected because abnormal behaviors within subsequences are difficult to be distinguished from normal behaviors [2]. Sequence patterns discovery in time series is continuously studied such as [23], [24], [25] studies abnormal time series intervals and abnormal subsequences. Further, high-dimension feature in time series is taken into account for effectiveness improvement in anomaly detection methods [26], [27].

As the inconsistency problems in industrial temporal data have just been brought to attention in both research and applications of IoT, especially in IIoT scenarios. Technological breakthroughs are still in demand in developing a comprehensive data quality improvement and data cleaning approaches, where inconsistency repairing is a key problem. In our pervious work [5], we develop a data cleaning systems Cleanits, in which we implement reliable data cleaning algorithms about missing value imputation, abnormal subsequence detection and so on.

Our work in this paper develops an integrated data inconsistency repairing method on IoT time series data. The proposed method can also complement existing IoT data cleaning techniques.

7 Conclusion

We formalize one serious inconsistency problem on multivariate industrial time series data in this paper. We propose an integrated method to detect inconsistent instances and then repair them with correct schemas. The proposed
method achieves that: (1) It is effectiveness in IIoT data quality management and data cleaning tasks, (2) Less-negative-cumulative-effect sequence behavior modelling guarantees the reliable of the proposed inconsistency detection process, and (3) Fault-tolerance evaluation on candidate repairing schemas contribute to high-quality repairing on various inconsistency instances. The evaluation results on real-life IIoT data show that the proposed method effectively detects and repairs inconsistency instances in industrial time series within a reasonable time in IoT data monitoring systems.
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