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\textbf{ABSTRACT}

The analysis of left truncated and right censored data is very common in survival and reliability analysis. In lifetime studies patients are often subject to left truncation in addition to right censoring. For example, in bone marrow transplant studies based on International Bone Marrow Transplant Registry (IBMTR), the patients who die while waiting for the transplants will not be reported to the IBMTR. In this paper, we develop novel U-statistics under left truncation and right censoring. We prove the $\sqrt{n}$-consistency of the proposed U-statistics. We derive the asymptotic distribution of the U-statistics using the counting process technique. As an application of the U-statistics, we develop a simple non-parametric test for testing the independence between time to failure and cause of failure in competing risks when the observations are subject to left truncation and right censoring. The finite sample performance of the proposed test is evaluated through a Monte Carlo simulation study. Finally, we illustrate our test procedure using the lifetime data of transformers.
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\section{1. Introduction}

A common problem in practice is the presence of censoring event $C$ that makes the variable of interest (lifetime) $X$ unobservable. That is, some of the lifetimes may not be observed because of censoring. For example, in the context of medical trials where patients often survive beyond the end of the trial period or are lost to follow-up for some reason. In addition to censoring, one may have encountered left truncation, where we do not observe lifetime when $X < L$ where $L$ is the truncation random variable. Left truncation occurs when the failure time of the subject under study is included in the sample if the failure time is greater than the truncation time. This happens when the study subjects enter into the study at a time point, which is not necessarily the time origin for the event of interest. Then we observe the subjects from this particular time until they experience the event of interest or until they are censored [1,2]. Recently, Michimae and Emura [3] developed likelihood inference for copula-based competing risks models under left truncation.

The present study was motivated by a real example of left truncated right censored data that appeared in Hong et al. [4]. The data consist of the lifetimes of high voltage power transformers.
transformers from an energy company in the USA. There were approximately 15,000 transformers and the company started recording information about the transformers in 1980. The data contain information on transformers which are installed before or after 1980 but failed after 1980. In this paper, we considered the data till 2008. Thus, the lifetime of the transformers which are still in service in 2008 is considered as right censored. Moreover, no information was available for the units which are installed and failed before 1980. Hong et al. [4] were interested in predicting the remaining lifetime of the transformers and the rate of failure of these transformers over time. They used a parametric model for explaining the distribution of the lifetime of transformers. For the analysis of transformers data, Balakrishnan and Mitra [5–7] considered different parametric models for the lifetime distribution of transformers under left truncation and right censoring. Kundu et al. [8] used the same data with further information on the causes of failures of transformers. They considered the parametric analysis of the data in the presence of competing risks. The parametric models are more accurate only when we are able to correctly specify the underlying distribution. These facts motivated us to develop non-parametric inferences for such data.

Another example is the bone marrow transplant (BMT) study using International Bone Marrow Transplant Registry (IBMTR). The patients who die while waiting for the transplants will not be reported to the IBMTR and the patients who are lost to follow-up are subject to random right censoring. Hence it is important to study and develop methods to deal with left truncated and right censored samples. In the analysis of left truncated right censored data, researchers assume the quasi-independence between the truncation time and time to event. The above BMT example is the one where the longer waiting time is a common predictor for survival outcome and thus the left truncation is not random. Many researchers considered the copula-based models to handle the problem of dependent left truncation [9–11]. Recently, Vakulenko-Lagun et al. [12] proposed an inverse probability weighted approach to estimate the failure time distribution when shared covariates induce the dependence between the truncation time and event time. In competing risks case, the problem of dependent truncation is addressed by Stegherr et al. [13], where they considered the inverse probability weighted approach to model the dependent left truncation. We refer interested readers to Jiang et al. [14], Klein and Moeschberger [2], Geskus [15], Zhang et al. [16], Su and Wang [17], Vakulenko-Lagun and Mandel [18], Cortese et al. [19], Chen et al. [20], Chen and Shen [21], Efromovich and Chu [22], Hou et al. [23], Jiang et al. [24], Chen and Yi [25] and Emura and Michimae [26] and the references therein for some recent works based on left truncated and right censored data.

The theory of U-statistics has a major role in finding non-parametric estimators of parameters of interest. Interested readers may refer to Lee [27] and Kowalski and Xin [28] for more discussion about the application of U-statistics in different fields. Based on U-statistics, Jing et al. [29] devolved jackknife empirical likelihood inference which had considerable attention recently. Due to the plethora of use cases in non-parametric inference, it is desirable to develop U-statistics under different censoring schemes and truncations. In this scenario, an important concern is the reworking and extension of the procedures which exist for completely observed data. Using the inverse probability of censoring weighted (IPCW) approach, Datta et al. [30] developed a right-censored version of U-statistics. Satten et al. [31] and Chen and Datta [32] discussed comparison of two distributions using two sample U-statistics in the presence of right censoring and confounding covariates.
Motivated by these works, in this paper, an attempt is made to develop U-statistics for left truncated and right censored data.

The rest of the paper is organized as follows. In Section 2, we develop novel U-statistics for left truncated and right censored data. We prove the consistency and asymptotic normality of the proposed U-statistics. We also obtain a consistent estimator of the asymptotic variance. In Section 3, making use of the U-statistics, we develop a new test for testing the independence between the cause of failure and failure time in competing risks under the left truncated and right censored data setup. The finite sample performance of the test is evaluated through a Monte Carlo simulation study. The proposed method is illustrated using the lifetime data of transformers. Concluding remarks along with some open problems are given in Section 4.

2. Proposed U-statistics

Suppose \(X, C\) and \(L\) denote the failure time, censoring time and truncation time random variables, respectively. Let \(F(\cdot)\) be the distribution function of \(X\) and \(\bar{F}(x) = 1 - F(x)\). We assume that \((L, C)\) is independent of \(X\) and follows a joint distribution \(G\) with \(P(L < C) = 1\). The left truncated right censored data are the truncated part of an independent and identically distributed (iid) sample \([33]\). These truncated observations are independent and identically distributed conditional on the sample size \([34]\). Now suppose that data are available on \(n\) independent and identically distributed random vectors \((T_i, \epsilon_i, \delta_i)\) drawn from \((T, \epsilon, \delta)\), where \(T = \min(X, C)\), \(\delta = I(X < C)\) and \(\epsilon = I(L < T)\). Here \(\delta\) is the censoring indicator, while \(\epsilon\) is used to specify the truncation. Under left truncation, the lifetime \(T\) is observed only when \(T > L\) and thus the number of individual is not known at time zero (see Section 3 of \([35]\)).

We start by defining U-statistics for complete (uncensored) data. Let \(X_1, \ldots, X_n\) be a random sample of size \(n\) from \(F\). Let \(h(X_1, \ldots, X_m)\) be a symmetric kernel of degree \(m\) with the property \(E(h(X_1, \ldots, X_m)) = \theta\), where \(\theta\) is real. The U-statistics with symmetric kernel \(h\) is defined as

\[
U = \frac{1}{\binom{n}{m}} \sum_{1 \leq i_1 < \cdots < i_m \leq n} h(X_{i_1}, \ldots, X_{i_m}),
\]

where we use \(i_1, \ldots, i_m\) to indicates \(m\) integers chosen from \((1, \ldots, n)\). U-statistics are widely used for finding estimators of several statistical functionals as well as for developing non-parametric tests as their asymptotic properties are well established. Lehmann \([36]\) proved the strong consistency of U-statistics. Moreover, the asymptotic distribution of \(U\) is Gaussian with mean \(\theta\) and variance \(m^2 \sigma^2\) (see Theorem 1, Chapter 3 of \([27]\)) where \(\sigma^2 = \text{Var}(E(h(X_1, \ldots, X_m) \mid X_1))\).

Next we define U-statistics for left truncated and right censored (LTRC) data. We use IPCW approach to define U-statistics. To find the weight used in IPCW approach we consider

\[
E(\delta \epsilon T) = E(\delta \epsilon X)
= E(E(\delta \epsilon X \mid X))
= E(X P(C > X > L \mid X)).
\]
The first identity follows from the fact that $T = X$ when $\delta = 1$. In view of Equation (1), we consider a weight function $\frac{\delta \epsilon_i}{P(L_i < T_i < C_i)}$ for defining the U-statistics when the sample contain LTRC observations.

We define U-statistics for LTRC data as

$$U_m = \frac{1}{\binom{m}{n}} \sum_{1 \leq i_1 < \cdots < i_m \leq n} \frac{h(T_{i_1}, \ldots, T_{i_m}) \prod_{l \in i} \delta_l \epsilon_l}{\prod_{l \in i} P(L_i < T_i < C_i)},$$

provided $P(L_i < T_i < C_i) > 0$, for each $i$, with probability one. Here, the notation $l \in i$ is used to indicate that $l$ is one of the integers $\{i_1, i_2, \ldots, i_m\}$ chosen from $(1, \ldots, n)$. For $m = 1$ and $m = 2$ we have

$$U_1 = \frac{1}{n} \sum_{i=1}^{n} \frac{h(T_i) \delta_i \epsilon_i}{P(L_i < T_i < C_i)}$$

and

$$U_2 = \frac{2}{n(n-1)} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{h(T_i, T_j) \delta_i \delta_j \epsilon_i \epsilon_j}{P(L_i < T_i < C_i)P(L_j < T_j < C_j)}.$$

Using Equation (1), it can be easily verified that the U-statistics defined in Equation (2) is an unbiased estimator of $\theta$. Since $U_m$ is a U-statistic with kernel $\frac{h(T_{i_1}, \ldots, T_{i_m}) \prod_{l \in i} \delta_l \epsilon_l}{\prod_{l \in i} P(L_i < T_i < C_i)}$ it is a consistent estimator of $\theta$ and has asymptotic normal distribution.

As $P(L_i < T_i < C_i)$ appeared in the Equation (2) is not known, we need to estimate it. We estimate it by $\hat{K}_c(T_i)$ and is given in Equation (6) below. Hence we define IPCW U-statistics under left truncation and right censoring as

$$\hat{U}_m = \frac{1}{\binom{m}{n}} \sum_{1 \leq i_1 < \cdots < i_m \leq n} \frac{h(T_{i_1}, T_{i_2}, \ldots, T_{i_m}) \prod_{l \in i} \delta_l \epsilon_l}{\prod_{l \in i} \hat{K}_c(T_i)}.$$

Next, we study the asymptotic properties of $\hat{U}_m$. First, we establish the consistency of $\hat{U}_m$. The proof of the following theorem is given in Appendix.

**Theorem 2.1:** Assume $E|h(T_1, T_2, \ldots, T_m)| < \infty$. As $n \to \infty$, $\hat{U}_m$ converges in probability to $\theta$.

Next, we obtain the asymptotic distribution of $\hat{U}_m$. For $i = 1, 2, \ldots, n$, we define $N_i(t) = I(L_i < T_i \leq t, \delta_i = 1)$ and $N^{c}_i(t) = I(L_i < T_i \leq t, \delta_i = 0)$ as the counting process corresponding to the failure time and the censoring time, respectively. Also, denote $N(t) = \sum_{i=1}^{n} N_i(t)$, $N^c(t) = \sum_{i=1}^{n} N^{c}_i(t)$. We define risk indicator as $Y_i(t) = I(T_i \geq t \geq L_i)$ and $Y(t) = \sum_{i=1}^{n} Y_i(t)$. Note that the risk set $Y(t)$ at $t$ contains the subjects who entered the study before $t$ and are still under study at $t$. Clearly $N^{c}_i(t)$ is local sub-martingale with appropriate filtration $F_t$. The martingale associated with the censoring counting process
with filtration $\mathbb{F}_t$ is given by

$$M^c_i(t) = N^c_i(t) - \int_0^t Y_i(u) \lambda_c(u) \, du, \quad i = 1, 2, \ldots, n,$$

(3)

where $\lambda_c(\cdot)$ is the hazard function corresponding to the censoring variable $C$ under left truncation. The cumulative hazard function of $C$ is given by $\Lambda^c(t) = \int_0^t \lambda_c(u) \, du$. Denote $M^c(t) = \sum_{i=1}^n M^c_i(t)$.

Now, we define the sub-distribution function of $T_1$ corresponding to $\delta_1 = 1$ and $\epsilon_1 = 1$ as

$$S(x) = P(T_1 \leq x, \delta_1 \epsilon_1 = 1).$$

(4)

Let

$$w(t) = \int_{0}^{\infty} \frac{h_1(x)}{P(L_1 \leq x \leq C_1)} I(x > t) \, dS(x),$$

(5)

where $h_1(x) = E(h((T_1, \delta_1), \ldots, (T_m, \delta_m)) \mid (T_1, \delta_1) = (x, \delta_1))$. Also, denote $y(t) = P(T_1 \geq t \geq L_1)$. An estimator of the survival function of censoring variable $C$ under left truncation, denoted by $\hat{K}_c$, is given by

$$\hat{K}_c(\tau) = \prod_{t \leq \tau} \left(1 - \frac{dN^c(t)}{Y(t)}\right).$$

(6)

As an analog to the Nelson-Aalen estimator, the estimator for cumulative hazard function for $C$ under left truncation is defined as

$$\hat{\Lambda}_c(\tau) = \int_0^\tau \frac{dN^c(t)}{Y(t)}.$$  

(7)

In both the definitions given in Equations (6) and (7) we assume $Y(t)$ is non-zero with probability one. The relationship between $\hat{K}_c(\tau)$ and $\hat{\Lambda}_c(\tau)$ is given by

$$\hat{K}_c(\tau) = \exp[-\hat{\Lambda}_c(\tau)].$$

(8)

Next, we state the assumptions needed to prove the asymptotic distributions.

(C1) $E(h((T_1, \delta_1), \ldots, (T_m, \delta_m))) < \infty$,

(C2) $\int \frac{h_1^2(x)}{K^2(x)} \, dS(x) < \infty$,

(C3) $\int \frac{w^2(x) \lambda_c(x)}{y(x)} \, dx < \infty$.

The asymptotic distribution of $\hat{U}_m$ is given in the next theorem and the proof of the same is given in the Appendix.

**Theorem 2.2:** Under the conditions C1–C3, as $n \to \infty$, $\sqrt{n}(\hat{U}_m - \theta)$ converges in distribution to Gaussian random variable with mean zero and variance $m^2 \sigma^2_c$, where $\sigma^2_c$ is given
by

$$\sigma^2_c = \sigma^2_1 + \sigma^2_2$$  \hspace{1cm} (9)$$

with

$$\sigma^2_1 = \text{Var} \left( \frac{h_1(X)\delta_1\epsilon_1}{K_c(X)} \right)$$

and

$$\sigma^2_2 = \int_0^\infty \frac{w^2(x)d\lambda_c(x)}{y(x)}. \quad (10)$$

Next, we find a consistent estimator of the asymptotic variance $\sigma^2_c$. Using the re-weighting principle an estimator of $h_1(x)$ is given by

$$\hat{h}_1(x) = \frac{1}{nm} \sum_{1 \leq i_2 < \cdots < i_m \leq n} \frac{h(x, T_{i_2}, \ldots, T_{i_m})\delta_{i_2} \ldots \delta_{i_m}\epsilon_{i_2} \ldots \epsilon_{i_m}}{K_c(T_{i_2}) \ldots K_c(T_{i_m})}. \quad (11)$$

A consistent estimator $\sigma^2_1$ is given by

$$\hat{\sigma}^2_1 = \frac{1}{n-1} \sum_{i=1}^n (V_i - \bar{V})^2,$$

where

$$V_i = \frac{\hat{h}_1(T_i)\delta_i\epsilon_i}{K_c(T_i)} \quad \text{and} \quad \bar{V} = \frac{1}{n} \sum_{i=1}^n V_i.$$

Using Equations (5) and (11), we find an estimator of $w(x)$ as

$$\hat{w}(x) = \int_0^\infty \frac{\hat{h}_1(z)I(z > x)}{K_c(z)} d\hat{S}(z) = \frac{1}{n} \sum_{i=1}^n \frac{\hat{h}_1(T_i)I(T_i > x)\delta_i\epsilon_i}{K_c(T_i)}. \quad (12)$$

We can estimate $y(x)$ by $\frac{Y(x)}{n}$. Hence using (7), from Equation (10) we obtain an estimator of $\sigma^2_2$ as

$$\hat{\sigma}^2_2 = \sum_{i=1}^n \frac{n\hat{w}^2(T_i)(1 - \delta_i)}{Y^2(T_i)}.$$

Therefore, an estimator of the asymptotic variance $\sigma^2_c$ is given by

$$\hat{\sigma}^2_c = \frac{1}{n-1} \sum_{i=1}^n (V_i - \bar{V})^2 + \sum_{i=1}^n \frac{\hat{w}^2(T_i)(1 - \delta_i)}{Y^2(T_i)/n}.$$
3. Test for competing risks

In classical survival studies, the study subjects are at risk of one terminal event. However, in many survival studies, the failure (death) of an individual may be due to one of \( k \) (say) causes. In such situations, each unit under study is exposed to \( k \) causes of failure, but its failure can be due to exactly one of these causes of failure. The data that arise from such contexts is known as competing risks data. In the literature, competing risks data are modelled using a latent failure time approach or through a bivariate random pair \((X, J)\), where \( X \) is the failure time of the unit and \( J \in \{1, 2, \ldots, k\} \) is the corresponding cause of failure. The latent failure time approach has identifiability issues [37]. The approach based on the observable random pair \((T, J)\) helps us to overcome the identifiability issue that may arise with the latent failure time approach. In our study, we restrict to the case \( k = 2 \). For modelling and analysis of competing risks data, one may refer to Kalbfleisch and Prentice [1], Lawless [38] and Crowder [39].

The joint distribution of \((X, J)\) is specified by the sub-distribution functions (cumulative incidence functions)

\[
F_r(t) = P(X \leq t, J = r), \quad r = 1, 2. \tag{13}
\]

Then \( F(x) = F_1(x) + F_2(x) \). We define \( P_r = P(J = r), r = 1, 2 \) with \( P_1 + P_2 = 1 \). Also, define sub-survival function \( S_r(t) = P(T > t, J = r), r = 1, 2 \) and \( S(t) = P(T > t) = S_1(t) + S_2(t) \).

In the analysis of competing risks data, researchers considered the problem of testing the independence between \( X \) and \( J \). If \( X \) and \( J \) are independent, then \( F_r(t) = P(J = r)F(t) \) and hence one can study \( X \) and \( J \) separately. Accordingly, the testing problem reduces to test whether \( P(J = 1) = P(J = 2) = \frac{1}{2} \) and the bivariate problem is converted to the problem involving only \( J \). Furthermore, the time to failure and cause of failure are independent if and only if the cause-specific hazard rate functions are proportional [39]. We refer interested readers to Dewan et al. [40] and Anjana et al. [41] and the reference therein for more details on testing the independence between \( X \) and \( J \). Anjana et al. [41] discussed how to incorporate the right censored observation in their methodology. In analysing the transformer data discussed above, we are interested in developing a test for testing the independence between \( X \) and \( J \) under left truncated and right censored situation.

3.1. Test statistics

Next, we discuss the testing problem discussed above in the presence of left truncation and right censoring. Suppose \( T, X, C \) and \( L \) are the random variables as defined in Section 2 and \( J \) denotes the random variable corresponding to the cause of failure. Under right censoring and left truncation, we observe the competing risks data as \((T\epsilon, \delta, J\delta)\), where \( \epsilon \) and \( \delta \) are defined as in Section 2. Let \((T_i\epsilon_i, \delta_i, J_i\delta_i), i = 1, 2, \ldots, n\) be independent copies of \((T\epsilon, \delta, J\delta)\). On the basis of the observed data, we are interested to test the null hypothesis

\[
H_0 : T \text{ and } J \text{ are independent}
\]

against the alternative hypothesis

\[
H_1 : T \text{ and } J \text{ are not independent.}
\]
To detect the departure from the null hypothesis \( H_0 \) towards the alternative hypothesis \( H_1 \), we consider a measure \( \Delta \) given by

\[
\Delta = \int_0^\infty \int_0^\infty (S_2(t_1)S_1(t_2) - S_2(t_2)S_1(t_1)) \, dF_1(t) \, dF_2(t). \tag{14}
\]

Next, we express \( \Delta \) in a simple form. Consider

\[
P(T_1 > T_2 > T_3 > T_4, J_1 = 2, J_3 = 1)
\]

\[
= \int_0^\infty \int_0^\infty P(T_1 > t_1 > T_3 > t_2 J_1 = 2, J_3 = 1) \, dF_1(t_1) \, dF_2(t_2)
\]

\[
= \int_0^\infty \int_0^\infty (P(T_1 > t_1)P(t_1 > T_3 > t_2)) \, dF_1(t_1) \, dF_2(t_2)
\]

\[
= \int_0^\infty \int_0^\infty (S_2(t_1)S_1(t_2) - S_2(t_1)S_1(t_1)) \, dF_1(t_1) \, dF_2(t_2). \tag{15}
\]

Similarly, we obtain

\[
P(T_1 > T_2 > T_3 > T_4, J_1 = 1, J_3 = 2)
\]

\[
= \int_0^\infty \int_0^\infty (S_2(t_1)S_2(t_2) - S_2(t_1)S_1(t_1)) \, dF_1(t_1) \, dF_2(t_2). \tag{16}
\]

Substituting (15) and (16) in (14), we obtain

\[
\Delta = P(T_1 > T_2 > T_3 > T_4, J_1 = 2, J_3 = 1)
\]

\[
- P(T_1 > T_2 > T_3 > T_4, J_1 = 1, J_3 = 2).
\]

It can be easily verified that \( \Delta \) is zero under \( H_0 \) and positive under \( H_1 \). We use the U-statistics defined in Section 2 to find the test statistic \( \hat{\Delta} \). Define the kernel \( \psi^*_c \)

\[
\psi^*_c((T_1, J_1), (T_2, J_2), (T_3, J_3), (T_4, J_4)) = \begin{cases} 1 & \text{if } T_1 > T_2 > T_3 > T_4, J_1 = 1, J_3 = 2 \\ -1 & \text{if } T_1 > T_2 > T_3 > T_4, J_1 = 2, J_3 = 1. \end{cases}
\]

Hence the test statistics is given by

\[
\hat{\Delta} = \frac{1}{\binom{n}{4}} \sum_{1 \leq i < j < l < k \leq n} \psi_c((T_i, J_i), (T_j, J_j), (T_l, J_l), (T_k, J_k)) \delta_i \delta_j \delta_l \delta_k \epsilon_i \epsilon_j \epsilon_l \epsilon_k \frac{\tilde{K}_c(T_i)\tilde{K}_c(T_j)\tilde{K}_c(T_l)\tilde{K}_c(T_k)}{\tilde{K}_c(T_i)\tilde{K}_c(T_j)\tilde{K}_c(T_l)\tilde{K}_c(T_k)},
\]

where \( \psi_c \) is the symmetric version corresponding to \( \psi^*_c \). Test procedure is to reject the null hypothesis \( H_0 \) against the alternative hypothesis \( H_1 \) for large values of \( \hat{\Delta} \). We obtain a critical region of the test based on the asymptotic distribution of \( \hat{\Delta} \). In the next theorem, we find the limiting distribution of \( \hat{\Delta} \). The proof of the following theorem follows from Theorem 2.2.

**Theorem 3.1:** Let \( \psi_1^c(x) = E(\psi_c((T_1, J_1), (T_2, J_2), (T_3, J_3), (T_4, J_4)) | T_1 = x, J_1 = j) \). Assume \( E(\psi_c(T_1, T_2, T_3, T_4, J_1, J_2, J_3, J_4)) < \infty, \int \frac{(\psi_1^c(t))^2}{\psi^2(t)} \, dS(t) < \infty \) and \( \int \frac{w^2(t)}{\psi(t)} \lambda_c(t) \, dt < \infty \).
\( \sqrt{n} (\hat{\Delta} - \Delta) \) is distributed as Gaussian with mean 0 and variance \( 16 \sigma_{1c}^2 \), where \( \sigma_{1c}^2 \) is given by

\[
\sigma_{1c}^2 = \text{Var} \left( \frac{\psi_c(T_1) \epsilon_1 \delta_1}{K_c(T_1)} \right) + \int \frac{w^2(t)}{y(t)} \lambda_c(t) \, dt.
\]

A consistent estimator of \( \sigma_{1c}^2 \) is given by

\[
\hat{\sigma}_{1c}^2 = \frac{1}{n-1} \sum_{i=1}^{n} (V_i - \bar{V})^2 + \sum_{i=1}^{n} \frac{n \hat{w}^2(T_i)(1 - \delta_i)}{Y^2(T_i)},
\]

where

\[
V_i = \frac{\psi_c(T_i) \epsilon_i \delta_i}{K_c(T_i)} \quad \text{and} \quad \bar{V} = \frac{1}{n} \sum_{i=1}^{n} V_i
\]

and the estimators \( \hat{\psi}_c(x) \) and \( \hat{w}(x) \) can be obtained using the expressions (11) and (12), respectively by considering the kernel \( \psi_c(\cdot) \).

Using the asymptotic distribution obtained above, we obtain a critical region of the test. For large values of \( n \), we reject the null hypothesis \( H_0 \) in favour of \( H_1 \) if

\[
\frac{\sqrt{n} \hat{\Delta}}{\hat{\sigma}_{1c}} > Z_\alpha,
\]

where \( Z_\alpha \) is the upper \( \alpha \)-percentile points of the standard normal distribution.

### 3.2. Simulation study

Next, we report the results of the Monte Carlo simulation study carried out to evaluate the performance of the proposed test procedure. The simulations are carried out using R software and repeated 10,000 times.

Lifetime random variable \( X \) is generated from a standard exponential distribution. Censoring variable \( C \) is generated from an exponential distribution with parameter \( \gamma \), where \( \gamma \) is chosen in such a way that the sample contains the desired percentage of censored observations, that is, \( P(X > C) = p, 0 < p < 1 \). In the present study, we considered two situations with 20% and 40% of the observations that are censored. The truncated variable \( L \) is generated from an exponential distribution with \( \lambda \), where \( \lambda \) satisfy \( P(L > X) = 0.2 \), which guaranteed 20% observations are truncated.

For generating the random samples from competing risks with two causes of failure, we consider the parametric family of sub-distribution functions given by Dewan and Kulathinal [42].

\[
F_1(t) = P_1 F^a(t) \quad \text{and} \quad F_2(t) = F(t) - F_1(t),
\]

where \( 1 \leq a \leq 2 \) and \( 0 < P_1 < 0.5 \). If \( a = 1 \), then \( T \) and \( J \) are independent.

We computed the empirical type 1 error at 5% and 1% levels of significance and the result is presented in Table 1. From Table 1, we observe that the empirical type 1 error are close to the chosen level of significance. We calculated the empirical power of the test which is given in Table 2. From Table 2, we observe that the test has good power in general
Table 1. Empirical type 1 error of the test.

| (a, P_1) | n | 20% Censored | 40% Censored |
|----------|----|--------------|--------------|
|          |    | 5 % level    | 1 % level    | 5 % level    | 1 % level    |
| (1, 0.45)| 50 | 0.0541       | 0.0145       | 0.0552       | 0.0154       |
|          | 75 | 0.0524       | 0.0130       | 0.0538       | 0.0132       |
|          | 100| 0.0512       | 0.0119       | 0.0521       | 0.0121       |
|          | 150| 0.0506       | 0.0111       | 0.0513       | 0.0115       |
|          | 200| 0.0503       | 0.0105       | 0.0511       | 0.0110       |
| (1, 0.48)| 50 | 0.0642       | 0.0162       | 0.0661       | 0.0164       |
|          | 75 | 0.0622       | 0.0155       | 0.0632       | 0.0160       |
|          | 100| 0.0592       | 0.0140       | 0.0603       | 0.0151       |
|          | 150| 0.0566       | 0.0132       | 0.0573       | 0.0136       |
|          | 200| 0.0523       | 0.0115       | 0.0530       | 0.0119       |

Table 2. Empirical power the test: exponential distribution.

| (a, P_1) | n | 20% Censored | 40% Censored |
|----------|----|--------------|--------------|
|          |    | 5 % level    | 1 % level    | 5 % level    | 1 % level    |
| (1.5, 0.3)| 50 | 0.5412       | 0.4652       | 0.3404       | 0.2863       |
|          | 75 | 0.5654       | 0.5809       | 0.3898       | 0.3279       |
|          | 100| 0.8022       | 0.6944       | 0.5683       | 0.5021       |
|          | 150| 0.9682       | 0.8048       | 0.7656       | 0.6892       |
|          | 200| 1.0000       | 0.9620       | 0.8834       | 0.8238       |
| (1.9, 0.3)| 50 | 0.6802       | 0.5585       | 0.4121       | 0.3782       |
|          | 75 | 0.7106       | 0.6011       | 0.4983       | 0.4387       |
|          | 100| 0.8604       | 0.7240       | 0.6482       | 0.5741       |
|          | 150| 0.9805       | 0.8436       | 0.8639       | 0.7930       |
|          | 200| 1.0000       | 0.9829       | 0.9422       | 0.9058       |

Table 3. Empirical power the test: Weibull distribution.

| (a, P_1) | n | 20% Censored | 40% Censored |
|----------|----|--------------|--------------|
|          |    | 5 % level    | 1 % level    | 5 % level    | 1 % level    |
| (1.5, 0.3)| 50 | 0.5219       | 0.4363       | 0.3331       | 0.2728       |
|          | 75 | 0.6436       | 0.5602       | 0.3938       | 0.3040       |
|          | 100| 0.8001       | 0.6761       | 0.5459       | 0.4983       |
|          | 150| 0.9529       | 0.7883       | 0.7581       | 0.6634       |
|          | 200| 1.0000       | 0.9636       | 0.8776       | 0.8033       |
| (1.9, 0.3)| 50 | 0.6466       | 0.5375       | 0.4121       | 0.3584       |
|          | 75 | 0.7049       | 0.5980       | 0.4831       | 0.4158       |
|          | 100| 0.8448       | 0.7042       | 0.6160       | 0.5681       |
|          | 150| 0.9763       | 0.8389       | 0.8445       | 0.7708       |
|          | 200| 1.0000       | 0.9801       | 0.9384       | 0.9003       |

and the power increases when the sample size increases and the value of a deviates from the null hypothesis value (a = 1). We also observe from Table 2 that the power of the test decreases as the censoring percentage increases.

Next, we simulate lifetime from Weibull random variable with shape parameter $\theta = 2$ where the distribution function is given by $F(x) = 1 - e^{-x^2}, \lambda > 1, x \geq 0$. The censoring variable $C$ and truncated variable $L$ are simulated as above. The empirical power obtained in this case is reported in Table 3. In this case also, from Table 3, we observe that power increases as the sample size increases.
3.3. Data analysis

In this section, we illustrate the proposed test procedure using an extract of the real data set mentioned in Hong et al. [4]. The data provide information on the lifetime of transformers from an energy company. There were approximately 15,000 transforms and the company started recording information about the transformers in 1980. For the analysis, Hong et al. [4] considered the data till 2008. The data contain information on transformers which are installed before or after 1980 but failed after 1980. The lifetime of the transformers which are still in service in 2008 is considered as right censored. Moreover, no information was available for the units which were installed and failed before 1980. Also, the data contain information about the possible causes of failure of each unit. Hence the lifetime of the transformers can be treated as left truncated and right censored competing risks data. Many authors considered the analysis of this data. Balakrishnan and Mitra [6] and Kundu et al. [8] considered the extract of this data (data of sample size 100) for the analysis. For analysing transformer data, Kundu et al. [8] developed a parametric model for latent failure times under left truncated and right censored competing risks setup. We consider the same data set for the analysis. In our study, we are interested to test the independence of the lifetime of transformers and associated causes of failure.

Table 4. Transformer data.

| S.N. | Year Inst. | Year Exit | ν | K | Year Inst. | Year Exit | ν | K | Year Inst. | Year Exit | ν | K |
|------|------------|-----------|---|---|------------|-----------|---|---|------------|-----------|---|---|
| 1    | 1961       | 1996      | 0 | 2 | 35         | 1989      | 2008 | 1 | 0 | 69         | 1983      | 2006 | 1 | 2 |
| 2    | 1964       | 1985      | 0 | 1 | 36         | 1981      | 2008 | 1 | 0 | 70         | 1983      | 1993 | 1 | 1 |
| 3    | 1962       | 2007      | 0 | 2 | 37         | 1985      | 2008 | 1 | 0 | 71         | 1989      | 2008 | 1 | 0 |
| 4    | 1962       | 1986      | 0 | 2 | 38         | 1986      | 2004 | 1 | 2 | 72         | 1989      | 2008 | 1 | 0 |
| 5    | 1961       | 1992      | 0 | 2 | 39         | 1980      | 1987 | 1 | 2 | 73         | 1986      | 2008 | 1 | 0 |
| 6    | 1962       | 1987      | 0 | 1 | 40         | 1986      | 2005 | 1 | 1 | 74         | 1982      | 1999 | 1 | 2 |
| 7    | 1964       | 1993      | 0 | 2 | 41         | 1980      | 2008 | 1 | 0 | 75         | 1985      | 2008 | 1 | 0 |
| 8    | 1960       | 1984      | 0 | 2 | 42         | 1982      | 2008 | 1 | 0 | 76         | 1986      | 2008 | 1 | 0 |
| 9    | 1963       | 1997      | 0 | 2 | 43         | 1986      | 2008 | 1 | 0 | 77         | 1982      | 2008 | 1 | 0 |
| 10   | 1962       | 1995      | 0 | 2 | 44         | 1984      | 2008 | 1 | 0 | 78         | 1988      | 2004 | 1 | 1 |
| 11   | 1963       | 2008      | 0 | 0 | 45         | 1986      | 1995 | 2 | 2 | 79         | 1980      | 2008 | 1 | 0 |
| 12   | 1963       | 2000      | 0 | 1 | 46         | 1986      | 2008 | 1 | 0 | 80         | 1982      | 2002 | 1 | 2 |
| 13   | 1960       | 1981      | 0 | 2 | 47         | 1987      | 2008 | 1 | 0 | 81         | 1981      | 2006 | 1 | 2 |
| 14   | 1963       | 1984      | 0 | 2 | 48         | 1986      | 2008 | 1 | 0 | 82         | 1988      | 1996 | 1 | 1 |
| 15   | 1963       | 1993      | 0 | 2 | 49         | 1986      | 2008 | 1 | 0 | 83         | 1985      | 2002 | 1 | 2 |
| 16   | 1964       | 1992      | 0 | 2 | 50         | 1984      | 2008 | 1 | 0 | 84         | 1984      | 2008 | 1 | 0 |
| 17   | 1961       | 1981      | 0 | 2 | 51         | 1984      | 2001 | 1 | 2 | 85         | 1980      | 2008 | 1 | 0 |
| 18   | 1960       | 1995      | 0 | 1 | 52         | 1983      | 2008 | 1 | 0 | 86         | 1982      | 2008 | 1 | 0 |
| 19   | 1961       | 2008      | 0 | 0 | 53         | 1988      | 2008 | 1 | 0 | 87         | 1981      | 1995 | 1 | 2 |
| 20   | 1960       | 2002      | 0 | 1 | 54         | 1988      | 2008 | 1 | 0 | 88         | 1986      | 1997 | 1 | 2 |
| 21   | 1960       | 1988      | 0 | 1 | 55         | 1985      | 2008 | 1 | 0 | 89         | 1986      | 2008 | 1 | 0 |
| 22   | 1961       | 1993      | 0 | 2 | 56         | 1986      | 2008 | 1 | 0 | 90         | 1986      | 2008 | 1 | 0 |
| 23   | 1961       | 1990      | 0 | 2 | 57         | 1988      | 2008 | 1 | 0 | 91         | 1982      | 2008 | 1 | 0 |
| 24   | 1960       | 1986      | 0 | 1 | 58         | 1982      | 2008 | 1 | 0 | 92         | 1989      | 2008 | 1 | 0 |
| 25   | 1962       | 2008      | 0 | 0 | 59         | 1985      | 2008 | 1 | 0 | 93         | 1984      | 2008 | 1 | 0 |
| 26   | 1964       | 1982      | 0 | 2 | 60         | 1988      | 2008 | 1 | 0 | 94         | 1980      | 2008 | 1 | 0 |
| 27   | 1963       | 1984      | 0 | 1 | 61         | 1982      | 2004 | 1 | 2 | 95         | 1988      | 2008 | 1 | 0 |
| 28   | 1960       | 1987      | 0 | 2 | 62         | 1980      | 2008 | 1 | 0 | 96         | 1986      | 2008 | 1 | 0 |
| 29   | 1962       | 1996      | 0 | 2 | 63         | 1980      | 2002 | 1 | 2 | 97         | 1982      | 1996 | 1 | 2 |
| 30   | 1963       | 1994      | 0 | 1 | 64         | 1984      | 2008 | 1 | 0 | 98         | 1982      | 2008 | 1 | 0 |
| 31   | 1987       | 2008      | 1 | 0 | 65         | 1981      | 1999 | 1 | 1 | 99         | 1982      | 2008 | 1 | 0 |
| 32   | 1980       | 2008      | 1 | 0 | 66         | 1986      | 2007 | 1 | 2 | 100        | 1989      | 2008 | 1 | 0 |
| 33   | 1988       | 2008      | 1 | 0 | 67         | 1987      | 2008 | 1 | 0 |
| 34   | 1985       | 2008      | 1 | 0 | 68         | 1983      | 2008 | 1 | 0 |
Figure 1. Cumulative incidence functions.

The transformer data of size 100 is presented in Table 4. In Table 4, $\nu$ represents the truncation indicator. Here $\nu = 1$ specifies that the transformer was installed after 1980 and $\nu = 0$ specifies that the transformer was installed before 1980. $K = 1$ indicates that the failure is due to cause 1 and $K = 2$ indicates that the failure is due to cause 2. $K = 0$ denoted the right censored observations. For the transformer data, we estimated the cumulative incidence functions given in Equation (13) using the Aalen-Johansen estimator. Figure 1 displays the plot of the estimators of the cumulative incidence functions along with 95% confidence intervals corresponding to cause 1 and cause 2. From Figure 1, it can be observed that there are time intervals without any failure for cause 1 compared to cause 2. It may be due to the fact that the number of failures in the data due to cause 1 is less than the number of failures due to cause 2. It is also evident that the chance of failure due to cause 2 is more compared to cause 1 as the lifetime increases. Now, we calculated the value of $\hat{\Delta}$ which is obtained as 88.16, indicating that the lifetime and causes of failure are dependent.

4. Conclusion

In many applications involving follow-up studies, the lifetime of a patient is often subject to left truncation in addition to random right censoring. We develop U-statistics for left truncated and right censored data. We use the inverse probability weighted technique for developing the U-statistics. The U-statistics can even be used when we have ties in the data since the Kaplan-Meier estimator defined in Equation (6) can incorporate the ties present in the data. The asymptotic properties of the U-statistics are studied. We proved the $\sqrt{n}$-
consistency of the proposed U-statistics. We derived the asymptotic distribution of the U-statistics as normal. We then obtained a consistent estimator of the asymptotic variance. As an application, we develop a new test for testing the independence between the cause of failure and failure time in competing risks. The finite sample performance of the test is evaluated through a Monte Carlo simulation study. The test procedure is illustrated using the failure time data of transformers reported by Hong et al. [4]. We established that the failure time of the transformers is dependent on the cause of failure.

In this study, we looked at the situation of random left truncation along with right censoring to develop the U-statistics. The problem of developing U-statistics in independent left truncation can be considered. As mentioned in the introduction, a large number of parameters were estimated using U-statistics. Hence it is important to develop U-statistics under the different censoring schemes. Some important censoring mechanisms that appeared in medical research are interval censoring and double censoring (see Chapter 8 of [43]). Extending our works to these censoring schemes can be considered for future works.
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Hence from the representation given in (A1), we have the result for failure via conditional probabilities.

Consider

$$\hat{U}_1 = \frac{1}{n} \sum_{i=1}^{n} \frac{h(T_i)\delta_i\epsilon_i}{K_c(T_i)}$$

$$= -\frac{1}{n} \sum_{i=1}^{n} \frac{h(T_i)\delta_i\epsilon_i(\hat{K}_C(T_i) - P(L_i < T_i < C_i))}{K_c(T_i)P(L_i < T_i < C_i)} + \frac{1}{n} \sum_{i=1}^{n} \frac{h(T_i)\delta_i\epsilon_i}{P(L_i < T_i < C_i)}$$

$$= A_1 + A_2 \quad (\text{say}).\quad (A1)$$

Since $A_2$ is a U-statistic with kernel $\frac{h(T_i)\delta_i\epsilon_i}{P(L_i < T_i < C_i)}$, as $n \to \infty$, $A_2$ converges in probability to $\theta$. Note that $\hat{K}_C(T_i)$ is a consistent estimator of $P(L_i < T_i < C_i)$. Also we have

$$\max_{1 \leq i \leq n} \left| \frac{\sqrt{n} |\hat{K}_C(T_i) - P(L_i < T_i < C_i)|}{K_c(T_i)} \right| = O_p(1).$$

Now, consider

$$|A_1| = \left| -\frac{1}{n} \sum_{i=1}^{n} \frac{h(T_i)\delta_i\epsilon_i(\hat{K}_C(T_i) - P(L_i < T_i < C_i))}{K_c(T_i)P(L_i < T_i < C_i)} \right|$$

$$\leq \max_{1 \leq i \leq n} \left| \frac{\sqrt{n} |\hat{K}_C(T_i) - P(L_i < T_i < C_i)|}{K_c(T_i)} \right| \frac{1}{\sqrt{n}} \frac{1}{n} \sum_{i=1}^{n} \left| \frac{h(T_i)\delta_i\epsilon_i}{P(L_i < T_i < C_i)} \right|$$

$$\leq O_p(1) o_p(1) O_p(1) = o_p(1).$$

Hence from the representation given in (A1), we have the result for $m = 1$.

Next, consider the case $m = 2$, where $\hat{U}_c$ is given by

$$\hat{U}_2 = \frac{2}{n(n-1)} \sum_{i=1}^{n} \sum_{j<i}^{n} \frac{h(T_i, T_j)\delta_i\delta_j\epsilon_i\epsilon_j}{K_c(T_i)K_c(T_j)}$$

$$= \frac{2}{n(n-1)} \sum_{i=1}^{n} \sum_{j<i}^{n} \frac{h(T_i, T_j)\delta_i\delta_j(\hat{K}_c(T_i) - P(L_j < T_i < C_i))}{K_c(T_i)K_c(T_j)}$$

$$\times \frac{\hat{K}_c(T_i) - P(L_i < T_i < C_i)}{P(L_i < T_i < C_i)} P(L_j < T_j < C_j)$$

$$+ \frac{2}{n(n-1)} \sum_{i=1}^{n} \sum_{j<i}^{n} \frac{h(T_i, T_j)\delta_i\delta_j}{K_c(T_j)P(L_j < T_j < C_j)}$$

\[\text{Appendix}\]

**Proof of Theorem 1:** We prove the theorem for $m = 1, 2$ and proofs for the other cases are similar. Consider

Since $A_2$ is a U-statistic with kernel $\frac{h(T_i)\delta_i\epsilon_i}{P(L_i < T_i < C_i)}$, as $n \to \infty$, $A_2$ converges in probability to $\theta$. Note that $\hat{K}_C(T_i)$ is a consistent estimator of $P(L_i < T_i < C_i)$. Also we have
We observe that
$$\sqrt{n}\hat{U}_{12} = \hat{U}_{42} + o_p(1).$$

Substituting Equations (A3)–(A5) in Equation (A2) we obtain
$$\hat{U}_2 = \hat{U}_{42} + o_p(1).$$

We observe that \(\hat{U}_{42}\) is a U-statistic with kernel
$$\frac{h(T_i, T_j)\delta_i\delta_j}{P(L_i < T_i < C_i)P(L_j < T_j < C_j)}.$$
Hence, as \(n \to \infty\), \(\hat{U}_{42}\) converges in probability to \(\theta\) [36]. Accordingly, for \(m = 2\), as \(n \to \infty\), \(\hat{U}_2\) converges in probability to \(\theta\).

\[\text{Proof of Theorem 2:}\]

For convenience, denote \(K_c(T_i) = P(L_i < T_i < C_i)\) for any \(i = 1, \ldots, n\). First, we consider the decomposition
$$\sqrt{n}(\hat{U}_m - \theta) = \sqrt{n}(U_m - \theta) + \sqrt{n}(\hat{U}_m - U_m).$$

Since \(\hat{K}_c(T_i)\) is a \(\sqrt{n}\)-consistent for \(K_c(T_i)\), we have \(\sqrt{n}(\hat{K}_c(T_i) - K_c(T_i)) = O_p(1)\). Hence the second term in the decomposition (A6) can be written as (for the detailed steps see the proof above to show \(\hat{U}_{12} = o_p(1)\))

$$\sqrt{n}(\hat{U}_m - U_m) = \frac{\sqrt{n}}{n} \sum_{1 \leq i < \cdots < m}^{n} \frac{h(T_{i_1}, \ldots, T_{i_m}) \prod_{l \leq i} \delta_l\delta_l \prod_{l \leq i} (\hat{K}_c(T_l) - K_c(T_l))}{\prod_{l \leq i} K_c(T_l) \prod_{l \leq i} K_c(T_l)} + o_p(1).$$
Hence using Hoeffding (1948) decomposition, from Equation (A6) we have
\[ \sqrt{n}(\hat{U}_m - \theta) = \frac{m}{\sqrt{n}} \sum_{i=1}^{n} \frac{h_1(T_i)\delta_1\epsilon_i}{K_c(T_i)} - \theta \]
\[ - \frac{m}{\sqrt{n}} \sum_{i=1}^{n} \frac{h_1(T_i)\delta_1\epsilon_i(\hat{K}_c(T_i) - K_c(T_i))}{K_c^2(T_i)} + o_p(1), \]  
(A7)
where
\[ h_1(x) = E(h(T_1, \ldots, T_m) \mid T_1 = x). \]
Using the relationship between \( \hat{K}_c(\cdot) \) and \( \hat{\Lambda}_c(\cdot) \) given in (8) and by delta method we have
\[ \sqrt{n}(\hat{K}_c(T_i) - K_c(T_i)) = -\sqrt{n}K_c(T_i)(\hat{\Lambda}_c(T_i) - \Lambda_c(T_i)) + o_p(1). \]
Hence using the martingale representation of \( \hat{\Lambda}_c(T_i) \) (see Page 178 of [33]), Equation (A7) becomes
\[ \sqrt{n}(\hat{U}_m - \theta) = \frac{m}{\sqrt{n}} \sum_{i=1}^{n} \frac{h_1(T_i)\delta_1\epsilon_i}{K_c(T_i)} - \theta \]
\[ + \frac{m}{\sqrt{n}} \sum_{i=1}^{n} \frac{h_1(T_i)\delta_1\epsilon_i(\hat{\Lambda}_c(T_i) - \Lambda_c(T_i))}{K_c(T_i)} + o_p(1) \]
\[ = \frac{m}{\sqrt{n}} \sum_{i=1}^{n} \frac{h_1(T_i)\delta_1\epsilon_i}{K_c(T_i)} - \theta \]
\[ + \frac{m}{\sqrt{n}} \sum_{i=1}^{n} \frac{h_1(T_i)\delta_1\epsilon_i}{K_c(T_i)} \int_{0}^{T_i} \frac{dM^c(x)}{Y(x)} + o_p(1), \]  
(A8)
provided \( Y(x) > 0 \) with probability one.
Now, recall the definition of \( S(x) \) given in Equation (4), we can express
\[ m\sqrt{n} \sum_{i=1}^{n} \frac{h_1(T_i)\delta_1\epsilon_i}{K_c(T_i)} \int_{0}^{T_i} \frac{dM^c(x)}{Y(x)} = m\sqrt{n} \int_{0}^{\infty} \frac{h_1(z)}{K_c(z)} \left( \int_{0}^{z} \frac{dM^c(x)}{Y(x)} \right) dS(z). \]
Using Fubini’s theorem, changing the order of integration gives
\[ m\sqrt{n} \sum_{i=1}^{n} \frac{h_1(T_i)\delta_1\epsilon_i}{K_c(T_i)} \int_{0}^{T_i} \frac{dM^c(x)}{Y(x)} = m\sqrt{n} \int_{0}^{\infty} \left( \int_{x}^{\infty} \frac{h_1(z)}{P(L < z < C)} dS(z) \right) \frac{dM^c(x)}{Y(x)}. \]
We denote the right-hand side of the above equation as
\[ m\sqrt{n} \int_{0}^{\infty} \frac{w(x)}{Y(x)} dM^c(x), \]
where \( w(x) = \int_{0}^{\infty} \frac{h_1(z)(z > x)}{K_c(z)} dS(z) \). Hence we can write (A8) as
\[ \sqrt{n}(\hat{U}_m - \theta) = \frac{m}{\sqrt{n}} \sum_{i=1}^{n} \frac{h_1(T_i)\delta_1\epsilon_i}{K_c(T_i)} - \theta + m\sqrt{n} \int_{0}^{\infty} \frac{w(x)}{Y(x)} dM^c(x) + o_p(1) \]
\[ = D_1 + D_2 + o_p(1). \]  
(say)
Using central limit theorem, as \( n \to \infty \), \( D_1 \) converges in distribution to Gaussian random variable with mean zero and variance \( \sigma_1^2 \) where \( \sigma_1^2 \) is given by
\[ \sigma_1^2 = m^2 \text{Var} \left( \frac{h_1(X)\delta_1\epsilon_1}{K_c(X)} \right). \]
As \( n \to \infty \), \( Y(x)/n \) converges in probability to \( y(x) \). Using martingale central limit theorem, as \( n \to \infty \), \( D_2 \) converges in distribution to Gaussian random variable with mean zero and variance \( \sigma_2^2 \), where \( \sigma_2^2 \) is the limit of the predictable variation process given by

\[
\sigma_2^2 = \lim_{n \to \infty} m^2 n \int_{0}^{\infty} \frac{w^2(x) Y(x) d\Lambda_c(x)}{Y^2(x)} = \lim_{n \to \infty} m^2 \int_{0}^{\infty} \frac{w^2(x) d\Lambda_c(x)}{Y(x)/n} = m^2 \int_{0}^{\infty} \frac{w^2(x) d\Lambda_c(x)}{y(x)}.
\]

Hence we have the variance expression given in Theorem 2.2. The proof is completed when we show that the asymptotic covariance between \( D_1 \) and \( D_2 \) is zero.

Consider

\[
\left| \left( \frac{m}{\sqrt{n}} \sum_{i=1}^{n} \frac{h_1(T_i) \delta_i \epsilon_i}{K_c(T_i)} - \theta \right) \left( m \sqrt{n} \int_{0}^{\infty} \frac{w(x) dM^c(x)}{Y(x)} \right) \right| \\
= \left| \frac{m}{n} \sum_{i=1}^{n} \frac{h_1(T_i) \delta_i \epsilon_i}{K_c(T_i)} - \theta \right| \left| mn \int_{0}^{\infty} \frac{w(x) dM^c(x)}{Y(x)} \right| \\
\leq \frac{m}{n} \sum_{i=1}^{n} \left| \frac{h_1(T_i) \delta_i \epsilon_i}{K_c(T_i)} - \theta \right| m \int_{0}^{\infty} \frac{w(x) dM^c(x)}{Y(x)}/n \\
\leq O_p(1) \cdot o_p(1) = o_p(1).
\]

This completes the proof of the theorem.