Report-Guided Automatic Lesion Annotation for Deep Learning-Based Prostate Cancer Detection in bpMRI
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Abstract—Deep learning-based diagnostic performance increases with more annotated data, but manual annotation is a bottleneck in most fields. Experts evaluate diagnostic images during clinical routine, and write their findings in reports. Automatic annotation based on clinical reports could overcome the manual labelling bottleneck. We hypothesise that dense annotations for detection tasks can be generated using model predictions, guided by sparse information from these reports. To demonstrate efficacy, we generated clinically significant prostate cancer (csPCa) annotations, guided by the number of clinically significant findings in the radiology reports. We included 7,756 prostate MRI examinations, of which 3,050 were manually annotated and 4,706 were automatically annotated. We evaluated the automatic annotation quality on the manually annotated subset: our score extraction correctly identified the number of csPCa lesions for 99.3% of the reports and our csPCa segmentation model correctly localised 83.8 ± 1.1% of the lesions. We evaluated prostate cancer detection performance on 300 exams from an external centre with histopathology-conﬁrmed ground truth. Augmenting the training set with automatically labelled exams improved patient-based diagnostic area under the receiver operating characteristic curve from 88.1 ± 1.1% to 89.8 ± 1.0% (P = 1.2 × 10−4) and improved lesion-based sensitivity at one false positive per case from 79.2 ± 2.8% to 85.4 ± 1.9% (P << 10−4), with mean ± std. over 15 independent runs. This improved performance demonstrates the feasibility of our report-guided automatic annotations. Source code is made publicly available at github.com/DIAGNijmegen/Report-Guided-Automatic Lesion Annotation. Best csPCa detection algorithm is made available at grand-challenge.org/algorithms/bpmri-cspca-detection-report-guided-annotations/
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I. INTRODUCTION

Computer-aided diagnosis (CAD) systems in fields where clinical experts are matched or outperformed, typically use very large training datasets. Top performing deep learning systems used 29,541 training cases (10,306 patients) for the detection of lung cancer [1], 121,850 training cases (121,850 women) for the detection of breast cancer [2] and 16,114 training cases (12,399 patients) for the classification of skin diseases [3].

Annotation time and cost are major limiting factors, resulting in significantly smaller labelled training datasets in most deep learning fields. In the natural image domain, leveraging samples without target task annotations has proven to be effective, even when manually labelled samples are abundant. On ImageNet, with 1.3 million manually labelled training samples, all eight leaderboard holders of the past three years used additional training samples with automatically generated labels. Several approaches were used: Mahajan et al. [4] used 3.5 billion images from Instagram to pre-train their models by predicting the corresponding hashtag (transfer learning); Xie et al. [5] used a teacher model to predict 300 million images scraped from the web and selected 130 million samples to train a new student model (self-training); and Pham et al. [6] pushed the teacher-student approach further by continuously updating the teacher model with reinforcement learning. Although the other five leaderboard holders primarily pursued different research directions, they did incorporate automatic labelling techniques to reach state-of-the-art performance.

In the medical domain, popular techniques to leverage unlabelled samples include transfer learning from a distant or related task, and self-training with automatically generated labels [7]. Other techniques to leverage unlabelled samples include contrastive learning [8]–[10] and self-supervised representation learning [11]. These techniques either pre-train without labels, or directly use model predictions as true labels. Leveraging clinical information, which is often available in medical reports, to improve training with unlabelled samples is under-explored. Clinical information from reports typically differ from regular training annotations, but can inform the generation of automatic annotations for self-training. One study, Bulten et al. [12], generated pixel-level Gleason score annotations in H&E stained prostate biopsies by leveraging pathology reports. First, they generated precise cancer masks. Then, they extracted the Gleason scores from the pathology reports to classify the cancer masks into Gleason grades. These steps allowed the generation of Gleason score annotations in
thousands of prostate biopsies, which would have been infeasible to obtain manually. Incorporating clinical information to guide automatic annotations for self-learning remains to be investigated for medical tasks other than biopsy grading.

We hypothesise that medical detection tasks, where the structure of interest can be counted, can leverage unlabelled cases using report-guided automatic annotations. Specifically, we focus on lesion detection, where each case can have any number of lesions. To demonstrate feasibility of our method, we developed an automatic annotation procedure for clinically significant prostate cancer detection in MRI.

Prostate cancer (PCa) has 1.2 million new cases each year, a high incidence-to-mortality ratio and risks associated with treatment and biopsy; making non-invasive diagnosis of clinically significant prostate cancer (csPCa) crucial to reduce both overtreatment and unnecessary (confirmatory) biopsies [14]. Multiparametric MRI (mpMRI) scans interpreted by expert prostate radiologists provide the best non-invasive diagnosis [15], but is a limited resource that cannot be leveraged freely. Computer-aided diagnosis (CAD) can assist radiologists to diagnose csPCa, but present-day solutions lack standalone performance comparable to that of expert radiologists [16]–[20].

Datasets used for prostate cancer detection and diagnosis have significantly fewer training samples than datasets used to train top-performing deep learning systems in other medical fields [1]–[3]. Studies tackling csPCa detection in MRI by training on histopathology-confirmed annotations, used datasets with 66-806 (median: 146) samples to train their deep learning system [19]–[26]. Approaches using radiologically-estimated annotations (reported using Prostate Imaging Reporting and Data System: Version 2 (PI-RADS)) used 687-1,736 (median: 1,584) training samples [17], [18], [27]–[29].

Prior work investigated the effect of training set size on prostate cancer detection performance, with radiologically-estimated ground truth for training and testing [18]. This work shows patient-based area under the receiver operating characteristic curve (AUROC) for their internal test set increased logarithmically between 50 and 1,586 training cases, from an AUROC of 79.9% to 87.5%. If this trend continues, tens of thousands of annotated cases would be required to reach expert performance — in concordance with similar applications in medical imaging.

Trained investigators supervised by an experienced radiologist annotated all PI-RADS ≥ 4 findings in more than three thousand of our institutional prostate MRI exams. According to our principal annotator, I.S., she requires about four minutes to annotate a single prostate cancer lesion in 3D. Difficult cases are discussed with radiologists, further increasing the overall duration. Annotating tens of thousands of cases would therefore incur huge costs and an incredibly large time investment.

Our automatic labelling procedure aims to leverage unlabelled cases without any additional manual effort, to use the largest dataset of MRI scans for prostate cancer detection reported in literature to date. We investigate the efficacy of our automatically generated annotations by training csPCa detection models on manually and/or automatically annotated exams. We compare performance of these models to investigate how automatic annotations compare to manual annotations, and what automatically annotated exams add to manually annotated exams.

The report-guided automatic annotation procedure is presented for csPCa detection in bpMRI using radiology reports. However, the underlying method is neither limited to csPCa, MRI, nor radiology reports, and can be applied universally. Any detection task with countable structures of interest, and clinical information reflecting these findings, can leverage our method to automatically annotate examinations.

II. MATERIALS AND METHODS

A. Datasets

Two datasets with biparametric MRI (bpMRI) scans (axial T2-weighted (T2W), high b-value (≥ 1400) diffusion-weighted imaging (DWI) and apparent diffusion coefficient (ADC) maps) for prostate cancer detection were used.

To train and tune our models, 7,756 studies (6,380 patients) out of 9,275 consecutive studies (7,430 patients) from the Radboud University Medical Centre (RUMC) were included. 1,519 studies were excluded due to incomplete examinations, preprocessing errors, prior treatment, poor scan quality, or a prior positive biopsy (Gleason grade group ≥ 2). All scans were obtained as part of clinical routine and evaluated by at least one of six experienced radiologists (4–25 years of experience). All 1,315 csPCAs (PI-RADS ≥ 4) in 3,050 studies between January 2016 and August 2018 were manually delineated by trained investigators (at least 1 year of experience), supervised by an experienced radiologist (M.R., 7 years of experience with prostate MRI).

To test our models, an external dataset of 300 exams (300 patients) from Ziekenhuisgroep Twente (ZGT), acquired between March 2015 and January 2017 was used. All patients in the test set received TRUS biopsies and patients with suspicious findings on MR also received MR-guided biopsies. For 61/300 (20.3%) exams the ground truth was derived from radical prostatectomy, resulting in histopathology-confirmed ground truth for all examinations in the test set.

Further details on patient demographics, study inclusion/exclusion criteria and acquisition parameters can be found in the Supplementary Materials.

B. Automated Segmentation of Report Findings

Radiology reports were used to automatically create voxel-level annotations for csPCAs. At a high level, our labelling procedure consists of two steps:

1) Count the number of clinically significant findings in each radiology report,
2) Localise these findings in their corresponding bpMRI scans with a prostate cancer segmentation model.

A rule-based natural language processing script was developed to automatically extract the PI-RADS scores from radiology reports. The number of clinically significant findings, \( n_{\text{sig}} \), is then defined as the number of PI-RADS ≥ 4 findings in an exam. The clinically significant findings are localised by keeping the \( n_{\text{sig}} \) most confident candidates from a csPCa
segmentation model, as depicted in Fig. 1. These automatically generated voxel-level masks can be used to augment the training dataset and produce new csPCa segmentation models.

1) Extraction of Report Findings: Most of the radiology reports in our dataset were generated from a template, and modified to provide additional information. Although multiple templates were used over the years, this resulted in structured reports for most exams. This makes a rule-based natural language processing script a reliable and transparent way to extract PI-RADS scores from our radiology reports.

Simply counting the occurrences of ‘PI-RADS 4/5’ in the report body is reasonably effective, but has some pitfalls. For example, prior PI-RADS scores are often referenced during follow-up exams, resulting in false positive matches. Findings can also be grouped and described jointly, resulting in false negatives. To improve the reliability of the PI-RADS extraction from radiology reports, we extracted the scores in two steps.

First, we tried to split the radiology reports in sections for individual findings. Secondly, we extracted the PI-RADS scores for each section individually. In case the report could not be split in sections per lesion, we applied strict pattern matching on the full report. See the Supplementary Materials for more details. Example report sections are shown in Fig. 2.

2) Localisation of Report Findings: To localise csPCa findings in unlabelled bpMRI scans, we employed an ensemble of csPCa segmentation models trained on manually annotated bpMRI scans. From the resulting voxel-level confidence maps we created distinct lesion candidates, as illustrated in Fig. 3. Specifically, we create a lesion candidate by starting at the most confident voxel, and including all connected voxels (in 3D) with at least 75% of the peak’s confidence. After a lesion candidate is extracted, we remove it from the model prediction and continue to the next peak.

Automatic voxel-level csPCa annotations were generated by keeping the $n_{\text{sig}}$ most confident lesion candidates, with $n_{\text{sig}}$ the number of clinically significant report findings as described in Section II-B.1. If there were fewer lesion candidates than clinically significant report findings, the automatic label is excluded.

C. Models, Preprocessing and Data Augmentation

We have posed the prostate cancer detection task as a voxel-level segmentation task and employed two independent architectures, $nnU$-Net and Dual-Attention U-Net (DA-$Unet$). $nnU$-Net is a self-configuring framework that follows a set of rules to select the appropriate architecture based on the input dataset [30]. The DA-$Unet$ architecture was developed specifically for csPCa detection, where it performed best among state-of-the-art architectures [17]. Both are derived from the $U$-Net architecture [31], extended to 3D [32], and use anisotropic pooling or convolutional strides to account for the difference in through-plane and in-plane resolution of prostate MRI. See the Supplementary Materials for more details.

The $nnU$-Net framework typically uses the sum of cross-entropy and soft Dice loss, and applies the loss at multiple resolutions (deep supervision). Motivated by [33] and exploratory experiments, we trained $nnU$-Net using cross-entropy only. Based on prior experience [17], we trained the DA-$Unet$ model with Focal Loss ($\alpha = 0.75$) [34].

The acquisition protocol of bpMRI ensures negligible movement between imaging sequences, and little deviation of the prostate from the centre of the scan. Therefore, neither registration between sequences, nor centring of the prostate was deemed necessary. In previous work, we have observed that a centre crop size of $72.0 \text{ mm} \times 72.0 \text{ mm} \times 64.8 \text{ mm}$ at a resampled resolution of $0.5 \text{ mm} \times 0.5 \text{ mm} \times 3.6 \text{ mm/voxel}$ works well for our dataset [17]. To prevent the $nnU$-Net framework to zero-pad these scans, we extended the field of view slightly for this model, to $80.0 \text{ mm} \times 80.0 \text{ mm} \times 72.0 \text{ mm}$ at a resampled resolution of $0.5 \text{ mm} \times 0.5 \text{ mm} \times 3.6 \text{ mm/voxel}$, which corresponds to a matrix size of $160 \times 160 \times 20$.

$nnU$-Net comes with a predefined data preprocessing and augmentation pipeline, detailed in Supplementary Notes 2.2, 3.2 and 4 of [30]. In short, T2W and DWI scans undergo instance-wise z-score normalisation, while ADC maps undergo robust, global z-score normalisation with respect to the complete training dataset. For our anisotropic dataset, the $nnU$-Net framework applies affine transformations in 2D and applies a wide range of intensity and structure augmentations (Gaussian noise, Gaussian blur, brightness, contrast, simulation of low resolution and gamma augmentation).

For the DA-$Unet$ model we used our institutional augmentation pipeline. We perform instance-wise min/max normalisation for T2W and DWI scans. For ADC maps, we divide each scan by 3000 (97.4th percentile), to retain their diagnostically relevant absolute values. Then, we apply Rician noise [35] with $\sigma = 0.01$ to each scan at original resolution, with a probability of 75%. Subsequently, we resample all scans to a uniform resolution of $0.5 \text{ mm} \times 0.5 \text{ mm} \times 3.6 \text{ mm/voxel}$ with bicubic interpolation. Finally, with a probability of 50%, we apply 2D affine data augmentations: horizontal mirroring, rotation with $\theta \sim 7.5 \cdot \mathcal{N}(0,1)$, horizontal translation with $h_x \sim 0.05 \cdot \mathcal{N}(0,1)$, vertical translation with $h_y \sim 0.05 \cdot \mathcal{N}(0,1)$ and zoom with $s_{xy} \sim 1.05 \cdot \mathcal{N}(0,1)$, where $\mathcal{N}(0,1)$ is a Gaussian distribution with zero mean and unit variance.

D. Experimental Analysis

1) Extraction of Report Findings: Accuracy of automatically counting the number of PI-RADS $\geq 4$ lesions in a report ($n_{\text{sig}}$) is determined by comparing against the number of PI-RADS $\geq 4$ lesions in the manually annotated RUMC dataset. To account for multifocal lesions (which can be annotated as two distinct regions or a single larger one) and human error in the ground truth annotations, we manually checked the radiology report and verified the number of lesions when there was a mismatch between the ground truth and automatic estimation.

2) Localisation of Report Findings: Localisation of clinically significant report findings is evaluated with the sensitivity and average number of false positives per case. Evaluation is performed with 5-fold cross-validation on the labelled RUMC...
1. Predict with Expert Model
2. Keep \( n_{\text{sig}} \) most confident lesions
Reference: expert cancer annotation
Output: automatic cancer annotation

Input: prostate bpMRI

3) Generate automatic annotations

4) Train on expert and automatic annotations

Fig. 1. Overview of the steps to create automatic annotations for the unlabelled RUMC exams. 1) Train a prostate cancer segmentation model on manually annotated clinically significant prostate cancer lesions (csPCa, PI-RADS \( \geq 4 \)), the Expert model. 2) Extract the PI-RADS scores from the radiology reports and count the number of csPCa lesions, \( n_{\text{sig}} \). 3) Localise and segment the csPCa lesions, by keeping the \( n_{\text{sig}} \) most confident lesion candidates of the Expert model. 4) Automatic annotations are used to augment the training dataset and train a new prostate cancer segmentation model.

Index lesion mark1: peripheral zone right apex.
\( \text{T2W/DWI/DCE score: 4/4/+} \). Minimal ADC value: 821 (normally at least 950). Risk category: intermediate/high-grade cancer (PI-RADS v2 category: 4).

Finding nr. 1: peripheral zone right posterior mid-base prostate. Score T2W: 5, Score DCE: +, Score DWI: 5, minimal ADC value 665. Lesion best fits significant prostate cancer (PI-RADS 5).

Fig. 2. Example lesion report sections. The rule-based score extraction matched the T2W, DWI and DCE scores coloured orange, green and red, respectively. The resulting PI-RADS score is coloured purple. The reports were split in sections by matching the lesion identifier in blue. All reports were originally Dutch.

Dataset, for which PI-RADS \( \geq 4 \) lesions were manually annotated in the MRI scan.

3) Segmentation of Report Findings: Quality of the correctly localised report findings is evaluated with the Dice similarity coefficient (DSC). This evaluation is performed with 5-fold cross-validation on the labelled RUMC dataset, which has manual PI-RADS \( \geq 4 \) lesion annotations.

4) Prostate Cancer Detection and Statistical Test: Prostate cancer detection models are evaluated on 300 external exams from ZGT, with histopathology-confirmed ground truth for all patients. Studies are considered positive if they have at least one Gleason grade group \( \geq 2 \) lesion (csPCa). Patient-based diagnostic performance was evaluated using the Receiver Operating Characteristic (ROC), and summarised
to the area under the ROC curve (AUROC). Lesion-based
diagnostic performance was evaluated using Free-Response
Receiver Operating Characteristic (FROC), and summarised
to the partial area under the FROC curve (pAUC) between
0.01 and 2.50 false positives per case, similar to [17]. We
trained our models with 5-fold cross-validation and 3 restarts
for nnU-Net and 5 restarts for DA-UNet, resulting in 15 or
25 independent AUROC/PAUC on the test set for
each model configuration. To determine the probability of
one configuration outperforming another configuration, we
performed a permutation test with 100,000 iterations. We used
a statistical significance threshold of 0.01.
95% confidence intervals (CI) for the radiologists were
determined by bootstrapping 100,000 iterations, with each
iteration selecting \( \sim U(0, N) \) samples with replacement and
calculating the target metric. Iterations that sampled only one
class were rejected.

III. RESULTS

A. Extraction of Report Findings

Our score extraction script correctly identified the number of
clinically significant lesions for 3,024 out of the 3,044 (99.3%)
radiology reports in our manually labelled RUMC dataset.
We excluded reports and their studies when no PI-RADS
scores could be extracted from the report: 8 cases (0.3%) from
the labelled RUMC dataset and 121 cases (2.6%) from the
unlabelled RUMC dataset. Full breakdown of automatically
extracted versus manually determined number of significant
lesions is given in Fig. 2 Typing mistakes and changed scores
in the addendum were the main source of the 20 (0.7%)
incorrect extractions, which is an error rate similar to what
we observed for our annotators.

B. Localisation of Report Findings

Both prostate cancer segmentation architectures, nnU-Net
and DA-UNet, can achieve high detection sensitivity. At this
high sensitivity operating point, the models also propose a
large number of false positive lesion candidates, as indi-
cated by the Free-Response Receiver Operating Characteristic
(FROC) curve shown in Fig. 3. Masking the models’ lesion
candidates with the number of clinically significant report
findings, \( n_{\text{sig}} \), greatly reduces the number of false positive
lesion candidates. At the sensitivity of the unfiltered automatic
annotations, masking with radiology reports reduced the aver-
age number of false positives per case from 0.39 \( \pm \) 0.14 to 0.064 \( \pm \) 0.008 for nnU-Net and from 0.88 \( \pm \) 0.29 to 0.097 \( \pm \) 0.011 for DA-UNet. This more than five-fold reduction in
false positives greatly increases the usability of the automatic
annotations.

Studies where we could extract fewer than \( n_{\text{sig}} \) lesion
candidates were excluded. This excludes studies where we are
certain to miss lesions, and thus increases sensitivity. From the
automatic annotations from nnU-Net we excluded 119 studies,
resulting in a sensitivity of 83.8 \( \pm \) 1.1% at 0.063 \( \pm \) 0.008
false positives per study. From the automatic annotations from
DA-UNet we excluded 4 studies, resulting in a sensitivity of
78.5 \( \pm \) 3.3% at 0.096 \( \pm \) 0.012 false positives per study.

C. Segmentation of Report Findings

Spatial similarity between the automatic and manual anno-
tations is good. nnU-Net achieved a Dice similarity coefficient
(DSC) of 0.67 \( \pm \) 0.19, and DA-UNet achieved 0.57 \( \pm \) 0.17 DSC.
Including the missed manual annotations as a DSC of zero,
reduces this to 0.51 \( \pm \) 0.33 for nnU-Net and 0.45 \( \pm \) 0.28 for
DA-UNet. The full distribution of DSC against lesion volume
is given in the Supplementary Materials.
Fig. 4 shows automatic annotations from nnU-Net, with a
DSC of 0.70 (\( \approx \) mean) for the top lesion of Patient 1, a DSC of
0.87 (\( \approx \) mean + std.) for Patient 2 and a DSC of 0.55 (\( \approx \)
mean − std.) for Patient 3.

D. Prostate Cancer Detection

1) Automatic Labels Compared to Manual Labels: Training
on automatic labels resulted in models with equal or better
performance, compared to training on the same number of
manual labels. For the external test set with histopathology-confirmed ground truth, \( mnU-Net \) achieved a case-level AUROC of \( 88.3 \pm 1.1 \% \) when training on automatically annotated studies and \( 88.1 \pm 1.1 \% \) when training on manually annotated studies (\( P = 0.24 \)). Training \( DA-UNet \) on automatically annotated studies resulted in a case-level AUROC of \( 86.6 \pm 1.4 \% \), significantly outperforming training on manually annotated exams, which achieved \( 84.6 \pm 2.0 \% \) AUROC (\( P = 4.4 \cdot 10^{-4} \)).

Lesion detection performance, as measured by the pAUC, was \( 1.920 \pm 0.036 \) for \( mnU-Net \) when training on automatically annotated studies and \( 1.949 \pm 0.056 \) when training on manually annotated studies (\( P = 0.13 \)). \( DA-UNet \) trained on automatically annotated exams achieved \( 2.024 \pm 0.039 \) pAUC, significantly outperforming training on manually annotated exams, which achieved \( 2.024 \pm 0.039 \) pAUC (\( P < 10^{-4} \)). Sensitivity at one false positive per case increased from \( 79.2 \pm 2.8 \% \) to \( 80.4 \pm 2.4 \% \) (\( P = 0.10 \)) for \( mnU-Net \) and from \( 79.1 \pm 3.6 \% \) to \( 83.5 \pm 1.9 \% \) (\( P < 10^{-4} \)) for \( DA-UNet \). See the top row of Fig. 6 for the ROC and FROC curves.

2) Augmenting Training Set with Automatic Annotations:

Augmenting the training set with automatically annotated exams significantly improved model performance. For the external test set with histopathology-confirmed ground truth, the case-level AUROC increased from \( 88.1 \pm 1.1 \% \) to \( 89.8 \pm 1.0 \% \) (\( P = 1.2 \cdot 10^{-4} \)) for \( mnU-Net \) and from \( 84.6 \pm 2.0 \% \) to \( 86.3 \pm 1.8 \% \) (\( P = 1.8 \cdot 10^{-3} \)) for \( DA-UNet \).

On this external test set, experienced radiologists had a sensitivity of \( 91.7 \pm 2.8 \% \) at \( 77.9 \pm 2.9 \% \) specificity. At the same sensitivity, adding automatic annotations improved the model’s specificity from \( 60.8 \pm 8.6 \% \) to \( 64.7 \pm 7.1 \% \) (\( P = 0.35 \)) for \( mnU-Net \) and from \( 38.7 \pm 10.0 \% \) to \( 46.1 \pm 10.5 \% \) (\( P = 7.6 \cdot 10^{-3} \)) for \( DA-UNet \).

Detection and risk stratification of individual lesions also benefited from including the automatically labelled training samples. Model performance, as measured by the pAUC, increased from \( 1.920 \pm 0.036 \) to \( 2.063 \pm 0.036 \) (\( P < 10^{-4} \)) for \( nnU-Net \) and from \( 1.926 \pm 0.080 \) to \( 2.008 \pm 0.073 \) (\( P = 3.0 \cdot 10^{-4} \)) for \( DA-UNet \). Sensitivity at one false positive per case increased from \( 79.2 \pm 2.8 \% \) to \( 85.4 \pm 1.9 \% \) (\( P < 10^{-4} \)) for \( nnU-Net \) and from \( 79.1 \pm 3.6 \% \) to \( 82.8 \pm 3.2 \% \) (\( P = 5.3 \cdot 10^{-4} \)) for \( DA-UNet \). See the bottom row of Fig. 6 for the ROC and FROC curves.

IV. Discussion and Conclusion

Patient-level risk stratification and lesion-level detection risk stratification of our prostate cancer detection models significantly improved by augmenting the training set with automatically-generated prostate cancer annotations guided by radiology report findings. This improved performance demonstrates the feasibility of our annotation method. Furthermore, the automatic annotations are of sufficient quality to speed up the manual annotation process, by identifying negative cases that do not need to be looked at, and by providing high quality segmentation masks for the majority of the positive cases.

Our automatic labelling procedure enabled us to utilise thousands of additional prostate MRI exams with radiology reports from clinical routine, without manually annotating each finding in the MRI scan. While automatic annotations reflect the radiologist’s findings less accurately compared to human annotators, we found that training exclusively on automatically annotated exams did not lead to statistically inferior model performance, compared to training on an equal number of manual annotations. For \( DA-UNet \) performance even increased, for both case-level risk stratification and lesion-level detection.

We believe the non-inferior or improved performance could be caused by a higher level of consistency in the automatic annotations, compared to the manual annotations. Manual annotations reflect the high inter- and intra-reader variability of PI-RADS \( \geq 4 \) findings [37], [38], while the automatic annotations are generated using a single ensemble of models. Increased consistency could result in a more stable training signal, helping model convergence. The larger improvement of \( DA-UNet \) compared to \( mnU-Net \) also raises the question which components caused this difference. Automatic annotations generated using a model trained with Focal Loss (\( \alpha = 0.75 \)) could be better than automatic annotations generated using a model trained with cross-entropy. Or, a model trained with Focal Loss (\( \alpha = 0.75 \)) may benefit more from the increased consistency of automatic annotations. Or, another difference between the training setup of \( nnU-Net \) and \( DA-UNet \) causes this difference in performance increase. Further research is necessary to answer these questions, and push performance with automatically annotated exams further.

Augmenting the training dataset with automatically labelled prostate MRI exams consistently improved model performance, with a group of baseline and augmented models truly reflecting the difference in performance due to the automatically labelled exams. Comparing groups of models with a
permutation test ensures results are not due to variation in performance inherent to deep learning’s stochastic nature.²

Automatically annotating training samples enables us to improve our models, but also speeds up the manual labelling process for new cases. Accurate PI-RADS score extraction from radiology reports enables us to automatically identify all negative cases (with $\leq 1\%$ error rate), saving the repetitive operation of reading the radiology report only to designate a study as negative. As this entails approximately $60\%$ of the studies, this already amounts to a large time saving. Furthermore, the segmentation masks from nnUNet are often of sufficient quality to only require verification of the location, saving significant amounts of time for positive studies as well.

Direct applicability of both the automatic PI-RADS extraction from radiology reports and the models for the automatic annotation procedure are, however, limited. The rule-based score extraction was developed with the report templates from RUMC in mind, and is likely to fail for reports with a different structure. For institutes that also have structured

---

²Sources of variation include the model’s random initialisation, order of training batches and data augmentations, resulting in differences in model performance between training runs.
reports, the rule-based score extraction can be adapted to match their findings. For unstructured (free text) reports, the task of counting the number of clinically significant findings can be performed by a deep learning-based natural language processing model. This model can be trained on the reports of the manually labelled subset, using the number of findings found in the manual annotations as labels.

Another limitation is that the prostate cancer detection models were trained with prostate MRI scans from a single vendor (Siemens Healthineers, Erlangen; Magnetom Trio/Skyra/Prisma/Avanto). Therefore, these models are likely to perform inferior on scans from different scanner models.

In conclusion, the report-guided automatic annotations are of high quality, allowing unlabelled samples to be leveraged without additional manual effort. Furthermore, automatic annotations can speed up the manual annotation process. Our proposed method is widely applicable, paving the way towards larger datasets with equal or reduced annotation time.
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### Table A. Patient demographic and characteristics for datasets acquired at Radboud University Medical Centre (RUMC) and Ziekenhuisgroep Twente (ZGT). Characteristic values are followed by their interquartile range (IQR), if applicable.

| Characteristic                        | RUMC  | ZGT  |
|---------------------------------------|-------|------|
| Number of Patients                    | 6,380 | 300  |
| Number of Studies                     | 7,756 | 300  |
| • Benign                              | 4,734 | 204  |
| • Malignant (≥ 1 csPCa*)              | 3,022 | 96   |
| Median PSA (ng/mL)                    | 8.0 (5 - 11) | 6.6 (5 - 9) |
| Median Age (years)                    | 66 (61 - 70) | 65 (59 - 68) |
| Median Prostate Volume (cm$^3$)       | 64 (46 - 91) | 50 (40 - 69) |
| MRI Scanners (3 T, Surface Coils)     |       |      |
| • Magnetom Trio/Skyra+                | 88.9% | 100% |
| • Magnetom Prisma+                    | 11.0% | -    |
| • Magnetom Avanto+ (1.5 T)            | 0.1%  | -    |
| T2W Acquisition                       |       |      |
| • In-Plane Resolution (mm/voxel)      | 0.30 ± 0.08 | 0.50 ± 0.00 |
| • Slice Thickness (mm/voxel)          | 3.60 ± 0.20 | 3.00 ± 0.00 |
| DWI/ADC Acquisition                   |       |      |
| • In-Plane Resolution (mm/voxel)      | 2.00 ± 0.05 | 2.00 ± 0.00 |
| • Slice Thickness (mm/voxel)          | 3.60 ± 0.20 | 3.00 ± 0.00 |
| • Computed High b-Value               | b1400 | b1400 |
| MRI-Detected Lesions                  | 10,564 | 464  |
| • PI-RADS ≤ 2                         | 5,958 | 242  |
| • PI-RADS 3                           | 983   | 41   |
| • PI-RADS 4                           | 2,115 | 92   |
| • PI-RADS 5                           | 1,508 | 89   |
| Histopathology-Confirmed Lesions     | N/A   | 191  |
| • GGG 1 (GS ≤ 3 + 3)                  | N/A   | 86   |
| • GGG 2 (GS 3 + 4)                    | N/A   | 50   |
| • GGG 3 (GS 4 + 3)                    | N/A   | 24   |
| • GGG 4 (GS 4 + 4)                    | N/A   | 9    |
| • GGG 5 (GS ≥ 4 + 5)                  | N/A   | 22   |

*RUMC csPCa: PI-RADS ≥ 4; ZGT csPCa: GGG ≥ 2

† Siemens Healthineers, Erlangen, Germany

§ Determined semi-automatically

---

**Fig. A.** STARD diagram for study inclusion/exclusion criteria applied across both centres: Radboud University Medical Centre (RUMC) and Ziekenhuisgroep Twente (ZGT).
**B. Extraction of Report Findings**

First, we tried to split the radiology reports in sections for individual findings, by searching for text that matches the following structure:

\[ \text{[Finding]} \ (\text{number indicator}) \ [\text{number}] \]

Where ‘Finding’ matches the Dutch translations ‘afwijking’, ‘laesie’, ‘markering’ or ‘regio’. The optional number indicators are ‘nr.’, ‘mark’ and ‘nummer’. The number at the end matches one or multiple numbers (e.g., ‘1’ or ‘2+3’).

Secondly, we extracted the PI-RADS scores by searching for text that matches the following structure:

\[ \text{[PI-RADS]} \ (\text{separators}) \ [\text{number 1-5}] \]

Where the optional separators include ‘v2 category’ and ‘:’. The dash between ‘PI’ and ‘RADS’ is optional. The T2W, DWI and DCE scores, which define the PI-RADS score, are extracted analogous to the PI-RADS score, while also allowing joint extraction:

\[ \text{T2W/DWI/DCE score: [1-5]/[1-5]/[-+] } \]

In this instance, the first number is matched with the T2W score, the second with DWI and the + or − with DCE.

In case the report could not be split in sections per lesion, we applied strict pattern matching on the full report. During strict pattern matching we only extract T2W, DWI and DCE scores jointly, to ensure the scores are from the same lesion. The resulting PI-RADS scores were extracted from the full report and matched to the individual scores.

**C. Detection Model Architecture**

For our prostate cancer segmentation task, nnU-Net [1] configured itself to use a 3D U-Net with five down-sampling steps, as shown in Fig. B. This figure also shows the specific choice of 2D/3D convolutional blocks, max-pooling layers and transposed convolutions. No cascade of U-Nets or 2D U-Net was triggered for our dataset.

The implementation of the DA-UNet architecture is the same as in [2], with the exception of LeakyReLU [3] activations throughout the decoder and decreased $L_2$ kernel regularisation of $10^{-4}$. See [2] for implementation details.
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[2] A. Saha, M. Hosseinzadeh, and H. Huisman, “End-to-end Prostate Cancer Detection in bpMRI via 3D CNNs: Effects of Attention Mechanisms, Clinical Priori and Decoupled False Positive Reduction”, Medical Image Analysis, p. 102-155, 2021, ISSN: 1361-8415.

[3] A. L. Maas, A. Y. Hannun, and A. Y. Ng, “Rectifier Nonlinearities Improve Neural Network Acoustic Models”, in Proc. icml, Citeseer, vol. 30, 2013, p. 3.
**D. Lesion Segmentation Quality**

![Spatial Congruence Automatic Annotations from nnU-Net](image1.png)

![Spatial Congruence Automatic Annotations from DA-UNet](image2.png)

**Fig. C.** Spatial congruence between automatic and manual csPCa annotations, as measured by the Dice similarity coefficient, for automatic annotations derived from (top) nnU-Net or (bottom) DA-UNet. Both methods were evaluated on the labelled RUMC dataset with 5-fold cross-validation, excluded studies due to empty PI-RADS extraction from the radiology report, and excluded studies with insufficient lesion candidates. All metrics were computed in 3D.