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ABSTRACT. We study transmission problems with free interfaces from one random medium to another. Solutions are required to solve distinct partial differential equations, $L_+$ and $L_-$, within their positive and negative sets respectively. A corresponding flux balance from one phase to another is also imposed. We establish existence and $L^\infty$ bounds of solutions. We also prove that variational solutions are non-degenerate and develop the regularity theory for solutions of such free boundary problems.
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1. INTRODUCTION

The study of transmission problems often refers to the analysis of models involving different media and/or different laws in separate subregions. Such problems appear in several fields of physics, biology, material sciences, industry, etc. It is particularly relevant for mathematical models associated with composite materials. Electromagnetic (or thermodynamic) processes with different dielectric constants (or heat conductivity) are also typical examples of transmission problems. A large literature on this class of problems evolved from the earliest works back in the 1960’s. For a detailed historical reference on the development of transmission problems through the decades, we suggest to the readers the recent book [4].

Classical equations related to the mathematical analysis of transmission problems involve discontinuous coefficients. This is due to different properties and distinct features of the media: devices made of different materials, vibrating folded
membranes, multi-structures bodies, anti-plane shear deformation, etc. Simple mathematical models convert into the analysis of second order elliptic equations of the type

\( \nabla \cdot (a(x)\nabla u) = 0, \) in \( D, \)

where

\( a(x) = \begin{cases} a_0 & \text{in } D_0 \subseteq D \\ a_1 & \text{in } D \setminus D_0, \end{cases} \)

for some subdomain \( D_0 \) of \( D \) and \( 0 < a_0 \neq a_1 < \infty. \) For these type of problems, the prior knowledge of \( \partial D_0 \) as well as its smoothness and geometric properties are essential in their studies. The rigorous mathematical analysis of equations of the form described above, \((1.1), (1.2),\) promoted the development of a number of deep ideas and new mathematical tools, \([15, 16, 3, 5, 9]\) just to cite a few recent ones.

Let us now examine another simple physical situation, for which the transmission problem involved is rather more delicate from the mathematical viewpoint. Consider the system of equations modeling an ice that melts submerged in a heated inhomogeneous medium. Let us focus on the stationary situation – a snapshot of the phenomenon. When the temperature \( T \) is negative, the heat conduction process is governed by the diffusion operator associated to the ice. Thus, after normalization, we can assume that

\( \Delta T = 0, \) is satisfied inside the ice.

For positive temperatures, the heat conduction process is now ruled by the diffusion operator associated to the exterior medium. Thus,

\( \nabla \cdot (\bar{a}(x)\nabla T) = 0, \) in the exterior fluid,

for some \( \bar{a}(x) \) positive definite matrix different from the identity matrix. From the classical laws of thermodynamics, an extra energy (latent heat) is required for the
change of state of the matter. This translates into a prescribed heat flux balance along the phase transition \( \{ T = 0 \} \). One finds out the equation

\[
\partial T^- - \partial_a T^+ = c_0, \text{ along } \{ T = 0 \},
\]

for some "latent heat for melting" constant \( c_0 \neq 0 \).

\[\begin{align*}
\text{Exterior fluid} & \quad T > 0 \\
\Delta T = 0 & \quad \partial T^- \\
\text{Ice} & \quad \partial_a T^+ \\
T < 0 & \quad \nabla \cdot (\bar{a}(x) \nabla T) = 0
\end{align*}\]

**Figure 2.** Ice melting within an exterior medium

Albeit similar in nature, two crucial differences ought to be highlighted from the typical transmission problem and the ice melting situation described above. First notice that in the latter, the transmission boundary is \textit{a priori} unknown, and in fact depends on the solution itself. No smoothness properties on \( \{ T = 0 \} \) are \textit{a priori} granted and, in general, it may fail to be a Lipschitz surface. This is in contrast to the fact that, say, in composite body problems, the discontinuity transmission occurs along a fixed, smooth prescribed boundary, \( \partial D_0 \). The second different feature of the ice melting problem rests upon the flux balance, entitled by equation (1.5). Unifying the equations involved in the system, one formally ends up with a nonhomogeneous elliptic equation with a measure datum:

\[
\nabla \cdot (\mathcal{A}(x) \nabla T) = \mu,
\]

where \( \mathcal{A}(x) = \text{Id} \) for \( T < 0 \), \( \mathcal{A}(x) = \bar{a}(x) \) for \( T > 0 \), and \( \mu \) is a nonzero measure supported along the free interface \( \{ T = 0 \} \), in particular \( \mu \) is not absolutely continuous with respect to the \( L^n \)-Lebesgue measure. Should \( \{ T = 0 \} \) be an \( (n-1) \) smooth surface, then \( \mu = c_0 \chi_{\{ T = 0 \}} \) in the sense of measures.

The main goal of present work is to provide a mathematical treatment to transmission problems involving free boundaries of discontinuity, as the ice melting example illustrated above. For that, let us start describing the mathematical set-up we shall work on in this paper. Let \( \Omega \) be a bounded open subset of \( \mathbb{R}^n \), \( n \geq 3 \) with
Lipschitz boundary and \( A_+, A_- \in L^\infty(\Omega, \text{Sym}(n \times n)) \) be functions of symmetric matrices satisfying the ellipticity condition
\[
\lambda |\xi|^2 \leq \langle A_\pm(x) \xi, \xi \rangle \leq \Lambda |\xi|^2,
\]
for a.e. \( x \in \Omega \) and all \( \xi \in \mathbb{R}^n \), where \( 0 < \lambda \leq \Lambda \) are fixed constants. Let also \( \gamma: \Omega \to \mathbb{R} \) be a continuous, strictly positive function and \( 0 < \lambda_- < \lambda_+ < \infty \) be different constants. Finally select sources functions \( f_+, f_- \in L^q(\Omega) \), with \( q > n/2 \).

Given a fixed boundary datum \( \phi \in H^1(\Omega) \cap L^\infty(\Omega) \), we consider the energy functional \( \mathcal{F} = \mathcal{F}_{A_\pm, \lambda_\pm, f_\pm} : H^1_\phi(\Omega) \to [0, +\infty) \) defined by
\[
\mathcal{F}_{A_\pm, \lambda_\pm, f_\pm}(v) := \int_{\Omega \cap \{ v > 0 \}} \left\{ \frac{1}{2} |\nabla v(x)|^2_{A_\pm} + \lambda_+(x) + f_+ v \right\} dx + \int_{\Omega \cap \{ v < 0 \}} \left\{ \frac{1}{2} |\nabla v(x)|^2_{A_-} + \lambda_-(x) + f_- v \right\} dx,
\]
where we use the notation
\[
|\nabla v(x)|^2_{A_\pm} := \langle A_\pm(x) \nabla v(x), \nabla v(x) \rangle,
\]
and
\[
\lambda_+(x) := \gamma(x) \lambda_+ \quad \text{and} \quad \lambda_-(x) := \gamma(x) \lambda_-.
\]
As usual \( H^1_\phi(\Omega) \) denotes the functional affine manifold
\[
H^1_\phi(\Omega) := \{ v \in H^1(\Omega) \mid v - \phi \in H^1_0(\Omega) \}.
\]

Some notation simplifications shall be used throughout the paper. Often we shall omit the subscripts of the energy functional. We will simply write \( \mathcal{F}(v) \) when the choices of \( A_\pm, \lambda_\pm, f_\pm \) are understood in the context. It will be convenient to write \( \mathcal{F}_A(v) \) when \( A_+ = A_- = A \). Throughout the text, it will also be useful to write the functional (1.8) as follows
\[
(P) \quad \mathcal{F}(u) = \int_{\Omega} \left\{ \frac{1}{2} (A(x, u) \nabla u, \nabla u) + F_0(u) + fu \right\} dx
\]
where
\[
\begin{align*}
A(x, u) & := A_+ \chi_{\{u > 0\}} + A_- \chi_{\{u \leq 0\}} \\
F_0(u) & := \lambda_+ \chi_{\{u > 0\}} + \lambda_- \chi_{\{u \leq 0\}} \\
f & := f_+ \chi_{\{u > 0\}} + f_- \chi_{\{u \leq 0\}}.
\end{align*}
\]

Extrema functions of the energy \( \mathcal{F} \) are related to free transmission problems earlier illustrated. Indeed, it is expected that local minima of \( \mathcal{F} \) satisfy
\[
\nabla \cdot (A_+(x) \nabla u(x)) = f_+(x) \quad \text{in} \quad \{ u > 0 \}
\]
and analogously, one should verify that
\[
\nabla \cdot (A_-(x) \nabla u(x)) = f_-(x) \quad \text{in} \quad \{ u \leq 0 \}.
\]
An appropriate free boundary condition will also emerge from small domain variations near the free discontinuity surface $\partial \{ u > 0 \}$, see Section 4. Hence, the mathematical treatment of free transmission problems leads naturally to the study of local minima of the energy functional $\mathcal{F}$ – this is the goal of this present work.

It is as well alluding to observe that the energy functional $\mathcal{F}_{A,\lambda_+,\lambda_-}$ described in (1.8) can also be viewed as a generalization of the Alt-Caffarelli-Friedman theory, developed henceforth the epic-marking paper [2]. For that, one simply take $A_+ = A_- = \text{Id}$, $f_+ = f_- = 0$. Sometimes it will be convenient to explore such a perspective, confronting the results obtained in [2] with the ones proven herein for the general free transmission problem.

Before continuing, let us declare that any constant or entity that depends only upon dimension, ellipticity constants of the media entitled in (1.7), $\gamma$, $\lambda_+$, $\lambda_-$, $\| f_+ \|_q$, $\| f_- \|_q$, $\Omega$ and $\phi$, shall be called universal. Alternatively, we will say that a constant depends only upon the data of the problem.

Discontinuities of the media along the free interface impel several new subtlety and technical difficulties in the mathematical treatment of this type of problems. We highlight that existence of a minimizer does not follow from classical methods in the Calculus of Variations. The main difficulty is the lack of convexity of the functional (1.8). We exemplify that at the beginning of Section 2.

Despite of the lack of convexity, we shall prove the functional (1.8) has a minimizer, Theorem 2.1. We will also obtain an $L^\infty$ estimate of a minimum, that depends only upon the data of the problem. These two results will be delivered in Section 2.

In Section 3, we refine our estimates as to prove that any local minima of the functional $\mathcal{F}$ has a universal modulus of continuity, Theorem 3.4. This will be a key tool in the study of further qualitative properties of minima. In particular, Theorem 3.4 provides compactness of minima, which plays a decisive role in the perturbative approach we shall establish henceforth.

In the sequel, we start developing a geometric regularity theory for local minima. We show that such extrema grow linearly away from the transmission interface, Theorem 5.2. As a consequence, we establish strong nondegeneracy properties of minima along the phase transition, Theorem 5.3. These results are carried out in Section 5.

The next step in the program is to analyze the optimal asymptotic regularity theory for minima of when $A_+ = A_- = A(x)$ is a mere continuous function of symmetric elliptic matrices. We recall that in such a scenario, even solutions to the homogeneous equation

$$(1.12) \quad \text{div}(A(x) \nabla u) = 0$$

may fail to be Lipschitz continuous, see for instance [20]. Notwithstanding, we shall deliver in Section 6 an asymptotic optimal $C^{0,1-}$ regularity estimate for minima of $\mathcal{F}_{A,f_+,f_-}$ for $f_-,f_+ \in L^q$, $q \geq n$. As to further enlighten the subtleness of
the asymptotic estimate we shall deliver in Section 6, we comment that if $A$ had $\beta$-Hölder continuous coefficients, $0 < \beta < 1$, then for the homogeneous equation (1.12) classical Schauder estimates provide $C^{1,\beta}$ smoothness of solutions. In parallel, under Hölder continuity of the coefficients, it is possible to establish a monotonicity formula for $\mathcal{F}_{A,0,0}$, see [6] Lemma 1, and hence minima are Lipschitz continuous.

Before presenting the ultimate asymptotic Lipschitz regularity estimate we shall prove in Section 7, we invite the readers to revisit the ice-melting problem previously illustrated at the beginning of this Introduction. One should notice that while the ice in melting inside a different medium, a mixing process is taking place near the free boundary. The water coming from the melted ice associates with the exterior medium, turning its heat properties closer and closer to the heat properties of the pure water. In mathematical terms, when one looks at the evolutionary problem, the exterior medium $A_+$ depends on the time parameter $t$ and we verifies that

$$\lim_{t \to \infty} \|A_- - A_+(t)\| = 0,$$

near the moving free interface $\partial \{ T(x,t) > 0 \}$. That is, after some time, the jumping discontinuity from one medium to another should be no more than $\varepsilon$, a given choice of closeness, $\varepsilon > 0$.

With this illustrative physical intuition in mind, we shall prove in our final Theorem 7.1 that, under $\varepsilon$-smallness of the jump discontinuity, solutions are locally of class $C^{0,\alpha(\varepsilon)}$ and

$$\lim_{\varepsilon \to 0} \alpha(\varepsilon) = 1.$$

That is, solutions to the free transmission problem are asymptotically Lipschitz continuous as $t \to \infty$. It is worth commenting that even in the case that $A_+$ and $A_-$ are (different) constant elliptic matrices, one cannot establish monotonicity formula for the homogeneous $\mathcal{F}_{A_+,A_-,0,0}$ functional (cf. [8]). As a consequence, even in the simplest heterogeneous scenario, Lipschitz estimates may not be valid for local minima. In that perspective, the asymptotic estimate proven herein is of optimal nature.

**Acknowledgements.** The authors would like to thank Enrico Valdinoci and Luis Caffarelli for the their caring interest on this program and for fruitful discussions. The authors researches have been partially funded by CNPq-Brazil.

2. **Existence and $L^\infty$ Bounds**

In this section we establish existence of a minimum to the functional (1.8) as well as universal $L^\infty$ bounds for such an extremum. As previously mentioned, the functional (1.8) fails, in general, to be convex. To exemplify this we invite the readers to analyze the following one-dimensional example. Let $\Omega = (0,10)$, $A_+ \equiv 20$ and $A_- \equiv 1$, $\lambda_+ = \lambda_- = f_+ = f_- = 0$. Define the functions $u$ and $v$ by the graphs below:
Notice that both functions take the same value on the boundary of $\Omega$. The corresponding functional

$$\mathcal{G}(\psi) = 20 \int_{\chi_{\{\psi > 0\}} \cap \Omega} (\psi')^2 dx + \int_{\chi_{\{\psi \leq 0\}} \cap \Omega} (\psi')^2 dx.$$ 

is not convex. Indeed, one easily compute:

$$\mathcal{G}\left(\frac{u + v}{2}\right) = 1 + 8 \cdot \frac{1}{4} \cdot 20 = 41 \geq \frac{1}{2} 21 + \frac{1}{2} 29 = \frac{1}{2} \mathcal{G}(u) + \frac{1}{2} \mathcal{G}(v).$$

It is clear from the construction above that, if desired, one can wig the functions as to fail the concavity inequality as well.

Combining methods from the Calculus of Variations with theoretical measure estimates, we can, nonetheless, show the existence of a local minima, see for instance [21, 13] for similar approaches.

**Theorem 2.1** (Existence theorem). There exists a minimum $u_0$ to the energy functional $\mathcal{F}$.

**Proof.** For this proof, it will be convenient to write the functional $\mathcal{F}$ as indicated in (P). From ellipticity of the matrices $A_+$ and $A_-$ we readily obtain the lower bound

$$\mathcal{F}(u) \geq \frac{\lambda}{2} \int_{\Omega} (|\nabla u|^2 + 2fu) dx.$$
Clearly, \( q > n/2 > 2n/(n+2) \), thus by Hölder inequality we can estimate

\[
(2.2) \qquad \left| \int_{\Omega} f u \, dx \right| \leq C_1(n, \Omega) \| f \|_{L^q(\Omega)} \| u \|_{L^{2n/(n-2)}(\Omega)}.
\]

Hence, combining (2.1) and (2.2), together with Sobolev embedding and Poincaré inequality, yields

\[
(2.3) \quad \mathcal{F}(u) \geq \frac{\lambda}{2} \int_{\Omega} |\nabla u|^2 \, dx - C(n, \lambda, \| f \|_{L^q(\Omega)}, \| \phi \|_{\Omega}) \left( \int_{\Omega} |\nabla u|^2 \, dx \right)^{1/2} - C(\phi).
\]

We have verified that the functional \( \mathcal{F} \) is coercive along \( H^1_0(\Omega) \) and thus

\[
(2.4) \quad \inf \{ \mathcal{F}(u) \mid u \in H^1_0(\Omega) \} > -\infty.
\]

In the sequel, let \( \{ u_m \}_{m \geq 1} \subset H^1_0(\Omega) \) be a minimizing sequence for \( \mathcal{F} \). Passing to a subsequence, if necessary, we can assume that \( u_m \to u_0 \) a.e in \( \Omega \) and \( \nabla u_m \rightharpoonup \nabla u_0 \) in \( L^2(\Omega) \). From Egoroff’s theorem, for any \( \varepsilon > 0 \) there is an open subset \( \Omega_\varepsilon \subset \Omega \), with \( |\Omega \setminus \Omega_\varepsilon| < \varepsilon \), for which we can assure \( u_m \to u_0 \) uniformly in \( \Omega_\varepsilon \). Now, given \( \delta > 0 \), we estimate

\[
\int_{\Omega_\varepsilon \cap \{ u_0 > \delta \}} \frac{1}{2} \langle A(x, u_0) \nabla u_0, \nabla u_0 \rangle \, dx = \int_{\Omega_\varepsilon \cap \{ u_0 > \delta \}} \frac{1}{2} \langle A(x, u_0) \nabla u_0, \nabla u_0 \rangle \, dx
\]

\[
\leq \liminf_{m \to \infty} \int_{\Omega_\varepsilon \cap \{ u_0 > \delta \}} \frac{1}{2} \langle A(x, u_m) \nabla u_m, \nabla u_m \rangle \, dx
\]

\[
\leq \liminf_{m \to \infty} \int_{\Omega_\varepsilon \cap \{ u_0 > \delta/2 \}} \frac{1}{2} \langle A(x, u_m) \nabla u_m, \nabla u_m \rangle \, dx
\]

\[
\leq \liminf_{m \to \infty} \int_{\Omega_\varepsilon \cap \{ u_m > 0 \}} \frac{1}{2} \langle A(x, u_m) \nabla u_m, \nabla u_m \rangle \, dx
\]

\[
\leq \liminf_{m \to \infty} \int_{\Omega \setminus \{ u_m > 0 \}} \frac{1}{2} \langle A(x, u_m) \nabla u_m, \nabla u_m \rangle \, dx
\]

\[
= \liminf_{m \to \infty} \int_{\Omega \setminus \{ u_m > 0 \}} \frac{1}{2} \langle A(x, u_m) \nabla u_m, \nabla u_m \rangle \, dx.
\]

Letting \( \delta \to 0 \) in the above chain of inequalities yields

\[
(2.5) \quad \int_{\Omega \cap \{ u_0 > 0 \}} \frac{1}{2} \langle A(x, u_0) \nabla u_0, \nabla u_0 \rangle \, dx \leq \liminf_{m \to \infty} \int_{\Omega \cap \{ u_m > 0 \}} \frac{1}{2} \langle A(x, u_m) \nabla u_m, \nabla u_m \rangle \, dx.
\]
On the other hand, by ellipticity and $L^2$ bounds on $\nabla u_0$, we have

$$\int_{(\Omega \setminus \Omega^c) \cap \{|u_0| > 0\}} \langle A(x, u_0) \nabla u_0, \nabla u_0 \rangle \, dx = O(\varepsilon). \tag{2.6}$$

Hence, combining (2.5) and (2.6) and, afterwards letting $\varepsilon \to 0$, gives

$$\int_{\Omega^c \cap \{|u_0| > 0\}} \langle A(x, u_0) \nabla u_0, \nabla u_0 \rangle \, dx \leq \liminf_{m \to \infty} \int_{\Omega^c \cap \{|u_m| > 0\}} \langle A(x, u_m) \nabla u_m, \nabla u_m \rangle \, dx. \tag{2.7}$$

Reasoning analogously, we obtain

$$\int_{\Omega^c \cap \{|u_0| \leq 0\}} \langle A \nabla u_0, \nabla u_0 \rangle \, dx \leq \liminf_{m \to \infty} \int_{\Omega^c \cap \{|u_m| < 0\}} \langle A \nabla u_m, \nabla u_m \rangle \, dx. \tag{2.8}$$

Lower weak semicontinuity of the other terms of $\mathcal{F}$ is standard. That is, that

$$\int_{\Omega} f u_0 \, dx \leq \liminf_{m \to \infty} \int_{\Omega} f u_m \, dx \tag{2.9}$$

and

$$\int_{\Omega} F_0(u_0) \, dx \leq \liminf_{m \to \infty} \int_{\Omega} F_0(u_m) \, dx, \tag{2.10}$$

are classical facts. From (2.7), (2.8), (2.9) and (2.10), it follows that the limiting function $u_0$ is a minimum of $\mathcal{F}$ and Theorem 2.1 is concluded. □

In the sequel we establish a universal control on the $L^\infty$ norm of the minimum granted by Theorem 2.1. Such an estimate will play an important role in higher order estimates we shall prove later in the program.

**Theorem 2.2 ($L^\infty$ bounds).** There exists a constant $C > 0$ depending only upon dimension, ellipticity constants $\lambda$ and $\Lambda$, and the numbers $\lambda_+, \lambda_-, \|\lambda(x)\|_\infty$, $\|\phi\|_{L^\infty(\partial \Omega)}$ and $\|f\|_{L_1(\Omega)}$ such that

$$\|u_0\|_{L^\infty(\Omega)} \leq C, \tag{2.11}$$

holds true for any local minimum $u_0$ of the functional $\mathcal{F}$.

**Proof.** Indeed, let $u$ be a minimum of the energy functional entitled in (P) and $j_0$ the smallest natural number above $\|\phi\|_{L^\infty(\partial \Omega)}$. For each $j \geq j_0$ we define the truncated function $u_j : \Omega \to \mathbb{R}$ by

$$u_j = \begin{cases} j \cdot \text{sign}(u), & \text{if } |u| > j \\ u, & \text{if } |u| \leq j \end{cases}$$

where $\text{sign}(u)(x) = 1$ if $u(x) > 0$, $0$ if $u(x) = 0$ and $\text{sign}(u)(x) = -1$ if $u(x) < 0$. Denote by

$$\mathcal{S}_j := \{x \in \Omega \mid |u(x)| > j\}.$$

It follows from the very definition of the above set that for each $j > j_0$, one verifies

$$u_j = u \text{ in } \mathcal{S}_j^c \text{ and } u_j = j \cdot \text{sign}(u) \text{ in } \mathcal{S}_j. \tag{2.12}$$
Thus, by minimality of \( u \), we can estimate
\[
\int_{A_j} \langle A \nabla u, \nabla u \rangle - \langle A \nabla u_j, \nabla u_j \rangle \, dx \leq \int_{A_j} f(u_j - u) \, dx \\
= \int_{A_j \cap \{ u > 0 \}} f(j - u) \, dx + \int_{A_j \cap \{ u \leq 0 \}} f(-j - u) \, dx \\
\leq 2 \int_{A_j} |f(|u| - j)| \, dx.
\]

From the range of truncation we consider, it follows that \(|u| - j| \in W^{1,2}_0(\Omega)\). Thus, applying Hölder inequality, Gagliardo-Nirenberg inequality and Cauchy’s inequality, we obtain
\[
\int_{A_j} |f||(|u| - j)| \, dx \leq \|f\|_{L^{2^*}(A_j)} \|(|u| - j)| \, dx \\
\leq C \|f\|_{L^{2^*}(A_j)} |A_j|^{1/(2^* - 1/q)} \|
abla u\|_{L^2(A_j)} \\
\leq \frac{C^2}{4\varepsilon} \|f\|_{L^{2^*}(A_j)} |A_j|^{2/(2^* - 1/q)} + \varepsilon \|
abla u\|_{L^2(A_j)}^2 \\
\leq C |A_j|^{(1 - 2/n + \delta)} + \varepsilon \|
abla u\|_{L^2(A_j)}^2.
\]
In the last inequality,
\[
\delta = \frac{2(2q - n)}{nq}
\]
is a positive number since \( q > n/2 \). Taking, in the sequel, \( \varepsilon = \lambda/2 \) we obtain, from ellipticity, that
\[
(2.13) \quad \int_{A_j} |\nabla u|^2 \, dx \leq C |A_j|^{1 - (2/n) + \delta}.
\]

Now, we employ Poincaré inequality followed by Hölder inequality to establish the control
\[
\|u\|_{L^1(\Omega)} \leq |A_j|^{1/2} \|u\|_{L^2(\Omega)} \leq C.
\]

Boundedness of \( u \) now follows from a general machinery, see for instance [12, Chapter 2, Lemma 5.3].

**Remark 2.3.** We conclude this Section commenting that universal \( L^\infty \) bounds for minimizers of (1.8) yield universal control on the \( H^1 \)-norm of extrema. Indeed, one simply verifies
\[
\lambda \int_{\Omega} |\nabla u|^2 \, dx \leq \int_{\Omega} \langle A \nabla u, \nabla u \rangle \, dx \\
\leq \mathcal{F}(\phi) - \int_{\Omega} f_0(u) \, dx + \int_{\Omega} |f| |u| \, dx \\
\leq \mathcal{F}(\phi) + C(u, \lambda_+, \lambda_-, \|\lambda\|_{L^\infty(\Omega)}, |u|_{L^\infty(\Omega)}, \|f\|_{L^\infty(\Omega)}) \\
\leq C.
\]
Such a remark will often be used throughout the next Sections.
3. Universal Hölder estimates

In this present Section we shall prove that local minima to (1.8) are universally Hölder continuous. We recall the *magnum opus* of elliptic regularity theory: the De Giorgi–Nash–Moser Theorem. It asserts that a weak solution to a divergence form, uniformly elliptic equation

$$\text{div}(A(x)\nabla u) = 0$$

is locally $\alpha$-Hölder continuous, for a universal exponent $0 < \alpha = \alpha(\lambda, \Lambda) < 1$ that depends only upon dimension and ellipticity constants, $0 < \lambda \leq \Lambda < \infty$. As we shall see later in the program, minimizers to the functional $F$ do satisfy an elliptic equation in the sense of distributions. However the RHS of the equation involves a singular measure supported along the free boundary. Thus, the Euler-Lagrange equation related to $F$ is out of the scope of that classical regularity theory and a new approach is required.

Herein we shall use the classical average notation

$$\langle f \rangle_{r, x_0} := \frac{1}{|B_r(x_0)|} \int_{B_r(x_0)} f \, dx.$$

When the center point is understood, we shall simply write $\langle f \rangle_r$. Our approach starts off by a standard gradient estimate for elliptic equations in the divergence form, which can be proven by pure energy considerations, see for instance [17], and we shall omit here.

**Lemma 3.1.** Let $v$ be a solution of $\text{div}(A(x)\nabla v) = 0$ in a ball $B_R(x_0) \subset \mathbb{R}^n$. Then, for a constant $0 < \alpha = \alpha(\lambda, \Lambda) < 1$ and for any $0 < r \leq R$ there holds

$$\int_{B_r(x_0)} |\nabla v - (\nabla v)_r|^2 \, dx \leq C(n, \lambda, \Lambda) \left( \frac{r}{R} \right)^{n-2+2\alpha} \int_{B_R(x_0)} |\nabla v(x) - (\nabla v)_R|^2 \, dx.$$

Owing to Lemma 3.1, it is standard to obtain the following $A$-replacement energy estimate, whose proof shall also be omitted.

**Lemma 3.2.** Let $u \in H^1(B_R)$ and $h \in H^1(B_R)$ be a solution of $\text{div}(A \nabla h) = 0$ in the distributional sense in $B_R(x_0)$. Then, there exist constant $0 < \alpha = \alpha(\lambda, \Lambda) < 1$ and $C = C(n, \lambda, \Lambda) > 0$ such that for any $0 < r \leq R$

$$\int_{B_r(x_0)} |\nabla u(x) - (\nabla u)_r|^2 \, dx \leq C \left( \frac{r}{R} \right)^{n-2+2\alpha} \int_{B_R(x_0)} |\nabla u(x) - (\nabla u)_R|^2 \, dx$$

$$+ C \int_{B_R(x_0)} |\nabla u(x) - \nabla h(x)|^2 \, dx.$$  

(3.2)

The final ingredient we need is a simple real analysis result concerning estimates of non-decreasing functions. The proof is elementary and shall be omitted.
Lemma 3.3. Let $\phi(s)$ be a non-negative and non-decreasing function. Suppose that
\begin{equation}
\phi(r) \leq C_1 \left( \frac{r}{R} \right)^{\alpha} + \mu \phi(R) + C_2 R^{\beta}
\end{equation}
for all $r \leq R \leq R_0$, with $C_1, \alpha, \beta$ positive constants and $C_2, \mu$ non-negative constants, $\beta < \alpha$. Then, for any $\sigma < \beta$, there exists a constant $\mu_0 = \mu_0(\alpha, \beta, \sigma)$ such that if $\mu < \mu_0$, then for all $r \leq R \leq R_0$ we have
\begin{equation}
\phi(r) \leq C_3 \left( \frac{r}{R} \right)^{\sigma} \phi(R) + C_2 R^{\sigma}
\end{equation}
where $C_3 = C_3(\sigma - \beta)$ is a positive constant. In turn,
\begin{equation}
\phi(r) \leq C_4 r^{\sigma},
\end{equation}
where $C_4 = C_4(C_2, C_3, R_0, \phi, \sigma)$ is a positive constant.

We now state and prove the main regularity result from this Section.

Theorem 3.4 (Universal Hölder regularity). Let $u$ be a minimum of the problem $\mathcal{P}$, with $f \in L^q(\Omega)$, $q > n/2$. Then, $u \in C^\infty_{\text{loc}}(\Omega)$, for some $0 < \tau = \tau(\lambda, \Lambda, q) < 1$. Furthermore, for any $\Omega' \subset \subset \Omega$, there exists a constant $K$ depending only on $\Omega'$ and the data of the problem such that
\[\|u\|_{C^\tau(\Omega')} \leq K.\]

Proof. Given a minimum $u$ of the functional $\mathcal{P}$, let us denote $A = A(x, u)$. Fix a point $x_0 \in \Omega$ and $R > 0$ such that $R < \text{dist}(x_0, \partial \Omega)$. Hereafter we denote $B_R = B_R(x_0)$. Let $h$ be the $A$-harmonic function in $B_R$ that agrees with $u$ on the boundary, i.e.,
\begin{equation}
\text{div}(A\nabla h) = 0 \quad \text{in } B_R, \quad \text{and } h - u \in H^1_0(B_R).
\end{equation}
One verifies the following integral identity
\begin{equation}
\int_{B_R} \frac{1}{2} \left( \langle A\nabla u, \nabla u \rangle - \langle A\nabla h, \nabla h \rangle \right) dx = \int_{B_R} \frac{1}{2} \langle A\nabla(u - h), \nabla(u - h) \rangle dx,
\end{equation}
and by ellipticity,
\begin{equation}
\int_{B_R} \frac{1}{2} \langle A\nabla(u - h), \nabla(u - h) \rangle dx \geq \frac{\lambda}{2} \int_{B_R} |\nabla u - \nabla h|^2 dx.
\end{equation}
Invoking Lemma 3.2 we find
\begin{equation}
\int_{B_R} |\nabla u(x) - \nabla h(x)|^2 dx \leq C \left( \frac{L}{R} \right)^{n-2+2\alpha} \int_{B_R} |\nabla u(x) - \nabla h(x)|^2 dx + C \int_{B_R} |\nabla u(x) - \nabla h(x)|^2 dx.
\end{equation}
On the other hand, by minimality of $u$, we have,
\begin{equation}
\int_{B_R} \frac{1}{2} \left( \langle A\nabla u, \nabla u \rangle - \langle A\nabla h, \nabla h \rangle \right) dx \leq \int_{B_R} (F_0(h) - F_0(u)) dx
\end{equation}
\begin{equation}
+ \int_{B_R} f(h - u) dx.
\end{equation}
Clearly,

\begin{equation}
\int_{B_R} (F_0(h) - F_0(u)) \, dx \leq C(\lambda^+, \lambda^-, \|\lambda\|_{L^\infty(\Omega)}) |B_R|.
\end{equation}

If \( f \in L^q(\Omega), q > n/2 \), applying Hölder inequality, Poincaré inequality and Young’s inequality respectively, we obtain

\begin{equation}
\int_{B_R} f(h-u) \, dx \leq \|f\|_{L^q(\Omega)} \|h-u\|_{L^p(\Omega)}
\end{equation}

\begin{equation}
\leq C \|f\|_{L^q(\Omega)} |B_R|^{1-2/n} \|\nabla(h-u)\|_{L^2(\Omega)}
\end{equation}

Thus, combining (3.9), (3.10), (3.11) and (3.12) we reach

\begin{equation}
\int_{B_R} |\nabla u(x) - (\nabla u)_R|^2 \, dx \leq C(n, \lambda, \Lambda) \left( \frac{r}{R} \right)^{n-2+2\alpha} \int_{B_R} |\nabla u(x) - (\nabla u)_R|^2 \, dx + C(n, \lambda, \Lambda) \|\lambda\|_{L^\infty(\Omega)} |B_R|^{1-2(n-q)/nq}
\end{equation}

Finally, employing Lemma 3.3 together with classical Morrey Theorem, we conclude the proof.

4. EULER-LAGRANGE EQUATION

In this section, we comment on the Euler-Lagrange equation associated to the functional \( \mathcal{F} \). As previously mentioned, such an equation carries out a flux balance through one phase to another, which represents a singular measure along the transmission boundary.

Initially, notice that it follows from Theorem 3.4 that the positive and negative phases of a minimum are open sets. Thus, fixed a point \( x_0 \), say in the positive set of a minimum, small perturbations around such a point do not leave that phase. Thus, by classical arguments,

\begin{equation}
\text{div}(A_+ \nabla u) = f_+, \quad \text{in} \ \{u > 0\}.
\end{equation}

The same reasoning can be employed within the interior of the negative phase, and we state the conclusion in the following Proposition.

**Proposition 4.1.** Let \( u \) be a minimum of problem (P). Then \( u \) satisfies

\begin{equation}
\text{div}(A_+ \nabla u) = f_+ \quad \text{in} \quad \Omega \setminus \{u \leq 0\},
\end{equation}

\begin{equation}
\text{div}(A_- \nabla u) = f_- \quad \text{in} \quad \Omega \setminus \{u \geq 0\},
\end{equation}

in the distributional sense.
Let us now look at the equation satisfied through the free transmission boundary of the minimization problem (P)
\begin{equation}
\Gamma(u) := (\partial \{ u > 0 \} \cup \partial \{ u < 0 \}) \cap \Omega.
\end{equation}

Given a point \(x_0 \in \Gamma(u)\), a small ball \(B\) centered at \(x_0\), a vector field \(\Phi \in C^1_0(B, \mathbb{R}^n)\) and a number \(\varepsilon \sim 0\), we define the numbers \(\Phi^\pm\) by
\begin{equation}
\Phi^\pm := \int_{B \cap \{ u = \varepsilon \}} \langle (A^\pm \nabla u - 2\lambda^\pm(x))\nu, \Phi \rangle d\mathcal{H}^{n-1},
\end{equation}
where \(\nu\) denotes the outward normal vector on \(B \cap \{ u = \varepsilon \}\).

**Proposition 4.2.** Let \(x_0\) be a free boundary point and assume near \(x_0\) we have \(L^n(\{ u = 0 \}) = 0\). Then for any \(\Phi \in C^1_0(B, \mathbb{R}^n)\), there holds
\begin{equation}
\lim_{\varepsilon_1 \to 0} \Phi^+_{\varepsilon_1} - \lim_{\varepsilon_2 \to 0} \Phi^-_{\varepsilon_2} = 0,
\end{equation}
where \(\Phi^+_{\varepsilon_1}\) and \(\Phi^-_{\varepsilon_2}\) are defined above.

The proof of Proposition 4.2 follows by Hadamard’s type of methods, see for instance \([22, 19, 18, 14]\), see also \([11]\) for further domain variation results. We have chosen to omit the details here. It is important to notice that, in particular, if \(A_+\) and \(A_-\) are (separately) Hölder continuous and the free boundary is a \(C^{1, \alpha}\) surface, then the flux balance
\begin{equation}
\langle A_+ \nabla u^+, \nabla u^+ \rangle - \langle A_- \nabla u^-, \nabla u^- \rangle = 2(\lambda^+(x) - \lambda^-(x)),
\end{equation}
holds in the classical sense along \(\Gamma(u)\).

## 5. GEOMETRIC NONDEGENERACY

In this current Section we show that a local minimum of the energy functional (1.8) do grow at least linearly away from the free boundary. An important tool we shall use here is the non-homogeneous Moser Harnack inequality, which we state here for completeness.

**Theorem 5.1** (Moser’s Harnack Inequality). Let \(\Omega\) be a domain in \(\mathbb{R}^n\) and \(a_{ij} \in L^\infty(\Omega)\) such that
\begin{equation}
\lambda|\xi|^2 \leq a_{ij} \xi_i \xi_j \leq \Lambda|\xi|^2 \quad \text{for all } x \in \Omega, \text{ and all } \xi \in \mathbb{R}^n,
\end{equation}
where \(\lambda, \Lambda\) are positive constants. Let \(u \in H^1(\Omega)\) be a non-negative weak solution of
\begin{equation}
\text{div}(a_{ij} \nabla u) = f, \quad \text{in } \Omega,
\end{equation}
with \(f \in L^q(\Omega)\) for some \(q > n/2\). Then, for any \(B_r(x_0) \subset \Omega\) we have
\begin{equation}
\max_{B_r(x_0)} u \leq C \left( \min_{B_{r/2}(x_0)} u + r^{(2-n/q)} \|f\|_{L^q(B_r(x_0))} \right),
\end{equation}
where \(C = C(n, \lambda, \Lambda, q)\).
Hereafter, let us denote
\[ F^+(u) := \partial \{ u > 0 \} \cap \Omega. \]

Our next Theorem shows that if the source terms \( f_\pm \) belongs to \( L^q \) with \( q > n \), then \( u^+ \) grows linearly inside \( \{ u > 0 \} \) out from \( F^+(u) \).

**Theorem 5.2.** Let \( u \) be a local minimum of the problem \( (P) \) with \( f \in L^q(\Omega) \), \( q > n \). Given \( \Omega' \Subset \Omega \), there exists a constant \( c_0 > 0 \) depending only on dimension, ellipticity, \( \Omega' \) and the data of the problem, such that
\[ u(x_0) \geq c_0 \cdot \text{dist}(x_0, F^+(u)), \]
for any point \( x_0 \in \{ u > 0 \} \cap \Omega' \).

**Proof.** It suffices to show such an estimate for points \( x_0 \in \{ u > 0 \} \cap \Omega' \) that are close enough to the free boundary, i.e., satisfying
\[ 0 < \text{dist}(x_0, F^+) \ll \delta, \]
where \( \delta \) depends on dimension, ellipticity, \( \Omega' \) and the data of the problem. For that, let us denote by \( d := \text{dist}(x_0, F^+) \) and define the scaled function
\[ v(x) = \frac{1}{d} u(x_0 + dx). \]

The goal is to show that \( v(0) \geq c \) where \( c > 0 \) is universal. Applying classical change of variables, we see that \( v \) is a local minimum of
\[ \mathcal{F}^d(\xi) := \int_{B_1} \left\{ \frac{1}{2} (A_+(y) \nabla \xi, \nabla \xi) + \lambda_+(y) \chi_{\{\xi > 0\}} + df_+(y) \xi \right\} dx, \]
for \( y = x_0 + dx \). By construction, \( v > 0 \) in \( B_1 \) and by minimality of \( v \) we have
\[ \text{div}(A^*_+(x) \nabla v) = f^*_+ \quad \text{in} \quad B_1, \]
where \( A^*_+(x) = A_+(x_0 + dx) \) and \( f^*_+ = df_+(x_0 + dx) \). Harnack inequality displayed in (5.1) yields
\[ v(x) \leq C \left\{ v(0) + d^{1-n/q} \|f_+\|_{L^q(\Omega)} \right\}. \]

Now choose a non-negative, smooth radially symmetric, cut-off function \( \psi \) satisfying
\[ \psi \equiv 0 \quad \text{in} \quad B_{1/8}, \quad 0 \leq \psi \leq 1 \quad \text{e} \quad \psi \equiv 1 \quad \text{in} \quad B_1 \setminus B_{1/2} \]
and consider the test function \( g \) in \( B_1 \) given by
\[ g(x) := \begin{cases} \min \{ v, C \left\{ v(0) + d^{1-n/q} \|f_+\|_{L^q(\Omega)} \right\} \psi \} & \text{in} \quad B_{1/2} \\ v & \text{in} \quad B_1 \setminus B_{1/2} \end{cases} \]
We immediately see that
\[ B_{1/2} \supset \Pi := \{ y \in B_{1/2} : C \left\{ v(0) + d \|f_+\|_{L^q(\Omega)} \right\} \cdot \psi(x) < v(y) \} \supset B_{1/8}. \]
From minimality of \( v \), we estimate
\[
\Sigma := \int_{\Pi} \lambda_+(x_0 + dx)(1 - \chi_{\{\lambda > 0\}}) + d \cdot f_+(x_0 + dx)[v(x) - g(x)] dx
\]
\[
\leq \int_{\Pi} (\langle A^*_+ \nabla g, \nabla g \rangle - \langle A^*_+ \nabla v, \nabla v \rangle) dx
\]
\[
\leq \Lambda \int_{\Pi} (|\nabla g|^2) dx
\]
\[
\leq \Lambda \left[ C \left\{ v(0) + d^{1-\eta} \| f_+ \|_{L^\infty(\Omega)} \right\} \cdot \| \nabla \psi \|_{L^2(\Omega)} \right]^2
\]
\[
\leq C v(0)^2 + C \left( d^{1-\eta} \| f_+ \|_{L^\infty(\Omega)} \right)^2.
\]
(5.6)

We now aim towards a lower bound for the LHS of (5.6). For that we use the strict positiveness of \( \lambda \), namely the fact that \( \lambda \geq c_\lambda > 0 \). Initially we estimate
\[
\int_{\Pi} \lambda_+ \lambda (x_0 + dx)(1 - \chi_{\{\lambda > 0\}}) dx = \int_{\Pi} \lambda_+ \lambda (x_0 + dx) \chi_{\{\lambda = 0\}} dx \geq \lambda_+ c_\lambda |B_{1/8}|
\]
(5.7)

Now, applying once more Hölder inequality and the fact that \( \Pi \subset B_{1/2} \) we find
\[
0 \leq v - g \leq v \leq C \{ v(0) + d^{1-\eta} \| f_+ \|_{L^\infty(\Omega)} \} \quad \text{in} \quad \Pi.
\]

Thus, we can estimate
\[
\Sigma_2 := - \int_{\Pi} d f_+ (x_0 + dx)[v(x) - g(x)] dx
\]
\[
\leq d \| v - g \|_{L^{\eta}(\Pi)} \| f_+ (x_0 + dx) \|_{L^\infty(\Pi)}
\]
\[
\leq d \left\{ C \left\{ v(0) + d^{1-\eta} \| f_+ \|_{L^\infty(\Omega)} \right\} \right\} \| f_+ (x_0 + dx) \|_{L^\infty(\Pi)}
\]
\[
\leq d^{1-\eta} C \left\{ v(0) + d^{1-\eta} \| f_+ \|_{L^\infty(\Omega)} \right\} \| f_+ \|_{L^\infty(\Omega)}
\]
(5.8)

Combining (5.6), (5.7) and (5.8) we find
\[
C v(0)^2 + C d^{1-\eta} v(0) \geq \lambda_+ c_\lambda |B_{1/8} - C d^{1-\eta} |f_+|^2_{L^\infty(\Omega)}
\]
(5.9)

Thus, if \( 0 < d < \delta(n, \lambda_+, \lambda(x), \Lambda, \| f_+ \|_{L^\infty(\Omega)}) \ll 1 \) we obtain.
\[
v(0) \geq c(n, \lambda_+, \lambda(x), \Lambda, \| f_+ \|_{L^\infty(\Omega)}) > 0,
\]
as desired. The proof of the Theorem is concluded.

In the sequel, we iterate linear growth established in Theorem 5.2 as we obtain a stronger non-degeneracy property for minima of \( F \) near the free boundary.

**Theorem 5.3.** Let \( u \) be a local minimum of the problem (P), with \( f \in L^q(\Omega) \), \( q > n \). Given \( \Omega' \Subset \Omega \), there exist a constant \( c > 0 \) depending only on dimension, ellipticity, \( \Omega' \) and the data of the problem, such that
\[
\sup_{B_r(x_0)} u^+ \geq cr
\]
for \( x_0 \in \{ u > 0 \} \cap \Omega' \) any \( 0 < r < \text{dist}(\partial \Omega', \partial \Omega) \).
Proof. By continuity, Theorem 3.4, it suffices to show the thesis of the Theorem within the positive phase

\[ \Omega_0^+ := \{ u > 0 \} \cap \Omega'. \]

Initially, we start off by showing the existence of a number \( \delta_0 > 0 \) depending only on dimension, ellipticity, \( \Omega' \) and the data of the problem, such that if \( x \in \{ u > 0 \} \cap \Omega' \), then there holds

\[ \sup_{B_d(x)} u \geq (1 + \delta_0)u(x) \quad (5.10) \]

where \( d(x) := \text{dist}(x, F^+) \). In order to verify (5.10) we assume, for the purpose of contradiction, that no such a \( \delta_0 \) exist. If so, it would be possible to find sequences \( \delta_j = o(1) \) and \( x_j \in \{ u > 0 \} \cap \Omega' \) satisfying

\[ \sup_{B_d(x_j)} u \leq (1 + \delta_j)u(x_j) \quad (5.11) \]

for \( d_j := \text{dist}(x_j, F^+) = o(1) \) as \( j \to \infty \). Define the normalized sequence of functions \( \rho_j : B_1 \to \mathbb{R} \) given by

\[ \rho_j(z) := \frac{u(x_j + d_j z)}{u(x_j)}. \]

Clearly \( \rho_j(0) = 1 \) and from (5.11), we have

\[ 0 \leq \rho_j \leq 1 + \delta_j \quad \text{in} \quad B_1. \quad (5.12) \]

Notice that \( \rho_j \) satisfies

\[ \text{div}(A^+ \nabla \rho_j) = \frac{d_j^2}{u(x_j)}f_+(x_j + d_j z), \quad (5.13) \]

in the distributional sense in \( B_1 \) where \( A^+(z) = A_+(x_j + d_j z) \). Thus taking into account the linear growth established in Theorem 5.2, we obtain

\[ |\text{div}(A^+ \nabla \rho_j)| \leq Cd_j f_+(x_j + d_j z) \quad \text{in} \quad B_1. \quad (5.14) \]

By elliptic regularity estimates, we deduce the sequence \( \{ \rho_j \} \) is equicontinuous in \( B_1 \). Thus, up to a subsequence \( \rho_j \to \rho \) locally uniformly in \( B_1 \). Again, by Harnack inequality, for any \( x \) such that \( |x| \leq r < 1 \), there holds

\[ 0 \leq [1 + \delta_j] - \rho_j(x) \leq C_r \left[ [1 + \delta_j] - \rho_j(0) - d_j^{1-n/q}\|f\|_{L^q(\Omega)} \right] = C_r \cdot o(1). \quad (5.15) \]

Letting \( j \to \infty \) in the above estimate, we conclude the limiting blow-up function \( \rho \) is identically 1 in \( B_1 \). On the other hand, let \( y_j \in F^+ \) such that \( d_j = |x_j - y_j| \). Up to a subsequence, there would hold

\[ 1 + o(1) = \rho_j \left( \frac{y_j - x_j}{d_j} \right) = 0, \]

\[ 1 + o(1) = \rho \left( \frac{y - x}{d} \right) = 0, \]

\[ 1 + o(1) = \rho \left( \frac{y - x}{d} \right) = 0. \]
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which clearly gives a contradiction for \( j \gg 1 \). We have shown the estimate (5.10) does hold true. The conclusion of the proof of Theorem 5.3 now follows by Caf-farelli’s polygonal type of argument. That is, we construct a polygonal along which \( u \) grows linearly. Starting from \( x_0 \) and finding a sequence of points \( \{x_n\}_n \) such that:

1. \( u(x_n) \geq (1 + \delta_0)^n u(x_0) \)
2. \( |x_n - x_{n-1}| = \text{dist}(x_{n-1}, F^+) \)
3. \( u(x_n) - u(x_{n-1}) \geq c|x_n - x_{n-1}| \).

Since \( u(x_n) \to \infty \) as \( n \to \infty \), there exist a last \( x_{n_0} \) in the ball \( B_r(x_0) \). Then, for such a point, we have:

\[ |x_{n_0} - x_0| \geq c \cdot r. \]

Thus,

\[ \sup_{B_r(x_0)} u \geq u(x_{n_0}) + c|x_{n_0} - x_0| \geq c \cdot r, \]

and the proof is concluded.

6. Regularity in Continuous Media

In this Section we consider the case where \( A_+ = A_- = A(x) \) is merely a continuous function. As warned in the Introduction, under mere continuity assumption on the media, even solutions to the homogeneous equation \( \text{div}(A(x) \nabla u) = 0 \) may fail to have bounded gradients. In view of such an obstruction, our ultimate goal in this Section is to show that minima of \( \mathcal{F}_A \) are locally \( C^{0,1} \), which is an optimal asymptotic estimate provided the media is just continuous.

Our strategy to prove such an estimate is to interpret the Alt-Caffarelli-Friedman theory developed in [2] as the tangential free boundary problem for small coefficient perturbations and sources, see [7] and also [24, 27, 25, 26, 10] for further applications of geometric tangential methods. We shall establish the following more general result:

**Theorem 6.1.** Assume \( f_\pm \in L^q(\Omega) \). Given an \( \alpha \in (0,1) \), there exists an \( \varepsilon > 0 \) depending on \( \alpha \) and the data of the problem such that if \( \|A(x) - A_0\|_{L^2(\Omega)} \leq \varepsilon \), where \( A_0 \) is a constant matrix, then minimizers of the functional \( \mathcal{F}_A \) are locally \( C^\alpha \). Furthermore, for any \( \Omega' \subset \Omega \), there exists a constant \( C \) depending on \( \Omega' \), \( \alpha \) and the data of the problem, such that

\[ \|u\|_{C^\alpha(\Omega')} \leq C. \]

The proof of Theorem 6.1 will be delivered in the sequel. It shall be divided in three main steps. Initially we establish a powerful approximating Lemma that says that if the coefficients do not oscillate much and the source function has small norm, then the graph of a minimum of \( \mathcal{F}_A \) is close to a graph of a Lipschitz function, with uniformly bounded norm. Next we show a discrete \( C^{0,\alpha} \) estimate at free boundary points which ultimately will lead to the aimed regularity along the free boundary. The final step is to prove, via geometric considerations, that \( C^{0,1} \) smoothness holds near the free boundary – not only at free boundary points.
Lemma 6.2. For each \( \varepsilon > 0 \) given, there exists a \( \delta > 0 \) and a universal constant \( C_0 > 0 \) such that if \( u \) is a minimum of \( \mathcal{F}_\Lambda \) in \( B_1 \) where

\[
\|A_k - \text{Id}\|_{L^2(B_1)} + \|f^+_k\|_{L^p(B_1)} + \|f^-_k\|_{L^p(B_1)} \leq \delta,
\]

and the origin is a free boundary point, then we can find a Lipschitz function \( h \) in \( B_{1/2} \), with \( \|h\|_{\text{Lip}(B_{1/2})} \leq C_0 \), \( h(0) = 0 \) and

\[
\|u - h\|_{L^\infty(B_{1/2})} \leq \varepsilon.
\]

Proof. Let us suppose, for the purpose of contradiction, that the thesis of the Lemma fails. If so, there would exist a positive number \( \varepsilon_0 > 0 \) and sequences \( u^k, f^+_k, f^-_k \), and \( A_k \), where \( u^k \) is a minimum of the corresponding functional \( \mathcal{F}_{A_k, f^+_k} \), with

\[
\|A_k - \text{Id}\|_{L^2(B_1)} + \|f^+_k\|_{L^p(B_1)} + \|f^-_k\|_{L^p(B_1)} = o(1) \quad \text{as} \quad k \to 0;
\]

however, for any Lipschitz function \( h \), satisfying \( \|h\|_{\text{Lip}(B_{1/2})} \leq C_0 \) and \( h(0) = 0 \) for a constant \( C_0 \) to be fixed a posteriori, we verify

\[
\|u - h\|_{L^\infty(B_{1/2})} > \varepsilon_0.
\]

From Theorem 2.2, Remark 2.3 and Theorem 3.4, we obtain a uniform control on

\[
\|u^k\|_{H^1(B_{1/2})} + \|u^k\|_{L^\infty(B_{1/2})} + [u^k]_{C^0, \alpha_0}(B_{1/2}) \leq K_0.
\]

Thus, up to a subsequence, \( u^k \) converges locally uniformly and weakly in \( H^1(B_{1/2}) \) to some function \( u^* \). In the sequel, we show that the limiting function is a minimum to the Alt-Caffarelli-Friedman functional \( \mathcal{F}_{\text{Id}, \lambda^\pm, 0} \), studied in [2]. For that we compute

\[
\liminf_{k \to \infty} \int_{B_{1/2} \cap \{u^k > 0\}} \{ |\nabla u^k|^2 |_A + \lambda_+ + f^+_k u^k \} \, dx + \int_{B_{1/2} \cap \{u^k \leq 0\}} \{ |\nabla u^k|^2 |_A + \lambda_- + f^-_k u^k \} \, dx
\]

\[
= \liminf_{k \to \infty} \int_{B_{1/2} \cap \{u^k > 0\}} \{ |\nabla u^k|^2 + \lambda_+ + f^+_k u^k \} \, dx + \int_{B_{1/2} \cap \{u^k \leq 0\}} \{ |\nabla u^k|^2 + \lambda_- + f^-_k u^k \} \, dx
\]

\[
+ \liminf_{k \to \infty} \int_{B_{1/2} \cap \{u^k > 0\}} \langle (A^k - \text{Id}) \nabla u^k, \nabla u^k \rangle \, dx + \int_{B_{1/2} \cap \{u^k \leq 0\}} \langle (A^k - \text{Id}) \nabla u^k, \nabla u^k \rangle \, dx
\]

\[
\geq \int_{B_{1/2} \cap \{u^* > 0\}} \{ |\nabla u^*|^2 + \lambda_+ \} \, dx + \int_{B_{1/2} \cap \{u^* \leq 0\}} \{ |\nabla u^*|^2 + \lambda_- \} \, dx
\]

\[
= \int_{B_{1/2}} \{ |\nabla u^*|^2 + \lambda^2(u^*) \} \, dx
\]

where \( \lambda^2 \) is like in [2]. Thus, indeed, \( u^* \) is a minimum of the functional studied in [2] and by the uniform convergence of \( u^k \) we get \( u^*(0) = 0 \). As a consequence
of monotonicity formula, \( u^* \) is locally Lipschitz continuous, and for a dimensional constant \( C_n \), there holds
\[
\|u^*\|_{\text{Lip}(B_{1/2})} \leq C_n \cdot \|u^*\|_{L^2(B_{2/3})}.
\]
Clearly, from the convergence above,
\[
\|u^*\|_{L^2(B_{2/3})} \leq 2\|u^k\|_{L^2(B_{2/3})} \leq C_1,
\]
where \( C_1 \) depends only of data of the problem. Set \( C_0 = C_n \cdot C_1 \). If we take \( h = u^* \) and \( k \gg 1 \), we reach a contradiction in (6.4) and the Lemma is proven. \( \square \)

In the sequel we show a discrete version of the aimed Hölder regularity estimate.

**Lemma 6.3.** Given \( 0 < \alpha < 1 \), there exist \( 0 < \delta_0 < 1 \) and \( 0 < \rho < 1/2 \) depending only upon \( \alpha \) and the data of the problem, such that if \( u \) is a minimum of \( F_A \) with \( \|A - Id\|_{L^2(B_1)} \leq \delta_0 \), \( \|F_+\|_{L^p(B_1)} \), \( \|F_-\|_{L^p(B_1)} \leq \delta_0 \). Then
\[
\sup_{x \in B_{1/2}} |u(x)| \leq \rho^{k\alpha}.
\]

**Proof.** Let us first argue for the case \( k = 1 \). For \( \epsilon \) to be chosen, let \( h \) be the Lipschitz function granted by Lemma 6.2 that is within an \( \epsilon \) distance to \( u \) in the \( L^\infty \) topology. Define \( c_1 := h(0) \). We can estimate
\[
\sup_{x \in B_\rho} |u(x) - c_1| \leq \sup_{x \in B_\rho} |u(x) - h(x)| + \sup_{x \in B_\rho} |h(x) - h(0)| \leq \epsilon + C_0 \rho.
\]
Now we select
\[
\rho := (2C_0)^\frac{1}{1+\alpha}, \quad \epsilon := \frac{1}{2} \rho^{\alpha},
\]
and aimed estimate for \( k = 1 \) is proven. We now proceed by induction. Suppose we have verified (6.5) for \( j = 1, 2, \ldots, k \); we must show the estimate is valid for \( j = k + 1 \). To this end, define
\[
\tilde{u}(x) := \frac{u(\rho^k x)}{\rho^{k\alpha}}.
\]
One verifies that \( \tilde{u} \) is a minimizer of
\[
F_{A, \tilde{\lambda}_\pm, f_\pm}(v) := \int_{B_1} \left\{ \frac{1}{2} |\nabla v(x)|^2 + \tilde{\lambda}_+(x) + \tilde{f}_+ v \right\} \, dx
\]
\[
+ \int_{B_1 \cap \{v \leq 0\}} \left\{ \frac{1}{2} |\nabla v(x)|^2 + \tilde{\lambda}_-(x) + \tilde{f}_- v \right\} \, dx,
\]
over \( H^1_\alpha(B_1) \), where
\[
\tilde{A}(x) := A(\rho^k x), \quad \tilde{\lambda}_\pm(x) := \rho^{2k(1-\alpha)} \lambda_\pm(x) \quad \text{and} \quad \tilde{f}_\pm(x) := \rho^{k(2-\alpha)} f_\pm(x).
\]
In fact, by change of variables we can see that
(6.11) \[
\tilde{F}_{A, \lambda, f_n}(\tilde{u}) := \frac{\rho^{2k(1-\alpha)}}{\rho^{kn}} \left( \int_{B_{\rho k} \cap \{v > 0\}} \left\{ \frac{1}{2} |\nabla u(x)|_A^2 + \lambda_+(x) + f_+ u \right\} dx + \int_{B_{\rho k} \cap \{v \leq 0\}} \left\{ \frac{1}{2} |\nabla u(x)|_A^2 + \lambda_-(x) + f_- u \right\} dx \right).
\]
And the assertion follows by minimality of \(u\). Notice that \(\tilde{u}\) is a minimizer in \(B_1\) with respect to the elliptic matrices \(\tilde{A}(x) := A(\rho^k x)\), where
\[
\|\tilde{A} - Id\|_{L^\infty(B_1)} \leq \|A - Id\|_{L^\infty(B_{\rho k})} \leq \varepsilon.
\]
Therefore, applying the case \(k = 1\) already proved, we obtain
\[
\sup_{x \in B_\rho} |\tilde{u}(x)| \leq \rho^\alpha.
\]
Equivalently,
\[
\sup_{x \in B_{\rho k+1}} |u(x)| \leq \rho^{(k+1)\alpha}.
\]

The proof of Theorem 6.1 at free boundary points now follows. Indeed fix \(x\) in \(B_\rho\), where \(\rho\) is the universal number declared in (6.7). Choose \(k\) in such a way that \(\rho^{k+1} < |x| \leq \rho^k\).

Using (6.5), we conclude
\[
|u(x)| \leq (\rho^{-\alpha}) \cdot |x|^\alpha,
\]
as desired.

At this stage we have obtained \(C^{0,1}_{\text{loc}}\) regularity at points along the free boundary. Since \(A\) is continuous, \(f\) lies in \(L^n\), from the Euler-Lagrange equation satisfied in each phase, Proposition 4.1 we also have local \(C^{0,1}\) regularity estimates away from the free boundary – see for instance [23, Theorem 4.2]. However such a local Hölder estimate, in principle, deteriorates as one approaches the free boundary. In fact, if \(x_0\) is a generic point in the set of positivity of \(u\), say, and \(d := \text{dist}(x_0, \partial \{u > 0\})\), then Shauder type estimate gives
(6.12) \[
\|u\|_{C^{0,\alpha}(B_{d^{1/2}}(x_0))} \leq \frac{C(n, \lambda, \Lambda, \|f_+\|_{L^n}, \alpha)}{d^\alpha} \|u\|_{L^\infty(B_{2d^{1/3}}(x_0))}.
\]

In the sequel, we will show a universal geometric argument that overcome such a difficulty, even though no smoothness information on the free boundary is prior known.
The argument starts by applying Harnack inequality on (6.12), as to refined the Shauder Hölder estimate (6.12) to
\[ \|u\|_{C^{0, \alpha}(B_{d/2}(x_0))} \leq \frac{C_1}{d^{\alpha}} \left\{ u(x_0) + d \|f\|_{L^p(B_{2d/3}(x_0))} \right\}. \]

Now, let \( y_0 \) be a free boundary point that realizes the distance, i.e.,
\[ d := \text{dist}(x_0, \partial \{u > 0\}) = |x_0 - y_0| \ll \text{dist}(x_0, \partial \Omega). \]

Since we have already established a universal control on the \( \alpha \)-Hölder norm of \( u \) along \( \partial \{u > 0\} \), we can assure the existence of a constant \( C_2 > 0 \) such that
\[ \sup_{B_{2d}(y_0)} |u| \leq C_2 (2d)^\alpha. \]

In particular, as \( x_0 \in B_{2d}(y_0) \), we have
\[ u(x_0) \leq (2^\alpha C_2) \cdot d^\alpha. \]

Combining (6.14) and (6.13) we obtain
\[ \|u\|_{C^{0, \alpha}(B_{d/2}(x_0))} \leq C_1 (2^\alpha C_2 + \text{diam}(\Omega)^{1-\alpha}\|f\|_{L^p(\Omega)}), \]
and the local \( C^{0,1-\alpha} \) regularity of \( u \) in \( \Omega \), thesis of Theorem 6.1, is finally concluded. \( \square \)

As previously anticipated, Theorem 6.1 implies that minimum of \( \mathcal{F}_A \), with \( A \) continuous is locally \( C^{0,1-\alpha} \).

**Corollary 6.4.** If \( A \in C^0(\Omega) \) then minimizers of the problem (P) where \( A_+(x) = A_-(x) = A(x) \) and \( f_+, f_- \in L^n(\Omega) \) are \( C^{0,1} \) in \( \Omega \).

**Proof.** Let \( \Omega' \subseteq \Omega \), set \( d := \text{dist}(\Omega, \Omega') \) and \( \Omega'' := \{ x \in \Omega \mid \text{dist}(x, \Omega') \leq d/2 \} \). Since \( A \in C^0(\Omega) \), it is uniformly continuous in \( \Omega'' \). Now, given \( 0 < \alpha < 1 \), we choose the corresponding \( \varepsilon > 0 \) from Theorem 6.1 and take \( 0 < \delta < d/2 \) such that \( |A(x) - A(y)| < \varepsilon \) whenever \( x, y \in \Omega'' \) and \( |x - y| < \delta \). Fix your favorite \( x_0 \in \Omega'' \) and
declare $A = A(x_0)$. Thus $\|A(x) - A\|_{L^\infty(B_\delta(x_0))} < \varepsilon$ and by Theorem \((6.1)\), properly scaled, gives that $u \in C^\alpha(B_\delta(x_0))$. □

7. **Small Jumps and Asymptotic Lipschitz Estimates**

In this final Section, we present an asymptotic regularity estimate that states that given any $\alpha \in (0,1)$ a minimum of the free transmission problem is of class $C^{0,\alpha}_{\text{loc}}$ provided the heterogeneous media $A_+$ and $A_-$ are sufficiently close in the $L^2$ norm. In such a perspective, one can see Corollary \[6.4\] as the particular case when the functions shall be a minimum of a problem contemplated by Corollary \[6.4\].

Thus, within this Section, we work under the set-up where $A_+$ and $A_-$ are (separately) continuous and we fix a given modulus of continuity for $A_+$ and $A_-$, namely

\[
|A_+(x) - A_+(y)| \leq O(|x - y|).
\]

As previously highlighted, even if $A_+$ and $A_-$ are (different) constant matrices, one cannot establish monotonicity formula for the homogeneous $\mathcal{F}_{A_+, A_-}$ functional and Lipschitz estimates may fail. Notwithstanding, we are able to obtain the following asymptotic sharp regularity estimate.

**Theorem 7.1 (Improved Hölder regularity).** Under condition \((7.1)\), given any $\alpha \in (0,1)$ and $\Omega' \subseteq \Omega$, there exists an $\varepsilon > 0$, depending only upon $n$, $\lambda$, $\Lambda$, $\omega$, $\Omega$, $\Omega'$ and $\alpha$, such that if

\[
\|A_+ - A_-\|_{L^2(\Omega')} \leq \varepsilon
\]

then $u \in C^{0,\alpha}_{\text{loc}}(\Omega')$.

**Proof.** Since our estimates are of local character, after proper restriction and scaling, we may assume, with no loss of generality, that $\Omega = B_1$ and the origin is a free boundary point.

We will initially prove that fixed a $\delta > 0$, an $\alpha \in (0,1)$ and a $0 < \tau < 1 - \alpha$, there exist $\varepsilon$, $C_0 > 0$, that depend only upon $n$, $\lambda, \Lambda$, $\omega$, $\tau$ and $\delta$, and a function $h \in C^{\alpha+\tau}(B_{1/2})$ such that if $u \in H^1(B_{1/2})$ is a minimizer of $\mathcal{F}_{A_+, A_-}$ in $B_{1/2}$ with respect to some Dirichlet datum $u_0$, with $L^2$ norm under control, then

\[
\|A_+ - A_-\|_{L^2(B_{\delta/10})} \leq \varepsilon
\]

implies that

\[
\|u - h\|_{L^\infty(B_{2/5})} \leq \delta \quad \text{and} \quad \|h\|_{C^{\alpha+\tau}(B_{1/4})} \leq C_0.
\]

We verify the above claim by compactness methods. We suppose, searching a contradiction, that such a fact does not hold. This implies the existence of a sequence of $\varepsilon \searrow 0$ and the existence of families of elliptic matrices $A^\varepsilon_+$ and $A^\varepsilon_-$ subjected to the assumptions above, and corresponding minimizer $u^\varepsilon$ to $\mathcal{F}_{A_+, A_-}$, that are within an honest distance from universally bounded $C^{\alpha+\tau}$ functions. Since the family $A^\varepsilon_+$ is bounded by ellipticity and equicontinuous by virtue of \((7.1)\), we may assume, up to subsequence, that $A^\varepsilon_+$ converges in $L^\infty_{\text{loc}}(B_1)$ to some $A_+^0$ and $A^-_0$. Since
converges in $L^\infty_{\text{loc}}(B_1)$ to $A^-$. By the closeness condition \((7.3)\), we deduce $A^+_\varepsilon = A^- \varepsilon = A^+$.

From Theorem \(3.4\) and Remark \(2.3\) we know that
\[
\|u^\varepsilon\|_{H^1(B_{1/2})} \quad \text{and} \quad \|u^\varepsilon\|_{C^{0,\alpha}(B_{1/2})}
\]
are bounded uniformly in $\varepsilon$. Up to a subsequence $u^\varepsilon$ converges to a function $u^*$ in $L^\infty(B_{1/2})$ and weakly in $H^1(B_{1/2})$. A contradiction will be obtained once we verify that $u^*$ is a minimum of a functional $\mathcal{F}_{A^*}$, for which Corollary \(6.4\) grants local $C^{0,\alpha+\frac{\varepsilon}{2}}$ universal estimates. From the uniform convergences $A^\varepsilon \to A^*$ and $u^\varepsilon \to u^*$ in $L^\infty(B_{1/2})$ and weak convergence $u^\varepsilon \rightharpoonup u^*$ in $H^1(B_{1/2})$ we compute
\[
\liminf_{\varepsilon \searrow 0} \int_{B_{1/2}\cap \{|u^\varepsilon| > 0\}} \{\|\nabla u^\varepsilon\|^2_{A^\varepsilon} + \lambda_+ + f_+ u^\varepsilon\} \, dx + \int_{B_{1/2}\cap \{|u^\varepsilon| < 0\}} \{\|\nabla u^\varepsilon\|^2_{A^\varepsilon} + \lambda_- + f_- u^\varepsilon\} \, dx
\]
\[
= \liminf_{\varepsilon \searrow 0} \int_{B_{1/2}\cap \{|u^\varepsilon| > 0\}} \{\|\nabla u^\varepsilon\|^2_{A^\varepsilon} + \lambda_+ + f_+ u^\varepsilon\} \, dx + \int_{B_{1/2}\cap \{|u^\varepsilon| < 0\}} \{\|\nabla u^\varepsilon\|^2_{A^\varepsilon} + \lambda_- + f_- u^\varepsilon\} \, dx
\]
\[
+ \int_{B_{1/2}\cap \{|u^\varepsilon| > 0\}} \langle (A^\varepsilon_+ - A^*) \nabla u^\varepsilon, \nabla u^\varepsilon \rangle \, dx + \int_{B_{1/2}\cap \{|u^\varepsilon| < 0\}} \langle (A^\varepsilon_- - A^*) \nabla u^\varepsilon, \nabla u^\varepsilon \rangle \, dx
\]
\[
\geq \int_{B_{1/2}\cap \{|u^\varepsilon| > 0\}} \{\|\nabla u^*\|^2_{A^*} + \lambda_+ + f_+ u^*\} \, dx + \int_{B_{1/2}\cap \{|u^\varepsilon| < 0\}} \{\|\nabla u^*\|^2_{A^*} + \lambda_- + f_- u^*\} \, dx.
\]
This shows that
\[
\liminf_{\varepsilon \searrow 0} \mathcal{F}_{A^\varepsilon}(u^\varepsilon) \geq \mathcal{F}_{A^*}(u^*).
\]
Moreover, for any $v \in H^1_{\text{loc}}(B_1)$ we have
\[
\mathcal{F}_{A^*}(v) = \int_{B_{1/2}\cap \{|v| > 0\}} \{\|\nabla v\|^2_{A^*} + \lambda_+ + f_+ v\} \, dx + \int_{B_{1/2}\cap \{|v| < 0\}} \{\|\nabla v\|^2_{A^*} + \lambda_- + f_- v\} \, dx
\]
\[
= \int_{B_{1/2}\cap \{|v| > 0\}} \{\|\nabla v\|^2_{A^*} + \lambda_+ + f_+ v\} \, dx + \int_{B_{1/2}\cap \{|v| < 0\}} \{\|\nabla v\|^2_{A^*} + \lambda_- + f_- v\} \, dx
\]
\[
+ \int_{B_{1/2}\cap \{|v| > 0\}} \langle (A^* - A^\varepsilon_+) \nabla v, \nabla v \rangle \, dx + \int_{B_{1/2}\cap \{|v| < 0\}} \langle (A^* - A^\varepsilon_-) \nabla v, \nabla v \rangle \, dx
\]
\[
= \mathcal{F}_{A^\varepsilon}(v) + o(1),
\]
as $\varepsilon \searrow 0$. By the minimality of $u^\varepsilon$, for any $v \in H^1_{\text{loc}}(B_{1/2})$ there holds
\[
\mathcal{F}_{A^*}(v) = \lim_{\varepsilon \searrow 0} \mathcal{F}_{A^\varepsilon}(v) \geq \liminf_{\varepsilon \searrow 0} \mathcal{F}_{A^\varepsilon}(u^\varepsilon) \geq \mathcal{F}_{A^*}(u^*).
\]
Accordingly, $u^*$ is a minimizer of the functional \(1.8\) with $A_+ = A_- = A^*$. From Corollary \(6.4\) the limiting function $u^*$ lies in $C^{\alpha+\frac{\varepsilon}{2}}(B_{1/4})$ and $\|u^*\|_{C^{\alpha+\frac{\varepsilon}{2}}(B_{1/4})} \leq C_0$, for some universal $C_0 > 0$. Thus, taking $h := u^*$ and $\varepsilon$ is small enough, drives us to a contradiction on our starting assumption.
In the sequel, we claim that there exists $\rho \in (0, 1/4)$ such that
\begin{equation}
\sup_{x \in B_{\rho^k}} |u(x)| \leq \rho^{k\alpha},
\end{equation}
for any $k \geq 1$. The proof is by induction. To verify the case $k = 1$, we employ triangular inequality and the existence of universal approximating $C^{\alpha+\tau}$ functions. That is, we estimate
\begin{equation*}
\sup_{x \in B_{\rho}} |u(x)| \leq \sup_{x \in B_{\rho}} |u(x) - h(x)| + \sup_{x \in B_{\rho}} |h(x) - h(0)| \leq \delta + C_0 \rho^{\alpha+\tau} \leq \rho^\alpha,
\end{equation*}
if we choose $\rho$ small enough such that
\[\rho < \frac{1}{(2C_0)^{1/\tau}}\]
and $\delta = \frac{1}{2}\rho^\alpha$. Verified (7.5) for $k = 1$ we now prove $(k + 1)$th step. For that, we consider the scaled function
\[v(x) := \rho^{-\alpha} u(\rho x)\]
As before, $v$ is a minimum of the functional
\begin{equation}
\tilde{\mathcal{F}}_{\tilde{A}_\pm, \tilde{\lambda}_\pm, \tilde{f}_\pm} (v) := \int_{B_1 \cap \{v > 0\}} \left\{ \frac{1}{2} |\nabla v(x)|^2 + \tilde{\lambda}_+ (x) + \tilde{f}_+ v \right\} dx
\end{equation}
\begin{equation}
+ \int_{B_1 \cap \{v \leq 0\}} \left\{ \frac{1}{2} |\nabla v(x)|^2 + \tilde{\lambda}_- (x) + \tilde{f}_- v \right\} dx,
\end{equation}
over $H^1_0 (B_1)$, where
\begin{equation}
\tilde{A}_\pm (x) := A_\pm (\rho^k x), \quad \tilde{\lambda}_\pm (x) := \rho^{2k(1-\alpha)} \lambda_\pm (x) \quad \text{and} \quad \tilde{f}_\pm (x) := \rho^{k(2-\alpha)} f_\pm (x).
\end{equation}
Thus we can apply the induction step $k = 1$ to $v$ and conclude the induction process.

We have proven $C^{0,0}$ regularity of $u$ along the free boundary. To obtain locally $C^{0,1}$ regularity, we use the same geometric argument employed at the end of the proof of Theorem 6.1.
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