

**ABSTRACT**

We present MMOCR—an open-source toolbox which provides a comprehensive pipeline for text detection and recognition, as well as their downstream tasks such as named entity recognition and key information extraction. MMOCR implements 14 state-of-the-art algorithms, which is significantly more than all the existing open-source OCR projects we are aware of to date. To facilitate future research and industrial applications of text recognition-related problems, we also provide a large number of trained models and detailed benchmarks to give insights into the performance of text detection, recognition and understanding. MMOCR is publicly released at https://github.com/open-mmlab/mmocr.
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**CCS CONCEPTS**

- Computing methodologies → Object recognition.
The supported text detection algorithms include DB [12], Mask R-CNN [7], PANet [34], PSENet [33], TextSnake [18], DRRG [43], and FCENet [46]. The supported text recognition algorithms are CRNN [24], NRTR [23], RobustScanner [40], SAR [11], and SegOCR [41]. The supported key information extraction algorithm is SDMG-R [29], and the supported named entity extraction algorithm is Bert-Softmax [36].

Method and one named entity recognition method. Integrating various algorithms confers code reusability and therefore dramatically simplifies the implementation of algorithms. Moreover, the unified framework allows different approaches to be compared against each other fairly and that their key effective components can be easily investigated. To the best of our knowledge, MMOCR reimplements the largest number of deep learning-based text detection and recognition approaches amongst various open-source toolboxes, and we believe it will facilitate future research on text detection, recognition and understanding.

Extracting structured information such as “shop name”, “shop address” and “total payment” in receipt images, and “name” and “organization name” in document images plays an important role in many practical scenarios. For example, in the case of office automation, such structured information is useful for efficient archiving or compliance checking. To provide a comprehensive pipeline for practical applications, MMOCR reimplements not only text detection and text recognition approaches, but also their downstream tasks such as key information extraction and named entity recognition as illustrated in Figure 1. In this way, MMOCR can meet the document image processing requirements in a one-stop-shopping manner.

MMOCR is publicly released at https://github.com/open-mmlab/mmocr under the Apache-2.0 License. The repository contains all the source code and detailed documentation including installation instructions, dataset preparation scripts, API documentation, model zoo, tutorials and user manual. MMOCR re-implements more than ten state-of-the-art text detection, recognition, and understanding algorithms, and provides extensive benchmarks and models trained on popular academic datasets. To support multilingual OCR tasks, MMOCR also releases Chinese text recognition models trained on industrial datasets. In addition to (distributed) training and testing scripts, MMOCR offers a rich set of utility tools covering visualization, demonstration and deployment. The models provided by MMOCR are easily converted to onnx2 which is widely supported by deployment frameworks and hardware devices. Therefore, it is useful for both academic researchers and industrial developers.

2 RELATED WORK

Text detection. Text detection aims to localize the bounding boxes of text instances [4, 7, 14, 31, 42, 46]. Recent research focus has shifted to challenging arbitrary-shaped text detection [4, 46]. While Mask R-CNN [7, 14] can be used to detect texts, it might fail to detect curved and dense texts due to the rectangle-based ROI proposals. On the other hand, TextSnake [18] describes text instances with a series of ordered, overlapping disks. PSENet [33] proposes a progressive scale expansion network which enables the differentiation of curved text instances that are located close together. DB [12] simplifies the post-processing of binarization for scene-text segmentation by proposing a differentiable binarization function to a segmentation network, where the threshold value at every point of the probability map of an image can be adaptively predicted.

Text recognition. Text recognition has gained increasing attention due to its ability to extract rich semantic information from text images. Convolutional Recurrent Neural Network (CRNN) [24] uses an end-to-end trainable neural network which consists of a Deep Convolutional Neural Networks (DCNN) for the feature extraction, a Recurrent Neural Networks (RNN) for the sequential prediction and a transcription layer to produce a label sequence. RobustScanner [40] is capable of recognizing contextless texts by using a novel position enhancement branch and a dynamic fusion module which mitigate the misrecognition issue of random text images. Efforts have been made to rectify irregular texts input into regular ones which are compatible with typical text recognizers. For instance, Thin-Plate-Spline (TPS) transformation is employed in a deep neural network that combines a Spatial Transformer Network (STN) and a Sequence Recognition Network (SRN) to rectify curved and perspective texts in STN before they are fed into SRN [26].

Key information extraction. Key Information Extraction (KIE) for unstructured document images, such as receipts or credit notes, is most notably used for office automation tasks including efficient archiving and compliance checking. Conventional approaches, such as template matching, fail to generalize well on documents of unseen templates. Several models are proposed to resolve the generalization problem. For example, CloudScan [19] employs NER to analyze the concatenated one-dimensional text sequence for the entire invoice. Chargrid [5] encodes each document page as a two-dimensional grid of characters to conduct semantic segmentation, but it cannot make full use of the non-local, distant spatial relation between text regions since it covers two-dimensional spatial layout information with small neighborhood only. Recently, an end-to-end Spatial Dual Modality Graph Reasoning (SDMG-R) model [29] has been developed which is particularly robust against text recognition errors. It models unstructured document images as spatial dual-modality graphs with graph nodes as detected text boxes and graph edges as spatial relations between nodes.

Named entity recognition. Named entity recognition (NER) [3, 10, 36, 44] aims to locate and classify named entities into pre-defined categories such as the name of a person or organization. They are based on either bidirectional LSTMs or conditional random fields.

Open source OCR toolbox. Several open-source OCR toolboxes have been developed over the years to meet the increasing demand from both academia and industry. Tesseract 3 is the pioneer of open-source OCR toolbox. It was publicly released in 2005, and provides CLI tools to extract printed font texts from images. It initially followed a traditional, step-by-step pipeline comprising the connected component analysis, text line finding, baseline fitting,
Table 1: Comparison between different open-source OCR toolboxes.

| Toolbox | DL library | Inference engine | OS | Language detection | Recognition | Downstream tasks | Support training |
|---------|------------|------------------|----|--------------------|-------------|------------------|-----------------|
| MMOCR  | PyTorch    | OpenCV DNN       | Windows | 100+ | CRNN [24] | LSTM            | Yes             |
| tesseract | PyTorch  | NCNN             | Linux    | 2    | CRNN [24] | CRNN [24], Rosetta [2], SRN [38] | Yes             |
| chineseocr | PyTorch | Windows          | Linux    | 2    | CRNN [24] | CRNN [24], Rosetta [2], SRN [38] | Yes             |
| chineseocr_lite | PyTorch | Windows          | Linux    | 2    | CRNN [24] | CRNN [24], Rosetta [2], SRN [38] | Yes             |
| EasyOCR | PyTorch    | Paddle inference | Windows          | 2    | CRNN [24] | CRNN [24], Rosetta [2], SRN [38] | Yes             |
| PaddleOCR | PyTorch | Paddle lite     | Linux | 2    | CRNN [24] | CRNN [24], Rosetta [2], SRN [38] | Yes             |
| MMOCR  | PyTorch    | onnx runtime    | -            | -    | CRNN [24] | CRNN [24], Rosetta [2], SRN [38] | Yes             |

Table 2: The effects of backbones. All models are pre-trained on ImageNet, and trained on ICDAR2015 training set and evaluated on its test set.

| Backbone      | FLOPs  | Recall Precision H-mean | Recall Precision H-mean | Recall Precision H-mean |
|---------------|--------|--------------------------|--------------------------|--------------------------|
| ResNet18      | 37.1G  | 73.5, 83.8, 78.3         | 73.4, 85.6, 79.1         | 73.1, 87.1, 79.5         |
| ResNet50      | 78.9G  | 78.4, 83.1, 80.7         | 73.2, 85.5, 78.9         | 77.8, 82.1, 79.9         |
| ddrnet23-slim | 16.7G  | 75.2, 80.1, 77.6         | 72.3, 83.4, 77.5         | 76.7, 78.5, 77.6         |

Table 3: The effects of necks. All models are pre-trained on ImageNet, and trained on ICDAR2015 training set and evaluated on its test set.

| Necks      | FLOPs  | Recall Precision H-mean | Recall Precision H-mean | Recall Precision H-mean |
|------------|--------|--------------------------|--------------------------|--------------------------|
| FPNF [33]  | 208.6G | 78.4, 83.1, 80.7         | 72.4, 86.4, 78.8         | 77.5, 82.3, 79.8         |
| PFNC [12]  | 22.4G  | 75.6, 80.0, 77.7         | 70.9, 83.3, 76.6         | 73.1, 87.1, 79.5         |
| FPEM_FFM [34] | 7.79G | 71.7, 82.0, 76.5         | 73.4, 85.6, 79.1         | 71.8, 86.7, 78.6         |

fixed pitch detection and chopping, proportional word finding, and word recognition [28]. It now supports an LSTM-based OCR engine and supports more than 100 languages. Deep learning-based open-source OCR toolbox EasyOCR 4 has been released recently. It provides simple APIs for industrial users and supports more than 80 languages. It implemented the CRAFT [1] detector and CRNN [24] recognizer. However, it is for inference only and does not support model training. ChineseOCR 5 is another popular open-source OCR toolbox. It uses YOLO-v3 [21] and CRNN [24] for text detection and recognition respectively, and uses OpenCV DNN for deep models inference. By contrast, ChineseOCR_lite 6 releases a lightweight Chinese detection and recognition toolbox that uses DB [12] to detect texts and CRNN [24] to recognize texts. It provides forward inference based on NCNN 7 and TNN 8, and can be deployed easily on multiple platforms such as Linux, Windows and MacOS. It currently supports more than 80 languages and implements three text detection methods (EAST [45], DB [12], and SAST [31]), five recognition methods (CRNN [24], Rosetta [2], STAR-Net [16], RARE [25] and SRN [38]), and one end-to-end text spotting method (PGNet) [32]. Comprehensive comparisons among these open-source toolboxes are given in Table 1.

3 TEXT DETECTION STUDIES

Many important factors can affect the performance of deep learning-based models. In this section, we investigate the backbones and necks of network architectures. We exchange the above components between different segmentation-based text detection approaches to measure the performance and computational complexity effects.

**Backbone.** ResNet18 [8] and ResNet50 [8] are commonly used in text detection approaches. For practical applications, we also introduce a GPU-friendly lightweight backbone ddrnet23-slim [9]. Table 2 compares ResNet18, ResNet50 and ddrnet23-slim in terms of FLOPs and H-mean by plugging them in PSENet, PAN and DB. It has been shown that ddrnet23-slim performs slightly worse than ResNet18 and ResNet50, as it only has 45% and 21% FLOPs of ResNet18 and ResNet50 respectively.

**Neck.** PSENet, PAN and DB propose different FPN-like necks to fuse multi-scale features. Our experimental results in Table 3 show that the FPNF proposed in PSENet [33] can achieve the best H-mean in PSENet and DB [12]. However, its FLOPs are substantially higher than those of PFNC proposed in DB [12] and FPEM_FFM proposed.
in PAN [34]. By contrast, FPEM_FFM has the lowest FLOPs and achieves the best H-mean in PAN [34].

4 CONCLUSIONS
We have publicly released MMOCR, which is a comprehensive toolbox for text detection, recognition and understanding. MMOCR has implemented 14 state-of-the-art algorithms, which is more than all the existing open-source OCR projects. Moreover, it has offered a wide range of trained models, benchmarks, detailed documents, and utility tools. In this report, we have extensively compared MMOCR with other open-source OCR projects. Besides, we have introduced a GPU-friendly lightweight backbone-ddrnet23-slim, and carefully studied the effects of backbones and necks in terms of detection performance and computational complexity which can guide industrial applications.
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