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Abstract—In this article, the disjunctive and conjunctive lattice piecewise affine (PWA) approximations of explicit linear model predictive control (MPC) are proposed. Training data consisting of states and corresponding affine control laws are generated in a control invariant set, and redundant sample points are removed to simplify the construction of lattice PWA approximations. Resampling is proposed to guarantee the equivalence of lattice PWA approximations and optimal MPC control law at the sample points. Under certain conditions, the disjunctive lattice PWA approximation constitutes a lower bound, whereas the conjunctive version formulates an upper bound of the original optimal control law. The equivalence of the two lattice PWA approximations then guarantees error-free approximations in the domain of interest, which is tested through a statistical guarantee. The performance of the proposed approximation strategy is tested through two simulation examples, and the results show that error-free lattice PWA approximations can be obtained with low offline complexity and small storage requirements. Besides, the online complexity is less compared with the state-of-the-art method.

Index Terms—Error-free approximation, lattice piecewise affine (PWA), linear model predictive control (MPC).

I. INTRODUCTION

The impact of model predictive control (MPC) on the industry has been recognized widely [1], and the complexity of online optimization restricts the prevalent application of MPC [2]. To alleviate this situation, explicit MPC was proposed [3], in which the linear MPC problem is formulated as a multiparametric quadratic programming (mpQP) problem and solved offline. The optimal control law is proved to be continuous piecewise affine (PWA) with respect to the state. The subregions, as well as the corresponding affine functions defined on them, are recorded. For online implementation, given the current state, one must only find the subregion in which the state lies, and the function evaluation of the corresponding affine function gives rise to the optimal control law.

However, the offline construction of such subregions, the memory required to store them, and the online search for the right subregion are the main limitations of explicit MPC [4]. Much work has been done to solve these three problems. To overcome the complex offline geometric computations, combinatorial approaches are proposed based on implicitly enumerating all possible combinations of active constraints [5], [6]. To reduce the memory required to store the information of subregions and control laws, region-free explicit MPC is proposed [4], [7]. Moreover, the online search complexity can be reduced by storing additional information [8], [9], introducing an improved binary search tree (orthogonal truncated binary search tree) [10], or resorting to the method of convex lifting [11], [12]. The lattice PWA representation has also been used to exactly express the explicit MPC control law, resulting in a much lower storage requirement [13], [14]. As the complexity of solving the explicit MPC problem increases exponentially with size of the optimization problem, all the above methods can only alleviate the computational burden to some extent.

Another idea is to formulate the approximate MPC controller [15], [16] or semiexplicit MPC controller [17]. In these methods, training data containing the values of states and corresponding optimal control laws of the MPC problem are generated, and the approximated controller is constructed using these data. In general, the samples are required to be distributed sufficiently evenly over the domain [18]. Different approaches have been used to generate the approximation, such as the canonical piecewise linear function [19], radial basis functions [20], wavelets [21], and so on. In addition, reinforcement learning has also been used to derive a data-driven MPC control law in [22]. In the work of [16], [21], and [23], the approximations are based on particular partitions of the domain of interest, and the interpolation-based algorithm can be developed [24]. Approximations by neural networks or basis functions generally require computationally expensive optimization-based training, and the interpolation-based algorithm always introduces partitions of
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the domain that are different from the domain partitions in the explicit linear MPC law.

In our previous work [14], the lattice PWA representation of the explicit MPC control law was derived, which, however, also depends on the result of explicit MPC, and scales poorly with the size of MPC control problem. To resemble explicit MPC control law to a larger extent and also to handle the issue of high offline complexity in explicit MPC, this article proposes an approximation approach in the domain of interest, in which the explicit MPC control law needs not be obtained in advance. Specifically, data containing sampled states and corresponding local affine functions are employed to derive the lattice PWA approximation, which can be guaranteed to be statistically error free, i.e., coincide with the explicit MPC control under certain assumptions. Moreover, the worst-case offline calculation complexity depends mainly on the number of sample points, which scales well with the state dimension. A preliminary thought of the disjunctive lattice PWA approximation of explicit linear MPC was presented in [25], in which the approximated control law is not guaranteed to be error free. However, in this work, under certain assumptions, the disjunctive and conjunction lattice PWA approximations constitute the lower and upper bounds of the optimal MPC control law, and the equivalence of the two approximations ensures that the two approximations are identical to the optimal control law in the domain of interest. The approximation can also be simplified to lower storage requirements and online computational complexity.

The rest of this article is organized as follows. Section II gives the preliminaries about the explicit linear MPC problem and the lattice PWA representation. The offline approximations of the explicit linear MPC control law through the lattice PWA expression are given in detail in Section III, in which the construction of the sample domain, sampling and resampling procedures, simplifications of the approximations, online evaluation of the approximations, and the complexity analysis are provided. In Section IV, the approximation error is analyzed. Section V provides simulation results. Finally, Section VI concludes this article.

II. PRELIMINARIES

A. Explicit Linear MPC Problem

In particular, MPC for a discrete-time linear time-invariant system can be cast as the following optimization problem at time step $t$:

$$\min_{U} \ J(U, x(t)) = V(x_{t+N_p|t}) + \sum_{k=0}^{N_p-1} v(x_{t+k|t}, u_{t+k|t})$$

subject to:

$$Ax_{t+k|t} + Bu_{t+k|t}, \quad k = 0, \ldots, N_p - 1$$

$$x_{t+k|t} \in X, \quad k = 0, \ldots, N_p$$

$$u_{t+k|t} \in U, \quad k = 0, \ldots, N_p - 1$$

$$x_{t+N_p|t} \in X_f$$

in which the optimized variable is $U = [u_{t|t}, \ldots, u_{t+N_p-1|t}]^T$, and $N_p$ is the prediction horizon. The variable $x_{t+k|t} = x_{t+k}$ denotes the predicted state and input at time step $t+k$, respectively, using (1b).

The terminal penalty is denoted as $V$, $v(\cdot, \cdot)$ is the stage cost, and $X, X_f, U$ are full-dimensional polyhedral sets of appropriate dimensions. In this article, we assume a strictly convex cost, i.e., $V(x_{t+N_p|t}) = x_{t+N_p|t}, v(x_{t+k|t}, u_{t+k|t}) = x_{t+k|t}^T Q_k x_{t+k|t} + u_{t+k|t}^T R_k u_{t+k|t}$, and we use $x_0$ instead hereafter that the solution $x_{t+N_p|t} = V(x_{t+N_p|t})$ is obtained, and only $u^*_{t+k|t}$ is applied to the system. The optimization problem (1) is solved at the next time step by updating the given state vector $x(t)$.

It has been proved in [3] that the solution $U^*$ is a continuous PWA function of the state $x(t)$, and we use $x$ instead hereafter in this article. The definition of a continuous PWA function is presented as follows.

Definition 1 (see [26]): A function $f : \Omega \to \mathbb{R}^m$, where $\Omega \subseteq \mathbb{R}^{n_x}$ is convex, is said to be continuous PWA if it is continuous on the domain $\Omega$ and the following conditions are satisfied.

1) The domain space $\Omega$ is divided into a finite number of nonempty convex polyhedra, i.e., $\Omega = \bigcup_{i=1}^{N_i} \Omega_i$, $\Omega_i \cap \Omega_j = \emptyset$, the polyhedra are closed and have nonoverlapping interiors, $\text{int}(\Omega_i) \cap \text{int}(\Omega_j) = \emptyset \forall i, j \in \{1, \ldots, N_i\}$, $i \neq j$, in which $\text{int}()$ denotes the interior of a set. These polyhedra are also called local regions. The boundaries of the polyhedra are nonempty sets in $(n-i)$-dimensional space.

2) In each local region $\Omega_i$, $f$ equals a local affine function $f_{\text{loc}(i)}$ in which the subscript $\text{loc}(i)$ denotes the index of local affine function in $\Omega_i$.

The local affine function, as well as local regions in the continuous PWA function $U^*(x)$, is obtained through the Karush–Kuhn–Tucker (KKT) conditions of the following mpQP problem:

$$\min_{\hat{z}} \frac{1}{2} z^T H z$$

subject to $G z \leq w + S x$

in which $z = U + H^{-1} F^T x$, and the matrices $H, F, G$, and $S$ as well as the vector $w$ are obtained through (1).

For a given state $x$, solving (2) yields the optimal solution $z^*$, which together with $x$ can determine the active and inactive constraints in (2b). Assuming that $G \in \mathbb{R}^{p \times N_p n_x}, w \in \mathbb{R}^p, S \in \mathbb{R}^{p \times n_x}$, and $G_i, w_i, S_i$ denote the $i$th row of $G, w, S$, respectively. If the $i$th constraint is active, we have $G_i z = w_i + S_i x$; if it is inactive, we have $G_i z < w_i + S_i x$. Then, the active as well as inactive index sets can be written as $A^+ = \{j \in \{1, \ldots, p\} | G_j z^* = w_j + S_j x \}$ and $N^* = \{j \in \{1, \ldots, p\} | G_j z^* < w_j + S_j x \}$ respectively. It is apparent that $A^+ = \{1, \ldots, p\} \setminus N^*$.

For a particular $A^+$, assume that $G_{A^+}$ is full-row rank, according to the KKT conditions evaluated at $x$ and $z^*$,
we have
\[
 z^* = H^{-1} G_A^T (G_A H^{-1} G_A^T)^{-1} (w_A + S_A x). \tag{3}
\]

The local region for which the local affine function (3) is defined is a polyhedron in the feasible state region, which is called critical region and can also be constructed through the KKT conditions, i.e.,
\[
 CR(x) = \left\{ x \left| \begin{array}{c} G z^* \leq W + S x \\ (G_A H^{-1} G_A^T)^{-1} (w_A + S_A x) \leq 0 \end{array} \right. \right\}. \tag{4}
\]

Once the optimal solution \( z^* \) of the optimization problem (2) is available, we can easily obtain the optimal \( U^* \) as
\[
 U^* = z^* - H^{-1} F^T x \tag{5}
\]
which is also affine within the critical region \( CR(x) \).

**Remark 1:** For the case in which \( G_A \) is not full-row rank, and assuming that the rank of \( G_A \) is \( r \), we can then arbitrarily select \( r \) independent constraints and proceed with the new reduced active index set [27].

In order to obtain the continuous PW A control law, one must obtain all the local affine functions and critical regions, i.e., one must enumerate all possible active index sets \( A^* \), apply the KKT conditions accordingly [5], [6], [28], and the multiparametric toolbox 3.0 (MPT3) [29] can be used to fulfill this.

### B. Lattice PW A Representation

For the continuous PW A control law obtained through MPT3, the lattice PW A representation is presented in our previous work [14] to express this continuous PW A function.

**Lemma 1 (see [14]):** Letting \( f \) be a continuous PW A function defined in Definition 1, then \( f \) can be represented as
\[
f(x) = f_{L,d}(x) = \max_{i=1,\ldots,N} \left\{ \min_{j \in I_{\ell_i}} \{ \ell_j(x) \} \right\} \quad \forall x \in \Gamma \tag{6}
\]
or
\[
f(x) = f_{L,c}(x) = \min_{i=1,\ldots,N} \left\{ \max_{j \in I_{\ell_i}} \{ \ell_j(x) \} \right\} \quad \forall x \in \Gamma \tag{7}
\]
in which \( I_{\ell_i} = \{ j | \ell_j(x) \geq \ell_{loc}(i)(x), \forall x \in \Gamma_i \} \), \( I_{\ell_i} \leq d = \{ j \ | \ell_j(x) \leq \ell_{loc}(i)(x), \forall x \in \Gamma_i \} \), and the expressions \( \min_{j \in I_{\ell_i}} \{ \ell_j(x) \} \) and \( \max_{j \in I_{\ell_i}} \{ \ell_j(x) \} \) are called terms of \( f_{L,d} \) and \( f_{L,c} \), respectively. The affine function \( \ell_{loc}(i)(x) \) is called a literal, representing the local affine function in \( \Gamma_i \). The region \( \Gamma_i \) is a base region with \( \bigcup_{i=1}^N \Gamma_i = \Gamma \) and \( \Gamma_i \cap \Gamma_j = \emptyset \forall i \neq j \). The base region is a subset of the local region, and no other affine functions intersect with \( \ell_i(x) \) at some point in the interior of \( \Gamma_i \), i.e.,
\[
 \{ x | \ell_j(x) = \ell_{loc}(i)(x), j \neq i \} \cap \text{int}(\Gamma_i) = \emptyset \tag{8}
\]
Here, to avoid excessive use of notation, we just use \( \text{loc}(i) \) to denote the local affine functions of some region, whether it is a local region in Definition 1 or base region, which is part of the local region and additionally satisfying (8).

The expressions (6) and (7) are called full disjunctive and conjunctive lattice PW A representations, respectively, in which the names “disjunctive” and “conjunctive” come from the terminology in Boolean algebra.

Considering a 2-D continuous PW A function (9) with three affine pieces, Fig. 1 illustrates the base region and corresponding PW A function.

**Example 1:** The expression for the 2-D continuous PW A function with three local affine functions is as follows:
\[
f = \begin{cases} 
 \ell_1(x) = 80x_1 - 50x_2 - 10, & \text{if } x \in \Omega_1 \\
 \ell_2(x) = -50x_1 + 80x_2 - 10, & \text{if } x \in \Omega_2 \\
 \ell_3(x) = 0, & \text{if } x \in \Omega_3
\end{cases} \tag{9}
\]
the polyhedral regions and the 2-D function \( f \) are shown in Fig. 1. This example has also been studied in [30]. For this simple example, we have three polyhedral regions, i.e., \( \Omega_1, \Omega_2, \) and \( \Omega_3, \) with local affine functions \( \ell_{loc}(1) = \ell_1, \ell_{loc}(2) = \ell_2, \) and \( \ell_{loc}(3) = \ell_3. \) The polyhedral regions \( \Omega_1 \) and \( \Omega_2 \) are base regions and \( \Omega_3 \) is not, i.e., in \( \text{int}(\Omega_1) \) and \( \text{int}(\Omega_2), \) no other affine functions intersect with \( \ell_1 \) and \( \ell_2, \) respectively, but the intersection of \( \ell_1, \ell_3 \) and \( \ell_2, \ell_3 \) are in the interior of \( \Omega_3, \) shown as the green and purple dashed lines, respectively. Then, \( \Omega_3 \) can be partitioned into three base regions \( \Omega_{3,1}, \Omega_{3,2}, \) and \( \Omega_{3,3} \) by these two dashed lines, and we have \( \ell_{loc}(3,1) = \ell_{loc}(3,2) = \ell_{loc}(3,3) = \ell_3. \)

According to the full disjunctive lattice PW A representation, we have five index sets \( I_{\ell_i} \) corresponding to the five base
regions \( \Omega_1, \Omega_2, \Omega_{3,1}, \Omega_{3,2}, \) and \( \Omega_{3,3} \), which can be expressed as follows:

\[
I_{2,1} = \{1, 2\}, I_{2,2} = \{1, 2\}, I_{2,3} = \{2, 3\}
\]
\[
I_{2,4} = \{3\}, I_{2,5} = \{1, 3\}.
\]

And we have the following full disjunctive lattice PWA representation:

\[
f(x) = \max\{\min\{\ell_1, \ell_2\}, \min\{\ell_1, \ell_2\}, \min\{\ell_3, \ell_2\}, \ell_3, \min\{\ell_3, \ell_1\}\}.
\]

After removing redundant terms, we have

\[
f_{L,d} = \max\{\min\{\ell_1, \ell_2\}, \ell_3\}.
\]

Similarly, we can obtain the full conjunctive lattice PWA representation as

\[
f_{L,c} = \min\{\max\{\ell_1, \ell_3\}, \max\{\ell_2, \ell_3\}, \max\{\ell_1, \ell_3\}, \max\{\ell_2, \ell_3\}\}
\]

which can be then simplified to

\[
f_{L,c} = \min\{\max\{\ell_1, \ell_3\}, \max\{\ell_2, \ell_3\}\}.
\]

According to Lemma 1, we can represent a continuous PWA control law using a lattice PWA function (either disjunctive or conjunctive). However, as explained in Section II-A, for problems with a large number of constraints and a high-dimensional state, the number of possible combinations of active constraints increases exponentially, and the derivation of the explicit MPC solution is extremely computationally expensive. Besides, partitioning the critical region into base regions is not possible for even medium-size problems, i.e., in [14], for a 4-D system, partitioning 890 critical regions into base regions is prohibitive.

Hence, in this article, we propose an approximated continuous PWA control law by sampling only a series of states in the domain of interest, which avoids the usage of MPT3 and the partitioning of the domain into base regions.

III. LATTICE PWA APPROXIMATION OF EXPLICIT LINEAR MPC CONTROL LAW

A. Generation of Sample Points

As mentioned before, the explicit linear MPC control law \( U^* \) is a continuous PWA function with respect to the state \( x \). Then, the first element of \( U^* \), which is \( u^*\), is also a continuous PWA function of \( x \), i.e., \( u^* \) is affine in the local regions that \( x \) lies in. Denote the domain of \( x \) defining \( u^* \) as \( \Gamma \), in this article, we focus on the approximation of the PWA function \( u^* \) on \( \Gamma \), and the affine functions and base regions are recorded accordingly. For simplicity, we omit the subscript in \( u^* \) hereafter in the article and use \( u^* \) instead, besides, we set \( n_u = 1 \); however, the proposed methodology can be easily extended to the case when \( n_u > 1 \).

1) Domain of Interest: The sample points are generated in the domain of interest, which is a polyhedron control invariant set \( \Omega \) of the linear system (1b). Specifically, we set \( N_r \) initial sample points, and for each initial point, we solve the MPC problem (2) at subsequent time instants to generate \( N_r \) convergent closed-loop trajectories. As shown in Section II-A, the optimal control law is an affine function of the state within the corresponding critical region; the state points and corresponding affine functions on the trajectories are recorded. Assume that all the points on the \( N_r \) trajectories constitute a set \( X_1 = \{x_1, \ldots, x_{N_r}\} \), in general, \( N_r \ll N_1 \). For all \( x_i \in X_1 \), the affine function \( \ell_{\text{act}}(i)(x_i) \) is recorded, i.e.,

\[
\ell_{\text{act}}(i)(x_i) = u_i = u^*(x_i)
\]

in which \( \text{act}(i) \) denotes the index for the affine function corresponding to \( x_i \), and the set \( \{\ell_{\text{act}}(i)\mid i \in \{1, \ldots, N_1\}\} \) constitutes the set \( \mathcal{U}_I \). The domain of interest is then set as the convex hull of all the sample points \( x_i \in X_1 \), i.e.,

\[
\Omega = \text{conv}(X_1).
\]

We demonstrate that the set \( \Omega \) is control invariant. Actually, for any \( x \in \text{conv}(X_1) \), according to the definition of the convex hull, there is a nonzero \( \lambda = [\lambda_1, \ldots, \lambda_{N_1}]^T \) with \( \sum_{i=1}^{N_1} \lambda_i = 1 \), such that

\[
x = \sum_{x_i \in X_1} \lambda_i x_i.
\]

For each \( x_i \in X_1 \), as it is a point on a specific trajectory, the succeeding state \( A x_i + B u_i \) is also on the same trajectory, in which \( u_i \) is calculated through solving (2), meaning that

\[
A x_i + B u_i \in \text{conv}(X_1)
\]

then by taking

\[
u = \sum_{x_i \in X_1} \lambda_i u_i
\]

we have

\[
A x + B u = \sum_{x_i \in X_1} \lambda_i (A x_i + B u_i) \in \text{conv}(X_1)
\]

i.e., the set \( \Omega = \text{conv}(X_1) \) is control invariant.
Example 2: Fig. 2 shows the domain of interest for a 2-D system, which is introduced in [31]. The system dynamics can be written as

\[ x_{k+1} = \begin{bmatrix} 1 & T_x \\ 0 & 1 \end{bmatrix} x_k + \begin{bmatrix} T_x^2 \\ T_x \end{bmatrix} u_k \]

where the sampling interval \( T_x \) is 0.3. Considering the MPC problem with \( Q = \text{diag}(1,0) \), \( R = 1 \), and \( P \) is the solution of the discrete-time algebraic Riccati equation, the prediction horizon is set to be 10. The system constraints are \(-1 \leq u_k \leq 1 \), \(-2.8 \leq x_{k,1} \leq 2.8 \), and \(-0.8 \leq x_{k,2} \leq 0.8 \). In total, 289 trajectories are generated in the region \([-2,2] \times [-0.6,0.6] \), resulting in 9112 sample points, shown in blue diamond, and the domain of interest is the convex hull of all the sample points, shown in red. The feasible region calculated through MP3 is shown in gray.

Remark 2: The construction of \( \Omega \) is computationally challenging for high-dimensional problems. In this article, we restrict the initial points of the sampled trajectories within a user-defined area \( \Omega_0 \), e.g., a hyperrectangle or some other regular convex set. The domain of interest \( \Omega \) is then set as the convex combination of all convergent trajectories starting from points in \( \Omega_0 \).

2) Obtaining the Affine Control Laws: According to Section II-A, for a feasible state \( x_i \), the affine function \( \ell_{\text{act}(i)}(x_i) \) can be calculated through solving (2), (3), and (5), i.e.,

\[ U^*(x_i) = z^*(x_i) - H^{-1} F^T x_i \]

and

\[ \ell_{\text{act}(i)}(x_i) = \begin{bmatrix} I_{n_u \times n_u} & 0 & \cdots & 0 \end{bmatrix} U^*(x_i) \]

in which \( I_{n_u \times n_u} \) is the identity matrix with size \( n_u \times n_u \). It is noted that (14) holds at the point \( x_i \), as \( U^* \) and \( z^* \) are continuous PW A functions and reduce to particular affine functions at the sample point \( x_i \).

Compared with ordinary sampling, in which only the value of \( u_i \) is available, here the corresponding affine function \( \ell_{\text{act}(i)}(x_i) \) is also recorded. The resulting sample dataset is recorded as \( X_1 \times U_1 \) with data length \( N_{s,1} \), in which \( U_1 \) is a set of affine functions \( \ell_{\text{act}(i)}(x) \), and in Section III-B, we will explain in detail how to build a lattice PW A approximation.

B. Lattice PW A Approximation Based on Sample Points

We now derive the disjunctive and conjunctive lattice PW A approximations based on the sample dataset \( X_1 \times U_1 \).

The disjunctive lattice PW A approximation is constructed via the sample points and can be expressed as follows:

\[ \hat{f}_{L,a}(x) = \max_{i \in \{1, \ldots, N_{s,1}\}} \left\{ \min_{j \in J_{\geq,i}} \{ \ell_j(x) \} \right\} \]

in which the index set \( J_{\geq,i} \) is described as follows:

\[ J_{\geq,i} = \{ j | \ell_j(x_i) \geq \ell_{\text{act}(i)}(x_i) \} \]

and \( \ell_{\text{act}(i)}(x_i) \) is defined in (12), representing the affine function at \( x_i \).

Similarly, the conjunctive lattice PW A approximation can be described as follows:

\[ \hat{f}_{L,c}(x) = \min_{i \in \{1, \ldots, N_{s,1}\}} \left\{ \max_{j \in J_{\leq,i}} \{ \ell_j(x) \} \right\} \]

in which the index set \( J_{\leq,i} \) is defined as

\[ J_{\leq,i} = \{ j | \ell_j(x_i) \leq \ell_{\text{act}(i)}(x_i) \}. \]

Compared with the full disjunctive and conjunctive lattice PW A representations (6) and (7), we can see that the lattice PW A approximations (15) and (17) only consider the order of local affine control laws at each sample point \( x_i \in X_1 \).

Following we will explain that under certain conditions as shown in Assumption 1, the lattice PW A approximations (15) and (17) coincide with the explicit linear MPC control law at the sample points.

Assumption 1: The terms in disjunctive lattice PW A approximations satisfy

\[ \min_{j \in J_{\geq,i}} \{ \ell_j(x_i) \} \leq \ell_{\text{act}(i)}(x_i) \quad \forall i, k \in \{1, \ldots, N_{s,1}\} \]

and the terms in conjunctive lattice PW A approximations satisfy

\[ \max_{j \in J_{\leq,i}} \{ \ell_j(x_i) \} \geq \ell_{\text{act}(i)}(x_i) \quad \forall i, k \in \{1, \ldots, N_{s,1}\}. \]

This assumption means that when evaluated at the sample points, the terms in the disjunctive lattice PW A approximations are not larger than, while the terms in the conjunctive lattice PW A approximations are not smaller than the active affine functions. Assumption 1 is not difficult to check, as it requires only the information of the sample points, and later in Section III-D, we will give solutions to guarantee the validity of Assumption 1. With this assumption, we can show in Theorem 1 the conclusion about the equivalence of the approximations and optimal MPC control law.

Theorem 1: Assuming that the disjunctive and conjunctive lattice PW A approximations are constructed through (15) and (17), respectively. Supposing that Assumption 1 holds, then we have

\[ \hat{f}_{L,a}(x_k) = \ell_{\text{act}(x_k)} = \hat{f}_{L,c}(x_k) \quad \forall x_k \in X_1, \]

Furthermore, if for all \( i, k \in \{1, \ldots, N_{s,1}\} \), we have

\[ \min_{j \in J_{\geq,i}} \{ \ell_j(x_k) \} < \ell_{\text{act}(k)}(x_k), \text{ or } \text{act}(k) \in J_{\leq,i} \]

and

\[ \max_{j \in J_{\leq,i}} \{ \ell_j(x_k) \} > \ell_{\text{act}(k)}(x_k), \text{ or } \text{act}(k) \in J_{\geq,i} \]

then for all points \( x_k \in X_1 \), the following equalities hold for the base regions including \( x_k \), i.e.,

\[ \hat{f}_{L,a}(x) = u^*(x) = \hat{f}_{L,c}(x) \quad \forall x \in \Gamma_{\text{opt}(k)} \]

in which \( \Gamma_{\text{opt}(k)} \subset \Gamma \) is the base region contains the sample point \( x_k \) such that

\[ u^*(x) = \ell_{\text{act}(k)}(x) \quad \forall x \in \Gamma_{\text{opt}(k)}. \]

Proof: See the Appendix.
According to Theorem 1, the validity of Assumption 1 guarantees the equivalence of the lattice PWA approximation and the optimal control law at the sample points. Besides, if a stricter condition (22) is imposed, the lattice PWA approximations equal the original control law not only at the sample points but also in the base regions containing the sample points, as (23) shows.

In order to better describe the equivalence of \( f_{L,\alpha}(x) \) and \( u^*(x) \) in base regions, we introduce the concept of covered base regions for terms generated through sample points \( x_i \), i.e., \( \min_{j \in J_{z,\gamma}} \{ \ell_j(x) \} \) and \( \max_{j \in J_{z,\beta}} \{ \ell_j(x) \} \), and denote them as \( C(\min_{j \in J_{z,\gamma}} \{ \ell_j(x) \}) \) or \( C(\max_{j \in J_{z,\beta}} \{ \ell_j(x) \}) \). This means that

\[
 u^*(x) = \min_{j \in J_{z,\gamma}} \{ \ell_j(x) \} \quad \forall x \in C(\min_{j \in J_{z,\gamma}} \{ \ell_j(x) \})
\]
or

\[
 u^*(x) = \max_{j \in J_{z,\beta}} \{ \ell_j(x) \} \quad \forall x \in C(\max_{j \in J_{z,\beta}} \{ \ell_j(x) \}).
\]

It should be pointed out that the covered base regions \( C(\min_{j \in J_{z,\gamma}} \{ \ell_j(x) \}) \) and \( C(\max_{j \in J_{z,\beta}} \{ \ell_j(x) \}) \) are with respect to the continuous PWA function \( u^*(x) \), and are subsets of \( \Gamma \). From the proof of Theorem 1, we have

\[
 \Gamma_{\text{pat}(k)} \subset C(\min_{j \in J_{z,\gamma}} \{ \ell_j(x) \}), \Gamma_{\text{pat}(k)} \subset C(\max_{j \in J_{z,\beta}} \{ \ell_j(x) \})
\]

which means that the terms generated through sample points can cover the entire base region the sample points lie in. And we will show in Section III-D that the terms \( \min_{j \in J_{z,\gamma}} \{ \ell_j(x) \} \) and \( \max_{j \in J_{z,\beta}} \{ \ell_j(x) \} \) can cover base regions other than \( \Gamma_{\text{pat}(k)} \).

Remark 3: It should be noted that the computational complexity for constructing a lattice PWA approximation is much less than that for constructing a lattice PWA representation, in which all the base regions as well as all the distinct affine functions should be derived. In this article, however, the optimal continuous PWA controller information is not needed beforehand to construct a lattice PWA approximation, i.e., preprocessing by MPT3 is not needed. All we need to do is to sample points, record states and corresponding affine functions, and construct the lattice PWA approximations (15) and (17).

C. Simplification of Lattice PWA Approximation

When the number of sample points is large, say tens of thousands, the evaluation of (15) and (17) is not easy, and hence the simplification is considered in this section.

The simplification of a disjunctive lattice PWA function was addressed in [14], for which the detailed subregions of the PWA function are known. In this article, the information of the subregions of the PWA function is unknown. It is also challenging to derive the expression of the subregion polyhedra through lattice PWA approximation.

Hence, this section simplifies the disjunctive and conjunctive lattice PWA approximations according to the following rule. Assuming that the set \( C \) denotes the codomain of affine functions \( u_1, u_2, \ldots \), the operations \( \lor \) and \( \land \) are defined as follows:

\[
 u_i \lor u_j = \max\{u_i, u_j\}, u_i \land u_j = \min\{u_i, u_j\}.
\]

It has been shown in [32] that the set \( C \), together with the operations \( \lor \) and \( \land \), constitutes a distributive lattice, and the following property holds for all \( u_i, u_j \in C \):

\[
 R1 : u_i \lor (u_i \land u_j) = u_i, u_i \land (u_i \lor u_j) = u_i.
\]

Concerning the covered base regions in disjunctive lattice PWA approximation, we have the following result, as shown in Lemma 2. For the conjunctive lattice PWA approximation \( f_{L,\alpha} \), things are similar, and we omit them here for the sake of conciseness.

Lemma 2: Given two terms \( \min_{j \in J_{z,\gamma}} \{ u_j(x) \} \) and \( \min_{j \in J_{z,\gamma}} \{ u_j(x) \} \) generated from sample points \( x_i \) and \( x_k \), in which \( J_{z,\gamma} \subset J_{z,i} \), supposing that Assumption 1 and (22) hold, we have

\[
 C(\min_{j \in J_{z,\gamma}} \{ u_j(x) \}) \subset C(\min_{j \in J_{z,k}} \{ u_j(x) \}).
\]

Furthermore, if \( \text{act}(i) \in J_{z,i}, t \in \{1, \ldots, N_{\text{act}}\} \setminus \{i\} \), then \( x_i \) can be removed from \( X_i \) without affecting the function value of \( f_{L,\alpha} \).

Proof: See the Appendix.

Lemma 2 means that as long as \( J_{z,k} \subset J_{z,i} \) and \( \text{act}(i) \) appears in other terms, the sample point \( x_i \) is redundant in constructing lattice PWA approximations. Actually, multiple base regions may share the same term \( J_{z,k} \), besides, the condition \( J_{z,k} \subset J_{z,i} \) is even easier to be satisfied for different base regions. Hence, one term may cover many base regions, as Example 1 in Section III-D illustrates, and in general, the number of sample points needed to construct the lattice PWA approximation is much less than that of base regions and polyhedral regions, and simulation results in Section V confirm this.

D. Resampling

In the process of generating sample points, (19) and (20) may not be valid, and the following gives a resampling method such that both (19) and (20) hold.

Taking the disjunctive lattice PWA approximation as an example, if (19) is violated for some \( x_{\alpha}, x_{\beta} \in X_i \), i.e.,

\[
 \min_{j \in J_{z,\alpha}} \{ \ell_j(x_{\beta}) \} > u^*(x_{\beta}) = \ell_{\text{act}(\gamma)}(x_{\beta})
\]

we can add sample points in the line segment

\[
 \mathcal{L}(x_{\alpha}, x_{\beta}) = \lambda x_{\alpha} + (1 - \lambda) x_{\beta}, \lambda \in (0, 1)
\]

such that (19) is satisfied for \( i = \alpha \) and \( k = \beta \), which is shown in Lemma 3.

Lemma 3: Assuming that there are two points \( x_{\alpha} \) and \( x_{\beta} \) such that (25) holds, then there must be some points \( x_{\gamma} \in \mathcal{L}(x_{\alpha}, x_{\beta}) \), which is defined in (26), and the corresponding affine control law \( \ell_{\text{act}(\gamma)}(x_{\gamma}) \), such that the inequality

\[
 \ell_{\text{act}(\gamma)}(x_{\alpha}) \geq \ell_{\text{act}(\alpha)}(x_{\alpha}), \ell_{\text{act}(\gamma)}(x_{\beta}) \leq \ell_{\text{act}(\beta)}(x_{\beta})
\]

holds.

Furthermore, by adding \( x_{\gamma} \) to the sample dataset, we have \( \text{act}(\gamma) \in J_{z,\alpha} \) and

\[
 \min_{j \in J_{z,\alpha}} \{ \ell_j(x_{\beta}) \} \leq \ell_{\text{act}(\beta)}(x_{\beta}).
\]
Algorithm 1: Recursive partitioning of line segment $L(x_a, x_b)$ in case that (25) or (29) is violated.

**Input:** Linear MPC problem, initial sample dataset $X_1 \times U_t$, the line segment $L(x_a, x_b)$.

**Output:** Additional sample dataset $X_2 \times U_2$.

1. Initialize flag = 1, $X_2 = \emptyset$, $U_2 = \emptyset$.
2. While flag
   3. $N_a = 0$;
   4. for $x_i \in L(x_a, x_b) \cap (X_1 \cup X_2)$ do
      5. Select corresponding $\ell_{act(i)}(x_i) \in U_1 \cup U_2$.
      6. if $sign(\ell_{act(i)}(x_i) - \ell_{act(i+1)}(x_i)) = sign(\ell_{act(i)}(x_i+1) - \ell_{act(i+1)}(x_i+1))$ then
         7. $N_a = N_a + 1$.
         8. Add a point $x_{new} = 0.5(x_i + x_i+1)$ to $X_2$.
         9. Calculate corresponding affine function $u^*(x_{new})$ through (3), (13)-(14), add to $U_2$.
      end if
   end for
10. end while
11. if $N_a = 0$ then
12. flag = 0.
13. end if
14. end while

**Proof:** See the Appendix.

For the conjunctive lattice PWA approximation, in case (20) is violated, i.e., there are two points $x_a$ and $x_b$ such that the following inequality holds:

$$\max_{j \in J_{x_a}} \ell_j(x_a) \leq u^*(x_b) - \ell_{act}(x_b)$$

(29)

similar results can be obtained, and we omit here due to space limitation.

When (25) or (29) holds, in order to construct a continuous PWA function and to ensure the validity of (19) and (20) for every sample point in the line segment $L(x_a, x_b)$, the line segment is recursively partitioned to generate new sample points, as Lines 4–11 in Algorithm 1 show, resulting in an additional sample dataset $X_2 \times U_2$. In Algorithm 1, $x_i$ and $x_{i+1}$ refer to sample points in $L(x_a, x_b) \cap (X_1 \cup X_2)$, arranged according to the sample sequence in $X_1 \cup X_2$.

Lemma 4 shows that if we add points according to Algorithm 1, resulting in an additional sample dataset $X_2 \times U_2$, (19) and (20) are satisfied for all the sample points in $L(x_a, x_b)$.

**Lemma 4:** Given the line segment $L(x_a, x_b)$ such that (19) or (20) is violated, if we add points according to Algorithm 1, then we have

$$\min_{j \in J_{x_a}} \{u_j(x_k)\} \leq u_k(x_k) \forall x_k, x_k \in L(x_a, x_b) \cap (X_1 \cup X_2)$$

(30)

and

$$\max_{j \in J_{x_a}} \{u_j(x_k)\} \geq u_k(x_k) \forall x_k, x_k \in L(x_a, x_b) \cap (X_1 \cup X_2)$$

(31)

in which $L(x_a, x_b) \cap (X_1 \cup X_2)$ denotes the sample points that are within the line segment $L(x_a, x_b)$ after resampling.

**Proof:** See the Appendix.

Algorithm 1 can be run repeatedly until, for all the sample points $(x_1, u_1) \in (X_1 \cup X_2) \times (U_1 \cup U_2)$, we have (19) and (20); thus, Assumption 1 is satisfied and the resulting lattice PWA approximations equal the original control solution at all sample points.

The 2-D function in Example 1 illustrates the process of constructing the disjunctive and conjunctive lattice PWA approximations and the resampling procedure.

**Example 1** (Continued): The disjunction and conjunctive lattice PWA representations for Example 1 have been derived in Section II-B. Here, we resort to an approximation strategy, i.e., several points are sampled in the function domain (9) to illustrate the disjunctive and conjunctive lattice PWA approximations.

Given two sample points $x_1 = (0.6, 0.7)^T$ and $x_2 = (0.6, 0.2)^T$, which are shown in Fig. 1(a), the sampled affine functions are $\ell_{act(1)} = \ell_1$ and $\ell_{act(2)} = \ell_3$, respectively. Fig. 1(b) also shows the position of the points $P_1 = (x_1, \ell_1(x_1))$ and $P_2 = (x_2, \ell_3(x_2))$. The index sets are then expressed as the affine function $f_2$ has not been sampled yet

$$J_{\geq 1} = \{1\}, J_{\leq 2} = \{1, 3\}, J_{\leq 1} = \{1, 3\}, J_{\geq 2} = \{3\}.$$ 

Apparently Assumption 1 is not satisfied, i.e., (19) is violated for $i = 1, k = 2$, and (20) is violated for $i = 2, k = 1$. According to Algorithm 1, the point $x_3 = (0.6, 0.575)^T$ is added to the sample points set with $\ell_2$ being identified, i.e., $\ell_{act(3)} = \ell_2$, and at this time, Assumption 1 is satisfied. The disjunctive and conjunctive lattice PWA approximations can be written and simplified as

$$\hat{f}_{L,d}(x) = \max\{\min\{\ell_1, \ell_2\}, \min\{\ell_1, \ell_3\}\} = \max\{\min\{\ell_1, \ell_2\}, \min\{\ell_1, \ell_3\}\}$$

(32)

and

$$\hat{f}_{L,c}(x) = \min\{\max\{\ell_1, \ell_3\}, \max\{\ell_2, \ell_3\}\} = \min\{\max\{\ell_1, \ell_3\}, \max\{\ell_2, \ell_3\}\}$$

(33)

respectively.

Readers can verify that as (22) holds, the lattice PWA approximations coincide with the function (9) in base regions containing the sample points $x_1, x_2$, and $x_3$. For the conjunctive approximation (33), we have

$$C(\max\{\ell_1, \ell_3\}) = \{\Omega_1, \Omega_{3,1}, \Omega_{3,2}\}$$

$$C(\max\{\ell_2, \ell_3\}) = \{\Omega_2, \Omega_{3,2}, \Omega_{3,3}\}$$

as $C(\max\{\ell_1, \ell_3\}) \cup C(\max\{\ell_2, \ell_3\})$ covers the entire domain, the conjunctive representation (11) and approximation (33) are identical. Besides, we can see that the term $\max\{\ell_1, \ell_3\}$, which is generated through the sample point $x_1$, covers base regions $\Omega_{3,1}$ and $\Omega_{3,2}$ other than $\Omega_1$, in which $x_1$ lies in. Apart from $\Omega_2$, the term $\max\{\ell_2, \ell_3\}$ also covers base regions $\Omega_{3,2}$ and $\Omega_{3,3}$. Therefore, in general, in generating sample points to approximate a continuous PWA function, we need far fewer sample points than the number of base regions. We will also show this conclusion in Section V.

For the disjunctive approximation (10), as

$$C(\min\{\ell_1, \ell_2\}) = \{\Omega_1, \Omega_2\}, C(\min\{\ell_1, \ell_3\}) = \{\Omega_{3,3}\}$$
there are base regions $\Omega_{3,1}$ and $\Omega_{4,2}$ that have not been covered, hence the disjunctive approximation and representation are not identical. The deviation of the disjunctive approximation (32) and representation is shown in Fig. 3, which is not zero in base regions $\Omega_{3,1}$ and $\Omega_{3,2}$. Later, we will revisit this example in Section III-E to show the conditions for error-free approximations.

The process of obtaining disjunctive and conjunctive lattice PWA approximations and simplifying them can be summarized in Algorithm 2.

![Fig. 3. Deviation between the disjunctive lattice PWA approximation and function (9) in Example 1.](image)

**Algorithm 2:** Construction and simplification of lattice PWA approximations.

**Input:** Linear MPC problem.

**Output:** Simplified disjunctive and conjunctive lattice PWA approximations.

1: Generate sample dataset $X_1 \times U_1$.
2: Remove unnecessary sample points according to Lemma 2.
3: Generate additional sample dataset $X_2 \times U_2$ according to Algorithm 1. Let $X = \{X_1, X_2\}$, $U = \{U_1, U_2\}$.
4: for $x_i \in X$ do
5: Calculate the index sets $J_{\geq, i}$ and $J_{\leq, i}$ at the point $x_i$ according to Equation (16) and (18), respectively.
6: end for
7: Construct the disjunctive and conjunctive lattice PWA approximations according to Equation (15) and (17).
8: Simplify the lattice PWA approximations according to the rule R1 (24).

E. Online Evaluation of Lattice PWA Approximation

Supposing that we have obtained a simplified lattice PWA approximation for a linear MPC problem, the online evaluation reduces to affine functions evaluation, comparing affine functions in each term and comparing terms in a lattice PWA approximation. The comparison is fulfilled through a so-called structure matrix [33], which is a binary matrix containing the elements zero and one, i.e., $S_{i,j} = 1$ indicates that the literal $\ell_j$ appears in the $i$th term, and $S_{i,j} = 0$ shows otherwise. The size of the structure matrix is $N_t \times M$, in which $N_t$ and $M$ are the number of terms and literals in the lattice PWA approximation obtained through Algorithm 2.

Hence, for the lattice PWA approximations in Example 1, the structure matrices for $f_{L,d}$ and $f_{L,c}$ are

$$
S_{L,d} = \begin{bmatrix} 1 & 1 & 0 \\ 1 & 0 & 1 \end{bmatrix}, \quad S_{L,c} = \begin{bmatrix} 1 & 0 & 1 \\ 0 & 1 & 1 \end{bmatrix}
$$

respectively. For the online evaluation of $f_{L,d}$, at some state $x(t)$, one can construct another parameter-structure matrix $P_{L,d}$, in which the one element $S_{i,j} = 1$ in $S_{L,d}$ is replaced with $\ell_j(x(t))$. Then, one can perform a min–max operation on the matrix

$$
P_{L,d} = \begin{bmatrix} \ell_1 & \ell_2 & 0 \\ \ell_1 & 0 & \ell_3 \end{bmatrix}
$$

i.e., minimum of the columns and then maximum of the rows, to evaluate $f_{L,d}$. The evaluation of $f_{L,c}$ is similar, in which the maximum across the columns is taken first, and then the minimum is performed among the rows.

F. Complexity Analysis

1) **Online Complexity:** Assuming that there are $N_t$ terms in the final approximation, according to Section III-E, take disjunctive lattice PWA approximation for example, the online evaluation of lattice PWA expression involves calculating the value of $\ell_j(x(t))\forall j = 1, \ldots, M$, minimum among the columns and then maximum of the rows. To calculate $\ell_j(x(t))\forall j = 1, \ldots, M$, $(n_x + 1) \cdot M$ multiplications and $n_x \cdot M$ additions are needed. For the comparison, the minimum takes at most $N_t \cdot (M - 1)$ comparisons while the maximum takes at most $N_t - 1$ comparisons. Therefore, the worst-case online complexity can be written as $O((n_x + 1) \cdot M + n_x \cdot M + N_t(M - 1) + N_t - 1)$. In general, $n_x \ll N_t$, hence the worse-case online complexity can be roughly approximated as $O(N_t \cdot M)$. In general, we have $N_t \ll N_s$, so the online evaluation is speedy.

As the comparisons are performed through the matrix $P_{L,d}$, they can be accelerated by parallel computing. Hence, the actual complexity for online evaluation is generally a fraction of $O(N_t \cdot M)$, depending on the number of cores in the processor. The online complexity is similar for evaluating conjunctive lattice PWA approximation.

2) **Storage Requirements:** Take the disjunctive lattice PWA approximation for example, supposing that it has $N_t$ terms; we must store $(n_x + 1) \cdot M$ real numbers for affine functions and $\sum_{i=1}^{N_t} |J_{\geq, i}|$ binary numbers for the structure matrix $S_{L,d}$, in which $|J_{\geq, i}|$ is the number of elements in the set $J_{\geq, i}$.

As $|J_{\geq, i}| \leq M$, in total at most $(n_x + 1) \cdot M$ real numbers and $M \cdot N_t$ binary numbers must be stored.

In many cases, we have $N_t \ll N_s$, so the storage requirement for the disjunctive lattice PWA approximation is very small.

For the conjunctive lattice PWA approximation, we achieve the same result.

3) **Offline Complexity:** The offline time complexity for deriving disjunctive and conjunctive lattice PWA approximations, i.e., the running time of Algorithm 2, consists of two parts. One
concerns the training points sampling and resampling to obtain preliminary lattice PWA approximations, and the other concerns the complexity of construction and simplification of lattice PWA approximations through sample points obtained.

**Lemma 5:** The worst-case complexity of deriving the disjunctive and conjunctive lattice PWA approximations is $O(M \cdot N_2^2)$, in which $M$ is the number of distinct affine functions, and $N_2$ is the number of sample points in $\mathcal{X}$.

**Proof:** See the Appendix. □

It is noted that $O(M \cdot N_2^2)$ is the worst-case complexity. In the simulation results, we can see that the offline calculation is not time-consuming.

## IV. APPROXIMATION ERROR

### A. Deviations Between the Disjunctive and Conjunctive Approximations

After sampling and resampling, as shown in Algorithm 2, we obtain the sample point set $\mathcal{X} \times \mathcal{U}$. Assuming that $\mathcal{X} = \{x_1, \ldots, x_{N_x}\}$, given both the disjunctive and conjunctive lattice PWA approximations, under the following assumption, the deviation between the approximations and the optimal control law can be derived.

**Assumption 2:** We assume that all the distinct affine functions defining the first input have been sampled in the domain of interest $\Omega$.

All the distinct affine functions for the first input in a PWA MPC optimal controller can be obtained by collecting all critical regions $\Omega_i$ and corresponding local affine functions $f_{loc(i)}(x)$ as defined in Definition 1 and selecting the distinct ones.

Assumption 2 can be explained as follows. For example, as Example 1 shows, there are five regions $\Omega_1, \Omega_2, \Omega_{3,1}, \Omega_{3,2}$, and $\Omega_{3,3}$, and the corresponding local affine functions $f_{loc(1)}(x) = \ell_1(x), f_{loc(2)}(x) = \ell_2(x)$, and $f_{loc(3,1)}(x) = f_{loc(3,2)}(x) = f_{loc(3,3)}(x) = \ell_3(x)$, then the distinct affine functions are $\ell_1(x)$ and $\ell_2(x), \ell_3(x)$, and by sampling points in $\Omega_1, \Omega_2$, and $\Omega_{3,3}$, we have sampled all the distinct affine functions.

Theorem 2 bounds the error between the lattice PWA approximations and the original optimal control law.

**Theorem 2:** Supposing that

$$f_{L,d}(x) = \max_{i \in \{1, \ldots, N_x\}} \left\{ \min_{j \in J_{L,d}} \{ u_j(x) \} \right\}$$

and

$$f_{L,c}(x) = \min_{i \in \{1, \ldots, N_x\}} \left\{ \max_{j \in J_{L,c}} \{ u_j(x) \} \right\}$$

are the disjunctive and conjunctive approximations of the optimal control law $u^*(x)$ over the domain $\Omega$, assuming that Assumption 2 holds, and defining

$$\varepsilon = \max_{x \in \Omega} \left\{ f_{L,c}(x) - f_{L,d}(x) \right\} $$

and

$$0 \leq f_{L,d}(x) - u^*(x) \leq \varepsilon. $$

Furthermore, if $\varepsilon = 0$, we have

$$f_{L,d}(x) = f_{L,c}(x) = u^*(x) \quad \forall x \in \Omega. $$

**Proof:** See the Appendix. □

Theorem 2 provides the sufficient conditions for error-free lattice PWA approximations, and we claim that the two conditions, i.e., the validity of Assumption 2 and $\varepsilon = 0$, are also necessary. This is apparent, as if Assumption 2 is violated, the constructed lattice PWA approximations miss some affine pieces, and if $\varepsilon \neq 0$, at least one lattice PWA approximation introduces error.

Readers can verify that if an additional point is sampled for Example 1, see $x_4$ in Fig. 1(a) with $\ell_{act(4)}(x) = \ell_3$. Then, we have $J_{L,d} = \{3\}, J_{L,c} = \{1, 2, 3\}, C(\ell_3) = \{\Omega_{3,1}, \Omega_{3,2}, \Omega_{3,3}\}$, and $C(\max\{\ell_1, \ell_2, \ell_3\}) = \{\Omega_{3,2}\}$. In this case, the disjunctive and conjunctive lattice PWA approximations cover the entire domain and both equal the 2-D continuous PWA function (9).

**Remark 4:** For Example 1, four sample points are generated to obtain error-free approximations, and for the base region $\Omega_{3,1}$, there is no sample point. As a necessary condition for the validity of (37), i.e., the lattice PWA approximations are error free, Assumption 2 requires that all the distinct affine functions have been sampled. It is noted that this is not the same as the condition that all the base regions should be identified. As the work in [14] shows, the number of distinct affine functions in explicit MPC is generally far less than that of critical regions, as some critical regions can share the same affine function. Besides, the critical regions should be partitioned to get the base regions satisfying (8); hence, the number of critical regions is much less than that of the base regions. Therefore, for an error-free lattice PWA approximation, the prerequisite is that all the distinct affine functions have been sampled, and in general, sampling only a portion of base regions can achieve this.

### B. Probabilistic Guarantees of Error-Free Approximations

In order to check whether (34) is zero, as both the disjunctive approximation $f_{L,d}$ and conjunctive approximation $f_{L,c}$ are continuous PWA functions, so whether $f_{L,d} = f_{L,c}$ can be checked in each linear subregion of both $f_{L,d}$ and $f_{L,c}$. Or we can check the equivalence of the disjunctive and conjunctive PWA approximations by solving a continuous piecewise linear programming problem, i.e., the difference of the two kinds of approximations is set as the cost, which is continuous PWA as the difference of two continuous PWA functions is still continuous PWA. If the minimum of the cost is zero in the whole domain $\Omega$, the disjunctive and conjunctive lattice PWA approximations are equivalent.

In general, the continuous piecewise linear programming is not convex, hence here for simplicity we resort to a statistical method, i.e., generating $N_v$ independent identically distributed (i.i.d.) sample points, which constitute a validation dataset $\mathcal{X}_{\text{validate}} = \{x_i, i = 1, \ldots, N_v\}$. For each sample point, we
define an indicator function as
\[ I(x_t) = \begin{cases} 1 & \text{if } \hat{f}_{L,d}(x_t) = \hat{f}_{L,c}(x_t) \\ 0 & \text{if } \hat{f}_{L,d}(x_t) \neq \hat{f}_{L,c}(x_t) \end{cases} \]
and then the random variables \( I(x_t), i = 1, \ldots, N_v \) are also i.i.d. Denoting the probability for \( I(x_t = 1) \) as \( \mu \), i.e., \( \mathbb{P}[I(x_t) = 1] = \mu \), then according to Hoeffding’s inequality [34], we have
\[ \mathbb{P}[|\mu - \bar{I}| \geq \epsilon] \leq 2 \exp(-2N_v \epsilon^2) \]
in which \( \bar{I} = \frac{1}{N_v} \sum_{k=1}^{N_v} I(x_k) \). Therefore, we have
\[ \mathbb{P}[\mu \geq \bar{I} > 1 - 2 \exp(-2N_v \epsilon^2) \]
meaning that with confidence \( 1 - 2 \exp(-2N_v \epsilon^2) \), the probability that the lattice PWA approximations \( \hat{f}_{L,d} \) and \( \hat{f}_{L,c} \) are identical is larger than \( \bar{I} - \epsilon \). If \( \bar{I} = 1 \), then by setting a small enough threshold \( \epsilon \), we can say that with confidence \( 1 - 2 \exp(-2N_v \epsilon^2) \), the lattice PWA approximations \( \hat{f}_{L,d} \) and \( \hat{f}_{L,c} \) are almost identical, and thus both equal the optimal control law. For example, if \( \epsilon = 10^{-2} \), then \( N_v \geq 5 \times 10^4 \) can ensure that the confidence is almost 1.

V. SIMULATION RESULTS

Example 3: Consider a 4-D example taken from [21]
\[ x(t+1) = Ax(t) + Bu(t) \]
where the matrices \( A \) and \( B \) can be expressed as
\[
A = \begin{bmatrix}
0.4035 & 0.3704 & 0.2935 & -0.7258 \\
-0.2114 & 0.6405 & -0.6717 & -0.0420 \\
0.8368 & 0.0175 & -0.2806 & 0.3808 \\
-0.0724 & 0.6001 & 0.5552 & 0.4919 \\
\end{bmatrix},
\]
\[
B = \begin{bmatrix}
1.6124 & 0.4806 & -1.4512 & -0.6761 \\
\end{bmatrix}^T.
\]
The constraints for the state and input are \( |x| \leq 5 \) and \( |u| \leq 0.2 \), respectively. The prediction horizon is taken to be \( N_p = 17 \). The value of matrices in the cost function is \( Q = \text{diag}\{1, 1, 1, 1\} \), \( R = 0.2 \), and \( P = 0 \). According to MPT3, the optimal control solution is a PWA function of the state \( x \), with 28 246 polyhedral regions. As stated in [14], for a 4-D system with 890 polyhedral regions, the process of partitioning the polyhedral regions into base regions is prohibitive, and for these 28 246 polyhedral regions, there will be an exponential number of base regions. Hence, the method in [14] is not applicable to the examples listed in this article.

To construct the disjunctive and conjunctive lattice PWA approximations, the domain of interest \( \Omega \) is created by generating 2000 feasible trajectories starting in the user-defined region \( \Omega_0 = [-2.5, 2.5] \times [-0.5, 0.5] \times [-0.5, 0.5] \times [-0.5, 0.5] \), which results in 36 060 sample points and takes 42.29 s. The 2000 initial points are selected uniformly in \( \Omega_0 \), and if some point is not feasible, it is replaced with a random initial point that conforms to uniform distribution and is feasible. Among the 36 060 sample points, there are 103 distinct affine functions, and according to Lemma 2, only 4575 points are useful in constructing lattice PWA approximations, i.e., only 4575 base regions have sample points in it.

For the 4575 sample points, Algorithm 1 is performed to sample one additional sample and get an additional distinct affine function to ensure the satisfaction of Assumption 1.

Then, the disjunctive and conjunctive lattice PWA approximations are constructed, of which the detailed numbers of parameters are given in Table I. Table II lists offline as well as online complexity of lattice PWA approximations, and the comparisons with the state-of-the-art online MPC solver qpOASES [35] and method in [21] are also included. For online MPC and the method in [21], there are no need to sample, hence the fields \( t_{\text{samp}}, t_{\text{L}}, \) and \( t_{\text{off}} \) are empty. Besides, as the work in [21] only lists the maximum online calculation complexity, the mean online calculation complexity for the method in [21] is also not listed in Table II. The online evaluation time is the mean of those 30 000 trials, and the worst-case online complexity is also listed. All the computations in this article are implemented through MATLAB 2024a (MathWorks, USA) on an Apple M3 Max computer.

It can be seen from Table II that the offline calculation time is mainly for the sampling on the trajectories, and the construction of lattice PWA approximation only takes 3.4 s. It is noted that the online evaluation time in [21] is obtained through computing the flops of a binary search tree
\[
\text{flops}_{\text{tree}} = (n_x + 1) \cdot 2^{n_x} + n_x \cdot (3 + l_{\text{max}} - l_0) - 1 \tag{38}
\]
where \( l_{\text{max}} \) and \( l_0 \) are the finest and coarsest levels of detail, respectively, and \( n_x \) is the dimension. The online calculation time is calculated by assuming a processor speed of 1 Gflops/s. Hence, for real applications in more sophisticated computers, the online evaluation time is shorter than the value 11.9 ms, which outperforms our online speed.

Recall that the worst-case complexity for the online evaluation of lattice PWA approximation is \( O(N_t \cdot M) \), in which \( N_t \) and \( M \) are the number of terms and distinct affine functions, respectively. For this example, take the disjunctive lattice PWA approximation for instance, we have \( N_t = 118 \) and \( M = 104 \), and the worst-case complexity for online evaluation is \( O(12272) \),
Consider an example taken from [21] and then converting the discretized model $x_{10} = 1$ requires small storage requirements $\leq$.

$\Omega_u t = [R_p I_p] = 1$ and if we aim to derive a more accurate approximation, $t_{\text{max}}$ is also large. Hence, for the next 10-D example, the worst-case online complexity of lattice PW A approximations is less than that in [21].

Besides, for the method in [21], one has to store the information of a series of hypercubic regions, which will result in a large storage requirement, especially for high-dimensional systems. In contrast, we have to store at most $(n_x + 1) \cdot M$ real numbers and $M \cdot N_t$ binary numbers, and in this example, we only have to store 520 real numbers and 118 $\times$ 104 binary numbers.

To check whether the lattice PW A approximations are error free in the domain of interest $\Omega$, as $\Omega$ has not been explicitly expressed due to the complexity of calculating the convex combination of the 36 000 sample points in $\mathbb{R}^4$, we then generate 4000 convergent trajectories with initial points in $\Omega_0$, resulting in 75 064 test points. It has been tested through those 75 064 test data points that the two lattice PW A approximations are identical in the region $\Omega$. By setting $\epsilon = 10^{-2}$, it can be concluded that with confidence 1, the probability that the approximated lattice PW A control laws equal the optimal control is larger than 0.99. For the 75 064 points, the optimal explicit linear MPC control law is also calculated, and it is found that the lattice PW A approximations are error free in $\Omega$.

Fig. 4 shows one exemplary closed-loop simulation of the example, and we can see from the figure that the optimal state trajectory and the trajectory with the lattice PW A approximations as inputs are identical. Compared with the result in [21], here we have obtained an error-free solution.

**Example 4:** Consider an example taken from [6], which is an mpQP problem constructed from the typical MPC setup with $x \in \mathbb{R}^{10}$, $u \in \mathbb{R}$, $P = Q = I_{10}$, $R = 1$, $A = \{x_i \mid -10 \leq x_i \leq 10, i = 1, \ldots, n_x\}$, and $U = \{u \mid -1 \leq u \leq 1\}$. The prediction model is obtained by discretizing the model $1/(s + 1)^{10}$ with sampling time of 1 s and then converting the discretized model into a state-space form. The prediction horizon is taken to be $N_p = 10$. This is a complex problem, as the dimension is much higher.

Here, to construct the disjunctive and conjunctive lattice PW A approximations, 3500 feasible trajectories are generated with initial points in the region $\Omega_0 = [-2, 2]^{10}$. The numbers of parameters in disjunctive and conjunctive lattice PW A approximations are given in Table III.

The offline and online complexity of lattice PW A approximations when the prediction horizon $N$ is 10 are given in Table IV. Comparisons with qPASES [35] are also listed. Similar to Table II, the fields $t_{\text{samp}}, t_L$, and $t_{\text{off}}$ are empty for online MPC. Besides, as the method in [6] focused on the traversing of the critical regions of the optimal control law, the fields $t_{\text{samp}}, t_L$, $t_{\text{on}}$, and $t_{\text{off}}$ are left empty.

It can be seen from Tables III and IV that lattice PW A approximations for Example 4 require small storage requirements and exhibit low online complexity. According to Section III-F, the worst-case online complexity is $O(13 \times 24)$, which is $O(312)$. In contrast, the worst-case online flops for the method in [21] is 11 363 by using (38), hence for this high-dimensional example, the online speed of lattice PW A approximations will outperform that in [21]. It is apparent that the lattice PW A approximations result in a very low online computational burden.

It has been tested through 76 765 test data points that the two lattice PW A approximations are identical and equal the optimal

| Method   | $N_p$ | $N_{t_1}$ | $N_{t_2}$ | $N_{t_3}$ | $N_{t_4}$ | $M$ | #para |
|----------|-------|-----------|-----------|-----------|-----------|-----|-------|
| Disjunctive | 10    | 76,322    | 118       | 118       | 13        | 24  | 576   |
| Conjunctive | 11    | 24         | 11        | 24        | 13        | 23  | 552   |
| Disjunctive | 20    | 75,163    | 118       | 123       | 13        | 23  | 552   |

**TABLE IV**

| Method   | $N_p$ | $t_{\text{samp}} [\text{s}]$ | $t_{L} [\text{s}]$ | $t_{\text{on}} [\mu\text{s}]$ | $t_{\text{off}} [\mu\text{s}]$ |
|----------|-------|-----------------------------|--------------------|-----------------------------|-----------------------------|
| Disjunctive | 10    | 139.1                       | 0.032              | 139.64                      | 3.28                        | 499 |
| Conjunctive | 10    | 139.1                       | 0.032              | 139.64                      | 3.28                        | 499 |
| Online MPC | 219.4 | 72.85                       | 3.15               | 72.85                       | 3.15                        | 110 |
| Method in [6] | 932.22 | 29.200                     | 3.15               | 932.22                      | 29.200                     | 1130 |
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linear MPC control law in the control invariant set formulated by convergent trajectories starting from points in the region $\Omega_0 = [-2, 2]^10$. By setting $\epsilon = 10^{-2}$, it can be concluded that with confidence 1, the probability that the approximated lattice PWA control laws equal the optimal control law is larger than 0.99.

Fig. 5 shows one exemplary closed-loop simulation of the example (only the first state variable is listed), and we can see from the figure that the optimal state trajectory and the trajectory with the lattice PWA approximations as inputs are identical.

To demonstrate more clearly the efficacy of the lattice PWA approximations, the prediction horizon $N_p$ is extended to 20, and the number of parameters and complexity of lattice PWA approximations are also listed in Tables III and IV, respectively. When $N_p = 20$, Ahmadi-Moshkenani et al. [6] did not provide a result either, hence corresponding fields in Table II are left blank. In this case, we generate 75 643 validation points to show that with confidence 1, the probability that the approximated lattice PWA control laws equal the optimal control law is larger than 0.99.

**VI. CONCLUSION AND FUTURE WORK**

This article presents disjunctive and conjunctive lattice PWA approximations of the explicit linear MPC control law by sampling, and resampling in the state domain. Under certain conditions, the lattice PWA approximated and exact control laws are identical in base regions that contain the sample points. Furthermore, assuming that all the affine functions have been identified in the domain of interest, the disjunctive lattice PWA approximation is always smaller than the original optimal control law, whereas the conjunctive lattice PWA approximation is always larger. Then, the equivalence of the disjunctive and conjunctive lattice PWA approximations guarantees the equivalence to the optimal control law. The two kinds of lattice PWA approximations have been simplified to reduce the storage and online evaluation complexity further. The complexity of the online and offline approximation and the storage requirements have been analyzed. Simulation results show that we can obtain statistically error-free lattice PWA approximations calculated with relatively small computational costs. Besides, the online computational complexity is much less than the state-of-the-art methods for a 10-D system.

It is noted that the error-free lattice PWA approximations equal the optimal MPC controller only in a part of the feasible region, i.e., the domain of interest is set as the combination of sample points in convergent trajectories that originate in a user-specified region. This applies when the system states are not far away from the operation points. If the state varies largely, a more general domain of interest should be considered, which may result in thousands of distinct affine functions. In this case, it is not easy to construct error-free approximations, and the approximation error will be considered in the future. Corresponding feasibility and stability analysis will also be investigated.

**APPENDIX A PROOFS**

**Proof of Theorem 1.**

**Proof:** Following gives the proof for the disjunctive case, i.e., the first equality in (21) and (23), and the proof for the conjunctive case, i.e., the second equality in (21) and (23), follows similarly.

Substituting $x_k \forall k \in \{1, \ldots, N_{s1}\}$, into the right-hand side of (15) and we get

$$\max_{i=1, \ldots, N_{s1}} \left\{ \min_{j \in J_{\geq i}} \{ \ell_j(x_k) \} \right\}$$

which equals $\ell_{act}(k)(x_k)$ as (19) holds. Hence, the equivalence of disjunctive lattice PWA approximation and the optimal control law at $x_k$ is guaranteed, and the first equality of (21) is proved.

Then, we prove the validity of the first equality in (23) under a stricter condition (22), other than (19). As (22) holds, we have $\forall i, k$, either

$$\min_{j \in J_{\geq i}} \{ \ell_j(x_k) \} = \ell_{act}(k)(x_k), act(k) \in J_{\geq i}$$

(39)

or

$$\min_{j \in J_{\geq i}} \{ \ell_j(x_k) \} < \ell_{act}(k)(x_k).$$

(40)

For these two cases, we will show that the following inequality holds:

$$\min_{j \in J_{\geq i}} \{ \ell_j(x) \} \leq \ell_{act}(k)(x) \ \forall i \in \{1, \ldots, N_{s1}\}, \forall x \in \Gamma_{pnt}(k).$$

(41)

**Case 1:** (39) is valid for some $i, k$. Then, as $act(k) \in J_{\geq i}$, we have (41).

**Case 2:** (40) holds for some $i, k$. In this case, we prove by contradiction. Assuming that (41) does not hold, then there is some $x_0 \in \Gamma_{pnt}(k)$ with $\ell_{act}(x_0) = \ell_{act}(k)(x_0)$, such that

$$\min_{j \in J_{\geq i}} \{ \ell_j(x_0) \} > \ell_{act}(k)(x_0).$$
As both sides of the above inequality are continuous, we can then find a neighborhood of \( x_0 \), say \( B(x_0) \cap \text{int}(\Gamma_{\text{pm}(k)}) \), in which \( \text{int}(\Gamma_{\text{pm}(k)}) \) denotes the interior of \( \Gamma_{\text{pm}(k)} \), such that \( \forall x \in B(x_0) \cap \text{int}(\Gamma_{\text{pm}(k)}) \), we have
\[
\min_{j \in J_{\geq,i}} \{ \ell_j(x) \} > \ell_{\text{act}}(x).
\]

Randomly choosing a point \( x_0 \in B(x_0) \cap \text{int}(\Gamma_{\text{pm}(k)}) \), and the following conclusion follows directly:
\[
\ell_j(x_0) > \ell_{\text{act}}(x_0) \quad \forall j \in J_{\geq,i}.
\]

Considering the line segment
\[
L(x_k, x_0) = \lambda x_k + (1 - \lambda)x_0, \lambda \in [0, 1]
\]
as the base region \( \Gamma_{\text{pm}(k)} \) is convex, we have
\[
L(x_k, x_0) \subset \text{int}(\Gamma_{\text{pm}(k)}).
\]
According to (40), there should be some \( j_0 \in J_{\geq,i} \) such that
\[
\ell_{j_0}(x_k) < \ell_{\text{act}}(x_k).
\]
Combined with (42), there must be some point \( \hat{x} \in L(x_0, x_k) \) such that
\[
\ell_{j_0}(\hat{x}) = \ell_{\text{act}}(\hat{x}).
\]
As \( x_0 \in \text{int}(\Gamma_{\text{pm}(k)}) \), we have \( \hat{x} \in \text{int}(\Gamma_{\text{pm}(k)}) \). Then, the validity of (43) contradicts the definition of the base region (8). Hence, (41) holds.

As the equality in (41) holds for \( i = k \), i.e.,
\[
\min_{j \in J_{\geq,k}} \{ u_j(x) \} = \ell_{\text{act}}(x) \quad \forall k \in \{1, \ldots, N_\alpha\}, \forall x \in \Gamma_{\text{pm}(k)}
\]
combining with the disjunctive lattice PWA approximation (15), we have
\[
\hat{f}_{L,d}(x) = \ell_{\text{act}}(x) \quad \forall k \in \{1, \ldots, N_\alpha\}, \forall x \in \Gamma_{\text{pm}(k)}.
\]
For a sample point \( x_\alpha \), according to the sampling procedure, we have
\[
u^*(x_k) = \ell_{\text{act}}(x_k) \quad \forall k \in \{1, \ldots, N_\alpha\}.
\]
As indicated in Section II-A, the equivalence of \( u^*(x) \) and \( \ell_{\text{act}}(x) \) holds for all \( x \in C(R(x)).
\)
As the work in [3] shows, critical regions are also obtained through the KKT conditions (4). Different critical regions that share the same affine function \( \ell_{\text{act}}(x) \) are combined such that the resulting combination is convex, then according to the definition of base region, \( \Gamma_{\text{pm}(k)} \) is a subset of this combination and
\[
u^*(x) = \ell_{\text{act}}(x) \quad \forall x \in \Gamma_{\text{pm}(k)}.
\]
The above equation together with (44) yields (23).

The conjunctive case can be proved similarly. 

**Proof of Lemma 2.**

**Proof:** According to the definition of covered base regions, we have
\[
\min_{j \in J_{\geq,i}} \{ u_j(x) \} = \nu^*(x) \quad \forall x \in C(\min_{j \in J_{\geq,i}} \{ u_j(x) \}).
\]
Then, for any \( \Gamma_t \subset C(\min_{j \in J_{\geq,i}} \{ u_j(x) \}) \), we have
\[
\min_{j \in J_{\geq,i}} \{ u_j(x) \} = \ell_{\text{act}}(x) \quad \forall x \in \Gamma_t.
\]
As \( J_{\geq,k} \subset J_{\geq,i} \), we then have
\[
\min_{j \in J_{\geq,k}} \{ u_j(x) \} \geq \min_{j \in J_{\geq,i}} \{ u_j(x) \} = \ell_{\text{act}}(x) \quad \forall x \in \Gamma_t. \quad (45)
\]
According to (22) and the proof of Theorem 1, we have
\[
\min_{j \in J_{\geq,k}} \ell_{\text{act}}(x) \quad \forall x \in \Gamma_t
\]
which together with (45) yield the following:
\[
\min_{j \in J_{\geq,k}} \ell_{\text{act}}(x) \quad \forall x \in \Gamma_t
\]
meaning that
\[
C \left( \min_{j \in J_{\geq,k}} \{ u_j(x) \} \right) \subset C \left( \min_{j \in J_{\geq,i}} \{ u_j(x) \} \right).
\]
Moreover, if there is \( t \in \{1, \ldots, N_\alpha \} \setminus \{i\} \) such that \( \text{act}(i) \in J_{\geq,t} \), then removing \( x_i \) will just removing corresponding term \( \min_{j \in J_{\geq,t}} \{ \ell_j(x) \} \) without eliminating any affine functions in other terms, thus the function value of \( \hat{f}_{L,d} \) will not change according to Rule (24), which also means that the covered base regions do not change.

**Proof of Lemma 3.**

**Proof:** As the optimal control solution \( u^* \) is continuous PWA, and the feasible domain is convex, it is still continuous PWA when restricted to the line segment \( L(x_\alpha, x_\beta) \).

Defining an index set \( \text{aff}(x_\alpha, x_\beta) \) as
\[
\text{aff}(x_\alpha, x_\beta) = \{ j \mid x \in L(x_\alpha, x_\beta) \text{ such that } u^*(x) = \ell_j(x) \}
\]
i.e., the index set \( \text{aff}(x_\alpha, x_\beta) \) includes all the indices of affine functions in \( u^*(x) \) when restricted to \( L(x_\alpha, x_\beta) \). It is noted that the index set \( \text{aff}(x_\alpha, x_\beta) \) may contain affine functions that have not been sampled yet. In the following, the index set \( \text{aff}(x_\alpha, x_\beta) \) is used to illustrate the existence of \( x_\gamma \in L(x_\alpha, x_\beta) \) such that (27) holds, and there is no need to identify the details of \( \text{aff}(x_\alpha, x_\beta) \).

According to (14), we have
\[
\min_{j \in S_{\geq,\alpha}} \{ \ell_j(x) \} \leq \ell_{\text{act}}(x) \quad \forall x \in C(\ell_{\text{act}}(x_\alpha, x_\beta))
\]
in which \( S_{\geq,\alpha} \) is the index set such that
\[
S_{\geq,\alpha} = \{ j \in \text{aff}(x_\alpha, x_\beta) \mid \ell_j(x_\alpha) \geq \ell_{\text{act}}(x_\alpha) \}
\]
Clearly, there will be some \( \text{act}(\gamma) \in S_{\geq,\alpha} \), such that (27) holds. Therefore, if we add one of these \( x_\gamma \) to the sample point set, as (27) is valid, we have \( \text{act}(\gamma) \in J_{\geq,\alpha} \), and (28) is valid.

**Proof of Lemma 4.**

**Proof:** The condition \( \text{sign}(\ell_{\text{act}}(x_i) - \ell_{\text{act}(i+1)}(x_i)) = \text{sign}(\ell_{\text{act}}(x_{i+1}) - \ell_{\text{act}(i+1)}(x_{i+1})) \) is equivalent to the condition
\[
(\ell_{\text{act}}(x_i) - \ell_{\text{act}(i+1)}(x_i)) \cdot (\ell_{\text{act}}(x_{i+1}) - \ell_{\text{act}(i+1)}(x_{i+1})) > 0
\]
which indicates either
\[
\ell_{\text{act}}(x_i) > \ell_{\text{act}(i+1)}(x_i) \quad \forall x \in L(x_i, x_{i+1})
\]
or
\[
\ell_{\text{act}}(x_i) < \ell_{\text{act}(i+1)}(x_i) \quad \forall x \in L(x_i, x_{i+1}).
\]
in which the index set $\tilde{I}_{\geq, \text{pnt}(i)}$ can be expressed as

$$\tilde{I}_{\geq, \text{pnt}(i)} = \{ j \in \text{aff}_1(\mathbf{x}_a, \mathbf{x}_b) | \ell_j(x) \geq \ell_{\text{act}(i)}(x), \forall x \in \bar{\Gamma}_{\text{pnt}(i)} \}.$$  

As $\mathbf{x}_i \in \bar{\Gamma}_{\text{pnt}(i)}$, we have $\tilde{I}_{\geq, \text{pnt}(i)} \subset J_{\geq, i}$, in which $J_{\geq, i}$ is defined as

$$J_{\geq, i} = \{ j \in \text{aff}_1(\mathbf{x}_a, \mathbf{x}_b) | \ell_j(x) \geq \ell_{\text{act}(i)}(x) \}.$$  

As aff$_1$ is a subset of the entire affine function index set, we have

$$\tilde{I}_{\geq, \text{pnt}(i)} \subset J_{\geq, i} \subset J_{\geq, i}.$$  

According to [14], the following inequality holds:

$$\min_{j \in \tilde{I}_{\geq, \text{pnt}(i)}} \{ \ell_j(x_k) \} \leq \ell_{\text{act}(k)}(x_k) \quad \forall x_k \in \mathcal{L}(\mathbf{x}_a, \mathbf{x}_b) \cap (X_1 \cup X_2)$$

and as $\tilde{I}_{\geq, \text{pnt}(i)} \subset J_{\geq, i}$, we have (30).

The validity of (31) can be proved similarly by referring to the conjunctive lattice PWA representation of $f_1$.

**Proof of Lemma 5.**

**Proof:** As Algorithm 2 shows, the offline complexity comes from generating the sample set $X_1$ and resampling to make (19) and (20) hold, and simplification according to the rule R1 (24).

Assuming that there are $N_{s_1}$ sample points generated on trajectories, as shown in Section III-A, the complexity of sampling $N_{s_1}$ points, i.e., evaluating Line 1 in Algorithm 2, includes solving $N_{s_1}$ convex quadratic programming (QP) problems and corresponding KKT conditions, which are solving linear equations. The solving of $N_{s_1}$ convex QP problems with $N_p \cdot n_u$ decision variables is approximately $O(N_{s_1} \cdot L^2(N_p \cdot n_u)^4)$ by using an interior-point algorithm [36], in which $L$ is the bit length of the problem. The dominant algorithmic operation in solving the KKT conditions is solving $N_{s_1}$ matrix inversion problems, the worst-case complexity of which is $O(N_{s_1} \cdot A^3)$ using the Gauss–Jordan elimination algorithm, in which $\lvert A \rvert$ is the number of active constraints. As $\lvert A \rvert \leq p$, where $p$ is the number of constraints in QP (2), the worst-case complexity for solving the KKT conditions is $O(N_{s_1} \cdot p^3)$.

We now discuss the worst-case complexity of evaluating Algorithm 1, i.e., Line 3 in Algorithm 2. For two points $\mathbf{x}_a$ and $\mathbf{x}_b$, if (19) or (20) is violated, the evaluation of Algorithm 1 is a binary search method for identifying additional affine functions, which in the worst case requires determining all the omitted subregions in the line segment $\mathcal{L}(\mathbf{x}_a, \mathbf{x}_b)$. The maximum number of subregions appearing in $\mathcal{L}(\mathbf{x}_a, \mathbf{x}_b)$ is $d_{a, \beta}$, where $d_{a, \beta}$ is the length of $\mathcal{L}(\mathbf{x}_a, \mathbf{x}_b)$ and $d_M$ is the minimum measure of subregions. The binary searching of the subregions yields a worst-case complexity of $O(\log_2 (d_{a, \beta} + d_M))$. Supposing that there are $N_a$ point pairs such that (19) is violated, then the worst-case complexity is $O(N_a \cdot \log_2 (d_{a, \beta} + d_M))$. The number $N_a$ is closely related to the number of sample points generated previously, i.e., $N_{s_1}$. A larger $N_{s_1}$ will result in a smaller number of $N_a$ and $d_{a, \beta}$; hence, the complexity of Algorithm 1 can be decreased by increasing $N_{s_1}$.

After evaluating Lines 1–4, there are $N_s$ sample points. The simplification procedure requires the comparison of the sets $J_{\geq, i}$ ($J_{\leq, i}$) for $i = 1, \ldots, N_s$, which at most yields $\binom{N_s}{2}$ times comparisons. For each comparison, at most $M$ literals need to be compared. Hence, the worst-case complexity for the simplification is $O(M \cdot N_s^2)$. 

---

**Fig. 6.** Cases when $\text{sign}(\ell_{\text{act}(i)}(x_i) - \ell_{\text{act}(i+1)}(x_i)) = \text{sign}(\ell_{\text{act}(i)}(x_i+1) - \ell_{\text{act}(i+1)}(x_i+1))$. (a) $\ell_{\text{act}(i)}(x) \leq \ell_{\text{act}(i+1)}(x)$. (b) $\ell_{\text{act}(i)}(x) \geq \ell_{\text{act}(i+1)}(x)$. 

---

**Fig. 7.** Two cases satisfying (46). (a) Case 1. (b) Case 2.
In general, $L, N_p, n_u, p \ll N_{s1}, N_s \ll N_{s1}$, and $N_{s1} < N_s$, then the total worst-case complexity is $O(M \cdot N_s^2)$, in which $M$ is the number of literals, i.e., distinct affine functions and $N_s$ is the number of sample points.

**Proof of Theorem 2.**

Proof: Assume that $\mathcal{N}$ is the index of all base regions, i.e., $\Omega = \bigcup_{\mathcal{N}}$ and according to the conclusion in [14], we have

$$u^*(x) = \max_{\ell \in \mathcal{N}} \left\{ \min_{j \in J_{\ell,i}} \{ u_j(x) \} \right\} \quad \forall x \in \Omega \quad (47)$$

$$u^*(x) = \min_{\ell \in \mathcal{N}} \left\{ \max_{j \in J_{\ell,i}} \{ u_j(x) \} \right\} \quad \forall x \in \Omega \quad (48)$$

in which the index sets $I_{\ell,i}$ and $I_{\ell,i}$ are defined as

$$I_{\ell,i} = \{ j \mid f_j(x) \geq f_{\text{loc}}(x), \forall x \in \Gamma_{i} \}$$

$$I_{\ell,i} = \{ j \mid f_j(x) \leq f_{\text{loc}}(x), \forall x \in \Gamma_{i} \}.$$

Therefore, for all $x \in \Omega$ and all $\ell \in \mathcal{N}$, we have

$$\min_{j \in J_{\ell,i}} \{ f_j(x) \} \leq u^*(x), \max_{j \in J_{\ell,i}} \{ f_j(x) \} \geq u^*(x).$$

For a sample point $x_i$, the base region containing $x_i$ is denoted as $\Gamma_{\text{pnt(i)}}$ and the affine function at $x_i$ is $f_{\text{act}}(x_i)$, i.e., $u^*(x_i) = f_{\text{act}}(x_i)$.

According to the definition of base region and (16), we have

$$\left\{ \begin{array}{l}
J_{\ell,i} = I_{\ell,i} \quad \text{if} \quad x_i \in \text{int}(\Gamma_{\text{pnt(i)}}) \\
J_{\ell,i} \supset I_{\ell,i} \quad \text{if} \quad x_i \in \text{bd}(\Gamma_{\text{pnt(i)}})
\end{array} \right.$$

in which $\text{bd}(\cdot)$ denotes the boundary of some polyhedron. Then, the following is valid:

$$I_{\ell,i} \subset J_{\ell,i}.$$

Similarly, according to (18), we have

$$I_{\ell,i} \subset J_{\ell,i}.$$

As the sampled base regions are only a subset of all base regions, i.e.,

$$\{\text{pnt}(1), \ldots, \text{pnt}(N_s)\} \subset \mathcal{N}$$

we have $\forall x \in \Omega, \forall i \in \{1, \ldots, N_s\}$

$$\min_{j \in J_{\ell,i}} \{ f_j(x) \} \leq \min_{j \in J_{\ell,i}} \{ f_j(x) \} \leq u^*(x)$$

and

$$\max_{j \in J_{\ell,i}} \{ f_j(x) \} \geq \max_{j \in J_{\ell,i}} \{ f_j(x) \} \geq u^*(x).$$

Then, as $f_{l,i}$ is the maximum of $\min_{j \in J_{\ell,i}} f_j(x)$, we have $\forall i \in \{1, \ldots, N_s\}$, and $f_{l,i}$ is the minimum of $\max_{j \in J_{\ell,i}} f_j(x)$, we have $\forall i \in \{1, \ldots, N_s\}$, the following is valid:

$$\hat{f}_{l,i}(x) \leq u^*(x) \leq \hat{f}_{l,i}(x) \quad \forall x \in \Omega.$$

According to (34), we have (35) and (36).

Furthermore, if $\varepsilon = 0$, then both approximations are identical to the optimal control law in the region $\Omega$, i.e., (37) holds. 
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