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Single-molecule imaging of epigenetic complexes in living cells: insights from studies on Polycomb group proteins
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ABSTRACT

Chromatin-associated factors must locate, bind to, and assemble on specific chromatin regions to execute chromatin-templated functions. These dynamic processes are essential for understanding how chromatin achieves regulation, but direct quantification in living mammalian cells remains challenging. Over the last few years, live-cell single-molecule tracking (SMT) has emerged as a new way to observe trajectories of individual chromatin-associated factors in living mammalian cells, providing new perspectives on chromatin-templated activities. Here, we discuss the relative merits of live-cell SMT techniques currently in use. We provide new insights into how Polycomb group (PcG) proteins, master regulators of development and cell differentiation, decipher genetic and epigenetic information to achieve binding stability and highlight that Polycomb condensates facilitate target-search efficiency. We provide perspectives on liquid-liquid phase separation in organizing Polycomb targets. We suggest that epigenetic complexes integrate genetic and epigenetic information for target binding and localization and achieve target-search efficiency through nuclear organization.

INTRODUCTION

Eukaryotic DNA is wrapped around histones to form nucleosomes and chromatin, which dictates accessibility of underlying DNA for chromatin-associated proteins (1,2). Such selective access to specific chromatin regions by chromatin-associated factors allows for exertion of specific chromatin-templated functions, which instructs metabolism of nucleic acids. Because of this, how chromatin-associated factors locate, bind to, and assemble on specific chromatin regions has been the target of decades of theoretical discussions and experimental studies (3–6). Additionally, chromatin is organized at a variety of scales, from chromosome territories (hundreds of megabases) down to individual nucleosomes (147 base pairs) with intermediate sized topologically associating domains (TADs, kilobase to megabase) that show high rates of intra-TAD interaction relative to inter-TAD interaction (7–9). Furthermore, chromatin-associated factors often self-organize to form compartments/condensates in the nucleus (10). Emerging data imply that the interplay between dynamics and compartmentalization of chromatin-bound factors and genome organization orchestrates chromatin-templated functions (9).

Polycomb group (PcG) proteins are a paradigm that has been utilized to understand how chromatin-associated proteins regulate gene transcription (11–13). PcG proteins are evolutionarily conserved master regulators of development, and mutation and dysregulation of PcG genes often cause developmental defects and/or cancer (14). PcG proteins have been genetically and biochemically divided into two histone-modifying complexes, Polycomb repressive complex (PRC) 1 and 2 (11–14) (Figure 1). PRC2 is a methyltransferase that methylates histone H3 on lysine 27 (H3K27me1/me2/me3) (15–19). H3K27me3 provides a binding site for PRC1 (20). PRC1 is a ubiquitin ligase that ubiquitinates histone H2A at lysine 119 (H2AK119Ub1) (21,22), which impacts PRC2 recruitment (23–25). Thus, PRC1 and PRC2 form a feedback loop to reinforce each other’s activity in establishing and maintaining transcription programs. Studies have shown that both PRC2 and PRC1 are involved in establishing long-range chromatin interactions (26–31). Consistently, recent studies demonstrate that PRC1 phase separates to assemble Polycomb conden-
Figure 1. Schematic description of the two major PcG complexes. (A) Two major classes of PRC1 complexes: CBX-PRC1 and RYBP-PRC1. The PRC1 complexes assemble around the catalytic core, one copy of the six PCGF1–6 paralogs and one of the E3 ubiquitin ligase RING1A/B. They are divided into canonical PRC1 (CBX-PRC1) or variant PRC1 (RYBP-PRC1). The CBX-PRC1 complexes contain the RING1A/B-PCGF2/4 core, one copy of the CBX2/4/6/7/8 paralogs, and one copy of the PHC1–3 subunits, giving rise to the two canonical PCGF2- and PCGF4-PRC1 complexes, respectively. The RYBP-PRC1 complexes contain RYBP/YAF2 instead of one of the CBX proteins. RYBP and YAF2 are able to recognize the H2AK119Ub1 mark, which promotes RYBP-PRC1 ubiquitin ligase activity. The catalytic core is colored and additional subunits are gray. (B) Two major classes of PRC2 complexes: PRC2.1 and PRC2.2. The minimally catalytic core of PRC2 is comprised of one copy of EZH1/2, EED and SUZ12. The core stoichiometric PRC2 complex consists of the catalytic core and one copy of RBBP4/7. The PRC2 complexes are divided into two major subcomplexes, PRC2.1 and PRC2.2. PRC2.1 contains one copy of PCL paralogs (PCL1/PHF1, PCL2/MTF2 or PCL3/PHF19) and one of two auxiliary proteins, EPOP or PALI1. PRC2.2 contains the JARID2 and AEBP2 auxiliary proteins. These auxiliary proteins within PRC2.1 and PRC2.2 cooperate to deposit H3K27me3 via synergetic and independent mechanisms. The catalytic core is colored and auxiliary proteins are gray.
POLYCOMB REPRESSIVE COMPLEXES

Polycomb repressive complex 2

The minimal catalytic core of PRC2 that enables methylation of all histone H3 is composed of one copy of EZH1/2, EED and SUZ12 (61,62) (Figure 1B). The stoichiometric PRC2 complex consists of the catalytic core and one copy of RBBP4/7 (61,62), EZH1/2 are the catalytic subunits of PRC2 methyltransferase (15–19). EZH2-PRC2 has stronger methyltransferase activity than EZH1-PRC2 (19,63). EED binds H3K27me3, which allosterically stimulates PRC2 methyltransferase activity (64,65). SUZ12 mediates PRC2 recruitment (66–68). RBBP4/7 are histone-binding proteins (69). The PRC2 core complex assembles into two distinct subcomplexes, PRC2.1 and PRC2.2, by interacting with several substoichiometric components that regulate its enzymatic activity or recruitment (61,62). PRC2.1 contains one copy of PCL paralogs (PCL1/PHF1, PCL2/MTF2 or PCL3/PHF19) and one of two auxiliary proteins, EPOP or PALI1 (70–72). PCL proteins recognize H3K36me2/3, an activating mark, which stimulates PRC2 methyltransferase activity (73–76). PHF1 and MTF2 bind CG-rich DNA to promote PRC2 association with chromatin (77,78). EPOP binds to Elongin B/C proteins and promotes PRC2 methyltransferase activity in vitro (70,72,79). PALI1 also promotes PRC2 activity in vitro (71). PRC2.2 contains the JARID2 and AEBP2 auxiliary proteins (61,62). Both JARID2 and AEBP2 preferentially bind CG-rich DNA, which is thought to recruit PRC2 to chromatin (80–82). Additionally, they also bind H2A/K19Ub1 deposited by PRC1, which promotes PRC2 methyltransferase activity (23–25,83,84). These auxiliary proteins within PRC2.1 and PRC2.2 cooperate to deposit H3K27me3 via synergistic and independent mechanisms (68,85,86).

Polycomb repressive complex 1

The PRC1 complexes are more diverse than PRC2. The catalytic core components of PRC1 are one of the six PCGF1–6 paralogs and one of RING1A/B (12,13) (Figure 1A). RING1A/B are the E3 ubiquitin ligases that catalyze monoubiquitination of H2A/K119 (21,22). Six PRC1 subcomplexes have been identified, which are characterized by the incorporation of specific PCGF isoforms and other accessory proteins and can be classified as CBX-PRC1 by the incorporation of specific PCGF isoforms and other subcomplexes have been identified, which are characterized by the incorporation of specific PCGF isoforms and other subcomplexes, PRC2.1 and PRC2.2, by interacting with several substoichiometric components that regulate its enzymatic activity or recruitment (61,62). PRC2.1 contains one copy of PCL paralogs (PCL1/PHF1, PCL2/MTF2 or PCL3/PHF19) and one of two auxiliary proteins, EPOP or PALI1 (70–72). PCL proteins recognize H3K36me2/3, an activating mark, which stimulates PRC2 methyltransferase activity (73–76). PHF1 and MTF2 bind CG-rich DNA to promote PRC2 association with chromatin (77,78). EPOP binds to Elongin B/C proteins and promotes PRC2 methyltransferase activity in vitro (70,72,79). PALI1 also promotes PRC2 activity in vitro (71). PRC2.2 contains the JARID2 and AEBP2 auxiliary proteins (61,62). Both JARID2 and AEBP2 preferentially bind CG-rich DNA, which is thought to recruit PRC2 to chromatin (80–82). Additionally, they also bind H2A/K19Ub1 deposited by PRC1, which promotes PRC2 methyltransferase activity (23–25,83,84). These auxiliary proteins within PRC2.1 and PRC2.2 cooperate to deposit H3K27me3 via synergistic and independent mechanisms (68,85,86).

in establishing long-range chromatin interactions that lead to chromatin compaction (26–30). The activity behind CBX-PRC1 compacting chromatin has been determined to be from CBX2 (95,96). Mutating CBX2 residues that are required for compaction leads to homeotic transformations that are similar to those observed in Pcg loss-of-function mutations (96). Both CBX2 and the SAM domain of *Drosophila* Phi can undergo liquid-liquid phase separation to form condensates (32–35). These condensates function as compartments for Polycomb target gene repression (27,35–41).

The RYBP-PRC1 complexes contain RYBP or its YAF2 paralog, both of which compete with CBX for the same binding pocket on the C-terminal domain of RING1B (87,88,97,98). The RYBP-PRC1 complexes are more active H2A/K119 ubiquitin ligases than the CBX-PRC1 complexes (99–102). PCGF1-PRC1 contains KDM2B, which recognizes CG-rich DNA (103–105), promoting its recruitment to target sites. PCGF6-PRC1 associates with MGA/MAX/DP-1/MGA DNA-binding factors, which targets the complex to a subset of development-related genes (100,106,107). PCGF3 interacts with the transcription factor USF1, which targets the PCGF3-PRC1 complex to specific chromatin regions (100). The RYBP-PRC1-deposited H2A/K119Ub1 is central for repressing Polycomb target genes (100,101,108,109).

**LIVE-CELL SINGLE-MOLECULE TRACKING**

Live-cell SMT requires labelling of chromatin-associated factors within cells as well as a sensitive imaging set up capable of detecting individual complexes within the crowded, complex nucleus (Figure 2A).

Generation of fusion protein in living cells

Labelling for a single-molecule experiment is different from traditional cellular imaging in that only a subset of the molecular population should be visible to allow for precise identification of individual molecules, typically below 15 molecules in any given frame within the nucleus, or approximately <0.5 molecules per squared micrometer within the nucleus. This is generally achieved by genetically fusing the protein of interest with photoswitchable fluorescent proteins or self-labeling enzyme tags such as HaloTag (HT) (43,45,48,51,110). By controlling laser power and illumination time, a subset of photoswitchable fluorescent proteins can be turned on from dark states to fluorescent states, allowing for dynamics of a variety of epigenetic factors to be visualized (51). While photoswitchable fluorescent proteins revolutionized imaging techniques, particularly in superresolution imaging, they are not adequately photostable and lack a high quantum yield (111). This prevents long-term observation of trajectories of epigenetic complexes, which is crucial for residence time measurement by live-cell SMT. Self-labelling enzyme tags use organic ligands, such as Janelia Fluorescent (JF) dyes or photoactivatable dyes, such as PA-JF dyes, which have greater photostability and quantum efficiency than fluorescent proteins (111,112), allowing for dynamics of a variety of epigenetic factors to be explored. By sparse labelling of tagged proteins using low

---

*Note: The text snippet provided is a natural language representation of a scientific document related to Polycomb Repressive Complexes, including details on their structure, function, and implications in cellular processes.*
Figure 2. Schematic representation of the quantification of the target-search process. (A) Schematic description of live-cell SMT, including labelling, imaging, and data processing. (B) The ‘fast-tracking’/short interval time stroboscopic SMT experiments, consisting of a short camera exposure time followed by a short camera dark time, typically with a total interval time of 5–30 ms, are performed to extract fractions and diffusion coefficients ($F_1 (D_1)$, $F_2 (D_2)$, and $F_3 (D_3)$), which represent chromatin-bound, confined, and free diffusion populations of total molecules within cells, respectively. The displacement histogram is fitted through kinetic modelling. A long interval time of 200–1000 ms and low illumination laser intensities (to minimize photobleaching) are carried out to measure residence times ($\tau_{1sb}$ and $\tau_{3D}$) as well as stable and transient bound fractions ($f_{1sb}$ and $f_{1tb}$) of total chromatin-bound molecules. The dwell-time distribution is typically fitted by a two-component decay function. The stable and transient bound fractions ($F_{1tb}$ and $F_{1sb}$) of total molecules within cells can be described as $F_{1tb} = F_1 \times f_{1tb}$ and $F_{1sb} = F_1 \times f_{1sb}$, respectively. $N_{\text{trial}}$ is the average number of non-specific interactions by which one molecule finds a specific site ($N_{\text{trial}} = \frac{1}{f_{1sb}}$) and $\tau_{3D}$ is the average free time between two binding events ($\tau_{3D} = \frac{1}{k_{o'w} + k_{o'}^*}$). The target-search time needed to find a specific site is described as $\tau_{\text{search}} = N_{\text{trial}} \times \tau_{3D} + (N_{\text{trial}} - 1) \times \tau_{1sb}$. The relationship among the specific-bound fraction ($F_{1sb}$), the residence time on specific site ($\tau_{1sb}$) and the target-search time ($\tau_{\text{search}}$) is characterized as $F_{1sb} = \frac{\tau_{1sb}}{\tau_{\text{search}} + \tau_{1sb}}$. 

| Parameters | Definition | Sources |
|------------|------------|---------|
| $F_1$, $F_2$, and $F_3$ | Chromatin-bound, confined, and free diffusion fractions within total molecules | From displacement histogram |
| $f_{1tb}$ and $f_{1sb}$ | Transient and stable chromatin-bound fractions within total chromatin-bound molecules | From dwell-time histogram |
| $\tau_{1tb}$ and $\tau_{1sb}$ | Residence times for transient and stable bound fractions | From dwell-time histogram |
| $F_{1tb}$ | Transient bound fraction within total molecules | $F_{1tb} = F_1 \times f_{1tb}$ |
| $F_{1sb}$ | Stable bound fraction within total molecules | $F_{1sb} = F_1 \times f_{1sb}$ |
| $N_{\text{trial}}$ | Average number of non-specific interactions by which one molecule finds a specific site | $N_{\text{trial}} = \frac{1}{f_{1sb}}$ |
| $\tau_{3D}$ | Average free time between two binding events | $\tau_{3D} = \frac{1}{k_{o'w} + k_{o'}^*}$ |
| $\tau_{\text{search}}$ | Average time for locating a specific site | $\tau_{\text{search}} = N_{\text{trial}} \times \tau_{3D} + (N_{\text{trial}} - 1) \times \tau_{1sb}$ |
| $F_{1sb}$ | Stable bound fraction within total molecules | $F_{1sb} = \frac{\tau_{1sb}}{\tau_{\text{search}} + \tau_{1sb}}$ |
dye concentrations, visualization of individual chromatin-bound factors can be realized (45,48). Additionally, tagged proteins can be fully labelled by photoactivatable dyes. Like photoswitchable fluorescent proteins, a subset of dyes is activated to achieve single-molecule resolution (112,113).

Three common approaches have been used for expressing fusion proteins in living mammalian cells. Transient expression is the most traditional method and requires the least planning and prep work but is subject to overexpression. Stable expression involves integrating fusion genes into the cellular genome and typically uses tetracycline response elements to control the expression level of fusion proteins. Transient and stable expression places genes in a non-native location on chromatin, potentially disrupting normal gene interactions, leading to altered cellular phenotypes. Additionally, endogenous proteins may functionally compete with exogenously targeted fusion proteins. In attempts to edit genes endogenously, clustered regularly interspaced short palindromic repeats (CRISPR)-CRISPR associated protein (Cas) 9 has been altered through genetic engineering to allow for experiments in mammalian cells (114,115). CRISPR relies on short guide RNA (sgRNA) to target a specific site on chromatin for Cas9 nuclease activity. The cell uses a variety of DNA-repairing mechanisms, the most utilized being non-homologous end joining (NHEJ) of the double-stranded break, which is very efficient and results in frequent insertions or deletions (indels) within the genome, ideal for creating gene knockouts. Alternatively, homology-directed repair (HDR) allows for precise gene editing or insertion of imaging modalities (fluorophores or self-labelling tags) (114,115).

**Imaging techniques**

Signal-to-noise ratio (SNR) is a key factor for imaging individual molecules in the crowded, complex nucleus as low SNR limits image clarity and resolution. This is achieved by separating the pathways between excitation and emission. Highly inclined and laminated optical sheet (HILO) microscopy lowers extraneous auto-fluorescence to reduce the signal-to-noise ratio as well as enables illuminating the nucleus (116). HILO microscopy utilizes an angle of incidence shifted to the side, resulting in a highly inclined laser output. This light is laminated into a thin optical sheet through the use of a field stop at the center of the specimen plane, creating a concentrated light sheet that is very thin and passes through the specimen plane, allowing for detection of individual molecules in the nucleus. The excitation and emission light pathways of HILO microscopy partially overlap, which reduces SNR, limiting its use in deep tissue single-molecule imaging.

Light-sheet fluorescence microscopy (LSFM) is an imaging set up in which the angle of incidence is horizontal through the sample instead of vertical, thus the emission and excitation light pathways are separated, which greatly increases SNR (51,117). Light-sheet microscopy allows for the imaging of samples hundreds of microns thick by illuminating the sample plane-wise (through orthogonal objectives) and appending multiple images together to form a z-stack. Because of the sheet-like illumination, this method only excites molecules that are in-focus, preserving sample integrity more efficiently than HILO and results in overall less image acquisition time. Furthermore, these microscopes can measure systems in 4D by recording 3D z-stacks over time. The limitation on resolution here is image acquisition time over the entire sample depth. To overcome this, lattice light-sheet fluorescence microscopy (L-LSFM) was developed (46,118). L-LSFM applies an optical lattice with a linear array of non-diffracting Bessel beams, which allows for greater time resolution due to parallelization of image acquisition. Spreading of foci across many points allows for reduced light intensity at any given point, leading to less overall photodamage. Multifocus microscopy enables 3D imaging in multiple colors, providing a way to track the 3D motion of single molecules at fast speed (119). Utilization of these methods has paved the way for studies that follow the dynamics of nuclear factors and has led to new insights into chromatin-associated factor activities, which is not easily available through traditional biochemical methods.

**Data analysis**

Live-cell SMT enables quantifying the chromatin-bound fraction, diffusion coefficient, and residence time (43,45,47–54,113,120–122) as well as target-search parameters of transcription factors and epigenetic factors in living cells by varying imaging conditions (34,44,49,52,113,120) (Figure 2B). Data analysis typically involves three steps: (i) tracking and linking, (ii) extracting the bound fraction and diffusion coefficient and measuring residence time and (3) calculating target-search parameters. To extract kinetic fractions and diffusion coefficients, ‘fast-tracking’ stroboscopic SMT experiments are performed. This typically consists of a short camera exposure time followed by a short camera dark time (time between consecutive frames) with a total time of 5–30 ms. The short integration time can reduce the bias of ‘motion blur’ because 3D freely diffusing molecules tend to ‘motion blur’ and can move several pixels during a short exposure time (113,123). The tracking and linking are typically performed by the MTT algorithm or the U-track algorithm (124,125), which are freely available in MATLAB-based scripts. Other custom-made tracking software is also available, such as TrackRecord (126). MTT and U-track treat individual fluorophores as point-source emitters described by the Point-Spread Function (PSF). Subdiffraction limit resolution is achieved by fitting images with a two-dimensional Gaussian function. Particles are linked according to the distance of their consecutive positions. Kinetic fractions and diffusion constants are obtained by kinetically modelling the displacement or jump length histogram (48,51,123). Alternatively, kinetic fractions and diffusion constants can be obtained through a diffusion coefficient histogram decomposed by a multicomponent Gaussian function without kinetic modelling (45,52,127).

To measure residence/dwell times, a long interval time (camera exposure time plus dark time) of 200–1000 ms and low illumination laser intensities are used (5,46,48). A long interval time can allow the blurred images of fast diffusing molecules to blend into the background while slow-moving molecules remain clear (128,129). The slow-diffusing molecules might be chromatin-bound or confined movement populations (122). Observations indicate that
the confined populations have longer dwell times and larger diffusion coefficients than the chromatin-bound ones (122). When analyzing residence times, the confined fractions can be excluded from the bound ones based on their difference in jump distances or diffusion coefficients (45,48,122). Low illumination intensities can minimize photobleaching. Even so, photobleaching is still a major hurdle in obtaining true residence times of transcription regulatory factors (121,130). Reported residence times should be considered as apparent residence times. The dwell times of individual molecules are counted as their track length. The cumulative frequency distributions of dwell times are normalized for photobleaching (48,121). The normalized cumulative frequency distributions are fitted with single-, two- or three-component exponential decay (34,43–54,113,120,131) or power-law (52,121,122) functions. The exponential decay model hypothesizes that transcription regulatory factors bind different sites with distinct affinities. For instance, a two-component exponential model assumes that transcription regulatory factors have three states: freely diffusing, short-lived, and long-lived. The short- and long-lived populations are often assigned as non-specifically and specifically bound ones, respectively; however, the assumption should be tested using exquisite controls from in vitro and in vivo experiments. The power-law model hypothesizes that transcription regulatory factors bind chromatin with a broad distribution of binding affinities (121,122). This model fits 1D cumulative distributions of dwell times better than the exponential model (121,122), but fails to generate time-related kinetic parameters that describe processes of biochemical reactions. The broad distribution of binding affinities presents a challenge for unbiased sampling of all binding events. Thus, it is critical to perform control experiments using Tags (control for transient binding) and histone proteins (control for stable binding). In addition, generating variants that can eliminate specific populations is an exquisite control for estimating residence time. By kinetic modelling of transcription regulatory factors occupying the three different states assumed, target-search parameters, including the number of non-specific sites sampled, the 3D freely diffusing time between two binding sites, and the time for locating stable bound sites can be estimated (34,44,49) (Figure 2B).

BINDING MECHANISMS: EPIGENETIC MODIFICATIONS VERSUS GENETIC ELEMENTS

Binding of the CBX-PRC1 complexes to chromatin

The CBX-PRC1 complexes contain multiple subunits that could cooperatively contribute to the targeting of them to cognate sites by multivalent engagement of chromatin (132–134). Nevertheless, observations from live-cell SMT indicate that the CBX proteins bind more stably to chromatin than RING1B, MEL18 and PHC1 (34,45,135). This suggests that the CBX proteins directly associate with chromatin and that other CBX-PRC1 subunits bind chromatin through the CBX proteins. Consistently, depletion of other CBX-PRC1 subunits have minor or no effects on the binding of CBX to chromatin (34,45). Mutation of the chromatin-binding module of RING1B does not impact its binding stability (135). These results point out that binding of CBX-PRC1 complexes to chromatin is mediated by the CBX proteins.

The prevailing model concerning how CBX proteins are targeted to chromatin is that the chromodomain of CBX proteins binds H3K27me3. Structural studies have shown that the CBX chromodomain binds H3K27me3-peptides (91). Paradoxically, biophysical studies have indicated that the CBX chromodomains have a very weak or undetectable affinity for H3K27me3 and cannot distinguish H3K9me3 from H3K27me3 (91–93). Genome-wide studies have demonstrated that CBX-PRC1 proteins sharply locate within broad H3K27me3 domains (136). These data indicate that multiple mechanisms are involved in targeting CBX-PRC1 to cognate sites, consistent with the structural and functional diversity of the CBX proteins (12), which is further supported by live-cell single-molecule imaging of the CBX proteins. Live-cell SMT observations demonstrate that H3K27me3 controls the targeting of CBX7 and CBX8 to chromatin but has minor effects on CBX2, CBX4 and CBX6 (34,45) (Figure 3A).

How does a weak affinity of CBX7 for H3K27me3 direct its stable association with and selective location within sub-regions of broad H3K27me3 domains? Single-molecule observations show that the removal of H3K27me3 almost completely diminishes the binding of CBX7 to chromatin and that the deletion of CD, the domain recognizing H3K27me3, greatly reduces the level of CBX7 on chromatin (45). These results suggest that H3K27me3 plays a critical role in controlling the chromatin-bound level of CBX7-PRC1. Consistently, Huseyin et al. indicated that the depletion of SUZ12 of PRC2 results in a reduction in the total chromatin-bound fraction of MEL18 and RING1B, both of which are the core components of CBX7-PRC1 (135). Biophysical studies have shown that CBX7 binds DNA through its AT-hook motif (45). Live-cell SMT reveals that the AT-hook motif is important for stabilizing CBX7 on chromatin (45). It may be speculated that the targeting of CBX7 to chromatin is dependent on co-recognition of DNA and H3K27me3. H3K27me3 may act as an allosteric effector that promotes binding of CBX7 to chromatin through DNA interactions. Implicit in this model is that the binding of CBX7 to DNA is auto-inhibited by unknown mechanisms and is allosterically regulated by their interaction with H3K27me3. H3K27me3 also allosterically stimulates PRC2 methyltransferase activity (64,137). Collectively, these observations suggest that H3K27me3 is an allosteric effector that directs CBX7-PRC1 binding as well as PRC2 enzymatic activity.

CBX2 is the driver and nucleator of liquid–liquid phase separation of the CBX-PRC1 complexes (32–34), suggesting that CBX2 may nucleate at the specific chromatin regions that provide sites for stabilizing CBX2 on chromatin. The binding of CBX2 to chromatin can slow down its diffusion and increase its local concentration, thereby driving phase separation. H3K27me3 and CBX2-PRC1 subunits contribute little to the binding stability of CBX2 (34). Observations from live-cell SMT indicate that CBX2 nucleates on chromatin through the AT-hook motif, which interacts with underlying DNA elements of chromatin (34). CBX2 interaction with DNA is essential for liquid–liquid phase separation (LLPS) of CBX2.
Figure 3. Binding mechanisms of PRC1 and PRC2. (A) Binding of PRC1 to chromatin. The RYBP and YAF2 subunits of RYBP-PRC1 recognize H2AK119Ub1, which promotes RYBP-PRC1 ubiquitin ligase activity. PCGF1-PRC1, PCGF3/5-PRC1, and PCGF6-PRC1 are stabilized at chromatin through interaction with DNA (BCOR and KDM2B for PCGF1-PRC1, USF1 for PCGF3/5-PRC1, and DP-1, EZF6, MAX and MGA for PCGF6-PRC1). CBX2-PRC1 binds to chromatin mainly through CBX2 interaction with DNA and H3K27me3 makes a minor contribution to the binding (not shown). CBX7- and CBX8-PRC1 co-recognize H3K27me3 and DNA. The molecular mechanisms underlying CBX4- and CBX6-PRC1 binding remain to be characterized. The arrowhead curves indicate that complexes recognize specific features of chromatin. The dashed arrowhead curves indicate that the molecular mechanisms underlying complex stabilization remain unclear. (B) Binding of PRC2 to chromatin. The core PRC2 complex (dashed circle) has intrinsic chromatin-binding activity, mainly through interaction with DNA. The EED subunit of PRC2 recognizes H3K27me3, which promotes PRC2 methyltransferase activity. PRC2.1 is stabilized at chromatin by PCL interaction with CpG-rich DNA. JARID2 and AEBP2 recognize both CpG-rich DNA and H2AK119Ub1, which stabilizes PRC2.2 at chromatin and promotes its activity.

Further studies are needed to identify the DNA sequences within the genome needed for CBX2 nucleation. CBX2 also binds RNAs through the same region that binds DNAs (138). Observations from Drosophila show that RNAi components are required for nuclear clustering of Polycomb group response elements (39). Recent results indicate that RNAs are involved in the regulation of transcriptional condensates (139). It would be interesting to test whether the biogenesis of Polycomb condensates requires RNA.

Another interesting observation is that over 90% of CBX2 stably binds to mitotic chromosomes without dissociation (140). This binding directly recruits the canonical PRC1 components to mitotic chromosomes (140). The mitotic immobilization of CBX2 may be involved in chromosomal segregation and instability (141). Additionally, CBX2 can directly bind to and compact reconstituted nucleosomes (95). Thus, these observations suggest CBX2 directly binds chromatin through interaction with DNA. The removal of H3K27me3 does not influence the binding stability of CBX2 on chromatin; however, H3K27me3 impacts the search efficiency of CBX2 (34). These data suggest that CBX2 may recognize H3K27me3, though the recognition may not be the main driver of its interaction with chromatin. Since the genomic occupancy of chromatin-associated factors is determined by binding stability and target-search efficiency (44,49,113), it is possible that CBX2 integrates genetic and epigenetic information to regulate its genomic occupancy.

Overall, available results support a model by which the CBX-PRC1 proteins integrate genetic and epigenetic information to locate their target sites. Given that epigenetic complexes recognize epigenetic modifications and genetic DNA sequences, this information integration could be a
generic mechanism underlying targeting of epigenetic complexes to chromatin.

**Binding of the RYBP-PRC1 complexes to chromatin**

Unlike the CBX-PRC complexes, the RYBP-PRC1 complexes contain auxiliary subunits that have characteristic DNA or chromatin binding activities, which target them to Polycomb domains (87,89,100,103-107) (Figure 3A). Recently, Huseyin et al. endogenously Halo-tagged PCGF1/3/6 and studied their dynamics by SMT in living cells (135). Given the composition of PCGF3-PRC1 being similar to PCGF5-PRC1 (87,89), PCGF5 was not included in the study. Observations indicate that PCGF1 has the highest chromatin-bound fraction and that PCGF3 and PCGF5 have smaller bound fractions than RING1B (135). They also showed that PCGF1 does not stably associate with chromatin (135) when its terminal RAWUL domain, which interacts with chromatin binding subunits BCOR and KDM2B (103–105,142), is removed. It would be interesting to investigate whether and how BCOR and KDM2B individually or cooperatively contribute to the binding stability and specificity of PCGF1-PRC1 on chromatin, thereby affecting PCGF1-PRC1 ubiquitin ligase activity. PCGF6-PRC1 has four accessory transcription factors (DP-1/E2F6/MAX/MGA) that recognize specific DNA elements, along with HP1γ which recognizes H3K9me3 (100,106,107). These transcription factors regulate the specificity of PCGF6-PRC1; however, it is unclear whether and how these transcription factors and HP1γ cooperatively regulate their binding stability. The PCGF3/5 proteins are not significantly enriched at Polycomb target genes (100) and are primarily responsible for deposition of a low level of H2AK119Ub1 across the genome (101). PCGF3 binds to chromatin with a residence time of ~40 s (135), suggesting that the association of PCGF3/5-PRC1 complexes with chromatin may facilitate a low-level deposition of H2AK119Ub1 throughout the genome. PCGF1/6 bind more stably to chromatin than PCGF3 (135). The residence time of PCGF3 measured in (135) is much longer than other PRC1 subunits reported in (34,44,45). The discrepancy could be due to experimental approaches and data analysis aforementioned. Nevertheless, the distinct targeting and binding mechanisms among the RYBP-PRC1 complexes may be important for catalysis and the appropriate distribution of H2AK119Ub1 in the genome.

**Binding of the PRC2 complexes to chromatin**

The core of PRC2 associates with auxiliary proteins to form PRC2.1 and PRC2.2 (89). SUZ12 is the scaffold protein that mutually exclusively associates with accessory proteins to define PRC2.1 (core + PCL1-3 + EPOP or PAL1) and PRC2.2 (core + AEBP2 + JARD2) (68,85,86,137,143) (Figure 3B). By introducing SUZ12 mutants that disrupt the interactions with PHF1 (PCL3), AEBP2, or both into SUZ12-knockdown cells, observations from live-cell SMT indicate that the chromatin-bound fraction of EZH2 is greatly reduced (67). In agreement with this, the deletion of the EZH2 SANT2 domain, which interacts with SUZ12, greatly reduces both the residence time and chromatin-bound fraction (44). These data suggest that the PRC2 auxiliary proteins stabilize PRC2 on chromatin, consistent with the genome-wide ChIP-seq studies (68,85,86).

How do the PRC2 auxiliary proteins stabilize the core PRC2 on chromatin? An in vitro single-molecule colocalization study provides insights into the underlying mechanism (144). Studies show that PRC2 preferentially binds free DNA with a few second residence time and nanomolar affinity (144). Consistently, biochemical studies demonstrate that PRC2 binds naked DNA better than nucleosomes (145). PHF1, an accessory protein of PRC2.1, is a DNA binding protein (77,78). Interestingly, PHF1 can prolong the PRC2 residence time by 3-fold (144). The disruption of the DNA-binding capacity of PHF1 results in a reduction in the residence time of PRC2 as well as the methyltransferase activity (144), suggesting there is a correlation between the residence time and the PRC2 enzymatic activity.

PRC2 recognizes epigenetic marks such as H3K27me3, H2AK119Ub1 and H3K36me3 (137,146,147) (Figure 3B). Do these epigenetic marks contribute to PRC2 stabilization on chromatin? To test the role of H3K27me3 in PRC2 binding, Youmans et al. established cell lines with endogenously Halo-tagged EZH2 (67). When treating cells with a small molecule (A-395), which inhibits the interactions between EED and H3K27me3 without affecting the H3K27me3 level, by using live-cell SMT, they found that the residence time of EZH2 is similar to that in control cells (67). In agreement with this, studies from the same group demonstrate that H3K27me3 has no apparent effects on PRC2 binding when using reconstituted nucleosomes as substrates (145). These results suggest that the recognition of epigenetic markers by PRC2 may function as allosteric effectors rather than binding stabilizers.

In summary, similar to PRC1, PRC2 integrates genetic and epigenetic information to determine its binding stability and enzymatic activity, which is consistent with the concept by which epigenetic links genetics to the environment and disease (148).

**Methylation of the genome by the PRC2 complexes**

PRC2 is the methyltransferase that is responsible for methylation of more than 80% of all histone H3 across the genome (61,66). 5–10% of all histone H3 is found to be H3K27me1 occurring within gene bodies of actively transcribed genes. 50–70% of histone H3 is H3K27me2 enriched at inter- and intra-genetic regions, which prevents inappropriate promoter or enhancer activity. 5–10% of all histone H3 is trimethylated to produce H3K27me3, which is strongly enriched at PRC2 binding sites (61,66,149,150). Other genomic regions also contain dispersed/diffusive H3K27me3 with an average 4- to 5-fold lower than target regions (66,85). Interestingly, by using ChIP-seq, PRC2 proteins are detectable at target regions rather than H3K27me1-, H3K27me2- and dispersed H3K27me3-regions (61,66,149).

It remains incompletely understood how PRC2 deploys a degree of H3K27 methylation at different regions across the genome. Recent observations from live-cell single-molecule imaging may provide some insights into the methylation process of PRC2. Two independent observations indicate
that ~20% of PRC2 core components associate with chromatin (44,67). Notably, ~5% of PRC2 stably binds to chromatin while 16% of PRC2 transiently binds to chromatin (44). It is likely that the stable bound fraction of PRC2 is primarily responsible for trimethylation of Polycomb target regions and the transient bound population may be responsible for mono- and di-methylation of histone H3. It would be interesting to address this assumption in the future.

What are the molecular features of stable and transient bound fractions of PRC2 within cells? The core PRC2 complex associates with sub-stoichiometric components to produce PRC2.1 and PRC2.2 (61). These auxiliary proteins promote the core of PRC2 activity and association with chromatin (Figure 3B). Interestingly, removal of all accessory proteins prevents preferential trimethylation of histone H3 at target regions but does not affect the global level of H3K27me3 as well as H3K27me1 and H3K27me2 (85,86). Consistent with this, the C-terminal VEFS domain of SUZ12 is sufficient to form a catalytic complex with EED and EZH2, which achieves the global level of H3 methylation except for H3K27me3 at target regions but cannot be detected by ChIP-seq (66). These observations suggest that there may be three complexes coexisting within cells, core PRC2, PRC2.1 and PRC2.2 (Figure 3B). The core PRC2 activity is responsible for the global level of H3 methylation while PRC2.1 and PRC2.2 trimethylate H3 at target regions. We propose that the core PRC2 is the transient bound fraction and PRC2.1 and PRC2.2 are stable ones, consistent with that the recombinant core PRC2 binds to chromatin more dynamically than the recombinant PRC2.1 (144). This hypothesis is also consistent with the observation that a prolonged residence time by PHF1 promotes the PRC2 methyltransferase activity (144).

A HIGHLY DYNAMIC PRC1 SYSTEM WITH LOW TARGET-SITE OCCUPANCY

Genome-wide ChIP-seq provides a static distribution of Polycomb proteins along chromatin with a limited stoichiometric relationship. Nevertheless, the absolute occupancy level is fundamentally important for understanding the mechanisms that underpin how the Polycomb system establishes repressive Polycomb domains. Tatavosian et al. developed a method termed single-molecule chromatin immunoprecipitation imaging (Sm-ChIPi) that enables counting the number of proteins on chromatin (151). Sm-ChIPi combines chromatin immunoprecipitation with the power of single-molecule imaging to count the number of fluorescently labelled proteins through analysis of photobleaching steps or fluorescence intensity (151). By using Sm-ChIPi, it was found that one PRC1 complex associates with multiple nucleosomes (151), suggesting a low target-site occupancy level of PRC1 on chromatin. Recently, Huseyin et al. estimated the number of PRC1 proteins on chromatin based on the number of endogenously Halo-tagged PRC1 molecules in cells quantified by immunoblotting and their chromatin-bound fraction obtained from live-cell SMT (135). They found that one RING1B molecule occupies, on average, every 10 kb of RING1B-enriched chromatin (135). Despite the discrepancy of the absolute stoichiometry between the two studies, which could be due to experimental approaches, these data suggest that PRC1 sparsely binds target sites in the genome and dynamically engages with chromatin. This dynamic engagement could be advantageous in modifying chromatin and regulating chromatin structure since it requires a small number of proteins in the system. Given that many epigenetic complexes are highly dynamic, it would be interesting to test whether other epigenetic complexes employ similar sparse binding mechanisms to engage chromatin.

TARGET-SEARCH: SAMPLING MECHANISMS AND ITS REGULATION BY PHASE SEPARATION

The origin of target search: transcription factors

Transcription regulatory factors must efficiently locate their cognate sites (3–6). One of the fundamental questions in the transcription field is how transcription regulatory factors locate their cognate sites within the genome. It is challenging to locate specific sites because a myriad of non-specific sites occur within the genome. Early studies reveal that transcription factors rapidly locate their cognate sites (152), which is achieved by alternating between 3D diffusion in solution and 1D diffusion along DNA, a process termed ‘facilitated diffusion’ (153). The 1D diffusion involves three possibilities: (i) 1D sliding by which transcription factors slide along DNA by continually associating with DNA; (ii) ‘jumping’ (steps >100 bp) or ‘hopping’ (steps <10 bp) by which transcription factors transiently dissociate from DNA; and (iii) intersegmental transfer by which a transcription factor bound to a DNA site transfers to another site via an intermediate state in which it is transiently bound to both (3,4). The facilitated diffusion model suggests that the 1D diffusion along DNA dominates the target-search process. Consistently, Elf et al. demonstrated that the lac repressor spends ~90% of time nonspecifically bound to and diffusing along DNA in a living Escherichia coli cell (129). The lac repressor slides ~45 bp on DNA and the sliding can be obstructed by roadblocks — other DNA binding proteins (154).

The sizes of mammalian genomes are much larger than Escherichia coli. What are the mechanisms underlying how mammalian transcription factors explore and locate their cognate sites? In mammals, nucleosomes are roadblocks for transcription factors sliding along DNA and impact facilitated diffusion. Similar to the lac repressor in prokaryotic cells, live-cell SMT observations indicate that the transcription factor p53 locates its cognate sites through alternating between 3D free diffusion in the nucleoplasm and 1D diffusion along DNA in mammalian cells (49). However, unlike the lac repressor in prokaryotic cells, p53 uses a 3D diffusion–dominant target search mechanism. The p53 protein takes ~100 s to locate its target sites and spends more than 80% of time in 3D free diffusion (49). Transcription factors often cluster through intra- and/or inter-molecular interactions of intrinsically disordered regions encoded in activation domains (155). These compartments could facilitate the target-search process through increased local protein concentrations and enriched target sites within clusters. Live-cell SMT shows that Sox2 hops between binding sites within clustered regions (130). Single-molecule imaging also indicates that compartmentalizing of RNA poly-
merase II or clustering of CTCF facilitates the efficiency of the target-search process (120,156). CTCF is repeatedly trapped in CTCF clusters in which CTCF is more likely to move backward in the opposite direction than to continue forward (120). The trapping increases the efficiency of CTCF target search by ~2.5-fold, suggesting that local clusters of DNA-binding proteins can speed up their target-search rate (on-rate) to locate cognate binding sites (120). Thus, an emerging model is that transcription factors employ a 3D-dominant target-search mechanism to explore mammalian genomes and the exploration is accelerated by spatial organization of cognate sites and transcription factors (120). Since transcription factors and coactivators can form condensates via LLPS (157–160), it would be interesting to dissect functional relationships between LLPS-mediated condensate formation, target localization, and transcription activity.

**PRC1 and PRC2 sample the genome to locate target sites**

Unlike transcription factors that interact with DNA in a sequence-specific manner, epigenetic factors associate with chromatin through multivalent engagement of histone and DNA modifications, non-coding RNAs and DNA sequences (132–134). Epigenetic factors should integrate epigenetic and genetic information to locate their target sites. Upon utilization of live-cell SMT, it was found, similar to transcription factors, that the PcG complexes employ a sampling mechanism to locate their target sites by exploring the nucleus through alternation between 3D free diffusion and sampling the genome (34,44) (Figure 2B). The term 'sample' reflects that epigenetic factors locating cognate sites is instructed by chromatin environments determined by transcription activity, epigenetic information, genetic DNA, and others. These single-molecule data are consistent with a sampling mechanism proposed previously (161,162). By assuming two binding states (transient versus stable) and performing kinetic modelling, it is possible to estimate target-search time (time spent by proteins alternating between transient binding and 3D free diffusion to reach a stable site) (34,44,49) (Figure 2B). 3D free diffusion time is the average free time between two binding events, which is the inverse of on-rate. The number of transient sites sampled is the average number of trials by which one molecule needs to encounter a stable site. It should be noted that live-cell SMT might not be able to detect very brief contacts of PcG proteins with chromatin. The sampling number should be considered as a minimum. Although CBX-PRC1 and PRC2 exploit similar sampling mechanisms to explore chromatin states, CBX-PRC1 is more efficient in locating target sites than PRC2. After dissociating from a transient site, PRC1 takes ~70 s to locate the next stable site while PRC2 spends ~200 s finding another specific site, which is because CBX-PRC1 spends a shorter time in 3D free diffusion than PRC2. The PcG complexes sample ~5.0 non-specific sites to reach a specific site and reside ~4.0 s on non-specific sites, indicating that the 3D free diffusion time is much longer than the 1D sliding time. This suggests that 3D free diffusion dominates the target-search process, which is similar to transcription factors in mammalian cells but different from prokaryotic cells. The different target-search efficiency be-

**Figure 4.** LLPS accelerates the target-search kinetics of CBX2. Phase-separated Polycomb condensates speed up CBX2 locating its stable sites by reducing the 3D free diffusion time (the major time factor in target-search) and the number of non-specific trials between specific binding events, thereby enhancing its genomic occupancy.

**Phase-separated condensates accelerate target search**

There are multitudes of biochemical reactions occurring simultaneously in the nucleus to control the metabolism of nucleic acids. Mammalian cells utilize numerous membraneless condensates to compartmentalize these biochemical reactions in order to achieve the efficiency and specificity of nucleic acid metabolism (10,163). Many membraneless condensates are assembled via LLPS (164–166). It has been suggested that phase-separated condensates accelerate biochemical reactions (164–166). Results from *in vitro* experiments support this major function of condensates (167); however, there is a lack of direct *in vivo* evidence, partly due to the unavailability of techniques that measure reaction kinetics in live cells.

Recent observations indicate that phase-separated condensates accelerate the target-search efficiency of epigenetic factors (34). CBX2 may be the driver of PRC1 to phase separate to form condensates (32–34). This provides a way to manipulate the formation of condensates through mutating CBX2. By utilizing live-cell SMT and genetic manipulation, Kent *et al.* demonstrated that CBX2 employs a sampling mechanism to locate its target sites by exploring the nucleus through alternation between 3D free diffusion and sampling the genome (34) (Figure 4). The 3D free diffusion time of CBX2 is much longer than the 1D sliding time, suggesting that 3D free diffusion dominates the target-search process and reducing 3D diffusion may be a way to achieve a high genomic occupancy. Notably, the molecular process by which CBX2 samples target sites inside condensates is distinct from that outside condensates. CBX2 is more likely to move backward inside condensates than outside condensates. This facilitates CBX2 to revisit the same or adjacent sites repeatedly inside condensates. Repetitive visiting of the same or adjacent binding sites reduces the length of 3D free diffusion time and the sampling of transient sites, which is consistent with CTCF exploring its cluster (120). At the molecular basis, the repetitive visits could be due to inter-segmental transfer since CBX2 can self-organize. Another possibility is that condensates facilitate CBX2 hopping and jumping. It would be interesting to address these potential mechanisms in the future.

When responding to developmental signals and stress stimuli, cells adapt to these intra- and extra-cellular sig-
nals through transcription regulation. Transcription regulation is typically achieved by controlling occupancy level of transcription factors and/or epigenetic regulators on chromatin. Interestingly, the genomic occupancy level of chromatin-binding factors can be regulated by phase-separated transcription condensates (34). Condensates can enhance the genomic occupancy level of CBX2 by ~4.0-fold through speeding up its target-search process without influencing residence time. Since LLPS can rapidly respond to environmental stimuli and stresses, such as pH and temperature (164–166), and provide specificity through compartmentalization (164–166), LLPS could be a generic mechanism to achieve efficiency and specificity of nucleic acid metabolism.

**A PHASE-SEPARATION MODEL FOR GENOME ORGANIZATION BY CBX-PRC1**

**Nucleation of CBX2-PRC1 condensates by DNA elements**

Phase-separated condensates are implicated in genome organization to activate or repress transcription. For gene activation, transcription factors, coactivators, and RNA polymerase II coordinately assemble transcription condensates to activate transcription (139,157–160,168–174). For gene repression, heterochromatin protein (HP)1 phase separates to assemble condensates that organize constitutive heterochromatin (175–178). However, observations also indicate that the formation of heterochromatin foci is independent of HP1 (179). Further studies are needed to resolve these discrepancies. CBX2 phase separates in vitro and in vivo, suggesting that LLPS may be involved in the formation of facultative heterochromatin (32–34). Additionally, chromatin phase separates to form liquid-like condensates, which can be regulated by epigenetic modifications (180). Despite these exciting advances, the molecular mechanisms underlying how LLPS organizes the genome for transcription regulation remain enigmatic. To activate or repress gene expression, transcriptional condensates should localize at specific sites of the genome and be able to pull together distal regions (181–184). Spatial localization of transcription condensates could occur through a nucleating mechanism by which nuclear factors bind to specific regions of the genome (170,185). This increases residence time and reduces diffusion, thereby facilitating interactions between nuclear factors to assemble transcription condensates. Consistently, recent studies suggest that the binding of transcription factors to super-enhancers drives the localized formation of transcriptionally active condensates (170).

Although the classical view is that CBX-PRC1 is recruited to chromatin via H3K27me3 (12), the elimination of H3K27me3 does not impact the residence time of CBX2 on chromatin or prevent the formation of CBX2 condensates (34). In agreement with this, the depletion of SUZ12, the core subunit of PRC2, has a very modest effect on the condensate formation of RING1B and PCGF2 (135). The knockout of RING1A/RING1B or BMI1/MEL18 does not affect the residence time of CBX2, indicating that the CBX2-PRC1 core subunits may play less important roles in stabilizing CBX2 on chromatin. Observations further indicate that CBX2 can form condensates independently of RING1A/RING1B or BMI1/MEL18 (32–34). If the core subunits of CBX2-PRC1 and H3K27me3 play a lesser role in binding stability, CBX2 likely is a binder for CBX2-PRC1 on chromatin, which is critical for nucleation of condensates on chromatin. Observations indicate that CBX2 is stabilized on chromatin through the AT-hook motif interacting with the underlying DNA elements of chromatin (34). Deleting or mutating the AT-hook motif completely prevents the LLPS of CBX2 in live cells (34). These studies suggest that the genetic DNA sequences may be the main driver for nucleating CBX2-PRC1 on chromatin for LLPS. In the absence of PRC2 and PRC1 core subunits, CBX2 can undergo LLPS to form condensates in cells; however, their size and locations are altered (34,135) to some extent, suggesting that PRC2 and the complex formation of CBX2-PRC1 can regulate the biogenesis of Polycomb condensates.

**A scaffold-adapter-client phase separation model for organizing Polycomb target genes**

The canonical CBX-PRC1 complexes compact chromatin and mediate higher-order chromatin structures (26,27,29–31,95,96,186). Recent observations in mouse embryonic stem (mES) cells provide insights into this organization. There are five CBX proteins in mES cells; however, CBX4 and CBX8 are not expressed (97) and CBX6 does not form condensates (34,187). Both CBX2 and CBX7 form condensates in mES cells (34,135,187). CBX2 is the driver of LLPS of CBX-PRC1 and CBX7 forms condensates without undergoing LLPS in live cells (33,34). CBX7 is recruited to chromatin by H3K27me3 (45) while CBX2 binds to chromatin through interaction with DNA (34). CBX2 compacts chromatin through positively charged residues (95,96), which are also critical for LLPS (32,33). The PHC subunits can polymerize via head-to-tail interaction of the SAM domain (94). The SAM domain of *Drosophila* Ph may also undergo LLPS (35). All together, these observations suggest a scaffold-adapter-client model by which the CBX-PRC1 complexes integrate genetic information and epigenetic modifications to organize the genome through LLPS (Figure 5).

It is plausible to assign CBX2-PRC1 as the scaffold, CBX7-PRC1 as the adapter, and H3K27me3-marked chromatin as the client. CBX7-PRC1 (adapter) recruits H3K27me3-marked region (client) into CBX2-PRC1 (scaffold) condensates through the interactions between CBX7 and H3K27me3 and PHC polymerization between CBX2-PRC1 and CBX7-PRC1. Consistent with this, the polymerization of PHC is critical for the long-range interactions of Polycomb genes as well as condensed formation (27,30,38). It is also possible that H3K27me3-marked chromatin is brought into CBX2-PRC1 condensates through the LLPS of PHC proteins (35). Although we propose that CBX2 is the scaffold and driver of Polycomb condensates, it should be noted that components of client and adapter might contribute to the biogenesis of Polycomb condensates through weak phase separation capacities or direct interactions.

This model explains how CBX7-PRC1 and H3K27me3 can be enriched in CBX2-PRC1 condensates with no or weak capacities to LLPS. The model presented here can also explain why PRC2 and RYBP-PRC1 influence long-range interactions (26–30). Both PRC2 and RYBP-PRC1 can af-
Figure 5. A scaffold-adapter-client phase separation model for organizing Polycomb genes in mES cells. Within the model, CBX2-PRC1 is the scaffold, CBX7-PRC1 is the adapter, and H3K27me3-marked chromatin is the client. CBX2-PRC1 phase separates to form condensates, which is driven by CBX2. CBX7-PRC1 recruits H3K27me3-marked regions into CBX2-PRC1 condensates through the interactions between CBX7 and H3K27me3 and PHC polymerization between CBX2-PRC1 and CBX7-PRC1, thereby bringing the client (H3K27me3-marked chromatin) into the scaffold (CBX2-PRC1 condensates). This model is based on observations from mES cells in which CBX4 and CBX8 are not expressed. CBX6 occupies a small fraction of Polycomb targets. At this stage, we cannot exclude the possibility of some clients having weak phase separation capacities. Thus, both direct interactions and composition-dependent phase separation among Polycomb subunits (PRC1 and PRC2) and Polycomb targets could contribute to the biogenesis of Polycomb condensates. The current model implies a sequential binding event, but it is possible that the order of binding events is different from the proposed model.

CONCLUDING REMARKS

Recent biochemical and structural studies have provided insights into the catalytic activity of the PcG complexes and their regulation (137, 143, 188, 189). Combinations of genetic engineering and ChIP-seq have uncovered the genomic locations of the PcG complexes and uncovered many factors that modulate their locations (66, 85, 86, 100, 101, 108). The emerging model is that PRC1 and PRC2 form a self-enforcing feedback loop to enhance their respective activities to establish and maintain Polycomb domains. Recent live-cell SMT indicates that the PcG proteins are highly dynamic within cells and have distinct dynamic populations that interact with chromatin with different residence times. The distinct dynamic populations may be responsible for modifying different regions of the genome. Phase-separated condensates can facilitate the efficiency of target search of Polycomb proteins. An efficient search may be essential for achieving a sufficient level of PcG proteins at Polycomb target sites as well as controlling the spreading of H3K27me3 and H2AK119Ub1, highlighting the significance of nuclear organization in regulating efficiency and specificity of nucleic acid metabolism.
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