Learning Polynomial Networks for Classification of Clinical Electroencephalograms
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Abstract—We describe a polynomial network technique developed for learning to classify clinical electroencephalograms (EEGs) presented by noisy features. Using an evolutionary strategy implemented within Group Method of Data Handling, we learn classification models which are comprehensively described by sets of short-term polynomials. The polynomial models were learnt to classify the EEGs recorded from Alzheimer and healthy patients and recognize the EEG artifacts. Comparing the performances of our technique and some machine learning methods we conclude that our technique can learn well-suited polynomial models which experts can find easy-to-understand.
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1. Introduction

Electroencephalograms (EEGs) representing the weak potentials invoked by the brain activity give EEG-experts objective information for analysis and classification (e.g., [1] – [6]). Although EEGs are noise and nonstationary signals varying from one patient to the other in a large range of amplitudes and frequencies, the EEGs have been used to assist clinicians to diagnose such diseases as apnea, Alzheimer, dementia and schizophrenia (e.g., [5] – [7]). To make reliable decisions clinicians have to properly separate neural activity of patients from EEG artifacts caused by electrode noise, eye movement, cardiac, and muscle activities. To do so, they use such methods as independent component analysis (e.g., [1], [8]), regression methods (e.g., [9], [10]), principle component analysis (e.g., [11]), and analysis of outliers (e.g., [12]).

To interpret clinical EEGs, Riddington et al. [2] have developed the fuzzy logic system in which they calculated the spectral features of EEG and identified the type of EEG corruptions. These features were extracted by using techniques such as parametric modeling and cross-correlation. Using three feed-forward neural networks, they detect subsequently blinking, eye movement and muscle activities of patients. Finally, the classification was enhanced by incorpo-
rating heuristic criteria taking into account a spatial distribution of electrodes on the scalp. These heuristics were implemented as a set of rules in an expert system.

The methods [3] – [6] suggested for classification of EEGs are based on the fully connected feed-forward neural network (FNN) for which users have to properly predefine a suitable network structure as well as a learning method for fitting synaptic weights of the network.

For classification of EEGs recorded from sleeping newborns assigned by medical experts to different risk groups, Breidbach et al. [5] have applied a FNN including 72 input neurons and two output neurons with a sigmoid activation function. The learning algorithm that they used maximizes a Euclidean distance between the output vectors belonging to different risk groups. Analyzing the clusters in a space of two output variables, they discovered a correlation between the output vectors and the risk groups and finally found a FNN with 24 input nodes, which provide the better classification despite that the sub-clusters belonging to different risk groups strongly overlap.

The neural network system [6] was developed to assess the dementia of Alzheimer type. It consists of two FNNs: one decides between dementia and non-dementia patients and other estimates severity of the illness. The EEGs recorded via 15 standard electrodes were presented by power spectrums calculated into nine frequency bands. This neural-network system has distinguished between dementia and non-dementia patients and estimated their severity with the acceptable accuracy.

Although such FNNs can learn to classify EEGs well, corruptions of EEGs still lead to ambiguous results because the underlining brain and muscle activities share their characteristics such as wave shape and frequencies [5], [6]. In the meantime, the classification models learnt by FNNs cannot be comprehensible for medical experts due to a large number of synaptic connections [13] – [15]. On the other hand, the rule extraction and decision tree techniques which provide comprehensible rules are based on the trade-off between the complexity and the classification accuracy of the rules (e.g., [13] – [18]).

To achieve high classification accuracy within a FNN framework, users have to preset a well-defined structure of FNNs, namely, the number of input nodes, hidden and output neurons, and assume a proper set of relevant features. In practice this procedure is implemented by a trial-and-
error manner and the standard neural network techniques become very expensive computation-
ally.

To overcome shortcomings of the FNNs, Ivakhnenko [19] – [20] has suggested a Group
Method of Data Handling (GMDH) capable for inducing neural networks from noise data Gauss-
ian distributed. Based on an evolutionary strategy, the GMDH generates populations or layers of
neurons and then trains and selects those neurons which provide the best classification. During
learning the GMDH grows the new population of neurons and the number of layers or complexity
of the network increases while a predefined criterion is met. Such models can be comprehen-
sively described by a set of short-term polynomials which users may find more observable than
the fully connected neural-network classifiers.

Within a GMDH framework, the performance of neurons is evaluated with a specific criterion
calculated on the validation subset of data. As a result, the GMDH-type networks have a nearly
optimal complexity and they are able to generalize well if the distribution of noise in data can be
assumed as Gaussian. In addition, the GMDH-type networks can be comprehensively described
by a concise set of short-term polynomials, which are easy-to-observe for experts [20], [21].

Combining of the GMDH and decision tree techniques reveals promising results in detecting
EEG artifacts [22]. Within this technique, the GMDH is used for learning the polynomial network
(PN) employed to clean training data from the conflicting examples and noisy features useless for
the classification. This PN has been induced without assumptions on the distribution of noise pre-
sented in data. As a result, the decision trees induced from the cleaned data provide a better gen-
eralization ability. However, within a framework of that paper, the effectiveness of learning the
PN when the distribution of noise is unknown has not been analyzed.

Based on the fruitful ideas of GMDH in this paper we describe a new technique developed for
learning PNs to classify clinical EEGs corrupted by noise. Throughout the paper we give empiri-
cal evidence showing that the proposed technique allows inducing the PNs from clinical EEG
data without unrealistic assumptions on the distribution of noise presented in data.

In section 2 we describe the EEG data used in our experiments. Then in section 3.1 we present
the GMDH algorithm used for learning polynomial neural networks from data whose noise is as-
sumed to be Gaussian, and in section 3.2 we present the learning algorithm capable of learning
the PNs from noise data when the distribution of noise is unknown. In section 4 we experimen-
tally compare the classification accuracy of the polynomial and neural network techniques on two EEG datasets: the first data were recorded from a Alzheimer patient and a healthy subject and the second were recorded from sleeping newborns. Finally in section 5 we discuss our results.

2. The EEG Data

In our experiments we used two types of clinical EEGs transformed to the frequency domain. The first EEGs are the benchmark data recorded from an Alzheimer and a healthy patient via the standard 19-channels C1, ..., C19 during 8 seconds [24]. Muscle artifacts were deleted from these data by an expert. Following [5] we calculated the spectral powers into four standard frequency bands: delta (0-4 Hz), theta (4-8 Hz), alpha (8-14 Hz) and beta (14-20 Hz). As the spectral powers were calculated into ½ sec segments with ¼ sec overlapping, each EEG record consisted of 31 segments presented by 76 spectral features. The first 15 segments were used for training and the remaining 16 for testing, so the training and testing data consisted of 30 and 32 EEG segments, respectively.

The second EEGs were recorded from sleeping newborns via the standard EEG channels, C3 and C4, sampled with 100 Hz. The spectral features were calculated at the 10-second segments into six frequency bands such as subdelta (0-1.5 Hz), delta (1.5-3.5 Hz), theta (3.5-7.5 Hz), alpha (7.5-13.5 Hz), beta 1 (13.5-19.5 Hz), and beta 2 (19.5-25 Hz). Additionally for each band the values of relative and absolute powers were calculated. Such values were calculated for channels C3 and C4 as well as for their sum, C3+C4, so the total number of the features was 36. Values of these features were normalized to be with zero mean and unit variance.

Using the additional channels, the EEG-experts have recognized cardiac, eye movement, muscle and noise artifacts and then labeled all segments in the sleep EEGs. In this experiment we used the EEGs recorded from 12 newborns: one EEG was used for training and the remaining 11 for testing. The training EEG contains 1347 labeled segments and one of the testing EEGs contains 808 segments in which the artifact rates are 6.53% and 8.79%, respectively. The remaining 10 testing EEGs we used to evaluate the inter-individual variability of the classification model obtained on the training EEG. These EEGs contain 9406 labeled segments in which the artifact rate is 30.5%, much higher than in the training data.
3. GMDH-Type Polynomial Networks

In this section first we describe GMDH algorithm capable of inducing polynomial neural networks from noisy data under the assumption that the noise is Gaussian. Second, we present our algorithm for learning PNs from data when the distribution of noise is unknown.

3.1. GMDH Algorithms

GMDH-type polynomial networks are the multilayered feed-forward networks consisting of the so-called supporting neurons which have at least two inputs \( v_1 \) and \( v_2 \) [19] – [21], [23]. A transfer function \( g \) of the neurons is described by short-term polynomials, for example, by a nonlinear polynomial:

\[
y = g(v; w) = w_0 + w_1 v_1 + w_2 v_2 + w_3 v_1 v_2,
\]

where \( v = (v_1, v_2) \) is an input vector and \( w = (w_0, w_1, ..., w_3) \) is a weight vector of the neuron consisting of coefficients \( w_0, w_1, ..., w_3 \).

Using the supporting neurons, GMDH algorithm builds new generation, or layer, of the candidate-neurons and then selects the best of them. The candidate-neurons are selected with the so-called exterior criterion which evaluates the generalization ability of neurons on the unseen data defined as the validation data. So user has to predefine the exterior criterion as well as the number of neurons, \( F \), selected in each layer.

Giving the large \( F \), the user increases the chance to find out a global minimum of cross-validation error however the large values of \( F \) increase the computational expenses. In practice GMDH algorithms perform enough well for \( F \) equal to the number of input variables, \( m \). The best performance is achieved for \( F = 0.4 \cdot \binom{m}{2} \), where \( \binom{m}{2} \) is the number of combinations by 2 from \( m \) given inputs [19], [20].

The layers of GMDH-type networks grow up one-by-one. In the first layer the candidate-neurons are connected to inputs \( x_1, ..., x_m \), and in the next layer they are connected to the outputs of the \( F \) neurons selected in the previous layer. Some GMDH algorithms allow also combining between the input nodes and neurons taken from the previous layers [23].

As a given activation function (1) has two arguments \( v_1 \) and \( v_2 \), the first layer, \( r = 1 \), consists of candidate-neurons \( y_1^{(1)}, ..., y_{L_1}^{(1)} \), where \( L_1 = \binom{m}{2} \). Having training these neurons, GMDH algorithm selects the \( F \) best of them and then generates the next layer in which it generates \( L_r = \binom{F}{2} \)
candidate-neurons. This procedure of generation and selection of the candidate-neurons cycles and the network grows in size while the value of the exterior criterion decreases.

The exterior criterion can be defined on the training and validation datasets $D_A$ and $D_B$ consisting of $n_A$ and $n_B$ examples respectively, $n_A + n_B = n$, $D_A \cup D_B = D$, where $D = (X, y^o)$, $X$ is a $n \times m$ matrix of the input data and $y^o$ is a $n \times 1$ target vector. The training data $D_A$ are used to fit the weight vector $w$ of the supporting neuron so that to minimize the sum squared error, 
\[ e = \sum (g(v^{(k)}; w) - y^o_k)^2, k = 1, \ldots, n_A. \] The validation data $D_B$ are used to control the complexity or the number of layers of the GMDH-type network during learning.

For fitting weights $w$ the conventional GMDH algorithms exploit a least square method which provides the effective estimates of weights if the training data are Gaussian distributed [19] – [21], [23]. For real-world data for which a Gaussian distribution is unrealistic such estimations become biased (e.g., [25]). One way used in such cases to avoid this problem is to make the estimations of weights without unrealistic assumptions about the distribution of training data. Below in section 3.2 we describe our learning method based on this approach.

The complexity of the GMDH-type network is controlled by calculating the value of the exterior criterion, $CR_i^{(r)}$, $i = 1, \ldots, L_r$, for each candidate-neuron on the whole data $D$ as follows:
\[ CR_i^{(r)} = \sum (g_i(v^{(k)}; w) - y^o_k)^2, k = 1, \ldots, n. \] (2)

The value of $CR_i^{(r)}$ as we can see is dependent on how well the $i$th neuron classifies the unseen data $D_B$. Therefore the value of $CR^{(r)}$ is expected large for the neurons with poor generalization ability and small for the neurons which generalize well.

The values of $CR^{(r)}$ are calculated for all the candidate-neurons in the layer $r$ and GMDH then sorts them in an ascending order, $CR_{i_1}^{(r)} \leq \ldots \leq CR_F^{(r)} \leq \ldots \leq CR_{L_r}^{(r)}$, so that the first $F$ neurons provide the best classification accuracy. The minimal value of the exterior criterion, $CR_m^{(r)}$, equal to $CR_{i_1}^{(r)}$ is used to check the following stopping rule:
\[ |CR_m^{(r)} - CR_m^{(r-1)}| < \Delta, \] (3)
where $\Delta > 0$ is a constant given by user.

This rule is based on an observation that value of $CR_m^{(r)}$ decreases rapidly at the first layers of GMDH-type network and relatively slowly near to an optimal number of layers, and further increasing the number of layers causes increasing the value of $CR_m^{(r)}$ because of over-fitting [19] –
Thus the number of layers in the network increases one-by-one until the stopping rule is met at the layer $r^*$. Subsequently we can take a desired GMDH-type network of a nearly optimal complexity from the $(r^* - 1)$th layer.

### 3.2. Fitting the Neuron Weights

As mentioned above unrealistic assumptions on the distribution of real-world data lead to the biased estimations the neuron weights. However we can use a learning algorithm which is not dependent on the distribution of training data. Below we describe our method.

According to the given transfer function (1), the inputs of the supporting neurons are connected to the pairs of the input variables $(x_i, x_j), \forall i \neq j = 1, \ldots, m$ for the first layer and to the outputs of the neurons $(y_i, y_j), \forall i \neq j = 1, \ldots, F,$ for the next layers. So for the training and validation of the supporting neurons, we can denote their input data as the $n_A \times 2$ and $n_B \times 2$ matrices $U_A$ and $U_B$, respectively. Using these notations we can describe our learning method as follows.

Initially $k$ is set to zero and the algorithm initiates a weight vector $w^0$ by random values. At the next step $k$ the algorithm calculates a $n_A \times 1$ error vector, $\eta^k_A$, on the data $D_A$ as follows:

$$
\eta^k_A = g(U_A; w^k) - y^*_{\Lambda}.
$$

On the validation data $D_B$, it calculates the $n_B \times 1$ error vector $\eta^k_B$:

$$
\eta^k_B = g(U_B; w^k) - y^*_{\beta}.
$$

as well as the corresponding mean squared error, $e_{\beta}(k)$, of the neuron:

$$
e_{\beta}(k) = 1/n_B \sum (\eta^*_{\beta})^2, i = 1, \ldots, n_B.
$$

The error $e_{\beta}$ has to be minimized during learning for a finite number of steps $k$. Formally we can complete the learning if the following inequality is met at the step $k^*$:

$$
e_{\beta}(k^* - 1) - e_{\beta}(k^*) < \delta,
$$

where $\delta > 0$ is a constant which depends on the level of noise in data $X$ as well as on the ratio $n_B/n$ given by user.

Until this inequality is met, the current weight vector $w^{k-1}$ is updated accordingly with the following learning rule:

$$
w^k = w^{k-1} - \chi \|U_A\| \hat{U}_A \eta^{k-1}_A.
$$

where $\chi$ is a given learning rate, and $\| \cdot \|$ is a Euclidean norm.
The desired estimation of weights is achieved for a finite number of steps, $k^*$, if the learning rate $\chi$ lies between 1 and 2, for a proof see [25]. A simple explanation of the above learning rule can be given in a space of two weight components $w_1$ and $w_2$. Let us assume that in this space there is a desirable region $w^*$ for which condition (7) is met for any vector $w \in w^*$. Assume also that at step $k$ a vector $w^{(k)} \notin w^*$ as depicted in Fig. 1.

![Projection method in a space of two weight components $w_1$ and $w_2$.](image)

Fig. 1: Projection method in a space of two weight components $w_1$ and $w_2$.

Obviously, value $e_B$ is proportional to the distance between the current vector $w^k$ and the region $w^*$. Accordingly to rule (6), the new vector $w^{(k+1)}$ is an orthogonal projection of vector $w_k$ on hyperplane $H_{k+1}$ located between $w^k$ and region $w^*$. We can see that the new vector $w^{(k+1)}$ is closer to the desirable region $w^*$ than the previous vector $w^{(k)}$, and therefore $e_B(k + 1) < e_B(k)$. By induction, we can write down that for any $k \leq k^*$, $e_B(k) < e_B(k - 1) < \ldots < e_B(0)$ is a monotonically decreasing series.

Varying $\chi$ between 1.0 to 2.0, we can obtain different learning curves for neurons. Fig. 2 shows Residual Squared Error (RSE) of the neuron calculated on the training data set for the values of $\chi$ equal to 1.25, 1.5, 1.75, and 2.0. As we can see, the RSE decreases with a maximal speed when the learning rate $\chi = 2.0$. 
Fig. 2: The learning curves were calculated for $\chi = 1.25, 1.5, 1.75$ and 2.0 on the EEG data.

Having given $\chi = 1.9$ in our experiments, we found that the best performance is obtained with a ratio $n_B/n = 0.5$, $\delta = 0.015$ and the initial weights distributed by a Gaussian $N(0, 1)$. In this case the number $k^*$ did not exceed 25 steps as depicted in the above Fig. 2.

4. Experimental Results

In this section we describe our experiments with the EEGs described in the above section 2. The first experiment is conducted on the benchmark EEG and the second on the EEGs recorded from sleeping newborns.

4.1. The Alzheimer Benchmark EEG

In our first experiment the Alzheimer EEG was recorded from one patient only, so that the classification task seems simple because of the absence of the inter-individual variability in the EEG. Moreover, the difference in the EEGs recorded from an Alzheimer patient and a healthy subject can simply reflect the inter-individual variability. Nevertheless, these benchmark EEG data are useful for testing the different classifier’s schemes.

Within our PN technique, we defined an activation function (1) and set $F = 1$. As a result, a PN which was induced consists of four input nodes, two hidden nodes presented by variables $y_1^{(1)}$ and $y_2^{(2)}$, and one output node as depicted in Fig. 3.

The induced PN is comprehensively described by a set of three short-term polynomials:
\[ y_1^{(1)} = 0.696 + 0.391x_{11} + 0.248x_{69} - 0.231x_{11}x_{69}, \]
\[ y_1^{(2)} = 0.386 + 0.564y_1^{(1)} + 0.542x_{73} - 0.485y_1^{(1)}x_{73}, \]
\[ y_1^{(3)} = 0.191 + 0.776y_1^{(2)} + 0.238x_{76} - 0.204y_1^{(2)}x_{76}, \]

where \( x_{11} \) is the delta in channel C11, \( x_{69}, x_{73}, \) and \( x_{76} \) are the beta in channels C12, C16, and C19, respectively.

![Fig. 3. A polynomial network for classifying EEGs of Alzheimer and healthy patients](image)

For comparison we applied a standard neural network technique to these data and found that a FNN using eight principal components and two hidden neurons provides the best classification accuracy. We also applied a conventional GMDH technique to this problem. All three neural networks, the FNN, GMDH, and PN, misclassified one testing segment, i.e., their testing error rate was 3.1%.

### 4.2. The Artifact Detection in Sleep EEGs

In the second experiment we compare the classification accuracy of the standard FNN, GMDH-type and PN techniques on the EEGs recorded from sleeping newborns. Additionally to the performance we evaluated the sensitivity and specificity of the classifiers: the sensitivity is calculated as \( \frac{TP}{TP + FN} \) and the specificity as \( \frac{TN}{TN + FP} \), where TP, TN, FP, and FN are the number of patterns classified as true positive, true negative, false positive and false negative, respectively. The performance is calculated as \( \frac{TP + TN}{TP + TN + FP + FN} \). Here positive patterns are associated with artifacts and negative with normal segments.

A specific of the above classification problem is that the PN leans from the data presenting the current EEG segment and the preceding segments are not taking into account. Additional information coming from the other channels has been used only by the experts to label the EEG artifacts.

Fig. 4 depicts the histograms of three EEG features over the training, validation, and testing datasets consisting of 673, 674, and 808 segments, respectively. These features are the absolute
powers of subdelta in channels C3 and C4, and absolute power of theta in C4. These histograms show us how different can be the training and testing EEGs recorded from two newborns during sleep hours.

Fig. 4. Histograms of three EEG features over the training, validation, and testing datasets

For training the FNNs, we used the standard technique based on the principal component analysis and a fast Levenberg-Marquardt back-propagation learning algorithm provided by MATLAB. The FNNs with a given number of hidden neurons and randomly initialized weights were trained 30 times.

For inducing the GMDH-type network as well as the PN, we used a modified algorithm described in section 3. This algorithm allows the connections between different layers of neurons. It takes a random pair of the neurons and creates a new neuron which is added to the network if \( \mu_{\text{new}} < \min(\mu_1, \mu_2) \), where \( \mu_{\text{new}}, \mu_1, \) and \( \mu_2 \) are the values of criterion (2) calculated for the new and taken neurons, respectively. The growth of the network terminates after a pre-specified number of failed attempts of improving the performance; this number was specified equal to 7. For both networks we used a transfer function (1) and \( F \) equal 240.

The experimental results averaged over 30 runs are shown in Table 1 which lists the mean and 95% confidence interval of the sensitivity, specificity, and performance calculated for the FNN, GMDH and PN on the single test consisting of 808 EEG segments.

Applying the standard neural network technique, we found out that the FNNs exploiting 10 hidden neurons and 24 principal components provided the best performance Over 30 runs the FNNs correctly classified 95.7±3.2% of the testing data.
Table 1: Performance of classifiers on the single test consisting of 808 segments

| # | Classifier | Sensitivity, % | Specificity, % | Performance, % |
|---|------------|----------------|----------------|----------------|
| 1 | FNN        | 57.5±37.4      | 99.3±1.4       | 95.7±3.2       |
| 2 | GMDH       | 63.1±8.0       | 99.9±0.2       | 96.6±0.8       |
| 3 | PN         | 63.1±13.4      | 99.5±1.0       | 96.3±1.8       |

The GMDH-type networks with the settings described above have correctly classified 96.6±0.8% of the testing data. This is slightly better than that for the FNN.

The PNN has nearly the same performance and correctly classified 96.3±1.8% of the testing data. However for the best PN, the performance was 97.4%. This PN consists of seven neurons connected with the following eight features:

1) AbsPowSubdeltaC3, the absolute power of subdelta in channel C3,
2) AbsPowSubdeltaC4, the absolute power of subdelta in channel C4,
3) RelPowThetaC4, the relative power of theta in C4,
4) RelPowTheta, the relative power of theta in C3+C4,
5) AbsPowThetaC4, the absolute power of theta in C4,
6) RelPowAlphaC4, the relative power of alpha in C4,
7) AbsPowAlpha, the absolute power of alpha in C3+C4,
8) RelPowBeta2C3, the relative power of beta2 in C3.

Defining a transfer function (1) as a polynomial function \( y = P(v_1, v_2; [w_0 w_1 w_2 w_3]) \) in which arguments \( v_1 \) and \( v_2 \) are connected either to outputs of the previous neurons or to the features listed above, the best PN can be comprehensively described by a following set of the seven polynomials:

\[
\begin{align*}
y_1^{(1)} &= P(AbsPowThetaC4, RelPowThetaC4; [0.947 – 0.087 0.073 0.070]), \\
y_2^{(1)} &= P(AbsPowSubdeltaC3, RelPowBeta2C3; [0.933 – 0.131 – 0.066 – 0.065]), \\
y_3^{(1)} &= P(AbsPowSubdeltaC4, RelPowTheta; [0.932 – 0.204 – 0.008 0.003]), \\
y_4^{(1)} &= P(AbsPowAlpha, RelPowAlphaC4; [0.929 – 0.193 0.034 0.036]), \\
y_1^{(2)} &= P(y_1^{(1)}, y_2^{(1)}; [0.189 – 0.595 0.666 0.764]), \\
y_2^{(2)} &= P(y_3^{(1)}, y_4^{(1)}; [0.250 – 0.003 -0.540 1.331]),
\end{align*}
\]
The inter-individual variability of the above PN can be evaluated in terms of the classification accuracy on the 10 EEGs described in section 2. The classification accuracy on these data was only $68.3\% \pm 1.8$, that is much less than for a single test. So, the EEG variability over patients is very large and heavily affects the generalization ability of the classifier induced from the EEG recorded from one patient. Clearly, the generalization ability can be improved by learning classifiers from EEGs taken from more than one patients.

Observing the results listed in Table 1 we can conclude that the PN induced by our method performs slightly better than the FNN. The PN reveals the same performance that for the GMDH-type network learnt from the data with a Gaussian assumption on the noise. However the PN learns to classify without any assumption on the distribution of noise in data. In the meantime, the PN is observable for EEG-experts and shows how the features and hidden variables are combined and a decision is arrived.

5. Conclusion

Although feed-forward neural networks can learn to classify EEGs well, such classifiers cannot be easily comprehensible for clinicians. On the other hand, the rule extraction and decision tree techniques, which are able to produce the comprehensible rules, are commonly based on the trade-off between the complexity and the classification accuracy of rules (e.g., [13] – [18]). Con-
trary to this approach our PN technique aims to induce classification models observable for experts keeping the classification errors down.

Using our technique in our experiments, we have induced two classification models from the clinical EEGs for which the distribution of noise cannot be assumed Gaussian. The first model is for classifying the benchmark EEGs of an Alzheimer and a healthy patient and the second for an automated recognition of cardiac, eye movement, muscle and other artifacts in the EEGs of sleeping newborns. For artifact recognition we used the features calculated for the current EEG segment while additional information coming from other channels outside EEG has been used only by the experts to label the EEG artifacts.

The first practical result obtained in this paper is that the induced polynomial models can be observable for EEG-experts, that is, these models give useful information on that how the decisions are made. The second is that we compared the performance of our polynomial and some machine learning techniques on the EEG data. The third is that the inter-individual variability has been evaluated for the classifier learnt from the EEG recorded from one patient. The final result is that the polynomial model has been learnt for an automated recognition of all the types of EEG artifacts including cardiac, eye movement, muscle, and electrode noise which were visually recognizable for the EEG-experts.

The above results have been obtained on a few EEG records that the EEG-experts could label visually. In practice, the visual labeling of EEGs requires a lot of expertise and human efforts, so that the lack of labeled EEGs is a value problem. Certainly, our results should be confirmed on a large volume of EEGs which EEG-experts will be able to label.

Thus we can conclude that our PN technique is able to provide the observable classification models and at the same time keep their error down without making unrealistic assumptions on the distribution of noise presented in data. We believe that this technique seems promising for mining clinical EEGs.
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