MIDAS: Deep learning human action intention prediction from natural eye movement patterns
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ABSTRACT

Eye movements have long been studied as a window into the attentional mechanisms of the human brain and made accessible as novelty style human-machine interfaces. However, not everything that we gaze upon, is something we want to interact with; this is known as the Midas Touch problem for gaze interfaces. To overcome the Midas Touch problem, present interfaces tend not to rely on natural gaze cues, but rather use dwell time or gaze gestures. Here we present an entirely data-driven approach to decode human intention for object manipulation tasks based solely on natural gaze cues. We run data collection experiments where 16 participants are given manipulation and inspection tasks to be performed on various objects on a table in front of them. The subjects’ eye movements are recorded using wearable eye-trackers allowing the participants to freely move their head and gaze upon the scene. We use our Semantic Fovea, a convolutional neural network model to obtain the objects in the scene and their relation to gaze traces at every frame. We then evaluate the data and examine several ways to model the classification task for intention prediction. Our evaluation shows that intention prediction is not a naive result of the data, but rather relies on non-linear temporal processing of gaze cues. We model the task as a time series classification problem and design a bidirectional Long-Short-Term-Memory (LSTM) network architecture to decode intentions. Our results show that we can decode human intention of motion purely from natural gaze cues and object relative position, with 91.9% accuracy. Our work demonstrates the feasibility of natural gaze as a Zero-UI interface for human-machine interaction, i.e., users will only need to act naturally, and do not need to interact with the interface itself or deviate from their natural eye movement patterns.

Introduction

The way we interface humans with machines can define the success of their interaction, and is in many cases the bottleneck for overall performance1. Human eye movements have long been studied as a window to human cognition, with the resulting gaze-based interfaces seen as a promising medium for low-cognitive-load human-machine interaction2. Interfaces of this kind aim to infer intention from the way in which a user looks at the world3,4. A limiting factor to their development however is that they suffer from the ‘Midas Touch’ problem – the problem of distinguishing whether a user is simply viewing an object to intake visual information about it, or actively viewing because they intend to interact with it5. The Midas Touch problem remains unsolved in gaze-based interfaces, due to the challenges within accurate eye-tracking, in variable environmental conditions, resulting in imperfect data6 as well as the complexity of interpreting gaze dynamics in an ever-shifting visual environment and mapping these to a range of possible intentions7.

Researchers have studied gaze as a proxy for human intentions for over a century8–11, predominantly with respect to the major constituent parts of gaze, i.e. saccades and fixations12,13. Measures of intention in this regard have generally focused either on differences in the distribution of gaze fixations (defined as periods of comparatively little movement, for time periods of around 350ms14), or on differences in saccadic velocity profiles15–17. Since the days of Yarbus9 the field has shown spatial differences in gaze scanpaths in different static task contexts. Such paradigms of showing a stimulus and observing a response lie at the heart of vision science18; but here we aim to invert this traditional approach using machine learning, to investigate how we can decode the intentions of a person by observing how they look at a scene, based on purely natural gaze traces. Such an approach would unlock not only the use of natural gaze for human interfacing by enabling us to overcome the Midas Touch problem but would also unlock our scientific understanding of what controls visual saliency and task goals.

Many prior works have gone beyond static fixation distributions and investigated gaze behaviour in natural settings19–23,
to try and capture the implicit information held within natural gaze. For ‘reverse engineering’ gaze behaviour to understand intention, there have been attempts at building Inverse Yarbus models\textsuperscript{24}, though most eye movement research is based on participants looking at a computer monitor with a static image\textsuperscript{25-28}. Approaches like these may be suitable for modelling simplistic static gaze behaviour where multiple saccades and fixations are made over a constant image, but are not applicable for more complex free-viewing behaviours. The efficacy and applicability of such Inverse Yarbus models outside of very limited static scenarios has been contested\textsuperscript{25,26,29}. With the exception of Bulling et. al’s work\textsuperscript{30}, which focuses on a simplified binary classification problem, no Inverse Yarbus models detailed in the literature have been developed to work in real-world settings – that is, no models have been trained using data gathered from real-world natural experiments, where participants freely move their heads and interact with real physical objects in 3D\textsuperscript{31}. One of the reasons for this is the increased difficulty in overcoming the Midas Touch problem in natural settings – we do not necessarily want to interact with every object we look at, and in object-dense real-world environments this problem is magnified significantly.

Past efforts to overcome the Midas Touch problem have involved techniques such as analysis of dwell-time\textsuperscript{32}, detection of focal fixation\textsuperscript{7}, or co-actuation with other modalities, such as voice\textsuperscript{33}, winking\textsuperscript{34}, or keyboard input\textsuperscript{35} but such attempts are only successful in limited and simplified settings. These methods have the advantage of correctly interpreting the user’s intentions, but ignore all natural gaze cues and force end-users to direct their gaze in an artificial manner, which can prove both difficult for users, and unreliable in all but the most narrow of scenarios.

Co-actuation of gaze with a voluntary movement is also not suitable for those users who would be the most direct beneficiaries of natural gaze interfaces, i.e. users with severe motor impairments. For these users, many of the typical human-machine interfaces which require actuation by limbs or digits, are not usable. The human oculomotor system typically remains intact even in severe cases of tetraplegia and other motor impairments\textsuperscript{2}, and eye movements are preserved for a longer period than skeletal movement with respect to neurodegenerative diseases\textsuperscript{36}, making them a viable interface for disabled users. Ideally, a gaze interface would rely solely on natural gaze cues, such that the user would direct their gaze as they naturally do, with the system having the capability to detect action intention from subtle differences in the natural gaze signal, thereby minimising cognitive load. In addition, natural gaze contains temporal characteristics that models can leverage, such as a sequential structure\textsuperscript{20,23} and just-in-time order\textsuperscript{21,22} when actively viewing freely in natural tasks. Hidden Markov Models have already been applied to scanpath modelling\textsuperscript{37} for predicting future actions based on gaze information, however these models suffer considerably when data is noisy and incomplete, as is often the case in real-world recordings, and are unreliable in complex situations with more flexible behaviours.

Here we detail a new approach by capturing multimodal data sources from real-world human behaviour. By combining spatiotemporal eye movement dynamics with contextual information extracted on-the-fly through the implementation of a ‘semantic fovea’ (an object recognition system that can recognise and categorise objects in the field of view in real-time\textsuperscript{38}), we obtain rich natural gaze behaviour, allowing our models to learn and distinguish subtle differences in the user’s gaze dynamics. We designed an experimental process to capture task-specific natural gaze behaviour data in a dining table scenario (see Fig. 1). Subjects sat in front of a dining table where different target objects were placed. Each subject was asked, through computer-generated voice commands, to perform actions of three types: manipulate one of the objects, imagine manipulating one of them, or inspect objects to answer a question. Experiments were conducted with 16 subjects, for about 3 hours of interactions each, resulting in 13,679 total trials.

This multimodal real-world experimental approach allows us to gather sufficient quantities of high resolution contextual gaze data, such that we can build deep recurrent neural network models that can capture and distinguish subtle differences in the temporal and spatial evolution of scanpaths over salient objects. Our models can thereby accurately identify task context, based solely on a participant’s stream of eye movements in a given real-world task, providing a promising step forward for data-driven natural gaze control interfaces.

Results

Dataset description

We ran data collection experiments with 16 subjects, for approximately 3 hours each. During each experiment trial, subjects interacted with 6 different target objects (a banana, a bottle, a bowl, a cup, a doughnut, and an orange) on a table in front of them, see Fig. 1. Interactions were prompted by instructions communicated through computer-generated voice commands. Each instruction was composed of what to do and which target object to do this on e.g., “Pick and place in the center: banana”. See supplementary materials for a comprehensive list of all instructions. The instructions covered two classes of behaviour: inspection, where users would visually inspect objects’ attributes to answer a two-choice question, and manipulation where users would manipulate an object, either in physical or imaginary interaction. The structure of each instruction sentence was designed to reveal the target of the task to the subjects at the very end of the command, to minimise task-object related gaze cues appearing earlier than the end of an instruction communication.
Figure 1. Data collection experiments. (1) Our experiment runner software manages the experiment, randomising the tasks and keeping track of progress. The software produces voice commands, asking the user to perform tasks requiring physical/imaginary manipulation of objects or inspection of attributes of the objects on the table. These commands are communicated to human participants through headphones (left). The participants are seated at the table with the objects placed on it, and are wearing eye-tracking glasses that record their eye-movements, and an ego-centric video stream. The subjects will then proceed to fulfil the task given to them by the experiment runner. An example of this can be seen in an ego-centric view in (2). The ego-centric video frames are passed through our Semantic Fovea\textsuperscript{38} which detects objects in the scene and their position with respect to gaze. The generated data, i.e. 2D gaze positions, object names and bounding box positions are then all saved by the experiment runner software (4). All frames shown in the example trial, 2D gaze positions and example data samples subfigures are egocentric views recorded from our dataset.
A behavioural dataset was collected through these experiments. Participants wore a pair of eye-tracking glasses (SMI ETG 2W, SensoMotoric Instruments, Germany), which recorded both ego-centric video and gaze position in pixels within the video frame, at average frequencies of 30Hz and 120Hz, respectively. Video frames were post-processed, going through our Semantic Fovea\(^\text{38}\), a convolutional neural network trained for object detection within ego-centric videos, relative to gaze points, producing object names and bounding boxes, see Fig. 1. Our experimental setup was equipped with optical sensors, to monitor which object slots were occupied, and for the subjects to answer the two choice question on object attributes presented to them in each inspection task by placing their hand on one of two sensors. See Methods for details. The sensor values are part of the dataset but were not used for our classification study. The intention decoding models we present here take as features the gaze and object positions within a video frame. These signals were not recorded at the same frequency; gaze points were recorded at 120Hz while object positions were extracted from video frames recorded at 30Hz. Moreover, the object detection algorithm can occasionally miss objects in a given frame. We used interpolation to make up for the gaps resulting from recording frequency mismatches and object detection errors. See Methods for details.

The experiment was designed to be conducted in 1-hour batches of trials, with 10 minutes of break every hour. In total, 16 subjects took part in the experiments, all right-handed, completing two or three 1-hour long batches each, resulting in a total of 13,679 trials, evenly split between manipulation (itself split into physical or imaginary, 53.4% and 46.6% respectively) and inspection tasks. See Fig. 1 for an overview of the experimental procedure. Gaze data recorded from all 16 subjects follows normal Gaussian distributions both in the horizontal and vertical axes of the egocentric image frame, with the emergence of a central bias\(^\text{39}\) of gaze behaviour in head-centric coordinates, see Fig. 2A. There is slight but noticeable difference when comparing the centrally-biased distributions of the two classes of tasks, with the manipulation task showing a consistent \(\approx 100\) pixel offset in the horizontal axis across all subjects, and a negligible difference in the vertical axis (Fig. 2A).

Gaze speeds across all subjects follow similar patterns, showing a chi-squared distribution (Fig. 2B). When comparing mean gaze distance covered over all subjects’ respective trials, we can see that the variance on a per-subject basis is considerably higher than the difference between the two tasks (Fig. 2C). We note however that there is a small but systematic difference in the mean gaze distance covered between inspection and manipulation trials, with the distance covered across inspection trials systematically higher than that of manipulation trials (Fig. 2C). We investigate these systematic differences in the analysis and validation of our classifier.

**Gaze-based intention classification**

As a first model for predicting gaze context from scanpaths, we investigate the horizontal shift of gaze points observed in the data between the two types of tasks (see Fig. 2A). We focus on static 2D gaze positions on the target object, attempting to classify intentions based on the average horizontal gaze position within the target object bounding box. Fig. 3A shows the average normalised image of an orange obtained by normalising all the orange object frames given by the Semantic Fovea\(^\text{38}\).

The naive hypothesis here is that as all our participants are right-handed, and would reach to manipulate objects from the right-hand side, the distribution of gaze positions within the object bounding box would show a higher concentration on the right-hand portion, where they would place their hand – we refer to this as handedness bias. To check for this hypothesis, we implemented our handedness bias classifier which takes as input the average of the horizontal positions of the gaze points on the object, with gaze positions normalized to the object bounding box, and classifies the user’s intention as manipulation if this average is above a given threshold. The threshold could vary from 0 (left border of the object) to 1 (right border of the object). If the average normalized horizontal gaze position is above the threshold, then the trial is considered as manipulation, otherwise it is identified as inspection.

Fig. 3B shows data from a sample trial where the target object was the orange and Fig. 3C shows a sketch of the handedness bias model. This model was evaluated with thresholds ranging from 0 to 1 by steps of 0.01 and with best accuracy reached on our dataset being 51%, i.e. almost chance level. Such low accuracy on a balanced binary classification task indicates that the average horizontal gaze position on the object does not carry distinguishable information with regards to the context of gaze, i.e. the intended task, and is therefore not a good feature to infer the user’s intention from.

For a more general evaluation of gaze position on target object as a feature for intention decoding, we set out to determine whether the distribution of gaze positions on the target object differs from one intention to the other. We used Gaussian Mixture Models (GMMs)\(^\text{40}\) to learn the static distribution of gaze positions on the target object for each intention class. A GMM is a flexible model for probability distributions, which fits a weighted set (or mixture) of Gaussian distributions to a target distribution. Here we are trying to model two target distributions, one per intention, so we fit two different GMMs to our data. To classify a trial, the set of gaze points on the target object is extracted, and the likelihood of this set under each of the models is computed. The intention with the highest likelihood is then associated to the observed gaze data. The number of Gaussians in each GMM was determined by optimizing the Bayesian Information Criterion (BIC)\(^\text{41}\).

Fig 3E and Fig 3F show the learnt distributions for inspection and manipulation trials respectively, on an orange. To help in reading the difference, Fig 3F shows the difference between the two learnt models. The accuracy of the GMM approach in
Figure 2. Dataset overview. A) shows a slight difference in the mean 2-D distributions of gazepoints across all subjects in the two different tasks, with the manipulation task right-shifted across all subjects. We also overlay in purple the centroids of the subjects’ individual gaze distributions on the grand average per-task distributions. B) shows a histogram of the speed distribution difference between the two different modalities, both fitting a chi squared distribution. C) Mean gaze distance covered over all subjects’ respective trials, showing variance on a per-subject basis as considerably higher than the difference between the two tasks.
decoding intention was 53%, barely above chance level. This result indicates that static gaze distributions on the target object do not carry enough information to discriminate between user intentions. Two factors limit the approaches we have shown here: ignoring the time dimension, and the dismissal of all gaze positions which did not land in the target object’s bounding box.

**Figure 3.** Illustration of the handedness bias and GMM intent classifiers with the orange as an example target object. (A) Normalised picture of the orange. (B) Gaze points landing on the orange on a sample trial where it is the target object. (C) Illustration of the handedness bias classifier, which looks at the relative amount of eye movements to the left or right of the vertical decision boundary between the red section (inspection) and the blue section (manipulation) - for a right handed user using the right hand for interaction. (D) Contour plot of the learnt GMM density for the inspection trials. (E) Contour plot of the learnt GMM density for the manipulation trials. (F) Heatmap of the difference between the learnt GMM densities for inspection and manipulation trials.

The observations from the results above confirm findings described in the literature regarding the importance of gaze dynamics and the order of motion in gaze scanpaths over time\(^\text{42}\). To incorporate this dimension into our classifiers, we implemented models which use time series data as input. We considered different sets of features: gaze position, gaze and target object positions, gaze-target distance and gaze speed. We also trained models to classify intention from gaze-target distances and gaze speeds distribution. See Fig. 5D for a summary of the different features considered. The purpose is now to find a model which does well at classifying the different input sequences to recognize the user’s intention.

Treating intention decoding as a sequence classification problem is well studied in Natural Language Processing (NLP), particularly in the task of sentiment analysis, where algorithms are designed to decode the main sentiment of a sentence\(^\text{43}\). Here, we took inspiration from the work of Baziotis et. al.\(^\text{44}\) who have used an LSTM-based sentiment decoder running on tweets. Fig. 4 presents the architecture of our gaze intention classifier, MIDAS. First, input time series (2D gaze position alone or with target object position, gaze speed or gaze-target distance) are fed to a bidirectional LSTM network\(^\text{45}\), which captures the time dynamics of the input features. The output of the LSTM block is then fed to an attention layer\(^\text{46}\) which focuses the model on the most meaningful chunks of the time series. The output of the attention layer is fed into a fully connected neural network which outputs the user’s intention. To benchmark MIDAS’s performance, we also trained standard machine learning models to decode user intention from our behavioral gaze dataset, namely Gradient Boosting, Support Vector Machines (SVMs), and Logistic Regression.

Different feature sets are explored to classify intent. Given its architecture, MIDAS only allows time series data as input (2D gaze positions, gaze-target distance or gaze speed, see Fig. 5D). All other machine learning models used in this study only
require fixed-size inputs, meaning that they accept both fixed-length time series and their histograms. The models were trained and evaluated under cross-validation schemes, in which the available data is split into several chunks, and the model is trained successively on all except one left out for validation. We used two cross validation schemes: 5-fold where the full dataset is randomly split into 5 chunks of data, and leave one subject out where each chunk is the data from one subject. The latter allows to evaluate how well the model would generalize when being fed data from new, unseen users.

Fig. 5A shows the mean and standard deviations of MIDAS’s accuracy from leave one subject out cross-validation. The patterns on the bars in Fig. 5A correspond to those shown in the Venn diagram in Fig. 5D. The highest mean accuracy reached by MIDAS on leave one subject out cross-validation is 91.1%, for the case where an attention layer is used in the architecture, and no target object position information is provided. However, the MIDAS accuracy does not vary much without attention, or with inclusion of target object position data, as can be seen in Fig. 5A, reaching a minimum of 89.13% mean accuracy in the case with no attention layer and no target object position data. This indicates that the result is robust to the inclusion/exclusion of an attention layer in the architecture, and also that knowing the target object a priori is not a requirement to maintain the model’s performance level.

Fig. 5C shows means and standard deviations for MIDAS and standard machine learning approaches, on 5-fold cross validation, with different feature set inputs; here as well, the bar chart patterns are indicative of feature type and correspond to those shown in the Venn diagram in Fig. 5D. Given raw gaze traces and the target object’s position as input MIDAS outperforms standard machine learning approaches on the intention decoding task, rising up to 91.9% mean accuracy, compared to highest mean accuracy of other models being 84.5% in the case of gradient boosting. The same observation can be made with gaze speed and gaze-target distance time series as input, where MIDAS reaches respectively 82.6% and 73.1% accuracy, each at about 10% above the next best performing model. Gradient boosting outperforms logistic regression and SVM on this task, no matter the feature set. It can also be noticed that the histogrammed feature sets carry some information about the user’s intent as classifiers can reach an accuracy significantly above chance with them. Table 1 shows detailed results of the classification accuracy for all models on 5-fold cross validation.

| Input Feature                  | MIDAS   | Gradient boosting | SVM      | Logistic regression | Handedness bias |
|--------------------------------|---------|-------------------|----------|---------------------|-----------------|
| Raw gaze                       | 89.8 ± 0.5 | 83.1 ± 0.6       | 56.9 ± 0.9 | 49.7 ± 0.2         | N/A             |
| Raw gaze and target position   | 91.9 ± 0.5 | 84.5 ± 0.6       | 56.8 ± 0.9 | 49.7 ± 0.2         | 50.5 ± 0.1      |
| Gaze - target distances       | 73.1 ± 0.9 | 63.7 ± 0.7       | 56.1 ± 1.2 | 50.5 ± 1.0         | N/A             |
| Gaze speeds                    | 82.6 ± 0.5 | 70.8 ± 1.0       | 56.4 ± 0.8 | 52.9 ± 0.7         | N/A             |
| All time series               | 91.9 ± 0.7 | 84.3 ± 0.8       | 57.8 ± 0.2 | 50.6 ± 0.6         | N/A             |
| Histogrammed distances        | N/A     | 76.8 ± 0.9       | 75.1 ± 0.7 | 62.5 ± 0.7         | N/A             |
| Histogrammed speeds           | N/A     | 72.0 ± 0.8       | 70.9 ± 1.0 | 67.5 ± 1.3         | N/A             |

**Table 1.** Accuracy and its standard deviation (5-fold cross validation) of all trained models and input data. N/A indicates impossible combinations of input and classifier. Models within two standard deviations of chance 50% are greyed out. The top-performing model for each feature set is highlighted in bold, the top performing models have a shaded table cell.
Figure 5. The performance of our model, MIDAS, in ablation studies and in comparison with standard models. (a) Mean and standard deviation of MIDAS’s accuracy on leave-one-subject-out cross-validation, with ablations on inclusion of the attention layer in the deep network, and the target object position. (b) Accuracy of MIDAS, gradient boosting and random forest over time from the moment when the subject has heard the full task description. (c) The performance of MIDAS on 5-fold cross-validation compared to more standard machine learning classification models. In all plots, the dashed black line indicates chance level.
The results presented in Fig. 5A show that the presence or lack of an attention layer has very little impact on MIDAS’s performance, and so does having the target object's position. Moreover, it can be seen that MIDAS generalizes well to unseen users, even if only the raw gaze data is available (Fig. 5A). To better understand the performance of MIDAS over different lengths of input data streams, in Fig. 5B we present the evolution of MIDAS’s accuracy with respect to the time series duration it is being given to infer an intention. After only 600 milliseconds, MIDAS can determine the user’s intent with 65% accuracy and this only goes up with time, reaching a peak performance of around 92% accuracy with 3.3 seconds of input time series. This result shows that there is a latency versus accuracy trade-off when using MIDAS, which could potentially be set by users to suit their convenience. We see a similar trend for the best performing standard machine learning model, i.e. gradient boosting (Fig. 5B), showing an initial tie with MIDAS in shorter sequence lengths, with MIDAS taking over as sequence lengths increase. It must be noted that MIDAS has the advantage that a single model is trained to cope with time series of all lengths, whereas gradient boosting models need to retrain for different sequence lengths.

These results lead to two essential conclusions. First, we show the possibility of learning patterns in natural gaze behavior data which allows us to infer a users’ intent. Second, the longer the gaze sequence, the more accurate the decoding of the intention behind it. These two observations, confirmed by MIDAS and standard machine learning models as well, imply that there are characteristic patterns to specific intentions in our dataset of natural gaze behaviour, and that these cues are spread across time.

Discussion

We set out to investigate whether we could utilise deep recurrent neural networks to overcome the Midas touch problem of intention decoding in hand-based manipulations in a real-world, desk-based scenario. Our deep classifier, MIDAS, learns to distinguish between different gaze dynamics in real-world behaviour, allowing us to overcome the Midas Touch Problem\(^\text{5}\) with a high degree of accuracy to distinguish between mere visual inspection and hand manipulation intentions. MIDAS can infer user intent with relatively little data, with the accuracy rising quickly from the first few hundred millisecond (including processing delays of verbal instruction) at 65% to plateauing with 92% at 3.3 seconds (see Fig. 5B). This performance is in contrast to standard machine learning methods including methods developed previously to help resolve the Midas Touch problem.

We investigated whether the model was simply learning large spatial or temporal differences in the data. The gaze distance covered during the task varies considerably more across individuals than across the two classes, although there is a slight but systematic increase in gaze distance covered in the inspection task versus the manipulation task, see Fig. 2. This is perhaps to be expected, given the more active information-gathering for object comparisons that needs to take place in our inspection tasks, compared with a more focused approach in the manipulation tasks. There is considerable overlap between the two classes with respect to their spatial distributions, with the natural central-biased 2D Gaussians of both fitting with gaze behaviour described in the literature\(^\text{27, 49}\). Gaze speed is consistent between the two classes, with both classes’ speeds fitting a chi-squared distribution closely, see Fig. 2. We investigated the effect of these potential biases within gaze-target distance, and gaze speed by training conventional machine learning algorithms on these features. The results (see Fig. 5C) show that MIDAS outperforms all of these models, suggesting that MIDAS is capturing dynamics beyond gaze-target distance and gaze speed.

A body of literature show how gaze temporal dynamics implicitly hold information both about intentional state (e.g.\(^\text{27, 49}\)) and task structure (e.g.\(^\text{50}\)). The weak performance of the GMM model indicates that gaze locations alone do not carry sufficient information to build reliable inverse Yarbus models. It is important to investigate the evolution of temporal structure across these natural tasks, if we are to properly build predictive models of natural behaviour that are consistent with the dynamic and ever-changing nature of our top-down goals. There is an unresolved question in the field as to what extent eye movements are driven by bottom-up processes\(^\text{51, 52}\), in response to visual features in a scene, versus by top-down processes, by our intentions and task goals. Our results with MIDAS lend weight to the combination of the two, but highlight the importance of evolving top-down subgoals in determining gaze location and future scanpaths.

Our approach uses unconstrained natural gaze behaviour as a action intention signal from free head and body movement based eyetracking in a real-world setting involving physical manipulation of objects. We can now distinguish the subtle differences within eye movement trajectories across two major modes of intention that triggers eye movements. Taking our approach into practice means, e.g. as a user interface in VR or as an assistive technology for motor impaired, we can implement a Zero User interface (Zero UI) system\(^\text{53}\), that detects the user’s intentions while they act naturally, and will therefore not require any interactions with a user interface nor users having to learn custom gaze “gestures” (such as blink timings, dwell times, or complex eye movement patterns) to resolve the Midas Touch problem. MIDAS operates and is trained on natural eye movements occurring during real-world interactions. Our approach is entirely data-driven, and based on a new machine learning model that only requires free movement eye-tracking data combined with ego-centric video to operate. This means that our approach is customisable to many real-world, natural tasks, simply by including further scenarios in the training phase. We have previously shown how navigation intentions can be successfully decoded from natural eye movements with a Zero UI.
approach and deployed it successfully in wheel chair driving in real-world settings\textsuperscript{54}. However, while the system there operated on natural eye movement behaviour, the temporal component was less important in the navigational setting of a wheelchair. Here, we demonstrate the ability to resolve the Midas Touch problem for actual touch and physical manipulation, where we show that the temporal component of eye movements are essential for intention decoding.

We have shown a data-driven route to resolve the Midas Touch problem and decode natural eye movements associated with action intentions versus visual inspection, previously in navigation tasks\textsuperscript{53, 54} and now here in manual ones. Our findings prompt the question whether a general-purpose, multi-task, gaze-based intention decoder robust to the Midas Touch problem can be created simply through collecting sufficiently rich and diverse task data. The tools for ubiquitous data collection using wearable eye-tracking and mobile computing are there. The scale of the required labelling of the action intention could be a challenge if done by hand, but automatic labelling for action intention either through automatic action recognition\textsuperscript{55} or latent embeddings of movements of the body and the eyes\textsuperscript{56, 57} may be timely solutions. It has now been 60 years since yarbus, the recognition that eye movement interacxes have benefits with limitations due to the Midas Touch problem\textsuperscript{15}. Resolving the Midas Touch problem using our approach may help further boost the deployment of eye-tracking technologies from controlled lab spaces into e.g. inside vehicles to support consumers\textsuperscript{58}, to non-invasive easy to setup-and-go assistive technology for motor impaired users\textsuperscript{59}, and to create more intuitive human-computer and human-robot interaction settings.

\section*{Methods}

\subsection*{Experimental setup}

\textbf{Experimental design} - For our data collection experiments, we designed an experimental setup to collect natural gaze data for two specific intentions: Inspection and Manipulation. Figure 1 gives an overview of the experimental pipeline. Participants sit in front of a dining table with six different objects on it. The experiment was split into trials. A trial would start with the subject hearing a computer generated audio description of the task through an over-head headset they were wearing. The subject then proceeds to fulfill the given task, after which the trial is complete and a new one begins. Trials were designed to capture the two different intentions when looking at an object, i.e. Inspection or Manipulation.

The tasks in the inspection class relate to comparing objects on a given feature, e.g. “Weight, which is higher: A - Bottle, or B - Bowl?”. The manipulation class of tasks involved different types of object manipulation, either requiring for the task to be physically performed, or imagined, e.g. “Pick and put back: Banana.” or “Imagine finger positions to eat from: Bowl.”. A full list of given tasks are provided in supplementary materials. As observed in above examples, instructions are given in such a way so as to reveal the target object of interaction as the last word. The participants would therefore have to wait for the instructions to be finished before proceeding to complete the task. This enables us to control which part of the trial carries task-relevant gaze cues for our classification model to be trained on. Trials were taken by participants in sessions of one hour. In total, 16 subjects, all right-handed, took 2 to 3 sessions each, leading to a grand total of 13,679 trials and about 45 hours of recorded data.

\textbf{Setup} - An experiment runner software was designed and coded for these experiments, which would handle the progression of experiments, including randomisation of tasks, and generation of voice commands, as well as recording all the streams of data and producing the final dataset for our classifier. The software was run on a laptop using an NVIDIA GTX 1080 with 64GB RAM. The participants wore a pair of over-head headphones and eye-tracking glasses (SMI ETG 2W, SensoMotoric Instruments GmbH, Teltow, Germany). Optical proximity sensors were integrated into the dining table setup with an Arduino Uno which was then interfaced with by the experiment runner software via USB, allowing participants to indicate an answer in the comparison tasks by holding their hand over the respective sensor, to select A or B, and also keeping track of object places, i.e. which object space on the table is empty. Egocentric video and gaze position on that video were recorded from the eye-tracking glasses. Gaze position was recorded at an average frequency of 120 Hz while video frame recordings are at 30 Hz. As the different recording devices had different recording rates, the time code of each of their recordings were also saved to wearable eye-tracking and mobile computing are there. The scale of the required labelling of the action intention could be a challenge if done by hand, but automatic labelling for action intention either through automatic action recognition or latent embeddings of movements of the body and the eyes may be timely solutions. It has now been 60 years since yarbus, the recognition that eye movement interacxes have benefits with limitations due to the Midas Touch problem. Resolving the Midas Touch problem using our approach may help further boost the deployment of eye-tracking technologies from controlled lab spaces into e.g. inside vehicles to support consumers, to non-invasive easy to setup-and-go assistive technology for motor impaired users, and to create more intuitive human-computer and human-robot interaction settings.

\subsection*{Data preprocessing, bias mitigation and model verification}

Gaze position data was used raw, except for the very few missing data points which were set to 0. Object position was recorded at around 30Hz while gaze positions are at around 120Hz. It was therefore necessary to interpolate the object positions to fit the recording rate of the gaze traces. There are three major reasons for gaps in object positions’ time series: the difference in recording frequencies, a failure of the object detection algorithm and the object actually not being in the frame. An interpolation strategy was put in place to decide which gaps should be filled in and which ones should be left empty. The decision criterion was the length of the gap, consider that if data is missing due to a failure of the detection algorithm, the gap is likely to
be smaller than the case if the object is simply not in the frame. From the CDF of object position gap sizes presented in Supplementary Fig. S1, it was decided to interpolate all gaps of less than 100 data points (≈ 0.8 seconds).

With the experimental design above, we anticipate two potential sources of bias: (1) Inspection task descriptions are longer than Manipulation task descriptions. (2) Two or three objects are named in Inspection tasks against a single object in Manipulation ones. We studied these potential biases and mitigated where necessary.

The first major difference between two trials with a different intention is their length. Indeed, instruction texts for inspection trials are longer on average (therefore longer to pronounce) than those with manipulation intention. As such, it could be possible to get a trial’s corresponding intention solely from its length. To mitigate this bias, we only considered data which was recorded after the audio task description ended. However, even when considering only the post-instruction section of a trial, not all trials were the same length, still representing a bias. Fig. S2C presents the inverse trial lengths CDF for each intention class. The difference in trial lengths start to appear after 400 points of recording so the rest of the trials was discarded to present from any bias. We thus cropped each sample to keep only a central part from the end of the audio description to the point where most recordings stop. This left us with around 3.33 seconds of recording for each trial to train our classifier on. See the effect of cropping the trials in Fig. S2.

The second bias which was studied comes from the fact that the number of objects named in the task descriptions was different with the associated intention. More precisely, two objects were named in inspection tasks against only one in manipulation tasks. This difference could impact the gaze trace by making the eyes move further from the target object during inspection trials. To check that the impact of this difference was light, we trained classifiers only on distance features. Fig. 5.b. shows that these models couldn’t perform well at the task of intention decoding, therefore the bias was considered as not significant.

**MIDAS and other classifiers**

All classification models mentioned in this paper were trained on the gaze and target object traces or a function of these (e.g. target-object distance, histograms, ...). Models were trained on different variants of cross-validation. Cross-validation consists in splitting a dataset into a given number $N$ of folds, setting a specific fold as test set, training the model on all the $N−1$ others and do this for each fold. This allows to get $N$ samples of the model accuracy, giving an idea of the distribution of accuracies for a specific model. In this paper, two types of cross-validation are used. In $k$-fold cross-validation, the original dataset is split randomly into $k$ equally sized smaller sets: the folds. In leave one subject out, each fold is the data of a specific subject.

All the standard models were trained with Python’s sklearn and MIDAS was implemented using Tensorflow 2. All instances of MIDAS waas trained during 200 epochs. In details, MIDAS is composed of 2 bidirectional LSTM layers with 256 neurons each, one attention layer leading to 3 dense layers with respectively 32, 16 and 2 neurons, with ReLU activation for the neurons.
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**Figure S1.** Cumulative Density Function (CDF) of the distribution of the length of gaps in the object position time series.

**Figure S2.** Illustration of the effect of our preprocessing to mitigate the trial length bias. (a) shows the distribution of raw trial lengths (task description + task execution) for both intention classes. (b) shows the distribution of task execution length for each trial (trial length minus instruction length) for both intention classes. (c) shows the inverse CDF of the task execution lengths for both intention classes as well as the cutting point we used as end of input sequences.