ACCURATE CALCULATION OF SPHERICAL AND VECTOR SPHERICAL HARMONIC EXPANSIONS VIA SPECTRAL ELEMENT GRIDS
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Abstract. We present in this paper a spectrally accurate numerical method for computing the spherical/vector spherical harmonic expansion of a function/vector field with given (elemental) nodal values on a spherical surface. Built upon suitable analytic formulas for dealing with the involved highly oscillatory integrands, the method is robust for high mode expansions. We apply the numerical method to the simulation of three-dimensional acoustic and electromagnetic multiple scattering problems. Various numerical evidences show that the high accuracy can be achieved within reasonable computational time. This also paves the way for spectral-element discretization of 3D scattering problems reduced by spherical transparent boundary conditions based on the Dirichlet-to-Neumann map.

1. Introduction

Many applications in e.g., geophysics, weather and climate modelling, and optical and electromagnetic materials, involve computations over spherical surfaces, where various scenarios require to calculate the expansions of scalars or vector fields in spherical harmonics (SPH) or vector spherical harmonics (VSH). Conventionally, the associated surface integrals on \( S^2 = \{(\theta, \varphi) : \theta \in [0, \pi], \varphi \in [0, 2\pi)\} \), are evaluated by numerical quadrature on global “tensor product” of equispaced grids \((1.1)\):

\[
\begin{align*}
\theta_j &= \frac{\pi(j + 1/2)}{J + 1}, \quad 1 \leq j \leq J; \\
\varphi_k &= \frac{2\pi(k + 1/2)}{2K + 1}, \quad 1 \leq k \leq K.
\end{align*}
\]

The number of points in two directions is generally determined by the so-called alias-free condition: \( J \geq (3L + 1)/2 \) and \( K \geq 3L + 1 \), where \( L \) is the cut-off frequency or the highest expansion mode. The computational complexity of direct computation of the discrete spherical harmonics transform is \( O(L^3) \). Nevertheless, fast algorithms were developed based on the FFT and new fast associated Legendre transform \cite{33, 27, 32}. The related spectral transform method has been widely used in simulations of partial differential equations (PDEs) on the sphere (see \cite{6} and the references therein), after all the spherical harmonics are eigenfunctions of the Laplace-Beltrami operator. However, it is noteworthy that the VSH spectral transform method has been less studied.

Various partitions of the spherical surfaces and local element methods have been proposed to reduce the cost of nonlocal communications between global transforms and facilitate the parallel implementation. These include the icosahedral, hexahedral, and cubed-sphere grids (cf. \cite{13}), among which the cubed-sphere partition of the sphere introduced by Sadourny \cite{28} meets the
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desirable features for a “good” partition in the sense of Phillips [26]. In practice, spectral element methods with such cartesian coordinate-based partitions provide powerful tools in weather prediction and climate modelling and simulations.

In this paper, we are concerned with high-mode SPH and VSH expansions, where the scalar and vector fields of interest are given nodal values resulted from a (conforming or non-conforming) spectral element discretization inside or exterior to the spherical surface. One important application is related to the acoustic and electromagnetic wave scattering with high wavenumber using spherical transparent (or nonreflecting) boundary condition (TBC) (or NRBC) for domain reduction is related to the acoustic and electromagnetic wave scattering with high wavenumber using spherical transparent (or nonreflecting) boundary condition (TBC) (or NRBC) for domain reduction. To fix the idea, let $S^2_\lambda := \{S^2\}_{\lambda=1}$ be a generic non-overlapping partition (cf. Figure 2.1) of the sphere $S^2$, and consider the spectral element approximations of unknown function $u$ and vector field $v$ projected upon (or restricted to) $S^2$ given by

$$u_N^E(\theta, \varphi) = \sum_{i=0}^{N} \sum_{j=0}^{N} u_{ij}^e \psi_{ij}(\mathcal{F}_e^{-1}(\theta, \varphi)), \quad v_N^E(\theta, \varphi) = \sum_{i=0}^{N} \sum_{j=0}^{N} v_{ij}^e \psi_{ij}(\mathcal{F}_e^{-1}(\theta, \varphi))$$

on $S^2$, (1.2)

where $\{u_{ij}^e\}_{i,j=0}$ and $\{v_{ij}^e\}_{i,j=0}$ are nodal values on the spectral-element grid on $S^2$, $\mathcal{F}_e$ is the elemental mapping from the reference square $Q := [-1,1] \times [-1,1]$ to $S^2$, and $\{\psi_{ij}\}$ are the spectral-element basis functions. We intend to evaluate

$$\tilde{a}_i^m = \int_{S^2} u_N^E(\theta, \varphi) Y_l^m(\theta, \varphi) dS,$$

$$\tilde{v}_i^m = \int_{S^2} v_N^E \cdot Y_l^m dS,$$

where $\varpi_l = l(l+1)$ and $\{Y_l^m, \Phi_l^m\}_{l \geq 0 \leq |m| \leq l}$ are VSH defined in (2.21)-(2.23) (cf. [33]). The significant challenges arise in the following aspects.

(i) The spectral element approximation $u_N^E$ and $v_N^E$ are piecewise smooth (i.e., only in $C^0(S^2)$), so the interplay between global quadrature points (cf. (1.1)) and spectral element grids via interpolation and fast transformation algorithm has only a first-order convergence.

(ii) When the SPH/VSH mode is high (i.e., $l$ is large), the SPH and VSH (so the integrands) become highly oscillatory. On the other hand, the elemental mapping (e.g., for the cubed-sphere grids) significantly complicates the integrand when one computes the integrals in the reference element $Q$. Thus, the naive use of a composite rule with partition coherent to the spectral element partition $S^2_\lambda$ can be applied to produce high accuracy, but one has to use a large number of points.

To overcome these difficulties, we employ a suitable partition of the spherical surface that allows for using some analytic formulas to evaluate the above integrals exactly element by element. Moreover, the double integrals can be evaluated by iterated integrals. These are essential for the efficiency of the algorithm, and effectiveness for high-mode expansions. This approach does not induce any additional error that exceeds accumulated computer round-off error by using these analytical formulas. It is noteworthy that Fournier [10] proposed a method for calculating global Fourier coefficients for given nodal values on non-conforming two-dimensional spectral elements. Yang et al. [36] introduced a new elemental mapping for conforming (curvilinear) spectral elements in simulations of polygonal invisibility cloaks involving time-harmonic Maxwell equations with non-local circular Dirichlet-to-Neumann (DtN) boundary conditions. A very efficient semi-analytic approach was proposed to compute Fourier coefficients via two-dimensional spectral element grids therein. The algorithm herein is actually spawned by [36], and aims at paving the way for simulating three-dimensional acoustic and electromagnetic wave scattering with bounded scatterers using spherical DtN TBCs. Accurate and rapid evaluation of integrals in (1.3) on spectral element grids becomes an exceedingly important ingredient for the whole algorithm (which we shall report in a future work).
With the accurate tool at our disposal, we consider three-dimensional acoustic and electromagnetic wave scattering in several scenarios where the incident waves are given by high-order spectral element approximations. By using the separation variable method together with our high mode SPH and VSH expansion algorithms for spectral element approximations, we obtain very accurate approximations for high frequency scattering waves from a single spherical scatterer. Besides, we provide a very stable means to compute the ratio of spherical Hankel functions with a wide range of arguments. An algorithm consists of the proposed SPH expansion formulation and transformed field expansion (TFE) method (cf. [39, 38]) is discussed for solving scattering problem with irregular scatterer. This idea can also be extended to electromagnetic scattering problem by using VSH expansion. The SPH and VSH expansions play an important part in solving multiple scattering problems as well. The simulation becomes much more challenging compared with the single scattering problem, due to the unavoidable interactions between the scattering waves from different scatterers. Much effort has been devoted to 2D problems (see, e.g., [2, 37, 14, 4] and the references therein). However, there has been limited study for the 3D case [9, 21, 20]. Here, we consider the case involving multiple spherical scatterers where the incident wave is given by spectral element approximations [12, 31]. Besides, they can be combined with some appropriate solvers [2] to tackle practical 3D problems involving scatterers with complex shapes.

The rest of the paper is organized as follows. In Section 2, we collect some relevant properties of spherical harmonics and vector spherical harmonics. We then present the algorithms for computing the spherical harmonic coefficients and vector spherical harmonic coefficients in Section 3. Some interesting applications in 3D multiple scattering problems are discussed in Section 4. Ample numerical results are provided to validate the accuracy of the proposed algorithms.

### 2. Preliminaries

#### 2.1. Spherical harmonics

The spherical coordinate of a given point \( x = (x, y, z) \) in \( \mathbb{R}^3 \) is represented by

\[
x = r \sin \theta \cos \varphi, \quad y = r \sin \theta \sin \varphi, \quad z = r \cos \theta,
\]

where \( r \geq 0, \theta \in [0, \pi] \) and \( \varphi \in [0, 2\pi] \) stand for the radial distance, polar angle and azimuthal angle (see Figure 2.1). The unit coordinate vectors in spherical coordinate system are denoted by \( \{e_r, e_\theta, e_\varphi\} \) which form a right hand coordinate system, i.e.,

\[
e_r \times e_\theta = e_\varphi, \quad e_\theta \times e_\varphi = e_r, \quad e_\varphi \times e_r = e_\theta.
\]

The spherical harmonics (see, e.g., [1]) are defined as

\[
Y_l^m(\theta, \varphi) = (-1)^m c_l^m P_l^m(\cos \theta) e^{im\varphi} = \hat{P}_l^m(\cos \theta) e^{im\varphi}, \quad c_l^m := \sqrt{\frac{2l + 1}{4\pi} \frac{(l - m)!}{(l + m)!}},
\]

for \( 0 \leq |m| \leq l, l = 0, 1, \cdots \), where \( P_l^m \) (resp. \( \hat{P}_l^m \)) is the associated (resp. normalized) Legendre function of degree \( l \) and order \( m \). Recall that for integer \( 0 \leq m \leq l \),

\[
P_l^m(x) = (-1)^m (1 - x^2)^{m/2} \frac{d^m}{dx^m} P_l(x), \quad x \in (-1, 1),
\]

where \( P_l(x) \) is the Legendre polynomial of degree \( l \). For negative order, it is defined by

\[
P_l^{-m}(x) = (-1)^{l-m} (l + m)! \hat{P}_l^m(x), \quad \text{so} \quad \hat{P}_l^{-m}(x) = (-1)^m \hat{P}_l^m(x), \quad 0 < m \leq l.
\]
The so-defined spherical harmonics \( \{ \mathcal{Y}_l^m(\theta, \varphi) \}_{\lvert m \rvert \leq l} \) constitute a complete, orthogonal basis of \( L^2(S^2) \) (where \( S^2 \) is a unit spherical surface), and
\[
\langle \mathcal{Y}_l^m, \mathcal{Y}_{l'}^{m'} \rangle_{S^2} = \frac{1}{4\pi} \int_0^{2\pi} \int_0^\pi \mathcal{Y}_l^m(\theta, \varphi) \overline{\mathcal{Y}_{l'}^{m'}(\theta, \varphi)} \sin \theta \, d\theta \, d\varphi = \delta_{ll'} \delta_{mm'},
\]
where \( \overline{u} \) is the conjugate of \( u \).

The algorithms to be proposed heavily rely on the trigonometric forms of the associated normalized Legendre functions \( \{ \mathcal{P}_l^m(\cos \theta) \} \). For this purpose, we start with the second-order equation:
\[
\frac{1}{\sin \theta} \frac{d}{d\theta} \left( \sin \theta \frac{d}{d\theta} \mathcal{P}_l^m(\cos \theta) \right) + \left( l(l+1) - \frac{m^2}{\sin^2 \theta} \right) \mathcal{P}_l^m(\cos \theta) = 0,
\]
which can be solved by the Fourier method. Based on the parity of \( l \) and \( m \), we have
\[
\mathcal{P}_l^m(\cos \theta) = \sum_{k=0}^{l/2} A_{lm}^k \cos(2k\theta), \quad l \text{ even}, \ m \text{ even};
\]
\[
\mathcal{P}_l^m(\cos \theta) = \sum_{k=1}^{l/2} A_{lm}^k \sin(2k\theta), \quad l \text{ even}; \ m \text{ odd};
\]
\[
\mathcal{P}_l^m(\cos \theta) = \sum_{k=1}^{(l+1)/2} A_{lm}^k \cos(2k-1)\theta, \quad l \text{ odd}; \ m \text{ even};
\]
\[
\mathcal{P}_l^m(\cos \theta) = \sum_{k=1}^{(l+1)/2} A_{lm}^k \sin(2k-1)\theta, \quad l \text{ odd}; \ m \text{ odd};
\]
where \( \{ A_{lm}^k \} \) can be computed by (backward) three-term recurrence relations obtained by inserting the expansions into (2.11). More precisely, for a given pair \((l, m)\),
- if \( l \) is even, then we compute
\[
A_{lm}^{l/2} = (-1)^{\lceil m/2 \rceil} d_{lm}; \quad A_{lm}^{l/2-1} = a_{l/2+1} A_{lm}^{l/2};
\]
\[
A_{lm}^{k-2} = a_k A_{lm}^{k-1} + b_k A_{lm}^k, \quad k = \frac{l}{2}, \ldots, 3;
\]
\[
A_{lm}^0 = \begin{cases} 
(a_2 A_{lm}^1 + b_2 A_{lm}^2)/2, & \text{if } l \geq 4, \\
\frac{l(l+1) - 2}{2l(l+1) - 4m^2} A_{lm}^1, & \text{if } l = 2,
\end{cases}
\]
where \([a]\) is the smallest integer \(\geq a\), and
\[
d_{lm} = \frac{\Gamma(l + 1/2)}{\pi} \sqrt{\frac{2l + 1}{(l - m)! (l + m)!}},
\]
\[
a_k = \frac{2(m^2 - l(l + 1) + 4k^2)}{2k - 2(2k - 3) - l(l + 1)},
\]
\[
b_k = \frac{l(l + 1) - 2k(2k - 1)}{2(2k - 2)(2k - 3) - l(l + 1)};
\]

\[
\bullet \text{ if } l \text{ is odd, then we compute}
\]
\[
A_{lm}^{l+1/2} = (-1)^{\lfloor m/2 \rfloor} d_{lm}; \quad A_{lm}^{l-1/2} = a_{l+3/2} A_{lm}^{l+1/2};
\]
\[
A_{lm}^{k-2} = a_k A_{lm}^{k-1} + b_k A_{lm}^k, \quad k = l + 1/2, \ldots, 3;
\]

where
\[
a_k = \frac{2(2m^2 - l(l + 1) + (2k - 3)^2)}{(2k - 5)(2k - 4) - l(l + 1)},
\]
\[
b_k = \frac{l(l + 1) - 2k(2k - 1)}{(2k - 5)(2k - 4) - l(l + 1)}.
\]

**Remark 2.1.** The formulas for \(A_{lm}^{l/2}\) in (2.16) and \(A_{lm}^{l+1/2}\) in (2.18) can be derived from the Rodrigue’s formula (cf. [34]):
\[
\hat{P}_l^m(\cos \theta) = c_l^m \frac{(-1)^m}{2^l l!} \sin^m \theta \frac{d^{l+m}}{dx^{l+m}}(x^2 - 1)^l, \quad x = \cos \theta,
\]
whose leading trigonometric terms are respectively
\[
\hat{P}_l^m(\cos \theta) = \begin{cases} 
(-1)^{m/2} \frac{c_l^m(2l)!}{2^{l-1}l!(l - m)!} \cos(l \theta) + \cdots, & m \text{ is even;} \\
(-1)^{(m+1)/2} \frac{c_l^m(2l)!}{2^{l-1}l!(l - m)!} \sin(l \theta) + \cdots, & m \text{ is odd.}
\end{cases}
\]

Using (2.14) and the identity (cf. [1]):
\[
\sqrt{\pi} \Gamma(2l + 1) = 2^{2l} \Gamma(l + 1/2) \Gamma(l + 1),
\]
we can obtain the desired formulas in (2.16) and (2.18). \(\square\)

2.2. **Vector spherical harmonics.** Several versions of VSH with different notation and properties have been used in practice (see, e.g., [24, 19, 25, 17, 11, 33]). Here, we adopt the vector spherical harmonics (VSH) \(\{Y_l^m, \Psi_l^m, \Phi_l^m\}\) in e.g., [33], defined by
\[
Y_l^m = Y_l^m e_r, \quad \Psi_l^m = \nabla_S Y_l^m = \frac{\partial Y_l^m}{\partial \theta} e_\theta + \frac{1}{\sin \theta} \frac{\partial Y_l^m}{\partial \varphi} e_\varphi, \quad \Phi_l^m = \nabla_S Y_l^m \times e_r = \frac{1}{\sin \theta} \frac{\partial Y_l^m}{\partial \varphi} e_\theta - \frac{\partial Y_l^m}{\partial \theta} e_\varphi,
\]
for \(0 \leq |m| \leq l\), and note that \(\Psi_0^0 = \Phi_0^0 = 0\). The VSH form a complete orthogonal basis (right hand) of \((L^2(S^2))^3\). More precisely, they are mutually orthogonal and
\[
\int_{S^2} Y_l^m \cdot Y_l^m' dS = \delta_{l\ell} \delta_{mm'}, \quad \int_{S^2} \Psi_l^m \cdot \Psi_l^m' dS = \int_{S^2} \Phi_l^m \cdot \Phi_l^m' dS = l(l + 1) \delta_{l\ell} \delta_{mm'}.
\]

Notice from (2.14) that
\[
\frac{\partial Y_l^m}{\partial \theta} = e^{i \varphi} \frac{d}{d \theta} \hat{P}_l^m(\cos \theta), \quad \frac{1}{\sin \theta} \frac{\partial Y_l^m}{\partial \varphi} = i m e^{i \varphi} \frac{\hat{P}_l^m(\cos \theta)}{\sin \theta},
\]
where \( \hat{Q}_l^m(\cos \theta) / \sin \theta \) is singular at the poles. In order to compute the basis functions \( \{ \Phi_l^m, \Phi_l^m \} \) accurately and efficiently, it is necessary to compute \( \hat{Q}_l^m(\cos \theta) / \sin \theta \) and \( \frac{d}{d\theta} \hat{Q}_l^m(\cos \theta) \) by some compact combination of \( \{ \hat{Q}_l^m(\cos \theta) \} \). For this purpose, we recall the recurrence formula (cf. [1])

\[
\sqrt{1 - x^2} \frac{d}{dx} \hat{Q}_l^m(x) = \frac{1}{2} ((l + m)(l - m + 1)\hat{Q}^{m-1}_l(x) - \hat{Q}^{m+1}_l(x)),
\]

so by (2.6),

\[
\sqrt{1 - x^2} \frac{d}{dx} \hat{Q}_l^m(x) = \frac{1}{2} \left( \frac{c_l^m}{c_{l+1}^m} \hat{Q}^{m+1}_l(x) - (l + m)(l - m + 1) \frac{c_l^m}{c_{l-1}^m} \hat{Q}^{m-1}_l(x) \right). \tag{2.25}
\]

Thus, we have

\[
\begin{cases}
\frac{d}{d\theta} \hat{Q}_l^m(\cos \theta) = c_l^{m,1} \hat{Q}^{m-1}_l(\cos \theta) - c_l^{m,2} \hat{Q}^{m+1}_l(\cos \theta), \\
\frac{c_l^{m,1}}{c_l} = \frac{1}{2} \sqrt{(l + m)(l - m + 1)}, \quad \frac{c_l^{m,2}}{c_l} = \frac{1}{2} \sqrt{(l + m + 1)(l - m)}. \tag{2.26}
\end{cases}
\]

It is noteworthy that for \( m = 0, l \), the above formulas should be understood as follows

\[
\begin{align*}
\frac{d}{d\theta} \hat{Q}_l^0(\cos \theta) &= \frac{1}{2} \sqrt{l(l + 1)} \left( \hat{Q}^{l-1}_l(\cos \theta) - \hat{Q}^l_l(\cos \theta) \right) = - \sqrt{l(l + 1)} \hat{Q}^l_l(\cos \theta), \\
\frac{d}{d\theta} \hat{Q}_l^1(\cos \theta) &= \sqrt{\frac{l}{2}} \hat{Q}^{l-1}_l(\cos \theta),
\end{align*}
\]

where we used (2.8) to derived the first identity.

To deal with \( \hat{Q}_l^m(\cos \theta) / \sin \theta \), we recall a second recurrence formula (cf. [1])

\[
\frac{1}{\sqrt{1 - x^2}} \hat{Q}_l^m(x) = - \frac{1}{2m} ((l - m + 2)(l - m + 1)\hat{Q}^{m-1}_l(x) + \hat{Q}^{m+1}_l(x)), \tag{2.27}
\]

which, together with (2.6), leads to

\[
\begin{align*}
\frac{\hat{Q}_l^m(\cos \theta)}{\sin \theta} &= \frac{1}{2m} \left( c_l^{m,1} \hat{Q}^{m-1}_{l+1}(\cos \theta) + c_l^{m,2} \hat{Q}^{m+1}_{l+1}(\cos \theta) \right), \\
\frac{c_l^{m,1}}{c_l} = \sqrt{\frac{(2l + 1)(l - m + 1)(l - m + 2)}{2l + 3}}, \quad \frac{c_l^{m,2}}{c_l} = \sqrt{\frac{(2l + 1)(l + m + 1)(l + m + 2)}{2l + 3}}. \tag{2.28}
\end{align*}
\]

3. Algorithms for SPH and VSH expansions

In this section, we introduce the partition and analytic formulas for computing the integrals in (1.3) and demonstrate the high accuracy of high-mode expansions.

3.1. Spectral-element grids on the sphere. As already mentioned, the way of partitioning the spherical surface and the form of the associated elemental mapping are essential for computing the SPH and VSH expansion coefficients. Here, we adopt a partition so that we can resort to analytical formulas to evaluate the integrals of interest as one-dimensional iterated integrals. Basically, let \( S_h^2 \) be a non-overlapping partition of \( S^2 \) such that each element \( S^c \subseteq S_h^2 \) is a rectangular domain in \((\theta, \varphi)\)-coordinates, that is, \( S^c = [\theta_{s-1}, \theta_s] \times [\varphi_{t-1}, \varphi_t] \) (see Figure 2.1). Then we can choose the elemental mapping \( \mathcal{F}_c : Q = [-1, 1]^2 \rightarrow S^c \) in the spectral-element discretization to be

\[
(\eta, \xi) \rightarrow (\theta^c(\eta), \varphi^c(\xi)) : \theta^c(\eta) = \hat{\theta}_s \eta + \alpha_s, \quad \varphi^c(\xi) = \hat{\varphi}_t \xi + \beta_t, \quad \xi, \eta \in [-1, 1],
\]

where

\[
\begin{align*}
\hat{\theta}_s &= \frac{\theta_s - \theta_{s-1}}{2}, & \alpha_s &= \frac{\theta_{s+1} - \theta_s}{2}, \\
\hat{\varphi}_t &= \frac{\varphi_t - \varphi_{t-1}}{2}, & \beta_t &= \frac{\varphi_{t+1} - \varphi_t}{2},
\end{align*}
\]

are constants determined by the “vertices” of the element \( S^c \). It is noteworthy that the mapping \( \mathcal{F}_c \) is linear and smooth from the reference coordinates \((\eta, \xi)\) to the spherical coordinates \((\theta, \varphi)\).
Let \( \{(\eta_j, \xi_i)\}_{i,j=0}^N \) be the tensorial Legendre-Gauss-Lobatto (LGL) points in the reference square \( Q \). The distributions of mapped LGL points in two typical kinds of physical elements are sketched in Figure 3.1. The spectral-element approximations of a scalar and a vector field in (1.2) take the form:

\[
\mathbf{u}^{E}_{N}|_{S^e} = \mathbf{u}^{E}_{N}(\mathcal{F}_e(\eta, \xi)) = \sum_{i=0}^{N} \sum_{j=0}^{N} u^{e}_{ij} \psi_{ij}(\mathcal{F}^{-1}_e(\theta, \varphi)),
\]

\[
\mathbf{v}^{E}_{N}|_{S^e} = \mathbf{v}^{E}_{N}(\mathcal{F}_e(\eta, \xi)) = \sum_{i=0}^{N} \sum_{j=0}^{N} v^{e}_{ij} \psi_{ij}(\mathcal{F}^{-1}_e(\theta, \varphi)),
\]

where \( \{u^{e}_{ij}\} \) and \( \{v^{e}_{ij}\} \) are nodal values on the mapped LGL points on \( S^e \), and \( \psi_{ij}(\eta, \xi) = \hat{l}_i(\xi) l_j(\eta) \) are the corresponding basis functions with \( \{l_j(\xi), l_i(\eta)\} \) being the Lagrange interpolating basis polynomials with respect to the LGL points (see, e.g., [29]).

\[
\Gamma\quad \text{LGL points on} \quad Q \quad \text{mapped LGL points on} \quad S^e \quad \text{mapped LGL points on} \quad S^e
\]

Figure 3.1. Tensorial LGL points on the reference square and two typical kinds of physical elements with the mapping.

### 3.2. Accurate formulas for SPH expansions

Observe from (1.3) that the computation of spherical harmonic coefficients is actually to calculate a bunch of integrals involving piecewise smooth and highly oscillatory integrands on \( S^2 \). The naive use of usual quadrature rules does not lead to very accurate results. In order to maintain the spectral accuracy obtained by the spectral element approximation within reasonable computational cost, we propose the following semi-analytical means.

**Proposition 3.1.** Given a spectral element approximation \( u^{E}_{N} \) defined in (3.3), its spherical harmonic expansion coefficients can be computed by the formula

\[
\hat{a}^{m}_{l} = \int_{S^2} u^{E}_{N}(\theta, \varphi) \hat{Y}^{m}_{l}(\theta, \varphi) dS = \sum_{e=0}^{E} \sum_{i=0}^{N} \sum_{j=0}^{N} u^{e}_{ij} a^{d}_{m,i} b^{s}_{l,m,j},
\]

where

\[
a^{d}_{m,i} = \begin{cases} 2v^{i}_{0} \hat{\varphi}_{l} e^{-im\hat{\beta}_{l}}, & m = 0, \\ \hat{\varphi}_{l} e^{-im\hat{\beta}_{l}} \sum_{n=0}^{N} 2i^{-n} v^{n}_{in} j_{n}(m \hat{\varphi}_{l}), & m \neq 0, \end{cases}
\]

\[
b^{s}_{l,m,j} = \hat{\theta} s \sum_{n=0}^{N} v^{n}_{jn} \hat{\omega}^{n}_{lm}(\hat{\theta}, \alpha_{s}),
\]

\( \{v_{n}\} \) are the Legendre polynomial representation coefficients of Lagrange nodal basis \( \{l_{i}\} \) in (3.15), \( j_{n}(z) \) is the spherical Bessel function of the first kind, and

\[
\hat{\omega}^{n}_{lm}(\lambda, \rho) := \int_{-1}^{1} P^{m}_{n}(x) \hat{P}^{m}_{l}(\cos(\lambda x + \rho)) \sin(\lambda x + \rho) dx,
\]

(\( P_{n}(x) \) is the Legendre polynomial of degree \( n \)), which can be computed by (3.21).
Proof. According to the partition $S^2_h$, we decompose the integral into

$$\hat{a}^m_i = \int_{S^2_h} u_N^E(\theta, \varphi) Y^m_l(\theta, \varphi) dS = \sum_{e=1}^{E} I^e_{lm}, \quad (3.8)$$

where

$$I^e_{lm} := \int_{S^e} u_N^E(\theta, \varphi) Y^m_l(\theta, \varphi) \sin \theta d\theta d\varphi = \int_{\phi_{l-1}}^{\phi_{l+1}} \int_{\theta_{s-1}}^{\theta_{s+1}} u_N^E(\theta, \varphi) Y^m_l(\theta, \varphi) \sin \theta d\theta d\varphi. \quad (3.9)$$

Applying the elemental mapping $F_e$ yields

$$I^e_{lm} = \int_{-1}^{1} \int_{-1}^{1} u_N^E(\xi, \eta) Y^m_l(\theta^e(\xi, \eta), \varphi^e(\xi)) \sin(\theta^e(\xi, \eta)) \left| \frac{D(\theta^e, \varphi^e)}{D(\xi, \eta)} \right| d\xi d\eta. \quad (3.10)$$

Here $\frac{D(\theta^e, \varphi^e)}{D(\xi, \eta)}$ is the Jacobian of the transformation $F_e$ on patch $S^e$. A very important feature in the mapping $F_e$ is that the angular variables $\theta$ and $\varphi$ are linearly dependent on the reference variables $\eta$ and $\xi$ independently (cf. (3.1)). Consequently, the surface integral (3.10) can be formulated into the product of two one-dimensional integrals as follows

$$I^e_{lm} = \sum_{i,j=0}^{N} u_N^E(i, j) \int_{-1}^{1} l_i(\xi) e^{-im\varphi^e(\xi)} d\xi \int_{-1}^{1} l_j(\eta) \hat{P}^m_l(\cos(\theta^e(\eta))) \sin(\theta^e(\eta)) d\eta. \quad (3.11)$$

Next, we deal with the above two integrals

$$a^m_{i, i} = \varphi_t \int_{-1}^{1} l_i(\xi) e^{-im\varphi^e(\xi)} d\xi, \quad b^m_{l,m,j} = \hat{\theta}_s \int_{-1}^{1} l_j(\eta) \hat{P}^m_l(\cos(\theta^e(\eta))) \sin(\theta^e(\eta)) d\eta, \quad (3.12)$$

separately, so the formula (3.3) is obtained by simply using (3.11) and (3.12) in (3.8). More precisely, by the definition (3.1),

$$a^m_{i, i} = \varphi_t e^{-im\beta_t} \int_{-1}^{1} l_i(\xi) e^{-im\hat{\varphi}_t \xi} d\xi, \quad (3.13)$$

$$b^m_{l,m,j} = \hat{\theta}_s \int_{-1}^{1} l_j(\eta) \hat{P}^m_l(\cos(\theta_s \xi + \alpha_s)) \sin(\theta_s \eta + \alpha_s) d\eta. \quad (3.14)$$

By (2.8), we have

$$a^m_{l,m,i} = \overline{a^m_{i,m}}, \quad b^m_{l,m,j} = (-1)^m b^m_{l,m,j}, \quad \text{for } m > 0.$$  

Therefore, we only need to consider the integrals (3.13)-(3.14) for $0 \leq m \leq l$.

Note that the Lagrange nodal basis $\{l_i(\xi)\}_{i=0}^{N}$ can be represented in terms of Legendre polynomials $\{P_n(\xi)\}_{n=0}^{N}$ as follows (cf. [29]):

$$l_i(\xi) = \sum_{n=0}^{N} v_{in} P_n(\xi), \quad 2v_{in} = \begin{cases} (2n+1)\omega_i P_n(\xi), & i = 0, \ldots, n-1, \\ n\omega_i P_n(\xi), & i = n, \end{cases} \quad (3.15)$$

where $\{\xi_i, \omega_i\}_{i=0}^{N}$ are LGL quadrature nodes and weights. Therefore, it suffices to derive analytic formulas for the integrals (3.13) and (3.14) with the Lagrange nodal basis functions replaced by Legendre polynomials. For this purpose, let us define

$$g_n(\lambda, \rho) := \int_{-1}^{1} P_n(x) \cos(\lambda x + \rho) dx, \quad g_n(\lambda, \rho) := \int_{-1}^{1} P_n(x) \sin(\lambda x + \rho) dx, \quad (3.16)$$

$$\mathcal{P}^n_{lm}(\lambda, \rho) := \int_{-1}^{1} P_n(x) \hat{P}^m_l(\cos(\lambda x + \rho)) dx.$$  

We proceed with the following important formula:

$$\int_{-1}^{1} P_n(x) e^{-i(\lambda x + \rho)} dx = \begin{cases} 2e^{-i\rho} \delta_{n0}, & \lambda = 0, \\ 2^{-n} e^{-i\rho} j_n(\lambda), & \lambda \neq 0, \end{cases} \quad (3.17)$$
which can be derived from
\[
\int_{-1}^{1} P_n(x)e^{-i\lambda x} dx = \begin{cases} 
2\delta_{n0}, & \lambda = 0, \\
2i^{-n}j_n(\lambda), & \lambda \in \mathbb{C}\{0\},
\end{cases} \tag{3.18}
\]
(cf. 5) straightforwardly. Consequently, we obtain the explicit formulas for the first two integrals in (3.16):
\[
\mathscr{C}_n(\lambda, \rho) = \begin{cases} 
2\delta_{n0} \cos \rho, & \lambda = 0, \\
2j_n(\lambda)(\Re\{i^{-n}\} \cos \rho + \Im\{i^{-n}\} \sin \rho), & \lambda \neq 0;
\end{cases} \tag{3.19}
\]
\[
\mathscr{S}_n(\lambda, \rho) = \begin{cases} 
2\delta_{n0} \sin \rho, & \lambda = 0, \\
2j_n(\lambda)(\Re\{i^{-n}\} \sin \rho - \Im\{i^{-n}\} \cos \rho), & \lambda \neq 0.
\end{cases}
\]

With (3.17), we can then compute the integral (3.7) and the last integral in (3.16) by using the trigonometric formulas (2.12)-(2.15). For example, if \(l\) and \(m\) are both even, then
\[
P_n(x)\hat{P}_l^m(\cos(\lambda x + \rho)) = \sum_{k=0}^{l/2} A_{lm}^k P_n(x) \cos(q_k(\lambda x + \rho)),
\]
\[
P_n(x)\hat{P}_l^m(\cos(\lambda x + \rho)) \sin(\lambda x + \rho) = \frac{1}{2} \sum_{k=0}^{l/2} A_{lm}^k P_n(x)[\sin(p_k(\lambda x + \rho)) - \sin(p_{k-1}(\lambda x + \rho))],
\]
where \(p_k := 2k + 1\), \(q_k := 2k\) and \(A_{lm}^k\) are coefficients given in (2.12)-(2.15). Thus the exact formulas (3.19) can be used. In summary, we have
\[
\mathscr{D}_{lm}^n(\lambda, \rho) = \begin{cases} 
\sum_{k=0}^{l/2} A_{lm}^k \mathscr{C}_n(q_k \lambda, q_k \rho), & l \text{ even; } m \text{ even}, \\
\sum_{k=1}^{(l+1)/2} A_{lm}^k \mathscr{S}_n(q_k \lambda, q_k \rho), & l \text{ even; } m \text{ odd},
\end{cases}
\tag{3.20}
\]
\[
\mathscr{D}_{lm}^n(\lambda, \rho) = \begin{cases} 
\sum_{k=0}^{l/2} A_{lm}^k \mathscr{S}_n(p_k \lambda, p_k \rho) - \mathscr{S}_n(p_{k-1} \lambda, p_{k-1} \rho), & l \text{ even; } m \text{ even}, \\
\sum_{k=1}^{(l+1)/2} A_{lm}^k \mathscr{C}_n(p_k \lambda, p_k \rho) - \mathscr{C}_n(p_{k-1} \lambda, p_{k-1} \rho), & l \text{ even; } m \text{ odd},
\end{cases}
\tag{3.21}
\]
where \(p_k := 2k + 1\), \(q_k := 2k\) and \(A_{lm}^k\) are coefficients given in (2.12)-(2.15).

Substituting the Legendre polynomial representation formula (3.15) of \(l_i(\xi), l_j(\eta)\) and analytic formulas (3.17) and (3.21) into (3.13) and (3.14), we obtain formulas (3.6).

**Remark 3.1.** In (3.21), we have \(\mathscr{S}_n(\lambda, -\rho)\) when \(l\) is even and \(k = 0\). That needs the computation of \(j_n(\lambda)\) with \(\lambda > 0\). The spherical Bessel function with negative arguments is usually not
available in some popular library, e.g. GSL library. In fact, the calculation of $\mathcal{S}_n(-\lambda,-\rho)$ can be avoided. When $l$ is even and $k = 0$, we have

$$\mathcal{S}_n(\lambda, \rho) - \mathcal{S}_n(-\lambda,-\rho) = 2 \int_{-1}^{1} P_n(x) \sin(\lambda x + \rho) dx = 2 \mathcal{S}_n(\lambda, \rho).$$

Remark 3.2. It is noteworthy that starting from the spectral element approximation of a function on the sphere, the proposed algorithm for computing the spherical harmonic expansion coefficients does not induce additional errors. Here, we summarise the approach for computing the coefficients of a given smooth function $u$ on the sphere $\mathbb{S}^2$ as follows:

(i) Construct a Cartesian partition $\mathcal{S}_h^2 = \{ S^c \}_{c=1}^E$ of $\mathbb{S}^2$ in the $\theta$-$\phi$ plane;
(ii) Approximate $u$ by its LGL interpolation $I_{E_i}^u$ associated with the mesh $\mathcal{S}_h^2$;
(iii) Compute the spherical harmonic coefficients of $I_{E_i}^u$.

To have some insights into the complexity of this approach, we arrange the nodal values $\{ u_{ij}^c \}$ into the matrix

$$U^c = \begin{bmatrix} U_0^c & U_1^c & \cdots & U_N^c \end{bmatrix},$$

where the column vectors are given by $U_j^c = (u_{ij}^c)_{i=0}^{(N+1)}$. Define the vectors $A_m^l = (a_{m,i}^l)^T$ and $B_{lm}^i = (b_{lm,j}^i)^T$ where the prime denotes the transpose. Then, the matrix-vector form of (3.15) is

$$\sum_{i=0}^{N} \sum_{j=0}^{N} u_{ij}^c a_{m,i}^l b_{lm,j}^i = ((A_m^l)^T U^c) B_{lm}^i. \tag{3.22}$$

It is important to remark that the vector $(A_m^l)^T U^c$ is independent of $l$, so it can be used repeatedly for different $l$. Assuming that we need to compute the coefficients $\{a_{m,i}^l\}_{l=0}^L$, we have $L+1$ vectors $(A_m^l)^T U^c |_{l=0}^L$ to be formed, which requires $(L+1) \times (N+1)^2$ multiplications. With these vectors ready, $N+1$ multiplications are needed for computing every coefficient. From (3.15), it is easy to see that the computational cost for $\{v_{in}\}$ is $(N+1)^2$. Thus, once the values $\{v_{in}\}$ and $\{\mathcal{S}_n^c(\theta, \alpha_s)\}$ are computed off stage, the total computational cost is $(L+1) \times (N+1)^2 + (L+1)^2 \times (N+1) \times E$.

3.3. Accurate formulas for VSH expansions. In this section, we explore accurate formulas for computing VSH expansions of a vector field $\mathbf{v}_N^c$ in (3.4) given by spectral-element nodal values. For convenience, we express the vector field $\mathbf{v}_N^c$ in the spherical coordinate basis $\{ \mathbf{e}_r, \mathbf{e}_\theta, \mathbf{e}_\phi \}$, namely,

$$\mathbf{v}_N^c(\theta, \phi) = u_{N}^c(\theta, \phi) \mathbf{e}_r + v_{N}^c(\theta, \phi) \mathbf{e}_\theta + w_{N}^c(\theta, \phi) \mathbf{e}_\phi.$$

Noting that for any vector field $v$ given in the Cartesian coordinate basis:

$$v(\theta, \phi) = v_x(\theta, \phi) \mathbf{e}_x + v_y(\theta, \phi) \mathbf{e}_y + v_z(\theta, \phi) \mathbf{e}_z,$$

one can represent it in terms of $\{ \mathbf{e}_r, \mathbf{e}_\theta, \mathbf{e}_\phi \}$:

$$v(\theta, \phi) = v_r(\theta, \phi) \mathbf{e}_r + v_\theta(\theta, \phi) \mathbf{e}_\theta + v_\phi(\theta, \phi) \mathbf{e}_\phi,$$

where the components are connected via

$$[v_r(\theta, \phi) \ v_\theta(\theta, \phi) \ v_\phi(\theta, \phi)] = [v_x(\theta, \phi) \ v_y(\theta, \phi) \ v_z(\theta, \phi)] \mathbf{T}(\theta, \phi), \tag{3.23}$$

with the transformation matrix $\mathbf{T}(\theta, \phi)$ given by

$$\mathbf{T}(\theta, \phi) = \begin{bmatrix} \sin \theta \cos \phi & \sin \theta \sin \phi & \cos \theta \\ \cos \theta \cos \phi & \cos \theta \sin \phi & -\sin \theta \\ -\sin \phi & \cos \phi & 0 \end{bmatrix}.$$

Denote by $\{ U_{ij}^c, V_{ij}^c, W_{ij}^c \}$ the $\{ \mathbf{e}_r, \mathbf{e}_\theta, \mathbf{e}_\phi \}$ components of the vector nodal values $\mathbf{v}_{ij}^c$ in (3.4).
Proposition 3.2. Given a spectral element approximation \( \Psi^E_N \) in (3.4), we compute \( \{ \tilde{v}^{(1)}_{lm}, \tilde{v}^{(2)}_{lm}, v^{(1)}_{lm}, v^{(2)}_{lm} \} \) in (1.3) by

\[
\tilde{v}^{(1)}_{lm} = \frac{1}{l(l+1)} \sum_{e=1}^{E} \sum_{i=0}^{N} \sum_{j=0}^{N} a^{t}_{m,i} b^{t}_{l,m,j},
\]

\[
v^{(1)}_{lm} = \frac{1}{l(l+1)} \sum_{e=1}^{E} \sum_{i=0}^{N} \sum_{j=0}^{N} a^{t}_{m,i} \left\{ V_{ij} \xi_{l,m,j} - im W_{ij} \xi_{l,m,j} \right\},
\]

\[
v^{(2)}_{lm} = \frac{-1}{l(l+1)} \sum_{e=1}^{E} \sum_{i=0}^{N} \sum_{j=0}^{N} a^{t}_{m,i} \left\{ im V_{ij} \xi_{l,m,j} + W_{ij} \xi_{l,m,j} \right\},
\]

where \( a^{t}_{m,i} \) and \( b^{t}_{l,m,j} \) are the same as in (3.6).

\[
e^{s}_{l,m,j} = \xi_{l,m,j} = \theta_{s} \varphi^{m}_{lm}(\theta_{s}, \alpha_{s}), \quad \varphi^{s}_{l,0,j} = -\sqrt{l(l+1)} b^{s}_{l,1,j}, \quad \varphi^{s}_{l,l,j} = \sqrt{l/2} b^{s}_{l,l-1,j},
\]

and \( \varphi^{m}_{lm} \) is the same as in (3.16) (which can be computed by (3.20)).

Proof. By definition, we have \( \Psi^{0}_{N} = \Phi^{0}_{N} = 0 \), so \( v^{(1)}_{00} = v^{(2)}_{00} = 0 \). Moreover, using the definition of \{ \( Y^{m}_{l} \) \} in (2.21), (2.23), we obtain

\[
\tilde{v}^{(1)}_{lm} = \int_{S^{2}} u^{E}_{N} Y^{m}_{l} dS, \quad \tilde{v}^{(1)}_{lm} = \frac{1}{l(l+1)} \left( \int_{S^{2}} v^{E}_{N} \frac{\partial Y^{m}_{l}}{\partial \theta} dS + \int_{S^{2}} w^{E}_{N} \frac{\partial Y^{m}_{l}}{\partial \varphi} \sin \theta dS \right),
\]

\[
\tilde{v}^{(2)}_{lm} = \frac{1}{l(l+1)} \left( \int_{S^{2}} v^{E}_{N} \frac{\partial Y^{m}_{l}}{\partial \theta} \sin \theta dS - \int_{S^{2}} w^{E}_{N} \frac{\partial Y^{m}_{l}}{\partial \varphi} dS \right).
\]

Therefore, we need to compute the following integrals

\[
\int_{S^{2}} u^{E}_{N} Y^{m}_{l} dS, \quad \int_{S^{2}} v^{E}_{N} \frac{\partial Y^{m}_{l}}{\partial \theta} dS, \quad \int_{S^{2}} v^{E}_{N} \frac{\partial Y^{m}_{l}}{\partial \varphi} \sin \theta dS,
\]

\[
\int_{S^{2}} w^{E}_{N} \frac{\partial Y^{m}_{l}}{\partial \varphi} dS, \quad \int_{S^{2}} w^{E}_{N} \frac{\partial Y^{m}_{l}}{\partial \theta} \sin \theta dS,
\]

to obtain the vector spherical harmonic coefficients.

We have already derived an analytic formula for the first integral in Proposition 3.1, i.e.,

\[
\tilde{v}^{t}_{lm} = \int_{S^{2}} u^{E}_{N} Y^{m}_{l} dS = \sum_{e=1}^{E} \sum_{i=0}^{N} \sum_{j=0}^{N} U^{t}_{e} a^{t}_{m,i} b^{t}_{l,m,j},
\]

where \( a^{t}_{m,i} \) and \( b^{t}_{l,m,j} \) are given in (3.6). For other integrals, we decompose them as

\[
\int_{S^{2}} u^{E}_{N} \frac{\partial Y^{m}_{l}}{\partial \theta} dS = \sum_{e=1}^{E} \sum_{i=0}^{N} \sum_{j=0}^{N} V_{ij}^{e} \int_{\theta_{s-1}}^{\theta_{s+1}} \int_{\phi_{s-1}}^{\phi_{s+1}} l_{i}(\xi) l_{j}(\eta) \frac{\partial Y^{m}_{l}}{\partial \theta} \sin \theta d\theta d\phi,
\]

\[
\int_{S^{2}} u^{E}_{N} \frac{\partial Y^{m}_{l}}{\partial \varphi} \sin \theta dS = -im \sum_{e=1}^{E} \sum_{i=0}^{N} \sum_{j=0}^{N} V_{ij}^{e} \int_{\theta_{s-1}}^{\theta_{s+1}} \int_{\phi_{s-1}}^{\phi_{s+1}} l_{i}(\xi) l_{j}(\eta) Y^{m}_{l} d\phi d\theta,
\]

and

\[
\int_{S^{2}} w^{E}_{N} \frac{\partial Y^{m}_{l}}{\partial \theta} dS = \sum_{e=1}^{E} \sum_{i=0}^{N} \sum_{j=0}^{N} W_{ij}^{e} \int_{\theta_{s-1}}^{\theta_{s+1}} \int_{\phi_{s-1}}^{\phi_{s+1}} l_{i}(\xi) l_{j}(\eta) \frac{\partial Y^{m}_{l}}{\partial \theta} \sin \theta d\theta d\phi,
\]

\[
\int_{S^{2}} w^{E}_{N} \frac{\partial Y^{m}_{l}}{\partial \varphi} \sin \theta dS = -im \sum_{e=1}^{E} \sum_{i=0}^{N} \sum_{j=0}^{N} W_{ij}^{e} \int_{\theta_{s-1}}^{\theta_{s+1}} \int_{\phi_{s-1}}^{\phi_{s+1}} l_{i}(\xi) l_{j}(\eta) Y^{m}_{l} d\phi d\theta.
\]
We see that they actually involve two integrals
\[
\int_{\phi_{t-1}}^{\phi_t} \int_{\theta_{t-1}}^{\theta_t} l_i(\xi) l_j(\eta) \frac{\partial Y^m_l}{\partial \theta} \sin \theta d\theta d\phi, \quad \int_{\phi_{t-1}}^{\phi_t} \int_{\theta_{t-1}}^{\theta_t} l_i(\xi) l_j(\eta) Y^m_l d\theta d\phi.
\]
Applying the mapping \( F \) and following the proof of Proposition 3.1, we derive
\[
\int_{\phi_{t-1}}^{\phi_t} \int_{\theta_{t-1}}^{\theta_t} l_i(\xi) l_j(\eta) Y^m_l d\theta d\phi = a^t_{m,i} \xi^t_{l,m,j},
\]
\[
\int_{\phi_{t-1}}^{\phi_t} \int_{\theta_{t-1}}^{\theta_t} l_i(\xi) l_j(\eta) \frac{\partial Y^m_l}{\partial \theta} \sin \theta d\theta d\phi = a^t_{m,i} \xi^t_{l,m,j},
\]
where \( a^t_{m,i} \) is defined in (3.12) and
\[
\xi^t_{l,m,j} := \hat{\theta}_s \int_{-1}^{1} l_j(\eta) \hat{P}^m_l(\cos(\theta(\eta))) d\eta,
\]
\[
\eta^t_{l,m,j} := \hat{\theta}_s \int_{-1}^{1} l_j(\eta) \frac{d}{d\theta} \hat{P}^m_l(\cos(\theta(\eta))) \sin(\theta(\eta)) d\eta.
\]
Then, using (3.30), (3.31) and (3.33) in (3.28) we obtain (3.25) and (3.26).
As in the calculation of \( \beta^t_{l,m,j} \) in (3.12), we derive analytic formulas for \( \xi^t_{l,m,j} \) and \( \eta^t_{l,m,j} \) by using very similar techniques. Recalling the definition (3.16), we have
\[
\xi^t_{l,m,j} = \hat{\theta}_s \int_{-1}^{1} l_j(\eta) \hat{P}^m_l(\cos(\theta_s \eta + \alpha_s)) d\eta = \hat{\theta}_s \beta^t_{lm}(\hat{\theta}_s, \alpha_s).
\]
The integration \( \beta^t_{l,m,j} \) can be reformulated into \( \beta^t_{l,m,j} \) by using recurrence formulas (2.26) and (2.27). We first consider the special cases with \( m = 0, l \). From (2.27), we have
\[
\eta^t_{l,0,j} = -\sqrt{l(l+1)} \hat{\theta}_s \int_{-1}^{1} l_j(\eta) \hat{P}^1_l(\cos(\theta_s(\eta))) \sin(\theta^s(\eta)) d\eta = -\sqrt{l(l+1)} \beta^t_{l,1,j},
\]
\[
\eta^t_{l,l,j} = \frac{\sqrt{l}}{2} \hat{\theta}_s \int_{-1}^{1} l_j(\eta) \hat{P}^{l-1}_l(\cos(\theta^s(\eta))) \sin(\theta^s(\eta)) d\eta = \frac{\sqrt{l}}{2} \beta^t_{l,l-1,j}.
\]
Then for \( 0 < m < l \), inserting (2.26) into (3.33) yields
\[
\xi^t_{l,m,j} = \hat{\theta}_s \int_{-1}^{1} l_j(\eta) \epsilon^m_{l-1} \hat{P}^{m-1}_l(\cos(\theta^s(\eta))) - \epsilon^{m+2}_{l} \hat{P}^{m+1}_l(\cos(\theta^s(\eta))) \sin(\theta^s(\eta)) d\eta
\]
\[
= \epsilon^m_{l-1} \beta^t_{l,m-1,j} - \epsilon^{m+2}_{l} \beta^t_{l,m+1,j}.
\]
Assembling the above formulas leads to the desired results.

**Remark 3.3.** As with Remark 3.2, the above algorithm applies to the VSH expansion of a given vector field \( v \) on sphere \( S^2 \) with a spectral element approximation on the same partition \( S^2_h \). □

Observe from the above that the VSH expansion can be performed with a constant multiple of the cost for the SPH expansion. To have more insights into this, we define
\[
V^c = [V^c_0 \ V^c_1 \cdots \ V^c_N], \quad W^c = [w^c_{i,j} \ w^c_{i,j} \cdots \ w^c_{N,j}]',
\]
and likewise \( W^c = (W^c_J)' \), \( W^c_j = (w^c_{i,j})' \), \( C^c_l = (c^c_{l,m,j})' \) and \( D^c_l = (d^c_{l,m,j})' \). Then, we can formulate (3.24)–(3.26) into the following matrix form:
\[
\hat{v}^{(2)}_{lm} = -\frac{1}{l(l+1)} \sum_{e=1}^{E} \left\{(A^e_{lm})'W^c)D^c_{lm} + \text{im}(A^e_{lm})'V^c \right\},
\]
\[
\hat{v}^{(1)}_{lm} = \frac{1}{l(l+1)} \sum_{e=1}^{E} \left\{(A^e_{lm})'V^c)D^c_{lm} - \text{im}(A^e_{lm})'W^c \right\},
\]
3.4. Accuracy test. We now provide some illustrative numerical examples to show the high accuracy of the aforementioned method. For simplicity, we consider the partition $\mathbb{S}^2_R$ by equi-spaced latitude lines $\theta = s\pi/N$, $s = 1, 2, \ldots, N-1$, and longitude lines $\varphi = 2\pi t/M$, $t = 0, 1, \ldots, M-1$. We test the expansions of the plane wave $u(x) = e^{ik\cdot x}$ in SPH and the vector field

$$v(x) = \nabla u + \nabla u \times e_r = i\kappa \left( \frac{\kappa \times x}{|x|} \right) e^{ik\cdot x}$$

in VSH, where $k\kappa$ is the propagation vector. Given a spherical surface $\mathbb{S}^2_R := \{x : |x| = R\}$, the plane wave $u(x) = e^{ik\cdot x}$ confined on $\mathbb{S}^2_R$ has the SPH expansion:

$$u(x) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} a_l^m Y_l^m(\theta, \varphi)$$

with $a_l^m = 4\pi i j_l(kR)Y_l^m(\hat{k})$, derived from the Funk-Hecke formula [23, P. 72]. Here, $(R, \theta, \varphi)$ is the spherical coordinate of $x \in \mathbb{S}^2_R$. Thus, we find the VSH expansion of $\nabla u$ on $\mathbb{S}^2_R$ is

$$\nabla u(x) = kj_0^l(kR)e_r + \sum_{l=1}^{\infty} \sum_{m=-l}^{l} 4\pi i j_l(kR)\left( k j_l^2(kR)Y_l^m(\theta, \varphi) + \frac{j_l(kR)}{R} \Psi_l^m(\theta, \varphi) \right).$$

Consequently, the exact VSH expansion coefficients $\{v_{lm}^1, v_{lm}^1, v_{lm}^2\}$ of $v(x)$ on $\mathbb{S}^2_R$ are

$$\{v_{lm}^1, v_{lm}^1, v_{lm}^2\} = 4\pi i \sum_{l=1}^{\infty} \sum_{m=-l}^{l} 4\pi i j_l(kR)\left( k j_l^2(kR)Y_l^m(\theta, \varphi) + \frac{j_l(kR)}{R} \Psi_l^m(\theta, \varphi) \right).$$

Without loss of generality, we fix $k = (1, 1, 1)$, and test several examples with various wavenumber $k$. For the SPH expansion of the scalar $u(x)$, we examine the error:

$$E_L(u) := \max_{|l| \leq L} \max_{|m| \leq l} |a_l^m - \tilde{a}_l^m|,$$

while the error:

$$E_L(v) := \max_{|l| \leq L} \max_{|m| \leq l} \left( \left| v_{lm}^1 - \tilde{v}_{lm}^1 \right|, \left| v_{lm}^1 - \tilde{v}_{lm}^1 \right|, \left| v_{lm}^2 - \tilde{v}_{lm}^2 \right| \right),$$

is examined for the VSH expansion of $v(x)$ in (3.37). We depict the errors against $N$ (with fixed partition $N = 3, M = 4$), against the number of elements $N_S$ with $N = M = N_S$ (and fixed $N = 10$), and against the degree of freedom (dof) of the spectral element approximations with $N = M = N$ in Figures 3.2-3.3 respectively, for $R = 1, L = 20$ and $k = 10, 20, 30$. We observe from the above figures an exponential decay of the errors as the number of points increases even for high mode expansions.
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**Figure 3.2.** SPH expansion errors $E_{20}(u)$ against $N$, $N_S$ and dof respectively.
One important feature of the proposed algorithm is that it can produce highly accurate expansion for large wave number. If the given spectral element approximation is accurate enough, the algorithm can calculate arbitrary high mode coefficients without inducing additional errors. We now provide a numerical example to show the capability of the presented algorithm in the computation of high modes. Consider again the spherical harmonic expansion of the plane wave \( u(x) = e^{i\hat{k}\cdot x} \). Here, we take \( \hat{k} = (1, 0, 0) \) and \( k = 100, 200 \), respectively. We fix the partition \( N = 3, M = 4 \) and use polynomials of degree \( N = 120 \) and \( N = 220 \) for spectral element approximation. According to our calculation, the spectral element approximation errors for \( e^{i\hat{k}\cdot x} \) are 7.4847e-14 and 1.55806e-13, respectively. Define \( \tilde{a}_l = \max_{0 \leq |m| \leq l} |\tilde{a}_l^m| \), and list the results in Table 3.1. We see that it is sufficient to set \( L = 145, 260 \) for \( k = 100, 200 \) to achieve machine accuracy as shown in Table 3.1 which also indicates the high efficiency of the proposed algorithm.

Table 3.1. Algorithm performance for high wave number.

| \( k = 100 \) | \( k = 200 \) |
|---|---|
| \( l \) | \( \tilde{a}_l \) | \( E_{145}(u) \) | CPU time (s) | \( \tilde{a}_l \) | \( E_{260}(u) \) | CPU time (s) |
| 141 | 1.1973e-12 | 1.8241e-14 | 1.48 | 256 | 3.0841e-14 | 8.24 |
| 142 | 4.9071e-13 | 1.8241e-14 | | 257 | 1.5661e-14 | |
| 143 | 1.9962e-13 | 1.8241e-14 | | 258 | 6.8950e-15 | |
| 144 | 8.0068e-14 | 1.8241e-14 | | 259 | 4.7365e-15 | |
| 145 | 3.1744e-14 | 1.8241e-14 | | 260 | 2.0108e-15 | |

4. Applications to wave scattering simulation

In this section, we solve time-harmonic wave scattering problems numerically in several scenarios, where the proposed algorithm for SPH and VSH expansions play an important part. We start with a relatively simple situation of computing (far-field) acoustic and electromagnetic waves scattered by a spherical scatterer, where much care must be devoted to properly dealing with the involved ratio of the Hankel functions. We then consider an irregular scatterer by integrating the above far-field computation with the transformed field expansion (TFE) method [39, 38], and the spherical Dirichlet-to-Neumann (DtN) transparent boundary condition. Finally, we extend the approach to multiple scatterers.
4.1. Computing scattering waves by a single spherical scatterer. Consider the time-harmonic wave scattering governed by
\[
\begin{align*}
\Delta u + k^2 u &= 0, \quad r > b, \\
u_{|r=b} &= u_N, \quad \frac{\partial u}{\partial r} - iku = O\left(\frac{1}{r}\right), \quad \text{as } r \to \infty,
\end{align*}
\]
and
\[
\begin{align*}
\nabla \times \nabla \times \mathbf{E} - k^2 \mathbf{E} &= 0, \quad \text{in } r > b \\
\mathbf{E}_s &= \hat{x} \times (\mathbf{E}_N \times \hat{x}), \quad \text{on } r = b, \\
\lim_{r \to \infty} r\left(\nabla \times \mathbf{E} \times \hat{x} - ike\right) &= 0,
\end{align*}
\]
with a spherical scatterer \(B(b)\) (note: \(B(b)\) is a ball of radius \(b\)), where \(\hat{x} := x / |x|\), \(k\) is the wave number, \(\mathbf{E}_s = \hat{x} \times (\mathbf{E}_N \times \hat{x})\) (note: \(\hat{x}\) unit outward normal of \(B(b)\)) is the tangential component of \(\mathbf{E}\), and the boundary data \(u_N\) and \(\mathbf{E}_N\) are assumed to be spectral element approximations resulted from given incident waves or provided by other numerical solvers. For acoustic scattering problem \((4.1)\), sound soft boundary condition on the scatter \(B(b)\) and Sommerfeld radiation condition at the infinity are used. On the other hand, the perfect conduct boundary condition on \(B(b)\) and the Silver-Müller radiation condition at infinity are imposed for the electromagnetic scattering problem \((4.2)\). The exterior solver presented below can be combined with appropriate interior solver (cf. \([2]\)) to solve multiple scattering problems with irregular scatterers.

Using the separation variable method together with SPH and VSH expansion (cf. \([25]\)) leads to approximations:
\[
u_L = \sum_{l=0}^{L} \sum_{m=-l}^{l} \hat{U}_{N,l}^{m} \psi_{lm}(\mathbf{x}), \quad \psi_{lm}(\mathbf{x}) := h_{l}^{(1)}(kr)Y_{l}^{m}(\theta, \varphi),
\]
and
\[
\begin{align*}
\mathbf{E}_L &= \sum_{l=1}^{L} \sum_{|m|=0}^{l} \left\{- \frac{l(l+1)B_{l}^{m}}{ik} h_{l}^{(1)}(kr) \frac{1}{r} \mathbf{Y}_{l}^{m} - \frac{B_{l}^{m}}{ikr} \mathbf{Y}_{l}^{m} + \hat{A}_{l}^{m} h_{l}^{(1)}(kr) \mathbf{V}_{l}^{m} \right\}, \\
\mathbf{H}_L &= \sum_{l=1}^{L} \sum_{|m|=0}^{l} \left\{ \frac{l(l+1)A_{l}^{m}}{ik} h_{l}^{(1)}(kr) \frac{1}{r} \mathbf{Y}_{l}^{m} + \frac{A_{l}^{m}}{ikr} \mathbf{Y}_{l}^{m} + \hat{B}_{l}^{m} h_{l}^{(1)}(kr) \mathbf{W}_{l}^{m} \right\},
\end{align*}
\]
where \(L\) is the cut-off number, \(\{\hat{U}_{N,l}^{m}\}\) are the SPH coefficients of \(u_N\) on the spherical surface \(r = b\), \(\{\psi_{lm}(\mathbf{x})\}\) is the outgoing spherical wave functions (cf. \([23]\)), \(\{h_{l}^{(1)}(z)\}\) are the spherical Hankel functions of the first kind,
\[
Z_{l}(z) := h_{l}^{(1)}(z) + zh_{l}^{(1)′}(z),
\]
and the coefficients \(\{A_{l}^{m}, B_{l}^{m}\}\) need to be determined by matching the boundary data on \(r = b\). Now, we use the algorithm proposed in Section 3 to compute the SPH coefficients \(\{\hat{U}_{N,l}^{m}\}\) and the approximate VSH expansion
\[
\hat{x} \times (\mathbf{E}_N \times \hat{x}) = \sum_{l=1}^{L} \sum_{|m|=0}^{l} \left\{ V_{N,l}^{m} \mathbf{W}_{l}^{m} + W_{N,l}^{m} \mathbf{V}_{l}^{m} \right\}.
\]
Then matching the boundary condition \((4.2b)\) leads to
\[
\hat{A}_{l}^{m} = \frac{W_{N,l}^{m}}{h_{l}^{(1)}(kb)}, \quad \hat{B}_{l}^{m} = -\frac{ikb V_{N,l}^{m}}{Z_{l}(kb)}.
\]
Substituting it into (4.4), we obtain

\[ E_L = \sum_{l=1}^{L} \sum_{|m|=0}^{l} \left\{ b\varpi_l V_{N,l}^{m} h_l^{(1)}(kr) Y_l^{m} + bV_{N,l}^{m} Z_l(kr) \Psi_l^{m} + W_{N,l}^{m} h_l^{(1)}(kr) \Phi_l^{m} \right\}, \quad (4.7) \]

\[ H_L = \sum_{l=1}^{L} \sum_{|m|=0}^{l} \left\{ \frac{\varpi_l V_{N,l}^{m} h_l^{(1)}(kr)}{r h_l^{(1)}(kr)} Y_l^{m} + \frac{W_{N,l}^{m} Z_l(kr)}{r h_l^{(1)}(kr)} \Psi_l^{m} - ikb V_{N,l}^{m} h_l^{(1)}(kr) \Phi_l^{m} \right\}, \quad (4.8) \]

We reiterate that the error in the approximations (4.3) and (4.7)-(4.8) only comes from the mode of truncation because the computation of the SPH coefficients \( \hat{U}_{N,l}^{m} \) and the VSH coefficients \( \{V_{N,l}^{m}, W_{N,l}^{m}\} \) does not induce any additional error that exceeds accumulated computer round-off error.

One challenge for computing the far-field scattering waves lies in that the naive calculation of the ratio \( \hat{U}_{N,l}^{m}/h_l^{(1)}(ka) \) is not stable in performing the superposition (4.3). This is due to the “bad” asymptotic behaviour of \( j_l(z) \) and \( y_l(z) \) (cf. [1]):

\[ j_l(z) \sim \frac{1}{2l+1} \sqrt{\frac{1}{2\pi z}} \left( \frac{ex}{2l+1} \right)^{l+\frac{1}{2}}, \quad y_l(z) \sim -\frac{1}{2l+1} \sqrt{\frac{8}{\pi z}} \left( \frac{ex}{2l+1} \right)^{-l-\frac{1}{2}}, \quad l \geq 1, \quad (4.9) \]

which induces numerical underflow/overflow in computing the ratio \( \hat{U}_{N,l}^{m}/h_l^{(1)}(ka) \) and \( \psi_l m(\varphi) \) for large \( l \). Therefore, the usual approach for the direct computation of the scattering field works only for lower mode \( L \) and small \( r \). In order to overcome this obstacle, we rearrange the terms in (4.3) as

\[ u_L = \sum_{l=0}^{L} \sum_{|m|=0}^{l} \hat{U}_{N,l}^{m} R_l(r) Y_l^{m} (\theta, \varphi), \quad \text{where} \quad R_l(r) := \frac{h_l^{(1)}(kr)}{h_l^{(1)}(kb)}. \quad (4.10) \]

It is important to point out that the ratio \( R_l(r) \) is well behaved for all \( l \) and \( r \geq b \), which can be evaluated efficiently as follows. For this purpose, we reformulate the ratio as

\[ R_l'(r) - kp_l(kr) R_l(r) = 0, \quad r > b; \quad R_l(b) = 1, \quad (4.11) \]

where

\[ p_l(z) := \frac{h_l^{(1)}(z)}{h_l^{(1)}(z)} = \frac{d}{dz} \log h_l^{(1)}(z), \quad z \geq 0. \quad (4.12) \]

Equivalently, we have

\[ R_l(r) = \exp \left( k \int_b^r \rho_l(k\xi) d\xi \right), \quad l \geq 0, \quad r > b. \quad (4.13) \]

**Remark 4.1.** Recall the properties of \( \rho_l(z) \) (cf. [25, 30]):

\[ \rho_0(z) = -\frac{1}{z} + i; \quad -\frac{l+1}{z} \leq \text{Re}(\rho_l(z)) \leq -\frac{l}{z}, \quad 0 < \text{Im}(\rho_l(z)) \leq 1, \]

for all \( l \geq 1 \) and \( z > 0 \), and \( \text{Im}(\rho_l(z)) \) becomes exponentially small for large \( l \). This implies \( |R_l(r)| \leq e^{b-r} \) for \( r > b \) and all \( l \geq 1 \). \( \square \)

Note that \( \rho_l \) can be evaluated recursively and stably by (see, e.g., [3])

\[ \rho_l(z) = \frac{z}{l-1-z\rho_{l-1}(z)} - \frac{l+1}{z}, \quad l \geq 1; \quad \rho_0(z) = -\frac{1}{z} + i. \quad (4.14) \]

With this, we can use a suitable (composite) quadrature rule and evaluate the ratio (4.13) in a very accurate manner.
The above algorithm also applies to the computation of (4.7)-(4.8). Indeed, except for $R_l(r)$ in (4.3), we also need to deal with

$$\tilde{R}_l(r) := \frac{\hat{h}_l^{(1)}(kr)}{Z_l(kb)} = \frac{\hat{h}_l^{(1)}(kr)}{\tilde{h}_l^{(1)}(kr) + kbb\hat{h}_l^{(1)}(kb)} = \frac{R_l(r) + rR'_l(r)}{1 + kbr_l(b)}, \quad (4.15)$$

$$\breve{R}_l(r) := \frac{\hat{h}_l^{(1)}(kr)}{Z_l(kb)} = \frac{\hat{h}_l^{(1)}(kr)}{\hat{h}_l^{(1)}(kr) + kbb\hat{h}_l^{(1)}(kb)} = \frac{R_l(r)}{1 + kbr_l(b)}, \quad (4.16)$$

where we used (4.5), and $r_l(r)$ is defined in (4.12). Therefore, the ratios $\tilde{R}_l$ and $\breve{R}_l$ can be computed by using the ratios $R_l(r)$ and $r_l(r)$ accurately.

We provide some numerical illustrations of the above algorithm. For the acoustic scattering problem, we take the incident wave $u_{N}$ to be the spectral-element interpolation of the plane wave $e^{i\hat{k} \cdot x}$, and the spherical wave $e^{ik|x-x_0|}$, where $x_0$ is the center of the spherical wave and $\hat{k}$ is the propagation vector. For electromagnetic scattering test, we take $E_{N}$ to be the spectral element interpolation of the plane wave $(e^{ikz}, e^{ikz}, 0)^T$. In our example, we set $\hat{k} = (1, 0, 0), x_0 = (1, 0, 0), k = 40, B(b)$ be the ball centered at origin with radius $b = 0.25$. For the spectral element interpolation, we use a uniform $3 \times 4$ mesh in the $\theta$-$\phi$ plane for the spherical surface $r = b$ and set $N = 50$ to obtain machine accuracy. According to our computation, the interpolation errors for $e^{i\hat{k} \cdot x}$, $e^{ik|x-x_0|}$ and vector field $(e^{ikz}, e^{ikz}, 0)^T$ in a discrete maximum norm are $1.1233 \times 10^{-14}, 2.90127 \times 10^{-14}$ and $1.3110 \times 10^{-14}$, respectively. Define

$$\hat{U}_{N,l} = \max_{0 \leq |m| \leq l} |\hat{U}_{N,l}^m| \quad V_{N,l} = \max_{0 \leq |m| \leq l} |V_{N,l}^m| \quad W_{N,l} = \max_{0 \leq |m| \leq l} |W_{N,l}^m|,$$

and list the computed values from $l = 30$ to $l = 35$ in Table 4.1. These results show that it is enough to set the truncation mode $L = 35$ for $k = 40$. We depict the scattering waves in Figure 4.1 and Figure 4.2.

**Table 4.1. Magnitude of spherical harmonic coefficients (single spherical scatterer).**

| $l$  | $\hat{U}_{N,l}$ plane incident wave | $V_{N,l}^m$ spherical incident wave | $W_{N,l}^m$ |
|------|-------------------------------------|--------------------------------------|-------------|
| 30   | 2.2271e-12                          | 2.6243e-12                           | 4.7366e-13  |
| 31   | 3.6545e-13                          | 4.3957e-13                           | 7.8593e-14  |
| 32   | 5.8040e-14                          | 7.1058e-14                           | 1.2605e-14  |
| 33   | 8.4522e-15                          | 1.1510e-14                           | 1.9629e-15  |
| 34   | 1.3907e-15                          | 1.8552e-15                           | 2.9224e-16  |
| 35   | 2.5900e-16                          | 6.2305e-16                           | 3.2677e-17  |

**Figure 4.1.** Acoustic scattering waves from a spherical scatterer with plane incident wave (a)-(b) and spherical incident wave (c)-(d).
4.2. Computing scattering waves by an irregular scatterer. It is seen that with the spectral element approximations (or solutions) on the sphere, we can compute the far-filed scattering waves without loss of accuracy. Indeed, in many applications (e.g., radar detection and remote sensing), the computation of far-field scattering waves becomes very important. In what follows, we compute the acoustic scattering wave by an irregular scatterer and note that the approach can be extended to Maxwell’s equations. The essential idea is to reduce the unbounded domain by a ball enclosing the scatterer, and use the transformed field expansion and spectral-Galerkin method (cf. [39, 38]) to solve the reduced problem inside the ball. Then we compute the exterior scattering wave by using the aforementioned algorithm. Again the SPH and VSH expansions become indispensable tools for both the interior and exterior solvers.

To fix the idea, we consider

\[
\begin{aligned}
\Delta u + k^2 u &= 0, \quad \text{in} \quad \mathbb{R}^3 \setminus D,
\quad u|_{\partial D} = g; \quad \frac{\partial u}{\partial r} -iku = O\left(\frac{1}{r}\right), \quad \text{as} \quad r \to \infty,
\end{aligned}
\]  

(4.17)

where \(D\) is a bounded scatterer given by

\[
D = \{(r, \theta, \varphi) \mid 0 \leq r \leq a + w(\theta, \varphi), 0 \leq \theta \leq \pi, 0 \leq \varphi < 2\pi\},
\]  

(4.18)

and \(w(\theta, \varphi) = \varepsilon \varphi(\theta, \varphi)\) is a smooth perturbation of a ball of radius \(a\).

We reduce the unbounded domain to a bounded domain by a ball of radius \(b\) that encloses the scatterer \(D\) (see Figure 4.3), and then impose the exact DtN boundary condition at \(r = b\). This leads to an equivalent boundary value problem:

\[
\begin{aligned}
\Delta u + k^2 u &= 0, \quad (r, \theta, \varphi) \in \Omega := B(b) \setminus D, \\
\quad u(a + w(\theta, \varphi), \theta, \varphi) = g(\theta, \varphi), \\
\quad \partial_r u + T_b[u] &= 0, \quad \text{at} \quad r = b,
\end{aligned}
\]  

(4.19a,b,c)

where

\[
T_b[u] := -\sum_{l=0}^{\infty} k \frac{\partial_{l} l_{l}^{(1)}(kb)}{h_{l}^{(1)}(kb)} \sum_{m=-l}^{l} \tilde{u}_{lm} Y_{lm}(\theta, \varphi),
\]
is the DtN operator and \( \{ \tilde{u}_{lm} \} \) are the spherical harmonic expansion coefficients of \( u \) at \( r = b \).

![Figure 4.3. An illustration of scatterer D and artificial boundary \( S_b^2 \).](image)

The transformed field expansion (TFE) method (cf. \[39\] \[38\]) has been proven to be efficient in solving the BVP (4.19) even with slightly large perturbation. It relies on an accurate and efficient SPH algorithm for solving the transformed field in the separable spherical annulus \( \Omega_{a,b} := \{ (r, \theta, \varphi), a < r < b \} \) transformed from \( \Omega \) via the transformation:

\[
\hat{r} = \frac{(b-a) r - bw(\theta, \varphi)}{(b-a) - w(\theta, \varphi)}, \quad \hat{\theta} = \theta, \quad \hat{\varphi} = \varphi,
\]

(4.20)

where \( d = b - a \). Let \( \tilde{u}(\hat{r}, \hat{\theta}, \hat{\varphi}) = u(\hat{r} + \frac{(b-r)w(\theta, \varphi)}{d}) \) be the transformed field of \( u \). Then it satisfies

\[
\left\{
\begin{array}{l}
\partial_{\hat{r}}(\hat{r}^2 \partial_{\hat{r}} \tilde{u}) + \Delta_{\hat{g}} \tilde{u} + k^2 \hat{r}^2 \tilde{u} = f(\hat{r}, \hat{\theta}, \hat{\varphi}; \tilde{u}, \tilde{w}), \quad (\hat{r}, \hat{\theta}, \hat{\varphi}) \in \Omega_{a,b}, \\
\tilde{u}(a, \hat{\theta}, \hat{\varphi}) = g(\hat{\theta}, \hat{\varphi}), \quad \partial_{\hat{r}} \tilde{u}(b, \hat{\theta}, \hat{\varphi}) + T_b[\tilde{u}(b, \hat{\theta}, \hat{\varphi})] = H(\hat{\theta}, \hat{\varphi}; \tilde{u}, \tilde{w}),
\end{array}
\right.
\]

(4.21a)

(4.21b)

where

\[
\Delta_{\hat{g}} \tilde{u} := \frac{1}{\sin \hat{\theta}} \partial_{\hat{\theta}}(\sin \hat{\theta} \partial_{\hat{\theta}} \tilde{u}) + \frac{1}{\sin^2 \hat{\theta}} \partial^2_{\hat{r}} \tilde{u}.
\]

(4.22)

According to the field expansion theory \[38\], we can approximate the solution of (4.21) by

\[
\tilde{u}_J(\hat{r}, \hat{\theta}, \hat{\varphi}) = \sum_{j=0}^{J} \tilde{u}_j(\hat{r}, \hat{\theta}, \hat{\varphi}) \epsilon^j,
\]

(4.23)

and the functions \( \{ \tilde{u}_j(\hat{r}, \hat{\theta}, \hat{\varphi}) \} \) are determined by

\[
\left\{
\begin{array}{l}
\partial_{\hat{r}}(\hat{r}^2 \partial_{\hat{r}} \tilde{u}_j) + \Delta_{\hat{g}} \tilde{u}_j + k^2 \hat{r}^2 \tilde{u}_j = f_j(\hat{r}, \hat{\theta}, \hat{\varphi}; \{ \tilde{u}_{j-s} \}_{s=1}^4), \quad (\hat{r}, \hat{\theta}, \hat{\varphi}) \in \Omega_{a,b}, \\
\tilde{u}_j(a, \hat{\theta}, \hat{\varphi}) = \delta_{j,0} g(\hat{\theta}, \hat{\varphi}), \quad \partial_{\hat{r}} \tilde{u}_j(b, \hat{\theta}, \hat{\varphi}) + T_b[\tilde{u}_j(b, \hat{\theta}, \hat{\varphi})] = H_j(\hat{\theta}, \hat{\varphi}; \tilde{u}_{j-1}),
\end{array}
\right.
\]

(4.24a)

(4.24b)

where \( \delta_{j,0} \) is the Kronecker delta. Noting that \( f_j \) only involves \( \tilde{u}_{j-s}(s = 1, 2, 3, 4) \) and \( H_j \) only depends on \( \tilde{u}_{j-1} \), each \( \tilde{u}_j \) can be solved from (4.24) in a spherical shell \( \Omega_{a,b} \). Thanks to the special geometry of the computational domain \( \Omega_{a,b} \), an efficient spectral-Galerkin method with SPH expansion can be used. Denote the SPH expansions by

\[
\{ \tilde{u}_j(\hat{r}, \hat{\theta}, \hat{\varphi}), f_j(\hat{r}, \hat{\theta}, \hat{\varphi}) \} = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \{ \tilde{U}_{lm}^j(\hat{r}), \tilde{F}_{lm}^j(\hat{r}) \} Y_l^m(\hat{\theta}, \hat{\varphi}),
\]

(4.25a)

\[
\{ g(\hat{\theta}, \hat{\varphi}), H_j(\hat{\theta}, \hat{\varphi}) \} = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \{ \tilde{G}_{lm}, \tilde{H}_{lm}^j \} Y_l^m(\hat{\theta}, \hat{\varphi}).
\]

(4.25b)
Then, (4.24) can be decomposed into a sequence of one-dimensional, two-point boundary value problems:

\[
\begin{align*}
\frac{d}{dr} \left( r^2 \frac{d \hat{U}_{lm}^j}{dr} \right) + \left( r^2 k^2 - l(l+1) \right) \hat{U}_{lm}^j &= \hat{F}_{lm}^j, \quad \hat{r} \in (a,b), \\
\hat{U}_{lm}^j(a) &= \delta_{j,0} \hat{G}_{lm}, \quad \frac{d \hat{U}_{lm}^j(b)}{dr} - k \frac{\partial h_l^{(1)}(kb)}{\partial \hat{r}} \hat{U}_{lm}^j(b) &= \hat{H}_{lm}^j,
\end{align*}
\]

for integers \(|m| \leq l, \ l \geq 0\) and \(j = 0, 1, \cdots, J\). We use the proposed SPH expansion algorithm to compute the expansion coefficients \(\{\hat{F}_{lm}^j, \hat{G}_{lm}, \hat{H}_{lm}^j\}\) and then employ spectral solver to solve (4.26). In the calculation of SPH expansion coefficients, we first evaluate the values of given functions on spectral element grids and then apply our SPH expansion algorithm. Further, we can use the solver introduced in the last subsection to compute the far field of the scattering wave after having the approximation of \(\hat{u}_j\) on the artificial boundary \(r = b\).

We remark that the VSH expansion algorithm together with the TFE method can also be applied to solve the electromagnetic scattering problem in a similar setting. We refer to [40] for the detailed description of the TFE method along this line.

Below, we present some numerical results. Assume that \(\partial D\) has the parameterization:

\[
r = a + \varepsilon \varrho(\theta, \phi),
\]

where

\[
a = 0.2, \quad \varepsilon = 0.05, \quad \varrho(\theta, \phi) = \frac{1}{8} (35 \cos^4 \theta - 30 \cos^2 \theta + 3).
\]

Take the incident wave \(g\) to be the plane wave \(e^{i k \cdot x}\), and the spherical wave \(e^{i k |x-x_0|}\) with \(\mathbf{k} = (1,0,0), \ k = 30, \ x_0 = (1,0,1)\). The artificial boundary centered at origin with radius \(b = 0.4\) is adopted. It is set to be very close to the scatterer \(D\) for small truncated domain and thus less computation time. On the other hand, the scattering field outside \(B(b)\) is computed from the spectral element approximation on \(\partial B(b)\). For the spectral element approximation on spherical surfaces, we always use a uniform \(3 \times 4\) mesh in the \(\theta\)-\(\phi\) plane and set \(N = 40\). Actually, this spectral element approximation setting is good enough to make the spectral element interpolation to machine accuracy. In the spectral solver of one dimensional problems (4.26), we use polynomial of degree \(p = 30\). The field expansion (4.23) is truncated at \(J = 10\). The computed values \(\hat{U}_{N,l}\) for \(35 \leq l \leq 40\) are listed in Table 4.2. These results show that it is enough to set the truncation mode \(L = 40\) for \(k = 30\). We depict the scattering waves in Figure 4.4 and Figure 4.5, where the scattering waves outside \(B(b)\) in the right columns are computed by the numerical method introduced in the Subsection 4.1.

Table 4.2. Magnitude of spherical harmonic coefficients (single irregular scatterer).

| \(l\)  | \(\hat{U}_{N,l}\) plane incident wave | \(\hat{U}_{N,l}\) spherical incident wave |
|-------|--------------------------------------|----------------------------------------|
| 35    | 5.5527e-12                          | 3.8383e-12                            |
| 36    | 2.5861e-12                          | 1.5264e-12                            |
| 37    | 9.9869e-13                          | 7.6434e-13                            |
| 38    | 4.5069e-13                          | 2.9476e-13                            |
| 39    | 1.6978e-13                          | 1.3971e-13                            |
| 40    | 7.3989e-14                          | 5.3222e-14                            |
4.3. **Computing scattering waves by multiple spherical scatterers.** Consider the multiple scattering problem

\[
\begin{align*}
\Delta u + k^2 u &= 0, & \text{in } \mathbb{R}^3 \setminus \hat{D}, \\
u &= g_N, & \text{on } \partial D, \\
\frac{\partial u}{\partial r} - iku &= O\left(\frac{1}{r}\right), & r \to \infty,
\end{align*}
\]

where \( k \) is the wave number and \( g_N \) is induced by the incident wave. Without loss of generality, we assume that the scatterer \( D = D_1 \cup D_2 \cup \cdots D_M \) consists of \( M \) well-separated spherical scatterers centered at points \( O_1, O_2, \cdots, O_M \) of radii \( a_1, a_2, \cdots, a_M \), respectively, see Figure 4.6 for an example of two scatterers. As with the previous case, \( g_N \) is the high-order spectral element approximation of a given incident wave.

It is known that the scattering field \( u \) has a unique purely outgoing wave decomposition \( u = u_1 + u_2 + \cdots + u_M \), where \( u_1, u_2, \cdots, u_M \) are purely outgoing waves satisfying the following
scattering problems (cf. [14, 21]):

\[
\begin{align*}
\Delta u_i + k^2 u_i &= 0, \quad \text{in } \mathbb{R}^2 \setminus \bar{D}_i, \\
u_i &= g_N - \sum_{j=1, j \neq i}^M u_j, \quad \text{on } \partial D_i, \\
\frac{\partial u_i}{\partial r} - ik u_i &= O\left(\frac{1}{r}\right), \quad r \to \infty.
\end{align*}
\]
The position vectors of any point $P$ with respect to the local spherical coordinate systems are given by

$$r_j = (r_j \sin \theta_j \cos \varphi_j, r_j \sin \theta_j \sin \varphi_j, r_j \cos \theta_j), \quad j = 1, 2, \ldots, M.$$ 

Let $b_{ij}$ be the position vector of $O_j$ with respect to $O_i$, so that $r_i = r_j + b_{ij}$. We further introduce the unit vectors

$$\hat{b}_{ij} = \frac{b_{ij}}{|b_{ij}|}, \quad \hat{r}_j = \frac{r_j}{|r_j|} = r_j, \quad i, j = 1, 2, \ldots, M.$$ 

Recall the following useful formulas (cf. [8, 23]).

**Lemma 4.1.** For $m = 0, \pm 1, \ldots, \pm l$ and $l = 0, 1, \ldots$, there hold

$$h_l^{(1)}(kr_i)Y_l^m(\hat{r}_i) = \sum_{n=0}^{\infty} \sum_{s=-n}^{n} S_{nl}^m(b_{ij})J_n(kr_j)Y_n^s(\hat{r}_j), \quad r_j < b_{ij},$$

$$h_l^{(1)}(kr_i)Y_l^m(\hat{r}_i) = \sum_{n=0}^{\infty} \sum_{s=-n}^{n} \hat{S}_{nl}^m(b_{ij})h_l^{(1)}(kr_j)Y_n^s(\hat{r}_j), \quad r_j > b_{ij},$$

where

$$S_{nl}^m(b_{ij}) = 4\pi i^{n-l} \sum_{q=0}^{\infty} q^l h_q^{(1)}(kb_{ij})\overline{Y_q^{s-m}(b_{ij})}G(l, m; q, s - m; n),$$

$$\hat{S}_{nl}^m(b_{ij}) = 4\pi i^{n-l} \sum_{q=0}^{\infty} q(-1)^m j_q(kb_{ij})\overline{Y_q^{s-m}(b_{ij})}G(l, m; n, -s; q),$$

and $G(l, m; n; -s; q)$ is the Gaunt coefficient.

Like (4.30) admits the solution

$$u_i(r_i) = \sum_{l=0}^{\infty} \sum_{|m|=0}^{l} A_{lm}^i \psi_l^m(r_i), \quad i = 1, 2, \ldots, M,$$

where

$$\psi_l^m(r_i) := \frac{h_l^{(1)}(kr_i)}{h_l^{(1)}(ka_i)} Y_l^m(\theta_i, \varphi_i), \quad i = 1, 2, \ldots, M.$$ 

We truncate the series and obtain numerical approximations:

$$U_L^i(r_i) = \sum_{l=0}^{L} \sum_{|m|=0}^{l} A_{lm}^i \psi_l^m(r_i), \quad i = 1, 2, \ldots, M.$$ (4.33)

Then, the problem is to determine the coefficients $A := [A^1, A^2, \ldots, A^M]$ where $A^i = (A_{lm}^i)$.

Similar to the single scatterer case, these coefficients can be determined by matching the data on the spherical surfaces $\partial D_1, \partial D_2, \ldots, \partial D_M$ using the boundary conditions (4.30b). For this purpose, we first use the developed algorithm to compute the spherical harmonic expansions of the boundary data $g_N$ on the spherical scatterers $\partial D_1, \partial D_2, \ldots, \partial D_M$:

$$g_N|_{\partial D_j} \approx \sum_{l=0}^{L} \sum_{|m|=0}^{l} \hat{g}_{lm}^j Y_l^m(\theta_j, \varphi_j).$$

According to Lemma 4.1, we have the approximations

$$\psi_l^m(r_i)|_{\partial D_j} \approx \sum_{n=0}^{\infty} \sum_{|s|=0}^{n} \hat{\Psi}_{nm}^j(b_{ij})Y_n^s(\theta_j, \varphi_j),$$
where
\[ \Psi_{nl}^{sm}(b_{ij}) = \frac{S_{nl}^{sm}(b_{ij})j_{n}(ka_{j})}{h_{l}^{(1)}(ka_{i})}. \] (4.34)

Note that \( \Psi_{nl}^{sm}(b_{ij}) \) also depends on \( a_{i}, a_{j} \) and \( k \), but we do not specify the dependence for simplicity. Then the numerical approximations (4.33) on specific scatterer \( D_{j} \) can be further approximated by
\[ U_{L}^{j} \partial D_{j} = \sum_{n=0}^{L} \sum_{|s|=0}^{L} \left( \sum_{l=0}^{L} A_{lm} \Psi_{nl}^{sm}(b_{ij}) \right) Y_{n}^{s}(\hat{r}_{j}), \quad j = 1, 2, \ldots, i - 1, i + 1, \ldots, M. \] (4.35)

Although we have analytic formulas (4.32) and (4.34) for the matrices \( \mathbb{S}^{ij} := (\Psi_{nl}^{sm}(b_{ij})) \), they are too complicated to be directly used in the practical computation. For example, consider the analytic formula for \( \Psi_{nl}^{sm}(b_{ij}) \), which has terms of the form
\[ \frac{4\pi^{1-l-q}h_{l}^{(1)}(kb_{ij})j_{s}(ka_{j})\mathcal{G}(l, m; q, s - m; n)}{h_{l}^{(1)}(ka_{j})} Y_{q}^{s-m}(b_{ij}), \quad q = 0, 1, \ldots. \] (4.36)

We see that the first kind spherical Hankel functions of different orders and arguments and quite complicated Gaunt coefficients are involved in (4.36). According to the asymptotic formula (4.9), direct computation of the first kind spherical Hankel function may lead to underflow/overflow for large order. Moreover, the Gaunt coefficients \( \mathcal{G}(l, m; q, s - m; n) \) are very complicated and require sophisticated algorithm (cf. [35]) to compute. Therefore, a robust and accurate numerical algorithm for computing (4.34) is indispensable for highly accurate simulation.

A recurrence formula for the computation of \( S_{nl}^{sm}(b_{ij}) \) was presented in [7, 15]. However, the calculation of \( S_{nl}^{sm}(b_{ij}) \) may cause underflow/overflow for large \( n, l \) (see Table 4.3 below). Thus, the procedure that first calculates \( S_{nl}^{sm}(b_{ij}) \) and then multiplies it by the T-matrix, could result in very large errors for high modes. It is important to note that we actually only need to compute the coefficients \{ \( \Psi_{nl}^{sm}(b_{ij}) \) \} in the multiscattering problems. Therefore, based on the recurrence formula for \( \Psi_{nl}^{sm}(b_{ij}) \), we derive the recurrence formulas for \( \Psi_{nl}^{sm}(b_{ij}) \) as follows. First, we use
\[ i_{m+1}^{l-m-1}\Psi_{n,m+1}^{s,m+1}(b_{ij}) = b_{n}^{-s}b_{l}^{-m} \Psi_{n-1,m}^{s-1,m}(b_{ij}) - \frac{\beta_{m}^{i}}{\alpha_{n-1}^{i}} \Psi_{n,m+1}^{s,m}(b_{ij}), \]
\[ i_{m+1}^{l-m-1}\Psi_{n,m+1}^{s,-m-1}(b_{ij}) = b_{n}^{-s}b_{l}^{-m} \Psi_{n-1,m}^{s-1,-m}(b_{ij}) - \frac{\beta_{m}^{i}}{\alpha_{n-1}^{i}} \Psi_{n,m-1}^{s,m}(b_{ij}), \] (4.37)
to compute the so-called sectorial coefficients where
\[ \alpha_{n}^{i} = \frac{j_{n}(ka_{j})}{j_{n+1}(ka_{j})}, \quad \beta_{m}^{i} = \frac{h_{m}(ka_{j})}{h_{m+1}(ka_{j})}, \quad b_{n}^{m} = \begin{cases} \sqrt{\frac{(n-m-1)(n-m)}{(2n-1)(2n+1)}}, & 0 \leq m \leq n, \\ -\sqrt{\frac{(n-m-1)(n-m)}{(2n-1)(2n+1)}}, & -n \leq m \leq 0, \\ 0, & |m| > n. \end{cases} \] (4.38)

The recurrence process start with
\[ \Psi_{n0}^{0m}(b_{ij}) = (-1)^{n} \sqrt{4\pi j_{0}(ka_{j})h_{0}(kb_{ij})} Y_{n}^{-m}(\hat{b}_{ij}), \]
\[ \Psi_{n0}^{0m}(b_{ij}) = (-1)^{n} \sqrt{4\pi j_{0}(ka_{j})h_{0}(kb_{ij})} Y_{n}^{m}(\hat{b}_{ij}). \] (4.39)

Then all other coefficients are computed by
\[ a_{l}^{m} \Psi_{n,l+1}^{sm}(b_{ij}) = a_{l-1}^{m} \beta_{l-1}^{i} \Psi_{n,l-1}^{sm}(b_{ij}) - a_{n}^{s} \alpha_{n}^{i} \beta_{m}^{i} \Psi_{n-1,l}^{sm}(b_{ij}) + a_{n-1}^{s} \alpha_{n-1}^{i} \Psi_{n-1,l}^{sm}(b_{ij}) \] (4.40)
where
\[ a_n^m = \begin{cases} \sqrt{\frac{(n+1+|m|)(n+1-|m|)}{(2n+1)(2n+3)}}, & n \geq |m|, \\ 0, & |m| > n. \end{cases} \]  
(4.41)

We compare the behaviour of \( S_{nl}^{sm}(b_{ij}) \) and \( \Psi_{nl}^{sm}(b_{ij}) \), and present their values obtained by recurrence formula in Table 4.3. It shows that it is infeasible to use \( S_{nl}^{sm}(b_{ij}) \) in the numerical simulation.

| \( s \) | \( S_{90,90}^{nl}(b_{ij}) \) | \( \Psi_{90,90}^{nl}(b_{ij}) \) |
|---|---|---|
| 0 | 0.02655 - 1.18586e+84i | 7.78972e-43 - 1.39298e-58i |
| 1 | -9.99986e-18 + 1.30687e+70i | -8.58424e-57 + 8.75699e-73i |
| 2 | 0.00052 + 1.17247e+84i | 8.4038e-57 - 1.47936e-72i |
| 4 | 0.02106 - 1.13316e+84i | 7.44350e-43 - 4.30398e-58i |

By matching the boundary data on \( \partial D_i \), we obtain linear system
\[
\begin{bmatrix} I_{S_{nl}} \mathcal{S}^{21} & \cdots & \mathcal{S}^{M1} \\ \mathcal{S}^{32} & \cdots & \mathcal{S}^{M2} \\ \vdots & \vdots & \vdots \\ \mathcal{S}^{1M} & \mathcal{S}^{2M} & \cdots \end{bmatrix} \begin{bmatrix} A^1 \\ A^2 \\ \vdots \\ A^M \end{bmatrix} = \begin{bmatrix} G^1 \\ G^2 \\ \vdots \\ G^M \end{bmatrix}
\]  
(4.42)

where \( G^i = (g_{lm}^i) \) are vectors consisting of spherical harmonic expansion coefficients of \( g_N \) on \( \partial D_i \), respectively. By using the Lapack to directly solve this linear system, we are able to solve a multiple scattering problem with a limited number of scatterers. We report the simulation result of 25 scatterers at the end of this subsection. It is worthwhile to point out that our expansion approach can be adopted not only to other fast numerical methods (e.g., fast multipole method [22, 16], and the iterative method [18]) to deal with many more spherical scatterers but also to other appropriate solvers (e.g., finite difference method in curvilinear coordinates [2]) to simulate multiple scattering with irregular scatterers.

Next, we present some numerical results. We set two spherical scatterers located at \((-1,0,0)\) and \((1,0,0)\) with radius \( a_1 = a_2 = 0.25 \), respectively. As in the last example 1, the incident wave is chosen to be the spectral element interpolations of a plane wave \( e^{ik|x-x_0|} \) and a spherical wave \( e^{ik|x-x_0|} \), respectively. We set \( k = (0,0,1) \), \( x_0 = (0,0,1) \), \( k = 50 \) and use a uniform \( 3 \times 4 \) mesh in the \( \theta-\varphi \) plane for the spherical surface and polynomials of degree \( N = 50 \) for the interpolation. According to our computation, the interpolation errors for \( e^{ik|x-x_0|} \) and \( e^{ik|x-x_0|} \) in a discrete maximum norm are 9.4565e-15 and 4.5760e-14, respectively. Define
\[
\tilde{g}_i = \max_{0 \leq |m| \leq l} \{ |g_{lm}^1|, |g_{lm}^2| \}, \quad C_l = \max_{0 \leq |m| \leq l} \{ |A_{lm}^1|, |B_{lm}^2| \},
\]
and list the computed values for \( 35 \leq l \leq 40 \) in Table 4.3. These results show that it is enough to set the truncation mode \( L = 40 \) for \( k = 50 \). We depict the scattering waves in Figure 4.7.

We then test the algorithm for many scatterers. We set 25 spherical scatterers located at a uniform grid points in square area in \( x-z \) plane delimited by points \((-2,0,-2)\) and \((2,0,2)\). All scatterers are identical and of radius \( a = 0.25 \). The incident wave is chosen to be the spectral element interpolations of a plane wave \( e^{ik|x-x_0|} \). We set \( k = (0,0,1) \), \( k = 35 \) and use a uniform \( 3 \times 4 \) mesh in the \( \theta-\varphi \) plane for the spherical surface and polynomials of degree \( N = 30 \) for
Table 4.4. Magnitude of spherical harmonic coefficients (two spherical scatterers).

| $l$ | $\hat{g}_l$ plane incident wave | $C_l$ plane incident wave | $\hat{g}_l$ spherical incident wave | $C_l$ spherical incident wave |
|-----|---------------------------------|---------------------------|------------------------------------|-----------------------------|
| 35  | 1.0371e-12                     | 1.0366e-12                | 2.6723e-13                        | 2.6756e-13                  |
| 36  | 1.8550e-13                     | 1.8483e-13                | 4.7839e-14                        | 4.7969e-14                  |
| 37  | 3.2006e-14                     | 3.1935e-14                | 8.1178e-15                        | 8.0802e-15                  |
| 38  | 5.5439e-15                     | 5.5707e-15                | 1.3823e-15                        | 1.3574e-15                  |
| 39  | 9.3425e-16                     | 9.3619e-16                | 4.6185e-16                        | 4.6883e-16                  |
| 40  | 4.6226e-16                     | 4.7945e-16                | 5.4598e-16                        | 5.5918e-16                  |

Figure 4.7. Scattering waves from two spherical scatterers.

Table 4.5. Magnitude of spherical harmonic coefficients (25 spherical scatterers).

| $l$ | $\hat{g}_l$ | $C_l$ | $l$ | $\hat{g}_l$ | $C_l$ |
|-----|-------------|-------|-----|-------------|-------|
| 25  | 1.4501e-9   | 1.8695e-9 | 28  | 6.6724e-12  | 6.9720e-12 |
| 26  | 2.5081e-10  | 2.8347e-10 | 29  | 1.0286e-12  | 8.7441e-13 |
| 27  | 4.1688e-11  | 4.2603e-11 | 30  | 1.5652e-13  | 1.3781e-13 |

the interpolation. According to our computation, the interpolation errors for $e^{ikx}$ in a discrete maximum norm are $2.5367e-14$. Define

$$\hat{g}_l = \max_{0 \leq |m| \leq l} \{|g_{l,m}^1|, \cdots, |g_{l,m}^{25}|\}, \quad C_l = \max_{0 \leq |m| \leq l} \{|A_{l,m}^1|, \cdots, |A_{l,m}^{25}|\},$$
and list the computed values from \( l = 25 \) to \( l = 30 \) in Table 4.5. The results show that very accurate solution can be obtained by setting the truncation mode \( L = 30 \) for \( k = 35 \) in this example. We depict the scattering waves in Figure 4.8.

![Scattering waves](image)

(a) Real part (with plane incident wave)  
(b) Imaginary part (with plane incident wave)

**Figure 4.8.** Scattering waves from many spherical scatterers.

4.4. **Concluding remarks.** In this paper, we presented accurate numerical tools for computing SPH/VSH expansions of scalars/vector fields with given nodal values of spectral element approximations. With the aid of some analytic formulas, we could accurately calculate the underlying highly oscillatory integrals so it is particularly robust for high mode expansions. As direct applications of the algorithms, we considered several 3D scattering problems, and demonstrated that stable and accurate simulations can be achieved with afford computational cost. It is expected that the development in this paper paves the way for the simulation of scattering problems with complex scatterers using the exact DtN boundary conditions. We leave the integration of the tool herein with the interior spectral-element solver for challenging 3D simulations to a future work.

**References**

[1] M. Abramowitz and I.A. Stegun, editors. *Handbook of Mathematical Functions with Formulas, Graphs, and Mathematical Tables*. A Wiley-Interscience Publication. John Wiley & Sons Inc., New York, 1984. Reprint of the 1972 edition, Selected Government Publications.

[2] S. Acosta and V. Villamizar. Coupling of Dirichlet-to-Neumann boundary condition and finite difference methods in curvilinear coordinates for multiple scattering. *J. Comput. Phys.*, 229(15):5498–5517, 2010.

[3] B. Alpert, L. Greengard, and T. Hagstrom. Rapid evaluation of nonreflecting boundary kernels for time-domain wave propagation. *SIAM J. Numer. Anal.*, 37(4):1138–1164, 2000.

[4] F.A. Amirkulova and A.N. Norris. Acoustic multiple scattering using recursive algorithms. *J. Comput. Phys.*, 299:787–803, 2015.

[5] H. Bateman. Tables of Integral Transforms. *California Institute of Technology Bateman Manuscript Project, edited by Erdelyi, Arthur, New York: McGraw-Hill*, 1, 1954.

[6] J.P. Boyd. *Chebyshev and Fourier Spectral Methods, Second Edition*. Dover Publications Inc., 2001.

[7] W.C. Chew. Recurrence relations for three-dimensional scalar addition theorem. *J. Electromagnet. Wave.*, 6(1-4):133–142, 1992.

[8] M. Danos and L.C. Maximon. Multipole matrix elements of the translation operator. *J. Math. Phys.*, 6(5):766–778, 1965.

[9] L. Demkowicz and J. Shen. A few new (?) facts about infinite elements. *Comp. Meth. Appl. Mech. Engrg.*, 195(29):3572–3590, 2006.

[10] A. Fournier. Exact calculation of Fourier series in nonconforming spectral-element methods. *J. Comput. Phys.*, (215):1–5, 2006.
[11] W. Freeden and M. Schreiner. *Spherical Functions of Mathematical Geosciences: A Scalar, Vectorial, and Tensorial Setup*. Springer Verlag, 2009.

[12] G. Garate, E.G. Vadillo, J. Santamarina, and D. Pardo. Solution of the 3D Helmholtz equation in exterior domains using spherical harmonic decomposition. *Comput. Math. Appl.*, 64(8):2520–2543, 2012.

[13] F.X. Giraldo and T.E. Rosmond. A scalable spectral element Eulerian atmospheric model (SEE-AM) for NWP: dynamical core tests. *Mon. Weather Rev.*, 132(1):133–153, 2004.

[14] M.J. Grote and C. Kirsch. Dirichlet-to-Neumann boundary conditions for multiple scattering problems. *J. Comput. Phys.*, 201(2):630–650, 2004.

[15] N.A. Gumerov and R. Duraiswami. Recursions for the computation of multipole translation and rotation coefficients for the 3D Helmholtz equation. *SIAM J. Sci. Comput.*, 25(4):1344–1381, 2004.

[16] N.A. Gumerov and R. Duraiswami. Computation of scattering from clusters of spheres using the fast multipole method. *J. Acoust. Soc. Am.*, 117(4):1744–1761, 2005.

[17] T. Hagstrom and S. Lau. Radiation boundary conditions for Maxwell’s equations: a review of accurate time-domain formulations. *J. Comput. Math.*, 25(3):305–336, 2007.

[18] A.K. Hamid, I.R. Ciric, and M. Hamid. Iterative solution of the scattering by an arbitrary configuration of conducting or dielectric spheres. In *IEE Proc. H Microwaves Antenn. Propag.*, volume 138, pages 565–572, IET, 1991.

[19] E.L. Hill. The theory of vector spherical harmonics. *Amer. J. Phys.*, 22:211–214, 1954.

[20] K. Huang and P.J. Li. A two-scale multiple scattering problem. *Multiscale Model. Simul.*, 8(4):1511–1534, 2010.

[21] X. Jiang and W.Y. Zheng. Adaptive perfectly matched layer method for multiple scattering problems. *Comp. Meth. Appl. Mech. Engrg.*, 201:42–52, 2012.

[22] P.A. Martin. *Multiple Scattering: Interaction of Time-Harmonic Waves with N Obstacles*. Cambridge University Press, 2006.

[23] J.C. Nédélec. *Acoustic and Electromagnetic Equations*, volume 144 of *Applied Mathematical Sciences*. Springer-Verlag, New York, 2001. Integral representations for harmonic problems.

[24] J. Shen, T. Tang, and L.L. Wang. *Spectral Methods: Algorithms, Analysis and Applications*, volume 41 of *Springer Series in Computational Mathematics*. Springer-Verlag, Berlin, Heidelberg, 2011.

[25] Y.L. Xu. Fast evaluation of the gaunt coefficients. *Math. Comp.*, 65(216):1601–1612, 1996.

[26] Z. Yang, L.L. Wang, Z. Rong, B. Wang, and B. Zhang. Seamless integration of global Dirichlet-to-Neumann boundary condition and spectral elements for transformation electromagnetics. *Comput. Methods Appl. Mech. Engrg.*, Vol. 301, 137-163, 2016.

[27] J.W. Young and J.C. Bertrand. Multiple scattering by two cylinders. *J. Acoust. Soc. Am.*, 58(6):1190–1195, 1975.