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Abstract: Remote sensing imageries processed through empirical and deterministic approaches help predict multiple agronomic traits throughout the growing season. Accurate identification of cotton crop from remotely sensed imageries is a significant task in precision agriculture. This study aims to utilize a deep learning-based framework for cotton crop field identification with Gaofen-1 (GF-1) high-resolution (16 m) imageries in Wei-Ku region, China. An optimized model for the pixel-wise multidimensional densely connected convolutional neural network (DenseNet) was used. Four widely-used classic convolutional neural networks (CNNs), including ResNet, VGG, SegNet, and DeepLab v3+, were also used for accuracy assessment. The results infer that DenseNet can identify cotton crop features within a relatively shorter time about 5 h for training convergence. The model performance was examined by multiple indicators (P, F1, R, and mIoU) produced through the confusion matrix, and the derived cotton fields were then visualized. The DenseNet model has illustrated considerable improvements in comparison with the preceding mainstream models. The results showed that the retrieval precision was 0.948, F1 score was 0.953, and mIoU was 0.911. Furthermore, its performance is relatively better in discriminating cotton crop fields’ fine structures when clouds, mountain shadows, and urban built up.
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1. Introduction

Cotton (Gossypium hirsutum L.) is an important economic crop in China. Xinjiang is the largest cotton producer in China, occupying an important income source both domestically and internationally. According to the statistical data from 2018 [1], the total cotton crop area of Wei-ku oasis, among the largest cotton crop belts in Xinjiang, was roughly ~312,760 hectares, 8.56% of the cotton area in Xinjiang. In the same (2018) fiscal year, the cotton production was ~626,316 tons, substantially contributing to the local GDP. Recently, due to an exponential increase in the cotton products demand, the cotton cropped area in Xinjiang has reached up to ~2.5 million hectares during the fiscal year 2019–2020 with a 78% production of the national level [2]. The warming trend and changing climate have threatened cotton productivity, especially due to water and energy cycle changes. Recent studies indicated that air humidity changes, precipitation, temperature, and sunshine duration collectively affect biological and cotton stalk productivity [3,4]. Traditionally, the statistical information is usually released through the end of the fiscal year that provides cumulative descriptive information of the area cropped, production, losses due to natural hazards, and many more. For a better prediction and forecast of the
production, a continuous seasonal real-time cost-effective, and less laborious monitoring is an important challenge [5,6].

Remote sensing techniques have the advantages of monitoring agricultural practices from multiple viewpoints such as crop growth monitoring [7], disease identification [8], yield forecast [9], crop area estimation [10], weed identification [11], and crop water requirement estimations [12]. At present, the remote sensing identification of crop extent area is mainly estimated through supervised classification that relies on a substantial amount of training data [13]. Many algorithms for crop area extraction from satellite images have been proposed, including spectral analysis classification [14,15] and machine learning [16–19]. Chen, S. et al. [16] used 250 m resolution MODIS-NDVI data and spectral analysis for cropland distribution patterns in Northeast China. The results inferred that the proposed approach is suitable for multiple crop classification under limited experimental conditions and single large crop cultivated areas. Mathur, A. [17] demonstrated that using a support vector machine (SVM) adds to agriculture classification under limited support vectors and highlighted the possibility of further reduction in training set without losing classification accuracy. Ishak, A. J. [19] employed a decision tree for weed classification, based on achieved accuracy rate and selection of optimal feature vectors, the CART algorithm performed well in weed recognition.

For crop feature identification and mapping, the remote sensing imageries are obtained either through airborne satellites [20], unmanned air vehicles (UAV’s) [21], or unmanned ground vehicles (UGV’s) [22]. These images are then processed with machine learning and deep learning techniques for achieving the required crop feature mapping and identification in time and space dimensions. Satellite data are generally used in large-scale monitoring, while UAV and UGV are used for small-scale monitoring [23]. On a much local and small scale, the cotton crop identification and mapping from remotely sensed imageries with a larger swath width is challenging. Although Gong Peng’s team publicly shared a 10-m resolution global land cover type product [24], among other constraints, the cotton crop as a land-cover class is limited and least explored in the existing data sets of land cover types shared globally. However, the study of an all-season sample database for improving Africa’s land-cover mapping with two classification schemes provides a reference for its application in mapping the cotton crop area, with less than 1% accuracy loss [25]. A similar approach will help in efficient and timely prediction of cotton acreage cultivated in remote areas, production estimation, crop area loss due to natural hazards, and other relevant statistics cost-effectively and less laboriously. This can be an alternative to traditional methods that rely on sufficient prior knowledge, processing big data, and reducing computer hardware burden.

In recent years, deep learning techniques have been widely applied in earth sciences, especially in land cover classification and object identification [26]. Deep learning in remote sensing is eminent because of its ability to explicitly differentiate raw images’ spectral and spatial characteristics. Image texture reflects the brightness nature of the image and its spatial arrangement of the color [27]. Compared to the traditional methods, deep learning is characterized by adapting to a large sample size without predefining the rules for specific tasks [28]. As deep learning has been successfully applied in various domains, it’s precision agriculture application is relatively recent [29]. Andreas Kamilaris et al. [30] performed a survey of 40 research efforts that employed deep learning techniques applied to various agricultural challenge. They examined the particular agricultural problems under study and compared deep learning with other existing popular techniques regarding differences in classification or regression performance. The findings indicate that deep learning provides high accuracy, outperforming existing commonly used image processing techniques [30].

The convolutional neural network (CNN) is one of the most successful deep learning frameworks; it greatly reduces the training parameters [31], improving both the computing efficiency and generalization capability. Especially, CNN’s enhance image recognition ability through local connection and weight sharing [32]. CNN’s have been largely used for
target detection and classification from an image, and many model structures have been put forward, such as the VGG [33], the ResNet [34], and the DenseNet structures [35].

Recently, multiple attempts with CNN structures have been made to innovate algorithms for identifying different types of targets in satellite and aerial images. Widely used images are from Landsat with 30 m spatial and 16 days temporal resolution [36]. China launched the Gaofen-1 (GF1) satellite in 2013, which is equipped with two full-color cameras with a resolution of 2 m, and a multispectral camera with a resolution of 16 m. The revisit period of the GF-1 satellite is about four days; it has self-evident advantages considering its spatio-temporal resolutions. GF-1 is a high-resolution remote sensing image containing richer spatial information than medium-resolution remote sensing images. According to this feature, we can extract more detailed field crop feature information for precision agriculture. Very few studies (as of now) has employed GF-1 satellite images for cropland extraction, particularly with the advanced state of the art deep learning techniques.

The purpose of this study is to use the GF-1 satellite images to identify the cotton crop using an improved DenseNet structure and describe the distribution of cotton field in this region, then applied it to cotton field area monitoring. This study’s main contributions are as follows: first, the sample cotton field data set in Wei-ku oasis is developed, followed by the improved DenseNet model application for cotton field identification. The rest of the paper is structured as Section 2 is study area and data; Section 3 is materials and methods; Section 4 is results, and Section 5 is discussion and conclusions.

2. Study Area and Data

2.1. Study Area

The Wei-Ku Oasis (41°01′ N–41°43′ N and 82°09′ E–83°25′ E) is located (Figure 1) in the middle part of the Xinjiang Uygur Autonomous Region (Figure 1). Geographically, the Wei-Ku Oasis comprises three counties, namely Kuche, Xinhe, and Shaya, in the Akesu region. It has a temperate continental climate with limited precipitation of 51.6 mm annually and a mean temperature of 11.5 °C [37]. The annual average daily sunshine hours are ~13 h, and the diurnal temperature variation is higher between day and night, which is very suitable for cotton crop cultivation. The Wei-Ku Oasis is one of the major cotton-producing regions in the country, accounting for more than one-third of China’s cotton production. Cotton is planted in April and harvested from late September to early October.

Figure 1. The geographical location of the study area.
2.2. Data

The GF-1 satellite images during September from 2016 to 2018 are used to monitor the cotton crop area; due to cotton crop phenology, September is relatively the best time to monitor the cropped area. The GF-1 satellite carries a wide-field of view (WFV) camera with a spectral range of 450–890 nm, and the multispectral channels are blue (450–520 nm), green (520–590 nm), red (630–690 nm), and near-infrared band (770–890 nm) respectively. The GF-1 satellite has a swath width of 800 km and a revisit period of 4 days, and the WFV camera has a spatial resolution of 16 m. In brief, it has a relatively short revisit time, high spatial resolution, and wide swath, providing state-of-the-art data for agriculture application. The images are available from China Resources Satellite Application Center (http://www.cresda.com/CN/). Blue, green, red, and near-infrared bands from the WFV camera are used as inputs of the current study’s CNN models.

2.3. Data Pre-Processing

The image preprocessing includes five steps; first, the images were enhanced to eliminate shadow and variable illumination [38]. Second, RPC Orthorectification, a type of geometric orthotropic correction used in remote sensing image data, was applied to the images. Then, the ground truth for cotton was labeled using several irregular shape annotations on pixel-level as training samples. After that, all the images were resized to the uniform size of 224 × 224 pixels to improve the model training efficiency. The initial number of these samples is 5500. Finally, data-augmentation techniques were used to enlarge the number of training samples to 16,500 artificially.

Data augmentation is a common way to expand training data variability by artificially enlarging a dataset via label-preserving transformations [39]. Typical augmentation techniques include left-right flipping, image re-scaling, and changing image color. In this study, we use horizontal and vertical flips to augment the samples. Training samples are created from the multispectral images in September from 2016 to 2018, and cotton identification experiments were performed in 2018.

3. Materials and Methods

3.1. CNN Models

3.1.1. VGG and ResNet

The VGG technique emerged in 2014 as a prominent deep CNN [31] and has been widely used as the backbone framework in numerous feature recognition tasks [40–53]. Studies on network depth and performance of the VGG structure have indicated that its depth affects the model’s performance to a certain extent [33]. The VGG network structure is very regular; several convolutional layers are followed by a pooling layer that reduces the image’s height and width. There is certain regularity in filter numbers in the convolutional layer, which doubles from 64 to 128 and then to 256 and 512. In this study, we use the VGG-19, which contains 19 convolutional and fully connected layers.

The VGG problem initially inspired the ResNet structure: the problem of degradation with continuously increasing network depths. The ResNet is a modified version of VGG, provided with 50 or 101 layers in common. Using a residual block that transmits information from input to the output directly, the degradation problem is solved, although the numbered layers are largely increased. In practice, the residual block is a combination of 1 × 1, 3 × 3, and 1 × 1 convolutional layers. The middle 3 × 3 convolutional layer first reduces the calculation under a dimension reduction 1 × 1 convolutional layer. It then restores it under another 1 × 1 convolutional layer, which maintains the accuracy and reduces the calculation amount. The layers may differ for ResNet, and we use ResNet-101 as a backbone in this study.

3.1.2. DenseNet and Improvement

The ResNet structure gets complicated when training a large number of model parameters. Its essential limitation lies in each convolutional layer being only able to obtain
features from the front layers, making the best use of low-level convolutional features, leading to high-level convolutions’ information redundancy. The DenseNet structure was proposed to solve this problem, improving the network depth through dense connections of convolutional layers. It can also enhance the information flow and reduce gradients of the entire network, making them easy to train. Moreover, the dense connections have a regularization function, reducing overfitting when fewer training samples are involved. For DenseNet, the dense block is the most important architecture, as shown in Figure 2; it contains many layers connected by a dense connectivity pattern. There are direct connections from any layer to all subsequent layers, and the arbitrary current layer can receive the outputs of all preceding layers at its input [35].

![Dense Connection](image)

**Figure 2.** Multi-dimensional Dense Connection Module (BN refers to batch normalization, ReLU refers to rectified linear unit, Conv refers to convolution).

Each dense block contains three compositions of batch normalization (BN) layers, rectified linear unit (ReLU) layers, and Convolutional (Conv) layers, aiming at linking the blocks to fuse different features. Unlike ResNet, this architecture does not only stack the features simply before passing them to the next layer but aggregates them in the concatenation process to realize characteristics and maximize reuse. Regarding a DenseNet model, the l layer’s input is the concatenation of the feature map from l to l-1 layer, and a nonlinear transformation is implemented subsequently. The dense connection of DenseNet fully utilizes features, making it directly accept the supervision of final loss to achieve deep supervision and resolve gradients disappearing.

This study uses an improved DenseNet structure (Figure 3) by Wang et al. [53] for cotton crop identification in the Wei-Ku Oasis. In the improved DenseNet, each dense block contains a $1 \times 1$ convolution and a $3 \times 3$ convolution operation; each transition block contains a $1 \times 1$ convolution and a $2 \times 2$ pooling operation. The operation of $1 \times 1$ convolution is used to reduce dimension and fuse the features from each channel. There are no dense connections between the dense block and the transition block. Specifically, an upsampling operation was executed in the improved DenseNet via transpose convolution to restore the spatial input information. The feature map from upsampling was concatenated to the feature map from the dense block in the down-sampling progress. The batch normalization (BN) and the rectified linear unit (ReLU) operation were carried out on the convolution layers.
The improved network architecture of semantic identification based on the DenseNet model.

3.1.3. SegNet and DeepLab v3+

SegNet and DeepLab v3+ are fully convolutional networks (FCNs) [54,55]. The FCNs, based on traditional CNN, convert the last fully connected layer and softmax output into a convolutional layer to achieve the pixel-level classification of images, which is the initial of image segmentation at semantic level [56–59]. Unlike traditional networks, the deconvolution structure is used to restore the resized feature map to its original size following feature recognition. This means that while maintaining the spatial input information acquired, the output with the same input size is acquired in degrees to get the target classification on a pixel level. Regardless of input size received, the networks are capable of training successfully. Following FCN, the SegNet [54] represents encoder-decoder structure, with the frontal 13 layers of VGG acting as the encoders and the max-pooling as the decoders to improve the segmentation resolution and increase the training accuracy. Proposed in 2018, the DeepLab v3+ is the latest development of the DeepLab series [59], which utilizes the deep CNNs involving atrous convolution in the decoder part, and the Astrous Spatial Pyramid Pooling (ASPP) is applied to collect multiple-scale information. Compared with its previous versions, DeepLab v3+ takes advantage of the decoder structure so that the lower-level characteristics and the higher-level ones can be stimulated to integrate further, improving the edge recognition and separation precision.

3.2. Experimental Setup

This study created 16,500 labeled samples with a suitable size of $224 \times 224 \times 4$ from twelve GF-1 multispectral images in September 2016–2018, then used for network training and testing. Out of these samples, 13,200 images (80%) were randomly selected for training, and the remaining 3300 images (20%) were used for testing. To prevent overfitting due to the limited data samples and improve the model’s generalization, dropout was used for each epoch. The Adam optimization algorithm [57] was used to optimize the weight during the training process, and hyperparameters $\alpha_1 = 0.900$ and $\alpha_2 = 0.999$ are selected as recommended by the algorithm. Through several trials, the model was trained at the initial learning rate of $\lambda = 10^{-4}$; it decreased by ten times every 30 epochs, which was considered the best. Besides, we set the batch size of 4, the growth rate as 32, the weight decay as $10^{-4}$, and the Nesterov momentum of 0.9 before training. Binary cross entropy was selected as a loss function, which was commonly used for binary segmentation. All the experiments were implemented based on the TensorFlow environment and executed on a Linux system with a GPU, NVIDIA 9.0, and 128 GB memory. All of these configured parameters were applied to the five models mentioned above.

3.3. Performance Evaluation

We introduced precision (P), recall (R), F-measure (Fα), and mean intersection over union (mIoU) to make a quantitative evaluation of different CNN networks based on the confusion matrix. Precision reflects the model accuracy, and recall represents the
completeness of the captured cotton. In practice, precision and recall are contradictory to each other. When precision is high, recall is low. Furthermore, F1 ($\alpha = 1$) is proposed to balance $P$, and $R$. Higher F1 indicates better identification result. The formulas for these evaluation indicators are [60]

$$P = \frac{TP}{TP + FP}$$ (1)

$$R = \frac{TP}{TP + FN}$$ (2)

$$F_\alpha = \frac{(1 + \alpha^2) \times P \times R}{\alpha^2 (P + R)}$$ (3)

$$F_1 = \frac{2 \times P \times R}{P + R}$$ (4)

All of these can be calculated from the true positives (TP), the true negatives (TN), the false positives (FP), and the false negatives (FN). The true positive (TP) represents the correct classification of a pixel as cotton, false positive (FP) represents the incorrect classification of a background pixel as cotton, and multiple detections of the same cotton. False-negative (FN) indicates an incorrect classification of cotton as a background pixel. As a result, precision gives insight into the amount of identified cotton, which was indeed cotton. Recall provides insight into the performance in capturing all true positives, thereby measuring how many of the cotton pixels were correctly identified and disregarding the number of false positives. To find the optimum balance between the two, the F1 score [60] is calculated as the harmonic mean between precision and recall. The mean intersection over union (mIoU) was used to evaluate the validation dataset’s processing precision. It generates two boxes called “predicted bounding box” and “ground-truth bounding box” and then compares the overlap rate between them. The formula of the mIoU is

$$mIoU = \frac{TP}{TP + FP + FN}$$ (5)

4. Results

Given the outstanding performance on water recognition by using the DenseNet recently, we consider to apply this improved DenseNet structure on cotton field identification and compare the results with other models to see its performance at identifying the cotton field. We have first made DenseNet pre-training with different types, ensuring that the DenseNet layer is optimal for cotton identification. Then, we compare its performance with the other models of ResNet, VGG, SegNet, and DeepLab v3+, considering the training efficiency and cotton identification accuracy.

4.1. Optimal DenseNet Layers

Most studies have shown that ResNet-101 has the best effect in surface feature classification tasks [61], compared with other layers. However, there are optimal layers for the DenseNet structure regarding specific tasks, and Huang [52] has proposed three kinds of layers, i.e., DenseNet129, DenseNet169, and DenseNet201. To define the optimal DenseNet layers for identifying cotton fields, we have conducted several experiments on the dense blocks with various layers and different parameter combinations. We have first halved the first convolution layers of three dense blocks from DenseNet121 and maintained the fourth block, which turned into DenseNet79. Next, we have attempted to halve the convolutional layers of four blocks, turning them into DenseNet63. Experiments are then implemented to train the five DenseNet models to find the optimal layers for our study.

Table 1 illustrates the performance of five DenseNet models, where the optimal values are shown in bold. It can be observed that with the increase of network layers, the training time increases subsequently. However, the performance fails to get better as layers growing, which means a relatively shallow model may be superior to deep ones in the DenseNet architecture for cotton crop identification. This is possibly due to the number limitation
of the input samples; the features of cotton fields might as well be more easily identified, making excessive layers redundant. In brief, the DenseNet79 model appears to have the optimal performance regarding precision, F1 score, and mIoU indicators. Although its recall is lower than DenseNet169, the training time is largely reduced. Thence, DenseNet79 is the most suitable model to identify cotton fields in this study.

**Table 1.** Evaluation matrices of different DenseNet models; P refers to precision, R refers to recall, F1 refers to F1 score, and mIoU refers to mean intersection over union. The optimal value for each metric is shown boldened.

| Network   | Time    | P      | R      | F1     | mIoU   |
|-----------|---------|--------|--------|--------|--------|
| DenseNet63| 10,504 s| 0.943  | 0.964  | 0.952  | 0.910  |
| DenseNet79| 18,824 s| 0.948  | 0.960  | 0.953  | 0.911  |
| DenseNet121| 20,365 s| 0.941  | 0.964  | 0.952  | 0.909  |
| DenseNet169| 23,602 s| 0.940  | 0.966  | 0.953  | 0.910  |
| DenseNet201| 26,760 s| 0.946  | 0.960  | 0.953  | 0.910  |

**4.2. Training Efficiencies**

Figure 4 illustrates the training losses of DenseNet, ResNet, VGG, SegNet, and DeepLab v3+ models, derived from the same set of samples. In the CNN, the loss function is calculated to measure the divergence between the input ground truth and the output result to optimize the model by continuously tuning weights. If we get a lower loss, the model is indicated to be more robust. The DenseNet appears to reach divergence rapidly with the lowest loss; the SegNet is second only to the DenseNet, followed by the DeepLab v3+ and the VGG, whereas the ResNet gets the highest loss. The training time of the five models is summarized in Table 2. The SegNet takes the longest time to train the model, which is more than six hours in our case.
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*Figure 4.* The training losses of the DenseNet, the ResNet, the VGG, the SegNet, and the DeepLab v3+ models. One epoch represents 1000 iterations.
Table 2. Training time of the DenseNet, ResNet, VGG, SegNet and DeepLab v3+ models.

| Network       | Time  |
|---------------|-------|
| DenseNet      | 18,824 s |
| ResNet        | 18,918 s |
| VGG           | 21,973 s |
| SegNet        | 25,000 s |
| DeepLab v3+   | 11,627 s |

Meanwhile, the DeepLab v3+ uses the shortest training time of fewer than four hours, indicating that the DeepLab v3+ is the easiest to train and computationally the cheapest to use. Although the DenseNet training time is not the shortest, it is second to the DeepLab v3+ and shorter than the VGG and the ResNet models. The training efficiency of DeepLab v3+ surpasses the DenseNet, because the backbone structure, MobileNet, is a lightweight network using the depth-wise separable convolution to reduce the amount of parameter and the calculation frequency [62].

4.3. Cotton Crop Identification

The matrices of P, R, F1, and mIoU are used to evaluate CNN models’ applicability, including DenseNet, ResNet, VGG, SegNet, and DeepLab v3+, on cotton identification task from both quantitative and qualitative perspectives. By comparing the predictions of the 3300 test images with the corresponding ground truths, we have derived the statistics of the four matrices and tabulated them in Table 3. Considering the limited samples, the metrics’ 95% confidence interval shows their significance. The boldened values indicated the optimal values of evaluation matrices. The DenseNet appears to have the highest precision value of 0.948, indicating that the model correctly predicts 94.8% of the cotton crop samples. However, the ResNet suffers a heavy breakdown on the cotton crop identification, whose precision is 87.5%. The precision of VGG, SegNet and DeepLab v3+ are 0.912, 0.907 and 0.892, respectively. As a result, the DenseNet significantly outperforms the other models concerning the prediction precision. It is also indicated that the DenseNet result is more robust with a narrower confidence interval than the other models. However, the SegNet shows the highest recall value of 0.971, followed by the DenseNet with a value of 0.960. The recall values of ResNet, VGG and DeepLab v3+ are 0.881, 0.937 and 0.950 respectively. The ResNet performs relatively lower regarding both precision and recall values.

Table 3. The derived P, R, F1 score and mIoU of the VGG, ResNet, DenseNet, SegNet, DeepLab v3+ models with 95% confidence interval. The optimal value for each metric is boldened.

|       | DenseNet | ResNet | VGG   | SegNet | DeepLab v3+ |
|-------|----------|--------|-------|--------|-------------|
| P     | 0.948 ± 0.008 | 0.875 ± 0.011 | 0.912 ± 0.010 | 0.907 ± 0.010 | 0.892 ± 0.011 |
| R     | 0.960 ± 0.007 | 0.881 ± 0.011 | 0.937 ± 0.008 | 0.971 ± 0.006 | 0.950 ± 0.007 |
| F1    | 0.953 ± 0.007 | 0.878 ± 0.011 | 0.924 ± 0.009 | 0.938 ± 0.008 | 0.920 ± 0.009 |
| mIoU  | 0.911 ± 0.010 | 0.783 ± 0.014 | 0.860 ± 0.012 | 0.883 ± 0.011 | 0.853 ± 0.012 |

We further introduce the F1 score, which takes into account both recall and precision values simultaneously. Furthermore, the mIoU is investigated to evaluate the accuracy of segmentation consequences. Higher F1 or mIoU value indicates better model performance. From Table 3, the F1 scores of DenseNet, ResNet, VGG, SegNet and DeepLab v3+ are 0.953, 0.878, 0.924, 0.938 and 0.920; and their mIoU values are 0.911, 0.783, 0.860, 0.883 and 0.853, respectively. The DenseNet outperforms the other four models regarding F1 and mIoU matrices.

Among the matrices of P, R, F1, and mIoU, the DenseNet performs the best regarding P, F1, and mIoU; and it ranks the second for R. Therefore, the DenseNet can be concluded to have the best performance for the cotton identification task in our study when considering
the general probability. This is probably due to the used dense connection structure, which makes full and efficient use of all layers’ image features. In addition to the above evaluation metrics, it is important to understand the model performance in detail through result visualization. Therefore, we selected the GF-1 images of Wei-Ku oasis on 21 September 2018, to exhibit each model’s overall performance. We stitched the predicted small images according to the original ground truth image’s geographic location to obtain a large-scale binary map, which achieves the purpose of predicting the cotton distribution in a wide range.

Figure 5 is the overall map demonstrating the cotton prediction results by DenseNet (Figure 5b), ResNet (Figure 5c), VGG (Figure 5d), SegNet (Figure 5e), and DeepLab v3+ (Figure 5f) models. It is noteworthy that we added some noise, such as mountain shadows, to avoid confusion and misjudgment in the preprocessing pipeline. In the false-color composite image, the cotton fields are shown in red. We can see that the DenseNet predictions are the most consistent with the original image, while the ResNet and VGG predictions are relatively rough. From the visual interpretation, the performance of DenseNet is better than the other models on the discrimination between cotton and non-cotton fields, without excessive confusion and misjudgment. Misjudgment occurs where there are mountain shadows; however, this does not happen to the DenseNet model. The cotton predictions by the DenseNet have shown clear texture and contours; however, predictions by the other models are blurred, and their edges are broken. From these observations, the DenseNet appears better to identify the cotton fields from the whole image, especially avoiding mountain shadows’ misjudgments.
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**Figure 5.** Comparison of the cotton identification effect of different models in Wei-Ku oasis on 21 September 2018. (a) False color composite remote sensing images, and cotton identification result by (b) the DenseNet, (c) the ResNet, (d) the VGG, (e) the SegNet, and (f) the DeepLab v3+. The white color indicates the identified cotton, the yellow solid line depicts mountain area, and the yellow dashed line depicts cloud area.
Affected by the surrounding environment, cotton fields were over-identified in intricate and interstitial places, and some other small features were not excluded.

Figure 6 shows six selected subimages mixed, including river, city, mountain, and cotton fields, and the results derived from the different models. Compared with the ground truth, the DenseNet models shows rather better performance than the other four models in these places, with a quite less falsely identified cotton crop. This outperformance is particularly true where there are mountain shadows or small river systems. P-value is likely to be reduced if we attempt to improve the R-value of DenseNet. Concerning the F1 score and mIoU results, the overall performance of DenseNet is ideal. Thus, we desisted from making further optimizations on the R of this network. Nevertheless, the recognition effect of DenseNet is the best of these five models.

As shown above, the DenseNet (Figure 6c) is superior to the ResNet (Figure 6d), the VGG (Figure 6e), the SegNet (Figure 6f), and the DeepLab v3+ (Figure 6g) models in identifying cotton crop. However, it is still not sufficiently credible only by comparing the performances of different models; and we have further evaluated the DenseNet credibility with 12 subimages from different locations.

We visualize the detailed features of 12 subimages, the corresponding ground truths (Figure 7b,e,h), and the DenseNet (Figure 7c,f,i) predictions from the validation dataset,
shown in Figure 7. These subimages have a uniform size of 224 × 224 pixels, and each pixel refers to 16 m for both length and width. The identification results appear consistent with the ground truths, indicating the good performance of the DenseNet model in identifying the fine structure of cotton fields. The subimages in the first row of Figure 7 have cotton fields with different shapes and false colors, which are rather accurately identified by the DenseNet model. The subimages in the second row contain water bodies of rivers and ponds; the cotton fields are successfully distinguished from them. There are clouds and mountain shadows in the subimages of the third row, and they are not wrongly identified as cotton fields. In the last row, the subimages contain large urban areas, and the DenseNet model can distinguish the cotton fields from them successfully.
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**Figure 7.** The cotton identification results from 12 subimages by the DenseNet model. The figure is divided into four rows and nine columns. Columns (a,d,g) are the false color subimages; column (b,e,h) are the corresponding ground truths; column (c,f,i) are the DenseNet predictions.

### 4.4. Interannual Variations of Cotton Cultivated Fields

From the above analysis, it can be concluded that the improved DenseNet model we introduced has better results and can be used for cotton field identification. Therefore, we intended to use this model to explore the interannual changes of cotton cultivated areas of Wei-ku Oasis. Due to GF-1 post-2013 data provision and lack of data for the study area in 2014, we could only discuss changes in the cotton crop cultivated area from 2015 to 2018 (Figure 8). The cotton cultivated areas of Wei-ku Oasis change not vary significantly among years. The main difference comes from the scattered cotton fields in the south, near towns and water bodies, mainly related to human activities. With limited temporal imageries, we can still locate and report changes in the spatio-temporal pattern of the cotton crop area, highlighting the potential of the improved DenseNet model efficiently not only for cotton crop identification but also for accurate spatio-temporal change assessment. Generally speaking, the cultivated cotton area does not vary greatly from year to year unless extreme events occur. To prove the credibility of the recognition results, based on the satellite’s spatial resolution and pixel number, we made statistics of the identified cotton field area and compared them with the actual statistical data from the local statistical yearbook. Since the Wei-Ku Oasis is mainly composed of Kuche, Xinhe, and Shaya County, we add the three counties’ data as the sown area’s official statistics in this region.
The spatial variations of cotton field cultivated area from 2015–2018 in Wei-Ku Oasis based on DenseNet.

Figure 8. The spatial variations of cotton field cultivated area from 2015–2018 in Wei-Ku Oasis based on DenseNet.

Figure 9 shows the interannual variations of cotton crop cultivated areas of Wei-Ku Oasis, derived from GF-1 images from 2015 to 2018 based on the DenseNet model. According to statistics, the cultivated cotton area in Wei-Ku region showed a growing trend from 2015 to 2018, with all more than 3000 km². In 2018, the area was the largest, with more than 3500 km². Combined with Table 4, it can be seen that the cotton field area identified by the DenseNet model is overestimated compared to official statistics, and the difference is between 300 and 500 km². The biggest difference was in 2016, up to 476.70 km², the smallest difference was in 2017, only 300 km². The official statistics are obtained using interviews or investigation and reporting level by level, which is highly subjective and lacks scientific rigor. However, compared with other studies in this area, only the Landsat TM images in 2011 were used for cotton cropland remote sensing monitoring and area statistics. This study shows that precision and difference is 94.77% and +77.17 km² respectively [63]. This difference can be many kinds of crops and complex planting structure in Wei-Ku oasis. The identification of cotton and other crops is easy to be misclassified, which leads to the reduction of cotton information extraction accuracy. Previous studies are also based on a large number of field survey results, naturally have high accuracy, but time-consuming, low application value. Our research can be based on remote sensing images to achieve rapid and efficient identification of cotton field for the subsequent yield estimation application to buy time. Therefore, although the remote sensing techniques differ from the actual statistical data, the overall trend is consistent, scientific, and reliable. Thus, the results of cotton field identification based on the improvement DenseNet model are credible and have application value.

![Figure 9](image-url)
Table 4. Comparison of total cultivated cotton acreage from 2015–2018 based on DenseNet estimation and the official statistics (expressed in km$^2$).

| Year | DenseNet | Official Statistics | Difference |
|------|----------|---------------------|------------|
| 2015 | 3060.32  | 2722.20             | +338.12    |
| 2016 | 3281.40  | 2804.70             | +476.70    |
| 2017 | 3427.58  | 3127.60             | +299.98    |
| 2018 | 3578.26  | 3127.60             | +450.66    |

5. Discussion and Conclusions

This study used the improved DenseNet structure, which was used for water identification previously [53], to identify cotton fields using GF-1 multispectral images. This model can introduce feature fusion into deep feature extraction, which conducts image down-sampling and then uses trans-convolution for image up-sampling. On this basis, multiscale fusion is added to aggregate features of different scales in the down-sampling process into the upsampling process. With the advantage of a faculty of convolution layers that handle multi-dimensional data, the model can fully use both spatial and spectral information for cotton field identification. The DenseNet results have been validated using ground truths and compared with four popular CNNs of ResNets, VGG, SegNet, and DeepLab v3+. According to the experimental results, the improved DenseNet model is superior to these popular CNNs using the same datasets. The DenseNet model shows definite capability in distinguishing cotton fields from mountain shadows, water bodies, towns, bare land, clouds, etc. The study has suggested that a deep neural network architecture built with the DenseNet is a reliable option among the widely-used multi-spectral classification tasks. It can be seen from cotton cultivated area changes in the recent years that the derived cotton field areas from the deep learning method can well reflect cotton planting conditions and make up for the deficiency of manual statistics. Therefore, using the improved DenseNet method, the changes in cotton fields, even other cropland can be timely and effectively monitored.

A future task will be to verify the improved DenseNet model on images with higher temporal, spatial, and spectral resolutions for cotton field identification [64]. With the rapid development of UAV (Unmanned Aerial Vehicle) [65], we can also utilize its data resource to realize the fine cotton field and also cotton disease detection for precision agriculture [66,67]. Such an efficient deep learning network can be developed into a fully automated process system with remote sensing big data and is feasible in smart agriculture [68,69].
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