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ABSTRACT

Combining different observational probes, such as galaxy clustering and weak lensing, is a promising technique for unveiling the physics of the Universe with upcoming dark energy experiments. The galaxy redshift sample from the Dark Energy Spectroscopic Instrument (DESI) will have a significant overlap with major ongoing imaging surveys specifically designed for weak lensing measurements: the Kilo-Degree Survey (KiDS), the Dark Energy Survey (DES) and the Hyper Suprime-Cam (HSC) survey. In this work we analyse simulated redshift and lensing catalogues to establish a new strategy for combining high-quality cosmological imaging and spectroscopic data, in view of the first-year data assembly analysis of DESI. In a test case fitting for a reduced parameter set, we employ an optimal data compression scheme able to identify those aspects of the data that are most sensitive to the cosmological information, and amplify them with respect to other aspects of the data. We find this optimal compression approach is able to preserve all the information related to the growth of structure; we also extend this scheme to derive weights to be applied to individual galaxies, and show that these produce near-optimal results.
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1 INTRODUCTION

Over the next five years, the Dark Energy Spectroscopic Instrument (DESI) will map the position of ≥ 30 million galaxies, reconstructing
the cosmic history from the nearby universe to a distance of 11 billion light-years (DESI Collaboration et al. 2016). This unprecedented volume of data, 10-15 times the size of current samples, will provide insights to fundamental questions unanswered by the current standard cosmological model.

Some of the key science questions that DESI aims to address will benefit from combining DESI data with other cosmological probes. In this paper we focus on the potential of combining DESI and weak gravitational lensing data. DESI has a significant overlap with ongoing deep imaging surveys specifically designed for weak lensing measurements: the Kilo-Degree Survey (KiDS) (de Jong et al. 2013); the Dark Energy Survey (DES) (Dark Energy Survey Collaboration et al. 2016) and the Hyper Suprime-Cam (HSC) survey (Mandelbaum et al. 2018). The DESI Year 1 dataset is expected to have at least 1,000 deg² overlap with these lensing surveys. Combining the cosmological information contained in DESI large-scale structure and external lensing datasets will allow for broader exploration of new theories of gravity, by measuring how modifications to the current theory of gravity would affect light and matter simultaneously (e.g., Garcia-Quintero et al. 2020; Joudaki et al. 2018; Daniel et al. 2010). A joint analysis will improve measurements of the parameters of interest, decrease the degeneracies, and help mitigate systematic errors not controlled in an individual analysis.

Whilst combined analysis of these new datasets will push our understanding of the Universe to the next level, we wish to emphasise two key, linked challenges to be solved. The first challenge is how to optimally weight the data to achieve a given scientific outcome (for example, how to weight a DESI galaxy contributing to both galaxy-galaxy lensing and clustering measurements). The second challenge is how to make tractable the big-data volumes produced by DESI using techniques such as data compression. In this context, an important advantage of data compression is mitigating the challenge of the combined-probe covariance. After separating all the tomographic and separation bins, a combined analysis of DESI and weak lensing data could utilise many hundreds or even thousands of data points with significant inter-correlations. If the covariance is estimated using a standard approach of performing similar measurements on mock catalogues, an intractable number of mocks may be required to maintain a low level of noise (Kaufman 1967; Hartlap et al. 2007; Percival et al. 2022; Ruggeri & Blake 2020b). Whilst analytical covariance estimates are also possible, these may not accurately incorporate details such as the survey footprint or other effects such as non-linearities or fibre collisions.

Previous studies have developed optimal weighting schemes for data compression with a focus on measuring the growth rate of structure (Ruggeri et al. 2017, 2019b,a; Zhao et al. 2019), angular diameter distance (Zhu et al. 2018), primordial non Gaussianity (Castorina et al. 2019) and cosmic shear (Bellini et al. 2019). Mootoovaloo et al. (2020) present an application of the MOPED algorithm (Heavens et al. 2000) to weak lensing measurements. These studies explored optimal weighting for measurements with individual probes, demonstrating how an optimal weighting scheme applied to a dataset gives unbiased results and is efficient in decreasing the computational costs. Our compression method is similar to MOPED, but our application is different to those highlighted by previous MOPED papers. We apply this data-compression to galaxy-galaxy lensing while Mootoovaloo et al. (2020) apply data-compression to cosmic shear. Further we here derive an optimal weighting scheme to be applied directly to galaxies, and derive a new weighted estimator that allows us to do that.

In Ruggeri & Blake (2020a) we developed and tested an efficient way to combine information from galaxies at different epochs in the evolution of the Universe using lensing and clustering statistics in Fourier space, discussing the advantages of such an approach with respect to the binning of the galaxies adopted by past analyses and testing the optimal weighting technique on Gaussian realisations.

In this work we extend the study of Ruggeri & Blake (2020a) by applying the data-compression methodology to configuration-space statistics of clustering and galaxy-galaxy lensing measured from realistic mock simulations modelling the first year of DESI data. For the purposes of this study we utilise a small parameter set, fixing the majority of the cosmological parameters and focusing on fitting for the overall normalisation of the power spectrum $\sigma_8$ and the galaxy bias parameters as a test case, although these techniques can be readily extended to a wider parameter set.

We also derive a weighting scheme that can be applied directly to galaxies, instead of to the power spectra or correlation function measurements. In a similar approach to “FKP weighting” (Feldman et al. 1994), by fixing an effective scale we generate weights which can be applied to individual galaxies, provided that the weights used are a smooth function on the range of scales considered. We hence calculate optimal weights for the lenses for a combined-probe analysis for the first time, extending FKP weights to include other probes. If the redshift bins are thin enough that the evolution in redshift within each bin is negligible, and large enough that the lensing signal can be measured, galaxy-weighting and correlation function weighting give identical results. However, the galaxy weighting approach is independent of the width of the redshift bins considered, provided that enough freedom is allowed in describing all parameters in the model as a function of redshift.

The paper is organized as follows: in Sec. 2 we briefly review the models of the combined-probes statistics and their covariance that we use in our analysis. In Sec. 3 we derive the optimal weighting scheme for configuration-space statistics and the weights to be applied to individual objects with respect to a set of parameters. Sec. 4 describes the mock data used for the analysis and the estimator employed to measure the angular correlation functions in both lensing and clustering. In Sec. 5 we present the test results from data-compression, and compare them with an uncompressed analysis. We conclude in Sec. 6.

## 2 MODELS AND COVARIANCE

In this section we summarise our theoretical model for the combined-probe statistics we use in this study: the average tangential shear $\gamma_\ell (\theta)$ around lens galaxies and their angular clustering $\omega (\theta)$, along with the covariance of these statistics.

### 2.1 Angular power spectra for combined probes

We define the angular (cross-)power spectra between two fields $\delta_a, \delta_b$ measured in redshift bins $i, j$, as a function of the projected Fourier mode, $\ell$, as

$$C^{ij}_\ell (\ell) = \int d\chi \frac{\delta_a^2 (\chi) \delta_b^2 (\chi)}{\chi^2} P_{ab} (\ell / \chi, z (\chi)), \quad (1)$$

where $P_{ab} (k, z)$ is the 3D (cross-)power spectrum of the fields at redshift $z$ and wavenumber $k$, and $z (\chi)$ is the comoving distance (Kaiser 1992; Hu & Jain 2004). We note that Eq. 1 is derived assuming the Limber and flat-sky approximations (Lemos et al. 2017; Kilbinger et al. 2017).
The weight function \( q_{\text{h,b}}(\chi) \) depends on the field considered. For the galaxy density field \( \delta_g \), \( q_g(\chi) \) is defined as
\[
q_g(\chi) = \frac{n_l^\text{lens}(z) dz}{\bar{n}_l^\text{lens}} d\chi,
\]
where \( n_l^\text{lens}(z) \) is the lens redshift distribution of sample \( i \), with \( z \) the redshift corresponding to \( \chi \), and \( \bar{n}_l^\text{lens} \) is the average lens density. For the convergence field \( \delta_\kappa \), \( q_\kappa(\chi) \) is determined by the lensing efficiency,
\[
q_\kappa(\chi) = \frac{3H_0^2\Omega_m}{2c^2} \frac{\chi}{a(\chi)} \int_\chi^{\chi_{\text{max}}} d\chi' \frac{n_\text{source}(z) dz}{\bar{n}_\text{source}^l d\chi'} \frac{(\chi' - \chi)}{\chi'},
\]
where \( H_0 \) and \( \Omega_m \) denote the values of the present-day Hubble parameter and matter density, \( c \) is the speed of light, \( \chi_{\text{max}} \) is the maximum comoving distance of the source distribution, \( n_\text{source}(z) \) and \( \bar{n}_\text{source}^l \) are the source redshift distribution and average density of sources in sample \( i \), and \( a(\chi) \) is the cosmic scale factor. We describe the specific source and lens configurations used in our study in Sec. 4.1 below.

2.2 Covariance of angular power spectra

The Gaussian covariance matrix between two angular power spectra \( C_{\theta_l}(\ell_1), C_{\theta_l}^l(\ell_2) \), for samples \( i,j,k,l \), in the absence of survey window effects, is given by Hu & Jain (2004) and Krause & Eifler (2017),
\[
C = \frac{4\pi \delta_{\ell_1\ell_2}}{\Omega_m(2\ell_1 + 1)\Delta\ell_1} \times \left[ C_{\text{bd}}(\ell_1) + \delta_{ij}\delta_{\text{ad}}N^2 \right] C_{\text{bd}}^l(\ell_2) + \delta_{ij}\delta_{\text{bd}}N^2 \left( \frac{\chi}{a(\chi)} \right) \left( \frac{\chi'}{a(\chi')} \right)
\]
where \( \Omega_m \) is the angular area of the overlapping sample in steradians. The noise terms are,
\[
N_g = 1/\bar{n}_l^\text{lens}, \quad N_k = \sigma^2/\bar{n}_\text{source},
\]
where \( \sigma_e \) is the shape noise.

2.3 Configuration-space statistics

In configuration-space measurements of galaxy-galaxy lensing, we work with the average tangential shear \( \langle \gamma_t(\theta) \rangle \). This quantity defines the tangential shear of background galaxies at angular separation \( \theta \) from a lens galaxy, and is related to the convergence \( \kappa \) as,
\[
\langle \gamma_t(\theta) \rangle = \langle \kappa(\theta) \rangle - \langle \kappa(\theta) \rangle,
\]
where \( \langle \kappa(\theta) \rangle \) is the integrated convergence within separation \( \theta \). \( \gamma_t \) can be described in terms of the \( C_{\text{gg}} \) power spectrum via,
\[
\gamma_t(\theta) = \int \frac{d\ell \ell}{2\pi} C_{\text{gg}}(\ell) J_2(\ell\theta),
\]
where \( J_2 \) denotes the Bessel function of the first kind.

We also define the angular correlation function \( \omega(\theta) \) of the lens galaxies at separation \( \theta \), which can be formulated as a function of the galaxy-galaxy angular power spectrum \( C_{\text{gg}} \) as,
\[
\omega(\theta) = \int \frac{d\ell \ell}{2\pi} C_{\text{gg}}^l(\ell) J_0(\ell\theta).
\]
See e.g. Blake et al. (2020).

2.4 Covariance of configuration-space statistics

The Gaussian covariance matrix \( C \), between \( \gamma_t(\theta_i) \) and \( \omega(\theta) \) for \( N_\theta \) separation bins is composed of three main blocks:
\[
C[\gamma_t(\theta_i), \gamma_t(\theta_j)] = \frac{1}{\Omega_s} \int_0^{\infty} \frac{d^2l}{(2\pi)^2} J_2(\ell\theta_i) J_2(\ell\theta_j) \times \left\{ C_{\text{gg}}(l) + [C_{\text{kk}}(l) + N_k][C_{\text{gg}}(l) + N_g] \right\},
\]
\[
C[\omega(\theta_i), \omega(\theta_j)] = \frac{2}{\Omega_s} \int_0^{\infty} \frac{d^2l}{(2\pi)^2} J_0(\ell\theta_i) J_0(\ell\theta_j) \times \left\{ [C_{\text{gg}}(l) + N_g][C_{\text{gg}}(l) + N_g] \right\},
\]
\[
C[\omega(\theta_i), \gamma_t(\theta_j)] = \frac{2}{\Omega_s} \int_0^{\infty} \frac{d^2l}{(2\pi)^2} J_0(\ell\theta_i) J_2(\ell\theta_j) \times C_{\text{gg}}(l) [C_{\text{gg}}(l) + N_g].
\]

where for each separation bin, we integrated Eqs. 9, 10 and 11 over the angular area of the bin (Hu & Jain 2004).

2.5 Fiducial cosmology

We generated the non-linear matter power spectrum used in these model computations using the CAMB software (Lewis & Bridle 2002), where we adopted the re-calibrated halofit model of Takahashi et al. (2012). We assumed a fiducial cosmological model consistent with the Buzzard simulations (DeRose et al. 2019) introduced in Sec. 4.1, with a matter density \( \Omega_m = 0.286 \), baryon density \( \Omega_b = 0.047 \), Hubble parameter \( h = 0.7 \), amplitude of matter clustering \( \sigma_8 = 0.82 \) and spectral index \( n_s = 0.96 \).

To model the galaxy-galaxy and galaxy-convergence power spectra \( P_{\text{gg}} \) and \( P_{\text{gg}} \), we assume a linear galaxy bias relation where \( P_{\text{gg}} \propto b^2 \sigma_8^2 \) and \( P_{\text{gg}} \propto b\sigma_8^2 \). Due to the selection of our mock DESI samples described in Sec. 4.1, the galaxy bias evolves with redshift. We describe this redshift-dependent relation using a Taylor expansion up to second order,
\[
b(z) = b_0 + b_1 z + b_2 z^2,
\]
where \( b_0, b_1 \) and \( b_2 \) are free parameters. We tested that a second-order model was sufficient to capture the galaxy bias evolution present in our mocks, and adding higher-order terms produced no significant change in our conclusions: see Figure 3 and related discussion in Sec. 5.3. Note that the spectroscopic sample of DESI includes two different targets: Bright Galaxy Survey (BGS) 0.1 < \( z < 0.5 \) and Luminous Red Galaxy Survey (LRGS) 0.5 < \( z < 0.9 \). For simplicity, we adopt a unique bias-redshift relationship rather than a discontinuous function. This assumption is supported from tests on the mocks, where we observe a smooth bias redshift relationship. This fact is discussed further in Sec. 5.1.

3 DATA COMPRESSION

In this section we present different types of data compression for analysing galaxy surveys in various scenarios. In Sec. 3.1 we derive optimal weights to be applied to correlation functions, and in Sec. 3.2 we explore how these weights may be applied to individual galaxies using an “effective scale” approximation. These optimal weighting schemes extend to configuration space our previous work (Ruggeri & Blake 2020a) for lensing and clustering optimal compression in Fourier space.
3.1 Weights applied to correlation functions

One of the aims of our work is to derive weight functions able to compress galaxy clustering and galaxy-galaxy lensing measurements, across different redshifts $z$ and angles $\theta$, with minimal information loss. To do this, we determine optimal redshift weights for the average tangential shear $\gamma_t(\theta, z)$ and angular galaxy correlation $\omega(\theta, z)$.

For clarity before proceeding further, we first summarise the optimal weights derived in the case of a single data vector and parameter. Given an initial dataset $x$ with dimension $n$, we can linearly compress it into a single number $y$,

$$y = w^T x,$$  \hspace{1cm} (13)

which contains the same information as $x$, with respect to a single parameter $\lambda_i$, if $w$ is an optimal weight function defined as,

$$w^T = C^{-1} d,$$  \hspace{1cm} (14)

where $C$ is the covariance of the data and $d$ indicates the derivative of the model $\mu$ with respect to the parameter $\lambda_i$ at each point, $d = \partial \mu / \partial \lambda_i$. In this work we focus on linear compression, which is optimal under the assumption of Gaussianity, alternative non-linear optimal compression options for Eq. 13 have been discussed in Alings & Wandelt (2018); Jeffrey et al. (2021). As discussed in Ruggeri et al. (2017) the compression is optimal under the assumption that $\mu$ is Gaussian and that the covariance matrix does not depend on the parameters of interest, i.e. $\partial C / \partial \lambda_i = 0$. Although covariance generally does depend on these parameters, it is usually fixed for the purpose of cosmological analyses. Recent lensing-clustering analyses have shown that the cosmology dependence in the covariance matrix affect the parameter constraints at the level of 0.1 – 0.2σ (Friedrich et al. 2021; Joachimi et al. 2021; Kodwani et al. 2019). The covariances assumed here are for Gaussian cases, which means that the weights are in principle sub-optimal in the presence of non-Gaussianity. We investigate the impact of these assumptions in Sec. 5, where we compare the results of the compressed and uncompressed datasets. We now discuss optimal weighting for a multi-dimensional parameter space. We use the example of a combined-probe analysis of galaxy-galaxy lensing and clustering for two parameters $\sigma_8$ and galaxy bias $b$, noting that the same formalism can be applied to different statistics and extended to a larger number of parameters. In particular we derive weights for two scenarios:

i) We consider the two statistics measured at a number of redshifts $N_z$ for many scales $N_p$, optimally compressed across redshift to the same number of scales, for each of two parameters. We do not consider the compression of these statistics across scale (i.e. to a single scale) because our model is sensitive to scales, i.e. the systematic errors in the model are scale-dependent, and we want to explore this aspect.

ii) We study a slightly less-than-optimal data compression involving single-scale weights rather than optimal weights. This is in analogy with FKP weighting (Feldman et al. 1994) where the weights used are computed fixing a single scale of interest. In fact, scale-dependent weights cannot be applied to individual galaxies when working in Fourier space or configuration space with standard codes. We will investigate how sub-optimal the fixed-scale weights are, compared to scale-dependent optimal weights.

For clarity, we set out the full mathematical operations used in these processes as follows (see also Zhao et al. 2019):

Case i) Two statistics measured at different redshifts for many scales, compressed to many scales for each of 2 parameters. We construct the data vector as:

$$\begin{bmatrix} \gamma_t(z_1, \theta_1) \\ \gamma_t(z_1, \theta_2) \\ \vdots \\ \gamma_t(z_2, \theta_1) \\ \gamma_t(z_2, \theta_2) \\ \vdots \end{bmatrix} \quad \text{[Dim.} = N_\alpha N_z N_p \times N_\alpha N_z N_p \text{]} \quad (15)$$

where we also summarise the dimensions of each vector or matrix for clarity. Here, $N_\alpha$ denotes the number of statistics used, in our case $N_\alpha = 2$. The covariance matrix $C$ has dimension $[N_\alpha N_z N_p]$: 

$$C = \begin{bmatrix} C[\gamma_t(\theta_1, z_1), \gamma_t(\theta_1, z_1)] & \cdots & C[\gamma_t(\theta_1, z_1), \omega(\theta_m, z_n)] \\ \vdots & \ddots & \vdots \\ C[\omega(\theta_m, z_n), \gamma_t(\theta_1, z_1)] & \cdots & C[\omega(\theta_m, z_n), \omega(\theta_m, z_n)] \end{bmatrix} \quad (16)$$

with $m = N_p$, $n = N_z$, where each term in Eq. 16 is derived from Eqs. 9, 10 or 11. We then construct the derivative matrix $D$ of dimension $[N_\alpha N_z N_p] \times N_\alpha N_z N_p$ as,

$$D_{[A,n,i],[\alpha,j]} = \frac{\partial E_A(\theta_i, z_n)}{\partial \alpha} \delta_{ij} \quad (17)$$

where $A$ is the statistic, $n$ is the redshift bin, $\alpha$ is the parameter and $\theta_i$, $z_n$ are the separation bins, with $\delta_{ij}$ denoting the Kronecker delta. The full expansion of Eq. 17 reads,

$$D = \begin{bmatrix} \frac{\partial \gamma_t(z_1, \theta_1)}{\partial \sigma_8} & 0 & \frac{\partial \gamma_t(z_1, \theta_1)}{\partial b} & 0 \\ 0 & \frac{\partial \gamma_t(z_1, \theta_2)}{\partial \sigma_8} & 0 & \frac{\partial \gamma_t(z_1, \theta_2)}{\partial b} \\ \vdots & \vdots & \vdots & \vdots \\ \frac{\partial \gamma_t(z_2, \theta_1)}{\partial \sigma_8} & 0 & \frac{\partial \gamma_t(z_2, \theta_2)}{\partial b} & 0 \\ 0 & \frac{\partial \gamma_t(z_2, \theta_2)}{\partial \sigma_8} & 0 & \frac{\partial \gamma_t(z_2, \theta_2)}{\partial b} \end{bmatrix} \quad (18)$$

where $N_p = 2$ is the number of parameters of interest. We note that $D$ generalizes the 1-parameter derivative in Eq. 14 to a multi-dimensional case. Each column in Eq. 18 represents the partial derivative of $\partial \mu_i / \partial p$ where $p = \sigma_8, b$, at scale $\theta_i$ with $i = 1 \ldots N_p$ and redshift $z_n$ with $n = 1 \ldots N_z$. For example, in the case of a single redshift and two different angular bins $N_z = 1, N_p = 2$, Eq. 18 becomes,

$$D = \begin{bmatrix} \frac{\partial \gamma_t(z_1, \theta_1)}{\partial \sigma_8} & \frac{\partial \gamma_t(z_1, \theta_1)}{\partial b} \\ \frac{\partial \gamma_t(z_1, \theta_2)}{\partial \sigma_8} & \frac{\partial \gamma_t(z_1, \theta_2)}{\partial b} \\ \frac{\partial \gamma_t(z_2, \theta_1)}{\partial \sigma_8} & \frac{\partial \gamma_t(z_2, \theta_1)}{\partial b} \\ \frac{\partial \gamma_t(z_2, \theta_2)}{\partial \sigma_8} & \frac{\partial \gamma_t(z_2, \theta_2)}{\partial b} \end{bmatrix} \quad (19)$$
where the 0 entries are determined by $\delta_{i,j}$ in Eq. 17. In analogy with Eq. 14, the optimal weights $W$ are then constructed as a matrix,

$$ W = C^{-1} D \quad \text{[Dim. = $N_\theta N_{\text{g}} N_{\theta} \times N_\theta N_{\theta}$]} \tag{20} $$

Applying $W$ to the initial dataset $X$ we obtain the compressed dataset $Y$,

$$ Y = W^T X \quad \text{[Dim. = $N_\theta N_{\theta} \times 1$]} \tag{21} $$

and the compressed covariance,

$$ C_Y = W^T C W \quad \text{[Dim. = $N_\theta N_{\theta} \times N_\theta N_{\theta}$]} \tag{22} $$

We note that the compressed statistic $Y$ contains the same information with respect to the parameters as $X$, in the sense that the Fisher matrix of $X$ with respect to the parameters is the same as the Fisher matrix of $Y$.

**Case ii): Two statistics measured at different redshifts for many scales, compressed to many scales for each of 2 parameters, using weights evaluated at a single scale.** This is a slightly less-than-optimal data compression scheme, but by fixing an effective scale it is possible to apply the weights to individual galaxies as we discuss below. We use the same uncompressed data vector $X$ and covariance $C$ as in Case i), but the weights are derived for a single scale $\theta_s$, using the one-dimensional compression (Eq. 14). We use a single-scale covariance $C_s$ and a single-scale derivative matrix $D_s$ obtained by evaluating $C$ and $D$ at a single scale, e.g. for $D_s$ in Eq. 17 we get

$$ D_{[A,n,i],[\alpha,j]} = \frac{\partial \xi_A(\theta_s,z_n)}{\partial \theta_\alpha} \delta_{ij} \tag{23} $$

and

$$ D_s = \begin{pmatrix} \frac{\partial \gamma(\theta_s)}{\partial \omega} & 0 & \frac{\partial \gamma(\theta_s)}{\partial \omega} & 0 \\ 0 & \frac{\partial \gamma(\theta_s)}{\partial \omega} & 0 & \frac{\partial \gamma(\theta_s)}{\partial \omega} \\ \frac{\partial \omega(\theta_s)}{\partial \omega} & 0 & \frac{\partial \omega(\theta_s)}{\partial \omega} & 0 \\ 0 & \frac{\partial \omega(\theta_s)}{\partial \omega} & 0 & \frac{\partial \omega(\theta_s)}{\partial \omega} \end{pmatrix} \tag{24} $$

and then,

$$ W_s = C_s^{-1} D_s \quad \text{[Dim. = $N_\theta N_{\text{g}} \times N_\theta$]} \tag{25} $$

This weight matrix for a single angular scale $\theta_s$ may be written out more fully as:

$$ W_{ss} = \begin{pmatrix} W_{\gamma,\omega}(\theta_s,\theta_s) & W_{\gamma,\omega}(\theta_s,\theta_s) \\ W_{\gamma,\omega}(\theta_s,\theta_s) & W_{\gamma,\omega}(\theta_s,\theta_s) \\ \vdots & \vdots \\ W_{\gamma,\omega}(\theta_s,\theta_s) & W_{\gamma,\omega}(\theta_s,\theta_s) \end{pmatrix} \tag{26} $$

These weights are then applied to all scales as an “approximate” weight matrix (i.e. an approximation to the optimal weights). This is achieved by replicating each element of $W_{ss}$ into an $N_\theta \times N_\theta$ block in order to apply the same weight to all scales:

$$ W_{\text{app}} = \begin{pmatrix} W_{\gamma,\omega}(\theta_s,\theta_s) & W_{\gamma,\omega}(\theta_s,\theta_s) & \cdots & W_{\gamma,\omega}(\theta_s,\theta_s) \\ W_{\gamma,\omega}(\theta_s,\theta_s) & W_{\gamma,\omega}(\theta_s,\theta_s) & \cdots & W_{\gamma,\omega}(\theta_s,\theta_s) \\ \vdots & \vdots & \ddots & \vdots \\ W_{\gamma,\omega}(\theta_s,\theta_s) & W_{\gamma,\omega}(\theta_s,\theta_s) & \cdots & W_{\gamma,\omega}(\theta_s,\theta_s) \end{pmatrix} \tag{27} $$

where $W_{\text{app}}$ has dimension $N_\theta N_{\text{g}} \times N_\theta N_{\theta}$ and $I_{ij}$ is the identity matrix of dimension $N_{\theta} \times N_{\theta}$. The compressed statistic and covariance matrix are then derived using this approximate weight matrix:

$$ Y_{\text{app}} = W_{\text{app}}^T X \quad \text{[Dim. = $N_\theta N_{\theta} \times 1$]} \tag{28} $$

and,

$$ C_{Y_{\text{app}}} = W_{\text{app}}^T C W_{\text{app}} \quad \text{[Dim. = $N_\theta N_{\theta} \times N_\theta N_{\theta}$]} \tag{29} $$

In this case, unlike in Case i), information is lost in the sense that the Fisher matrix of $Y_{\text{app}}$ is not the same as the Fisher matrix of $X$. We’ll compare these different compression schemes as applied to simulated data in Sec. 5 below.

### 3.2 Weights applied to individual galaxies

We now outline a scheme whereby the optimal correlation function weights derived above can be applied directly to individual galaxies in data analysis. In this scenario the weights can be used for more general applications, outside of data compression. Similarly to the FKP weights, we can use them as optimal weights for lenses when combining galaxy clustering and lensing.

In Sec. 3.1 we determined optimal redshift weights for a joint analysis of the angular galaxy correlation function $\omega(\theta)$ and the average tangential shear $\gamma_t(\theta)$ around those galaxies, for creating the compressed statistic $Y(\theta)$. For each model parameter, we can use Eq. 28 to re-write those relations as:

$$ \omega_{\text{tot}}(\theta) = \sum_i W_\omega i \omega_i(\theta), \tag{30} $$

$$ \gamma_{t,\text{tot}}(\theta) = \sum_i W_{\gamma_t,i} \gamma_{t,i}(\theta), \tag{31} $$

$$ Y(\theta) = \omega_{\text{tot}}(\theta) + \gamma_{t,\text{tot}}(\theta), \tag{32} $$

where $i$ labels the redshift bins, $W_\omega i$ is the optimal redshift weight for $\omega(\theta)$ in redshift bin $i$, and $W_{\gamma_t,i}$ is the optimal redshift weight for $\gamma_t(\theta)$, where those weights are determined using Eq. 27.

In what follows we replicate these combinations by applying weights to each of the individual objects (galaxies and random points) as a function of redshift, and measuring a correlation function across all redshifts. We denote with $g^*_{\omega,i}$ the per-galaxy weights for $\omega(\theta)$, and with $g^*_{\gamma_t,i}$ the per-galaxy weights for $\gamma_t(\theta)$.

For $\omega(\theta)$ we consider an estimator for the total correlation function across redshifts of the form:

$$ \omega_{\text{tot}}(\theta) = \frac{\overline{DD}_{\text{tot}} - 2 \overline{DR}_{\text{tot}} + \overline{RR}_{\text{tot}}}{\overline{RR}_{\text{tot}}} \tag{33} $$

(Zhu et al. 2016), where the numerator involves weighted total pair counts, which (for the purposes of the derivation) we can express in...
terms of a sum over the pair counts in redshift bins,
\[ \widehat{DD}_{\text{tot}}(\theta) = \sum_i \sum_j g_{\omega,i} g_{\omega,j} D_i D_j(\theta), \]
\[ \widehat{DR}_{\text{tot}}(\theta) = \sum_i \sum_j g_{\omega,i} g_{\omega,j} D_i R_j(\theta), \]
\[ \widehat{RR}_{\text{tot}}(\theta) = \sum_i \sum_j g_{\omega,i} g_{\omega,j} R_i R_j(\theta), \]
where \( D_i D_j, D_i R_j, R_i R_j \) are the auto/cross-pair counts between redshift bins \( i \) and \( j \), and the denominator of Eq. 33 involves un-weighted total random pair counts. Hence,
\[ \omega_{\text{tot}}(\theta) = \frac{\sum_i \sum_j g_{\omega,i} g_{\omega,j} (D_i D_j - 2 D_i R_j + R_i R_j)}{R R_{\text{tot}}}. \]

Substituting in the auto/cross-correlation function between redshift bins \( i \) and \( j \), \( \omega_{ij} = (D_i D_j - 2 D_i R_j + R_i R_j)/R_i R_j \) we find,
\[ \omega_{\text{tot}}(\theta) = \frac{\sum_i \sum_j g_{\omega,i} g_{\omega,j} R_i R_j(\theta) \omega_{ij}(\theta)}{R R_{\text{tot}}(\theta)}. \]

In the approximation that the cross-correlations between different redshift slices are zero, \( \omega_{ij} = 0 \) if \( i \neq j \):
\[ \omega_{\text{tot}}(\theta) = \frac{\sum_i g_{\omega,i}^2 R R_{\text{tot}}(\theta) \omega(\theta)}{R R_{\text{tot}}(\theta)}, \]

where we use \( R R_i = R_i R_i \). Comparing the form of this equation with Eq. 30, the galaxy and random weights \( g_{\omega,i} \) can be written in terms of the \( \omega(\theta) \) weights \( W_{\omega,i} \) in redshift bins \( i \):
\[ g_{\omega,i} = \sqrt{W_{\omega,i} R R_{\text{tot}}(\theta_{\text{eff}})} / R R_{\text{tot}}(\theta_{\text{eff}}), \]
evaluated at some effective scale \( \theta = \theta_{\text{eff}} \).

We can derive similar per-galaxy weights for \( \gamma_i(\theta) \). For the purposes of this derivation we’ll assume an estimator of the form:
\[ \gamma_i(\theta) = \frac{\sum_{x,s} w_{l,s} e_{l,s}}{\sum_{x,s} w_{x,s}} \]
where \( w_l \) and \( w_s \) are lens weights and source weights, and \( e_{l,s} \) indicates the tangential shear of sources around lenses. (This estimator excludes the random lens term, but this term makes no contribution to the signal.) We further assume \( w_s = 1 \) for the purposes of this derivation. Similarly to Eq. 33, we apply \( w_i = g_{\gamma,i} \) in the numerator of the estimator and \( w_i = 1 \) in the denominator, such that,
\[ \gamma_{\text{tot}}(\theta) = \frac{\sum_{x,s} g_{\gamma,x} e_{l,s} e_{l,s}}{D_{\text{tot}} D_{x,s}}, \]
where \( D_{\text{tot}} D_x \) is the cross-pair count between all the lenses and the sources. Breaking the numerator into tangential shear measurements in different redshift bins, \( \gamma_i = \sum_{x,s} e_{l,s} e_{l,s}/D_i D_x \), we find:
\[ \gamma_{\text{tot}}(\theta) = \frac{\sum_{x,s} g_{\gamma,x} D_i D_x(\theta) \gamma_i(\theta)}{D_{\text{tot}} D_x(\theta)}. \]

Comparing the form of this equation with Eq. 30, we can find the lens galaxy weights \( g_{\gamma,i} \) in terms of the \( \gamma_i(\theta) \) weights \( W_{\gamma,i} \) in redshift bins \( i \):
\[ g_{\gamma,i} = \frac{W_{\gamma,i} D_{\text{tot}} D_x(\theta_{\text{eff}})}{D_i D_x(\theta_{\text{eff}})}. \]

Eqs. 40 and 44 hence give the individual galaxy redshift weights for measurements of \( \omega(\theta) \) and \( \gamma_i(\theta) \), which are equivalent to the optimal correlation function weights derived in Case ii) of Sec. 3.1.

4 SIMULATED DATA AND MEASUREMENTS

4.1 Simulations

We tested these algorithms using simulated catalogues that were representative of future overlapping DESI and weak lensing datasets. We sampled these catalogues from the Buzzard simulation suite (DeRose et al. 2019), which uses full N-body particle simulations to derive lightcones, dark matter halo catalogues and lensing fields via ray-tracing. The Buzzard lightcones are populated with a complete sample of galaxies to apparent magnitude limit \( i = 27 \), using the ADDGALS (Wechsler et al. 2021) abundance-matching algorithm to sample luminosities and colours. Convergence and shear fields are derived using the CALCLENS (Becker 2013) algorithm, and shear components are assigned to each simulated galaxy.

We selected lens and source samples from these Buzzard lightcone catalogues. First, using the simulated galaxy magnitudes, we created DESI Bright Galaxy (BGs) and Luminous Red Galaxy (LRGs) targets matching the densities and redshift distributions of these samples. We produced a total lens sample across the redshift range \( 0.1 < z < 0.9 \) by combining BGs in the range \( 0.1 < z < 0.5 \), with LRGs in the range \( 0.5 < z < 0.9 \). We then created a representative weak lensing source sample of angular density 10 arcmin\(^{-2}\) by sub-sampling the Buzzard shear catalogues with a source redshift distribution
\[ p(z) = z^2 e^{-z/z_0}, \]
where \( z_0 = 0.2 \). We assigned a shape noise error of \( \sigma_e = 0.28 \) per ellipticity component, and a photometric redshift error of \( \sigma_z = 0.1 (1 + z) \). For the purposes of our current study, we did not simulate any multiplicative shape bias corrections and we assumed unity weights for completeness and shear measurement for all sources and lenses.

Each Buzzard lightcone is built across half the sky. We used one of these half-sky catalogues, and divided it into 18 pseudo-independent regions each of area \( \sim 1000 \) sq deg, which is representative of the overlap area between DESI and each of the weak lensing datasets DES, HSC and KiDS. We analysed each of these 18 regions separately, to study the sample variance in our results.

4.2 Correlation function measurements

We measured the correlation functions of the simulated catalogues for each redshift bin and angular scale. For the angular correlation function we used the Landy-Szalay estimator (Landy & Szalay 1993),
\[ \omega = \frac{DD - 2DR + RR}{RR}, \]

for each angular scale \( \theta \). For \( \gamma_i \) measurements we used the estimator,
\[ \gamma_i = \frac{(N_R/N_D) \sum_{l,s} e_{l,s} - \sum_{l,s} e_{l,s} e_{l,s}}{R_e R_i}, \]

where \( N_D \) and \( N_R \) are the number of data and random points, and \( R_e \) denotes the cross-pair count between the random lenses in each redshift bin and all sources. We computed the correlation functions described in Eqs. 46 and 47 using the public code treecorr (Jarvis 2015). For this analysis we used 30 logarithmically-spaced angular separation bins in the range \( 0.003 < \theta < 3 \) deg, and 8 linearly-spaced lens redshift bins in the range \( 0.1 < z < 0.9 \).

Figure 1 displays the uncompressed correlation functions across three of the eight redshift bins (red circles) \( 0.2 < z < 0.3, 0.3 < z < 0.4, 0.4 < z < 0.5 \), measured from one of the Buzzard regions.
The top panel corresponds to the measurements of $\omega(\theta)$, while the bottom panel indicates the measurements of $\gamma_\theta(\theta)$. The best-fit model is plotted as grey continuous lines. For display purposes we plot the minimum common fitted $\theta$ range across for all redshifts (see Sec. 5.2). The error-bars are derived as the square root of the diagonal covariance matrix elements defined in Sec. 2.4. The full covariance of the uncompressed statistics is displayed as a correlation matrix in Fig. 2.

5 RESULTS

We used the lensing and galaxy clustering statistics defined in Sec. 2 and measured in Sec. 4.1, and fit for the $\sigma_8$ and galaxy bias parameters using several different approaches. In Sec. 5.1 we present the results obtained using a standard approach fitting to the uncompressed measurements, where a tomographic analysis is performed across the full redshift range. In Sec. 5.2 we review the optimal redshift weights obtained in this analysis, which may be used to compute individual galaxy weights, and in Sec. 5.3 we present the results obtained from data-compressed analyses, using the methodology described in Sec. 3. We compare and contrast the outcomes of these different approaches in Sec. 5.4.

We fit 18 individual Buzzard simulation regions, and present the average and dispersion of the results. All fits are performed at angular scales where $R(\theta) > 5 \ h^{-1}\text{Mpc}$, where $R$ is the projected co-moving galaxy separation at the redshift of the measurement, such that a linear galaxy bias model applied to an acceptable approximation given our context. We repeated the analysis using a different scale cut $R(\theta) > 8 \ h^{-1}\text{Mpc}$, finding consistent results (see Appendix 6).

We sampled the posterior distributions, using BILBY (Ashton et al. 2019). We ran 8 independent chains for each fit, each consisting of 500 walkers. We determined the convergence of the samples using the Gelman-Rubin criteria ($R - 1 < 0.01$) (Gelman & Rubin 1992). The 500 walkers. We determined the convergence of the samples using a standard approach fitting to the uncompressed measurements, where a tomographic analysis is performed across the full redshift range. In Sec. 5.2 we review the optimal redshift weights obtained in this analysis, which may be used to compute individual galaxy weights, and in Sec. 5.3 we present the results obtained from data-compressed analyses, using the methodology described in Sec. 3. We compare and contrast the outcomes of these different approaches in Sec. 5.4.

We fit 18 individual Buzzard simulation regions, and present the average and dispersion of the results. All fits are performed at angular scales where $R(\theta) > 5 \ h^{-1}\text{Mpc}$, where $R$ is the projected co-moving galaxy separation at the redshift of the measurement, such that a linear galaxy bias model applied to an acceptable approximation given our context. We repeated the analysis using a different scale cut $R(\theta) > 8 \ h^{-1}\text{Mpc}$, finding consistent results (see Appendix 6).

We sampled the posterior distributions, using BILBY (Ashton et al. 2019). We ran 8 independent chains for each fit, each consisting of 500 walkers. We determined the convergence of the samples using the Gelman-Rubin criteria ($R - 1 < 0.01$) (Gelman & Rubin 1992). The flat priors used on the parameters are specified in each individual analysis below. For simplicity of notation we present the different analyses under the labels of Case i)-ii)-iii)-iv) which indicate:

i) Data compression of $\gamma_\theta$ and $\omega$ using scale and redshift dependent weights and their covariance. We compress $\gamma_\theta$ and $\omega$ with respect to four parameters: $\sigma_8$, $b_0$, $b_1$, $b_2$. The covariance between the statistics is compressed using the same scale-dependent weighting scheme.

ii) Data compression of $\gamma_\theta$ and $\omega$ using redshift dependent weights fixing one single effective scale in the weights. We compress $\gamma_\theta$ and $\omega$ with respect to four parameters: $\sigma_8$, $b_0$, $b_1$, $b_2$. The covariance between the statistics is compressed using the same effective-scale weighting scheme.

iii) The uncompressed analysis, considering $\gamma_\theta$ and $\omega$ across different redshift bins and scales and their covariance.

iv) Same as ii) but using a linear model for the bias-redshift relation to investigate possible systematics, i.e. we set $b_2 = 0$ and compress $\gamma_\theta$ and $\omega$ with respect to: $\sigma_8$, $b_0$, $b_1$.

5.1 Fits to uncompressed correlations

For the uncompressed analysis, that we refer to as Case iii), we simultaneously fit models to the $N_x = 8$ redshift bins. We built a data vector $X$ combining measurements of $\gamma_\theta(z, \theta)$ and $\omega(z, \theta)$, following Eq. 15, and used the full joint covariance derived from Eq. 16. After applying the scale cut $R(\theta) > 5 \ h^{-1}\text{Mpc}$, we used a remaining number of 87 data points across all redshifts. We fit for a total of 9 model parameters: a single value of $\sigma_8$, and one linear bias parameter for each redshift bin: $b_i$ with $i = 1, \ldots, 8$. We set a uniform prior on all the parameters $\sigma_8$, $b_i \in [0, 4]$.

Assuming a Gaussian likelihood, the $\chi^2$ statistic used to determine the likelihood of each model is computed as,

$$\chi^2 = (M - X)^T C^{-1} (M - X),$$

where $M$ is the model vector for $\gamma_\theta(z, \theta)$ and $\omega(z, \theta)$, ordered in the same sequence as $X$. The $M$ terms are computed using Eq. 7 and 8, and subject to the same scale cuts. Note that we re-generate the covariance with the bias factors matching the best fit for each redshift slice.

We find $\sigma_{8, \text{mean}} = 0.76 \pm 0.044$, where we quote the mean of the maximum likelihood estimate over 18 regions, and the error as the mean standard deviation of the posterior distribution. For the uncompressed analysis, we refer to as Case iii), we simultaneously fit models to the full redshift range. In Sec. 5.2 we review the optimal redshift weights obtained in this analysis, which may be used to compute individual galaxy weights, and in Sec. 5.3 we present the results obtained from data-compressed analyses, using the methodology described in Sec. 3. We compare and contrast the outcomes of these different approaches in Sec. 5.4.

5.2 Optimal redshift weights

We considered two types of data compression, Case i) and Case ii), as described in Sec. 3, which correspond to optimal correlation function weights and those determined at a single scale, respectively. The initial dataset $X$ and uncompressed model are computed as for the uncompressed data, and we apply the same scale cut $R(\theta) > 5 \ h^{-1}\text{Mpc}$ as for the uncompressed analysis. We selected 4 parameters of interest $\sigma_8$ and $b_0$, $b_1$, $b_2$, describing a linear galaxy bias with a quadratic evolution in redshift, as described in Sec. 2, and compared our results with linear and cubic bias evolution choices.

We computed the set of weight matrices for these four parameters, $W$ and $W_{\text{app}}$, as derived for Case i) and Case ii). In Figs. 4 and 5 we compare the weights of Case i) (solid lines) and Case ii) (dashed lines). Fig. 4 displays the component of the weight matrix derived from $\gamma_\theta$, while Fig. 5 shows the weights corresponding to $\omega$. In both Figures we display only the component of the weights related to $\sigma_8$, noting that similar forms are obtained for the bias component.

We select two different effective scales corresponding to angular wavenumbers $\ell = (100, 200)$ to compare the weights of Case i) and Case ii), which are representative of the range of scales we are fitting, analogous to the Feldman et al. (1994) scheme. The Case ii) weights are obtained fixing an effective scale $\theta_{\text{eff}} = 180^\circ / 200$ in the computation of the weight matrix. Case i) weights are computed as a function of scale, for comparison we plot the Case i) weights for $\theta_{\text{eff}} = 180^\circ / 200$ and $\theta_{\text{eff}} = 180^\circ / 100$ components.
ordered by statistic, redshift and scale, with Figure 2. The angular galaxy correlation function is non-diagonal, while Case ii) assume the same weight function across all scales. Further, the shape of the weights with redshift depends on the balance of sample variance and noise, which depends on scale. Thus, the choice of fixing a specific scale $\theta_{\text{eff}}$, or compressing over all scales, impacts the weights. Although we will show that the eventual cosmological result is not sensitive to these differences.

In general, the trend of the weights with redshift is determined by how the covariance component interacts with the derivative of the models. As expected, we find that the $\gamma_t$ weights shown in Fig. 4 decrease with redshift: following the trend of the galaxy-galaxy lensing signal to decrease with redshift, given that fewer sources lie behind higher-redshift lenses. For $\theta_{\text{eff}} = 180^\circ /100$ we notice a slightly different trend with redshift for $\omega$ (bottom panel of Figure 5).

We do not find a significant difference in the trend of the weights with redshift for different cases, noting that the normalization of the weights is free\footnote{The normalization is free for the total weight function, applied to $\gamma_t + \omega$; Fig. 4, 5 show individual component of the weights $(\gamma_t, \omega)$, for which the normalization is not arbitrary} in the derivation. We can say that the trend of the weights does not vary significantly as a function of scale.

These weights can be applied to obtain the individual galaxy weights by following the procedure described in Sec. 3.2. Given that these treatments are equivalent, we just present the correlation function fits in this section.

5.3 Fits to compressed correlations

We applied the weight matrices $W$ and $W_{\text{app}}$ to the uncompressed data vectors $X$ and $M$ (Eq. 20 and Eq. 27) to obtain the compressed datasets $Y, Y_{\text{app}}$ and compressed models $M, M_{\text{app}}$. Given the $R(\theta) > 5 h^{-1}\text{Mpc}$ scale cut, only data from a subset of redshift bins in $X$ contributes to the corresponding scale bin of the compressed data $Y$, consistently with the uncompressed case. The length of the

For the purposes of these comparisons, we are plotting the weight functions relative to a particular scale $\theta_{\text{eff}}$, for both Case i) and ii). However, those weight functions are not equivalent, as the scale dependent weights in Case i) are derived using the full covariance across all scales, while the Case ii) weights only consider the value of the variance at a single scale. In practice, while applying Case i) weights to the data, part of the information about $\theta_{\text{eff}}$ is contained in different weighted modes, given that the covariance across all scales is non-diagonal, while Case ii) assume the same weight function
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Figure 3. Parameter fits for the bias-redshift relation for one of the regions analysed, from the uncompressed analysis (Case iii, black dots in all three panels) and the following compressed analyses: linear bias-redshift relation where $b_2 = 0$ in Eq. 12 (Case iv, grey regions, top panel) and quadratic bias (Case i, yellow regions, middle panel) and cubic bias (Case v, red regions, bottom panel). The errors displayed are computed from the standard deviation of the posterior distribution.

Figure 4. Comparison of the $\gamma_t$ weights as a function of redshift, following Case i) and Case ii) approaches (solid and dashed lines), using $\theta_{\text{eff}} = 180^\circ/200$ (top) and $\theta_{\text{eff}} = 180^\circ/100$ (bottom) for Case ii), and displaying the weights for $\theta = \theta_{\text{eff}}$ for Case i). Only the components of the weight matrix for $\gamma_t$, and with respect to $\sigma_8$, are displayed here.

Compressed data vector is $2 \times 153$, the $\theta$ ranges considered for each redshift bin are displayed in Table 1.

Figure 6 displays the compressed datasets $Y$, obtained using Eq. 21, with respect to the different parameters of interest ($\sigma_8$, $b_0$, $b_1$, $b_2$; red squares and circles). The error bars are computed from the diagonal of the compressed covariance matrix.

We computed the compressed covariances for Cases i) and ii) following Eq. 22 and Eq. 29. Fig. 7 displays the covariance for the compressed data sample, as correlation matrix. For simplicity, we show all the scales $N_{\theta}$ before the scale cut, which depends on redshift. For both Case i) and ii) the $\chi^2$ statistic is built as,

$$\chi^2 = (M_Y - Y)^T C_Y^{-1} (M_Y - Y),$$

where for Case ii) we use $Y_{\text{app}}$ instead of $Y$.

We fit for $\sigma_8$ and the quadratic bias parameters, finding mean results $\sigma_8 = 0.760 \pm 0.0468$ and $\chi^2$/d.o.f. = 0.88 for Case i), and $\sigma_8 = 0.764 \pm 0.0485$ and $\chi^2$/d.o.f. = 0.82 for Case ii) across the 18 realizations. We do not find a significant difference in the error in $\sigma_8$ for Case i) with respect to Case ii), meaning that the weights do not lose their optimality when an effective scale is fixed, similar to the FKP weights.
In Figure 3 we compare the results for the bias fits, using the meth-ods described above. We do not include Case ii), as the results are identical to Case i). We fit for a linear, quadratic and cubic evolution for \( b(z) \) (grey and yellow and pink shades) using Case i) compression, and we compare them with the results from the uncompressed analysis (black dots). The confidence regions are computed by recon-structing \( b(z) \) from the fit of \( b_0, b_1, b_2 \) in Eq. 12, taking the standard deviation of \( b(z) \) at each redshift. We find that the quadratic \( b(z) \) gives an appropriate description of the bias-redshift relation \( b(z) \), consistent with the uncompressed analysis. Using a linear evolution for \( b(z) \) results in a larger error on \( \sigma_R \), probably due to the fact that a linear evolution model is not describing the bias-redshift relation sufficiently accurately. \( \sigma_R = 0.787 \pm 0.053 \) and \( \chi^2/\text{d.o.f.} = 0.82 \). We tested a third-order bias-redshift relation in Case v), finding no significant difference in the constraints with respect Case i).

In Fig. 6 we display the likelihood contour for \( b(z) \), compared to the best-fit model (solid grey line), for the range of scales considered. We plot the different components of \( Y \) with respect to \( \sigma_R \) and the different bias parameters. The error bars on the compressed data are plotted as the square root of the diagonal elements of the covariance matrix. The models provide a good description of the data, reflecting the acceptable value of the \( \chi^2 \) statistic.

### 5.4 Comparison between analyses

In Fig 8 we display the likelihood contour for \( \sigma_R \) and bias for one of the regions considered, from the different methods considered: Case i-ii-iii-iv (the yellow, red, blue, grey contours respectively). For the bias, we compare \( b(z_{\text{eff}}) = b_0 + b_1 z_{\text{eff}} + b_2 z_{\text{eff}}^2 \) with \( z_{\text{eff}} = 0.5 \) for Case i-ii-iii, and \( b(z_{\text{eff}}) = b_0 + b_1 z_{\text{eff}} \) for Case iv, as per Eq. 12.

We summarise the results for all cases and regions in Fig. 9, where we display the 68\% confidence region for the posterior probability distribution of \( \sigma_R \). From left to right, the yellow dot indicates the result from optimal weighting including scale dependence; the red dot indicates the results from a compressed analysis with an effective scale. The blue point denotes the uncompressed analysis, and the grey point corresponds to a compressed single-scale analysis with a linear redshift evolution for \( b(z) \) in the model (as opposed to the fiducial quadratic evolution). We find consistent results between all types of analysis, and comparable standard deviations for both Cases i,ii and the uncompressed analysis, implying that the compression is almost lossless, even for the single-scale approximation. We note that an analysis based on the individual galaxy weights, which are derived to match the single-scale approximation, would give the same results.

The histograms in Fig 10 show the distribution of \( \sigma_R \) as measured...
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Figure 7. The correlation matrix of the compressed correlation functions for $N_p = 4$ free parameters. The bins are ordered in scale and in the four different parameters: $i$ and $j$ range from 1 to $N_{\theta} \times N_p$ as illustrated in Eq. 22.

Figure 8. Likelihood contours for $\sigma_8$ and bias from the different methods: Case i-ii-iii-iv. We present the results obtained for one of the region considered. For the bias, for Case i-ii-iii we compare $b(z_{\text{eff}}) = b_0 + b_1 z_{\text{eff}} + b_2 z_{\text{eff}}^2$ with $z_{\text{eff}} = 0.5$, and $b(z_{\text{eff}}) = b_0 + b_1 z_{\text{eff}}$ for Case iv, as per Eq. 12.

across the 18 Buzzard regions used in this study, for the four cases analysed. The displayed colours are consistent with Fig. 9. We find consistent values of the mean for all cases. For robustness check, we repeated Case iii) fits using the same bias redshift relationship as for Case ii-i), as described in Eq. 12, finding identical results on $\sigma_8$ best-fit and variance. We expected this, from Fig. 3 which shows that a quadratic bias-redshift relationship is well in agreement with the bias values measured across the 8 redshift bins. Case iv) with linear evolving bias is slightly shifted with respect to the other distributions. As discussed earlier, linear bias evolution is not accurately reproducing the bias parameters fitted in individual redshift bins. We find the best-fitting $\sigma_8$ for all methods to be slightly lower (close to 1σ) than the fiducial value of the mocks, shown as the black dashed line. As discussed in Sec. 5.1, this issue is likely related to the linear bias model adopted in our analysis, and does not affect the conclusions of our current study.

Fig. 11 shows the distribution of the standard deviation for $\sigma_8$ as measured across 18 Buzzard regions. The displayed colours are consistent with Fig. 9. The compressed analysis (both optimal and single-scale, yellow and red histograms) gives similar results to the uncompressed analysis (blue histogram): Case i) $\sigma_8 = 0.760 \pm 0.046$, Case ii) $\sigma_8 = 0.764 \pm 0.048$, Case iii) $\sigma_8 = 0.756 \pm 0.045$. Case iv) $\sigma_8 = 0.787 \pm 0.053$. Dashed grey line indicates the fiducial $\sigma_8$ of the mocks.

Figure 9. Fitting results for $\sigma_8$ from the different methods, from left to right: Case i-ii-iii-iv. We display the mean and averaged errors of the 18 regions considered. The error bars are computed from the standard deviations of the posterior distributions. The values displayed are: Case i) $\sigma_8 = 0.760 \pm 0.046$, Case ii) $\sigma_8 = 0.764 \pm 0.048$, Case iii) $\sigma_8 = 0.756 \pm 0.045$, Case iv) $\sigma_8 = 0.787 \pm 0.053$. Dashed grey line indicates the fiducial $\sigma_8$ of the mocks.

Figure 10. The distribution of the best-fitting $\sigma_8$ across the 18 Buzzard mocks for Case i-ii-iii-iv. Each $\sigma_8$ corresponds to the maximum likelihood value.
Case ii) $\sigma_8 = 0.764 \pm 0.048$ and Case iii) $\sigma_8 = 0.756 \pm 0.045$. The analysis with a linear redshift evolution for $b(z)$ (grey histogram) leads to higher values of standard deviation: Case iv) $\sigma_8 = 0.787 \pm 0.053$.

Fig 12 displays the distribution of $\chi^2$ across all the regions (with the same colour as for Fig. 10). We find that all realizations are consistent with reduced $\chi^2 = 1$, noticing a slightly higher mean $\chi^2$ for the linear-evolving bias case. Case iii) shows a narrower distribution of $\chi^2$/d.o.f. with respect the other Cases. This is because Case iii) has a higher number of free parameters (9), and the variance of the $\chi^2$ scales with the inverse of d.o.f.

6 CONCLUSION

In this work we used simulated datasets of future combined galaxy clustering and weak lensing surveys, representing the region of overlap between DESI Y1 and imaging surveys such as DES, HSC and KiDS, to explore data compression and optimal weighting algorithms for extracting cosmological parameters from these combined probes. We derived data-compression schemes which can be applied to galaxy-galaxy lensing and clustering statistics, extending the work of Ruggeri & Blake (2020a) into configuration space. For this test case we focussed on a small parameter set consisting of $\sigma_8$ and the galaxy bias parameters (whose degeneracy can be broken by combined probes), noting that these techniques can be readily extended to larger parameter sets.

We investigated different types of compression, in particular comparing a sub-optimal approach where an effective angular scale is selected to derive the weights, with an optimal scheme where the scale dependence is included in the weights, finding no significant difference in the results (for scale dependent weights: $\sigma_8 = 0.760 \pm 0.046$, for effective angular scale weights: $\sigma_8 = 0.764 \pm 0.048$). This allows us to use the single-scale weights to derive a weighting scheme to be applied to individual galaxies rather than correlation functions, producing near-optimal results in this case. Both compression approaches (single-scale and optimal) lead to a standard deviation of $\sigma_8$ very similar to the uncompressed analysis ($\sigma_8 = 0.756 \pm 0.045$). This means that in both cases our compression is preserving the information relevant to our scientific goal.

Future work, as part of the mock-challenge effort to validate DESI Y1 analysis, will involve:

- Testing the optimal galaxy redshift weights in the presence of realistic window functions,
- Extending the methodology to more parameters, to allow for wider exploration of the cosmological model,
- Extension to more observed statistics, by adding correlation function multipoles which describe redshift-space distortions,
- Testing different fitting ranges and non-linear models for the galaxy bias, to get unbiased constraints of $\sigma_8$ and other parameters.
- Including cosmic shear to our analysis, performing a full 3x2 point correlation function analysis.
- As DESI has multiple targets observed, a potential extension of this work may apply the data-compression methodology to multi-tracer analyses.

This program of work will calibrate data-compression techniques for creating novel tests of the cosmological model using combined probes.
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Figure 1. Comparison between the results for the uncompressed analyses using two different scale cuts: $R(\theta) > 5 \, h^{-1}\text{Mpc}$ (red contours) and $R(\theta) > 8 \, h^{-1}\text{Mpc}$ (blue contours). Both analyses assume a galaxy linear bias. As expected the value of $\sigma_8$ recovers constraints from the $R(\theta) > 8 \, h^{-1}\text{Mpc}$ results is closer to the fiducial cosmology one: 0.82, as the effect of non-linear galaxy bias is lower than in the $R(\theta) > 5 \, h^{-1}\text{Mpc}$ results.
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