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Abstract—Nowadays, a community starts to find the need for human presence in an alternative way, there has been tremendous research and development in advancing telepresence robots. People tend to feel closer and more comfortable with telepresence robots as many senses a human presence in robots. In general, many people feel the sense of agency from the face of a robot, but some telepresence robots without arm and body motions tend to give a sense of human presence. It is important to identify and configure how the telepresence robots affect a sense of presence and agency to people by including human face and slight face and arm motions. Therefore, we carried out extensive research via web-based experiment to determine the prototype that can result in soothing human interaction with the robot. The experiments featured videos of a telepresence robot ($n = 128$, $2 \times 2$ between-participant study robot face factor: video-conference, robot-like face; arm motion factor: moving vs. static) to investigate the factors significantly affecting human presence and agency with the robot. We used two telepresence robots: an affordable robot platform and a modified version for human interaction enhancements. The findings suggest that participants feel agency that is closer to human-likeness when the robot’s face was replaced with a human’s face and without a motion. The robot’s motion invokes a feeling of human presence whether the face is human or robot-like.

I. INTRODUCTION

There is a wide variety of means of digital communication. For example, the telephone, e-mail, SNS, and video conferencing are representative and the most common. In recent years, communication via telepresence robots has been attracting attention. Telepresence robots called “mobile robotic presence systems,” that is physical robotic platforms with a video-conferencing system mounted on a robotic mobile platform [1]. Since remote operators can control this physical embodiment which is telepresence robot in a remote location, these systems have the chance to increase for video-conference and to improve the relation between human and robots by changing their heads and facial cues to determine the effect of social interface between human and robots. To facilitate better communication between human and robot, it is common for robots to possess head-like features that is capable of providing social feedback. Although it is not a human’s face and expression, research has shown that relation between human and the robot can be enhanced when the robot is equipped with human-like “robotic” face that can express motion like humans [12]. In addition, interaction with robots gets even better when the robot exhibits social behaviors with anthropomorphic characteristics [13] [12].

Effect of human’s facial cue on robots were discussed in Mollahosseini et al. [14]. The study indicated that eye gaze and certain facial expressions from the actual human can further improve the relation between human and robots by physically displaying human’s face on the 2D screen using telecommunication either telepresence or a virtual agents [14]. For example, Beam is one of the known telepresence robotic system that utilizes this method by replacing robot’s head with the LED screen to display human’s face via video-conference. Several research and surveys indicated that people can really feel the presence of human in the robot.

II. RELATED WORK

A. Robots’ Facial Cues in HRI

One of the most important factors in human-robot interaction (HRI) is the ability to show facial cues. In literature, McGinn conducted various studies on service robots by changing their heads and facial cues to determine the effect on social interface between human and robots. To facilitate better communication between human and robot, it is common for robots to possess head-like features that is capable of providing social feedback. Although it is not a human’s face and expression, research has shown that relation between human and the robot can be enhanced when the robot is equipped with human-like “robotic” face that can express and show motion like humans [12]. In addition, interaction with robots gets even better when the robot exhibits social behaviors with anthropomorphic characteristics [13] [12].

Effect of human’s facial cue on robots were discussed in Mollahosseini et al. [14]. The study indicated that eye gaze and certain facial expressions from the actual human can further improve the relation between human and robots by physically displaying human’s face on the 2D screen using telecommunication either telepresence or a virtual agents [14]. For example, Beam is one of the known telepresence robotic system that utilizes this method by replacing robot’s head with the LED screen to display human’s face via video-conference. Several research and surveys indicated that people can really feel the presence of human in the robot.
B. Non-verbal Cues in HRI

Previous research indicated that, non-verbal cues are becoming important factors in HRI technology as it plays a significant role in human-human interaction. Telepresence robot that has an ability to show social expression by the motion movement can make user to feel engagement and likeable [10]. OriHime is one of the telepresence and avatar robot with human-like behavior that was designed by Ory Laboratory Inc. The purpose of this technology is to aid people to engage in life-like social behavior over distance, facilitate human-to-human social interaction, and serve as an avatar to the user [15]. Although OriHime does not have an expressive facial cue, but its limb movement and the voice from the user relaxes the social-relation between human and the robot and still feel the presence of human in them [11]. In addition, having social expression embodiment like OriHime-D can join society and social events for disabled people and fulfill their mentality [9]. Spatial configuration and body orientation of a telepresence robot affected people to arrange themselves, robot tend to copy human-like action and theydetected by the surrounded motion [16]. This greatly increases interaction quality between human and robots.

In the research using teleoperated robot with the Wizard of OZ method, participants was not affected enjoyment by the knowledge of whether the robot was being controlled by a program or a human [17]. Yamada et al. proposed motion-based ASE(Artificial Subtle Expressions) in which a robot slowly hesitates by turning to a human before giving advice with low confidence. As they conclude, the long or short-wait expressions might be applicable to expressing a robot’s confidence, fast or slow-motion as a motion-ASE is more suitable for such expressions [18]. The other research suggest that synchronized on-screen and in-space gestures significantly improved viewers(participants)’ interpretation of the action compared to on-screen or in-space gestures alone and addition of proxy motion also improved measures of perceived collaboration [19]. Furthermore, in-space gestures positively influenced perceptions of both local and remote participants [19].

III. PLATFORM

We used a humanoid robot, Rapiro [20], which is widely used for different applications, such as for education and hobbies[21][22]. The Arduino and Raspberry Pi boards in the robot enable users (developers) to communicate with the robot by only sending command signals from a PC, and they also allow for the system to be extended easily. Therefore, we used this robot as a telepresence robot for our experiment.

For the experiment, we fixed Rapiro’s eye color to blue due to color bias. We modified Rapiro’s head as a prototype for experimental study and to show the remote user’s face.

A. Hardware Spec

Rapiro\(^1\) has 12 degrees of freedom (DoF), a USB camera, a microphone in its forehead, and a speaker inside of its head. Fig. 1 shows an overview of Rapiro.

\(^1\)http://www.rapiro.com/

Modifications to Rapiro, we modified the head of another Rapiro to show the face of a remote user. We used a 5-inch portable monitor, and the head was made of PLA using a 3D printer. This Rapiro also had 12 DoF, a USB camera, microphone, and speaker inside of its head. Fig. 1 shows an overview of the modified Rapiro.

B. User Interface and Robot Motion

To control Rapiro, we made a keyboard input interface. When the operator (from a geographically separate location) presses the number “2” on the keyboard, a local PC receives the signal from the operator’s location via Wi-Fi, and the robot makes that specific motion.

We generated robot motions in accordance with the following principle. For both of the robots, we used preset motions and the original motion which we developed for the experiments, such as “hands up” and “wave the both hands”and etc. In total, we used six motions in the video task and motions list showed in Table I. The preset motions included motion like going forward or backward, but we did not use these at this time.

TABLE I: List of Motions

| Motion                     |
|----------------------------|
| 1 | Both hands up             |
| 2 | Wave the both hands       |
| 3 | Stretch our right hand    |
| 4 | Grip both hands           |
| 5 | Left hand up              |
| 6 | Fluttering both hands     |

IV. EXPERIMENT

A. Experimental Design

We conducted the experiment using a 2 × 2 (robot face: video-conference vs. robot-like face; arm motion: moving vs. static) between-participant design. To explore how people interact widely with our design, we used G*Power [23] sample size calculation (n =128), and we ran our experiment using online questionnaire surveys along with showing the video. Participants were recruited from the Yahoo! Crowdsourcing service and after finished experiments we used Google form for survey. For most of the methods for the online experiment, we referred to Sirkin et al. [19]. We wanted the remote operator’s speech and gestures to have precise timings and the same interaction content. While online responses may differ from in-person experiments, from Powers et al. [24], it was found that remote robots could be used in experiments and be more sociable and engaging than co-located robots [24]. Furthermore, studies comparing live and video-based HRI trials were both broadly equivalent in most cases [25]. Therefore, we chose to run the experiment online. Our dependent values were presence and agency. We designed the online experiment so that we could compare which condition affect from our dependent values and perceptions of the remote operator who communicated with them via the telepresence robot across four robot conditions:
1) **Human face and moving**: The face of the robot used a video-conference style screen from which the remote operator was shown, and the robot’s arm made motions. An overview of this robot is shown in Fig. 1.

2) **Human face and Static**: The face of the robot used a video-conference style screen from which the remote operator was shown, and the robot’s arm was static. An overview is shown in Fig. 2.

3) **Robot face and moving**: The face of the robot was robot-like, and the robot’s arm made motions. An overview is shown in Fig. 3.

4) **Robot face and Static**: The face of the robot was robot-like, and the robot’s arm was static. An overview is shown in Fig. 4.

Fig. 1: Human face and Moving.

Fig. 2: Human face and Static.

Fig. 3: Robot face and Moving.

Fig. 4: Robot face and Static.

**B. Hypotheses**

We formulated four hypotheses for our experiment. As mentioned above, we conducted the experiment using a between-participant design (robot face: video-conference vs. robot-like face; arm motion: moving vs. static) to investigate which factors significantly affect presence and agency.

- **H1** Face affects agency.
- **H2** Motion affects agency.
- **H3** Face affects presence.
- **H4** Motion affects presence.

**C. Participants**

A total of 216 participants took part in the experiment online (male: 147, female: 69). Their ages ranged from 18 to 63 (M = 44.2, SD = 10.6). We recruited the participants from Yahoo! Crowdsourcing, which is a service provided by Yahoo! Japan.

**D. Task**

The participants watched one video from among the four different conditions as shown in Fig. 1, 2, 3, 4. We created videos in which a remote operator communicated via a telepresence robot and discussed moon survival and item ranking. We created this Moon Survival scenario from the Desert Survival Problem [26] and also a NASA exercise [27] since the Desert Survival Problem is used by many social scientists and robotics researchers [10][28][8][2][29]. The video was about an astronaut who had crash-landed on the moon and was discussing how to select 5 items that he needed from the 15 items left to return to his distant home planet. Due to the video length, we only discussed ranking up to five items because if we had gone up to 15 items, the video length would have been too long. The ranking of the five items is shown in the Table II.

**TABLE II: Rank of Items**

| Rank | Item                |
|------|---------------------|
| 1    | Tanks of oxygen     |
| 2    | Map of the Moon’s surface |
| 3    | Nylon rope          |
| 4    | Parachute           |
| 5    | Life raft           |

**E. Procedure**

The procedure is shown in Fig. 5. The participants viewed the instructions and watched one video from the four conditions. In the instructions, we stated that, “In the experiment, you will watch a video of a human talking to a robot controlled by a human via remote control” and “Watch as if you were talking to the robot.” Afterward, we also told them that the task of the video was to have a discussion on moon survival. When participants finished watching the video, they were asked to rate their agreement on a seven-point Likert scale, 1 = strongly disagree, 7 = strongly agree, in two questionnaire surveys (in total, 30 statements). When they finished the experiment, there was an additional comment or question space. We paid 100 yen (about $1.00US), and the average time to complete the study was about 15 to 30 minutes.

**F. Questionnaire Survey**

We used two different questionnaires, the Godspeed series and one for social presence. Godspeed is a standardized measurement tool for HRI [30]. There are five key concepts for the measurement used: anthropomorphism, animacy, likeability, perceived intelligence, and perceived safety. For the
second questionnaire, we used Networked Minds Measure of Social Presence, which is measure of presence [28]. We modified this questionnaire due to some of the statements not fitting into our experiment. A few of the questions from the first and second questionnaires are listed in Tables 1 and 2.

**TABLE III: GODSPEED’s Questionnaire**

| ANTHROPOMORPHISM       | Natural |
|------------------------|---------|
| 1 Fake                 |         |
| 2 Machinelike          | Humanlike|
| 3 Unconscious          | Conscious|
| 4 Artificial           | Lifelike |
| 5 Moving rigidly       | Moving elegantly |

**TABLE IV: Networked Minds Measure of Social Presence’s Questionnaire**

| Social Presence                                      |
|-----------------------------------------------------|
| 1 I often felt as if I was all alone                |
| 2 I think the other individual often felt alone.    |
| 3 I was often aware of others in the environment.   |
| 4 Others were often aware of me in the room.        |
| 5 The other individual paid close attention to me   |
| 6 I paid close attention to the other individual.   |
| 7 The other individual tended to ignore me.         |
| 8 My behavior was in direct response to the other’s behavior. |
| 9 etc.                                               |

V. Result

To test our hypotheses, we used a two way analysis of variance (ANOVA). For the G*Power calculation [23], the sampling size was 128. For each condition, we used 32 participants for analysis.

Before participants watched a video, they were asked to rate their agreement on a seven-point Likert scale, 1 = not very familiar, 7 = very familiar, for two statements (“Are you familiar with video conferences?” and “Are you familiar with robots?”). Most participants were not familiar with robots (mean = 2.46, SD = 1.57), but they were familiar with video conferences (mean = 3.39, SD = 1.84). We used anthropomorphism from the GODSPEED questionnaire series to measure agency [30]. To measure presence, we used Networked Minds Measure of Social Presence’s questionnaire [28].

A. Measurement

The results of the ANOVA showed in Table [X] and Table [VIII] also result of simple main effect for agency showed in Table [X] As well as the means and standard deviations (S.D.) for all of the dependent variables can be seen in Figs. [5] and [7] as well as in Table [V] and Table [VII] Also, conditions explain again in Table [V]. For agency, we found that the interaction was significant (p < 0.01). In the Static group, the simple main effect of face was significant (p < 0.0001). It was higher in the group with face. For presence, there was a significant interaction between the two factors. We found that the main effect was significant only for the motion factor (p < 0.01). Furthermore, motion with moving was the highest.

VI. Discussion

A. Hypotheses Summary

The first section in the Experiment section set four hypotheses for what we expected to be the outcome of the experiment. Here are the results:

- **H1** Face affects agency: In the Static group, a simple main effect was found for the face factor (p < 0.0001), which was partially supported.
- **H2** Motion affects agency: This hypothesis did not hold since a simple main effect was not found for the motion factor.
- **H3** Face affects presence: This hypothesis did not hold since there was no main effect of the face factor on presence.
- **H4** Motion affects presence: This hypothesis held since

**TABLE V: Conditions in the experiments**

| condition | Face       | Motion     |
|-----------|------------|------------|
| condition1| Human Face | Moving     |
| condition2| Human Face | Static     |
| condition3| Robot Face | Moving     |
| condition4| Robot Face | Static     |
a main effect on presence was found for the motion factor (p < 0.01).

When the telepresence robot had a Human Face and no arm motion which is Static, the participants felt the robot to be human-like. Since a real human’s face could be seen, they felt this robot to be most human-like. Even when the human’s face appeared with motion which is moving, the participants did not feel the robot to be not human-like. Regarding the presence factor, participants felt presence when there was robot do motions since main effect on presence factor (p < 0.01). So, it doesn’t matter with between the human face and robot-like face by reason of no main effect on face factor.

From additional comments and questions from the survey, several participants mentioned that it was difficult to watch the video and answer questions because the motors were too loud, but there was no problem with the motions.

B. Generality and Limitation

There are certain generalities and the study presented here has limitations that may affected the generalities of our result. First, our use of a Rapiro as robot platform might affect generality since we only tested this with a particular two robots. Naturally, each type of robot embodiments had own limitations due to number of actuators. However, the finding of robot embodiment could not necessarily be generalized to other types of robotic embodiments [14]. Second, the lack of support for hypotheses in motion what we developed robot’s motion which used in experiments and motion lists showed in Table I. In addition, the delay between remote operator’s speaking and motion playback speed also type of motion might affect perceptions of the presence and agency.

Third, Robot face may affected generality. We already mention above, the finding of robot embodiment could not necessarily be generalized to other types of robotic embodiments [14] and we believed also same as facial cue. In the other hand, Japanese people often imagine humanoid robots as friendly [17], since we only used Japanese participants, unsure about people in other culture can be applied in our results.

Regarding online experiments in general, Crump et al. [31] showed that the data collected online using a web-browser seemed mostly in line with laboratory results, so long as the experimental methods were solid.

| Condition | MEAN | S.D. |
|-----------|------|------|
| condition1 | 3.05 | 0.92 |
| condition2 | 3.57 | 1.34 |
| condition3 | 2.98 | 0.91 |
| condition4 | 2.51 | 1.08 |

TABLE VII: Presence of S.D. and Mean

| Condition | MEAN | S.D. |
|-----------|------|------|
| condition1 | 4.08 | 0.54 |
| condition2 | 3.91 | 0.42 |
| condition3 | 4.03 | 0.52 |
| condition4 | 3.66 | 0.67 |

TABLE VI: Agency of S.D. and Mean

| Condition | MEAN | S.D. |
|-----------|------|------|
| condition1 | 2.51 | 1.08 |
| condition2 | 3.66 | 0.67 |
| condition3 | 4.03 | 0.52 |
| condition4 | 3.91 | 0.42 |

TABLE VIII: RESULT OF TWO-WAY ANOVA FOR Presence

| Source | F(1,124) | p   |
|--------|----------|-----|
| Face   | 2.357    | 0.119 n.s. |
| Motion | 8.144    | 0.005 ** |
| Interaction | 1.00 | 0.316 n.s. |

*p < 0.05,**p < 0.01

TABLE IX: RESULT OF TWO-WAY ANOVA FOR Agency

| Source | F(1,124) | p   |
|--------|----------|-----|
| Face   | 8.776    | 0.003 ** |
| Motion | 0.021    | 0.883 n.s. |
| Interaction | 6.772 | 0.010 * |

*p < 0.05,**p < 0.01

TABLE X: RESULT OF SIMPLE MAIN EFFECT TEST FOR Agency

| Simple Main Effect | F(1,124) | p   |
|-------------------|----------|-----|
| Face (Moving)     | 0.0646   | 0.7994 n.s. |
| Face (Static)     | 15.4846  | 0.0001 *** |
| Motion (Human Face) | 3.7806  | 0.0541 n.s. |
| Motion (Robot Face) | 3.0139  | 0.0850 n.s. |

*p < 0.05,**p < 0.01,***p < 0.001

There were problems with the human-likeness and machine-likeness from the video task. When the face was robot-like, for even those participants not used to robots, the robot appeared human-like, and the way the robot talked sounded human-like. When the face was that of a human, the participants felt the robot to be uncanny because it had a human face but a robot body. This may relate to the uncanny valley. Furthermore, most participants felt as if they were having a video chat for the condition using a Human Face without arm motion which is Static. In future work, we will conduct in-person experiment same conditions and method in this study. Also, we will compare between video chat and this condition of using a human face and no motion.

Last, we found that no matter which robot we used, even simple motions could invoke a feeling of presence. Regarding human-face conditions, there was no significant effect of gender in Sirkin et al. [19]. The design of future telepresence robots will change depending on whether the emphasis is on human likeness or presence.

VII. CONCLUSIONS

In prior research, Non-verbal behaviors and facial cues are interesting and essential cues in robot and computer-mediated communication. The present study showed that individuals study that non-verbal behavior and facial cue in the telepresence robot’s study. The result from this study advances our understanding role of the nonverbal and facial cues in robot-mediated communication.

In this study, we conducted 2 x 2 between-participant experiment(robot face: video-conference, robot-like face; arm motion: move, static). The result showed that people felt a presence at motion factor even though doesn’t matter with the human face and robot-like face. Furthermore, anthropomorphism as the agency, people felt more in human face...
with static which is more human-like than other conditions.
A comparison that only video-conference and human face embodiment with moving or static will be future work for us.
While the quality of communication through embodied web-based experiment may never same as in-person experiment, however our study facial and motion cue could support and helped social interaction using a telepresence robot.
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