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Abstract

Background: Glioblastoma (GBM) is the most aggressive and prevalent primary brain tumor, with a median survival of 15 months. Advancements in multi-omics profiling combined with computational algorithms have unraveled the existence of three GBM molecular subtypes (Classical, Mesenchymal, and Proneural) with clinical relevance. However, due to the costs of high-throughput profiling techniques, GBM molecular subtyping is not currently employed in clinical settings.

Methods: Using Random Forest and Nearest Shrunken Centroid algorithms, we constructed transcriptomic, epigenomic, and integrative GBM subtype-specific classifiers. We included gene expression and DNA methylation (DNAm) profiles from 304 GBM patients profiled in the Cancer Genome Atlas (TCGA), the Human Glioblastoma Cell Culture resource (HGCC), and other publicly available databases.

Results: The Integrative Glioblastoma Subtype (iGlioSub) classifier shows better performance (mean AUC = 95.9%) stratifying patients than gene expression (mean AUC = 91.9%) and DNAm-based classifiers (AUC = 93.6%). Also, to expand the understanding of the molecular differences between the GBM subtypes, this study shows that each subtype presents unique DNAm patterns and gene pathway activation.

Conclusions: The iGlioSub classifier provides the basis to design cost-effective strategies to stratify GBM patients in routine pathology laboratories for clinical trials, which will significantly accelerate the discovery of more efficient GBM subtype-specific treatment approaches.
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Introduction

Despite aggressive multimodal treatments, the median survival of glioblastoma (GBM) patients is 15 months, with only 5% survival beyond 5 years [1]. Some factors influencing the resistance to treatments include sub-optimal drug selection, intra-tumor heterogeneity, tumor genetic background, and epigenetic alterations [2–5]. Epigenetic...
mechanisms involving DNA methylation (DNAm) and histone modifications play a significant role in cancer progression and resistance [6, 7]. Currently, GBM molecular features are gaining more attention, given their critical role in clinical decision-making. For example, tumors harboring mutations on the IDH1 gene showed an increase in global DNAm levels, defined as the glioma CpG island Methylator Phenotype (G-CIMP), associated with a better prognosis [8–10]. Additionally, hypermethylation of the MGMT gene promoter region is the best-known prognostic factor for a favorable response to Temozolomide [11]. However, other factors such as ZNF7 expression levels, or transcriptional profiling of the tumor microenvironment, have emerged as potential prognostic markers for GBM [12, 13].

Originally, GBM was classified into four major molecular subtypes: i.e., Classical, Mesenchymal, Neural, and Proneural [14]. However, in the last years, different studies have shown that the Neural subtype may be a consequence of contamination by oligodendrocytes and neurons from tumor margins instead of being characteristic of the tumor itself [15]. Identification of GBM subtypes is essential for prognosis, as they have different clinical outcomes and molecular characteristics [3]. Nevertheless, while the anatomic-pathologic diagnosis of GBM is a well-established routine procedure that aids oncologists in deciding clinical management, an accurate molecular stratification of GBM still requires high-throughput molecular profiling, which is expensive, requires extensive data processing, and is not routinely available on regular health care centers.

Increased accessibility to multi-omic profiles of clinically annotated cancer specimens has accelerated the identification of molecular classification systems [16, 17]. To date, several classifiers based on gene expression or DNAm features have been generated to guide the treatments of multiple cancer types [14, 18]. However, most of these need to perform whole-transcriptome or epigenome-wide profiling, requiring technology that is not accessible in all health centers. To override this limitation, we and others have constructed classifiers using data reduction techniques that provide the minimum and highly informative number of features necessary for stratifying cancer specimens [19–22]. For instance, these methodologies have already been used to construct various gene expression-based panels, including a 44-gene panel to classify renal cell carcinomas [23] or a 13-gene panel to estimate radiation sensitivity in the head and neck squamous cell carcinomas [24]. DNAm-based panels have also shown utility for clinically relevant cancer stratification [25, 26]. For example, identification of the tissue-of-origin in cancer of unknown primary tissue [25], determining the diagnosis of primary tumors affecting the central nervous system [27], and discerning primary from metastatic brain tumors [28, 29]. As a result, these molecular classifiers with a minimum number of features have emerged as a cost-effective alternative that requires low complexity techniques, such as qPCR, methylation-specific PCR, pyrosequencing, etc., that are usually available in pathology laboratories [19, 22].

To contribute to evaluating GBM subtypes in clinical settings, we aimed to construct classifiers that can be adapted to routinely used screening assays. We have employed machine learning, computational biology algorithms, and prioritization of highly informative transcriptomic and epigenomic features to construct and validate three types of classifiers: (1) a gene expression-based classifier, (2) a DNAm-based classifier, and (3) a novel Glioblastoma Subtype classifier (hereinafter referred as iGlioSub) containing both features.
Methodology
Data access, collection, and normalization
The Cancer Genome Atlas (TCGA) clinical data [2], containing annotations from 1,122 glioma patients, was obtained from the Broad Institute Genome Data Analysis Center (GDAC) Firehose [30] on 20/2/2019. This data was curated, excluding low-grade glioma (LGG) cases or incomplete clinical and demographic information, such as age, gender, Karnofsky Performance Score, tumor purity, subtype information, or IDH mutation status, to reduce the variability between the groups and avoid confounding factors (Suppl. Figure 1). These patients were classified into Classical, Mesenchymal, and Proneural subtypes using the “Transcriptome subtype” or the “Original Subtype” annotation. The agreement between these two annotations, representing transcriptome-based and immunohistochemistry (IHC)-based stratification of patients, was computed using the kappa coefficient using the R/psych. Due to the conflicting evidence, all cases classified as Neural were excluded from downstream analyses [15, 31]. The resulting cohort included 238 GBM patients (Suppl. Figure 1). Gene expression data (Affymetrix u133a array data ("ht_hg_u133a-gene_rma (MD5)")) was downloaded from Firehose Broad on 5/3/2019. In addition, gene expression data (u133a microarray) from 44 established primary GBM cultures with previously established molecular subtypes were downloaded from the Human Glioblastoma Cell Culture resource (HGCC) [32]. DNAm data was downloaded from Genomic Data Commons (GDC) using R/TCGA-biolinks [33] on 11/3/2019 using R 4.0.2 and Bioconductor 3.11. After filtering missing probes, DNAm data generated with the HumanMethylation27 (HM27K; n = 133 patients) and the Infinium HumanMethylation450 (HM450K; n = 44 patients) BeadChip arrays were combined and included in the study. Probes common to all Illumina BeadChip generations and passing the GenomeStudio QC (Illumina; n = 22,330 probes) were employed as input for the downstream analyses. Furthermore, HM450K DNAm data from 35 additional patients were downloaded from the NCBI-GEO repository (GSE128654 [34]). Principal Component Analysis (PCA) was performed using the prcomp function on R to identify potential batch effects in DNAm and gene expression datasets.

Data processing and statistical analysis
For the gene expression analysis, this process was performed using the training cohort from TCGA (n = 234). First, the mean expression of all genes was computed, and the 25% of genes with the lowest overall expression levels were removed from the dataset (n = 3,011). The expression values of the remaining genes (n = 9,031) were normalized to Z-Score using the ‘scale’ command in R. As a general analytical scheme, the differences between ‘Subtype’ and ‘Control’ (all subtypes except the selected one) were computed by Z-Ratio. The Student’s t-test was employed to evaluate the statistical significance of differences between Z-Scores. The obtained p-values were corrected for multiple comparisons (q-value) by the “False discovery rate” (FDR) method using the command p.adjust in R. The differences between the groups were considered significant when the absolute Z-Ratio was over 1.5, with q-value < 0.05. All significantly differentially expressed genes (DEG) were selected for downstream analyses. Heatmaps were employed to visualize hierarchical cluster analyses based on Euclidean distance using
R/gplots, and t-distributed Stochastic Neighbor Embedding (t-SNE) was performed to identify the data’s distribution using R/Rtsne (perplexity = 30, maximum iterations = 5,000, theta = 0).

For the analysis of the DNAm data, we merged three databases (TCGA-HM27K, TCGA-HM450K, and GSE128654-HM450K-) to construct and validate DNAm-based classifiers. The batch effect associated with the different data sources was identified by PCA and corrected using the ComBat function on the R/sva package (Suppl. Figure 2). The DNAm levels were converted to M-value to transform the data from a bimodal to a normal distribution [35]. The differentially methylated sites (DMS) were identified in a training cohort (70%; see Suppl. Table 1). Genomic regions with differences in M-value between subtype and control of at least 1.0 and q-value < 0.05 were considered DMS (Fig. 1).

**Generation of machine learning-based classifiers**

First, the initial number of features was reduced by Random Forest (RF) algorithms applying the varSelRF command from R/varSelRF package to all the DEG or DMS...
(varSelRF parameters: mtryfactor = 1, ntre = 1000, ntreeterat = 500, vars.drop.frac = 0.2). This method uses RF and, in each iteration, discards the 20% of features with the lowest relevance in stratifying the patients, and, finally, selects the combination of features with the lowest Out-Of-Bag (OOB) error, the variable with the highest importance in the selection of the best combination of features [36, 37]. Then, a classification system using the nearest shrunken centroid (NSC) method was created, according to the potential of each feature to discriminate the subtype and control groups. The R/pamr package was employed for the elaboration of this system. 234 patients were included in the training phase for the gene expression classifier and 126 patients for the DNAm classifier. A 10-fold cross-validation strategy was employed to test each classifier. The top five highly ranked features meeting the required conditions were selected using the pamr.listgenes command. These five features mandatorily included at least two positively and two negatively associated features for the specific subtype. This process, beginning with R/varSelRF, was repeated 300 times for each subtype, and then the most repeated sequence of genes was chosen.

Sub-cohorts containing the same number of patients per subtype were created randomly selecting cases from the initial set of patients to evaluate centroids’ assignment. For the gene expression data, the data was re-normalized for this new cohort using the ‘scale’ command in R. The centroids for the selected features were calculated using R/pamr. This process was repeated 300 times with different randomly selected subtype-balanced cohorts. In each iteration, we calculated the centroids, the standard error of each centroid, and the error rate of the panel. The efficiency of the final centroids was assessed by establishing the Receiver Operating Curve (ROC) and calculating the Area Under the Curve (AUC) using the R/ROCR package in each iteration. Finally, the mean of all iterations was calculated for all parameters. Error rates and AUC differences between gene expression, DNAm, and integrative panels were independently analyzed in each subtype by ANOVA (Tukey’s multiple comparison test for individual comparison between panels) using R commands aov and TukeyHSD (Fig. 1).

HGCC gene expression data (n = 44) was used as an independent validation cohort for the gene expression-based classifier, and the performance of the DNAm classifier was assessed in a validation cohort (30%, n = 54; see Suppl. Table 1). The centroids generated in our study were used to obtain scores for each GBM subtype and patient, and the subtype with the highest score in each sample was selected. Agreement between our subtype assignment and the preset classification was evaluated using the kappa coefficient using the R/psych.

**Generation of integrative classifiers**

The informative features from the gene expression and DNAm final classifiers were used to construct the integrative classifier. The integrative classifier centroids were generated as described for gene expression- and DNAm-based panels classifiers, but skipping the step of feature selection. The efficiency was assessed in a validation cohort (30%, n = 49; see Suppl. Table 1).
Assessment of tumor subtype heterogeneity and potential impact in classification performance

Single-cell RNA-seq (scRNA-seq) data from 25 GBM cases [4] was downloaded from BROAD Institute Single Cell Portal. All cells \( (n = 7,860) \) were individually classified using GlioVis, which was previously proved to classify GBM cells using scRNA-seq data [38, 39], and our gene expression-based classifiers. The percentage of cells classified as Classical, Mesenchymal, and Proneural established by GlioVis and our methods was estimated for each patient. The mean expression of each gene was estimated for each GBM patient, and the resulting gene expression profiles were classified using GlioVis and the gene expression classifier.

Gene enrichment analysis and identification of potential druggable targets

The Metascape data analysis resource [40] was used to evaluate gene ontology and gene pathway enrichment analyses. The data was loaded as a Multiple Gene List with configuration to obtain Gene Ontology terms (GO) enrichment. All genes included in the analysis \( (n = 9,031) \) were used as background genes. We manually curated each GO term to include molecular functions relevant for GBM progression. The selected GO terms were represented using the \texttt{R/ggplot2} package. A subset of clinically relevant pathways was selected and evaluated using Gene2Drug [41] to obtain a list of drugs potentially targeting the subtype-specific pathways.

Identification of association between DMS and gene regulatory elements

The Genomic Regions Enrichment of Annotations Tool (GREAT) [42] was employed to identify associations between DMS and gene regulatory elements for each GBM subtype. Briefly, two Browser Extensible Data (BED) files per subtype containing hypermethylated and hypomethylated DMS were evaluated using all the genomic regions used in the initial analysis as background \( (n = 22,330) \). Genes located up to 5 kb upstream or downstream of the genomic coordinate of the DMS were considered proximal, and genes up to 1 Mb were considered distal. The most relevant pathways associated with GBM were plotted using \texttt{R/ggplot2}.

Results

Machine learning-based transcriptomic and epigenomic classifiers efficiently classify GBM subtypes

DEG and DMS were estimated by comparing the transcriptomic or epigenomic profiles of each subtype with the rest of the samples. Unsupervised hierarchical clustering analysis and t-SNE representation using subtype-specific DEG or DMS showed a modest overall performance in segregating the cases according to the annotated GBM subtype, even when combining DEG and DMS (Suppl. Figures 3 and 4). We, therefore, employed RF to identify informative genomic features amongst DEG and DMS to stratify GBM specimens into molecular subtypes. The initial RF-based signatures were reduced by applying NSC approaches. This additional step allowed to exclude correlated and possibly redundant features to generate signatures with a minimum number of genes or CpG sites. We identified that five features per subtype were the minimum number of features with high accuracy and low error rates (Suppl. Figure 5). Each classifier included features positively and negatively associated with each
subtype to construct gene expression (Suppl. Table 2), DNAm (Suppl. Table 3), and integrative (iGlioSub; Suppl. Table 4) classifiers.

The machine learning-based classifiers improved the stratification of GBM cases according to the annotated subtype compared to the DEG and DMS (Figs. 2 and 3). Each classifier was designed to stratify a specific GBM subtype (Classical, Mesenchymal, or Proneural) from the rest. Thus, combining all the features into a unified classifier, independently of the data type, had a worse performance than stratifying GBM specimens using subtype-specific classifiers (Suppl. Figures 6 and 7).

iGlioSub is more effective in stratifying specimens into GBM subtypes than the DNAm- and gene expression-based classifiers

The predictive performance of the classifiers was compared by establishing the ROC curves and calculating the AUC (Fig. 4A). Our analysis showed that iGlioSub had higher AUC to identify the Classical (97.5 ± 1.0 %) and the Mesenchymal (95.0 ± 1.3 %) subtypes compared to the gene expression (90.5 ± 2.1 %, 90.5 ± 1.3 %) and DNAm
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Fig. 3  Hierarchical cluster analysis using Euclidean distance using (A) 5 genes included in each gene expression-based panels or (B) 5 CpG sites included in DNAm-based panels for each GBM subtype. All plots show a significant classification potential of hierarchical clustering.

Fig. 4  A ROC Curves for the gene expression, DNAm, and iGlioSub panels for the Classical, Mesenchymal, and Proneural subtypes. A black line represents a representative ROC Curve of each panel. B-C Radar plot representing the (B) AUC and (C) Error Rate of the gene expression, DNAm, and iGlioSub panels for the three GBM subtypes. iGlioSub displays a better performance in both AUC and Error Rate than DNAm and gene expression-based panels for the Classical and Mesenchymal subtypes (p < 0.01) but not for the Proneural subtype.
The iGlioSub Proneural panel (95.3 ± 0.5) displayed better performance than the gene expression classifier (94.8 ± 0.6%; \( p < 0.01 \)) but was not significantly better than the DNAm classifier (95.2 ± 0.5%; \( p > 0.05 \); Fig. 4B). The error rate was also inferior in the iGlioSub panel for the Classical (0.07 ± 0.019) and the Mesenchymal (0.11 ± 0.021) subtypes compared to the gene expression (0.12 ± 0.013, 0.20 ± 0.024; \( p < 0.01 \)) and the DNAm panels (0.12 ± 0.020, 0.16 ± 0.024; \( p < 0.01 \)). Similar to the AUC, the iGlioSub panel for the Proneural subtype displayed a significantly higher error rate (0.10 ± 0.020) than the DNAm-based classifier (0.07 ± 0.017, \( p < 0.01 \)), but no different to the gene expression classifier (0.10 ± 0.012, \( p > 0.05 \); Fig. 4C).

An external cohort of 44 tumors from the HGCC resource was used to validate the gene expression-based panels. Prediction of GBM subtypes in these samples showed a moderate agreement (\( \kappa = 0.68; p < 0.01 \)), thus exhibiting an overall high accuracy of our gene expression-based panel. The agreement was slightly variable in different GBM subtypes, ranging from 0.60 for the Classical subtype and 0.68 for the Mesenchymal subtype to 0.78 for the Proneural subtype (Suppl. Tables 5 and 6).

In a validation cohort (\( n = 54 \) cases), the DNAm-based classifier exhibited a higher agreement than the gene expression-based classifier (\( \kappa = 0.82, p < 0.01 \)). This was observed for every subtype (Classical = 0.84; Mesenchymal = 0.77; Proneural = 0.85; Suppl. Tables 7 and 8).

The iGlioSub efficiency was assessed in a validation cohort (\( n = 49 \)). The agreement of this classifier was superior to the DNAm-based and the gene expression-based classifiers (\( \kappa = 0.9, p < 0.01 \)), and consistent in all subtypes (Classical = 0.87; Mesenchymal = 0.88; Proneural = 1; Suppl. Tables 9 and 10).

**Machine learning transcriptomic classifiers identify GBM subtype heterogeneity**

scRNA-seq data from 25 cases were used to assess the capacity of the machine learning transcriptomic classifier to identify subtype-heterogeneity in GBM. All the cells (\( n = 7,860 \)) were initially classified using the GlioVis method [39]. In line with prior observations [43], all the cases presented a variable proportion of the GBM subtypes (Suppl. Figure 8). Twenty-one out of twenty-five patients showed a prevalent subtype (> 50% of all the cells) using the transcriptomic classifier. Importantly, our gene expression classifier showed similar results in the classification of each GBM cell and the proportion of each subtype per sample (\( p \)-value < 0.01; Suppl. Figure 8). To evaluate how the GBM heterogeneity may impact the identification of GBM subtypes, we simulated bulk RNA-sequencing (RNA-seq) profiling for each of the 25 cases by establishing the mean value for each gene. We found that GlioVis identified the predominant GBM subtype in 19 out of 25 cases (\( \kappa = 0.63 \)) and our classifier in 23 out of 25 (\( \kappa = 0.88 \); Suppl. Figure 8).

**Differential activation of immune-related pathways among GBM subtypes**

The classical subtype showed enrichment in upregulated genes in the ErbB receptor tyrosine kinase family signaling pathway and cell fate commitment, among other pathways. In contrast, the downregulated genes were enriched in immune system-related pathways, such as regulation of cytokine secretion and myeloid leukocyte activation
Furthermore, many hypermethylated sites were involved in immunity pathways, such as leukocyte migration and activation, supporting the observation from the gene expression analysis (Fig. 5A, Suppl. Figure 10).

The patients with the Mesenchymal subtype showed higher expression of genes in the ERK1/2 cascade and pro-inflammatory, cytokine secretion, and myeloid leukocyte activation pathways. On the other hand, downregulated genes were enriched in RNA splicing pathways and DNA repair genes (Fig. 5B, Suppl. Figure 9). In these patients, the hypermethylated sites were enriched in genes in chemokine-mediated signaling and granulocyte migration pathways, while hypomethylated sites were enriched in immune response, regulation of immune system process, and leukocyte activation pathways (Fig. 5B, Suppl. Figure 10).

Finally, the Proneural subtype showed upregulated genes enriched in cell division pathways, including G1/S and G2/M transition, and downregulated genes enriched in inflammatory pathways, such as myeloid leukocyte activation and cytokine receptor binding, and ERK1/2 cascade (Fig. 5C, Suppl. Figure 9). Surprisingly, only 58 sites (4 %) were hypermethylated in Proneural samples, which involved varied pathways such as

---

**Fig. 5** Analysis of differentially expressed genes and differentially methylated sites in GBM Subtypes. Left panel: Gene Enrichment Analysis of downregulated genes (red bars) and hypomethylated CpG sites (blue bars) in each subtype. Vertical lines represent the p-value cutoff (\(p = 0.05\)). Middle panel: Volcano Plot, representing differential gene expression (Z-Ratio; red dots) and differentially methylated CpG sites (M-value fold change; blue dots). Horizontal lines indicate the q-value threshold (Student’s t-test, corrected by FDR = 0.05). Right panel: Gene Enrichment Analysis of upregulated genes (red bars) and hypermethylated CpG sites (blue bars) in each subtype, being (A) Classical subtype, (B) Mesenchymal subtype, and (C) Proneural subtype. Vertical lines represent the p-value cutoff (\(p = 0.05\)).
central nervous system neuron differentiation. The hypermethylated sites were enriched in pathways related to chemokine-mediated signaling pathways and leukocyte migration, matching the gene expression results, which showed downregulation of these pathways (Fig. 5C, Suppl. Figure 10).

Using the ‘Gene2Drug’ algorithm, several drugs were identified to target enriched pathways in each subtype. For instance, azacitidine and quercetin, two FDA-approved drugs, diminish the ERBB signaling pathway, a hallmark of the Classical subtype. Furthermore, erastin, a drug tested as a sensitizer for TMZ in GBM [44], reduces the levels of genes in the ERK1/2 cascade, which are typically upregulated in the Mesenchymal subtype. Flupentixol, an antipsychotic drug used by schizophrenia patients, diminishes genes related to G1/S and G2/M transition, specifically upregulated in the Proneural subtype. Furthermore, this drug has been proposed as a novel anticancer therapy in lung cancer [45].

Discussion

Even though GBM subtypes were first described more than a decade ago [14], there are still no subtype-specific treatments. This is partly due to the lack of systematic classification methods that can be routinely employed in clinical laboratories. Current approaches based on transcriptome or genome-wide DNAm profiling have high costs and complexity [46]. Thus, a simplified and cost-effective classification methodology could overcome this limitation and allow neuro-oncologists to assess subtype-specific treatment efficiency.

Our study provides alternatives to the current classification methodologies by reducing the number of required informative features. These classifiers based on gene expression, DNAm, or an integration of these data types, provide similar performances to the current classification. The main advantage of these novel classifiers is the potential adaptability to low complexity techniques such as qPCR or pyrosequencing, as we have previously shown to identify primary and metastatic brain tumors [28]. In fact, pyrosequencing is already being routinely used to determine DNAm levels of the \textit{MGMT} gene promoter region, one of the most important prognostic and predictive factors in GBM [47].

Importantly, we showed that iGlioSub reaches a classification efficiency, assessed by the kappa agreement coefficient, similar to the TCGA IHC-based classification [48] and superior to other machine learning-based strategies for the classification of GBM subtypes (accuracy = 0.9) [49]. This efficiency is also comparable to classifiers applied in other tumors (accuracy = 0.9–0.95) [23, 28]. This excellent performance of the reduced classifiers was achieved by consecutively combining two machine learning approaches, RF and NSC, to identify robust minimum feature signatures. Of note, we found that using as little as five features per molecular subtype in the final classifier showed an optimal performance. Furthermore, we identified that the gene expression-based classifier could successfully identify subtype-heterogeneity in scRNA-seq data, suggesting that our classifiers identify the predominant GBM molecular subtype in each patient. Unfortunately, due to the lack of single-cell DNAm datasets, the iGlioSub and DNAm-based classifiers could not be evaluated.

Interestingly, we found a significant overlap between our classifiers and Wang’s 150-genes signatures (Exact hypergeometric test = 47, \(p < 0.001\)) [15]. Six out of 15 genes in our classification signatures were present in Wang’s 150-genes signatures (GPR17,
SLC1A1, ARPC1B, CTSC, VAV3, and FGFR3), suggesting a potential functional association of these genes with the GBM subtypes. While both gene expression and DNAm-based classifiers have demonstrated a great potential for GBM subtype classification, the DNAm-based classifier exhibited a higher performance with significantly lower error rates. These results are consistent with previous studies demonstrating the auspicious classification potential of DNAm signatures for the molecular classification of tumor samples [25, 28, 50, 51]. Furthermore, iGlioSub, which contains gene expression and DNAm features, outperformed individual methods, with the lowest error rate and the highest AUC in the Classical and Mesenchymal subtypes classification and the best accuracy the classification of an external cohort. Due to the strategy used in this study, the panels perform better when used to discriminate between one subtype and the rest. When we combine the three subtype-specific panels into one single classifier, the performance of the classifier worsens. Nevertheless, in this scenario, iGlioSub outperformed the gene expression and the DNAm combined classifiers. These findings suggest that integrative classifiers using multi-omic data could become a powerful tool for future molecular diagnostic applications in GBM and potentially in other tumors.

Our study also provides insights into the subtype-specific molecular alterations that could be targeted by selective treatments to settle the bases for novel experimental treatments. For example, patients with GBM Mesenchymal subtype present activation of pathways associated with immunity and inflammation processes, such as the production of cytokines or myeloid leukocyte activation. Our DNAm analysis revealed that genomic regions associated with immune-related pathways remained hypomethylated in the GBM with Mesenchymal subtype, suggesting an epigenetic regulation of these traits. These observations agree with recent evidence showing that the Mesenchymal subtype presents a higher immune activity than Proneural and Classical subtypes [52]. Overall, these findings could be particularly relevant to contextualize the clinical observations of GBM patients undergoing immunotherapy [53, 54]. Based on in silico analysis, we were able to identify several drug candidates that target different active pathways, which are specifically upregulated in each subtype. Further analysis in this matter would help elucidate the potential applications of these drugs, either individually or in combination with immunotherapy or chemotherapy.

Conclusions
This study provides three novel classification methods for GBM molecular subtypes, one based on gene expression, a second based on DNAm, and a system that integrates both types of feature, called iGlioSub. Given the ease of using our molecular classifiers, these classifiers could be easily adapted to most clinical laboratories to stratify GBM patients routinely. In addition, this initiative might facilitate a significant data collection that could lead to personalized GBM subtypes treatments and improve the clinical management of this disease.

Abbreviations
AUC: Area Under Curve; DEG: Differentially Expressed Genes; DMS: Differentially Methylated Sites; DNAm: DNA methylation; GBM: Glioblastoma; HGCC: Human Glioblastoma Cell Culture resource; HM27K: Illumina’s Infinium HumanMethylation27 BeadChip; HM450K: Illumina’s Infinium HumanMethylation450 BeadChip; iGlioSub: integrative Glioblastoma Subtype classifier; IHC: Immunohistochemistry; NSC: Nearest Shrunken Centroid; RF: Random Forest; RNA-seq: RNA sequencing; ROC: Receiver Operating Curve; scRNA-seq: Single-cell RNA sequencing; t-SNE: t-Distributed Stochastic Neighbor Embedding; TCGA: The Cancer Genome Atlas
Supplementary Information
The online version contains supplementary material available at https://doi.org/10.1186/s13040-021-00273-8.

| Additional file 1: Suppl Figure 1. | Process of curation of the TCGA-downloaded samples. |
| Additional file 2: Suppl Figure 2. | t-SNE plots displaying the distribution of samples coming from different DNA methylation arrays and sources, before and after correction of batch effect. The batch effect was corrected using the ComBat function in the R/sva package. |
| Additional file 3: Suppl Figure 3. | t-SNE plotting representing clustering of different subtype patients using (A) all differentially expressed genes (DEG), (B) all differentially methylated sites (DMS), or (C) all DEG and DMS. All plots show a modest classification potential of hierarchical clustering using gene expression data of all DEG, DNAm data of all DMS, or both all DEG and DMS combined. |
| Additional file 4: Suppl Figure 4. | Hierarchical cluster analysis using Euclidean distance for the gene expression/ DNAm levels of (A) all differentially expressed genes (DEG), (B) all differentially methylated sites (DMS), or (C) all DEG and DMS. All plots show a significant classification potential of hierarchical clustering using gene expression data of all DEG, DNAm data of all DMS, or both all DEG and DMS combined. |
| Additional file 5: Suppl Figure 5. | Comparison of the diminution of the Area Under Curve (AUC) (top panels) and increase of the Error Rate (bottom panels) with less than five features per panel for the gene expression (left) and DNAm (right) panels. The lines represent the mean AUC±SD and Error Rate±SD for each subtype. All lines are normalized against the range of the classifier with the highest AUC or the lowest error rate (Classical subtype classifier). Both AUC and Error Rate show an optimal performance when using five features per panel. |
| Additional file 6: Suppl Figure 6. | t-SNE plots representing clustering of different subtypes using the combination of the three-subtype panels using gene expression, DNAm, and iGlioSub. |
| Additional file 7: Suppl Figure 7. | Hierarchical cluster analysis using Euclidean distance for the gene expression/ DNAm levels of the three-subtype panels simultaneously (n = 15 features). |
| Additional file 8: Suppl Figure 8. | Barplots displaying the percentage of cells classified as Classical, Mesenchymal, and Proneural from a single-cell RNA-seq experiment using our gene expression-based classifier and GlioVis. The colored squares represent the subtype selected by the classifier and GlioVis for each patient using a bulk simulation using the mean expression of all cells. Both methodologies display a moderate agreement in the selection of the predominant subtype (κ=0.45), and a significant agreement between the predominant subtype and the assigned subtype using the bulk-like method (classifier κ=0.88; GlioVis κ=0.63). |
| Additional file 9: Suppl Figure 9. | Pathways enriched for upregulated and downregulated genes in Classical, Mesenchymal, and Proneural subtype patients compared to the rest of patients. |
| Additional file 10: Suppl Figure 10. | Pathways enriched in genes near hypermethylated or hypomethylated CpG sites in Classical, Mesenchymal, and Proneural subtype patients compared to the rest of patients. |
| Additional file 11: Suppl Table 1. | Summary of the cohorts used in each step to create and validate the gene expression-based, DNAm-based, and iGlioSub classifiers. |
| Additional file 12: Suppl Table 2. | Medium position of centroids and medium standard deviation for each gene in the gene expression-based panels. |
| Additional file 13: Suppl Table 3. | Medium position of centroids and medium standard deviation for each CpG site in the DNAm-based panels. |
| Additional file 14: Suppl Table 4. | Medium position of centroids and medium standard deviation for each gene or CpG site in the iGlioSub panels. |
| Additional file 15: Suppl Table 5. | Results of applying our gene expression classifier to a validation cohort from the Human Glioblastoma Cell Culture (HGCC). |
| Additional file 16: Suppl Table 6. | Confusion matrix of applying our gene expression classifier to a validation cohort from the Human Glioblastoma Cell Culture (HGCC). |
| Additional file 17: Suppl Table 7. | Results of applying our DNAm classifier to a validation cohort from TCGA and GSE128654. |
| Additional file 18: Suppl Table 8. | Confusion matrix of the application of our DNAm classifier to a validation cohort from TCGA and GSE128654. |
| Additional file 19: Suppl Table 9. | Results of the application of the iGlioSub classifier to a validation cohort from TCGA. |
| Additional file 20: Suppl Table 10. | Confusion matrix of the application of the iGlioSub classifier to a validation cohort from TCGA. |

Acknowledgements
We want to thank Dr. Matthew P. Salomon from the Keck School of Medicine, University of Southern California, USA, for his suggestions and guidance on the machine learning methods.

Authors’ contributions
DM and ME designed the study. ME performed the data analysis. DM, SIM, and BS contributed to data interpretation. DM revised results and contributed to the analysis pipelines. ME wrote the manuscript. All the coauthors reviewed the manuscript and approved the final version.
Funding
The research was supported by the Spain Instituto de la Salud Carlos III (ISCIII) grants: Miguel Servet Project (CP17/00188) and AES 2019 (PI19/01514) co-funded by ERDF "A way to make Europe", the Institut d’Investigació Sanitària Illes Balears (IDIIBa) FOLIU program/Impost turisme sostenible (Govern de les Illes Balears), the Fundación Francisco Cobos, and the Asociación Española Contra el Cancer (AECC).

Availability of data and materials
All the data included in this study are available in GitHub: https://github.com/mensenyat/iGlioSub. The datasets included in this study belong to TCGA and can be accessed at the National Cancer Institute (NCI) Genomic Data Commons (GDC) Data Portal https://portal.gdc.cancer.gov, or are accessible through Gene Expression Omnibus (GEO): https://www.ncbi.nlm.nih.gov/geo/ and BROAD Institute Single Cell Portal: https://singlecell.broadinstitute.org/single_cell.

Declarations
Ethics approval and consent to participate
The data included in all publicly available cohorts (TCGA [30], HGCC [32], GSE128654 [34], BROAD Institute Single Cell Portal) were collected according to the respective institutional review board approvals following the human subjects protection and data access policies. Written consent was obtained from all patients selected. Every sample was deidentified and coded following the Health Insurance Portability and Accountability Act (HIPAA) guidelines.

Consent for publication
Not applicable.

Competing interests
The authors declare that they have no competing interests.

Received: 9 April 2021 Accepted: 8 August 2021
Published online: 23 August 2021

References
1. Dolecek TA, Propp JM, Stroup NE, Kruchko C. CBTRUS statistical report: primary brain and central nervous system tumors diagnosed in the United States in 2005–2009. Neurooncology. 2012;14(Suppl 5):v1–v9.
2. Ceccarelli M, Barthel FP, Malta TM, Sabelot DS, Salama SR, Murray BA, et al. Molecular Profiling Reveals Biologically Discrete Subsets and Pathways of Progression in Diffuse Glioma. Cell. 2016;164(3):S50–S63.
3. Klughammer J, Kiesel B, Roetzer T, Fortelny N, Nemc A, Nenning KH, et al. The DNA methylation landscape of glioblastoma disease progression shows extensive heterogeneity in time and space. Nat Med. 2018;24(10):1611–24.
4. Neffle C, Laffy J, Filbin MG, Hara T, Shore ME, Rahme GJ, et al. An Integrative Model of Cellular States, Plasticity, and Genetics for Glioblastoma. Cell. 2019;178(4):835–49.e21.
5. Sturm D, Witt H, Hovestadt V, Khong-Quang DA, Jones DT, Konermann C, et al. Hotspot mutations in H3F3A and IDH1 define distinct epigenetic and biological subgroups of glioblastoma. Cancer Cell. 2012;22(4):425–37.
6. Gusyatiner O, Hegi ME. Glioma epigenetics: From subclassification to novel treatment options. Sem Cancer Biol. 2018;51:50–8.
7. Lathia JD, Mack SC, Mulkearns-Hubert EE, Valentim CL, Rich JN. Cancer stem cells in glioblastoma. Genes Dev. 2015;29(12):1203–17.
8. Parsons DW, Jones S, Zhang X, Lin JC, Leary RJ, Angenendt P, et al. An integrated genomic analysis of human glioblastoma multiforme. Science. 2008;321(5897):1807–12.
9. Yan H, Parsons DW, Jin G, McLendon R, Rasheed BA, Yuan W, et al. IDH1 and IDH2 mutations in gliomas. N Engl J Med. 2009;360(8):765–73.
10. Nourshmeer H, Weisenberger DJ, Diefes K, Phillips HS, Pujara K, Berman BP, et al. Identification of a CpG island methylator phenotype that defines a distinct subgroup of glioma. Cancer Cell. 2010;17(5):510–22.
11. Binabji MM, Bahrami A, ShahidSales S, Joodi M, Joudi Mashhad M, Hassanian SM, et al. The prognostic value of MGMT promoter methylation in glioblastoma: a meta-analysis of clinical trials. J Cell Physiol. 2018;233(1):378–86.
12. Estevé-Codina A, Alameda F, Canito C, Pineda E, Arpi O, Martinez-Garcia M, et al. RNA sequencing and immunohistochemistry reveal ZNF7 as a Stronger Marker of Survival than Molecular Subtypes in G-CIMP-negative Glioblastoma. Clin Cancer Res. 2021;27(2):645–55.
13. Jeannougin M, Havik AB, Cekaite L, Brandal P, Sveen A, Meling TR, et al. Improved prognostication of glioblastoma beyond 18. Lehmann BD, Bauer JA, Chen X, Sanders ME, Chakravarthy AB, Shyr Y, et al. Identification of human triple-negative breast cancer subtypes and preclinical models for selection of targeted therapies. J Clin Investig. 2011;121(7):2750–67.
14. Verhaak RG, Hoadley KA, Purdom E, Wang V, Qi Y, Wilkerson MD, et al. Integrated genomic analysis identifies clinically relevant subtypes of glioblastoma characterized by abnormalities in PDGFRA, IDH1, EGFR, and NF1. Cancer Cell. 2010;17(1):98–110.
15. Wang Q, Hu B, Hu X, Kim H, Squatrito M, Scarpace L, et al. Tumor Evolution of Glioma-Intrinsic Gene Expression Subtypes Associates with Immunological Changes in the Microenvironment. Cancer Cell. 2018;33(1):152.
16. Ensenyat-Mendez M, Linas-Arias P, Orozco JJ, Iniguez-Munoz S, Salomon MP, Sese B, et al. Current Triple-Negative Breast Cancer Subtypes: Dissecting the Most Aggressive Form of Breast Cancer. Front Oncol. 2021;11:681476.
17. Lee E, Yong RL, Paddison P, Zhu J. Comparison of glioblastoma (GBM) molecular classification methods. Sem Cancer Biol. 2018;53:201–11.
18. Lehmman BD, Bauer JA, Chen X, Sanders ME, Chakravarthy AB, Shyr Y, et al. Identification of human triple-negative breast cancer subtypes and preclinical models for selection of targeted therapies. J Clin Investig. 2011;121(7):2750–67.
19. Karlsson A, Brunstrom H, Micpe P, Veena S, Mattsson J, La Fleur L, et al. Gene Expression Profiling of Large Cell Lung Cancer Links Transcriptional Phenotypes to the New Histological WHO 2015 Classification. Journal of thoracic oncology: official publication of the International Association for the Study of Lung Cancer. 2017;12(8):1257–67.
20. Knezevic D, Goddard AD, Natraj N, Cherubazav DB, Clark-Langone KM, Snaibe J, et al. Analytical validation of the Oncotype DX prostate cancer assay - a clinical RT-PCR assay optimized for prostate needle biopsies. BMC Genomics. 2013;14:690.

21. Nielsen TO, Parker JS, Leung S, Voduc D, Eibbert M, Vickery T, et al. A comparison of PAM50 intrinsic subtyping with immunohistochemistry and clinical prognostic factors in tamoxifen-treated estrogen receptor-positive breast cancer. Clin Cancer Res. 2010;16(21):5222–32.

22. Podolsky MD, Barchuk AA, Kuznetcov VI, Gusarov AF, Gaidukov VS, Tarakanov SA. Evaluation of Machine Learning Algorithm Utilization for Lung Cancer Classification Based on Gene Expression Levels. Asian Pac J Cancer Prev. 2016;17(2):835–8.

23. Wang Q, Gan H, Chen C, Sun Y, Chen J, Xu M, et al. Identification and validation of a 44-gene expression signature for the classification of renal cell carcinomas. J Exp Clin Cancer Res. 2017;36(1):176.

24. Foy JP, Bazeie L, Ortiz-Cuajaran S, Deneuve S, Kielbassa J, Thomas E, et al. A 13-gene expression-based radioresistance score highlights the heterogeneity in the response to radiation therapy across HPV-negative HNSCC molecular subtypes. BMC Med. 2017;15(1):165.

25. Moran S, Martinez-Caruso A, Sayols S, Musulen E, Balana C, Estival-Gonzalez A, et al. Epigenetic profiling to classify cancer of unknown primary: a multicentre, retrospective analysis. Lancet Oncol. 2016;17(10):1386–95.

26. Pan Y, Liu G, Zhou F, Su B, Li Y. DNA methylation profiles in cancer diagnosis and therapeutics. Clin Exp Med. 2018;18(1):1–14.

27. Capper D, Jones DTW, Sill M, Hovestadt V, Schmitz J, Dohrmann R, et al. DNA methylation-based classification of central nervous system tumours. Nature. 2018;555(7697):469–74.

28. Orozco JJ, Knijnenburg TA, Manughian-Peter AO, Salomon MP, Barkhoudarian G, Jala JR, et al. Epigenetic profiling for the molecular classification of metastatic brain tumors. Nat Commun. 2018;9(1):4627.

29. Salomon MP, Orozco JJ, Wilmott JS, Hothi P, Manughian-Peter AO, Cobbs CS, et al. Brain metastasis DNA methylation profiling, a novel resource for the identification of biological and clinical features. Sci Data. 2018;5:180024.

30. Broad Institute M, Harvard LJ. Broad GDAC Firehose: 2016. Available from: https://gdac.broadinstitute.org/.

31. Martinez-Lage M, Lynch TM, Bi Y, Cottico C, Way GP, Pal S, et al. Immune landscapes associated with different glioblastoma molecular subtypes. Acta Neuropathol Commun. 2019;7(1):203.

32. Xie Y, Bergstrom T, Jiang Y, Johanson P, Marques UC, Lindberg P, et al. The Human Glioblastoma Cell Culture Resource: Validated Cell Models Representing All Molecular Subtypes. ElBioMedicine. 2015;2(10):1351–63.

33. Colaprico A, Silva TC, Olsen C, Garofano L, Cava C, Garolini D, et al. TCGAbiolinks: an R/Bioconductor package for integrative analysis of TCGA data. Nucleic Acids Res. 2016;44(17):e71.

34. Shen Y, Grisdale CJ, Islam SA, Bose P, Lever J, Zhao EY, et al. Comprehensive genomic profiling of glioblastoma tumors, BTICs, and xenografts reveals stability and adaptability to growth environments. Proc Natl Acad Sci USA. 2019;116(38):19098–108.

35. Du P, Zhang X, Huang CC, Jafari N, Kibbe WA, Hou L, et al. Comparison of Beta-value and M-value methods for quantifying methylation levels by microarray analysis. BMC Bioinform. 2010;11:587.

36. Moran NE, Capper D, Jones DTW, Hovestadt V, von Damm A, Pfeiffer SM, et al. Machine learning workflows to estimate class probabilities for precision cancer diagnostics on DNA methylation microarray data. Nat Protoc. 2020;15(2):479–512.

37. Diaz-Uriarte R, Alvarez de Andrade S. Gene selection and classification of microarray data using random forest. BMC Bioinform. 2006;7:3.

38. Coutelier CP, Ayyadhury S, Le PU, Nadaf J, Monlong J, Riva G, et al. Single-cell RNA-seq reveals that glioblastoma recapitulates a normal neurodevelopmental hierarchy. Nat Commun. 2020;11(1):3406.

39. Bowman RL, Wang Q, Garo A, Verhaak RG, Squatrito M, Golub Travis data portal for visualization and analysis of brain tumor expression datasets. Neurooncology. 2017;19(1):139–41.

40. Zhou Y, Zhou B, Pache L, Chang M, Khodabakhshi AH, Tanaseichuk O, et al. Metascape provides a biologist-oriented representation of biological processes and disease pathways for detailed analysis of high-throughput data. Nucleic Acids Res. 2016;44(19):e171.

41. Napolitano F, Carrella D, Mandriani B, Pisonero-Vaquero S, Sirci F, Medina DL, et al. gene2drug: a computational tool for the identification of potential drug targets for cancer. Epigenetics. 2019;12:2516865719840284.
52. Kaffes I, Szulzewsky F, Chen Z, Herting CJ, Gabanic B, Velazquez Vega JE, et al. Human Mesenchymal glioblastomas are characterized by an increased immune cell presence compared to Proneural and Classical tumors. Oncoimmunology. 2019;8(11):e1655360.

53. Jackson CM, Choi J, Lim M. Mechanisms of immunotherapy resistance: lessons from glioblastoma. Nat Immunol. 2019; 20(9):100–9.

54. Chen DS, Mellman I. Elements of cancer immunity and the cancer-immune set point. Nature. 2017;541(7637):321–30.

**Publisher’s Note**
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.