Efficiency analysis of diffusion on T-fractals in the sense of random walks
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Efficiently controlling the diffusion process is crucial in the study of diffusion problem in complex systems. In the sense of random walks with a single trap, mean trapping time (MTT) and mean diffusing time (MDT) are good measures of trapping efficiency and diffusion efficiency respectively. They both vary with the location of the node. In this paper, we study random walks on T-fractal and provided general methods to calculate the MTT for any target node and the MDT for any source node. Using the MTT and the MDT as the measure of trapping efficiency and diffusion efficiency respectively, we compare the trapping efficiency and diffusion efficiency among all nodes of T-fractal and find the best (or worst) trapping sites and the best (or worst) diffusing sites. Our results show that: the hub node of T-fractal is the best trapping site, but it is also the worst diffusing site, the three boundary nodes are the worst trapping sites, but they are also the best diffusing sites. Comparing the minimum and maximum of MTT and MDT, we found that the maximum of MTT is almost 6 times of the minimum for MTT and the maximum of MDT is almost equal to the minimum for MDT. These results show that the location of target node has big effect on the trapping efficiency, but the location of source node almost has no effect on diffusion efficiency. We also conducted numerical simulation to test the results we have derived, the results we derived are consistent with those obtained by numerical simulation.

\textbf{PACS numbers:} 05.40.Fb, 89.75.Hc, 05.60.Cd

\section{I. INTRODUCTION}

Efficiently controlling the diffusion and transport process is crucial in the study of diffusion and transport problem in complex systems. Random walks, which can be applied as a model for diffusion and transport phenomena in complex systems, has given rise to a lot of interest in the past few years\textsuperscript{9–12}. Many problems in physics and chemistry are related to random walks on disordered media\textsuperscript{13–16}.

In the sense of random walks with a single trap, a basic quantity relevant to random walks is the trapping time or mean first-passage time (MFPT), which is the expected number of steps to hit the target node(or trap) for the first time, for a walker starting from a source node. It is a quantitative indicator to characterize the transport efficiency and many other quantities can be expressed in terms of it. Locating the target node(or trap) at one special node and average the MFPTs over all the source nodes, we get mean trapping time(MTT) for the special node. Locating the source node at one special node and average the MFPTs over all the target nodes, we obtain mean diffusing time(MDT) for the special node. Both the MTT and MDT vary with the location of node and they are good measures of trapping efficiency and diffusion efficiency respectively. Comparing the MTT and MDT among all the network nodes, we can find the effects of target node location on the trapping efficiency and the effects of source node location on diffusion efficiency. The nodes which have the minimum MTT (or the maximum MTT) are best (or worst) trapping sites and the nodes which have the minimum MDT (or maximum MDT) are the best (or worst) diffusion sites.

Because the fractal structures are able to mimic a wide range of systems\textsuperscript{17–24}, in the past several years, random walks on fractals, especially the MFPT on different deterministic fractals, has been extensively studied\textsuperscript{8,17–24}. For example, the MTT for some special nodes were obtained for different fractals(or networks), such as Sierpinski gasket\textsuperscript{18}, Apollonian network\textsuperscript{23}, pseudofractal scale-free web\textsuperscript{26}, deterministic scale-free graph\textsuperscript{27}, and some special trees\textsuperscript{28–33}. The mean global first-passage time (i.e. the average of MFPTs over all pairs of nodes) were obtain for some special trees\textsuperscript{30–34} and dual Sierpinski gasket\textsuperscript{35}. The MDT were obtained for exponential treelike networks\textsuperscript{36}, scale-free Koch networks\textsuperscript{37} and deterministic scale-free graph\textsuperscript{38}.

However, the results of MTT and MDT which were obtained are only restricted to some special nodes for the above networks and we can neither compare the MTTs(or MDTs) among all the network nodes nor analyze the effect of nodes location on the trapping efficiency and diffusion efficiency. It is still difficult to deriving the analytic solutions of the MTT for any target node and the MDT for any source node. It is also difficult to deriving the analytic solutions of MFPT for any pair of nodes.
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As for T-fractal, it is a special tree, the MTT for the hub node and the GMFPT had been obtained. The MTT for some low-generation nodes can also be derived due to the methods of Ref. But the analytic calculations of MFPT for any pair of nodes, the MTT for any target node and the MDT for any source node were still unresolved.

In this paper, we study random walks on T-fractal based on its self-similar structure and the relations between random walks and electrical networks. We first provided general methods for calculating the MFPT between any pair of nodes, the MTT for any target node and MDT for any source node, then calculated MFPT, the MTT and MDT for some special nodes. We also conducted numerical simulation to test the results we have derived, the results we derived are consistent with those obtained by numerical simulation. Further more, using the MTT and the MDT as the measures of trapping efficiency and diffusion efficiency respectively, we compare the trapping efficiency and diffusion efficiency among all the nodes of T-fractal and find the best (or worst) trapping sites and the best (or worst) diffusing sites. Our results show that: the hub node of T-fractal is the best trapping site, but it is also the worst diffusing site, the three boundary nodes are the worst trapping sites, but they are also the best diffusing sites.

Comparing the minimum and maximum for MTT and MDT, we found that the maximum of MTT is almost 6 times of the minimum for MTT and the maximum of MDT is almost equal to the minimum of MDT. These results show that the trap’s position has large effect on the trapping efficiency, but the position of source node has little effect on diffusion efficiency. The methods we presented can also be used to solve the problems of MFPT on other self-similar trees.

II. THE NETWORK MODEL

Here, the T-fractal we considered is constructed iteratively. For convenience, we call the times of iterations as the generation of the T-fractal and denote by $G(t)$ the T-fractal of generation $t$. For $t = 0, G(0)$ is an edge connecting two nodes. For $t > 0, G(t)$ is obtained from $G(t - 1)$ via replacing every edge in $G(t - 1)$ by a “T” structure illustrated in FIG. 1.

The T-fractal $G(t)$ can also be constructed by another method which is shown in FIG. 2: the T-fractal $G(t)$ is composed of 3 copies, called subunit, of $G(t - 1)$ which are joined at the hub node O (i.e., nodes at the center of the nodes set $G(t - 1)$ is obtained from $G(t - 2)$ via replacing every edge in $G(t - 2)$ by a “T” structure, i.e., nodes at the center of $G(t - 2)$ are joined at the hub node O, and so on. The T-fractal is then iteratively constructed by the same method. In this paper, we focus on the study of minimum and maximum of MTT and MDT, which are denoted by $\text{MDT}_{\min}$ and $\text{MDT}_{\max}$, respectively.

III. FORMULATION OF THE PROBLEM

In this paper, we study unbiased discrete random walks on the T-fractal, at each time step, the particle (walker), starting from its current location, moves to any of its nearest neighbors with equal probability. The quantity we are interested in is mean first-passage time (MFPT), which is the expected number of steps to hit the target node (or trap) for the first time, for a walker starting from a source node.

Let $F(x, y)$ denote the MFPT from nodes $x$ to $y$ in T-fractal $G(t)$. The sum

$$k(x, y) = F(x, y) + F(x, y)$$

is called the commute time and the MFPT can be expressed in terms of commute times:

$$F(x, y) = \frac{1}{2} \left\{ k(x, y) + \sum_{u \in G(t)} \pi(u) [k(y, u) - k(x, u)] \right\}$$

where “$u \in G(t)$” means that $u$ belongs to the nodes set of $G(t)$, $\pi(u) = \frac{d_u}{d}$ is the stationary distribution for random walks on the T-fractal and $d_u$ is the degree of node $u$.

If we view the networks under consideration as electrical networks by considering each edge to be a unit resistor and let $\Psi_{xy}$ denote the effective resistance between two nodes $x$ and $y$ in the electrical networks, we have:

$$k(x, y) = 2E_t \Psi_{xy}$$

where $E_t$ is the total number of edges of $G(t)$. Since the T-fractals we studied are trees, the effective resistance between any two nodes is exactly the shortest-path length between the two nodes. Hence

$$\Psi_{xy} = L_{xy}$$
where $L_{xy}$ denote the shortest path length between node $x$ to node $y$. Thus

$$k(x, y) = 2E_t L_{xy} \quad (5)$$

Inserting Eq. (5) for $k(x, y)$ into Eq. (2), we obtain

$$F(x, y) = E_t \left\{ L_{xy} + \sum_{u \in G(t)} \pi(u) L_{yu} - \sum_{u \in G(t)} \pi(u) L_{ux} \right\} \quad (6)$$

If we average the MFPTs over all the source nodes and all target nodes, we obtain MTT and MDT respectively. That is to say, if we define

$$T_y = \frac{1}{E_t} \sum_{x \in G(t), x \neq y} F(x, y) \quad (7)$$

$$D_x = \frac{1}{E_t} \sum_{y \in G(t), y \neq x} F(x, y) \quad (8)$$

$T_y$ is just the mean trapping time (MTT) for target node $y$ and $D_x$ is just mean diffusing time (MDT) for source node $x$. Let

$$S_x = \sum_{y \in G(t)} L_{xy} \quad (9)$$

$$W_x = \sum_{u \in G(t)} \pi(u) L_{xu} = \frac{1}{2E_t} \sum_{u \in G(t)} (L_{xu} \cdot d_u) \quad (10)$$

$$\Sigma = \sum_{u \in G(t)} \left( \pi(u) \sum_{x \in G(t)} L_{xu} \right) \quad (11)$$

and substitute $F(x, y)$ with Eq. (6) in Eqs. (7) and (8), we obtain

$$T_y = S_y + N_t \cdot W_y - \Sigma \quad (12)$$

$$D_x = S_x + \Sigma - N_t \cdot W_x \quad (13)$$

Hence, if we can calculate $\Sigma$ and $S_x$, $W_x$ for any node $x$, we can calculate $F(x, y)$ for any two nodes $(x, y)$ and MTT and MDT for any node $x$. Although it is difficult to calculate these quantities for general tree, we presented methods for calculating these quantities for T-fractal based on its self-similar structure. Therefore, we can calculate MTT and MDT for any node.

**IV. THE METHODS FOR CALCULATING MTT AND MDT**

**A. Methods for calculating $S_x$ and $W_x$**

For convenience, we classify the nodes of $G(t)$ into different levels. Nodes, which are introduced into the network before $k$ (include $k$) times of iterations, are said to belong to level $k$ in this paper. Thus nodes which belong to level $k$ also belong to level $k + 1$, $k + 2$, $\cdots$, $t$. For example, in T-fractal of generation 3 which is shown in FIG. 3 nodes $A_0$, $B_0$, which are represented by hollow square, belong to level 0. They are also belong to level 1, 2, 3. Nodes represented by hollow circle belong to level 1, 2, 3. Nodes represented by solid square belong to level 2, 3. Nodes represented by solid circle belong to level 3.

As shown in FIG. 2 The T-fractal $G(t)$ is composed of 3 subunits which are copies of $G(t - 1)$ and $G(t - 1)$ is also composed of $2m + 2$ subunits which are copies of $G(t - 2)$. In order to tell apart the different structures of these subunits, we classify these subunits into different levels and let $\Lambda_k$ denote the subunit of level $k (k \geq 0)$. In this paper, $G(t)$ is said to be subunit of level 0. For any $k \geq 0$, the 3 subunits of $\Lambda_k$ are said to be subunits of level $k + 1$. Thus, any edge of $G(t)$ is a subunit of level $t$ and $\Lambda_k$ is a copy of T-fractal with generation $t - k$.

In order to distinguish the subunits of different locations, similar to the method of Ref. 4, we label the subunit $\Lambda_k (1 \leq k \leq t)$ by a sequence $(i_1, i_2, \ldots, i_k)$, where $i_j ((1 \leq j \leq k))$ labels its position in its father subunit $\Lambda_{k-1}$. FIG. 4 shows the construction of $\Lambda_{k-1}$ and the relation between the value of $i_k$ and the location of subunit $\Lambda_k$ in $\Lambda_{k-1}$: all subunit $\Lambda_k$ are represented by an edge, the one represented by blue edge are the subunit $\Lambda_k$ corresponding to value of $i_k = 0, 1, 2$.

For example, in the T-fractal of generation 3 shown in FIG. 3 the subunit represented by red dotted line, which is a subunit of level 3, is labeled by a sequence $(1, 2, 2)$.

For convenience, we label the two boundary nodes of subunit $\Lambda_k$ as $A_k$, $B_k$ and building mapping between boundary nodes of $\Lambda_{k-1}$ and those of $\Lambda_k$ as shown in FIG. 4 The boundary node of $\Lambda_{k-1}$ labeled as $A_{k-1}$ is also a boundary node of $\Lambda_k$ labeled as $A_k$ while $i_k = 0$. The boundary node of $\Lambda_{k-1}$ labeled as $B_{k-1}$ is also a boundary node of $\Lambda_k$ labeled as $B_k$ while $i_k = 1$.

Let

$$\mathbf{S}^{(k)} = \left( \begin{array}{c} S_{A_k} \\ S_{B_k} \end{array} \right) \quad (14)$$

\[ \text{FIG. 3. The T-fractal of generation 3: levels. Hollow square, level 0, 1, 2, 3; hollow circle, level 1, 2, 3; solid square, level 2, 3; solid circle, level 3.} \]
As derived in Appendix A and Appendix B we obtain the following results.

**Lemma 1** For any \( k > 0 \), \( S^{(k)} \) satisfy the following recursion relations

\[
S^{(k)} = \mathcal{M}_k S^{(k-1)} + \mathcal{Y}^{(k)}_k, \quad k = 0, 1, 2
\]

where

\[
\mathcal{M}_0 = \begin{pmatrix} 1 & 0 \\ 1/2 & 1/2 \end{pmatrix}, \quad \mathcal{Y}^{(0)}_0 = \begin{pmatrix} 0 \\ -2 \cdot 6^{t-k-1} \end{pmatrix}
\]

\[
\mathcal{M}_1 = \begin{pmatrix} 1/2 & 1/2 \\ 0 & 1 \end{pmatrix}, \quad \mathcal{Y}^{(1)}_1 = \begin{pmatrix} 0 \\ -2 \cdot 6^{t-k} \end{pmatrix}
\]

\[
\mathcal{M}_2 = \begin{pmatrix} 1/2 & 1/2 \\ 1/2 & 1/2 \end{pmatrix}, \quad \mathcal{Y}^{(2)}_2 = \begin{pmatrix} -2 \cdot 6^{t-k} \\ (3^t - 3^{t-k+1})2^{t-k} \end{pmatrix}
\]

**Lemma 2** For any \( k > 0 \), \( W^{(k)} \) satisfy the following recursion relations

\[
W^{(k)} = \mathcal{M}_k W^{(k-1)} + \mathcal{U}^{(k)}_k, \quad k = 0, 1, 2
\]

where \( \mathcal{M}_k \) (\( i_k = 0, 1, 2 \)) are given by Eqs.\(17\), \(18\), \(19\) and \( \mathcal{U}^{(k)}_k \) (\( i_k = 0, 1, 2 \)) are given by

\[
\mathcal{U}^{(k)}_0 = \begin{pmatrix} 0 \\ -2^{t-k+1} \end{pmatrix}, \quad \mathcal{U}^{(k)}_1 = \begin{pmatrix} -2^{t-k+1} \\ 0 \end{pmatrix}
\]

\[
\mathcal{U}^{(k)}_2 = \begin{pmatrix} -2^{t-k+1} \\ 2^{t-k}(1 - \frac{3}{3^{t-k}}) \end{pmatrix}
\]

Using equation (16) repeatedly, we obtain

\[
S^{(t)} = M_0 S^{(t-1)} + \mathcal{Y}^{(t)}_t \\
= M_1 S^{(t-1)} + \mathcal{Y}^{(t-1)}_1 + \mathcal{Y}^{(t)}_t \\
= M_1 M_0 S^{(t-2)} + \mathcal{Y}^{(t-1)}_1 + \mathcal{Y}^{(t)}_t \\
= \ldots \\
= M_1 M_0 M_1 \ldots M_1 \mathcal{Y}^{(0)}_0 + \mathcal{Y}^{(t)}_t + \mathcal{Y}^{(t)}_t + \mathcal{Y}^{(t)}_t
\]

Similarity

\[
W^{(t)} = M_0 W^{(t)} + \mathcal{U}^{(t)} + \mathcal{U}^{(t)} + \mathcal{U}^{(t)}
\]

As for \( S^{(0)} \) and \( W^{(0)} \), it is easy to know

\[
S^{(0)} = (S_{A_0} S_{B_0})^T = S_{A_0} (1 1)^T \\
W^{(0)} = (W_{A_0} W_{B_0})^T = W_{A_0} (1 1)^T
\]

where \((x y)^T\) is the transpose of vector \((x y)\) and \( S_{A_0} \) and \( W_{A_0} \) are \( S_x \) and \( T_x \) for nodes of level 0 respectively, which have been derived in Appendix C.

Noticing that any edge of \( G(t) \) is a subunit of level \( t \), its two end nodes are just its two boundary nodes. If we know its location (i.e. the label sequence \( \{i_1, i_2, \ldots, i_t\} \)) for any edge of \( G(t) \), we can exactly calculate \( S^{(t)} \) and \( W^{(t)} \) for its two end nodes. Hence, we can derive the expression of \( S_x \) and \( W_x \) for any node \( x \) of \( G(t) \).

**B. Exact calculation of \( \Sigma \)**

We find that

\[
\Sigma = \sum_{u \in G(t)} (\pi(u)) \sum_{x \in G(t)} L_{xu} = \frac{1}{2E_t} \sum_{u \in G(t)} (d_u S_u)
\]

\( \sum_{u \in G(t)} (d_u S_u) \) is just the summation of \( S_x \) for the two end nodes of every edges of \( G(t) \). (Note: for node \( x \) which is the intersection of \( n \) edges, \( S_x \) will be counted \( n \) times). Because any edge of \( G(t) \) is a subunit of level \( t \), which is in one to one correspondence with a sequence \( \{i_1, \ldots, i_t\} \), its two end nodes are also its two boundary nodes labeled as \( A_t, B_t \). Thus

\[
\sum_{u \in G(t)} (d_u S_u) = \sum_{\{i_1, \ldots, i_t\}} \left( \sum_{i=1}^{t} S^{(i)} \right)
\]

for the right side of the equation, the second summation is run over all the subunits of level \( t \) (i.e. let \( \{i_1, \ldots, i_t\} \) run over all the possible values), the first summation is just add the two entries of \( \sum_{\{i_1, \ldots, i_t\}} S^{(i)} \) together.
Let
\[ M_{tot} = M_0 + M_1 + M_2 \]  
(29)
\[ V^{(t)}_{tot} = V^{(t)}_0 + V^{(t)}_1 + V^{(t)}_2 \]  
(30)
we have
\[ \sum_{\{i_1, \ldots, i_t\}} M_{i_t} M_{i_{t-1}} \cdots M_{i_2} V^{(t)}_{i_t} = 3^{t-1} M_{tot}^{t-1} V^{(t)}_{tot} \]  
(31)
Thus
\[ \sum_{\{i_1, \ldots, i_t\}} S^{(t)} = \sum_{\{i_1, \ldots, i_t\}} (M_{i_t} M_{i_{t-1}} \cdots M_{i_2} S^{(0)}) \\
+ \sum_{i_1} M_{i_t} M_{i_{t-1}} \cdots M_{i_2} V^{(t)}_{i_t} + V^{(t)}_{i_t} \]
\[ = M_{tot}^{t} S^{(0)} + \sum_{i_1} 3^{t-1} M_{tot}^{t-1} V^{(t)}_{tot} \]  
(32)
Substituting \( M_i \) with Eqs. (17), (18) and (19) in Eq. (29), and orthogonal decomposing \( M_{tot} \), we get
\[ M_{total} = \begin{pmatrix} 2 & 1 \\ 1 & 2 \end{pmatrix} \]
\[ = \begin{pmatrix} -\frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} \\ \frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & 3 \end{pmatrix} \begin{pmatrix} -\frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} \\ \frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} \end{pmatrix} \]  
(33)
Therefore
\[ M_{tot}^t \]
\[ = \begin{pmatrix} -\frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} \\ \frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & 3^k \end{pmatrix} \begin{pmatrix} -\frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} \\ \frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} \end{pmatrix} \]  
(34)
Similarly
\[ V^{(t)}_{tot} = \begin{pmatrix} -4 \\ 3^t - 5 \end{pmatrix} \begin{pmatrix} 6^{t-l} \end{pmatrix} \]  
(35)
Thus
\[ M_{tot}^t S^{(0)} = \begin{pmatrix} -\frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} \\ \frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & 3^t \end{pmatrix} \begin{pmatrix} -\frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} \\ \frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} \end{pmatrix} \begin{pmatrix} 1 \\ 1 \end{pmatrix} S_{A_0} \]
\[ = (4 \cdot 6^{t-1} + 3^{t-1}) 3^t \begin{pmatrix} 1 \\ 1 \end{pmatrix} \]  
(36)
and
\[ \sum_{l=1}^t 3^{t-1} M_{tot}^{t-l} V^{(t)}_{tot} \]
\[ = \sum_{l=1}^t 3^{t-1} 6^{t-l} \left( \frac{(3^t-5)3^{t-l}}{2} - 2 \right) \]  
(37)
Inserting Eqs. (30), (37) and (11) into Eq. (32), we obtain
\[ \sum_{\{i_1, \ldots, i_t\}} S^{(t)} = M_{tot}^t S^{(0)} + \sum_{l=1}^t 3^{t-1} M_{tot}^{t-l} V^{(t)}_{tot} \]
\[ = 3^t \cdot 6^t \left( \frac{8}{15} + \frac{1}{6 \cdot 2^t} + \frac{3}{10 \cdot 6^t} \right) \begin{pmatrix} 1 \\ 1 \end{pmatrix} \]  
(38)
Replacing \( \sum_{\{i_1, \ldots, i_t\}} S^{(t)} \) with Eq. (38) in Eq. (28), we get
\[ \Sigma = \frac{1}{2E_t} \sum_{u \in G(t)} (d_u S_u) \]
\[ = 6^t \left( \frac{8}{15} + \frac{1}{6 \cdot 2^t} + \frac{3}{10 \cdot 6^t} \right) \]  
(39)
C. Examples

According to the methods presented in Sec. (IV A) and Sec. (IV B), we can calculate \( T_x \) and \( D_x \) for any node \( x \) of \( G(t) \). In order to explain our methods, we calculate \( S_x, W_x \) for the three boundary nodes and the hub node labeled as \( A, B, C, O \) respectively (see FIG. 2), and then calculate the MFPT between these nodes, the MTT and MDT for these nodes.

For nodes \( A \) and \( B \), according to Eqs. (C1) and (C3), we obtain
\[ S_A = S_B = 4 \cdot 6^{t-1} + 3^{t-1} \]  
(40)
\[ W_A = W_B = \frac{2^{t+1}}{3} - \frac{1}{6} \]  
(41)
For nodes \( O \) and \( C \), according to Eqs. (A14), (B7) and (B12), we have
\[ \begin{pmatrix} S_O \\ S_C \end{pmatrix} = \begin{pmatrix} 1/2 & 1/2 \\ 1/2 & 1/2 \end{pmatrix} \begin{pmatrix} S_A \\ S_B \end{pmatrix} + \begin{pmatrix} -2 \cdot 6^{t-k} \\ 3^t - 3^{t-k+1} \cdot 2^{t-k} \end{pmatrix} \]  
(42)
and
\[ \begin{pmatrix} W_O \\ W_C \end{pmatrix} = \begin{pmatrix} 1/2 & 1/2 \\ 1/2 & 1/2 \end{pmatrix} \begin{pmatrix} W_A \\ W_B \end{pmatrix} + \begin{pmatrix} -2^{t-k+1} \\ 3^{t-k+1} - 1 \end{pmatrix} \]  
(43)
Thus, the MFPTs between any two nodes of \( A, B, O \) and \( C \), which can be derived from Eq. (40), are as follows.
\[ F(A, C) = F(C, A) = F(C, B) = F(B, C) \]
\[ = F(B, A) = F(A, B) \]
\[ = E_t(L_{AB} + W_B - W_A) \]
\[ = 6^t \]  
(44)
\[ F(O, C) = F(O, A) = F(O, B) \]
\[ = E_t(L_{OB} + W_B - W_O) \]
\[ = 5 \cdot 6^{t-1} \]  
(45)
\[ F(C, O) = F(B, O) = F(A, O) = 6^{t-1} \]  
(46)
FIG. 5. Labels for the 4 nodes of level $k + 1$ in $\Lambda_k$.

Insert Eqs. (39), (40), (41), (42) and (43) into Eq. (12), we obtain the MTT for node $A$, $B$, $C$ and $O$.

$$T_A = T_B = T_C = S_A + N_t W_A - \Sigma = 6^t \cdot \left(\frac{4}{5} + \frac{2}{3} + 1 - \frac{14}{5 \cdot 6^t} + \frac{14}{5 \cdot 6^t} \right)$$

(47)

$$T_O = 6^{t-1} \cdot \left(\frac{4}{5} + \frac{2}{3} + \frac{14}{5 \cdot 6^t} \right)$$

(48)

These results are consistent with those derived in Ref. 3. Insert Eqs. (39), (40), (41), (42) and (43) into Eq. (13), we obtain the MDT for node $A$, $B$, $C$ and $O$.

$$D_A = D_B = D_C = S_A + \Sigma - N_t W_A = 6^t \cdot \left(\frac{8}{15} + \frac{1}{3} - \frac{14}{5 \cdot 6^t} - \frac{2}{3 \cdot 6^t} \right)$$

(49)

$$D_O = 6^t \cdot \left(\frac{8}{15} + \frac{1}{3} - \frac{14}{5 \cdot 6^t} - \frac{1}{3 \cdot 6^t} \right)$$

(50)

We also conducted numerical simulation to test the results we have just derived. The results just derived are consistent with those obtained by numerical simulation.

V. COMPARISON THE TRAPPING EFFICIENCY AMONG ALL THE NODES OF T-FRACTAL

In this section, using the MTT as the measure of trapping efficiency, we compare the trapping efficiency (i.e. the MTT) among all the nodes of T-fractal and find the best trapping sites (i.e. nodes which have the minimum MTT) and the worst trapping sites (i.e. nodes which have the maximum MTT).

First, we derive the relations of $T_x$ for nodes of level $k$. For any subtree of level $k$ as shown in FIG. 5, its two boundary nodes (i.e., $A_k$ and $B_k$) are the only two nodes of level $k$, its nodes of level $k + 1$ are boundary nodes of its 3 subunits of level $k + 1$ (i.e., $A_k$, $B_k$, $O_k$, and $C_k$). Assuming $T_x$ for node of level $k$ (i.e., $T_{A_k}$, $T_{B_k}$) are known, we will analyze $T_x$ for node $x$ of level $k + 1$ (i.e., $O_k$ and $C_k$).

For any $k \geq 0$, it is easy to obtain the following equation due to Eqs. (12), (47), (48), (49), (50) and (51).

$$T_{O_k} = S_{O_k} - \Sigma + N_t W_{O_k} = \frac{1}{2}(S_A + S_B) - 2 \cdot 6^{t-k-1} - \Sigma$$

$$+ N_t \cdot \left[\frac{1}{2}(W_{A_k} + W_{B_k}) - \frac{2^{t-k}}{3^{k+1}}\right]$$

(51)

$$= \frac{1}{2}(T_{A_k} + T_{B_k}) - 4 \cdot 6^{t-k-1} - \frac{2^{t-k}}{3^{k+1}}$$

(52)

and

$$T_{C_k} = S_{C_k} - \Sigma + N_t W_{C_k} = \frac{1}{2}(S_{A_k} + S_{B_k}) + (3^t - 3^{t-k}) \cdot 2^{t-k-1} - \Sigma$$

$$+ N_t \cdot \left[\frac{1}{2}(W_{A_k} + W_{B_k}) + (1 - \frac{1}{3^k}) \cdot 2^{t-k-1}\right]$$

(53)

$$= \frac{1}{2}(T_{A_k} + T_{B_k}) + (3^t - 3^{t-k}) 2^{t-k} + (1 - \frac{1}{3^k}) 2^{t-k}$$

(54)

Note that $T_{A_0} = T_{B_0}$ and let $k = 0$ in Eqs. (51) and (52), we find

$$T_{O_0} < T_{A_0} = T_{B_0} = T_{C_0}$$

(55)

As proved in Appendix D, we find Eq. (54) holds for $k \geq 1$.

$$\min\{T_{A_k}, T_{B_k}\} < T_{O_k} < \max\{T_{A_k}, T_{B_k}\} \leq T_{C_k}$$

(56)

Therefore, for $k \geq 1$,

$$\min\{T_{A_k}, T_{B_k}\} = \min\{T_{A_k}, T_{B_k}, T_{O_k}, T_{C_k}\}$$

(57)

Let $\Omega_k$ denote the set of nodes of level $k$ and note that $A_k$ and $B_k$ are the only two nodes of level $k$ in $\Lambda_k$, \{ $A_k$, $B_k$, $O_k$, $C_k$ \} represents all nodes of level $k + 1$ in $\Lambda_k$, Eq. (57) implies: for any $k \geq 1$,

$$\min\{T_x : x \in \Omega_k\} = \min\{T_x : x \in \Omega_{k+1}\}$$

(58)

But Eqs. (53) shows

$$T_{O_0} = \min\{T_x : x \in \Omega_0\} < \min\{T_x : x \in \Omega_0\}$$

(59)

Thus

$$T_{O_0} = \min\{T_x : x \in \Omega_0\} = \min\{T_x : x \in \Omega\}$$

(60)

Eqs. (53) and (54) also shows

$$T_{C_k} = \max\{T_x : x \in \Omega_{k+1}\}$$

(61)

As proved in Appendix E, we also find that: in any subunit $\Lambda_k$, Eq. (62) holds for any $k \geq 0$.

$$T_{C_k} \geq T_{C_{k+1}}$$

(62)

Therefore, in subunit $\Lambda_0$ (i.e. $G(t)$)

$$T_{C_0} = \max\{T_x : x \in \Omega_1\}$$

$$\geq T_{C_1} = \max\{T_x : x \in \Omega_1\}$$

(63)
But Ω = Ω and C_0 ∈ Ω, we obtain
\[ T_{C_0} = \max\{T_x : x ∈ Ω_t\} = \max\{T_x : x ∈ Ω\} \quad (61) \]

Note: \( T_{A_0} = T_{B_0} = T_{C_0} \) and \( A_0, B_0, C_0 \) and \( O_0 \) are also labeled as \( A, B, C \) and \( O \) in FIG. 2. Eq. (61) and (63) shows that node \( O_0 \), which is the hub node of \( G(t) \), is best trapping site, nodes \( A_0, B_0 \) and \( C_0 \), which is the three boundary nodes of \( G(t) \), are worst trapping sites.

Comparing \( T_{C_0}, T_{O_0} \) shown in Eqs. (67) and (18), while \( t → ∞ \), we have
\[ T_{C_0} ≈ 6 \cdot T_{O_0} \quad (62) \]
which means that the location of target node has big effect on the trapping efficiency.

VI. COMPARISON THE DIFFUSION EFFICIENCY AMONG ALL THE NODES OF T-FRACTAL

In these section, using the MDT as the measure of trapping efficiency, we compare the trapping efficiency (i.e., the MDT) among all the nodes of T-fractal and find the best trapping sites (i.e. nodes which have the minimum MTT) and the worst trapping sites (i.e. nodes which have the maximum MDT).

Similarity to the analysis of trapping efficiency, we first derive the relations of \( D_x \) for nodes of level \( k \) and that for nodes of level \( k+1 \), and then compare \( D_x \) for nodes of adjacent level.

Considering any subunit of level \( k (k ≥ 0) \), which is shown in FIG. 5, it is easy to obtain the following equation due to Eqs. (13), (14), (15), (17), and (18).
\[
D_{O_k} = S_{O_k} + \sum - N_t W_{O_k}
= 1/2(S_{A_k} + S_{B_k}) - 2 \cdot 6^{l_k} - 1 + \sum
- N_t \left\lfloor \frac{1}{2}(W_{A_k} + W_{B_k}) - \frac{2^{l_k - 1}}{3^{l_k - 1}} \right\rfloor
\]
\[
= 1/2(D_{A_k} + D_{B_k}) + 2^{l_k - 1} \cdot 3^{l_k - 1} \quad (63)
\]

and
\[
D_{C_k} = S_{C_k} + \sum - N_t W_{C_k}
= 1/2(S_{A_k} + S_{B_k}) + (3^l - 3^{l_k}) \cdot 2^{l_k - 1} + \sum
- N_t \left\lfloor \frac{1}{2}(W_{A_k} + W_{B_k}) + (1 - 3^{l_k}) \cdot 2^{l_k - 1} \right\rfloor
\]
\[
= 1/2(D_{A_k} + D_{B_k}) - (1 - 3^{l_k}) \cdot 2^{l_k - 1} \quad (64)
\]

Note that \( D_{A_0} = D_{B_0} \) and let \( k = 0 \) in Eqs. (63) and (64), we find
\[ D_{O_0} > D_{A_0} = D_{B_0} = D_{C_0} \quad (65) \]
As proved in Appendix E, we find Eq. (66) holds for \( k ≥ 1 \).
\[ D_{O_k} ≤ \min\{D_{A_k}, D_{B_k}\} < D_{O_k} < \max\{D_{A_k}, D_{B_k}\} \quad (66) \]
Therefore, for \( k ≥ 1 \), we have
\[ \max\{D_{A_k}, D_{B_k}\} = \max\{D_{A_k}, D_{B_k}, D_{O_k}, D_{C_k}\} \quad (67) \]
Because \( A_k \) and \( B_k \) are the only two nodes of level \( k \) in \( A_k \) and \( \{A_k, B_k, O_k, C_k\} \) represents all nodes of level \( k + 1 \) in \( A_k \), Eqs. (67) implies: for any \( k ≥ 1 \)
\[ \max\{D_x : x ∈ Ω_k\} = \max\{D_x : x ∈ Ω_{k+1}\} \quad (68) \]
But Eqs. (65) leads to
\[ D_{O_0} = \max\{D_x : x ∈ Ω_1\} > \min\{D_x : x ∈ Ω_0\} \quad (69) \]
Thus
\[ D_{O_0} = \max\{D_x : x ∈ Ω_1\} = \max\{D_x : x ∈ Ω\} \quad (70) \]
Eqs. (65) and (66) also shows
\[ D_{C_k} = \min\{T_x : x ∈ Ω_{k+1}\} \quad k ≥ 0 \quad (71) \]
As proved in Appendix E, we also find that: in any subunit \( A_k \), Eq. (72) holds for any \( k ≥ 0 \).
\[ D_{C_k} ≤ D_{C_{k+1}} \quad (73) \]
Therefore
\[ D_{C_0} = \min\{T_x : x ∈ Ω\} \quad (74) \]
which means that the location of source node almost has no effect on diffusion efficiency.

VII. CONCLUSION

In this paper, we study unbiased discrete random walks on the T-fractal. Our effort is focused on the MFPT. We present new methods to calculate the MFPT for any pair of nodes, the mean trapping time (MTT) for any target node and the mean diffusing time (MDT) for any source node. Using the MTT and the MDT as the measures of trapping efficiency and diffusion efficiency respectively, we compare the trapping efficiency and diffusion efficiency among all nodes of T-fractal and find the best (or worst) trapping sites and the best (or worst) diffusing sites which have the minimum MDT (or maximum MDT). Our results show that: the hub node of T-fractal is the best trapping site, but it is also the worst diffusing site, the three boundary nodes are the worst trapping sites, but they are also the best diffusing sites. The methods we present can also be used to solve the problems of MFPT on other self-similar trees.
FIG. 6. Construction for subunit $\Lambda_{k-1}$: it is composed of three subunits of level $k$ labeled as $G_1,G_2,G_3$ (oval with solid line in the figure). The subunit labeled as $G_4$ denote the the rest part of the T-fractal $G(t)$ except for the subunit $\Lambda_{k-1}$ (oval with dotted line in the figure).
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Appendix A: Proof of Lemma [1]

Considering any subunit of level $k-1$ as shown in FIG. 4, it is composed of three subunits of level $k$. It is also connected with other part of the T-fractal by its two boundary nodes (i.e. A and B in FIG. 4). In this subunit, the two boundary nodes are the only two nodes of level $k-1$, its nodes of level $k$ are boundary nodes of its 3 subunits of level $k$ (i.e., A, B, O and C in FIG. 4). Assuming $S_x$ for node of level $k-1$ (i.e., $S_A, S_B$) is known, we will analyze $S_x$ for node $x$ of level $k$ (i.e., $O$ and $C$).

For simplify, let denote

$$S_x(i) = \sum_{y \in G_i} L_{yx} \quad i = 1, 2, 3, 4 \quad (A1)$$

Thus

$$S_x = S_x(1) + S_x(2) + S_x(3) + S_x(4) - 2L_{xO} \quad (A2)$$

Because $A$ and $O$ are the two boundary nodes of subunit $G_1$, it is easy to know $S_O(1) = S_A(1)$. Note that the total numbers of nodes of $G_1$ is $N_{t-k}$ and for any node $y \in G_1, L_{yO} = L_{yB} - L_{OB}$. Therefore

$$S_O(1) = \sum_{y \in G_1} L_{yO} = \sum_{y \in G_1} (L_{yB} - L_{OB}) = S_B - N_{t-k}L_{OB} \quad (A3)$$

Thus

$$S_O(1) = \frac{1}{2}[S_A(1) + S_B(1) - N_{t-k}L_{BO}] \quad (A4)$$

By symmetry, we have

$$S_O(2) = \frac{1}{2}[S_A(2) + S_B(2) - N_{t-k}L_{AO}] \quad (A5)$$

For any node $y \in G_3$, $L_{yO} = L_{yB} - L_{OB}$ and $L_{yO} = L_{yA} - L_{OA}$. Note that $L_{OA} = L_{OB}$, we have

$$L_{yO} = \frac{1}{2}(L_{yA} + L_{yB}) - L_{OA}$$

Therefore

$$S_O(3) = \sum_{y \in G_3} L_{yO} = \sum_{y \in G_3} \left[ \frac{1}{2}(L_{yA} + L_{yB}) - L_{OA} \right] = \frac{1}{2}[S_A(3) + S_B(3)] - N_{t-k}L_{AO} \quad (A6)$$

For any node $y \in G_4$, $L_{yO} = \frac{1}{2}(L_{yA} + L_{yB})$. Therefore

$$S_O(4) = \frac{1}{2}[S_A(4) + S_B(4)] \quad (A7)$$

Note that $\Lambda_k$ is a copy of $G(t-k)$, one gets $L_{AO} = L_{BO} = L_{CO} = 2^t - k$ and $N_{t-k} = 3^{t-k} + 1$, thus

$$S_O = S_O(1) + S_O(2) + S_O(3) + S_O(4) = \frac{1}{2}[S_A(1) + S_A(2) + S_A(3) + S_A(4) - 2L_{AO}] + \frac{1}{2}[S_B(1) + S_B(2) + S_B(3) + S_B(4) - 2L_{BO}] - 2(N_{t-k} - 1)L_{AO} = \frac{1}{2}(S_A + S_B) - 2 \cdot 6^{t-k} \quad (A8)$$

Similarly

$$S_C(1) = S_O(1) + N_{t-k}L_{OC} \quad (A9)$$

$$S_C(2) = S_O(2) + N_{t-k}L_{OC} \quad (A10)$$

$$S_C(3) = S_O(3) \quad (A11)$$

$$S_C(4) = S_O(4) + [N_t - 3N_{t-k} + 2]L_{OC} \quad (A12)$$

Thus

$$S_C = S_C(1) + S_C(2) + S_C(3) + S_C(4) - 2L_{OC} = [S_O(1) + S_O(2) + S_O(3) + S_O(4)] + [N_t - N_{t-k}]L_{OC} = S_O + [N_t - N_{t-k}]L_{OC} = \frac{1}{2}(S_A + S_B) + [N_t - 3N_{t-k} + 2]L_{OC} = \frac{1}{2}(S_A + S_B) + (3^t - 3^{t-k+1}) \cdot 2^{t-k} \quad (A13)$$

Eqs. (A8), (A13) can be rewritten as a linear system

$$\begin{pmatrix} S_O \\ S_C \end{pmatrix} = \begin{pmatrix} 1/2 & 1/2 \\ 1/2 & 1/2 \end{pmatrix} \begin{pmatrix} S_A \\ S_B \end{pmatrix} + \begin{pmatrix} 2 \cdot 6^{t-k} \\ (3^t - 3^{t-k+1}) \cdot 2^{t-k} \end{pmatrix} \quad (A14)$$

We label the two boundary nodes of $\Lambda_k$ as $A_k, B_k$ and building mappings between boundary nodes of $\Lambda_{k-1}$ and boundary nodes of $\Lambda_k$, which are shown in FIG. 4.
For example, for $i_k = 2$, we have the following equivalence relation.

$$A_{k-1} = A, B_{k-1} = B, A_k = O, B_k = C$$

Let $S^{(k)} = (S_{A(k)} - S_{B(k)})^T$, Eqs. (A14) can be rewritten as

$$S^{(k)} = \left(\begin{array}{cc} 1/2 & 1/2 \\ 1/2 & 1/2 \end{array}\right) S^{(k-1)} + \left(\begin{array}{c} -2 \cdot 6^{t-k} \\ (3^t - 3^{t-k+1}) \cdot 2^{t-k} \end{array}\right)$$

(A15)

Therefore, Eq. (10) holds for $i_k = 2$.

Similarly, we can verify that Eq. (10) holds for $i_k = 0, 1$.

Appendix B: Proof of Lemma 2

Considering any subunit of level $k-1$ as shown in FIG. 6 assuming $W_x$ for nodes of level $k-1$ (i.e. $W_A, W_B$) is known, we will analyze $W_x$ for node $x$ of level $k$ (i.e. $W_O, W_C$). Let

$$W_x = W_x(1) + W_x(2) + W_x(3) + W_x(4)$$

(B2)

Similar to the analysis of $S_O$, we find

$$W_O(1) = \frac{1}{2}[W_A(1) + W_B(1) - \frac{E_{t-k}}{E_t} LBO]$$

(B3)

$$W_O(2) = \frac{1}{2}[W_A(2) + W_B(2) - \frac{E_{t-k}}{E_t} LAO]$$

(B4)

$$W_O(3) = \frac{1}{2}[W_A(3) + W_B(3)] - \frac{E_{t-k}}{E_t} LCO$$

(B5)

$$W_O(4) = \frac{1}{2}[W_A(4) + W_B(4)]$$

(B6)

Thus

$$W_O = W_O(1) + W_O(2) + W_O(3) + W_O(4)$$

$$= \frac{1}{2}[W_A(1) + W_A(2) + W_A(3) + W_A(4)]$$

$$+ \frac{1}{2}[W_B(1) + W_B(2) + W_B(3) + W_B(4)]$$

$$- 2 \cdot \frac{E_{t-k}}{E_t} LAO$$

(B7)

Similarly

$$W_C(1) = W_O(1) + \frac{E_{t-k}}{E_t} LCO$$

(B8)

$$W_C(2) = W_O(2) + \frac{E_{t-k}}{E_t} LCO$$

(B9)

$$W_C(3) = W_O(3)$$

(B10)

$$W_C(4) = W_O(4) + \frac{E_{t-k}}{E_t} LCO$$

(B11)

But $E_{t-k+1} = 3E_{t-k}$ and one gets

$$W_C = W_C(1) + W_C(2) + W_C(3) + W_C(4)$$

$$= [W_O(1) + W_O(2) + W_O(3) + W_O(4)]$$

$$+ \frac{E_t - E_{t-k}}{E_t} LCO$$

$$= W_O + \frac{E_t - E_{t-k}}{E_t} LCO$$

$$= \frac{1}{2}(W_A + W_B) + (1 - \frac{1}{3^{k-1}}) \cdot 2^{t-k}$$

(B12)

Similar to Appendix A if we label the two boundary nodes of $A_k$ as $A_k, B_k$ and let $W^{(k)} = (W_{A(k)} - W_{B(k)})^T$, we can verify Eq. (20) holds for $i_k = 0, 1, 2$.

Appendix C: Derivation of $S_{A_0}$ and $W_{A_0}$

$A_0$ is one of the two nodes of level 0 (i.e., A, B in FIG. 2), it is also one of the two boundary nodes of $G(t)$. In order to tell the difference of $S_{A_0}$ (and $W_{A_0}$) for the T-fractal of different generation $t$, let $S_A^t$ and $W_A^t$ denote the $S_{A_0}$ and $W_{A_0}$ in T-fractal of generation $t$. It is easy to know $S_A^t = 1$ and $W_A^t = \frac{1}{2}$. For $t \geq 1$, according to the self-similar structure shown in FIG. 2, $S_A^t$ satisfies the following recursion relation.

$$S_A^t = S_A^{t-1} + [S_A^{t-1} + (N_{t-1} - 1)LBO] + [S_A^{t-1} + (N_{t-1} - 1)LCO]$$

For the right side of the equation, the first item represents the summation for shortest path length between node $A$ and nodes in the subunit $G_1(t)$, the second item represents the summation for shortest path length between node $A$ and nodes in the subunit $G_2(t)$, the third item represents the summation for shortest path length between node $A$ and nodes in the subunit $G_3(t)$. Note that $LBO = LCO = 2^{t-1}$ and $N_{t-1} = 3^{t-1} + 1$, we have

$$S_{A_0} = S_A^t = 3S_A^{t-1} + 2 \cdot 6^{t-1}$$

$$= 3^2S_A^{t-2} + 6^{t-1} + 2 \cdot 6^{t-1}$$

$$= \cdots$$

$$= 3^3S_A^{t-3} + 2 \cdot 6^{t-1} + \cdots + 2^{t-1} + 1$$

$$= 4 \cdot 6^{t-1} + 3^{t-1}$$

(C1)

Similarity, we find that $W_A^t$ satisfies the following re-
Eqs.(D4) and (D5) are proved by mathematical in-
we have

$$W'_{A} = \frac{1}{2E_{t}} \sum_{y \in G(t)} (L_{A_{y}} \cdot d_{y})$$

$$= \frac{1}{2E_{t}} \left\{ \sum_{y \in G_{1}(t)} L_{A_{y}} d_{y} + \sum_{y \in G_{2}(t)} L_{A_{y}} d_{y} \right\}$$

$$+ \sum_{y \in G_{3}(t)} L_{A_{y}} d_{y} \right\}$$

$$= W^{t-1} + \frac{2t}{3}$$

Hence

$$W_{A_{0}} = W'_{A} = W^{t-1} + \frac{2t}{3}$$

$$= W^{t-2} + \frac{2t}{3} + \frac{2t}{3}$$

$$= \ldots$$

$$= W^{0} + \frac{2}{3} + \frac{2^2}{3} + \cdots + \frac{2t}{3}$$

$$= \frac{2^{t+1}}{3} - \frac{1}{6}$$

\[ (C2) \]

**Appendix D: Proof of Eq.(54)**

For any \( k \geq 1 \), according the following mappings for nodes of \( A_k \) and \( A_{k+1} \)

$$\begin{cases} A_{k+1} & \equiv A_k, B_{k+1} \equiv O_k \quad i_{k+1} = 0 \\ A_{k+1} & \equiv O_k, B_{k+1} \equiv B_k \quad i_{k+1} = 1 \\ \end{cases}$$

we have

$$T_{B_{k+1}} - T_{A_{k+1}} = \begin{cases} T_{O_k} - T_{A_k} \quad i_{k+1} = 0 \\ T_{B_k} - T_{O_k} \quad i_{k+1} = 1 \\ T_{C_k} - T_{O_k} \quad i_{k+1} = 2 \\ \end{cases}$$

\[ (D2) \]

Replacing \( T_{O_k} \) and \( T_{C_k} \) with Eqs.(51), (52) respectively, we have

$$T_{B_{k+1}} - T_{A_{k+1}} = \begin{cases} \frac{1}{2}(T_{B_k} - T_{A_k}) - 4 \cdot 6^{t-k-1} - \frac{2^{t-k}}{3} \quad i_{k+1} = 0 \\ \frac{1}{2}(T_{B_k} - T_{A_k}) + 4 \cdot 6^{t-1-k} + \frac{2^{t-k}}{3} \quad i_{k+1} = 1 \\ (3^t - 3^{t-k}) 2^{t-k} + (1 - \frac{1}{3}) 2^{t-k} + \ldots + \frac{2^{t-k}}{3} \quad i_{k+1} = 2 \\ \end{cases}$$

\[ (D3) \]

For any \( k \geq 1 \), we find that

$$|T_{B_k} - T_{A_k}| \geq 4 \cdot 6^{t-k} + 2^{t-k+1} 3^{-k}$$

\[ (D4) \]

$$|T_{B_k} - T_{A_k}| \leq (3^t - 3^{t-k}) 2^{t-k+1} + (1 - 3^{-k}) 2^{t-k}$$

\[ (D5) \]

The Eqs.(D4) and (D5) are proved by mathematical induction as follows.

Note that \( T_{A_0} = T_{B_0} \), let \( k = 0 \) in Eq. (D3), we obtain

$$T_{B_1} - T_{A_1} = \begin{cases} -4 \cdot 6^{t-1} - \frac{2^t}{3} \quad i_1 = 0 \\ 4 \cdot 6^{t-1} + \frac{2^t}{3} \quad i_1 = 1 \\ 4 \cdot 6^{t-1} + \frac{2^t}{3} \quad i_1 = 2 \\ \end{cases}$$

\[ (D6) \]

Thus Eqs.(D4) and (D5) holds for \( k = 1 \). Assuming that Eqs.(D4) and (D5) hold for some \( k \geq 1 \), we will prove that Eqs.(D4) and (D5) also hold for \( k + 1 \).

According to Eq.(D2), \( T_{B_{k+1}} - T_{A_{k+1}} \) has 3 cases due to the different value of \( i_{k+1} \). It is easy to verify Eqs.(D4) and (D5) hold for \( i_{k+1} = 2 \) due to Eq.(D3).

For \( i_{k+1} = 0 \), substituting \( T_{B_k} - T_{A_k} \) with right side of Eq.(D4), we obtain

$$|T_{B_{k+1}} - T_{A_{k+1}}| = \left| \frac{1}{2}(T_{B_k} - T_{A_k}) - 4 \cdot 6^{t-k-1} - 2^{t-k} 3^{-k} \right| \geq \frac{1}{2} \left[ 4 \cdot 6^{t-k} + 2^{t-k+1} 3^{-k} \right] - 4 \cdot 6^{t-k} - \frac{2^{t-k}}{3}$$

$$= 8 \cdot 6^{t-k-1} + 2 \cdot 2^{t-k} 3^{-k-1}$$

$$> 4 \cdot 6^{t-k-1} + 2^{t-k} 3^{-k-1}$$

\[ (D7) \]

Substituting \( T_{A_k} - T_{B_k} \) with right side of Eq.(D5), we have

$$|T_{B_{k+1}} - T_{A_{k+1}}| = \left| \frac{1}{2}(T_{B_k} - T_{A_k}) - 4 \cdot 6^{t-k-1} - 2^{t-k} 3^{-k} \right| \leq \frac{1}{2} \left[ (3^t - 3^{t-k}) 2^{t-k-1} + (1 - 3^{-k}) 2^{t-k} \right]$$

$$= 4 \cdot 6^{t-k-1} + 2^{t-k} 3^{-k-1}$$

\[ (D8) \]

Therefore, Eqs.(D4) and (D5) hold for \( i_{k+1} = 0 \). Similarity, we can prove they both hold for \( i_{k+1} = 1 \). Therefore, we obtain Eqs.(D4) and (D5) hold for all the 3 cases of \( T_{B_{k+1}} - T_{A_{k+1}} \) which led to they both hold for any \( k \geq 1 \).

We now come back to prove Eq.(54). Without loss of generality, assuming \( T_{B_k} \geq T_{A_k} \). Similar to the proof of Eq.(D7) and (D8), we obtain

$$T_{O_k} - T_{A_k} = \frac{1}{2}(T_{B_k} - T_{A_k}) - 4 \cdot 6^{t-k-1} - \frac{2^{t-k}}{3} > 0$$

$$T_{B_k} - T_{O_k} = \frac{1}{2}(T_{B_k} - T_{A_k}) + 4 \cdot 6^{t-k-1} + \frac{2^{t-k}}{3} > 0$$

and

$$T_{B_k} - T_{C_k} = \frac{1}{2}(T_{B_k} - T_{A_k}) - (3^t - 3^{t-k}) 2^{t-k}$$

$$- (1 - 3^{-k}) 2^{t-k}$$

$$\leq \frac{1}{2} \left[ (3^t - 3^{t-k}) 2^{t-k+1} + (1 - 3^{-k}) 2^{t-k} \right]$$

$$- (3^t - 3^{t-k}) 2^{t-k} - (1 - 3^{-k}) 2^{t-k}$$

$$= 0$$

\[ (D9) \]

Therefore, Eq.(54) holds while \( T_{B_k} \geq T_{A_k} \). By symmetry, Eq.(54) holds while \( T_{B_k} \leq T_{A_k} \).
Appendix E: Proof of Eq.(60)

According to the structure of $A_k$, the proof can be divided into 3 cases due to the different values of $i_{k+1}$. Without loss of generality, assuming $T_{B_k} \geq T_{A_k}$.

Case I: for $i_{k+1} = 0$

\[
T_{C_{k+1}} = \frac{1}{2}(T_{A_{k+1}} + T_{B_{k+1}}) + (3^t - 3^{t-k-1})2^{t-k-1} + (1 - 3^{-k-1})2^{t-k-2}
\]
\[
= \frac{1}{2}(T_{A_k} + T_{O_k}) + (3^t - 3^{t-k-1})2^{t-k-1} + (1 - 3^{-k-1})2^{t-k-2}
\]
\[
= \frac{3}{4}T_{A_k} + \frac{1}{4}T_{B_k} + (3^t - 3^{t-k})2^{t-k-1} + (1 - 3^{-k})2^{t-k-2}
\]

Then,

\[
T_{C_{k+1}} - T_{C_k} = \frac{1}{4}(T_{B_k} - T_{A_k}) + (3^t - 3^{t-k})2^{t-k-1} + (1 - 3^{-k})2^{t-k-2}
\]
\[
= \frac{3}{4}T_{A_k} + \frac{1}{4}T_{B_k} + (3^t - 3^{t-k})2^{t-k-1} + (1 - 3^{-k})2^{t-k-2}
\]

Hence,

\[
T_{C_{k+1}} - T_{C_k} = \frac{1}{4}(T_{B_k} - T_{A_k}) + (3^t - 3^{t-k})2^{t-k-1} + (1 - 3^{-k})2^{t-k-2}
\]
\[
+ (3^t - 3^{t-k})2^{t-k-2} - (1 - 3^{-k})2^{t-k-2}
\]
\[
\leq \frac{1}{4} \left( 4 \cdot 3^t + \frac{2^{t+k+1}}{3} \right) - (3^t - 3^{t-k})2^{t-k-1} - (1 - 3^{-k})2^{t-k-2}
\]
\[
\leq 0
\]  

(E1)

Case II: for $i_{k+1} = 1$

\[
T_{C_{k+1}} = \frac{1}{2}(T_{A_{k+1}} + T_{O_{k}}) + (3^t - 3^{t-k-1})2^{t-k-1} + (1 - 3^{-k-1})2^{t-k-2}
\]
\[
= \frac{3}{4}T_{A_k} + \frac{1}{4}T_{B_k} + (3^t - 3^{t-k})2^{t-k-1} + (1 - 3^{-k})2^{t-k-2}
\]

Hence,

\[
T_{C_{k+1}} - T_{C_k} = \frac{1}{4}(T_{B_k} - T_{A_k}) + (3^t - 3^{t-k})2^{t-k-1} + (1 - 3^{-k})2^{t-k-2}
\]
\[
= \frac{3}{4}T_{A_k} + \frac{1}{4}T_{B_k} + (3^t - 3^{t-k})2^{t-k-1} + (1 - 3^{-k})2^{t-k-2}
\]

Therefore,

\[
T_{C_{k+1}} - T_{C_k} = \frac{1}{4}(T_{B_k} - T_{A_k}) + (3^t - 3^{t-k})2^{t-k-1} + (1 - 3^{-k})2^{t-k-2}
\]

(E2)

Case III: for $i_{k+1} = 2$, note that $A_{k+1} \equiv O_k$, $B_{k+1} \equiv C_k$.

By symmetry, we have

\[
T_{C_{k+1}} = T_{C_k}
\]

(E3)

Thus Eq.(60) holds for $i_{k+1} = 0, 1, 2$ and Eq.(60) holds for any $k \geq 0$ while $T_{B_k} \geq T_{A_k}$. Similarly, we can prove Eq.(60) holds while $T_{B_k} \leq T_{A_k}$.

Appendix F: Proof of Eq.(66)

According the mappings for nodes of $A_k$ and $A_{k+1}$ as shown in Eq.({D1}), we have

\[
D_{A_{k+1}} - D_{B_{k+1}} = \begin{cases} 
D_{A_k} - D_{O_k} \quad i_{k+1} = 0 \\
D_{O_k} - D_{B_k} \quad i_{k+1} = 1 \\
D_{O_k} - D_{C_k} \quad i_{k+1} = 2 
\end{cases}
\]

(F1)

\[
= \begin{cases} 
\frac{1}{2}(D_{A_k} - D_{B_k}) - 3^{t-k+1} \quad i_{k+1} = 0 \\
\frac{1}{2}(D_{A_k} - D_{B_k}) + 3^{t-k+1} \quad i_{k+1} = 1 \\
(2^{t-k} - 1)(1 - 3^{-k})2^{t-k-1} \quad i_{k+1} = 2 
\end{cases}
\]

(F2)

For any $k \geq 1$, we find

\[
|D_{A_k} - D_{B_k}| \geq 2^{t-k+1} 3^{-k} \quad (F3)
\]
\[
|D_{A_k} - D_{B_k}| \leq (1 - 3^{-k})2^{t-k} \quad (F4)
\]

The Eqs. (F3) and (F4) are proved by mathematical induction as follows.

Note that $D_{A_0} = D_{B_0}$, let $k = 0$ in Eq. (F2), we obtain

\[
|D_{A_1} - D_{B_1}| = \frac{9t}{3}
\]

Thus Eqs. (F3) and (F4) hold for $k = 1$. Assuming that Eqs. (F3) and (F4) hold for some $k \geq 1$, we will prove that Eqs. (F3) and (F4) also hold for $k + 1$.

According to Eq.(F2), $D_{A_{k+1}} - D_{B_{k+1}}$ has 3 cases due to the different value of $i_{k+1}$ and it is easy to verify Eqs. (F2) and (F4) hold for the case $i_{k+1} = 2$.

For $i_{k+1} = 0$, substituting $D_{A_k} - D_{B_k}$ with right side of Eq. (F3), we obtain

\[
|D_{A_{k+1}} - D_{B_{k+1}}| = \frac{1}{2}(D_{A_k} - D_{B_k}) - 2^{t-k}3^{-k-1}
\]
\[
\geq \frac{1}{2}(2^{t-k+1} - 2^{t-k}3^{-k-1})
\]
\[
> 2^{t-k}3^{-k-1}
\]

(F5)

Substituting $D_{B_k} - D_{A_k}$ with right side of Eq. (F4), we have

\[
|D_{A_{k+1}} - D_{B_{k+1}}| = \frac{1}{2}(D_{A_k} - D_{B_k}) - 2^{t-k}3^{-k-1}
\]
\[
\leq (1 - 3^{-k})2^{t-k}3^{-k-1}
\]
\[
= (1 - 3^{-k})2^{t-k}3^{-k-1}
\]

(F6)

Therefore, Eqs. (F3) and (F4) hold for $i_{k+1} = 0$.

Similarly, we can prove they both hold for $i_{k+1} = 1$. Therefore, Eqs. (F3) and (F4) hold for all the 3 cases of $D_{B_{k+1}} - D_{A_{k+1}}$ which led to them both hold for any $k \geq 1$.

We now come back to prove Eq.(60). Without loss of generality, assuming $D_{A_k} \geq D_{B_k}$. Similar to the derivation of Eq. (F5) and (F6), we have

\[
D_{A_k} - D_{O_k} = \frac{1}{2}(D_{A_k} - D_{B_k}) - 2^{t-k}3^{-k-1} > 0 \quad (F7)
\]
\[
D_{O_k} - D_{B_k} = \frac{1}{2}(D_{A_k} - D_{B_k}) + 2^{t-k}3^{-k-1} > 0 \quad (F8)
\]
By symmetry, we have
\[ D_{Ck} - D_{Bk} = \frac{1}{2}(D_{Ak} - D_{Bk}) - (1 - \frac{1}{3k}) \cdot 2^{t-k-1} \]
\[ \leq \frac{1}{2} \cdot (1 - \frac{1}{3k}) 2^{t-k} - -(1 - \frac{1}{3k}) \cdot 2^{t-k-1} \]
\[ = 0 \]  \hspace{1cm} (F9)

Thus, for any \( k \geq 1 \), Eq. (F9) holds while \( D_{Ak} \geq D_{Bk} \).
By symmetry, Eq. (F9) also holds while \( D_{Ak} \leq D_{Bk} \).

**Appendix G: Proof of Eq. (72)**

Without loss of generality, assuming \( D_{Ak} \geq D_{Bk} \). The proof of Eq. (72) is divided into 3 cases due to the different values of \( i_{k+1} \).

**Case I: for** \( i_{k+1} = 0 \)

\[ D_{C_{k+1}} = \frac{1}{2}(D_{Ak} + D_{Bk}) - (1 - \frac{1}{3k+1}) 2^{t-k-2} \]
\[ = \frac{1}{2}(D_{Ak} + D_{Bk}) - (1 - \frac{1}{3k+1}) 2^{t-k-2} \]
\[ = \frac{3}{4} D_{Ak} + \frac{1}{4} D_{Bk} + \frac{2^{t-k-1}}{3k+1} - (1 - \frac{1}{3k+1}) 2^{t-k-2} \]
\[ = \frac{3}{4} D_{Ak} + \frac{1}{4} D_{Bk} -  \frac{1}{3k} - 1) 2^{t-k-2} \]  \hspace{1cm} (G1)

Thus
\[ D_{C_{k+1}} - D_{C_k} = \frac{1}{4}(D_{Ak} - D_{Bk}) + \frac{1}{3k} - 1) 2^{t-k-2} + (1 - \frac{1}{3k}) 2^{t-k-1} \]
\[ \geq \frac{1}{4} \cdot \frac{2^{t-k+1}}{3k} + (1 - \frac{1}{3k}) 2^{t-k-2} \]
\[ \geq 0 \]  \hspace{1cm} (G2)

**Case II: for** \( i_{k+1} = 1 \)

\[ D_{C_{k+1}} = \frac{1}{2}(D_{Ak} + D_{Bk}) - (1 - \frac{1}{3k+1}) 2^{t-k-2} \]
\[ = \frac{1}{2}(D_{Ak} + D_{Bk}) - (1 - \frac{1}{3k+1}) 2^{t-k-2} \]
\[ = \frac{3}{4} D_{Ak} + \frac{1}{4} D_{Bk} + \frac{2^{t-k-1}}{3k+1} - (1 - \frac{1}{3k+1}) 2^{t-k-2} \]
\[ = \frac{3}{4} D_{Ak} + \frac{3}{4} D_{Bk} + \frac{1}{3k} - 1) 2^{t-k-2} \]  \hspace{1cm} (G3)

Thus
\[ D_{C_{k+1}} - D_{C_k} = \frac{1}{4}(D_{Ak} - D_{Bk}) + \frac{1}{3k} - 1) 2^{t-k-2} + (1 - \frac{1}{3k}) 2^{t-k-1} \]
\[ \geq \frac{1}{4} \cdot (1 - \frac{1}{3k}) 2^{t-k} + (1 - \frac{1}{3k}) 2^{t-k-2} \]
\[ = 0 \]  \hspace{1cm} (G4)

**Case III: for** \( i_{k+1} = 2 \), note that \( A_{k+1} = O_k, B_{k+1} = C_k \). By symmetry, we have
\[ D_{C_{k+1}} = D_{C_k} \]  \hspace{1cm} (G5)

Thus Eq. (72) holds for all the three case of \( i_{k+1} = 0, 1, 2 \) while \( D_{Ak} \geq D_{Bk} \). By symmetry, it also holds while \( D_{Ak} \leq D_{Bk} \).