Scale-invariant magnetic anisotropy in RuCl$_3$ at high magnetic fields
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In RuCl$_3$, inelastic neutron scattering and Raman spectroscopy reveal a continuum of non-spin-wave excitations that persists to high temperature, suggesting the presence of a spin liquid state on a honeycomb lattice. In the context of

* Email: kmodic@ist.ac.at
the Kitaev model, magnetic fields introduce finite interactions between the elementary excitations, and thus the effects of high magnetic fields – comparable to the spin exchange energy scale – must be explored. Here we report measurements of the magnetotropic coefficient – the second derivative of the free energy with respect to magnetic field orientation – over a wide range of magnetic fields and temperatures. We find that magnetic field and temperature compete to determine the magnetic response in a way that is independent of the large intrinsic exchange interaction energy. This emergent scale-invariant magnetic anisotropy provides evidence for a high degree of exchange frustration that favors the formation of a spin liquid state in RuCl₃.

The Kitaev model [1] has directed the search for quantum spin liquids towards honeycomb networks of transition-metal ions where the exchange interaction is mediated via edge-shared octahedra [2–11]. These systems have spin-anisotropic exchange interactions [12–15], and consequently may host a spin liquid ground state. The recent discovery of fractionalized excitations in RuCl₃ has provided compelling evidence that the Kitaev model can be studied in a real system [3, 6–8].

Kitaev’s model has only one intrinsic energy scale – the spin-anisotropic exchange interaction $J_K$. Therefore in the pure Kitaev model, one should not expect significant changes in its behavior until the temperature is of order the exchange interaction energy $J_K \sim 100$ K [7, 16]. In RuCl₃, the continuum of excitations observed in Raman and neutron scattering experiments survives up to a temperature scale that is comparable to this anisotropic exchange energy [6, 8]. However, it is known that the exchange interactions in RuCl₃ are not purely Kitaev-like, and it becomes unstable due to additional interactions. Indeed, all candidate materials ($\text{(Na, Li)}_2\text{IrO}_3$ and RuCl₃) are prone to antiferromagnetic order in the low-field and low-temperature part of the phase diagram [14, 17–19]. These ordered magnetic states are easily suppressed at temperatures and magnetic fields well below the exchange interaction energy scale [14, 16, 20–24], and recent theoretical studies have explored the possibility of a Kitaev-like spin liquid persisting to high magnetic fields [25, 26]. This calls for studies of Kitaev-like systems over a broad range of temperature and magnetic field
where the underlying Hamiltonian can be studied directly, in the absence of magnetic order.

We use resonant torsion magnetometry to study the magnetic anisotropy of RuCl₃ [27–29].
This technique measures the magnetotropic coefficient $k = \partial^2 F/\partial \theta^2$, where $F$ is the free energy and $\theta$ is the angle of rotation of the magnetic field in the crystal. The magnetotropic coefficient represents a material’s magnetic “rigidity” with respect to rotation in a magnetic field. It is detected as a shift in the natural frequency of a freely suspended cantilever onto which the sample is mounted [29]. RuCl$_3$ orders antiferromagnetically below $T_N \approx 7$ K [22]. However, multiple magnetic transitions were observed in the vicinity of the AFM phase boundary, which were shown to be due to additional domains of AB stacking or multiple monoclinic domains [16, 21, 22]. The high sensitivity of our technique to magnetic anisotropy allows us to overcome the propensity for multiple domains in large samples by measuring $\sim 10$-100 ng crystals of RuCl$_3$ (roughly $10^5$ times smaller than those used in other techniques). Our measurements reveal a single magnetic phase boundary (Figure 1), with no indication of other phase transitions at fields above 10 T.

We first map out the AFM phase boundary to identify the field orientation where the unordered state can be accessed over the broadest field range. Figure 1 shows the magnetic field evolution of the magnetotropic coefficient of RuCl$_3$ at 1.3 K. A sharp jump in the magnetotropic coefficient outlines the anisotropic boundary of the AFM phase in the magnetic field magnitude, field orientation, and temperature phase space. This jump, both in magnetic field scans (Figure 1A) and crystal rotation scans (Figure 4A), is always down upon entry into the ordered state as required for thermodynamic coefficients by Le Chatelier’s principle [29, 30] (supplementary information Section S1). Figure 1C shows a schematic mapping of the AFM phase boundary constructed from additional data taken at multiple temperatures (Section S8). The AFM transition field $B_c$ reaches a minimum of $\sim 10$ T when the field is applied in the honeycomb plane ($\theta = 90^\circ$ in Figure 1), and has a weak in-plane field orientation dependence [31]. $B_c$ increases beyond 30 T as the magnetic field is rotated toward the direction perpendicular to the honeycomb planes (Figure 1B).

For a wide range of field orientations near the honeycomb planes ($90^\circ$ in Figure 1A), we observe a linear-in-field dependence of the magnetotropic coefficient above $B_c$. Therefore, we focus on a subset of angles near the $ab$-plane, where $B_c$ is minimal, in order to study this anomalous behavior in the broadest field range (Figure 2). We note that unlike torque [24], the magnetotropic coefficient does not vanish near the crystallographic directions, allowing
FIG. 2. A) Angle dependence of the magnetotropic coefficient $k$ as a function of magnetic field at $T = 1.3$ K – at low field the system is in the AFM phase. Only some of the curves from Figure 1A are shown for clarity. B) The corresponding field-derivatives of $k$ show saturation once the AFM state is suppressed with magnetic field. C) Similar to the data shown in A, but at a temperature of 20 K—well outside the AFM state. D) The corresponding field-derivatives of the data shown in C, also showing saturation at high magnetic fields. The inset shows the sample mounted on the lever.

Direct measurement of magnetic anisotropy along these directions [29]. Because $k$ is the second angular derivative of the free energy, the linear-in-field dependence of $k$ (Figure 2A & Figure 2C) requires a linear-in-field dependence of the anisotropic part of the free energy itself [29]. Put differently, the field dependence of $k$ captures the anisotropic part of the field-dependent free energy. The anomalous high-field behavior of the free energy in RuCl$_3$ can be seen most clearly in the saturation of the field-derivatives of $k$ at 1.3 K (Figure 2B). This saturation at high fields persists to at least 40 K – well above the Néel temperature (Section S8), indicating that this behavior is not associated with AFM order. The field
at which a crossover from quadratic- to linear-in-field behavior occurs is pushed to higher fields with increasing temperature. This indicates a competition between the energy scales associated with temperature and magnetic field that is already evident in the comparison between the 20 and 40 K data (Figure 2D & Section S8). The fact that this competition is evident at such low fields and temperatures is surprising because of the large intrinsic exchange energy \( J_K \sim 100 \text{ K} \) \( [6, 7, 20] \).

To explore the temperature-field competition, we performed a set of high-field measurements (Section S3) over a broader range of temperatures, with fields up to 64 T applied in the honeycomb plane (Figure 3). At low temperatures, the magnetotropic coefficient increases linearly with magnetic field over the entire field range once magnetic order is suppressed. At higher temperatures, the magnetotropic coefficient becomes linear in the high field limit (Figure 3A). Despite the fact that there are three energy scales in this experiment – temperature, field, and the exchange interaction energy – it appears that the magnetic anisotropy is controlled by temperature and magnetic field alone. To investigate this quantitatively, we plot the intercept \( k_{\text{int}} \), as defined in Figure 3A. This intercept is linear in temperature between 20 and 60 K, shown in Figure 3B. This linearity suggests scaling behavior of the form \( k(T,B)/T = f(\mu_B B/k_B T) \) (Section S5). This scaling is demonstrated in Figure 3C by the collapse of all \( k/T \) vs \( B/T \) curves over the temperature range where linearity occurs in Figure 3B. Above 60 K, we have an insufficient field range to observe the scaling behavior. On the low temperature side, scaling is interrupted by the intrinsic energy scale of approximately 10 K possibly associated with AFM order.

The \( B/T \) scaling of \( k/T \) in high fields is in apparent contradiction to the angle dependence of the magnetotropic coefficient in Figure 4. Panel A shows the angle dependence of \( k \) at 1.3 K. At 7.5 T, as the crystal is rotated, the system is always in the AFM phase and the phase boundary is never crossed. In this regime, the magnetotropic coefficient follows a \( \cos 2\theta \) dependence as expected [29]. At higher fields, rotation in a fixed field causes the system to cross the AFM phase boundary, in accordance with Figure 1C. At 20 K, the AFM phase is suppressed at all angles and magnetic fields, but anisotropy in \( k \) as a function of angle is still observed. The strong deviation from \( \cos 2\theta \) at higher fields reflects nonlinearity in the magnetization as a function of field. When the magnetic field crosses the direction
FIG. 3. A) Pulsed magnetic field measurements of the magnetotropic coefficient up to 64 T, with field applied in the honeycomb planes. At low fields (B \leq 10 T), k is quadratic in field and proportional to (\chi_\parallel - \chi_\perp)B^2, which was used to calibrate the absolute value of k (Section S4). At low temperatures, k is linear-in-field above the AFM transition up to the highest measured field. As temperature is increased, the onset field of the linear behavior increases approximately linearly with temperature. For temperatures above 60 K, 64 T is not sufficient to reach the linear regime. B) The temperature dependence of the zero-field intercept \(k_{int}\) defined in panel A. Each curve is obtained from the zero-field intercept of a linear fit in a 10 T field range around the field value indicated in the legend. In the intermediate temperature range, all curves collapse onto a straight line with zero intercept, indicating the temperature range over which scale-invariant magnetic anisotropy is observed. The saturation behavior at low temperature indicates the low-energy cutoff of the scale-invariance. The deviation from linearity at high temperature indicates the insufficient field range to reach the linear-in-field behavior. C) The magnetotropic coefficient normalized by temperature and plotted versus \(B/T\) shows a collapse of all curves in the temperature range where scaling behavior is expected based on panel B.

perpendicular to the honeycomb planes (\(c^*\) in Figure 4), k exhibits a “spike”, which becomes more prominent as the magnetic field is increased. This spike cannot be produced by an
anisotropic $g$-factor alone [32], but requires exchange interactions that are of order the size of the magnetic field. This is demonstrated by both mean-field calculations (Section S6) and exact diagonalization [32]. The necessity for a relatively large exchange interaction (of order 60 K [32]) sets up an apparent paradox with the data in Figure 3, which suggests a small intrinsic energy scale no greater than 10 K.

Scale-invariance is not foreign to spin systems. For example, Curie’s law for a gas of non-interacting spins is a direct consequence of the competition between the energy scales associated with magnetic field and temperature – the only energy scales in the system [33]. This scale-invariance encapsulates the fact that the thermodynamic behavior is determined entirely by this competition of external energy scales. We find similar scale-invariance in the field and temperature dependence of the magnetotropic coefficient of RuCl$_3$. This is particularly surprising because the exchange interactions in RuCl$_3$ are thought to be quite large based on previous experiments [6, 7, 20] and the angle dependence of $k$ reported here (Section S6). One possible mechanism for this “emergent” scale-invariance is local frustration of the exchange interactions. This can be as simple as competition between different exchange components (e.g. diagonal versus off-diagonal exchange), or it can be a result of frustration between purely anisotropic spins (e.g. the Kitaev interaction). The former is illustrated by our mean-field model: in general, $B/T$ scaling is destroyed by large exchange interactions, but can be restored when the magnitude of different exchange components are fine-tuned (e.g. $\Gamma$ and $J$ or $K$, see Section S5). This is a “classical” picture of magnetic frustration – quantum systems can relieve this frustration by delocalizing their excitations, building long-range correlations between spins and favoring the development of a spin liquid state [34]. These long-range correlations result in slower response times and lower characteristic energy scales. In this sense, the small effective exchange interaction and subsequent scale-invariance provide evidence for a spin liquid state in RuCl$_3$ in a broad field and temperature range.
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FIG. 4.  A) Angle scans of the magnetotropic coefficient, obtained by continuous rotation of the sample, in fixed magnetic fields ranging from 7.5 to 17.5 T. At 7.5 T, the magnetotropic coefficient (the angular derivative of torque \cite{24}) follows the \( \cos 2\theta \) angle dependence expected in the linear response regime \( M_i = \chi_{ij} H_j \). The linear regime allows us to define the field orientations with respect to the principal directions of the magnetic susceptibility tensor. Additionally, this regime allows calibration between the measured frequency shift (left axis) and the absolute value of the magnetotropic coefficient (right axis, Section S4). This is important because the absolute frequency at zero field depends on the elastic properties and the geometry of the cantilever, as well as the position of the sample on the cantilever. At higher magnetic fields, entry into and out of the AFM phase is marked by the sharp jump in \( k \). Together with Figure 1A, these features outline the highly-anisotropic nature of the AFM phase (Figure 1C). B) The angle-dependent magnetotropic coefficient at 20 K – outside of the AFM state. With increasing magnetic field, a spike develops for field near the \( c^* \) direction. Note that the position of the spike shifts with increasing magnetic field, which is due to the increasing importance of the exchange interactions within the honeycomb planes.
SUPPLEMENTARY INFORMATION

S1. THERMODYNAMICS OF THE AFM PHASE BOUNDARY

The magnetotropic coefficient is a second derivative of the free energy and as such, it is a thermodynamic coefficient. Choosing the temperature and the angle of rotation as thermodynamic variables, the entropy and magnetic torque are defined as first derivatives: 
\[ S = -\frac{dF}{dT} \quad \text{and} \quad \tau = \frac{dF}{d\theta}. \]
These thermodynamic coefficients can be written in a matrix,

\[
\begin{pmatrix}
\frac{dS}{dT} \\
\frac{d\tau}{dT}
\end{pmatrix} = 
\begin{pmatrix}
\frac{C}{T} & \left(\frac{\partial S}{\partial \theta}\right)_T \\
\left(\frac{\partial \tau}{T}\right)_\theta & k
\end{pmatrix} 
\begin{pmatrix}
\frac{dT}{d\theta} \\
\frac{d\theta}{d\theta}
\end{pmatrix},
\]

where the off-diagonal terms are magnetocaloric coefficients. Equation S1 implies an Ehrenfest relation between the jump in heat capacity and the jump in the magnetotropic coefficient across a second order phase boundary,

\[ \Delta k = -\frac{\Delta C}{T_c} \left(\frac{dT_c}{d\theta}\right)_B^2, \quad \text{Eq. } S2 \]

where \( (dT_c/d\theta) \) is the change in the transition temperature when the sample is rotated in a fixed magnetic field. Because \( \Delta C \) is always positive, Eq. Eq:ehrenfest requires that the jump in the magnetotropic coefficient is always down as we enter into the broken-symmetry phase.

Figure S5A shows the angle dependence of the magnetotropic coefficient at 1.3 K for fixed magnetic fields (the same data as in Figure 4A of the main text). Figure S5B shows a subset of the field scans from Figure 1A of the main text in order to emphasize the evolution of the jump magnitude (Figure S5C). The angle dependence of the jump indicates a stronger thermodynamic signature of the phase transition near the c-axis, with a maximum occurring at \( \sim 10^\circ \) away – in agreement with the magnetically rotated principal direction of the susceptibility (Section S2). Note that the angle dependence is parametric: \( \Delta k \) is a function
FIG. S5. A) Angle scans of the magnetotropic coefficient at 1.3 K, obtained by continuous rotation of the sample in fixed magnetic fields ranging from 7.5 to 17.5 T. At 7.5 T, the angle dependence of the magnetotropic coefficient is close to the $\cos 2\theta$ behavior expected in the linear response regime. Rotation of the crystal in magnetic fields $\geq 10$ T exhibits transitions into and out of the AFM phase. Entry into the ordered state is observed as a sharp jump down in the magnetotropic coefficient [29]. Together with panel B, these features are used to map out the anisotropic AFM phase boundary (inset of C). B) Field scans of the magnetotropic coefficient at 1.3 K for several field orientations $\theta$, where $\theta$ is determined by a fit to the low-field $\cos 2\theta$ dependence. C) Angle dependence of the jump magnitude at the AFM boundary. As magnetic field is rotated away from the honeycomb planes at $\theta = 90^\circ$, the magnitude of the jump increases and reaches a maximum at $\sim 10^\circ$.

on the surface of the AFM boundary $\Delta k(B_c, T_c, \theta)$ (inset in panel C), where (at fixed $T_c$) $B_c$ itself is a function of $\theta$. By symmetry, $\Delta k(B_c, T_c, \theta)$ must vanish along the symmetry directions in the lattice where the derivative $(\partial T_c/\partial \theta)_B$ on a fixed-field section of the AFM boundary vanishes. This is observed near the honeycomb planes (Figure S5C and inset).
S2. ROTATION OF THE PRINCIPAL MAGNETIC AXES WITH TEMPERATURE AND MAGNETIC FIELD

The monoclinic crystal structure of RuCl$_3$ does not require that the principal components of the susceptibility tensor coalign with the crystallographic axes or with the honeycomb planes. As such, we define $\theta$ using the low-field response of the magnetotropic coefficient, where it has the same principal magnetic axes as the magnetic susceptibility tensor $\chi_{ij}$. In this limit, the magnetotropic coefficient exhibits a $\cos 2\theta$ angle dependence (Figure S6A) that allows us to define three perpendicular principal components of the susceptibility tensor, for example as $a_m$, $b$ and $c_m$ shown schematically in Figure S6C. The monoclinic angle in RuCl$_3$ is perpendicular to the $b$-axis, which allows the other two principal components ($a_m$ and $c_m$) to freely rotate in the $ac$-plane with temperature. In other words, in a monoclinic system, both the magnitudes and the directions of the principle components of $\chi_{ij}$ evolve with temperature. This is observed as a continuous phase shift in the $\cos 2\theta$ angle dependence (gray line in Figure S6A and right axis in Figure S6B). The magnetic axis $b_m$ is required by symmetry to coincide with the crystallographic $b$-axis at all temperatures.

A similar realignment of the magnetic response occurs as we increase the magnetic field. Because the magnetic response is nonlinear at high fields, the angle dependence no longer follows a $\cos 2\theta$ dependence. Instead, one can follow the angle of the maximum in $k$ near the $ab$-plane, which shifts with increasing field (illustrated by the gray line in Figure S7A). This behavior indicates that the magnetic response at high fields is determined entirely by the exchange interactions within the honeycomb planes (i.e., the maximum $k$ for each curve approaches the $ab$-plane as magnetic field increases). Simultaneously, the minimum in the magnetotropic coefficient approaches the $c^*$-axis. The observed phase shift of $\sim 10^\circ$ is qualitatively consistent with the reported monoclinic angle $\beta = 108.8^\circ$ [22] (i.e., the low field direction of $c_m$ is about halfway between the crystallographic $c$-axis and the direction $c^*$ perpendicular to the $ab$-plane).

One would expect that both the amplitude of the magnetic anisotropy and its orientation with respect to the crystal axes to depend on the $\varphi$ plane of rotation, even in the linear
FIG. S6. A) The angle-dependent magnetotropic coefficient at 12 T for temperatures ranging from 5 to 200 K. At 12 T, the magnetotropic coefficient follows a cos 2θ angle dependence at temperatures above the AFM phase. The amplitude of the cos 2θ dependence is directly proportional to the magnetic anisotropy coefficient $\alpha_{ij} = \chi_i - \chi_j$ in the plane of the vibrating lever (left axis in panel B). B) The magnetic anisotropy monotonically increases as the AFM phase is approached at lower temperatures. This is accompanied by a shift in the phase of the cos 2θ angle dependence (right axis), which is a direct consequence of the fact that the principal magnetic axes can rotate due to the monoclinic crystal structure. C) Schematic representation of the crystallographic and principal magnetic axes ($a_m$ and $c_m$) in the monoclinic crystal structure of RuCl₃.

response regime. This is confirmed in Figure S7B for the magnetotropic coefficient normalized by magnetic field for two different planes of rotation. A change in amplitude and a
slight shift in phase are observed because the principal magnetic axes map onto each plane of rotation.

FIG. S7. A) A close-up of the data shown in Figure 4B of the main text to highlight the increasing role of the exchange interactions within the honeycomb plane with increasing magnetic field. B) The angle dependence of the magnetotropic coefficient normalized by magnetic field for rotation in the two azimuthal planes. Both the amplitude and phase of the \( \cos 2\theta \) dependence depend on the \( \phi \) plane of rotation.

S3. RESONANT TORSION MAGNETOMETRY IN PULSED MAGNETIC_FIELDS

Resonant torsion measurements of the magnetotropic coefficient \( k = d^2 F/d\theta^2 \) of the sample rely on the lever being a simple harmonic oscillator,

\[
E = \frac{I}{2} \left( \frac{d\Delta \theta}{dt} \right)^2 + \frac{K}{2} \Delta \theta^2, \quad \omega_0^2 = \frac{K}{I}.
\]  

(S3)

Here, \( \Delta \theta(t) \) is the angle of rotation at the tip of the lever where the sample is attached (Figure S8).

The resonant frequency \( \omega_0^2 = K/I \) of the lever is determined by the bending stiffness \( K \),
FIG. S8. Schematic of a thin bending lever (left) and the Akiyama silicon lever (right) [35]. The thickness of the silicon tip is \( h = 3.7 \, \mu\text{m} \). The dashed wall on the left represents the rigid attachment to the transducer fork.

and moment of inertia \( I \) [29]. A small magnetically anisotropic sample mounted on the tip of the lever introduces an additional energy term,

\[
\delta E_{\text{sample}} = \frac{k}{2} \Delta \theta^2, \tag{S4}
\]

where \( k \) is the magnetotropic coefficient of the sample. This additional energy term is responsible for a small frequency shift [29],

\[
(\omega_0 + \Delta \omega)^2 = \frac{k + K}{I}, \quad \frac{\Delta \omega}{\omega_0} \approx \frac{k}{2K}. \tag{S5}
\]

In the resonant torsion magnetometry measurements, the magnetotropic coefficient is inferred from the resonant frequency shift via Equation S5.

In DC magnetic fields, the frequency shift can be measured with a lock-in amplifier and tracked with a phase-locked loop (PLL), where the driving frequency is adjusted with negative feedback from the phase of the pickup [27–29]. Our existing implementation of the PLL [36] is not fast enough to reliably follow the resonant frequency in pulsed fields, where it shifts by 100’s of Hz over a \( \sim \)10 msec duration of the pulse.

To achieve the necessary resolution of the frequency shift in pulsed field measurements, we analyze the free oscillation of the lever. We ring up the oscillation amplitude by driving the lever close to the resonant frequency and then turn off the driving voltage right before the magnet pulses (Figure S9). The lever oscillates freely throughout the whole duration
FIG. S9. The magnetotropic coefficient of RuCl$_3$ in pulsed fields. A) A piezoelectric-induced voltage during free oscillation of the lever. The lever is driven close to the resonant frequency to achieve a large initial amplitude. The piezoelectric voltage is about 1.5 mV at 100 mV drive and it corresponds to a bending oscillation of about 0.5$^\circ$. The drive voltage is turned off at time $t_1 = 10$ msec (shortly after the start of digital recording). At $t_1$, the amplitude of the pickup voltage is increasing by about 20%. This is because when the drive is turned on, the pickup voltage is a superposition of the piezo voltage and the voltage induced in the wires leading to the lever. Their relative magnitude and phase depends on wiring details and differences in the drive frequency and the natural frequency of the lever. At $t > t_1$, the measured pickup voltage is entirely determined by the piezo voltage on the stressed (by the lever) transducer fork. The magnet pulses 20 msec later, at time $t_2 = 30$ msec. Peak field is reached approximately 8 msec after that at time $t_3 = 38$ msec. B) Zoom-in of the region indicated by the black line in panel A, highlighting the start of the magnet pulse. C) Frequency of the lever oscillations over the duration of the entire pulse. The frequency is obtained by analyzing the Fourier transform of the pickup voltage with a sliding window of 200 $\mu$sec –corresponding to about 10 periods of oscillation. D) Time-evolution of the magnetic field in the multi-shot 65 T magnet system at the NHMFL-pulsed field facility in Los Alamos. E) Field-dependence of the frequency of oscillations obtained by plotting the data in panel C vs the data in panel D. The blue and purple curves show the rising and falling side of the field pulse, respectively.

of the magnet pulse. In the adiabatic limit, the frequency shift closely reflects the static
natural oscillation frequency at an instantaneous value of the magnetic field. As the pulse progresses, the energy dissipation in the lever, sample, and surrounding exchange gas reduce the amplitude of the lever oscillations.

The free evolution of the lever in the magnetic field is governed by

$$\frac{d^2 \Delta \theta}{dt^2} + \omega_0(t)^2 \Delta \theta = 0,$$

where the time dependence of the frequency $\omega_0(t)^2 = (K + k(t))/I$ is a result of the field dependence of the magnetotropic coefficient $k(t) = k(B(t))$ during the pulse $B(t)$. We can check whether we are in the adiabatic limit by calculating the parameter $\alpha$, defined as the relative change of frequency during one period of oscillation, $\alpha = d(\omega_0^{-1})/dt$. In our measurement (Figure 3 of the main text), the frequency $\omega_0(t)$ shifts by about 500 Hz around 50 kHz when the field is pulsed to 65 T over 50 msec (on the falling side of the pulse), therefore $\alpha \approx 5 \times 10^{-6} \ll 1$ and the measurements in Figure 3 of the main text are well within the adiabatic regime.

S4. CALIBRATION OF THE MAGNETOTROPIC COEFFICIENT

To obtain quantitative values for the magnetotropic coefficient (per unit volume, per mol, etc.), one must know the mass of the sample. In this work, the sample masses are all in the range of 10 - 100 ng (Figure S10D) for which we could not obtain a reliable mass measurement. Instead, we use the known magnetic susceptibility (per unit volume) of RuCl$_3$[4, 7, 9, 21]. For small fields (in the linear regime), the magnetotropic coefficient is related to the magnetic susceptibility via $k = B^2(\chi_1 - \chi_2)\cos 2\theta$ where $\chi_{1,2}$ are the two components of the magnetic susceptibility tensor along the two principal directions in the plane of rotation [29].

The data in Figure 3 of the main text has been calibrated as follows. Figure S10C shows the coefficient of proportionality of the frequency shift vs $B^2$ in the low-field limit, which is
FIG. S10. Resonant torsion measurements up to 63 T for temperatures ranging from 1.5 to 150 K. A) The zero-field frequency shift is a result of small (∼ 1%) changes in the elastic stiffness of the lever over the broad temperature range. B) The absolute frequency shift with respect to the zero-field frequency \( \Delta f(B = 0) = 0 \). The vertical axis on the right shows corresponding values of the magnetotropic coefficient (Section S4). C) The low-field (linear regime) coefficient \( a \) of frequency shift vs \( B^2 \), \( \Delta f = a B^2 \). For the (fixed) orientation of the lever in this measurement \( \Delta f = (\chi_1 - \chi_2)B^2 \) where \( \chi_{1,2} \) are the principal components of the magnetic susceptibility. The vertical axis on the right shows the corresponding values of the magnetic anisotropy \( \chi_1 - \chi_2 \) in per-mol units [8]. D) Sample mounted on the lever for field aligned perpendicular to the honeycomb plane.

proportional to \( \chi_1 - \chi_2 \) for rotation out of the plane (when \( \cos 2\theta = 1 \)). At temperatures below 5 K, the magnetic anisotropy \( \chi_1 - \chi_2 \) saturates at \( 24 \times 10^{-3} \) emu/mol = 0.24 J/mol/T² [4, 7, 9, 21]. The measured value of \( df/dB^2 \) is 0.48 Hz/T² and is equivalent to 0.24 J/mol/T² or 1 Hz ↔ 0.5 J/mol/rad² for the data in Figure 3 and Figure S10 (the conversion shown on
the right vertical axes in Figure S10B and Figure S10C). Similarly, this procedure was also used to calibrate the measurements in Figures 1, 2, and 4 of the main text, where \( df/dB^2 \) is 0.46 Hz/T \(^2\) at an angle of \( \theta = 100^\circ \), which yields 1 Hz ↔ 0.49 J/mol/rad\(^2\).

Alternatively, the absolute magnitude of the magnetotropic coefficient \( k \) of the sample can be estimated from Equation S5, which requires the bending stiffness of the fundamental mode of the lever, \( K^{(0)} \). This was calculated in the methods section of Modic et al. [29], and is

\[ K^{(0)} = 180 \text{ nJ}. \]  

At 1 T, we observe a frequency shift of 0.48 Hz at 48 kHz. Using Equation S5, \( k = 2K^{(0)}(\Delta f/f_0) = 3.6 \text{ pJ/rad}^2 \) at 1 T. The sample size is roughly 50 × 70 × 2 \( \mu \text{m}^3 \), and with a density of 3.1 g/cm\(^3\), this yields 26 pmol (per unit cell containing 4 formula units). Thus, the specific (per mol) value of the magnetotropic coefficient is \( k = 3.6 \text{ pJ/rad}^2 / 26 \text{ pmol} = 0.14 \text{ J/mol/rad}^2 \) at 1 T. In the linear regime, where \( k = B^2(\chi_1 - \chi_2) \cos 2\theta \), 0.14 J/mol/rad\(^2\) can be compared to \( k \) obtained from the known value of anisotropy in the magnetic susceptibility of 0.24 J/mol/T\(^2\), leading to \( k = 0.24 \text{ J/mol/rad}^2 \) (because \( B^2 = 1 \text{ T}^2 \) and \( \cos 2\theta = 1 \)). The main sources of uncertainty are the thickness of the sample and the estimated value of \( K^{(0)} \).

Equation S7 describes a rectangular-shaped lever that is uniform along the length, whereas the levers we use in the experiment have a more complex shape.

**S5. FIELD-TEMPERATURE SCALING OF THE MAGNETOTROPIC COEFFICIENT.**

We use a mean-field model to illustrate the effects of exchange interactions on the \( k/T \) versus \( B/T \) scaling. The general Hamiltonian for a system of interacting spins is given by

\[ H = -\mu_B B \cdot \hat{g} \cdot \sum_n \left( \frac{\sigma^n}{2} \right) + \frac{1}{4} \sum_{\langle n,m \rangle} \sigma^n \cdot \hat{J}^{nm} \cdot \sigma^m, \]  

(S8)
where $B$ is the magnetic field, $\hat{g}$ is the $g$–factor tensor, $\hat{J}$ is the exchange matrix, $n$ and $m$ represent different lattice sites, and $\langle n, m \rangle$ are nearest neighbors. We assume uniaxial $g$–factor anisotropy such that

$$\hat{g} = \begin{pmatrix} g_a & 0 & 0 \\ 0 & g_a & 0 \\ 0 & 0 & g_c \end{pmatrix}.$$  \hfill (S9)

Equation S9 is written in the basis of the crystal lattice (e.g. $a$, $b$, and $c^*$, as in Figure 1B of the main text).

FIG. S11. RuCl$_3$ has a planar honeycomb structure, where each Ru ion (blue spheres) is surrounded by Cl octahedra (Cl ions are located at the vertices of the octahedra, two of which are shown with thin black lines). All Cl octahedra in the structure are oriented identically. Two nearest-neighbor Ru ions share two Cl ions, which delineate the common edge shared between the neighboring octahedra. The exchange interaction between the two Ru ions is therefore mediated by two equivalent Cl ions simultaneously – the interference between these two exchange paths is the microscopic basis for stronger spin-anisotropy of the exchange tensor $\hat{J}_{ij}$ on each Ru-Ru bond [12]. Geometrically, these two exchange paths define a rectangular Ru-Cl-Ru-Cl “exchange plaquette”, highlighted here in blue, green, and red. The orientation of the plaquette defines three mutually orthogonal axes: two in the plane of the plaquette and one perpendicular to it. These directions are the principal components of the exchange tensor $J_{ij}$ on each Ru-Ru link, with the one perpendicular to the exchange plaquette describing the Kitaev component. The exchange plaquettes connecting the three nearest neighbors of each Ru ion are mutually orthogonal [12]. Although the Cl octahedron is inversion-symmetric around the center Ru ion, this is not true when considering the three exchange plaquettes around each Ru ion. In particular, under a mirror reflection parallel to the honeycomb planes, the exchange environment on neighboring Ru ions transform into each other. Overall, the exchange Hamiltonian describing the entire honeycomb plane of RuCl$_3$ plane does not have reflection symmetry with respect to the plane parallel to itself unless $J_{ij}$ is isotropic.

We consider spin-1/2’s interacting with spin-anisotropic exchange on the bipartite lattice of
RuCl\textsubscript{3}. Considering any pair of spins – one on each sublattice – the exchange between them across each Ru-Cl-Ru-Cl plaquette (Figure S11) is

\[ \hat{J}_{\text{Ru-Cl-Ru-Cl}} = \begin{pmatrix} J_R & 0 & 0 \\ 0 & J_C & 0 \\ 0 & 0 & J_K \end{pmatrix}, \]

(S10)

where it is important to note that this is not the same basis as Equation S9. Here the three orthogonal directions are along the Ru-Ru link, along the Cl-Cl direction, and the third is perpendicular to the Ru-Cl-Ru-Cl plaquette (see Figure S11). In this basis, \( J_K \) is the “Kitaev” exchange term. Components of the exchange tensor in the \( a, b, c^* \) basis tied to the honeycomb plane can be obtained by rotating \( \hat{J}_{\text{Ru-Cl-Ru-Cl}} \) via \( U_i^\dagger \cdot \hat{J}_{\text{Ru-Cl-Ru-Cl}} \cdot U_i \), where the matrices \( U_i = 1, 2, 3 \) rotate by \( \arccos(1/\sqrt{3}) \approx 55^\circ \) around each of the three Ru-Ru bonds. For each of the three nearest neighbors this yields

\[ \hat{J}_1 = \begin{pmatrix} \frac{2J_K + J_C + J_R}{4} & \frac{2J_K + J_C - 3J_R}{4\sqrt{3}} & \frac{J_K - J_C}{\sqrt{6}} \\ \frac{2J_K + J_C - 3J_R}{4\sqrt{3}} & \frac{2J_K + J_C + 9J_R}{12} & \frac{J_K - J_C}{3\sqrt{2}} \\ \frac{J_K - J_C}{\sqrt{6}} & \frac{J_K - J_C}{3\sqrt{2}} & \frac{J_K + 2J_C}{3} \end{pmatrix}, \]

\[ \hat{J}_2 = \begin{pmatrix} J_R & 0 & 0 \\ 0 & \frac{2J_K + J_C}{3} & \frac{\sqrt{3}(J_C - J_K)}{3} \\ 0 & \frac{\sqrt{3}(J_C - J_K)}{3} & \frac{J_K + 2J_C}{3} \end{pmatrix}, \]

\[ \hat{J}_3 = \begin{pmatrix} \frac{2J_K + J_C + J_R}{4} & -\frac{2J_K + J_C - 3J_R}{4\sqrt{3}} & \frac{J_K - J_C}{\sqrt{6}} \\ -\frac{2J_K + J_C - 3J_R}{4\sqrt{3}} & \frac{2J_K + J_C + 9J_R}{12} & \frac{J_K - J_C}{3\sqrt{2}} \\ \frac{J_K - J_C}{\sqrt{6}} & \frac{J_K - J_C}{3\sqrt{2}} & \frac{J_K + 2J_C}{3} \end{pmatrix}. \]

(S11)

This notation is equivalent to the standard notation used in e.g. Winter et al. [37] where the Heisenberg coupling is \( J \), the Kitaev coupling is \( K \), and the first-order off-diagonal coupling is \( \Gamma \). The two notations are related with \( J_R = J - \Gamma \), \( J_K = J + K \), and \( J_C = J + \Gamma \).

To solve Equation S8 at a mean-field level, we consider the average exchange interaction between a single spin and its three neighbors, which all lie on the other sublattice. This
average exchange is

$$\hat{J}_{\text{ave}} = \frac{1}{3} \left( \hat{J}_1 + \hat{J}_2 + \hat{J}_3 \right)$$

$$= \frac{1}{3} \left( J_R + J_C + J_K \right) \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} + \frac{J_R - J_C}{6} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -2 \end{pmatrix}$$

$$= \frac{1}{3} \begin{pmatrix} J_R + J_C + J_K & 0 & 0 \\ 0 & J_R + J_C + J_K & 0 \\ 0 & 0 & 2(J_C + J_K) \end{pmatrix}.$$  \hfill (S12)

In the notation of Winter \textit{et al.} [37], this is written as

$$\hat{J}_{\text{ave}} = \frac{1}{3} \begin{pmatrix} (3J + K - \Gamma) & 0 & 0 \\ 0 & (3J + K - \Gamma) & 0 \\ 0 & 0 & (3J + K + 2\Gamma) \end{pmatrix}.$$ \hfill (S14)

It is important to note that the approximation of isotropic interactions between nearest-neighbors, which yields Equation S14 and Equation S12, introduces a mirror symmetry in the honeycomb plane that takes $z \rightarrow -z$. The full microscopic Hamiltonian of RuCl$_3$, based on symmetry considerations and defined by exchange Equation S11, lacks this symmetry.

We can now write Equation S8 in a form where a single spin interacts with a mean-field magnetization through the average exchange interaction given in Equation S14:

$$H_{\text{MF}} = -\mu_B B \cdot \hat{g} \cdot \sum_n (\sigma^n/2) + \frac{3}{N\mu_B} \hat{g}^{-1} \cdot M \cdot \hat{J}_{\text{ave}} \cdot \sum_n (\sigma^n/2),$$ \hfill (S15)

where the magnetization $M = N\mu_B \hat{g} \cdot \langle \sigma / 2 \rangle$. This equation can be solved by first calculating the free energy as

$$F = -k_B T \log \left( \text{Tr} e^{-H_{\text{MF}}/k_B T} \right),$$ \hfill (S16)

and then the magnetization as

$$M = -\frac{\partial F}{\partial B}.$$ \hfill (S17)
Equation S17 can then be solved self-consistently by numerical evaluation for the magnetization at any given temperature, magnetic field strength, and magnetic field orientation. This magnetization is then inserted into Equation S16, and the magnetotropic coefficient is calculated as

\[ k = \frac{\partial^2 F}{\partial \theta^2}. \]  

(S18)

**FIG. S12.** The magnetotropic coefficient evaluated for a mean-field model with a $g-$factor and exchange as defined in Equation S15. $k/T$ is plotted as a function of $B/T$, with the magnetic field up to 63.5 T. Perfect scaling is achieved with no exchange interaction (a), but is destroyed by both on and off-diagonal exchange (c and d). The presence of both $K$ and $\Gamma$ restores scaling (b).

**Figure S12** shows the magnetotropic coefficient calculated with this model for different values of the exchange interactions. The temperature range was chosen to coincide with that over which the data scales in Figure 3 of the main text. With no exchange (panel a), only field
and temperature set the scale and thus $k/T$ scales when plotted versus $B/T$ at all fields and temperatures. When a finite $K$ or $\Gamma$ is introduced (panels c and d), however, the scaling is destroyed by the competing energy scale. When both $K$ and $\Gamma$ are present and of comparable magnitude (panel b), the data again scales.

**S6. THE ANGLE-DEPENDENT MAGNETOTROPIC COEFFICIENT**

Figure 4 of the main text reveals a peculiar “spike” in the angle dependence of the magnetotropic coefficient across the $c^*$ direction. In addition, each angle scan has an overall negative “weight” (a finite negative area under $k(\theta)$ over $180^\circ$). Both features strengthen with magnetic field and occur at temperatures both below and above the Néel temperature. In this section, we discuss these features in more detail, as they provide evidence for a thermodynamic singularity in the magnetic free energy of RuCl$_3$ for fields near the $c^*$ direction.

When the plane of rotation of the rotator stage is aligned with the plane of vibration of the lever, the torque $\tau(\theta)$ and the magnetotropic coefficient $k(\theta)$ are related via $\tau(\theta) = \int_{\theta}^{\theta + \pi} d\theta' k(\theta')$. Because $\tau(\theta)$ is a periodic function of $\theta$ (with $180^\circ$ periodicity required by time-reversal symmetry, Section S7), the area under the angle scans of the magnetotropic coefficient over $180^\circ$ range, must be equal to zero $\langle k(\theta) \rangle = (1/\pi) \int_{\theta}^{\theta + \pi} d\theta' k(\theta') = 0$. This is clearly not the case for the data in Figure 4, where the average $\langle k(\theta) \rangle$ over $180^\circ$ has a finite negative value.

The spike at $c^*$ hints at the non-zero $\langle k(\theta) \rangle$: the negative weight could be compensated by a larger (positive) area under the spike in order to recover $180^\circ$ periodicity. This implies that the measured area under the spike is not as large as expected and suggests a slight precession of the magnetic field about an extremely sharp singularity in the free energy at $c^*$. Both the spike and the negative weight independently point to this conclusion.

Using the mean field model from Section S5 we plot the angle dependence of $k$ with and
FIG. S13. The magnetotropic coefficient evaluated for a mean-field model, as a function of angle at $T = 10$ K. The left panel shows the angle dependence of $k$ for $g$-factor anisotropy alone. The large dip near $0^\circ$ is reminiscent of the data shown in Figure 4 of the main text. The spike, however, is only present once exchange interactions are present (right panel).

without exchange interactions (Figure S13). $g$–factor anisotropy alone captures some features of the data but, in particular, does not show a “spike” near $c^*$ for any values of $g_a$ and $g_c$. Introducing a sizable $K$ and $\Gamma$ produces a spike, although it is not possible to reproduce both the scale invariance as a function of field and the spike as a function of angle with the same set of parameters with this model. Note that the spike in the data of Figure 4 of the main text is also significantly narrower than what can be produced with both our mean field model or with a 24-site exact diagonalization [32].

S7. TIME REVERSAL CHECK UP TO 64 T

The magnetic free energy $F(\theta, \varphi)$ in a time-reversal-invariant system must be the same for opposite field orientations. This requires $180^\circ$ periodicity of the angle scans in the plane perpendicular to the honeycomb plane, and $60^\circ$ periodicity for angle scans in the plane parallel to the honeycomb planes. All angle scans at high fields in the plane perpendicular to the honeycomb plane show $180^\circ$ periodicity, indicating time-reversal-invariance in the high field state of RuCl$_3$. We also check this at higher magnetic fields by reversing the pulsed-magnetic-field direction. This is shown in Figure S14, which directly compares the frequency shift for two opposite field orientations in the $ab$-plane. Both at high and low
fields, there is no experimental indication of a deviation from $B \rightarrow -B$ symmetry.

FIG. S14. Tests of time-reversal invariance of the magnetotropic coefficient for fields up to 64 T in the $ab$-plane. Data is taken for the same sample and orientation as Figure 3 of the main text and Figure S10. A) Full field scans at three different temperatures. The inset shows schematically the field orientation. The in-plane orientation of the magnetic field is unknown for the sample in Figure 3 of the main text. B) The field-reversed scan plotted versus the absolute value of magnetic field lays exactly over the positive field scans. C) Zoom-in of the low-field part of panel B.

S8. ADDITIONAL DATA

Here we provide additional data that is used to construct the phase diagram of the AFM order as a function of field, temperature, and angle, shown in Figure 1c of the main text.
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