ON THE LOGARITHMIC EPIPERIMETRIC INEQUALITY FOR THE OBSTACLE PROBLEM
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Abstract. We give three different proofs of the log-epiperimetric inequality at singular points for the obstacle problem. In the first, direct proof, we write the competitor explicitly; the second proof is also constructive, but this time the competitor is given through the solution of an evolution problem on the sphere. We compare the competitors obtained in the different proofs and their relation to other similar results that appeared recently. Finally, in the appendix, we give a general theorem, which can be applied also in other contexts and in which the construction of the competitor is reduced to finding a flow satisfying two differential inequalities.

To Sandro Salsa on the occasion of his 70th birthday

1. Introduction

For any \( u \in H^1(B_1) \), we define the functionals (Weiss’ boundary adjusted energies)

\[
W_0(u) := \int_{B_1} |\nabla u|^2 \, dx - 2 \int_{\partial B_1} u^2 \, dH^{d-1} \quad \text{and} \quad W(u) := W_0(u) + \int_{B_1} u \, dx.
\]

We denote by \( S \) the following class of 2-homogeneous polynomials:

\[
S := \left\{ Q_A : \mathbb{R}^d \to \mathbb{R} : Q_A(x) = x \cdot Ax, \text{ where } A = (a_{ij})_{i,j} \text{ is a symmetric non-negative matrix such that } \text{tr} A = \sum_{i=1}^d a_{ii} = \frac{1}{4} \right\}. \tag{1.1}
\]

Notice that the functional \( W \) is constant on \( S \). We will use the notation

\[
W(S) := W(Q_A) \quad \text{for any } Q_A \in S. \tag{1.2}
\]

This paper is dedicated to the so-called logarithmic epiperimetric inequality, which was first introduced in [4], for the functional \( W \) and the set \( S \), and already found several applications to different variational free boundary problems (see for instance [5], [18], [7], [8]).

Theorem 1 (Log-epiperimetric inequality for \( W \)). There are dimensional constants \( \delta > 0, \varepsilon > 0 \) and \( \gamma \in [0,1) \) such that the following claim holds. For every non-negative function \( c \in H^1(\partial B_1) \), with 2-homogeneous extension \( z \) on \( B_1 \), satisfying

\[
\text{dist}_2(c,S) \leq \delta \quad \text{and} \quad W(z) - W(S) \leq 1,
\]

there is a non-negative function \( h \in H^1(B_1) \) with \( h = c \) on \( \partial B_1 \) satisfying the inequality

\[
W(h) - W(S) \leq (W(z) - W(S)) \left( 1 - \varepsilon |W(z) - W(S)|^\gamma \right). \tag{1.3}
\]

1.1. Epiperimetric and log-epiperimetric inequalities - overview of the known results.

The epiperimetric inequalities are powerful tools in the regularity theory of free boundary problems and minimal surfaces. The concept of an epiperimetric inequality (which is (1.3) with \( \gamma = 0 \)) was first introduced by Reifenberg in [17] in the context of minimal surfaces in the 60s. In the late 90s, Weiss [20] used an epiperimetric inequality approach to study the free boundaries of the obstacle problem.

The Weiss’ epiperimetric inequality was still of the form (1.3), with \( \gamma = 0 \) and for the same energy \( W \), but the set \( S \) defined in (1.1) was replaced by the set of the ‘flat’ blow-up limits

\[
\mathcal{R} = \left\{ Q(x) = \frac{1}{4}(x \cdot \nu)^2, \text{ where } \nu \in \partial B_1 \right\}.
\]
In [20] Weiss used the epiperimetric inequality to prove the $C^{1,\alpha}$ regularity of the ‘flat’ free boundaries. It is now known that the epiperimetric inequality \((1.3)\) with $\gamma = 0$ cannot hold in a neighborhood of the set $S$; this follows from the counterexample to the $C^{1,\alpha}$ regularity of the singular free boundaries given in [11].

There are several other epiperimetric inequalities for free boundary problems in the literature. By using the technique of Weiss, Focardi-Spadaro [13] and Garofalo-Petrosyan-Smit Vega Garcia [15] proved an epiperimetric inequality at the regular points of the thin-obstacle free boundaries. Then, in [19], by using a different (direct) approach, we proved an epiperimetric inequality for the Bernoulli free boundary problems in dimension two.

The log-epiperimetric inequality \((1.3)\) with $\gamma \in [0,1)$ was introduced in our work [4], in collaboration with M. Colombo, where we first proved Theorem 1. The initial idea in [4] was to attack the epiperimetric inequality for $S$ (left open in the work of Weiss [20]) by the direct approach from [19]. As we already mentioned above, this cannot be actually done, but it led to the formulation of the log-epiperimetric inequality \((1.3)\), from which we obtained the $C^{1,\log}$ regularity of the singular part of the free boundary (from where the name logarithmic).

Following the original spirit of [19], our approach in [4] was still direct in the sense that we built the competitor explicitly. We later used this idea to prove a log-epiperimetric inequality at the singular points of the thin-obstacle free boundaries [5]. Constructing explicit competitors has the advantage to provide proofs that use only elementary tools and essentially boils down to constructing sub and supersolutions starting from a trace, which is close to the set $S$. This requires the set $S$ to be known explicitly. On the other hand, one is mainly interested in the case when $S$ is a set of global homogeneous solutions to some free boundary variational problem and the classifications of these solutions is known only for some specific problems.

In [7] and [8], in collaboration with Max Engelstein, we elaborated a different approach to the log-epiperimetric inequality and we constructed the competitor by reparametrizing the solution of an evolution problem on the sphere. Finally, in [6], we exploited some of the ideas from [7] and [8] to give new proofs of the log-epiperimetric inequalities (for the obstacle and the thin-obstacle problems) from [4] and [5], and we showed its relation to a class of parabolic variational inequalities.

1.2. **Aim and organization of the paper.** This paper has several objectives. Our first aim is to provide a different (and hopefully easier) direct proof of Theorem 1. Our new proof (see Section 4) is based on a specific decomposition of the trace inspired by the competitor that we used to prove the constrained Lojasiewicz inequality in [6]. Then, we notice that the competitor built this way in fact simulates the behavior the gradient flow from [6] and so, we give a second proof of Theorem 1 (see Section 5) by using a construction in the spirit of [6].

We explain the ideas behind the two different constructions in Section 7, which can be read independently. Moreover, in order to give our second proof of Theorem 1 we give a new general result in which the construction of the competitor is reduced to finding a flow on the sphere that satisfies two specific inequalities (see Theorem A.1). This general result applies both to the gradient flow from [6] and to the flow from Section 5. It is also intended to facilitate the construction of competitors for other variational problems, for instance, non-local obstacle problems.

1.2.1. **A direct proof of Theorem 1.** In the first three sections we give a direct proof of Theorem 1 in the spirit of [4], but using a different competitor. Section 2 contains the notations and some basic facts about the functional $W$. Section 3 is dedicated to the main estimate that we need in the proof of Theorem 1. In Section 4 we give the proof of the theorem by putting together the estimates from Section 2 and Section 3.

1.2.2. **The constructive approach to Theorem 1.** In Section 5 and Section 6 we give a proof of Theorem 1 based on the definition of a flow on the sphere. Then, we use the estimates from Section 2 and Section 3 to prove that these flows satisfy the condition of Theorem A.1.
1.2.3. Comparison of the direct and the constructive approach. In Section 7 we explain the main ideas behind the direct proofs from Section 4 and 5, and the constructive, gradient flow approach from Sections 6 and 7. This section can be read independently; we only use some of the notations and preliminary results from Section 2.

1.2.4. The general Theorem A.1. In Theorem A.1 we show how to construct a competitor out of a flow defined in $H^1(\partial B_1)$; we prove that competitor satisfies a log-epiperimetric inequality provided that the flow satisfies two main conditions:

- an energy dissipation inequality \((A.3)\), and
- Lojasiewicz inequality \((A.5)\).

This result applies to both the flow from Section 5 and the gradient flow from Section 6; in the first case, the exponent $\gamma$ in the log-epiperimetric inequality \((1.3)\) appears as a consequence of the energy dissipation inequality \((A.3)\), while in the case of the gradient flow (Section 6), the exponent is due to the Lojasiewicz inequality \((A.5)\). In both cases, Theorem A.1 allows to reduce the proof of the log-epiperimetric inequality to verifying that \((A.3)\) and \((A.5)\) hold along the flow.

1.3. Log-epiperimetric inequality and structure of the singular free boundaries.

A consequence of Theorem 1 is the following result on the structure of the singular free boundaries of solutions to the obstacle problem, which we give here for the sake of completeness. We recall that $u : B_1 \rightarrow \mathbb{R}$ is a solution to the obstacle problem (in the unit ball $B_1 \subset \mathbb{R}^d$) if $u \geq 0$ and

$$
\int_{B_1} (\|\nabla u\|^2 + u) \, dx \leq \int_{B_1} (\|\nabla v\|^2 + v) \, dx \quad \text{for every } v \in H^1(B_1)
$$

such that $v \geq 0$ in $B_1$ and $u - v \in H^1_0(B_1)$. (1.4)

We define $\Omega_u := \{u > 0\}$ and the set of singular points

$$
\text{Sing}(\partial \Omega_u) := \left\{ x_0 \in \partial \Omega_u : \lim_{r \to 0} \frac{|B_r(x_0) \cap \Omega_u|}{|B_r|} = 1 \right\}.
$$

Let $u$ be a solution to the obstacle problem. We say that $Q : B_1 \rightarrow \mathbb{R}$ is a blow-up limit of $u$ at $x_0 \in \partial \Omega_u \cap B_1$ (and we write $Q \in BU(u, x_0)$), if there is a sequence $r_n \to 0$ such that

$$
\lim_{n \to \infty} \|u_{r_n, x_0} - Q\|_{L^2(\partial B_1)} = 0 \quad \text{where} \quad u_{r_n, x_0}(x) = \frac{1}{r_n^d} u(x + r_n x).
$$

It is well-known that $x_0 \in \text{Sing}(\partial \Omega_u)$ if and only if $BU(u, x_0) \subset S$ (see, for instance, [2] and [10]). Finally, we define the strata $\text{Sing}_k(\partial \Omega_u)$, for every $k \in \{0, 1, \ldots, d - 1\}$, as

$$
\text{Sing}_k(\partial \Omega_u) := \left\{ x_0 \in \text{Sing}(\partial \Omega_u) : \text{there is } Q_A \in BU(u, x_0) \text{ such that } \dim(\ker A) = k \right\}.
$$

As an immediate consequence of Theorem 1 we obtain Theorem 2 proved in [4]. A finer result on the structure of the singular set (in any dimension) was obtained by Figalli and Serra [11], and more recently, by Figalli, Serra and Ros-Barcode [12].

Theorem 2 (Structure of the singular free boundaries). Let $u : B_1 \rightarrow \mathbb{R}$ be a solution to the obstacle problem \((1.3)\). Then, the following holds.

(i) Uniqueness of the blow-up limit. At every $x_0 \in \text{Sing}(\partial \Omega_u)$, the blow-up limit is unique, that is, there is $Q_{A_{x_0}} \in S$ such that

$$
\lim_{r \to 0} \|u_{r, x_0} - Q_{A_{x_0}}\|_{L^2(\partial B_1)} = 0.
$$

(ii) Rate of convergence of the blow-up sequence. For every $x \in B_1$, there is a ball $B = B_\rho(x)$ and $R > 0$ such that

$$
\|u_{r, x_0} - Q_{A_{x_0}}\|_{L^2(\partial B_1)} \leq C(-\ln r)^{-\delta} \quad \text{for every } x_0 \in \text{Sing}(\partial \Omega_u) \cap B \quad \text{and every } r \leq R.
$$

(iii) Distance between the blow-up limits at different points. For every $x \in B_1$, there is a ball $B_\rho(x)$ such that

$$
\|Q_{A_{y_0}} - Q_{A_{x_0}}\|_{L^2(\partial B_1)} \leq C(-\ln |x_0 - y_0|)^{-\delta} \quad \text{for every } x_0, y_0 \in \text{Sing}(\partial \Omega_u) \cap B_\rho(x).
$$
\((iv)\) Structure of the strata.\(^\ast\) The set \(\text{Sing}_0(\partial \Omega_u)\) is discrete. For every \(1 \leq k \leq d - 1\), there is \(\delta\), depending on \(d\) and eventually on \(k\) such that the following holds.

For every \(x \in \text{Sing}_k(\partial \Omega_u)\), there is a ball \(B_\rho(x) \subset B_1\) such that \(\text{Sing}_k(\partial \Omega_u) \cap B_\rho(x)\) is contained in a \(C^{1,\log}\)-regular \(k\)-dimensional manifold. Precisely, up to a rotation of the coordinate system, there is a \(C^1\) regular function \(\varphi : \mathbb{R}^k \to \mathbb{R}^{d-k}\) such that

\[
\text{Sing}_k(\partial \Omega_u) \cap B_\rho(x) \subset \text{Graph}(\varphi) \cap B_\rho(x),
\]

and \(\nabla \varphi(0) = 0\) and

\[
|\nabla \varphi(x'_0) - \nabla \varphi(y'_0)| \leq C( - \ln |x'_0 - y'_0|)^{-\delta} \quad \text{for every } x'_0, y'_0 \in \mathbb{R}^k \cap B_\rho(x).
\]

Proof. The claims (i) and (ii) follow by the log-epiperimetric inequality ([1,3]) and a standard general procedure, which we explain in the appendix (Proposition [3.1]) for the sake of completeness. The claim (iii) follows directly from (ii), while (iv) is a consequence of (iii) and a Whitney extension theorem (see, for instance, [9]). \(\square\)
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2. Preliminaries

In this section we prove some preliminary results about the energy \(W\) (Section 2.1) and we recall some basic facts about the decomposition in spherical harmonics (Section 2.2) that we use in the construction of the competitors for the log-epiperimetric inequality.

2.1. Properties of the Weiss’ boundary adjusted energy. In the direct proof of Theorem 1 (see Section 4) we will use only Lemma 2.1, Lemma 2.2, and Corollary 2.3. Lemma 2.4 will be used in the second proof, given in Section 5.

Lemma 2.1 (W and \(W_0\)). Let \(u \in H^1(B_1)\) and \(Q \in S\). Then

\[
W_0(u - Q) = W(u) - W(Q).
\]

Proof. We compute

\[
W_0(u - Q) = \int_{B_1} |\nabla (u - Q)|^2 - 2 \int_{\partial B_1} (u - Q)^2 d\mathcal{H}^{d-1}
\]

\[
= W_0(u) + W_0(Q) - 2 \left( \int_{B_1} \nabla u \cdot \nabla Q dx - 2 \int_{\partial B_1} uQ d\mathcal{H}^{d-1} \right)
\]

\[
= W_0(u) + W_0(Q) + 2 \int_{B_1} u \Delta Q dx
\]

\[
= W_0(u) + W_0(Q) + \int_{B_1} u dx = W(u) - W(Q),
\]

where we integrated by parts and, in the last line, we used the identity

\[
W_0(Q) = \int_{B_1} |\nabla Q|^2 dx - 2 \int_{\partial B_1} Q^2 d\mathcal{H}^{d-1} = - \int_{B_1} Q \Delta Q dx = - \frac{1}{2} \int_{B_1} Q dx,
\]

so that \(W(Q) = W_0(Q) + \int_{B_1} Q dx = \frac{1}{2} \int_{B_1} Q dx = - W_0(Q)\). \(\square\)

The following simple lemma will be fundamental in both proofs so we collect it here.

Lemma 2.2 (Slicing Lemma). Let \(u = u(r, \theta) \in H^1(B_1)\). Then, computing the energy \(W_0(r^2 u)\) of the function written in polar coordinates as \((r, \theta) \mapsto r^2 u(r, \theta)\), we obtain

\[
W_0(r^2 u) = \int_0^1 r^{d+1} \int_{\partial B_1} (|\nabla_{\theta} u|^2 - 2d u^2) \, d\theta \, dr + \int_0^1 r^{d+3} \int_{\partial B_1} |\partial_r u|^2 \, d\theta.
\]
In particular, if we set
\[ F(\phi) := \int_{\partial B_1} (|\nabla_{\theta} \phi|^2 - 2d \phi^2 + \phi) \, d\mathcal{H}^{d-1}, \]
we have the equality
\[ W(r^2 u) = \int_0^1 F(u(r, \cdot)) r^{d+1} \, dr + \int_0^1 r^{d+3} \int_{\partial B_1} |\partial_r u|^2 \, d\mathcal{H}^{d-1} \, dr. \]
(2.4)

Finally, if \( u(r, \theta) = r^\varepsilon c(\theta) \), then
\[ W_0(r^2 + \varepsilon c(\theta)) = \frac{1}{d + 2\alpha - 2} \int_{\partial B_1} (|\nabla_{\theta} c|^2 - 2d \varepsilon c^2) \, d\theta + \frac{(\alpha - 2)^2}{d + 2\alpha - 2} \int_{\partial B_1} c^2 \, d\theta, \]
(2.5)
where \( \alpha = 2 + \varepsilon \) and \( \varepsilon \geq 0 \).

Proof. Setting \( \theta \in \partial B_1 \), \( d\theta = d\mathcal{H}^{d-1} \), we calculate for a function \( u = u(r, \theta) \)
\[ W_0(r^2 u) = \int_0^1 \int_{\partial B_1} (|2ru + r^2 \partial_r u|^2 + r^2 |\nabla_{\theta} u|^2) \, d\theta \, dr - 2 \int_{\partial B_1} u^2 \, d\theta 
= \int_0^1 \int_{\partial B_1} (2r^2 u^2 + 2r^4 |\partial_r u|^2 + 2r^3 \partial_r (u^2) + r^2 |\nabla_{\theta} u|^2) \, d\theta \, dr - 2 \int_{\partial B_1} u^2 \, d\theta 
= \int_0^1 \int_{\partial B_1} (4r^2 u^2 + 2r^4 |\partial_r u|^2 - 2(d+2) r^2 u^2 + r^2 |\nabla_{\theta} u|^2) \, d\theta \, dr 
= \int_0^1 r^{d+1} \int_{\partial B_1} (|\nabla_{\theta} u|^2 - 2du^2) \, d\theta \, dr + \int_0^1 r^{d+3} \int_{\partial B_1} |\partial_r u|^2 \, d\theta \, dr, \]
which is precisely (2.2). The identity (2.4) follows from (2.2) by the formula
\[ \int_{\partial B_1} u \, dx = \int_0^1 \int_{\partial B_1} u \, d\mathcal{H}^{d-1} \, dr. \]

Finally, equation (2.5) directly follows from (2.2) by integrating in \( r \). \( \square \)

Corollary 2.3 (Decomposition of the energy). Suppose that \( z_1, z_2 \in H^1(B_1) \) are of the form \( z_j(r, \theta) = r^2 g_j(r) c_j(\theta), \) for \( j = 1, 2 \), where the traces \( c_1, c_2 \in H^1(\partial B_1) \) are orthogonal on the sphere in the following sense:
\[ \int_{\partial B_1} c_1 c_2 \, d\theta = \int_{\partial B_1} \nabla_{\theta} c_1 \cdot \nabla_{\theta} c_2 \, d\theta = 0. \]
(2.6)

Then, we have
\[ W_0(z_1 + z_2) = W_0(z_1) + W_0(z_2) \quad \text{and} \quad W(z_1 + z_2) = W(z_1) + W(z_2). \]
(2.7)

Proof. It is sufficient to apply the formulas (2.2) and (2.4), and then use (2.6). \( \square \)

The next lemma is essentially the identity (2.4) from the Slicing Lemma for competitors defined by reparametrization of the radial coordinate. We will use the following notation:
\[ \nabla F(\phi) = -2\Delta_{\partial B_1} \phi - 4d\phi + 1 \quad \text{for} \quad \phi \in H^2(\partial B_1), \]
(2.8)
\[ \psi \cdot \nabla F(\phi) = \int_{\partial B_1} \psi(-2\Delta_{\partial B_1} \phi - 4d\phi + 1) \, d\mathcal{H}^{d-1} \quad \text{for} \quad \phi \in H^2(\partial B_1) \quad \text{and} \quad \psi \in L^2(\partial B_1). \]

Lemma 2.4 (The slicing lemma reparametrized). Suppose that \( \psi : [0, +\infty) \rightarrow H^2(\partial B_1) \) is a function such that
\[ \psi \in C^1((0, +\infty); L^2(\partial B_1)) \cap C^0([0, +\infty); H^1(\partial B_1)) \cap C^0((0, +\infty); H^2(\partial B_1)), \]
and let \( T \in (0, +\infty] \). We define \( \varphi : [0, +\infty) \rightarrow H^2(\partial B_1) \) as
\[ \varphi(t) := \psi(t) \quad \text{if} \quad t \in [0, T), \quad \varphi(t) := \psi(T) \quad \text{if} \quad t \geq T. \]
and the function \( u : B_1 \to \mathbb{R} \) as
\[
u(r, \theta) = \varphi(-\kappa \ln r, \theta),
\]
where \( \kappa > 0 \) is fixed. Then, we have
\[
W(r^2 u) = \frac{1}{\kappa} \int_0^\infty \mathcal{F}(\varphi(t)) e^{-\frac{t(d+2)}{\kappa}} dt + \kappa \int_0^\infty \| \varphi'(t) \|_{L^2(\partial B_1)}^2 e^{-\frac{t(d+2)}{\kappa}} dt,
\]
and also
\[
W(r^2 u) = \frac{\mathcal{F}(\varphi(0))}{d+2} + \int_0^T \left( \frac{1}{d+2} \nabla \mathcal{F}(\varphi(t)) \cdot \varphi'(t) + \kappa \| \varphi'(t) \|_{L^2(\partial B_1)}^2 \right) e^{-\frac{t(d+2)}{\kappa}} dt.
\]
In particular, if \( \varphi \) is constant in \( t \), then
\[
W(r^2 u) = \frac{\mathcal{F}(\varphi(0))}{d+2}.
\]

**Proof.** Using the identity (2.4) and the change of variables \( t = -\kappa \ln r \), we compute
\[
W(r^2 u) = \int_0^1 \mathcal{F}(u(r)) r^{d+1} dr + \int_0^1 r^{d+3} \int_{\partial B_1} |\partial_r u|^2 dH^{d-1} dr
\]
\[
= \int_0^1 \mathcal{F}(\varphi(-\kappa \ln r)) r^{d+1} dr + \int_0^1 \kappa^2 r^{d+1} \| \varphi'(-\kappa \ln r) \|_{L^2(\partial B_1)}^2 dr
\]
\[
= \frac{1}{\kappa} \int_0^\infty \mathcal{F}(\varphi(t)) e^{-\frac{t(d+2)}{\kappa}} dt + \kappa \int_0^\infty \| \varphi'(t) \|_{L^2(\partial B_1)}^2 e^{-\frac{t(d+2)}{\kappa}} dt.
\]
Now, by the definition of \( \psi \), we get
\[
W(r^2 u) = \frac{1}{\kappa} \int_0^T \mathcal{F}(\psi(t)) e^{-\frac{t(d+2)}{\kappa}} dt + \frac{1}{\kappa} \int_T^\infty \mathcal{F}(\psi(T)) e^{-\frac{T(d+2)}{\kappa}} dt + \kappa \int_0^T \| \psi'(t) \|_{L^2(\partial B_1)}^2 e^{-\frac{T(d+2)}{\kappa}} dt
\]
\[
= \frac{1}{\kappa} \int_0^T \mathcal{F}(\psi(t)) e^{-\frac{t(d+2)}{\kappa}} dt + \mathcal{F}(\psi(0)) e^{-\frac{T(d+2)}{\kappa}} + \kappa \int_0^T \| \psi'(t) \|_{L^2(\partial B_1)}^2 e^{-\frac{T(d+2)}{\kappa}} dt.
\]
Now, an integration by parts gives
\[
\frac{1}{\kappa} \int_0^T \mathcal{F}(\psi(t)) e^{-\frac{t(d+2)}{\kappa}} dt = \frac{1}{d+2} \int_0^T \psi'(t) \cdot \nabla \mathcal{F}(\psi(t)) e^{-\frac{t(d+2)}{\kappa}} dt + \mathcal{F}(\psi(0)) e^{-\frac{T(d+2)}{\kappa}} - e^{-\frac{T(d+2)}{\kappa}} \mathcal{F}(\psi(T))
\]
which concludes the proof. \( \Box \)

2.2. **Spectrum of the spherical Laplacian.** Let \( 0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_j \leq \cdots \) be the eigenvalues (counted with multiplicity) of the spherical Laplace-Beltrami operator and \( \{ \phi_j \}_{j \geq 1} \) be the corresponding family of eigenfunctions, that is the solutions of
\[
-\Delta_{S^{d-1}} \phi_j = \lambda_j \phi_j \quad \text{on} \quad S^{d-1}, \quad \int_{S^{d-1}} \phi_j^2(\theta) d\theta = 1.
\]
Then, for any fixed \( i, j \in \mathbb{N} \), we have
\[
\int_{\partial B_1} \phi_i \phi_j d\theta = \delta_{ij} \quad \text{and} \quad \int_{\partial B_1} \nabla_{\theta} \phi_i \cdot \nabla_{\theta} \phi_j d\theta = \lambda_i \delta_{ij}.
\]
It is well known that the eigenfunctions of the Spherical Laplacian on \( S^{d-1} \) are in fact the traces of homogeneous harmonic polynomials in \( \mathbb{R}^d \). In fact, for a given \( \alpha \geq 0 \), it is immediate to check that a function \( \phi : \partial B_1 \to \mathbb{R} \) is an eigenfunction corresponding to the eigenvalue
\[
\lambda(\alpha) := \alpha(\alpha + d - 2),
\]
if and only if, its \( \alpha \)-homogeneous extension \( \varphi(r, \theta) = r^{\alpha} \phi(\theta) \) is harmonic in \( B_1 \). We will denote by \( \alpha_j \) the homogeneity corresponding to the eigenvalue \( \lambda_j \), that is, we have \( \lambda_j = \lambda(\alpha_j) = \alpha_j(\alpha_j + d - 2) \).
\[
\lambda_j = \lambda(\alpha_j) = \alpha_j(\alpha_j + d - 2).
\]
Notice that, since the homogeneous harmonic functions in $\mathbb{R}^d$ are polynomials, we have that $\alpha_j \in \mathbb{N}$. Thus, we can easily identify the eigenvalues and the eigenfunctions of the spherical Laplacian corresponding to the first few elements of the spectrum. Precisely, we have that:

- $\alpha_1 = \lambda_1 = 0$ and the corresponding eigenfunction is the constant $\phi_1 = |\partial B_1|^{-1/2} = (d\omega_d)^{-1/2}$.
- $\lambda_2 = \cdots = \lambda_{d+1} = d - 1$, the corresponding homogeneity is $\alpha_2 = \cdots = \alpha_{d+1} = 1$, while the eigenspace coincides with the $(d$-dimensional) space of linear functions in $\mathbb{R}^d$.
- $\lambda_{d+2} = \cdots = \lambda_{d(d + 3)/2} = 2d$, the corresponding homogeneity is $\alpha_{d+2} = \cdots = \alpha_{d(d + 3)/2} = 2$; the corresponding eigenspace $E_{2d}$ is generated by the (restrictions to $S^{d-1}$ of the) 2-homogeneous harmonic polynomials:

$$E_{2d} = \{Q_A: \mathbb{R}^d \to \mathbb{R} : Q_A(x) = x \cdot Ax, \ A \text{ symmetric with } \text{tr}A = 0\}.$$

In particular, if $Q \in S$ is an admissible singular blow-up limit, then $Q$ is of the form

$$Q(x) = \frac{1}{4d} |x|^2 + Q_A(x) \quad \text{for some harmonic polynomial } Q_A \in E_{2d}. $$

Finally, if $j > \frac{d(d+3)}{2}$ (that is $\lambda_j > 2d$), then the corresponding homogeneity is at least 3 and so $\lambda_j \geq 3(3 + d - 2) = 3(d + 1)$.

### 2.3. Decomposition of the trace and energy of the 2-homogeneous extension.

Let $c$ be as in Theorem 1. Throughout the rest of the paper we will use the same decomposition of the trace with the same notation. We will denote by $Q \in S$ the projection of $c$ on the set of critical points $S$ given in (1.1). Precisely, $Q$ realizes the minimum

$$\text{dist}_2(c, S) := \min \{ \| c - Q \|_{L^2(\partial B_1)} : Q \in S \}. $$

We now decompose the function $c - Q \in H^1(\partial B_1)$ in Fourier series as

$$c(\theta) - Q(\theta) = \sum_{j=1}^{\infty} c_j \phi_j(\theta)$$

where $c_j$ are the Fourier coefficients

$$c_j := \int_{\partial B_1} \left( c(\theta) - Q(\theta) \right) \phi_j(\theta) \, d\theta. \quad (2.14)$$

Finally, we will write $c : \partial B_1 \to \mathbb{R}$ as

$$c = Q + \eta_+ + \eta_0 + \eta_-, \quad (2.15)$$

where the functions $\eta_+, \eta_0$ and $\eta_-$ (defined on $\partial B_1$) are given by

$$\eta_- := \sum_{j: \alpha_j < 2} c_j \phi_j, \quad \eta_0 := \sum_{j: \alpha_j = 2} c_j \phi_j \quad \text{and} \quad \eta_+ := \sum_{j: \alpha_j > 2} c_j \phi_j.$$

### 2.4. Energy of the 2-homogeneous extension $z$.

In terms of the decomposition (2.15), 2-homogeneous extension of $c(\theta)$ can be written as:

$$z(r, \theta) = r^2 c(\theta) = Q(r\theta) + r^2 \eta_-(\theta) + r^2 \eta_0(\theta) + r^2 \eta_+(\theta), \quad (2.16)$$

where we recall that $Q \in S$ is 2-homogeneous:

$$Q(r\theta) = r^2 Q(\theta) \quad \text{for every } r > 0 \quad \text{and} \quad \theta \in \partial B_1. $$

Notice that the functions $\eta_-, \eta_0$ and $\eta_+$ are orthogonal on the sphere in the sense that

$$\int_{\partial B_1} \eta_i(\theta) \eta_j(\theta) \, d\theta = \int_{\partial B_1} \nabla \eta_i(\theta) \cdot \nabla \eta_j(\theta) \, d\theta = 0 \quad \text{whenever} \quad i \neq j \in \{+,-,0\}. $$

Thus, by Lemma 2.1 and Corollary 2.3 we can compute the term in the right-hand side of the log-epiperimetric inequality in terms of $\eta_+, \eta_0$ and $\eta_-$.

$$W(z) - W(Q) = W_0(z - Q) = W_0(r^2 \eta_-(\theta)) + W_0(r^2 \eta_0(\theta)) + W_0(r^2 \eta_+(\theta)). \quad (2.17)$$
3. THE BEST DIRECTION AND A LOJASIEWICZ-TYPE INEQUALITY

Let \( c = Q + \eta_+ + \eta_0 + \eta_- \) be as in Section 2.4. Let \( M \) be the maximum of the negative part of \( \eta_- + \eta_0 + Q \), that is,

\[
M := \max_{\theta \in \partial B_1} \left\{ -\eta_- (\theta) - \eta_0 (\theta) - Q(\theta) \right\}.
\] (3.1)

We define the functions \( h_2 : \partial B_1 \to \mathbb{R} \) and \( h_\alpha : \partial B_1 \to \mathbb{R} \) as

\[
h_2 := Q + \eta_- + \eta_0 + 8dM \left( \frac{1}{4d} - Q \right) \quad \text{and} \quad h_\alpha := \eta_- - 8dM \left( \frac{1}{4d} - Q \right).
\] (3.2)

The role of the correction term \( 8dM \left( \frac{1}{4d} - Q \right) \) will be explained in Section 7.1. In the lemma below we gather the key estimates, which we will use in both proofs of Theorem 1, the one based on the direct construction of the competitor (Section 4) and the one based on the definition of a flow and a Lojasiewicz-type inequality (Section 5).

**Lemma 3.1 (Key Estimate).** Let \( c, Q, \eta_-, \eta_0, \eta_+, M, h_2 \) and \( h_\alpha \) be as above:

\[
c(\theta) = Q(\theta) + \eta_- (\theta) + \eta_0 (\theta) + \eta_+ (\theta) = h_2 (\theta) + h_\alpha (\theta), \quad \theta \in \partial B_1.
\]

Then, there is a dimensional constant \( \delta > 0 \) such that the following holds. If

\[
\| c - Q \|_{L^2(\partial B_1)} \leq \delta,
\]

then we have:

(i) \( h_2 (\theta) \geq 0 \) for every \( \theta \in \partial B_1 \).

(ii) there is a dimensional constant \( C_d > 0 \) such that

\[
M^{d+1} \leq C_d \| \eta_+ \|_{L^2(\partial B_1)}^2.
\] (3.3)

(iii) for every \( t \in \mathbb{R} \), we have the following identities:

\[
h_\alpha \cdot \nabla F (h_2 + th_\alpha) = 2t \int_{\partial B_1} \left( |\nabla \eta_+|^2 - 2d \eta_+^2 \right) d\theta,
\] (3.4)

\[
F (h_2 + th_\alpha) = F (Q) + \int_{\partial B_1} \left( |\nabla \eta_-|^2 - 2d \eta_-^2 \right) d\theta + t^2 \int_{\partial B_1} \left( |\nabla \eta_+|^2 - 2d \eta_+^2 \right) d\theta,
\] (3.5)

where we recall that \( F \) and \( \nabla F \) are given by (2.8) and (2.8).

**Proof.** We start by proving (i).

Notice that there is a dimensional constant \( C_d \) such that

\[
\| \phi_j \|_{L^\infty(\partial B_1)} + \| \nabla \phi_j \|_{L^\infty(\partial B_1)} \leq C_d \quad \text{for every} \ j \in \mathbb{N} \quad \text{such that} \ \alpha_j \leq 2d.
\]

Now, since by definition

\[
\eta_- (\theta) + \eta_0 (\theta) = \sum_{j : \alpha_j \leq 2d} c_j \phi_j (\theta),
\]

we can find another dimensional constant \( C > 0 \) such that

\[
\| \eta_- + \eta_0 \|_{L^\infty} \leq \sum_{j : \alpha_j \leq 2d} |c_j| \| \phi_j \|_{L^\infty(\partial B_1)}
\]

\[
\leq C \left( \sum_{j : \alpha_j \leq 2d} c_j^2 \right)^{1/2} = C \| \eta_- + \eta_0 \|_{L^2(\partial B_1)} \leq C \| c - Q \|_{L^2(\partial B_1)},
\]

where we recall that

\[
\| c - Q \|_{L^2(\partial B_1)} = \| \eta_- + \eta_0 + \eta_+ \|_{L^2(\partial B_1)}.
\]
We now choose $\delta > 0$ such that $4C\delta \leq \frac{1}{4d}$. We next show that $h_2 \geq 0$ on each of the sets

$$\{ \theta \in \partial B_1 : Q(\theta) \geq 2C\delta \} \quad \text{and} \quad \{ \theta \in \partial B_1 : Q(\theta) \leq 2C\delta \}.$$ 

Indeed, we have the following two cases.

- Consider the set $\{Q \geq 2C\delta\} \subset \partial B_1$. We first notice that

$$\eta_- + \eta_0 + \frac{1}{2}Q \geq 0$$

on this set. Indeed, for any $\theta \in \{Q \geq 2C\delta\}$, we have

$$\eta_- (\theta) + \eta_0 (\theta) + \frac{1}{2}Q(\theta) \geq -\|\eta_- + \eta_0\|_{L^\infty(\partial B_1)} + \frac{1}{2}Q(\theta) \geq -C\|c - Q\|_{L^2(\partial B_1)} + C\delta \geq 0.$$ 

We now decompose $h_2$ as follows:

$$h_2 = \left( \eta_- + \eta_0 + \frac{1}{2}Q \right) + 2M + Q \left( \frac{1}{2} - 8dM \right),$$

where the first and the second terms are nonnegative. In order to prove that also the third one is nonnegative, we notice that since $Q \geq 0$, we have

$$M \leq \|\eta_- + \eta_0\|_{L^\infty(\partial B_1)} \leq C\delta,$$

so, by the choice of $\delta$,

$$\frac{1}{2} - 8dM \geq \frac{1}{2} - 8dC\delta = 2d \left( \frac{1}{4d} - 4C\delta \right) \geq 0.$$ 

This concludes the first part of the proof of (i).

- Consider the set $\{Q \leq 2C\delta\} \subset \partial B_1$. We have that

$$h_2 = \eta_- + \eta_0 + Q + 8dM \left( \frac{1}{4d} - Q \right) \geq \eta_- + \eta_0 + Q + 8dM \left( \frac{1}{4d} - 2C\delta \right) \geq \eta_- + \eta_0 + Q + M \geq 0,$$

where the last inequality is due to the choice (1.1) of $M$. This concludes the proof of (i).

Next we prove (ii). We set for simplicity

$$P := \eta_- + \eta_0 + Q$$

and we notice that $P$ is a polynomial of degree two (a linear combination of eigenfunctions corresponding to eigenvalues $\leq 2d$). We claim that there is a dimensional constant $L$ such that $\|\nabla P\|_{L^\infty(\partial B_1)} \leq L$. Indeed, reasoning as in the proof of (i), we have that there is a dimensional constant $C_d$ such that

$$\|\nabla \phi_\theta \eta_- + \nabla \phi_\theta \eta_0\|_{L^\infty(\partial B_1)} \leq \sum_{j: \alpha_j \leq 2d} |c_j| \|\nabla \phi_j\|_{L^\infty(\partial B_1)} \leq C_d \left( \sum_{j: \alpha_j \leq 2d} c_j^2 \right)^{1/2} = C_d \|\eta_- + \eta_0\|_{L^2(\partial B_1)} \leq C_d \|c - Q\|_{L^2(\partial B_1)} \leq C_d \delta.$$ 

On the other hand, by the definition of $\mathcal{S}$ (see (1.1)), $Q$ is of the form

$$Q(x) = x \cdot Ax \quad \text{for a nonnegative symmetric matrix} \quad A \quad \text{with} \quad \text{tr} A = \frac{1}{4}.$$ 

Thus, for the gradient of $Q$, we have

$$\|\nabla Q\|_{L^\infty} = \sup_{x \neq 0} \frac{2|Ax|}{|x|} \leq 2 \text{tr} A = \frac{1}{2}.$$ 

In particular,

$$\|\nabla \theta P\|_{L^\infty(\partial B_1)} \leq C_d \delta + \frac{1}{2}.$$
Now, since $Q$ is non-negative and $\eta_- + \eta_0$ is small, we have that the negative part $\inf \{P, 0\}$ is also small. Precisely,
\[
M = \| \inf \{P, 0\} \|_{L^\infty(\partial B_1)} \leq \|\eta_- + \eta_0\|_{L^\infty(\partial B_1)} \leq C\delta.
\]
Since the function $\inf \{P, 0\} : \partial B_1 \to \mathbb{R}$ is $L$-Lipschitz and is small (in $L^\infty(\partial B_1)$), we can deduce that there is a dimensional constant $C_d > 0$ such that
\[
\| \inf \{P, 0\} \|^2_{L^2(\partial B_1)} \geq C_d \frac{M^{d-1}}{L'} M^2 = C_d L^{-d+1} \| \inf \{P, 0\} \|_{L^\infty(\partial B_1)}^{d+1} = C_d L^{-d+1} M^{d+1},
\]
where the first inequality follows from Lemma 3.2. Indeed, let $F : \mathbb{R}^{d-1} \to \mathbb{R}$ be the function $\inf \{P, 0\}$ written in local coordinates around the point, where its maximum is achieved on the sphere. In this local chart, we can use Lemma 3.2 to estimate the integral of $F^2$ over $B_R$, where $R := \frac{1}{M} \| \inf \{P, 0\} \|_{L^\infty}$. On the other hand, the trace $c : \partial B_1 \to \mathbb{R}$ is non-negative:
\[
c(\theta) := P(\theta) + \eta_+(\theta) \geq 0 \quad \text{for every } \theta \in \partial B_1.
\]
Thus, necessarily,
\[
-\inf \{P, 0\} \leq |\eta_+| \quad \text{on } \partial B_1,
\]
and so,
\[
C_d L^{-d+1} M^{d+1} \leq \| \inf \{P, 0\} \|^2_{L^2(\partial B_1)} \leq \|\eta_+\|^2_{L^2(\partial B_1)},
\]
which (since $L$ is a dimensional constant) gives (3.3).

Finally we prove (iii). We start with computing $\nabla F(h_2)$. First, we notice that, since $Q \in S$, it is a solution to the PDE
\[
\nabla F(Q) = -2\Delta Q - 4dQ + 1 = 0.
\]
(3.6)
As a consequence of (3.6) and the definition of $\eta_0$, we have that both $\eta_0$ and $\left(\frac{1}{4d} - Q\right)$ are eigenfunctions of the spherical Laplacian, corresponding to the eigenvalue $2d$, that is,
\[
-\Delta Q_{\partial B_1} \eta_0 - 2d\eta_0 = -\Delta Q_{\partial B_1} \left(\frac{1}{4d} - Q\right) - 2d\left(\frac{1}{4d} - Q\right) = 0.
\]
(3.7)
Thus, we have
\[
\nabla F(h_2) = -2\Delta h_2 + 4dh_2 + 1 = -2\Delta h_2 - 4d\eta_-.
\]
Analogously, we compute $\nabla F(h_\alpha)$. Indeed, we have
\[
\nabla F(h_\alpha) = -2\Delta h_\alpha - 4dh_\alpha
\]
\[
= -2\Delta \left(\eta_+ - 8dM \left(\frac{1}{4d} - Q\right)\right) - 4d \left(\eta_+ - 8dM \left(\frac{1}{4d} - Q\right)\right)
\]
\[
= -2\Delta \eta_+ - 4d\eta_+
\]
where in the last equality we used again (3.7).

In order to compute $h_\alpha \cdot \nabla F(h_2 + t h_\alpha)$, we first write $h_\alpha$ in the form
\[
h_\alpha = \eta_+ + \tilde{\eta}_0 \quad \text{where} \quad \tilde{\eta}_0 := -8dM \left(\frac{1}{4d} - Q\right),
\]
and we notice that by (3.7), $\tilde{\eta}_0$ is a $(2d)$-eigenfunction of the spherical Laplacian. Using the definition of $\nabla F$ (2.8) and the fact that $\nabla F(Q) = 0$ (3.6), we compute
\[
h_\alpha \cdot \nabla F(h_2 + t h_\alpha) = (\eta_+ + \tilde{\eta}_0) \cdot \nabla F(Q + \eta_- + \eta_0 - \tilde{\eta}_0 + t \eta_+ + t \tilde{\eta}_0)
\]
\[
= (\eta_+ + \tilde{\eta}_0) \cdot \nabla F(\eta_- + \eta_0 - \tilde{\eta}_0 + t \eta_+ + t \tilde{\eta}_0)
\]
\[
= (\eta_+ + \tilde{\eta}_0) \cdot \left[(-2\Delta - 4d)(\eta_- + \eta_0 - \tilde{\eta}_0 + t h_\alpha + t \tilde{\eta}_0) + 1\right].
\]
Now, since $\int_{\partial B_1}(\eta_+ + \tilde{\eta}_0) = 0$ and since both $\eta_0$ and $\tilde{\eta}_0$ are $(2d)$-eigenfunctions, we get
\[
h_\alpha \cdot \nabla F(h_2 + t h_\alpha) = (\eta_+ + \tilde{\eta}_0) \cdot (-2\Delta - 4d)(\eta_- + t \eta_+).
Lemma 3.2. Suppose that \( \eta \) where the last equality follows from the orthogonality (in as required. It remains to prove (3.5). Using (3.6), we compute 

\[
\int \partial B_1 \nabla \eta_+ \cdot \nabla \eta_0 d\theta = \int \partial B_1 \nabla \eta_- \cdot \nabla \eta_0 d\theta = 0.
\]

Thus, integrating by parts on \( \partial B_1 \), we obtain 

\[
h_\alpha \cdot \nabla F(h_2 + t h_\alpha) = 2t \int_{\partial B_1} \left( |\nabla \eta_+|^2 - 2d \eta_+^2 \right) d\theta,
\]

as required. It remains to prove (3.5). Using (3.6), we compute 

\[
F(h_2 + t h_\alpha) - F(Q) = F(Q + \eta_- + \eta_0 + t \eta_+ + (t-1)\eta_0) - F(Q)
\]

\[
= \int_{\partial B_1} |\nabla \theta (\eta_- + \eta_0 + t \eta_+ + (t-1)\eta_0)|^2 d\theta
\]

\[
- 2d \int_{\partial B_1} (\eta_- + \eta_0 + t \eta_+ + (t-1)\eta_0)^2 d\theta
\]

\[
= \int_{\partial B_1} \left( |\nabla \eta_-|^2 - 2d \eta_-^2 \right) d\theta + t^2 \int_{\partial B_1} \left( |\nabla \eta_+|^2 - 2d \eta_+^2 \right) d\theta,
\]

where the last equality follows from the orthogonality (in \( L^2(\partial B_1) \) and \( H^1(\partial B_1) \)) of \( \eta_+ , \eta_- \) and \( \eta_0 + (t-1)\eta_0 \), and from the fact that \( \eta_0 + (t-1)\eta_0 \) is an eigenfunction of the spherical Laplacian corresponding precisely to the eigenvalue \( 2d \).

\[\square\]

Lemma 3.2. Suppose that \( n \geq 1 \) and that \( F : \mathbb{R}^n \to \mathbb{R} \) is a function which is nonnegative a and \( L \)-Lipschitz continuous for some constant \( L > 0 \). Let \( x_0 \in \mathbb{R}^n \) and let \( M := F(x_0) > 0 \). Then, 

\[
\int_{B_R(x_0)} F^2(x) dx \geq \frac{2\omega_n}{(n+1)(n+2)} \frac{M^{n+2}}{L^n},
\]

(3.8)

where \( \omega_n \) is the volume of the unit ball in \( \mathbb{R}^n \) and \( R = M/L \).

Proof. First notice that the \( L \)-Lipschitz continuity of \( F \) implies that 

\[
F(x) \geq M - L|x - x_0| \geq 0 \quad \text{for every} \quad x \in B_R(x_0).
\]

Thus, integrating over \( B_R(x_0) \), we get that 

\[
\int_{B_R(x_0)} F^2(x) dx \geq \int_{B_R(x_0)} \left( M - L|x - x_0| \right)^2 dx.
\]

Integrating the right-hand side in polar coordinates and using the definition of \( R \), we obtain 

\[
\int_{B_R(x_0)} F^2(x) dx \geq n\omega_n \int_0^R \left( M^2 - 2LMr + L^2r^2 \right) dr
\]

\[
= n\omega_n \left( \frac{1}{n} R^n M^2 - \frac{2}{n+1} LMR^{n+1} + \frac{1}{n+2} L^2 R^{n+2} \right),
\]

which is precisely (3.8).

\[\square\]

4. A DIRECT PROOF OF THEOREM 1

In this section we prove Theorem 1 by giving the competitor explicitly, as in Subsection 7.1.

Proof of Theorem 1. We decompose the trace \( c : \partial B_1 \to \mathbb{R} \) as 

\[
c = Q + \eta_+ + \eta_0 + \eta_- ,
\]

as in Subsection 2.4 and we recall that the 2-homogeneous extension \( z \) is given by (2.17).
**Definition of the competitor.** We define the competitor \( h : B_1 \to \mathbb{R} \) as
\[
h(r, \theta) := r^2 h_2(\theta) + r^\alpha h_\alpha(\theta),
\] (4.1)
where \( \alpha := (2 + \varepsilon) > 2 \), the functions \( h_2 \) and \( h_\alpha \) are given by (3.2) as in Section 3.

**Positivity of the competitor.** We first notice that the competitor \( h \) defined in (4.1) is non-negative. Indeed, we can write the competitor \( h \) as
\[
h(r, \theta) = r^2 h_2(\theta) + r^\alpha h_\alpha(\theta) = (r^2 - r^\alpha) h_2(\theta) + r^\alpha c(\theta).
\]
Now, the first term \((r^2 - r^\alpha) h_2(\theta)\) is non-negative by Lemma 3.1 and the fact that \( r \leq 1 \); the second term \( r^\alpha c(\theta) \) is non-negative since the trace \( c \) is non-negative by hypothesis.

**Decomposition of the energy.** We first decompose the energy of \( z \). We recall (2.17) and we set
\[
z_-(r, \theta) := r^2 \eta_-(\theta), \quad z_0(r, \theta) := r^2 \eta_0(\theta) \quad \text{and} \quad z_+(r, \theta) := r^2 \eta_+(\theta).
\]
Since \( \eta_- \), \( \eta_0 \) and \( \eta_+ \) are orthogonal, we have
\[
W(z) - W(Q) = W_0(z - Q) = W_0(z_-) + W_0(z_0) + W_0(z_+).
\]
We now estimate \( W_0(z_-) \), \( W_0(z_0) \) and \( W_0(z_+). \) By (2.7) and (2.8), we have
\[
W_0(z_-) = 0 \quad \text{and} \quad W_0(z_-) = \sum_{j: \alpha_j < 2} c_j^2 W_0(r^2 \phi_j(\theta)) = \frac{1}{d+2} \sum_{j: \alpha_j < 2} c_j^2 (\lambda_j - 2d) \leq 0.
\]
On the other hand, for the higher modes, we have
\[
W_0(z_+) = \sum_{j: \alpha_j > 2} c_j^2 W_0(r^2 \phi_j(\theta)) = \frac{1}{d+2} \sum_{j: \alpha_j > 2} c_j^2 (\lambda_j - 2d) \geq \frac{1}{3(d+2)} \sum_{j: \alpha_j > 2} c_j^2 (\lambda_j + 1) = \frac{1}{3(d+2)} \| \eta_+ \|_{H^1(B_1)}^2 \geq 0,
\] (4.2)
where we used that, if \( \alpha_j > 2 \), then \( \alpha_j \geq 3 \) and \( \lambda_j \geq 3(d+1) \).

We now study \( W(h) \), where \( h \) is the competitor from (4.1). On the other hand, setting
\[
Q_0 := 8d \left( \frac{1}{4d} - Q \right),
\]
we get
\[
W(h) - W(Q) = W_0(h - Q) = W_0(z_-) + W_0(z_0 + (r^2 - r^\alpha) M Q_0) + W_0(r^\alpha \eta_+(\theta))
\]
\[
= W_0(z_-) + W_0(z_0) + M^2 W_0((r^2 - r^\alpha) Q_0) + W_0(r^\alpha \eta_+(\theta)),
\]
where in the last equality we used that \( z_0 \) is harmonic in \( B_1 \) and \((r^2 - r^\alpha) Q_0(\theta)\) vanishes on \( \partial B_1 \).

Using the fact that \( Q_0 \) is a \( 2d \)-eigenfunction and \( \| Q_0 \|_{L^2(\partial B_1)} \leq C_d \), we calculate
\[
W_0((r^2 - r^\alpha) Q_0) = \int_0^1 r^{d-1} d r \int_{\partial B_1} \left((2r - \alpha \alpha^{-1})^2 Q_0^2 + (r - r^\alpha)^2 | \nabla_\theta Q_0 |^2 \right) d \theta
\]
\[
= \| Q_0 \|_{L^2(\partial B_1)}^2 \int_0^1 r^{d+1} \left((2 - \alpha \alpha^{-2})^2 + 2d(1 - \alpha \alpha^{-2})^2 \right) d r
\]
\[
= \| Q_0 \|_{L^2(\partial B_1)}^2 \frac{(\alpha - 2)^2}{d + 2\alpha - 2} \leq C_d (\alpha - 2)^2 = C_d \varepsilon^2.
\]

Putting together this estimate, (2.5) and (4.2), we get
\[
W_0(h - Q) - W_0(z - Q) = W_0(r^\alpha \eta_+(\theta)) - W_0(r^2 \eta_+(\theta)) + C_d M^2 \varepsilon^2
\]
\[
\leq - \frac{\varepsilon}{d+2} W_0(z_+) + \varepsilon^2 \| \eta_+ \|_{L^2(\partial B_1)}^2 + C_d M^2 \varepsilon^2.
\] (4.3)
Conclusion of the proof. We are finally in position to prove (1.3). We first notice that by (4.3) and Lemma 3.1 (ii), we have

$$W_0(h - Q) - W_0(z - Q) \leq -\frac{\varepsilon}{d + 2} W_0(z_+) + \varepsilon^2 \|\eta_+\|^2_{L^2(\partial B_1)} + C_d \|\eta_+\|_{L^2(\partial B_1)^{\frac{d}{d+1}}}^2 \varepsilon^2.$$  

Recall that $\|\eta_+\|_{L^2(\partial B_1)} \leq \delta$. Choosing $\delta \leq 1$, we have

$$W_0(h - Q) - W_0(z - Q) \leq -\frac{\varepsilon}{d + 2} W_0(z_+) + C_d W_0(z_+) \|\eta_+\|_{L^2(\partial B_1)^{\frac{d}{d+1}}}^2 \varepsilon^2,$$

where in the last inequality we used (4.2). Finally, setting $\varepsilon = C_d W_0(z_+)^{\frac{d}{d+1}}$, for some dimensional constant $C_d$, and using the inequality $W_0(z - Q) \leq W_0(z_+)$, we get

$$W_0(h - Q) - W_0(z - Q) \leq -C_d (W_0(z_+))^\frac{2d}{d+1},$$

which is precisely (1.3) (see Lemma 2.1).

5. Constructive approach. A second proof of Theorem 1.1

Let $c$ be given by Theorem 1.1. We will use the general construction from Theorem A.1. In our case the homogeneity $\alpha$ is 2, the functional $G$ is the Weiss’ boundary adjusted energy $W$, $F$ is given by (2.3), and the set $S$ is (1.1). Thus, it only remains to define a flow $\psi$ that satisfies the energy dissipation inequality (A.3) and the Lojasiewicz inequality (A.5).

5.1. Choice of the flow. We write the trace $c : \partial B_1 \to \mathbb{R}$ as

$$c(\theta) = h_2(\theta) + h_\alpha(\theta),$$

where $h_2$ and $h_\alpha$ are given by (3.2). We define the flow $\psi$ as

$$\psi(t) = h_2 + e^{-t} h_\alpha \quad \text{for every} \quad t \geq 0.$$  

Below we verify that $\psi$ satisfies the hypotheses of Proposition A.1.

5.2. Lojasiewicz inequality. We first prove that the Lojasiewicz inequality (A.5) holds along the flow. Indeed, by (3.4), we have

$$-\psi'(t) \cdot \nabla F(\psi(t)) = e^{-t} h_\alpha \cdot \nabla F(h_2 + e^{-t} h_\alpha) = 2e^{-2t} \int_{\partial B_1} (|\nabla_\theta \eta_+|^2 - 2 d \eta_+^2) \, d\theta.$$  

On the other hand, (3.5) implies that

$$F(h_2 + e^{-t} h_\alpha) - F(S) = \int_{\partial B_1} (|\nabla_\theta \eta_-|^2 - 2 d \eta_-^2) \, d\theta + e^{-2t} \int_{\partial B_1} (|\nabla_\theta \eta_+|^2 - 2 d \eta_+^2) \, d\theta.$$  

Finally, since

$$\int_{\partial B_1} (|\nabla_\theta \eta_-|^2 - 2 d \eta_-^2) \, d\theta \leq 0,$$

we obtain the Lojasiewicz inequality (A.5) with constant $C_{LS} = 1$ and exponent $\beta = 0$.  

5.3. Energy dissipation. In order to prove that (A.3) holds, we compute
\[ \|\psi'(t)\|_{L^2(B_1)}^2 = e^{-2t} \|h_\alpha\|_{L^2(B_1)}^2 = e^{-2t} \left( \|\eta_+\|_{L^2(B_1)}^2 + (8dM)^2 \left\| \left( \frac{1}{4d} - Q \right) \right\|_{L^2(B_1)}^2 \right), \]
where we used the fact that \( \frac{1}{4d} - Q \) is an eigenfunction of the Spherical Laplacian corresponding to the eigenvalue \( 2d \) and so it is orthogonal to \( \eta_+ \) in \( L^2(\partial B_2) \). In conclusion, since \( Q \in S \) and all the functions in \( S \) are bounded, we get that there is a dimensional constant \( C_d \) such that
\[ \|\psi'(t)\|_{L^2(\partial B_1)}^2 \leq e^{-2t} \left( \|\eta_+\|_{L^2(\partial B_1)}^2 + C_d \|\eta_+\|_{L^2(B_1)}^4 \right), \]
where the second inequality follows from (3.3). Now, since the Fourier decomposition of \( \eta_+ \) contains only eigenfunctions corresponding to eigenvalues \( \lambda_j \geq 3(d + 1) > 2d \), we get
\[ \|\eta_+\|_{L^2(\partial B_1)}^2 \leq \int_{\partial B_1} \left( |\nabla_\theta \eta_+|^2 - 2d \eta_+^2 \right) d\theta. \]
Thus, we consider the following two cases:

- If \( \|\eta_+\|_{L^2(\partial B_1)} \geq 1 \), then
  \[ \|\psi'(t)\|_{L^2(\partial B_1)}^2 \leq e^{-2t} \left( \|\eta_+\|_{L^2(\partial B_1)}^2 + C_d \|\eta_+\|_{L^2(B_1)}^4 \right), \]
  \[ \leq e^{-2t} \left( 1 + C_d \right) \|\eta_+\|_{L^2(B_1)}^2 \]
  \[ \leq e^{-2t} \left( 1 + C_d \right) \int_{\partial B_1} \left( |\nabla_\theta \eta_+|^2 - 2d \eta_+^2 \right) d\theta \]
  \[ \leq 1 + C_d \left( - \psi'(t) \cdot \nabla F(\psi(t)) \right). \]  (5.1)

- Conversely, if \( \|\eta_+\|_{L^2(\partial B_1)} \leq 1 \), then
  \[ \|\psi'(t)\|_{L^2(\partial B_1)}^2 \leq e^{-2t} \left( \|\eta_+\|_{L^2(\partial B_1)}^2 + C_d \|\eta_+\|_{L^2(B_1)}^4 \right), \]
  \[ \leq e^{-2t} \left( 1 + C_d \right) \left( \|\eta_+\|_{L^2(B_1)}^2 \right)^{\frac{2}{d+1}} \]
  \[ \leq (1 + C_d) \left( e^{-2t} \int_{\partial B_1} \left( |\nabla_\theta \eta_+|^2 - 2d \eta_+^2 \right) d\theta \right)^{\frac{2}{d+1}} \]
  \[ \leq \frac{1 + C_d}{2} \left( - \psi'(t) \cdot \nabla F(\psi(t)) \right)^{\frac{2}{d+1}}. \]  (5.2)

Combining (5.1) and (5.2), we obtain (A.3) with a dimensional constant \( C_{ed} \) and an exponent \( p = d + 1 \). This concludes our second proof of Theorem A.1.

6. Constructive approach via gradient flow. A third proof of Theorem A.1

In this section we review the proof of the log-epiperimetric inequality from [6] in terms of Theorem A.1. Let \( c : \partial B_1 \to \mathbb{R} \) be as Theorem A.1. As in the previous section, we will apply Theorem A.1 with \( \alpha = 2, \mathcal{G} = W, \mathcal{F} \) as in (2.3), and \( S \) given by (1.1).
6.1. Definition of the flow. As in [6], we define
\[ \psi \in H^1(0, +\infty; L^2(B_1)) \cap L^2(0, +\infty; H^2(B_1) \cap \mathcal{K}) \]
to be the strong solution of the following parabolic variational inequality (for the existence we refer to [1])
\[
\begin{cases}
(\psi'(t) + \nabla F(\psi(t))) \cdot (v - \psi(t)) \geq 0, & \text{for every } v \in \mathcal{K} \text{ and } t > 0, \\
\psi(0) = c,
\end{cases}
\]
where \( \mathcal{K} \) is the convex set
\[ \mathcal{K} = \{ v \in L^2(\partial B_1) : v \geq 0 \text{ on } \partial B_1 \}. \]

6.2. Energy dissipation inequality. The energy dissipation inequality (A.3) is automatically satisfied along the flow with \( p = 2 \). Precisely, we have
\[
\|\psi'(t)\|^2_{L^2(\partial B_1)} = -\psi'(t) \cdot \nabla F(\psi(t)) \quad \text{for almost every } t > 0.
\] (6.2)
Indeed, by taking the test function \( \psi := u(t + h) \), for some \( t > 0 \) and \( h \in \mathbb{R} \), we get
\[ 0 \leq (\psi(t + h) - \psi(t)) \cdot (\psi'(t) + \nabla F(\psi(t))), \]
Dividing by \( h \) and taking the limits as \( h \to 0^+ \) and \( h \to 0^- \), we obtain the inequalities
\[
0 \leq \lim_{h \to 0^+} \frac{1}{h} (\psi(t + h) - \psi(t)) \cdot (\psi'(t) + \nabla F(\psi(t))) = \|\psi'(t)\|^2_{L^2(\partial B_1)} + \psi'(t) \cdot \nabla F(\psi(t)),
\]
\[
0 \geq \lim_{h \to 0^-} \frac{1}{h} (\psi(t + h) - \psi(t)) \cdot (\psi'(t) + \nabla F(\psi(t))) = \|\psi'(t)\|^2_{L^2(\partial B_1)} + \psi'(t) \cdot \nabla F(\psi(t)),
\]
which give precisely (6.2).

6.3. Łojasiewicz inequality. Now, in order to conclude the proof of the log-epiperimetric inequality (Theorem 1), it is sufficient to check that (A.3) holds along the flow. We fix \( t > 0 \) and we reason precisely as in [6]. We decompose the function \( \psi(t) \) as
\[ \psi(t) = Q + \eta_+ + \eta_0 + \eta_- , \]
exactly as in (2.15) with \( \psi(t) \) in place of \( c \); moreover, we define \( h_2 \) and \( h_\alpha \) as in (3.2), so we have
\[ \psi(t) = h_2 + h_\alpha . \]
Now, by Lemma 3.1, we have that \( h_2 \in \mathcal{K} \). Thus, using (6.1), we can compute
\[ \|\psi(t)\|^2_{L^2(\partial B_1)} \geq \frac{(h_2 - \psi(t)) \cdot \psi'(t)}{\|h_2 - \psi(t)\|^2_{L^2(\partial B_1)}} \geq \frac{-(h_2 - \psi(t)) \cdot \nabla F(\psi(t))}{\|h_2 - \psi(t)\|^2_{L^2(\partial B_1)}} , \]
in order to estimate the right-hand side from below, we use Lemma 3.1
\[ \frac{-(h_2 - \psi(t)) \cdot \nabla F(\psi(t))}{\|h_2 - \psi(t)\|^2_{L^2(\partial B_1)}} = \frac{-h_\alpha \cdot \nabla F(h_2 + h_\alpha)}{\|h_\alpha\|^2_{L^2(\partial B_1)}} \int_{\partial B_1} \left( |\nabla \eta_+|^2 - 2d \eta_+^2 \right) d\theta \]
\[ \geq 2 \left( \|\eta_+\|^2_{L^2(\partial B_1)} + C_d M^2 \right)^{-1/2} \int_{\partial B_1} \left( |\nabla \eta_+|^2 - 2d \eta_+^2 \right) d\theta \]
\[ \geq 2 \left( \|\eta_+\|^2_{L^2(\partial B_1)} + C_d \|\eta_+\|^2_{L^2(\partial B_1)} \right)^{-1/2} \int_{\partial B_1} \left( |\nabla \eta_+|^2 - 2d \eta_+^2 \right) d\theta \]
\[ \geq C_d \|\eta_+\|^2_{L^2(\partial B_1)} \int_{\partial B_1} \left( |\nabla \eta_+|^2 - 2d \eta_+^2 \right) d\theta , \]
where in the last inequality we used that
\[ \|\eta_+\|^2_{L^2(\partial B_1)} \leq \text{dist}_2(\psi(t), S) \leq 1 , \]
which can also be written as

which in the last inequality we used again Lemma 3.1. Finally, this implies (A.5) with \( \gamma = \frac{d - 1}{d + 1} \).

We notice that the estimates from Lemma 3.1 were crucial in the three proofs (section 4, 5 and 6). In the first two proofs it was immediate to notice that the trace satisfies the hypotheses of Lemma 3.1. In the case of the proof that we presented in this section, we can apply Lemma 3.1 because the flow \( \psi \) remains close to the critical set \( S \). This follows by a standard argument that we sketch in the lemma below.

**Lemma 6.1.** For every \( \varepsilon > 0 \), there are constants \( \delta > 0 \) and \( T > 0 \) such that the following holds. If \( \psi \) is a solution to (6.1) and is such that \( \text{dist}_2(\psi(0), S) < \delta \), then

\[
\text{dist}_2(\psi(t), S) < \varepsilon \quad \text{for every} \quad t \in [0, T].
\]

**Proof.** Let \( Q \in S \) be the projection of \( \psi(0) \) on \( S \), with respect to the distance \( L^2(\partial B_1) \). By definition \( Q \) is a critical point for \( F \) and \( Q \geq 0 \). Thus, using (6.1), we get

\[
\frac{\partial}{\partial t} \|\psi(t) - Q\|_{L^2(\partial B_1)}^2 = -2\psi'(t) \cdot (Q - \psi(t)) \leq 2(\psi(t) - \psi(t)) \cdot \nabla F(\psi(t)) \\
= -2(\psi(t) - \psi(t)) \cdot \nabla F(\psi(t)) \\
\leq 8d \int_{\partial B_1} (Q - \psi(t))^2 \, d\theta - 2 \int_{\partial B_1} (Q - \psi(t)) \, d\theta \\
\leq (8d + 1) \int_{\partial B_1} (Q - \psi(t))^2 \, d\theta + \mathcal{H}^{d-1}(\partial B_1).
\]

Now, setting \( a = 8d + 1 \) and \( b = \mathcal{H}^{d-1}(\partial B_1) \) and applying the Gronwall inequality, we get that

\[
\|\psi(t) - Q\|_{L^2(\partial B_1)}^2 \leq \frac{b}{a} (e^{at} - 1) + e^{at} \|\psi(0) - Q\|_{L^2(\partial B_1)}^2,
\]

which gives the claim. \( \square \)

**7. ON THE CONSTRUCTION OF THE COMPETITOR - AN OUTLINE OF THE MAIN IDEAS**

In this section we sketch the main ideas behind the proof of the log-epiperimetric inequality for the obstacle problem (Theorem 1) and that led us to the two constructions from [1], [5], [6], Section 4 and Section 5.

**The log-epiperimetric inequality.** We recall that given a 2-homogeneous function \( z : B_1 \to \mathbb{R} \), in polar coordinates \( z(r, \theta) = r^2 c(\theta) \), our aim is to construct a competitor \( h : B_1 \to \mathbb{R} \) such that \( h = z \) on \( \partial B_1 \) and

\[
W(h) - W(S) \leq W(z) - W(S) - \varepsilon |W(z) - W(S)|^{1+\gamma}, \quad (7.1)
\]

which can also be written as

\[
W(h) - W(z) \leq -\varepsilon |W(z) - W(S)|^{1+\gamma}, \quad (7.2)
\]
where $\varepsilon > 0$, $\gamma \in [0, 1)$, $\mathcal{S}$ is the set of singular 2-homogeneous solutions to the obstacle problem and where we use the notation (recall that $W$ is constant on $\mathcal{S}$):

$$W(\mathcal{S}) := W(Q) \quad \text{for every} \quad Q \in \mathcal{S}.$$ 

### 7.1. The direct approach in a nutshell.

In this subsection we present the main ideas that led to the construction of the competitors in [4] and in Section 4, and also in [5], the latter in the context of the thin-obstacle problem.

#### 7.1.1. The energy of $z$.

We notice that if the function $h$ is such that the log-epiperimetric inequality (7.1) holds, then it must have a lower energy than the 2-homogeneous function $z$, so we start by analyzing the energy $W(z)$. We decompose the trace $c$ as

$$c = Q + \eta_- + \eta_0 + \eta_+,$$

where $Q \in \mathcal{S}$, $\eta_0$ contains only lower modes, $\eta_0$ is a $(2d)$-eigenfunction of the spherical Laplacian and the Fourier expansion of $\eta_+$ contains only eigenfunctions corresponding to eigenvalues higher than $2d$. Then, we recall that

$$W(z) - W(Q) = W_0(r^2\eta_-(\theta)) + W_0(r^2\eta_0(\theta)) + W_0(r^2\eta_+(\theta)).$$

We next examine the different terms in the right-hand side of the above identity. By Lemma [222], we have:

- $\eta_-$ gives a negative contribution to the energy:
  $$W_0(r^2\eta_-(\theta)) \leq 0, \quad \text{the inequality being strict if} \quad \eta_- \neq 0;$$

- the energy of $\eta_0$ is zero: $W_0(r^2\eta_0(\theta)) = 0$

- the energy of $\eta_+$ is positive:
  $$W_0(r^2\eta_+(\theta)) \geq 0, \quad \text{the inequality being strict if} \quad \eta_+ \neq 0.$$

In particular, this means that, in order to build a competitor $h$ with lower energy than $z$, we have to act on the term containing the higher modes

$$W_0(r^2\eta_+(\theta)) = \int_{B_1} |\nabla (r^2\eta_+(\theta))| \, dx - 2 \int_{\partial B_1} \eta_+^2 \, d\theta.$$

#### 7.1.2. First attempt - the harmonic extension of the higher modes.

Since we are looking for a competitor that coincides with $z$ on $\partial B_1$, we cannot expect a contribution from the second (boundary) term of $W_0(r^2\eta_+(\theta))$. Thus, in order to decrease the energy, one has to act on the first term, which is the Dirichlet energy of $r^2\eta_+(\theta)$. Of course, the best way to decrease the Dirichlet energy is to replace $r^2\eta_+$ by the harmonic extension of $\eta_+$ in $B_1$. Since the harmonic extension can be explicitly written in Fourier series, we get that the competitor has the form

$$f(r, \theta) = Q(r\theta) + r^2\eta_-(\theta) + r^2\eta_0(\theta) + \sum_{j: \alpha_j > 2} c_j r^{2+\varepsilon_j} \phi_j(\theta), \quad (7.3)$$

where the coefficients $c_j$ are given by (2.14) and $\alpha_j$ are the corresponding homogeneities, related too the eigenvalues $\lambda_j$ of $\phi_j$ through the formula (2.13). We also notice that $\varepsilon_j > 0$, for every $j$. In fact, since we take

$$\sum_{j: \alpha_j > 2} c_j r^{2+\varepsilon_j} \phi_j(\theta)$$

to be precisely the harmonic extension of $\eta_+$, we have that $\varepsilon_j = \alpha_j - 2 \geq 1$. 

7.1.3. **The energy of the competitor** $f$. We can compute the energy $W(f)$ by using Lemma 2.4 and Corollary 2.3:

$$W(f) - W(Q) = W_0(f - Q) = W_0(r^2\eta_-(\theta)) + W_0(r^2\eta_0(\theta)) + \sum_{j: \alpha_j > 2} c_j^2 W_0(r^{2+\varepsilon_j} \phi_j(\theta)).$$

Now, using the Fourier expansion of $\eta_+$ and Corollary 2.3, we have

$$W_0(r^2\eta_+(\theta)) = \sum_{j: \alpha_j > 2} c_j^2 W_0(r^2\phi_j(\theta)), \quad (7.4)$$

so, the energy gain is given by:

$$W(f) - W(z) = \sum_{j: \alpha_j > 2} c_j^2 \left( W_0(r^{2+\varepsilon_j} \phi_j(\theta)) - W_0(r^2\phi_j(\theta)) \right), \quad (7.5)$$

7.1.4. **Computation of the energy gain** $W(z) - W(f)$. In order to estimate $W(f) - W(z)$, we compute each of the terms in the right-hand side of (7.5). We use the fact that $\phi_j$ is an eigenfunction:

$$\int_{\partial B_1} |\nabla_{\theta} \phi_j|^2 d\theta = \lambda_j \int_{\partial B_1} \phi_j^2 d\theta = \lambda_j,$$

and we apply the identity (2.5) from the Slicing Lemma 2.2

$$W_0(r^{2+\varepsilon_j} \phi_j(\theta)) - W_0(r^2\phi_j(\theta)) = \frac{\lambda_j - 2d}{d + 2 + 2\varepsilon_j} + \frac{\varepsilon_j^2}{d + 2} - \frac{\lambda_j - 2d}{d + 2} = -\varepsilon_j \left( \frac{\lambda_j - 2d}{(d + 2)(d + 2 + 2\varepsilon_j)} + \frac{\varepsilon_j^2}{d + 2 + 2\varepsilon_j} \right).$$

Now, a direct computation gives that if we replace $\varepsilon_j = \alpha_j - 2$ and $\lambda_j = \alpha_j(\alpha_j + d - 2)$, we get

$$W_0(r^{2+\varepsilon_j} \phi_j(\theta)) - W_0(r^2\phi_j(\theta)) = -\frac{\varepsilon_j^2}{d + 2 + 2\varepsilon_j} = -\frac{\varepsilon_j^2}{2 + \varepsilon_j} \frac{\lambda_j - 2d}{d + 2} \leq -\frac{1}{3(d+1)} \frac{\lambda_j - 2d}{d + 2} = -\frac{1}{3(d+1)} W_0(r^2\phi_j(\theta)).$$

7.1.5. **Epiperimetric inequality for the competitor** $f$. We now notice that the above estimate implies (7.2) in its strongest form (with $\gamma = 0$): this inequality is known as epiperimetric inequality. Indeed, as a consequence of the above estimate, (7.4) and (7.5), we have

$$W(f) - W(z) \leq -\frac{1}{3(d+1)} \sum_{j: \alpha_j > 2} c_j^2 W_0(r^2\phi_j(\theta)) = -\frac{1}{3(d+1)} W_0(r^2\eta_+(\theta)).$$

Now, since the energy of $z$ is given by

$$W(z) - W(Q) = W_0(r^2\eta_-(\theta)) + W_0(r^2\eta_+(\theta)) \leq W_0(r^2\eta_+(\theta)), \quad (7.6)$$

we get the following estimate (called epiperimetric inequality)

$$W(f) - W(z) \leq -\frac{1}{3(d+1)}(W(z) - W(Q)), \quad (7.7)$$

which is precisely (7.2) with $\gamma = 0$, which is also the best possible exponent that we can expect.
7.1.6. **Why we do not use \( f \) as a competitor?** Unfortunately, the function \( f \) cannot be used as a competitor in Theorem 1 as it might not fulfill the requirement that

the competitor should be non-negative.

In fact, by taking the harmonic extension of \( \eta_+ \) (which might change sign on \( \partial B_1 \)) we lose any information on the sign of \( f \) as each of the terms \( c_j \phi_j(\theta) \) of the Fourier expansion of \( \eta_+ \) is multiplied by a different homogeneity \( r^\alpha_j \).

Thus, the challenge is to find a competitor that at the same time remains positive and decreases the energy.

7.1.7. **The new competitor \( \tilde{f} \).** We now try to modify the function \( f \) from \((\ref{7.3})\) in order to have some more control on its sign, but we also try to keep the energy gain provided by the ‘harmonic’ competitor \( f \). The starting point is the following observation.

**Claim.** In \((\ref{7.3})\) we can take all exponents \( \varepsilon_j \) to be the same and still have the epiperimetric inequality \((\ref{7.7})\).

Precisely, taking in \((\ref{7.3})\) \( \varepsilon_j = \varepsilon \), for every \( j \), we consider the new competitor

\[
\tilde{f}(r, \theta) = Q(r\theta) + r^2 \eta_- (\theta) + r^2 \eta_0 (\theta) + r^{2+\varepsilon} \eta_+ (\theta).
\]

7.1.8. **Estimating the energy gain (\( \tilde{f} \) is as good as \( f \)).** By using the computations that we already performed in the estimate of \( W(f) - W(z) \), we can compute

\[
W(\tilde{f}) - W(z) = \sum_{j : \alpha_j > 2} c_j^2 \left( W_0(r^2 \phi_j(\theta)) - W_0(r^2 \tilde{\phi}_j(\theta)) \right)
= \sum_{j : \alpha_j > 2} c_j^2 \left( \frac{2\varepsilon (\lambda_j - 2d)}{(d + 2)(d + 2 + 2\varepsilon)} + \frac{\varepsilon^2}{d + 2 + 2\varepsilon} \right).
\]

Now, for \( \varepsilon \) small enough the first (negative) term of the right-hand side wins against the second (positive) one. Thus, choosing \( \varepsilon \) small enough and isolating a dimensional constant \( C_d \), we get

\[
W(\tilde{f}) - W(z) \leq -\varepsilon C_d \sum_{j : \alpha_j > 2} c_j^2 \frac{\lambda_j - 2d}{d + 2} = -\varepsilon C_d W_0(r^2 \eta_+ (\theta)),
\]

which implies (after \((\ref{7.6})\)) that the epiperimetric inequality holds for \( \tilde{f} \):

\[
W(\tilde{f}) - W(z) \leq -\varepsilon C_d (W(z) - W(Q)).
\]

7.1.9. **What can go wrong with \( \tilde{f} \) ?** Unfortunately, we still cannot prove that \( \tilde{f} \) is non-negative. For instance, what can go wrong is that, for some \( \theta \in \partial B_1 \), we have

\[
Q(\theta) + \eta_- (\theta) + \eta_0 (\theta) < 0 \quad \text{and} \quad \eta_+ (\theta) > -(Q(\theta) + \eta_- (\theta) + \eta_0 (\theta)).
\]

In this way the trace

\[
c(\theta) = Q(\theta) + \eta_- (\theta) + \eta_0 (\theta) + \eta_+ (\theta)
\]

is non-negative, but the competitor \( \tilde{f}(r, \theta) \) becomes negative when \( r \) is small enough.

7.1.10. **Construction of a positive competitor.** In this section, we finally discuss the idea behind the direct constructions from [3], [5], and Section 4. Precisely, in order to build a nonnegative competitor, we add a correction term \( H : \partial B_1 \to \mathbb{R} \) such that

\[
Q(\theta) + \eta_- (\theta) + \eta_0 (\theta) + H(\theta) \geq 0 \quad \text{for every} \quad \theta \in \partial B_1,
\]

and we consider the competitor

\[
h(r, \theta) = r^2 (Q(\theta) + \eta_- (\theta) + \eta_0 (\theta) + H(\theta)) + r^{2+\varepsilon} (\eta_+ (\theta) - H(\theta)).
\]

Since, by hypothesis the trace \( c = Q + \eta_- + \eta_0 + \eta_+ \) is non-negative, we get that

\[
(Q + \eta_- + \eta_0 + H) + (\eta_+ - H) \geq 0,
\]

but (together with \((\ref{7.9})\)) this implies that \( h(r, \theta) \geq 0 \) for every \( r > 0 \).
7.1.11. The challenge behind the choice of $H$. Notice that, if we want the condition (7.9) to be fulfilled, we need $H$ to be large enough in order to compensate the negative part of $Q + \eta_- + \eta_0$. On the other hand, $H$ increases the energy. In fact, we can re-write the competitor $h$ as

$$h(r, \theta) = \tilde{f}(r, \theta) + (r^2 - r^{2+\epsilon})H(\theta).$$

Since $\tilde{f}$ is qualitatively the best possible choice for the energy (recall that $\tilde{f}$ is as good as the harmonic extension $f$), the function $h$ will have bigger energy, which, of course, depends on the error introduced by the correction term $(r^2 - r^{2+\epsilon})H(\theta)$; finally, this means that in order to keep the energy of $h$ as small as possible, we need $H$ to be small.

This competition between the constraint and the energy is precisely what makes appear the exponent $\gamma$ in the log-epiperimetric inequality.

Following the construction presented here, one can build many different competitors. For instance, in [4], we use a function $H$ that depends on all the lower modes (including the linear ones) of the trace $c$. In Section 4 we propose a different function $H$, which is $(2d)$-eigenfunction on the sphere; this leads to a shorter proof, but the exponent $\gamma$ we get is not optimal.

7.2. Constructive approach via a gradient flow. This section is dedicated to the constructive approach from [6] and Section 5. It is based on the idea that any function $h : B_1 \to \mathbb{R}$ can be seen as a family of functions (a flow) $h(r, \cdot) : \partial B_1 \to \mathbb{R}$ parametrized over the radial coordinate $r \in (0, 1]$. This way to see the competitor was first used in the context of the one-phase Bernoulli problem, in [19] and later in [7], where the competitor is not explicit, but is constructed starting from a solution of an evolution problem. Recently, in [6] we applied this idea to the case of the obstacle and the thin-obstacle problems. In Section 5 we used a general result (that we prove in the Appendix) and we construct a new flow, which simulates the behavior of the gradient flow from [6], but is also closely related to the explicit competitor from Section 5. As in the previous Section 7.1 we proceed by dividing the exposition in several paragraphs, each one representing a different step of the construction.

7.2.1. Slicing Lemma. The starting point is the slicing lemma (Lemma 2.2) which allows to write down the energy of the competitor $h(r, \theta)$ as an integral over the different spheres (slices) $\partial B_r$, $r \in (0, 1]$. Precisely, one can compute that (see Lemma 2.2) if $h$ is of the form

$$h(r, \theta) = r^2u(r, \theta),$$

then its energy $W(h)$ is given by

$$W(h) = W(r^2u) = \int_0^1 \mathcal{F}(u(r, \cdot)) r^{d+1} dr + \int_0^1 r^{d+3} \int_{\partial B_1} |\partial_r u|^2 d\mathcal{H}^{d-1} dr,
\tag{7.10}$$

where $\mathcal{F}$ is a functional acting on $H^1(\partial B_1)$.

Thus, we will search for a competitor of the form $h(r, \theta) = r^2u(r, \theta)$, where $u$ can be read as a one-parameter family of functions

$$u(r, \cdot) : \partial B_1 \to \mathbb{R}, \quad r \in (0, 1].$$

7.2.2. Energy of the 2-homogeneous extension $z$. In this framework, the 2-homogeneous extension $z$, given in polar coordinates by

$$z(r, \theta) = r^2c(\theta),$$

corresponds to the case in which the flow $r \mapsto u(r, \cdot) \in H^1(\partial B_1)$ is constant in $r$. In this case, the second term in the right-hand side of (7.10) is zero and so we get

$$W(z) = \int_0^1 \mathcal{F}(c) r^{d+1} dr = \frac{1}{d + 2} \mathcal{F}(c).$$
7.2.3. The log-epiperimetric inequality in terms of $F$. As a consequence, the log-epiperimetric inequality (7.1), for $h(r, \theta) = r^2u(r, \theta)$ and the 2-homogeneous extension $z(r, \theta) = r^2c(\theta)$, can be written in the new functional $\mathcal{F}$ as:
\[
\int_0^1 \left( \mathcal{F}(u(r, \cdot)) - \mathcal{F}(c) \right)^{d+1} dr + \int_0^1 \int_{\partial B_1} |\partial_r u|^2 dH^{d-1} dr \leq -\varepsilon (\mathcal{F}(c) - \mathcal{F}(S))^{1+\gamma}, \tag{7.11}
\]
where $\mathcal{F}(S) := (d+2)W(S)$. Thus, in order to find a function $u$ for which (7.11) holds, we have to search for a function $u : [0, 1] \times \partial B_1 \to \mathbb{R}$, which in particular satisfies
\[
u(1, \theta) = c(\theta) \quad \text{for} \quad \theta \in \partial B_1 \quad \text{and} \quad \mathcal{F}(u(r, \cdot)) \leq \mathcal{F}(c) \quad \text{for} \quad r \leq 1,
\]
but we also have to take into account the cost of modifying $u$ from one scale to another, which is given by the error term
\[
\int_0^1 r^{d+3} \int_{\partial B_1} |\partial_r u|^2 dH^{d-1} dr.
\]

7.2.4. Reparametrization of the flow. Now, since we will work with flows, it is convenient to consider functions of the form $\varphi : [0, +\infty) \to H^1(\partial B_1)$ and to define the competitor $u$ as
\[
u(r, \theta) = \varphi(-\kappa \ln r, \theta) \quad \text{for} \quad r \in (0, 1] \quad \text{and} \quad \theta \in \partial B_1.
\]
Thus, we have that
\[
\varphi(0, \cdot) = c(\cdot) \quad \text{on} \quad \partial B_1,
\]
and the energy of the competitor
\[
h(r, \theta) = r^2 \varphi(-\kappa \ln r, \theta),
\]
can be written as (see Lemma 2.4)
\[
W(h) = \frac{\mathcal{F}(\varphi(0))}{d+2} + \int_0^\infty \left( \frac{1}{d+2} \varphi'(t) \cdot \nabla \mathcal{F}(\varphi(t)) + \kappa \|\varphi'(t)\|_{L^2(\partial B_1)}^2 \right) e^{-\frac{t(d+2)}{\kappa}} dt,
\]
or, alternatively, as
\[
W(h) = \frac{\mathcal{F}(\varphi(0))}{d+2} + \frac{1}{\kappa} \int_0^\infty \left( \mathcal{F}(\varphi(t)) - \mathcal{F}(\varphi(0)) \right) e^{-\frac{t(d+2)}{\kappa}} dt + \kappa \int_0^\infty \|\varphi'(t)\|_{L^2(\partial B_1)}^2 e^{-\frac{t(d+2)}{\kappa}} dt.
\]

7.2.5. The best flow is the gradient flow. The last expression of the energy $W(h)$ suggests that, in order to construct a competitor with lower energy, we have to act on the term $\mathcal{F}(\varphi(t))$. A natural way to do so, is to choose $\varphi = \psi$, where $\psi$ is the gradient flow of $\mathcal{F}$
\[
\left\{ \begin{array}{ll}
\psi'(t) = -\nabla \mathcal{F}(\psi(t)) & \text{for} \quad t \in (0, +\infty), \\
\psi(0) = c. &
\end{array} \right.
\tag{7.12}
\]

7.2.6. The role of the stopping time. The basic idea behind any of the constructions we propose is, given a homogeneous function $z : B_1 \to \mathbb{R}$, to build a competitor that simulates the behavior of the solution (in our case, the solution of the obstacle problem) with the same values as $z$ on $\partial B_1$. Now, for the obstacle problem, it is well known that if $h(r, \theta) = r^2u(r, \theta)$ is precisely the solution of the obstacle problem, then the energy $\mathcal{F}(u(r, \cdot))$ remains positive for every $r > 0$ (this is a consequence of the Weiss’ monotonicity formula [20]). Thus, we do not expect to find a good competitor with negative energy. So, instead of taking $\varphi$ to be precisely the gradient flow $\psi$, we stop $\psi$ at a certain time $T$. The choice of the stopping time is fundamental step in the epiperimetric inequality and will be chosen in function of the energy $\mathcal{F}(\psi(T))$.

7.2.7. Definition of the flow and the competitor. We define the flow $\varphi(t, \theta)$ as
\[
\varphi(t) := \psi(t) \quad \text{if} \quad t \in [0, T], \quad \varphi(t) := \psi(T) \quad \text{if} \quad t \geq T,
\]
and the competitor $h$ as
\[
h(r, \theta) = r^2 \varphi(-\kappa \ln r, \theta),
\]
where $\kappa$ and $T$ will be chosen below.
7.2.8. **The energy of the competitor** \( h \). Again, the energy of the competitor \( u \) can be expressed in two different ways (we refer to Lemma 2.4 for the computation):

\[
W(h) - W(z) = \int_0^T \left( \frac{1}{d+2} \psi'(t) \cdot \nabla F(\psi(t)) + \kappa \| \nabla F(\psi(t)) \|^2_{L^2(\partial B_1)} \right) e^{-\frac{t(d+2)}{\kappa}} dt,
\]

where we recall that \( W(z) = \frac{1}{d+2} F(\psi(0)) \), and

\[
W(h) - W(z) = \frac{1}{\kappa} \int_0^T \left( F(\psi(t)) - F(\psi(0)) \right) e^{-\frac{t(d+2)}{\kappa}} dt + \frac{1}{d+2} \left( F(\psi(T)) - F(\psi(0)) \right) e^{-\frac{T(d+2)}{\kappa}}
\]

\[
+ \kappa \int_0^T \| \psi'(t) \|^2_{L^2(\partial B_1)} e^{-\frac{t(d+2)}{\kappa}} dt.
\]

Moreover, we notice that, by summing up (7.13) and (7.14), we obtain

\[
W(h) - W(z) = \frac{1}{2(d+2)} \int_0^T \psi'(t) \cdot \nabla F(\psi(t)) e^{-\frac{t(d+2)}{\kappa}} dt
\]

\[
+ \frac{1}{2\kappa} \int_0^T \left( F(\psi(t)) - F(\psi(0)) \right) e^{-\frac{t(d+2)}{\kappa}} dt
\]

\[
+ \frac{1}{2(d+2)} \left( F(\psi(T)) - F(\psi(0)) \right) e^{-\frac{T(d+2)}{\kappa}}
\]

\[
+ \kappa \int_0^T \| \psi'(t) \|^2_{L^2(\partial B_1)} e^{-\frac{t(d+2)}{\kappa}} dt.
\]

7.2.9. **Estimating the energy gain** \( W(h) - W(z) \). First, notice that the second term in the right-hand side of the above identity is negative. This is due to the fact that the energy \( F \) is decreasing along the flow \( \psi(t) \). Thus, we get

\[
W(r^2 u) - W(z) \leq \frac{1}{2(d+2)} \int_0^T \psi'(t) \cdot \nabla F(\psi(t)) e^{-\frac{t(d+2)}{\kappa}} dt
\]

\[
+ \frac{1}{2(d+2)} \left( F(\psi(T)) - F(\psi(0)) \right) e^{-\frac{T(d+2)}{\kappa}}
\]

\[
+ \kappa \int_0^T \| \psi'(t) \|^2_{L^2(\partial B_1)} e^{-\frac{t(d+2)}{\kappa}} dt.
\]

Now since for the gradient flow \( \psi \) we have the identities

\[
\frac{\partial}{\partial t} F(\psi(t)) = \psi'(t) \cdot \nabla F(\psi(t)) = -\| \nabla F(\psi(t)) \|^2_{L^2(\partial B_1)} = -\| \psi'(t) \|^2_{L^2(\partial B_1)},
\]

the terms (7.15) and (7.16) are negative. Thus, we start by estimating the third term (7.17).

7.2.10. **Eliminating the error term** (7.17) - the choice of \( \kappa \). Using again (7.18), we get that (7.17) can be absorbed in (7.15). Indeed, by choosing \( \kappa \) small enough, for instance,

\[
\kappa = \frac{1}{4(d+2)},
\]

we obtain

\[
W(h) - W(z) \leq \frac{1}{4(d+2)} \int_0^T \psi'(t) \cdot \nabla F(\psi(t)) e^{-\frac{t(d+2)}{\kappa}} dt
\]

\[
+ \frac{1}{2(d+2)} \left( F(\psi(T)) - F(\psi(0)) \right) e^{-\frac{T(d+2)}{\kappa}}.
\]

Now, both terms (7.19) and (7.20) are negative.
7.2.11. Choice of the stopping time $T$. Let $T_{1/2}$ be defined as

$$T_{1/2} = \sup \left\{ \tau : \mathcal{F}(\psi(t)) - \mathcal{F}(\mathcal{S}) \geq \frac{1}{2} (\mathcal{F}(\psi(0)) - \mathcal{F}(\mathcal{S})) \quad \text{for every} \quad t \in [0, \tau] \right\}.$$ 

We consider two cases.

**Case 1.** The energy decreases rapidly along the flow: $T_{1/2} \leq 1$. In this case, we choose $T = T_{1/2}$ and we compute

$$W(h) - W(z) \leq e^{-\frac{T(d+2)}{\kappa}} (\mathcal{F}(\psi(T)) - \mathcal{F}(\psi(0))) \leq \frac{e^{-\frac{d+2}{\kappa}}}{2(d+2)} (\mathcal{F}(\psi(T)) - \mathcal{F}(\psi(0))) = \frac{1}{2} \frac{e^{-\frac{d+2}{\kappa}}}{2(d+2)} (\mathcal{F}(\psi(0)) - \mathcal{F}(\mathcal{S})), $$

which concludes the proof of the log-epiperimetric inequality (7.11) (equivalently (7.11)) in this first case, in which we get (7.1) with the best possible exponent $\gamma = 0$.

**Case 2.** The energy decreases slowly along the flow: $T_{1/2} \geq 1$. In this case, we choose $T = 1$ and the energy gain comes from the term (7.21). Indeed,

$$W(h) - W(z) \leq \int_0^T \psi(t) \cdot \nabla \mathcal{F}(\psi(t)) e^{-\frac{t(d+2)}{\kappa}} dt = -\int_0^T \|\nabla \mathcal{F}(\psi(t))\|^2_{L^2(\partial B_1)} e^{-\frac{t(d+2)}{\kappa}} dt. $$

In this second case, the proof of (7.11) is more involved and is based on the so-called Łojasiewicz inequality.

7.2.12. Łojasiewicz inequality for the functional $\mathcal{F}$. In order to conclude the proof of (7.11) also in the second case, we need to estimate $\|\nabla \mathcal{F}(\psi(t))\|$ from below in terms of the energy $(\mathcal{F}(\psi(t)) - \mathcal{F}(\mathcal{S}))$. Precisely, we need an inequality of the form

$$C_{LS} (\mathcal{F}(\phi) - \mathcal{F}(\mathcal{S}))^{1+\beta} \leq \|\nabla \mathcal{F}(\phi)\|^2 \quad \text{for every} \quad \phi \quad \text{such that} \quad \mathcal{F}(\phi) \geq \mathcal{F}(\mathcal{S}), \quad (7.21)$$

where $C_{LS} > 0$ and $0 \leq \beta < 1$. The above estimate is called Łojasiewicz inequality and is well-known in the case when $\mathcal{F}$ is an analytic function on a finite dimensional space; we refer to [1] for a more detailed discussion on the Łojasiewicz inequality and its different versions and applications. Now, using this estimate and the choice of the stopping time $T = 1 \leq T_{1/2}$ and $\kappa = \frac{1}{4(d+2)}$, we can estimate (7.19) as follows:

$$-\int_0^T \|\nabla \mathcal{F}(\psi(t))\|^2_{L^2(\partial B_1)} e^{-\frac{t(d+2)}{\kappa}} dt \leq -C_{LS} \int_0^T (\mathcal{F}(\varphi(t)) - \mathcal{F}(\mathcal{S}))^{1+\beta} e^{-\frac{t(d+2)}{\kappa}} dt$$

$$\leq -\frac{C_{LS}}{2^{1+\gamma}} \int_0^T (\mathcal{F}(\varphi(0)) - \mathcal{F}(\mathcal{S}))^{1+\beta} e^{-\frac{t(d+2)}{\kappa}} dt$$

$$\leq -\frac{C_{LS} \kappa}{(d+2)2^{1+\beta}} (1 - e^{-\frac{T(d+2)}{\kappa}}) (\mathcal{F}(\varphi(0)) - \mathcal{F}(\mathcal{S}))^{1+\beta}$$

$$= -C_d C_{LS} (\mathcal{F}(\varphi(0)) - \mathcal{F}(\mathcal{S}))^{1+\beta},$$

where $C_d$ is a dimensional constant. This concludes the proof of the log-epiperimetric inequality (7.11) in the second case; the exponent $\gamma = \beta$ is precisely the one from the Łojasiewicz inequality.
7.2.13. **What can go wrong with the gradient flow?** Up to this point, we have proved that the competitor $h$ from Section 7.2.7 satisfies the log-epiperimetric inequality (7.25) holds along the flow. For what concerns the functional $\mathcal{F}$ the Lojasiewicz inequality holds and is relatively easy to prove (see for instance the Introduction of [3]). On the other hand, in order to conclude that $h$ is an admissible competitor in Theorem 1 we must have that $h$ is non-negative, or in terms of the flow $\psi$, that $\psi(t)$ is non-negative on $\partial B_1$, for every $t \in [0, T]$. Unfortunately, we cannot assure that, for any $\psi(0) = c$, the flow remains positive. Thus, in [6], we propose a different construction.

7.2.14. **Constrained gradient flow.** In [6], we construct the competitor $h$ from Subsection 7.2.7 starting from a flow $\psi$, which is the gradient flow of $\mathcal{F}$ constrained to remain in the (convex) space $\mathcal{K}$ of nonnegative functions defined on $\partial B_1$. This constrained flow, of course different with respect to the original gradient flow as the decay of the energy $\mathcal{F}$ may become much slower when the flow hits the boundary of the constraint $\mathcal{K}$, but still, this flow has several properties, that make it very similar to the (unconstrained) gradient flow of $\mathcal{F}$. In particular, we can repeat precisely the same construction presented above: the equalities (7.13) and (7.14) are general and satisfied, so the main challenge is to prove an estimate that can replace the Lojasiewicz inequality.

Thus, the proof of the epiperimetric inequality is precisely the same, with the only difference that the norm of $\nabla \mathcal{F}$ is replaced by

$$\|\nabla \mathcal{F}(\phi)\|_K = \sup \left\{ 0, \sup_{v \in \mathcal{K}\setminus\{\phi\}} \left\{ -\nabla \mathcal{F}(\phi) \cdot \frac{(v - \phi) \cdot \nabla \mathcal{F}(\phi)}{\|v - \phi\|_{L^2(\partial B_1)}} \right\} \right\},$$

for any nonnegative $\phi \in H^2(\partial B_1)$. Now, the positivity constraint for this flow is automatically satisfied, so the main challenge is to prove an estimate that can replace the Lojasiewicz inequality (7.25). Indeed, in order to complete the proof, in [3], we prove the following stronger version of (7.25), that we called **constrained Lojasiewicz inequality**:

$$C_{\text{cls}}(\mathcal{F}(\phi) - \mathcal{F}(S))^{1+\beta} \leq \|\nabla \mathcal{F}(\phi)\|_K^2.$$  

(7.24)

The proof is based on the choice of a suitable test direction $\phi$ in (7.23), that turns out to be precisely the function $h_2$ from (7.9).

7.2.15. **The log-epiperimetric inequality - a general construction.** In Theorem A.1 of the Appendix, we make a more general construction of a competitor $h$ starting from a flow $\psi : [0, +\infty) \to H^1(\partial B_1)$ that satisfies satisfies the following conditions:

(i) for any $t \geq 0$, the function $\psi(t)$ remains nonnegative along the flow; this assures that the final competitor is admissible;

(ii) the following inequality holds:

$$-\psi'(t) \cdot \nabla \mathcal{F}(\psi(t)) \geq \|\psi'(t)\|_{L^2(\partial B_1)}^2 \quad \text{for every} \quad t > 0;$$

this guarantees that the energy $\mathcal{F}(\psi(t))$ is decreasing in $t$ and that the error term (7.17) can be absorbed by the energy gain (7.15);

(iii) the following Lojasiewicz-type inequality (which replaces (7.25)) hold

$$C_{\text{lst}}(\mathcal{F}(\psi(t)) - \mathcal{F}(S))^{1+\beta} \leq -\psi'(t) \cdot \nabla \mathcal{F}(\psi(t)),$$

for every $t > 0$ such that $\psi'(t) \neq 0$.

This abstract result can be used also in other contexts (for instance, in can be applied to the thin-obstacle problem). In Section 4 we apply Theorem A.1 to a specific flow, for which the derivative $\psi'(t)$ does not depend on $t$ and we choose the direction $\psi'$ to be precisely the one from (7.9); thus, recovering the competitor from Section 4.
Appendix A. Evolution approach to the log-epiperimetric inequality

In this section we give a general procedure that reduces the construction of a competitor for the log-epiperimetric inequality to the construction of a flow that satisfies two key hypotheses: an energy dissipation estimate and a Lojasiewicz inequality. Our construction applies not only to the specific case of the obstacle problem, but can be used to prove log-epiperimetric inequalities for any functional that satisfies suitable homogeneity properties. In particular, it can be used in the context of the thin-obstacle problem and, more generally, to the obstacle problem for the $s$-Laplacian. Our main result is Theorem A.1. Before stating it, we introduce some notation and we list the main assumptions that we make.

**Homogeneity.** We fix a positive real constant $\alpha > 0$; in the case of the obstacle problem (that is, in Theorem 1) $\alpha$ is equal to 2.

**Energy.** We consider two functionals
\[ G : H^1(B_1) \to \mathbb{R} \quad \text{and} \quad F : H^1(\partial B_1) \to \mathbb{R}, \]
with the following properties.

- $F$ is differentiable. Precisely, there is a functional $\nabla F : H^2(\partial B_1) \to L^2(\partial B_1)$ such that
  \[ F(u + v) = F(u) + v \cdot \nabla F(u) + o(\|v\|_{H^1(\partial B_1)}), \]
  for every $u \in H^2(\partial B_1)$ and every $v \in H^1(\partial B_1)$.

- $G$ and $F$ are related through a slicing identity. Precisely, we assume that there is a constant $C_{sl} > 0$ such that, for any function $u = u(r, \theta) \in H^1([0,1] \times \partial B_1)$, we have
  \[ G(r^\alpha u(r, \theta)) \leq \int_0^1 F(u(r, \cdot)) r^{2\alpha + d - 3} dr + C_{sl} \int_0^1 \int_{\partial B_1} |\partial_r u|^2 r^{2\alpha + d - 1} d\mathcal{H}^{d-1} dr, \quad \text{(A.1)} \]
  with equality if $u$ is constant in the $r$ variable. In this case, we have
  \[ G(r^\alpha u(\theta)) = \int_0^1 F(u) r^{2\alpha + d - 3} dr = \frac{1}{2\alpha + d - 2} F(u). \quad \text{(A.2)} \]

**Critical set.** We suppose that there is a compact set $S \subset H^2(\partial B_1)$ such that:

- $S$ is a set of critical points for $F$, that is :
  \[ \nabla F(Q) = 0 \quad \text{for every} \quad Q \in S. \]

- $F$ is constant on $S$; and we denote this constant by $F(S)$:
  \[ F(Q) = F(S) \quad \text{for every} \quad Q \in S. \]

**Flow.** We suppose to be given a constant $T_{max} > 0$ and a function $\psi : [0, T_{max}] \to H^2(\partial B_1)$ such that
\[ \psi \in L^2([0, T_{max}]; H^2(\partial B_1)) \cap H^1([0, T_{max}]; L^2(\partial B_1)), \]
or
\[ \psi \in L^2([0, T_{max}]; H^1(\partial B_1)) \cap H^1([0, T_{max}]; H^1(\partial B_1)). \]

In both cases the energy $F(\psi(t))$ is well-defined and (weakly) differentiable in $t$. Precisely,
\[ \frac{d}{dt} F(\psi(t)) = \psi'(t) \cdot \nabla F(\psi(t)) \quad \text{for every} \quad t \in (0, T_{max}), \]
and the map
\[ (0, T_{max}) \ni t \mapsto \psi'(t) \cdot \nabla F(\psi(t)) \in \mathbb{R} \]
is integrable, where the dot indicates the scalar product in $L^2(\partial B_1)$, or the pairing between $H^1(\partial B_1)$ and its dual space. Moreover, we assume that the flow and the energy $F$ satisfy the following properties.
Proof of Theorem A.1. First, notice that if the flow \( \psi \) satisfies the assumptions of Theorem A.4 in the proof of the Lojasiewicz inequality. Then, there are constants \( C_{\text{ED}} > 0 \) and \( p \geq 2 \) such that the following inequality holds

\[
C_{\text{ED}} \min \left\{ \| \psi'(t) \|_{L^2(B_1)}^2, \| \psi'(t) \|_{L^2(\partial B_1)}^p \right\} \leq -\psi'(t) \cdot \nabla F(\psi(t)), \tag{A.3}
\]

for almost every \( t \geq 0 \). In particular, the energy is non-increasing along the flow:

\[
F(\psi(t)) - F(\psi(s)) = \int_s^t \psi'(\tau) \cdot \nabla F(\psi(\tau)) \, d\tau \leq 0 \quad \text{for every} \quad 0 \leq s \leq t. \tag{A.4}
\]

Lojasiewicz inequality. There are constants \( C_{\text{LS}} > 0 \) and \( \beta \in [0, 1) \) such that \( \mathcal{F} \) satisfies the following inequality along the flow

\[
C_{\text{LS}} (\mathcal{F}(\psi(t)) - \mathcal{F}(S))^{1+\beta} \leq -\psi'(t) \cdot \nabla \mathcal{F}(\psi(t)) \quad \text{for almost every} \quad t > 0. \tag{A.5}
\]

**Theorem A.1.** Suppose that the functionals \( \mathcal{G} \) and \( \mathcal{F} \), and the flow \( \psi \) satisfy the hypotheses above. Moreover, we assume that the exponents \( \beta \in [0, 1) \) and \( p \geq 2 \), from (A.3) and (A.5) respectively, are such that

\[
(1 + \beta) \left( 1 - \frac{1}{p} \right) < 1.
\]

Then, there are constants \( \delta_0 > 0 \), \( E > 0 \), \( \gamma \in [0, 1) \) and \( \varepsilon > 0 \), depending on \( d, \alpha, p, \beta, T_{\max}, C_{\text{SL}}, C_{\text{LS}} \) and \( C_{\text{ED}} \), such that the following holds. If \( c \in H^1(B_1) \) satisfies

\[
c = \psi(0) \quad \text{and} \quad \mathcal{F}(c) - \mathcal{F}(S) \leq E,
\]

then there exists a function \( h = h(r, \theta) \in H^1(B_1) \) satisfying \( h(1, \cdot) = c(\cdot) \) on \( \partial B_1 \), and

\[
\mathcal{G}(h) - \mathcal{G}(S) \leq (1 - \varepsilon |\mathcal{G}(z) - \mathcal{G}(S)|^\gamma) (\mathcal{G}(z) - \mathcal{G}(S)) \tag{A.6}
\]

where \( \gamma = (1 + \beta)(2 - \frac{2}{p}) - 1 \), and where we used the notations

\[
z(r, \theta) := r^\alpha c(\theta) \quad \text{and} \quad \mathcal{G}(S) := \frac{1}{2\alpha + d - 2} \mathcal{F}(S).
\]

**Remark A.2** (The two extremal cases). When \( p = 2 \) and \( \beta > 0 \), Theorem A.1 corresponds precisely to [6, Proposition 3.1]. On the other hand, in Section 3, we apply Theorem A.1 to a flow for which \( p > 2 \) and \( \beta = 0 \).

**Remark A.3** (About a missing hypothesis). In the proposition above there is one hypothesis less with respect to [6, Proposition 3.1] and Theorem 1, where it is also required that the trace \( c \) is \( L^2(\partial B_1) \)-close to the set \( S \) of critical points. This closeness condition is hidden in the hypotheses that the energy dissipation and the Lojasiewicz inequalities (A.3) and (A.5) hold for every \( t \) along the flow \( \psi \). In fact, in Section 3, in order to prove (A.3) and (A.5) are satisfied for our specific choice of the flow, we use the closeness condition, which was essential in the proof of the key estimates in Section 3; similarly, in [6, Proposition 3.1], we used that the trace \( c \) lies close to \( S \) in the proof of the Lojasiewicz inequality.

**Remark A.4** (About \( \mathcal{G}(S) \)). Let \( Q \in S \). Then, \( \mathcal{G}(S) \) is precisely the energy \( \mathcal{G}(r^\alpha Q(\theta)) \) of the \( \alpha \)-homogeneous extension \( r^\alpha Q(\theta) \) of \( Q \).

**Proof of Theorem A.1.** First, notice that if \( \mathcal{G}(z) - \mathcal{G}(S) \leq 0 \), then choosing \( h = z \) we immediately get (A.6). Throughout the rest of the proof we will assume that

\[
0 < \mathcal{G}(z) - \mathcal{G}(S) = \frac{1}{2\alpha + d - 2} (\mathcal{F}(c) - \mathcal{F}(S)).
\]

We define the competitor \( h \) as

\[
h(r, \theta) = r^\alpha u(r, \theta),
\]

where, as in Section 7.2

\[
u(r, \theta) = \varphi( -\kappa \ln r, \theta) \quad \text{for} \quad r \in (0, 1] \quad \text{and} \quad \theta \in \partial B_1,
\]
for some $\kappa > 0$, and $\varphi$ is the stopped flow

$$\varphi(t) := \psi(t) \quad \text{if} \quad t \in [0, T], \quad \varphi(t) := \psi(T) \quad \text{if} \quad t \geq T,$$

where the stopping time $T$ will be chosen later.

We will divide the rest of the proof in several steps. Before we proceed, we notice that the log-epiperimetric inequality for $G$ (A.6) is equivalent to:

$$G(h) - G(z) \leq - \varepsilon \left( G(z) - G(S) \right)^{1+\gamma}, \quad \text{(A.7)}$$

where the right-hand side of the above inequality can also be written as

$$\varepsilon \left( G(z) - G(S) \right)^{1+\gamma} = \frac{2\alpha}{(2\alpha + d - 2)^{1+\gamma}} (F(c) - F(S))^{1+\gamma}. \quad \text{(A.8)}$$

We start with estimating from above the energy gap $G(h) - G(z)$ in terms of the flow $\psi$.

**Estimating the energy gap.** We first give the energy $G(h)$ in terms of the flow $\psi$ and the variable $t$. Using (A.1) and reasoning as in Lemma 2.4, we have

$$G\left(r^\alpha u(r, \cdot)\right) \leq \int_0^1 F(u(r, \cdot)) r^{2\alpha + d - 3} dr + C_{sl} \int_0^1 \int_{\partial B_1} |\partial_r u|^2 r^{2\alpha + d - 1} dH^{d-1} dr$$

$$= \int_0^1 F(\varphi(-\kappa \ln r)) r^{2\alpha + d - 3} dr + C_{sl} \int_0^1 \kappa^2 r^{2\alpha + d - 3} \|\varphi'(\kappa \ln r)\|^2_{L^2(\partial B_1)} dr$$

$$= \frac{1}{\kappa} \int_0^{+\infty} F(\varphi(t)) e^{-\frac{(2\alpha + d - 2)t}{\kappa}} dt + \kappa C_{sl} \int_0^{+\infty} \|\varphi'(t)\|^2_{L^2(\partial B_1)} e^{-\frac{(2\alpha + d - 2)t}{\kappa}} dt. \quad \text{(A.9)}$$

In particular, this implies that

$$G(r^\alpha u(r, \theta)) - G(r^\alpha c(\theta)) \leq \frac{1}{\kappa} \int_0^T \left( F(\psi(t)) - F(\psi(0)) \right) e^{-\frac{(2\alpha + d - 2)t}{\kappa}} dt$$

$$+ \frac{1}{d + 2\alpha - 2} \left( F(\psi(T)) - F(\psi(0)) \right) e^{-\frac{(2\alpha + d - 2)t}{\kappa}}$$

$$+ \kappa C_{sl} \int_0^T \|\psi'(t)\|^2_{L^2(\partial B_1)} e^{-\frac{(2\alpha + d - 2)t}{\kappa}} dt. \quad \text{(A.10)}$$

Moreover, integrating by parts the first term on the right-hand side, we get

$$G(r^\alpha u(r, \theta)) - G(r^\alpha c(\theta)) \leq \frac{1}{d + 2\alpha - 2} \int_0^T \psi'(t) \cdot \nabla F(\psi(t)) e^{-\frac{(2\alpha + d - 2)t}{\kappa}} dt$$

$$+ \kappa C_{sl} \int_0^T \|\psi'(t)\|^2_{L^2(\partial B_1)} e^{-\frac{(2\alpha + d - 2)t}{\kappa}} dt. \quad \text{(A.11)}$$

Recall that by (A.4), the energy is decreasing along the flow. Thus, the first term in the right-hand side of (A.9) is negative (thus we simply estimate it from above by zero). Finally, multiplying (A.9) and (A.10) by 1/2 and summing them, we obtain the following estimate

$$G(r^\alpha u(r, \theta)) - G(r^\alpha c(\theta)) \leq \frac{1}{2(d + 2\alpha - 2)} e^{-\frac{(2\alpha + d - 2)t}{\kappa}} \left( F(\psi(T)) - F(\psi(0)) \right)$$

$$+ \frac{1}{2(d + 2\alpha - 2)} \int_0^T \psi'(t) \cdot \nabla F(\psi(t)) e^{-\frac{(2\alpha + d - 2)t}{\kappa}} dt$$

$$+ \kappa C_{sl} \int_0^T \|\psi'(t)\|^2_{L^2(\partial B_1)} e^{-\frac{(2\alpha + d - 2)t}{\kappa}} dt. \quad \text{(A.11)}$$

We notice that, up to this point, we used only (A.1) and (A.2), and an integration by parts.

**Estimating the error term.** We now estimate the last term in the right-hand side of (A.11), which is also the only positive one. We notice that the energy dissipation condition (A.3) is
equivalent to the following:

\[
\|\psi'(t)\|_{L^2(\partial B_1)}^2 \leq C_1 \left[-\psi'(t) \cdot \nabla F(\psi(t))\right] + C_2 \left[-\psi'(t) \cdot \nabla F(\psi(t))\right]^{2/p},
\]

for some positive constant \(C_1\) and \(C_2\). As a consequence, we can estimate

\[
k_0 \varepsilon \, C_{\text{SL}} \int_0^T \|\psi'(t)\|_{L^2(\partial B_1)}^2 e^{-\frac{(2\alpha+d-2)t}{\kappa}} dt \leq k_0 \varepsilon \, C_{\text{SL}} \int_0^T \left[-\psi'(t) \cdot \nabla F(\psi(t))\right] e^{-\frac{(2\alpha+d-2)t}{\kappa}} dt
\]

\[
+ k_0 \varepsilon \, C_{\text{SL}} \int_0^T \left[-\psi'(t) \cdot \nabla F(\psi(t))\right]^{2/p} e^{-\frac{(2\alpha+d-2)t}{\kappa}} dt.
\]

Now, the first term on the right hand side can be absorbed into the first term of (A.11) by choosing \(\kappa\) small enough, in function of the constants involved. In order to estimate the second term, we use the Hölder inequality:

\[
\int_0^T \left(-\psi'(t) \cdot \nabla F(\psi(t))\right)^{2/p} e^{-\frac{(2\alpha+d-2)t}{\kappa}} dt
\]

\[
\leq \left(\int_0^T -\psi'(t) \cdot \nabla F(\psi(t)) e^{-\frac{(2\alpha+d-2)t}{\kappa}} dt\right)^{2/p} \left(\int_0^T e^{-\frac{(2\alpha+d-2)t}{\kappa}} dt\right)^{1-2/p}
\]

\[
\leq \left(\int_0^T -\psi'(t) \cdot \nabla F(\psi(t)) e^{-\frac{(2\alpha+d-2)t}{\kappa}} dt\right)^{2/p} \frac{k_0 \varepsilon \, C_{\text{SL}} \int_0^T -\psi'(t) \cdot \nabla F(\psi(t)) e^{-\frac{(2\alpha+d-2)t}{\kappa}} dt}{2\alpha + d - 2 (1 - e^{-\frac{2(2\alpha+d-2)}{\kappa}})}^{1-2/p}
\]

\[
\leq \left(\int_0^T -\psi'(t) \cdot \nabla F(\psi(t)) e^{-\frac{(2\alpha+d-2)t}{\kappa}} dt\right)^{2/p} \frac{k_0 \varepsilon \, C_{\text{SL}} \int_0^T -\psi'(t) \cdot \nabla F(\psi(t)) e^{-\frac{(2\alpha+d-2)t}{\kappa}} dt}{2\alpha + d - 2}^{1-2/p}.
\]

In conclusion, we obtain

\[
k_0 \varepsilon \, C_{\text{SL}} \int_0^T \|\psi'(t)\|_{L^2(\partial B_1)}^2 e^{-\frac{(2\alpha+d-2)t}{\kappa}} dt \leq C k_0^{-2/p} \left(\int_0^T -\psi'(t) \cdot \nabla F(\psi(t)) e^{-\frac{(2\alpha+d-2)t}{\kappa}} dt\right)^{2/p}
\]

\[
+ C_\varepsilon \kappa \int_0^T -\psi'(t) \cdot \nabla F(\psi(t)) e^{-\frac{(2\alpha+d-2)t}{\kappa}} dt,
\]

where \(C\) is a constant depending on \(d, \alpha, p, C_{\text{SL}}\) and \(C_{\text{ED}}\).

**Stopping time.** Recall that, by hypothesis, the flow \(\psi\) is defined on the interval \([0, T_{\text{max}}]\). We define \(T_{1/2}\) as

\[
T_{1/2} = \sup \left\{ s \in [0, T_{\text{max}}] \mid F(\psi(t)) - F(S) \geq \frac{1}{2} (F(\psi(0)) - F(S)) \quad \text{for every} \quad t \in [0, s] \right\},
\]

and we consider two cases. Below, we will choose the stopping time \(T\) such that

\[
0 \leq T \leq T_{1/2}.
\]

**Choice of \(\kappa\).** We choose

\[
k = \varepsilon_k \left(\int_0^T -\psi'(t) \cdot \nabla F(\psi(t)) e^{-\frac{(2\alpha+d-2)t}{\kappa}} dt\right)^{\frac{p-2}{2(p-1)}}\]

where \(\varepsilon_k > 0\) is a small constant, depending on \(d, \alpha, p, C_{\text{SL}}\) and \(C_{\text{ED}}\), such that

\[
\varepsilon_k \leq 1, \quad \varepsilon_k C \leq \frac{1}{10} \frac{1}{2(2\alpha + d - 2)} \quad \text{and} \quad \varepsilon_k \leq T_{\text{max}}.
\]
We notice that by the choice \( T \leq T_{1/2} \), we have that:

\[
\int_0^T -\psi'(t) \cdot \nabla \mathcal{F}(\psi(t)) \ e^{\frac{(2\alpha + d - 2) t}{\kappa}} \ dt \leq \int_0^T -\psi'(t) \cdot \nabla \mathcal{F}(\psi(t)) \ dt = \mathcal{F}(\psi(0)) - \mathcal{F}(\psi(T)) \leq \mathcal{F}(\psi(0)) - \mathcal{F}(S) \leq E,
\]

which gives that

\[
\kappa \leq \varepsilon \kappa E^{\frac{2 - \alpha}{2(2\alpha + d - 2)}} \leq \varepsilon \kappa,
\]

where the last inequality holds when \( E \leq 1 \).

Now, notice that the last term of the right-hand side of (A.11) can be estimated as follows:

\[
\kappa C_S \int_0^T \|\psi'(t)\|_{L^2(\partial B_1)}^2 e^{\frac{(2\alpha + d - 2) t}{\kappa}} dt \leq 2C \varepsilon \kappa \int_0^T -\psi'(t) \cdot \nabla \mathcal{F}(\psi(t)) e^{\frac{(2\alpha + d - 2) t}{\kappa}} dt
\]

\[
\leq \frac{1}{4(2\alpha + d - 2)} \int_0^T -\psi'(t) \cdot \nabla \mathcal{F}(\psi(t)) e^{\frac{(2\alpha + d - 2) t}{\kappa}} dt,
\]

(A.16)

where the first inequality follows by the first inequality for \( \varepsilon \kappa \) in (A.15) and the second one is a consequence of the second bound for \( \varepsilon \kappa \) in (A.15). This is the estimate in which we use the first two inequalities in the choice of the constant \( \varepsilon \kappa \). The last inequality of (A.15) is only needed for the bound

\[
\kappa \leq T_{\max},
\]

which we will use in the two possible choices of \( T \) that we discuss below. Before we proceed with the choice of \( T \), we notice that by combining the inequalities (A.16) and (A.11), we can eliminate the last term in the right-hand side of (A.11). Precisely, the energy gap \( \mathcal{G}(r^\alpha u) - \mathcal{G}(z) \) can be estimated as follows:

\[
\mathcal{G}(r^\alpha u(r, \theta)) - \mathcal{G}(r^\alpha c(\theta)) \leq \frac{1}{2(d + 2\alpha - 2)} e^{-\frac{(2\alpha + d - 2) T}{\kappa}} \left( \mathcal{F}(\psi(T)) - \mathcal{F}(\psi(0)) \right) + \frac{1}{4(d + 2\alpha - 2)} \int_0^T \psi'(t) \cdot \nabla \mathcal{F}(\psi(t)) e^{-\frac{(2\alpha + d - 2) t}{\kappa}} dt.
\]

(A.17)

**Choice of the stopping time.** We now proceed with the choice of \( T \), which is the last point of the construction of the competitor. As in Subsection 7.2 we consider two cases.

**Case 1.** *The energy decreases rapidly along the flow: \( T_{1/2} \leq \kappa \).*

In this case, we choose \( T = T_{1/2} \) and we estimate the first term in the right-hand side of (A.17). Indeed, since \( \frac{T}{\kappa} \leq 1 \) and since the function \( x \mapsto -e^{-x} \) is increasing in \( x \), we have:

\[
\frac{1}{2(2\alpha + d - 2)} e^{-\frac{(2\alpha + d - 2) T}{\kappa}} (\mathcal{F}(\psi(0)) - \mathcal{F}(\psi(T))) \leq \frac{1}{2(2\alpha + d - 2)} e^{-\frac{(2\alpha + d - 2) (\mathcal{F}(\psi(0)) - \mathcal{F}(\psi(T)))}{\kappa}} = \frac{1}{2(2\alpha + d - 2)} e^{-\frac{(2\alpha + d - 2)}{\kappa} \mathcal{F}(\psi(0)) - \mathcal{F}(S)},
\]

which concludes the proof of (A.6) in this case.

**Case 2.** *The energy decreases slowly along the flow: \( \kappa \leq T_{1/2} \).*
In this case, we choose $T = \kappa$ and we estimate the second term in the right-hand side of (A.17). By the Lojasiewicz inequality (A.3), we have

$$- \int_0^T -\psi'(t) \cdot \nabla \mathcal{F}(\psi(t)) e^{-\frac{(2a+d-2)}{\kappa} t} dt \leq - C_{LS} \int_0^T \left( \mathcal{F}(\psi(t)) - \mathcal{F}(Q) \right)^{1+\beta} e^{-\frac{(2a+d-2)}{\kappa} t} dt$$

which concludes the proof of Theorem A.1, since $1 + \gamma = 1 + \beta$. Now, setting

$$C = \varepsilon_k C_{LS} \left( 1 - e^{-(2a+d-2)} \right) \frac{(2a+d-2)^2}{2^{1+\beta}}$$

and using the definition of $\kappa$, we get that

$$- \int_0^T -\psi'(t) \cdot \nabla \mathcal{F}(\psi(t)) e^{-\frac{(2a+d-2)}{\kappa} t} dt$$

which implies

$$- \left( \int_0^T -\psi'(t) \cdot \nabla \mathcal{F}(\psi(t)) e^{-\frac{(2a+d-2)}{\kappa} t} dt \right) \frac{p-2}{2p-2} \leq - C (\mathcal{F}(\psi(0)) - \mathcal{F}(Q))^{1+\beta},$$

and finally,

$$- \int_0^T -\psi'(t) \cdot \nabla \mathcal{F}(\psi(t)) e^{-\frac{(2a+d-2)}{\kappa} t} dt \leq - C_2^{-2/p} (\mathcal{F}(\psi(0)) - \mathcal{F}(Q))^{(1+\beta)(2-\frac{2}{p})},$$

which concludes the proof of Theorem A.1 since $1 + \gamma = (1 + \beta)(2 - 2/p)$. \hfill $\square$

### Appendix B. Rate of convergence of the blow-up sequences

In this section, we show how to deduce the rate of convergence of the blow-up sequence starting from the log-epiperimetric inequality. The argument holds for a general energy $\mathcal{E}$ and can be used in several different contests: for the obstacle and the thin-obstacle problems, as well as for Bernoulli-type free boundary problems and minimal surfaces (see, for instance [7] and [8]).

**Proposition B.1.** Let $\alpha > 0$ be fixed. Let the function $u \in H^1(B_1)$ and the energy $\mathcal{E} : H^1(B_1) \to \mathbb{R}$ be given and, for every $0 < r \leq 1$, let $u_r \in H^1(B_1)$ be defined as

$$u_r(x) := \frac{1}{r^\alpha} u(rx) \quad \text{for every} \quad x \in B_1.$$  

(a) The function $r \mapsto \mathcal{E}(u_r)$ is differentiable on $(0,1]$ and

$$\frac{\partial}{\partial r} \mathcal{E}(u_r) \geq C_a \frac{\mathcal{D}(u_r)}{r} \quad \text{for every} \quad 0 < r < 1,$$

where $C_a > 0$ is a given constant and

$$\mathcal{D}(u) := \int_{\partial B_1} |x \cdot \nabla u - \alpha u|^2 \, d\mathcal{H}^{d-1}(x).$$
(b) There is a constant $C_b > 0$ such that
\[
\frac{\partial}{\partial r} \mathcal{E}(u_r) \geq \frac{C_b}{r} (\mathcal{E}(z_r) - \mathcal{E}(u_r)) \quad \text{for every} \quad 0 < r < 1,
\]
where $z_r : B_1 \to \mathbb{R}$ is the $\alpha$-homogeneous extension of $u_r|_{\partial B_1}$, that is,
\[
z_r(x) = |x|^{\alpha} u_r(x/|x|) \quad \text{for every} \quad x \in B_1.
\]

(c) There are constants $C_c > 0$ and $\gamma \in [0, 1)$ such that, for every $r \in [0, 1]$, there exists a function $h_r \in H^1(B_1)$ for which the following log-epiperimetric inequality holds:
\[
\mathcal{E}(h_r) \leq (1 - C_c |z_r|^{\gamma}) \mathcal{E}(z_r).
\]

(d) For every $0 < r \leq 1$, we have
\[
0 \leq \mathcal{E}(u_r) \leq \mathcal{E}(z_r) \quad \text{and} \quad 0 \leq \mathcal{E}(u_r) \leq \mathcal{E}(h_r).
\]

Then, for every $u \in H^1(B_1)$ satisfying hypotheses (a), (b), (c) and (d), and such that $\mathcal{E}(u) \leq E$, for some constant $E$, there exists $u_0 \in H^1(B_1)$ such that
\[
\|u_r - u_0\|_{L^2(\partial B_1)} \leq C(-\ln r)^{-\frac{1}{2\gamma}} \quad \text{for every} \quad 0 < r \leq 1,
\]
where the constant $C$ depends on $C_a$, $C_b$, $C_c$, the dimension $d$, the exponent $\gamma$, and on $E$.

Proof. First, notice that by (b), (c) and (d), we have
\[
\frac{\partial}{\partial r} \mathcal{E}(u_r) \geq \frac{C_b}{r} (\mathcal{E}(z_r) - \mathcal{E}(u_r))
\geq \frac{C_b}{r} (\mathcal{E}(h_r) + C_c \mathcal{E}(z_r)^{1+\gamma} - \mathcal{E}(u_r)) \geq \frac{C_b C_c}{r} \mathcal{E}(u_r)^{1+\gamma}. \tag{B.2}
\]

Consider the change of coordinates $t(r) = -\ln r$ (thus, $r(t) = e^{-t}$ and $r'(t) = -r(t)$), and let
\[
e(t) := \mathcal{E}(u_r(t)) \quad \text{and} \quad f(t) := D(u_r(t)),
\]
for every $t \geq 0$. Then, we have
\[
e'(t) = r'(t) \frac{\partial}{\partial r} \mathcal{E}(u_r(t)) = -r(t) \frac{\partial}{\partial r} \mathcal{E}(u_r(t)).
\]
In particular, using (B.1) and (B.2)
\[e'(t) \leq -C_a f(t) \quad \text{and} \quad e'(t) \leq -C_b C_c e(t)^{1+\gamma}.
\]
The second inequality implies the decay of $e(t)$. Indeed,
\[
\frac{\partial}{\partial t} \left[ e(t)^{-\gamma} - \gamma t C_b C_c \right] = \gamma \left( -e(t)^{1-\gamma} e'(t) - C_b C_c \right) \geq 0,
\]
which implies that, for every $t \geq 0$,
\[
e(t)^{-\gamma} - \gamma t C_b C_c \geq e(0)^{-\gamma},
\]
which after rearranging the terms gives
\[
e(t) \leq \left( e(0)^{-\gamma} + t C_b C_c \right)^{-1/\gamma} \quad \text{for every} \quad t \geq 0.
\]
In particular, there is a constant $C$, depending on $C_b$, $C_c$, $e(0)$ and $\gamma$, such that
\[
e(t) \leq C t^{-1/\gamma} \quad \text{for every} \quad t \geq 1. \tag{B.3}
\]

Let now $0 < r < R \leq 1$, $t = -\ln R$ and $T = -\ln r$ be fixed; in particular, $0 \leq t < T < +\infty$. For every $x \in \partial B_1$ we compute
\[
\frac{\partial}{\partial t} u_t(x) = \frac{\partial}{\partial t} \left[ \frac{u(t)}{t^{\alpha}} \right] = \frac{x \cdot \nabla u(t)}{t^{\alpha}} - \frac{\alpha u(t)}{t^{\alpha}} = \frac{1}{t} \left( x \cdot \nabla u_t(x) - \alpha u_t(x) \right).
\]
Now, using the inequality 
\[ \int_{\partial B_1} |u_R - u_r|^2 \, dH^{d-1} \leq \int_{\partial B_1} \left( \int_{\rho}^{R} \frac{1}{\rho} |x \cdot \nabla u_{\rho} - u_{\rho}| \, d\rho \right)^2 \, dH^{d-1} = \int_{\partial B_1} \left( \int_{t}^{T} |x \cdot \nabla u_{\rho(\tau)} - u_{\rho(\tau)}| \, d\tau \right)^2 \, dH^{d-1}, \]
where we used the change of variables \( \tau = -\ln \rho \). By the Cauchy-Schwartz inequality, we get 
\[ \int_{\partial B_1} |u_R - u_r|^2 \, dH^{d-1} \leq \int_{\partial B_1} \left( (T-t) \int_{t}^{T} |x \cdot \nabla u_{\rho(\tau)} - u_{\rho(\tau)}| \, d\tau \right)^2 \, dH^{d-1} = (T-t) \int_{t}^{T} f(\tau) \, d\tau. \]
Now, using the inequality \( f(\tau) \leq -\frac{1}{C_a} e'(\tau) \), and integrating in \( \tau \), we obtain 
\[ \int_{\partial B_1} |u_R - u_r|^2 \, dH^{d-1} \leq \frac{T-t}{C_a}(e(t) - e(T)) \leq \frac{T-t}{C_a} e(t). \]
Applying the above inequality to 
\[ T = t_{n+1} = 2^{n+1}, \quad t = t_n = 2^n, \quad r = r_{n+1} = e^{-2^{n+1}}, \quad R = r_n = e^{-2^n}, \]
and using \( (B.3) \), we get 
\[ \int_{\partial B_1} |u_{r_{n+1}} - u_{r_n}|^2 \, dH^{d-1} \leq \frac{1}{C_a}(T-t) e(t) \leq \frac{C}{C_a} \left(\frac{1}{2^{n+1}}\right)^{-n}. \]
Let now \( \sigma = 2^{-\frac{1+n}{2}} \). Thus, \( \sigma < 1 \) and 
\[ \|u_{r_{n+1}} - u_{r_n}\|_{L^2(\partial B_1)} \leq \left(\frac{C}{C_a}\right)^{1/2} \sigma^n, \]
which implies that, for every \( N \in \mathbb{N} \) and for every \( m > n \geq N \), we have 
\[ \|u_{r_m} - u_{r_n}\|_{L^2(\partial B_1)} \leq \left(\frac{C}{C_a}\right)^{1/2} \frac{1}{1-\sigma} \sigma^N, \]
which proves that \( u_{r_n} \) is a Cauchy sequence in \( L^2(\partial B_1) \) and so, it converges to some \( u_0 \in L^2(\partial B_1) \), for which we have 
\[ \|u_{r_n} - u_0\|_{L^2(\partial B_1)} \leq \left(\frac{C}{C_a}\right)^{1/2} \frac{1}{1-\sigma} \sigma^n. \]
In order to conclude the proof, it only remains to notice that if \( r \in (r_{n+1}, r_n) \), then 
\[ \int_{\partial B_1} |u_{r_n} - u_r|^2 \, dH^{d-1} \leq \frac{t_{n+1} - t_n}{C_a} e(t_n) \leq \frac{C}{C_a} 2^n 2^{-\gamma/2} \leq \frac{C}{C_a} \sigma^{2^n}, \]
which, by the triangular inequality and the fact that \( t_n < -\ln r < t_{n+1} \), implies that 
\[ \|u_r - u_0\|_{L^2(\partial B_1)} \leq \|u_r - u_{r_n}\|_{L^2(\partial B_1)} + \|u_{r_n} - u_0\|_{L^2(\partial B_1)} \leq \left(\frac{C}{C_a}\right)^{1/2} \left(1 + \frac{1}{1-\sigma}\right) \sigma^n = \left(\frac{C}{C_a}\right)^{1/2} \frac{2-\sigma}{1-\sigma} \left(2^{-n}\right)^{\frac{1+n}{2}} \leq \left(\frac{C}{C_a}\right)^{1/2} \frac{2-\sigma}{1-\sigma} \left(2^{-n+1}\right)^{\frac{1+n}{2n+1}} \leq \left(\frac{C}{C_a}\right)^{1/2} \frac{2-\sigma}{1-\sigma} \left(\frac{1}{2}\right)^{\frac{1+n}{2n+1}} (-\ln r)^{\frac{1+n}{2n+1}}, \]
which proves that \( u_r \) converges to \( u_0 \) in \( L^2(\partial B_1) \).
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