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Abstract

Generative adversarial networks have led to significant advances in cross-modal/domain translation. However, typically these networks are designed for a specific task (e.g., dialogue generation or image synthesis, but not both). We present a unified model, M$^3$D-GAN, that can translate across a wide range of modalities (e.g., text, image, and speech) and domains (e.g., attributes in images or emotions in speech). Our model consists of modality subnets that convert data from different modalities into unified representations, and a unified computing body where data from different modalities share the same network architecture. We introduce a universal attention module that is jointly trained with the whole network and learns to encode a large range of domain information into a highly structured latent space. We use this to control synthesis in novel ways, such as producing diverse realistic pictures from a sketch or varying the emotion of synthesized speech. We evaluate our approach on extensive benchmark tasks, including image-to-image, text-to-image, image captioning, text-to-speech, speech recognition, and machine translation. Our results show state-of-the-art performance on some of the tasks.

1. Introduction

Generative adversarial networks [9] learn a mapping from source to target distributions, and have shown great performances in data translation tasks involving different modalities such as image, text, audio. These problems are typically multi-modal (e.g., text-to-speech or text-to-image), and the mappings are inherently one-to-many (e.g., the same sentence said with different emotions should sound different). Thus, it would be ideal if a model is able to learn a mapping across multiple modalities that also allows for the domain to be explicitly controlled.

We define each modality as a set of data of the same type, and each domain as a set of data with the same attribute value. For example, in Fig 1, text would be one modality, images another and audio yet another. Images captured at night represent one domain and images captured in the daytime represent another domain. A unified architecture would make the modeling more efficient and allow representations to be shared, even if they come from different domains or modalities.

In this work, we introduce a multi-modal multi-domain generative adversarial network (M$^3$D-GAN) – a unified model that can translate across a wide range of modalities (e.g. image, text and speech) and domains (e.g., attributes and styles). We specifically focus on the ability to explicitly control the domain aspect, rather than randomly generating results as in the previous work [39]. Creating such an architecture is non-trivial for several reasons: (1) Different models are designed for different data types; it is non-trivial to extend them across different modalities (e.g., a net-
work designed for text-to-image translation would not work for speech-to-text translation). (2) The mode collapse issue widely observed in GANs makes it difficult to produce diverse results. (3) The alternating training process in GANs makes it difficult to explicitly control the domain aspect in the synthesized output.

Our $M^3D$-GAN consists of modality-specific sub-networks and a unified computing body. The former converts input samples from different modalities into unified representations. The majority of computation is done in the unified computing body, where the representations from all modalities share the same network (but not the weights). We achieve the cross-modality property by letting different tasks from the same modality share their modality subnets, which avoids creating networks for every task. For example, all image translation tasks share the same image-modality-net, no matter which image domains they come from (e.g., shoes or scenes). This encourages generalization across tasks and makes it easy to add additional tasks.

To produce diverse results, we introduce a universal attention module that encodes multi-domain distributions in a highly structured latent space by means of information bottleneck [25]. At inference time, we synthesize diverse samples by providing a condition, or randomly sampling from the latent space induced by this module.

In summary, our contributions are: (1) We propose multi-modal multi-domain GAN ($M^3D$-GAN) that can translate data across multiple modalities and domains. (2) We introduce a universal attention module that encodes multi-domain variations in a latent space. (3) We evaluate our approach on a broad range of tasks and achieve superior results compared to baseline models.

2. Related Work

Cross-Domain Synthesis: In the image modality, conditioning GANs with labels has been used to generate higher resolution images [19]. An important aspect of synthesis is the ability to frame the task as the description of attributes or features [7]. Modeling images in layers (i.e., foreground and background) allows for explicit control over the image attributes [7]. Pix2pix [11] made the first attempt at translating across different image domains by training on paired data (e.g., sketches to photos). Since then, more image translation work has used unsupervised training [37, 24, 15, 4]. However, most GAN architectures require retraining for each specific task. Bridging the gaps between domains, Choi et al., proposed StarGAN [6], which is a unified model for image-to-image translation that produced compelling results for controllable image generation, enabling cross-domain image synthesis.

Cross-Modality Synthesis: GANs have had a significant impact on data synthesis across modalities, from image-to-text to speech synthesis. Text-to-image generation is an example of cross-domain synthesis [34, 22, 15]. Image captioning can be considered as an inverse process of generating text from images [29]. Analogously, speech recognition aims to turn a segment of audio into a textual string and similarly deep networks have been successfully employed for this [36, 32]. Text-to-speech synthesis presents the challenge of modeling the style in which the speech is synthesized [16]. To this end, the recently proposed Tacotron-based approaches [23, 31] use a piece of reference speech audio to specify the expected style. This approach means a single textual string can be synthesized in numerous ways (a one to many mapping). Controlling the attributes of images [6, 7] is somewhat similar to this, ideally we would want to control the domain of the synthesized data.

3. Approach

Neuroscience has revealed that the brain forms unified abstract representations from cross-sensory modalities [21, 8]. For instance, the same mirror neurons are shown to fire when primates observe actions and hear sounds associated with them [12, 8]; visual and tactile recognition uses similar processes [21]. While there is much we do not understand about the nature of how the brain processes multi-sensory signals, we were inspired by this property in the design of our network. Considering the differences between human senses and perception, our approach consists of a set of modality sub-networks, designed to convert input data into unified representations somewhat analogous to the senses, and a unified computing body to transfer these representations, inspired by the abstracted notion of perception.

Given two data distributions, source $S$ and target $T$, we aim to learn a mapping that is robust to different data
Figure 3: M$^3$D-GAN architecture. **Training:** We use the modality subnets $M_{\text{in}}$ to convert data into a universal representation. These are processed via a universal computing body to produce latent codes $z_s \sim \mathcal{N}(0, I)$ and $z_r \sim E_r(R)$. We combine these with the source $S$ and feed to the Modality-specific generator ($M_{\text{out}}$) to convert them into the desired modality for synthesis. **Inference:** Given a source sample $S$, we synthesize a new sample by either (Top) providing a reference $R$ to explicitly control the desired domain, or (Bottom) sampling a latent code from a normal distribution.

Figure 4: An illustration of our universal attention module. We aim to model a variety of domain information from the target distribution; during training, rather than starting only from a source sample (e.g., pix2pix [11]), we also take samples from the target distribution as references, denoted by $R$, i.e. $\{S, R\} \rightarrow \hat{T}$. When training on paired data, e.g. $\{\text{text, image}\}$, $R$ is the ground-truth target. For testing, $R$ can be any sample from $T$ and specifies the domain we wish to synthesize. To this end, we design $E_{\text{att}}$ that consists of a reference encoder ($E_{\text{enc}_r}$) and a universal token layer ($UTL$). They are jointly trained with the whole model and do not require any explicit labels.

Given a reference $R$, the encoder $E_{\text{enc}_r}$ compresses domain information into a fixed-length vector; we call this a **reference embedding**. This embedding is used as a query vector in the universal token layer $UTL$, which consists of a bank of **token embedding** and an attention layer, where the token embedding are randomly initialized. We use the attention layer to learn the similarity between the reference embedding and each of the tokens. This produces a set of weights that represent the contribution of each token. The weighted sum of these token embedding, which we call **domain embedding**, is used as the encoded latent code $z$ for generation. The bank of token embedding is shared across all training sequences. Note that this whole process can be understood as information bottleneck [25], which allows our model to learn a highly structured latent space.

### 3.1. Universal Attention Module

During training, we have a collection of paired samples $(s \in S, t \in T)$. However, the training dataset usually contains only one such pair. Therefore, we introduce a universal attention module $E_{\text{att}}$ to encode diverse domain information from the target distribution into a latent space. At test time, M$^3$D-GAN can produce diverse results by either explicitly providing a reference sample as a conditioning variable or randomly sampling from the latent space. For a simple notation, in this paper, we denote the domain-specific generator $M_{\text{out}}$ as $G$. 

Given a reference $R$, the encoder $E_{\text{enc}_r}$ compresses domain information into a fixed-length vector; we call this a **reference embedding**. This embedding is used as a query vector in the universal token layer $UTL$, which consists of a bank of **token embedding** and an attention layer, where the token embedding are randomly initialized. We use the attention layer to learn the similarity between the reference embedding and each of the tokens. This produces a set of weights that represent the contribution of each token. The weighted sum of these token embedding, which we call **domain embedding**, is used as the encoded latent code $z$ for generation. The bank of token embedding is shared across all training sequences. Note that this whole process can be understood as information bottleneck [25], which allows our model to learn a highly structured latent space.
3.2. Training Objectives

cVAE-GAN: When taking both source $S$ and reference $R$ samples as input, it is natural to use conditional VAE-GANs as a learning objective: [17]:

$$
\mathcal{L}_{GAN} = \mathbb{E}_{S,T \sim p(S,T)}[\log(D(S,T))] + \mathbb{E}_{S,T \sim p(S,T), z \sim E_{enc}(R)}[\log(1 - D(S, G(S, z)))]
$$

(1)

A reconstruction loss is also adopted between the output and the ground truth:

$$
\mathcal{L}_{rec} = \mathbb{E}_{S,T \sim p(S,T), z \sim E_{enc}(R)}[\|T, G(S, z)\|]
$$

(2)

Further, we encourage the latent distribution, encoded by $E_{enc}$, to be close to a random Gaussian. This allows us to randomly sample a latent code as the reference embedding when there is no references $R$ at testing time.

$$
\mathcal{L}_{kl} = \mathbb{E}_{R \sim p(R)}[\mathcal{D}_{KL}(\mathcal{N}(0, I) \parallel \mathcal{N}(0, I))]
$$

(3)

The full objective for conditional VAE-GAN is:

$$
\mathcal{L}_{VAE} = \min_{G, E_{enc}} \max_D \mathcal{L}_{GAN} + \lambda_{rec} \mathcal{L}_{rec} + \lambda_{kl} \mathcal{L}_{kl}
$$

(4)

This process is shown in Figure 3 (yellow lines).

**Latent Regression:** We find that, by training the model only on the conditional VAE-GAN objective, the synthesized samples tend to be very similar even with different references. In other words, the latent codes output from $E_{enc}$ are ignored by the model. In this way, when training jointly with the whole model but without any constraints, the universal attention module (includes $E_{enc}$ and UTL) is hard to optimize. This issue has been pointed out in [27], and named “posterior collapse”.

We assume that if using $E_{enc}$ to encode a synthesized sample $\hat{T}$, then the output latent code $\hat{z}$ should be highly correlated with the one used to synthesize itself, i.e. $(S, z) \rightarrow \hat{T} \rightarrow \hat{z}, \| z, \hat{z} \|$. Thus, a solution would be to directly apply regression on the latent code $z$ that is encoded from reference $R$, i.e. $R \rightarrow z, (S, z) \rightarrow \hat{T} \rightarrow \hat{z}, \| z \sim E_{enc}(R), \hat{z} \|$. However, if $E_{enc}$ collapses, i.e., it encodes any input to the same or similar latent codes, the reconstructed code will still be the same and $E_{enc}$ will not be trained in an optimal fashion. Therefore, rather than using a latent code that is encoded from the reference sample, i.e. $z \sim E_{enc}(R)$, we start the latent regression process via a randomly drawn latent code $z \sim \mathcal{N}(0, I)$ and attempt to recover it, i.e. $z \sim \mathcal{N}(0, I), (S, z) \rightarrow \hat{T} \rightarrow \hat{z}, \| z \sim \mathcal{N}(0, I), \hat{z} \|$. We denote the randomly sampled latent code as $z_s$, and the one encoded from $R$ as $z_r$. The samples generated by $z_s$ as $\hat{T}_{sam}$, the ones generated by $z_r$ as $\hat{T}_{enc}$. Thus the latent regression loss $\mathcal{L}_{lat}$ is:

$$
\mathcal{L}_{lat} = \mathbb{E}_{S \sim p(S), z_s \sim \mathcal{N}(0, I)}[\| z_s - E_{enc}(G(S, z_s))\|_1]
$$

(5)

It is natural to also use the discriminator loss on $\hat{T}_{sam}$. The full loss can be written as:

$$
\mathcal{L}_{GAN} = \min_{G, E_{enc}} \max_D \mathcal{L}_{GAN} + \lambda_{lat} \mathcal{L}_{lat}
$$

(6)

This process is shown in Figure 3 (green lines).

**Distance Regularization** To further enforce the model to produce effective latent codes and prevent the model from collapsing, we propose a regularization on the generator that directly penalizes the mode collapse behavior. Our regularization is inspired by [4] which showed that the distance between a pair of samples should be highly related before and after translation. Thus, we design our regularization as:

$$
\max_G \mathcal{L}_{dist} = \mathbb{E}_{z_s, z_r} \left[ \frac{\|G(S, z_s) - G(S, z_r)\|}{\|z_s - z_r\|} \right]
$$

(7)

where $\| \cdot \|$ indicates a norm. This regularization will penalize when the generator collapses into few modes, and thus force the generator not to ignore the latent code and produce diverse outputs.

Our full objective function can be written as:

$$
\mathcal{L}_{all} = \min_{G, E_{enc}} \max_D \lambda_1 \mathcal{L}_{GAN} + \lambda_2 \mathcal{L}_{GAN} + \lambda_3 \mathcal{L}_{dist}
$$

(8)

4. Network Architecture

**Reference Encoder $E_{enc}$ & universal token layer UTL:** The input to $E_{enc}$ is first passed through a stack of four 2-D convolutional layers with [64, 64, 128, 128] channels. To adapt to sequential input, we make the output tensor to preserve the time resolution and feed it into a single-layer 128-unit GRU. The last GRU state serves as the reference embedding, which is then fed to the universal token layer. We use 10 tokens in our experiments, which we found sufficient to represent a small but rich variety of domain information in the training data. We use multthead attention [28] to compute the attention weights. It uses a softmax activation to output a set of combination weights over the tokens; the resulting weighted combination of these tokens is the domain embedding.

**modality subnets (Prenet) $M_{in}$:** We process speech data via mel-spectrograms which enables our model to take both images and speech via a two-layer fully 2D-convolitional network with dimension [32, 32]. For text input, we feed a sequence of 128-D character level embeddings into two fully-connected layers with [256, 128] units. The output is fed into a CBHG unit [23] which has a Conv1D bank with 16 layers, and each layer has 128 units. After the residual connection, there are four 128 unit fully-connected layers with ReLU. The final Bidirectional GRU has 128 cells.

**modality subnets (Generator) $M_{out}$:** As speech and text are both sequential signals, we design the same generator architecture for them. It takes combined $S$ and $z$ as
input. To match the dimension, we first replicate the single $z$ $T$ times, and concatenate it with the input source sequence. The Attention RNN consists of 2-layer residual GRUs with 256 cells. The Decoder RNN has a 256 cell 1-layer GRU. When synthesizing speech, this generator directly predicts the mel-spectrogram. We use Griffin-Lim [10] as a vocoder. To process image data, six residual conv2D layers compress the input into a low dimension representation, and then six residual deconv2D layers are used for decoding. Finally, a deconv2D layer outputs 3D RGB images.

Figure 5 shows detailed diagrams for each module. We train our M$^3$D-GAN from scratch using the Adam-optimizer. For the task of image $\rightarrow$ image translation, we train our model for 30 epochs with a batch size of 1. For other tasks, we train our model with a batch size of 32. For text $\rightarrow$ image, and image $\rightarrow$ text, we train our model for 300 epochs. Text $\rightarrow$ speech and text $\rightarrow$ text are trained for 200k steps. Details can be found in the supplementary material.

5. Experiments

We test the proposed approach on six synthesis tasks and compare (quantitatively and qualitatively) to baseline methods in each case. The datasets we used, and baseline methods we compared against, are listed in Table 1.

5.1. Qualitative Evaluation

**Image $\rightarrow$ Image**: We test our model under two scenarios shown in Figure 3. The first is to provide a reference image $R$, i.e., $(S, R) \rightarrow \hat{T}$ and synthesize samples that exhibit the content of $S$ and the style of the reference sample. Figure 2 shows the result: When given different references (first row), the synthesized samples preserve the content from the source image (the Eiffel Tower), and show different styles taken from references. The second scenario is to provide a random noise vector $z$ and synthesize a new sample by taking $S$ combined with $z$, i.e. $(S, z) \rightarrow \hat{T}$. Figure 2 (bottom row) shows the results: When adding randomly sampled noise vector $z$, we obtain images of the same content with different styles.

More results are shown in Figure 6 and Figure 7. Figure 6 shows diverse images are produced when we provide a random noise vector $z$ and synthesize a new sample by taking $S$ combined with $z$, i.e. $(S, z) \rightarrow \hat{T}$. Figure 2 (bottom row) shows the results: When adding randomly sampled noise vector $z$, we obtain images of the same content with different styles.

| Dataset               | Baseline Methods                  |
|-----------------------|-----------------------------------|
| **Image-to-Image**    | Pix2Pix [11]                      |
| Edges $\rightarrow$ photos [38, 33] | Bicycle-GAN [39]                |
| Outdoor day $\rightarrow$ Night images [13] | cVAE-GAN [3]      |
| **Text-to-Image**     | StackGAN [34]                     |
| CUB-200-2011 [30]    | DA-GAN [15]                      |
| **Image-to-Text**     | CNN-RNN-coco [29]                 |
| MSCOCO [5]           |                                   |
| **Text-to-Speech**    | Tacotron2 [23]                    |
| EMT-4 22,377 American English audio-text samples. | Tacotron-GST [31] |
| **Speech-to-Text**    | DeepSpeech2 [1]                   |
| LibriSpeech           |                                   |
| **Text-to-Text**      | JointRNN [2]                      |
| WMT’14 (En-Fr)       |                                   |
For adding styles to TTS, at inference, we combine an additional reference audio with a textual string and feed them into the system, where the text provides content, and the reference audio provides the desired style. For example, when synthesizing a sentence ‘The cat is laying on the table’, given a reference audio signal which has happy emotional tone, the synthesized sample should say the sentence in happy tone. Note that, the reference audio signal can contain any textual content. To this end, the most challenging part is in disentangling the content and style information from the reference audio. We perform experiments to validate that our model can successfully capture domain (style) information from the reference audio.

We compare our model to Tacotron-GST [31] in how well they model auditory styles. We use an in-house dataset, dubbed EMT-4, that consists of 22,377 American English audio-text samples, with a total of 24 hours. All the audio samples are read by a single speaker in four emotion categories: happy, sad, angry and neutral. For each text sample, there is only one audio sample paired with one of the four emotion styles.

We randomly select 15 sentences and 4 references from 4 emotion categories. Each sentence is paired with four reference audio samples for synthesis, producing 60 audio samples. We put the audio results on our demo page. To see whether our model can capture domain information from references, we also conduct a ‘content-style swap’ experiment where samples are synthesized by permuting text (content) and audio (style) from four (text, audio) pairs, one from each emotion category. We put the results on our demo page; each column has the same content with different styles, each row has the same style with different content. The results suggest that our model has successfully disentangled content and style components.

\section{5.2. Quantitative Evaluation}

\textbf{Image $\rightarrow$ Image:} We evaluate our model in terms of realism and diversity when synthesizing images from images. We train a classifier on the MNIST dataset [14] and employ it on the translated samples from SVHN [18]. Table 2a shows that our model achieves comparable results in realism with the state-of-the-art. To evaluate diversity, we compute the diversity-score using the LPIPS metric [35]. Taking 100 shoe sketches, we randomly generate 2000 images using each model by adding randomly sampled latent codes ($z$). The average distance between the 2000 samples for each method are reported in Table 2a. Our model (Ours($z$)) produces the highest diversity score. While pix2pix [11] has the lowest diversity, potentially due to the mode collapse issue in conditional GANs. We also generate samples by adding references. The diversity score is further improved (see Ours($R$)), illustrating that explicitly controlling the domain variable leads to better results.

\textbf{Text $\rightarrow$ Image:} We use two metrics: the Inception Score [2] and the number of missing modes (denoted as \# miss). To compute the inception score, we finetune VGG-19 on CUB-200-2011 [30]. Table 2c shows the results. Comparing with DA-GAN [15] which requires labels for training, our model produces comparable results even without using any label. For a more rigorous validation, we also adopt the missing mode metric (\# miss) that represents
Table 2: Quantitative results and comparisons with the state-of-the-arts methods for different tasks.

(a) Evaluation on Image $\rightarrow$ Image.

| Method            | Realism (acc) | Diversity(LPIPS) |
|-------------------|---------------|------------------|
| pix2pix [11]      | 89%           | 0.013±0.000      |
| cVAE-GAN [3]      | 86%           | 0.096±0.001      |
| Bicycle-GAN [39]  | 91%           | 0.110±0.002      |
| Ours(z)           | 91%           | **0.112±0.001**  |
| Ours(r)           | –             | 0.115±0.002      |
| Rand. Real Imgs.  | 98%           | 0.262±0.007      |

(b) Evaluation on tasks of Image $\rightarrow$ Text & Text $\rightarrow$ Text.

| Method             | BLEU-1 | BLEU-4 |
|--------------------|--------|--------|
| CNN+RNN-coco [29]  | 66.7   | 23.8   |
| Ours               | 65.2   | 23.8   |
| JointRNN (En-Fr) [2] | –     | 28.4   |
| Ours               | –      | 22.2   |

(c) Evaluation Text $\rightarrow$ Image synthesis task.

| Method          | Inception | #miss |
|-----------------|-----------|-------|
| StackGAN [34]   | 3.7±0.4   | 36.0  |
| DA-GAN [15]     | 5.6±0.4   | 19.0  |
| Ours            | 5.2±0.4   | **16.0** |

(d) Evaluation on Text $\rightarrow$ Speech (TTS).

| Method          | WER | Acc |
|-----------------|-----|-----|
| Tac. [23]       | 10.6| 68% |
| GST [31]        | **10.2** | 77% |
| Ours            | 10.2| **80%** |

(e) Evaluation on Speech Recognition.

| Metric              | WER |
|---------------------|-----|
| DeepSpeech2 [1]     | 5.15 |
| Ours                | 7.3  |

Figure 7: Explicit controlling for Image $\rightarrow$ Image. In each set, the first row is the reference image $r$, and the second row is synthesized images corresponding to the references domain. Where in each set, row 1, column 1 is the ground truth image, thus the image in row2, column1 can be considered as the reconstruction results.

The classifier reported number of missing modes. Comparing with the other two methods, our model misses the least number of modes, which further suggests the superiority of our model in alleviating the mode collapse issue.

Image $\rightarrow$ Text (image captioning): We compare our model with CNN-RNN-COCO, a state-of-the-art image caption method based on [29]. Table 2b shows the results on MS-COCO; our model achieves BLEU-4 in 0.238 for both. Comparing with the model that specifically designed for this task, our model produces comparable results.

Text $\rightarrow$ Speech (TTS) We evaluate two factors in the TTS task, i.e. fidelity (the synthesized speech should contain the desired content in a clearly audible form) and domain transfer accuracy (when transferring across domains, the synthesized speech should correctly correspond to the reference’s domain). We compare with two state-of-the-art stylized TTS models, Tacotron and GST, where Tacotron is an RNN-CNN auto-regressive model trained only on reconstruction loss, and GST improves on Tacotron by incorporating the global style token layers.

To validate fidelity, we assess the performance of synthesized samples in a speech recognition task. We use a pre-trained ASR model based on WaveNet [26] to compute the Word Error Rate (WER) for the samples synthesized by
For each sentence, we randomly sampled 6 noise vectors for generating each model. Table 2d shows our model performing comparably with the state-of-the-art approaches. As our domains (emotions) are all categorical, we evaluate the performance in domain transfer by means of classification. To this end, we train a classifier on EMT-4, which shows a 98% accuracy. We then select 1000 samples synthesized from the test set of EMT-4. Table 2d shows that our model performs the best in terms of the domain transfer accuracy.

Speech → Text (speech recognition) and Text → Text (machine translation) We test our model for the speech recognition task on LibriSpeech corpus constructed from audio books [20]. For text-to-text, we test our model on the WMT’14 English-French (En-Fr) dataset. We remove sentences longer than 175 words, resulting in 35.5M sentence pairs for training. The source and target vocabulary is based on 40k BPE types. We evaluate with tokenized BLEU on the corpus-level. As seen in Table 2b and Table 2e, comparing with the state-of-the-art speech recognition method, i.e. DeepSpeech [1] and machine translation method, our model did not show outstanding results. We suspect this is because when translating text to text, the reference (text) will be processed as a single domain embedding, which is a global representation, and thus lose essential sequential information. Even though our generator decodes information by time step and works well for other modalities (e.g., speech), we suspect that our text encoding method could be suboptimal. Future work may focus on designing a more robust network architecture for the text modality.

### 5.3. Ablation Study

We conduct an ablation study on the image-to-image task to analyze each component in our model. We again use the classification accuracy and diversity score as the metric. The results are shown in Table 3.

- **cVAE-GAN** [3] vs. $\mathcal{L}^{VAE}_{GAN}$: When training our model with the conventional conditional VAE-GANs objective [3], we see improvements in terms of both the realism and diversity. It shows the contribution of our attention module in producing a highly structured latent space, which helps the model generate more realistic and diverse results.
- **$\mathcal{L}^{VAE}_{GAN}$ vs. $\mathcal{L}^{VAE}_{GAN} + \mathcal{L}^{lat}_{GAN}$**: When we add the latent regression, the performance is further improved.
- **$\mathcal{L}^{VAE}_{GAN} + \mathcal{L}^{lat}_{GAN}$ vs. $\mathcal{L}_{all}$**: Comparing with our model with all the proposed losses, the realism of the $\mathcal{L}^{VAE}_{GAN} + \mathcal{L}^{lat}_{GAN}$ baseline is slightly impaired, and the diversity is also lower. It shows that, the distance regularization $\mathcal{L}_{dist}$ plays an important role in controlling the learned latent code.
- **$\mathcal{L}_{all}$ w/o Att vs. $\mathcal{L}_{all}$**: When discarding the attention module, both realism and diversity are lower than the proposed model. It illustrates that the attention mechanism does help in producing better results.

### 6. Conclusion

We present M$^3$D-GAN for cross-modal cross-domain translation, which consists of modality-specific subnets with a universal attention module that learns to encode modality/domain information in a unified way. We show how the same architecture can be applied to a wide variety of tasks including text-to-image, image-to-text, image-to-image, text-to-speech, speech-to-text and text-to-text translation. The universal attention module we propose can learn a highly structured latent space by means of information bottleneck [25], which allows for explicit control of specific attributes. Leveraging the same architecture for different problems is advantageous as it allows us to develop shared representations in the abstracted unified space. We conduct a comprehensive set of experiments, both qualitative and quantitative, to show that our model achieves strong results across most of the tasks, especially for speech and image.
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Appendix

7. Implementation details for each task

The inputs and outputs for each task during the training stage and testing stage are listed in Table 4.

- Image→Image: In this task, the source and target are images drawn from two different domains (e.g. day→night, edges→photos, etc.). During training, the references are images drawn from a target distribution, and are paired with the input (i.e. ground truth image). While at testing time reference images, which are used for indicating the desired style, can be provided.

- Text→Image: In this task, the source and reference are paired textual strings and images. At testing time, we do not use references to change the images’ style or attribute. Because a randomly sampled image may change the content that is given by the text. For example, when synthesizing an image from a sentence ‘This is a little yellow bird’, we expect the synthesized image to correctly capture the content of this description. If we were to randomly provide an image with a little white bird, the synthesized birds will have a white appearance. This would cause obvious problems when evaluating the synthesized samples. Therefore, in this task, we only perform synthesis by adding a noise vector, which does not harm the content from the input sentence.

For a convenient implementation, we directly use preprocessed char-CNN-RNN text embeddings [?] for the CUB-200-2011 dataset. This is a method that was also adopted by StackGAN [34]. Note that, the preprocessed text embeddings are only used for this task.

- Image→Text: In this task, the source and reference are paired images and texts. To process text as a reference, we follow the method used in [?] that allows us to obtain a global sentence text embedding. The input to the reference encoder Enc_r is the average hidden unit activation over the sequence, i.e. \( \phi(t) = 1 \ \sum_{i=1}^{L} h_i \), where \( h_i \) is the hidden activation vector for the \( i-th \) frame and \( L \) is the sequence length.

- Text→Speech: In this task, we process the speech audio signal as a mel-spectrogram, our model also predicts the mel-spectrogram directly. The predicted mel-spectrogram can be synthesized directly to speech using either the WaveNet vocoder [26] or the Griffin-Lim vocoder [10]. In our experiments, we use the Griffin-Lim for fast waveform generation. At testing time, the reference speech audio can be from any person (i.e. it does not necessarily need to be sampled from a subject in our training dataset). In our experiments, we test our model by synthesizing audio from reference audio sampled from our dataset, and audio from web (i.e., not from our dataset). It turns out that, the results synthesized by either these references are equivalent in terms of quality and style consistency. We highly recommend readers to hear some of our results on our demo page.

- Speech→Text: In this task, the speech audio is also processed as a mel-spectrograms. We use the same method as in the Image→Text task to process the input reference text as a global sentence embedding. For synthesis, the generator takes a mel-spectrogram sequence combined with the domain embedding obtained from text as input. The output is the predicted text, produced as one character at each time step.

8. Discussion

- Differences with Bicycle-GAN [39]

Comparing the task of image-to-image and image-to-text translation, the input modality for both these tasks are images. In this case, a single image-subnet could have the potential to produce effective latent code from all image data. When we want to add more tasks which start from image modal, this image-subnet can consequently be used other than grasp a new network.
Table 4: Input and output signals in both training and testing stage for each task.

| Task       | Train                  | Test                  | Output | $T_{enc}$ | $T_{sam}$ |
|------------|------------------------|-----------------------|--------|-----------|-----------|
|            | Input                  | Output                | Input  |           |           |
| Image→Image| S: Image               | (S,R)$\rightarrow$$T_{enc}$ | S:Image | ✓         | ✓         |
|            | R: Image (ground truth)| (S,z)$\rightarrow$$T_{sam}$ | R:Image (randomly sample) |           |           |
| Text→Image | S:Text                 | \                      | S:Text | ×         | ✓         |
|            | R: Image (ground truth)| \                      | R:None |           |           |
| Image→Text | S:Image                | \                      | S:Image | ×         | ✓         |
|            | R: Text (ground truth) | \                      | R:None |           |           |
| Text→Speech| S:Text                 | \                      | S:Text | ✓         | ✓         |
|            | R: Speech (mel-spectrogram) | \                      | R:Speech (randomly sample) |           |           |
| Speech→Text| S:Speech               | \                      | S:Speech | ×         | ✓         |
|            | R: Text                | \                      | R:None |           |           |
| Text→Text  | S: Text                | \                      | S:Text | ✓         | ✓         |
|            | R: Text (ground truth) | \                      | R:None |           |           |