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Abstract

We describe a new form of diagonalization for linear two point constant coefficient differential operators with arbitrary linear boundary conditions. Although the diagonalization is in a weaker sense than that usually employed to solve initial boundary value problems (IBVP), we show that it is sufficient to solve IBVP whose spatial parts are described by such operators. We argue that the method described may be viewed as a reimplementation of the Fokas transform method for linear evolution equations on the finite interval. The results are extended to multipoint and interface operators, including operators defined on networks of finite intervals, in which the coefficients of the differential operator may vary between subintervals, and arbitrary interface and boundary conditions may be imposed; differential operators with piecewise constant coefficients are thus included. Both homogeneous and inhomogeneous problems are solved.
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1 Introduction

Spectral methods for two point initial boundary value problems for linear evolution equations have been studied since Fourier introduced his eponymous transforms and series [28]. The classical Sturm-Liouville theory extends Fourier’s results to selfadjoint second order differential operators with variable coefficients [37]. The extensions necessary for nonselfadjoint differential operators and operators of higher spatial order fill many volumes (see, for example, [6, 7, 17, 30, 31, 51]) and have inspired a great deal of 20th century mathematical physics, which we will not attempt to survey here. Suffice it to note that Birkhoff’s 1908 work [3] identified certain “regularity” criteria on arbitrary order nonselfadjoint differential operators under which solution representations similar to the Sturm-Liouville generalised Fourier series exist, and the 21st century monographs of Locker [39, 40] and the many works cited in the survey of Freiling [29] provide extensions of such results beyond the classes Birkhoff identified.

In advances essentially independent of the rich post Sturm-Liouville theory, Fokas and collaborators developed the Fokas transform method (or unified transform method) for solving such problems [21]. Although it arose initially in the setting of completely integrable nonlinear equations such as the nonlinear Schrödinger and Korteweg-de Vries equations, it provides novel solutions even for linear evolution equations with constant coefficients. This method is unusual among spectral methods for two point boundary value problems in that it provides a solution representation as an integral along a complex contour in spectral space, where other methods customarily yield a series in the spectral variable. We provide below a survey of the development of the Fokas transform method or rather, as we shall discuss, the family of Fokas transform methods, but we begin by specifying the class of problems of primary interest in the present paper.

1.1 Two point constant coefficient linear differential operators

We study the general constant coefficient linear differential operators defined formally by

$$ L\phi = \omega (-i\partial_x) \phi = (-i)^n \phi^{(n)} + \sum_{j=0}^{n-2} (-i)^j c_j \phi^{(j)}, $$

for the complex coefficient polynomial \( \omega \) of degree \( n \geq 2 \). Without loss of generality, we have assumed that \( c_n = 1 \) and \( c_{n-1} = 0 \).

Let \( \Phi = AC^{n-1}[0,1] \), the space of complex valued functions on \([0,1]\) which are, along with their first \( n - 1 \) derivatives, absolutely continuous. For \( k \in \{1, 2, \ldots, n\} \), we define two point boundary forms \( B_k : \Phi \to \mathbb{C} \) by

$$ B_k \phi = \sum_{j=1}^{n} b_{k,j} \phi^{(j-1)}(0) + \beta_{k,j} \phi^{(j-1)}(1), $$

for \( b, \beta \) two square matrices of complex boundary coefficients such that the concatenated matrix \((b : \beta)\) has rank \( n \). We denote the vector of boundary forms \( B = (B_1, B_2, \ldots, B_n) \). The precise differential operator of interest is \( L : \Phi_B \to L^1[0,1] \) given by

$$ L\phi = L\phi, $$

where

$$ \Phi_B = \{ \phi \in \Phi : B\phi = 0 \}. $$
1.2 Two point initial boundary value problems

The operator \( L \) represents the spatial part of the initial boundary value problem (IBVP)

\[
\begin{align*}
\partial_t q(x, t) + aLq(x, t) &= 0 & (x, t) &\in (0, 1) \times (0, T), \\
q(x, 0) &= Q(x) & x &\in [0, 1], \\
Bq(\cdot, t) &= 0 & t &\in [0, T],
\end{align*}
\]

in which we assume \( Q \in \Phi_B \). For the problem to be wellposed, we must require at least that \( \arg(a) \in [-\pi/2, \pi/2] \) and, if \( n \) is odd, then \( \arg(a) \in \{-\pi/2, \pi/2\} \). If it happens that \( \arg(a) \in \{-\pi/2, \pi/2\} \) (that is all odd order equations we consider and some even order equations such as the time dependent linear Schrödinger equation), then we make the further restriction that all coefficients of \( \omega \) are real.

If the operator \( L \) is self adjoint or Birkhoff regular, then the approaches of [3] are sufficient for the solution of IBVP (1.5), yielding a solution representation as a series in the eigenfunctions of the differential operator \( L \), with coefficients obtained via inner products with the eigenfunctions of its classical adjoint. If the operator is Locker simply irregular, then the problem is solvable via [39, 40] and the solution may still be represented as a series, albeit a series in not only the eigenfunctions but also the associated functions of \( L \). However, there exist natural and simply formulated examples of IBVP (1.5) for which no such approach is possible. Indeed, it was known as early as 1915 [34, 33] that the operator specified by

\[
\begin{align*}
\omega(\lambda) &= \lambda^3, & B_1 \phi &= \phi(0), & B_2 \phi &= \phi(1), & B_3(\phi) &= \phi'(0)
\end{align*}
\]

has the inconvenient property that it is easy to construct polynomials whose eigenfunction expansions diverge everywhere in \((0, 1)\). Papanicolaou [43] provides a more modern treatment of this divergence phenomenon. With such a divergent series, it is clear that associated functions cannot be employed to save a series representation in terms of spectral functions. Nevertheless, selecting \( a = -i \), IBVP (1.5) is well posed and solvable using the Fokas transform method [45, 46].

1.3 Survey of Fokas transform methods for IBVP (1.5)

1.3.1 Original version

Although [22] contains many of the ingredients of the method, it is widely accepted that the Fokas transform method for linear evolution equations was first described in [18]. Both papers, like many of Fokas’s early works on the method, also concern integrable nonlinear equations and equations in more than one spatial dimension. Those results will not be discussed here. In [18], the method is outlined for problems on the spatial half line \( x \in (0, \infty) \). The more detailed [19] presents similar results as pertain to half line analogues of IBVP (1.5), and announces the two point method that would be detailed in [23] a year later. Fokas and Pelloni [23, 44, 25] studied the two point IBVP (1.5) for simple separated boundary conditions: in each row of the concatenated matrix \((b; \beta)\) only one entry is nonzero. The generalisation to the full class of two point boundary forms (1.2) was begun in [2] and completed by Smith [51, 55, 56], but only for PDE in which \( \omega \) is monomial. That the method has never been implemented in general for the full IBVP (1.5) may be due to the complexity of the construction of the linear system central to stage 2 (see below) in [55].

All of these works use essentially the same “three stage method” implementation of the Fokas transform method:

1. Under the assumption of existence of a solution to IBVP (1.5), derive two equations satisfied by the solution: the global relation, which relates time transforms of the 2n
boundary values $\partial_j^x q(0, \cdot), \partial_j^x q(1, \cdot)$ to the finite interval Fourier transforms of the initial datum and the solution at final time $T$, and the a complex contour integral representation (or Ehrenpreis form), which provides a representation of the solution $q(x,t)$ in terms of the initial datum and all $2n$ of the time transformed boundary values.

The global relation is obtained via an application of Green’s theorem to the rectangular spacetime domain. The derivation of the Ehrenpreis form is considerably more involved. It begins with the derivation of a scalar first order Lax pair formulation of (1.5.PDE) to introduce a spectral parameter whose domain is naturally complex. Because the temporal and spatial Lax equations are both first order (regardless of $n$), the system is straightforward to integrate, yielding particular solutions independent of the paths of their spacetime integrals. Using four such solutions, with path integrals originating at each of the four spacetime corners, a scalar additive Riemann-Hilbert problem is posed and solved (readily, via the Plemelj formulae) to provide a useful complex contour integral representation of the solution to the Lax pair. By comparison with the spatial Lax ODE, the Ehrenpreis solution representation is recovered. The complex contour integrals in the Ehrenpreis form are inherited from the jump contours of the Riemann-Hilbert problem. In the Riemann-Hilbert problem setting, the contours arise naturally as the asymptotic boundaries of the $O(|\lambda|^{-1})$ decay condition.

The “Lax pair to Riemann-Hilbert problem” part of this derivation is often described as the “simultaneous spectral analysis of the Lax pair”, to distinguish it from the purely spatial integration typical of inverse scattering methods. Indeed, the four particular integral solutions of the Lax system would be identified as Jost functions in the inverse scattering parlance, but are unusual in that they represent spacetime path integrals rather than just spatial integrals.

This stage does not use the boundary conditions at all, and therefore need not be reimplemented for subsequent problems in which only the boundary conditions are changed.

2. Retaining the assumption of existence, and observing that the Ehrenpreis form relies on boundary values which are not data of the problem, one derives from the global relation a system of $n$ equations in the $2n$ time transformed boundary values. Supplemented by time transforms of the $n$ boundary conditions (1.5.BC), this provides a full rank system for all the unknown quantities in the Ehrenpreis form. There remains the issue that the expressions thus derived feature terms dependent on the Fourier transform of the solution at final time. Fortunately, it turns out that, once substituted into the Ehrenpreis form, the specific contour integrals of those problematic terms evaluate to zero or, more generally, may be replaced by other terms whose evaluation is possible using only data of the problem. The latter is justified using a Cauchy’s theorem and Jordan’s lemma argument to deform infinite contours and, if necessary, the global relation to validate a substitution of residues.

For problems with monomial spatial differential operator or simple separated boundary conditions, it is known that the success of removing the problematic terms is equivalent to wellposedness of the IBVP [45, 55, 56]. In general, this is open.

At the conclusion of this stage, one has, under the assumption of existence, derived a representation of the solution. As this representation must be satisfied by all solutions of the problem, one has also proved unicity of the solution.

3. Beginning with the “solution representation” obtained in the previous stage, but regarding it as an ansatz of irrelevant provenance, one directly proves that the function $q(x,t)$ defined by this formula satisfies IBVP (1.5). This establishes existence of a solution and bootstraps the method.
Because the solution representation is spectral, it has particularly simple \((x,t)\) dependence. Moreover, the contour integrals converge uniformly on arbitrarily large closed subsets of the spacetime domain (in some cases on the full domain), justifying spatial and temporal differentiation under the integrals. Readily, (1.5. PDE) follows. The Fourier inversion theorem may be used to justify (1.5. IC). The boundary conditions are more complicated to justify, but essentially rely on the same kind of Jordan’s lemma arguments that were used at the end of stage 2.

1.3.2 Simplified version

As hinted at above, the original version of the Fokas transform method is grounded in its origins as an inverse scattering transform method for completely integrable nonlinear evolution equations on domains with boundaries. That the Riemann-Hilbert implementation of the first stage is nothing more than an artifact of this heritage was identified by Fokas in [20] and used again in [25]. The simplified approach is favored in particular by Deconinck’s group. Among many generalizations of the method, to evolution equations with mixed spacetime derivatives [16], to systems of evolution equations [9], and especially to interface problems [10, 11, 53, 13, 12, 59], they provided the most accessible introductions to the method for half line and two point IBVP [14, 15].

The simplified reimplementation of the Fokas transform method still follows the same three stage method but, in the first stage, the Ehrenpreis form is instead derived as follows. Beginning with the global relation, the Fourier inversion theorem is applied to derive an equation similar to the Ehrenpreis form but with integrals over \((-\infty, \infty)\). These real integrals are understood as contour integrals and, via Jordan’s lemma, deformed away from the real line.

The major drawback of this approach is that it is rather less obvious than in the Riemann-Hilbert method where the complex contours should lie. With the new implementation, one must simply deform “as far Jordan’s lemma will allow” to derive the Ehrenpreis form; that this was the right deformation is only justified in retrospect, when it turns out that the removal of problem terms later in stage 2 requires that precisely that deformation had been performed in stage 1. A secondary drawback is that the lack of Riemann-Hilbert formalism obfuscates the parallels with the integrable nonlinear version of the Fokas transform method, but that only matters for PDE which are linearizations of integrable nonlinear models. However, the significant advantage that it requires of the reader is advanced complex analysis which has made the simplified version popular. Indeed, it has been generalized by others to solve problems with multipoint conditions [19], nonlocal conditions [41], and conditions involving time dependent boundary forms [32, 58]. It has also been used to analyse the effects of discontinuous data [1] and corner singularities [2].

1.3.3 True transform version

Yet a third, and more substantially different, implementation of the Fokas transform method was introduced in [26] by Fokas and Smith for IBVP (1.5) with monomial \(\omega\), and adapted to half line problems [57, 48]. These papers attempted to answer the question “in what sense does the Fokas transform method provide the spectral representation of the differential operator \(L\)?” The answer to this question was already well understood in the case that \(L\) belongs to one of the classes of operators for which series spectral representations exist [5, 47]. But, despite special cases such as (1.16), having received some attention [45], there was no general analysis applicable to the more interesting two point operators for which a series expansion in the eigenfunctions diverges. It was determined that such operators have a spectral representation via a continuously parametrized family of spectral functions, up to a remainder functional, and that the remainder
functional divided by the eigenvalue is in the kernel of the inverse Fokas transform. That
the forward Fokas transform coincides with this continuous spectral representation explains its
success where spectral series methods failed.

On the way to answering the spectral representation question, it was convenient to view the
Fokas transform method as something much more like the classical Fourier sine transform and
Fourier cosine transform methods for solving the Dirichlet and Neumann heat problems on the
half line. It had been understood previously that, having gone to the trouble of implementing the
Fokas transform method (via the original or simplified approach), one may extract an integral
transform pair. Indeed, although it was derived by very different means, one may, at least
formally, interpret the solution representation as the compounded effect of applying the forward
transform to the initial datum, evolving in time, and applying the inverse transform to the
result. However, with no way to derive this transform pair other than the full implementation
of the Fokas transform method, this observation served little purpose. In [26], we were able to
write down the definition of the transform pair in advance of its justification. The method then
takes a very different form. With the transform pair already validated via the formulation of
an inversion theorem, it only remains to follow the classical Fourier sine transform method as
closely as possible (see §2 for details).

The greatest advantage of the true transform version of the method is that it is fully algorith-
mic. The formulae for the transform pair are complicated, requiring construction of the classical
adjoint of \( L \), but are explicit, so may easily be implemented programatically [60]. Although
the application of the transform and its inverse is more complicated than are the equivalent steps
for the classical Fourier sine transform, this process is still orders of magnitude quicker and
easier than the implementation of stages 1 and 2 per the original or simplified versions of the
Fokas transform method. One disadvantage of this approach is that it is less instructive; there
is no indication in [26] how the general transform pair was derived. Indeed, at the time this
work was done, the formulae for the transform pair with \( \omega \) monomial were already known [55],
so [26] needed but to reexpress the existing formulae in spectral language and offer new spectral
theoretic proofs. Significant as this disadvantage may seem to mathematicians, it will concern
engineers and applied scientists less. Most of those who would use the Fourier sine transform
desire only to know the validity of its inversion theorem; the details of the proof of that validity,
much more how one might derive the transform pair from first principles, are irrelevant. The
other problem with the true transform version of the Fokas transform method is that it has not
yet been implemented for any IBVP in which \( \omega \) is not monomial.

1.4 Aims & layout of this work

The present work aims to solve the latter problem by implementing the true transform version
of the Fokas transform method for IBVP (1.5) in general. Moreover, the Fokas transform method is
also implemented for a broad class of problems (7.1), which includes all initial interface boundary
value problems and initial multipoint boundary value problems. In doing so, we aim also to hint
at how the formulae for the transform pair might be arrived at without the benefit of having
already completed the implementation of either earlier version of the Fokas transform method.
Indeed, still no such original or simplified formulation exists in general, so this is the first version
of the Fokas transform method for general problems (7.1) and, for many such problems in which
eigenfunction expansions diverge, the first spectral solution method. In the process, we formulate
and prove precise diagonalization spectral representation theorems for operators \( L \) defined by
equation (1.3) and interface generalizations thereof. For two point operators with monomial \( \omega \),
the diagonalization theorem reduces to that of [26], but here it is presented in a way that more
clearly highlights its utility for IBVP and transform methods.

We begin by reviewing in §2 the classical Fourier series and transform methods for the
heat equation, paying close attention to aspects of the argument that admit generalization and
criteria that might be relaxed. We also give a sketch of the desired new implementation of
the Fokas transform method. In §3 we define the Fokas transform pair in general, and prove
its validity. The diagonalization results are formulated and proved in §4 realising the formal
conjectures of §2. Using the theorems of the previous sections, the Fokas transform method itself
is implemented in §5. The necessary generalizations for the method to admit inhomogeneities
in both the PDE and the boundary conditions are presented in §6. Each step is repeated in the
more complicated setting of IIVP in §7. The method relies on the construction of the classical
adjoint of an ordinary differential operator with arbitrary interface and boundary conditions,
which appears to be novel in general, so is presented in appendix §A. Concluding remarks and
some open problems appear in §8.

Throughout §3–5 we provide a worked example to illustrate the general results in a particular
case. The various parts of the example appear as examples 2, 6, 7, 8, 12, 16, and 19.

1.5 Informal summary of results

The results presented in this paper are rigourously obtained under precise technical assumptions,
but we present here an informal summary of the results without the technical requirements.

Definition of transform pair. In §3 for each operator \( L \), we define the Fokas transform pair
for unit interval functions \( \phi \) by

\[
\phi \mapsto \mathcal{F}[\phi] \quad \text{and} \quad F \mapsto \mathcal{F}^{-1}[F].
\]

Under a (not very restrictive) assumption on \( L \), we prove the validity of the Fokas transform
pair theorem 10:

\[
\mathcal{F}^{-1}[\mathcal{F}[\phi]](x) = \phi(x).
\]

Diagonalization. In §4 we prove a new kind of diagonalization result that describes how the
Fokas transform pair interacts with the operator \( L \). We show that

\[
\mathcal{F}[L\phi](\lambda) = \lambda^n \mathcal{F}[\phi](\lambda) + \mathcal{R}[\phi](\lambda),
\]

and the remainder transform \( \mathcal{R} \) is, in a certain sense, in the kernel of the inverse Fokas
transform. The precise statement is in theorem 13.

Solution methods. In §5 we use the diagonalization result to justify that the Fokas trans-
form pair can be used to solve IBVP (1.5). In the proof of theorem 18 we implement a
recognizable transform method to show that the solution \( q \) of IBVP (1.5) satisfies

\[
q(x,t) = \mathcal{F}^{-1}\left[e^{-at}\mathcal{F}[Q]\right](x).
\]

In §6 the extensions to the diagonalization and solution method results are implemented
so that inhomogeneous problems may also be solved. The effect is to insert into the above
solution equation certain additional terms which are defined by appropriate applications
of the Fokas transform pair to the inhomogeneities. The main result for inhomogeneous
IBVP is theorem 24.

The results for IIVP appear formally similar to those described above but with appropriate
vectorization of the operators, transforms, etc.
Notational conventions

We use notation $X^*$ to denote an object that is, in some sense made explicit at the point of definition, adjoint to the object $X$. The complex conjugate of $X \in \mathbb{C}$ is denoted $\overline{X}$. The closure of a set $X$ is denoted $\text{clos}(X)$. Sign superscripts $X^+$ highlight contrast with $X^-$, and usually relate, to the upper and lower complex half planes respectively, as in $\mathbb{C}^\pm$. The function $\sqrt[n]{\cdot}$ is the principle branch of the $n$th root function, having branch cut along the negative real axis. We denote the circle and open disc, centered at $\lambda \in \mathbb{C}$ with radii $\varepsilon > 0$, by $C(\lambda, \varepsilon)$ and $D(\lambda, \varepsilon)$, respectively. The open annulus centred at $\lambda \in \mathbb{C}$ with inner radius $\varepsilon > 0$ and outer radius $\delta > \varepsilon$ is denoted $A(\lambda, \varepsilon, \delta)$. We use $\cdot$ for the anonymous argument of a function, $\otimes$ for the ordinary unweighted sesquilinear dot product on the vector space $\mathbb{C}^n$, and $\circ$ for entrywise multiplication of finite lists, and entrywise action of lists of operators on lists of functions.

We use a broad array of Fourier type transforms in this work, summarized in table 1. The notation $\mathbf{F}\left[\phi\right](\lambda)$ represents the transform $\mathbf{F}$ of the function $\phi$ evaluated at spectral point $\lambda$. When applying one dimensional transforms in the first argument of functions of more than one variable, and provided the meaning is clear, we use the notational shorthand $\mathbf{F}\left[q(\cdot, t)\right](\lambda)$ to represent $\mathbf{F}\left[q(\cdot), t\right]\left(\lambda\right)$.

| Class       | Notation | Description                                      | Definition |
|-------------|----------|-------------------------------------------------|------------|
| Generic     | $\mathbf{F}$ | generic Fourier type transform                  | §2.5       |
|             | $\mathbf{F}^{-1}$ | generic inverse Fourier type transform           | §2.5       |
|             | $\mathbf{R}$ | generic remainder type transform                 | §2.5       |
| Fourier     | $\mathbf{F}_R$ | complex Fourier transform                       | §2.3       |
|             | $\mathbf{F}_{[0, \infty)}$ | complex Fourier transform of function supported on $[0, \infty)$ | §2.1       |
|             | $\mathbf{F}_s$ | Fourier sine transform                           | §2.5       |
|             | $\mathbf{F}_{[0, 1]}$ | complex Fourier transform of function supported on $[0, 1]$ | §2.5       |
| Fokas [0, 1] | $\mathbf{F}$ | formal Fokas transform                          | §3.3a      |
|             | $\mathbf{F}^{-1}$ | inverse formal Fokas transform                   | §3.7b      |
|             | $\mathbf{F}$ | Fokas transform                                 | §3.1a      |
|             | $\mathbf{F}_{\pm}$ | left/right Fokas transform                      | §3.1b      |
|             | $\mathbf{F}^{-1}_{\pm}$ | inverse Fokas transform                         | §3.1b      |
|             | $\mathbf{R}$ | Fokas remainder transform                       | §3.1a      |
| Fokas interface | $\mathbf{F}_r$ | formal Fokas transform for operator $\mathcal{L}_r$ | §7.2a      |
|             | $\mathbf{F}_r^{-1}$ | inverse formal Fokas transform for operator $\mathcal{L}_r$ | §7.2b      |
|             | $\mathbf{F}$ | Fokas transform                                 | §7.1a      |
|             | $\mathbf{F}_{\pm}$ | rth component of the left/right Fokas transform | §7.1a      |
|             | $\mathbf{F}^{-1}_{\pm}$ | inverse Fokas transform                         | §7.1b      |
|             | $\mathbf{F}^{-1}$ | rth component of the inverse Fokas transform    | §7.1b      |
|             | $\mathbf{R}$ | Fokas remainder transform                       | §7.12      |
|             | $\mathbf{R}_r$ | rth component of the Fokas remainder transform  | proof of thm 28 |

Table 1: Notation for Fourier type transforms

2 Inspiration from classical Fourier methods

Problems similar to problem (1.5) have been studied using a variety of classical methods. To introduce the new implementation of the Fokas transform method, it is valuable to review the classical methods to which it is most closely related: the Fourier transform and Fourier series methods. In this section, we shall critically review those methods, drawing attention to both the desirable features and the inconvenient traits of each classical method. To simplify the presentation, avoiding unnecessarily technical arguments and complicated expressions, we will focus on specific elementary examples involving smooth functions, rather than attempting to state any theorems on the general applicability of these methods.
2.1 Fourier transform method

Consider the full line heat problem

\[ \frac{\partial}{\partial t} q(x, t) - \frac{\partial^2}{\partial x^2} q(x, t) = 0 \quad (x, t) \in \mathbb{R} \times (0, T), \]  
\[ q(x, 0) = Q(x) \quad x \in \mathbb{R}, \]  
\[ q(\cdot, t) \in \mathcal{S}(\mathbb{R}) \quad t \in [0, T], \]  

(2.1.PDE)

(2.1.IC)

(2.1.BC)

in which \( \mathcal{S}(\mathbb{R}) \) represents the Schwartz space of smooth rapidly decaying functions. Taking a Fourier transform in space,

\[ \mathcal{F}_\mathbb{R}[\frac{\partial}{\partial t} q](\lambda; t) - \mathcal{F}_\mathbb{R}[\frac{\partial^2}{\partial x^2} q](\lambda; t) = 0, \]  

(2.2)

where \( \mathcal{F}_\mathbb{R} \) is the usual complex Fourier transform

\[ \mathcal{F}_\mathbb{R}[\phi](\lambda) = \int_{-\infty}^{\infty} e^{-i\lambda x} \phi(x) \, dx. \]  

(2.3)

As any student can recite, “the Fourier transform turns differentiation into multiplication” or, phrased in terms of linear algebra, “the Fourier transform diagonalizes the derivative operator”. Precisely, integration by parts twice yields

\[ \mathcal{F}_\mathbb{R} \left[ \frac{d^2}{dx^2} \phi \right](\lambda) = \int_{-\infty}^{\infty} e^{-i\lambda x} \phi''(x) \, dx \]

\[ = \left[ e^{-i\lambda x} \left( \phi'(x) + i\lambda \phi(x) \right) \right]_{x=-\infty}^{x=\infty} - \lambda^2 \int_{-\infty}^{\infty} e^{-i\lambda x} \phi(x) \, dx \]

\[ = \lim_{x \to -\infty} \left[ e^{-i\lambda x} \left( \phi'(x) + i\lambda \phi(x) \right) \right] - \lim_{y \to -\infty} \left[ e^{-i\lambda y} \left( \phi'(y) + i\lambda \phi(y) \right) \right] - \lambda^2 \mathcal{F}_\mathbb{R}[\phi](\lambda). \]

The exponentials are oscillatory and, for \( \phi \in \mathcal{S}(\mathbb{R}) \), the functions \( \phi \) and \( \phi' \) are decaying, so the boundary terms all evaluate to 0. We conclude that

\[ \mathcal{F}_\mathbb{R} \left[ \frac{d^2}{dx^2} \phi \right](\lambda) = -\lambda^2 \mathcal{F}_\mathbb{R}[\phi](\lambda). \]

The differential operator has been “diagonalized” in the sense that it has been reduced to a multiplication operator in the spectral space.

Applying this to equation (2.2), and assuming sufficient smoothness in \( t \), we find

\[ \frac{d}{dt} \mathcal{F}_\mathbb{R}[q](\lambda; t) + \lambda^2 \mathcal{F}_\mathbb{R}[q](\lambda; t) = 0. \]

For each \( \lambda \in \mathbb{R} \), this is an ODE for \( \mathcal{F}_\mathbb{R}[q](\lambda; \cdot) \). Applying the Fourier transform to the initial condition (2.1.IC) of the IBVP provides, for each \( \lambda \in \mathbb{R} \), an initial condition for the corresponding ODE. Solving the ODE initial value problem, we find that

\[ \mathcal{F}_\mathbb{R}[q](\lambda; t) = e^{-\lambda^2 t} \mathcal{F}_\mathbb{R}[Q](\lambda). \]

The Fourier inversion theorem now implies that

\[ q(x, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\lambda x - \lambda^2 t} \mathcal{F}_\mathbb{R}[Q](\lambda) \, d\lambda. \]
This method relied crucially on the diagonalization property of the Fourier transform. Now consider a slightly different problem, the half line homogeneous Dirichlet heat problem

\[ \partial_t q(x, t) - \partial_{xx} q(x, t) = 0 \quad (x, t) \in (0, \infty) \times (0, T), \quad (2.4.\text{PDE}) \]
\[ q(x, 0) = Q(x) \quad x \in [0, \infty), \quad (2.4.\text{IC}) \]
\[ q(0, t) = 0, \quad q(\cdot, t) \in S[0, \infty) \quad t \in [0, T], \quad (2.4.\text{BC}) \]

where \( Q \) is known and it is assumed that \( Q \in S[0, \infty) \), \( Q(0) = 0 \). Here, \( S[0, \infty) = \{ \phi = \psi \mid_{[0,\infty)} : \psi \in S(\mathbb{R}) \} \).

Na"ively attempting to apply the same method as above, one might begin by deriving the interaction of the half line Fourier transform with the half line homogeneous Dirichlet heat operator:

\[
F[0, \infty) \left[ \frac{d^2}{dx^2} \phi \right] (\lambda) = \int_0^\infty e^{-i\lambda x} \phi''(x) \, dx
\]
\[
= \lim_{x \to \infty} \left[ e^{-i\lambda x} \left( \phi'(x) + i\lambda \phi(x) \right) \right] - \left( \phi'(0) + i\lambda \phi(0) \right) - \lambda^2 F[0, \infty) [\phi] (\lambda)
\]
\[
= 0 - \phi'(0) - i\lambda\phi(0) - \lambda^2 F[0, \infty) [\phi] (\lambda);
\]

the rapid decay and homogeneous Dirichlet boundary condition \( \phi(0) = 0 \) ensure that three boundary terms evaluate to 0, but one boundary term remains. So the ODE from applying the spatial Fourier transform to equation (2.4.\text{PDE}) is not so simple:

\[
\frac{d}{dt} F[0, \infty) [\phi] (\lambda) + \lambda^2 F[0, \infty) [\phi] (\lambda) + q_x(0, t) = 0.
\]

At this point, one reaches for a new approach. The Fourier sine transform \( F_s \), defined by

\[
F_s [\phi] (\lambda) = \int_0^\infty \sin(\lambda x) \phi(x) \, dx, \quad (2.5)
\]

for \( \phi \in S([0, \infty)) \) with \( \phi(0) = 0 \), has the property

\[
F_s \left[ \frac{d^2}{dx^2} \phi \right] (\lambda) = \lim_{x \to \infty} \left[ \sin(\lambda x) \phi'(x) - \lambda \cos(\lambda x) \phi(x) \right]
\]
\[
- (\sin(0) \phi'(0) - \lambda \cos(0) \phi(0)) - \lambda^2 F_s [\phi] (\lambda)
\]
\[
= -\lambda^2 F_s [\phi] (\lambda),
\]

so we get a simple ODE in \( t \) for \( F_s [\phi] (\lambda) \) and proceed as before.

In this case, the half line Fourier transform was the wrong tool to solve the problem, because it failed to diagonalize the differential operator; the Fourier sine transform successfully diagonalized the differential operator, so it was perfect for solving the given problem. Similarly, for the half line homogeneous Neumann heat problem, we use the Fourier cosine transform, and \( h \) transforms can be used for Robin problems [50]. There appears to be a unique transform (pair) suited to each half line homogeneous problem. Choosing the right one relies on analysis of how the transform interacts with the boundary conditions to diagonalize the differential operator. Moreover, for half line problems of third order, none of the classical half line Fourier transforms mentioned above have the desired property, and it is not easy, a priori, to derive the “right” transform.
2.2 Fourier series method

Consider the finite interval homogeneous Dirichlet heat problem

\[ \partial_t q(x, t) - \partial_{xx} q(x, t) = 0 \quad (x, t) \in (0, 1) \times (0, T), \] (2.6.PDE)
\[ q(x, 0) = Q(x) \quad x \in [0, 1], \] (2.6.IC)
\[ q(0, t) = 0, \quad q(1, t) = 0 \quad t \in [0, T], \] (2.6.BC)

where \( Q \in C^\infty[0, 1] \) and \( Q(0) = Q(1) = 0 \). Using separation of variables, one begins by seeking solutions of equations (2.6.PDE) and (2.6.BC) of the form \( q(x, t) = X(x)T(t) \). One arrives at a temporal ODE and the Sturm Liouville problem

\[ -X''(x) = \lambda^2 X(x), \]
\[ X(0) = 0, \quad X(1) = 0, \]

which is the eigenvalue problem for the finite interval Dirichlet heat operator. This problem is readily solved, with eigenvalues \( \lambda_j^2 = (j\pi)^2 \), for positive integers \( j \), and corresponding eigenfunctions \( X_j(x) = \sin(j\pi x) \). The temporal ODE has matching solutions \( T_j(t) = e^{-i\lambda_j^2 t} \). Hoping to find a solution of the full problem (2.6), one appeals to the principle of linear superposition and makes the ansatz

\[ q(x, t) = \sum_{j=1}^{\infty} C_j X_j(x)T_j(x), \]

for some coefficients \( C_j \).

The validity of this series expansion ansatz (and the fact the \( C_j \) may be calculated via inner products of the initial datum with the corresponding \( X_j \)) follows from the fact that the eigenfunctions of the finite interval Dirichlet heat operator form a basis. The Sturm-Liouville theory guarantees this basis property for a wide variety of second order differential operators, and the theory of Birkhoff [3] provides similar theorems about expansion in complete biorthogonal systems for certain classes of nonselfadjoint differential operators of higher order. But completeness of eigenfunctions (and associated functions; see, for example, [39]) is a crucial feature if one hopes to achieve a spectral series representation. One need not reach for a complicated example to construct an operator whose eigenfunctions do not form a complete system, the heat operator with boundary conditions \( X(0) = X'(0) = 0 \) will do, but such second order operators correspond to illposed IBVP. However, it has been known since 1915 [34, 33] and rediscovered several times [46, 43] (see [55, 56] for some other examples), that there exist well posed IBVP of the form (1.5) whose eigenfunctions and associated functions do not form a complete system. Although such degeneracies occur only for odd order, they need not be especially obscure examples; the third order IBVP

\[ \partial_t q(x, t) + \partial_{xxx} q(x, t) = 0 \quad (x, t) \in (0, 1) \times (0, T), \] (2.7.PDE)
\[ q(x, 0) = Q(x) \quad x \in [0, 1], \] (2.7.IC)
\[ q(0, t) = 0, \quad q(1, t) = 0, \quad q_x(1, t) = 0 \quad t \in [0, T] \] (2.7.BC)

has this property.

2.3 Fourier series method as a transform method

We can view the Fourier series method as a transform method too. From this perspective, for IBVP (2.6) the forward transform is the map

\[ \phi \mapsto (C_j)_{j \in \mathbb{N}}, \quad C_j = 2 \int_0^1 \sin(j\pi x)\phi(x) \, dx, \]
and the inverse transform is the map
\[
(C_j)_{j \in \mathbb{N}} \mapsto \phi, \quad \phi(x) = \sum_{j=1}^{\infty} C_j \sin(j \pi x).
\]

Because, for smooth \( \phi \) with \( \phi(0) = 0 = \phi(1) \),
\[
F_{s \text{ ser}} \left[ \frac{\mathrm{d}^2}{\mathrm{d}x^2} \phi \right] = -(j \pi)^2 F_{s \text{ ser}} [\phi],
\]
applying the Fourier sine series transform to \((2.6.\text{PDE})\) we find that
\[
\frac{\mathrm{d}}{\mathrm{d}t} F_{s \text{ ser}} [q](\lambda; t) + (j \pi)^2 F_{s \text{ ser}} [q](\lambda; t) = 0.
\]
Solving the ODE and applying \((2.6.\text{IC})\), we find \(F_{s \text{ ser}} [q](\lambda; t) = e^{-(j \pi)^2 t} F_{s \text{ ser}} [Q](\lambda; t)\), and an application of the inverse transform \(F_{s \text{ ser}}^{-1}\) completes the solution of IBVP \((2.6)\).

With the transform method view of the Fourier series method, separation of variables becomes a convenient technique for the derivation of the transform pair. Validity of the inverse transform relies on the basis properties of the eigenfunctions. As discussed above, this is a strong criterion for the inversion theorem. Other than the invertibility of the transform, the essential prerequisite for the above method was diagonalization equation \((2.8)\). Let us attempt to rederive the forward transform using this as the starting point, but without (or without such obvious a priori expectation of) the strong “completeness of eigenfunctions” ansatz implicit in separation of variables.

Assuming the forward transform represents a sesquilinear inner product with some function \(X(\cdot, j)\), equation \((2.8)\) implies
\[
-(j \pi)^2 \langle \phi, X(\cdot, j) \rangle = \langle \mathcal{L} \phi, X(\cdot, j) \rangle = [\text{boundary terms}] + \langle \phi, \mathcal{L}^* X(\cdot, j) \rangle,
\]
in which \(\mathcal{L}\) is the formal differential operator \(\mathrm{d}^2/\mathrm{d}x^2\). (Writing the \(L^2\) inner products explicitly, the same equation and an expression for boundary terms may be derived via integration by parts, but we choose this presentation to emphasize that it is the adjoint formal differential operator appearing on the right.) We begin by ignoring the boundary terms or, equivalently, pretending \(\phi(0) = \phi(1) = \phi'(0) = \phi'(1) = 0\), so that the boundary terms evaluate to 0. This suggests
\[
-(j \pi)^2 X(x, j) = \mathcal{L}^* X(x, j);
\]
for each \(X\) is an eigenfunction of the adjoint formal differential operator \(\mathcal{L}^*\). For any nonzero eigenvalue \(- (j \pi)^2 \in \mathbb{C}\), there is an eigenspace of \(\mathcal{L}^*\)
\[
\text{span} \left\{ e^{-ij\pi x}, e^{ij\pi x} \right\}.
\]
Using integration by parts (in general this can be done using Green’s formula [6, corollary to theorem 3.6.3]), the boundary terms in equation \((2.9)\) are
\[
\phi'(1) X(1, j) - \phi(1) \partial_x X(1, j) - \phi'(0) X(0, j) + \phi(0) \partial_x X(0, j).
\]
Applying only the true boundary conditions \(\phi(1) = 0 = \phi(0)\), suggested by \((2.6.\text{BC})\), we can find the specific eigenfunction \(X(\cdot, j)\) in eigenspace \((2.10)\), and specify to only certain values: \(X(x, j) = \sin(j \pi x)\) and \(j \in \mathbb{N}\).

The above approach to deriving the forward transform suggests that the forward transform should be expressible as the inner product with functions \(X(\cdot, j)\) having the properties:
1. \(X(\cdot, j)\) is an eigenfunction of the adjoint formal differential operator \(L^*\), belonging to eigenspace (2.10); the eigenspace is fixed by the diagonalization ansatz (2.8). Note that the boundary conditions do not affect this, as \(L^*\) is a formal differential operator.

2. The specific choice of eigenfunctions \(X(\cdot, j)\) within eigenspace (2.10) is the one for which the boundary terms in equation (2.9) evaluate to zero.

This heuristic view of “finite interval Fourier transform derivation” will guide §3.

2.4 Desirable features in a transform method

It is not really fair to directly contrast the Fourier transform and series methods, as they are applied to solve different classes of problems: the Fourier transform method for problems on infinite and semiinfinite domains, and the Fourier series method for problems on finite domains. But it is instructive to study their distinguishing features, so that one might design a better method incorporating the advantageous characteristics of each.

The Fourier transform method requires, as a first step, knowledge or derivation of the “right” transform pair, one which diagonalizes the spatial differential operator. When faced with an IBVP not previously encountered, it is not obvious how one might invent such a transform pair. This is a distinct disadvantage of the Fourier transform method contrasted with the Fourier series method which is fully algorithmic in its derivation of the right transform pair.

However, the Fourier series method requires an additional ansatz to be effective: completeness of the eigenfunctions (and, where appropriate, associated functions) of the spatial differential operator. As discussed in §2.2, this ansatz is false even for some wellposed IBVP, but the method permits no escape from this requirement without imposing unnatural restrictions on the space of admissible initial data. This represents a drawback of the Fourier series method compared with the Fourier transform method.

In this paper, we seek a method which synthesizes the attractive features of both the classical Fourier methods.

1. It should be fully algorithmic, requiring no further invention once the transform pair is known.

2. The new method should also work without need for completeness of the eigenfunctions and associated functions.

It would also be desirable that our method be applicable equally to problems posed on the finite interval and the semiinfinite interval. We omit the latter class of problems from consideration in this work only for reason of space. The Fokas transform method is applicable to such problems, and [48] describes a true transform version of the method, albeit only for \(\omega\) monomial. The extension to general \(\omega\) is left for future work.

2.5 Sketch of a transform method

The various Fourier transforms studied in §2.1 and §2.3 have the property that, for corresponding differential operators \(L\) (or, rather, by choosing the appropriate transform for a given operator \(L\)), the operator is diagonalized by the transform in the sense that

\[
F[L\phi](\lambda) = z(\lambda)F[\phi](\lambda),
\]

for some polynomial \(z\). Suppose that, for a given two point differential operator \(L : \Phi \to L^1[0, 1]\) as described in §1.1 we already know a linear transform \(F\) with this property, and we also know its inverse transform \(F^{-1}\) has that for all \(\phi \in \Phi\) and all \(x \in (0, 1)\)

\[
F^{-1}[F[\phi]](x) = \phi(x).
\]
Then the transform method can proceed as follows. First, the transform is applied to equation (1.5.PDE) in the spatial variable, and the diagonalization property is used to reduce the result to an ODE in $t$,

$$\frac{d}{dt} F[q](\lambda; t) + az(\lambda) F[q](\lambda; t) = 0.$$ 

This ODE is easily solved as $F[q](\lambda; t) = e^{-az(\lambda)t} F[q](\lambda; 0)$ and the same transform is applied to the initial condition (1.5.IC) to obtain an initial value. Therefore

$F[q](\lambda; t) = e^{-az(\lambda)t} F[Q](\lambda)$,

and application of the inverse transform yields

$q(x, t) = F^{-1} \left[ e^{-az(\lambda)t} F[Q] \right](x)$,

the solution of the IBVP.

This approach is fine as long as one can find, as long as there exists, a transform pair that truly diagonalizes $L$ in the sense of equation (2.11). But it is possible to specify a weaker “diagonalization” type criterion and still have a valid method. To wit, suppose that instead of diagonalization equation (2.11) it holds that

$$F[L\phi](\lambda) = z(\lambda) F[\phi](\lambda) + R[\phi](\lambda), \quad (2.13a)$$

where $R$ has the property that, for appropriate functions $q(x, t)$ such that $q(\cdot, t) \in \Phi$, and for all $x \in (0, 1)$,

$$F^{-1} \left[ \int_0^t e^{az(\cdot)s-t} R[q](\cdot; s) ds \right](x) = 0, \quad (2.13b)$$

and still $F^{-1}$ is linear and the inverse of $F$ in the sense of equation (2.12). Attemptsing to apply this transform to (1.5.PDE), one arrives at the only slightly more complicated ODE

$$\frac{d}{dt} F[q](\lambda; t) + az(\lambda) F[q](\lambda; t) + R[q](\lambda; t) = 0.$$ 

The solution of its initial value problem is

$$F[q](\lambda; t) = e^{-az(\lambda)t} F[Q](\lambda; t) - e^{-az(\lambda)t} \int_0^t e^{az(\lambda)s} R[q](\lambda; s) ds.$$ 

Applying the inverse transform and equation (2.13b) yields solution representation

$$q(x, t) = F^{-1} \left[ e^{-az(\cdot)t} F[Q] \right](x).$$

That the type of diagonalization formally conjectured in equations (2.13) is weaker than the classical sense of equation (2.11) follows from the restriction $R = 0$. It is less obvious that it is strictly weaker in a useful way. Nevertheless, in theorem 13 we will show that this is truly the sense in which the Fokas transform diagonalizes $L$; the nonzero remainder transform $R$ is explicitly constructed in §4. Because we have chosen to specialise the arguments of this work to operators on finite domains, the classical Fourier transform methods are not truly included in the above class of transforms. However, it is clear that they are closely related to the case $R = 0$. When the Fourier series is viewed as a transform as in §2.3 the Fourier series fits diagonalization (2.13) with $R = 0$. 
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3 Fokas transform pair

As discussed in §2.3, the forward transform in the Fourier series is an inner product with certain eigenfunctions of the adjoint formal differential operator $L^*$. Inspired by this observation, we will construct in §3.2 a “formal transform” from eigenfunctions of $L^*$. Specifically, we will derive a formal transform pair tailored to the overspecified formal IBVP (1.5) but with boundary conditions (1.5.BC) replaced by

$$\partial_j^2 q(0,t) = 0 = \partial_j^2 q(1,t)$$

for all $j \in \{0, 1, \ldots, n - 1\}$.

As we are aiming for weaker diagonalization (2.13) instead of (2.8), the definition of the full forward Fokas transform in §3.3 accounts for the boundary conditions in a different way from what was done in §2.3. Before we can begin, because we wish to treat differential operators with nonzero lower order terms, we require the results detailed in §3.1 on a class of biholomorphic functions.

3.1 A biholomorphic function

Let $\nu(\lambda)$ be such that

$$\omega(\nu(\lambda)) = \lambda^n, \quad \lim_{\lambda \to \infty} \nu(\lambda)/\lambda = 1. \quad (3.1)$$

The effect of the limit is to specify a particular branch of this inverse polynomial type function, at least for $\lambda$ sufficiently large. The following proposition establishes that such a function exists, and describes some properties of $\nu$.

**Proposition 1.** For sufficiently large $R > 0$, there is a function $\nu$ which satisfies equations (3.1), is biholomorphic outside the disc centered at zero with radius $R$, and whose derivative approaches 1 as $\lambda \to \infty$, uniformly in the argument of $\lambda$.

**Proof.** For $\nu \in \mathbb{C}$, consider the function $\lambda : \mathbb{C} \to \mathbb{C}$ defined by

$$\lambda(\nu) = \nu \sqrt{1 + \sum_{j=0}^{n-2} c_j \left(\frac{1}{\nu}\right)^{n-j}}. \quad (3.2)$$

Raising both sides to the power $n$, we see that

$$\lambda(\nu)^n = \omega(\nu). \quad (3.3)$$

We aim to define $\nu(\lambda)$ as an appropriate inverse of $\lambda(\nu)$.

The function $1 + \sum_{j=0}^{n-2} c_j \left(\frac{1}{\nu}\right)^{n-j}$ is a polynomial in $\left(\frac{1}{\nu}\right)$, so it is holomorphic except at zero. If

$$|\nu| > \max \left\{ 1, \sum_{j=0}^{n-2} |c_j| \right\}, \quad \text{then} \quad \sum_{j=0}^{n-2} c_j \left(\frac{1}{\nu}\right)^{n-j} < 1,$$

so, for all $\nu$ sufficiently large,

$$\text{Re} \left( 1 + \sum_{j=0}^{n-2} c_j \left(\frac{1}{\nu}\right)^{n-j} \right) > 0.$$

On the right half plane, $\sqrt{\cdot}$ is holomorphic. Therefore, outside a sufficiently large disc, $\lambda$ is a holomorphic function of $\nu$. Moreover, implicit differentiation applied to equation (3.3) implies
that, for any choice of \( \varepsilon \in (0, 1) \), outside a (possibly larger) disc, \( \lambda'(\nu) \) lies in a disc of radius \( \varepsilon \) centred at 1. In particular, we choose \( \varepsilon = 1/\pi \), and let \( \mathcal{R}' \) be the radius of a disc sufficiently large that on its complement \( \lambda \) is holomorphic and its derivative lies within \( \varepsilon \) of 1.

Next, we show that, on the domain \( |\nu| > \mathcal{R}', \lambda \) is univalent. Suppose there exist \( \nu_1, \nu_2 \) in the domain such that \( \lambda(\nu_1) = \lambda(\nu_2) \). Then, for any simple contour \( \gamma \) extending from \( \nu_1 \) to \( \nu_2 \) without exiting the domain,

\[
0 = \lambda(\nu_2) - \lambda(\nu_1) = \int_{\gamma} \lambda'(\nu) \, d\nu.
\]

Defining for notational convenience \( \mu(\nu) = \lambda'(\nu) - 1 \), it follows that \( |\mu(\nu)| \leq 1/\pi \) and

\[
0 = \int_{\gamma} 1 + \mu(\nu) \, d\nu = \nu_2 - \nu_1 + \int_{\gamma} \mu(\nu) \, d\nu.
\]

It is not necessarily possible to select \( \gamma \) to be the path following the straight line segment connecting \( \nu_1 \) to \( \nu_2 \), as this contour may pass outside the selected domain of \( \lambda \). However, there are two semicircles having that straight line segment as their diameter, and (at least) one of them must lie wholly within the domain of \( \lambda \). Selecting \( \gamma \) to follow that semicircle from \( \nu_1 \) to \( \nu_2 \), we observe that \( \text{length}(\gamma) = \pi |\nu_2 - \nu_1|/2 \). Then

\[
\left| \int_{\gamma} \mu(\nu) \, d\nu \right| \leq \frac{\text{length}(\gamma)}{\pi} = \frac{|\nu_2 - \nu_1|}{2}.
\]

But then \( |\nu_2 - \nu_1| \leq \frac{|\nu_2 - \nu_1|}{2} \), so \( \nu_2 = \nu_1 \). We have shown that \( \lambda \) is a univalent function.

Because \( \lambda \) is a univalent holomorphic function outside the disc of radius \( \mathcal{R}' \), it is biholomorphic. We define \( \nu \) to be the inverse of \( \lambda \) on this domain. Then \( \nu \) is also a biholomorphic function, on the image of the complement of the disc of radius \( \mathcal{R}' \), a subset of which is the complex plane outside another sufficiently large disc. It follows from equation (3.3) that the first of equations (3.1) holds. The limit in equation (3.1) follows from equation (3.2). Differentiating implicitly the first of equations (3.1) implies the claimed limit of \( \nu' \).

This choice of domain of \( \nu \) is unnecessarily restrictive; one could expand the domain of \( \nu \) up to its branch cuts. However, the choice of the exterior of a disc as the domain simplifies certain statements in the proceeding, because it ensures that \( \nu \) is a biholomorphism and the domains of \( \nu \) and its rotations \( \nu(e^{i\theta}. \) are the same.

If \( \omega \) is the particularly simple polynomial \( \omega(\nu) = \nu^n + c_0 \), which is always the case when \( n = 2 \), then an explicit formula for \( \nu \) is readily derived. Indeed, for such \( \omega \), the function

\[
\nu(\lambda) = \lambda \sqrt[n]{1 - \frac{c_0}{\lambda^n}}
\]

agrees with the branch of \( \nu \) defined in proposition 1 and is analytically continued to the whole complex plane except for the star of branch cuts composed of \( n \) straight line segments

\( \lambda \in \mathbb{C} \) such that \( |\lambda| < \sqrt[n]{|c_0|} \) and \( \arg(\lambda) = (\arg(c_0) + 2k\pi)/n \) for some \( k \in \mathbb{Z} \).

Note that every zero of \( \omega \) corresponds to a branch point of \( \nu \) so, unless \( \omega \) is monomial, \( \nu \) must have some branch cuts; it is impossible to extend \( \nu \) to an entire function except when \( \omega \) is monomial, in which case \( \nu \) is the identity function.
Example 2. Consider the problem
\[
\begin{align*}
\partial_t q(x,t) + (\partial_x^2 - \partial_x) q(x,t) &= 0, \\
q(x,0) &= Q(x), \\
q(0,t) &= 0, \\
q_2(t,1) &= 0,
\end{align*}
\]
\(x,t \in (0,1) \times (0,T),\) \hspace{1cm} (3.4.PDE)
\(x \in [0,1],\) \hspace{1cm} (3.4.IC)
\(t \in [0,T].\) \hspace{1cm} (3.4.BC)

This is IBVP \(1(3.5)\) in which
\[
\mathcal{L} \phi = \omega(-i\partial_x) \phi, \quad \omega(k) = k^3 + k, \quad a = -i,
\]
\[B_1 \phi = \phi(0), \quad B_2 \phi = \phi(1), \quad B_3 \phi = \phi'(1).\]

Therefore the biholomorphic function of proposition \(1\) satisfies \(\nu(\lambda)^3 + \nu(\lambda) = \lambda^3\) and the inverse of \(\lambda(\nu) = \nu \sqrt[3]{1 + 1/\nu^2}\) outside an annulus of radius \(\mathcal{B}\). Following the unoptimized arguments presented in the proof of the proposition, one may select \(\mathcal{B}' = 11\pi/3\), which guarantees that \(3.5\) is a sufficiently large value for \(\mathcal{B}\). Numerical evaluation suggests that \(\nu\) is biholomorphic outside a disc of radius 0.8.

This example is continued in example \(6\).

3.2 A formal transform pair

The ordinary finite interval Fourier transform \(F_{[0,1]}\), defined by
\[
F_{[0,1]} [\phi] (\lambda) := \int_0^1 e^{-i\lambda x} \phi(x) \, dx,
\]
(3.5)
may be understood as a complex inner product with the function \(e^{i\lambda x}\). For each \(\lambda \in \mathbb{C}\),
\[
\mathcal{L}_0^* e^{i\lambda x} = (-i)^n \frac{d^n}{dx^n} e^{i\lambda x} = \lambda^n e^{i\lambda x},
\]
the exponential Fourier kernel is an eigenfunction of the monomial \(n\)th order formal differential operator \(\mathcal{L}_0^*\), and the conjugate of every complex \(\lambda\) is the \(n\)th root of an eigenvalue.

Aiming to construct the Fokas transform as a generalization and continuous counterpart of classical nonselfadjoint Fourier series, we must incorporate the eigenfunctions of adjoint formal differential operator \(\mathcal{L}^*\). In analogy with equation \(3.5(3.6)\), the eigenfunctions of \(\mathcal{L}^*\) are \(e^{i\nu(\lambda)x}\), with eigenvalues \(\lambda^n\). We use this observation to construct a transform pair of relevance to the formal differential operator \(\mathcal{L}\). The forward transform will be a finite interval Fourier transform, except with the exponential Fourier kernel replaced by a continuum of eigenfunctions of \(\mathcal{L}^*\).

Let \(\mathcal{B}\) be as defined in proposition \(\mathcal{B}\) and pick any \(\mathcal{B}_1, \mathcal{B}_2 > \mathcal{B}\). Let \(\gamma\) be the contour that follows \(\nu^{-1}([\infty, -\mathcal{B}_1])\), then a simple path wholly in \(\nu^{-1}(\mathbb{C}^+)\) or wholly in \(\nu^{-1}(\mathbb{C}^-)\) from \(\nu^{-1}(-\mathcal{B}_1)\) to \(\nu^{-1}(\mathcal{B}_2)\), then follows \(\nu^{-1}([\mathcal{B}_2, \infty))\). It is possible to define a contour this way because \(\nu\) is a bijection. The properties of \(\nu\) imply that \(\gamma\) approaches the negative and positive real axes at the beginning and end. If the coefficients of \(\omega\) are real, then \(\gamma\) is a finite deformation of the real line. For \(\rho > \mathcal{B}\), define also \(\gamma_\rho\) to be the restriction of \(\gamma\) to \(\nu(D(0, \rho))\). We define the forward formal transform \(\mathcal{F}\) and inverse formal transform \(\mathcal{F}^{-1}\) by
\[
\mathcal{F} [\phi] (\lambda) := \left\langle \phi, e^{i\nu(\lambda)x} \right\rangle = \int_0^1 \phi(x) e^{-i\nu(\lambda)x} \, dx, \quad |\lambda| > \mathcal{B}, \quad (3.7a)
\]
\[
\mathcal{F}^{-1} [F] (x) := \frac{1}{2\pi} \lim_{\rho \to \infty} \int_{\gamma_\rho} e^{i\nu(\lambda)x} \nu'(\lambda) F(\lambda) \, d\lambda. \quad (3.7b)
\]

The formal transform pair is valid in the sense of theorem \(\mathcal{B}\).
Theorem 3. Suppose that $\phi \in C^1[0,1]$. Then, for all $x \in (0,1)$,
$$\mathcal{F}^{-1} [\mathcal{F} [\phi]] (x) = \phi(x).$$

Proof. Changing variables $\mu = \nu(\lambda)$, we observe
$$\mathcal{F}^{-1} [\mathcal{F} [\phi]] (x) = \frac{1}{2\pi} \lim_{\rho \to \infty} \int_{\gamma_\rho} e^{i\nu(\lambda)x} \nu'(\lambda) \int_0^1 \phi(y)e^{-iy(\lambda)y} \, dy \, d\lambda$$
$$= \frac{1}{2\pi} \lim_{\rho \to \infty} \int_{\gamma_\rho} e^{i\mu x} \int_0^1 \phi(y)e^{-i\mu y} \, dy \, d\mu$$
$$= \frac{1}{2\pi} \lim_{\rho \to \infty} \int_{\gamma_\rho} e^{i\mu x} F_{[0,1]} [\phi] (\mu) \, d\mu,$$
in which $\gamma_\rho = \nu^{-1}(\gamma_\rho)$ is the restriction to $D(0,\rho)$ of a contour that follows $(-\infty,-\mathcal{R}_1)$, then a simple path in $\mathbb{C}^+$ or $\mathbb{C}^-$ from $-\mathcal{R}_1$ to $\mathcal{R}_2$, then follows $[\mathcal{R}_2,\infty)$. The integrand of the outer integral is entire. Therefore, assuming $\rho$ is sufficiently large as to ensure $D(0,\rho)$ contains the contour linking $-\mathcal{R}_1$ to $\mathcal{R}_2$, and using Cauchy’s theorem, the contour $\gamma_\rho$ may be replaced by the contour $[-\rho,\rho]$, so that
$$\mathcal{F}^{-1} [\mathcal{F} [\phi]] (x) = \frac{1}{2\pi} \lim_{\rho \to \infty} \int_{-\rho}^\rho e^{i\mu x} F_{[0,1]} [\phi] (\mu) \, d\mu,$$
which is an ordinary real Cauchy principal value integral.

Denoting by $\phi_0$ the zero extension of $\phi$ to the full real line, the integral
$$F_{[0,1]} [\phi] (\mu) = \int_0^1 \phi(y)e^{-i\mu y} \, dy = \int_{-\infty}^\infty \phi_0(y)e^{-i\mu y} \, dy = F_{\mathbb{R}} [\phi_0] (\mu)$$
is an ordinary full line Fourier transform of the function $\phi_0$, which is absolutely integrable and piecewise $C^1$. The result follows by the usual Fourier inversion theorem.

The above proof demonstrates significant freedom to choose the integration contour for inverse Fourier transforms, when the function originally transformed had compact support. This same same freedom will also be exploited in the validity theorem [14] for the transform pair respecting the boundary conditions.

Some kind of principal value is necessary in the Fourier inversion theorem for absolutely integrable piecewise $C^1$ functions $\phi$. However, because $F_{[0,1]} [\phi] (\lambda)$ is bounded for $\lambda \in \mathbb{R}$, it need not be exactly the Cauchy principal value. The limit in equation (3.7D) represents a contour integral version of a Cauchy principal value, in which the bounding region of the contour expands so that its image in $\nu$ is a disc. Despite being the most natural extension of the Cauchy principal value in the ordinary Fourier inversion theorem, hence a convenient setting for the proof of theorem 3 this is not always the most conducive framing for the application of the formal transform pair. Therefore, in corollary 5 we present a slightly adjusted inverse transform and inversion theorem, wherein the Cauchy principal value bounding region of the contour is a disc in the $\lambda$ plane, as described in definition 4.

Definition 4. Suppose $C$ is a contour in $\mathbb{C}$, which extends to infinity, and $f$ is locally absolutely integrable on $C$. Then, wherever the limit exists, the principal value contour integral of $f$ along $C$ is
$$\text{p.v.} \int_C f(\lambda) := \lim_{\rho \to \infty} \int_C f(\lambda) \chi_{D(0,\rho)} (\lambda) \, d\lambda,$$
in which $\chi_{D(0,\rho)}$ represents the indicator function of the open disc centred at 0 with radius $\rho$.  

By
\[ \text{p.v.} \left( \int_{C_1} f_1(\lambda) \, d\lambda + \int_{C_2} f_2(\lambda) \, d\lambda \right), \]
we shall mean the joint principal value
\[ \lim_{\rho \to \infty} \left( \int_{C_1} f_1(\lambda) \chi_{D(0,\rho)}(\lambda) \, d\lambda + \int_{C_2} f_2(\lambda) \chi_{D(0,\rho)}(\lambda) \, d\lambda \right). \]

The above definition agrees with the Cauchy principal value for real Lebesgue integrals with singularities at infinity.

**Corollary 5.** Suppose $\phi \in C^1[0,1]$. Then, for all $x \in (0,1)$,
\[ \frac{1}{2\pi} \text{p.v.} \int_{\gamma} e^{i\nu(\lambda)x} \nu'(\lambda) F(\lambda) \, d\lambda = \phi(x). \]

**Proof.** Let $\hat{\gamma}_\rho$ be the restriction of $\gamma$ to $D(0,\rho)$, and assume $\rho$ is sufficiently large that $\hat{\gamma}_\rho$ has only one connected component. Define $\sigma^\pm_\rho$ to be the startpoint and $\sigma^-_\rho$ to be the endpoint of the contour $\hat{\gamma}_\rho$. Then $\sigma^\pm_\rho$ are the only elements of the singletons
\[ C(0,\rho) \cap \gamma \cap \{ \lambda \in \mathbb{C} : \pm \Re(\lambda) > 0 \}. \]
Therefore, exploiting the definition of $\gamma$ to justify the equality, $\nu(\sigma^\pm_\rho)$ are the only elements of the singletons
\[ \nu(C(0,\rho)) \cap \nu(\gamma) \cap \{ \nu(\lambda) \in \mathbb{C} : \pm \Re(\lambda) > 0 \} = \nu(C(0,\rho)) \cap \mathbb{R}^\pm. \]
By the limit in equations (3.1), $\lim_{\rho \to \infty} (\nu(\sigma^\pm_\rho) + \rho) = 0$.

Using the same arguments as in the proof of theorem 3,
\[ \frac{1}{2\pi} \text{p.v.} \int_{\gamma} e^{i\nu(\lambda)x} \nu'(\lambda) F(\lambda) \, d\lambda = \frac{1}{2\pi} \lim_{\rho \to \infty} \int_{\hat{\gamma}_\rho} e^{i\nu(\lambda)x} \nu'(\lambda) F(\lambda) \, d\lambda \]
\[ = \frac{1}{2\pi} \text{p.v.} \int_{\mathbb{R}} e^{i\mu x} \int_0^1 \phi(y) e^{-i\mu y} \, dy \, d\mu + \lim_{\rho \to \infty} \left( \left\{ \int_{\nu(\sigma^-_\rho)}^{\nu(\sigma^+_\rho)} + \int_{\rho}^{\nu(\sigma^+_\rho)} \right\} e^{i\mu x} \int_0^1 \phi(y) e^{-i\mu y} \, dy \, d\mu \right), \]
and the first term on the right evaluates to $\phi(x)$. But
\[ \left| \int_{\rho}^{\nu(\sigma^+_\rho)} e^{i\mu x} \int_0^1 \phi(y) e^{-i\mu y} \, dy \, d\mu \right| \leq \left| \nu(\sigma^+_\rho) - \rho \right| \max_{\mu \in [\nu(\sigma^+_\rho),\rho]} \left| \int_0^1 \phi(y) e^{-i\mu y} \, dy \right| \]
\[ \leq \left| \nu(\sigma^+_\rho) - \rho \right| \max_{y \in [0,1]} |\phi(y)|, \]
and a similar estimate holds for the other integral. The result follows by proposition 11. \hfill \Box

### 3.3 A transform pair respecting the boundary conditions

We denote by $L^\star$ the adjoint of $L$, as constructed in [6, chapter 11]. Precisely,
\[ L^\star \psi = \overline{\omega}(-i\partial_x) \psi = (-i)^n \phi^{(n)} + \sum_{j=0}^{n-2} (-i)^j \overline{a_j} \psi^{(j)}, \]
for \( \overline{\omega} \) the Schwarz conjugate of \( \omega \), and, if \( B^\star \) is a vector of boundary forms adjoint to \( B \), with boundary coefficients

\[
B^\star_k \psi = \sum_{j=1}^n \left( b^\star_{kj} \psi^{(j-1)}(0) + \beta^\star_{kj} \psi^{(j-1)}(1) \right), \quad k \in \{1, 2, \ldots, n\},
\]

then \( L^\star : \Phi_{B^\star} \to L^1[0, 1] \) is defined by \( L^\star \psi = \mathcal{L}^\star \psi \). For convenience, we separate the effects of the adjoint boundary forms at each boundary as

\[
B^\star_k^+ \psi = \sum_{j=1}^n b^\star_{kj} \psi^{(j-1)}(0), \quad k \in \{1, 2, \ldots, n\},
\]

\[
B^\star_k^- \psi = \sum_{j=1}^n \beta^\star_{kj} \psi^{(j-1)}(1), \quad k \in \{1, 2, \ldots, n\}.
\]

**Example 6.** We continue the analysis of example 2.

Because all coefficients of \( \omega \) are real, \( \omega \) is its own Schwarz conjugate. Therefore \( L^\star = \mathcal{L} \); the operator \( L \) is formally selfadjoint. To determine adjoint boundary conditions, we integrate by parts in the inner product:

\[
\int_0^1 L \phi \overline{\psi} \, dx = \int_0^1 i \phi'' \overline{\psi} \, dx = \int_0^1 \phi \overline{\psi''} \, dx + \left[ \phi'' \overline{\psi} - \phi' \overline{\psi'} + \phi \overline{\psi''} \right]_0^1 = \int_0^1 \phi \mathcal{L}^\star \psi \, dx,
\]

with the last equality holding if and only if

\[
0 = \phi''(1) \overline{\psi(1)} - \phi'(1) \overline{\psi'(1)} + \phi(1) \overline{\psi''(1)} - \phi(0) \overline{\psi''(1)} + \phi'(0) \overline{\psi'(0)} - \phi'(0) \overline{\psi''(0)}.
\]

If \( \phi \) is free in \( \Phi_{B^\star} \), then this is equivalent to \( \psi \in \Phi_{B^\star} \) for

\[
B^\star_1 \psi = \psi(0), \quad B^\star_2 \psi = \psi(1), \quad B^\star_3 \psi = \psi'(0).
\]

Therefore, \( \Phi_{B^\star} \neq \Phi_B \); \( L \) is nonselfadjoint despite being formally selfadjoint.

This example is continued in example 7.

### 3.3.1 The forward transform

Let \( \alpha = e^{2\pi i/n} \), a primitive \( n \)th root of unity. For \( j \in \{1, 2, \ldots, n\} \), we define

\[
y_j(x; \lambda) := e^{i\overline{\lambda}^j(\alpha^{j-1}\lambda)x}.
\]

Fixing \( \lambda \in \mathbb{C} \setminus D(0, R) \) and leaving \( j \) free, each \( y_j(\cdot; \lambda) \) is an eigenfunction of the formal differential operator \( \mathcal{L}^\star \), with eigenvalue \( \overline{\lambda}^n \), and together they span the eigenspace for that eigenvalue. We use these solutions to construct the characteristic matrix of the adjoint operator \( M(\lambda) \) having entries

\[
M_j k(\lambda) := \overline{B^\star_k y_j(\cdot; \lambda)},
\]

and the characteristic determinant of the adjoint operator

\[
\Delta(\lambda) := \det M(\lambda).
\]

Note the double complex conjugate of \( \lambda \) in the definitions of \( M \) and \( \Delta \), implying that \( M \) and \( \Delta \) are both analytic functions of \( \lambda \) for \(|\lambda| > R\). Although these are objects defined in terms of the adjoint operator \( L^\star \), we omit the superscript \( ^\star \) from the notation, because we have no
need for the analogous objects one might construct from the original operator $L$. For notational convenience, we define $M_{j,k}$ as the $(n-1) \times (n-1)$ submatrix of $\begin{bmatrix} M & M \\ M & M \end{bmatrix}$ whose $(1,1)$ entry is the $(j+1, k+1)$ entry of its parent, and we also define the left characteristic matrix $M^+$ and right characteristic matrix $M^-$ to be those with entries

$$M_{j,k}^\pm(\lambda) : = B_{k}^{\pm}y_{j}(\cdot ; \lambda)$$

(3.12)

Using the characteristic matrix, and the left and right characteristic matrices, we define

$$\mathcal{F}^+ [\phi](\lambda) = \frac{\nu'(\lambda)}{2\pi \Delta(\lambda)} \sum_{j=1}^{n} \sum_{k=1}^{n} (-1)^{(n-1)(j+k)} \det M_{j,k}(\lambda) M_{1,k}^+(\lambda) \int_{0}^{1} e^{-i\nu(\alpha^{-1}\lambda)x} \phi(x) \, dx,$$

(3.13a)

$$\mathcal{F}^- [\phi](\lambda) = -\frac{\nu'(\lambda)}{2\pi \Delta(\lambda)} \sum_{j=1}^{n} \sum_{k=1}^{n} (-1)^{(n-1)(j+k)} \det M_{j,k}(\lambda) M_{1,k}^-(\lambda) \int_{0}^{1} e^{-i\nu(\alpha^{-1}\lambda)x} \phi(x) \, dx.$$  

(3.13b)

The transform $\mathcal{F}^\pm$ appears to be two forward transforms. In practical application of the map, one always selects just one of $\mathcal{F}^+$ or $\mathcal{F}^-$ for each particular $\lambda$, so $\phi \mapsto \mathcal{F}^\pm$ may be considered as a single forward transform;

$$\phi(x) \mapsto \mathcal{F} [\phi](\lambda) : = \left\{ \begin{array}{ll} \mathcal{F}^+ [\phi](\lambda) & \text{certain } \lambda, \\
\mathcal{F}^- [\phi](\lambda) & \text{certain other } \lambda. \end{array} \right.$$  

(3.14)

Owing essentially to Cauchy’s theorem and Jordan’s lemma, there is significant freedom to choose which $\lambda$ correspond to which case, so we do not provide a fixed definition here, preferring to defer the choice until the definition of the inverse transform below. Moreover, in establishing the validity of the transform pair, it will be useful to consider both formulae at certain values of $\lambda$, so it is important to note that both $\mathcal{F}^+ [\phi](\lambda)$ and $\mathcal{F}^- [\phi](\lambda)$ are defined wherever $|\lambda| > \mathcal{R}$.

The integrals in equations (3.13) are sesquilinear inner products $\langle \phi, y_{j}(\cdot ; \lambda) \rangle$, so $\mathcal{F}^\pm$ are inner products of $\phi$ with particular eigenfunctions of $L^*$. This is comparable with the forward transform for the Fourier sine series discussed in §2.3. In contrast, because we target a diagonalization result of the form (2.13) instead of (2.11), we have taken a different particular member of each eigenspace and used a different, broader selection of eigenvalues. The fact that this is the right definition of the forward transform to produce diagonalization (2.13) will be established in §4.

Example 7. We continue the analysis of example 6.

Following the definitions, $\alpha = e^{\pi \sqrt{3}/3} = \frac{1}{2}(-1 + i\sqrt{3})$.

$$M^+(\lambda) = \begin{bmatrix} 1 & 0 & -i\nu(\lambda) \\ 1 & 0 & -i\nu(\alpha\lambda) \\ 1 & 0 & -i\nu(\alpha^2\lambda) \end{bmatrix}, \quad M^-(\lambda) = \begin{bmatrix} 0 & e^{-i\nu(\lambda)} & 0 \\ 0 & e^{-i\nu(\alpha\lambda)} & 0 \\ 0 & e^{-i\nu(\alpha^2\lambda)} & 0 \end{bmatrix}.$$  

Therefore,

$$\Delta(\lambda) = -i \sum_{j=1}^{3} e^{-i\nu(\alpha^{-1}\lambda)} (\nu(\alpha^2\lambda) - \nu(\alpha^{-1}\lambda))$$

(3.15)
and
\[
\mathcal{F}^+ [\phi](\lambda) = \frac{-i \nu'(\lambda)}{2\pi \Delta(\lambda)} \sum_{j=1}^{3} \left[ \left( \nu(\alpha^j+1)\lambda) e^{-i \nu(\alpha^j+1)\lambda} - \nu(\alpha^j)\lambda) e^{-i \nu(\alpha^j)\lambda} \right) + \left( e^{-i \nu(\alpha^j+1)\lambda} - e^{-i \nu(\alpha^j)\lambda} \right) \nu(\lambda) \right] \mathcal{F} [\phi](\alpha^{j-1}\lambda),
\]
(3.16a)

\[
\mathcal{F}^- [\phi](\lambda) = \frac{i \nu'(\lambda)}{2\pi \Delta(\lambda)} e^{-i \nu(\lambda)} \sum_{j=1}^{3} \left( \nu(\alpha^j)\lambda) - \nu(\alpha^j+1)\lambda) \right) \mathcal{F} [\phi](\alpha^{j-1}\lambda).
\]
(3.16b)

This example is continued in example 8.

### 3.3.2 The inverse transform

The inverse transform must be an integral that can be applied to the result of the forward transform. But the forward transform has denominator \(\Delta\), whose zeros must be navigated by any prospective integration contour. Let \(y_{pp}^j(x; \lambda) = e^{i \alpha^j - 1 \lambda x}\) and define \(\Delta_{pp}\) in terms of \(y_{pp}\) as was \(\Delta\) defined in terms of \(y_j\). Then \(\Delta_{pp}\) is the characteristic determinant of the principal part of the adjoint operator, and it follows from the definition that \(\Delta_{pp}\) is an exponential polynomial. It may be that \(\Delta_{pp}\) is identically 0 or another constant or polynomial multiplied by an exponential, but those cases correspond to illposed IBVP, so we shall assume \(\Delta_{pp}\) is an exponential polynomial with at least two terms, having different complex exponents. It follows from the results of [36] that the zeros of \(\Delta\) have finite infimal separation (though any may be of finite order higher than 1) and are asymptotically distributed along certain rays or logarithmic strips. Moreover, in successively larger annuli whose inner and outer radii differ by the constant \(\delta > 0\), the number of zeros of \(\Delta_{pp}\) approaches some number \(k(\delta)\). Therefore, there is some \(\varepsilon > 0\) such that \(5\varepsilon\) is less than the infimal separation of the zeros of \(\Delta_{pp}\), ensuring that the discs \(D(\sigma, \varepsilon)\) for \(\Delta_{pp}(\sigma) = 0\) have pairwise separation of at least \(\varepsilon\).

Select any \(R\) at least \(\varepsilon\) greater than the \(R\) of proposition 1. The arguments of [36] may be adapted to show that all sufficiently large zeros of \(\Delta\) can be made arbitrarily close to those of \(\Delta_{pp}\). We assume that a sufficiently large \(R\) is chosen that

\[
D(0, R) \cup \bigcup_{\sigma \in \mathbb{C} \setminus D(0, R); \Delta_{pp}(\sigma) = 0} D(\sigma, \varepsilon)
\]
contains all zeros of \(\Delta\). It may be necessary to further increase \(R\) in order to ensure that \(C(0, R)\) does not intersect any circles of radius \(3\varepsilon\) about zeros of \(\Delta_{pp}\). We shall assume this is done, so that the contours defined below do not self intersect, and do not intersect one another.

We define the sets

\[
\mathbb{C}^\pm_{\nu} = \{ \lambda \in \mathbb{C} : |\lambda| > R, \pm \text{Im}(\nu(\lambda)) > 0 \},
\]
(3.17a)

\[
Z^+ = \{ \sigma \in \text{clos} \mathbb{C}_\nu^+ : \Delta_{pp}(\sigma) = 0, |\sigma| > R \},
\]
(3.17b)

\[
Z^- = \{ \sigma \in \mathbb{C}_\nu^- : \Delta_{pp}(\sigma) = 0, |\sigma| > R \},
\]
(3.17c)

\[
Z_{\text{cuts}} = \{ \sigma \in \mathbb{C} : \Delta_{pp}(\sigma) = 0, |\sigma| < R \}.
\]
(3.17d)
Figure 1: The components of contour $\Gamma$ are displayed: $\Gamma_{\text{cuts}}$ dotted orange; $\Gamma_+^a$ dot-dashed red; $\Gamma_-^a$ dot-dot-dashed green; $\Gamma_0^+$ solid blue; $\Gamma_0^-$ dashed black. The regions to the left of each component are shaded. The zeros of $\Delta^{pp}$ are shown as black dots. In this example, $n = 3$ and $a = -i$.

We define the contour $\Gamma$ as follows.

\[
\begin{align*}
\Gamma &= \Gamma_0 \cup \Gamma_a \cup \Gamma_{\text{cuts}}, \\
\Gamma_0 &= \Gamma_0^+ \cup \Gamma_0^-, \\
\Gamma_0^\pm &= \bigcup_{\sigma \in \mathbb{Z}^\pm} C(\sigma, \varepsilon), \\
\Gamma_a &= \Gamma_a^+ \cup \Gamma_a^-, \\
\Gamma_\pm^a &= \partial \left( \{ \lambda \in \mathbb{C}^+ : \text{Re}(a\lambda^n) > 0, |\lambda| > R \} \setminus \bigcup_{\sigma \in \mathbb{Z}^+ \cup \mathbb{Z}^-} D(\sigma, 2\varepsilon) \right), \\
\Gamma_{\text{cuts}} &= C(0, R), \\
\Gamma^\pm &= \Gamma_0^\pm \cup \Gamma_a^\pm.
\end{align*}
\]  

The contour $\Gamma$ is displayed in figure 1. If $\arg(a)$ is close to $\pm\pi/2$, then $\Gamma_\pm^a$ will include rays making small angles with the positive and negative real axes, as well as components lying on the boundaries of $\nu^{-1}(\mathbb{R})$, which approach $\mathbb{R}$ itself. If there are zeros of $\Delta^{pp}$ close by, then the removed discs may separate these components of $\Gamma_\pm^a$ into a number of simple loops. Provided $\arg(a) \neq \pm\pi/2$, there are only finitely many such separated components, before the separation between the boundaries of $\nu^{-1}(\mathbb{R})$ and the rays exceeds $4\varepsilon$; past that point $\Gamma_\pm^a$ has infinite components. If $\arg(a) = \pm\pi/2$, then we have required the coefficients of $\omega$ be real, so $\nu^{-1}(\mathbb{R}) \subseteq \mathbb{R}$, and this difficulty is avoided.

For $F$, a bivalued function $F^\pm$ of a single complex variable, the inverse Fokas transform $\mathcal{F}^{-1}$
is defined by

\[ F(\lambda) \mapsto F^{-1} [F](x) := \text{p.v.} \left( \int_{\Gamma^+ \cup \Gamma_\text{cuts}} e^{i\nu(\lambda)x} F^+(\lambda) d\lambda + \int_{\Gamma^-} e^{i\nu(\lambda)x} F^-(\lambda) d\lambda \right). \]  

(3.18)

Example 8. We continue the analysis of example 7.

The characteristic determinant of the principal part, \( \Delta_{pp} \), is defined by the same formula as \( \Delta \), (3.15), but with \( \nu \) replaced by the identity function so that \( \Delta_{pp} \) is an exponential sum.

By [46, proposition A.1], apart from the third order zero at 0, \( \Delta_{pp} \) has simple zeros on the rays\(-i\alpha_jR^+\), for \( j \in \{0, 1, 2\} \), and no other zeros. Applying the arguments of [36], we find that the zeros of \( \Delta_{pp} \) are asymptotically at\(-i\alpha_j\rho_k\), for \( j \in \{0, 1, 2\} \) and positive integers \( k \), where

\[ \rho_k = \frac{\pi}{\sqrt{3}} \left( \frac{1}{3} + 2k \right). \]

A numerical root finder based on the argument principle suggests that the zeros of \( \Delta \) (and those of \( \Delta_{pp} \)) all lie within discs of radius 0.1 about the points\(-i\alpha_j\rho_k\). Each circular component of \( \Gamma_{\text{cuts}} \) corresponds to exactly one concentric circular component of \( \Gamma_{\text{cuts}}^\pm \) of double the radius. Therefore, we cancel all the circular integrals (except that around \( \Gamma_{\text{cuts}} \)) to simplify the expression. The fact that \( \omega \) is Schwartz symmetric implies that \( C_{\pm} = C_{\pm}^\pm \).

This example is continued in example 12.

3.3.3 Validity theorem

We also define

\[ \hat{\Gamma}_a^\pm = \partial \left( \{ \lambda \in C^+_{\pm} : \Re(a\lambda^n) < 0, |\lambda| > R \} \setminus \bigcup_{\sigma \in Z^+ \cup Z^-} D(\sigma, 2\varepsilon) \right). \]

(3.20)

We claim that, under certain conditions, the transform (3.18) is truly the inverse of transform (3.14).

Assumption 9. The operator \( L \), temporal coefficient \( a \) and function \( \phi \) are such that, for all \( x \in (0, 1) \),

\[ \text{p.v.} \left( \int_{\Gamma_a^+} e^{i\nu(\lambda)x} F^+[\phi](\lambda) d\lambda + \int_{\Gamma_a^-} e^{i\nu(\lambda)x} F^-[\phi](\lambda) d\lambda \right) = 0. \]

Theorem 10. Suppose \( \phi \in C^1[0, 1] \) and assumption 9 holds. Then, for all \( x \in (0, 1) \),

\[ F^{-1} [F[\phi]](x) = \phi(x). \]
right limits at any discontinuities. Similarly, if a smooth cutoff function is used in the principal value, then the inversion holds for \( \phi \) piecewise continuous. Extensions to spaces of integrable or square integrable functions, Sobolev spaces and distribution spaces are also possible with appropriate care in the definitions. All such generalizations are inherited from the Fourier transform via corollary 5. The restrictiveness of assumption 9 is discussed in §3.3.4.

**Lemma 11.** For all \( \phi \in L^1[0,1] \) and for all \( \lambda \in \mathbb{C} \) with \( |\lambda| > R \),

\[
F^+ [\phi] (\lambda) - F^- [\phi] (\lambda) = \frac{\nu(\lambda)}{2\pi} \mathcal{F} [\phi] (\lambda),
\]

Proof. This follows directly from the definitions of the transforms, and an application of the cyclic cofactor expansion of determinants to observe

\[
\sum_{k=1}^{n} (-1)^{(n-1)(j+k)} \det M_{j-k}(\lambda) M_{k}(\lambda) = \delta_{1,j} \Delta(\lambda),
\]

in which \( \delta_{1,j} \) is the Kronecker delta.

Proof of theorem 10. Applying the hypothesis, we have

\[
F^{-1} [\mathcal{F} [\phi]] (x) = \text{p.v.} \left( \int_{\Gamma^+ + \Gamma_{\text{ext}} + \Gamma^+} e^{i\nu(\lambda)x} F^+ [\phi] (\lambda) \, d\lambda + \int_{\Gamma^- + \Gamma^-} e^{i\nu(\lambda)x} F^- [\phi] (\lambda) \, d\lambda \right).
\]

Much of the contours \( \hat{\Gamma}_a^\pm \) lie along contours \( \Gamma_a^\pm \) but in the opposite direction, so their contributions to these integrals almost cancel. The remainders are integrals along the contours

\[
\hat{\Gamma}_a^\pm = \partial \left( \{ \lambda \in \mathbb{C}^+: |\lambda| > R \} \setminus \bigcup_{\sigma \in \mathbb{Z}^+ \cup \mathbb{Z}^-} D(\sigma, 2\varepsilon) \right).
\]

Because \( \phi \in L^1[0,1] \) and \( \varepsilon, R \) have been chosen as described above, the integrands are holomorphic (within the radius of the principal value) on

\[
\mathbb{C} \setminus \left( D(0, R) \cup \bigcup_{\sigma \in \mathbb{Z}^+ \cup \mathbb{Z}^-} D(\sigma, \varepsilon) \right),
\]

and continuous onto the boundary. Therefore, by Cauchy’s theorem, we can make any finite contour deformation within this region without affecting the integrals. In particular, the contours \( \hat{\Gamma}_a^\pm \) can be replaced with the contours

\[
\hat{\Gamma}_a^\pm = \partial \left( \{ \lambda \in \mathbb{C}^+: |\lambda| > R \} \setminus \bigcup_{\sigma \in \mathbb{Z}^+ \cup \mathbb{Z}^-} D(\sigma, \varepsilon) \right),
\]

in which the radii of the excised discs have been reduced. This may appear to be an infinite deformation (as \( \mathbb{Z}^\pm \) are countably infinite sets) but, working within the principal value, it is a finite deformation. Using these new contours,

\[
F^{-1} [\mathcal{F} [\phi]] (x) = \text{p.v.} \left( \int_{\hat{\Gamma}_a^+ + \Gamma_{\text{ext}} + \hat{\Gamma}_a^+} e^{i\nu(\lambda)x} F^+ [\phi] (\lambda) \, d\lambda + \int_{\hat{\Gamma}_a^- + \Gamma^-} e^{i\nu(\lambda)x} F^- [\phi] (\lambda) \, d\lambda \right).
\]
Figure 2: Remaining contours in the proof of theorem 10 after the first reduction: \( \Gamma_{\text{cuts}} \) dotted orange; \( \tilde{\Gamma}^+ \) dot-dashed red; \( \tilde{\Gamma}^- \) dot-dot-dashed green; \( \Gamma_0^+ \) solid blue; \( \Gamma_0^- \) dashed black. The regions to the left of each contour are shaded. For simplicity of presentation, coefficients of \( \omega \) are assumed real so that \( \omega(\mathbb{R}) \subseteq \mathbb{R} \), and only parts of the contours lying within region of interest \((3.21)\) are displayed.

Figure 3: Remaining contours in the proof of theorem 10 after the second reduction: \( \Gamma_{\text{cuts}} \) dotted orange; \( \gamma^+ \) dot-dashed red; \( \gamma^- \) dot-dot-dashed green. The regions to the left of the first three contours are shaded. Also shown is the contour remaining after the third reduction: \( \gamma' \) solid black.
For each \( \sigma \in \mathbb{Z}^+ \) with \( |\text{Im}(\nu(\sigma))| \geq \varepsilon \), the contours \( \Gamma^+_0 \cup \hat{\Gamma}^\pm \) include one circle \( C(\sigma, \varepsilon) \) oriented in each direction, so these parts of the contour integrals cancel out, and the contours may effectively be restricted to the region

\[
\{ \lambda \in \mathbb{C} : |\lambda| > R, |\text{Im}(\nu(\lambda))| \leq \varepsilon \} \cup \{ \lambda \in \mathbb{C} : |\lambda| \leq R \}.
\]  

(3.21)

It is here that we concentrate the remainder of the argument. The remaining integration contours are displayed in figure 2.

For each \( \sigma \in \mathbb{Z}^- \) with \( \text{Im}(\nu(\sigma)) < -\varepsilon \),

\[
\begin{align*}
\mathcal{C}^-_\nu \cap C(\sigma, \varepsilon) \text{ oriented in the positive sense}, & \text{ is part of } \Gamma^-_0, \\
\mathcal{C}^+_\nu \cap C(\sigma, \varepsilon) \text{ oriented in the positive sense}, & \text{ is also part of } \Gamma^-_0, \\
\mathcal{C}^-_\nu \cap C(\sigma, \varepsilon) \text{ oriented in the negative sense}, & \text{ is part of } \hat{\Gamma}^-,
\end{align*}
\]

The contributions of the first and third contours cancel, but the second and fourth do not because the integrands are different. A similar argument for each \( \sigma \in \mathbb{Z}^+ \) with \( \text{Im}(\nu(\sigma)) < \varepsilon \) yields

\[
\mathcal{F}^{-1}[\mathcal{F}[\phi]](x) = \text{p.v.} \int_{\gamma^+ \cup \text{cuts}} e^{i\nu(\lambda)x} \mathcal{F}^+[\phi](\lambda) d\lambda + \int_{\gamma^-} e^{i\nu(\lambda)x} \mathcal{F}^-[\phi](\lambda) d\lambda,
\]

in which

\[
\gamma^+ = \partial \left( \left( \bigcup_{\sigma \in \mathbb{Z}^+: \text{Im}(\nu(\sigma)) < \varepsilon} D(\sigma, \varepsilon) \right) \setminus \bigcup_{\sigma \in \mathbb{Z}^-: \text{Im}(\nu(\sigma)) > -\varepsilon} D(\sigma, \varepsilon) \right),
\]

\[
\gamma^- = \partial \left( \left( \bigcup_{\sigma \in \mathbb{Z}^-: \text{Im}(\nu(\sigma)) > -\varepsilon} D(\sigma, \varepsilon) \right) \setminus \bigcup_{\sigma \in \mathbb{Z}^+: \text{Im}(\nu(\sigma)) < \varepsilon} D(\sigma, \varepsilon) \right).
\]

(3.22a, b)

These contours are the same as one another except that they trace opposing negatively oriented arcs of \( C(0, R) \), and they are oriented in opposite directions to one another. These integration contours are displayed in figure 3.

Observe that, on the contour \( C(0, R) \cap \mathcal{C}^+_\nu \), the contributions from integrals along contours \( \gamma^+ \) and \( \Gamma_{\text{cuts}} \) cancel exactly. Elsewhere, the integrals share a contour but have different integrands. Therefore, using the common contour

\[
\gamma' = \partial \left( \left( \bigcup_{\sigma \in \mathbb{Z}^+: \text{Im}(\nu(\sigma)) < \varepsilon} D(\sigma, \varepsilon) \right) \setminus \bigcup_{\sigma \in \mathbb{Z}^-: \text{Im}(\nu(\sigma)) > -\varepsilon} D(\sigma, \varepsilon) \right)
\]

indicated in figure 3 to combine the three integrals into one, we have

\[
\mathcal{F}^{-1}[\mathcal{F}[\phi]](x) = \text{p.v.} \int_{\gamma'} e^{i\nu(\lambda)x} \left( \mathcal{F}^+[\phi](\lambda) - \mathcal{F}^-[\phi](\lambda) \right) d\lambda.
\]

Applying lemma 11,

\[
\mathcal{F}^{-1}[\mathcal{F}[\phi]](x) = \frac{1}{2\pi} \text{p.v.} \int_{\gamma'} e^{i\nu(\lambda)x} \nu'(\lambda) \mathcal{F}[\phi](\lambda) d\lambda.
\]
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The integrand is holomorphic for $|\lambda| > R$, so we can make the finite (or, rather, finite within the principal value) contour deformation

$$
\mathcal{F}^{-1} [\mathcal{F}[\phi]](x) = \frac{1}{2\pi} \text{p.v.} \int_{\partial(\mathbb{C}^+ \setminus D(0,R))} e^{i\nu(\lambda)x} \nu'(\lambda) \mathcal{F}[\phi](\lambda) \, d\lambda.
$$

The result follows by corollary 5.

### 3.3.4 Validity criteria & Birkhoff regularity

A full interrogation of assumption 9 is beyond the scope of the present work, but we note that this assumption is not new. An explicit statement of validity of this assumption in a related problem appears in [11, lemmata 2.1 & 2.2], but equivalents are proved or assumed in every work on the Fokas transform method for evolution equations on the finite interval. Nor is assumption 9 unreasonably restrictive. We sketch below, in terms of Birkhoff’s criteria for regularity, how one may derive sufficient but not necessary criteria for assumption 9 to hold.

As is appropriate for the solution of IBVP, we ensure that the assumption holds for all smooth regularity, how one may derive sufficient but not necessary criteria for assumption 9 to hold. A full interrogation of assumption 9 is beyond the scope of the present work, but we note that this assumption is not new. An explicit statement of validity of this assumption in a related problem appears in [41, lemmata 2.1 & 2.2], but equivalents are proved or assumed in every work on the Fokas transform method for evolution equations on the finite interval. Nor is assumption 9 unreasonably restrictive. We sketch below, in terms of Birkhoff’s criteria for regularity, how one may derive sufficient but not necessary criteria for assumption 9 to hold. As is appropriate for the solution of IBVP, we ensure that the assumption holds for all smooth enough $\phi$; assumption 9 should be understood as an assumption on $(L,a)$ valid for all $\phi$, not as an assumption on $(L,a,\phi)$.

For simplicity, we restrict to the case in which $\omega(\lambda) = \lambda^n$; $\nu(\lambda) = \lambda$. In this case $\Delta = \Delta^{pp}$ is an exponential polynomial, and its dominant term, as $\lambda \to \infty$ within the $J$th sector (counting clockwise from an appropriate angle which depends on $n$) of $\{\lambda \in \mathbb{C} : \text{Re}(a\lambda^n) < 0, |\lambda| > R\}$, is given by

$$
\det \begin{bmatrix}
M_{11}^- & M_{12}^- & \cdots & M_{1n}^- \\
M_{21}^- & M_{22}^- & \cdots & M_{2n}^- \\
\vdots & \vdots & \ddots & \vdots \\
M_{N+1}^- & M_{N+2}^- & \cdots & M_{Nn}^- \\
M_{N+11}^+ & M_{N+12}^+ & \cdots & M_{N+1n}^+ \\
M_{N+21}^+ & M_{N+22}^+ & \cdots & M_{N+2n}^+ \\
\vdots & \vdots & \ddots & \vdots \\
M_{n1}^+ & M_{n2}^+ & \cdots & M_{nn}^+
\end{bmatrix} = \mathcal{P}_N(\alpha^J \lambda) \exp \left( -i\lambda \alpha^J \sum_{j=1}^{N} \alpha^{j-1} \right),
$$

for

$$
N = \begin{cases} 
\frac{n+1}{2} & \text{if } n \text{ even} \\
\frac{n-1}{2} & \text{if } n \text{ odd and } a = i \\
\frac{n-1}{2} & \text{if } n \text{ odd and } a = -i,
\end{cases}
$$

in which the polynomial $\mathcal{P}_N$ is independent of $J$. Birkhoff’s regularity criteria are defined in terms of these same polynomials 9. Indeed, a boundary form $B_k$ is said to have degree $j - 1$ if $j$ is maximal such that at least one of $b_{k,j}^*, b_{k,j}$ is nonzero, and an even order operator $L^*$ is Birkhoff regular if $\mathcal{P}_2$ has degree equal to the sum of the degrees of all boundary forms. An odd order operator must have both $\mathcal{P}_{2j+1}$ and $\mathcal{P}_{2j+1}$ of maximal degree to be called Birkhoff regular.

Integration by parts in the numerators of the expressions on the right of equations (3.13) yields that the numerators have dominant terms

$$
\mathcal{P}(\lambda) \exp \left( -i\lambda \alpha^J \sum_{j=1}^{N} \alpha^{j-1} \right),
$$

in which the polynomials $\mathcal{P}$ have degree no greater than the sum of the degrees of all the boundary forms. Therefore, at least away from the zeros of $\Delta$, Birkhoff regularity of $L^*$ is
sufficient to yield \( F^\pm [\phi](\lambda) = O\left(|\lambda|^{-1}\right) \) as \( \lambda \to \infty \) in the sectors \( \{\lambda \in \mathbb{C} : \text{Re}(a\lambda^n) < 0, |\lambda| > R\} \), for all \( \phi \in \Phi \).

Note that, for odd order operators, one does not need the full strength of regularity to conclude this decay; only one of the two polynomials \( P_{n+1} \) and \( P_{n-1} \) need to be of maximal degree to ensure that \( \Delta \) dominates the numerator in the appropriate sectors, and which one is required depends on \( a \). An example of this phenomenon appears in IBVP (2.7), which is well posed but would be illposed if instead \( a = 1 \).

With such a decay result, and assuming the zeros of \( \Delta \) do not get in the way, one can apply Jordan’s lemma to show that assumption 9 holds. The locus of the zeros of \( \Delta \) must be established separately. Generally, it is acceptable for the zeros to lie within and on the boundaries of sectors \( \{\lambda \in \mathbb{C} : \text{Re}(a\lambda^n) < 0, |\lambda| > R\} \), but there should not be infinitely many zeros interior to those sectors. As the zeros of \( \Delta \) are \( n \)th roots of the eigenvalues of \( L \), it is unsurprising that a criterion on their locus appears in the validity of any proposed spectral method for the solution of IBVP (1.5). For example, the instantaneous blowup of solutions of the heat equation with time running in reverse arises from exactly the issue of infinitely many zeros of \( L \) being aligned on the centre rays of sectors. As the zeros of \( \Delta \) are \( \nu \) within and on the boundaries of sectors, it is important that \( \nu \) be designed to avoid some such cases, including the reverse time heat equation, wherein \( a = \pm i \), featuring the same instantaneous blowup, so the analysis is a little more delicate than just the restrictions on \( a \).

Although the above argument applies only to monomial \( \omega \), the large \( \lambda \) limit \( \nu(\lambda)/\lambda \to 1 \) from proposition 1 indicates that the same kind of analysis may be valid for arbitrary \( \omega \). A full generalization is postponed for future work, but example 12 provides such an argument for one problem.

**Example 12.** We continue the analysis of example 8.

Because of the locus of the zeros of \( \Delta^{pp} \) and using \( \nu(\mathbb{R}) \subset \mathbb{R} \), the contours \( \hat{\Gamma}^\pm_{\pm i} \) have a simpler expression:

\[
\hat{\Gamma}^\pm_{\pm i} = \partial \{\lambda \in \mathbb{C}^\pm : \text{Re}(-i\lambda^3) < 0, |\lambda| > 1\}.
\]

Therefore, to justify assumption 9 it is sufficient to show that, for all \( \phi \in \mathcal{C}^1[0,1] \),

\[
p.v. \int_{\hat{\Gamma}^\pm_{\pm i}} e^{i\nu(\lambda)x} F^\pm [\phi](\lambda) \, d\lambda = 0. \tag{3.23}
\]

In the “– version” of equation (3.23), the integrand is

\[
e^{-i\nu(\lambda)(1-x)} \frac{\nu'(\lambda)}{2\pi \Delta(\lambda)} \sum_{j=1}^3 \left( \nu(\alpha^j \lambda) - \nu(\alpha^j+1 \lambda) \right) \mathcal{F} [\phi](\alpha^j-1 \lambda).
\]

By proposition 1 \( \nu'(\lambda) = O(1) \) as \( |\lambda| \to \infty \), uniformly in \( \arg(\lambda) \). Integrating by parts in the definition of \( \mathcal{F} \), we find that the terms in the sum are exactly terms in \( \Delta \) divided by \( -\nu(\alpha^j-1 \lambda) \). Therefore, the integrand is

\[
e^{-i\nu(\lambda)(1-x)} O\left(|\lambda|^{-1}\right), \quad \text{as } \lambda \to \infty \text{ within } \operatorname{clos} \mathbb{C}^-,
\]

uniformly in \( \arg(\lambda) \). Using again that \( \nu(\mathbb{R}) \subset \mathbb{R} \) and biholomorphicity of \( \nu \), we have that \( \nu(\operatorname{clos} \mathbb{C}^-) \subset \operatorname{clos}(\mathbb{C}^-) ; \) \( e^{-i\nu(\lambda)(1-x)} \) is a valid kernel for Jordan’s lemma. Hence, by Jordan’s lemma, the “– version” of equation (3.23) holds.

The integrand in the “+ version” of equation (3.23) is

\[
e^{i\nu(\lambda)x} \frac{\nu'(\lambda)}{2\pi \Delta(\lambda)} X(\lambda) \left[ 1 + O\left(|\lambda|^{-1}\right) \right],
\]
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in which \( X \) has terms of the form
\[
\frac{\nu(\alpha^j+1) - \nu(\lambda)}{\nu(\alpha^j-1)} e^{-i\nu(\alpha^j+1)},
\frac{\nu(\alpha^j+1) - \nu(\lambda)}{\nu(\alpha^j-1)} e^{-i[\nu(\alpha^j\lambda) + \nu(\alpha^j-1\lambda)]},
\frac{\nu(\lambda) - \nu(\alpha^j\lambda)}{\nu(\alpha^j-1)} e^{-i\nu(\alpha^j+1)},
\frac{\nu(\lambda) - \nu(\alpha^j\lambda)}{\nu(\alpha^j-1)} e^{-i[\nu(\alpha^j\lambda) + \nu(\alpha^j-1\lambda)]},
\]
for \( j \in \{0, 1, 2\} \). The terms on the left are each dominated by terms in \( \Delta \). Therefore, the above argument applies to the terms on the left, except that we are now working in \( \text{clos}(\mathbb{C}^+) \), so \( \text{Im} \nu(\lambda) \geq 0 \) and \( e^{\nu(\lambda)x} \) is the right kernel for Jordan’s lemma here. Of the terms on the right, the dominant ones are

\[
\begin{align*}
\text{top right, } j &= 0, & \frac{\nu(\alpha\lambda) - \nu(\lambda)}{\nu(\alpha^2\lambda)} e^{-i[\nu(\lambda) + \nu(\alpha^2\lambda)]}, & \text{for } \pi/3 \leq \text{arg}(\lambda) \leq 2\pi/3, \\
\text{bottom right, } j &= 2, & \frac{\nu(\lambda) - \nu(\alpha^2\lambda)}{\nu(\alpha\lambda)} e^{-i[\nu(\lambda) + \nu(\alpha\lambda)]}, & \text{for } \pi/3 \leq \text{arg}(\lambda) \leq 2\pi/3.
\end{align*}
\]

Because \( \nu(\text{clos} \, \mathbb{C}^-) \subset \text{clos}(\mathbb{C}^-) \), if \( \pi/3 \leq \text{arg}(\lambda) \leq 2\pi/3 \), then \( \text{Re}(-i\nu(\alpha^2\lambda)) \leq 0 \), so the top term is dominated by a term in \( \Delta \). Similarly, if \( \pi/3 \leq \text{arg}(\lambda) \leq 2\pi/3 \), then \( \text{Re}(-i\nu(\alpha\lambda)) \leq 0 \), so the bottom term is dominated by a term in \( \Delta \). Therefore, the “+ version” of equation (3.23) holds.

We have justified that, for this example, assumption 9 holds for all \( \phi \in \mathcal{C}^1[0, 1] \). The validity theorem 10 follows.

This example is continued in example 16.

## 4 Diagonalization

In this section, we prove that the Fokas transform pair diagonalizes the differential operator \( L \) in the sense of equations (2.13). Precisely, we prove the following theorem.

**Theorem 13.** There exists a remainder transform \( R \) such that, for all \( \phi \in \Phi_B \),
\[
\mathcal{F} [L \phi] (\lambda) = \lambda^n \mathcal{F} [\phi] (\lambda) + R [\phi] (\lambda)
\]  
and, if \( q : [0, 1] \times [0, T] \to \mathbb{C} \) is such that, for all \( t \in [0, T], q(\cdot, t) \in \Phi \) and, for all \( j \in \{0, 1, \ldots, n-1\} \), uniformly for all \( x \in [0, 1], \partial_t^j q(x, \cdot) \) is a function of bounded variation, then, for all \( t \in [0, T] \) and all \( x \in (0, 1) \),
\[
\mathcal{F}^{-1} \left[ \int_0^t e^{a-n(s-t)} R [q] (\cdot ; s) \, ds \right] (x) = 0.
\]

The proof of equation (4.1a) is essentially lemma 15 where we also provide an explicit formula for the Fokas remainder transform \( R \). But first we need a polynomial growth bound on the entries of the left and right characteristic matrices \( M^\pm \).

**Lemma 14.** The function \( M^+_j \kappa(\lambda) \) is a polynomial in \( \nu(\alpha^j\lambda) \) (so a holomorphic function of \( \lambda \) outside a finite disc) and has polynomial growth rate \( \mathcal{O} \left(|\lambda|^{n-1}\right), \) uniformly in \( \text{arg}(\lambda) \), as \( \lambda \to \infty \). The function \( M^-_j \kappa(\lambda) \) is the product of \( e^{-i\nu(\alpha^j\lambda)} \) with another function; the latter function is a polynomial in \( \nu(\alpha^j\lambda) \) (so a holomorphic function of \( \lambda \) outside a finite disc) and has polynomial growth rate \( \mathcal{O} \left(|\lambda|^{n-1}\right), \) uniformly in \( \text{arg}(\lambda) \), as \( \lambda \to \infty \).
Proof. By definition,

\[ M_{jk}^-(\lambda) = e^{-iu(\alpha_j - 1)\lambda}} \sum_{\ell=1}^{n} B_k^{\ell} (-iu(\alpha_j - 1)\lambda)^{\ell-1}. \]

The result for \( M_{jk}^- \) follows from proposition \ref{prop:lemma14}. The argument is the same for \( M_{jk}^+ \).

Lemma 15. If \( \phi \in \Phi_B \), then there exist functions \( P_{\phi}^\pm \), analytic on the domain of \( \nu \), with \( P_{\phi}^\pm(\lambda) = O\left(|\lambda|^{n-1}\right) \), uniformly in \( \arg(\lambda) \), as \( \lambda \to \infty \) and

\[
\begin{align*}
\mathcal{F}^+ [L\phi](\lambda) &= \lambda^n \mathcal{F}^+ [\phi](\lambda) + P_{\phi}^+(\lambda), \\
\mathcal{F}^- [L\phi](\lambda) &= \lambda^n \mathcal{F}^- [\phi](\lambda) + P_{\phi}^-(\lambda)e^{-iu(\lambda)}.
\end{align*}
\]

(4.2a) (4.2b)

Moreover, the maps \( \phi \mapsto P_{\phi}^\pm \) are linear. Indeed, such functions are given by

\[
\begin{align*}
P_{\phi}^+(\lambda) &= \frac{\nu'(\lambda)}{2\pi} B_c \phi \circ \left( \overline{M_{11}^+(\lambda), M_{12}^+(\lambda), \ldots, M_{1n}^+(\lambda)} \right), \\
P_{\phi}^-(\lambda)e^{-iu(\lambda)} &= \frac{-\nu'(\lambda)}{2\pi} B_c \phi \circ \left( \overline{M_{11}^-(\lambda), M_{12}^-(\lambda), \ldots, M_{1n}^-(\lambda)} \right),
\end{align*}
\]

(4.3a) (4.3b)

in which \( B_c \) represents the vector of boundary forms which is complementary (in the sense of \cite{6}, chapter 11) to the vector of boundary forms \( B \) compatible with \( B^* \), and where \( \circ \) is the usual sesquilinear dot product on \( \mathbb{C}^n \).

Proof. For notational convenience, we define functions \( \psi^\pm \) via their complex conjugates

\[
\psi^\pm(x; \lambda) := \frac{\pm \nu'(\lambda)}{2\pi \Delta(\lambda)} \sum_{j=1}^{n} \sum_{\ell=1}^{n} (-1)^{(n-1)(j+\ell)} \det M_j \ell(\lambda) M_1^\pm(\lambda)e^{-iu(\alpha_j - 1)\lambda}x,
\]

(4.4)

so that

\[
\mathcal{F}^\pm [\phi](\lambda) = \langle \phi, \psi^\pm(\cdot; \lambda) \rangle,
\]

(4.5)

for \( \langle \cdot, \cdot \rangle \) the usual sesquilinear inner product on \( L^2[0,1] \). Note that, for fixed \( \lambda, \psi^\pm(\cdot; \lambda) \) are linear combinations \( y_j(\cdot; \lambda) \) for \( j \in \{1,2,\ldots,n\} \), so \( \psi^\pm(\cdot; \lambda) \) are themselves eigenfunctions of the formal differential operator \( \mathcal{L}^* \) with eigenvalue \( \lambda^p \). Note also that

\[
B_k^* \psi^\pm(\cdot; \lambda) = B_k^* \psi^\pm(\cdot; \lambda) = \frac{\pm \nu'(\lambda)}{2\pi \Delta(\lambda)} \sum_{j=1}^{n} \sum_{\ell=1}^{n} (-1)^{(n-1)(j+\ell)} \det M_j \ell(\lambda) M_1^\pm(\lambda)B_k^e^{-iu(\alpha_j - 1)\lambda},
\]

but

\[
B_k^* e^{-iu(\alpha_j - 1)} = B_k^* y_j(\cdot; \lambda) = M_j k(\lambda)
\]

and

\[
\sum_{j=1}^{n} (-1)^{(n-1)(j+\ell)} \det M_j \ell(\lambda) M_j k = \delta_{\ell,k} \Delta(\lambda),
\]

for \( \delta_{\ell,k} \) the Kronecker delta. Hence

\[
B_k^* \psi^\pm(\cdot; \lambda) = \frac{\pm \nu'(\lambda)}{2\pi} M_1^\pm(\lambda)
\]

(4.6)

Using equation (4.5), and the results, terminology and notation of \cite{6} chapter 11], we find

\[
\mathcal{F}^\pm [L\phi](\lambda) = \langle L\phi, \psi^\pm(\cdot; \lambda) \rangle = \langle \phi, \mathcal{L}^* \psi^\pm(\cdot; \lambda) \rangle + B\phi \circ B_c^* \psi^\pm(\cdot; \lambda) + B_c \phi \circ B^* \psi^\pm(\cdot; \lambda),
\]

(4.7)
for $\mathbf{B}_c^\ast$ the vector of boundary forms complementary to $\mathbf{B}^\ast$ compatible with $\mathbf{B}$ and $\mathbf{B}_c$. Because $\phi \in \Phi_B$, using the earlier observation the $\psi^\pm$ are eigenfunctions of $\mathcal{L}^\ast$, and applying equation (4.7) we find

$$\mathcal{F}^\pm [L\phi](\lambda) = \lambda^n \langle \phi, \psi^\pm(\cdot;\lambda) \rangle \pm \frac{\nu'(\lambda)}{2\pi} \mathbf{B}_c \phi \odot \left( M_{11}^\pm(\lambda), M_{12}^\pm(\lambda), \ldots, M_{1n}^\pm(\lambda) \right). \quad (4.7)$$

The approximate eigenfunction equations (4.12) follow, for $P_\phi^\pm$ defined as in equations (4.13). In these formulae, each sesquilinear dot product $\odot$ evaluates to a linear combination of $M_{jk}^\pm(\lambda)$ for $k \in \{1, 2, \ldots, n\}$. Recall from proposition 4 that $\nu'(\lambda) = O(1)$ as $\lambda \to \infty$. The analyticity and asymptotic results follow by lemma 14.

Observe from equations (4.7) that the functions $P_\phi^\pm$ depend on $\phi$ only through $\mathbf{B}_c \phi$, in which the vector of complementary boundary forms $\mathbf{B}_c : AC^{n-1} \to \mathbb{C}^n$ is a linear map. Therefore, $P_\phi^\pm$ also depend linearly on $\phi$.

**Proof of theorem 13**. By lemma 15, defining $\mathcal{R}$ by

$$\mathcal{R}[\phi](\lambda) = \begin{cases} P_\phi^+(\lambda) & \lambda \in \Gamma^+ \cup \Gamma_{\text{cuts}}, \\ P_\phi^-(\lambda) e^{-i\nu(\lambda)} & \lambda \in \Gamma^-, \end{cases} \quad (4.8)$$

equation (4.11) follows immediately.

To establish equation (4.11b), we will show that each term on the right of

$$\mathcal{F}^{-1} \left[ \int_0^t e^{a_n(t-s)} \mathcal{R}[q](\cdot; s) \, ds \right](x)$$

$$= \text{p.v.} \int_{\Gamma_a^+} e^{i\nu(\lambda)x-a\lambda^n t} \int_0^t e^{a\lambda^n s} P_{q,(s)}^+(\lambda) \, ds \, d\lambda + \text{p.v.} \int_{\Gamma_a^-} e^{i\nu(\lambda)(x-1)-a\lambda^n t} \int_0^t e^{a\lambda^n s} P_{q,(s)}^-(\lambda) \, ds \, d\lambda$$

$$+ \text{p.v.} \int_{\Gamma_{\text{cuts}}} e^{i\nu(\lambda)x-a\lambda^n t} \int_0^t e^{a\lambda^n s} P_{q,(s)}^+(\lambda) \, ds \, d\lambda + \text{p.v.} \int_{\Gamma_{\text{cuts}}} e^{i\nu(\lambda)(x-1)-a\lambda^n t} \int_0^t e^{a\lambda^n s} P_{q,(s)}^-(\lambda) \, ds \, d\lambda$$

$$+ \int_{\Gamma_{\text{cuts}}} e^{i\nu(\lambda)x-a\lambda^n t} \int_0^t e^{a\lambda^n s} P_{q,(s)}^+(\lambda) \, ds \, d\lambda$$

evaluates to 0. The termwise evaluation will also justify the above distribution of the principal value. We treat these terms in the order they appear above, beginning with the integrals along $\Gamma_a^\pm$, which require the full criteria of the theorem.

By definition, each component of $\mathbf{B}_c q(\cdot, t)$ is a linear combination of the $2n$ terms $\partial_t^j q(0, t)$ and $\partial_x^j q(1, t)$, which are all functions of bounded variation. Hence each component of $\mathbf{B}_c q(\cdot, t)$ is itself a function of bounded variation. It follows from the formulae for $P_{q,(s)}^\pm(\lambda)$ given in lemma 14 that, for each $\lambda$ in the domain of $\nu$, $P_{q,(s)}^\pm(\lambda)$ is a function of bounded variation in $s$. Moreover, by the asymptotic properties of $M_{jk}^\pm(\lambda)$ given in lemma 14 the total variation in $s$

$$V_0^T \left( P_{q,(s)}^\pm(\lambda) \right) = O \left( |\lambda|^{n-1} \right),$$

uniformly in $\arg(\lambda)$, as $\lambda \to \infty$. Therefore

$$\left| \frac{1}{\lambda^n} \int_0^t e^{-a\lambda^n(t-s)} \, dP_{q,(s)}^\pm(\lambda) \right| \leq \sup_{s \in [0,t]} \left| e^{-a\lambda^n(t-s)} \right| \frac{V_0^T \left( P_{q,(s)}^\pm(\lambda) \right)}{|\lambda^n|} = O \left( |\lambda|^{-1} \right),$$
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uniformly in \( \arg(\lambda) \), as \( \lambda \to \infty \) from within the closure of the region enclosed by \( \Gamma^\pm_a \). Therefore, applying lemma \[15\]

\[
e^{-a\lambda^n t} \int_0^t e^{a\lambda^n s} P^\pm_{\tilde{q}(\cdot,s)}(\lambda) \, ds = \frac{1}{a\lambda^n} \left( P^\pm_{\tilde{q}(\cdot,0)}(\lambda) - e^{-a\lambda^n t} P^\pm_{\tilde{q}(\cdot,0)}(\lambda) - \int_0^t e^{-a\lambda^n(t-s)} \, dP^\pm_{\tilde{q}(\cdot,s)}(\lambda) \right) = O\left( |\lambda|^{-1} \right),
\]

(4.9)

uniformly in \( \arg(\lambda) \), as \( \lambda \to \infty \) within the closure of the region to the left of \( \Gamma^\pm_a \). By Morera’s theorem and lemma \[15\] the integral on the left of equations (4.9) is holomorphic on the domain of \( \nu \). Therefore, by Jordan’s lemma,

\[
p.v. \int_{\Gamma^+_a} e^{i\nu(\lambda)x-a\lambda^n t} \int_0^t e^{a\lambda^n s} P^+_{\tilde{q}(\cdot,s)}(\lambda) \, ds \, d\lambda = 0,
\]

\[
p.v. \int_{\Gamma^-_a} e^{i\nu(\lambda)(x-1)-a\lambda^n t} \int_0^t e^{a\lambda^n s} P^-_{\tilde{q}(\cdot,s)}(\lambda) \, ds \, d\lambda = 0,
\]

with the first equation holding for all \( x > 0 \) and the second for all \( x < 1 \).

The fact that the integral on the left of equations (4.9) is holomorphic on the domain of \( \nu \) also implies, via Cauchy’s theorem, that

\[
p.v. \int_{\Gamma^+_a} e^{i\nu(\lambda)x-a\lambda^n t} \int_0^t e^{a\lambda^n s} P^+_{\tilde{q}(\cdot,s)}(\lambda) \, ds \, d\lambda = 0,
\]

\[
p.v. \int_{\Gamma^-_a} e^{i\nu(\lambda)(x-1)-a\lambda^n t} \int_0^t e^{a\lambda^n s} P^-_{\tilde{q}(\cdot,s)}(\lambda) \, ds \, d\lambda = 0.
\]

Substituting formula (4.3a) for \( P^+_{\tilde{q}(\cdot,s)}(\lambda) \) and making the change of variables \( \mu = \nu(\lambda) \), we obtain

\[
\int_{\Gamma_{\text{cuts}}} e^{i\nu(\lambda)x-a\lambda^n t} \int_0^t e^{a\lambda^n s} B_c q(\cdot, s) \circ \left( M^+_{11}(\lambda), M^+_{12}(\lambda), \ldots, M^+_{1n}(\lambda) \right) \, ds \frac{\nu'(\lambda)}{2\pi} \, d\lambda = 0,
\]

in which \( \nu^{-1} \) is the inverse of \( \nu \) and \( \gamma_{\text{cuts}} \) is the simple closed loop enclosing the origin which is the image of \( \Gamma_{\text{cuts}} \) in \( \nu \). By lemma \[14\] for each \( k \in \{1, 2, \ldots, n\} \), \( M^+_{1k}(\nu^{-1}(\mu)) \) is an entire function of \( \mu \), and the apparent complex conjugates are artifacts of presentation via the sesquilinear dot product \( \circ \). So the integrand is an entire function of \( \mu \) and, by Cauchy’s theorem,

\[
\int_{\Gamma_{\text{cuts}}} e^{i\nu(\lambda)x-a\lambda^n t} \int_0^t e^{a\lambda^n s} P^+_{\tilde{q}(\cdot,s)}(\lambda) \, ds \, d\lambda = 0.
\]

Example 16. We continue the analysis of example \[12\]

The crucial objects in the diagonalization theorem are the functions \( P^\pm \) whose polynomial growth bound is asserted in lemma \[15\]. In the proof of that lemma, the formulae (4.3) for \( P^\pm \) were derived using Green’s formula (corollary to theorem 3.6.3) and the boundary form formula (theorem 11.2.1), both from \[6\]. But for particular examples, those theorems reduce to integration by parts and some algebraic bookkeeping, so we shall proceed directly.
We aim to rewrite $F^\pm [L\phi](\lambda)$ as $\lambda^3 F^\pm [\phi]$ plus a remainder term. To do so, we express $F^\pm [L\phi](\lambda)$ as the inner product of $L\phi$ with a particular $\psi^\pm(\cdot;\lambda)$ that represents the kernel of $F^\pm$. By the calculation in example 6

$$\int_0^1 L\phi \psi^\pm dx = \int_0^1 \phi L^* \psi^\pm dx + i \left[ \phi''(1) \psi^\pm(1) - \phi''(0) \psi^\pm(0) + \phi'(0) \psi^{\pm'}(0) \right].$$  \hspace{1cm} (4.10)

The result of example 7 tells us that, for the left side to represent $F^\pm [L\phi](\lambda)$, we have to define

$$\psi^+(x;\lambda) = \frac{-i\nu'(\lambda)}{2\pi \Delta(\lambda)} \sum_{j=1}^3 \left[ (\nu(\alpha^j+1) e^{-i\nu(\alpha^j\lambda)} - \nu(\alpha^j+1) e^{-i\nu(\alpha^j+1)\lambda}) + \left( e^{-i\nu(\alpha^j+1)\lambda} - e^{-i\nu(\alpha^j\lambda)} \right) \nu(\lambda) \right] e^{-i\nu(\alpha^j-1)\lambda} x,$$

$$\psi^-(x;\lambda) = \frac{i\nu'(\lambda)}{2\pi \Delta(\lambda)} e^{-i\nu(\lambda)} \sum_{j=1}^3 (\nu(\alpha^j\lambda) - \nu(\alpha^j+1)\lambda) e^{-i\nu(\alpha^j-1)\lambda} x.$$

So $\psi^\pm(x;\lambda)$ are each linear combinations of functions $e^{-i\nu(\alpha^j-1)\lambda} x$, which are each eigenfunctions of $L^*$ with common eigenvalue $\tilde{\lambda}^n$, so the inner product on the right of equation (4.10) simplifies to

$$\lambda^n \int_0^1 \phi \psi^\pm dx = \lambda^n F^\pm [\phi](\lambda).$$

Evaluating $\psi^\pm(x;\lambda)$ and its derivative at $x = 0, 1$ and reindexing the sums appropriately, we find that

$$\psi^+(1;\lambda) = 0, \quad \psi^+(0;\lambda) = \frac{\nu'(\lambda)}{2\pi}, \quad \psi^+(0;\lambda) = -i\nu(\lambda) \frac{\nu'(\lambda)}{2\pi},$$

$$\psi^-(1;\lambda) = e^{-i\nu(\lambda)} \frac{\nu'(\lambda)}{2\pi}, \quad \psi^-(0;\lambda) = 0, \quad \psi^-(0;\lambda) = 0.$$

Therefore, equation (4.10) simplifies to

$$F^+ [L\phi](\lambda) = \lambda^3 F^+ [\phi](\lambda) + \frac{\nu'(\lambda)}{2\pi} [B_{c_1} 1 \phi \times 1 + B_{c_2} 2 \phi \times 0 + B_{c_3} 3 \phi \times (-i\nu(\lambda))], \hspace{1cm} (4.11a)$$

$$F^- [L\phi](\lambda) = \lambda^3 F^- [\phi](\lambda) - e^{-i\nu(\lambda)} \frac{\nu'(\lambda)}{2\pi} [B_{c_1} 1 \phi \times 0 + B_{c_2} 2 \phi \times 1 + B_{c_3} 3 \phi \times 0], \hspace{1cm} (4.11b)$$

for complimentary boundary conditions

$$B_{c_1} \phi = -i\phi''(0), \quad B_{c_2} 2 \phi = -i\phi''(1), \quad B_{c_3} 3 \phi = i\phi'(0). \hspace{1cm} (4.12)$$

Equations (4.11) are equations (4.7), and they yield

$$P^+_\phi(\lambda) = \frac{\nu'(\lambda)}{2\pi} (B_{c_1} 1 \phi - i\nu(\lambda) B_{c_2} 3 \phi) \quad \text{and} \quad P^-_\phi(\lambda) = -\frac{\nu'(\lambda)}{2\pi} B_{c_2} 2 \phi$$

for this particular IBVP. The $\mathcal{O}(|\lambda|^{3-1})$ growth bound of lemma 15 is immediate from proposition 11. In this example, a stronger $\mathcal{O}(|\lambda|)$ growth bound applies, but that is not usually true.

The analysis is continued in example 19.
Remark 17. The statement of lemma 15 requires that the vector of complementary boundary forms \( B_c \) be compatible with \( B \) and \( B^* \). This precise compatibility condition is why (see equation (4.12)) we have coefficients other than one in the complementary boundary forms. It might appear more natural to have the alternate complementary boundary forms 

\[
\tilde{B}_c^1 \phi = \phi''(0), \quad \tilde{B}_c^2 \phi = \phi''(1), \quad \tilde{B}_c^3 \phi = \phi'(0),
\]

which are just a linear transformation of the complementary boundary forms we selected. But then the adjoint boundary forms would undergo an according linear transformation, changing the definition of \( F^\pm \).

In [6], it is the complementary boundary forms that may be chosen, thereby specifying precisely the adjoint boundary forms and their complements. But it is clear from the integration by parts argument that one can equivalently choose the adjoint boundary forms, which imposes the complements of both. In this work, we chose the latter approach because, while the adjoint boundary forms are necessary in constructing the Fokas transforms, our approach obviates explicit expressions for the complimentary boundary forms: although the concept was required in lemma 15, the diagonalization theorem 13 does not need the complimentary boundary forms. The last claim is true for homogeneous IBVP only; solving an inhomogeneous IBVP does require adjoint complementary boundary forms, as shown in the inhomogeneous diagonalization theorem 23.

5 Fokas transform method

5.1 True transform version

Theorem 18 gives the solution of IBVP (1.5) using the Fokas transform pair. Its proof reads like an ordinary transform method, but it relies on the diagonalization theorem we proved above.

**Theorem 18.** Suppose the criteria of theorem 10 hold and there exists a solution \( q(x,t) \) of problem (1.5), which is absolutely continuous in \( t \) and satisfying the criteria of theorem 13. Then

\[
q(x,t) = F^{-1} \left[ e^{-at} F[Q] \right] (x).
\]

**Proof.** We apply the forward Fokas transform to the partial differential equation (1.5.PDE). Then, by linearity of the forward Fokas transform, almost everywhere in \( t \),

\[
0 = F[\partial_t q] (\lambda; t) + a F[Lq] (\lambda; t) = \frac{d}{dt} F[q] (\lambda; t) + a F[Lq] (\lambda; t).
\]

Hence, by theorem 13

\[
0 = \frac{d}{dt} F[q] (\lambda; t) + a\lambda^n F[q] (\lambda; t) + a R[q] (\lambda; t).
\]

This class of first order linear ordinary differential equations, parametrized by \( \lambda \), can be equipped with initial conditions by applying the forward Fokas transforms to the initial condition (1.5.IC); the initial value problems derived thus have solutions

\[
F[q] (\lambda; t) = e^{-a\lambda^nt} F[Q] (\lambda) - ae^{-a\lambda^nt} \int_0^t e^{a\lambda^s} R[q] (\lambda; s) ds,
\]

for all \( \lambda \) in the domain of \( \nu \).

We apply the inverse Fokas transform to equations (5.1). By theorem 10 and linearity of the inverse transform, it follows that

\[
q(x,t) = F^{-1} \left[ e^{-at} F[Q] \right] (x) - a F^{-1} \left[ \int_0^t e^{a\lambda(s-t)} R[q] (\cdot; s) ds \right] (x).
\]

By theorem 13 the latter term evaluates to 0. □
Example 19. We continue the analysis of example 16. Applying theorem 18, the problem studied in example 2 has solution
\[ q(x,t) = \mathcal{F}^{-1} \left[ e^{-at-n} \mathcal{F} [Q] \right] (x), \]
in which the forward transform is defined by
\[ \mathcal{F} [\phi] (\lambda) = \begin{cases} \mathcal{F}^+ [\phi] (\lambda) & \text{if } \lambda \in \Gamma^+ \cup \Gamma_{\text{cuts}}, \\ \mathcal{F}^- [\phi] (\lambda) & \text{if } \lambda \in \Gamma^-, \end{cases} \]
where $\mathcal{F}^\pm$ are given by equations (3.16), the inverse transform is defined by
\[ \mathcal{F}^{-1} [F] (x) = \text{p.v.} \int_{\Gamma^+ \cup \Gamma^- \cup \Gamma_{\text{cuts}}} e^{i\nu(x)\lambda} F(\lambda) \, d\lambda, \]
and the contours are given in equations (3.19).

This concludes the analysis of this extended example.

5.2 Simplified version

We have claimed throughout that the method described in this work is “the Fokas transform method” in the sense that the transform pair one might have derived through the original or simplified versions of the Fokas transform method is the same as the transform pair defined in \S 3.3. But the method shown in the proof of theorem 18 is very different from the original or simplified versions of the Fokas transform method, so this claim has yet to be justified. Restricting to the case $\omega$ monomial, it can be checked that the transforms match, by comparison with the transform pair defined in [55]. This is a long but not difficult calculation. For separated boundary conditions with arbitrary $\omega$, one may compare with [23, 25]. But there has not yet been a full general implementation of the simplified or original version of the Fokas transform method, so it is not possible to compare in general with existing work. Nevertheless, we claim:

Proposition 20. The Fokas transform pair defined in \S 3.3 and the solution representation of theorem 18 are the same as the corresponding transform pair and solution representation derived via the simplified version of the Fokas transform method, up to an application of lemma 11 and finite contour deformations.

Lemma 21. For $\phi, \psi \in \Phi$ and $x \in [0,1]$, let $\beta(\phi, \psi)(x)$ be the sesquilinear form such that
\[ \langle L\phi, \psi \rangle = \langle \phi, L^* \psi \rangle + \beta(\phi, \psi)(1) - \beta(\phi, \psi)(0). \]
Then, for all $\phi \in \Phi_B$,
\[ \beta(\phi, \psi)(1) = B_c \phi \odot B^* \psi, \quad -\beta(\phi, \psi)(0) = B_c \phi \odot B^* \psi, \]
in which $B^\pm$ are the vectors of left and right adjoint boundary forms $(B_1^\pm, B_2^\pm, \ldots, B_n^\pm)$.

Proof. By the boundary form formula [8, theorem 11.2.1],
\[ \beta(\phi, \psi)(1) - \beta(\phi, \psi)(0) = B\phi \odot B^\ast \psi + B_c \phi \odot B^* \psi, \]
and $\phi \in \Phi_B$ implies the the first term on the right evaluates to 0. Therefore, for all $\psi \in \Phi$,
\[ \beta(\phi, \psi)(1) - \beta(\phi, \psi)(0) = B_c \phi \odot B^* \psi. \]
Let $\chi \in C^\infty[0,1]$ be a smooth cutoff function such that $\chi(x) = 0$ for $x < 1/3$ and $\chi(x) = 1$ for $x > 2/3$. If $\psi \in \Phi$, then $\psi \chi \in \Phi$ too. Therefore, using equation (5.3) for the second equality,

$$\beta(\phi, \psi)(1) = \beta(\phi, \psi \chi)(1) - \beta(\phi, \psi \chi)(0) = B_c \phi \odot B^\ast[\psi \chi] = B_c \phi \odot B^\ast - \psi.$$  

Similarly,

$$-\beta(\phi, \psi)(0) = \beta(\phi, \psi(1 - \chi))(1) - \beta(\phi, \psi(1 - \chi))(0) = B_c \phi \odot B^\ast[\psi(1 - \chi)] = B_c \phi \odot B^\ast + \psi. \quad \square$$

**Proof of proposition 20.** To show that the results of our true transform method are generally the same as the simplified method, we present the general implementation of the simplified version of the Fokas transform method using the notation developed in [33][4].

Applying the unit interval Fourier transform to (1.5.PDE), one obtains, for all $\lambda \in \mathbb{C}$,

$$F_{[0,1]}\left[[\partial_\lambda + aL]q(\cdot, t)\right](\lambda) = 0.$$  

Assuming sufficient smoothness in time, the time derivative may be exchanged with the integral, and the rest of the Fourier transform may be reexpressed using the sesquilinear inner product:

$$\frac{d}{dt} F_{[0,1]}[q](\lambda; t) + a \left< Lq, e^{-i\lambda t} \right> = 0.$$  

Integrating by parts and adopting the boundary form notation of lemma [21]

$$\frac{d}{dt} F_{[0,1]}[q](\lambda; t) + a \left< q, L^\ast e^{-i\lambda t} \right> + a \left[ \beta(q(\cdot, t), e^{-i\lambda t})(x) \right]_{x=0}^{x=1} = 0,$$

and a change of variables $\lambda \mapsto \nu(\lambda)$ establishes

$$\frac{d}{dt} \mathcal{F}[q](\lambda; t) + a \left< q, L^\ast y_1(\cdot; \lambda) \right> + a \left[ \beta(q(\cdot, t), y_1(\cdot; \lambda))(x) \right]_{x=0}^{x=1} = 0, \quad (5.4)$$

for all $\lambda$ outside a disc of radius $\mathcal{R}$, where $y_1$ is as defined in equation (3.7). By proposition 11 $y_1(\cdot; \lambda)$ is an eigenfunction of $L^\ast$:

$$L^\ast y_1(\cdot; \lambda) = \mathcal{C}(-i\partial_\nu)e^{-i\nu(\lambda)} = \lambda \nu y_1(\cdot; \lambda).$$  

Therefore equation (5.4) simplifies to

$$\left[ \frac{d}{dt} + a\lambda\nu \right] \mathcal{F}[q](\lambda; t) + a \left[ \beta(q(\cdot, t), y_1(\cdot; \lambda))(x) \right]_{x=0}^{x=1} = 0.$$  

Solving the ordinary differential equation, we obtain the global relation

$$\mathcal{F}[q](\lambda; t) = e^{-a\lambda\nu t} \mathcal{F}[q_0](\lambda) - ae^{-a\lambda\nu t} \int_0^t e^{a\lambda\nu s} \left[ \beta(q(\cdot, t), y_1(\cdot; \lambda))(x) \right]_{x=0}^{x=1} ds. \quad (5.5)$$

Applying corollary 5

$$q(x, t) = \frac{1}{2\pi} \text{p.v.} \int \frac{e^{i\nu(\lambda)x-a\lambda^2 t \nu'(\lambda)}}{\gamma} \left. \int_0^t e^{a\lambda\nu s} \left[ \beta(q(\cdot, t), y_1(\cdot; \lambda))(x) \right]_{x=0}^{x=1} ds \right) d\lambda.$$  

Under the principal value, this integral can be split into three parts, two along the existing contour $\gamma$ passing above the disc $D(0, \mathcal{R})$ and one along a new contour $\gamma^-$ with the opposite
representation of the solution of IBVP (1.5) which is known in the Fokas transform literature.

By Jordan’s lemma,

\[ q(x, t) = \frac{1}{2\pi} \text{p.v.} \left( \int_{\gamma} e^{i\nu(\lambda)x-a\lambda^T t} \nu'(\lambda) \mathcal{F}[\gamma_0](\lambda) d\lambda + \int_{\hat{\Gamma}^+} e^{i\nu(\lambda)x-a\lambda^T t} \nu'(\lambda) a \int_{0}^{t} e^{a\lambda s} \beta(q(\cdot, t), y_1(\cdot; \lambda))(0) ds d\lambda \right. \\
\left. + \int_{\hat{\Gamma}^-} e^{i\nu(\lambda)x-a\lambda^T t} \nu'(\lambda) a \int_{0}^{t} e^{a\lambda s} \beta(q(\cdot, t), y_1(\cdot; \lambda))(1) ds d\lambda \right). \]

By lemma 21,

\[ -\beta(q(\cdot, t), y_1(\cdot; \lambda))(0) = B_c q(\cdot, s) \odot \overline{M_1^{-}}(\lambda), \]

\[ \beta(q(\cdot, t), y_1(\cdot; \lambda))(1) = B_c q(\cdot, s) \odot M_1^{-}(\lambda), \]

where the contours \( \hat{\Gamma}^{\pm} \) are defined in equation (3.20). Equation (5.6) is a contour integral representation of the solution of IBVP (1.5) which is known in the Fokas transform literature as the Ehrenpreis form.

By lemma 21,

\[ q(x, t) = \frac{1}{2\pi} \text{p.v.} \left( \int_{\gamma} e^{i\nu(\lambda)x-a\lambda^T t} \nu'(\lambda) \mathcal{F}[\gamma_0](\lambda) d\lambda \\
- \int_{\hat{\Gamma}^{\pm}} e^{i\nu(\lambda)x-a\lambda^T t} \nu'(\lambda) \left[ a \int_{0}^{t} e^{a\lambda s} B_c q(\cdot, s) ds \right] \odot M_1^{\pm}(\lambda) d\lambda \\
+ \int_{\hat{\Gamma}^-} e^{i\nu(\lambda)x-a\lambda^T t} \nu'(\lambda) \left[ a \int_{0}^{t} e^{a\lambda s} B_c q(\cdot, s) ds \right] \odot M_1^{-}(\lambda) d\lambda \right) \]

an equation which depends on the initial datum and the \( n \) unknown spectral functions that make up the vector

\[ a \int_{0}^{t} e^{a\lambda s} B_c q(\cdot, s) ds. \] (5.8)

Therefore, to obtain an effective solution representation, it remains to find suitable expressions for the unknown spectral functions.

Substituting equation (5.2) into global relation (5.3) and rearranging, we find

\[ \left[ a \int_{0}^{t} e^{a\lambda s} B_c q(\cdot, s) ds \right] \odot B^* y_1(\cdot; \lambda) = \mathcal{F}[\gamma_0](\lambda) - e^{a\lambda^T t} \mathcal{F}[q](\lambda; t). \]

For all \( j \in \{1, 2, \ldots, n\} \), \( \lambda^a \) is invariant under the map \( \lambda \mapsto \alpha^j \lambda \). Therefore, for all \( j \),

\[ \left[ a \int_{0}^{t} e^{a\lambda s} B_c q(\cdot, s) ds \right] \odot B^* y_j(\cdot; \lambda) = \mathcal{F}[\gamma_0](\alpha^{j-1} \lambda) - e^{a\lambda^T t} \mathcal{F}[q](\alpha^{j-1} \lambda; t). \] (5.9)
This is a system of $n$ linear equations in the $n$ unknown spectral functions that appear in the vector $(5.8)$. By equations (3.10)–(3.11), the determinant of system (5.9) is $\Delta(\lambda)$. Moreover, solving the system and evaluating the specific linear combinations of solutions required for substitution into equation (5.7), we find

$$
\frac{\nu'(\lambda)}{2\pi} \left[ a \int_0^t e^{a\lambda \nu t} B_e q(\cdot, s) \, ds \right] \circ M_1^+(\lambda) = F^+[q_0](\lambda) - e^{a\lambda \nu t} F^+[q](\lambda; t),
$$

$$
\frac{-\nu'(\lambda)}{2\pi} \left[ a \int_0^t e^{a\lambda \nu t} B_e q(\cdot, s) \, ds \right] \circ M_1^-(\lambda) = F^-[q_0](\lambda) - e^{a\lambda \nu t} F^-[q](\lambda; t).
$$

By assumption 9, once substituted into equation (5.7), the latter terms on the right of the above equations yield zero contribution. Hence

$$
q(x, t) = \text{p.v.} \left( \int_\gamma e^{i\nu(\lambda)x} e^{a\lambda \nu t} \frac{\nu'(\lambda)}{2\pi} F[q_0](\lambda) \, d\lambda - \int_{\Gamma_+^a} e^{i\nu(\lambda)x} e^{a\lambda \nu t} F^+[q_0](\lambda) \, d\lambda - \int_{\Gamma_-^a} e^{i\nu(\lambda)x} e^{a\lambda \nu t} F^-[q_0](\lambda) \, d\lambda \right). \quad (5.10)
$$

Equation (5.10) is an effective solution representation because no unknowns appear on the right. It is (up to change of variables $k = \nu(\lambda)$) the usual integral representation obtained via the original or simplified Fokas transform method; the infinite components of contours $\Gamma_\pm^a$ are the boundaries the regions

$$
\{ \lambda \in \mathbb{C}^\pm : \text{Re}(a\lambda^n) < 0 \},
$$

which are usually referred to as $D^\pm$ in the Fokas transform literature. But it is not exactly the solution representation obtained in theorem 18. Indeed, in this work we have followed the approach of [16] in rewriting the three integrals of equation (5.10) into two integrals that are, ignoring some small perturbations, about the boundaries of regions

$$
\{ \lambda \in \mathbb{C}^\pm : \text{Re}(a\lambda^n) > 0 \}
$$

and usually denoted $E^\pm$ in the Fokas transform literature. Precisely, using lemma 11 the first integral on the right of equation (5.10) can be rewritten as

$$
\int_\gamma e^{i\nu(\lambda)x} e^{a\lambda \nu t} F^+[q](\lambda; t) \, d\lambda + \int_{\gamma^-} e^{i\nu(\lambda)x} e^{a\lambda \nu t} F^-[q](\lambda; t) \, d\lambda,
$$

with $\gamma^-$ as above. The contours have been defined such that, after deformations over finite regions, this yields the solution representation of theorem 18. \hfill \Box

6 Inhomogeneous problems

For any $h \in \mathbb{C}^n$, let $\Phi_{B, h} = \{ \phi \in \Phi : B\phi = h \}$, a set of functions which is not itself a linear space, but whose elements differ from one another by elements of the space $\Phi_{B}$. Consider the inhomogeneous IBVP

$$
\partial_t q(x, t) + aLq(\cdot, t) = Q(x, t) \quad (x, t) \in (0, 1) \times (0, T), \quad (6.1.\text{PDE})
$$

$$
q(x, 0) = Q(x) \quad x \in [0, 1], \quad (6.1.\text{IC})
$$

$$
Bq(\cdot, t) = h(t) \quad t \in [0, T], \quad (6.1.\text{BC})
$$

in which $Q$ and $h = (h_1, h_2, \ldots, h_n)$ are appropriately smooth functions, $Q \in \Phi_{B, h(0)}$, and coefficient $a$ obeys the same conditions as those for IBVP (1.5). In this section, we describe the
extensions of the above results necessary to study problem (6.1) in which one or both of $Q$ and $h$ are nonzero.

The argument in the proof of theorem [18] relies on theorems [10] and [13]. But the Fokas transform validity theorem [10] does not require $\phi \in \Phi_B$, only $\phi \in C^1[0,1]$. Therefore, no adaptation of the validity theorem is required for inhomogeneous problems. If it happens that $h = 0$, so that the only inhomogeneities are in (6.1.PDE) and (6.1.IC), then (6.1.PDE) may be rewritten with the operator $L$ in place of $\mathcal{L}$, and diagonalization theorem [13] may also be applied unchanged. However, if $h \neq 0$, then we must adapt both the diagonalization theorem and its main lemma [13]. Their generalizations are presented below, followed by the appropriate restatement and proof of the Fokas transform method theorem [18] for inhomogeneous IBVP (6.1).

**Lemma 22.** Let $B_\ast^\dagger$ be the vector of complementary adjoint boundary forms associated with $B$ and $B^\ast$, as defined in [21, theorem 11.2.1], and $\psi^\pm$ be the complex conjugates of eigenfunctions of $\mathcal{L}^\ast$ defined in equation (4.4). If $\phi \in \Phi_B h$, then there exist functions $P^\pm_\phi$, analytic on the domain of $\nu$, with $P^\pm_\phi(\lambda) = \mathcal{O}\left(|\lambda|^{n-1}\right)$, uniformly in $\arg(\lambda)$, as $\lambda \to \infty$ and

\[
\mathcal{F}^+ [L\phi](\lambda) = \lambda^n \mathcal{F}^+ [\phi](\lambda) + P^+_\phi(\lambda) + h \odot B_\ast^\dagger \psi^+(\cdot; \lambda), \tag{6.2a}
\]

\[
\mathcal{F}^- [L\phi](\lambda) = \lambda^n \mathcal{F}^- [\phi](\lambda) + P^-_\phi(\lambda)e^{-ir(\lambda)} + h \odot B_\ast^\dagger \psi^-(\cdot; \lambda). \tag{6.2b}
\]

Moreover, the maps $\phi \mapsto P^\pm_\phi$ are linear. Indeed, such functions are given by equations (4.3).

**Proof.** The proof of lemma [22] follows almost exactly the proof of lemma [13]. The only difference is that the simplification $B\phi = 0$ that is used to derive equation (4.7) is replaced with $B\phi = h$. This results in the extra terms appearing in equations (6.2) but not in equations (4.7). \hfill \Box

**Theorem 23.** There exists an inhomogeneous boundary term $\mathcal{H}[h]$ defined by

\[
\mathcal{H}[h](\lambda) = \begin{cases} 
h \odot B_\ast^\dagger \psi^+(\cdot; \lambda) & \lambda \in \Gamma^+ \cup \Gamma_{cut}, \\
h \odot B_\ast^\dagger \psi^-(\cdot; \lambda) & \lambda \in \Gamma^-,
\end{cases}
\]

for $\psi^\pm$ as in the proof of lemmata [13] and [22] and a remainder transform $\mathcal{R}$, such that, for all $\phi \in \Phi_B h$,

\[
\mathcal{F} [L\phi](\lambda) = \lambda^n \mathcal{F} [\phi](\lambda) + \mathcal{R}[\phi](\lambda) + \mathcal{H}[h](\lambda) \tag{6.3a}
\]

and, if $q : [0,1] \times [0,T] \to \mathbb{C}$ is such that, for all $t \in [0,T]$, $q(\cdot,t) \in \Phi$ and, for all $j \in \{0,1,\ldots,n-1\}$, uniformly for all $x \in [0,1]$, $\partial_t^j q(x,\cdot)$ is a function of bounded variation, then, for all $t \in [0,T]$ and all $x \in (0,1)$,

\[
\mathcal{F}^{-1}\left[\int_0^t e^{a_n(s-t)} \mathcal{R}[q](\cdot; s) \, ds\right](x) = 0. \tag{6.3b}
\]

**Proof.** If the remainder transform is defined by equation (4.8), then lemma [22] implies equation (6.3a). The proof of equation (6.3b) is identical to the proof of equation (4.11b). \hfill \Box

**Theorem 24.** Suppose the criteria of theorem [10] hold, and there exists a solution $q(x,t)$ of problem (6.1), absolutely continuous in $t$ and satisfying the criteria of theorem [23]. Then, provided the latter two integrals converge,

\[
q(x,t) = \mathcal{F}^{-1}\left[e^{-at}(\mathcal{F}[Q])(x)\right] + \mathcal{F}^{-1}\left[\int_0^t e^{a_n(s-t)} \mathcal{F}[Q](\cdot; s) \, ds\right](x)
\]

\[
- a\mathcal{F}^{-1}\left[\int_0^t e^{a_n(s-t)} \mathcal{H}[h](\cdot; s) \, ds\right](x).
\]
We define $L$ and let the boundary forms be chosen such that the concatenated matrix $(\beta^1 : \beta^2 : \ldots : \beta^m)$ in $\mathbb{C}^{mn \times 2mn}$ has full rank. Define boundary forms $B_k : \Phi \to \mathbb{C}$ by
\[
B_k(\phi) = \sum_{r=1}^{m} \sum_{j=1}^{n} \left( b^r_{k,j} \phi^{(j-1)}(0) + \beta^r_{k,j} \phi^{(j-1)}(1) \right), \quad k \in \{1,2,\ldots, mn\},
\]
and let $B = (B_1, B_2, \ldots, B_{mn})$ be the vector of boundary forms $B_k$. On the space $\Phi_B = \{ \phi \in \Phi : B\phi = 0 \}$, we define $L : \Phi_B \to \prod_{r=1}^{m} L^1[0,1]$ by $L\phi = \mathcal{L} \phi$. 

**Proof.** Applying the forward Fokas transform to (6.1.PDE), and exploiting linearity of the forward Fokas transform, almost everywhere in $t$,
\[
\mathcal{F} [Q](\lambda; t) = \frac{d}{dt} \mathcal{F} [q](\lambda; t) + a \mathcal{F} [Lq](\lambda; t).
\]
By theorem 23,
\[
\mathcal{F} [Q](\lambda; t) = \frac{d}{dt} \mathcal{F} [q](\lambda; t) + a \lambda^n \mathcal{F} [q](\lambda; t) + a \mathcal{R} [q](\lambda; t) + a \mathcal{H}[\mathbf{h}](\lambda; t).
\]
Using (6.1.IC) to solve the initial value problem for this ODE, we find
\[
\mathcal{F} [q](\lambda; t) = e^{-a\lambda^n t} \mathcal{F} [Q](\lambda) + e^{-a\lambda^n t} \int_0^t e^{a\lambda^n s} \mathcal{F} [Q](\lambda; s) \, ds
- ae^{-a\lambda^n t} \int_0^t e^{a\lambda^n s} \mathcal{H}[\mathbf{h}](\lambda; s) \, ds - ae^{-a\lambda^n t} \int_0^t e^{a\lambda^n s} \mathcal{R} [q](\lambda; s) \, ds.
\]
By theorem 23, the inverse Fokas transform of the last term of equation (6.4) evaluates to 0. Therefore, applying the inverse Fokas transform to equation (6.4) yields the claimed solution representation. 

## 7 Multipoint and interface problems

### 7.1 Interface differential operators

Let $m,n \in \mathbb{N}$ and, for each $r \in \{1,\ldots,m\}$, choose $\omega_r$ a monic polynomial of degree $n$,
\[
\omega_r(z) = z^n + \sum_{j=0}^{n-2} c_{r,j} z^j.
\]
We study the differential operators formally defined on functions $\phi_r$ by
\[
\mathcal{L}_r \phi_r := \omega_r(-i\partial_z) \phi_r = (-i)^n \phi_r^{(n)} + \sum_{j=0}^{n-2} (-i)^j c_{r,j} \phi_r^{(j)}, \quad r = 1,\ldots,m.
\]
We also study the vector formal differential operator $\mathcal{L}$ formed from such operators; for functions $\phi = (\phi_1, \phi_2,\ldots, \phi_m)$,
\[
\mathcal{L} \phi = (\mathcal{L}_1 \phi_1, \mathcal{L}_2 \phi_2,\ldots, \mathcal{L}_m \phi_m),
\]
or, equivalently,
\[
\mathcal{L} := (\mathcal{L}_1, \mathcal{L}_2,\ldots, \mathcal{L}_m) \circ,
\]
where $\circ$ represents the entrywise action of operators.

We define $\Phi = \prod_{r=1}^{m} AC^{n-1}[0,1]$, a product of function spaces $AC^{n-1}[0,1]$. The inner product on this space is defined as the sum of the ordinary unweighted sesquilinear $L^2$ inner products on the constituent spaces.

Suppose that matrices of complex boundary coefficients $b^r, \beta^r \in \mathbb{C}^{mn \times n}$, $r \in \{1,\ldots,m\}$ are chosen such that the concatenated matrix $(b^1 : \beta^1 : \ldots : b^m : \beta^m) \in \mathbb{C}^{mn \times 2mn}$ has full rank. Define boundary forms $B_k : \Phi \to \mathbb{C}$ by
\[
B_k(\phi) = \sum_{r=1}^{m} \sum_{j=1}^{n} \left( b^r_{k,j} \phi^{(j-1)}(0) + \beta^r_{k,j} \phi^{(j-1)}(1) \right), \quad k \in \{1,2,\ldots, mn\},
\]
and let $B = (B_1, B_2,\ldots, B_{mn})$ be the vector of boundary forms $B_k$. On the space $\Phi_B = \{ \phi \in \Phi : B\phi = 0 \}$, we define $L : \Phi_B \to \prod_{r=1}^{m} L^1[0,1]$ by $L\phi = \mathcal{L} \phi$. 
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7.2 Initial interface value problems

The operator $L$ represents the spatial part of the initial interface value problem (IIVP)

$$\partial_t q(x, t) + a \circ L q(x, t) = 0 \quad (x, t) \in (0, 1) \times (0, T),$$

(7.1.PDE)

$$q(x, 0) = Q(x) \quad x \in [0, 1],$$

(7.1.IC)

$$B q(\cdot, t) = 0 \quad t \in [0, T],$$

(7.1.BC)

in which we assume $Q = (Q_1, \ldots, Q_m) \in \Phi_B$ and $a$ is a list of $m$ nonzero complex numbers so that each entry $a_r$ obeys the same criteria with relation to $\omega_r$ as did $a$ for $\omega$ in §1.2, and $\circ$ represents the entrywise product.

IIVP (7.1) is a notational shorthand for problems in which $q = (q_1, \ldots, q_m)$ is a list of solutions of partial differential equations

$$\partial_t q_r(x, t) + a_r L_r q_r(x, t) = 0 \quad (x, t) \in (0, 1) \times (0, T), \quad r \in \{1, \ldots, m\},$$

subject to initial conditions

$$\partial_t q_r(x, 0) = Q_r(x) \quad x \in [0, 1], \quad r \in \{1, \ldots, m\},$$

and simultaneous boundary conditions (7.1.BC).

IIVP (7.1) can represent a broad range of multipoint and interface problems. This claim is illustrated with the following few examples. In the space $\Phi$ defined in §7.1, each of the $m$ spatial intervals is assumed to be of the same length 1, and the $x$ values all extend from 0 at the left. But a simple change of variables can reduce a wide range of similar problems to those we explicitly study.

7.2.1 Multipoint example with irregularly spaced points

Consider the initial multipoint value problem (IMVP) for the diffusion equation

$$\partial_t u(y, t) - \partial_{yy} u(\cdot, t) = 0 \quad (y, t) \in (0, 3) \times (0, T),$$

$$u(y, 0) = U(y) \quad y \in [0, 3],$$

$$\partial_y u(0, t) = \partial_y u(1, t) \quad t \in [0, T],$$

$$u(3, t) = 0 \quad t \in [0, T],$$

where $u(\cdot, t)$ is continuously differentiable on $[0, 3]$ and its restrictions to $[0, 1]$ and $[1, 3]$ are both absolutely continuous along with their first derivatives. Boundary conditions such as these arise, for example, in diffusion problems [4, 8] where the concentration of the diffusive substance is specified as an average over an interval $x \in [0, 1]$ of finite width, instead of at an infinitesimal boundary $x = 0$.

The change of variables

$$x = y,$$

$$x = (y - 1)/2,$$

yields PDE

$$\partial_t q(x, t) - a \circ \partial_{xx} q(x, t) = 0 \quad (x, t) \in (0, 1) \times (0, T),$$

for $a = (1, 1/4)$, initial condition

$$q(x, 0) = \begin{bmatrix} U(x) \\ U(2x + 1) \end{bmatrix}$$
and boundary conditions \((7.1.\text{BC})\) with boundary coefficient matrices

\[
[b^1 : \beta^1 : b^2 : \beta^2] = \begin{bmatrix}
0 & 1 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 2 & 0 & -1 & 0 & 0
\end{bmatrix},
\]

in which the latter two rows correspond to continuous differentiability of \(u(\cdot, t)\) over the interface.

In a similar way, any IMVP of the form studied in \[49\] can be reduced to IIVP \((7.1)\). But the formulation of the above IMVP and the class of IMVP studied in \[49\] share the restriction that \(u\) is assumed to have \(n - 1\) continuous partial derivatives over each interface, a restriction which IIVP formulation \((7.1)\) removes. Considering the results of \[38, 42, 61\] that selfadjoint multipoint operators always fail this condition, we feel it is more natural to study the more general class of IMVP that can be reduced to IIVP \((7.1)\).

### 7.2.2 Linear Schrödinger equation with piecewise constant potential

The Dirichlet problem for the time dependent, linear Schrödinger equation with piecewise constant potential \(c(x) = c_r\) for \(\frac{r-1}{m} < x < \frac{r}{m}\) may be expressed as

\[
i\partial_t u(x,t) = \partial_{xx} u(x,t) + c(x)u(x,t) \quad (x,t) \in (0,1) \times (0,T),
\]

\[
u(x,0) = U(x) \quad x \in [0,1],
\]

\[
u(0,t) = 0 \quad t \in [0,T],
\]

\[
u(1,t) = 0 \quad t \in [0,T],
\]

for \(u(\cdot, t)\) continuously differentiable on \([0,1]\) such that its restriction to each interval \([\frac{r-1}{m}, \frac{r}{m}]\) has absolutely continuous derivative.

The change of variables

\[
x = my + 1 - r, \quad q_r(x,t) = u(y,t), \quad \text{for} \quad \frac{r-1}{m} < y < \frac{r}{m}
\]

reduces this problem to IIVP \((7.1)\). Via such piecewise approximation of the potential, the linear Schrödinger equation for arbitrary potential, and indeed other variable coefficient differential equations, may be solved to arbitrary accuracy using the methods presented below.

### 7.2.3 Interface problems on networks

The above example may be seen as an interface problem in which the domain is a collection of intervals arranged as the edges of a linear graph. This may be generalized to interface problems in which the domain follows a more complicated graph. For example, \[53\] specifies and solves the perfect thermal contact problem for the heat equation on network domains, including a star graph and a graph with arbitrarily many parallel edges. Mapping each component of any network of finite intervals to a copy of \([0,1]\), and applying the corresponding mappings to the boundary and interface coefficients, one can express any perfect thermal contact problem for the heat equation on a network domain as IIVP \((7.1)\), up to change of variables.

Perfect thermal contact is a more general type of interface condition than the \(C^{n-1}\) interface conditions considered in \(7.2.2\). But it is itself a special case of more general interface conditions, such as imperfect thermal contact (a class of problems which has also been studied previously using the simplified version of the Fokas transform method, albeit only on linear domains \[52\]), or the conditions required to model dispersive phenomena at network interfaces. IIVP \((7.1)\) can be used to encode all of these, and any other IIVP with local interface conditions.
7.3 Formal transform pair

For each \( r \in \{1, 2, \ldots, m\} \), we define \( \nu_r \) to be a function such that

\[
\omega_r(\nu_r(\lambda)) = \lambda^n, \quad \lim_{n \to \infty} \nu_r(\lambda)/\lambda = 1, \quad \text{and} \quad \lim_{\lambda \to \infty} \nu_r'(\lambda) \to 1, \quad \text{uniformly in arg}(\lambda).
\]

By proposition 4 such functions exist, and there exists some \( \mathcal{R} > 0 \) such that, outside \( D(0, \mathcal{R}) \), all \( \nu_r \) are biholomorphic.

We also define the formal forward transform \( \mathcal{F}_r \) and inverse transform \( \mathcal{F}_r^{-1} \) by

\[
\mathcal{F}_r[\phi_r](\lambda) := \int_0^1 \phi_r(x)e^{-\nu_r(\lambda)x} \, dx, \quad |\lambda| > \mathcal{R}, \quad (7.2a)
\]

\[
\mathcal{F}_r^{-1}[F_r](x) := \frac{1}{2\pi} \text{p.v.} \int_{\gamma} e^{\nu_r(\lambda)x} \nu_r'(\lambda)F_r(\lambda) \, d\lambda, \quad (7.2b)
\]

in which \( \gamma \) is a contour defined as in (3.2). The validity of these transform pairs is corollary 5.

Just as in the single interval case, as presented in theorem 3, there is an equivalent inverse transform taking a principal value in the \( \nu_r(\lambda) \) domain rather than the \( \lambda \) plane.

7.4 Fokas transform pair respecting the boundary conditions

We denote by \( L^* \), respectively \( \mathcal{L}^* \), the adjoint of \( L \), respectively \( \mathcal{L} \), as constructed in Appendix A entrywise, \( \mathcal{L}_r^*\psi_r = \mathcal{L}(-i\partial_x)\psi_r \) for \( \mathcal{L} \) the Schwarz conjugate of \( \omega \). If \( \mathbf{B}^* = (B_1^*, \ldots, B_{mn}^*) \) is a vector of boundary forms adjoint to \( \mathbf{B} \), with matrices \( b^r, \beta^r \) of boundary coefficients

\[
B^*_k(\psi) = \sum_{r=1}^{m} \sum_{j=1}^{n} \left( b^r_{k,j} \psi_r(j-1)(0) + \beta^r_{k,j} \psi_r(j-1)(1) \right), \quad k \in \{1, 2, \ldots, mn\}, \quad (7.3)
\]

then \( L^* : \Phi_{\mathbf{B}^*} \to \prod_{r=1}^{m} L^1[0, 1] \). For convenience, we separate the effects of the adjoint boundary forms at each boundary as

\[
B^*_k^+ \psi = \sum_{r=1}^{m} \sum_{j=1}^{n} b^r_{k,j} \psi_r(j-1)(0), \quad k \in \{1, 2, \ldots, mn\},
\]

\[
B^*_k^- \psi = \sum_{r=1}^{m} \sum_{j=1}^{n} \beta^r_{k,j} \psi_r(j-1)(1), \quad k \in \{1, 2, \ldots, mn\}.
\]

7.4.1 The forward transform

Let \( \alpha = e^{2\pi i/n} \), a primitive \( n \)th root of unity. For each \( r \in \{1, 2, \ldots, m\} \) such that

\[
0 \leq j - 1 - (r - 1)n \leq n - 1. \quad (7.4)
\]

For that \( r \), define

\[
y_j(x; \lambda) := e^{[\nu_r(\lambda^{j-1})]x}, \quad x \in [0, 1], \quad \lambda \in \mathbb{C} \setminus D(0, \mathcal{R}). \quad (7.5)
\]

Fixing \( \lambda \) and leaving \( j \) free, each \( y_j(\cdot; \lambda) \) is an eigenfunction of the formal differential operator corresponding to \( \mathcal{L}^* \), with eigenvalue \( \bar{\lambda}^n \), and together they span the eigenspace for that eigenvalue. The characteristic matrix of the adjoint operator \( M(\lambda) \) has entries

\[
M_{jk}(\lambda) := B^*_k y_j(\cdot; \bar{\lambda}), \quad (7.6)
\]
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and the characteristic determinant of the adjoint operator is
\[ \Delta(\lambda) := \det M(\lambda). \]  
(7.7)

We define \( M_{j,k} \) as the \( (mn - 1) \times (mn - 1) \) submatrix of \( \begin{bmatrix} M & M \\ M & M \end{bmatrix} \) whose \((1,1)\) entry is the \((j + 1, k + 1)\) entry of its parent. As before, we also define the left characteristic matrix and right characteristic matrix by
\[ M^\pm_{j,k}(\lambda) := B^\pm_{k,y} y_j(\cdot;\lambda). \]
(7.8)

The forward transforms are
\[ F^{+}_r [\phi](\lambda) = \nu'_r(\lambda) \frac{2\pi}{\Delta(\lambda)} \sum_{j=1}^{mn} \sum_{k=1}^{mn} (-1)^{(mn-1)(j+k)} \det M_{j,k}(\lambda) M^+_r(\lambda) \langle \phi, y_j(\cdot;\lambda) \rangle, \]  
(7.9a)
\[ F^{-}_r [\phi](\lambda) = -\nu'_r(\lambda) \frac{2\pi}{\Delta(\lambda)} \sum_{j=1}^{mn} \sum_{k=1}^{mn} (-1)^{(mn-1)(j+k)} \det M_{j,k}(\lambda) M^-_r(\lambda) \langle \phi, y_j(\cdot;\lambda) \rangle. \]  
(7.9b)

The above formulae define \(2m\) forward transforms \( \phi \mapsto F^\pm_r [\phi] \). We combine these into a single forward transform
\[ \phi(x) \mapsto F [\phi](\lambda) := \begin{cases} (F^+_1 [\phi](\lambda), F^+_2 [\phi](\lambda), \ldots, F^+_m [\phi](\lambda)) & \text{certain } \lambda, \\ (F^-_1 [\phi](\lambda), F^-_2 [\phi](\lambda), \ldots, F^-_m [\phi](\lambda)) & \text{certain other } \lambda, \end{cases} \]
(7.10)
in which the particular choice of \( \lambda \) appears in \( \S 7.4.2 \).

7.4.2 The inverse transform

Let \( \Delta^{pp} \) be the characteristic determinant of the principal part of the adjoint operator. Let \( R > \Re \) and \( \varepsilon > 0 \) be such that all zeros of \( \Delta \) lie in the union
\[ D(0, R) \cup \bigcup_{\sigma \in \mathbb{C} \setminus D(0, R): \Delta^{pp}(\sigma) = 0} D(\sigma, \varepsilon) \]
but
\[ D(0, R) \cap \bigcup_{\sigma \in \mathbb{C} \setminus D(0, R): \Delta^{pp}(\sigma) = 0} D(\sigma, 3\varepsilon) = \emptyset, \]
and \( \varepsilon \) is less than \( 1/5 \) the infimal separation of the zeros of \( \Delta^{pp} \). We define the sets
\[ \mathbb{C}_{\nu^+} = \{ \lambda \in \mathbb{C}: |\lambda| > \Re, \pm \Im(\nu_r(\lambda)) > 0 \}, \]
(7.11a)
\[ Z^+_r = \{ \sigma \in \text{clos} \mathbb{C}_{\nu^+}: \Delta^{pp}(\sigma) = 0, |\sigma| > R \}, \]
(7.11b)
\[ Z^-_r = \{ \sigma \in \mathbb{C}_{\nu^-}: \Delta^{pp}(\sigma) = 0, |\sigma| > R \}, \]
(7.11c)
\[ Z_{\text{cuts}} = \{ \sigma \in \mathbb{C}: \Delta^{pp}(\sigma) = 0, |\sigma| < R \}, \]
(7.11d)
and the contours
\[
\Gamma_r = \Gamma_0^r \cup \Gamma_{a}^r \cup \Gamma_{\text{cuts}},
\] (7.11e)
\[
\Gamma_0^r = \Gamma_0^{+r} \cup \Gamma_0^{-r},
\] (7.11f)
\[
\Gamma_{a}^r = \bigcup_{\sigma \in \mathbb{Z}^2_{a}} C(\sigma, \varepsilon),
\] (7.11g)
\[
\Gamma_{a}^r = \Gamma_{a}^{+r} \cup \Gamma_{a}^{-r},
\] (7.11h)
\[
\Gamma_{\text{cuts}} = C(0, R)
\] (7.11j)
\[
\Gamma_{r}^{\pm} = \Gamma_0^{\pm r} \cup \Gamma_{a}^{\pm r}.
\] (7.11k)

For \( F \), a bivalued vector valued function \( F^\pm \) of a single complex variable, the inverse Fokas transform is defined by
\[
F(\lambda) \mapsto \mathcal{F}^{-1}[F](x) = (\mathcal{F}_1^{-1}[F](x), \mathcal{F}_2^{-1}[F](x), \ldots, \mathcal{F}_m^{-1}[F](x))
\] (7.12a)
where
\[
\mathcal{F}_r^{-1}[F](x) := \text{p.v.} \left( \int_{\Gamma_r^{+} \cup \Gamma_{\text{cuts}}} e^{i\nu_r(\lambda)x} F_r^+(\lambda) d\lambda + \int_{\Gamma_r^{-}} e^{i\nu_r(\lambda)x} F_r^-(\lambda) d\lambda \right).
\] (7.12b)

### 7.4.3 Validity

We also define contours
\[
\hat{\Gamma}_{a}^{\pm r} = \partial \left\{ \lambda \in \mathbb{C}_{\nu_r}^\pm : \text{Re}(a_r \lambda^n) < 0, |\lambda| > R \right\} \bigcup_{\sigma \in \mathbb{Z}^2_{a}} \mathcal{D}(\sigma, 2\varepsilon).
\] (7.13)

We claim that, under certain conditions, the transform (7.12) is truly the inverse of transform (7.11).

**Assumption 25.** Suppose \( \phi \) is such that, for all \( x \in (0, 1) \), and all \( r \in \{1, 2, \ldots, m\} \),
\[
\text{p.v.} \left( \int_{\hat{\Gamma}_{a}^{+}} e^{i\nu_r(\lambda)x} \mathcal{F}_r^+[\phi](\lambda) d\lambda + \int_{\hat{\Gamma}_{a}^{-}} e^{i\nu_r(\lambda)x} \mathcal{F}_r^-[\phi](\lambda) d\lambda \right) = 0.
\]

**Theorem 26.** Suppose \( \phi \in \prod_{r=1}^{m} C^1[0, 1] \) and assumption 25 holds. Then, for all \( x \in (0, 1) \),
\[
\mathcal{F}^{-1}[\mathcal{F}[\phi]](x) = \phi(x).
\]

**Lemma 27.** For all \( \lambda \in \mathbb{C} \) and all \( r \in \{1, 2, \ldots, m\} \),
\[
\mathcal{F}_{r}^+[\phi](\lambda) - \mathcal{F}_{r}^-[\phi](\lambda) = \frac{\nu_r'(\lambda)}{2\pi} \mathcal{F}_r[\phi](\lambda).
\]

**Proof.** By the definition of transforms \( \mathcal{F}_r^\pm[\phi] \) and the characteristic matrix \( M \),
\[
\mathcal{F}_{r}^+[\phi](\lambda) - \mathcal{F}_{r}^-[\phi](\lambda) = \frac{\nu_r'(\lambda)}{2\pi \Delta(\lambda)} \sum_{j=1}^{m} \sum_{k=1}^{n} (-1)^{(m-1)(j+k)} \det M_{jk} \ell_s(\lambda) M_{1+(r-1)n} k(\lambda) \langle \phi, y_j(\cdot; \lambda) \rangle.
\]
An application of the cyclic cofactor expansion of determinants yields
\[
\sum_{k=1}^{mn} (-1)^{(mn-1)(j+k)} \det M_{j,k}(\lambda) M_{1+(r-1)n,k}(\lambda) = \delta_{1+(r-1)n,j} \Delta(\lambda),
\]
for \( \delta_{1+(r-1)n,j} \) the Kronecker delta. By definition,
\[
y_{1+(r-1)n}(x; \lambda) = e^{i\nu_r(\lambda)x}.
\]
Thus,
\[
\mathcal{F}_r^+ [\phi] (\lambda) - \mathcal{F}_r^- [\phi] (\lambda) = \frac{\nu_r'(\lambda)}{2\pi \Delta(\lambda)} \Delta(\lambda) \int_0^1 e^{-i\nu_r(\lambda)x} \phi_r(x) \, dx = \frac{\nu_r'(\lambda)}{2\pi} \mathcal{R}_r [\phi] (\lambda). \tag{7.14a}
\]

**Proof of Theorem 26.** The claimed identity is a list of \( m \) scalar equations. The proof of each proceeds exactly as the proof of Theorem 10, but with assumption 25 in place of assumption 9, and lemma 27 playing the role of lemma 14. \( \square \)

### 7.5 Diagonalization

**Theorem 28.** There exists a remainder transform \( \mathcal{R} \), such that, for all \( \phi \in \Phi_B \),
\[
\mathcal{F} [L\phi] (\lambda) = \lambda^n \mathcal{F} [\phi] (\lambda) + \mathcal{R} [\phi] (\lambda) \tag{7.14a}
\]
and, if \( q = (q_1, q_2, \ldots, q_m) \), with each \( q_r : [0,1] \times [0,T] \to \mathbb{C} \), is such that, for all \( t \in [0,T] \), \( q(\cdot,t) \in \Phi \) and, for all \( r \in \{1,2,\ldots,m\} \) and \( j \in \{0,1,\ldots,n-1\} \), uniformly for all \( x \in [0,1] \), \( \partial^2_{x} \Phi_r(x,\cdot) \) is a function of bounded variation, then, for all \( t \in [0,T] \) and all \( x \in (0,1) \),
\[
\mathcal{F}^{-1} \left[ \int_0^t e^{\alpha_1 n(s-t)}, e^{\alpha_2 n(s-t)}, \ldots, e^{\alpha_m n(s-t)} \right] \circ \mathcal{R} [q](\cdot;s) \, ds \right] (x) = 0. \tag{7.14b}
\]

**Lemma 29.** For each \( j \in \{1,2,\ldots,mn\} \), let the corresponding \( r \) be that defined by inequalities \( 7.1 \). The function \( M_{j,k}^+(\lambda) \) is a polynomial in \( \nu_r(\alpha^j-1) \lambda \) (so a holomorphic function of \( \lambda \) outside a finite disc) and has polynomial growth rate \( O \left( |\lambda|^{n-1} \right) \), uniformly in \( \arg(\lambda) \), as \( \lambda \to \infty \). The function \( M_{j,k}^-(\lambda) \) is the product of \( e^{-i\nu_r(\alpha^j-1) \lambda} \) with another function; the latter function is a polynomial in \( \nu_r(\alpha^j-1) \lambda \) (so a holomorphic function of \( \lambda \) outside a finite disc) and has polynomial growth rate \( O \left( |\lambda|^{n-1} \right) \), uniformly in \( \arg(\lambda) \), as \( \lambda \to \infty \).

**Proof.** Noting that \( y_j \) is a list in which only one entry, the \( r \)th entry, is nonzero, the definition of \( M_{j,k}^\pm(\lambda) \) reduces to a formula exactly like that appearing in the proof of lemma 14. The proof proceeds as for that lemma. \( \square \)

**Lemma 30.** For \( \phi \in \Phi_B \), for each \( r \in \{1,2,\ldots,m\} \), there exist functions, \( P_{r\phi}^\pm(\lambda) \), analytic in \( \mathbb{C} \setminus D(0,\mathcal{A}) \), with \( P_{r\phi}^\pm(\lambda) = O \left( |\lambda|^{n-1} \right) \), uniformly in \( \arg(\lambda) \), as \( \lambda \to \infty \) and
\[
\mathcal{F}_r^+ [L\phi] (\lambda) = \lambda^n \mathcal{F}_r^+ [\phi] (\lambda) + P_{r\phi}^+(\lambda), \tag{7.15a}
\]
\[
\mathcal{F}_r^- [L\phi] (\lambda) = \lambda^n \mathcal{F}_r^- [\phi] (\lambda) + e^{-i\nu_r(\lambda)} P_{r\phi}^-(\lambda). \tag{7.15b}
\]
Moreover, the maps $\phi \mapsto P^\pm_r \phi$ are linear. Indeed, such functions are given by

$$P^+_r \phi(\lambda) = \frac{\nu'_r(\lambda)}{2\pi} B_c \phi \mathcal{V} (M^+_{1+r(n-1)}(\lambda), M^+_{1+r(1)n} 2(\lambda), \ldots, M^+_{1+r(1)n mn}(\lambda)), \quad (7.16a)$$

$$e^{-i\omega_r(\lambda)} P^-_r \phi(\lambda) = \frac{-\nu'_r(\lambda)}{2\pi} B_c \phi \mathcal{V} (M^+_{1+r(n-1)}(\lambda), M^+_{1+r(1)n} 2(\lambda), \ldots, M^+_{1+r(1)n mn}(\lambda)), \quad (7.16b)$$

in which $B_c$ represents a vector of boundary forms which is complementary (in the sense of definition 22) to the vector of boundary forms $B$ compatible with $B^*$, and where $\mathcal{V}$ is the usual sesquilinear dot product on $\mathbb{C}^{mn}$.

**Proof.** Fix $r \in \{1, \ldots, m\}$. For notational convenience, for each $\lambda \in \mathbb{C} \setminus D(0, \mathcal{R})$ and $r \in \{1, 2, \ldots, m\}$, we define functions $\psi^\pm(\cdot; \lambda, r) \in \Phi$ via the complex conjugates of their entries,

$$\psi^\pm_u(x; \lambda, r) = \sum_{j=1}^{m} \sum_{\ell,k} (-1)^{(mn-1)(j+\ell)} \det M_{j,\ell}^+ (\lambda) e^{-i\omega_u(\alpha^j-1)\lambda} \psi^u \phi(x; \lambda, r),$$

so that

$$F^\pm_r [\phi](\lambda) = \left( \psi^\pm(\cdot; \lambda, r) \right) = \sum_{u=1}^{m} \sum_{\ell,k} (-1)^{(mn-1)(j+\ell)} \det M_{j,\ell}^+ (\lambda) e^{-i\omega_u(\alpha^j-1)\lambda} \psi^u \phi(x; \lambda, r). \quad (7.17)$$

Moreover, for any $\lambda \in \mathbb{C} \setminus D(0, \mathcal{R})$ and $r \in \{1, 2, \ldots, m\}$, $\psi^\pm(\cdot; \lambda, r)$ is an eigenfunction of $L^*$ with eigenvalue $\lambda^u$.

By definition of $B^*_k$ and $\psi^\pm$, we have

$$B^*_k \psi^\pm(x; \lambda, r) = \left( B^*_k \psi^\pm(x; \lambda, r) \right) \psi^\pm \phi \mathcal{V} (\lambda) = \sum_{u=1}^{m} \sum_{\ell,k} (-1)^{(mn-1)(j+\ell)} \det M_{j,\ell}^+ (\lambda) e^{-i\omega_u(\alpha^j-1)\lambda} \psi^u \phi(x; \lambda, r).$$

But, for $j$ so dependent on $u$,

$$B^*_k \psi^\pm(x; \lambda, r) = \left( B^*_k \psi^\pm(x; \lambda, r) \right) \psi^\pm \phi \mathcal{V} (\lambda) = \sum_{u=1}^{m} \sum_{\ell,k} (-1)^{(mn-1)(j+\ell)} \det M_{j,\ell}^+ (\lambda) e^{-i\omega_u(\alpha^j-1)\lambda} \psi^u \phi(x; \lambda, r).$$

and

$$\sum_{u=1}^{m} \sum_{\ell,k} (-1)^{(mn-1)(j+\ell)} \det M_{j,\ell}^+ (\lambda) e^{-i\omega_u(\alpha^j-1)\lambda} \psi^u \phi(x; \lambda, r). \quad (7.18)$$

for $\delta_{\ell,k}$ the Kronecker delta. Hence

$$B^*_k \psi^\pm(x; \lambda, r) = \left( B^*_k \psi^\pm(x; \lambda, r) \right) \psi^\pm \phi \mathcal{V} (\lambda) = \sum_{u=1}^{m} \sum_{\ell,k} (-1)^{(mn-1)(j+\ell)} \det M_{j,\ell}^+ (\lambda) e^{-i\omega_u(\alpha^j-1)\lambda} \psi^u \phi(x; \lambda, r).$$

Now, by the first of equations (7.17), the interface boundary form formula theorem 37 and $\psi^\pm$ being an eigenfunction of $L^*$,

$$F^\pm_r [L\phi](\lambda) = \left( L\phi, \psi^\pm(\cdot; \lambda, r) \right) \psi^\pm \phi \mathcal{V} (\lambda) = \sum_{u=1}^{m} \sum_{\ell,k} (-1)^{(mn-1)(j+\ell)} \det M_{j,\ell}^+ (\lambda) e^{-i\omega_u(\alpha^j-1)\lambda} \psi^u \phi(x; \lambda, r).$$
where \( \mathbf{B}^*_r \) is the vector of boundary forms complementary to \( \mathbf{B}^* \) compatible with \( \mathbf{B} \) and \( \mathbf{B}_c \).

The term \( \mathbf{B}_\phi \odot \mathbf{B}^*_r s^+ \) evaluates to zero by virtue of \( \phi \in \Phi_B \). Using equations (7.17) and (7.18), we simplify the other terms to arrive at

\[
\mathcal{F}_r^+ [L\phi](\lambda) = \lambda^n \mathcal{F}_r^+ [\phi](\lambda) \\
\pm \frac{\nu_r(\lambda)}{2\pi} \mathbf{B}_c \phi \odot \left( M_{1+(r-1)n+1}^+(\lambda), M_{1+(r-1)n+2}^+(\lambda), \ldots, M_{1+(r-1)n+mn}^+(\lambda) \right).
\]

Defining \( P_{r,\phi}(\lambda) \) according to equations (7.10), the approximate eigenfunction equations (7.15) follow.

The \( \lambda \) analyticity and asymptotic results follow from equations (7.10) via lemma 29 and proposition 1. Linear dependence on \( \phi \) is a result of linearity of \( \mathbf{B}_c \) and linearity of \( \odot \) in its first argument.

**Proof of theorem** 28 For \( r \in \{1, 2, \ldots, m\} \), we define \( \mathcal{R}_r \) by

\[
\mathcal{R}_r [\phi](\lambda) = \begin{cases} 
P_{r,\phi}^+(\lambda) & \lambda \in \Gamma_r^+ \cup \Gamma_{cuts}, \\
\mathbf{P}_{r,\phi}^-(\lambda) e^{-i\nu_r(\lambda)} & \lambda \in \Gamma_r^-,
\end{cases}
\]

and \( \mathcal{R} \) by

\[
\mathcal{R} [\phi] = \left( \mathcal{R}_1 [\phi], \mathcal{R}_2 [\phi], \ldots, \mathcal{R}_m [\phi] \right),
\]

so that equation (7.14a) is a consequence of lemma 30.

The object on the left of equation (7.14b) is a list of \( m \) functions of \( x \). The \( \nu^\text{th} \) entry in that list is the joint principal value contour integral

\[
p.v. \left( \int_{\Gamma_r^+ \cup \Gamma_{cuts}} e^{i\nu_r(\lambda)x-a_r\lambda^n t} \int_0^t e^{a_r s\lambda^n} P_{q(\cdot,s)}^+(\lambda) \, ds \, d\lambda \right.
\]

\[
\left. + \int_{\Gamma_r^-} e^{i\nu_r(\lambda)(x-1)-a_r\lambda^n t} \int_0^t e^{a_r s\lambda^n} P_{q(\cdot,s)}^-(\lambda) \, ds \, d\lambda \right).
\]

The proof, decomposing this joint principal value into five constituent principal value contour integrals and showing that each evaluates to zero, follows the proof of theorem 13 except that references to lemmas 14 and 15 are replaced with appeals to lemmas 26 and 30.

7.6 **Fokas transform method for IIVP**

**Theorem 31.** Suppose the criteria of theorem 26 hold, and there exists a solution \( q(x, t) \) of problem (7.1) satisfying the criteria of theorem 28. Then

\[
q(x, t) = \mathcal{F}^{-1} \left( \left[ \left( e^{-a_1 \cdot}, e^{-a_2 \cdot}, \ldots, e^{-a_m \cdot} \right) \circ \mathcal{F}[Q] \right](x) \right).
\]

**Proof.** The argument proceeds exactly as in the proof of theorem 18 except with problem (1.5) replaced by problem (7.1), and with calls to theorems 10 and 13 substituted for invocations of theorems 26 and 28.

7.7 **Fokas transform method for inhomogeneous IIVP**

If \( \Phi \) is defined as in (7.1) for any \( \mathbf{h} \in \mathbb{C}^m \), let \( \Phi_{\mathbf{B},\mathbf{h}} = \{ \phi \in \Phi : \mathbf{B}\phi = \mathbf{h} \} \). We study the inhomogeneous IIVP

\[
\begin{align*}
\partial_t q(x, t) + \mathbf{a} \circ \mathcal{L} q(\cdot, t) &= Q(x, t) & (x, t) \in (0, 1) \times (0, T), & (7.19.PDE) \\
q(x, 0) &= Q(x) & x \in [0, 1], & (7.19.IC) \\
\mathbf{B} q(\cdot, t) &= \mathbf{h}(t) & t \in [0, T], & (7.19.BC)
\end{align*}
\]
in which \( Q \) and \( h = (h_1, h_2, \ldots, h_m) \) are appropriately smooth functions, \( Q \in \Phi_B h(0) \), and \( a \) is as in IIVP \((7.7)\).

To study problems in which \( Q \) and \( h \) are nonzero, it is necessary to generalize once again our diagonalization and Fokas transform method theorems. We combine theorems \([28, 23]\) to derive from theorem \([13]\) the inhomogeneous interface diagonalization theorem \([32]\). A synthesis of the advances in theorems \([31, 24]\) over theorem \([18]\) provides inhomogeneous interface Fokas transform method theorem \([33]\). The proofs of both theorems use very similar arguments to those of their progenitors.

**Theorem 32.** There exists an inhomogeneous boundary term

\[
\mathcal{H}[h](\lambda) = (\mathcal{H}_1[h](\lambda), \mathcal{H}_2[h](\lambda), \ldots, \mathcal{H}_m[h](\lambda))
\]

defined by

\[
\mathcal{H}_r[h](\lambda) = \begin{cases} 
    h \odot B^*_r \psi^+ (\cdot; \lambda, r) & \lambda \in \Gamma^+_r \cup \Gamma_{cuts}, \\
    h \odot B^*_r \psi^- (\cdot; \lambda, r) & \lambda \in \Gamma^-_r,
\end{cases}
\]

for \( \psi^\pm \) as in the proof of lemma \([22]\) and a remainder transform \( R \), such that, for all \( \phi \in \Phi_B \),

\[
\mathcal{F}[\mathcal{L}\phi](\lambda) = \lambda^n \mathcal{F}[\phi](\lambda) + R[\phi](\lambda) + \mathcal{H}[h](\lambda) \quad (7.20a)
\]

and, if \( q = (q_1, q_2, \ldots, q_m) \), with each \( q_r : [0,1] \times [0,T] \to \mathbb{C} \), is such that, for all \( t \in [0,T] \), \( q(\cdot, t) \in \Phi \) and, for all \( r \in \{1, 2, \ldots, m\} \) and \( j \in \{0, 1, \ldots, n-1\} \), uniformly for all \( x \in [0,1] \), \( \partial^j_t q_r(x, \cdot) \) is a function of bounded variation, then, for all \( t \in [0,T] \) and all \( x \in (0,1) \),

\[
\mathcal{F}^{-1} \left[ \int_0^t \left( e^{a_1(t-s)} q_1(s-t), e^{a_2(t-s)} q_2(s-t), \ldots, e^{a_m(t-s)} q_m(s-t) \right) \circ R[q](\cdot; s) \, ds \right](x) = 0. \quad (7.20b)
\]

**Theorem 33.** Suppose the criteria of theorem \([20]\) hold, and there exists a solution \( q(x, t) \) of problem \((7.19)\) satisfying the criteria of theorem \([32]\). Then

\[
q(x, t) = \mathcal{F}^{-1} \left[ \left( e^{-a_1(t-s)} q_1(s-t), e^{-a_2(t-s)} q_2(s-t), \ldots, e^{-a_m(t-s)} q_m(s-t) \right) \circ \mathcal{F}[Q](\cdot; s) \, ds \right](x) \nonumber
\]

\[
+ \mathcal{F}^{-1} \left[ \int_0^t \left( e^{a_1(s-t)} q_1(s-t), e^{a_2(s-t)} q_2(s-t), \ldots, e^{a_m(s-t)} q_m(s-t) \right) \circ \mathcal{F}[Q](\cdot; s) \, ds \right](x) \nonumber
\]

\[
- a \circ \mathcal{F}^{-1} \left[ \int_0^t \left( e^{a_1(s-t)} q_1(s-t), e^{a_2(s-t)} q_2(s-t), \ldots, e^{a_m(s-t)} q_m(s-t) \right) \circ \mathcal{H}[h](\cdot; s) \, ds \right](x). \nonumber
\]

8 Conclusion

We identified in \([22, 23]\) a theoretical generalization of the classical spatial spectral transform approach to solution of IBVP using a weaker diagonalization criterion. In the remainder of the work, we implemented this generalization, and further extended it to inhomogeneous IBVP and to IIVP both homogeneous and inhomogeneous. For many such problems, this is the first solution method implemented. For others, it provides an integral solution representation to complement the classical series solution representation, or provides a newly simplified method of deriving the integral form.

Contrasting the solution representation we present here with \([23, 28]\), one immediately notices that the form of the transforms is different, but only a change of variables is required to map from the transform pairs of Fokas and Pelloni to the expressions given here. Specifically, the spectral parameter \( k \) of Fokas and Pelloni satisfies \( k = \nu(\alpha^j \lambda) \) for a different integer \( j \) in each connected component of \( \Gamma \), and the contour \( \Gamma \) is deformed appropriately for this change of variables. We
find the newer presentation preferable, because it simplifies the proof of lemma 11 by obviating a change of variables, and because it requires the implicit definition of only one biholomorphic function $\nu$ instead of $n^2$ biholomorphic functions. Moreover, as first demonstrated in [12] and advanced in §7, interface problems in which $\omega$ varies across the interface are much more easily approached in the new formulation. However, we emphasize that, at least in the cases for which the original or simplified version of the Fokas transform method has been implemented, the difference in solution representation amounts to nothing more than choosing the optimal place in the derivation to make a certain change of variables in the spectral parameter; there is no fundamental difference between the transform pair implicitly derived in [23, 25] and the transform pair presented in [3].

It is significant that the original and simplified versions of the Fokas transform method have not been detailed for general IBVP (1.5) or its full generalizations (6.1), (7.1), or (7.19) before this work. In the original and simplified versions, more complicated boundary conditions represent a great deal of extra work to set up and solve linear systems; with the true transform version that is easily automated in terms of well known matrices associated with two point differential operators. With the benefit of hindsight, we believe that the true transform version provides a more natural view of the Fokas transform method, couched more explicitly in the spectral theory of the spatial differential operator, instead of in a complex analytic framework inherited from the inverse scattering transform.

8.1 Open problems

8.1.1 Spectral theory

The main diagonalization theorem [13] is a spectral theorem suitable for a broad class of two point differential operators $L$ including some, such as the spatial part of IBVP (2.7) that are Locker degenerate irregular. The delicacy of equation (4.1b) and its intimate connection with the solution of IBVP (1.5) suggest that a spectral theory derived from theorem [13] will require careful construction. But polynomials of operators $L$, which are clearly defined without any diagonalization theorem, interact with theorem [13] as one might hope, at least when the polynomial of $L$ is interpreted as the spatial parts of IBVP: for $\Omega$ a polynomial of degree $K$, $\Omega(L)$ has domain

$$
\Phi_{B^K} := \left\{ \phi \in AC^{K_n-1}[0,1] : \forall k \in \{0,1,\ldots,K-1\}, \ B_\phi^{(nk)} = 0 \right\},
$$

is defined by $\Omega(L)\phi := \Omega(L)\phi$, and satisfies, for a remainder functional $R$,

$$
F[\Omega(L)\phi] = \Omega(\lambda^n) F[\phi] + R[\phi],
$$

in which, for all appropriate $q$,

$$
\mathcal{F}^{-1}\left[ \int_0^t e^{aK_n(s-t)} R[q](\cdot; s) \, ds \right] = 0.
$$

Indeed, $R[\phi]$ can be expressed as a sum of polynomials in $\lambda^n$ multiplying $R$ applied to powers of $L$ of $\phi$. It may be possible to extend this concept to a functional calculus of operators $L$ in much the same way as has been achieved for Laplace operators.

8.1.2 Other classes of I(B/I/N)VP

In the interest of brevity, we restricted the present study to PDE of the form (1.5.PDE), in which there is but a single term with a temporal derivative, and that term has order one. In
contrast, the simplified version of the Fokas transform method has already been formulated for linear systems of PDE, and any PDE with higher order temporal derivatives \[9\] may be reduced to such. Even the original version has been applied to some linear systems \[24\]. The simplified version has also been adapted to study problems in which the temporally leading order derivative is mixed \[16\]. But all of these approaches are limited in the types of boundary conditions they study. It is reasonable to expect that, via explicit formulation of a diagonalization theorem for the appropriate spatial linear system differential operators and rational pseudodifferential operators, a true transform version of the Fokas transform method may be devised for all IBVP in these classes too. Other nonlocal PDE have not yet been studied via any version of the Fokas transform method, nor diagonalized in a way that permits such general linear boundary conditions.

We have studied PDE on domains with a broad range of one dimensional spatial geometries. In multiple spatial dimensions without separability, the Fokas transform method enjoys some advantages over classical spectral methods, but still has restricted applicability \[27\]. Remaining with one spatial dimension, half line domains, and network domains including some semiinfinite components could be analysed using the true transform version of the Fokas transform method. This was already done for PDE without lower order terms \[48\], and many interface problems on such domains have been solved using the simplified version.

There remains another class of linear boundary conditions, generalizing even multipoint and interface conditions, not considered here: nonlocal conditions. Instead of specifying a value at some boundary or interior point of a spatial domain, one may require a weighted spatial integral of the solution take on a particular value at all times. These initial nonlocal value problems (INVP) are useful in applications where it is difficult to measure a physical quantity at a point, but easier to measure a (possibly weighted) mean of that quantity over an interval. Such problems for the heat equation have been studied by adapting the simplified version of the Fokas transform method \[41\], providing the first analytic solution of these problems for nonconstant weights. Extension of the true transform version to such INVP would require a construction of an appropriate analogue of the Lagrange adjoint of a differential operator with nonlocal conditions.

8.1.3 Wellposedness and Birkhoff regularity

The main transform validity results in this paper are predicated on assumption \[9\] and its interface generalization, assumption \[25\]. Hence so also is the true transform version of the Fokas transform method. In \[3.3.4\] there is some discussion of the first of these assumptions for operators without lower order terms, including the assumption’s links with Locker’s criteria for Birkhoff regularity, and a sketch justification. A full investigation of these assumptions is warranted. It is expected that the weak Birkhoff regularity characterization of the assumptions will extend to Fokas transforms defined for arbitrary two point and interface operators.
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A Adjoint of multipoint and interface differential operators

The definition of the Fokas transform in §7 relies on the classical (or Lagrange) adjoint of the interface differential operator. In this appendix, we undertake the construction of that adjoint, and its generalization to interface operators in which the component operators \( L_r \) are permitted to be of different orders from one another, and are permitted to have variable coefficients. The construction follows closely that laid out by Coddington and Levinson [6, chapter 11], and generalizes those results to and beyond what is presented in [38]. We use notation aligned with the main sections of this paper, but all necessary definitions and arguments are contained within this appendix, so that it may be read independently.

A.1 Formulation of the Problem

Let \( m \in \mathbb{N} \) and, for each \( r \in \{1, \ldots, m\} \), suppose \( n_r \in \mathbb{N} \) and define

\[
n_{\text{all}} = \sum_{r=1}^{m} n_r.
\]

For suitable coefficient functions \( c_r j \), consider the formal differential operators

\[
\mathcal{L}_r := \left( \frac{d}{dx} \right)^{n_r} + \sum_{j=0}^{n_r-2} c_r j(x) \left( \frac{d}{dx} \right)^{j}, \quad r \in \{1, \ldots, m\},
\]

in which we have assumed \( c_r n_r = 1 \) and \( c_r n_r-1 = 0 \), and the vector formal differential operator

\[
\mathcal{L} := (\mathcal{L}_1, \mathcal{L}_2, \ldots, \mathcal{L}_m)\circ,
\]

where \( \circ \) represents entrywise action of operators.

We define \( \Phi = \prod_{r=1}^{m} \text{AC}^{n_r-1}[0,1] \), a product of function spaces \( \text{AC}^{n_r-1}[0,1] \). The inner product on this space is defined as the sum of the ordinary unweighted sesquilinear \( L^2 \) inner products on the constituent spaces,

\[
\langle \phi, \psi \rangle := \sum_{r=1}^{m} \int_0^1 \phi_r(x) \overline{\psi_r(x)} \, dx.
\]

Let \( N \in \mathbb{Z} \) such that \( 0 \leq N \leq 2n_{\text{all}} \) denote the number of boundary conditions. Suppose that matrices of complex boundary coefficients \( b^r, \beta^r \in \mathbb{C}^{N \times n_r}, \ r \in \{1, \ldots, m\} \) are chosen such that the concatenated matrix \( (b^1 : \beta^1 : \ldots : b^m : \beta^m) \in \mathbb{C}^{N \times 2n_{\text{all}}} \) has full rank. Define boundary forms \( B_k : \Phi \to \mathbb{C} \) by

\[
B_k(\phi) = \sum_{r=1}^{m} \sum_{j=1}^{n_r} \left( b^r_{kj} \phi^{(j-1)}(0) + \beta^r_{kj} \phi^{(j-1)}(1) \right), \quad k \in \{1, 2, \ldots, N\},
\]

and let \( B = (B_1, B_2, \ldots, B_N) \) be the vector of boundary forms. Provided that, for each \( r \in \{1, \ldots, m\} \) and \( j \in \{0, 1, \ldots, n_r - 2\} \), \( c_{r j} \in \text{AC}^{n_r-j-1}[0,1] \), on the space

\[
\Phi_B = \{ \phi \in \Phi : B \phi = 0 \},
\]

we define the differential operator \( \mathcal{L} : \Phi_B \to \prod_{r=1}^{m} L^1[0,1] \) by \( L \phi = \mathcal{L} \phi \).
Adjoint problem

For the operator $L$ defined above, we aim to construct the classical adjoint $L^* : \Phi_B \to \prod_{j=1}^{m} L^1[0,1]$. That is, we aim to find a formal differential operator $\mathcal{L}^*$ and adjoint vector boundary form $B^*$ such that, for all $\phi \in \Phi_B$ and all $\psi \in \Phi_B^*$,

$$\langle \mathcal{L}\phi, \psi \rangle = \langle \phi, \mathcal{L}^* \psi \rangle.$$  

By [6, theorem 3.6.3] applied entrywise, the formal adjoint is the operator $B = \text{boundary form}$ of $F$ where

It remains to determine an appropriate adjoint vector boundary form $B^*$.

Remark 34. The only application of the results of this appendix in the present work is for the case $n_1 = n_2 = \ldots = n_m =: n$, all $c_r \psi_j$ constant, and $N = n_{\text{all}} = mn$, and therefore the reader may restrict themself to this case in what follows, if they desire.

A.2 Green’s formula

Following [6, theorem 3.6.3], for $\phi, \psi \in \Phi$, we define $[\phi \psi]_r$ to be the form in $(\phi_r, \phi'_r, \ldots, \phi_{nr-1}^r)$ and $(\psi_r, \psi'_r, \ldots, \psi_{nr-1}^r)$ given by

$$[\phi \psi]_r = \sum_{j=1}^{n_r} \sum_{k=0}^{n_r-1} (-1)^j \phi^{(k)} r_{r_n-r} (c_r \psi_r)^{(j)}. $$

Application of Green’s formula [6, corollary to theorem 3.6.3] yields

$$\langle \mathcal{L}\phi, \psi \rangle - \langle \phi, \mathcal{L}^* \psi \rangle = \sum_{r=1}^{m} ([\phi \psi]_r(1) - [\phi \psi]_r(0))$$

$$= \sum_{r=1}^{m} \sum_{j,k=1}^{n_r} \left( F_j^r(1)\psi_r^{(k-1)}(1)\psi_r^{(j-1)}(1) - F_j^r(0)\phi_r^{(k-1)}(0)\psi_r^{(j-1)}(0) \right),$$

where $F_r(x)$ denotes an $n_r \times n_r$ matrix at the point $x \in [0,1]$. Following [6, §11.1], the entries of $F_r(x)$, for $j,k \in \{1, \ldots, n_r\}$, are given by

$$F_j^k(x) = \begin{cases} 
\sum_{\ell=1}^{n_r-k} (-1)^{j-1} (\frac{d}{dx})^{\ell-1} c_r \ell+k(x) & j + k < n_r + 1, \\
(-1)^{j-1} c_r \ell+n_r(x) = (-1)^{j-1} & j + k = n_r + 1, \\
0 & j + k > n_r + 1.
\end{cases}$$

Observe that since $\det(F_r(x)) = 1$, the matrix $F_r$ is non-singular for all $r \in \{1, \ldots, m\}$.

Our goal is to rewrite the right side of Green’s formula as a sesquilinear form $S$. First, let

$$\vec{\phi}_r := \left( \phi_r, \phi'_r, \ldots, \phi_{nr-1}^r \right)^\top,$$

and observe that

$$[\phi \psi]_r(x) = \sum_{k,j=1}^{n_r} F_j^k(x) \phi_r^{(k-1)}(x) \psi_r^{(j-1)}(x) = \sum_{j=1}^{n} \left( \sum_{k=1}^{n_r} F_j^k \phi_r^{(k-1)} \right) \psi_r^{(j-1)}(x)$$

$$= F_r(x) \vec{\phi}_r(x) \odot \vec{\psi}_r(x),$$
where \( \odot \) refers to the sesquilinear dot product on \( \mathbb{C}^{n_r} \). Green’s formula can then be rewritten as

\[
\langle L \phi, \psi \rangle - \langle \phi, L^* \psi \rangle = \sum_{r=1}^{m} [\phi \psi]^r_r (1) - [\phi \psi]_r^r (0)
\]

\[
= \sum_{r=1}^{m} F^r_1 \phi^r_1 (1) \odot \psi^r_1 (1) - F^r_1 \phi^r_1 (0) \odot \psi^r_1 (0)
\]

\[
= \sum_{r=1}^{m} \begin{bmatrix} -F^r_1 (0) & 0_{n_r \times n_r} \end{bmatrix} \begin{bmatrix} \phi^r_1 (0) \\ \phi^r_1 (1) \end{bmatrix} \odot \begin{bmatrix} \psi^r_1 (0) \\ \psi^r_1 (1) \end{bmatrix}
\]

Expansion of the sum yields

\[
\langle L \phi, \psi \rangle - \langle \phi, L^* \psi \rangle
\]

\[
= \begin{bmatrix} -F^r_1 (0) & 0_{n_1 \times n_1} \\ 0_{n_1 \times n_1} & F^r_1 (1) \end{bmatrix} \begin{bmatrix} \phi^r_1 (0) \\ \phi^r_1 (1) \end{bmatrix} \odot \begin{bmatrix} \psi^r_1 (0) \\ \psi^r_1 (1) \end{bmatrix} + \cdots + \begin{bmatrix} -F^m (0) & 0_{n_m \times n_m} \\ 0_{n_m \times n_m} & F^m (1) \end{bmatrix} \begin{bmatrix} \phi^m_1 (0) \\ \phi^m_1 (1) \end{bmatrix} \odot \begin{bmatrix} \psi^m_1 (0) \\ \psi^m_1 (1) \end{bmatrix}
\]

\[
= \begin{bmatrix} \phi^r_1 (0) \\ \phi^r_1 (1) \\ \vdots \\ \phi^m_1 (0) \\ \phi^m_1 (1) \end{bmatrix} \odot \begin{bmatrix} \psi^r_1 (0) \\ \psi^r_1 (1) \\ \vdots \\ \psi^m_1 (0) \\ \psi^m_1 (1) \end{bmatrix} =: S
\]

where the matrix \( S \) is associated with the sesquilinear form \( S \), and \( S \) is a block diagonal matrix whose diagonal blocks are \( n_r \times n_r \). This may be compared with [6] equation (11.1.3)].

### A.3 Interface boundary form formula

We turn to characterising adjoint interface boundary conditions, by extending the boundary form formula for two point problems, as given in [6] theorem 11.2.1.

Equation (A.1) can be expressed as

\[
\mathbf{B} \phi = \sum_{r=1}^{m} \sum_{j=0}^{n_r-1} \begin{bmatrix} b_{1,j}^r \\ \vdots \\ b_{N,j}^r \end{bmatrix} \phi_r^{(j)}(0) + \begin{bmatrix} \beta_{1,j}^r \\ \vdots \\ \beta_{N,j}^r \end{bmatrix} \phi_r^{(j)}(1) = \sum_{r=1}^{m} b^r \phi^r_r(0) + \beta^r \phi^r_r(1). \tag{A.6}
\]
Using \((\vec{b}^r : \vec{b}^c)\) to represent concatenation of matrices, we can write

\[
B_\phi = \sum_{r=1}^{m} [\vec{b}^r : \vec{b}^c] \begin{bmatrix}
\phi_r(0) \\
\phi_r(1)
\end{bmatrix} = \begin{bmatrix}
\phi_1(0) \\
\phi_1(1) \\
\phi_2(0) \\
\phi_2(1) \\
\vdots \\
\phi_m(0) \\
\phi_m(1)
\end{bmatrix}.
\]

(A.7)

Thus we have two compact ways to write vectors of boundary forms, namely equations (A.6) and (A.7). Next, we extend the notion of complementary vectors of boundary forms from that in [6, 11.2] to the present setting.

**Definition 35.** Let \(N \in \mathbb{Z}\), with \(0 \leq N \leq 2n_{all}\). If \(B = (B_1, \ldots, B_N)\) is any vector of boundary forms with \(\text{rank}(B) = N\), and \(B_c = (B_{N+1}, \ldots, B_{2n_{all}})\) is a vector of forms with \(\text{rank}(B_c) = 2n_{all} - N\) such that \(\text{rank}(B_1, \ldots, B_{2n_{all}}) = 2n_{all}\), then \(B\) and \(B_c\) are said to be complementary vectors of boundary forms.

Note that extending \((B_1, \ldots, B_N)\) to \((B_1, \ldots, B_{2n_{all}})\) is equivalent to embedding the matrices \(\vec{b}^r, \vec{b}^c\) in a \(2n_{all} \times 2n_{all}\) non-singular matrix. That is

\[
\begin{bmatrix}
B_\phi \\
B_c\phi
\end{bmatrix} = \sum_{r=1}^{m} [\vec{b}_r^r : \vec{b}_c^r] \begin{bmatrix}
\tilde{\phi}_r(0) \\
\tilde{\phi}_r(1)
\end{bmatrix} = \begin{bmatrix}
\tilde{\phi}_1(0) \\
\tilde{\phi}_1(1) \\
\tilde{\phi}_2(0) \\
\tilde{\phi}_2(1) \\
\vdots \\
\tilde{\phi}_m(0) \\
\tilde{\phi}_m(1)
\end{bmatrix} = H \begin{bmatrix}
\phi_1(0) \\
\phi_1(1) \\
\phi_2(0) \\
\phi_2(1) \\
\vdots \\
\phi_m(0) \\
\phi_m(1)
\end{bmatrix}.
\]

(A.8)

where \(\text{rank}(H) = 2n_{all}\) and \(\vec{b}_c^r, \vec{b}_c^c \in \mathbb{C}^{(2n_{all} - N) \times nr}\). We will use equation (A.8) to express Green’s formula as a combination of vector boundary forms \(B\) and \(B_c\) in theorem 37. Its proof also requires the following lemma, whose proof is immediate from the fact that, in the sesquilinear dot product, the conjugate transpose of a matrix is the adjoint of the matrix.

**Lemma 36.** Let \(\sigma\) be the sesquilinear form associated with a nonsingular matrix \(\Sigma\);

\[
\sigma(f, g) = \Sigma f \circ g.
\]

For each nonsingular matrix \(F\), there exists a unique nonsingular matrix \(G\) such that \(\sigma(f, g) = Ff \circ Gg\) for all \(f, g\). Moreover, \(G = (\Sigma F^{-1})^\dagger\), in which \(^\dagger\) represents the (Hermitian) conjugate transpose.

**Theorem 37** (Interface boundary form formula). Given any vector of forms \(B\) of rank \(N\), and any complementary vector of forms \(B_c\), there exist unique vectors of forms \(B_c^*\) and \(B^*\) of rank \(N\) and \(2n_{all} - N\), respectively, such that

\[
\sum_{r=1}^{m} [\phi_r]_r(1) - [\phi_r]_r(0) = B_\phi \circ B_c^* \psi + B_c \phi \circ B^* \psi.
\]

(A.9)
Moreover, the complementary adjoint boundary coefficient matrices \( \beta_c^*, \beta_r^* \in \mathbb{C}^{N \times n_c} \) and the adjoint boundary coefficient matrices \( \beta_c^*, \beta_r^* \in \mathbb{C}^{(2n_{all} - N) \times n_c} \) are given by

\[
\begin{bmatrix}
\beta_1^* & \beta_2^* & \ldots & \beta_m^*
\end{bmatrix} = (SH^{-1})^\dagger,
\tag{A.10}
\]

for \( H \) as defined in equation (A.8) and \( S \) as defined in equation (A.3).

Proof. Let \( H \) be as defined by equation (A.8). By lemma 36 there exists a unique \( 2n_{all} \times 2n_{all} \) nonsingular matrix \( J \) such that

\[
S \begin{bmatrix}
\phi_1(0) \\
\phi_1(1) \\
\vdots \\
\phi_m(0) \\
\phi_m(1)
\end{bmatrix}, \begin{bmatrix}
\psi_1(0) \\
\psi_1(1) \\
\vdots \\
\psi_m(0) \\
\psi_m(1)
\end{bmatrix} = H \begin{bmatrix}
\phi_1(0) \\
\phi_1(1) \\
\vdots \\
\phi_m(0) \\
\phi_m(1)
\end{bmatrix} \odot J \begin{bmatrix}
\psi_1(0) \\
\psi_1(1) \\
\vdots \\
\psi_m(0) \\
\psi_m(1)
\end{bmatrix}.
\tag{A.11}
\]

Moreover, \( J = (SH^{-1})^\dagger \). We define \( \mathbf{B}^*, \mathbf{B}_c^* \) by

\[
\begin{bmatrix}
\mathbf{B}_c^* \psi \\
\mathbf{B}^* \psi
\end{bmatrix} = \begin{bmatrix}
\psi_1(0) \\
\psi_1(1) \\
\vdots \\
\psi_m(0) \\
\psi_m(1)
\end{bmatrix},
\tag{A.12}
\]

from which equation (A.10) follows by the same argument as that used to derive equation (A.8). Equations (A.5), (A.11), (A.8), and (A.12) yield

\[
\sum_{r=1}^m [\phi \psi]_r(1) - [\phi \psi]_r(0) = \begin{bmatrix}
\mathbf{B} \phi \\
\mathbf{B}_c \phi
\end{bmatrix} \odot \begin{bmatrix}
\mathbf{B}_c^* \psi \\
\mathbf{B}^* \psi
\end{bmatrix} = \mathbf{B} \phi \odot \mathbf{B}_c^* \psi + \mathbf{B}_c \phi \odot \mathbf{B}^* \psi.
\]

By unicity of \( J \), no other definition of \( \mathbf{B}_c^* \) and \( \mathbf{B}^* \) satisfies equation (A.9). \( \square \)

The interface boundary form formula theorem 37 allows us to define adjoint boundary conditions, whence we get the adjoint boundary value problem.

Definition 38. Suppose \( \mathbf{B} = (B_1, \ldots, B_N) \) is a vector of forms with \( \text{rank}(\mathbf{B}) = N \). Suppose \( \mathbf{B}^* \) is any vector of forms with \( \text{rank}(\mathbf{B}^*) = 2n_{all} - N \), determined as in theorem 37. Then \( \mathbf{B}^* \) is an adjoint boundary form and the equation \( \mathbf{B}^* \psi = 0 \) is an adjoint boundary condition to boundary condition \( \mathbf{B} \phi = 0 \) in function space \( \Phi \).

Definition 39. Suppose \( \mathbf{B} = (B_1, \ldots, B_N) \) is a vector of forms with \( \text{rank}(\mathbf{B}) = N \) and \( \mathbf{B}^* \) is an adjoint boundary form. Then the problem of solving

\[
L \phi = 0, \quad \phi \in \Phi_B
\]

is called a boundary value problem of rank \( N \). The problem of solving

\[
L^* \psi = 0, \quad \psi \in \Phi_{B^*}
\]

is the adjoint boundary value problem.
In theorem 57 the adjoint boundary conditions $B^*$ are determined uniquely not by $B$ but by the pair $(B,B_c)$. However, the function space $\Phi_B$ is determined uniquely from $B$. Indeed, because $B_c$ is (or, more precisely, the complementary boundary coefficient matrices $b^c_\beta, \beta^c_\beta$ from which it is composed are) determined by $B$ uniquely up to a rank $(2n_{all} - N) \times (2n_{all} - N)$ perturbation, so also is $B^*$ (or the boundary coefficient matrices from which it is composed).

Finally, we justify that the term “adjoint boundary condition” is faithfully applied in the classical (Lagrange) sense.

**Corollary 40.** If $\phi \in \Phi_B$ and $\psi \in \Phi_{B^*}$, then $\langle L\phi, \psi \rangle = \langle \phi, L^*\psi \rangle$.

**Proof.** We apply the boundary form formula theorem 37 and the definitions of $\Phi_B$ and $\Phi_{B^*}$ to obtain

$$
\langle L\phi, \psi \rangle - \langle \phi, L^*\psi \rangle = B_\phi \odot B^*_c \psi + B_c \phi \odot B^* \psi = 0 \odot B^*_c \psi + B_c \phi \odot 0 = 0.
$$

\[\square\]

### A.4 Checking Adjointness

**Theorem 41.** Suppose that vector boundary form $B$ has full rank boundary coefficient matrices $b^r_\beta, \beta^r_\beta \in \mathbb{C}^{N \times n_r}$, and vector boundary form $Z$ has full rank boundary coefficient matrices $z^r, \zeta^r \in \mathbb{C}^{(2n_{all}-N) \times n_r}$. The boundary condition $Z$ is adjoint to $B$ if and only if

$$
\sum_{r=1}^m b^r (F^r)^{-1}(0) z^r \dagger = \sum_{r=1}^m \beta^r (F^r)^{-1}(1) \zeta^r \dagger,
$$

(A.13)

where $F^r(x)$ is the $n_r \times n_r$ matrix defined by equation (A.3).

**Proof of theorem 41.** “Only if”. Suppose that $B$ and $Z$ are adjoint. By definition 38, $Z$ is determined as in theorem 37. Thus, in determining $Z$, there exist vectors of forms $B_c, B^*_c$ of rank $2n_{all} - N$ and $N$ respectively, such that theorem 37 holds. As such, there exist full rank matrices $b^r_\beta, \beta^r_\beta \in \mathbb{C}^{(2n_{all}-N) \times n_r}$, and $b^r_\beta, \beta^r_\beta \in \mathbb{C}^{N \times n_r}$, such that

$$
B_c\phi = \sum_{r=1}^m b^r_\beta \phi_r(0) + \beta^r_\beta \phi_r(1), \quad \text{rank} \left[ b^r_\beta : \beta^r_\beta : \ldots : b^m_\beta : \beta^m_\beta \right] = 2n_{all} - N,
$$

(A.14)

$$
B^*_c\psi = \sum_{r=1}^m b^r_\beta^* \psi_r(0) + \beta^r_\beta^* \psi_r(1), \quad \text{rank} \left[ b^r_\beta^* : \beta^r_\beta^* : \ldots : b^m_\beta^* : \beta^m_\beta^* \right] = N.
$$

(A.15)

Moreover, it is reasonable to denote $Z$ by $B^*$ and $z^r, \zeta^r$ by $b^r_\beta, \beta^r_\beta$, respectively.

By equations (A.9), (A.8), (A.15), (A.14), and (A.10), then distributing the inner products over the sums,

$$
\sum_{r=1}^m [\phi_\beta][c](1) - [\phi_\beta][c](0) = \sum_{r=1}^m \sum_{i=1}^m \left( b^r_\beta \phi_r(0) + \beta^r_\beta \phi_r(1) \right) \odot \left( \beta^r_\beta \phi^*_i(0) + b^r_\beta \phi^*_i(1) \right)
$$

$$
+ \left( \beta^r_\beta \phi_r(0) + b^r_\beta \phi_r(1) \right) \odot \left( \beta^r_\beta \phi^*_i(0) + b^r_\beta \phi^*_i(1) \right).
$$

By additivity of inner product and the fact that the conjugate transpose is the adjoint with respect to the sesquilinear dot product, we write the above as

$$
\sum_{r=1}^m \sum_{i=1}^m \left( \beta^r_\beta \phi^*_i + b^r_\beta \phi^*_i \right) \phi_r(1) \odot \phi^*_i(1) + 
$$

$$
\left( b^r_\beta \phi^*_i + \beta^r_\beta \phi^*_i \right) \phi_r(1) \odot \phi^*_i(0),
$$

(A.16)
From Green’s formula (A.4), we have

\[
\sum_{r=1}^{m} (\phi_\psi)_r(1) - (\phi_\psi)_r(0) = \sum_{r=1}^{m} F^r(1) \tilde{\phi}_r(1) \odot \tilde{\psi}_r(1) - F^r(0) \tilde{\phi}_r(0) \odot \tilde{\psi}_r(0),
\]

(A.17)

Equating coefficients of each of the inner products in equations (A.16) and (A.17) reveals that

\[
\begin{align*}
(\beta^*_c \beta^r + \beta^i \beta^r) &= \begin{cases} 
F^r(1), & \text{if } i = r, \\
0, & \text{otherwise},
\end{cases} \\
(\beta^*_c \beta^r + \beta^i \beta^r) &= 0,
\end{align*}
\]

(A.18)

Note that not all of the 0 matrices above are the same, as each of the above equations relates matrices in \(\mathbb{C}^{n_r \times n_r}\); the nonzero cases are square matrices in \(\mathbb{C}^{n_r \times n_r}\).

Interlacing the \(i = r\) cases of the upper two of identities (A.18) as blocks on matrix diagonals, and filling out the matrices with appropriate sized zero blocks elsewhere, we obtain

\[
\begin{bmatrix}
-F^1(0) & 0 & 0 & \ldots & 0 & 0 & 0 \\
0 & F^1(1) & 0 & \ldots & 0 & 0 & 0 \\
0 & 0 & -F^2(0) & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & F^{m-1}(1) & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & -F^m(0) & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 & F^m(1)
\end{bmatrix}
\]

\[
= \begin{bmatrix}
\beta^1 \beta^1 \beta^1 & \ldots & 0 & 0 \\
0 & \beta^2 \beta^1 \beta^1 & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & b^m \beta^m \beta^m & 0 \\
0 & 0 & \ldots & 0 & \beta^m \beta^m \beta^m
\end{bmatrix}
\]

(A.19)

Since the boundary matrices \(F^r\) are each nonsingular, the block diagonal matrix on the left of equation (A.19) must also be invertible. Premultiplying on both sides by the inverse yields the following expression for the identity matrix

\[
\begin{bmatrix}
-(F^1)^{-1}(0) \left( \beta^1 \beta^1 \beta^1 + b^1 \beta^1 \beta^1 \right) & \ldots & 0 \\
\vdots & \ddots & \vdots \\
0 & \ldots & (F^m)^{-1}(1) \left( \beta^m \beta^m \beta^m + b^m \beta^m \beta^m \right)
\end{bmatrix}
\]

\[
= \begin{bmatrix}
-(F^1)^{-1}(0) b^1 \beta^1 \beta^1 & -(F^1)^{-1}(0) b^1 \beta^1 \beta^1 \\
(F^1)^{-1}(1) \beta^2 \beta^1 \beta^1 & (F^1)^{-1}(1) \beta^2 \beta^1 \beta^1 \\
\vdots & \vdots \\
-(F^m)^{-1}(0) b^m \beta^m \beta^m & -(F^m)^{-1}(0) b^m \beta^m \beta^m \\
(F^m)^{-1}(1) \beta^m \beta^m \beta^m & (F^m)^{-1}(1) \beta^m \beta^m \beta^m
\end{bmatrix}
\]

(A.20)

the equation is justified by using the rest of identities (A.18) to show that all blocks off the diagonal are zero blocks of appropriate dimension. Since the two matrices in the product on
The top right block (that is, the block which contains neither complementary boundary coefficient matrices nor adjoint complementary boundary coefficient matrices) yields

\[-b^1(F^1)^{-1}(0)b^1 \dagger + \beta^1(F^1)^{-1}(1)\beta^1 \dagger + \ldots \]

\[-b^m(F^m)^{-1}(0)b^m \dagger + \beta^m(F^m)^{-1}(1)\beta^m \dagger = 0_{N \times (2n_{all} - N)},\]

from which it follows

\[\sum_{r=1}^{m} b^r(F^r)^{-1}(0)b^r \dagger = \sum_{r=1}^{m} \beta^r(F^r)^{-1}(1)\beta^r \dagger. \]

**Proof of theorem 4.1 “if”**. Suppose that \(Z\) is a vector of boundary forms with boundary coefficient matrices \(z^r, \zeta^r\)

\[Z\psi = \sum_{r=1}^{m} z^r \psi_r(0) + \zeta^r \psi_r(1),\]

and

\[\text{rank } [z^1 : \zeta^1 ; \ldots ; z^m : \zeta^m] = 2n_{all} - N,\]

for which equation (A.13) holds. Then

\[\text{rank } \begin{bmatrix} z^1 \dagger \\ \zeta^1 \dagger \\ \vdots \\ z^m \dagger \\ \zeta^m \dagger \end{bmatrix} = 2n_{all} - N\]

and equation (A.13) implies

\[\begin{bmatrix} b^1 : \beta^1 ; \ldots ; b^m : \beta^m \end{bmatrix} \begin{bmatrix} -F^1(0)^{-1}z^1 \dagger \\ F^1(1)^{-1}\zeta^1 \dagger \\ \vdots \\ -F^m(0)^{-1}z^m \dagger \\ F^m(1)^{-1}\zeta^m \dagger \end{bmatrix} = 0_{N \times (2n_{all} - N)}. \]  

(A.22)

Since \(F^r(0), F^r(1)\) are non-singular for each \(r\), the \(2n_{all} - N\) columns of the matrix

\[H := \begin{bmatrix} -F^1(0)^{-1}z^1 \dagger \\ F^1(1)^{-1}\zeta^1 \dagger \\ \vdots \\ -F^m(0)^{-1}z^m \dagger \\ F^m(1)^{-1}\zeta^m \dagger \end{bmatrix}\]
span the solution space of the system \((A.22)\), and \(\text{rank}(\mathcal{H}) = 2n_{\text{all}} - N\).

Suppose that \(B^*\) is adjoint to \(B\) and has boundary coefficient matrices \(b^r\ast, \beta^r\ast\). Following the argument in the “only if” proof, equation \((A.21)\) holds, and both matrices on the right are full rank. Therefore, the \(2n_{\text{all}} - N\) columns of the rank \(2n_{\text{all}} - N\) matrix

\[
\mathcal{H} := \begin{bmatrix}
-F^1(0)^{-1}b^1\ast \dagger \\
-F^1(1)^{-1}\beta^1\ast \dagger \\
-\vdots \\
-F^m(0)^{-1}b^m \dagger \\
F^m(1)^{-1}\beta^m\ast \dagger
\end{bmatrix}
\]

also span the solution space of equation \((A.22)\). Therefore, there is a nonsingular matrix \(A \in \mathbb{C}^{(2n_{\text{all}} - N)\times(2n_{\text{all}} - N)}\) for which \(\mathcal{H} = \mathcal{H}A\). But then

\[
F^r(0)^{-1}z^r \dagger = F^r(0)^{-1}b^r\ast \dagger A, \quad F^1(1)^{-1}\zeta^r \dagger = F^1(1)^{-1}\beta^r\ast \dagger A.
\]

Because the inverse of \(F^r\) is full rank,

\[
z^r \dagger = b^r\ast \dagger A, \quad \zeta^r \dagger = \beta^r\ast \dagger A.
\]

That is, the boundary coefficients matrices of \(Z\) differ from those of \(B^*\) only by a rank \(2n_{\text{all}} - N\) perturbation; \(Z\) is also adjoint to \(B\) and \(\Phi_Z = \Phi_{B^*}\).
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