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Abstract

Recent advances in the miniaturization of whispering gallery mode optical parametric oscillators have open the possibility of studying the interplay between parametric down-conversion and optomechanics, two of the most fundamental nonlinear optical processes. Even though a rigorous analysis of this scenario requires a fully quantum mechanical treatment where, e.g., the squeezing of the down-converted field or the cooling of the mechanical degree of freedom can be studied, having a clear idea of the classical properties of the system is useful or even necessary before starting such quantum mechanical analysis, and this is precisely what we offer in this work. We will restrict to the case of degenerate parametric down-conversion, obtaining then what we call a degenerate optomechanical parametric oscillator.

I. INTRODUCTION

Parametric down-conversion is a process happening in crystals with second-order optical nonlinearity, by which light at some frequency $2\omega_0$ is transformed into light at frequencies $\omega_s$ and $\omega_i$ such that $\omega_s + \omega_i \approx 2\omega_0$ [1–3]. When the crystal is introduced in an optical cavity, what has the effect of enhancing the nonlinear interaction and filter the fields all at once, we obtain a so-called optical parametric oscillator, in which the down-converted field starts oscillating in the cavity only once the power of the pumping laser exceeds some threshold value (such that the nonlinear gain can compensate for the cavity losses) [1, 3]. These devices have found many applications both in classical and quantum optics; in the classical case, they are among the most tunable sources of light, allowing to transform laser light into almost any (optical) frequency [1]. From a quantum point of view, the down-converted photons show strong quantum correlations; particularly relevant to this work is the degenerate optical parametric oscillator (DOPO), in which down-converted photons have the same frequency $\omega_s = \omega_i \approx \omega_0$, and show nearly-perfect quadrature squeezing when working close to threshold [2, 3]. Indeed, DOPOs are nowadays the sources of the highest-quality squeezed light [4–7], which can be used to increase the sensitivity of measurements beyond the standard quantum limit [8–11], or also to generate high quality entangled beams for quantum information purposes [12, 13].

On the other hand, we have optomechanical systems, where some mechanical degree of freedom is coupled to a light field via, e.g., radiation pressure [14–17]. When the interaction happens inside a cavity, the Lorentzian density of modes provided by the resonator, together with the injection of a coherent laser field with the proper detuning with respect to the cavity resonance, allow to cool down the mechanical degree of freedom to its quantum mechanical ground state through sideband cooling [18–29]. Since the mechanical degree of freedom is usually a mesoscopic system formed by many atoms, optomechanics seems a very promising platform where studying the transition from the microscopic quantum world to our natural macroscopic classical one, allowing, for example, to put bounds on collapse models [30–33]. From a practical point of view, apart from offering a new platform where performing traditional quantum optical tasks such as the generation of squeezed light [34–37], transparency windows [38–42], or photon blockade effects [43], optomechanical systems might be a perfect interface between optical and microwave technologies, since mechanical degrees of freedom couple to both electromagnetic scales [44–53].

As for actual optomechanical implementations, they come out in many different forms [17]: cavities with mirrors attached to cantilevers [18, 19] or suspended [21], flexible membranes placed inside optical cavities [22–26], drum-shaped capacitors coupled to superconducting circuits [27], or localized mechanical modes in photonic crystal cavities [28], are some examples. For our current purposes, the most relevant implementation consists in a whispery gallery mode resonator (a microtoroid or microdisk, for example), where light circulates around its edge via total internal reflection, pushing the whole structure, hence exciting some of its mechanical modes [20, 54].
FIG. 1: Sketch of the degenerate optomechanical parametric oscillator. It consists of a cavity containing a crystal with second-order optical nonlinearity, and formed by a fixed partially transmitting mirror and an oscillating perfectly reflecting mirror (sketched as a mirror coupled to a wall through a spring). When pumped with a laser beam with Gaussian transverse profile and frequency $\omega_L$ close to a cavity resonance $\omega_p$, the crystal is able to produce light at the subharmonic $\omega_L/2$, which is close to another cavity resonance $\omega_s$, through parametric down-conversion. In addition, the moving mirror feels the radiation pressure exerted from the light contained in the cavity.

From a fundamental point of view, the interplay between optomechanics and parametric down-conversion seems to be a natural and interesting problem to study within the nonlinear quantum optics community. In recent years the motivation has become also practical \[55–66\], since miniaturized whispering gallery mode resonators can be fabricated directly with the typical crystalline materials which possess second order optical nonlinearity, such that light can be parametric down-converted while circulating on the resonator. Even though current devices do not show optomechanical couplings able to compete with the down-conversion nonlinearity, it is to be expected that soon the limit in which these are comparable will be reached, and hence it seems worth offering predictions about what will be observed in such scenario. In particular, there are three obvious questions which one can ask: (i) how do the mechanics affect the squeezing properties of the down-converted field?, (ii) is it possible, or even more effective, to cool down the mechanics with the squeezed light?, and (iii) can we exploit the quantum-correlated light to perform more sensitive measurements of the mechanical motion?

While the rigorous answer to these questions can only be given through a fully quantum mechanical analysis, understanding the classical dynamics of the system is usually a prerequisite for such analysis, and this is what we offer in this work. For simplicity, we stick to the degenerate case, and assume that only the down-converted field is coupled to the mechanical mode, since it is the interplay between these two the one which seems most interesting and unexplored (the pump stays near-coherent for most parameters of the DOPO). Nevertheless, the analysis offered here can be trivially extended to the case in which only the pump mode is coupled to the mechanics. On the other hand, when having optomechanical coupling for both modes the analysis seems more difficult, especially from an analytic perspective, and it will require a generalization of the techniques presented here.

The work is organized as follows: first, we introduce the model of the system, which we have called degenerate optomechanical parametric oscillator (DOMPO), and then proceed to find its steady states and analyze their stability.

II. THE MODEL EQUATIONS

Even though the actual implementation can differ from the simple picture sketched in Fig. 1, a DOMPO can be schematically seen as an optical cavity formed by a fixed partially transmitting mirror and a perfectly reflecting oscillating mirror, containing a second-order nonlinear crystal, and pumped by an external laser at frequency $\omega_L$ close to resonance with a cavity mode at frequency $\omega_p$; the nonlinear crystal is capable of generating photons at another cavity resonance of frequency $\omega_s$ (signal mode) close to $\omega_L/2$, and the mirror can in principle feel the radiation pressure exerted by both the pump and signal modes. We write the electromagnetic vector potential inside the cavity as (we only write the relevant frequencies)

$$A(r, t) = \sum_{j=p,s} \sqrt{\frac{\hbar}{4\epsilon_0 n_j(z) \omega_j}} \varepsilon_j \alpha_j(t) \left\{ G(k_j; r_\perp, z) e^{i n_j k_j z - i \omega_j t} + G^*(k_j; r_\perp, z) e^{-i n_j k_j z - i \omega_j t} \right\} + c.c.; \quad (1)$$

in this expression, $\omega_p = \omega_L$, $\omega_s = \omega_L/2$, $z$ is the cavity axis, $n_j(z)$ is the refractive index felt by mode $j$ at position $z$, $k_j = \omega_j/c$ is its wave vector and $\varepsilon_j$ its polarization, and $r_\perp$ is the coordinate vector in the transverse plane,
$G(k_j; r_\perp, z)$ being a suitable Gaussian transverse mode \cite{3, 67, 68}. The prefactor $\sqrt{\hbar/4e_0 n_j(z)\omega_j}$ is chosen in order for the (free) electromagnetic energy to read \cite{3}$

E_{em} = \int_{cavity} d^3r \left[ \varepsilon_0 n^2(z)E^2(r, t) + \frac{1}{\mu_0} B^2(r, t) \right] = \sum_{j=p, s} \hbar \omega_j \alpha_j^*(t) \alpha_j(t), \quad (2)

so that $\alpha_j$ is interpreted as the complex amplitude of a unit mass harmonic oscillator with frequency $\omega_j$, position $Q_j = \hbar/2\omega_j (\alpha_j^* + \alpha_j)$, and momentum $P_j = i\hbar \omega_j/2(\alpha_j^* - \alpha_j)$. This is quite convenient to quantize the field, what can be done by imposing canonical commutation relations $[\hat{Q}_j, \hat{P}_j] = i\hbar \delta_{jl}$, hence replacing $\alpha_j$ ($\alpha_j^*$) by an annihilation $\hat{a}_j$ (creation $\hat{a}_j^\dagger$) operator for photons on mode $j$. However, in our case we will only study the classical nonlinear dynamics of the system, so that we won’t need to quantize, and will interpret $\alpha_j(t)$ as the normalized amplitude of the electromagnetic field, our basic optical variable.

As for the moving mirror of mass $M$, we model it as a harmonic oscillator of some frequency $\Omega_m$, denoting by $X$ its displacement (with respect to its equilibrium position) and $P$ the corresponding momentum. In order to get rid of the mass parameter, we will work with dimensionless versions of the position and momentum, $\xi = \sqrt{2\Omega_m M/\hbar X}$ and $\tilde{P} = \sqrt{2/\hbar \Omega_m M} P$, called quadratures.

With these definitions, the equations describing the classical dynamics of the system are just a combination of the usual DOPO \cite{69, 71} and Optomechanical \cite{34, 55, 72} equations, in particular:

\begin{align}
\frac{d\xi}{dt} &= \Omega_m \tilde{P}, \\
\frac{d\tilde{P}}{dt} &= -\gamma \xi - \Omega_m \xi + 2\tilde{g}_s |\alpha_s|^2 + 2\tilde{g}_p |\alpha_p|^2, \\
\frac{d\alpha_p}{dt} &= \xi_p - (\gamma_p - i\Delta_p - ig_p \xi) \alpha_p - \frac{\chi}{2} \beta_p^2, \\
\frac{d\alpha_s}{dt} &= -(\gamma_s - i\Delta_s - ig_s \xi) \alpha_s + \chi \alpha_p \alpha_s^*,
\end{align}

where $\gamma_j$ are damping rates for the corresponding degrees of freedom (associated with losses through the partially transmitting mirror in the case of light, and friction with the thermal environment in the case of the moving mirror), $\Delta_j = \tilde{\omega}_j - \omega_j$ are the detunings, $\xi_p$ is associated with the light fed into the cavity through the external laser (hence, it is proportional to the square root of the laser power), and $\tilde{g}_j$ and $\chi$ are parameters related to the strength of the radiation pressure and the parametric down-conversion, respectively.

Before studying the equations, it is recommendable to make some variable change which will allow us to see how many free parameters they actually have. To this aim, we define the following normalized parameters

\begin{align}
g_{PDC} &= \frac{\chi}{\sqrt{\gamma_p \gamma_s}}, \quad \sigma = \frac{\chi \xi_p}{\gamma_p \gamma_s}, \quad \kappa = \frac{\gamma_p}{\gamma_s}, \quad \delta_1 = \frac{\Delta_1}{\gamma_1}, \quad \gamma = \frac{\gamma_m}{\gamma_s}, \quad \Omega = \frac{\Omega_m}{\gamma_s}, \quad g_l = \frac{g_l}{g_{PDC} \sqrt{\Omega}}.
\end{align}

and variables

\begin{align}
\beta_s &= g_{PDC} \alpha_s, \quad \beta_p = \sqrt{k_{PDC} \alpha_p}, \quad p = \frac{g_{PDC}}{\sqrt{\Omega}} \tilde{P}, \quad x = g_{PDC} \sqrt{\Omega} \xi, \quad \tau = \gamma_0 t,
\end{align}

which lead to the following equations:

\begin{align}
\dot{\xi} &= \Omega^2 \tilde{P}, \\
\dot{\tilde{P}} &= -\gamma \xi - x + 2 g_p |\beta_p|^2 + 2 g_p \beta_p^2, \\
\kappa^{-1} \dot{\beta}_p &= \sigma - (1 - \delta_0 - ig_p x) \beta_p - \beta_p^2 / 2, \\
\dot{\beta}_s &= -(1 - \delta_0 - ig_s x) \beta_s + \beta_p \beta_s^*,
\end{align}

where the derivative is now made with respect the dimensionless time $\tau$. It is interesting to note that $g_l$ basically provides the ratio between the single-photon optomechanical and down-conversion couplings, and hence, assuming a $\sqrt{\Omega}$ of order 1, they inform us about which of the two nonlinear processes dominates.

As non-trivial nonlinear equations, it is not possible to find their time-dependent analytical solutions other than numerically. However, working with a dissipative system, we are mainly interested in its behavior for long times, and there is a lot that we can say about this without really solving the full nonlinear equations; in particular, we follow closely the procedure already applied to detuned DOPOs \cite{64, 71}. Moreover, as explained above, from a quantum point of view, the most interesting question is the interplay between the mechanics and the down-converted field, and hence, in the following we set $g_p = 0$. 

3
III. STATIONARY SOLUTIONS

The simplest behavior that one can expect in the long-time term is that the system reaches some steady state. Hence, it is always convenient to start by finding the time-independent solutions to the nonlinear equations, which we denote by a bar, e.g., \( \bar{x} \); when needed, we will write the complex field amplitudes as \( \beta_j = \sqrt{T_j} \exp(i\varphi_j) \), with real variables \( \varphi_j \in ]-\pi, \pi] \) and \( \bar{T}_j \geq 0 \).

In the \( g_p = 0 \) case, all the stationary solutions of (6) have \( \bar{p} = 0 \) and \( \bar{x} = 2g_s I_s \), leaving us with

\[
\begin{align*}
\sigma &= (1 - i\delta_p)\bar{\beta}_p + \beta_s^2/2, \\
\bar{\beta}_p^*\bar{\beta}_s &= (1 - i\delta_s - 2(\bar{g}_s^2 I_s)(\beta_s).
\end{align*}
\] (7a) (7b)

We distinguish then two types of stationary solutions: trivial or below-threshold solutions, which have \( I_s = 0 \), and nontrivial or above-threshold solutions with \( I_s \neq 0 \).

In the trivial case, the solution is simply

\[
\bar{\beta}_s = 0 \quad \text{and} \quad \bar{\beta}_p = \sigma/(1 - i\delta_p).
\] (8)

As for the nontrivial solutions, we find their analytic expression as follows. First, note that (7b) implies

\[
\bar{\beta}_p = (1 - i\delta_s - 2g_s^2 I_s) e^{2i\varphi_s},
\] (9)

which plugged into (7a) leads to

\[
e^{-2i\varphi_s}\sigma = (1 - i\delta_p)(1 - i\delta_s - 2g_s^2 I_s) + \frac{I_s}{2},
\] (10)

whose absolute value squared gives us a second order polynomial for the signal intensity

\[
\sigma^2 = \left[ 1 + \frac{I_s}{2} - \delta_p(\delta_s + 2g_s^2 I_s) \right]^2 + (\delta_p + \delta_s + 2g_s^2 I_s)^2 \equiv q_0 + q_1 I_s + q_2 I_s^2,
\] (11)

with

\[
q_0 = (1 + \delta_p^2)(1 + \delta_s^2), \quad q_1 = -(1 - \delta_p \delta_s) + 4\delta_s(1 + \delta_p^2)g_s^2, \quad \text{and} \quad q_2 = 4g_s^4 + \frac{1}{2} - 2\delta_p \delta_s^2.
\] (12)

Depending on the value of the parameters, this equation can have a single real positive solution or two, as shown in Fig. 2. In order to find for which values of the parameters (in particular of the injection \( \sigma \) and the detunings \( \delta_j \)) this happens, we just need to obtain the expression for the turning point, marked as TP in Fig. 2 which is nothing but the extremum of \( \sigma^2(I_s) \), that is,

\[
\frac{\partial \sigma^2}{\partial I_s} \bigg|_{I_s=I_s^TP} = 0 \quad \implies \quad I_s^{TP} = -q_1/2q_2;
\] (13)

taking into account that \( q_2 > 0 \), the turning point will exist only if \( q_1 < 0 \), which gives us a condition on the detunings for a given optomechanical coupling:

\[
\delta_p \delta_s > 1 + 4\delta_s(1 + \delta_p^2)g_s^2.
\] (14)

Hence, when this condition is satisfied, we will have two possible steady-state signal intensities (three counting the trivial one) for injections \( \sigma^2 \in [q_0 - q_1^2/4q_2, q_0] \). Let us advance, however, that the branch connecting the trivial solution with the upper branch of the nontrivial one is unstable (see Fig. 2), so only two out of the three possible solutions can be observed in real experiments, leading to a bistability common in nonlinear optical systems. Finally, notice that condition (14) with \( g_s = 0 \) is in agreement with that found for detuned DOPOs [62, 71].

IV. LINEAR STABILITY ANALYSIS

The existence of a mathematical solution of the nonlinear equations is not enough to ensure its physical reality: it also needs to be stable against perturbations, since in the real world these are unavoidable, and therefore we would never be able to observe the system in the corresponding solution otherwise.
the eigenvalues of its corresponding linear stability matrix. Note that this fixes all the parameters but $g_s$ and $I_s$ (we are using this steady-state intensity $I_s$ as a parameter instead of $\sigma$, because the latter can be uniquely determined from the former, but in general not the other way around). In (b) we show in the space of these parameters the turning point (red thick line) and the single Hopf instability (blue thick line) found in this example, coloring the regions where they make the stationary solution unstable. Note that for this choice of parameters, in the absence of optomechanical coupling there are no instabilities apart from the trivial pitchfork bifurcation, as can be checked from the conditions [15] and [24]. Hence, we see that the effect of the optomechanical coupling in this case consists in introducing new instabilities which greatly reduce the domain of stability of the nontrivial stationary state. In (a) and (c) we show how the steady-state intensity $I_s$ depends on the injection $\sigma^2$ for two specific values of $g_s$, corresponding to the vertical grey dashed lines in the parameter space (b), denoting its unstable and stable regions by a dashed or solid line, respectively. In (a) we have chosen $g_s = 0.2$, for which no instabilities are present in the nontrivial solution as can be appreciated in (b), and hence only the pitchfork instability connecting the trivial and nontrivial solutions is present. In (c), on the other hand, we have chosen $g_s = 0.25$, for which we find both a turning point (and hence a domain of bistability between the trivial and nontrivial solutions) and a Hopf bifurcation leading to time-dependent long time term solutions.

Let us collect the variables of the system in a vector $r = \text{col}(x, p, \beta_p^*, \beta_p^0, \beta_s^*, \beta_s^0)$; the stability of a given stationary solution $F$ can be analyzed as follows [23]. We consider small fluctuations around it by writing $r(t) = F + \delta r(t)$, introduce this ansatz into the nonlinear system (8), and keep only terms which are linear in the fluctuations, obtaining a linear system $\delta \mathbf{r} = \mathbf{L} \delta \mathbf{r}$, where $\mathbf{L}$ is the so-called linear stability matrix. This matrix depends on the system parameters and the particular stationary solution whose stability we are considering, and in our case is given by

$$
\mathbf{L} = \begin{pmatrix}
0 & \Omega^2 & 0 & 0 & 0 & 0 \\
-1 & -\gamma & 0 & 0 & 2g_s \beta_p^s & 2g_s \beta_p^0 \\
0 & 0 & -\kappa(1 + i \beta_p^0) & 0 & -\kappa \beta_s^s & 0 \\
0 & 0 & -\kappa(1 - i \beta_p^0) & 0 & -\kappa \beta_s^0 & 0 \\
ig_s \beta_p^* & \beta_p^s & 0 & 0 & -(1 - i \beta_s^0 - ig_s \bar{x}) & \beta_p^0 \\
-ig_s \beta_s^* & 0 & 0 & \beta_s^s & -(1 + i \beta_s^0 + ig_s \bar{x}) & -ig_s \beta_p^0
\end{pmatrix}.
$$

(15)

Since the equation for the fluctuations is linear, it is then clear that their growth is controlled by the eigenvalues of this matrix; in particular, the fluctuations will be damped and disappear in the long-time term only if the real part of all the eigenvalues is negative. Hence, we say that a stationary solution $\mathbf{F}$ is stable (and therefore physical) when the eigenvalues of its corresponding linear stability matrix $\mathbf{L}(\mathbf{F})$ have all negative real part.

The points in the parameter space in which at least one of the eigenvalues has a zero real part are known as critical points, instabilities, or bifurcations, and they separate the regions in which the stationary solution changes from stable to unstable. We can distinguish two types of instabilities: pitchfork or static bifurcations, where the imaginary part of the relevant eigenvalue is also zero, which connect the stationary solution with another stationary solution; and Hopf or dynamic bifurcations, where the imaginary part of the relevant eigenvalue is non-zero, which connect the stationary solution with a time-dependent solution (usually some periodic solution, known in this context as a periodic orbit or limit cycle).

Before proceeding, let us comment on one subtle point concerning the system parameters. The linear stability matrix (15) does not depend explicitly on the injection $\sigma$, it does only implicitly through the intracavity stationary amplitudes $\beta_p^0$ and $\beta_s^0$. It is then convenient to use either $I_p$ or $I_s$ as a parameter instead of $\sigma$ when dealing with the trivial or nontrivial solutions, respectively, knowing that the latter can always be uniquely determined from the former by using (8) or (11).

Let’s now proceed to analyze the instabilities of the DOMPO, first for the trivial stationary solution, and then for the nontrivial ones.

Figure 2: We show the bifurcations and corresponding stable and unstable regions for one particular example for which we have chosen $\gamma = 0.005$, $\Omega = -\delta_s = 10$, $\delta_p = 5$, and $\kappa = 100$, the first three being typical parameters when aiming for sideband cooling in optomechanical systems. Note that this fixes all the parameters but $g_s$ and $I_s$.
A. Stability of the trivial solution

In the case of the trivial stationary solution ($\bar{\beta}_s = 0$), the linear stability matrix is highly simplified, acquiring in particular a box structure $L = L_m \oplus L_p \oplus L_s$, where the second block is already in diagonal form

$$L_{mp} = \begin{pmatrix} -\kappa(1-i\delta_p) & 0 \\ 0 & -\kappa(1+i\delta_p) \end{pmatrix},$$

and its two eigenvalues have negative real part, the first block is given by

$$L_{mp} = \begin{pmatrix} 0 & \Omega^2 \\ -1 & -\gamma \end{pmatrix},$$

whose eigenvalues $\lambda_m^{(\pm)} = -\left(\gamma \pm \sqrt{\gamma^2 - 4\Omega^2}\right)/2$ have also negative real part, and finally the last block reads

$$L_s = \begin{pmatrix} -1 + i\delta_s & \beta_p \\ \beta_p^* & -1 - i\delta_s \end{pmatrix},$$

with eigenvalues

$$\lambda_s^{(\pm)} = -1 \pm \sqrt{I_p - \delta_s^2}.$$  

Hence, we see that the only instability appears when $I_p = 1 + \delta_s^2 = I_p^0$, and in particular the trivial solution becomes unstable for $I_p > I_p^0$, or in terms of the injection, when $\alpha^2 > (1 + \delta_s^2)(1 + \delta_s^2)$. Note that this is precisely the point at which the trivial and nontrivial solutions coalesce, see the points marked as PB in Fig. 2 and hence this pitchfork bifurcation simply connects these two stationary solutions.

B. Stability of the nontrivial solution

In the case of the nontrivial solution the $6 \times 6$ linear stability matrix does not have a box structure, and hence their eigenvalues do not have a simple analytic expression. However, we are not as interested in the actual eigenvalues as we are in the points where the real part of some of them becomes zero, since those are the points marking the instabilities, and this points can be found by analyzing the characteristic polynomial of the stability matrix, which we write as $P(\lambda) = \sum_{m=0}^{6} c_m \lambda^m$. Most of the coefficients $c_m(I_s, \delta_s, \delta_p, g_s, \kappa, \gamma, \Omega)$ are too lengthy, and hence we don’t show them here, except for the independent one, which can be written as $c_0 = 4q_2 I_s + 2q_1$, where $q_1$ and $q_2$ are defined in (12).

Given the characteristic polynomial, the static instabilities can be found from $P(\lambda = 0) = 0$, that is, they are located in the region of the parameter space defined by the equation $c_0 = 0$, which in our case gives $I_s = I_s^{TP}$. Hence, we see that the turning point of the nontrivial solution is an instability, and it is simple to check that the lower branch of the nontrivial solution connecting the upper branch with the trivial solution is unstable (for example by evaluating the eigenvalues numerically for one set of parameters), as shown in Fig. 2. In other words, the turning point is a pitchfork bifurcation connecting the unstable lower branch with the upper branch, which is stable in all its domain of existence, except for possible Hopf bifurcations which we will describe in the next paragraphs.

We can then try to do the same with the Hopf bifurcations, but in that case the expressions are not as easy to handle. It is instructive to first consider the case without optomechanical coupling, $g_s = 0$. In this case the characteristic polynomial can be factorized as $P(\lambda) = P_{DOPO}(\lambda)P_m(\lambda)$, where $P_m(\lambda) = \lambda^2 + \gamma + \Omega^2$ is the characteristic polynomial associated to the free mechanical motion (hence showing no instabilities), while $P_{DOPO}(\lambda) = \sum_{n=0}^{4} d_n \lambda^n$, with

$$d_0 = \kappa^2 I_s(I_s + 2 - 2\Delta_p \Delta_s), \quad d_1 = 2\kappa[I_s + \kappa(I_s + \Delta_p)], \quad d_2 = \kappa[4 + 2I_s + \kappa(1 + \Delta_p)], \quad d_3 = 2(1 + \kappa), \quad \text{and} \quad d_4 = 1,$$

is the characteristic polynomial associated to the optical modes coupled through the parametric down-conversion process, that is, to the DOPO [65][71]. The Hopf instabilities are found by locating the points in the parameter space where the eigenvalues become purely imaginary, $\lambda = \omega_{HB}$, where the real parameter $\omega_{HB}$ is known as the Hopf frequency (providing the frequency of the periodic solution which is born right at the bifurcation). Applying this condition to the DOPO’s characteristic polynomial, we get

$$P_{DOPO}(\lambda = \omega_{HB}) = (d_0 - d_2\omega_{HB}^2 + d_4\omega_{HB}^4) + i\omega_{HB}(d_1 - d_3\omega_{HB}^2) = 0;$$

$$d_0 = \kappa^2 I_s(I_s + 2 - 2\Delta_p \Delta_s), \quad d_1 = 2\kappa[I_s + \kappa(I_s + \Delta_p)], \quad d_2 = \kappa[4 + 2I_s + \kappa(1 + \Delta_p)], \quad d_3 = 2(1 + \kappa), \quad \text{and} \quad d_4 = 1,$$
the imaginary part of this equation provides us with the Hopf frequency

\[ \omega_{\text{HB}}^2 = \frac{d_4}{d_3} = \frac{\kappa[I_s + \kappa(1 + I_s + \delta_p^2)]}{1 + \kappa}, \]  

(22)

which is well defined for every value of the parameters, while the real part of \([21]\) provides the condition \(d_0d_3^2 + d_4d_3^2 - d_2d_1d_3 = 0\), which can be solved for \(I_s\) analytically, leading to the simple expression

\[ I_{\text{HB}}^s = -\frac{(1 + \delta_p^2)(2 + \kappa)^2 + \kappa^2\delta_p^2}{(1 + \kappa)^2(2 + \kappa + \kappa\delta_p^2 + 2\delta_p\delta_s)}. \]  

(23)

This Hopf instability requires then

\[ \delta_p\delta_s < -1 - \kappa(1 + \delta_p^2)/2, \]  

(24)

to exist (otherwise \(I_{\text{HB}}^s < 0\)), which incidentally means that it does not exist when there is bistability in the system (what requires \(\delta_p\delta_s > 1\)). It is possible to show that the portion of the nontrivial solution with \(I_s > I_{\text{HB}}^s\) becomes unstable, and the limit cycles become chaotic for large enough injections [69–71].

Hence, we see that without optomechanical coupling, there is only one Hopf bifurcation. The main effect of optomechanics, that is, of increasing \(g_s\), is both to change the location of this instability already present for \(g_s = 0\), as well as create new ones. This is what we show in Fig. 2 for one example, where we plot the signal intensity of the Hopf instability that we have found as a function of \(g_s\), which is well defined for every value of the parameters, while the real part of (21) provides the condition

\[ \omega_{\text{HB}}^2 = \frac{\omega_{\text{HB}}^2 + \omega_{\text{HB}}^4 - \omega_{\text{HB}}^6}{3}, \]  

for \(I_s = 0\), we can proceed as follows. The second equation \([25b]\) can be solved for the Hopf frequency as

\[ \omega_{\text{HB}, \pm} = \frac{c_3 \pm \sqrt{c_3^2 - 4c_1c_5}}{2c_5}; \]  

(26)

these solutions can be introduced in \([25a]\), but unfortunately the resulting equation does not allow to find a simple analytic solution for \(I_s\). However, a symbolic program such as Mathematica allows us to find analytic solutions, provided that we write the equation as a more manageable polynomial. In particular, let us write \(\omega_{\text{HB}, \pm} = l \pm r\) with \(l = c_3/2c_5\) and \(r = \sqrt{c_3^2 - 4c_1c_5}/2c_5\), which allows us to rewrite \([25a]\) as

\[ c_0 - c_2l + c_4(l^2 + r^2) - c_6(l^3 + 3lr^2) = \pm r(c_2 - 2c_4l + c_6(3l^2 + r^2)). \]  

(27)

The square of this expression provides a sixth order polynomial equation for \(I_s\), whose solutions can be handled by a symbolic program. Note that by taking the square of the previous equation, we are indeed introducing extra fictitious solutions for \(I_s\), but we have checked that these extra solutions are always complex, and hence they do not provide anything which could be interpreted as instabilities. This procedure has allowed us to make an exhaustive numerical analysis of the Hopf instabilities for \(g_s \neq 0\), of which we show a characteristic example in Fig. 2, see the caption for a detailed explanation of the result.

V. CONCLUSIONS

In conclusion, in this work we have analyzed the classical properties of a DOMPO, when only the down-converted field is coupled to the mechanical degree of freedom. We believe that this analysis will be valuable when evaluating the interplay between down-conversion and optomechanics at the quantum level. Exactly the same techniques which we have applied in this case, can be trivially applied when only the pump mode is coupled to the mechanical degree
of freedom ($g_p \neq 0 = g_s$), while the case in which optomechanical coupling is allowed for both optical modes requires a nontrivial extension.
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