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Abstract. We consider continuous-time (not necessarily finite) Markov chains on discrete spaces and identify a curvature-dimension inequality, the condition $CD_{\Upsilon}(\kappa, \infty)$, which serves as a natural analogue of the classical Bakry-Émery condition $CD(\kappa, \infty)$ in several respects. In particular, it is tailor-made to the classical approach of proofing the modified logarithmic Sobolev inequality via computing and estimating the second time derivative of the entropy along the heat flow generated by the generator of the Markov chain. We prove that curvature bounds in the sense of $CD_{\Upsilon}$ are preserved under tensorization, discuss links to other notions of discrete curvature and consider a variety of examples including complete graphs, the hypercube and birth-death processes. We further consider power type entropies and determine, in the same spirit, a natural CD condition which leads to Beckner inequalities. The $CD_{\Upsilon}$ condition is also shown to be compatible with the diffusive setting, in the sense that corresponding hybrid processes enjoy a tensorization property.
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1. Introduction and main results

1.1. The $\Gamma$-calculus by Bakry and Émery. Curvature-dimension (CD) conditions play a central role in the study of Markov semigroups and operators and related functional inequalities like, e.g., the spectral gap or logarithmic Sobolev inequality (cf. [7]). They encode important information about the geometric properties (curvature and dimension) of the underlying state space $X$, e.g. a Riemannian manifold, and thus also constitute an important tool in geometric analysis ([37]).

The classical CD condition has been introduced by Bakry and Émery in the pioneering work [6] and is formulated by means of the so-called $\Gamma$-calculus. Denoting by $L$ the infinitesimal generator of a Markov semigroup, the carré du champ operator $\Gamma$ and the iterated carré du champ operator $\Gamma_2$ are defined on a suitable algebra of functions as

$$\Gamma(f,g) = \frac{1}{2}(Lf g - f Lg - gLf),$$

$$\Gamma_2(f,g) = \frac{1}{2}(L\Gamma(f,g) - \Gamma(f,Lg) - \Gamma(Lf,g)).$$
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and one sets $\Gamma(f) = \Gamma(f, f)$ and $\Gamma_2(f) = \Gamma_2(f, f)$. The operator $L$ is said to satisfy the curvature-dimension inequality $CD(\kappa, d)$, for $\kappa \in \mathbb{R}$ and $d \in [1, \infty]$, if for every $f$ in a sufficiently rich class of functions $\mathcal{A}$,

\begin{equation}
\Gamma_2(f) \geq \frac{1}{d} (Lf)^2 + \kappa \Gamma(f), \quad \mu - \text{a.e.,}
\end{equation}

where $\mu$ is a fixed invariant and reversible measure on $X$ for the semigroup $e^{Lt}$.

It is well known that various fundamental results for Markov semigroups can be obtained under a certain $CD$ condition in the Bakry-Émery sense. For example, positive curvature, i.e. $CD(\kappa, \infty)$ with $\kappa > 0$, implies a logarithmic Sobolev inequality, which is equivalent to both exponential decay in entropy and hypercontractivity of the Markov semigroup and can be also used to show the Gaussian measure concentration property for the measure $\mu$, see [7, Chapter 5]. Furthermore, finite dimension and nonnegative curvature, i.e. $CD(0, d)$ with $d < \infty$, imply the Li-Yau inequality, which in turn leads to the parabolic Harnack inequality, cf. [21, Chapter 6].

A key assumption in this rather general and powerful theory, for which the monograph [7] is an excellent source, is the so-called diffusion property, which means that the generator $L$ satisfies the chain rule

\begin{equation}
LH(f) = H'(f)Lf + H''(f)\Gamma(f)
\end{equation}

for every $H \in C^2(\mathbb{R})$ and every sufficiently smooth function $f$. The diffusion property can be also expressed equivalently via a certain chain rule of the corresponding carré du champ operator. The typical example is a second order differential operator on $\mathbb{R}^d$ (or on a manifold) without zeroth order term. For example, if $L = \Delta_g$ is the Laplace-Beltrami operator on a Riemannian manifold $X = (M, g)$ and $\mu_g$ the canonical Riemannian measure, then using the Bochner-Lichnerowicz formula one can show that $CD(\kappa, d)$ is equivalent to $\text{Ric}_g(x) \geq \kappa g(x)$ for almost every $x \in M$ and $\dim M \leq d$.

If one wants to extend the theory from [7] to the discrete setting of Markov chains, which is highly desirable, then the failure of the diffusion property creates a major difficulty. The same problem occurs in case of non-local operators like, e.g., the fractional Laplacian on $\mathbb{R}^d$, where the setting is continuous but the chain rule is violated. Moreover, even though it is still possible to define the operators $\Gamma$ and $\Gamma_2$ and to deduce positive results (like e.g. eigenvalue or diameter estimates) by means of the $\Gamma$-calculus (see e.g. [10, 11, 12]), the Bakry-Émery condition $CD(\kappa, d)$, in general, does not have such strong implications or is not applicable as in the diffusion setting, see e.g. [9] and [32, Chapter 5] concerning the Li-Yau inequality on graphs and discrete entropy methods, respectively. These facts suggest that the classical Bakry-Émery CD inequality is not the natural condition in the discrete setting, in particular in situations where the logarithm plays a crucial role like in Li-Yau inequalities, entropy or the logarithmic Sobolev inequality.

The problem of finding an appropriate substitute for the classical $\Gamma$-calculus in the discrete setting has stimulated a lot of research in the last decade and a half. Several notions of generalized Ricci curvature (lower bounds) for metric measure spaces including discrete spaces have been proposed and studied, see e.g. the recent book [64].

1.2. Notions of Ricci curvature via optimal transport. One important approach is based on geodesic convexity of the entropy. It relies on the crucial observation made in [65] that on a Riemannian manifold $M$, the Ricci curvature is bounded from below by $\kappa \in \mathbb{R}$ if and only if the Boltzmann entropy $H(\rho) = \int_M \rho \log \rho \, d\mu_2$ is $\kappa$-convex along geodesics in the Wasserstein space $P_2(M)$; we also refer to the earlier important contributions [16, 46, 57]. This characterization opened up the synthetic theory of Ricci curvature bounds in geodesic metric measure spaces established independently by Lott-Villani [43] and Sturm [61, 62], see also the monograph [64] and [1, 2, 3, 21].
However, this theory does not apply directly to discrete spaces, since the $L^2$-Wasserstein space over a discrete space does not contain geodesics. This problem was solved for finite Markov chains by Erbar and Maas [22] and Mielke [47] by replacing the $L^2$-Wasserstein metric by a different metric $W$, which had been introduced before by Maas [45] (see also Mielke [47]). The metric $W$ is constructed in such a way that the heat flow associated with the Markov kernel of the chain is the gradient flow of the entropy with respect to the metric $W$, thereby obtaining a discrete analogue of the celebrated Wasserstein gradient flow interpretation of the heat flow in $\mathbb{R}^n$ by Jordan, Kinderlehrer and Otto [30]. It is shown that, together with the metric $W$, the space of probability measures on the finite state space $X$ becomes a geodesic space. Using this property, Erbar and Maas [22] (see also Maas [45]) define lower Ricci curvature bounds by means of geodesic convexity of the entropy and prove a variety of discrete analogues of important results from the continuous setting including that positive curvature implies the (modified) logarithmic Sobolev and Talagrand inequality as well as the Poincaré inequality. They also show that Ricci curvature bounds enjoy a tensorization principle and obtain, as a special case, sharp Ricci curvature lower bounds for the discrete hypercube. Recently, various functional inequalities have also been proved under nonnegative discrete Ricci curvature and some suitable additional conditions [20]. By means of different methods, discrete entropic Ricci curvature bounds have been derived for several examples, e.g. one-dimensional birth-death processes, Bernoulli-Laplace models, zero-range processes and random transposition models, see [23, 24, 47]. We also refer to the survey [44] and the references given therein.

A different approach to adapt the Lott-Sturm-Villani theory to the discrete setting has been proposed by Bonciocat and Sturm in [13] and is based on the notion of approximate midpoints w.r.t. the $L^2$-Wasserstein metric. This notion is also studied in [56] in connection with a Brunn-Minkowski inequality on the discrete hypercube.

Another important notion of Ricci curvature including the discrete case has been introduced by Ollivier [55]. This approach also relies on optimal transport and makes use of the $L^1$-Wasserstein metric. Positive Ollivier Ricci curvature also implies certain functional inequalities. In contrast to the entropic bounds in [22], Ollivier’s condition does not require reversibility. As shown in [55], his criterion can be checked without much effort in many examples. It does not seem to be known whether Ollivier’s notion is connected to the entropic one. For further studies of Ollivier’s Ricci curvature in the graphical setting we refer to [27, 31, 40, 52].

1.3. **CD inequalities in the context of discrete Li-Yau gradient estimates.** Recently, motivated mainly by the problem of finding a discrete version of the celebrated Li-Yau inequality [38], various modifications of the classical Bakry-Émery CD condition have been introduced [9, 19, 50]. We recall that positive solutions $u$ of the heat equation $\partial_t u - \Delta u = 0$ on $(0, \infty) \times \mathbb{R}^d$ satisfy the (sharp) Li-Yau inequality $-\Delta \log u \leq \frac{d}{2t}$, which is equivalent to the differential Harnack inequality

$$\partial_t (\log u) \geq |\nabla (\log u)|^2 - \frac{d}{2t} \quad \text{in } (0, \infty) \times \mathbb{R}^d.$$  

By integration along a suitable path in space-time, the gradient estimate [3] yields a sharp parabolic Harnack estimate. Corresponding results hold true for the heat equation on a manifold with nonnegative Ricci curvature, see [37, 38].

First results concerning Li-Yau inequalities on graphs were obtained by Bauer, Horn, Lin, Lippner, Mangoubi, and Yau [9]. Their key idea to circumvent the problem of the failure of the chain rule for the logarithm is to consider the square root instead of the logarithm and to use
the identity

\[ L\sqrt{f} = \frac{Lf}{2\sqrt{f}} - \frac{\Gamma(\sqrt{f})}{\sqrt{f}}, \]

which still holds true for the graph Laplacian \( L \). Furthermore, the authors of [9] introduce a new notion of CD-inequality, the so-called exponential curvature-dimension inequality \( CDE(\kappa, d) \), which means that for any vertex \( x \) and any positive function \( f \) defined on the set of vertices \( X \) satisfying \((Lf)(x) < 0\) one has

\[ \hat{\Gamma}_2(f)(x) := \Gamma_2(f)(x) - \Gamma \left( f, \frac{\Gamma(f)}{f} \right)(x) \geq \frac{1}{d}(Lf)(x)^2 + \kappa \Gamma(f)(x). \]

By means of \([1]\) and their new notion of CD-inequality the authors of [9], using maximum principle arguments, obtain various Li-Yau type results for graphs. They also introduce a different type of exponential CD-inequality, the condition \( CDE'(\kappa, d) \), which holds if for all positive functions \( f \) on \( X \),

\[ \hat{\Gamma}_2(f) \geq \frac{1}{d} f^2(L \log f)^2 + \kappa \Gamma(f). \]

In [20], a family of Li-Yau type estimates similar to the ones in [9] (involving again the square root) are derived under the condition \( CDE'(0, 0) \), now using semigroup techniques as in [7]. Moreover, volume doubling, the Poincaré inequality and Gaussian heat kernel estimates are proved for non-negatively curved graphs.

A few years later, Münch [50] introduced a new calculus, called \( \Gamma^\psi \)-calculus, where \( \psi \) is a concave function. Assuming that a finite graph satisfies the so-called \( CD(\psi(d), 0) \)-condition, Münch proves a Li-Yau estimate which for \( \psi = \sqrt{\cdot} \) becomes one of those obtained in [9] and which in case \( \psi = \log \) leads to the more natural logarithmic estimate \(-L \log u \leq \frac{d}{2} \), for positive solutions \( u \) of the heat equation on the graph. Münch shows that in some examples (e.g. Ricci-flat graphs) the latter choice gives better estimates than the square-root approach.

Very recently, Dier, Kassmann and Zacher [19] proposed another CD inequality in the graphical setting, the condition \( CD(F; 0) \), which allows to significantly improve the Li-Yau estimates in [9, 50]. For example, they obtain a sharp logarithmic Li-Yau estimate for the unweighted two-vertex graph and prove a Li-Yau inequality for the lattice \( \tau \mathbb{Z} \) with grid size \( \tau \) which for \( \tau \to 0 \) leads to the classical sharp Li-Yau inequality on \( \mathbb{R} \).

One of the new key ideas in [19] is to replace the square \((Lf)^2\) in the CD-inequality by a more general term of the form \( F(-L_f) \), where \( F \) is a so-called CD-function. Their Li-Yau inequality for positive solutions \( u \) of the heat equation on \([0, \infty) \times X \) (in case of a finite graph satisfying \( CD(F; 0) \)) takes the form \(-L \log u \leq \varphi(t)\), where the relaxation function \( \varphi \) is the unique strictly positive solution of the ODE \( \dot{\varphi}(t) + F(\varphi(t)) = 0 \) which has \((0, \infty)\) as its maximal interval of existence. In all examples studied in [19], \( \varphi \) exhibits a logarithmic behaviour near \( t = 0 \) and thus is integrable at \( t = 0 \) (in contrast to the \( \frac{d}{4} \) estimates in [9, 50]), which makes it possible to deduce Harnack inequalities without time gap at \( t = 0 \).

1.4. A discrete analogue of the \( CD(\kappa, \infty) \) condition that fits to the entropy method.

The main purpose of the present paper is to identify a CD inequality in the discrete setting of Markov chains which serves as a natural analogue of the classical condition \( CD(\kappa, \infty) \) in several respects, most notably with regard to the Bakry-Émery strategy to prove decay of the entropy (and the (modified) logarithmic Sobolev inequality) via computing and estimating the second time derivative of the entropy along the heat flow generated by the generator \( L \) of the Markov chain.
Before summarizing the main results, we describe the setting and some notation used in this paper. We consider a time-homogeneous Markov process \((Z_t)_{t \geq 0}\) on a finite or countable state space \(X\), equipped with the maximal \(\sigma\)-algebra. The generator \(L\) of the Markov process, defined for a suitable class of functions \(f : X \to \mathbb{R}\), is given by

\[
Lf(x) = \sum_{y \in X} k(x, y)f(y) - \sum_{y \in X} k(x, y)f(y), \quad x \in X,
\]

where \(k(x, y) \geq 0\) is the transition rate for jumping from \(x\) to \(y\) (\(\neq x\)) and \(\sum_{y \in X} k(x, y) = 0\) for all \(x \in X\), that is \(k(x, x) = -\sum_{y \in X \setminus \{x\}} k(x, y) < 0\), \(x \in X\). The Markov chain is called irreducible if for any \(x, y \in X\) we find \(z_1, ..., z_m \in X\), \(m \geq 2\), with \(x = z_1\) and \(y = z_m\) such that \(k(z_i, z_{i+1}) > 0\) for any \(i \in \{1, ..., m - 1\}\). We denote the associated (Sub-)Markov semigroup on the space of bounded functions on \(X\) by \(P = (P_t)_{t \geq 0}\), which is given by

\[
P_tf(x) = \mathbb{E}(f(Z_t)|Z_0 = x).
\]

We recall that a \(\sigma\)-finite measure \(\mu\) on \(X\) is said to be invariant for the semigroup \(P\) if for any bounded function \(f : X \to [0, \infty)\), \(\int_X P_tf \, d\mu = \int_X f \, d\mu\), \(t \geq 0\). In the recurrent case this is known to be equivalent to \(\sum_{x \in X} \mu(\{x\})k(x, y) = 0\). Furthermore, a \(\sigma\)-finite measure \(\mu\) on \(X\) is said to be reversible if the so-called detailed balance condition

\[
\mu(\{x\})k(x, y) = \mu(\{y\})k(y, x), \quad x, y \in X,
\]

is satisfied. It is known that reversibility implies invariance. In particular, under reversibility \(\int_X Lf \, d\mu = 0\) holds true on a suitable class of functions (e.g. on bounded functions if \(\mu\) is finite). For more details on the general theory of continuous-time Markov chains we refer to [4] and [54].

The starting point in our search for suitable substitutes for \(\Gamma\) and \(\Gamma_2\) is the identity

\[
L(\log f) = \frac{1}{f} Lf - \Psi_T(\log f)
\]

for positive functions \(f\), which has been observed in [19]. Here the operator \(\Psi_T\) is defined by

\[
\Psi_T(f)(x) = \sum_{y \in X} k(x, y)\Upsilon(f(y) - f(x)), \quad x \in X,
\]

with the function \(\Upsilon(r) = e^r - 1 - r, r \in \mathbb{R}\), see also Lemma 2.2 below. Comparing (9) with the corresponding identity in the diffusion setting, one sees that \(\Psi_T(\log f)\) replaces \(\Gamma(\log f)\) in the discrete setting. In other words, the quadratic function \(\frac{1}{2}r^2\), which represents the (discrete) \(\Gamma\)-operator, is replaced with the function \(\Upsilon(r)\), which interestingly for \(r \to 0\) behaves like \(\frac{1}{2}r^2\). The same phenomenon can be observed with the Fisher information \(\mathcal{I}(\rho)\) of a probability density \(\rho\) w.r.t. to a fixed invariant and reversible probability measure \(\mu\) on \(X\). In fact, in the discrete case we have \(\mathcal{I}(\rho) = \int_X \rho \Psi_T(\log \rho) \, d\mu\), cf. Section 3 below.

Following the Bakry-Emery strategy, i.e. computing the second time derivative of the entropy, it turns out, as we show, that one can proceed further and, by means of detailed balance and certain algebraic identities for differences, find a natural analogue of \(\Gamma_2\), too, namely

\[
\Psi_{2,T}(f) = \frac{1}{2} (L \Psi_T(f) - B_T(f, Lf)),
\]

where

\[
B_T(f, g)(x) = \sum_{y \in X} k(x, y)\Upsilon'(f(y) - f(x))(g(y) - g(x)).
\]

Motivated by these findings, we introduce the CD condition \(CD_T(\kappa, \infty)\) with \(\kappa \in \mathbb{R}\) via the inequality \(\Psi_{2,T}(f) \geq \kappa \Psi_T(f)\) on \(X\), \(f \in \mathcal{E}^\infty(X)\). That this notion is indeed a suitable discrete version of the classical \(CD(\kappa, \infty)\) condition will be demonstrated in this paper by proving a
variety of important results that parallel those in the diffusion setting. In particular, we will show the following.

- \( CD_T(\kappa, \infty) \) with \( \kappa > 0 \) implies the modified logarithmic Sobolev inequality with constant \( \kappa \), see Corollary \textit{5.5}.
- \( CD_T(\kappa, \infty) \) is characterized by the gradient bounds \( \Psi_T(P_t f) \leq e^{-2\varepsilon t} L(\Psi_T(f)) \), cf. Remark \textit{2.10}.

Curvature bounds are preserved under tensorization, more precisely \( CD(\kappa_i, \infty) \) for two chains \( (i = 1, 2) \) implies \( CD(\kappa, \infty) \) with \( \kappa = \min \kappa_i \) for the product chain (Theorem \textit{1.2}).

See also the beginning of Section \textit{2} for the underlying basic assumptions.

Moreover, by a scaling argument, one can also see that \( CD_T(\kappa, \infty) \) implies \( CD(\kappa, \infty) \) (Proposition \textit{2.11}). If the state space \( X \) is finite and \( CD(\kappa_0, \infty) \) and \( CD_T(\kappa, \infty) \) hold true with \( \kappa_0 > \kappa > 0 \), then for any \( \varepsilon > 0 \) we will prove that the entropy \( H(P_t f) \) is bounded above by \( C \exp(-2(\kappa_0 - \varepsilon)t) \) for all \( t \geq 0 \), where the (explicitly known) constant \( C \) only depends on \( \varepsilon, \kappa_0, \kappa \), the kernel \( k \), the invariant measure and the entropy of \( f \), cf. Theorem \textit{3.0}. So the rate of exponential convergence is ‘almost’ that given by the Bakry-Émery constant \( \kappa_0 \).

In Section \textit{5} we discuss several examples. We show positive curvature bounds with respect to the \( CD_T \) condition, e.g. for the two-point space, the complete graph, the hypercube and some birth-death processes on \( \mathbb{N}_0 \). In case of the hypercube, we will further see that the \( CD_T \) condition yields the optimal constant in the resulting modified logarithmic Sobolev inequality. Moreover, we compare the \( CD_T \) condition with Bakry-Émery curvature along many examples. While, for instance, both curvature notions coincide for the hypercube or complete bipartite graphs, the Poisson case of the birth-death process on \( \mathbb{N}_0 \) serves as an example with positive Bakry-Émery curvature for which \( CD_T(0, \infty) \) is best possible. We give a quite applicable condition to show \( CD_T(\kappa, \infty), \) with \( \kappa > 0 \), for birth-death processes which is on one hand stronger than the assumption of \textit{[14]}, but improves on the other hand the constant in the corresponding modified logarithmic Sobolev inequality by a factor 2. Further, we give a quite general criterion that ensures that no (negative) lower curvature bound exists regarding the \( CD_T \) condition for a large class of examples among which are, for instance, unweighted trees that are no (finite or infinite) paths and have at least 5 vertices. This is in huge contrast to the Bakry-Émery case. The latter criterion allows to show that the \( CD_T \) condition is not robust with regard to small perturbations of the transition rates and, moreover, to characterize unweighted graphs with girth at least 5 satisfying \( CD_T(0, \infty) \).

Another striking feature of the \( CD_T \) condition is its compatibility with the diffusion setting. To be more precise, we will establish a tensorization principle for hybrid processes, that is, tensor products of a process in the diffusion setting and a (discrete) Markov chain. If \( CD(\kappa_0, \infty) \) holds for the continuous part and \( CD_T(\kappa_d, \infty) \) for the Markov chain, then for the product process we will derive the lower curvature bound \( \kappa = \min \{\kappa_d, \kappa_c\} \) meaning that the inequality

\[
(\Gamma \oplus \Psi_T)_2(f) \geq (\Gamma \oplus \Psi_T)(f)
\]

is satisfied for all \( f \) in a sufficiently rich class of functions defined on the product space. Here \( \Gamma \oplus \Psi_T \) and \( (\Gamma \oplus \Psi_T)_2 \) are natural analogues of \( \Gamma \) and \( \Gamma_2 \), respectively, in the hybrid continuous-discrete setting, see Section \textit{4}. We will further show that positive curvature in the hybrid sense implies a corresponding modified logarithmic Sobolev inequality and exponential decay of the entropy. As a possible application we discuss systems of linear reaction-diffusion systems.

The logarithmic Sobolev and the Poincaré inequality are in some sense extreme cases of a more general family of \textit{convex Sobolev inequalities}, see \textit{[5] [22]}. Whereas in the diffusive setting, both inequalities follow from \( CD(\kappa, \infty) \) with \( \kappa > 0 \), this does not seem to be known in the discrete setting for the (modified) logarithmic Sobolev inequality; but it is true for the Poincaré inequality.
(see e.g. [36, Section 3]). Among those convex Sobolev inequalities, Beckner inequalities are also of high significance. Here the corresponding entropy is generated by a power type function with exponent between 1 and 2. Having identified a natural CD condition which is sufficient for the modified logarithmic Sobolev inequality we will also determine such a CD condition for power type entropies and derive the corresponding Beckner inequalities, cf. Section 6. In order to succeed, we follow again the Bakry-Émery strategy and derive a suitable representation for the second time derivative of the power type entropy along the heat flow.

As our approach to discrete CD inequalities is merely based on certain algebraic rules for differences, it can be naturally extended to a large class of non-local operators in a continuous setting. We will illustrate this in Section 8 for operators of the form

\[ Lf(x) = \int_{\Omega} (f(y) - f(x))k(x, dy), \quad x \in \Omega, \]

where \( \Omega \subset \mathbb{R}^d \) is a domain and the integral may possibly have to be understood in the principal value sense. A prominent example for such operators is given by the fractional Laplacian on \( \mathbb{R}^d \), which satisfies the condition \( CD_{\Upsilon}(0, \infty) \).

1.5. Links to other notions of (discrete) curvature bounds. It turns out that there are quite a few close relations of the \( CD_{\Upsilon}(\kappa, \infty) \) condition to other notions of (discrete) curvature and CD inequalities. Firstly, as we will prove, \( CD_{\Upsilon}(\kappa, \infty) \) is equivalent to Münch’s condition \( CD_{\psi}(x, \kappa) \) with \( \psi = \log \), which is introduced in a side remark in [50, Remark 3.12] in the special case of the discrete Laplacian on a finite unweighted graph and which seemingly has not been used at all neither in [50] nor elsewhere in the literature. Actually, at the same place, Münch also defines the condition \( CD_{\psi}(d, \kappa) \) with finite dimension parameter \( d \geq 0 \), which for \( \psi = \log \), is equivalent to the inequality

\[ \Psi_{2, \Upsilon}(f) \geq \frac{1}{d} (L_f)^2 + \kappa \Psi_{\Upsilon}(f), \]

which we will refer to as condition \( CD_{\Upsilon}(0, d) \), cf. Remark 2.9. We emphasize that the equivalence of (10) and \( CD_{\log}(x, \kappa) \) is by no means easy to see as the involved quantities in Münch’s condition are defined in a highly implicit fashion, see Remark 2.9(i),(ii) and Section 9 for more details.

Further, condition \( CD_{\Upsilon}(0, d) \) is also closely related to the condition \( CD(F; 0) \) by Dier, Kassmann and Zacher [19] with a quadratic CD-function \( F \). Instead of \( \Psi_{2, \Upsilon}(f)(x) \), the authors of [19] use a sum of the latter term and an additional term which is nonnegative if one restricts the class of functions \( f \) to those where \( L_f \) has a ‘local’ minimum at the vertex \( x \), see Remark 2.9(iii) for the precise formulation.

Note that these references show that the condition \( CD_{\Upsilon}(0, d) \) (and more general versions with a CD-function \( F \) in the dimension term) is suitable to derive Li-Yau and Harnack inequalities. Thus, like the classical Bakry-Émery \( \Gamma \)-calculus in the diffusive setting, the \( CD_{\Upsilon} \)-calculus is powerful enough to obtain both modified logarithmic Sobolev inequalities and entropy decay as well as Li-Yau and Harnack inequalities. To our knowledge, this is not known for other approaches to (discrete) CD conditions in particular for those that rely on optimal transport.

There is also an interesting connection to the generalized \( \Gamma \)-calculus which has been recently introduced by Monmarché in the context of degenerate Markov processes like e.g. kinetic Fokker-Planck diffusion in \( \mathbb{R}^{2d} \) and chains of interacting particles [48, Section 2], see also [19]. It is known that for such processes the classical methods based on the \( \Gamma \)-calculus do not work in the usual way. To overcome this problem, Villani [63] proposed to study certain distorted quantities when the classical quantities like entropy or variance do not behave well under the action of the semigroup, see also [8]. Monmarché’s basic strategy also follows the Bakry-Émery approach, but
now allowing for a wider class of functionals and operators, respectively. His motivation is to provide a general framework where the computations can be done more easily. We will show that (in the discrete setting) for a special choice of Monmarché’s Φ-operator, his general CD inequality amounts to the condition
\[
\text{CD}_{\mathcal{Y}}^p \kappa, \mathcal{8} \mathcal{q},
\]
see Remark 2.9(iv). However, operators like \(\Psi_{\mathcal{Y}}, \Psi_{2,\mathcal{Y}}, \Psi_{\mathcal{2}}\) or the discrete Boltzmann entropy are apparently not the subject of the investigations in [48, 49] as the author’s focus lies on degenerate processes in a continuous setting.

In the case of finite Markov chains, it is not clear whether there is a direct implication between the condition \(\text{CD}_{\mathcal{Y}}^p \kappa, \mathcal{8} \mathcal{q}\) and the notion of lower Ricci curvature bounds by Erbar and Maas [22] and Mielke [47] defined via geodesic convexity. But what we can say is that there is no \(\alpha \geq 0\) and \(\beta > \frac{\alpha}{2}\) such that the entropic Ricci curvature of [22] with constant \(\kappa > 0\) does imply \(\text{CD}_{\mathcal{Y}}^p (\alpha \kappa + \beta, \mathcal{8} \mathcal{q})\), see Remark 5.5. Further, we know that both conditions, those of [22] with constant \(\kappa\) and \(\text{CD}_{\mathcal{Y}}^p \kappa, \mathcal{8} \mathcal{q}\), imply the classical Bakry-Émery condition \(\text{CD}_p \kappa, \mathcal{8} \mathcal{q}\). Moreover, there is an interesting link between both notions. Erbar and Maas introduce two functionals \(A(\rho, \psi)\) and \(B(\rho, \psi)\) for probability densities \(\rho\) on the state space \(X\) and functions \(\psi \in \mathbb{R}^{X}\), cf. also Section 9. They show that the chain has curvature bounded from below by \(\kappa\) (in their sense) if and only if the inequality \(B(\rho, \psi) \geq \alpha A(\rho, \psi)\) holds for all admissible \(\rho\) and \(\psi\), see [22, Theorem 4.5]. It turns out that
\[
A(\rho, \log \rho) = \int_X \rho \Psi_{\mathcal{1}}(\log \rho) \, d\mu
\]
and
\[
B(\rho, \log \rho) = \int_X \rho \Psi_{2,\mathcal{1}}(\log \rho) \, d\mu,
\]
see Section 5. This shows that on one hand, the entropic condition is stronger with regard to the general function \(\psi\) instead of \(\log \rho\). On the other hand, it is weaker than \(\text{CD}_{\mathcal{Y}}^p (\kappa, \mathcal{8} \mathcal{q})\) in the sense that it is of integral form, whereas \(\text{CD}_{\mathcal{Y}}^p (\kappa, \mathcal{8} \mathcal{q})\) is a pointwise condition, which has to hold at any \(x \in X\).

The paper is organized as follows. In Section 2 we motivate and introduce the curvature-dimension condition \(\text{CD}_{\mathcal{Y}}^p (\kappa, \mathcal{8} \mathcal{q})\). We demonstrate that this notion fits well to the discrete entropy method and deduce modified logarithmic Sobolev inequalities or, equivalently, an entropy decay of exponential rate in Section 3. Afterwards, we show in Section 4 that a tensorization property holds for \(\text{CD}_{\mathcal{Y}}^p (\kappa, \mathcal{8} \mathcal{q})\). Section 5 then illustrates the content with several examples. The remaining part of the paper is mainly concerned with related situations to what we have studied before. In Section 6 we replace the Boltzmann entropy by power type entropies, introduce corresponding curvature-dimension conditions and deduce Beckner inequalities. After that, in Section 7 we study hybrid processes, that is, products of processes satisfying the diffusion property and those with discrete state space. Section 8 is devoted to an outlook how the \(\text{CD}_{\mathcal{Y}}^p\)-calculus can be extended to non-local operators in the space-continuous setting. Finally, we conclude with Section 9 where we provide more details on some links between the \(\text{CD}_{\mathcal{Y}}^p\) condition and other existing approaches in the literature.

2. Setting, basic identities and CD inequalities

Let us begin this section by introducing our setting. We consider a time-homogeneous irreducible continuous-time Markov chain on a countable state space \(X\) with unique (up to positive multiples) invariant measure \(\mu\) whose generator is given by (6). Let \(\pi : X \to (0, \infty)\) denote the density for \(\mu\) with respect to the counting measure, i.e. \(d\mu = \pi d\#\). We assume that the detailed balance condition (8) holds true.
Let $\mathbb{R}^X$ denote the space of real-valued functions on $X$. We say that $f \in \ell^p(\mu)$, $1 \leq p < \infty$, if $f \in \mathbb{R}^X$ is $p$-summable with respect to $\mu$ and $f \in \ell^2(X)$ if $f \in \mathbb{R}^X$ is bounded. Further, $(P_t)_{t \geq 0}$ denotes the (Sub-)Markov semigroup given by (7).

Throughout this paper we assume that for any $x \in X$
\begin{equation}
M_1(x) := \sum_{y \in X \setminus \{x\}} k(x, y) < \infty
\end{equation}
and
\begin{equation}
M_2(x) := \sum_{y \in X \setminus \{x\}} k(x, y) \sum_{z \in X \setminus \{y\}} k(y, z) < \infty
\end{equation}
holds true.

In Section 3, 6 and 7 we will assume that the Markov chain is positive recurrent, i.e. we assume in addition that $\mu$ is a probability measure and that stochastic completeness holds (that is $P_t \mathbb{1} = \mathbb{1}$) or in other words that the Markov chain is non-explosive. It is known that the latter holds automatically whenever $\sup_{x \in X} M_1(x) < \infty$, see e.g. [53].

Due to the detailed balance condition, the generator of the Dirichlet form given by
\begin{equation}
\mathcal{E}(f, g) = \frac{1}{2} \sum_{x \in X} \sum_{y \in X} k(x, y) (f(y) - f(x)) (g(y) - g(x)) \pi(x)
\end{equation}
for $f, g$ lying in the form domain, coincides with $L$ given by (10) on bounded functions which are contained in the domain of the form generator, see [54]. Therefore, we will also denote the $\ell^2(\mu)$ operator with $L$ in the sequel. The corresponding $\ell^2(\mu)$-semigroup generated by $L$ is an extension of the semigroup given by (7) restricted to $\ell^2(X) \cap \ell^2(\mu)$. We will also use the notation $(P_t)_{t \geq 0}$ for the corresponding $\ell^2(\mu)$-semigroup.

$L$ determines in a natural way a graph structure with vertex set $X$ and edge weights given by $k(x, y)$ for $x, y \in X$, $x \neq y$. We say that $x, y$ are adjacent if $k(x, y) > 0$. Note that irreducibility and the detailed balance condition together imply that $k(x, y) > 0$ if and only if $k(y, x) > 0$. We will refer to the described graph structure as the underlying or associated graph to $L$. If $k(x, y) \in \{0, 1\}$ for any $x, y \in X$ with $x \neq y$, then the underlying graph to $L$ is an unweighted graph.

Now we recall a basic identity, which can be viewed as a kind of chain rule for the discrete operator $L$ and we refer to as the (first) fundamental identity, cf. Section 2 in [19].

**Lemma 2.1.** Let $\Omega \subset \mathbb{R}$ be an open set and $f : X \rightarrow \mathbb{R}$ such that the range of $f$ is contained in $\Omega$. Let further $H \in C^1(\Omega; \mathbb{R})$ and $f, H(f) \in \ell^1(k(x, \cdot))$ for $x \in X$. Then there holds
\begin{equation}
L(H(f))(x) = H'(f(x))LF(x) + \sum_{y \in X} k(x, y) \Lambda_H(f(y), f(x))
\end{equation}
where
\begin{equation}
\Lambda_H(w, z) := H(w) - H(z) - H'(z)(w - z), \quad w, z \in \mathbb{R}.
\end{equation}

This follows from a straightforward computation, cf. [19] Lemma 2.1. In the case of a strictly convex function $H$, the quantity $\Lambda_H(w, z)$ is called Bregman distance associated with $H$ for the points $w$ and $z$. Note that identity (13) can be regarded as an analogue in the discrete setting of the chain rule for Markov diffusion operators which reads
\begin{equation}
LH(f) = H'(f)Lf + H''(f)\Gamma(f).
\end{equation}

It turns out that for several important examples of the function $H$, the second term on the right-hand side of (14) can be rewritten in a form that provides more insights into the structure
of the term. To this purpose it is useful to define, for a given function \( H : \mathbb{R} \to \mathbb{R} \), the operator
\[
\Psi_H(f)(x) = \sum_{y \in X} k(x, y) H(f(y) - f(x)), \quad x \in X,
\]
where \( f \in \mathbb{R}^X \) is such that the latter is well defined. Clearly, \( \Psi_H(f) = LF \) if \( H \) is the identity. Observe as well that in case of \( \Omega = \mathbb{R} \) and \( H(y) = \frac{1}{2} y^2 \) we have \( \Psi_H(f) = \Gamma(f) \), and thus (14) leads to the well known identity
\[
\frac{1}{2} L(f^2) = fLf + \Gamma(f).
\]
The following identity plays a central role in our approach. It is a discrete version of the identity (19)
\[
L(\log f) = \frac{1}{f} Lf - \Gamma(\log f)
\]
from the diffusion setting and can be found in [19, Example 2.4].

**Lemma 2.2.** For positive functions \( f \in \mathbb{R}^X \) such that \( f, \log f \in \ell^1(k(x, \cdot)) \) for any \( x \in X \), there holds
\[
L(\log f) = \frac{1}{f} Lf - \Psi_Y(\log f),
\]
where
\[
\Psi_Y(y) := e^y - 1 - y, \quad y \in \mathbb{R}.
\]

**Proof.** For the reader’s convenience we repeat the short calculation, in which we apply Lemma 2.1 with \( \Omega = (0, \infty) \) and \( H(y) = \log y \). In this case we have
\[
\Lambda_H(w, z) = \log w - \log z - \frac{1}{z} (w - z) = -\Psi_Y(\log w - \log z),
\]
and thus (20) follows from (14). \( \square \)

Given a function \( H : \mathbb{R} \to \mathbb{R} \), we next define the operator \( B_H \) by
\[
B_H(f, g)(x) = \sum_{y \in X} k(x, y) H(f(y) - f(x)) (g(y) - g(x)), \quad x \in X,
\]
where \( f, g \in \mathbb{R}^X \) are such that the latter is well defined. Provided that \( H \) is continuous this is the case if \( f, g \in \ell^\infty(X) \) by (11), as well as for the quite important choice of \( g = LF \) with \( f \in \ell^\infty(X) \) due to (12). Observe further that \( B_H(f, g) = 2\Gamma(f, g) \) in case of \( H \) being the identity.

The next result provides a fundamental identity for the state space \( X = \mathbb{Z}^d \) in case of translation invariant kernels.

**Lemma 2.3.** Let \( d \in \mathbb{N}, H \in C^1(\mathbb{R}) \) and suppose that the kernel \( k : \mathbb{Z}^d \times \mathbb{Z}^d \to \mathbb{R} \) is of the form
\[
k(x, y) = k_*(y - x), \quad x, y \in \mathbb{Z}^d, \quad k(x, x) = -\sum_{y \in \mathbb{Z}^d \setminus \{0\}} k_*(y), \quad x \in \mathbb{Z}^d,
\]
where \( k_* \) is nonnegative on \( \mathbb{Z}^d \setminus \{0\} \) and \( k_* \in \ell^1(\mathbb{Z}^d \setminus \{0\}) \). Let \( L \) be the Markov generator associated with the kernel \( k \), the state space being \( X = \mathbb{Z}^d \), and let \( f \in \ell^\infty(\mathbb{Z}^d) \). Then for all \( x \in \mathbb{Z}^d \),
\[
L(\Psi_H(f))(x) = B_H(f, LF)(x)
\]
\[
+ \sum_{h, \sigma \in \mathbb{Z}^d \setminus \{0\}} k_*(h) k_*(\sigma) \Lambda_{\Delta}(f(x + h + \sigma) - f(x + h), f(x + \sigma) - f(x)).
\]
In particular, if \( H \) is convex,
\[
L(\Psi_H(f))(x) - B_H(f, LF)(x) \geq 0, \quad x \in \mathbb{Z}^d.
\]
Proof. Using the special form of the kernel \(k\) we have
\[
L(\Psi_H(f))(x) = \sum_{h \in \mathbb{Z} \setminus \{0\}} k_*(h)(\Psi_H(f)(x + h) - \Psi_H(f)(x))
\]
\[
= \sum_{h, \sigma \in \mathbb{Z} \setminus \{0\}} k_*(h)k_*(\sigma) \left[ H(f(x + h + \sigma) - f(x + h)) - H(f(x + \sigma) - f(x)) \right]
\]
and
\[
B_H(f, Lf)(x) = \sum_{h \in \mathbb{Z} \setminus \{0\}} k_*(h)H'(f(x + h) - f(x))(Lf(x + h) - Lf(x))
\]
\[
= \sum_{h, \sigma \in \mathbb{Z} \setminus \{0\}} k_*(h)k_*(\sigma)H'(f(x + h) - f(x))(f(x + h + \sigma) - f(x + h) - f(x + \sigma) + f(x)).
\]

Recalling the definition of \(\Lambda_H\) (see (15)), identity (22) follows immediately from the last two relations. The second assertion is evident by positivity of \(k_*\) and the definition of \(\Lambda_H\).

It is interesting to note that identity (22) is structurally very similar to the fundamental identity (14). In contrast to (14), the \(\Lambda_H\)-term in (22) involves a difference of second order. We also remark that (22) can be viewed as a generalized discrete version of Bochner's identity. In fact, taking \(H(y) = \frac{1}{2}y^2\) we have
\[
\Lambda_H(w, z) = \frac{1}{2}(w - z)^2, \quad \Psi_H(f) = \Gamma(f), \quad B_H(f, g) = 2\Gamma(f, g),
\]
and thus obtain
\[
L\Gamma(f)(x) = L\Psi_H(f)(x)
\]
\[
= B_H(f, Lf)(x) + \sum_{h, \sigma \in \mathbb{Z} \setminus \{0\}} k_*(h)k_*(\sigma)\Lambda_H(f(x + h + \sigma) - f(x + h), f(x + \sigma) - f(x))
\]
\[
= 2\Gamma(f, Lf)(x) + \frac{1}{2} \sum_{h, \sigma \in \mathbb{Z} \setminus \{0\}} k_*(h)k_*(\sigma)(f(x + h + \sigma) - f(x + h) - f(x + \sigma) + f(x))^2.
\]

This is a discrete variant of Bochner's identity for the Laplacian \(\Delta\) on \(\mathbb{R}^d\), which states that
\[
\Delta(|\nabla f|^2) = 2\nabla f \cdot \nabla \Delta f + 2 \sum_{i,j=1}^d (\partial_i \partial_j f)^2.
\]

Since identity (22) plays an important role with regard to curvature-dimension inequalities for non-local operators in the discrete setting we will also refer to it as second fundamental identity.

The following identity is of crucial importance in the proof of Theorem 3.4 on the second time derivative of the entropy.

Lemma 2.4. There holds
\[
(24) \quad \frac{1}{2} \int_X e^g B_T(g, h) \, d\mu = - \int_X e^g Lh \, d\mu.
\]
for any functions \(g, h \in \mathbb{R}^X\) such that the expressions in (24) are well defined.

Proof. Inserting \(T'(z) = e^z - 1\) into the definition of the operator \(B_T\) we obtain
\[
\int_X e^g B_T(g, h) \, d\mu = \sum_{x, yeX} k(x, y) e^g(x) (e^{g(y)} - g(x) - 1)(h(y) - h(x))\pi(x)
\]
\[
= \sum_{x, yeX} k(x, y) e^g(y) (h(y) - h(x))\pi(x) - \sum_{x \in X} e^g(x) Lh(x)\pi(x).
\]
By detailed balance,
\[
\sum_{x,y \in X} k(x,y)e^{\sigma(y)}(h(y) - h(x))\pi(x) = \sum_{x,y \in X} k(y,x)e^{\sigma(y)}(h(y) - h(x))\pi(y) = \sum_{y \in X} e^{\sigma(y)}(-Lh(y))\pi(y),
\]
which proves the assertion. \(\square\)

**Remark 2.5.** Identity (24) can be viewed as discrete analogue of the formula
\[
\int_X e^\theta \Gamma(g,h) \, d\mu = -\int_X e^\theta Lh \, d\mu,
\]
which is valid in the diffusion setting (with \(\mu\) being an invariant and reversible measure on \(X\)) and follows from the chain rule \(\Gamma(H(g),h) = H'(g)\Gamma(g,h)\) for the carré du champ operator and the identity
\[
\int_X \Gamma(f,g) \, d\mu = -\int_X fLg \, d\mu,
\]
see \[7, Section 3.4.1\].

Lemma 2.2 suggests to regard \(\Psi_\Upsilon(f)\) as a suitable substitute for the carré du champ operator \(\Gamma(f)\). Further, Lemma 2.4 shows that identity (25) has a discrete version where \(\Gamma\) is replaced by the operator \(2B_\Upsilon\). These two key observations are also reflected in the next definition, where we introduce the operator which will serve as appropriate substitute for the gamma deux \(\Gamma_2(f)\) in our curvature-dimension condition.

**Definition 2.6.** For any \(f \in \ell^\infty(X)\), we define the operator
\[
\Psi_2,\Upsilon(f) = \frac{1}{2} \left( L\Psi_\Upsilon(f) - B_\Upsilon(f,Lf) \right).
\]

We want to emphasize here the great structural similarity to the definition of \(\Gamma_2(f)\), which is given by
\[
\Gamma_2(f) = \frac{1}{2} \left( L\Gamma(f) - 2\Gamma(f,Lf) \right).
\]
To better understand the connection between both objects, let us introduce the more general operator
\[
\Psi_{2,H}(f) = \frac{1}{2} \left( L\Psi_H(f) - B_H(f,Lf) \right),
\]
where \(H \in C^1(\mathbb{R})\) is an arbitrary function and \(f \in \ell^\infty(X)\). Now observe that the choice \(H(y) = \frac{1}{2}y^2\) leads to the classical object, the gamma deux operator \(\Gamma_2(f)\), whereas \(H = \Upsilon\) gives the new object from Definition 2.6. So the quadratic function is replaced with \(H(y) = \Upsilon(y) = e^y - 1 - y\!

**Definition 2.7.** The Markov generator \(L\) is said to satisfy the curvature-dimension inequality \(\text{CD}_\Upsilon(\kappa,\infty)\) at \(x \in X\) for \(\kappa \in \mathbb{R}\), if for every function \(f \in \ell^\infty(X)\) there holds
\[
\Psi_{2,\Upsilon}(f)(x) \geq \kappa \Psi_\Upsilon(f)(x).
\]
If \(L\) satisfies \(\text{CD}_\Upsilon(\kappa,\infty)\) at any \(x \in X\), then we say that \(L\) satisfies \(\text{CD}_\Upsilon(\kappa,\infty)\).

**Remark 2.8.** (i) The choice of the suitable class of functions is a quite subtle question in the classical Bakry-Émery theory. In our case, the assumptions (11) and (12) ensure that the operators \(\Psi_\Upsilon\) and \(\Psi_{2,\Upsilon}\) are both well defined on \(\ell^\infty(X)\). This is enough for the applications we
have in mind, as we will see below. However, one may choose alternative function spaces that possibly depend on the kernel.

(ii) If the associated graph to $L$ is locally finite, (28) holds true for any $f \in \mathbb{R}^X$ if and only it holds on $L\ell^p(X)$. This is a consequence of the fact that for any $x \in X$ the expressions $\Psi_{2,T}(f)(x)$ and $\Psi_T(f)(x)$ only depend on finitely many values of $f$.

**Remark 2.9.** (i) In [50, Remark 3.12], Mimnch introduces the CD condition $CD\psi(d,K)$ for the discrete Laplacian on a finite graph without weights, where $\psi$ is a concave function on $(0, \infty)$, $d > 0$ is the dimension parameter and $K \in \mathbb{R}$ the lower curvature bound. It turns out that for $\psi = \log$ the condition $CD\psi(\kappa, \kappa)$ is equivalent to $CD_T(\kappa, \infty)$, see the proof in Section 9. This observation is by no means obvious, as the quantity $\Gamma_2^\psi$ appearing in $CD\psi(d,K)$ is defined in a rather implicit way. We point out that in [50], the condition $CD\psi(d,K)$ with $K > 0$ only crops up in Remark 3.12., in form of a definition. It is not used at all in [50] as this paper focuses on Li-Yau inequalities, for which, assuming nonnegative curvature, the term involving the dimension parameter plays the decisive role.

(ii) We can also define a more general $CD_T(\kappa,d)$ condition with $\kappa \in \mathbb{R}$ and a dimension parameter $d \in [1, \infty]$ via the inequality

\[(29) \quad \Psi_{2,T}(f) \geq \frac{1}{d} (Lf)^2 + \kappa \Psi_T(f).\]

This condition is equivalent to $CD\psi(d,K)$ from [50] with $\psi = \log$, cf. Section 9 and the comments in 50 concerning the case $\psi = \log$. The condition $CD_T(\kappa,d)$ with $d < \infty$ is not so much in the focus of this paper. It will appear in Remark 2.13 on the relation to the classical Bakry-Emery condition and in Remark 4.3 in connection with a generalization of our main tensorization result.

(iii) The condition $CD_T(0,d)$ is also closely linked to the condition $CD(F;0)$ with a quadratic CD-function $F$. These notions were introduced in the very recent work [19] Definitions 3.1 and 3.8, which is also concerned with discrete versions of the Li-Yau gradient estimate. The operator $\Psi_T$ is also already used in [19]. Translating the situation from [19], where the authors consider a generalized graph Laplacian with vertex weights and symmetric edge weights on a locally finite graph, the condition $CD(F;0)$ at $x \in X$ with CD-function $F$ says that

\[(30) \quad LF_T(f)(x) \geq F(-Lf(x))\]

holds for any function $f : X \to \mathbb{R}$ satisfying the conditions

\[(31) \quad Lf(x) < 0 \quad \text{and} \quad Lf(x) \leq Lf(y) \quad \text{if} \; k(x,y) > 0.\]

Using $\Upsilon'(z) = \Upsilon(z) + z$, $e^z = \Upsilon(z) + 1$, $\Psi(f) = Lf$ and denoting the function with constant value 1 by 1 we have

\[
L\Psi_T(f)(x) = L\Psi_T(f)(x) + L^2f(x) \\
= 2\Psi_{2,T}(f)(x) + B_T(f,Lf)(x) + B_1(f,Lf)(x) \\
= 2\Psi_{2,T}(f)(x) + B_{\exp}(f,Lf)(x).
\]

This shows that under (31) (which suffices for the Li-Yau inequality when using the maximum principle), it is advantageous to work with $L\Psi_T(f)(x)$ instead of $2\Psi_{2,T}(f)(x)$, since one has the additional nonnegative term $B_{\exp}(f,Lf)(x)$. Employing this term and allowing also for nonquadratic CD-functions may lead to significantly better (even sharp) Li-Yau estimates ([19]).

(iv) The condition $CD_T(\kappa,\infty)$ is further closely connected to the generalized $\Gamma$-calculus described in Monmarché [48, Section 2]. Here the author extends the classical $\Gamma$-calculus to study functional inequalities, hypoellipticity and hypocoercivity for degenerate Markov processes like, e.g., generalized Ornstein-Uhlenbeck processes, kinetic Fokker-Planck diffusion in $\mathbb{R}^{2d}$ or chains.
of interacting particles. We also refer to [49] Section 4, where Monmarché already formulates the basic ingredients of his calculus for Markov semigroups on the Euclidean space \( \mathbb{R}^d \).

Assuming that the domain \( D(L) \) of the generator \( L \) contains a core \( \mathcal{A} \) (which is also an algebra) and setting \( \mathcal{A}_+ := \{ f \in \mathcal{A} : f \geq 0 \} \) he considers maps \( \Phi : \mathcal{A}_+ \to \mathcal{A} \) differentiable in the sense that \( \frac{1}{\tau}(\Phi(f + \tau g) - \Phi(f))(x) \) converges as \( \tau \to 0 \) to \( (d\Phi(f)g)(x) \) (this is the notation used in [48]) for all \( x \in X, f, g \in \mathcal{A}_+ \), where \( d\Phi \) is the corresponding derivation operator. For \( f \in \mathcal{A}_+ \), Monmarché then defines the operator

\[
\Gamma_{L,\Phi}(f) = \frac{1}{2} \left( L\Phi(f) - d\Phi(f).L f \right).
\]

For \( \Phi(f) = f^2 \) one obtains \( \Gamma_{L,\Phi}(f) = \Gamma(f) \). With the choice \( \Phi(f) = \Gamma(f) \) one recovers the \( \Gamma_2 \)-operator. In this general framework, Monmarché introduces the curvature condition \( \Gamma_{L,\Phi}(f) \geq \kappa \Phi(f) \) with some \( \kappa \in \mathbb{R} \).

If we now take \( \Phi(f) = \Psi_T(f) \) in the discrete setting, we obtain that

\[
\frac{1}{\tau}(\Phi(f + \tau g) - \Phi(f))(x) \to B_T(f,g)(x) \quad \text{as} \quad \tau \to 0,
\]

under suitable conditions on \( f, g \) and the kernel \( k \), and consequently, \( \Gamma_{L,\Phi}(f) = \Psi_{2,T}(f) \) so that Monmarché’s curvature condition is formally equivalent to \( CD_T(\kappa,\infty) \). Note that here, there is no reason to restrict \( \Phi \) to nonnegative functions as in [48].

We point out that objects like \( \Psi_T, \Psi_{2,T} \) or the discrete Boltzmann entropy (see Section 3 below) do not seem to appear at all in [48], [49], as the focus of the author does not lie on the pure discrete setting but mainly on degenerate problems in a continuous setting.

(v) As already mentioned in the introduction, the operators \( \Psi_T \) and \( \Psi_{2,T} \) also appear implicitly in the context of entropic Ricci curvature of Erbar and Maas in [22]. More precisely, in Section 4 we will demonstrate that

\[
\mathcal{A}(\rho, \log \rho) = \int_X \rho \Psi_T(\log \rho) \, d\mu
\]

and

\[
\mathcal{B}(\rho, \log \rho) = \int_X \rho \Psi_{2,T}(\log \rho) \, d\mu,
\]

hold respectively, where the functionals \( \mathcal{A} \) and \( \mathcal{B} \) play a key role in [22], see also Section 3 for a definition.

On suitable functions the Bakry-Émery condition is known to be equivalent to respective gradient bounds in the diffusive setting of [7] as well as in the discrete setting, for instance, of [39] and [29]. The following remark indicates that we can characterize the \( CD_T \) condition in a similar spirit.

**Remark 2.10.** Due to the work of [48], which we have discussed in Remark 2.9(iv), [29] is equivalent to the gradient bound

\[
\Psi_T(P_t f) \leq e^{-2\kappa t} P_t(\Psi_T(f)), \quad t > 0,
\]

in a class of sufficiently good functions, cf. Lemma 1 in [48]. We revisit the instructive argument on a formal level for the reader’s convenience.

Let \( t > 0 \) and \( \varphi(s) := e^{-2\kappa s} P_s(\Psi_T(P_{t-s} f)), s \in [0,t] \). Then we have

\[
\varphi'(s) = e^{-2\kappa s} \left( -2\kappa P_s(\Psi_T(P_{t-s} f)) + LP_s(\Psi_T(P_{t-s} f)) + P_s \left( \frac{d}{ds} \Psi_T(P_{t-s} f) \right) \right).
\]
Now, for any \( \tau > 0 \)
\[
\frac{d}{d\tau} \Psi_T(P_\tau f) = B_T(P_\tau f, LP_\tau f)
\]
holds true and thus
\[
\varphi'(s) = 2e^{-2s}P_s\left(\Psi_{2,T}(P_{1-s}f) - \kappa\Psi_T(P_{1-s}f)\right).
\]
Thus, we infer from \( CD_T(\kappa, \infty) \) and the positivity of the semigroup that \( \varphi \) is increasing and consequently we observe (34) by
\[
e^{-2st}P_t(\Psi_T(f)) - \Psi_T(P_t f) = \varphi(t) - \varphi(0) \geq 0.
\]
Conversely, (34) implies for \( t > 0 \)
\[
\frac{G(t) - G(0)}{t} \geq 0,
\]
where \( G(t) = e^{-2st}P_t(\Psi_T(f)) - \Psi_T(P_t f) \). Using (34), we have further
\[
\frac{d}{dt} G(t) = e^{-2st}(-2\kappa P_t(\Psi_T(f)) + LP_t(\Psi_T(f))) - B_T(P_t f, LP_t f).
\]
In particular, we deduce from \( G'(0) \geq 0 \) the estimate
\[
0 \leq -2\kappa \Psi_T(f) + L\Psi_T(f) - B_T(f, Lf),
\]
which yields \( CD_T(\kappa, \infty) \).

The above calculation is rigorous for any \( f \in \mathbb{R}^X \) if \( X \) is finite. In the general case, regularity assumptions on \( f \) are needed, particularly to guarantee that the generator and the semigroup do commute in the above lines.

**Proposition 2.11.** If the Markov generator \( L \) satisfies \( CD_T(\kappa, \infty) \), then \( L \) also satisfies \( CD(\kappa, \infty) \).

**Remark 2.12.** We remark that the statement of Proposition 2.11 is implicitly contained in [50] in the special case of finite graphs without weights, cf. Remark 2.11 above. Since our setting is more general, we present a self-contained proof.

**Proof.** Let \( f \in \ell^\infty(X) \) and \( x \in X \). In order to calculate \( \lim_{\lambda \to 0} \frac{\Psi_T(\lambda f)(x)}{\lambda^2} \) and \( \lim_{\lambda \to 0} \frac{\Psi_{2,T}(\lambda f)(x)}{\lambda^2} \) we apply l’Hôpital’s rule, respectively. We obtain
\[
\frac{d}{d\lambda} \Psi_T(\lambda f)(x) = \sum_{y \in X \setminus \{x\}} k(x, y) \Psi'(\lambda(f(y) - f(x)))(f(y) - f(x))
\]
and
\[
\frac{d^2}{d\lambda^2} \Psi_T(\lambda f)(x) = \sum_{y \in X \setminus \{x\}} k(x, y) e^{\lambda(f(y) - f(x))} (f(y) - f(x))^2.
\]
Hence, we have
\[
\lim_{\lambda \to 0} \frac{\Psi_T(\lambda f)(x)}{\lambda^2} = \frac{1}{2} \sum_{y \in X \setminus \{x\}} k(x, y) \left( f(y) - f(x) \right)^2 = \Gamma(f)(x).
\]
Above, we were able to interchange the order of differentiation and summation by (11). In the subsequent lines we use (12) for that purpose. We obtain
\[
\frac{d}{d\lambda} L \Psi_T(\lambda f)(x) = \sum_{y \in X \setminus \{x\}} k(x, y) \frac{d}{d\lambda} \left( \Psi_T(\lambda f)(y) - \Psi_T(\lambda f)(x) \right)
\]
and by (36),
\[ \frac{d^2}{d\lambda^2} L\Psi_T(\lambda f)(x) = \sum_{y \in X \setminus \{x\}} k(x, y) \left( \sum_{z \in X \setminus \{y\}} k(y, z) e^{\lambda(f(z) - f(y))} (f(z) - f(y))^2 \right. \\
\left. - \sum_{z \in X \setminus \{x\}} k(x, z) e^{\lambda(f(z) - f(x))} (f(z) - f(x))^2 \right). \]

Consequently,
\[ \lim_{\lambda \to 0} \frac{L\Psi_T(\lambda f)(x)}{\lambda^2} = \sum_{y \in X \setminus \{x\}} k(x, y)(\Gamma(f)(y) - \Gamma(f)(x)) = L\Gamma(f)(x). \]

Further, by the product rule
\[ \frac{d}{d\lambda} B_T(\lambda f, L(\lambda f))(x) = \sum_{y \in X \setminus \{x\}} k(x, y) \left( \Gamma'(\lambda f(y) - f(x)) (Lf(y) - Lf(x)) \right. \\
\left. + \lambda e^{\lambda(f(y) - f(x))} (Lf(y) - Lf(x)) (f(y) - f(x)) \right) \]
and thus
\[ \frac{d^2}{d\lambda^2} B_T(\lambda f, L(\lambda f))(x) = \sum_{y \in X \setminus \{x\}} k(x, y) \left( 2\lambda e^{\lambda(f(y) - f(x))} (Lf(y) - Lf(x)) (f(y) - f(x)) \right. \\
\left. + \lambda e^{\lambda(f(y) - f(x))} (Lf(y) - Lf(x)) (f(y) - f(x))^2 \right). \]

We deduce
\[ \lim_{\lambda \to 0} \frac{B_T(\lambda f, L(\lambda f))(x)}{\lambda^2} = 2\Gamma(f, Lf)(x). \]

Combining (37) and (38), yields
\[ \lim_{\lambda \to 0} \frac{\Psi_{2, T}(\lambda f)(x)}{\lambda^2} = \Gamma_2(f)(x). \]

Now, \( CD_T(\kappa, \infty) \) implies
\[ \Gamma_2(f)(x) = \lim_{\lambda \to 0} \frac{\Psi_{2, T}(\lambda f)(x)}{\lambda^2} \]
\[ \geq \kappa \lim_{\lambda \to 0} \frac{\Psi_T(\lambda f)(x)}{\lambda^2} = \kappa \Gamma(f)(x). \]

**Remark 2.13.** (i) The proof of Proposition 2.11 shows that the classical Bakry-Émery condition \( CD(\kappa, \infty) \) is obtained from \( CD_T(\kappa, \infty) \) by taking the scaling limit at zero, the crucial property being that \( \Gamma(y) \) behaves like \( \frac{1}{2} y^2 \) as \( y \to 0 \).

(ii) Since clearly \( (L(\lambda f))^2 = \lambda^2 (Lf)^2 \), the statement of Proposition 2.11 (and its proof) extends to the finite dimension case, that is, \( CD_T(\kappa, d) \) (as defined in Remark 2.9(ii)) implies \( CD(\kappa, d) \) for any \( \kappa \in \mathbb{R} \) and \( d \in [1, \infty[. \)

We next want to derive estimates which allow us to compare \( \Psi_T(f) \) and \( \Gamma(f) \) as well as \( \Psi_{2, T}(f) \) and \( \Gamma_2(f) \), respectively, in a quantitative way provided that \( f \) has small values. We begin with a useful representation of the operator \( \Psi_{2, H}(f) \), which was introduced in (27). By definition, we have
\[ 2\Psi_{2, H}(f)(x) = L\Psi_H(f)(x) - B_H(f, Lf)(x) \]
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Proposition 2.16. Let \( \varepsilon \in (0, \frac{1}{2}) \) and \( \delta_\varepsilon > 0 \) be such that the two-sided quadratic estimate \((40)\) for the \( \Upsilon \)-function is satisfied. Suppose further that there is a constant \( M > 0 \) such that

\[
\sup_{x \in X} M_1(x) \leq M.
\]

Then the following estimates hold for any \( x \in X \) and \( f \in \mathbb{R}^X \) with \( 2|f|_\infty \leq \delta \leq \delta_\varepsilon \).

\[
(1 - \varepsilon) \Gamma(f)(x) \leq \Psi_\Upsilon(f)(x) \leq (1 + \varepsilon) \Gamma(f)(x),
\]

\[
(1 - 2\varepsilon) \Gamma_2(f)(x) - 6M(\varepsilon + \delta) \Gamma(f)(x) \leq \Psi_{2, \Upsilon}(f)(x)
\]

\[
\leq (1 + 2\varepsilon) \Gamma_2(f)(x) + 6M(\varepsilon + \delta) \Gamma(f)(x).
\]

From Proposition 2.14, we immediately deduce the following result.

Corollary 2.15. Let \( \varepsilon \in (0, \frac{1}{2}) \) and \( \delta_\varepsilon > 0 \) be such that the two-sided quadratic estimate \((40)\) for the \( \Upsilon \)-function is satisfied. Suppose further that \((14)\) holds and that the Markov generator \( L \) satisfies the condition \( \text{CD}(\kappa, \infty) \) with some \( \kappa > 0 \). Then for any \( x \in X \) and any \( f \in \mathbb{R}^X \) with \( 2|f|_\infty \leq \delta \leq \delta_\varepsilon \) there holds

\[
(1 - 2\varepsilon - \frac{6M}{\kappa}(\varepsilon + \delta)) \Gamma_2(f)(x) \leq \Psi_{2, \Upsilon}(f)(x) \leq (1 + 2\varepsilon + \frac{6M}{\kappa}(\varepsilon + \delta)) \Gamma_2(f)(x).
\]

We come back to the important case where \( X = \mathbb{Z}^d \) and \( k \) is a translation invariant kernel.

Proposition 2.16. Let \( d \in \mathbb{N} \) and suppose that the kernel \( k : \mathbb{Z}^d \times \mathbb{Z}^d \to \mathbb{R} \) is of the form described in Lemma 2.15, that is \( k(x, y) = k_\ast(y - x) \), \( x, y \in \mathbb{Z}^d \), \( x \neq y \), where \( k_\ast \in \ell^1(\mathbb{Z}^d \setminus \{0\}) \) is nonnegative. Let \( f \in \ell^\infty(\mathbb{Z}^d) \) and \( x \in \mathbb{Z}^d \). Then

\[
\Gamma_2(f)(x) = \frac{1}{4} \sum_{h, \sigma \in \mathbb{Z}^d \setminus \{0\}} k_\ast(h)k_\ast(\sigma)(f(x + h + \sigma) - f(x + h) - f(x + \sigma) + f(x))^2
\]

and

\[
\Psi_{2, \Upsilon}(f)(x) = \frac{1}{2} \sum_{h, \sigma \in \mathbb{Z}^d \setminus \{0\}} k_\ast(h)k_\ast(\sigma)e^{f(x + \sigma) - f(x)} \Upsilon(f(x + h + \sigma) - f(x + h) - f(x + \sigma) + f(x)).
\]

In particular, the CD conditions \( \text{CD}(0, \infty) \) and \( \text{CD}_\Upsilon(0, \infty) \) are satisfied.
Proof. The assertion on $\Gamma_2$ and the classical Bakry-Émery condition are well known in the literature. See also the discussion above after Lemma 2.3.

Concerning $\Psi_{2,Y}$ we apply Lemma 2.3 with $H = Y$ and use that

$$\Lambda_Y(w, z) = Y(w) - Y(z) - Y'(z)(w - z)$$

$$= (e^w - 1 - w) - (e^z - 1 - z) - (e^z - 1)(w - z)$$

$$= e^w - e^z - e^z(w - z)$$

$$= \Lambda_{\exp}(w, z) = e^zY(w - z).$$

\[\square\]

**Remark 2.17.** The identity (45) has been used in the one-dimensional setting of $X = \mathbb{Z}$ in the quite recent work [59], where positive and negative results concerning the $CD(0, n)$ condition with $n < \infty$ were established. According to Remark 2.9(i) and Remark 2.13(ii), this is important in the context of Li-Yau inequalities since the $CD(0, n)$ condition is necessary for $CD_T(0, n)$, which has been introduced in Remark 2.9(ii). However, as to curvature bounds, we observe that, formally, $CD(k, \infty)$ (and thus $CD_T(k, \infty)$) cannot be valid by plugging the identity function in (45). See [59] Theorem 6.1 for a rigorous proof that applies to a large class of kernels using approximative arguments.

### 3. Entropy Decay and Modified Log-Sobolev Inequality

Recall that we assume throughout this section that the invariant and reversible measure $\mu$ is a probability measure on $X$ and $(P_t)_{t \geq 0}$ is a Markov semigroup. Also recall that $\pi$ denotes the (probability) density of $\mu$ with respect to the counting measure on $X$. Let

$$\mathcal{P}(X) := \{\rho : X \to [0, \infty) \text{ such that } \sum_{x \in X} \rho(x)\pi(x) = 1\}$$

denote the set of probability densities with respect to $\mu$ on $X$. Further, let $\mathcal{P}_+(X)$ denote the set of strictly positive probability densities with respect to $\mu$ and $\mathcal{P}_+(X) := \mathcal{P}_+(X) \cap \ell^{\infty,+}(X)$, where

$$\ell^{\infty,+}(X) = \{f \in \ell^\infty(X) : \exists c > 0 \text{ s.t. } f(x) \geq c > 0, \forall x \in X\}.$$

We consider the entropy

$$\mathcal{H}(\rho) = \int_X \rho \log \rho \, d\mu = \sum_{x \in X} \rho(x) \log(\rho(x))\pi(x), \quad \rho \in \mathcal{P}(X),$$

where we set $0 \log 0 = 0$ in this definition (and $\mathcal{H}(f) = \infty$ is allowed), and the discrete Fisher information

$$\mathcal{I}(\rho) = \int_X \rho \Psi_T(\log \rho) \, d\mu = \sum_{x \in X} \rho(x)\Psi_T(\log \rho)(x)\pi(x), \quad \rho \in \mathcal{P}^+_+(X).$$

Using the identity

$$aY(\log b - \log a) = b - a - a(\log b - \log a), \quad a, b > 0,$$

and detailed balance we can rewrite the Fisher information as

$$\mathcal{I}(\rho) = \sum_{x \in X} \rho(x) \sum_{y \in X} k(x, y)Y(\log \rho(y) - \log \rho(x))\pi(x)$$

$$= \frac{1}{2} \sum_{x \in X} \rho(x) \sum_{y \in X} k(x, y)Y(\log \rho(y) - \log \rho(x))\pi(x)$$
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Lemma 3.2. Assume that
\begin{equation}
H(\rho) = \mathcal{I}(\rho, \log \rho), \quad \rho \in \mathcal{P}_b(X), \quad \mathcal{I}(\rho) = \infty.
\end{equation}
With regard to the latter we work with the function space \( P_b(X) \), where \( \mathcal{I}(\rho) = \infty \) is allowed.

Definition 3.1. We say that \( L \) satisfies the modified logarithmic Sobolev inequality \( \text{MLSI}(\alpha) \) with \( \alpha > 0 \), if
\begin{equation}
\mathcal{H}(f) \leq \frac{1}{2\alpha} \mathcal{I}(f)
\end{equation}
holds for any \( f \in P_b(X) \) with \( \mathcal{H}(f) < \infty \).

It is a classical fact that exponential decay of the entropy
\begin{equation}
\mathcal{H}(P_t f) \leq e^{-2\alpha t} \mathcal{H}(f), \quad t > 0,
\end{equation}
is equivalent to (49) on a suitable class of functions, see e.g. [14]. With regard to the latter we will work with the function space \( P_b^+(X) \).

Lemma 3.2. Assume that (49) holds for \( \alpha > 0 \) and any \( f \in P_b^+(X) \). Then \( L \) satisfies \( \text{MLSI}(\alpha) \).

Proof. Clearly, there is nothing to show in the case of \( \mathcal{I}(f) = \infty \). If \( \mathcal{I}(f) < \infty \) the claim can be established by a standard truncation argument. More precisely, one considers the sequence \( (f_n)_{n \in \mathbb{N}} \in P_b^+(X) \) given by \( f_n(x) = \frac{f(x)}{C_n} \) if \( \frac{1}{n} \leq f(x) \leq n \), \( f_n(x) = \frac{1}{C_n} \) if \( f(x) > \frac{1}{n} \) and \( f_n(x) = n \) if \( f(x) > n \), where \( C_n \) denotes the corresponding normalizing constant. Now, it is straightforward to check that \( \mathcal{H}(f_n) \to \mathcal{H}(f) \) and \( \mathcal{I}(f_n) \to \mathcal{I}(f) \) as \( n \to \infty \).

In the classical diffusive setting the modified logarithmic Sobolev inequality coincides with the logarithmic Sobolev inequality by means of classical chain rules. This is no longer true in the discrete setting, where the logarithmic Sobolev inequality is stronger than (49) (cf. [18] Lemma 2.7). We refer to [11] and [13] for an extensive overview on these functional inequalities in the discrete setting of Markov chains.

As a motivation, we briefly outline the Bakry-Émery approach to establish the functional inequality (49). The key step is to achieve the differential inequality
\begin{equation}
\frac{d^2}{dt^2} \mathcal{H}(P_t f) \geq -2\alpha \frac{d}{dt} \mathcal{H}(P_t f),
\end{equation}
which is established in the classical diffusive setting by means of the Bakry-Émery condition \( CD(\alpha, \infty) \). Starting from (51) the strategy is quite general. By Gronwall’s lemma one deduces
\[-\frac{d}{dt} \mathcal{H}(P_t f) \leq -e^{-2\alpha t} \frac{d}{dt} \mathcal{H}(P_t f) \bigg|_{t=0}.
\]
Integrating this inequality, yields
\[\mathcal{H}(f) - \mathcal{H}(P_t f) \leq -\frac{d}{dt} \mathcal{H}(P_t f) \bigg|_{t=0} \int_0^t e^{-2\alpha s} ds.
\]
As \( \frac{d}{dt} \mathcal{H}(P_t f) = -\mathcal{I}(P_t f) \) holds (see Proposition 3.3 below), (49) follows by sending \( t \to \infty \) if \( \mathcal{H}(P_t f) \to 0 \) as \( t \to \infty \). If \( f \in \mathcal{P}_{\geq 0}(X) \), the latter property follows from ergodicity of the Markov chain, the dominated convergence theorem and \( \langle P_t \rangle_{t \geq 0} \) being a Markov semigroup.

Note that this strategy not only applies to the entropy functional \( \mathcal{H} \). Therefore we will use it not only in the present context to deduce Corollary 3.5, but also in the setting of power-type entropies (Corollary 6.9) and those of hybrid processes (Corollary 7.4).

In order to apply the pointwise condition (28), we need to be able to interchange the order of differentiation and integration in the strategy explained above. Concerning the finite state-space case this is of course clear. For the general case, we will impose respective integrability conditions on the functions \( M_1 \) and \( M_2 \) (see (11) and (12)) such that the dominated convergence theorem applies, see Proposition 3.3, Theorem 3.4, Corollary 3.5, Theorem 6.8 and Corollary 6.9.

It is well known that the time-derivative of the entropy equals the negative Fisher information along the heat flow associated with the operator \( L \), see e.g. [22], [32, Section 5.1].

**Proposition 3.3.** Let \( M_1 \in \ell^1(\mu) \). Then for any \( f \in \mathcal{P}_\#(X) \),

\[
\frac{d}{dt} \mathcal{H}(P_t f) = -\mathcal{I}(P_t f), \quad t \geq 0
\]

holds true.

Even though this result is well known it is instructive to revisit the argument in terms of our notation. Since \( \frac{d}{dt} P_t f = LP_t f \) we have

\[
\frac{d}{dt} \mathcal{H}(P_t f) = \frac{d}{dt} \int_X P_t f \log (P_t f) \, d\mu = \int_X (LP_t f) \log (P_t f) \, d\mu + \int_X LP_t f \, d\mu.
\]

The last integral vanishes by invariance of \( \mu \). Since \( L = L^* \) w.r.t. \( \mu \) (by reversibility) and applying Lemma 2.2 the first integral can be rewritten as

\[
\int_X (LP_t f) \log (P_t f) \, d\mu = \int_X P_t f \log (P_t f) \, d\mu
\]

\[
= \int_X P_t f \left( \frac{1}{P_t f} LP_t f - \Psi_T \log (P_t f) \right) \, d\mu
\]

\[
= -\int_X P_t f \Psi_T \log (P_t f) \, d\mu = -\mathcal{I}(P_t f),
\]

where we use again invariance of \( \mu \). This shows (52).

Observe that the only difference of the previous proof to the one in the diffusion setting is the usage of the fundamental identity from Lemma 2.2 in line (53). In the diffusion setting, at this place, one employs the chain rule

\[
L \log (P_t f) = \frac{1}{P_t f} LP_t f - \Gamma (\log (P_t f)),
\]

which then leads to the desired result as the Fisher information is defined as

\[
\mathcal{I}(\rho) = \int_X \rho \Gamma (\log \rho) \, d\mu = \int_X \frac{1}{\rho} \Gamma (\rho) \, d\mu.
\]

We turn now to derive an estimate for the second time derivative of the entropy, which is the key idea in the Bakry-Émery approach as described above. We will prove a representation
Applying to the last integral the identity (25) with g from the diffusion setting and is tailor-made for applying a CD condition. We will also see that the whole line of arguments is a natural discrete analogue of a suitably chosen proof of (55) in the diffusion setting. To make this explicit and to motivate our discrete computations we will first give such a proof in the diffusion setting and treat the discrete case afterwards. The following argument is also interesting in its own, regardless of the question of adaptability to the discrete setting. It does not seem to be included in standard references such as [7] and [32], at least in the form we present here.

The Fisher information being given by (54), we have in the diffusion setting

\[
\frac{d^2}{dt^2} \mathcal{H}(P_t f) = \frac{d}{dt} \mathcal{I}(P_t f) = -\frac{d}{dt} \int_X P_t f \Gamma \left( \log(P_t f) \right) d\mu
\]

Inserting the identity

\[
\frac{1}{P_t f} L P_t f = L \log(P_t f) + \Gamma \left( \log(P_t f) \right),
\]

cf. (19), we obtain

\[
2 \int_X P_t f \left( \log(P_t f), \frac{1}{P_t f} L P_t f \right) d\mu = 2 \int_X P_t f \Gamma \left( \log(P_t f), L \log(P_t f) \right) d\mu
\]

\[
+ 2 \int_X P_t f \left( \log(P_t f), \Gamma \left( \log(P_t f) \right) \right) d\mu.
\]

Applying to the last integral the identity (25) with \( g = \log(P_t f) \) and \( h = \Gamma(\log(P_t f)) \), we find that

\[
2 \int_X P_t f \left( \log(P_t f), \Gamma(\log(P_t f)) \right) d\mu = -2 \int_X P_t f L \Gamma(\log(P_t f)) d\mu.
\]

Combining the previous relations yields

\[
\frac{d^2}{dt^2} \mathcal{H}(P_t f) = \int_X P_t f L \Gamma(\log(P_t f)) d\mu - 2 \int_X P_t f \Gamma \left( \log(P_t f), L \log(P_t f) \right) d\mu
\]

\[
= 2 \int_X P_t f \Gamma_2 \left( \log(P_t f) \right) d\mu.
\]

In the discrete case, we have now the following fundamental result.

**Theorem 3.4.** Let \( M_1 \in \ell^2(\mu) \) and \( M_2 \in \ell^1(\mu) \). Then for any \( f \in \mathcal{P}_+ (X) \)

\[
\frac{d^2}{dt^2} \mathcal{H}(P_t f) = 2 \int_X P_t f \Psi_{2,T}(\log(P_t f)) d\mu, \quad t \geq 0
\]

holds true.

**Proof.**

\[
\frac{d^2}{dt^2} \mathcal{H}(P_t f) = -\frac{d}{dt} \mathcal{I}(P_t f) = -\frac{d}{dt} \int_X P_t f \Psi_T(\log(P_t f)) d\mu
\]
Using the fundamental identity from Lemma 2.2 and the linearity of the operator $B_T$, in the second argument we obtain
\[
\int_X P_t f B_T \left( \log(P_t f), \frac{1}{P_t f} L P_t f \right) d\mu = \int_X P_t f B_T \left( \log(P_t f), \log(P_t f) \right) d\mu
\]
+ \int_X P_t f B_T \left( \log(P_t f), \Psi_T \left( \log(P_t f) \right) \right) d\mu.

Invoking Lemma 2.4 with $g = \log(P_t f)$ and $h = \Psi_T(\log(P_t f))$, the last integral can be rewritten as
\[
\int_X P_t f B_T \left( \log(P_t f), \Psi_T \left( \log(P_t f) \right) \right) d\mu = -2 \int_X P_t f L\Psi_T \left( \log(P_t f) \right) d\mu.
\]
Combining the previous relations yields
\[
\frac{d^2}{dt^2} \mathcal{H}(P_t f) = \int_X P_t f L\Psi_T \left( \log(P_t f) \right) d\mu - \int_X P_t f B_T \left( \log(P_t f), L\log(P_t f) \right) d\mu
\]
\[
= 2 \int_X P_t f \mathcal{H}_2 (\log(P_t f)) d\mu.
\]
This proves the theorem. \qed

From Theorem 3.6 and Lemma 3.2 we conclude the following result.

**Corollary 3.5.** If the Markov generator $L$ satisfies $CD_T(\kappa, \infty)$, $\kappa > 0$, $M_1 \in \ell^2(\mu)$ and $M_2 \in \ell^1(\mu)$, then $L$ satisfies MLSI($\kappa$). In particular, the entropy decay estimate (50) (with $\alpha = \kappa$) holds true for any $f \in \mathcal{P}_T^+(X)$.

Note that the $CD_T(\kappa, \infty)$ condition has been applied to $\log(P_t f)$ in order to deduce Corollary 3.5. However, due to ergodicity $\log(P_t f)$ is relatively small for large $t$, which motivates the following improvement of (50).

**Theorem 3.6.** Let $X$ be finite and assume that the CD conditions $CD(\kappa_0, \infty)$ and $CD_T(\kappa, \infty)$ are satisfied with $\kappa_0 > \kappa > 0$. Let $\pi_0 = \min_{x \in X} \pi(x)$. Then for any $\varepsilon_0 \in (0, 1 - \frac{\kappa_0}{\kappa})$ there exist constants $h = h(\varepsilon_0, \kappa_0, |M_1|, \pi_0) > 0$ and $C = C(\varepsilon_0, \kappa_0, \kappa, |M_1|, \pi_0) > 0$ such that for any $f \in \mathcal{P}_T^+(X)$ the following holds true.

(i) If $\mathcal{H}(f) \leq h$ then
\[
\mathcal{H}(P_t f) \leq e^{-2(1-\varepsilon_0)\kappa_0 t} \mathcal{H}(f), \quad t \geq 0.
\]

(ii) If $\mathcal{H}(f) > h$ then
\[
\mathcal{H}(P_t f) \leq Ce^{-2(1-\varepsilon_0)\kappa_0 t} \mathcal{H}(f)^{\frac{2\alpha}{\alpha}}, \quad t \geq 0.
\]

**Proof.** Recall the Csiszár-Kullback-Pinsker inequality
\[
|\nu - \mu|^2_{TV} \leq \frac{1}{2} H(\nu|\mu),
\]
where $H(\nu|\mu)$ denotes the relative entropy of the probability measure $\nu$ with respect to the reference probability measure $\mu$. If $\nu \ll \mu$ and $g = \frac{d\nu}{d\mu}$, we have $H(\nu|\mu) = \int_X g \log g \, d\mu$ and
\[
|\nu - \mu|_{TV} = \frac{1}{2} \int_X |g - 1| \, d\mu.
\]
For $d\nu = P_t f \, d\mu$ this gives

$$|P_t f(x) - 1| \pi(x) \leq \int_X |P_t f - 1| \, d\mu \leq \sqrt{2H(P_t f)}, \quad t \geq 0, \ x \in X,$$

and thus

$$|P_t f(x) - 1| \leq \frac{1}{\pi_0} e^{-\kappa t} \sqrt{2H(f)}, \quad t \geq 0, \ x \in X.$$  \hfill (59)

Let $c \geq 1$ such that $|\log y| \leq c|y - 1|$ for all $y \in \left[\frac{1}{2}, \frac{3}{2}\right]$. Given $\varepsilon_0 \in (0, 1 - \frac{1}{c\kappa_0})$ we choose $\varepsilon \in (0, \frac{1}{2})$ so small that

$$\frac{(1 - 2\varepsilon)\kappa_0 - 12M\varepsilon}{1 + \varepsilon} \geq (1 - \varepsilon_0)\kappa_0.$$  \hfill (60)

We then fix $\delta_\varepsilon \in (0, \varepsilon]$ such that the two-sided quadratic estimate \[(41)\] holds. Next, define $T_\varepsilon = 0$ if $2c\sqrt{2H(f)} \leq \delta_\varepsilon\pi_0$ and set

$$T_\varepsilon = -\frac{1}{\kappa} \log\left(\frac{\delta_\varepsilon\pi_0}{2c\sqrt{2H(f)}}\right)$$  \hfill (61)

otherwise. Employing \[(59),\] one can easily check that

$$|P_t f(x) - 1| \leq \frac{\delta_\varepsilon}{2c} \leq \frac{1}{2}, \quad t \geq T_\varepsilon, \ x \in X,$$

which further entails that

$$2|\log (P_t f(x))| \leq \delta_\varepsilon, \quad t \geq T_\varepsilon, \ x \in X.$$  \hfill (62)

Thanks to \[(62),\] we may apply Proposition \[(2.11)\] with $M = |M_1|_\infty$ to the function $\log(P_t f)$, which together with the condition $CD(\kappa_0, \infty)$ and \[(60)\] implies that for all $t \geq T_\varepsilon$,

$$\Psi_{2, \infty}(\log(P_t f)) \geq (1 - 2\varepsilon)\Gamma(\log(P_t f)) - 6M(\varepsilon + \delta_\varepsilon)\Gamma(\log(P_t f)) \geq \frac{1}{1 + \varepsilon} ((1 - 2\varepsilon)\kappa_0 - 12M\varepsilon) \Psi_{T_\varepsilon}(\log(P_t f)) \geq (1 - \varepsilon_0)\kappa_0 \Psi_{T_\varepsilon}(\log(P_t f)).$$

Inserting the latter estimate in the representation formula \[(56)\] from Theorem \[3.4\] then yields that for all $t \geq T_\varepsilon$,

$$\frac{d^2}{dt^2} H(P_t f) = 2 \int_X P_t f \Psi_{2, \infty}(\log(P_t f)) \, d\mu \geq 2(1 - \varepsilon_0)\kappa_0 \int_X P_t f \Psi_{T_\varepsilon}(\log(P_t f)) \, d\mu = 2(1 - \varepsilon_0)\kappa_0 \mathcal{I}(P_t f) = -2(1 - \varepsilon_0)\kappa_0 \frac{d}{dt} H(P_t f).$$

cf. \[(57)\]. Setting $\lambda = (1 - \varepsilon_0)\kappa_0 (\geq \kappa)$ and using $H(P_t f) \to 0$ as $t \to \infty$, this implies

$$H(P_t f) \leq e^{-2\lambda(t - T_\varepsilon)} H(P_{T_\varepsilon} f), \quad t \geq T_\varepsilon.$$  \hfill (63)

This shows assertion (i) with

$$h = \frac{(\delta_\varepsilon\pi_0)^2}{8c^2},$$

since $H(f) \leq h$ is equivalent to $T_\varepsilon = 0$.  


By the entropy decay estimate resulting from $CD_T(\kappa, \infty)$ (see Corollary 3.5),
\[ \mathcal{H}(P_t f) \leq e^{-2\kappa T_e} \mathcal{H}(f). \]
Combining this with (63) gives
\[ \mathcal{H}(P_t f) \leq e^{-2\lambda T_e(\lambda+\kappa)} \mathcal{H}(f), \quad t \geq T_e. \]
Suppose that $2c\sqrt{2\mathcal{H}(f)} > \delta_x\pi_0$, which is equivalent to $\mathcal{H}(f) > h$ and means that $T_\varepsilon > 0$ is given by (61). Then
\[ e^{2T_e(\lambda+\kappa)} = \left( \frac{2c\sqrt{2\mathcal{H}(f)}}{\delta_x\pi_0} \right)^{\frac{1}{\lambda+\kappa}} = \left( \frac{2c\sqrt{2}}{\delta_x\pi_0} \right)^{\frac{1}{\lambda+\kappa}} \mathcal{H}(f)^{\frac{1}{\lambda+\kappa}}, \]
and thus
\[ \mathcal{H}(P_t f) \leq e^{-2\lambda(\lambda+\kappa)T_e} \mathcal{H}(f)^{\frac{1}{\lambda+\kappa}}, \quad t \geq T_e. \]
Since $\mathcal{H}(f) > h$, we have $\mathcal{H}(f)^{\frac{1}{\lambda+\kappa}} \leq \mathcal{H}(f)^{\frac{\gamma}{\alpha+\kappa}} h^{-\varepsilon_0 \frac{\gamma}{\alpha+\kappa}}$ and therefore
\[ \mathcal{H}(P_t f) \leq Ce^{-2\lambda T_e} \mathcal{H}(f)^{\frac{\gamma}{\alpha+\kappa}}, \quad t \geq T_e, \quad \text{with } C = \left( \frac{2c\sqrt{2}}{\delta_x\pi_0} \right)^{\frac{1}{\lambda+\kappa}} h^{-\varepsilon_0 \frac{\gamma}{\alpha+\kappa}}. \]
Finally, for $0 \leq t \leq T_e$, we may estimate
\[ \mathcal{H}(P_t f) \leq e^{-2\lambda T_e} \mathcal{H}(f) \leq e^{-2\lambda cT_e(\lambda+\kappa)} \mathcal{H}(f) \]
and use again (63) as before to see that $\mathcal{H}(P_t f) \leq Ce^{-2\lambda T_e} \mathcal{H}(f)^{\frac{\gamma}{\alpha+\kappa}}$. This proves assertion (ii). \(\square\)

4. Tensorization property

In this section we investigate the tensorization property for the $CD_T$ condition, which is fundamental for the classical Bakry-Émery curvature-dimension condition and has been extended (see [2] for the diffusive setting) to the discrete setting in [12].

Let $L_1$ and $L_2$ generate a Markov chain on state spaces $X_1$ and $X_2$ respectively. The operator $L := L_1 \oplus L_2$ acts on functions $f : X_1 \times X_2 \to \mathbb{R}$ as $(L_1 \oplus L_2)(f)(x, y) = L_1(f_y)(x) + L_2(f_x)(y)$, where we set $f_y(\cdot) := f(\cdot, y)$, $f_x(\cdot) = f(x, \cdot)$. The transition rates of the Markov process generated by $L_1 \oplus L_2$ (on the state space $X_1 \times X_2$) are given by
\[ k_{\oplus}((x_1, y_1), (x_2, y_2)) = \begin{cases} k_1(x_1, x_2), & \text{if } y_1 = y_2, \\ k_2(y_1, y_2), & \text{if } x_1 = x_2, \\ 0, & \text{else}, \end{cases} \]
where $k_\nu$ denote the transition rates for the process generated by $L_\nu$, $\nu \in \{1, 2\}$. In particular, the operator in (17) and respectively that in (21), both corresponding to the transition rates $k_{\oplus}$, are given by
\[ \Psi_H(f)(x, y) = \Psi_H^1(f_y)(x) + \Psi_H^2(f_x)(y), \]
\[ B_H(f, g)(x, y) = B_H^1(f_y, g_y)(x) + B_H^2(f_x, g_x)(y), \]
where $H : \mathbb{R} \to \mathbb{R}$, $f, g : X_1 \times X_2 \to \mathbb{R}$ and upper indices were used to indicate the corresponding state space.

We are now ready to analyze the operator $\Psi_{2,H}$ corresponding to $k_{\oplus}$. To that aim, we first provide the following crucial estimate.
Lemma 4.1. Let $H \in C^1(\mathbb{R})$ be convex. Then we have

$$L \Psi_H(f)(x, y) - B_\mathcal{H}(f, Lf)(x, y) \geq L_1 \Psi_H^{(1)}(f_y)(x) - B_\mathcal{H}^{(1)}(f_y, L_1 f_y)(x) + L_2 \Psi_H^{(2)}(f^x)(y) - B_\mathcal{H}^{(2)}(f^x, L_1 f^x)(y)$$

(65)

for any $f \in \ell^x(X)$.

Proof. We observe that

$$L \Psi_H(f)(x, y) = \sum_{x_i \in X_1} k_1(x, x_i)(\Psi_H(f)(x_i, y) - \Psi_H(f)(x, y))$$

$$+ \sum_{y_j \in X_2} k_2(y, y_j)(\Psi_H(f)(x, y_j) - \Psi_H(f)(x, y))$$

$$= L_1 \Psi_H^{(1)}(f_y)(x) + L_2 \Psi_H^{(2)}(f^x)(y) + \sum_{x_i \in X_1} \sum_{y_j \in X_2} k_1(x, x_i)k_2(y, y_j)(H(f(x_i, y_j) - f(x, y_j)) - H(f(x, y_j) - f(x, y)))$$

$$+ \sum_{x_i \in X_1} \sum_{y_j \in X_2} k_1(x, x_i)k_2(y, y_j)(H(f(x, y_j) - f(x, y)) - H(f(x_i, y_j) - f(x, y)).$$

Furthermore,

$$B_\mathcal{H}(f, Lf)(x, y) = \sum_{x_i \in X_1} k_1(x, x_i)H'(f(x_i, y) - f(x, y))(Lf(x_i, y) - Lf(x, y))$$

$$+ \sum_{y_j \in X_2} k_2(y, y_j)H'(f(x, y_j) - f(x, y))(Lf(x, y_j) - Lf(x, y))$$

$$= B_\mathcal{H}^{(1)}(f_y, L_1 f_y)(x) + B_\mathcal{H}^{(2)}(f^x, L_2 f^x)(y) + \sum_{x_i \in X_1} \sum_{y_j \in X_2} k_1(x, x_i)k_2(y, y_j)H'(f(x, y_j) - f(x, y))(f(x_i, y_j) - f(x, y) - (f(x, y_j) - f(x, y)))$$

$$+ \sum_{x_i \in X_1} \sum_{y_j \in X_2} k_1(x, x_i)k_2(y, y_j)H'(f(x, y_j) - f(x, y))(f(x_i, y_j) - f(x, y) - (f(x_i, y_j) - f(x, y))).$$

Hence, we deduce

$$L \Psi_H(f)(x, y) - B_\mathcal{H}(f, Lf)(x, y)$$

$$= L_1 \Psi_H^{(1)}(f_y)(x) - B_\mathcal{H}^{(1)}(f_y, L_1 f_y)(x) + L_2 \Psi_H^{(2)}(f^x)(y) - B_\mathcal{H}^{(2)}(f^x, L_2 f^x)(x)$$

$$+ \sum_{x_i \in X_1} \sum_{y_j \in X_2} k_1(x, x_i)k_2(y, y_j)[H(f(x_i, y_j) - f(x, y)) - H(f(x, y) - f(x, y))]$$

$$- H'(f(x, y) - f(x, y))(f(x_i, y_j) - f(x, y)) - (f(x, y_j) - f(x, y)))$$

$$+ \sum_{x_i \in X_1} \sum_{y_j \in X_2} k_1(x, x_i)k_2(y, y_j)[H(f(x_i, y_j) - f(x, y)) - H(f(x, y) - f(x, y))]$$

$$- H'(f(x, y) - f(x, y))(f(x_i, y_j) - f(x, y)) - (f(x, y_j) - f(x, y))).$$

The convexity of $H$ implies that $H(a) - H(b) \geq H'(b)(a - b)$ for all $a, b \in \mathbb{R}$. Inspecting above expressions, we thus conclude the claim. \[\square\]
For the choice of $H(r) = \frac{r^2}{2}$ the statement of Lemma 4.1 has been obtained in a similar way in [42] and served as the key estimate in order to show the tensorization property for the Bakry-Émery curvature-dimension condition. For our purposes, we choose $H(r) = \Upsilon(r)$.

**Theorem 4.2.** If $L_1$ satisfies $CD_{\Upsilon}(\kappa_1, \infty)$ and $L_2$ satisfies $CD_{\Upsilon}(\kappa_2, \infty)$ for $\kappa_1, \kappa_2 \in \mathbb{R}$, then $L_1 \oplus L_2$ satisfies $CD_{\Upsilon}(\kappa, \infty)$ with $\kappa = \min\{\kappa_1, \kappa_2\}$.

**Proof.** From Lemma 4.1 we obtain

$$\Psi_{2,\Upsilon}(f)(x, y) \geq \Psi_{1,\Upsilon}(f_1)(x) + \Psi_{2,\Upsilon}^*(f_2)(y)$$

$$\geq \kappa_1 \Psi_{1,\Upsilon}^*(f_1)(x) + \kappa_2 \Psi_{2,\Upsilon}^*(f_2)(y)$$

$$\geq \kappa (\Psi_{1,\Upsilon}^*(f_1)(x) + \Psi_{2,\Upsilon}^*(f_2)(y))$$

$$= \kappa \Psi_{\Upsilon}(f)(x, y).$$

The above tensorization property extends to the $CD_{\Upsilon}(\kappa, d)$ condition as defined in Remark 2.3(ii). Indeed, if $L_i$ satisfies $CD_{\Upsilon}(\kappa_i, d_i)$ with $\kappa_i \in \mathbb{R}$ and $d_i \in [0, \infty)$, $i \in \{1, 2\}$, then $L_1 \oplus L_2$ satisfies $CD_{\Upsilon}(\kappa, d)$ with $\kappa = \min\{\kappa_1, \kappa_2\}$ and $d = d_1 + d_2$. This follows analogously as in [42], using Young’s inequality to treat the dimension terms.

5. Examples

**Example 5.1 (The two-point space).** We consider $X = \{0, 1\}$ with $k(0, 1) = a$ and $k(1, 0) = b$, where $a, b > 0$. Here, the invariant and reversible probability measure $\mu$ is given by $d\mu = \pi d\#$ with $\pi(0) = \frac{b}{a+b}$ and $\pi(1) = \frac{a}{a+b}$. Writing $\tilde{x} = 1 - x$ for $x \in X$ we have

$$\Psi_{\Upsilon}(f)(x) = k(x, \tilde{x})\Upsilon(f(\tilde{x}) - f(x))$$

and

$$2\Psi_{2,\Upsilon}(f)(x) = L\Psi_{\Upsilon}(f)(x) - B_{\Upsilon}(f, Lf)(x)$$

$$= k(x, \tilde{x}) \left( (\Psi_{\Upsilon}(f(\tilde{x}) - \Psi_{\Upsilon}(f(x))) - \Upsilon'(f(\tilde{x}) - f(x))(Lf(\tilde{x}) - Lf(x)) \right)$$

$$= k(x, \tilde{x}) \kappa(x, \tilde{x}) \left( \Upsilon(f(x) - f(\tilde{x})) - \Upsilon'(f(\tilde{x}) - f(x))(f(x) - f(\tilde{x})) \right)$$

$$+ k(x, \tilde{x}) (f(\tilde{x}) - f(x))(f(x) - f(\tilde{x})).$$

Setting $t = f(\tilde{x}) - f(x)$, we thus have $\Psi_{2,\Upsilon}(f)(x) \geq \kappa \Psi_{\Upsilon}(f)(x)$ for all $f \in \mathbb{R}^X$ if and only if

$$k(\tilde{x}, x)(e^{-t} - 1 + te^t) + k(x, \tilde{x})(te^t - e^t + 1) \geq 2\kappa \Upsilon(t), \quad t \in \mathbb{R}.$$

Note that

$$\omega(t) := te^t - e^t + 1 = \Upsilon'(t)t - \Upsilon(t) > 0, \quad t \in \mathbb{R}\setminus\{0\},$$

since for any $t \in \mathbb{R}\setminus\{0\}$ there is some $\xi$ between 0 and $t$ such that

$$0 = \Upsilon(0) = \Upsilon(t) + \Upsilon'(t)(-t) + \frac{1}{2}e^\xi t^2 \geq \Upsilon(t) + \Upsilon'(t)(-t).$$

Further, $\omega(t) \sim \frac{1}{2}t^2$ as $t \to 0$ and thus $\omega(t)/\Upsilon(t) \to 1$ as $t \to 0$. Note also that

$$e^{-t} - 1 + te^t = \omega(t) + \left( e^t + e^{-t} - 2 \right) = \omega(t) + \left( e^{t/2} - e^{-t/2} \right)^2 > 0, \quad t \in \mathbb{R}\setminus\{0\},$$

and $e^{-t} - 1 + te^t \sim \frac{3}{2}t^2$ as $t \to 0$. Consequently, for $x = 0$, the condition (66) is equivalent to

$$b \frac{\omega(t) + \left( e^{t/2} - e^{-t/2} \right)^2}{\Upsilon(t)} + a \frac{\omega(t)}{\Upsilon(t)} \geq 2\kappa, \quad t \in \mathbb{R}\setminus\{0\}.$$
Observe that \( \omega(t)/T(t) \to 0 \) as \( t \to -\infty \) and \( (e^{t/2} - e^{-t/2})^2/T(t) \to 1 \) as \( t \to \infty \). On the other hand, \( \omega(t)/T(t) \to \infty \) as \( t \to \infty \) and \( (e^{t/2} - e^{-t/2})^2/T(t) \to \infty \) as \( t \to -\infty \). This implies that for any \( a, b > 0 \) there exists a maximal \( \kappa = \kappa_0(a, b) > 0 \) such that \( (67) \) holds true, and for arbitrarily fixed \( a > 0 \) we have \( \kappa_0(a, b) \to 0 \) as \( b \to 0^+ \). Since \((e^{t/2} - e^{-t/2})^2/T(t) > 1\) for all \( t \in \mathbb{R}\setminus\{0\}\) (with limit 2 at \( t = 0 \)), it follows that \( \kappa_0(a, b) \geq \frac{a}{2} \). By symmetry, one obtains analogous statements concerning the validity of \( (66) \) at \( x = 1 \), i.e. for any \( a, b > 0 \) there is a maximal \( \kappa = \kappa_1(a, b) > 0 \) such that this condition is satisfied, and \( \kappa_1(a, b) \to 0 \) as \( a \to 0^+ \) as well as \( \kappa_1(a, b) \geq \frac{a}{2} \). Consequently, \( CD_T(\kappa, \infty) \) is satisfied with optimal \( \kappa = \min(\kappa_0(a, b), \kappa_1(a, b)) \).

As to the classical Bakry-Émery condition, one finds that

\[
\Gamma(f)(x) = \frac{1}{2} k(x, \tilde{x}) (f(\tilde{x}) - f(x))^2
\]

and

\[
2\Gamma_2(f)(x) = L \Gamma(f)(x) - 2 \Gamma(f, Lf)(x)
= k(x, \tilde{x}) \left( \Gamma(f(\tilde{x}) - \Gamma(f)(x)) - (f(\tilde{x}) - f(x)) (Lf(\tilde{x}) - Lf(x)) \right)
= \frac{3}{2} k(x, \tilde{x}) (f(x) - f(\tilde{x}))^2 + \frac{1}{2} k(x, \tilde{x})^2 (f(\tilde{x}) - f(x))^2
\]

which shows that \( \Gamma_2(f)(x) \geq \kappa \Gamma(f)(x) \) for all \( f \in \mathbb{R}^X \) if and only if

\[
\kappa \leq \frac{1}{2} (3k(\tilde{x}, x) + k(x, \tilde{x})).
\]

Consequently, \( CD(\kappa, \infty) \) holds true with optimal

\[
\kappa = \frac{a + b}{2} + \min(a, b).
\]

Comparing the two estimates, we see that keeping one of the two parameters \( a \) and \( b \) fixed and sending the other to zero, the optimal curvature constant \( \kappa \) in \( CD_T(\kappa, \infty) \) tends to zero as well whereas the optimal curvature bound in \( CD(\kappa, \infty) \) stays bounded away from zero.

**Example 5.2 (Weighted complete graphs).** Here we consider an arbitrary countable set \( X \) with at least two elements. Let \( l : X \to (0, \infty) \) be integrable on \( X \) and \( k(x, y) = l(y) \) for all \( x, y \in X \) with \( x \neq y \). Then \( \mu \) given by \( d\mu = \pi d\# \) with \( \pi(x) = l(x), \, x \in X \), is an invariant and reversible measure. We have

\[
\Psi_T(f)(x) = \sum_{y \in X} l(y) \Upsilon(f(y) - f(x)),
\]

and by \( (49) \)

\[
2\Psi_{2,T}(f)(x) = \sum_{y \in X \setminus \{x\}} \sum_{z \in X} l(y) l(z) \left( \Upsilon(f(z) - f(y)) - \Upsilon(f(y) - f(x)) (f(z) - f(y)) \right)
+ \sum_{y \in X \setminus \{x\}} \sum_{z \in X} l(y) l(z) \Upsilon'(f(y) - f(x)) (f(z) - f(x))
- \sum_{y \in X \setminus \{x\}} \sum_{z \in X} l(y) l(z) \Upsilon(f(z) - f(x))
= \sum_{y \in X \setminus \{x\}} \sum_{z \in X} l(y) l(z) \left( \Upsilon'(f(y) - f(x)) (f(y) - f(x)) - \Upsilon(f(y) - f(x)) \right)
+ \sum_{y \in X \setminus \{x\}} \sum_{z \in X} l(y) l(z) \Upsilon(f(z) - f(y)) + l(x) \Psi_T(f)(x)
\]

28
\[
= \sum_{y \in X \setminus \{x\}} l(y) \left( |l|_1 \mathcal{Y}'(f(y) - f(x))(f(y) - f(x)) + l(x) \mathcal{Y}(f(x) - f(y)) \right) - (|l|_1 - l(x)) \mathcal{Y}(f(y) - f(x)) \right) + \sum_{y, z \in X \setminus x \neq x} l(y) l(z) \mathcal{Y}(f(z) - f(y)).
\]

We introduce the functions \(\nu_{c,d} : \mathbb{R} \to \mathbb{R}\), given by
\[
(68) \quad \nu_{c,d}(r) = c \mathcal{Y}'(r) + \mathcal{Y}(-r) - d \mathcal{Y}(r),
\]
with constants \(c,d \in \mathbb{R}\). In Appendix A, we collect several basic properties of these functions, which will be of great importance throughout this section.

Now, \(\Psi_{2,\mathcal{Y}}(f)(x) \geq \kappa \Psi_{\mathcal{Y}}(f)(x)\) is equivalent to
\[
(69) \quad l(x) \sum_{y \in X \setminus \{x\}} l(y) \nu_{\frac{|l|_1}{l(x)}, \frac{|l|_1}{l(x)}, \frac{2}{r(x)}} \left( f(y) - f(x) \right) + \sum_{y, z \in X \setminus x \neq x} l(y) l(z) \mathcal{Y}(f(z) - f(y)) \geq 0.
\]

**Lemma 5.3.** In the setting of the present example, \(CD_{\mathcal{Y}}(\kappa, \infty)\) holds true for \(\kappa \in \mathbb{R}\) in \(x \in X\) if and only if
\[
(70) \quad \nu_{\frac{|l|_1}{l(x)}, \frac{|l|_1}{l(x)}, \frac{2}{l(x)}} \left( r \right) \geq 0
\]
holds for any \(r \in \mathbb{R}\).

**Proof.** If \(\nu_{\frac{|l|_1}{l(x)}, \frac{|l|_1}{l(x)}, \frac{2}{l(x)}} \left( r \right) \) is non-negative, then \(CD_{\mathcal{Y}}(\kappa, \infty)\) in \(x \in X\) follows by (69). Conversely, assume that there exists some \(r_x \in \mathbb{R}\) such that \(\nu_{\frac{|l|_1}{l(x)}, \frac{|l|_1}{l(x)}, \frac{2}{l(x)}} \left( r_x \right) < 0\). We define \(f \in \mathbb{R}^X\) by \(f(y) = r_x\) for any \(y \neq x\) and \(f(x) = 0\). For this choice, (69) fails to be true. \(\square\)

Continuing with Example 5.2, we apply Lemma A.4(ii) to (70) and observe that (69) holds true if \(|l|_1 \geq 2l(x)\) and
\[
\frac{2\kappa}{l(x)} - 1 \leq 2 \left( \frac{|l|_1}{l(x)} \right)^2 - 1,
\]
where the latter is equivalent to \(\kappa \leq \sqrt{2|l|_1 l(x)}\). In the case of \(|l|_1 < 2l(x)\), Lemma A.4(ii) applied to (70) implies that (69) is valid if
\[
\frac{2\kappa}{l(x)} - 1 \leq 2 \left( \frac{|l|_1}{l(x)} \right)^2 - 1,
\]
which is equivalent to \(\kappa \leq |l|_1\). Note, that \(|l|_1 \geq \sqrt{2|l|_1 l(x)}\) holds true if and only if \(|l|_1 \geq 2l(x)\), which is clearly satisfied for at least one \(x \in X\).

As a consequence we obtain that \(CD_{\mathcal{Y}}(\sqrt{2|l|_1 l(x)}, \infty)\) holds true, where \(l_* := \inf_{x \in X} l(x)\). If \(X\) is of finite size, we thus deduce a positive global curvature bound. In the case of \(X\) being of infinite size, we deduce \(CD_{\mathcal{Y}}(0, \infty)\), which is in fact best possible. Indeed, for \(\kappa > 0\) we write \(\nu_{\frac{|l|_1}{l_*}, \frac{|l|_1}{l_*}, \frac{2}{l_*}} \left( 1 + \frac{2}{l_*} \right) - 1 = \nu_{\frac{|l|_1}{l(x)}, \frac{|l|_1}{l(x)}, \frac{2}{l(x)}} \left( 1 + \frac{2}{l(x)} \right) - 1\) and apply Lemma A.4(i) to deduce from Lemma 5.3 that \(CD_{\mathcal{Y}}(\kappa, \infty)\) can not hold if we choose \(x \in X\) such that \(l(x)\) is small enough, which is possible since \(l\) is integrable on \(X\).

**Example 5.4 (The complete graph).** Now we examine a quite important special case of Example 5.2. Let \(X\) be an arbitrary set of \(n\) elements, \(n \geq 2\), and \(k(x, y) = 1\) for all \(x, y \in X\) with \(x \neq y\). The graph associated to the Markov chain generated by \(L\) is then given by the complete graph \(K_n\). The uniform measure serves as the invariant and reversible measure. In the setting of Example 5.2, this translates to \(l(x) = 1\), \(x \in X\), i.e. \(L\) satisfies \(CD_{\mathcal{Y}}(\sqrt{2n}, \infty)\) by Example 5.2.
In [36] it is shown that the optimal Bakry-Émery curvature constant for the Markov generator associated to the complete graph is given by $1 + \frac{n}{2}$. Due to Proposition 2.11 this is the best possible constant one can hope for regarding the $CD_T$ condition. By Lemma A.3 the constant $1 + \frac{n}{2}$ is achieved if and only if $\nu_{n,2n+1}$ is non-negative, which is only true for the case of $n = 2$ by Lemma A.3.

We collect a few implications of the properties presented in Appendix A:

- In the case of $n = 2$, the optimal constant is achieved, i.e. $L$ satisfies $CD_T(2, \infty)$ (which is best possible since it is best possible for the Bakry-Émery curvature-dimension condition). This follows from Lemma A.3.

- If $n > 2$, the optimal constant for the $CD_T$ condition is strictly less than the optimal Bakry-Émery curvature constant by Lemma A.3. Moreover, the constant does not grow linearly in $n$, which is in contrast to Bakry-Émery curvature. Indeed, setting $\kappa = \alpha n + \beta$ with $\alpha > 0$ and $\beta \in \mathbb{R}$ we find by Lemma A.3(i) that there exists some $r \in \mathbb{R}$ and $N \in \mathbb{N}$ such that $\nu_{n,(1+2\alpha)n+2\beta-1}(r) < 0$ for any $n \geq N$. Thus, $CD_T(\kappa, \infty)$ can not hold true by Lemma A.3.

- Let $f \in \mathbb{R}^X$ and $x_\ast \in X$ such that $f$ achieves its global minimum at $x_\ast \in X$. By (69) and Lemma A.2 the estimate

$$\Psi_{2,T}(f)(x_\ast) \geq (1 + \frac{n}{2})\Psi_T(f)(x_\ast)$$

holds true. This estimate is best possible, as for the function $f_\ast(y) = \text{dist}(y, x_\ast)$, where $\text{dist} : X \times X \to \mathbb{N}_0$ denotes the combinatorical graph distance on the underlying graph, $\Gamma_2(f_\ast)(x_\ast) = (1 + \frac{n}{2})\Gamma(f_\ast)(x_\ast)$ is valid (cf. the proof of Theorem 1.2 in [36], where, more generally, locally finite graphs are considered).

**Remark 5.5.** Concerning the link between the $CD_T(\kappa, \infty)$ condition and the entropic Ricci curvature from [22], Example 5.4 has the interesting consequence that the curvature notion of Erbar and Maas does not imply in general the $CD_T(\kappa, \infty)$ condition. More precisely, it is not true in general that there exist $\alpha > 0$ and $\beta > -\frac{n}{2}$ such that the entropic Ricci curvature of [22] with constant $\kappa > 0$ does imply $CD_T(\alpha \kappa + \beta, \infty)$. Indeed, let us denote for the moment by $\Psi_{2,T}^{(n)}$ and $\Psi_T^{(n)}$ the respective operators corresponding to the normalized complete graph, i.e. in the setting of Example 5.4 we have $l(x) = \frac{1}{n}$ for any $x \in X$, where $X$ is a set of $n$ elements. Note that this corresponds to the setting which has been considered in [22]. Due to [22, Example 5.1], the normalized complete graph has entropic curvature constant $\frac{1}{2} + \frac{1}{2n}$. We assume for contradiction that we find $\alpha > 0$ and $\beta > -\frac{n}{2}$ such that the normalized complete graph satisfies $CD_T(\kappa, \infty)$ with $\kappa = \alpha \left(\frac{1}{2} + \frac{1}{2n}\right) + \beta$ for any $n \geq 2$. Then we have

$$\Psi_{2,T}(f) = n^2\Psi_{2,T}^{(n)}(f) \geq n^2\kappa \Psi_T^{(n)}(f) = n\kappa \Psi_T(f),$$

where $\Psi_{2,T}$ and $\Psi_T$ correspond to the non-normalized setting of Example 5.4. Now, we get a contradiction to the fact that the curvature constant does not grow linearly in $n$ in Example 5.4.

**Example 5.6 (The hypercube).** We have seen in Example 5.4 that the Markov generator associated to $K_2$ satisfies $CD_T(2, \infty)$. Now, since $K_2$ corresponds to the one-dimensional hypercube, we denote the respective Markov generator by $L_1$. Iteratively, we define for $n \geq 2$

$$L_n := L_{n-1} \oplus L_{n-1},$$

in the sense of Section 4. $L_n$ is then defined on the state space $X^n$, where $X$ is a set of two elements. The transition rates for $L_n$ are given by $k_n(x,y) = 1$, $x, y \in X^n$, if the Hamming distance between $x$ and $y$ equals 1 and 0 otherwise. The respective invariant and reversible
measure is the \( n \)-fold product measure of \( X \) and hence the uniform measure on \( X^n \) and the underlying graph to \( L_n \) is the hypercube \( H_n \).

Combining Theorem 4.2 with the fact that \( L_1 \) satisfies \( CD_{\gamma}(2, \infty) \) we conclude that \( L_n \) satisfies \( CD_{\gamma}(2, \infty) \) for any \( n \in \mathbb{N} \). Note that this constant is optimal as it is optimal with respect to Bakry-Émery curvature (cf. [39]).

**Remark 5.7.** Following Example 3.7 in [13], the constant \( \gamma = 2 \) yields the optimal constant in the respective modified logarithmic Sobolev inequality in case of the hypercube (note that the Dirichlet form considered in [13] Example 3.7] equals \( 2E(f, g) \), with \( E \) given by (13)).

**Example 5.8 (Weighted 4-cycles).** Let \( X = \{x_1, x_2, x_3, x_4\} \) with \( k(x_i, x_j) = 0 \) if \( i \) and \( j \) are both even or both odd, and \( k(x_1, x_2) = k(x_4, x_3) = a_+, k(x_2, x_1) = k(x_3, x_4) = a_- \), \( k(x_1, x_4) = k(x_2, x_3) = b_+ \), and \( k(x_4, x_1) = k(x_3, x_2) = b_- \), with \( a_+, a_-, b_+, b_- > 0 \). Hence, the underlying graph to \( L \) is a weighted 4-cycle.

Let \( f \in \mathbb{R}^X \), then we observe from (39):

\[
2\Psi_{2, \gamma}(f)(x_1) = a_+ b_+ \left( \Upsilon(f(x_3) - f(x_2)) - \Upsilon(f(x_2) - f(x_1))(f(x_3) - f(x_2)) \\
+ \Upsilon(f(x_3) - f(x_4)) - \Upsilon(f(x_4) - f(x_1))(f(x_3) - f(x_4)) \right) \\
+ a_+ a_- \left( \Upsilon(f(x_1) - f(x_2)) + \Upsilon(f(x_2) - f(x_1))(f(x_2) - f(x_1)) \right) \\
+ b_+ b_- \left( \Upsilon(f(x_1) - f(x_4)) + \Upsilon(f(x_4) - f(x_1))(f(x_4) - f(x_1)) \right) \\
+ a_+ b_+ \left( \Upsilon(f(x_2) - f(x_1))(f(x_4) - f(x_1)) + \Upsilon(f(x_3) - f(x_1))(f(x_2) - f(x_1)) \right) \\
- (a_+ + b_+) (a_+ \Upsilon(f(x_2) - f(x_1)) + b_+ \Upsilon(f(x_4) - f(x_1))).
\]

Now, we minimize this expression with respect to the value of \( f(x_3) \). For that purpose, we consider the mapping \( r \mapsto \Upsilon(r - c_1) - \Upsilon(c_1 - c_0)(r - c_1) + \Upsilon(r - c_2) - \Upsilon(c_2 - c_0)(r - c_2) \), with \( c_0, c_1, c_2 \in \mathbb{R} \), which attains its minimum at \( r = c_1 + c_2 - c_0 \). Henceforth we will use the notation \( t = f(x_2) - f(x_1) \) and \( s = f(x_4) - f(x_1) \). We deduce

\[
2\Psi_{2, \gamma}(f)(x_1) \geq a_+ \left( \Upsilon'(t)t(a_+ + a_-) + \Upsilon(-t)a_- - \Upsilon(t)a_+ \right) \\
+ b_+ \left( \Upsilon'(s)s(b_- + b_+) + \Upsilon(-s)b_+ - \Upsilon(s)b_- \right) \\
= a_+ a_- \nu_1 + \frac{a_+ a_+ + a_- a_-}{a_+ a_-} \nu_2 + b_+ b_- \nu_1 + \frac{b_+ b_+ + b_- b_-}{b_+ b_-} \nu_2 \quad (s).
\]

Due to the symmetric structure, we can perform analogous computations at \( x_2, x_3 \) and \( x_4 \). Then, we deduce that \( CD_{\gamma}(\kappa, \infty) \) is satisfied for some \( \kappa > 0 \) provided that the function \( \nu_1, \nu_2 \) is non-negative for any pair of parameters

\[
(\lambda_1, \lambda_2) \in \left\{ \left(1 + \frac{a_+}{a_-}, \frac{a_+ + 2\kappa}{a_-}\right), \left(1 + \frac{a_-}{a_+}, \frac{a_- + 2\kappa}{a_+}\right), \left(1 + \frac{b_+}{b_-}, \frac{b_+ + 2\kappa}{b_-}\right), \left(1 + \frac{b_-}{b_+}, \frac{b_- + 2\kappa}{b_+}\right) \right\}.
\]

We employ Lemma 4.3(ii) to conclude after a short computation that this is satisfied if

\[
\kappa \leq \min\{\sqrt{2a_{\min}(a_{\min} + a_{\max})}, a_{\min} + a_{\max}\} = \sqrt{2a_{\min}(a_{\min} + a_{\max})}
\]

and

\[
\kappa \leq \min\{\sqrt{2b_{\min}(b_{\min} + b_{\max})}, b_{\min} + b_{\max}\} = \sqrt{2b_{\min}(b_{\min} + b_{\max})},
\]

where \( a_{\min} = \min\{a_-, a_+\} \), \( a_{\max} = \max\{a_-, a_+\} \), \( b_{\min} = \min\{b_-, b_+\} \) and \( b_{\max} = \max\{b_-, b_+\} \).
Consequently, $CD_T(\min \{ \sqrt{2a_{\min}(a_{\min} + a_{\max})}, \sqrt{2b_{\min}(b_{\min} + b_{\max})} \}, \infty)$ holds true. Note, that this generalizes the result on the (unweighted) 2-dimensional hypercube, which satisfies the optimal bound $CD_T(2, \infty)$ by Example 5.6.

A class of examples having non-negative Bakry-Émery curvature is given by Ricci-flat graphs, which were originally introduced in [15]. We recall the definition for the reader’s convenience.

**Definition 5.9.** Let $G = (V,E)$ be an unweighted $d$-regular graph. We call $G$ Ricci-flat at $x \in V$ if there exist maps $\eta : B_1(x) \to V$ (where $B_1(x)$ is the closed ball with radius 1 and center $x$ with respect to the combinatorial graph distance) for $1 \leq i \leq d$ satisfying the following properties:

1. $\eta_i(u) \in B_1(u) \setminus \{u\}$ for any $u \in B_1(x)$,
2. $\eta_i(u) \neq \eta_j(u)$, whenever $i \neq j$,
3. $\bigcup_{i} \eta_i(\eta_i(x)) = \bigcup_{i} \eta_i(\eta_i(x))$ for any $i \in \{1, \ldots, d\}$.

We say $G$ is Ricci-flat if $G$ is Ricci-flat at each $x \in V$.

In [50] it was shown already that Ricci-flat graphs satisfy $CD(\log(d,0)$ with some finite $d > 0$. As a consequence, $CD_T(0, \infty)$ holds, cf. Remark 2.9(i). See also [19]. Nevertheless we revisit this example by giving an argument that uses the convexity of the mapping $r \mapsto \Upsilon(r)$. This argument will also be crucial below to treat the case of (R)-Ricci-flat graphs.

**Example 5.10 (Ricci-flat graphs).** Let the transition rates are chosen in such a way that the underlying graph to $L$ is Ricci-flat with vertex set $X$. The invariant and reversible measure is given by the uniform measure on $X$. Then we can write

$$2\Psi_{2,T}(f)(x) = L\Psi_T(f)(x) - L_T(f,Lf)(x)$$

$$= \sum_{i=1}^{d} \left( \Psi_T(f(\eta_i(x)) - \Psi_T(f(x))) - \Upsilon'(f(\eta_i(x)) - f(x))(Lf(\eta_i(x)) - Lf(x)) \right).$$

Applying property (iii) from Definition 5.9 yields

$$\sum_{i=1}^{d} \Upsilon'(f(\eta_i(x)) - f(x))(Lf(\eta_i(x)) - Lf(x))$$

$$= \sum_{j=1}^{d} \sum_{i=1}^{d} \Upsilon'(f(\eta_i(x)) - f(x))(f(\eta_j(\eta_i(x))) - f(\eta_i(x)) - (f(\eta_j(x)) - f(x)))$$

$$= \sum_{j=1}^{d} \sum_{i=1}^{d} \Upsilon'(f(\eta_i(x)) - f(x))(f(\eta_j(\eta_i(x))) - f(\eta_i(x)) - (f(\eta_j(x)) - f(x))).$$

Hence, we can write

$$2\Psi_{2,T}(f)(x) = \sum_{j=1}^{d} \sum_{i=1}^{d} \left( \Upsilon(f(\eta_j(\eta_i(x))) - f(\eta_i(x))) - \Upsilon(f(\eta_j(x)) - f(x))$$

$$- \Upsilon'(f(\eta_j(x)) - f(x))(f(\eta_j(\eta_i(x))) - f(\eta_i(x)) - (f(\eta_j(x)) - f(x))) \right).$$

By convexity of $r \mapsto \Upsilon(r)$ we have $\Upsilon(a) - \Upsilon(b) \geq \Upsilon'(b)(a - b)$, $a, b \in \mathbb{R}$. Setting $a = f(\eta_j(\eta_i(x))) - f(\eta_i(x))$ and $b = f(\eta_j(x)) - f(x)$, yields that $L$ satisfies $CD_T(0, \infty)$. This is optimal in general, due to the existence of Ricci-flat graphs which do not allow for positive Bakry-Émery curvature, e.g. the discrete Laplacian on the lattice $\mathbb{Z}^d$, $d \in \mathbb{N}$.
in the infinite case, the measure \( \mu_x \) for any \( x \in \mathbb{N} \), we introduce the functions \( \cd_{X,P} \) given by

\[
K(x,y) = \begin{cases} 
\frac{1}{2} & \text{if } x = y, \\
0 & \text{otherwise},
\end{cases}
\]

Example 5.13. Let the transition rates be chosen in such a way that the underlying graph to \( L \) is \( (R) \)-Ricci-flat with vertex set \( X \). The invariant and reversible measure is given by the uniform measure on \( X \).

The convexity argument from Example 5.10 yields in particular that each summand in (71) is non-negative. Applying the reflexivity condition leads to

\[
2 \Psi_2,\gamma(f)(x) \geq \sum_{i=1}^{d} \left( \Upsilon(f(x) - f(\eta_i(x))) - \Upsilon(f(\eta_i(x)) - f(x)) \right)
+ 2 \Upsilon'((f(\eta_i(x)) - f(x))(f(\eta_i(x)) - f(x)))
\]

\[
= \sum_{i=1}^{d} \nu_{2,1}(f(\eta_i(x)) - f(x))
= 4 \Psi_\gamma(f)(x) + \sum_{i=1}^{d} \nu_{2,5}(f(\eta_i(x)) - f(x)).
\]

We conclude from Lemma A.3 that \( L \) satisfies \( CD_\gamma(2,\infty) \). This is optimal in general, since \( CD(2,\infty) \) is optimal for any (unweighted) triangle free graph (see Theorem 1.2 in [36]) and each \( K_{d,d} \) is both, triangle free and \( (R) \)-Ricci-flat.

Example 5.13 (Birth-death processes). Here, we consider a birth-death process with state space given by \( X = \{0,\ldots,N\} \) for some \( N \in \mathbb{N} \) or even the infinite case of \( X = \mathbb{N}_0 \). Following the notation of [14], we introduce the functions \( a,b : X \to [0,\infty) \) with \( a(x) = k(x,x+1) \), \( b(y) = k(y,x-1) \), \( b(0) = 0 \), \( b(x) > 0 \) otherwise, and \( a(x) > 0 \) for any \( x \in X \) if \( X \) is infinite and for any \( x \in X \setminus \{N\} \) if \( X \) is finite, in which case \( a(N) = 0 \). Moreover, we set \( k(x,y) = 0 \) whenever \(|x-y| > 1\). The detailed balance condition now reads as

\[
a(x)\pi(x) = b(x+1)\pi(x+1)
\]

(72)

for any \( x \in X \) in the infinite case respectively for any \( x \in X \setminus \{N\} \) if \( X \) is of finite size. Note that in the infinite case, the measure \( \mu \) given by \( d\mu = \pi d\# \) is a finite measure if and only if

\[
\sum_{x=1}^{\infty} \frac{a(x-1)\cdots a(0)}{b(x)\cdots b(1)} < \infty.
\]

The method of [14] applies quite successfully to birth-death processes if one assumes monotonicity of the rates in the sense that

\[
a(x) \leq a(x-1), b(x-1) \leq b(x),
\]

(73)
for any $x \in X \setminus \{0\}$ and, additionally, the bound
\begin{equation}
\tag{74}
a(x - 1) - a(x) + b(x) - b(x - 1) \geq \kappa, \quad \forall x \in X \setminus \{0\},
\end{equation}
for some $\kappa > 0$. Due to [14] this suffices to deduce the modified logarithmic Sobolev inequality
with constant $\frac{\kappa}{2}$. For our purposes it will be crucial to assume that the condition
\begin{equation}
\tag{75}
\sqrt{2 \min\{a(x - 1) - a(x), b(x) - b(x - 1)\}} \geq \kappa
\end{equation}
holds true for some $\kappa > 0$ and any $x \in X \setminus \{0\}$. Note that the condition (75) is stronger than (74).
This is not surprising as the $CD_T(0, \infty)$ condition (for which (75) is suitable) yields pointwise estimates with regard to the entropy method (cf. Section 3 and hence is a stronger assumption compared to the non-local approach of [14].

In the subsequent lines we will chronologically show the following assertions:
(i) Assuming (73) and (74), $CD(\frac{\kappa}{2}, \infty)$ holds.
(ii) The condition (73) implies $CD_T(0, \infty)$.
(iii) $CD_T(0, \infty)$ is best possible for the Poisson case on $\mathbb{N}_0$, even though (73) and (74) are satisfied.
(iv) If strict monotonicity holds in (73), for both $a$ and $b$, and (75) is valid, then $CD_T(\kappa, \infty)$ holds true.

We emphasize that (iv) combined with Corollary 3.5 yields MLSI($\kappa$) while the method of [14] (assuming (73) and (74)) implies the modified logarithmic Sobolev inequality with constant $\frac{\kappa}{2}$.
For instance, if the left-hand sides of (74) and (75) coincide, which can only happen in the finite state space case, our method thus improves the corresponding constant by a factor 2.

Now, we prove (i). We have by (39)
\begin{equation}
\tag{39}
2\Gamma_2(f)(x) = L\Gamma(f)(x) - 2\Gamma(f, Lf)(x)
\end{equation}
\begin{align*}
&= \frac{1}{2} \left[ a(x)a(x+1)\left((f(x+2) - f(x+1))^2 - 2(f(x+1) - f(x))(f(x+2) - f(x+1))\right) \\
&\quad + a(x)b(x+1)\left((f(x) - f(x+1))^2 - 2(f(x+1) - f(x))(f(x) - f(x+1))\right) \\
&\quad + b(x)a(x-1)\left((f(x) - f(x-1))^2 - 2(f(x-1) - f(x))(f(x) - f(x-1))\right) \\
&\quad + b(x)b(x-1)\left((f(x-2) - f(x-1))^2 - 2(f(x-1) - f(x))(f(x-2) - f(x-1))\right) \\
&\quad + 2\left(a(x)(f(x+1) - f(x)) + b(x)(f(x-1) - f(x))\right)^2 \\
&\quad - (a(x) + b(x))\Gamma(f)(x).
\end{align*}
Here and in the sequel, we set $a(x-1) = b(x-1) = 0$ if $x = 0$ and in the case of finite $X$, $a(x+1) = b(x+1) = 0$ for $x = N$. Note that in those cases the respective choice of extension for $f \in \mathbb{R}^X$ does not play a role.

Viewing the above expression as a function of $f(x+2)$ and $f(x-2)$, it can be minimized by setting $f(x+2) - f(x+1) = f(x+1) - f(x)$ and $f(x-2) - f(x-1) = f(x-1) - f(x)$.
Henceforth, we will use the notation $t = f(x+1) - f(x)$ and $s = f(x-1) - f(x)$. We have
\begin{align*}
4\Gamma_2(f)(x) &\geq a(x)t^2(3b(x+1) - a(x+1)) + b(x)s^2(3a(x-1) - b(x-1)) + 2(a(x)t + b(x)s)^2 \\
&\quad - (a(x) + b(x))(a(x)t^2 + b(x)s^2) \\
&= a(x)t^2(b(x+1) - a(x) + a(x) - a(x+1)) \\
&\quad + b(x)s^2(a(x-1) - a(x) + b(x) - b(x-1))
\end{align*}
where we have applied (73) and (74). Hence, \( CD\left(\frac{2}{3}, \infty\right) \) holds true.

Regarding (ii), we will follow a similar approach. In this case, we observe by (39)
\[
2\Psi_{2, \tau}(f)(x) = L\Psi_T(f)(x) - B_T(f, Lf)(x)
\]
\[
= a(x)a(x + 1) \left( \Upsilon(f(x + 2) - f(x + 1)) - \Upsilon'(f(x + 1) - f(x))(f(x + 2) - f(x + 1)) \right)
+ a(x)b(x + 1) \left( \Upsilon(f(x) - f(x + 1)) - \Upsilon'(f(x + 1) - f(x))(f(x) - f(x + 1)) \right)
+ b(x)a(x - 1) \left( \Upsilon(f(x) - f(x - 1)) - \Upsilon'(f(x - 1) - f(x))(f(x) - f(x - 1)) \right)
+ b(x)b(x - 1) \left( \Upsilon(f(x - 2) - f(x - 1)) - \Upsilon'(f(x - 1) - f(x))(f(x - 2) - f(x - 1)) \right)
+ \left( a(x)\Upsilon'(f(x + 1) - f(x)) + b(x)\Upsilon'(f(x - 1) - f(x)) \right) LF(x)
- \left( a(x) + b(x) \right) \Psi_T(f)(x).
\]
Again, we minimize the above expression by choosing the values of \( f(x + 2) \) and \( f(x - 2) \) accordingly. To that aim, it can be easily checked that the mapping \( r \mapsto \Upsilon(r - c_1) - \Upsilon'(c_1 - c_2)(r - c_1) \) with parameters \( c_1, c_2 \in \mathbb{R} \) achieves the global minimum for \( r - c_1 = c_1 - c_2 \). Recalling the notation \( t = f(x + 1) - f(x) \) and \( s = f(x - 1) - f(x) \), we obtain
\[
2\Psi_{2, \tau}(f)(x) \geq a(x)a(x + 1) \left( \Upsilon(t) - \Upsilon'(t)t \right) + a(x)b(x)(x + 1) \left( \Upsilon(-t) + \Upsilon'(t)t \right)
+ b(x)a(x - 1) \left( \Upsilon(-s) + \Upsilon'(s)s \right) + b(x)b(x + 1) \left( \Upsilon(s) - \Upsilon'(s)s \right)
+ \left( a(x)\Upsilon'(t) + b(x)\Upsilon'(s) \right) \left( a(x)t + b(x)s \right) - \left( a(x) + b(x) \right) \left( a(x)\Upsilon(t) + b(x)\Upsilon(s) \right)
= a(x) \left[ \Upsilon(t) \left( a(x + 1) - a(x) - b(x) \right) + \Upsilon(-t)b(x + 1)
+ \Upsilon'(t) \left( b(x + 1) + a(x) - a(x + 1) \right) \right]
+ b(x) \left[ \Upsilon(s) \left( b(x - 1) - b(x) - a(x) \right) + \Upsilon(-s)a(x - 1)
+ \Upsilon'(s) \left( a(x - 1) + b(x) - b(x - 1) \right) \right]
+ a(x)b(x) \left( \Upsilon'(t)s + \Upsilon'(s)t \right).
\]
The last summand, which is of mixed type with respect to \( s \) and \( t \), can be treated by the inequality \( e^{\beta t} - e^{\alpha t} \geq 0 \), \( \alpha, \beta \in \mathbb{R} \), which follows from convexity of the exponential function. In fact, we conclude
\[
\Upsilon'(t)s + \Upsilon'(s)t = e^{\epsilon s} - s + e^{\epsilon t} - t \geq e^{\epsilon t} - e^{\epsilon t} - t + e^{\epsilon s} - e^{\epsilon s} - e^{\epsilon s} - s
= \Upsilon(t) - \Upsilon(-t) - \Upsilon'(t)t + \Upsilon(s) - \Upsilon(-s) - \Upsilon'(s)s.
\]
The major advantage of the right-hand side of (76) is that no mixed terms occur anymore, which allows to consider the terms involving \( s \) resp. \( t \) separately. We have
\[
\Upsilon'(t) \left( a(x + 1) - a(x) - b(x) \right) + \Upsilon(-t)b(x + 1) + \Upsilon'(t)t \left( b(x + 1) + a(x) - a(x + 1) \right)
+ b(x) \left( \Upsilon(t) - \Upsilon(-t) - \Upsilon'(t)t \right)
= b_{x,+} \left( \Upsilon'(t)t + \Upsilon(-t) \right) + a_{x,+} \left( \Upsilon'(t)t - \Upsilon(t) \right),
\]
where \( a_{x,+} = a(x) - a(x + 1) \) and \( b_{x,+} = b(x + 1) - b(x) \) and analogously
\[
\Upsilon'(s) \left( b(x - 1) - b(x) - a(x) \right) + \Upsilon(-s)a(x - 1) + \Upsilon'(s)s \left( a(x - 1) + b(x) - b(x - 1) \right)
\]
We want to employ Lemma A.4(ii) (with $\lambda \equiv N \equiv \nu x \equiv (81)$ holds for $\forall (81)$), short computation (as in Example 5.8) shows that if $(i)$, where a positive functions $a(x)$ and $b(x) = b(x) - b(x - 1)$. Consequently, for $\kappa > 0$ the estimate $2\Psi_2(f(x)) \geq a(x)\left(b_x + (\gamma'(t)t + \gamma(-t)) + a_x + (\gamma'(t)t - \gamma(t))\right)$

\begin{equation}
2\Psi_2(f(x)) \geq a(x)\left(b_x + (\gamma'(t)t + \gamma(-t)) + a_x - (\gamma'(t)t - \gamma(t))\right),
\end{equation}

(77)

whenever $b_{x-}, a_{x-}, b_{x+}, a_{x+} \geq 0$ we deduce that $CD_T(0, \infty)$ is valid in $x$. Hence, the global monotonicity condition (73) implies $CD_T(0, \infty)$, which shows (ii).

The Poisson case on $\mathbb{N}_0$ shows that this bound is in general sharp, even if the condition (74) is additionally assumed. Indeed, let $a(x) = \lambda \equiv N \equiv \nu x \equiv (81)$, and $b(x) = x$ for any $x \in \mathbb{N}_0$. Then the corresponding Markov chain coincides with the Poisson case of the birth-death process on $\mathbb{N}_0$ with invariant probability measure given by $d\mu = \pi_\lambda d\#$ and $\pi_\lambda(x) = \frac{\lambda^x}{x!} e^{-\lambda}, x \in \mathbb{N}_0$. The convexity inequality (70) becomes an equality if $s = -t$. For $n \geq 2$ and $\tau > 0$, we define the functions $f_{n,\tau} : \mathbb{N}_0 \to \mathbb{R}$ by $f_{n,\tau}(x) = \tau(x-n)$ for $x \in \{n-2, n-1, n+1, n+2\}$ and 0 otherwise. For this particular choice we have equality in (77) at $x = n$. More precisely, $2\Psi_2(f_{n,\tau})(n) = \lambda \left(\gamma'(\tau) + \gamma(-\tau)\right) + n \left(\gamma'(-\tau)(-\tau) - \gamma(-\tau)\right)$. Consequently, for $\kappa > 0$ the estimate $2\Psi_2(f_{n,\tau})(n) \geq \kappa \Psi_2(f_{n,\tau})(n)$ is equivalent to

\begin{equation}
\lambda \left(\gamma'(\tau) + \gamma(-\tau) - \kappa \gamma'(\tau)\right) + n \left(\gamma'(-\tau)(-\tau) - (1 + \kappa) \gamma(-\tau)\right) \geq 0.
\end{equation}

(78)

Choosing $\tau > 0$ large enough such that $\gamma'(-\tau)(-\tau) - (1 + \kappa) \gamma(-\tau) < 0$ and sending $n \to \infty$ yields a contradiction to (78). This shows assertion (iii). Interestingly, since here the assumptions (73) and (74) are satisfied, this gives an example of a Markov chain satisfying $CD(\frac{1}{2}, \infty)$ by assertion (i), where a positive $CD_T$ curvature condition is impossible to hold.

Next we aim for positive $CD_T$ curvature bounds. We assume that $b_{x+}, a_{x-} > 0$ for any $x \in X$. Note that this does not violate the conditions on the boundary, as we have $b_{0-} = 0$ and, in the finite case, $a_{N+} = 0$. Recall the inequality (77). The estimate

\begin{equation}
a(x)\left(b_x + (\gamma'(t)t + \gamma(-t)) + a_x + (\gamma'(t)t - \gamma(t))\right) \geq 2\kappa a(x)\gamma(t), \quad t \in \mathbb{R},
\end{equation}

(79)

(which is clear for $x = N$ in the finite case) is equivalent for $x \in X$ resp. $x \in X \setminus \{N\}$ in the finite case to

\begin{equation}
b_{x+} + \frac{a_{x+}}{a_{x+}} + \frac{a_{x+}}{a_{x+}} + \frac{2a_{x+}}{a_{x+}} (t) \geq 0, \quad t \in \mathbb{R},
\end{equation}

(80)

and analogously

\begin{equation}
b(x)\left(b_x - (\gamma'(s)s + \gamma(s)) + a_x - (\gamma'(s)s + \gamma(-s))\right) \geq 2\kappa b(x)\gamma(s), \quad s \in \mathbb{R},
\end{equation}

(81)

(which is clear for $x = 0$) is equivalent for $x \in X \setminus \{0\}$ to

\begin{equation}
a_{x-} + \frac{a_{x-}}{a_{x-}} + \frac{a_{x-}}{a_{x-}} + \frac{2a_{x-}}{a_{x-}} (s) \geq 0, \quad s \in \mathbb{R}.
\end{equation}

(82)

We want to employ Lemma A.4(ii) (with $\lambda = 1 + \frac{a_{x-}}{a_{x-}}$ for (79) and $\lambda = 1 + \frac{b_{x+}}{b_{x+}}$ for (80)). A short computation (as in Example 5.5) shows that if

\begin{equation}
k \leq \sqrt{2\min\{a_{x-}, b_{x-}\}(a_{x-} + b_{x-})}
\end{equation}

(83)

holds for $x \in X \setminus \{0\}$ then (80) is satisfied. But since $a_{x-1, +} = a_{x-}$ and $b_{x-1, +} = b_{x-}$, (79) also follows from (81). Clearly, (75) and (81) are the same and hence (iv) is established.

We conclude this example with a remark on the infinite state space case. Note that (73) implies $\inf_{x \in \mathbb{N}} a_{x-} = 0$. Hence, in order to achieve a global positive curvature bound by (75),
we need to choose the sequence \((b_x)_{x \in \mathbb{N}}\) such that \(\inf_{x \in \mathbb{N}} a_{x, -} b_{x, -} \geq c\) for some constant \(c > 0\). This implies in particular that \(b(x) \to \infty\), and hence \(M_1(x) \to \infty\), as \(x \to \infty\). Concerning the modified logarithmic Sobolev inequality the assumptions \(M_1 \in \ell^2(\mu)\) and \(M_2 \in \ell^1(\mu)\), which were imposed in Theorem 3.3 and Corollary 3.5, boil down to assume that \(b \in \ell^2(\mu)\). This is immediate for \(M_1 \in \ell^2(\mu)\) and can be easily deduced from the detailed balance condition (72) for \(M_2 \in \ell^1(\mu)\). The ratio test implies that \(b \in \ell^2(\mu)\) is satisfied if there exists some constant \(q \in (0, 1)\) such that

\[
\frac{a(x) b(x + 1)}{b(x)^2} \leq q < 1,
\]

for all sufficiently large \(x\), where again (72) has been used. Finally, we illustrate the infinite state space case by the following concrete example. We choose the transition rates as

\[
a(x) = \sum_{n=x+1}^{\infty} n^{-\alpha}, \quad b(x) = \sum_{n=0}^{x} n^{\beta}
\]

for any \(x \in \mathbb{N}_0\) and parameters \(\beta \geq \alpha > 1\). Then (82) is apparently satisfied. Moreover, we have \(a(x - 1) - a(x) = x^{-\alpha}\) and \(b(x) - b(x - 1) = x^{\beta}\) for any \(x \in \mathbb{N}\) and thus (82) turns to

\[
\sqrt{2(x^{2\alpha} + x^{\beta - \alpha})} \geq \kappa
\]

for any \(x \in \mathbb{N}\). Clearly, \(\kappa\) can at least be chosen as \(\sqrt{2}\) and hence MLSI(\(\sqrt{2}\)) holds. On the other hand, the method of [14] yields at most a modified logarithmic Sobolev inequality with constant 1.

**Example 5.14 (Weighted graphs with large girth).** Now we consider the situation, where the underlying graph has girth at least 5, i.e. if there exist a subset \(\{x_1, \ldots, x_g\} \subset X\), of pairwise distinct elements, with \(k(x_i, x_{i+1}) > 0\) for any \(i \in \{1, \ldots, g - 1\}\) and \(k(x_g, x_1) > 0\), then \(g \geq 5\) must hold. Further, we assume the existence of \(x, y \in X\) with \(k(x, y) > 0\) (and hence \(k(y, x) > 0\)) and such that

\[
M_1(x) + M_1(y) - 2(k(x, y) + k(y, x)) > 0
\]

holds true. We claim that this implies that \(CD_T(\kappa, \infty)\) fails in \(x\) (and by symmetry also in \(y\)) for all \(\kappa \in \mathbb{R}\).

We remark that any (connected) unweighted graph (here \(M_1(x)\) and \(M_1(y)\) equal the degree of \(x\) and \(y\) respectively) with \(|X| \geq 5\) and girth at least 5 (in particular trees) that is neither a path nor a cycle satisfies (83) for some \(x, y \in X\). Indeed, choose \(x \in X\) such that \(x\) has at least 3 neighbors (which is possible since the underlying graph is neither a path nor a cycle) and \(y\) a neighbor of \(x\) that has at least one neighbor distinct from \(x\) (which exists as \(|X| \geq 5\)). Then (83) holds for \(x\) and \(y\).

For the discrete Laplacian on \(\mathbb{Z}\) we have equality in (83) at any \(x \in \mathbb{Z}\) and \(y = x \pm 1\), as well as \(CD_T(0, \infty)\) holds true by Example 5.10. In this sense, the condition (83) is sharp.

Note that (83) also applies to birth-death processes, which have been discussed in Example 5.13. In fact, using the notation of Example 5.13 (83) translates to

\[
a(x) b(x) + a(x \pm 1) b(x \pm 1) - 2(k(x, x \pm 1) + k(x \pm 1, x)) > 0
\]

and hence to the condition that \(0 > a_{x, +} + b_{x, +}\) resp. \(0 > a_{x, -} + b_{x, -}\) holds true for some \(x \in X\).

Let us now prove the claim. For \(z \in X\), we denote by \(S_1(z) = \{v \in X \setminus \{z\} : k(z, v) > 0\}\) the neighborhood of \(z\). Let \(x, y \in X\) be given as in (83), \(S_1(x) = \{y_1, \ldots, y_m\}\), \(m \geq 1\), and let w.l.o.g. \(y_1 = y\). We remark that the arguments below also apply to the case that \(S_1(x)\) consists of infinitely many elements, as well as to the special case of \(m = 1\) (where the situation is easier.
as the corresponding sums over the index set \{2, \ldots, m\} are empty). Since the girth of the graph is at least 5, we have \( y_j \notin S_1(y_i) \) and \( S_1(y_i) \cap S_1(y_j) = \{x\} \) if \( i \neq j \). Thus, we can choose for some \( \tau \in \mathbb{R} \) a function \( f_\tau \in \mathbb{R}^X \) such that \( \tau = f_\tau(y_i) - f_\tau(x) \) for any \( i \in \{2, \ldots, m\} \), \( f_\tau(y_i) - f_\tau(x) = -\tau \) and \( f_\tau(z) - f_\tau(y_j) = f_\tau(y_j) - f_\tau(x) \) for any \( z \in S_1(y_j) \setminus \{x\} \), \( j \in \{1, \ldots, m\} \). For this particular choice, (84) turns to

\[
2\psi_2,\gamma(f_\tau)(x)
= \sum_{i=1}^{m} k(x, y_i)(M_1(y_i) - k(y_i, x))(\gamma(f_\tau(y_i) - f_\tau(x)) - \gamma'(f_\tau(y_i) - f_\tau(x))(f_\tau(y_i) - f_\tau(x)))
+ \sum_{i=1}^{m} k(x, y_i)k(y_i, x)(\gamma(f_\tau(x) - f_\tau(y_i)) + \gamma'(f_\tau(y_i) - f_\tau(x))(f_\tau(y_i) - f_\tau(x)))
+ \sum_{i=1}^{m} k(x, y_i)\gamma'(f_\tau(y_i) - f_\tau(x))(f_\tau(y_i) - f_\tau(x)) - M_1(x)\sum_{i=1}^{m} k(x, y_i)\gamma(f_\tau(y_i) - f_\tau(x))
+ \sum_{i,j \in \{1, \ldots, m\}, i \neq j} k(x, y_i)k(x, y_j)(\gamma'(f_\tau(y_i) - f_\tau(x))(f_\tau(y_i) - f_\tau(x)))
\]

Further, we have

\[
\sum_{i,j \in \{1, \ldots, m\}, i \neq j} k(x, y_i)k(x, y_j)(\gamma'(f_\tau(y_i) - f_\tau(x))(f_\tau(y_j) - f_\tau(x)))
= \sum_{j=2}^{m} k(x, y_i)k(x, y_j)(\gamma'(-\tau)\tau - \gamma'(\tau)\tau) + \sum_{i,j \in \{2, \ldots, m\}} k(x, y_i)k(x, y_j)\gamma'(\tau)\tau
= k(x, y_1)\gamma'(-\tau)\tau(M_1(x) - k(x, y_1)) + \sum_{i=2}^{m} k(x, y_i)\gamma'(\tau)\tau(M_1(x) - k(x, y_i) - 2k(x, y_1)).
\]

Combining the previous identities yields

\[
2\psi_2,\gamma(f_\tau)(x)
= \sum_{i=2}^{m} k(x, y_i)\left[\gamma'(\tau)\tau(M_1(x) - M_1(y_i) + 2(k(y_i, x) - k(x, y_1)))
+ \gamma(-\tau)k(y_i, x) + \gamma(\tau)(M_1(y_i) - M_1(x) - k(y_i, x))\right]
+ \gamma'(-\tau)\tau k(x, y_1)(M_1(x) + M_1(y_1) - 2(k(x, y_1) + k(y_1, x))) + \gamma(\tau)k(x, y_1)k(y_1, x)
+ k(x, y_1)\gamma(-\tau)(M_1(y_1) - M_1(x) - k(y_1, x))
= C_{1,x}\gamma'(\tau)\tau + C_{2,x}\gamma(-\tau) + C_{3,x}\gamma(\tau)
+ k(x, y_1)\gamma'(-\tau)\tau(M_1(x) + M_1(y_1) - 2(k(x, y_1) + k(y_1, x))),
\]

where \( C_{1,x}, C_{2,x}, C_{3,x} \in \mathbb{R} \) are constants that depend on \( x \) and the transition rates, but not on \( \tau \). Now, we observe

\[
2(\psi_2,\gamma(f_\tau)(x) - \kappa\psi_2,\gamma(f_\tau)(x))
= C_{1,x}\gamma'(\tau)\tau + (C_{2,x} - 2\kappa k(x, y_1))\gamma(-\tau) + (C_{3,x} - 2\kappa(M_1(x) - k(x, y_1)))\gamma(\tau)
+ k(x, y_1)\gamma'(-\tau)\tau(M_1(x) + M_1(y_1) - 2(k(x, y_1) + k(y_1, x))),
\]

(84)
where $\kappa \in \mathbb{R}$. Sending $\tau \to -\infty$, the dominating term in the right hand side of (84) is given by $\Upsilon'(-\tau)\tau$, which tends to $-\infty$. By (83), we thus can find for any $\kappa \in \mathbb{R}$ some $\tau < 0$ such that (84) is negative. Hence, $CD_T(\kappa, \infty)$ is impossible to hold in $x$ for any $\kappa \in \mathbb{R}$.

The latter example has the very interesting consequence that the $CD_T$ condition is not robust against small perturbations, which will be demonstrated in the following example.

**Example 5.15 (Perturbed birth-death process).** Let $L$ be the generator of a birth-death process on the state space $X = \{0, \ldots, N\}$ with $N \geq 4$, resp. $X = \mathbb{N}_0$, with invariant and reversible measure $\mu$ given by $d\mu = \frac{\pi(x)}{\pi(y)}\pi(y)$. The transitions rates $(k(x,y))_{x,y \in X}$ are given as explained in Example 5.14 and the notation is taken from there. Now, we add an edge to the underlying graph. Precisely, let $x_0, y_0 \in X$ with $y_0 \geq x_0 + 4$ be fixed and let $\lambda_{x_0,y_0} = \frac{\pi(x_0)}{\pi(y_0)}$. Let $L_x$ denote the Markov generator whose transition rates are given by $k_x(x,y) = k(x,y), x \neq y$, if $(x,y) \notin \{(x_0,y_0),(y_0,x_0)\}$, $k_x(x_0,y_0) = \varepsilon$ and $k_x(y_0,x_0) = \lambda_{x_0,y_0}\varepsilon$. Note that $\mu$ is also reversible (and hence invariant) for $L_x$ since

$$k_x(y_0,x_0)\pi(y_0) = \varepsilon \lambda_{x_0,y_0}\pi(y_0) = k_x(x_0,y_0)\pi(x_0)$$

holds. Besides that we obtain

$$M_1(x_0) + M_1(y_0) - 2(k_x(x_0,y_0) + k_x(y_0,x_0)) = a(x_0) + b(x_0) + \varepsilon + a(y_0) + b(y_0) + \lambda_{x_0,y_0}\varepsilon - 2(\varepsilon + \varepsilon \lambda_{x_0,y_0}) = a(x_0) + b(x_0) + a(y_0) + b(y_0) - \varepsilon(1 + \lambda_{x_0,y_0})$$

and consequently there exists some $\varepsilon_0 = \varepsilon_0(x_0,y_0) > 0$ such that condition (83) is satisfied for $x_0$ and $y_0$ and any $\varepsilon \in (0,\varepsilon_0]$. In particular, we can choose for given $\kappa_0 > 0$ the transition rates $a$ and $b$ such that $L$ satisfies $CD_T(\kappa, \infty)$ (see Example 5.14) while $L_x$ fails to satisfy $CD_T(\kappa, \infty)$ for any $\kappa \in \mathbb{R}$ and $\varepsilon > 0$ small enough by Example 5.14.

In view of Example 5.14, the natural question arises, whether there exists a Markov generator $L$ that does not satisfy $CD_T(0, \infty)$ but $CD_T(-\kappa, \infty)$ for some $\kappa > 0$. We answer this question positively by the following example.

**Example 5.16 (The unweighted 3-star).** We consider $X = \{x_*, a_1, a_2, a_3\}$ with $k(x_*,a_i) = k(a_i,x_*) = 1$ for any $i \in \{1,2,3\}$ and $k(a_i,a_j) = 0$ if $i \neq j$. The underlying graph is given by the unweighted 3-star. Note that this is the only unweighted graph with girth at least 5 that is neither a path nor a cycle to which (83) does not apply. Let $f \in \mathbb{R}^X$ be arbitrary chosen. We set $r = f(a_1) - f(x_*)$, $s = f(a_2) - f(x_*)$ and $t = f(a_3) - f(x_*)$. By (83), we have for $\kappa \geq 0$

$$2(\Psi_{2,T}(f)(x_*) + \kappa \Psi_T(f)(x_*))$$

$$= \sum_{i=1}^3 \Upsilon'(f(a_i) - f(x_*))(f(a_i) - f(x_*)) + \Upsilon(f(x_*) - f(a_i)) - (3 - 2\kappa)\Upsilon(f(a_i) - f(x_*))$$

$$+ \sum_{i=1}^3 \Upsilon'(f(a_i) - f(x_*)) \sum_{j=1}^3 (f(a_j) - f(x_*))$$

$$= \nu_{1,3} \varepsilon - 2\varepsilon + \nu_{1,3} - 3\nu_{1,3}(r + \nu_{1,3}(s) + \nu_{1,3}(t) + r + s + t)(e^r + e^s + e^t - 3).$$

First we aim to show that $CD_T(0, \infty)$ is not satisfied in $x_*$. Having the approach of Example 5.14 in mind, we choose $s = t$ and $r = -t$. Then (83) (with $\kappa = 0$) reads as

$$2\Psi_{2,T}(f)(x_*) = \nu_{1,3}(-t) + 2\nu_{1,3}(t) + t(e^{-t} + 2e^t - 3)$$

$$= 4\Upsilon'(t) - 5\Upsilon(t) - \Upsilon(-t).$$
Thus, choosing \( t < 0 \) with \( |t| \) sufficiently large shows that the latter becomes negative and consequently \( CD_T(0, \infty) \) fails in \( x_a \).

Next, we aim to show the existence of \( \kappa > 0 \) such that \( CD_T(-\kappa, \infty) \) holds. We assume in the sequel that \( \kappa \geq \frac{3}{2} \). In particular, \( \nu_{1,3-2\kappa} \) is non-negative. By (55) there is nothing to show if \( r, s \) and \( t \) all have the same sign. In case that \( r + s + t \geq 0 \) it follows from Jensen’s inequality that

\[
e^{-r} + e^{-s} + e^{-t} \geq 3e^{-\frac{1}{2}(r+s+t)} \geq 3.
\]

Hence, we are left with the case of \( r + s + t < 0 \), which will be assumed from now on. We write (86)

\[
2(\Psi_{2,T}(f)(x_a) + \kappa \Psi_T(f)(x_a)) = (2\kappa - 3) (\Upsilon(r) + \Upsilon(s) + \Upsilon(t)) + \Upsilon(-r) + \Upsilon(-s) + \Upsilon(-t) + \Upsilon'(r)(s + t + 2r) + \Upsilon'(s)(r + t + 2s) + \Upsilon'(t)(r + s + 2t).
\]

We infer from (56) that for any \( R > 0 \) there exists some \( \kappa_R \geq \frac{3}{2} \) such that the expression \( \Psi_{2,T}(f)(x_a) + \kappa \Psi_T(f)(x_a) \) is non-negative for any \( \kappa \geq \kappa_R \) provided that \( (r, s, t) \in B_R(0) \) (where \( B_R(0) \) denotes the ball with center \((0, 0, 0)\) and radius \( R \) with respect to the euclidean distance in \( \mathbb{R}^3 \)).

1. case: One element of \( r, s, t \) is positive while the other two are non-positive (w.l.o.g. \( r > 0, s, t \leq 0 \)).

Clearly, \( r + s + 2t, r + t + 2s < 0 \) and \( \Upsilon'(s), \Upsilon'(t) \leq 0 \). Thus, the only summand in the right-hand side of (86) that may be negative is given by \( \Upsilon'(r)(s + t + 2r) \). By convexity we deduce

\[
\Upsilon(-t) + \Upsilon(-s) + \Upsilon'(r)(s + t + 2r) \geq 2\left( \Upsilon\left(-\frac{t + s}{2}\right) + \Upsilon'(r)\left(-\frac{s + t}{2} + r\right) \right)
\begin{align*}
&\geq 2\left( \Upsilon(r) - \Upsilon'(r)\left(-\frac{s + t}{2} + r\right) + \Upsilon'(r)\left(-\frac{s + t}{2} + r\right) \right) \\
&= 2\Upsilon(r) \geq 0
\end{align*}
\]

and hence the term \( \Psi_{2,T}(f)(x_a) + \kappa \Psi_T(f)(x_a) \) is non-negative by (56).

2. case: One element of \( r, s, t \) is negative while the other two are non-negative (w.l.o.g. \( r < 0, s, t \geq 0 \)).

Clearly, \( s + t + 2r < 0 \) and \( \Upsilon'(r) < 0 \). Thus, the only summands that may be negative in the right-hand side of (86) are given by \( \Upsilon'(r)(r + s + 2t) \) and \( \Upsilon'(s)(r + t + 2s) \). As \( \Upsilon'(t) \geq 0 \), we are left with \(-r > s + 2t \) resp. \(-r > t + 2s \). Due to the asymptotic behavior of the following summands there exists a radius \( R_0 > 0 \) such that

\[
\Upsilon(-r) + \Upsilon'(t)(r + s + 2t) + \Upsilon'(s)(r + t + 2s) \geq 0
\]

for any \((r, s, t) \in B_{R_0}(0) \) with \( r < 0, s, t \geq 0 \) and \(-r > t + 2s \) or \(-r > s + 2t \). Consequently, \( \Psi_{2,T}(f)(x_a) + \kappa \Psi_T(f)(x_a) \) is non-negative by (56) for any \( \kappa \geq \kappa_{R_0} \) in the present case.

Overall, we deduce that \( CD_T(-\kappa_{R_0}, \infty) \) holds at \( x_a \). In \( a_j, j \in \{1, 2, 3\} \) the situation is better. W.l.o.g. let \( j = 1 \). After minimizing \( \Psi_{2,T}(f)(a_1) \) with respect to \( f(a_2) \) and \( f(a_3) \) (analogously as explained in Example 5.13), we read from (39)

\[
2\Psi_{2,T}(f)(a_1) = \Upsilon(f(x_a) - f(a_1)) + \Upsilon(f(a_1) - f(x_a)) \geq 0
\]

and hence \( CD_T(0, \infty) \) holds in \( a_1 \).

In (28) it was shown that an unweighted graph with girth at least 5 satisfies the Bakry-Émery condition \( CD(0, \infty) \) if and only if it is either a (finite or infinite) path or a cycle of length at least 5 or the 3-star, which has been considered in Example 5.16. Combining Example 5.14 with Example 5.16 and Example 5.10 (paths and cycles are Ricci-flat), the analogue of the mentioned result regarding the \( CD_T \) condition is the following.
Example 5.18 (Weighted stars). This example is concerned with a weighted star. Precisely, let \( X = \{x, a_1, \ldots, a_m\}, m \geq 3 \), such that \( k(x, a_i), k(a_i, x) > 0 \) for any \( i \in \{1, \ldots, m\} \) and \( k(a_i, a_j) = 0 \) whenever \( i \neq j \). We assume that for some \( \kappa > 0 \)

\[
k(a_i, x) - (M_1(x) - k(x, a_i)) \geq \kappa
\]

and

\[
k(x, a_i) \geq \frac{\kappa}{1 + \sqrt{3}}
\]

hold respectively for any \( i \in \{1, \ldots, m\} \).

First, we show \( \Psi_{2, \gamma}(f)(x) \geq \kappa \Psi_{\gamma}(f)(x) \) for any \( f \in \mathbb{R}^X \). We use the notation \( z_i = f(a_i) - f(x) \) for any \( i \in \{1, \ldots, m\} \). From (53) we observe

\[
2\Psi_{2, \gamma}(f)(x) = \sum_{i=1}^{m} k(x, a_i)k(a_i, x)\left(\gamma(-z_i) + \gamma'(z_i)z_i\right)
\]

\[
+ \sum_{i=1}^{m} k(x, a_i)\gamma'(z_i)\sum_{j=1}^{m} k(x, a_j)z_j - M_1(x)\sum_{i=1}^{m} k(x, a_i)\gamma(z_i).
\]

Applying the convexity inequality (70), yields

\[
\sum_{i=1}^{m} \sum_{j=1}^{m} k(x, a_i)k(x, a_j)\gamma'(z_i)z_j \geq \sum_{i=1}^{m} k(x, a_i)(M_1(x) - k(x, a_i))\left(\gamma(z_i) - \gamma(-z_i) - \gamma'(z_i)z_i\right).
\]

Consequently, we observe

\[
2\Psi_{2, \gamma}(f)(x) \geq \sum_{i=1}^{m} k(x, a_i)\left[\gamma'(z_i)z_i(k(a_i, x) - (M_1(x) - k(x, a_i)) + k(x, a_i))
\right.
\]

\[
+ \gamma(-z_i)(k(a_i, x) - (M_1(x) - k(x, a_i)) - \gamma(z_i)k(x, a_i))\right]
\]

\[
\geq \kappa \sum_{i=1}^{m} k(x, a_i)\left(\gamma'(z_i)z_i + \gamma(-z_i)\right)
\]

by (87) and the convexity of \( r \mapsto \gamma(r) \). Now, the last term is greater than or equal to

\[
2\kappa \Psi_{\gamma}(f)(x) \text{ by Lemma A.4(ii).}
\]

Next, we aim to show \( CD_{\gamma}(\kappa, \infty) \) at \( a_j \) for \( j \in \{1, \ldots, m\} \). Let \( z_a = f(x) - f(a_j) \). After minimization over the second neighborhood (cf. Example 5.13), we observe

\[
2\Psi_{2, \gamma}(f)(a_j) \geq \sum_{i=1}^{m} k(a_j, x)k(x, a_i)\left(\gamma(z_a) - \gamma'(z_a)z_a\right)
\]

\[
+ k(a_j, x)k(x, a_j)\left(\gamma(-z_a) + \gamma'(z_a)z_a\right)
\]

\[
+ k(a_j, x)^2\left(\gamma'(z_a)z_a - \gamma(z_a)\right)
\]

\[
= k(a_j, x)\left[\gamma(z_a)(M_1(x) - k(x, a_j) - k(a_j, x)) + \gamma(-z_a)k(x, a_j)
\right.
\]

\[
+ \gamma'(z_a)z_a(k(a_j, x) - (M_1(x) - k(x, a_j)) + k(x, a_j))\right]
\]

\[
\geq k(a_j, x)(\gamma'(z_a)z_a(k(x, a_j) + \kappa) + k(x, a_j)\gamma(-z_a) - \kappa \gamma(z_a))
\]
by \((87)\) and the convexity of \(r \mapsto \Upsilon(r)\). Now, the last term is greater than or equal to \(2\kappa \Psi_T(f)(a_j)\) if and only if

\[
\mu_1 + \frac{\kappa}{\kappa + \kappa(a_j)} \cdot \frac{\kappa}{\kappa + \kappa(a_j)}(\kappa) \geq 0.
\]

It is straightforward to deduce from Lemma \(A.4\)(ii) (by setting \(\lambda = 1 + \frac{\kappa}{\kappa(a_j)}\)), that \((88)\) is satisfied by the condition \((89)\).

6. Power type entropies and Beckner inequalities

Recall that we assume throughout this section that the invariant and reversible measure \(\mu\) is a probability measure on \(X\) and \((P_t)_{t \geq 0}\) is a Markov semigroup. Recall also the notation which have been introduced in the beginning of Section 3.

Beckner inequalities, originally introduced in \([10]\), interpolate between logarithmic Sobolev inequalities and Poincaré inequalities. In the diffusive situation of \([17]\) they can be derived from the classical Bakry-Émery condition with a positive curvature constant, see for instance \([5]\). As in the case of the Boltzmann entropy, which we have investigated in Section 3 the Bakry-Émery curvature-dimension condition is not suitable in the discrete setting due to the lack of chain rule. Following the approach of \([14]\) and \([24]\), in \([33]\) discrete Beckner inequalities were derived in the setting of Markov chains with finite state space.

In this section we identify the corresponding operators and curvature-dimension conditions which enable us to argue similarly as in Section 3 to obtain Beckner-type inequalities. To that aim, we introduce the entropy functionals

\[
\mathcal{H}_p(\rho) = \int_X \Phi_p(\rho) d\mu = \sum_{x \in X} \Phi_p(\rho)(x) \pi(x), \quad \rho \in \mathcal{P}(X),
\]

where \(\Phi_p : [0, \infty) \to \mathbb{R}\) is given by

\[
\Phi_p(r) = r^{p-r}\frac{p}{p(p-1)}, \quad p \in (1, 2).
\]

Those functions are included in the class of so called admissible functions in the context of \(\Phi\)-entropy inequalities, cf. \([12]\).

**Definition 6.1.** For any \(f \in L^{\infty, +}(X)\), we define the operators

\[
\Psi_{\Gamma}^{(p)}(f) = -\overline{\Lambda}_{\Phi_p}(f), \quad \Psi_{\Sigma}^{(p)}(f) = \frac{1}{2} \left( L\Psi_{\Gamma}^{(p)}(f) - B_{\Sigma}(\log f, L\Phi_p(f)) \right),
\]

where \(\overline{\Lambda}_{\Phi_p}(f) := \sum_{y \in X} k(x, y) \Lambda_{\Phi_p}(f(y), f(x)).\)

**Remark 6.2.** Note that the structural similarity of \(\Psi_{\Gamma}\) and \(\Psi_{\Gamma}^{(p)}\) is hidden in Lemma \(2.2\) since \(\Psi_{\Gamma}(\log f) = -\overline{\Lambda}_{\log}(f)\) holds for \(f \in L^{\infty, +}(X)\). Further, as \(\Phi_p \to \Phi\) resp. \(\Phi'_p \to \Phi'\) as \(p \to 1\) in the pointwise sense, where \(\Phi(r) = r \log r, \ r > 0\), is the function that generates the Boltzmann entropy, the operators \(\Psi_{\Gamma}\) and \(\Psi_{\Gamma}^{(p)}\) resp. \(\Psi_{\Sigma}\) and \(\Psi_{\Sigma}^{(p)}\) are related in the following sense. For any \(f \in L^{\infty, +}(X)\) we deduce by means of the dominated convergence theorem (recall \((11)\) and \((12)\)) that \(L\Phi_p^{(p)}(f) \to L\log f, \ \Psi_{\Gamma}^{(p)}(f) \to \Psi_{\Gamma}(\log f)\) and \(\Psi_{\Sigma}^{(p)}(f) \to \Psi_{\Sigma}(\log f)\) as \(p \to 1\) in the pointwise sense, respectively.

The functional

\[
\mathcal{I}_p(\rho) = \frac{1}{2-p} \int_X \rho \Psi_{\Gamma}^{(p)}(\rho) d\mu, \quad \rho \in \mathcal{P}^{+}_{\Sigma}(X)
\]
will play the role of the Fisher information as in Section 3. We have the relation
\[ E_p(\rho, \Phi) = \mathcal{I}_p(\rho). \]
This will be shown in the proof of Theorem 6.8. As in Section 3, we will use (91) to extend \( \mathcal{I}_p \) to functions \( \rho \in \mathcal{P}_*(X) \), where \( \mathcal{I}_p(\rho) = \infty \) is allowed.

**Definition 6.3.** We say that \( L \) satisfies the Beckner inequality \( \text{Bec}(\alpha) \) with \( \alpha > 0 \), if
\[ \mathcal{H}_p(f) \leq \frac{1}{2\alpha} \mathcal{I}_p(f) \]
holds for any \( f \in \mathcal{P}_*(X) \) with \( \mathcal{H}_p(f) < \infty \).

**Remark 6.4.** Note that (92) is in fact equivalent to the discrete Beckner inequality considered in [33]. This follows from the relation (91).

**Lemma 6.5.** Assume that (92) holds for \( \alpha > 0 \) and any \( f \in \mathcal{P}_*(X) \). Then \( L \) satisfies \( \text{Bec}(\alpha) \).

**Proof.** This follows by the analogous truncation argument as it has been described in the proof of Lemma 3.2. \( \square \)

**Definition 6.6.** The Markov generator \( L \) is said to satisfy \( \text{CD}^{(\rho)}_{\alpha}(\kappa, \infty) \) at \( x \in X \) for \( \kappa \in \mathbb{R} \), if
\[ \Psi^{(\rho)}_{2, \text{V}}(f)(x) \geq \frac{\kappa}{2} \Psi^{(\rho)}_{\text{I}}(f)(x) \]
holds for any \( f \in \ell^{\infty,+}(X) \). If \( L \) satisfies \( \text{CD}^{(\rho)}_{\alpha}(\kappa, \infty) \) at any \( x \in X \), then we say that \( L \) satisfies \( \text{CD}^{(\rho)}_{\alpha}(\kappa, \infty) \).

**Remark 6.7.**
(i) The assumptions (11) and (12) guarantee that \( \Psi^{(\rho)}_{\text{V}} \) and \( \Psi^{(\rho)}_{2, \text{V}} \) are both well defined. We remark, as in Section 2, that one may choose different function spaces that possibly depend on the kernel. In particular, see Remark 6.10.

(ii) In case that the underlying graph to \( L \) is locally finite, (93) holds true on all positive functions \( f \in \mathbb{R}^X \) if and only if it is satisfied on \( \ell^{\infty,+}(X) \). This follows by an analogous reason as explained in Remark 2.8(ii).

Analogously to Theorem 3.4, the curvature-dimension condition of Definition 6.6 yields a differential inequality regarding the heat flow along the entropy functional defined in (90).

**Theorem 6.8.** Let \( M_1 \in \ell^2(\mu) \) and \( M_2 \in \ell^1(\mu) \). Then for any \( f \in \mathcal{P}_*(X) \), we have
\[ \frac{d}{dt} \mathcal{H}_p(P_t f) = -\mathcal{I}_p(P_t f) \]
and
\[ \frac{d^2}{dt^2} \mathcal{H}_p(P_t f) = 2 \int_X P_t f \Psi^{(\rho)}_{2, \text{V}}(P_t f) d\mu. \]
In particular, if the Markov generator \( L \) satisfies \( \text{CD}^{(\rho)}_{\alpha}(\kappa, \infty) \), then the differential inequality
\[ \frac{d^2}{dt^2} \mathcal{H}_p(P_t f) \geq -2\kappa \frac{d}{dt} \mathcal{H}_p(P_t f) \]
holds for any \( t > 0 \) and \( f \in \mathcal{P}_*(X) \).

**Proof.** As \( L \) is symmetric with respect to the \( L^2(\mu) \)-inner product,
\[ \frac{d}{dt} \mathcal{H}_p(P_t f) = \int_X \Phi^\rho(P_t f) L P_t f d\mu = \int_X P_t f L \Phi^\rho(P_t f) d\mu \]
holds true. By Lemma 2.1, we have

\[ L\Phi_p'(P_t f) = \Phi_p''(P_t f) L P_t f + \overline{\Lambda}_{\Phi_p'}(P_t f). \]

With regard to the identity (91), note that the last term equals \(-E(P_t f, \Phi_p'(P_t f))\). Besides that, we observe due to \(\mu\) being invariant

\[
\int_X P_t f \Phi_p''(P_t f) L P_t f d\mu = (p - 1) \int_X \Phi_p'(P_t f) L P_t f d\mu
\]

and consequently

\[
(1 - (p - 1)) \int_X \Phi_p'(P_t f) L P_t f d\mu = \int_X P_t f \overline{\Lambda}_{\Phi_p'}(P_t f) d\mu,
\]

which yields

\[
\frac{d}{dt} H_p(P_t f) = \frac{1}{2 - p} \int_X P_t f \overline{\Lambda}_{\Phi_p'}(P_t f) d\mu = -\frac{1}{2 - p} \int_X P_t f \Phi_p''(P_t f) d\mu.
\]

Regarding the second derivative, the following representation formula will be crucial

\[
\frac{d}{dt} \overline{\Lambda}_{\Phi_p'}(P_t f) = \sum_{y \in X} \frac{d}{dt} \left( \Phi_p'(P_t f)(y) - \Phi_p'(P_t f)(x) - \Phi_p''(P_t f)(x)(P_t f(y) - P_t f(x)) \right)
\]

\[
= \sum_{y \in X} \frac{d}{dt} \left( \Phi_p''(P_t f)(y) L P_t f(y) - \Phi_p''(P_t f)(x) L P_t f(x) \right)
\]

\[
- \Phi_p''(P_t f)(x) \int_X k(x, y)(P_t f(y) - P_t f(x))
\]

\[
- \Phi_p''(P_t f)(x) \sum_{y \in X} k(x, y)(P_t f(y) - P_t f(x)) = L \left( \Phi_p''(P_t f)(L P_t f)(x) - \Phi_p''(P_t f)(x)(L P_t f(x))^2 \right)
\]

Then we have

\[
(2 - p) \frac{d^2}{dt^2} H_p(P_t f) = \int_X L P_t f L \overline{\Lambda}_{\Phi_p'}(P_t f) d\mu + \int_X P_t f \frac{d}{dt} \overline{\Lambda}_{\Phi_p'}(P_t f) d\mu
\]

\[
= \int_X P_t f L \left( L \overline{\Lambda}_{\Phi_p'}(P_t f) \right) d\mu + \int_X \Phi_p''(P_t f)(L P_t f)^2 d\mu - \int_X P_t f \Phi_p''(P_t f)(L P_t f)^2 d\mu
\]

\[
- \int_X P_t f \Phi_p''(P_t f)(L P_t f) d\mu
\]

\[
= \int_X P_t f L \left( L \overline{\Lambda}_{\Phi_p'}(P_t f) \right) d\mu + (3 - p) \int_X \Phi_p''(P_t f)(L P_t f)^2 d\mu - (p - 1) \int_X \Phi_p''(P_t f)(L P_t f) d\mu.
\]

Invoking (94), we obtain

\[
\int_X \Phi_p''(P_t f)(L P_t f)^2 d\mu = \int_X L \Phi_p'(P_t f) L P_t f d\mu - \int_X L P_t f \overline{\Lambda}_{\Phi_p'}(P_t f) d\mu
\]

\[
= \int_X P_t f L \left( L \Phi_p'(P_t f) \right) d\mu - \int_X P_t f L \overline{\Lambda}_{\Phi_p'}(P_t f) d\mu
\]

and hence

\[
\frac{d^2}{dt^2} H_p(P_t f) = \frac{1}{2 - p} \left( (p - 2) \int_X P_t f L \overline{\Lambda}_{\Phi_p'}(P_t f) d\mu + 2(2 - p) \int_X P_t f L \Phi_p'(P_t f) d\mu \right).
\]
Further, the detailed balance property yields

\[
2 \int_X P_t f \, L(\Phi'_p(P_t f)) \, d\mu = 2 \sum_{x \in X} P_t f(x) \, k(x, y) \left( L\Phi'_p(P_t f)(y) - L\Phi'_p(P_t f)(x) \right) \pi(x)
\]

\[
= - \sum_{y \in X} \sum_{x \in X} k(y, x) P_t f(x) \left( L\Phi'_p(P_t f)(x) - L\Phi'_p(P_t f)(y) \right) \pi(y)
\]

\[
+ \sum_{x \in X} P_t f(x) \, k(x, y) \left( L\Phi'_p(P_t f)(y) - L\Phi'_p(P_t f)(x) \right) \pi(x)
\]

\[
= - \sum_{y \in X} P_t f(y) \, k(y, x) \left( \log P_t f(x) - \log P_t f(y) \right) \left( L\Phi'_p(P_t f)(x) - L\Phi'_p(P_t f)(y) \right) \pi(y)
\]

\[
+ \sum_{x \in X} P_t f(x) \, k(x, y) \left( L\Phi'_p(P_t f)(y) - L\Phi'_p(P_t f)(x) \right) \pi(x)
\]

\[
= - \sum_{y \in X} P_t f(y) \, k(y, x) \left( \log P_t f(x) - \log P_t f(y) \right) \left( L\Phi'_p(P_t f)(x) - L\Phi'_p(P_t f)(y) \right) \pi(y)
\]

\[
= - \int_X P_t f B_{\Gamma'} \left( \log P_t f, L\Phi'_p(P_t f) \right) \, d\mu.
\]

Inserting this into (66), we end up with

\[
\frac{d^2}{dt^2} H_p(P_t f) = \int_X P_t f \left( L|P'_1(\mu) - B_{\Gamma'} \left( \log P_t f, L\Phi'_p(P_t f) \right) \right) d\mu = 2 \int_X P_t f \left( \Psi^{(p)}_{Z_1}(P_t f) \right) d\mu.
\]

The additional claim now follows by applying $CD(κ, ∞)$. □

Consequently, using the entropy method, as explained in Section 3 and Lemma 6.5, we deduce the following result.

**Corollary 6.9.** If the Markov generator $L$ satisfies $CD(κ, ∞)$, $κ > 0$, $M_1 \in ℓ^2(μ)$ and $M_2 \in l^1(μ)$, then $L$ satisfies Bec($κ$).

**Remark 6.10.** Note that we only applied the $CD(κ)$ condition on functions belonging to $P_2(X)$. Thus, in order to get the statements of Theorem 6.8 and Corollary 6.9 respectively, we could formulate Definition 6.6 on the smaller class of $P_2(X)$.

7. **Tensorization of the discrete and diffusion setting**

Here, we revisit the tensorization procedure from Section 4 in a different spirit. More generally speaking, given two independent Markov processes $(Z_t)_{t≥0}$ on a state space $E$ and $(Y_t)_{t≥0}$ on a state space $F$, respectively, each of which with a given unique invariant measure, the product $(Z_t, Y_t)_{t≥0}$ defines a Markov process on the state space $E \times F$. Further, the generator of this process is given by $L_E \otimes L_Y$, where $L_E$ denotes the generator of $(Z_t)_{t≥0}$ and $L_Y$ denotes the generator of $(Y_t)_{t≥0}$. The invariant measure is given by the product measure of the respective invariant measures and reversibility is valid provided that it is valid for both Markov processes respectively.

The interest in this section lies in the product of two Markov processes where one fits into the classical diffusive setting of [7] and the other one to the discrete Markov chain setting, which has been studied so far in this paper. In this case we will also speak of hybrid processes.

As a motivating example let us consider a linear reaction-drift-diffusion system of the form

\[
\partial_t ρ_t - \Delta ρ_t - \text{div}(ρ_t \nabla V) = \sum_{j=1}^n \alpha_{i,j} ρ_j \quad \text{in } (0, ∞) \times \mathbb{R}^d, \; i = 1, 2, \ldots, n,
\]
for the chemical concentrations $\rho_i(t, x)$. Here $V \in C^2(\mathbb{R}^d)$ denotes the confining potential. We assume that $e^{-V} \in L^1(\mathbb{R}^d)$. The reaction rates are such that the total mass $\int_{\mathbb{R}^d} \sum_{i=1}^n \rho_i(t, x) \, dx$ is conserved, that is we ask for $\sum_{i=1}^n \rho_i = 0$ for all $j \in \{1, \ldots, n\}$. Furthermore, we assume that $\alpha_{i,i} < 0$ for all $i$, and $\alpha_{i,j} > 0$ whenever $i \neq j$.

A key idea, which has also been used in \cite{25} and \cite{58}, is now to introduce a new variable for the coordinates in \cite{90}, i.e. to interpret solutions to \cite{90} as functions on the product space $[0, \infty) \times \mathbb{R}^d \times X$, where $X = \{1, 2, \ldots, n\}$. Then we can reformulate \cite{90} into

$$
\hat{\nu}_t \varphi(t, x, i) = (L^*_c + L^*_d) \varphi(t, x, i),
$$

where $\varphi : [0, \infty) \times \mathbb{R}^d \times X \to \mathbb{R}$ is given by $\varphi(t, x, i) = \rho_i(t, x)$. Here the operator $L^*_c$ acts w.r.t. the space variable $x \in \mathbb{R}^d$ and takes the form $L^*_c v = \Delta v + \text{div}(v \nabla V)$, whereas $L^*_d$ acts w.r.t. the component variable $i \in X$ and reads as $(L^*_d v)(i) = \sum_{j=1}^n \alpha_{i,j} v(j)$. Equation \cite{97} can be viewed as the Fokker-Planck equation associated with a stochastic process which is the tensor product of a generalized Ornstein-Uhlenbeck process with generator $L_c v = \Delta v - \nabla V \cdot \nabla v$ and a finite Markov chain with generator $L_d v(i) = \sum_{j \neq i} k(i, j)(v(j) - v(i))$, $i \in X$,

with transition rates $k(i, j) = \alpha_{j,i}$. Note that $L^*_c$ is the adjoint of $L_c$ w.r.t. the Lebesgue measure in $\mathbb{R}^d$ (see e.g. \cite{32}) and $L^*_d$ is the adjoint of $L_d$ w.r.t. the counting measure on $X$.

If $V$ is uniformly convex with Hessian $\nabla^2 V \geq \lambda > 0$ (in the sense of positive definite matrices) then the generalized Ornstein-Uhlenbeck process generated by $L_c$ satisfies $CD(\lambda, \infty)$, where the unique invariant measure has the density $C e^{-V(x)}$ w.r.t. the Lebesgue measure with a normalizing constant $C > 0$. Let us suppose that the Markov chain satisfies the assumptions of Section \ref{section4} and has positive curvature in the $CD(\lambda)$ sense. Is there a notion of curvature (bounds) for such hybrid processes which imply modified logarithmic Sobolev inequalities and exponential decay of the entropy and enjoys a natural tensorization principle similar to Section \ref{section4}? In particular, can we expect decay of the (relative) entropy for the reaction-drift-diffusion system \cite{90} under the described assumptions? We will answer both questions in the affirmative.

In what follows, let $L_c$ be the generator of a Markov process on the state space $E$ with invariant and reversible probability measure $\mu_c$. We assume that $L_c$ satisfies the diffusion property, cf. \cite{7}. Let further $\Gamma$ and $\Gamma_2$ denote the corresponding carré du champ and iterated carré du champ operator, respectively. Besides that, let $L_d$ denote the generator of a positive recurrent Markov chain on the state space $X$ as in \cite{90}, with invariant and reversible probability measure $\mu_d$.

In the following lines we will remain on a formal level with respect to the class of (admissible) functions. Note however, that in case of finite $X$ we could choose $u : E \times X \to \mathbb{R}$ such that $u(\cdot, i)$ is in the function space $\mathcal{A}$ resp. $\mathcal{A}_{\text{const}+}$, which are defined in \cite{7}, for any $i \in X$.

We now introduce operators which are natural substitutes for the carré du champ and iterated carré du champ operator in the hybrid case. Here we use the notation $A \oplus B$ analogously to Section \ref{section4} where now $A$ acts on the continuous variable and $B$ on the discrete one. It turns out that the natural replacement of the carré du champ operator in the hybrid case is just given by $\Gamma \oplus \Psi_T$. The analogue of the iterated carré du champ operator is introduced in the following definition.

**Definition 7.1.** For sufficiently regular functions $u : E \times X \to \mathbb{R}$ we define

$$
(\Gamma \oplus \Psi_T)_{(2)} u = \frac{1}{2} \left((L_c \oplus L_d)(\Gamma \oplus \Psi_T)(u) - 2\Gamma(u, (L_c \oplus L_d)(u)) - B_T(u, (L_c \oplus L_d)(u)) \right).
$$

The next Lemma plays the role of Lemma \ref{lemma4.1} in Section \ref{section4}.
Lemma 7.2. We have
\[(\Gamma \oplus \Psi_T)_2(u) \geq (\Gamma_2 \oplus \Psi_2,\tau)(u)\]
for sufficiently regular functions \(u : E \times X \rightarrow \mathbb{R}\).

Proof. Throughout this proof, the symbols \(L_c, \Gamma_2\) and \(\Gamma_2\) will always refer to the continuous variable, whereas \(L_d, \Psi_T, \Psi_2,\tau\) and \(B_T\) will refer to the discrete variable.

We have
\[
2(\Gamma \oplus \Psi_T)_2(u) = (L_c(\Gamma(u) + \Psi_T(u)) + L_d(\Gamma(u) + \Psi_T(u)) - 2\Gamma(u, L_c u + L_d u) - B_T(u, L_c u + L_d u) = 2\Gamma_2(u) + 2\Psi_2,\tau(u) + L_c(\Psi_T(u)) + L_d(\Gamma(u)) - 2\Gamma(u, L_d u) - B_T(u, L_c u).
\]
The diffusion property (16) yields
\[
L_c(\Psi_T(u))(\cdot, i) = \sum_{j \in X \setminus \{i\}} k(i, j) L_c(\Psi_T(u)(\cdot, j) - u(\cdot, i))
\]
Further, bilinearity yields
\[
\Gamma(u, L_d u)(\cdot, i) = \sum_{j \in X \setminus \{i\}} k(i, j) \Gamma(u(\cdot, i), u(\cdot, j) - u(\cdot, i)) = \sum_{j \in X \setminus \{i\}} k(i, j) (\Gamma(u(\cdot, i), u(\cdot, j)) - \Gamma(u(\cdot, i))).
\]
Consequently, we deduce
\[
2(\Gamma \oplus \Psi_T)_2(u)(\cdot, i) = 2(\Gamma_2 \oplus \Psi_2,\tau)(u)(\cdot, i)
\]
With Lemma 7.2 at hand, we are now able to prove the corresponding analogue to Theorem 3.3. The entropy associated to the invariant probability measure \(\mu = \mu_c \otimes \mu_d\) is given by
\[
\mathcal{H}(\rho) = \int_E \int_X \rho \log(\rho) d\mu, \quad \rho \in \mathcal{P}(E \times X),
\]
where \(\mathcal{P}(E \times X)\) now denotes all probability densities with respect to \(\mu\) (and the convention \(0 \log 0 = 0\) being assumed). Further, the Fisher information is defined on sufficiently regular positive functions \(\rho \in \mathcal{P}(E \times X)\) as
\[
\mathcal{I}(\rho) = \int_E \int_X \rho (\Gamma(\psi_T)(\log \rho)) d\mu.
\]
Theorem 7.3. We have for sufficiently regular positive functions $f \in \mathcal{P}(E \times X)$

$$
\frac{d}{dt} \mathcal{H}(P_t f) = -\mathcal{I}(P_t f)
$$

and

$$
\frac{d^2}{dt^2} \mathcal{H}(P_t f) = 2 \int_E \int_X P_t f (\Gamma \oplus \Psi_T)_2 (\log P_t f) d\mu.
$$

Moreover, if $L_c$ satisfies $CD(\kappa_c, \infty)$ and $L_d$ satisfies $CD_T(\kappa_d, \infty)$, then the following differential inequality holds true

$$
\frac{d^2}{dt^2} \mathcal{H}(P_t f) \geq -2\kappa \frac{d}{dt} \mathcal{H}(P_t f),
$$

with $\kappa = \min\{\kappa_c, \kappa_d\}$.

Proof. As in the proof of Lemma 7.2, the symbols $L_c$, $\Gamma$ and $\Gamma_2$ will refer to the continuous variable, while $L_d$, $\Psi_T$, $\Psi_2$ and $B_T$ will refer to the discrete variable.

Recall, that $\mu = \mu_d \otimes \mu_c$ is invariant for $(P_t)_{t \geq 0}$ and hence

$$
\frac{d}{dt} \mathcal{H}(P_t f) = \int_E \int_X P_t f (L_c \oplus L_d)(\log P_t f) d\mu
$$

$$
= \int_E \int_X P_t f (L_c \log P_t f + L_d \log P_t f) d\mu
$$

$$
= \int_E \int_X P_t f \left( \frac{(L_c \oplus L_d)(P_t f)}{P_t f} - (\Gamma \oplus \Psi_T)(\log P_t f) \right) d\mu
$$

$$
= -\int_E \int_X P_t f (\Gamma \oplus \Psi_T)(\log P_t f) d\mu,
$$

where in the second to last equality the diffusion Property (19) for the term $L_c \log P_t f$ and Lemma 7.2 for the term $L_d \log P_t f$ were used.

Now, $\frac{d}{dt} (\log P_t f) = 2\Gamma (\log P_t f, \frac{d}{dt} \log P_t f)$ and $\frac{\partial}{\partial t} \Psi_T (\log P_t f) = B_T (\log P_t f, \frac{d}{dt} \log P_t f)$ altogether imply

$$
\frac{d^2}{dt^2} \mathcal{H}(P_t f) = -\int_E \int_X (L_c \oplus L_d)(P_t f)(\Gamma \oplus \Psi_T)(\log P_t f) d\mu
$$

$$
- \int_E \int_X P_t f \left( 2\Gamma (\log P_t f, \frac{d}{dt} \log P_t f) + B_T (\log P_t f, \frac{d}{dt} \log P_t f) \right) d\mu
$$

$$
= -\int_E \int_X P_t f (\Gamma \oplus \Psi_T)(\log P_t f) d\mu
$$

$$
- \int_E \int_X P_t f \left( 2\Gamma (\log P_t f, (L_c \oplus L_d)(\log P_t f)) + B_T (\log P_t f, (L_c \oplus L_d)(\log P_t f)) \right) d\mu
$$

$$
- \int_E \int_X P_t f \left( 2\Gamma (\log P_t f, (\Gamma \oplus \Psi_T)(\log P_t f)) + B_T (\log P_t f, (\Gamma \oplus \Psi_T)(\log P_t f)) \right) d\mu,
$$

where in the latter step (19) and Lemma 7.2 were used. Applying (25) and (24) as explained in Section 3 we observe (99).

If additionally $L_c$ satisfies $CD(\kappa_c, \infty)$ and $L_d$ satisfies $CD_T(\kappa_d, \infty)$, with $\kappa_c, \kappa_d > 0$, then we conclude by the aid of Lemma 7.2 and (99)

$$
\frac{d^2}{dt^2} \mathcal{H}(P_t f) \geq \int_E \int_X P_t f (\Gamma_2 (\log P_t f) + \Psi_{2,T} (\log P_t f)) d\mu.
$$
Recalling the entropy method, which has been outlined in Section 3, Theorem 7.3 yields the following result.

**Corollary 7.4.** Let $L_c$ satisfy $CD(\kappa_c, \infty)$ and $L_d$ satisfy $CD(\kappa_d, \infty)$, where $\kappa_c, \kappa_d > 0$. Then the modified logarithmic Sobolev inequality

$$\mathcal{H}(f) \leq \frac{1}{2\kappa} \mathcal{I}(f),$$

with $\kappa = \min\{\kappa_c, \kappa_d\}$, holds true for sufficiently regular positive functions $f \in \mathcal{P}(E \times X)$.

**8. Extensions of the calculus to non-local operators**

The aim of this section is to highlight that the calculus developed in Section 2 and 3 not only applies to the discrete setting of Markov chains. In fact, we want to point out at a formal level at least, that the ideas can be transferred to non-local operators of the form

$$L f(x) = \int_{\Omega} (f(y) - f(x))k(x, dy),$$

where the integral may have to be understood in the principal value sense. Here $\Omega \subset \mathbb{R}^d$ is a domain, $x \in \Omega$ and the kernel $k : \Omega \times \mathcal{B}(\Omega) \to [0, \infty]$, where $\mathcal{B}(\Omega)$ denotes the Borel $\sigma$-algebra on $\Omega$, is such that $k(x, \cdot)$ defines a Borel measure on $\Omega$ with $k(x, \{x\}) = 0$ for any $x \in \Omega$ and $k(\cdot, B)$ is a Borel measurable mapping for any $B \in \mathcal{B}(\Omega)$. We impose the reversibility condition $k(x, dy)\mu(dx) = k(y, dx)\mu(dy)$ for any measure $\mu : \mathcal{B}(\Omega) \to [0, \infty]$ in the sense that

$$\int_{\Omega} \int_{\Omega} f(x, y)k(x, dy)\mu(dx) = \int_{\Omega} \int_{\Omega} f(x, y)k(y, dx)\mu(dy)$$

is valid for a sufficiently large class of measurable functions $f : \Omega \times \Omega \to \mathbb{R}$.

We define

$$\Psi_T(f)(x) = \int_{\Omega} \mathcal{T}(f(y) - f(x))k(x, dy)$$

and

$$\Psi_{2, T}(f)(x) = \frac{1}{2}(L\Psi_T(f)(x) - B_T(f, Lf)(x)),$$

with

$$B_T(f, g)(x) = \int_{\Omega} \mathcal{T}(f(y) - f(x))(g(y) - g(x))k(x, dy),$$

where again the respective integrals may be given in the principal value sense.

**Example 8.1.** One of the most prominent non-local operators is given by the fractional Laplace operator. Here we choose $\Omega = \mathbb{R}^d$, $d \in \mathbb{N}$, and

$$k(x, dy) = c_{\beta,d} \frac{dy}{|x - y|^{d+\beta}}, \quad x \in \mathbb{R}^d,$$

with $\beta \in (0, 2)$ and normalizing constant

$$c_{\beta,d} = \frac{2^{\beta} \pi^{d/2} \Gamma\left(\frac{d+\beta}{2}\right)}{\Gamma\left(\frac{-\beta}{2}\right)}.$$
where $\Gamma$ now denotes the Gamma function. Hence, in this case \((100)\) reads as
\[
\mathcal{L}(f)(x) = -(-\Delta)^{\frac{\beta}{2}} (f)(x) = c_{\beta,d} \lim_{\epsilon \to 0} \int_{\mathbb{R}^d \setminus B_\epsilon(x)} \frac{f(y) - f(x)}{|x - y|^{d+\beta}} dy,
\]
where $f \in \mathcal{S}(\mathbb{R}^d)$, the space of Schwartz functions.

Since $\Upsilon$ has a quadratic behaviour near 0, we can write
\[
\Psi_\Upsilon(f)(x) = c_{\beta,d} \int_{\mathbb{R}^d} \frac{\Upsilon(f(y) - f(x))}{|x - y|^{d+\beta}} dy,
\]
with $f \in \mathcal{S}(\mathbb{R}^d)$, without need to take the principal value. Further, analogously to Proposition \ref{prop:scaling} in the discrete setting, we have
\[
\Psi_{2,\Upsilon}(f)(x) = c_{\beta,d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{e^{f(x+\sigma) - f(x)} \Upsilon(f(x + \sigma + h) - f(x + h) - f(x + \sigma) + f(x))}{h^{d+\beta} |\sigma|^{d+\beta}} dh d\sigma,
\]
for $f \in \mathcal{S}(\mathbb{R}^d)$. Thus, we observe that $-(-\Delta)^{\frac{\beta}{2}}$ satisfies $CD(0, \infty)$ on $\mathcal{S}(\mathbb{R}^d)$.

In the quite recent work \cite{60}, it was shown that the fractional Laplacian fails to satisfy $CD(\kappa, N)$ for any $\kappa \in \mathbb{R}$ and finite $N > 0$. By \cite{100} Lemma 2.1, the corresponding operators read as
\[
\Gamma(f)(x) = c_{\beta,d} \int_{\mathbb{R}^d} \frac{(f(x + h) - f(x))^2}{h^{d+\beta}} dh
\]
and
\[
\Gamma_2(f)(x) = c_{\beta,d}^2 \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{[f(x + h + \sigma) - f(x + h) - f(x + \sigma) + f(x)]^2}{h^{d+\beta} |\sigma|^{d+\beta}} dh d\sigma,
\]
which can also be obtained from the formulas \cite{102} and \cite{103} with the scaling argument that has been used in the proof of Proposition \ref{prop:scaling}.

It is not hard to see that the fractional Laplacian does not satisfy $CD(\kappa, \infty)$ if $\kappa > 0$. Indeed, a scaling argument shows that $\Gamma(v)(x) = \lambda^\beta \Gamma(u)(x)$ and $\Gamma_2(v)(x) = \lambda^{2\beta} \Gamma_2(u)(x)$, where $v(x) = u(\lambda x)$ and $u \in \mathcal{S}(\mathbb{R}^d)$ (cf. the proof of Proposition 2.3 in \cite{60}). Suppose that $CD(\kappa, \infty)$ holds true. Then
\[
\lambda^\beta \Gamma_2(u)(x) \geq \kappa \Gamma(u)(x)
\]
for any $\lambda > 0$, which implies that $\kappa \leq 0$. This shows in particular, that $CD_T(0, \infty)$ is best possible for the fractional Laplacian.

Formally the latter follows as well by applying $\Psi_{2,\Upsilon}$ and $\Psi_\Upsilon$ respectively to a non-trivial linear function $f : \mathbb{R}^d \to \mathbb{R}$. Then $\Psi_{2,\Upsilon}(f)(x) = 0$ while $\Psi_\Upsilon(f)(x) > 0$. This formal argument applies of course to a larger class of kernels that allow for the continuous version of the representation of $\Psi_{2,\Upsilon}$ as in Proposition \ref{prop:scaling}.

Now, we aim for the corresponding analogue to Theorem \ref{thm:main}. For this purpose, we assume that $\mathcal{L}$ is symmetric w.r.t. the $L^2(\mu)$-inner product for a sufficiently large class of functions, where $\mu$ is the unique invariant measure on $(\Omega, \mathcal{B}(\Omega))$ satisfying condition \cite{101} for the Markov semigroup $(P_t)_{t \geq 0}$ generated by $\mathcal{L}$. Then we follow exactly the same strategy as in Section \ref{sec:regularity} i.e. we differentiate
\[
\mathcal{H}(P_t f) = \int_{\Omega} P_t f \log(P_t f) d\mu,
\]
with respect to time, where $f$ is a sufficiently regular probability density with respect to $\mu$. As indicated before, we will remain on a formal level in the subsequent lines and do not consider regularity issues that may particularly come from a possible singularity of the kernel.
Since $\mu$ is invariant and $L$ is symmetric with respect to the $L^2(\mu)$-inner product, we obtain similarly as in Section 3
\[
\frac{d}{dt} \mathcal{H}(P_t f) = - \int_{\Omega} P_t f \Psi_T(\log(P_t f)) \, d\mu
\]
for sufficiently regular $f$.

As to the second derivative, we aim for an analogue of Lemma 2.4. We have
\[
\int_{\Omega} e^{g(x)} \int_{\Omega} \left( e^{g(y) - g(x)} - 1 \right) (h(y) - h(x)) k(x, dy) \mu(dx)
\]
\[
= \int_{\Omega} \int_{\Omega} \left( e^{g(y)} h(y) - e^{g(x)} h(x) \right) k(x, dy) \mu(dx)
\]
\[
= \int_{\Omega} \int_{\Omega} e^{g(y)} (h(y) - h(x)) k(x, dy) \mu(dx) - \int_{\Omega} e^{g(x)} Lh(x) \mu(dx),
\]
where the latter step is valid if $L(h)(x)$ exists for any $x \in \Omega$ in the principal value sense. Note, that this translates to assume that $L \Psi_T(\log(P_t f))$ exists in the calculation of $\frac{d^2}{dt^2} \mathcal{H}(P_t f)$. Now, by (101) and Fubini’s theorem and for $\varepsilon > 0$ small enough
\[
\int_{\Omega} \int_{(x, B_r(x))} e^{g(y)} (h(y) - h(x)) k(x, dy) \mu(dx)
\]
\[
= \int_{\Omega} \int_{(x, B_r(x))} \mathbb{1}_{B_r(x)}(y) e^{g(y)} (h(y) - h(x)) k(x, dy) \mu(dx)
\]
\[
= \int_{\Omega} \int_{(x, B_r(x))} \mathbb{1}_{B_r(x)}(y) e^{g(y)} (h(y) - h(x)) k(y, dx) \mu(dy)
\]
\[
= \int_{\Omega} e^{g(y)} \int_{(x, B_r(x))} (h(y) - h(x)) k(y, dx) \mu(dy).
\]

For a kernel without or with a weak singularity we can repeat the above calculation with $\varepsilon = 0$. If the kernel has a non-integrable singularity instead, taking the limit can be quite delicate. We will not discuss this here. On a formal level at least we observe as a continuous analogue to Lemma 2.4 the identity
\[
\frac{1}{2} \int_{\Omega} e^{g} B_{\Psi_T}(g, h) \, d\mu = - \int_{\Omega} e^{g} Lh \, d\mu,
\]
for sufficiently regular functions $g, h$.

With this at hand, we can copy the discrete proof verbatim to the result
\[
\frac{d^2}{dt^2} \mathcal{H}(P_t f) = 2 \int_{\Omega} P_t f \Psi_{2, T}(\log P_t f) \, d\mu.
\]

Having Section 5 in mind, a continuous version of the operator considered in Example 5.2 on a bounded domain seems like a natural candidate for an operator of the form (100) that satisfies $CD_T(\kappa, \infty)$ for some $\kappa > 0$. Surprisingly, the following example shows that this is not case. This emphasizes the difference between the discrete and continuous setting.

**Example 8.2.** Let $\Omega \subset \mathbb{R}^d$ be a domain and $k(x, dy) = l(y) \, dy$, where $l : \Omega \to (0, \infty)$ with $l \in L^1(\Omega)$. We consider the invariant and reversible measure given by $\mu(dx) = l(x) \, dx$, (101) following from a simple application of Fubini’s theorem. We have
\[
L f(x) = \int_{\Omega} (f(y) - f(x)) l(y) \, dy,
\]
\[
\Psi_T(f)(x) = \int_{\Omega} \Upsilon(f(y) - f(x)) l(y) \, dy.
\]
and using the continuous version of the representation formula we can calculate

\[ 2\Psi_{2,T}(f) = \int_{\Omega} \int_{\Omega} \left( \mathcal{L}(f(z) - f(y)) - \mathcal{L}(f(z) - f(x)) \right) l(y)l(z) \, dy \, dz \]

In particular, \( CD_T(0, \infty) \) is valid since the mappings \( r \mapsto \mathcal{T}(r) - \mathcal{T}(r) \) and \( r \mapsto \mathcal{T}(r) \) are both non-negative.

Regarding positive curvature bounds, we note that \( \Psi_{2,T}(f) \geq \kappa \Psi_T(f) \) with \( \kappa > 0 \) is equivalent to

\[ 0 \leq \|\ell\|_1 \int_{\Omega} \left( \mathcal{Y}(f(y) - f(x)) + (1 + \frac{2\kappa}{\|\ell\|_1}) \mathcal{Y}(f(y) - f(x)) \right) l(y)dy \]

\[ + \int_{\Omega} \int_{\Omega} \mathcal{Y}(f(z) - f(y)) l(y)l(z)dydz. \]

Fix some \( \alpha < 0 \). Then we find some \( r_\alpha < 0 \) such that \( \mathcal{T}(r_\alpha) r_\alpha - (1 + \frac{2\kappa}{\|\ell\|_1}) \mathcal{T}(r_\alpha) \leq \alpha < 0 \).

We define for \( \varepsilon > 0 \) with \( B_\varepsilon(x) \subset \Omega \) the mapping \( f_\varepsilon : \Omega \to \mathbb{R} \) as \( f_\varepsilon(x) = -r_\alpha \) and \( f_\varepsilon(y) = 0 \) for any \( y \in \Omega \setminus B_\varepsilon(x) \). Further, let \( 0 \leq f_\varepsilon(y) \leq -r_\alpha \) for any \( y \in \Omega \). The latter ensures that we can find a constant \( M_\alpha > 0 \), which is independent of \( \varepsilon \), such that

\[ \mathcal{T}(f_\varepsilon(y) - f_\varepsilon(x)) \leq M_\alpha \]

holds for any \( y \in \Omega \). Note that we can even choose \( f_\varepsilon \in C^1(\varepsilon \Omega) \). We observe

\[ \|\ell\|_1 \int_{\Omega} \left( \mathcal{Y}(f_\varepsilon(y) - f_\varepsilon(x)) + (1 + \frac{2\kappa}{\|\ell\|_1}) \mathcal{Y}(f_\varepsilon(y) - f_\varepsilon(x)) \right) l(y)dy \]

\[ = \|\ell\|_1 \left( \mathcal{Y}(r_\alpha) r_\alpha - (1 + \frac{2\kappa}{\|\ell\|_1}) \mathcal{Y}(r_\alpha) \right) \int_{\Omega, B_\varepsilon(x)} l(y)dy \]

\[ + \|\ell\|_1 \int_{B_\varepsilon(x)} \left( \mathcal{Y}(f_\varepsilon(y) - f_\varepsilon(x)) + (1 + \frac{2\kappa}{\|\ell\|_1}) \mathcal{Y}(f_\varepsilon(y) - f_\varepsilon(x)) \right) l(y)dy \]

\[ \leq \|\ell\|_1 \alpha \int_{\Omega, B_\varepsilon(x)} l(y)dy + \|\ell\|_1 M_\alpha \int_{B_\varepsilon(x)} l(y)dy. \]

Besides that, we have

\[ \int_{\Omega} \int_{\Omega} \mathcal{Y}(f_\varepsilon(z) - f_\varepsilon(y)) l(y)l(z)dydz \]

\[ = \int_{B_\varepsilon(x)} \int_{\Omega} \mathcal{Y}(f_\varepsilon(z) - f_\varepsilon(y)) l(y)l(z)dydz + \int_{\Omega, B_\varepsilon(x)} \int_{B_\varepsilon(x)} \mathcal{Y}(f_\varepsilon(z) - f_\varepsilon(y)) l(y)l(z)dydz. \]
By dominated convergence (note that $f_\varepsilon$ is uniformly bounded with respect to $\varepsilon$) the right-hand side in (107) tends to 0 as $\varepsilon \to 0$. Further, $\|l\|_1M_{\alpha}\int_{B_\varepsilon(x)} l(y)dy \to 0$ as $\varepsilon \to 0$. Since $\alpha < 0$, we conclude that there exists some $\varepsilon_0 > 0$ such that for any $\varepsilon \in (0, \varepsilon_0]$ (108) with $f = f_\varepsilon$ is not valid.

As $x \in \Omega$ was chosen arbitrary, we deduce that $CD_\Gamma(\kappa, \infty)$ does not hold at any $x \in \Omega$ with $\kappa > 0$ arbitrary.

9. Miscellanea

9.1. Link to Münch’s $\Gamma^\psi$-calculus. Here, we demonstrate the relation of the $CD_\Gamma$ condition with Münch’s $\Gamma^\psi$-calculus of [50], which we already described in the introduction and Remark 2.9(i).

To that aim, we first recall the notation of [50]. The graph Laplacian for an unweighted finite graph is given by

$$\Delta f(x) = \sum_{y \sim x} (f(y) - f(x)).$$

Here, the notation $y \sim x$, $x, y \in X$, means that $x$ and $y$ are neighbours. Clearly, (108) coincides with the Markov generator $L$ when the transition rates $k(x, y)$ for $x \neq y$ are given by $k(x, y) = 1$ whenever $x \sim y$ and 0 otherwise. Let $\psi \in C^1((0, \infty))$ be a concave function. The $\psi$-Laplacian is defined for positive functions as

$$\Delta \psi(f)(x) := (\Delta \left[ \psi \left( \frac{f}{f(x)} \right) \right]) (x).$$

With

$$\tilde{\psi}(y) := \psi'(1)(y - 1) - (\psi(y) - \psi(1))$$

Münch defines

$$\Gamma^\psi(f) := \Delta \tilde{\psi}(f).$$

It is shown that (cf. [50] Lemma 3.13)

$$\Delta \psi f = \psi'(1) \frac{\Delta f}{f} - \Gamma^\psi(f).$$

Setting

$$\Omega^\psi(f)(x) := (\Delta \left[ \psi' \left( \frac{f}{f(x)} \right) \cdot \frac{f}{f(x)} \left[ \frac{\Delta f}{f(x)} - \frac{(\Delta f)(x)}{f(x)} \right] \right])(x)$$

Münch then defines

$$\Gamma^\psi_2(f) = \frac{1}{2} \left( \Omega^\psi(f) + \frac{(\Delta f)\Delta \psi(f)}{f} - \frac{\Delta(f\Delta \psi(f))}{f} \right)$$

and introduces the so-called $CD\psi(d, K)$ condition via the inequality

$$\Gamma^\psi_2(f) \geq \frac{1}{d} (\Delta \psi f)^2 + KT \Gamma^\psi(f),$$

which has to hold for all positive functions $f$ on $X$. The focus in [50] is on the case $K = 0$.

Let us now consider the special case $\psi = \log$. Then we have $\Delta \log(f) = \Delta(\log f)$,

$$\tilde{\psi}(y) = y - 1 - \log y = \Upsilon(\log y),$$

in particular $\tilde{\psi}(1) = 0$, and thus

$$\Gamma^\log(f)(x) = \Delta \tilde{\psi}(f)(x) = (\Delta \left[ \tilde{\psi} \left( \frac{f}{f(x)} \right) \right])(x)$$
Moreover, inserting \( \psi'(y) = \frac{1}{y} \) into the definition of \( \Omega^{\log} \) we find that
\[
\Omega^{\log}(f)(x) = \Delta \left( \frac{\Delta f}{f} - \frac{(\Delta f)(x)}{f(x)} \right)(x) = \Delta \left( \frac{\Delta f}{f} \right)(x).
\]
Employing Lemma 2.2 and the identity
\[
\Delta(gh) = (\Delta g)h + g\Delta h + 2\Gamma(g, h),
\]
we therefore obtain
\[
2\Gamma_2^{\log}(f) = \Delta \left( \frac{\Delta f}{f} \right) + \left( \frac{(\Delta f)(\Delta(\log f))}{f} \right) - \frac{(\Delta f)(\Delta(\log f))}{f} \cdot \frac{1}{f}(\Delta(\log f) - \Delta(\log f)) - \frac{2}{f}(f, \Delta(\log f))
\]
Finally,
\[
\frac{2}{f} \Gamma(f, \Delta(\log f)) = \sum_{y \sim x} \frac{1}{f(x)} ((f(y) - f(x))((\Delta(\log f))(y) - (\Delta(\log f))(x))
\]
\[
= \sum_{y \sim x} (\text{log}(f)(y) - \text{log}(f)(x)) - 1)((\Delta(\log f))(y) - (\Delta(\log f))(x))
\]
\[
= B_{\Psi}(\text{log} f, \Delta f)
\]
and so we conclude that
\[
\Gamma_2^{\log}(f) = \Psi_{2, \Psi}(\text{log} f),
\]
which together with \( \Gamma^{\log}(f) = \Psi_{\log}(f) \) shows that \( C\Psi(x, \kappa) \) with \( \psi = \text{log} \) is equivalent to \( CD\Psi(\kappa, \infty) \).

9.2. Link to entropic Ricci curvature. For \( \rho \in \mathcal{P}(X) \) and \( \psi \in \mathbb{R}^X \), as we have indicated in the introduction and Remark 2.9(v), the following objects play a fundamental role in [22]:
\[
A(\rho, \psi) = \frac{1}{2} \sum_{x, y \in X} (\psi(x) - \psi(y))^2 \vartheta(\rho(x), \rho(y))k(x, y)\pi(x)
\]
and
\[
B(\rho, \psi) = \frac{1}{4} \sum_{x, y \in X} (\psi(x) - \psi(y))^2 \hat{L}\rho(x, y)k(x, y)\pi(x)
\]
\[
= \frac{1}{2} \sum_{x, y \in X} (L\psi(x) - L\psi(y))(\psi(x) - \psi(y)) \vartheta(\rho(x), \rho(y))k(x, y)\pi(x),
\]
where \( \hat{L}\rho(x, y) = \hat{\vartheta}(\rho(x), \rho(y))L\rho(x) + \hat{\vartheta}(\rho(x), \rho(y))L\rho(y) \) and for \( s, t > 0 \) the quantity
\[
\theta(s, t) := \int_0^1 s^{-p}t^p dp = \frac{s - t}{\log s - \log t}
\]
denotes the logarithmic mean with the latter identity being
valid if \( s \neq t \). Note, that by the detailed balance condition and the symmetry of the logarithmic mean, we can rewrite
\[
\frac{1}{4} \sum_{x,y \in X} (\psi(x) - \psi(y))^2 \hat{\lambda}(\rho(x), \rho(y))(\rho(z) - \rho(x))k(x,y)k(x,z)\pi(x),
\]
and hence,
\[
\frac{1}{2} \sum_{x,y \in X} (\psi(x) - \psi(y))^2 \hat{\lambda}(\rho(x), \rho(y))(\rho(z) - \rho(x))k(x,y)k(x,z)\pi(x),
\]
cf. the proof of Proposition 4.3 in [22].

We aim now to show the identities (32) and (33). Choosing \( \psi = \log \rho \) in (110), yields
\[
\mathcal{A}(\rho, \log \rho) = \frac{1}{2} \sum_{x,y \in X} k(x,y)(\log \rho(y) - \log \rho(x))(\log \rho(y) - \log \rho(x))\pi(x)
\]
\[
= \sum_{x \in X} \rho(x)\Psi(\log \rho)(x)\pi(x)
\]
\[
= \int_{X} \rho\Psi(\log \rho) d\mu,
\]
as it has been shown in Section 3. Further, we have
\[
-\frac{1}{2} \sum_{x,y \in X} \left( L(\log \rho)(x) - L(\log \rho)(y) \right) (\log \rho(x) - \log \rho(y))\theta(\rho(x), \rho(y))k(x,y)\pi(x)
\]
\[
= - \sum_{x \in X} \Gamma(\rho, L(\log \rho))(x)\pi(x) = \sum_{x \in X} L(\log \rho)(x)L\rho(\pi)(x).
\]
Since \( \hat{\lambda}(s, t) = \frac{\log s - \log t - \log s - \log t}{(\log s - \log t)^2} \), we observe
\[
\frac{1}{2} \sum_{x,y,z \in X} \left( \log \rho(x) - \log \rho(y) \right)^2 \hat{\lambda}(\rho(x), \rho(y))(\rho(z) - \rho(x))k(x,y)k(x,z)\pi(x)
\]
\[
= \frac{1}{2} \sum_{x,y,z \in X} \left( \log \rho(x) - \log \rho(y) - \frac{\rho(x) - \rho(y)}{\rho(x)} \right)(\rho(z) - \rho(x))k(x,y)k(x,z)\pi(x)
\]
\[
= \frac{1}{2} \sum_{x \in X} \frac{(L\rho(x))^2}{\rho(x)}\pi(x) - \frac{1}{2} \sum_{x \in X} L(\log \rho)(x)L\rho(\pi)(x).
\]
Consequently, we get
\[
(112) \quad B(\rho, \log \rho) = \frac{1}{2} \sum_{x \in X} L(\log \rho)(x)L\rho(\pi)(x) + \frac{1}{2} \sum_{x \in X} \frac{(L\rho(x))^2}{\rho(x)}\pi(x).
\]
As it is well known (see e.g. [14]), the right hand side of (112) equals \( \frac{1}{2} \frac{\delta^2}{dt^2} H(P_t \rho) \bigg|_{t=0} \) and hence, by using Theorem 3.4 it follows that \( B(\rho, \log \rho) = \int_{X} \rho \Psi(\log \rho) d\mu \).

APPENDIX A. PROPERTIES OF \( \nu_{c,d} \)

In this section, we collect some properties of the function \( \nu_{c,d}: \mathbb{R} \to \mathbb{R} \), given by
\[
\nu_{c,d}(r) = c Y'(r)r + Y(-r) - d Y(r), \quad c, d \in \mathbb{R},
\]
which was of fundamental importance in Section 5. We have
\[
\nu'_{c,d}(r) = c Y''(r)r + Y'(r)(c - d) - Y'(-r),
\]
\[
\nu''_{c,d}(r) = c r (c r + 2c - d) + e^{-r},
\]
\[ \nu_{c,d}^{''}(r) = e^r(2c - d) - e^{-r}, \]
\[ \nu_{c,d}^{'}(r) = e^r(c + 4c - d) + e^{-r}. \]

Note that \( \nu_{c,d}(0) = 0 \) and \( r = 0 \) is a critical point for \( \nu_{c,d} \).

**Lemma A.1.** The following assertions hold:

(i) If \( c \geq d \), then \( \nu_{c,d}(r) \geq 0 \) for any \( r \in \mathbb{R} \).

(ii) Let \( c, d, r \in \mathbb{R} \) such that \( \nu_{c,d}(r) \geq 0 \). Then we have \( \nu_{c+d, d}(r) \geq 0 \) for any \( h \geq 0 \).

(iii) We have \( \nu_{c,d'}(r) \geq \nu_{c,d}(r) \) for any \( r \in \mathbb{R} \) if \( d' \geq c \) and \( d' \leq d \).

**Proof.** The first two properties follow immediately from \( Y'(r) \geq Y(r), \) \( r \in \mathbb{R} \). The third property then follows from the fact that \( r \mapsto Y(r) \) is non-negative. \( \square \)

**Lemma A.2.** Let \( \lambda \geq 1 \). Then we have

\[ \nu_{\lambda, h(\lambda)}(r) \geq 0 \]

for any \( r \geq 0 \), where

\[ h(\lambda) = \begin{cases} 2\lambda + 1, & \lambda \geq 2, \\ 3\lambda - 1, & 1 \leq \lambda < 2. \end{cases} \]

**Proof.** We have

\[ \nu_{\lambda, h(\lambda)}''(0) = \begin{cases} 0, & \lambda \geq 2, \\ 2 - \lambda, & 1 \leq \lambda < 2 \end{cases} \]

and

\[ \nu_{\lambda, h(\lambda)}'(r) = \begin{cases} e^{r}(\lambda r + 1) - e^{-r}, & \lambda \geq 2, \\ e^r(\lambda r + 1) - e^{-r}, & 1 \leq \lambda < 2. \end{cases} \]

Note that \( \nu_{\lambda, h(\lambda)}''(r) \geq 0 \) is equivalent to \( e^{2r}(\lambda r + 1) \geq 1 \) in the case of \( \lambda \geq 2 \) and, for \( 1 \leq \lambda < 2 \), \( e^{2r}(\lambda r + 1) \geq 1 \). Both conditions are apparently satisfied for any \( r \geq 0 \). Hence, we observe \( \nu_{\lambda, h(\lambda)}'(r) \geq 0 \) for any \( \lambda \geq 1 \) and any \( r \geq 0 \). This suffices to establish the claim, since we can deduce \( \nu_{\lambda, h(\lambda)}'(r) \geq 0 \) from \( \nu_{\lambda, h(\lambda)}''(0) \geq 0 \) and, by the same argument, \( \nu_{\lambda, h(\lambda)}'(r) \geq 0 \) and \( \nu_{\lambda, h(\lambda)}'(r) \geq 0 \). \( \square \)

**Lemma A.3.** Let \( \lambda \geq 2 \). Then \( \nu_{\lambda, 2\lambda+1}(r) \geq 0 \) for any \( r \in \mathbb{R} \) if and only if \( \lambda = 2 \).

**Proof.** We have

\[ \nu_{\lambda, 2\lambda+1}''(r) = e^r(\lambda r + 1) - e^{-r}, \]
\[ \nu_{\lambda, 2\lambda+1}'(r) = e^r(\lambda r - 1) + e^{-r}, \]
\[ \nu_{\lambda, 2\lambda+1}'(r) = e^r(\lambda r + 1) - e^{-r}. \]

In particular, \( \nu_{\lambda, 2\lambda+1}(0) = \nu_{\lambda, 2\lambda+1}'(0) = \nu_{\lambda, 2\lambda+1}''(0) = 0 \). Moreover, \( \nu_{\lambda, 2\lambda+1}'(0) = \lambda - 2 \) and thus \( x = 0 \) is a saddle point whenever \( \lambda > 2 \). This implies that there exist some \( \delta_\lambda > 0 \) such that \( \nu_{\lambda, 2\lambda+1}(r) < 0 \) for any \( r \in (-\delta_\lambda, 0) \).

On the other hand, we have \( \nu_{2,5}'''(r) = 0 \) if and only if \( e^{2r}(2r + 1) = 1 \) and a straightforward calculation shows that this only holds for \( r = 0 \), i.e. \( \nu_{2,5}'''(0) = 0 \) and 0 is the only critical point for \( \nu_{2,5}'' \). As \( \nu_{2,5}''(0) = 4 \), \( \nu_{2,5} \) has a local minimum at 0 and is convex on \( \mathbb{R} \), which yields the claim. \( \square \)

**Lemma A.4.** The following assertions hold true:

...
(i) Let $\alpha > 1$ and $\beta \in \mathbb{R}$. Then there exists some $r_\alpha < 0$ and $\overline{\lambda} > 0$ such that

$$\nu_{\lambda,\alpha\lambda+\beta}(r_\alpha) < 0$$

for any $\lambda \geq \overline{\lambda}$.

(ii) We have for any $r \in \mathbb{R}$ and $\lambda \geq 2$

$$\nu_{\lambda,\lambda+\tau(\lambda)}(r) \geq 0,$$

with $\tau(\lambda) = 2\frac{\lambda}{\overline{\lambda}} - 1$.

Moreover, for $\lambda \in [1, 2)$, we have $\nu_{\lambda,\lambda-1}(r) \geq 0$ for any $r \in \mathbb{R}$.

**Proof.** (i): We have

$$\nu_{\lambda,\alpha\lambda+\beta}(r) = \lambda (\gamma'(r) - \alpha \gamma(r)) + \gamma(-r) - \beta \gamma(r).$$

Since the mappings $r \mapsto \gamma'(r)$ and $r \mapsto \gamma(r)$ have the same asymptotic behaviour as $r \to -\infty$, we find some $r_\alpha < 0$, such that $\gamma'(r_\alpha) r_\alpha - \alpha \gamma(r_\alpha) < 0$. Hence, the claim follows from (113).

(ii): We have $\nu_{\lambda,\lambda+\tau(\lambda)}(r) = \lambda (\gamma'(r) - \gamma(r)) + \gamma(-r) - \tau(\lambda) \gamma(r)$ and hence

$$\nu'_{\lambda,\lambda+\tau(\lambda)}(r) = \lambda \gamma''(r) r - \gamma'(r) - \tau(\lambda) \gamma'(r).$$

We aim to show that $\nu'_{\lambda,\lambda+\tau(\lambda)}(r) \leq 0$ for any $r \leq 0$ and any $\lambda \geq 1$. This suffices to deduce the claim, since Lemma A.3 reduces the claim in the case of $\lambda \geq 2$ to negative arguments because of Lemma A.1(iii) and the relation

$$\lambda + \tau(\lambda) \leq 2\lambda + 1.$$  

To see the latter, we define $p(\lambda) = \lambda - 2\sqrt{\frac{\lambda}{\overline{\lambda}}}, \lambda \in (0, \infty)$. We have $p'(\lambda) = 1 - \frac{\sqrt{\lambda}}{\overline{\lambda}}$ and we obtain, that $p$ attains the global minimum, when $\sqrt{\overline{\lambda}} = \sqrt{\frac{\lambda}{\overline{\lambda}}}$. Further, $p(2) = -2$ and hence

$$\lambda - \tau(\lambda) = p(\lambda) + 1 \geq -1,$$

which implies (115). Further, one checks that $\lambda + \tau(\lambda) \geq 3\lambda - 1$ holds true if $1 \leq \lambda < 2$. Consequently, if $\nu'_{\lambda,\lambda+\tau(\lambda)}(r) \leq 0$ for any $r \leq 0$ is valid, one deduces the claim from Lemma A.2 combined with Lemma A.1(iii).

Thus, replacing $r$ by $-y$ in (114), it remains to show

$$\varphi(y) := e^{-y} (\lambda y + e^y - 1 + \tau(\lambda) (e^{-y} - 1)) \geq 0$$

for any $y \geq 0$. Due to the asymptotic behaviour of $\varphi$ and the fact that $\varphi(0) = 0$, it suffices to investigate the critical points of $\varphi$ in $(0, \infty)$. We have

$$\varphi'(y) = e^{-y} (\lambda - \lambda y - \tau(\lambda)) + e^y$$

and hence, as a necessary condition, $e^{2y} = \lambda y + \lambda + \tau(\lambda)$, i.e.

$$y_* = \frac{e^{2y_*} + \lambda - \tau(\lambda)}{\lambda}$$

must hold at a critical point of $\varphi$. Plugging (117) into (116) yields

$$0 \leq e^{-y_*} (e^{2y_*} + \lambda - \tau(\lambda)) + e^{y_*} - 1 + \tau(\lambda) (e^{-y_*} - 1) = 2e^{2y_*} + \lambda e^{-y_*} - (\tau(\lambda) + 1).$$

We define $g(y) = 2e^y + \lambda e^{-y}$. If $\lambda \in [1, 2)$ we have $g'(y) > 0$ for any $y \geq 0$ and the relation $g(0) \geq \tau(\lambda) + 1$ can be readily checked. In case of $\lambda \geq 2$, $g'(y) = 0$ is equivalent to $y = \log \left( \sqrt{\frac{2}{\lambda}} \right)$. Clearly, this is the global minimum point of $g$ in $\mathbb{R}$. We have

$$g \left( \log \left( \sqrt{\frac{2}{\lambda}} \right) \right) = 2 \sqrt{\frac{2}{\lambda}} + \lambda \sqrt{\frac{2}{\lambda}} = 2 \frac{\lambda}{\overline{\lambda}}.$$
Hence, by definition of $\tau(\lambda)$, we deduce
\[ 2e^{y*} + e^{-y*} \geq \tau(\lambda) + 1, \]
which establishes the claim. \qed
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