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Abstract

The diffuse, unresolved sky provides most of the photons that the Hubble Space Telescope (HST) receives, yet remains poorly understood. The HST Archival Legacy program SKYSURF aims to measure the 0.2–1.6 μm sky surface brightness (sky-SB) from over 140,000 HST images. We describe a sky-SB measurement algorithm designed for SKYSURF that is able to recover the input sky-SB from simulated images to within 1% uncertainty. We present our sky-SB measurements estimated using this algorithm on the entire SKYSURF database. Comparing our sky-SB spectral energy distribution (SED) to measurements from the literature shows general agreements. Our SKYSURF SED also reveals a possible dependence on the Sun angle, indicating either nonisotropic scattering of solar photons off interplanetary dust or an additional component to zodiacal light. Finally, we update the diffuse light limits in the near-IR based on the methods from Carleton et al., with values of 0.009 MJy sr⁻¹ (22 nW m⁻² sr⁻¹) at 1.25 μm, 0.015 MJy sr⁻¹ (32 nW m⁻² sr⁻¹) at 1.4 μm, and 0.013 MJy sr⁻¹ (25 nW m⁻² sr⁻¹) at 1.6 μm. These estimates provide the most stringent all-sky constraints to date in this wavelength range. SKYSURF sky-SB measurements are made public on the official SKYSURF website and will be used to constrain diffuse light in future papers.

Unified Astronomy Thesaurus concepts: Zodiacal cloud (1845); Hubble Space Telescope (761); Sky brightness (1462); Cosmic background radiation (317); Optical astronomy (1776)

1. Introduction

The diffuse sky is an extended source of light present in all astronomical images. It is responsible for the majority of all photons the Hubble Space Telescope (HST) receives (e.g., Windhorst et al. 2022), and yet remains one of the most challenging sources of light to study. The light from astrophysical sources that produce the diffuse sky are easily contaminated by several polluting sources of light. These components can be largely described by (1) light scattered and reemitted from the Earth’s surface (earthshine), (2) the extended point-spread function (PSF) of bright sources both in and out of the field of view, and (3) instrumental effects (Borlaff et al. 2019). In this work, we present a novel method to isolate the diffuse sky surface brightness (sky-SB) from 0.2 to 1.6 μm in over 140,000 HST images as part of the SKYSURF archival legacy program. Using this method, we present the first comprehensive study of the sky-SB as observed by HST using the entire Hubble Legacy Archive.

The measured sky-SB in HST images is a combination of both astrophysical sources and polluting stray light. Zodiacal light (ZL) is the brightest of the astrophysical sources and is produced by the scattering and reradiating of sunlight from interplanetary dust particles concentrated in the inner solar system (van de Hulst 1947; Kelsall et al. 1998; Leinert et al. 1998; Sano et al. 2020; Korngut et al. 2022). ZL is so bright that it can account for more than 95% of the sky-SB at 1.25 μm. Another component of the diffuse sky is diffuse galactic light (DGL), which is light scattered by dust and gas in the interstellar medium, as well as unresolved faint starlight. Finally, the faintest astrophysical contribution to the diffuse sky is extragalactic background light (EBL) consisting of all far-UV to far-IR extragalactic photons, including light from stars, active galactic nuclei (AGN), and dust attenuation/ reradiation (e.g., Andrews et al. 2017; Hill et al. 2018; Driver 2021).

One key goal of SKYSURF is to provide a comprehensive archive of sky-SB measurements to improve existing ZL models. The ZL contains no resolvable structural component or strong spectral features from which to isolate it from other components of the sky-SB in HST images. In addition, the Earth orbits inside the interplanetary dust cloud (IPD), making ZL especially difficult to constrain from a low Earth orbit as there is no direction in which a space telescope can point to...
avoid it. Therefore, SKYSURF and many other programs rely on models of the IPD from historical observations of the sky-SB in order to isolate it from DGL and EBL. However, ongoing discrepancies in ZL models make studies of the other components of the sky-SB difficult (e.g., Korngut et al. 2022).

The Kelsall et al. (1998) ZL model is widely used, as it was the first ZL model to utilize NASA’s Cosmic Background Explorer (COBE) Diffuse Infrared Background Experiment (DIRBE). It characterizes the annual modulation of ZL emission to produce a three-dimensional model, covering a broad spectral range from 1.25 to 240 μm. COBE/DIRBE ZL emission maps have excellent relative accuracies of 1%–2% (Leinert et al. 1998), but are limited to Sun angles of 94° ± 30°. In this work we define the Sun angle to be the angle between the observation and the Sun, as shown in Figure 2 of Caddy et al. (2022). This range of Sun angles would allow the detection of any nearby spherically symmetric component of the IPD (Hauser et al. 1998), where Sun angles furthest from 90° will show the greatest variation in brightness as a function of the ecliptic latitude. Therefore, this limited range of Sun angles would potentially miss a more distant spherical component (e.g., Sano et al. 2020), where the relative changes in brightness would be smaller. This more distant component would appear to be isotropic. In contrast, Wright (1998) used COBE/DIRBE data with the condition that the faintest 25 μm sky-SB at high ecliptic latitudes is only ZL. This condition means that the Wright (1998) model includes flux from any isotropic component that the Kelsall et al. (1998) model might not account for, but also runs the risk of attributing some EBL and DGL to ZL. In addition to these infrared ZL models, Leinert et al. (1998) introduced a parametric ZL model that incorporates optical wavelengths (0.2–0.9 μm) with limited data. This model assumes ZL to follow a reddened solar spectrum, which was later modified by Aldering (2001) based on observations at the North Ecliptic Pole.

In this work we present sky-SB measurements covering a more comprehensive range of Sun angles to build upon existing near-infrared ZL models. We also present the first archive of sky-SB measurements with comprehensive optical sky coverage, which will help to better constrain ZL emission at these wavelengths. Quantifying the component of DGL in SKYSURF images is outside the scope of this work and will be addressed as part of future work.

Another key goal of SKYSURF is to derive robust upper limits on EBL. A secure measurement of EBL is vital to deriving constraints on galaxy formation and evolution (e.g., Domínguez et al. 2011; Somerville et al. 2012), as it probes star formation, AGN activity, and dust properties over cosmic time (e.g., Andrews et al. 2017). However, due to the challenges involved in measuring the sky-SB that we have discussed, it remains the least understood component of the sky-SB (e.g., Hill et al. 2018; Driver 2021). Direct EBL measurements (e.g., Hauser et al. 1998; Dwek & Arendt 1999; Cambresy et al. 2001; Matsumoto et al. 2005; Dole et al. 2006; Bernstein 2007; Matsuura et al. 2017; Lauer et al. 2021) require robust subtraction of foregrounds such as ZL and DGL, and absolute calibration of the instrument. Some experiments use unique methods to better account for ZL emission. The CIBER experiments (Matsuura et al. 2017; Korngut et al. 2022) use the calcium triplet absorption feature in the ZL spectrum to better estimate the intensity of the ZL. The Pioneer (Matsumoto et al. 2018) and New Horizons missions (Lauer et al. 2021, 2022; Symons et al. 2022) leave the inner solar system entirely to heliocentric distances where ZL emission is systematically reduced, providing improvements (>2σ significance) in direct measurements of EBL.

In contrast, an estimate of EBL can also be obtained by integrating the total flux from galaxy counts in deep surveys (e.g., Driver et al. 2016; Koushan et al. 2021; Windhorst et al. 2023). However, an interesting disparity is revealed when direct measurements of EBL are compared to these models derived from deep galaxy counts. This comparison yields 3–5 times more EBL at optical wavelengths than we would expect based on galaxy counts alone (see Driver et al. 2016). We refer to this unaccounted-for signal as diffuse light (DL), as its origin is unknown.

There are many potential sources for DL, including missing galaxies (Conselice et al. 2016; Lauer et al. 2021, the extended outskirts of galaxies (e.g., Gihuly et al. 2022; Li et al. 2022), intrahalo light (Bernstein et al. 1995; Rudick et al. 2011; Mihos 2019), reionization (Santos et al. 2002; Cooray et al. 2004; Kashlinsky et al. 2004; Madau & Silk 2005; Matsumoto et al. 2011), underestimated ZL or DGL models (Kawara et al. 2017; Korngut et al. 2022), telescope glow (Carleton et al. 2022), and earthshine (Caddy et al. 2022), as well as more exotic sources such as dark matter particles (Maurer et al. 2012; Gong et al. 2016) or black holes (Yue et al. 2013). See Windhorst et al. (2022) for a detailed summary.

The first step to better understanding the unaccounted-for DL is reliable and robust sky-SB measurements. HST’s capability as an ultrasensitive, absolute photometer provides us with the necessary sensitivity to study the sky-SB. As a result, our sky-SB measurements will enable the creation of improved, robust ZL models, and aid in constraining the amount of EBL and DL in the universe.

Windhorst et al. (2022; hereafter SKYSURF-1) summarize Project SKYSURF, and Carleton et al. (2022; hereafter SKYSURF-2) provide upper limits to DL at three near-infrared wavelengths in a pilot study. This paper presents our methods and results for attaining robust panchromatic sky-SB measurements for all filters and all images in our SKYSURF database. In Section 2, we describe our SKYSURF database in detail. Section 3 then explains our methods for estimating the sky-SB from any HST image. In Section 4, we show our main sky-SB results across our entire database, including a SKYSURF spectral energy distribution (SED) of the sky-SB. We present updated SKYSURF DL limits in Section 5. Finally, Section 6 describes the SKYSURF data products that are released to the public.

2. SKYSURF Database

The SKYSURF database includes more than 140,000 HST observations that are selected and summarized in Tables 1–3 of SKYSURF–1. In this paper, we focus on data taken with HST’s newest cameras: the Wide Field Camera 3 (WFC3) and the Advanced Camera for Surveys (ACS). We utilize the UV–optical (UVIS) and infrared (IR) channels of WFC3, as well as the Wide Field Channel (WFC) of ACS. By utilizing different cameras with similar bandpasses we are able to identify how different instrument calibration processes might affect the sky-SB.

With such a large database, we expect a varied range of target types (e.g., gas clouds, star clusters, sparse fields, resolved galaxies) and exposure types (e.g., short and long
imaging exposures, grism finder images, or DASH observations. In the scope of the SKYSURF program, certain exposures are not useful for the purpose of probing the sky-SB SED or are likely to contain high systematic uncertainties. These include very short exposures, exposures taken through narrowband filters, quad filters, polarizers, and dispersive elements. Exposure times less than 200 s, where the read noise is relatively high, were not used. Experimentation with our sky measurement algorithms on simulated images showed that we were not able to get reliable sky measurements for these exposures. In addition, the sky-SB is so low in UV images with short exposure times that errors associated with post-flash (Biretta & Baggett 2013) become a significant issue. Overall, the sky-SB measurement algorithms presented in Section 3 are optimized for intermediate to long exposures through HST’s sensitive wider band filters. We also do not utilize images taken in a subarrayed mode, where only a specific portion of the detector is used. Finally, ACS includes linear ramp filters (full WFC coverage at a continuously varying narrow bandwidth), which are not used for SKYSURF.

The standard WFC3 and ACS pipelines create two main types of bias-subtracted, dark-frame-subtracted, flat-fielded images: flt and flc files, where the latter includes Charge Transfer Efficiency (CTE) corrections. We use the flc files for WFC3/UVIS and ACS. As CTE trails do not affect nondestructively read near-IR detectors, we use the flt files for WFC3/IR. We measure sky-SB levels on 143,231 WFC3 and ACS images. This includes 41,431 WFC3/IR flt images, 26,542 WFC3/UVIS flc images, and 75,258 ACS/WFC flc images. Within this sample, there are 4767 unique proposals and 22,883 unique target names. We report sky-SB measurements through 6 WFC3/IR, 14 WFC3/UVIS, and 8 ACS/WFC filters.

3. Sky-SB Measurement Methods

In order to produce robust sky-SB measurements with the HST, we make use of sky-SB estimation algorithms designed for SKYSURF, careful consideration of uncertainties, and the removal of stray light dominated images from our sample.

3.1. Sky-SB Algorithms

As shown in SKYSURF–1 and Appendix B, we tested various algorithms using simulated images. We simulate WFC3/IR F125W images with realistic galaxy and star counts. We explore a range of exposure times from 50 to 1302 s and sky-SB levels ranging from 0.22 to 3.14 electrons per second. In order to simulate the effects of out of field stray light and ZL gradients in our test images, we apply sky gradients to our simulated images ranging from 0% to 20% across the field of view. ZL gradients will be much smaller than 20% in a typical WFC3 or ACS field of view, but observations taken close to the Earth’s limb may approach 20%. Testing images that contain these steep gradients allows us to ensure our algorithms can consistently isolate the true sky-SB even under the most challenging conditions. Appendix A describes the creation of these simulated images in detail.

We initially choose the two algorithms that are able to consistently retrieve the known input sky-SB from the simulated images: the ProFound Median (Pro-med) method and the ProFound-5th (Pro-5th) method. Although these algorithms were developed independently, the Pro-med and Pro-5th algorithms are very similar, aside from the fact that the former uses a median and the latter uses the 5th percentile. Nevertheless, both are found to be able to retrieve the input sky-SB to within 1% (see Figure 11). For this paper, we focus on the Pro-med algorithm, which is found to be most accurate in general. Nevertheless, Appendix C explains the Pro-5th method in detail, as well as details sky-SB measurements using this algorithm.

A flowchart showing our pipeline is given in Figure 1. We utilize sky-SB maps created with ProFound (Robotham et al. 2018), a source-finding and image-analysis package that is able to interpolate behind objects to create a map of the sky-SB. To do this, ProFound utilizes a discrete boxcar filter on a grid. The

![Figure 1. Flowchart of the ProFound Median (Pro-med) pipeline to estimate the sky-SB from an HST image.](image-url)
We refer to these ProFound sky-SB maps specifically as ProFound sky-SB maps herein. Any objects detected in the image are masked. We create ProFound SKY maps for all images in the SKYSURF database. The bottom row shows corresponding ProFound SKY maps, with the borders of Pro-med subregions overlaid. The top left ProFound map corresponds to the top left image, and similarly for the rightmost images. The subregions used for the Pro-med algorithm are overlaid with white or red borders. Red subregions are identified by our algorithms as likely containing light contamination, and are masked during sky-SB estimation. We show these images to demonstrate our ability to reject areas of an image, but emphasize that images like this are rejected for sky-SB analysis because they are too crowded, as identified by the amount of red subregions.

Figure 2. SKYSURF sky-SB estimation algorithms are able to mask areas of an image containing light from discrete objects or bright sky gradients. The top row shows two example images in our SKYSURF database. The bottom row shows corresponding ProFound SKY maps, with the borders of Pro-med subregions overlaid. The bottom left ProFound map corresponds to the top left image, and similarly for the rightmost images. The subregions used for the Pro-med algorithm are overlaid with white or red borders. Red subregions are identified by our algorithms as likely containing light contamination, and are masked during sky-SB estimation. We show these images to demonstrate our ability to reject areas of an image, but emphasize that images like this are rejected for sky-SB analysis because they are too crowded, as identified by the amount of red subregions.

resulting coarse grid is bicubic interpolated to construct the sky-SB map. Any objects detected in the image are masked. We refer to these ProFound sky-SB maps specifically as ProFound SKY maps herein. An example of ProFound SKY maps are shown in the bottom row of Figure 2.

We create ProFound SKY maps for all images in the SKYSURF database. We run ProFound with a large box size of 1/3 of the image dimensions, which decreases the resolution of the SKY maps and helps smooth over any local effects from bright objects that can leave behind features. To best remove light from the outskirts of objects, we enlarge the object masks such that the sky-SB around the enlarged aperture is correct. In addition, we mask every pixel flagged in the image data quality extension, as well as its immediate neighboring pixels. ProFound was run using default parameters otherwise.

The Pro-med method follows three steps: (1) divide each ProFound SKY map into subregions and calculate sky-SB levels for each subregion, (2) flag subregions with unreliable sky measurements, and (3) take the median of unflagged subregions to determine the sky-SB of the image. All WFC3/IR images in our sample are 1014 × 1014 pixels, and we create 39 × 39 pixel subregions, for a total of 26 × 26 = 676 subregions per SKY map. For WFC3/UVIS, a full-frame detector image has dimensions of 2051 × 4096 pixels. For this case, we make each subregion 64 × 64 pixels, where the few remaining pixels will be added to the subregions on the topmost row and rightmost columns. For ACS/WFC, the detector has dimensions 2048 × 4096, and we follow the same binning technique as for WFC3/UVIS. Both WFC3/UVIS and ACS/WFC images include two CCD detectors (stored as separate science extensions), and we perform sky-SB measurements on each detector independently.

Next, we calculate the sky level ($S_{sub}$) for each subregion in native pixel units: electrons per second for WFC3/IR and electrons for WFC3/UVIS and ACS/WFC. We first mask all outlier pixels within a single subregion that are not part of the background using boundary values of −126.5 and 895.5, which are motivated by extremes in noisy WFPC2 data and are designed to eliminate the most obvious outliers. The mean ($S_{sub}$) and standard deviation ($\sigma_{sub}$) of the remaining pixels are then recorded. We then mask pixels that have a value less than $S_{sub} - 5 \times \sigma_{sub}$ or more than $S_{sub} + 3 \times \sigma_{sub}$. We are more stringent with the upper cutoff since, for normal images, the distribution of pixels leans toward the positive side. New values of $S_{sub}'$ and $\sigma_{sub}'$ are calculated for the remaining pixels. This process is repeated until there are no outlier pixels remaining. The median value of the last iteration is saved as the $S_{sub}$ ($\sigma_{sub}$) for that subregion.

In order to mask subregions, we compare each $S_{sub}$ in a single subregion to all the other $S_{sub}$ values in a single image. If a $S_{sub}$ value for a subregion is greater than the minimum $S_{sub} + \sigma_{sub}$ of all the subregions, then we conclude that the subregion likely contains light contamination from an object and this subregion is masked. This step is critical to ensuring we are only utilizing subregions with the highest probability of being stray-light free. Figure 2 shows examples of how this algorithm masks subregions on FIT/FITC files.

The final sky-SB level of a chip, $S_{chip}$, is the median of the remaining $S_{sub}$ values. To calculate $S_{sub}$, we use the same method used to calculate $S_{sub}$ but instead perform it using the ProFound SKY rms map. As shown in SKYSURF–1 and Appendix B here, this algorithm is demonstrated to recover the simulated sky-SB with an error of <0.4% for expected sky gradients of <10% on simulated F125W images.

As shown in Appendix B, the Pro-med method is demonstrated to be the best estimator of the sky-SB. Therefore, the Pro-med method is chosen to derive robust sky-SB measurements in this paper, and thus produce the SKYSURF SED of the sky-SB presented in Section 4.

To further confirm that our sky-SB measurements are not contaminated by the light from discrete objects, we check whether our sky-SB measurements increase with the number of stars and galaxies in an image. If the sky-SB increased with the amount of light from discrete objects, it could indicate that our sky-SB measurements are accidentally picking up the faint outskirts of galaxies or the extended PSFs from stars. SKYSURF–1 performs this test for the F125W filter only and finds no increase in the sky-SB as a function of the amount of object light. We tested this also for F140W and F160W, and found the same results. Therefore, a DL limit estimated using the sky-SB algorithms in this work is unlikely to come from the faint outskirts of galaxies.

We subtract from WFC3/IR estimates of sky measurements that are deemed unreliable. This includes measurements where the image is dominated by bright

3.2. Flagging Unreliable Images

In addition to the broad filtering of images described in Section 2, after performing sky-SB measurements we filter out images where the sky-SB level is deemed unreliable. This includes measurements where the image is dominated by bright
objects, images with very high sky-SB rms levels, or images where a guide star was lost. These measurements are still available for public use, but are not used in SKYSURF analysis.

Within the scope of this work, the sky-SB cannot be measured from images that are saturated with bright sources. These include exposures that contain star clusters, galaxies that take up a large portion of the field of view, or steep sky gradients. As our algorithms record the number of subregions that are flagged as unreliable, a high number of unreliable subregions indicates that the sky-SB must also be unreliable. We reject sky-SB measurements where more than 30% of subregions are flagged as unreliable. These regions are shown as red in Figure 2.

A high sky-SB rms ($\sigma_{\text{chip}}$) can also indicate an unreliable measurement. We predict the sky-SB rms of an image to be a combination of expected Gaussian and Poisson noise (shot noise):

$$\sigma_{\text{predicted}} = \sqrt{R^2 + S_{\text{chip}} \times t} / t,$$

where $\sigma_{\text{predicted}}$ is the predicted sky-SB rms in electrons per second, $R$ is the detector read noise in electrons, $S_{\text{chip}}$ is the sky-SB in electrons per second, and $t$ is the exposure time in seconds. We reject images where $\sigma_{\text{chip}} > 2\sigma_{\text{predicted}}$.

In IR detectors an afterglow remains in pixels that were saturated in previous exposures. This phenomenon is called persistence and is known to affect WFC3/IR images. Therefore, we need to ensure it does not influence our sky-SB measurements. The standard pipeline for IR images does not eliminate flux from persistence. However, the WFC3 team has developed a software that estimates the amount of persistence per flt file. This produces pixel maps (labeled as _persistence.fits) that estimate the amount of internal and external persistence for a given image (see Gennaro 2018). We masked pixels in 30 random F160W images with values greater than 0.005 electrons per second in the _persistence.fits file and reran our sky-SB algorithm. For most images, we did not find significant differences in the sky-SB level when masking pixels that are affected by persistence. We found $\sim0.25\%$ differences in sky-SB for images where more than 1% of the pixels are affected by persistence, where an affected pixel is defined to be one with Fluxpersistence > 0.01 electrons per second. We therefore reject images where more than 1% of the pixels are affected by persistence.

To reduce the probability that images may be contaminated by sources like the Earth’s limb or the Milky Way, we follow the methods described in SKYSURF–1. We reject images within 20° of the Galactic plane to reduce contamination due to Galactic cirrus, and densely populated star fields. To reduce the impact of earthshine, images with Sun altitudes greater than zero are also removed. Here we define the Sun altitude as the mean angle of the Sun above the Earth’s horizon over the duration of an observation. Finally, we reject images with Sun angles less than 80° and with Moon angles less than 50°.

Section 4.3 and Appendix A.2.2 of SKYSURF–1 show that Sun angles less than 80° can be problematic. The minimum sky-SB for Sun angles $\lesssim 80°$ is greater than that for Sun angles $\gtrsim 80°$, in part due to increasing ZL intensity closer to the Sun, although the main cause is not known. For example, it is possible that Sun angles $\lesssim 80°$ are affected by scattered sunlight.

We carefully reject images taken too close to nearby galaxies and globular clusters that might take up HST’s entire field of view. We utilize galaxies selected as listed in the Third Reference Catalog of Bright Galaxies (RC3; de Vaucouleurs et al. 1991). We locate the positions of all galaxies larger than 2′ in diameter, and reject images that are within 1R_{\text{galaxy}} to the center of the object. R_{\text{galaxy}} is adopted directly from the RC3, and is half the apparent major axis isophotal diameter of a galaxy measured at a surface-brightness level of 25.0 B-mag per square arcsecond.\footnote{https://heasarc.gsfc.nasa.gov/W3Browse/all/rc3.html}

Critically, we opted to manually inspect our SKYSURF images to understand how well our algorithm performs and try and identify images that are not automatically flagged using the process described above. We flag images that are smeared (due to loss of a guide star), or are clearly saturated with objects. For our filter with the largest number of images, ACS/WFC F814W, <0.2% of the images were flagged, confirming the above methods to reject unreliable images. We reject remaining images flagged during the manual inspection.

In addition, during the manual inspection, we flag images with visible satellite trails and artifacts like optical ghosts. These images are not rejected. However, to ensure that image artifacts are not accidentally recorded as objects in future papers, the list of satellite trails and optical artifacts are recorded for consideration for star and galaxy counts.

Table 1 shows the percentage of images in each SKYSURF filter that are not flagged by the methods described here and are thus deemed reliable. The number of reliable images per filter is typically between 5% and 20%; however some filters exhibit lower reliability due to being used frequently in problematic observations (e.g., F555W is often used for stellar populations studies, and thus includes many observations of star clusters). We emphasize that many of the images rejected here are still beneficial for galaxy and star counts and reducing cosmic variance. As a result, while they are not used to derive sky-SB limits in this work they are not excluded from the SKYSURF database.

3.3. Sources of Uncertainty

There are many sources of uncertainty during data reduction and calibration that are inconsequential for studies of discrete objects, but remain important when measuring the sky-SB. SKYSURF–1 summarizes the main SKYSURF sources of error in detail. We summarize updated sources of uncertainty in Table 2.

We follow the methods of SKYSURF–1 to add our uncertainties in quadrature. We present our results assuming all systematics have been accounted for through various WFC3 and ACS Instrument Science Reports (e.g., Gennaro 2018; Lucas et al. 2021). Therefore, SKYSURF sky-SB uncertainties represent random uncertainties in the ability to determine a bias frame, dark frame, flat field, etc. In addition, in SKYSURF–1 explains that the two dominant sources of error, which are zero-point and flat-field uncertainties, are independent, and thus can be added in quadrature.

Uncertainties for each camera are presented separately. We are careful to distinguish between multiplicative errors, which depend on the level of the sky-SB, and additive errors, which are the same regardless of image brightness. Further explanation of these uncertainties, as well as an exploration of the
The percentage of total images in the SKYSURF database that are reliable.

WFC3 images have Sun altitudes greater than 0° and angular offsets closer to a large nearby galaxy, have Sun angles less than 80°, and have moon angles less than 50°. Within 20° of the galactic plane, the Sun angle is greater than 0°, and too close to a large nearby galaxy, have Sun angles less than 80°, or have moon angles less than 50°. We list the number of reliable sky-SB measurements and the percentage of total images in the SKYSURF database that are reliable.

### 4. Sky-SB Measurement Results

We perform sky-SB measurements using the Pro-med algorithm and show our results here. The process for converting our images to units of flux density is described in Appendix E.

#### 4.1. Sky-SB Versus Ecliptic Latitude

Figures 3–6 show our results as a function of the ecliptic latitude. Results for some duplicated filters are presented independently for each camera, as the filters will have a different bandpass when paired with each camera. In addition, given their subtle zero-point differences, this provides an independent check on the sky-SB values with different instruments.

The bottom row of Figure 6 includes the hyperbolic secant curves derived in SKYSURF–2 using the Kelsall et al. (1998) zodiacal model. They represent the range in sky-SB values expected as a function of the ecliptic latitude. SKYSURF–2 did not apply the same aggressive filtering of images described in this work. Therefore, our measurements do not span as large a range as the gray curves might suggest. Overall, these limits are largely driven by the Sun angle, where lower Sun angles result in brighter sky-SB levels at the same ecliptic latitude. Therefore, the range in the expected sky-SB levels is broader closer to the ecliptic plane due to the broader range of Sun angles available here. Our measurements fall conservatively within these limits, showcasing our ability to successfully reject images from our database.

Some notable deviations from the expected sky-SB are the spike in the sky-SB values at an ecliptic latitude of –45° in F105W due to Hubble Ultra Deep Field observations. This is likely due to the 1.083 μm emission line present in this filter (Brammer et al. 2014). In addition, earthshine can still affect images even after removing images with low Earth limb angles. Remaining outliers will be carefully considered and manually removed before performing DL analysis in a future work.

#### 4.2. Sky-SB SED

In order to demonstrate how our generated sky-SB measurements can recover the ZL surface brightness and compare our results to the literature, we create an SED of the...
observed sky-SB at HST wavelengths. Figure 7 shows our sky-SB SED at a high ecliptic latitude (within 40° of either ecliptic pole) where the sky-SB is the darkest.

Systematic errors in estimating the sky-SB at a given position (e.g., fluctuations in DGL, faint stars) are much bigger than the subpercent statistical errors in sky-SB measurements. For the sake of creating a sky-SB SED, these systematic variations in the sky-SB can be resolved if we only keep one sky-SB measurement per position. We take the median sky-SB of all observations taken within 10′ of each other, and define each of these 10′ groups as a unique position. Each SKYSURF point in Figure 8 represents the median of all unique positions for every HST filter. The error bars are a combination of the standard error in the sky-SB values along different unique positions ($\sigma_{\text{spread}}$) and the sky-SB error ($\sigma_{\text{sky,med}}$):

$$\sigma_{\text{spread}} = \frac{\sigma_{\text{std}}}{\sqrt{\text{# of Unique Positions}}}$$

$$\text{Error Bar} = \sqrt{\sigma_{\text{spread}}^2 + \sigma_{\text{sky,med}}^2}$$

where $\sigma_{\text{std}}$ is the standard deviation in the sky-SB values, and $\sigma_{\text{sky,med}}$ is a median of all sky-SB measurement errors (Table 2). Only filters with at least two unique positions are plotted.

We compare our sky-SB SED in Figure 7 to several different measurements of the dark-sky-SB and estimates of ZL emission. SKYSURF measurements are shown as filled black squares (ACS/WFC), circles (WFC3/UVIS), and triangles (WFC3/IR). The gray dashed line represents the parametric ZL emission model from Aldering (2001; which is a modification of the Leinert et al. 1998 model). This is produced using the gunagala sky module (Robitaille et al. 2022), which calculates a ZL model at the ecliptic pole, from which a relative scaling to the appropriate ecliptic latitude is applied.

Kawara et al. (2017) measurements of ZL emission taken with the HST’s Faint Object Spectrograph are shown as open red circles, and are estimated for an ecliptic latitude of 85° using Table 2 and Equation (8) from Kawara et al. (2017). The open brown diamonds represent the sky-SB measurements used in SKYSURF–2, which were estimated using a preliminary sky estimation algorithm. Giavalisco et al. (2002) present sky-SB measurements scaled to the North Ecliptic Pole, shown as blue plus signs, which include measurements from Leinert et al. (1998), the Hubble Deep Field Team, Wright (2001), and Aldering (2001).

As described in SKYSURF–1, we ignore all resolved galaxies in the HST images, while other studies tend to include it during EBL analysis. Therefore, some sky-SB measurements are not comparable to ours because they include some or all of the flux from resolved galaxies and stars, and thus are higher in value. However, we show them to highlight general consistencies. The Hauser et al. (1998) sky-SB measurement, shown as an open green square, represents the COBE/DIRBE sky-SB measurement that includes all EBL (discrete+diffuse). The open orange triangles show dark-sky HST WFPC2

Table 3

| Filter   | Thermal Dark (e s⁻¹) | (MJy sr⁻¹) |
|----------|----------------------|------------|
| F098M    | 0.0044               | 0.0023     |
| F105W    | 0.0044               | 0.0013     |
| F125W    | 0.0040               | 0.0012     |
| F140W    | 0.0201               | 0.0050     |
| F160W    | 0.0772               | 0.0308     |
measurements from Bernstein et al. (2002), which excludes EBL coming from stars and galaxies with total magnitudes brighter than AB $\approx$ 23 mag (in WFPC2 F555W filter). For comparison, the median SKYSURF exposure is complete to AB $\approx$ 26 mag (SKYSURF–2). Finally, the purple X’s represent sky spectra approximated from Figure 2 of Matsuura et al. (2017) for the North Ecliptic Pole, which were measured using the Low-resolution Spectrometer on the Cosmic Infrared Background Experiment (CIBER), and also include all EBL.

In summary the shape of our sky-SB measurements agree well with other models and predictions, although some differences are still present as discussed above. At wavelengths shortward of 0.5 $\mu$m, our sky-SB measurements in general agree with Kawara et al. (2017), Bernstein et al. (2002), and Giavalisco et al. (2002), which may suggest that the amount of EBL present at UV wavelengths is small. Between 0.5 and 0.8 $\mu$m, some SKYSURF measurements do not seem to agree with other measurements. The Bernstein et al. (2002) points are expected to be higher as their measurements include the flux from objects fainter than AB $\approx$ 23 mag, where SKYSURF excludes the flux from all resolved objects. The offset between SKYSURF measurements and Kawara et al. (2017) indicates a potential for some DL signal between 0.5 and 0.8 $\mu$m.

SKYSURF points greater than 0.8 $\mu$m agree with other measurements, although the Aldering (2001) ZL model appears to overestimate sky-SB levels in the near-IR. This model is a solar spectrum that has been reddened and scaled and thus includes many free parameters that could cause the offset seen here (namely, the reddening factor). The COBE/DIRBE sky-SB measurement (Hauser et al. 1998) is brighter because it includes all EBL, while our sky-SB measurements ignores discrete objects. The CIBER (Matsuura et al. 2017) measurements also include all EBL fluxes. The offset in the sky-SB measurements between this work and SKYSURF–2, most notably in F125W and F160W, imply that DL limits will be lower than in SKYSURF–2. We describe this in detail in Section 5.

The top panel of Figure 8 displays our sky-SB SED for different ecliptic latitude ($b$) bins. We find the shape of the sky-SB measurements vs. ecliptic latitude for WFC3/UVIS (Optical filters), zoomed in to show the range between 0 and 0.5 MJy sr$^{-1}$. There is a larger scatter in the F850LP filter due to the high sky-SB rms of this filter.
SB SED to be largely similar, following a ZL SED at all ecliptic latitudes. In particular, using a simple linear least-squares regression (Virtanen et al. 2020), the slope of \( \log(\text{sky-SB}) \) versus \( \log(\lambda) \) is consistently \( \sim 2.2 \) across all ecliptic latitude bins. The \( 60^\circ < b < 80^\circ \) bin is an outlier, with a slope of \( \sim 2.6 \). This implies that the sky-SB is dominated by ZL at all ecliptic latitudes. Following the trends seen in Figures 3–6, the darkest sky-SB levels correspond to the highest ecliptic latitudes.

The bottom panel of Figure 8 displays the sky-SB SED for different Sun angle bins. Caddy et al. (2022) and Leinert et al. (1998) show that the Sun angle can influence the brightness of the ZL emission and thus the observed sky-SB. The Sun angle can correlate with the ecliptic latitude, where high ecliptic latitudes will always have Sun angles \( \sim 90^\circ \). Therefore, we limit our Sun angle bins to have ecliptic latitudes \( -30^\circ < b < 30^\circ \). We find the shape of our sky-SB SED to depend on the Sun angle at wavelengths between 0.9 and 1.4 \( \mu \text{m} \). For low Sun angles (gray points), the sky-SB shows a clear peak at \( \sim 1.4 \mu \text{m} \). At higher Sun angles, the sky-SB SED flattens between 0.9 and 1.4 \( \mu \text{m} \). Although the reason for this change in shape is unknown, it could be caused by scattered light, or indicate that the scattering of solar photons off the IPD is anisotropic. In other words, it could suggest that the anisotropy of the scattering phase function may change as a function of the wavelength. In addition, there may be an additional component to ZL (e.g., Kawara et al. 2017; Kornget al. 2022) that interacts with photons with wavelengths between 1.1 and 1.6 \( \mu \text{m} \) differently.

4.3. Sky-SB rms

In Figure 9, we show the median measured sky-SB rms for each filter. WFC3/IR shows lower measured sky-SB rms values likely due to the larger pixel size compared to WFC3/UVIS and ACS/WFC (see pixel sizes described in Appendix E).

We note that the F850LP has consistently more scatter when compared to other filters, which is most clearly seen in Figure 9. This is likely driven by the small number of WFC3/UVIS F850LP observations, most of which are at ecliptic
5. Updated Diffuse Light Limits

The main goal of SKYSURF is to provide DL measurements using HST’s vast archive. SKYSURF–2 presents DL upper limits using preliminary sky-SB measurement algorithms that are meant to be conservative (and computationally faster) and provide initial DL limits using three pilot near-infrared filters: F125W, F140W, and F160W. With the improved sky-SB measurement algorithms in this work, we update the DL limits presented in SKYSURF–2 for the F125W, F140W, and F160W filters. DL measurements for all filters, using improved SKYSURF ZL models, will be presented in future work.
Figure 8. SKYSURF sky-SB SED for different ecliptic latitude ($b$, where each bin includes the absolute value of $b$) bins and Sun angle ($s$) bins. As the Sun angle can be correlated with the ecliptic latitude, the bottom plot has a fixed range in the ecliptic latitude of $-30^\circ < b < 30^\circ$. Each point is an ACS/WFC (squares), WFC3/UVIS (circles), or WFC3/IR (triangles) $3\sigma$-clipped median sky-SB measurement. The error bars are scaled in the same way described in Figure 7.

Figure 9. Median sky-SB rms for each filter. The error bars show the 16th and 84th percentiles of the rms distributions. The sky-SB rms trends seen here are likely due to the different pixel sizes of each camera.
We compare sky-SB measurements for F125W, F140W, and F160W from SKYSURF to this work. The first row lists the DL limits from SKYSURF–2. The second row shows the same results in terms of nW m⁻² sr⁻¹. The third row shows the median ratio between sky-SB measurements from this work and those from SKYSURF–2. The fourth row shows the difference between these sky-SB values, in units of MJy sr⁻¹. We subtract this difference from the SKYSURF–2 DL limit in the first row to estimate a DL limit for this work, shown in the fifth row. The last row shows the same DL limits from the fifth row in units of nW m⁻² sr⁻¹. We adopt the same error from SKYSURF–2: 0.005 MJy sr⁻¹ (~10 nW m⁻² sr⁻¹).

The DL upper limits from SKYSURF–2 are estimated using the lowest fitted sky (LFS) method, where they fit a sech curve to the darkest thermal-dark-corrected sky-SB values measured for SKYSURF. They fit a similar curve to the Kelsall et al. (1998) ZL emission predictions and estimate a DL signal by comparing the two curves. DGL and unresolved EBL still present in HST images is also subtracted during this process. SKYSURF–2 DL limits are presented as upper limits due to uncertainties in thermal dark, which will be updated in Carleton et al. (2023, in preparation).

Revised DL upper limits are shown in Table 4. We estimate these limits by calculating the 3σ-clipped median difference in sky-SB values between the sky-SB measurements in this work and the sky-SB measurements used in SKYSURF–2. In Appendix F, we confirm that a 3σ clipped median difference is a good representation of the darkest sky-SB measurements used in SKYSURF–2. The Kelsall et al. (1998) zodiacal model predictions do not change between this work and SKYSURF–2. The improved algorithms in this work result in sky-SB measurements that are ~1%–2% lower than the F125W, F140W, and F160W measurements in SKYSURF–2. These updated sky-SB measurements result in DL upper limits that are typically 20%–30% lower than the conservative limits from SKYSURF–2.

DL limits for the entire HST wavelength range will be estimated in future papers, using a ZL model constrained by the sky-SB measurements in this paper, and supplemented by star and galaxy counts using the SKYSURF database.

### 6. Public Data Products

We provide several data products on the official SKYSURF website.¹ Relevant to this paper are: (1) sky-SB measurements for all SKYSURF images, and (2) FITS files containing the sky subregions used for our algorithm. In addition, the SKYSURF website presents the Pro-med algorithm used for sky-SB estimation in this work.

---

6.1. Sky-SB Data Tables

For every image, we provide a SKYSURF sky-SB measurement in the native units of the flt/flc files, as well as in calibrated flux units of MJy sr⁻¹. The process for converting our images to units of flux density is described in Appendix E. Estimates of the thermal dark levels will be presented in Carleton et al. (2023, in preparation) and are included in the public files for all WFC3/IR measurements. We provide sky-SB measurements with and without thermal dark corrections.

We include an uncertainty for each sky-SB measurement using Table 2. The error is calculated as follows:

\[
\sigma_{sky} = \sqrt{\sigma_{add}^2 + (\sigma_{mult} \times S_{chip})^2},
\]

where \(\sigma_{sky}\) is the total sky-SB error in units of electrons or electrons per second, \(\sigma_{add}\) is the additive error in units of electrons or electrons per second, \(\sigma_{mult}\) is the multiplicative error in percentage units, and \(S_{chip}\) is the measured sky-SB in units of electrons or electrons per second. The sky-SB error is also presented in units of MJy sr⁻¹.

Every sky-SB measurement has a corresponding flagged image that designates images with too many bad subregions, too high of a sky-SB rms, images marked during the manual inspections, located within a galactic plane, located close to the Earth's limb, located at high Sun altitudes, contains a large common object, or has too many pixels affected by persistence. We refer to corresponding documentation on the public files for more information.

6.2. Subregion FITS Files

We provide FITS files containing the subregions created during our algorithm described in Section 3. Each FITS file, which we refer to as a SUB file, has a single sky value associated with each subregion where each subregion takes up a single pixel. For example, a 1014 × 1014 pixel WFC3/IR image that is divided into 26 × 26 pixel subregions will have a corresponding SUB file that is 26 × 26 pixels in size.

They contain one primary header and four data extensions. The primary header is copied from the original flt/flc image, where the extension name (EXTNAME) is changed to SUB_SKY. The four data extensions are labeled “SKY” and “RMS” and contain the sky-SB and sky-SB rms subregion data for both science extensions in the original flt/flc image. In the SKY and RMS extensions only, WCS keywords are updated so that the SUB files map onto the true sky to within 0.23.

7. Conclusion

We present sky-SB algorithms and measurements for project SKYSURF, an HST archival program with the end goal of constraining an all-sky DL signal. SKYSURF is the first study of the sky-SB with the HST at this scale and encompassing HST’s entire wavelength range. The SKYSURF database includes more than 140,000 HST images, spanning 0.2–1.6 μm.

We utilize the Pro-med algorithm to measure the sky-SB (Figure 1) for all images in our database. As a function of the ecliptic latitude, Figures 3–8 follow the expected trends by peaking near the ecliptic plane. There are almost no outliers falling outside the expected trend, highlighting the success of our ability to filter our unreliable sky-SB measurements. The
sky-SB SED shows that our measurements generally agree well with other measurements. The overall shape of our sky-SB SED for low Sun angles does not match that of higher Sun angles, where the low Sun angle sky-SB SED shows a peak between ~1.1 and 1.6 μm. The cause for this remains unknown, yet we propose it may be due to the anisotropy of the scattering phase function of interplanetary dust, or due to an additional ZL component in the inner solar system.

As shown in Table 4, we estimate DL limits based on the methods of SKYSURF–2 for F125W, F140W, and F160W. The DL limits in SKYSURF–2 are conservative, and the DL limits in this work are lower than those in SKYSURF–2, ranging from 0.009 to 0.015 MJy sr^{-1}. The DL limits presented here are still designed to be conservative, and measurements of DL using an updated ZL model for the entire HST wavelength range will be provided in future papers. Overall, these estimates provide the most stringent all-sky constraints in this wavelength range and show a significant DL component of unknown origin.

We hope that these sky-SB measurements will not only benefit Project SKYSURF, but will provide valuable data and methods for future programs. SKYSURF data products are released to the public (Section 6), including tables of all SKYSURF sky-SB measurements, as well as FITS files that show the subregions used during our sky-SB estimation. We also make our sky-SB algorithms available to the public. Aside from using our methods to study the sky-SB itself, reliable sky-SB algorithms are crucial for reliable photometry for low-surface-brightness studies, where it is imperative that signal from real objects does not contaminate the measured sky-SB.

SKYSURF’s large database gives us the unique ability to independently and consistently derive galaxy counts (and therefore create a SKYSURF EBL model), as well as constrain ZL emission at HST wavelengths. We can compare our sky-SB measurements to a SKYSURF EBL model based on galaxy counts and a SKYSURF ZL emission model for a final estimate of DL. Future work includes generating source counts using the entire SKYSURF database, updated thermal dark signals, constraining a ZL model utilizing SKYSURF data, and measuring an EBL signal using these results.

All of the data presented in this paper were obtained from the Mikulski Archive for Space Telescopes (MAST). This project is based on observations made with the NASA/ESA Hubble Space Telescope and obtained from the Hubble Legacy Archive, which is a collaboration between the Space Telescope Science Institute (STScI/NASA), the Space Telescope European Coordinating Facility (ST-ECF/ESA), and the Canadian Astronomy Data Centre (CADC/NRC/CSA). Some image simulations were based on observations taken by the 3D-HST Treasury Program (GO 12177 and 12328) with the NASA/ESA HST, which is operated by the Association of Universities for Research in Astronomy, Inc., under NASA contract NAS5-26555.
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Appendix A
Simulated Images

In order to develop and test reliable sky-SB measurement algorithms, we created simulated images where we know the true sky-SB and noise levels. We discuss here how these simulated images were created and the different kinds of simulated images that were produced.

We use GALSIM version 2.2.4 (Rowe et al. 2015) to generate simulated images due to its ability to generate realistic galaxies and stars easily. These simulated images include stars, galaxies, cosmic rays, and sky gradients (see Figure 10). All simulated images were produced to match WFC3/IR F125W flat-fielded images: 1014 × 1014 pixels, with a 0.13 pixel^{-1} pixel scale. Therefore, star counts, galaxy counts, PSF sizes (necessary for GALSIM), and sky levels were also based on WFC3/IR F125W data. We produced a total of 344 images with a flat sky and 444 images with a sky gradient, with exposure times from 50 to 1302 s, sky-SB levels ranging from 0.22 e^{-} to 3.14 e^{-}, and sky gradients ranging from a 0% change to a 20% change edge to edge. We choose a wider range of sky-SB, noise, and sky gradient levels than is typical to ensure the robustness of our algorithms.

A.1. Star and Galaxy Counts

The star and galaxy counts for our simulated images are taken from Windhorst et al. (2011). The star count slope for WFC3/IR data, shown in Equation (A1), results in nearly 1 star per 1.0 mag bin within our chosen field of view. The number of stars in each simulated image is calculated as follows:

\[ N_{\text{stars}, m_{AB}} = 10^{0.04(m_{AB} - 18)}, \]  

(A1)

where \( N_{\text{stars}, m_{AB}} \) is the number of stars per integer AB magnitude (\( m_{AB} \)) bin, where we assume that an 18 mag bin contains exactly one star (as approximated from Figure 11 of Windhorst et al. 2011).

Stars are restricted to 18 ≤ m_{AB} ≤ 26 to avoid unusually bright stars and stars below the F125W detection limit. This resulted in a total of ~13 stars generated in each simulated image. Every star was generated as a Gaussian with a FWHM of 0.0136. The position of each star in the simulated images was randomly selected with the condition that a star’s center be within the 1014 × 1014 grid.

The galaxy count slope is steeper at around 0.26 dex/deg. The number of galaxies in each simulated image was calculated
as follows: 

$$N_{\text{Gal}, \text{mAB}} = 10^{0.26(m_{\text{AB}}-18)}, \quad (A2)$$

where $N_{\text{Gal}, \text{mAB}}$ is the number of galaxies per 0.5 AB magnitude bin.

Galaxies are restricted to $18 \leq \text{AB} \leq 26.5$ to avoid unusually bright galaxies and galaxies below the F125W detection limit. This resulted in a total of 624 galaxies generated in each simulated image. Every galaxy was generated using a single-component inclined Sérsic profile (refer to Rowe et al. 2015 for profile details). Similarly to the simulated stars, the position of each galaxy in the simulated images was randomly selected with the condition that the galaxy’s center be within the $1014 \times 1014$ grid.

The magnitude, effective radius, Sérsic index, and axis ratio ($b/a$) were sampled using two methods: a custom distribution (described in Appendix A.2) and a random sampling from 3D-HST’s Cosmic Evolution Survey (COSMOS) F125W Catalog (van der Wel et al. 2014; described in Appendix A.3).

A.2. Galaxy Parameter Sampling Method 1: Custom Distribution

The custom galaxy sampling method is motivated by Windhorst et al. (2011). Images simulated with this method have the radius of each galaxy sampled from a distribution of the form:

$$p(R_e) = R_e \frac{e^{-R_e/0.2}}{0.2 \times \Gamma(2)}, \quad (A3)$$

where $p(R_e)$ is the probability density function for a galaxy with effective radius $R_e$, and $\Gamma$ is the Gamma function. This distribution follows closely with 3D-HST COSMOS F125W galaxy counts (van der Wel et al. 2014). Due to GALSIM memory limitations, we only simulated galaxies with $R_e \leq 2''72$. Galaxies with $R_e > 2''72$ only account for $\ll 1\%$ of all galaxies in our field of view (follows from Equation (A3)).

Sérsic indices for the custom sampled galaxies follow:

$$p(n) = e^{0.38n}, \quad (A4)$$

where $p(n)$ is the probability density function for a galaxy with Sérsic index $n$. Because the allowed range of Sérsic indices for GALSIM is $0.3 \leq n \leq 6.2$, this is the range of Sérsic index values present for the galaxies in the simulated images. AB magnitudes for the custom sampled galaxies follow:

$$p(m_{\text{AB}}) = \frac{1}{\beta} \exp\left(\frac{m_{\text{AB}} - 26.5}{\beta}\right), \quad (A5)$$

Figure 10. Example simulated images. The custom galaxy sampling method (left column) employs a distribution of galaxy parameters based on Windhorst et al. (2011). The Cosmic Evolution Survey (COSMOS) galaxy sampling method randomly selects galaxies from the COSMOS (van der Wel et al. 2014) F125W database. The top images have no sky gradient added, while the bottom images have a sky gradient imposed on them.
where \( \beta = \frac{1}{0.26 \times \ln(10)} \), and \( p(m_{AB}) \) is the probability density function for a galaxy with AB magnitude \( 18 < m_{AB} < 26.5 \).

Lastly, the inclination of each galaxy produced from this method was randomly selected from the range 0 to \( \frac{\pi}{2} \) radians.

### A.3. Galaxy Parameter Sampling Method 2: 3D-HST COSMOS F125W Catalog

Images simulated with this method used parameters directly sampled from the 3D-HST COSMOS F125W catalog (van der Wel et al. 2014). In other words, galaxies were taken directly from the 3D-HST COSMOS F125W catalog and inserted into our simulated images. Inclinations were estimated using:

\[
\cos^2 i = \frac{(b/a)^2 - \alpha^2}{1 - \alpha^2},
\]

where \( b/a \) is the axis ratio, and \( \alpha = 0.22 \) (Unterborn & Ryden 2008).

### A.4. Cosmic Rays, Noise, and Sky Gradients

Cosmic rays (CRs) in the simulated images were generated by randomly selecting CRs from a WFC3/IR cosmic-ray template and inserting them directly into the simulated images. The cosmic-ray template was generated by identifying spikes in the individual reads of a random 1302 s HST image. This resulted in a rate of 14.6 CRs per second over the course of the exposure. The number of CRs inserted into a simulated image is given by:

\[
N_{CRs} = R_{CR} \times t,
\]

where \( N_{CRs} \) is the number of cosmic rays in the simulated image, \( R_{CR} \) is the CR rate of the cosmic-ray template (14.6 CR’s per second), and \( t \) is the exposure time of the simulated image.

Noise was generated for the simulated images using combination of Poisson noise (shot noise) and Gaussian read noise:

\[
\text{RMS} = \frac{\sqrt{S_{\text{sky}} \times t + R_{\text{N}}^2}}{t},
\]

where \( S_{\text{sky}} \) is the sky background value, \( t \) is the exposure time, and \( R_{\text{N}} \) is the read noise. A read noise of 12 e\(^{-} \) was used for all simulated images, and various different sky-SB and exposure time values were used. Poisson noise was added to the images first, followed by Gaussian read noise.

Some simulated images were modeled with linear sky gradients. Real sky gradients may appear in images where an image is pushed too close to the Earth’s limb, although these are often <10% edge to edge. For this work, we include a sky gradient to also represent any type of light contamination that may appear in an image, such as the Earth’s limb, the extended halos of galaxies, faint stars, extended point-spread functions, and optical ghosts. This allows us to test how well algorithms perform against any source of stray light. Sky gradients were generated according to:

\[
N_{\text{row}} = O_{\text{row}} + \frac{P}{100} \frac{R_{\text{num}}}{R_{\text{tot}}} O_{\text{row}},
\]

where \( N_{\text{row}} \) are the gradient adjusted pixel values for a particular row of pixels in the image, \( O_{\text{row}} \) are the nongradient adjusted pixel values, \( P \) is the percent change between the bottom and top rows of the image, \( R_{\text{num}} \) is the row number being adjusted, and \( R_{\text{tot}} \) is the total number of rows in the image.

This method ensures that the true sky value in the gradient images is the lowest end of the gradient, aligning with our philosophy that the true sky value of a real HST image will have the least amount of light contamination and thus be the lowest sky value in an image.

### Appendix B

### Choosing the Most Reliable Algorithms

Nine independent sky-SB measurement algorithms were originally created for SKYSURF, with an end goal of using the most reliable and robust methods for SKYSURF. The chosen algorithms should be able to measure the true sky-SB accurately, even for cases with sky-SB contamination. As described in Appendix A, we create simulated images with sky gradients to simulate sky-SB contamination. We present these algorithms here for users who might wish to implement their own sky-SB algorithms.

The left-hand side of Figure 11 shows that there are many methods that can retrieve the true input sky-SB to less than 0.1% error. However, many of these methods (Methods 3, 4, 6, 7) assume a flat sky and cannot account for sky gradients. We therefore developed several methods that account for sky gradients (Methods 1, 2, 5, 8, and 9; see right-hand plot in Figure 11). With SKYSURF’s end goal of constraining a DL signal, it is crucial that we are able to robustly ignore possible sources of sky-SB contamination. These could be sky gradients in the field of view due to the Earth’s limb, or the extended light profiles of galaxies. We choose the two algorithms that are able to best retrieve the known input sky-SB level from the simulated images with sky gradients: Method 2 (the Percentile-clip method) and Method 8 (the ProFound Median method).

The ProFound Median performs very well for flat images (less than 0.05% error on average). The Percentile-clip method will underestimate the sky-SB in the case of a flat sky. The median sky-SB rms for WFC3/IR F125W images in our SKYSURF database is \( \sim 0.05 \) electrons per second. Figure 11 shows that the Percentile-clip method can still retrieve the known input sky-SB level to within 0.3% for images with a flat sky and a sky-SB rms less than 0.05 electrons per second.

These algorithms are extremely similar, as the Percentile-clip method uses a 5th percentile to approximate the sky-SB, while the ProFound Median uses a median. In addition, the ProFound Median method uses ProFound SKY maps, while the Percentile-clip method does not. Besides these two differences, the algorithms are identical. We confirm that the use of ProFound SKY Maps typically results in a \( \lesssim 0.5% \) difference in sky-SB measurements when all other steps in the pipeline are the same, and decide to proceed with using ProFound SKY maps for both methods. The new Percentile-clip method with ProFound SKY maps is named the ProFound-5th method. The main paper focuses on the ProFound Median method, while the ProFound-5th method is described in Appendix C.

Here we describe each method in detail as it appears on Figure 11:

1. **Method 1: Half-sample mode**—This method divides the image into \( 39 \times 39 \) square pixel regions, then \( 3r \) clips each subregion. For each subregion, it calculates the half-
sample mode and rms, where the rms is determined to be the median absolute deviation multiplied by 1.48. This is able to estimate the mode of a sample by numerically finding the smallest interval that contains half of the points in a sample and iterating until obtaining an interval with only two points (e.g., Bickel & Fruehwirth 2005). The mode of the sample is approximated to be the average of the remaining two points. This method then identifies “good” cutout regions, assuming that the true (ZL+EBL) sky-SB of an image is the closest to the LPS values in an image.

2. Method 2: Percentile-clip—This method is described in Appendix C.

3. Method 3: Histogram fitting—This method fits a histogram of sky-SB values from $-3\sigma$ to $+1\sigma$ using a clipped sigma as a first guess, and performs two iterations.

4. Method 4: SourceExtractor—This method uses SourceExtractor (Bertin & Arnouts 1996) to calculate the sky-SB, where we assume that each object has a different surrounding sky.

5. Method 5: photutils SourceExtractor—This method masks all sources in an image then splits each image into 26 × 26 square pixel regions with a 30 pixel border surrounding each image that is subsequently ignored. It estimates the sky-SB value of each cutout using the photutils SourceExtractor algorithm (Bradley et al. 2020). The sky-SB rms is estimated using the photutils median absolute deviation algorithm. It rejects subregions with a measured sky-SB greater than twice the average rms of all subregions. It also rejects subregions with a measured sky-SB rms greater than twice the average rms of all subregions. This method then estimates the sky-SB gradient of the image using the brightest 7% of cutout regions and the dimmest 7% of cutout regions. Using this calculated gradient, the algorithm determines a threshold (N) for which to include images in the final calculation, where N ranges from 4% to 35% for large to small gradients, respectively. The sky-SB of the image is the lowest N% of good cutout regions.

6. Method 6: photutils MMM—This method masks all the sources in the image, then calculates the sky-SB using a photutils method based on the DAOPHOT MMM algorithm (Stetson 1987; Bradley et al. 2020).

7. Method 7: photutils Mean—Method 7 masks the sources in an image, $1.3\sigma$ clips the entire image, then calculates the sky-SB using photutils MeanBackground.

8. Method 8: ProFound median—This method is described in Section 3.

9. Method 9: ProFound and photutils Source-Extractor—This method utilizes Method 5 (photutils SourceExtractor) on ProFound SKY maps.

Appendix C
The ProFound-5th Algorithm

As stated in SKYSURF-1, we measure the sky-SB for all images in our database using our two best algorithms. In this section, we describe the second algorithm that is not described in the main paper: the ProFound-5th (Pro-5th) method. It follows the same methodology as the Pro-med method, but
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Figure 11. Results of running various sky-SB estimation algorithms (Methods 1–9) on simulated HST WFC3/IR F125W images, where % Error=$(\text{Measured Sky} - \text{Input Sky})/\text{Input Sky} \times 100\%$. The solid colored lines represent the linear best fit for binned data where each bin contains 10–11 simulated images. Methods listed with an asterisk (*) are able to account for sky gradients and are thus included in the right panel. Left: algorithm performance on simulated images with no sky gradient, plotted against the known, true sky-SB rms of the simulated image. Right: algorithm performance on simulated images with a sky gradient, plotted against the known sky gradient of the image.
uses the 5th percentile of unflagged subregions rather than the median. In other words, the final sky-SB level of a chip, $S_{\text{chip}}$, is the 5th percentile of the remaining $S_{\text{sub}}$ values. The final sky-SB rms of a chip, $\sigma_{\text{chip}}$, is the mean of all the $\sigma_{\text{sub}}$ values.

In contrast to the Pro-med method, the Pro-5th method recovers the darkest measurable sky-SB for every HST image. Many SKYSURF images contain light from the extended profiles of galaxies (Ashcraft et al. 2018), the extended PSFs of stars (Borlaff et al. 2019), thermal foregrounds (SKYSURF–2), and the Earth’s atmosphere (Caddy et al. 2022). While explicitly modeling and subtracting these features of the measured sky-SB is out of the scope of SKYSURF, we reduce the probability of unaccounted-for sources of flux that may contaminate our sky-SB measurements by choosing to isolate the darkest area in an image.

As shown in Figure 12, the Pro-5th measurements fall below zero in UV wavelengths. The lack of objects (because hot stars are rare) in this wavelength range means that Pro-5th method more severely underestimates sky-SB than in longer wavelengths. In addition, the measurement noise in UV wavelengths is larger than at other wavelengths, as shown in Section 4.3. This effect will also cause the Pro-5th method to be more biased with respect to the true value. Figure 11 shows that the 5th percentile method underestimates the true sky-SB by a larger margin as the sky-SB rms increases.

Following the same methods of Section 5, we calculate DL limits for the Per-clip algorithm. We estimate DL limits of $0.008 \, \text{MJy sr}^{-1}$ for F125W, $0.015 \, \text{MJy sr}^{-1}$ for F140W, and $0.012 \, \text{MJy sr}^{-1}$ for F160W. This method still provides DL limits that are in excellent agreement (within error) to the Pro-med method.

C.1. Comparison of the Two Methods

We compare the sky-SB levels of the Pro-med and Pro-5th algorithms for each HST filter. As shown in Figure 13, the Pro-med method gives sky-SB values that are on average 2% higher for ACS/WFC, 4% higher for WFC3/UVIS, and 0.6% higher for WFC3/IR than the Pro-5th method. This is an expected difference, as the Pro-5th method will always result in a lower sky-SB because it probes the darkest part of an image.

The trend seen as a function of the wavelength in Figure 13 is due to trends of the average sky-SB rms (Figure 9). This can be inferred from the fact that a lower sky-SB rms results in a

Figure 12. SKYSURF sky-SB measurements vs. ecliptic latitude for three example filters. We compare the Pro-med method (green) to the Pro-5th method (orange). As an example of the sky-SB measurements we expect, we include the WFC3/IR F160W sech curve from Figure 2 of SKYSURF–2, which is derived to match Kelsall COBE/DIRBE model predictions. Our measurements fall conservatively within these limits.

Figure 13. Comparison of the Pro-med and Pro-5th algorithms. The error bars show the 16th and 84th percentiles of the y-axis distributions. Left: median ratio of the Pro-med sky-SB divided by the Pro-5th sky-SB. The bluest filters are excluded because the sky-SB is nearly zero, such that the ratios become extreme values. Right: median difference in the Pro-Med and Pro-5th methods. The left y-axis is in units of MJy sr$^{-1}$, and the right axis is in units of nW m$^{-2}$ sr$^{-1}$ at 0.6 $\mu$m.
smaller variation in the sky pixels. In other words, a lower average sky-SB rms results in a smaller difference between methods because the difference between the median and the 5th percentile of a Gaussian distribution is smaller when the rms is lower. Although these trends are driven by Poisson statistics, other factors that could affect the sky-SB rms include increased contamination from contaminants or sky gradients.

Appendix D
Sources of Uncertainty

In this section, we expand on the uncertainties present in Section 3.3.

D.1. WFC3/UVIS Uncertainties

Flat-field errors are \( \lesssim 1\% \) (Mack et al. 2016). However, errors can be larger in the corner of the UVIS1 chip where the PSF focus is highly variable due to the telescope breathing effects (Sabbi & Bellini 2013), and this impacts the flat-field correction. Additionally, small offsets between the two different WFC3/UVIS detectors are present in some filters, with a maximum difference between one corner of a detector to the other of \( \sim 3\% \) (Mack et al. 2016) for a few ultraviolet filters. These variations in the flat field could potentially bias our results. In Appendix D.6, we independently explore the maximum possible uncertainties in the flat fields by taking advantage of the large SKYSURF database. We do this by comparing the systematically darkest and brightest subregions, with a typical offset of 2\%–4\%, which agrees with Mack et al. (2016). This is the maximum difference between the darkest and brightest subregions, but our algorithms automatically ignore the very darkest and brightest subregions. We therefore adopt the Mack et al. (2016) flat-field uncertainty of 1\%.

We use the new photometric zero-point calibrations explained in Calamida et al. (2022), where they account for variations in WFC3/UVIS zero-points over time. We adopt the photometric errors listed in Table 8 of Calamida et al. (2022), which on average represent a \(< 0.2\% \) 1\( \sigma \) dispersion (Table 8 of Calamida et al. 2022).

A bias offset is added to HST detectors to avoid presenting a negative voltage to the analog-to-digital converter. This offset is always subtracted during post-processing, and uncertainty in the bias level introduces error to the sky-SB. Figure 5 of McKay & Baggett (2017) shows a scatter in individual bias levels of \( \sim 0.2 \) electrons. Figure 17 from Bourque & Baggett (2016) shows that the scatter in determining the dark current is \( \sim 2 \) e/\( \text{e}^-/\text{h} \) or \( \sim 0.0006 \) electrons per second.

Different versions of the standard WFC3 calibration pipeline correct for CTE trails differently. We quantify the effects of different pipeline versions in Appendix D.7. We find the measured sky-SB between different versions of the pipeline to be \( \sim 0.007\% \) for wavelengths longer than 0.4 \( \mu \text{m} \). We therefore do not include CTE effects in our error budget. As discussed in SKYSURF–1, we adopt a post-flash subtraction error of 1\%, corresponding to 0.16 electrons for an F606W image with an exposure time of 500 s.

D.2. WFC3/IR Uncertainties

Mack et al. 2021 present residuals in the sky flats of 0.5\%–2\%. We adopt a conservative WFC3/IR flat-field uncertainty of 2\%. As described in SKYSURF–1, WFC3/IR photometric zero-points have roughly remained constant to within 1.5\% (rms) since 2009. Therefore, we adopt a zero-point uncertainty of 1.5\% for WFC3/IR.

As described in The WFC3 Instrument Handbook, the WFC3/IR detector responds nonlinearly to incident photons. The WFC3 calibration pipeline corrects for this with a \( \sim 0.5\% \) uncertainty. We therefore adopt a \( \sim 0.5\% \) uncertainty in the nonlinearity of WFC3/IR. WFC3/IR detector artifacts, most notably the IR blobs, are ignored by masking corresponding pixels flagged in the DQ array.

As described in SKYSURF–1, we adopt a dark/bias uncertainty of 1\% for WFC3/IR, corresponding to 0.005 electrons per second for an F125W image. We define the thermal dark signal to be thermal noise from the telescope assembly and instruments (see SKYSURF–2). It is strongly dependent on the wavelength, where it is negligible below 1\( \mu \text{m} \) and significant above 1.4\( \mu \text{m} \). As shown in SKYSURF–2, the maximum error we expect is 2.7\% for F160W, with lower uncertainties for F125W and F140W. To be conservative, we adopt a 0.01 electrons per second uncertainty in the thermal dark signal for all WFC3/IR sky-SB measurements in this report. Carleton et al. (2023, in preparation) will provide better constraints on the thermal dark signal.

During manual inspection of images, we noticed clear amplifier offsets. These effects are known to be due to differences in the noise and gain between amplifiers. In Appendix D.5, we explore the effect this has on sky-SB estimates. We find median differences in the pixel column values close to the amplifier boundaries to be \(< 0.2\% \) for all WFC3/IR filters. We therefore do not include amplifier differences in our WFC3/IR error budget.

D.3. ACS/WFC Uncertainties

Cohen et al. (2020) find that the newest ACS/WFC flat-field result in a photometric scatter of point sources that range from 0.5\% to 3\%. They claim this could be contributions from various reference files and CTE losses that are underestimated. In Appendix D.6, and mentioned in Section D.1, we independently explore uncertainties in the flat fields by taking advantage of the large SKYSURF database. On average, our results agree with Cohen et al. (2020). Following Windhorst et al. (2022), we adopt the conservative uncertainty in the ACS/WFC flat field to be 2.2\%. As described in SKYSURF–1, we adopt a zero-point uncertainty for ACS/WFC to be 1\% (Figure 2 Bohlin et al. 2020).

ACS/WFC exhibits bias offsets that vary from amplifier to amplifier, as described in Lucas et al. (2021). The accuracy of the bias level subtraction is limited by random variations of about 0.3 DN (0.6 electrons). As described in SKYSURF–1, the ACS/WFC exhibits a dark current uncertainty of 0.001 electrons per pixel per second. Figure 3 from Anand et al. (2022) shows a scatter in the ability to determine the ACS/WFC dark current to be \( \sim 0.001 \) electrons per second (0.5 electrons for a 500 s exposure). Finally, we adopt a post-flash uncertainty for ACS/WFC to be 0.37 electrons (SKYSURF–1).

D.4. Crosstalk

The CCD’s on ACS are known to suffer from crosstalk (Giavalisco 2004), where artificial “ghosts” from bright objects appear in mirror-symmetric positions in other ACS quadrants. These ghosts will appear as depressions relative to the
background, with strengths of only a few electrons per pixel. However, the sky-SB itself can be on the order of a few electrons per pixel, so it is necessary we take crosstalk into consideration. Therefore, we correct for crosstalk to see how it affects our sky-SB measurements. For this simple test, we focus on ACS F775W images, where we analyze each ACS chip independently. Our default algorithm masks sky subregions that likely contain discrete objects. To correct for crosstalk, we reflect all masked regions to the opposite quadrant to mask the ghost corresponding to any bright objects. After reflecting masked regions, we recalculate the sky-SB. We find that crosstalk affects the sky-SB by only 0.008% for 68% of measurements. 95% of the measurements have a 0.08% difference. We conclude that our algorithm is robust enough that crosstalk does not significantly impact sky-SB levels.

D.5. Amplifier Differences

The readout amplifiers can introduce additional errors to our analysis. Differences in the readout noise and gain between amplifiers can cause artificial variations in the sky-SB level. Differences in sky-SB will appear as additive differences in the background for the part of the detector that is read out to a corresponding amplifier. Correcting for this without affecting the true sky-SB level is very difficult. It requires identification of differences in the background level exactly at the amplifier boundaries without taking light from objects into account. This would mean only using pixels close to the amplifier boundaries, many of which are likely contaminated by discrete objects. We consider this task to be past the scope of this project. However, we test for systematic differences across our database by measuring how the mean pixel value of a pixel column varies across amplifier boundaries. The median difference between the 20 pixel columns to the left of the amplifier boundary and the 20 pixel columns to the right of the amplifier boundary is always <0.2% for WFC3/IR images in our database. We therefore do not include amplifier differences into our uncertainty estimations.

D.6. Trends in the Darkest Subregions on the CCD

If there are regions on a detector that have systematically lower sky-SB values due to the flat-field error, the bias error, or geometrical distortion, this could potentially bias our results. We run our algorithm (described in Section 3) using fit/fldc files as input instead of ProFound SKY maps, as ProFound can smooth over the CCD structures we want to study (i.e., flat field and distortion). We test for systemically darker subregions by creating two-dimensional histograms of the darkest 5% of subregions from our sky estimation algorithms. We refer to these as the “darkest subregions” for this discussion.

The resulting histograms are shown in Figures 14–16. To best probe the CCD structure, we use all images in our SKYSURF database. Each two-dimensional histogram includes \( N \approx 1000–27,000 \) images, so any subtle effects on the sky-SB from a particular detector location can be sampled this way. Bluer boxes indicate regions where most SKYSURF images contain a darkest subregion in the corresponding location on the detector. In other words, bluer regions are systematically darker. Redder boxes indicate regions where most SKYSURF images do not contain a darkest subregion in the corresponding location on the chip. For ACS/WFC and WFC3/UVIS, there is a clear structure in the histograms that resemble the flat fields (Mack et al. 2018; Dressel 2021). The structure for WFC3/IR is less obvious, where the darkest subregions instead tend along the WFC3/IR amplifier boundaries.

The residual flat field seen in Figures 14–16 could potentially affect sky-SB measurements. Because these figures resemble the flat fields, we use them to quantify uncertainties in flat-field estimates. We use the histograms in Figures 14–16 to find the systematically darkest (darkest 5% of subregions) and brightest regions (brightest 5% of subregions). For every SKYSURF image in a filter, we take the mean sky-SB of the previously identified darkest regions and the mean sky-SB of the brightest regions. Note that these regions are the same for every image in a filter because they are determined using Figures 14–16.

We can compare the mean of the darkest and brightest regions to estimate the maximum level of uncertainty that the structure seen in Figures 14–16 add to surface-brightness measurements. Figure 17 shows the ratio of the brightest and dimmest subregions. We find that WFC3/IR does not show significant sky-SB differences between the darkest and brightest regions. However, WFC3/UVIS and ACS/WFC tend to show \( \sim 2\%–5\% \) differences.

This is a unique test of flat-field uncertainty due to SKYSURF’s massive database and corresponding sky-SB measurements. Although not necessarily relevant for this work, this test gives a maximum possible flat-field uncertainty on the aperture photometry. We still adopt Mack et al. (2016) as our flat-field uncertainty for SKYSURF sky-SB measurements.

D.7. Testing how Different CTE Corrections Affect the WFC3/UVIS Sky-SB

As described in Appendix B.2 of SKYSURF–1, we redownloaded WFC3/UVIS images calibrated with the newest calwf3 version at the time: calwf3 v3.6.0. This version of the standard calibration pipeline presents updates to the CTE corrections. As CTE corrections adjust pixels containing a sky-SB signal, we ensure that these updated corrections do not significantly affect sky-SB measurements. The results are shown in Table 5. The sky-SB rms improves for all filters, with sky-SB rms values typically being 2%–5% lower with the v3.6.0 corrections. We find an average median offset in sky-SB between both pipelines of \( \sim 0.007\% \) for filters longward of 0.4 \( \mu \)m and an average median offset between both pipelines of \( \sim 1.9\% \) for filters shortward 0.4 \( \mu \)m.
Figure 14. Two-dimensional histograms of the darkest subregions for all the images in every filter in ACS/WFC. The color bar indicates the percentage of images ($N_{\text{Darkest}}/N_{\text{Total}} \times 100\%$, where $N_{\text{Darkest}}$ is the number of darkest subregions and $N_{\text{Total}}$ is the total number of images) in this filter that contain a darkest subregion in the corresponding location. In other words, regions that are more blue/purple have systematically lower sky-SB levels across the entire filter. These histograms resemble the ACS/WFC flat fields, indicating that a residual flat field exists in the majority of images in our database.
Figure 15. Two-dimensional histograms of the darkest subregions for all the images in every filter in WFC3/UVIS. The color bar indicates the percentage of images ($N_{\text{Darkest}}/N_{\text{Total}} \times 100\%$, where $N_{\text{Darkest}}$ is the number of darkest subregions and $N_{\text{Total}}$ is the total number of images) in this filter that contain a darkest subregion in the corresponding location. In other words, regions that are more blue/purple have systematically lower sky-SB levels across the entire filter. White indicates regions that are always ignored due to detector artifacts or regions that always contain a bright object. These histograms resemble the WFC3/UVIS flat fields, indicating that a residual flat field exists in the majority of images in our database.
Figure 16. Two-dimensional histograms of the darkest subregions for all the images in every filter in WFC3/IR. The color bar indicates the percentage of images (N_Darkest/N_Total × 100%, where N_Darkest is the number of darkest subregions and N_Total is the total number of images) in this filter that contain a darkest subregion in the corresponding location. In other words, regions that are more blue/purple have systematically lower sky-SB levels across the entire filter. White indicates regions that are always ignored due to detector artifacts. Known artifacts that are always masked are the “death star” (bottom middle) and “wagon wheel” (bottom right corner).

Figure 17. Comparison of the systematically brightest and darkest subregions. The error bars for both plots show the 16th and 84th percentiles of the y-axis distribution. Left: median ratio of the brightest subregions over the darkest subregions. The bluest filters are excluded because the sky-SB is nearly zero. Right: median difference of the brightest subregions over the darkest subregions. The left y-axis shows units of MJy sr⁻¹ and the right axis shows nW m⁻² sr⁻¹ at 0.6 μm.
Appendix E
Converting to Flux Units

Given the confusion that sometimes arises on this topic, in this section we explain our methods to convert our sky-SB measurements to units of spectral flux density. The conversions for each camera are highlighted in Equations (E1)–(E3). We adopt the pixel areas described in the WFC3 Instrument Handbook (Dressel 2021) and the ACS Instrument handbook (Ryon 2021): 0.135 × 0.121 arcsec$^2$ for WFC3/IR, 0.0395 × 0.0395 arcsec$^2$ for WFC3/UVIS, and 0.050 × 0.050 arcsec$^2$ for ACS/WFC.

\[ I_{\text{WFC3/IR}} = \frac{S_{\text{chip}} \times \text{PHOTFNU}}{A}, \quad \text{(E1)} \]

\[ I_{\text{WFC3/UVIS}} = \frac{S_{\text{chip}} \times \text{PHTFLAM}(\text{converted})}{A}, \quad \text{(E2)} \]

\[ I_{\text{ACS/WFC}} = \frac{S_{\text{chip}} \times \text{PHTFLAM}(\text{converted})}{A}. \quad \text{(E3)} \]

For WFC3/IR in Equation (E1), $S_{\text{chip}}$ is the measured sky-SB in units of electrons per second ($e^-$/s), PHOTFNU is the inverse sensitivity taken from the image header in units of Jy/($e^-$/s), and $A$ is the average pixel area in units of steradians. When using SKYSURF sky-SB measurements for SKYSURF, a thermal dark signal must be subtracted (Carleton et al. 2022). Please refer to Carleton et al. (2023, in preparation) for updated estimates on thermal dark levels.

For all images in our database, a flux correction (indicated by keyword FLUXCORR) is performed to bring the sensitivity of UVIS2 (one of the WFC3/UVIS chips) to the same sensitivity of UVIS1. However, the PHOTFNU keyword does not update with this change. Instead, the chip-dependent inverse sensitivity, PHTFLAM, is updated, so we use this keyword instead. PHTFLAM is used for both WFC3/UVIS and ACS/WFC, where we convert it from units of erg cm$^{-2}$ Å$^{-1}$ s$^{-1}$ to units of Jy (PHTFLAM(converted)) using the chip-dependent pivot wavelength listed in the header (PHTPLAM). This conversion is done using astropy.units (Astropy Collaboration et al. 2013, 2018).

Table 5
Median Ratio of the Calwf3 v3.5.0/Calwf3 v3.6.0 Sky-SB values and Sky-SB rms Values

| Filter     | Median Sky Ratio | Median Sky rms Ratio |
|------------|------------------|----------------------|
| F225W      | 0.979750         | 0.978251             |
| F275W      | 0.877970         | 0.969360             |
| F300X      | 1.037716         | 0.952036             |
| F336W      | 1.014963         | 0.979252             |
| F390W      | 0.997349         | 0.975110             |
| F438W      | 1.002838         | 0.975508             |
| F475X      | 1.008633         | 0.964548             |
| F475W      | 1.000642         | 0.969892             |
| F555W      | 0.999497         | 0.970605             |
| F606W      | 1.001499         | 0.958634             |
| F625W      | 0.999005         | 0.962439             |
| F775W      | 0.987096         | 0.973376             |
| F850LP     | 0.999113         | 0.972571             |
| F814W      | 1.001019         | 0.963322             |

Note. Only reliable sky-SB measurements are used in this comparison.

Appendix F
Ensuring a Reliable Diffuse Light Estimate

We ensure our methods described in Section 5 result in a reliable DL estimate. Figure 18 shows a one-to-one plot of sky-SB measurements used in SKYSURF–2 and those presented in this work. There are no noticeable trends in Figure 18, meaning that at first order, taking a median difference between SKYSURF–2 and this work will result in consistent results, whether or not we utilize the darkest or the brightest sky-SB values.

SKYSURF–2 uses the LFS method to estimate the DL, which utilizes the darkest sky-SB measurements. To ensure our calculated sky-SB difference represents the darkest sky-SB values necessary for the LFS method, in Figure 19 we plot the difference in sky-SB (This Work – SKYSURF–2) as a function of the sky-SB measured in SKYSURF–2. The red lines show the median difference used to estimate DL in Table 4. The red lines agree with the darkest sky-SB values, confirming that the method to estimate DL limits in this work is consistent with the LFS method from SKYSURF–2.
Figure 18. One-to-one relationship of the sky-SB measurements in this work (using the Pro-med algorithm) and the measurements in SKYSURF–2. The x-axis shows sky-SB measurements from SKYSURF–2 and the y-axis shows sky-SB measurements from this work. The gray line is a one-to-one relationship.

Figure 19. Relationship of the sky-SB measurements in this work (using the Pro-med algorithm) and the measurements in SKYSURF–2. The x-axis shows sky-SB measurements from SKYSURF–2, and the y-axis shows the difference in sky-SB values between this work and SKYSURF–2. The red lines indicate the median differences shown in Table 4 used for DL estimations. The red lines agree with the darkest sky-SB measurements from SKYSURF–2.
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