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ABSTRACT

Learning expressive molecular representations is crucial to facilitate the accurate prediction of molecular properties. Despite the significant advancement of graph neural networks (GNNs) in molecular representation learning, they generally face limitations such as neighbors-explosion, under-reaching, over-smoothing, and over-squashing. Also, GNNs usually have high computational costs because of the large-scale number of parameters. Typically, such limitations emerge or increase when facing relatively large-size graphs or using a deeper GNN model architecture. An idea to overcome these problems is to simplify a molecular graph into a small, rich, and informative one, which is more efficient and less challenging to train GNNs. To this end, we propose a novel molecular graph coarsening framework named FunQG utilizing Functional groups, as influential building blocks of a molecule to determine its properties, based on a graph-theoretic concept called Quotient Graph. By experiments, we show that the resulting informative graphs are much smaller than the molecular graphs and thus are good candidates for training GNNs. We apply the FunQG on popular molecular property prediction benchmarks and then compare the performance of some popular baseline GNNs on the obtained datasets with the performance of several state-of-the-art baselines on the original datasets. By experiments, this method significantly outperforms previous baselines on various datasets, besides its dramatic reduction in the number of parameters and low computational costs. Therefore, the FunQG can be used as a simple, cost-effective, and robust method for solving the molecular representation learning problem.
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1 Introduction

Drug discovery and development are often fraught with problems such as high costs and time-consuming processes, e.g., the production of a drug by traditional methods costs an average of 2.6 billion USD and can take more than 12 years [8]. Innovative approaches are essential to reduce the costs and accelerate the development. Computational methods can improve the drug discovery process due to their rapid and accurate prediction. Artificial intelligence is among solutions to drug development, especially in predicting molecular properties [59], drug-drug interaction [48], and drug-target interaction [7]. The performance of its methods relies heavily on finding the expressive representations of molecular structures [65]. In the early works, molecular representations are based on fixed expert-designed molecular descriptors or fingerprints, such as Dragon descriptors or Morgan (ECFP) fingerprints [38][46]. On the other hand, domain-specific expertise is used to select or engineer molecular descriptors [2][12][40].

The highly flexible architecture of neural networks enables them to adapt to various problems and achieve remarkable gains by extracting complex relationships. Instead of relying on features compiled by an expert, neural models can learn expressive representations directly from raw data [9][13][24].
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**Figure 1: The overview of FunQG framework.** The left figure (A) illustrates the application of the FunQG framework to a molecule to find its corresponding coarsened graph, named molecular quotient graph. The right figure (B) shows the application of a GNN architecture to the graph obtained from the FunQG to predict the property of the molecule. In the molecular graph, a specific color corresponds to each FG (its edges and nodes). Also, edges that have exactly one common node with an FG are drawn in red. The remained edges are drawn in black.

*Graph neural networks (GNNs)*, which have been developed as a powerful candidate for graph-structured data modeling [18, 39, 50], are among the hottest topics in recent years [13, 21, 64]. A molecule can be represented naturally as a graph in which atoms (nodes) connect by chemical bonds (edges). It has been shown in numerous studies that graph-based molecular property prediction can be more accurate than traditional descriptor-based methods [9, 13, 17, 24, 63]. On the other hand, some other studies have shown that utilizing only computed descriptors achieved better results than graph-based models [23]. Therefore, each has its own benefits [65]. Accordingly, some works that have followed a hybrid approach, incorporating easily computed descriptors with a graph-based model, have shown promising performance in drug discovery over non-neural models [56, 65].

The key idea of GNNs is the use of a neural message passing process, in which message vectors of the nodes' neighbors (or edges' neighbors) are aggregated through neural networks to update node (and/or edge) representations [17, 25, 58, 65]. Therefore, a GNN layer combines the independent information of each node (and/or edge) with the structural information obtained from its neighbors. However, most learning problems require multiple GNN layers to exchange information between nodes (and/or edges) that are not directly connected.

Although existing GNN architectures have made good progress in various fields, they also face limitations that need further investigation. Some of such limitations are common problems observed in neural networks, such as overfitting. Others are structural limitations specific to graphs that typically emerge when the scale of the graph increases or the GNN model architecture goes deeper. The process of recursive aggregation of neighborhoods in GNNs causes the
explosion of the number of neighbors and thus leads to exponentially-growing computation complexity due to the use of multiple GNN layers. This problem which is described as neighbors-explosion results in serious memory and computation bottlenecks, especially in working with large-size graphs. On the other hand, if the number of GNN layers is less than the diameter of the graph, then nodes that are farther away than the number of GNN layers are unable to receive information from each other. Alon et al. refer to this limitation as under-reaching. Another limitation is due to the over-smoothing phenomenon, in which the node representations become almost indistinguishable by increasing the number of GNN layers. However, over-smoothing is more common in short-range problems, such as prediction tasks on social networks, citation networks, and product recommendations. The efficiency in such cases usually depends only on short-range information from each node’s local neighborhood and does not improve by adding distant information. In contrast, over-squashing of information from exponentially many neighbors into fixed-size vectors is a performance bottleneck in tasks that require long-range interaction and so more number of GNN layers, such as molecular property prediction tasks, which may depend on the combination of atoms that reside in the molecule’s opposite sides. To avoid under-reaching, the number of GNN layers should be as many as the range of interactions. But as the depth of GNNs increases, the neighbors-explosion, over-smoothing, and over-squashing become more likely. Using GNNs whose number of layers was more than the diameter of the graphs, experimentally on chemical property prediction tasks, Alon et al. show that over-squashing is the cause of the poor performance of such neural networks, not under-reaching.

Different approaches have been investigated to improve the performances of GNNs in molecular property prediction tasks. Common strategies include proposing a new GNN variant, self-supervised pre-training, and pre-processing raw input data. Each of such approaches has its advantages and disadvantages. For example, despite acceptable performances of self-supervised pre-training methods, these methods have high computational costs and require rich hardware resources. The main focus of this paper is proposing a specific type of pre-processing method for molecular data that not only focuses on solving the above issues of GNNs in property prediction tasks but also reduces computational costs. In order to achieve this goal, an idea is to simplify the graphs in such a way that by using fewer GNN layers to the resulting small graphs, not only memory and computational costs are reduced but also significant performances are achieved. Typical approaches for simplifying graphs can be divided into two major categories. In the first category, graph edge sparsification methods approximate a graph to a sparse graph by reducing the number of edges. The second category, graph coarsening methods reduce the number of nodes to a subset of the original node set. In this paper, we propose a novel molecular graph coarsening method, which reduces the number of nodes by contracting nodes in certain subgraphs. Such subgraphs are obtained from a partition of the molecular graph. Our approach is based on a concept of graph theory called quotient graph and the resulting coarsened graph is named molecular quotient graph.

Although there are various methods for graph coarsening, most are not data-driven or even domain-specific. Also, the purpose of most existing graph coarsening algorithms is to maintain some graph properties such as principal eigenvalues, which may be suboptimal. The main focus of this paper is to propose a coarsening method specific to molecular graphs. Specifically, we aim to miniaturize the molecular graph into a rich and informative one such that GNNs with fewer layers trained on the resulting small graphs have great efficiency and even better performance than GNNs with more layers trained on the molecular graphs.

Since the process of constructing quotient graphs is prone to information loss, selecting appropriate graph partitions is crucial to maintain information in the resulting quotient graphs. Different methods can be considered to partition the node set of a molecular graph. But based on our experiments, we have decided to use the domain knowledge of chemistry for this case. On the other hand, unlike a molecule, a graph is a 2-dimensional structure with no spatial relationship between its elements. Yet, some 3-dimensional information of a molecule and the information resulting from its 3-dimensional structure, such as stereochemistry, can be encoded in its feature vectors of the nodes and edges. In this paper, to produce an expressive molecular representation and avoid data loss, information in feature vectors of the nodes and edges of a molecular graph are maintained in the feature vectors of the nodes and edges of its molecular quotient graph by an appropriate local aggregation method.

It is known that a molecule may consist of many atomic groups, while certain atomic groups, called functional groups (FGs), determine the properties and reactivity of the parent molecule. Despite the importance of FGs in predicting molecular properties, most existing GNN models completely ignore them. Various substructure features, often used in cheminformatics, are usually generated based on fragments or local properties of atoms and bonds. In general, the fragments are strongly overlapping and are generated for all parts of a molecule without considering their potential chemical role. Therefore, these features do not describe FGs. In this paper, we propose a framework for the molecular graph coarsening, named FunQG, which firstly partitions the molecular graph’s nodes based on FGs and then contracts the nodes of each partition in such a way that information is preserved in the new nodes and edges. This pre-processing method is independent of GNN architectures. By our experiments, the resulting informative molecular quotient graphs are much smaller than the molecular graphs (see Supplementary Section 4).
Because many of the problems of GNNs are rooted in working with relatively large-size graphs, the resulting small molecular quotient graphs are good candidates to be used more efficiently and with fewer challenges for training GNNs. As far as we know, this molecular graph coarsening framework is the first approach that uses information about FGs to find more expressive molecular representations for predicting molecular properties by deep learning. To demonstrate the effectiveness of the proposed graph coarsening framework, we combine FunQG with two different famous GNN model architectures, MPNN [17] and DMPNN [63], and call the resulting combinations FunQG-MPNN and FunQG-DMPNN, respectively. In FunQG-MPNN (FunQG-DMPNN), we firstly apply the FunQG on a molecular property prediction dataset, and then we compare the performance of MPNN (DMPNN) on the original dataset with the performances of several baselines on the original dataset. Based on our experiments on several molecular property prediction benchmarks, the FunQG-MPNN (FunQG-DMPNN) inclusively outperforms the vanilla MPNN (vanilla DMPNN). Also, the experimental results show that the FunQG-DMPNN significantly outperforms previous baselines on various drug discovery tasks.

2 Materials and Methods

2.1 Preliminaries

Throughout this paper, suppose that graphs are finite, undirected (or equivalently, directed in which the reverse of every edge is also an edge), and simple (loopless with no parallel edges). Also, if \( G \) is a graph, then the node set of \( G \) is denoted by \( V(G) \), and its edge set is denoted by \( E(G) \). If two nodes \( v \) and \( w \) are adjacent in \( G \), then it is denoted by \( vw \in E(G) \) (or equivalently by \( (v, w) \in E(G) \) as a directed edge from \( v \) to \( w \)). Furthermore, the set of neighbors of a node \( v \) is denoted by \( N(v) \).

A molecule \( \mathcal{M} \) can be represented as a graph \( G_{\mathcal{M}} \) in which every node \( v \) is corresponding to an atom \( v \) in \( \mathcal{M} \), and for all \( v, w \in V(G_{\mathcal{M}}), vw \in E(G_{\mathcal{M}}) \) if and only if there exists a chemical bond between atoms \( v \) and \( w \) in \( \mathcal{M} \). The initial features of a node \( v \) is denoted by \( x_v \), and the initial features of an edge \((v, w)\) is denoted by \( e_{vw} \). For initial feature extraction, we follow the same protocol as Wu et al. [62] and Yang et al. [65]. The detailed feature extraction process and initial atom and bond features can be found in the Supplementary Section 3.

2.1.1 Message Passing Neural Networks

GNNs, utilizing the node and edge features along with the graph structure as inputs, use a neural message passing process to learn the representation vector of the nodes. More precisely, in the message passing phase, the independent information of each node \( v \) with the structural information of its neighbors are combined iteratively to obtain a representation vector \( h_v \) of the node. Then in the readout phase, the representation vector \( h_G \) of the graph is obtained by pooling over the final representation vectors of its nodes to make predictions about the properties of interest.

**MPNN.** An MPNN operates on an undirected graph \( G \). On each step \( t \in \{0, 1, \ldots, T - 1\} \) of the message passing phase, for all nodes \( v \), the hidden states \( h_v^t \) and the messages \( m_v^t \) are updated as follows:

\[
\begin{align*}
M_v(h_v^t, h_{vw}^t, e_{vw}), \\
h_v^{t+1} &= U_t(h_v^t, m_v^{t+1}),
\end{align*}
\]

where \( M_t, U_t, \) and \( h_v^0 \) are respectively a message function, a vertex update function, and a function of the initial node features \( x_v \). Afterwards, in the readout phase, a readout function \( R \) is used to predict the property \( \hat{y} = R(\{h_v^T | v \in V(G)\}) \).

To have a fair comparison, our implementation of MPNN is the same as that of Yang et al. [65], in which learnable parameters are the weight matrices \( W_1 \in \mathbb{R}^{h \times n_i}, W_m \in \mathbb{R}^{h \times (h + n_i)}, \) and \( W_o \in \mathbb{R}^{h \times (h + n_i)} \), where \( n_i \) is the initial node features size, \( e_v \) is the initial edge features size, and \( h \) is called the hidden size. Also, \( m_v = W_1 x_v, M_t(h_v^t, h_{vw}^t, e_{vw}) = \text{cat}(h_{vw}^t, e_{vw}), \) and \( U_t(h_v^t, m_v^{t+1}) = \tau(h_v^0 + W_m m_v^{t+1}) \), where \( \tau \) is the ReLU activation function.

Then, node representations \( h_v \) are obtained as follows:

\[
\begin{align*}
m_v &= \sum_{w \in N(v)} h_w^T, \\
h_v &= \tau(W_o \text{cat}(x_v, m_v)).
\end{align*}
\]

Furthermore, the average or sum pooling function is utilized in the readout phase to obtain the graphs representations \( h_G \). Then a feed-forward neural network \( f \) is used to generate property predictions \( \hat{y} = f(h_G) \).
Afterwards, node representations \( h \) can be obtained by summing up all the incoming edge representations, as follows

\[
\begin{align*}
    m_v &= \sum_{w \in N(v)} h_{v,w}^T, \\
    h_v &= \tau (W_o \text{cat}(x_v, m_v)).
\end{align*}
\]

Then, in the readout phase, a representation \( h_G \) of the graph is obtained by summing or averaging the node representations. Finally, a feed-forward neural network \( f \) is used to generate property predictions \( \hat{y} = f(h_G) \).

### 2.1.2 Quotient Graphs

Let \( G \) be a graph and \( \mathcal{P} = \{V_1, V_2, \ldots, V_k\} \) be a partition set of \( V(G) \), i.e., for all \( v \in V(G) \), there exists a unique \( i \in \{1, 2, \ldots, k\} \) such that \( v \in V_i \). Then, the equivalence relation specified by the partition set \( \mathcal{P} \) is defined as follows:

\[
v \sim w \iff \exists i \in \{1, 2, \ldots, k\} \text{ s.t. } v, w \in V_i,
\]

where \( v, w \in V(G) \), and \( v \sim w \) means that \( v \) and \( w \) are equivalent.

**Definition 1** [19] Let \( G \) be a graph and \( \mathcal{P} = \{V_1, V_2, \ldots, V_k\} \) be a partition set of \( V(G) \). The quotient graph \( G/\mathcal{P} \) under the equivalence relation specified by \( \mathcal{P} \) is a graph with the node set \( \{V_1, V_2, \ldots, V_k\} \), such that for all distinct \( i, j \in \{1, 2, \ldots, k\} \) we have

\[
V_iV_j \in E(G/\mathcal{P}) \iff \exists (v, w) \in (V_i, V_j) \text{ s.t. } vw \in E(G).
\]

Each node \( V_i \) of \( G/\mathcal{P} \) is called a contracted node from the set of nodes \( V_i \) of \( G \). Also, each edge \( V_iV_j \) of \( G/\mathcal{P} \) is called a contracted edge from the set of edges \( \{vw \in E(G) : (v, w) \in (V_i, V_j)\} \).

Figure 2 gives an illustrative example for Definition 1.
2.2 The FunQG Framework

The physical and chemical properties of compounds that contain a particular functional group tend to be similar [22]. Therefore by most theoretical studies, FGs are considered as keys to hierarchically classifying molecules [16]. However, most cheminformatics based GNNs have paid no attention to FGs.

Let \( M \) be a molecule and \( G_M \) be its corresponding molecular graph. In this paper, a molecular graph coarsening framework, named FunQG, is proposed. This framework firstly constructs a partition set \( P \) of the node set \( V(G_M) \) based on functional groups of \( M \), and then considers the quotient graph of \( G_M \) under the equivalence relation specified by \( P \) as the molecular quotient graph of \( G \). To avoid loss of information, the FunQG aggregates node and edge features of the original graph in their corresponding new nodes and edges, respectively, of the quotient graph.

There are slightly different definitions for FGs by medicinal chemists. Also, extracting FGs from molecules may have high computational costs. Here, we utilize a relatively simple algorithm presented by Ertl [14] to identify all FGs in organic molecules. This algorithm enables us to analyze FGs in large chemical databases very quickly and with low computational costs, which was not possible using other approaches. In this work, we utilize an open-source Python version of this algorithm written by Hall [20] to extract FGs from molecular datasets. More details about FGs and Ertl’s algorithm are deferred to the Supplementary Section 4.

2.2.1 FunQG and Molecular Quotient Graphs

Let \( M \) be a molecule and \( G_M \) be its molecular graph. Suppose that there exist \( m \) FGs in \( M \), and \( \mathcal{FG} = \{S_1, S_2, \ldots, S_m\} \) is the set of all subgraphs of \( G_M \) induced by FGs of \( M \), i.e., for every FG \( \mathcal{G} \) of \( M \) with corresponding atom set \( A_g \), there exists a unique \( i \in \{1, 2, \ldots, m\} \) such that the molecular subgraph induced by \( A_g \) is \( S_i \). Then, the steps for applying the FunQG framework to \( M \) are as follows:

1. Find \( E_{cut} \subseteq E(G_M) \) such that \( vw \in E_{cut} \) if and only if there exists an \( i \in \{1, 2, \ldots, m\} \) such that either \( v \) or \( w \) is a node in \( S_i \).

2. Let \( G_{cut} \) be the subgraph of \( G_M \) obtained from deletion of \( E_{cut} \) from \( E(G_M) \). Let \( \{G_1, G_2, \ldots, G_c\} \) be the set of all connected components of \( G_{cut} \). Consider \( \{V(G_1), V(G_2), \ldots, V(G_c)\} \) as the partition set \( P \) of \( V(G_M) \).

3. Let \( f \) be an aggregation function, e.g., sum, mean, etc. Find the quotient graph \( G_M/P \) of the graph \( G_M \) under the equivalence relation specified by the partition set \( P \) of \( V(G_M) \), such that the node features of each contracted node \( V(G_i) \) in \( G_M/P \) is equal to the output of \( f \) on the set of all node features of \( V(G_i) \) in \( G_M \). Also, the edge features of each contracted edge \( V(G_i)V(G_j) \in E(G_M/P) \) is equal to the output of \( f \) on the set of all edge features of \( \{v,v' \in E_{cut} || v,v' \in V(G_i), V(G_j) \} \). The graph \( G_M/P \) with the above properties is named the molecular quotient graph of \( M \).

2.2.2 Details About The FunQG

The following facts are true about the FunQG framework:

1. By the definition of FGs in the Ertl’s algorithm [14], two different FGs in a molecule have no atoms in common. Therefore, in the first step of the FunQG, if \( v \) is a node in \( S_i \), then there exists no \( j \in \{1, 2, \ldots, m\} \setminus \{i\} \) such that \( v \) is a node in \( S_j \).

2. By the definition of FGs in the Ertl’s algorithm, for all \( i \in \{1, 2, \ldots, m\} \), \( S_i \) is a connected subgraph of \( G_M \).

3. By items 1 and 2, \( \mathcal{FG} \subseteq \{G_1, G_2, \ldots, G_c\} \), and so \( \mathcal{P}_{\mathcal{FG}} = \{V(S_1), V(S_2), \ldots, V(S_m)\} \subseteq \mathcal{P} \). So, we have \( \mathcal{P} = \mathcal{P}_{\mathcal{FG}} \cup \mathcal{P}_{\text{non-\mathcal{FG}}} \), where \( \mathcal{P}_{\text{non-\mathcal{FG}}} = \mathcal{P} \setminus \mathcal{P}_{\mathcal{FG}} \). Let \( V(\mathcal{FG}) = \bigcup_{i \in \{1,2,\ldots,m\}} V(S_i) \) and \( V(\text{non-\mathcal{FG}}) = V(G_M) \setminus V(\mathcal{FG}) \). By the definition of FGs in the Ertl’s algorithm, each node in \( V(\text{non-\mathcal{FG}}) \) corresponds to a carbon atom.

4. By item 3, since \( \mathcal{P} = \mathcal{P}_{\mathcal{FG}} \cup \mathcal{P}_{\text{non-\mathcal{FG}}} \), the third step of the FunQG can be decomposed into two consecutive steps as follows:

   (a) Quotient by non-FGs: An aggregation function \( f_1 \) is considered and the third step of the FunQG is executed for \( f_1 \) and the partition set \( \mathcal{P}' = \mathcal{P}_{\text{non-\mathcal{FG}}} \cup \{v \in V(\mathcal{FG})\} \), to find the quotient graph \( G_M/\mathcal{P}' \) of \( G_M \).

   (b) Quotient by FGs: An aggregation function \( f_2 \) is considered and the third step of the FunQG is executed for \( f_2 \) and the partition set \( \mathcal{P}'' = \mathcal{P}_{\mathcal{FG}} \cup \{v \in V(G_M/\mathcal{P}') \setminus V(\mathcal{FG})\} \) to find the quotient graph \( (G_M/\mathcal{P}')/\mathcal{P}'' \) of \( G_M/\mathcal{P}' \), where by \( V(\mathcal{FG}) \) here we mean the nodes of \( G_M/\mathcal{P}' \) corresponding to the
nodes in $V(FG)$. Note that the quotient graph $(G_M/P')/P''$ is equal to the quotient graph $G_M/P$ of $G_M$.

5. By item 4, the aggregation function $f_1$ may be different from the aggregation function $f_2$. In this paper, we utilize the mean aggregation function as $f_1$ (because by item 3, all nodes in $V(non-FG)$ correspond to carbon atoms) and the sum aggregation function as $f_2$.

6. By our experiments on several molecular property prediction benchmarks from the MoleculeNet [62], on average, the resulting molecular quotient graphs are much smaller than the molecular graphs. For a molecular dataset, let the abstraction ratio be the total number of nodes in molecular quotient graphs divided by the total number of nodes in molecular graphs. It can be seen that for each dataset of our experiment, the abstraction ratio is at most 0.38. In Section 3, we see that applying the FunQG framework to molecular property prediction benchmarks not only reduces the required memory and computational costs of GNNs but also achieves significant performance. More details about the size of the molecular graphs, the size of the molecular quotient graphs, and FGs of the datasets can be found in the Supplementary Section 4.

Figures 1, 4, and 5 give illustrative examples for the FunQG framework. In these three figures, edges in $E_{cut}$ are drawn in red. Figure 4 shows no difference between the graphs before and after the "Quotient by FGs" operator because the FGs of the related molecule are all single atoms.

Alon et al. [2] show that over-squashing of information from exponentially many neighbors into fixed-size vectors is a performance bottleneck in tasks that require long-range interaction and so more number of GNN layers, such as molecular property prediction tasks, which may depend on the combination of atoms that reside in the molecule’s opposite sides (Figure 3). The molecular graph $G_M$ in Figure 4 is an example of a graph that may suffer the over-squashing issue during a message passing process. Figure 4 is a good example to show how using the FunQG for graph coarsening can alleviate the over-squashing issue of GNNs.

## 3 Results

To evaluate the efficiency of the FunQG, we apply it to several molecular property prediction benchmarks, and then compare the performances of a GNN model architecture on the obtained datasets with the performances of several state-of-the-art baselines on the original datasets. To demonstrate the effectiveness of our proposed framework, and to maintain the simplicity of the method to reduce computational costs, we employ MPNN and DMPNN architectures as two popular simple baseline GNNs for predicting molecular properties, which need no attention layers or pre-training. We denote these combinations by FunQG-MPNN and FunQG-DMPNN, respectively.

### 3.1 Datasets and Splitting Method

We conduct experiments on several popular benchmark datasets from MoleculeNet, including both classification and regression tasks [62]. More details about the datasets can be found in the Supplementary Section 1.

Although scaffold splitting is more challenging than random splitting, using it for molecular property prediction tasks can better evaluate out-of-distribution generalisation abilities of the models [62]. Following the previous works, e.g., [29, 47], we perform three independent executions on three randomly seeded scaffold splittings with the ratio of 80:10:10 for the training/validation/test sets, and then report the means and standard deviations of the evaluation metrics. More details about this splitting method can be found in the Supplementary Section 2.
Figure 4: Application of the FunQG to molecule $M$ with the SMILES string Cc1cc(N)c2cccc2[n+]1CCCCCCCCC[n+]1c(C)cc(N)c2cccc21 from the Tox21 dataset results in the molecular quotient graph $G_M/P$. Here, there exists no difference between the graphs before and after the "Quotient by FGs" operator because the FGs of $M$ are all single atoms.

Figure 5: Application of the FunQG to molecule $M$ with the SMILES string CCc1c2c(nc3ccc(OC(=O)N4CCC(N5CCCCC5)CC4)c1c13)c1cc3c(c(=O)n1C2)COC(=O)[C@]3(O)CC from the Tox21 dataset results in the molecular quotient graph $G_M/P$.

3.2 Baselines

We compare the performance of the proposed method with various baselines. The considered baseline models and their performances are taken from recent works on molecular representation learning, such as [29], [47], and [35]. Among these baselines, ECFP [46] and TF_Robust [45] are non-graph models taking the molecular fingerprints as inputs. But, GraphConv [25], Weave [24], SchNet [51], MPNN [17], DMPNN [65], MGCN [34], AttentiveFP [63] and TrimNet [30] are GNN-based models. More specifically, GraphConv, Weave and SchNet are graph convolutional models, while MPNN, DMPNN, MGCN, AttentiveFP and TrimNet are GNN models considering the edge features during message passing. Furthermore, AttentiveFP and TrimNet are variants of the graph attention networks.
We perform Bayesian optimization using the Ray Tune [31] Python package to find the optimal hyperparameters for the FunQG-MPNN and FunQG-DMPNN. More details about the hyperparameters optimization process can be found in the Supplementary Section 5.
3.5 Experimental Results

Table summarizes the performances of our proposed method alongside various baseline methods. This table indicates that the FunQG-DMPNN outperforms popular baselines on 6 of the 9 datasets, besides its low computational costs. Also, relatively small standard deviations indicate the robustness of our method. Furthermore by Table compared to the MPNN (DMPNN), the FunQG-MPNN (FunQG-DMPNN) performs better in 7 out of 9 studied benchmarks.

4 Conclusion and Future Work

In this paper, we have proposed a novel molecular graph coarsening framework named FunQG for more efficient learning of molecular representations. Our method focuses on obtaining richer, more effective, and less challenging graphs for training graph neural networks from molecular graphs. To achieve this goal, we used a concept of graph theory called quotient graphs along with important molecular substructures called functional groups. Since selecting appropriate graph partitions is crucial to avoid information loss in constructing quotient graphs, we utilized FGs for this purpose. A direction for future research is to consider other domain knowledge or graph-theoretic information about the molecular graphs to partition their node sets. On the other hand, medicinal chemists have relatively different definitions of FGs. In this paper, we employed a relatively simple algorithm to identify FGs in large chemical databases very quickly and with low computational costs. Another future research direction is to use other definitions and algorithms to determine FGs. Also, we respectively utilized mean and sum functions to aggregate local information of molecular graphs into the nodes and edges of the quotient graphs to avoid data loss. One can use other combinations of aggregation functions in a similar manner. Through experiments, we showed that the resulting informative graphs are much smaller than the molecular graphs and thus are good candidates for making GNNs more efficient for finding molecular representations. Since the FunQG framework is model-independent, one can try different models on the resulting graphs to find an optimal model architecture. To demonstrate the efficiency of the FunQG, and to maintain the simplicity and cost-effectiveness of the method, we used the MPNN and DMPNN architectures as two simple state-of-the-art baselines for molecular property prediction, which need no attention layers or pre-training. According to our experiments, this method significantly outperforms previous baselines on various popular molecular property prediction benchmarks despite its simplicity and low computational costs.
Key Points

- FunQG is a novel molecular graph coarsening framework for more efficient learning of molecular representations.
- FunQG incorporates domain knowledge and graph theory to obtain more efficient and less challenging candidates for training GNNs.
- FunQG simplifies molecular graphs into small and informative ones to overcome some fundamental limitations of GNNs, rooted in working with relatively large-size graphs.
- The experimental results on different property prediction benchmarks using the FunQG and two GNN architectures show that this method significantly outperforms previous baselines on various datasets despite its simplicity and low computational costs.
- FunQG can be used as a simple, cost-effective, and robust method for solving the molecular representation learning problem.

5  Data and Code Availability

The original molecular datasets are available on the website of MoleculeNet at [http://moleculenet.org](http://moleculenet.org). The source code and data underlying this work are available in GitHub at [https://github.com/hhaji/funqg](https://github.com/hhaji/funqg).
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