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Abstract
We consider several non-standard discrete and continuous Green energy problems in the complex plane and study the asymptotic relations between their solutions. In the discrete setting, we consider two problems; one with variable particle positions (within a given compact set) and variable particle masses, the other one with variable masses but prescribed positions. The mass of a particle is allowed to take any value in the range $0 \leq m \leq R$, where $R > 0$ is a fixed parameter in the problem. The corresponding continuous energy problems are defined on the space of positive measures $\mu$ with mass $\|\mu\| \leq R$ and supported on the given compact set, with an additional upper constraint that appears as a consequence of the prescribed positions condition. It is proved that the equilibrium constant and equilibrium measure vary continuously as functions of the parameter $R$ (the latter in the weak-star topology). In the unconstrained energy problem we present a greedy algorithm that converges to the equilibrium constant and equilibrium measure. In the discrete energy problems, it is shown that under certain conditions, the optimal values of the particle masses are uniquely determined by the optimal positions or prescribed positions of the particles, depending on the type of problem considered.
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1 Introduction

Let $D$ be a domain (open connected set) in the extended complex plane $\mathbb{C} = \mathbb{C} \cup \{\infty\}$ possessing a Green function $g(z, \zeta)$. Let $K \subset D \setminus \{\infty\}$ be a compact set and $f : K \to \mathbb{R} \cup \{+\infty\}$ be a lower semicontinuous function such that

$$\text{cap}(\{z \in K : f(z) < +\infty\}) > 0$$

(1.1)

where $\text{cap}(\cdot)$ denotes the logarithmic capacity. These assumptions hold throughout the paper. We will refer to $f$ as the external field, and condition (1.1) is called admissibility of $f$. Fix $R > 0$, and let $B_R(K)$ denote the space of all positive Borel measures supported on $K$ with total mass $\|\mu\| = \mu(K) \leq R$. For $\mu \in B_R(K)$, let

$$J_f(\mu) := \iint g(z, \zeta) d\mu(z) d\mu(\zeta) + 2 \int f d\mu.$$  

(1.2)

The first term is the Green energy of $\mu$. Observe that the energy functional $J_f : B_R(K) \to \mathbb{R} \cup \{+\infty\}$ is bounded below. This follows from the positivity of the Green function and the lower semicontinuity of $f$. Let

$$v_f := \inf \{J_f(\mu) : \mu \in B_R(K)\}.$$  

(1.3)

By taking the zero measure $\mu = 0$, we see that $J_f(0) = 0$, therefore $v_f \leq 0$. The first problem we consider is the minimization of the functional $J_f$. The existence and uniqueness of a measure $\mu^* = \mu^*_R \in B_R(K)$ satisfying $J_f(\mu^*) = v_f$ is proved in Theorem 2.1.

The interesting case to consider is when $\min_{z \in K} f(z) < 0$, since $\min_{z \in K} f(z) \geq 0$ trivially implies $\mu^*_R = 0$. If $\min_{z \in K} f(z) < 0$, as $R$ increases from zero the equilibrium measure $\mu^*_R$ may vary with $R$, but it eventually stabilizes to a constant measure (this can be deduced from formula (2.3)). This constant measure is therefore the minimizer of the energy functional $J_f$ among all positive and finite measures supported on $K$. This global minimizer is described in the so-called Gauss–Frostman theorem [16, Theorem II.5.16]. In Theorem 2.4 it is proved that the equilibrium measure $\mu^*_R$ and equilibrium constant $v_f = v_f(R)$ depend continuously on $R$ (the measure in the weak-star topology).

In potential theory, the vast majority of the problems investigated deal with spaces of measures with fixed total mass, see for example the monographs [4, 10, 13, 15, 16]. In this sense, we refer to the variable-mass problems studied in this paper as non-standard energy problems.

Another problem considered is to minimize the functional $J_f$ over the space $\{\mu : 0 \leq \mu \leq R\lambda\}$, where $\lambda$ is a probability measure on $K$ with finite Green energy (equivalently, finite logarithmic energy). For measures $\sigma$ and $\tau$ we write $\sigma \leq \tau$ if $\tau - \sigma$ is a positive measure. Let

$$v_{f,\lambda} := \inf \{J_f(\mu) : 0 \leq \mu \leq R\lambda\}.$$  

(1.4)
Since $0 \leq \mu \leq R\lambda$ implies $\mu \in \mathcal{B}_R(K)$, we have

$$v_f \leq v_{f,\lambda} \leq 0. \quad (1.5)$$

The existence and uniqueness of a minimizer $\mu^*_{\lambda} = \mu^*_{\lambda,R}$ in this constrained problem is proved in Theorem 4.1. As in the previous unconstrained problem, $\mu^*_{\lambda}$ and $v_{f,\lambda}$ depend continuously on $R$, see Theorem 4.4.

We discuss now a pair of discrete energy problems that correspond to the continuous problems stated above, and describe the asymptotic relations between their solutions.

Let $I := [0, R]$. For each $N \geq 2$ we define the energy functional

$$E_{N,f}(z_1, \ldots, z_N, m_1, \ldots, m_N) := \sum_{1 \leq i \neq j \leq N} m_i m_j g(z_i, z_j) + 2N \sum_{j=1}^{N} m_j f(z_j)$$

$$= 2 \sum_{1 \leq i < j \leq N} m_i m_j g(z_i, z_j) + 2N \sum_{j=1}^{N} m_j f(z_j)$$

for $(z_1, \ldots, z_N, m_1, \ldots, m_N) \in K^N \times I^N$. In this definition, we use the usual convention $0 \cdot \infty = 0$. Then $E_{N,f} : K^N \times I^N \rightarrow \mathbb{R} \cup \{+\infty\}$ is well defined and it is trivially bounded below. Let $e_N = e_{N,f}$ denote the constant

$$e_N := \inf_{K^N \times I^N} E_{N,f}(z_1, \ldots, z_N, m_1, \ldots, m_N). \quad (1.6)$$

By taking $m_1 = \cdots = m_N = 0$, we see that $e_N \leq 0$. Since $E_{N,f}$ is a lower semicontinuous function on the compact set $K^N \times I^N$, the constant (1.6) is attained, i.e.

$$e_N = E_{N,f}(z_{1,N}, \ldots, z_{N,N}, m_{1,N}, \ldots, m_{N,N}) \quad (1.7)$$

for some points $z_{j,N} \in K, m_{j,N} \in I$.

We state our first main result:

**Theorem 1.1** We have

$$\lim_{N \to \infty} \frac{e_N}{N^2} = v_f. \quad (1.8)$$

For each $N \geq 2$, let $(z_{1,N}, \ldots, z_{N,N}, m_{1,N}, \ldots, m_{N,N})$ be a configuration in $K^N \times I^N$ such that (1.7) holds, and let

$$\mu_N := \frac{1}{N} \sum_{j=1}^{N} m_{j,N} \delta_{z_{j,N}} \in \mathcal{B}_R(K). \quad (1.9)$$

Then the sequence $(\mu_N)_{N=2}^{\infty}$ converges in the weak-star topology to $\mu^*$, the unique minimizer of $J_f$ on $\mathcal{B}_R(K)$.

In Theorem 2.2 we describe several basic properties of the minimizers of the energy functionals $J_f$ and $E_{N,f}$, see also Remark 2.3. A natural question that arises is whether
the separate probability distributions $\frac{1}{N} \sum_j \delta_{z_{j,N}}$ and $\frac{1}{N} \sum_j \delta_{m_{j,N}}$ have a limit under appropriate conditions on $f$, and if so, how to describe the limits. In the trivial case $f \geq 0$ on $K$, then clearly $e_N = 0$ for all $N$, and so the values $m_{1,N}, \ldots, m_{N,N}$ must all be zero except possibly one of them; therefore $\frac{1}{N} \sum_j \delta_{m_{j,N}}$ converges to $\delta_0$. But it is easy to see that in this case the measure $\frac{1}{N} \sum_j \delta_{z_{j,N}}$ is not necessarily convergent. It is not clear to us whether both probability distributions have a limit if $f < 0$ on a sufficiently large subset of $K$. We leave this issue as an open question.

In Sect. 3 we describe a greedy algorithm in which a functional of only two variables as in $E_{N,f}$ is minimized at each step, and generates an infinite sequence $((a_N, m_N))_{N=1}^{\infty}$ with the property that the configurations $(a_1, \ldots, a_N, m_1, \ldots, m_N)$ behave asymptotically like the optimal configurations $(z_{1,N}, \ldots, z_{N,N}, m_{1,N}, \ldots, m_{N,N})$ analyzed in Theorem 1.1.

Finally, we discuss the discrete problem related to the continuous problem with upper constraint. Consider a sequence of point configurations

$$(x_{j,N})_{1 \leq j \leq l_N}, \quad N \geq 1, \quad l_N \geq 2, \quad (1.10)$$

in the compact set $K \subset D \setminus \{\infty\}$, where $l_N/N \to 1$ as $N \to \infty$, satisfying the following properties:

(P1) The sequence of discrete measures $\lambda_N := \frac{1}{l_N} \sum_{j=1}^{l_N} \delta_{x_{j,N}}$ converges in the weak-star topology to a probability measure $\lambda$ on $K$.

(P2) For every $N \geq 1$, there exists a partition $P_N = \{V_{1,N}, \ldots, V_{N,N}\}$ of $K$ (i.e., the sets $V_{j,N}$ are pairwise disjoint and their union is $K$) such that $x_{j,N} \in V_{j,N}$, $1 \leq j \leq l_N$, and we have:

(i) $\lambda(V_{j,N}) \leq 1/N$ for every $1 \leq j \leq l_N$.

(ii) There exists a sequence $\kappa_N \geq 0$ of positive numbers that converges to zero such that $\text{diam}(V_{j,N}) = \sup \{|x - y| : x, y \in V_{j,N}\} \leq \kappa_N$ for all $1 \leq j \leq l_N$.

(P3) There exists an absolute constant $C > 0$ such that $|x_{i,N} - x_{j,N}| \geq \frac{C}{N}$ for all $i \neq j$, $N \geq 1$.

(P4) $\lambda$ satisfies $\int \int g(z, \xi) d\lambda(z) d\lambda(\xi) < \infty$.

We call $\lambda$ the reference measure. A simple construction of configurations (1.10) and partitions satisfying all the properties (P1)–(P4) is given in Example 4.5 in Sect. 4.

Under the assumptions (P1)–(P4), we define the extremal constants

$$d_N := \inf \{E_{l_N,f}(x_{1,N}, \ldots, x_{l_N,N}, m_1, \ldots, m_{l_N}) : m_1, \ldots, m_{l_N} \in I\}. \quad (1.11)$$

Note that here we only minimize in the variables $(m_1, \ldots, m_{l_N}) \in l_{l_N} = [0, R]^{l_N}$ and the particle positions $x_{j,N}$ are fixed. It is obvious that we have

$$e_{l_N} \leq d_N \leq 0, \quad N \geq 1. \quad (1.12)$$

Observe that if $f$ takes finite values at the points $x_{j,N}$, then in (1.11) we are actually minimizing the quadratic form plus linear form $m \mapsto m G_N m^t + F_N m^t$,
\[ m = (m_1, \ldots, m_{l_N}), \text{ where } G_N \text{ is the symmetric matrix of size } l_N \times l_N \]
\[
G_N = \begin{pmatrix}
0 & g(x_{1,N}, x_{2,N}) & \cdots & g(x_{1,N}, x_{l_N,N}) \\
g(x_{2,N}, x_{1,N}) & 0 & \cdots & g(x_{2,N}, x_{l_N,N}) \\
\vdots & \vdots & \ddots & \vdots \\
g(x_{l_N,N}, x_{1,N}) & g(x_{l_N,N}, x_{2,N}) & \cdots & 0
\end{pmatrix}
\]

and \( F_N = 2l_N(f(x_{1,N}), \ldots, f(x_{l_N,N})). \)

Our final result describes, under certain conditions, the asymptotics of \( d_N \) and the discrete measure \( \frac{1}{l_N} \sum_{j=1}^{l_N} \hat{m}_{j,N} \delta_{x_{j,N}}, \) where \( \hat{m}_{j,N} \) are optimal constants for (1.11). The limits are determined by \( \nu_{f, \lambda} \) and \( \mu_{\lambda}^n \), where \( \lambda \) is the reference measure. In this paper the logarithmic potential of a measure \( \mu \) is denoted

\[
U^\mu(z) = \int \log \frac{1}{|z - t|} d\mu(t),
\]

\( \text{Co}(A) \) denotes the convex hull of the set \( A \), and \( B(z, r) \) denotes the open disk with center \( z \in \mathbb{C} \) and radius \( r > 0 \).

Before formulating the following Theorem 1.2, we introduce some notions. First, let \( \Gamma \subset D \setminus \{\infty\} \) be a curve that has a continuous and one-to-one parametrization \( \gamma : [a, b] \to \Gamma \). We say that \( \Gamma \) is locally monotonic if there exists a constant \( \rho > 0 \) such that \( B(x, \rho) \cap \Gamma \) is a connected set for all \( x \in \Gamma \) and, moreover, the distance \( |y - x| \) is monotonically decreasing as a point \( y \in B(x, \rho) \cap \Gamma \) traverses \( \Gamma \) towards the point \( x \).

More specifically, for all \( x \in \Gamma \) the set \( I_x := \gamma^{-1}(B(x, \rho) \cap \Gamma) \subset [a, b] \) is an interval and if \( \gamma(s) = x \), then the function \( r \mapsto |\gamma(r) - x| \) is non-increasing on the interval \([a, s] \cap I_x \) and it is non-decreasing on the interval \([s, b] \cap I_x \). We also say that a partition \( P_N \) from property (P2) is monotonic if the sets \( V_{j,N} \in P_N \) satisfy \( \text{Co}(\gamma^{-1}(V_{j,N})) \cap \text{Co}(\gamma^{-1}(V_{i,N})) = \emptyset \) for all \( i \neq j \).

**Theorem 1.2** Assume that \( K \subset \Gamma \subset D \setminus \{\infty\} \), where \( \Gamma \) is a locally monotonic curve that has a continuous and one-to-one parametrization \( \gamma : [a, b] \to \Gamma \). Assume further that \( f \) and \( U^\mu \) are continuous on \( K \), and the partitions \( P_N \) in property (P2) are monotonic for all \( N \). Then

\[
\lim_{N \to \infty} \frac{d_N}{N^2} = \nu_{f, \lambda}.
\]  
(1.13)

Additionally, if \( \{\hat{m}_{j,N}\}_{j=1}^{l_N} \subset [0, R] \) is a collection of numbers such that

\[
d_N = E_{l_N,f}(x_{1,N}, \ldots, x_{l_N,N}, \hat{m}_{1,N}, \ldots, \hat{m}_{l_N,N}), \quad \text{for all } N \geq 1,
\]

then the sequence of measures \( \hat{\mu}_N = \frac{1}{l_N} \sum_{j=1}^{l_N} \hat{m}_{j,N} \delta_{x_{j,N}} \) converges in the weak-star topology to \( \mu_{\lambda}^n \).

Note that for the extremal values \( d_N \) in (1.11) to be defined, we only need the configurations (1.10) to be given, and none of the properties (P1)–(P4) are really necessary.
However, it is natural to assume some regularity conditions in the problem setting in order to obtain some non-trivial asymptotic results. In the general framework of Theorem 1.2, an interesting question is whether it is possible, given a sequence of point configurations (1.10) satisfying properties (P1), (P3), (P4), to construct partitions \( \mathcal{P}_N \) satisfying property (P2). It seems to us that this is not an easy problem. However, if one leaves aside properties (P1), (P3), (P4), there is a standard procedure to construct monotonic partitions satisfying property (P2), see Example 4.6 in Sect. 4.

We expect the asymptotic results in Theorem 1.2 to be valid under weaker conditions, especially related to the geometry of the set \( K \). This issue, and some applications of our results to certain problems in [8, 17] involving Green potentials, will be addressed in a future work. As in Theorem 1.1, we leave here as an open question whether the probability measure \( \frac{1}{N} \sum_{j=1}^{l_N} \delta \hat{m}_{j,N} \) converges under appropriate conditions on \( f \). See Remark 4.15 for an alternative and slightly simpler construction of nodes \((x_{j,N})\) that yields the same asymptotic results in Theorem 1.2.

Finally, we want to remark that energy problems with upper constraint have been very useful as a tool to solve important problems in approximation theory, numerical linear algebra, and other areas. We refer the interested reader to the seminal works of Rakhmanov [14], Dragnev–Saff [7], and other authors [1, 2, 9]. Problems with mass constraint of the form \( \| \mu \| \leq R \) are more common in mathematical physics, see for example Lieb’s survey [11].

This paper is organized as follows. In Sect. 2 we discuss the unconstrained variational problem and prove Theorem 1.1. In Sect. 3 we discuss the greedy approximation construction in the unconstrained case. In Sect. 4 we analyze the constrained variational problem and prove Theorem 1.2.

\section{Variational problem in a ball, and discrete energy with free particle positions and masses}

The Green potential of \( \mu \) is denoted

\[
U^\mu_G(z) = \int g(z, \xi) \, d\mu(\xi).
\]

Let

\[
\beta := \min_{z \in K} f(z), \quad \kappa := \min_{K \times K} g(z, \xi) > 0.
\]

(2.1)

If \( \beta \geq 0 \), then trivially \( v_f = 0 \). Assume now that \( \beta < 0 \). Then for \( \mu \in B_R(K) \), we have

\[
J_f(\mu) \geq 2 \int f \, d\mu \geq 2\beta \mu(K) \geq 2\beta R.
\]
Additionally, if $\mu$ is any finite positive measure on $K$ (not necessarily with mass $\leq R$), then

$$J_f(\mu) \geq \kappa(\mu(K))^2 + 2\beta \mu(K) = \kappa \left( \mu(K) + \frac{\beta}{\kappa} \right)^2 - \frac{\beta^2}{\kappa} \geq -\frac{\beta^2}{\kappa}.$$ \hspace{1cm} (2.2)

We deduce that if $\beta < 0$, then

$$\max \left\{ 2\beta R, -\frac{\beta^2}{\kappa} \right\} \leq v_f \leq 0.$$ \hspace{1cm} (2.3)

Observe also that if $\beta < 0$ and $\mu$ is a finite positive measure on $K$ with $\|\mu\| > -\frac{2\beta}{\kappa}$, then from the first inequality in (2.2) we get $J_f(\mu) > 0 \geq v_f$. In conclusion, in the case $\beta < 0$ we have

$$v_f = \inf \{ J_f(\mu) : \mu \in \mathcal{B}_R(K) \}, \quad R^* = \min(R, -2\beta/\kappa).$$

The following result is a bounded mass version of the Gauss–Frostman theorem (Theorem II.5.6 in [16]). In the Gauss–Frostman theorem the energy minimization takes place in the space of all positive and finite Borel measures supported on $K$. We follow closely the argument in the proof of that theorem. As it was already mentioned in the introduction, for $R > 0$ sufficiently large, the minimizer of the energy functional $J_f$ in the ball $\mathcal{B}_R(K)$ coincides with the equilibrium measure $\tau_0$ in the Gauss–Frostman theorem, which satisfies the inequalities

$$U_{\tau_0}(z) + f(z) \geq 0 \text{ q.e. on } K, \quad U_{\tau_0}(z) + f(z) \leq 0 \text{ for all } z \in \text{supp}(\tau_0).$$

Results on existence and uniqueness of equilibrium measures with external fields in spaces of positive measures with fixed mass are numerous in the literature. A good compendium of such results can be found in [4, 16]. For recent developments in this theory, in addition to the references already cited, see [3, 5, 6, 8, 12, 18–20].

**Theorem 2.1** Let $R > 0$. For an admissible external field $f$, there exists a unique measure $\mu^* \in \mathcal{B}_R(K)$ that minimizes the energy functional (1.2), i.e., satisfying $J_f(\mu^*) = v_f$. The following inequalities hold:

$$U_G(\mu^*) + f(z) \geq C_f \text{ q.e. on } K, \quad U_G(\mu^*) + f(z) \leq C_f \text{ for all } z \in \text{supp}(\mu^*),$$ \hspace{1cm} (2.4, 2.5)

where

$$C_f = \frac{1}{R} \left( \iint g(z, \zeta) d\mu^*(z) d\mu^*(\zeta) + \int f \, d\mu^* \right).$$ \hspace{1cm} (2.6)

We have $C_f \leq 0$, and $C_f = 0$ if $\|\mu^*\| < R$. The support of $\mu^*$ is contained in the set

$$\{ z \in K : f(z) \leq C_f - \kappa \|\mu^*\| \},$$

where $\kappa$ is defined in (2.1).
Proof We justify first the uniqueness of the minimizer. Suppose that \( \mu_1, \mu_2 \in \mathcal{B}_R(K) \) satisfy \( J_f(\mu_1) = J_f(\mu_2) = v_f \). Since \( v_f \) is finite, it follows that \( \mu_1 \) and \( \mu_2 \) have finite Green energy. Therefore, for the signed measure \( \nu := \frac{1}{2}(\mu_1 - \mu_2) \) we know by Theorem II.5.6 in [16] that

\[
\mathcal{I} := \iint g(z, \zeta) \, d\nu(z) \, d\nu(\zeta) \geq 0
\]

with equality if and only if \( \nu = 0 \). Now, we have \( \frac{1}{2}(\mu_1 + \mu_2) \in \mathcal{B}_R(K) \), so \( J_f \left( \frac{1}{2}(\mu_1 + \mu_2) \right) \geq v_f \). A simple computation shows that

\[
\mathcal{I} + J_f \left( \frac{1}{2}(\mu_1 + \mu_2) \right) = \frac{1}{2} J_f(\mu_1) + \frac{1}{2} J_f(\mu_2) = v_f,
\]

hence \( \mathcal{I} \leq 0 \). Therefore \( \mathcal{I} = 0 \) and \( \mu_1 = \mu_2 \).

To prove the existence of a minimizer, let \((\nu_N)\) be a sequence of measures in \( \mathcal{B}_R(K) \) such that

\[
J_f(\nu_N) < v_f + \frac{1}{N}, \quad N \geq 1.
\]

By Helly’s selection theorem, there exists a subsequence \((\nu_{N_k})\) that converges in the weak-star topology to a measure \( \nu \in \mathcal{B}_R(K) \). By the lower semicontinuity of \( g \) and \( f \), we get

\[
J_f(\nu) \leq \liminf_{k \to \infty} J_f(\nu_{N_k}) = v_f
\]

hence \( J_f(\nu) = v_f \).

Assume now that \( \|\mu^*\| < R \) (this is the case if, for example, \( \beta < 0 \) and \( R > -2\beta/\kappa \), see (2.3)) and let us show that in this case

\[
\iint g(z, \zeta) \, d\mu^*(z) \, d\mu^*(\zeta) + \int f \, d\mu^* = 0. \tag{2.7}
\]

Let

\[
r := \frac{R - \|\mu^*\|}{R} > 0.
\]

If \( |\epsilon| < r \), then \((1 + \epsilon)\mu^* \in \mathcal{B}_R(K) \). Therefore we have \( J_f((1 + \epsilon)\mu^*) \geq J_f(\mu^*) \), which reduces to

\[
\epsilon^2 \iint g(z, \zeta) \, d\mu^*(z) \, d\mu^*(\zeta) + 2\epsilon \left( \iint g(z, \zeta) \, d\mu^*(z) \, d\mu^*(\zeta) + \int f \, d\mu^* \right) \geq 0.
\]

This inequality is valid for all \( \epsilon \in (-r, r) \), so (2.7) follows. If \( \|\mu^*\| = R \), then \((1 - \epsilon)\mu^* \in \mathcal{B}_R(K) \) for all \( 0 < \epsilon < 1 \), and the inequality \( J_f((1 - \epsilon)\mu^*) \geq J_f(\mu^*) \) implies that \( C_f \leq 0 \).
Assume now that \( 0 < \| \mu^* \| \leq R \). Let \( \mathcal{P}(K) \) denote the space of all Borel probability measures on \( K \) and let
\[
\hat{v}_f := \{ J_Q(\mu) : \mu \in \mathcal{P}(K) \},
\]
where \( Q = f / \| \mu^* \| \). It is easy to check that the probability measure \( \mu^*/\| \mu^* \| \) is the minimizer of \( J_Q \) in the space \( \mathcal{P}(K) \), therefore by Theorem II.5.10 in [16], we know that
\[
U_{\mu}^* G(z) + f(z) \geq \| \mu^* \| \left( \hat{v}_f - \frac{1}{\| \mu^* \|^2} \int f \, d\mu^* \right) \quad \text{q.e. on } K,
\]
\[
U_{\mu}^* G(z) + f(z) \leq \| \mu^* \| \left( \hat{v}_f - \frac{1}{\| \mu^* \|^2} \int f \, d\mu^* \right) \quad \text{for all } z \in \text{supp}(\mu^*).
\]
Since \( \hat{v}_f = J_Q(\mu^*/\| \mu^* \|) \), we obtain
\[
\hat{v}_f - \frac{1}{\| \mu^* \|^2} \int f \, d\mu^* = \frac{1}{\| \mu^* \|^2} \int g(z, \zeta) \, d\mu^*(z) \, d\mu^*(\zeta) + \frac{2}{\| \mu^* \|^2} \int f \, d\mu^* - \frac{1}{\| \mu^* \|^2} \int f \, d\mu^* = \frac{1}{\| \mu^* \|^2} \left( \int g(z, \zeta) \, d\mu^*(z) \, d\mu^*(\zeta) + \int f \, d\mu^* \right).
\]
In virtue of (2.7), this constant is zero if \( 0 < \| \mu^* \| < R \), and it equals \( C_f / R \) if \( \| \mu^* \| = R \). This finishes the proof of (2.4)–(2.5) in the case \( \| \mu^* \| > 0 \).

Assume that \( \mu^* = 0 \). In this case we only need to justify (2.4), which reduces to show that \( f \geq 0 \) q.e. on \( K \). If \( \mu \) is any measure in \( \mathcal{B}_R(K) \) with finite Green energy, then for any \( 0 < \delta < 1 \), we have
\[
J_f(\delta \mu) = \delta^2 \int \int g(z, \zeta) \, d\mu(z) \, d\mu(\zeta) + 2\delta \int f \, d\mu \geq v_f = 0,
\]
which implies that
\[
\int f \, d\mu \geq 0.
\]
If \( \{ z \in K : f(z) < 0 \} \) has positive capacity, then for some positive integer \( n \), the set \( E_n := \{ z \in K : f(z) \leq -1/n \} \) also has positive capacity (see Theorem 5.1.3 in [15]). Let \( \mu_{E_n} \) be the Green equilibrium measure for the compact set \( E_n \), i.e., the probability measure on \( E_n \) with minimal Green energy. Then the Green energy of the measure \( \mu = \frac{\delta}{\delta} \mu_{E_n} \in \mathcal{B}_R(K) \) is finite and we have \( \int f \, d\mu < 0 \), which contradicts (2.8). This concludes the proof of (2.4)–(2.5).

The fact that \( \text{supp}(\mu^*) \subset \{ z \in K : f(z) \leq C_f - \kappa \| \mu^* \| \} \) follows immediately from (2.5).

In the following result we gather some basic properties of the minimizers of the energy functionals \( J_f \) and \( E_{N,f} \).
Theorem 2.2  Let $R > 0$, and for an admissible external field $f$, let $\mu^* \in \mathcal{B}_R(K)$ be the minimizer of the energy functional $J_f$ in the ball $\mathcal{B}_R(K)$, and let $\beta = \min_{z \in K} f(z)$. The following properties hold:

(i) $\mu^* = 0$ is the zero measure if and only if $f \geq 0$ q.e. on $K$.
(ii) If $\|\mu^*\| < R$, then $v_f = \int f \, d\mu^* = -\int \int g(z, \xi) \, d\mu^*(z) \, d\mu^*(\xi)$.
(iii) If $\|\mu^*\| > 0$, then $v_f < 0$.
(iv) If $f \leq 0$ on $K$, then we have $e_{N+1} \leq e_N$ for all $N \geq 2$.
(v) Let $(z_1, N, \ldots, z_N, N, m_1, N, \ldots, m_N, N) \in K^N \times I^N$ be a minimizer of $E_{N, f}$ for some $N \geq 2$. If $m_{i, N} > 0$ and $m_{j, N} > 0$ for a pair of indices $i \neq j$, then $z_{i, N} \neq z_{j, N}$.
(vi) If $\beta < 0$ and $e_{N+1} < e_N + 2RN\beta$, then for any minimizer $(z_{1, N+1}, \ldots, m_{N+1, N+1})$ of $E_{N+1, f}$ we must have $m_{j, N+1} > 0$ for all $1 \leq j \leq N+1$.
(vii) If $(z_1, N, \ldots, z_N, N, m_1, N, \ldots, m_N, N)$ is a minimizer of $E_{N, f}$ and $0 < m_{i, N} < R$ for some $1 \leq i \leq N$, then $f(z_{i, N})$ is finite and we have

$$\sum_{j=1}^{N} m_{j, N} g(z_{i, N}, z_{j, N}) = -Nf(z_{i, N}).$$

Proof  If $\mu^* = 0$, then by (2.4) we have $f \geq C_f = 0$ q.e. on $K$. Conversely, suppose that $f \geq 0$ q.e. on $K$. Since $\mu^*$ has finite logarithmic energy, by Theorem 3.2.3 in [15] we deduce that $f \geq 0 \mu^*$-a.e., and so $v_f \geq 0$. Therefore $v_f = 0$ and $\mu^* = 0$, so (i) is justified.

If $\|\mu^*\| < R$, then by Theorem 2.1 we have $C_f = 0$, hence $v_f = J_f(\mu^*) = \int f \, d\mu^* = -\int \int g(z, \xi) \, d\mu^*(z) \, d\mu^*(\xi)$.

If $\|\mu^*\| > 0$ and $v_f = 0$, then the zero measure and $\mu^*$ are two different minimizers of $J_f$, which is impossible. Therefore $\|\mu^*\| > 0$ implies $v_f < 0$.

Now we justify (iv), so assume that $f \leq 0$ on $K$. Let $(z_1, N, \ldots, z_N, N, m_1, N, \ldots, m_N, N) \in K^N \times I^N$ be a minimizer of $E_{N, f}$, let $\tilde{z}$ be an arbitrary point in $K$, and let $\tilde{m} = 0$. Then

$$e_N = 2 \sum_{1 \leq i < j \leq N} m_{i, N} m_{j, N} g(z_{i, N}, z_{j, N}) + 2(N + 1) \sum_{j=1}^{N} m_{j, N} f(z_{j, N})$$

$$-2 \sum_{j=1}^{N} m_{j, N} f(z_{j, N})$$

$$\geq 2 \sum_{1 \leq i < j \leq N} m_{i, N} m_{j, N} g(z_{i, N}, z_{j, N}) + 2 \sum_{i=1}^{N} m_{i, N} \tilde{m} g(z_{i, N}, \tilde{z})$$

$$+ 2(N + 1) \left( \sum_{j=1}^{N} m_{j, N} f(z_{j, N}) + \tilde{m} f(\tilde{z}) \right) \geq e_{N+1}$$

where the last inequality follows by definition of $e_{N+1}$.
If \((z_{1,N}, \ldots, z_{N,N}, m_{1,N}, \ldots, m_{N,N})\) is a minimizer of \(E_{N,f}\) and \(m_{i,N}, m_{j,N} > 0\) for indices \(i \neq j\), then \(z_{i,N} \neq z_{j,N}\), otherwise \(m_{i,N} m_{j,N} g(z_{i,N}, z_{j,N}) = m_{i,N} m_{j,N} g(z_{i,N}, z_{j,N}) = \infty\), which is impossible since \(e_N\) is finite.

Now we justify \((vii)\). Suppose that \(\beta < 0\) and \(e_{N+1} < e_N + 2RN\beta\), and take an arbitrary minimizer \((z_{1,N+1}, \ldots, z_{N,N+1}, m_{1,N+1}, \ldots, m_{N,N+1})\) of \(E_{N+1,f}\). Suppose that \(m_{j_0,N+1} = 0\) for some \(1 \leq j_0 \leq N + 1\), and without loss of generality assume that \(j_0 = N + 1\). Then

\[
e_{N+1} = 2 \sum_{1 \leq i < j \leq N+1} m_{i,N+1} m_{j,N+1} g(z_{i,N+1}, z_{j,N+1}) + 2(N+1) \sum_{j=1}^{N+1} m_{j,N+1} f(z_{j,N+1}) = 2 \sum_{1 \leq i < j \leq N} m_{i,N+1} m_{j,N+1} g(z_{i,N+1}, z_{j,N+1}) + 2N \sum_{j=1}^{N} m_{j,N+1} f(z_{j,N+1}) + 2 \sum_{j=1}^{N} m_{j,N+1} f(z_{j,N+1}) \geq e_N + 2 \sum_{j=1}^{N} m_{j,N+1} f(z_{j,N+1}) \geq e_N + 2RN\beta,
\]

hence \(e_{N+1} \geq e_N + 2RN\beta\), which is a contradiction.

Finally, we justify \((vii)\), so assume that \((z_{1,N}, \ldots, m_{N,N})\) is a minimizer of \(E_{N,f}\) and \(0 < m_{i,N} < R\) for some \(1 \leq i \leq N\). If \(f(z_{i,N}) = +\infty\), then \(e_N = +\infty\), which is impossible, so \(f(z_{i,N})\) is finite. Consider the function

\[
h(m) := E_{N,f}(z_{1,N}, \ldots, z_{N,N}, m_{1,N}, \ldots, m_{i-1,N}, m_i, m_{i+1,N}, \ldots, m_{N,N}) = 2m \sum_{j=1}^{N} m_j g(z_{i,N}, z_{j,N}) + 2Nmf(z_{i,N}) + C
\]

where \(C\) is a constant, and observe that \(m_j g(z_{i,N}, z_{j,N})\) is finite for all \(j \neq i\). This function \(h\) defined on the interval \([0, R]\) is differentiable and has a minimum at the point \(m_{i,N} \in (0, R]\), hence

\[
0 = h'(m_{i,N}) = 2 \sum_{j=1}^{N} m_j g(z_{i,N}, z_{j,N}) + 2Nf(z_{i,N})
\]

so \((vii)\) is justified.

\(\square\)

**Remark 2.3** It follows from Theorem 2.2, part \((vii)\), that if \((z_{1,N}, \ldots, z_{N,N}, m_{1,N}, \ldots, m_{N,N})\) is a minimizer of \(E_{N,f}\) and \(0 < m_{i,N} < R\) for all \(1 \leq i \leq N\), then the column...
vector \( \mathbf{v} := (m_{1,N} \ m_{2,N} \ \ldots \ m_{N,N})^t \) satisfies the relation

\[
\tilde{G}_N \mathbf{v} = \tilde{F}_N
\]

where \( \tilde{G}_N \) is the \( N \times N \) symmetric matrix with entries

\[
\tilde{G}_N(i, j) = \begin{cases} 
  g(z_{i,N}, z_{j,N}), & i \neq j, \\
  0, & i = j,
\end{cases}
\]

and \( \tilde{F}_N \) is the column vector \( \tilde{F}_N = -N(f(z_{1,N}) \ f(z_{2,N}) \ \ldots \ f(z_{N,N}))^t \). So if \( \tilde{G}_N \) is invertible, the masses of the particles are uniquely determined by the positions of the particles and we have \( \mathbf{v} = \tilde{G}_N^{-1} \tilde{F}_N \).

As functions of \( R \), the optimal value (1.3) and the minimizer of the energy functional (1.2) are continuous, as the following result shows.

**Theorem 2.4** Let \( \mu_R^* \) denote the minimizer of the energy functional (1.2) in the ball \( \mathcal{B}_R(K) \), \( R \geq 0 \), and let \( v_f(R) = J_f(\mu_R^*) \). If \( (R_N)_N \) is a convergent sequence of positive numbers and \( R = \lim_{N \to \infty} R_N \), then \( \mu_{R_N}^* \) converges in the weak-star topology to \( \mu_R^* \) and \( v_f(R) = \lim_{N \to \infty} v_f(R_N) \).

**Proof** By the compactness of the balls \( \mathcal{B}_R(K) \) in the weak-star topology, the convergence of \( \mu_{R_N}^* \) to \( \mu_R^* \) will be justified if we show that any weak-star convergent subsequence of \( (\mu_{R_N}) \) converges to \( \mu_R^* \). Let \( (\mu_{R_{N_k}}) \) be such a subsequence with limit \( \tau \). We have \( \|\tau\| = \lim_{k \to \infty} \|\mu_{R_{N_k}}^*\| \leq \lim_{k \to \infty} R_{N_k} = R \), so \( \tau \in \mathcal{B}_R(K) \) and therefore \( J_f(\mu_{R_{N_k}}^*) \leq J_f(\tau) \). The energy functional \( J_f \) is lower semicontinuous in the weak-star topology, so \( J_f(\tau) \leq \lim \inf_{k \to \infty} J_f(\mu_{R_{N_k}}^*) \). Let \( \hat{\mu}_k := (R_{N_k}/R) \mu_{R_{N_k}}^* \). Then \( \|\hat{\mu}_k\| \leq R_{N_k} \), hence \( J_f(\mu_{R_{N_k}}^*) \leq J_f(\hat{\mu}_k) \). It is obvious that \( \lim_{k \to \infty} J_f(\hat{\mu}_k) = J_f(\mu_R^*) \), so we conclude that

\[
J_f(\mu_R^*) \leq J_f(\tau) \leq \lim \inf_{k \to \infty} J_f(\mu_{R_{N_k}}^*) \leq \lim \sup_{k \to \infty} J_f(\mu_{R_{N_k}}^*) \leq J_f(\mu_R^*),
\]

therefore \( J_f(\tau) = J_f(\mu_R^*) \) and \( \tau = \mu_R^* \). Taking as subsequence the sequence \( (R_N) \) itself, we have shown that \( v_f(R_N) = J_f(\mu_{R_N}^*) \) converges to \( v_f(R) = J_f(\mu_R^*) \), so the second claim is proved.

**Proof of Theorem 1.1** First we show that for any \( N \geq 2 \) and \( \mu \in \mathcal{B}_R(K) \), we have

\[
\frac{e_N}{N^2} \leq J_f(\mu).
\]

(2.9)

Since \( e_N \leq 0 \), this inequality trivially holds if \( \mu = 0 \) is the zero measure. Suppose that \( \mu \) has positive mass, \( \|\mu\| > 0 \). By definition,

\[
e_N \leq 2 \sum_{1 \leq i < j \leq N} m_i m_j g(z_i, z_j) + 2N \sum_{j=1}^N m_j f(z_j)
\]
for all \((z_1, \ldots, z_N, m_1, \ldots, m_N) \in K^N \times I^N\). We take in this inequality \(m_j = \|\mu\|\) for all \(1 \leq j \leq N\), and we get

\[
e_N \leq 2\|\mu\|^2 \sum_{1 \leq i < j \leq N} g(z_i, z_j) + 2N\|\mu\| \sum_{j=1}^{N} f(z_j) \tag{2.10}
\]

for all \((z_1, \ldots, z_N) \in K^N\). Let \(\sigma = \mu / \|\mu\|. \) Integrating both sides of (2.10) with respect to the probability measure \(d\sigma(z_1) \cdots d\sigma(z_N)\), we get

\[
e_N \leq 2\|\mu\|^2 \frac{N(N-1)}{2} \iint g(z, \zeta) d\sigma(z) d\sigma(\zeta) + 2\|\mu\|^2 \int f d\sigma
= N(N-1) \iint g(z, \zeta) d\mu(z) d\mu(\zeta) + 2N^2 \int f d\mu
\]

and (2.9) follows.

From (2.9) and (1.3) we deduce that

\[
e_N^{\frac{N}{2}} \leq v_f \text{ for all } N \geq 2. \tag{2.11}
\]

Since \((e_N^{N^2})^{\infty}_{N=2}\) is a bounded sequence, in order to prove (1.8) it suffices to show that any convergent subsequence of \((e_N^{N^2})^{\infty}_{N=2}\) converges to \(v_f\). So let \((e_{N_k}/N_k^2)^{\infty}_{k=1}\) be a convergent subsequence. It follows from (2.11) that

\[
\lim_{k \to \infty} \frac{e_{N_k}}{N_k^2} \leq v_f. \tag{2.12}
\]

Consider the sequence of measures \((\mu_{N_k})^{\infty}_{k=1}\), where \(\mu_N\) is given by (1.9). By Helly’s selection theorem, there is a subsequence of \((\mu_{N_k})^{\infty}_{k=1}\) that converges in the weak-star topology to a measure in \(BR(K)\). We take a subsequence of \((\mu_{N_k})^{\infty}_{k=1}\) with this property, which for simplicity of notation will be denoted again as \((\mu_{N_k})^{\infty}_{k=1}\). Let \(\tau\) be the limit measure of \((\mu_{N_k})^{\infty}_{k=1}\).

By the lower semicontinuity of \(f\), we have

\[
\int f d\tau \leq \liminf_{k \to \infty} \int f d\mu_{N_k}. \tag{2.13}
\]

For a constant \(M > 0\), we define the truncated Green kernel

\[
g_M(z, \zeta) := \begin{cases} 
g(z, \zeta) & \text{if } g(z, \zeta) \leq M \\
M & \text{if } g(z, \zeta) > M. \end{cases} \tag{2.14}
\]

Then \(g_M(z, \zeta)\) is continuous on \(K \times K\), hence

\[
\lim_{k \to \infty} \iint g_M(z, \zeta) d\mu_{N_k}(z) d\mu_{N_k}(\zeta) = \iint g_M(z, \zeta) d\tau(z) d\tau(\zeta). \tag{2.15}
\]
So for each fixed \( M > 0 \), we deduce from (2.13) and (2.15) that

\[
\iint g_M(z, \zeta) \, d\tau(z) \, d\tau(\zeta) + 2 \int f \, d\tau \\
\leq \liminf_{k \to \infty} \left( \iint g_M(z, \zeta) \, d\mu_{N_k}(z) \, d\mu_{N_k}(\zeta) + 2 \int f \, d\mu_{N_k} \right). \tag{2.16}
\]

In what follows we will abbreviate and write \( z_j = z_{j,N_k}, m_j = m_{j,N_k} \). We have

\[
\iint g_M(z, \zeta) \, d\mu_{N_k}(z) \, d\mu_{N_k}(\zeta) = \sum_{1 \leq i, j \leq N_k} \frac{m_i m_j}{N_k^2} g_M(z_i, z_j)
\]

\[
= \sum_{j=1}^{N_k} \frac{m_j^2}{N_k^2} g_M(z_j, z_j) + \sum_{1 \leq i \neq j \leq N_k} \frac{m_i m_j}{N_k^2} g_M(z_i, z_j)
\]

\[
= M \sum_{j=1}^{N_k} \frac{m_j^2}{N_k^2} + \sum_{1 \leq i \neq j \leq N_k} \frac{m_i m_j}{N_k^2} g_M(z_i, z_j)
\]

\[
\leq MR^2 \frac{1}{N_k} + \sum_{1 \leq i \neq j \leq N_k} \frac{m_i m_j}{N_k^2} g(z_i, z_j) \tag{2.17}
\]

where in the last inequality we used that \( g_M \leq g \) and \( m_j \leq R \) for all \( 1 \leq j \leq N_k \).

So by (2.16) and (2.17) we get

\[
\iint g_M(z, \zeta) \, d\tau(z) \, d\tau(\zeta) + 2 \int f \, d\tau \\
\leq \liminf_{k \to \infty} \left( \sum_{i \neq j} \frac{m_i m_j}{N_k^2} g(z_i, z_j) + \frac{2}{N_k} \sum_{j=1}^{N_k} m_j f(z(j)) + \mathcal{O}(N_k^{-1}) \right)
\]

\[
= \lim_{k \to \infty} \frac{e_{N_k}}{N_k^2}. \tag{2.18}
\]

This inequality is valid for every \( M > 0 \), so letting \( M \to \infty \), by the Monotone Convergence Theorem we obtain

\[
v_f \leq J_f(\tau) = \lim_{M \to \infty} \left( \iint g_M(z, \zeta) \, d\tau(z) \, d\tau(\zeta) + 2 \int f \, d\tau \right) \leq \lim_{k \to \infty} \frac{e_{N_k}}{N_k^2}
\]

which together with (2.12) implies

\[
\lim_{k \to \infty} \frac{e_{N_k}}{N_k^2} = v_f = J_f(\tau). \tag{2.19}
\]

This concludes the proof of (1.8). We also deduce from (2.19) that \( \tau \) is a minimizer of the energy functional \( J_f \), hence by the uniqueness of such measure we obtain \( \tau = \mu^* \).
With (1.8) justified, it is easy to see that the above argument also shows the follow-
ing. If \((\mu_{N_k})\) is any subsequence of \((\mu_N)\) that converges in the weak-star topology to a measure \(\tau \in B_R(K)\), then \(\tau = \mu^*\). Therefore, the sequence \((\mu_N)\) converges to \(\mu^*\) in the weak-star topology. \(\Box\)

3 Greedy approximation

In this section we describe a greedy algorithm to obtain asymptotically the equilibrium constant \(v_f\) and the equilibrium measure \(\mu^*\) minimizing the energy functional \(J_f\) on \(B_R(K)\).

Definition 3.1 Assume that \(\|\mu^*\| > 0\), and let
\[
A := \{z \in K : U_G(\mu^*) + f(z) \leq C_f\},
\]
where \(C_f\) is defined in (2.6). By (2.5), the set \(A\) is a non-empty compact subset of \(K\) that contains the support of \(\mu^*\). We say that a sequence \(((a_N, m_N))\) in \(A \times I\) is a greedy \(f\)-energy sequence if for every \(N \geq 2\),
\[
U_{N,f}(a_N, m_N) = \inf_{(z, m) \in A \times I} U_{N,f}(z, m),
\]
(3.1)
where
\[
U_{N,f}(z, m) := m \sum_{k=1}^{N-1} (m_k g(z, a_k) + f(z)), \quad N \geq 2.
\]

Since \(U_{N,f}\) is lower semicontinuous, it is clear that a greedy \(f\)-energy sequence can be constructed recursively starting from an arbitrary \((a_1, m_1) \in A \times I\).

Theorem 3.2 Assume that the equilibrium measure \(\mu^*\) satisfies \(0 < \|\mu^*\| < R\). If \(((a_N, m_N))\) is a greedy \(f\)-energy sequence in \(A \times I\), then
\[
\lim_{N \to \infty} \frac{E_{N,f}(a_1, \ldots, a_N, m_1, \ldots, m_N)}{N^2} = v_f = \int f \, d\mu^*,
\]
(3.2)
and the sequence of discrete measures \(\frac{1}{N} \sum_{k=1}^{N} m_k \delta_{a_k}\) converges in the weak-star topology to \(\mu^*\). We also have
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} m_k f(a_k) = \int f \, d\mu^*,
\]
(3.3)
and
\[
\lim_{N \to \infty} \sum_{1 \leq i \neq j \leq N} \frac{m_i m_j g(a_i, a_j)}{N^2} = -v_f = \iint g(z, \zeta) \, d\mu^*(z) \, d\mu^*(\zeta).
\]
(3.4)
The value of $m_N$ can be chosen to be either 0 or $R$ for every $N \geq 2$.

**Proof** For every $N \geq 2$ we have

$$E_N, f(a_1, \ldots, a_N, m_1, \ldots, m_N)$$

$$= 2 \sum_{1 \leq i < j \leq N} m_i m_j g(a_i, a_j) + 2N \sum_{j=1}^{N} m_j f(a_j)$$

$$= 2 \sum_{j=2}^{N} \left( \sum_{i=1}^{j-1} m_i m_j g(a_i, a_j) + (j - 1) m_j f(a_j) + \sum_{i=1}^{j-1} m_i f(a_i) \right) + 2 \sum_{k=1}^{N} m_k f(a_k)$$

$$= 2 \sum_{j=2}^{N} \left( U_{j, f}(a_j, m_j) + \sum_{i=1}^{j-1} m_i f(a_i) \right) + 2 \sum_{k=1}^{N} m_k f(a_k).$$

Applying now (3.1), for every $(z, m) \in A \times I$ we get

$$E_N, f(a_1, \ldots, a_N, m_1, \ldots, m_N)$$

$$\leq 2 \sum_{j=2}^{N} \left( U_j, f(z, m) + \sum_{i=1}^{j-1} m_i f(a_i) \right) + 2 \sum_{k=1}^{N} m_k f(a_k)$$

$$= 2 \sum_{j=2}^{N} \left( U_j, m g(z, a_i) + m f(z) + m f(a_i) \right) + 2 \sum_{k=1}^{N} m_k f(a_k).$$

Let $\sigma = \mu^*/\|\mu^*\|$ and integrating both sides of the previous inequality with respect to the probability measure $\sigma$, we get

$$E_N, f(a_1, \ldots, a_N, m_1, \ldots, m_N) \leq 2 \sum_{j=2}^{N} \sum_{i=1}^{j-1} \left( m_i U_G^{\mu^*}(a_i) + \int f d\mu^* + m_i f(a_i) \right)$$

$$+ 2 \sum_{k=1}^{N} m_k f(a_k).$$

Observe that $U^{\mu^*}_G(a_i) + f(a_i) \leq C_f = 0$, and $v_f = \int f d\mu^*$, see Theorems 2.1 and 2.2. So from the previous inequality we obtain

$$E_N, f(a_1, \ldots, a_N, m_1, \ldots, m_N) \leq (N - 1)N v_f + 2 \sum_{k=1}^{N} m_k f(a_k). \quad (3.5)$$

Since $f$ is bounded on $A$, and $e_N \leq E_N, f(a_1, \ldots, a_N, m_1, \ldots, m_N)$ for all $N$, from (3.5) and (1.8) we deduce that (3.2) holds.

Let $\eta_N := \frac{1}{N} \sum_{k=1}^{N} m_k \delta_{a_k}$. Arguing as in the proof of Theorem 2.1, if $(\eta_{N_k})$ is a convergent subsequence with limit $\tau$, then from (3.2) we deduce that $J_f(\tau) = v_f$, and
therefore $\tau = \mu^*$. Since every convergent subsequence converges to $\mu^*$, the entire sequence $(\eta_N)$ converges to $\mu^*$.

By the lower semicontinuity of $f$ and $U_G^{\mu^*}$, we get

$$\int f \, d\mu^* \leq \liminf_{N \to \infty} \int f \, d\eta_N,$$

$$\limsup_{N \to \infty} \int -U_G^{\mu^*} \, d\eta_N \leq \int -U_G^{\mu^*} \, d\mu^*. $$

On $A$ we have $f \leq -U_G^{\mu^*}$, hence

$$\limsup_{N \to \infty} \int f \, d\eta_N \leq \int -U_G^{\mu^*} \, d\mu^* = \int f \, d\mu^*, $$

where in the equality we used that $f = -U_G^{\mu^*}$ holds $\mu^*$-almost everywhere. This is a consequence of the fact that $f = -U_G^{\mu^*}$ q.e. on $\text{supp}(\mu^*)$ (see (2.4) and (2.5)), $\mu^*$ has finite logarithmic energy, and so by Theorem 3.2.3 in [15], the $\mu^*$-measure of the set $\{z \in \text{supp}(\mu^*) : \ f(z) \neq -U_G^{\mu^*}(z)\}$ must be zero. So we conclude that

$$\lim_{N \to \infty} \int f \, d\eta_N = \lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} m_k f(a_k) = \int f \, d\mu^*. $$

Then (3.4) follows from (3.3) and (3.2).

Fix $N \geq 2$ and let $\chi(z) = \sum_{k=1}^{N-1} (m_k g(z, a_k) + f(z))$. Then $U_N f(z, m) = m \chi(z)$. If $\min_{z \in A} \chi(z) > 0$, then clearly $m_N = 0$, and if $\min_{z \in A} \chi(z) < 0$, then necessarily $m_N = R$. If $\min_{z \in A} \chi(z) = 0$, then one can choose $m_N = 0$. \hfill $\square$

Note that in Theorem 3.2 we have $v_f < 0$, since $v_f = 0$ would imply that $\mu^*$ is the zero measure.

Finally, we remark that following the argument in the proof of equation (2.5) in [12], one can show that under the same hypothesis of Theorem 3.2, we have

$$\lim_{N \to \infty} \frac{U_N f(a_N, m_N)}{N} = 0. $$

It is then natural to expect that $U_N f(a_N, m_N) = O(\log N)$. If so, an interesting problem would be the study of the asymptotic behavior of $U_N f(a_N, m_N)/\log N$ in case that this is the proper normalization of $U_N f(a_N, m_N)$.

### 4 Constrained variational problem, and discrete energy with prescribed particle positions

In this section we discuss the relation between the continuous energy problem with upper constraint and the discrete energy problem with prescribed particle positions.
If \( h : K \to \mathbb{R} \cup \{+\infty\} \) is a function and \( \sigma \) is a positive measure on \( K \), recall
\[
\text{ess inf}_\sigma h = \sup \{ r \in \mathbb{R} : h(x) \geq r \text{ holds } \sigma \text{ a.e. on } K \}.
\]
The essential infimum is understood to be \(-\infty\) if the set of essential lower bounds is empty.

**Theorem 4.1** Let \( \lambda \) be a probability measure on \( K \) with finite Green energy. There exists a unique measure \( \mu^*_\lambda \) satisfying \( 0 \leq \mu^*_\lambda \leq R\lambda \) and \( J_f(\mu^*_\lambda) = v_{f,\lambda} = \inf \{ J_f(\mu) : 0 \leq \mu \leq R\lambda \} \). Let \( \rho_\lambda := R\lambda - \mu^*_\lambda \) and \( S_\lambda := \text{supp}(\mu^*_\lambda) \). If \( \|\mu^*_\lambda\| > 0 \), then \( v_{f,\lambda} < 0 \) and
\[
\sup_{z \in S_\lambda} (U^\mu_G(z) + f(z)) \leq \text{ess inf} \rho_\lambda (U^\mu_G(z) + f(z)). \quad (4.1)
\]

**Proof** By (1.5), the constant \( v_{f,\lambda} \) is finite. For each \( N \geq 1 \), let \( \tau_N \) be a measure satisfying
\[
J_f(\tau_N) < v_{f,\lambda} + \frac{1}{N}
\]
and \( 0 \leq \tau_N \leq R\lambda \). Let \( (\tau_{N_k}) \) be a subsequence that converges in the weak-star topology to a measure \( \tau \in \mathcal{B}_{R}(K) \). Then, as argued in the proof of Theorem 4.4 below, we have \( \tau \leq R\lambda \). By the lower semicontinuity of \( J_f \),
\[
J_f(\tau) \leq \liminf_{k \to \infty} J_f(\tau_{N_k}) = v_{f,\lambda},
\]
hence \( J_f(\tau) = v_{f,\lambda} \), so a minimizer exists. The space \( \{ \mu : 0 \leq \mu \leq R\lambda \} \) is convex, so the uniqueness of the minimizer follows as in the proof of Theorem 2.1. If \( \|\mu^*_\lambda\| > 0 \) and \( v_{f,\lambda} = 0 \), then \( \mu^*_\lambda \) and the zero measure are two different minimizers of \( J_f \), which is impossible.

For the proof of (4.1), we follow closely the argument in the proof of Theorem 2.1(c) in [7]. Assume that (4.1) is false, and let \( r_1, r_2 \) be finite constants such that
\[
\sup_{z \in S_\lambda} (U^\mu_G(z) + f(z)) > r_1 \text{ and } (U^\mu_G(z) + f(z)) < r_2 > \text{ess inf} \rho_\lambda (U^\mu_G(z) + f(z)).
\]
Let \( z_0 \in S_\lambda \) be a point where \( U^\mu_G(z_0) + f(z_0) > r_1 \). Since \( U^\mu_G(z) + f \) is lower semicontinuous, there exists \( \epsilon > 0 \) such that
\[
U^\mu_G(z) + f(z) > r_1 \quad \text{for all } z \in K_1 := \{ z : |z - z_0| < \epsilon \} \cap S_\lambda.
\]
Clearly, \( \mu^*_\lambda(K_1) > 0 \). We can also find a set \( K_2 \subset \text{supp}(\rho_\lambda) \) with \( \rho_\lambda(K_2) > 0 \) such that
\[
U^\mu_G(z) + f(z) < r_2 \quad \text{for all } z \in K_2.
\]
So $K_1 \cap K_2 = \emptyset$. Choose constants $0 < \alpha < 1$ and $0 < \beta < 1$ such that $\alpha \mu^*_\lambda(K_1) = \beta \rho_\lambda(K_2)$. Let $\eta$ be the signed measure defined to be $-\alpha \mu^*_\lambda$ on $K_1$, $\beta \rho_\lambda$ on $K_2$, and zero elsewhere. Then it is easy to see that for any value of $0 < \delta < 1$, the measure $\mu^*_\lambda + \delta \eta$ satisfies $0 \leq \mu^*_\lambda + \delta \eta \leq R\lambda$. Since $\lambda$ has finite Green energy (cf. P4)) and $f$ is bounded on $K_2$, the measure $\eta$ also has finite Green energy and the integral $J_f(\mu^*_\lambda + \delta \eta)$ is well-defined and finite. Then one can easily check that

$$J_f(\mu^*_\lambda + \delta \eta) - J_f(\mu^*_\lambda) = 2\delta \int (U^*_G + f) \, d\eta + \delta^2 \int\int g(z, t) \, d\eta(z) \, d\eta(t)$$

$$\leq 2\delta \beta \rho_\lambda(K_2) - r_1 \alpha \mu^*_\lambda(K_1)) + \delta^2 \int\int g(z, t) \, d\eta(z) \, d\eta(t)$$

$$= -2\delta \alpha (r_1 - r_2)\mu^*_\lambda(K_1) + \delta^2 \int\int g(z, t) \, d\eta(z) \, d\eta(t) < 0$$

for all $\delta > 0$ sufficiently small. Hence $J_f(\mu^*_\lambda + \delta \eta) < J_f(\mu^*_\lambda)$, which is a contradiction.

\[\square\]

**Remark 4.2** If $\sup_{z \in S_\lambda} (U^*_G(z) + f(z))$ is finite, then from (4.1) we deduce that there exists a constant $C_{f, \lambda}$ such that

$$U^*_G(z) + f(z) \geq C_{f, \lambda} \quad \text{holds} \quad (R\lambda - \mu^*_\lambda) \text{ a.e. on } K,$$

$$U^*_G(z) + f(z) \leq C_{f, \lambda} \quad \text{holds for all } z \in S_\lambda = \text{supp}(\mu^*_\lambda).$$

Compare this with (2.4) and (2.5).

**Remark 4.3** In the problem analyzed in Theorem 4.1, one can easily show that the condition $f \geq 0$ q.e. on $K$ implies that $\mu^*_\lambda = 0$ is the zero measure, but the converse is not true (see for comparison Theorem 2.2, i)). Indeed, taking $K = [0, 1] \cup [2, 3]$, $\lambda$ the probability measure given by $\lambda\n|_{[0, 1]} = dx$, $\lambda\n|_{[2, 3]} = 0$, and

$$f(x) = \begin{cases} 0, & x \in [0, 1], \\ -1, & x \in [2, 3], \end{cases}$$

provides a counterexample for any $R > 0$.

**Theorem 4.4** Let $\mu^*_{\lambda, R}$ be the unique measure satisfying $0 \leq \mu^*_{\lambda, R} \leq R\lambda$ and $J_f(\mu^*_{\lambda, R}) = v_{f, \lambda}(R) := \inf\{J_f(\mu) : 0 \leq \mu \leq R\lambda\}$. If $(R_N)_{N}$ is a convergent sequence of positive numbers with limit $R$, then $\mu^*_{\lambda, R_N}$ converges in the weak-star topology to $\mu^*_{\lambda, R}$ and $v_{f, \lambda}(R) = \lim_{N \to \infty} v_{f, \lambda}(R_N)$.

**Proof** For simplicity of notation, we write $\mu^*_N$ instead of $\mu^*_{\lambda, R_N}$. To prove the convergence of $\mu^*_N$ to $\mu^*_{\lambda, R}$, we show that any convergent subsequence of $(\mu^*_N)$ has limit $\mu^*_{\lambda, R}$. Let $(\mu^*_N)$ be a weak-star convergent subsequence with limit $\tau$. We have $\|\tau\| = \lim_{k \to \infty} \|\mu^*_N\| \leq \lim_{k \to \infty} R_N = R$, so $\tau \in \mathcal{B}_R(K)$. Since $\mu^*_N \leq R_N\lambda$, for every $h \in C(K)$, $h \geq 0$, we have

$$\int h \, d(R\lambda - \tau) = \lim_{k \to \infty} \int h \, d(R_N\lambda - \mu^*_N) \geq 0.$$
This implies by the Riesz representation theorem that $R\lambda - \tau \geq 0$. Since $\tau \in B_{\mathcal{B}}(K)$ and $\tau \leq R\lambda$, we obtain $J_f(\mu^*_R) \leq J_f(\tau)$. By the lower semicontinuity of $J_f$ in the weak-star topology, we have $J_f(\tau) \leq \liminf_{k \to \infty} J_f(\mu^*_R_k)$. Let $\hat{\mu}_k := (R_k / R) \mu^*_R$. Then we have $\hat{\mu}_k \leq R_k \lambda$, and so $J_f(\mu^*_R) \leq J_f(\mu^*_k)$. The rest of the argument is the same as in the proof of Theorem 2.4.

In the rest of this section, we fix a sequence of point configurations

$$(x_{j,N})_{1 \leq j \leq l_N}, \quad N \geq 1, \quad l_N \geq 2,$$

in the compact set $K \subset D \setminus \{\infty\}$, where $l_N / N \to 1$, satisfying the properties (P1)–(P4) indicated in the introduction. Let $\lambda$ be the limiting probability measure from (P1).

**Example 4.5** Consider the domain $D = \{z \in \mathbb{C} : \text{Re}(z) > 0\}$, with Green function $g(z, \zeta) = \log |(z + \bar{\zeta})/(z - \zeta)|$. Let $\{a_i\}_{i=1}^s$ and $\{b_i\}_{i=1}^s$ be real numbers such that

$$0 < a_1 < b_1 < a_2 < b_2 < \cdots < a_{s-1} < b_{s-1} < a_s < b_s.$$

Take

$$K = \bigcup_{i=1}^s [a_i, b_i]$$

and let $d\lambda(x) = \frac{1}{L} \, dx$ on $K$, where $L = \sum_{i=1}^s (b_i - a_i)$. For all $N$ large enough, we partition each interval $[a_i, b_i]$ as a union of subintervals, all having $\lambda$-measure $1/N$ (or length $\Delta = L/N$) except possibly the last subinterval, which has $\lambda$-measure less than $1/N$ if $N(b_i - a_i)/L$ is not an integer. Specifically, we use the partition

$$[a_i, b_i] = [a_i, a_i + \Delta) \cup [a_i + \Delta, a_1 + 2\Delta) \cup [a_i + 2\Delta, a_i + 3\Delta) \cup \cdots \cup [a_i + (\rho_i - 1)\Delta, b_i]$$

where $\rho_i$ denotes the ceiling of $N(b_i - a_i)/L$. We define the sets $V_{j,N}$ as the subintervals obtained in these partitions, and the points $x_{j,N}$ as the middle points of the subintervals. Then, the distance between two consecutive points $x_{j,N}$ is at least $L/2N$. It is clear that the four properties (P1)–(P4) are satisfied, and all the constructed partitions are monotonic.

**Example 4.6** Suppose that $\Gamma$ is a rectifiable Jordan arc in the complex plane, i.e., $\Gamma$ is a plane curve that has a continuous and one-to-one parametrization $\gamma : [a, b] \to \Gamma$ with finite total variation. Let $K \subset \Gamma$ consists of a finite number of disjoint compact subarcs $K_j, j = 1, \ldots, s$, of $\Gamma$, and let $\lambda$ be the arclength measure on $K$ normalized so that $\lambda(K) = 1$. In this example we show how to construct monotonic partitions of $K$ that satisfy property (P2). Fix $N \geq 1$, and split $K$ into $N$ successive disjoint subarcs (or unions of disjoint subarcs) $M_j$, such that $\lambda(M_j) = 1/N$, while traversing $K$ in the positive direction. It is clear that $\text{diam}(M_j) \leq \frac{1}{N}$ for every $M_j$ that lies on a single subcompact $K_m$. If $M_j$ has nontrivial (positive measure) intersection with
k > 1 subcompacts $K_{m_1}, \ldots, K_{m_k}$, we split it into k subarcs $M_j \cap K_{m_i}, i = 1, \ldots, k$. The obtained partition $P_N$ of $K$ consists of $l_N \leq N + s$ elements of partition $V_{j,N}$, each with $\lambda$-measure not exceeding $\frac{1}{N}$ and with diameter not exceeding $\frac{L}{N}$. Thus, the constructed partition satisfies property (P2). The monotonicity of the partition is clear from the construction.

**Lemma 4.7** Let $\mu \in B_R(K)$. Then $\mu \leq R\lambda$ if and only if there exist numbers $0 \leq m_{j,N} \leq R, 1 \leq j \leq l_N$, such that the sequence of discrete measures $\mu_N = \frac{1}{l_N} \sum_{j=1}^{l_N} m_{j,N} \delta_{x_{j,N}}$ converges in the weak-star topology to $\mu$ as $N$ tends to infinity.

**Proof** Assume first that $\mu$ is the weak-star limit of $\mu_N = \frac{1}{l_N} \sum_{j=1}^{l_N} m_{j,N} \delta_{x_{j,N}}$, with $0 \leq m_{j,N} \leq R$ for all $j$. Then

$$\frac{1}{R} \mu_N = \frac{1}{R l_N} \sum_{j=1}^{l_N} m_{j,N} \delta_{x_{j,N}} \leq \frac{1}{l_N} \sum_{j=1}^{l_N} \delta_{x_{j,N}} = \lambda_N.$$ 

So for every $h \in C(K), h \geq 0$, we have

$$\int h \, d\left(\lambda_N - \frac{1}{R} \mu_N\right) \geq 0$$

and so

$$0 \leq \int h \, d\left(\lambda - \frac{1}{R} \mu\right) = \lim_{N \to \infty} \int h \, d\left(\lambda_N - \frac{1}{R} \mu_N\right).$$

Let $\eta = \lambda - \frac{1}{R} \mu$. Since $\eta$ is a finite measure, the map $h \mapsto \int h \, d\eta$ is a bounded and positive linear functional on the space $C(K)$. By the Riesz representation theorems for such functionals, we deduce that $\eta \geq 0$, i.e., $\mu \leq R\lambda$.

Now assume that $\tau := \frac{\mu}{R} \leq \lambda$, where $\mu \in B_R(K)$. Then, by property (P2), we have $\tau(V_{j,N}) \leq \lambda(V_{j,N}) \leq 1/N$ for every $1 \leq j \leq l_N$. Let $m_{j,N} := N\mu(V_{j,N}) = RN\tau(V_{j,N}) \in [0, R], 1 \leq j \leq l_N$, and let us show that $\mu$ is the weak-star limit of the sequence of measures $\mu_N = \frac{1}{l_N} \sum_{j=1}^{l_N} m_{j,N} \delta_{x_{j,N}}$. Let $h \in C(K)$, with modulus of continuity

$$\omega(h; t) := \sup \{|h(x) - h(y)| : |x - y| \leq t, \ x, y \in K\}$$

and let $\|h\|_K = \max_{x \in K} |h(x)|$.

We have
\[
\left| \int_K h \, d\mu_N - \int_K h \, d\mu \right| = \left| \sum_{j=1}^{l_N} \frac{m_{j,N}}{l_N} h(x_{j,N}) - \sum_{j=1}^{l_N} \int_{V_{j,N}} h \, d\mu \right|
\]
\[
= \left| \frac{N}{l_N} \sum_{j=1}^{l_N} \frac{m_{j,N}}{N} h(x_{j,N}) - \frac{N}{l_N} \sum_{j=1}^{l_N} \int_{V_{j,N}} l_N \, d\mu \right|
\]
\[
= \left| \frac{N}{l_N} \sum_{j=1}^{l_N} \int_{V_{j,N}} (h(x_{j,N}) - \frac{N}{N} h(z)) \, d\mu(z) \right|
\]
\[
\leq \frac{N}{l_N} \sum_{j=1}^{l_N} \int_{V_{j,N}} |h(x_{j,N}) - \frac{N}{N} h(z)| \, d\mu(z).
\]

Recall that \( x_{j,N} \in V_{j,N} \) for all \( j \). Therefore for \( z \in V_{j,N} \) we have
\[
|h(x_{j,N}) - \frac{N}{N} h(z)| \leq |h(x_{j,N}) - h(z)| + |1 - \frac{N}{N}| \|h\|_K
\]
\[
\leq \omega(h; \kappa_N) + |1 - \frac{N}{N}| \|h\|_K
\]
where we used \( \text{diam}(V_{j,N}) \leq \kappa_N \). Since \( \mu(V_{j,N}) \leq R/N \), we conclude that
\[
\left| \int_K h \, d\mu_N - \int_K h \, d\mu \right| \leq \frac{N}{l_N} \sum_{j=1}^{l_N} \left( \omega(h; \kappa_N) + |1 - \frac{N}{N}| \|h\|_K \right) \mu(V_{j,N})
\]
\[
\leq R \left( \omega(h; \kappa_N) + |1 - \frac{N}{N}| \|h\|_K \right)
\]
and this expression approaches zero as \( N \) tends to infinity. \( \square \)

**Remark 4.8** Properties (P3) and (P4) are clearly not needed in Lemma 4.7.

Recall the definitions of the constants \( v_{f,\lambda} \) and \( d_N \), see (1.4) and (1.11).

**Proposition 4.9** We have
\[
\liminf_{N \to \infty} \frac{d_N}{N^2} \geq v_{f,\lambda}.
\] (4.2)

**Proof** For each \( N \geq 1 \), let \( [\hat{m}_{j,N}]_{1 \leq j \leq l_N} \subset [0, R] \) be such that
\[
d_N = E_{l_N, f}(x_{1,N}, \ldots, x_{l_N,N}, \hat{m}_{1,N}, \ldots, \hat{m}_{l_N,N})
\]
holds, and let
\[
\mu_N := \frac{1}{l_N} \sum_{j=1}^{l_N} \hat{m}_{j,N} \delta_{x_{j,N}}.
\]
By (1.8) and (1.12), the sequence \( \left( \frac{d_N}{N^2} \right) \) is bounded. Let \( \left( \frac{d_{N_k}}{N_k^2} \right) \) be a convergent subsequence. The corresponding sequence \( (\mu_{N_k}) \) has a weak-star convergent subsequence with limit \( \mu \in B_R(K) \), and by Lemma 4.7 we also have \( \mu \leq R\lambda \). For simplicity, the convergent subsequence of \( (\mu_{N_k}) \) will be denoted again as \( (\mu_{N_k}) \). If \( g_M \) is the truncated Green kernel (2.14), then arguing as in (2.18) we obtain

\[
\int \int g_M(z, \xi) \, d\mu(z) \, d\mu(\xi) + 2 \int f \, d\mu \leq \lim_{k \to \infty} \frac{d_{N_k}}{N_k^2},
\]

and letting \( M \to \infty \) we get

\[
v_{f, \lambda} \leq J_f(\mu) \leq \lim_{k \to \infty} \frac{d_{N_k}}{N_k^2}.
\]

\[\square\]

**Remark 4.10** By the same argument used to prove (vi) in Theorem 2.2, we can say that if \( (\hat{m}_{1,N}, \hat{m}_{2,N}, \ldots, \hat{m}_{l_N,N}) \in [0, R]^{l_N} \) is an optimal configuration of masses for (1.11), and \( 0 < \hat{m}_{i,N} < R \) for some \( 1 \leq i \leq l_N \), then \( f(x_{i,N}) \) is finite and

\[
\sum_{j=1}^{l_N} \hat{m}_{j,N} g(x_{i,N}, x_{j,N}) = -l_N f(x_{i,N}).
\]

Thus, if \( 0 < \hat{m}_{i,N} < R \) for all \( 1 \leq i \leq l_N \), then for the vector \( \hat{v} := (\hat{m}_{1,N} \hat{m}_{2,N} \ldots \hat{m}_{l_N,N})^t \) we have

\[
G_N \hat{v} = \hat{F}_N
\]

where \( G_N \) is the \( l_N \times l_N \) symmetric matrix with entries

\[
G_N(i, j) = \begin{cases} g(x_{i,N}, x_{j,N}), & i \neq j, \\ 0, & i = j, \end{cases}
\]

and \( \hat{F}_N \) is the column vector \( \hat{F}_N = -N(f(x_{1,N}) f(x_{2,N}) \ldots f(x_{l_N,N}))^t \). Thus, if \( G_N \) is invertible then \( \hat{v} = G_N^{-1} \hat{F}_N \).

The following three lemmas are preparatory for the proof of Theorem 1.2.

**Lemma 4.11** The function

\[
h(z, t) := \begin{cases} g(z, t) - \log \frac{1}{|z-t|} & \text{if } z \neq t \\ \lim_{w \to t} (g(w, t) - \log \frac{1}{|w-t|}) & \text{if } z = t \end{cases}
\]

is continuous on \( (D \setminus [\infty]) \times (D \setminus [\infty]) \).
**Proof** Assume first that \( z_0, t_0 \) are distinct points in \( D \setminus \{ \infty \} \). Let \( r > 0 \) be such that the disks \( B(z_0, r) \) and \( B(t_0, r) \) are disjoint and are contained in \( D \), and let us show that \( g(z, t) \to g(z_0, t_0) \) as \( (z, t) \to (z_0, t_0) \). It is obvious that \( g(z_0, t) = g(t, z_0) \to g(t_0, z_0) = g(z_0, t_0) \) as \( t \to t_0 \). For a fixed \( t \in B(t_0, r) \), applying Harnack’s inequality to the function \( z \mapsto g(z, t) \) on \( B(z_0, r) \), we get

\[
\frac{r - |z - z_0|}{r + |z - z_0|} g(z_0, t) \leq g(z, t) \leq \frac{r + |z - z_0|}{r - |z - z_0|} g(z_0, t), \quad z \in B(z_0, r),
\]

and from this we obtain that \( g(z, t) - g(z_0, t) \to 0 \) as \( (z, t) \to (z_0, t_0) \). This proves the continuity of \( h \) at \( (z_0, t_0) \) when \( z_0 \neq t_0 \).

Assume now that \( z_0 = t_0 \). Fix \( t \) such that \( |t - z_0| < \frac{r}{2} \). The function \( z \mapsto h(z, t) \) is harmonic in \( D \setminus \{ \infty \} \), so

\[
\inf_{z \in B(z_0, r)} h(z, t) = h(z_t, t)
\]

for some \( z_t \) such that \( |z_t - z_0| = r \). Therefore

\[
\inf_{z \in B(z_0, r)} h(z, t) = g(z_t, t) + \log |z_t - t| > \log(r/2).
\]

Applying Harnack’s inequality to the positive harmonic function \( z \mapsto h(z, t) - \log(r/2) \) on \( B(z_0, r) \), we deduce that

\[
- \frac{2|z - z_0|}{r + |z - z_0|} (h(z_0, t) - \log(r/2)) \leq h(z, t) - h(z_0, t) \leq \frac{2|z - z_0|}{r - |z - z_0|} (h(z_0, t) - \log(r/2))
\]

for all \( z \in B(z_0, r), t \in B(z_0, r/2) \). It is clear that \( h(z_0, t) \to h(z_0, z_0) \) as \( t \to z_0 \), so (4.3) implies the continuity of \( h \) at \( (z_0, z_0) \).

We deduce from the previous result that for any compact set \( B \subset D \setminus \{ \infty \} \), the Green function \( g(z, \zeta) \) for \( D \) admits the form

\[
g(z, \zeta) = \log \frac{1}{|z - \zeta|} + h(z, \zeta), \quad (z, \zeta) \in B \times B,
\]

where \( h(z, \zeta) \) is continuous on \( B \times B \).

**Lemma 4.12** Assume that \( K \subset D \setminus \{ \infty \} \) and the external field \( f \) is continuous on \( K \). Suppose that for each \( N \geq 1 \), there exist constants \( \{ m_j, N \}_{j=1}^N \subset [0, R] \) such that the sequence of measures \( \mu_N := \frac{1}{N} \sum_{j=1}^N \delta_{x_{N, j}} \) converges in the weak-star topology to the minimizer \( \mu_* \) and we have

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{1 \leq i \neq j \leq N} m_{i, N} m_{j, N} \log \frac{1}{|x_{i, N} - x_{j, N}|} = \iint \log \frac{1}{|z - \zeta|} d\mu_*^z(z) d\mu_*^\zeta(\zeta).
\]

(4.5)
Then
\[
\lim_{N \to \infty} \frac{d_N}{N^2} = v_{f, \lambda}.
\] (4.6)

Additionally, if \( \{ \hat{m}_{j,N} \}_{j=1}^{l_N} \subset [0, R] \) is a collection of numbers such that
\[
d_N = E_{l_N,f}(x_{1,N}, \ldots, x_{l_N,N}, \hat{m}_{1,N}, \ldots, \hat{m}_{l_N,N}), \quad \text{for all } N \geq 1,
\] (4.7)
then the sequence of measures \( \frac{1}{l_N} \sum_{j=1}^{l_N} \delta_{x_{j,N}} \) converges in the weak-star topology to \( \mu^*_\lambda \).

**Proof** In virtue of (4.4), we have
\[
g(z, \zeta) = \log \frac{1}{|z - \zeta|} + h(z, \zeta), \quad (z, \zeta) \in K \times K,
\] (4.8)
where \( h(z, \zeta) \) is continuous. Hence
\[
\lim_{N \to \infty} \int \int h(z, \zeta) \, d\mu_N(z) \, d\mu_N(\zeta) = \int \int h(z, \zeta) \, d\mu^*_\lambda(z) \, d\mu^*_\lambda(\zeta),
\]
which is clearly equivalent to
\[
\lim_{N \to \infty} \frac{1}{l_N^2} \sum_{1 \leq i \neq j \leq l_N} m_{i,N} m_{j,N} h(x_{i,N}, x_{j,N}) = \int \int h(z, \zeta) \, d\mu^*_\lambda(z) \, d\mu^*_\lambda(\zeta).
\] (4.9)

Since \( f \) is continuous on \( K \), we have
\[
\lim_{N \to \infty} \int f \, d\mu_N = \lim_{N \to \infty} \frac{1}{l_N} \sum_{i=1}^{l_N} m_{i,N} f(x_{i,N}) = \int f \, d\mu^*_\lambda.
\] (4.10)

We deduce from (4.8), (4.5), (4.9), and (4.10) that
\[
\lim_{N \to \infty} \frac{E_{l_N,f}(x_{1,N}, \ldots, x_{l_N,N}, m_{1,N}, \ldots, m_{l_N,N})}{N^2} = J_f(\mu^*_\lambda) = v_{f, \lambda}.
\] (4.11)

Since \( d_N \leq E_{l_N,f}(x_{1,N}, \ldots, x_{l_N,N}, m_{1,N}, \ldots, m_{l_N,N}) \), from (4.11) we get \( \limsup_{N \to \infty} d_N / N^2 \leq v_{f, \lambda} \), which together with (4.2) implies (4.6).

Now assume that (4.7) holds for some numbers \( \{ \hat{m}_{j,N} \}_{j=1}^{l_N} \subset [0, R] \), and let us show that \( \tau_N := \frac{1}{l_N} \sum_{j=1}^{l_N} \delta_{x_{j,N}} \) converges to \( \mu^*_\lambda \). Let \( \tau \) be a weak-star limit point of the sequence \( (\tau_N) \), and let \( (\tau_{N_k}) \) be a subsequence converging to \( \tau \). Then, for each \( M > 0 \) fixed, since \( f \) is continuous, arguing as in (2.17) we obtain
\begin{align*}
\int\int g_M(z, \zeta) \, d\tau(z) \, d\tau(\zeta) + 2 \int f \, d\tau
&= \lim_{k \to \infty} \left( \int\int g_M(z, \zeta) \, d\tau_{N_k}(z) \, d\tau_{N_k}(\zeta) + 2 \int f \, d\tau_{N_k} \right) \\
&\leq \lim_{k \to \infty} \left( \frac{E_{l_{N_k}, f}(x_{1,N_k}, \ldots, x_{l_{N_k}, N_k}, \tilde{m}_{l_{N_k}, N_k}, \ldots, \tilde{m}_{l_{N_k}, N_k})}{N_k^2} + O(N_k^{-1}) \right) \\
&= \lim_{k \to \infty} \frac{d_{N_k}}{N_k^2} = v_{f, \lambda}.
\end{align*}

So

\begin{align*}
\int\int g_M(z, \zeta) \, d\tau(z) \, d\tau(\zeta) + 2 \int f \, d\tau \leq v_{f, \lambda}, \quad \text{for all } M > 0.
\end{align*}

Letting \( M \to \infty \) we get \( J_f(\tau) \leq v_{f, \lambda} \), so \( J_f(\tau) = v_{f, \lambda} \). By the uniqueness of the minimizer, we obtain \( \tau = \mu^{*}_{\lambda} \). Since any weak-star limit point of \((\tau_N)\) equals \( \mu^{*}_{\lambda} \), the sequence \((\tau_N)\) converges to \( \mu^{*}_{\lambda} \). \( \square \)

**Lemma 4.13** If the logarithmic potential \( U^\lambda \) of the reference measure \( \lambda \) in property (P1) is continuous on \( K \), then we have

\begin{equation}
\lim_{\epsilon \to 0} \sup_{x \in K} \int_{\{t \in K : |x-t| < \epsilon\}} \log \frac{1}{|x-t|} \, d\lambda(t) = 0. \tag{4.12}
\end{equation}

**Proof** Assume that \( U^\lambda \) is continuous on \( K \) and (4.12) does not hold. Then there exist \( \delta > 0 \) and sequences \( \epsilon_n \downarrow 0 \) and \((x_n)_{n=1}^{\infty} \subset K \) such that

\begin{equation}
\int_{\{t \in K : |x_n-t| < \epsilon_n\}} \log \frac{1}{|x_n-t|} \, d\lambda(t) \geq \delta, \quad \text{for all } n \geq 1. \tag{4.13}
\end{equation}

We may assume without loss of generality that the sequence \((x_n)\) converges to a point \( x \in K \). Consider the sequence of positive measures \( \lambda_n \), obtained by restricting \( \lambda \):

\begin{equation*}
\lambda_n = \lambda_{\{t \in K : |t-x_n| \geq \epsilon_n\}}.
\end{equation*}

For any continuous function \( h \in C(K) \), we have

\begin{equation}
\left| \int_K h \, d\lambda_n - \int_K h \, d\lambda \right| \leq \|h\|_{L^1} \lambda_{\{t \in K : |t-x| \leq \epsilon_n + |x_n-x|\}}. \tag{4.14}
\end{equation}

Since \( \lambda \) cannot have an atom at \( x \) due to the continuity of \( U^\lambda \), it follows that the right-hand side of (4.14) approaches zero, and so \( \lambda_n \) converges to \( \lambda \) in the weak-star topology.

The condition (4.13) is equivalent to

\begin{equation}
U^\lambda(x_n) - U^{\lambda_n}(x_n) \geq \delta, \tag{4.15}
\end{equation}

and by the principle of descent (cf. Theorem 1.3 in [10]) we have
\[
\liminf_{n \to \infty} U^{\lambda_n}(x_n) \geq U^{\lambda}(x),
\]
which contradicts (4.15). \qed

**Proof of Theorem 1.2** From the proof of Lemma 4.7, we know that if we take \( m_{j,N} \) defined by
\[
\mu_N := \frac{1}{l_N} \sum_{j=1}^{l_N} m_{j,N} \delta_{x_{j,N}}
\]
converges to \( \mu^*_\lambda \) in the weak-star topology. So it follows from Lemma 4.12 that (1.13) and the convergence of \( \hat{\mu}_N \) to \( \mu^*_\lambda \) will be justified if we prove
\[
\lim_{N \to \infty} \log \frac{1}{|x_{j,N} - t|} d\mu^*_\lambda(t).
\]

By assumption, the logarithmic potential \( U^{\lambda}(z) \) of the reference measure \( \lambda \) is continuous on \( K \). Since \( \mu^*_\lambda \leq R \lambda \), this implies by Lemma 5.2 in [7] that \( U^{\mu^*_\lambda}(z) \) is also continuous on \( K \). So we have
\[
\lim_{N \to \infty} \int U^{\mu^*_\lambda}(z) d\mu_N(z) = \int U^{\mu^*_\lambda}(z) d\mu^*_\lambda(z),
\]
equivalently
\[
\lim_{N \to \infty} \frac{1}{l_N} \sum_{j=1}^{l_N} m_{j,N} U^{\mu^*_\lambda}(x_{j,N}) = \lim_{N \to \infty} \frac{1}{l_N} \sum_{j=1}^{l_N} m_{j,N} \int \log \frac{1}{|x_{j,N} - t|} d\mu^*_\lambda(t)
\]
\[
= \int \int \log \frac{1}{|z - t|} d\mu^*_\lambda(z) d\mu^*_\lambda(t).
\]
The function \( \frac{1}{|x_{j,N} - t|} \) is integrable with respect to \( \mu^*_\lambda \), and since \( V_{1,N}, \ldots, V_{l_N,N} \) is a partition of \( K \), we have
\[
\int \log \frac{1}{|x_{j,N} - t|} d\mu^*_\lambda(t) = \sum_{i=1}^{l_N} \int_{V_{i,N}} \log \frac{1}{|x_{j,N} - t|} d\mu^*_\lambda(t).
\]
So we have
\[
\lim_{N \to \infty} \frac{1}{l_N} \sum_{1 \leq i, j \leq l_N} m_{j,N} \int_{V_{i,N}} \log \frac{1}{|x_{j,N} - t|} d\mu^*_\lambda(t) = \int \int \log \frac{1}{|z - t|} d\mu^*_\lambda(z) d\mu^*_\lambda(t).
\]
(4.17)
Let
\[ u_N := \frac{1}{l_N^2} \sum_{1 \leq i \neq j \leq l_N} m_{i,N} m_{j,N} \log \frac{1}{|x_{i,N} - x_{j,N}|}, \]
\[ v_N := \frac{1}{l_N} \sum_{1 \leq i \leq l_N} m_{j,N} \int_{V_{i,N}} \log \frac{1}{|x_{j,N} - t|} d\mu^*_\lambda(t). \]

Then, from (4.17) we deduce that the proof of (4.16) will be finished if we justify the limit
\[ \lim_{N \to \infty} (u_N - v_N) = 0. \] (4.18)

We have \( K \subset \Gamma \), so it is clear that we may assume that the points \( x_{i,N} \in V_{i,N} \) are labeled so that
\[ x_{i,N} = \gamma(s_{i,N}), \quad s_{i,N} \in [a, b], \]
\[ s_{i,N} < s_{i+1,N}, \quad \text{for all} \ 1 \leq i \leq l_N - 1. \]

We write
\[ u_N = u_{N,1} + u_{N,2} \]
where
\[ u_{N,1} = \frac{1}{l_N^2} \sum_{|i-j| \geq 3} m_{i,N} m_{j,N} \log \frac{1}{|x_{i,N} - x_{j,N}|}, \]
\[ u_{N,2} = \frac{1}{l_N^2} \sum_{1 \leq |i-j| \leq 2} m_{i,N} m_{j,N} \log \frac{1}{|x_{i,N} - x_{j,N}|}. \]

By property (P3), we have
\[ \log \frac{1}{\text{diam}(K)} \leq \log \frac{1}{|x_{i,N} - x_{j,N}|} \leq \log(N/C), \quad i \neq j, \]
which clearly implies
\[ \lim_{N \to \infty} u_{N,2} = 0. \]

We also use the decomposition
\[ u_N = u_{N,1} + u_{N,2} \]
where
\[ v_{N,1} = \frac{1}{l_N} \sum_{|i-j| \geq 3} m_{j,N} \int_{V_{i,N}} \log \frac{1}{|x_{j,N} - t|} d\mu^*_\lambda(t), \]
\[ v_{N,2} = \frac{1}{l_N} \sum_{0 \leq |i-j| \leq 2} m_{j,N} \int_{V_{i,N}} \frac{1}{|x_{j,N} - t|} \, d\mu^*_\lambda(t). \]

Our next step is to prove
\[ \lim_{N \to \infty} v_{N,2} = 0. \quad (4.19) \]

First we handle the terms in \( v_{N,2} \) with \( i = j \). By property (P2), \( \text{diam}(V_{j,N}) \leq \kappa_N \) for all \( j \) and \( \lim_{N \to \infty} \kappa_N = 0 \). So for all \( N \) large enough (\( \kappa_N < 1 \) suffices), using \( \mu^*_\lambda \leq R\lambda \) we get
\[
0 \leq \frac{1}{R} \int_{V_{j,N}} \log \frac{1}{|x_{j,N} - t|} \, d\mu^*_\lambda(t) \leq \int_{V_{j,N}} \log \frac{1}{|x_{j,N} - t|} \, d\lambda(t)
\]
\[
\leq \sup_{x \in K} \int_{\{t \in K : |t-x| \leq \kappa_N\}} \log \frac{1}{|x - t|} \, d\lambda(t),
\]
valid for all \( 1 \leq j \leq l_N \), so by (4.12) we obtain
\[ \lim_{N \to \infty} \frac{1}{l_N} \sum_{j=1}^{l_N} m_{j,N} \int_{V_{j,N}} \log \frac{1}{|x_{j,N} - t|} \, d\mu^*_\lambda(t) = 0. \quad (4.20) \]

Let \( W_{i,N} := \text{Co}(\gamma^{-1}(V_{i,N})) = [\alpha_i,N, \beta_i,N] \) be the closed convex hull of \( \gamma^{-1}(V_{i,N}) \subset [a, b] \). We claim that \( \gamma(\alpha_i,N), \gamma(\beta_i,N) \in V_{i,N} \subset K \). Indeed, if \( \alpha_i,N = \beta_i,N \), then \( \{\alpha_i,N\} = \gamma^{-1}(V_{i,N}) \subset \gamma^{-1}(K) \) and the claim is trivially true. Suppose that \( \alpha_i,N < \beta_i,N \). Then for every \( \epsilon > 0 \) such that \( \alpha_i,N < \alpha_i,N + \epsilon < \beta_i,N \), we must have \( [\alpha_i,N, \alpha_i,N + \epsilon) \cap \gamma^{-1}(V_{i,N}) \neq \emptyset \), otherwise we have \( \gamma^{-1}(V_{i,N}) \subset [\alpha_i,N + \epsilon, \beta_i,N) \), which contradicts the definition of \( W_{i,N} \). So there exists a sequence of points in \( \gamma^{-1}(V_{i,N}) \) that converges to \( \alpha_i,N \), therefore \( \gamma(\alpha_i,N) \in V_{i,N} \subset K \). In a similar way we show that \( \gamma(\beta_i,N) \in V_{i,N} \subset K \).

Assume that \( 1 \leq |i-j| \leq 2 \). Recall that \( \gamma(s_{j,N}) = x_{j,N} \in V_{j,N} \) and by assumption we have \( \text{Co}(\gamma^{-1}(V_{j,N})) \cap \text{Co}(\gamma^{-1}(V_{i,N})) = \emptyset \). So the point \( s_{j,N} \) satisfies either \( s_{j,N} \leq \alpha_i,N \) or \( s_{j,N} \geq \beta_i,N \). Suppose first that \( s_{j,N} \leq \alpha_i,N \). Take an arbitrary \( s \in W_{i,N} \), and let \( y := \gamma(s) \in \Gamma \). Let \( \rho > 0 \) be the constant in the local monotonicity property of \( \Gamma \) (see paragraph before Theorem 1.2). Let \( I_y \) be the interval satisfying \( \gamma(I_y) = B(y, \rho) \cap \Gamma \). Observe that \( s_{j,N} \leq \alpha_i,N \leq s \). If \( s_{j,N} \notin I_y \), then it is easy to see that
\[
|x_{j,N} - y| = |\gamma(s_{j,N}) - y| \geq \rho.
\]
If \( s_{j,N} \in I_y \), then by the local monotonicity property of the parametrization we have
\[
|x_{j,N} - y| = |\gamma(s_{j,N}) - y| \geq |\gamma(\alpha_i,N) - y|.
\]
So we conclude that
\[
|x_{j,N} - y| \geq \min\{\rho, |\gamma(\alpha_i,N) - y|\} \quad \text{for all } y \in V_{i,N}.
\]
This implies
\[
\log \frac{1}{\text{diam}(K)} \leq \log \frac{1}{|x_{j,N} - t|} \leq \log \left( \frac{1}{\min\{\rho, |\gamma(\alpha_{i,N}) - t|\}} \right), \quad t \in V_{i,N}.
\]

If now \( N \) is large enough so that \( \kappa_N < \min\{\rho, 1\} \), then \( \text{diam}(V_{i,N}) < \rho \) and therefore we have \( |\gamma(\alpha_{i,N}) - t| < \rho \) for all \( t \in V_{i,N} \). So for all \( N \) large enough such that \( \kappa_N < \min\{\rho, 1\} \), we have
\[
\log \frac{1}{\text{diam}(K)} \leq \log \frac{1}{|x_{j,N} - t|} \leq \log \frac{1}{|\gamma(\alpha_{i,N}) - t|}, \quad t \in V_{i,N},
\]
and using again \( \mu^*_\lambda \leq R \lambda \) we obtain
\[
\mu^*_\lambda(V_{i,N}) \log \frac{1}{\text{diam}(K)} \leq \int_{V_{i,N}} \log \frac{1}{|x_{j,N} - t|} \, d\mu^*_\lambda(t)
\leq \int_{V_{i,N}} \log \frac{1}{|\gamma(\alpha_{i,N}) - t|} \, d\mu^*_\lambda(t)
\leq R \int_{V_{i,N}} \log \frac{1}{|\gamma(\alpha_{i,N}) - t|} \, d\lambda(t)
\leq R \sup_{x \in K} \int_{\{t \in K : |t - x| \leq \kappa_N\}} \log \frac{1}{|x - t|} \, d\lambda(t).
\]

The same estimate is valid if \( s_{j,N} \geq \beta_{i,N} \) (using \( \beta_{i,N} \) instead of \( \alpha_{i,N} \) in the argument). So from (4.12) we deduce that
\[
\lim_{N \to \infty} \frac{1}{l_N} \sum_{1 \leq |i - j| \leq 2} m_{j,N} \int_{V_{i,N}} \log \frac{1}{|x_{j,N} - t|} \, d\mu^*_\lambda(t) = 0. \tag{4.21}
\]

We conclude from (4.20) and (4.21) that (4.19) holds. So (4.18) will be justified if we prove
\[
\lim_{N \to \infty} \left( \frac{l_N}{N} u_{N,1} - v_{N,1} \right) = 0. \tag{4.22}
\]

We have
\[
\left| \frac{l_N}{N} u_{N,1} - v_{N,1} \right| \leq \frac{1}{l_N} \sum_{j=1}^{l_N} m_{j,N} \left( \sum_{i:|i-j| \geq 3} \frac{m_{i,N}}{N} \log \frac{1}{|x_{i,N} - x_{j,N}|} \right.
- \left. \int_{V_{i,N}} \log \frac{1}{|x_{j,N} - t|} \, d\mu^*_\lambda(t) \right). \tag{4.23}
\]

The intervals \( \text{Co}(\gamma^{-1}(V_{i,N})) \) and \( \text{Co}(\gamma^{-1}(V_{i+1,N})) \) are disjoint, they contain the points \( s_{i,N} \) and \( s_{i+1,N} \) respectively, and \( s_{i,N} < s_{i+1,N} \). It follows that the intervals
$W_{i,N}$ and $W_{i+1,N}$ have at most one endpoint in common and $W_{i,N}$ is located to the left of $W_{i+1,N}$. This implies $\beta_{i,N} \leq s_{i+1,N}$ and $s_{i,N} \leq \alpha_{i+1,N}$ for all $i$. Then $\beta_{i,N} \leq s_{i+1,N} < s_{i+2,N} \leq \alpha_{i+3,N}$ and therefore the intervals $W_{i,N} = [\alpha_{i,N}, \beta_{i,N}]$ and $W_{i+3,N} = [\alpha_{i+3,N}, \beta_{i+3,N}]$ are disjoint.

Suppose now that $|i - j| \geq 3$. Since the intervals $W_{i,N}$ and $W_{j,N}$ are disjoint, the function $\log \frac{1}{|x_{j,N} - \gamma(s)|}$ is continuous on the segment $W_{i,N}$. Therefore

$$\mu_{\lambda}^*(V_{i,N}) \min_{s \in W_{i,N}} \log \frac{1}{|x_{j,N} - \gamma(s)|} \leq \int_{V_{i,N}} \log \frac{1}{|x_{j,N} - t|} \, d\mu_{\lambda}^*(t) \leq \mu_{\lambda}^*(V_{i,N}) \max_{s \in W_{i,N}} \log \frac{1}{|x_{j,N} - \gamma(s)|}$$

hence there exists $\xi_{i,N} \in W_{i,N}$ such that

$$\int_{V_{i,N}} \log \frac{1}{|x_{j,N} - t|} \, d\mu_{\lambda}^*(t) = \mu_{\lambda}^*(V_{i,N}) \log \frac{1}{|x_{j,N} - \gamma(\xi_{i,N})|} = \frac{m_{i,N}}{N} \log \frac{1}{|x_{j,N} - \gamma(\xi_{i,N})|}.$$ 

Therefore we obtain

$$\frac{m_{i,N}}{N} \log \frac{1}{|x_{i,N} - x_{j,N}|} - \int_{V_{i,N}} \log \frac{1}{|x_{j,N} - t|} \, d\mu_{\lambda}^*(t) \leq \frac{m_{i,N}}{N} \log \left( \frac{|x_{j,N} - \gamma(\xi_{i,N})|}{|x_{j,N} - x_{i,N}|} \right) \leq \frac{R}{N} \log \left( \frac{|x_{j,N} - \gamma(\xi_{i,N})|}{|x_{j,N} - \gamma(s_{i,N})|} \right).$$

(4.24)

Fix $1 \leq j \leq l_N$. Let $I_j$ be the subinterval of $[a, b]$ such that $\gamma(I_j) = B(x_{j,N}, \rho) \cap \Gamma$. We define the following collections of indices:

$$\Delta_{j,1} := \{1 \leq i \leq l_N : |i - j| \geq 3, \ W_{i,N} \subset I_j\},$$

$$\Delta_{j,2} := \{1 \leq i \leq l_N : |i - j| \geq 3, \ W_{i,N} \nsubseteq I_j\}.$$ 

Obviously $\Delta_{j,1}$ and $\Delta_{j,2}$ depend on $N$ but we omit this index in the notation. Suppose that $i \in \Delta_{j,1}$. Since $s_{i,N}, \xi_{i,N} \in W_{i,N} = [\alpha_{i,N}, \beta_{i,N}] \subset I_j$ and $W_{i,N}$ is completely located either to the left or to the right of the point $s_{j,N}$, by the monotonicity of the function $r \mapsto |\gamma(r) - x_{j,N}|$, $r \in W_{i,N}$, we obtain

$$\log \left( \frac{|x_{j,N} - \gamma(\xi_{i,N})|}{|x_{j,N} - \gamma(s_{i,N})|} \right) \leq \log \left( \frac{|x_{j,N} - \gamma(\alpha_{i,N})|}{|x_{j,N} - \gamma(\beta_{i,N})|} \right), \quad i \in \Delta_{j,1}, \ i < j,$$

(4.25)
\[
\log \left( \frac{|x_{j,N} - \gamma(\xi_i,N)|}{|x_{j,N} - \gamma(\xi_j,N)|} \right) \leq \log \left( \frac{|x_{j,N} - \gamma(\beta_i,N)|}{|x_{j,N} - \gamma(\alpha_i,N)|} \right), \quad i \in \Delta_{j,1}, \quad i > j.
\]

So from (4.24), (4.25), and (4.26) we deduce that

\[
\sum_{i \in \Delta_{j,1}} \frac{|m_{i,N}|}{|N|} \log \frac{1}{|x_{i,N} - x_{j,N}|} - \int_{V_{i,N}} \log \frac{1}{|x_{j,N} - t|} d\mu_\lambda^*(t) \\
\quad \leq \sum_{i \in \Delta_{j,1}} \frac{R}{|N|} \log \left( \frac{|x_{j,N} - \gamma(\alpha_i,N)|}{|x_{j,N} - \gamma(\beta_i,N)|} \right) + \sum_{i \in \Delta_{j,1}} \frac{R}{|N|} \log \left( \frac{|x_{j,N} - \gamma(\beta_i,N)|}{|x_{j,N} - \gamma(\alpha_i,N)|} \right).
\]

If \(i_1 = \min\{i \in \Delta_{j,1}, i < j\}\) and \(i_2 = \max\{i \in \Delta_{j,1}, i < j\}\), then by the monotonicity of the logarithm we obtain

\[
\sum_{i \in \Delta_{j,1}} \log \left( \frac{|x_{j,N} - \gamma(\alpha_i,N)|}{|x_{j,N} - \gamma(\beta_i,N)|} \right) \leq \log \left( \frac{|x_{j,N} - \gamma(\beta_i,N)|}{|x_{j,N} - \gamma(\alpha_i,N)|} \right) \leq \log \left( \frac{\text{diam}(\Gamma)N}{C} \right)
\]

where in the last inequality we used

\[
|x_{j,N} - \gamma(\beta_i,N)| \geq |x_{j,N} - x_{j-1,N}| \geq \frac{C}{N},
\]

and \(C\) is the constant in (P3). In the same manner we can show that

\[
\sum_{i \in \Delta_{j,1}} \log \left( \frac{|x_{j,N} - \gamma(\beta_i,N)|}{|x_{j,N} - \gamma(\alpha_i,N)|} \right) \leq \log \left( \frac{\text{diam}(\Gamma)N}{C} \right).
\]

We conclude that

\[
\sum_{i \in \Delta_{j,1}} \left[ \frac{|m_{i,N}|}{|N|} \log \frac{1}{|x_{i,N} - x_{j,N}|} - \int_{V_{i,N}} \log \frac{1}{|x_{j,N} - t|} d\mu_\lambda^*(t) \right] \leq \frac{2R}{|N|} \log \left( \frac{\text{diam}(\Gamma)N}{C} \right).
\]

Note that this bound is valid for all \(1 \leq j \leq l_N\).

Now we analyze the expression on the right-hand side of (4.24) for an index \(i \in \Delta_{j,2}\). Let \(i \in \Delta_{j,2}\), and let \(N\) be large enough so that \(x_N < \rho/3\). Since \(W_{i,N} \notin I_j\), it is easy to see that there exists a point \(s_{i,N}^* \in W_{i,N}\) such that

\[
|\gamma(s_{i,N}^*) - x_{j,N}| \geq \rho.
\]

We have either \(|x_{j,N} - \gamma(\xi_i,N)| \geq |x_{j,N} - \gamma(s_{i,N})|\) or \(|x_{j,N} - \gamma(\xi_i,N)| < |x_{j,N} - \gamma(s_{i,N})|\). Suppose that the former inequality is true. Then applying the triangle inequality we obtain
where in the last step we used the inequality \( \log(1 + x) \leq x \) for \( x \geq 0 \). Since \( \text{diam}(V_{i,N}) \leq \kappa_N < \rho/3 \) and \( x_{i,N} = \gamma(s_{i,N}) \in V_{i,N} \), we have

\[
V_{i,N} \subset B(x_{i,N}, \rho/3).
\]

Since

\[
\gamma(\alpha_{i,N}), \gamma(\beta_{i,N}) \in \overline{V_{i,N}} \subset B(x_{i,N}, \rho),
\]

it follows that

\[
\gamma(\alpha_{i,N}), \gamma(\beta_{i,N}) \in B(x_{i,N}, \rho) \cap \Gamma = \gamma(I_{x_{i,N}}),
\]

together with (4.29) and (4.30) gives the bound

\[
\left| \log \left( \frac{|x_{j,N} - \gamma(\xi_{i,N})|}{|x_{j,N} - \gamma(s_{i,N})|} \right) \right| \leq \log \left( \frac{|x_{j,N} - \gamma(\xi_{i,N})|}{|x_{j,N} - \gamma(s_{i,N})|} \right) \leq \frac{3\kappa_N}{2\rho}
\]

for \( i \in \Delta_{j,2} \), in the case \( |x_{j,N} - \gamma(\xi_{i,N})| \geq |x_{j,N} - \gamma(s_{i,N})| \).
Now assume that \( i \in \Delta_{j,2}, \kappa_N < \rho/3 \), and \( |x_{i,N} - \gamma(\xi_i,N)| < |x_{j,N} - \gamma(s_i,N)| \).

In this case we argue similarly, starting from the estimate

\[
\log \left( \frac{|x_{i,N} - \gamma(\xi_i,N)|}{|x_{j,N} - \gamma(s_i,N)|} \right) = \log \left( \frac{|x_{i,N} - \gamma(s_i,N)|}{|x_{j,N} - \gamma(\xi_i,N)|} \right) \]

\leq \log \left( \frac{|x_{j,N} - \gamma(\xi_i,N)| + |\gamma(\xi_i,N) - \gamma(s_i,N)|}{|x_{j,N} - \gamma(\xi_i,N)|} \right)

= \log \left( 1 + \left( \frac{|\gamma(s_i,N) - \gamma(\xi_i,N)|}{|x_{j,N} - \gamma(\xi_i,N)|} \right) \right)

\leq \frac{|\gamma(s_i,N) - \gamma(\xi_i,N)|}{|x_{j,N} - \gamma(\xi_i,N)|}.

(4.32)

The inequalities (4.28), (4.30), (4.31) are still valid. From (4.30) and (4.31) we deduce that

\[
|\gamma(\xi_i,N) - \gamma(s^*_i,N)| \leq 2\kappa_N < 2\rho/3
\]

which together with (4.28) implies that \( |x_{j,N} - \gamma(\xi_i,N)| > \rho/3 \). So using (4.32) we obtain the estimate

\[
\log \left( \frac{|x_{i,N} - \gamma(\xi_i,N)|}{|x_{j,N} - \gamma(s_i,N)|} \right) \leq \frac{|\gamma(s_i,N) - \gamma(\xi_i,N)|}{|x_{j,N} - \gamma(\xi_i,N)|} \leq \frac{3\kappa_N}{\rho}.
\]

In conclusion, we have shown that for all \( i \in \Delta_{j,2} \) and \( N \) sufficiently large, we have

\[
\log \left( \frac{|x_{i,N} - \gamma(\xi_i,N)|}{|x_{j,N} - \gamma(s_i,N)|} \right) \leq \frac{3\kappa_N}{\rho}.
\]

From this inequality and (4.24) we obtain that for \( N \) large enough,

\[
\sum_{i \in \Delta_{j,2}} \left| \frac{m_{i,N}}{N} \log \frac{1}{|x_{i,N} - x_{j,N}|} \right| - \int_{V_{i,N}} \log \frac{1}{|x_{j,N} - t|} d\mu^*_\lambda(t) \leq \sum_{i \in \Delta_{j,2}} \frac{R}{N} \frac{3\kappa_N}{\rho} \leq \frac{3R\kappa_N l_N}{N\rho}.
\]

(4.33)

This bound is valid for all \( 1 \leq j \leq l_N \). So it follows from (4.23), (4.27), and (4.33) that

\[
\left| \frac{l_N}{N} u_{N,1} - v_{N,1} \right| \leq \frac{1}{l_N} \sum_{j=1}^{l_N} m_{j,N} \left( \frac{2R}{N} \log \left( \frac{\text{diam}(\Gamma)N}{C} \right) + \frac{3R\kappa_N l_N}{N\rho} \right)
\]

\[
\leq R \left( \frac{2R}{N} \log \left( \frac{\text{diam}(\Gamma)N}{C} \right) + \frac{3R\kappa_N l_N}{N\rho} \right)
\]

for \( N \) large enough. Since \( l_N/N \to 1 \) and \( \kappa_N \to 0 \) as \( N \to \infty \), (4.22) follows. \( \square \)

**Remark 4.14** Observe that the hypotheses in Theorem 1.2 regarding \( \lambda, K, \) and the partition sets \( V_{j,N} \) are satisfied in Example 4.5.
**Remark 4.15** A construction that is slightly different from (1.10) but yields identical asymptotic results is as follows. Let

\[(y_j,N)_{1 \leq j \leq N}, \quad N \geq 2,\]

be a sequence of point configurations on \(K\) satisfying the following properties:

1. \(\frac{1}{N} \sum_{j=1}^{N} \delta_{y_j,N}\) converges in the weak-star topology to a probability measure \(\lambda\) on \(K\).
2. For every \(N\) there exists a partition \(K = \bigcup_{j=1}^{N} V_j,N\) such that \(y_j,N \in V_j,N\) and we have:
   i. \(\lambda(V_j,N) = 1/N\) for every \(1 \leq j \leq N\).
   ii. There exists a sequence \((\kappa_N)\) of positive numbers that converges to zero such that \(\text{diam}(V_j,N) \leq \kappa_N\) for all \(1 \leq j \leq N\) except possibly for a number \(o(N)\) of indices \(j\).
3. Properties (P3) and (P4) hold.

If we define the constants

\[d'_N = \inf\{E_N,f(y_1,N,\ldots,y_N,N,m_1,\ldots,m_N) : m_1,\ldots,m_N \in I\}, \tag{4.34}\]

then it is not difficult to see that under the same assumptions of Theorem 1.2, the sequences \(d'_N\) and \(\frac{1}{N} \sum_{j=1}^{N} m_j,N \delta_{y_j,N}\) with optimal masses \(m_j,N\) for (4.34) converge to the limits indicated in that theorem.
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