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1. Introduction

Let $s \in (0,1)$ and $N > 2s$. Let us consider $k \geq 1$ real numbers $\lambda_1, \ldots, \lambda_k$ (sometimes called masses) and $k$ poles $a_1, \ldots, a_k \in \mathbb{R}^N$ such that $a_i \neq a_j$ for all $i, j = 1, \ldots, k$, $i \neq j$. The main object of our investigation is the operator

$$L_{\lambda_1, \ldots, \lambda_k, a_1, \ldots, a_k} := (-\Delta)^s - \sum_{i=1}^{k} \frac{\lambda_i}{|x - a_i|^{2s}} \text{ in } \mathbb{R}^N.$$  

(1.1)

Here $(-\Delta)^s$ denotes the fractional Laplace operator, which acts on functions $\varphi \in \mathcal{C}_\infty(\mathbb{R}^N)$ as

$$(-\Delta)^s \varphi(x) := C(N, s) \lim_{\rho \to 0^+} \int_{|x - y| > \rho} \frac{\varphi(x) - \varphi(y)}{|x - y|^{N + 2s}} dy = C(N, s) \int_{\mathbb{R}^N} \frac{\varphi(x) - \varphi(y)}{|x - y|^{N + 2s}} dy,$$

where P.V. means that the integral has to be seen in the principal value sense and

$$C(N, s) = \pi^{-\frac{N}{2}} 2^{2s} \Gamma\left(\frac{N + 2s}{2}\right) \Gamma\left(1 - s\right),$$

with $\Gamma$ denoting the usual Euler’s Gamma function. Hereafter, we refer to an operator of the type $(-\Delta)^s - V$ as a fractional Schrödinger operator with potential $V$.

One of the reasons of mathematical interest in operators of type (1.1) lies in the criticality of potentials of order $-2s$, which have the same scaling rate as the $s$-fractional Laplacian.

We introduce, on $C_0^\infty(\mathbb{R}^N)$, the following positive definite bilinear form, associated to $(-\Delta)^s$

$$(u, v)_{D^{s,2}(\mathbb{R}^N)} := \frac{1}{2} C(N, s) \int_{\mathbb{R}^N} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{N + 2s}} dx dy$$

(1.2)

and we define the space $D^{s,2}(\mathbb{R}^N)$ as the completion of $C_0^\infty(\mathbb{R}^N)$ with respect to the norm $\|\cdot\|_{D^{s,2}(\mathbb{R}^N)}$ induced by the scalar product (1.2). Moreover, the following quadratic form is naturally
associated to the operator $L_{\lambda_1, \ldots, \lambda_k, a_1, \ldots, a_k}$

$$Q_{\lambda_1, \ldots, \lambda_k, a_1, \ldots, a_k}(u) := \frac{1}{2} C(N, s) \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^2}{|x-y|^{N+2s}} \, dx \, dy - \sum_{i=1}^{k} \lambda_i \int_{\mathbb{R}^N} \frac{|u(x)|^2}{|x-a_i|^{2s}} \, dx$$

$$= \|u\|_{D^{s,2}(\mathbb{R}^N)}^2 - \sum_{i=1}^{k} \lambda_i \int_{\mathbb{R}^N} \frac{|u(x)|^2}{|x-a_i|^{2s}} \, dx. \quad (1.3)$$

We observe that $Q_{\lambda_1, \ldots, \lambda_k, a_1, \ldots, a_k}$ is well-defined on $D^{s,2}(\mathbb{R}^N)$ thanks to the validity of the following fractional Hardy inequality proved in [23]:

$$\gamma_H \int_{\mathbb{R}^N} \frac{|u(x)|^2}{|x|^{2s}} \, dx \leq \|u\|_{D^{s,2}(\mathbb{R}^N)}^2 \text{ for all } u \in D^{s,2}(\mathbb{R}^N), \quad (1.4)$$

where the constant

$$\gamma_H = \gamma_H(N, s) := 2^{2s} \Gamma^2 \left( \frac{N+2s}{4} \right) \Gamma^2 \left( \frac{N-2s}{4} \right)$$

is optimal and not attained.

One goal of the present paper is to find necessary and sufficient conditions (on the masses $\lambda_1, \ldots, \lambda_k$) for the existence of a configuration of poles $(a_1, \ldots, a_k)$ that guarantees the positivity of the quadratic form $Q_{\lambda, a}$ extending to the fractional case some results obtained in [21] for the classical Laplacian. The quadratic form $Q_{\lambda_1, \ldots, \lambda_k, a_1, \ldots, a_k}$ is said to be positive definite if

$$\inf_{u \in D^{s,2}(\mathbb{R}^N) \setminus \{0\}} \frac{Q_{\lambda_1, \ldots, \lambda_k, a_1, \ldots, a_k}(u)}{\|u\|_{D^{s,2}(\mathbb{R}^N)}^2} > 0.$$ 

In the case of a single pole (i.e. $k = 1$), the fractional Hardy inequality [1.4] immediately answers the question of positivity: the quadratic form $Q_{\lambda, a}$ is positive definite if and only if $\lambda < \gamma_H$.

Hence our interest in multipolar potentials is justified by the fact that the location of the poles (in particular the shape of the configuration) could play some role in the positivity of $(1.3)$. Furthermore, one could expect that some other conditions on the masses may arise when $k > 1$.

We mention that several authors have approached the problem of multipolar singular potentials, both for the classical Laplacian, see e.g. [5, 6, 10, 11, 19, 24] and for the fractional case, see [23].

A fundamental tool in our arguments is the well known Caffarelli-Silvestre extension for functions in $D^{s,2}(\mathbb{R}^N)$, which allows us to study the nonlocal operator $(-\Delta)^s$ by means of a boundary value problem driven by a local operator in $\mathbb{R}^{N+1}_+ := \{(t, x) : t \in (0, +\infty), x \in \mathbb{R}^N\}$. We introduce the space $D^{1,2}(\mathbb{R}^{N+1}_+; t^{1-2s})$, defined as the completion of $C_0^\infty(\mathbb{R}^{N+1}_+)$ with respect to the norm

$$\|U\|_{D^{1,2}(\mathbb{R}^{N+1}_+; t^{1-2s})} := \left( \int_{\mathbb{R}^{N+1}_+} t^{1-2s} |\nabla U|^2 \, dt \, dx \right)^{1/2}.$$ 

We have that there exists a well-defined and continuous trace map

$$\text{Tr}: D^{1,2}(\mathbb{R}^{N+1}_+; t^{1-2s}) \rightarrow D^{s,2}(\mathbb{R}^N) \quad (1.5)$$

which is onto, see, for instance, [7]. Let us now consider, for $u \in D^{s,2}(\mathbb{R}^N)$, the following minimization problem

$$\min \left\{ \int_{\mathbb{R}^{N+1}_+} t^{1-2s} |\nabla \Phi|^2 \, dt \, dx : \Phi \in D^{1,2}(\mathbb{R}^{N+1}_+; t^{1-2s}), \text{ Tr } \Phi = u \right\}. \quad (1.6)$$

One can prove that there exists a unique function $U \in D^{1,2}(\mathbb{R}^{N+1}_+; t^{1-2s})$ (which we call the extension of $u$) attaining $(1.6)$, i.e.

$$\int_{\mathbb{R}^{N+1}_+} t^{1-2s} |\nabla U|^2 \, dt \, dx \leq \int_{\mathbb{R}^{N+1}_+} t^{1-2s} |\nabla \Phi|^2 \, dt \, dx \quad \text{(1.7)}$$
Lemma 1.1. and observe that $µ(V) \in H$ for all $V \in D^{1,2}(R^{N+1}; t^{1-2s})$ such that $\text{Tr} \Phi = u$. Furthermore, in [9] it has been proven that

$$\int_{R^{N+1}} t^{1-2s} \nabla U \cdot \nabla \Phi \, dt \, dx = \kappa_s(u, \text{Tr} \Phi)_{D^{1,2}(R^N)}$$

for all $\Phi \in D^{1,2}(R^{N+1}; t^{1-2s})$, \hspace{1cm} (1.8)

where

$$\kappa_s := \frac{\Gamma(1-s)}{2^{2s-1} \Gamma(s)}.$$ \hspace{1cm} (1.9)

We observe that (1.8) is the variational formulation of the following problem

$$\begin{cases}
- \text{div}(t^{1-2s}\nabla U) = 0, & \text{in } R^{N+1}, \\
- \lim_{t \to 0} t^{1-2s} \frac{\partial U}{\partial t} = \kappa_s(-\Delta)^s u, & \text{on } R^N.
\end{cases}$$ \hspace{1cm} (1.10)

In the classical (local) case, the problem of positivity of Schrödinger operators with multi-singular Hardy-type potentials was addressed in [21]. In that article, the authors tackled the problem making use of a localization of binding result that provides, under certain assumptions, the positivity of the sum of two positive operators, by translating one of them through a sufficiently long vector. This argument is based, in turn, on a criterion which relates the positivity of an operator to the existence of a positive supersolution, in the spirit of Allegretto-Piepenbrink Theory (see [4, 31]). As one can observe in [21], the strong suit of the local case is that the study of the action of the operator can be substantially reduced to neighbourhoods of the singularities. However, this is not possible in the fractional context due to nonlocal effects: in the present paper we overcome this issue by taking into consideration the Caffarelli-Silvestre extension (1.10), which yields a local formulation of the problem.

The equivalence between the fractional problem in $R^N$ and the Caffarelli-Silvestre extension problem in $R^{N+1}$ allows us to characterize the coercivity properties of quadratic forms on $D^{s,2}(R^N)$ in terms of quadratic forms on $D^{1,2}(R^{N+1}; t^{1-2s})$. We say that a function $V \in L^1_{loc}(R^N)$ satisfies the form-bounded condition if

$$\sup_{u \in D^{s,2}(R^N)} \int_{R^N} |V(x)||u|^2(x) \, dx = \infty.$$ \hspace{1cm} (FB)

Let $\mathcal{H}$ be the class of potentials satisfying the form-bounded condition, i.e.

$$\mathcal{H} := \{ V \in L^1_{loc}(R^N) : V \text{ satisfies (FB)} \}.$$ 

It is easy to understand that, if $V \in \mathcal{H}$, then $Vu \in (D^{s,2}(R^N))^*$ for all $u \in D^{s,2}(R^N)$ and the quadratic form $u \mapsto \|u\|^2_{D^{s,2}(R^N)} - \int_{R^N} Vu^2 \, dx$ is well defined in $D^{s,2}(R^N)$. For all $V \in \mathcal{H}$ we define

$$\mu(V) = \inf_{u \in D^{s,2}(R^N), u \neq 0} \frac{\|u\|^2_{D^{s,2}(R^N)} - \int_{R^N} Vu^2 \, dx}{\|u\|^2_{D^{s,2}(R^N)}}$$ \hspace{1cm} (1.11)

and observe that $\mu(V) > -\infty$.

**Lemma 1.1.** Let $V \in \mathcal{H}$. Then

$$\mu(V) = \inf_{U \neq 0} \frac{\int_{R^{N+1}} t^{1-2s} |\nabla U|^2 \, dt \, dx - \kappa_s \int_{R^N} V|\text{Tr} U|^2 \, dx}{\int_{R^{N+1}} t^{1-2s} |\nabla U|^2 \, dt \, dx}.$$ \hspace{1cm} (1.12)

In the present paper we will focus our attention on the following class of potentials

$$\Theta := \left\{ V(x) = \sum_{i=1}^k \lambda_i \chi_{B'(a_i, r_i)}(x) + \frac{\lambda_\infty \chi_{R^N \setminus B'_R(x)}}{|x|^{2s}} + W(x) : r_i, R > 0, k \in \mathbb{N}, \right\}
\begin{align*}
&\forall a_i \in \mathbb{R}^N, a_i \neq a_j \text{ for } i \neq j, \lambda_i, \lambda_\infty < \gamma_H, W \in L^{N/2s}(R^N) \cap L^\infty(R^N) \bigg\},
\end{align*}$$

where $\lambda_\infty$ is the least eigenvalue of the fractional Laplacian operator $(-\Delta)^s$.
We observe that any hold true. (Positivity Criterion)

We observe that, when considering a potential \( V \in \Theta \), it is not restrictive to assume that the sets \( B'(a_i, r_i) \) and \( \mathbb{R}^N \setminus B'_R \) appearing in its representation are mutually disjoint, up to redefining the remainder \( W \).

It is easy to see that, for instance,

\[
\sum_{i=1}^k \frac{\lambda_i}{|x - a_i|^{2s}} \in \Theta, \quad \text{when } \lambda_i < \gamma_H \text{ for all } i = 1, \ldots, k \text{ and } \sum_{i=1}^k \lambda_i < \gamma_H.
\]

We observe that any \( V \in \Theta \) satisfies the form-bounded condition, i.e. \( \Theta \subset \mathcal{H} \), thanks to the fractional Hardy and Sobolev inequalities stated in [14] and [21] respectively.

Our first main result is a criterion that provides the equivalence between the positivity of \( \mu(V) \) for potentials \( V \in \Theta \) and the existence of a positive supersolution to a certain (possibly perturbed) problem. This criterion is reminiscent of the Allegretto-Piepenbrink Theory, developed in 1974 in [31] (see also [2, 3, 29, 33]). As far as we know, the result contained in the following lemma is new in the nonlocal framework; nevertheless, some tools from the Allegretto-Piepenbrink Theory have been used in [25] to prove some Hardy-type fractional inequalities.

**Lemma 1.2 (Positivity Criterion).** Let \( V = \sum_{i=1}^k \frac{\lambda_i \chi_{B'(a_i, r_i)}}{|x - a_i|^{2s}} + \frac{\lambda_k \chi_{\mathbb{R}^N \setminus B'(x)}}{|x|^{2s}} \) and let \( \tilde{V} \in L^\infty_{\text{loc}}(\mathbb{R}^N \setminus \{a_1, \ldots, a_k\}) \) be such that \( V \leq \tilde{V} \leq |V| \text{ a.e. in } \mathbb{R}^N \). The following two assertions hold true.

(I) Assume that there exist some \( \varepsilon > 0 \) and a function \( \Phi \in \mathcal{D}^{1,2}(\mathbb{R}_+^{N+1}; t^{1-2s}) \) such that \( \Phi > 0 \) in \( \mathbb{R}_+^{N+1} \setminus \{(0, a_1), \ldots, (0, a_k)\} \), \( \Phi \in C^0(\mathbb{R}_+^{N+1} \setminus \{(0, a_1), \ldots, (0, a_k)\}) \), and

\[
\int_{\mathbb{R}_+^{N+1}} t^{1-2s} \nabla \Phi \cdot \nabla U \, dt \, dx \geq \kappa_s \int_{\mathbb{R}^N} (V + \varepsilon \tilde{V}) \text{Tr} \Phi \text{Tr} U \, dx, \tag{1.13}
\]

for all \( U \in \mathcal{D}^{1,2}(\mathbb{R}_+^{N+1}; t^{1-2s}), U \geq 0 \text{ a.e. in } \mathbb{R}_+^{N+1} \). Then

\[
\mu(V) \geq \varepsilon / (\varepsilon + 1). \tag{1.14}
\]

(II) Conversely, assume that \( \mu(V) > 0 \). Then there exist \( \varepsilon > 0 \) (not depending on \( \tilde{V} \)) and \( \Phi \in \mathcal{D}^{1,2}(\mathbb{R}_+^{N+1}; t^{1-2s}) \) such that \( \Phi > 0 \) in \( \mathbb{R}_+^{N+1} \), \( \Phi \in C^0(\mathbb{R}_+^{N+1} \setminus \{(0, a_1), \ldots, (0, a_k)\}) \), \( \Phi \geq 0 \) in \( \mathbb{R}_+^{N+1} \setminus \{(0, a_1), \ldots, (0, a_k)\} \), and (1.13) holds for every \( U \in \mathcal{D}^{1,2}(\mathbb{R}_+^{N+1}; t^{1-2s}) \) satisfying \( U \geq 0 \text{ a.e. in } \mathbb{R}_+^{N+1} \). If, in addition, we assume that \( V \) and \( \tilde{V} \) are locally Hölder continuous in \( \mathbb{R}^N \setminus \{a_1, \ldots, a_k\} \), then \( \Phi > 0 \) in \( \mathbb{R}_+^{N+1} \setminus \{(0, a_1), \ldots, (0, a_k)\} \).

In order to use statement (I) to obtain positivity of a given Schrödinger operator with potential in \( \Theta \), it is crucial to exhibit a weak supersolution to the corresponding Schrödinger equation, i.e. a function satisfying (1.13), which is strictly positive outside the poles. Nevertheless, the application of maximum principles to prove positivity of solutions to singular/degenerate extension problems is more delicate than in the classic case, due to regularity issues (see the Hopf type principle proved in [8] Proposition 4.11 and recalled in Proposition A.2 of the Appendix). For this reason, in order to apply the above criterion in Sections 6 and 7, we will develop an approximation argument introducing a class of more regular potentials (see [6, 2]).

The following theorem, whose proof heavily relies on Lemma 1.2, fits in the theory of Localization of Binding, whose aim is study the lowest eigenvalue of Schrödinger operators of the type

\[-\Delta + V_1 + V_2(x - y), \quad y \in \mathbb{R}^N,\]

in relation to the potentials \( V_1 \) and \( V_2 \) and to the translation vector \( y \in \mathbb{R}^N \). The case in which \( V_1 \) and \( V_2 \) belong to the Kato class has been studied in [32], while Simon in [35] analyzed the case
of compactly supported potentials; singular inverse square potentials were instead considered in [21]. Our result concerns the fractional case and provides sufficient conditions on the potentials and on the length of the translation for the positivity of the corresponding fractional Schrödinger operator.

Theorem 1.3 (Localization of Binding). Let

\[ V_1(x) = \sum_{i=1}^{k_1} \frac{\lambda_1^1 \chi_{B(a_i^1, r^1)}(x)}{|x - a_i^1|^{2s}} + \frac{\lambda_1^\infty \chi_{\mathbb{R}^N \setminus B_{r_1}^1}(x)}{|x|^{2s}} + W_1(x) \in \Theta, \]
\[ V_2(x) = \sum_{i=1}^{k_2} \frac{\lambda_2^1 \chi_{B(a_i^2, r^2)}(x)}{|x - a_i^2|^{2s}} + \frac{\lambda_2^\infty \chi_{\mathbb{R}^N \setminus B_{r_2}^2}(x)}{|x|^{2s}} + W_2(x) \in \Theta, \]

and assume \( \mu(V_1), \mu(V_2) > 0 \) and \( \lambda_1^\infty + \lambda_2^\infty < \gamma_H \). Then there exists \( R > 0 \) such that, for every \( y \in \mathbb{R}^N \setminus \overline{B}_R \),
\[ \mu(V_1(\cdot) + V_2(\cdot - y)) > 0. \]

Combining the previous theorem with an inductive procedure on the number of poles \( k \), we obtain a necessary and sufficient condition for positivity of the operator (1.1).

Theorem 1.4. Let \( (\lambda_1, \ldots, \lambda_k) \in \mathbb{R}^k \). Then
\[ \lambda_i < \gamma_H \quad \text{for all} \quad i = 1, \ldots, k, \quad \text{and} \quad \sum_{i=1}^k \lambda_i < \gamma_H \tag{1.15} \]
is a necessary and sufficient condition for the existence of a configuration of poles \( (a_1, \ldots, a_k) \) such that the quadratic form \( Q_{\lambda_1, \ldots, \lambda_k, a_1, \ldots, a_k} \) associated to the operator \( L_{\lambda_1, \ldots, \lambda_k, a_1, \ldots, a_k} \) is positive definite.

Besides the interest in the existence of a configuration of poles making \( Q_{\lambda_1, \ldots, \lambda_k, a_1, \ldots, a_k} \) positive definite, one can search for a condition on the masses \( \lambda_1, \ldots, \lambda_k \) that guarantees the positivity of this quadratic form for every configuration of poles; in this direction, an answer is given by the following theorem (we refer to [22] Proposition 1.2) for an analogous result in the classical case of the Laplacian with multipolar inverse square potentials).

Theorem 1.5. Let \( t^+ := \max\{0, t\} \). If
\[ \sum_{i=1}^k \lambda_i^+ < \gamma_H, \tag{1.16} \]
then the quadratic form \( Q_{\lambda_1, \ldots, \lambda_k, a_1, \ldots, a_k} \) is positive definite for all \( a_1, \ldots, a_k \in \mathbb{R}^N \). Conversely, if
\[ \sum_{i=1}^k \lambda_i^+ > \gamma_H \]
then there exists a configuration of poles \( (a_1, \ldots, a_k) \) such that \( Q_{\lambda_1, \ldots, \lambda_k, a_1, \ldots, a_k} \) is not positive definite.

Finally, it is natural to ask whether \( \mu(V) \), defined as an infimum in (1.12), is attained or not. In the case of a single pole, it is known that the infimum is not achieved, see e.g. [25]; however, when dealing with multiple singularities, the outcome can be different. Indeed, for \( V \) in the class \( \Theta \), we have that \( \mu(V) \leq 1 - \frac{1}{\gamma_H} \max_{i=1,\ldots,k} \lambda_i \), see Lemma 5.1 and the infimum is attained in the case of strict inequality, as established in the following proposition.

Proposition 1.6. If \( V \in \Theta \) is such that
\[ \mu(V) < 1 - \frac{1}{\gamma_H} \max\{0, \lambda_1, \ldots, \lambda_k, \lambda_\infty\}, \tag{1.17} \]
then \( \mu(V) \) is attained.
The paper is organized as follows. In Section 2 we recall some known results about spaces involving fractional derivatives and weighted spaces in \( \mathbb{R}^{N+1} \) and we prove some estimates needed in the rest of the article. In Section 3 we prove Theorem 1.5. In Section 4 we prove the positivity criterion, i.e. Lemma 1.2, while in Section 5 we look for upper and lower bounds of the quantity \( \mu(V) \). In Section 6 we investigate the persistence of the positivity of \( \mu(V) \), when the potential \( V \) is subject to a perturbation far from the origin or close to a pole. Section 7 is devoted to the proof of Theorem 1.3, that is the primary tool used in the proof of Theorem 1.4, pursued in Section 8. Finally, in Section 9 we prove Proposition 1.6.

Notation. We list below some notation used throughout the paper:

- \( B^r(x, r) := \{ y \in \mathbb{R}^N : |x - y| < r \} \), \( B_0^r := B^r(0, r) \) for the balls in \( \mathbb{R}^N \);
- \( \mathbb{R}^n_{++} := \{(t, x) \in \mathbb{R}^{N+1} : t > 0, \ x \in \mathbb{R}^N \} \);
- \( B^r_+ := \{ z \in \mathbb{R}^{N+1}_+ : |z| < r \} \) for the half-balls in \( \mathbb{R}^{N+1}_+ \);
- \( \mathbb{S}^N := \{ z \in \mathbb{R}^{N+1}_+ : |z| = 1 \} \) is the unit \( N \)-dimensional sphere;
- \( \mathbb{S}^N_+ := \mathbb{S}^N \cap \mathbb{R}^{N+1}_+ \) and \( \mathbb{S}^{N-1} := \partial \mathbb{S}^N_+ \);
- \( S^+_r := \{ r\theta : \theta \in \mathbb{S}^N_+ \} \) denotes a positive half-sphere with arbitrary radius \( r > 0 \);
- \( d\mathbf{S} \) and \( d\mathbf{S}' \) denote the volume element in \( N \) and \( N - 1 \) dimensional spheres, respectively;
- for \( t \in \mathbb{R}, t^+ := \max\{0, t\} \) and \( t^- := \max\{0, -t\} \).

2. Preliminaries

In this section we clarify some details about the spaces involved in our exposition and their relation with the fractional Laplace operator, we recall basic known facts and we prove some introductory results.

2.1. Preliminaries on Fractional Sobolev Spaces and weighted spaces in \( \mathbb{R}^{N+1}_+ \). Let us consider the homogenous Sobolev space \( \mathcal{D}^{s, 2}(\mathbb{R}^N) \) defined in Section 1. Thanks to the Hardy-Littlewood-Sobolev inequality

\[
S \| u \|_{L^{2^*_s}(\mathbb{R}^N)}^2 \leq \| u \|_{\mathcal{D}^{s, 2}(\mathbb{R}^N)}^2,
\]

that holds for all functions \( u \in \mathcal{D}^{s, 2}(\mathbb{R}^N) \), we have that \( \mathcal{D}^{s, 2}(\mathbb{R}^N) \) is continuously embedded in \( L^{2^*_s}(\mathbb{R}^N) \), where \( 2^*_s := \frac{2N}{N - 2s} \) is the critical Sobolev exponent. Combining (1.7) and (1.8) with (1.4) and (2.1), we obtain, respectively

\[
\int_{\mathbb{R}^N} \frac{|\nabla U|^2}{|x|^{2s}} \ dx \leq \int_{\mathbb{R}^{N+1}_+} t^{1-2s} |\nabla U|^2 \ dt \ dx
\]

and

\[
\int_{\mathbb{R}^{N+1}_+} t^{1-2s} |\nabla U|^2 \ dt \ dx \leq \int_{\mathbb{R}^N} |\nabla U|^2 \ dx
\]

Moreover, just as a consequence of (1.7) and (1.8), we have that

\[
\int_{\mathbb{R}^{N+1}_+} t^{1-2s} |\nabla U|^2 \ dt \ dx \leq \int_{\mathbb{R}^N} |\nabla U|^2 \ dx \leq \int_{\mathbb{R}^N} |\nabla U|^2 \ dx
\]

Now we state a result providing a compact trace embedding, which will be useful in the following.

**Lemma 2.1.** Let \( p \in L^{N/2s}(\mathbb{R}^N) \). If \( (U_n)_n \subseteq \mathcal{D}^{1, 2}(\mathbb{R}^{N+1}_+; t^{1-2s}) \) and \( U \in \mathcal{D}^{1, 2}(\mathbb{R}^{N+1}_+; t^{1-2s}) \) are such that \( U_n \rightharpoonup U \) weakly in \( \mathcal{D}^{1, 2}(\mathbb{R}^{N+1}_+; t^{1-2s}) \) as \( n \to \infty \), then \( \int_{\mathbb{R}^N} p|\nabla U|^2 \ dx \to \int_{\mathbb{R}^N} p|\nabla U|^2 \ dx \) as \( n \to \infty \). In particular, if \( p > 0 \) a.e. in \( \mathbb{R}^N \), the trace operator

\[
\mathcal{D}^{1, 2}(\mathbb{R}^{N+1}_+; t^{1-2s}) \hookrightarrow L^2(\mathbb{R}^N; p \ dx)
\]

is compact, where \( L^2(\mathbb{R}^N; p \ dx) := \{ u \in L^1_{\text{loc}}(\mathbb{R}^N) : \int_{\mathbb{R}^N} p|u|^2 \ dx < \infty \} \).
Proof. Let \((U_n)_n \subseteq \mathcal{D}^{1,2}(\mathbb{R}^{N+1}_+; t^{1-2s})\) and \(U \in \mathcal{D}^{1,2}(\mathbb{R}^{N+1}_+; t^{1-2s})\) be such \(U_n \to U\) weakly in \(\mathcal{D}^{1,2}(\mathbb{R}^{N+1}_+; t^{1-2s})\) as \(n \to \infty\). Hence, in view of continuity of the trace operator \([1,5]\) and classical compactness results for fractional Sobolev spaces (see e.g. \([12\) Theorem 7.1]), we have that \(\text{Tr} U_n \to \text{Tr} U\) in \(L^2_{\text{loc}}(\mathbb{R}^N)\) and a.e. in \(\mathbb{R}^N\). Furthermore, by continuity of the trace operator \([1,5]\) and \([2,3]\), we have that, for every \(\omega \subset \mathbb{R}^N\) measurable,
\[
\int_{\omega} |p| \text{Tr}(U_n - U)|^2 \, dx \leq C\|p\|_{L^N(\omega)}\|U_n - U\|_{\mathcal{D}^{1,2}(\mathbb{R}^{N+1}_+; t^{1-2s})}^2
\]
for some positive constant \(C > 0\) independent of \(\omega\) and \(n\). Therefore, by Vitali’s Convergence Theorem we can conclude that \(\lim_{n \to \infty} \int_{\mathbb{R}^N} |p| \text{Tr}(U_n - U)|^2 \, dx = 0\), from which the conclusion follows. \(\square\)

We finally introduce a class of weighted Lebesgue and Sobolev spaces, on bounded open Lipschitz sets \(\omega \subseteq \mathbb{R}^{N+1}_+\) in the upper half-space. Namely, we define
\[
L^2(\omega; t^{1-2s}) := \left\{ U : \omega \to \mathbb{R} \text{ measurable: such that } \int_{\omega} t^{1-2s} |U|^2 \, dt \, dx < \infty \right\}
\]
and the weighted Sobolev space
\[
H^1(\omega; t^{1-2s}) := \left\{ U \in L^2(\omega; t^{1-2s}) : \nabla U \in L^2(\omega; t^{1-2s}) \right\}.
\]
From the fact that the weight \(t^{1-2s}\) belongs to the second Muckenhoupt class (see, for instance, \([14, 13]\) and thanks to well known weighted inequalities, one can prove that the embedding \(H^1(\omega; t^{1-2s}) \hookrightarrow L^2(\omega; t^{1-2s})\) is compact, see for details \([20\) Proposition 7.1] and \([30]\). In addition, in the particular case of \(\omega = B^+_1\) one can prove that the trace operators
\[
H^1(B^+_1; t^{1-2s}) \hookrightarrow L^2(B^+_r), \quad H^1(B^+_1; t^{1-2s}) \hookrightarrow L^2(S^+_r; t^{1-2s}),
\]
are well defined and compact, where
\[
L^2(S^+_r; t^{1-2s}) := \left\{ \psi : S^+_r \to \mathbb{R} \text{ measurable: } \int_{S^+_r} t^{1-2s} |\psi|^2 \, dS < \infty \right\}.
\]

2.2. The Angular Eigenvalue Problem. Let us consider, for any \(\lambda \in \mathbb{R}\), the problem
\[
\begin{aligned}
-\text{div}_{S^N} (\theta_1^{1-2s} \nabla_{S^N} \psi) &= \mu \theta_1^{1-2s} \psi, & \text{in } S^N, \\
-\lim_{\theta \to 0^+} \theta_1^{1-2s} \nabla_{S^N} \psi \cdot e_1 &= \kappa_s \lambda \psi, & \text{on } S^{N-1},
\end{aligned}
\tag{2.5}
\]
where \(e_1 = (1, 0, \ldots, 0) \in \mathbb{R}^{N+1}_+\) and \(\nabla_{S^N}\) denotes the gradient on the unit \(N\)-dimensional sphere \(S^N\). In order to give a variational formulation of \((2.5)\) we introduce the following Sobolev space
\[
H^1(S^N_+; \theta_1^{1-2s}) := \left\{ \psi \in L^2(S^N_+; \theta_1^{1-2s}) : \int_{S^N_+} \theta_1^{1-2s} |\nabla_{S^N} \psi|^2 \, dS < +\infty \right\}.
\]

We say that \(\psi \in H^1(S^N_+; \theta_1^{1-2s})\) and \(\mu \in \mathbb{R}\) weakly solve \((2.5)\) if
\[
\int_{S^N_+} \theta_1^{1-2s} \nabla_{S^N} \psi(\theta) \cdot \nabla_{S^N} \varphi(\theta) \, dS = \mu \int_{S^N_+} \theta_1^{1-2s} \psi(\theta) \varphi(\theta) \, dS + \kappa_s \lambda \int_{S^{N-1}} \psi(0, \theta') \varphi(0, \theta') \, dS'
\]
for all \(\varphi \in H^1(S^N_+; \theta_1^{1-2s})\). By standard spectral arguments, if \(\lambda < \gamma_H\), there exists a diverging sequence of real eigenvalues of problem \((2.5)\)
\[
\mu_1(\lambda) \leq \mu_2(\lambda) \leq \cdots \leq \mu_n(\lambda) \leq \cdots
\]
Moreover, each eigenvalue has finite multiplicity (which is counted in the enumeration above) and \(\mu_1(\lambda) > -\left(\frac{N-2}{2}\right)^2\) (see \([16\) Lemma 2.2]). For every \(n \geq 1\) we choose an eigenfunction \(\psi_n \in H^1(S^N_+; \theta_1^{1-2s}) \setminus \{0\}\) corresponding to \(\mu_n(\lambda)\), such that \(\int_{S^N_+} \theta_1^{1-2s} |\psi_n|^2 \, dS = 1\). In addition, we choose the family \(\{\psi_n\}_n\) in such a way that it is an orthonormal basis of \(L^2(S^N_+; \theta_1^{1-2s})\). We refer to \([16]\) for further details.
In [16] the following implicit characterization of \( \mu_1(\lambda) \) is given. For any \( \alpha \in (0, \frac{N-2s}{2}) \) we define

\[
\Lambda(\alpha) := 2^s \left( \frac{N+2s+2\alpha}{4} \right)^\frac{N+2s-2\alpha}{4} \left( \frac{N-2s-2\alpha}{4} \right)^\frac{N-2s}{4}.
\]

It is known (see e.g. [25] and [16, Proposition 2.3]) that the map \( \alpha \mapsto \Lambda(\alpha) \) is continuous and monotone decreasing. Moreover

\[
\lim_{\alpha \to 0^+} \Lambda(\alpha) = \gamma_H, \quad \lim_{\alpha \to \frac{2-s}{2}} \Lambda(\alpha) = 0,
\]

see Figure 1. Furthermore, in [16, Proposition 2.3] it is proved that, for every \( \alpha \in (0, \frac{N-2s}{2}) \),

\[
\mu_1(\Lambda(\alpha)) = \alpha^2 - \left( \frac{N-2s}{2} \right)^2.
\]

In particular, for every \( \lambda \in (0, \gamma_H) \) there exists one and only one \( \alpha \in (0, \frac{N-2s}{2}) \) such that \( \Lambda(\alpha) = \lambda \) and hence \( \mu_1(\lambda) = \alpha^2 - \left( \frac{N-2s}{2} \right)^2 < 0 \).

We recall the following result from [15].

**Lemma 2.2** ([15, Lemma 4.1]). For every \( \alpha \in (0, \frac{N-2s}{2}) \) there exists \( \Upsilon_\alpha : \mathbb{R}^{N+1}_+ \setminus \{0\} \to \mathbb{R} \) such that \( \Upsilon_\alpha \) is locally Hölder continuous in \( \mathbb{R}^{N+1}_+ \setminus \{0\} \), \( \Upsilon_\alpha > 0 \) in \( \mathbb{R}^{N+1}_+ \setminus \{0\} \), and

\[
\begin{aligned}
-\text{div}(t^{1-2s} \nabla \Upsilon_\alpha) &= 0, & \text{in } \mathbb{R}^{N+1}_+, \\
\Upsilon_\alpha(0, x) &= |x|^{-\frac{N-2s}{2} + \alpha}, & \text{on } \mathbb{R}^N, \\
-\lim_{t \to 0^+} t^{1-2s} \partial_t \Upsilon_\alpha &= \kappa_s \Lambda(\alpha)|x|^{-2s} \Upsilon_\alpha, & \text{on } \mathbb{R}^N,
\end{aligned}
\]

in a weak sense. Moreover, \( \Upsilon_\alpha \in H^1(B_{R^+} \setminus t^{1-2s}) \) for every \( R > 0 \).

The first eigenvalue \( \mu_1(\lambda) \) satisfies the properties described in the following lemma.

**Lemma 2.3.** Let \( \lambda < \gamma_H \). Then the first eigenvalue of problem (2.5) can be characterized as

\[
\mu_1(\lambda) = \inf_{\psi \in H^1(S^N_+; \theta_1^{1-2s}) \setminus \{0\}} \int_{S^N_+} \theta_1^{1-2s} \left| \nabla_{S^N} \psi \right|^2 \, dS - \kappa_s \lambda \int_{S^{N-1}_+} |\psi|^2 \, dS',
\]

and the above infimum is attained by \( \psi_1 \in H^1(S^N_+; \theta_1^{1-2s}) \), which weakly solves (2.5) for \( \mu = \mu_1(\lambda) \). Moreover

1. \( \mu_1(\lambda) \) is simple, i.e. if \( \psi \) attains \( \mu_1(\lambda) \) then \( \psi = \delta \psi_1 \) for some \( \delta \in \mathbb{R} \);
2. either \( \psi_1 > 0 \) or \( \psi_1 < 0 \) in \( S^N_+ \);
3. if \( \lambda > 0 \) and \( \psi_1 > 0 \), then the trace of \( \psi_1 \) on \( S^{N-1}_+ \) is positive and constant;
4. if \( \lambda = 0 \) then \( \psi_1 \) is constant in \( S^N_+ \).

**Proof.** The proof of the fact that \( \mu_1(\lambda) \) is reached is classical, as well as the proofs of points (1) and (2), see for instance [34], Section 8.3.3.
In order to prove (3), let us first observe that, if \( \lambda \in (0, \gamma_H) \), there exists one and only one \( \alpha \in (0, \frac{N - 2s}{2}) \) such that \( \Lambda(\alpha) = \lambda \). For this \( \alpha \) let \( \Upsilon_\alpha > 0 \) be the solution of (2.9). Thanks to [16, Theorem 4.1], it is possible to describe the behaviour of \( \Upsilon_\alpha \) near the origin: in particular, since \( \Upsilon_\alpha > 0 \), we have that there exists \( C > 0 \) such that

\[
\tau^{-a_\lambda(\alpha)} \Upsilon_\alpha(0, \tau \theta') \to C \psi_1(0, \theta') \quad \text{in } C^{1,\beta}(\mathbb{S}^{N-1}) \quad \text{as } \tau \to 0^+,
\]

where

\[
a_\lambda(\alpha) = -\frac{N - 2s}{2} + \sqrt{\left(\frac{N - 2s}{2}\right)^2 + \mu_1(\Lambda(\alpha))}.
\]

Thanks to (2.8) we have that \( a_\lambda(\alpha) = -\frac{N - 2s}{2} + \alpha \); then \( \tau^{-a_\lambda(\alpha)} \Upsilon_\alpha(0, \theta') \equiv 1 \) and so \( \psi_1(0, \theta') \) is positive and constant in \( \mathbb{S}^{N-1} \).

Finally, if \( \lambda = 0 \) then \( \mu_1(0) = 0 \) is clearly attained by every constant function. \( \square \)

We note that, in view of well-known regularity results (see Proposition A.1 in the Appendix), \( \psi_1 \in C^{0,\beta}(\mathbb{S}^N) \) for some \( \beta \in (0, 1) \). Hereafter, we choose the first eigenfunction \( \psi_1 \) of problem (2.5) to be strictly positive in \( \mathbb{S}^N \). With this choice of \( \psi_1 \), we also have that, in view of the Hopf type principle proved in [8, Proposition 4.11] (see Proposition A.2),

\[
\min_{\mathbb{S}^N} \psi_1 > 0. \tag{2.10}
\]

### 2.3. Asymptotic Estimates of Solutions

In this section, we describe the asymptotic behaviour of solutions to equations of the type \( -\text{div}(t^{1-2s}\nabla \Phi) = 0 \), with singular potentials appearing in the Neumann-type boundary conditions, either on positive half-balls \( B^+ \) or on their complement in \( \mathbb{R}^{N+1}_+ \).

**Lemma 2.4.** Let \( R_0 > 0 \), \( \lambda < \gamma_H \) and let \( \Phi \in H^1(B^+_{R_0}, t^{1-2s}) \), \( \Phi \geq 0 \) a.e. in \( B^+_{R_0} \), \( \Phi \neq 0 \), be a weak solution of the following problem

\[
\begin{cases}
-\text{div}(t^{1-2s}\nabla \Phi) = 0, & \text{in } B^+_{R_0}, \\
-\lim_{t \to 0} t^{1-2s} \frac{\partial \Phi}{\partial t} = \kappa_s(\lambda |x|^{-2s} + q) \Phi, & \text{on } B'_{R_0},
\end{cases}
\]

where \( q \in C^1(B^+_{R_0} \setminus \{0\}) \) is such that

\[
|q(x)| + |x \cdot \nabla q(x)| = O(|x|^{-2s+\varepsilon}) \quad \text{as } |x| \to 0,
\]

for some \( \varepsilon > 0 \). Then there exist \( C_1 > 0 \) and \( R \leq R_0 \) such that

\[
\frac{1}{C_1} |z|^{a_{\lambda}} \leq \Phi(z) \leq C_1 |z|^{a_{\lambda}} \quad \text{for all } z \in B^+_R,
\]

where

\[
a_{\lambda} = -\frac{N - 2s}{2} + \sqrt{\left(\frac{N - 2s}{2}\right)^2 + \mu_1(\lambda)}.
\]

Furthermore, if \( 0 \leq \lambda < \gamma_H \), then there exists \( C_2 > 0 \) such that

\[
\lim_{|x| \to 0} |x|^{-a_{\lambda}} \Phi(0, x) = C_2. \tag{2.13}
\]

**Proof.** Since \( \Phi \geq 0 \) a.e., \( \Phi \neq 0 \), from [16, Theorem 4.1] we know that there exists \( C > 0 \) such that

\[
\tau^{-a_{\lambda}} \Phi(\tau \theta) \to C \psi_1(\theta) \quad \text{in } C^{0,\beta}(\mathbb{S}^N) \quad \text{as } \tau \to 0.
\]

Estimate (2.11) follows from the above convergence and (2.10). Convergence (2.13) follows from (2.14) and statements (3–4) of Lemma 2.3. \( \square \)
Lemma 2.5. **Let** $R_0 > 0$, $\lambda < \gamma_H$ **and let** $\Phi \in D^{1,2}(\mathbb{R}_+^{N+1}; t^{1-2s})$, $\Phi \geq 0$ a.e. in $\mathbb{R}_+^{N+1}$, $\Phi \not\equiv 0$, be a weak solution of the following problem

\[
\begin{cases}
- \text{div}(t^{1-2s} \nabla \Phi) = 0, & \text{in } \mathbb{R}_+^{N+1} \setminus B^+_R, \\
- \lim_{t \to 0} t^{1-2s} \frac{\partial \Phi}{\partial t} = \kappa_s (\lambda |x|^{-2s} + q) \Phi, & \text{on } \mathbb{R}^N \setminus B'_R,
\end{cases}
\]

where $q \in C^1(\mathbb{R}^N \setminus B'_R)$ is such that

\[|q(x)| + |x \cdot \nabla q(x)| = O(|x|^{-2s-\varepsilon}) \quad \text{as } |x| \to +\infty,
\]

for some $\varepsilon > 0$. **Then** there exist $C_3 > 0$ and $R \geq R_0$ such that

\[\frac{1}{C_3} |z|^{-(N-2s)-\alpha} \leq \Phi(z) \leq C_3 |z|^{-(N-2s)-\alpha} \quad \text{for all } z \in \mathbb{R}_+^{N+1} \setminus B^+_R.
\]

**Furthermore,** if $0 \leq \lambda < \gamma_H$, then there exists $C_4 > 0$ such that

\[\lim_{|x| \to \infty} |x|^{N-2s+\alpha} \Phi(0, x) = C_4.
\]

**Proof.** The proof follows by considering the equation solved by the Kelvin transform of $\Phi$

\[\tilde{\Phi}(z) := |z|^{-(N-2s)} \Phi\left(\frac{z}{|z|^2}\right) \quad (2.15)
\]

(see [18, Proposition 2.6]) and applying Lemma 2.4. \(\square\)

**Lemma 2.6.** **Let** $R_0 > 0$ **and let** $\Phi \in H^1(B^+_R; t^{1-2s})$, $\Phi \geq 0$ a.e. in $\mathbb{R}_+^{N+1}$, $\Phi \not\equiv 0$, be a weak solution of the following problem

\[
\begin{cases}
- \text{div}(t^{1-2s} \nabla \Phi) = 0, & \text{in } B^+_R, \\
- \lim_{t \to 0} t^{1-2s} \frac{\partial \Phi}{\partial t} = \kappa_s q \Phi, & \text{on } B'_R,
\end{cases}
\]

where $q \in C^1(B'_R \setminus \{0\})$ is such that

\[|q(x)| + |x \cdot \nabla q(x)| = O(|x|^{-2s+\varepsilon}) \quad \text{as } |x| \to 0,
\]

for some $\varepsilon > 0$. **Then** there exists $C_5 > 0$ such that

\[\lim_{|x| \to 0} \Phi(z) = \lim_{|x| \to 0} \Phi(0, x) = C_5.
\]

**Proof.** The thesis is a direct consequence of the regularity result of [27, Proposition 2.4] (see Proposition A.1 in the Appendix) combined with the Hopf type principle in [3, Proposition 4.11] (see Proposition A.2). It can be also derived as a particular case of [16, Theorem 4.1] with $\lambda = 0$, taking into account that, for $\lambda = 0$, $\psi_1$ is a positive constant on $S^N_+$, as observed in Lemma 2.3. \(\square\)

**Lemma 2.7.** **Let** $R_0 > 0$ **and let** $\Phi \in D^{1,2}(\mathbb{R}_+^{N+1}; t^{1-2s})$, $\Phi \geq 0$ a.e. in $\mathbb{R}_+^{N+1}$, $\Phi \not\equiv 0$, be a weak solution of the following problem

\[
\begin{cases}
- \text{div}(t^{1-2s} \nabla \Phi) = 0, & \text{in } \mathbb{R}_+^{N+1} \setminus B^+_R, \\
- \lim_{t \to 0} t^{1-2s} \frac{\partial \Phi}{\partial t} = \kappa_s q \Phi, & \text{on } \mathbb{R}^N \setminus B'_R,
\end{cases}
\]

where $q \in C^1(\mathbb{R}^N \setminus B'_R)$ is such that

\[|q(x)| + |x \cdot \nabla q(x)| = O(|x|^{-2s-\varepsilon}) \quad \text{as } |x| \to +\infty,
\]

for some $\varepsilon > 0$. **Then** there exists $C_6 > 0$ such that

\[\lim_{|x| \to \infty} |x|^{N-2s} \Phi(0, x) = C_6
\]

**Proof.** The proof follows by considering the equation solved by the Kelvin transform of $\Phi$ given in (2.15) and applying Lemma 2.6. \(\square\)
3. Proof of Theorem 1.5

Proof of Theorem 1.5. First, assume \( \sum_{i=1}^{k} \lambda_i^+ < \gamma_H \). By Hardy inequality [1] we deduce that
\[
Q_{\lambda_1, \ldots, \lambda_k, a_1, \ldots, a_k}(u) \geq \left( 1 - \frac{\sum_{i=1}^{k} \lambda_i^+}{\gamma_H} \right) \| u \|^2_{D^{s,2}(\mathbb{R}^N)} \quad \text{for all } u \in D^{s,2}(\mathbb{R}^N),
\]
thus implying that \( Q_{\lambda_1, \ldots, \lambda_k, a_1, \ldots, a_k} \) is positive definite.

Now we assume that \( \sum_{i=1}^{k} \lambda_i^+ > \gamma_H \). By optimality of the constant \( \gamma_H \) in Hardy inequality, it follows that there exists \( \varphi \in C_0^\infty(\mathbb{R}^N) \) such that
\[
\| \varphi \|^2_{D^{s,2}(\mathbb{R}^N)} = \sum_{i=1}^{k} \lambda_i^+ \int_{\mathbb{R}^N} \frac{|\varphi|^2}{|x|^{2s}} \, dx < 0. \tag{3.1}
\]

Let \( \varphi_\rho(x) := \rho^{\frac{N-2s}{2}} \varphi(x/\rho) \). Then, taking into account Lemma 8.1 we have that
\[
\| \varphi_\rho \|^2_{D^{s,2}(\mathbb{R}^N)} = \sum_{i=1}^{k} \lambda_i^+ \int_{\mathbb{R}^N} \frac{|\varphi_\rho|^2}{|x-a_i|^{2s}} \, dx = \sum_{i=1}^{k} \lambda_i^+ \int_{\mathbb{R}^N} \frac{|\varphi|^2}{|x-a_i/\rho|^{2s}} \, dx \to \| \varphi \|^2_{D^{s,2}(\mathbb{R}^N)} \quad \text{as } \rho \to +\infty.
\]
as \( \rho \to +\infty \). Therefore, there exists \( \tilde{\rho} \) such that
\[
\| \varphi_\rho \|^2_{D^{s,2}(\mathbb{R}^N)} < 0, \tag{3.2}
\]
where \( \psi := \varphi_{\tilde{\rho}} \). Let \( R > 0 \) be such that \( \text{supp } \psi \subset B_R^+ \). Then
\[
\int_{\mathbb{R}^N} \frac{|\psi|^2}{|x-a|^{2s}} \leq \frac{1}{(|a|-R)^{2s}} \int_{B_R^+} |\psi|^2 \, dx \tag{3.3}
\]
for \( |a| \) sufficiently large. Hence, from (3.2) and (3.3) it follows that
\[
Q_{\lambda_1, \ldots, \lambda_k, a_1, \ldots, a_k}(\psi) = \| \psi \|^2_{D^{s,2}(\mathbb{R}^N)} - \sum_{i=1}^{k} \lambda_i^+ \int_{\mathbb{R}^N} \frac{|\psi|^2}{|x-a_i|^{2s}} \, dx + \sum_{i=1}^{k} \lambda_i^- \int_{\mathbb{R}^N} \frac{|\psi|^2}{|x-a_i|^{2s}} \, dx \\
\leq \| \psi \|^2_{D^{s,2}(\mathbb{R}^N)} - \sum_{i=1}^{k} \lambda_i^+ \int_{\mathbb{R}^N} \frac{|\psi|^2}{|x-a_i|^{2s}} \, dx + \sum_{i=1}^{k} \lambda_i^- \int_{B_R^+} |\psi|^2 \, dx < 0
\]
if the poles \( a_i \)'s, corresponding to negative \( \lambda_i \)'s, are sufficiently far from the origin. The proof is thereby complete.

Remark 3.1. We observe that, in the case of two poles (i.e. \( k = 2 \)), Theorem 1.5 implies the sufficiency of condition (1.15) for the existence of a configuration of poles that makes the quadratic form \( Q_{\lambda_1, \ldots, \lambda_2, a_1, a_2} \) positive definite. Indeed, if \( k = 2 \) condition (1.15) directly implies (1.16).

4. A positivity criterion in the class \( \Theta \)

In this section, we provide the proof of Lemma 1.2, that is a criterion for establishing positivity of Schrödinger operators with potentials in \( \Theta \), in relation with existence of positive supersolutions, in the spirit of Allegretto-Piepenbrink theory.

We first prove the equivalent formulation of the infimum in (1.11) stated in Lemma 1.1

Proof of Lemma 1.7. Let's fix \( \bar{u} \in D^{s,2}(\mathbb{R}^N) \setminus \{0\} \) and let's call \( \tilde{U} \in D^{1,2}(\mathbb{R}_+^{N+1}; t^{1-2s}) \) its extension. Since
\[
\kappa_s \| \bar{u} \|^2_{D^{s,2}(\mathbb{R}^N)} = \int_{\mathbb{R}_+^{N+1}} t^{1-2s} |\nabla \tilde{U}|^2 \, dt \, dx,
\]
where \( \kappa_s \) is defined in (1.9), then
\[
\| \tilde{u}_t \|_{D^{2,2}(\mathbb{R}^N)}^2 - \int_{\mathbb{R}^N} V \tilde{u}_t^2 \, dx \geq \frac{\int_{\mathbb{R}^N} t^{1-2s} |\nabla \tilde{U}|^2 \, dx - \kappa_s \int_{\mathbb{R}^N} V |\nabla \tilde{U}|^2 \, dx}{\int_{\mathbb{R}^N} t^{1-2s} |\nabla \tilde{U}|^2 \, dx}.
\]
Therefore
\[
\| \tilde{u}_t \|_{D^{2,2}(\mathbb{R}^N)}^2 - \int_{\mathbb{R}^N} V |\tilde{u}_t|^2 \, dx \geq \frac{\int_{\mathbb{R}^N} t^{1-2s} |\nabla \tilde{U}|^2 \, dx - \kappa_s \int_{\mathbb{R}^N} V |\nabla \tilde{U}|^2 \, dx}{\int_{\mathbb{R}^N} t^{1-2s} |\nabla \tilde{U}|^2 \, dx}
\]
and then we can pass to the inf also on the left-hand quotient.

On the other hand, from (2.4), we have that, for any \( U \in D^{1,2}(\mathbb{R}^{N+1}; t^{1-2s}) \setminus \{ 0 \} \)
\[
\int_{\mathbb{R}^N} t^{1-2s} |\nabla U|^2 \, dx - \kappa_s \int_{\mathbb{R}^N} V |\nabla U|^2 \, dx \geq 1 - \frac{\int_{\mathbb{R}^N} V |u|^2 \, dx}{\| u \|_{D^{2,2}(\mathbb{R}^N)}^2},
\]
where \( u = Tr U \). Taking the infimum to both sides concludes the proof. \( \square \)

Now we are able to provide the proof of the positivity criterion.

**Proof of Lemma 4.3** Let us first prove (I). Let \( U \in C^\infty_c(\mathbb{R}^{N+1} \setminus \{(0, a_1), \ldots, (0, a_k)\}) \) \( \setminus \{ 0 \}, U \not\equiv 0 \) on \( \mathbb{R}^N \). Note that \( U^2/\Phi \in D^{1,2}(\mathbb{R}^{N+1}; t^{1-2s}) \) and \( U^2/\Phi \geq 0 \), hence we can choose \( U^2/\Phi \) in (1.13) as a test function. Easy computations yield
\[
\int_{\mathbb{R}^{N+1}} t^{1-2s} |\nabla U|^2 \, dx - \kappa_s \int_{\mathbb{R}^N} V |\nabla U|^2 \, dx \geq \frac{1}{1 + \varepsilon} \int_{\mathbb{R}^{N+1}} t^{1-2s} |\nabla U|^2 \, dx
\]
which, taking into account the hypothesis on \( \tilde{V} \), implies that
\[
\kappa_s \int_{\mathbb{R}^N} V |\nabla U|^2 \, dx \leq \frac{1}{1 + \varepsilon} \int_{\mathbb{R}^{N+1}} t^{1-2s} |\nabla U|^2 \, dx.
\]
Hence
\[
\frac{\int_{\mathbb{R}^{N+1}} t^{1-2s} |\nabla U|^2 \, dx - \kappa_s \int_{\mathbb{R}^N} V |\nabla U|^2 \, dx}{\int_{\mathbb{R}^{N+1}} t^{1-2s} |\nabla U|^2 \, dx} \geq \frac{\varepsilon}{1 + \varepsilon}.
\]
(4.1)
Therefore (I) follows by density of \( C^\infty_c(\mathbb{R}^{N+1} \setminus \{(0, a_1), \ldots, (0, a_k)\}) \) in \( D^{1,2}(\mathbb{R}^{N+1}; t^{1-2s}) \) (see Lemma [A.4]).

Now we prove (II). First of all we notice that, thanks to Hölder’s inequality, (2.2) and (2.3)
\[
\kappa_s \int_{\mathbb{R}^N} \tilde{V} |\nabla U|^2 \, dx \leq \kappa_s \int_{\mathbb{R}^N} |V| |\nabla U|^2 \, dx
\]
\[
\leq \left[ \frac{1}{\gamma_H} \left( \sum_{i=1}^k |\lambda_i| + |\lambda_\infty| \right) + S^{-1} \| W \|_{L^{N/2}(\mathbb{R}^N)} \right] \int_{\mathbb{R}^{N+1}} t^{1-2s} |\nabla U|^2 \, dx
\]
for all \( U \in D^{1,2}(\mathbb{R}^{N+1}; t^{1-2s}) \). If
\[
0 < \varepsilon < \frac{\mu(V)}{2} \left[ \frac{1}{\gamma_H} \left( \sum_{i=1}^k |\lambda_i| + |\lambda_\infty| \right) + S^{-1} \| W \|_{L^{N/2}(\mathbb{R}^N)} \right]^{-1},
\]
then
\[
\int_{\mathbb{R}^{N+1}} t^{1-2s} |\nabla U|^2 \, dx - \kappa_s \int_{\mathbb{R}^N} (V + \varepsilon \tilde{V}) |\nabla U|^2 \, dx \geq \frac{\mu(V)}{2} \int_{\mathbb{R}^{N+1}} t^{1-2s} |\nabla U|^2 \, dx
\]
(4.3)
for all $U \in \mathcal{D}^{1,2}(\mathbb{R}^N_{+,1}; t^{1-2s})$. Hence, for any fixed $p \in L^{N/2s}(\mathbb{R}^N) \cap L^{\infty}(\mathbb{R}^N)$, Hölder continuous and positive, the infimum

$$m_p = \inf_{U \in \mathcal{D}^{1,2}(\mathbb{R}^N_{+,1}; t^{1-2s})} \frac{\int_{\mathbb{R}^N_{+,1}} t^{1-2s} |\nabla U|^2 \, dt \, dx - \kappa_s \int_{\mathbb{R}^N} (V + \tilde{V}) |\text{Tr} U|^2 \, dx}{\int_{\mathbb{R}^N} \rho |\text{Tr} U|^2 \, dx}$$

is nonnegative. Also $m_p$ is achieved by some function $\Phi \in \mathcal{D}^{1,2}(\mathbb{R}^N_{+,1}; t^{1-2s}) \setminus \{0\}$, that (by evenness) can be chosen to be nonnegative: indeed, thanks to Hardy inequality (2.2) and (4.3) it’s easy to prove that the map

$$\mathcal{D}^{1,2}(\mathbb{R}^N_{+,1}; t^{1-2s}) \ni U \mapsto \int_{\mathbb{R}^N_{+,1}} t^{1-2s} |\nabla U|^2 \, dt \, dx - \kappa_s \int_{\mathbb{R}^N} (V + \tilde{V}) |\text{Tr} U|^2 \, dx$$

is weakly lower semicontinuous (since its square root is an equivalent norm in $\mathcal{D}^{1,2}(\mathbb{R}^N_{+,1}; t^{1-2s})$), while Lemma 2.1 yields the compactness of the trace map from $\mathcal{D}^{1,2}(\mathbb{R}^N_{+,1}; t^{1-2s})$ into $L^2(\mathbb{R}^N, \rho \, dx)$. Moreover $\Phi$ satisfies in a weak sense

$$\begin{cases} - \text{div}(t^{1-2s} \nabla \Phi) = 0, & \text{in } \mathbb{R}^N_{+,1}, \\ - \lim_{t \to 0^+} t^{1-2s} \frac{\partial \Phi}{\partial t} = \kappa_s (V + \tilde{V}) \text{Tr} \Phi + m_p \rho \text{Tr} \Phi, & \text{in } \mathbb{R}^N, \end{cases}$$

i.e.

$$\int_{\mathbb{R}^N_{+,1}} t^{1-2s} \nabla \Phi \cdot \nabla W \, dt \, dx = \kappa_s \int_{\mathbb{R}^N} (V + \tilde{V}) \text{Tr} \Phi \text{Tr} W \, dx + m_p \int_{\mathbb{R}^N} \rho \text{Tr} \Phi \text{Tr} W \, dx$$

for all $W \in \mathcal{D}^{1,2}(\mathbb{R}^N_{+,1}; t^{1-2s})$. From [27] Proposition 2.6 (see also Proposition A.1 in the Appendix) we have that $\Phi$ is locally Hölder continuous in $\mathbb{R}^N_{+,1} \setminus \{(0, a_1), \ldots, (0, a_k)\}$; in particular $\Phi \in C^{0,} (\mathbb{R}^N_{+,1} \setminus \{(0, a_1), \ldots, (0, a_k)\})$. Moreover, the classical Strong Maximum Principle implies that $\Phi > 0$ in $\mathbb{R}^N_{+,1}$; then, in the case when $V, \tilde{V}$ are locally Hölder continuous in $\mathbb{R}^N \setminus \{a_1, \ldots, a_k\}$, the Hopf type principle proved in [8] Proposition 4.11 (which is recalled in the Proposition A.2 of the Appendix) ensures that $\Phi(0, x) > 0$ for all $x \in \mathbb{R}^N \setminus \{a_1, \ldots, a_k\}$; we observe that assumption (A.1) of Proposition A.2 is satisfied thanks to [8] Lemma 4.5, see Lemma A.3.

5. Upper and lower bounds for $\mu(V)$

In this section we prove bounds from above and from below (in Lemma 5.1 and 5.2 respectively) for the quantity $\mu(V)$.

**Lemma 5.1.** For any $V(x) = \sum_{i=1}^k \frac{\lambda_i |x - a_i|^{2s}}{|x|^{2s}} + \frac{\lambda_{\infty} |x - a_{\infty}|^{2s}}{|x|^{2s}} + W(x) \in \Theta$, there holds:

(i) $\mu(V) \leq 1$;

(ii) if $\max_{i=1, \ldots, k, \infty} \lambda_i > 0$, then $\mu(V) \leq 1 - \frac{1}{\gamma} \max_{i=1, \ldots, k, \infty} \lambda_i$.

**Proof.** Let us fix $u \in C_c^{\infty}(\mathbb{R}^N)$, $u \not\equiv 0$ and $P \in \mathbb{R}^N \setminus \{a_1, \ldots, a_k\}$. For every $\rho > 0$ we define $u_\rho(x) := \rho^{\frac{N-2s}{2}} u(\frac{x-P}{\rho})$ and we notice that, by scaling properties,

$$\|u_\rho\|_{L^{\infty}(\mathbb{R}^N)} = \|u\|_{L^{\infty}(\mathbb{R}^N)} \quad \text{and} \quad \|u_\rho\|_{L^{\infty}_p(\mathbb{R}^N)} = \|u\|_{L^{\infty}_p(\mathbb{R}^N)}.$$  \hspace{1cm} (5.1)

Moreover, since $\text{supp}(u_\rho) = P + \rho \text{supp}(u)$, we have that $a_1, \ldots, a_k \not\in \text{supp}(u_\rho)$ for $\rho$ sufficiently small, hence

$$V \in L^{N/2s}(\text{supp}(u_\rho)).$$  \hspace{1cm} (5.2)
Therefore, from the definition of $\mu(V)$, thanks also to (5.1), (5.2), Hölder inequality, and (2.1), we deduce that

$$\mu(V) \leq 1 - \frac{\int_{\mathbb{R}^N} V |u_\rho|^2 \, dx}{\|u_\rho\|_{L^{2^*}\gamma}(\mathbb{R}^N)} \leq 1 + \frac{\int_{\mathcal{N}(a_0)} |V| |u_\rho|^2 \, dx}{\|u\|_{L^{2^*}\gamma}(\mathbb{R}^N)}$$

$$\leq 1 + \frac{\|V\|_{L^{2^*/2}((\mathcal{N}(a_0)))} \|u\|_{L^{2^*\gamma}(\mathbb{R}^N)}^2}{\|u\|_{L^{2^*\gamma}(\mathbb{R}^N)}^2} \leq 1 + S^{-1} \|V\|_{L^{2^*/2}((\mathcal{N}(a_0)))} = 1 + o(1),$$

as $\rho \to 0^+$. By density we may conclude the first part of the proof.

Now let us assume $\max_{i=1,\ldots,k,\infty} \lambda_i > 0$ and let us first consider the case $\max_{i=1,\ldots,k,\infty} \lambda_i = \lambda_j$ for a certain $j = 1,\ldots,k$. From optimality of the best constant in Hardy inequality (1.4) and from the density of $C_c^\infty(\mathbb{R}^N \setminus \{a_1,\ldots,a_k,0\})$ in $\mathcal{D}^{n/2}(\mathbb{R}^N)$ (see Lemma (A.1)), we have that, for any $\varepsilon > 0$, there exists $\varphi \in C_c^\infty(\mathbb{R}^N \setminus \{a_1,\ldots,a_k,0\})$ such that

$$\|\varphi\|_{L^{2^*\gamma}(\mathbb{R}^N)}^2 < (\gamma_H + \varepsilon) \int_{\mathbb{R}^N} \frac{|\varphi|^2}{|x|^2} \, dx. \quad (5.3)$$

Now, for any $\rho > 0$ we define $\varphi_\rho(x) := \rho^{-(n-2s)/2} \varphi(x/a_\rho)$. From the definition of $\mu(V)$ and from (5.1) we deduce that

$$\mu(V) \leq 1 - \frac{\int_{\mathbb{R}^N} V |\varphi_\rho|^2 \, dx}{\|\varphi\|_{L^{2^*\gamma}(\mathbb{R}^N)}^2}. \quad (5.4)$$

On the other hand, we can split the numerator as

$$\int_{\mathbb{R}^N} V |\varphi_\rho|^2 \, dx = \lambda_j \int_{B'(a_\rho,r_\rho)} |x - a_j|^{-2s} |\varphi_\rho|^2 \, dx + \sum_{i\neq j} \lambda_i \int_{B'(a_i,r_i)} |x - a_i|^{-2s} |\varphi_\rho|^2 \, dx$$

$$+ \lambda_{\infty} \int_{\mathbb{R}^N \setminus B'_\rho} |x|^{-2s} |\varphi_\rho|^2 \, dx + \int_{\mathbb{R}^N} W |\varphi_\rho|^2 \, dx.$$

From Hölder inequality and (5.1) we have that

$$\left| \int_{\mathbb{R}^N} W \varphi_\rho^2 \, dx \right| \leq \|W\|_{L^{2^*/2}(\mathcal{N}(a_\rho))} \|\varphi\|_{L^{2^*\gamma}(\mathbb{R}^N)}^2 \to 0, \quad \text{as } \rho \to 0^+, \quad (5.5)$$

while, just by a change of variable

$$\int_{B'(a_\rho,r_\rho)} |x - a_j|^{-2s} |\varphi_\rho|^2 \, dx = \int_{B'_{x/a_\rho}} |x|^{-2s} |\varphi|^2 \, dx \to \int_{\mathbb{R}^N} |x|^{-2s} |\varphi|^2 \, dx, \quad (5.6)$$

as $\rho \to 0^+$. Moreover $\text{supp}(\varphi_\rho) = a_\rho + \rho \text{supp}(\varphi)$, and therefore, thanks to (5.3) and (5.6), we have that, as $\rho \to 0^+$,

$$\int_{\mathbb{R}^N} V |\varphi_\rho|^2 \, dx = \lambda_j \int_{\mathbb{R}^N} |x|^{-2s} |\varphi|^2 \, dx + o(1). \quad (5.7)$$

Hence, combining (5.4) with (5.7) and (5.5), we obtain that

$$\mu(V) \leq 1 - \lambda_j (\gamma_H + \varepsilon)^{-1},$$

for all $\varepsilon > 0$, which implies that $\mu(V) \leq 1 - \lambda_j / \gamma_H$. Finally, let us assume $\max_{i=1,\ldots,k,\infty} \lambda_i = \lambda_\infty$. Letting $\varphi_\rho(x) := \rho^{-(n-2s)/2} \varphi(x/a_\rho)$, we observe that $\varphi_\rho \to 0$ uniformly, as $\rho \to +\infty$. So, arguing as before, one can similarly obtain that $\mu(V) \leq 1 - \lambda_\infty / \gamma_H$. The proof is thereby complete. \hfill $\Box$

The following result provides the positivity in the case of potentials with subcritical masses supported in sufficiently small neighbourhoods of the poles. In the following we fix two cut-off functions $\zeta, \tilde{\zeta} : \mathbb{R}^N \to \mathbb{R}$ such that $\zeta, \tilde{\zeta} \in C_c^\infty(\mathbb{R}^N)$, $0 \leq \zeta(x) \leq 1$, $0 \leq \tilde{\zeta}(x) \leq 1$, and

$$\zeta(x) = 1 \quad \text{for } |x| \leq \frac{1}{2}, \quad \zeta(x) = 0 \quad \text{for } |x| \geq 1,$$

$$\tilde{\zeta}(x) = 0 \quad \text{for } |x| \leq 1, \quad \tilde{\zeta}(x) = 1 \quad \text{for } |x| \geq 2.$$
Lemma 5.2. Let \(\{a_1, a_2, \ldots, a_k\} \subset B_{R}^{\prime}, a_i \neq a_j \text{ for } i \neq j, \text{ and } \lambda_1, \lambda_2, \ldots, \lambda_k, \lambda_{\infty} \in \mathbb{R} \) be such that \(m := \max_{i=1, \ldots, k} \lambda_i < \gamma_H\). For any \(0 < h < 1 - \frac{m}{m\gamma}\), there exists \(\delta = \delta(h) > 0\) such that

\[
\mu \left( \sum_{i=1}^{k} \frac{\lambda_i \zeta \left( \frac{x - a_i}{2r} \right)}{|x - a_i|^2} + \frac{\lambda_{\infty} \tilde{\zeta} \left( \frac{x}{R} \right)}{|x|^2} \right) \geq \begin{cases} 1 - \frac{m}{\gamma} - h, & \text{if } m > 0 \\ 1, & \text{if } m \leq 0. \end{cases}
\]

Proof. Let us assume that \(m > 0\), otherwise the statement is trivial. First, let us fix \(0 < \varepsilon < \frac{m}{m\gamma} - 1\), so that

\[\tilde{\lambda}_i := \lambda_i + \varepsilon \lambda_i^+ < \gamma_H \text{ for all } i = 1, \ldots, k, \infty.\]

In order to prove the statement, it is sufficient to find \(\delta = \delta(\varepsilon) > 0\) and \(\Phi \in \mathcal{D}^{1,2}(\mathbb{R}^{N+1}_{+}; t^{1-2s})\) such that \(\Phi \in C^0(\mathbb{R}^{N+1}_{+}; \{0, a_1/\delta, \ldots, (0, a_k/\delta)\})\), \(\Phi > 0\) in \(\mathbb{R}^{N+1}_{+}; \{0, a_1/\delta, \ldots, (0, a_k/\delta)\}, \) and

\[
\int_{\mathbb{R}^{N+1}_{+}} t^{1-2s} \nabla \Phi \cdot \nabla U \, dt \, dx - \sum_{i=1}^{k} \kappa_i \int_{\mathbb{R}^{N}} V_i \text{Tr} \Phi \text{Tr} U \, dx - \kappa_s \int_{\mathbb{R}^{N}} V_{\infty} \text{Tr} \Phi \text{Tr} U \, dx \geq 0 \quad (5.8)
\]

for all \(U \in \mathcal{D}^{1,2}(\mathbb{R}^{N+1}_{+}; t^{1-2s}), U \geq 0\) a.e., where

\[
V_i(x) = \frac{\tilde{\lambda}_i \zeta \left( x - \frac{a_i}{\delta} \right)}{|x - a_i/\delta|^{2s}}, \quad V_{\infty}(x) = \frac{\lambda_{\infty} \tilde{\zeta} \left( \frac{x}{R} \right)}{|x|^{2s}}.
\]

Indeed, thanks to scaling properties in (5.8) and to Lemma 5.2 (5.8) implies that

\[
\mu \left( \sum_{i=1}^{k} \frac{\lambda_i \zeta \left( \frac{x - a_i}{2r} \right)}{|x - a_i|^2} + \frac{\lambda_{\infty} \tilde{\zeta} \left( \frac{x}{R} \right)}{|x|^2} \right) \geq \frac{\varepsilon}{1 + \varepsilon},
\]

so that, letting \(h := 1 - \frac{m}{\gamma} - \varepsilon\), we obtain the result. Hence, we seek for some \(\Phi\) positive and continuous in \(\mathbb{R}^{N+1}_{+}; \{0, a_1/\delta, \ldots, (0, a_k/\delta)\}\) satisfying (5.8). Let us set, for some \(0 < \tau < 1,\)

\[
p_i(x) := p \left( x - \frac{a_i}{\delta} \right) \text{ for } i = 1, \ldots, k, \quad p_{\infty}(x) = \left( \frac{\tau}{R} \right)^{2s} p \left( \frac{\tau x}{R} \right),
\]

where \(p(x) = \frac{1}{|x|^{2s} (1 + |x|^{2s})^2}.\) We observe that \(p_i, p_{\infty} \in L^{N/2s}(\mathbb{R}^{N}).\) Therefore, thanks to Lemma 2.1 the weighted eigenvalue

\[
\mu_i = \inf_{\substack{\Phi \in \mathcal{D}^{1,2}(\mathbb{R}^{N+1}_{+}; t^{1-2s}) \\ \text{Tr} \Phi \neq 0}} \frac{\int_{\mathbb{R}^{N+1}_{+}} t^{1-2s} |\nabla \Phi|^2 \, dt \, dx - \kappa_i \int_{\mathbb{R}^{N}} V_i |\text{Tr} \Phi|^2 \, dx}{\int_{\mathbb{R}^{N}} p_i |\text{Tr} \Phi|^2 \, dx}
\]

is positive and attained by some nontrivial, nonnegative function \(\Phi_i \in \mathcal{D}^{1,2}(\mathbb{R}^{N+1}_{+}; t^{1-2s})\) that weakly solves

\[
- \text{div}(t^{1-2s} \nabla \Phi_i) = 0, \quad \text{in } \mathbb{R}^{N+1}_{+},
\]

\[
- \lim_{t \to 0} t^{1-2s} \frac{\partial \Phi_i}{\partial t} = (\kappa_i V_i + \mu_i p_i) \text{Tr} \Phi_i, \quad \text{on } \mathbb{R}^{N}.
\]

From the classical Strong Maximum Principle we deduce that \(\Phi_i > 0\) in \(\mathbb{R}^{N+1}_{+}\), while Proposition A.1 yields that \(\Phi_i\) is locally Hölder continuous in \(\mathbb{R}^{N+1}_{+}; \{0, a_i/\delta\}\). Moreover, from the Hopf type lemma in Proposition A.2 (whose assumption A.1 is satisfied thanks to Lemma A.3 outside \(\{a_i/\delta\}\)) we deduce that \(\text{Tr} \Phi_i > 0\) in \(\mathbb{R}^{N} \setminus \{a_i/\delta\}\). Similarly

\[
\mu_{\infty} = \inf_{\substack{\Phi \in \mathcal{D}^{1,2}(\mathbb{R}^{N+1}_{+}; t^{1-2s}) \\ \text{Tr} \Phi \neq 0}} \frac{\int_{\mathbb{R}^{N+1}_{+}} t^{1-2s} |\nabla \Phi|^2 \, dt \, dx - \kappa_s \int_{\mathbb{R}^{N}} V_{\infty} |\text{Tr} \Phi|^2 \, dx}{\int_{\mathbb{R}^{N}} p_{\infty} |\text{Tr} \Phi|^2 \, dx}
\]
is positive and reached by some nontrivial, nonnegative function \( \Phi_\infty \in \mathcal{D}^{1,2}(\mathbb{R}^{N+1}_+, t^{1-2s}) \) such that \( \Phi_\infty \) is locally Hölder continuous in \( \mathbb{R}^{N+1}_+ \) and \( \Phi_\infty > 0 \) in \( \mathbb{R}^{N+1}_+ \). Moreover, \( \Phi_\infty \) weakly solves

\[
\begin{cases}
-\operatorname{div}(t^{1-2s} \nabla \Phi_\infty) = 0, & \text{in } \mathbb{R}^{N+1}_+,

- \lim_{t \to 0} t^{1-2s} \frac{\partial \Phi_\infty}{\partial t} = (s_\infty V_\infty + \mu_\infty p_\infty) \operatorname{Tr} \Phi_\infty, & \text{on } \mathbb{R}^N.
\end{cases}
\]

Lemmas 2.3 and 2.7 (and continuity of the \( \Phi_i \)'s outside the poles) imply that there exists \( C_0 > 0 \) (independent of \( \delta \)) such that

\[
\begin{align*}
\frac{1}{C_0} \left| x - \frac{a_i}{\delta} \right|^{\alpha_i} & \leq \operatorname{Tr} \Phi_i \leq C_0 \left| x - \frac{a_i}{\delta} \right|^{\alpha_i}, & \text{in } B'(a_i/\delta, 1), \\
\frac{1}{C_0} \left| x - \frac{a_i}{\delta} \right|^{-(N-2s)} & \leq \operatorname{Tr} \Phi_i \leq C_0 \left| x - \frac{a_i}{\delta} \right|^{-(N-2s)}, & \text{in } \mathbb{R}^N \setminus B'(a_i/\delta, 1), \\
\frac{1}{C_0} \left| \frac{\delta x}{R} \right|^{-(N-2s)-\alpha_\infty} & \leq \operatorname{Tr} \Phi_\infty \leq C_0 \left| \frac{\delta x}{R} \right|^{-(N-2s)-\alpha_\infty}, & \text{in } \mathbb{R}^N \setminus B'_R/\delta, \\
\frac{1}{C_0} & \leq \operatorname{Tr} \Phi_\infty \leq C_0, & \text{in } B'_R/\delta.
\end{align*}
\]

Let \( \Phi := \sum_{i=1}^k \Phi_i + \eta \Phi_\infty \), with \( 0 < \eta < \text{inf} \left\{ \frac{\mu_i}{C_0 \delta^{\alpha_i} \lambda_i} : i = 1, \ldots, k, \quad \tilde{\lambda}_i > 0 \right\} \). Therefore,

\[
\begin{align*}
\int_{\mathbb{R}^{N+1}_+} t^{1-2s} \nabla \Phi \cdot \nabla U \, dt \, dx - \sum_{i=1}^k \int_{\mathbb{R}^N} V_i \operatorname{Tr} \Phi \operatorname{Tr} U \, dx - \int_{\mathbb{R}^N} V_\infty \operatorname{Tr} \Phi \operatorname{Tr} U \, dx \\
= \int_{\mathbb{R}^N} \left[ \sum_{i=1}^k \left( \mu_i p_i - V_\infty - \sum_{j \neq i} V_j \right) \operatorname{Tr} \Phi_i + \eta \left( \mu_\infty p_\infty - \sum_{i=1}^k V_i \right) \operatorname{Tr} \Phi_\infty \right] \operatorname{Tr} U \, dx \\
=: g(x) \operatorname{Tr} U(x) \, dx
\end{align*}
\]

for all \( U \in \mathcal{D}^{1,2}(\mathbb{R}^{N+1}_+, t^{1-2s}) \). Hereafter, let us assume \( U \geq 0 \) a.e. in \( \mathbb{R}^{N+1}_+ \). We will split the integral into three parts and prove that each of these is nonnegative. First, let us consider \( x \in B'_R/\delta \setminus (\cup_{i=1}^k B'(a_i/\delta, 1)) \): here \( V_i = V_\infty = 0 \) and we have that

\[
g(x) = \sum_{i=1}^k \mu_i p_i \operatorname{Tr} \Phi_i + \eta \mu_\infty p_\infty \operatorname{Tr} \Phi_\infty \geq 0.
\]

Now let us take \( n \in \{1, \ldots, k\} \) and \( x \in B'(a_n/\delta, 1) \), where \( V_\infty = V_i = 0 \) for \( i \neq n \). Then

\[
g(x) = \sum_{i=1}^k \mu_i p_i \operatorname{Tr} \Phi_i - V_n \sum_{i \neq n} \operatorname{Tr} \Phi_i + \eta (\mu_\infty p_\infty - V_n) \operatorname{Tr} \Phi_\infty \geq \mu_n p_n \operatorname{Tr} \Phi_n - V_n \left( \sum_{i \neq n} \operatorname{Tr} \Phi_i + \eta \operatorname{Tr} \Phi_\infty \right).
\]

If \( \tilde{\lambda}_n \leq 0 \) this is clearly nonnegative; so let us assume \( \tilde{\lambda}_n > 0 \). Thanks to (5.9), (5.10) and (5.12) we can estimate this quantity from below by

\[
\left| x - \frac{a_i}{\delta} \right|^{-2s} \left[ \frac{\mu_n}{2C_0} \left| x - \frac{a_i}{\delta} \right|^{-\tau \alpha_i} - \tilde{\lambda}_n C_0 \left( \sum_{i \neq n} \left| x - \frac{a_i}{\delta} \right|^{-(N-2s)} + \eta \right) \right].
\]

We observe that \( |x - a_i/\delta|^{-\tau \alpha_i} \geq 1 \), since \( \tilde{\lambda}_n > 0 \) implies that \( \alpha_i > 0 \) and we can choose \( \tau = -\alpha_i \). Moreover it’s not hard to prove that, for \( i \neq n \),

\[
\left| x - \frac{a_i}{\delta} \right|^{-(N-2s)} \leq \left( \frac{2}{|a_n - a_i|} \right)^{N-2s} \delta^{N-2s} < \frac{\eta}{k-1},
\]
for $\delta > 0$ sufficiently small. Thanks to this and to the choice of $\eta$ we have that the expression in (5.14) and then $g(x)$ is nonnegative in $B'(a_n/\delta, 1)$. Finally, if $x \in \mathbb{R}^N \setminus B'_{R/\delta}$, then the function $g$ in (5.13) becomes

$$\sum_{i=1}^{k} (\mu_i p_i - V_{\infty}) \text{Tr} \Phi_i + \eta \mu_{\infty} p_{\infty} \text{Tr} \Phi_{\infty}. \tag{5.15}$$

Again, if $\tilde{\lambda}_{\infty} \leq 0$ this quantity is nonnegative. If $\tilde{\lambda}_{\infty} > 0$, thanks to (5.10) and (5.11), we have that the function in (5.15) is greater than or equal to

$$|x|^{-2s} \left[ - C_0 \tilde{\lambda}_{\infty} \sum_{i=1}^{k} \left| x - \frac{a_i}{\delta} \right|^{-\left((N-2s)\right)} + \frac{\eta \mu_{\infty}}{2C_0} \left| \frac{\delta x}{R} \right|^{-\left((N-2s) - a_{\tilde{\lambda}_{\infty}} + \tau \right)} \right]. \tag{5.16}$$

Now, one can easily see that

$$\left| x - \frac{a_i}{\delta} \right| \geq \left( 1 - \frac{a}{R} \right) |x| \quad \text{for all } x \in \mathbb{R}^N \setminus B'_{R/\delta}, \quad \text{where } a = \max_{j=1,\ldots,k} |a_j|,$$

so that we can estimate (5.16) from below obtaining that, for all $x \in \mathbb{R}^N \setminus B'_{R/\delta}$,

$$g(x) \geq |x|^{-N} \left[ - C_0 \tilde{\lambda}_{\infty} k \left( 1 - \frac{a}{R} \right)^{-\left((N-2s)\right)} + \frac{\eta \mu_{\infty}}{2C_0} \left| \frac{\delta x}{R} \right|^{-\left((N-2s) - a_{\tilde{\lambda}_{\infty}} + \tau \right)} \right] \geq 0$$

for $\delta > 0$ sufficiently small, since $a_{\tilde{\lambda}_{\infty}} < 0$ if $\tilde{\lambda}_{\infty} > 0$. The proof is thereby complete. \(\square\)

6. Perturbation at infinity and at poles

In this section, we investigate the persistence of the positivity when the mass is increased at infinity (Theorem 6.3) and at poles (Theorem 6.4).

In order to make use of Lemmas 2.4–2.7, we may need to restrict the class $\Theta$ to some more regular potentials and to have a control on their growth at infinity.

For any $\delta > 0$, we define

$$\mathcal{P}_{\infty}^\delta := \left\{ f : \mathbb{R}^N \to \mathbb{R} : f \in C^1(\mathbb{R}^N \setminus B'_{R_{\infty}}) \text{ for some } R_{\infty} > 0 \right\}$$

and $|f(x)| + |x \cdot \nabla f(x)| = O(|x|^{-2s})$ as $|x| \to +\infty$. \(\tag{6.1}\)

Moreover, in order to prove some intermediary, technical lemmas based on the positivity criterion Lemma 1.2, the need for even more regular potentials occasionally arises. So, let us introduce the class

$$\Theta^* := \left\{ V \in \Theta : V \in C^1(\mathbb{R}^N \setminus \{a_1, \ldots, a_k\}) \right\}. \tag{6.2}$$

Then, we will recover the full generality of the class $\Theta$, thanks to an approximation procedure, which is based on the following lemma.

**Lemma 6.1.** Let $V_1, V_2 \in \Theta$ be such that $V_1 - V_2 \in L^{N/2s}(\mathbb{R}^N)$. Then

$$|\mu(V_2) - \mu(V_1)| \leq S^{-1} \|V_2 - V_1\|_{L^{N/2s}(\mathbb{R}^N)},$$

where $S > 0$ is the best constant in the Sobolev embedding \(\tag{2.1}\).
Proof. From the definition of $\mu(V_2)$, Hölder inequality and (2.3), for all $U \in \mathcal{D}^{1,2}(\mathbb{R}^{N+1}; t^{1-2s})$ we have that
\[
\int_{\mathbb{R}^{N+1}} t^{1-2s} |\nabla U|^2 \, dt \, dx - \kappa_s \int_{\mathbb{R}^N} V_1 |\text{Tr} U|^2 \, dx \
\geq \left( \mu(V_2) - S^{-1} \| V_2 - V_1 \|_{L^{N/2s}(\mathbb{R}^N)} \right) \int_{\mathbb{R}^{N+1}} t^{1-2s} |\nabla U|^2 \, dt \, dx,
\]
(6.3)
which implies that
\[
\mu(V_1) \geq \mu(V_2) - S^{-1} \| V_2 - V_1 \|_{L^{N/2s}(\mathbb{R}^N)}.
\]
Analogously one can prove that $\mu(V_2) \geq \mu(V_1) - S^{-1} \| V_2 - V_1 \|_{L^{N/2s}(\mathbb{R}^N)}$, thus concluding the proof.

Lemma 6.2. Let $V \in \mathcal{H}$, $a_1, \ldots, a_k \in \mathbb{R}^N$, and $R > 0$ be such that
\[
V \in C^1(\mathbb{R}^N \setminus \{a_1, \ldots, a_k\}) \quad \text{and} \quad V(x) = \frac{\lambda_{\infty}}{|x|^{2s}} + W(x) \quad \text{in } \mathbb{R}^N \setminus B'_R,
\]
where $\lambda_{\infty} < \gamma_H$ and $W \in \mathcal{P}^{\delta}_{\infty} \cap L^{\infty}(\mathbb{R}^N)$ for some $\delta > 0$. Assume that $\mu(V) > 0$ and let $\nu_{\infty} \in \mathbb{R}$ be such that $\lambda_{\infty} + \nu_{\infty} < \gamma_H$. Then there exist $\hat{R} > R$ and $\Phi \in \mathcal{D}^{1,2}(\mathbb{R}^{N+1}; t^{1-2s})$ such that $\Phi$ is locally Hölder continuous in $\mathbb{R}_{+}^{N+1} \setminus \{(0, a_1), \ldots, (0, a_k)\}$, $\Phi > 0$ in $\mathbb{R}_{+}^{N+1} \setminus \{(0, a_1), \ldots, (0, a_k)\}$, and
\[
\int_{\mathbb{R}^{N+1}} t^{1-2s} \nabla \Phi \cdot \nabla U \, dt \, dx - \kappa_s \int_{\mathbb{R}^N} \left[ V + \frac{\nu_{\infty}}{|x|^{2s}} \chi_{\mathbb{R}^N \setminus B'_R} \right] \text{Tr} \Phi \text{Tr} U \, dx \geq 0,
\]
for all $U \in \mathcal{D}^{1,2}(\mathbb{R}^{N+1}; t^{1-2s})$ with $U \geq 0$ a.e.

Proof. By (2.7) we can fix $\varepsilon \in (0, \frac{N-2s}{2})$ such that
\[
\Lambda(\varepsilon) - \lambda_{\infty} > 0 \quad \text{and} \quad \Lambda(\varepsilon) - \lambda_{\infty} - \nu_{\infty} > 0.
\]
(6.4)
Since $W \in \mathcal{P}^\delta_{\infty} \cap L^{\infty}(\mathbb{R}^N)$, there exists $C_0 > 0$ such that
\[
W(x) \leq \frac{C_0}{|x|^{2s + 6}} \quad \text{in } \mathbb{R}^N.
\]
(6.5)
Let $R_0 \geq \max \left\{ \hat{R}, \frac{1}{2} \left[ \frac{C_0}{\lambda_{\infty} - \Lambda(\varepsilon)} \right]^{1/\delta} \right\}$, so that
\[
\Lambda(\varepsilon) - \lambda_{\infty} - C_0(2R_0)^{-\delta} \geq 0.
\]
(6.6)
From Lemma 2.2 there exists a positive, locally Hölder continuous function $Y_{\varepsilon} : \mathbb{R}_{\varepsilon}^{N+1} \setminus \{0\} \rightarrow \mathbb{R}$ such that $Y_{\varepsilon} \in \Lambda_{\varepsilon} > 0 H^1(B^{\varepsilon}_{\varepsilon}; t^{1-2s})$ and
\[
-\text{div}(t^{1-2s} \nabla Y_{\varepsilon}) = 0 \quad \text{in } \mathbb{R}_{+}^{N+1},
\]
\[
Y_{\varepsilon}(0, x) = |x|^{-\frac{N+2s}{2}} + \varepsilon \quad \text{on } \mathbb{R}^N,
\]
\[
- \lim_{t \to 0^+} t^{1-2s} \frac{\partial Y_{\varepsilon}}{\partial t} = \kappa_s \Lambda(\varepsilon)|x|^{-2s} \text{Tr} Y_{\varepsilon} \quad \text{on } \mathbb{R}^N,
\]
(6.7)
in a weak sense. Direct calculations (see e.g. Proposition 2.6) yield that the Kelvin transform
\[
\tilde{Y}_{\varepsilon}(z) = |z|^{-(N-2s)} Y_{\varepsilon}(z/|z|^2)
\]
of $Y_{\varepsilon}$ weakly satisfies
\[
-\text{div}(t^{1-2s} \nabla Y_{\varepsilon}) = 0, \quad \text{in } \mathbb{R}^{N+1}_{\varepsilon} \setminus \{0\},
\]
\[
\tilde{Y}_{\varepsilon}(0, x) = |x|^{2s-N} - \varepsilon, \quad \text{on } \mathbb{R}^N \setminus \{0\},
\]
\[
- \lim_{t \to 0^+} t^{1-2s} \frac{\partial Y_{\varepsilon}}{\partial t} = \kappa_s \Lambda(\varepsilon)|x|^{-2s} \text{Tr} \tilde{Y}_{\varepsilon}, \quad \text{on } \mathbb{R}^N \setminus \{0\},
\]
(6.8)
\(\tilde{T}_\varepsilon > 0\) in \(\mathbb{R}^{N+1}_+ \setminus \{ 0 \}\) and \(\tilde{T}_\varepsilon\) is locally Hölder continuous in \(\mathbb{R}^{N+1}_+ \setminus \{ 0 \}\). Moreover we have that
\[
\int_{\mathbb{R}^{N+1}_+ \setminus B^+_r} t^{1-2s}|\nabla \tilde{T}_\varepsilon|^2 \, dt \, dx + \int_{\mathbb{R}^{N+1}_+ \setminus B^+_r} t^{1-2s} \frac{|\tilde{T}_\varepsilon|^2}{|x|^2 + t^2} \, dt \, dx < +\infty \quad \text{for all } r > 0. \tag{6.9}
\]
Let \(\eta \in C^\infty(\mathbb{R}^{N+1}_+)\) be a cut-off function such that \(\eta\) is radial, i.e. \(\eta(z) = \eta(|z|), \, |\nabla \eta| \leq \frac{2}{r_0}\) in \(\mathbb{R}^{N+1}_+\),
\[
\eta(z) := \begin{cases} 0, & \text{in } B^+_{r_0} \cup B^+_{r_0}' \\
1, & \text{in } (\mathbb{R}^{N+1}_+ \setminus B^+_{2r_0}) \cup (\mathbb{R}^N \setminus B^+_{2r_0}) \end{cases},
\]
and \(\eta > 0\) in \(\mathbb{R}^{N+1}_+ \setminus B^+_{r_0}\). We point out that
\[
\frac{\partial \eta}{\partial t}(0, x) = 0 \quad \text{and} \quad \frac{1}{t} \left| \frac{\partial \eta}{\partial t}(t, x) \right| = O(1) \quad \text{as } t \to 0 \quad \text{(uniformly in } x).\n\]
We let \(\Phi_1 := \eta \tilde{T}_\varepsilon\). By its construction, \(\Phi_1\) is continuous on the whole \(\mathbb{R}^{N+1}_+\) and \(\Phi_1 > 0\) in \(\mathbb{R}^{N+1}_+ \setminus B^+_{r_0}\) whereas (6.9) implies that \(\Phi_1 \in D^{1,2}(\mathbb{R}^{N+1}_+, t^{1-2s})\). Moreover direct computations yield that \(\Phi_1\) weakly solves
\[
\begin{cases} -\text{div}(t^{1-2s} \nabla \Phi_1) = t^{1-2s} F_1, & \text{in } \mathbb{R}^{N+1}_+, \\
- \lim_{t \to 0^+} t^{1-2s} \frac{\partial \Phi_1}{\partial t} = \kappa_s \Lambda(\varepsilon)|x|^{-2s} \text{Tr } \Phi_1, & \text{on } \mathbb{R}^N, \end{cases} \tag{6.10}
\]
where
\[
F_1 := (2s - 1) \frac{1}{t} \frac{\partial \eta}{\partial t} \tilde{T}_\varepsilon - 2 \nabla \tilde{T}_\varepsilon \cdot \nabla \eta \tilde{T}_\varepsilon \Delta \eta.
\]
We observe that \(F_1 \in C^\infty(\mathbb{R}^{N+1}_+)\) and \(\text{supp}(F_1) \subset B^+_{2r_0} \setminus B^+_{r_0}\). Given
\[
f_1(x) := \kappa_s \Lambda(\varepsilon)|x|^{-2s} \chi_{B^+_{2r_0} \setminus B^+_{r_0}} \Phi_1(0, x),
\]
we can choose a smooth, compactly supported function \(f_2 : \mathbb{R}^N \to \mathbb{R}\) such that
\[
f_1 + f_2 \geq 0 \quad \text{in } \mathbb{R}^N, \quad H := f_2 + \left[ W + \lambda_\infty |x|^{-2s} \right] \chi_{B^+_{2r_0} \setminus B^+_{r_0}} \text{Tr } \Phi_1 \geq 0 \quad \text{in } \mathbb{R}^N. \tag{6.11}
\]
We also choose another smooth, positive, compactly supported function \(F_2 : \mathbb{R}^{N+1}_+ \to \mathbb{R}\) such that
\(F_1 + F_2 \geq 0\) in \(\mathbb{R}^{N+1}_+\). Since \(\mu(V) > 0\) and \(H \in L^{\frac{2N}{N+2}}(\mathbb{R}^N)\), by Lax-Milgram Lemma there exists \(\Phi_2 \in D^{1,2}(\mathbb{R}^{N+1}_+, t^{1-2s})\) such that
\[
\begin{cases} -\text{div}(t^{1-2s} \nabla \Phi_2) = t^{1-2s} F_2, & \text{in } \mathbb{R}^{N+1}_+, \\
- \lim_{t \to 0^+} t^{1-2s} \frac{\partial \Phi_2}{\partial t} = \kappa_s [V \text{Tr } \Phi_2 + H], & \text{on } \mathbb{R}^N, \end{cases} \tag{6.12}
\]
holds in a weak sense. From Proposition A.1 we know that \(\Phi_2\) is locally Hölder continuous in \(\mathbb{R}^{N+1}_+ \setminus \{(0, a_1), \ldots, (0, a_k)\}\).

In order to prove that \(\Phi_2\) is strictly positive in \(\mathbb{R}^{N+1}_+ \setminus \{(0, a_1), \ldots, (0, a_k)\}\), we compare it with the unique weak solution \(\Phi_3 \in D^{1,2}(\mathbb{R}^{N+1}_+, t^{1-2s})\) to the problem
\[
\begin{cases} -\text{div}(t^{1-2s} \nabla \Phi_3) = 0, & \text{in } \mathbb{R}^{N+1}_+, \\
- \lim_{t \to 0^+} t^{1-2s} \frac{\partial \Phi_3}{\partial t} = \kappa_s [V \text{Tr } \Phi_3 + H], & \text{on } \mathbb{R}^N, \end{cases} \tag{6.13}
\]
whose existence is again ensured by the Lax-Milgram Lemma. The difference \(\tilde{\Phi} = \Phi_2 - \Phi_3\) belongs to \(D^{1,2}(\mathbb{R}^{N+1}_+, t^{1-2s})\) and weakly solves
\[
\begin{cases} -\text{div}(t^{1-2s} \nabla \tilde{\Phi}) = t^{1-2s} F_2, & \text{in } \mathbb{R}^{N+1}_+, \\
- \lim_{t \to 0^+} t^{1-2s} \frac{\partial \tilde{\Phi}}{\partial t} = \kappa_s V \text{Tr } \tilde{\Phi}, & \text{on } \mathbb{R}^N. \end{cases}
\]
By directly testing the above equation with \( \tilde{\Phi}^- \), since \( \mu(V) > 0 \) we obtain that \( \tilde{\Phi}^- \geq 0 \) in \( \mathbb{R}^{N+1}_+ \), i.e. \( \Phi_2 \geq \Phi_3 \). Furthermore, testing the equation for \( \Phi_3 \) with \( -\tilde{\Phi}^- \), we also obtain that \( \Phi_3 \geq 0 \) in \( \mathbb{R}^{N+1}_+ \). The classical Strong Maximum Principle, combined with Proposition A.2 (whose assumption (A.1) for (6.13) is satisfied thanks to the assumption \( V \in C^1(\mathbb{R}^N \setminus \{a_1, \ldots, a_k\}) \) and Lemma A.3), yields \( \Phi_3 > 0 \) in \( \mathbb{R}^{N+1}_+ \setminus \{(0, a_1), \ldots, (0, a_k)\} \) and hence
\[
\Phi_2 > 0 \quad \text{in} \quad \mathbb{R}^{N+1}_+ \setminus \{(0, a_1), \ldots, (0, a_k)\}.
\]

Finally, from Lemma 2.3 and from the continuity of \( \Phi_2 \), there exists \( C_1 > 0 \) such that
\[
\frac{1}{C_1} |x|^{-(N-2s)-a_{\infty}} \leq \Phi_2(0, x) \leq C_1 |x|^{-(N-2s)-a_{\infty}} \quad \text{in} \quad \mathbb{R}^N \setminus B^\prime_{2R_0}.
\]

Now we set \( \Phi = \Phi_1 + \Phi_2 \). We immediately observe that \( \Phi \in D^{1,2}(\mathbb{R}^{N+1}_+; t^{1-2s}) \) is locally Hölder continuous and strictly positive in \( \mathbb{R}^{N+1}_+ \setminus \{(0, a_1), \ldots, (0, a_k)\} \). We claim that, for \( \tilde{R} > 0 \) sufficiently large,
\[
\int_{\mathbb{R}^N} \int_{\mathbb{R}^{N+1}_+} t^{1-2s} \nabla \Phi \cdot \nabla U \, dt \, dx = -\kappa_s \int_{\mathbb{R}^N} \left[ V + \frac{\nu_{\infty}}{|x|^{2s}} \chi_{\mathbb{R}^N \setminus B^\prime_R} \right] \text{Tr} \Phi \text{Tr} U \, dx \geq 0,
\]
for all \( U \in D^{1,2}(\mathbb{R}^{N+1}_+; t^{1-2s}) \) with \( U \geq 0 \) a.e.

The function \( \Phi \) weakly satisfies
\[
\begin{cases}
-\text{div}(t^{1-2s} \nabla \Phi) = t^{1-2s}(F_1 + F_2), & \text{in} \ \mathbb{R}^{N+1}_+,
-\lim_{t \to 0^+} t^{1-2s} \frac{\partial \Phi}{\partial t} = \kappa_s \left[ \Lambda(\epsilon) |x|^{-2s} \text{Tr} \Phi_1 + V \text{Tr} \Phi_2 + H \right], & \text{on} \ \mathbb{R}^N.
\end{cases}
\]

Hence, if \( U \in D^{1,2}(\mathbb{R}^{N+1}_+; t^{1-2s}) \), \( U \geq 0 \) a.e.,
\[
\int_{\mathbb{R}^N} \int_{\mathbb{R}^{N+1}_+} t^{1-2s} \nabla \Phi \cdot \nabla U \, dt \, dx = -\kappa_s \int_{\mathbb{R}^N} \left[ V + \frac{\nu_{\infty}}{|x|^{2s}} \chi_{\mathbb{R}^N \setminus B^\prime_R} \right] \text{Tr} \Phi \text{Tr} U \, dx
\]
\[
\geq \int_{\mathbb{R}^N} \left[ \kappa_s \Lambda(\epsilon) - \nu_{\infty} \chi_{\mathbb{R}^N \setminus B^\prime_R} \text{Tr} \Phi_1 + \kappa_s \Lambda(\epsilon) - \nu_{\infty} \left| |x|^{2s} W \right| \chi_{B^\prime_R \setminus B^\prime_{2R_0}} \text{Tr} \Phi_1
\]
\[
- \kappa_s \left( W \text{Tr} \Phi_1 + \frac{\nu_{\infty}}{|x|^{2s}} \chi_{B^\prime_R \setminus B^\prime_{2R_0}} \text{Tr} \Phi_2 \right) \right] \text{Tr} U \, dx =: \int_{\mathbb{R}^N} F(x) \text{Tr} U(x) \, dx.
\]

If \( x \in B^\prime_{2R_0} \), then \( F(x) = f_1(x) + f_2(x) \geq 0 \). If \( x \in B^\prime_{2R_0} \setminus B^\prime_{2R_0} \), then from (6.11), (6.5) and (6.6)
\[
F(x) \geq \kappa_s \Lambda(\epsilon) - \nu_{\infty} - |x|^{2s} W |x|^{-2s} \text{Tr} \Phi_1 \geq \kappa_s \Lambda(\epsilon) - \nu_{\infty} - C_0(2R_0)^{-\delta} |x|^{-2s} \text{Tr} \Phi_1 \geq 0.
\]

Finally, if \( x \in \mathbb{R}^N \setminus B^\prime_{2R_0} \), then from the definition of \( \Phi_1 \), (6.11), (6.14) and (6.5) we have that
\[
F(x) \geq \kappa_s \Lambda(\epsilon) - \nu_{\infty} - |x|^{-N-2s} - \kappa_s C_0 |x|^{-N-2s} - \kappa_s C_1 \nu_{\infty} |x|^{-N-a_{\infty}}.
\]

Since the function \( \lambda \mapsto \mu_1(\lambda) \) is strictly decreasing and \( \lambda_{\infty} < \Lambda(\epsilon) \), from (2.8) it follows that \( \mu_1(\lambda_{\infty}) > \epsilon^2 - (\frac{N+2s}{2})^2 \) which yields \( -N - a_{\infty} < -\frac{N+2s}{2} - \epsilon \). Hence, if \( \tilde{R} \) is sufficiently large, \( F(x) \geq 0 \) for all \( x \in \mathbb{R}^N \setminus B^\prime_{2R_0} \). This concludes the proof.

Combining Lemma 6.2 with the positivity criterion Lemma 1.2 and an approximation procedure based on Lemma 6.1, we prove the persistence of the positivity under perturbations at infinity for potentials in the class \( \Theta \).

**Theorem 6.3.** Let
\[
V(x) = \sum_{i=1}^k \frac{\lambda_i \chi_{B^\prime_{a_i}(x)}}{|x-a_i|^{2s}} + \frac{\lambda_{\infty} \chi_{\mathbb{R}^N \setminus B^\prime_R}}{|x|^{2s}} + W(x) \in \Theta.
\]
Assume \( \mu(V) > 0 \) and let \( \nu_\infty \in \mathbb{R} \) be such that \( \lambda_\infty + \nu_\infty < \gamma_H \). Then there exists \( \tilde{R} > R \) such that
\[
\mu \left( V + \frac{\nu_\infty}{|x|^{2s}} \chi_{\mathbb{R}^N \setminus B_{\tilde{R}}} \right) > 0.
\]

**Proof.** Since \( V \in \Theta \) and \( \mu(V) > 0 \), arguing as in (4.3) we have that, for \( \varepsilon \) chosen sufficiently small as in (6.1), \( \mu(V + \varepsilon V) > \frac{\mu(V)}{2} > 0 \). Moreover we can choose \( \varepsilon \) such that \( \lambda_\infty + \nu_\infty + \varepsilon (\lambda_\infty + \nu_\infty) < \gamma_H \) and \( \lambda_i + \varepsilon \lambda_i < \gamma_H \) for all \( i = 1, \ldots, k, \infty \). Let \( \sigma = \sigma(\varepsilon) \) be such that
\[
0 < \sigma < \min\{S\varepsilon, S\mu(V)/2\}.
\]

By density of \( C_c^\infty(\mathbb{R}^N) \) in \( L^\infty(\mathbb{R}^N) \), there exists
\[
\hat{V}(x) = \sum_{i=1}^k \lambda_i \chi_{B'(a_i,r_i)}(x) + \frac{\lambda_\infty \chi_{\mathbb{R}^N \setminus B_R'(x)}}{|x|^{2s}} + \hat{W}(x) \in \Theta^*
\]
such that \( \hat{W} \in \mathcal{D}^\delta \) for some \( \delta > 0 \) and
\[
\|\hat{V} - V\|_{L^{N/2s}(\mathbb{R}^N)} < \frac{\sigma}{1 + \varepsilon}.
\]

Then from Lemma \ref{lem:6.1} taking into account (6.17) and (6.18), we have that
\[
\mu(\hat{V} + \varepsilon \hat{V}) \geq \mu(V + \varepsilon V) - (1 + \varepsilon) S^{-1} ||V - V||_{L^{N/2s}(\mathbb{R}^N)} > 0.
\]

Now, thanks to Lemma \ref{lem:6.2} there exists \( \tilde{R} > R \) and a function \( \Phi \in \mathcal{D}^{1,2}(\mathbb{R}^{N+1}; t^{1-2s}) \) such that \( \Phi \) is strictly positive and locally Hölder continuous in \( \mathbb{R}^{N+1}_+ \setminus \{0, a_1, \ldots, a_k\} \) and
\[
\int_{\mathbb{R}^{N+1}_+} t^{1-2s} \nabla \Phi \cdot \nabla U \, dt \, dx = -\kappa_s \int_{\mathbb{R}^N} \left[ \hat{V} + \varepsilon \hat{V} + \frac{\nu_\infty + \varepsilon \nu_\infty}{|x|^{2s}} \chi_{\mathbb{R}^N \setminus B_R'} \right] \text{Tr} \Phi \text{Tr} U \, dx \geq 0,
\]
for all \( U \in \mathcal{D}^{1,2}(\mathbb{R}^{N+1}; t^{1-2s}) \) with \( U \geq 0 \) a.e. Therefore Lemma \ref{lem:1.2} yields
\[
\mu \left( \hat{V} + \frac{\nu_\infty}{|x|^{2s}} \chi_{\mathbb{R}^N \setminus B_R'} \right) \geq \frac{\varepsilon}{1 + \varepsilon}.
\]

Finally, thanks to Lemma \ref{lem:6.1} \ref{lem:6.17} and (6.18), we have the estimate
\[
\mu \left( V + \frac{\nu_\infty}{|x|^{2s}} \chi_{\mathbb{R}^N \setminus B_R'} \right) \geq \mu \left( V + \frac{\nu_\infty}{|x|^{2s}} \chi_{\mathbb{R}^N \setminus B_R'} \right) - S^{-1} ||\hat{V} - V||_{L^{N/2s}(\mathbb{R}^N)} > 0
\]
which yields the conclusion. \( \square \)

Swapping the singularity at a pole for a singularity at infinity through the Kelvin transform, we obtain the analog of Theorem 6.3 when perturbing the mass of a pole.

**Theorem 6.4.** Let
\[
V(x) = \sum_{i=1}^k \lambda_i \chi_{B'(a_i,r_i)}(x) + \frac{\lambda_\infty \chi_{\mathbb{R}^N \setminus B_R'(x)}}{|x|^{2s}} + W(x) \in \Theta.
\]
Assume \( \mu(V) > 0 \) and let \( i_0 \in \{1, \ldots, k\} \) and \( \nu \in \mathbb{R} \) be such that \( \lambda_{i_0} + \nu < \gamma_H \). Then there exists \( \delta \in (0, r_{i_0}) \) such that
\[
\mu \left( V + \frac{\nu}{|x-a_{i_0}|^{2s}} \chi_{B'(a_{i_0}, \delta)} \right) > 0.
\]

Before proving Theorem 6.4 it is convenient to make the following remark.

**Remark 6.5.** (i) By the invariance by translation of the norm \( \| \cdot \|_{\mathcal{D}^{1,2}(\mathbb{R}^N)} \), we have that, if \( V \in \mathcal{H} \), then, for any \( a \in \mathbb{R}^N \), the translated potential \( V_a := V(\cdot + a) \) belongs to \( \mathcal{H} \) and \( \mu(V_a) = \mu(V) \).
Moreover, from Remark 6.5 (ii) and Lemma 6.1 it follows that
Proof of Theorem 6.4. Let \( V_1(x) := V(x + a_i) \). We have that
\[
V_1(x) = \frac{\lambda_i \chi_{B_{r_{1_i}}(x)}}{|x|^{2s}} + \sum_{i \neq i_0} \frac{\lambda_i \chi_{B((a_i - a_{i_0}),x)}(x)}{|x - (a_i - a_{i_0})|^{2s}} + \frac{\lambda_0 \chi_{\mathbb{R}^N \setminus B_{\delta}(x)}}{|x|^{2s}} + W_1(x) \in \Theta
\]
and, in view of Remark 6.5 (i), \( \mu(V_1) = \mu(V) > 0 \). Then we can choose some \( \varepsilon \) sufficiently small so that \( \mu(V_1 + \varepsilon V_1) > \frac{\mu(V)}{2} > 0 \) (see [13]) and \( \lambda_i + \nu + \varepsilon(\lambda_i + \nu) < \gamma \mu \), \( \lambda_i + \varepsilon \lambda_i < \gamma \mu \) for all \( i = 1, \ldots, k, \infty \). Let \( \sigma = \sigma(\varepsilon) \in (0, \min\{\varepsilon \sigma, \varepsilon \mu(V)/2\}) \). By density of \( C_c^\infty(\mathbb{R}^N \setminus \{a_1, \ldots, a_k\}) \) in \( L^2(\mathbb{R}^N) \) there exists
\[
V_2(x) = \frac{\lambda_i \chi_{B_{r_{1_i}}(x)}}{|x|^{2s}} + \sum_{i \neq i_0} \frac{\lambda_i \chi_{B((a_i - a_{i_0}),x)}(x)}{|x - (a_i - a_{i_0})|^{2s}} + \frac{\lambda_0 \chi_{\mathbb{R}^N \setminus B_{\delta}(x)}}{|x|^{2s}} + W_2(x) \in \Theta^*
\]
such that \( W_2 \in L^{N/2s}(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N) \) vanishes in a neighbourhood of any pole and in a neighbourhood of \( \infty \) and
\[
\|V_2 - V_1\|_{L^{N/2s}(\mathbb{R}^N)} < \frac{\sigma}{1 + \varepsilon}.
\]
Let \( V_3(x) := |x|^{-4s} V_2\left(\frac{x}{|x|^{2s}}\right) \). Then
\[
V_3 \in C^1\left(\mathbb{R}^N \setminus \left\{0, \frac{a_i - a_{i_0}}{|a_i - a_{i_0}|^2} \right\}_{i \neq i_0}\right)
\]
and there exists \( r > 0 \) such that
\[
V_3(x) = \frac{\lambda_i}{|x|^{2s}} \quad \text{in} \ \mathbb{R}^N \setminus B'_r.
\]
Moreover, from Remark 6.5 (ii) and Lemma 6.1 it follows that \( V_3 \in \mathcal{H} \) and
\[
\mu(V_3 + \varepsilon V_3) = \mu(V_2 + \varepsilon V_2)
\]
\[
\geq \mu(V_1 + \varepsilon V_1) - S^{-1}(1 + \varepsilon)\|V_1 - V_2\|_{L^{N/2s}(\mathbb{R}^N)} > \frac{\mu(V)}{2} - S^{-1}\sigma > 0.
\]
From Lemma 6.2 we deduce that there exists \( \bar{R} > r \) and a function \( \Phi \in D^{1,2}(\mathbb{R}^{N+1}_+, t^{1-2s}) \) such that \( \Phi \) is strictly positive and locally Hölder continuous in \( \mathbb{R}^{N+1}_+ \setminus \left\{0, \frac{a_i - a_{i_0}}{|a_i - a_{i_0}|^2} \right\}_{i \neq i_0} \) and
\[
\int_{\mathbb{R}^{N+1}_+} t^{1-2s} \nabla \Phi \cdot \nabla U \, dt \, dx - \kappa_s \int_{\mathbb{R}^N} \left[V_3 + \varepsilon V_3 + \frac{\nu + \varepsilon \nu}{|x|^{2s}} \chi_{\mathbb{R}^N \setminus B'_R} \right] \text{Tr} \Phi \text{ Tr \ } U \, dx \geq 0,
\]
for all \( U \in D^{1,2}(\mathbb{R}^{N+1}_+, t^{1-2s}) \) with \( U \geq 0 \) a.e. Therefore Lemma 1.2 yields
\[
\mu \left( V_3 + \frac{\nu}{|x|^{2s}} \chi_{\mathbb{R}^N \setminus B'_R} \right) \geq \frac{\varepsilon}{1 + \varepsilon}.
\]
From Remark 6.5 (ii) we have that \( \mu\left(V_3 + \frac{\nu}{|x|^{2\gamma}} \chi_{\mathbb{R}^N \setminus B_r}\right) = \mu\left(V_2 + \frac{\nu}{|x|^{2\gamma}} \chi_{B_{1/r}}\right) \geq \frac{\epsilon}{1 + \epsilon}. \) Hence, letting \( \delta = 1/R, \) from Remark 6.5 (i) and Lemma 6.1 we deduce that

\[
\begin{align*}
\mu\left(V + \frac{\nu}{|x-a_i|^{2\gamma}} \chi_{B^r_{\lambda_i} \setminus a_i}\right) = \mu\left(V_1 + \frac{\nu}{|x|^{2\gamma}} \chi_{B_r}\right) \\
\geq \mu\left(V_2 + \frac{\nu}{|x|^{2\gamma}} \chi_{B_r}\right) - S^{-1}\|V_1 - V_2\|_{L^{N/2}(\mathbb{R}^N)} \geq \frac{\epsilon}{1 + \epsilon} - S^{-1}\frac{\sigma}{1 + \epsilon} > 0
\end{align*}
\]

which yields the conclusion. \( \square \)

**Corollary 6.6.** Let

\[ V(x) = \sum_{i=1}^k \frac{\lambda_i \chi_{B^r_{\lambda_i}}(x)}{|x-a_i|^{2\gamma}} + \frac{\lambda_\infty \chi_{\mathbb{R}^N \setminus B_r^r}(x)}{|x|^{2\gamma}} + W(x) \in \Theta \]

be such that \( \mu(V) > 0. \) Then there exists

\[ V^*(x) = \sum_{i=1}^k \frac{\tilde{\lambda}_i \chi_{B^r_{\tilde{\lambda}_i}}(x)}{|x-a_i|^{2\gamma}} + \frac{\lambda_\infty \chi_{\mathbb{R}^N \setminus B_r^r}(x)}{|x|^{2\gamma}} + W^*(x) \in \Theta \] (6.19)

such that

\[ V^* - V \in C^\infty(\mathbb{R}^N \setminus \{a_1, \ldots, a_k\}), \quad V^* \geq V, \quad \mu(V^*) > 0, \quad \text{and} \quad \tilde{\lambda}_i > 0 \text{ for all } i = 1, \ldots, k. \]

**Proof.** For every \( i = 1, \ldots, k, \) let \( \nu_i \) be such that \( \nu_i > 0 \) and \( \lambda_i + \nu_i \in (0, \gamma_H). \) From Theorem 6.4 we have that, for every \( i = 1, \ldots, k, \) there exists \( \delta_i \) such that, letting

\[ \tilde{V} = V + \sum_{i=1}^k \frac{\nu_i}{|x-a_i|^{2\gamma}} \chi_{B^r_{\lambda_i} \setminus a_i}, \]

\( \mu(\tilde{V}) > 0. \) Let us consider a cut-off function \( \zeta : \mathbb{R}^N \to \mathbb{R} \) such that \( \zeta \in C^\infty(\mathbb{R}^N), \) \( 0 \leq \zeta(x) \leq 1, \)

\( \zeta(x) = 1 \text{ for } |x| \leq \frac{1}{2}, \) and \( \zeta(x) = 0 \text{ for } |x| \geq 1. \) Let

\[ \tilde{V}(x) = V + \sum_{i=1}^k \frac{\nu_i}{|x-a_i|^{2\gamma}} \zeta\left(\frac{x-a_i}{\delta_i}\right). \]

Then \( \tilde{V} - V \in C^\infty(\mathbb{R}^N \setminus \{a_1, \ldots, a_k\}) \) and \( \tilde{V} \geq V. \) Moreover \( \tilde{V} \) is of the form (6.19) with \( \tilde{\lambda}_i = \lambda_i + \nu_i > 0 \) and, in view of (1.11) and the fact that \( \tilde{V} \leq \tilde{V}, \) \( \mu(\tilde{V}) \geq \mu(\tilde{V}) > 0. \) The proof is thereby complete. \( \square \)

### 7. Localization of Binding

This section is devoted to the proof of Theorem 1.3 which is the main tool needed in order to prove our main result. Indeed this tool ensures, inside the class \( \Theta, \) that the sum of two positive operators is positive, provided one of them is translated sufficiently far.

For any \( \delta > 0 \) and \( a_1, \ldots, a_k \in \mathbb{R}^N, \) we define

\[ \mathcal{P}_\delta^{a_1, \ldots, a_k} := \mathcal{P}_\infty \cap \left( \bigcap_{j=1}^k \mathcal{P}_\delta^{a_j} \right) \] (7.1)

where \( \mathcal{P}_\infty \) is defined in (6.1) and, for all \( j = 1, \ldots, k, \)

\[ \mathcal{P}_\delta^{a_j} = \left\{ f : \mathbb{R}^N \to \mathbb{R} : \exists f \in C^1(B^r_{\lambda_j} \setminus \{a_j\}) \text{ for some } R_j > 0 \right. \]

\[ \left. \text{and } |f(x)| + |(x-a_j) \cdot \nabla f(x)| = O(|x-a_j|^{-2\gamma+\delta}) \text{ as } x \to a_j \right\}. \]
Lemma 7.1. Let

$$V_1(x) = \sum_{i=1}^{k_1} \frac{\lambda^1_i \chi_{B'(a^1_i, r^1_i)}(x)}{|x - a^1_i|^{2s}} + \frac{\lambda^2_\infty \chi_{\mathbb{R}^N \setminus B'_R}(x)}{|x|^{2s}} + W_1(x) \in \Theta^*,$$

$$V_2(x) = \sum_{i=1}^{k_2} \frac{\lambda^2_i \chi_{B'(a^2_i, r^2_i)}(x)}{|x - a^2_i|^{2s}} + \frac{\lambda^2_\infty \chi_{\mathbb{R}^N \setminus B'_R}(x)}{|x|^{2s}} + W_2(x) \in \Theta^*,$$

with $W_1 \in \mathcal{D}^\delta_{a^1_1, \ldots, a^1_{k_1}}$, $W_2 \in \mathcal{D}^\delta_{a^2_1, \ldots, a^2_{k_2}}$ for some $\delta > 0$. If $\mu(V_1), \mu(V_2) > 0$ and $\lambda^1_\infty + \lambda^2_\infty < \gamma_H$, then there exists $R > 0$ such that for every $y \in \mathbb{R}^N \setminus B'_R$ there exists $\Phi_y \in \mathcal{D}^{1,2}(\mathbb{R}^N; t^{1-2s})$ such that $\Phi_y$ is strictly positive and locally Hölder continuous in $\mathbb{R}^{N+1}_+ \setminus \{(0, a^1_j), (0, a^2_i + y)\}_{i=1, \ldots, k_i,j=1,2}$ and

$$\int_{\mathbb{R}^{N+1}_+} t^{1-2s} \nabla \Phi_y \cdot \nabla U \ dt \ dx \geq \kappa_s \int_{\mathbb{R}^N} (V_1(x) + V_2(x - y)) \ Tr \Phi_y \ Tr U \ dx \quad (7.2)$$

for all $U \in \mathcal{D}^{1,2}(\mathbb{R}^{N+1}_+; t^{1-2s})$, with $U \geq 0$ a.e.

Proof. First of all we observe that it is not restrictive to assume that $\lambda^j_i > 0$ for all $i = 1, \ldots, k_j$, $j = 1, 2$. Indeed, letting $V_1, V_2$ as in the assumptions, from Corollary 6.6 there exist $\bar{V}_1, \bar{V}_2 \in \Theta^*$ with positive masses at poles such that $\bar{V}_j \geq V_j$ and $\mu(\bar{V}_j) > 0$ for $j = 1, 2$. If the theorem is true under the further assumption of positivity of masses at poles, we conclude that, for every $y$ with $|y|$ sufficiently large, there exists $\Phi_y \in \mathcal{D}^{1,2}(\mathbb{R}^{N+1}_+; t^{1-2s})$ strictly positive and locally Hölder continuous in $\mathbb{R}^{N+1}_+ \setminus \{(0, a^1_j), (0, a^2_i + y)\}_{i=1, \ldots, k_i,j=1,2}$ such that (7.2) holds with $V_1(x) + V_2(x - y)$ in the right hand side integral instead of $V_1(x) + V_2(x - y)$. Since $\bar{V}_1(x) + \bar{V}_2(x - y) \geq V_1(x) + V_2(x - y)$ we obtain (7.2). Then we can assume that $\lambda^1_i > 0$ for all $i = 1, \ldots, k_j$, $j = 1, 2$, without loss of generality.

Let $\varepsilon \in (0, \gamma_H)$ be such that $\lambda^1_\infty + \lambda^2_\infty < \gamma_H - \varepsilon$, $\lambda^1_\infty < \gamma_H - \varepsilon$, and $\lambda^2_\infty < \gamma_H - \varepsilon$ and let $\Lambda := \gamma_H - \varepsilon$. Let us set

$$\nu^1_\infty := \Lambda - \lambda^1_\infty, \quad \nu^2_\infty := \Lambda - \lambda^2_\infty,$$

so that $\nu^1_\infty, \nu^2_\infty > 0$. Let $0 < \eta < 1$ be such that

$$\lambda^1_\infty < \nu^1_\infty (1 - 2\eta) \quad \text{and} \quad \lambda^2_\infty < \nu^2_\infty (1 - 2\eta). \quad (7.3)$$

Let us choose $\bar{R} > 0$ large enough so that

$$\cup_{i=1}^{k_j} B'(a^j_i, r^j_i) \subset B'_{\bar{R}} \quad \text{for} \ j = 1, 2.$$ We observe that, by Theorem 6.3, there exists $\bar{R}_j > 0$ such that

$$\mu \left( V_j + \frac{\nu^j_\infty}{|x|^{2s}} \chi_{\mathbb{R}^N \setminus B'_{\bar{R}}} \right) > 0.$$

Since $\lambda^j_i > 0$ implies that $a^j_\infty < 0$, we can fix some $\sigma > 0$ such that $\sigma < 2s$ and $\sigma < -a^j_\infty$ for all $i = 1, \ldots, k_j, j = 1, 2$. Let us consider, for $j = 1, 2$, $p_j \in C^\infty(\mathbb{R}^N \setminus \{a^1_1, \ldots, a^1_{k_1}\}) \cap \mathcal{P}^{\sigma}_{a^1_1, \ldots, a^1_{k_1}}$ such that $p_j(x) > 0$ for all $x \in \mathbb{R}^N$ and

$$p_j(x) \geq \frac{1}{|x - a^1_j|^{2s - \sigma}} \quad \text{if} \ x \in B'(a^1_j, r^1_j), \quad p_j(x) \geq 1 \quad \text{if} \ x \in B'_{\bar{R}} \setminus \cup_{i=1}^{k_1} B'(a^1_i, r^1_i). \quad (7.4)$$

Since $p_j \in L^{\infty}(\mathbb{R}^N)$ satisfies the hypotheses of Lemma 2.1, the infimum

$$\mu_j = \inf_{U \in \mathcal{D}^{1,2}(\mathbb{R}^{N+1}_+, t^{1-2s})} \frac{\int_{\mathbb{R}^{N+1}_+} t^{1-2s} |\nabla U|^2 \ dt \ dx - \kappa_s \int_{\mathbb{R}^N} \left( V_j + \frac{\nu^j_\infty}{|x|^{2s}} \chi_{\mathbb{R}^N \setminus B'_{\bar{R}}} \right) |\text{Tr} U|^2 \ dx}{\int_{\mathbb{R}^N} p_j |\text{Tr} U|^2 \ dx} > 0$$

on $\mathbb{R}^N \setminus \{a^1_1, \ldots, a^1_{k_1}\}$.
is achieved by some nonnegative $\Psi_j \in D^{1,2}(\mathbb{R}^{N+1}; t^{1-2s})$, for $j = 1, 2$. In addition, $\Psi_j$ weakly solves
\begin{equation}
\begin{cases}
-\text{div}(t^{1-2s}\nabla \Psi_j) = 0, & \text{in } \mathbb{R}^{N+1}, \\
-\lim_{t \to 0^+} t^{1-2s} \frac{\partial \Psi_j}{\partial t} = \kappa_s \left[ V_j + \frac{\nu^2}{|x|^2} \chi_{\mathbb{R}^N \setminus B_{r_j}} + \mu_j \rho_j \right] \text{Tr} \Psi_j, & \text{on } \mathbb{R}^N.
\end{cases}
\end{equation}

From Proposition A.1 we know that $\Psi_j$ is locally H"older continuous in $\mathbb{R}^{N+1} \setminus \{(0, a^i_1), \ldots, (0, a^i_{k_j})\}$.

In order to prove that $\Psi_j$ is strictly positive in $\mathbb{R}^{N+1} \setminus \{(0, a^i_1), \ldots, (0, a^i_{k_j})\}$, we compare it with the unique weak solution $\tilde{\Psi}_j \in D^{1,2}(\mathbb{R}^{N+1}; t^{1-2s})$ to the problem
\begin{equation}
\begin{cases}
-\text{div}(t^{1-2s}\nabla \tilde{\Psi}_j) = 0, & \text{in } \mathbb{R}^{N+1}, \\
-\lim_{t \to 0^+} t^{1-2s} \frac{\partial \tilde{\Psi}_j}{\partial t} = \kappa_s V_j \text{Tr} \tilde{\Psi}_j + \kappa_s \mu_j \rho_j \text{Tr} \Psi_j, & \text{on } \mathbb{R}^N,
\end{cases}
\end{equation}
whose existence directly follows from the Lax-Milgram Lemma. The difference $\tilde{\Psi}_j - \Psi_j$ belongs to $D^{1,2}(\mathbb{R}^{N+1}; t^{1-2s})$ and weakly solves
\begin{equation}
\begin{cases}
-\text{div}(t^{1-2s}\nabla (\tilde{\Psi}_j - \Psi_j)) = 0, & \text{in } \mathbb{R}^{N+1}, \\
-\lim_{t \to 0^+} t^{1-2s} \frac{\partial (\tilde{\Psi}_j - \Psi_j)}{\partial t} = \kappa_s V_j \text{Tr} (\tilde{\Psi}_j - \Psi_j) + \kappa_s \mu_j \rho_j \text{Tr} \Psi_j, & \text{on } \mathbb{R}^N.
\end{cases}
\end{equation}

By testing the above equation with $-\tilde{\Psi}_j$ and recalling that $\mu(V_j) > 0$, we obtain that $\tilde{\Psi}_j \geq 0$ in $\mathbb{R}^{N+1}$ and hence $\Psi_j \geq \tilde{\Psi}_j$. Moreover, testing (7.6) with $-\tilde{\Psi}_j$, we also obtain that $\Psi_j \geq 0$ in $\mathbb{R}^{N+1}$. From the classical Strong Maximum Principle and Proposition A.2 (whose assumption (A.1) for (7.6) is satisfied thanks to Lemma A.3 and the assumption $V_j \in \Theta^*$) it follows that $\Psi_j > 0$ in $\mathbb{R}^{N+1} \setminus \{(0, a^i_1), \ldots, (0, a^i_{k_j})\}$ and hence
\[
\Psi_j > 0 \quad \text{in } \mathbb{R}^{N+1} \setminus \{(0, a^i_1), \ldots, (0, a^i_{k_j})\}.
\]

Lemma 2.5 yields
\[
\lim_{|x| \to \infty} \Psi_j(0,x)|x|^{N-2s+a_\lambda} = \ell_j > 0,
\]
for some $\ell_j > 0$ (see (2.12) for the notation $a_\lambda$). Hence, the function $\Phi_j(t,x) := \frac{\Psi_j(t,x)}{\ell_j}$ satisfies (7.5) and $\Phi_j(0,x) \sim |x|^{-(N-2s+a_\lambda)} \text{ for } |x| \to \infty$. Therefore, there exists $\rho > \max\{\bar{R}_1, \bar{R}_2, \bar{R}\}$ such that
\[
(1 - \eta^2)|x|^{-(N-2s+a_\lambda)} \leq \Phi_j(0,x) \leq (1 + \eta)|x|^{-(N-2s+a_\lambda)}
\]
and
\[
|W_1(x)| \leq \frac{\eta \nu^2}{|x|^2}, \quad |W_2(x)| \leq \frac{\eta \nu^2}{|x|^2}
\]
for all $x \in \mathbb{R}^N \setminus B_{\rho}$. Also, form Lemma 2.4 we know that there exists $C > 0$ such that
\[
\frac{1}{C}|x-a^i_j|^\alpha \leq \Phi_j(0,x) \leq C|x-a^i_j|^\alpha \text{ in } B'(a^i_j, r^j),
\]
for $i = 1, \ldots, k_j$, $j = 1, 2$. For any $y \in \mathbb{R}^N$, we define
\[
\Phi_y(t,x) := \nu^2 \Phi_1(t,x) + \nu^1 \Phi_2(t,x-y) \in D^{1,2}(\mathbb{R}^{N+1}; t^{1-2s}).
\]

Then
\[
\int_{\mathbb{R}^{N+1}} t^{1-2s} \nabla \Phi_y \cdot \nabla U \, dt \, dx = \kappa_s \int_{\mathbb{R}^N} (V_1(x) + V_2(x-y)) \text{Tr} \Phi_y \text{Tr} U \, dx = \int_{\mathbb{R}^N} g_y(x) \text{Tr} U \, dx
\]
for all $U \in \mathcal{D}^{1,2}(\mathbb{R}_+^{N+1}; t^{1-2s})$, where
\[
g_y(x) := \kappa_s \left[ \mu_1 \nu_\infty^2 p_1(x) \Phi_1(0, x) + \frac{\nu_\infty^4}{|x|^{2s}} \lambda_\infty \Phi_1(0, x) \Phi_1(0, x) - \mu_2 \nu_\infty^2 p_2(x - y) \Phi_2(0, x - y) + \frac{\nu_\infty^4}{|x - y|^{2s}} \lambda_\infty B_2(x - y) \right]
\]

Therefore, to conclude the proof it is enough to show that $g_y \geq 0$ a.e. in $\mathbb{R}^N$.

From (7.3), (7.7) and (7.8), it follows that in $\mathbb{R}^N \setminus \left( B'_p \cup B'(y, \rho) \right)$
\[
g_y(x) \geq \kappa_s \left[ \mu_1 \nu_\infty^2 p_1(x) \Phi_1(0, x) + \frac{\nu_\infty^4}{|x|^{2s}} \lambda_\infty \Phi_2(0, x - y) - \nu_\infty^4 V_1(x) \Phi_2(0, x - y) - \nu_\infty^4 V_2(x - y) \Phi_1(0, x) \right]
\]

For $|y| > R > 2\rho$, we have $B'_p \cap B'(y, \rho) = \emptyset$. From (7.4), (7.7), (7.8), (7.9) and the choice of $\sigma$ we have that, in $B(a_1^1, r_1^1)$,
\[
g_y(x) \geq \kappa_s \left[ \mu_1 \nu_\infty^2 p_1(x) \Phi_1(0, x) + \frac{\nu_\infty^4}{|x|^{2s}} \lambda_\infty \Phi_2(0, x - y) - \nu_\infty^4 V_1(x) \Phi_2(0, x - y) - \nu_\infty^4 V_2(x - y) \Phi_1(0, x) \right]
\]

\[
\geq \kappa_s |x - a_1^1|^{-2s+\sigma} \left[ \frac{\mu_1 \nu_\infty^2}{C} \right]
\]

\[
- \nu_\infty^4 (1 + \eta) |x - y|^{-\gamma} |x - a_1^1|^{-s} \left( \lambda_1^1 + \|W_1\|_{\mathcal{L}(\mathbb{R}^N)}|x - a_1^1|^{2s} \right)
\]

\[
- \nu_\infty^4 \lambda_\infty |x - y|^{-s} \left( |x - a_1^1|^{2s-\sigma} \right)
\]

\[
\geq \kappa_s |x - a_1^1|^{-2s+\sigma} \left[ \frac{\mu_1 \nu_\infty^2}{C} + o(1) \right]
\]

as $|y| \to \infty$. Now let $x \in B'_p \setminus \left( \cup_{i=1}^k B'(a_1^i, r_1^i) \right)$: since $\Phi_1$ is positive and continuous we have $C^{-1} > \Phi(0, x) > C$, for some $C > 0$, and so, thanks to (7.4), (7.7) and (7.8), there holds
\[
g_y(x) \geq \kappa_s \mu_1 \nu_\infty^2 C + o(1),
\]

as $|y| \to \infty$. One can similarly prove that, for $|y|$ sufficiently large, $g_y(x) \geq 0$ in $B'(y, \rho)$ as well. The proof is therefore complete. \qed

**Proof of Theorem 7.3** First, let
\[
0 < \varepsilon < \min \left\{ 2 S \mu(V_j), \frac{\mu(V_j)}{2} \left[ \frac{1}{\gamma_H} \left( \sum_{i=1}^k |\lambda_i^j| + |\lambda_\infty^j| \right) + S^{-1} \|W\|_{\mathcal{L}(\mathbb{R}^N)} \right]^{-1} \right\}
\]

for $j = 1, 2$, such that, in addition, $\lambda_\infty^j + \varepsilon (\lambda_1^j + \lambda_\infty^j) < \gamma_H$ and $\lambda_1^j + \varepsilon \lambda_\infty^j < \gamma_H$ for all $i = 1, \ldots, k, \infty$. Similarly to (4.3), one can prove that $\mu(V_j + \varepsilon V_j) > \frac{\mu(V_j)}{2} > 0$ for $j = 1, 2$. Moreover, let $\sigma = \sigma(\varepsilon)$ be such that
\[
0 < \sigma < \min \left\{ \frac{S \mu(V_1)}{2}, \frac{S \mu(V_2)}{2}, \frac{S \varepsilon}{2} \right\}
\]

(7.11)
Let, for \( j = 1, 2 \),
\[
\tilde{V}_j(x) = \sum_{i=1}^{k_j} \frac{\lambda_i^j \chi_{B^j(a_i^j, r_j^j)}(x)}{|x - a_i^j|^2s} + \frac{\lambda_k^j \chi_{\mathcal{R}^N \setminus B_{r_j^j}(x)}}{|x|^2s} + \tilde{W}_j(x) \in \Theta^*,
\]
be such that \( \tilde{W}_j \in \mathcal{P}_{a_1^j, \ldots, a_{k_j}^j}^\delta \) for some \( \delta > 0 \) and
\[
\| \tilde{V}_j - V_j \|_{L^{N/2}(\mathbb{R}^N)} < \frac{\sigma}{1 + \varepsilon}.
\]
From Lemma 6.1, 7.11 and (7.12) we deduce that
\[
\mu(\tilde{V}_j + \varepsilon \tilde{V}_j) \geq \mu(V_j + \varepsilon V_j) - (1 + \varepsilon)S^{-1} \| \tilde{V}_j - V_j \|_{L^{N/2}(\mathbb{R}^N)} > 0.
\]
Hence we infer from Lemma 7.1 that there exists \( R > 0 \) such that, for all \( y \in \mathbb{R}^N \setminus \overline{B}^R \), there exists \( \Phi_y \in \mathcal{D}^{1,2}(\mathbb{R}^{N+1}; t^{l-2s}) \) such that \( \Phi_y \) is strictly positive and locally Hölder continuous in \( \mathbb{R}^{N+1} \setminus \{(0, a_i^j), (0, a_i^j + y)\}_{i=1, \ldots, k, j=1, 2} \) and
\[
\int_{\mathbb{R}^{N+1}} t^{l-2s} \nabla \Phi_y \cdot \nabla U \, dt \, dx - \kappa_s \int_{\mathbb{R}^N} \left[ \tilde{V}_1(x) + \varepsilon \tilde{V}_1(x) + \tilde{V}_2(x - y) + \varepsilon \tilde{V}_2(x - y) \right] \text{Tr} \Phi_y \text{Tr} U \, dx \geq 0
\]
for all \( U \in \mathcal{D}^{1,2}(\mathbb{R}^{N+1}; t^{l-2s}) \), with \( U \geq 0 \) a.e. Therefore, thanks to the positivity criterion (Lemma 1.2), we know that
\[
\mu(\tilde{V}_1(\cdot) + \tilde{V}_2(\cdot - y)) \geq \frac{\varepsilon}{\varepsilon + 1}.
\]
Combining Lemma 6.1 with 7.11 and 7.12, we finally deduce that
\[
\mu(V_1(\cdot) + V_2(\cdot - y)) \geq \mu(\tilde{V}_1(\cdot) + \tilde{V}_2(\cdot - y)) - S^{-1} \| V_1 - \tilde{V}_1 \|_{L^{N/2}(\mathbb{R}^N)} - S^{-1} \| V_2(\cdot - y) - \tilde{V}_2(\cdot - y) \|_{L^{N/2}(\mathbb{R}^N)} > 0,
\]
thus completing the proof.

8. Proof of Theorem 1.4

In order to prove Theorem 1.4, we first need the following lemma, concerning the left-hand side in Hardy inequality (1.4).

**Lemma 8.1.** We have that
\[
\lim_{|\xi| \to 0} \int_{\mathbb{R}^N} \frac{|u(x)|^2}{|x + \xi|^{2s}} \, dx = \int_{\mathbb{R}^N} \frac{|u(x)|^2}{|x|^{2s}} \, dx \quad \text{and} \quad \lim_{|\xi| \to +\infty} \int_{\mathbb{R}^N} \frac{|u(x)|^2}{|x + \xi|^{2s}} \, dx = 0
\]
for any \( u \in \mathcal{D}^{s,2}(\mathbb{R}^N) \).

**Proof.** The proof easily follows from density of \( C_0^\infty(\mathbb{R}^N \setminus \{0\}) \) in \( \mathcal{D}^{s,2}(\mathbb{R}^N) \) (see Lemma A.4), the Dominated Convergence Theorem and the fractional Hardy inequality (1.4).

We are now able to prove Theorem 1.4.

**Proof of Theorem 1.4.** First we prove that condition (1.15) is sufficient for the existence of at least one configuration of poles \( a_1, \ldots, a_k \) such that the quadratic form associated to \( L_{\lambda_1, \ldots, \lambda_k, a_1, \ldots, a_k} \) is positive definite. In order to do this, we argue by induction on the number of poles \( k \). For any \( k \) we assume the masses to be sorted in increasing order \( \lambda_1 \leq \cdots \leq \lambda_k \). If \( k = 2 \) the claim is proved in Remark 3.1. Suppose now the claim is proved for \( k - 1 \). If \( \lambda_k \leq 0 \) the proof is trivial, so let us assume \( \lambda_k > 0 \); since (1.15) holds, it is true also for \( \lambda_1, \ldots, \lambda_{k-1} \), hence there exists a configuration of poles \( a_1, \ldots, a_{k-1} \) such that \( Q_{\lambda_1, \ldots, \lambda_{k-1}, a_1, \ldots, a_{k-1}} \) is positive definite. If we let
\[
V_1(x) = \sum_{i=1}^{k-1} \frac{\lambda_i}{|x - a_i|^{2s}} \quad \text{and} \quad V_2(x) = \frac{\lambda_k}{|x|^{2s}},
\]
we have that $V_1, V_2 \in \Theta$ satisfy the assumptions of Theorem 1.3. Therefore there exists $a_k \in \mathbb{R}^N$

such that

$$\mathcal{L}_{\lambda_1, \ldots, \lambda_k, a_1, \ldots, a_k} = (-\Delta)^s - (V_1 + V_2(\cdot - a_k))$$

is positive definite. This concludes the first part.

We now prove the necessity of condition (1.15). Let $\epsilon > 0$ be such that

$$\|\delta\|_{D^{s, 2}(\mathbb{R}^N)} = \sum_{i=1}^k \lambda_i \int_{\mathbb{R}^N} \frac{|u(x)|^2}{|x - a_i|^{2s}} \, dx \geq \epsilon \|\delta\|_{D^{s, 2}(\mathbb{R}^N)}$$

(8.1)

for all $u \in D^{s, 2}(\mathbb{R}^N)$ and let $\delta \in (0, \epsilon \gamma_H)$. Assume by contradiction that $\lambda_j \geq \gamma_H$ for some $j \in \{1, \ldots, k\}$. By optimality of $\gamma_H$ in Hardy inequality (1.4) and by density of $C_c^\infty(\mathbb{R}^N)$ in $D^{s, 2}(\mathbb{R}^N)$, we have that there exists $\varphi \in C_c^\infty(\mathbb{R}^N)$ such that

$$\|\varphi\|_{D^{s, 2}(\mathbb{R}^N)}^2 = \lambda_j \int_{\mathbb{R}^N} \frac{|\varphi(x)|^2}{|x|^{2s}} \, dx < \delta \int_{\mathbb{R}^N} \frac{|\varphi(x)|^2}{|x|^{2s}} \, dx.$$  

(8.2)

If we let $\varphi_\rho := \rho^{-\frac{N-2s}{2}} \varphi(x/\rho)$, we have that

$$Q\lambda_1, \ldots, \lambda_k, a_1, \ldots, a_k (\varphi_\rho(\cdot - a_j)) = \|\varphi\|_{D^{s, 2}(\mathbb{R}^N)}^2 - \lambda_j \int_{\mathbb{R}^N} \frac{|\varphi(x)|^2}{|x|^{2s}} \, dx - \sum_{i \neq j} \int_{\mathbb{R}^N} \frac{|\varphi(x)|^2}{|x|^{2s}} \, dx$$

$$\to \|\varphi\|_{D^{s, 2}(\mathbb{R}^N)}^2 - \lambda_j \int_{\mathbb{R}^N} \frac{|\varphi(x)|^2}{|x|^{2s}} \, dx$$

as $\rho \to 0^+$,

(8.3)

in view of Lemma 8.1 Combining (8.1), (8.2), (8.3) and Hardy inequality (1.4) we obtain

$$\epsilon \|\varphi\|_{D^{s, 2}(\mathbb{R}^N)} \int_{\mathbb{R}^N} \frac{|\varphi(x)|^2}{|x|^{2s}} \, dx < \delta \int_{\mathbb{R}^N} \frac{|\varphi(x)|^2}{|x|^{2s}} \, dx \leq \frac{\delta}{\gamma_H} \|\varphi\|_{D^{s, 2}(\mathbb{R}^N)},$$

which is a contradiction, because of the choice of $\delta$.

Now suppose that $K := \sum_{i=1}^k \lambda_i \geq \gamma_H$. Arguing analogously, there exists $\varphi \in C_c^\infty(\mathbb{R}^N)$ such that

$$\|\varphi\|_{D^{s, 2}(\mathbb{R}^N)}^2 - K \int_{\mathbb{R}^N} \frac{|\varphi(x)|^2}{|x|^{2s}} \, dx < \delta \int_{\mathbb{R}^N} \frac{|\varphi(x)|^2}{|x|^{2s}} \, dx.$$

The function $\varphi_\rho(x) := \rho^{-\frac{N-2s}{2}} \varphi(x/\rho)$ satisfies

$$Q\lambda_1, \ldots, \lambda_k, a_1, \ldots, a_k (\varphi_\rho) = \|\varphi\|_{D^{s, 2}(\mathbb{R}^N)}^2 - \sum_{i=1}^k \lambda_i \int_{\mathbb{R}^N} \frac{|\varphi(x)|^2}{|x - a_i/\rho|^{2s}} \, dx$$

$$\to \|\varphi\|_{D^{s, 2}(\mathbb{R}^N)}^2 - K \int_{\mathbb{R}^N} \frac{|\varphi(x)|^2}{|x|^{2s}} \, dx$$

as $\rho \to +\infty$,

thanks to Lemma 8.1 With the same argument as above, we again reach a contradiction. 

9. PROOF OF PROPOSITION 1.6

Finally, in this section we present the proof of Proposition 1.6 that is independent of the previous results from the point of view of the technical approach.

Proof of Proposition 1.6 First, let us denote $\tilde{\lambda} = \max\{0, \lambda_1, \ldots, \lambda_k, \lambda_\infty\}$. By hypothesis there exists $\alpha \in (0, 1 - \frac{\lambda}{\gamma_H})$ such that $\mu(V) \leq 1 - \frac{\lambda}{\gamma_H} - \alpha$. From Lemma 7.2 we know that there exists $\delta > 0$ such that, denoting by

$$\bar{V} = \sum_{i=1}^k \frac{\lambda_i \zeta(\frac{x - a_i}{\delta})}{|x - a_i|^{2s}} + \frac{\lambda_\infty \zeta(\frac{x}{\delta})}{|x|^{2s}},$$
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with \( \zeta, \tilde{\zeta} \) being as in Lemma 5.2 we have that
\[
\mu(\tilde{V}) \geq 1 - \frac{\tilde{\lambda}}{\gamma H} - \frac{\alpha}{2}.
\] (9.1)
if \( \lambda > 0 \) and \( \mu(\tilde{V}) \geq 1 \) if \( \lambda = 0 \). We can write \( V = \bar{V} + \tilde{W} \) for some \( \tilde{W} \in L^{N/2s}(\mathbb{R}^N) \). Now let \( \{U_n\}_n \subseteq D^{1,2}(\mathbb{R}_{+}^{N+1}; t^{1-2s}) \) be a minimizing sequence for \( \mu(V) \), i.e.
\[
\int_{\mathbb{R}_{+}^{N+1}} t^{1-2s} |\nabla U_n|^2 \, dt \, dx - \kappa_s \int_{\mathbb{R}^N} V |\text{Tr} U_n|^2 \, dx = \mu(V) + o(1), \quad \text{as } n \to \infty
\] (9.2)
and \( \int_{\mathbb{R}_{+}^{N+1}} t^{1-2s} |\nabla U_n|^2 \, dt \, dx = 1 \). Since \( \{U_n\}_n \) is bounded in \( D^{1,2}(\mathbb{R}_{+}^{N+1}; t^{1-2s}) \), there exists \( U \in D^{1,2}(\mathbb{R}_{+}^{N+1}; t^{1-2s}) \) such that, up to a subsequence (still denoted by \( \{U_n\}_n \)),
\[
U_n \rightharpoonup U \quad \text{weakly in } D^{1,2}(\mathbb{R}_{+}^{N+1}; t^{1-2s}) \quad \text{and} \quad U_n \to U \quad \text{a.e. in } \mathbb{R}_{+}^{N+1},
\] (9.3)
as \( n \to \infty \). There holds
\[
\mu(V) \leq \int_{\mathbb{R}^N} t^{1-2s} |\nabla U|^2 \, dx - \kappa_s \int_{\mathbb{R}^N} V |\text{Tr} U|^2 \, dx + \kappa_s \int_{\mathbb{R}^N} W |\text{Tr} U|^2 \, dx
\]
\[
= \mu(V) + \kappa_s \int_{\mathbb{R}^N} W |\text{Tr} U|^2 \, dx + o(1), \quad \text{as } n \to \infty.
\]
Hence, from (9.3), (9.1) and the choice of \( \alpha \), and Lemma 2.1 we deduce that (if \( \lambda > 0 \))
\[
1 - \frac{\lambda}{\gamma H} - \frac{\alpha}{2} \leq \mu(V) + \kappa_s \int_{\mathbb{R}^N} W |\text{Tr} U|^2 \, dx \leq 1 - \frac{\lambda}{\gamma H} - \alpha + \kappa_s \int_{\mathbb{R}^N} W |\text{Tr} U|^2 \, dx,
\]
and so \( \kappa_s \int_{\mathbb{R}^N} W |\text{Tr} U|^2 \, dx \geq \frac{\alpha}{2} > 0 \), which implies that \( U \neq 0 \). The same conclusion easily follows in the case \( \lambda = 0 \). From the weak convergence \( U_n \rightharpoonup U \) in \( D^{1,2}(\mathbb{R}_{+}^{N+1}; t^{1-2s}) \), the continuity of the trace map \( \text{Tr} : D^{1,2}(\mathbb{R}_{+}^{N+1}; t^{1-2s}) \to L^{N/2s}(\mathbb{R}^N) \) and the definition of \( \mu(V) \), we have that
\[
\mu(V) \leq \frac{\int_{\mathbb{R}_{+}^{N+1}} t^{1-2s} |\nabla U|^2 \, dt \, dx - \kappa_s \int_{\mathbb{R}^N} V |\text{Tr} U|^2 \, dx}{\int_{\mathbb{R}_{+}^{N+1}} t^{1-2s} |\nabla U|^2 \, dt \, dx}
\]
\[
= \mu(V) - \left[ \int_{\mathbb{R}_{+}^{N+1}} t^{1-2s} |\nabla(U_n - U)|^2 \, dt \, dx - \kappa_s \int_{\mathbb{R}^N} V |\text{Tr} U_n - \text{Tr} U|^2 \, dx \right] + o(1)
\]
\[
\leq \mu(V) + \frac{1 - \int_{\mathbb{R}_{+}^{N+1}} t^{1-2s} |\nabla(U_n - U)|^2 \, dt \, dx + o(1)}{1 - \int_{\mathbb{R}_{+}^{N+1}} t^{1-2s} |\nabla(U_n - U)|^2 \, dt \, dx + o(1)} = \mu(V) + \frac{o(1)}{1 - \int_{\mathbb{R}_{+}^{N+1}} t^{1-2s} |\nabla U|^2 \, dt \, dx + o(1)}.
\]
Letting \( n \to \infty \) yields the fact that \( \mu(V) \) is attained by \( U \) and this concludes the proof.

APPENDIX A.

In this appendix, we recall some known results about properties of solutions to equations on the extended, positive half-space.

We start by recalling a regularity result.

**Proposition A.1** (Proposition 3, Proposition 2.6). Let \( a, b \in L^p(B'_1) \), for some \( p > \frac{N}{2} \), and \( c, d \in L^q(B'_1; t^{1-2s}) \), for some \( q > \frac{N+2}{N+2-2s} \). Let \( w \in H^1(B'_1; t^{1-2s}) \) be a weak solution of
\[
\begin{cases}
-\text{div}(t^{1-2s} \nabla w) + t^{1-2s} c(z) \, w = t^{1-2s} d(z), & \text{in } B'_1, \\
\lim_{t \to 0^+} t^{1-2s} \frac{\partial w}{\partial t} = a(x) \, w + b(x), & \text{on } \partial B'_1.
\end{cases}
\]
Then \( w \in C^{0,\beta}(B_{1/2}^{+}) \) and in addition
\[
\|w\|_{C^{0,\beta}(\overline{B}_{1/2}^{+})} \leq C \left( \|w\|_{L^2(B_1^+)} + \|b\|_{L^p(B_1^+)} + \|d\|_{L^q(B_1^+,t^{1-2s})} \right),
\]
with \( C, \beta > 0 \) depending only on \( N, s, \|a\|_{L^p(B_1^+)}, \|c\|_{L^q(B_1^+,t^{1-2s})} \).

Now we recall, from [8], an Hopf-type Lemma.

**Proposition A.2 ([8] Proposition 4.11).** Let \( \Phi \in C^0(B_R^+ \cup B_R') \cap H^1(B_R^+; t^{1-2s}) \) satisfy
\[
\begin{cases}
- \text{div}(t^{1-2s} \nabla \Phi) \geq 0, & \text{in } B_R^+,

\Phi > 0, & \text{in } B_R',

\Phi(0,0) = 0.
\end{cases}
\]

Then
\[
- \limsup_{t \to 0^+} t^{1-2s} \frac{\Phi(t,0)}{t} < 0.
\]

In addition, if
\[
t^{1-2s} \frac{\partial \Phi}{\partial t} \in C^0(B_R^+ \cup B_R'),
\]
then
\[
- \left( t^{1-2s} \frac{\partial \Phi}{\partial t} \right)(0,0) < 0.
\]

In several points of the present paper we used the following result from [8] to verify the validity of assumption \([A.1]\) needed to apply Proposition \([A.2]\).

**Lemma A.3 ([8] Lemma 4.5).** Let \( s \in (0,1) \) and \( R > 0 \). Let \( \varphi \in C^{0,\sigma}(B_{2R}^+) \) for some \( \sigma \in (0,1) \) and \( \Phi \in L^\infty(B_{2R}^+) \cap H^1(B_{2R}^+; t^{1-2s}) \) be a weak solution to
\[
\begin{cases}
- \text{div}(t^{1-2s} \nabla \Phi) = 0, & \text{in } B_{2R}^+,

- \lim_{t \to 0^+} t^{1-2s} \frac{\partial \Phi}{\partial t} = \varphi(x), & \text{on } B_{2R}'.
\end{cases}
\]

Then there exists \( \beta \in (0,1) \) depending only on \( N, s, \sigma \) such that
\[
\Phi \in C^{0,\beta}(\overline{B}_R^+) \quad \text{and} \quad t^{1-2s} \frac{\partial \Phi}{\partial t} \in C^{0,\beta}(\overline{B}_R^+).
\]

Finally, we prove a density result: the idea behind is that removing a point does not impair the definition of \( D^{1,2}(\mathbb{R}^N_{++}; t^{1-2s}) \) and \( D^{s,2}(\mathbb{R}^N) \); in other words, a point in \( \mathbb{R}^N \) has null fractional \( s \)-capacity if \( N > 2s \), see also [1] Example 2.5.

**Lemma A.4.** Let \( z_0 \in \mathbb{R}^{N+1}_+ \), \( N > 2s \). Then \( C^\infty_c(\mathbb{R}^{N+1}_+ \setminus \{z_0\}) \) is dense in \( D^{1,2}(\mathbb{R}^{N+1}_+; t^{1-2s}) \). As a consequence, if \( x_0 \in \mathbb{R}^N \), then \( C^\infty_c(\mathbb{R}^N \setminus \{x_0\}) \) is dense in \( D^{s,2}(\mathbb{R}^N) \).

**Proof.** Assume \( z_0 \in \partial \mathbb{R}^{N+1}_+ = \mathbb{R}^N \) (the proof is completely analogous if \( z_0 \in \mathbb{R}^{N+1}_+ \)). Moreover, without loss of generality, we can assume \( z_0 = 0 \). Let \( U \in C^\infty_c(\mathbb{R}^{N+1}_+) \) and let \( \xi \in C^\infty(\mathbb{R}^{N+1}_+) \) be a cut-off function such that
\[
\xi_n(z) = \begin{cases} 1, & \text{if } z \in \mathbb{R}^{N+1}_+ \setminus B_{2/n}^+,
0, & \text{if } z \in B_{1/n}^+.
\end{cases}
\]
\( \xi_n \) is radial, i.e. \( \xi_n(z) = \xi_n(|z|) \), \( |\xi_n| \leq 1 \), \( |\nabla \xi_n| \leq 2n \).
Trivially $\xi_n U \in C^\infty_c(\mathbb{R}^{N+1}_+ \setminus \{0\})$. We claim that $\xi_n U \to U$ in $D^{1,2}(\mathbb{R}^{N+1}_+; t^{1-2s})$. Indeed, thanks to Dominated Convergence Theorem,
\[
\int_{\mathbb{R}^{N+1}_+} t^{1-2s} |\nabla((\xi_n - 1)U)|^2 \, dt \, dx 
\leq 2 \int_{\mathbb{R}^{N+1}_+} t^{1-2s} |\xi_n - 1|^2 |\nabla U|^2 \, dt \, dx + 2 \int_{\mathbb{R}^{N+1}_+} t^{1-2s} |U|^2 |\nabla \xi_n|^2 \, dt \, dx 
\leq o(1) + Cn^2 \int_{B_{2N}^+ \setminus B_{1N}^+} t^{1-2s} \, dt \, dx.
\]
Moreover
\[
n^2 \int_{B_{2N}^+ \setminus B_{1N}^+} t^{1-2s} \, dt \, dx = O(n^{2s-N}),
\]
which concludes the proof of the claim, in view of the assumption $N > 2s$ and the density of $C^\infty_c(\mathbb{R}^{N+1}_+ \setminus \{0\})$ in $D^{1,2}(\mathbb{R}^{N+1}_+; t^{1-2s})$.

For what concerns the second statement, as before, without loss of generality, we can assume $x_0 = 0$. Let $u \in D^{s,2}(\mathbb{R}^N)$ and let $U \in D^{1,2}(\mathbb{R}^{N+1}_+; t^{1-2s})$ be its extension. By the density of $C^\infty_c(\mathbb{R}^{N+1}_+ \setminus \{0\})$ in $D^{1,2}(\mathbb{R}^{N+1}_+; t^{1-2s})$ just proved, there exists a sequence $\{U_n\} \subset C^\infty_c(\mathbb{R}^{N+1}_+ \setminus \{0\})$ such that $U_n \to U$ in $D^{1,2}(\mathbb{R}^{N+1}_+; t^{1-2s})$. Then $\text{Tr}(U_n) \in C^\infty_c(\mathbb{R}^N \setminus \{0\})$ and $\text{Tr}(U_n) \to \text{Tr} U = u$ in $D^{s,2}(\mathbb{R}^N)$, thanks to the continuity of the trace map $\text{Tr} : D^{1,2}(\mathbb{R}^{N+1}_+; t^{1-2s}) \to D^{s,2}(\mathbb{R}^N)$. □
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