SSNet: Learning Mid-Level Image Representation Using Salient Superpixel Network
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Abstract: In the standard bag-of-visual-words (BoVW) model, the burstiness problem of features and the ignorance of high-order information often weakens the discriminative power of image representation. To tackle them, we present a novel framework, named the Salient Superpixel Network, to learn the mid-level image representation. For reducing the impact of burstiness occurred in the background region, we use the salient regions instead of the whole image to extract local features, and a fast saliency detection algorithm based on the Gestalt grouping principle is proposed to generate image saliency maps. In order to introduce the high-order information, we propose a weighted second-order pooling (WSOP) method, which is capable of exploiting the high-order information and further alleviating the impact of burstiness in the foreground region. Then, we conduct experiments on six image classification benchmark datasets, and the results demonstrate the effectiveness of the proposed framework with either the handcrafted or the off-the-shelf CNN features.
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1. Introduction

Image classification aims to categorize a set of unlabeled images into several predefined classes according to their visual content. Learning the mid-level image representation is important to image classification task. To exploit the mid-level information, bag-of-visual-words (BoVW) [1] and convolutional neural networks (CNN) models [2] are two typical kinds of methods. For BoVW methods, sparse coding with spatial pyramid matching (ScSPM) [3], locality-constrained linear coding (LLC) [4], and vector of locally aggregated descriptor (VLAD) [5] usually encode and aggregate handcrafted features such as scale invariant feature transform (SIFT) features [6] and Dense SIFT features [7] to form the high-dimensional mid-level representation. Recently, off-the-shelf CNN local features are also applied in image classification tasks. In [8], the authors perform the VLAD pooling of the CNN local features extracted from the full-connected layer to form the mid-level image representation. Liu et al. in [9] designed the image representation with the CNN local features extracted from the convolutional layers.

Although the BoVW representation models based on the handcrafted or the off-the-shelf CNN features have achieved appealing results, they may suffer from the following two drawbacks:

(1) **Susceptible to the interference of the burstiness.** Burstiness is a phenomenon in which frequently occurring features, often carrying little information about the object, are more influential in the
image representation than rarely occurring ones in the natural image [10,11]. As demonstrated in Figure 1, a large number of similar and less informative features occur in the background and will weaken the discriminative power of the representation. To solve it, Russakovsky et al. [12] and Angelova et al. [13] introduce location information to separate the foreground and background features and form the image representation. These methods have enhanced the discriminative ability of the representation; however, training an object detector is time-consuming. Ji et al. [14] and Sharma et al. [15] build the image representation by using saliency maps to weight the corresponding visual features. Nevertheless, they ignore the difference between features in the detected salient regions. In addition, normalization or pooling operations [16,17] are proposed to deal with the burstiness issue. However, the spatial relationship between features are usually ignored, which is important for alleviating the burstiness phenomenon of the features.

(2) **Ignoring the high-order information.** The traditional BoVW method and its variants usually use the first-order statistics of features to form the image representation. However, the high-order information can provide more accurate representation for images [18,19]. The lack of the high-order information will limit the performance. To address it, Huang et al. [20] and Han et al. [21] utilize high-order information for building feature descriptors. However, simply introducing the high-order information into the design of the feature descriptor contributes little to improve the performance of image classification tasks. Sanchez et al. [22] and Li et al. [23] introduce the second-order information in the encoding procedure. However, they only use the second-order information of each visual word itself and ignore the relations between the visual words. To solve it, the research [18,19,24] introduces the high-order information between the visual words with the use of the pooling strategy.
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**Figure 1.** Observing the burstiness property of the features in a natural image. (a) An image with the object in a red bounding box; (b) The visualization of the Dense SIFT descriptors sampled from Figure 1a (note that Figure 1b just demonstrates a part of the descriptors in the background and each column corresponds to a descriptor. The features of the object are rearranged and placed in the right red bounding box).

To address the two above-mentioned problems, we propose a novel representation framework called Salient Superpixel Network (SSNet) in this paper. Inspired by the Gestalt grouping principle, in which the human visual system tends to perceive objects that are similar, close, or connected without abrupt directional changes as a perceptual whole, we introduce a visual saliency detection module to highlight the salient regions in the image and reduce the interference of the burstiness inside the background region. Then, a weighted second-order pooling scheme is proposed to balance the influence of the features and incorporate the higher-order information for generating more discriminative representation. Figure 2 demonstrates the pipeline of the proposed framework.
A fast saliency detection model based on the Gestalt grouping principle is proposed to highlight the salient regions in the image. With the use of the saliency strategy, only the features inside the salient regions are extracted to represent the image. As a result, the interference of the burstiness inside the non-salient regions can be weakened.

Based on the similarity and spatial relationship between the features, we propose a novel weighting scheme to balance the influence between the frequently occurring and rarely occurring features, and in the meantime reduce the side effects of the burstiness.

To introduce the high-order information and further downplay the influence of the burstiness, we conduct the power normalization based on the proposed weighted second-order pooling operation. Consequently, more discriminative representation is achieved.

The main contributions of the proposed framework can be summarized as the following ones:

1. A fast saliency detection model based on the Gestalt grouping principle is proposed to highlight the salient regions in the image. With the use of the saliency strategy, only the features inside the salient regions are extracted to represent the image. As a result, the interference of the burstiness inside the non-salient regions can be weakened.

2. Based on the similarity and spatial relationship between the features, we propose a novel weighting scheme to balance the influence between the frequently occurring and rarely occurring features, and in the meantime reduce the side effects of the burstiness.

3. To introduce the high-order information and further downplay the influence of the burstiness, we conduct the power normalization based on the proposed weighted second-order pooling operation. Consequently, more discriminative representation is achieved.

The rest of the paper is organized as follows. First, the related work is discussed in Section 2. In Section 3, we mainly describe the proposed mid-level image representation framework. In this part, the proposed saliency detection method and weighted second-order pooling scheme will be introduced in detail. Finally, we conduct extensive experiments on the benchmark datasets. The experimental results and corresponding analysis are presented in Section 4. The conclusion is described in Section 5.

2. Related Work

In this section, we first introduce the recent research on mid-level image representation and the commonly used methods for extracting the off-the-shelf CNN local features. Then, the studies on the burstiness problem are reviewed. Finally, the research on image representation with high-order information are discussed.

2.1. Research on Mid-Level Image Representation

Learning a robust and discriminative image representation is a critical issue for image classification. Over the years, researchers have proposed a wide variety of representation methods. Typically, these methods can be categorized into three levels: high level, mid level, and low level. The high-level representation usually offers discriminative power by conveying semantic or prior knowledge about objects. However, the data-driven based high-level information requires a large number of human-labeled tags. Low-level methods often use the basic features obtained from some various hand-crafted descriptors, such as SIFT [6] and histogram of oriented gradients (HOG) [25], to represent the images. Despite many more informative descriptors being put forward, the performance of low-level representation methods still remain limited. Recently, several approaches have been proposed to transform low-level features into the mid-level representation. It is more informative and
discriminative than the low-level one and is able to bridge the semantic gap between the low-level and high-level representation.

At present, bag-of-visual-words (BoVW) and convolutional neural networks (CNN) models are often applied to learn the mid-level image representation. Over the years, researchers have proposed a wide variety of image representation methods based on the bag-of-visual-words model. This model mainly consists of the following four stages. (1) Feature extraction. Traditionally, local features such as SIFT [6] and Dense SIFT [7] have been widely used for representing images. (2) Building the codebook. Usually, K-means or the Gaussian Mixture Model (GMM) clustering algorithm is used to build the codebook. (3) Feature encoding. In this stage, extracted local features are encoded by the learned codebook. There are some classic encoding methods, such as locality-constrained soft assignment (LCSA) [26], soft assignment (SA) [27], fisher vector (FV) [22], and vector of locally aggregated descriptor (VLAD) [5]. FV has achieved state-of-the-art results in several recognition tasks before the emergence of the Deep Learning. (4) Pooling operation. The pooling operation aggregates all the encoded features to form the final representation vectors for the images, and average pooling and max pooling are often used.

In addition, the research [7,28] obtains the mid-level representation by pooling more discriminative information than the standard BoVW model does. Ronan Sicre et al. [29] propose a novel descriptor that encapsulates the mid-level information based on superpixel structure. Yuan et al. [30] generate visual phrases via combining the visual words depending on the co-occurrence of them. Mayank Juneja et al. [30] propose a novel method to learn distinctive parts of objects or scenes automatically in a supervised way. With the learned parts, a discriminative mid-level representation is generated.

Recently, convolutional neural networks (CNNs) have been successfully applied to various computer vision tasks such as image classification [2,31,32] and object detection [33,34]. Such great success spurs a flurry of research work on further improving CNN architecture [32,35], as well as on using CNN features as a universal representation for recognition [36–38]. Additionally, several works extract the local intermediate activations from a pretrained CNN model and aggregate them to generate a generic mid-level representation, i.e., the representation based on an off-the-shelf CNN model. The CNN-based representations achieve state-of-the-art performance in wide visual recognition tasks [8,39–42].

In this paper, we mainly discuss the mid-level representation based on BoVW with the handcrafted and off-the-shelf CNN local features.

2.2. Methods of Extracting the Off-the-Shelf CNN Feature

In general, there exist two main ways of extracting features from pretrained CNN models. The first one takes the activations from the last fully connected layer as features [8,43,44], and the second extracts features from the convolutional layer [9,41].

For the methods of the first kind, when a whole image is input into a pretrained CNN model, the activation extracted from the fully connected layer is often employed as a universal image representation. In addition, when an image patch is input, the activation can be used as a local feature of the patch itself. In this situation, we can achieve an image representation via pooling lots of CNN local features extracted from the image.

Recently, the activations from the convolutional layer are often exploited to represent an image [9,41], which contain more rich spatial information than the fully connected layer ones. The activations extracted from the convolutional layer form a $H \times W \times D$ tensor, where $H$ and $W$ denote the height and width of each feature map, and $D$ denotes the number of the feature maps, as shown in Figure 3. Further, the tensor can be viewed as a set of $D$-dimensional vectors extracted at $H \times W$ spatial locations, and each $D$-dimensional element can be considered as a feature descriptor. The studies [45,46] have pointed out that the discriminative power of this kind is weaker than the activations of the fully connected layer. In order to deal with this issue, Liu et al. [9] propose a novel feature extraction method, which takes a set of sub-arrays of convolutional layer activations as the local features. As
demonstrated in Figure 3, they first extract nine \( D \)-dimensional feature vectors from the red box region and concatenate them into a \( 9D \)-dimensional feature; then, they shift one unit along the horizontal direction to extract features from the yellow box region. With the same operation, scanning all the feature maps, a large number of \( 9D \)-dimensional enhanced local features are obtained. In our framework, we adopt the same method as in [9] to extract CNN local features.
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**Figure 3.** A depiction of the process of extracting convolutional neural networks (CNN) local features from a convolutional layer. The star denotes the spatial position of the corresponding feature.

2.3. Research Work about Burstiness Issue

In [10], Jegou et al. point out the burstiness phenomenon and analyze its effect on object recognition tasks. In the context of image classification, burstiness weakens the discriminative ability of an image representation.

In order to deal with the burstiness interference originating from the background area of an image, the studies [12,13,47] use a detector to locate the object first and then pool the foreground and background features separately to form the mid-level representation. In [12], Russakovsky et al. propose a framework that directly optimizes the classification objective with treating object detection as an intermediate step. For the fine-grained object classification task, Anelia Angelova et al. [13] introduce the object detection and segmentation algorithm to localize and normalize the object. They segment the possible object of interest before trying to recognize it. Although this method alleviates the impact of the burstiness to some extent, the obtainment of pretrained detectors is a time-consuming procedure. In addition, some methods [14,15,48,49] are proposed to weight different regions by saliency values. In [15], Sharma et al. extend the notion of discriminative visual saliency by including discriminative spatial information and obtain a more discriminative image representation for visual classification. Ji et al. [14] propose a new feature generation approach by encoding the salient object region information to the histogram-based features for image classification. However, in these methods, the difference between features in the detected salient regions is ignored.

For the burstiness phenomenon happening in the foreground region, researchers [11,17,50] try to solve it by the proposed normalization or pooling operation. In [50], Perronnin et al. use the power normalization technology to adjust the feature distribution. In [11,17], the authors adopt separately the Max-pooling and Generalized Max Pooling operation to reduce the impact of the burstiness.

In the SSNet framework, a novel saliency detection method is proposed first to alleviate the side effect of the burstiness inside the non-salient regions of an image. Then, we further put forward a novel weighting scheme to balance the influence between the frequently occurring and rarely occurring features, and reduce the side effect of the burstiness in the object regions.

2.4. Image Representation with Second-Order Information

Second-order statistical information has played an important role in advancing the discriminative power of an image representation. In recent years, the numbers of novel descriptors [20,51] are designed
to capture the second-order information. Tuzel et al. [51] present a covariance descriptor that describes a patch by utilizing the covariance statistics of its inner pixels. In [20], Huang et al. provide a way to embed the second-order gradients of pixels into a descriptor. Additionally, many second-order feature encoding methods are also put forward successively. For example, Fisher vector (FV) [22] makes use of the first-order and second-order information of the hand-crafted features. The locality-constrained affine subspace coding (LASC) [23] uses the fisher information matrix for improving the representing power. Recently, the research [19, 24] introduced the second-order information at the pooling stage. The method proposed in [19] shares similar intentions with us. The main difference is that our method combines the second-order pooling operation with the weighting scheme, which not only introduces the high-order information but also alleviates the side effect of the burstiness.

3. The Proposed Method for Image Representation

In this section, the SSNet image representation framework will be demonstrated. First, the proposed saliency detection approach is depicted, and then the weighted second-order pooling method is introduced in detail. Finally, the overall description for the SSNet image representation is presented.

3.1. Saliency Region Detection

In order to alleviate the impact of burstiness in the background of an image, we use salient regions instead of the whole image for extracting features. As described in our previous work [52], a path-based background saliency model is introduced to uniformly detect the salient region in the image. Specifically, the method first applies the path analysis based on Gestalt grouping principle to represent the topology structure between image pixels, and then integrates the topological connectedness and appearance contrast for modeling the saliency. To enhance the efficiency, this paper proposes a fast implement of the path-based background saliency model based on the two-stage traversal on the minimum spanning tree, which is more efficient than the original one [52]. Note that in the following subsection, only the enhanced path analysis method and the saliency map generation procedure are depicted. For more background knowledge, please refer to the work [52].

3.1.1. Measuring the Gestalt Grouping Connectedness

(1) Minimum bottleneck distance transform

Inspired by the fact that the human visual system tends to perceive objects that are similar, close, or connected without abrupt directional changes as a perceptual, we have proposed the smoothest path to represent the relation between image pixels based on the similarity, local proximity, and global continuity of the Gestalt grouping principle, that is

\[
P_s(A, B) = \min_{p \in P_{A,B}} \left\{ \max_{p[h], p[h+1] \in p} \{w_p[h][h+1]\} \right\}
\]

where \( P_{A,B} \) denotes the set of all paths linking node \( A \) and node \( B \) on the \( k \)-nearest neighbor graph, \( p[h] \) is the \( h \)th node on the path \( p \) from node \( A \) to node \( B \), and the largest edge weight on each path \( p \) is defined as the bottleneck to limit the performance of that path. The smoothest path \( P_s \) between \( A \) and \( B \) signifies the path that minimizes the largest edge weight of all the paths \( P_{A,B} \). In addition, it has been proven that the path between two nodes in a minimum spanning tree (MST) of a graph is one of the smoothest paths for that pair of nodes.

From the perspective of distance transform, we call the metric defined in Equation (1) the minimum bottleneck distance transform. Given a distance metric \( g(\pi) \), the distance transform of a node \( v \) is defined as

\[
D(v) = \min_{\pi \in \Pi_{A,B}} g(\pi).
\]
\( \Pi_{S,v} \) is the set of all paths between \( v \) and a seed in \( S \), \( \pi = \{\pi(1), \pi(2), \ldots, \pi(k)\} \) is a path belonging to \( \Pi_{S,v} \), and \( g(\pi) \) denotes each kind of distance metric following the properties of symmetry and non-negativity. In Equation (1), \( g(\pi) \) becomes

\[
g(\pi) = \max_{i=1}^{k-1}[\ell(\pi(i + 1)) - \ell(\pi(i))].
\]

Furthermore, the calculation of the minimum bottleneck distance between a pair of nodes can be achieved by finding the largest edge weight of the path on the MST.

(2) Two-stage traversal on the MST

In [53], Tu et al. applies the MST instead of the whole graph to approximately calculate the geodesic distance and minimum barrier distance in linear time. Similar to that, we propose a fast implement of the minimum bottleneck distance with the use of the bottom–up traversal and top–down traversal.

Given a set of seed nodes \( S \), for each node \( s \in S \), its corresponding distance value is set to 0. For other nodes, their distance values are set to \( \infty \), as shown in Figure 4a. For the bottom–up pass, we start from the leaf nodes and update the distance values of their parent nodes with

\[
D(v_p) = \min\{D(v_p), g(\pi_{v_q} \cup v_p)\}
\]

where \( v_p \) is the parent node of the visited \( v_q \), \( \pi_{v_q} \) is the current optimal path that connects \( v_q \) and its nearest seed node, and \( \pi_{v_q} \cup v_p \) means that the path \( \pi_{v_q} \) walks one step further to arrive at node \( v_p \). This process does not end until it reaches the root node. Figure 4b demonstrates an example of the bottom–up pass.

\[ \text{Figure 4. An illustration of the two-stage minimum bottleneck distance transform. In (a), only the distance values of the seed nodes are set to 0. (b) demonstrates the bottom–up updating process from the leaves, and the changed values are labeled in yellow color. (c) shows the top–down traversal process from the root node.} \]

For the top–down pass, we start from the root node. Figure 4c demonstrates an example of the top–down pass. For each node \( v_q \), we update its distance value from the parent node. That is,

\[
D(v_q) = \min\{D(v_q), g(\pi_{v_p} \cup v_q)\}.
\]

As shown in Figure 4, we should track the maximum value of each node. When we visit a newly added node, two comparison operations are required for either the bottom–up or top–down traversal. Specifically, one comparison is for recording the largest edge weight of the path, and the other comparison is used to determine whether the current distance is smaller than the new one. If it is smaller, the corresponding distance value remains unchanged; otherwise, we update the value with the current one. After the two-stage traversal, we can achieve the minimum bottleneck distance transform \( D \) for each pair of nodes on the graph.

(3) Gestalt grouping-based connectedness
Compared with the object regions, most of the background ones are easily connected to image boundaries. Based on the observation, the saliency of an image pixel is defined as the topology connectedness to the image background. Given the background seed pixels $B_t$ and the minimum bottleneck distance transform $D$, the connectedness of each pixel $i$ in the image can be calculated by

$$C_t(i) = \min_{b \in B_t} (D(i, b)).$$

(6)

Different from previous methods in which the pixels on the image boundary are simply regarded as background seeds, we introduce the iterative background growth algorithm in the paper. In other words, we first initiate the set $B$ with the boundary pixels $B_d$, and then update the $B_t$ when the saliency values of the pixels belonging to $B_d$ exceed the threshold, that is

$$B^0(i) = \{i | i \in B_d\}$$

(7)

$$B^t(i) = \{i | i \in B^{t-1}(i), C^{t-1}(i) < \theta^{t-1}\}$$

(8)

where $\theta^{t-1}$ is the mean value of $C^t(i)$ for all pixels in set $B^{t-1}(i)$. The iterative process defined in Equations (6) and (8) will terminate when $B^t$ is unchangeable or $\sum_i C^t(i) - C^{t-1} < \varepsilon$.

If there exists a scattered background or objects heavily touch the image border, the connectedness may falsely inhibit the object region. To tackle it, the appearance contrast between objects and background are used for highlighting the high-contrast objects.

Let $c \in \{1, 2, 3, 4\}$ denote the left, right, top, and bottom regions of the image border $B_d$. For each boundary region $c$, $\bar{x}_c = [\bar{x}_L, \bar{x}_R, \bar{x}_T]$ is the mean color for all the pixels in the CIE-Lab color space, and $Q_c = [q_{ij}]_{3 \times 3}$ is the corresponding color covariance matrix. The appearance contrast between each pixel and the border region $c$ is defined as

$$a^c_i = \sqrt{(x_i - \bar{x}_c)Q_c^{-1}(x_i - \bar{x}_c)^T}, \ c \in \{1, 2, 3, 4\}.$$  

(9)

Equation (9) describes the Mahalanobis distance between pixel $i$ and the mean color. Then, the generated $a^c_i$ is normalized with the maximal value.

$$a^c_i \leftarrow \frac{a^c_i}{\max q_{ij}}$$

(10)

Therefore, the appearance contrast is calculated by accumulating $a^c_i$ from the four boundaries.

$$A(i) = \frac{\sum_{c=1}^{4} n_c a^c_i}{4n_c}$$

(11)

where $n_c$ is the number of image pixels belonging to the boundary region $c$.

3.1.2. Saliency Map Generation

The connectedness map $C$ and the appearance map $A$ are added in the pixelwise way to form the final saliency map $M$ i.e.,

$$M = C + A.$$ 

(12)

The achieved saliency map incorporates not only the topology structure but also the feature difference between image pixels to detect the salient regions in the image.
3.2. Image Representation with the Weighted Second-Order Pooling

3.2.1. The Proposed Feature Weighting Method

In this section, we will present the proposed feature weighting method, which can be considered as an improvement of the generalized max pooling approach [11]. Next, we first introduce the generalized max pooling approach.

Generalized Max-Pooling Method

In order to alleviate the side effect of the burstiness, Murray et al. [11] propose the generalized max-pooling (GMP) method, which equalizes the contribution of the frequently occurring and rarely occurring descriptors to the image representation.

Let \( X = \{x_1, \cdots, x_N\} \) be a set of \( N \) feature descriptors extracted from an image and \( \varphi_n = \varphi(x_n) \) denote the \( D \)-dimensional encoding result of the \( n \)th descriptor. Assuming that \( \varphi^{\text{gmp}} \) denotes the GMP representation, the GMP method enforces the dot-product between each feature encoding result \( \varphi_n \) and GMP representation \( \varphi^{\text{gmp}} \) to be a constant \( c \):

\[
\varphi_n^T \varphi^{\text{gmp}} = c, \quad n = 1, \cdots, N. \tag{13}
\]

Here, the constant \( c \) can be set as an arbitrary value, as the final representation \( \varphi^{\text{gmp}} \) typically need to be \( L2 \) normalized. Therefore, the authors assign \( c = 1 \). Equation (13) ensures that each feature descriptor makes the same contribution to the final pooled representation.

Further, let \( \Phi \) denote a \( D \times N \) matrix that contains \( N \) \( D \)-dimensional feature encoding results, i.e., \( \Phi = [\varphi_1, \cdots, \varphi_N] \). Then, Equation (13) can be represented in matrix form:

\[
\Phi^T \varphi^{\text{gmp}} = \mathbf{1}_N. \tag{14}
\]

where \( \mathbf{1}_N \) denotes a \( N \)-dimensional vector of all ones. This is a linear system of \( N \) equations with \( D \) unknowns. In general, this system might not have a solution. Thus, Equation (14) can be transformed into a least-squares regression problem with the additional constraint that \( \varphi^{\text{gmp}} \) has a minimal norm in the case of an infinite number of solutions:

\[
\varphi^{\text{gmp}} = \underset{\varphi}{\text{argmin}} \left\| \Phi^T \varphi - \mathbf{1}_N \right\|^2. \tag{15}
\]

This problem has a simple closed-form solution:

\[
\varphi^{\text{gmp}} = \left( \Phi^T \Phi \right)^{-1} \Phi^T \mathbf{1}_N. \tag{16}
\]

Note that \( \Phi_N = \sum_{n=1}^N \varphi(x_n) = \varphi^{\text{sum}} \) is the sum-pooled representation. Hence, the proposed GMP can be considered as the result of projecting \( \varphi^{\text{sum}} \) onto the \( \left( \Phi^T \Phi \right)^{-1} \).

Since the \( \left( \Phi^T \Phi \right)^{-1} \) is not a continuous operation, the authors further introduce \( \varphi^{\text{gmp}}_\lambda \), the regularized GMP, and try to obtain a stable solution:

\[
\varphi^{\text{gmp}}_\lambda = \underset{\varphi}{\text{argmin}} \left\| \Phi^T \varphi - \mathbf{1}_N \right\|^2 + \lambda \left\| \varphi^2 \right\|. \tag{17}
\]

This is a ridge regression problem whose solution is

\[
\varphi^{\text{gmp}}_\lambda = \left( \Phi^T \Phi + \lambda \mathbf{I} \right)^{-1} \Phi^T \mathbf{1}_N. \tag{18}
\]
where $\lambda$ is a regularization parameter and $E$ is an identity matrix.

If Equation (18) is rewritten as the weighted pooling form

$$\varphi_{gmp}^{\lambda} = \Phi \alpha_{\lambda}$$

(19)

where $\alpha_{\lambda}$ is the vector of weights, and let $\varphi = \Phi \alpha$ in Equation (17), then the weight $\alpha_{\lambda}$ can be obtained by:

$$\alpha_{\lambda} = \arg \min \frac{||\Phi^T \Phi \alpha - N||_2^2 + \lambda ||\Phi \alpha^2||}{\alpha}.$$  

(20)

Let $K = \Phi^T \Phi$, which represents a $N \times N$ matrix of descriptor-to-descriptor similarities; then, Equation (20) can be represented as:

$$\alpha_{\lambda} = \arg \min \frac{||K \alpha - N||_2^2 + \lambda a^T Ka}{\alpha}.$$  

(21)

Finally, a simple weight solution is obtained:

$$\alpha_{\lambda} = (K + \lambda E)^{-1}.$$  

(22)

For more details about GMP, please refer to the work [16].

Weighting Scheme with Geometry Constraint

Based on the analysis above, we know that the GMP can be regarded as a weighting method, which alleviates the side effect of the burstiness. However, this method only makes use of the similarity of features but ignores the spatial relationship between them. Thus, inspired by Equation (21), we define a novel weighting function as follows, which incorporates the spatial constraint,

$$w = \arg \min \frac{||Kw - N||_2^2 + \lambda_1 w^T Kw + \lambda_2 w^T Sw}{w}.$$  

(23)

where $S$ is a $N \times N$ symmetric metric matrix. The element $s_{ij}$ represents the distance between the feature descriptors and is defined as:

$$s_{ij} = \exp \left( - \frac{|x_i - y_i|}{\text{width} \sigma^2} - \frac{|y_i - y_j|}{\text{height} \sigma^2} \right)$$  

(24)

where $(x_i, y_i)$ and $(x_j, y_j)$ denote the position information of the feature $i$ and $j$, respectively, and $\sigma$ is the smoothing coefficient. The setting of variable $\text{width}$ and $\text{height}$ will be specified in Section 3.3. Finally, we get a simple solution:

$$w = \left( K^2 + \lambda_1 K + \lambda_2 S \right)^{-1} (Nw)$$  

(25)

and the $w$ can be used to weight the corresponding features.

3.2.2. Weighted Second-Order Pooling

In order to introduce the second-order information, two novel feature pooling methods will be presented, which are based on a collection of independent superpixels.

Given an image, we segment it into a set of $M$ superpixel regions $R = (R_1, \ldots, R_M)$ by the simple linear iterative cluster (SLIC) method [54]. Assuming that there exist $N_i$ feature descriptors
in the region $R_i$, we encode them with the method $\phi(\cdot)$ and obtain the corresponding coding matrix $\Phi_i = [\phi_1, \cdots, \phi_N]$. According to Equation (25), the related weighting vector $w_i$ can be determined. Based on Equation (19), the weighted first-order pooling $v_i$ for the region $R_i$ is defined as:

$$v_i = \Phi_i w_i$$

which can be considered as a representation vector for the region $R_i$.

For an image, we define the weighted second-order average pooling (WSOAP) as:

$$WSOAP = \frac{1}{M} \sum_{i=1}^{M} v_i v_i^T.$$  \hspace{1cm} (27)

Here, the result of $v_i v_i^T$ is a matrix, which contains the second-order statistical information about the features inside the region $R_i$. The WSOAP captures the second-order information included in the $M$ regions of an image.

Correspondingly, we define the weighted second-order max pooling (WSOMP) as

$$WSOMP = \max_{i=1:M} \{ v_i v_i^T \}$$

where the max operation acts on the corresponding elements with the same position of the matrices resulting from the outer products of the weighted first-order pooling vectors.

### 3.2.3. Vectorization and Normalization

We are interested in using linear classifiers to implement the classification task, which offers linear training time. Linear classifiers, such as SVM, often work well in Euclidean space, which optimize the geometric margin between positive and negative examples in vector form. Meanwhile, the WSOAP and WSOMP are both symmetric matrix ($S_n$), so they need to be vectorized.

Specially, the WSOAP is a symmetric and positive semi-definite matrix ($S_n^+$). The space of $S_n^+$ forms a Riemannian manifold, which is a differentiable manifold endowed with a Riemannian metric [55]. So, for the WSOAP, based on the properties of the Riemannian manifold [56], we map it to the Euclidean tangent space by using the Log-Euclidean metrics, i.e.,

$$WSOAP_{\logm} = \logm(WSOAP).$$

Here, the result $WSOAP_{\logm}$ is still a symmetric matrix.

To the WSOMP, the power normalization mapping [50] is adopted, which is able to further reduce the influence of the burstiness. For each entry $WSOMP(i, j)$ of WSOMP, we have

$$WSOMP(i, j)_{\PNM} = \text{sign}(WSOMP(i, j)) |WSOMP(i, j)|^\alpha$$

where $\alpha$ is a hyper parameter controlling the magnitude, which is usually with the range of $(0, 1)$.

As either $WSOAP_{\logm}$ or $WSOMP_{\PNM}$ is symmetric, the upper triangle elements are unpacked and concatenated into a vector to form the final representation, i.e.,

$$WSOAP_{\text{final}} = \text{Vect}(U(WSOAP_{\logm}))$$

$$WSOMP_{\text{final}} = \text{Vect}(U(WSOMP_{\PNM}))$$

where $U(\cdot)$ indicates the operation of obtaining the upper triangle elements and $\text{Vect}(\cdot)$ denotes the vectorizing operation.
3.3. The Mid-Level Image Representation Based on SSNet

In the SSNet representation framework, in order to reduce the side effect of the burstiness in the background of an image, the saliency detection method proposed in Section 3.1 is applied, but here, superpixels not pixels are used to generate the saliency map. After that, only the patches with the top-S large salient value are used to represent the image. Here, we set

\[ S = \left[ \text{NumSuppixel}_{\text{img}} \times \text{Ratio}_{\text{sal}} \right] \]

where \( \text{NumSuppixel}_{\text{img}} \) is the number of the superpixels included in an image, and \( \text{Ratio}_{\text{sal}} \) is a predefined constant that represents the ratio between the number of the chosen saliency superpixels and the total number of the superpixels in an image.

At the same time, in order to introduce higher-order feature information, the weighted second-order pooling is proposed. For each saliency superpixel \( R_i \), \( i = 1, 2, \cdots S \), we extract \( M_i \) features \( x_{ijr} \), \( j = 1, 2, \cdots M_i \), and encode them by the encoding method \( \varphi(\cdot) \). Assuming the matrix \( \Psi_i = [\varphi_{M_1}, \cdots, \varphi_{M_i}] \) includes encoding outcomes of the features inside in the superpixel \( R_i \), we can obtain the weight vector \( w_i \) for the \( \Psi_i \) based on Equation (23). Further, using Equation (26), the first-order pooling results for patch \( R_i \), \( i = 1, 2, \cdots S \) can be decided. After that, we can get the weighted second-order pooling result with the proposed methods in Section 4.2, and achieve the final representation using the approaches in Section 4.3. Figure 5 illustrates the pipeline of the SSNet image representation.

![SSNet pipeline](image)

**Figure 5.** Illustration of the pipeline for generating the Salient Superpixel Network (SSNet) mid-level image representation.

In this paper, we try to adopt two different features respectively to build the SSNet image representation. (1) Dense SIFT. We extract Dense SIFTs within each superpixel region and encode them by the BoVW way. And the variable width and height in Equation (24) are set as the width and height of an input image respectively. (2) Off-the-shelf CNN local features. For each superpixel, we input the region of its circumscribed rectangle into a pretrained CNN model and extract the CNN local features by the way in [9] as mentioned in Section 2.2, and the variable width and height in Equation (24) are set as the width and height of the feature map, respectively.

The proposed image representation method based on the SSNet is summarized in Algorithm 1.
Algorithm 1: Generating the SSNet Mid-Level Image Representation

Input:  
a. Input image \( I \)  
b. \( \text{Ratio}_{sal} \), the ratio between the number of the chosen saliency superpixels and the total number of the superpixels in an image  
c. \( D_f \), the reduced dimension of the feature \( f_i \)  
d. \( D_c \), the reduced dimension of the encoding vector

Output: The final mid-level representation \( \text{FinalRep} \) for the input image

1. Computing the saliency map of the image \( I \);  
2. Computing the \( S \), the number of salient regions used to represent an image, using Equation (33);  
3. Choosing the salient regions \( \text{SR} = \{sr_1, sr_2, \cdots sr_S\} \) with the top-\( S \) saliency value;  
4. for \( i = 1:S \)  
4.1 Extracting \( N_i \) Dense SIFTs/CNN local features from \( sr_i \) and reducing their dimensionality to \( D_f \);  
4.2 Encoding the features, reducing the dimensionality of the codes to \( D_c \), and achieving the coding matrix \( \Phi_i = [\phi_1, \cdots, \phi_{N_i}] \);  
4.3 Computing the weight \( w_i \) for the codes using Equation (25);  
4.4 Computing the first-order pooling vector \( v_i \) for the salient region \( sr_i \) using Equation (26);  
end  
5 Computing the second-order pooling \( \text{WSOAP} / \text{WSOMP} \) for the image using Equation (27)/Equation (28);  
6 Mapping or Normalizing the \( \text{WSOAP} / \text{WSOMP} \) using Equation (29)/Equation (30);  
7 Obtaining the final representation \( \text{FinalRep} \) for image \( I \) by vectorizing operation using Equation (31)/Equation (32).

4. Experiments and Results

In this section, we carry out a series of experiments to investigate the effectiveness of the SSNet framework. First, the experiment setting and the datasets used are introduced. Then, integrating with four BoVW baseline methods, including ScSPM [3], LLC [4], FV [22], and VLAD [5], we assess the benefit of the saliency detection scheme and the weighted second-order pooling method. Finally, we evaluate the overall performance of the SSNet mid-level representation with the handcrafted and off-the-shelf CNN local features, respectively.

4.1. Experimental Setting

In the experiment, we use the Dense SIFT local features and the off-the-shelf CNN local features respectively to evaluate the proposed methods. All the algorithms are implemented by the VLFeat [57] and Matconvnet toolbox [58]. The setting for the CNN local features follows the description in Section 2.2. For Dense SIFT features, they are extracted densely from local patches with a stride of four pixels on each image, and PCA is applied to reduce the dimensionality to 64. In the BoVW representation, a codebook containing \( K \) visual words is built via \( K \)-means clustering, and the value \( K \) varies across different datasets. In addition, the \( \sigma \) in Equation (24) is set to 1. With the same settings as [16], the \( \lambda_1, \lambda_2 \) in Equation (25) is chosen by cross-validation from the set \( \{10^1, 10^2, 10^3, 10^4, 10^5\} \), and the \( \alpha \) in Equation (30) is set to 0.5. The setting for other parameters will be discussed in the following subsection. For each dataset, the experiments are repeated five times, and the average accuracy is reported.

4.2. Benchmark Datasets

15-Scene This dataset consists of 4485 scene images that belong to 15 different categories. Each category contains about 200–400 images, with an average size of 300 × 250. In the experiments, we test our method by randomly selecting 100 training images per class and using all the rest for testing.
Pascal VOC 2007 This dataset is a challenging benchmark, which consists of 9963 images from 20 classes. There are large in-class divergence, including variation on scale, illumination, and deformation, as well as severe object occlusions. Here, we choose this dataset as a sample to demonstrate the parameter setting for the SSNet.

Caltech 101 This dataset is one of the most commonly used datasets for image classification. It contains 9146 images from 101 object categories and one background category. The number of images per category varies from 40 to 800. In our experiments, we randomly select 30 training images and at most 50 testing image and ignore the background class.

Caltech 256 This dataset consists of 30,607 images divided in 256 categories, containing at least 80 images each. Compared to Caltech 101, it presents a much higher variability in object size, location, and pose. In the experiments, we randomly select 45 training images per class and all the rest for testing without evaluating the background class.

PFID61 The dataset contains 1098 fast-food images belonging to 61 different food categories, with masked foreground [59]. Each food category includes three different instances. For each instance, six images are collected from six viewpoints. In the experiments, 12 images from two instances are used for training and six images are used from the third instance for testing.

Food101 The dataset contains 101,000 images divided in 101 food categories [60]. Each category contains 1000 images, and all the images are rescaled to have a maximum side length of 512 pixels. In the experiments, 750 images are used for training and 250 images are used for testing.

4.3. Effectiveness Evaluation of the Proposed Saliency Detection Scheme for Image Classification

Generally speaking, for an image, the objects often exist in the saliency region and the background corresponds to the non-saliency region. Thus, we propose a novel representation method that roughly divides an image into object and background region first by saliency detection technology and then only chooses the saliency regions to represent an image. By this way, the side effect of burstiness and noise information in the background can be alleviated. To this end, a fast saliency detection algorithm based on the Gestalt grouping principle is proposed. Figure 6 presents some saliency maps produced by the proposed saliency detection algorithm on the sample images taken from the Pascal VOC 2007 and 15-Scene datasets.

![Saliency maps for images taken from Pascal VOC 2007 and 15-Scene](image)

**Figure 6.** Saliency maps for the images from VOC 2007 and 15-Scene. (a) Saliency maps for images taken from Pascal VOC 2007; (b) Saliency maps for images taken from 15-Scene.

As mentioned in Section 3.3, in the proposed method, only the patches with a top-$S$ large salient value are used to describe an image. The value of the $S$ is a key parameter, which affects the performance of the representation. In Equation (33), we assume that the $\text{NumSuppixel}_img$ is a constant, and the value
of $S$ is in proportion to $\text{Ratio}_{\text{sal}}$. So, the performance of our method can be considered as a function of $\text{Ratio}_{\text{sal}}$. Figure 7 shows the curve of the mAP of our approach on the benchmark datasets with the different $\text{Ratio}_{\text{sal}}$. Here, we take the LLC encoding method [4] as an example and integrate it with the saliency detection scheme to present the images. In the experiments, all the settings for LLC are in accordance with the work [4] except that the SPM technology can only be adopted under the condition of $\text{Ratio}_{\text{sal}} = 100\%$ (note that $\text{Ratio}_{\text{sal}} = 100\%$ denotes the original LLC method, i.e., without introducing the saliency detection scheme). As shown in Figure 7, the LLC encoding method achieves the best result on the VOC2007, Caltech 101, and Caltech 256 datasets when $\text{Ratio}_{\text{sal}} = 80\%$, and on the 15-Scene dataset when the $\text{Ratio}_{\text{sal}} = 85\%$. So, it is clear that the saliency strategy is capable of enhancing the discriminative power of image representation. For the other encoding methods, the results follow similar trends. Thus, in the following experiments, we choose the same settings for the saliency detection method.

![The impact of the ratio for the saliency region](image)

**Figure 7.** Performance of the improved LLC representation with different saliency region ratios. This figure illustrates the classification accuracy of LLC representation, formed by the LLC encoding method conducting on different numbers of saliency regions, on the benchmark datasets.

### 4.4. Effectiveness Evaluation of Weighted Second-Order Pooling

In order to evaluate the performance of the weighted second-order pooling method, we integrate it with different BoVW baseline methods such as ScSPM [3], LLC [4], FV [22], and VLAD [5], and analyze the classification results.

In the experiments, for the ScSPM [3] and LLC [4], the size of each codebook is set to 1000, and the other settings are accordance with the works [3] and [4], respectively. Here, when ScSPM [3] is aggregated by the weighted second-order pooling method, only Sparse Coding (SC) vector is used and the spatial pyramid matching (SPM) scheme is ignored. For the FV [22] and VLAD [5], the Dense SIFT features are reduced to 64 dimensions first, and the size of codebook is set to 128. The obtained FV and VLAD encoding vectors are reduced to 1000 dimensions. Finally, the two encoding vectors mentioned above are aggregated by the weighted second-order pooling method respectively to build a 100,000 dimension (reducing the dimension from 500,500 to 100,000) representation vectors. The regularization parameters in Equation (25) are set to $\lambda_1 = 10^2$ and $\lambda_2 = 10^3$ by the cross-validation method. The classification accuracy is summarized in Table 1. In the following subsection, if not especially specified, the accuracy is measured in terms of Mean Average Precision (MAP in %), and the values highlighted in bold signify the best results between the approaches in the table.
Table 1. Classification accuracy (MAP in %) of the weighted second-order pooling scheme integrating with the bag-of-visual-words (BoVW) baseline encoding methods. FV: Fisher Vector, VLAD: Vector of Locally Aggregated Descriptor, WSOAP: weighted second-order average pooling, WSOMP: weighted second-order pooling.

|                      | PASCAL VOC 2007 | Caltech 101 | Caltech 256 | 15-Scene |
|----------------------|-----------------|-------------|-------------|----------|
| ScSPM [3]            | 51.9            | 73.2        | 37.5        | 80.3     |
| LLC [4]              | 58.7            | 75.4        | 46.3        | 82.0     |
| FV [22]              | 61.8            | 77.8        | 52.1        | 85.3     |
| VLAD [5]             | 55.3            | 77.6        | 48.9        | 83.2     |
| SC + WSOAP           | 63.1            | 80.1        | 51.8        | 86.1     |
| SC + WSOMP           | 64.9            | 81.9        | 58.2        | 87.4     |
| LLC + WSOAP          | 69.8            | 82.7        | 60.3        | 87.9     |
| LLC + WSOMP          | 71.3            | 83.1        | 61.6        | 89.6     |
| FV + WSOAP           | 72.4            | 86.1        | 66.1        | 91.0     |
| SC + SSNet (max)     | 73.5            | 87.5        | 59.2        | 87.4     |
| LLC + SSNet (max)    | 69.6            | 84.2        | 61.6        | 86.7     |
| FV + SSNet (max)     | 72.1            | 85.6        | 63.2        | 88.2     |

Table 1 summarizes the results of the four benchmark datasets. We observe that the weighted second-order pooling scheme is effective for lots of commonly used encoding methods. Different from traditional feature pooling methods, e.g., the max pooling and average pooling, the weighted second-order pooling provides more discriminative ability. Moreover, we find that WSOMP consistently outperforms WSOAP. So, in the following experiments, we only discuss the WSOMP representation.

4.5. Performance Analysis of Mid-Level Representation Based on SSNet

In this section, we assess the validation of the proposed SSNet representation framework. In the experiments, integrating the SSNet framework with the handcrafted and off-the-shelf CNN features respectively, we test their performances on four benchmark datasets.

4.5.1. Comparison with Related BoVW Baselines

We integrate the BoVW baselines, such as ScSPM [3], LLC [4], FV [22], and VLAD [5], with the proposed SSNet framework respectively and compare their classification results. In the experiments, the same settings as in Section 4.4 are adopted.

The results in Table 2 show that the representations based on the SSNet outperform the corresponding baseline methods by a large margin on all datasets. Taking the results of the VOC 2007 as an example, when Sparse Coding (SC) [3] vectors are integrated with SSNet, the classification accuracy is over +14% more than the original one. When the SSNet framework is combined with other baseline representations, such as LLC, FV, and VLAD, their performances have also remarkably improved. FV+SSNet achieves the best performance among them and reaches 76.1% recognition accuracy.

Table 2. Classification accuracy (MAP in percentage) of the SSNet framework integrating with different BoVW baselines.

|                      | PASCAL VOC 2007 | Caltech 101 | Caltech 256 | 15-Scene |
|----------------------|-----------------|-------------|-------------|----------|
| ScSPM [3]            | 51.9            | 73.2        | 37.5        | 80.3     |
| LLC [4]              | 58.7            | 75.4        | 46.3        | 82.0     |
| FV [22]              | 61.8            | 77.8        | 52.1        | 85.3     |
| VLAD [5]             | 55.3            | 77.6        | 48.9        | 83.2     |
| SC + SSNet (max)     | 66.5            | 83.3        | 53.1        | 87.2     |
| LLC + SSNet (max)    | 73.7            | 85.0        | 61.9        | 88.7     |
| FV + SSNet (max)     | 76.1            | 89.7        | 72.5        | 90.6     |
| VLAD + SSNet (max)   | 74.2            | 87.3        | 65.0        | 89.4     |
4.5.2. Comparison with the Baselines and State-of-the-Art Methods with the CNN Local Features

We further evaluate the performance of the SSNet framework with the off-the-shelf CNN local features. Recent works [9,38] advocate that the activations of a convolutional layer can be used as the local features, since they are more general and preserve spatial information. In the following experiments, we employ the pretrained VGG-16 model [32] and choose the activations of its last convolutional layer as the CNN local features.

Given an image, the patches with the top-S saliency value are chosen first, and the regions of their circumscribed rectangle are used as the input to extract CNN features. Following the extracting process depicted in [9], i.e., the method introduced in Section 2.2, for a saliency patch, thousands of 9 \times 512 dimension CNN features are extracted. While considering running efficiency, we reduce the dimension of the activation achieved from 512 to 32, which is determined by cross-validation from the set \{128, 64, 32\}. Thus, in our experiments, each extracted CNN local feature is 9 \times 32 dimension. At the same time, due to the outstanding performance of the Fisher Vector encoding methods, we only adopt it to evaluate our method in the following experiments.

With these CNN local features and the Fisher Vector encoding method, image representation based on the SSNet is built. Here, all the preprocess and settings are same as in Section 4.4. Particularly, the parameter height and width of Equation (24) are assigned as the height and width of the feature map for the last convolutional layer, respectively. The regularization parameters in Equation (25) are set to \lambda_1 = 10^2 and \lambda_2 = 10^2 by the cross-validation method. We compare our approach with two baselines and state-of-the-art methods [8,32,41,59] respectively, and the results are demonstrated in Table 3. Here, the baseline method FC-CNN [36] uses the feature extracted from the last fully connected layer as image representation. The method CL-FV uses the activations extracted from the last convolutional layer as the local features and encodes them by the Fisher Vector method to build image representation.

|                      | PASCAL VOC 2007 | Caltech 101 | Caltech 256 | 15-Scene |
|----------------------|-----------------|-------------|-------------|----------|
| Baseline             |                 |             |             |          |
| FC-CNN [36]          | 84.3            | 89.7        | 81.3        | 90.2     |
| CL-FV                | 85.1            | 86.1        | 79.5        | 90.5     |
| SOA Methods          |                 |             |             |          |
| MOP [8]              | 85.5            | 91.8        | 85.4        | 92.7     |
| MPP [41]             | 88.0            | 93.7        | 87.3        | 94.1     |
| DSP [32]             | 88.6            | 94.7        | 84.2        | 91.1     |
| MS-DSP [61]          | 89.3            | 95.1        | 85.5        | 91.8     |
| Ours                 | FV + SSNet(max) | 89.6        | 95.3        | 87.6     | 95.7     |

As we can see, the recognition results in Table 3 show that our method outperforms the baseline and state-of-the-art methods. The proposed method improves the performance of the baselines above 4% in all the datasets. Additionally, our method performs better than the mentioned state-of-the-art methods [8,32,41,59]. Taking the results on the VOC 2007 as an example, our method improves the performance by 1.6% compared with Multi-scale pyramid pooling (MPP) method [41] and 3.1% compared with Multi-scale Orderless Pooling (MOP) method [8]. Meanwhile, it also achieves better results than Deep Spatial Pyramid (DSP) [32] and Multi-Scale Deep Spatial Pyramid (MS-DSP) [61]. The reason for the improvement is that our method alleviates the disturbance of the burstiness and introduces the high-order information by the weighted second-order pooling strategy.

4.5.3. Performance of the SSNet Mid-Level Image Representation in Practical Applications

In this section, we further evaluate the proposed method on the PFID61 and Food-101 datasets to validate its effectiveness in practical applications. In the experiments, we integrate the SSNet framework with the Dense SIFT and the off-the-shelf CNN features respectively to build image representations and...
compare them with different representation approaches, such as FV [22], FC-CNN [36], and MOP [8]. The results (measured in terms of MAP) are summarized in Table 4.

Table 4. Comparison of different image encoding methods using Dense SIFT, off-the-shelf CNN features on PFID61 and Food-101 datasets (MAP in percentage).

| Features                  | Methods          | PFID61 | Food-101 |
|---------------------------|------------------|--------|----------|
| Dense SIFT                | FV [22]          | 40.2   | 38.9     |
|                           | FV (using MASK)  | 42.9   | NA       |
|                           | FV + WSOMP       | 55.8   | 51.6     |
|                           | FV + SSNet       | 57.1   | 52.4     |
| Off-the-shelf CNN features| FC-CNN [36]      | 48.2   | 54.1     |
|                           | MOP [8]          | 61.7   | 59.7     |
|                           | FV + SSNet       | 65.3   | 60.6     |

First, with the same settings as in the previous experiments, we conduct a series of experiments on the two datasets using the Dense SIFT features. In these experiments, we choose the FV [22] encoding method as the benchmark and integrate it with our proposed SSNet framework to build image presentations. It can be clearly seen that the performance of the proposed method FV+SSNet (57.1% on PFID61 and 52.4% on Food-101) outperforms the original FV (40.2% on PFID61 and 38.9% on Food-101) on the two datasets. We ascribe this improvement to the saliency detection and the weighted second-order pooling successfully leveraged in the proposed SSNet. In the meanwhile, we find that even if the saliency detection intermediate step is not adopted, weighted second-order pooling can also improve the performance (FV+WSOMP, 55.8% on PFID61, and 51.6% on Food-101).

In the second set of experiments, we evaluate the performance of the SSNet framework using the off-the-shelf CNN local features. All the methods adopt the same settings as in the previous experiments. The proposed FV+SSNet yields an accuracy of 65.3% on PFID61 and 60.6% on Food-101, outperforming other two methods, MOP [8] and FC-CNN [36]. These results validate the effectiveness of our proposed method. According to the classification results, Figure 8 lists some sample images from the Food-101 dataset.

![Figure 8](image1.png)

*Figure 8. Some sample images from the Food-101 dataset. (a) These four images are selected to build the SSNet representation using the Dense SIFT features. (b) These four images are selected to build the SSNet representation using the CNN local features. The check mark indicates that this image can be recognized correctly by our proposed method, and the cross indicates that our method cannot recognize this image correctly.*
4.6. Limitations

In the previous sections, the performance of the SSNet has been discussed. Next, we will analyze its limitations. Compared with the traditional BoVW representation model, the introduction of the saliency detection and the weighted second-order pooling operation enhance the discriminative ability of the SSNet image representation. However, both of the introduced modules have their own limitations. In practical application, the parameter $\text{Ratio}_{sal}$ in Equation (33) is important, which determines the size of the selected regions of an image for building the image representation. An inappropriate parameter setting may have a negative effect on the classification results. So, if a target in the recognition task exists in the non-saliency regions, we should assign a large value to $\text{Ratio}_{sal}$ so that the target can be included in the selected region. At present, the setting for the parameter $\text{Ratio}_{sal}$ only depends on people's prior experience. In the future, we hope to find a solution that can adjust this parameter adaptively.

In addition, the weighted second-order pooling operation increases the dimension of the final representation, which will consume more memory resources. To solve this problem, people can try the following three approaches: (1) adopting low-dimension local features; (2) adopting small size codebooks; and (3) reducing the dimension of the final representation vector by dimensionality reduction methods.

5. Conclusions

In order to deal with the burstiness problem of features and introduce high-order information for image representation, we have proposed a novel framework, named Salient Superpixel Network (SSNet), to learn the mid-level image representation. It can be regarded as an extension of the BoVW representation model to exploit both the saliency detection and the weighted second-order pooling technologies. Specifically, we first propose a fast saliency detection method to choose the regions with high saliency values for representing the image. As a result, the interference information in the background is alleviated effectively. Secondly, the weighted second-order pooling (WSOP) method is applied to perform the feature aggregation. Different from the existing average and max pooling method, the WSOP is capable of introducing the second-order statistical information and in the meantime, weakening the side effect of burstiness among the features. The experimental results on several benchmarks indicate that the proposed SSNet representation method achieves better or comparable performance with respect to the state-of-the-art method, which can serve as an effective image representation framework for image classification.
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