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Abstract

We show that the minimax sample complexity for estimating the pseudo-spectral gap $\gamma_{ps}$ of an ergodic Markov chain in constant multiplicative error is of the order of

$$\tilde{\Theta}\left(\frac{1}{\gamma_{ps}\pi_*}\right),$$

where $\pi_*$ is the minimum stationary probability, recovering the known bound in the reversible setting for estimating the absolute spectral gap [Hsu et al., 2019], and resolving an open problem of Wolfer and Kontorovich [2019]. Furthermore, we strengthen the known empirical procedure by making it fully-adaptive to the data, thinning the confidence intervals and reducing the computational complexity. Along the way, we derive new properties of the pseudo-spectral gap and introduce the notion of a reversible dilation of a stochastic matrix.
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1 Introduction

Let $\{X_t\}_{t \in \mathbb{N}}$ be a time-homogeneous ergodic Markov chain over a state space $\mathcal{X}$, with transition matrix $P$ and stationary distribution $\pi$. When $P$ is reversible, the convergence of the chain to its stationary distribution is roughly governed by the relaxation time, defined as the inverse of the absolute spectral gap $\gamma_*$ of $P$, see (2) and (3). When $P$ is non-reversible, the definition of the relaxation time can be extended to the inverse of the pseudo-spectral gap $\gamma_{ps}$, introduced by Paulin [2015] and defined in (5). Furthermore, $\gamma_*$ and $\gamma_{ps}$ are spectral parameters of intrinsic interest, as they were shown to control rates of Bernstein type concentration inequalities [Paulin, 2015, Theorems 3.9 & 3.11], and yield bounds on the asymptotic variance in terms of the stationary variance [Paulin, 2015, Theorems 3.5 & 3.7]. Under reversibility, the sample complexity of estimating $\gamma_*$ to multiplicative error $\varepsilon$ from a single trajectory of observations is known to be $\tilde{\Theta}(1/(\pi_*\gamma_*\varepsilon^2))$ [Hsu et al., 2019, Wolfer and Kontorovich, 2019], where $\pi_*$ is the minimum stationary probability. The non-reversible setting, first investigated by Wolfer and Kontorovich [2019], remains less understood, with a large gap between known upper and lower bounds (see Table 1). In this paper, we set out the task of closing this chasm, and will mostly succeed doing so by recovering an upper bound on the rate of $\mathcal{O}(1/(\pi_{ps}^*\gamma_{ps}))$.

1.1 Motivation and applications

Although a wide class of chains is known to be reversible (such as random walks on graphs or birth and death processes), this condition is sufficiently restrictive as to exclude some natural and important applications. One such instance involves MCMC diagnostics for non-reversible chains, which have recently gained interest through acceleration methods. Indeed, while chains generated by the classical Metropolis-Hastings are reversible, which is instrumental in analyzing the stationary distribution, non-reversible chains may enjoy better mixing properties as well as improved asymptotic variance by reduction of backtracking behavior. For theoretical and experimental results in this direction, see Hildebrand [1997], Chen et al. [1999], Diaconis et al. [2000], Neal [2004], Sun et al. [2010], Suwa and Todo [2010], Turitsyn et al. [2011], Chen and Hwang [2013], Vucelja [2016], Bierkens [2016], Power and Goldman [2019], Herschlag et al. [2020], Syed et al. [2022]. Another application is in reinforcement learning, where bounds on the mixing parameters of the underlying Markov decision process are routinely assumed [Ortner, 2020, Zweig and Bruna, 2020, Li et al., 2023]. Last but not least, many results from statistical learning or empirical process theory have been extended to Markov dependent data Yu [1994], Mohri and Rostamizadeh [2007], Steinwart et al. [2009], Shalizi and Kontorovich [2013], Garnier [2021], Truong [2022a], Wolfer and Kontorovich [2021], Kotsalis [2022], Truong [2022b], Garnier et al. [2022], and empirical estimates of the mixing parameters of the chain yield corresponding data-dependent generalization bounds.
1.2 Main contributions

We now give an informal overview of our contributions. From a single trajectory of observations of length $m$, sampled according to an unknown ergodic transition matrix $P$ with minimum stationary probability $\pi_{\star}$ and pseudo-spectral gap $\gamma_{ps}$, and started from an arbitrary and unknown state, we obtain the following results.

* Theorem 2.1. We upper bound the sample complexity of estimating $\gamma_{ps}$, to arbitrary additive error $\epsilon$, by

$$\hat{O}\left(\frac{1}{\epsilon^2 \pi_{\star} \gamma_{ps}}\right).$$

* Theorem 2.2. For estimating $\gamma_{ps}$ to constant multiplicative error, we obtain an upper bound of

$$\hat{O}\left(\frac{1}{\pi_{\star} \gamma_{ps}}\right).$$

This bound is significantly stronger to the one in Wolfer and Kontorovich [2019], which involved somewhat unnatural quantities (for instance a measure of how far a stochastic matrix is from being doubly stochastic). Furthermore, the new bound reduces to the known one in the reversible setting [Hsu et al., 2019], for which they exist corresponding lower bounds, making it generally unimprovable and closing the open question of Wolfer and Kontorovich [2019, Remark 5]. See Section 1.4 and Table 1 for further comparison with the state-of-the-art.

* Theorem 2.3. For estimation of $\gamma_{ps}$ to arbitrarily small multiplicative error $\epsilon$, we recover an upper bound of

$$\hat{O}\left(\frac{1}{\epsilon^2 \pi_{\star} \gamma_{ps}}\right).$$

* Definition 3.1. We introduce the reversible dilation of a Markov chain, whose spectral properties are closely related to that of Fill’s multiplicative reversibilization, and that is less expensive to compute when the stationary distribution is known.

* Theorem 3.1. We improve the width of the confidence intervals of Wolfer and Kontorovich [2019] in non-trivial regimes. Furthermore, we make the procedure entirely adaptive to the data, in contrast to the previous intervals, which hard-coded an approximation error.

1.3 Outline

Section 1 compares our results with the related work, lists our contributions, introduces notation, and presents some background on ergodic Markov chains and associated Hilbert space concepts. In Section 2, we exhibit a collection of features possessed by Paulin’s pseudo-spectral gap $\gamma_{ps}$, defined in (5). We then proceed to state and prove our main results (Theorems 2.1, 2.2, 2.3). In Section 3, we define the reversible dilation of a chain, explore its properties, and set out to improve the empirical estimation procedure and confidence intervals of Wolfer and Kontorovich [2019]. Section 4 discusses the implementation details and computational complexity of the empirical estimation procedure of Section 3. Some proofs are deferred to Section 5 for readability.

1.4 Related work

1.4.1 Reversible setting

Hsu et al. [2015] initiated the research program of estimating the absolute spectral gap of a reversible Markov chain from a single trajectory of observations. Using Hilbert space techniques, they obtained upper and lower bounds (Table 1) on the estimation problem to multiplicative error, and designed fully empirical confidence intervals that decay at roughly $1/\sqrt{m}$. Levin and Peres [2016] and Hsu et al. [2019] later strengthened the minimax sample complexity upper bound in this setting, nearly matching the lower bound. Wolfer and Kontorovich [2019] subsequently designed a finer lower bound that involves the precision parameter, further tightened the rate and simplified the empirical procedure of Hsu et al. [2019], by removing the need to compute a group (Drazin) inverse in order to spell out the confidence intervals. Finally, Combes and Touati [2019] took a different approach and designed a space efficient estimator by invoking power methods and upper confidence interval techniques.
### Table 1: Comparison with existing results in the literature.

| Setting / Estimated parameter | Reversible / $\gamma_*$ | Non-reversible / $\gamma_{ps}$ |
|-------------------------------|-------------------------|---------------------------------|
| Hsu et al. [2015]             | $\Omega\left(\frac{|X|}{\gamma_*}\right)$, $\Omega\left(\frac{1}{\pi_*}\right)$, $\tilde{O}\left(\frac{1}{\pi_*\gamma_*^2}\right)$ |                                            |
| Levin and Peres [2016]        | $\tilde{O}\left(\frac{1}{\pi_*\gamma_*^2}\right)$ | $\Omega\left(\frac{|X|}{\gamma_{ps}^2}\right)$, $\tilde{O}\left(\frac{1}{\pi_*\gamma_{ps}^2} + \frac{|X|}{\pi_*\gamma_{ps}^2}\right)$ |
| Hsu et al. [2019]             |                                                        |                                |
| Wolfer and Kontorovich [2019] |                                                        |                                |
| Present work                  |                                                        | $\tilde{O}\left(\frac{1}{\pi_*\gamma_{ps}}\right)$ (Th. 2.2) |

1.4.2 General, non-reversible setting

The first results in the non-reversible case were obtained by Wolfer and Kontorovich [2019], who gave an upper bound on the sample complexity of estimating the pseudo-spectral gap of a Markov chain and constructed fully empirical confidence intervals for it. In Table 1, we compare our result to the above-mentioned references within the PAC minimax framework at multiplicative error.

Both in the reversible and non-reversible case, we can readily obtain estimates of $t_{mix}$ from estimates of $\gamma_*$ or $\gamma_{ps}$ and $\pi_*$–see (3), (6)–and the latter quantity is also possible to estimate in $\tilde{O}\left(1/(\pi_*\gamma_*^2)\right)$ [Hsu et al., 2019], $\tilde{O}\left(1/(\pi_*\gamma_{ps}^2)\right)$ [Wolfer and Kontorovich, 2019].

1.4.3 Direct mixing time estimation

More recently, the line of work of Wolfer [2020, 2022] departed from spectral methods and relied on measure contraction to tackle the harder problem of estimating the mixing time to multiplicative error, instead of the (pseudo)-relaxation time. They defined a generalized version of Dobrushin’s contraction coefficient that approximates the mixing time up to universal factors, without introducing logarithmic gaps in $\pi_*^{-1}$ [3], (6). They obtained an upper bound of $\tilde{O}\left(t_{mix}/\pi_* + \Xi(P)\right)$, where $\Xi(P)$ is a quantity that is highly instance-dependent and bounded above by $\Xi(P) \leq t_{mix} |X|/\pi_*$. Our results are therefore complementary to Wolfer [2022] and compare favorably in terms of sample complexity by shaving a factor $|X|$ in the worst case.

1.5 Preliminaries

1.5.1 Notation

Let $X$ be a finite space. We write $P(X)$ for the set of all probability distributions over $X$. Vectors will be written as row vectors. For $x \in X$, $e_x$ is the vector such that for any $x' \in X$, $e_x(x') = \delta[x = x']$. For two matrices (and in particular vectors) $A$ and $B$, $A/B$ denotes the entry-wise division, $\sqrt{A}$ denotes the entry-wise square root operation, $A \circ B$ is their Hadamard product, and $A > 0$ means that $A$ is entry-wise positive. $\rho(A)$ and $\|A\|$ are respectively the spectral radius and the spectral norm of $A$. For a statistic $S: X^m \to \mathbb{R}$ computed from a sample $X_1, \ldots, X_m$, we will write either $S$ for compactness or $S(X_1, \ldots, X_m)$ when we want to emphasize that $S$ is a function of the data.
1.5.2 Ergodic Markov chains and mixing time

By a Markov chain $X_1, \ldots, X_m \sim (\mu, P)$ over state space $\mathcal{X}$ with initial distribution $\mu$ and (row-stochastic) transition matrix $P$, we mean that for $(x_1, \ldots, x_m) \in \mathcal{X}^m$,

$$P \left( X_1 = x_1, \ldots, X_m = x_m \right) = \mu(x_1) \prod_{t=1}^{m-1} P(x_t, x_{t+1}).$$

For any $k \in \mathbb{N}$ we further define the $k$-skipped associated Markov chain,

$$X_1, X_{1+k}, X_{1+2k}, \ldots, X_{1+[(m-1)/k]k} \sim (\mu, \mu P^k).$$

Let $\pi \in \mathcal{P}(\mathcal{X})$ such that $\pi P = \pi$. We say that $\pi$ is a stationary distribution for $P$. A Markov chain is called ergodic when $P$ is primitive, i.e. there exists an integer $k$ such that $P^k > 0$. In this case $\pi$ is unique, and the minimum stationary probability $\pi_* = \min_{x \in \mathcal{X}} \pi(x)$ is positive. Furthermore, the chain will converge to stationarity, and we define the mixing time of $P$ as

$$t_{\text{mix}} = \min \left\{ t \geq 1 : \max_{\mu \in \mathcal{P}(\mathcal{X})} \| \mu P^t - \pi \|_{TV} < 1/4 \right\},$$

where $\| \cdot \|_{TV}$ is the total variation distance.

1.5.3 The Hilbert space $\ell_2(\pi)$ and spectral methods

Let $P$ be the transition matrix of an ergodic Markov chain over the state space $\mathcal{X}$, with stationary distribution $\pi$. Recall that on one hand, we can view $P$ as a linear operator acting on measures from the right. In particular, for $\mu_1 \in \mathcal{P}(\mathcal{X})$,

$$\mu_1 P = \mu_{t+1} \in \mathcal{P}(\mathcal{X}),$$

corresponds to a new distribution $\mu_{t+1}$ after one step on the chain. What is more, we can simultaneously interpret $P$ as a linear operator acting on real functions over $\mathcal{X}$ from the left, where for $f \in \mathbb{R}^\mathcal{X}$, $P f$ can be interpreted as the expected values of $f$ after a single step on the chain,

$$P f = \left( \mathbb{E}(X_{t+1} \sim (\mu, P) \mid f(X_t + 1)) \right)_{x \in \mathcal{X}}.$$

Since $P$ is irreducible, $\pi > 0$, and for two functions $f, g \in \mathbb{R}^{\mathcal{X}}$, we can construct the inner-product

$$\langle f, g \rangle_{\pi} = \sum_{x \in \mathcal{X}} f(x) g(x) \pi(x).$$

We write $\|f\|_{\pi} = \sqrt{\sum_{x \in \mathcal{X}} f(x)^2 \pi(x)}$ for its associated norm, and denote $\ell_2(\pi) = (\mathbb{R}^\mathcal{X}, \langle \cdot, \cdot \rangle_{\pi})$ the resulting Hilbert space. The induced norm of an operator $A : \ell_2(\pi) \to \ell_2(\pi)$ is then defined as

$$\|A\|_{\pi} = \sup_{f \in \ell_2(\pi) : \|f\|_{\pi} = 1} \|Af\|_{\pi}.$$

By the Riesz representation theorem, there exists a unique adjoint operator $P^*$ such that for any $f, g \in \ell_2(\pi)$,

$$\langle Pf, g \rangle_{\pi} = \langle f, P^* g \rangle_{\pi},$$

which in the context of Markov chains is called the time reversal of $P$, and can be expressed as $P^*(x, x') = \pi(x') P(x', x) / \pi(x)$.

**Reversible setting.** When $P$ is self-adjoint, the chain is said to be reversible and satisfies the so-called detailed balance equation,

$$\pi(x) P(x, x') = \pi(x') P(x', x).$$

In this case, the spectrum of $P$, denoted $\sigma(P) = \{\lambda_x \in \mathbb{R} \mid x \in \mathcal{X} \}$ is real, and the inverse of the absolute spectral gap

$$\gamma_* = 1 - \max \{\lambda_x : x \in \mathcal{X}, |\lambda_x| \neq 1\},$$

termed relaxation time, is known to effectively control (see e.g. [Levin et al. 2009]) the convergence of $P$ to stationarity,

$$\left( \frac{1}{\gamma_*} - 1 \right) \log 2 \leq t_{\text{mix}} \leq \frac{1}{\gamma_*} \log \frac{4}{\pi_*}.$$

\(^3\)When the state space is finite, such $\pi$ always exists via a Brouwer fixed-point argument.
Self-adjointness on $\ell_2(\pi)$ also leads to a notion of a positive semi-definite matrix. We denote by $\geq_\pi$ the Loewner order with respect to $\ell_2(\pi)$. By that we mean that $A \geq_\pi 0$ if and only if for any $f \in \ell_2(\pi)$, it holds that

$$\langle Af, f \rangle_\pi \geq 0,$$

and we write $B \geq_\pi A$ whenever $B - A \geq_\pi 0$. It will also be convenient to introduce the matrices

$$D_\pi \doteq \text{diag}(\pi), \quad L \doteq D_\pi^{1/2}PD_\pi^{-1/2}, \quad \Pi \doteq 1^\top \pi. \quad (4)$$

Finally, we state the following well-known fact whose proof is provided in Section 5 for convenience of the reader.

**Lemma 1.1.** Let $P$ be ergodic with stationary distribution $\pi$. When $P$ is reversible,

$$1 - \gamma_*(P) = \rho(P - \Pi) = \|P - \Pi\|_\pi.$$

**General, non-reversible setting.** When $P$ is not reversible, $\sigma(P)$ may not be real and only the lower bound in (3) remains true. Fill [1991] introduced the multiplicative reversibilization $P^*P$ of $P$ and showed how to recover an upper bound on $t_{\text{mix}}$ in terms of $\gamma_+(P) \doteq \gamma_*(P^*P)$, albeit largely pessimistic. Paulin later generalized this idea by introducing the pseudo-spectral gap,

$$\gamma_{\text{ps}} \doteq \max_{k \in \mathbb{N}} \left\{ \frac{1}{k} \gamma_+(P^k) \right\}. \quad (5)$$

and showed that it controls [Paulin, 2015, Proposition 3.4] the mixing time up to a logarithmic factor

$$\frac{1}{2\gamma_{\text{ps}}} \leq t_{\text{mix}} \leq \frac{1}{\gamma_{\text{ps}}} \log \frac{4e}{\pi_*}, \quad (6)$$

making it a suitable spectral proxy in the non-reversible setting. Following Lemma 1.1, the absolute spectral gap of the multiplicative reversibilization of a skipped chain can be conveniently re-expressed as follows.

**Corollary 1.1** (to Lemma 1.1). Let $P$ be ergodic with stationary distribution $\pi$. For any $k \in \mathbb{N},$

$$1 - \gamma_+(P^k) = \left\| (P^* - \Pi)^k (P - \Pi)^k \right\|_\pi.$$

**Proof.** From Lemma 1.1,

$$\gamma_+(P^k) = 1 - \left\| (P^*)^k p^k - \Pi \right\|_\pi.$$

Now, note that

$$\Pi P = P \Pi = P^* P = P^* \Pi,$$

and that $\Pi^k = \Pi$, from which it follows that

$$(P^* - \Pi)^k (P - \Pi)^k = (P^*)^k P^k - \Pi.$$

For easy reference, we will write $k_{\text{ps}}$ for the smallest integer that verifies $\gamma_{\text{ps}} = \gamma_+(P^k_{\text{ps}})/k_{\text{ps}}$, and we will call relaxation time the inverse of the pseudo-spectral gap of $P$.

## 2 Minimax estimation of $\gamma_{\text{ps}}$

We begin this section by proving several properties of the pseudo-spectral gap that we will rely upon throughout the manuscript, and that may also be of independent interest.

---

*In this case $| \cdot |$ is interpreted as the complex norm in the definition (2) of $\gamma_*$.}
2.1 Properties of $\gamma_{ps}$

Let $P$ be some ergodic, possibly non-reversible transition matrix with pseudo-spectral gap $\gamma_{ps}$. The first lemma reveals a sub-multiplicativity property of the $\|\cdot\|_\pi$ norm.

**Lemma 2.1.** Let $r, s \in \mathbb{N}$, it holds that

$$\| (P^r - \Pi)^{\ell + s} (P - \Pi)^{\ell + s} \|_\pi \leq \| (P^r - \Pi)^{\ell} (P - \Pi)^{\ell} \|_\pi \| (P^r - \Pi)^{\ell + s} (P - \Pi)^{\ell + s} \|_\pi.$$  

**Proof.** We begin by verifying that $\|\cdot\|_\pi$ is monotone for $\geq_\pi$, similar to the Loewner order with respect to the usual inner product. Let $A, B$ be linear maps over $\ell_2(\pi)$ such that $A \preceq_\pi B$, and let $f_s \in \ell_2(\pi)$ with $\| f_s \|_\pi = 1$ satisfying $\| Af_s \|_\pi = \| A \|_\pi$. Then

$$0 \leq \langle (B - A)f_s, f_s \rangle_\pi = \langle Bf_s, f_s \rangle_\pi - \langle Af_s, f_s \rangle_\pi = \langle Bf_s, f_s \rangle_\pi - \| A \|_\pi \leq \| B \|_\pi - \| A \|_\pi.$$  

It is also immediate that for a linear map $A$

$$\| A \|_\pi \geq_\pi A.$$  

Indeed, for $f \in \ell_2(\pi)$ with $\| f \|_\pi = 1$, we have by linearity

$$\langle (\| A \|_\pi I - A)f, f \rangle_\pi = \| A \|_\pi \langle (f, f) \rangle - \langle (Af, f) \rangle \geq \| A \|_\pi - \max_{\| f \|_\pi = 1} \langle (Af, f) \rangle = 0.$$  

Let us now proceed with the following expansion

$$(P^r - \Pi)^{\ell + s} (P - \Pi)^{\ell + s} = (P^r - \Pi)^{\ell} (P - \Pi)^{\ell} (P^r - \Pi)^{\ell + s} (P - \Pi)^{\ell + s}.$$  

Let $f \in \ell_2(\pi)$. Since $(P^r - \Pi)^{\ell}$ is the adjoint of $(P - \Pi)^{\ell}$ in $\ell_2(\pi)$, and writing $g = (P - \Pi)^{\ell} f$

$$\langle (P^r - \Pi)^{\ell} \| (P^r - \Pi)^{\ell} \|_\pi I - (P^r - \Pi)^{\ell} (P - \Pi)^{\ell} \| f, f \rangle_\pi$$

$$= \langle \| (P^r - \Pi)^{\ell} (P - \Pi)^{\ell} \|_\pi I - (P^r - \Pi)^{\ell} (P - \Pi)^{\ell} \|, g \rangle_\pi \geq 0,$$  

where the inequality follows from (7). As a result,

$$(P^r - \Pi)^{\ell + s} (P - \Pi)^{\ell + s} \preceq_\pi \| (P^r - \Pi)^{\ell} (P - \Pi)^{\ell} \|_\pi (P^r - \Pi)^{\ell + s} (P - \Pi)^{\ell + s}. $$

The lemma then holds as $\|\cdot\|_\pi$ is monotone for $\geq_\pi$ and homogeneous.  

It will also be convenient for us to relate the pseudo-spectral gap of $P$ to that of $P^p$, governing the dynamics of the $p$-skipped Markov chain defined in (1).

**Lemma 2.2.** For any $p \in \mathbb{N}$,

$$p\gamma_{ps} \left(1 - \frac{1}{k_{ps}^p\gamma_{ps}}\right) < \gamma_{ps}(p) \leq p\gamma_{ps},$$

where $\gamma_{ps}(p) = \gamma_{ps}(P^p)$ is the pseudo-spectral gap of the $p$-skipped Markov chain. As a consequence,

$$p \leq \frac{1}{k_{ps}\gamma_{ps}} \implies \gamma_{ps}(p) \geq p\gamma_{ps}/2.$$  

**Proof.** For the other upper bound,

$$\gamma_{ps}(P^p) = \max_{k \in \mathbb{N}} \left\{ \frac{1}{k} \gamma \left( \left( \frac{p^k}{k} \right)^* p^k \right) \right\} = p \max_{k \in \mathbb{N}} \left\{ \frac{1}{k} \gamma \left( \left( \frac{p^k}{k} \right)^* p^k \right) \right\}$$

$$\leq p \max_{k \in \mathbb{N}} \left\{ \frac{1}{k} \gamma \left( \left( \frac{p^k}{k} \right)^* p^k \right) \right\} = \gamma_{ps}(P),$$  

where the inequality follows from taking the maximum over a larger set. For the lower bound,

$$\gamma_{ps}(P^p) = \max_{k \in \mathbb{N}} \left\{ \frac{\gamma_{ps}^{(p^k)}}{k} \right\} \geq \gamma_{ps}^{(p^k)} \left( \frac{p}{k_{ps}} \right)$$

$$\geq \frac{1}{k_{ps}} \left( (P - \Pi)^{k_{ps}} (P^* - \Pi)^{k_{ps}} \right)_{\pi}^p$$

$$\geq \frac{1}{k_{ps}} \left( (P - \Pi)^{k_{ps}} (P^* - \Pi)^{k_{ps}} \right)_{\pi}^p = \frac{1}{k_{ps}} \left( 1 - \gamma_{ps}^{(p)} \right)^p,$$

where (i) is Corollary 1.1, (ii) stems from the sub-multiplicativity property of Lemma 2.1, and (iii) is a consequence of the auxiliary Lemma 5.1.  

\[7\]
Finally, when the skipping rate is larger than the order of $\gamma_{ps}^{-1}$, the pseudo-spectral gap of the skipped chain is larger than a universal constant.

**Lemma 2.3.** It holds that for any $p \in \mathbb{N}$,

$$p \geq 2^{\lceil \log_2 \gamma_{ps} \rceil} \Rightarrow \gamma_{ps}^{(p)} > 1/2.$$  

**Proof.** By definition,

$$\gamma_{ps}^{(2^{\lfloor \log_2 \gamma_{ps} \rfloor})} \geq \gamma_{ps}^{(p^{2^{\lfloor \log_2 \gamma_{ps} \rfloor}})}.$$  

We have from Corollary 1.1 that

$$\gamma_{ps}^{(p^{2^{\lceil \log_2 \gamma_{ps} \rceil}})} = 1 - \left\| (P^* - \Pi)^{2^{\lceil \log_2 \gamma_{ps} \rceil}} (P - \Pi)^{2^{\lceil \log_2 \gamma_{ps} \rceil}} \right\|_{\pi}.$$  

Writing $2^{\lfloor \log_2 \gamma_{ps} \rfloor} = k_{ps}r_{ps} + r_{ps}$ with $0 \leq r_{ps} < k_{ps}$ and $d_{ps} = \left\lfloor 2^{\lfloor \log_2 \gamma_{ps} \rfloor} / k_{ps} \right\rfloor$, it follows from the sub-multiplicativity property of Lemma 2.1 that

$$\left\| (P^* - \Pi)^{2^{\lfloor \log_2 \gamma_{ps} \rfloor}} (P - \Pi)^{2^{\lfloor \log_2 \gamma_{ps} \rfloor}} \right\|_{\pi} \leq \left\| (P^* - \Pi)^{k_{ps}} (P - \Pi)^{r_{ps}} \right\|_{\pi} \left\| (P^* - \Pi)^{r_{ps}} (P - \Pi)^{r_{ps}} \right\|_{\pi} = (1 - \gamma_{ps}^{(k_{ps}r_{ps})})(1 - \gamma_{ps}^{(r_{ps})}).$$  

Moreover, from the definition of $k_{ps}$, it holds that $\gamma_{ps}^{(k_{ps}r_{ps})} = \gamma_{ps}k_{ps} \in (0, 1]$. It remains to show that for any $t \in (0, 1], (1 - t)^{\lceil 1/t \rceil} < 1/2$, as illustrated in Figure 1.

![Figure 1: For $t \in (0, 1], (1 - t)^{\lceil 1/t \rceil} < 1/2.$](image)

Suppose first that $t \in (1/2, 1]$. Then $\lceil 1/t \rceil = 1$, and $(1 - t)^{\lceil 1/t \rceil} = 1 - t \in [0, 1/2)$. Suppose now that $t \in [0, 1/2)$. We have $(1 - t)^{\lceil 1/t \rceil} < (1 - t)^{1/t - 1}$ and $t \to (1 - t)^{1/t - 1}$ is strictly increasing on $[0, 1/2)$, with $\lim_{t \to 1/2} (1 - t)^{1/t - 1} = 1/2$, thus $(1 - t)^{\lceil 1/t \rceil} < 1/2$ on $[0, 1/2)$. Finally, at $t = 1/2$, it holds that $(1 - t)^{\lceil 1/t \rceil} = 1/4 < 1/2$, whence the claim.  

It is instructive to compare Lemma 2.2 and Lemma 2.3 with Wolfer [2022], Proposition 2.1, and observe the existence of a gap for $p, 1/k_{ps} < p\gamma_{ps} < 1$, for which the above lemmata do not provide a lower bound on $\gamma_{ps}^{(p)}$ independently of $\pi_s$. We handle the remaining range as follows.

**Lemma 2.4.** Suppose that $p < \gamma_{ps}^{-1}$. Then $\gamma_{ps}^{(p)} > \frac{p\gamma_{ps}}{2^{\log(4e/\pi_s) + 2}}$.

**Proof.** It is easy to verify that $t_{\text{mix}}^{(p)} \leq \left\lfloor t_{\text{mix}} / p \right\rfloor \leq t_{\text{mix}} / p + 1$ (see e.g. Wolfer [2022]), and from (6),

$$\gamma_{ps}^{(p)} \geq \frac{1}{2t_{\text{mix}}^{(p)}} \geq \frac{p}{2(t_{\text{mix}} + p)} \geq \frac{p\gamma_{ps}}{2(\log(4e/\pi_s) + p\gamma_{ps})}.$$
2.2 Estimation of $\gamma_{ps}$ to additive and multiplicative error

For two states $x$ and $x'$, we define the natural counting random variables

$$N_x^{(k)} = \sum_{t=1}^{\left\lfloor (m-1)/k \right\rfloor} \delta \left[ X_{1+k(t-1)} = x \right],$$

$$N_{x'}^{(k)} = \sum_{t=1}^{\left\lfloor (m-1)/k \right\rfloor} \delta \left[ X_{1+k(t-1)} = x, X_{1+k} = x' \right],$$

$$Q^{(k)} = \frac{1}{m-1} \sum_{x,x' \in X} N_{x'x}^{(k)} e_{xx'}, \quad \tilde{Q}^{(k)} = \frac{1}{m-1} \sum_{x \in X} N_x^{(k)} e_{xx}. $$

(8)

We will also use the shorthand notations

$$N_{\text{max}}^{(k)} = \max_{x \in X} N_x^{(k)}, \quad N_{\text{min}}^{(k)} = \min_{x \in X} N_x^{(k)}. $$

(9)

Additionally, we introduce

$$\tilde{L}^{(k)} = \sum_{x,x' \in X} \frac{N_{x'x}^{(k)}}{N_{\text{max}}^{(k)}} e_{xx'}.$$ 

(10)

For $k = 1$, we will omit superscripts and simply write $N_x, N_{x'}, N_{\text{max}}, N_{\text{min}}, \tilde{\pi}, \tilde{Q}$ and $\tilde{L}$. The astute reader will notice that our estimator in (10) is not well-defined when the skipped trajectory failed to visit some states. However, we will later show that this event only occurs with low probability for our sampling regime, avoiding smoothing in this section. We first recall the estimator and upper bound for the problem of estimating $\pi_*$ in multiplicative error from a single trajectory of observations.

**Lemma 2.5** (Wolfer and Kontorovich [2019, Theorem 1]). Let $\epsilon, \delta \in (0,1)$. Define the statistic $\tilde{\pi}_* : X^m \to [0,1]$ by

$$\tilde{\pi}_* \equiv \frac{1}{m-1} N_{\text{min}},$$

where $N_{\text{min}}$ is defined in (9). There exists a universal constant $c$ such that the following statement is true. Let $X_1, \ldots, X_m$ be a Markov chain over the state space $X$ with ergodic transition matrix $P$, minimum stationary probability $\pi_*$, pseudo-spectral gap $\gamma_{ps}$ and arbitrary initial distribution. When

$$m \geq c \frac{1}{\gamma_{ps} \pi_*^2} \log \frac{1}{\delta \pi_*},$$

it holds with probability at least $1 - \delta$ that

$$|\tilde{\pi}_*(X_1, \ldots, X_m) - \pi_*| \leq \epsilon \pi_*.$$

Our first new result in this subsection quantifies the necessary trajectory length to estimate the matrix $L$ associated to $P$ -- see (4) -- with respect to the spectral norm. While Hsu et al. [2019] leveraged reversibility on multiple occasions for proving a similar claim, we show that this assumption is unnecessary, hence the result holds more generally for ergodic chains with $\gamma_{ps}$ in lieu of $\gamma_*$, modulo an extra cost in the logarithmic factors.

**Lemma 2.6.** Let $\epsilon, \delta \in (0,1)$. For the estimator $\tilde{L}$ defined in (10), there exists a universal constant $c$ such that the following statement is true. Let $X_1, \ldots, X_m$ be a Markov chain over the state space $X$ with ergodic transition matrix $P$, minimum stationary probability $\pi_*$, pseudo-spectral gap $\gamma_{ps}$, arbitrary initial distribution and $L$ matrix associated to $P$ defined in (4). When

$$m \geq c \frac{1}{\gamma_{ps} \pi_* \epsilon} \log \frac{1}{\pi_* \delta} \log \frac{1}{\gamma_{ps} \pi_* \epsilon \delta},$$

it holds -- regardless of reversibility -- with probability at least $1 - \delta$ that

$$\|\tilde{L}(X_1, \ldots, X_m) - L\| \leq \epsilon.$$

**Proof.** The proof of this lemma is deferred to Section 5.2.
We proceed to estimate $\gamma_{ps}$, first to additive error $\varepsilon \in (0, 1)$. Following Wolfer and Kontorovich [2019], we analyze a truncated version of the empirical pseudo-spectral gap. Namely, for some fixed $K \in \mathbb{N}$, we define the estimator

$$
\hat{\gamma}_{ps[K]} = \max_{k \in [K]} \left\{ \frac{1}{K} \gamma^*_s \left( \left( \hat{L}(k) \right)^T \hat{L}(k) \right) \right\}.
$$

(11)

We immediately note that since the above estimator is computed for only a prefix $[K]$ of the integers, it will naturally incur an approximation error. Our next result takes the approach of Wolfer and Kontorovich [2019] to translate the improved result of Lemma 2.6 to an estimation upper bound for $\gamma_{ps}$.

**Theorem 2.1 (Arbitrary additive error).** Let $\epsilon, \delta \in (0, 1)$. For the estimator $\hat{\gamma}_{ps[K]}$ defined in (11) with $K = \lfloor 2/\varepsilon \rfloor$, there exists a universal constant $c$ such that the following statement is true. Let $X_1, \ldots, X_m$ be a Markov chain over the state space $\mathcal{X}$ with ergodic transition matrix $P$, minimum stationary probability $\pi_s$, pseudo-spectral gap $\gamma_{ps}$, arbitrary initial distribution. Then

$$(11)
$$

Let $\epsilon_1 \leq \epsilon$ and $\delta \leq \delta$, then it holds with probability at least $1 - \delta$ that

$$
|\hat{\gamma}_{ps[K]} - \gamma_{ps}| \leq \epsilon.
$$

**Proof.** Reduction to a maximum over a finite number of estimators.

We apply the reduction of Wolfer and Kontorovich [2019]. For $K \in \mathbb{N}$, we write

$$
\hat{\gamma}_{ps[K]} = \max_{k \in [K]} \left\{ \frac{1}{K} \gamma^*_s \left( \hat{L}(k) \right)^T \hat{L}(k) \right\},
$$

and obtain

$$
\left| \hat{\gamma}_{ps[K]} - \gamma_{ps} \right| \leq \frac{1}{K} + \left| \hat{\gamma}_{ps[K]} - \gamma_{ps[K]} \right|
$$

$$
\leq \frac{1}{K} + \max_{k \in [K]} \left\{ \frac{1}{K} \left| \gamma^*_s \left( \left( \hat{L}(k) \right)^T \hat{L}(k) \right) - \gamma^*_s \left( \left( \hat{L}^k \right)^T \hat{L}^k \right) \right| \right\}
$$

$$
\leq \frac{1}{K} + \max_{k \in [K]} \left\{ \frac{1}{K} \left| \max \left\{ \tilde{\gamma}^{(k)}(x) \right\} - \max \left\{ \tilde{\gamma}^{(k)}(x) \right\} \right| \right\}
$$

where for simplicity we introduced $\left( \tilde{\lambda}^{(k)}_x \right)_{x \in \mathcal{X}}$ and $\left( \tilde{\lambda}^{(k)}_{\hat{L}} \right)_{x \in \mathcal{X}}$, the ordered spectra of $\left( \hat{L}(k) \right)^T \hat{L}(k)$ and $\left( \hat{L}^k \right)^T \hat{L}^k$ respectively. Inequality (i) is a consequence of Markov kernels having a unit spectral radius, (ii) is entailed by sub-additivity of the $\|\cdot\|_{\infty}$ norm in $\mathbb{R}^K$ and by matrix similarity, (iii) is Weyl’s inequality [Stewart and Sun, 1990, Corollary 4.9] for symmetric matrices. We follow up by observing that by sub-additivity and sub-multiplicativity of the spectral norm, together with $\|\hat{L}^k\| = 1$,

$$
\left\| \left( \hat{L}(k) \right)^T \hat{L}(k) - \left( \hat{L}^k \right)^T \hat{L}^k \right\| = \left\| \left( \hat{L}(k) \right)^T \hat{L}(k) - \left( \hat{L}^k \right)^T \hat{L}^k + \left( \hat{L}^k \right)^T \hat{L}^k - \left( \hat{L}^k \right)^T \hat{L}^k \right\|
$$

$$
\leq \left\| \left( \hat{L}(k) \right)^T \hat{L}(k) - \left( \hat{L}^k \right)^T \hat{L}^k \right\| + \left\| \left( \hat{L}^k \right)^T \hat{L}^k - \left( \hat{L}^k \right)^T \hat{L}^k \right\|
$$

$$
\leq 2 \left\| \hat{L}(k) - \hat{L}^k \right\|.
$$

Putting everything together.

We set $K = \lceil \varepsilon / 2 \rceil$ to bound the approximation error. Invoking Lemma 2.6 for each $k$-skipped chain, for

$$
m/k \geq \frac{c}{\gamma_{ps} \pi_s k^2 \varepsilon^2} \log \frac{K}{\pi_s \delta} \log \frac{K}{\gamma_{ps} \pi_s \delta \varepsilon^2},
$$

with probability $1 - \delta / K$, $\left\| \hat{L}(k) - \hat{L}^k \right\| \leq \varepsilon k / 4$. An application of Lemma 2.4 followed by a union bound finishes proving the theorem.

\[\square\]
Our next objective is to obtain upper bounds for the estimation problem to multiplicative error $\varepsilon$, for which we design two different procedures. The first is inspired from a technique of Levin and Peres [2016], which consists in amplifying the estimator in Theorem 2.1 and which matches the minimax rate lower bound when $\varepsilon > 5$. Namely, we define

$$\tilde{\gamma}_{ps} \doteq \frac{\gamma_{ps}^{(k)}}{\hat{K}}$$

(12)

where

$$\log_2 \hat{K} = \arg\min_{p \in \{0, 1, 2, \ldots\}} \left\{ \tilde{\gamma}_{ps}^{(2^p)} > 3/8 \right\},$$

and for $k \in \mathbb{N}$,

$$\tilde{\gamma}_{ps}^{(k)} = \tilde{\gamma}_{ps,[k]} \left( X_1, X_1+1, X_1+2k, \ldots, X_1+\lfloor(m-1)/k \rfloor \right)$$

is the estimator for $\gamma_{ps}^{(k)} \doteq \gamma_{ps}(P_k)$ to additive error defined in (11), with $K = 16$, and estimated from the $k$-skipped Markov chain.

**Theorem 2.2 (Constant multiplicative error).** Let $\delta \in (0, 1)$. For the amplified estimator $\tilde{\gamma}_{ps}$ defined in (12), there exists a universal constant $c$ such that the following statement is true. Let $X_1, \ldots, X_m$ be a Markov chain over the state space $X$ with ergodic transition matrix $P$, minimum stationary probability $\pi_*$, pseudo-spectral gap $\gamma_{ps}$, arbitrary initial distribution. When

$$m \geq c \frac{1}{\gamma_{ps}^{1/2}} \log^2 \frac{1}{\pi_*} \log \frac{1}{\pi_*} \log \frac{1}{\gamma_{ps}} \log \frac{1}{\pi_* \gamma_{ps}},$$

it holds with probability at least $1 - \delta$ that

$$|\tilde{\gamma}_{ps} - \gamma_{ps}| \leq 5\gamma_{ps}.$$  

**Proof.** The proof adopts the strategy in Wolfer [2022], that adapts the amplification method of Levin and Peres [2016] and Hsu et al. [2019] to the case where it is not possible to have an exact correspondence between the relaxation time of a chain and its skipped version. In this method, we first bound the probability for a different notion of distance (see (13)) and will rely on tools we developed in Section 2.1. First, fix $\eta \in (0, 1/8)$. We consider the estimator defined in (12) where

$$\log_2 \hat{K} = \arg\min_{p \in \{0, 1, 2, \ldots\}} \left\{ \tilde{\gamma}_{ps}^{(2^p)} > 1/4 + \eta \right\},$$

and for $k \in \mathbb{N}$, $\tilde{\gamma}_{ps}^{(k)} = \tilde{\gamma}_{ps,[k]} \left( X_1, X_1+1, X_1+2k, \ldots, X_1+\lfloor(m-1)/k \rfloor \right)$ is the estimator for $\gamma_{ps}^{(k)} \doteq \gamma_{ps}(P_k)$ to additive error defined in (11), with $K = \lfloor 2/\eta \rfloor$, estimated from the $k$-skipped Markov chain. Let us define the events for $k \in \mathbb{N}$,

$$g(k, \eta) \doteq \left\{ |\gamma_{ps}^{(k)} - \gamma_{ps}^{(k)}| \leq \eta \right\}, \quad G(\eta) \doteq \bigcap_{p=0}^{\overline{p}} g(2^p, \eta),$$

where $\overline{p} = \lceil \log_2 1/\gamma_{ps} \rceil$. We will prove that for any universally fixed $\alpha \geq 5$,

$$\Pr \left( \max \left\{ \gamma_{ps}^{(k)}, \gamma_{ps} \frac{\gamma_{ps}^{(k)}}{\gamma_{ps}} \right\} > 1 + \alpha \right) \leq \delta.$$  

(13)

Let us set

$$m \geq c \max_{p \in \{0, 1, \ldots, \overline{p} \}} \left\{ 2^p \frac{1}{\gamma_{ps}^{(2^p)}} \frac{1}{\gamma_{ps}} \log \frac{1}{\gamma_{ps}} \log \frac{1}{\gamma_{ps}} \log \frac{1}{\gamma_{ps}} \frac{1}{\gamma_{ps}^2} \frac{1}{\gamma_{ps}} \right\},$$

and let us first assume that we are on the event $G(\eta)$. We verify that the algorithm terminates before $\hat{K} = 2^\overline{p}$. From Lemma 2.3, it holds that

$$\gamma_{ps}^{(2^\log_2 1/\gamma_{ps})} > 1/2.$$  

Being on $G(\eta)$,

$$\gamma_{ps}^{(2^\log_2 1/\gamma_{ps})} \geq \gamma_{ps}^{(2^\log_2 1/\gamma_{ps})} - \eta > 1/2 - \eta > 1/4 + \eta,$$

where the last inequality stems from the choice of the range for $\eta$. It follows that the algorithm stops at power $2^\overline{p}$ at the latest. For $\alpha \geq 2/(1/4 + \eta) - 1$ and $\alpha > 4\eta$, on the event $G(\eta)$, we now prove that

$$\max \left\{ \gamma_{ps}^{(k)}, \gamma_{ps} \frac{\gamma_{ps}^{(k)}}{\gamma_{ps}} \right\} \leq 1 + \alpha.$$
On one hand, since

$$K_v \leq 2^{\left\lceil \log_2 1/\gamma \right\rceil} \leq 2^{1+\log_2 1/\gamma} = 2/\gamma_{ps},$$

we have from the stopping rule that

$$\frac{\gamma_{ps}}{\gamma_{ps}} = \frac{K_v \gamma_{ps}}{\gamma_{ps}} = \frac{2}{\gamma_{ps}} \leq \frac{2}{1/4 + \eta} \leq 1 + a.$$  

On the other hand, from Lemma 2.2, for any $k \in \mathbb{N}, \gamma_{ps}^{(k)} \leq k \gamma_{ps}$, and thus

$$\frac{\gamma_{ps}}{\gamma_{ps}} = \frac{\gamma_{ps}^{(k)}}{K_v \gamma_{ps}} \leq \frac{\gamma_{ps}^{(k)}}{\gamma_{ps}} = 1 + \frac{\gamma_{ps}^{(k)} - \gamma_{ps}}{\gamma_{ps}} \leq 1 + \frac{\eta}{\gamma_{ps}} \leq 1 + 4\eta < 1 + a,$$

where inequalities $(a), (b)$ follow from being on $G(\eta)$ and $(b)$ also requires the stopping condition. The event inclusion follows,

$$\left\{ \max \left\{ \frac{\gamma_{ps}}{\gamma_{ps}} \right\} > 1 + a \right\} \subset G(\eta)^C,$$

and to prove (13), we are left with bounding the probability of $G(\eta)^C$ occurring. By the union bound and Theorem 2.1, $P\left( G(\eta)^C \right) \leq \delta$. Moreover, for any $a, b > 0$,

$$\left| a/b - 1 \right| \leq \max \left\{ a/b, b/a \right\} - 1,$$

thus

$$P\left( \left| \frac{\gamma_{ps}}{\gamma_{ps}} - 1 \right| > a \right) \leq P\left( \max \left\{ \frac{\gamma_{ps}}{\gamma_{ps}} \right\} > 1 + a \right) \leq P\left( G(\eta)^C \right).$$

Setting $\eta = 1/8$ and $a = 5$ also fixes $K = 16$ and finishes proving the theorem.

\[\square\]

**Remark 2.1.** The “doubling trick” applied in Levin and Peres [2016] exploited the identity

$$\gamma_{ps}(P^k) = 1 - (1 - \gamma_{ps})^k,$$

to achieve arbitrary precision $\epsilon$, but only holds only under reversibility. Wolfer [2022] ran into the similar technical difficulty for estimating a “generalized contraction coefficient”, which they connected to its skipped counterpart [Wolfer, 2022, Proposition 2.1]. The tools therein are insufficient for our purposes, and we use the apparatus in Section 2.1 to connect $\gamma_{ps}$ and $\gamma_{ps}^{(k)}$, particularly the sub-multiplicativity property of Lemma 2.1.

While we presume that for most applications, Theorem 2.2 will suffice for the practitioner, it is theoretically interesting to fully understand to dependency in $\epsilon$ of the sample complexity. Our second estimator computes $\gamma_{ps}(P^k)$ for $k$ up to some adaptive $K$ and can achieve arbitrarily small error $\epsilon$, albeit with a trajectory length that is inversely proportional to the cube of $\gamma_{ps}$.

**Theorem 2.3** (Arbitrary multiplicative error). Let $\epsilon \in (0, 5)$ and $\delta \in (0, 1)$. For the estimator $\hat{\gamma}_{ps|K}$ defined in (11) with adaptive

$$K(X_1, \ldots, X_m) = \left\lceil \left( N_{min}/\epsilon \right)^{1/3} \right\rceil,$$

there exists a universal constant $c$ such that the following statement is true. Let $X_1, \ldots, X_m$ be a Markov chain over the state space $X$ with ergodic transition matrix $P$, minimum stationary probability $\pi_*$, pseudo-spectral gap $\gamma_{ps}$, arbitrary initial distribution. When

$$m \geq \frac{c}{\pi_* \gamma_{ps} \epsilon^2} \log \frac{1}{\pi_*} \log^2 \frac{1}{\pi_* \gamma_{ps} \epsilon},$$

it holds with probability at least $1 - \delta$ that

$$\left| \gamma_{ps|K} - \gamma_{ps} \right| \leq \epsilon \gamma_{ps}.$$

**Proof.** Let us set

$$K(X_1, \ldots, X_m) = \left\lceil \left( N_{min}/\epsilon \right)^{1/3} \right\rceil,$$

i.e. the prefix $[K]$ of integers we explore will depend on the data. We decompose as follows,

$$\left| \gamma_{ps|K} - \gamma_{ps} \right| \leq \left| \gamma_{ps|K} - \gamma_{ps|K_{ps|ps}} \right| + \left| \gamma_{ps|K_{ps|ps}} - \gamma_{ps|K_{ps|ps}} \right| + \left| \gamma_{ps|K_{ps|ps}} - \gamma_{ps} \right|,$$
where we wrote $K_{c, γ_{ps}} = [3 / (ε γ_{ps})]$. The third summand is immediately smaller than $ε γ_{ps} / 3$. The second term is handled similar to Theorem 2.1 at precision $ε γ_{ps} / 3$ and confidence $1 − δ / 2$. On the event where $\tilde{K} ≥ K_{c, γ_{ps}}$, 

$$|\tilde{γ}_{ps, [\tilde{K}]} − \tilde{γ}_{ps, [K_{c, γ_{ps}}]}| \leq \max_{K_{c, γ_{ps}} \leq K} \left\{ \frac{γ (\tilde{L}(k))^{1/3}}{k} \right\} \leq \frac{1}{K_{c, γ_{ps}}} ≤ \frac{ε γ_{ps}}{3}$$

and so it suffices to bound

$$P\left(\tilde{K} ≤ K_{c, γ_{ps}}\right) \leq P\left(\tilde{K} ≤ \frac{3}{ε γ_{ps}}\right)$$

From the definition of $\tilde{\pi}_σ$ (Lemma 2.5) and when $m ≥ \frac{54}{π_σ γ_{ps}^3}$,

$$P\left(\tilde{K} ≤ \frac{3}{ε γ_{ps}}\right) = P\left(\left\lceil \frac{N_{\text{min}}}{ε} \right\rceil^{1/3} ≤ \frac{3}{ε γ_{ps}}\right) \leq P\left(m \tilde{\pi}_σ ≤ \frac{27}{ε^2 γ_{ps}}\right) \leq P\left(\tilde{\pi}_σ ≤ \frac{π_σ}{2}\right) \leq P\left(\tilde{\pi}_σ − π_σ ≥ \frac{π_σ}{2}\right).$$

The claim then follows from Lemma 2.5 at multiplicative error $ε = 1 / 2$ and an application of the union bound.

**Open problem 2.1.** Close the dependency gap in $ε$ and $π_σ$ between the minimax upper and lower bounds.

### 3 Empirical estimation of $γ_{ps}$

The previous section analyzed the estimation problem from a minimax perspective. While the obtained upper bounds enable us to understand its statistical complexity, they also come with a serious caveat as they depend on the – a priori unknown – $γ_{ps}$ and $π_σ$. In this section, we set out to construct non-trivial empirical confidence intervals for $γ_{ps}$. Namely, for $δ ∈ (0, 1)$, we wish to find an interval $I(X_1, \ldots, X_m) ⊂ (0, 1]$ such that with probability at least $1 − δ$, it holds that $γ_{ps} \in I$, and $|I| = O(δ^{-1/4}).$

#### 3.1 Reversible dilation

From a non-reversible transition matrix $P$ there are multiple ways of constructing a reversible one.

##### 3.1.1 Known reversiblizations

We mentioned above the multiplicative reversiblization of Fill [1991]. Another common operation is the additive reversiblization of $P$, that corresponds to the $m$-projection [Wolfer and Watanabe, 2021, Theorem 7] of $P$ onto the manifold of reversible transition matrices\(^3\), $(P + P^*) / 2 = P_m = \arg \min_{P ∈ W_{\text{rev}}} D(P∥P)$, where $D$ is the Kullback-Leibler divergence between the two Markov processes governed by $P$ and $\bar{P}$, and $W_{\text{rev}}$ is the family of reversible Markov transition matrices. For instance, the estimator for $γ_*$ in Hsu et al. [2019] is essentially taken to be the absolute spectral gap of the additive reversiblization of the tally matrix. The dual of the reversible $m$-projection is the reversible $e$-projection, given by $P_e = \arg \min_{P ∈ W_{\text{rev}}} D(P∥P) = \text{diag}(v) (P^* \circ P) \text{diag}(v)^{-1} / ρ$, where $ρ$ and $v$ are the Perron-Frobenius root and associated right eigenvector of $P^* \circ P$. The reversiblizations $P_m$ and $P_e$ are known to satisfy Pythagorean inequalities with respect to the Kullback-Leibler divergence between the Markov processes [Wolfer and Watanabe, 2021, Theorem 7]. Finally, we mention the Metropolis-Hastings reversiblization proposed by Choi [2020]. Additive and multiplicative reversiblizations have both proven to be instrumental for studying the mixing time of general ergodic chains; the former for continuous-time chains, and the latter in a discrete-time setting [Montenegro et al., 2006, Fill, 1991]. The pseudo-spectral gap of Paulin [2015] is a generalization of the multiplicative reversiblization of Fill, such that a naive plug-in approach for it suggests multiplying empirical transition matrices with their respective time reversal – a computationally expensive operation that was implemented in Wolfer and Kontorovich [2019].

\(^3\)For simplicity, we assume for the expressions of $P_m$ and $P_e$ that $P$ is full support.
3.1.2 New reversibilization: the reversible dilation

We now introduce the notion of the reversible dilation $\mathcal{S}(P)$ of a chain, closely related to its multiplicative counterpart in that it shares strong spectral similarities (see Lemma 3.1) whose generalized version still controls the mixing time (17) in a discrete-time setting, and that will allow us to substantially reduce the computational cost of our estimator. Indeed, when we know $\pi$, at the price of embedding the Markov operator in a space of twice the dimension, we avoid the need for matrix multiplication. The ideas in this section take inspiration from the concept of self-adjoint dilations borrowed from Paulsen [2002] that have also recently found their use in the field of matrix concentration [Tropp, 2012]. Moreover, we argue in Lemma 3.2 that a pseudo-spectral gap whose definition is based on reversible dilations instead of multiplicative reversibilizations is a more natural generalization of the absolute spectral gap of a reversible Markov operator.

Definition 3.1 (Reversible dilation). Let $P$ be the transition matrix of a Markov chain over the state space $X$, with stationary distribution $\pi$. We define the reversible dilation of $P$ to be the square matrix of size $2|X|$, 

$$\mathcal{S}_\pi(P) = \left( \begin{array}{cc} 0 & P \\ P^* & 0 \end{array} \right),$$

where $P^*$ is the adjoint of $P$ in $\ell^2(\pi)$.

For convenience, we also extend the $\mathcal{S}$ operator to all real matrices via $\mathcal{S}(A) = \left( \begin{array}{cc} 0 & A \\ A^* & 0 \end{array} \right)$, to denote the self-adjoint dilation with respect to the usual inner product in $\mathbb{R}^X$.

Proposition 3.1. Let $P$ be a stochastic matrix with stationary distribution $\pi$, then the reversible dilation $\mathcal{S}_\pi(P)$ in Definition 3.1 verifies the following properties:

(i) $\mathcal{S}_\pi(P)$ is a $(2|X|) \times (2|X|)$ stochastic matrix.

(ii) The concatenated and normalized vector $\frac{1}{2}(\pi \quad \pi)$ is a stationary distribution for $\mathcal{S}_\pi(P)$.

(iii) $\mathcal{S}_\pi(P)$ is 2-periodic.

(iv) $\mathcal{S}_\pi(P)$ is reversible with respect to $\frac{1}{2}(\pi \quad \pi)$.

Proof. Statements (i) and (ii) follow immediately from the properties of $P^*$. Notice that for any $k \in \mathbb{N}$,

$$\mathcal{S}_\pi(P)^{2k} = \left( \begin{array}{cc} (PP^*)^k 0 \\ 0 (P^*)^k \end{array} \right),$$

$$\mathcal{S}_\pi(P)^{2k+1} = \left( \begin{array}{cc} (P^*)^k P^* 0 \\ 0 0 \end{array} \right),$$

hence (iii) holds. To prove the reversibility property (iv) it suffices to verify with a direct computation that

$$\left( \begin{array}{cc} D_\pi & 0 \\ 0 & D_\pi \end{array} \right) \mathcal{S}_\pi(P) = \mathcal{S}_\pi(P)^T \left( \begin{array}{cc} D_\pi & 0 \\ 0 & D_\pi \end{array} \right).$$

We henceforth use the shorthand $\gamma_\pi = (\gamma_\pi(\mathcal{S}(P)))$. Proposition 3.1-(iii) implies that $\mathcal{S}_\pi(P)$ is never ergodic and that $-1$ is an eigenvalue of $\mathcal{S}_\pi(P)$. In fact, it can even be that $P$ is irreducible, while $\mathcal{S}_\pi(P)$ is not, as illustrated below.

Example 3.1. We borrow the matrix $P = \left( \begin{array}{ccc} 0 & 1 & 0 \\ 0 & 1/2 & 0 \\ 1 & 0 & 1/2 \end{array} \right)$ over $X = \{0,1,2\}$ given at Montenegro et al. [2006, Example 6.2]. A direct computation yields

$$\mathcal{S}_\pi(P) = \left( \begin{array}{cccccc} \vdots & 0 & 1 & 0 & \vdots \\ \vdots & 0 & \vdots & \vdots & \vdots \\ & 1 & 0 & 1 & & \vdots \\ & 1/2 & 0 & 1/2 & \vdots \\ 0 & 0 & 1 & & \vdots \\ 0 & 1/2 & 1/2 & \vdots \end{array} \right) \in \mathcal{W}(\{0,1,2,3,4,5\}),$$

with a connection graph composed of two communicating classes $A = \{0,4\}$ and $B = \{1,2,3,5\}$. For any $\theta \in [0,1]$, 

$$\pi_\theta = \left( \begin{array}{cccc} \frac{\theta}{2} & 1-\theta & 1-\theta & \frac{1-\theta}{2} \\ \frac{\theta}{6} & \frac{1-\theta}{3} & \frac{1-\theta}{6} & \frac{\theta}{2} \end{array} \right)$$

is a stationary distribution for $\mathcal{S}_\pi(P)$.
What is more, the spectral gaps of the multiplicative reversibilization and reversible dilation are closely related.

**Lemma 3.1.**
$$\gamma_{\uparrow} \leq \gamma_{\uparrow} = \gamma_{\uparrow}(2 - \gamma_{\uparrow}) \leq 2\gamma_{\uparrow}.$$  

**Proof.** The proof is standard. Notice first that
$$
\begin{pmatrix}
D_{\pi}^{-1/2} & 0 \\
0 & D_{\pi}^{-1/2}
\end{pmatrix}
\begin{pmatrix}
0 & P^* \\
P & 0
\end{pmatrix}
\begin{pmatrix}
D_{\pi}^{1/2} & 0 \\
0 & D_{\pi}^{1/2}
\end{pmatrix}
= 
\begin{pmatrix}
0 & L \\
L^T & 0
\end{pmatrix},
$$
(14)

i.e. $\mathcal{S}(L)$ and $\mathcal{S}_\pi(P)$ are similar matrices, thus have identical eigen-systems. Also from a matrix similarity argument, $\gamma_{\uparrow}(P) = \gamma(LTL)$. Denote by $\lambda_1, \lambda_2, \ldots, \lambda_{|X|}$ the eigenvalues of $LTL$, and by $\mu_1, \mu_2, \ldots, \mu_{|X|}$ the eigenvalues of $\mathcal{S}(L)$. Since $LTL$ is positive semi-definite hermitian, the $\{\lambda_x\}_{x \in \mathcal{X}}$ are all real and non-negative (see e.g. Fill [1991]). We can therefore order them as $1 = \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_{|X|} \geq 0$. Since $\mathcal{S}_\pi(P)$ is a stochastic matrix, its eigenvalues $\mu_1, \ldots, \mu_{|X|}$ can be chosen such that $\mu_1 = 1$ and $|\mu_x| \leq 1, \forall x, 1 \leq x \leq 2|X|$. It is a direct consequence of
$$\mathcal{S}(L)^2 = \begin{pmatrix} LL^T & 0 \\ 0 & LTL \end{pmatrix},$$
that
$$\det \left( \mathcal{S}(L)^2 - \lambda I_{|X|} \right) = \det \left( LL^T - \lambda I_{|X|} \right)^2,$$
thus the $\mu_x$ are exactly the $\pm \sqrt{\lambda_x}$. It follows that the $\mu_x$ are also real, and that
$$\gamma_{\uparrow}(P) = \gamma_\star(\mathcal{S}_\pi(P)) = \gamma(\mathcal{S}_\pi(P)) = 1 - \sqrt{\lambda_2},$$
which proves the equality at (b). Inequalities (a) and (c) follow from $\gamma_{\uparrow}(P) \in [0,1]$. \qed

This leads to a reformulation of the pseudo-spectral gap, hence an equivalent way of bounding the mixing time of an ergodic chain from above and below. Indeed, defining
$$\gamma_{\text{dps}} = \max_{k \in \mathbb{N}} \left\{ \frac{1}{k} \gamma_{\uparrow} \left( p^k \right) \right\},$$
(15)

it holds that
$$\gamma_{\text{dps}} \leq \gamma_{\text{ps}} = \max_{k \in \mathbb{N}} \left\{ \frac{1}{k} \gamma_{\uparrow} \left( p^k \right) \left( 2 - \gamma_{\uparrow} \left( p^k \right) \right) \right\} \leq 2\gamma_{\text{dps}}.$$  

Combining with Paulin [2015, Proposition 3.4], we obtain
$$\frac{1}{4\gamma_{\text{dps}}} \leq t_{\text{mix}} \leq \frac{1}{\gamma_{\text{dps}}} \log \frac{4e}{\gamma_\star},$$
(17)

Wolfer and Kontorovich [2019, Lemma 15] established that for irreducible reversible Markov chains, the absolute spectral gap and the pseudo-spectral gap are within a multiplicative factor of 2,
$$\gamma_\star \leq \gamma_{ps} = \gamma(2 - \gamma_\star) \leq 2\gamma_{ps}.$$  

The below-stated Lemma 3.2 shows that $\gamma_{\text{dps}}$ reduces more naturally to $\gamma_\star$ under reversibility.

**Lemma 3.2.** For ergodic and reversible $P$, it holds that $\gamma_{\text{dps}} = \gamma_\star$.

**Proof.** By reversibility, $P^* = P$, $P$ has a real spectrum, and $\mathcal{S}_\pi(P)^2 = \begin{pmatrix} p^2 & 0 \\ 0 & p^T \end{pmatrix}$. We denote by $1 = \lambda_{1} > \lambda_{2} \geq \cdots \geq \lambda_{|X|}$ the eigenvalues of $P$. For any $x \in \mathcal{X}$ and $k \geq 1$, $\lambda_{2k} \geq 0$ is an eigenvalue for $P^{2k}$. From the proof of Lemma 3.1, it follows that the eigenvalues of $\mathcal{S}_\pi(P^{2k})$ are the $\pm \sqrt{\lambda_{2k}} = \pm \lambda_x^k$. Furthermore $\lambda_x^k$ with $\lambda_\star = \max \left\{ \lambda_x^k \middle| \lambda_{\star x} \right\}$ is necessarily the second largest. As a result,
$$\gamma_{\text{dps}} = \max_{k \in \mathbb{N}} \left\{ \frac{1 - \lambda_x^k}{k} \right\} = \gamma_\star.$$  

\qed
3.2 Improved empirical estimator and confidence intervals

We estimate the quantity $\tau_{dps}$ as a proxy for $\gamma_{ps}$. Namely, for fixed $K \in \mathbb{N}$, we define

$$\tilde{\gamma}_{dps,[K]} = \max_{k \in [K]} \left\{ \frac{1}{K} \mathcal{T}_{+}^k (\tilde{\pi}^{(k,a)}) \right\},$$

where the $a$-smoothed tally variables, with $a > 0$, are defined by

$$\tilde{\pi}^{(k,a)} = \sum_{x,x' \in \mathcal{X}} \frac{N_{x,x'}^{(k)}}{N_{x}^{(k)} + |\mathcal{X}| \alpha} e_{x} e_{x'}, \quad \tilde{\pi}^{(k,a)} = \frac{N_{x}^{(k)} + |\mathcal{X}| \alpha}{((m-1)/k) + |\mathcal{X}|^2} e_{x},$$

and where $N_{x}^{(k)}$, $N_{x}^{(k)}$ are introduced in (8). Notice that $\tilde{\pi}^{(k,a)}$ requires more aggressive smoothing than for the transition matrix in order to ensure stationarity, and has an easily computable form, which is an improvement over Hsu et al. [2019], where the empirical stationary distribution is computed by solving a linear system.

Remark 3.1 (Computational complexity.). Computing the estimator $\tilde{\gamma}_{dps,[K]}$ can be achieved in $O(K(m + |\mathcal{X}|^2))$ operations (see discussion in Section 4.2).

We make a data-driven choice for $K = \tilde{K}(X_1, \ldots, X_m)$ and adapt the proof of Wolfers and Kontorovich [2019, Theorem 8] to recover fully empirical confidence intervals for $\tau_{dps}$ instead of $\gamma_{ps}$, whose non-asymptotic form is described in the next theorem.

Theorem 3.1. Let $c \leq 48$ be a universal constant. With probability at least $1 - \Theta(\delta)$ it holds that

$$|\tilde{\gamma}_{dps,[K]} - \tau_{dps}| \leq \frac{1}{K} \max_{k \in [K]} \left\{ \frac{1}{K} \left( \hat{V}_{\delta}^{(k,a)} + \hat{W}_{\delta}^{(k,a)} (2 + \hat{U}_{\delta}^{(k,a)}) \right) \right\},$$

where

$$\hat{\delta} = \sqrt{\frac{\log 3 m}{m} \frac{\delta}{K |\mathcal{X}|}}, \quad \hat{K} = \left\lceil \frac{N_{\min}^{3/2}}{m \log 3/2 m} \right\rceil,$$

and

$$\hat{V}_{\delta}^{(k,a)} = \frac{c}{\gamma_{ps}} \log \left( \frac{2 (|(m-1)/k) + |\mathcal{X}|^2 \right)^{1/2} \frac{N_{x}^{(k)} + |\mathcal{X}|}{N_{\min}^{(k)} + |\mathcal{X}|} \left( \hat{\pi}^{(k,a)} - \hat{\pi}^{(k,a)} \right),$$

$$\hat{U}_{\delta}^{(k,a)} = \frac{1}{2} \max_{x \in \mathcal{X}} \left\{ \frac{\hat{\pi}^{(k,a)}}{N_{x}^{(k)} + |\mathcal{X}|} \frac{N_{x}^{(k)} + |\mathcal{X}|}{((m-1)/k) + |\mathcal{X}|^2} \left( \hat{\pi}^{(k,a)} - \hat{\pi}^{(k,a)} \right) \right\},$$

$$\hat{W}_{\delta}^{(k,a)} = \sqrt{|\mathcal{X}|^{2}} \frac{\max_{x \in \mathcal{X}} \{ \hat{\pi}^{(k,a)} \}^{1/2}}{N_{\min}^{(k)} + |\mathcal{X}|} \left( \sum_{x \in \mathcal{X}} \sqrt{N_{x}^{(k)} + \frac{3}{2} \log 1/2 \frac{(m-1)/k |\mathcal{X}|/\delta + |\mathcal{X}|}{N_{\min}^{(k)} + |\mathcal{X}|} \right).$$

Proof. We first prove the theorem for a fixed $K \in \mathbb{N}$.

$$|\tilde{\gamma}_{dps,[K]} - \tau_{dps}| \leq \frac{1}{K} + \left| \tilde{\gamma}_{dps,[K]} - \gamma_{dps,[K]} \right|$$

$$\leq \frac{1}{K} + \max_{k \in [K]} \left\{ \frac{1}{K} \gamma_{*} \left( \mathcal{S}_{+} \left( \mathcal{L}_{(k)} \right) \right) - \gamma_{*} \left( \mathcal{S}_{+} \left( L_{k} \right) \right) \right\}$$

$$\leq \frac{1}{K} + \max_{k \in [K]} \left\{ \frac{1}{K} \left\| \mathcal{S}_{+} \left( \mathcal{L}_{(k)} \right) - \mathcal{S}_{+} \left( L_{k} \right) \right\| \right\}$$

$$\leq \frac{1}{K} + \max_{k \in [K]} \left\{ \frac{1}{K} \left\| \mathcal{L}_{(k)} - L_{k} \right\| \right\}.$$
where for $(\ast)$, it suffices to notice that for any real matrix $A$, $\mathcal{Y}(A)^T \mathcal{Y}(A)$ is block diagonal. The next step is similar to the proof of Wolfer and Kontorovich [2019], where we further bound the right-hand side using

$$
\left\| \bar{L}^{(k)} - L^k \right\| \leq \left\| \mathcal{E}^{(k,\alpha)}_\pi \right\| + \left\| \mathcal{E}^{(k,\alpha)}_\pi \right\| \left( 2 + \left\| \mathcal{E}^{(k,\alpha)}_\pi \right\| \right),
$$

where

$$
\left\| \mathcal{E}^{(k,\alpha)}_\pi \right\| = \max \left\{ \left\| \mathcal{E}^{(k,\alpha)}_{\pi,1} \right\|, \left\| \mathcal{E}^{(k,\alpha)}_{\pi,2} \right\| \right\},
$$

with

$$
\begin{align*}
\mathcal{E}^{(k,\alpha)}_\pi &= \left( \mathcal{D}^{(k,\alpha)}_{\pi} \right)^{-1/2} \left( \tilde{\mathcal{D}}^{(k,\alpha)}_{\pi} - p_k \right) \left( \mathcal{D}^{(k,\alpha)}_{\pi} \right)^{-1/2}, \\
\mathcal{E}^{(k,\alpha)}_{\pi,1} &= \left( \mathcal{D}^{(k,\alpha)}_{\pi} \right)^{-1/2} \left( \mathcal{D}^{(k,\alpha)}_{\pi} \right)^{-1/2} - 1, \\
\mathcal{E}^{(k,\alpha)}_{\pi,2} &= \left( \mathcal{D}^{(k,\alpha)}_{\pi} \right)^{-1/2} \left( \mathcal{D}^{(k,\alpha)}_{\pi} \right)^{-1/2} - 1.
\end{align*}
$$

By sub-multiplicativity of the spectral norm and Hölder’s inequality,

$$
\left\| \mathcal{E}^{(k,\alpha)}_\pi \right\| \leq \sqrt{\max \left\{ N^{(k)}_{\max} + \alpha |\mathcal{X}|, N^{(k)}_{\min} + \alpha |\mathcal{X}| \right\}} \left\| \tilde{\mathcal{E}}^{(k)} - p_k \right\|_\infty.
$$

Instead of relying on a matrix Freedman inequality as in Wolfer and Kontorovich [2019], we use a technique developed in Wolfer [2022]. The method applies as a black-box the distribution learning result of Cohen et al. [2020, Theorem 2.1], which states that for an independent vector $X_1, \ldots, X_n$ sampled from an unknown distribution $\mu \in \mathcal{P}(\mathcal{X})$, it holds that with probability at least $1 - \delta$,

$$
\|\mu - \tilde{\mu}(X_1, \ldots, X_n)\|_{TV} \leq \frac{1}{n} \sum_{x \in \mathcal{X}} \sqrt{\tilde{\mu}(x) + 3 \sqrt{-\log 2/\delta}},
$$

where $\tilde{\mu}$ is the empirical distribution computed from the sample. This enables us to establish an error bound for learning the conditional distribution defined by each state. Indeed, an independent sample for the conditional distribution is obtained by the simulation argument of Billingsley [1961, p.19]. We obtain [Wolfer, 2022, Theorem 3.1] that with probability at least $1 - \delta$,

$$
\left\| \tilde{\mathcal{E}}^{(k)} - p_k \right\|_\infty \leq \tilde{\mathcal{W}}^{(k,\alpha)}_{\delta},
$$

with

$$
\tilde{\mathcal{W}}^{(k,\alpha)}_{\delta} = 2 \max_{x \in \mathcal{X}} \left\{ \sum_{x' \in \mathcal{X}} \sqrt{\frac{N^{(k)}_{x'}}{N^{(k)}_x}} + (3/\sqrt{2}) \sqrt{\frac{N^{(k)}_x \log \left( \frac{2}{|\mathcal{X}|} \frac{m-1}{m} \frac{1}{\|x\|/\delta} + \alpha |\mathcal{X}| \right)}{N^{(k)}_x + \alpha |\mathcal{X}|}} \right\}.
$$

The term $\left\| \mathcal{E}^{(k,\alpha)}_\pi \right\|$ is controlled by $\tilde{\mathcal{W}}^{(k,\alpha)}_{\delta}$ similar to Wolfer and Kontorovich [2019]. A union bound completes the proof for adaptive $\tilde{K}$ by noting that $\tilde{K} \in \mathbb{N}$ and $\tilde{K} \leq m/\log^3 m + 1$.

**Remark 3.2.** The algorithm will only start to consider spectral gaps of $k$-skipped chains with $k > 1$ once the least visited state was seen a significant amount of times.

**Remark 3.3.** Note that unlike the estimator, computing the confidence intervals still requires matrix multiplication.

### 3.2.1 Asymptotic behavior

Wolfer and Kontorovich [2019, Theorem 8] involved looking at skipped chains with different offsets. In Theorem 3.1 however, we only consider a null offset as the confidence intervals follow the same asymptotic behavior, at reduced computational cost. Let use denote

$$
\Gamma(P) = \max_{x \in \mathcal{X}} \left\{ \frac{\|e_x P\|_{1/2}}{\pi(x)} \right\},
$$

which depends on $P$ in a substantially finer way than its worst-case upper bound $\frac{|\mathcal{X}|}{\pi}$. From Wolfer [2022, Lemma 3.1], the asymptotic behavior of $\tilde{W}_\delta$ is roughly given by

$$
\tilde{W}_\delta^{(1,\alpha)} \asymp \sqrt{\frac{\log (m |\mathcal{X}|/\delta)}{m}} \frac{1}{\sqrt{\pi_x}} + \sqrt{\frac{\Gamma(P)}{m}}.
$$
We observe that unlike intervals in Wolfer and Kontorovich [2019], the second dominant term in the empirical confidence bound can then largely benefit from sparsity properties of $P$. Only accounting for the dominant terms,

$$
\hat{\nu}_d^{(k,\alpha)} \approx \sqrt{\frac{\log m}{m}} \sqrt{\frac{k}{\pi^*_s}},
$$

$$
\hat{\nu}_d^{(k,\alpha)} \approx \sqrt{\frac{\log m}{m}} \sqrt{\frac{1}{\pi^*_s}},
$$

$$
\hat{\gamma}_d^{(k,\alpha)} \approx \sqrt{\frac{\log m}{m}} \sqrt{\frac{1}{\pi^*_s} \sqrt{k}},
$$

$$
\hat{\gamma}_d^{(k,\alpha)} \approx \sqrt{\frac{\log m}{m}} \sqrt{\frac{1}{\pi^*_s} \sqrt{k}},
$$

thus for fixed $K \in \mathbb{N}$,

$$
|\hat{\gamma}_{dps,|K|} - \gamma_{dps}| - \frac{1}{K} \approx \sqrt{\frac{\log m}{m}} \frac{\log 1/\pi^*_s}{\gamma_{dps} \pi^*_s^{3/2} \sqrt{k}}.
$$

### 4 Algorithm

The implementation details of the procedure of Section 3 are described in this section.

#### 4.1 Pseudo-code

For clarity, the computation of the confidence intervals is not made explicit in the pseudo-code and the reader is referred to Theorem 3.1 for their expression. The estimator is based on an approximate plug-in approach of $\gamma_{dps}$ (15). Namely, we compute an approximation of the pseudo-spectral gap define over a data-driven prefix $|\hat{K}| \subseteq \mathbb{N}$ with respect to reversible dilations of powers of the chain, which are each estimated with the natural counts based on observed skipped chains. We additionally introduce a smoothing parameter $\alpha$, which for simplicity is kept fixed for each power, and whose purpose is to keep the confidence intervals and estimator properly defined even in degenerate cases. The sub-procedure that computes the spectral gap of the reversiblizations of a chain invokes the Lanczos method by computing the first few largest eigenvalues in magnitude, and is discussed in more details at Remark 4.1.
Let $\lambda$ incurring a cost of $O$ a quadratic time complexity of $K$

### 4.2 Note on the computational complexity

Using $K$ dilations, since we have a closed form for the empirical stationary distribution, we manage to keep a quadratic time complexity of $O(K(m + |\mathcal{X}|^2 + C_\lambda))$, where $C_\lambda$ is the complexity of computing the second largest-magnitude eigenvalue of a symmetric matrix. For this task, we consider here the Lanczos algorithm. Let $\lambda_1, \ldots, \lambda_{|\mathcal{X}|}$ be the eigenvalues of a symmetric real matrix ordered by magnitude, and denote by $\tilde{\lambda}_1$ the algorithm's approximation for $\lambda_1$. Then, for a stochastic matrix, it is known [Kaniel, 1966, Paige, 1971, Saad, 1980] that

$$|\lambda_1 - \tilde{\lambda}_1| \leq cR^{-2(n-1)},$$

where $c$ a universal constant, $n$ is the number of iterations (in practice often $n \ll |\mathcal{X}|$), and $R = 1 + 2r + 2\sqrt{r^2 + r}$, with $r = \frac{\lambda_1 - \tilde{\lambda}_1}{\lambda_2 - \lambda_1}$. In order to attain additive accuracy $\eta$, it therefore suffices to iterate the method

$$n \geq 1 + \frac{\log(\eta^{-1})}{\log(R^2)} = O\left(\frac{\log(\eta^{-1})}{\log(R)}\right)$$

times. A single iteration involves multiplying a vector by a matrix, incurring a cost of $O(|\mathcal{X}|^2)$, and so the full complexity of the Lanczos algorithm is $O\left(m + |\mathcal{X}|^2 \frac{\log(\eta^{-1})}{\log(R)}\right)$. 

**Remark 4.1.** From (14), for any $k \in \mathbb{N}$, $\mathcal{S}(L^k)$ and $\mathcal{S}_\pi(P^k)$ are similar matrices, and we can immediately rewrite

$$\gamma_{\text{dps}} = \max_{k \in \mathbb{N}} \left\{\frac{1}{K} \gamma\left(\mathcal{S}(L^k)\right)\right\}.$$ 

The resulting symmetry of the collection of matrices, as well as the requirement for computing large eigenvalues in magnitude, naturally invites Lanczos-type algorithms. In fact, from the prior knowledge of the two leading eigenvalues $(\pm 1)$ we can further simplify the computation by analytical considerations, and rewrite

$$\gamma_{\text{dps}} = \max_{k \in \mathbb{N}} \left\{\frac{1}{K} \rho\left(\mathcal{S}(L^k) - \mathcal{S}_\pi\left(\sqrt{\pi^T \sqrt{\pi}}\right)\right)\right\}.$$ 

### Algorithm 1: The estimation procedure outputting $\tilde{\gamma}_{\text{dps},[K]}$

**Function** AdaptivePseudoSpectralGapDil($|\mathcal{X}|, \alpha, (X_1, \ldots, X_m)$):

- $N \leftarrow [0]|\mathcal{X}|$
- for $t \leftarrow 1$ to $n - 1$ do
  - $N[X_t] \leftarrow N[X_t] + 1$
- end
- $N_{\min} = \min\{N\}$
- $K \leftarrow \left\lceil N^{3/2}/(m \log^{3/2} m)\right\rceil$
- return PseudoSpectralGapDil($|\mathcal{X}|, \alpha, (X_1, \ldots, X_m), K$)

**Function** PseudoSpectralGapDil($|\mathcal{X}|, \alpha, (X_1, \ldots, X_m), K$):

- $g_\ast \leftarrow 0$
- for $k \leftarrow 1$ to $K$ do
  - $g \leftarrow \text{SpectralGapRevDil}(|\mathcal{X}|, \alpha, (X_1, X_1 + \epsilon, X_1 + 2\epsilon, \ldots, X_1 + (m-1)/|\mathcal{X}|))$
  - if $g/k > g_\ast$, then
    - $g_\ast \leftarrow g/k$
  - end
- return $g_\ast$

**Function** SpectralGapRevDil($|\mathcal{X}|, \alpha, (X_1, \ldots, X_m)$):

- $N \leftarrow [|\mathcal{X}| \alpha]_1$
- $T \leftarrow [\alpha]_1[X]_1$
- for $t \leftarrow 1$ to $n - 1$ do
  - $N[X_t] \leftarrow N[X_t] + 1$
  - $T[X_t, X_{t+1}] \leftarrow T[X_t, X_{t+1}] + 1$
- end
- $D \leftarrow \text{Diag}(N)^{-1/2}$
- $L \leftarrow DTD$
- $S \leftarrow 2|\mathcal{X}|g_\ast$,
- return $2 - \text{LanczosSecondEigenvalue}(S + I)$

### 4.2 Note on the computational complexity

Using $K$ dilations, since we have a closed form for the empirical stationary distribution, we manage to keep a quadratic time complexity of $O\left(K\left(m + |\mathcal{X}|^2 + C_\lambda\right)\right)$, where $C_\lambda$ is the complexity of computing the second largest-magnitude eigenvalue of a symmetric matrix. For this task, we consider here the Lanczos algorithm. Let $\lambda_1, \ldots, \lambda_{|\mathcal{X}|}$ be the eigenvalues of a symmetric real matrix ordered by magnitude, and denote by $\tilde{\lambda}_1$ the algorithm's approximation for $\lambda_1$. Then, for a stochastic matrix, it is known [Kaniel, 1966, Paige, 1971, Saad, 1980] that

$$|\lambda_1 - \tilde{\lambda}_1| \leq cR^{-2(n-1)},$$

where $c$ a universal constant, $n$ is the number of iterations (in practice often $n \ll |\mathcal{X}|$), and $R = 1 + 2r + 2\sqrt{r^2 + r}$, with $r = \frac{\lambda_1 - \tilde{\lambda}_1}{\lambda_2 - \lambda_1}$. In order to attain additive accuracy $\eta$, it therefore suffices to iterate the method

$$n \geq 1 + \frac{\log(\eta^{-1})}{\log(R^2)} = O\left(\frac{\log(\eta^{-1})}{\log(R)}\right)$$

times. A single iteration involves multiplying a vector by a matrix, incurring a cost of $O\left(|\mathcal{X}|^2\right)$, and so the full complexity of the Lanczos algorithm is $O\left(m + |\mathcal{X}|^2 \frac{\log(\eta^{-1})}{\log(R)}\right)$. 


We write 5.1.1 Proof of Lemma 1.1

5.1 Auxiliary lemmas

5 Proofs

Our proposed computational method is therefore faster over a non-trivial regime.

More refined complexity analyses may be found in Kuczyński and Woźniakowski [1992], Arora et al. [2005]. For comparison, the previous approach of Wolfer and Kontorovich [2019] involved computing $K$ multiplicative reversiblizations, which each requires $O(|\mathcal{X}|^2)$, where $2 \leq \omega \leq 2.3728596$ is the best current time complexity of multiplying (and inverting, and diagonalizing) $|\mathcal{X}| \times |\mathcal{X}|$ matrices [Alman and Williams, 2021].

5.1.2 Statement and proof of Lemma 5.1

We write

$$P - \Pi = D^{1/2} \left( L - \sqrt{\pi^T \sqrt{\pi}} \right) D^{1/2},$$

and observe that $\sqrt{\pi}$ is an eigenvector of $L$ for eigenvalue 1. We verify that $L$ is symmetric, thus we can decompose it as

$$L = \sum_{x \in \mathcal{X}} \lambda_x f_x^T f_x,$$

with $f_x \in \mathbb{R}^\mathcal{X}$ for any $x \in \mathcal{X}$, and where by matrix similarity, $\{\lambda_x\}_{x \in \mathcal{X}} = \sigma(L) = \sigma(P)$ is real. Since $P$ is ergodic, there is a unique unit eigenvalue $\lambda_1 = 1$. Removing the subspace $f_1^T f_1 = \sqrt{\pi^T \sqrt{\pi}}$, it follows that

$$\rho(P - \Pi) = \rho \left( L - \sqrt{\pi^T \sqrt{\pi}} \right) = \max \{ \lambda_x \in \sigma(L) : |\lambda_x| \neq 1 \} = 1 - \gamma_*(P).$$

It follows from symmetry that

$$\rho \left( L - \sqrt{\pi^T \sqrt{\pi}} \right) = \left\| L - \sqrt{\pi^T \sqrt{\pi}} \right\| = \max_{f \neq 0} \frac{\| (L - \sqrt{\pi^T \sqrt{\pi}}) f \|}{\| f \|},$$

where the last equality is obtained by verifying that for $x \in \mathcal{X}$,

$$\frac{1}{\sqrt{\pi(x)}} \left( L - \sqrt{\pi^T \sqrt{\pi}} \right) f(x) = \frac{1}{\sqrt{\pi(x)}} \sum_{x' \in \mathcal{X}} \left( L(x, x') - \sqrt{\pi(x) \pi(x')} \right) f(x') = \sum_{x' \in \mathcal{X}} \left( P(x, x') - \Pi(x, x') \right) \frac{f(x')}{\sqrt{\pi(x')}} = (P - \Pi) \left( \frac{f}{\sqrt{\pi}} \right)(x).$$

By irreducibility of $P$, the mapping $f \mapsto f/\sqrt{\pi}$ is one-to-one and $f/\sqrt{\pi} = 0$ iff $f = 0$, thus,

$$\rho \left( L - \sqrt{\pi^T \sqrt{\pi}} \right) = \max_{f \neq 0} \frac{\| (P - \Pi) f \|_\pi}{\| f \|_\pi} = \| P - \Pi \|_\pi.$$

5.1.2 Statement and proof of Lemma 5.1

Lemma 5.1. For any $x \in [0, 1]$ and $p \in \mathbb{N},$

$$1 - (1 - x)^p \geq px(1 - px/2).$$

Proof. The case $x = 1$ is immediate, and we treat the remaining scenario where $x \neq 1$. Write $f_p(x) = 1 - px + p^2 x^2/2 - (1 - x)^p$. For a fixed $p \in \mathbb{N}$, we compute the first and second order derivatives

$$f'_p(x) = p \left( (1 - x)^{p-1} + px - 1 \right),$$

$$f''_p(x) = p^2 \left( 1 - \frac{p-1}{p} (1 - x)^{p-2} \right).$$

For $p = 1$, $f''_p(x) = 1 > 0$, and for $p \geq 2$, we have $(p - 1)/p < 1$ and $(1 - x)^{p-2} \leq 1$, thus $f''_p(x) > 0$. It follows that $f'_p$ is strictly increasing on $[0, 1]$ and since $f'_p(0) = 0$, we also have that $f_p$ is non-decreasing on $[0, 1]$. Finally, $f_p(0) = 0$ finishes proving the inequality.

□
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5.2 Proof of Lemma 2.6

The proof follows a similar strategy to that of Hsu et al. [2019]. We highlight the differences when they occur and streamline parts of the argument. We first assume that the chain is started stationarily, and will accommodate for the non-stationary case at the end of the proof.

5.2.1 Control the probability of an ill-defined estimator

From an application of the Bernstein inequality of Paulin [2015, Theorem 3.11], it is sufficient to have \( m \geq \frac{c}{\pi_1 \gamma_m} \log \frac{1}{\lambda^3} \) with \( c > 0 \) a natural constant, in order to ensure that for any \( x \in \mathcal{X}, N_x > 0 \) with probability at least \( 1 - \delta/4 \).

5.2.2 Reduction to decoupled blocks

On the event where our estimators are well-defined, the following decomposition holds,

\[
\hat{L} - L = \mathcal{E}_Q + \mathcal{E}_{\pi,1} \hat{L} + \mathcal{E}_{\pi,2} - \mathcal{E}_{\pi,1} \hat{L} \mathcal{E}_{\pi,2},
\]

where

\[
\mathcal{E}_Q \triangleq D_{\pi}^{-1/2} \left( \tilde{Q} - Q \right) D_{\pi}^{-1/2}, \quad \mathcal{E}_{\pi,1} \triangleq I - D_{\pi}^{1/2} \tilde{D}_{\pi}^{-1/2}, \quad \mathcal{E}_{\pi,2} \triangleq I - \tilde{D}_{\pi}^{1/2} D_{\pi}^{-1/2},
\]

and which can be instructively compared with the decomposition in Hsu et al. [2019, Lemma 6.2]. From the Perron-Frobenius theorem, \( \| L \| = 1 \), as \( \sqrt{\pi} \) is an eigenvector associated to eigenvalue 1 for \( \hat{L} \hat{L} \). This allows us to upper bound the spectral norm,

\[
\| \hat{L} - L \| \leq \| \mathcal{E}_Q \| + \| \mathcal{E}_{\pi} \| (2 + \| \mathcal{E}_{\pi} \|),
\]

where we use the shorthand \( \| \mathcal{E}_{\pi} \| \triangleq \max \{ \| \mathcal{E}_{\pi,1} \|, \| \mathcal{E}_{\pi,2} \| \} \). From Lemma 2.5, and the technique described in Hsu et al. [2019, Section 6.3], for \( m \geq \frac{c}{\pi_1 \gamma_m} \log \frac{1}{\lambda^3} \), with probability at least \( 1 - \delta/4 \),

\[
\| \mathcal{E}_{\pi} \| \leq \epsilon/6
\]

for some universal \( c > 0 \). It remains to control the spectral norm of \( \mathcal{E}_Q \). From the simple observation that \( \mathbb{E}_\pi [\mathcal{E}_Q] = 0 \), we are left with the task of bounding the fluctuations of the matrix \( \mathcal{E}_Q \) around its mean in spectral norm, when the chain is started from its stationary distribution. Suppose for simplicity of the analysis that \( m = 2Bs + 1 \),

\[
s = \left[ \frac{4}{\gamma_m} \log \frac{m \sqrt{\epsilon}}{2 \sqrt{N_x} \delta} \right],
\]

and some \( B \in \mathbb{N} \) (a simple argument extends the proof beyond this case). We partition the trajectory \( X_1, \ldots, X_m \) into \( 2B \) blocks of size \( s \),

\[
X^{[1]}, X^{[2]}, \ldots, X^{[2B]}.
\]

Denote for \( b \in [B],

\[
\tilde{Q}^{[2b-1]} = \frac{1}{m - 1} \sum_{t=(2b-2)s+1}^{(2b-1)s} e_{X_t}^T e_{X_{t+1}},
\]

\[
\tilde{Q}^{[2b]} = \frac{1}{m - 1} \sum_{t=(2b-1)s+1}^{2bs} e_{X_t}^T e_{X_{t+1}},
\]

and we further decompose \( \mathcal{E}_Q \) as,

\[
\mathcal{E}_Q = \sum_{b=1}^{B} \mathcal{E}_Q^{[2b]} + \sum_{b=1}^{B} \mathcal{E}_Q^{[2b-1]} \quad \text{(22)}
\]

with

\[
\mathcal{E}_Q^{[2b]} \triangleq D_{\pi}^{-1/2} \left( \tilde{Q}^{[2b]} - \frac{1}{2B} Q \right) D_{\pi}^{-1/2},
\]

\[
\mathcal{E}_Q^{[2b-1]} \triangleq D_{\pi}^{-1/2} \left( \tilde{Q}^{[2b-1]} - \frac{1}{2(B-1)} Q \right) D_{\pi}^{-1/2},
\]

21
and $c_{Q}^{[2b-1]}$ is similarly defined. From a union bound argument, sub-additivity of the spectral norm and symmetry of expressions we shall focus on the deviation for the first summand in (22). From Yu [1994, Corollary 2.7],

$$
P_{π} \left( \left\| \sum_{b=1}^{R} c_{Q}^{[2b]} \right\| > \varepsilon/4 \right) \leq P_{π} \left( \left\| \sum_{b=1}^{R} \hat{c}_{Q}^{[2b]} \right\| > \varepsilon/4 \right) + (B-1)\beta(s)$$

where each $\hat{c}_{Q}^{[2b]}$ is computed assuming the chain has restarted from its stationary distributions, and where $\beta(s)$ is the beta coefficient [Bradley et al., 2005] of the process. For a homogeneous Markov chain, the $\beta$-coefficients can be expressed [Mcdonald et al., 2011] as

$$\beta(s) = \sum_{x \in \mathcal{X}} \pi(x) \| c_{x} P^{s} - \pi \|_{TV} ,$$

and from Paulin [2015, (3.10)], for any $x \in \mathcal{X}$,

$$\| c_{x} P^{s} - \pi \|_{TV} \leq \frac{1}{2} \left( 1 - \gamma_{ps} \right)^{(s-1)/\gamma_{ps}}/2 \sqrt{\| c_{x} / \pi \|_{\pi} - 1},$$

hence by definition of $B$, and since $\| c_{x} / \pi \|_{\pi} \leq 1/\pi_{s}$, we obtain

$$(B-1)\beta(s) \leq \frac{m \sqrt{r}}{4 s \sqrt{\pi_{s}}} e^{-s\gamma_{ps}/2} ,$$

For our choice of $s$ in (21), we have in particular $s > 2/\gamma_{ps}$, and since $e^{-x}/x \leq e^{-x/2}$ for $x \in (1, \infty)$ and $\gamma_{ps} \leq 1$,

$$(B-1)\beta(s) \leq \frac{m \sqrt{r}}{8 s \sqrt{\pi_{s}}} e^{-s\gamma_{ps}/4} ,$$

which is smaller than $\delta/4$ by plugging-in (21).

### 5.2.3 Application of a matrix Bernstein inequality

Following Hsu et al. [2019], we will rely on the following concentration inequality.

**Theorem 5.1** (Matrix Bernstein inequality [Tropp, 2015, Theorem 6.1.1]). Let $Z_{1}, \ldots, Z_{n}$ be a sequence of independent random $|\mathcal{X}| \times |\mathcal{X}|$ matrices. Suppose that for any $t \in [n]$, $E[ Z_{t} ] = 0$, and $\| Z_{t} \| \leq R$. Let $S = \sum_{t=1}^{n} Z_{t}$ and write

$$\Sigma^{2} = \max \left\{ \left\| E \left[ \sum_{t=1}^{n} Z_{t} Z_{t}^{\top} \right] \right\| , \left\| E \left[ \sum_{t=1}^{n} Z_{t}^{\top} Z_{t} \right] \right\| \right\} .$$

Then for any $\varepsilon > 0$,

$$P \left( \| S \| \geq \varepsilon \right) \leq 2 |\mathcal{X}| \exp \left( -\frac{\varepsilon^{2}/2}{\Sigma^{2} + R \varepsilon/3} \right).$$

From sub-additivity of the spectral norm,

$$\left\| c_{Q}^{[2b]} \right\| \leq \frac{1}{\pi_{s}} \left\| Q^{2b} \right\| + \frac{1}{2B} \| L \| \leq \frac{s}{m-1} \left( \frac{1}{\pi_{s}} + 1 \right) .$$

We now control the variance term for a given $b \in [B]$. A direct computation yields

$$E_{\pi} \left[ c_{Q}^{[2b]} c_{Q}^{[2b]} \right] = E_{\pi} \left[ D_{\pi}^{-1/2} Q^{[2b]} D_{\pi}^{-1/2} \left( D_{\pi}^{-1/2} Q^{[2b]} D_{\pi}^{-1/2} \right)^{\top} \right] - \frac{1}{(2B)^{2}} L L^{\top} .$$

Let $u \in \mathbb{R}^{X}$ such that $\| u \| = 1$, then

$$(m - 1)^{2} \left\| E_{\pi} \left[ D_{\pi}^{-1/2} Q^{[2b]} D_{\pi}^{-1/2} \left( D_{\pi}^{-1/2} Q^{[2b]} D_{\pi}^{-1/2} \right)^{\top} \right] \right\|$$

$$= (m - 1)^{2} u E_{\pi} \left[ D_{\pi}^{-1/2} Q^{[2b]} D_{\pi}^{-1/2} \left( D_{\pi}^{-1/2} Q^{[2b]} D_{\pi}^{-1/2} \right)^{\top} \right] u^{\top}$$

$$= \sum_{r,s=(2b-1)s+1}^{2bs} E_{\pi} \left[ u D_{\pi}^{-1/2} c_{X_{r}} c_{X_{s}} D_{\pi}^{-1/2} D_{\pi}^{-1/2} c_{X_{s}}^{\top} c_{X_{r}} D_{\pi}^{-1/2} u^{\top} \right] .$$
As in Hsu et al. [2019], from Cauchy-Schwarz and AM-GM inequalities,
\[
\begin{align*}
&u\mathbf{D}_\pi^{-1/2}\epsilon_x^T \epsilon_{x_{t+1}}^* D_\pi^{-1/2} \mathbf{D}_\pi^{-1/2}\epsilon_x^T \epsilon_{x_{t+1}}^* D_\pi^{-1/2}u^T \\
&\leq \frac{1}{2} u\mathbf{D}_\pi^{-1/2}\epsilon_x^T \epsilon_{x_{t+1}}^* D_\pi^{-1/2} \mathbf{D}_\pi^{-1/2}\epsilon_x^T \epsilon_{x_{t+1}}^* D_\pi^{-1/2}u^T \\
&+ \frac{1}{2} u\mathbf{D}_\pi^{-1/2}\epsilon_x^T \epsilon_{x_{t+1}}^* D_\pi^{-1/2} \mathbf{D}_\pi^{-1/2}\epsilon_x^T \epsilon_{x_{t+1}}^* D_\pi^{-1/2}u^T.
\end{align*}
\]

We compute,
\[
\begin{align*}
\mathbb{E}_\pi^b \left[ \mathbf{D}_\pi^{-1/2}\epsilon_x^T \epsilon_{x_{t+1}}^* D_\pi^{-1/2} \mathbf{D}_\pi^{-1/2}\epsilon_x^T \epsilon_{x_{t+1}}^* D_\pi^{-1/2} \right] \\
= \mathbb{E}_\pi^b \left[ \sum_{x,x',x''\in \mathcal{X}} \delta [X_t = x] \delta [x_{t+1} = x'] \delta [x'_{t+1} = x''] \frac{\pi(x')}{\sqrt{\pi(x) \pi(x')}} \epsilon_x^T \epsilon_{x'} \right] \\
= \sum_{x\in \mathcal{X}} \sum_{x'\in \mathcal{X}} \frac{P(x,x')}{\pi(x')} \epsilon_x^T \epsilon_{x'},
\end{align*}
\]

where
\[
\left\| \sum_{b=1}^B \mathbb{E}_\pi^b \left[ \mathbf{E}_Q^{(2b)} (\mathbf{E}_Q^{(2b)})^T \right] \right\| \leq \frac{s}{2(m-1)} \left( 4 \left\| \sum_{x\in \mathcal{X}} \sum_{x'\in \mathcal{X}} \frac{P(x,x')}{\pi(x')} \epsilon_x^T \epsilon_{x'} \right\| + 1 \right).
\]

By a very similar derivation,
\[
\left\| \sum_{b=1}^B \mathbb{E}_\pi^b \left[ (\mathbf{E}_Q^{(2b)})^T \mathbf{E}_Q^{(2b)} \right] \right\| \leq \frac{s}{2(m-1)} \left( 4 \left\| \sum_{x\in \mathcal{X}} \sum_{x'\in \mathcal{X}} \frac{P(x',x)}{\pi(x')} \epsilon_x^T \epsilon_{x'} \right\| + 1 \right).
\]

From definition of \( \pi \), and in particular regardless of reversibility,
\[
\sum_{x\in \mathcal{X}} \frac{P(x,x')}{\pi(x')} \leq \frac{1}{\pi_*}, \quad \sum_{x\in \mathcal{X}} \frac{P(x',x)}{\pi(x)} \leq \frac{1}{\pi_*}, \quad \pi(x)p(x|x') = \frac{1}{\pi_*},
\]

and so, the spectral norm of this diagonal matrix is at most \( \Sigma^2 \leq \frac{s}{2(m-1)} \left( \frac{4}{\pi_*} + 1 \right) \). From Theorem 5.1, for \( m \geq c \frac{s}{\pi_*^2} \log \frac{\lvert \mathcal{X} \rvert}{\delta^2} \),
\[
\left\| \sum_{b=1}^B \mathbf{E}_Q^{(2b)} \right\| \leq \epsilon/4 \quad (23)
\]
with probability \( 1 - \delta/4 \), where \( c > 0 \) is universal. Recall that our choice of \( s \) depends on \( \log m \). For \( a, b > 0 \),
\[
a = 2b \log b \implies a \geq b \log a,
\]
thus solving the inequality for \( m \), it follows that for
\[
m \geq \frac{c}{\gamma \pi_\star} \log \frac{\lvert \mathcal{X} \rvert}{\delta^2} \log \left( \frac{\log \lvert \mathcal{X} \rvert / \delta}{\gamma \pi_\star \delta \epsilon} \right),
\]

where \( c > 0 \) is universal, a combination of (19), (20), (22) and (23) yields the lemma in the stationary setting.

5.2.4 Reduction to a chain started from its stationary distribution

From Paulin [2015, Proposition 3.15], we can quantify the price of a non-stationary start,
\[
\mathbb{P}_\mu \left( \left\| \mathbf{L} - \mathbf{L} \right\| > \epsilon \right) \leq \sqrt{\left\| \mu/\pi \left\|_w \mathbb{P}_\pi \left( \left\| \mathbf{L} - \mathbf{L} \right\| > \epsilon \right) \right\|^{1/2},
\]

with \( \left\| \mu/\pi \right\|_w \) and obtain the final sample complexity from \( \left\| \mu/\pi \right\|_w \leq 1/\pi_* \) and by simplifying logarithms. \( \Box \)
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