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Abstract—This paper focuses on supporting AI/ML Security Workers—professionals involved in the development and deployment of secure AI-enabled software systems. It presents AI/ML Adversarial Techniques, Tools, and Common Knowledge (AI/ML ATT&CK) framework to enable AI/ML Security Workers intuitively to explore offensive and defensive tactics.

I N T R O D U C T I O N

In recent years, there has been a significant increase in the use of artificial intelligence and machine learning (AI/ML) in a variety of application domains, ranging from autonomous driving cars to medical diagnosis tools. Such increased usage of AI/ML techniques in real-world applications attracted adversaries and cyberattackers to exploit the weaknesses in these techniques to achieve malicious goals. AI/ML capability builders need to employ appropriate mitigation techniques during the development and maintenance stages to minimize the attack surface of the AI-software products [1]. This is a challenging task considering the variety of AI/ML techniques, their unique vulnerabilities, and the emergence of new attack vectors.

While the shortage of skilled information security workers continues to grow, this problem is exacerbated when engineering AI-Enabled software systems — for the simple reason that it requires security workers who are AI/ML subject matter experts, and demand for such expertise continues to exceed the supply. This paper aims to provide a framework that can be used by AI engineers to transform them into AI/ML Security Workers.

To develop AI/ML-enabled systems resilient against cyberattacks, AI engineers must be aware of the existing attacks and their distinctive characteristics, such as the underlying techniques, evolving scenarios, and goals. For classical software systems, there are extensive resources such as MITRE’s CWE, CAPEC and ATTCK frameworks that enumerate software weaknesses and common attacks [2], [3], however these frameworks do not cover the security issues of AI/ML...
systems. Having similar resources for AI engineers would enable them to become AI/ML Security Workers by guiding them in investigating potential attack scenarios against their AI products and choosing appropriate defensive measures. While existing resources such as NIST Taxonomy and Terminology of Adversarial Machine Learning [1] and other similar work [4], [5] provide a common language to discuss various types of attacks using an upper taxonomy, they often lack details and concrete attack/defense techniques necessary to make actionable decisions for a given AI system [6]. To fill this gap we need to support the training of the next generation of AI/ML Security Workers, and ease their day-to-day tasks. To this end, we argue that it is necessary to have an intuitive framework that guides AI/ML Security Workers, particularly the novices to ensure that cybersecurity thinking is explicitly integrated in their daily AI engineering and decision-making activities.

This paper, therefore, discusses AI/ML Adversarial Techniques, Tools, and Common Knowledge (AI/ML ATT&CK framework), an intuitive and comprehensive framework based on a systematic literature review (SLR) that characterizes the offensive and defensive techniques, tactics, and tools related to the security of AI/ML-enabled systems. AI engineers can employ the AI/ML ATT&CK framework during software design and implementation as an easy-to-use decision support system to identify the weaknesses associated with the AI models, explore viable attacks, and consider appropriate mitigation techniques and security measures. Our contributions are four-fold:

- We provide a definition for AI/ML Security Workers, describing their role as AI cybersecurity professionals and advocate individuals in such role on taking both offensive and defensive measures.
- We provide an extensive knowledge base of 102 attacks, 65 mitigation techniques, and 105 tools related to the security of AI/ML-enabled software systems. This catalog is created based on an SLR to categorize and characterize currently available attack scenarios, mitigation techniques, and tools discussed in 860 papers.
- We define an AI/ML ATT&CK framework that aims to support both offensive and defensive AI/ML Security Workers. The Offensive View is organized as a decision tree, which enumerates 26 attack scenarios, and is mapped to 102 concrete attack techniques and existing tools capable of implementing the attacks. The Defensive View enumerations 25 defense scenarios and is mapped to 65 mitigation techniques.
- An online interactive version of the framework is provided to support AI/ML Security Workers, especially less-experienced ones. A limited scope user study has demonstrated promising results on the effectiveness of such framework.

All research materials, the generated AI/ML ATT&CK framework, developed attack mitigation, datasets, and investigated tools are shared with the community at www.aimlattack.com.

AI/ML Security Workers

Who are AI/ML Security Workers? We define them as cybersecurity professionals [7], [8], [9] who contribute to the development of secure AI-enabled software systems through monitoring the training and deployment of AI systems, as well as formulating new adversarial attack scenarios, measuring their severity, and devising novel defense strategies for the robustness and integrity of AI-enabled systems in different application domains. AI/ML security workers are responsible for implementing, validating, justifying, and advocating the required defenses and mitigation strategies. While this role is not yet defined in standardized Work Roles such as NIST’s Workforce Framework for Cybersecurity (NICE) [10], recent job posts demonstrate a growth in the demand for AI security engineers, Adversarial AI experts, and many other roles with similar responsibilities. According to a recent publication [11], just about every industry needs workers with AI skills as they focus on technologies to give computers the capability to think, learn, and adapt. To utilize AI at its optimal potential, AI engineers need to have programming skills and knowledge in statistical learning, data modeling, data evaluation, software engineering and system design, distributed computing, and in general, the ability for conceptual thinking to understand how a product is used and how it can be used more effectively. We argue that AI/ML Security Workers, in
addition to the above skills, need to be equipped with offensive and defensive thinking so they can identify potential attack scenarios, abuse cases, as well as mitigation techniques as they engineer AI Software. AI/ML Security Workers will deal with complex tasks that require creativity, critical thinking, complex information processing and decision-making. It has been demonstrated that such tasks need higher cognitive skills [11]. Unlike software security workers who have access to many resource such as OWASP Top 10, Security Checklists, Secure Coding Practices, IEEE Top 10 Design Flaws and more, AI/ML Security Workers currently lack comprehensive resources to support them in decision-making. In particular, there are no checklists or other frameworks that enumerate AI/ML weaknesses and attack scenarios that can support both novices and experts in systematically identifying known flaws in AI Software. Despite the significance of security in AI software, there is a lack of academic research, especially regarding any holistic guidelines to support AI/ML Security Workers. Our work aims to leverage SLR with the objective of integrating and synthesizing existing knowledge to provide new insights for AI/ML Security Workers. This work aims to characterize AI/ML cybersecurity techniques, tactics, and tools in a way that can help AI/ML Security Workers better understand the attack surface of the AI-powered systems, reason about the AI-specific vulnerabilities in the system, and employ the best defense techniques to mitigate the vulnerabilities. In particular, we aim to support two groups of AI/ML Security workers who investigate the following questions in their day-to-day activities.

**Offensive AI/ML Security Workers:** What are the AI/ML-specific weaknesses and vulnerabilities, and how do attackers use these to exploit the system and execute organized attacks?

**Defensive AI/ML Security Workers:** What are the potential mitigation techniques that can be leveraged to prevent and mitigate the vulnerabilities and improve the system’s robustness?

**Methodology**

To create such a comprehensive AI/ML ATT&CK framework to serve as a guideline, we performed an SLR following the guidelines provided by Kitchenman [12].

**Review Protocol**

Table 1 summarizes our SLR protocol. We performed the SLR in two of the most popular computer science archives; IEEE Xplore and ACM Digital Library.

First, to find the appropriate search keywords, we collected an initial set of relevant works by manual exploration and then searched for the common and relevant words in their titles and abstracts. Then, as we found new relevant papers, we added them to the collection and refined the set of keywords. Based on this procedure, we formed the following search query: 
{(Artificial Intelligence OR Machine Learning OR Deep Learning OR Neural Networks) AND (threat OR mitigation OR adversary)}.

We also used other queries that relied on the variations of the terms. The variations consist of the words with and without the possible prefix and suffix for each keyword (e.g., adverse, adversarial, adversary, etc.) This review was conducted on peer-reviewed

---

1OWASP Top 10: https://owasp.org/Top10/

2IEEE Top 10 Software Security Design Flaws: https://cybersecurity.ieee.org/blog/2015/11/13/avoiding-the-top-10-security-flaws/
papers published between the years 2000 and 2021.

After extracting the papers from IEEE Xplore and ACM digital libraries, we documented the results to prepare them for the review process. From the initial search, we extracted 20321 papers. Then, we checked the paper’s titles and filtered out the papers based on the inclusion and exclusion criteria represented in Table 1. After the first filtration process, we gathered 3329 papers. Then, we applied the inclusion and exclusion criteria on the abstracts of the remaining papers. At the end of this step, we gathered 860 papers. Finally, we went through the papers and started the detailed literature review.

After reviewing the first 10% randomly selected papers, the initial skeleton of the AI/ML ATT&CK framework was formulated, consisting of the framework structure and the proposed attributes to model the cyber adversaries and security techniques [13], as well as the related tools and toolchains. Along with reviewing the papers and adding new techniques to the framework, we updated the framework skeleton, until all the papers were reviewed. Moreover, during reviewing each paper, we performed a snowballing process to review other related works cited in the paper. As a result, we present a unifying taxonomy of AI/ML-specific cyberattacks and cyberdefenses that provides the information that can help AI/ML capability builders to deploy appropriate cybersecurity tactics during system design to deliver a reliable and secure AI-based system.

**AI/ML Adversarial Techniques, Tools & Common Knowledge (AI/ML ATT&CK) Framework**

Based on the conducted literature review and analyzing the papers described in the previous section, we developed our AI/ML ATT&CK Framework. We organized the framework around three main components: Attack, Mitigation, Tool, and two views: Offensive and Defensive. The three components of our framework and their intended usage by AI/ML security workers is shown in Figure 1. The Offensive and Defensive views provides the AI/ML Security Workers with scenario-based decision trees to identify appropriate techniques and tools for their offensive/defensive tasks.

The three main components of the framework are explained as follows:

1) **Attack**: Represents a comprehensive analysis of the offensive techniques against AI/ML-enabled systems, as well as the adversary’s goal, assumptions, and capabilities.

2) **Mitigation**: Provides a detailed analysis of the defensive techniques, their effects, approach, and applicability of offensive techniques.

3) **Tool**: Illustrates tools and toolchains capable of providing the offensive and defensive techniques for AI/ML systems.

Next section explores each component and describes the features in detail. Current version of AI/ML ATT&CK framework contains more than 100 attack techniques, 65 mitigation techniques, and 105 tools related to the security of AI/ML techniques. Each entry in this framework provides a descriptive analysis of the technique as well as the corresponding offensive or defensive techniques. Moreover, the online framework provides information about the dataset used in each technique and its characteristics.

**AI/ML ATT&CK Components**

This section provides a description of components, their features, and relationships.
Figure 2: Characterization of AI/ML-specific offensive techniques. Each leaf node of this tree, in the online framework, expands to concrete offensive techniques for further investigation.

**Attacks** represents a detailed analysis of the offensive techniques against AI/ML-powered systems, as shown in Figure 2. Each part of this component is described as follows:

**Awareness:** Some cyberattacks require information such as training data, models, and architecture, while other attacks can be executed without such knowledge. This feature represents the level of information that is accessible to the adversary as follows:

1) **White-Box:** The attacker has full knowledge of the target model and the training data.
2) **Grey-Box:** The attacker has partial knowledge about the model and the training data.
3) **Black-Box:** The adversary has no knowledge about the model or the data.

**Tactic:** This component represents adversary’s approach, which is categorized as follows:

1) **Poisoning:** The adversary tries to undermine the learning process during model training to manipulate the system’s behavior during inference time. In this attack, the attacker poisons the dataset through the following approaches:

   - **Data Manipulation:** The attacker manipulates the existing training samples that results in wrong output during inference time.
   - **Label Flipping:** By adjusting the label of the training samples, the attacker aims to interrupt the learning process in two ways of 1) *random* and 2) *intelligent*.
   - **Data Injection:** The attacker injects malicious samples into the training dataset that corrupts the learning process.
   - **Data Reordering:** The attacker changes the order of the data feeding in training to corrupt the learning process.

2) **Evasion:** The attacker aims to fool the ML system to misbehave by modifying the legitimate input to result in wrong predictions during inference time. Depending on the input’s original label and the target class, this attack is categorized as follows [14]:

   - **Confidence Reduction:** The attacker tries to reduced the confidence scores of the predicted classes.
   - **Source Misclassification:** The adversary tries to change the prediction to any label other than the correct one.
   - **Targeted Misclassification:** The attacker aims to force the model to misclassify any given input to the specified class.
   - **Source-Targeted Misclassification:** The attacker forces the model to misclassify a certain set of inputs to a specific class.

3) **Exploratory:** The adversary aims to explore the system’s private information, such as training data, learning algorithm, and the decision boundaries. There are three types of attacks based on the stolen information:

   - **Membership Inference:** The adversary aims to determine whether a specific sample has contributed to the training process.
- **Model Inversion**: The adversary aims to reconstruct the training data and the samples representing each class of the training dataset.
- **Model Extraction**: The adversary aims to extract the model, the decision boundaries, or build a functionally similar model to the target model.

Each of the above tactics is further classified into more granular classes, as shown in Figure 2, and is accessible to AI/ML Security Workers for deeper investigations available at online AI/ML ATT&CK framework.

**Type of Violation**: This feature represents the type of violation caused by the adversary, which can be one or combination of the following groups:

1) **Confidentiality**: The adversary aims to extract system’s private information.
2) **Integrity**: The adversary forces the system to generate inaccurate results by processing malicious samples.
3) **Availability**: The adversary aims to corrupt the normal behavior of the system for legitimate inputs.

**Target**: Represents the entities that are vulnerable to the attack as follows:

1) **Affected Models**: Represents the ML and Deep Learning (DL) models that are vulnerable to the adversary.
2) **Affected Applications**: Illustrates the real world applications, services, software and tools that can be affected by the corresponding adversary.
3) **Affected Dataset**: Represents the dataset on which the attack is carried out.
4) **Domain**: Represents the type of the data on which the attack is carried out, which can be in the form of text, visual, audio, graph, or nominal.

**Mitigation** represents a detailed analysis of the AI/ML-specific defensive techniques, as shown in Figure 3. Each component of this framework is described as follows:

**Target**: Represents the corresponding attack and the affected data and model entities.

**Tactic**: This component classifies the mitigation technique based on the approach as follows:

| Tactic | Adversarial Detection | Adversarial Removal | Training Modification | Differential Privacy | Homomorphic Encryption |
|--------|-----------------------|---------------------|-----------------------|----------------------|------------------------|
| Entity | Statistical-Based     | Data Reconstruction | Adversarial Training  |            |            |
|        | Clustering-Based      |                     | Ensemble of Methods   |            |            |
|        | Rejection             |                     | Feature Masking       |            |            |
|        | On-Negative-Impact    |                     | Distillation          |            |            |
|        | Inconsistent Prediction|                     | Gradient Masking      |            |            |
|        | Neuron Activation     |                     | Randomization         |            |            |
|        | Prediction             |                     | Proactive             |            |            |
|        | Neuron Activation     |                     | Reactive              |            |            |

Figure 3: Categorization of the Mitigation techniques. Each leaf node of this tree on the website expands to the concrete techniques identified in the literature. It can be used to explore defensive techniques and understand their characteristics.

1) **Adversarial Detection**: Detects malicious samples to prevent evading into the system.
2) **Adversarial Removal**: Removes the perturbations from the data and generates clean data.
3) **Training Modification**: Modifies the training process to make the model more robust against attacks.
4) **Differential Privacy**: Protects the privacy of the system by sharing patterns of the training dataset while withholding information about the individuals in the training dataset.
5) **Homomorphic Encryption**: Provides an encrypted form of the data for training the model.

Each of the above tactics is further categorized into more granular classes, as shown in Figure 3, and is accessible to AI/ML security Workers for deeper investigations available at online AI/ML ATT&CK framework.
Figure 4: Tool component. It characterizes tools and toolchains capable of implementing the offensive and defensive techniques. On the website, each leaf node of this tree expands to show the concrete tools and its code repository as identified in the literature.

**Timing:** There are two stages when the mitigation techniques can be deployed:

1) **Proactive:** The mitigation technique should be deployed before or during the model training.
2) **Reactive:** The mitigation technique should be deployed after model training.

**Tool** characterizes the tools and toolchains capable of deploying offensive and defensive techniques related to the security of AI/ML systems as shown in Figure 4. Each part of this component is explained as follows:

- **Type:** Represents whether the tool is offensive or defensive.
- **Availability:** Illustrates whether the tool is publicly available or private.
- **Target:** Explains the data and model entities that are required to deploy the tool.

The AI/ML ATT&CK provides features to characterize the offensive and defensive methodologies related to the security of AI/ML techniques. The framework enables AI/ML Security Workers to understand the attack surface of different AI/ML techniques. Moreover, it represents appropriate cyberdefense techniques to build robust systems that withstand various threats. To our knowledge, this is the first study that thoroughly characterizes tools and toolchains related to AI/ML security and can practically guide the AI/ML Security Workers to choose the best tools capable of implementing offensive and defensive tactics.

**Supporting AI/ML Security Workers**

Simply providing access to a large number of AI/ML robustness techniques cannot fully support the users in choosing the best techniques to deploy. They need easy-to-use guidance to explore various techniques, identify the best approach, and reason about their choices. To this end, two additional views, **Offensive View** and **Defensive View**, have been compiled in the AI/ML ATT&CK framework. These views provide decision trees representing Offensive and Defensive Scenarios that can guide the AI/ML Security Workers to investigate the system’s robustness from the attacker and defender perspectives.

**How to Use AI/ML ATT&CK Framework, Walk-through Examples**

To facilitate using the guidelines of AI/ML ATT&CK framework, it is delivered as a publicly accessible web solution at http://www.aimlattack.com.

Using this web solution, users can explore the framework from various perspectives. The following describes how it can be used to support Offensive and Defensive AI/ML Security Workers.

**Use Case#1: AI/ML ATT&CK for Offensive Security Workers**

An offensive AI/ML Security Worker can use AI/ML ATT&CK framework to determine the attack surface of an AI-enabled system and deploy offensive techniques to assess the system’s robustness. The framework represents attack scenarios which have been developed with respect to the goals of the cyberattack, level of access to the target system, and the application domain of the target system. By following the provided comprehensive step-by-step decision tree style guidance, as shown in Figure 5, AI/ML Security Workers can identify the related offensive techniques.
Figure 5: Offensive View of AI/ML ATT&CK Framework. It provides an overview of the attack scenarios from the attacker’s perspective. Offensive AI/ML Security Workers follow the provided step-by-step guidance to identify the related attacks and the tools. In the website, the leaf nodes of this view are connected to the concrete attack techniques for further investigation.

Furthermore, on the website, by selecting each offensive technique, the user will be directed to a new page that thoroughly explains the technique’s details and represents tools capable of implementing the technique to deploy and observe the system’s performance under such attack.

Example Offensive Scenario: For a given system that utilizes AI algorithms and has been trained on sensitive data, an offensive AI/ML Security Worker wants to determine to what extent the system is robust against data breaching. Thus, as the first step, by following the offensive view
Figure 6: Defensive View of AI/ML ATT&CK Framework. Defensive AI/ML Security Workers can explore mitigation scenarios to find the appropriate techniques to practice secure AI/ML design. On the website, the leaf nodes of this view are connected to the concrete mitigation techniques.
of the framework (Figure 5), the offensive AI/ML Security Worker selects the second box, “Steal System’s Private Information”. Then, in the next layer, considering the attacker’s goal, which is assessing the system’s security against data breaching, the AI/ML Security Worker chooses “Stealing Private Information about the Training Data”. Next, with respect to the goal, “Identify the Participation of a Sample in Training Model” can potentially be chosen. Finally, considering the attack’s setting, the AI/ML Security Worker can choose any of the nodes of interest (e.g., “With access to the Model and Training Data”). By selecting the leaf node, the framework will expand all the related concrete techniques and tools.

Use Case #2: AI/ML ATT&CK for Defensive AI/ML Security Workers

The AI/ML ATT&CK framework empowers defensive AI/ML Security Workers to identify the system’s attack surface, reason about the system vulnerabilities, and select the best mitigation techniques to improve the system’s robustness. Considering the attacks on the system that AI/ML Security Workers want to mitigate, they can select the best potential mitigation techniques and utilize the provided defensive tools to deploy and improve the system’s robustness.

Example Defensive Scenario: For a given system that utilizes AI algorithms and has been trained on sensitive data, it has been shown that the system is vulnerable to attacks that attempt to identify the participation of individual samples in the training process. Thus, it is required to deploy appropriate mitigation techniques to improve the robustness against such attacks. To this end, by following the defensive view represented in the framework, as shown in Figure 6, the user can choose the last box, “Apply Configurations to the Data and Model to Improve the Privacy”. In the next layer, the user can select the first box, “Protect the Privacy of the Individual Samples in the Training Dataset by Modifying the Data while it Provides Useful Information to Train the Model.” Finally, by selecting the leaf node in the website, the framework expands all the appropriate mitigation techniques. Also, by selecting each technique, the user will be directed to a new page that thoroughly explains the details of the mitigation technique, and represents tools capable of implementing the technique.

User Evaluation

A small user study was conducted to show our framework’s effectiveness. First, six subject matter experts (SMEs) with prior work experience as AI engineers who were not cybersecurity professionals were recruited. Then, these SMEs were divided into two groups, where the AI experience level of the groups was balanced based on the years of experience. The groups were provided with the same case study of an Object Detection and Recognition system for an Autonomous Vehicle. Both groups were asked to identify potential attacks and mitigation techniques across the development cycle of this project. This study had two parts: each user was asked to once play the role of an Offensive AI/ML Security Worker and another time as a Defensive AI/ML Security Worker. Group #1 had access to existing taxonomies in the literature ([1], [4], [5]) as well as access to the internet, while Group #2 was requested to use only the AI/ML ATT&CK framework. For evaluation, we calculated the number of correct answers reported by each user divided by the total number of correct answers (ground-truth).

The results show that Group #2 identified not only abstract attack classes (types of attacks) but also concrete techniques. The response of Group #2 was specific, enumerating attack classes, subclasses, and then listing specific methods from a paper. In contrast, Group #1 only identified very high-level types of attacks (e.g., poisoning attack) and mitigation techniques and could not be specific about sub-types and concrete methods. In comparison, the responses from Group #1 lacked information about a concrete method to implement the attack or mitigate it. Group #1 only identified 3% of concrete attack methods and 5% of mitigation techniques, while Group #2 identified 39% of all correct and concrete attack methods and 50% of correct mitigation techniques. Even at the abstract high-level attack classes (types of attacks), Group #1 identified 75% of attack types and 69% of mitigation types correctly, while Group #2 identified 100% of both. Overall, Group #2 outperformed Group #1 in terms of retrieved correct attacks and miti-
Limitations and Future Work

All represented information in this framework has been extracted and characterized through an SLR of the related techniques and tools. However, despite the extensive effort to curate and develop the framework, it is not guaranteed that these techniques and tactics are the only viable ones that can be explored by AI/ML Security Workers, especially with the emergence of new AI/ML cyberattacks.

We have only carried out a limited-scope study involving six AI engineers. Further work is required to evaluate the claims related to the framework’s effectiveness in supporting AI engineers with limited security experience to improve AI systems’ security.

Ethics

Offensive cyberwarfare raises serious ethical problems for societies. This topic is not fully addressed by policies and regulations. Our primary intention in formulating the AI/ML ATT&CK framework and the associated offensive and defensive tools is purely educational and for enhancing the robustness of AI/ML systems. We do not endorse the unethical use of this framework and curated tools/software. Using offensive techniques requires extreme legal and ethical consideration, careful determination of the perpetrators and victims, and reduction of collateral damages.
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