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Abstract

After a short critique of the Minkowski formulae for the electromagnetic constitutive laws in moving media, we argue that in actual fact the problem of Lorentz-covariant electromagnetic response theory is automatically solved within the framework of modern microscopic electrodynamics of materials. As an illustration, we first rederive the well-known relativistic transformation behavior of the microscopic conductivity tensor. Thereafter, we deduce from first principles the transformation law of the wavevector- and frequency-dependent dielectric tensor under Lorentz boost transformations.
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1. Introduction

In contrast to condensed matter physics, special relativity is nowadays usually associated with phenomena involving high energies or momenta. Surprisingly, however, it was only three years after the introduction of special relativity by A. Einstein in 1905 \cite{1} that the relativistic generalization of electromagnetic constitutive relations came under scrutiny. In fact, already in 1908, H. Minkowski derived the seemingly relativistic material relations which now bear his name \cite{2}. Since then, this topic continues to hold its importance: On the one hand, electromagnetic material properties in the relativistic régime are most naturally relevant to plasma physics (see e.g. \cite{3,4}). On the other hand, it is well known that moving media lead to qualitatively new effects which have observable consequences even at “non-relativistic” velocities. This fact has been known at least since the famous Fizeau experiment in 1851 \cite{5} and its subsequent interpretation in the light of special relativity by M. von Laue in 1907 \cite{6}. At present, the “relativistic response” of electrons is studied in various materials such as graphene \cite{7} or Rashba semiconductors \cite{8,9}. Correspondingly, relativistic electronic structure theory in general \cite{10,11} and relativistic density functional theory in particular \cite{12} are by now well-established branches of first-principles materials science.

On the basis of all these developments, it has become highly desirable to develop a fully relativistic electromagnetic response theory. Therefore, the Minkowski formulae developed long before the advent of modern ab initio electronic structure theory (see e.g. \cite{13-16} for introductions) automatically come back into the focus. In this context, it is noteworthy that the ab initio calculation of electromagnetic response functions (for classical articles see \cite{17-20}, and for modern textbooks see \cite{21-23}) relies on a microscopic approach to electrodynamics of media \cite{24,25}, according to which linear electromagnetic response properties are not given by shear constants (as it had traditionally been assumed) but by response functions constituting entire non-local integral kernels. This fact—which renders the historical derivation of the Minkowski formulae inapplicable—completely eluded researchers at the time when these had originally been developed, and hence the ensuing relativistic constitutive equations require a thorough re-investigation from the modern microscopic point of view. This is precisely the principal objective of the present article.

Concretely, we will begin this article in Sct. \cite{2} with a short explanation of the Minkowski formulae for the relativistic response, and then elaborate on
our criticism of them. In the subsequent Sect. 3, we will briefly introduce microscopic electromagnetic linear response theory in terms of the fundamental response tensor in a manifestly covariant manner. With these preparations, we will in Sect. 4 systematically develop the covariant Cartesian response theory by deriving the relativistic transformation properties of the conductivity tensor and the dielectric tensor. The first Appendix A summarizes the essential formulae of special relativity which are needed in this article. Finally, as an illustration of the microscopic theory developed in this article, Appendix B contains a straightforward rederivation of the famous Fizeau result for the refractive index of moving media.

2. Standard Approach

2.1. Minkowski formulae

In deriving the Minkowski formulae, one starts from the usual electric and magnetic material relations (or constitutive relations) written in the form

\[ D' = \varepsilon_0 \varepsilon_r E', \]  
\[ B' = \mu_0 \mu_r H', \]  
\[ j' = \sigma E'. \]

as well as Ohm’s law in the form

\[ j' = \sigma E'. \]

These relations are assumed to hold in a certain inertial frame, which we identify with the “primed” reference frame. The quantities \( D, H \) and \( j \) denote the displacement field, the magnetic field and the electric current density, while \( E \) and \( B \) are the electric field and the magnetic induction. Furthermore, the permittivity \( \varepsilon_r \), the permeability \( \mu_r \), and the conductivity \( \sigma \) are assumed to be constants in the above formulae. The problem now consists in deriving analogous material relations in another inertial frame, the “unprimed” frame, which moves relatively to the primed frame with the velocity \(-v\) (see Appendix A.1). For this purpose, one assumes that \( D/\varepsilon_0 \) and \( \mu_0 H \) transform precisely in the same way as \( E \) and \( B \), respectively (see Eqs. (A.35) and (A.42) derived in Appendix A.2). Hence,

\[ D' = \gamma \left( D + \frac{v \times H}{c^2} \right) - (\gamma - 1) \frac{v(v \cdot D)}{|v|^2}, \]
and

\[ H' = \gamma (H - v \times D) - (\gamma - 1) \frac{v (v \cdot H)}{|v|^2}. \]  

(2.5)

We note in passing that this assumption is completely in accord with the Fundamental Field Identifications introduced by the Functional Approach to electrodynamics of media \[24\]–\[28\]. By putting these transformation formulae into Eqs. (2.1) and (2.2) one arrives at the well-known relations

\[ D + \frac{v \times H}{c^2} = \varepsilon_0 \varepsilon_r (E + v \times B), \]  

(2.6)

\[ B - \frac{v \times E}{c^2} = \mu_0 \mu_r (H - v \times D). \]  

(2.7)

Here, we have used the equalities

\[ v \cdot D = v \cdot D' = \varepsilon_0 \varepsilon_r (v \cdot E') = \varepsilon_0 \varepsilon_r (v \cdot E), \]  

(2.8)

as well as

\[ v \cdot B = \mu_0 \mu_r (v \cdot H), \]  

(2.9)

which follow from the fact that the electric and magnetic field components parallel to the boost velocity \(v\) stay constant under the Lorentz transformation (see Eqs. (A.43)–(A.44)). By similar considerations, one shows that

\[ j - \rho v = \gamma \sigma \left( E + v \times B - \frac{v (v \cdot E)}{c^2} \right), \]  

(2.10)

where \(\rho\) denotes the charge density. The above Eqs. (2.6)–(2.7) are known as Minkowski formulae, and they are well established in the textbook literature, see e.g. [29, p. 234, Eqs. (9.7)–(9.8)], [30, Problem 12.68]), [31, Eqs. (5.127)–(5.128)], [32, §22.8.1], and [33, Eqs. (12.6)] (for an alternative version compare also [33, Eqs. (12.7)] with [34, Eqs. (5.25)–(5.28)], [35, Eqs. (2.138)]. By contrast, Eq. (2.10) is the so-called generalized Ohm law, see e.g. [34, Eq. (5.28)], [35, Eq. (2.132)], [36, Problem 11.16], and [37, Problem 9-15]. In particular, the Minkowski formulae are supposed to yield “fully relativistic constitutive relations” [32, p. 859]. Before coming to our account of relativistic electromagnetic response theory, we will in the next subsection develop our criticism of these formulae.
2.2. Problems

Our criticism of the Minkowski formulae is based on four main arguments to be spelled out now:

\( (i) \) Tensorial response functions. The derivation of the Minkowski formulae breaks down for tensorial response functions, because in this case the field components parallel and orthogonal to the boost velocity \( \mathbf{v} \) do not decouple. For example, by generalizing Eq. (2.1) to

\[
\mathbf{D}' = \varepsilon_0 \varepsilon_r \mathbf{E}'
\]  

(2.11)

with a \((3 \times 3)\)-matrix \( \varepsilon_r \), we find that in general,

\[
\mathbf{v} (\mathbf{v} \cdot \mathbf{D}') = \varepsilon_0 \mathbf{v} (\mathbf{v} \cdot (\varepsilon_r \mathbf{E}')) \neq \varepsilon_0 \varepsilon_r \mathbf{v} (\mathbf{v} \cdot \mathbf{E}'),
\]  

(2.12)

and hence Eqs. (2.8) and (2.9) cannot be employed.

\( (ii) \) Wavevector and frequency dependence. In the Minkowski formulae, the response functions are treated as constants (i.e. numbers), while in reality they constitute response functions. These are non-local integral kernels in real space, or (for homogeneous systems) functions of the wavevector and the frequency in Fourier space. In other words, Eq. (2.11) has to be generalized further to

\[
\mathbf{D}'(\mathbf{x}, t) = \varepsilon_0 \int d^3 \mathbf{x}' \int d \mathbf{t}' \varepsilon_r (\mathbf{x} - \mathbf{x}', t - t') \mathbf{E}'(\mathbf{x}', t'),
\]  

(2.13)

or in Fourier space to

\[
\mathbf{D}'(\mathbf{k}, \omega) = \varepsilon_0 \varepsilon_r (\mathbf{k}, \omega) \mathbf{E}'(\mathbf{k}, \omega).
\]  

(2.14)

This shows that the wavevector- and frequency-dependent response functions also have to be transformed under Lorentz boosts, a fact which is completely ignored in the Minkowski formulae.

\( (iii) \) Inequivalent inertial frames. Contrary to the standard textbook lore, the Minkowski formulae actually do not constitute covariant response laws. In fact, a (Lorentz-)covariant law is an equation which has the same form in every (inertial) frame. This, however, does not apply
to the Minkowski formulae. Quite to the contrary, via the boost parameter \( v \), the Minkowski formulae single out a preferred frame where the naïve response laws in the form of Eqs. (2.1)–(2.3) hold. Given an arbitrary inertial frame, one is thus not able to determine the response relations of the electromagnetic fields associated with that very frame. Instead, in the first place one would have to determine the velocity \( v \) of the given inertial frame with respect to the preferred frame where Eqs. (2.1)–(2.3) hold. In particular, this shows that in a covariant response law, the boost parameter \( v \) must not enter as a matter of principle. Instead, this parameter should enter the transformation rules of all quantities involved in the response law.

(iv) Undefined rest frame. Finally, it is not clear in which frame the naïve formulae (2.1)–(2.3) actually hold, i.e., what defines the preferred frame mentioned under (iii). Associating this preferred frame with the “rest frame” may be intuitive for the simple case of moving bodies. By contrast, in the case of an electron gas (considered as a subsystem of a crystalline system composed of electrons and nuclei) or for relativistic plasmas, to cite only two examples, it is not so obvious how to proceed. In general, the response laws given by Eqs. (2.1)–(2.3) are relations between fields, and fields have no “rest frame”.

We remark that in previous works [38–45], the problem (i) of the original Minkowski formulae (2.6)–(2.7) has been cured by switching over to a formulation in terms of manifestly Lorentz-covariant response relations (see also Refs. [46, 47] which take into account frequencies and wavevectors). In particular, one may consider instead of the standard relations (2.1)–(2.2) a generalized constitutive relation (see Refs. [43, 48–50]), which reads in an adapted notation

\[
F_{\mu\nu}^{\text{ext}} = \chi_{\alpha\beta}^{\mu\nu} F_{\text{tot}}^{\alpha\beta}.
\]

(2.15)

Here, \( F_{\mu\nu} \) denotes the field strength tensor, which incorporates both electric and magnetic field components, and \( \chi_{\alpha\beta}^{\mu\nu} \) is called the field-strength response tensor (see Sct. 3.2). In this article, we aim instead at a Lorentz-covariant formulation of electromagnetic response theory in terms of the original three-dimensional (Cartesian) response tensors such as the conductivity tensor or the dielectric tensor. Furthermore, our approach also takes into account the fact that these response functions are not independent of each other but
related by Universal Response Relations (see Ref. [24] and Sct. 3.2 below). Such a fully relativistic electromagnetic response theory in terms of Cartesian response tensors has yet to be developed, a task which will be accomplished in the following.

3. Functional Approach

3.1. Fundamental response tensor

Modern microscopic electromagnetic response theory is based on the functional dependence \( j^\mu[A^\nu] \) of the induced four-current, \( j^\mu \equiv j^\mu_{\text{ind}} \), on the externally applied four-potential, \( A^\nu \equiv A^\nu_{\text{ext}} \) (see e.g. [21–23, 48, 51, 52]). This is precisely the starting point of the Functional Approach to electrodynamics of media [24–28], which in this respect axiomatizes the common practice in ab initio materials physics. Correspondingly, up to linear order in the external perturbation, we have the expansion

\[
j^\mu(x) = \int d^4x' \chi^\mu_\nu(x, x') A^\nu(x'),
\]

(3.1)

where \( x = (ct, \mathbf{x})^T \), and where \( \chi^\mu_\nu \) denotes the fundamental response tensor [3, 17, 20, 51, 53]. The latter can also be characterized as the functional derivative (see Ref. [24, §5.1])

\[
\chi^\mu_\nu(x, x') = \frac{\delta j^\mu(x)}{\delta A^\nu(x')}.
\]

(3.2)

On account of the continuity equation for the induced current density and its invariance with respect to gauge transformations of the external four-potential, the fundamental response tensor has the following general form in Fourier space [3, 24, 51]:

\[
\chi^\mu_\nu(k, k') = \begin{pmatrix}
-\frac{ek^T}{\omega} \hat{\chi}(k, k') & \frac{ek'}{\omega} \hat{\chi}(k, k') \\
-\frac{ek}{\omega} \hat{\chi}(k, k') & \frac{ek'}{\omega} \hat{\chi}(k, k')
\end{pmatrix},
\]

(3.3)

where \( k = (\omega/c, \mathbf{k})^T \). Therefore, the fundamental response tensor is completely determined by its spatial part, the current response tensor given by

\[
\hat{\chi}(k, k') = \frac{\delta j(k)}{\delta A(k')}.
\]

(3.4)
Furthermore, as the external four-potential contains the complete information about the externally applied electromagnetic perturbation, Eq. (3.1) constitutes the most general linear electromagnetic response law, which includes all effects of inhomogeneity, anisotropy, magnetoelectric cross-coupling and relativistic retardation. As shown explicitly in Ref. [24], all linear electromagnetic response functions can be calculated analytically from the fundamental response tensor by means of universal (i.e., frame-, model- and material-independent) response relations.

At the same time, Eq. (3.1) is manifestly Lorentz covariant and thus holds in every inertial frame. Here it is understood that the fundamental response tensor itself obeys a transformation law. The latter can be deduced directly from the well-known transformation law for four-vector fields,

\[
j^{\mu'}(x') = \Lambda^{\mu'}_{\mu} j^\mu(x),
\]
\[
A^{\mu'}(x') = \Lambda^{\mu'}_{\mu} A^\mu(x),
\]

where \( \Lambda \) is the Lorentz transformation under consideration, and \( x' = \Lambda x \). It turns out that the transformation law of the fundamental response tensor is of the tensorial type and reads explicitly

\[
\chi^{\mu'}_{\nu'}(x', y') = \Lambda^{\mu'}_{\mu} \Lambda^{\nu'}_{\nu} \chi^{\mu}_{\nu}(\Lambda^{-1} x', \Lambda^{-1} y').
\]

With this transformation law and with Eqs. (3.5)–(3.6), the fundamental response law given by Eq. (3.1) holds in the primed coordinate system as well. In principle, these straightforward considerations already solve the problem of formulating a covariant linear electromagnetic response theory on the most fundamental level.

### 3.2. Field strength response tensor

Traditionally, however, the usage of the fundamental response tensor which determines the induced four-current in terms of the external four-potential is not very widespread. Instead, one usually works with response functions of induced electric and magnetic fields with respect to external electric and magnetic fields. A natural way to incorporate these into our formalism lies in the transition to the manifestly covariant *field strength response tensor* [3, 24],

\[
\chi^{\mu\nu}_{\alpha\beta}(x, x') = \frac{\delta F^{\mu\nu}_{\text{ind}}(x)}{\delta F^{\alpha\beta}_{\text{ext}}(x')},
\]
where \( F^{\mu\nu} \) denotes the (induced or external) field strength tensor (see Appendix A.2). The corresponding linear expansion reads

\[
F^{\mu\nu}_{\text{ind}}(x) = \int d^4x' \chi^{\mu\nu}_{\alpha\beta}(x, x') F^{\alpha\beta}_{\text{ext}}(x').
\] (3.9)

It is straightforward to show that the field strength response tensor can be expressed analytically in terms of the fundamental response tensor. The concrete expressions can be written in real space as [21, Eq. (5.39)]

\[
\chi^{\mu\nu}_{\alpha\beta}(x, x') = \frac{1}{2\mu_0} \int d^4y \int d^4y' \mathcal{D}_0(x - y) \times \left( \partial^\mu \partial^\nu_{\alpha} \chi^{\nu\beta}(y, y') - \partial^\nu \partial^\mu_{\alpha} \chi^{\mu\beta}(y, y') - \partial^\mu \partial^\beta_{\alpha} \chi^{\nu\alpha}(y, y') + \partial^\nu \partial^\beta_{\alpha} \chi^{\mu\alpha}(y, y') \right) \mathcal{D}_0(y' - x'),
\] (3.10)

and in Fourier space as (see [3, Eq. (1.5.16)] or [24, Eq. (5.40)])

\[
\chi^{\mu\nu}_{\alpha\beta}(k, k') = -\frac{1}{2\mu_0} \mathcal{D}_0(k) \left( k^\mu \chi^{\nu\alpha}(k, k') k'^\beta - k^\nu \chi^{\mu\alpha}(k, k') k'^\beta - k^\mu \chi^{\nu\beta}(k, k') k'^\alpha + k^\nu \chi^{\mu\beta}(k, k') k'^\alpha \right) \mathcal{D}_0(k').
\] (3.11)

Here, \( \mathcal{D}_0 \) denotes the Green function of the d’Alembert operator, which is given explicitly in momentum space by [21, §3.1]

\[
\mathcal{D}_0(k; \omega) = \frac{1}{\varepsilon_0 - \omega^2 + c^2|k|^2}.
\] (3.12)

By invoking the general form (3.3) of the fundamental response tensor and reading out the electric and magnetic fields separately, we thus obtain the following partial response functions (cf. §3.4):

\[
\frac{\delta E^i_{\text{ind}}(k, \omega)}{\delta E^j_{\text{ext}}(k', \omega')} = \frac{\omega^2 \delta_{im} - c^2 k_i k_m}{\omega^2 - c^2|k|^2} \frac{\chi_{mn}(k, \omega; k', \omega')}{-\varepsilon_0 \omega \omega'} \frac{\omega^2 \delta_{nj} - c^2 k_n k'_j}{\omega^2 - c^2|k'|^2},
\] (3.13)

\[
1 c \frac{\delta E^i_{\text{ind}}(k, \omega)}{\delta B^j_{\text{ext}}(k', \omega')} = \frac{\omega^2 \delta_{im} - c^2 k_i k_m}{\omega^2 - c^2|k|^2} \frac{\chi_{mn}(k, \omega; k', \omega')}{-\varepsilon_0 \omega \omega'} \frac{\varepsilon_{n\ell j} \omega' c k'_\ell}{\omega^2 - c^2|k'|^2},
\] (3.14)

\[
c \frac{\delta B^i_{\text{ind}}(k, \omega)}{\delta E^j_{\text{ext}}(k', \omega')} = \frac{\varepsilon_{ikm} \omega c k_k}{\omega^2 - c^2|k|^2} \frac{\chi_{mn}(k, \omega; k', \omega')}{-\varepsilon_0 \omega \omega'} \frac{\omega^2 \delta_{nj} - c^2 k_n k'_j}{\omega^2 - c^2|k'|^2},
\] (3.15)

\[
\frac{\delta B^i_{\text{ind}}(k, \omega)}{\delta B^j_{\text{ext}}(k', \omega')} = \frac{\varepsilon_{ikm} \omega c k_k}{\omega^2 - c^2|k|^2} \frac{\chi_{mn}(k, \omega; k', \omega')}{-\varepsilon_0 \omega \omega'} \frac{\varepsilon_{n\ell j} \omega' c k'_\ell}{\omega^2 - c^2|k'|^2}.
\] (3.16)
where we sum over all doubly appearing Cartesian indices \( i = 1, 2, 3 \). These formulae slightly generalize the ones given in Ref. [24, §6.5] in that they apply also to temporally inhomogeneous systems. They are valid in every inertial frame, and thus they constitute the searched-for relativistically covariant formulation of electromagnetic linear response theory. For the corresponding expansion of the induced electric and magnetic fields in terms of the external perturbation, we refer the interested reader to Ref. [24, §6.6].

3.3. Homogeneous limit and covariance

As mentioned before, the microscopic electromagnetic response theory which is based on the fundamental response tensor is generally valid and in particular applies even to inhomogeneous systems. Here, “system” may refer to any concrete material sample with a certain geometry, shape, boundaries, etc. Correspondingly, the response functions involved in this general formalism depend on two wavevectors \( \mathbf{k}, \mathbf{k}' \) and on two frequencies \( \omega, \omega' \). In fact, even for the hypothetical case of a material filling out all of space (i.e., a system with no boundaries), due to the atomic structure of the material the microscopic response functions do not necessarily have to be spatially homogeneous. By contrast, material properties are always assumed to be spatially homogeneous with respect to time. Hence, the corresponding response functions depend only on the difference \( t - t' \) of the two time arguments, or in the Fourier domain on only one frequency.

Unfortunately, however, this condition is not Lorentz covariant. This means, a response function which in a certain inertial frame depends on two wavevectors \( \mathbf{k}, \mathbf{k}' \) but only one frequency \( \omega \), does not necessarily have the same form in another inertial frame, where it will in general depend nontrivially on two entire four-vectors \( k \) and \( k' \). This problem does not arise in the homogeneous limit, where the response functions essentially depend on only one four-vector \( k \) (see [24, §2.1]). Happily, we note that homogeneity is assumed anyway for most practical applications and, in particular, for the derivation of wave equations in media (see the discussion in Ref. [25, §3.2.2]). Without spatial and temporal homogeneity though, things become more complicated. Then, the dependence of a response function on two frequencies implies a nontrivial dependence on two times \( t \) and \( t' \), as opposed to a mere dependence on the time difference \( t - t' \). Physically, this implies for example that the “delay” between a perturbation and a response depends on when the perturbation is switched on! Clearly, such a response does not qualify as a material property. In fact, it is at odds with the intuitive idea
that a material property does not change in time—otherwise it would not be a material property but a property of the concrete system under consideration.

We therefore come to the following conclusion: *For genuinely inhomogeneous materials, there cannot be a Lorentz covariant description.* Instead, there is a preferred frame of reference in which the spatially inhomogeneous system displays a temporal homogeneity. We stress, however, that this does not mean that the fundamental linear response law (3.1) would lose its covariance or even its validity for inhomogeneous systems. Quite to the contrary, the response law remains valid, but the corresponding response functions can then not be interpreted as material properties anymore. Instead, they then characterize the response of the concrete inhomogeneous system under consideration.

### 3.4. Physical response functions

As has been explained in detail in Ref. [24, §6.1], the partial response functions introduced by Eq. (3.8) in the preceding subsection do not correspond to physical response functions. The reason for this is that they are defined as partial derivatives, in which per definitionem the external electric and magnetic fields are varied independently of each other. In reality, however, this is not possible because the external electromagnetic fields have to fulfill Maxwell’s equations, and thus the transverse electric field is linked to the magnetic field via Faraday’s law. Consequently, although the partial response functions (3.13)–(3.16) give rise to a valid linear expansion of the induced fields in terms of the external fields, the involved response functions do not correspond to quantities which can be measured separately.

For this reason, physical response functions are necessarily given by total functional derivatives. They serve the purpose of expressing the induced fields in terms of those parts of the perturbation which can be varied independently (i.e., the longitudinal electric field and the magnetic field, or alternatively, the electric field and the static part of the magnetic field, see Ref. [24, §4.3 and §6.6]). Both practically and conceptually, physical response functions are therefore best suited for the description of material properties. Concretely, this means that in a linear expansion like

$$E_{\text{ext}} = \varepsilon \leftrightarrow E_{\text{tot}},$$  \hspace{1cm} (3.17)

which defines the microscopic dielectric tensor (see e.g. [16, 52]), the latter
has to be characterized as the total functional derivative

\[ \varepsilon_t = \frac{\delta E_{\text{ext}}}{\delta E_{\text{tot}}} = \delta E_{\text{ext}} \delta E_{\text{tot}} + \delta B_{\text{tot}} \delta E_{\text{tot}}. \]  

(3.18)

Here, the derivative of the magnetic field with respect to the electric field has to be evaluated by means of Faraday’s law (see [24, §4.2]). A similar equation holds for the physical conductivity tensor (see [24, §6.2] or [28, Eq. (15)]). We particularly stress that the dielectric tensor must therefore not be identified with the partial response function given in Eq. (3.13) (see [51, Eq. (12) and comments] in this context).

We conclude that it is desirable to have relativistic transformation laws for the conductivity tensor and the dielectric tensor as well, since these are physical—and hence in principle measurable—response functions. On the other hand, the Cartesian structure of the corresponding response relations casts serious doubts upon the shear existence of such relativistic transformation laws. For Ohm’s law in the homogeneous limit, however, the proof of principle in this respect has been given by the authors of this article in Ref. [28]. In the following, we will first rederive the already established transformation law of the conductivity tensor under Lorentz boosts by a method which displays a closer analogy to the original logic of H. Minkowski’s article [2]. After that, we will deduce in a similar way the desired relativistic transformation law of the dielectric tensor.

4. Cartesian boost transforms

In this final section, we come to the problem of deriving a transformation law for the dielectric tensor under Lorentz boosts. This problem has already been treated in Ref. [51] with a method which has later been rediscovered in Ref. [28]. Unfortunately, however, Ref. [51] uses a relation between the dielectric tensor and the conductivity tensor [51, Eq. (14)] which is actually only valid in the long-wavelength limit (see [26, §2.5]) and hence, in particular, not Lorentz covariant. In §4.3 and §4.4 we will therefore systematically derive the behavior of the conductivity tensor and the dielectric tensor under Lorentz boosts. For technical reasons, however, we will start this section with the derivation of transformation laws for the (spatial) current density (§4.1) and the electric field vector in Fourier space (§4.2).
4.1. Spatial current density

The Lorentz transformation law for the spatial current density can be derived by first transforming the four-current \( j^\mu = (c\rho, j) \) in the unprimed reference frame with a Lorentz boost (see Appendix A.1) in order to obtain the four-current \( j'^\mu = (c\rho', j') \) in the primed reference frame. In the resulting expression for \( j' \) in terms of \( j \) and \( \rho \), one can then eliminate the charge density \( \rho \) in terms of the current density \( j \) via the continuity equation. The result will be a linear expression for the current density \( j' \) in the primed frame in terms of the current density \( j \) in the unprimed frame.

Concretely, our starting point is the fundamental transformation law for Minkowski tensor fields as applied to the current density four-vector in Fourier space,

\[
j'^\mu(k') = \Lambda^\nu_\mu j^\nu(k), \tag{4.1}
\]

where \( k' = \Lambda k \). The above equation is of course none other than Eq. (3.5) in Fourier space. Using the expression (A.7) for the Lorentz boost \( \Lambda = \Lambda(v) \), we obtain from this the transformed current density in terms of the spatial part of the boost matrix as

\[
\vec{j}'(k', \omega') = -\gamma\rho(k, \omega) v + \hat{\Lambda}(\omega) \vec{j}(k, \omega), \tag{4.2}
\]

On the other hand, by means of the continuity equation in Fourier space,

\[
\rho(k, \omega) = \frac{k \cdot \vec{j}(k, \omega)}{\omega}, \tag{4.3}
\]

we can eliminate the charge density from Eq. (4.2). Thus, we find the relation for the spatial current density

\[
\vec{j}'(k', \omega') = \left( -\gamma \frac{vk^T}{\omega} + \hat{\Lambda}(\omega) \right) \vec{j}(k, \omega), \tag{4.4}
\]

which can also be written as

\[
\vec{j}'(k', \omega') = \hat{\Lambda}(\omega) \left( 1 - \gamma \hat{\Lambda}^{-1}(\omega) \frac{vk^T}{\omega} \right) \vec{j}(k, \omega). \tag{4.5}
\]

Further using Eq. (A.19), we obtain

\[
\vec{j}'(k', \omega') = \hat{\Lambda}(\omega) \left( 1 - \frac{vk^T}{\omega} \right) \vec{j}(k, \omega). \tag{4.6}
\]
This is the desired relativistic transformation law for the spatial current density. For later purposes, we condense it into

\[ j'(k', \omega') = \Lambda_{j,v}(k, \omega) j(k, \omega), \quad (4.7) \]

where the transformation matrix is defined as

\[ \Lambda_{j,v}(k, \omega) := \Lambda(v) \left( 1 - \frac{vk^T}{\omega} \right). \quad (4.8) \]

In particular, this shows that the transformation behavior of the spatial current density is not (and must not be) of the tensorial type, because the corresponding transformation matrix \( \Lambda_{j,v} \) also depends on the arguments \( (k, \omega) \) of the vector field. This is in contrast to the case of spatial rotations, which do not mix temporal and spatial components. In fact, under such rotations \( R \in \text{SO}(3) \), the current density transforms trivially as

\[ j'(k', \omega) = R j(k, \omega), \quad (4.9) \]

where \( k' = Rk \). In other words, under spatial rotations the current density behaves as an ordinary Cartesian tensor. The same applies, of course, to the electric field vector, whose transformation under Lorentz boosts we will consider in the next subsection.

### 4.2. Electric field vector

In principle, the procedure used to derive the transformation law of the electric field is completely analogous to the one applied in the preceding subsection: we start from the well-known behavior of the electric field under Lorentz boosts (see Appendix A.2) and then express all quantities in terms of the electric field, which is indeed feasible in Fourier space. However, in order to obtain a compact expression which suits our later purposes, we will have to engage in a somewhat lengthy calculation.

As a matter of principle, under a boost \( \Lambda(v) \) with velocity parameter \( v \), the electric field in Fourier space transforms according to Eq. (A.35), which we reproduce here again for the convenience of the reader:

\[ E'(k', \omega') = \gamma \left( E(k, \omega) + v \times B(k, \omega) \right) - (\gamma - 1) \frac{v \cdot E(k, \omega)}{|v|^2} v. \quad (4.10) \]
At first sight, the electric field in the primed frame of reference also depends on the magnetic field in the unprimed frame. In Fourier space, however, the magnetic field can be expressed in terms of the electric field as

\[ B(k, \omega) = \frac{k \times E(k, \omega)}{\omega}, \]  

(4.11)

which follows from Faraday’s law (see [24, §4.2]). Substituting this in the transformation law (4.10) yields after a straightforward manipulation

\[ E' = \gamma \left(1 - \frac{v \cdot k}{\omega}\right) E + (1 - \gamma) \frac{v \cdot E}{|v|^2} v + \gamma \frac{v \cdot E}{\omega} k, \]  

(4.12)

where the arguments of the electric field have been suppressed. By factoring out the coefficient of the electric field in the first term, this yields

\[ E' = \gamma \left(1 - \frac{v \cdot k}{\omega}\right) \left(1 + \frac{1 - \gamma}{\gamma} \frac{v \cdot E}{|v|^2} + \frac{k (v \cdot E)}{\omega - v \cdot k}\right) E. \]  

(4.13)

and by factoring out the electric field itself on the right-hand side, we obtain

\[ E' = \gamma \left(1 - \frac{v \cdot k}{\omega}\right) \left(1 + \frac{1 - \gamma}{\gamma} \frac{v v^T}{|v|^2} + \frac{k v^T}{\omega - v \cdot k}\right) E. \]  

(4.14)

We now subject the second term in brackets to another complicated transformation. First, we re-express it in the form

\[ \left(1 + \frac{1 - \gamma}{\gamma} \frac{v v^T}{|v|^2} + \frac{1 - \gamma}{\gamma} \frac{v \cdot k}{|v|^2} \frac{v v^T}{\omega - v \cdot k} + \frac{k v^T}{\omega - v \cdot k}\right) E. \]  

(4.15)

Next, using the projectors (A.16) and (A.17) on the direction of \( v \) and its complement, we recast this into

\[ \left(1 + \frac{1 - \gamma}{\gamma} \frac{v v^T}{|v|^2} + \frac{1 - \gamma}{\gamma} \frac{v \cdot k}{|v|^2} \frac{v v^T}{\omega - v \cdot k} + \frac{k v^T}{\omega - v \cdot k}\right) E. \]  

(4.16)

This expression can be further reworked to yield

\[ \left(1 + \frac{1 - \gamma}{\gamma} \frac{v v^T}{|v|^2} + \frac{1 - \gamma}{\gamma} \frac{v \cdot k}{|v|^2} \frac{k v^T}{\omega - v \cdot k} + \frac{k v^T}{\omega - v \cdot k}\right) E. \]  

(4.17)
Fortunately, the term in brackets now factorizes as
\[
\left( \frac{1}{\gamma} \hat{P}_L(v) + \hat{P}_T(v) \right) \left( \frac{k v^T}{\omega - v \cdot k} \right) E.
\] (4.18)

Putting everything together, we obtain the transformation law for the electric field in the form
\[
E' = \gamma \left( 1 - \frac{v \cdot k}{\omega} \right) \left( \frac{1}{\gamma} \hat{P}_L(v) + \hat{P}_T(v) \right) \left( \frac{k v^T}{\omega - v \cdot k} \right) E.
\] (4.19)

Finally, by restoring arguments and using Eq. (A.18), we arrive at
\[
E'(k', \omega') = \gamma \left( 1 - \frac{v \cdot k}{\omega} \right) \hat{\Lambda}^{-1}(v) \left( \frac{1}{\gamma} \hat{P}_L(v) + \hat{P}_T(v) \right) \left( \frac{k v^T}{\omega - v \cdot k} \right) E(k, \omega).
\] (4.20)

This is the desired transformation law for the electric field. In analogy to the case of the current density, we write it compactly as
\[
E'(k', \omega') = \hat{\Lambda}_{E,v}(k, \omega) E(k, \omega),
\] (4.21)

where the transformation matrix for the electric field is defined as
\[
\hat{\Lambda}_{E,v}(k, \omega) := \gamma \left( 1 - \frac{v \cdot k}{\omega} \right) \hat{\Lambda}^{-1}(v) \left( \frac{1}{\gamma} \hat{P}_L(v) + \hat{P}_T(v) \right) \left( \frac{k v^T}{\omega - v \cdot k} \right)^{-1}.
\] (4.22)

In this last formula we have further used the relation
\[
\left( \frac{1}{\gamma} \hat{P}_L(v) + \hat{P}_T(v) \right) \left( \frac{k v^T}{\omega - v \cdot k} \right)^{-1} = \left( \frac{k v^T}{\omega - v \cdot k} \right)^{-1} \left( \frac{k v^T}{\omega - v \cdot k} \right),
\] (4.23)

which is also straightforward to prove.

4.3. Conductivity tensor

In the preceding subsections, we have derived Cartesian transformation laws for the current density and for the electric field in Fourier space. With these, we will now derive the resulting transformation law for the conductivity tensor. We start by assuming the validity of Ohm’s law in the primed reference frame, i.e.,
\[
j' = \hat{\sigma}' \hat{E}'.
\] (4.24)
Invoking the derived transformation laws in the symbolic form

\[ \mathbf{j}' = \mathbf{\Lambda}_{j,v} \mathbf{j}, \quad \mathbf{E}' = \mathbf{\Lambda}_{E,v} \mathbf{E}, \]

and solving for the current density in the unprimed frame, we obtain

\[ \mathbf{j} = \left( \left( \mathbf{\Lambda}_{j,v} \right)^{-1} \mathbf{\sigma}' \mathbf{\Lambda}_{E,v} \right) \mathbf{E}. \]

Interpreting this formula as Ohm’s law in the unprimed frame—with the term in brackets being the conductivity tensor in the unprimed frame—we find the transformation law for the conductivity tensor in the abstract form

\[ \mathbf{\sigma}' = \mathbf{\Lambda}_{j,v} \mathbf{\sigma} \left( \mathbf{\Lambda}_{E,v} \right)^{-1}. \]

After restoring all arguments by means of Eqs. (4.8) and (4.22), this reads explicitly

\[ \mathbf{\sigma}'(k',\omega') = \frac{1}{\gamma} \left( 1 - \frac{v \cdot k}{\omega} \right)^{-1} \mathbf{\Lambda}(v) \left( \mathbf{1} - \frac{v k^T}{\omega} \right) \mathbf{\sigma}(k,\omega) \left( \mathbf{1} - \frac{k v^T}{\omega} \right) \mathbf{\Lambda}(v). \]

This is the searched-for transformation law for the conductivity tensor. It coincides exactly with [28, Eq. (28)], where it was derived by a completely different method (whose logic, however, can already be found in the seminal work Ref. [51]). In the same article, we have shown that the assumption of a scalar and constant conductivity in the primed reference frame yields back the ordinary relativistic generalization of Ohm’s law, Eq. (2.10).

### 4.4. Dielectric tensor

Finally, we come to the Lorentz boost transform of the dielectric tensor. We proceed in complete analogy to the case of the conductivity tensor: we start from the defining equation for the dielectric tensor in the primed frame of reference,

\[ \mathbf{E}'_{\text{ext}} = \mathbf{\varepsilon}' \mathbf{E}'_{\text{tot}}, \]

and substitute Eq. (4.21) for both the external and the total electric field. In this way we find the fundamental transformation law of the dielectric tensor
in the symbolic form

\[ \varepsilon_r' = \Lambda_{E,u} \varepsilon_r (\Lambda_{E,u})^{-1}. \] (4.31)

Using the concrete expression (4.22) we arrive at the compact formula

\[ \varepsilon_r'(k',\omega') = \Lambda^{-1}(v) \left( 1 - \frac{k v^T}{\omega} \right)^{-1} \varepsilon_r(k,\omega) \left( 1 - \frac{k v^T}{\omega} \right) \Lambda(v). \] (4.32)

This is the transformation law for the wavevector- and frequency-dependent dielectric tensor, which constitutes the central result of this article.

Apart from the general interest which the correct relativistic transformation law of the dielectric tensor certainly deserves, there are essentially three important conclusions to be drawn from our result (4.32):

(i) **Scalar dielectric constant.** First, it follows that the assumption of a constant dielectric function (i.e., a dielectric function not depending on \( \omega \) and \( k \)) is Lorentz covariant. Thus, if the dielectric tensor is given by a scalar constant in the unprimed inertial frame,

\[ (\varepsilon_r)_{ij}(k,\omega) = \varepsilon_r \delta_{ij}, \] (4.33)

then it is also given by a scalar constant in the primed inertial frame,

\[ (\varepsilon_r')_{ij}(k',\omega') = \varepsilon_r' \delta_{ij}, \] (4.34)

and moreover, these constants coincide,

\[ \varepsilon_r' = \varepsilon_r. \] (4.35)

Put differently, the dielectric constant is a Lorentz scalar. This is in stark contrast to the conductivity tensor, which can be assumed constant at most in a single inertial frame. In all boosted inertial frames, it will then have a wavevector and frequency dependence which is determined by the corresponding transformation law (4.29).

(ii) **Scalar dielectric function.** Second, if the dielectric tensor is given by a dielectric function times the unit matrix, i.e.,

\[ \varepsilon_r'(k,\omega) = \varepsilon_r(k,\omega) \mathbf{1}, \] (4.36)
then this structure is also preserved under Lorentz transformations, and the involved dielectric function transforms trivially as

\[ \varepsilon'_r(\mathbf{k}', \omega') = \varepsilon_r(\mathbf{k}, \omega). \]  

(4.37)

In other words, the dielectric function transforms as a scalar function under Lorentz boosts.

(iii) Dispersion relation. Finally, by taking the determinant of the transformation law (4.32), we obtain the equality

\[ \det \varepsilon'_r(\mathbf{k}', \omega') = \det \varepsilon_r(\mathbf{k}, \omega). \]  

(4.38)

This is important for the following reason: The electromagnetic dispersion relation in materials, \( \omega = \omega_k \), is defined by the condition (see Ref. [26] for a paradigmatic discussion)

\[ \det \varepsilon_r(\mathbf{k}, \omega_k) = 0. \]  

(4.39)

From the equality (4.38) it now follows that the four-vector \( (\omega_k/c, \mathbf{k})^T \), which describes proper oscillations of the medium in the unprimed inertial frame, corresponds to the four-vector \( (\omega'_k/c, \mathbf{k}')^T \) in the primed inertial frame. In other words, the dispersion relation \( \omega_k \) can be combined with the wavevector \( \mathbf{k} \) into a four-vector, and this formal four-vector transforms precisely as it should: namely as a Minkowski four-vector. We illustrate this result in Appendix B by applying it to the transformation behavior of the refractive index.

We conclude this section with the following remark: The conductivity tensor and the dielectric tensor each contain separately the full information about the linear electromagnetic response of any material. The reason for this is that any magnetic field can be expressed via Faraday’s law in terms of a transverse electric field. On the other hand, the longitudinal part of the electric field can in general not be eliminated in terms of the magnetic field, and consequently, the magnetic permeability tensor or the magnetoelectric cross-coupling tensors do not contain the complete information about the linear electromagnetic response (see Ref. [24]). Therefore, it is also not possible to formulate a relativistic transformation law for these latter response functions. Furthermore, as we have pointed out already in Ref. [28], a description...
in terms of the conductivity tensor or the dielectric tensor alone is also not possible in the presence of static magnetic fields (which we have implicitly excluded in this article). This restriction, however, does not concern the relativistic transformation laws of the corresponding material relations but rather their very validity in any inertial frame.

5. Conclusion

After a short critique of the Minkowski formulae, we have given a concise introduction to modern microscopic electromagnetic response theory as embodied in particular in the Functional Approach to electrodynamics of media. Concomitantly, we have shown that this approach is inherently Lorentz covariant and thus not in need of a relativistic generalization. On the most fundamental level, a Lorentz-covariant description of electromagnetic material properties can be given in terms of the fundamental response tensor (§3.1) or in terms of the field strength response tensor (§3.2). On the other hand, we have shown in this article that a covariant Cartesian response theory in terms of the conductivity tensor or the dielectric tensor can be formulated as well. The corresponding response laws, Eq. (4.24) and Eq. (4.30), are in fact already Lorentz covariant, provided that all quantities involved in the response laws (the fields and the response functions) are correctly transformed under coordinate changes. The transformation laws under Lorentz boosts are given explicitly for the spatial current density by Eq. (4.6), for the electric field by Eq. (4.20), for the conductivity tensor by Eq. (4.29), and for the dielectric tensor by Eq. (4.32). Our derivation of these fundamental Lorentz transformation laws follows a logic closely parallel to the original derivation of the Minkowski formulae. Finally, we have discussed the special cases of a scalar dielectric function and a dielectric constant, and we have justified the transformation law of the dispersion relation, which has already been used in Ref. [26, Appendix A] for investigating the refractive index of moving media. Our results show that modern ab initio materials physics also leads to conceptually new results in classical relativistic electrodynamics, an area of theoretical physics which appeared to be definitely settled for more than a century.
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A. Basics of special relativity

A.1. Lorentz boost

In this appendix, we review some aspects of special relativity relevant to this article. For more detailed introductions, see e.g. Refs. [54–57].

Generally, the Lorentz group consists of linear transformations $\mathbb{R}^4 \rightarrow \mathbb{R}^4$,

\[ x^{\mu'} = \Lambda^{\mu'}_{\mu} x^\mu, \quad (A.1) \]

which leave invariant the Minkowski scalar product

\[ \eta(x, y) \equiv \eta_{\mu\nu} x^\mu y^\nu = -x^0 y^0 + \mathbf{x} \cdot \mathbf{y}. \quad (A.2) \]

Here, we have used a suggestive index notation which emphasizes the facts that (i) the vector $x$ on both sides of Eq. (A.1) is the same vector but expressed in different (primed or unprimed) coordinates, and (ii) the transformation matrix $\Lambda^{\mu'}_{\mu}$ is itself not a Lorentz tensor, as its two indices $\mu'$ and $\mu$ refer to different coordinate systems. Physically, a Lorentz transformation corresponds to a coordinate change between two inertial systems. This means, the space-time coordinates $x^\mu$ and $x^{\mu'}$ describe the same event but in different inertial systems:

\[ x^\mu e_\mu = x^{\mu'} e_{\mu'}, \quad (A.3) \]

where $e_\mu$ and $e_{\mu'}$ are the respective orthonormal basis vectors of the two coordinate systems (pointing in the respective time and space directions). One easily convinces oneself that the Lorentz group comprises the time-reversal transformation,

\[ x^0 \mapsto -x^0, \quad (A.4) \]

the spatial reflection (parity transformation),

\[ \mathbf{x} \mapsto -\mathbf{x}, \quad (A.5) \]
and all spatial rotations,
\[ x \mapsto R x, \]  
(A.6)

where \( R \in \text{SO}(3) \). While spatial rotations, time-reversal and spatial reflection are also symmetries in Galilean mechanics, the qualitatively new effects of special relativity are embodied in the Lorentz boosts, which are the relativistic analogon of the special Galilei transformations (see e.g. [55, §4.4.2]). Fortunately, every “proper, orthochronous” Lorentz transformation can be represented as the product of a spatial rotation and a Lorentz boost, while the most general Lorentz transformation is a “proper, orthochronous” Lorentz transformation possibly combined with the time-reversal and/or the parity transformation. For many purposes, it therefore suffices to study only the Lorentz boosts.

Concretely, a Lorentz boost matrix is of the form
\[
\Lambda^\mu_{\nu}(v) = \begin{pmatrix} \gamma & -\gamma v^T/c \\ -\gamma v/c & \Lambda(v) \end{pmatrix},
\]
(A.7)

with the relativistic root
\[ \gamma = \frac{1}{\sqrt{1 - |v|^2/c^2}}, \]  
(A.8)

and the spatial part of the boost matrix given by
\[ \Lambda(v) = 1 + (\gamma - 1) \frac{vv^T}{|v|^2}. \]  
(A.9)

We note that both this \((3 \times 3)\)-matrix and the whole \((4 \times 4)\)-matrix in Eq. (A.7) are Hermitean, i.e.,
\[ \Lambda(v) = \Lambda^T(v). \]  
(A.10)

For \( \Lambda = \Lambda(v) \), the transformation \([A.1]\) of the time and space coordinates can be written explicitly as
\[ t' = \gamma \left( t - \frac{v \cdot x}{c^2} \right), \]  
(A.11)

\[ x' = x + v \left( -\gamma t + (\gamma - 1) \frac{v \cdot x}{|v|^2} \right). \]  
(A.12)
Physically, the vector-valued boost parameter $\mathbf{v}$ is therefore the velocity of the primed coordinate frame relative to the unprimed frame. (This becomes immediately clear by considering the origin of the primed frame, which has the spatial coordinates $x' = 0$ and $x = vt$, respectively.) Correspondingly, the inverse of $\Lambda(\mathbf{v})$ is given by

$$\Lambda^{-1}(\mathbf{v}) = \Lambda(-\mathbf{v}). \quad (A.13)$$

Finally, we assemble some useful formulae. First, the relativistic root fulfills the identity

$$\gamma^2 = \frac{c^2}{|\mathbf{v}|^2} (\gamma + 1)(\gamma - 1). \quad (A.14)$$

On the other hand, we can write the spatial part of the Lorentz boost, Eq. (A.9), in the alternative form

$$\hat{\Lambda}(\mathbf{v}) = \hat{1} + (\gamma - 1) \hat{P}_L(\mathbf{v}) = \gamma \hat{P}_L(\mathbf{v}) + \hat{P}_T(\mathbf{v}), \quad (A.15)$$

with the longitudinal and transverse (with respect to the velocity $\mathbf{v}$) projection operators

$$\hat{P}_L(\mathbf{v}) = \frac{\mathbf{v}\mathbf{v}^T}{|\mathbf{v}|^2}; \quad (A.16)$$

$$\hat{P}_T(\mathbf{v}) = \hat{1} - \hat{P}_L(\mathbf{v}). \quad (A.17)$$

For the inverse of (A.15) we then have

$$(\hat{\Lambda}(\mathbf{v}))^{-1} \equiv \hat{\Lambda}^{-1}(\mathbf{v}) = \frac{1}{\gamma} \hat{P}_L(\mathbf{v}) + \hat{P}_T(\mathbf{v}), \quad (A.18)$$

whence we get the relation

$$\hat{\Lambda}^{-1}(\mathbf{v}) \mathbf{v} = \frac{\mathbf{v}}{\gamma}. \quad (A.19)$$

We particularly emphasize that for the Cartesian boost matrix (A.18),

$$\hat{\Lambda}^{-1}(\mathbf{v}) \neq \hat{\Lambda}(-\mathbf{v}), \quad (A.20)$$

which is not in conflict with the property (A.13) of the four-dimensional (Minkowskian) Lorentz boost matrix.
A.2. Electromagnetic field transformation

In this subsection, we assemble the relevant formulae for the Lorentz boost transformations of electromagnetic fields. We give a derivation in the \((3 + 1)\)-formalism (see e.g. Refs. \[58, 59\], and for another recent application see Ref. \[60\]). First, we recall that the field strength tensor is defined as

\[
F^{\mu\nu} = \partial^\mu A^\nu - \partial^\nu A^\mu .
\]  
(A.21)

With the definition of the four-potential \(A^\mu\) in terms of the scalar potential \(\varphi\) and the vector potential \(A\), i.e.,

\[
A^\mu = \begin{pmatrix} \varphi/c \\ A \end{pmatrix},
\]  
(A.22)

this yields the entries of the field strength tensor as

\[
F^{0i} = E^i/c,
\]  
(A.23)
\[
F^{ij} = \varepsilon_{ijk} B^k .
\]  
(A.24)

We further introduce the Cartesian magnetic field matrix

\[
B_{ij} := \varepsilon_{ikj} B^k ,
\]  
(A.25)
from which the magnetic field vector can be retrieved as

\[
B_i = \frac{1}{2} \varepsilon_{ijk} B^j .
\]  
(A.26)

In matrix form, we can write Eq. \((A.25)\) as

\[
\vec{B} = \begin{pmatrix} 0 & -B_3 & B_2 \\ B_3 & 0 & -B_1 \\ -B_2 & B_1 & 0 \end{pmatrix} .
\]  
(A.27)

In particular, the magnetic field matrix is antisymmetric and has the following properties for every vector \(v\):

\[
\vec{B} v = B \times v ,
\]  
(A.28)
\[
v^T \vec{B} = (v \times B)^T .
\]  
(A.29)
The field strength tensor can now be rewritten in the \((3+1)\)-formalism as

\[
F_{\mu\nu} = \begin{pmatrix}
0 & \frac{E^T}{c} \\
-\frac{E}{c} & -B
\end{pmatrix}.
\] (A.30)

We now come to the behavior of the electric and magnetic fields under Lorentz transformations, in particular under Lorentz boosts. As a matter of principle, the field strength tensor transforms as a second-rank tensor, i.e.,

\[
F'_{\mu'\nu'} = \Lambda_{\mu'}^{\mu} \Lambda_{\nu'}^{\nu} F_{\mu\nu}.
\] (A.31)

This can be written equivalently as a matrix multiplication,

\[
F' = \Lambda F \Lambda^T,
\] (A.32)

with the boost matrix \(\Lambda \equiv \Lambda(v)\) given by Eq. (A.7). This transformation law preserves the antisymmetry of the field strength tensor, \(F^T = -F\), and hence we can make the ansatz for the transformed field strength tensor

\[
F'_{\mu'\nu'} = \begin{pmatrix}
0 & \frac{E'^T}{c} \\
-\frac{E'}{c} & -B'
\end{pmatrix},
\] (A.33)

which implicitly defines the electric and magnetic fields in the primed coordinate frame. Now, using Eqs. (A.7) and (A.30), we can multiply out the right-hand side of Eq. (A.32) in the \((3+1)\)-formalism and compare the result to Eq. (A.33). With the help of the identities (A.14) and (A.28)–(A.29), we then find the transformation law for the electric field vector,

\[
E' = -\frac{\gamma}{c^2} (v \cdot E) v + \gamma \Lambda E - \gamma \Lambda B v,
\] (A.34)

which after some manipulations simplifies to

\[
E' = \gamma (E + v \times B) - (\gamma - 1) \frac{v (v \cdot E)}{|v|^2} .
\] (A.35)

Similarly, for the magnetic field matrix, we first find

\[
B' = \frac{\gamma}{c^2} v (E^T \Lambda) - \frac{\gamma}{c^2} (\Lambda E) v^T + \Lambda B \Lambda,
\] (A.36)
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which can be rewritten as

\[ \mathbf{B}' = \mathbf{B} + w v^T - v w^T, \]  

(A.37)

where we have defined the vector

\[ w = -\gamma \frac{E}{c^2} + (\gamma - 1) \frac{\mathbf{B} \times v}{|v|^2}, \]

(A.38)

In components, Eq. (A.37) means

\[ B'_{jk} = B_{jk} + w_j v_k - v_j w_k. \]

(A.39)

Using Eq. (A.26) this implies for the magnetic field components that

\[ B'_i = B_i - \epsilon_{ijk} w_j v_k, \]

(A.40)

or equivalently, in vector notation,

\[ \mathbf{B}' = \mathbf{B} - w \times v. \]

(A.41)

Substituting Eq. (A.38) for \( w \) therefore yields

\[ \mathbf{B}' = \gamma \left( \mathbf{B} - \frac{v \times E}{c^2} \right) - (\gamma - 1) \frac{v (v \cdot \mathbf{B})}{|v|^2}, \]

(A.42)

which is the desired transformation law for the magnetic field. In particular, the results (A.35) and (A.42) imply that

\[ v \cdot E' = v \cdot E, \]

(A.43)

\[ v \cdot B' = v \cdot B, \]

(A.44)

which means that the electric and magnetic field components parallel to the boost velocity \( v \) stay constant under the Lorentz boost transformation.

**B. Fizeau experiment and Fresnel drag**

To illustrate the covariant definition of the dispersion relation in materials, we here re-investigate theoretically the Fizeau experiment. This experiment established that the speed of light \( u' \) in a moving medium is related
to the speed $u$ in the respective medium at rest by the conspicuous formula\[61\] pp. 447 f.]

$$u' = u - v \left(1 - \frac{1}{n^2}\right). \quad (B.1)$$

Here, $v$ is the speed of the medium, while the term in brackets is known as the *Fresnel drag coefficient* \[62\] p. 1154. This result was later spectacularly explained by M. von Laue, who deduced it from the relativistic velocity addition theorem,

$$u' = \frac{u - v}{1 - uv/c^2}, \quad (B.2)$$

by means of a Taylor expansion \[6\].

Before showing that our approach is consistent with these results, let us first note some problems of the naïve employment of Eq. (B.2). In fact, it is a priori not clear whether the “speed of light in media” can be used as a bona fide velocity to be plugged into the relativistic velocity addition formula as if it would correspond to the velocity of a material particle. Concretely, when the refractive index becomes frequency dependent, $n = n(\omega)$, so does the speed of light $u$ in the medium. Consequently, the question arises to which frequency the transformed speed $u'$ belongs. In particular, there is no transformed frequency $\omega'$ determined by the original frequency $\omega$ alone, because any frequency is part of a four-vector ($\omega/c, \mathbf{k}$) and hence transforms according to $\omega' = \gamma(\omega - \mathbf{v} \cdot \mathbf{k})$ under a Lorentz boost with the velocity $\mathbf{v}$. The transformed frequency is therefore undetermined if no wave-vector is specified.

In order to resolve these problems, we recall that in our approach the speed of light is defined by the dispersion relation, see Eq. (4.39). The dispersion relation in turn defines the four-vector

$$k^\mu \equiv (\omega_k/c, \mathbf{k})^T = (u_k|\mathbf{k}|/c, \mathbf{k})^T, \quad (B.3)$$

from which the speed of light can be gained back as (see Ref. \[26\] for an extensive discussion)

$$u_k = \frac{\omega_k}{|\mathbf{k}|} = \frac{ck^0}{|\mathbf{k}|}. \quad (B.4)$$

Within our first-principles approach, it is therefore mandatory to consider the whole four-vector $\mathbf{k}$, for which the Lorentz transformation is of course well-defined. We will now show that this procedure indeed reproduces M. von
Figure 1: Schematic representation of the Fizeau experiment. The unprimed coordinate system corresponds to the laboratory frame, while the primed coordinate system moves with the velocity $v$ of the medium relative to the laboratory frame. In the case considered here, the wave-vector $\mathbf{k}$ of the electromagnetic wave is parallel to the velocity $v$.

Laue’s result. For simplicity, we consider a Lorentz boost in the direction of the wave-vector $\mathbf{k}$ (see the schematic representation in Fig. 1). The wave-vector and the frequency then transform as

$$
\omega' = \gamma(\omega - v|\mathbf{k}|),
$$

$$
\mathbf{k}' = \gamma(|\mathbf{k}| - \omega v/c^2) \mathbf{e}_k,
$$

where $\gamma = (1 - v^2/c^2)^{-1/2}$, and where $\mathbf{e}_k$ is the unit vector in the direction of $\mathbf{k}$. For the transformed speed of light in the medium, we now find

$$
u'_k = \frac{\omega'_k}{|\mathbf{k}'|} = \frac{\omega_k - v|\mathbf{k}|}{|\mathbf{k}| - \omega_k v/c^2} = \frac{u_k - v}{1 - u_k v/c^2}. \tag{B.7}
$$

This is precisely the desired relativistic velocity addition law. Our considerations show that, as a matter of principle, one always has to consider the whole four-vector $(\omega/c, \mathbf{k})$ together with the dispersion relation $\omega = \omega_k$ of the material. For example, one can then also consider the case where the wave-vector and the boost velocity are not parallel. Finally, we remark that already H. Weyl deduced the Fizeau result from the relativistic transformation properties of the four-vector $(\omega_k/c, \mathbf{k})$ (see [63, p. 156]).
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