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Abstract

Unmanned aerial vehicles, or drones, are poised to solve many problems associated with data collection in complex urban environments. Drones are easy to deploy, have a great ability to move and explore the environment, and are relatively cheaper than other data collection methods. This study investigated the use of Cascade Region-based convolutional neural network (R-CNN) networks to enable automatic vehicle counting and tracking in aerial video streams. The presented technique combines feature pyramid networks and a Cascade R-CNN architecture to enable accurate detection and classification of vehicles. The paper discusses the implementation and evaluation of the detection and tracking techniques and highlights their advantages when they are used to collect traffic data.

The substantial growth in population in many urban areas comes at a cost: higher pressure on the transportation infrastructure and increased congestion rates. As a result, transport agencies worldwide are looking for cost-effective and efficient ways to gather real-time information about roads and to respond to unexpected events in a timely manner (1–4). Traditionally, several methods have been used to monitor traffic, including radar sensors, loop detectors, and stationary cameras (5, 6). These methods, however, provide limited information, which is restricted by the ways they are installed or by the road network. They generally lack the ability to provide an inclusive overview of the traffic situation, which is critical for modeling and planning processes. Unmanned aerial vehicles (UAVs), conversely, are more flexible and can cover a wider area by changing their altitude (7). Drones can facilitate several tasks in management and planning operations including incident, emergency, and parking management; road monitoring and maintenance; and transit operations (8). They have been used in several studies to understand the kinematic characteristics of moving vehicles (9, 10), to estimate level of service (11), and estimate O-D matrices (12).

Using UAVs for traffic monitoring, however, involves several challenges (7, 13). The manual detection of vehicles and traffic flow estimation using images are time consuming, prone to human error, and labor intensive. Automatic detection and classification of moving vehicles would allow the use of UAVs, on a large scale, to monitor traffic, notify operators of accidents, and provide vehicle flow statistics in an efficient manner. Such detection, however, has to be done in a reliable and accurate manner that helps operators respond to events within a reasonable amount of time. A framework was suggested by Khan et al. to enable such automation through five main components: pre-processing, stabilization, geo-registration, vehicle detection and tracking, and trajectory management (9). In this paper, we focus on vehicle detection and tracking as a fundamental component to enable UAV-based traffic monitoring applications.

Vehicle detection and tracking in aerial images includes many challenges such as variations in viewpoint, scale, illumination, and occlusion. Objects of the same class in aerial images can vary greatly in their size and orientation. Therefore, the detection and identification of objects in such images can vary in nature from typical detection and tracking methods. Early methods, such as in research undertaken by Papageorgiou and Poggio (14), focus on using complex and domain-specific signatures.

¹Zewail City of Science and Technology, Giza, Egypt

Corresponding Author:
Mohamed Elshenawy, melshenawy@zewailcity.edu.eg
representations that are optimized for particular classes and shapes. These methods are limited in their ability to deal with the high variability in shapes that are typically associated with aerial images.

Recently, owing to the advances in deep learning (15) and the availability of large-scale object detection and classification benchmarks (16, 17), the quality of object detection methods has improved significantly. Several high-quality detectors have been proposed such as You Only Look Once (YOLO) (18), Single Shot MultiBox Detector (SSD) (19), fully convolutional networks (FCN) (20), Faster R-CNN (21), and Mask R-CNN (22). Several research efforts have used these techniques to allow better estimation of traffic conditions from video feeds. YOLO (23, 24) and FCN (25) networks have been used to build a vehicle counting and multiobject tracking system from highway traffic surveillance systems. Convolutional neural networks (CNN) have been used in research by Onoro-Rubio and López-Sastre (26) and Awang and Azmi (27) to enable automated vehicle counting procedures. Faster R-CNN and Deep SORT (simple online and realtime tracking) (28) were used in research by Liu et al. (29) to build a detection–tracking–counting framework.

In this study, we investigated the use of Cascade R-CNN to enable automatic vehicle counting and tracking in aerial images. We present details of the implementation and evaluation of two primary components: (1) a vehicle detection and classification model that scans the aerial image to determine regions of interest (ROIs) and determines the type of objects in these regions; and (2) a multiobject vehicle tracking module that takes the detected objects identified by the first model, assigns a unique identifier (ID) to each object, and identifies these objects in subsequent video frames.

The presented model combines a feature pyramid network (FPN) (30) and Cascade R-CNN architecture (31) to deal with detection challenges in aerial images. The FPN produces a multiscale feature representation that allows the detection and classification of vehicles at different spatial resolutions. Cascade R-CNN architecture facilitates the training of a series of detectors that are trained using different intersection over union (IOU) thresholds. It therefore produces more robust region proposals that are less sensitive to occlusion and viewpoint variations. The multiobject vehicle tracking module, which uses a tracking-by-detection technique based on the work presented by Erik Bochinski et al. (32), is also presented.

The contribution of this paper can be summarized as follows: (1) we investigate the use of FPN as a feature extractor to analyze aerial video feeds and highlight its advantages; (2) we explore the use of Cascade R-CNN to implement automatic counting and tracking-by-detection modules in UAV-based traffic surveillance applications, comparing its advantages to SSDs; and (3) we highlight some of the challenges associated with the training and evaluation of such techniques, including unbalanced datasets, variation in scales, and annotation errors.

Related Work

Recent advances in object detection techniques have enabled a variety of camera-based surveillance systems. The task of object detection is to allow the system to locate different objects within an image or a video frame, which is an essential operation in many applications. In transportation, object detection has been used effectively in several data collection operations such as traffic volume counts, speed estimation, bicycle/pedestrian counts, and vehicle classification. For example, Yang and Qu proposed a detection mechanism based on background modelling (33). Their technique uses a sparse and low-rank approximation method, which allows the algorithm to be computationally efficient. Background modeling, however, has a major drawback when applied to detect objects in aerial video feeds. The rapidly changing backgrounds makes it difficult to rely on the estimated model in a practical scenario. Other challenges include illumination variation, shadow areas, and scale variations. A similar approach, suggested by M. A. Abdelwahab, uses a narrow region, typically a line, for detecting vehicles when they pass through it (34). Although this approach is more efficient, it is not robust in the face of changes in drone movements, including changes in altitude and viewpoint variation.

More recently, research efforts have focused on using deep learning approaches to enable more robust object detection mechanisms. Deep CNNs (35) can produce high-level image representations that can be effectively used to detect objects in a stable and precise manner. Deep learning detection methods can be generally classified into two groups: one-stage detectors such as YOLO (18) and SSD (19), and two-stage detectors such as SPP-Net (36) and Faster R-CNN (21). Two-stage detectors, as the name indicates, use two networks to propose objects’ regions and then classify objects within these regions. Single-stage detectors produce the regions and classifications using only one network. Generally, two-stage detectors produce more accurate localization results and can detect objects at different scales, at the expense of computational efficiency. Deep learning approaches have been used in several traffic surveillance applications to detect pedestrians (37), to count vehicles (23), and in cyclist detection (38). In this study, we focused on using these approaches to improve vehicle detection and tracking in aerial images.

Another essential task in the analysis of aerial video feeds is multiple object tracking (MOT). MOT
algorithms allow the collection of critical information that describes the characteristics of traffic flow and driving behavior. A common technique that is used in several tracking applications is the Kalman filter (39), which offers a computationally efficient algorithm that provides relatively accurate estimations across a range of tracking scenarios. The Kalman filter has therefore been used in several proposed tracking schemes (33, 40, 41). Recent approaches have focused on extending the capability of the Kalman filter by using features extracted from deep learning networks. A notable example is the SORT algorithm (42), which uses high-level features extracted by CNN-based networks to conduct robust frame-to-frame associations. In this paper, we focus on assessing the performance of tracking vehicles when the presented detection method is used.

**Methodology**

The following subsections discuss the components of the system in more detail.

**Vehicle Detection and Classification**

To illustrate the vehicle detection and classification module, we start by discussing Faster R-CNN architecture, as a foundational architecture. We then discuss the detection model.

**Faster R-CNN Architecture**

Faster R-CNN architecture (21), has two main stages, as shown in Figure 1. The first stage, sometimes called the region proposal stage, receives image features and uses them to produce ROIs to identify where the objects are located. Image features are typically extracted via a pretrained deep network such as ResNet (15). ROIs are generated using a set of anchor boxes that provides a pre-defined set of reference bounding boxes of different sizes and ratios. Each ROI is associated with an objectness score, which indicates whether the region contains an object (positive example) or a background (negative example).

In the second stage, the classification stage, ROIs, produced by the region proposal network (RPN), are fed to a nonmaximum suppression (NMS) module, which filters out overlapping (and hopefully duplicated) ROIs that have a certain IOU threshold. ROIs’ boundaries are used to crop the part of the convolutional feature maps that corresponds to the proposed region. Cropped parts are scaled using ROI pooling layers and fed to the classifier, which produces the final labels. The classifier produces labels for the regions whose IOUs with ground truth bounding boxes exceed a certain threshold (for positive examples).

**The Detection Model**

The detection model extends the basic Faster R-CNN base model by using two main components: (1) an FPN, which produces a high-quality and semantically rich feature pyramid, and (2) the Cascade R-CNN architecture, which improves detection performance by training several detectors that use different IOU thresholds. The following subsection discusses the operation of these extensions in more detail.

**FPN**

The FPN (30) leverages an appealing property of convolutional networks—the pyramidal feature hierarchy of the output produced by its successive layers. In convolutional networks, because of the subsampling process, layers near the input produce an output that has high
spatial resolution but low-level semantics (typically not sufficient to identify objects). Layers near the output, conversely, produce outputs with high-level semantics but low spatial resolution. The FPN uses feature maps from the different layers to construct a pyramid that has high-level semantics at all levels. In our implementation, we used ResNet-101-FPN architecture, which uses a pre-trained ResNet as a basis for constructing the pyramid representation.

The operation of the FPN is illustrated in Figure 2. The bottom-up path represents the layers produced by a typical convolutional network such as ResNet (15). An image is fed to the network as an input, and a feed-forward operation produces different feature maps at different spatial resolutions via a down-sampling process. Whereas top feature maps (layers far from the input) have more semantics (that is, more abstract information about the image), bottom maps have a higher resolution and weaker semantics (more detail but a poorer understanding of the image). FPN extends a typical CNN using the top-down pathway shown in the right-hand side of Figure 2. The network reconstructs bottom layers from top layers using an up-sampling process and lateral connections to the corresponding layers from the bottom-up path. Such reconstructions result in feature maps that have a higher resolution and stronger semantics than the typical CNN layer. Therefore, FPN produces a feature pyramid containing different scale levels in which each scale contains high-level semantics about objects (while maintaining relatively high spatial resolution). This feature pyramid is then fed to the RPN to produce the region proposals and objectness scores mentioned earlier.

**Cascade R-CNN**

As mentioned previously, object recognition uses an IOU threshold to discriminate positive and negative examples. The choice of this threshold has an impact on the overall performance of the detector. Whereas small threshold values result in noisy bounding boxes, relatively large values may result in poor training performance as the model rejects close positive examples. Because of the high variability in aerial images (viewpoint variations, scale variations, etc.), it is difficult to make an accurate hypothesis about the value of an IOU threshold.

The Cascade R-CNN architecture (31) is a multistage extension that trains successive detectors with different IOU thresholds. The bounding boxes produced by one R-CNN stage act as an input to train the next stage, as shown in Figure 3. By using multiple specialized regressors, Cascade R-CNN produces high-quality detection by removing noisy detected bounding boxes while keeping useful, close, positive examples.

Similar to research undertaken by Cai and Vasconcelos (31), the loss function used in the model training is defined as

$$L(x', g) = L_{ch}(h_t(x'), y') + \lambda |y' > 1|L_{loc}(f_t(x', b'), g)$$

where $t =$ stage number,

$h_t =$ classifier model at stage $t$,

$f_t =$ regressor at stage $t$ optimized for IOU threshold $u_t$, $u' > u^{-1}$

where $x'$ is the image patch at stage $t$; $b'$ is the bounding box at stage $t$ calculated from the previous stage $b' = f_{t-1}(x'^{-1}, b'^{-1})$; $g$ is the ground truth object for $x'$; $y'$ is equal zero if the IOU($x', g) < u'$, otherwise it is equal to the value of the class number (a value greater than 1) for the ground truth object; and $\lambda$ is a hyperparameter that is used to control the weight of the localization loss component (this was chosen to be 1 in our implementation, that is, equal weight of the classification and localization components).

Since the data were highly unbalanced, as we will discuss in the upcoming Dataset section, we used a weighted version of the classification loss function, $L_{ch}$. The weight of each class ($c$) was calculated such that, $w = (\text{size of the class of the smallest number of objects/size of class } c)$. In addition, the weight of the background class was set

![Figure 2. The operation of a feature pyramid network (30).](image-url)
to be equal to the weight of the most dominant class (the class of cars in our case).

### Multiobject Vehicle Tracking Module

Tracking is performed simply by measuring the IOU between detected objects in two subsequent frames. If a greedy IOU tracking approach is used, the two objects with the highest IOU are assigned the same tracking ID. The basic concept of IOU tracking is illustrated in Figure 4.

Although greedy versions of IOU tracking achieve reasonable performance in some cases, they are greatly affected by false positive and false negative cases. False positive cases, for instance, may result in creating noisy and very short tracks that do not represent actual objects. Furthermore, the gaps produced by false negative examples can cause some tracks to be divided into two or more tracks (fragmented tracks). To solve such problems, we used an extended approach suggested by Erik Bochinski et al. (32). Instead of using a greedy approach for track assignment, we used the Hungarian algorithm to produce near optimal tracks. At each frame, the IOU between the last tracked position of the object and all the detections that have a confidence score above ($s_l$) is calculated then the Hungarian algorithm associates the detection with the corresponding track. In addition, and to solve the problems associated with false positive examples, the algorithm removes tracks that are below a certain length, $t_{min}$. It also remove tracks if they do not contain objects satisfying a certain detection confidence threshold, $s_h$.

To deal with false negative examples, the algorithm uses an additional single-object visual tracking technique (we used a median-flow tracker in our implementation) to compensate for missing detection. If a track is initiated and no detection satisfies a certain $s_{IOU}$ for this track, a visual tracker for this object is initiated to estimate its trajectory for a maximum of $ttl$ frames. If a new detection satisfying $s_{IOU}$ appears before the end of the $ttl$ frames, the IOU tracker continues and the estimation by the visual tracker stops. However, the use of visual tracking is limited to gap closures in identified tracks.

It should be noted that the median-flow tracker used in this implementation did not utilize the rich image features produced by the FPN, therefore, we did not expect it to exceed the performance of some of the state-of-the-art trackers. We are currently working on an improved version of this tracker, the discussion of which is outside the scope of this paper.

### Experimentation and Results

#### Dataset

The dataset used for training, validation, and testing in object detection and tracking was the VisDrone2019
Different models of drones with onboard cameras were used to collect the data from 14 different cities in China that included both urban and country environments. The annotated images and videos were captured and recorded under diverse weather and lighting conditions. The dataset consists of 288 video clips formed by 261,908 frames and 10,209 static images; 2.6 million bounding boxes of targets were manually annotated by the AISKYEYE team and these targets included 10 classes of interest, namely, person, pedestrian (a human who is standing or walking on a road), car, van, bus, truck, motorcycle, bicycle, awning-tricycle, and tricycle, and each object has a corresponding confidence score. In our implementation, we focused on these images and video sequences that contained vehicles, including cars, vans, trucks, and buses. Images that contained only pedestrians, bicycles, and so forth were excluded.

For the purpose of our application in traffic analysis, we used annotated bounding boxes of the four vehicle classes: car, van, truck, and bus. In addition, the object detection models were trained on those objects with a confidence score of 1. Images used for object detection training had a height that ranged from 360 to 1,500 pixels (an average height of 1,006 pixels). The width of the training images ranged from 480 to 2,000 pixels (an average width of about 1,525 pixels). The vehicle counts of the classes in the training images are shown in Figure 5. The total number of classes (C) was five (four vehicle types plus the background).

**Model Implementation**

The final extended model used a ResNet-101-FPN (FPN based on the ResNet architecture) to extract the feature pyramid, using five feature maps. The output of the FPN was then used as an input to the head RPN. The sizes and ratios used for the RPN anchor boxes were [16, 32, 64, 128, 256] and [0.5, 1., 2.0], respectively. The number of anchor boxes (Nanchor) was 15. The RPN had a $3 \times 3$ convolution filter followed by two $1 \times 1$ convolution layers for objectness predictions and boundary box regression. The dimension of the classifier output was (C [number of classes]$\times$Nanchor [number of anchor boxes]), which was 5*15 in our implementation, and the
dimension of the regressor output was \((C*N_{anchor}*4)\), where the number 4 represented the offset values for each anchor box. The four offset numbers represented the offset in the center coordinates (two values), the height of the ROI, and the width of the ROI.

The 12,000 top-scoring region proposals (only 6,000 during inference) were selected to undergo the NMS phase with an IOU threshold of 0.7. Among them, a maximum of 2,000 top-scoring regions (only 1,000 during inference) were selected as the final region proposals. Selected proposals were then used to crop the corresponding features in the feature pyramid, representing the objects to be classified. These cropped segments were scaled to a fixed sized of \((14 \times 14 \times \text{the number of channels})\) using bilinear interpolation. A max pooling layer with a \(2 \times 2\) kernel was used to get the final \((7 \times 7 \times \text{the number of channels})\) feature map that represented the feature maps of the proposed regions. These feature maps were then fed to the classifier and bounding box regressor network branches to produce the first stage predictions of the detected objects. As mentioned earlier, the classifier produces labels for the regions whose IOUs with ground truth bounding boxes exceed a certain threshold (0.5 for the first stage). The output of the first stage was then fed to the second stage for a second-stage classification. Cascade R-CNN has a total of four detection stages; the IOU thresholds used for these stages were [0.5, 0.5, 0.6, 0.7] respectively.

Baseline Models for Assessing the Performance

We implemented two other detection models as baseline models for assessing the presented model’s performance. The first model used the SSD technique (19), which detects multiple objects using a single deep neural network. The technique is fairly powerful and produces results that are comparable to the most accurate two-stage detectors. It is commonly used in object detection applications and provided a good reference to assess the performance of the presented method. The second model was the basic Faster R-CNN architecture, which illustrates, to some extent, the impact of adding the FPN and Cascade R-CNN extensions. The following subsections discuss our implementation of the two models.

SSD

The architecture of the SSD has two main blocks: (1) the feature extraction network, which is a pretrained network (truncated before classification layers); and (2) an auxiliary structure that allows the detection and classification at multiple scales. In our implementation, we used feature extraction network VGG16 (44). For the implementation of the auxiliary structure, we used the same SSD300 model described in research from Simonyan and Zisserman (44), which uses six feature maps. Six layers (conv4_3, conv7, conv8_2, conv9_2, conv10_2, and conv11_2) were used to predict both bounding boxes and confidence scores for each feature map.

The main change in our implementation was the dimension of input image. Rather than using 300 \(\times\) 300 input images, we used a 600 \(\times\) 600 input to help with the recognition of small objects. This change in the input size consequently changed the sizes of the prediction layers Conv4_3, Conv7, Conv8_2, Conv9_2, Conv10_2, and Conv11_2 to be (75, 75), (38, 38), (19, 19), (10, 10), (8, 8), (6, 6), respectively. The set of scales of the default anchor boxes used in the six feature maps was defined as [0.04, 0.10, 0.3, 0.51, 0.69, 0.87, 1.05].

Basic Faster R-CNN Model

The basic Faster R-CNN model uses VGG16 as a base network to extract the feature map. Feature maps were fed to the RPN to provide an initial region proposal and determine the objectness score of each region. The anchor box sizes and ratios in our implementation were [16, 32, 64, 128, 256] and [1, 0.7071, 1.4142] respectively. The proposed regions then pushed to an NMS phase with an IOU threshold of 0.7 and a maximum number of 600 bounding boxes. Region proposals were then used to crop the corresponding features in the feature map. An ROI pooling layer was then used to produce a fixed sized \((7 \times 7 \times \text{the number of channels})\) feature map that represented the object to be classified. Feature maps were then used to train the classifier and bounding box regressor network branches to produce the final predictions for the detected objects. The IOU threshold for the classifier was 0.4.

Evaluation Results

The model was evaluated to assess its (1) detection precision and recall, (2) ability to be used in multiobject tracking applications, and (3) ability to be used in counting applications. The results of our evaluation are presented in the following subsections.

Vehicle Detection Results

The three models were trained using a set of 6,192 images. The set was split using an 80/20 ratio, resulting in a training set of 4,960 images and a validation set of 1,232 images. We evaluated the detection performance using a test dataset of 1,534 images (images from the original set that contained at least two vehicles). The models were developed using TensorFlow (version
ARmax achieved average precisions of 29.98%, 53.44%, 29.61% when used to detect different vehicle categories, we calculated $AP_{IOU=0.5}$ and $AR_{max=500}$, using the test dataset, for each of the four classes. The results shown in Table 2. The Cascade R-CNN + FPN model achieved an $AP_{IOU=0.5}$ of 59.78%, 21.43%, 21.14%, and 39.75% for the classes of cars, vans, trucks, and buses, respectively. The $AR_{max=500, IOU=0.5}$ for the four classes, using the Cascade R-CNN + FPN, were 64.05%, 26.91%, 28.32%, and 42.99% for cars, vans, trucks, and buses respectively. The relatively good performance in car detection was expected given the large number of examples available, as indicated in Figure 5. However, model performance was relatively poor when detecting vans (misclassified as cars in many cases). Although our model implemented a weighted loss function to balance the dataset, van and truck features were not as distinguishable given the limited variation in their training examples. Buses, conversely, achieved relatively good results despite the small number of training examples because their features are easier to learn and generalize.

The SSD model achieved an $AP_{IOU=0.5}$ of 48.08%, 13.27%, 2.44%, and 11.83% for the classes of cars, vans, trucks, and buses. The $AR_{max=500, IOU=0.5}$ for the Faster R-CNN model were 21.18%, 3.65%, 15.84%, and 18.18%. Samples of the results are shown in Figure 6.

Comparing the performance of the presented model with the top three models reported in the VisDrone dataset (46), we found that the presented model achieved better results classifying cars. However, the model had poorer performance when classifying vans, trucks, and buses. It should be noted that we did not compare the mean average precision and mean average recall (presented in Table 1) since the reported results for the top three models were calculated for the 10 classes in the VisDrone dataset (pedestrian, person, car, van, bus, truck, motor, bicycle, awning-tricycle, and tricycle), whereas our results were calculated for only four of the classes, as indicated earlier.

### Multiobject Vehicle Tracking Results

Tracking performance was evaluated using the protocol used in VisDrone2019 multiobject tracking (47).
### Table 2. Detection Test Results Per Class

| Model                        | $\text{AP}_{\text{Car}, \text{IOU}=0.5}$ (%) | $\text{AP}_{\text{Van}, \text{IOU}=0.5}$ (%) | $\text{AP}_{\text{Truck}, \text{IOU}=0.5}$ (%) | $\text{AP}_{\text{Bus}, \text{IOU}=0.5}$ (%) |
|------------------------------|---------------------------------------------|---------------------------------------------|---------------------------------------------|---------------------------------------------|
| Basic Faster R-CNN          | 12.9                                        | 2.08                                        | 2.57                                        | 6.44                                        |
| SSD                         | 43.5                                        | 10.52                                       | 1.63                                        | 10.55                                       |
| Cascade R-CNN + FPN         | **59.78**                                   | 21.43                                       | 21.14                                       | 39.75                                       |
| DPNNet-ensemble (46)        | 51.53                                       | **39.80**                                   | 30.66                                       | 38.45                                       |
| RRNet (46)                  | 51.43                                       | 34.14                                       | **35.22**                                   | **44.20**                                   |
| ACM-OD (46)                 | 52.69                                       | 38.93                                       | 33.19                                       | 41.39                                       |

Note: Highlighted entries show the highest average precision and recall in all models. R-CNN = Region Based Convolutional Neural Networks; SSD: Single-Shot Detector; FPN = Feature Pyramid Network; AP = Average Precision; DPNNet = Drone Pyramid Networks-ensemble; RRNet = Re-RegressionNet; ACM-OD = Augmented Chip Mining for Object Detection.
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**Figure 6.** Samples of the detection results.
was based on the protocol suggested by the Large Scale Visual Recognition Challenge (48). The tracker algorithm extracts tracks from 14 video sequences provided by the VisDrone2019 dataset.

Tracking evaluation is not straightforward. For each ground truth track, the evaluation algorithm needs to identify the corresponding track from the set of tracklets produced by the model. In the protocol we used, the evaluation algorithm sorted all tracklets produced by the model using the average confidence of their bounding box detections. The selected tracklets were considered correct if their IOU overlap with the ground truth track was larger than a certain threshold. The protocol used three thresholds for this analysis: 0.25, 0.50, and 0.75. The mean average precision (mAP) was calculated for the four vehicle classes over the three IOU thresholds indicating the overall performance of the algorithm.

The IOU tracker with the median-flow tracking extension was tested using the detection results from the SSD and Cascade R-CNN + FPN models. For the SSD model, we used the values of 0.3, 0.38, 23, 0.1, and 8 for the parameters of $\alpha_1, \alpha_2, t_{\min}, \sigma_{\text{IOU}},$ and $\text{ttl}$ respectively. For the Cascade R-CNN + FPN model, we used the values of 0.6, 0.68, 23, 0.1, and 8 for the same set of parameters ($\alpha_1, \alpha_2, t_{\min}, \sigma_{\text{IOU}},$ and $\text{ttl}$ respectively. The reason for changing the values of $\alpha_1, \alpha_2$ in the Cascade R-CNN + FPN model was the relatively improved performance of the model’s detections (compared to SSD), which allowed for choosing higher confidence levels. Results of the tracking evaluation are presented in Table 3.

We also evaluated the mean average precision, $AP$, for each vehicle category. The results are shown in Table 4. SSD achieved an $AP_{\text{car}}$ of 34.56, an $AP_{\text{van}}$ of 10.65, an $AP_{\text{truck}}$ of 3.94, and an $AP_{\text{bus}}$ of 16.92. The Cascade R-CNN + FPN model achieved an $AP$ of 34.66, 27.72, 19.27, and 28.10 for cars, vans, trucks, and buses respectively. The results for the vans, trucks, and buses were expected given that tracking-by-detection algorithms rely heavily on the quality of the detections. It was surprising, however, that the performance was almost the same (34.56 in case of SSD and 34.66 in case of Cascade R-CNN + FPN) for cars, despite there typically being a significant difference between the detection performance in the two models. A possible explanation for this result is the ability of the visual tracker (median-flow extension) to compensate for missing detections. Another possible reason is that the Cascade R-CNN + FPN model detects vehicles that are not necessarily marked in the ground truth annotations (because these vehicles are very far away for instance). These positied reasons will be discussed in more detail in the vehicle counting section.

Comparing the performance of our model with the best reported performance of the VisDrone2019 dataset, we found that the model achieved a lower performance across all classes. This was anticipated since we were using a simple median-flow tracker that did not utilize the rich features provided by the FPN, unlike the deep blue tracker (DBAI-Tracker), for instance. As mentioned earlier, we are working on an improved version of this tracker.

| Table 3. Tracking Results |
|---------------------------|
| **Model** | $AP_{\text{IOU}=0.25}$ (%) | $AP_{\text{IOU}=0.5}$ (%) | $AP_{\text{IOU}=0.75}$ (%) | mAP (%) |
| SSD | 29.13 | 16.34 | 4.08 | 16.52 |
| Cascade R-CNN + FPN | 44.76 | 30.38 | 10.40 | 28.51 |

Note: SSD = Single-Shot Detector; R-CNN = Region Based Convolutional Neural Networks; FPN = Feature Pyramid Network; AP = Average Precision; mAP = Mean Average Precision.

| Table 4. Tracking Results Per Class |
|------------------------------------|
| **Model** | $AP_{\text{Car}, \text{IOU}=0.5}$ (%) | $AP_{\text{Van}, \text{IOU}=0.5}$ (%) | $AP_{\text{Truck}, \text{IOU}=0.5}$ (%) | $AP_{\text{Bus}, \text{IOU}=0.5}$ (%) |
| SSD | 34.56 | 10.65 | 3.94 | 16.92 |
| Cascade R-CNN + FPN | 35.09 | 26.18 | 18.20 | 34.58 |
| DBAI-Tracker (49) | **55.13** | **45.85** | **42.73** | 44.97 |
| TrackKITSY (49) | 54.92 | 41.20 | 34.19 | 29.05 |
| Flow tracker (49) | 48.44 | 31.56 | 29.50 | 26.19 |

Note: Highlighted entries show the highest average precision in all models. SSD = Single-Shot Detector; R-CNN = Region Based Convolutional Neural Networks; FPN = Feature Pyramid Network; AP = Average Precision; DBAI-Tracker = DeepBlueAI-Tracker; TrackKITSY = Online multi-object tracking using joint domain information in traffic scenarios.
Table 5. Counting Results

| Id_seq | Noframes | Avgvehicles/frame | Model          | MAEc | MAEv | MAEt | MAEb | MAE_total |
|--------|----------|-------------------|----------------|------|------|------|------|-----------|
| 1      | 179      | 21.51             | Cascade R-CNN + FPN | 12.55 | 0.52 | 0.0  | 0.0  | 12.66     |
|        |          |                   | SSD            | 3.05 | 1.87 | 0.0  | 0.0  | 3.42      |
| 2      | 1,000    | 17.18             | Cascade R-CNN + FPN | 3.27 | 0.32 | 0.64 | 0.03 | 3.44      |
|        |          |                   | SSD            | 3.86 | 0.57 | 0.92 | 0.08 | 5.34      |
| 3      | 308      | 21.21             | Cascade R-CNN + FPN | 1.08 | 2.02 | 0.39 | 0.0  | 2.47      |
|        |          |                   | SSD            | 5.12 | 0.82 | 0.0  | 0.0  | 4.35      |
| 4      | 260      | 24.18             | Cascade R-CNN + FPN | 2.8  | 0.92 | 1.0  | 0.0  | 2.77      |
|        |          |                   | SSD            | 9.15 | 0.43 | 1.12 | 0.0  | 10.7      |
| 5      | 677      | 17.86             | Cascade R-CNN + FPN | 4.4  | 2.52 | 0.71 | 0.0  | 2.49      |
|        |          |                   | SSD            | 2.99 | 3.79 | 3.92 | 0.0  | 7.34      |
| 6      | 360      | 18.72             | Cascade R-CNN + FPN | 9.95 | 0.48 | 0.72 | 0.0  | 9.13      |
|        |          |                   | SSD            | 3.7  | 1.06 | 0.93 | 0.0  | 4.62      |
| 7      | 244      | 23.25             | Cascade R-CNN + FPN | 12.01 | 0.69 | 0.34 | 0.91 | 12.34     |
|        |          |                   | SSD            | 3.25 | 0.35 | 0.62 | 0.67 | 3.47      |
| 8      | 146      | 33.44             | Cascade R-CNN + FPN | 12.52 | 0.77 | 0.42 | 0.25 | 13.86     |
|        |          |                   | SSD            | 11.92 | 0.77 | 0.0  | 1.54 | 11.69     |
| 9      | 373      | 49.72             | Cascade R-CNN + FPN | 7.36 | 0.7  | 0.0  | 0.41 | 6.33      |
|        |          |                   | SSD            | 12.18 | 0.69 | 0.0  | 1.12 | 13.98     |
| 10     | 420      | 16.69             | Cascade R-CNN + FPN | 9.27 | 0.04 | 0.0  | 0.0  | 3.38      |
|        |          |                   | SSD            | 3.88 | 0.55 | 0.0  | 0.0  | 3.38      |
| 11     | 468      | 22.25             | Cascade R-CNN + FPN | 3.13 | 4.39 | 1.04 | 0.61 | 3.26      |
|        |          |                   | SSD            | 3.76 | 5.82 | 3.56 | 0.1  | 11.86     |
| 12     | 265      | 9.34              | Cascade R-CNN + FPN | 2.13 | 0.37 | 2.63 | 0.17 | 4.95      |
|        |          |                   | SSD            | 2.22 | 0.71 | 3.98 | 0.0  | 6.91      |
| 13     | 219      | 37.79             | Cascade R-CNN + FPN | 3.27 | 1.15 | 0.0  | 0.0  | 3.61      |
|        |          |                   | SSD            | 3.23 | 0.15 | 0.0  | 0.0  | 3.26      |
| 14     | 780      | 19.92             | Cascade R-CNN + FPN | 1.26 | 0.48 | 2.54 | 0.0  | 3.72      |
|        |          |                   | SSD            | 4.51 | 1.1  | 7.63 | 0.0  | 13.24     |

Note: Highlighted entries show the highest mean absolute error in all models. SSD = Single-Shot Detector; R-CNN = Region Based Convolutional Neural Networks; FPN = Feature Pyramid Network; MAE = Mean Absolute Error.

Figure 7. Samples of cases where ground truth annotations do not show all vehicles in the sequence images.
Vehicle Counting Results

We also assessed the performance of the model when used to count vehicles by employing the 14 video sequences from the VisDrone2019 dataset. The model counted the number of unique IDs produced by trackers for the cars, vans, trucks, and buses that appeared in each frame of the VisDrone2019 MOT test sequences. For $n$ frames within a sequence, $y_i$ is the count of all objects in the ground truth unique IDs in frame $i$, and $x_i$ is the count of all predicted objects in frame $i$ as calculated from the model tracklets. The mean absolute error ($\text{MAE}_{\text{total}}$) for all sequences is calculated as follows:

$$\text{MAE}_{\text{total}} = \sum_{i=1}^{n} \left|\frac{y_i - x_i}{n}\right|$$

We also calculated $\text{MAE}_c$, $\text{MAE}_v$, $\text{MAE}_t$, and $\text{MAE}_b$ for the car, van, truck, and bus objects respectively. Table 5 shows the number of frames for each sequence ($\text{Noframes}$), the average number of vehicles per frame ($\text{Avgvehicles/frame}$), the mean absolute error for each vehicle category ($\text{MAE}_c$, $\text{MAE}_v$, $\text{MAE}_t$, and $\text{MAE}_b$), and the total mean absolute error over all frames for the four vehicle categories. The average $\text{MAE}_{\text{total}}$ over all sequences for the SSD detector was 6.33, whereas the average $\text{MAE}_{\text{total}}$ for the Cascade R-CNN + FPN model was 6.45.

While the Cascade R-CNN + FPN model performed better in eight sequences (Sequences 2, 3, 4, 5, 9, 11, 12, and 14), the SSD exceeded its performance in Sequences 1, 6, 7, 8, 10, and 13. That was unexpected given the improved detection quality of the Cascade R-CNN + FPN model. After further investigation, we found that in these sequences the Cascade R-CNN + FPN detected several vehicles that were not necessarily annotated in the dataset owing to the vehicles being far away, unclear, or harder to detect. This was also the case with the SSD model, but this model detected far fewer of these vehicles. Consequently, in many frames, the number of true positive vehicles detected by Cascade R-CNN + FPN was greater than the ground truth vehicles, directly affecting the mean absolute error values. This problem is illustrated in Figure 7, which shows frames from Sequences 1 and 6, where the SSD model exceeded the performance of the Cascade R-CNN + FPN model. Vehicles that were not marked by the ground truth annotations of the dataset impaired the performance of the Cascade R-CNN + FPN model.

Conclusion

The presented work addressed the problem of vehicle detection, counting, and tracking using video feeds from UAV-mounted cameras. The approach did not require any calibration procedures, specific orientations, or specific camera viewpoints. Images can be taken from different ground sampling distances, resulting in objects that can vary greatly in shape and scale even when belonging to the same class.

We implemented a vehicle detection and classification model that used a region-based convolutional neural network to classify four types of vehicles: cars, vans, trucks, and buses. The model leveraged an FPN to extract a semantically rich feature pyramid capable of representing the different objects at multiple scales. It also used a multistage Cascade R-CNN architecture capable of producing high-quality detections that are less sensitive to IOU thresholds. The model was trained and tested using more than 6,192 images from the VisDrone2019 dataset. The model achieved an average precision of 59.78% for cars when the IOU with ground truth was greater than 0.5. The precision dropped for the other categories such as vans and trucks, resulting in an overall average precision of 20.46% for the four classes over 10 different thresholds. We believe that this drop resulted from the lack of training examples in these categories compared with the car category.

The detection model was used to build an IOU tracker that uses a tracking-by-detection paradigm. The tracker uses a median-flow tracking extension to compensate for gaps in tracks. The tracker was tested by using it to extract tracks from 14 sequences in the VisDrone2019 dataset. It achieved a mean average precision of 28.51% as compared to 16.52% when detection was performed using an SSD. The detection model was also evaluated for counting applications. Results showed that the model performed well, achieving a mean absolute error that ranged between 2.47 and 13.86. We believe accuracy was greater owing to the model detecting several vehicles that were not necessarily annotated in the dataset.
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