Galaxy Luminosity Functions in WINGS clusters

A. Moretti1,2, D. Bettoni1, B. Poggianti1, G. Fasano1, J. Varela3, M. D’Onofrio2, B. Vulcani1, A. Cava3, J. Fritz6, W. J. Couch7, M. Moles3, and P. Kjaergaard8

1 INAF - Osservatorio Astronomico di Padova, Vicolo dell’Osservatorio, 5, Padova
e-mail: alessia.moretti@oapd.inaf.it
2 University of Padova, Department of Physics and Astronomy, Vicolo dell’Osservatorio, 2, Padova
3 Centro de Estudios de Física del Cosmos de Aragon, Plaza de San Juan 1, 44001 Teruel, Spain
4 Kavli Institute for the Physics and Mathematics of the Universe (WPI), Todai Institutes for Advanced Study, the University of Tokyo
5 Observatoire de Genève, Université de Genève
6 Centro de Radioastronomía y Astrofísica, UNAM, Campus Morelia, A.P. 3-72, C.P. 58089, Mexico
7 Australian Astronomical Observatory, PO Box 915, North Ryde, NSW 1670 Australia
8 Niels Bohr Institute, Juliane Maries Vej 30, 2100 Copenhagen, Denmark

Received ; accepted

ABSTRACT

Aims. Using V band photometry of the WINGS survey, we derive galaxy luminosity functions (LF) in nearby clusters. This sample is complete down to $M_V = -15.15$, and it is homogeneous, thus allowing the study of an unbiased sample of clusters with different characteristics.

Methods. We constructed the photometric LF for 72 out of the original 76 WINGS clusters, excluding only those without a velocity dispersion estimate. For each cluster we obtained the LF for galaxies in a region of radius $r = 0.5 \times r_{200}$, and fitted them with single and double Schechter’s functions. We also derive the composite LF for the entire sample, and those pertaining to different morphological classes. Finally we derive the spectroscopic cumulative LF for 2009 galaxies that are cluster members.

Results. The double Schechter fit parameters are neither correlated with the cluster velocity dispersion, nor with the X-ray luminosity. Our median values of the Schechter’s fit slope are, on average, in agreement with measurements of nearby clusters, but are less steep than those derived from large surveys, such as the SDSS. Early–type galaxies outnumber late–types at all magnitudes, but both early and late types contribute equally to the faint end of the LF. Finally, the spectroscopic LF is in excellent agreement with the ones derived for A2199, A85 and Virgo, and with the photometric one at the bright magnitudes (where both are available).

Conclusions. There is a large spread in the LF of different clusters. However, this spread is not caused by correlation of the LF shape with cluster characteristics such as X–ray luminosity or velocity dispersions. The faint end is flatter than what previously derived ($\alpha_f = -1.7$) at odds with what predicted from numerical simulations.

Key words. Galaxies: clusters: general – Galaxies: luminosity function, mass function – Galaxies: formation

1. Introduction

Galaxy clusters are unique laboratories to study the environmental effects on galaxy evolution. How galaxies form and evolve can be studied using a variety of techniques, one of those being the galaxy luminosity function (LF). The LF, i.e. the number density of galaxies at a given luminosity, is one of the most fundamental statistics of galaxy populations. Its shape and variation with environment provide a crucial constraint on any model of galaxy evolution.

The LF can be used as a diagnostic tool to search for changes in the galaxy population, for example the study of the shape of the LF with respect to the cluster-centric radius can give important insight into the dynamical processes working in clusters. Several studies show that quiescent and star–forming galaxies have very different LF (Madgwick et al. 2002, Christlein & Zabludoff 2003). Galaxies in clusters have been often compared to galaxies in the field, at many different wavelengths, leading to results that are sometimes contradictory. De Propris et al. (1998), Christlein & Zabludoff (2003), Cortese et al. (2003) and Bai et al. (2006) found the cluster LF to be indistinguishable from field one, while other authors suggest that it has both brighter characteristic magnitudes and different faint end slopes (Valotto et al. 1997, Goto et al. 2002, Yagi et al. 2002, De Propris et al. 2003). Some studies seem to indicate, in fact, that the faint end slope of the LF is different in clusters and field, with the cluster environment being richer in faint galaxies than the field (Popesso et al. 2006, Blanton et al. 2005).

However more recently Agulli et al. (2014) studying the spectroscopic LF of Abell 85 find that the faint-end slope of the LF is consistent with that of the field.

Finally, some studies claim that the cluster LF shows little variation across a wide range of cluster properties (Colless 1998, Rauzy et al. 1998, De Propris et al. 2003, Popesso et al. 2006), while others find it to depend on cluster richness, Bautz–Morgan type (Bautz & Morgan 1970), or distance from the cluster center (Dressler 1978, Garilli et al. 1999, Lopez-Cruz et al. 1997, Hansen et al. 2005, Barkhouse et al. 2007).

Differences in the estimated parameters might be related to the contamination from background galaxies, especially in the faint part of the LF, while the bright part can suffer from super-
position of other clusters along the line of sight. While this second effect is more easily taken into account, since two sequences tend to appear in the cluster Color–Magnitude diagram, the first one can be alleviated only by using statistical approaches, which have large uncertainties.

In this respect the availability of large galaxy surveys in the recent years has prompted the study of the global characteristics of galaxy clusters. In particular we have at our disposal the large sample of the WIde-field Nearby Galaxy-clusters survey (hereafter WINGS, Fasano et al. 2006) of low redshift clusters that is particularly suited to this purpose, since galaxies have been observed over a large field around the cluster center and with the needed accuracy (in the WINGS survey we have a FWHM average seeing of ~1.2 arcsec that converts into a spatial resolution of 1.2–1.4 kpc for our range of redshift). A reliable object classification, as well as an excellent morphological completeness and a good spectroscopic coverage make this survey the ideal place where to study, in particular, cluster galaxies luminosity functions.

The purpose of this paper is to present the LF of 72 clusters of galaxies belonging to the WINGS survey, for which we possess reliable star/galaxy classification and magnitudes up to $V\sim22$. This will help us to understand whether the LF varies or not as a function of cluster characteristics such as the X-ray luminosity or the velocity dispersion. In Section 2 we describe the data sample we used, in Section 3 we derive the LF. In Section 4 we present our conclusions about the universality of the fitted luminosity function and the dwarf galaxy population. Finally in Section 5 we present our LF for morphologically selected samples of galaxies and for a much more limited sample of spectroscopically confirmed cluster members.

Throughout this work we have used the cosmological parameters $H_0 \approx 70 \text{ km s}^{-1}\text{Mpc}^{-1}$, $\Omega_0 = 0.3$ and $\Omega_{\Lambda} = 0.7$.

## 2. Data sample

WINGS has been designed to derive the properties of galaxies in the cluster environment in the local Universe, and it is therefore of particular relevance in the context of studying the local LF. Here we briefly summarize the main survey characteristics. WINGS is a multi-wavelength project based on the analysis of deep wide–field images of nearby clusters selected from the WIde-field Nearby Galaxy-clusters survey (hereafter WINGS, Fasano et al. 2006) and of the magnitude (see Cava et al. 2009, for a complete analysis).

### 2.1. Computing the luminosity function

We used the Sextractor photometric catalog of WINGS galaxies described in Varela et al. (2009) which refers to optical (B, V) photometry of 76 cluster of galaxies, either observed with the INT telescope at La Palma, or with the 2.2m ESO telescope at La Silla. For each detection we possess a star/galaxy classification based on the Sextractor stellarity index (Bertin & Arnouts 1996) that leads to a sample of 394280 galaxies, 180952 unknown objects and 183792 stars.

As described in Varela et al. (2009), this classification has been severely tested against other parameters and visually inspected, when possible. A careful analysis of the results demonstrates that the classification of galaxies is reliable up to $V \sim 22$, while for fainter objects (up to $V \sim 24$) no conclusion about the star/galaxy classification can be safely drawn. In particular, simulations show that a certain fraction of unclassified objects (variable with magnitude) had to be considered as made of galaxies (see Fig. 8 of Varela et al. 2009). We took into account this effect, by adding to the number of detections classified as galaxies a fraction of unknown/galaxy objects calculated interpolating the Varela et al. 2009 points in Fig. 8, above $V=21.5$. From now on in the paper the population referred to as galaxies is already corrected for this factor.

The characteristics of the galaxy population have been shown to vary with cluster–centric distance (Christlein & Zabludoff 2003; Hansen et al. 2005; Popesso et al. 2006), this fact likely producing a bias when analyzing different dynamical regions of clusters. To overcome this problem and make meaningful comparisons between clusters with different size and richness, as previously done by Popesso et al. (2006) and Barkhouse et al. (2007), we selected only galaxies located inside $0.5 \times r_{200}$, defined as the radius of a sphere with interior mean density 200 times the critical density of the Universe at that redshift. The quantity $r_{200}$ in Mpc has been calculated from the velocity dispersion and redshift $z_c$ taken from Cava et al. (2009), using the following equation (Finn et al. 2005; Poggianti et al. 2006).

$$r_{200} = 1.73 \times \frac{\sigma_v}{1000\text{ km s}^{-1}} \times \frac{1}{\sqrt{\Omega_{\Lambda} + \Omega_0 (1 + z)^3}} \times h^{-1} \quad (1)$$

where $\sigma_v$ is the velocity dispersion of the cluster. The velocity dispersion measurement was not available for 4 out of 76 clusters, and they have been therefore excluded from our analysis.

We used the V AUTO magnitude from Sextractor and applied the k–correction using the recipe given in Poggianti (1997). The correction is calculated on the basis of the $(B-V)$ color.
of each galaxy (relative to an aperture of ~ 10.8 kpc), which is considered a proxy for the galaxy type. We also took into account the photometric completeness as described in Varela et al. (2009). We used a fit to their Fig. 5 to derive the global completeness function for our clusters, and corrected each LF bin for this value. In what follows we then fitted only the magnitude range (different for each cluster) where the completeness was larger than 90%. Table 1 lists this limit for each cluster. As for the field contribution, we used the number counts of extended sources in the ELAIS-S1 area, given in Berta et al. (2008). Before applying the statistical correction we scaled the number counts to the area covered by our observations, and in particular to the area where we estimated the LF (i.e. 0.5 × r200).

The Brightest Cluster Galaxies (BCG) always form a distinct class of objects (Fasano et al. 2012), and therefore have been excluded from our sample of galaxies.

Errors on the calculated number density have been derived following Lugger (1986) and Barkhouse et al. (2007) as

$$\sigma_N = \frac{\sqrt{N_{nc} + N_f + 1.69 \cdot N_f^2}}{A} \quad (2)$$

where $N$ is the corrected number of galaxies in the given bin, after the completeness and field subtraction, $N_{nc}$ is the number of galaxies, $N_f$ is the number count of the field galaxies in the given bin and $A$ is the area in Mpc$^2$.

We also derive luminosity functions for galaxies having different morphological classes (Ellipticals, S0 and later types). For a subsample of 31924 galaxies we were able to perform an automatic morphological classification using MORPHOT (Fasano et al. 2012), a tool that has been created for the WINGS survey. The classification is based on 21 visual diagnostics and on a parallel Neural Network machine. We refer the reader to the original paper for details on the tool. The MORPHOT ability to classify objects obviously depends on the cluster distance, as well as on the overall photometric quality of observations. We therefore decided to use only galaxies having magnitudes brighter than the one where the MORPHOT completeness is higher than 0.5 (the MORPHOT completeness is defined as the ratio between the number of galaxies classified and the number of photometric detections classified as galaxies). This limit is obviously variable within the cluster sample but is in the interval $M_V = -16.5 - -17.5$. In particular ~18% of the cluster sample has a limit of completeness of 50% at magnitude $M_V = -16.0$, for the 40% the same limit is at $M_V = -17.0$ and the remaining of the sample reach the 50% completeness at $M_V = -17.5$. The number counts of galaxies in each morphological class have been corrected for the morphological incompleteness.

For the LF of different morphological classes, we decided to use the sample described in Calvi et al. (2011) for the Millennium Galaxy Catalogue (MGC) by Liske et al. (2003), Driver et al. (2005) for the Virgo Fornax and the 2dFGRS surveys Trentham & Hodgkin (2002); Ferguson et al. (2002) and other clusters of nearby clusters. To make this comparison we transformed their B band data to our V band using a value of $(B-V) = 1$ (that is the typical color of a Single Stellar Population with an age larger than ~ 6 Gyr, with solar metallicity and Salpeter IMF, see Bruzual & Charlot models) and took into account the different cosmology. We find that our estimates are in agreement with the literature where the LF has been calculated up to a very faint magnitude limit, as shown in Fig 3. There are, however, different results in the literature, e. g. the ones coming from Coma (Mobasher et al. 2003) and other clusters. (Garilli et al. 1999; Goto et al. 2002; Paolillo et al. 2001, 2002).

3. Cluster Luminosity Functions

3.1. Single Schechter function fit

For each cluster we calculated the LF as described in the previous section for three different classes of objects (galaxies, stars and unknown). As an example in Fig 1 we compare the results for the cluster A55. The LF for galaxies is represented by the red line histogram, while that for galaxies plus all unknown is represented by the green line histogram.

Each LF has then be fitted up to the limiting magnitude (vertical line in Fig 1, defined as the magnitude at which the sample is 90% complete). This number varies with the cluster distance and the quality of observations. In Fig 1 it is seen how the completeness correction and the field subtraction act on the final LF (dashed black line and red/green lines, respectively). The left panel of Fig 1 shows the best fit of the galaxy LF obtained using one single Schechter (Schechter 1976) function of the form:

$$\phi(L) = \phi_* \left[ \left( \frac{L}{L_*} \right)^{-\alpha} \exp \left( \frac{-L}{L_*} \right) \right] \quad (3)$$

that describes the number of galaxies per unit volume ($\phi$) as a function of the galaxy luminosity $L$, the characteristic galaxy luminosity $L_*$, corresponding to the knee of the LF, and the slope of the LF at low luminosities $\alpha$. If we let free to vary the Schechter parameters, we obtain unphysical results in clusters that have a poor galaxy population, or where a hint for the presence of a secondary sequence of a background cluster is present. We excluded from the calculation of the mean/median Schechter parameters fit these clusters (49/72), i.e. those having errors in the derived $M_V^*$ and $\alpha$ larger than 2.0 and 0.275, respectively.

Fig. 2 shows the distributions of $M_V^*$ (upper panels) and $\alpha$ (lower panels) for two subsamples of objects, i.e. galaxies (black continuous line) and galaxies plus unknown (superimposed as green dashed histogram on the right panel). Our median (mode) values for the luminosity function characteristic luminosity and slope are $M_V^* = -21.30 (-21.25)$ and $\alpha = -1.15 (-1.30)$ considering the sample of galaxies, whereas $M_V^*$ becomes brighter ($-21.81$, $-21.75$ for median and mode) including also unknown objects. We also calculated the weighted mean of $M_V^*$ and $\alpha$ using as weight the error on the derived quantity, obtaining $M_V^* = -21.12 (-21.72)$ and $\alpha = -1.35 (-1.39)$ for the two subsamples of pure galaxy population and galaxy plus unknown. In this case we did not exclude clusters with a poor determination of the parameters.

To compare these results with literature data we considered first the Virgo, Fornax and the 2dFGRS surveys (Trentham & Hodgkin 2002; Ferguson 1989; Deady et al. 2002; De Propris et al. 2003) of nearby clusters. To make this comparison we transformed their B band data to our V band using a value of $(B-V) = 1$ (that is the typical color of a Single Stellar Population with an age larger than ~ 6 Gyr, with solar metallicity and Salpeter IMF, see Bruzual & Charlot models) and took into account the different cosmology. We find that our estimates are in agreement with the literature where the LF has been calculated up to a very faint magnitude limit, as shown in Fig 3. There are, however, different results in the literature, e. g. the ones coming from Coma (Mobasher et al. 2003) and other clusters (Garilli et al. 1999; Goto et al. 2002; Paolillo et al. 2001, 2002).
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Fig. 1. Luminosity function for the cluster A85: the black continuous line is the original LF, the dashed one is the same LF corrected for completeness. The vertical line shows the magnitude limit (different for each cluster) at which the completeness is 90%. In red and green we show the LF of the two subsamples of galaxies and galaxies and unknown objects, respectively. These two last distributions have been corrected for field contamination (whose number counts are shown in the inset). Superimposed to the red LF is the best fit that we obtained using a single Schechter function (left panel) and a double Schechter function (right panel). In the bottom right insets we give the relative parameters.

where the slope turns out to be shallower than the one found in Virgo, Coma and the 2dFGRS survey. In fact, after having converted the data from Garilli et al. (1999); Goto et al. (2002); Paolillo et al. (2001) using the relation $B = g + 0.54$ (Liske et al. 2003), and the (B-V) color term described above, we find a value for $M_V^*$ in broad agreement with all the data but Goto et al. 2002.

The slope is in agreement with studies based on fields of similar size (Trentham & Hodgkin 2002; Ferguson 1989; Deady et al. 2002; De Propris et al. 2003), while it turns out to be steeper than the one found for core regions (Garilli et al. 1999; Goto et al. 2002; Paolillo et al. 2001), where evolutionary processes build up the cD galaxy leading to the disruption of dwarf galaxies. Coma (Mobasher et al. 2003) lies in the region of shallower slopes, but this can be due to selection effects, since the spectroscopic sample is based on the R-magnitude, while the LF refers to the B-band (Driver & De Propris 2003).

Our magnitude limit lies between $M_V = -13.6$ and $M_V = -15.15$, which is the limiting magnitude for the Coma data here considered. Virgo and Fornax have even deeper magnitude limits, and are fitted with nearly the same $M_V^*$, Paolillo et al. (2001) sample has a limiting magnitude of $M_V = -17$, and Garilli et al. (1999); De Propris et al. (2003) sample reaches $M_V = -18$. There is, therefore, the possibility that in these last clusters the rising faint end of the LF is not visible, thus making their Schechter’s slope $\alpha$ flatter. The mean errors in the derived fit are 0.55 and 0.09 in $M_V$ and $\alpha$, respectively.

3.2. Double Schechter function fit

The left panel of Fig. 1 clearly shows that a single Schechter fit does not reproduce the details of the LF, in particular the steepening of the faint end of the LF and the central plateau.

Recent studies on nearby clusters (see Boselli et al. 2008; Penny et al. 2011; Agulli et al. 2014, among others) have indeed confirmed that the LF steepens at faint magnitudes, especially when moving towards the external regions of the cluster.

Therefore, we fit our LFs using a double Schechter function (see Driver et al. 1994; Hilker et al. 2003; González et al. 2006; Popesso et al. 2006; Barkhouse et al. 2007, among others). The function has the following form:

$$\phi(L) = \phi^o \left( \frac{L}{L^*_{b}} \right)^{\alpha_b} \exp \left( \frac{-L}{L^*_{b}} \right) + \phi^o \left( \frac{L}{L^*_{f}} \right)^{\alpha_f} \exp \left( \frac{-L}{L^*_{f}} \right)$$

where the number of galaxies per unit volume $\phi$ depends both on the characteristic magnitude and slope in the bright part of the LF ($L^*_{b}$ and $\alpha_b$, respectively) and on the characteristic magnitude and slope in the faint part ($L^*_{f}$ and $\alpha_f$, respectively). Table 1 lists the results of our fits for all clusters. In column 1 we identify the cluster, in cols. 2 and 3 we give the area (in Mpc) over
which the luminosity function has been calculated and the dwarf to giant ratio (DGR) respectively. The last quantity has been calculated as the ratio between the number of objects classified as galaxies while green histogram plots the black histogram shows the results we obtained by analyzing only objects classified as galaxies and unknown objects.

In columns 4 to 11 we give the parameters of the best fitting double Schechter function to our LF. In all plots the black histogram shows the results we obtained by analyzing only objects classified as galaxies while green histogram to the population of galaxies and unknown objects.

We first fitted the double Schechter function to each LF letting all parameters free, and then considered good fits those with errors in the derived parameters.

The last six rows give the median and mode results for two subsamples: the one including only objects classified as galaxies (corrected for the fraction of unknown that can be classified as galaxies), and the one where all objects (i.e. galaxies and unknown objects, excluding stars) are included. For both subsamples we give the parameters of the free fitting, and the parameters of the fit obtained by imposing $a_b = -1.10$.

We first fitted the double Schechter function to each LF letting all parameters free, and then considered good fits those with errors in the magnitudes lower than 2.5 and errors in the slopes lower than 1.0. We were able to fit 41/72 clusters and obtained median values of $-21.15$ and $-16.30$ for the bright and faint end $M_V$, while for the slopes the values are $-0.97$ and $-0.6$, respectively. These values together with the mode values are given in Tab. 1.

When compared with these data, our results seem to favor a brighter (0.35-1.0 mag) magnitude for the bright characteristic magnitude of the LF and a fainter one for the faint end part (0.4-0.9 mag, see fig. 3). At the same time the slope in the bright regime is compatible with the values given in literature, while it is flatter in the faint end regime (see, for example, values given in Popesso et al. 2006; Barkhouse et al. 2007 but also Boué et al. 2008 for results more similar to ours).

In order to better compare our findings with others, we run a fit after having imposed a bright end slope of $a_B = -1.10$, corresponding to the mode value of our LFs fits and to the value found by Popesso et al. (2006) within $r_{200}$. In this way we were able to fit 56/72 clusters (selected using the same criterion described above).

Fig. 3 shows the comparison between our derived parameters (median values) for the LF faint end (upper panel) and for the bright end (lower panel). In both cases we show in red the median values for the galaxy (including the unknown galaxies)

![Fig. 2. Distribution of $M_V$ (upper panels) and $\alpha$ (lower panels) derived by fitting one single Schechter function to our LF. In all plots the black histogram shows the results we obtained by analyzing only objects classified as galaxies while green histogram plots the black histogram shows the results we obtained by analyzing only objects classified as galaxies and unknown objects.](image)

![Fig. 3. Comparison with literature data, homogenized to the same photometric band and cosmological parameters. The squared point refers to the WINGS median values, the circle is the mode, while the triangle is the weighted mean. Errors are the mean errors in the derived parameters.](image)
population, and in green the population of galaxies and unknown object, without the stellar component. Squares refer to values derived using a fixed $\alpha_b = -1.10$ and triangles to values derived leaving free all parameters. The purple triangle shows, finally, the weighted mean of the fitted parameters, that we calculated only for the subsample of galaxies and leaving free the bright end slope of the LF. If considering the weighted mean, the bright part of the LF shows a much better agreement with the values derived by Barkhouse et al. 2007, but in the faint part the results show again a flatter slope.

The derived best fit parameters show a good agreement in the bright part of the LF, where both samples of pure galaxy population and the one including unknown objects have $M^*_{V,b} = -21.25$ and a slope of -1.10. As for the faint part of the LF, we find fainter characteristic magnitudes and slightly flatter slopes, even after having fixed the bright end slope.

The net effect of including in the WINGS sample more galaxies taken from the unknown class is to have a brighter characteristic magnitude in the bright end part of the LF and more or less the same slope in the faint end part. This result is somewhat unexpected, since unknown galaxies included in the second sample are mainly dwarf galaxies, that should have the effect, if any, to steepen the faint end LF. However, the double Schechter fit tries to fit simultaneously the two parts, so that in order to better reproduce the steepening of the faint end it also moves the bright end magnitude towards the faint end. What we find, in fact, are LF flatter than those found so far, but with a more pronounced central plateau.

The main concern in the Schechter fitting is related to the large errors on the single fits, that have been derived leaving free to vary all parameter of the double Schechter function (or fixing one of them, the bright end slope), as can be seen from Table 1. This statistical effect is known, and can be solved by constructing a composite LF, where all clusters contribute, thus giving much stronger constraints on the resulting LF in particular for their faint end. However, the composite LF is meaningful only in the case in which we think that the cluster LF is universal, otherwise differences would be canceled out and the derived parameters would be a sort of average behavior. Next section is dedicated to a more detailed discussion on the universality of the WINGS cluster LF.

4. Does the LF varies with cluster properties?

For the WINGS clusters we possess two proxies of the global cluster mass, i.e. the velocity dispersion and the X-ray luminosity. The first one has been calculated by Cava et al. 2009 using both our spectroscopic redshifts and the redshifts from the literature. We give here updated values that take into account the more recent data that have become available through the DR7 release of the SDSS spectroscopic survey Abazajian et al. 2009. We used as reference set of fitted parameters those found after having imposed the bright end slope ($\alpha_b = -1.10$), and then fitted a linear relation between the faint end slope and the cluster mass proxies (left panel of Fig 5), and between the bright end characteristic magnitude and the two proxies (right panel of Fig 5), in order to understand whether the cluster mass bears some influence on the final LF. Superimposed to every plot are the linear relations, while the insets report the slope of the fitted linear relation together with the formal fit 1-sigma error. The shaded area is the RMS region derived considering a null variation of the faint end slope (left panel) and of the bright characteristic magnitude (right panel) with the mass proxies.

The only relation that appears significant is the one between the X-ray luminosity and the slope in the faint end (Fig 5 lower left panel), but even in this case the statistical analysis of the correlation using the Spearman/Kendall test gives a null correlation (the two correlation coefficients are -0.07 and -0.03, respectively, while their significance is 0.66 and 0.74). Therefore, we conclude that for our sample of clusters we do not find any correlation of the LFs with the velocity dispersion and with the X-ray luminosity (i.e. with the mass) of the clusters. We remember, though, that we are analyzing here galaxies located in the same physical region of the clusters (i.e. 0.5 $\times$ $r_{200}$), and we are using this population of galaxies to infer correlations with global properties of clusters. If differences from cluster to cluster arise in the external regions (as it seems the case, see Hansen et al. 2005; Poppesso et al. 2006), they can be responsible for a different relation with the cluster global properties.

4.1. The Dwarf–to–Giant ratio

In order to verify our results, we decided to use a quantity not related to our fitting procedure, being based only on galaxies number counts. We then used the ratio between the number of faint galaxies and that of bright galaxies, the so called Dwarf–to–Giant ratio (DGR), to verify whether any relation exists between the overall description of the LF and the global cluster environment. To be consistent in our definition of DGR, we counted dwarf galaxies only up to the brightest magnitude limit of the
Table 1. Schechter function parameters for each cluster (col. 1) we give the area covered by our observations, in Mpc$^2$ (col. 2), the Dwarf–to–Giant ratio (col. 3), the fitted $M^c$ and $q$ (col. 4, 6) and the relative error on the fit (col. 5, 7), the fitted $M^c$ and $q$ (col. 8, 10) and the relative error on the fit (col. 9, 11), the $\chi^2$ of the fit (per degree of freedom), the number of galaxies, the cluster velocity dispersion, the (log) of X-ray luminosity in the range 0.1–2.4 keV from [Ebeling et al. 1996] and the limiting absolute magnitude.

| Cluster | Area | DGR | $M^c$ | Entr($M^c$) | $\text{err}^M$ | $\text{err}$ | $\text{err}^\alpha$ | $\chi^2$ | $N_{\text{gal}}$ | $\sigma_v$ | $L_X / M_{\text{vir}}$ |
|---------|------|-----|------|-------------|---------------|-------------|----------------|-------|-------------|---------|------------------|
| A55     | 4.10 | -21.25 | 0.30 | -1.01 | 0.13 | -16.35 | 0.28 | -0.92 | 0.16 | 0.42 | 4841 | 1052 | 44.92 | 14.35 |
| A11     | 4.08 | -20.13 | 0.44 | -0.25 | 0.29 | -15.77 | 0.32 | -0.61 | 0.24 | 2.23 | 5005 | 862 | 43.13 | 14.66 |
| A133    | 2.23 | -21.42 | 1.92 | -0.72 | -17.31 | 1.36 | -0.40 | 0.10 | 1.17 | 2599 | 810 | 45.55 | 14.62 |
| A147    | 2.80 | -32.37 | 0.45 | 99.99 | 22.20 | 8.74 | -10.08 | 1.07 | 3.61 | 7186 | 446 | 67.33 | 13.96 |
| A151    | 3.14 | -21.59 | 2.75 | -19.32 | 1.12 | -0.99 | 0.30 | 0.00 | 3.00 | 3480 | 760 | 44.00 | 14.35 |
| A160    | 2.77 | -21.70 | 2.10 | 0.38 | -15.99 | 3.96 | 5.99 | 1.30 | 2591 | 561 | 43.38 | 14.13 |
| A160    | 2.36 | -21.56 | 0.15 | 1.49 | 0.01 | -2.02 | 0.34 | 1.28 | 1.73 | 3352 | 452 | 44.14 | 14.42 |
| A500    | 2.37 | -21.27 | 0.33 | 0.15 | 0.06 | -15.23 | 0.09 | -3.49 | 1.12 | 0.41 | 2157 | 658 | 44.15 | 14.98 |
| A548B   | 2.72 | -21.37 | 0.56 | 0.92 | 0.34 | -16.55 | 0.87 | -0.24 | 0.72 | 1.33 | 6037 | 848 | 43.93 | 14.93 |
| A602    | 1.92 | -21.41 | 0.87 | -0.32 | 0.55 | -15.84 | 0.31 | 0.15 | 0.68 | 2.05 | 1845 | 720 | 43.64 | 14.81 |
| A671    | 1.30 | -20.68 | 0.55 | -0.02 | 0.64 | -18.62 | 0.61 | -0.33 | 0.39 | 0.90 | 3273 | 906 | 43.95 | 14.33 |
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Fig. 5. Variation of $\alpha_f$ (left panels) and $M_V$ (right panels) with $\sigma_V$ (upper panel) and $L_X$ (lower panel), with superimposed the least square fit.

Fig. 6. Dwarf–to–Giant ratio versus $\sigma_V$ (upper panel) and $L_X$ (lower panel), with superimposed the least square fit.

entire sample of clusters, i.e. $M_V = -15.15$. To separate giant and dwarfs we used, instead, a value of $M_V = -19.0$.

We show in Fig. 6 how the DGR varies with the velocity dispersion (upper panel) and with the X-ray luminosity (lower panel). Superimposed over both plots we also draw the least square fit to the data, that takes the errors into account. The slope of the relation between DGR and $\sigma_V$ is 0.961, with an error of 0.519. RX1740 has been excluded from the plot to better visualize the data, but it is included in the fit.

Again, there is a hint for less massive clusters (as traced by their X-ray luminosity) hosting a larger number of dwarf galaxies with respect to massive galaxies, but only if excluding the clusters where the DGR shows larger errors. If including the whole cluster sample, instead, both the relation with the X-ray luminosity and the one with the velocity dispersion are not significant. In fact, the Spearman correlation test confirms that there is no correlation at all between the DGR ratio and the mass of the cluster.

4.2. LF of different subsamples

Here we consider various sub-samples of clusters for which we construct the LF. First we analyzed the LF of two subsamples characterized by extreme values of X-ray luminosity and velocity dispersion. We select the 10 clusters with the highest (lowest) X-ray luminosity and the 10 clusters with the highest (lowest) velocity dispersion.

In Fig. 7 we show the composite LF (i.e. the LF obtained from the single LFs by summing all contributions after having normalized them to have the same number of objects above a certain magnitude, see Sec. 5 for our own definition of composite LF) for these subsamples of clusters: in the upper panels WINGS clusters are subdivided according to their X-ray luminosity (taken from Ebeling et al. 1996, 1998, 2000), while in the lower panels they are separated on the basis of their velocity dispersion. In both figures the filled symbols represent the LF for the sample with highest X-rays luminosity (velocity dispersion), while open symbols refer to the ones with the lowest X-rays luminosity (velocity dispersion). In order to better compare the two samples they have been normalized so that they possess the same number of galaxies brighter than $M_V = -19$. Superimposed are the two fits (in continuous and dashed, respectively, for the two subsamples) that we obtained leaving free all parameters of the double Schechter function. In order not to be biased by low statistics, we fit only points where the global contribution comes at least from 5 clusters. For this reason the bins brighter than $M_V = -23$ never contribute to the fit, and clusters with the smallest values of $L_X$ and $\sigma_V$ have been fitted up to $M_V = -22$.

The central part of the LF is very similar in the two subsamples, indicating that differences, if any, arise at the two extremes of the distributions. More massive clusters have a brighter char-
Fig. 7. Composite Luminosity Function of galaxies belonging to the 10 clusters with highest (and lowest) X-rays luminosities in the upper panel, and to the 10 clusters with the highest (and lowest) velocity dispersions in the lower panel. The fits are drawn with a continuous line for the highest X-ray luminosity (velocity dispersion) samples, and with a dashed line for the lowest X-ray luminosity (velocity dispersion).

The lack of any significant relation between the single cluster LFs and the overall cluster properties, led us to put more stringent constraint on our result by constructing the so called composite LF. We calculated it by summing all the clusters LF after having normalized them in order to have the same number of objects brighter than $M_V = -19$. To construct the LF we follow a modified version of the formulation given by (Colless 1989).

Fig. 8. Composite Luminosity Function of WINGS galaxies. Superimposed are the double Schechter fits obtained having imposed the bright end slope $\alpha_f = -1.10$: red for the population of galaxies, green for the population of galaxies and unknown. The two insets in the lower right corner are the values of the fit. The black lines are fits taken from the literature (see the top left inset).

The number of galaxies $N_j$ in the final LF in the absolute magnitude j-th bin is therefore calculated as:

$$N_j = \frac{N_{c,0}}{m_j^2} \times \sum_i N_{i,j}$$

where $N_{c,0}$ is the total number of galaxies brighter than $M_V = -19$, $m_j$ is the number of clusters contributing to the j-th bin, $N_{i,j}$ is the number of galaxies in the j-th bin coming from the i-th cluster and $N_{i,0}$ is the number of galaxies in the i-th cluster brighter than $M_V = -19$. Here we use $m_j^2$ instead of $m_j$, as in the original formalism by Colless (1989), in order to end up with a LF representative of the average cluster. In fact if we suppose to have an ideal situation of $m_j = n$ identical clusters with $N_{i,0} = N_{norm}$ and $N_{i,j} = N_j$ then:

$$N_{c,0} = \sum_i N_{i,0} = n \times N_{norm}$$

using the original formalism of Popesso et al. (2006) and substituting equation (6) in it we can see, after simple algebra, that $N_{j,0} = N \times n$; therefore in the original form, the LF results in n times the single LF which is not a "true" LF. We avoid this by dividing the original expression by the factor $m_j$, as in the original formalism by Colless (1989), in order to end up with a LF representative of the average cluster. The errors on the single bin are derived as the squared root of the sum of the single variances divided by the number of clusters contributing to the given bin.

Fig. 8 shows the derived distribution for the sample of WINGS galaxies. In red and green are shown the two fits obtained to the sample of galaxies (plus galaxies unknown) and to the secondary sample of all objects (i.e. galaxies and unknown, without the sources classified as stars). While in the bright part the two fits are coincident, soon after the central plateau the mixed distribution starts rising while the pure galaxy population remains flatter. In particular in the bright part the LF is well constrained, and it does not depend on the objects classification.
At low luminosities where the classification of objects becomes more difficult, i.e. the galaxies/unknown separation is a critical issue, the LF varies in the two subsamples (as expected).

In particular, the best fit to our LF, after having fixed the bright end slope, as we did for the single luminosity functions, gives $M_{V,b} = -21.40$, $M_{V,f} = -16.24$, and $\alpha_f = -2.63$ when we consider the galaxy population, while in the faint end we find $M_{V,f} = -16.94$, and $\alpha_f = -2.10$ when including the unknown objects. In the plot we also superimpose the LF fit derived by Popesso et al. (2006) and Barkhouse et al. (2007), rescaled to match the bright part of the LF.

When we consider the sample of galaxies (plus galaxies unknown) our LF (and consequently its fit) is slightly different from the ones given in literature, even if still compatible. We find a steeper rising in the faint end regime and a more pronounced central plateau. If we include in our sample all unknown objects, instead, we find a better agreement, with a flatter slope and a more pronounced central plateau. If we include in our sample all unknown objects, instead, we find a better agreement, with a flatter slope and a more pronounced central plateau.

### 5.1. LF of galaxies with different morphologies

One of the main characteristics of clusters is the morphological mix of its galaxies. To test any dependence of the LF on morphology we constructed the LF of galaxies according to their morphology.

Fig. 9 shows the LFs of early--type (purple dots) and late--type (black diamonds) in the upper panel, while in the lower panel there are ellipticals (red dots) and S0 (red triangles).

At low luminosities where the classification of objects becomes more difficult, i.e. the galaxies/unknown separation is a critical issue, the LF varies in the two subsamples (as expected).

In particular, the best fit to our LF, after having fixed the bright end slope, as we did for the single luminosity functions, gives $M_{V,b} = -21.40$, $M_{V,f} = -16.24$, and $\alpha_f = -2.63$ when we consider the galaxy population, while in the faint end we find $M_{V,f} = -16.94$, and $\alpha_f = -2.10$ when including the unknown objects. In the plot we also superimpose the LF fit derived by Popesso et al. (2006) and Barkhouse et al. (2007), rescaled to match the bright part of the LF.

When we consider the sample of galaxies (plus galaxies unknown) our LF (and consequently its fit) is slightly different from the ones given in literature, even if still compatible. We find a steeper rising in the faint end regime and a more pronounced central plateau. If we include in our sample all unknown objects, instead, we find a better agreement, with a flatter slope and a more pronounced central plateau.

If we include in our sample all unknown objects, instead, we find a better agreement, with a flatter slope and a more pronounced central plateau. If we include in our sample all unknown objects, instead, we find a better agreement, with a flatter slope and a more pronounced central plateau.

### 6. Spectroscopic Luminosity Function

Given the high spectroscopic coverage of our cluster sample, we finally calculated the spectroscopic LF. As previously done in other works (Vulcani et al. 2011), we decided here to consider only those clusters that have a spectroscopic completeness larger than 50%, i.e. 21 out of 48 clusters. The sample is made of 2009 galaxies that are cluster members.

Fig. 10 shows the spectroscopic LF (SLF) of the sample, after the correction made using both the spectroscopic and the photometric completeness, as described in Moretti et al. (2014), sec.6.3. The LF is obviously less deep than the photometric one, and we decided to keep only points reaching $-17.5$ in V band absolute magnitude, as in this magnitude bin 17/21 clusters contribute to the galaxy population. The best–fit of a single–Schechter function is superimposed to the points we draw in dashed red (the values of the fit are given in the top left label). We show also the best fit of the photometric LF, normalized to the same constant (dotted line) and the fit obtained imposing the mode values of the entire sample (continuous line).

The SLF fit is very similar to the best fit of the photometric CLF, being $M_0' = -21.34(-21.40) \pm 0.17(0.07)$ for the two fits, respectively. The mode of the global LF, when considering the population of galaxies corrected for the fraction of unknown that could be considered as galaxies, is $M_0' = -21.25 \pm 0.15$. Our spectroscopic and photometric LFs are therefore in agreement, even if this can be probed only in the bright part of the LF.

Previous studies based on samples of spectroscopically confirmed cluster members found slightly steeper slopes for the Schechter fit. De Propris et al. (2003) analyzing 2dFGRS data in the $b_I$ band gives $\alpha = -1.28$, while Christlein & Zabludoff (2003) using R band data in 6 clusters estimated $\alpha = -1.21$. Their magnitude limits extend from 3 to 7 magnitudes below $M_\star$, and it is therefore only marginally comparable with our observational range. In fact, their slope is derived using magnitudes where we do expect to find an upturn, but it is less pronounced than the one we find using the photometric sample. It is interesting the comparison of our SLF with the results found in the recent works by Rines & Geller (2008) and Agulli et al. (2014) in which they derive the spectroscopic luminosity function for Abell 2199, Virgo and Abell 85, respectively, reaching very faint magnitudes. In particular there is a good agreement of our SLF with the corresponding bright part of all SLFs, i.e. in the region where we possess spectroscopic information. In the faint end regime we find a slightly shallower slope (-0.98 to be compared with -1.28 and -1.13 for Virgo and A2199, and with -1.58 found in A85).
Fig. 10. Spectroscopic Luminosity Function of WINGS cluster members. The single Schechter fit to the SLF is drawn in red while in black are superimposed the fit to the photometric LF (continuous line), and the Schechter function obtained using the median values of the whole sample (dotted line). In the inset we compare our SLF with the ones by Rines & Geller (2008) for Virgo and A2199, and by Agulli et al. (2014) for A85.

7. Conclusions

We studied the LF in a sample of WINGS clusters up to $0.5 \times r_{200}$. This allows us to evaluate the cluster LF in the same physical region in terms of radial coverage. After a careful field subtraction using the work of Berta et al. (2006) that has been obtained with our own observational setup we cleaned the samples from stars and background detections and we find that a fit with a single Schechter function is not able to reproduce the entire range of luminosity distribution, and we therefore moved to the widely used approach of fitting a double Schechter function to our LFs.

First, we addressed the still unsolved question regarding the universality of the LF. We find that a large spread exist among values for single clusters, and the agreement with other studies is satisfying only when comparing the bright part of the LF, while in the faint end discrepancies arise. The fitted values for a single cluster do not depend on the global characteristics of the cluster itself, such as the X-ray luminosity or cluster velocity dispersion, which are, however, quantities derived for the global cluster (while the LF covers only the internal region). We find that in the LFs for extreme subsamples of galaxies, i.e. those showing the highest (and lowest) values of $L_X$ and $\sigma_V$, the overall shape of the two distributions is preserved. The DGR as well does not depend on cluster’s masses (as derived from the same proxies).

We constructed the composite luminosity function, by stacking all the LFs. This approach compensated by a larger statistics the errors on single cluster LF. This LF is in excellent agreement with what previously found by other studies in the bright part of the LF, while it shows a slightly steeper trend in the faint region. This steeper slope is somewhat compensated by the presence of a fainter characteristic magnitude, which leads to a more pronounced central plateau. If we include in the data detections belonging to the unknown class we recover the faint end slope. We conclude that a careful object classification, possible only in dedicated survey such as ours, is the only way we have to discriminate which one of the two slopes is more probable. We point out in addition that our LF is in good agreement with the recent findings by Agulli et al. (2014) that derived a spectroscopic luminosity function down to $M_r \sim -16.0$ for a cluster belonging to our sample.

We also used the morphological classification given by MORPHOT to derive the LFs of galaxies with different morphologies, up to the limit where the morphological classification was available for at least half of the photometric sample. We find that early–type galaxies dominate the LF over the entire magnitude range. Among early–type galaxies we find that ellipticals slightly outnumber S0s in the bright end, while the S0 fraction seems to increase in the central plateau.

Finally, we used a restricted sample of galaxies for which we have the spectroscopic membership confirmation to derive a clean LF. We obtained the LF only for the 21 clusters where the spectroscopic completeness is larger than 50%. Even though this LF is not as deep as the photometric one (as expected), in the bright end we can confirm the values that we found from the photometric LF.
Our study indicates that the faint end LF slope might have been overestimated in the past, thus leading to a LF steeper than the real one. This aspect needs to be assessed, in order to link the presence of dwarfs to the cosmological predictions and/or to the higher redshift results (where, though, their mere presence is still debated, see Harsono & De Propris 2009 and Crawford et al. 2009 for different results). They seem to be equally divided into early and late morphologies, and among the early types they are again equally divided into Ellipticals and S0s. When looking at the overall composition of the LF, instead, we find mainly S0 in the central plateau, and mainly Ellipticals in the bright part of the LF. This could be the sign that between high and low redshift small S0s form by merging of small late-types. However, deeper studies of local clusters by Trentham & Tully (2002), Hilker et al. (2003), Misgeld et al. (2009) have demonstrated that the faint LF is much flatter than what emerges from pure photometric studies (even if they looked for early-type galaxies), thus posing a dramatic challenge to the theoretical predictions by Moore et al. (1999); Jenkins et al. (2001); of a steep slope \( \alpha = -2.0 \).
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