Completely packed $O(n)$ loop models and their relation with exactly solved coloring models
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We investigate the completely packed $O(n)$ loop model on the square lattice, and its generalization to an Eulerian graph model, which follows by including cubic vertices which connect the four incoming loop segments. This model includes crossing bonds as well. Our study was inspired by existing exact solutions of the so-called coloring model due to Schultz and Perk [Phys. Rev. Lett. 46, 629 (1981)], which is shown to be equivalent with our generalized loop model. We explore the physical properties and the phase diagram of this model by means of transfer-matrix calculations and finite-size scaling. The exact results, which include seven one-dimensional branches in the parameter space of our generalized loop model, are compared to our numerical results. The results for the phase behavior also extend to parts of the parameter space beyond the exactly solved subspaces. One of the exactly solved branches describes the case of nonintersecting loops and was already known to correspond with the ordering transition of the Potts model. Another exactly solved branch, describing a model with nonintersecting loops and cubic vertices, corresponds with a first-order, Ising-like phase transition for $n > 2$. For $1 < n < 2$, this branch is interpreted in terms of a low-temperature $O(n)$ phase with corner-cubic anisotropy. For $n > 2$ this branch is the locus of a first-order phase boundary between a phase with a hard-square, lattice-gas-like ordering and a phase dominated by cubic vertices. A mean-field argument explains the first-order nature of this transition.

I. INTRODUCTION

Several types of nonintersecting $O(n)$ loop models can be obtained as a result of an exact transformation of certain $O(n)$-symmetric spin models [1–6]. Most of these models are two dimensional, but the transformation is also applicable in three dimensions [7]. It provides a generalization of the $O(n)$ model to noninteger and even negative values of $n$. Whereas most existing work is restricted to nonintersecting loop models, the models can readily be generalized to include cubic vertices [8] and crossing bonds [9]. These cubic vertices connect to four incoming loop segments and arise naturally when the $O(n)$ symmetry of the original spin model is broken by interactions of a cubic symmetry [10]. The crossing-bond vertices occur in the loop representation of nonplanar $O(n)$-symmetric spin models.

The presently investigated model is defined in terms of these three types of vertices on the square lattice. The three types, which are shown in Fig. 1 together with their vertex weights, specify a complete covering of the lattice edges. In comparison with a recent investigation [11] of crossover phenomena in a densely packed phase of the $O(n)$ loop model, the present set of vertices is obtained by excluding those that do not cover all lattice edges. Due to the absence of empty edges, the physical interpretation in terms of an $O(n)$ spin model is more remote. A formal mapping of the loop model on the spin model leads to a spin-spin interaction energy that can assume complex values when the relative weight of empty edges becomes sufficiently small. However, the mapping of the completely packed $O(n)$ loop model on a dilute $O(n−1)$ loop model model (which was, as far as we know, first formulated by Blöte and Nienhuis; see Ref. [4]) brings it again closer to the realm of the spin models.

A configuration of the vertices of Fig. 1 forms a so-called Eulerian graph $G$, in which only even numbers of loop segments are connected at each vertex. The present model may thus be called a completely packed Eulerian graph model. The partition sum of this model is

$$Z_{EG} = \sum_{G} z^{N_z} c^{N_c} x^{N_x} n^{N_n}. \quad (1)$$

The sum on $G$ is on all compatible vertex coverings. The exponents $N_z$, $N_c$, and $N_n$ are the numbers of vertices of types $z$, $c$, and $x$, respectively, and $N_n$ is the number of components of the graph $G$. A component is a subset of edges connected by a percolating path of bonds formed by the vertices of $G$. Since $Z_{EG}$ is a homogeneous function of the vertex weights, one may, without loss of generality, scale out one of the weights. We thus normalize the weight $z$ of the $O(n)$ vertices describing colliding loop segments to 1.

At this point it is appropriate to comment on our nomenclature. By “nonintersecting loops” we mean configurations consisting of the type-$z$ vertices in Fig. 1. Since the word “intersecting” could be associated with the type-$x$ vertices, as well as the type-$c$ vertices in Fig. 1, we refer to type-$x$ vertices as crossing bonds and to type-$c$ vertices as cubic vertices. Thus, we may, alternatively, call this model a completely packed loop model with crossing bonds and cubic vertices, or just a generalized loop model. Furthermore, we note that the name “fully packed” is used for models where all vertices are visited, but not all edges are covered by loop segments [12,13].

The present work was inspired by a number of existing exact solutions, in particular of a “coloring model” by Schultz [14], later studied in more detail by Perk and Schultz [15] and others [16,17]; see also Fateev [18]. In the Perk-Schultz model, the edges of the square lattice receive one of several colors,
in such a way that, for any given color, an even number of edges connects to each vertex. Exact solutions were found for several different branches of critical lines that are parametrized by the number of colors. Our purpose is to put them in the broader context of statistical physics by exploring the universal properties and phase behavior at and near their intersections with the phase diagram spanned by the parameters in Eq. (1).

The outline of this paper is as follows. In Sec. II we reformulate the Eulerian graph model in terms of the number of loops and describe the transformation connecting it to the coloring model. We review the exact results for the free energy, which apply to several one-dimensional “branches” parametrized by $n$ in the parameter space of Eq. (1) and which are useful for the analysis of the conformal anomaly along these branches. This analysis is based on transfer-matrix calculations, for which some technical details are provided in Sec. III and the Appendix. Results for the free energy of the exactly solved branches are presented in Sec. IV and for some scaling dimensions in Sec. V. While the exploration of the complete (in fact three-dimensional) phase diagram of the Present model, the number $N_n$ of components is now absent, and the weight of a cubic vertex now appears as $c_n = c/n$ instead of $c$. In this context it is noteworthy that the cubic weight $c$ used in Ref. [11] is equal to $c_n = c/n$ when expressed in the parameters of the present work.

II. MAPPINGS AND EXISTING THEORY

A. Euler’s theorem

Euler’s theorem specifies that the number of components satisfies $N_n = N_s - N_b + N_l$, where $N_s$ is the number of sites of the lattice, $N_b$ is the number of bonds covered by $G$, and $N_l$ is the number of loops in $G$. It means that every new bond decreases $N_n$ by one, unless its end points were already connected. Application of this theorem to the present model requires some care because it merges the degrees of freedom of the cubic model with those of the $O(n)$ model. Whereas the spins of the cubic model [8,19] are defined on the vertices of the square lattice, those of the square-lattice $O(n)$ model [4,5] sit in the middle of the edges. Here we adopt the definition for the square-lattice $O(n)$ loop model. Thus, the number $N_n$ of sites in Euler’s relation becomes twice the number $N_n$ of vertices. Furthermore, in this formulation, a cubic vertex consists of three bonds: It connects one pair of sites along the $x$ direction and one pair of sites along the $y$ direction, and it also makes a connection between both pairs. Thus, for the present model, the number of bonds as required in Euler’s formula is $N_b = 2N_s + 2N_l + 3N_n$, and Euler’s theorem takes the form

$$N_n = N_s - 2N_b - 3N_c - N_l = N_s - N_c,$$  \hspace{1cm} (2)

where the last step uses $N_l = 2N_c$ and $N_c = N_s + N_l + N_n$ in the completely packed model. After substitution of Euler’s theorem, the partition sum Eq. (1) is thus reformulated as

$$Z_{EG} = Z_{loop} = \sum_{G} \gamma^N(c/n)^N x^N y^N.$$

The Boltzmann weights now only depend on the numbers of vertices of each type and on the number of loops. This formula exposes the nature of the partition sum as that of a generalized loop model: The number $N_n$ of components is now absent, and the weight of a cubic vertex now appears as $c_n = c/n$ instead of $c$. In this context it is noteworthy that the cubic weight $c$ used in Ref. [11] is equal to $c_n = c/n$ when expressed in the parameters of the present work.

B. Relation with the coloring model

The Perk–Schultz coloring model is defined in Refs. [14,15] in terms of bond variables that can assume $n$ different colors. The colors of the bonds connected to a given vertex are not independent. The number of bonds of a given color connected to a vertex is restricted to be even. Following Ref. [14], the vertex weights are denoted $R^{\lambda\mu}(c\beta)$, where $\lambda, \mu$ denote the colors of the bonds in the $-x, +x$ directions and $c, \beta$ apply to the $-y, +y$ directions, respectively. The color restrictions and symmetries are expressed by

$$R^{\lambda\mu}(c\beta) = W^d_{c\alpha} \delta_{c\beta} + W^r_{c\beta} \delta_{c\alpha} + W^l_{c\beta} \delta_{c\alpha},$$  \hspace{1cm} (4)

with

$$W^d_{c\beta} = W^d(1 - \delta_{c\beta}), \hspace{0.5cm} W^l_{c\beta} = W^l(1 - \delta_{c\beta}),$$  \hspace{1cm} (5)

and

$$W^r_{c\beta} = W^r(1 - \delta_{c\beta}).$$  \hspace{1cm} (6)

The weights thus satisfy the color permutation symmetry. We furthermore impose the symmetry condition

$$W_l^l = W^r,$$  \hspace{1cm} (7)

which leads to vertex weights that are invariant under rotations by $\pi/2$, thus allowing conformal symmetry of the coloring model in the scaling limit.

The model still contains, besides the number $n$ of colors, three variable parameters $W^l, W^r$, and $W^d$. The partition sum of the coloring model is defined by

$$Z_{cm} = \sum_{C} \prod_{v} R^{\alpha\lambda\mu}(c\alpha\beta\lambda\mu\nu),$$  \hspace{1cm} (8)

where the sum on $C$ is over all colors of each bond and the product is over all vertices $v$. Each bond variable occurs twice in the product, once as a superscript and once as an argument of $R$.

In the absence of intersections between different colors, i.e., $W^d = 0$, the coloring model is known to be equivalent with a Potts model and its Eulerian graph representation [20]. Here we provide the exact correspondence between the $W^d \neq 0$
The relation of the parameters in Eq. (1) in terms of a summation on the surrounding loop model configuration, is denoted by an expression of the form:

\[ Z = \sum_{\text{configurations}} \text{partition sums} \]

These partition sums of the generalized loop model are denoted as \( Z \) for the partition sum. These conditions lead to three equations, whose solutions are given by Eq. (11), with exactly solved “branches” of the generalized loop model of Eqs. (1) and (3). The vertex weights are shown in Table I as functions of \( n \) for these seven branches. These weights are normalized such that \( z = 1 \), except for branches 6 and 7, where \( z \) vanishes, and we normalize as \( x = 1 \) instead.

### 1. Branch 1

The exact solution of branch 1 by Schultz [14] is presented in terms of a quantity denoted there as \( f \), which matches the per-site partition function, with the normalization \( W^d = 1 \).[15] Branch 1 has nonzero weights only for colliding vertices of the \( z \) type, as shown in Fig. 1. It thus applies to a completely packed, nonintersecting loop model. For \( n > 0 \), this branch is exactly equivalent with the six-vertex model and with the \( q = n^2 \)-state Potts model at its transition point [23]. Due to these equivalences, much is already known for branch 1. We recall some of these results for reasons of completeness as well as relevance for the interpretation of the phase diagram of Eq. (1).

### C. The branches resulting from the solution of the coloring model

Several cases of the coloring model were studied analytically by Schultz [14]. That work provided analytic expressions for the partition sum per site. Included are results for a number of index-independent models, i.e., models satisfying Eqs. (4)–(6), so that all colors are equivalent. As noted above, the present work also restricts the vertex weight to be invariant under rotations by \( \pi/2 \), as required by asymptotic conformal invariance [22]. This enables the numerical estimation of some universal quantities as outlined in Sec. III.

### Table I. Intersection between the exactly solved subspaces of the coloring model and the parameter space of the generalized loop model.

| Branch | Case | \( z \) | \( x \) | \( c \) |
|--------|------|------|------|------|
| 1      | IIA1 | 1    | 0    | 0    |
| 2      | IIA2a| 1    | 0    | -1 + \( \sqrt{n-1} \) |
| 3      | IIA2b| 1    | 0    | -1 - \( \sqrt{n-1} \) |
| 4      | IIB1a| 1    | \(-n\) | 0    |
| 5      | IIB1b| 1    | \(-n\) | \(-n\) |
| 6      | IIB2a| 0    | 1    | 0    |
| 7      | IIB2b| 0    | 1    | -2    |
with \( \theta \) defined by \( \cosh \theta = n/2 \);

\[
f(2) = 2 \ln \frac{\Gamma(1/4)}{\Gamma(3/4)},
\]

\[
f(n) = \frac{1}{2} \int_{-\infty}^{\infty} dx \frac{\tanh \mu x \sinh(\pi - \mu)x}{x \sinh \pi x}, \quad (-2 < n < 2),
\]

where the parameter \( \mu \) is defined by \( \mu = \arccos(n/2) \);

\[
f(-2) = 0,
\]

\[
f(n) = \frac{1}{2} \bar{\theta} + \sum_{k=1}^{\infty} \left\{ \frac{-\exp(-\bar{\theta})^k}{k} \frac{\tanh(k\bar{\theta})}{\bar{\theta}} \right\}, \quad (n < -2),
\]

where \( \cosh \bar{\theta} = -n/2 \). The expression for \( n < -2 \) applies [26] to the thermodynamic limit of systems with a number of vertices equal to a multiple of 4.

The correlation functions are known to follow a power law as a function of distance in the critical range \(-2 \leq n \leq 2\) and to decay exponentially for \(|n| > 2\). The off-critical phase for large \( n \) is known [26] to display the same type of order as the square lattice gas with nearest-neighbor exclusion.

2. Branches 2 and 3

These branches contain both colliding (\( z \)-type) and cubic vertices (\( c \)-type), as shown in Fig. 1, with a weight that depends on \( n \). Their nature differs from branch 1 in the fact that different loops may now have common edges and vertices and thus be forced into the same component, according to Eq. (1).

In order to avoid confusion with our notation, we denote the Schultz result for the per-site partition function as \( z_S \), instead of \( f \) as used there, which we reserve for the free-energy density. After substitution of the parameters as determined by Eq. (11) and Table I into the result [14] for \( z_S \) of branches 2 and 3 and some simplification, the free-energy per vertex follows as

\[
f = \ln(W^0 z_S) = \ln \left\{ \frac{n - 1}{n - 1} \prod_{k=1}^{\infty} \left[ \frac{1 + (n - 1)^{-2k-1/2}}{1 + (n - 1)^{-2k-3/2}} \right] \right\},
\]

where the upper signs in \( \pm \) and \( \mp \) apply to branch 2 and the lower signs apply to branch 3. This result applies to the thermodynamic limit of systems with an even number of vertices. Its validity cannot extend into the range \( n < 2 \), since the infinite product vanishes there. For \( n \to 2 \), branch 2, the infinite product compensates the divergence of the prefactor. Since branch 2 intersects with branch 1 at \( n = 2 \), its free energy at \( n = 2 \) is given by Eq. (13). For branch 3, the infinite product assumes the value 2 in the limit \( n \to 2 \), so that the free energy vanishes in this limit.

3. Branches 4 and 5

For branch 4, the system contains, in addition to the \( z \)-type colliding vertices, also \( x \)-type crossing-bond vertices (see Fig. 1), but no cubic vertices. A problem arises with the free-energy density corresponding with subcase IIB1 of Ref. [14], since it displays many divergences as a function of \( n \). Furthermore, footnote [64] of Ref. [15], which applies to this result in Ref. [14], allows for the possibility that this result has to be modified by an additional factor. In order to determine this factor, we focus on the quantity \( z_S \) as given by Schultz [14]. In the present parameter subspace, it reduces to

\[
z_S(n) = \frac{2 - n}{4} \frac{\Gamma^2(1/4)}{\Gamma^2(3/4)} \frac{\Gamma(1/2 - \alpha)}{\Gamma(1/2 + \alpha)} \frac{\Gamma(1 + \alpha)}{\Gamma(1 - \alpha)}, \quad \alpha = \frac{6 - n}{4(2 - n)}.
\]

After two applications of Euler’s reflection formula, one finds

\[
z_S(n) = \frac{2 - n}{4} \frac{\Gamma^2(1/4)}{\Gamma^2(3/4)} \frac{\Gamma(1/2 - \alpha)}{\Gamma(1/2 + \alpha)} \frac{\Gamma(1 + \alpha)}{\Gamma(1 - \alpha)} ctg(\alpha \pi).
\]

An independent calculation of the exact free-energy density of branch 4 is due to Rietman [29]. That result was derived for the intersecting loop representation in Eq. (3), whose relation with the coloring model was not immediately obvious. The Rietman expression for the free energy is free of divergences for \( n < 2 \). Numerical evaluation shows that, although the Schultz and Rietman results are different, they differ only by a fractional number for some fractional values of \( n \). We thus cast the Rietman result \( z_R \) for the per-site partition function in a similar form as Eq. (19). It is [29]

\[
z_R(n) = \frac{4\kappa}{1 + k u(1 - u)} \frac{\Gamma(1 + \frac{x}{2})}{\Gamma(1 - \frac{x}{2})} \frac{\Gamma(1 + \frac{x}{2} + \frac{u}{2})}{\Gamma(1 - \frac{x}{2} + \frac{u}{2})} \frac{\Gamma(1 + \frac{1}{2} \mp \frac{u}{2})}{\Gamma(1 - \frac{1}{2} \mp \frac{u}{2})}
\]

where \( \kappa = 1 - \frac{x}{2} \), and \( u \) describes the anisotropy of the model when the two \( z \)-type colliding vertices have different weights, say \( z_1 \) and \( z_2 \) as \( u = z_1/(z_1 + z_2) \); in our work, \( u = \frac{1}{2} \).

Substitution of \( \kappa \) and \( u \) in Eq. (20) leads to

\[
z_R(n) = \frac{16}{10 - n} \frac{\Gamma^2(1/4)}{\Gamma^2(3/4)} \frac{\Gamma^2(1 + \alpha)}{\Gamma^2(1 - \alpha)} \frac{\Gamma^2(\alpha + \frac{1}{2})}{\Gamma^2(\alpha - \frac{1}{2})},
\]

where the last equality uses the definition (18) of \( \alpha \). A comparison of Eqs. (19) and (21) shows that

\[
z_S(n) = \frac{10 - n}{2 - n} ctg(\alpha \pi) z_R(n).
\]

The factor \((10 - n)/(2 - n)\) is equal to the weight ratio \( W^0/W^0 \) in the coloring model. The normalization used by Rietman, namely \( 2z + x = W^0 = 1 \), thus agrees with the normalization \( W^0 = 1 \) mentioned in Ref. [15] for the branch-4 result for \( z_S \) given in Ref. [14]. The remaining factor \( ctg(\alpha \pi) \) thus identifies the periodic factor mentioned in footnote [64] of Ref. [15]; we thus ignore it, so that the partition functions according to Refs. [14,29] become identical. The free-energy
density of branch 4 follows, in our normalization $z = 1$, as

$$f(n) = \ln\left[\frac{10 - n}{4} z^{|n|}\right] = \ln\left[\frac{2 - n}{4} \Gamma^2\left(\frac{1}{2}\right) \Gamma^2\left(\frac{1}{2} + \frac{1}{n} - \frac{1}{a}ight)\right].$$

(23)

This expression is well behaved for $n < 2$, but in the range $2 < n < 6$ it does not exhibit the expected type of behavior, because the arguments of the $\Gamma$ functions can diverge and become negative. The fact that branches 1 and 4 intersect at $n = 2$ allows a consistency check by taking the limit $n \to 2$ in Eq. (23). Since $a$ diverges, we may safely apply Stirling’s formula. It then follows that the ratio of the divergent $\Gamma$ functions just cancels the prefactor $2 - n$, so that we indeed reproduce Eq. (13).

The vertex weights for branch 5 differ from branch 4 in the additional presence of $c$-type cubic vertices. The Schultz result [14] for branch 5 specifies the same expression for the partition function as for branch 4. Later we compare our numerical results for branches 4 and 5 with Eq. (23) for several values of $n$.

4. Branches 6 and 7

The vertex weights of branches 6 and 7, given in Table I, do not depend on $n$, but the partition sum still contains the loop weight explicitly, and indeed it appears in the exact per-site partition sum $z_5$ as given by Schultz [14]. This result leads to the free-energy density

$$f(n) = \ln[z_5] = \ln\left\{\frac{\Gamma\left(\frac{1}{n}\right)}{\Gamma\left(\frac{1}{n}\right)\Gamma\left[\frac{1 + (n - 2)b}{n}\right]}\right\},$$

(24)

where

$$b = \frac{W_t}{W_0} = \frac{z}{2z + x + c} = 0.$$

Since we impose rotational symmetry over $\pi/2$ on the vertex weights by Eq. (7), and moreover $W_tW_0 = 0$ for branches 6 and 7, we arrive at the special point $b = W_t = z = 0$. We thus take the limit $b \to 0$ in Eq. (24):

$$f(n) = \lim_{b \to 0} \left[\ln\Gamma\left(\frac{1}{nb}\right) + \ln\Gamma\left[\frac{1 + (n - 2)b}{nb}\right] - \ln\Gamma\left(\frac{1 - b}{nb}\right) - \ln\Gamma\left[\frac{1 + (n - 1)b}{nb}\right]\right].$$

(25)

Each of the arguments of the $\Gamma$ functions diverges in the limit of $b = 0$. We apply Stirling’s formula and neglect terms that vanish in this limit:

$$f(n) = \lim_{b \to 0} \left\{\frac{2 + nb - 4b}{2nb}\ln[1 + (n - 2)b] - \frac{2 - nb - 2b}{2nb}\ln[1 - b] - \frac{2 + nb - 2b}{2nb}\ln[1 + (n - 1)b]\right\}.$$

We first consider the divergent terms with $\ln(nb)$. The sum of their amplitudes is seen to cancel exactly:

$$\frac{2 - nb}{2nb} + \frac{2 + nb - 4b}{2nb} - \frac{2 - nb - 2b}{2nb} = 0.$$

Similarly, the sums of the amplitudes of terms with $\frac{1}{nb}$ and $\frac{1}{2}\ln(2\pi)$ vanish. Therefore,

$$f(n) = \lim_{b \to 0} \left\{\frac{2 + nb - 4b}{2nb}\ln[1 + (n - 2)b] - \frac{2 - nb - 2b}{2nb}\ln[1 - b] - \frac{2 + nb - 2b}{2nb}\ln[1 + (n - 1)b]\right\}.$$

(26)

The prefactors depend linearly on $1/b$, and the logarithms are proportional to $b$ in lowest order. It is therefore sufficient to keep the divergent part of the prefactors and the terms with $b$ in the logarithms:

$$f(n) = \lim_{b \to 0} \left\{\frac{1}{nb}\left[(n - 2)b + b - (n - 1)b\right]\right\} = 0.$$

Thus, according to the Schultz solution, the free-energy density of branches 6 and 7 vanishes in the thermodynamic limit $L \to \infty$.

D. Exact results for the scaling dimensions and conformal anomaly

1. Results for branch 1

Although branch 1 can be mapped onto the critical Potts model, the exact results for the temperature and magnetic scaling dimensions of the Potts model do not apply to the completely packed system of branch 1 and the associated dense $O(n)$ phase. Results for the magnetic dimension and the conformal anomaly of the dense $O(n)$ phase have been obtained [30] from exact analysis of the model on the honeycomb lattice. These results coincide with the Coulomb
gas results given below and with an exact analysis of the model on the square lattice [31,32].

The Coulomb gas method, which offers a way to calculate some scaling dimensions, was explained in some detail in Ref. [10]. It considers an observable local density $p(r)$ on position $r$, which depends on the microstate at position $r$ and is conjugate to the field $q$. In a critical state, we expect that the two-point correlation behaves as $\langle p(0) p(r) \rangle \propto r^{-2X_q}$, where the exponent $X_q$ is the scaling dimension of the density $p$. Via the relation with the Coulomb gas one may now associate $p(0)$ with a pair of charges, an electric charge $e_0$, and a magnetic one $m_0$. Similarly, we have a pair $e, m$, representing $p(r)$. Then, the scaling dimension $X_q$ is given by [10]

$$X_q = X(e, m) = \frac{-e_0 e + m_0 m}{2g}. \quad (27)$$

The Coulomb gas coupling $g$ may be obtained if some exact information about the universal properties is available. Its determination, as well as that of the electric and magnetic charges, is a technical problem that we leave aside. We copy their values from the literature and present only the result in terms of $X_q$ when needed.

For the critical $O(n)$ model, as well as for its analytic continuation into the low-temperature $O(n)$ phase, it is well established how to apply the Coulomb gas method [10]. In particular, the low-temperature $O(n)$ phase, which shares its universal properties with the completely packed $O(n)$ loop model of branch 1, is important for the present research. The Coulomb gas results include the following scaling dimensions of the critical $O(n)$ model and the low-temperature phase:

$$X_h = 1 - \frac{3g}{8} - \frac{1}{2g}, \quad X_i = \frac{4}{g} - 2, \quad (28)$$

where $X_i$ is the leading temperature dimension of the $O(n)$ model. The Coulomb gas coupling constant $g$ is given by

$$g = 1 \pm \frac{1}{\pi} \arccos \frac{n}{2}, \quad (29)$$

where the + sign applies to the critical $O(n)$ model and the − sign to the dense low-temperature phase corresponding with branch 1. Furthermore, the introduction of the $x$- and $c$-type vertices into the nonintersecting $O(n)$ loop model can be analyzed using the Coulomb gas [10,33]. These perturbations are described by the cubic-crossover exponent

$$X_c(g) = 1 + \frac{3g}{2} - \frac{1}{2g}. \quad (30)$$

This perturbation is relevant in the dense phase, thus crossing bonds and cubic vertices are expected to lead to different universal behavior in the range $-2 < n < 2$.

Next we express the conformal anomaly $c_A$ as a function of the coupling constant $g$. From the definition of the parameter $y$ as a function of $n$ in Ref. [34], one finds that it relates to $g$ by $y = 2 - 2g$ in our notation. Then, using Eqs. (1) and (9) of Ref. [34], one obtains the conformal anomaly as

$$c_A(g) = 13 - 6g - \frac{6}{g}. \quad (31)$$

2. Results for the other branches

As far as we are aware, no exact results are available for the universal parameters of branches 2 and 3 and equivalent models. However, as mentioned in the preceding section, the cubic perturbation, i.e., the vertex weight $c$, is expected to introduce new universal behavior for branches 2 and 3 with respect to branch 1. Numerical results [11] for the dense phase (not completely packed) of the model with $z$- and $c$-type vertices confirm this and show the existence of a phase with a small value of the magnetic dimension $X_h$, i.e., a phase in which magnetic correlations persist over long distances.

The same Coulomb gas result applies to the introduction of crossing bonds, which is, like the cubic perturbation, also described by the four-leg watermelon diagram, and one may thus expect new universal behavior for branch 4. A few results are available for a supersymmetric spin chain [9] related to branch 4, referred to as the Brauer model [35,36]. Numerical as well as analytical arguments support, for $n \leq 2$, the formula for the conformal anomaly

$$c_A(n) = n - 1, \quad (n \leq 2), \quad (32)$$

and the magnetic dimension $X_h$ is reported to be very small, suggesting anomalously slow decay of magnetic correlations, at least for $n = 1$. This behavior was confirmed, although with limited accuracy, for a densely packed $O(n)$ model with crossing bonds, which is believed to display similar universal behavior as branch 4 [11]. This model was also studied by Jacobsen et al. [37], and recently, correlation functions were obtained by Nahum et al. [38] for $n < 2$, decaying as an inverse power of the logarithm of the distance. As far as universal behavior is concerned, these findings for the completely packed model apply as well in the dense $O(n)$ phase, but not for the $O(n)$ transition to the high-temperature phase, where the cubic perturbation is irrelevant for $|n| < 2$. The latter point was numerically confirmed for the $n = 0$ [39] case, which describes intersecting trials.

III. TRANSFER-MATRIX METHOD

We use the transfer-matrix method to calculate the partition sum $Z$ of a square lattice model, wrapped on the surface of a cylinder with a circumference of $L$ lattice units. The cylinder may be infinitely long but its circumference $L$ is finite. We postpone the transfer-matrix construction to the Appendix. Here we focus on the calculation of the free energy, the conformal anomaly and the scaling dimensions, which define the universality class. A finite-size analysis of the free energy does not only yield the conformal anomaly, but a comparison with the exact free energy, if available, provides a useful consistency check.

Free energy and correlation lengths

Using techniques described in the Appendix and in Ref. [40], we have computed a few of the leading eigenvalues of the transfer matrix $T$ for some relevant parameter choices. We have restricted ourselves to eigenstates that are invariant under rotations about the axis of the cylinder and inversions. It follows from Eq. (A5) that, in general, the reduced free-energy density for $M \rightarrow \infty$ is determined by the largest eigenvalue
The transfer-matrix results for \( f(L) \) can be used to estimate the conformal anomaly \( c_\ast \) using the relation \[ f(L) \approx f + \frac{\pi c_\ast}{6L^2}. \] (34)

The subdominant eigenvalues \( \Lambda_k(L) \) of \( T \) determine the correlation lengths \( \xi_k \) belonging to the \( k \)th correlation function. The gap with respect to the largest eigenvalue determines the corresponding correlation length along the cylinder as

\[
\xi_k^{-1}(L) = \ln \frac{\Lambda_0}{|\Lambda_k|},
\] (35)

where it is usual to associate the label \( k = 1 \) with the magnetic correlation length \( \xi_m \) and \( k = 2 \) with the energy-energy correlation length \( \xi_E \). For the purpose of numerical analysis, it is convenient to define the corresponding scaled gaps \( X_k(L) \) as

\[
X_k(L) = \frac{L}{2\pi \xi_k(L)}.
\] (36)

In the presence of a temperature field \( t \) and an irrelevant field \( u \), its scaling behavior is

\[
X_k(t,u,L) \simeq X_k + aL^\beta t + bL^\gamma u + \cdots,
\] (37)

where \( X_k \) is the scaling dimension of the observable whose correlation length is described by \( \xi_k \) [42]. This formula provides a basis to observe the phase behavior as a function of a parameter, such as a vertex weight, that contributes to \( t \). If \( y_t > 0 \) and \( u \) is not too large, a set of curves displaying \( X_k(L) \) versus parameter for several values of the system size \( L \) will show intersections converging to the point where the relevant scaling field \( t \) vanishes, i.e., the point where a phase transition occurs. According to Eq. (37), the slopes of the \( X_k(L) \) curves at the intersections increase with \( L \) if \( y_t > 0 \).

In the data analysis, we make use of this criterion for the relevance of the scaling field \( t \).

While the calculation of the temperature-like scaling dimension \( X_2 = X_t \) from \( \Lambda_2 \) is straightforward, that of the magnetic dimension \( X_h \) needs further comment. In the loop model, magnetic correlations between \( O(n) \) spins are represented by a single loop segment between the two sites. In completely packed models, it is not possible to add another loop segment into the system, and we use a method employed, e.g., in Ref. [11]. It analyzes the difference between the leading eigenvalues of systems with odd system size \( L \) containing such a segment and even systems without such a segment. Thus, one defines scaled gaps using the average of two consecutive even (or odd) systems as

\[
X_h(\text{even } L) = \frac{L}{2\pi} \left\{ \ln \Lambda_0(L) - \frac{1}{2} \ln |\Lambda_1(L - 1)| + \ln |\Lambda_1(L + 1)| \right\},
\] (38)

or

\[
X_h(\text{odd } L) = \frac{L}{2\pi} \left\{ \frac{1}{2} \ln |\Lambda_0(L - 1)| + \ln |\Lambda_0(L + 1)| \right\} - \ln \Lambda_1(L),
\]

where \( \Lambda_1 \) denotes the largest eigenvalue of odd systems in the transfer-matrix sector that includes an odd segment.

### IV. Numerical Results for the Free Energy

This section presents the finite-size analysis of the transfer-matrix results for the free energy of the seven branches following from the Schultz solutions [14] and the mapping on Eqs. (1) and (3). The vertex weights for these seven branches are listed in Table I.

#### A. Branch 1

Some numerical results for branch 1 are already listed in Ref. [26], together with an analytic derivation of the free energy for \( n < -2 \). Here we summarize those results and provide additional data. The finite-size data for the free energy were extrapolated using Eq. (34), yielding estimates of \( f(n) \), which are listed in Table II. For \( n < -2 \), the finite-size data for the free energy did not obey Eq. (34), but were, up to numerical precision, precisely proportional to \( 1/L \). Accordingly, we quote the results \( f(-2) = 0 \) and, for the conformal anomaly, \( c_\ast = -\infty \). For most values of \( n \), these free energies agree satisfactorily with the theoretical values given in Eqs. (12) to (16). Next, the free energies in Eq. (34) were fixed at their theoretical values, in order to obtain improved estimates of the conformal anomaly. These results are also listed in Table II and appear to agree well with the theoretical values, except for the ranges where \(|n| \) slightly exceeds 2 and where poor finite-size convergence occurs.

#### B. Branches 2 and 3

The finite-size data for the free energy of branch 2 were fitted by Eq. (34). Fits with two iteration steps, as described, e.g., in Ref. [40], were employed, using various combinations of exponents that were left free or fixed at expected integer values. A comparison between the different fits, and between fits using even and odd system sizes, thus yielded error estimates. The best estimates of \( f(n) \) are listed in Table III.

One observes that the bulk free energy for \( n > 2 \) is in agreement with the Schultz solution [14]. Since branches 1 and 2 intersect at \( n = 2 \), we took the \( n = 2 \) exact result for branch 1 in the second column of Table III. For \( n = 1 \), branches 2 and 3 are connected and the partition sum allows independent summation on the vertex states, which yields a factor 1 per vertex. This yields the exact results \( f(1) = 0 \) and \( c_\ast = 0 \), also shown in Table III. For \( n = 2 \), branch 3, the largest eigenvalue of the transfer matrix is 2 for all even system sizes; therefore, the bulk free energy and the conformal anomaly also vanish in this case.

While the bulk free energy is well resolved in most cases, complications arise for the part of branch 3 with small \( n \). The free energy for a small system seems to converge well to a limiting value as

\[
f(n) = \pm \sqrt{n - 1} + \frac{1}{2} (n - 1) \mp \frac{5}{4} (n - 1)^{3/2} + \cdots,
\] (39)
the range of accessible system sizes. The eigenvalue crossings shift to smaller \( L \) for larger values of \( n \). Thus, we believe that Eq. (39) does not apply to the bulk free energy of branch 3, not even for \( n \) close to 1. In addition to the level crossing, the free-energy data display oscillations with a period 4 in the size system for branch 3. For these reasons the free energies of branch 3 could not be accurately determined in the interval \( 1 < n < 2 \).

The conformal anomaly for branch 2 was estimated by least-squares fits on the basis of Eq. (34), with the finite-size exponent fixed at 2. These fits do not show the type of fast convergence as that of branch 1. Especially for \( n < 2 \), we observe that strong crossover effects play a role, so that the errors are difficult to estimate. For \( n > 2 \), there exists a range of \( n \) where the numerical results seem to suggest, as indicated in the table, a conformal anomaly \( c_s > 1 \), but iterated fits display a diverging trend, which becomes progressively stronger with increasing \( n \). Thus, the entries for \( c_s \) in Table III for \( 2 < n < 2.6 \) may not be taken too seriously. For larger \( n \), the data are no longer suggestive of convergence to a value of \( c_s > 0 \). Only for \( n \gtrsim 20 \) do we observe the exponential convergence of the free energy with \( L \) that is expected in a noncritical phase, corresponding with \( c_s = 0 \).

For branch 3, the finite-size data for \( f \) are, remarkably, behaving more like \( f(L) = f(\infty) + a/L \), which does not suggest a finite conformal anomaly. For \( n \gtrsim 5 \), the absolute value of the effective exponent becomes significantly larger than 1 and tends to increase with \( L \), in accordance with the expected crossover to exponential behavior, which is indeed seen for \( L \gtrsim 25 \). Convergence is poor in the crossover range around \( n = 10 \), and the extrapolated values of the free energy are relatively inaccurate in that range.

An investigation into how branches 2 and 3 are embedded in the \( e_n \) versus \( n \) phase diagram is reported in Sec. VI.

### C. Branch 4

The branch-4 system contains crossing bonds instead of the cubic vertices considered in the preceding section. The largest eigenvalues of the transfer matrix were computed for a number of values of the loop weight \( n \) for system sizes up to \( L = 16 \). The extrapolated values of the free-energy density for \( n \leq 2 \) agree accurately with the exact expression given by Eq. (23), as shown in Table IV. That expression does, however, no longer agree with the numerical results listed for the range \( n > 2 \).

However, the free-energy data listed in Table IV accurately display a symmetry with respect to the point \( n = 2 \). It is thus straightforward to conjecture an exact expression for the free-energy density along branch 4 for all \( n \), by replacing \( n - 2 \) with \( |n - 2| \) in Eq. (23):

\[
   f(n) = \ln \left( \frac{|n - 2|}{4} \right) + 2 \ln \Gamma \left( \frac{1}{4} \right) - 2 \ln \Gamma \left( \frac{3}{4} \right) - 2 \ln \Gamma \left( \frac{1}{4} + \frac{1}{|n - 2|} \right) + 2 \ln \Gamma \left( \frac{3}{4} + \frac{1}{|n - 2|} \right).
\]

(40)
Whereas the bulk free energy displays a clear symmetry with respect to the point $n = 2$, this is not the case for the finite-size results for the free energy. Accordingly, the estimated values of the conformal anomaly, also included in Table IV, do not obey the symmetry. These estimates of $c_a$ were obtained by fits according to Eq. (34), with the bulk free energy fixed according to Eq. (40). Our confidence in this procedure is based on the degree of accuracy found above for the agreement between the extrapolated values of the free energy and Eq. (40).

In the range $n \leq 2$, the results for the conformal anomaly are suggestive of behavior according to Eq. (32). While the finite-size dependence of the estimates of $c_a$ is quite small, their apparent convergence is very slow in this range. This makes it difficult to estimate the error margins, so that our new evidence supporting Eq. (32) may not be considered as very convincing. The fits for $c_a$ in the range $n \geq 2$ are better behaved, and the numerical results in Table IV allow the conjecture

$$c_a = n/2 \quad (n \geq 2). \quad (41)$$

This type of behavior is already strongly suggested by first estimates of $c_a$ as $4\pi^{-1} L^2 [f(L) - f(\infty)]$. Such estimates in the range $3 \leq n \leq 8$ differ less than $10^{-2}$ from $n/2$ for $L = 16$. However, apparent convergence is slow, and we were unable to reduce the estimated uncertainty margins much below the $10^{-2}$ level by means of iterated fits.

### D. Branch 5

The definition of branch 5 specifies that both crossing bonds and cubic vertices occur in addition to the original $O(n)$-type vertices. In the representation of the coloring model, the vertex weights of branch 5 according to Eq. (11) are equal to those for branch 4, except for a change of sign of the weight $W^0$ describing a color crossing. In an infinite system, such crossings occur in pairs, so that the free-energy density for branch 5 must be equal to that for branch 4. This may be expected to hold also for finite systems with an even system size, which is confirmed by our transfer-matrix results for branch 5, also for $n = 2$. The largest eigenvalues of branch 4 coincide with those of branch 5, also for $n < -2$. A level crossing occurs at $n = -2$, and for $n < -2$ the largest eigenvalue of a system with a size $L$ divisible by 4 has an eigenvector that is antisymmetric under translations. Such eigenvalues do not contribute to the free energy of a translationally invariant system. For systems with a size equal to an odd multiple of 2, the largest eigenvalues of branch 4 coincide with those of branch 5, also for $n < -2$.

Another point of interest is that, in the representation of the generalized loop model, the vector space of the transfer matrix for the branch-5 model is larger than that for branch 4, due to the larger number of connectivities in the presence of cubic vertices. This leads to additional eigenvalues and thus to additional scaling dimensions for branch 5.
TABLE IV. Fit results for the bulk free-energy density of branches 4 and 5, compared with the theoretical values $f_B$ given by Rietman [29]. Estimated numerical uncertainties in the last decimal place are given between parentheses. Error margins quoted as "(" indicate that the raw finite-size data agree, with a numerical precision determined only by rounding errors, with the listed result. This table is organized such as to display the symmetry $f(2+x) = f(2-x)$ of the free energy. Results for the conformal anomaly, estimated from the finite-size dependence of the free-energy data, are also listed.

| $n$   | $f_R$       | $f_{\text{extr}}$ | $c_{n,\text{extr}}$ | $n$   | $f_{\text{extr}}$ | $c_{n,\text{extr}}$ |
|-------|-------------|-------------------|----------------------|-------|-------------------|----------------------|
| 2.0   | 0.783 188 785 414 | 0.783 190(2)      | 1.002 (2)            | 2.0   | 0.783 190(2)      | 1.002 (2)            |
| 1.6   | 0.788 072 581 927 | 0.788 072(2)      | 0.66 (1)             | 2.4   | 0.788 070(4)      | 1.32 (2)             |
| 1.2   | 0.801 609 709 369 | 0.801 610(2)      | 0.22 (1)             | 2.8   | 0.801 607(5)      | 1.40 (1)             |
| 1.0   | $\ln(9/4)$    | $\ln(9/4)$ (-)   | 0 (--)               | 3.0   | 0.810 929(2)      | 1.50 (1)             |
| 0.8   | 0.821 583 452 525 | 0.821 58(1)       | $-0.22$ (2)          | 3.2   | 0.821 583(1)      | 1.60 (1)             |
| 0.6   | 0.833 330 017 842 | 0.833 33(1)       | $-0.44$ (3)          | 3.4   | 0.833 329(1)      | 1.70 (1)             |
| 0.4   | 0.845 964 458 726 | 0.845 96(1)       | $-0.65$ (5)          | 3.6   | 0.845 964(1)      | 1.80 (1)             |
| 0.2   | 0.859 313 113 225 | 0.859 31(1)       | $-0.92$ (8)          | 3.8   | 0.859 313(1)      | 1.90 (1)             |
| 0.0   | 0.873 230 390 267 | 0.873 23(1)       | $-1.1$ (1)           | 4.0   | 0.873 230(1)      | 2.03 (5)             |
| $-0.2$ | 0.887 594 745 620 | 0.887 60(1)       | $-1.3$ (2)           | 4.2   | 0.887 594(1)      | 2.10 (5)             |
| $-0.4$ | 0.902 304 904 172 | 0.902 30(1)       | $-1.6$ (2)           | 4.4   | 0.902 304(1)      | 2.20 (5)             |
| $-0.6$ | 0.917 276 530 696 | 0.917 27(1)       | $-1.8$ (2)           | 4.6   | 0.917 276(1)      | 2.30 (5)             |
| $-0.8$ | 0.932 439 389 367 | 0.932 43(2)       | $-2.0$ (3)           | 4.8   | 0.932 439(1)      | 2.40 (5)             |
| $-1.0$ | 0.947 734 962 298 | 0.947 73(1)       | $-2.2$ (3)           | 5.0   | 0.947 735(1)      | 2.50 (5)             |
| $-1.2$ | 0.963 114 471 587 | 0.963 11(1)       | $-2.5$ (3)           | 5.2   | 0.963 114(1)      | 2.60 (5)             |
| $-1.6$ | 0.993 969 362 786 | 0.993 97(1)       | $-2.9$ (4)           | 5.6   | 0.993 969(1)      | 2.80 (5)             |
| $-2.0$ | 1.024 753 260 684 | 1.024 75(1)       | $-3.4$ (5)           | 6.0   | 1.024 752(1)      | 3.00 (5)             |
| $-2.5$ | 1.062 873 680 798 | 1.062 87(1)       | $-4$ (1)             | 6.5   | 1.062 87(1)       | 3.25 (5)             |
| $-3.0$ | 1.100 390 077 368 | 1.100 39(2)       | $-5$ (1)             | 7.0   | 1.100 38(1)       | 3.51 (1)             |
| $-4.0$ | 1.173 116 860 698 | 1.173 11(2)       | $-6$ (2)             | 8.0   | 1.173 11(2)       | 4.00 (2)             |
| $-6.0$ | 1.308 199 777 002 | 1.308 (3)         | $-10$ (2)            | 10.0  | 1.308 2(2)        | 5.0 (1)              |
| $-8.0$ | 1.429 801 657 071 | 1.43 (3)          | $-12$ (2)            | 12.0  | 1.429 2(2)        | 6.0 (2)              |

After verification that the leading transfer-matrix eigenvalues for branches 4 and 5 coincide, there is no reason for a separate analysis of the free energy of branch 5 besides that of branch 4.

E. Branches 6 and 7

The transfer-matrix results for the free-energy density $f(n,L)$ of finite branch-6 systems are found to behave precisely as

$$f(n,L) = \frac{\ln(n)}{L},$$

(42)

and those for branch 7 as

$$f(n,L) = \begin{cases} L^{-1} \ln(n) & (L \text{ even}), \\ L^{-1} \ln(n-2) & (L \text{ odd}). \end{cases}$$

(43)

The apparent simplicity of these results is due to the conservation of colors along lines of vertices, or the absence of $z$-type vertices for branches 6 and 7. This condition is imposed by the symmetry requirement Eq. (7). For branch 6, there are only $x$-type vertices, and every layer of vertices trivially contributes a weight $n$ for a loop closing around the cylinder, thus explaining Eq. (42). The coloring-model parameters of branch 7 are $W^0 = 1$, $W^d = -1$. The leading eigenvalue of the transfer matrix occurs in the sector in which the colors on the lines parallel to the axis of the cylinder are the same. Summation on the $n$ colors of a newly added layer thus contributes $n - 1 + (-1)^L$, which yields $n$ for even systems and $n - 2$ for odd ones, in agreement with Eq. (43).

These results imply that the bulk free energy vanishes for branches 6 and 7. This agrees with the Schultz solution which, in the symmetric case described by Eq. (7), becomes trivial, as expressed by Eq. (26).

V. EVALUATION OF SCALING DIMENSIONS

In view of the trivial nature of scaling dimensions of branches 6 and 7 described in the preceding section, these do not require further analysis. This section focuses on the transfer-matrix results for the scaling dimensions of branches 1 to 5.

A. Branch 1

The extrapolated results for the temperature dimension $X_t$, and those for the magnetic dimension $X_h$, are, together with the exact Coulomb gas predictions [10], listed in Table V for several values of the loop weight $n$. These results supplement earlier data for the temperature dimension listed in Ref. [26], and data for the dense (not completely packed) phase of the O$(n)$ model [4], which is related by universality. For $n > 1$ the extrapolated transfer-matrix results for the leading temperature-like dimension agree with the Coulomb gas result for $X_t$, but this is no longer the case for $n < 1$, where the extrapolations seem to converge to the exact value 4. The Coulomb gas values for $X_t$ are omitted in most of the range $n < 1$, where they no longer match the numerical results. Calculations of the three leading eigenvalues whose eigenvectors satisfy the translational and inversion symmetries of the lattice indicate that the scaling dimension $X_t = 4$ still...
TABLE V. Fit results for the temperature dimension $X_t$ and the magnetic dimension $X_h$ of the branch 1 model, compared with the theoretical values. Estimated numerical uncertainties in the last decimal place are given between parentheses. The entries “0 (−)” indicate that the raw numerical data for finite systems agree, up to numerical precision, with a vanishing result.

| $n$  | $X_{t,\text{extr}}$ | $X_{t,\text{exact}}$ | $X_{h,\text{extr}}$ | $X_{h,\text{exact}}$ |
|------|---------------------|-----------------------|---------------------|---------------------|
| −2.0 | 0 (−)               | 0 (−)                 | −∞                  | −∞                  |
| −1.8 | 4.1 (1)             | −2.5360 (5)           | −2.536549 000−      |
| −1.6 | 4.01 (1)            | −1.51782 (2)          | −1.517828 010−      |
| −1.4 | 4.002 (2)           | −1.06797 (1)          | −1.069797 450−      |
| −1.2 | 4.000 (1)           | −0.80464 (1)          | −0.804642 670−      |
| −1.0 | 4.0000 (1)          | −0.625000 (1)         | −0.625000 000−      |
| −0.8 | 4.00000 (1)         | −0.493355 (2)         | −0.493355 190−      |
| −0.6 | 4.000000 (1)        | −0.391783 8 (1)       | −0.391783 790−      |
| −0.4 | 4.0000000 (1)       | −0.310501 5 (1)       | −0.310501 530−      |
| −0.2 | 4.00000000 (2)      | −0.243655 4 (1)       | −0.243655 360−      |
| 0.0  | 4.000000000 (1)     | −0.187500 0 (1)       | −0.187500 000−      |
| 0.2  | 4.0000000000 (1)    | −0.139510 7 (1)       | −0.139510 710−      |
| 0.4  | 4.00000000000 (2)   | 5.0910−               | −0.097912 1 (1)     |
| 0.6  | 3.999999 (2)        | 4.7003−               | −0.061409 6 (1)     |
| 0.8  | 4.0000 (1)          | 4.3392−               | −0.029026 9 (1)     |
| 1.0  | 4.00000 (1)         | 4.00000−              | 0 (−)               |
| 1.2  | 3.68 (2)            | 3.6751−               | 0.026299 5 (1)      |
| 1.4  | 3.357 (2)           | 3.3561−               | 0.050435 3 (1)      |
| 1.6  | 3.029 (2)           | 3.0304−               | 0.073013 7 (1)      |
| 1.8  | 2.67 (1)            | 2.6705−               | 0.095032 0 (5)      |
| 2.0  | 2.1 (1)             | 2.0000−               | 0.122 (1)           |

FIG. 3. (Color online) The two leading thermal scaled gaps of the branch-1 model versus loop weight $n$ for even system sizes $L = 8$ to 16. The scaled gaps are shown as thin lines, smoothly connecting a series of data points. The scaled gaps increase with $L$ in most of the range of $n$. Also shown are two thicker lines, of which one represents a constant scaling dimension $X = 4$ and the other the Coulomb gas result for $X_t$. Extrapolation of the finite-size data indicates that the leading gap (upper set of curves) converges to $X_t = 4$ for $n < 1$ and to the Coulomb gas result for $X_t$ for $n > 1$. The second gap behaves similarly but with the intervals of $n$ interchanged.

exists for $n > 1$, as well as that predicted by the Coulomb gas theory in the range $n < 1$. This is illustrated in Fig. 3, which shows the two leading temperaturelike scaled gaps for system sizes $L = 8, 10, 12, 14,$ and 16.

The data for $X_h$ in Table V agree well with the Coulomb gas results, except near $|n| = 2$. Poor finite-size convergence occurs near $n = 2$, and for $n = −2$, the whole eigenvalue spectrum of finite systems collapses to $|\lambda| = 2$, corresponding with $X_t = X_h = 0$. However, we expect a different result for these scaling dimensions when the order of the limits $n \to −2$ and $L \to ∞$ is reversed.

The data for $|n| \geq 10$ show a divergent behavior of the scaled gaps, in agreement with the expected absence of criticality for large $|n|$. Extrapolations for $|n| \geq 2$ (not shown in Table V) are consistent with the presence of a marginally relevant operator at $|n| = 2$. The ranges $|n| > 2$ of branch 1 have earlier been identified [26] as lines of phase coexistence, separating two lattice-gas-like ordered phases. The associated vanishing scaling dimension corresponds with an eigenvector that is not invariant under lattice translations.

B. Branches 2 and 3

We followed a similar procedure in order to obtain the scaling dimensions $X_t$ and $X_h$ as for branch 1. The extrapolated results are shown in Table VI. The entries for $X_t$ at $n = 1$ are shown to indicate that the temperaturelike energy gaps of finite systems diverge for $n \to 1$. However, this is due to another eigenvalue of the transfer matrix that obscures the true scaling behavior for small system sizes. If one would first take the limit $L \to ∞$ and then the limit $n \to 1$, a result $X_t \approx 2$ is expected. For $n = 1$, the finite-size results for the scaled magnetic gaps vanish, and the corresponding entry $X_h = 0$ is in line with the entries for branch 2 with $n > 1$.

For branch 2, a range $n \geq 2$ exists where the scaled temperaturelike gaps decrease slowly with increasing $L$, but power-law fits in the range of accessible values of $L$ do not suggest convergence. Only at much larger values of $n$ does it become clear (see Table VI) that crossover occurs to a fixed point with a vanishing $X_t$. 
A similar result is found for $X_t$ on branch 3 at large $n$. However, for $n \to 2$ the behavior is different and the thermal scaled gaps of finite systems vanish in this limit.

The finite-size data for $X_h$ on branch 2 with $n < 1.5$ could not be satisfactorily fitted with a power law. The assumption that $X_h(L) \simeq X_h + a/\ln L$ gave somewhat better behaved results, but the errors are hard to estimate. In Table VI we base the error estimates on the differences between the above logarithmic fits and fits with a fixed power $-1$. Also for $n = 2$ we used logarithmic fits, which yielded a best estimate not far from the exact value $X_h = 1/8$. In the case of branch 3, the free energies oscillate not only between even and odd systems, but also with a period four, and we did not produce meaningful estimates of $X_h$.

### C. Branches 4 and 5

As noted in Sec. IV, the leading eigenvalues of the transfer matrices of finite branch-4 systems for $n > -2$ are equal to those for branch 5. Since this does not hold for the rest of the eigenvalue spectra, we perform separate analyses for the two branches. Unfortunately, the convergence of the scaled gaps is very poor, and we did not find accurate results. Power-law fits tend to yield finite-size exponents that vary considerably with system size, often assuming positive values. Logarithmic fits $X_t(L) \simeq X_t + a/\ln L$ were not very satisfactory either, because the finite-size data display an extremum as a function of the finite size for some values of $n$. Under these circumstances, we take the branch-4 scaled gaps at system size $L = 16$ as our final estimates. They are shown in Table VII. The difference with the result of the logarithmic fit, or 10 times the difference between the $L = 14$ and 16 results, is quoted as a rough estimate of the error margin.

Similarly slow convergence is observed for the branch-5 scaled gaps. For $n < -2$ we have the additional problem that the largest eigenvalues display a finite-size dependence not only with an odd-even alternation, but also with an effect of period 4. However, some observations can still be made. For large negative $n$ the scaled gaps tend to become very small, and for $n$ closer to $-2$ they are at most a few tenths, and tend to decrease with increasing $L$. For $n = -2$ the largest eigenvalues become degenerate, which corresponds with $X_t = 0$. The final estimates of $X_t$ shown in Table VII for $n > -2$ are taken from logarithmic fits, and the error estimates are taken as their differences with the scaled gaps at $L = 14$. The entry at $n = 0$ is obtained from interpolation between small negative and positive values of $n$, because the vertex weight $c/n$ in Eq. (3) diverges at $n = 0$. Similar numerical problems appear during analysis of the magnetic gaps as defined in Eq. (38). Thus, also the results for $X_h$ in Table VII, and their error estimates, are somewhat uncertain.

### VI. LOCATION OF PHASE TRANSITIONS

In order to explore the physical properties of the seven branches of solvable models described in Table I, we performed some further numerical work. Without aiming at a complete coverage of the phase diagram, we wish to investigate the possible association of the solvable branches with lines of phase transitions or the location of these branches with respect to such phase transitions.

For this purpose, we have calculated finite-size data for the scaled temperaturelike gap, using Eq. (36), and for the magnetic gap using Eq. (38), along lines in the phase diagram that intersect with the branches of interest.
The completely packed nonintersecting $O(n)$ loop model with $|n| < 2$ on the square lattice belongs to the same universality classes as the dense phase of the $O(n)$ model. For the latter model, the introduction of crossing bonds, as well as that of cubic vertices, leads to crossover to different universal behavior. Both of these perturbations are described by the cubic-crossover exponent given by Eq. (30), which is relevant in the dense $O(n)$ phase. Thus, branch 1 is a locus of phase transitions in the $(n,x,c_n)$ parameter space, at least for $|n| < 2$. This was already illustrated for the dense $O(n)$ phase by transfer-matrix calculations in Ref. [11]. For the present completely packed case, a few instances of the effect of a variation of the weights of the cubic and crossing-bond vertices on branch 1 will be included in the following sections treating branches 2–5.

A. Branch 1

The completely packed $O(n)$ loop model with $|n| < 2$ on the square lattice belongs to the same universality classes as the dense phase of the $O(n)$ model. For the latter model, the introduction of crossing bonds, as well as that of cubic vertices, leads to crossover to different universal behavior. Both of these perturbations are described by the cubic-crossover exponent given by Eq. (30), which is relevant in the dense $O(n)$ phase. Thus, branch 1 is a locus of phase transitions in the $(n,x,c_n)$ parameter space, at least for $|n| < 2$. This was already illustrated for the dense $O(n)$ phase by transfer-matrix calculations in Ref. [11]. For the present completely packed case, a few instances of the effect of a variation of the weights of the cubic and crossing-bond vertices on branch 1 will be included in the following sections treating branches 2–5.

B. Branches 2 and 3

For branches 2 and 3, only $z$-type and $c$-type vertices are present. These two branches exist only for $n \geq 1$. They merge at the end point $n = 1$, where the system reduces to a trivial case with effective weight 1 for each loop and each vertex. We first consider the thermal and magnetic scaled gaps $X_t$ and $X_h$ of a system with $n = 1.5$ as a function of $c_n$. Results are shown in Figs. 4. Several details can be noted. At $c_n = 0$, which is the location of branch 1, the scaled gaps are nicely approaching the values given by Eqs. (28). Furthermore, the curves for $X_t$ show intersections close to the branch-1 point, with slopes that increase with $L$. Then a comparison with the scaling behavior expressed by Eq. (37), with $y_1$ playing the role of the exponent of the cubic perturbation $c_n$, shows that the cubic perturbation is relevant on branch 1 at $n = 1.5$, because the slopes increase with $L$. Slightly to the left of branch 2, intersections occur as well, but here the cubic weight seems to be irrelevant. Indeed, for $c_n < 0$ there exists a range about branch 2 where the $X_t$ data are consistent with slow convergence to a value close to 2, independent of $c_n$. The data for $c_n < -1$ appear to behave irregularly due to finite-size effects with a period exceeding 2. However, the data with $L$ restricted to multiples of 4 allow convergence at the branch-3 point. The data with $c_n$ smaller than the branch-3 value indicate that scaled gaps diverge with increasing $L$.

The results for $X_h$ in Fig. 4(b) display a similar scaling behavior near branches 1 and 2. At $c_n = 0$ (branch 1) the data agree with convergence to the theoretical value given by Eq. (28). The slow apparent convergence for $c_n < 0$ indicates the existence of a marginal or almost marginal temperature dimension $X_t \approx 2$. In the neighborhood of branch 3, the $X_h$ data (not shown) lose transparency because of the irregular finite-size dependence. For $c_n$ significantly less than the branch-3 value, as well as for $c_n$ significantly exceeding the branch-2 value, the data are consistent with convergence to $X_h = 0$, as expected for a phase dominated by cubic vertices.

For $n = 2$, $c_n > 2$, again one finds divergent behavior of the gaps $X_t$, corresponding with a noncritical phase dominated by $c$-type vertices. The same observation applies to the range where $c_n$ considerably exceeds the branch-1 value. Again, complex eigenvalues occur near branch 3. The behavior of $X_t$ and $X_h$ in the neighborhood of branch 1, which coincides with branch 2 for $n = 2$, is shown in Figs. 5. These data indicate that there exists a range $c_n < 0$ where the cubic weight is marginal, for which $X_h = 1/8$ and $X_t = 2$.

Next we consider the thermal and magnetic scaled gaps in the range $n > 2$. Figure 6 shows these quantities for $n = 10$ as a function of the cubic weight $c_n = c/n$, for a range of system sizes, with $z$ fixed at $z = 1$. The $X_t$ curves are seen to display minima, which become increasingly pronounced for larger system sizes, and whose location rapidly converges to the branch-2 value $c_n = 0.2$. The $X_h$ curves instead monotonically decrease as a function of $c_n$, and they intersect at points that rapidly approach the branch-2 value of $c_n$. Furthermore, extrapolation of the two types of scaled gaps at the minima or at the intersections leads to values close to 0 (see also Table VI), strongly suggesting a first-order phase transition at branch 2. The scaled magnetic gaps for $c_n$ smaller than the branch-2 value in this figure seem to diverge, as expected for a disordered phase. Instead, for $c_n$ exceeding the branch-2 value, the magnetic gaps rapidly approach zero, indicating a long-range-ordered phase in which the cubic vertices percolate. The divergent behavior of the scaled thermal gaps on either side of
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the branch-2 value indicates a finite energy-energy correlation length, consistent with this phase behavior.

Similar data were computed for other values of \( n \). For \( n > 10 \) the minima and intersections display even more rapid convergence to the branch-2 values, and the gaps tend to vanish more rapidly with increasing \( L \). For \( n < 10 \) the picture becomes less clear, and for \( n \geq 2 \) we are unable to see clear signs of a first-order transition from the available data. However, we cannot not exclude a weak first-order transition, and it is plausible that branch 2 is the locus of a first-order transition for all \( n > 2 \).

For larger values of \( n \) also the behavior of the scaled gaps near branch 3 can be resolved. This is illustrated by the \( X_t \) and \( X_b \) plots for \( n = 40 \) shown in Fig. 7 as a function of \( c_n \). The scaled gaps extrapolate to a value close to 0 at the branch 2 and 3 points. For other values of \( c_n \), the thermal scaled gaps display a divergent behavior. So do the magnetic scaled gaps in the range between branches 2 and 3. Outside this range, the magnetic gaps rapidly approach the value \( X_{b} = 0 \), which is as expected for a phase in which the \( c \)-type vertices dominate.

More detailed pictures of the scaled thermal gaps in the regions near the locations of branches 2 and 3 are shown in Fig. 7.

In the absence of cubic vertices for branch 4, we investigate of the phase behavior as a function of the crossing-bond weight, i.e., crossover phenomena between branch 1 and branch 4. The case of branch 5 involves all three vertex types and is treated separately. The results for the scaled thermal gaps, still denoted \( X_t \), are obtained from a transfer matrix in an extended connectivity space, thus allowing for additional eigenvalues and associated scaling dimensions, in comparison with branch 1.

In Figs. 9 and 10, we present diagrams describing the scaling behavior of the thermal gaps as a function of \( x \) near branch 4 for \( n = 0 \) and 1 and \( n = 2 \) and 3, respectively. For \( n = 0 \) and 1, there are intersections close to \( x = 0 \), and the behavior of the slopes confirms that \( x \) is relevant, which tells us that a continuous phase transition takes place here. It is noteworthy that, for \( n = 1 \), the free energy is a trivial nonsingular function of the summed vertex weights. Thus, the phase transition at \( x = 0 \) can, for \( n = 1 \), only apply to the geometric properties of the loop configurations. Indeed, the intersections indicate
that \( X_t = 5/4 \) at the transition, corresponding with the thermal scaling dimension of the percolation critical point. For \( n = 2 \), the scaled gaps in the range \( x > 0 \) display a behavior consistent with marginal behavior as a function of \( x \). Also in Fig. 10(b) for \( n = 3 \) one observes hints of marginal behavior for \( x > 0 \). For \( x < 0 \) there is a range where the scaled gaps are suggestive of another critical phase with a smaller dimension \( X_t \).

The behavior of the scaled magnetic gaps, shown in Figs. 11 for \( n = 0 \) and 2, is consistent with that of \( X_t \). Intersections are found for \( n = 0 \) near branch 1, rapidly converging to the expected value \( X_t = -3/16 \). Crossover to much smaller absolute values of \( X_t \) occurs for \( x > 0 \). For \( n = 2 \) the crossing-bond weight seems marginal, and in a range \( x > 0 \) one observes apparent convergence to an \( x \)-dependent value, thus indicating “nonuniversal” behavior.

One may expect that the introduction of crossing-bond-type vertices in the completely packed nonintersecting loop model with large \( n \) will affect the checkerboardlike ordering of the elementary loops. Thus, we numerically investigate the scaled gaps as a function of \( x \) for \( n = 20 \) in order to address the question whether a phase transition occurs as a function of the crossing-bond weight \( x \). The results for \( X_t \) and \( X_b \) are plotted in Figs. 12. The \( X_t \) curves do have some intersections, but only involving the smallest system size. They do not provide evidence for an Ising-like transition where the checkerboardlike order of the \( x = 0 \) model vanishes. However, if, as the results in Sec. IV C suggest, the branch-4 model is in a critical state at \( n = 20 \), while the branch-1 model (at \( x = 0 \)) is off-critical, then there must be a transition of some kind. Perhaps the “shoulder” that develops in the curves near \( x = -3 \) is a sign of a weak transition. A similar shoulder is present in the physical range \( x > 0 \). We note that, while the results at \( x = 0 \) in Fig. 12 increase rapidly with \( L \), the results near the shoulders seem consistent with convergence to a finite value of \( X_t \). The data for \( X_b \) do display intersections for \( x < 0 \), close to a crossing of the leading transfer-matrix eigenvalues of odd systems, involving a doublet and a singlet. For positive \( x \) the singlet is the largest eigenvalue.

D. Branch 5

The analysis of the phase behavior in the neighborhood of branch 5 is somewhat more involved in the sense that we now have all three types of vertices in the system. Due to the larger number of connectivities for a given system size, the calculations for branch 5 are restricted to smaller systems than those for branch 4. We investigate the influence of a variation of \( x \) as well as of \( c_n \).

I. Variation of the crossing-bond weight

The scaled thermal gaps for \( n = 0 \) and 1 are shown in Figs. 13 as a function of the crossing-bond weight \( x \), while the cubic weight \( c_n \) is kept at its branch-5 value. Although the partition sum remains well behaved, the cubic weight as used in the transfer-matrix calculations diverges at \( n = 0 \). Therefore, the thermal gaps for \( n = 0 \) were obtained by averaging those for \( n = \pm 0.05 \). The resulting thermal gaps for \( n = 0 \) display intersections near branch 5, and the two corresponding eigenvalues of the transfer matrix merge into a complex pair at values of \( x \) that are only slightly smaller. For \( n = 1 \), there are also intersections near branch 5, approaching the branch-5 point when \( L \) increases.

At the intersections, the slopes of the curves increase with \( L \), which indicates that the crossing bonds are relevant at branch 5 and thus induce a phase transition. For \( n = 1 \), this
transition may describe some geometric property of the graph configurations.

In Figs. 14 we show the scaled gaps as a function of $x$ for $n = 2$ and 3. For $n = 2$, a cusp appears at the branch-5 point, which is due to an intersection of the second and third eigenvalues of the transfer matrix. The curves are suggestive of “nonuniversal” behavior of $X_t$ when $x$ is varied. Note that, although branches 4 and 5 coincide at $n = 2$, the cusps are absent in Fig. 10(a). This is due to the fact that, for $x > 0$, the subleading thermal eigenvalue for branch 5 is absent for branch 4, whose transfer matrix acts in a smaller configuration space. For $x \leq 0$, Figs. 10(a) and 14(a) match exactly. The curves for $n = 3$ in Fig. 14(b) display some structure superimposed on marginal-like behavior, which may, however, be due to slow crossover effects as may be expected for $n \gtrsim 2$.

We also include results for the thermal and magnetic gaps for $n = 10$ and 20 in Figs. 15 and 16. The magnetic gaps were calculated on the basis of Eq. (38). The scaling behavior of the results for even $L$ is consistent with that for odd $L$, but there is some alternation effect. We show the magnetic gaps only for odd $L$. The results for $n = 10$ still seem consistent with convergence to nontrivial values $X_t \approx 3/2$ and $X_h \approx 1/8$. For $n = 20$ this is even less clear. A pronounced difference between $n = 10$ and 20 is seen in the $X_h$ plots near $x = 0$, where the magnetic gaps for $n = 20$ rapidly approach 0 with increasing $L$, thereby revealing a phase dominated by cubic vertices. The sharp extrema for $n = 20$ near $x = 2$ may be associated with a transition between a phase with mainly $c$-type vertices and one with $x$-type vertices.

2. Variation of the cubic vertex weight

We also investigated the behavior of the system near branch under a change of $c_n$. Figures 17 display the results for the scaled thermal gap for $n = 0$ and $n = 1$. Those for $n = 0$ are again obtained by interpolation between $n = 0.05$ and 0.05. The intersections indicate that a continuous phase transition takes place at branch 5. At cubic vertex weights somewhat smaller than the branch-5 value one finds complex eigenvalues, similar to the situation found when $x$ becomes smaller with respect to its branch-5 value; see Figs. 13. The apparent divergence of the scaled gaps for larger values of the cubic vertex weight indicates a noncritical state dominated by $c$-type vertices.

The $X_t$ data for $n = 2$ are shown in Figs. 18. The point $c_n = 0$ is the intersection of branches 1, 2, 4, and 5. For $c_n > 0$, the scaled gaps again display a divergent behavior. Although the vector space of the transfer matrix for branch 5 is larger than for branch 2, the $X_t$ data coincide with those in Fig. 5(a) in this range. Different behavior occurs for $c_n > 0$. 

FIG. 13. Scaled thermal gaps versus the crossing-bond weight of the completely packed $O(n)$ loop model around branch 5 for $n = 0$ in panel (a) and for $n = 1$ in panel (b). The cubic weight is fixed at its value at branch 5. Results are shown for even system sizes $L = 4$ to 12. The scaled gaps increase as a function of $L$ on the right-hand side.

FIG. 14. Scaled thermal gaps versus the crossing-bond weight of the completely packed $O(n)$ loop model around branch 5 for $n = 2$ in panel (a) and for $n = 3$ in panel (b). The cubic weight vanishes for $n = 2$ at branch 5. This is precisely the intersection point of branches 1, 2, 4, and 5. Results are shown for even system sizes $L = 4$ to 12. The cusps at $x = 0$ are due to intersections between the second and third eigenvalues of the transfer matrix. For $n = 2$, the scaled gaps decrease as a function of $L$ on the right-hand side; for $n = 3$, they increase.

FIG. 15. Scaled gaps versus the crossing-bond weight of the completely packed $O(n)$ loop model around branch 5 for $n = 10$. The thermal gaps are shown in panel (a) for even $4 \leq L \leq 12$ and the magnetic gaps in panel (b) for odd $3 \leq L \leq 11$. The cubic weight is fixed at its branch-5 value. The scaled gaps increase as a function of $L$ in the neighborhood of branch 5. However, for $X_h, x < 0$ they tend to become smaller instead.

FIG. 16. Scaled gaps versus the crossing-bond weight of the completely packed $O(n)$ loop model around branch 5 for $n = 20$. The thermal gaps are shown in panel (a) for even $4 \leq L \leq 12$, and the magnetic gaps in panel (b) for odd $3 \leq L \leq 11$. The cubic weight is fixed at its branch-5 value. The scaled gaps increase as a function of $L$ near branch 5. However, for $X_h, x < 0$ there exists a range where they tend to 0 instead.
The $X_t$ data no longer agree with those in Fig. 5(a) and display a “nonuniversal” range $c_n < 0$ where the thermal scaling dimension $X_t$ depends continuously on $c_n$. The difference with the corresponding branch-2 data for $X_t$ is due to the second-largest eigenvalue for branch 5. The largest eigenvalues are the same for both branches at $n = 2$; thus, the behavior of the magnetic gaps for branch 5 is the same as shown in Fig. 5(b).

Finally, we display the effect of a change of the cubic vertex weight on the branch-5 systems with $n = 5$ and 10. The corresponding scaling plots are shown in Figs. 19 and 20. These results may suggest convergence to a nontrivial range $3 \leq L \leq 11$. The scaled thermal gaps at branch 5 decrease as a function of $L$, while the magnetic gaps display intersections near branch 5; there, the steeper curves correspond with larger $L$.

VII. DISCUSSION

We have investigated the completely packed Eulerian graph model on the square lattice with three types of vertices. In particular, we focused on the symmetric case with vertex weights satisfying the fourfold rotational symmetry of the lattice. We explored the physics associated with the exactly solvable cases of the equivalent Perk-Schultz coloring model. We have checked and extended the results for the bulk free energy given by Schultz [14] for the symmetric cases of the coloring model. We also explored the phase diagram in the neighborhood of branches 1 to 5, which revealed many details concerning the nature of the relevant phases and their transitions.

Branch 1. This model (or its equivalent models) has already been studied extensively and there are well-established results. We investigated the equivalence of two seemingly different solutions applying to the case $n > 2$ case analytically. Indeed, we found that the Schultz solution for the partition sum per site for $n > 2$ is exactly equivalent with the Baxter solution for
the $g > 4$-state Potts model, and thus with the corresponding range of the Lieb solution of the six-vertex model.

We also checked the consistency between the analytic solutions and our numerical results for the free energy. We find accurate agreement with the Baxter solution for the Potts model, which applies to the range $n > 0$, and with the Lieb solution [24], which is specified for all $n > -1$. The latter solution is also valid down to $n = -2$. Furthermore, the continuation of the Lieb solution to complex parameters [26], which covers the range $n < -2$, agrees precisely with our numerical free-energy results for that range of $n$.

We also compared our numerical results for the scaling dimensions with the Coulomb gas predictions for $|n| < 2$, and found a satisfactory agreement. Our numerical results show that a temperaturelike scaling dimension $X_{t1} = 4$ exists, which is the leading dimension of that type for $n < 1$.

Branch 2. The Schultz solution for the partition sum of this branch proved to be consistent with our transfer-matrix analysis. The latter calculations benefited from an improved coding algorithm (see the Appendix) that allowed us to reach larger system sizes in comparison with Ref. [11].

The physical character of this model, which includes $z$-type as well as $c$-type vertices, depends on the range on $n$. For $n > 2$, branch 2 is physical in the sense of positive Boltzmann weights. For large system sizes, the scaled gaps approach a value consistent with 0, indicative of a first-order phase transition. Furthermore, the exploration of the phase diagram of the model as a function of the cubic vertex weight, reported in Sec. VI, indeed shows that, at least for $n \gg 2$, branch 2 corresponds with a locus of first-order phase transitions. As for the nature of this transition, we recall that for $x = c = 0$ (branch 1) the system displays a checkerboardlike order. This order can break down when vacant vertices are introduced [43], and it is plausible that the introduction of cubic vertices will yield a similar result. Concerning the physical reason behind the first-order nature, we mention that the transition is located at a cubic weight $c \approx \sqrt{n}$ for large $n$. That is where the Boltzmann weights of the checkerboard $O(n)$ phase and that of the fully ordered cubic phase coincide. There, the introduction of a cubic vertex in the checkerboard background of $z$-type vertices increases the Boltzmann weight by a factor $\sqrt{n}$, but the number of components in Eq. (1) decreases by one, which costs a factor $n$. Furthermore, two or three cubic vertices do not interact. Only when four cubic vertices form a square is there no factor $1/n$ involved in the addition of the last vertex. For this reason, there is no appreciable attraction between the cubic vertices when their density $\rho = N_c/N$ is low. As long as the density is small, it is thus mainly governed by the fugacity $c_n$ of the cubic vertices, since we have set $z = 1$ in Eq. (1).

Let us next consider the attraction between the cubic vertices when their density is no longer negligible, using a mean-field-type approximation. For this purpose we denote the absence or presence of a cubic vertex on site $i$ by means of a site variable $\sigma_i$ with corresponding values $\sigma_i = 0$ and 1, respectively. Due to the absence of a factor $1/n$ when four cubic vertices form a square, the above-mentioned weight $c_n$ of a cubic vertex has to be replaced with $(c_n)(n\rho^3 + 1 - \rho^3)$. Thus, the mean-field self-consistency equation at low densities of the cubic vertices becomes

$$
\langle \sigma_i \rangle = \frac{(n-1)\rho^3 + 1}{(n-1)\rho^3 + 1 + 1/c_n}.
$$

A self-consistent solution of the equation $\rho = \langle \sigma_i \rangle$ for large $n$ exists with $\rho$ not exceeding a value of order $1/\sqrt{n}$, as long as $c_n$ does not exceed $\sqrt{n}$, near the locus of the phase transition. This smallness of $\rho$ is already a sign that the phase transition for large $n$ is first order. Numerical evaluation of $\langle \sigma_i \rangle$ for large $n$, $c_n \approx \sqrt{n}$ indeed shows three solutions of the equation $\langle \sigma_i \rangle = \rho$, corresponding with a jump in $\rho$ when $c_n$ is varied. An example is given in Fig. 21 for $n = 100$ and $c_n = 3/40$. The curve shows Eq. (44), and the straight line shows the self-consistency condition $\langle \sigma_i \rangle = \rho$.

For $n < 2$, the cubic weight at branch 2 becomes negative, but the model is not necessarily unphysical, since its weights in the equivalent coloring-model representation are non-negative. Furthermore, the sign of a cubic perturbation is important in the context of the universal behavior of the $O(n)$ spin model. Depending on this sign, crossover will occur to the face-cubic or to the corner-cubic phase. From the association of the face-cubic model with four-leg vertices [8] one may interpret a negative cubic vertex weight with crossover to a corner-cubic state. Indeed, the cubic perturbation is relevant in the dense $O(n)$ loop phase according to the theory [10] and numerical work [11]. The cubic weight is rather limited for branch 2 with $1 < n < 2$, in line with the physical association with a low-temperature corner-cubic state.

Branch 3. Also our numerical results for the free energy of branch 3 are in a good agreement with the exact result of Schultz [14]. The data presented in Sec. VI indicate that also branch 3 is the locus of a first-order transition line in the $n$ versus $c_n$ phase diagram for sufficiently large $n$. Just as for branch 2, the transition can be interpreted as the frontier of the long-range ordered lattice-gas-like state that occurs when the $z$-type vertex dominates. The scaling behavior of the gaps is, for large $n$, similar to that of branch 2. The loop-model version of the branch-3 model is, however, unlike branch 2, unphysical for all $n$, because the cubic weight $c_n$ is negative. However,
the coloring-model weights are still positive for $1 < n < 2$. In that range, the numerical results for the conformal anomaly seem to diverge, and the scaled gaps at branch 3 display poor convergence with $L$ and do not allow a satisfactory estimation of the scaling dimensions. However, it is clear that a range of $c_n$ exists between branches 2 and 3, where $X_t$ tends to converge to a $c_n$-independent value close to 2, which suggests that an algebraic phase exists. It does still seem well possible that branch 3 defines the boundary of that phase.

**Branch 4.** In this case, both $z$-type and $x$-type vertices are present. An analysis of the difference between the expressions given by Schultz [14] and Rietman [29] in Sec. II C 3 showed that the Schultz result has to be modified with a factor $\tan(\alpha \pi)$, after which it becomes equivalent with the Rietman result. This factor specifies the periodic function $p(s)$ mentioned in footnote 64 of Ref. [15], which refers to Ref. [14]. Indeed, the numerical analysis presented in Sec. IV is in a good agreement with the Rietman solution [29] for $n \leq 2$. The latter solution does not apply to the range $n > 2$. On the basis of our transfer-matrix results we conjecture that the free energy is symmetric with respect to $n = 2$, i.e., $f(n)$ satisfies $f(2 + x) = f(2 - x)$. This generalizes the Rietman result to an expression for the free energy per site for all $n$, listed in Eq. (40).

Our numerical estimates of the conformal anomaly $c_a$ for $n \leq 2$, although not accurate, confirm the existing result [9] $c_a = n - 1$. For $n \geq 2$ our results allow the conjecture $c_a = n/2$. The results for the scaling dimensions for branch 4 with $n < 2$ in Table V are mildly suggestive of $X_t = 2$ and $X_s = 0$.

Concerning the phase diagram of the interacting $O(n)$ loop model, the system described by Eq. (1) with $c = 0$ and $x/z$ and $n$ as variable parameters, we find different types of behavior in the ranges $n > 2$ and $n < 2$. For $n \geq 2$ we see no evidence of a strongly singular transition as a function of $x$. However, the lattice-gas-like order that exists for $x = 0$ should dissolve when the $z$-type vertices become sparse for larger $x$, and thus a phase transition of a weak signature seems very likely.

For $n < 2$, the dense phase of the nonintersecting loop model still displays Ising-like ordering, but here the introduction of crossing-bond ($x$-type) vertices is a relevant perturbation. It is, just as the cubic perturbation, described by a four-leg vertex, for which the Coulomb gas analysis [10] can be applied, which then yields the exact scaling dimension of this perturbation. Its relevance for $n < 2$ leads to different universal properties of the dense phase of the model with crossing bonds in contrast with those of the nonintersecting loop model [9,11]. Indeed, we observed such crossover to different universal behavior in Sec. VI when a nonzero weight $x$ is introduced. It is noteworthy that, for $x = 0$, the leading temperaturelike dimension $X_t$ assumes a value corresponding with the cubic-crossover exponent given by Eq. (30), different from the corresponding result in Table V. It thus reflects that the enlargement of the set of connectivities, caused by the introduction of crossing bonds, allows the coding of more correlation functions in comparison with the nonintersecting subset.

Our analysis of the scaled gaps and the associated scaling dimensions as a function of the crossing-bond weight, while the weight of the nonintersecting vertices is kept constant, confirmed that a phase transition takes place at $x = 0$ for $-2 < n < 2$. For $x > 0$, we did not find clear signs of a phase transition for any value of $n$, in contrast with the findings reported in Ref. [11]. The latter work does, however, not concern completely packed systems.

**Branch 5.** The identity of the free energy of branches 4 and 5 can be understood by translating the generalized loop model back into coloring-model language. According to Eq. (11) and Table I, both $W^0$ and $W^*$ take the same values for branch 4 as for branch 5. The weight $W^0$ has different signs for the two branches, but the absolute values are the same. Furthermore, the weight $W^0$ describes the crossing of loops of a different color, and the number of such intersections must be even in the even systems that we are considering. Therefore, the free energy, and the largest eigenvalue of the transfer matrix as well, must be the same for the two branches. Thus, we may still use the generalized Rietman result as the theoretical prediction of the free energy of the branch-5 model.

The transfer-matrix analysis for branch 5 is somewhat more involved than in the previous cases, since there are now three different types of vertices in the system. New eigenvalues appear in the configuration space of the transfer matrix, and the leading scaling dimensions of branch 5 are different from branch 4. The temperature exponent appears to be very small for $n < 2$, and the magnetic exponent seems to be negative.

A complete analysis of the phase behavior in a vicinity of branch 5 would involve the scanning of the 3D phase diagram parametrized by $(x,c_n,n)$. Concerning this matter, we only performed superficial exploration in the $x - n$ diagram with the cubic weight fixed at its branch-5 value and in the $c_n - n$ diagram at a similarly fixed crossing-bond weight. In the $x - n$ diagram, no signs of phase transitions emerged in the immediate neighborhood of branch 5 for sufficiently large $n$ ($n > 10$), but a transition to a $c_n$-dominated phase is seen at small $x$. For $n = 2$ there is a clear change of behavior at $x = 0$, where several branches intersect. On both sides of this point there is a “nonuniversal” range of $x$. For $n < 2$ the data show a transition at or near branch 5.

Similarly, in the $c_n - n$ diagram, a critical transition occurs at the location of branch 5 for $n < 2$. Our results indicate the existence of cubic long-range order when $c_n$ exceeds its branch-5 value. For $n = 2$ there is again a clear “nonuniversal” range, but only for $c_n < 0$. For $c_n > 0$, the divergent behavior of $X_t$ indicates the existence of a phase where the cubic vertices percolate, except perhaps in a small range close to $c_n = 0$. Also for $n \geq 2$ we observe phase transitions to the cubic phase, at both positive and larger negative values of $c_n$. In between, there seems to exist a phase where the scaling dimensions depend continuously on $c_n$.

**Branch 6.** Branch 6 is a very simple case with only one nonzero vertex weight, namely the crossing-bond or $x$ type. Indeed, the Schultz solution predicts a trivial free-energy density. This agrees well with the largest transfer-matrix eigenvalues which are, according to Eq. (42), equal to

$$A_0(n,L) = n.$$  

This result follows immediately from the vertex weights $n_z = n_x = 0$, $x = 1$. Every new row added by the transfer matrix forms a loop closed about the cylinder, and thus contributes a factor $n$ to the partition sum. The transfer matrix is diagonal, with all elements and eigenvalues equal to $n$. 
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Branch 7. This case is similar to that of branch 6, and again the Schultz solution predicts a trivial free-energy density, in agreement with our transfer-matrix results. Equation (43) implies the following eigenvalues:

\[
\Lambda_0(n, L) = \begin{cases} n, & \text{if } L \text{ is even} \\ n - 2, & \text{if } L \text{ is odd} \end{cases}
\]  

(46)

This result can be explained using the language of the coloring model, for which we only have nonzero vertex weights \( W^0 = 1 \) and \( W^4 = -1 \). Thus, all edges on a line in the transfer direction have the same color, and the same holds for edges on lines in the perpendicular direction. The weight of a newly added row depends on the colors of the lines in the transfer direction. The maximum weight is realized for \( L \) lines of the same color. The weight of a newly added row is 1 if it has one of the \( n - 1 \) different colors and \((-1)^L\) if it has the same color. These weights indeed sum up to the multiplicities \( n \) and \( n - 2 \) appearing in Eq. (46).

Finally, we remark that the present explorations, although yielding a lot of new information, are necessarily far from complete. Furthermore, the limited ranges of accessible finite sizes in our transfer-matrix analyses did, in several cases, not allow the derivation of satisfactorily accurate results. Perhaps Monte Carlo methods will be found to be helpful to resolve some of these issues.
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APPENDIX: TRANSFER-MATRIX TECHNIQUE

A crucial piece of information for the construction of the transfer matrix for the generalized loop model is the way in which the dangling bonds at the end of the cylinder are mutually connected via some path of bonds in the cylinder. This information is called “connectivity,” denoted by greek symbols \( \alpha \) or \( \beta \), etc. Let there be in total \( C_L \) possible connectivities for \( L \) dangling bonds. The partition sum \( Z^{(M)}_\beta \) of a cylinder consisting of \( M \) circular rows of \( L \) vertices is divided into \( C_L \) restricted sums, according to the connectivity \( \beta \) of the dangling bonds. The restricted sums for the model of Eq. (3) are formally expressed as

\[
Z^{(M)}_\beta = \sum_{G_M} \delta_{\beta \psi(G_M)} c_n^{N_c} x_n^{N_x} n^{N_n},
\]

(A1)

where \( \psi \) is the connectivity implied by the Eulerian graph \( G_M \). Now let us add another row of \( L \) vertices and rewrite the restricted partition sums of the \( (M + 1) \)-row system as

\[
Z^{(M+1)}_\beta = \sum_{G_{M+1}} \delta_{\beta \psi(G_{M+1})} c_n^{N_c} x_n^{N_x} n^{N_n}.
\]

(A2)

where the primed quantities refer to the \( M + 1 \)-row system, \( G_{M+1} = G_M \cup g_{M+1} \), where \( g_{M+1} \) is the vertex configuration on the \( M + 1 \)th row, and the lowercase symbols \( n_z, n_x, n_c \), and \( n_l \) denote the increase of the numbers of vertices and loops caused by the addition of the \((M + 1)\)th row. All these numbers depend on \( g_{M+1} \), but only \( n_l \) depends also on \( \alpha \), the dependence of which is explicitly shown. Next, we note that the connectivity \( \psi(G_{M+1}) \) depends only on \( \psi(G_M) \) and \( g_{M+1} \) and insert an innocent factor \( \sum_{G_M} \delta_{\alpha \psi(G_M)} \), which yields

\[
Z^{(M+1)}_\beta = \sum_{G_M} \sum_{\psi} \delta_{\beta \psi(G_M)} c_n^{N_c} x_n^{N_x} n^{N_n} \times \sum_{g_{M+1}} \delta_{\beta \psi(G_M + g_{M+1})} c_n^{N_c} x_n^{N_x} n^{N_n}(\alpha).  
\]

(A3)

With the definition of the transfer-matrix elements by

\[
T_{\beta \alpha} = \sum_{g_{M+1}} \delta_{\beta \psi(G_{M+1})} x_n^{N_x} n^{N_n}(\alpha),
\]

(A4)

Eq. (A3) assumes the recursive form

\[
Z^{(M+1)}_\beta = \sum_{\alpha} T_{\beta \alpha} Z^{(M)}_\alpha
\]

(A5)

Represented application yields that, in the large-\( M \) limit, the largest eigenvalue \( \Lambda_0 \) of the transfer matrix determines the free-energy density. In actual calculations, we do not explicitly compute the elements \( T_{\beta \alpha} \), but the transfer-matrix is decomposed \([4, 40]\) instead in \( L \) sparse matrices, for which the required memory is only proportional to the number of connectivities, instead of quadratic.

1. Coding and decoding of the connectivities

For actual calculations one needs to determine the number \( C_L \) of \( L \)-point connectivities of the model and to code each of these by consecutive and unique integers 1, 2, 3, …, \( C_L \). A decoding algorithm is needed as well. The numbers \( C_L \) increase with \( L \), but in a way that still depends on the set of allowed vertices. Since it is, for the finite-size analysis, desirable to have as wide a possible ranges of system sizes \( L \) available for each parameter choice, we have constructed separate coding algorithms for four applicable sets, namely including \( z, \bar{z} \) and \( x, z \), and \( x, \bar{z} \), and, last, \( z, x, \) and \( c \).

2. Some remarks on the actual coding methods

The existing literature already contains much information about the coding and decoding algorithms used in transfer-matrix calculations. Here we present only a short characterization of, or references to, the coding methods used in the present work. We first consider the case of even \( L \), such that connected dangling bonds occur only in even numbers.

\[
a, \ x = c = 0, \ z \neq 0
\]

The coding of the \( z \)-type connectivities is part of a more complicated problem that was already described in some detail in Ref. [4], namely the coding of so-called dilute well-nested O(n) connectivities, which contain, besides connected pairs, also “vacant” dangling bonds, which are not occupied by a
loop segment. This is the coding method used for the case $z \neq 0, c = x = 0$.

b. $c = 0, z \neq 0, x \neq 0$

For intersecting loop models in which also $x$ is nonzero, the connectivities are represented by rows of integers occurring in pairs, but no longer well-nested. The enumeration of these connectivities is described in Ref. [11].

c. $x = 0, z \neq 0, c \neq 0$

The coding problem for the case that cubic vertices are present, in the absence of $x$-type vertices, was already considered in Ref. [19]. Vacant bonds were included as well in that work. The coding used there was basically the coding for random-cluster connectivities [40], which is sufficient because the completely packed cubic connectivities are a subset of the set of random-cluster connectivities. However, for larger system sizes it is only a relatively small subset, which leads to a reduction of the efficiency of the algorithm and of the largest possible system size. For this reason we constructed a coding algorithm for the completely packed cubic connectivities without the use of the random-cluster algorithm.

The principle is summarized as follows. Represent the configuration of dangling bonds by a row of $L$ integers, such that equal integers describe connected bonds and that unequal integers describe unconnected bonds. We refer to this $L$-site cubic connectivity as the level-zero connectivity. On the basis of these $L$ integers one may perform the following steps:

(i) Let the size of the cluster containing site 1 (the number of connected dangling bonds that include dangling bond 1) be $n_1$. This cluster can be characterized by a bit string of $L$ bits containing $n_1$ ones. However, not all such bit strings are allowed. The first bit is always 1 and may be skipped, and since the number of zeros interlaced between a pair of consecutive ones can only be even, one may also skip one half of the zeros. The cluster containing site 1 is thus characterized by means of a unique bit string of length $(L + n_1)/2 - 1$ with an odd number of ones. These bit strings are simply coded and decoded in lexicographic order by using the binomial distribution.

(ii) Let the zeros in the bit string occur in $n_g$ groups separated by one or more ones. As a consequence of the well-nestedness property, the sites in each of these groups cannot be connected to sites in other groups. These groups, called “level-1 connectivities,” are still represented by rows of integers, which, for a given site, keep the same value as for the original level-0 connectivity. The degrees of freedom of the level-0 connectivity that are not accounted for by the enumeration of the level-0 bit string are thus represented by $n_g$ connectivities on less than $L$ points. The coding of the original cubic connectivity is completely specified by the level-0 bit string code, supplemented with the $n_g$ level-1 connectivities.

(iii) One can now analogously perform the operations specified in steps (i) and (iii) for each of the $n_g$ level-1 connectivities. This will yield the enumeration of the level-1 bit strings, and may also lead to a number of level-2 connectivities, and so on. The process ends at the level that yields 0 subgroups for the next level.

This process generates a treelike structure of which the relevant data, i.e., the bit string codes, the number of subgroups, their length, and the position of the first site of that subgroup, are stored for all subsequent levels. After completion of the tree, this information can be transformed into a unique number: the code the $L$-point connectivity. For that purpose one has to define an ordering of the connectivities, which can, on level 0, be done using the number of sites connected to site 1, combined with the code of the bit string describing the cluster containing site 1. The same type of ordering is applied to subrows at all levels. Those at the highest level are assigned the number 1, and the ordering then determines the enumeration at the next-higher level, and so on until level 0.

d. $z \neq 0, x \neq 0, c \neq 0$

In the general case that all three vertex types are simultaneously present, the number of possible connectivities for a given system size becomes even larger, but the coding algorithm actually becomes much simpler. If site 1 belongs to a cluster of $n_1$ connected sites, the cluster is represented by a bit string of length $L - 1$ with $n_1 - 1$ ones, which may sit on arbitrary positions. This bit string is enumerated according to lexicographic ordering, and the coding assigns a number equal to the connectivity equal to the number of connectivities with a smaller bit string number, plus the number associated with the coding of the remaining $L - n_1$-point connectivity. The latter problem is entirely similar to the original problem and can thus, step by step, be further reduced, until all sites of the remaining connectivity belong to one connected cluster. In that case we assign the number 1 to the remaining connectivity.

e. Odd system sizes

For $L$-point connectivities with odd $L$ we allow one odd group of dangling bonds, containing one bond for $c = 0$, and an arbitrary odd number of bonds for $c \neq 0$. Coding of these odd connectivities is done by similar methods.

The largest transfer-matrix sizes used for the various types of coding methods are listed in Table VIII.

| Vertex types | Even/odd | $L_{\text{max}}$ | $C_{L_{\text{max}}}$ |
|--------------|----------|-----------------|---------------------|
| $z$          | Even     | 30              | 9694845             |
|              | Odd      | 27              | 20058300            |
| $z, c$       | Even     | 22              | 8414640             |
|              | Odd      | 19              | 6906900             |
| $z, x$       | Even     | 16              | 2027025             |
|              | Odd      | 15              | 2027025             |
| $z, c, x$    | Even     | 14              | 4373461             |
|              | Odd      | 13              | 4373461             |
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