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Abstract—Raven’s Progressive Matrices (RPM) is highly correlated with human intelligence, and it has been widely used to measure the abstract reasoning ability of humans. In this paper, to study the abstract reasoning capability of deep neural networks, we propose the first unsupervised learning method for solving RPM problems. Since the ground truth labels are not allowed, we design a pseudo target based on the prior constraints of the RPM formulation to approximate the ground-truth label, which effectively converts the unsupervised learning strategy into a supervised one. However, the correct answer is wrongly labelled by the pseudo target, and thus the noisy contrast will lead to inaccurate model training. To alleviate this issue, we propose to improve the model performance with negative answers. Moreover, we develop a decentralization method to adapt the feature representation to different RPM problems. Extensive experiments on three datasets demonstrate that our method even outperforms some of the supervised approaches. Our code is available at https://github.com/visiontao/ncd.
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I. INTRODUCTION

Abstract reasoning refers to the ability of understanding and interpreting patterns, and further solving problems. To evaluate the abstract reasoning ability of humans, Raven’s Progressive Matrices (RPM) test [1], [2], [3], [4] provides a simple yet effective way through non-verbal questions. We depict two examples of RPM problems in Figure 1. Given a $3 \times 3$ problem matrix with a missing piece, the test taker has to figure out the logical rules (row-wise or column-wise) hidden in the problem matrix and then find the correct answer from 8 candidate choices to best complete the matrix. The RPM problem is independent of many factors, including language, reading, writing skills, and cultural backgrounds [1], [5], [6]. Therefore, it has been widely used in the IQ tests for humans.

In the field of Artificial Intelligence (AI), one of the most important goals is to make machines with strong reasoning capability. Hence, solving RPM problems with machines has attracted lots of attention in recent years.
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As shown in Figure 1, the logical rules in RPM problems are complex and unknown, as they are manifested as different visual features (e.g., color, shape, size, number, position) and relationships (e.g., consistent, AND, OR, XOR). The correct answer to these two problems is 16 and 10, respectively.

Fig. 1. Two examples of RPM problems from the RAVEN dataset [4]. The logical rules hidden in these two problems are very different, manifesting as various visual structures (e.g., color, shape, size, number, position) and relationships (e.g., consistent, AND, OR, XOR). The correct answer to these two problems is 16 and 10, respectively.
strategies, the target to be learned is unknown in the problem setting of unsupervised learning. Due to the lack of labeled data for supervision, unsupervised model learning may lead to inaccurate model convergence. Second, different from self-supervised learning methods [20], [21] that automatically generate ground-truth labels on unlabeled data for the next round of supervised learning, e.g., using human prior to swap patch indices of an image to generate ground-truth labels for solving JigSaw puzzles [20], [21], there is no available strategy to automatically generate correct answers for RPM problems because the underlying logical rules are unknown. Third, unlike the unsupervised deep metric learning approaches [22], [23], [24] that cluster similar objects into the same group on unlabeled images, each RPM problem is built employing its own logical rules (see Figure 1). Thus, there are no shared feature centroids among different problems. Finally, compared to humans that are able to quickly transfer their learned skills (e.g., the ability to recognize line, shape, position, number and establish their logical relationships with AND, OR, and XOR) to a new RPM task, it is more challenging for machines to simulate such an efficient generalization ability without any supervision. Therefore, none of previous methods can be directly adapted to this problem. Given a set of RPM problems without any supervision, automatic model learning in a fully unsupervised manner is very difficult.

In this paper, we propose a new unsupervised abstract reasoning method that uses Noisy Contrast and Decentralization (NCD) to deal with RPM problems. Similar to previous methods [3], [4], [15], [16], [17], our method is also based on deep neural networks. To overcome the most challenging limitation of unsupervised model training, i.e. the lack of labeled data for supervision, we propose to learn the feature representation on a well-designed pseudo target with noisy contrast [18]. According to the advanced RPM description in [5], the logical rules in RPM problems are applied either row-wise or column-wise. Given an RPM question, the correct answer filled into the problem matrix on the third row (or column) must follow the same rules as the first two rows (or columns). For the ease of illustration in the next, we use the row-wise rules as an example. By iteratively filling the 8 candidate answers into the missing piece, we can generate a new matrix with 10 rows. It is expected that the row with the correct answer would be clustered in the same group with the first two rows while the remaining rows form another group. To correctly learn the unsupervised model with appropriate supervision, we introduce a pseudo target design to approximate the ground-truth label. Specifically, the first two rows are assigned with a positive label 1, while all of the last eight rows are assigned with a negative label 0. Based on such a pseudo target design, this unsupervised learning problem can be effectively converted into a supervised one.

Considering the fact that the row with the correct answer is wrongly labeled with a negative label 0, noisy contrast is caused by the pseudo target. To alleviate this issue, we propose to learn with negative answers for more accurate feature representation, which is inspired by the semi-supervised learning strategy of learning from complementary labels [25], [26], [27]. Given a certain RPM problem, the images from other RPM problems have a very low chance (near zero) to be the correct answer. Thus, by replacing some candidate answers of an RPM with the choices of other randomly selected RPM problems, the correct answer might be removed, and hence the designed pseudo target might be much more similar to the ground truth label. Therefore, the noisy contrast caused by the pseudo target can be effectively reduced with negative answers, which in turn improves the feature representation of model training on unlabeled data.

Moreover, as depicted by the two examples in Figure 1, the logical rules hidden in different RPM problems are often different, and hence there are probably no shared centroids across different problems. To solve this issue, we develop a decentralization method to adapt the feature representation to different RPM problems, i.e. learning generalized feature representation by independently subtracting the centroids of the first two rows in each RPM problem. Based on such an operation, more robust feature representations can be learned to distinguish the hidden rules of different RPM problems.

Our main contributions are summarized as follows: (1) We propose the first unsupervised method NCD for RPM problems, which uses a well-designed pseudo target to effectively convert the unsupervised learning problem into a supervised one. (2) We propose to learn with negative answers to reduce the noise probability of pseudo target on RPM problems. (3) We introduce a decentralization method to adapt the feature representation to different RPM problems in the unsupervised setting. (4) Extensive experiments on the PGM [3], RAVEN [4] and I-RAVEN [28] datasets verify the effectiveness of NCD. Moreover, NCD outperforms some supervised methods and it demonstrates better generalization ability than the supervised methods on the extrapolation regime of PGM dataset.

The remainder of the paper is organized as follows. The related work is reviewed in Section II. Section III elaborates on our approach. Section IV discusses experiments and results. Finally, we discuss and conclude this work in Section V.

II. RELATED WORK

A. Computational Models on RPM

To study the abstract reasoning ability of machines, RPM has attracted much attention in recent years, since it is highly correlated with human intelligence [2], [3], [4]. A popular strategy on RPM problems [29], [30], [31] is to compute the feature similarity of images with hand-crafted representation. Besides, structural affinity [32] with graphical models is also used in RPM problems. Recently, Wang and Su [33] developed an automatic RPM generation method by applying three categories of relations (i.e. unary, binary, and ternary) with first-order logic formulae. Santoro et al. [3] developed a large-scale dataset PGM on RPM problems and they proposed a WReN network to infer the relationships between images. Zhang et al. [4] developed a more complicated RPM dataset RAVEN with human-level performance. Moreover, they designed a DRT network to leverage structure annotations. Zheng et al. [17] proposed a student-teacher architecture to deal with distracting features in abstract reasoning. Wang et al. [19] proposed a multi-layer graph neural network for multi-panel diagrammatic reasoning tasks. Different from all these
supervised approaches, we attempt to solve RPM problems in an unsupervised manner. In addition, based on the properties of RPM problem formulation, the most recent work DCNet [34] uses a dual-contrast network and shows good performance.

B. Contrastive Learning on RPM

Contrastive learning [35], [36], [37], [38] is to learn a model that evaluates the similarity of sample pair in a feature space. In RPM problems, the correct answer is the best candidate choice to complete the problem matrix, and thus it can be solved by a contrastive learning strategy. Based on such a problem formulation, a recent work [15] leverages contrastive learning on the data representation in RPM problems. Another work CoPiNet [16] combines contrasting, perceptual inference, and permutation invariance into a neural network, and it achieves the state-of-the-art performance by a supervised learning strategy. Unlike the concept of noise-contrastive estimation used in CoPiNet [16], the noisy contrast in our work indicates that the row with the correct answer is wrongly labeled by a negative label, leading to noisy contrast among the rows of an RPM problem. Moreover, there is no labeled data for model supervision in our problem setting.

C. Learning with Complementary Labels

To alleviate the cost of data annotation, learning from complementary labels [25], [26], [27] has become a popular for semi-supervised learning. Specifically, a complementary label specifies a class that a pattern does not belong to [25]. Therefore, complementary labels are less informative than ordinary labels, but require less labor to collect. Ishida et al. [25] developed the first multi-class classification method by learning from complementary labels, and they combined them with ordinary labels in supervised learning. Yu et al. [27] proposed a robust framework that learns the model from biased complementary labels. Kim et al. [26] introduced a negative learning method for image classification with noisy labels. Different from these semi-supervised methods, there are no ordinary labels in our work and we use negative answers to reduce the noise probability of our designed pseudo target.

III. OUR UNSUPERVISED APPROACH

We now introduce a new unsupervised abstract reasoning method called Noisy Contrast and Decentralization (NCD) to deal with RPM problems. Let $X = \{x_1, \cdots, x_N\}$ be a set of RPM problems, where each problem $x_i$ consists of 16 images, including a $3 \times 3$ matrix with a final missing piece and 8 candidate answers to complete the matrix. According to the advanced RPM description in [5], given an RPM with a set of rules applied either row-wise or column-wise, the correct answer filled in the third row (or column) must satisfy the same rules shared by the first two rows (or columns). From now on, we use the row-wise rule as an example for illustration, i.e. the correct answer has to satisfy the same rules shared by the first two rows.

In the next, we first introduce the designed pseudo target, which effectively converts the unsupervised learning problem into a supervised one. Then we describe how to further improve the model performance with negative answers and feature decentralization.

A. Binary Classification with Pseudo Target

Without any ground truth labels for supervision, we address solving RPM problems as a binary classification task with pseudo target. Based on the problem formulation, rule-based features are required to represent the latent rules of each row in an RPM question. By iteratively filling each candidate choice into the missing piece, a new matrix $z_i$ with 10 rows can be generated. Then, an RPM problem $x_i = \{x_{i,1}, \cdots, x_{i,16}\}$ is reorganized as a $10 \times 3$ matrix $z_i = \{z_{i,1}, \cdots, z_{i,10}\}$, as illustrated in Figure 4. Specifically, each element $z_{i,j}$ represents the $j$-th row of $z_i$, which is denoted as:

$$z_{i,j} = \begin{cases} (x_{i,1}, x_{i,2}, x_{i,3}), & j = 1 \\ (x_{i,4}, x_{i,5}, x_{i,6}), & j = 2 \\ (x_{i,7}, x_{i,8}, x_{i,j+6}), & j \in \{3, \cdots, 10\} \end{cases}$$

Therefore, solving an RPM problem is to find the correct row $z_{i,j^*}$ that satisfies the same rules shared by $z_{i,1}$ and $z_{i,2}$, where $j^* \in \{3, \cdots, 10\}$, correspond to 8 candidate answers.

No Rule-Based Feature. If there exists a rule-based feature extractor on each row $z_{i,j}$ in advance, RPM problems can be easily solved by a nearest neighbor search strategy. Unfortunately, the logical rules hidden in different RPM problems are manifested as various visual structures, which are difficult to find. Moreover, the number of rules in different RPM problems can be different and it is also not known. To the best of our knowledge, there is no rule-based feature extraction strategy available for RPM problems. Therefore, the designed model needs to simultaneously learn good feature representation about those logical rules and find the correct answer to satisfy the hidden rules in each problem.

Prior Constraints. Since there is no labeled data for model training and the target to be learned is unknown, how to solve this issue for unsupervised abstract reasoning? Let’s first look closer at the prior constraints of the problem formulation, which are the general properties of all RPM problems:

- The correct row $z_{i,j^*}$ must satisfy the same rule shared by the first two rows $z_{i,1}$ and $z_{i,2}$;
- There is only one correct answer for an RPM problem.

Accordingly, by contrasting the last eight rows $\{z_{i,j}\}_{j=3}^{10}$ to the first two rows $z_{i,1}$ and $z_{i,2}$, the RPM problem can be solved if we can learn a discriminative model to cluster the unknown row $z_{i,j^*}$ of the correct answer with $z_{i,1}$ and $z_{i,2}$ into the same group while clustering the remaining rows $\{z_{i,j}\}_{j=3}^{10} \setminus \{j^*\}$ into another group. As illustrated in Figure 3, the core idea of our method is to make the row with correct answer $j^*$ close to the first two rows, while the other rows far away from them. Based on such an observation, we design a pseudo target for model supervision.

Pseudo Target. Without any labeled data for supervision, we design a two-hot vector with 10 dimensions to approximate the ground-truth label. Specifically, the first two rows $z_{i,1}$ and
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Fig. 2. An illustration of generating negative answers \((k = 3)\). As the correct answer might be replaced with an incorrect choice, the pseudo target (two-hot vector) would better approximate the ground-truth label (an unknown three-hot vector).

\(z_{i,2}\) are assigned with a positive label 1, while the rest eight rows \(\{z_{i,3}, \ldots, z_{i,10}\}\) are assigned with a negative label 0, denoted as a pseudo target.

Compared to the ground-truth label, i.e. a three-hot vector with 10 dimensions (first two rows and the row of unknown answer \(j^*\) are assigned to 1), such a pseudo target is only derived from the prior constraints and the row of unknown answer \(j^*\) is still labeled as 0 in all problems. As a result, there always exists a wrongly labeled row in each problem, leading to noisy contrast for model training. However, this strategy could provide an approximate ground-truth label for each RPM problem, and we can solve RPM problems in a supervised learning manner.

**Model Training.** Unlike the supervised learning approaches, we use pseudo target during the unsupervised model training. Let \(\hat{y}_{i,j}\) be the pseudo label of the row \(z_{i,j}\). Suppose \(\mathcal{R}\) is the risk of predicting \(z_{i,j}\) with an estimated label \(\hat{y}_{i,j}\), which can be defined by a given loss function \(\mathcal{L}\) as:

\[
\mathcal{R} = \sum_{i=1}^{N} \mathcal{L}(\hat{y}_{i,j}, y_{i,j})
\]

where \(N\) is the total number of training samples; \(\mathcal{L}\) is a Binary Cross Entropy (BCE) loss which is defined as:

\[
\mathcal{L} = \sum_{j=1}^{10} -[y_{i,j}\log(\delta(\hat{y}_{i,j})) + (1 - y_{i,j})\log(1 - \delta(\hat{y}_{i,j}))]
\]

where \(\delta\) is the sigmoid function. By minimizing the risk \(\mathcal{R}\) on all problems, the abstract reasoning model can be learned with pseudo targets in a fully unsupervised manner.

\[\star f(c_1) \quad \odot f(c_2), j = 1,2 \quad \bigcirc \text{The ground truth margin} \]
\[\star f(c_3) \quad f(c_4), j = (3, \ldots, 10) \quad \bigcirc \text{The estimated margin} \]

Fig. 3. An illustration of the effectiveness of decentralization on different RPM problems. (a), (b), and (c) indicate different RPM problems often do not share the same logical rules, and thus their clustering centroids (i.e. coordinates of different \(f(c_i)\)) are not identical. In addition, (a) and (b) represent the successful cases of finding the correct answer with the decentralize method; (c) shows a negative case, because some candidate answers are very similar to the correct answer.

\[\text{performance, we propose to learn with negative answers, which may help to approximate the pseudo target to ground-truth label.} \]

**Negative Answer Generation.** For RPM problems, the logical rules are unknown. Thus, it is hard to generate a set of positive answers to reduce the noise probability of the training data. Nevertheless, negative answers can be easily created. As illustrated in Figure 2, given an RPM problem, the image randomly selected from other RPM problems is very unlikely to be the correct answer of this RPM problem, because different RPM problems often have different kinds and different number of logical rules. Therefore, by replacing some candidate answers with images of other randomly selected RPM problems, the correct answer might be removed and then the pseudo target would be closer to the ground truth label, reducing the noise probability of the pseudo target. Besides, such a strategy also increases the dissimilarity between wrong answers and the correct answer. Next, we will introduce how to improve the model performance with negative answers.

**Complementary Label.** Our idea is inspired by the complementatory label [25], [26], [27]. Compared to the ordinary label, complementary label is less informative, but it is also less laborious to collect. Therefore, learning from complementary labels provides an effective solution to reduce the annotation
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Fig. 4. An overview of the proposed NCD method. We add an extra dropout layer before the fully connected layer to reduce over-fitting, and use a sigmoid function to normalize the final prediction. In the inference phase, we remove the first two elements of the prediction, and the index of the maximum output in last eight rows is regarded as the final answer.

cost of collecting ordinary labels for classification task. For better classification performance, previous methods [25], [26], [27] often use both ordinary and complementary labels for semi-supervised model training.

However, in our unsupervised learning setting, there is no ordinary ground-truth labels in RPM problems. Thus, we have to learn our model in a different way. Specifically, we use those negative answers only to push the rows of the wrong rows far away, and then the loss function $L$ on both the original and replaced candidate answers can be minimized. Let $k$ ($k \in [0, 8]$) be the number of replaced candidate answers and $j'$ be the index of changed rows. The loss function $L$ in Equation 3 can be rewritten as:

$$L = \sum_{j=1}^{10-k} \mathcal{L}(\hat{y}_{i,j}, y_{i,j}) + \sum_{j'=11-k}^{10} \mathcal{L}(\hat{y}_{i,j'}, y_{i,j'}),$$

where $k = 0$ indicates using the original problem; $k = 8$ denotes replacing all candidate answers. Based on such a learning strategy, our method is able to learn robust feature representation and improve the model performance.

C. Feature Decentralization

Since the first two rows of an RPM problem share the same logical rules, they can be clustered in the same group. Let $f(z_{i,j})$ denote the learned features of $z_{i,j}$, it is expected that the feature $f(z_{i,j'})$ of the correct row $j'$ is close to first two rows $f(z_{i,1})$ and $f(z_{i,2})$, while the features $f(z_{i,j})$ of other rows $j \in \{3, \cdots, 10\} \setminus j'$ are far away from $f(z_{i,1})$ and $f(z_{i,2})$. Let $f(c_i)$ be the feature centroid of the first two rows, it can be computed as:

$$f(c_i) = \frac{1}{2}(f(z_{i,1}) + f(z_{i,2})).$$

Unlike clustering similar objects into the same group, those logical rules hidden among different RPM problems are often different. As illustrated in Figure 3, the coordinates of $f(c_i)$ and $f(c_{i'})$ are not identical when $i \neq i'$. Therefore, it is difficult to distinguish the correct answer and other candidate choices with a fixed centroid, which limits the feature generalization on different RPM problems.

Decentralization. Since the correct answer is determined by contrasting all candidate answers to the first two rows, subtracting $f(c_i)$ for all of the last eight rows will not change the contrasting results. Then the original feature $f(z_{i,j})$ can be replaced with a decentralized feature $g(z_{i,j})$, which is computed as:

$$g(z_{i,j}) = f(z_{i,j}) - f(c_i).$$

Accordingly, the features extracted from different rows are shifted by the problem specific dynamic centroids. Compared to the original feature $f(z_{i,j})$, the decentralized feature $g(z_{i,j})$ is able to adapt to different RPM problems, improving the generalization of feature representation in model learning.

D. Label Estimation

Since some visual features are irrelevant for the shared logical rules, the importance of each element in $g(z_{i,j})$ is not the same. Similar to image classification, we use a linear function to compute the features of different rows. The label $\hat{y}_{i,j}$ of each row $z_{i,j}$ is computed as:

$$\hat{y}_{i,j} = wg(z_{i,j}) + b,$$

where $w$ is the learned weights of different feature dimensions; $b$ is the bias. After that, a sigmoid function is used to normalize $\hat{y}_{i,j}$ on each RPM problem for contrasting. During the inference stage, the index of last eight rows with the maximum output is considered as the correct answer.

E. Network Architecture

We provide an overview of the proposed NCD method in Figure 4. To reduce the over-fitting problem, we add a dropout layer [39] before the fully connected layer, which randomly sets a portion of its input dimensions to 0. Given a set of unlabeled RPM problems, the NCD method will simultaneously learn the
feature representation on unlabeled RPM problems and find the correct answer.

**Training.** We first replace the some candidate answers from images of other randomly selected RPM problems. Then we iteratively fill the candidate choices into the missing piece, generating a $10 \times 3$ matrix. Next, a ResNet module is used to extract the feature of each row independently, and a decentralized strategy is used to improve the feature generalization. Given a set of unlabeled RPM problems, we use BCE loss as the loss function and Adam optimizer [40] for fast convergence. To reduce the noise probability of pseudo target, we randomly replace some candidate answers of an RPM problem and learn the model from both original and replaced choices. Besides, all parameters of the proposed model are learned in an end-to-end manner.

**Inference.** The output of our model is a vector of 10 dimensions. During the inference phase, we remove the first two elements and use the remaining 8 values to infer the correct answer, corresponding to 8 candidate choices. Since the first two rows are assigned with a positive label 1, the index with the highest value is regarded as the final answer.

**IV. EXPERIMENTS**

In this section, we study the effectiveness of our method NCD. Before the performance analysis and comparisons, we first introduce the details of datasets and experimental setup.

**A. Benchmark Datasets**

We verify the effectiveness of our unsupervised method NCD on three datasets: PGM [3], RAVEN [4] and I-RAVEN [28]. PGM consists of 8 subsets. In our experiment, we mainly report the testing accuracy of the neutral regime of the PGM dataset, as it corresponds most closely to traditional supervised classification regimes. In total, the neutral regime of PGM dataset includes 1.42M problems, with 1.2M samples for training, 20K for validation, and 200K for testing. The average number of rules applied on each RPM problem is about 1.37. Besides, the images in PGM consists of lines and various shapes, two examples are shown in Figure 5. For the PGM dataset, we use both the row-wise and column-wise features that are simply added for feature fusion.

Both RAVEN and I-RAVEN datasets consist of 70K problems, equally distributed in 7 distinct figure configurations: Center, 2*2Grid, 3*3Grid, Left-Right (L-R), Up-Down (U-D), Out-InCenter (O-IC), and Out-InGrid (O-IG), some examples are shown in Figure 6. In each configuration, the dataset is randomly split into three parts, i.e., 6 folds for training, 2 for validation, and the remaining 2 for testing. The average number of rules applied on each RPM problem is about 6.29. For RAVEN and I-RAVEN, we only use the row-wise features. It is worth mentioning that there are some defects in the original RAVEN dataset, i.e., the correct answer in RAVEN could be inferred without the presence of the context matrix, while the I-RAVEN fixed this issue [28].

**B. Experimental Setup**

In our experiments, all models are trained and evaluated on two GPUs of NVIDIA TESLA V100. We use the ResNet-18 [8] as the backbone in all experiments, and its parameters are initialized with the ImageNet pre-training [7]. Besides, we set a default value 0.5 to the dropout layer [39]. During the model training stage, we freeze the parameters of all batch normalization layers. We use Adam optimizer [40] to learn the network parameters, the fixed learning rate is set to 0.0002. Besides, for the three datasets, the batch size is set to 256 (image size of 96 × 96) and 64 (image size of 256 × 256), respectively. Previous supervised learning methods [3], [4], [16] often use different sets on different stages, i.e., they train the model on the training set, tune the model parameters on the validation set, and report the accuracy on the test set. In contrast, our model is fully unsupervised and any sample can be used. Thus, we use all sets for model training and report the testing accuracy on test set.

**C. Comparison Results**

As NCD is the first unsupervised abstract reasoning method for the RPM problems, we compare it with random guessing strategy to study its performance. Then, we compare it with the state-of-the-art supervised methods to evaluate its advantages and drawbacks. Finally, we discuss the differences between human performance and our proposed unsupervised method.

**Comparison with Supervised Approaches.** Since there is no available work that solves RPM problems in an unsupervised manner, we compare NCD with random guess, which is a natural baseline. The results are shown in Tables I and II. Since there are 8 candidate answers for an RPM problem, the average accuracy of the random guessing strategy is 12.50%. In contrast, the testing accuracy of NCD is 47.62% on PGM, 36.99% on RAVEN, and 48.22% on I-RAVEN, respectively. Such results significantly demonstrate the effectiveness of our proposed NCD method.

**Comparison with Random Guessing Strategy.** Since there is no available work that solves RPM problems in an unsupervised manner, we compare NCD with random guess, which is a natural baseline. The results are shown in Tables I and II. Since there are 8 candidate answers for an RPM problem, the average accuracy of the random guessing strategy is 12.50%. In contrast, the testing accuracy of NCD is 47.62% on PGM, 36.99% on RAVEN, and 48.22% on I-RAVEN, respectively. Such results significantly demonstrate the effectiveness of our proposed NCD method.

**Comparison with Supervised Approaches.** We further report several available results of state-of-the-art supervised
TABLE I
TESTING ACCURACY OF EACH MODEL ON THE NEUTRAL REGIME OF PGM DATASET. * DENOTES THE MODELS OF REMOVING AUXILIARY ANNOTATIONS.

| Configuration | Acc Center 2*2Grid 3*3Grid Left-Right Up-Down Out-InCenter Out-InGrid |
|---------------|---------------------------------------------------------------|
| Random        | NCD 12.50 / 47.62 | CNN [3] 33.00 / 56.37 | LSTM [3] 35.80 / 62.60 | ResNet-50 [3] 42.00 / 66.70 | CoPINet [16] 68.10 / 68.57 |
| Supervised    | WReN* 13.07 / 18.90 | DRT [4] 36.97 / 35.80 | ResNet 39.56 / 42.00 | LEN [17] 59.56 / 58.45 | CoPINet 91.42 / 46.10 |
|               | MXGNet* 36.99 / 48.22 | DCNet [34] 57.50 / 41.40 | LEN 72.90 / 40.40 | DCNet [34] 93.58 / 93.75 | LEN 70.30 / 58.70 |
|               | SRAN [28] - / 60.80 | LSTM [4] 62.6 64.4 17.2 | DCNet [34] 68.6 59.7 17.8 | SRAN [28] - / 78.20 | NCD 68.6 + / 58.45 |

TABLE II
TESTING ACCURACY OF EACH MODEL ON THE RAVEN / I-RAVEN DATASETS.

| Configuration | Acc Center 2*2Grid 3*3Grid Left-Right Up-Down Out-InCenter Out-InGrid |
|---------------|---------------------------------------------------------------|
| Supervised    | Random 12.50 / 47.62 | LSTM [4] 13.07 / 18.90 | CNN [4] 36.97 / 35.80 | ResNet-18 59.56 / 58.45 | LEN [17] 72.90 / 40.40 |
|               | CoPINet 91.42 / 46.10 | DRT [4] 36.97 / 35.80 | ResNet 39.56 / 42.00 | DCNet [34] 93.58 / 93.75 | DCNet [34] 93.58 / 93.75 |
|               | MXGNet* 36.99 / 48.22 | DCNet [34] 57.50 / 41.40 | LEN 72.90 / 40.40 | DCNet [34] 93.58 / 93.75 | SRAN [28] - / 60.80 |
|               | DRT [4] 59.62 / 40.40 | LSTM [4] 62.6 64.4 17.2 | RESNET 62.6 64.4 17.2 | DCNet [34] 68.6 59.7 17.8 | SRAN [28] - / 78.20 |
|               | WReN [3] 33.97 / 23.80 | DRT [4] 36.97 / 35.80 | ResNet 39.56 / 42.00 | DRT [4] 63.98 / 39.38 | WReN [3] 62.6 / 68.2 |
|               | LEN [17] 70.10 / 78.20 | DRT [4] 36.97 / 35.80 | ResNet 39.56 / 42.00 | LEN [17] 70.10 / 78.20 | LEN [17] 70.10 / 78.20 |
|               | CoPINet 91.42 / 46.10 | DRT [4] 36.97 / 35.80 | ResNet 39.56 / 42.00 | CoPINet 91.42 / 46.10 | CoPINet 91.35 / 42.80 |
|               | NCD 36.99 / 48.22 | DRT [4] 36.97 / 35.80 | ResNet 39.56 / 42.00 | NCD 36.99 / 48.22 | NCD 91.45 / 42.85 |

Comparison with Human Performance. Abstract reasoning is a critical component of human intelligence. Due to the lack of well designed benchmark datasets and appropriate evaluation metrics on multiple abstract reasoning tasks, we report the performance of our method on the interpolation and extrapolation regime of PGM dataset. In Table III, with a large amount of well-annotated ground truth labels and auxiliary annotations on hidden rules, MXGNet obtains good performance on the neutral and interpolation regime of PGM. However, when the logical rules between the training set and testing set are dissimilar, the supervised methods fail to obtain good performance. For example, the testing accuracy of MXGNet is only 18.4% on the extrapolation regime, which is even worse than the model MXGNet* without using auxiliary annotations for training (18.9%). In contrast, our NCD achieves an accuracy of 24.9%, which outperforms MXGNet by a significant margin of 6.5%. Thus, it can be expected that unsupervised learning can be helpful to improve the generalization ability of abstract reasoning models in future.
TABLE IV
Ablation study on the effectiveness of each component of NCD on PGM, RAVEN and I-RAVEN datasets, where NCD# denotes the initial model without the proposed training method; NA denotes the component of learning with negative answers \((k=4)\); D denotes the decentralization module.

| Method      | NCD# | NCD−(NA+D) | NCD−NA | NCD−D | NCD  |
|-------------|------|-------------|--------|-------|------|
| PGM         | 11.95| 35.78       | 38.81  | 45.69 | 47.62|
| RAVEN       | 5.18 | 30.76       | 34.48  | 32.37 | 36.99|
| I-RAVEN     | 13.66| 45.57       | 46.64  | 46.67 | 48.22|

Fig. 7. Effectiveness of different \(k\) in learning with negative answers. \(k = 0\) represents only using the original candidate answers; \(k = 8\) indicates all candidate answers are replaced.

Overall Performance. In Table IV, it can be seen that our baseline method NCD−(NA+D) outperforms the initial model NCD# by a large margin of at least 23% on three datasets, verifying the effectiveness of our unsupervised training strategy. In addition, compared to NCD−(NA+D), both NCD−NA and NCD−D consistently improve the performance on three datasets, showing the effectiveness of each component in our method. Moreover, the full NCD model further improves the accuracy and achieves the best performance on each dataset.

Effectiveness of Negative Answers. To reduce the noise probability of the pseudo target, we replace some candidate answers of an RPM problem from images of other randomly selected RPM problems. By removing the negative answers component, the average testing accuracy of NCD−NA degrades by 8.81% on PGM and slightly less on RAVEN and I-RAVEN, which demonstrates that learning with negative answers is more useful on PGM when compared to that of on RAVEN and I-RAVEN. The reason might be there are some distractors (e.g., shape, line) in PGM, as in the examples shown in Figure 5.

Effectiveness of Decentralization. To adapt the feature representation on different RPM problems, we propose a decentralized method for feature generalization. By removing the decentralization component, the average testing accuracy of NCD−D degrades by 1.93% on PGM, 4.62% on RAVEN, and 1.55% on I-RAVEN. Such results indicate that the decentralization component consistently improves the model performance on different RPM configurations.

Effectiveness of Different \(k\). Figure 7 shows the average accuracy of NCD with different \(k\) in learning with negative answers. When \(k \in \{2, 4, 6\}\), it can be seen that learning on new generated problems effectively improves the testing accuracy on all three datasets. However, the testing accuracy degrades when \(k = 8\), i.e. replacing all candidate answers with other images does not further improve the testing accuracy. The reason might be the correct row should be close to the first two rows, while other rows should be far away. In the original problem, those candidate answers are similar to the correct answer, as illustrated in Figure 2. By replacing parts of the candidate answers, both similar and dissimilar images (to the correct answer) are used for contrasting. Thus the learned model is able to distinguish the correct answer from some similar but incorrect answers. By comparison, if all candidate answers are replaced, the learned model will be less sensitive to those similar but incorrect answers, leading to performance degradation. Such results suggest that keeping both original and replaced candidate answers for learning is necessary for better performance.

V. DISCUSSION AND CONCLUSION

We propose a novel unsupervised abstract reasoning method NCD to solve RPM problems. Based on a designed pseudo target, the unsupervised learning strategy is effectively converted into a supervised one. Moreover, we use negative answers and a decentralization module to further improve the model performance. Experiments on three datasets show the effectiveness of our method. We further discuss two key questions as follows. First, following the previous abstract
reasoning works, we only investigate the proposed method on RPM problems. We hope benchmark datasets on multiple abstract reasoning tasks could be developed for generalized application purposes. Second, for general artificial intelligence, efficient model transfer is very important, as humans are able to transfer knowledge from other domains to new domains with little or no further training efforts. We hope strong transfer learning approaches will help improve unsupervised abstract reasoning tasks.
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