EXISTENCE AND DIFFERENTIABILITY IN PARAMETER OF THE MEASURE SOLUTION TO A PERTURBED NON-LINEAR TRANSPORT EQUATION
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ABSTRACT. We consider a perturbation in the non-linear transport equation on measures i.e. both initial condition $\mu_0$ and the solution $\mu_t^h$ are bounded Radon measures $\mathcal{M}(\mathbb{R}^d)$. The perturbations occur in the velocity field and also in the right-hand side scalar function. It is shown that the solution is differentiable with respect to the perturbation parameter $h$ i.e. that derivative is an element of a proper Banach space. This result extends [23] which considered the linear transport equation. The proof exploits approximation of the non-linear problem which is based on the study of the linear equation.

1. INTRODUCTION

Dependence of the solution of a partial differential equation (PDE) on coefficients of the equation is a natural question to consider which is commonly investigated when a solution remains unknown. Lipschitz dependence on initial conditions in the space of measures were investigated in structured population models [12, 24, 25, 14, 15], dynamics of system [13, 11, 17, 20, 4] and vehicular traffic flow [7, 18, 22, 21]. All of mentioned applications involve a transport equation on measures, and have been widely investigated.

Differentiability with respect to perturbation parameters in PDE systems is important in the context of e.g. application in optimal control theory or linear stability – Lipschitz dependence is not enough. Previous considerations concerning the transport equation in the space of measures did not allow to analyze the differentiability of solutions with respect to a perturbation of the system [5, 34, 30, 29], see Example 1.

In this paper we consider the initial value problem for the non-linear transport equation in conservative form

\begin{equation}
\begin{aligned}
\begin{cases}
\partial_t \mu_t + \text{div}_x \left( v(\mu_t) \mu_t \right) = m(\mu_t) \mu_t & \quad \text{in } (C^1_c([0, +\infty) \times \mathbb{R}^d))^*, \\
\mu_{t=0} = \mu_0 & \quad \in \mathcal{M}(\mathbb{R}^d),
\end{cases}
\end{aligned}
\end{equation}

where $t \mapsto \mu_t$ is unknown.
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Notation: By $\mathcal{M}(\mathbb{R}^d)$ we denote the vector space of bounded signed Radon measures on $\mathbb{R}^d$ and by $\mathcal{M}^+(\mathbb{R}^d)$ the space of non-negative bounded Radon measures. By $(\cdot)^*$ we denote the topological dual to $(\cdot)$, when the latter is equipped with a suitable locally convex or norm topology. The space $C^1_c$ consists of continuously differentiable functions with compact support.

Cristiani, Piccoli and Tosin considered in [16] the homogeneous version of (1.1) $(m(\mu_t) \equiv 0)$ on measures to model crowd dynamics, which can be applied to evacuation simulation. Measure $\mu_t(x)$ was interpreted as a number of individuals at moment $t$ at position $x$.

In [16] the authors consider the following form of the velocity field

\begin{equation}
(1.2) \quad v(\mu_t)(x) = \int_{\mathbb{R}^d \setminus \{x\}} K(|y-x|) g(\alpha_{xy}) \frac{y-x}{|y-x|} \, d\mu_t(y),
\end{equation}

where $K : \mathbb{R}_+ \to \mathbb{R}$. It was assumed that $K$ is compactly supported and describes how the individuals at $x$ position reacts to his neighbours, which are at $y$ position. The value $\alpha_{xy}$ is an angle between vector $y-x$ and a vector describing the direction of individual at $x$. A fact that when a human does not have eyes around the head and reacts only on surroundings in the field of vision, is described by the function $g : [-\pi, \pi] \to [0, 1]$. It is a known phenomenon that a strategically placed obstacle near an exit can speed evacuations [19]. It means that wide-open exits are not always the most efficient at speeding pedestrians through. This is because a wide-open space in front of exit is that individuals can approach from all sides, allowing the maximum number of pedestrians to enter into conflict at the exit. Reducing exit access with an obstacle can pare down the severity of those conflicts. One can introduce perturbation into the velocity field and consider to minimize time needed to evacuate all pedestrians. For studying such optimization problem it is highly convenient to have differentiable dependence of the (measure) solution on the perturbation parameter. It is one of the main results of this paper, next to existence of solution, that such differentiability holds indeed, in a suitable Hölder space, see Theorem 1.1.

The list of references on optimal control problems concerning transport equation is steadily growing [11, 9, 2, 6, 3, 10]. Solving optimal control problem when a solution is not differentiable with respect to the control parameter, we can proceed twofold. The first approach is to use non-smooth analysis. The other way to go is to concentrate on regularity of solutions and discuss what regularity of coefficients can provide sufficient regularity of solutions to use smooth analysis methods anyway. In particular, in this case there are developed significantly more tools, which are less numerically complex than non-smooth methods.

At the problem (1.1) we can expect that $\mu_t$ (solution at fixed moment $t$) is a measure. This suspicion will prove to be true; see Corollary 4.9. By the velocity field $v$ and scalar right-hand side function $m$ we mean, similar to (1.2):

\begin{equation}
(1.3) \quad x \mapsto v \left( \int_{\mathbb{R}^d} K_v(y, x) \, d\mu_t(y) \right), \quad x \mapsto m \left( \int_{\mathbb{R}^d} K_m(y, x) \, d\mu_t(y) \right),
\end{equation}

where $K_v(y, x), K_m(y, x) : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ and $v : \mathbb{R} \to \mathbb{R}^d$, $m : \mathbb{R} \to \mathbb{R}$. Let us denote

\begin{equation}
(1.4) \quad k_\mu(x) := \int_{\mathbb{R}^d} K_u(y, x) \, d\mu(y), \quad \text{for } u \in \{v, m\}.
\end{equation}
Since assumptions on $K_\nu$, $K_m$ will be the same, we will not distinguish them in the notation $k_\mu$. Instead of $v(\mu)$ and $m(\mu)$ we will write $v(k_\mu)(x)$ and $m(k_\mu)(x)$, if the structure (1.3) need to be emphasized.

**Notation:** Space $C_b$ means continuous and bounded functions. Space $C^{m+\alpha}$ consists of bounded functions whose partial derivatives up to order $m$ are bounded and continuous and additionally the derivative of order $m$ is also Hölder continuous with exponent $\alpha$, where $0 < \alpha \leq 1$.

Recall that a function $f : \mathbb{R}^d \to \mathbb{R}$ is Hölder continuous if the Hölder supremum

$$|f|_\alpha := \sup_{x_1 \neq x_2 \in \mathbb{R}^d} \frac{|f(x_1) - f(x_2)|}{|x_1 - x_2|^{\alpha}} < \infty.$$ 

The Hölder space $C^{1+\alpha}([0, +\infty) \times \mathbb{R}^d)$ is a Banach space with the norm

$$\|f\|_{C^{1+\alpha}([0, +\infty) \times \mathbb{R}^d)} := \sup_{x \in \mathbb{R}^d} |f(x)| + \sup_{x \in \mathbb{R}^d} |\nabla_x f(x)| + |\nabla_x f|_\alpha.$$ 

Moreover, one has

\begin{align*}
(1.5) & \quad \text{if } f, g \in C^{1+\alpha}([0, +\infty) \times \mathbb{R}^d), \text{ then } \|f \cdot g\|_{C^{1+\alpha}([0, +\infty) \times \mathbb{R}^d)} \leq \|f\|_{C^{1+\alpha}([0, +\infty) \times \mathbb{R}^d)} \cdot \|g\|_{C^{1+\alpha}([0, +\infty) \times \mathbb{R}^d)}; \\
(1.6) & \quad \text{if } f, g \in C^\alpha([0, +\infty) \times \mathbb{R}^d), \text{ then } |f \cdot g|_\alpha \leq \|f\|_\alpha \cdot \|g\|_\alpha + \|f\|_{C^\alpha([0, +\infty) \times \mathbb{R}^d)} \cdot |g|_\alpha; \\
(1.7) & \quad \text{if } f \in C^\alpha([0, +\infty) \times \mathbb{R}^d), \ g \in C^1([0, +\infty) \times \mathbb{R}^d), \text{ then } |f \circ g|_\alpha \leq \|f\|_\alpha \cdot \|\nabla g\|_\alpha^\alpha.
\end{align*}

A mapping $t \mapsto \mu_t : [0, +\infty) \to \mathcal{M}(\mathbb{R}^d)$ is narrowly continuous if $t \mapsto \int_{\mathbb{R}^d} f \, d\mu_t$ is a continuous function for all $f \in C_b(\mathbb{R}^d)$.

**Definition 1.1 (Weak solution to non-linear problem).** We say that a narrowly continuous curve $[0, +\infty) \to \mathcal{M}(\mathbb{R}^d) : t \mapsto \mu_t$ is a weak solution to (1.1) if

$$
\begin{aligned}
\int_0^\infty \int_{\mathbb{R}^d} \partial_t \varphi(t, x) + v(k_\mu)(x) \nabla_x \varphi(t, x) \, d\mu_t(x) \, dt + \int_{\mathbb{R}^d} \varphi(0, \cdot) \, d\mu_0(x) &= \\
= \int_0^\infty \int_{\mathbb{R}^d} m(k_\mu)(x) \varphi(t, x) \, d\mu_t(x) \, dt,
\end{aligned}
$$

holds for all test functions $\varphi \in C^1_c([0, +\infty) \times \mathbb{R}^d)$.

Let us consider the following perturbation of the coefficients, for the real perturbation parameter $h$:

\begin{align*}
v^h(k_\mu)(x) := & \quad v_0 \left( \int_{\mathbb{R}^d} K_{v_0}(y, x) \, d\mu_t(y) \right) + v_1 \left( \int_{\mathbb{R}^d} K_{v_1}(y, x) \, d\mu_t(y) \right), \\
m^h(k_\mu)(x) := & \quad m_0 \left( \int_{\mathbb{R}^d} K_{m_0}(y, x) \, d\mu_t(y) \right) + m_1 \left( \int_{\mathbb{R}^d} K_{m_1}(y, x) \, d\mu_t(y) \right).
\end{align*}

The perturbed problem corresponding to (1.7) has the form

$$
\begin{aligned}
\partial_t \mu^h_t + \operatorname{div}_x \left( v^h(k^h_\mu)(x) \, \mu^h_t \right) = m^h(k^h_\mu)(x) \, \mu^h_t & \quad \text{in } (C^1_c([0, +\infty) \times \mathbb{R}^d))^*, \\
\mu^h_{t=0} = \mu_0 & \quad \in \mathcal{M}(\mathbb{R}^d).
\end{aligned}
$$
In this paper we investigate existence of weak solution \( t \mapsto \mu^h_t \) and then differentiability of the mapping \( h \mapsto \mu^h_t \). Notice that the initial condition in (1.9) is not perturbed.

The duality of \( \mathcal{M}(\mathbb{R}^d) \) with \( W^{1,\infty}(\mathbb{R}^d) \) is a natural setting when considering the transport equation in the space of bounded Radon measures \([24], [25]\). The metric \( \rho_F \) on \( \mathcal{M}(\mathbb{R}^d) \), called the flat metric (or bounded Lipschitz distance), is defined as follows:

\[
\rho_F(\mu, \nu) := \sup_{f \in W^{1,\infty}, \|f\|_{W^{1,\infty}} \leq 1} \left\{ \int_{\mathbb{R}^d} f \, d(\mu - \nu) \right\}.
\]

Below we present a counterexample, that motivates why differentiability in parameter \( h \) of the weak solution cannot be obtained in \( (\mathcal{M}(\mathbb{R}^d), \rho_F) \).

**Example 1.** \([32]\) Consider one-dimensional linear transport equation, i.e. \( x \in \mathbb{R} \):

\[
(1.10) \quad \begin{array}{l}
\partial_t \mu^h_t + \partial_x ((1 + h) \mu^h_t) = 0, \\
\mu^h_0 = \delta_0 \in \mathcal{M}(\mathbb{R}),
\end{array}
\]

where by \( \delta_x \) we denote the Dirac measure concentrated at point \( x \). It can be easily checked that \( \mu^h_t = \delta_{(1+h)t} \) is a weak solution to (1.10) in the sense of Definition 1.1. Note that the map \( h \mapsto \mu^h_t \) is Lipschitz continuous i.e.

\[
\rho_F(\mu^h_t, \mu^{h'}_t) = \rho_F(\delta_{(1+h)t}, \delta_{(1+h')t}) \leq |h - h'| t.
\]

However, it is not differentiable for \( \rho_F \). If \( \frac{\mu^h_t - \mu^0_t}{h} \) were convergent as \( h \to 0 \), it would satisfy the Cauchy condition with respect to \( \rho_F \). One obtains

\[
\int_{\mathbb{R}} f(x) \left( \frac{d\mu^h_t}{h} - \frac{d\mu^0_t}{h} \right) = f((1 + h_1)t) - f(t) - f((1 + h_2)t) - f(t)
\]

If we choose a test function from \( W^{1,\infty}(\mathbb{R}) \) such that

\[
f(x) = \begin{cases} 
|x - t| - 1, & \text{if } |x - t| \leq 1, \\
0, & \text{if } |x - t| > 1,
\end{cases}
\]

then for \( h_1 > 0 \) and \( h_2 < 0 \), we get \( \rho_F(\frac{\mu^{h_1}_t - \mu^0_t}{h_1}, \frac{\mu^{h_2}_t - \mu^0_t}{h_2}) \geq 2t \). Thus \( \frac{\mu^h_t - \mu^0_t}{h} \) does not converge. Therefore, differentiability in parameter requires a topology defined by test functions that must be more regular than \( W^{1,\infty}(\mathbb{R}) \).

A class of functions more regular than \( W^{1,\infty} \), that suffices for our needs is \( C^{1+\alpha} \). Now, we need to introduce a space which contains the derivative of \( \mu^h_t \) at fixed \( h \) and \( t \). Following \([23]\) let us define a space \( Z \) as a predual to \( C^{1+\alpha}(\mathbb{R}^d) \). It will turn out that \( \partial_h \mu^h_t |_{h=h_0} \) exits in \( Z \). The space of Radon measures \( \mathcal{M}(\mathbb{R}^d) \) inherits the dual norm of \( (C^{1+\alpha}(\mathbb{R}^d))^* \) by means of embedding the former into the latter, where a measure is identified with the functional defined by integration against the measure. Throughout we identify the former with the subspace of \( (C^{1+\alpha}(\mathbb{R}^d))^* \). Let then

\[
(1.11) \quad Z := \overline{\mathcal{M}(\mathbb{R}^d)}^{(C^{1+\alpha}(\mathbb{R}^d))^*},
\]
which is a Banach space equipped with the dual norm \( \| \cdot \|_{(C^{1+\alpha}(\mathbb{R}^d))^*} \). Unless stated otherwise we equip \( \mathcal{M}(\mathbb{R}^d) \) with the topology induced by \((C^{1+\alpha}(\mathbb{R}^d))^*\).

The main result of this paper concerns the regularity of mapping \( h \mapsto (t \mapsto \mu_h^t) \) and for this we need to introduce a proper class of regularity. It will turn out that the solution \( t \mapsto \mu_h^t \) is of a class \( \mathcal{C}([0, \infty); \mathcal{M}(\mathbb{R}^d)) \), where \( \mathcal{M}(\mathbb{R}^d) \) is equipped with a relative topology of \((C^{1+\alpha}(\mathbb{R}^d))^*\).

The boundedness of the mapping \( t \mapsto \mu_h^t \) will be necessary. Unfortunately \( t \mapsto \|\mu_h^t\|_Z \) is not bounded. However, the growth of \( \mu_h^t \) can be controlled in time by an exponential function; see Proposition 2.7. It means that \( \|\mu_t\|_Z \leq \exp(gt)\|\mu_0\|_{TV} \) for some constant \( g > 0 \), and hence the value \( \sup_{t \geq 0} \exp(-gt)\|\mu_t\|_Z \) is bounded.

For every \( f : [0, +\infty) \to X \), where \((X, \| \cdot \|_X)\) is normed vector space, we define the \( \omega \)-weighted norm as

\[
\|f\|_{X_\omega} := \sup_{t \geq 0} \omega(t)\|f(t)\|_X,
\]

where \( \omega(t) > 0 \) is called a weight (this condition is necessary for (1.12) to be a norm). By \( \mathcal{C}_\omega([0, +\infty); X) \) we denote the space of continuous functions valued in \( X \) on \([0, \infty)\), such that the norm \( \|f\|_{X_\omega} < \infty \). When \( \omega(t) = e^{-gt} \) and \( g > 0 \) is a constant, then (1.12) is called the Bielecki norm [27]. The norm involved in the space \( \mathcal{C}([0, \infty); Z) \) will not be the Bielecki norm, but it is closely related; see weight (1.14).

The appropriate weight (which will be necessary not only for controlling growth of \( \mu_t \) in time) is

\[
\tilde{\omega}(t) := \min \{ \omega_1(t), \omega_2(t) \}, \quad \text{where}
\]

\[
\omega_1(t) = \begin{cases} 
0 & \text{for } 0 \leq t < 1, \\
e^{-gt_1} & \text{for } 1 \leq t < 2, \\
\cdots & \\
e^{-gt_N} & \text{for } N - 1 \leq t < N, \\
\cdots & 
\end{cases} \quad \text{and} \quad \omega_2(t) = O \left( \frac{1}{t^2} \exp(-Ct) \right),
\]

where the constant \( g_N \) are positive for all \( N \in \mathbb{N} \setminus \{0\} \). The reason for such a form of \( \omega_1 \) follows from Proposition 4.7 and Proposition 5.1. The weight \( \omega_2 \) results from Theorem 2.12.

Now, we are ready to state the main result of this paper.

**Theorem 1.1.** Assume that for \( i = 0, 1 \)

A1: \( v_i(\cdot) \in C^{3+\alpha}(\mathbb{R}; \mathbb{R}^d) \),

A2: \( m_i(\cdot) \in C^{3+\alpha}(\mathbb{R}; \mathbb{R}) \),

A3: \( (x \mapsto K_{v_i}(\cdot, x)), (x \mapsto K_{m_i}(\cdot, x)) \in C^{1+\alpha}(\mathbb{R}^d; C^{1+\alpha}(\mathbb{R}^d)) \),

A4: \( y \mapsto K_{v_i}(y, \cdot), y \mapsto K_{m_i}(y, \cdot) : \mathbb{R}^d \to C^{1+\alpha}(\mathbb{R}^d) \) are weakly continuous and bounded.

Let the coefficients be defined by (1.8). Then problem (1.9) has a unique weak solution \( t \mapsto \mu_h^t \) and the mapping

\[
(h \mapsto (t \mapsto \mu_h^t)) \in C^1\left( (-\frac{1}{2}, \frac{1}{2}); C_\omega([0, \infty); Z) \right),
\]
where $\tilde{\omega}(t)$ is defined by (1.13). In particular, for fixed $t$ the derivative $\partial_h\mu^t_h|_{h=0} \in Z$.

**Remark.** In fact, the parameter $h$ can be considered in any bounded interval and Theorem 1.1 remains true. The reason why only bounded intervals can be taken into account is that in the proof of Theorem 1.1 we exploit the supremum norm of $m^h(k_{\mu^t_h})$. If the parameter $h$ is not bounded, then for fixed $h$ the scalar function $m^h(k_{\mu^t_h})$ is bounded if $m_0, m_1$ satisfy assumption A2, but the family of these functions is not uniformly bounded. This uniformly boundedness is necessary later.

Above theorem can be naturally extended for the velocity field explicitly dependent also on $x$ and $t$, i.e., $v(t, x, \mu_t)$, analogously $m(t, x, \mu_t)$. We investigate a dependency only on the solution $\mu_t$, in order to clarify the line of reasoning and the way estimates are made.

The proof of Theorem 1.1 is based on a scheme approximating the solution $t \mapsto \mu^h_t$. As we will see in Section 4, the approximating scheme involves a linear transport equation. Therefore, in Section 2 some results concerning a linear transport equation are recalled. We consider

$$
(1.15) \quad \begin{cases}
\partial_t \nu_t + \text{div}_x \left( b(t, x) \nu_t \right) = w(t, x) \nu_t & \text{in } (C^1_c([0, +\infty) \times \mathbb{R}^d))^*, \\
\nu_{t=0} = \nu_0 \in \mathcal{M}(\mathbb{R}^d),
\end{cases}
$$

where $b : [0, \infty) \times \mathbb{R}^d \to \mathbb{R}^d$ and $w : [0, \infty) \times \mathbb{R}^d \to \mathbb{R}$. By $\nu_t$ we always denote the solution to the linear problem, in contrast to $\mu_t$ which refers to the non-linear equation. In Section 2.3 two types of perturbation are studied. The first one is linear $b_0(t, x) + hb_1(t, x)$ and $w_0(t, x) + hw_1(t, x)$. And the second one is non-linear

$$
(1.16) \quad b_0(t, x) + hb_1(t, x) + C(t)O(h) \quad \text{and} \quad w_0(t, x) + hw_1(t, x) + C(t)O(h).
$$

Differentiability of the solution $t \mapsto \nu_t$ with respect to the perturbing parameter $h$ is discussed (in both types of the perturbation). In Section 2.2 some properties of the space $Z$ are presented.

In Section 3 the regularity of a mapping

$$(t \mapsto \mu_t) \mapsto \left( t \mapsto u \left( \int_{\mathbb{R}^d} K_u(y, x) \, d\mu(y) \right) \right)$$

is investigated, where $u \in \{v, m\}$. It is concluded by stating that under assumptions A1, A2, A3 of Theorem 1.1 this mapping is of a class $C^1 \left( C_\omega([0, \infty); Z); C_\omega([0, \infty); C^{1+a}(\mathbb{R}^d; \mathbb{R}^d)) \right)$ for $u \in \{v_0, v_1\}$ and analogously for $m_0, m_1$. This is necessary further on and allows us treating perturbations (1.8) as a much simpler case. Using an approximating scheme, the non-linear problem is essentially reduced to the linear equation with perturbation (1.16).

Later on, in Section 4 the scheme approximating the weak solution $\mu^h_t$ is constructed. By contraction argument we conclude that (1.9) has a weak solution. It is also argued that if $\mu_0 \in \mathcal{M}(\mathbb{R}^d)$, then the solution $\mu^h_t$ is also a signed Radon measure – this is not obvious, since $\mathcal{M}(\mathbb{R}^d)$ is not complete with the norm $\| \cdot \|_Z$. In Section 5 a simple modification of the approximating scheme introduced in Section 4 is described, which is convenient to investigate quotients $\frac{\mu^h_t - \mu^h_0}{h}$.

Finally, in Section 6 all elements are combined to complete the proof of Theorem 1.1.
2. Preparation

This section is a brief overview of results concerning differentiability with respect to parameter of the solution to linear transport equation on measures. By $\nu_t$ we denote the solution to linear transport equation, in contrast to $\mu_t$ which is a solution to non-linear problem.

First, we state some facts about the non-perturbed linear transport equation, in particular the explicit formula for its solution. Then, a brief review of [23] is made i.e. linear perturbation in the linear transport equation. In contrast to [23] we present the dependence of the derivative $\partial_h \nu_t^h$ on time. We also discuss some properties of the space $\mathcal{Z}$ and the weighted space $C_\omega([0, \infty); \mathcal{Z})$.

At the end of this section, a non-linear perturbation in the transport equation is discussed, see Theorem 2.12, which has not been studied in [23].

2.1. Linear equation with no perturbation. Consider the linear transport equation (1.15).

Definition 2.1 (Weak solution to linear problem). We say that the narrowly continuous curve $[0, +\infty) \to \mathcal{M}(\mathbb{R}^d) : t \mapsto \mu_t$ is a weak solution to (1.15) if

$$
\begin{align*}
\int_{0}^{\infty} \int_{\mathbb{R}^d} \left( \partial_t \varphi(t, x) + b(t, x) \nabla_x \varphi(t, x) \right) \, d\nu_t(x) \, dt + \int_{\mathbb{R}^d} \varphi(0, \cdot) \, d\nu_0(x) &= \\
= \int_{0}^{\infty} \int_{\mathbb{R}^d} w(t, x) \varphi(t, x) \, d\nu_t(x) \, dt,
\end{align*}
$$

holds for all test functions $\varphi \in C_c^\infty([0, \infty) \times \mathbb{R}^d)$.

A standard method to solve the transport equation in a classical sense is the method of characteristics. When the initial condition $\nu_0 \in \mathcal{M}^+(\mathbb{R}^d)$, and if the velocity field $b$ and right-hand side $w$ are sufficiently regular, then the method of characteristics can be applied in the measure setting too. The characteristic system associated to equation (1.15) has the form

$$
\begin{align*}
\dot{X}_b(t, x) &= b(t, X_b(t, x)), \\
X_b(t_0, x) &= x \in \mathbb{R}^d.
\end{align*}
$$

(2.17)

A solution to (2.17), $X_b$ is called a flow map. Note that if $b$ is Lipschitz continuous, the flow maps $X_b$ are defined for all $t \in \mathbb{R}$ and thus $x \mapsto X_b(t, x)$ is a one-parameter family of diffeomorphisms on $\mathbb{R}^d$ (dependent on the variable $b$).

Let us define the push-forward operator [5], which is needed to formulate an explicit formula for solution to (1.15). If $Y_1, Y_2$ are separable metric spaces, $\nu \in \mathcal{M}^+(Y_1)$, and $r : Y_1 \to Y_2$ is a $\nu$-measurable map, we denote by $\nu \mapsto r \# \nu \in \mathcal{M}^+(Y_2)$ the push-forward of $\nu$ through $r$, defined by

$$
r \# \nu(B) := \nu(r^{-1}(B)), \quad \text{for all } B \in \mathcal{B}(Y_2).
$$

(2.18)

Consequently, one can also consider signed measures. Since Hahn-Jordan Decomposition Theorem push-forward can work separately on positive and negative parts of a signed measure and gives as a result sum of positive and negative measures.

The following lemma yields existence and uniqueness of a weak solution to (1.15).
Lemma 2.1 (A representation formula for the linear equation). [28, Proposition 3.6] Let the mapping \( t \mapsto b(t, \cdot) \) be a Borel velocity field in \( L^1([0, T]; \mathbb{R}^d) \), \( w(t, x) \) be a Borel measurable function, bounded and for fixed \( t \) locally Lipschitz continuous with respect to \( x \). Let \( \nu_0 \in \mathcal{M}(\mathbb{R}^d) \). Then there exists a unique, narrowly continuous family of finite Borel measures solving (in the distributional sense) the initial value problem (1.15) and it is given by the explicit formula
\[
\nu_t = X_b(t, \cdot)\#(e^{\int_0^t w(s, X_b(s, \cdot)) \, ds} \nu_0), \quad \text{for all } t \in [0, T].
\]
Moreover,
\[
\nu_t = X(t, 0, \cdot)\#\nu_0 + \int_0^t X(t, s, \cdot)\#(w(s, \cdot) \nu_0) \, ds \quad \text{for all } t \in [0, T].
\]
provides an implicit formula for \( \nu_t \).

Lemma 2.1 states in particular that the solution \( \nu_t \) is an element of \( \mathcal{M}(\mathbb{R}^d) \). Notice that the representation formula yields that sign is preserved i.e. if \( \nu_0 \in \mathcal{M}^+(\mathbb{R}^d) \) then \( \nu_t \in \mathcal{M}^+(\mathbb{R}^d) \).

Remark. Representation formula proposed in [28, Proposition 3.6] has identical form as (2.19) but it was originally formulated for a problem when initial condition \( \nu_0 \) is an element of \( P(\mathbb{R}^d) \). The proof of Lemma 2.1 remains essentially the same as in [28, Proposition 3.6].

Corollary 2.2. If \( \nu_\bullet \) is a weak solution to the linear transport equation (1.15) with \( b \) and \( w \) as in Lemma 2.1 then \( \nu_\bullet : [0, \infty) \to \mathcal{Z} \) is a locally Lipschitz mapping. In particular, it is continuous.

Proof. The mapping \( \nu_\bullet \), as a weak solution to the linear problem, has the explicit representation (2.19). Let us denote \( \psi(t, \cdot) := \exp(\int_0^t w(s, X_b(s, \cdot)) \, ds) \). Let \( \varphi \in C^{1+\alpha}(\mathbb{R}^d) \) and take \( \bar{t} \in [0, \infty) \). If \( t \in [0, \infty) \) and \( t \neq \bar{t} \) then
\[
|\langle \nu_t - \nu_{\bar{t}}, \varphi \rangle| = \left| \int_{\mathbb{R}^d} \varphi(X_b(t, x)) \psi(t, x) - \varphi(X_b(\bar{t}, x)) \psi(\bar{t}, x) \, d\nu_0(x) \right|
\leq \int_{\mathbb{R}^d} |\varphi(X_b(t, x)) - \varphi(X_b(\bar{t}, x))| \psi(t, x) \, d\nu_0(x) + \int_{\mathbb{R}^d} |\varphi(X_b(\bar{t}, x))| \left| \psi(t, x) - \psi(\bar{t}, x) \right| \, d\nu_0(x).
\]
Without lost of generality we may assume that \( |t - \bar{t}| < 1 \). Then one has
\[
|\psi(t, x)| \leq \exp \left( \int_0^t w^+(s, X_b(s, x)) \, ds \right) \leq \exp \left( \|w^+\|_\infty (\bar{t} + 1) \right) =: C_1
\]
and hence, writing \( \int_0^T \|b\|_\infty \, ds \) as a shortcut for \( \int_0^T \|b(s, \cdot)\|_\infty \, ds \),
\[
|\langle \nu_t - \nu_{\bar{t}}, \varphi \rangle| \leq \|\nu_0\|_{TV} \left( C_1 \|\varphi(X_b(t, \cdot)) - \varphi(X_b(\bar{t}, \cdot))\|_\infty + \|\varphi\|_\infty \|\psi(t, \cdot) - \psi(\bar{t}, \cdot)\|_\infty \right)
\leq \|\nu_0\|_{TV} \left( C_1 \|\nabla \varphi\|_\infty \|X_b(t, \cdot) - X_b(\bar{t}, \cdot)\|_\infty + \|\varphi\|_\infty \|\psi(t, \cdot) - \psi(\bar{t}, \cdot)\|_\infty \right)
\leq \|\nu_0\|_{TV} \left( C_1 \int_0^T \|b\|_\infty \, ds \|\nabla \varphi\|_\infty |t - \bar{t}| + \|\varphi\|_\infty \|\psi(t, \cdot) - \psi(\bar{t}, \cdot)\|_\infty \right)
\leq \|\nu_0\|_{TV} \left( C_1 \int_0^T \|b\|_\infty \, ds \|\nabla \varphi\|_\infty |t - \bar{t}| + \exp(\|w\|_\infty \max\{t, \bar{t}\}) \|w\|_\infty \|\varphi\|_\infty |t - \bar{t}| \right).
Thus, taking supremum over \( \varphi \) in the unit ball of \( C^{1+\alpha}(\mathbb{R}^d) \), one obtains

\[
\|\nu_t - \nu_\tau\|_Z \leq \left( C_1 \int_0^T \|b\|_\infty \, ds + \exp(\|w\|_\infty \max\{t, \tau\}) \|w\|_\infty \right) \|\nu_0\|_{TV} |t - \tau|
\]

what means that \( \nu_\cdot \) is a locally Lipschitz continuous. In particular, it is continuous mapping. \( \square \)

Let us assume that

\[
(2.22) \quad \begin{aligned}
(t \mapsto b(t, \cdot)) &\in C_b\left([0, +\infty); C^{1+\alpha}(\mathbb{R}^d, \mathbb{R}^d)\right), \\
(t \mapsto w(t, \cdot)) &\in C_b\left([0, +\infty); C^{1+\alpha}(\mathbb{R}^d, \mathbb{R})\right).
\end{aligned}
\]

These assumptions are necessary to assume that the solution is differentiable with respect to the perturbing parameter (see Theorem 2.10 and Theorem 2.11). Under assumption (2.22) the velocity field \( b \) is globally Lipschitz and hence there exists a global unique solution to (2.17) what implies that (1.15) also has unique solution.

Let us notice the following dependence of \( X_b \) on \( b \).

**Lemma 2.3.** Let \( b(t, \cdot), \overline{b}(t, \cdot) \in C^{1+\alpha}(\mathbb{R}^d, \mathbb{R}^d) \) and let \( X_b \) and \( X_{\overline{b}} \) be the solution to problem (2.17) corresponding to \( b \) and \( \overline{b} \). Then the following estimates holds

\[
|X_b(t, x) - X_{\overline{b}}(t, x)| \leq \exp(t \, C_t[b, \overline{b}]) \int_0^t \|b(s, \cdot) - \overline{b}(s, \cdot)\|_\infty \, ds,
\]

where

\[
(2.23) \quad C_t[b, \overline{b}] := \min \left\{ \sup_{0 \leq s \leq t} \|\nabla_x b(s, \cdot)\|_\infty, \sup_{0 \leq s \leq t} \|\nabla_x \overline{b}(s, \cdot)\|_\infty \right\}.
\]

**Proof.** One has

\[
\begin{align*}
|X_b(t, x) &- X_{\overline{b}}(t, x)| = \\
&= \left| x + \int_0^t b(s, X_b(s, x)) \, ds - x - \int_0^t \overline{b}(s, X_{\overline{b}}(s, x)) \, ds \right| \\
&\leq \int_0^t |b(s, X_b(s, x)) - \overline{b}(s, X_{\overline{b}}(s, x))| \, ds \\
&\leq \int_0^t |b(s, X_b(s, x)) - b(s, X_b(s, x))| \, ds + \int_0^t |\overline{b}(s, X_b(s, x)) - b(s, X_b(s, x))| \, ds \\
&\leq \int_0^t \|b(s, \cdot) - \overline{b}(s, \cdot)\|_\infty \, ds + \int_0^t \|\nabla_x \overline{b}(s, \cdot)\|_\infty |X_b(s, x) - X_{\overline{b}}(s, x)| \, ds \\
&\leq \int_0^t \|b(s, \cdot) - \overline{b}(s, \cdot)\|_\infty \, ds + \sup_{0 \leq s \leq t} \|\nabla_x \overline{b}(s, \cdot)\|_\infty \int_0^t |X_b(s, x) - X_{\overline{b}}(s, x)| \, ds.
\end{align*}
\]

By Gronwall Lemma and observing that the roles of \( b \) and \( \overline{b} \) can be interchanged, the proof is completed. \( \square \)
2.2. Space $\mathcal{Z}$ and weighted space. Recall the definition of the space $\mathcal{Z}$ in (1.11), following [23]. Throughout we identify $\mathcal{M}(\mathbb{R}^d)$ with the subspace of $(C^{1+\alpha}(\mathbb{R}^d))^\ast$. The norm on $\mathcal{Z}$ (and on $\mathcal{M}(\mathbb{R}^d)$) is $\| \cdot \|_{(C^{1+\alpha}(\mathbb{R}^d))^\ast}$, which will be denoted by $\| \cdot \|_{\mathcal{Z}}$. Below some properties of the space $\mathcal{Z}$ are presented.

**Proposition 2.4.** [23, Proposition 4.1] The set $\text{span}_Q\{\delta_x : x \in \mathbb{Q}^d\}$ is dense in $\mathcal{Z}$ with respect to the $(C^{1+\alpha}(\mathbb{R}^d))^\ast$-topology, i.e.

$$\mathcal{Z} = \text{span}_Q\{\delta_x : x \in \mathbb{Q}^d\}(C^{1+\alpha}(\mathbb{R}^d))^\ast.$$  

Consequently, $\mathcal{Z}$ is a separable space.

**Proposition 2.5.** [23, Proposition 4.3] The space $\mathcal{Z}^\ast$ is linearly isomorphic to $C^{1+\alpha}(\mathbb{R}^d)$ under the map $\phi \mapsto T\phi$, where $T\phi(x) := \phi(\delta_x)$, $T : \mathcal{Z}^\ast \to C^{1+\alpha}(\mathbb{R}^d)$.

The following result was not stated in [23]:

**Proposition 2.6.** $\mathcal{M}^+(\mathbb{R}^d)$ is closed in $(C^{1+\alpha}(\mathbb{R}^d))^\ast$.

**Proof.** Let $\nu_n \in \mathcal{M}^+(\mathbb{R}^d)$ such that $\nu_n \to F$ in $(C^{1+\alpha}(\mathbb{R}^d))^\ast$. Then for every $f \in C^1_\beta(\mathbb{R}^d) \subset C^{1+\alpha}(\mathbb{R}^d)$ and $f \geq 0$ one has $\langle f, \nu_n \rangle \geq 0$. This implies that $\langle f, F \rangle \geq 0$. A well-known result concerning distributions says: if a distribution $F$ is non-negative (in the sense that $\langle f, F \rangle \geq 0$ for all $f \in C^\infty_\beta$ such that $f \geq 0$), then $F$ is a non-negative Radon measure (see [33, Lemma 37.2]).

For the investigation of the mapping $h \mapsto (t \mapsto \nu_t^h)$, we need a weighted space. A motivation for this is that $t \mapsto \nu_t$ is a continuous mapping i.e. $t \mapsto \nu_t \in \mathcal{C}([0, \infty); \mathcal{M}(\mathbb{R}^d))$ with $\| \cdot \|_{\mathcal{Z}}$, but it is not bounded with respect to time, generally. Boundedness of this mapping will play a key role in the result concerning non-linear transport equation. Hence, we introduce a new norm which makes this mapping bounded. Following proposition says about evolution of $\nu_t$ in time.

**Proposition 2.7.** Let $\nu_0 \in \mathcal{M}(\mathbb{R}^d)$, velocity field $b$ satisfies (2.22) and $w \in C_\beta([0, \infty) \times \mathbb{R}^d)$. Then for every weak solution $\nu_t$ to (1.15) the following estimate holds

$$\|\nu_t\|_{TV} \leq e^{t\|w^+(\cdot, \cdot)\|_\infty} \|\nu_0\|_{TV}, \quad \text{for all } t \in [0, \infty),$$

where $w^+$ is the positive part of $w$.

**Proof.** By the definition of $TV$-norm and using representation formula (2.19) one has

$$\|\nu_t\|_{TV} = \sup_{f \in C_\beta(\mathbb{R}^d)} \left\{ \int_{\mathbb{R}^d} f \, d\nu_t : \|f\|_\infty \leq 1 \right\}$$

$$\leq \exp(\|w^+(\cdot, \cdot)\|_\infty t) \sup_{f \in C_\beta(\mathbb{R}^d)} \left\{ \int_{\mathbb{R}^d} f(X_b(t, \cdot)) \, d\nu_0 : \|f\|_\infty \leq 1 \right\}$$

$$\leq \exp(\|w^+(\cdot, \cdot)\|_\infty t) \sup_{f \in C_\beta(\mathbb{R}^d)} \left\{ \int_{\mathbb{R}^d} f \, d\nu_0 : \|f\|_\infty \leq 1 \right\}$$

$$\leq \exp(\|w^+(\cdot, \cdot)\|_\infty t)\|\nu_0\|_{TV},$$

what finishes the proof. □
Corollary 2.8. Since for any \( \nu \in \mathcal{M}(\mathbb{R}^d) \) one has \( \| \nu \|_Z \leq \| \nu \|_{TV} \), therefore
\[
\| \nu_t \|_Z \leq \exp(\| w^+ (\cdot, \cdot) \|_{TV}) \| \nu_0 \|_{TV}, \quad \text{for all } t \in [0, \infty).
\]

Corollary 2.9. Under assumptions of Lemma 2.1 the weak solutions \( t \mapsto \nu_t \) of linear problem (1.15) are of a class \( C_\omega([0, \infty); \mathcal{M}(\mathbb{R}^d)) \), where \( \omega(t) = \exp(\| w \|_{TV}) \).

Proof. The fact that \( \nu_t \) are bounded Radon measures follows by Lemma 2.1. By Corollary 2.2 one has that the solution is locally Lipschitz continuous with respect to time, hence in particular it is continuous. By assumption \( \nu_0 \in \mathcal{M}(\mathbb{R}^d) \) and estimate (2.24) one has, that the value \( \| \nu_t \|_{Z_\omega} \) is bounded.

Remark. The space \( C_\omega([0, \infty); \mathcal{Z}) \) is complete for any weight function \( \omega(t) \) such that for all \( t_0 \in [0, \infty) \), there exists \( \sigma > 0 \) and closed interval \([t_1, t_2]\) containing \( t_0 \) with \( t_1 < t_2 \), such that \( \omega(t) < \sigma \) for all \( t \in [t_1, t_2] \).

2.3. Linear transport equation with perturbation. A brief review of [23] is presented i.e. linear perturbation in the linear transport equation. We extend the results of [23] in Theorem 2.11 and Theorem 2.12. Let us introduce a perturbation to the velocity field \( b \) and into \( w \) as follows:
\[
(2.25) \quad b^h(t, x) := b_0(t, x) + h b_1(t, x), \quad \text{and} \quad w^h(t, x) := w_0(t, x) + h w_1(t, x),
\]
where \( b_i : [0, \infty) \times \mathbb{R}^d \to \mathbb{R}^d \) and \( w_i : [0, \infty) \times \mathbb{R}^d \to \mathbb{R} \) for \( i = 0, 1 \) and parameter \( h \in (-\frac{1}{2}, \frac{1}{2}) \).

The perturbed problem has the form
\[
(2.26) \quad \left\{ \begin{array}{l}
\partial_t \nu^h_t + \text{div}_x \left( b^h(t, x) \nu^h_t \right) = w^h(t, x) \nu^h_t \quad \text{in } (C_c^1([0, +\infty) \times \mathbb{R}^d))^*, \\
\nu^h_{t=0} = \nu_0 \in \mathcal{M}(\mathbb{R}^d).
\end{array} \right.
\]

Notice that the initial condition in (2.26) is not perturbed. Proposition 2.7 remains true for solution \( \nu^h_t \). The following theorem addresses the differentiability of \( t \mapsto \nu^h_t \) with respect to parameter \( h \).

Theorem 2.10. [23] Theorem 1.2] Assume that \( t \mapsto b_i(t, \cdot) \) \( \in C_\omega([0, +\infty); C^{1+\alpha}(\mathbb{R}^d; \mathbb{R}^d)) \) and \( t \mapsto w_i(t, \cdot) \) \( \in C_\omega([0, +\infty); C^{1+\alpha}(\mathbb{R}^d; \mathbb{R})) \) for \( i = 0, 1 \). Let \( \nu^h_t \) be the weak solution to problem (2.26) where \( b^h \) and \( w^h \) are defined by (2.25). Then the mapping
\[
(-\frac{1}{2}, \frac{1}{2}) \ni h \mapsto \nu^h_t \in \mathcal{M}(\mathbb{R}^d)
\]
is differentiable in \( \mathcal{Z} \), i.e. for fixed \( t \) the derivative \( \partial_h \nu^h_t \mid_{h=h_0} \in \mathcal{Z} \).

Lemma 2.1 provides that (2.26) has a unique global weak solution, which is a measure. Theorem 2.10 is an analogue to [23] Theorem 1.2 – it was originally formulated for \( \nu_0 \in \mathcal{P}(\mathbb{R}^d) \), where the linear perturbation occurred only in \( b \), not in \( w \). However, the proof can be easily extended to our settings. The proof of [23] Theorem 1.2] is based on the fact that \( \mathcal{Z} \) is a complete space. Thus it is enough to show that a proper sequence of differential quotients is a Cauchy sequence. The proof is presented in Appendix B on page 40. In contrast to [23] we will point out a dependence of constants on time, which helps us to obtain a stronger result, concerning continuous differentiability.
Theorem 2.11. Let $\nu_t^h : t \mapsto \nu_t^h$ be the weak solution to problem (2.26) with coefficients $b^h$ and $w^h$ defined by (2.25). Moreover, let coefficients $b^h$, $w^h$ satisfy assumptions of Theorem 2.10. Then

$$\left( h \mapsto \nu_t^h \right) \in C^1 \left( \left( -\frac{1}{2}, \frac{1}{2} \right); C(\mathbb{R}; \mathcal{L}) \right),$$

where $\hat{\omega}(t)$ is of order $O\left( \frac{1}{t^2} \exp(-gt) \right)$ for some constant $g > 0$ independent of $h$.

The constant $g$ depends on the size of the interval $(-\xi, \xi)$ in which $h$ is considered. The proof is presented in Appendix C on page 35. Note that Theorem 2.11 implies Theorem 2.10 for fixed $t$. Explicit weight $\hat{\omega}(t)$ is given in the Appendix by formula (C.92).

Let us investigate a different perturbation than (2.25):

$$b^h(t, x) := b_0(t, x) + h b_1(t, x) + C(t)O(|h|),$$

$$w^h(t, x) := w_0(t, x) + h w_1(t, x) + C(t)O(|h|),$$

where $C(t)$ is a constant dependent on time. As before coefficients $b_i : [0, \infty) \times \mathbb{R}^d \to \mathbb{R}^d$ and $w_i : [0, \infty) \times \mathbb{R}^d \to \mathbb{R}^d$ for $i = 0, 1$ and parameter $h \in (-\frac{1}{2}, \frac{1}{2})$. The perturbed problem has the form

$$\nu_{t=0}^h = c \in \mathcal{M}(\mathbb{R}^d).$$

The following extension of Theorem 2.11 remains true.

**Theorem 2.12.** Let the mapping $\nu^h_t : t \mapsto \nu^h_t$ be the weak solution to problem (2.28) with coefficients defined by (2.27). Assume that $(t \mapsto b_i(t, \cdot)) \in C_0(\mathbb{R}; C^{1+\alpha}(\mathbb{R}^d, \mathbb{R}^d))$ and $(t \mapsto w_i(t, \cdot)) \in C_b(\mathbb{R}; C^{1+\alpha}(\mathbb{R}^d, \mathbb{R}))$ for $i = 0, 1$ and let $C(t) = O(te^{gt})$. Then the mapping $(-\frac{1}{2}, \frac{1}{2}) \ni h \mapsto \nu^h_t \in \mathcal{M}(\mathbb{R}^d)$ is differentiable in $\mathcal{Z}$. Moreover,

$$\left( h \mapsto \nu^h_t \right) \in C^1 \left( \left( -\frac{1}{2}, \frac{1}{2} \right); C(\mathbb{R}; \mathcal{L}) \right),$$

where weight $\omega_2(t) = O\left( \frac{1}{t^2} \exp(-gt) \right)$ and constant $g > 0$.

The proof follows exactly the same lines of reasoning as the proof of Theorem 2.11, and hence is omitted. Theorem 2.12 will be used in the final part of the proof of Theorem 1.1 (see page 33).

### 3. Properties of the superposition operators

The density dependent velocity field $v(\mu_t)$ and production rate $m(\mu_t)$ are formed from a combination of a kernel operator $\mu_t \mapsto k_{\mu_t}$ (equation (1.4)) and a superposition operator: $v(\mu_t) = v \circ k_{\mu_t}$. In the literature, few results can be found on such operators in Hölder spaces, even less in relation to measures. This section provides the required results. In particular, in the proof of Theorem 1.1, we will approximate the weak solution to the non-linear equation by solutions to the linear equation. We will then use properties of the linear equation; see Theorem 2.11 and Theorem 2.12. Recall that by $\mu_t$, we mean the mapping $\mu_t$. This section is one of
steps in arguing that coefficients \( v(k_{\mu_*}) \) and \( m(k_{\mu_*}) \) of equation (1.9) satisfy assumptions of Theorem 2.11.

First, we will show that the mapping

\[
\mu \mapsto u \left( \int_{\mathbb{R}^d} K_u(y, x) \, d\mu(y) \right)
\]

is of a class \( C^1 \left( \mathcal{Z}; \mathcal{C}^{1+\alpha}(\mathbb{R}^d; \mathbb{R}^d) \right) \),

for \( u \in \{v_0, v_1\} \) and analogously for \( u \in \{m_0, m_1\} \). Then we will prove that

\[
\mu_* \mapsto \left( t \mapsto u \left( \int_{\mathbb{R}^d} K_u(y, x) \, d\mu_*(y) \right)(\cdot) \right)
\]

is of class \( C^1 \left( \mathcal{C}_\omega([0, \infty); \mathcal{Z}); \mathcal{C}_\omega([0, \infty); \mathcal{C}^{1+\alpha}(\mathbb{R}^d; \mathbb{R}^d)) \right) \) for \( u \in \{v_0, v_1\} \) and analogously for \( u \in \{m_0, m_1\} \). Since we fix \( u \), we simply write \( K \) instead of \( K_u \).

The function \( k_\mu(x) := \int_{\mathbb{R}^d} K(y, x) \, d\mu(y) \) is well-defined for any measure \( \mu \in \mathcal{M}(\mathbb{R}^d) \) as an integral. However, \( \int_{\mathbb{R}^d} K(y, x) \, d\mu(y) \) is not well-defined for \( \mu \in \mathcal{Z} \setminus \mathcal{M}(\mathbb{R}^d) \). For fixed \( x \), the kernel \( K(\cdot, x) \in \mathcal{C}^{1+\alpha}(\mathbb{R}^d) \) by assumption A3 of Theorem 1.1. Hence, \( \langle K(\cdot, x), \phi \rangle_{\mathcal{C}^{1+\alpha}(\mathbb{R}^d)} \) is defined for every \( x \in \mathbb{R}^d \) as the value of \( \phi \in \mathcal{Z} \subset (\mathcal{C}^{1+\alpha}(\mathbb{R}^d))^* \) on \( K(\cdot, x) \in \mathcal{C}^{1+\alpha}(\mathbb{R}^d) \).

We will always write integral instead of \( \langle \cdot, \cdot \rangle \) also when \( \mu \in \mathcal{Z} \setminus \mathcal{M}(\mathbb{R}^d) \), realizing the slight abuse of notation. One of the reasons why we do not distinguish notation is that in fact solution to (1.9) is a measure (see Corollary 4.9).

**Lemma 3.1.** Let \( (x \mapsto K(\cdot, x)) \in \mathcal{C}^{1+\alpha}(\mathbb{R}^d; \mathcal{C}^{1+\alpha}(\mathbb{R}^d)) \). Then for any \( \mu \in \mathcal{Z} \) the mapping \( \mu \mapsto k_\mu : \mathcal{Z} \to \mathcal{C}^{1+\alpha}(\mathbb{R}^d) \) is well-defined and linear. Moreover, this mapping is continuous.

**Proof.** Notice that \( k_\mu \) is differentiable, since \( \nabla_x k_\mu = \int_{\mathbb{R}^d} \nabla_x K(y, \cdot) \, d\mu(y) \). The linearity of the mapping \( \mu \mapsto k_\mu \) is obvious, thus we concentrate on showing boundedness as a linear map \( \mathcal{Z} \to \mathcal{C}^{1+\alpha}(\mathbb{R}^d) \). By definition

\[
\|k_\mu(\cdot)\|_{\mathcal{C}^{1+\alpha}(\mathbb{R}^d)} = \sup_{x \in \mathbb{R}^d} |k_\mu(x)| + \sup_{x \in \mathbb{R}^d} |\nabla_x k_\mu(x)| + |\nabla_x k_\mu(x)|_\alpha.
\]

We will estimate each term separately

\[
\sup_{x \in \mathbb{R}^d} |k_\mu(x)| = \sup_{x \in \mathbb{R}^d} \left| \int_{\mathbb{R}^d} K(y, x) \, d\mu(y) \right| \leq \sup_{x \in \mathbb{R}^d} \|K(\cdot, x)\|_{\mathcal{C}^{1+\alpha}(\mathbb{R}^d)} \|\mu\|_{\mathcal{Z}};
\]

\[
\sup_{x \in \mathbb{R}^d} |\nabla_x k_\mu(x)| = \sup_{x \in \mathbb{R}^d} \left| \int_{\mathbb{R}^d} \nabla_x K(y, x) \, d\mu(y) \right| \leq \sup_{x \in \mathbb{R}^d} \|\nabla_x K(\cdot, x)\|_{\mathcal{C}^{1+\alpha}(\mathbb{R}^d)} \|\mu\|_{\mathcal{Z}}.
\]

We need to argue that \( \sup_{x \in \mathbb{R}^d} \|\nabla_x K(\cdot, x)\|_{\mathcal{C}^{1+\alpha}(\mathbb{R}^d)} \) is bounded. By assumption \( (x \mapsto K(\cdot, x)) \in \mathcal{C}^{1+\alpha}(\mathbb{R}^d; \mathcal{C}^{1+\alpha}(\mathbb{R}^d)) \) one has that \( \nabla_x K \in \mathcal{C}^{0+\alpha}(\mathbb{R}^d) \), hence in particular \( \nabla_x K \) is bounded. One has also, that for any \( x \) value \( \|\nabla_x K(\cdot, x)\|_{\mathcal{C}^{1+\alpha}(\mathbb{R}^d)} \) (the norm \( \cdot \) concerns \( y \)) is bounded.
And next
\[
|\nabla_x k_\mu(x)|_\alpha = \sup_{\substack{x_1 \neq x_2 \in \mathbb{R}^d \setminus x_1, x_2 \in \mathbb{R}^d}} \frac{|\int_{\mathbb{R}^d} (\nabla_x K(y, x_1) - \nabla_x K(y, x_2)) \, d\mu(y)|}{|x_1 - x_2|^\alpha} \tag{3.31}
\]

The last inequality holds by assumption that \((x \mapsto K(\cdot, x)) \in \mathcal{C}^{1+\alpha}(\mathbb{R}^d; C^{1+\alpha}(\mathbb{R}^d))\), which implies that \(\nabla_x K(\cdot, x) \in C^{0+\alpha}(\mathbb{R}^d)\). Using (3.29)-(3.31) one obtains that \(k_\mu \in C^{1+\alpha}(\mathbb{R}^d)\) and
\[
|k_\mu|_{C^{1+\alpha}(\mathbb{R}^d)} \leq \|\mu\|_Z \|K\|_{C^{1+\alpha}(\mathbb{R}^d; C^{1+\alpha}(\mathbb{R}^d))}. \tag{3.32}
\]

Therefore, the mapping \(\mu \mapsto k_\mu\) is continuous linear transformation of \(Z\) into \(C^{1+\alpha}(\mathbb{R}^d)\).

**Lemma 3.2.** If \(v \in C^{1+\alpha}(\mathbb{R}^d)\) and \(f, g \in C^{1+\alpha}(\mathbb{R}^d)\), then \(v \circ f\) and \(v \circ g\) are in \(C^{1+\alpha}(\mathbb{R}^d)\) and moreover
\[
|v \circ f - v \circ g|_\alpha \leq \max \left\{ 2\|v\|_\infty \|f - g\|_\infty, \|v\|_\infty \|\nabla f - \nabla g\|_\infty + |v|_\alpha \|f - g\|_\infty \|\nabla g\|_\infty \right\}.
\]

**Proof.** Compositions \(v \circ f\) and \(v \circ g\) are \(C^{1+\alpha}(\mathbb{R}^d)\) according to (1.6) and (1.7). Knowing that \(\frac{\partial}{\partial x_j}(v \circ f) = (v' \circ f) \frac{\partial f}{\partial x_j}\) and making use of estimations (1.6) and (1.7) one obtains
\[
\left\| \frac{\partial}{\partial x_j}(v \circ f) \right\|_\infty \leq \|v'\|_\infty \left\| \frac{\partial f}{\partial x_j} \right\|_\infty < \infty
\]
and also
\[
\left| \frac{\partial}{\partial x_j}(v \circ f) \right|_\alpha \leq |v' \circ f|_\alpha \left\| \frac{\partial f}{\partial x_j} \right\|_\infty + \|v' \circ f\|_\infty \left\| \frac{\partial f}{\partial x_j} \right\|_\alpha \leq |v'|_\alpha \|\nabla f\|_\infty \left\| \frac{\partial f}{\partial x_j} \right\|_\infty + \|v'\|_\infty \left\| \frac{\partial f}{\partial x_j} \right\|_\alpha < \infty.
\]

Note that for any \(\psi \in C^1(\mathbb{R}^d)\) the following holds \(|\psi|_\alpha \leq \max \{2\|\psi\|_\infty, \|\nabla \psi\|_\infty\}\) and hence
\[
|v \circ f - v \circ g|_\alpha \leq \max \left\{ 2\|v \circ f - v \circ g\|_\infty, \|\nabla(v \circ f) - \nabla(v \circ g)\|_\infty \right\}
\]
\[
\leq \max \left\{ 2\|v'\|_\infty \|f - g\|_\infty, \|(v' \circ f) \nabla f - (v' \circ g) \nabla g\|_\infty \right\}
\]
\[
\leq \max \left\{ 2\|v'\|_\infty \|f - g\|_\infty, \|v' \circ f\|_\infty \|\nabla f - \nabla g\|_\infty + \|v' \circ f - v' \circ g\|_\infty \|\nabla g\|_\infty \right\}
\]
\[
\leq \max \left\{ 2\|v'\|_\infty \|f - g\|_\infty, \|v'\|_\infty \|\nabla f - \nabla g\|_\infty + |v'|_\alpha \|f - g\|_\infty \|\nabla g\|_\infty \right\}.
\]

**Lemma 3.3.** If \(v \in C^{2+\alpha}(\mathbb{R}; \mathbb{R}^d)\) then the mapping \(f \mapsto v \circ f : C^{1+\alpha}(\mathbb{R}^d) \rightarrow C^{1+\alpha}(\mathbb{R}^d; \mathbb{R}^d)\) is continuous.
Proof. Let $f, g \in C^{1+\alpha}(\mathbb{R}^d)$. Then, with $v(s) = (v_1(s), \ldots, v_d(s))$ one obtains

$$
\|v_i \circ f - v_i \circ g\|_\infty \leq \|v_i\|_\infty \|f - g\|_\infty
$$

and

$$
\left\| \frac{\partial}{\partial x_j} (v_i \circ f) - \frac{\partial}{\partial x_j} (v_i \circ g) \right\|_\infty \leq \left\| \frac{\partial v_i}{\partial x_j} \circ f - \frac{\partial v_i}{\partial x_j} \circ g \right\|_\infty \|f\|_\infty + \left\| \frac{\partial v_i}{\partial x_j} \circ f - \frac{\partial v_i}{\partial x_j} \circ g \right\|_\infty \|g\|_\infty
$$

and also

$$
\left\| \frac{\partial}{\partial x_j} (v_j \circ f) - \frac{\partial}{\partial x_j} (v_j \circ g) \right\|_\alpha \leq \left\| \frac{\partial v_j}{\partial x_j} \circ f - \frac{\partial v_j}{\partial x_j} \circ g \right\|_\alpha \|f\|_\alpha + \left\| \frac{\partial v_j}{\partial x_j} \circ f - \frac{\partial v_j}{\partial x_j} \circ g \right\|_\alpha \|g\|_\alpha
$$

according to Lemma 3.2

$$
\leq \max \left\{ 2\|v''\|_\infty \|f - g\|_\infty, \|v''\|_\infty \|\nabla f - \nabla g\|_\infty + |v''|_\alpha \|f - g\|_\alpha \|\nabla g\|_\infty \right\} \left\| \frac{\partial f}{\partial x_j} \right\|_\infty
$$

$$
+ \|v''\|_\infty \|f - g\|_\infty \left\| \frac{\partial f}{\partial x_j} \right\|_\alpha + \left( |v'|_\alpha \|g\|_\infty + \|v'|_\alpha \|g\|_\alpha \right) \left\| \frac{\partial f}{\partial x_j} - \frac{\partial g}{\partial x_j} \right\|_\infty
$$

$$
+ \|v''\|_\infty \left\| \frac{\partial f}{\partial x_j} - \frac{\partial g}{\partial x_j} \right\|_\alpha .
$$

These estimates yields the continuity of $f \mapsto v \circ f$ on $C^{1+\alpha}(\mathbb{R}^d)$. \qed

Corollary 3.4. If $v \in C^{2+\alpha}(\mathbb{R}^d)$ and $S \subset C^{1+\alpha}(\mathbb{R}^d)$ is a separable subset, then $v(S) \subset C^{1+\alpha}(\mathbb{R}^d)$ is a separable subset.

We use this to observe the following:

Corollary 3.5. Let $v \in C^{2+\alpha}(\mathbb{R}^d)$, then \{v(k_\mu(\cdot)) : \mu \in Z\} is a separable subset of $C^{1+\alpha}(\mathbb{R}^d)$.\]

Proof. The mapping $\mu \mapsto k_\mu : Z \rightarrow C^{1+\alpha}(\mathbb{R}^d)$ is continuous (see Lemma 3.1). Hence, $S = \{k_\mu : \mu \in Z\} \subset Z$ is separable, because $Z$ is separable (according to Proposition 2.4) Corollary 3.4 implies that \{v(k_\mu) : \mu \in Z\} is separable. \qed

Lemma 3.6. Under assumptions A1, A2 and A3 of Theorem 1.1 the mapping $\mu \mapsto u(k_\mu(\cdot))$ is of class $C^1(Z;C^{1+\alpha}(\mathbb{R}^d))$ for $u \in \{v_0, v_1\}$ and of class $C^1(Z;C^{1+\alpha}(\mathbb{R}^d;\mathbb{R}))$ for $u \in \{m_0, m_1\}$. Moreover, there exist constants $C_{u,K_u}, C'_{u,K_u} > 0$ such that

$$
\|u(k_\mu)\|_{C^{1+\alpha}(\mathbb{R}^d)} \leq C_{u,K_u} (1 + \|\mu\|_Z + \|\mu\|_Z^2)
$$

(3.33)
and \[ \|\partial u(k_\bullet)(\mu)\|_{L^2(Z; C^{1+\alpha}(\mathbb{R}^d))} \leq C_{u,K_t}(1 + \|\mu\|_Z + \|\mu\|_Z^{1+\alpha}). \]

**Remark.** Proof of the above lemma requires \( u \in C^{1+\alpha}(\mathbb{R}^d) \) (assumption A1 and A2 of Theorem 1.1), and this is the only place in this paper where such a strong assumption on coefficients is needed. The differentiability of this map is necessary further for the differentiability in parameter. Notice that when \( v \) and \( m \) are \( C^{2+\alpha} \) then Lemma 3.3 holds.

Proof of Lemma 3.6 can be found in the Appendix A. Now we present a stronger statement.

**Lemma 3.7.** For any weight \( \omega(t) > 0 \), under the assumptions A1, A2, A3 of Theorem 1.1, the mapping \( \mu_\bullet \mapsto u(k_\mu)(\cdot) \) is of class
\[ C^1 \left( C_\omega([0, \infty); Z); C_\omega([0, \infty); C^{1+\alpha}(\mathbb{R}^d; \mathbb{R}^d)) \right) \]
for \( u \in \{v_0, v_1\} \) and similarly for \( u \in \{m_0, m_1\} \).

**Proof of Lemma 3.7** We need to show that the following norm
\[ \sup_{t \geq 0} \omega(t) \left\| u(k_{\mu_t}) - u(k_{\mu_t}) - \partial u(k_{\mu_t})(\mu_t - \overline{m}_t) \right\|_{C^{1+\alpha}(\mathbb{R}^d)} \]
can be estimated from above by \( \|\mu_\bullet - \overline{m}_\bullet\|_Z \). We will directly use estimations from proof of Lemma 3.6. Since constants in (3.33) do not depend on time, thus immediately one obtains
\[ \sup_{t \geq 0} \omega(t) \left\| u(k_{\mu_t}) - u(k_{\mu_t}) - \partial u(k_{\mu_t})(\mu_t - \overline{m}_t) \right\|_{C^{1+\alpha}(\mathbb{R}^d)} \leq \]
\[ \leq \sup_{t \geq 0} \omega(t) \left\{ \left\| u(k_{\mu_t}) - u(k_{\mu_t}) - \partial u(k_{\mu_t})(\mu_t - \overline{m}_t) \right\|_\infty \right\} \]
\[ + \sup_{t \geq 0} \omega(t) \left\{ \left\| \nabla_x \left( u(k_{\mu_t}) - u(k_{\mu_t}) - \partial u(k_{\mu_t})(\mu_t - \overline{m}_t) \right) \right\|_\infty \right\} \]
\[ + \sup_{t \geq 0} \omega(t) \left\{ \left\| \nabla_x \left( u(k_{\mu_t}) - u(k_{\mu_t}) - \partial u(k_{\mu_t})(\mu_t - \overline{m}_t) \right) \right\|_\alpha \right\} \]
\[ \leq c_1 \|\mu_\bullet - \overline{m}_\bullet\|_Z + c_2 \|\mu_\bullet - \overline{m}_\bullet\|_Z^{1+\alpha} + c_3 \|\mu_\bullet - \overline{m}_\bullet\|^2_\alpha. \]

This finishes the proof. \( \square \)

Since the parameter \( h \) is considered in a bounded interval and since \( v^h = v_0 + h v_1 \) and analogously \( m^h = m_0 + h m_1 \) (see (1.8)), the regularity of perturbed coefficients \( v^h \) and \( m^h \) can be easily stated.

**Corollary 3.8.** Under assumption A1, A2, A3 of Theorem 1.1 for any fixed value of parameter \( h \) the mapping \( \mu_\bullet \mapsto u^h(k_\mu)(\cdot) \) is of class
\[ C^1 \left( C_\omega([0, \infty); Z); C_\omega([0, \infty); C^{1+\alpha}(\mathbb{R}^d; \mathbb{R}^d)) \right) \]
for \( u \in \{v_0, v_1\} \) and analogously for \( u \in \{m_0, m_1\} \).

Notice that in the above lemma nothing was assumed about weight \( \omega \). We now first compute the Fréchet derivative of \( \mu \mapsto u(k_\mu) \) at \( \mu_0 \), assuming that it exists. If it does, then it equals the
directional derivative (Gateaux derivative):

\[
\partial[(u(\bullet))](\mu) = D_{\mu}u(k_\mu) = \lim_{h \to 0} \frac{u(k_\mu + h_{\mu}) - u(k_\mu)}{h},
\]

where the limit is in \( C^{1+\alpha}(\mathbb{R}^d) \). If it exists, then the limit must also exists pointwise at \( x \in \mathbb{R}^d \).

In the following, we will omit the evaluation at \( x \) in \( D_{\mu}u(k_\mu), k_\mu \) and \( k_{\mu} \). Then

\[
D_{\mu}u(k_\mu) = \lim_{h \to 0} \frac{u(\mu + h_{\mu}) - u(\mu)}{h} = \lim_{h \to 0} \frac{u(\mu + h_{\mu}) - u(\mu)}{h} = \lim_{h \to 0} \frac{R_1[u, k_\mu](k_\mu + h_{\mu}) - u(\mu)}{h} = (u' \circ k_\mu)(k_{\mu}),
\]

where \( R_{n+1}[f, x_0](x) \) is the remainder term when expanding a function \( x \mapsto f(x) \) in Taylor series at \( x_0 \) up to order \( n \). The vanishing of the limit with the remainder term \( R_1[u, k_\mu] \) follows from the following proposition.

**Proposition 3.9.** Let \( \Omega \subset \mathbb{R}^d \) be an open domain and let \( f \in C^{n+\alpha}(\Omega) \), with \( n \in \mathbb{N}_0, 0 < \alpha \leq 1 \). Then for any \( x, x_0 \in \Omega \)

\[
|R_n[f; x_0](x)| \leq C_{n, \alpha} \max_{\beta \in \mathbb{N}_0^n, |\beta|=n} |D^\beta f|_\alpha \|x - x_0\|^{n+\alpha},
\]

where \( C_{n, \alpha} := \frac{d^n}{\alpha(\alpha+1) \cdots (\alpha+n-1)} \).

The \( D^\beta \) is a multi-index notation for vector \( \beta \). Hence,

\[
|R_1[u, k_\mu](k_\mu + h_{\mu})(x)| \leq C_{1, \alpha} |u'|_\alpha |h|^{1+\alpha} \|k_{\mu}\|^{1+\alpha}.
\]

A weak solution \( \mu_\bullet \) to the non-linear problem (1.11) (or (1.9)) is a weak solution to the linear problem (1.15), where the velocity field \( b(t, x) = v_0(k_{\mu}(x)) \) and production rate \( w(t, x) = m_0(k_{\mu}(x)) \). In order to be able to apply the crucial representation results for the solution to the linear equation (Lemma 2.1) we need to verify that \( b \) and \( w \) defined by \( t \mapsto \mu_t \) satisfy the assumptions of this lemma. This is assured by the following.

**Lemma 3.10.** Let \( v_0 \in C^{2+\alpha}(\mathbb{R}; \mathbb{R}^d), m_0 \in C^{2+\alpha}(\mathbb{R}). \) Assume moreover, that \( x \mapsto K_u(\cdot, x) \) is in \( C^{1+\alpha}(\mathbb{R}^d; \mathbb{R}^d) \) for \( u \in \{v_0, m_0\} \) and that for any \( \phi \in (C^{1+\alpha}(\mathbb{R}^d))^* \) the mapping

\[
y \mapsto \{K_u(y, \cdot), \phi\}
\]

is continuous and bounded.

Then for any narrowly continuous map \( \nu_\bullet : \mathbb{R}_+ \to \mathcal{M}(\mathbb{R}^d), \) the following holds:

(i) \( w(t, x) := m_0(k_{n}(x)) \) (see notation (1.8)) is separately continuous, bounded and for each \( t \geq 0, w(t, \cdot) \in C^{1+\alpha}(\mathbb{R}^d). \)

(ii) \( b(t, x) := v_0(k_{n}(x)) \) is such that \( t \mapsto b(t, \cdot) : \mathbb{R}_+ \to C^{1+\alpha}(\mathbb{R}^d; \mathbb{R}^d) \) is weakly continuous. It is Bochner measurable and essentially bounded \( t \mapsto b(t, \cdot) \in L^\infty(\mathbb{R}_+; C^{1+\alpha}(\mathbb{R}^d; \mathbb{R}^d)). \)
Proof. For fixed $x \in \mathbb{R}^d$, the mapping $y \mapsto K_u(y, x)$ is continuous and bounded, hence $t \mapsto k_{\nu_t}(x) = \int_{\mathbb{R}^d} K_u(y, x) d\nu_t(y)$ is also continuous and bounded (by assumption that $t \mapsto \nu_t$ is narrowly continuous).

For fixed $t$, the mapping $x \mapsto k_{\nu_t}(x) \in C^{1+\alpha}(\mathbb{R}^d)$. Hence, $x \mapsto w(t, x)$ is $C^{1+\alpha}(\mathbb{R}^d)$, in particular it is Lipschitz. Coefficient $w$ is bounded because $m_0$ is bounded. Thus, $w$ satisfies the conditions of Lemma 2.1. Next, $b(t, \cdot) \in C^{1+\alpha}(\mathbb{R}^d; \mathbb{R}^d) \subset W^{1,\infty}(\mathbb{R}^d, \mathbb{R}^d)$. Moreover, one has

$$\{ b(t, \cdot) : t \in [0, T] \} \subset \{ v_0(k_\mu) : \mu \in \mathcal{M}(\mathbb{R}^d) \}.$$  

The latter set is a separable subset of $C^{1+\alpha}(\mathbb{R}^d; \mathbb{R}^d)$ according to Corollary 3.5. Furthermore, for any $\phi \in (C^{1+\alpha}(\mathbb{R}^d; \mathbb{R}^d))^*$, which can be indicated with $(\phi_1, \ldots, \phi_d) \in [C^{1+\alpha}(\mathbb{R}^d)]^d$, we have

$$\langle v_0(k_{\nu_t}), \phi \rangle = \sum_{i=1}^d \langle v_{0i}(k_{\nu_t}), \phi_i \rangle = \sum_{i=1}^d \langle k_{\nu_t}, \phi_i \circ v_{0i} \rangle.$$  

Each $\psi_i = \phi_i \circ v_{0i} \in C^{1+\alpha}(\mathbb{R}^d)^*$. So,

$$t \mapsto \langle v_0(k_{\nu_t}), \phi \rangle = \sum_{i=1}^d \int_{\mathbb{R}^d} \langle K_{v_{0i}}(y, \cdot), \psi_i \rangle \, d\nu_t(y).$$  

The functions $y \mapsto \langle K_{v_{0i}}(y, \cdot), \psi_i \rangle$ are continuous and bounded by assumption $t \mapsto \nu_t$ is narrowly continuous, so $t \mapsto \langle v_0(k_{\nu_t}), \phi \rangle$ is continuous for every $\phi$, hence Borel measurable.

Pettis Measurability Theorem implies that $t \mapsto b(t, \cdot) = v_0(k_{\nu_t})$ is Bochner measurable. As it is bounded,

$$t \mapsto b(t, \cdot) \in L^\infty([0, T]; W^{1,\infty}(\mathbb{R}^d; \mathbb{R}^d)) \subset L^1([0, T]; W^{1,\infty}(\mathbb{R}^d; \mathbb{R}^d)).$$  

So, $b$ and $w$ satisfy the conditions of Lemma 2.1. \hfill \Box

Corollary 3.11. Under conditions of Lemma 3.10 the coefficients $w(t, \cdot) = m_0(k_{\nu_t})$ and $b(t, \cdot) = v_0(k_{\nu_t})$ satisfy the conditions of Lemma 2.1 when restricted to $t \in [0, T], T > 0$.

Proof. What is left to prove is that $w$ is (jointly) Borel measurable. This follows from separate continuous in $t$ and $x$, see e.g. [8, Lemma 6.4.6, page 16]. \hfill \Box

4. Existence of weak solution to non-perturbed non-linear equation

In this section we argue that the non-perturbed, non-linear problem (1.1) has a weak solution. This solution will be denoted by $\mu_0$, to underline that $h = 0$. An approximation scheme will be introduced – let us denote by $\nu_{0,n}$ an approximate solution in $n$-th step of approximation. To obtain the existence of a unique solution we need to show that:

A: The approximation scheme is convergent in $\mathcal{Z}_\omega$ i.e. $\lim_{n \to \infty} \nu_{0,n} =: \nu_0$ exists for every $t \in [0, \infty)$. 


B: The limit \( \overline{\rho}_t^0 \) in \( \mathcal{Z} \) is in fact a measure – convergence is shown in \( \mathcal{Z} \) and the space \( \mathcal{M}(\mathbb{R}^d) \subset \mathcal{Z} \) is not complete with the norm \( \| \cdot \|_\mathcal{Z} \). Hence, an additional argument is needed to establish that \( \overline{\rho}_t^0 \in \mathcal{M}(\mathbb{R}^d) \);

C: The mapping \( t \mapsto \overline{\rho}_t^0 \) is narrowly continuous, so \( \overline{\rho}_t^0 \) is a weak solution to (1.1).

D: There is no other solution to (1.1) in the sense of Definition 1.1, when \( v_0 \in C^{2+\alpha}(\mathbb{R}^d; \mathbb{R}^d) \) and \( m_0 \in C^{2+\alpha}(\mathbb{R}^d) \), in the space \( C_\omega([0, \infty); \mathcal{Z}) \).

In this section we concentrate on showing A.

Using the notation for the superposition operator (introduced in the previous section), non-linear and non-perturbed transport equation can be written as

\[
(4.35) \quad \begin{cases}
\partial_t \mu_t^0 + \text{div}_x (v_0(k_{\mu_0}) \mu_t^0) = m_0(k_{\mu_0}) \mu_t^0, \\
\mu_{t=0}^0 = \mu_0 \in \mathcal{M}(\mathbb{R}^d).
\end{cases}
\]

We claim that a solution \( t \mapsto \mu_t^0 \) can be obtained as a limit of a sequence \( \lim_{n \to \infty} \nu_{t}^{0,n} \) defined by the following scheme. Recall Lemma 2.1 and Corollary 2.2

**Step 0:** A unique continuous mapping \( \nu_{t}^{0,0} : [0, \infty) \to \mathcal{Z} \) solves the equation

\[
(4.36) \quad \begin{cases}
\partial_t \nu_{t}^{0,0} + \text{div}_x (v_0(k_{\nu_0}) \nu_{t}^{0,0}) = m_0(k_{\nu_0}) \nu_{t}^{0,0}, \\
\nu_{t=0}^{0,0} = \mu_0,
\end{cases}
\]

and \( \nu_{t}^{0,0} \in \mathcal{M}(\mathbb{R}^d) \) and \( t \mapsto \nu_{t}^{0,0} \) is narrowly continuous.

**Step 1:** For \( n \geq 1 \), a unique continuous mapping \( \nu_{t}^{0,n} : [0, \infty) \to \mathcal{Z} \) solves the equation

\[
(4.37) \quad \begin{cases}
\partial_t \nu_{t}^{0,n} + \text{div}_x (v_0(k_{\nu_{t}^{0,n-1}}) \nu_{t}^{0,n}) = m_0(k_{\nu_{t}^{0,n-1}}) \nu_{t}^{0,n}, \\
\nu_{t=0}^{0,n} = \mu_0,
\end{cases}
\]

and \( \nu_{t}^{0,n} \in \mathcal{M}(\mathbb{R}^d) \) and \( t \mapsto \nu_{t}^{0,n} \) is narrowly continuous.

Note that in every step of approximation \( \nu_{t}^{0,n} \) solves the linear problem i.e. the coefficients do not depend on the solution. Moreover, notice that if only the mappings \( (t \mapsto v_0(k_{\nu_t})(\cdot)) \), \( (t \mapsto m_0(k_{\nu_t})(\cdot)) \) of \([0, \infty)\) into \( C^{1+\alpha}(\mathbb{R}; \mathbb{R}^d) \) and respectively \( C^{1+\alpha}(\mathbb{R}, \mathbb{R}) \) are continuous and bounded, then immediately according to Lemma 2.1 (representation formula) one has existence and uniqueness of weak solution \( \nu_{t}^{0,0} \) to the problem

\[
(4.38) \quad \begin{cases}
\partial_t \nu_t + \text{div}_x (v_0(k_{\nu_t}) \nu_t) = m_0(k_{\nu_t}) \nu_t, \\
\nu_{t=0} = \nu_0 \in \mathcal{M}(\mathbb{R}^d).
\end{cases}
\]

Indeed, according to Lemma 3.7 one has that for any \( \nu_{t}^{0,n} \in C_\omega([0, \infty); \mathcal{M}(\mathbb{R}^d)) \), coefficients \( v_0(k_{\nu_{t}^{0,n}}) \) and \( m_0(k_{\nu_{t}^{0,n}}) \) are of the class \( C_\omega([0, \infty); C^{1+\alpha}(\mathbb{R}; \mathbb{R}^d)) \) and \( C_\omega([0, \infty); C^{1+\alpha}(\mathbb{R}; \mathbb{R})) \) respectively. Hence, (4.38) has unique weak solution in a class of mappings \( C_\omega([0, \infty); \mathcal{M}(\mathbb{R}^d)) \).

The approximation scheme makes that a sequence \( \{ \nu_{t}^{0,n} \}_{n \in \mathbb{N}} \) can be viewed as realised by repeated application of a suitable operator \( \mathcal{T} \) on a subset of \( C([0, \infty); \mathcal{Z}) \). To make this precise, consider \( T > 0 \) and

\[
S : C([0, \infty); C^{1+\alpha}(\mathbb{R}^d; \mathbb{R}^{d+1})) \to C([0, \infty); \mathcal{Z}) : (t \mapsto (b(t, \cdot), w(t, \cdot))) \mapsto (t \mapsto \tilde{\nu}_t),
\]
where $\tilde{u}_\nu$ is the weak solution to the linear problem \[1.15\] with velocity field $b$ and production rate $w$. According to Corollary 2.2, $t \mapsto \tilde{u}_t : [0, \infty) \to \mathcal{Z}$ is continuous. Let us consider also

$$B : C([0, T]; \mathcal{Z}) \to C([0, T]; C^{1+\alpha}(\mathbb{R}^d; \mathbb{R}^{d+1})) : (t \mapsto \nu_t) \mapsto \bigl((t \mapsto (v_0(k_{\nu_t}), m_0(k_{\nu_t}))\bigr).$$

Define $\mathcal{T} := S \circ B$. The crucial observation concerning existence of weak solution to the non-perturbed linear equation \[1.1\] is the following:

**Proposition 4.1.** Let $v_0 \in C^{2+\alpha}(\mathbb{R}; \mathbb{R}^d)$ and $m_0 \in C^{2+\alpha}(\mathbb{R}; \mathbb{R})$. Assume moreover, that $x \mapsto K_{v_0} (\cdot, x)$ and $x \mapsto K_{m_0} (\cdot, x)$ are in $C^{1+\alpha}(\mathbb{R}^d; C^{1+\alpha}(\mathbb{R}^d))$, while for every $\psi \in (C^{1+\alpha}(\mathbb{R}^d))^*$, the mapping $y \mapsto \langle K_{\psi}(y, \cdot), \psi \rangle$ is continuous and bounded. Then a mapping $\nu_* : [0, \infty) \to \mathcal{M}(\mathbb{R}^d)$ is a weak solution to the non-linear problem \[1.1\] with initial condition $\mu_0 \in \mathcal{M}(\mathbb{R}^d)$ if and only if $\nu_* \in C([0, \infty); \mathcal{Z})$, $\nu_0 = \mu_0$ and $\nu_*$ is a fixed point of $\mathcal{T} : \mathcal{T}(\nu_*) = \nu_*$.  

**Proof.** If $\nu_* : [0, \infty) \to \mathcal{M}(\mathbb{R}^d)$ is a weak solution to \[1.1\] with initial condition $\mu_0$, then $\nu_*$ is a weak solution to the linear equation \[1.15\] with coefficients (see notation \[1.8\]):

$$b(t, \cdot) = v_0(k_{\nu_t}), \quad w(t, \cdot) = m_0(k_{\nu_t}).$$

According to Lemma 3.10 and Corollary 3.11, $b(t, x)$ and $w(t, x)$ satisfy the conditions of Lemma 2.1. By uniqueness, $\nu_*$ must be given by expression \[2.19\]. Corollary 2.2 yields, that $\nu_* : [0, \infty) \to \mathcal{Z}$ is continuous, $\nu_0 = \mu_0$, $B(b, w)$ and $S(b, w) = \nu_*$. Hence, one has $\nu_* = \mathcal{T}(\nu_*).$

For the other implication, let $\nu_* \in C([0, \infty); \mathcal{Z})$ be a fixed point for $\mathcal{T}$ with $\nu_0 = \mu_0$. By construction, $\nu_* = \mathcal{T}(\nu_*) = S(B(\nu_*))$ then is weak solution to the linear equation with $b(t, \cdot) = v_0(k_{\nu_t})$ and $w(t, \cdot) = m_0(k_{\nu_t})$. Thus it is a weak solution to the non-linear equation \[1.1\].

We shall now construct a (unique) fixed point of $\mathcal{T}$, in a suitable subset of $C_0([0, \infty); \mathcal{Z})$ of $C_0([0, \infty); \mathcal{Z})$. We cannot exclude existence of fixed points of $\mathcal{T}$ outside $C_0([0, \infty); \mathcal{Z})$. To that end, let us define

\[4.39\]

$$\mathcal{Z}_\omega := (C_0([0, \infty); \mathcal{Z}), \| \cdot \|_{\mathcal{Z}_\omega}) \quad \text{and} \quad \mathcal{Z}^T_\omega := (C_0([0, T]; \mathcal{Z}), \| \cdot \|_{\mathcal{Z}_\omega}).$$

Because of Corollary 2.8, we find that for any $\nu_* \in C([0, T]; \mathcal{Z})$

\[4.40\]

$$\| \mathcal{T}(\nu_*)(t) \|_{\mathcal{Z}} \leq \exp \left( \| m_0(t) \|_{\infty} \right) \| \mu_0 \|_{TV} \leq \exp(t) \| m_0 \|_{\infty} \| \mu_0 \|_{TV}.$$

Now let us assume that $\omega(0) \equiv 1$, weight $\omega$ is bounded on any $[0, T]$ and such that for any $t_0 \geq 0$, there exists $\sigma > 0$ and a closed interval $[t_1, t_2]$ containing $t_0$ with $t_1 < t_2$, such that $\omega(t) \geq \sigma$ on $[t_1, t_2]$. Recall the later condition implies that $\mathcal{Z}^T_\omega$ is complete. Moreover, assume that

\[4.41\]

$$\sup_{0 \leq t \leq T} \omega(t) \exp(t \| m_0 \|_{\infty}) =: M_T < \infty.$$

Define

\[4.42\]

$$B_\omega^{\mu_0,T} := \{ f \in \mathcal{Z}^T_\omega : f(0) = \mu_0 \in \mathcal{M}(\mathbb{R}^d), \| f \|_{\mathcal{Z}^T_\omega} \leq M_T \| \mu_0 \|_{TV} \}.$$

Let us notice that $B_\omega^{\mu_0,T}$ is a closed bounded subset of $\mathcal{Z}^T_\omega$, hence complete. It is non-empty as it contains the constant function $t \mapsto \mu_0$. Because of \[4.40\], $\mathcal{T}$ maps $B_\omega^{\mu_0,T}$ into itself.
Proposition 4.2. For any finite $T > 0$ and any $0 \leq c < 1$, there exists a constant $g \geq \|m_0\|_{\infty} > 0$, such that the weight $\omega(t) = e^{-ct}$ makes the operator $T = S \circ B : B^{\mu_0,T}_\omega \to B^{\mu_0,T}_\omega$ of Proposition 4.2 will be conducted on page [24]. Let us argue that indeed operators $B$ and $S$ act between proper function spaces.

To prove above lemma we need to first show some properties of operators $S$ and $B$. The proof of Proposition 4.2 will be conducted on page [24]. Let us argue that indeed operators $B$ and $S$ act between proper function spaces.

Lemma 4.3. Under the assumptions $A_1$, $A_2$ and $A_3$ of Theorem 1.1 for any weight $\omega(t) > 0$ that is bounded on $[0, T]$ the operator $B$ maps $Z^T_\omega$ into $C_{\omega}([0, T]; C^{1+\alpha}(\mathbb{R}^d, \mathbb{R}^{d+1}))$. Moreover, there exists $C > 0$ independent of $\omega$ or $T$ such that for every $\mu_\bullet \in Z^T_\omega$ the following estimate holds
\[
\|B(\mu_\bullet)\|_{C_{\omega}([0, T]; C^{1+\alpha}(\mathbb{R}^d, \mathbb{R}^{d+1}))} \leq C(1 + \sup_{0 \leq s \leq T} \|\mu_s\|_{Z}) \sup_{0 \leq s \leq T} \omega(s).
\]

Proof. Using Lemma 3.6 and estimation (3.33) one has
\[
\sup_{0 \leq t \leq T} \omega(t)\|B(\mu_t)\|_{C^{1+\alpha}(\mathbb{R}^d; \mathbb{R}^{d+1})} \leq \sup_{0 \leq t \leq T} (C_v + C_m) \omega(t)(1 + \|\mu_t\|_Z + \|\mu_t\|^2_\omega)
\]
\[
\leq \sup_{0 \leq t \leq T} (C_v + C_m) \omega(t)(1 + \|\mu_t\|_Z + \|\mu_t\|_\omega \sup_{0 \leq s \leq T} \|\mu_s\|_Z)
\]
\[
\leq \sup_{0 \leq t \leq T} (C_v + C_m)(1 + \sup_{0 \leq s \leq T} \|\mu_s\|_Z) \sup_{0 \leq s \leq T} \omega(s)(1 + \|\mu_t\|_Z).
\]

Let us characterize the operator $S$. Observe that for a given $\nu^{0,n}_\bullet$, the operators $v_0(k^{0,n}_\bullet)$ and $m_0(k^{0,n}_\bullet)$ can be seen as functions $b(t, x)$ and $w(t, x)$ in linear problem. According to Lemma 3.7 coefficients $b$ and $w$ satisfy assumptions of Theorem 2.11.

Lemma 4.4. Under the assumptions $A_1$-$A_3$ of Theorem 1.1 and the conditions on the weight $\omega$ as in Lemma 4.3 for any $\nu_\bullet \in C_{\omega}([0, T]; Z)$, the operator $B(\nu_\bullet)(t, x) = (b(t, x), w(t, x))$ satisfies
\[
\|b(t, \cdot)\|_\infty \leq \|v_0\|_{\infty}, \quad \|w(t, \cdot)\|_\infty \leq \|m_0\|_{\infty}
\]
\[
\|\nabla_x b(t, \cdot)\|_\infty \leq \|v'_0\|_{\infty} \sup_{x \in \mathbb{R}^d} \|\nabla_x K_{\nu_0}(\cdot, x)\|_{C^{1+\alpha}(\mathbb{R}^d)} \|\nu_t\|_Z,
\]
\[
\|\nabla_x w(t, \cdot)\|_\infty \leq \|m'_0\|_{\infty} \sup_{x \in \mathbb{R}^d} \|\nabla_x K_{\mu_0}(\cdot, x)\|_{C^{1+\alpha}(\mathbb{R}^d)} \|\nu_t\|_Z.
\]

In particular, the mapping $v_0 \mapsto \|B(\nu_\bullet)\|_\infty$ and $v_0 \mapsto \|\nabla B(\nu_\bullet)\|_\infty$ are bounded on $B^{\mu_0,T}_\omega$.

Proof. The estimates have been shown in the proof of Lemma 3.1. The statement on boundedness results are as follows. For $\nu_\bullet \in C_{\omega}([0, T]; Z)$ and for $0 \leq t \leq T$ the following estimate holds
\[
\|\nu_t\|_Z \leq \frac{1}{\omega(t)} \omega(t)\|\nu_t\|_Z \leq \left(\inf_{0 \leq t \leq T} \omega(t)\right)^{-1}\|\nu_\bullet\|_Z \leq M_T\left(\inf_{0 \leq t \leq T} \omega(t)\right)^{-1}\|\mu_0\|_{TV},
\]
where $M_T$ is defined by (4.41).
Since \( C_\omega \) is a subspace of continuous function, the operator \( S \) maps \( C_\omega([0, \infty); C^{1+\alpha}(\mathbb{R}^d; \mathbb{R}^{d+1}) \) into \( \mathcal{Z}_\omega \).

**Lemma 4.5.** If \( (t \mapsto b(t, \cdot)), (t \mapsto b(t, \cdot)), (t \mapsto w(t, \cdot)), (t \mapsto w(t, \cdot)) \in C([0, T]; C^{1+\alpha}(\mathbb{R}^d)) \) and \( \mu_0 \in \mathcal{M}(\mathbb{R}^d) \) then for any \( t \), such that \( 0 \leq t \leq T < \infty \) the following estimate holds
\[
\| S(b, w)(t) - S(b, w)(t) \|_Z \leq e^{A_1(t)} A_2(t) \left( \int_0^t \| b(s, \cdot) - \overline{b}(s, \cdot) \|_\infty \, ds + \int_0^t \| w(s, \cdot) - \overline{w}(s, \cdot) \|_\infty \, ds \right),
\]
where
\[
A_1(t) := t C_t[b, \overline{b}] + t \max \{ \| w(\cdot, \cdot) \|_\infty, \| \overline{w}(\cdot, \cdot) \|_\infty \};
\]
\[
A_2(t) := \| \mu_0 \|_{TV}(1 + tC_t[w, \overline{w}]],
\]
and \( C_t \) is defined as \( C_t[b, \overline{b}] := \min \{ \sup_{0 \leq s \leq t} \| \nabla_x b(s, \cdot) \|_\infty, \sup_{0 \leq s \leq t} \| \nabla_x \overline{b}(s, \cdot) \|_\infty \} \).

**Proof.** It will be used \( \nu_t^{b,w} \) for shorthand for \( S(b, w)(t) \). Take into consideration difference of two solutions \( \nu_t^{b,w} \) and \( \nu_t^{b,w} \). By the representation formula, Lemma 2.1 for \( f \in C^{1+\alpha}(\mathbb{R}^d) \) one has
\[
\left| \int_{\mathbb{R}^d} f \, d(\nu_t^{b,w} - \nu_t^{b,w})(x) \right| = \left| \int_{\mathbb{R}^d} f \, d\nu_t^{b,w}(x) - \int_{\mathbb{R}^d} f \, d\nu_t^{b,w}(x) \right|
\]
\[
= \left| \int_{\mathbb{R}^d} f(X_b(t, x)) \exp \left( \int_0^t \int_{\mathbb{R}^d} w(s, X_b(s, x)) \, ds \right) \, d\nu_0(x)
\right|
\]
\[
- \left| \int_{\mathbb{R}^d} f(X_b(t, x)) \exp \left( \int_0^t \int_{\mathbb{R}^d} \overline{w}(s, X_b(s, x)) \, ds \right) \, d\nu_0(x) \right|
\]
\[
= \left| \int_{\mathbb{R}^d} f(X_b(t, x)) \exp \left( \int_0^t \int_{\mathbb{R}^d} w(s, X_b(s, x)) \, ds \right)
\right|
\]
\[
- \left( \exp \left( \int_0^t \int_{\mathbb{R}^d} \overline{w}(s, X_b(s, x)) \, ds \right) - \exp \left( \int_0^t \int_{\mathbb{R}^d} w(s, X_b(s, x)) \, ds \right) \right) f(X_b(t, x))
\]
\[
- \left( \exp \left( \int_0^t \int_{\mathbb{R}^d} \overline{w}(s, X_b(s, x)) \, ds \right) - \exp \left( \int_0^t \int_{\mathbb{R}^d} w(s, X_b(s, x)) \, ds \right) \right) f(X_b(t, x)) \right) \, d\nu_0(x)
\]
\[
\leq \| \nabla_x f \|_\infty \int_{I_1} \left[ X_b(t, x) - X_b(t, x) \right] \exp \left( \int_0^t \int_{\mathbb{R}^d} w(s, X_b(s, x)) \, ds \right) \, d\nu_0(x)
\]
\[
+ \| f \|_\infty \int_{I_2} \left[ \exp \left( \int_0^t \int_{\mathbb{R}^d} \overline{w}(s, X_b(s, x)) \, ds \right) - \exp \left( \int_0^t \int_{\mathbb{R}^d} \overline{w}(s, X_b(s, x)) \, ds \right) \right] \, d\nu_0(x)
\]
\[
+ \| f \|_\infty \int_{I_3} \left[ \exp \left( \int_0^t \int_{\mathbb{R}^d} \overline{w}(s, X_b(s, x)) \, ds \right) - \exp \left( \int_0^t \int_{\mathbb{R}^d} \overline{w}(s, X_b(s, x)) \, ds \right) \right] \, d\nu_0(x).
**Estimate for** $I_1$. According to Lemma\[2,3\], one immediately obtains
\[
I_1 \leq \exp(t C_t[b, \overline{b}]) \int_0^t \|b(s, \cdot) - \overline{b}(s, \cdot)\|_\infty ds.
\]

**Estimate for** $I_2$. Since $(t \mapsto \overline{w}(t, \cdot)) \in C([0, T]; C^{1+\alpha}(\mathbb{R}^d))$, then for $t \leq T$ one has
\[
\left| \int_0^t \overline{w}(s, X_{\overline{b}}(s, x)) \ ds \right| \leq t \|\overline{w}(\cdot, \cdot)\|_\infty \quad \text{and moreover} \quad |\overline{w}(s, y) - \overline{w}(s, \overline{y})| \leq \|\nabla_x \overline{w}(s, \cdot)\|_\infty \cdot |y - \overline{y}|_{\mathbb{R}^d}.
\]

Thus one can estimate
\[
I_2 \leq e^{t \|\overline{w}(\cdot, \cdot)\|_\infty} \left| \int_0^t \overline{w}(s, X_{\overline{b}}(s, x)) \ ds - \int_0^t \overline{w}(s, X_b(s, x)) \ ds \right|
\]
\[
\leq e^{t \|\overline{w}(\cdot, \cdot)\|_\infty} \|\nabla_x \overline{w}\|_{t, \infty} \left| \int_0^t |X_b(s, x) - X_{\overline{b}}(s, x)| \ ds \right|
\]
\[
\quad \text{(according to Lemma\[2,3\])}
\]
\[
\leq \exp \left( t \|\overline{w}(\cdot, \cdot)\|_\infty \right) \|\nabla_x \overline{w}\|_{t, \infty} \int_0^t \exp(s C_s[b, \overline{b}]) \left( \int_0^s \|b(s', \cdot) - \overline{b}(s', \cdot)\|_\infty ds' \right) ds.
\]

Since $\|b(s, \cdot) - \overline{b}(s, \cdot)\|_\infty$ is non-decreasing function and $s \leq t$, we can further estimate
\[
\int_0^t \|b(s, \cdot) - \overline{b}(s, \cdot)\|_\infty ds \leq \int_0^t \|b(s', \cdot) - \overline{b}(s', \cdot)\|_\infty ds.
\]

Thus one obtains
\[
I_2 \leq \exp \left( t \|\overline{w}(\cdot, \cdot)\|_\infty \right) \|\nabla_x \overline{w}\|_{t, \infty} \int_0^t \exp(s C_s[b, \overline{b}]) \int_0^t \|b(s', \cdot) - \overline{b}(s', \cdot)\|_\infty ds ds.
\]

Function $C_s[b, \overline{b}]$ is also non-decreasing, thus $C_s[b, \overline{b}] \leq C_t[b, \overline{b}]$, and hence
\[
I_2 \leq \exp \left( t \|\overline{w}(\cdot, \cdot)\|_\infty \right) \|\nabla_x \overline{w}\|_{t, \infty} t \exp(t C_t[b, \overline{b}]) \int_0^t \|b(s', \cdot) - \overline{b}(s', \cdot)\|_\infty ds ds.
\]

**Estimate for** $I_3$. One gets
\[
I_3 \leq \max \left\{ e^{t \|w(\cdot, \cdot)\|_\infty}, e^{t \|\overline{w}(\cdot, \cdot)\|_\infty} \right\} \int_0^t \left( \overline{w}(s, X_b(s, x)) - w(s, X_b(s, x)) \right) \ ds
\]
\[
\leq \max \left\{ e^{t \|w(\cdot, \cdot)\|_\infty}, e^{t \|\overline{w}(\cdot, \cdot)\|_\infty} \right\} \int_0^t \|w(s, \cdot) - \overline{w}(s, \cdot)\|_\infty \ ds.
\]

Combining estimates for $I_1$, $I_2$ and $I_3$ and taking supremum over $f \in C^{1+\alpha}(\mathbb{R}^d)$, such that $\|f\|_{C^{1+\alpha}(\mathbb{R}^d)} \leq 1$ one obtains
\[
\|\nu_t^{b, w} - \nu_t^{\overline{b}, \overline{w}}\|_{\mathbb{E}} \leq \int_{\mathbb{R}^d} \left( \exp(t \|w(\cdot, \cdot)\|_\infty + C_t[b, \overline{b}]) \int_0^t \|b(s, \cdot) - \overline{b}(s, \cdot)\|_\infty ds \right) d\nu_0(x)
\]
\[
+ \int_{\mathbb{R}^d} \left( \exp(t \|\overline{w}(\cdot, \cdot)\|_\infty + C_t[b, \overline{b}]) \|\nabla_x \overline{w}\|_{t, \infty} \int_0^t \|b(s, \cdot) - \overline{b}(s, \cdot)\|_\infty ds \right) d\nu_0(x)
\]
\[
+ \int_{\mathbb{R}^d} \left( \max \{ \exp(t \|w(\cdot, \cdot)\|_\infty), \exp(t \|\overline{w}(\cdot, \cdot)\|_\infty) \} \int_0^t \|w(s, \cdot) - \overline{w}(s, \cdot)\|_\infty ds \right) d\nu_0(x)
\]
Finally, according to Lemma 3.1 for $u$

\[ \text{Proof of Proposition 4.2. Let } \nu_*, \overline{\nu}_* \in B^{g_0,T}_{\omega}. \text{ Then for any } g > 0 \]

\[ e^{-gt} \| (T(\nu_*)(t) - T(\overline{\nu}_*)(t)) \|_Z = e^{-gt} \| (S \circ B)(\nu_*) - (S \circ B)(\overline{\nu}_*) \|_Z \]

\[ \quad \leq e^{-gt} A_1(t) A_2(t) \int_0^t \left\| (B(\nu_*) - B(\overline{\nu}_*))(s) \right\|_\infty \, ds. \]

This finishes the proof. □

Let us go back to operator $B$.

**Lemma 4.6.** Assume that $M_0 := \max \{ \| K_{v_0} \|_{C_b(\mathbb{R}^d, C^{1+\alpha}(\mathbb{R}^d))), \| K_m \|_{C_b(\mathbb{R}^d, C^{1+\alpha}(\mathbb{R}^d))} \} < \infty$. Then for any $\nu_*, \overline{\nu}_* \in C([0, +\infty); Z)$ the following estimate holds

\[ \| B(\nu_*)(t) - B(\overline{\nu}_*)(t) \|_\infty \leq 2L_0 M_0 \| \nu_t - \overline{\nu}_t \|_Z, \]

where $L_0 := \max \{ \| \nabla v_0 \|_{C_b(\mathbb{R}^d)}, \| \nabla m_0 \|_{C_b(\mathbb{R}^d)} \}$.

**Proof.** One can estimate

\[ (4.45) \]

\[ \left\| \left( B(\nu_*) - B(\overline{\nu}_*) \right)(t) \right\|_\infty \leq v_0 \left( \int_{\mathbb{R}^d} K_{v_0}(y, \cdot) \, d\nu_t(y) \right) - v_0 \left( \int_{\mathbb{R}^d} K_{v_0}(y, \cdot) \, d\overline{\nu}_t(y) \right) \]

\[ + m_0 \left( \int_{\mathbb{R}^d} K_m(y, \cdot) \, d\nu_t(y) \right) - m_0 \left( \int_{\mathbb{R}^d} K_m(y, \cdot) \, d\overline{\nu}_t(y) \right), \]

by definition of $L_0$ one obtains

\[ \left\| \left( B(\nu_*) - B(\overline{\nu}_*) \right)(t) \right\|_\infty \leq L_0 \left( \int_{\mathbb{R}^d} K_{v_0}(y, \cdot) \, d\nu_t(y) - \int_{\mathbb{R}^d} K_{v_0}(y, \cdot) \, d\overline{\nu}_t(y) \right) \]

\[ + L_0 \left( \int_{\mathbb{R}^d} K_m(y, \cdot) \, d\nu_t(y) - \int_{\mathbb{R}^d} K_m(y, \cdot) \, d\overline{\nu}_t(y) \right) \]

Finally, according to Lemma 3.1 for $u \in \{ v_0, m_0 \}$

\[ \left\| \int_{\mathbb{R}^d} K_u(y, x) \, d\nu_t(y) - \int_{\mathbb{R}^d} K_u(y, x) \, d\overline{\nu}_t(y) \right\|_\infty \leq \| K_u(\cdot, x) \|_{C^{1+\alpha}(\mathbb{R}^d)} \| \nu_t - \overline{\nu}_t \|_Z, \]

what finishes the proof. □

Now we are going back to the operator $T$ as a composition of $S$ and $B$ and we want to show that it is a contraction on $B^{g_0,T}_{\omega}$ for a suitable weight $\omega(t)$.

**Proof of Proposition 4.2.** Let $\nu_*, \overline{\nu}_* \in B^{g_0,T}_{\omega}$. Then for any $g > 0$

\[ e^{-gt} \| (T(\nu_*)(t) - T(\overline{\nu}_*)(t)) \|_Z = e^{-gt} \| (S \circ B)(\nu_*) - (S \circ B)(\overline{\nu}_*) \|_Z \]

(coming to Lemma 4.5)

\[ \leq e^{-gt} A_1(t) A_2(t) \int_0^t \left\| (B(\nu_*) - B(\overline{\nu}_*))(s) \right\|_\infty \, ds. \]
Use Lemma 4.4 and denote $2L_0M_0 =: D$ (occurs in Lemma 4.4):

$$e^{-gt}\|\mathcal{T}(\nu_t) - \mathcal{T}(\overline{\nu}_t)\|_Z \leq e^{-gt+A(t)}A_2(t)D \int_0^t \|\nu_s - \overline{\nu}_s\|_Z ds$$

$$= e^{-gt+A(t)}A_2(t)D \int_0^t e^{gs}e^{-gs}\|\nu_s - \overline{\nu}_s\|_Z ds$$

$$\leq e^{A(t)}A_2(t)D \int_0^t e^{-g(t-s)} \sup_{0 \leq s \leq t} e^{-gs}\|\nu_s - \overline{\nu}_s\|_Z ds$$

$$\leq e^{A(t)}A_2(t)D \|\nu_s - \overline{\nu}_s\|_Z \int_0^t e^{-gs} ds$$

$$\leq \frac{A_2(t)D}{g}e^{A(t)}\|\nu_t - \overline{\nu}_t\|_Z.$$  

Notice that for any $t \in [0, T]$ functions $A_2(t)$ and $e^{A(t)}$ are bounded because of Lemma 4.4. This bound is independent of $\nu_t$ and $\overline{\nu}_t$ (but dependent on $\|\mu_0\|_{TV}$). The constant $D$ is independent of time. Thus for any finite $T$ one can establish appropriate value of $g \geq \|m_0\|_{\infty}$ providing $\frac{A_2(t)D}{g}e^{A(t)} \leq c < 1$ for all $t \in [0, T]$. Therefore one obtains

$$\|\mathcal{T}(\nu_t) - \mathcal{T}(\overline{\nu}_t)\|_Z \leq c\|\nu_t - \overline{\nu}_t\|_Z.$$  

That is, the operator $\mathcal{T}$ is contraction on $B^{\mu_0,T}_\omega$ with Lipschitz constant less than $c$. \hfill $\Box$

**Remark.** A conclusion from Proposition 4.2 is that for any bounded interval $[t_1, t_2]$ there exists a constant $g > 0$, such that $\omega(t) = e^{-gt}$ and the operator $\mathcal{T}$ is contraction on $\hat{C}_\omega([t_1, t_2]; Z)$.

Now we would like to extend Proposition 4.2 on the interval $[0, +\infty)$. It is impossible to state that $\mathcal{T}$ is contraction on $[0, \infty)$ with weight $\omega(t) = e^{-gt}$ for a single fixed $g \geq \|m_0\|_{\infty}$.

Let us take

$$\omega_1(t) = \begin{cases} 
  e^{-gt} & \text{for } 0 \leq t < 1, \\
  e^{-2gt} & \text{for } 1 \leq t < 2, \\
  \vdots & \\
  e^{-Nt} & \text{for } N - 1 \leq t < N, \\
  \vdots & 
\end{cases}$$

(4.46)

where $g_n \geq \|m_0\|_{\infty}$ is a positive constant for $n \in \mathbb{N}$ such that for fixed $0 < c < 1$ and $M_n \equiv 1$ for all $n$, the following estimate holds

$$\sup_{t \in [N-1, N]} e^{-gnt} \|\mathcal{T}(\nu_t) - \mathcal{T}(\overline{\nu}_t)\|_Z \leq c \sup_{t \in [N-1, N]} e^{-gnt}\|\nu_t - \overline{\nu}_t\|_Z$$

(4.47) on $[N-1, N)$ for all

$$\nu_t, \overline{\nu}_t \in \hat{B}^\mu_{\omega_1} := \{ f \in Z_\omega : f(0) = \mu_0 \in \mathcal{M}(\mathbb{R}^d), \|f\|_{Z_\omega} \leq \|\mu_0\|_{TV} \};$$

see notation (4.42). Thus, summarizing:

**Proposition 4.7.** Let $0 \leq c < 1$ and the weight $\omega_1 : \mathbb{R}_+ \rightarrow \mathbb{R}_+$ be defined by (4.46). Then the operator $\mathcal{T} = S \circ B : \hat{B}^\mu_{\omega_1} \rightarrow \hat{B}^\mu_{\omega_1}$ is a contraction

$$\|\mathcal{T}(\nu_t) - \mathcal{T}(\overline{\nu}_t)\|_{\omega_1} \leq c\|\nu_t - \overline{\nu}_t\|_{\omega_1}.$$
Proposition 4.8. Let coefficients \( v_0 \), \( m_0 \) satisfy assumptions of Theorem 1.1 and let weight be defined by (4.46). Then according to Proposition 4.7 and Banach Fixed-Point Theorem one has, that the approximate scheme described by (4.36) and (4.37) is convergent. It means that there exists \( \nu_t^0 : [0, \infty) \to \mathbb{Z} \) such that

\[
\lim_{n \to \infty} \| \nu_t^{0,n} - \nu_t^0 \|_{\mathcal{W}_1} = 0.
\]

Notice that the weight defined in (4.46) is the same as in (1.14). Recall that the weight used in Theorem 1.1 is defined by (1.13). Since \( \tilde{\omega}(t) \leq \omega(t) \) for all \( t \in [0, \infty) \), above argumentation stays true for \( \tilde{\omega} \).

Corollary 4.9. Note that by the fixed point of \( T \), the mapping \( t \mapsto \nu_t^0 \) in \( \mathcal{W}_1 \) solves the problem (1.1), where \( t \mapsto \nu_t^0 \) is the limit of approximation scheme given by (4.36) and (4.37). Being a fixed point of \( T \), the mapping \( \nu_t^0 \) solves the linear equation with coefficients \( b(t, x) = v_0(k_{\pi_t}), w(t, x) = m_0(k_{\pi_t}) \), hence \( \nu_t^0 \in \mathcal{M}(\mathbb{R}^d) \) for all \( t \geq 0 \). Moreover \( t \mapsto \nu_t^0 \) is narrowly continuous.

5. APPROXIMATION SCHEME FOR PERTURBED EQUATION

Recall the perturbed equation (1.9) and its solution \( \mu_t^h \) for \( h \in (-\frac{1}{2}, \frac{1}{2}) \). The existence of a unique weak solution in the sense of Definition 1.1 has been established in the previous section for \( h = 0 \) by means of exhibiting \( \mu_t^0 \) as the limit in \( \mathcal{W}_1 \) of a sequence of approximate solutions \( \{\nu_t^{0,n}\}_n \). In a similar way one can show the existence of a unique weak solution \( \mu_t^h \) for general \( h \in (-\frac{1}{2}, \frac{1}{2}) \) by changing the velocity fields and production rates. The resulting sequence of approximation to \( \mu_t^h \) is not convenient for showing the continuous differentiability of \( h \mapsto \mu_t^h \) in \( \mathcal{W}_1 \). For reaching this main objective we prefer another approximation scheme that we shall now introduce.

Problem (1.9) can be written as

\[
\begin{align*}
\partial_t \mu_t^h + \text{div}_x \left( (v_0(k_{\mu_t^h}^h) + h v_1(k_{\mu_t^h}^h)) \mu_t^h \right) &= (m_0(k_{\mu_t^h}^h) + h m_1(k_{\mu_t^h}^h)) \mu_t^h \\
\mu_{t=0}^h &= \mu_0 \in \mathcal{M}(\mathbb{R}^d).
\end{align*}
\]

We assume that coefficients satisfy the assumptions of Theorem 1.1. A solution \( \mu_t^0 \) can be approximated by a sequence \( \{\nu_t^{0,n}\}_n \) defined by the following scheme. Recall that \( \mathcal{M}(\mathbb{R}^d) \) is equipped with the topology of \( \mathcal{W} \).

Step 0: A unique continuous mapping \( \mu_t^0 : [0, \infty) \to \mathcal{M}(\mathbb{R}^d) \) solves the non-perturbed, non-linear equation

\[
\begin{align*}
\partial_t \mu_t^0 + \text{div}_x \left( v_0(k_{\mu_t^0}) \mu_t^0 \right) &= m_0(k_{\mu_t^0}) \mu_t^0 \\
\mu_{t=0}^0 &= \mu_0 \in \mathcal{M}(\mathbb{R}^d).
\end{align*}
\]

From previous section one has that there exists a unique weak solution to (5.50) such that \( \mu_t^0 \) is a bounded Radon measure; see Corollary 4.9. Recall that one has \( \lim_{n \to \infty} \| \mu_t^0 - \nu_t^{0,n} \|_{\mathcal{W}_1} = 0 \). Define \( \nu_t^{h,0} := \mu_t^0 \).
Step 1: For \( n \geq 1 \), a unique continuous mapping \( \nu^{h,n}_* : [0, \infty) \to \mathcal{M}(\mathbb{R}^d) \) solves the linear equation (5.51)
\[
\begin{aligned}
\partial_t \nu^{h,n}_* + \text{div}_x \left[ \left( v_0 \left( k_{\nu^{h,n-1}} \right) + h \nu \left( k_{\nu^{h,n-1}} \right) \right) \nu^{h,n}_* \right] &= \left[ m_0 \left( k_{\nu^{h,n-1}} \right) + h m_1 \left( k_{\nu^{h,n-1}} \right) \right] \nu^{h,n}_* \\
\nu^{h,n}_* \big|_{t = 0} &= \mu_0.
\end{aligned}
\]

Notice that for \( h \in (-\frac{1}{2}, \frac{1}{2}) \) and for every solution to the linear equation \( \nu^{h,n}_* \), the coefficients satisfy the assumptions of Lemma 2.1; see Corollary 3.11. By Corollary (4.9) one has that \( \mu_0^{h,n} \) is bounded Radon measure. For \( n = 1 \), the problem (5.51) is the linear equation with measure initial condition \( \mu_0 \in \mathcal{M}(\mathbb{R}^d) \). Hence by Lemma 2.1 solution \( \nu^{h,1}_* \) also is a bounded Radon measure and \( t \mapsto \nu^{h,1}_* \) is the unique solution in the class of narrowly continuous mappings. Identically for every \( \nu^{h,n}_* \), where \( n \in \mathbb{N} \). Also note that \( \nu^{0,0}_* = \mu_0^{h,n} \) for all \( n \) in this approximation scheme, which differs from that in Section 4 for \( h = 0 \).

Let us consider the following problem, where \( \mu_* : [0, \infty) \to \mathcal{M}(\mathbb{R}^d) \) is given:
\[
\begin{aligned}
\partial_t \tilde{\mu}_* + \text{div}_x \left( \left( v_0(k_{\mu_*}) + h v_1(k_{\mu_*}) \right) \tilde{\mu}_* \right) &= \left( m_0(k_{\mu_*}) + h m_1(k_{\mu_*}) \right) \tilde{\mu}_* \\
\tilde{\mu}_{t=0} = \mu_0 \in \mathcal{M}(\mathbb{R}^d).
\end{aligned}
\]

Define an operator \( T_h(\mu_*):= \tilde{\mu}_* \). Similar to Section 4 and Proposition 4.1 for the case \( h = 0 \) any fixed point of this operator is a solution to problem (5.49). Similarly to previous reasoning (i.e. as in the case for \( T \)) the operator \( T_h \) can be regarded as a composition of two operators \( T_h = B_h \circ S \); see page 20. Operator \( S \) is identical to the previously considered operator. Second operator \( B_h \) describes how the approximated solution influences the velocity field \( v_0(k_{\mu_*}) \) and the function \( m_0(k_{\mu_*}) \), which will be used in the \((m+1)\)-th step of approximation scheme (as before like in the case of operator \( B \)). Now, the operator \( B_h \) depends also on parameter \( h \), hence
\[
B_h : \left( t \mapsto \mu_* \right) \mapsto \left( t \mapsto \left( v_0(k_{\mu_*}) + h v_1(k_{\mu_*}), m_0(k_{\mu_*}) + h m_1(k_{\mu_*}) \right) \right).
\]

Since \( h \in (-\frac{1}{2}, \frac{1}{2}) \), thus the domain and values of operator \( B_h \) are identical as for operator \( B \)
\[
B_h : Z^T_{\omega_1} \to C_w \left( [0, T]; C^{1+\alpha}(\mathbb{R}^d; \mathbb{R}^{d+1}) \right);
\]
see page 20. All reasoning concerning operator \( B \) described in Section 4 can be conducted also for the operator \( B_h \). In particular, the direct analogy of Proposition 4.7 is the following proposition.

**Proposition 5.1.** Let \( 0 < c < 1 \) and the weight \( \omega_1 \) be defined by (4.46) with \( \mathcal{T}_h = S \circ B_h \) replacing \( \mathcal{T}, \) such that (4.47) holds for all \( h \in (-\frac{1}{2}, \frac{1}{2}) \). Then \( \mathcal{T}_h : \hat{\mathcal{B}}^{\mu_0}_{\omega_1} \to \hat{\mathcal{B}}^{\mu_0}_{\omega_1} \) is contraction with contraction constant \( c \) for any \( h \in (-\frac{1}{2}, \frac{1}{2}) \); see notation (4.48).

The unique fixed point of operator \( \mathcal{T}_h \) in \( \hat{\mathcal{B}}^{\mu_0}_{\omega_1} \) (which is \( \mu^h_0 \)) has such the property that
\[
\lim_{n \to \infty} \| \mu^h_0 - \nu^{h,n}_* \|_{Z_{\omega_1}} = 0.
\]
Moreover \( t \mapsto \mu^h_0 \) is the unique weak solution to problem (1.9).
In this section we finally provide a proof of the main result, Theorem 1.1. Thus, under assumption A1-A4 of that theorem we now want to show that \( \lim_{\lambda \to 0} \frac{\mu^{h \lambda} - \mu^0}{\lambda} \) exists in \( Z_{\tilde{\omega}} \) for any fixed \( h \in (-\frac{1}{2}, \frac{1}{2}) \), where the weight \( \tilde{\omega} \) is defined by (1.13). Moreover, we prove that the mapping \( h \mapsto \mu^{h \lambda} : (-\frac{1}{2}, \frac{1}{2}) \to Z_{\tilde{\omega}} \) is \( C^1 \). First, we consider differentiability at \( h = 0 \), hence the limit

\[
\lim_{\lambda \to 0} \frac{\mu^{h \lambda} - \mu^0}{\lambda}
\]

is investigated. Using Proposition 5.1 we know that for fixed \( \lambda \in (-\frac{1}{2}, \frac{1}{2}) \) one has \( \lim_{n \to \infty} \| \mu^{h \lambda} - \nu^{\lambda,n} \|_{Z_{\tilde{\omega}}} = 0 \). Hence, instead of (6.53) the double limit

\[
\lim_{\lambda \to 0} \left( \lim_{n \to \infty} \frac{\nu^{\lambda,n} - \mu^0}{\lambda} \right)
\]

is considered. We proceed by arguing that the order of limits can be changed. Then we can make use of results concerning the linear transport equation, in particular Theorem 2.11 The following theorem will be involved.

**Theorem 6.1.** Let \( E \) be a set in a metric space and \( \lambda_0 \) be a limit point of \( E \). Suppose that \((Y,d)\) is a complete metric space. Let \( f_n, f : E \to Y \) such that \( f_n \to f \) uniformly on \( E \) and

\[
\lim_{\lambda \to \lambda_0} f_n(\lambda) = A_n, \quad (n = 1, 2, 3, \ldots)
\]

exists. Then the sequence \( A_n \) converges in \( Y \) and \( \lim_{\lambda \to \lambda_0} f(\lambda) = \lim_{n \to \infty} A_n \).

Above theorem is an analog of Theorem 7.11 in [31, page 149]. The proof remains essentially the same as in [31].

In our case \( E = (-\frac{1}{2}, \frac{1}{2}) \) \( \setminus \{0\} \). Set \( Y = Z_{\tilde{\omega}} \), let \( \lambda_0 = 0 \) and

\[
f_n(\lambda) := \frac{\nu^{\lambda,n} - \mu^0}{\lambda} \quad \text{and} \quad f(\lambda) := \lim_{n \to \infty} f_n(\lambda) = \frac{\mu^{h \lambda} - \mu^0}{\lambda}.
\]

Each \( f_n(\lambda) \) is a \( \mathcal{M}(\mathbb{R}^d) \)-valued function on \([0, \infty)\) which can be evaluated at \( t \). In other words, to state that

\[
\lim_{\lambda \to \lambda_0} \lim_{n \to \infty} f_n(\lambda) = \lim_{n \to \infty} \lim_{\lambda \to \lambda_0} f_n(\lambda),
\]

we need to argue that \( f_n \) converges uniformly to \( f \) in \( E \) (1st Step of the proof) and also show that for all \( n \) the limit \( \lim_{\lambda \to \lambda_0} f_n(\lambda) \) exists in \( Z_{\tilde{\omega}} \) (2nd Step). Both limits are considered in \( Z_{\tilde{\omega}} \). In 3rd Step we will show that the result remains true for any \( h \in (-\frac{1}{2}, \frac{1}{2}) \).

**Step 1.** Recall that the space \( Z_{\tilde{\omega}} \) is complete. We investigate uniform convergence \( \left\{ \frac{\nu^{\lambda,n} - \mu^0}{\lambda} \right\}_n \) in \( Z_{\tilde{\omega}} \) for \( \lambda \in E \) to \( \frac{\mu^{h \lambda} - \mu^0}{\lambda} \). We want to argue that it is a Cauchy sequence, then as a sequence in complete space \( Z_{\tilde{\omega}} \) its limit also is in \( Z_{\tilde{\omega}} \). Using a property of approximating scheme this limit will be then \( \frac{\mu^{h \lambda} - \mu^0}{\lambda} \). To show that the norm \( \left\| \frac{\nu^{\lambda,n} - \mu^0}{\lambda} - \frac{\nu^{\lambda,m} - \mu^0}{\lambda} \right\|_{Z_{\tilde{\omega}}} \) can be made arbitrary small when \( n, m \to \infty \) uniformly for \( \lambda \in E \), we will need a few additional estimates.
Proposition 6.2. If the coefficients satisfy the assumptions of Theorem 1.17 then the limit
\[
\lim_{\lambda \to 0} \frac{\nu^0 - \mu^0}{\lambda}
\]
exists and is an element of $\mathcal{Z}_\omega$. Moreover, the following estimate holds
\[
(6.54) \quad \left\| \nu^0 - \mu^0 \right\|_\mathcal{Z} \leq C(t) \left\| \partial_\lambda \nu^0 \right\|_{\lambda=0} \mathcal{Z}_\omega,
\]
where $C(t) = O(te^{g t})$ and $g > 0$ can be chosen to hold for all $\lambda \in E$.

Notice that in estimation (6.54) on the one hand the weight $\omega$ needs to reduce $C(t)$ but also it reduces the growth of $\partial_\lambda \nu^0$ in time. That is why $\omega_2$ occurs in the construction of weight $\tilde{\omega}$ in (1.13).

Proof. The mapping $\mu^0$ is a solution to
\[
(6.55) \quad \left\{ \begin{array}{l}
\partial_t \mu^0 + \text{div}_x \left( v_0(k_{\mu^0}) \mu^0 \right) = m_0(k_{\mu^0}) \mu^0 \\
\mu^0 = \mu_0,
\end{array} \right.
\]
and $\nu^0$ solves
\[
(6.56) \quad \left\{ \begin{array}{l}
\partial_t \nu^0 + \text{div}_x \left[ \left( v_0(k_{\mu^0}) + \lambda v_1(k_{\mu^0}) \right) \nu^0 \right] = \left[ m_0(k_{\mu^0}) + \lambda m_1(k_{\mu^0}) \right] \nu^0 \\
\nu^0 = \mu_0.
\end{array} \right.
\]
Solution $\mu^0$ can be obtained using approximating scheme. The coefficients $v_0(k_{\mu^0})$, $v_1(k_{\mu^0})$, $m_0(k_{\mu^0})$, $m_1(k_{\mu^0})$ in the above problems are fixed i.e. coefficients does not depend on solution. It means that the problem (6.55) can be seen as the linear one
\[
(6.55) \quad \left\{ \begin{array}{l}
\partial_t \mu^0 + \text{div}_x \left( \mathbf{b}_0(t,x) \mu^0 \right) = \mathbf{w}_0(t,x) \mu^0 \\
\mu^0 = \mu_0,
\end{array} \right.
\]
and similarly (6.56) can be rewritten into a form
\[
(6.56) \quad \left\{ \begin{array}{l}
\partial_t \nu^0 + \text{div}_x \left[ \mathbf{b}_0(t,x) \nu^0 \right] = \mathbf{w}_0(t,x) + \lambda \mathbf{w}_1(t,x) \\
\nu^0 = \mu_0,
\end{array} \right.
\]
where $\mathbf{b}_i(t,x) := v_i(k_{\mu^0})$ and $\mathbf{w}_i(t,x) := m_i(k_{\mu^0})$ for $i = 0, 1$. By Lemma 3.6 we know that these coefficients satisfy assumptions of Theorem 2.10. Thus, the limit $\lim_{\lambda \to 0} \frac{\nu^0 - \mu^0}{\lambda}$ is the derivative of the solution to linear equation (2.26) with perturbation (2.25). Theorem 2.11 states that this derivative exists and is an element of $\mathcal{Z}$. Hence estimate (6.54) is true for fixed $t$.

By Theorem 2.11 one has $\lim_{\lambda \to 0} \frac{\nu^0 - \mu^0}{\lambda} \in \mathcal{Z}_\omega$. Since $\tilde{\omega}(t) < \omega(t)$ for all $t \in [0, \infty)$, hence this limit is an element of $\mathcal{Z}_\omega$. 

\[ \square \]

Proposition 6.3. For any fixed $t$ and any $n$ the following estimates holds on $(-\frac{1}{2}, \frac{1}{2}) \setminus \{0\}$
\[
\left\| \frac{\nu^0_{t,n+1} - \nu^0_{t,n}}{\lambda} \right\|_\mathcal{Z} \leq C(t) e^n \left\| \partial_\lambda \nu^0_{t,1} \right\|_{\lambda=0} \mathcal{Z}_\omega,
\]
where constant \( c < 1 \), and \( C(t) = \mathcal{O}(te^{\eta t}) \) are independent of \( n \) and can be chosen to hold uniformly for \( \lambda \in E \).

**Proof.** First, let us recall that the operator \( T_h \) is a contraction in \( Z_{\omega} \) with a contraction constant \( c < 1 \) (cf. Proposition 5.1). Hence it is contraction also in \( Z_{\tilde{\omega}} \) with the same contraction constant. One obtains

\[
\left\| \frac{\nu_{\lambda}^{n+1} - \nu_{\lambda}^n}{\lambda} \right\|_{Z_{\omega}} = c \left\| \frac{\nu_{\lambda}^{n+1} - \nu_{\lambda}^n}{\lambda} \right\|_{Z_{\omega}} \leq c \left\| \frac{\nu_{\lambda}^{n+1} - \nu_{\lambda}^n}{\lambda} \right\|_{Z_{\omega}},
\]

where \( c < 1 \). Making use of Proposition 6.2 and estimates (6.57) we have

\[
\left\| \frac{\nu_{\lambda}^{n+1} - \nu_{\lambda}^n}{\lambda} \right\|_{Z_{\omega}} \leq C(t) c^n \left\| \partial_{\lambda} \nu \mid_{\lambda=0} \right\|_{Z_{\omega}}.
\]

Note that \( C(t) \) is independent of \( n \) and can be established to hold uniformly for \( \lambda \in E \). The growth of \( C(t) \) is described by Theorem 2.11 i.e. it is reduced by \( \omega_2(t) \). Hence, it is reduced also by weight \( \tilde{\omega}(t) \leq \omega_2(t) \).

Now, it will be argued that \( \left\{ \frac{\nu_{\lambda}^{n} - \mu_{\lambda}^0}{\lambda} \right\}_n \) is a Cauchy sequence.

**Lemma 6.4.** The sequence \( \left\{ \frac{\nu_{\lambda}^{n} - \mu_{\lambda}^0}{\lambda} \right\}_n \) converges uniformly for \( \lambda \in (-\frac{1}{2}, \frac{1}{2}) \) to \( \frac{\nu_{\lambda}^{n} - \mu_{\lambda}^0}{\lambda} \) in the space \( Z_{\tilde{\omega}} \), where \( \tilde{\omega}(t) \) is defined by (1.13).

**Proof.** It will be first shown that \( \left\{ \frac{\nu_{\lambda}^{n} - \mu_{\lambda}^0}{\lambda} \right\}_n \) is Cauchy sequence. Let us assume that \( n \geq m \). By the definition of the norm \( \| \cdot \|_{Z_{\omega}} \) one obtains

\[
\left\| \frac{\nu_{\lambda}^{n} - \mu_{\lambda}^0}{\lambda} - \frac{\nu_{\lambda}^{m} - \mu_{\lambda}^0}{\lambda} \right\|_{Z_{\omega}} = \sup_{t \geq 0} \tilde{\omega}(t) \left\| \frac{\nu_{\lambda}^{n} - \mu_{\lambda}^0}{\lambda} - \frac{\nu_{\lambda}^{m} - \mu_{\lambda}^0}{\lambda} \right\|_{Z_{\omega}} \leq \sup_{t \geq 0} \tilde{\omega}(t) \sum_{\ell=m+1}^{n} \left\| \frac{\nu_{\lambda}^{\ell} - \nu_{\lambda}^{\ell-1}}{\lambda} \right\|_{Z_{\omega}} \leq \sup_{t \geq 0} \tilde{\omega}(t) \sum_{\ell=m+1}^{n} C(t) c^{\ell-1} \left\| \partial_{\lambda} \nu_{\lambda}^{\ell-1} \mid_{\lambda=0} \right\|_{Z_{\omega}} \left( \frac{1 - c^n}{1 - c} \right).
\]

Theorem 2.11 states that the growth of \( \partial_{\lambda} \nu_{\lambda}^{\ell-1} \) in \( Z \) is controlled in time by a function \( \mathcal{O}(te^{\eta t}) \) uniformly for \( \lambda \in (-\frac{1}{2}, \frac{1}{2}) \). It means that the weight \( \tilde{\omega}(t) \) needs to be of order \( \mathcal{O}(\frac{1}{t^2}e^{-2t}) \). By
Proposition 6.3 we know that \( c < 1 \) and that the constant \( C(t) \) is independent on parameter \( \lambda \). Hence, one has

\[
\sup_{t \geq 0} \tilde{\omega}(t) C(t) \left\| \partial_x u_0^{\lambda,1} \right\|_{\lambda=0} \left\| e^m \left( \frac{1 - c^{n-m}}{1 - c} \right) \right\|_{n,m} \xrightarrow{n,m \to \infty} 0,
\]

since function \( \tilde{\omega}(t) C(t) \) is bounded in time and reduce the growth of \( \partial_x u_0^{\lambda,1} \). It means that \( \left\{ \frac{\nu_{n}^{\lambda,n} - \mu_{0}^{0}}{\lambda} \right\}_{n} \) is a Cauchy sequence in space \( \mathcal{Z}_{\omega} \). Moreover, the convergence is uniform on \( \lambda \in (-\frac{1}{2}, \frac{1}{2}) \setminus \{ 0 \} \). Since the space \( \mathcal{Z}_{\omega} \) is complete, the limit of this sequence also is in the same space. Moreover, the estimate (6.58) is independent of \( \lambda \in E \), thus one obtains

\[
\left\{ \frac{\nu_{n}^{\lambda,n} - \mu_{0}^{0}}{\lambda} \right\}_{n} \text{ converges to } \frac{\mu^{\lambda} - \mu_{0}^{0}}{\lambda} \text{ as } n \to \infty \text{ in space } \mathcal{Z}_{\omega} \text{ uniformly on } \lambda \in E,
\]

what finishes the 1st Step.

\[ \square \]

2nd Step. Now, \( \lim_{\lambda \to 0} \frac{\nu_{n}^{\lambda,n} - \mu_{0}^{0}}{\lambda} \) will be investigated.

Lemma 6.5. For any \( n \in \mathbb{N} \), the limit \( \lim_{\lambda \to 0} \frac{\nu_{n}^{\lambda,n} - \mu_{0}^{0}}{\lambda} \) exists in \( \mathcal{Z}_{\omega} \).

A short proof of lemma will appear on page 34. For this proof, we need the following property.

Proposition 6.6. For any \( \ell \geq 2 \) the limit \( \lim_{\lambda \to 0} \frac{\nu_{\ell}^{\lambda,\ell} - \nu_{\ell-1}^{\lambda,\ell-1}}{\lambda} \) exists in \( \mathcal{Z}_{\omega} \).

Proof of Proposition 6.6. It will be shown by induction. Introduce the notation \( \bar{u}^{\lambda}(\cdot) := u_{0}(\cdot) + \lambda u_{1}(\cdot) \) for \( u \in \{ v, m \} \). The mapping \( \nu_{\ell}^{\lambda,\ell} \) is the unique solution to the linear equation

\[
\begin{aligned}
\partial_t \nu_{\ell}^{\lambda,\ell} + \text{div}_x \left( \nabla \bar{u}^{\lambda}(k_{\nu_{\ell}^{\lambda,\ell-2}}) \cdot \nu_{\ell}^{\lambda,\ell} \right) &= \nabla \bar{u}^{\lambda}(k_{\nu_{\ell}^{\lambda,\ell-1}}) \cdot \nu_{\ell}^{\lambda,\ell}, \\
\nu_{\ell=0}^{\lambda,\ell} &= \mu_{0},
\end{aligned}
\]

where for \( \nu_{\ell}^{0,0} \) we take \( \nu_{0}^{0} \). Similarly for \( \nu_{\ell}^{0,\ell-1} \). In the problem (6.59) expand coefficients \( \nabla \bar{u}^{\lambda}(k_{\nu_{\ell}^{\lambda,\ell-2}}) \) into Taylor series at \( k_{\nu_{\ell}^{\lambda,\ell-2}} \) for \( u \in \{ v, m \} \) – from Lemma 3.6 we know that coefficients can be expanded. Then problem (6.59) has the form

\[
\begin{aligned}
\partial_t \nu_{\ell}^{\lambda,\ell} + \text{div}_x \left[ \nabla \bar{u}^{\lambda}(k_{\nu_{\ell}^{\lambda,\ell-2}}) + \nabla \bar{u}^{\lambda}(k_{\nu_{\ell}^{\lambda,\ell-2}}) \cdot (k_{\nu_{\ell}^{\lambda,\ell-1}} - k_{\nu_{\ell}^{\lambda,\ell-2}}) + o(||k_{\nu_{\ell}^{\lambda,\ell-1}} - k_{\nu_{\ell}^{\lambda,\ell-2}}||_{\infty}) \right] \nu_{\ell}^{\lambda,\ell} &= 0, \\
\nu_{\ell=0}^{\lambda,\ell} &= \mu_{0}.
\end{aligned}
\]

Base case. For \( \ell = 2 \) the problem (6.59) can be written as

\[
\begin{aligned}
\partial_t \nu_{2}^{\lambda,2} + \text{div}_x \left[ \nabla \bar{u}^{\lambda}(k_{\nu_{2}^{\mu_0^{0}}}) + \nabla \bar{u}^{\lambda}(k_{\nu_{2}^{\mu_0^{0}}}) \cdot (k_{\nu_{2}^{\mu_0^{0}}} - k_{\mu_{0}^{0}}) + o(||k_{\nu_{2}^{\mu_0^{0}}} - k_{\mu_{0}^{0}}||_{\infty}) \right] \nu_{2}^{\lambda,2} &= 0, \\
\nu_{2=0}^{\lambda,2} &= \mu_{0}.
\end{aligned}
\]
The value \( \| k_{\nu_t^1} - k_{\nu_t^0} \|_\infty \) can be estimated by

\[
\left\| k_{\nu_t^1} - k_{\nu_t^0} \right\|_\infty = \left\| \int_{\mathbb{R}^d} K(y, x) \, d(\nu_t^{\lambda, 1} - \mu_t^0) \right\|_\infty \leq \| K \|_{C^{1+\alpha}} \| \nu_t^{\lambda, 1} - \mu_t^0 \|_Z.
\]

(6.61)

By Theorem 2.12 the growth of \( \| \partial_\lambda \nu_t^{\lambda, 1} |_{\lambda=0} \|_Z \) in time is controlled. By assumption A3 of Theorem 1.1 one has, that value \( \| K \|_{C^{1+\alpha}} \) is bounded. Hence, one has

\[ a \left( \| k_{\nu_t^{\lambda, 2}} - k_{\nu_t^{\lambda, 1}} \|_\infty \right) = C(t) O(|\lambda|). \]

The problem (6.60) can be written as

\[
\begin{align*}
\partial_t \nu_t^{\lambda, 2} + \text{div}_x \left[ \nu_t^{\lambda} (k_{\mu_t^0} + \lambda \nabla \nu \nabla \nu (k_{\mu_t^0}) \frac{k_{\nu_t^{\lambda, 1}} - k_{\nu_t^0}}{\lambda} + C(t) O(|\lambda|) \right] & = \nu_t^{\lambda, 2} \\
\| \nu_t^{\lambda, 2} \|_{t=0} & = \mu_0.
\end{align*}
\]

(6.60)

The problem (6.59) for \( \ell = 1 \) has the form

\[
\begin{align*}
\partial_t \nu_t^{\lambda, 1} + \text{div}_x \left( \nu_t^{\lambda} (k_{\mu_t^0}) \nu_t^{\lambda, 1} \right) & = \nu_t^{\lambda, 1} \\
\| \nu_t^{\lambda, 1} \|_{t=0} & = \mu_0.
\end{align*}
\]

(6.62)

Introduce the notation

\[
\begin{align*}
b_{0,2}(t, x) & := \nu_t^{\lambda}(k_{\mu_t^0}) \\
b_{1,2}(t, x) & := \nabla \nu_t^{\lambda}(k_{\mu_t^0}) \frac{k_{\nu_t^{\lambda, 1}} - k_{\nu_t^0}}{\lambda}, \\
w_{0,2}(t, x) & := \nu_t^{\lambda}(k_{\mu_t^0}) \\
w_{1,2}(t, x) & := \nabla \nu_t^{\lambda}(k_{\mu_t^0}) \frac{k_{\nu_t^{\lambda, 1}} - k_{\nu_t^0}}{\lambda}.
\end{align*}
\]

The second number in lower index in \( b \) and \( w \) informs about the current value of \( \ell \). Under assumptions of Theorem 1.1 we can make use of Theorem 2.12. We know that for \( i = 0, 1 \) coefficients \( b_{i,2} \) and \( w_{i,2} \) satisfy assumptions of Theorem 2.12. Using above notation, the problem (6.62) can be written as

\[
\begin{align*}
\partial_t \nu_t^{\lambda, 1} + \text{div}_x \left( b_{0,2}(t, x) \, \nu_t^{\lambda, 1} \right) & = w_{0,2}(t, x) \, \nu_t^{\lambda, 1} \\
\| \nu_t^{\lambda, 1} \|_{t=0} & = \mu_0,
\end{align*}
\]

(6.62)

and the problem (6.60) has the form

\[
\begin{align*}
\partial_t \nu_t^{\lambda, 2} + \text{div}_x \left[ (b_{0,2}(t, x) + \lambda b_{1,2}(t, x) + C(t) O(|\lambda|)) \, \nu_t^{\lambda, 2} \right] & = \nu_t^{\lambda, 2} \\
\| \nu_t^{\lambda, 2} \|_{t=0} & = \mu_0.
\end{align*}
\]

(6.60)

It means that (6.60) is nothing else than (6.62) with perturbation

\[
\begin{align*}
b_{0,2}(t, x) + h \, b_{1,2}(t, x) + C(t) O(|h|) \quad \text{and} \quad w_{0,2}(t, x) + h \, w_{1,2}(t, x) + C(t) O(|h|).
\end{align*}
\]
By Theorem 2.12 we know that $\nu^\lambda_t$ is differentiable with this perturbation, it means that the limit 

$$ \lim_{\lambda \to 0} \frac{\nu^\lambda_t - \nu^{\lambda-1}_t}{\lambda} = \partial_\lambda \nu^\lambda_t \big|_{\lambda=0} \quad \text{exists and is an element of } \mathcal{Z}_\omega. $$

**Induction step.** Let us assume that for some $\ell = l$ it holds that 

$$ \lim_{\lambda \to 0} \frac{\nu^{\lambda,l}_t - \nu^{\lambda,l-1}_t}{\lambda} \quad \text{exists in } \mathcal{Z}_\omega. $$

We will show, that it implies $\lim_{\lambda \to 0} \frac{\nu^{\lambda,l+1}_t - \nu^{\lambda,l}_t}{\lambda} \quad \text{exists in } \mathcal{Z}_\omega.$

For $\ell = l + 1$ a problem (6.59) on page 31 has the form 

$$ \partial_t \nu^\lambda_{l+1,t} + \text{div}_x \left( \overline{\nu}^\lambda (k_{\nu^\lambda_{l,t-1}}) + \nabla_\nu \overline{\nu}^\lambda (k_{\nu^\lambda_{l,t-1}} - k_{\nu^\lambda_{l-1,t-1}}) + o(\|k_{\nu^\lambda_{l,t}} - k_{\nu^\lambda_{l-1,t-1}}\|_\infty) \right) \nu^{\lambda,l+1}_t = \frac{\nu^{\lambda,l}_t}{\lambda} \text{ for } \nu^{\lambda,l+1}_t = 0. $$

Analogously to (6.61), by assumption (6.64) one has $o(\|k_{\nu^\lambda_{l,t}} - k_{\nu^\lambda_{l-1,t-1}}\|_\infty) = C(t)O(|\lambda|).$

The problem (6.65) can be written as 

$$ \partial_t \nu^\lambda_{l+1,t} + \text{div}_x \left( \overline{\nu}^\lambda (k_{\nu^\lambda_{l,t-1}}) +\lambda \nabla_\nu \overline{\nu}^\lambda (k_{\nu^\lambda_{l,t-1}} - k_{\nu^\lambda_{l-1,t-1}}) + C(t)O(|\lambda|) \right) \nu^{\lambda,l+1}_t = \frac{\nu^{\lambda,l}_t}{\lambda} \text{ for } \nu^{\lambda,l+1}_t = 0. $$

For $\ell = l$ the problem (6.59) has the form 

$$ \partial_t \nu_{l,t} + \text{div}_x \left( \overline{\nu}^\lambda (k_{\nu^\lambda_{l,t-1}}) \nu^\lambda_{l,l} \right) = \frac{\nu^{\lambda,l}_t}{\lambda} \text{ for } \nu^{\lambda,l}_t = 0. $$

Let us use the notation 

$$ b_{0,l+1}(t,x) := \overline{\nu}^\lambda (k_{\nu^\lambda_{l,t-1}}), \quad b_{1,l+1}(t,x) := \nabla_\nu \overline{\nu}^\lambda (k_{\nu^\lambda_{l,t-1}} - k_{\nu^\lambda_{l-1,t-1}}), $$

$$ w_{0,l+1}(t,x) := \overline{m}^\lambda (k_{\nu^\lambda_{l,t-1}}), \quad w_{1,l+1}(t,x) := \nabla_\nu \overline{m}^\lambda (k_{\nu^\lambda_{l,t-1}} - k_{\nu^\lambda_{l-1,t-1}}). $$

Analogously as in **base case**, by induction assumption (6.64) one has 

$$ \|\partial_\lambda \nu^{\lambda,l}_t|_{\lambda=0}\|_{\mathcal{Z}_\omega} \leq C(t)\lambda \|\partial_\lambda \nu^{\lambda,l}_t|_{\lambda=0}\|_{\mathcal{Z}_\omega}, $$

where $C(t)$ and $\tilde{\omega}(t)$ are such that this value is bounded. Hence, one
has that for $i = 0, 1$ coefficients $b_{i,t+1}$ and $w_{i,t+1}$ satisfy assumption of Theorem 2.12. Using above notation, the problem (6.66) can be written in the following form

\[
\begin{cases}
\partial_t \nu_t^{\lambda,l} + \text{div}_x \left( b_{0,t+1}(t,x) \nu_t^{\lambda,l} \right) = w_{0,t+1}(t,x) \nu_t^{\lambda,l} \\
\nu_{t=0}^{\lambda,l} = \mu_0,
\end{cases}
\]

and the problem (6.65) can be written as

\[
\begin{cases}
\partial_t \nu_t^{\lambda,l+1} + \text{div}_x \left[ \left( b_{0,t+1}(t,x) + \lambda b_{1,t+1}(t,x) + C(t)O(|\lambda|) \right) \nu_t^{\lambda,l+1} \right] = \\
\nu_{t=0}^{\lambda,l+1} = \mu_0.
\end{cases}
\]

It means, that the problem (6.65) is nothing else than (6.66) with the following perturbation coefficients $b_{0,t+1}(t,x) + \lambda b_{1,t+1}(t,x) + C(t)O(|\lambda|)$ and $w_{0,t+1}(t,x) + \lambda w_{1,t+1}(t,x) + C(t)O(|\lambda|)$.

By Theorem 2.12 one has that $\nu^{\lambda,l+1}_t$ is differentiable with respect to such perturbation, i.e. the limit $\lim_{\lambda \to 0} \frac{\nu^{\lambda,l+1}_t - \nu^{\lambda,l}_t}{\lambda}$ exists in $\mathbb{Z}_\omega$. Finally, one has that $\lim_{\lambda \to 0} \frac{\nu^{\lambda,l+1}_t - \nu^{\lambda,l-1}_t}{\lambda}$ exists in $\mathbb{Z}_\omega$ for any $\ell \in \mathbb{N}$, such that $\ell \geq 2$.

Now we can show that $\lim_{\lambda \to 0} \frac{\nu^{\lambda,n}_t - \mu^0}{\lambda}$ exists and is an element of $\mathbb{Z}_\omega$ for any $n \in \mathbb{N}$.

Proof of Lemma 6.5 Let us notice that

\[
\lim_{\lambda \to 0} \nu^{\lambda,n}_t - \mu^0 = \lim_{\lambda \to 0} \left( \nu^{\lambda,1}_t - \mu^0 + \sum_{\ell=2}^n \nu^{\lambda,\ell}_t - \nu^{\lambda,\ell-1}_t \right)
\]

(6.67)

\[
= \lim_{\lambda \to 0} \nu^{\lambda,1}_t - \mu^0 + \sum_{\ell=2}^n \lim_{\lambda \to 0} \nu^{\lambda,\ell}_t - \nu^{\lambda,\ell-1}_t.
\]

By Proposition 6.2 we know that the limit $\lim_{\lambda \to 0} \frac{\nu^{\lambda,1}_t - \mu^0}{\lambda}$ is an element of $\mathbb{Z}_\omega$. By Proposition 6.6 one has that $\lim_{\lambda \to 0} \frac{\nu^{\lambda,\ell}_t - \nu^{\lambda,\ell-1}_t}{\lambda} \in \mathbb{Z}_\omega$ for any $\ell \geq 2$. Hence (6.67) also is an element of $\mathbb{Z}_\omega$, as a finite sum of elements from space $\mathbb{Z}_\omega$.

This finishes the 2nd Step of the proof of Theorem 1.1 which together with 1st Step guarantees, that assumptions of Theorem 6.1 are satisfied and the order of limits can be changed. Thus, all limits below exist in $\mathbb{Z}_\omega$

\[
\lim_{\lambda \to 0} \frac{\nu^{\lambda}_t - \mu^0}{\lambda} = \lim_{\lambda \to 0} \left( \lim_{n \to \infty} \frac{\nu^{\lambda,n}_t - \mu^0}{\lambda} \right) = \lim_{n \to \infty} \left( \lim_{\lambda \to 0} \frac{\nu^{\lambda,n}_t - \mu^0}{\lambda} \right) = \lim_{n \to \infty} \partial_\lambda \nu^{\lambda,n}_t|_{\lambda=0}.
\]

3rd Step. The same argumentation can be applied for $h \neq 0$.

Theorem 6.7. The limit $\lim_{\lambda \to 0} \frac{\nu^{\lambda+\lambda}_t - \mu^0}{\lambda}$ exists in $\mathbb{Z}_\omega$. 
Proof. For fixed $h$ it can be written
\[ u_0(k_{\mu_t^h+\lambda}) + (h + \lambda) u_1(k_{\mu_t^h+\lambda}) = \left( u_0(k_{\mu_t^h+\lambda}) + hu_1(k_{\mu_t^h+\lambda}) \right) + \lambda u_1(k_{\mu_t^h+\lambda}) \]
\[ = u_0^h(k_{\mu_t^h+\lambda}) + \lambda u_1(k_{\mu_t^h+\lambda}) \]
(6.68) for $u \in \{v, m\}$. Hence, instead of solving the problem
\[
\begin{cases}
\partial_t \mu_t^{h+\lambda} + \text{div}_x \left[ \left( u_0(k_{\mu_t^{h+\lambda}}) + (h + \lambda) v_1(k_{\mu_t^{h+\lambda}}) \right) \mu_t^{h+\lambda} \right] = \\
\mu_0^{h+\lambda} = \mu_0,
\end{cases}
\]
the following can be considered
\[
\begin{cases}
\partial_t \mu_t^\lambda + \text{div}_x \left[ \left( u_0^h(k_{\mu_t^\lambda}) + \lambda v_1(k_{\mu_t^\lambda}) \right) \mu_t^\lambda \right] = \\
\mu_0^\lambda = \mu_0,
\end{cases}
\]
where $\mu_t^\lambda := \mu_t^{h+\lambda}$. Thus, the problem of differentiability at $h \neq 0$ is reduced to differentiability at $h = 0$, i.e
\[
\lim_{\lambda \to 0} \frac{\mu_t^{h+\lambda} - \mu_t^h}{\lambda} = \lim_{\lambda \to 0} \frac{\mu_t^\lambda - \mu_t^0}{\lambda}.
\]
Thus having shown existence of the derivative of $h \mapsto \mu_t^h$ for any $h \in (-\frac{1}{2}, \frac{1}{2})$, now note that the estimates for the steps 1 and 2 involve bounds on $u_0$. The mapping $h \mapsto \mu_t^h$ is bounded on $(-\frac{1}{2}, \frac{1}{2})$. So convergence is uniform for $h \in (-\frac{1}{2}, \frac{1}{2})$. Hence we have shown the continuity of the derivative with respect to $h$, i.e $h \mapsto \partial_h \mu_t^h \in \mathcal{C}((-\frac{1}{2}, \frac{1}{2}); \mathcal{Z})$. It means that $h \mapsto \mu_t^h$ is of a class $\mathcal{C}^1((-\frac{1}{2}, \frac{1}{2}); \mathcal{C}_W([0, \infty); \mathcal{Z}))$.

This finally finishes the proof of Theorem 1.1. \[\square\]
The map $\mu \mapsto u(k_\mu)$ is of a class $C^1(\mathcal{Z};C^{1+\alpha}(\mathbb{R}^d))$ if the Fréchet derivative exists (Step 1 of the proof) and both $\mu \mapsto u(k_\mu)$ and $\mu \mapsto \partial u(k_\mu)$ are bounded (Step 2 and Step 3).

**Step 1.** For differentiability of the map $\mu \mapsto u(k_\mu)$ at $\overline{\mu}$ we need to prove that there exists an operator $\partial u(k_\overline{\mu})(\cdot) \in \mathcal{L}(\mathcal{Z};C^{1+\alpha}(\mathbb{R}^d))$, such that

$$u(k_\mu) = u(k_\overline{\mu}) + \partial u(k_\overline{\mu})(\mu - \overline{\mu}) + o(||\mu - \overline{\mu}||_Z).$$

If $u$ is differentiable at $\overline{\mu}$, then the operator $\partial u(k_\overline{\mu})$ will be given by the directional derivative. Let us check the operator (3.34) i.e. $\partial u(k_\overline{\mu})(\mu - \overline{\mu}) = (u' \circ k_\overline{\mu}) k_{\mu - \overline{\mu}}$. Sufficient condition for $D_\mu u(k_\mu)$ to be an element of space $C^{1+\alpha}(\mathbb{R}^d)$ is that $u' \in C^{1+\alpha}$, thus $u \in C^{2+\alpha}$. This provides the mapping $x \mapsto (u' \circ k_\overline{\mu})(x) \in C^{1+\alpha}(\mathbb{R}^d)$. Let us estimate

(A.69)

$$\left\| u(k_\mu) - u(k_\overline{\mu}) - \partial u(k_\overline{\mu})(\mu - \overline{\mu}) \right\|_{C^{1+\alpha}(\mathbb{R}^d)} =$$

$$= \left\| u(k_\mu) - u(k_\overline{\mu}) - \partial u(k_\overline{\mu})(\mu - \overline{\mu}) \right\|_{C^\infty} + \left\| \nabla_x \left( u(k_\mu) - u(k_\overline{\mu}) - \partial u(k_\overline{\mu})(\mu - \overline{\mu}) \right) \right\|_{C^\infty} + \left\| \nabla_x \left( u(k_\mu) - u(k_\overline{\mu}) - \partial u(k_\overline{\mu})(\mu - \overline{\mu}) \right) \right\|_{C^\infty}.$$

We estimate $I.1, I.2$ and $I.3$ separately. Expanding $u(k_\mu(x))$ at $k_\overline{\mu}(x)$ up to the first order one obtains

$$I.1 = \left\| u(k_\mu) - u(k_\overline{\mu}) - \partial u(k_\overline{\mu})(\mu - \overline{\mu}) \right\|_{C^\infty} =$$

$$= \left\| u(k_\overline{\mu}) + u'(k_\overline{\mu}) k_{\mu - \overline{\mu}} + R_1[u, k_\overline{\mu]}(k_{\mu} - u(k_\overline{\mu}) - u'(k_\overline{\mu}) k_{\mu - \overline{\mu}} \right\|_{C^\infty} =$$

Let us first use Proposition(3.9) and then estimate (3.29)

(A.70)

$$I.1 = \sup_{x \in \mathbb{R}^d} \left| R_1[u, k_\overline{\mu}(x)](k_{\mu}(x)) \right| \leq C_{1,\alpha} |u'|_\alpha \sup_{x \in \mathbb{R}^d} |k_{\mu - \overline{\mu}}(x)|^{1+\alpha} \leq C |u'|_\alpha ||\mu - \overline{\mu}||_Z^{1+\alpha},$$

where constant $C$ does not depend on time, value $|u'|_\alpha$ neither.

Notice that $\frac{\partial}{\partial x_j} [u \circ k_\mu] = (u' \circ k_\mu) \frac{\partial k_\mu(x)}{\partial x_j}$ (by chain rule) and let us estimate $I.2$

$$I.2 = d \max_j \left\| \frac{\partial}{\partial x_j} [u \circ k_\mu] - \frac{\partial}{\partial x_j} [u \circ k_\overline{\mu}] - \frac{\partial}{\partial x_j} [u' \circ k_\overline{\mu} k_{\mu - \overline{\mu}}] \right\|_{C^\infty} =$$

$$= d \max_j \left\| (u' \circ k_\mu) \frac{\partial k_\mu}{\partial x_j} - (u' \circ k_\overline{\mu}) \frac{\partial k_{\mu - \overline{\mu}}}{\partial x_j} - (u'' \circ k_\overline{\mu}) \frac{\partial k_{\mu - \overline{\mu}}}{\partial x_j} k_{\mu - \overline{\mu}} - (u' \circ k_\overline{\mu}) \frac{\partial k_{\mu - \overline{\mu}}}{\partial x_j} \right\|_{C^\infty} =$$

(expanding $u' \circ k_\mu(x)$ into Taylor series at $k_\overline{\mu}(x)$)
II. where constants do not depend on time. Now, let us take the last component of equation (A.69)  

\[
\| (u' \circ k_{\mu}) + (u'' \circ k_{\mu}) k_{\mu} - R_1[u', k_{\mu}] - (u'' \circ k_{\mu}) \|_{\infty} \]

\[
= \max_j \left\| (u'' \circ k_{\mu}) k_{\mu} - R_1[u', k_{\mu}] \right\|_{\infty} \]

Since \(k_{\mu} \in C^{1+\alpha}\), we can use Proposition 3.9 for \(R_1[u', k_{\mu}]\), and estimate the rest in the exactly the same way as in (A.70)

\[
(A.71) \quad \sup_{x \in \mathbb{R}^d} \left\| R_1[u', k_{\mu}](x) \right\|_{\infty} \leq C |u''|_{\infty} \| \mu - \mu_{\epsilon} \|_{\infty} \]

Additionally, there exists such a constant \(C\) that the following estimations hold

\[
(A.72) \quad \| u' \circ k_{\mu} \|_{\infty} \leq C \| u' \|_{\infty}, \quad \| k_{\mu} \|_{\infty} \leq C \| \mu - \mu_{\epsilon} \|_{\infty} \quad \text{and} \quad \| k_{\mu} \|_{\infty} \leq C \| \mu - \mu_{\epsilon} \|_{\infty},
\]

hence one obtains

\[
(A.73) \quad II.2 \leq C_1 \| u' \|_{\infty} \| \mu - \mu_{\epsilon} \|_{\infty} + C_2 |u''|_{\infty} \| \mu - \mu_{\epsilon} \|_{\infty},
\]

where constants do not depend on time. Now, let us take the last component of equation (A.69)

\[
II.3 \leq \max_j \left\{ \| (u'' \circ k_{\mu}) k_{\mu} \|_{\infty} \| \mu - \mu_{\epsilon} \|_{\infty} + C \| u'' \|_{\infty} \| \mu - \mu_{\epsilon} \|_{\infty} \right\}
\]

Using estimations (A.72) one obtains

\[
II.3 \leq \max_j \left\{ \| (u'' \circ k_{\mu}) k_{\mu} \|_{\infty} \| \mu - \mu_{\epsilon} \|_{\infty} + C \| u'' \|_{\infty} \| \mu - \mu_{\epsilon} \|_{\infty} \right\}
\]

Let us estimate the term \( |R_1[u', k_{\mu}](k_{\mu})|_{\alpha} \). In general, if \( f \in C^{n+1} \), then for some \( \xi \in [x_0; x] \) holds

\[
R_n[f, x_0](x) = \frac{1}{(n+1)!} \left( f^{(n+1)}(\xi) \right)(x - x_0)^{n+1}
\]

Proof of this fact can be found in [11] Theorem 16, page 139. In our case

\[
R_1[u', k_{\mu}(x)](k_{\mu}(x)) = \frac{1}{2} (u'' \circ \xi(x)) \left( k_{\mu}(x) \right)^2
\]
where \( k^\pi(x) \leq \xi(x) \leq k^\mu(x) \). Since \( u \in C^{3+\alpha} \), thus one obtains

\[
\left| R_1[u', k^\pi](k^\mu) \right|_{\alpha} = \frac{1}{2} \left| (u'' \circ \xi) (k^\mu - \pi)^2 \right|_{\alpha} \tag{A.74}
\]

\[
\leq \frac{1}{2} \| u'' \circ \xi \|_\alpha \| (k^\mu - \pi)^2 \|_\infty + \frac{1}{2} \| u'' \circ \xi \|_\infty \| (k^\mu - \pi)^2 \|_\alpha \leq c \| \mu - \pi \|_Z^2.
\]

We have

\[
|k^\mu|_\alpha \leq \max \{2 \| k^\mu \|_\infty, \| \nabla k^\mu \|_\infty \} \leq C_k \| \mu \|_Z, \quad \text{(see Lemma 3.1 equations (3.29) and (3.30))}
\]

while

\[
\left| \frac{\partial k^\mu}{\partial x_j} \right|_{\alpha} \leq C_k' \| \mu \|_Z \quad \text{(see (3.31))}.
\]

Thus, one obtains

\[
II.3 \leq \widehat{C}_1 \| \mu - \pi \|_Z^2 + \widehat{C}_2 \| \mu - \pi \|_Z^{1+\alpha}.
\]

This concludes Step 1, finishes the proof that \( \mu \mapsto u(k^\mu) \) is of class \( C^1(Z; C^{1+\alpha}(\mathbb{R}^d)) \). Notice that in estimate (A.70), (A.73), and (A.75) all constants are independent on time.

**Step 2.** Now we are going to show boundedness of the mapping \( \mu \mapsto u(k^\mu) \). By definition of the norm \( \| \cdot \|_{C^{1+\alpha}(\mathbb{R}^d)} \) one has

\[
\| u(k^\mu) \|_{C^{1+\alpha}(\mathbb{R}^d)} = \| u(k^\mu) \|_\infty + \| \nabla_x [u(k^\mu)] \|_\infty + |\nabla_x [u(k^\mu)]|_\alpha.
\]

Let us first recall that \( u \in C^{3+\alpha}(\mathbb{R}^d) \) (by assumptions A1 and A2). For the first term one can observe that

\[
\left\| u \left( \int_{\mathbb{R}^d} K_u(y, x) \, d\mu(y) \right) \right\|_\infty \leq \| u \|_\infty =: C_1.
\]

For the second term on the right-hand side of (A.76) let us observe that according to chain rule one can estimate

\[
\| \nabla_x [u(k^\mu)] \|_\infty \leq \left\| u' \left( \int_{\mathbb{R}^d} K_u(y, x) \, d\mu(y) \right) \right\|_\infty \left\| \nabla_x \int_{\mathbb{R}^d} K_u(y, x) \, d\mu(y) \right\|_\infty \\
\leq \| u' \|_\infty \left\| \int_{\mathbb{R}^d} \nabla_x K_u(y, x) \, d\mu(y) \right\|_\infty \leq \| u' \|_\infty \| \nabla_x K \|_{C^0(\mathbb{R}^d; C^{1+\alpha}(\mathbb{R}^d))} \| \mu \|_Z \leq C_2 \| \mu \|_Z.
\]

The last term can be estimated by

\[
\| \nabla_x [u(k^\mu)] \|_\alpha = \sup_{x_1 \neq x_2, x_1, x_2 \in \mathbb{R}^d} \frac{| \nabla_x [u \left( \int_{\mathbb{R}^d} K_u(y, x_1) \, d\mu(y) \right)] - \nabla_x [u \left( \int_{\mathbb{R}^d} K_u(y, x_2) \, d\mu(y) \right)] |}{| x_1 - x_2 |^\alpha}
\]
and hence

\[
\sup_{x_1 \neq x_2, x_1, x_2 \in \mathbb{R}^d} \left\{ \frac{|u' \left( \int_{\mathbb{R}^d} f(y, x_1) \, d\mu(y) \right) - u' \left( \int_{\mathbb{R}^d} f(y, x_2) \, d\mu(y) \right)|}{|x_1 - x_2|^\alpha} \right\}
\]

\[
= \sup_{x_1 \neq x_2, x_1, x_2 \in \mathbb{R}^d} \left\{ \frac{\left| \int_{\mathbb{R}^d} \nabla_x K \cdot \nabla_y u \, d\mu(y) \right|}{|x_1 - x_2|^\alpha} \right\}
\]

\[
\leq \sup_{x_1 \neq x_2, x_1, x_2 \in \mathbb{R}^d} \left\{ \frac{\|u''\|_\infty \|f(y, x_1) - f(y, x_2)\|_{C^{0+\alpha}(\mathbb{R}^d)}}{|x_1 - x_2|^\alpha} \right\}
\]

Combining estimates one has

\[
\|u(k_\mu)\|_{C^{1+\alpha}(\mathbb{R}^d)} \leq C_1 + \frac{2}{\mathcal{Z}} \|\mu\|_{\mathcal{Z}} + C_3 \left( \|\mu\|_{\mathcal{Z}}^2 + \|\mu\|_{\mathcal{Z}} \right) \leq C_{u,\kappa_\mu}(1 + \|\mu\|_{\mathcal{Z}}^2 + \|\mu\|_{\mathcal{Z}}).
\]

**Step 3.** Now we are going to show the boundedness of the mapping \( \mu \mapsto \partial u(k_\mu) \). For \( \mu, \mathcal{P} \in \mathcal{Z} \) one has

\[
\| \partial u(k_\mu) \|_{C^{1+\alpha}(\mathbb{R}^d)} = \| (\partial u \circ k_\mu) \|_{C^{1+\alpha}(\mathbb{R}^d)} \leq \| u' \circ k_\mu \|_{C^{1+\alpha}(\mathbb{R}^d)} \Rightarrow \frac{\| u' \|_{C^{1+\alpha}(\mathbb{R}^d)} \| K \|_{C^{1+\alpha}(\mathbb{R}^d)}}{\mathcal{P}}\| \mathcal{P} \|_{\mathcal{Z}}
\]

and hence

\[
\| \partial u(k_\mu) \|_{\mathcal{L}(\mathcal{Z}; C^{1+\alpha}(\mathbb{R}^d))} \leq \| K \|_{C^{1+\alpha}(\mathbb{R}^d; C^{1+\alpha}(\mathbb{R}^d))} \| u' \circ k_\mu \|_{C^{1+\alpha}(\mathbb{R}^d)}.
\]

The last factor can be estimated as follows

\[
\| u' \circ k_\mu \|_{C^{1+\alpha}(\mathbb{R}^d)} = \| u' \circ k_\mu \|_{\infty} + \| \nabla (u' \circ k_\mu) \|_{\infty} + \| \nabla (u' \circ k_\mu) \|_{\alpha}
\]

\[
\leq \| u' \|_{\infty} + \| (u'' \circ k_\mu) \|_{\infty} + \| (u' \circ k_\mu) \|_{\alpha} \nabla k_\mu \|_{\infty} + \| (u'' \circ k_\mu) \|_{\alpha} \nabla k_\mu \|_{\infty}
\]

(see (1.6))
DIFFERENTIABILITY OF MEASURE SOLUTIONS TO PERTURBED TRANSPORT EQUATION

\[ \leq \|u\|_\infty + \|u''\|_\infty \|\nabla k_\mu\|_\infty + \|u'' \circ k_\mu\|_\infty \|\nabla k_\mu\|_\alpha + \|u'' \circ k_\mu\|_\alpha \|\nabla k_\mu\|_\infty \]

\[ \leq \|u\|_\infty + \|u''\|_\infty \|\nabla k_\mu\|_\infty + \|u''\|_\infty \|\nabla k_\mu\|_\alpha + \|u''\|_\alpha \|\nabla k_\mu\|_\alpha \|\nabla k_\mu\|_\infty \]

\[ \leq \|u\|_\infty + \|u''\|_\infty \sup_{x \in \mathbb{R}^d} \|\nabla_x K(\cdot, x)\|_{C^{1+\alpha}(\mathbb{R}^d)} \|\mu\|_Z \]

\[ + \|u''\|_\infty \sup_{x \neq x_1, x_2 \in \mathbb{R}^d} \left( \|\nabla_x (K(\cdot, x_1) - K(\cdot, x_2))\|_{C^{1+\alpha}(\mathbb{R}^d)} \|\mu\|_Z \right) \]

\[ + |u''|_\alpha \sup_{x \in \mathbb{R}^d} \|\nabla_x K(\cdot, x)\|_{C^{1+\alpha}(\mathbb{R}^d)} \|\mu\|_Z \sup_{x \in \mathbb{R}^d} \|\nabla_x K(\cdot, x)\|_{C^{1+\alpha}(\mathbb{R}^d)} \|\mu\|_Z \]

\[ \leq C_{\mu,K_\alpha} (1 + \|\mu\|_Z + \|\mu\|_Z^{1+\alpha}) \]

This finishes the proof of Lemma 3.6.

APPENDIX B. PROOF OF THEOREM 2.10

Before giving proofs of above theorems, let us notice a few observations, which will be used further. The characteristic system for the perturbed problem (2.26) has the form

\[(B.77) \begin{cases}
X_h(t, x) &= (b_0 + hb_1)(t, X_h(t, x)) \\
X_h(t_0, x) &= x \in \mathbb{R}^d.
\end{cases}\]

As before: if \((t \mapsto b_i(t, \cdot)) \in C_0([0, +\infty); C^{1+\alpha}(\mathbb{R}^d))\) for \(i = 0, 1\), then \(t \mapsto X_h(t, x)\) is a diffeomorphism. To underline the dependence of the flow on parameter \(h\), we will use notation \(X(t, x; h)\) instead of \(X_h(t, x)\).

**Proposition B.1.** Let \((t \mapsto b_i(t, \cdot)) \in C_0([0, +\infty); C^{1+\alpha}(\mathbb{R}^d))\) for \(i = 0, 1\). Then for any \((t, x) \in [0, +\infty) \times \mathbb{R}^d\) the mapping \((h \mapsto X(t, x; h))\) is of a class \(C^{1+\alpha}((-\frac{1}{2}, \frac{1}{2}))\). Moreover, for any \(t\) the following estimation holds

\[(B.78) \quad |\partial_h X(t, x; h)| \leq t\|b_1\|_\infty \exp(C_h t),\]

where \(C_h := \|\nabla_x b_0\|_\infty + |h|\|\nabla_x b_1\|_\infty\).

The proof of above proposition can be found in Appendix [D] on page 49.

**Proof of Theorem 2.10.** In the following proof we will point out a dependence of constants on time, to prepare the background for the proof of Theorem 2.11 (see page 46). Knowing that the space \(Z\) is complete, it is enough to show that a proper sequence of quotients is a Cauchy sequence. Let us consider a weak solutions to (2.26) for different values of parameter \(h\). By \(\nu_t^0\) let us denote the solution for \(h = 0\) and by \(\nu_t^{\lambda_1}, \nu_t^{\lambda_2}\) the solution for parameters \(\lambda_1 \neq \lambda_2\) and such that \(\lambda_1 \neq 0\) and \(\lambda_2 \neq 0\). Solutions \(t \mapsto \nu_t^0, t \mapsto \nu_t^{\lambda_1}, t \mapsto \nu_t^{\lambda_2}\) are unique; see representation formula (2.19).
Let us notice that for any fixed $h, \lambda \in \mathbb{R}$ and any $t \in [0, +\infty)$ quotient $\frac{\nu^{h + \lambda} - \nu^0}{\lambda}$ is an element of space $\mathcal{M}(\mathbb{R}^d) \subseteq \mathcal{Z}$. First we show differentiability at $h = 0$. Differentiability at other $h$ follows from this result; see (B.88) on page 46.

For $h = 0$ it suffices to show that value

$$I_{\lambda_1, \lambda_2} := \left\| \frac{\nu^{\lambda_1} - \nu^0}{\lambda_1} - \frac{\nu^{\lambda_2} - \nu^0}{\lambda_2} \right\|.$$  \hspace{1cm} (B.79)

can be arbitrary small – when $\lambda_1$ and $\lambda_2$ are sufficiently close to 0. This condition is equivalent to such that: for all $\lambda_n \to 0$, sequence of quotients $\left\{ \frac{\nu^{\lambda_n} - \nu^0}{\lambda_n} \right\}_{n \in \mathbb{N}}$ is a Cauchy sequence in $\mathcal{Z}$. Hence, converges to a limit that is the same for each sequence $\left\{ \lambda_n \right\}_{n \in \mathbb{N}}$ such that $\lambda_n \to 0$. Let us consider

$$I_{\lambda_1, \lambda_2} = \sup_{\|\varphi\|_{C^{1+\alpha}} \leq 1} \left\| \int_{\mathbb{R}^d} \varphi(X(t, x; \lambda_1)) \exp \left( \int_0^t w_0(s, X(s, x; \lambda_1)) + \lambda_1 w_1(s, X(s, x; \lambda_1)) ds \right) \frac{d\nu^0(x)}{\lambda_1} \right\|,$$

$$\left( \int_{\mathbb{R}^d} \varphi(X(t, x; \lambda_2)) \exp \left( \int_0^t w_0(s, X(s, x; \lambda_2)) + \lambda_2 w_1(s, X(s, x; \lambda_2)) ds \right) \frac{d\nu^0(x)}{\lambda_2} \right).$$

First we use representation formula (Lemma 2.1, page 8) and the fact that $x \mapsto X(t, x; h)$ is a diffeomorphism

$$I_{\lambda_1, \lambda_2} =$$

$$= \sup_{\|\varphi\|_{C^{1+\alpha}} \leq 1} \left\| \int_{\mathbb{R}^d} \varphi(X(t, x; \lambda_1)) \exp \left( \int_0^t w_0(s, X(s, x; \lambda_1)) + \lambda_1 w_1(s, X(s, x; \lambda_1)) ds \right) \frac{d\nu^0(x)}{\lambda_1} \right\|,$$

$$- \int_{\mathbb{R}^d} \varphi(X(t, x; 0)) \exp \left( \int_0^t w_0(s, X(s, x; 0)) ds \right) \frac{d\nu^0(x)}{\lambda_1},$$

$$- \int_{\mathbb{R}^d} \varphi(X(t, x; \lambda_2)) \exp \left( \int_0^t w_0(s, X(s, x; \lambda_2)) + \lambda_2 w_1(s, X(s, x; \lambda_2)) ds \right) \frac{d\nu^0(x)}{\lambda_2},$$

$$+ \int_{\mathbb{R}^d} \varphi(X(t, x; 0)) \exp \left( \int_0^t w_0(s, X(s, x; 0)) ds \right) \frac{d\nu^0(x)}{\lambda_2}. $$

Let us introduce the following notation for convenience

$$\overline{w}(s, x; h) := w_0(s, X(s, x; h)) + hw_1(s, X(s, x; h))$$

and continue

$$I_{\lambda_1, \lambda_2} =$$

$$= \sup_{\|\varphi\|_{C^{1+\alpha}} \leq 1} \left\| \int_{\mathbb{R}^d} \varphi(X(t, x; \lambda_1)) e^{\int_0^t \overline{w}(s, x; \lambda_1) ds} \frac{d\nu^0(x)}{\lambda_1} \right\|,$$

$$- \int_{\mathbb{R}^d} \varphi(X(t, x; \lambda_2)) e^{\int_0^t \overline{w}(s, x; \lambda_2) ds} \frac{d\nu^0(x)}{\lambda_2},$$

$$+ \int_{\mathbb{R}^d} \varphi(X(t, x; 0)) e^{\int_0^t \overline{w}(s, x; 0) ds} \frac{d\nu^0(x)}{\lambda_2}. $$
Let us consider

\[
\begin{align*}
&\text{(B.81)} \\
= & \sup_{\|\varphi\|_{C^{1+\alpha}}} \left| \int_{\mathbb{R}^d} \left( \varphi(X(t, x; \lambda_1)) - \varphi(X(t, x; 0)) \right) e^{\int_0^t \bar{w}(s, x; \lambda_1)ds} \frac{d\nu_0(x)}{\lambda_1} \right| \\
&\quad - \int_{\mathbb{R}^d} \left( \varphi(X(t, x; \lambda_2)) - \varphi(X(t, x; 0)) \right) e^{\int_0^t \bar{w}(s, x; \lambda_2)ds} \frac{d\nu_0(x)}{\lambda_2} \\
&\quad - \int_{\mathbb{R}^d} \left( e^{\int_0^t \bar{w}(s, x; 0)ds} - e^{\int_0^t \bar{w}(s, x; \lambda_1)ds} \right) \varphi(X(t, x; 0)) \frac{d\nu_0(x)}{\lambda_1} \\
&\quad + \int_{\mathbb{R}^d} \left( e^{\int_0^t \bar{w}(s, x; 0)ds} - e^{\int_0^t \bar{w}(s, x; \lambda_2)ds} \right) \varphi(X(t, x; 0)) \frac{d\nu_0(x)}{\lambda_2} \\
&\leq \sup_{\|\varphi\|_{C^{1+\alpha}}} \left( |I_{\lambda_1}^{(1)} - I_{\lambda_2}^{(1)}| \right) + \sup_{\|\varphi\|_{C^{1+\alpha}}} \left( |I_{\lambda_1}^{(2)} - I_{\lambda_2}^{(2)}| \right).
\end{align*}
\]

Let us consider \( |I_{\lambda_1}^{(1)} - I_{\lambda_2}^{(1)}| \) and \( |I_{\lambda_1}^{(2)} - I_{\lambda_2}^{(2)}| \) separately. In \( I_{\lambda_1}^{(2)} - I_{\lambda_2}^{(2)} \) expand \( e^{\int_0^t \bar{w}(s, x; \lambda_1)ds} \) and \( e^{\int_0^t \bar{w}(s, x; \lambda_2)ds} \) into Taylor series around \( h = 0 \)

\[
\text{(B.82)}
\]

\[
\begin{align*}
|I_{\lambda_1}^{(2)} - I_{\lambda_2}^{(2)}| &= \\
= & \left| \int_{\mathbb{R}^d} \varphi(X(t, x; 0)) \left[ e^{\int_0^t \bar{w}(s, x; 0)ds} - e^{\int_0^t \bar{w}(s, x; \lambda_1)ds} - \lambda_1 e^{\int_0^t \bar{w}(s, y; 0)ds} \partial_h \left( \int_0^t \bar{w}(s, x; h)ds \right) \right] \right|_{h=0} \\
&\quad - \mathcal{O} \left( \left| \int_0^t \bar{w}(s, x, \lambda_1)ds - \int_0^t \bar{w}(s, x, 0)ds \right|^{1+\alpha} \right) \frac{d\nu_0(x)}{\lambda_1} \\
&\quad - \int_{\mathbb{R}^d} \varphi(X(t, x; 0)) \left[ e^{\int_0^t \bar{w}(s, y; 0)ds} - e^{\int_0^t \bar{w}(s, y; 0)ds} - \lambda_2 e^{\int_0^t \bar{w}(s, y; 0)ds} \partial_h \left( \int_0^t \bar{w}(s, x; h)ds \right) \right] \right|_{h=0} \\
&\quad - \mathcal{O} \left( \left| \int_0^t \bar{w}(s, x, \lambda_2)ds - \int_0^t \bar{w}(s, x, 0)ds \right|^{1+\alpha} \right) \frac{d\nu_0(x)}{\lambda_2}.
\end{align*}
\]

For any \( h \) the following holds

\[
\mathcal{O} \left( \left| \int_0^t \bar{w}(s, x, h)ds - \int_0^t \bar{w}(s, x, 0)ds \right|^{1+\alpha} \right) = \\
= \mathcal{O} \left( \left| \int_0^t w_0(s, X(s, x; h)) + hw_1(s, X(s, x; h)) - w_0(s, X(s, x; 0))ds \right|^{1+\alpha} \right).
\]
Expanding $w_0(s, X(s, x; h))$ into Taylor series at $X(s, h; 0)$, and knowing that $w(t, \cdot) \in C^{1+\alpha}(\mathbb{R}^d)$ one can continue estimation

$$
\mathcal{O} \left( \int_0^t w_0(s, X(s, x; 0)) + h \nabla_x w_0(s, X(s, x; 0)) \partial_h X(s, x; h)|_{h=0} \right.
$$

$$
\left. + \mathcal{O}(|X(s, x; h) - X(s, x; 0)|^{1+\alpha}) + h w_1(s, X(s, x; h)) - w_0(s, X(s, x; 0)) ds \right|^{1+\alpha}
$$

$$
= \mathcal{O} \left( \int_0^t h \nabla_x w_0(s, X(s, x; 0)) \partial_h X(s, x; h)|_{h=0} \right.
$$

$$
\left. + \mathcal{O}(|X(s, x; h) - X(s, x; 0)|^{1+\alpha}) + h w_1(s, X(s, x; h)) ds \right|^{1+\alpha}
$$

$$
\leq \mathcal{O} \left( |h|^{1+\alpha} \left( \int_0^t \|\nabla_x w_0\|_\infty s \|b_1\|_\infty e^{Cs} + \|w_1\|_\infty ds \right) \right.
$$

$$
\left. \left\{ \int_0^t \mathcal{O}(|X(s, x; h) - X(s, x; 0)|^{1+\alpha}) ds \right\} \right). \right.
$$

The last inequality follows Proposition B.1 and assumption of Theorem 2.10 that $w_0(s, X(s, x; 0))$ and $w_1(s, X(s, x; h))$ are globally bounded in time. Constant $C$ in the above inequality is independent on time and it is defined in Proposition B.1. Components $I_{\mathcal{O}}^{(1)}$ and $I_{\mathcal{O}}^{(2)}$ can be estimated as follows

$$
I_{\mathcal{O}}^{(1)} = \|\nabla_x w_0\|_\infty \|b_1\|_\infty \left( \frac{t}{C} \exp( Ct ) - \frac{1}{C^2} \exp( Ct ) + \frac{1}{C^2} \right) + t \|w_1\|_\infty,
$$

$$
I_{\mathcal{O}}^{(2)} = \int_0^t \mathcal{O} \left( |X(s, x; 0) + h \partial_h X(s, x; h)|_{h=0} + \mathcal{O}(|h|^{1+\alpha}) - X(s, x; 0) \right|^{1+\alpha}) ds
$$

$$
\leq \int_0^t \mathcal{O} \left( |h \partial_h X(s, x; h)|_{h=0} + \mathcal{O}(|h|^{1+\alpha}) \right|^{1+\alpha}) ds
$$

$$
\leq \int_0^t \mathcal{O} \left( (|b_1|_\infty e^{Cs}) |h|^{1+\alpha})) ds + t \mathcal{O}(|h|^{1+\alpha})
$$

$$
\leq \|b_1\|_\infty \left( \frac{t}{C} \exp( Ct ) - \frac{1}{C^2} \exp( Ct ) + \frac{1}{C^2} \right) \mathcal{O}(|h|^{1+\alpha}) + t \mathcal{O}(|h|^{1+\alpha}).
$$

Let us denote

(B.83)

$$
\mathcal{C}(t) := \left( \|\nabla_x w_0\|_\infty + 1 \right) \|b_1\|_\infty \left( \frac{t}{C} \exp( Ct ) - \frac{1}{C^2} \exp( Ct ) + \frac{1}{C^2} \right), \quad C_1 := \|w_1\|_\infty.
$$

Using above notation we have

$$
\mathcal{O} \left( \left| \int_0^t w(s, x; h) ds - \int_0^t w(s, x, 0) ds \right|^{1+\alpha} \right) \leq (2\mathcal{C}(t) + C_1 t) \mathcal{O}(|h|^{1+\alpha}).
$$
Now, we can go back to estimation (B.82)

\[ |I_{\lambda_1}^{(2)} - I_{\lambda_2}^{(2)}| \leq \left\| \int_{\mathbb{R}^d} \varphi(X(t, x; 0)) \left[ e^{\int_0^t \overline{w}(s, y; 0)ds} \partial_h \left( \int_0^t \overline{w}(s, x; h)ds \right) \right]_{h=0} - e^{\int_0^t \overline{w}(s, y; 0)ds} \partial_h \left( \int_0^t \overline{w}(s, x; h)ds \right) \right\|_{h=0} \\
+ (2\overline{C}(t) + C_1 t) \left( \frac{\mathcal{O}(|\lambda_1|^{1+\alpha})}{\lambda_1} + \frac{\mathcal{O}(|\lambda_2|^{1+\alpha})}{\lambda_2} \right) \right\|_{\nu_0(x)}, \]

where \( \overline{C}(t) \) and \( C_1 \) are given by (B.83). We have shown, that for any fixed moment of time \( t \), the term \( \sup_{\|\varphi\|_{C^{1+\alpha}}} \left( |I_{\lambda_1}^{(2)} - I_{\lambda_2}^{(2)}| \right) \) can be arbitrary small. Above can be seen why do we need \( w_0 \) and \( w_1 \) to be of a class \( C^{1+\alpha} \) with respect to \( x \).

We now take into consideration \( |I_{\lambda_1}^{(1)} - I_{\lambda_2}^{(1)}| \). Because \( \varphi \in C^{1+\alpha}(\mathbb{R}^d) \), one has

\[ \varphi(x) = \varphi(x_0) + \nabla_x \varphi(x_0)(x - x_0) + R_1[\varphi; x_0](x), \]

with \( |R_1[\varphi; x_0](x)| \leq C_2 |\nabla_x \varphi|_\alpha |x - x_0|^{1+\alpha} \), where \( |\nabla_x \varphi|_\alpha \) is an \( \alpha \)-Hölder constant. Since \( \varphi \in C^{1+\alpha}(\mathbb{R}^d) \), the function \( \varphi(X(t, x; h)) \) is bounded globally in time, hence constant \( C_2 \) is independent of time.

Thus, expand \( \varphi(X(t, x; \lambda_1)) \) and \( \varphi(X(t, x; \lambda_2)) \) into Taylor series around \( X(t, x; 0) \)

\[ |I_{\lambda_1}^{(1)} - I_{\lambda_2}^{(1)}| \leq \left\| \int_{\mathbb{R}^d} \left[ \varphi(X(t, x; 0)) + \nabla_x \varphi(X(t, x; h)) \right]_{h=0} \cdot \left( X(t, x; \lambda_1) - X(t, x; 0) \right) \\
+ \mathcal{O} \left( |X(t, x; \lambda_1) - X(t, x; 0)|^{1+\alpha} \right) - \varphi(X(t, x; 0)) \right\|_{\nu_0(x)} \\
- \left\| \int_{\mathbb{R}^d} \left[ \varphi(X(t, x; 0)) + \nabla_x \varphi(X(t, x; h)) \right]_{h=0} \cdot \left( X(t, x; \lambda_2) - X(t, x; 0) \right) \\
+ \mathcal{O} \left( |X(t, x; \lambda_2) - X(t, x; 0)|^{1+\alpha} \right) - \varphi(X(t, x; 0)) \right\|_{\nu_0(x)} \right\|. \]
Expanding $X(t, x; \lambda_2)$ and $X(t, x; \lambda_1)$ around $h = 0$, by Proposition B.1 one obtains

$$
|I_{\lambda_1}^{(1)} - I_{\lambda_2}^{(1)}| = \int_{\mathbb{R}^d} \left[ \nabla_x \varphi(X(t, x; h)) \big|_{h=0} - \lambda_1 \partial_h X(t, x; h) \big|_{h=0} + \mathcal{O}(|\lambda_1|^{1+\alpha}) \right]
+ \mathcal{O}\left( |X(t, x; \lambda_1) - X(t, x; 0)|^{1+\alpha} \right) e^L \| \nabla \varphi \|_{\infty} \nu_0(x) \\
- \int_{\mathbb{R}^d} \left[ \nabla_x \varphi(X(t, x; h)) \big|_{h=0} - \lambda_2 \partial_h X(t, x; h) \big|_{h=0} + \mathcal{O}(|\lambda_2|^{1+\alpha}) \right]
+ \mathcal{O}\left( |X(t, x; \lambda_2) - X(t, x; 0)|^{1+\alpha} \right) e^L \| \nabla \varphi \|_{\infty} \nu_0(x),
$$

(B.86)

The remainder $\mathcal{O}\left( |X(t, x; h) - X(t, x; 0)|^{1+\alpha} \right)$ was estimated at $I_\mathcal{O}^{(2)}$; see page 43. For each $h \in (-\frac{1}{2}, \frac{1}{2})$ and any fixed $t$ one has

$$
\mathcal{O}\left( |X(t, x; h) - X(t, x; 0)|^{1+\alpha} \right) \leq (t\|b_1\|_{\infty} e^{C_h t}) \mathcal{O}(|h|^{1+\alpha}),
$$

where $C_h$ is independent of time; see again Proposition B.1. The expression for $C_h$ shows that it is bounded for $h \in (-\frac{1}{2}, \frac{1}{2})$. Putting $C := \sup_{h \in (-\frac{1}{2}, \frac{1}{2})} C_h$ we obtain

$$
|I_{\lambda_1}^{(1)} - I_{\lambda_2}^{(1)}| = \int_{\mathbb{R}^d} \left[ \nabla_x \varphi(X(t, x; h)) \big|_{h=0} - \lambda_1 \partial_h X(t, x; h) \big|_{h=0} + \mathcal{O}(|\lambda_1|^{1+\alpha}) \right]
+ (t\|b_1\|_{\infty} e^{C t}) \mathcal{O}(|\lambda_1|^{1+\alpha}) e^L \| \nabla \varphi \|_{\infty} \nu_0(x) \\
- \int_{\mathbb{R}^d} \left[ \nabla_x \varphi(X(t, x; h)) \big|_{h=0} - \lambda_2 \partial_h X(t, x; h) \big|_{h=0} + \mathcal{O}(|\lambda_2|^{1+\alpha}) \right]
+ (t\|b_1\|_{\infty} e^{C t}) \mathcal{O}(|\lambda_2|^{1+\alpha}) e^L \| \nabla \varphi \|_{\infty} \nu_0(x).
$$

We consider function $\varphi \in C^{1+\alpha}(\mathbb{R}^d)$ with $\|\varphi\|_{C^{1+\alpha}} \leq 1$. Hence we can further estimate $\nabla_x \varphi(X(t, y; h)) |_{h=0} \leq 1$. This yields

$$
|I_{\lambda_1}^{(1)} - I_{\lambda_2}^{(1)}| \leq \int_{\mathbb{R}^d} \left[ \partial_h X(t, x; h) \big|_{h=0} \left( e^L \| \nabla \varphi \|_{\infty} \nu_0(x) \right) \right]
+ (1 + t\|b_1\|_{\infty} e^{C t}) \left( \mathcal{O}(|\lambda_1|^{1+\alpha}) e^L \| \nabla \varphi \|_{\infty} \nu_0(x) \right)
+ (1 + t\|b_1\|_{\infty} e^{C t}) \left( \mathcal{O}(|\lambda_2|^{1+\alpha}) e^L \| \nabla \varphi \|_{\infty} \nu_0(x) \right).
$$

(B.87)

To summarize estimations:

L1: $\partial_h X(t, x; h) |_{h=0} < \infty$; see Proposition B.1.

L2: $(e^L \| \nabla \varphi \|_{\infty} \nu_0(x)) \lambda_1, \lambda_2 \to 0$ argumentation is similar as in $|I_{\lambda_1}^{(2)} - I_{\lambda_2}^{(2)}|$. The function $e^L \| \nabla \varphi \|_{\infty} \nu_0(x)$ needs to be expanded into Taylor series at $h = 0$; see (B.82).
By assumptions of Theorem 2.10 we have \( v_0 \in \mathcal{M}(\mathbb{R}^d) \), what means that \( v_0(\mathbb{R}^d) < \infty \).

Thus for any fixed \( t \) values \( \sup_{\|\varphi\|_{C^{1+n}} \leq 1} \left( |I^{(1)}_{\lambda_1} - I^{(1)}_{\lambda_2}| \right) \) and \( \sup_{\|\varphi\|_{C^{1+n}} \leq 1} \left( |I^{(2)}_{\lambda_1} - I^{(2)}_{\lambda_2}| \right) \) can be arbitrary close to 0. Therefore we have shown that \( \left\{ \frac{\nu^{\lambda_n + \lambda_n - \lambda_n h}}{\lambda_n} \right\} \) is a Cauchy sequence for every \( \lambda_n \to 0 \) in \( Z \) for \( h = 0 \), with the same limit. Hence \( \nu^h_t \) which is the solution to \( (2.26) \) is differentiable with respect \( h \) at \( h = 0 \).

The same argumentation works for \( h \neq 0 \). Let us consider a sequence \( \left\{ \frac{\nu^{\lambda_n + \lambda_n - \lambda_n h}}{\lambda_n} \right\} \) where \( \lambda_n \to 0 \) and \( h \neq 0 \). Let \( \nu^{\lambda_n + \lambda_n - \lambda_n h}_t \) be a solution to \( (2.26) \) with coefficients

\[
\begin{align*}
\beta^{\lambda_n + \lambda_n - \lambda_n h} &= b_0 + \lambda_n b_1 =: \hat{\beta}_0 + \lambda_n b_1, \\
\omega^{\lambda_n + \lambda_n - \lambda_n h} &= w_0 + \lambda_n w_1 =: \hat{w}_0 + \lambda_n w_1
\end{align*}
\]

and with initial condition \( \nu^{\lambda_n + \lambda_n - \lambda_n h}_0 = \nu_0 \). Then \( \nu^{\lambda_n + \lambda_n - \lambda_n h}_t \) is equal (by Lemma 2.11) to the solution \( \tilde{\nu}^{\lambda_n}_t \) with velocity field \( \hat{\beta}_0 + \lambda_n b_1 \) and scalar function \( \hat{w}_0 + \lambda_n w_1 \) and initial condition \( \nu_0 \). A similar statement holds for the \( \nu^h_t \) and the solution \( \tilde{\nu}^0_t \) with velocity field \( \hat{b}_0 \) and scalar function \( \hat{w}_0 \). Thus

\[
\frac{\nu^{\lambda_n + \lambda_n - \lambda_n h}_t - \nu^h_t}{\lambda_n} = \frac{\tilde{\nu}^{\lambda_n}_t - \tilde{\nu}^0_t}{\lambda_n}
\]

and the latter sequence converges in \( Z \) as \( h \to \infty \), by the first part of the proof.

### Appendix C. Proof of Theorem 2.11

**Proof of Theorem 2.11** Let us denote the mapping \( t \mapsto \nu_t \) by \( \nu^* \). The goal is to show that the mapping \( (h \mapsto \nu^h) \) is of a class

\[
C^1((-\frac{1}{2}, \frac{1}{2}); \mathcal{C}_\omega([0, \infty); Z)),
\]

where \( \hat{\omega} \) is of order \( \mathcal{O}(|\frac{1}{t} \exp(-Ct)|) \).

By Theorem 2.10 we know that for any fixed \( h \in (-\frac{1}{2}, \frac{1}{2}) \) the limit \( \lim_{\lambda \to 0} \frac{\nu^{\lambda_n + \lambda_n - \lambda_n h}}{\lambda_n} \) exists and is an element of \( Z \). It means that the derivative \( \partial_h \nu^h_t \) exists in all points \( h \in (-\frac{1}{2}, \frac{1}{2}) \).

First, it will be shown that \( (h \mapsto \nu^h_t) \in C((-\frac{1}{2}, \frac{1}{2}); \mathcal{C}_\omega([0, \infty); Z)) \), it is the 0th Step of the proof. In 1st Step we will show that \( \lim_{\lambda \to 0} \frac{\nu^{\lambda_n + \lambda_n - \lambda_n h}}{\lambda_n} \) converges uniformly in \( t \) for fixed \( h \) as \( \lambda \to 0 \), so the mapping \( t \mapsto \partial_h \nu^h_t \) is continuous and is bounded in norm \( \| \cdot \|_Z \). In 2nd Step we will show that the limit \( \lim_{\lambda \to 0} \frac{\nu^{\lambda_n + \lambda_n - \lambda_n h}}{\lambda_n} \) is continuous with respect to \( h \).

We will use a few different weights, proper for a current estimation. Based on those weights we will establish the final one; see (C.92) on page 49. Notice that if the term \( \sup_{t \geq 0} \omega_1(t) f(t) \) is bounded, then for any weight \( \omega_2(t) \), such that \( \omega_2(t) \leq \omega_1(t) \) for all \( t \), the following estimate is true

\[
\sup_{t \geq 0} \omega_2(t) f(t) \leq \sup_{t \geq 0} \omega_1(t) f(t).
\]
Thus the final weight \( \hat{\omega}(t) \) will be the minimum of weights used in intermediate estimates.

**0th Step.** Take \( h_1, h_2 \in (-\frac{1}{2}, \frac{1}{2}) \) and \( \varphi \in C^{1+\alpha}(\mathbb{R}^d) \). Then

\[
\begin{align*}
\sup_{\|\varphi\|_{C^{1+\alpha}} \leq 1} |\langle \nu_t^{h_1}, \varphi \rangle - \langle \nu_t^{h_2}, \varphi \rangle| &= \sup_{\|\varphi\|_{C^{1+\alpha}} \leq 1} \left| \int_{\mathbb{R}^d} \varphi(X(t, x; h_1)) \exp \left( \int_0^t w_0(s, X(s, x; h_1)) + h_1 w_1(s, X(s, x; h_1)) \, ds \right) \, d\nu_0(x) \right. \\
&\quad - \left. \int_{\mathbb{R}^d} \varphi(X(t, x; h_2)) \exp \left( \int_0^t w(s, X(s, x; h_2)) + h_2 w_2(s, X(s, x; h_2)) \, ds \right) \, d\nu_0(x) \right|.
\end{align*}
\]

This can be estimated as in (B.81). Hence, one has that \( \nu_t^h \) is continuous with respect to parameter \( h \). By Corollary 2.9 one has that for all \( t \) holds

\[
\|\nu_t^h\|_Z \leq \exp \left( t (\|w_0^+\|_\infty + |h|\|w_1^+\|_\infty) \right) \|\nu_0\|_{TV}.
\]

Hence \( \nu_t^h \in C_\omega([0, \infty); Z) \), if only \( \hat{\omega}(t) \leq \exp \left( -t(\|w_0^+\|_\infty + \|w_1^+\|_\infty) \right) \).

**1st Step.** Notice that for any fixed \( h \) and fixed \( \lambda \) mapping \( \nu_t^{h+\lambda} \) and \( \nu_t^h \) are locally Lipschitz continuous with respect to time. It implies that those mappings are continuous with respect to time. Hence, also \( \nu_t^{h+\lambda}/\lambda - \nu_t^h \) is continuous with respect to \( t \). We are going to show that for any \( h \), the convergence of \( \lim_{\lambda \to 0} \nu_t^{h+\lambda}/\lambda - \nu_t^h \) as \( \lambda \to 0 \) is a uniform limit in \( t \). Then this limit would be continuous with respect to \( t \).

First, we will show this for \( h = 0 \). Let \( \{\lambda_n\}_n \) be a sequence in \( \mathbb{R} \) such that \( \lambda_n \to 0 \). We show that the sequence of quotients \( \left\{ \frac{\nu_t^{h+\lambda_n}/\lambda_n - \nu_t^0}{\lambda_n} \right\}_{n \in \mathbb{N}} \) is a Cauchy sequence in \( C_\omega([0, \infty); Z) \) for a suitable weight function \( \hat{\omega}(t) > 0 \). Let us consider

\[
\left\| \frac{\nu_t^{h_1}/\lambda_1 - \nu_t^0}{\lambda_1} - \frac{\nu_t^{h_2}/\lambda_2 - \nu_t^0}{\lambda_2} \right\|_{Z_\omega}.
\]

Use the same notation which was introduced in proof of Theorem 2.10, see (B.79) and (B.81). Hence, we consider

\[
\sup_{t \geq 0} \hat{\omega}(t) I_{\lambda_1, \lambda_2} \leq \sup_{t \geq 0} \hat{\omega}(t) \left\{ \sup_{\|\varphi\|_{C^{1+\alpha}} \leq 1} |I_{\lambda_1}^{(1)} - I_{\lambda_2}^{(1)}| \right\} + \sup_{t \geq 0} \hat{\omega}(t) \left\{ \sup_{\|\varphi\|_{C^{1+\alpha}} \leq 1} |I_{\lambda_1}^{(2)} - I_{\lambda_2}^{(2)}| \right\}.
\]

Let us notice that in estimation (B.84) on \( |I_{\lambda_1}^{(2)} - I_{\lambda_2}^{(2)}| \) there is given explicit dependence on time. It means that for a weight \( \omega_1(t) := 1/(C(t) + C_1 t) \) the following holds

\[
\sup_{t \geq 0} \omega_1(t) \left\{ \sup_{\|\varphi\|_{C^{1+\alpha}} \leq 1} |I_{\lambda_1}^{(2)} - I_{\lambda_2}^{(2)}| \right\} \leq \left| \int_{\mathbb{R}^d} \left( -\frac{O(|\lambda_1|^{1+\alpha})}{\lambda_1} + \frac{O(|\lambda_2|^{1+\alpha})}{\lambda_2} \right) \, d\nu_0(x) \right| \xrightarrow{\lambda_1, \lambda_2 \to 0} 0.
\]
We need to estimate \( \sup_{t \geq 0} \tilde{\omega}(t) \left\{ \sup_{\| \varphi \|_{C^{1+\alpha}} \leq 1} |I^{(1)}_{\lambda_1} - I^{(1)}_{\lambda_2}| \right\} \). From (B.87) we have

\[
\sup_{t \geq 0} \tilde{\omega}(t) \left\{ \sup_{\| \varphi \|_{C^{1+\alpha}} \leq 1} |I^{(1)}_{\lambda_1} - I^{(1)}_{\lambda_2}| \right\} \leq \\
\leq \sup_{t \geq 0} \tilde{\omega}(t) \int_{\mathbb{R}^d} \left| \partial_h X(t, x; h) \right|_{h=0} \left( e^{\int_0^t \overline{\varpi}(s, x; \lambda_1) ds} - e^{\int_0^t \overline{\varpi}(s, x; \lambda_2) ds} \right) \left( \mathcal{O}_1(|\lambda_1|^\alpha) e^{\int_0^t \overline{\varpi}(s, x; \lambda_1) ds} - \mathcal{O}_1(|\lambda_2|^\alpha) e^{\int_0^t \overline{\varpi}(s, x; \lambda_2) ds} \right) d\nu_0(x) \\
+ \sup_{t \geq 0} \tilde{\omega}(t) \left[ \int_{\mathbb{R}^d} \left( \mathcal{O}_1(|\lambda_1|^\alpha) e^{\int_0^t \overline{\varpi}(s, x; \lambda_1) ds} - \mathcal{O}_1(|\lambda_2|^\alpha) e^{\int_0^t \overline{\varpi}(s, x; \lambda_2) ds} \right) d\nu_0(x) \right].
\]

Analogous arguments to L1, L2 and L3 on page [45] will also work here.

L\(\lambda\)' : For \( \omega_2(t) := 1/(t|b_1|_\infty \exp(Ct)) \) value \( \sup_{t \geq 0} \omega_2(t) \partial_h X(t, x; h)|_{h=0} \) is bounded – see Proposition [B.1]. We stress that the constant \( C \) that occurs in \( \omega_2 \) does not depend on time nor parameter \( h \).

L2\(\lambda\)' : The following estimation holds

\[
\left( e^{\int_0^t \overline{\varpi}(s, x; \lambda_1) ds} - e^{\int_0^t \overline{\varpi}(s, x; \lambda_2) ds} \right) \leq \left( \overline{C}(t) + C_1 t \right) \left( \frac{\mathcal{O}(|\lambda_1|^{1+\alpha})}{\lambda_1} + \frac{\mathcal{O}(|\lambda_2|^{1+\alpha})}{\lambda_2} \right).
\]

What was obtained by expanding \( e^{\int_0^t \overline{\varpi}(s, x; \lambda_1) ds} \) and \( e^{\int_0^t \overline{\varpi}(s, x; \lambda_2) ds} \) into Taylor series at \( h = 0 \); exactly as in estimation for \( |I^{(2)}_{\lambda_1} - I^{(2)}_{\lambda_2}| \); see (B.84). This implies that

\[
\sup_{t \geq 0} \omega_3(t) \left( e^{\int_0^t \overline{\varpi}(s, x; \lambda_1) ds} - e^{\int_0^t \overline{\varpi}(s, x; \lambda_2) ds} \right) \leq \left( \frac{\mathcal{O}(|\lambda_1|^{1+\alpha})}{\lambda_1} + \frac{\mathcal{O}(|\lambda_2|^{1+\alpha})}{\lambda_2} \right),
\]

when as \( \omega_3(t) \) we take \( 1/(2\overline{C}(t) + C_1 t) \).

L3\(\lambda\)' : Recall that \( \overline{\varpi}(s, x; h) = w_0(s, X(s, x; h)) + hw_1(s, X(s, x; h)) \); see (B.80). Both functions \( w_0, w_1 \) are bounded and \( h \in (-\frac{1}{2}, \frac{1}{2}) \). Let us substitute \( C_2 := \|w_0\|_\infty + \|w_1\|_\infty \), where the supremum is taken with respect to \( t \) and \( x \). Constant \( C_2 \) does not dependent on \( t \) nor parameter \( h \). One has

\[
\sup_{t \geq 0} \omega_4(t)(1 + t|b_1|_\infty e^{Ct}) \left( \mathcal{O}(|\lambda_1|^\alpha) e^{\int_0^t \overline{\varpi}(s, x; \lambda_1) ds} - \mathcal{O}(|\lambda_2|^\alpha) e^{\int_0^t \overline{\varpi}(s, x; \lambda_2) ds} \right) \leq \\
\leq \sup_{t \geq 0} \omega_1(t)(1 + t|b_1|_\infty e^{Ct}) \left( \mathcal{O}(|\lambda_1|^\alpha) e^{C_2 t} + \mathcal{O}(|\lambda_2|^\alpha) e^{C_2 t} \right) .
\]

(C.91) (let \( \omega_4(t) := 1/[(1 + t|b_1|_\infty e^{Ct}) e^{C_2 t}] \)

\[
\leq \sup_{t \geq 0} \left( \mathcal{O}(|\lambda_1|^\alpha) + \mathcal{O}(|\lambda_2|^\alpha) \right) \xrightarrow{\lambda_1, \lambda_2 \to 0} 0.
\]

Of course holds \( \mathcal{O}(|\lambda_1|^\alpha) + \mathcal{O}(|\lambda_2|^\alpha) \), \( \lambda_1, \lambda_2 \to 0 \).
Let us write down all weights used till this moment:

\[\omega_1(t) = \frac{1}{C} \left[ \left( \|\nabla_x w_0\|_\infty + 1 \right) \|b_1\|_\infty \left( \frac{t}{C} \exp(Ct) - \frac{1}{C^2} \exp(Ct) + \frac{1}{C^2} \right) + \|w_1\|_\infty t \right]\]

see (B.83) and (B.84), weights \(\omega_1\) and \(\omega_3\) are identical;

\[\omega_2(t) = \frac{1}{C} \left[ t \|b_1\|_\infty \exp(Ct) \right], \text{ see Proposition B.1}\]

\[\omega_3(t) = \frac{1}{C} \left[ (1 + t) \|b_1\|_\infty \exp(Ct) \cdot \exp \left( \|w_0\|_\infty + |ht| \cdot \|w_1\|_\infty t \right) \right], \text{ see estimation (C.91)}\]

where constant \(C := \|\nabla_x b_0\|_\infty + \|\nabla_x b_1\|_\infty\); see Proposition B.1. It means that for a final weight we need to take function

\[(C.92) \quad \tilde{\omega}(t) := \min (\omega_1; \omega_2 \cdot \omega_3; \omega_4)(t) = \min (\omega_1; \omega_2 \cdot \omega_1; \omega_4)(t).

This weight guarantees that sequence of quotients \(\left\{ \frac{\nu^h_n - \nu^h_{n-1}}{\lambda_n} \right\}_{n \in \mathbb{N}}\) is a Cauchy sequence in the complete space \(Z\). In other words: for any fixed \(h_0\) the mapping \(t \mapsto \partial_h \nu^h_t|_{h=h_0}\) is an element of \(C_Z([0, \infty); Z)\). This finishes the 1st Step of the proof.

**2nd Step.** Now, we show that \(\partial_h \nu^h_t = \lim_{\lambda \to 0} \frac{\nu^{h+\lambda} - \nu^h}{\lambda}\) is continuous with respect to \(h\). Notice that in every estimation in 1st Step we choose constants in such a way, that they are independent of \(h\). That was possible, because we consider \(h\) only in a bounded interval. That is why \(\lim_{\lambda \to 0} \frac{\nu^{h+\lambda} - \nu^h}{\lambda}\) exists not only for any \(h \in (-\frac{1}{2}, \frac{1}{2})\), but also the convergence is uniform with respect to \(h\). Since \(h \mapsto \nu^h_t\) is continuous (0th Step) (with values in \(C_Z([0, \infty); Z)\)) for each \(\lambda\) we have shown that \(h \mapsto \partial_h \nu^h_t\) is continuous function, what finish the proof of Theorem 2.11. \(\square\)

**APPENDIX D. PROOF OF PROPOSITION B.1**

Proof of Lemma B.1 from page 40 is presented below. We want to show that \(\partial_h X\) is Hölder continuous.

**Proof.** We analyse the difference \(\partial_t (\partial_h X(t, y; h))|_{h=h_1} - \partial_t (\partial_h X(t, y; h))|_{h=h_2}\), which can be written in the following form using [26, Theorem 3.1, formula (3.3)]

\[
\partial_t (\partial_h X(t, y; h))|_{h=h_1} - \partial_t (\partial_h X(t, y; h))|_{h=h_2} = \\
= \left[ \nabla_x \left( b(t, X(t, y; h_1)) + h_1 b_1(t, X(t, y; h_1)) \right) \cdot \partial_h X(t, y; h)|_{h=h_1} + b_1(t, X(t, y; h_1)) \right] \\
- \left[ \nabla_x \left( b(t, X(t, y; h_2)) + h_2 b_1(t, X(t, y; h_2)) \right) \cdot \partial_h X(t, y; h)|_{h=h_2} + b_1(t, X(t, y; h_2)) \right] \\
= \nabla_x \left( b(t, X(t, y; h_1)) + h_1 b_1(t, X(t, y; h_1)) \right) \cdot \partial_h X(t, y; h)|_{h=h_1} \\
- \nabla_x \left( b(t, X(t, y; h_2)) + h_2 b_1(t, X(t, y; h_2)) \right) \cdot \partial_h X(t, y; h)|_{h=h_2} \\
+ b_1(t, X(t, y; h_1)) - b_1(t, X(t, y; h_2))
\]
\[
\begin{align*}
\n & = \nabla_x b(t, X(t, y; h_1)) \cdot \partial_h X(t, y; h)|_{h=h_1} - \nabla_x b(t, X(t, y; h_2)) \cdot \partial_h X(t, y; h)|_{h=h_2} \\
& \quad + h_1 \nabla_x b_1(t, X(t, y; h_1)) \cdot \partial_h X(t, y; h)|_{h=h_1} - h_2 \nabla_x b_1(t, X(t, y; h_2)) \cdot \partial_h X(t, y; h)|_{h=h_2} \\
& \quad + b_1(t, X(t, y; h_1)) - b_1(t, X(t, y; h_2)).
\end{align*}
\]

Now we estimate (A), (B) and (C) separately.

An ingredient (A) may be written as

\[
(A) = \partial_h X(t, y; h)|_{h=h_1} \cdot \nabla_x \left( b(t, X(t, y; h_1)) - b(t, X(t, y; h_2)) \right)
\]

\[
+ \nabla_x b(t, X(t, y; h_2)) \cdot (\partial_h X(t, y; h)|_{h=h_1} - \partial_h X(t, y; h)|_{h=h_2}).
\]

Let us first observe that

\[
\left| \nabla_x \left( b(t, X(t, y; h_1)) - b(t, X(t, y; h_2)) \right) \right| \leq c |X(t, y; h_1) - X(t, y; h_2)|^\alpha
\]

and

\[
\left| \nabla_x b(t, X(t, y; h_2)) \right| \leq \sup_{y \in \mathbb{R}^d} |\nabla_x b(t, y)|.
\]

We proceed to show that \(\partial_h X(t, y; h)|_{h=h_1}\) is bounded. Since

\[
|\partial_h (\partial_h X(t, y; h))| = \left| \nabla_x \left( b(t, X(t, y; h)) + hb_1(t, X(t, y; h)) \right) \partial_h X(t, y; h) + b_1(t, X(t, y; h)) \right|,
\]

thus

\[
\left| \int_{t_0}^t \partial_s (\partial_h X(s, y; h)) \, ds \right| = \left| \int_{t_0}^t \left( \nabla_x \left( b(s, X(s, y; h)) + hb_1(s, X(s, y; h)) \right) \partial_h X(s, y; h) + b_1(s, X(s, y; h)) \right) \, ds \right|.
\]

Note that \(\partial_h X(t_0, y; h) = 0\) (initial condition in system (B.77) does not depend on \(h\)), therefore

\[
|\partial_h X(t, y; h)| \leq \int_{t_0}^t \left| \nabla_x \left( b(s, X(s, y; h)) + hb_1(s, X(s, y; h)) \right) \right| \cdot |\partial_h X(s, y; h)| \, ds
\]

\[
+ \int_{t_0}^t |b_1(s, X(s, y; h))| \, ds
\]

\[
\leq \left( \| \nabla_x b \|_\infty + |h| \cdot \| \nabla_x b_1 \|_\infty \right) \cdot \int_{t_0}^t |\partial_h X(s, y; h)| \, ds + (t - t_0) \| b_1 \|_\infty.
\]

Observe that the supremum norm in the above expression is taken over space and time.

Since \((t - t_0) \| b_1 \|_\infty\) is non-decreasing on \([t_0, \infty)\), thus by Gronwall’s Inequality we obtain

\[
|\partial_h X(t, y; h)| \leq (t - t_0) \| b_1 \|_\infty e^{\int_{t_0}^t C \, ds} = (t - t_0) \| b_1 \|_\infty e^{C(t - t_0)},
\]

for some constant \(C > 0\).
\[\text{where } C = \|\nabla_x b\|_\infty + |h|\|\nabla_x b_1\|_\infty.\]

We are ready to estimate
\[
|\text{(A)}| \leq |\partial_h X(t, y; h)|_{h=h_1} \cdot \left| \nabla_x \left( b(t, X(t, y; h_1)) - b(t, X(t, y; h_2)) \right) \right|
+ \left| \nabla_x (b(t, X(t, y; h_2))) \cdot |\partial_h X(t, y; h)|_{h=h_1} - \partial_h X(t, y; h)|_{h=h_2} \right|
\leq c_1 |X(t, y; h_1) - X(t, y; h_2)|^\alpha + c_2 |\partial_h X(t, y; h)|_{h=h_1} - \partial_h X(t, y; h)|_{h=h_2},
\]

where the constants \(c_1, c_2\) can be taken independent of \(y\) (but possibly dependent on \(t\)).

Next we estimate (B)
\[
|\text{(B)}| = |h_1 \nabla_x b_1(t, X(t, y; h_1)) \cdot (\partial_h X(t, y; h)|_{h=h_1} - \partial_h X(t, y; h)|_{h=h_2})
+ h_2 \partial_h X(t, y; h)|_{h=h_2} \cdot \left( \nabla_x b_1(t, X(t, y; h_1)) - \nabla_x b_1(t, X(t, y; h_2)) \right)
\leq |h_1| \cdot |\nabla_x b_1|_{\infty} \cdot |\partial_h X(t, y; h)|_{h=h_1} - \partial_h X(t, y; h)|_{h=h_2}|
+ \left| \nabla_x b_1(t, X(t, y; h_1)) - \nabla_x b_1(t, X(t, y; h_2)) \right|
\leq c_3 |\partial_h X(t, y; h)|_{h=h_1} - \partial_h X(t, y; h)|_{h=h_2} + c_6 |\nabla_x b_1(t, X(t, y; h_1) - X(t, y; h_2)|^\alpha + c_7 |h_1 - h_2|
\]

and finally (C)
\[
(\text{C}) \leq |b_1(t, X(t, y; h_1)) - b_1(t, X(t, y; h_2))| \leq c_8 |X(t, y; h_1) - X(t, y; h_2)|.
\]

Sum (A) + (B) + (C) can be written as
\[
|\text{(A)} + \text{(B)} + \text{(C)}| \leq C_1 |X(t, y; h_1) - X(t, y; h_2)|^\alpha + C_2 |X(t, y; h_1) - X(t, y; h_2)|
+ C_3 |\partial_h X(t, y; h)|_{h=h_1} - \partial_h X(t, y; h)|_{h=h_2} + C_4 |h_1 - h_2|
\]

The following integral can be estimated as below
\[
\int_{t_0}^t (\partial_s \partial_h X(s, y; h)|_{h=h_1} - \partial_s \partial_h X(s, y; h)|_{h=h_2}) \, ds = \int_{t_0}^t (\text{(A)} + \text{(B)} + \text{(C)}) \, ds
\]

\[
\begin{align*}
\partial_h X(t, y; h)|_{h=h_1} - \partial_h X(t, y, ; h)|_{h=h_2} - \partial_h X(t_0, y; h)|_{h=h_1} + \partial_h X(t_0, y; h)|_{h=h_2} = \\
= \int_{t_0}^t (\text{(A)} + \text{(B)} + \text{(C)}) \, ds.
\end{align*}
\]

Hence
\[
|\partial_h X(t, y; h)|_{h=h_1} - \partial_h X(t, y; h)|_{h=h_2} | \leq C_1 \int_{t_0}^t |X(s, y; h_1) - X(s, y; h_2)|^\alpha \, ds
+ C_2 \int_{t_0}^t |X(s, y; h_1) - X(s, y; h_2)| \, ds + C_3 \int_{t_0}^t |\partial_h X(s, y; h)|_{h=h_1} - \partial_h X(s, y; h)|_{h=h_2} | \, ds
+ C_4 |h_1 - h_2|(t - t_0).
\]
Our goal is to conclude that \( \partial_t X(t, y; h_1) - \partial_t X(t, y; h_2) \) is of order \( |h_1 - h_2|^\alpha \). To close these estimations (using again Gronwall’s Inequality) we need to estimate \( |X(t, y; h_1) - X(t, y; h_2)| \).

From (B.77)

\[
\partial_t X(t, y; h_1) - \partial_t X(t, y; h_2) = b(t, X(t, y; h_1)) - b(t, X(t, y; h_2)) + h_1 b_1(t, X(t, y; h_1)) - h_2 b_1(t, X(t, y; h_2)).
\]

after integration, we obtain

\[
\int_{t_0}^{t} (\partial_s X(s, y; h_1) - \partial_s X(s, y; h_2)) \, ds = \int_{t_0}^{t} \left( b(s, X(s, y; h_1)) - b(s, X(s, y; h_2)) + h_1 b_1(s, X(s, y; h_1)) - h_2 b_1(s, X(s, y; h_2)) \right) \, ds
\]

\[
|X(t, y; h_1) - X(t, y; h_2)| \leq \int_{t_0}^{t} \left( b(s, X(s, y; h_1)) - b(s, X(s, y; h_2)) + h_1 b_1(s, X(s, y; h_1)) - h_2 b_1(s, X(s, y; h_2)) \right) \, ds
\]

\[
\leq \int_{t_0}^{t} \left( b(s, X(s, y; h_1)) - b(s, X(s, y; h_2)) \right) \, ds + \int_{t_0}^{t} \left( h_1 b_1(s, X(s, y; h_1)) - h_2 b_1(s, X(s, y; h_2)) \right) \, ds.
\]

Now, we need to estimate (D) and (E) separately

\[
(D) \leq c'_1 |X(s, y; h_1) - X(s, y; h_2)|,
\]

\[
(E) = |h_1 [b_1(s, X(s, y; h_1)) - b_1(s, X(s, y; h_2))] + b_1(s, X(s, y; h_2))(h_1 - h_2)|
\]

\[
\leq |h_1| \cdot |b_1(s, X(s, y; h_1)) - b_1(s, X(s, y; h_2))| + |b_1(s, X(s, y; h_2)| \cdot |h_1 - h_2|
\]

\[
\leq c'_2 \cdot |X(s, y; h_1) - X(s, y; h_2)| + c'_3 \cdot |h_1 - h_2|.
\]

Estimations (D) and (E) combined give

\[
|X(t, y; h_1) - X(t, y; h_2)| \leq \int_{t_0}^{t} c'_3 |h_1 - h_2| \, ds + \int_{t_0}^{t} c'_4 |X(s, y; h_1) - X(s, y; h_2)| \, ds
\]

\[
= c'_3 |h_1 - h_2|(t - t_0) + \int_{t_0}^{t} c'_4 |X(s, y; h_1) - X(s, y; h_2)| \, ds.
\]

Using Gronwall’s Inequality we obtain

\[
|X(t, y; h_1) - X(t, y; h_2)| \leq c'_3 |h_1 - h_2|(t - t_0)e^{c'_4(t-t_0)}.
\]

Let us go back to \( \partial_t (\partial_h X(t, y; h)|_{h=h_1}) - \partial_t (\partial_h X(t, y; h)|_{h=h_2}) \)

\[
\left| \int_{t_0}^{t} \partial_s (\partial_h X(s, y; h)|_{h=h_1} - \partial_h X(s, y; h)|_{h=h_2}) \, ds \right| \leq \int_{t_0}^{t} |(A) + (B) + (C)| \, ds
\]
and thus
\[
|\partial_h X(t, y; h)|_{h=h_1} - \partial_h X(t, y; h)|_{h=h_2} | \leq \int_{t_0}^t \left[ C_1 |X(s, y; h_1) - X(s, y; h_2)|^\alpha + C_2 |X(s, y; h_1) - X(s, y; h_2)| + C_3 |\partial_h X(s, y; h)|_{h=h_1} - \partial_h X(s, y; h)|_{h=h_2}| + C_4 |h_1 - h_2| \right] ds
\]
\[
\leq C_1 \int_{t_0}^t (|h_1 - h_2|^\alpha |s - t_0|^\alpha e^{\alpha^\prime_c (s-t_0)} - I_2 |s - t_0| e^{\alpha^\prime_c (s-t_0)} ds + C_2 \int_{t_0}^t |h_1 - h_2|^\alpha |s - t_0| e^{\alpha^\prime_c (s-t_0)} ds + C_3 \int_{t_0}^t |\partial_h X(s, y; h)|_{h=h_1} - \partial_h X(s, y; h)|_{h=h_2}| ds + C_4 |h_1 - h_2| (t - t_0),
\]
where \(\gamma(t) := \int_{t_0}^t s^\alpha e^{\alpha^\prime_c s} ds\). Gronwall’s Inequality then shows that \(\partial_h X\) is Hölder continuous of order \(\alpha\). \hfill \Box

REFERENCES

[1] R. A. Adams. *Calculus: A complete course*. 5th ed. Adison Wesley Longman, 2003.
[2] G. Albi, Y.-P. Choi, M. Fornasier, and D. Kalise. Mean field control hierarchy. *Applied Mathematics and Optimization*, 76(1):93–135, 2017.
[3] G. Albi, M. Herty, and L. Pareschi. Linear multistep methods for optimal control problems and applications to hyperbolic relaxation systems. *arXiv:1807.08547v1*, 2018.
[4] L. Ambrosio, M. Fornasier, and M. Morandotti. Spatially inhomogeneous evolutionary games. *arXiv:1805.04027v1*, 2018.
[5] L. Ambrosio, N. Gigli, and G. Savaré. *Gradient Flows In Metric Spaces and in the Space of Probability Measures*. Lectures in Mathematics. ETH Zürich, Birkhäuser, 2008.
[6] N. Bellomo, P. Degond, and E. Tadmor. *Active Particles, Volume 1: Advances in Theory, Models, and Applications*. Springer, Birkhäuser, 2017.
[7] F. Berthelin, P. Degond, M. Delitala, and M. Rascle. A model for the formation and evolution of traffic jams. *Archive for Rational Mechanics and Analysis*, 187(2):185–220, 2008.
[8] V. Bogachev. *Measure Theory*, volume 2 of *Measure Theory*. Springer Berlin Heidelberg, 2007.
[9] M. Bongini, M. Fornasier, F. Rossi, and F. Solombrino. Mean-field Pontryagin maximum principle. *Journal of Optimization Theory and Applications*, 175(1):1–38, 2017.
[10] B. Bonnet and F. Rossi. The Pontryagin maximum principle in the Wasserstein space. *Calculus of Variations and Partial Differential Equations*, 58(1):Art. 11, 36, 2019.
[11] Y. Brenier, W. Gangbo, G. Savaré, and M. Westdickenberg. Sticky particle dynamics with interactions. *Journal de Mathématiques Pures et Appliquées. Neuvième Série*, 99(5):577–617, 2013.
[12] J. A. Cañizo, J. A. Carrillo, and S. Cuadrado. Measure solutions for some models in population dynamics. *Acta Applicandae Mathematicae*, 123:141–156, 2013.
[13] J. A. Cañizo, J. A. Carrillo, and J. Rosado. A well-posedness theory in measures for some kinetic models of collective motion. *Mathematical Models and Methods in Applied Sciences*, 21(3):515–539, 2011.
[14] J. A. Carrillo, R. M. Colombo, P. Gwiazda, and A. Ulikowska. Structured populations, cell growth and measure valued balance laws. *Journal of Differential Equation*, 252:3245–3277, 2012.
[15] R. M. Colombo, P. Gwiazda, and M. Rosińska. Optimization in structure population models through the Escalator Boxcar Train. *ESAIM: Control, Optimisation and Calculus of Variations*, 24(1):377–399, 2018.
[16] E. Cristiani, B. Piccoli, and A. Tosin. Multiscale modeling of granular flows with application to crowd dynamics. *Multiscale Modeling & Simulation. A SIAM Interdisciplinary Journal*, 9(1):155–182, 2011.
[17] P. Degond, M. Herty, and J.-G. Liu. Flow on sweeping networks. *Multiscale Modeling & Simulation. A SIAM Interdisciplinary Journal*, 12(2):538–565, 2014.

[18] J. H. M. Evers, S. C. Hille, and A. Muntean. Measure-valued mass evolution problems with flux boundary conditions and solution-dependent velocities. *SIAM Journal on Mathematical Analysis*, 48(3):1929–1953, 2016.

[19] T. Ezaki, D. Yanagisawa, and K. Nishinari. Pedestrian flow through multiple bottlenecks. *Phys. Rev. E*, 86:026118, Aug 2012.

[20] M. Fornasier, L. Lisini, C. Orrieri, and G. Savaré. Mean-field optimal control as gamma-limit of finite agent controls. *arXiv:1803.04689v1*, 2018.

[21] P. Goatin and F. Rossi. A traffic flow model with non-smooth metric interaction: well-posedness and micro-macro limit. *Communications in Mathematical Sciences*, 15(1):261–287, 2017.

[22] P. Goatin and S. Scialanga. Well-posedness and finite volume approximations of the LWR traffic flow model with non-local velocity. *Networks and Heterogeneous Media*, 11(1):107–121, 2016.

[23] P. Gwiazda, S. C. Hille, K. Łyczek, and A. Świerczewska-Gwiazda. Differentiability in perturbation parameter of measure solutions to perturbed transport equation. *Kinetic & Related Models*, 12:1093–1108, 2019.

[24] P. Gwiazda, T. Lorenz, and A. Marciniak-Czochra. A nonlinear structured population model: Lipschitz continuity of measure-valued solutions with respect to model ingredients. *Journal of Differential Equations*, 248:2703–2735, 2010.

[25] P. Gwiazda and A. Marciniak-Czochra. Structured population equations in metric spaces. *Journal of Hyperbolic Differential Equations*, 7:733–773, 2010.

[26] P. Hartman. *Ordinary Differential Equations*. Society for Industrial and Applied Mathematics, 2002.

[27] M. Kwapisz. Bielecki’s method, existence and uniqueness results for Volterra integral equations in $L^p$ space. *Journal of Mathematical Analysis and Applications*, 154(2):403–416, 1991.

[28] S. Maniglia. Probabilistic representation and uniqueness results for measure-valued solutions of transport equations. *Journal de Mathematiques Pures et Appliquées*, 87(6):601–626, 2007.

[29] B. Piccoli. Measure differential equations. *arXiv:1708.09738v1*, 2017.

[30] B. Piccoli and F. Rossi. Generalized Wasserstein distance and its application to transport equations with source. *Archive for Rational Mechanics and Analysis*, 211(6):335358, 2014.

[31] W. Rudin. *Principles of mathematical analysis*. McGraw-Hill Book Co., New York, third edition, 1976. International Series in Pure and Applied Mathematics.

[32] J. Skrzeczowski. Measure solutions to perturbed structured population models – differentiability with respect to perturbation parameter. *Journal of Differential Equations*, 2019.

[33] L. Tartar. *An introduction to Sobolev spaces and interpolation spaces*, volume 3 of *Lecture Notes of the Unione Matematica Italiana*. Springer, Berlin; UMI, Bologna, 2007.

[34] H. R. Thieme. *Mathematics in Population Biology*. Princeton University Press, 2003.