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We consider the steepest entropy ascent (SEA) ansatz to describe the non-linear thermodynamic evolution of a quantum system. Recently this principle has been dubbed the fourth law of thermodynamics (Beretta Gian Paolo. 2020 The fourth law of thermodynamics: steepest entropy ascent. \textit{Phil. Trans. R. Soc. A. 378: 20190168.}). A unique global equilibrium state exists in this context, and any other state is driven by the maximum entropy generation principle towards this equilibrium. We study the SEA evolution of a continuous-time quantum walker (CTQW) on a cycle graph with \textit{N} nodes. SEA solutions are difficult to find analytically. We provide an approximate scheme to find a general single-particle evolution equation governed by the SEA principle, whose solution produces dissipation dynamics. We call this scheme fixed Lagrange’s multiplier (FLM) method. In the Bloch sphere representation, we find trajectories traced out by the Bloch vector within the sphere itself. We have discussed these trajectories under various initial conditions for the case of a qubit. A similar dissipative motion is also observed in the case of CTQW, where probability amplitudes have been used to characterize decoherence. Our FLM scheme shows good agreement with numerical results. As reported in the text, in CTQW, a strong delocalization exists for low system relaxation time.

PACS numbers:

I. INTRODUCTION

In the era of quantum technologies, quantum algorithms have occupied an important role. Due to the discovery of better-than-classical performance of Shor’s algorithm \cite{1}, and Grover’s search algorithm \cite{2}, followed by a plethora of findings, it has become an active area of research to find such algorithms or improve upon existing ones. One such candidate is the quantum analog of the classical random walk, the quantum walk \cite{3–12}. Quantum walks are of two kinds, discrete-time quantum walk (DTQW) and continuous-time quantum walk (CTQW) \cite{20}. We have discussed these trajectories under various initial conditions for the case of a qubit. A similar dissipative motion is also observed in the case of CTQW, where probability amplitudes have been used to characterize decoherence. Our FLM scheme shows good agreement with numerical results. As reported in the text, in CTQW, a strong delocalization exists for low system relaxation time.

Besides studying unitary quantum evolution, many scholars have studied decoherence and dissipation in quantum walks \cite{9, 22–26}. Introduction of multi-coin walks leads to dissipation \cite{9}. Others have considered decoherence introduced by measurements on the vertices of a graph \cite{25}. Alternatively, some have considered decoherence on the particle, coin, or both \cite{26}. Kendon and Tregenna \cite{25} have shown decoherence to be a useful facet in quantum evolution. As the walker is an otherwise isolated system, decoherence is introduced as the action of certain measurements on the system in an operational setting \cite{27}. Understanding mixing time under such modeling is an active area of research \cite{28, 29}. On the other hand, by using the concept of quantum stochastic walks \cite{30}, decoherence in CTQWs has been explored by Garnerone \cite{31} using Lindbald-type master equations. Romanelli \cite{22} split the evolution into two parts, one contributing to the Markovian process, while the other part to the interference responsible for unitary evolution. A novel way of studying thermodynamics has been introduced and followed in Refs. \cite{23, 24} by varying the contribution due to the interference factor. Candeloro et al. \cite{32} have used quadratic perturbation in the Hamiltonian to study CTQW. However, we are interested in a more fundamental aspect of decoherence - as a first-principle result rather than one of a phenomenological origin. Such a theory should reproduce quantum results under proper limits as desired, besides attempting to explain nonequilibrium behavior.

By introducing some super-operators with anti-commutation relations invoking dissipation in the system, resulting in a phenomenological origin of the entropy generation process \cite{33}. Consequently, a theory of thermodynamic evolution of quantum states through modeling at different levels of description to arrive at the equation of motion has been in vogue \cite{34, 35}. Theories belonging to this category can be classified as a general equation for the nonequilibrium reversible-irreversible coupling (GENERIC). In this setup, microscopic details of the fundamental structure are ignored in favor of
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macroscopic dynamics. As a consequence, the constraints become global invariants of motion. The GENERIC theory essentially lacks a local description, which can be modeled using a metric-dependent relaxation parameter [36], and a concept of equilibrium to drive the system. Let us consider global and local equilibriums in the Lyapunov sense [37]. We find an evolution-trajectory in the state space characterized by maximization of the entropy production rate under the constraint of invariants of the motion [38–48]. In addition to this, consider the second law of thermodynamics: the existence of a unique globally stable state to satisfy the second law requirement [49] (A rich review of literature in this domain is compiled in the Ref. [50]). The unitary trajectories described by Schrödinger type evolution form limit cycles in this notion [51]. As a result, states that belong to the quantum mechanical evolution are extrema of the set containing all such states considered in the description. This description also requires the identification of the density matrix as a valid state operator and \( \rho^2 = \rho \) to be the defining feature of pure QM limit cycles. In the case of a qubit, the rest of the \( \text{tr}(\rho^2) \leq 1 \) states thus fill up the entire Bloch-sphere and represent the state space available for non-linear evolution.

The steepest entropy ascent (SEA) dynamics framework finds its roots in the first-principle approach to understand “spontaneous decoherence”. Moreover, the SEA formalism can be extended to other disciplines of studying non-linear evolution of a more general kind [52]. In follow-up work, under similar kinematic considerations, the mathematical equivalence between the non-linear contribution due to GENERIC and SEA has been drawn by Montefusco et al. [53]. While working in a far-off equilibrium situation, defining temperature becomes troublesome, as the temperature is defined using steady states. The concept of hypoequilibrium as invoked in Refs. [54, 55] seems to serve this purpose. In this SEA theory, we wish to solve for the continuous-time quantum walker and analyze the solution.

In a nutshell, quantum walks can be useful with decoherence. This decoherence is usually modeled through measurements performed at each walk instance, and the walker state mixes according to some rule. However, when a first-principle approach (SEA type dynamics) involving a local description and an entropy non-decrease postulate is considered to study the relaxation of a system subject to initial perturbation, decoherence results without external interaction. We consider a single quantum walker walking on a cycle of \( N \) nodes in continuous time, whose evolution is guided by the SEA formalism. Its solution can be applied to any time-independent Hamiltonian containing a single particle. We show that the time-dependent relaxation dynamics characterize this evolution. Under such a scenario, both SEA and unitary dynamics can be recovered. Section II introduces the readers to preliminary physical ideas. Here we discuss the basics of the continuous-time quantum walk and the building blocks of the SEA principle to keep the paper self-contained. In section III, we first derive an approximate analytical solution. As the SEA equation of motion (EoM) (equation (8) below) is highly non-linear, it is difficult to solve analytically [43, 46], and we resort to numerical solutions. This limits our ability to understand the dynamics analytically. Interestingly though, as shown below in section III A, considering a fixed Lagrange’s multiplier (FLM) approach eases the inherent non-linearity of the EoM, making the solution analytically tractable. As an application of this, we solve for a two-level system: qubit, which closely agrees with the exact result [43] present in the literature. In the second part of section III, we solve for the \( N \) level system- a quantum walker and show plots of the solutions followed by our analysis. We have delegated detailed derivations to the appendices to preserve the flow of this paper. In some cases, the readers are requested to go through the references provided. In section IV, we discuss the importance of our result and conclude by pondering further questions that have come up through this work. The appendices are structured as follows- in Appendix A, we have provided the geometric interpretation of SEA evolution. We have shown how the SEA EoM is derived using the variational principle. In the following Appendix B, we derive the expressions for Lagrange multipliers and provide the complete SEA equation of motion. Appendix C contains comments on relaxation time, and in Appendix D, we have computed the Lagrange multipliers for the CTQW.

II. THEORETICAL PRELIMINARIES

Consider a quantum walker walking on some undirected graph \( \mathcal{G} \) with \( N \) vertices, vertex, and edge set as \( \mathcal{V} \), and \( \mathcal{E} \) respectively. \( \mathcal{G} \) has no double edge or self-loops. The adjacency matrix \( A \) of \( \mathcal{G} \) can be defined as follows,

\[
A : a_{ij} = \begin{cases} 
1 & \text{if } e_{ij} \in \mathcal{E} \\
0 & \text{otherwise}.
\end{cases}
\]

Thereafter, we can define the Laplacian \( L \) of \( \mathcal{G} \) as [4, 56],

\[
L = D - A,
\]

\( D \) is diagonal and has an entry as the degree of the \( i \)th vertex, \( d_i \). We associate a hopping probability \( \mu_{ij} \) with the probability of transition between two adjacent vertices \( (v_i, v_j) \) per unit time. Considering uniform transition rates \( \mu_{ij} = \mu \), for the unitary continuous-time quantum walker we can write [4, 13, 25],

\[
\frac{d|\Psi\rangle}{dt} = -i\frac{\hbar}{\mu} L |\Psi\rangle.
\]  

(1)

In the equation (1), the quantity \( \mu L \) is identified as the Hamiltonian \( \mathcal{H} \) of the CTQW. The solution to equation (1) is read as,

\[
|\Psi(t)\rangle = \exp(-i\mu L t) |\Psi(0)\rangle \equiv U(t) |\Psi(0)\rangle \equiv U_t |\Psi(0)\rangle,
\]

(2)
where, $|\Psi(0)\rangle$ is the initial state of the walk, and $\hbar = 1$. In terms of density matrix $\rho$, we can write equation (2) as,

$$\rho^t = U_t \rho^0 U_t^\dagger,$$  \hspace{1cm} (3)

implying that the quantum state of the walker undergoes unitary rotation in the state space as the walker exhibits CTQW.

Steepest entropy ascent motion talks about the relaxation of a system away from equilibrium. The interested readers are directed towards Refs. [49, 52, 54, 57] for a detailed understanding of SEA dynamics. Here, we explore the observed results while delegating a basic introduction to Appendix A, where the derivation of the SEA EoM is done in brief. In the SEA evolution, the dynamical equation can be written in the general Ginzburg-Landau form [54] as under,

$$\frac{d\rho}{dt} = -i[\mathcal{H}, \rho] + \frac{1}{\tau}[\mathcal{D}, \rho].$$  \hspace{1cm} (4)

Where $\{\cdot, \cdot\}$ represents anti-commutator, $\tau$ relaxation time, and $\mathcal{D}$ is related to dissipation, the non-unitary part of the evolution. In the SEA formalism, the state operator $\gamma \equiv |\gamma\rangle$ is an element of linear manifold $\mathcal{L}$, a state-space in Hilbert space $\mathcal{H}$, with a symmetric inner product $(A | B) = \text{Tr}(A^\dagger B + B^\dagger A)/2$ [52]. To maintain a positive $\rho$ for all times of SEA motion, the squared root of $\rho$ is considered the state operator and is computed using spectral theorem [36], $\rho = \gamma \gamma^\dagger$. Let the set $\{C_i(\gamma)\}$ contain operators denoting various conservation quantities to be dealt as constraints of motion, such as energy ($\mathcal{H}$), number of particles ($\mathcal{N}$), etc. The functional derivative of $C_i$ is denoted by $|\Psi_i\rangle = |\delta C_i(\gamma)/\delta\gamma\rangle$. Similarly, the entropy functional is $(k \equiv k_B$, Boltzmann’s constant),

$$S = -k \text{Tr}(\rho \ln(\rho)),$$

and its functional derivative is $|\Phi\rangle = |\delta S(\gamma)/\delta\gamma\rangle$ [52, 57]. The constraint of entropy non-decrease and conservation of $C_i$ can be expressed as,

$$\frac{dS}{dt} = \Pi_S \text{ with } \Pi_S = (\Phi | \Pi_\gamma) \geq 0, \hspace{1cm} (5)$$

$$\frac{dC_i}{dt} = \Pi_{C_i} \text{ with } \Pi_{C_i} = (\Psi_i | \Pi_\gamma) = 0. \hspace{1cm} (6)$$

Using the above constraint equation, and by applying Lagrange’s multiplier method, the SEA rate of change of state operator, $\frac{d\rho}{dt} = \Pi_\gamma$ is given below,

$$|\Pi_\gamma\rangle = \mathcal{L} \left| \Phi - \sum_i \beta_i |\Psi_i\rangle \right\rangle.$$  \hspace{1cm} (7)

Where the metric associated with the manifold $\mathcal{L}$, $\bar{G}(\gamma)$ appears as $\mathcal{L} = \frac{1}{2} \bar{G}(\gamma)^{-1}$ [52]. This can be re-written in terms of $\rho$ (see Appendix A for details) for a uniform (Fisher) metric as,

$$\frac{d\rho}{dt} = -\frac{1}{\tau} \left[ \rho \ln(\rho) + \frac{1}{2} \sum_i (\beta_i |C_i(\rho)|) \right] - i[\mathcal{H}, \rho].$$  \hspace{1cm} (8)

On comparing with equation (4), we can write $\{\mathcal{D}, \rho\} = -[k \rho \ln(\rho) + \frac{1}{2} \sum_i (\beta_i |C_i(\rho)|)]$. Choosing $\tau, \beta_i$ as Lagrange’s multipliers, the full SEA evolution, including the expressions for the $\beta_i$’s, can be written in the following compact form conveying all the necessary information (see Appendix B).

$$\frac{d\rho}{dt} + i[\mathcal{H}, \rho] =$$

$$\begin{vmatrix}
\rho \ln(\rho) & \frac{1}{2} |C_1(\rho)| & \frac{1}{2} |C_2(\rho)| & \frac{1}{2} |C_3(\rho)| \\
\text{Tr}(\Psi_1 \ln(\rho)) & \text{Tr}(\rho C_1^\dagger C_1) & \text{Tr}(\rho C_2^\dagger C_2) & \text{Tr}(\rho C_3^\dagger C_3) \\
\text{Tr}(\Psi_2 \ln(\rho)) & \text{Tr}(\rho C_1^\dagger C_2) & \text{Tr}(\rho C_2^\dagger C_1) & \text{Tr}(\rho C_3^\dagger C_2) \\
\text{Tr}(\Psi_3 \ln(\rho)) & \text{Tr}(\rho C_1^\dagger C_3) & \text{Tr}(\rho C_2^\dagger C_3) & \text{Tr}(\rho C_3^\dagger C_1)
\end{vmatrix}$$

$$\frac{1}{\tau} \begin{vmatrix}
\text{Tr}(\Psi_1 \ln(\rho)) & \text{Tr}(\rho C_1^\dagger C_1) & \text{Tr}(\rho C_2^\dagger C_2) & \text{Tr}(\rho C_3^\dagger C_3) \\
\text{Tr}(\rho C_1^\dagger C_2) & \text{Tr}(\rho C_2^\dagger C_1) & \text{Tr}(\rho C_2^\dagger C_2) & \text{Tr}(\rho C_3^\dagger C_3) \\
\text{Tr}(\rho C_1^\dagger C_3) & \text{Tr}(\rho C_2^\dagger C_3) & \text{Tr}(\rho C_3^\dagger C_2) & \text{Tr}(\rho C_3^\dagger C_3)
\end{vmatrix}$$  \hspace{1cm} (9)

To solve for CTQW, we identify $C_3$ with $\mu L$, and use probability conservation ($C_1 = 1$). We do not need $C_3$ for a single walker; the number operator becomes redundant. Hence,

$$\mathcal{D} = -[k \rho \ln(\rho) - \beta_1 |I| + \beta_H \mu L].$$  \hspace{1cm} (10)

Substituting this expression for $\mathcal{D}$ in equation (4), we solve for $\rho$. Interestingly, we note that equation (8) is free of $\gamma$, making it a deterministic process[51].

### III. APPROXIMATE ANALYTICAL SOLUTIONS OF THE FULL SEA EVOLUTION

#### A. Single particle case (arbitrary dimension)

In this section, we intend to solve equation (8) for a single particle in arbitrary dimensions under a given Hamiltonian $\mathcal{H}$. The motion is constrained by the condition of entropy $S$ non-decrease, along with conservation of quantities $C_i$ such as energy, probability, etc. These conditions are introduced via Lagrange multipliers $\beta_i$’s in equation (8). These $\beta_i$’s are non-trivially dependent on $\rho$, which makes it difficult to solve equation (9) analytically with such non-linearity; therefore, we resort to numerical techniques. However, an approximate analytical solution can help us understand the essence of the general non-linear evolution.

In this work, we introduce the following approximation. We consider the $\beta_i’s$ (defined in equation (B2)) to be at their prefixed values, such as their initial or final values, and call this approximation fixed Lagrange’s
First we note that, a special class of evolution where a term appearing in the time derivative becomes zero, and subsequent computations, we exploit this 'diagonal property' of the respective matrices (they could be, if they can be simultaneously diagonalized with ρ). I was running out of symbols; any confusion due to this is regretted.

Before we proceed, certain comments are necessary. First we note \( \frac{d\rho^d}{dt} = -\frac{1}{2\tau} \left\{ \ln(\rho^d), \rho^d \right\} + \sum_i (-1)^i \beta_i \left( C^d_i, \rho^d \right) \]

\[ -i[\mathcal{H}^d, \rho^d]. \]

(11)

Note that, \( \mathcal{H}^d = U_t^{-1} \mathcal{H} U_t \), and \( C^d_i = U_t^{-1} C_i U_t \).

According to our assumption LHS of equation (11) is diagonal,

\[ \frac{d\lambda_i}{dt} = -\frac{1}{\tau} \left[ \lambda_i \ln(\lambda_i) - \beta_H \lambda_i + \beta_H \lambda_i \mathcal{H}^d \right]. \]

(12)

For diagonal density matrices, similarity transformation is identity, so we get,

\[ \frac{dp_i}{dt} = -\frac{1}{\tau} \left[ p_i \ln(p_i) - \beta_H p_i + \beta_H p_i \mathcal{H}_{ii} \right], \]

(13)

where \( p_i = |p^d_i| \). Both the equations (12), and (13) have a similar type of solution, namely that of almost identical non-linear ODE. Using standard techniques and FLM approximation, we arrive at the following expression,

\[ p_i(t) = \exp \left( \exp \left( w_i - \frac{t}{\tau} \right) + \beta_H - \beta_H \mathcal{H}_{ii} \right). \]

(14)

We have \( w_i = \ln(\ln(p^d_i) - \beta_H \mathcal{H}_{ii}) \), where \( p^d_i \) is the \( i \)th diagonal entry of initial \( \rho \). The solution produced above can be written in a straightforward form, identifying \( \eta^d_i = \beta_H \mathcal{H}_{ii} - \beta_i \), or for general cases as \( \sum_i (-1)^i \eta^d_i C^d_i \), \( \tilde{\eta}_i = e^{w_i} \), and \( \eta(t) \equiv \eta^d = \exp(-t/\tau) \), we get,

\[ p_i(t) \equiv p^d_i = \exp(\tilde{\eta}_i \eta^d - \eta^d_i). \]

(15)
And we find \( \hat{v}_i \) as,

\[
p_i(0) = p_i^0, \\
\exp(\hat{v}_i\eta_i^0 - \eta_i^c) = p_i^0, \\
\implies \hat{v}_i = \ln(p_i^0) + \eta_i^c.
\]

Hence, we can write \( \rho_t^d = \sum_i p_i^d |i\rangle\langle i| \). For a general initial state \( \rho_t = \mathbf{U}_t \rho U_t^{-1} \), whereas if we consider only diagonal \( \rho \)'s, we get \( \rho = \rho^d_t \). Including the Hamiltonian evolution, we get the following equation for uniform metric on the Bloch sphere, also known as Bloch sphere \([27]\).

\[
\rho = \mathbf{U}_t \rho \mathbf{U}_t^{-1} \exp(\hat{v}_i\eta_i^0 - \eta_i^c) \mathbf{U}_t^{-1} \mathbf{U}_t, \\
(16)
\]

where, \( \eta_i^d = (\ln(p_m^0) + \eta_m^d) e^{-1/r} = \hat{v}_i\eta_i^d \), and \( \eta_i^c_m = \sum_{m} (1)^i \beta_m \mathbf{C}^* \). So far, as we can see, equation \( (16) \) represents the evolution of \( \rho \)'s diagonal in the energy basis, except that it only considers the Fisher metric. We use this equation to understand spontaneous decoherence in the evolution of a walker performing CTQW (see equations, \( (1-3) \)). We consider the case of a two-level system and use equation \( (16) \) to observe its motion on the Bloch sphere. Despite the problem's simplicity, it is a sparsely explored area even within the community \([43, 49]\). A qubit evolution can help us understand some of the salient features of SEA dynamics. In this spirit, and for the sake of consistency in presentation, we explore the two-level system in detail to appreciate the results for the \( N \)-level system with relative ease.

**B. Case I - Two-level system: Qubit**

A general two-level quantum system can be represented by a qubit with two possible outcomes of a measurement, i.e., level 1: \( \{0\} \), and level 2: \( \{1\} \). The most general density matrix representing a qubit can be expressed in the following form,

\[
\rho = \frac{1}{2} (1 + \vec{r} \cdot \vec{\sigma}).
\]

Where \( \vec{\sigma} \) is the Pauli vector with components as Pauli matrices for a spin-\( \frac{1}{2} \) system, \( \vec{r} \) is the radial vector of a Riemann sphere, also known as Bloch sphere \([27]\).

The most general Hamiltonian acting on a point on this sphere can be written as \( \mathcal{H} = \left( \omega_0 I + \omega \hat{h} \cdot \vec{\sigma} \right) \), where \( \hat{h} \) is a unit vector along the axis of rotation due to \( \mathcal{H} \), and \( \hbar = 1 \). Eigenvalues of \( \mathcal{H} \) are \( h_{\pm} = \omega_0 \pm \omega \), \( \hbar = \left| \hat{h} \right| = 1 \), and \( 2\omega \) is the precession frequency of the state vector around \( \hat{h} \), \( \omega_0 \) is a constant = \( \frac{1}{2} \) tr(\( \mathcal{H} \)) \([43]\). FIG. 1 shows that the states are constrained to lie on the intersection of constant energy and isoentropic surfaces. The figure shows that on each isoentropic surface, the radius vector traces out the intersection of constant energy planes (perpendicular to \( \hat{h} \)) with the surface. We notice that to include mixed states in our description, \( \vec{r} \) has variable magnitude \( r \), and the maximally mixed state is represented by \( \vec{r} = 0 \). Considering \( \text{tr}(\rho^2) = R \), eigenvalues of \( \rho, \lambda_{\pm} = \frac{1}{2} (1 \pm r) \), we can see immediately,

\[
r = \sqrt{2R - 1},
\]

which further implies \( 0 \leq r \leq 1 \), for \( \frac{1}{2} \leq R \leq 1 \).

Using the eigenvalues \( \lambda_{\pm} \) we can write the entropy function as:

\[
S = -k \left[ \lambda_+ \ln(\lambda_+) + \lambda_- \ln(\lambda_-) \right], \\
= -k \left[ 1 + r \ln \left( 1 + \frac{1 + r}{2} \right) - \frac{1 + r}{2} \ln \left( 1 + \frac{1 + r}{2} \right) \right], \\
= -k \left[ \frac{1}{2} \ln \left( 1 - \frac{r^2}{4} \right) - \frac{kr}{2} \ln \left( \frac{1 + r}{1 - r} \right) \right].
\]

The isoentropic surfaces form concentric spheres, with entropy increasing as \( r \) decreases. Therefore, the main dissipative part of the dynamics will try to draw any state within and on the surface of the Bloch sphere toward its center, where a maximally mixed state with maximum entropy \( k \ln(2) \) resides. Since pure unitary dynamics is non-dissipative, it is required and customary to initially disturb (quench) a quantum mechanical state from the limit cycle of unitary evolution and then observe the system’s relaxation as time progresses. The maximally mixed state is the global equilibrium (\( \rho_{eq} \)) state for a completely isolated system. Thus, we quench the initial state (\( \rho^0 \)) as follows \([48]\),

\[
\rho = \varepsilon \rho^0 + (1 - \varepsilon) \rho_{eq},
\]

\[
\sum_i \lambda_i \langle \lambda_i \rangle = \sum_i \varepsilon \rho_i + (1 - \varepsilon) \frac{1}{N},
\]

If \( \rho^0 \) is diagonal, then

\[
\lambda^i = \varepsilon \lambda^0_i + (1 - \varepsilon) \frac{1}{N},
\]

FIG. 1: (Color online) A Bloch sphere representation of a qubit. The purple arrow denotes the vector \( \vec{r} \), while the green one \( \hat{h} \). The isoentropic concentric surfaces and the constant energy planes are labeled in the diagram.
where \( N = \text{tr}(I) \), which for this case is 2. \( \varepsilon \) is a variable parameter \( \in [0, 1] \), with zero value denoting the completely mixed state. Armed with all these and a Euclidean metric, we consider equation (12),

\[
\frac{d\lambda_\pm}{dt} = -\frac{1}{\tau} \left[ \lambda_\pm \ln(\lambda_\pm) + (\beta_H H^d_\pm - \beta_I)\lambda_\pm \right]
\]

\[\Rightarrow \dot{r} = \frac{1}{r} \left[ (1 \pm r) \ln\left(\frac{1 \pm r}{2}\right) + (\beta_H H^d_\pm - \beta_I) (1 \pm r) \right].\]

After that, we can write for the dissipative part of the motion as before,

\[
r^t = -1 + 2 \exp\left((\eta^t_+ - \eta^t_-)\right), \quad \text{for } \lambda_+, \text{ and}
\]

\[
r^t = 1 - 2 \exp\left((\eta^t_- - \eta^t_-)\right), \quad \text{for } \lambda_-.
\]

Thence,

\[
r^t = \left(\exp(\eta^t_+ - \eta^t_-) - \exp(\eta^t_- - \eta^t_-)\right), \quad (19)
\]

and also,

\[
\Rightarrow \lambda_\pm(t) = \exp(\eta^t_\pm - \eta^t_\pm).
\]

Where, \( \eta^t_\pm = \left(\ln(\lambda^t_\pm) + (\beta_H H^d_\pm - \beta_I)\right) e^{-\frac{t}{\tau}}, \) \( \lambda^t \) as in equation (18). The full evolution is given by,

\[
U_t \left[ \begin{array}{c} \exp(\eta^t_+ - \eta^t_-) \\ \exp(\eta^t_- - \eta^t_-) \end{array} \right] U^\dagger_t. \quad (20)
\]

This solution above in equation (20) works when we have Lagrange multipliers fixed using initial conditions i.e., FLM method. Otherwise, in general, \( \beta_i \)’s depend on time-dependent \( r \) and on constant \( r_\circ = \hat{h} \cdot \vec{r} \). Consequently, the above equation (19) needs to be solved numerically. For a detailed analysis, start from the differential equation given in the Appendix B, equation (B15).

Let us now understand the SEA approach through simple well-known, and well-studied physical conditions. We take \( \hat{h} = \hat{z} \), and focus on the states lying on the equatorial plane of the Bloch sphere, \( r_\circ = 0 \). \( \mathcal{H} \) in this scenario becomes \( \omega \sigma_z \), which is diagonal in the standard basis. Using the expression for \( \lambda^t \) provided in equation (18), we write down the \( \beta_i \)’s as (equations (B16), and (B17)),

\[
\beta_H = 0,
\]

\[
\beta_I = \frac{k}{2} \left[ \ln\left(\frac{1 - \varepsilon^2}{4}\right) + \varepsilon \ln\left(\frac{1 + \varepsilon}{1 - \varepsilon}\right) \right]. \quad (21)
\]

Let the initial \( \rho \) be \( a|0\rangle\langle 0| + b|1\rangle\langle 1| \). Then radius \( r^t \) after quenching is \( r^t = \varepsilon r = \varepsilon |a - b| \). We get, \( \eta^t_\pm = \left(\ln(\frac{1 \pm \varepsilon}{2}) - \beta_I\right) e^{-\frac{t}{\tau}}, \) and \( \eta^t_\pm = \beta_I \). And finally, the evolution equation becomes,

\[
r^t = \left(e^{\theta^t_+} - e^{\theta^t_-}\right), \quad (22)
\]

where, \( \theta^t_\pm = \eta^t_\pm - \eta_\pm. \) For \( \omega = 5, \) and \( \varepsilon = 0.999 \),

\[4 \text{ just an arbitrary number close to one.}\]

we graphically show the evolution of \( r^t \) in FIG. 2. As evident from the form of the general dynamical equation (4), \( \tau \) acts as modulating factor, where high \( \tau \) results in a smaller dissipation contribution. Trivial mathematical interpretations aside, system relaxation time \( \tau \) behavior is inversely related to the entropy production rate. After the system goes through a quenching process, it relaxes and could either thermalize or localize. This behavior is dependent mainly on the speed at which this happens. Higher \( \tau \) implies slower relaxation, while as commented in literature, lower positive values of \( \tau \) result in the steepest ascent of entropy, as we see in FIG. 3. In the expression of \( \eta \) equation (14), the exponent has \( \left(\frac{\omega}{\tau}\right) \) dependence, which implies in \( \frac{\omega}{\tau} << 1 \) we will have a non-dissipative feature, and at larger times we will have the desired dissipation.

From the FIG. 2 we see higher \( \tau \) valued states will have more delayed and gradual relaxation. To corroborate our results with the existing ones in the literature, we consult the solution provided in Ref. [43, equation (19)](GPB), reproduced below:

\[
r^t = \tanh\left(\frac{1}{2} \exp\left(-\frac{t}{\tau}\right) \ln\left(\frac{1 + \varepsilon}{1 - \varepsilon}\right)\right). \quad (23)
\]

Finally, we have plotted the numerical solution (NUM) of equation (8). We can see that the GPB solution matches the NUM results. FLM values, on the other hand, lie somewhat close, yet the initial and final agreements between FLM and GPB/NUM are intriguing, given that FLM is an approximation. Depending on the \( \beta_i \) considered, FLM can be fine-tuned. If we fix \( \beta_i \) at initial values, FLM better represents far from equilibrium behavior and equilibrium behavior FIG. 2. However, FLM tuned us-
FIG. 3: (Color online) (a) The spiraling trajectory of the state operator in the equatorial plane of the Bloch sphere, as viewed from its North pole after $t = 30$. Different $\tau$ values show the difference between each trajectory. (b) Evolution of states after $t = 30$, on the surface of revolution generated from the entropy functional expression. The legend demarks the $\tau$ values considered for this plot. The case with $\tau = 400$ corresponds to the case with $\varepsilon = 0.5$, while the rest of the cases have $\varepsilon = 0.999$. Lower $\tau$ states rise faster, and the lowest has the steepest ascent.

FIG. 4: (Color online) A schematic depiction of a qubit state’s general energy dissipative evolution (purple spiral in the online colored version). This schematic is for high $\tau$ values; for low values of the same, the trajectory will follow a straighter path, as indicated in Ref. [58], which will also be the steepest ascent.

As done in the previous sub-section, we can very well use a Bloch vector representation for $d = N$ dimensional qudit state space as a $\mathbb{R}^{N^2-1}$ dimensional ball[59–63], with a unit vector $\mathbf{r}$ associated with the space. We write $\rho$ as[63],

$$\rho = \frac{1}{N} \left( I + \sqrt{\frac{N(N - 1)}{2}} \mathbf{r} \cdot \mathbf{\bar{\Gamma}} \right). \quad (24)$$

Where $\mathbf{\bar{\Gamma}}$ is a Pauli type generalization in $N$ dimension, comprising of generators of $SU(N)$ along with the identity operator $I[61]$. Yet this is not a trivial generalization of the familiar Bloch sphere representation because in dimensions $N \geq 3$, the expression (24) doesn’t offer a bijective mapping like the qubit case. In the qubit scenario, each point on and inside the Bloch sphere has a one-to-one correspondence with a physical state, referring to a semi-positive density matrix with unit trace. We sometimes get non-physical results (holes) in the generalized...
exponentially. The radius of this generalized Bloch sphere is given by \( r = \sqrt{\frac{N}{N-1}}(R - \frac{1}{N}) \) \[62\], where \( R = \text{tr}(\rho^2) \).

The usual probability distribution computed from equation (3) for a walker performing CTQW on a ring of \( N = 100 \) nodes after some time \( t = 10 \) is shown in FIG. 5, which is similar to CTQW walk distribution on a line for a short time and large \( N \). For simplicity, we have considered \( \mu = 1 \) \[13\], which means an unbiased transition to any adjacent vertex in an undirected graph \( G \) with no loops \[6\]. The density matrix of the walker at any time can be described using the standard basis as

\[
\rho^t = \sum_i p_i^t |i)(i|, \tag{25}
\]

where \( p_i^t \) is the probability of finding the walker on a node (vertex) \( i \) after some time \( t \) since the walk was initiated.

As we have already described, the laplacian of \( G \) can be expressed as

\[
L = D - A = \sum_{ij} (d_i \delta_{ij} |i)(j| - E_{ij} (|i)(j| + |j)(i|)), \tag{26}
\]

\footnote{It is to be noted while we find probability distributions such as this at some time \( t \), they are not the same for the discrete and continuous case. In the continuous case, we have transition amplitudes per unit time \( (\mu) \), and we consider probabilities at some instance post-initiation. These instances can be recorded as \textit{steps}. Wherein for the discrete case, a coin operation followed by a swap operation constitutes a \textit{step}.}

\footnote{In the FIG. 5, we have only shown the nodes up to which the walker has spread after \( t=10 \); it does not show all nodes.}

where \( E_{ij} = 1 \) when there is an edge element \( e_{ij} \in E \), and zero otherwise. We notice from the Hamiltonian presented in the standard basis; the diagonal elements are simply the degree matrix entries, \( H^t_{ii} = \mu d_i \), \( d_i \) is the degree at the vertex \( v_i \). So in the case of these walks, using the computation of \( \beta_i \) carried out in Appendix D, the equation (16) becomes,

\[
\rho^t = \exp(-i\mathcal{H}t) \left( \sum_m \exp(\eta_m^t - \eta_m^c) \mathbb{P}_m \right) \exp(i\mathcal{H}t), \tag{27}
\]

where, \( \eta_m^t = (\ln(p_m^0 + \eta_m^c) e^{-t/\tau} = \tilde{\epsilon}_m \mathcal{H}, \) and \( \eta_m^c = \mu \beta_H d_i - \beta_I, \) and \( \mathbb{P}_m \) is the projection operator as before. \( p_m^0 \) is found using equation (18). We use the predefined parameters to model the walk to understand what is happening and whether the solution (27) is meaningful. A cycle graph \( C_N \) being 2-regular, has the following Hamiltonian in the standard basis,

\[
\mathcal{H} = \sum_i \left(2 |i)(i| - E_{i,i} (|i)(i| + |i)(i|)\right), \tag{28}
\]

where \( i = i \mod N + 1 \). Using this \( \mathcal{H} \), and the equilibrium distribution \( \rho_n \), we get from equation (D1) the limiting \( \beta_i \) values which we use for CTQW (here we are interested in the equilibrium behavior),

\[
\beta_H = 0, \quad \beta_I = -\ln(N), \tag{29}
\]

where \( k = 1 \). In FIG 6, we plot the variation of \( \beta_I \) for two different \( N \) values of 50 and 30, respectively. We numerically solve the equation (8) and use the \( \rho \) thus produced.
at each iteration to compute $\beta_i$’s as defined in Appendix B. This plot suggests that $\beta_t$ assumes a final value dependent on $N$ and the mean energy. Consider the red and black lines, for instance. As time progresses, we see that they merge towards a fixed value which is given by equation (29), suggesting that even though there is an initial dependence on $\varepsilon$, as equilibrium approaches, all of the $\beta_t$’s assume same value. Considering the initial $\beta_i$ in FLM will be prudent if one wishes to study the behavior far from equilibrium. Otherwise, fixing the multipliers at an equilibrium distribution to use for FLM will faithfully represent equilibrium behavior. The $\beta_H$ plot is shown by the $y = 0$ line in the graph, which remains constant in this case. The variation in $\beta_t$ lies within a single order of magnitude and does not reflect a strong difference in probability amplitudes, as seen in FIG. 7. Using appropriate $\tau$ values, we get the probability distributions as plotted in FIG. 7. Here it is not easy to discern between results from the FLM (solid lines) and those from the numerical solution of the equation (8). The typical values of probability amplitudes lie within the order of $10^{-2}$ as seen in the plot. From our numerical computation, we’ve estimated the difference with FLM results, which is of the order $10^{-4}$ for low $\tau$, and of the order $10^{-3}$ for high $\tau$s. We see, for the distributions considered after $t = 20$, a similarity in the behavior of probability amplitudes, as seen in FIG. 7. Using appropriate $\tau$ values, we get the probability distributions as plotted in FIG. 7. Here it is not easy to discern between full numerical (NUM in the plot) and FLM start (FIG. 9(b)). As we observe later, slight disagreements in FIG.s 9, 10. As the average energy remains constant throughout the walk (FIG. 9(a)), we see entropy increasing monotonically and saturating at the maximum value (FIG. 9(b)). As we observe later, slight disagreements between full numerical (NUM in the plot) and FLM start appearing (blue dotted and green solid line in the plot). In this panel, we also see that almost instantaneously, the lowest $\tau$ valued line (black and gray colored ones in the plot) reaches maximum entropy. To see the corresponding rate of change of $S$, we go to FIG. 10(a), where emerges as in FIGs 2, 3(a). Higher $\tau$ or states closer to unitary states tend to relax slower. For low enough $\tau$, the rapid relaxation of the system is observed in FIG. 7, and all initial information is lost. On the other hand, high $\tau$ states having lesser entropy generation rates drive the system toward unitary-like behavior. This can also be understood in terms of localization and delocalization of the walker. The probability distribution for the case of $\tau = 0.2$ in FIG. 7 shows strong delocalisation. While in the same figure, because of $\tau = 50.11, 100.02$, and $t = 0 < \tau$, we can say decoherence is yet to set in. That is, it displays linear behavior. As understood so far, low $\tau$ results in more non-linear behavior. But how low? Unfortunately, the answer to such a question remains elusive [45]. Yet, we can try to identify such low $\tau$ domains of high entropy generation by plotting the rate of entropy generation $\Pi_S$ (A7) against $\tau$ and $\varepsilon$ values as given in FIG. 8 for a CTQW with $N = 50$. The leading contribution in determining $\Pi_S$ comes from $\tau$; one can confirm from FIG. 8 that higher relaxation time represents almost zero entropy generation agreeing with our previous results. Lower $\tau$ states produce higher $\Pi_S$ values early on, as seen in FIG. 8(a), which is a typical SEA behavior. Also, as time progresses, these highest $\Pi_S$ states (bounded by cyan line in the plots) start moving up along the right side of the diagram as in FIG. 8(b). At a later time, only large $\tau$ valued states are yet to equilibrate, resulting in a change in entropy. Note that the quantity $\varepsilon$ by construction represents how pure the initial state is. So it is expected for a state with low $\varepsilon$ to reach equilibrium (that is, a noisy state becomes noisier) rather fast. Yet, the entropy production may not be maximum in those cases, as seen in FIG. 8. States relatively close to the pure states show maximum entropy production rate under SEA evolution (the deep purple shaded contours in the diagram). This behavior should be attributed to the fact that in the Bloch sphere representation, the low entropic states lying far away from equilibrium have to go through a greater change in entropy while equilibrating. Thus, their low information content accounts for a low entropy generation rate despite noisy channels becoming noisier.

We also run some consistency checks to validate our FLM results against numerical solutions of equation (9), such as computing average energy (FIG. 9(a)), plotting entropy vs. time (FIG. 9(b)), and entropy generation rate vs. time as shown in FIG. 10. As before, we see a good agreement between the numerical and FLM results in FIG.s 9, 10. As the average energy remains constant throughout the walk (FIG. 9(a)), we see entropy increasing monotonically and saturating at the maximum value (FIG. 9(b)). As we observe later, slight disagreements between full numerical (NUM in the plot) and FLM start appearing (blue dotted and green solid line in the plot). In this panel, we also see that almost instantaneously, the lowest $\tau$ valued line (black and gray colored ones in the plot) reaches maximum entropy. To see the corresponding rate of change of $S$, we go to FIG. 10(a), where
we see within $t < 0.1$ the graph peaks around the value 32, which is twice the order of magnitude higher in other high $\tau$ cases FIG. 10(b). This supports the SEA ansatz that the steepest entropic path is also the one with maximum entropy production rate. And this happens at low $\tau$ values. Also, as noticed in FIG. 2, as $\tau$ increases, we see differences between FLM and NUM results.

IV. DISCUSSIONS AND CONCLUSION

Let us recapitulate what we have presented here. Our goal was to find spontaneously dissipative solutions to a continuous-time quantum walker (CTQW). In search of a suitable theory to characterize such dissipation, we arrive at the nonequilibrium thermodynamics propagated by Beretta and his co-workers under the name steepest entropy ascent (SEA) ansatz or local-SEA (LSEA) [49]. This theory entails a local description of the system and arrives at non-linear dynamics without invoking
a heat bath or phenomenological tools such as presented by GENERIC dynamics. While these two approaches remain seemingly different in concept and application, in reality, it is not the case [53]. Hence, we choose SEA dynamics to govern dissipation in our CTQW system. The SEA principle can also be termed the fourth law of thermodynamics [50], which guarantees a unique global stable state with maximum entropy and all other states to be non-stable, meta-stable, or limit cycles. The SEA ansatz describes motion towards such a stable state under the local maximum entropy production principle by respecting the conservation laws. In that spirit, this work is a study of a single-particle quantum system as a consequence of the fourth law of thermodynamics.

The non-linearity introduced in the general EoM of the SEA evolution renders any analytical attempt at a general solution highly difficult. Various special cases have been considered in literature till now. Herein, we provide a different approach by considering fixed Lagrange’s multipliers (FLM) throughout the evolution under SEA within a good approximation of the numerical results. We have arrived at a solution that can be applied to varied cases. Our first example is a qubit. Despite being a simple system, it has been sparsely discussed in the SEA literature; we expound on that here. We have re-derived the solutions from our general equation (8) using FLM on a Bloch sphere. From the magnitude of the Bloch vector vs. time plot, we see the effect of SEA dynamics in FIG. 2. We observe a strong dependence of dissipation on the system’s intrinsic relaxation time \( \tau \). High \( \tau \) meant if \( t \ll \tau \), the system is yet to relax, and unitary dynamics dominate the evolution, resulting in the quantum limit of the SEA dynamics. On the other extreme, for small but positive \( \tau \), there is a rapid ascent towards the maximally mixed state, which is evident in the equatorial plot of FIG. 3(a). As the entropy generation rate is inversely related to \( \tau \), this is also the domain of maximum entropy production. Here the system relaxes effectively instantaneously. Our approximate analytical results using FLM is an approximate result that agrees with the existing result due to Beretta [43] (GPB lines). The difference between GPB and FLM results in FIG. 2 originates from fixing multipliers. Although it is an approximate result, FLM works satisfactorily for two-level systems and \( d \)-level ones. FLM shows the agreement in FIG. 2, giving us confidence in our approach.

We consider a similar analysis for SEA on a single CTQW, which is an \( N \)-level extension of the qubit case. In FIG. 7 we compare our FLM results with the full numerical solution and find good agreement. We also plot the rate of entropy generation against \( \varepsilon \) and \( \tau \) and map the plot with contours. Low \( \tau \) and high \( \varepsilon \) cases showed a high rate of entropy generating contours, as seen in FIG. 8. We identify such regions of \( \tau - \varepsilon \) where SEA dynamics dominate (see insets of FIG. 8(a), and 8(b)). These are the states residing near the \( \text{tr}(\rho^2) = 1 \) showing maximum entropy generation in this figure. However, these marked domains in FIG. 8 change with time, as different \( \tau \) values activate \( \Pi_S \) at different times, as seen in FIG. 10. So, the goal of estimating a lower bound on \( \tau \) has turned into a time-dependent problem. That is, for initial times, look at low \( \tau \) for max entropy generation, and at later times look towards higher \( \tau \) values. The agreement between FLM and numerical results continues to hold even when we compare average energy, entropy, and entropy growth over time in FIG.s 9, and 10. This shows the robustness of the FLM approach against various conditions.

Kendon and Tregenna [25] found decoherence to be helpful in quantum walks in their famous work. They introduced decoherence via weak measurements on each
vertex. Instead, here, we do that via the SEA framework. We find that decoherence is useful in quantum walks. However, it can also be useful when the relaxation time of the system is short as it facilitates mixing. This paper shows that SEA with FLM can be used in many scenarios. This work raises further questions regarding the effect on QW’s mixing time under such SEA dynamics. One may venture into the multi-walker case from here and seek to study various separability criteria that may be exploited.
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Appendix A: Derivation of SEA EoM

Here in this appendix, we sketch the basic derivation of the SEA equation of motion (EOM); by no means this is a complete formulation of what SEA pertains to (see the Refs in the main text for that purpose), but rather a guide to what is usually done.

The state operator γ’s rate of change follows the given equation [57]:

\[ \dot{\gamma} = \dot{\gamma}_H + \dot{\gamma}_D, \]  

(A1)

Where \( \dot{\gamma}_H \) represents evolution under purely Hamiltonian considerations and \( \dot{\gamma}_D \) represents the same due to dissipation. While \( \dot{\gamma}_H \) can be written using Schrödinger’s equation, the other component requires SEA formalism. Having defined the gradients in the main text (see equations (5,6)), we can associate the following geometrical notion to this motion. Let’s consider the diagram. To fix the norm of the rate of change of \( \gamma \), we get using equation (7) along with the equation (A2), \( \frac{dt}{\delta \gamma} = \hat{\epsilon} \), which defines a circle in the orthogonal plane, shown dotted in the diagram [52].

Thus, we have one more constraint. Returning to the derivation, we can write the constraints using Lagrange multipliers in the following form,

\[ Y = \Pi_S - \sum_i \beta_i |\Psi_i\rangle - \frac{\tau}{2} \left\langle \Pi_{\gamma} \right| \hat{G}(\gamma) \left| \Pi_{\gamma} \right\rangle, \]  

(A3)

\( \beta_i \) and \( \tau/2 \) are Lagrange multipliers independent of \( \Pi_{\gamma} \). The above equation can be reshaped using equations (5) and (6) and then on taking the functional derivative of \( Y \) with respect to \( \Pi_{\gamma} \) we get,

\[ \frac{\delta Y}{\delta \Pi_{\gamma}} = |\Phi\rangle - \sum_i \beta_i |\Psi_i\rangle - \tau \hat{G}(\gamma) |\Pi_{\gamma}\rangle. \]  

(A4)

And the equation of motion for \( \gamma \), \( \dot{\gamma}_D \) to be precise, i.e., equation (7) of the main text is found setting \( \frac{\delta Y}{\delta \gamma} = 0 \) as shown below.

\[ |\Pi_{\gamma}\rangle = \mathcal{L} \left( \Phi - \sum_i \beta_i \Psi_i \right). \]  

(A5)

\( \mathcal{L} \) is given by \( \frac{1}{\tau} \hat{G}(\gamma)^{-1} \), and it behaves as a superoperator with the properties \( \mathcal{L}(A)B = \mathcal{L}(AB) \), and \( (\mathcal{L}(A))^\dagger = A^\dagger \mathcal{L} \). For the purpose of our problem, we use \( \mathcal{L} = -\frac{1}{4\kappa} I \) (I the Fisher metric, k to counter the k in entropy, and 4 for scaling). To derive equation (8), we begin by using the following relation for dissipative motion

\[ \frac{d\rho_D}{dt} = \Pi_{\gamma} \gamma^\dagger + \gamma \Pi_{\gamma}^\dagger = \dot{\gamma}_D \gamma^\dagger + \gamma \dot{\gamma}_D^\dagger. \]

We get using equation (7) along with the equation above, together with the definitions- |Φ⟩ = |δS(γ)/δγ⟩ =
\[-2k(\ln(\gamma^\dagger + 1)\gamma)\text{ and }|\Psi_i\rangle = |\delta C_4(\gamma)/\delta_\gamma\rangle = |2C_4\gamma\rangle,\text{ to get the following expression for the dissipative part of the dynamics,}\]

\[
\Pi_\gamma = -2\mathcal{L}\left[k\ln(\gamma^\dagger + 1)\gamma + \sum_i \tilde{\beta}_i C_i \gamma \right],
\]

Using \(\frac{d\rho}{dt} = \Pi_\gamma + \gamma \Pi_\gamma^\dagger\),

\[
\frac{d\rho}{dt} = -2\left[k\mathcal{L}(\ln(\rho^\dagger))\gamma^\dagger + \sum_i \tilde{\beta}_i \mathcal{L}(C_i) \gamma^\dagger + k\mathcal{L}\gamma^\dagger + k\gamma^\dagger \mathcal{L} + k\gamma^\dagger \ln(\gamma^\dagger)\mathcal{L} + \sum_i \tilde{\beta}_i \gamma^\dagger C_i \mathcal{L}\right].
\]

Identifying \(\gamma^\dagger = \rho\), we can rearrange the RHS of the last statement of the above equation to get the following one,

\[
\frac{d\rho}{dt} = -2\left[k\mathcal{L}(\ln(\rho)),\rho\right] + \sum_i \tilde{\beta}_i \mathcal{L}(C_i),\rho\right]. \tag{A6}
\]

Similarly, using Schrödinger equation, we find

\[
\gamma_H = -\frac{i}{\hbar}\mathcal{H}\gamma,
\]

Now, using \(\rho = \gamma^\dagger + \gamma^\dagger,\ h = 1,\) and equations (A1,A6), we get the equation (4.8) of the main text.

A useful term in our analysis is \(\Pi_S\), the entropy generation rate functional from equation (5). It is given by,

\[
\Pi_S = -k\frac{d\text{tr}(\rho \ln(\rho))}{dt},
\]

\[
= -k \text{tr}\left((\ln(\rho) + 1)\frac{d\rho}{dt}\right) \tag{A7'}
\]

\[
= 2k^2 \text{tr}\{(\ln(\rho) + 1)\mathcal{L}(\ln(\rho),\rho)\}
+ 2k^2 \sum_i (-1)^i \beta_i \text{tr}(\ln(\rho) + 1)\mathcal{L}(C_i, \rho)\right).
\]

The \(\beta_i\) is scaled in the above equation (see equations (B11-B13) below). Using \(\mathcal{L} = \frac{1}{4k^2}\), we get,

\[
\Pi_S = \frac{k}{2}\left(\text{tr}(\ln(\rho) + 1)\{\ln(\rho),\rho\})
+ \sum_i (-1)^i \beta_i \text{tr}(\ln(\rho) + 1)\{C_i, \rho\}\right). \tag{A7}
\]

**Appendix B: Determining Lagrange multipliers**

Using the constraints of equations (5-7) we get,

\[
\sum_i (\Psi_j | \mathcal{L} | \Psi_i) \tilde{\beta}_i = k (\Psi_j | \mathcal{L} | \Phi). \tag{B1}
\]

This equation can be solved using Cramer’s rule for solving linear equation with multiple variables, provided the solution exists (\(\bar{\Omega} = \det(\Delta) \neq 0\)), which is equivalent to the following expression (considering three constraints, and corresponding three \(\tilde{\beta}_i\)):

\[
\bar{\Omega} = \left|\begin{array}{ccc}
(\Psi_1 | \mathcal{L} | \Psi_1) & (\Psi_1 | \mathcal{L} | \Psi_2) & (\Psi_1 | \mathcal{L} | \Psi_3) \\
(\Psi_2 | \mathcal{L} | \Psi_1) & (\Psi_2 | \mathcal{L} | \Psi_2) & (\Psi_2 | \mathcal{L} | \Psi_3) \\
(\Psi_3 | \mathcal{L} | \Psi_1) & (\Psi_3 | \mathcal{L} | \Psi_2) & (\Psi_3 | \mathcal{L} | \Psi_3)
\end{array}\right|, \tag{B2}
\]

On column rearrangement, we get:

\[
\bar{\beta}_1 = \frac{1}{\bar{\Omega}} \left|\begin{array}{ccc}
(\Psi_1 | \mathcal{L} | \Phi) & (\Psi_1 | \mathcal{L} | \Psi_2) & (\Psi_1 | \mathcal{L} | \Psi_3) \\
(\Psi_2 | \mathcal{L} | \Phi) & (\Psi_2 | \mathcal{L} | \Psi_2) & (\Psi_2 | \mathcal{L} | \Psi_3) \\
(\Psi_3 | \mathcal{L} | \Phi) & (\Psi_3 | \mathcal{L} | \Psi_2) & (\Psi_3 | \mathcal{L} | \Psi_3)
\end{array}\right|, \tag{B3}\]

\[
\bar{\beta}_2 = \frac{1}{\bar{\Omega}} \left|\begin{array}{ccc}
(\Psi_1 | \mathcal{L} | \Phi) & (\Psi_1 | \mathcal{L} | \Psi_1) & (\Psi_1 | \mathcal{L} | \Psi_3) \\
(\Psi_2 | \mathcal{L} | \Phi) & (\Psi_2 | \mathcal{L} | \Psi_1) & (\Psi_2 | \mathcal{L} | \Psi_3) \\
(\Psi_3 | \mathcal{L} | \Phi) & (\Psi_3 | \mathcal{L} | \Psi_1) & (\Psi_3 | \mathcal{L} | \Psi_3)
\end{array}\right|, \tag{B3}\]

Before explicitly finding out the \(\tilde{\beta}_i\), let us consider equation (A5), and substitute \(\tilde{\beta}_i\) to get the following equation \([52]\),

\[
\Pi_\gamma = \mathcal{L}(\Psi) - \frac{\mathcal{L}(\Psi)}{\bar{\Omega}} \left|\begin{array}{ccc}
(\Psi_1 | \mathcal{L} | \Phi) & (\Psi_1 | \mathcal{L} | \Psi_2) & (\Psi_1 | \mathcal{L} | \Psi_3) \\
(\Psi_2 | \mathcal{L} | \Phi) & (\Psi_2 | \mathcal{L} | \Psi_2) & (\Psi_2 | \mathcal{L} | \Psi_3) \\
(\Psi_3 | \mathcal{L} | \Phi) & (\Psi_3 | \mathcal{L} | \Psi_2) & (\Psi_3 | \mathcal{L} | \Psi_3)
\end{array}\right| (\Psi_i),
\]

\[
+ \frac{\mathcal{L}(\Psi)}{\bar{\Omega}} \left|\begin{array}{ccc}
(\Psi_1 | \mathcal{L} | \Phi) & (\Psi_1 | \mathcal{L} | \Psi_1) & (\Psi_1 | \mathcal{L} | \Psi_3) \\
(\Psi_2 | \mathcal{L} | \Phi) & (\Psi_2 | \mathcal{L} | \Psi_1) & (\Psi_2 | \mathcal{L} | \Psi_3) \\
(\Psi_3 | \mathcal{L} | \Phi) & (\Psi_3 | \mathcal{L} | \Psi_1) & (\Psi_3 | \mathcal{L} | \Psi_3)
\end{array}\right| (\Psi_i),
\]

\[
- \frac{\mathcal{L}(\Psi)}{\bar{\Omega}} \left|\begin{array}{ccc}
(\Psi_1 | \mathcal{L} | \Phi) & (\Psi_1 | \mathcal{L} | \Psi_2) & (\Psi_1 | \mathcal{L} | \Psi_3) \\
(\Psi_2 | \mathcal{L} | \Phi) & (\Psi_2 | \mathcal{L} | \Psi_2) & (\Psi_2 | \mathcal{L} | \Psi_3) \\
(\Psi_3 | \mathcal{L} | \Phi) & (\Psi_3 | \mathcal{L} | \Psi_2) & (\Psi_3 | \mathcal{L} | \Psi_3)
\end{array}\right| (\Psi_i),
\]

\[
\Pi_\gamma = \frac{\mathcal{L}(\Psi)}{\bar{\Omega}} \left|\begin{array}{ccc}
(\Psi_1 | \mathcal{L} | \Phi) & (\Psi_1 | \mathcal{L} | \Psi_2) & (\Psi_1 | \mathcal{L} | \Psi_3) \\
(\Psi_2 | \mathcal{L} | \Phi) & (\Psi_2 | \mathcal{L} | \Psi_2) & (\Psi_2 | \mathcal{L} | \Psi_3) \\
(\Psi_3 | \mathcal{L} | \Phi) & (\Psi_3 | \mathcal{L} | \Psi_2) & (\Psi_3 | \mathcal{L} | \Psi_3)
\end{array}\right| (\Psi_i),
\]

To find a more comprehensive expression, we make use of the following relations,

\[
(\Psi_i | \mathcal{L} | \phi) = -\frac{1}{\tau}\left(\text{tr}(\rho^2 \{C_i, \ln(\rho)\}) + \frac{1}{2}\text{tr}(\{C_i, \rho\})\right) \tag{B5}
\]

\[
(\Psi_i | \mathcal{L} | \Psi_j) = \frac{1}{\kappa \tau}\text{tr}(\rho^2 \{C_i, C_j\}). \tag{B5}
\]
Using these relations, we find the expressions for $\beta_i$ from equation (B2) as follows,

$$\Omega = \frac{1}{(k^2\tau^3)} \begin{pmatrix}
\text{tr}(\rho \{ C_1, C_1 \}) & \text{tr}(\rho \{ C_1, C_2 \}) & \text{tr}(\rho \{ C_1, C_3 \}) \\
\text{tr}(\rho \{ C_2, C_1 \}) & \text{tr}(\rho \{ C_2, C_2 \}) & \text{tr}(\rho \{ C_2, C_3 \}) \\
\text{tr}(\rho \{ C_3, C_1 \}) & \text{tr}(\rho \{ C_3, C_2 \}) & \text{tr}(\rho \{ C_3, C_3 \})
\end{pmatrix},$$

(B6)

$$\beta_1 = -\frac{1}{k^2\tau}\begin{pmatrix}
\text{tr}(\rho \{ C_1, \ln(\rho) + 1 \}) & \text{tr}(\rho \{ C_1, C_1 \}) & \text{tr}(\rho \{ C_1, C_3 \}) \\
\text{tr}(\rho \{ C_2, \ln(\rho) + 1 \}) & \text{tr}(\rho \{ C_2, C_1 \}) & \text{tr}(\rho \{ C_2, C_3 \}) \\
\text{tr}(\rho \{ C_3, \ln(\rho) + 1 \}) & \text{tr}(\rho \{ C_3, C_1 \}) & \text{tr}(\rho \{ C_3, C_3 \})
\end{pmatrix},$$

(B7)

$$\beta_2 = \frac{1}{k^2\tau}\begin{pmatrix}
\text{tr}(\rho \{ C_1, \ln(\rho) + 1 \}) & \text{tr}(\rho \{ C_1, C_1 \}) & \text{tr}(\rho \{ C_1, C_3 \}) \\
\text{tr}(\rho \{ C_2, \ln(\rho) + 1 \}) & \text{tr}(\rho \{ C_2, C_1 \}) & \text{tr}(\rho \{ C_2, C_3 \}) \\
\text{tr}(\rho \{ C_3, \ln(\rho) + 1 \}) & \text{tr}(\rho \{ C_3, C_1 \}) & \text{tr}(\rho \{ C_3, C_3 \})
\end{pmatrix},$$

(B8)

$$\beta_3 = -\frac{1}{k^2\tau}\begin{pmatrix}
\text{tr}(\rho \{ C_1, \ln(\rho) + 1 \}) & \text{tr}(\rho \{ C_1, C_1 \}) & \text{tr}(\rho \{ C_1, C_3 \}) \\
\text{tr}(\rho \{ C_2, \ln(\rho) + 1 \}) & \text{tr}(\rho \{ C_2, C_1 \}) & \text{tr}(\rho \{ C_2, C_3 \}) \\
\text{tr}(\rho \{ C_3, \ln(\rho) + 1 \}) & \text{tr}(\rho \{ C_3, C_1 \}) & \text{tr}(\rho \{ C_3, C_3 \})
\end{pmatrix},$$

(B9)

We consider equation (A6) with $\mathcal{L} = \frac{1}{4k\tau}I$, use the $\beta_i$ from equations (B6-B9), and after some algebra involving determinants, arrive at the equation below,

$$\frac{d\rho}{dt} + i[H, \rho] = \frac{\rho \ln(\rho)}{\tau} \begin{pmatrix}
\text{tr}(\rho \{ C_1, \ln(\rho) \}) & \text{tr}(\rho \{ C_1, C_1 \}) & \text{tr}(\rho \{ C_1, C_3 \}) \\
\text{tr}(\rho \{ C_2, \ln(\rho) \}) & \text{tr}(\rho \{ C_2, C_1 \}) & \text{tr}(\rho \{ C_2, C_3 \}) \\
\text{tr}(\rho \{ C_3, \ln(\rho) \}) & \text{tr}(\rho \{ C_3, C_1 \}) & \text{tr}(\rho \{ C_3, C_3 \})
\end{pmatrix},$$

(B10)

Thus we have a full-fledged equation of motion in $\rho$ under SEA. The $\beta_i$ as given in equations (B6-B9) can be rewritten in the following scaled form (using the scaling, $\Omega = \frac{1}{(k^2\tau^3)}$),

$$\beta_1 = -\frac{1}{k^2\tau} \begin{pmatrix}
\text{tr}(\rho \{ C_1, \ln(\rho) \}) & \text{tr}(\rho \{ C_1, C_1 \}) & \text{tr}(\rho \{ C_1, C_3 \}) \\
\text{tr}(\rho \{ C_2, \ln(\rho) \}) & \text{tr}(\rho \{ C_2, C_1 \}) & \text{tr}(\rho \{ C_2, C_3 \}) \\
\text{tr}(\rho \{ C_3, \ln(\rho) \}) & \text{tr}(\rho \{ C_3, C_1 \}) & \text{tr}(\rho \{ C_3, C_3 \})
\end{pmatrix},$$

(B11)

$$\beta_2 = \frac{1}{k^2\tau} \begin{pmatrix}
\text{tr}(\rho \{ C_1, \ln(\rho) \}) & \text{tr}(\rho \{ C_1, C_1 \}) & \text{tr}(\rho \{ C_1, C_3 \}) \\
\text{tr}(\rho \{ C_2, \ln(\rho) \}) & \text{tr}(\rho \{ C_2, C_1 \}) & \text{tr}(\rho \{ C_2, C_3 \}) \\
\text{tr}(\rho \{ C_3, \ln(\rho) \}) & \text{tr}(\rho \{ C_3, C_1 \}) & \text{tr}(\rho \{ C_3, C_3 \})
\end{pmatrix},$$

(B12)

allows us to write equation (A6) as follows,

$$\frac{d\rho}{dt} = -\frac{1}{\tau} \left[ \rho \ln(\rho) + \frac{1}{2} \sum_i (-1)^i \beta_i \{ C_i, \rho \} \right].$$

(B14)

Single qubit will require only two C3s; hence, modifying the equation (B10) with appropriate constraints gets us the following equation

$$\frac{d\rho}{dt} + i[H, \rho] = \frac{\rho \ln(\rho)}{\tau} \begin{pmatrix}
\text{tr}(\rho \{ C_1, \ln(\rho) \}) & \text{tr}(\rho \{ C_1, C_1 \}) & \text{tr}(\rho \{ C_1, C_3 \}) \\
\text{tr}(\rho \{ C_2, \ln(\rho) \}) & \text{tr}(\rho \{ C_2, C_1 \}) & \text{tr}(\rho \{ C_2, C_3 \}) \\
\text{tr}(\rho \{ C_3, \ln(\rho) \}) & \text{tr}(\rho \{ C_3, C_1 \}) & \text{tr}(\rho \{ C_3, C_3 \})
\end{pmatrix},$$

(B15)

Considering qubits, as described in sub-section III B of the main text, we need to use the following traces as they appear in the equations for $\beta_i$ in equation (B15). We use $H = \left( \omega_0 I + \omega \cdot \sigma \right)$, and $\rho = \frac{1}{2} (1 + r \cdot \sigma)$ as defined in the main text [43]. Defining $r_e = \hat{h} \cdot \hat{n}$ we get -

$$\text{tr}(\rho) = 1,$n

$$\text{tr}(\rho H) = (\omega_0 + \omega r_e),$$

$$\text{tr}(\rho H^2) = (\omega^2 + \omega_0^2) + 2\omega_0 \omega r_e,$$

$$\text{tr}(\rho \ln(\rho)) = \frac{1}{2} \left( \ln \left( \frac{1 - r^2}{4} \right) + r \ln \left( \frac{1 + r}{1 - r} \right) \right),$$

$$\text{tr}(\rho H \ln(\rho)) = \frac{\omega_0}{2} \left( \ln \left( \frac{1 - r^2}{4} \right) + r \ln \left( \frac{1 + r}{1 - r} \right) \right)$$

$$+ \frac{\omega}{2} \left( \ln \left( \frac{1 - r^2}{4} \right) + r \ln \left( \frac{1 + r}{1 - r} \right) \right) r_e.$$
equation of motion for a single particle as shown below in equation (B18).

\[ [\mathcal{H}, \rho] = i\omega \left( \hat{\mathbf{h}} \times \ddot{\mathbf{r}} \right) \cdot \mathbf{\hat{\sigma}}, \]

\[ \{\mathcal{H}, \rho\} = (\omega_0 + \omega_{\gamma}) I + (\omega_0 \dot{r} + \omega_0 \hat{\mathbf{h}}) \cdot \mathbf{\hat{\sigma}}, \]

\[ \{\ln(\rho), \rho\} = \frac{1}{2} \left( \ln \left( \frac{1 - r^2}{4} \right) + r \ln \frac{1 + r}{1 - r} \right) I \]

+ \frac{1}{2} \left( \ln \left( \frac{1 - r^2}{4} \right) + r \ln \frac{1 + r}{1 - r} \right) \dot{r} \cdot \mathbf{\hat{\sigma}}. \]

Using the commutation mentioned above and the trace relations, we find the (unscaled) \( \beta \)'s to have the following expression (for the qubit case)

\[ \beta_H = \frac{kr_\gamma}{2\omega (1 - r^2)} [A - B], \tag{B16} \]

\[ \beta_I = \frac{k}{2\omega^2 (1 - r^2)} \left[\omega^2 [A - r^2 B] + \omega_0 [A - B] \right]. \tag{B17} \]

Where, \( A = \left( \ln \left( \frac{1 - r^2}{4} \right) + r \ln \frac{1 + r}{1 - r} \right), \) and \( B = \left( \ln \left( \frac{1 - r^2}{4} \right) + r \ln \frac{1 + r}{1 - r} \right). \) The equation of motion in this case is, with \( \frac{\dot{d}}{\tau} = \frac{1}{2} \frac{\dot{d}}{\tau} \cdot \mathbf{\hat{\sigma}}, \) and \( r_\gamma = 0, \)

\[ \frac{d\mathbf{r}}{dt} = -\frac{1}{2\tau} \left(1 - r^2\right) \ln \frac{1 + r}{1 - r} \tag{B18} \]

The solution to the above equation is given in the main text as equation (23). The form of equation (16) and in extension equation (20) is achieved by fixing the \( \beta \)'s using required conditions in equations (B16), and (B17). The above equations are strictly valid for \( r < 1, \) and in extension \( |r_\gamma| < 1. \)

**Appendix C: Some comments on \( \tau \)**

\( \tau \) appears as a relaxation time associated with the system itself. As discussed in the literature [33, 52, 57, 64] it is associated with the speed of evolution of the state operator. Considering a Fisher-Rao metric, which for probability space turns into a uniform metric, one can write from equation (A2) the following expression:

\[ \frac{dl}{dt} = 2\sqrt{\gamma_D \cdot \dot{\gamma}_D} = \dot{\epsilon}. \]

Here \( \dot{\epsilon} \) is a small positive number, which fixes the norm of \( \Pi, \) and maximizes the direction as a consequence [52]. From the evolution equation of state operator \( \gamma_D, \) we have,

\[ \gamma_D = [\Pi, \gamma] = \frac{1}{\tau} \left( \Phi - \sum \beta_i C_i \right) \]

Using these two and defining \( |\Lambda\rangle \) as an affinity vector that draws the motion towards SEA evolution, one can write the following expressions involving \( \tau \) [52]

\[ \tau = \frac{\sqrt{|\Lambda \rangle \cdot \Lambda}}{\dot{\epsilon}}, \]

\[ = \left( \Phi - \sum \beta_i C_i \right) \frac{\hat{G}^{-1}}{\Pi S} \left( \Phi - \sum \beta_i C_i \right). \]

We see that \( \tau \) is also inversely proportional to the entropy generation rate. As a result, for higher \( \tau, \) we will see lesser entropy generation and lesser dissipation; as the speed is high, the system doesn’t relax quickly. On the other hand, the system will relax faster, and entropy generation will be enhanced in case of low \( \tau \) values. Both of these features of \( \tau \) are explored in the main text. As it can be seen, \( \tau \) is dependent on \( \rho, \) yet as literature suggest, constant non-zero \( \tau \) can also work in elucidating the features of the general motion.

**Appendix D: Computation of \( \beta_i \)'s for the quantum walker**

Considering, \( \rho_u = \frac{1}{N} I, \) and \( \mathcal{H} \) as given in equation (28), we begin by computing trace function as required in the equations (B15) which are as given below:

\[ \text{tr}(\rho) = 1, \]

\[ \text{tr}(\rho \mathcal{H}) = d, \]

\[ \text{tr}(\rho \mathcal{H}^2) = N (d^2 + 2), \]

\[ \text{tr}(\rho \ln(\rho)) = - \ln(N), \]

\[ \text{tr}(\rho \mathcal{H} \ln(\rho)) = - d \ln(N). \]

Using these traces and noticing that \( \Omega \) is given by

\[ \text{tr}(\rho \mathcal{H}^2) \text{tr}(\rho) - (\text{tr}(\rho \mathcal{H}))^2 = (N - 1) d^2 + 2N, \]

we can write the expressions below for \( \beta_i \)’s,

\[ \beta_H = 0, \]

\[ \beta_I = - \ln(N). \tag{D1} \]

We have suppressed the \( t \)'s for notational convenience. This equation can use initial conditions and particular modeling parameters to give corresponding \( \beta_i \)’s.
George N. Hatsopoulos and Elias P. Gyftopoulos. A unified quantum theory of mechanics and thermodynamics. part i. postulates. Foundations of Physics, 6(1):15–31, Feb 1976. ISSN 1572-9516. doi: 10.1007/BF00708660. URL https://link.aps.org/doi/10.1007/BF00708660.

George N. Hatsopoulos and Elias P. Gyftopoulos. A unified quantum theory of mechanics and thermodynamics. part iia. available energy. Foundations of Physics, 6(2):127–141, Apr 1976. ISSN 1572-9516. doi: 10.1007/BF00708955. URL https://link.aps.org/doi/10.1007/BF00708955.

George N. Hatsopoulos and Elias P. Gyftopoulos. A unified quantum theory of mechanics and thermodynamics. part iib. stable equilibrium states. Foundations of Physics, 6(4):439–455, Aug 1976. ISSN 1572-9516. doi: 10.1007/BF00715033. URL https://link.aps.org/doi/10.1007/BF00715033.

George N. Hatsopoulos and Elias P. Gyftopoulos. A unified quantum theory of mechanics and thermodynamics. part iii. irreducible quantal dispersions. Foundations of Physics, 6(5):561–570, Oct 1976. ISSN 1572-9516. doi: 10.1007/BF00715108. URL https://link.aps.org/doi/10.1007/BF00715108.

Gian Paolo Beretta, E. P. Gyftopoulos, J. L. Park, and G. N. Hatsopoulos. Quantum thermodynamics. A new equation of motion for a single constituent of matter. Il Nuovo Cimento B (1971-1996), 82(2):169–191, Aug 1984. ISSN 1826-9877. doi: 10.1007/BF02732871. URL https://link.aps.org/doi/10.1007/BF02732871.

Gian Paolo Beretta. Entropy and irreversibility for a single isolated two level system: New individual quantum states and new nonlinear equation of motion. International Journal of Theoretical Physics, 24(2):119–134, Feb 1985. ISSN 1572-9575. doi: 10.1007/BF00672647. URL https://doi.org/10.1007/BF00672647.

Gian Paolo Beretta. Steepest entropy ascent in quantum thermodynamics. In Y. S. Kim and W. W. Zachary, editors, The Physics of Phase Space Nonlinear Dynamics and Chaos Geometric Quantization, and Wigner Function, pages 441–443, Berlin, Heidelberg, 1987. Springer Berlin Heidelberg. ISBN 978-3-540-47901-7.

S. Gheorghiu-Svirschevski. Nonlinear quantum evolution with maximal entropy production. Phys. Rev. A, 63:022105, Jan 2001. doi: 10.1103/PhysRevA.63.022105. URL https://link.aps.org/doi/10.1103/PhysRevA.63.022105.

S. Gheorghiu-Svirschevski. Addendum to “nonlinear quantum evolution with maximal entropy production”. Phys. Rev. A, 63:054102, Apr 2001. doi: 10.1103/PhysRevA.63.054102. URL https://link.aps.org/doi/10.1103/PhysRevA.63.054102.

Sergio Cano-Andrade, Gian Paolo Beretta, and Michael R. von Spakovsky. Steepest-entropy-ascent quantum thermodynamic modeling of decoherence in two different microscopic composite systems. Phys. Rev. A, 91:013848, Jan 2015. doi: 10.1103/PhysRevA.91.013848. URL https://link.aps.org/doi/10.1103/PhysRevA.91.013848.
Schrödinger–von Neumann quantum dynamics: A set of necessary conditions for compatibility with thermodynamics. *Modern Physics Letters A*, 20(13): 977–984, 2005. doi: 10.1142/S0217732305017263. URL https://www.worldscientific.com/doi/abs/10.1142/S0217732305017263.

[52] Gian Paolo Beretta. Steepest entropy ascent model for far-nonequilibrium thermodynamics: Unified implementation of the maximum entropy production principle. *Physical Review E*, 90(4):042113, 2014.

[53] Alberto Montefusco, Francesco Consonni, and Gian Paolo Beretta. Essential equivalence of the general equation for the nonequilibrium reversible-irreversible coupling (generic) and steepest-entropy-ascent models of dissipation for nonequilibrium thermodynamics. *Physical Review E*, 91(4):042138, 2015.

[54] Guanchen Li and Michael R. von Spakovsky. Steepest-entropy-ascent quantum thermodynamic modeling of the relaxation process of isolated chemically reactive systems using density of states and the concept of hypoequilibrium state. *Phys. Rev. E*, 93:012137, Jan 2016. doi: 10.1103/PhysRevE.93.012137. URL https://link.aps.org/doi/10.1103/PhysRevE.93.012137.

[55] Ilki Kim and Michael R. von Spakovsky. Ab initio relaxation times and time-dependent hamiltonians within the steepest-entropy-ascent quantum thermodynamic framework. *Phys. Rev. E*, 96:022129, Aug 2017. doi: 10.1103/PhysRevE.96.022129. URL https://link.aps.org/doi/10.1103/PhysRevE.96.022129.

[56] Edward Farhi and Sam Gutmann. Quantum computation and decision trees. *Phys. Rev. A*, 58:915–928, Aug 1998. doi: 10.1103/PhysRevA.58.915. URL https://link.aps.org/doi/10.1103/PhysRevA.58.915.

[57] Gian Paolo Beretta. Nonlinear quantum evolution equations to model irreversible adiabatic relaxtion with maximal entropy production and other nonunitary processes. *Reports on Mathematical Physics*, 64(1):139 – 168, 2009. ISSN 0034-4877. doi: https://doi.org/10.1016/S0034-4877(09)90024-6. URL http://www.sciencedirect.com/science/article/pii/S0034487709900246.

[58] Andrés Vallejo, Alejandro Romanelli, and Raúl Donangelo. Qubit thermodynamics far from equilibrium: Two perspectives about the nature of heat and work in the quantum regime. *Phys. Rev. E*, 103:042105, Apr 2021. doi: 10.1103/PhysRevE.103.042105. URL https://link.aps.org/doi/10.1103/PhysRevE.103.042105.

[59] James L. Park and William Band. A general theory of empirical state determination in quantum physics: Part i. *Foundations of Physics*, 1(3):211–226, Sep 1971. ISSN 1572-9516. doi: 10.1007/BF00708608. URL https://doi.org/10.1007/BF00708608.

[60] William Band and James L. Park. A general method of empirical state determination in quantum physics: Part ii. *Foundations of Physics*, 1(4):339–357, Dec 1971. ISSN 1572-9516. doi: 10.1007/BF00708584. URL https://doi.org/10.1007/BF00708584.

[61] Gen Kimura. The Bloch vector for n-level systems. *Physics Letters A*, 314(5):339–349, 2003. ISSN 0375-9601. doi: https://doi.org/10.1016/S0375-9601(03)00941-1. URL https://www.sciencedirect.com/science/article/pii/S0375960103009411.

[62] Reinhold A Bertlmann and Philipp Krammer. Bloch vectors for qudits. *Journal of Physics A: Mathematical and Theoretical*, 41(23):235303, 2008.

[63] Maris Ozols and Laura Mancinska. Generalized Bloch vector and the eigenvalues of a density matrix. 11, 2020. URL http://home.lu.lv/~sd20008/papers/\{B\}loch\%20Vectors\%20and\%20Eigenvalues.pdf.

[64] Guanchen Li, Michael R von Spakovsky, and Celine Hin. Steepest entropy ascent quantum thermodynamic model of electron and phonon transport. *Physical Review B*, 97 (2):024308, 2018.