Activation of the cognitive control network associated with information uncertainty
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Abstract

The cognitive control network (CCN) that comprises regions of the frontoparietal network, the cingulo-opercular network, and other sub-cortical regions as core structures is commonly activated by events with an increase in information uncertainty. However, it is not clear whether this CCN activation is associated with both information entropy that represents the information conveyed by the context formed by a sequence of events and the surprise that quantifies the information conveyed by a specific type of event in the context. We manipulated entropy and surprise in this functional magnetic resonance imaging study by varying the probability of occurrence of two types of events in both the visual and auditory modalities and measured brain response as a function of entropy and surprise. We found that activation in regions of the CCN increased as a function of entropy and surprise in both the visual and auditory tasks. The frontoparietal network and additional structures in the CCN mediated the relationship between these information measures and behavioral response. These results suggest that the CCN is a high-level modality-general neural entity for the control of the processing of information conveyed by both context and event.
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1. Introduction

Cognitive control is the process that coordinates thoughts and actions under conditions of uncertainty (Fan, 2014; Miller and Cohen, 2001; Posner and Snyder, 1975). A large-scale brain network, the cognitive control network (CCN), shows a general and reliable involvement in cognitive control across different tasks in various domains (Cai et al., 2014; Derrfuss et al., 2005; Fan et al., 2014; Nee et al., 2007; Niendam et al., 2012; Wu et al., 2019a). The CCN consists of two subnetworks, the frontoparietal network (FPN) comprised of the frontal eye field (FEF) and the areas near and along the intraparietal sulcus (IPS) (Corbetta, 1998; Fan, 2014), and the cingulo-opercular network (CON) with the anterior cingulate cortex (ACC) and the anterior insular cortex (AIC) as the two key structures (Dosenbach et al., 2008; Dosenbach et al., 2007), as well as subcortical structures including the thalamus and the basal ganglia (Fan, 2014; Koziol, 2014; Rossi et al., 2009; Wu et al., 2019a). Although activation of the CCN has been attributed to the event-related flanker conflict effect (e.g., Fan et al., 2003; Lau et al., 2006; Luks et al., 2007) and explained by the models of conflict monitoring and resolution (Botvinick et al., 1999; Botvinick et al., 2001; Braver et al., 2001; Carter et al., 1998, 2000; MacDonald et al., 2000; Posner and DiGirolamo, 1998), the general function of the CCN in cognitive control is still not fully understood because these models cannot account for activation of the CCN in the absence of conflict (see Fan, 2014 for a review).

We have proposed an information theory account of cognitive control that explains the CCN as a high-level entity for the control of uncertainty processing even in the absence of explicit conflict (Fan, 2014). According to this account, the CCN tracks the level of uncertainty. Uncertainty can be engendered by a context composed of a set of events (e.g., a sequence of symbols) and a single event type (e.g., a single type of symbol in a sequence), with more unpredictable and less deterministic context or low frequency events conveying a greater amount of information. The amount of information, i.e., the level of uncertainty, can be quantified based on information theory (Shannon and Weaver, 1949). Specifically, the uncertainty of a context (X) that is comprised of n possible types of events of \{x_1, \ldots, x_n\} can be quantified as information entropy (H) in unit of bits as:

\[ H(X) = -\sum_{i=1}^{n} p(x_i) \log_2 p(x_i), \]

where \( p(x_i) \) is the probability of event type \( x_i \). The unit of bits is based on the use of the binary logarithm (i.e., 0 versus 1) to encode information. A high information entropy value indicates greater unpredictability of the context. For example, a series of repeating left-pointing (L) arrows for left response with no right-pointing (R) arrows for right response (“LLLLLLLLL”, in which \( p_L = 100\% \) and \( p_R = 0\% \)) has an entropy value of 0 bit, because the sequence is totally predictable. In contrast, a random sequence of left-pointing and right-pointing arrows presented in equal probability (“LRLRLRLRLR”, in which \( p_L = p_R = 50\% \)) has the highest entropy value of 1 bit because the sequence is not predictable. The information conveyed by the occurrence of each single event type \( x_i \) can be quantified as surprise (I) in bits as:

\[ I(x_i) = -\log_2 p(x_i), \]

with a low probability event type carrying a greater amount of information. For any two types of events presented with different frequencies in a sequence, the event type with a lower probability of occurrence has a higher surprise value that indicates the event type is more unpredictable. For example, the low-probability
right-pointing arrows in the sequence “LLLLRLLRLL” has a higher surprise value of 2.32 bits than the high-probability (80%) left-pointing arrows with a surprise value of 0.32 bit. In addition, the dependency between events may provide additional information that can reduce the uncertainty of a context, e.g., a sequence containing a repeating pattern of event occurrence (e.g., “LRLRRLRLR”) is more predictable compared to a random sequence. The amount of information conveyed by the dependency of events can be quantified as mutual information, which is computed based on the formula \[ M_I = \sum_{i,j} p_{i,j} \log \frac{p_{i,j}}{p_i p_j}, \] where \( p_i \) and \( p_j \) are the frequencies of event types \( i \) and \( j \), and \( p_{i,j} \) is the probability that event type \( j \) occurs right after event type \( i \). A larger mutual information value indicates greater reduction in the uncertainty of a context due to the dependency between events.

The proposal that the CCN is an information processing entity in the brain for cognitive control would be supported by the evidence that activation of this network increases as a function of amount of information conveyed by the context and event. The role of the CCN in controlling the processing of information conveyed by the context remains elusive. Studies with the context uncertainty quantified in terms of information entropy focused on the contribution of hippocampus to statistical learning processes (e.g., Harrison et al., 2006; Nastase et al., 2014; Strange et al., 2005), rather than the role of the CCN in cognitive control. In addition, existing evidence of the increase in activation of the CCN associated with low-probability events in classical cognitive control tasks suggests that the CCN may play a role in the control of information processing related to a specific event type (see Fan, 2014 for a review). For example, an increase in activation in the CCN is typically observed when contrasting the low-probability No-Go condition to the high-probability Go condition in Go/No-Go tasks in studies of inhibitory control (Braver et al., 2001; Cai et al., 2014; Niendam et al., 2012; Wu et al., 2019a). The activation increase in the CCN may be attributed to the relative increase in surprise for the low-probability No-Go events based on the information theory account of cognitive control although the engagement of inhibitory processing needs to be controlled in order to identify the effect of surprise in terms of the activation of the CCN. Taken together, direct examination of the involvement of the CCN in the processing of information conveyed by context and event has heuristic value for understanding the functional property of the CCN in relation to information entropy and surprise. Recruitment of the CCN to process information inputs from different sensory modalities (e.g., visual and auditory) would provide evidence for a general role of the CCN in cognitive control independent of modality, i.e., supra-modal (Spagna et al., 2015, 2020; Wu et al., 2020). Evidence that CCN activation mediates the relationship between the information amount and the behavioral performance would inform us about how the brain implements cognitive control to coordinate thoughts (uncertainty representation and resolution) and actions (motor generation) under uncertainty (as in Wu et al., 2018).

Information entropy and surprise were manipulated in this functional magnetic imaging (fMRI) study by varying the probability of two types of events in a sequence in separate visual and auditory tasks presented in two separate experiments. The association between activation in regions of the CCN and information entropy and surprise was examined in each task for evidence of the involvement of the CCN in the processing of context and event, respectively. The role of the CCN in the processing of uncertainty was further examined.
by testing whether the activation of the CCN mediates the relationship between information entropy (and surprise) and behavioral performance (in terms of reaction time, RT). The parallel design of the visual and the auditory versions of the task allowed us to test the hypothesis that the CCN supports cognitive control for high-level abstract information independent of input modality.

2. Methods

2.1. Participants

A total of 58 adult volunteers participated in this study. Data from 11 participants were excluded from the analysis due to the diagnosis of a neural abnormality (e.g., increased density in gray matter) in the anatomical scans by an attending neuroradiologist \((n = 4)\); failure to complete the tasks \((n = 4)\); excessive head motion (movement > 10 mm) \((n = 2)\); and low overall mean accuracy (< 75%) \((n = 1)\). The final sample consisted of 47 participants, including 35 who participated in the visual experiment (19 females and 16 males; mean ± standard deviation (SD) age = 28.3 ± 5.2 years, range = 22–39 years) and 35 who participated in the auditory experiment (21 females and 14 males, mean ± SD age = 26.7 ± 5.0, range: 19–39 years), with 23 who participated in both experiments during separate visits. None of the final participants reported a history of head injury nor a history of psychiatric or neurological disorders. This study was approved by the institutional review boards of The City University of New York and the Icahn School of Medicine at Mount Sinai (ISMMS). Written informed consent was obtained from all participants. Participants were compensated for their participation in the study.

2.2. Uncertainty Variation Tasks (UVTs)

The uncertainty variation tasks (UVTs) were developed to parametrically manipulate the level of uncertainty in information entropy and surprise by varying the probability of binary choices in a sequence of trials. Each event in the visual version of the UVT (UVT-V) began with a fixation period jittered from 0 to 0.5 s (uniformly distributed), followed by the presentation of a left- or right-pointing arrow (length = 0.52° in visual angle) as the stimulus of interest in one of eight possible locations equidistant (1.2°) from the central fixation cross. Participants were instructed to indicate the direction of the arrow by pressing the corresponding button as quickly and accurately as possible. The arrow disappeared once a response was received or after 1.5 s if no response was recorded within this response window. Each event lasted 2 s in total.

The UVT-V consisted of eight 346-s runs that all began and ended with a 30 s period of fixation. Each run consisted of 128 stimuli that were organized into four 32-stimulus blocks separated by three 10-s inter-block fixation periods. The probability of each of the two possible arrow directions (left-pointing: L; right-pointing: R) was manipulated across these four blocks (sequences) to create four block types (Table 1): (1) all 32 arrows presented in the same direction (Constant block, e.g., LLLLLL..., probability of two direction = 100% versus 0%); (2) two directions alternating (Alternating block, e.g. LRLRLR ...); (3) 28 arrows in one direction (high-probability trial, probability = 87.5%) mixed with 4 arrows in the other direction (low-probability trial, probability = 12.5%) presented in random order.
(the Unbalanced block); and (4) 16 arrows in each direction presented in random order (Balanced block, probability of each direction = 50%). Fig. 1a illustrates a partial sequence (8 out of 24 stimuli) of the Balanced block of the UVT-V. Participants were explicitly instructed about the four types of blocks before performing the task. The order of the blocks was counterbalanced using a Latin-squares design and the same sequence of blocks was used for all participants to avoid systematic impacts of signal drifting and fatigue across time. There were a total 256 arrows (stimuli) for each of the Constant, Alternating, Unbalanced, and Balanced blocks, including 224 high-probability and 32 low-probability stimuli for the Unbalanced block type. The entire task consisted of 32 blocks (1024 stimuli) that lasted approximately 50 min.

The design of the auditory version of the UVT (UVT-A) was identical to the UVT-V, with the arrows replaced by auditory tones of 200 ms duration (gated on and off with 15 ms cosine ramps to reduce audible clicks). The auditory stimuli consisted of eight low-pitched tones with frequencies ranging from 400 Hz to 484 Hz (400, 412, 424, 436, 448, 460, 472, and 484 Hz) and eight high-pitched tones with frequencies ranging from 1016 Hz to 1100 Hz (1016, 1028, 1040, 1052, 1064, 1076, 1088, and 1100 Hz). The tones were presented in a diotic manner at an intensity that was comfortable for the participant and clearly audible over the background scanner noise. Fig. 1b illustrates a partial sequence (8 out of 24 events) in the Balanced block of the UVT-A. Participants were instructed to indicate whether each tone was a low-pitched or high-pitched tone by pressing the corresponding response button. The target location in the UVT-V and tone frequency in the UVT-A were varied to avoid (1) overlap of target locations and frequencies on consecutive stimuli to clearly separate the stimuli in a sequence; and (2) habituation to the repeated stimuli and loss of attention to the task. These variations were orthogonal to the manipulation of the probability of event type, and resulted in a constant increase in baseline uncertainty across all stimuli termed the state uncertainty (Fan et al., 2014).

2.3. fMRI data acquisition

Participants were scanned on a 3 T Siemens Allegra MRI system with a 16-channel phase-array coil (Siemens, Erlangen, Germany) at ISMMS. All images were acquired along axial parallel to the anterior commissure-posterior commissure (AC-PC) plane. Eight runs of 139 T2* -weighted gradient-echo echo-planar imaging (EPI) images were acquired during each task with repetition time (TR) = 2500 ms, echo time (TE) = 27 ms, flip angle = 82°, field of view (FOV) = 240 mm, matrix size = 64 × 64, voxel size = 3.75 × 3.75 × 4 mm, and 40 axial slices of 4 mm thickness with no skip. Two additional images at the beginning of each run were discarded to allow for equilibration of T1 saturation effects. A T2-weighted anatomical volume of the whole brain was acquired using a turbo spin-echo pulse sequence (TR = 4050 ms, TE = 99 ms, flip angle = 170°, FOV = 240 mm, matrix size = 448 × 512, voxel size = 0.47 × 0.47 × 4 mm, 40 axial slices of 4 mm thickness with no skip). The entire scan session lasted approximately 1 h.
2.4. Procedure

The tasks were compiled and run using E-Prime software (RRID: SCR_009567; Psychology Software Tools, Pittsburgh, PA). Participants practiced one run of the task on a desktop PC before the scan. They were guided to differentiate the four block types during the training. Visual stimuli for the actual scan were projected using a liquid crystal display projector onto a screen mounted at the back of the magnet bore with a viewing distance of 55 cm. Auditory stimuli in the UVT-A were presented in both ears via an MRI-compatible headphone. Participants responded to each trial by pressing the buttons with their right index finger and right middle fingers to indicate “left” and “right” pointing directions, respectively, in visual task and “low-pitched” and “high-pitched” tones, respectively, in the auditory task, using an MRI-compatible fiber optic button system (5-Button Right response unit, BrainLogic, PST Inc.).

2.5. Estimation of uncertainty based on information theory and analytic outline

Below we used $p_1$ and $p_2$ to refer to the probabilities of two event types. The four task blocks of sequences in each task were treated as four different contexts (Table 1): Constant ($p_1 = 100\%, p_2 = 0\%$), Alternating ($p_1 = p_2 = 50\%$, with a fixed alternating order of stimulus presentation), Unbalanced ($p_1 = 87.5\%, p_2 = 12.5\%$, with a random order of stimulus presentation), and Balanced ($p_1 = p_2 = 50\%$, with a random order of stimulus presentation). The effect of uncertainty conveyed by the context was examined to test the effect of entropy by comparing the Constant, Unbalanced, and Balanced blocks types. The information entropy value ($H$) was 0 bit for the Constant block $[-1 \times \log_2 (1) - 0 \times \log_2 (0) = 0]$, 0.54 bit for the Unbalanced block $[-0.875 \times \log_2 (0.875) - 0.125 \times \log_2 (0.125) = 0.54]$, and 1 bit for the Balanced block $[-0.5 \times \log_2 (0.5) - 0.5 \times \log_2 (0.5) = 1]$. The Constant block, rather than the Alternating block, was considered as the 0-bit reference condition. Although the Alternating block contained two alternative choices that were completely predictable due to the fixed order of stimulus presentation, analysis of RT revealed that the total amount of information in this block was more than 0 bit (see Results). The Alternating block was only used to examine the activation reduction due to mutual information (see below).

The effect of the increase in uncertainty conveyed by a low probability event was examined by computing the difference in surprise value between the low-probability events and the high-probability events in the context of the Unbalanced block. The surprise value was 3 bits for the low-frequency events $[-\log_2 (0.125) = 3]$ and 0.19 bit for the high-frequency events $[-\log_2 (0.875) = 0.19]$. Although the surprise values for events in the other three blocks were also computable, these events were not included in the analysis of the effect of surprise to avoid the confounding effects of entropy and mutual information, which differed between blocks.

The effect of event dependency was examined by comparing mutual information in the Alternating and Balanced blocks, which differed only in predictability of the event type in each stimulus by the previous stimulus (i.e., completely predictable in the Alternating block and completely unpredictable in the Balanced block). The presentation order of the two types of events (coded as 0 and 1) of consecutive stimuli resulted in four possible
combinations: “0, 0” (probability: $p_{0,0}$); “0, 1” (probability: $p_{0,1}$); “1, 0” (probability: $p_{1,0}$); and “1, 1” (probability: $p_{1,1}$). The probability of these combinations of consecutive trials was $p_{0,0} = p_{1,1} = 0$, and $p_{0,1} = p_{1,0} = 0.5$ for the Alternating block and $p_{0,0} = p_{1,1} = p_{0,1} = p_{1,0} = 0.25$ for the Balanced block. Thus, the mutual information was 1 bit for the Alternating block [\(2 \times 0 \times \log_2 0.5 \times 0.5 + 2 \times 0.5 \times \log_2 0.5 \times 0.5 = 1\)] and 0 bit for the Balanced block [\(4 \times 0.25 \times \log_2 \frac{0.25}{0.5 \times 0.5} = 0\)].

Behavioral performance and brain responses were compared across blocks to test the effects of information entropy and mutual information, and were compared across event types within the Unbalanced block to examine the effect of surprise (Table 1). Based on previous behavioral and fMRI studies (Hick, 1952; Hyman, 1953; Wu et al., 2018), it was predicted that an increase in information entropy would be associated with a linear increase in both RT and activation in the regions of the CCN. Higher order nonlinear relationships were not examined due to a lack of hypothesis. It was also predicted that an increase in surprise would be associated with monotonic increases in both RT and activation, while an increase in mutual information would be associated with decreases in both RT and activation in the regions of the CCN. The specific forms of these associations (linear versus non-linear) were not examined because both surprise and mutual information were only manipulated between two conditions in the tasks.

### 2.6. Behavioral data analysis

The error rate and mean RT for each task were first analyzed at the subject level. Trials (stimuli) with no response or incorrect responses were considered errors and were excluded from the calculation of mean RT. Trials with RT exceeding 3 SD of the mean for trials with correct responses in each condition were considered outliers and were also excluded from the analysis of RT (mean ± SD exclusion rate = 0.04 ± 0.1%). The average RT for each condition was calculated across the remaining trials for that condition.

Mean RTs for each condition for each participant were entered into group-level analyses of the effect of uncertainty on RT. Group-level analysis was not conducted on error rate due to a floor effect on both tasks. The mean error rate across all participants was only computed and checked to ensure that participants understood the instruction and successfully completed the tasks with a low error rate. The effects of information entropy, surprise, and mutual information on RT were analyzed separately. The Hick-Hyman law (Hick, 1952; Hyman, 1953) that describes a linear relationship between RT and information entropy was applied to analyze the effect of entropy using the generalized linear mixed effect model (GLMM), with task condition as the fixed effect and participant as the random effect. Here, RT = $b_0 + b_1 H$, in which the $H$ refers to the entropy value in the Constant, Unbalanced, and Balanced blocks (0, 0.54, and 1 bit, respectively); the intercept $b_0$ was the baseline RT, and the slope $b_1$ was the cost in RT associated with each bit of increase in information entropy. This GLMM enabled us to test whether the increase in RT was a linear function of entropy (i.e., whether $b_1$ was significantly greater than 0) and to estimate the slope of the cost in RT as a function of entropy (i.e., the value of $b_1$). The GLMM were conducted using the *fitlme* function (http://mathwork.com/help/fitlme.html#d120e303009)
in Matlab version R2017b. The cost in RT associated with an increase in surprise was examined by comparing the RT in the low-probability event type versus the high-probability event type in the Unbalanced block using a paired t test (one-tailed), with a prolonged RT predicted in the low-probability event type compared to the high-probability event type.

An increase in dependency between events (i.e., increase in mutual information) would reduce uncertainty of a context associated with a reduction in RT. The reduction in RT associated with each bit of increase in mutual information was examined by comparing the Alternating block versus the Balanced block using a paired t-test, with RT predicted to be shorter in the Alternating block than the Balanced block. The total amount of uncertainty in the Alternating block after information reduction in contrast to the Balanced block was estimated as $(1 - (RT_{\text{Balanced}} - RT_{\text{Alternating}})/b_1)H_{\text{Balanced}}$.

2.7. fMRI data analysis

2.7.1. Image preprocessing—Event-related fMRI data analysis was conducted using the statistical parametric mapping package (SPM 12, RRID: SCR_007037; Welcome Trust Centre for Neuroimaging, London, UK). The T2 and EPI images were manually adjusted to align with the AC-PC plane if necessary. The EPI images of each participant were realigned to the first image of the first run, and slice timing corrected using the first slice of each image as the reference. Realignment residuals were further reduced and bad volumes were detected and repaired using the ArtRepair software (https://cibsr.stanford.edu/tools/human-brain-project/artrepair-software.html; RRID: SCR_005990). The processed EPI images were coregistered to the T2 image, spatially normalized to the SPM T2 template in a standardized space of Montréal Neurological Institute (MNI) ICBM152, and spatially smoothed with a Gaussian kernel of 8 mm full-width half maximum.

2.7.2. General linear modeling—Subject-level general linear modeling (GLM) was conducted to detect the blood-oxygen-level-dependent (BOLD) signals associated with information entropy, surprise, and mutual information for each participant. For each run, a vector of the onsets of arrows (or tones) in stimulus events with correct behavioral responses was constructed for each of the five conditions (the constant, alternating, high-probability, balanced, and low-probability conditions) with the duration of each event as 0. The number of usable events in the low-probability condition was around 30 (88.6% accuracy of the total 32 events), which was considered the minimum to provide sufficient power to detect BOLD signal change. An additional vector for the stimuli in stimulus events with incorrect responses (if any) was constructed for each condition (for a maximum of 5 vectors per run). The vectors were convoluted with a standard hemodynamic response function (HRF) (Friston et al., 1998) to generate corresponding regressors for the GLM. The regressors for incorrect responses were treated as nuisance regressors. Nuisance regressors to model head motion using the Friston 24-parametre model (Friston et al., 1996) were also entered, in which each run included 6 head motion parameters of the current volume estimated during realignment, 6 head motion parameters of the preceding volume, and the squared item of each parameter. Low-frequency signal drift in each run was removed using a high-pass filter with a 256-s cutoff. This cutoff value was chosen rather than the default 128-s cutoff.
because the tasks were in a mixed event-related and block design with the length of each block equal to 56 s. Serial correlations were estimated with an autoregressive AR(1) model.

Orthogonal polynomial contrasts were applied to the images of parameter estimates to identify brain regions with activation associated with uncertainty. The increase in brain activation as a linear function of information entropy was identified using a contrast vector corresponding to the constant, low-probability, high-probability, and balanced conditions [0, 0.0675, 0.4725, 1]. The contrast values of the low-probability and high-probability conditions in this contrast were computed as the entropy in Unbalanced block (0.54 bit) weighted by their probability (low-probability: $0.54 \times 0.125 = 0.0675$; high-probability: $0.54 \times 0.875 = 0.4725$). This contrast reflects the contribution of these two event types in proportion to the total BOLD signal change associated with the increase in entropy in this condition. This contrast vector was further demeaned to remove the zero-order term and then normalized by dividing by the maximum of the absolute values. The contrast of the low-probability condition minus the high-probability condition was used to identify brain regions with an increase in activation associated with an increase in surprise, while the contrast of the alternating condition minus the balanced condition was used to identify brain regions with a reduction in activation associated with an increase in mutual information.

For each contrast, the images of contrast estimates for all participants were entered into second-level group analyses conducted with one-sample $t$ tests using a random effects model with subject as the random effect. The thresholds for these analyses were set at an uncorrected voxel-wise level of $p < .01$ for the height and a contiguous-voxel threshold, $k$, estimated based on random field theory (Friston et al., 1994) for the extent to correct for multiple voxel comparisons at a cluster-level of $p < .05$.

### 2.7.3. Regions of interest analysis

A region of interest (ROI) analysis was conducted to illustrate activation in regions of the CCN under different conditions. The independent coordinates of ROIs were defined based on our previous meta-analysis (Wu et al., 2019a): ACC [2, 16, 48], AIC (left [−32, 22, −2], right [34, 22, −2]), FEF (left [−26, −2, 56], right [30, −2, 60]), and IPS (left [−32, −52, 44], right [42, −42, 44]). The first eigenvariate of the beta values was extracted from all voxels within a 6 mm diameter sphere around the ROI coordinates for the contrast image for each of the five conditions versus baseline. Because there was no prior hypothesis of hemispheric specialization in the CCN for cognitive control, activation in each brain region in the two hemispheres was averaged to reduce the number of ROIs for the illustration of the brain activation as a function of uncertainty.

### 2.7.4. Single-event brain response extraction

Whole-brain responses to each visual and auditory stimulus in each event were extracted using an “extract-one-event-out” approach (Choi et al., 2012; Kinnison et al., 2012; Rissman et al., 2004; Wu et al., 2018, 2019b). Specifically, a participant-specific GLM were constructed for each event, which consisted of all regressors in the participant-specific GLM described above, except that the regressor for the condition containing the event of interest was split into two regressors: (1) one regressor constructed by the convolution of the vector for the onset of arrow/tone in the event of interest with the standard HRF, which modeled the expected neural responses
associated with this individual event; and (2) one regressor constructed by the convolution of the vector for the onsets of arrows/tones in the rest of events in the same condition, which modeled the expected neural responses associated with events of no interest. The estimation of the event-specific GLM was looped event-by-event across all events with a correct response, resulting in one beta image for each event corresponding to the single-event brain response. Trials with global-mean beta values greater or less than 3 SD of the mean across all events were considered as outliers and excluded from the following mediation analyses. The detection and estimation power of this single-event brain response extraction approach was demonstrated in our previous study using a similar mixed block and event-related design (Wu et al., 2018).

2.7.5. Whole-brain voxel-wise multilevel mediation analysis—Brain responses mediating each of the entropy-RT and surprise-RT relationships were identified by multilevel mediation analysis (Atlas et al., 2010, 2014; Wager et al., 2008, 2009) using the mediation toolbox (https://github.com/canlab/MediationToolbox). The initial variable (X) for each mediation model was the measure of uncertainty (entropy or surprise) in bits, the outcome variable (Y) was the RT, and the mediator (M) was the single-event beta values of each voxel. Three effects were examined using this mediation model: (1) path a that modeled the effect of uncertainty on brain activation (X to M) to identify brain regions involved in the representation and processing of entropy/surprise, which is equivalent to the GLM; (2) path b that modeled the association between brain activation and RT controlling for uncertainty (M to Y controlling X) to identify brain regions involved in response generation; and (3) mediation effect that modeled brain activation mediating the relationship between uncertainty and RT (X to M to Y) to identify brain regions that mediate the representation/processing of uncertainty and response generation. The mediation effect was calculated as the difference between the total effect of X on Y (path c; i.e., the association between entropy/surprise and RT examined in behavioral analysis) and the direct effect of X on Y controlling for the M (path c’). The mediation effect was estimated in an equivalent manner as the sum of the product of path coefficients a × b and the covariance between a and b (MacKinnon et al., 2000), i.e., c − c’ = a × b + cov(a, b), which measures the amount of covariance between X and Y that can be explained by the M. Mediation analysis was conducted for each voxel, and the voxel-wise coefficient for each effect was estimated for each participant. For each path, the coefficient images from all participants were then entered into the second-level group analysis to identify brain regions with a significant difference from 0 using a random effects model with subject as the random effect. For the second-level group analyses, significance was set at an uncorrected voxel-wise level of p < .001 for the height together with a contiguous-voxel threshold of k = 50 for the path a and b. Because of a priori hypothesis of the CCN acting as the mediator, the significance for the mediation effect was set at a more liberally level with an uncorrected voxel-wise level of p < .01 for the height together with a contiguous-voxel threshold of k = 100, because of our a priori hypothesis postulating that the CCN acts as the mediator. These contiguous-voxel thresholds were empirically chosen based on previous studies that originally designed and applied the mediation toolbox (Atlas et al., 2010, 2014; Wager et al., 2008, 2009).
3. Results

3.1. Results of behavioral analysis

Mean and variability of RT and error rate for each task condition of the UVT-V and UVT-A are shown in Fig. 2 and Table 2. The variability measure was reported in Fig. 2 using error bars representing 95% confidence intervals of the within-subject design estimated with a within-person centering approach to remove the impact of within-subject variance to facilitate direct comparisons between conditions (Cousineau, 2005). SD was reported in Table 2 to reflect individual differences in each condition. The error rate was low (< 5%) in all task conditions except for the low-probability condition of the UVT-V (11.4%). RT varied as a linear function of information entropy in both tasks, with the slope of each fitted linear function significantly greater than 0 (UVT-V: RT = 454.4 + 88.4H, slope: \( F_{1,68.78} = 43.73, \ p < .001 \); UVT-A: RT = 494.9 + 98.6H, slope: \( F_{1,68.65} = 15.88, \ p < .001 \)). A significant increase in RT due to an increase in surprise was revealed in both tasks (UVT-V: \( t_{66} = 5.90, \ p < .0001 \); UVT-A: \( t_{68} = 3.14, \ p = .0013 \)). A significant reduction in RT associated with an increase in mutual information was also found in both tasks (UVT-V: reduction = 43.8 ± 5.1 ms, \( t_{66} = 5.35, \ p < .0001 \); UVT-A: reduction = 43.3 ± 6.7 ms, \( t_{68} = 2.43, \ p = .0009 \)). The total uncertainty after information reduction in the Alternating block compared to the Balanced block was 0.50 bit for the UVT-V and 0.56 bit for the UVT-A based on the empirical data, indicating that the estimated reduction of uncertainty of context was actually less than the estimated 1 bit of mutual information, which might be due to the cost of control of the motor response in the alternating condition.

3.2. Involvement of the CCN in uncertainty processing: GLM results

Significant increases in activation as a function of information entropy in the UVT-V was found bilaterally in all cortical regions of the CCN except the AIC, while corresponding significant decreases in activation were found in the mid temporal gyrus and the ventral medial prefrontal cortex (Fig. 3a and Table 3). A similar effect of information entropy was revealed in the UVT-A (Fig. 3b and Table 3): there was a significant increase in activation in cortical and subcortical regions of the CCN except in the right AIC, the right FEF, and the left IPS. This effect was also found in some regions outside the CCN, including the right superior temporal gyrus and the left cerebellum (not shown in the figure). A corresponding significant decrease in activation as a function of entropy in the UVT-A was found bilaterally in the mid occipital gyrus.

Surprise was associated with significant increases in activation in all regions of the CCN bilaterally for the UVT-V and UVT-A, together with modality-specific activation increases in visual areas including the calcarine gyrus and the mid temporal gyrus for the UVT-V, and in auditory cortex including the Heschl’s gyrus and the superior temporal gyrus for the UVT-A (Fig. 3c and d and Table 4).

The effect of mutual information was associated with significant decreases in activation in the left IPS, the left calcarine gyrus extending to the mid occipital gyrus, and the right supramarginal gyrus only in the UVT-V (Fig. 3e and Table 5). No significant increase or
decrease in activation associated with mutual information was found for the UVT-A (Fig. 3f).

Regional activation in each ROI is illustrated in Fig. 4, revealing a linear trend of activation increase as a function of entropy, increased activation in the high surprise condition, and decreased activation in the alternating block. Although the association between entropy and activation was not perfectly linear for some ROIs, higher-order non-linear relationships were not tested due to the lack of specific hypotheses. The regions of the CCN showed activation below 0 in most of the conditions expect the low-probability condition (i.e., the condition with the highest uncertainty in entropy or surprise).

3.3. The mediative role of the CCN in uncertainty processing: Results of the multilevel mediation analyses

Brain activation associated with the process of information conveyed by the context is showed in Fig. 5 and Table 6 for the UVT-V and in Fig. 6 and Table 7 for the UVT-A, with a similar pattern of activation for the two tasks. Significant increases in activation associated with the increase in information entropy (path a) was revealed in the left IPS, the right FEF, and the right postcentral gyrus in the UVT-V. This effect was also revealed in regions of the CCN including the ACC, the FEF, the left IPS, and the left and right thalamus, and in the superior temporal gyrus bilaterally in the UVT-A. These findings were consistent with the GLM results. For both tasks, significant increases in activation associated with the increase in RT, controlling for the effect of information entropy (path b), was revealed in all regions of the CCN bilaterally, as well as in the posterior insular cortex (PIC), the precentral and postcentral gyri, the dorsolateral prefrontal cortex (DLPFC), and visual areas including the primary visual cortex, the extrastriate areas, and the fusiform gyrus. The significant increase in activation associated with the mediation effect (top panel of the figures) was found in the FPN sub-network of the CCN in both tasks, in addition to the ACC in the UVT-A.

Brain activation associated with the processing of information conveyed by events was shown in Fig. 7 and Table 8 for the UVT-V and in Fig. 8 and Table 9 for the UVT-A. Significant increases in activation associated with the increase in surprise (path a) was revealed in all cortical regions of the CCN, and in the precentral and postcentral gyri for both tasks. This effect was also significant in the auditory cortex, including the Heschl’s gyrus and the superior temporal gyrus for the UVT-A. For both tasks, significant increases in activation associated with the increase in RT, controlling for the effect of surprise (path b), was revealed bilaterally in all regions of the CCN, and in the precentral and postcentral gyri, the DLPFC, and visual areas including the primary visual cortex, extrastriate areas, and fusiform gyri. The significant increase in activation associated with the mediation effect (top panel of the figures) was observed bilaterally in all regions of the CCN except for the right AIC in both tasks, and in auditory cortex in the UVT-A.

4. Discussion

The convergent findings of supramodal involvement of the CCN in the processing of information conveyed by context and event in both visual and auditory modalities in this study provides empirical evidence supporting the information theory account of cognitive
control (Fan, 2014). Consistent with our prediction, the CCN showed an increase in activation as a function of entropy and an increase in activation in the high surprise condition compared to the low surprise condition, indicating that the CCN is an information entity for cognitive control that is generally involved in the control of the processing of information conveyed by both context and event. The significant mediation effect by the activation of the CCN in both the entropy-RT and the surprise-RT relationships further demonstrates the central role of this network in cognitive control. The common pattern of activation for both visual and auditory tasks found in this study supports the hypothesis that the CCN processes high-level abstract information independent of the modality of sensory input.

The findings regarding the involvement of the CCN in the processing of information conveyed by an event and a context that comprises multiple events may provide new insights into the function of the CCN from the perspective of information theory. The CCN is part of the taskpositive network (Shulman et al., 1997) that is involved in a broad range of cognitive tasks, with its functional role still being debated. Uncertainty has been proposed to be one of the most important determinants of the activation of the CCN, with the level of uncertainty quantified in information entropy (for context) and in surprise (for event) based on information theory, thereby representing a measure of cognitive control load (Fan, 2014). The linear relationship between activation in regions of the CCN and the information uncertainty of a single trial has been demonstrated in our previous studies (Fan et al., 2014; Wu et al., 2018, 2020, 2019b), in which trials in the task were independent of each other. The current study, in which the probability of events in a block was parametrically manipulated, provided further evidence of a role for the CCN in encoding and processing of both individual event type in a context and the context itself. The association of the increase in activation of the CCN with both information entropy and surprise indicates that this network functions not only to coordinate mental operations to implement control for each single event, but also to process contextual information conveyed by different events in a sequence.

The current findings may inform our understanding of the functional role of the CCN in classical tasks that manipulate the probability of events or the number of choices. For example, the CCN activation typically observed using the Go/No-Go task may not only be attributable to the inhibitory processing (e.g., prepotent response inhibition), but may also be driven by the increase in surprise in the low-probability No-Go condition compared to the high-probability Go condition. Likewise, evidence of the involvement of the CCN in decision-making from studies using choice selection tasks can be attributed to the effect of entropy. The computation of entropy for \( n \) alternative choices with equal probability can be calculated as \( \log_2(n) \), and monotonic increase in activation in the CCN as a function of the entropy has been observed in the current and other studies (e.g., Lee and Keller, 2008; Lee et al., 2006; Wu et al., 2018). Findings of reduced activation in the CCN for fixed sequences compared to random sequences, which purportedly support a role for this network in planning (e.g., Koechlin et al., 2000), can be interpreted as an effect of mutual information in reducing uncertainty in context with a fixed sequence. The role of the CCN in sub-domains of cognitive control (e.g., inhibition and planning) and in decision-making that involves intensive cognitive control was not directly tested in the current study, but our
previous meta-analytic study demonstrated a reliable association between CCN activation and information processing of uncertainty in these domains (Wu et al., 2019a).

The role of the CCN in mediating the entropy-RT and surprise-RT relationships further reveals how this network functions to coordinate thoughts and actions in the implementation of cognitive control. The association of CCN activation and entropy/surprise revealed in path a of the mediation analysis and in the GLM reflects uncertainty processing in the CCN. The slight difference between the results of path a and the GLM may have resulted from the difference between single-event extraction and classical GLM in detection power, as well as differences in thresholding (see Wu et al., 2018). The association between CCN activation and RT when controlling for entropy/surprise found in path b demonstrated that the CCN also contributes to response generation. Importantly, the finding of the CCN as a mediator of the entropy/surprise-RT relationship demonstrated the central role of the CCN in bridging uncertainty representation and behavioral response by processing uncertainty to map inputs to corresponding outputs under the guidance of the current goal.

Activation increased as a function of entropy in the FPN for both the visual and auditory tasks, while this relationship was only seen in the ACC of the CON in the auditory task. These patterns were consistent with our previous study that revealed a steeper slope for the entropy-activation linear relationship in the FPN than the CON (Fan et al., 2014), indicating that the FPN was recruited heavily when there was an increase in the amount of information conveyed by context. In contrast, the effect of surprise was observed in all regions of the CCN in both tasks, suggesting that both sub-networks were recruited heavily for the processing of information conveyed by events. However, this difference may be due to the greater range of uncertainty increase in the contrast for surprise (3 − 0.19 = 2.81 bits) than in the contrast for entropy (1 − 0 = 1 bit), which may result in the recruitment of additional regions of the CCN to ensure efficient control. In addition, the activation decrease in the IPS of the FPN associated with an increase in mutual information (less uncertain) in the visual task suggests that this region may play a specific role in the processing of the context of a sequence with events presented in random order in contrast to a fixed order in the visual modality.

The finding that activation in regions of the CCN was below baseline in most of the conditions and was above baseline only in conditions with high levels of uncertainty (i.e., the low-probability condition for all regions in both tasks and the balanced condition for the FEF and IPS in the UVT-V) indicates that this activation reflects the difference between uncertainty associated with particular task conditions and state uncertainty (i.e., uncertainty during the fixation period prior to target onset) (Bach et al., 2009; Fan et al., 2014). The state uncertainty was approximately 3 bits during the anticipation of the potential stimulus location/frequency (8 possible locations/frequencies in the UVT; \(\log_2(8) = 3\) bits), but was reduced to 0 bit after the target onset because this state uncertainty no longer existed. Therefore, these below zero parameter estimates in the CCN may reflect a decline in the total amount of uncertainty compared to baseline uncertainty. This pattern was also consistent with our previous study that revealed deactivation in the CCN in low entropy conditions (Fan et al., 2014).
Information processing in the brain recruits both modality-general regions (i.e., the CCN) and modality-specific sensory regions (e.g., the auditory cortex). The CCN was involved in both uncertainty representation and processing (path a) and response generation (path b) as well as in the coordination of these two stages (the mediation effect) for the processing of information conveyed by both context and event. These findings point to a central role of the CCN in uncertainty processing. In contrast, modality-specific sensory regions only showed a significant involvement in representation and processing of uncertainty in information conveyed by events, but not information conveyed by the context. These findings suggest that representation and processing uncertainty for single event incorporates both modality-specific and modality-general processes that require coupling between sensory regions and the CCN. In contrast, the representation and processing of uncertainty in a context involves higher-level abstract information that is independent of the modality of input, and thus does not necessitate the recruitment of modality-specific sensory regions. In addition, auditory areas showed a significant mediation effect in the UVT-A, but visual areas did not show such an effect in the UVT-V, suggesting that auditory cortex may also play a central role in controlling the processing of information conveyed by events received in the auditory modality. A future study with within-subject comparisons of the cognitive control of information received from the visual and auditory modalities would offer solid evidence for a supra-modal role of the CCN in the processing of information conveyed by context and event. Brain regions besides the CCN and sensory regions may also contribute to uncertainty processing. For example, regions in the cerebellum showed an increase in activation as a function of uncertainty associated with context and event, which is consistent with a large literature showing a broad involvement of the cerebellum in cognitive control (Bellebaum and Daum, 2007; Bostan et al., 2013; Niendam et al., 2012; Schweizer et al., 2007).

The current study provides systematic insight into the role of the CCN in the processing of information conveyed by context and event that supports the hypothesis that the CCN is a high-level information processing entity in the brain. Computations of uncertainty are based on estimations of the probabilities of occurrence of different event types. The brain has to continuously update subjective internal representations of the experienced event and context. Therefore, uncertainty processing executed by the CCN may involve a subjective and dynamic mechanism. These results shed light on the theories of higher-level cognitive domains, such as decision-making and statistical learning (Alexandre et al., 2019; Siegelman et al., 2019), and advance the methods available to assess the deficit in cognitive control in patients with neuropsychiatric disorders (Mackie and Fan, 2016; Silverstein et al., 2017).
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Fig. 1. Uncertainty Variation Tasks.
(a) Schematic of a partial sequence (8 of 24 stimuli) in the Balanced block of the Uncertainty Variation Task – Visual (UVT-V). Participants were required to indicate the arrow direction (left-pointing or right-pointing). (b) Schematic of a partial sequence (8 of 24 stimuli) in the Balanced block of the Uncertainty Variation Task – Auditory (UVT-A). Participants were required to indicate whether that tone is a low-pitched or a high-pitched tone. Fixation periods between the stimuli were omitted in this illustration.
Fig. 2. Behavioral results.
Reaction time (RT) and error rate as a function of entropy in (a) UVT-V and (b) UVT-A. Entropy values were 0, 0.54, and 1 bit corresponding to the Constant, Unbalanced, and Balanced blocks, respectively. RT and error rate as a function of surprise in the (c) UVT-V and (d) UVT-A. Surprise values were 0.19 and 3 bits corresponding to the high-probability and low-probability conditions, respectively. Error bars denote the standard error in within-subject design.
Fig. 3. Brain regions showing significant activation change as a function of uncertainty. Regions with significant activation increase (red) or decrease (blue) as linear function of entropy in (a) UVT-V and (b) UVT-A. Regions with significant activation increase (red) or decrease (blue) as a function of surprise in (c) UVT-V and (d) UVT-A. Brain regions showing significant activation decrease associated with information reduction due to mutual information in (e) UVT-V and (f) UVT-A.
Fig. 4. Regional activation in each ROI.
(a) Localization of the ROIs in the brain. ACC: anterior cingulate cortex. AIC: anterior insular cortex. FEF: frontal eye field. IPS: areas near and along the intra-parietal sulcus. ROI activation as a function of (b) entropy and (c) surprise in the UVT-V and as a function of (d) entropy and (e) surprise in the UVT-A. Entropy values 0, 0.54, and 1 bit correspond to the Constant, Unbalanced, and Balanced blocks, respectively. Surprise values 0.19 and 3 bit correspond to the low-probability and high-probability conditions, respectively. Error bars denote the standard error in within-subject design.
Fig. 5. Results of the mediation analysis for the entropy-RT relationship in the UVT-V.
Path a: association between entropy and brain activation (X to M). Path b: association
between brain activation and RT (M to Y). Mediation effect (top panel): association between
entropy and RT that can be explained by brain activation (X to M to Y).
Fig. 6. Results of the mediation analysis for the entropy-RT relationship in the UVT-A.
Path $a$: association between entropy and brain activation (X to M). Path $b$: association between brain activation and RT (M to Y). Mediation effect (top panel): association between entropy and RT that can be explained by brain activation (X to M to Y).
Fig. 7. Results of the mediation analysis for the surprise-RT relationship in the UVT-V.
Path $a$: association between surprise and brain activation (X to M). Path $b$: association
between brain activation and RT (M to Y). Mediation effect (top panel): association between
surprise and RT that can be explained by brain activation (X to M to Y).
Fig. 8. Results of the mediation analysis for the surprise RT relationship in the UVT-A.
Path a: association between surprise and brain activation (X to M). Path b: association between brain activation and RT (M to Y). Mediation effect (top panel): association between surprise and RT that can be explained by brain activation (X to M to Y).
Table 1

Stimulus sequence examples, frequency of event type, and information amount for the task condition included for the analysis*.

| Block type      | Stimulus sequence | Frequency       | Information amount (bit) |
|-----------------|-------------------|-----------------|--------------------------|
| Constant        | LLLLLLLL...       | 100% vs. 0%     | Entropy: 0               |
| Alternating     | LRLRLRLR...       | 50% vs. 50%     | Entropy: 0
| Unbalanced      | LLLLLLRL...       | 87.5% vs. 12.5% | Entropy: 0.54
| Balanced        | LRRLRRLL...       | 50% vs. 50%     | Entropy: 1

Note:

* Only 8 out of the 24 stimuli in each block in the UVT-V are illustrated in this table.

See Methods and Results for the estimation of the values of entropy and mutual information. L: left-pointing arrow; R: right-pointing arrow. The corresponding stimuli types in the UVT-A were high-pitched and low-pitched tones. Information amount is only listed under the conditions included in the examination of the effect of each measure of uncertainty.
Table 2

Mean ± standard deviation (SD) of reaction time (RT) and error rate in each task condition.

|                | Constant   | Alternating | Unbalanced | Balanced    |
|----------------|------------|-------------|------------|-------------|
|                |            |             | High-probability | Low-probability |
| **UVT-V**      |            |             |            |             |
| RT (ms)        | 454 ± 51   | 498 ± 58    | 493 ± 51   | 586 ± 75    | 542 ± 61    |
| Error rate (%) | 3.0 ± 4.0  | 3.6 ± 4.1   | 2.5 ± 3.2  | 11.4 ± 8.4  | 4.9 ± 4.4   |
| **UVT-A**      |            |             |            |             |
| RT (ms)        | 496 ± 103  | 551 ± 118   | 536 ± 104  | 619 ± 117   | 594 ± 105   |
| Error rate (%) | 3.3 ± 3.4  | 3.9 ± 4.1   | 4.0 ± 3.9  | 4.7 ± 5.6   | 4.7 ± 3.9   |
Table 3

Brain regions with a significant change in activation associated with an increase in information entropy.

| Regions                     | L/R | BA   | x    | y    | z    | T    | Z    | K     |
|-----------------------------|-----|------|------|------|------|------|------|-------|
| **UVT-V: Increased**        |     |      |      |      |      |      |      |       |
| Inferior parietal lobule    | L   | 7/40 | −32 |-40  | 46   | 6.34 | 5.09 | 2776  |
| Postcentral gyrus           | L   | 3    | −54 |-16  | 18   | 3.24 | 3.00 |       |
| Inferior parietal lobule    | R   | 7/40 | 40   | −28 | 36   | 4.75 | 4.12 | 1562  |
| Postcentral gyrus           | R   | 3    | 30   | −42 | 70   | 3.25 | 3.00 |       |
| Supramarginal gyrus         | R   | 40   | 58   | −16 | 22   | 3.00 | 2.80 |       |
| Superior frontal gyrus      | R   | 6/8  | 30   | −4  | 62   | 4.03 | 3.61 | 2208  |
| Superior frontal gyrus      | L   | 6/8  | −24  | −6  | 50   | 3.77 | 3.41 |       |
| Supplementary motor areas   | R   | 6    | 4    | 0   | 52   | 3.65 | 3.32 |       |
| **UVT-V: Decreased**        |     |      |      |      |      |      |      |       |
| Mid temporal gyrus          | L   | 21   | −40  | 6   | −28  | 4.36 | 3.84 | 540   |
| Orbitofrontal area          | L   | 11   | −4   | 48  | −6   | 3.92 | 3.52 | 1703  |
| Superior frontal gyrus (medial) | R | 9/10 | 24   | 34  | 42   | 3.37 | 3.10 |       |
| **UVT-A: Increased**        |     |      |      |      |      |      |      |       |
| Superior frontal gyrus      | L   | 6/8  | −24  | −8  | 52   | 5.72 | 4.75 | 1799  |
| Supplementary motor areas   | L   | 6/23 | −6   | 8   | 46   | 4.69 | 4.09 |       |
| Thalamus                    | R   | 8    | −2   | 16  | 16   | 4.84 | 4.19 | 3010  |
| Anterior insular cortex     | L   | −24  | 18   | 0   | 3.54 | 3.25 |      |       |
| Putamen                     | R   | 20   | 6    | 2   | 3.52 | 3.23 |      |       |
| Thalamus                    | L   | −14  | −16  | 16  | 3.33 | 3.07 |      |       |
| Inferior parietal lobule    | L   | 2/40 | −42  | −32 | 44   | 5.16 | 4.40 | 467   |
| Superior temporal gyrus     | R   | 20   | 52   | −40 | 4    | 4.55 | 3.99 | 1560  |
| Inferior parietal lobule    | R   | 2/40 | 42   | −30 | 42   | 3.76 | 3.41 |       |
| Cerebellum VI               | L   | −24  | −52  | −26 |      | 4.10 | 3.67 | 469   |
| **UVT-A: Decreased**        |     |      |      |      |      |      |      |       |
| Mid occipital gyrus         | R   | 19   | 40   | −80 | 26   | 4.88 | 4.22 | 1480  |
| Mid occipital gyrus         | L   | 19   | −32  | −82 | 16   | 3.27 | 3.03 | 1215  |

Note: Regions are listed in a descending order by their peak Z value. For a cluster with multiple local peaks, the number of voxels in the whole cluster was only listed under the first local peak (also for other activation tables). The threshold was p < 0.01 (T > 2.44) for the height and a minimum voxel in each cluster (k > 440 for the UVT-V and k > 450 for the UVT-A) for the extent, resulting in a corrected threshold of cluster level p < 0.05.

L: left; R: right. BA: Brodmann area.

*a* Composing the frontal eye field (FEF).

*b* Extending to the anterior cingulate cortex (ACC).

*c* Extending to the putamen.

*d* Extending to the postcentral gyrus.
### Table 4

Brain regions with increased activation associated with an increase in information surprise.

| Regions                          | L/R | BA | X  | Y  | Z  | T   | Z  | K  |
|----------------------------------|-----|----|----|----|----|-----|----|----|
| **UVT-V: Increased (low-probability > high-probability)**                      |     |    |    |    |    |     |    |    |
| Postcentral gyrus                | R   | 2  | 42 | 28 | 42 | 9.17 | Inf| 25189 |
| Postcentral gyrus                | L   | 2  | −40| 32 | 48 | 7.61 | 7.12 |
| Superior frontal gyrus           | L   | 6/8| −16| −6 | 66 | 6.39 | 6.09 |
| Anterior insular cortex          | L   | −30| 22 | 4  |    | 5.93 | 5.69 |
| Inferior parietal lobule         | R   | 7/40| 30 | −44| 62 | 5.58 | 5.37 |
| Superior frontal gyrus           | R   | 6/8| 14 | 2  | 66 | 5.33 | 5.32 |
| Anterior insular cortex          | R   | 32 | 22 | −2 |    | 5.48 | 5.28 |
| Rolandic operculum               | L   | −44| −2 | 10 |    | 5.12 | 4.96 |
| Postcentral gyrus                | L   | 3  | −54| −22| 26 | 4.85 | 4.70 |
| Precuneus                        | R   | 7  | 14 | −60| 46 | 4.31 | 4.20 |
| Anterior cingulate cortex        | R   | 32 | 10 | 16 | 36 | 3.75 | 3.68 |
| Mid temporal gyrus               | R   | 21 | 54 | −42| −4 | 3.61 | 3.54 |
| Cerebellum VI                    | R   | 36 | −44| −28| 16 | 5.31 | 4.96 |
| Cerebellum IV & V                | R   | 14 | −52| −16| 36 | 3.62 | 3.55 |
| Cerebellum VI                    | L   | −34| −42| −34| 4  | 4.76 | 4.62 |
| Mid temporal gyrus               | L   | 21 | −46| −64| 4  | 4.50 | 4.38 |
| Thalamus                         | L   | −16| −20| 12 |    | 4.56 | 4.45 |
| Thalamus                         | R   | 14 | −18| 12 |    | 4.04 | 3.95 |
| Calcarine gyrus                  | L   | 17 | −8 | −82| 10 | 4.10 | 4.01 |
| **UVT-A: Increased (low-probability > high-probability)**                      |     |    |    |    |    |     |    |    |
| Superior temporal gyrus          | L   | 21 | −54| −40| 16 | 8.31 | 7.70 | 49887 |
| Mid temporal gyrus               | R   | 21 | 54 | −38| 8  | 7.49 | 7.03 |
| Superior temporal gyrus          | R   | 20 | 54 | −16| −2 | 7.01 | 6.62 |
| Inferior parietal lobule         | L   | 2/7| −42| −32| 42 | 6.82 | 6.46 |
| Heschl’s gyrus                   | L   | 42 | −38| −18| 8  | 6.57 | 6.25 |
| Anterior insular cortex          | L   | −32| 14 | 0  |    | 6.28 | 6.00 |
| Anterior insular cortex          | R   | 28 | 20 | −10| 6  | 6.15 | 5.89 |
| Supplementary motor area         | R   | 6/32| 6  | −2 | 52 | 5.98 | 5.73 |
| Thalamus                         | L   | −4 | −6 | 0  |    | 5.68 | 5.47 |
| Superior frontal gyrus           | L   | 6/8| −24| −10| 54 | 5.20 | 5.03 |
| Superior temporal pole           | R   | 38 | 48 | 4  | −16| 5.16 | 5.00 |
| Thalamus                         | R   | 18 | −22| 10 |    | 5.13 | 4.97 |
| Inferior parietal lobule         | R   | 2/7| 44 | −32| 46 | 4.77 | 4.64 |
| Precuneus                        | L   | 4  | −56| 4  | 16 | 4.34 | 4.24 |
| Precuneus                        | R   | 7  | 12 | −50| 42 | 4.24 | 4.14 |
| Cerebellum VI & V                | R   | 20 | −40| −28| 4  | 4.20 | 4.10 |
| Regions                  | L/R | BA | x    | y    | z    | T   | Z   | K   |
|-------------------------|-----|----|------|------|------|-----|-----|-----|
| Vermis VI & V           | 5   | 5  | −2   | −52  | −20  | 4.17| 4.08|
| Calcarine gyrus         | L   | 17 | −14  | −78  | 10   | 3.94| 3.86|
| Postcentral gyrus       | R   | 22 | −46  | 66   | 3.91 | 3.84|
| Cerebellum VI & V       | L   | −26| −42  | −28  | 3.89 | 3.81|
| Mid temporal gyrus      | L   | 21 | −50  | −34  | −10  | 3.78| 3.71|
| Cerebellum VIII         | R   | 20 | −62  | −42  | 3.73 | 3.66|
| Precentral gyrus        | L   | −50| −6   | 38   | 3.71 | 3.65|
| Inferior frontal gyrus  | R   | 44 | 36   | 14   | 30   | 3.70| 3.63|
| Angular gyrus           | R   | 40 | 56   | −52  | 38   | 3.58| 3.52|
| Calcarine gyrus         | R   | 10 | −76  | 4    | 3.52 | 3.47|
| Cerebellum crus I       | L   | −14| −70  | −32  | 3.46 | 3.41|

**UVT-A: Negative (low-probability < high-probability)**

| Mid frontal gyrus       | L   | 8  | −32  | 20   | 46   | 4   | 3.92| 1009|

Note: The threshold was $p < 0.01 \ (T > 2.44 \text{ for the height and a minimum voxel in each cluster (}k > 330 \text{ for the UVT-V and } k > 415 \text{ for the UVT-A}) \text{ for the extent, resulting in a corrected threshold of cluster level } p < 0.05.$

- $^{d}$ Composing the FEF.
- $^{b}$ Extending to the Heschl’s gyrus.
- $^{c}$ Extending to the postcentral gyrus.
- $^{d}$ Extending to the ACC.
### Table 5

Brain regions with significant reduction of activation associated with an increase in mutual information (Alternating < Balanced) in UVT-V.

| Regions                  | L/R | BA  | x    | y    | z    | T     | Z    | K    |
|--------------------------|-----|-----|------|------|------|-------|------|------|
| Inferior parietal lobule | L   | 7/40| −34  | −44  | 38   | 4.61  | 4.02 | 1213 |
| Mid occipital gyrus      | L   | 18  | −14  | −98  | 10   | 4.33  | 3.82 | 1273 |
| Calcarine gyrus          | L   | 17  | −8   | −70  | 8    | 3.94  | 3.54 |      |
| Supramarginal gyrus      | R   | 39  | 48   | −40  | 26   | 3.17  | 2.94 | 358  |

Note: The threshold was $p < 0.01$ ($T > 2.44$) for the height and a minimum voxel in each cluster ($k > 295$) for the extent, resulting in a corrected threshold of cluster level $p < 0.05$. 

*Neuroimage. Author manuscript; available in PMC 2021 November 01.*
### Table 6

Brain regions with significant increase in activation in the mediation analysis for the processing of information conveyed by context (entropy) in UVT-V

| Regions                                | L/R    | BA | x    | y    | z    | Z    | K    |
|----------------------------------------|--------|----|------|------|------|------|------|
| **Path a**                             |        |    |      |      |      |      |      |
| Inferior parietal lobule               | L      | 7/40 | -38  | -48  | 58   | 0.49 | 1436 |
| Superior frontal gyrus \(^a\)         | R      | 6/8  | 26   | -8   | 70   | 0.33 | 135  |
| Postcentral gyrus                      | R      | 2/3  | 42   | -26  | 42   | 0.21 | 131  |
| **Path b**                             |        |    |      |      |      |      |      |
| Superior frontal gyrus \(^a\)         | L      | 6/8  | -22  | -10  | 54   | 4.44 | 71432|
| Superior frontal gyrus \(^a\)         | R      | 6/8  | 32   | -14  | 56   | 4.00 |      |
| Supplementary motor area \(^b\)       | R      | 6/32 | 12   | 2    | 56   | 3.85 |      |
| Inferior parietal lobule               | L      | 40   | -44  | -32  | 38   | 3.44 |      |
| Inferior temporal gyrus                | L      | 21   | -38  | -60  | -6   | 3.25 |      |
| Posterior insular cortex               | L      | -46  | 0    | 18   |      | 3.23 |      |
| Anterior insular cortex                | L      | -28  | 22   | 6    |      | 3.10 |      |
| Inferior occipital gyrus               | R      | 19   | 42   | -78  | 0    | 3.00 |      |
| Inferior parietal lobule               | R      | 7/40 | 28   | -42  | 52   | 2.98 |      |
| Anterior insular cortex                | R      | 32   | 18   | 10   |      | 2.93 |      |
| Inferior parietal lobule               | L      | 7    | -26  | -44  | 50   | 2.91 |      |
| Fusiform gyrus                         | R      | 37   | 40   | -50  | -10  | 2.84 |      |
| Mid occipital gyrus                    | L      | 19   | -28  | -68  | 28   | 2.70 |      |
| Superior occipital gyrus               | R      | 19   | 24   | -68  | 30   | 2.66 |      |
| Lingual gyrus                          | R      | 18   | 16   | -68  | 2    | 2.56 |      |
| Supramarginal gyrus                    | R      | 40   | 50   | -18  | 28   | 2.48 |      |
| Precentral gyrus                       | R      | 6    | 52   | 6    | 22   | 2.48 |      |
| Thalamus                               | R      | 12   | -18  | -2   |      | 2.40 |      |
| Lingual gyrus                          | L      | 18   | -10  | -76  | 4    | 2.36 |      |
| Thalamus                               | L      | -12  | -20  | 0    |      | 2.14 |      |
| Paracentral lobule                     | R      | 4    | 12   | -26  | 50   | 1.93 |      |
| Superior temporal gyrus                | R      | 22   | 44   | -22  | -4   | 1.75 |      |
| Cerebellum VI & V                      | L      | -16  | -50  | -26  |      | 1.73 |      |
| Posterior insular cortex               | R      | 39   | -1   | 4    |      | 1.71 |      |
| Cerebellum VI & V                      | R      | 12   | 56   | -22  |      | 1.68 |      |
| Superior temporal gyrus                | L      | 22   | -46  | -24  | 2    | 1.47 |      |
| Inferior frontal gyrus                 | L      | 45   | -44  | 34   | 20   | 1.32 |      |
| Mid frontal gyrus                      | L      | 46   | -40  | 35   | 24   | 1.29 |      |
| Mid frontal gyrus                      | R      | 46   | 32   | 42   | 22   | 1.70 | 399  |
| Brainstem                              |        | -2   | -26  | -28  |      | 1.19 | 250  |
| **Mediation**                          |        |    |      |      |      |      |      |
| Inferior parietal lobule               | L      | 7/40 | -44  | -34  | 46   | 1.04 | 1521 |
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| Regions                        | L/R | BA | x   | y   | z   | Z   | K  |
|-------------------------------|-----|----|-----|-----|-----|-----|----|
| Superior frontal gyrus a      | L   | 6/8| −22 | −10 | 54  | 0.85| 254|
| Precentral gyrus              | L   | 6  | −50 | 0   | 38  | 0.61| 738|
| Superior frontal gyrus a      | R   | 6/8| 26  | −8  | 62  | 0.55| 267|
| Inferior parietal lobule      | R   | 7/40| 40  | 32  | 46  | 0.49| 451|
| Inferior frontal gyrus        | R   | 44 | 54  | 8   | 28  | 0.38| 105|
| Anterior cingulate cortex     | R   | 32 | 6   | 30  | 32  | 0.28| 110|
| Superior frontal gyrus (medial)| R   | 10 | 14  | 48  | 28  | 0.14| 132|

Note:

a Composing the FEF.

b Extending to the ACC.
## Table 7
Brain regions with significant increase in activation in the mediation analysis for the processing of context information (entropy) in UVT-A

| Regions                          | L/R | BA  | x    | y    | z    | Z    | K    |
|----------------------------------|-----|-----|------|------|------|------|------|
| **Path a**                       |     |     |      |      |      |      |      |
| Thalamus                         | R   | 2   | -8   | 14   | 0.68 | 1065 |
| Thalamus                         | L   | -10 | 4    | 13   | 0.49 |      |      |
| Supplementary motor area         | L   | 6/32| -2   | 6    | 50   | 0.50 | 672  |
| Superior frontal gyrus           | L   | 6/8 | -28  | -6   | 54   | 0.38 |      |      |
| Vermis III                       |     | 0   | -36  | -14  | 0.45 | 1065 |
| Superior temporal gyrus          | R   | 22/41/42 | 54  | -40  | 8    | 0.43 | 503  |
| Inferior parietal lobule         | L   | 7/40| -44  | -32  | 44   | 0.42 | 224  |
| Superior temporal gyrus          | L   | 22/41/42 | 58  | -42  | 20   | 0.42 | 101  |
| Cerebellum VI                    | L   | 36  | -50  | -28  | 0.33 | 324  |
| Superior frontal gyrus           | R   | 6/8 | 30   | -6   | 60   | 0.29 | 124  |
| **Path b**                       |     |     |      |      |      |      |      |
| Superior frontal gyrus           | L   | 6/8 | -18  | -8   | 58   | 5.45 | 58141|
| Superior frontal gyrus           | R   | 6/8 | 20   | -10  | 58   | 5.22 |      |      |
| Supplementary motor area         | L   | 6/32| -10  | 12   | 46   | 4.80 |      |      |
| Postcentral gyrus                | R   | 2/3 | 32   | -28  | 46   | 4.16 |      |      |
| Precentral gyrus                 | L   | 6   | -36  | -4   | 36   | 3.98 |      |      |
| Inferior parietal lobule         | R   | 7/40| 35   | -38  | 52   | 3.96 |      |      |
| Postcentral gyrus                | L   | 2/3 | -36  | -34  | 44   | 3.89 |      |      |
| Superior occipital gyrus         | L   | 19  | -24  | -66  | 28   | 3.45 |      |      |
| Anterior insular cortex          | L   |     | -28  | 20   | 6    | 3.38 |      |      |
| Superior parietal lobule         | L   | 5   | -18  | -40  | 64   | 3.36 |      |      |
| Inferior parietal lobule         | L   | 7/40| -16  | -62  | 52   | 3.11 |      |      |
| Calcarine gyrus                  | R   | 17  | 24   | -64  | 20   | 3.07 |      |      |
| Precentral gyrus                 | R   | 6   | 44   | -2   | 30   | 2.90 |      |      |
| Mid temporal gyrus               | R   | 21  | 48   | -52  | 0    | 2.67 |      |      |
| Inferior temporal gyrus          | L   | 20  | -48  | -56  | -8   | 2.66 |      |      |
| Fusiform gyrus                   | R   | 37  | 38   | -34  | -22  | 2.52 |      |      |
| Anterior insular cortex          | R   |     | 32   | 26   | 4    | 2.51 |      |      |
| Thalamus                         | L   |     | -14  | -22  | 2    | 2.50 |      |      |
| Superior temporal gyrus          | R   | 22  | 52   | -4   | -12  | 2.49 |      |      |
| Piriform cortex                  | R   | 27  | 22   | -40  | 0    | 2.33 |      |      |
| Lingual gyrus                    | L   | 18  | -20  | -56  | -2   | 2.30 |      |      |
| Fusiform gyrus                   | L   | 37  | -30  | -26  | -26  | 2.25 |      |      |
| Posterior insular cortex         | R   | 36  | -3   | 11   | 2.23 |      |      |
| Thalamus                         | R   | 10  | 16   | -2   | 2.10 |      |      |
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| Regions                  | L/R | BA | x   | y   | z   | Z  | K   |
|-------------------------|-----|----|-----|-----|-----|----|-----|
| Posterior insular cortex| L   | −34| −8  | 12  |     | 1.74 |     |
| Heschl’s gyrus          | L   | 41/42| −46 | −35 | 17  | 1.20 |     |
| Heschl’s gyrus          | R   | 41/42| 36  | −28 | 18  | 1.17 |     |
| Mediation               |     |    |     |     |     |     |     |
| Superior frontal gyrus  | b   | L  | 6/8 | −28 | −6  | 54  | 1.53 | 3030 |
| Supplementary motor area|     | L  | 6   | −6  | 8   | 48  | 1.45 |     |
| Superior frontal gyrus  | b   | R  | 6/8 | 26  | −6  | 60  | 0.78 |     |
| Precentral gyrus        |     | L  | 6   | −44 | 2   | 34  | 0.74 |     |
| Precentral gyrus        |     | R  | 6   | 54  | 6   | 38  | 0.57 |     |
| Anterior cingulate cortex|     | R  | 32  | 12  | 22  | 38  | 0.21 |     |
| Inferior parietal lobule|     | L  | 7/40| −40 | −34 | 44  | 1.20 | 653  |
| Superior temporal gyrus |     | R  | 22  | 64  | −42 | 16  | 0.61 | 229  |
| Inferior parietal lobule|     | R  | 7/40| 38  | −32 | 46  | 0.56 | 219  |
| Cerebellum VI           |     | L  | −20 | −56 | −24 | 0.33 | 131  |
| Parecentral lobule      |     | L  | 4   | −2  | −22 | 68  | 0.31 | 141  |

Note:

a Extending to the ACC.
b Composing the FEF.
| Regions                              | L/R | BA | x   | y   | z   | Z   | K   |
|--------------------------------------|-----|----|-----|-----|-----|-----|-----|
| **Path a**                           |     |    |     |     |     |     |     |
| Inferior parietal lobule            | L   | 40 | −44 | −32 | 44  | 0.29| 8886|
| Supplementary motor area \(^d\)     | L   | 6/32| 0  | 2   | 52  | 0.26|     |
| Inferior parietal lobule            | R   | 40 | 48  | −28 | 48  | 0.22|     |
| Superior frontal gyrus \(^b\)       | R   | 6/8 | 28 | −2  | 64  | 0.22|     |
| Superior frontal gyrus \(^b\)       | L   | 6/8 | −14| −6  | 74  | 0.22|     |
| Superior parietal lobule            | R   | 7  | 30  | −48 | 66  | 0.20|     |
| Superior parietal lobule            | L   | 7  | −34 | −48 | 60  | 0.18|     |
| Mid temporal gyrus                  | L   | 21 | −52 | −66 | −2  | 0.20| 157 |
| Anterior insular cortex             | R   | 34 | 22  | −2  | 16  | 0.19| 156 |
| Anterior insular cortex             | L   | −30| 22  | 4   | 0.17|     |
| Rolandic operculum                  | R   | 56 | −20 | 22  | 0.16| 95  |
| Thalamus                            | L   | −12| −16 | 10  | 0.15| 71  |
| Cerebellum VI                       | R   | 36 | −44 | −28 | 0.14| 96  |
| Posterior insular cortex            | L   | −42| −2  | 10  | 0.14| 113 |
| Calcarine cortex                    | R   | 17 | 14  | −86 | 4   | 0.13| 58  |
| **Path b**                           |     |    |     |     |     |     |     |
| Superior frontal gyrus \(^b\)       | L   | 6/8 | −18| −6  | 58  | 3.99| 48151|
| Superior frontal gyrus \(^b\)       | R   | 6/8 | 28 | −4  | 48  | 3.52|     |
| Postcentral gyrus                   | R   | 2/3| 24  | −38 | 54  | 3.44|     |
| Supramarginal gyrus                 | R   | 40 | 48  | −26 | 38  | 3.38|     |
| Postcentral gyrus                   | L   | 2/3| −44 | −32 | 48  | 3.37|     |
| Fusiform gyrus                      | L   | 37 | −38 | −60 | −8  | 3.17|     |
| Inferior parietal lobule            | R   | 7/40| 25 | −41 | 60  | 3.16|     |
| Precentral gyrus                    | L   | 6  | −46 | −2  | 18  | 3.06|     |
| Fusiform gyrus                      | R   | 37 | 40  | −46 | −10 | 3.06|     |
| Mid occipital gyrus                 | L   | 19 | −28 | −70 | 28  | 2.96|     |
| Mid occipital gyrus                 | R   | 19 | 44  | −78 | 2   | 2.78|     |
| Supplementary motor area \(^d\)     | R   | 6/32| 10 | −10 | 66  | 2.56|     |
| Anterior insular cortex             | R   | 36 | 18  | 10  | 2.55|     |
| Calcarine cortex                    | R   | 17 | 16  | −80 | 18  | 2.54|     |
| Anterior insular cortex             | L   | −30| 16  | 8   | 2.47|     |
| Calcarine cortex                    | L   | 17 | −12 | −78 | 4   | 2.46|     |
| Anterior insular cortex             | L   | −29| 25  | 4   | 2.46|     |
| Inferior parietal lobule            | L   | 7/40| −22| −48 | 64  | 2.45|     |
| Precentral gyrus                    | R   | 6  | 52  | 4   | 24  | 2.40|     |
| Regions                        | L/R | BA | x   | y   | z   | Z   | K   |
|-------------------------------|-----|----|-----|-----|-----|-----|-----|
| Superior temporal gyrus       | R   | 22 | 46  | −22 | 0   | 2.25|     |
| Thalamus                      | R   | 12 | −18 | −2  |     | 2.24|     |
| Anterior cingulate cortex     | L   | 32 | −12 | 16  | 34  | 2.04|     |
| Thalamus                      | L   | −14| −22 | 2   |     | 1.92|     |
| Superior temporal gyrus       | L   | 22 | −54 | 0   | −8  | 1.78|     |
| Superior parietal lobule      | R   | 7  | 20  | −62 | 44  | 1.54|     |
| Mid frontal gyrus             | R   | 46 | 32  | 20  | 44  | 1.67| 248 |
| Mid frontal gyrus             | L   | 46 | −40 | 52  | 12  | 1.11| 177 |

*Mediation*

| Regions                        | L/R | BA | x   | y   | z   | Z   | K   |
|-------------------------------|-----|----|-----|-----|-----|-----|-----|
| Postcentral gyrus             | L   | 2/3| −44 | −32 | 46  | 0.61| 4578|
| Superior frontal gyrus        | b   | L  | 6/8 | −24 | −8  | 54  | 0.34|
| Anterior cingulate cortex     | L   | 6/32| −6 | 10  | 44  | 0.29|     |
| Superior frontal gyrus        | b   | R  | 6/8 | 24  | −6  | 60  | 0.28|
| Inferior parietal lobule      | L   | 7/40| −32| −44 | 64  | 0.24|     |
| Precuneus                     | L   | 7  | −10 | −58 | 60  | 0.15|     |
| Postcentral gyrus             | R   | 2  | 44  | −28 | 44  | 0.40| 1554|
| Inferior parietal lobule      | R   | 7/40| −26| −46 | 66  | 0.31|     |
| Anterior insular cortex       |     | L  | −30 | 18  | 0   | 0.26| 257 |
| Rolandic operculum            | L   | −48| 2   | 8   |     | 0.20|     |
| Precentral gyrus              | L   | 6  | −42 | 2   | 34  | 0.22| 126 |
| Cerebellum crus I             | R   | 24 | −76 | −32 |     | 0.21| 198 |
| Mid temporal gyrus            | L   | 21 | −46 | −60 | 6   | 0.19| 125 |
| Inferior frontal gyrus        | L   | 44 | −54 | 18  | 32  | 0.15| 129 |

Note:

* a Extending to the ACC.

* b Composing the FEF.
Table 9

Brain regions with significant increase in activation in the mediation analysis for the processing of information conveyed by event (surprise) in UVT-A

| Regions                          | L/R | BA   | x    | y    | z    | Z   | K   |
|----------------------------------|-----|------|------|------|------|-----|-----|
| **Path a**                       |     |      |      |      |      |     |     |
| Superior temporal gyrus a        | L   | 41/42| −58  | −24  | 14   | 0.46| 26770|
| Mid temporal gyrus               | R   | 21   | 58   | −40  | 8    | 0.41|     |
| Ventral striatum                 | L/R | 0    | −4   | −2   |      | 0.34|     |
| Anterior cingulate cortex        | L   | 32   | −2   | 6    | 44   | 0.33|     |
| Anterior insular cortex          | L   | −36  | 14   | 4    |      | 0.30|     |
| Superior temporal gyrus a        | R   | 41/42| 53   | −36  | 15   | 0.27|     |
| Inferior parietal lobule b       | L   | 7/40 | −48  | −30  | 44   | 0.26|     |
| Thalamus                         | L   | −10  | −15  | 9    |      | 0.23|     |
| Superior temporal gyrus          | R   | 22   | 56   | −12  | 0    | 0.23|     |
| Inferior parietal lobule b       | R   | 7/40 | 40   | −42  | 60   | 0.20|     |
| Caudate nucleus                  | R   | 6    | 3    | 2    |      | 0.20|     |
| Caudate nucleus                  | L   | −11  | 6    | 2    |      | 0.19|     |
| Inferior parietal lobule         | R   | 7/40 | 45   | −35  | 51   | 0.19|     |
| Thalamus                         | R   | 14   | −13  | 9    |      | 0.18|     |
| Superior frontal gyrus c         | R   | 6/8  | 28   | −14  | 70   | 0.18|     |
| Precentral gyrus                 | L   | 6    | −54  | 4    | 32   | 0.17|     |
| Superior frontal gyrus c         | L   | 6/8  | −27  | −10  | 57   | 0.15|     |
| Inferior frontal gyrus           | R   | 44   | 52   | 12   | 28   | 0.13|     |
| Hippocampus                      | R   | 35   | 26   | −12  | −8   | 0.12|     |
| Inferior frontal gyrus           | R   | 45   | 44   | 34   | 18   | 0.10|     |
| Calcarine cortex                 | R   | 17   | 6    | −80  | 10   | 0.23| 81   |
| Posterior cingulate cortex       | R   | 23   | 2    | −24  | 30   | 0.22| 145  |
| Cerebellum IX                    | L   | −8   | −44  | −40  |      | 0.16| 334  |
| Cerebellum IV & V                | L   | −16  | −54  | −18  |      | 0.14|     |
| Precuneus                        | R   | 7    | 10   | −50  | 42   | 0.15| 90   |
| Cerebellum VI                    | R   | 20   | −54  | −20  |      | 0.15| 607  |
| Vermis VIII                      | L   | 6    | −66  | −36  | 0.10| 95   |
| **Path b**                       |     |      |      |      |      |     |     |
| Superior frontal gyrus c         | L   | 6/8  | −28  | −6   | 50   | 5.19| 35599|
| Superior frontal gyrus c         | R   | 6/8  | 20   | −6   | 60   | 4.79|     |
| Inferior parietal lobule         | L   | 7/40 | −30  | −34  | 42   | 4.66|     |
| Anterior cingulate cortex        | L   | 32   | −10  | 12   | 46   | 4.59|     |
| Inferior parietal lobule         | R   | 7/40 | 20   | −36  | 60   | 4.11|     |
| Mid occipital gyrus              | L   | 19   | −26  | −64  | 30   | 4.05|     |
| Precentral gyrus                 | L   | 6    | −36  | 2    | 28   | 3.93|     |
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| Regions                        | L/R | BA | x    | y    | z    | Z   | K  |
|-------------------------------|-----|----|------|------|------|-----|----|
| Supplementary motor area      | L   | 6  | −10  | −20  | 58   | 3.67|    |
| Postcentral gyrus             | R   | 2/3| 36   | −28  | 42   | 3.66|    |
| Calcarine cortex              | R   | 17 | 24   | −68  | 20   | 3.49|    |
| Postcentral gyrus             | L   | 3  | −50  | −20  | 32   | 3.42|    |
| Anterior cingulate cortex     | R   | 24/32| 10 | 12  | 32   | 3.30|    |
| Mediation                     |     |    |      |      |      |     |    |
| Supplementary motor area      | L   | 6/32|−6  | 10  | 46   | 0.62|723 |
| Postcentral gyrus             | L   | 2/3| −56  | −18  | 28   | 0.60|1830|
| Inferior parietal lobule      | L   | 7/40|−34 | −34 | 44   | 0.57|    |
| Superior temporal gyrus       | L   | 22 | −48  | −32  | 8    | 0.35|    |
| Posterior insular cortex      | L   | −50 | −6   | 4    | 0.25|    |    |
| Supramarginal gyrus           | R   | 40 | 58   | −16  | 24   | 0.54|783 |
| Superior temporal gyrus       | R   | 42 | 58   | −40  | 14   | 0.37|    |
| Superior frontal gyrus        | L   | 6/8| −30  | −8   | 52   | 0.41|149 |
| Mediation                     |     |    |      |      |      |     |    |
| Superior frontal gyrus        | L   | 6/8| −30  | −8   | 52   | 0.41|149 |
| Postcentral gyrus             | L   | 2/3| 46   | −30  | 50   | 0.39|242 |
| Anterior insular cortex       | L   | −30 | 20   | 6    | 0.35|141 |
| Anterior insular cortex       | R   | 52  | 6    | −8   | 0.33|389 |
| Superior frontal gyrus        | R   | 6/8| 22   | −6   | 58   | 0.33|158 |
| Mediation                     |     |    |      |      |      |     |    |
| Superior frontal gyrus        | L   | 44 | −54  | 12   | 0    | 0.29|116 |

Note:
a Extending to posterior insular cortex.
b Extending to postcentral gyrus.
c Composing the FEF.
d Extending to the ACC.