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Abstract—Tucker decomposition is one of the most popular models for analyzing and compressing large-scale tensorial data. Existing Tucker decomposition algorithms usually rely on a single solver to compute the factor matrices and core tensor, and are not flexible enough to adapt with the diversities of the input data and the hardware. Moreover, to exploit highly efficient GEMM kernels, most Tucker decomposition implementations make use of explicit matricizations, which could introduce extra costs in terms of data conversion and memory usage. In this paper, we present a-Tucker, a new framework for input-adaptive and matricization-free Tucker decomposition of dense tensors. A mode-wise flexible Tucker decomposition algorithm is proposed to enable the switch of different solvers for factor matrices and core tensor, and a machine-learning adaptive solver selector is applied to automatically cope with the variations of both the input data and the hardware. To further improve the performance and enhance the memory efficiency, we implement a-Tucker in a fully matricization-free manner without any conversion between tensors and matrices. Experiments with a variety of synthetic and real-world tensors show that a-Tucker can substantially outperform existing works on both CPUs and GPUs.
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I. INTRODUCTION

Tensor decomposition is a powerful tool for analyzing and compressing large-scale tensorial structured data. Among many tensor decomposition models\textsuperscript{[1–4]}, the Tucker decomposition\textsuperscript{[2–5]}, also known as the higher-order singular value decomposition (HOSVD)\textsuperscript{[3]}, is among the most popular ones. In recent years, Tucker decomposition is gaining increasingly more attention and has been widely used in scientific computing\textsuperscript{[6]}, data mining\textsuperscript{[7, 8]}, and computer vision\textsuperscript{[9–11]} fields. Therefore, it is of great importance to study high performance Tucker decomposition computation on modern hardware platforms. In this paper, we aim to study high performance computation of dense Tucker decomposition based on the popular sequentially truncated singular value decomposition (st-HOSVD) algorithm\textsuperscript{[12]}.

During the computing of the st-HOSVD algorithm, two main steps are carried out to compute the factor matrices and update the core tensor. The original solver for factor matrices and core tensor is based on the singular value decomposition (SVD) of the matricized tensor\textsuperscript{[12]}, which can be replaced with, for example, the eigen-decomposition of the Gram matrix\textsuperscript{[6]}, or an alternating least squares (ALS) method\textsuperscript{[13]}. Based on these solvers, Tucker decomposition has been widely studied on high performance computers\textsuperscript{[6, 14–23]}. However, most of the works depend on a single solver for the factor matrices and core tensor, and little attention has been paid to the effects of different solver variants.

Despite the continuing efforts made to improve the performance of st-HOSVD algorithm, there are three major challenges arising from the application as well as the hardware development. Firstly, more and more tensors with various dimensions and truncations are coming into usage in real-world applications. It is observed that the existing approaches for computing factor matrices and core tensor are only favorable for some certain input sizes, and a single solver is usually not enough to achieve good performance for all input cases (see Figure 2). Therefore, it is interesting to study how to design a flexible algorithm that can take different solvers into account.

In this case, the dynamic switch between different solvers is of great research and practical values. Secondly, it is also worth studying how to select the most suitable solver according to the characteristic of the inputs, especially on different hardware platforms. The solver selector should be aware of the inputs and the hardware and at the same time yield relatively high accuracy and low overhead. And thirdly, there are also challenges when implementing st-HOSVD algorithms on high performance platforms such as CPUs and GPUs. To exploit highly efficient GEMM kernels, most conventional implementations rely on explicit matricization of the tensor to simplify the treatment of various tensor operations\textsuperscript{[13–15, 17]}, which, however, will bring more memory usage as well as extra conversion overheads, and therefore leading to inferior performance.

To tackle these challenges, we propose a-Tucker, a new framework for input-adaptive and matricization-free Tucker decomposition of dense tensors. A mode-wise flexible Tucker decomposition algorithm is proposed to enable the switch of different solvers for factor matrices and core tensor with different tensor modes. To automatically select the most
The order of a tensor is the number of dimensions, also called the Frobenius norm of tensor. Reorders the elements of a tensor to form a matrix with the fastest layout, elements in the first dimension of the tensor changes when compared with the previous state-of-the-arts while keeping similar accuracy with both synthetic and real-world tensors. As far as we are aware, this work is the first Tucker decomposition computing framework which considers the effects of different solvers for factor matrices and core tensor and can adapt with various sizes of the input tensor and the truncations on both CPUs and GPUs.

The remainder of the paper is organized as follows. In Section II, we introduce the background and motivation of this work. We then present a highly flexible st-HOSVD algorithm and a corresponding adaptive solver selector in Section III and Section IV, respectively. The elements of a tensor are scalars, and we denote them by lowercase letters, such as \( x \). The elements of a third-order tensor \( X \) are denoted by lowercase letters with subscripts, such as \( x_{\ldots} \). For example, \( X_{ij} \) denotes the element of a third-order tensor \( X \) at position \( i, j \).

The mode-\( n \) matricization, also called unfolding operation, reorders the elements of a tensor to form a matrix with the \( n \)-th dimension being the leading dimension. For example, the mode-\( n \) matricization of \( X \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N} \) is \( X_{(n)} \in \mathbb{R}^{J_n \times I_{\ldots}} \), where \( J_n = I_1 \cdots I_{n-1} I_{n+1} \cdots I_N \). The Frobenius norm of tensor \( X \) is defined as

\[
\|X\|_F = \sqrt{\sum_{i_1,i_2,\cdots,i_N} x_{i_1,i_2,\cdots,i_N}^2}.
\]

The most common Tucker decomposition algorithms are the truncated higher-order singular value decomposition (t-HOSVD) \cite{24, 25} and its sequentially truncated version (st-HOSVD) \cite{12}, and the higher-order orthogonal iteration (HOOI) \cite{24}. The st-HOSVD or t-HOSVD algorithm is often used to initialize the factor matrices for HOOI. For some applications, it has been shown that using st-HOSVD or t-HOSVD alone is in most cases sufficient to produce accurate results, where HOOI only improves little accuracy \cite{12}. As compared to t-HOSVD, the st-HOSVD algorithm differs in shrinking the tensor in each mode and reducing the subsequent computations so as to reduce the computing cost and, in most cases, improve the accuracy \cite{12}. Therefore, in this paper we focus on high performance computation of the st-HOSVD algorithm. We remark that, owning to the similar algorithm structure, the proposed ideas and optimizations can also be extended to other Tucker decomposition algorithms, which is left as our future work.
C. The st-HOSVD algorithm

Algorithm 1: The sequentially truncated higher-order singular value decomposition (st-HOSVD) algorithm.

Input: Input Tensor $\mathbf{X} \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N}$, Truncations $(R_1, R_2, \cdots, R_N)$
Output: Core tensor $\mathbf{G} \in \mathbb{R}^{R_1 \times R_2 \times \cdots \times R_N}$, Factor matrices $\mathbf{U}^{(n)} \in \mathbb{R}^{I_n \times R_n}$ ($n = 1, 2, \cdots, N$)

1. $\mathbf{Y} \leftarrow \mathbf{X}$
2. for $n \leftarrow 1$ to $N$
   3. Mode-$n$ matricization $\mathbf{Y}^{(n)} \leftarrow \mathbf{Y}$
   4. $\triangleright$ Compute factor matrices $\mathbf{U}^{(n)}$
   5. $\mathbf{U}, \Sigma, \mathbf{V}^T \leftarrow$ Singular value decomposition on $\mathbf{Y}^{(n)}$
   6. $\mathbf{U}^{(n)} \leftarrow \mathbf{U}$
   7. $\triangleright$ Update core tensor $\mathbf{Y}$
   8. $\mathbf{Y}^{(n)} \leftarrow \Sigma \mathbf{V}^T$
   9. Tensorization $\mathbf{Y} \leftarrow \mathbf{Y}^{(n)}$
10. end
11. $\mathbf{G} \leftarrow \mathbf{Y}$

As shown in Algorithm 1, the computing procedure of the st-HOSVD algorithm is to traverse all modes of the tensor with a major loop [12]. Inside the loop, two important steps are carried out to compute the factor matrices $\mathbf{U}^{(n)}$ (line 5-6) and update the core tensor $\mathbf{Y}$ (line 8). In the original st-HOSVD algorithm, the solver for the factor matrices and core tensor is based on singular value decomposition (SVD) of the matricized input tensor. Equivalently, this solver can be replaced with the eigen-decomposition of the Gram matrix of the matricized input tensor [6] or with an alternating least squares (ALS) based iterative method [13]. In what follows, we call the three algorithm variants st-HOSVD-SVD, st-HOSVD-EIG, and st-HOSVD-ALS, respectively.

In many applications, the dimensions of the input tensor and the truncations for Tucker decomposition can be diverse and can usually spread in a large range. To examine the performance of the three st-HOSVD algorithm variants, we perform some experiments on an Intel Xeon E5-2620 v4 CPU with a number of synthetic tensors of different dimensions and truncations. From the test results shown in Figure 2, it can be seen that despite the fact that the SVD based algorithm is the slowest in all tested cases, it is hard to tell a priori whether the solver based on eigen-decomposition or that based on ALS is superior. In fact, the dimensions and truncations of the input tensors as well as the characteristics of the hardware, can all have a strong effect on the sustained performance. It is therefore necessary to introduce more flexibility and adaptivity in the st-HOSVD algorithm.

III. FLEXIBLE st-HOSVD ALGORITHM

In this section, we propose a new highly flexible st-HOSVD algorithm to cope with various application scenarios, and present some formal cost analysis on it to further guide the design of the adaptive solver selector and the subsequent performance optimizations.

A. Mode-wise flexible algorithm

A natural way to make the st-HOSVD algorithm more flexible is to enable the switch between the eigen-decomposition and the ALS based methods, either of which is treated as a whole throughout the major loop. Here it is not necessary to consider the original SVD based approach due to its relatively inferior performance as tested in the previous section. With further assistant of some automatic selecting mechanism, it is possible to make the algorithm adapt with the change of the inputs and the hardware. However, the question here is: is this flexible enough? The answer is of course no. The key reason is that this coarse-grained flexible algorithm only has two possible choices, greatly limiting its ability of coping with various application scenarios. It is therefore necessary to introduce more degree of flexibility.

Instead of using a single solver for the factor matrices and core tensor across all modes, we propose to orchestrate the major loop of the original st-HOSVD algorithm and introduce the possibility of using different solvers for different tensor modes. Algorithm 2 demonstrates the proposed flexible st-HOSVD algorithm. In the major loop, the flexible algorithm is able to make a dynamic switch between solvers based on eigen-decomposition (line 6-8) and ALS (line 10-13). The specific procedure of the ALS iteration is further shown in Algorithm 3. By switching the solvers for different modes, the flexible algorithm can extend the solver selection space with the degree of flexibility increased from 2 to $2^N$, where $N$ is the number of modes of the input tensor. With the exponential extension of the selection space, it is more likely to achieve better performance in the proposed flexible st-HOSVD algorithm. It is worth mentioning that the accuracy of the proposed flexible algorithm is maintained to a similar level of the st-HOSVD-EIG or st-HOSVD-ALS algorithm, as will be shown in later experiments.

B. Cost analysis

We analyze the cost of the flexible st-HOSVD algorithm, measured in total number of floating-point operations. Here we use $I_n$ and $R_n$ to represent the dimension of the tensor.
Algorithm 2: Mode-wise flexible \(st\)-HOSVD algorithm.

**Input:** Input Tensor \( \mathbf{X} \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N} \),
Core tensor dimensionality \((R_1, R_2, \cdots, R_N)\)

**Output:** Core tensor \( \mathbf{G} \in \mathbb{R}^{R_1 \times R_2 \times \cdots \times R_N} \),
Factor matrices \( \mathbf{U}^{(n)} \in \mathbb{R}^{I_n \times R_n} \) \((n = 1, 2, \cdots, N)\)

\[
\mathbf{Y} \leftarrow \mathbf{X}
\]

**for** \( n \leftarrow 1 \) **to** \( N \) **do**

1. method = algorithmSelector()
2. Mode-\( n \) matricization \( \mathbf{Y}^{(n)} \leftarrow \mathbf{Y} \)
3. if method = 0 **then**
4. \( \mathbf{S} \leftarrow \mathbf{Y}^{(n)} \mathbf{Y}^{(n)\top} \)
5. \( \mathbf{U}^{(n)} \leftarrow \mathbf{R}^{(n)} \) leading eigenvectors of \( \mathbf{S} \)
6. \( \mathbf{Y}^{(n)} \leftarrow \text{TTM}(\mathbf{Y}, \mathbf{U}^{(n)\top}) \)
7. **else**
8. \( \mathbf{L}, \mathbf{R} \leftarrow \text{ALS}(\mathbf{Y}^{(n)}, \mathbf{R}^{(n)}) \)
9. \( \hat{\mathbf{Q}}, \hat{\mathbf{R}} \leftarrow \text{QR decomposition on } \mathbf{L} \)
10. \( \mathbf{U}^{(n)} \leftarrow \hat{\mathbf{Q}} \)
11. \( \mathbf{Y}^{(n)} \leftarrow \text{TTM}(\mathbf{R}, \hat{\mathbf{R}}) \)
12. **end**
13. Tensorization \( \mathbf{Y} \leftarrow \mathbf{Y}^{(n)} \)
14. **end**
15. \( \mathbf{G} \leftarrow \mathbf{Y} \)

Algorithm 3: \([L, \mathbf{R}] = \text{ALS}(\mathbf{Y}^{(n)}, \mathbf{R}^{(n)})\)

**Input:** Mode-\( n \) matrix \( \mathbf{Y}^{(n)} \in \mathbb{R}^{I_n \times J_n} \)
\((J_n = I_1 \cdots I_{n-1} \cdots I_{n+1} \cdots I_N)\)

Truncation value \( \mathbf{R}^{(n)} \),
Initial guesses \( \mathbf{L}_0 \in \mathbb{R}^{I_n \times R_n} \)

**Output:** \( \mathbf{L}, \mathbf{R} \)

\[
k = 0
\]

**while** not convergent **do**

1. \( \mathbf{R}_k \leftarrow (\mathbf{Y}^{(n)} \mathbf{L}_k)(\mathbf{L}_k \mathbf{L}_k^\top)^{-1} \)
2. \( \mathbf{L}_{k+1} \leftarrow (\mathbf{Y}^{(n)} \mathbf{R}_k)(\mathbf{R}_k \mathbf{R}_k^\top)^{-1} \)
3. \( k \leftarrow k + 1 \)
4. **end**
5. Tensorization \( \mathbf{R} \leftarrow \mathbf{R}_k \)

and truncation on mode-\( n \), and \( J_n \) to represent the dimension products of all modes except mode-\( n \).

In the proposed flexible algorithm, the eigen-decomposition based solver consists of three operations, i.e., Gram matrix computation, TTM, and eigen-decomposition. For the Gram matrix computation, the number of elements in the resulting matrix is \( I_n I_n / 2 \), and to get each resultant element, 2\( J_n \) floating-point computations are needed. So the overall number of floating-point operations for Gram matrix computation is \( I_n I_n J_n \). For the TTM operation, the number of floating-point operations is \( 2I_n R_n J_n \) with \( R_n J_n \) resultant elements and each of the elements obtained by \( 2I_n \) operations. Furthermore, eigen-decomposition can be computed by calling routines from high performance LAPACK library. Here, we use \( f_{\text{eig}}(I_n, I_n) \) to represent the cost of the eigen-decomposition of an \( I_n \times I_n \) matrix in terms of the number of floating-point operations. Accordingly, the overall number of floating-point operations in the eigen-decomposition based solver can be expressed as:

\[
F_1 = \frac{I_n I_n J_n}{2} + 2I_n R_n J_n \quad \text{Gram matrix computation + TTM computation}
\]

\[
+ \frac{f_{\text{eig}}(I_n, I_n)}{\text{Eigen-decomposition}}
\]

The ALS based solver, on the other hand, is comprised of multiple tensor/matrix operations and some other linear algebra operations. In each inner iteration of the ALS procedure, two TTMs, two TTTs, two GEMMs and two matrix inversions are needed. Outside the ALS iteration, one TTM and one QR decomposition are further utilized. Therefore, the overall number of floating-point operations in the ALS based solver is:

\[
F_2 = (2I_n J_n R_n + 2J_n R_n R_n) + 2I_n J_n R_n + 2J_n R_n R_n \quad \text{TTM computation + Matrix inversion}
\]

\[
+ \frac{4I_n R_n R_n}{\text{TIT computation}} + \frac{2f_{\text{inv}}(R_n, R_n)}{\text{num_iters}} \quad \text{GEMM computation + Matrix inversion}
\]

\[
+ \frac{2I_n R_n R_n}{\text{TTM computation}} + \frac{f_{\text{qr}}(I_n, R_n)}{\text{QR decomposition}} \quad \text{QR decomposition}
\]

where \text{num_iters} represents the number of ALS iterations that can be controlled by the users. The default value is set to five in this work. Analogously, \( f_{\text{qr}}(I_n, R_n) \) and \( f_{\text{inv}}(R_n, R_n) \) are used to represent the cost of the QR decomposition of an \( I_n \times R_n \) matrix and the cost of the matrix inversion of an \( R_n \times R_n \) matrix, respectively.

**IV. ADAPTIVE SOLVER SELECTOR**

The proposed flexible \(st\)-HOSVD algorithm relies on a selection mechanism to pick up the most suitable solver for each mode. This solver selector should be able to adapt with various inputs and hardware characteristics and should be designed with low overhead and high accuracy. As previously analyzed, the flexible \(st\)-HOSVD algorithm consists of a number of different operations. It is therefore very difficult and complex to construct an accurate performance model for the solver selection. To tackle this challenge, we utilize a lightweight machine learning model based on decision tree, which can automatically learn the rules from the collected performance data. Once the model is trained on a specific hardware platform, one can use it to make the prediction on-the-fly as many times as necessary.

**A. Feature extraction**

Table I lists the extracted features for the decision tree model. Firstly, basic shape information along mode-\( n \) including the dimension size of the input tensor \( I_n \), the truncation \( R_n \), and the dimension products of all proceeding modes \( J_n \), is extracted. Then, we add some combined features derived from the three shape features. Among them, \( I_n I_n, R_n R_n \) and \( I_n R_n \) are used to represent the computing scales of
Meaning

| Features |  
|----------|  
| $I_n$ | dimension of the tensor in mode-$n$  
| $R_n$ | truncation in mode-$n$  
| $J_n$ | dimension products of all the modes except mode-$n$  
| $I_n I_n$ | square of $I_n$  
| $R_n R_n$ | square of $R_n$  
| $I_n R_n$ | product of $I_n$ and $R_n$  
| $R_n R_n / J_n$ | ratio of square of $R_n$ and $I_n$  
| $R_n R_n / J_n$ | ratio of square of $R_n$ and $J_n$  
| $I_n / J_n$ | ratio of $I_n$ and $J_n$  
| $R_n / J_n$ | ratio of $R_n$ and $J_n$  

From the algorithmic perspective, the components of the flexible $st$-HOSVD algorithm are natural to be matricization-free, because the major operations involving tensor are all tensor operations including Gramization, TTM, and TTT. This fact indicates that if all these tensor operations are implemented in a matricization-free way, so will the flexible algorithm be. To achieve this goal, we consider all the involved tensor operations one by one. Since the Gram matrix computation is a special case of TTT, we only consider how to achieve matricization-free computations for TTM and TTT operations.

As shown in Equation (2) and (3), the computation of TTM and TTT can be implemented by iterating the modes with nested “for” loops. In this case, to achieve high performance, two major factors need to be considered, i.e., loop ordering and loop merging. In this work, the loop ordering is related to the underlying tensor storage and we use column-major tensor layout, in which elements along the first dimension are stored contiguously. Considering the locality of data access, the first dimension is more suitable to act as the most inner loop. Thus, the loops are organized in the descending order, i.e., from the last dimension of the tensor to the first. To consider loop merging, it is known that two continuous dimensions of a tensor can be logically merged into one, and different loop merging degrees can lead to different underlying kernel operations, such as vector-vector, matrix-vector, or matrix-matrix operations. To achieve high performance, matrix-matrix organization is usually more preferred. Inspired by the explicit matricization of TTM and TTT on mode-$n$ which treats the $n$-th mode as a major dimension for matrix-matrix multiplication, we use the $n$-th dimension as the splitting axis. Then all the loops are split into three parts: loops outside, along, and inside the $n$-th axis. By logically merging the loops outside and inside the $n$-th axis, the organization of the “for” loops is

V. IMPLEMENTATION AND OPTIMIZATION

To utilize the highly-optimized vendor supplied GEMM kernels, many existing works on tensor computations [13, 15, 17] rely on explicit matricization techniques to improve the performance and simplify the implementation. Figure 3 demonstrates the typical workflow for tensor computing with the explicit matricization method, which usually consists of three steps. First, the input tensor is explicitly converted into a matrix by a mode-$n$ matricization operation along each mode. Then the major computation is carried out by calling high-performance GEMM kernels. After that, the resultant matrix is converted back to the tensor format through tensorization. Despite the fact the whole procedure is easy to implement, the explicit matricization method usually costs more memory for the storage of the intermediate matrices and brings extra conversion overheads. To overcome this problem, we develop a matricization-free method for the proposed flexible $st$-HOSVD algorithm.

From the algorithmic perspective, the components of the flexible $st$-HOSVD algorithm are natural to be matricization-free, because the major operations involving tensor are all tensor operations including Gramization, TTM, and TTT. This fact indicates that if all these tensor operations are implemented in a matricization-free way, so will the flexible algorithm be. To achieve this goal, we consider all the involved tensor operations one by one. Since the Gram matrix computation is a special case of TTT, we only consider how to achieve matricization-free computations for TTM and TTT operations.

As shown in Equation (2) and (3), the computation of TTM and TTT can be implemented by iterating the modes with nested “for” loops. In this case, to achieve high performance, two major factors need to be considered, i.e., loop ordering and loop merging. In this work, the loop ordering is related to the underlying tensor storage and we use column-major tensor layout, in which elements along the first dimension are stored contiguously. Considering the locality of data access, the first dimension is more suitable to act as the most inner loop. Thus, the loops are organized in the descending order, i.e., from the last dimension of the tensor to the first. To consider loop merging, it is known that two continuous dimensions of a tensor can be logically merged into one, and different loop merging degrees can lead to different underlying kernel operations, such as vector-vector, matrix-vector, or matrix-matrix operations. To achieve high performance, matrix-matrix organization is usually more preferred. Inspired by the explicit matricization of TTM and TTT on mode-$n$ which treats the $n$-th mode as a major dimension for matrix-matrix multiplication, we use the $n$-th dimension as the splitting axis. Then all the loops are split into three parts: loops outside, along, and inside the $n$-th axis. By logically merging the loops outside and inside the $n$-th axis, the organization of the “for” loops is

Fig. 3. The demonstration of explicit matricization method.
simplified and the kernel computation can be done by matrix-
matrix operations straightforwardly.

Figure 4 demonstrates the matricization-free method for TTT and TTM operations in the flexible st-HOSVD algorithm of a third-order tensor. In the figure, the rectangles with color represent tensor, without color represent matrix. As shown in the figure, there are no loops inside the first mode and no loops outside the last one, and the computation is logically organized into a single GEMM operation naturally. For the intermediate modes, i.e., the second mode, the computation is organized in the form of a series of GEMM operations. The specific computation patterns of TTT and TTM are a little different. For TTT, both inputs are multiple pieces of matrices, with the corresponding pieces multiplied one by one and written to a same resultant matrix. As for TTM, the computation pattern is in fact the batched GEMM operation [27], whose performance can be improved by calling the batched_gemm kernels from Intel Math Kernel Library (MKL) [28] and cuBLAS [29] library.

VI. PERFORMANCE EVALUATION

Table II

| Name          | Order | Dimension        | Truncation    | Abbr. |
|---------------|-------|------------------|---------------|-------|
| MNIST [30]    | 3     | 784x5000x10      | 65x142x10     | MNIST |
| Cavity_velocity [31] | 3     | 100x100x10000   | 20x20x20      | Cavity |
| Boats [32]    | 3     | 320x240x7000     | 10x10x10      | Boats |
| Air Quality [33] | 3     | 30648x376x6     | 10x10x5       | Air   |
| Sea-wave video [34] | 4     | 112x160x3x32    | 10x10x3x32    | Video |
| HSI [35]      | 4     | 1021x1340x33x8  | 10x10x10x5   | HSI   |

A. Experiment setup

Platforms. We ran all experiments on both CPU and GPU platforms. The Intel Xeon CPU E5-2620 v4 @ 2.10GHz is used as the representative CPU platform, which is with 32 cores and 64 GB of main memory. As for GPU platform, the NVIDIA Tesla V100 (Volta) with 32 GB global memory is employed. The CPU codes are compiled with g++ 5.4.0 and the GPU codes are compiled with nvcc 10.1, both with -O3 flag. The double precision data type is used in all tests and the performance is measured by averaging the results of five repeated executions.

Datasets. We use both synthetic tensors and tensors from real applications to evaluate the performance of a-Tucker. A total of 300 synthetic tensors from the testing data sets, introduced in Section IV, are used to examine the performance. In addition to that, six tensors from real-world applications, covering both third-order and fourth-order tensors, are tested for further performance analysis. A list of the information of the six real-world tensors is shown in Table II where the entries “Dimension” and “Truncation” indicate the dimension of the input tensor and the truncation along each mode. The specific values of the truncations are set to be consistent with existing works [13, 33].

Baselines. This work is designed to compare with several other st-HOSVD implementations on both CPUs and GPUs. The implementations based on eigen-decomposition and ALS alone are all utilized as the baselines. On CPU, both single-node TuckerMPI library [16] and Tensor toolbox [14] provide eigen-decomposition based implementations. Because Tensor toolbox is implemented by using MATLAB, to be more fair, the single-node implementation in TuckerMPI library is selected as the baseline. For ALS based method, we reproduce the st-HOSVD-ALS implementation according to [13]. On the GPU platform, there are no readily available implementations for st-HOSVD. We port the single-node TuckerMPI and st-HOSVD-ALS to GPU and take them as the reference implementations. It is worth nothing that the proposed flexible algorithm and its implementation is in fact the breakdown and recombination of the aforementioned baseline implementations of TuckerMPI and st-HOSVD-ALS. For all the works, the involved linear-algebra operations are implemented by using the vendor supplied high-performance kernels from
the MKL [28] library on CPUs, and the cuBLAS [29] and cuSolver [30] libraries on GPUs.

### B. Overall performance

To compare the performance of a-Tucker and the baseline implementations, we test them with real-world tensors on both CPUs and GPUs. Table III shows comparison results, including the approximation error and elapsed time. Here, the approximation error $\|X - \hat{X}\|_F / \|X\|_F$ is used to evaluate the accuracy, where $X$ represents the input tensor and $\hat{X}$ the reconstruction from the output of Tucker decomposition. From the table, it can be seen that a-Tucker can deliver results with accuracies similar to those of the reference st-HOSVD implementations, which further demonstrates its feasibility, and at the same time, it can achieve better performance as compared to the baselines. On the CPU platform, the achieved speedups are roughly 1.2x-6500.0x over st-HOSVD-ALS and 1.0x-5.8x over st-HOSVD-ALS with the tested tensors. Similar results can be found on GPUs, where a-Tucker can yield 1.0x-8.7x and 1.0x-3.3x performance improvements over st-HOSVD-ALS. It is worth noting that for the Air Quality tensor, execution of st-STHOSVD-EIG is halted on GPU because one of the dimensions of the tensor is too large to fit into the GPU memory space for eigen-decomposition of the Gram matrix. a-Tucker, on the other hand, does not suffer from this memory issue.

To make more extensive performance comparisons, we use randomly generated tensors to do the tests on CPUs and GPUs again. Figure 5 shows the achieved speedup of a-Tucker with respect to the st-HOSVD-EIG and st-HOSVD-ALS baselines.

From the results, it can be seen that, among all 300 test cases, a-Tucker can achieve better performance with around 91%-94% and 93%-94% cases on the CPU and GPU platforms, respectively. On CPU, the average performance improvement is approximately 22.9x and 2.2x, with respect to st-HOSVD-EIG and st-HOSVD-ALS, respectively. And on GPU, average speedups of 2.8x and 1.5x are achieved when compared with st-HOSVD-EIG and st-HOSVD-ALS, respectively. It is also interesting to see that the achieved average speed-up on GPU is larger than that on GPU. This is caused by the reason that the performance gap of st-HOSVD-EIG and st-HOSVD-ALS on CPU is larger than that on GPU due to the architectural differences. These test results clearly demonstrate the superior performance of a-T Tucker.

### C. Flexibility and adaptivity

To examine the effectiveness of the flexible and adaptive switch of the solver for the factor matrices and core tensor, the execution processes at the runtime of the Tucker decomposition of two real-world tensors are provided in Figure 6. From the results, it can be seen that, among all 300 test cases, a-Tucker can achieve better performance with around 91%-94% and 93%-94% cases on the CPU and GPU platforms, respectively. On CPU, the average performance improvement is approximately 22.9x and 2.2x, with respect to st-HOSVD-EIG and st-HOSVD-ALS, respectively. And on GPU, average speedups of 2.8x and 1.5x are achieved when compared with st-HOSVD-EIG and st-HOSVD-ALS, respectively. It is also interesting to see that the achieved average speed-up on GPU is larger than that on GPU. This is caused by the reason that the performance gap of st-HOSVD-EIG and st-HOSVD-ALS on CPU is larger than that on GPU due to the architectural differences. These test results clearly demonstrate the superior performance of a-T Tucker.
In the figure, the “Adaptive” column indicates the predicted method by the adaptive solver selector, and the “Best” column indicates the true optimal method through exhaustive search. The arrow points to the selected method for “Adaptive” and “Best” methods along the mode. The CPU platform is used to show the testing results. As shown in the figure, the flexible st-HOSVD algorithm can switch to the most suitable solver for each mode with the help of the adaptive solver selector. For some inputs, such as that in Figure 6 (a), the proposed mode-wise fine-grained flexible algorithm achieves similar performance as the best alternative among st-HOSVD-EIG and st-HOSVD-ALS, behaving similarly to the coarse-grained adaptive algorithm. For some other inputs, such as that in Figure 6 (b), the selection preferences in different modes are quite different, which gives the proposed mode-wise algorithm more opportunity in flexibility, leading to more performance improvement with the help of the adaptive solver selector. These results further demonstrate the necessities and advantages of the proposed mode-wise flexible st-HOSVD algorithm and the corresponding adaptive solver selector.

D. Accuracy and overhead

To investigate the accuracy of the machine-learning based adaptive solver selector, we collect results on the prediction accuracy and find that the average prediction accuracy over all tested tensors is around 92.9% and 93.7% on CPU and GPU platforms, respectively. It is interesting to see that even for some wrongly predicted cases, the flexible algorithm can still achieve better performance due to its more flexible selection space, where the benefits from some modes may compensate the extra cost from the wrongly predicted mode.

We further carry out test to analyze the runtime overhead of the adaptive solver selector. Again, the CPU platform is utilized to analyze the results. Figure 7 shows the overhead for dynamic switching between different solvers for factor matrices and core tensor with the six real-world tensors. As seen from the figure, the overhead is very small, which is only 23-90 us, accounting to well below 0.25% of the overall runtime, even for small tensors such as the Sea-wave video tensor.

E. Matricization-free optimization

To see how the matricization-free optimization can improve the overall performance of Tucker decomposition, we conduct experiments on the proposed flexible st-HOSVD algorithm with the real-world tensors on the CPU platform, using two implementations including the one with explicit matricization and the matricization-free approach. We record both the execution time and the memory usage in Figure 8 from which we can observe clearly that the matricization-free optimization can outperform the implementation with explicit matricization with around 4% to 386% performance improvements, and at the same time reduce the memory space occupation by around 4% to 45% for the tested tensors. Overall, with the benefits from the elimination of explicit matricization and tensorization operations, the matricization-free optimization has clear advantages in terms of both execution time and memory usage.

VII. RELATED WORK

In recent years, Tucker decomposition algorithms such as st-HOSVD are gaining increasingly more research attentions. In addition to the original SVD based method for solving the factor matrices and core tensor in the st-HOSVD algorithm [12], other approaches can be applied, such as the solver based on the eigen-decomposition of the Gram matrix [6] and the iterative solver based on an ALS method [13]. Meanwhile, high performance Tucker decomposition libraries have been actively developed in the past decade. Examples include Tensor toolbox [14], Tensorlab [15] and TuckerMPI [6, 16]. Efforts on performance optimizations of Tucker decomposition have also been done in various works, focusing on both st-HOSVD [17] and HOOI [37, 39] algorithms. However, most existing works only rely on a single solver for the factor matrices and core tensor. In this paper, it is found that different solvers can play different roles inside the major loop of the algorithm. To adapt with the diversities of the inputs and hardwares, we propose a highly flexible mode-wise algorithm to enable the switch of different solvers for factor matrices and core tensor with different tensor modes.

Nowadays, with the rapid development of computer hardware, adaptive method for data format or kernel selection has becoming a promising research direction, especially in applications that involve sparse matrix computations. Examples can be found in works for automatic selection of sparse matrix format in SpMV [40, 46] and spGEMM [47, 48], and the adaptive switch of computing kernels such as SpMV/SpMSpV [49] and SpTRSV [50]. Recently, the adaptive idea is also used in MTTKRP sequence computation arising in the CP decomposition of higher-order tensors [51]. In this paper, we have
brought the idea of adaptivity into the Tucker decomposition and developed an adaptive computation framework. With the help of a decision-tree based machine learning model, it can automatically select the optimal solvers for factor matrices and core tensor with relatively low overhead and high accuracy, and can easily generalize to other hardware platforms.

There are also some works focusing on high performance optimizations of various basic tensor operations. As one of the most important tensor operations in Tucker decomposition, TTM is well studied for both dense tensors \([22]\) and sparse or semi-sparse tensors \([22]\). Besides, many efforts have made for the development of efficient tensor transpositions on CPUs and GPUs, such as \([23, 25]\). There are also some works on the performance optimization of tensor-vector production \([20, 21]\) and tensor contraction, e.g., \([24, 26]\). In this paper, we have borrowed the matricization-free technique from reference \([52]\) and applied it in both TTM and TTT operations of the flexible s/HOSVD algorithm. Based on it, the Tucker decomposition has been successfully implemented in an adaptive and matricization-free manner on both CPUs and GPUs.

VIII. CONCLUSION

The key finding of this paper is that the existing Tucker decomposition algorithms are not flexible enough to cope with the diversities of the input data and the hardware. To tackle this issue, a-Tucker, a new framework for input-adaptive and matricization-free Tucker decomposition of dense tensors, is proposed. A mode-wise flexible Tucker decomposition algorithm is first proposed to enable the switch of different solvers for factor matrices and core tensor with different tensor modes. To automatically select the most appropriate solver at runtime, a machine learning model is utilized to help the flexible algorithm adapt with different inputs and also easily deploy on different hardware platforms. To further improve the performance and reduce the memory usage, a matricization-free technique is employed on the implementation level. Experiments show that a-Tucker can achieve substantially higher performance when compared with the previous state-of-the-arts while keeping similar accuracy with both synthetic and real-world tensors. Possible future work may include applying the proposed input-adaptive and matricization-free method to sparse tensors and to other tensor decomposition models.
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