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Abstract—Improving the passenger air travel experience is one of the explicit goals set by the Next Generation Air Transportation System in the United States and by the Advisory Council for Aeronautics Research in Europe FlightPath 2050. Both suggest door-to-door travel times as a potential metric for these objectives. In this paper, we propose a data-driven model to estimate door-to-door travel times and compare the reach and performance of different access modes to a city, as well as conduct segment analysis of full door-to-door trips. This model can also be used to compare cities with respect to the integration of their airport within their road structure. We showcase multiple applications of this full door-to-door travel time model to demonstrate how the model can be used to locate where progress can be made.

I. INTRODUCTION

Both in Europe and in the United States, national or supra-national agencies promote the need for seamless door-to-door travel and data sharing. They were deemed as needed by the European Commission’s 2011 White Paper [1] and were reconfirmed by the Federal Aviation Administration (FAA) in 2017 [2]. Data sharing was already a main focus in the early 2000s; in response, Europe created and adopted SWIM - System Wide Information Management [3] - and the FAA followed suit. The Next Generation Air Transportation System (NextGen) [4] in the United States and the Advisory Council for Aeronautics Research in Europe (ACARE) Flightpath 2050 [1] both aim to have a more passenger-centric approach. To this end, ACARE Flightpath 2050 sets some ambitious goals, which are not all measurable yet due to lack of available data. For example, it aims at having 90% of travelers within Europe being able to complete their door-to-door journey within 4 hours. In the US, the Joint Planning and Development Office has proposed and tested metrics regarding NextGen’s goals [5], but the passenger-centric metrics, especially regarding door-to-door travel times, are still missing.

Cook et al. [6] first explored the shift from flight-centric to passenger-centric metrics in the project POEM - Passenger Oriented Enhanced Metrics - where they propose propagation-centric and passenger-oriented performance metrics and compare them with existing flight-centric metrics. Later, Laplace et al. [7] introduce the concept of Multimodal, Efficient Transportation in Airports and Collaborative Decision Making (META-CDM); they propose to link both airside CDM and landside CDM, thus taking passenger perspective into account. In this perspective, Kim et al. [8] propose an airport gate scheduling model for improved efficiency with a balance between aircraft, operator and passenger objectives. Dray et al. [9] illustrate the importance of multimodality by considering ground transportation as well during major disturbances of the air transportation system in order to offer better solutions to passengers.

The estimation of door-to-door travel time for multi-modal trips has been previously studied, but for trips contained within the same metropolitan area. Peer et al. [10] focus on commutes within a Dutch city by studying door-to-door travel times and schedule delays for daily commuters, and show that, for the estimation of the overall travel time, it is important to consider the correlation of travel times across different road links. Salonen and Toivenen [11] investigate the need for comparable models and measures for trips by car or public transport with focus on the city of Helsinki. Their multi-modal approach takes into account the walking and waiting times necessary to reach a station or a parking place. Duran-Hormazabal and Tirachini [12] analyze travel time variability for multi-modal trips within the city of Santiago, Chile, using human surveys and GPS data to estimate the time spent in the different transportation modes, namely walking, driving a car, riding a bus and taking the subway. Pels et al. [13] analyze the relative importance of access time to airports in the passengers’ choice within the San Francisco Bay Area based on a passenger survey, offering perspective from air transportation. These works emphasize the importance of considering all relevant modes when estimating door-to-door travel times, but are limited in scope with respect to the size of the area considered and the amount of data available.

Thanks to the increasing use of mobile phones as data sources, larger scale studies with a focus on air transportation have been possible. In the United States, Marzuoli et al. [14] implement and validate a method to detect domestic air passengers using mobile phone data available on a nationwide scale. Though the main focus of this work is the passenger behavior at airports, the granularity of the data facilitates analysis of each phase within the full door-to-door trip. Marzuoli et al. [15] then combine mobile phone data with social media data to analyze passenger experiences in airports during a major disruption. In Europe, within the BigData4ATM project\(^1\), Garcia-Albertos et al. [16] also present a methodology for measuring door-to-door travel times using mobile phone data, illustrated through trips between Madrid and Barcelona. Mobile phone data are, however, proprietary data, which are difficult to access for research.

Grimme and Martens [17] propose a model analyzing the feasibility of the 4-hour goal proposed by FlightPath 2050 based on airport-to-airport flight times and a simplified model

\(^1\)www.bigdata4atm.eu
of access to and from airports. Sun et al. [18] use open source maps and datasets to calculate door-to-door minimum travel time estimations in order to study the possible competitiveness of air taxis.

In the upcoming sections, the model and analysis presented are also based on already available online data but with a post operation approach. The aim of this model is to create a method to measure the average door-to-door travel times once trips are completed to analyze and compare available modes of transportation. We have applied the first version of this method to two intra-European multi-modal trips, thus comparing air transportation and rail transportation [19]. We then used an improved version of the same method, leveraging four different data sources (ride-sharing, flight, phone, and census data) and adapted to the conditions in the United States, to compare trips using direct flights between five US cities, three of them on the West Coast and the other two on the East Coast [20].

In this paper, we offer a data-driven model for the computation of door-to-door travel times that harnesses recently available data along with public data. The data-driven methods developed can be applied for most multi-modal trips between two cities where relevant data are available and are not limited to the air transportation system. The range of new analyses available using this model is illustrated with multiple modal analysis of an intra-European trip, a per-leg analysis of multiple intra-USA trips and an analysis of the impact of severe weather disruptions. These analyses have direct applications for passengers, urban planners and decision makers and highlight the difference between taking a flight-centric approach to the air transportation system and taking a passenger-centric approach.

Section II of this paper presents the data-driven, full door-to-door travel time model; Section III showcases a first set of analyses and applications facilitated by this model for trips between Amsterdam and Paris; and, Section IV focuses on a set of analyses for trips within the United States where more data are available; Finally, Section V concludes this paper and proposes future research directions.

II. THE FULL DOOR-TO-DOOR DATA-DRIVEN MODEL

Similarly to [16] and [18], we can deconstruct the travel time $T$ for trips with direct flights or direct train links into five different trip phases, represented in Figure 1 and summarized in equation (1),

$$T = t_{so} + t_{dep} + t_{in} + t_{arr} + t_{from}, \quad (1)$$

where

- $t_{so}$ is the time spent traveling from the start of the journey to the departure station (e.g. train station or airport),
- $t_{dep}$ is the time spent waiting and going through security processes (if any) at the departure station,
- $t_{in}$ is the time actually spent in flight or on rails,
- $t_{arr}$ is the time spent at the arrival station (e.g. going through security processes),
- $t_{from}$ is the time spent traveling from the arrival station to the final destination.

The full model for door-to-door travel time proposed in this paper is established by data-driven methods used to calculate the values of the different times contained in equation (1). These data-driven methods are described in Sections II-A through II-D.

This study focuses on air and rail transportation as main transportation modes, which give the value of $t_{in}$, though the process can also be applied to inter-city bus trips. Furthermore, it is assumed that passengers travel by road when arriving or leaving the main station (airport or train station) for the calculation of $t_{so}$ and $t_{from}$. In response to data availability, the case studies only consider six major US cities (Atlanta, Boston, Los Angeles, Seattle, San Francisco and Washington D.C.) and two European capitals (Amsterdam and Paris).

A. Travel time from the origin location to the departure station and from the arrival station to the final destination

We can estimate the road transit times from origin location to departure station ($t_{so}$) and from arrival station to final destination ($t_{from}$) by using aggregated and publicly available data from taxi or ride-sharing services. Uber [21] is a ride-sharing service launched in 2010 and located in major urban areas on six continents; it has recently released anonymized and aggregated travel time data for certain of the urban areas where it operates. The available data consist of the average, minimum and maximum travel times between different zones (e.g. census tracts in the case of US cities) within serviced area from all Uber rides aggregated over five different periods for each considered day. The five considered periods, used throughout this study, are defined as follows:

- Early Morning: from midnight to 7am
- AM: from 7am to 10am
- Midday: from 10am to 4pm
- PM: from 4pm to 7pm
- Late Evening: from 7pm to midnight

There are days when the travel times between some zones are only aggregated at a daily level. Travel times are associated with their mean starting door time, i.e. the mean of all the time stamps from the trip contained in the zone of departure.

Since Uber was initially introduced in the US, the impact of Uber in US urban transit has already been the focus of several studies prior to this data release. Li et al. [22] concludes that, at an aggregated level, Uber tends to decrease congestion in the US urban areas where it was introduced. Later, Erhardt et al. [23] build a model showing that ride sharing companies do increase congestion using the example of San Francisco. Hall et al. [24] focus on whether Uber complemented or substituted public transit by studying the use of public transit system before and after Uber’s entry date in different US cities. Wang
and Mu [25] study Uber’s accessibility in Atlanta, GA (US) by using the average wait time for a ride as a proxy and conclude that the Uber use is not associated to a specific social category. Following the release of Uber data, Pearson et al. [26] propose a traffic flow model based on this aggregated Uber data and use it to analyze traffic patterns for seven cities world-wide. Assuming Uber rides as part of the road traffic flow, this study considers that Uber’s travel times are an acceptable proxy of the actual travel times by road. In cities where busses don’t have specific road lanes, these travel times are a valid proxy for both car and bus trips. This paper limits its scope to road access to and egress from considered stations. The analysis of subway alternatives is not considered in this paper.

Each US city is divided into their census tracts; Paris into the IRIS zones used by INSEE [27] for census, and Amsterdam into its official districts called wijk.

### B. Dwell time at stations

The dwell time at a station, either $t_{\text{dep}}$ or $t_{\text{arr}}$, is defined as the time spent at the station, whether going through security processes, walking through the station, or waiting. The time spent at each station depends on the mode considered, the specific trip, and whether the passenger is departing or arriving. The dwell time at departure can be split into two components, a processing time, $t_{\text{sec}}$, necessary to get through security (if any) and through the station to the desired gate or track, and an extra wait time, $t_{\text{wait}}$, due to unanticipated delays.

Processing times at US airports are based on the average wait times at airports extracted from the study of Marzuoli et al. [14]. The six US airports under study in this paper are: Hartsfield-Jackson Atlanta International Airport (ATL), Boston’s Logan International Airport (BOS) and Ronald Reagan Washington National Airport (DCA) for the East Coast, Los Angeles International Airport (LAX), Seattle-Tacoma International Airport (SEA) and San Francisco International Airport (SFO) for the West Coast. Processing times at European airports are assumed invariant between airports and determined using most airline recommendations. The three European airports under study are: Paris Charles de Gaulle Airport (CDG), Paris Orly Airport (ORY) and Amsterdam Airport Schiphol (AMS).

The average dwell times at these airports are summarized in Table I for US airports and in Table II for European airports.

#### Table I: Average dwell time spent at US airports in minutes.

| Time at departure | ATL | BOS | DCA | LAX | SEA | SFO |
|------------------|-----|-----|-----|-----|-----|-----|
| Time at arrival  | 110 | 105 | 125 | 105 | 105 | 105 |
|                  | 60  | 40  | 35  | 65  | 50  | 45  |

#### Table II: Average dwell time spent at European airports in minutes.

| Time at departure | AMS | CDG | ORY |
|------------------|-----|-----|-----|
| Time at arrival  | 90  | 90  | 90  |
|                  | 45  | 45  | 45  |

With regard to processing times at train stations, based on the recommendation of the train station websites, the departure dwell time is set at 15 minutes and the arrival dwell time is set at 10 minutes for all train stations. We can improve these estimates by gathering data from GPS or mobile phone sources as well as WiFi beacons within airports and train stations, and by using a method similar to Nikoue et al. [28].

We can calculate the extra wait times when the scheduled and actual departure or arrival times are available. For US airports, these wait times are calculated only for departure using the publicly available data from the Bureau of Transportation Statistics (BTS) [29]. They were obtained by subtracting the scheduled departure time from the actual flight departure time.

#### C. Time in flight or on rail

1) US flights: The actual flight time was calculated based on the data from BTS using the actual departure/arrival times of all direct flights between each city pairs from January 1st 2018 to March 31st 2018. Cancelled flights are not considered in this study and were discarded.

2) European trips: In Europe, we assume that flights and trains are on time and follow a weekly schedule, due to a lack of publicly centralized flight schedule data. The weekly schedules are extracted from actual train and flight schedules gathered over a period of several months and are assumed applicable over the full period under study.

#### D. Full door-to-door travel time

Our model assumes that travelers plan their departure time to arrive at the departure station exactly $t_{\text{sec}}$ minutes (eq. (2)) before the scheduled departure time of their flight or train. We use this assumption to determine the value of $t_{\text{sec}}$ since it defines the period of the day to consider when extracting the Uber average time from the origin location to the departure station. We extract the value of $t_{\text{from}}$ by using the actual arrival time of the flight or train. When only daily aggregated times are available in the Uber data, these times are used for each period of the day in proxy.

### III. FLIGHTS VERSUS TRAINS: A COMPARISON OF DIFFERENT ACCESS MODES TO PARIS

Let us consider a traveler leaving from Amsterdam city center to reach the Paris area. We have chosen the city center of Amsterdam as it covers both tourists and business travelers, but the proposed door-to-door travel time model and subsequent analysis can be applied from any zone. Three possible means of transportation are under study for this trip: plane from Amsterdam Airport Schiphol to Paris Charles De Gaulle airport (CDG) or via Paris Orly (ORY), or train from Amsterdam Centraal via Paris Gare du Nord (GDN).

#### A. Flight and train schedules

As in Section II-C2, the flight and train schedules used for this study are weekly schedules. The weekly flight schedules between Amsterdam Airport Schiphol (AMS) and CDG or ORY were extracted from the actual flight schedules from December 2019 to January 2020, and it was assumed that the obtained weekly schedules would run from January 1st
2018 to September 30th 2019. These weekly schedules are summarized in Table III for flights between AMS and ORY, and in Table IV for flights between AMS and CDG.

Table III: Extracted weekly schedule from Amsterdam to Paris via ORY.

| Mo | Tu | We | Th | Fr | Su | Na | Ams | Paris |
|----|----|----|----|----|----|----|-----|-------|
| x  | x  | x  | x  | x  | x  | 10:25 | 11:45 |
| x  | x  | x  | x  | x  | x  | 14:45 | 16:09 |
| x  | x  | x  | x  | x  | x  | 18:50 | 20:10 |
| x  | x  | x  | x  | x  | x  | 19:40 | 21:00 |

Table IV: Extracted weekly schedule from Amsterdam to Paris via CDG.

| Mo | Tu | We | Th | Fr | Su | Na | Ams | Paris |
|----|----|----|----|----|----|----|-----|-------|
| x  | x  | x  | x  | x  | x  | 06:50 | 08:10 |
| x  | x  | x  | x  | x  | x  | 07:20 | 08:45 |
| x  | x  | x  | x  | x  | x  | 08:10 | 09:35 |
| x  | x  | x  | x  | x  | x  | 09:30 | 10:55 |
| x  | x  | x  | x  | x  | x  | 10:20 | 11:45 |
| x  | x  | x  | x  | x  | x  | 12:25 | 13:40 |
| x  | x  | x  | x  | x  | x  | 13:55 | 15:15 |
| x  | x  | x  | x  | x  | x  | 14:50 | 16:10 |
| x  | x  | x  | x  | x  | x  | 16:35 | 17:50 |
| x  | x  | x  | x  | x  | x  | 17:45 | 19:00 |
| x  | x  | x  | x  | x  | x  | 19:10 | 20:30 |
| x  | x  | x  | x  | x  | x  | 20:25 | 21:45 |

The weekly train schedule between Amsterdam Centraal station and Paris Gare du Nord (GDN) is similarly extracted from the actual train schedule of the year 2019 and applied to the year 2018. It is summarized in Table V. Night trains are not considered for this study.

Table V: Extracted weekly schedule from Amsterdam to Paris via GDN.

| Mo | Tu | We | Th | Fr | Su | Na | Ams | Paris |
|----|----|----|----|----|----|----|-----|-------|
| x  | x  | x  | x  | x  | x  | 06:15 | 09:35 |
| x  | x  | x  | x  | x  | x  | 07:15 | 10:38 |
| x  | x  | x  | x  | x  | x  | 08:15 | 11:35 |
| x  | x  | x  | x  | x  | x  | 09:15 | 12:35 |
| x  | x  | x  | x  | x  | x  | 10:15 | 13:38 |
| x  | x  | x  | x  | x  | x  | 11:15 | 14:35 |
| x  | x  | x  | x  | x  | x  | 12:15 | 15:38 |
| x  | x  | x  | x  | x  | x  | 13:15 | 16:38 |
| x  | x  | x  | x  | x  | x  | 14:15 | 17:35 |
| x  | x  | x  | x  | x  | x  | 15:15 | 18:35 |
| x  | x  | x  | x  | x  | x  | 16:15 | 19:35 |
| x  | x  | x  | x  | x  | x  | 17:15 | 20:35 |
| x  | x  | x  | x  | x  | x  | 18:15 | 21:38 |
| x  | x  | x  | x  | x  | x  | 19:15 | 22:35 |
| x  | x  | x  | x  | x  | x  | 20:15 | 23:38 |

These schedules already highlight the major differences between the three considered modes. The flight schedule through ORY contains the fewest possibilities, limited to two flights daily, whereas the other two models offer hourly scheduled transport. Another notable difference can be seen with respect to the station-to-station travel times: flights between Amsterdam and Paris (both CDG and ORY) take 1h20 (±5 minutes) while train rides between Amsterdam Centraal and Paris GDN take 3h20 (±3 minutes).

B. Average total travel time mode comparison

The proposed data-driven door-to-door model can be used to evaluate and compare the range of each considered mode, which helps to understand better the urban structure and behavior from a transportation point of view.

For each trip \( \tau \) (flight or rail) over the period \( D \) from January 1st 2018 to September 30th 2019, the associated average full door-to-door travel time \( \bar{T}(\tau) \),

\[
\bar{T}(\tau) = \bar{t}_{\text{in}}(\tau) + t_{\text{dep}}(\tau) + t_{\text{arr}}(\tau) + \bar{t}_{\text{from}}(\tau), \tag{3}
\]

where \( \bar{t}_{\text{in}}(\tau) \) is the average ride time between Amsterdam city center and the departure station (AMS or Amsterdam Centraal) for the trip \( \tau \), \( t_{\text{from}}(\tau) \) is the average ride time from the arriving station (CDG, ORY or GDN) to the final arrival zone for the trip \( \tau \).

The same daily periods as those used in the Uber data (see Section II-A) are considered here to categorize the trips into five groups depending on the time of arrival at the final destination. For each day \( d \) and each period \( p \), the mean per arrival zone \( z \) of the average door-to-door travel times is calculated for each mode \( m \),

\[
E_{z}^{d,p}(m) = \frac{1}{|T_{z}^{d,p}|} \sum_{\tau \in T_{z}^{d,p}} \bar{T}(\tau), \tag{4}
\]

where \( T_{z}^{d,p} \) is the set of flight and rail trips that end at zone \( z \) on day \( d \) and period \( p \).

For each day \( d \), each period \( p \) and each arrival zone \( z \), the mode with the shortest mean travel time \( E_{z}^{d,p}(m) \) is kept. The number of trips \( N_{z}^{p}(m) \) a mode \( m \) has had the shortest mean travel time is counted for each zone \( z \) and for each period \( p \) over the twenty-one month period \( D \),

\[
N_{z}^{p}(m) = |\{d \in D \mid m = \arg \min_{m_{1}} E_{z}^{d,p}(m_{1})\}|. \tag{5}
\]

This distribution of modes over the different zones can help travelers choose the mode of transport that is best suited depending on the desired arrival zone and on the desired time of arrival. It can also help urban planners to better understand the road network linking the different stations to the city.

Figure 2 shows the fastest mode to reach the different zones in the Paris dataset for the five different periods of the days used by the Uber dataset. For each zone \( z \) and each period \( p \), the fastest mode associated is the mode \( m \) having the highest \( N_{z}^{p}(m) \), i.e. the highest number of days with the lowest average total travel time over the considered date range. The zones best reached through CDG are indicated in blue, ORY in red and GDN in green.

We can draw several conclusions from these maps. The absence of zones best reached by plane via ORY (in red) is particularly noticeable in the morning period: An important area of South-West Paris is not reached by Uber rides neither from GDN nor from CDG. These maps would advocate for an increase in frequency for the AMS-ORY flights from a traveler’s perspective.

From a structural perspective, the interstate linking Paris to CDG is visible on all three maps since it enables travelers through GDN to reach zones close to CDG faster than if they flew to CDG directly. The perimeter highway circling Paris is also a major aid to GDN and is visible on the maps where there is an important competition between GDN and CDG. The section of the perimeter highway farthest from GDN (i.e.
Figure 2: Comparison of the average total travel times to the Paris area between the three considered arrival stations (CDG: blue, ORY: red, GDN: green) for a trip starting from Amsterdam city center for different trip termination periods.

in the south-west of Paris) is, however, overtaken by either airport depending on the period of the day. The rest of GDN influence zone is fairly invariant from a period to another.

Using a similar map representation for trips ending in the afternoon but not shown here for space considerations, ORY’s range is limited during the afternoon, with CDG taking over some zones close to ORY. This is essentially due to the limited number of flights landing in the afternoon (one per week, every Friday) compared to the daily arrival of CDG flights.

C. Average total travel time distribution analysis

Once the fastest mode to reach each zone is determined, it is possible to analyze the fastest full door-to-door travel time for each zone. This approach gives an overview of the level of integration of airports, train stations, and road structure and can indicate zones that are less reachable than others and would thus require more attention from urban planners.

The fastest full door-to-door travel time associated with a zone \( z \) at a period \( p \) is calculated as the average fastest travel time to reach zone \( z \) at period \( p \) across all modes and over the period \( \mathcal{D} \),

\[
\bar{E}_z^p = \frac{1}{|\mathcal{D}|} \sum_{m} \min_{\mathcal{D}} E_{z,m}^p (m). \tag{6}
\]

Figure 3 displays the fastest full door-to-door travel times \( \{\bar{E}_z^p\}_{p,z} \) to reach the different zones in the Paris dataset for trips finishing in the morning or at midday. The color scale that indicates the fastest full door-to-door travel times is identical in all subfigures. The contour of each zone indicates the fastest mode to reach it according to the results from Section III-B using the same color code as Figure 2, i.e. the zones reached faster through CDG are surrounded in blue, ORY in red and GDN in green.

For a better comparison, the distribution of the number of zones per period reached within four time intervals (less than 4 hours, between 4 hours and 4 hours and 30 minutes, between 4 hours and 30 minutes and 5 hours, and more than 5 hours) is presented in Table VI.

Table VI: Number of zones per mode and period of the day grouped by full door-to-door travel time intervals. The original dataset is the same as that used to generate Figure 3.

We see a dissymmetry between the north and the south of Paris by looking only at the time color scale in Figure 3. The number of green zones, i.e. zones reachable in less than 4 hours and 20 minutes, and the surface covered by these green zones are more important in the northern part of Paris than in the southern part of Paris, including in areas close to Paris Orly airport. Combining this observation with the contour color of each zone suggests that Paris Orly airport is not as well integrated in the Parisian road structure as Paris Charles de Gaulle airport, which can make it less attractive for travelers desiring to travel by air and thus less competitive.

We can complete a more quantitative analysis from Table VI, with some of the main findings listed here:

- Only 10% of the arrival zones are reached in less than 4 hours from Amsterdam city center.
- Zones that can be reached in less than 4 hours from Amsterdam city center are overwhelmingly reached by train through Paris Gare du Nord (98%).
- A trip from Amsterdam city center to Paris going through ORY always takes more than 4 hours.
- 78% of the arrival zones are reached in less than 4 hours and 30 minutes from Amsterdam city center when combining all three possible modes.
Therefore, we can use these results to assess how well the 4-hour goal from ACARE FlightPath 2050 is engaged.

D. Reliability issues

The proposed full door-to-door travel time model assumes that passengers choose their departure time in order to arrive exactly $t_{sec}$ before the scheduled departure of their plane or train and that they also know how long it takes to reach the departure station. However, in reality, there is an uncertainty in the time the traveler will spend reaching the airport and in airport processing times. This uncertainty often leads to an additional buffer time implying an earlier departure time for the traveler. Using the presented model with the available data, we can find the most reliable mode to use per arrival zone.

The most reliable mode for a given arrival zone is defined as the mode with the lowest variability in travel time, i.e. the mode where the difference between the maximum travel time and the minimum travel time to reach that zone is the lowest. This comparison is useful for passengers or trips that require an accurate arrival time rather than a minimum travel time. Figure 4 shows the most reliable mode on average to reach the different zones in the Paris dataset for trips finishing in the morning or at midday. As for the previous analysis, the period was determined using the departure time of the full door-to-door trip and uses the same color code, i.e. the zones reached most reliably through CDG are indicated in blue, ORY in red and GDN in green. For each zone and each period of the day, the most reliable mode associated is the mode having the highest number of days with the lowest average variability travel time over the considered date range.

Though Figure 4 and Figure 2 are similar, there are some major differences between average efficiency and average reliability. For example, though it is on average faster to reach the zones close to the highway leading to CDG by train, after 10:00 it is safer from a time variability perspective to reach them via CDG. From a reliability perspective, CDG has claimed the quasi totality of the zones surrounding it, except in the early morning where trips through GDN are still better. When we compare all three modes using this metric, it appears that GDN has the greatest decrease in competitiveness, with its range smaller than when considering average travel times.

E. Impact of faster processing times

The major difference between air and rail travel is the necessary processing time both at departure and at arrival. In this particular study, with a flight time of about 80 minutes, the current assumption of a departure processing time of 90 minutes implies that travelers spend more time at their departure airport than in flight, which greatly impacts the rapidity of air travel. With the presented model, one can modify these assumed processing times in order to study the impact of improving these times both from an airport perspective and a passenger perspective. Let’s assume that the processing time at airports is improved from 90 to 60 minutes at departure and from 45 to 30 minutes at arrival. These modifications could be achieved in reality considering that this is an intra-Schengen trip and that there isn’t any border control.

Figures 5 & 6 show which is the fastest mode on average to reach the different zones in the Paris dataset for trips arriving at destination early in the morning or at midday.

The first major difference with this processing time improvement can be seen for trips arriving in the early morning (Figure 5): all zones previously reached through CDG are no longer accessed at this period since they were associated to the 21:45 flight of the previous day. This indicates that all trips through CDG start and end on the same day, with no trips finishing after midnight.

Looking at trips arriving at midday (Figure 6), trips through CDG are greatly advantaged by this time improvement, with CDG taking over more than half of GDN’s previous influence zone. This range increase from CDG can be explained both...
by faster door-to-door travel times and by the increase of trips through CDG arriving at midday (rather than in the afternoon). As a matter of fact, besides in the early morning, GDN loses its competitiveness against both airports, with its range greatly shrinking in size. The competition between CDG and ORY remains unchanged, which is understandable since they both received the same processing time improvement.

A quantitative analysis similar to the analysis presented in Table VI concludes that all trips are now conducted in less than five hours and that 99.8% of the zones reachable are reached in less than 4h30. ORY sees some major improvements with 97.5% of the zones best reached through it reached in less than four hours (compared to no trips in less than 4h in the initial model), while increasing the number of zones it reaches the fastest.

Using a map representation similar to Section III-C, but not presented here due to space considerations, it is possible to notice a 20-30 minutes shift in the time distribution for every period except for early morning trips since train processing times were unchanged. The upper bound travel time is also unchanged for trips arriving in the morning, which would indicate that for some zones, the processing time improvement resulted in no improvement or even a worsening of the full trip travel time. Besides that exception, in this case a 45 minutes improvement in airport processing time leads only to a maximum of 30 minutes of average total travel time improvement due to the influence of train trips through GDN.

IV. A MULTI-MODAL ANALYSIS OF THE US AIR TRANSPORTATION SYSTEM

Additional insights are gained from this full door-to-door travel time model thanks to the availability of complementary data. The United States is a federal state the size of a continent, therefore various aggregated and centralized datasets are more
easily available to all. Several of these datasets are used in this section to add applications to the presented full door-to-door model. This US study is limited to the period from January 1st 2018 to March 31st 2018.

A. Flight schedule

As presented in the model definition in Section II-C1, both the scheduled flight times and the actual flight schedules of most domestic flights can be obtained via the Department of Transportation Bureau of Transportation Statistics (BTS) [29]. This study considers only the six US airports presented in Section II-B, three East-coast airports - Hartsfield-Jackson Atlanta International Airport (ATL), Boston’s Logan International Airport (BOS) and Ronald Reagan Washington National Airport (DCA) - and three West-coast airports - Los Angeles International Airport (LAX), Seattle-Tacoma International Airport (SEA) and San Francisco International Airport (SFO).

During this three-month period, 38,826 flights were considered, which corresponds to 3,523 early flights, 8,170 morning flights, 13,451 midday flights, 6,695 afternoon flights and 6,987 evening flights. The full door-to-door travel times were then calculated for each scheduled flight from January 1st, 2018 to March 31st, 2018, using the model presented in Section II.

B. Leg analysis

We can use the full door-to-door model to better understand the time spent in each leg proportionally to the time spent on the overall trip. For each trip, we calculate the percentage of time spent at each phase based on the full door-to-door travel time. We then calculate the average percentage time spent for each phase and for each city pair trip. Figure 7 shows the bar plot of these average percentage times for the thirty considered city pairs. The city pairs are sorted according to the percentage of time spent in the actual flight phase. With the proposed full door-to-door model, for all considered trips, passengers spend on average more time at the departure airport than riding to and from the airports. This figure also shows that, with this model, for some short-haul flights, such as between SFO and LAX or between BOS and DCA, passengers spend on average more time at the departure airport than in the plane. Refining the full door-to-door model by considering tailored airport processing times $t_{sec}$ at departure depending on the city pair and not only on the departure airport could lead to a different conclusion. However, this modification of the model would require more access to passenger data.

C. Airport integration comparison

The proposed full door-to-door model allows us to compare each airport’s integration within its metropolitan area. Each
A census tract is associated with an internal point within its boundaries, and this internal point can be used to automatically calculate the distance between airports and each census tract of their metropolitan area. The internal points were defined using an online database based on the US government 2010 census. Figure 8 shows the scatter plot of the average daily ride time to each airport versus the geodesic distance to the airport for the six considered airport. The geodesic distance is the shortest distance between two points along the surface of the Earth. Additionally, the plot also figures a linear regression of these average time with respect to the distance to the airport. A steeper slope for the linear regression indicates that it takes longer to reach the airport from a given distance.

Figure 8: Scatter plot of the average ride time to the airport \( t_{dr} \) versus the distance to the airport from January 1\(^{st}\) 2018 to March 31\(^{st}\) 2018. Straight lines indicate the linear regression fit for each city.

Figure 8 highlights the disparity between the range of each airport within available data: DCA has a range limited to 20 km while SFO attracts Uber riders from more than 120 km away. The other four airports have a similar range. The difference in slope of their associated linear regression is nonetheless useful to rank their integration within their region of attraction. From this perspective, Seattle has the best integrated airport, i.e. the smallest slope, followed by Atlanta, Boston and then Los Angeles.

D. Impact of severe weather analysis

Using the same door-to-door travel time visualization process and applying it to different days can be a tool to better analyze the effects of severe weather perturbations on the full door-to-door journey. As an example, the winter storm previously studied in [15] is analyzed for trips between Washington D.C. and Boston using Figure 9. This winter storm hit the East Coast of the United States on January 4\(^{th}\) 2018, and led to the closure of two airports in New York City, along with the cancellation of the majority of flights flying to or from the North-Eastern US coast. Figure 9 shows the map of the average full door-to-door travel times to reach the Boston area starting from Washington D.C. city hall on January 2\(^{nd}\) 2018, before the landfall of this winter storm, and on January 5\(^{th}\) 2018, after the landfall of the winter storm.

The color scales representing the full door-to-door travel time are identical from one map to another. A shift towards the red is visible from January 2\(^{nd}\) 2018 (Figure 9a) to January 5\(^{th}\) 2018 (Figure 9b), along with some census tracts disappearing from the considered range on January 5\(^{th}\) 2018, due to lack of sufficient Uber ride data. These two observations indicate that the full door-to-door travel times are closer to the maximum average travel time than from the minimum travel time on January 5\(^{th}\) 2018 compared to January 2\(^{nd}\) 2018, and that some zones might have been sufficiently adversely impacted.

\(^2\)www.usboundary.com
by the weather to prevent rides from the airport to reach them.

E. On the importance of a passenger-centric approach to delays

A final application to the full door-to-door model presented in this paper emphasizes the difference between flight delay and passenger delay. Since Uber splits the day into five different periods, each with their traffic idiosyncrasies with respect to peak times, we can calculate how much extra travel time is required for a passenger when a flight does not arrive in the scheduled period. For example, a flight expected to arrive in the early morning that lands after 10:00 AM could result in the passenger getting stranded in traffic when trying to leave the airport. Though airlines are not responsible for road traffic, passengers can choose flights based on their arrival time to avoid peak time traffic.

To calculate this extra travel at aggregated level, we have calculated the difference of average travel time between the two periods concerned by flights not arriving according to schedule for each arrival zone. These travel time differences are then aggregated into one travel time difference per city pair by weighing the travel time associated to each census tract with the proportion of passengers initiating their trips from there, or finishing their trip there. The number of passengers originating from or finishing within a census tract is assumed to be proportional to the population density of the considered census tract.

Another measure of sensitivity is to consider the maximum difference between the maximum travel times of each zone between the two considered periods. This second measure indicates the worst variation of the travel time upper bound, i.e. the maximum difference a traveler can experience going from the airport to their final destination zone.

Let us consider the flight UA460 from LAX to SFO scheduled to arrive on Thursday February 15, 2018 at 18:02 local time and that landed with a minor delay of 16 minutes. Due to the 45-minute processing time required to leave the airport, this 16-minute delay shifts the departure period from the airport from afternoon (PM) to late evening. The aggregated average extra travel time is of 15 minutes and 40 seconds, i.e. a 16-minute flight delay triggered an average 31-minute total delay for the passengers. Looking at the second considered measure, the maximum travel time difference for this flight delay is of 72 minutes, meaning that one passenger could experience a delay of 88 minutes resulting from this 16-minute flight delay. This first example illustrates that passenger delays and aircraft delays are distinct.

Paradoxically, arriving earlier than scheduled for a flight does not necessarily mean that the full door-to-door trip ends earlier. For example, flight VX1929 from LAX to SFO scheduled to arrive on Thursday February 8, 2018 at 15:22 local time actually landed 25 minutes earlier. This implied that the passengers were no longer leaving the airport in the afternoon (PM) period but at midnight. The aggregated average extra travel time is here of 15 minutes and 2 seconds, so on average travelers did arrive earlier than scheduled, but only by about ten minutes and not the twenty-five minutes announced by the airline. However, looking at the second measurement method again, the maximum ride time difference is 66 minutes and 44 seconds, which means that a passenger could end up arriving forty minutes later than if the flight had landed on time.

V. DISCUSSION & CONCLUSION

By leveraging Uber’s recently released data and combining it with several other available data sources, this paper proposed a data-driven model for the estimation of full door-to-door travel times for multi-modal trips both in Europe and in the United States. Though the model is used for one city pair in Europe and six different cities in the United States, it can be implemented between any world city pair with sufficient available ride-sharing or taxi data. The proposed model can be adapted depending on how much data about the considered travel modes are available, since a weekly schedule containing no information relative to delays can already lead to some meaningful insights from both a passenger perspective and a city planner perspective.

Once aggregated at a city level, the presented door-to-door travel time model can be used for a paired comparison of the different phases of the full door-to-door journey between two cities. It also enables us to analyze the actual time spent while travelling between two specific cities. The evaluation on a national level of some of the passenger-centric objectives proposed within NextGen in the United States and within ACARE FlightPath 2050 in Europe is possible thanks to the proposed model, especially the objectives regarding how well integrated airports are within their cities. The model can also provide insight into how multi-modal trips are affected by severe weather disruptions, indicating where improvements can be made. It also brings a valuable measurement of the difference between flight delays and passenger delays, emphasizing the need for passenger-centric metrics to evaluate the performance of the air transportation system, which is not solely constituted of planes.

Future studies should consider integrating additional data, such as alternative transportation modes, e.g. the subway, in the model once they are available and when calculating the time needed to reach the departure station or leave from the arrival station. Additionally, the knowledge of the actual daily proportion of passengers travelling via the different approach modes (road or rail) would lead to a better precision of the proposed full door-to-door travel time model. Aggregated information from GPS or mobile phone sources could possibly be used to determine this proportion without infringing passenger privacy.
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