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ABSTRACT. We propose a simple “evolutionary” sandpile model exhibiting self-organised criticality and exactly $1/f$-noise (i.e. the critical exponent is equal to $-1$) and observe emergent phenomena of the same type self-organised criticality on the “next level” sandpile.

In this way we try to model climbing by the so-called hierarchy of sciences, where processes on a higher level can, in principle, be derived by laws of a lower level but this derivation is computationally unfeasible and useless from the explanatory point of view.

1. Hierarchy of sciences

According to Auguste Compte (1798–1857), each Science came into being to seek the “Laws” of a particular level of facts which man experience in the world. Next, each Science depends on the developments of its predecessor in a “hierarchy” or, better to say, in an “ordering” of Sciences by increasing complexity and decreasing generality.

One can add a reductionist flavour to this hierarchy, e.g. “The underlying physical laws necessary for the mathematical theory of a large part of physics and the whole of chemistry are thus completely known, and the difficulty is only that the exact application of these laws leads to equations much too complicated to be soluble” as Paul Dirac wrote in 1929 [9].

However, each level of hierarchy of sciences manifests emergent properties such as Darwinian evolution [5, 11, 14] or Mendeleevian periodic table [17], whose reduction to physics could be cumbersome and obscure if at all possible. Hence it is an interesting question: how emergence is possible, what are possible mechanisms of emergence? Frequently emergence phenomena are associated to so-called self-organised criticality [7].

One can compare two neighbour levels in the hierarchy through an artistic metaphor: earlier science is to later science as the frame, canvas, and paint are to a picture [3].
The goal of this paper is to present a model, in which we cook up self-organised criticality of a “higher” level using “materials” of self-organised criticality of a lower level. The main idea is as follows: in the artistic metaphor, a picture (or the art in general) is perceived if we don’t pay too much attention to all the small details but select certain more important or salient parts of the information and try to find relations between them. We describe this idea in a mathematical form and present results of simulations.

One pleasant features of our model is that it exhibits a $1/f$-noise. Research is supported by the Russian Science Foundation grant 20-71-00007.

2. Cellular automaton as a metaphor of matter and energy

We cannot resist to start this section by quoting Dirac one more time: “It seems to be one of the fundamental features of nature that fundamental physical laws are described in terms of a mathematical theory of great beauty and power, needing quite a high standard of mathematics for one to understand it. You may wonder: Why is nature constructed along these lines? One can only answer that our present knowledge seems to show that nature is so constructed. We simply have to accept it. One could perhaps describe the situation by saying that God is a mathematician of a very high order, and He used very advanced mathematics in constructing the universe.” [10]

Our position is that the most primordial matter in the World is mathematics (in the same sense that certain particles correspond to irreducible unitary representations).

It has been argued that if we would like the classical spacetime to emerge from a background-independent theory of gravity, then some self-organised critical behaviour is required [19]. Loop gravity models [19,16,15], Penrose spin networks [13,12], quantum foam and tiling [6], and, more generally, cellular automata [20] in general can be thought of as discretizations of the Universe or, at least, as reasonable metaphors of the Universe.

Next, self-organised criticality for us is synonymous to the fact that certain observable variable $y$ in the system depends on another one variable $x$ as in the power law, namely, $y = cx^\alpha$. When $\alpha = -1$ we call it $1/f$-noise.
In this article we consider a cellular automaton (evolutionary sandpile model) on a part of the standard grid $\mathbb{Z}^2$, and the sign of emergence for us is a power law relation in this model between frequency of avalanches and its sizes.

3. The model

3.1. Standard sandpile model. Consider $G = [0, n]^2 \cap \mathbb{Z}^2$, a subgraph of the grid $\mathbb{Z}^2$. Each lattice point $(i, j) \in \mathbb{Z}^2, 0 \leq i, j, \leq n$ is thus a vertex of $G$ of valency 4 as we connect each two vertices $v, w$ of distance one by a link, and denote this fact as $v \sim w$. A state of sandpile model is a function $\phi : G \rightarrow \mathbb{Z}_{\geq 0}$ from the vertices of $G$ to non-negative integers. One can think that each vertex $v$ of $G$ contains a non-negative amount $\phi(v)$ of non-divisible grains of sand.

A vertex $v \in G$ with $\phi(v) \geq 4$ can topple by sending one grain to each of its neighbors, grains falling outside $G$ disappear. Formally, if $\phi(v) \geq 4$ then the toppling at $v$ produces another state $\psi$ where $\psi(v) = \phi(v) - 4$, $\psi(w) = \phi(w) + 1$ if $w \sim v$ and $\psi(w) = \phi(v)$ otherwise.

Starting with an arbitrary state $\phi$ and doing topplings while it is possible (it is called a relaxation of $\phi$) produces a state denoted by $\phi^0$ where toppling are no more possible, i.e. $\phi^0(v) \leq 3$ for each $v \in G$. One can prove that the result of relaxation does not depend on the order of topplings $\mathbb{N}$.

Let $\phi_0$ be the state with three grains at every vertex. It is the pointwise maximal stable state, i.e. a state where topplings are not possible.

Let us uniformly randomly choose a vertex $v_0 \in G$ and add one grain of sand to it, this gives a state which we denote by $\phi_0 + \delta_{v_0}$.

This state has four grains at $v_0$, so we can topple $v_0$, it produces a state where neighbors of $v_0$ have four grains, we should topple them, etc. The set of vertices which topple during the relaxation of $\phi_0 + \delta_{v_0}$ is denoted by $A_1$, and the result of the relaxation is denoted by $\phi_1$. Again, choose randomly $v_1 \in G$, add one grain to $v_1$ in $\phi_1$, relax. This way we obtain a chain of states

$$\phi_{n+1} = (\phi_n + \delta_{v_n})^0,$$

and a sequence of sets $A_n$. The number $a_n = |A_n|$ of vertices in $A_n$ is called the area of the avalanche provoked by adding a grain of sand to $v_n$. It can be observed in simulations that the histogram of the numbers $a_n$ (when $n \to \infty$) on the double log-scale looks like a line, hence the
probability $p$ that an avalanche in the above dynamics has area $x$ is

$$p = cx^\alpha.$$  

This power law statistics were observed in [2, 1] where the term “self-organised criticality” we coined. This was rigorously proven only recently [4].

3.2. **Evolutionary sandpile model.** We suppose that the graph $G$ and the above sandpile dynamics on it is the basic reality level.

Following artistic metaphor, to see a picture and not just paints, we need to distinguish some vertices among others and claim that the set of distinguished vertices is the next observed level of reality. Previously, on each step we added a grain of sand to uniformly chosen vertex. It may not be fair, let us add more sand to the vertices which produce bigger avalanches! Think of the size of an avalanche starting from a vertex $v$ as a proxy to the fitness of $v$.

Formally, let us redefine the probability $p(v)$ of adding a grain to a vertex $v$ to be proportional to

$$f(v) = 1 + \sum a \log(Area(a) + 1)$$

where $a$ runs by all avalanches starting from $v$. Call $f(v)$ the fitness of $v$. Note that the area can be zero (no one toppled after adding a grain to $v$) so we write $Area(a) + 1$ in the logarithm.

The dynamic of the evolutionary sandpile model is exactly as in the standard sandpile model except that the fitness of each vertex $v$ is updated when $v_n = v$ and on each step of the dynamic each vertex is chosen with probability proportional to its current fitness. Then, vertices with bigger fitness receive additional sand grains more frequently.

The question of emergence can be stated now as follows. Run a simulation of the evolutionary sandpile model and then, on each step $k$, distinguish vertices whose fitness is at least ten times the average fitness of all vertices. Note that the set $S_k$ of distinguished vertices on step $k$ may change over time. For the avalanche after adding a grain to $v_k$ let us count the number $s_k = |S_k \cap A_k|$ of distinguished vertices touched by the avalanche on the step $k$. Note that the vertices in $S_k$ “do not know” much about avalanches, how they propagate, these avalanches can even start at a vertex not in $S_k$.

We say that we observe an emergent phenomena if the numbers $s_k$ also satisfy a power law.
4. Results

We run evolutionary sandpile on the grid in the square $[0,200]^2$ initially filled with three grains at every point and performed $N = 40000000$ steps of dynamics, thus we added $N = 1000 \cdot 200^2$ grains of sand to the system, i.e. 1000 grains in each vertex in average. The plots and histograms that we present below stabilise much earlier, and there is no difference if we make, for example, twice less steps.

![Figure 1](image.png)

**Figure 1.** Big red squares indicate vertices whose fitness (probability to be chosen) is at least 40 times the average. Medium blue squares indicate vertices whose fitness is between 20 and 40 times the average. Small green squares indicate vertices whose fitness is between 10 and 20 times the average.

Figure 1 representing the vertices with the biggest fitness resembles a geographic map with megapolis’s and smaller towns along roads. We cannot provide any even hypothetical explanation of this observation.
Let us draw two types of histograms on the double log scale, see Figure 2. On the left we draw 400 bins of equal width and then take the logarithm for both axes. We see a line of slope $-1$. On the right we choose the widths of bins such that the next bin is $1.1$ times bigger than the previous one.

Then, on the double logarithm scale they all these bins have the same heights. This means that the density of the probability at $x$ is $c/x$ for

$$\int_{x_i}^{1.1x_i} \frac{c}{x} dx = c \log(1.1)$$

does not depend on $x_i$. Hence evolutionary sandpile model generates $1/f$-noise (a power law $y = x^\alpha$ with the exponent $\alpha = -1$). Recently $1/f$-noise was obtained for the first time [18] using much more complicated (than ours) modification of the original sandpile model.

Figure 2. Standard bins of equal width are on the left, bins $[50 \cdot 1.1^k, 50 \cdot 1.1^{k+1}]$, $k = 0 \ldots 70$ are on the right. Note that the slope of the evident line on the right hand side histogram is zero, thus we obtain the power law frequency $= c$(size)$^{-1}$.

Figure 3 shows the histograms of $s_k$ on the double logarithmic scale. Indeed, we observe an emergence phenomenon as the frequency of the size $s_k$ of the intersection of avalanche sets $A_k$ with the sets $S_k$ of distinguished vertices is propositional to $s_k^{-1}$. A histogram for bins of equal widths is presented on the left hand side, and the histogram for
Figure 3. Histograms of the frequency/size relation of the intersection size $s_k$ of avalanche with the set of distinguished vertices.

Figure 4. Histogram of fitness of the vertices on the double logarithmic scale.

Bins of type $[2 \cdot 1.1^k, 2 \cdot 1.1^{k+1}], k = 0, \ldots, 70$ is presented on the right hand side.

In Figure 4 we present the distribution of the fitness of all 40000 vertices in our graph.
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5. Discussion

One can think about the evolutionary sandpile model using the following metaphor: instead of sand grains we excite (with ideas of songs) people sitting in the vertices of $G$, and the area $a_k$ of the avalanche starting from $v_k$ is the number of people who liked song produced by $v_k$. If $a_k = 0$, then no one like a song produced by $v_k$, even $v_k$ itself. Then it is natural that new song ideas excites $v$ with probability of the previous success of songs already composed by $v$.

In this metaphor, the set $S_k$ of distinguished vertices is the set of established song writers, those, for whom the total logarithmic success of their songs is at least ten times bigger than the average success. Then $s_k$ is the number of established song writers excited by $k$-th song. Note that songs in our model are spread from a vertex to its neighbors. When we restrict out attention to the set $S_k$ this topology is lost, thought some idea of closeness is preserved. Some songs are produced by not established song writers, and for them this song comes from "nowhere". Nevertheless the power law is presented and we say that we observe an emergent phenomena.

On the other hand it seems impossible to prove this power law for the distinguished sets directly from the rules of the evolutionary sandpile modes, as it seems impossible to reduce Darwinian evolution to quantum physics.

Thus our evolutionary sandpile model has two nice properties:
1) it is very simple and it shows $1/f$-noise
2) in the frame of our metaphor it demonstrates a phenomenon of emergence.
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