Multivariate generalized Gamma convolutions are distributions defined by a convolutional semi-parametric structure. Their flexible dependence structures, the marginal possibilities and their useful convolutional expression make them appealing to the practitioner. However, fitting such distributions when the dimension gets high is a challenge. We propose stochastic estimation procedures based on the approximation of a Laguerre integrated square error via (shifted) cumulants approximation, evaluated on random projections of the dataset. Through the analysis of our loss via tools from Grassmannian cubatures, sparse optimization on measures and Wasserstein gradient flows, we show the convergence of the stochastic gradient descent to a proper estimator of the high dimensional distribution. We propose several examples on both low and high-dimensional settings.

1. Introduction. The class of univariate generalized Gamma convolutions was introduced by Thorin [45, 46] in 1977 to prove the infinite divisibility of the log-Normal and Pareto distributions. Bondesson [5] formalized in the early 1990 a large portion of the theory, his book is still a great resource nowadays. Thorin’s class is the class of weak limits of convolutions of independent Gamma distributions. It is obviously closed by convolution, but also by independent product of distributions, exponentiation, and many other interesting applications, as Bondesson showed in [7] recently. It contains many distributions that are useful to the practitioner, such as the log-Normal and Pareto as historically important examples, but also some Weibulls, α-stables distributions, and all product, sum and exponentiation of those.

The multivariate Thorin class was introduced by Bondesson in [6], extending an old idea from Cherian [11]. Sadly, the theoretical characteristics of the class were problematic and the extension of the univariate theory was left almost untouched. Noteworthy is the work from Perez & Abreu [39, 40] that generalized the concept to other cones than $\mathbb{R}^d_+$. 

From a statistical point of view, this class is appealing for several reasons. First, the marginals belong to the well-studied univariate Thorin class, and the multivariate case allows for a wide range of dependence structures between them. Second, the marginal distributions can be heavy-tailed, and do not need to have moments. Last, the whole multivariate distribution has a parametrization that is interpretable and simple, by definition infinite divisible, and which simplifies deconvolutions computations and the analysis of multivariate extremes.

While the univariate Thorin class benefits from a large description of its content and properties, e.g., in [25, 36], or in [42, 27, 7, 8], the statistical literature and especially regarding the problem of the estimation of such parametric models is a lot sparser. One potential reason is
that the deconvolution of an empirical distribution into several Gamma distributions is a hard
inverse problem, and the deconvolution literature already has troubles with removing a small
convolutional noise from a strong signal.

Miles, Furman and Kuznetsov [25, 36] provide a way to project a known density onto the
univariate class, but the procedure is somewhat complicated and requires very precise inte-
gration of shifted moments. Up until [31] recently, there were no estimation procedure for
distributions in this class, neither univariate nor multivariate. This estimation procedure uses
a projection in a Laguerre basis [23, 32, 15], together with a bijection between parameters of
the distribution and its coefficients in the basis, to produce an efficient loss and a fast numer-
ical procedure to fit multivariate generalized Gamma convolutions. However, the procedure
is not adapted to high dimensional cases as it suffers badly from the dimensionality curse.

We derive here a loss and a corresponding estimator that uses random projections, exploiting
the convolutional properties of the class, to solve the dimensionality issues. With this loss,
we are able to fit correctly multivariate Gamma convolutions on datasets in dimension up to
2000 in a few minutes on a standard laptop, as our examples show.

The paper is organized as follows:

• Section 2 and Section 3 give definitions of the generalized Gamma convolutions, fix some
notations, describe the approach from [31] which we leverage, and discuss briefly Grass-
mannian cubatures and random projections of moments problems.

• Section 4 proposes a new loss to fit generalized Gamma convolutions, which we show to
be consistent under well-behavior assumptions, and Section 5 establishes the convergence
of the gradient flow of our loss to a global minimizer in the space of Thorin measures.

• Section 6 contains investigation of the proposed estimator and a few numerical examples
in various dimensions, and Section 7 concludes.

2. Multivariate Thorin measures. We start by a quick remark on notations.

**Remark 2.1 (Notations).** We use bold letters such as $\mathbf{a}$ to designate generally (finite di-
mensional) indexable objects, e.g., vectors or matrices, and corresponding indexed and possibly
unbolded letters, such as $a_i$, for an index set $I$ s.t. $|I| < \infty$, designate values in these
objects. Inequalities, additions, products, and fractions between vectors of same shape are
intended componentwise, and standard broadcasting works with scalars so that

$$2 \frac{\mathbf{x}}{\mathbf{y}} \leq \mathbf{z} + t \mathbf{u} \iff \forall i \in I, \quad 2 \frac{x_i}{y_i} \leq z_i + t_i u_i.$$ 

On the other hand, powers, norms and scalar products are reducing operations so that:

$$\mathbf{x}^\mathbf{y} = \prod_{i \in I} x_i^{y_i}, \quad \langle \mathbf{x}, \mathbf{y} \rangle = \sum_{i \in I} x_i y_i \quad \text{and} \quad \|\mathbf{x}\|_2^2 = \langle \mathbf{x}, \mathbf{x} \rangle$$

where $\langle \cdot, \cdot \rangle$ denotes the Euclidean scalar product on $\mathbb{R}^{|I|}$. When $\mathbf{A}$ is a matrix with column
indices in a set $J$ and row indices in $I$, $\mathbf{A} x = \left( \sum_{j \in J} A_{i,j} x_j \right)_{i \in I}$ denotes the classical matrix-
vector product.

For the exposition of the whole paper, we consider $\mathbf{X} = (X_1, ..., X_d)$ to be a random vector in
$\mathbb{R}^d$. Our goal is to assess the distribution of $\mathbf{X}$. Typically, for an insurer, $X_1, ..., X_d$ might be
losses from several lines of business. Recall that such a random vector can be characterized
by its cumulant generating function
\[ K : \mathbb{C}^d \to \mathbb{C} \]
\[ t \mapsto \ln \mathbb{E}(e^{i \langle t, X \rangle}), \]
where it is defined (it is always defined at least around \( t = -1 \), and more generally in the
negative half of the space since \( X \) is positive). Bondesson [5, 6] defined the class of multi-
variate Gamma convolutions, letting \( \mathcal{M}_+(\mathbb{R}^d_+) \) be the set of positive measures with support
\( \mathbb{R}^d_+ \), as follows:

**Definition 2.2 (\( G_d \)).** A random vector \( X \) is supposed to follow a \( d \)-dimensional general-
zied Gamma convolution with Thorin measure \( \nu \in \mathcal{M}_+(\mathbb{R}^d_+) \), hereafter denoted \( X \sim G_d(\nu) \),
if its cumulant generating function writes:
\[ K(t) = -\int_{\mathbb{R}^d_+} \ln (1 - \langle t, s \rangle) \nu(ds). \]

When \( \nu \) is finitely atomic, i.e., denoting \( \delta_x \) the Dirac measure in \( x \), when there exists \( \nu \in \mathbb{N} \),
\( \alpha \in \mathbb{R}^n_+ \) and \( s \in \mathbb{R}^{n \times d}_+ \) such that \( \nu = \sum_{i=1}^n \alpha_i \delta_{s_i} \), \( X \) is said to be a \( d \)-dimensional Gamma
convolution with shapes \( \alpha \) and scales \( s \).

Not every \( \nu \in \mathcal{M}_+(\mathbb{R}^d_+) \) is the Thorin measure of a multivariate generalized Gamma con-
volution, as the resulting function \( K \) from Definition 2.2 might not be a cumulant generating
function. Conditions on \( \nu \) making \( K \) a proper cumulant generating function can be found
in [5] for \( d = 1 \) and in [39, 40] for \( d > 1 \). Of course, this is always the case for finitely atomic
\( \nu \).

Note that in the finitely atomic case, say \( X \sim G_d(\sum_{i=1}^n \alpha_i \delta_{s_i}) \), there exists independent
Gamma random variables \( G_i \sim G_1(\alpha_i \delta_1) \), all having unit scale, such that:
\[ (X_1 \ldots X_d) = (s_{1,1} \ldots s_{1,n}) \ldots (s_{d,1} \ldots s_{d,n}) \]
\[ \begin{pmatrix} G_1 \\ \vdots \\ G_n \end{pmatrix}, \]
where typically many \( s_{i,j} \) are zeros. To fix the parametrization in the readers mind, remember
that the above vector \( X \) has mean \( \mathbb{E}(X) = s \alpha \) and variance-covariance matrix
\( \mathbb{V}(X) = s \text{diag}(\alpha) s \).

This convolutional structures of distributions in \( G_d \) is appealing for a few different reasons.
First, it allows computing directly the distribution of a linear aggregation of the random
vector, even under dependency. Second, it allows for parametric (and thus fast) divisibility\(^1\),
which can be of importance for certain applications. Third, the class of achievable marginals
is quite large and contains many interesting distributions on the positive real line with light

---

\(^1\) A random vector \( X \) is said to be \( n \)-divisible if we can find independent and identically distributed random
vectors \( X_1, \ldots, X_n \) independently distributed such that \( X = X_1 + \ldots + X_n \). It is said to be infinitely divisible
if this can be done for any \( n \in \mathbb{N} \).
or heavy tails, finite moments or not, etc. Fourth, (non-generalized) multivariate Gamma convolutions are really easy to sample and work with. If they are estimated on real datasets, the sparsity structure of the matrix $s$ can be valuable information to the practitioner, which could lead to insight about the dependence structure underlying the dataset.

The wide cases ($n \gg d$) and tall cases ($d \gg n$) are both of interests: they can be seen as (resp) under determined and over determined non-negative blind source separations problems (see [14]), where the sources are supposed to be independent and Gamma distributed.

In-depth study of distributions in $G_1$ (i.e., achievable marginals in $G_d$) is done in [5]. Mataï [33] and later Moschopoulos [38] provide convergent series to estimate the densities of $G_1$ distributions with finite Thorin measure. In [31], a more systematic approach is given to the multivariate density problem through Laguerre expansions, generalizing Moschopoulos’s series to a multivariate case.

**Definition 2.3 (Laguerre basis [31, 23, 15, 32]).** The Laguerre functions $(\varphi_k)_{k \in \mathbb{N}^d}$, defined $\forall x \in \mathbb{R}^d_+$ by

$$
\varphi_k(x) = \prod_{i=1}^{d} \varphi_{k_i}(x_i) \text{ for } k \in \mathbb{N}^d, \text{ where } \varphi_{k_i}(x_i) = \sqrt{2} \sum_{j=0}^{k} \binom{k}{j} \frac{(-2)^j}{j!} e^{-x_i} \text{ for } k \in \mathbb{N},
$$

form an orthonormal basis of the space $L^2(\mathbb{R}^d_+)$ of square integrable functions on $\mathbb{R}^d_+$.

**Definition 2.4 (Laguerre coefficients $a_k$ [23]).** When the density $f$ of the random vector $X$ is square integrable, it can be expanded in the Laguerre basis, and we denote $a_k$ its coefficients, i.e.,

$$
f(x) = \sum_{k \in \mathbb{N}^d} a_k \varphi_k(x) \text{ and therefore } a_k = \mathbb{E}(\varphi_k(X))
$$

**Definition 2.5 (Shifted moments $\mu_k$).** We denote $\mu_k = \mathbb{E}(X^k e^{\langle -1, X \rangle})$ the $k$th shifted moment of $X$, defined as the $k$th Taylor coefficient of the moment generating function $M$ of the random vector $X$ expanded around $-1$:

$$
M(t) = \mathbb{E}(e^{\langle t, X \rangle}) = \sum_{k \in \mathbb{N}^d} \frac{\mu_k}{k!} (t - 1)^k,
$$

(where $k! = \prod_{k \leq 1} k!$).

Due to the linearity of the expectation operator and the definition of $\varphi_k$, we have the following linear link between Laguerre coefficients and shifted moments:

$$
a_k = \sqrt{2} \sum_{j \leq k} \binom{k}{j} \frac{(-2)^j}{j!} \mu_j.
$$

Let us now pack up these shifted moments and Laguerre coefficients and reframe this relation as a matrix-vector expression. For all the exposition, let $I$ be a (non-empty) increasing index set, that is a finite set of indices $I \subset \mathbb{N}^d$ such that if $i \in I$, then each $j \leq i$ (componentwise) is also in $I$. Pack up Laguerre coefficients and shifted moments as:

$$
\alpha := (a_k)_{k \in I}, \text{ and } \mu := (\mu_k)_{k \in I}.
$$
Remark that the relationship between $a$ and $\mu$ induced by Equation (2.1) is linear, bijective, and does not depend on the distribution of $X$. We encode this relationship through a (lower-triangular, invertible) matrix $A \in \mathbb{R}^{I \times |I|}$ such that

$$a = A\mu$$

and

$$\mu = A^{-1}a.$$  

We now consider the derivatives of the cumulant generating function $K = \ln \circ M$. For $p \in \mathbb{N}^d$, we denote the $p$th multivariate derivatives of a function $f$ as $f^{(p)}(t) = \frac{\partial^{(p)}}{\partial^{p_1} t_1 \cdots \partial^{p_d} t_d} f(t)$. Then we define the Thorin moments as follows:

DEFINITION 2.6 (Thorin moments $\tau_k$). Let $\tau_k = \frac{K^{(k)}(-1)}{(|k|-1)!}$ be the $k$th Thorin moment of the random vector, i.e., the constant such that the expansion of the cumulant generating function $K$ around $-1$ writes:

$$K(t) = \ln M(t) = \sum_{k \in \mathbb{N}^d} \frac{\tau_k (|k| - 1)!}{k!} (t - 1)^k.$$  

Reasons that push us to define $\tau_k$ as it is and not as directly the Taylor coefficients of $K$ at $-1$ will appear shortly in Property 2.9. Once again, we pack them as:

$$\tau := (\tau_k)_{k \in I}.$$  

Since $M(t) = e^{K(t)}$, there is also a bijection between $\tau$ and $\mu$, which we encode through a function $B$ such that

$$\mu = B(\tau)$$

and

$$\tau = B^{-1}(\mu).$$

The function $B$ is a complicated (but continuous, bijective and smooth) function, mostly relying on multivariate Bell’s polynomials. See Appendix A for details on the function $B$ and for computationally fast recursive formulation of the function $B$.

REMARK 2.7 (Expansion point). We expanded $M$ and $K$ around $-1$ and not around 0. Indeed, expansion around 0, although more practical, requires hypothesis on the random vector that we are not willing to make (mainly moments hypothesis). Here, we only supposed that $X$ is positive. Of course, any other expansion point $t \in \mathbb{C}^d$ such that each $\text{Re}(t_i) < 0$ will do, both functions are analytic in the negative half of the space and the Laguerre basis can be rescaled accordingly (see [32]). To simplify the exposition, we chose $-1$.

Let us now discuss the particular case of $G_d$ distributions.

DEFINITION 2.8 (Thorin moments of a Gamma convolution). We denote the first Thorin moments (from Definition 2.6) of the $G_d(\nu)$ distribution by:

$$\tau(\nu) = (\tau_k(\nu))_{k \in I}.$$  

As we already noted, the definition of the Thorin moments includes a renormalization of standard Taylor coefficients of $K$. This is done so that Property 2.9 holds.

PROPERTY 2.9. Denoting $\delta_x$ the Dirac measure at $x$, it holds:
\( \tau_0(\delta_s) = -\ln (1 + |s|) \)

(ii) \( \tau_k(\delta_s) = s^k (1 + |s|)^{-|k|} \) for \( k \neq 0, \ k \in \mathbb{N}^d \).

(iii) \( \tau(\nu) = \int \tau(\delta_s) \nu(ds) \), where the equality and integration are intended componentwise.

**Proof.** The first point is simply the definition of the cumulant generating function of the \( d \)-variate Gamma distribution \( G_d(\delta_s) \), taken at \( t = -1 \). The third point comes directly from Definition 2.8, and from the fact that cumulants are linear on convolutions of independent random vectors. To get the second point, derive the cumulant generating function of the \( G_d(\delta_s) \) distribution as follows:

\[
\tau_k(\delta_s) = \left. \frac{1}{(|k| - 1)!} \frac{\partial^k}{\partial t^k} K(t) \right|_{t=-1}
\]

\[
= \left. \frac{1}{(|k| - 1)!} \frac{\partial^k}{\partial t^k} \ln (1 - \langle t, s \rangle) \right|_{t=-1}
\]

\[
= \left. \frac{1}{(|k| - 1)!} s^k (|k| - 1)! (1 - \langle t, s \rangle)^{-|k|} \right|_{t=-1}
\]

\[
= \left( \frac{s}{1 + |s|} \right)^k.
\]

We note that the Thorin moments are not exactly the moments of \( \nu \), but rather generalized moments of \( \nu \). However, using the change of variables \( x = \frac{s}{1 + |s|} \) in the integral from Property 2.9, point (iii), allows to express them as the moments of another measure \( \xi \). See [27] for a large discussion of the \( x, \xi \) parametrization versus the \( s, \nu \) parametrization in the univariate case, whose motivations also apply to the multivariate case. This is a generalization of the rate-or-scale dilemma for Gamma distributions parametrizations. Others parametrizations are possible, see [40] for one that allows generalizations to other cones than \( \mathbb{R}^d_+ \). We keep the \( s, \nu \) notations in this article to simplify our formulas a little.

From now on and until the end of the paper, we consider \( \mathcal{X} = (X_1, \ldots, X_N) \in \mathbb{R}^{N \times d}_+ \) an \( N \)-sample of independent and identically distributed (i.i.d.) random vectors, whose common distribution is the same as \( X \).

**Definition 2.10 (Monte-Carlo estimators).** For \( \mathcal{X} \in \mathbb{R}^{N \times d} \) a dataset of \( N \) independent and identically distributed (i.i.d.) samples of the \( d \)-variate random vector \( X \), define the estimators:

\[
\hat{\mu}(\mathcal{X}) = (\hat{\mu}_k(\mathcal{X}))_{k \in I} = \left( \frac{1}{N} \sum_{i=1}^{N} X_i^k e^{-|X_i|} \right)_{k \in I}
\]

\[
\hat{\tau}(\mathcal{X}) = (\hat{\tau}_k(\mathcal{X}))_{k \in I} = B^{-1}(\hat{\mu}(\mathcal{X})).
\]

\[
\hat{a}(\mathcal{X}) = (\hat{a}_k(\mathcal{X}))_{k \in I} = A \hat{\mu}(\mathcal{X}) = AB(\hat{\tau}(\mathcal{X})),
\]

where \( \hat{\mu}(\mathcal{X}), \hat{\tau}(\mathcal{X}) \) and \( \hat{a}(\mathcal{X}) \) are all in \( \mathbb{R}^{|I|} \).
REMARK 2.11 (Convergence and bias of \( \hat{\mu}(\mathcal{X}) \), \( \hat{a}(\mathcal{X}) \) and \( \hat{\tau}(\mathcal{X}) \)). All these estimators are convergent. Note that \( \hat{\mu}(\mathcal{X}) \) is the direct Monte-Carlo estimation of \( \mu \), and is therefore unbiased. Hence, \( \hat{a}(\mathcal{X}) \) is also an unbiased estimator of \( a \) (since the mapping between the two is linear), but \( \hat{\tau}(\mathcal{X}) \) is not an unbiased estimator of \( \tau \). Such unbiased estimators exist and are called \( k \)-statistics, see e.g., [44, 43, 20, 21], but this is not our focus here.

Following [31], we can therefore approximate the integrated square error between the densities through its projection in the truncated Laguerre basis, which provides the following empirical loss for a candidate Thorin measure \( \nu \):

\[
L(\mathcal{X}, \nu) = \| \hat{a}(\mathcal{X}) - AB(\tau(\nu)) \|^2_2,
\]

that can be minimized over an \( n \)-atomic Thorin measure \( \nu \). In [31], it is shown that this loss benefits from a consistency property under the so-called well-behavior assumptions:

DEFINITION 2.12 (Well-behaved Gamma convolutions.). The distribution \( G_d(\nu) \) is said to be well-behaved (w.b.) if and only if, denoting \( S(s) \) the ray in \( \mathbb{R}_+^d \) that passes through 0 and \( s \),

- \( \nu = \sum_{i=1}^n \alpha_i \delta_{s_i} \) is finitely atomic with total mass \( |\nu| = \sum_{i=1}^n \alpha_i \geq 1 \).
- \( \forall J \subseteq \{1, \ldots, n\} \) such that \( \nu \left( \bigcup_{i \in J} S(s_i) \right) > \nu \left( \bigcup_{i \in I \setminus J} S(s_i) \right) \), \( \text{Ker}(\{(s_i)_{i \in J}\}) = \{0\} \).

By a slight abuse of language, we may talk about the well-behavior of the Gamma convolution itself or of its Thorin measure. Note that all univariate Gamma convolutions are well-behaved as soon as \( |\nu| > 1 \), and that well-behaved Gamma convolutions are absolutely continuous. Also note that we restricted to finitely atomic Thorin measures. The consistency property is then as follows:

THEOREM 2.13 (Consistency [31]). If \( \mathcal{X} \) is drawn from a well-behaved density \( f \in G_d \), any well-behaved estimator \( \nu^* \) such that \( L(\mathcal{X}, \nu^*) \xrightarrow{a.s. N \to \infty} 0 \) ensures that

\[
\| f - f_{\nu^*} \|^2_2 \xrightarrow{a.s. N \to \infty} 0.
\]

Although it is consistent, the loss \( L \) is problematic because the function \( B \) is very combinatorial, and \( L(\mathcal{X}, \cdot) \) has a lot of local minimizers. Moreover, when the dimension \( d \) increases, the number of coefficients \( |I| \) that need to be matched must increase exponentially in the dimension to obtain correct results, and as soon as \( d = 4 \) or \( d = 5 \), the task of finding the global minimum of \( L(\mathcal{X}, \cdot) \) becomes intractable.

In this work, we propose to derive another loss, asymptotically equivalent to this one, and still consistent, that allows a better generalization to higher dimensional cases, avoiding the curse of dimensionality. We do this by using random projections.
| \( m \) | \( d = 1 \) | \( d = 2 \) | \( d = 3 \) | \( d = 4 \) | \( d = 5 \) | \( d = 6 \) | \( d = 7 \) | \( d = 8 \) | \( d = 9 \) | \( d = 10 \) | \( d = 20 \) |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| \( m = 5 \) | 5 | 21 | 56 | 126 | 252 | 462 | 792 | 1287 | 2002 | 3003 | 53130 |
| \( m = 10 \) | 11 | 66 | 286 | 1001 | 3003 | 8008 | 19448 | 43756 | 92378 | 184756 | 30045015 |
| \( m = 15 \) | 16 | 136 | 816 | 3876 | 15504 | 54264 | 170544 | 490314 | 1307504 | 3268760 | 3247943160 |
| \( m = 20 \) | 21 | 231 | 1771 | 10626 | 53130 | 230230 | 888030 | 3108105 | 10015005 | 30045015 | 137846528820 |
| \( m = 40 \) | 41 | 861 | 12341 | 135751 | 1221759 | 9366819 | 62891499 | 377348994 | 2054455634 | 10272278170 | 4191844505805495 |

3. Random projections and Grassmannian cubatures. To simplify our notations and analysis, we assume an isotropic loss, using the increasing index set \( I_m = \{k \in \mathbb{N}^d, |k| \leq m\} \) for a given precision hyperparameter \( m \in \mathbb{N} \) (where \( |k| = k_1 + \ldots + k_d \)). Its cardinal is

\[
D(m, d) = \sum_{i=0}^{m} \binom{i + d - 1}{d - 1},
\]

which increases exponentially in the dimension \( d \) for a given precision \( m \) of the approximation, as Table 1 clearly shows.

As \( D(m, d) \) is the number of Thorin moments that we need to compute at each iteration of a gradient descent on \( L \), we see that this loss is not usable for high dimensional problems. Computing more than 1000 coefficients per gradient is already too much of a burden to be practical. To solve this issue, we propose to use random projections. We now recall certain definitions and properties on the relationship that a measure has with its linear projections.

**Definition 3.1 (Grassmannian).** We denote \( E_k \) the \((k, d)\)-Grassmannian, that is the set of \( k \)-dimensional linear subspaces \( E \) of \( \mathbb{R}^d \).

**Definition 3.2 (Projection of a measure).** Let \( \nu \) be a measure on \( \mathbb{R}^d \), and let \( E \in E_k \), \( k < d \). We denote by \( \nu(E) \) the projection of the measure \( \nu \) onto this subspace, that is for \( A \subseteq \mathbb{R}^d_+ \),

\[
\nu(E)(A) = \nu\left(\pi^{-1}_E(A)\right) = \nu\left(\left\{ x \in \mathbb{R}^d_+ : \pi_E(x) \in A \right\}\right),
\]

where \( \pi_E \) is the linear projection onto the subspace \( E \).

As an exception, for any vector \( c \in \mathbb{R}^d \), we denote \( \nu(c) \) the projection onto the one-dimensional subspace generated by \( c \), identifying \( c \) and its span in the \( d \)-variate space, so that

\[
\nu(c)(A) = \nu\left(\left\{ x \in \mathbb{R}^d_+ : \langle c, x \rangle \in A \right\}\right) \forall A \subseteq \mathbb{R}_+.
\]

**Definition 3.3 (Agreement spaces).** For two measures \( \nu \) and \( \mu \), define:

\[
\mathcal{E}_k(\nu, \mu) = \{E \in E_k, \nu(E) = \mu(E)\},
\]
Clearly, $E_d(\nu, \mu) = \emptyset$ if $\nu \neq \mu$ and $E_d(\nu, \mu) = E_d$ if $\nu = \mu$. Note that $E_d$ is a singleton, so $E_d(\nu, \mu)$ has cardinal 1 or 0. The first result about projections comes from Cramer and Wold, back in 1936:

**Theorem 3.4 (Cramer-Wold [17].)** $\forall \nu_1, \nu_2 \in \mathcal{M}(\mathbb{R}^d), \nu_1 = \nu_2 \iff E_1(\nu_1, \nu_2) = E_1.$

Although this is interesting, more refined statements could be provided. In Appendix D, we propose new results based on [41, 26] that deal with the particular case of projections of finitely atomic measures. These results are important as they ensure that the difference in value at each atom is bounded. However, since we are fitting Thorin measures through a generalized moment problem (we try to match Laguerre coefficients), conditions on the first moments are sufficient for us. Weaker statements that only set the first moments can be obtained through the theory of Grassmannian cubatures, see [9] and references therein. We describe a potential approach to these issues, inspired by [9].

We now denote by $\nu^{(p)}$ the $p^{th}$ raw moment of a measure $\nu$.

**Definition 3.5 (Moments agreement spaces).** For two measures $\nu_1$ and $\nu_2$, $k \leq d$ and an increasing set $I \subseteq \mathbb{N}^d$, define the moments’ agreement space:

$$E_{k, I}(\nu_1, \nu_2) = \left\{ E \in E_k, \nu_1^{(i)}(E) = \nu_2^{(i)}(E) \forall i \in I \right\},$$

Note that for all $I \subseteq \mathbb{N}^d$, $E_{d, I}(\nu_1, \nu_2)$ has cardinal either 1 or 0, depending on the fact that $I$-moments of $\nu_1$ and $\nu_2$ match or not.

Obviously, $E_{k, I}(\nu_1, \nu_2) \subseteq E_{k, J}(\nu_1, \nu_2)$ if $I \subseteq J$, and $E_{k, \mathbb{N}^d}(\nu_1, \nu_2) \subseteq E_k(\nu_1, \nu_2)$. On the other hand $E_{k, \mathbb{N}^d}(\nu_1, \nu_2) = E_k(\nu_1, \nu_2)$ only if $\nu_2$ and $\nu_1$ are defined by their moments.

**Property 3.6.** Let $C = \{c_1, ..., c_{D(m,d)}\} \subseteq E_1$ be such that the (square) matrix

$$P_C = \left( \binom{m}{k} c_k^i \right)_{i \leq D(m,d), |k| \leq m}$$

is invertible.

(i) If for two measures $\nu_1$ and $\nu_2$, $C \subseteq E_{1, \{0, ..., m\}}(\nu_1, \nu_2)$, then $E_{d, I_m}(\nu_1, \nu_2) = E_d$. That is, matching enough univariate moments is equivalent to matching multivariate moments.

(ii) For any measure $\nu$,

$$\left( \nu^{(p)} \right)_{p \in I_m} = P_C^{-1} \left( \nu^{(p)} \right)_{p \in \mathbb{C}}.$$

(iii) The matrix $P_C$ has bounded eigenvalues, and depends only on $C$.

**Proof.** We start by showing (i). Since $P_C$ is invertible, its columns form a basis of a $D(m,d)$ dimensional space.

Denote by $Pol_m(\mathbb{R}^d)$ the set of polynomials over $\mathbb{R}^d$ of degree at most $m$. A possible basis for this set is

$$\left\{ x^\alpha : \alpha \in \mathbb{N}^d, |\alpha| \leq m \right\}.$$
The dimension of $\text{Pol}_m(\mathbb{R}^d)$ is therefore $D(m, d)$. Now, by the multinomial theorem,

$$
\langle c, x \rangle^m = \sum_{|k| \leq m} \binom{m}{k} c^k x^k,
$$

Therefore, if $P_C$ is invertible, the polynomials $\{\langle c, x \rangle^m, c \in C\}$ form another basis of $\text{Pol}_m(\mathbb{R}^d)$, and in particular the $d$-variate moments of $\nu_1$ and $\nu_2$ are a linear transformation of the univariate moments of $(\nu_{1,c_i})_i$ and $(\nu_{2,c_i})_i$, which implies (i).

Moreover, $P_C$ is the transition matrix between the two bases, which implies (ii). Finally, $P_C$ is of bounded operator norm as the linear projections of a given polynomial with finite coefficients cannot have infinite coefficients, which implies (iii).

Of course, the hard part is finding such a set $C$ making $P_C$ invertible. The following result is of particular interest in this matter:

**Theorem 3.7 (Random projections).** If $C$ is a set of $D(m, d)$ i.i.d. random vectors with $\mathcal{U}([0,1]^d)$ distributions, the random matrix $P_C$ is almost surely invertible.

**Proof.** Consider that $c_1, \ldots, c_{D(m,d)}$ are i.i.d. random vectors uniform on $[0,1]^d$.

The matrix $P_C$ has a common factor $\left(\binom{m}{k}\right)_{|k| \leq m}$ in each column. Hence, it is invertible if and only if $Q_C$ is, where:

$$
Q_C := \left( c^k \right)_{|k| \leq m, \ c \in C}.
$$

Now, $Q_C$ is a generalized Vandermonde matrix. This kind of matrix is also called interpolation matrix in a part of the literature, e.g., in [47].

When $d = 1$, $Q_C$ is a classical Vandermonde matrix, and therefore it is invertible if and only if the points $c_1, \ldots, c_d \in [0,1]$ are distinct, which is almost sure.

When $d > 1$, the matrix will be invertible if the set of points $C$ is $\text{Pol}_m(\mathbb{R}_+^d)$-unisolvant, as defined in [47, Def. 2.6], that is if:

$$
\left\{ P \in \text{Pol}_m(\mathbb{R}_+^d) : \forall c \in C, \ P(c) = 0 \right\} = \left\{ 0_{\text{Pol}_m(\mathbb{R}^d)} \right\}.
$$

Therefore, for $Q_C$ not to be invertible, it would require that all points in $C$ lie in the singular variety of a non-zero polynomial in $\text{Pol}_m(\mathbb{R}_+^d)$. Such singular varieties are hypersurfaces of degree $m$. These singular varieties cannot have a positive Lebesgue measure in $[0,1]^d$, and therefore this almost surely never happens. \hfill \square

**Remark 3.8.** Two small notes:

- The condition that $c_1, \ldots, c_{D(m,d)}$ are i.i.d. random vectors with $\mathcal{U}([0,1]^d)$ distributions is not even close to a necessary condition for the matrix $P_C$ to be invertible. Such necessary conditions are however hard to extract in all generality, but other nice particular examples\(^2\) are given in [47, Sec. 2]. We do not know if there exists easily computable better cubatures.

\(^2\)For example, a noteworthy $\text{Pol}_m(\mathbb{R}_+^d)$-unisolvant set is $C = \left\{ p \in \mathbb{N}^d : |p| \leq m \right\}$.  

A (partial) generalization of Property 3.6 to dimensions of projections $k > 1$ might be possible, see, e.g., in [9] recently. However, equivalent generalization of Theorem 3.7 might not.

4. Approximation of the Laguerre loss. In this section, we provide two successive approximations of the Laguerre loss that will ensure consistency, convergence and practical usability of the loss. As we have already seen, the function $B$ is bijective, but highly non-convex and has a complicated expression. The principal issues with the loss $\mathcal{L}$ are mostly due to the matrix $A$ and the function $B$: both are very combinatorial which might induce overflows if the implementation is not carefully done. They add a non-negligible computational cost to the minimization of $\mathcal{L}$, which has a myriad of local minimums.

We propose to use a first order approximation of the function $AB$. Denote now $\nabla(\mathcal{X})$ the Jacobian of the function $\tau \mapsto AB(\tau)$ taken at $\hat{\tau}(\mathcal{X})$.

The function $AB$ can still be implemented efficiently, and its Jacobian $\nabla(\mathcal{X})$ can be easily derived through symbolic computations. For lower dimensions, e.g., $d = 1$, this can be done by hand to fasten the computations and such an algorithm is proposed in Appendix A.

The function $AB$ being infinitely differentiable, it can be approximated by a first order Taylor expansion around $\hat{\tau}(\mathcal{X})$:

$$AB(\tau(\nu)) = AB(\hat{\tau}(\mathcal{X})) + \nabla(\mathcal{X})(\tau(\nu) - \hat{\tau}(\mathcal{X})) + \mathcal{O}(\|\tau(\nu) - \hat{\tau}(\mathcal{X})\|^2)$$

which yields:

$$\mathcal{L}(\mathcal{X}, \nu) = \|\hat{\tau}(\mathcal{X}) - \tau(\nu)\|^2$$

We thus define, removing the higher order terms:

$$\widehat{\mathcal{L}}(\mathcal{X}, \nu) = \|\hat{\tau}(\mathcal{X}) - \tau(\nu)\|_{\nabla(\mathcal{X})}^2$$

Note that the Jacobian $\nabla(\mathcal{X})$ is a lower-triangular matrix and that $\nabla(\mathcal{X})'\nabla(\mathcal{X})$ is positive definite, which makes $\|\cdot\|_{\nabla(\mathcal{X})}$ a proper norm. We obtained a new loss $\widehat{\mathcal{L}}(\mathcal{X}, \cdot)$ to fit a $G_d$ distribution on the data $\mathcal{X}$, from which we extract parameters by taking the argmin:

$$\hat{\nu} = \arg\min_{\nu \cdot G_d(\nu) \text{ w.b.}} \widehat{\mathcal{L}}(\mathcal{X}, \nu).$$

Computationally speaking, this is interesting since the complexity of the function $AB$ must only be dealt with once, at the beginning of the computations, and the result of its Jacobian $\nabla(\mathcal{X})$ can be stored instead of recomputing the function $AB$ at each iteration. Moreover, this reduces the problem to a classic least-square generalized moment problem expression for the Thorin measure, with respect to the associated norm.

Furthermore, this loss is still consistent as Property 4.1 shows.
PROPERTY 4.1 (Consistency of $\hat{L}$). Let $\mathcal{X}$ be drawn from a well-behaved density $f \in \mathcal{G}_d$. The global minimizer

$$\hat{\nu} = \arg\min_{\nu \in \mathcal{G}_d(\nu)} \hat{L}(\mathcal{X}, \nu)$$

ensures that

$$\|f - f_{\hat{\nu}}\|_2^2 \xrightarrow{a.s.} 0.$$ 

PROOF. We already know by Theorem 2.13, proved in [31], that any well-behaved estimator $\nu^*$ that ensures

$$\mathcal{L}(\mathcal{X}, \nu^*) \xrightarrow{a.s.} 0$$

will have this consistency property. We therefore only need to show that $\mathcal{L}(\mathcal{X}, \hat{\nu}) \xrightarrow{a.s.} 0$. From the first-order Taylor expansion, we have:

$$\mathcal{L}(\mathcal{X}, \hat{\nu}) = \frac{\hat{\mathcal{L}}(\mathcal{X}, \hat{\nu}) \ x_{\l_1 \ l_2}}{\mathcal{O}\left(\|\hat{\tau}(\mathcal{X}) - \tau(\hat{\nu})\|_2^2\right)}.$$

First, denote $\nu_f$ the Thorin measure of the true model $f$ and recall that it is well-behaved, and hence $\hat{\tau}(x)$ and $\tau(\hat{\nu})$ both converge to $\tau(\nu_f)$ almost surely: $\hat{\tau}(X)$ are Monte-Carlo estimators and therefore converge to $\tau(\nu_f)$ by Remark 2.11, and $\tau(\hat{\nu})$ minimizes a quadratic loss with target $\hat{\tau}(X)$. Hence, $L_2 \xrightarrow{N \to \infty} 0$.

Then, by the definition of $\hat{\nu}$ as the global minimizer of $\hat{L}$,

$$\hat{L}(\mathcal{X}, \hat{\nu}) \leq \hat{L}(\mathcal{X}, \nu_f) = \|\hat{\tau}(\mathcal{X}) - \tau(\nu_f)\|_{\mathcal{V}(\mathcal{X})}^2,$$

which goes almost surely to zero since the Monte-Carlo estimator $\hat{\tau}(X) \xrightarrow{a.s.} \tau(\nu_f)$. Hence, $\mathcal{L}(\mathcal{X}, \hat{\nu})$ converges to 0, which concludes the argument.

Although the loss $\hat{\mathcal{L}}(\mathcal{X}, \cdot)$ is consistent, the number of coefficients $D(m, d) = |I_m|$ to compute at each iteration has not changed, and must still be exponentially increasing with the dimension. Thus, we replace the loss

$$\hat{\mathcal{L}}(\mathcal{X}, \nu) := \|\hat{\tau}(\mathcal{X}) - \tau(\nu)\|_{\mathcal{V}(\mathcal{X})}^2,$$

which is problematic computationally speaking, by another loss:

$$\tilde{\mathcal{L}}(\mathcal{X}, \nu) := \int_{[0,1]^d} \hat{\mathcal{L}}((c, \mathcal{X}), \nu(c)) \ dc$$

$$= \int_{[0,1]^d} \|\hat{\tau}((c, \mathcal{X})) - \tau(\nu(c))\|_{\mathcal{V}(c, \mathcal{X})}^2 \ dc,$$

which we would minimize by stochastic gradient descent on $c \sim \mathcal{U}([0,1]^d)$, drastically reducing the cost of a gradient iteration: this cost becomes linear in the precision $m$ and the dimension $d$ instead of exponential in $m, d$. We now show the consistency of $\tilde{\mathcal{L}}$. 
THEOREM 4.2 (Consistency of $\tilde{L}$). Let $X$ be drawn from a well-behaved density $f \sim G_d(\nu)$. The global minimizer
\[ \tilde{\nu} := \arg \min_{\nu \in \mathcal{G}_d(\nu)} \tilde{L}(X, \nu) \]
ensures that
\[ \| f - f_{\tilde{\nu}} \|_2^2 \xrightarrow{a.s.} 0. \]

PROOF. According to Theorem 2.13, we need to show that $\tilde{L}(X, \tilde{\nu}) \xrightarrow{a.s.} 0$. We first show that $\tilde{L}(X, \tilde{\nu}) \to 0$. For that, first note that $\tilde{\nu}$ is a global minimizer of $\tilde{L}(X, \cdot)$ over the well-behaved parametrization. Denoting $\nu_f$ the (unknown) Thorin measure of the true model $f$ that generated the data, we suppose it to be well-behaved. It is therefore reachable by the minimization, and we have that:
\[ \tilde{L}(X, \tilde{\nu}) \leq \tilde{L}(X, \nu_f). \]
Therefore, it suffices to show that $\tilde{L}(X, \nu_f) \to 0$. For a given $c \in [0, 1]^d$, recall that $\mathcal{L}(X, \nu_f) = \| \hat{a}(X) - AB\tau(\nu_f) \|_2^2$. Since the Laguerre functions verify $|\varphi_k(y)| \leq \sqrt{2^d}$ for any $y \in \mathbb{R}^d$, we have
\[ \hat{a}_k(X) = \frac{1}{N} \sum_{i=1}^n \varphi_k(X_i) \leq \sqrt{2^d} \]
\[ AB(\tau(\nu_f))_k = \mathbb{E} (\varphi_k(X)) \leq \sqrt{2^d} \]
which makes $\mathcal{L}(X, \nu_f)$ bounded, since there is a finite number $D(m, d)$ of coefficients in the sum.
Since the same argument can be done in a univariate case corresponding to the projection in a direction $c$, $\mathcal{L}(\langle c, X \rangle, \nu_{f,(c)})$ is also bounded. Using the first order Taylor expansion,
\[ \tilde{L}(\langle c, X \rangle, \nu_{f,(c)}) = \mathcal{L}(\langle c, X \rangle, \nu_{f,(c)}) + O (\| \hat{a}(\langle c, X \rangle) - AB\tau(\nu_{f,(c)}) \|_2^2) \]
is also bounded. Hence, almost all $\tilde{L}(\langle c, X \rangle, \nu_{f,(c)})$ are bounded, positive, and go to zeros (by Monte-Carlo). Therefore, $\tilde{L}(X, \nu_f) \to 0$ and hence $\tilde{L}(X, \tilde{\nu}) \to 0$.
We now show that $\mathcal{L}(X, \tilde{\nu}) \xrightarrow{a.s.} 0$.
As we just showed, for almost all $c \in [0, 1]^d$, we have $\tilde{L}(\langle c, X \rangle, \tilde{\nu}_{(c)}) \to 0$. Therefore, we can pick $D(m, d)$ elements in those $c$ to form a set $\mathcal{C}$ making the matrix $\mathcal{P}_C$ (almost surely) invertible by Theorem 3.7. Recalling that $\tau$ are moments of a measure, we have:
\[ \tilde{L}(X, \tilde{\nu}) = \| \hat{\tau}(X) - \tau(\tilde{\nu}) \|_{\mathcal{V}(X)}^2 \]
\[ = \| \mathcal{P}_C^{-1} (\hat{\tau}(\langle c, X \rangle))_{c \in \mathcal{C}} - \mathcal{P}_C^{-1} (\tau(\tilde{\nu}_{(c)}))_{c \in \mathcal{C}} \|_{\mathcal{V}(X)}^2 \]
\[ = \| \mathcal{P}_C^{-1} (\hat{\tau}(\langle c, X \rangle) - \tau(\tilde{\nu}_{(c)})) \|_{\mathcal{V}(X)}^2 \]
\[ = \| (\hat{\tau}(\langle c, X \rangle) - \tau(\tilde{\nu}_{(c)})) \|_{\mathcal{V}(X)\mathcal{P}_C^{-1}}^2. \]
We already showed that for almost all \( c, \hat{L} (\langle c, \mathcal{X} \rangle, \tilde{\nu} (c)) = \| \hat{\tau} (\langle c, \mathcal{X} \rangle) - \tau (\tilde{\nu} (c)) \|^2 \|_{\nabla \langle c, \mathcal{X} \rangle} \rightarrow 0 \), and hence \( \hat{\tau} (\langle c, \mathcal{X} \rangle) \rightarrow 0.\) Therefore, \( \hat{L} (\mathcal{X}, \tilde{\nu}) \rightarrow 0 \) since the linear map \( P_{\mathcal{C}}^{-1} \) is of bounded operator norm, and \( \mathcal{C} \) is a finite set. Property 4.1 concludes.

The integral form of the loss \( \tilde{L} \) allows stochastic gradient descent on \( c: \) at each iteration, generate a random vector \( c, \) and use the gradient of \( \tilde{L} (\langle c, \mathcal{X} \rangle, \nu (c)) \). Although the stochasticity of the loss is on the direction of projection and not on the data, which is a little unconventional, we are not dealing with a true gradient descent in the sense that gradients of \( \hat{L} (\langle c, \mathcal{X} \rangle, \nu (c)) \) are not subgradients of \( \tilde{L} (\mathcal{X}, \nu). \) Moreover, the global minimum does not intersect with the minimal varieties of the marginal losses, since the matrix \( \nabla \langle c, \mathcal{X} \rangle \) depends on the direction of projection.

Now that we have a tractable and consistent loss, and although the loss is not convex and might have local minimums, we show in the next section that the gradient flow associated to this loss converges to the global minimum under weak assumptions on the initialization.

5. Convergence of the gradient flow. Although our loss \( \tilde{L} \) has a precise structure, it is not convex. It has a myriad of local minimums. However, as we will now show, a direct and simple gradient descent on the atoms and weights of the Thorin measures with a large enough number of proposed atoms, spread densely enough in the space, will converge to the global minimum under some very minor assumptions on the regularity of the true Thorin measure.

To postpone the question of which algorithm is used to minimize our objective function \( \tilde{L}, \) we consider the framework of gradient flows on the space \( \mathcal{M}_+ (\mathbb{R}^d_+) \) of positive Thorin measures. A numerical solver that uses a gradient descent on the loss, or a stochastic gradient descent, will in fact approximate the gradient flow of the loss (the sequence of iterates converges to the gradient flow when the step size of the gradient descent goes to zero). After some definitions, we show that our settings are covered by the analysis from Chizat [12] (see also [13]), which ensures global convergence of the gradient flow.

From now on, let \( \mathcal{F} = L_2 ([0, 1]^d, \mathbb{R}^m_+) \) be the space of square integrable functions from \( [0, 1]^d \) to \( \mathbb{R}^m_+. \)

We consider the functional \( \psi \) defined as:

\[
\psi: \begin{cases} \\
R^d_+ \longrightarrow \mathcal{F} \\
st \rightarrow \psi (s): \begin{cases} [0, 1]^d \longrightarrow \mathbb{R}^m_+ \\
\quad c \mapsto \tau (\delta_{s, (c)}). \end{cases} 
\end{cases}
\]

Note that \( \delta_{s, (c)} = \delta_{(s, c)} \) is the univariate Dirac measure in \( (s, c). \) With a slight abuse of notations, we also denote

\[
\psi (\nu) = \int \psi (s) \nu (ds) : \begin{cases} [0, 1]^d \longrightarrow \mathbb{R}^m_+ \\
\quad c \mapsto \tau (\nu (c)) = \int_{\mathbb{R}^d_+} \tau (\delta_{s, (c)}) \nu (ds) \in \mathcal{F}. \end{cases}
\]

We also consider, as our target,

\[
\psi: \begin{cases} [0, 1]^d \longrightarrow \mathbb{R}^m_+ \\
\quad c \mapsto \hat{\tau} (\langle c, \mathcal{X} \rangle) \in \mathcal{F}. \end{cases}
\]
We endow $\mathcal{F}$ with the norm $\|\cdot\|_X$, which depends on the random sample $X$, defined (since all $\nabla(\langle c, X \rangle)$ are positive definite) by:

$$\forall \psi \in \mathcal{F}, \quad \|\psi\|_X^2 = \int_{[0, 1]^d} \|\psi(c)\|_{\nabla(\langle c, X \rangle)}^2 dc,$$

where the norms $\|\cdot\|_{\nabla(\cdot)}^2$ were previously defined in Section 4. The scalar product associated with the norm $\|\cdot\|_X$ is denoted $\langle \cdot, \cdot \rangle_X$. The corresponding bilinear operator can be seen as a blockwise diagonal operator with diagonal blocks $\nabla(\langle c, X \rangle)'\nabla(\langle c, X \rangle)$ for all $c \in [0, 1]^d$.

This norm makes $\mathcal{F}$ a Hilbert space, and it furthermore allows to write our loss as:

$$\tilde{L}(X, \nu) = \|\psi_X - \psi(\nu)\|_X^2,$$

which shows that our loss is convex in $\psi(\nu)$, but clearly not convex in the atoms and weights of an $n$-atomic measure $\nu$.

The idea behind the conic particle gradient descent we propose is to parametrize the candidate measure $\nu$ as

$$\nu = \sum_{i=1}^n p_i^2 \delta_{s_i},$$

and to perform direct gradient descent on $(p, s) \mapsto \tilde{L}(X, \sum_{i=1}^n p_i^2 \delta_{s_i})$. If the chosen number of atoms $n$ is large enough, and if the initial $p, s$ are spread enough in the space, then the gradient descent will converge to a Thorin measure that achieves the global minimum.

If we endow the space of measures $\mathcal{M}(\mathbb{R}_+^d)$ with the total variation norm, the objective $\tilde{L}(X, \cdot)$ is Fréchet differentiable, and we can compute its differential.

**Property 5.1.** The Fréchet differential of $\tilde{L}(X, \cdot)$ at $\nu \in \mathcal{M}(\mathbb{R}_+^d)$ is represented by the function

$$\tilde{L}'_{\nu}: \mathbb{R}_+^d \rightarrow \mathbb{R}, \quad s \mapsto 2\langle \psi_X - \psi(\nu), \psi(s) \rangle_X.$$

**Proof.** The differential of $\tilde{L}(X, \cdot)$ at $\nu \in \mathcal{M}(\mathbb{R}_+^d)$ is defined as the function $\tilde{L}'_{\nu} : \mathbb{R}_+^d \rightarrow \mathbb{R}$ such that for any measure $\sigma \in \mathcal{M}(\mathbb{R}_+^d)$,

$$\left. \frac{\partial}{\partial \varepsilon} \tilde{L}(X, \nu + \varepsilon \sigma) \right|_{\varepsilon=0} = \int \tilde{L}'_{\nu}(s) d\sigma(s).$$

Which yields:

$$\left. \frac{\partial}{\partial \varepsilon} \tilde{L}(X, \nu + \varepsilon \sigma) \right|_{\varepsilon=0} = \left. \frac{\partial}{\partial \varepsilon} \|\psi_X - \psi(\nu + \varepsilon \sigma)\|_X^2 \right|_{\varepsilon=0}
= 2\langle \psi_X - \psi(\nu) - \varepsilon \psi(\sigma), \psi(\sigma) \rangle_X|_{\varepsilon=0}
= 2\langle \psi_X - \psi(\nu), \psi(\sigma) \rangle_X
= 2\langle \psi_X - \psi(\nu), \int \psi(s) \sigma(ds) \rangle_X
= \int 2\langle \psi_X - \psi(\nu), \psi(s) \rangle_X \sigma(ds).$$

$\square$
Following [12], we lift the problem in the Wasserstein space of probability measures, by considering probability measures with atoms in \(d+1\) dimensions, the first one corresponding to our weights. For any atom \((p, s)\), we define the Riemannian inner product in this space by:

\[
\langle (p_1, s_1), (p_2, s_2) \rangle_{(p, s)} = p_1 p_2 + p^2 \langle s_1, s_2 \rangle.
\] (5.1)

Recall that the Wasserstein distance between two probability measures is defined as

\[
W_p(\mu_1, \mu_2) = \min_{\gamma \in \Pi(\mu_1, \mu_2)} \int \text{dist}(x, y)^p \gamma(dx, dy)^{\frac{1}{p}},
\]

where the distance \(\text{dist}(x, y)\) is associated to the cone metric from Equation (5.1). Moreover, we define the max-Wasserstein distance \(W_\infty\) as the limit of \(W_p\) when \(p\) goes to infinity, or more directly as

\[
W_\infty(\mu_1, \mu_2) = \inf_{\gamma \in \Pi(\mu_1, \mu_2)} \max_{(x, y) \in \text{Sup}(\gamma)} \text{dist}(x, y).
\]

**PROPERTY 5.2.** The gradient \(\nabla \tilde{L}\) of \(\tilde{L}(\mathcal{X}, \cdot)\) w.r.t. the conic metric from Equation (5.1), for \(\nu = \sum_{i=1}^n p_i^2 \delta_{s_i}\), is defined componentwise as:

\[
\frac{\partial \tilde{L}(\mathcal{X}, \nu)}{\partial p_i} = 2p_i \tilde{L}'(s_i) = 4p_i \langle \psi - \psi(\nu), \psi(s_i) \rangle_{\mathcal{X}}
\] (5.2)

\[
\frac{\nabla \tilde{L}(\mathcal{X}, \nu)}{\partial s_i} = \nabla \tilde{L}'(s_i) = 2 \langle \psi - \psi(\nu), \nabla \psi(s_i) \rangle_{\mathcal{X}},
\] (5.3)

where the gradient \(\nabla \psi(s)\) of \(\psi\) has components \(\frac{\partial \psi(s)}{\partial s_i} = \left(\frac{\partial \tau(\delta(s_c, c))}{\partial s_i}\right)_{c \in [0,1]^d}\), whose elements can be easily derived from the expression of \(\tau\) given in Property 2.9:

\[
\frac{\partial \tau_0(\delta_c(s))}{\partial s_j} = -\frac{\partial \ln(1 + \langle c, s \rangle)}{\partial s_j} = -\frac{s_j}{1 + \langle c, s \rangle}, \text{ and}
\]

\[
\frac{\partial \tau_k(\delta_c(s))}{\partial s_j} = \frac{\partial \langle c, s \rangle^k (1 + \langle c, s \rangle)}{\partial s_j} = \frac{k c_j \langle c, s \rangle^{k-1}}{(1 + \langle c, s \rangle)^{k+1}}, \text{ for } k = 1, \ldots, m.
\]

**REMARK 5.3 (Metric choice).** The choice of metric on the lifted Wasserstein space decides how to combine the vertical and spatial components of the gradient. The choice we made, which allows further results from Theorem 5.5 to apply, is to decouple the two and have the spatial components of the gradient be independent of the vertical ones.

Now that the gradient \(\nabla \tilde{L}\) is well-defined, we consider its flow as given by Definition 5.4:

**DEFINITION 5.4 (Gradient flow[1]).** A gradient flow of \(\tilde{L}(\mathcal{X}, \cdot)\) is an absolutely continuous curve \((\nu_t)_{t \geq 0}\) in the space \(\mathcal{M}(\mathbb{R}^d_+)\) that satisfies

\[
\frac{\partial}{\partial t} \nu_t = -\nabla \tilde{L}(\mathcal{X}, \nu_t)
\]
The gradient flow \((\nu_t)_{t \geq 0}\), with initialization \(\nu_0\), converges to a certain Thorin measure \(\nu_\infty\), local minimizer of \(\hat{\mathcal{L}}\). Theorem 5.5, adapted from [12], concludes this analysis by ensuring that \(\nu_\infty\) is a global minimizer, under certain regularity conditions on the initialization \(\nu_0\).

**THEOREM 5.5** (Global convergence of the gradient flow). For \(\rho \in \mathcal{M}_+(\mathbb{R}^d_+)\) an absolutely continuous reference measure such that \(\log \rho\)'s density is Lipschitz, for an initial measure \(\nu_0 \in \mathcal{M}_+(\mathbb{R}^d_+)\), there exists a constant \(C\), dependent on the characteristics of the problem, such that if \(W_\infty(\nu_0, \rho) \leq C\),

\[\exists \nu_\infty \in \underset{\nu \in \mathcal{M}_+(\mathbb{R}^d_+)}{\text{arg min}} \tilde{L}(X, \nu) \text{ such that } W_\infty(\nu_t, \nu_\infty) \longrightarrow 0.\]

Furthermore, when \(\nu_0 = \rho\), we achieve a precision \(\varepsilon\), i.e., \(W_\infty(\nu_t, \nu_\infty) \leq \varepsilon\), provided the number of iteration is \(t = O\left(-\log(\varepsilon)\right)\).

**PROOF.** This is a direct application of Chizat’s result [12, Th. 4.1]. See also [13] and [19, Apx. A.3] for the complexity.

For general accelerated convex methods, \(W_\infty(\nu_t, \nu_\infty) \leq \varepsilon\) is achieved for \(t = O\left(\varepsilon^{-1/d}\right)\) only [19].

Although Chizat’s theorem applies in more general settings than ours, and gives more precise results, the constants are not of so much importance to us. What matters is that, when initialized with enough atoms, picked densely enough in the space (so that the atomic measure \(\nu_0\) is close enough, in the Wasserstein \(W_\infty\) sense, to a log-Lipschitz measure \(\rho\)), the (maybe stochastic) gradient descent on \(\tilde{L}(X, \cdot)\) converges to the global minimizer of the problem. A good initialization is therefore, e.g., to take all components of \(p, s\) in independent centered Gaussian (for \(p\)) and independent chi squared (for \(s\), which must stay positive). A very bad initialization will be to take all atoms in the same spot, e.g., \(p \equiv 1\), \(s \equiv 1\). Finally, initializing atoms clustered in a small space is also not a good idea.

Chizat’s analysis gives a nice feature to the final structure of the algorithm: the possibility to include a Lasso constraint.

**REMARK 5.6** (Lasso constraint). If one is concerned with the sparsity of the produced Thorin measure, an additional total variation regularization can be added by considering a hyperparameter \(\lambda > 0\) and minimizing the loss

\[\tilde{L}(X, \nu) + \lambda|\nu|\]

Results from Theorem 5.5 still hold, and any wanted hyperparameter searching method (with its associated cost) could be used to find \(\lambda\).

**6. Performance investigation.** We will minimize \(\tilde{L}\) by stochastic gradient descent on \(c\). Indeed, as the dimension increases, the possibility to explore at least \(D(m, d)\) different directions of projections vanishes, and our numerical capacity to compute a gradient of \(\mathcal{L}\) or \(\hat{\mathcal{L}}\) vanishes with it. We initialize the Thorin measure by setting its atoms and weights as random Gaussian noise, to spread them enough, according to the analysis from Section 5. The computation of gradients is discussed thoroughly in Appendix A. To improve stability of the
Algorithm 1: Estimation of Thorin measures via stochastic gradient descent on $\tilde{L}$.

**Input:** A dataset $X \in \mathbb{R}^{N \times d}$, a number of Gammas $n \in \mathbb{N}$, a precision parameter $m \in \mathbb{N}$, a number of iterations $T \in \mathbb{N}$, and a learning rate $\eta \in \mathbb{R}_+$.

**Result:** A Thorin measure $\nu_T$ that approximates the dataset $X$ as a multivariate Gamma convolution.

Estimate standard deviations $\sigma_i = \text{std}(X_i)$ for all $i \in 1, \ldots, d$, and standardize the marginals by dividing $X_i$ by $\sigma_i$.

Initialize a measure $\nu_0 \in \mathcal{M}_+^{d+}$ with $n$ atoms and corresponding weights, chosen randomly through Gaussian noise.

**foreach** $t \in 0, \ldots, T-1$ **do**

Choose a random direction $c \in [0,1]^d$.

Compute the gradient $g$ of $\tilde{L}((c, X), \nu_t, c)$ with respect to $\nu_t$ according to Property 5.2 and Appendix A.

Let $\nu_{t+1} = \nu_t - \eta g$.

**end**

Rescale $\nu_T$ by $\sigma_1, \ldots, \sigma_d$.

Return $\nu_T$.

Laguerre expansions, we also preprocess the datasets so that each marginal has unit variance. Our algorithm is then the following:

Note that the expectation of the stochastic gradient is indeed the gradient of the global loss (by the very definition of the global loss $\tilde{L}$). Moreover, these stochastic gradients are all independents knowing $X$.

In Algorithm 1, the number of iterations $T$ is supposed to be chosen on a case-by-case basis: by default, our implementation runs until (about) $|g| \leq 1e-16$.  

Moreover, $\eta$ is simply a fixed step size (or learning rate) for the gradient descent. However, in practice, as our parameters are very different things (atoms and weights of the Thorin measure are of different nature), we chose to use different learning rates per parameters, and also through time via momentum. The standard algorithm Adam [29, 22] seems to be a good fit for our problems. Indeed, the adaptive nature of Adam learning rates (one per parameter) is a good numerical solution to the problem of different vertical and spatial scaling of the gradients (on one side) and to different learning rate along the fitting process (on the other side).

To compare multivariate distributions to assess our results, we use non-distribution-free versions of the Kolmogorov-Smirnov and Cramer-Von Mises tests which are detailed in depth in Algorithms 5 and 6, in Appendix B. By construction, these tests are calibrated correctly: their $p$ values are uniform if and only if the distributions are the same. Therefore, we plot histograms of (resamples of) these $p$ values and check for approximate uniformity as in Figure 7. However, these tests are limited to low dimensional cases, as the task of computing an empirical version of the distribution of the statistics under the null hypothesis has a complexity that is exponential in the dimension.

We start by a simple example in four dimensions.

6.1. A distribution with functional structure. The following example deals with a particular dependence structure that we generated with a certain functional, as Dataset 6.1 describes.

3for all $X \in \mathbb{N}$, $1e-X$ is a notation that represents the number $10^{-X}$. $1e - 16$ is approximately the Float64 machine epsilon, according to the IEEE754-2008 standard.
FIG 1: Results on Dataset 6.1. On the left, a pairs plot representing the four dimensions: the bottom left triangle represents the pseudo-data from the original dataset, while the top triangle represents the pseudo-data from our estimator, and the middle line represents quantile-quantile plots of the marginals. Top right, quantile-quantile plots of $\langle c_i, \hat{X} \rangle$ on randomly chosen directions $c_1, \ldots, c_{50}$. Bottom right, histograms of approximated Kolmogorov-Smirnov and Cramer-Von Mises p values of our estimation.

DATASET 6.1 (Functional dependence structure). For $U_1, U_2, U_3$ independent $\mathcal{U}([0, 1])$ distributions and $Y_1, \ldots, Y_4$ independent log-Normal$(0, 1)$ distributions, we let the random vector $X$ be defined by:

$$X = \left( Y_1, Y_2 + U_1 Y_1^2, Y_3 + U_3 Y_1, Y_4 + Y_1^{1 + U_3^2} \right),$$

We simulate a dataset $x \in \mathbb{R}^{10000 \times 4}$ of $N = 10000$ i.i.d. samples from $X$.

This produces a weird dataset that is typically hard to fit with classical parametric models such as (hierarchical) Archimedean copulas. However, as Figure 1 will show, this distribution is not too far from the $G_d$ class.

We launch the optimization of $\hat{\nu}$ on Dataset 6.1, with a starting parametrization with $n = 100$ Thorin atoms. We let the optimizer run until convergence, which always appends since our learning rates are decreasing. Note that we have no way of checking the global optimality of our solutions, but we can extract some insights from Chizat’s results: if several atoms end up in at the same spot, yielding a final measure with much less than $n = 100$ atoms, this is a good sign for convergence. In our simulations this behavior is common: the optimizer tends to set Thorin weights to zero if the atom is not needed, or to merge atoms that are close by.

The estimator depicted in Figure 1 has a Thorin measure with $n = 37$ atoms, although we started the estimation with $n = 100$. Most of these atoms have a very low contribution to the mean of the marginals however (very small weight $\alpha$ and/or very small scale $s$), as Table 2 depicts.

Several observations can be made on the results from Table 2. The first one is that most of the Thorin weights are concentrated in only a few atoms, and many atoms have weights and/or
values that are very low, the minimum being \(1e - 16\). This is because we did not set a threshold beside the Float64 limits imposed by our computations. One could argue that Thorin weights below a certain value are just noise and should be removed. If we set a zero-threshold at \(1e - 05\) on both the weights and components of atoms, the remaining atoms are only the 17 last lines, with even more zeros in the scales.

This 'thresholded' estimator gives results depicted on Figure 2. We see that this threshold fixed a little the problem in the projections tails, and we obtained better results on the Cramer-Von Mises and the Kolmogorov-Smirnov tests, without changing the pairs plot of the pseudo-observations. For this reason, we included a thresholding possibility in the code, with a user defined minimal Thorin weight. We do not provide analysis on these thresholds, but a link to Remark 5.6 could maybe be drawn.

6.2. The Loss-Alae example. The next example we provide is on the Loss-Alae dataset from Klugman & Parsa [30]. This dataset features 1500 observations of two variables: “Loss” and “Alae”. We refer to [30] for description of this (quite standard) dataset in insurance valuations

| \(\alpha\) | \(s_1\) | \(s_2\) | \(s_3\) | \(s_4\) |
|------------|--------|--------|--------|--------|
| 4.855e - 16 | 8.627e - 8 | – | – | 0.914 |
| 3.277e - 15 | 291.3 | 2.095e - 10 | 1.043e - 8 | 2.513e - 7 |
| 2.921e - 12 | – | – | 7.433e - 5 | 0.9138 |
| 3.756e - 12 | 279.4 | 9.078e - 5 | 0.9684 | 2.558e - 11 |
| 4.250e - 12 | – | – | 1.171e - 10 | 40.67 |
| 1.528e - 11 | 0.09957 | – | – | – |
| 5.249e - 11 | 7.407e - 13 | 5.33e - 15 | 4.872e - 11 | 0.9136 |
| 6.004e - 11 | – | – | – | 0.9138 |
| 6.761e - 11 | 5.164e - 16 | 26.9 | – | – |
| 1.337e - 9 | 4.533e - 8 | – | – | 0.9139 |
| 2.193e - 8 | – | 2.394e - 13 | – | 0.9137 |
| 3.860e - 8 | – | 2.261e - 15 | – | 0.9134 |
| 4.031e - 8 | – | 0.1374 | 3.583e - 14 | 0.1533 |
| 1.036e - 7 | 6.337e - 13 | 1.053e - 8 | – | 0.9138 |
| 1.368e - 7 | – | – | – | 0.9132 |
| 2.826e - 7 | 1.218e - 14 | 1.669e - 13 | – | 0.9138 |
| 5.642e - 7 | – | – | – | 40.69 |
| 1.089e - 6 | – | – | – | 0.9144 |
| 1.473e - 6 | – | 2.607e - 10 | 0.000824 | 40.66 |
| 1.905e - 6 | – | – | – | 0.9138 |
| 1.114e - 5 | 5.208e - 15 | – | 0.000318 | 0.914 |
| 7.958e - 5 | 5.706e - 15 | – | – | 0.9137 |
| 0.0001191 | – | – | – | 0.9137 |
| 0.0001421 | – | – | 9.108e - 12 | 0.9137 |
| 0.005818 | – | 0.322 | 7.331 | 0.09808 |
| 0.01199 | 4.534 | 7.889 | 2.563 | 7.845 |
| 0.1074 | 1.238 | – | 0.9892 | 1.092 |
| 0.1865 | – | 1.432e - 15 | – | 0.9138 |
| 0.2146 | 1.316 | 0.8674 | 0.8449 | 0.8522 |
| 0.2167 | 3.835e - 8 | 1.277 | 0.03307 | 1.447e - 8 |
| 0.2769 | 7.69e - 14 | – | 1.006 | – |
| 0.3426 | 0.09957 | – | 1.073e - 7 | 0.0004082 |
| 0.4323 | 0.1612 | 0.1614 | 0.08263 | 0.04896 |
| 0.5334 | 0.2333 | 5.798e - 8 | 0.2282 | 0.07975 |
| 1.539 | 2.931e - 9 | 0.1434 | – | – |
| 1.745 | 0.01782 | – | 0.01409 | 0.1335 |
| 3.797 | – | – | 0.09868 | – |
Fig 2: Results on Dataset 6.1 after thresholding the Thorin measure. On the left, a pairs plot representing the four dimensions: the bottom left triangle represents the pseudo-data from the original dataset, while the top triangle represent the pseudo-data from our estimator, and the middle line represents quantile-quantile plots of the marginals. Top right, quantile-quantile plots of $\langle c_i, \hat{X} \rangle$ on randomly chosen directions $c_1, \ldots, c_{50}$. Bottom right, histograms of approximated Kolmogorov-Smirnov and Cramer-Von Mises p values of our estimation.

and copula estimations fields. This dataset was already considered in [31] through the brute-force minimisation of the $L$ loss, which yielded very good results but required high-precision computations and gradient-free optimisation routines. We show here that our approximation also provide a very good Gamma deconvolution for this dataset, while working on standard precision and without the need for global optimisation routines.

We ran the stochastic gradient descent on $\tilde{L}$ with $n = 500$ potential atoms for the Thorin measure. Results are given in Figure 3.

As Figure 3 (a) shows, most of the $n = 500$ atoms annihilated and converged to zero. Only a few atoms are remaining, among which many have zero scales in one of the two dimension – corresponding to red points at abscissa 0 (Atoms are only on the Loss marginal) and $\frac{\pi}{2}$ (the Alae marginal), due to the polar coordinate system of this plot. Only eight red points are showing up on the graph, but the final measure has a few more very small atoms (with weights smaller than $10^{-5}$), which are not plotted. Remark the fact that most of the particles are either annihilated or converging towards one of the final remaining atoms. This is particularly true for scales that are zero in one of the two dimensions. On the other hand, scales that are joint between the two dimensions seems to be generated later in the process. Our final estimator is given in Table 3.

The resulting estimator reproduces fairly well the dependence structure, see Figure 3 (f, g), and the marginal quantile-quantile plots on Figure 3 (d, e) are also quite good. The Kolmogorov-Smirnov and Cramer-Von Mises resampled $p$-values (see Appendix B) confirm the fact that we did fit correctly the dataset. In terms of performance, obtaining this estimator took less than 5 seconds on a standard 2018 laptop.
Fig 3: Results on the Loss-Alae dataset. (a) A trajectory of $\nu_t$ initialized on $\nu_0$ picked from 5000 random atoms (Gaussian noise). The bivariate atoms are represented on polar coordinates (on the first quarter of the plane, Loss is on the left and Alae on the right), and the final weights are represented by the size of the red dots. (b, c) Kolmogorov-Smirnov and Cramer-Von Mises resampled p-values. (d, e) Quantile-quantile plots of the marginals. (f, g) Original pseud-observations and pseudo-observations taken from a simulation of the final estimator. (h) Loss $\tilde{L}(x, \nu_t)$ on the 500000 first steps.

| Shapes       | Loss scales | Alae scales |
|--------------|-------------|-------------|
| 0.0001       | 2.121       | 0.0417      |
| 0.0001       | 0.1345      | 0.7483      |
| 0.0005       | 2.0968      | 0.042       |
| 0.0198       | 0.2659      | 4.9842      |
| 0.0445       | 2.2127      | 0.0408      |
| 0.0487       | 2.3684      | 3.2722      |
| 0.1396       | -           | 0.6481      |
| 0.1739       | 0.4553      | 0.1914      |
| 0.2544       | -           | 0.1014      |
| 0.7765       | 0.1544      | -           |
| 0.8464       | -           | 0.0092      |

6.3. High dimensional multiplicative model. As finding a high dimensional public dataset that exhibits features corresponding to the class is complicated, we propose to construct one. If we know that $G_1$ is closed w.r.t. product of independent random variables [7], no such thing is known for the multivariate extensions. Therefore, we propose in Dataset 6.2 a multiplicative structure.

4There is a typical case that is of important interest to us: the internal modeling in Non-life (re)-insurance modeling. See, e.g., [2, 24] for details on this case and on why a convolutional structure makes sense. However, such datasets are usually private.
Fig 4: Heatmaps of pairwise correlation coefficients for Dataset 6.2.

**Dataset 6.2 (High dimensional multiplicative data).** For \( d = 2000 \), let \( G \sim \mathcal{G}_1(\delta_1) \), \( H \sim \mathcal{G}_1(2\delta_1) \), and \( Z_1, \ldots, Z_d \sim \mathcal{N}(0, 1) \) be all independent random variables, and let \( \alpha_1, \ldots, \alpha_d \) be fixed parameters in \([0, 1]\) (uniformly chosen). Construct the random vector \( X = (X_1, \ldots, X_d) \) as:

\[
X = (G e^{Z_i} H^{1+2\alpha_i})_{i=1, \ldots, d}.
\]

We simulate a dataset \( x \in \mathbb{R}^{1500 \times 2000} \) of \( N = 1500 \) i.i.d. samples from \( X \).

The construction of Dataset 6.2 ensures that every marginal is inside the \( \mathcal{G}_1 \) class since the class is closed w.r.t. multiplication of random variables, contains log-Normals and powers of Gammas. However, we have no clue about whether the constructed distribution belongs to \( \mathcal{G}_{2000} \) or not due to the dependency induced by the multiplicative risk-factors \( G \) and \( H \). Furthermore, there are only 1500 observations, and hence the data is quite sparse. You can observe in Figure 4 Pearson, Spearman, and Kendall correlations heatmaps for this dataset, which all show that the dependency is quite strong (although in some dimensions clearly non-linear).

We nevertheless launch the same gradient descent as before, with \( n = 500 \) atoms only to see if we can obtain a relevant Thorin measure. The iteration cost is linear in \( N, d \) and \( n \), which allows dealing with these kinds of dimensions without issues on a standard laptop.

Unfortunately, the empirical version of Kolmogorov-Smirnov and Cramer-Von Mises tests from Appendix B are not possible in these settings, as they would require a very big number of samples for their benchmarks (of some kind of importance sampling). Pairs plots are also not possible for the whole dataset (only for subsets of the dimensions), but we can still check the adequateness of our model through quantile-quantile plots on random projections, which are given in Figure 5.

The results on Dataset 6.2 were obtained with only \( 10^6 \) iterations of our gradient descent, which means that only \( 10^9 \) linear projections contributed one gradient each to the gradient descent. On the other hand, the constant \( D(m, d) \) is here of order \( 10^{30} \), which means that we only explored a negligible portion of the necessary linear projections to recover the multivariate Thorin moments through Property 3.6.

The projected quantile-quantile plot is almost perfect, and the results on the sum \( \langle 1, x \rangle \) are correct. However, the details of the dependence structure are not perfectly fitted. If we let the algorithm run longer, it gets better. Finally, we wanted to say that only 160 atoms are remaining (i.e., have weights bigger than \( 1e-16 \)), among which only 31 have weights bigger
Fig 5: On the left, pairs plots of the 6 randomly chosen dimensions; On the top-right, a quantile-quantile plot of 50 random chosen projections, and the densities of $\langle 1, x \rangle$ and $\langle 1, \hat{X} \rangle$, showing the fit on the global sum, where $x$ is the input data and $\hat{X}$ is the estimated distribution. The lower-right density plots correspond to the densities of $\ln(\langle 1, x \rangle)$ and $\ln(\langle 1, \hat{X} \rangle)$. The densities of the univariate Gamma convolutions $\ln(\langle 1, \hat{X} \rangle)$ are computed by the Moschopoulos algorithm [38].

than $1e-5$. The Thorin measure is very sparse, as much of the atoms are not shared by all dimensions and the matrix $s$ of positions of the 160 atoms has 40% of its values that are zeros, and 20% more are smaller than $1e-5$.

7. Conclusion. While the class of multivariate generalized convolutions is quite peculiar, it has a lot of interesting properties for many application fields. The first available estimator for distributions in this class, provided by [31], had good convergence properties, but lacked usability in higher dimensions.

We showed that fitting multivariate Gamma convolutions in high dimensions was nevertheless possible thanks to the convolutional properties of the class, that allow to bypass the dimensionality issues through random projections and obtain an efficient stochastic conic particle gradient descent. We showed first the consistency of the obtained global minimizer. Then, although our loss is non-convex, we showed the convergence of the associated gradient flow to a global minimizer.

The behavior of the conic particle gradient descent is really promising, and the inclusion of a lasso penalty on the Thorin measure is quite easy to do in our settings. Although the theoretical results ensure the convergence of the gradient flow, our numerical section uses a stochastic approximation of the discretization of this flow, on which little is known. We nevertheless have good numerical results.

However, the choice of the expansion size in each projection, represented by the hyperparameter $m$, is still something that should be considered. This parameter represents a level of details that we try to learn from the data (but not the capacity of the resulting model to acknowledge these details, which would be represented by the number of atoms $n$ of the Thorin
measure), and therefore should probably be learned through a cross-validation method. Inclusion of a lasso constraint from Remark 5.6 could be carried on via the same cross-validation rounds.

**APPENDIX A: DETAILED GRADIENTS’ COMPUTATION**

In this appendix we describe more deeply what is the function $B$, and how we perform computation of the gradients of $\hat{L}(\langle c, X \rangle, \cdot \langle c \rangle)$. See the code of ThorinDistributions.jl for deeper implementation details.

Recall that the function $B$ is defined implicitly from the equation $\mu = B(\tau)$, where $\mu$ are the Taylor coefficients of a function $M$ and $\tau$ are (up to scaling) Taylor coefficients of the function $K$ such that $M = \exp \circ K$. More precisely:

$$\sum_{k \in \mathbb{N}^d} \frac{\mu_k}{k!} (t - 1)^k = \exp \left\{ \sum_{k \in \mathbb{N}^d} \frac{(|k| - 1)! \tau_k}{k!} (t - 1)^k \right\}.$$

Up to the scaling by $(|k| - 1)!$, the link between $\mu$ and $\tau$ is therefore directly given by multivariate Bell polynomials (see [4, 18, 28, 34]), from which we extract the combinatorial expressions for the function $B$ given in Property A.1.

**PROPERTY A.1 (Bijection between moments and cumulants).** For a given increasing index set $I \subseteq \mathbb{N}^d$, the sets $(\mu_i)_{i \in I}$ and $(\tau_i)_{i \in I}$ can be expressed from one another through:

$$\mu_i = B_i(\tau) = e^{\tau_0} \sum_{\pi \in \Pi(i)} \prod_{B \in \pi} \tau_i(B)(|i(B)| - 1)!$$

$$\tau_i = B_i^{-1}(\mu) = \frac{1}{(|i(B)| - 1)!} \sum_{\pi \in \Pi(i)} (|\pi| - 1)! (-1)^{|\pi| - 1} (\mu_0)^{-|\pi|} \prod_{B \in \pi} \mu_i(B)$$

where $\Pi(i) = \mathcal{P}(B(i))$ is the set of all partitions of the multi-set

$$B(i) = \bigcup_{j=1}^d \bigcup_{p=1} i_j \{j\},$$

while a partition $\pi$ in $\Pi(i)$ is constituted of multi-sets $B$ composed of integers, and

$$i(B) = (\#\{\text{occurrences of } j \text{ in } B\})_{j \in \{1, ..., d\}}.$$

**PROOF.** This is a direct application of the multivariate Faà Di Bruno’s formula [16, 37, 21] to $M = \exp \circ K$ in one hand and $K = \ln \circ M$ on the other hand. The only details worth noting is that $\tau$ are not exactly the derivatives of $K$ at $-1$, but rather $\tau_k(|k| - 1)!$ are, according to Definition 2.6 and Property 2.9.

**REMARK A.2 ($B$ and $B^{-1}$ are almost polynomials).** If we consider that $\mu_0 = e^{\tau_0}$ is a fixed constant, the function $B$ and its inverse are both polynomials in their remaining parameters.
Algorithm 2: Recursive computation of the function $B$. (see [35])

**Input:** An increasing set $I$, Thorin moments $\tau = (\tau_k)_{k \in I}$

**Result:** Shifted moments $\mu = (\mu_k)_{k \in I} = B(\tau)$

Set $\mu_0 = \exp(\tau_0)$

Set $\mu_k = 0$ for all $k \neq 0$

**foreach** $k : 0 \neq k \in I$ do

Set $i_0$ as the index of the first element of $k$ that is non-zero.

Set $p = k$

Set $p_{i_0} = p_{i_0} - 1$

**foreach** $\ell : \ell \leq p$ do

$\mu_k += \mu_\ell \tau_{k-\ell}(p)(k-\ell)!$

end

end

Return $\mu$

In the direct sense, i.e., to compute $\mu = B(\tau)$, the good property of the exponential function of being its own derivative allows a recursive approach, adapted from [35], described in Algorithm 2.

Algorithm 2 is notable because it computes $\mu$ from $\tau$ in a time that is mostly quadratic in the number of coefficients $|I|$, while the raw usage of the Multivariate Faà Di Bruno expression given in Property A.1 has an exponential complexity. This increase in speed is due to the fact that the link function is the exponential function ($M(t) = \exp\{K(t)\}$), and is not possible for other link functions.

We now expose the computation of the gradient of $\hat{L}(\langle c, X \rangle, \nu(\langle c \rangle))$, when $\nu = \sum_{i=1}^{n} p_i^2 \delta_{\langle c_i, s_i \rangle}$, with respect to $p, q$. This square root parametrization allows using unconstrained optimization which is desired for numerical purposes. Recall that:

$$\hat{L}(\langle c, X \rangle, \nu(\langle c \rangle)) := \|\hat{\tau}(\langle c, X \rangle) - \tau(\nu(\langle c \rangle))\|_{\tau(\langle c, X \rangle)}^2$$

Since only $\tau(\nu(\langle c \rangle))$ depends on the parameters, we have that:

$$\nabla \hat{L}(p, q) = 2\left(\hat{\tau}(\langle c, X \rangle) - \tau\left(\sum_{i=1}^{n} p_i^2 \delta_{\langle c_i, s_i \rangle}\right)\right)_{'} \nabla(\langle c, X \rangle)_{'} \nabla(\langle c, X \rangle)_{'} \nabla \tau(\sum_{i=1}^{n} \alpha_i \delta_{\langle c_i, s_i \rangle})(p, q)$$

Furthermore, recall that for an atomic measure $\nu$,

$$\tau_0(\nu) = -\sum_{i=1}^{n} \alpha_i \ln (1 + |s_i|)$$

and

$$\tau_k(\nu) = \sum_{i=1}^{n} \alpha_i \left(\frac{s_i}{1 + |s_i|}\right)^k$$

for $k \in \mathbb{N}_d^\star$. Hence, $\nabla \tau(\sum_{i=1}^{n} \alpha_i \delta_{\langle c_i, s_i \rangle})(p, q)$ is composed of:

$$\frac{\partial \tau_0}{\partial p_i} = -2p_i \ln (1 + \langle c, q_i^2 \rangle)$$

$$\frac{\partial \tau_0}{\partial q_{i,j}} = 2p_i \left(\frac{\langle c, q_i^2 \rangle}{1 + \langle c, q_i^2 \rangle}\right)^k$$
\[
\frac{\partial \tau_k}{\partial p_i} = \frac{2p_i^2 q_{i,j} c_j}{1 + \langle c, q_i^2 \rangle}
\]
\[
\frac{\partial \tau_k}{\partial q_{i,j}} = k \left( \frac{\langle c, q_i^2 \rangle}{1 + \langle c, q_i^2 \rangle} \right)^{k-1} \frac{2p_i^2 q_{i,j} c_j}{(1 + \langle c, q_i^2 \rangle)^2}
\]

where in the last line, the factor \( p_i^2 \) can be removed to ensure the compatibility with the metrisation of Section 5 (independence of spatial and vertical components of the gradient).

Moreover, \( \nabla_{AB}(\tau(\langle c, \mathcal{X} \rangle)) = A \nabla_B(\tau(\langle c, \mathcal{X} \rangle)) \), and we compute \( J = \nabla_B(\tau(\langle c, \mathcal{X} \rangle)) \) the second part through the Algorithm 3, which is constructed through a simple chain rule run through Algorithm 2.

**Algorithm 3:** Recursive computation of the function \( \nabla_B \).

**Input:** An increasing set \( I \), Thorin moments \( \tau = (\tau_k)_{k \in I} \)

**Result:** The Jacobian \( J \in \mathbb{R}^{|I| \times |I|} \) of \( B \) taken at \( \tau \)

Set \( J_{0,0} = \exp(\tau_0) \).

**foreach** \( k : 0 \neq k \in I \) **do**

Set \( i_0 \) as the index of the first element of \( k \) that is non-zero.

Set \( p = k \)

Set \( p_{i_0} = p_{i_0} - 1 \)

**foreach** \( l : 1 \leq l \leq p \) **do**

\[
\begin{align*}
  \mu_k &= \sum_{i=1}^{N} X_i k e^{-|X_i|} \\
  \xi_k &= \left( \frac{1}{N} \sum_{i=1}^{N} X_i k e^{-|X_i|} \right)_{k \in I}
\end{align*}
\]

Note that Algorithm 3 also computes \( \mu \), which is necessary due to the recursive nature of the chain rule, and therefore computations of Algorithms 2 and 3 can (and should) be pooled.

Last but not least, the computation of \( \tau(\langle c, \mathcal{X} \rangle) \) is worth mentioning. According to Definition 2.10, we have :

\[
\hat{\tau}(\mathcal{X}) = B^{-1} \left( \left( \frac{1}{N} \sum_{i=1}^{N} X_i k e^{-|X_i|} \right)_{k \in I} \right),
\]

and we thus require the computation of \( B^{-1} \). If \( B^{-1} \) is a very costly function to compute in any dimension, as Property A.1 might show, it however drastically simplifies in dimension one, and its expression can be translated into the efficient Algorithm 4.

Note that although Algorithm 4 has a quadratic complexity in the number of coefficients, unlike Algorithm 2, this will not hold in higher dimensions \( d > 1 \) (the log function in \( K(t) = \ln \{ M(t) \} \) is not as nice as the \( \exp \) function), which is one of the reasons we use univariate projections. Our renormalization of the derivatives of \( K(t) \) also simplifies the inner loop of Algorithm 4 by removing a multiplication by a binomial coefficient, reducing again the computational cost.
### Algorithm 4: Computation of Thorin moments of a univariate dataset.

**Input:** \( m \in \mathbb{N} \) and a univariate dataset \( \mathcal{X} \in \mathbb{R}^N \)

**Result:** \( \tau = (\tau_k(\mathcal{X}))_{k \leq m} \)

Compute first \( \mu = \left( \frac{1}{N} \sum_{i=1}^{N} x_i^k e^{-x_i} \right)_{k \leq m} \) any way you want (e.g., via recursion on \( k \)).

Let \( \eta = \left( \mu_k / \mu_0 \right)_{k \leq m} \)

Set \( \tau_0 = \ln(\mu_0) \)

foreach \( k \in \{1, \ldots, m\} \) do

\[
\tau_k = (k - 1) \ast \eta_k 
\]

foreach \( j \in \{1, \ldots, k - 1\} \) do

\[
\tau_k = \tau_j \ast \eta_{k-j} 
\]

end

Return \( \tau \)

To obtain the stochastic gradient of the global loss, the only remaining computations are matrix-vector multiplications (that must be done in the right order for performance), according to Equation (A.1).

### Appendix B: Non-Distribution Free Tests

Our goal here is to produce a test from the Kolmogorov-Smirnov (resp Cramer-Von Mises) statistic in high dimension. The major problem is that these tests are not distribution free and the distribution of the statistics will depend on the distribution under the null hypothesis. However, through resampling, we are still able to construct a test that is well-calibrated.

To do that, for a given random vector \( \mathbf{X} \) whose distribution is known, we compute benchmark vectors \( \text{KS}_\mathbf{X} \) and \( \text{CvM}_\mathbf{X} \) that approximate the distributions of the statistics. This is detailed in Algorithm 5.

First, recall that for a dataset \( \mathbf{D} \in \mathbb{R}^{N \times d} \), we define the empirical distribution function as

\[
F_D : x \mapsto \frac{1}{N} \sum_{i=1}^{N} \mathbf{1}_{D_{i,j} \leq x_j} \forall j \in 1, \ldots, d.
\]

### Algorithm 5: Kolmogorov-Smirnov and Cramer-Von Mises distribution approximation of \( \mathbf{X} \).

**Input:** The distribution of a \( d \)-variate random vector \( \mathbf{X} \), an integer \( M \), a sample size \( N \).

**Result:** Samples KS\( \mathbf{X} \) and CvM\( \mathbf{X} \) from the Kolmogorov-Smirnov and Cramer-Von Mises statistics distributions associated to \( \mathbf{X} \).

foreach \( i \in 1, \ldots, M \) do

Sample a pair of datasets \( \mathbf{D}_1, \mathbf{D}_2 \) in \( \mathbb{R}^{N \times d} \) from \( \mathbf{X} \).

Let \( \text{KS}_{\mathbf{X},i} = \sup_{x \in D_1} |F_{D_1}(x) - F_{D_2}(x)|. \)

Let \( \text{CvM}_{\mathbf{X},i} = \frac{1}{N} \sum_{x \in D_1} (F_{D_1}(x) - F_{D_2}(x))^2 dx. \)

end

Return KS\( \mathbf{X} \) and CvM\( \mathbf{X} \)

Then, for a proposal distribution \( \tilde{\mathbf{X}} \), we compute the statistics and the approximated p values through Algorithm 6.
Algorithm 6: Approximated Kolmogorov-Smirnov and Cramer-Von Mises p values.

**Input:** The distributions of two $d$-variate random vectors $\mathbf{X}$ and $\hat{\mathbf{X}}$, a sample size $N$.

**Result:** A sample of the KS and CvM distances between the two distributions.

Compute $\text{KS}_\mathbf{X}$ and $\text{CvM}_\mathbf{X}$ via Algorithm 5.

Sample a pair of datasets $D_1, D_2$ in $\mathbb{R}^{N \times d}$ from $\mathbf{X}$ and $\hat{\mathbf{X}}$ respectively.

Let $\text{KS} = \sup_{x \in D_1} |F_{D_1}(x) - F_{D_2}(x)|$.

Let $\text{CvM} = \frac{1}{N} \sum_{x \in D_1} (F_{D_1}(x) - F_{D_2}(x))^2 dx$.

Return $\frac{1}{M} \sum_{i=1}^{M} \text{KS} \leq \text{KS}_{\mathbf{X},i}$ and $\frac{1}{M} \sum_{i=1}^{M} \text{CvM} \leq \text{CvM}_{\mathbf{X},i}$

These two algorithm give us a way to check if our estimators indeed are close to the distribution we simulated the dataset from. However, they are not practical as the computation of $\text{KS}_\mathbf{X}$ and $\text{CvM}_\mathbf{X}$ is quadratic in the number of samples in the dataset $N$ (although linear in the dimension $d$ and the number of resamples $M$), which can be dramatic in terms of runtime.

As an example, we give a few graphs. Let $\mathbf{X}$ be a multivariate random vector with independent log-Normal$(0,1)$ marginals and $\hat{\mathbf{X}} = \mathbf{X} + 2$. A simple run of the procedures gives results depicted in Figure 6.

Furthermore, if we resample the test, we obtain a histogram of p values, which are supposed to be approximately uniformly distributed under the null. Histograms of these p values are given in Figures 7a and 7b for $\mathbf{X}$ and $\hat{\mathbf{X}}$ respectively.

We see on Figure 7b that the p values are concentrated near zero, which forces us to reject the null hypothesis. Moreover, the spreading of p values under the null hypothesis that we observe in 7a is a good result for our test.

**APPENDIX C: NON-GAMMA EXTENSIONS**

Our algorithm has a potential for non-Gamma extensions, which we detail in this appendix.

Suppose we know $K$, the cumulant generating function of a positive and infinitely divisible random variable $U$, that might not be in the GGC class. Recall that since $U$ is positive, $K$ is
at least analytic around $-1$. Consider now the shape-scale multivariate family based on $U$, that is the family of random vectors defined by their cumulant generating functions:

$$K_{\nu}(t) = \int K((s, t))\nu(ds), \text{ for } \nu \in \mathcal{M}_+(\mathbb{R}^d)$$

Conditions such that $K_{\nu}$ is a bona fide $d$-variate cumulant generating function are yet unclear outside the Gamma case. However, when $\nu$ is finitely atomic, this is always the case. Taking $U \sim \text{Exp}(1)$ gives rise to the family of multivariate generalized Gamma convolutions. Other choices of $U$ might be possible and interesting.

REMARK C.1 (Link with infinite divisibility). When $0 \leq \alpha \leq 1$, the cumulant generating function $K_{\alpha\delta}$ is the cumulant generating function of the $\alpha$-piece of $U$, in the divisibility sense, which we denote $U_{(\alpha)}$: If $U_{(\alpha)}$ and $U_{(1-\alpha)}$ are independent, their sum is distributed as $U$.

If the function $K$ is analytic around $-1$, then our work can be extended to this new convolutional class. However, for practical implementation, it is useful that the derivatives of $K$ are simple functions, in the Gamma case these a simple rational functions. This reasoning allows to extend our algorithm and convergence results to convolution classes based on a non-Gamma infinite divisible distribution for $U$.

A possibility with non-atomic Thorin measure would be to use the positive $\alpha$-stable distribution, with parameter with $0 < \alpha < 1$, given by the cumulant generating function

$$K(t) = -(-t)^{\alpha}.$$

According to [5, Ex 3.2.1], the corresponding Thorin measure has density

$$u(t) = \frac{\alpha \sin(\alpha\pi)}{\pi} t^{\alpha-1}.$$

Hence, a convolutional class based on this model would allow easily non-atomic Thorin measures and still simulate them.
APPENDIX D: AN EXTENSION OF BÉLISLE, MASSÉ & RANFORD’S RESULT.

This appendix proposes a new result, based on [41, 26], about linear projections and Grassmannian cubatures that was not finally used in our arguments. Keeping notations from Section 3, Rényi and Heppes provide the following theorem:

**THEOREM D.1 (Rényi [41] - Heppes [26]).** Let \( \nu \) be a discrete probability measure on \( \mathbb{R}^d \) with a support made with exactly \( k \) distinct atoms. Assume that \( E_1, \ldots, E_{k+1} \) are subspaces of \( \mathbb{R}^d \) of respective dimensions \( d_1, \ldots, d_{k+1} \) such that no couple of them is contained in a hyperplane. Then for any measure \( \mu \) in \( \mathbb{R}^d \), \( \nu = \mu \) if and only if \( E_i \in \mathcal{E}_{d_i}(\nu, \mu) \) for every \( 1 \leq i \leq k + 1 \).

This means that \( k + 1 \) distinct projections onto \( d - 1 \) dimensions each are enough to find a \( d \)-dimensional probability measure with \( k \) atoms. More detailed exposition can be found in e.g., Chafaï [10] and references therein. However, we were mostly interested in projection onto univariate subspaces, for computational reasons. Therefore, we developed a more quantitative statement based on a certain condition on subspaces, that extends to any projection dimensions and non-normalized measures a simple results from Bélishle, Massé & Ranford [3, Sec. 6].

**THEOREM D.2 (Distance bound between two measures.).** Let \( \nu_1 \) and \( \nu_2 \) be two positive discrete measures on \( \mathbb{R}^d \), let \( k \in \{1, \ldots, d - 1\} \) and let \( E_1, \ldots, E_n \in \mathcal{E}_k(\nu_1, \nu_2) \) (\( n \) can be greater than \( d \)). If \( \mathcal{H}_k : \forall J \subseteq \{1, \ldots, n\} \text{ s.t. } |J| = d + 1 - k, \bigcap_{j \in J} E_j^\perp = \{0\} \), then

\[
\sup_{x \in \mathbb{R}^d} |\nu_1(x) - \nu_2(x)| \leq \frac{d - k}{n} \max\{|\nu_2|, |\nu_1|\}.
\]

**PROOF.** The case \( k = d - 1 \) was already proved, but only for probability measures, in Bélishle, Massé & Ranford [3, Sec. 6] as an extension of Theorem D.1. In this case, the condition \( \mathcal{H}_k \) reduces to the fact that the \( E_i \) are distinct elements of \( \mathcal{E}_{d-1} \). However, their proof does not hold for \( k \neq d - 1 \), nor for general measures. We propose an extension here.

Fix \( x \in \mathbb{R}^d \), and denote \( c = \nu_1(x) - \nu_2(x) \). Then for each \( E_i \in E_1, \ldots, E_n \), define \( A_i(x) \) by:

\[
A_i(x) = \pi_{E_i^{-1}}(\pi_{E_i}(x)) \setminus \{x\} = x + (\ker(\pi_{E_i}) \setminus \{0\}) = x + E_i^\perp \setminus \{x\}.
\]

Since \( E_i \in \mathcal{E}_k(\nu_1, \nu_2) \), \( \nu_1(x + E_i^\perp) = \nu_2(x + E_i^\perp) \) where \( E_i^\perp \) is of dimension \( d - k \). Hence:

\[
\nu_1(A_i(x)) = \nu_1(x + E_i^\perp) = \nu_1(x) = \nu_2(x + E_i^\perp) = \nu_2(x) - c = \nu_2(A_i(x)) - c
\]
Therefore, \( nc = \sum_{i=1}^{n} \nu_2(A_i(x)) - \sum_{i=1}^{n} \nu_1(A_i(x)) \leq \sum_{i=1}^{n} \nu_2(A_i(x)) \) since \( \nu_1 \) is a positive measure.

Now, since \( \mathcal{H}_k \) is true, any \( y \in \mathbb{R}^d \setminus \{0\} \) can appear in at most \( d - k \) different \( E_i^\perp \). Indeed, all \( E_i^\perp \) are of dimension \( d - k \), and if a point other than \( \{0\} \) (which they already share) appear in more than \( d - k \) of them, they would have a common dimension, which is not possible.

Hence, every atom of the measure \( \nu_2 \) can appear in at most \( d - k \) different \( A_i \). Therefore, denoting \( S \) the support of \( \nu_2 \),

\[
nc \leq \sum_{i=1}^{n} \nu_2(A_i(x)) = \sum_{i=1}^{n} \sum_{y \in S \cap A_i} \nu_2(y) \leq \sum_{y \in S} \nu_2(y) (d - k) = (d - k) |\nu_2|
\]

And hence \( c \leq \frac{d-k}{n} |\nu_2| \). By symmetry of the argument, \( |c| \leq \frac{d-k}{n} \max\{|\nu_2|, |\nu_1|\} \).

\[\blacksquare\]

**Remark D.3.** The condition \( \mathcal{H}_k \) from Theorem D.2 has two nice special cases:

- \( \mathcal{H}_{d-1} \iff \) the \( E_i \) are distinct elements of \( E_{d-1} \), as [3, Sec. 6] noted.
- \( \mathcal{H}_1 \iff \) any subset of size \( d \) from the set of vectors \( \{c_1, \ldots, c_n\} \) forms a basis of \( \mathbb{R}^d \).
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