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Abstract

Antisite defects play a critical role in Nb₃Sn superconducting radio frequency (SRF) cavity physics. Such defects are the primary form of disorder in Nb₃Sn, and are responsible for stoichiometry variations, including experimentally observed tin-depleted regions within grains and tin-rich regions around grain boundaries. But why they cluster to form regions of different stoichiometries and how they affect the SRF properties of Nb₃Sn cavities are not fully understood. Using ab initio techniques, we calculate the A15 region of the Nb-Sn phase diagram, discuss a possible modification to the phase diagram near grain boundaries, and calculate $T_c$ as a function of stoichiometry, including experimentally inaccessible tin-rich stoichiometry. We find that the impact of antisite defects on the density of states near the Fermi-level of Nb₃Sn plays a key role in determining many of their properties. These results improve our understanding of the obstacles facing Nb₃Sn SRF systems, and how modified growth processes might overcome them.

INTRODUCTION

Over 40 years after the first Nb₃Sn cavities were made, Nb₃Sn finally appears poised to overtake niobium as material of choice for SRF applications. With the potential to operate at a higher temperature, higher quality factor, and higher accelerating gradient than niobium, Nb₃Sn could revolutionize the field, making new applications possible and more compact. However, progress towards the pristine, uniform Nb₃Sn surfaces necessary to realize this potential has been intermittent due to a poor understanding of what defects affect SRF performance and how those defects form during Nb₃Sn layer growth [1-3].

One type of defect commonly observed in Nb₃Sn samples is the tin-depleted region. Stoichiometry studies of Nb₃Sn layers grown with the modern vapor deposition procedure show that while most of the material has stoichiometry very near the ideal 25% Sn, with $T_c$ around 18 K, significant regions on the scale of hundreds of nanometers have stoichiometry near 18% Sn, with $T_c$ around 6 Kelvin [4-6]. This inhomogeneity does not come as a complete surprise, as it has long been understood that Nb₃Sn represents one possible composition of the Nb-Sn A15 phase, which can have tin content as high as about 26%, and as low as about 18% [7].

But theories for why tin-depleted regions form, let alone where in the layer they form, are lacking. The position of these regions relative to the surface is a matter of particular concern, as a poorly superconducting region near the surface could cause a cavity to quench.

A type of defect observed more recently is the tin-rich grain boundary. Atomic-precision microscopy studies of Nb₃Sn grain boundaries reveal an excess of tin which, surprisingly, extends at least a nanometer into the crystal on either side of the grain boundary core [8]. Theories for how tin-rich grain boundaries form are a little more straightforward than theories for how tin-depleted regions form, as grain boundaries are thought to be pipelines for tin diffusion during layer growth [9]. However, the details of their nature are more mysterious: the Nb-Sn phase diagram does not allow for the ~30% Sn concentration observed in these regions, so it is unclear what physical mechanism stabilizes them, and what their superconducting properties might be. Furthermore, the scale of these regions is similar to the coherence length of ~3 nm in Nb₃Sn, making the details of their structure and superconducting properties critically important [10].

This paper seeks to understand how, when, and why antisite defects segregate in Nb₃Sn during layer growth to form tin-depleted regions and tin-rich grain boundaries, and to calculate the effect of segregated antisite defects on the superconducting properties. To do so, we use density functional theory (DFT) implemented in our in-house JDFTx software [11]. Specifically, we determine the effect of antisite defects on the electronic structure of Nb₃Sn, and find that their effect on the density of states at the Fermi-level is of particular importance in determining how these defects form and interact during layer growth, and in determining how they affect $T_c$.

METHODOLOGY

All calculations are performed using the Perdew-Burke-Ernzerhof (PBE) version of the generalized gradient approximation with Nb $4p^65s^24d^1$ and Sn $4d^{10}5s^25p^2$ ultrasoft pseudopotentials [12][13]. For total-energy calculations involving lattice minimization, we use a 20 Hartree planewave cutoff energy in order to minimize the effect of the changing reciprocal space wave-function basis on calculated energy differences. All other calculations use a 12 Hartree plane-wave cutoff energy. All calculations used a 4.5 milliHartree electron temperature, chosen to be close to the actual experimental growth temperature for Nb₃Sn of about
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1420 K. For zero-temperature properties, we use the cold-smearing method developed by Marzari and use the same 4.5 milliHartree smearing width in order to ensure that zero-temperature energies are converged to the same tolerance as high-temperature energies with respect to k-point sampling [14]. For total-energy calculations on the A15 phase, we use a 64-atom unit cell, and a \(4 \times 4 \times 4\) gamma-centered k-point mesh to sample the first Brillouin zone. For the Nb\(_6\)Sn\(_5\) phase, we use a 44-atom unit cell, and a \(3 \times 6 \times 9\) k-point mesh. For the bcc phase, we use a 54-atom unit cell, and a \(5 \times 5 \times 5\) k-point mesh.

To calculate \(T_c\) as a function of stoichiometry, we consider all possible unique antisite defects in (a) the 8-atom Nb\(_3\)Sn unit cell, (b) two different 16-atom supercells, (c) one 24-atom supercell, and (d) the cubic 64-atom supercell. Turning now to our phonon calculations, for the 8-atom cell and the \(2 \times 1 \times 1\) 16-atom cell, we use a 64-atom supercell with a \(2 \times 2 \times 2\) k-point mesh. For the other 16-atom cell, we use a 128-atom supercell with a \(2 \times 2 \times 2\) k-point mesh. For the 24-atom cell, we use a 96-atom supercell with a \(2 \times 2 \times 3\) k-point mesh. And for the 64-atom cell, we use the unit cell with a \(2 \times 2 \times 2\) k-point mesh.

### ISOLATED ANTISITE DEFECTS

Antisite defects are the most common point defects in Nb\(_3\)Sn, with formation energies much lower than either species of vacancy [9]. Their presence not only accounts for off-stoichiometry in Nb\(_3\)Sn, but also is the primary form of disorder in stoichiometric Nb\(_3\)Sn. In this paper, we will use Nb\(_{3}\text{Sn}\) and Sn\(_{3}\text{Nb}\) to refer to niobium atoms occupying tin sites, and tin atoms occupying niobium sites, respectively.

To calculate antisite defect concentration in stoichiometric Nb\(_3\)Sn, we consider the antisite defect pair formation energy. We calculate the pair formation energy at 0 K and free energy at the typical Nb\(_3\)Sn growth temperature of 1420 K, as Table 1 summarizes. We find that the pair formation free energy at 1420 K is nearly twice the pair formation energy at 0 K; this difference is attributable to the decrease in electronic entropy associated with the defect pair, which in turn is a result of the negative effect of antisite defects on the density of states at the Fermi-level. Specifically, such defects spread out the narrow peak in the density of states that appears at the Fermi-level in the undefected material (Fig. 1).

![Figure 1: Calculated density of states for pure Nb\(_3\)Sn.](image1)

Table 1: Antisite Defect Formation Free Energies

| Defect | 0 K Energy | 1420 K Free Energy | Difference |
|--------|------------|-------------------|------------|
| Nb\(_{3}\text{Sn}\) | 0.31 eV   | 0.51 eV           | +0.20 eV   |
| Sn\(_{3}\text{Nb}\) | 0.31 eV   | 0.56 eV           | +0.25 eV   |
| Pair   | 0.62 eV   | 1.07 eV           | +0.45 eV   |

We estimate that electronic entropy grows linearly with temperature due to the linear dependence of the width of the Fermi function on temperature. Therefore, we assume that the defect formation free energy is of the form

\[ F = E - T \cdot (\alpha \cdot T) \]

where we determine \(\alpha\) based on our results in Table 1. We then add the configurational entropy contribution \(-T \cdot S_{\text{config}}(c)\) and minimize with respect to defect concentration find the equilibrium antisite defect concentration in stoichiometric Nb\(_3\)Sn as a function of temperature (Fig. 2). We note that, before accounting for electronic entropy effects, the predicted fractional antisite defect concentration is both very high (on the order of 0.1 at the coating temperature) and strongly temperature dependent. After properly accounting for electronic entropy effects, the predicted antisite defect concentration is an order of magnitude lower (about 0.01), and nearly constant above 1300 Kelvin. This is because the electronic entropy contribution to the free energy of antisite defects grows quadratically with \(T\), while the configurational entropy contribution grows only linearly with \(T\).

An antisite defect concentration of 0.01 is not sufficiently high to significantly affect the electronic structure of Nb\(_3\)Sn, but it likely sets the electron mean-free path and, in general,
Another possible implication of this electronic entropy effect is that antisite defects could be attracted to grain boundaries. Density of states may be lower due to disorder and strain. And dislocations at high temperatures, where the Fermi-level density of states is visualized in Fig. 3 reduce the amount by which other defects can reduce the electronic entropy when they are present in that region. We thus expect to find significant temperature-dependent attractive interaction between defects that reduce the Fermi-level density of states.

The above electronic entropy effect means that interactions between antisite defects, which are strongly repulsive at low temperatures, are only mildly repulsive at high temperatures. Understanding the temperature dependence of these interactions makes it possible to accurately calculate the stoichiometry limits of the A15 phase at high temperatures. Another possible implication of this electronic entropy effect is that antisite defects could be attracted to grain boundaries and dislocations at high temperatures, where the Fermi-level density of states may be lower due to disorder and strain. This could explain the existence of tin-rich regions around grain boundaries.

**PHASE DIAGRAM**

The appearance of compact tin-depleted regions in vapor-grown Nb₃Sn films is somewhat puzzling and perhaps suggestive of a tin-poor phase which may have been missed in past experimental studies. To explore this possibility, we calculate the A15 region of the Nb-Sn binary phase diagram, and find our results to be in good agreement with the experimentally observed phase diagram. We therefore propose a kinetic mechanism to explain the formation of tin-depleted regions and their distribution in the Nb₃Sn layer.

| Interaction       | 0 K Energy | 1420 K Free Energy |
|-------------------|------------|---------------------|
| Nearest-neighbor  | 0.17 eV    | 0.10 eV             |
| 2nd Nearest-neighbor | 0.09 eV    | 0.07 eV             |
| 3rd Nearest-neighbor | 0.02 eV    | 0.01 eV             |

In outline, our procedure is as follows. First, we estimate equilibrium concentrations of the two species of antisite defects as functions of Nb-Sn relative chemical potential. For Nb antisite defects, we use the Monte Carlo method with a pairwise interaction model to estimate equilibrium concentration in a 8x8x8 Nb₃Sn supercell. For Sn antisite defects, we estimate equilibrium concentration based on a Boltzmann factor approximation. Then, we take the resulting free energy versus stoichiometry data and use the convex hull approach to determine the final boundaries of the A15 phase and the competing bcc and Nb₆Sn₅ phases.

**Methodology**

To model the interactions among defects, we employ a cluster expansion at the pair-interaction level. Specifically, we consider all possible antisite defect pair interactions: Nb₅Sn - Nb₅Sn, Nb₅Sn - Sn₅Nb and Sn₅Nb - Sn₅Nb. In order to make a realistic model that is as simple as possible, we neglect interactions that satisfy two criteria: (1) the relevant defects are dilute (more specifically the product of their concentrations is sufficiently small) and (2) the interactions are weak or repulsive (so that defect complexes are not a consideration).

Based on these criteria and preliminary interaction-energy calculations, we neglect Nb₅Sn - Sn₅Nb and Sn₅Nb - Sn₅Nb interactions, and therefore describe the concentration of Sn₅Nb defects with a simple Boltzmann factor approximation. We determine that the Nb₅Sn - Nb₅Sn interaction is important, and calculate nearest, next-nearest, and next-next-nearest neighbor interactions to high precision (Table 2). We then use the Monte Carlo method to determine Nb₅Sn defect concentration as a function of temperature and as a function of Nb-Sn relative chemical potential. The Monte Carlo calculations were performed on a periodic 8x8x8 supercell of the 8-atom A15 unit cell using the Metropolis-Hastings algorithm, where a site is chosen at random and its occupancy is flipped according to the Boltzmann acceptance criterion.

For our convex hull calculations, we consider the bcc niobium phase with tin substitutional defects and the Nb₆Sn₅ phase as the competing phases on the tin-poor and tin-rich A15 boundaries, respectively (Fig. 4). While Nb₆Sn₅ is experimentally observed only below temperatures of about 1200 K, we use it as a reference at all temperatures due to the difficulty in precisely calculating the free energy of the liquid solution that competes with the A15 phase at higher temperatures. Therefore, our calculated tin-rich stoichiometry limit should be considered an upper bound for the true limit at temperatures above 1200 K.
Figure 4: Example convex hull calculation, at $T=790$ K. Linear tangent lines connect the convex hulls of the bcc and A15 phases and the point energy calculated for Nb$_6$Sn$_5$. The tangent points, marked with X’s, indicate the calculated stoichiometry limits of the phases.

Results

We accurately reproduce the A15 region of the experimentally determined Nb-Sn phase diagram. In particular, we find a lower limit of 16.5% tin content, and an upper limit of 27.1% tin content at 1420 K, close to the experimental values of about 17.5% and 26% respectively (Fig. 5). We also note the smooth, convex nature of the A15 hull, which shows no signs of separating into multiple A15 phases, leaving the presence of distinct tin-depleted regions in Nb$_3$Sn thin films somewhat of a mystery to be discussed further below.

Discussion

The tin-rich limit of the A15 phase is found to rise smoothly from 25% at low temperatures to a maximum just above 27% at high temperatures. The low-temperature limit of this phase boundary is of high confidence; therefore, we propose a minor adjustment to the established phase diagram: instead of a constant tin-rich stoichiometry limit of 26%, the tin-rich limit should smoothly approach 25% at low temperatures [7].

The calculated tin-rich limit at higher temperatures is somewhat higher than the experimentally observed tin-rich limit. We believe this is due to our use of Nb$_6$Sn$_5$ as the competing phase at high temperatures, when in reality it is known that the Sn-Nb liquid solution phase has a lower free energy beyond about 1200 K. Accounting for this other phase would lower our calculated tin-rich stoichiometry limit, bringing it in closer agreement with experimental values, but to do so accurately is beyond the scope of this work.

The tin-poor limit of the A15 phase is found to lie between 16% and 17% Sn throughout the calculated temperature range, in good agreement with most experimental studies. As might be expected, our Monte Carlo simulations find that Nb antisite defects begin to fall into low-energy superlattice configurations at low temperatures. Therefore, in this regime, an accurate calculation of the phase boundary requires determination of the minimum-energy superlattice configuration for Nb antisite defects. Triplet interactions and other corrections to our Monte Carlo model may be necessary in order to make this determination. As a result, our calculated tin-poor limit of the A15 phase is of slightly lower confidence at low temperatures. We find no evidence, however, for the narrowing of the stoichiometry range at low temperatures suggested by some researchers [17].

The tin solubility limit of the bcc Nb phase is quite uncertain experimentally, with most measurements below ~1500K finding no more than ~1% solubility, but at least one indirect measurement finding much higher solubility on the order of 10% [18]. Our calculation is in agreement with the latter, suggesting that the phase boundary passes 1% Sn by 500K, and increases to a maximum of over 10% near the coating temperature. It is possible that some experiments failed to access the phase boundary due to the slow kinetics of Sn diffusion in Nb and Nb$_3$Sn. Self-diffusion studies of Nb found that it would take about a day to achieve self-diffusion across 100 nm at the coating temperature of 1420K, or about a month to achieve self-diffusion across 100 nm at 1300K [19]. It is also possible that a systematic error in DFT-calculated energy differences between the A15 and bcc phases results in unrealistic tin solubility estimates in our model. An in-depth investigation of this problem is beyond the scope of this paper, but we note that the calculated tin-rich limit of the A15 phase is not very sensitive to changes in the tin-rich limit of the bcc phase.

Our calculations predict that the A15 phase should not phase separate, which improves our understanding of the experimentally observed tin-depleted regions in Nb$_3$Sn samples. We conclude that this inhomogeneity is likely due to kinetic phenomena, not due to equilibrium phase separation. For kinetics to be the determining factor, two things must be true: (a) the diffusion of tin and/or niobium within the A15...
phase must be extremely slow at the growth temperature and (b) the chemical potential must change abruptly at certain times during layer growth.

The slow diffusion of tin in the A15 phase has been described in detail in a first-principles study by [9]. To summarize, the activation energy for diffusion on tin sites is the sum of the niobium vacancy formation energy, the niobium vacancy hopping energy, and the antisite energy, a quantity of about 4 eV. This high activation energy results in an extremely low diffusion rate. As a result, it is a good approximation to say that the stoichiometry of a tin-poor A15 crystal is essentially static at the typical growth temperature, except in regions within a few nanometers of a diffusion pathway, such as an interface or a grain boundary.

To explain the abrupt change in chemical potential, we hypothesize that there are two distinct growth states for the Nb₃Sn layer in the vapor diffusion setup. In the tin-rich growth state, tin vapor arrives on the surface at a faster rate than it is consumed in the Nb₃Sn formation reaction, resulting in the accumulation of a layer of liquid tin on the surface. This then results in a high chemical potential for Sn, and the Nb₃Sn then grows at a tin-rich stoichiometry. In the tin-poor growth state, tin vapor arrives on the surface at a slower rate than it is consumed in the Nb₃Sn formation reaction, resulting in the depletion of any excess surface tin. This results in a low tin chemical potential and Nb₃Sn growth at a tin-poor stoichiometry. Specifically, we expect an abrupt change from tin-rich to tin-poor growth at times when the amount of excess tin on the surface drops to zero.

These considerations lead to the following understanding of the composition of vapor-deposition grown Nb₃Sn. Based on experimental measurements, we estimate the amount of excess tin on the Nb₃Sn surface as a function of time during the growth process (Fig. 6). A tin excess is established early on, when the surface is seeded with a tin chloride nucleation agent at low temperatures, and diffusion and reaction rates are slow [3]. This ensures a tin-rich growth state early on, which is very important because this early growth ultimately constitutes the surface of the finished Nb₃Sn layer. When this initial excess of tin has been exhausted, we hypothesize that tin-poor stoichiometry growth begins, and regions of tin-poor stoichiometry form. At later times, Nb₃Sn growth slows down as the layer thickens, some excess tin again accumulates on the surface, and tin-rich growth resumes. Finally, during the annealing step, tin vapor arrival is halted and the remaining surface tin is consumed, resulting in another period of tin-poor growth. Therefore, we expect the layer to be characteristically tin-rich near the surface and tin-poor near the Nb-Nb₃Sn interface, with regions of tin-poor stoichiometry in the bulk of the layer, consistent with the experimental findings.

**Tₖ **VERSUS STOICHIOMETRY STUDY AND GRAIN BOUNDARIES

The critical temperature of A15 Nb-Sn has been studied experimentally, with the conclusion that Tₖ has a maximum value of about 18K near the 25% Sn stoichiometry of Nb₃Sn, and a minimum value of about 6K at the tin-poor stoichiometry limit of 17-18% Sn [16]. However, the superconducting properties of tin-rich stoichiometries beyond 26% Sn recently observed in around grain boundaries have not been measured [8]. Motivated to understand the effect of these tin-rich grain boundaries on Nb₃Sn cavity performance, we perform the first calculation of Tₖ as a function of stoichiometry in A15 Nb-Sn.

We use DFT to calculate Tₖ, using Eliashberg theory [20]. To do this, we calculate electron-phonon scattering amplitudes in A15 cells across the observed stoichiometry range. In order to make these calculations as precise as possible, we employ Wannier function methods to integrate smoothly over all scattering processes in momentum space [21],[23]. These scattering amplitudes are used to calculate the phonon spectral function (Fig. 7), which can be used to estimate Tₖ using the McMillan formula [24].

A previous first-principles study of Nb₃Sn by Mentink et al. explores the effect of electron-lifetime broadening on superconducting properties, and finds that greater electron-lifetime broadening results in a lower Fermi-level density of states, and a lower Tₖ [25]. In these calculations, we used a fixed broadening energy of 0.01 eV for electronic states, on the lower end of the range explored by Mentink and consistent with low normal state resistivity Nb₃Sn. Following Mentink et al., we use an energy broadening of 0.0012 eV for phonon states, and a constant effective coulomb repulsion term µ’ = 0.125.

Our calculated Tₖ values are in good agreement with experiment for calculations near 25% Sn stoichiometry, and modestly above experiment for calculations at tin-poor stoichiometries (Table 3). A possible explanation for this discrepancy is that we did not account for possible changes in electron lifetime broadening. Tin-poor stoichiometry sam-
Figure 7: Example Phonon spectral function calculations for Nb$_3$Sn (black), 26.6% (dark red), 29.2% (red), and 31.3% (light red) A15 cells. The calculated $\alpha^2 F(\omega)$ decreases at all omega with increasing tin content above 25%.

Figure 8: Experimental $T_c$ [17] (grey squares) and calculated $T_c$ (black circles) for A15 Nb-Sn of different stoichiometries. The calculated $T_c$ reaches a minimum of about 5 Kelvin in the tin-rich regime.

For experimentally inaccessible tin-rich stoichiometries, we find that $T_c$ falls to a minimum of about 5K at 31.25% Sn (Fig. 8). This information, taken together with experimental measurements of the stoichiometry profile around grain boundaries from the Seidman group [8], has enabled simulations of magnetic flux entry at grain boundaries performed by the Transtrum group (Fig. 9). These simulations show that because the coherence length of Nb$_3$Sn is on the order of a few nanometers, similar to the size of the tin segregation region, tin-rich grain boundaries can admit flux vortices even at modest fields, resulting in degraded cavity performance [26,27].

Additionally, we find a strong correlation between $T_c$ and the Fermi-level density of states in our calculations for off-stoichiometric unit cells (Fig. 10). If this relationship is true in general for the A15 phase, it could be a useful tool in ongoing efforts to estimate superconducting properties of grain boundaries as an alternative to preforming full Eliashberg theory calculations which become very computationally expensive for complex defects such as grain boundaries.

Finally, we address the question of why some grain boundaries have tin-rich stoichiometries in the first place, an interesting one in its own right. We propose a simple model for grain boundaries that assumes the Fermi-level density of states is reduced due to disorder and strain in some region around the grain boundary, and that the strong temperature dependence of antisite defect formation free energies is reduced proportionately. This would allow the A15 phase to reach higher tin stoichiometries in a small region around the grain boundary, as is seen experimentally. Our calculations

| Composition | Experimental $T_c$ (K) | Calculated $T_c$ (K) |
|-------------|------------------------|----------------------|
| 18.75% Sn   | 6                      | 9.2†                 |
| 20.83% Sn   | 9.5                    | 11.3                 |
| 23.44% Sn   | 16                     | 16.1                 |
| Nb$_3$Sn    | 18                     | 18.2                 |

† Averaged over two configurations.
show that a modest reduction in the electronic free energy contribution to the antisite energy would allow the tin-rich limit of the A15 phase to extend beyond 30% tin stoichiometry (Fig. 11), similar to what is seen experimentally.

CONCLUSIONS

Our DFT study of antisite defects has given us a valuable new perspective on their thermodynamic behavior during layer growth and on their influence on the SRF properties of Nb$_3$Sn cavities. In particular, based on our understanding of how Nb antisite defects cluster together to form tin-depleted regions and how Sn antisite defects at grain boundaries affect their superconducting properties, we can more confidently link parameters of the Nb$_3$Sn growth process to cavity performance.

It has long been known that the superconducting performance of the A15 Nb-Sn phase is maximized in the vicinity of perfect Nb$_3$Sn stoichiometry, and therefore that tin-poor stoichiometry is a threat to the performance of a Nb$_3$Sn superconductor. When researchers found that tin-depleted regions do indeed exist in Nb$_3$Sn cavities, it quickly raised questions of how, why, and where they form. Our results provide new evidence that they do not form due to the diffusion of Nb antisite defects into low-energy clusters, but rather due to changes in chemical potential during layer growth. Given this, we believe that tin-depleted regions do not form at random, but instead form at predictable depths that can be controlled by changing coating parameters. This understanding makes it possible to quickly assess whether any potential Nb$_3$Sn growth protocol is likely to result in tin-depleted regions near the surface, where they are most likely to affect cavity performance.

When researchers found tin segregation at grain boundaries, it raised similar questions about how and why Sn antisite defects segregate at grain boundaries, and the new question of what effect, if any, tin-rich stoichiometry has on superconducting properties. Our calculations shed light on both of these topics; they offer an explanation for why the tin-rich stoichiometry limit of the phase extends well above the usual 26% in the vicinity of grain boundaries, and also indicate that tin-rich stoichiometry results in degraded $T_c$. Both of these effects are directly attributable to the negative effect of Sn antisite defects on the Fermi-level density of states. This finding supports the hypothesis that it is important to anneal Nb$_3$Sn for a long enough time that the Sn chemical potential falls and grain boundaries to lose their excess Sn (but not such a long time that longer-range diffusion occurs and the layer becomes tin-depleted). In the future, we plan to use DFT to study the behavior of antisite defects and grain boundaries in even greater detail, building a quantitative link between the composition of Nb$_3$Sn layers and the SRF performance of Nb$_3$Sn cavities. We hope these findings will inspire new Nb$_3$Sn growth protocols that push cavity performance to new heights.
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