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Abstract: Different scenarios at different scales must be studied to help define long term policies to decarbonate our societies. In this work, we analyse the Belgian energy system in 2035 for different carbon emission targets, and accounting for electricity, heat, and mobility. To achieve this objective, we applied the EnergyScope Typical Days open source model, which optimises both the investment and the operation strategy of a complete energy system for a target year. The model includes 96 technologies and 24 resources that have to supply, hourly, the heat, electricity, mobility, and non-energy demands. In line with other research, we identify and quantify, with a merit order, different technological steps of the energy transition. The lack of endogenous resources in Belgium is highlighted and estimated at 275.6 TWh/y. It becomes obvious that additional potentials shall be obtained by importing renewable fuels and/or electricity, deploying geothermal energy, etc. Aside from a reduction of the energy demand, a mix of solutions is shown to be, by far, the most cost effective to reach low carbon emissions.
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1. Introduction

While it is widely accepted that the “energy transition” is urgent [1], it is often unclear what the best scenarios are to reach the set targets. Dangerman and Schellnhuber [2] explain theoretically, and show empirically, that it is very difficult to move away from unsustainable technologies. Moreover, Van Den Bergh [3] explains that a drastic change in investment would create a serious risk of economic instability. Policies to mitigate climate change have technical, economical, societal, and social aspects. As a result, policymakers suffer from a difficulty to define policies as they do not know precisely the shape of future societies and how to reach the objectives. To support their work, governmental and independent agencies, as well as academia, publish studies about regional energy transition where guidelines are proposed.

This paper focuses on the case of Belgium. In the literature, various techno-economic studies were published about the Belgian energy transition. Typically, these studies are commissioned by policymakers who rely heavily on them to make well-informed decisions when developing new legislation about energy. Different actors performed studies, in particular the European Commission (EC) and the Federal Planning Bureau (FPB) who studied the whole energy system with actual and future policies. The European Commission published in 2016 a report presenting, for each country, the reference scenario in 2016 and trends up to 2050 [4]. In this report, Belgium achieves less than 25% reduction of greenhouse gas (GHG) emissions in 2050 compared to 1990. The Federal Planning Bureau publishes each year “the Belgium energy framework with unchanged policies”, the latest study estimates that greenhouse gas emissions in Belgium decrease by less than 30% in 2050 compared to
1990 [5]. Other actors, such as academia and industries, perform different studies at a sector level, usually electricity. For the power grid sector, the transmission system operator (TSO) published a study focusing on the integration of stochastic renewable energy (RE) until 2050 [6]; Ref. [7] performed a technico-economic analysis of the storage demand on the power grid with a supply up to 50% of RE; the EnergyVille consortium analysed different scenarios and concluded that high fossil prices or nuclear extension can limit the GHG emissions of the power sector below the emissions of 2016 [8]. In a previous work, we performed a technical study based on the energy return on investment (EROI) metric to analyse the electricity storage needs for the electricity transition [9]. Finally, in 2013, the FPB with two regional energy institutes (VITO, in Flanders and ICEDD, in Wallonia) studied an energy system relying only on renewable energies in 2050 [10]. They concluded that the target is feasible and can be combined with economic growth; however, “the analysis leads to the undeniable observation that drastic changes in a multitude of areas throughout society are required to obtain the desired level of renewable energy penetration in 2050” [10].

In Table 1, we compare the different studies based on the following four criteria: (i) does the study include all sectors (electricity, heat and mobility)? (ii) does the study provide different scenarios with different CO₂ emissions targets? (iii) does the study achieves low carbon society (or high share of renewable energy); (iv) are the model and data open source?

Table 1. Comparison of existing studies about the Belgian energy system transition. Legend: ✓ criterion satisfied; ✗ criterion partially satisfied; ✗ criterion not satisfied. Abbreviations: KULeuven (KUL), EnergyVille (EV), UCLouvain (UCL).

| Study Focus | Authors | Multi-Sectors | Multi-Scenarios | RE Shares | Open Access |
|-------------|---------|---------------|-----------------|-----------|-------------|
| EU ref. scenario [4] | EC | ✓ | ✗ | 17.5% a | ✓ b |
| Unchanged policies [5] | FPB | ✓ | ✗ | 20% a | ✓ b |
| Electricity scenarios [6] | ELIA | ✗ | ✓ | 80%elec. c | ✓ d |
| Electricity storage [7] | KUL | ✗ | ✓ | 50%elec. c | ✓ d |
| Energy transition [8] | EV | ✓ | ✓ | 50%elec. c | ✓ f |
| Electricity storage [9] | UCL | ✗ | ✓ | 100%elec. c | ✓ d |
| 100% renewable [10] | group g | ✓ | ✓ h | 100% | ✓ f |

a RE sources in gross final energy consumed. b The model used is PRIMES [11], which is not sold to third parties [12]. Data used are partially shared. c Studies achieved high RE penetration in the electricity sector only: ELIA (80%), [7] (50%) and Limpens and Jeannart [9] (100%). d Model not specified or shared. Data not fully open access. e Electricity imported is considered fossil. In the reference scenario, they achieve 14% of RE in the final energy consumption. However no similar data is given for scenarios including more renewables. f The model used is TIMES [13]. The model has been adapted to the Belgian case and is not available. In addition data are not open access. g Consortium of 3 institutions: the FPB and each regional energy institutes (VITO, in Flanders and ICEDD, in Wallonia). h Five scenarios are proposed in 2050 with 100% RE share. They are compared with a reference fossil-based scenario. Intermediary results in 2030 are discussed but not presented.

The analysis reveals that few studies include all sectors and reach low carbon societies, except two. Both are based on the TIMES/MARKAL model, which is a reference in scenario analysis. The model is open access [13]; however, the different versions for each country are not open. In addition, these studies do not share the data even if a part of them is enumerated in the reports [8,10]. As a consequence, these studies cannot be replicated and assumptions made are hidden. Evenmore, as the studies achieving low carbon society were published in 2013 and 2017 [10], the conclusions might not be longer relevant. Using models enables policy and decision makers to steer towards the best configuration. However, when the code is not available, the user is left with “what if” questions: what if the operating conditions (e.g., user demand) change; what if the social habits of the citizens change (e.g., better acceptability of public transportation); or what if the parameters (e.g., car efficiency) of the model are uncertain. All these questions can be answered when the code is made available and can be used by the sponsor of the study or by anyone.
Consequently, we use EnergyScope Typical Days (EnergyScope TD), a novel open source energy planning model, presented in [14]. The model optimises both the investments and the operation of the entire energy system accounting for all the energy flows within its boundaries, including electricity, heating, transportation and non energy use. This version of the model, including the mathematical formulation, documentation and data, is available in the Supplementary Material (the code and its latest documentation are available on the repository [15]). The model has been applied to the Belgian energy system in 2035 for different CO$_2$ targets and under different assumptions. The year 2035 appears as a good trade-off between a long-term horizon where policies can still be implemented and a horizon short enough to be representative of tomorrow society with a toolbox of technologies already known. A special focus is given on stochastic renewable energy integration and storage technologies, as they represent a major challenge for the transition. Including these technologies requires an hourly resolution.

Through this paper, we aim at contributing to the scientific debate on the transition by: (i) a study showing, among others, the steps and technologies relevant in the Belgian energy transition; (ii) proposing a fully documented open source model (using an open source solver: GLPK) that represents the entire Belgian energy system; and (iii) an entire database with references for the Belgian energy system and technology potential (see Supplementary Material). Nevertheless, the model is not suitable for all applications and its limitations are developed in the discussion section.

In the following section, we first present the model and the key performance indicators used (Section 2). In Section 3, we present the case study and verify its consistency based on the actual state of the Belgian energy system in the known year 2015. In Section 4, the energy transition is detailed and analysed. Limitations are identified and alternative scenarios are proposed to phase out fossil fuels. In addition, we discuss the hypotheses and the results obtained from a critical perspective.

2. Methodology

In this paper, we use the open-source energy model EnergyScope TD [14], a linear programming (LP) model. In the literature review, the model appeared as a suitable open source energy model to optimise the entire energy system including high shares of renewable [14]. In fact, EnergyScope TD represents with the same level of detail the heating, mobility, and electricity sectors. The main features are: (i) satisfying the system end-use demand, accounting for electricity, heat and transport; (ii) optimizing both the design of the system and the operation by minimising its overall cost; (iii) an hourly resolution (time step) which makes the model suitable for analysing the integration of intermittent REs and storage; (iv) a short computational time (1–5 min) as a result of the use of typical days and a rebuilt method to represent a year with an hourly resolution. Hereafter, we introduce the energy model, the metrics and the energy transition approach implemented in the following sections. The exhaustive description of the methodology is described in [14]. The mathematical formulation and the data for the Belgium model are described in the Supplementary Material.

2.1. Conceptual Modelling Framework

The proposed modelling framework is a simplified representation of an energy system accounting for the energy flows within its boundaries. The system is considered to be a single cell with limited representation of the grids. As represented in Figure 1 (some icons in figures are from [16]), the energy system can be divided into three parts: resources, energy conversion, and demand. The resources account for the primary energy, which can be imported or locally produced. At the very end, the energy demand is imposed. The model primary objective is to satisfy the energy balance constraints, meaning that the demand is known and the supply has to meet it. Contrary to the modelling practice, we use the end-use demand (EUD) instead of the final energy consumption (FEC). The EUD is the real end user demand, whereas the FEC is the energy that a technology consumes to supply end user demands. As an example, the end user does not need gasoline for his car, instead he needs mobility passenger (which has the kilometre-passenger as units). The input for the proposed modelling framework is
the EUD in energy services, represented as the sum of four components: electricity, heating, mobility and non-energy demand. Heat is divided into three end-use types (EUTs): high-temperature heat for industry demand, low temperature for space heating and low temperature for hot water. Mobility is divided into two EUTs: passenger mobility and freight (Passenger transport activity from aviation is accounted for in passenger mobility (excluding international extra-European Union (EU) aviation).). Non-energy demand is based on the International Energy Agency (IEA) definition, “fuels that are used as raw materials in the different sectors and are not consumed as a fuel or transformed into another fuel.” [17]. As examples, the European Commission includes as non-energy the following materials: “chemical feedstocks, lubricants and asphalt for road construction.” [4]. In between the resources and the demand, are the technologies that can convert one energy to another, such as a heat pump that transforms electricity to low temperature heat. The energy system encompasses all the energy conversion technologies needed to transform resources and supply EUD.

Figure 1. Conceptual example of an energy system with three resources, eight technologies (of which two are storage and one is infrastructure) and four end use demands (of which one is loss). Abbreviations: pumped hydro storage (PHS), electrical heat pump (eHP), combined heat and power (CHP), compressed natural gas (CNG). This figure was adapted from [14].

Figure 1 offers a conceptual illustration of such an energy system, where as an example of energy conversion chain, gas can be imported and used through CHP to produce electricity. This electricity can be stored in pumped hydro storage and later consumed by a train to supply mobility passenger, etc.

The model objective is to minimise the total annual system cost (or greenhouse gas emissions) while optimising its design over a year and operation with an hourly resolution. The model belongs to the “snapshot” category, in the sense that the energy systems is entirely rebuilt in a target year without relation with the existing one. An hour time scale resolution is required to verify how the system handles high shares of stochastic renewables, while a year horizon is necessary for operating a long term storage. However, as many days have similar profiles, such as solar, wind or electrical demand, they bring redundant information. Therefore, by matching the 365 days of the year with 12 typical days, the computational time can be reduced by three orders of magnitude while verifying a consistent accuracy [14].
2.2. Performance Indicators

In this work, we use as performance indicators the total yearly system cost, the RE share and the CO₂ emissions. The following equations are extracted from the Supplementary Material. The yearly system cost (1) is defined as the sum of the annualized (τ) investment cost of technologies (τ C_{\text{inv}}), the operating and maintenance cost of technologies (C_{\text{maint}}) and the operating cost of the resources (C_{\text{op}}).

\[ C_{\text{tot}} = \sum_{j \in \text{TECH}} (\tau(j) C_{\text{inv}}(j) + C_{\text{maint}}(j)) + \sum_{i \in \text{RES}} C_{\text{op}}(i) \] (1)

In Equation (2), the total yearly emissions of the system (GWP_{\text{tot}}) are defined as the emissions related to resources (GWP_{\text{op}}). It accounts for production, transport and combustion of resources. We motivate this metric as it is the one used by official agencies, such as the EC or the IEA. Table 2 summarizes the specific CO₂ emissions for each resource. Resources not present in the table, such as wind, geothermal, etc. are assumed to have negligible CO₂ emissions. Two values for the emissions are proposed: one accounting for the impact associated with production, transport, and combustion (based on GWP100a - IPCC2013 [18]) and the other accounting for combustion only (based on Quaschning [19]). Total emissions are used to assess the energy system emissions. Combustion only is used to calculate the direct CO₂ emissions that can be captured and used through a carbon capture technology (presented later).

\[ GWP_{\text{tot}} = \sum_{i \in \text{RES}} GWP_{\text{op}}(i) \] (2)

Table 2. The CO₂ equivalent emissions for different fuels and metrics. The emissions are given for the impact of the resources Combustion only (Based on Quaschning [19]) or for the Overall impact of the production, transport and combustion of the resources.

| Resources            | Combustion (kgCO₂-equ./MWh fuel) | Overall (kgCO₂-equ./MWh fuel) |
|----------------------|----------------------------------|-------------------------------|
| Elec. Import         | 0 \(^a\)                         | 482 \(^{b,c}\)                |
| Gasoline             | 250 \(^b\)                       | 345 \(^b\)                   |
| Diesel               | 270 \(^b\)                       | 315 \(^b\)                   |
| light fuel oil (LFO) | 280 \(^b\)                       | 311 \(^b\)                   |
| natural gas (NG)     | 200 \(^b\)                       | 267 \(^b\)                   |
| Waste                | 250 \(^d\)                       | 150                           |
| Uranium              | 0 \(^e\)                         | 3.9 \(^e\)                   |
| Coal                 | 340 \(^f\)                       | 401 \(^e\)                   |
| Biomass (All) \(^g\) | 0 \(^e\)                         | 11.8                          |

\(^a\) CO₂ emissions related to electricity imported are accounted for in the country producing. \(^b\) Based on GWP100a—IPCC2013 [18]. \(^c\) Average emissions for EU 28 electricity production mix. Results in line with other study [20]. \(^d\) Own calculations. \(^e\) From [21]. \(^f\) Assimilated to hard coal. \(^g\) No difference is made between woody and wet biomass.

3. Case Study: Belgium

The case study represents the real-world national energy system of Belgium; which has been partially studied in previous works [9,22]. In this section, we present an overview of the Belgian future energy system. Then, we demonstrate the performance of the tool by assessing whether the model can reproduce the state of the Belgian energy system in the year 2015. Finally, we present the critical input parameters for 2035, such as the renewable energy potential and the end-use demand.
3.1. Future Energy System Overview

Figure 2 shows the energy system implemented in the model: it includes 28 layers, 9 end-use demand types, and 96 technologies (from which new technologies, such as the production of synthetic fuels).

Figure 2. Application of the LP modelling framework to the Belgian energy system. Technologies (in bold) represent groups of technologies with different energy inputs (e.g., Boilers include gas boilers, oil boilers...). “Decent.” represents the group of thermal storage for each decentralised heat production technology. Abbreviations: synthetic liquid fuel (SLF), Atm. (atmospheric), hydrogen (H₂), photovoltaic (PV), integrated gasification combined cycle (IGCC), combined cycle gas turbine (CCGT), carbon capture and storage (CCS), combined heat and power (CHP), heat pump (HP), natural gas (NG), plug-in hybrid electric vehicle (PHEV), district heating network (DHN), battery electric vehicle (BEV), pumped hydro storage (PHS), power to gas (PtG), CC (carbon capture), methan. (methanation), onshore (on.), offshore (off.), decentralised (decent.).
In the energy system, a distinction is made between biomass and waste. Waste accounts for all the fossil waste, such as plastics, whereas biomass is organic and assumed renewable. Biomass is split into two categories: one that can be easily digested by bacteria (wet biomass), such as banana peel; and one that cannot (woody biomass), such as wood. Hence, the organic waste generated by the municipalities is accounted for in wet biomass and not as fossil waste. The proposed system accounts for existing technologies and also for promising technologies including storage technologies or synthetic fuels. A special focus is given to synthetic fuels in Appendix A.1.

3.2. Demonstration for the Year 2015

Long-term planning models cannot be validated as they model an unknown future [23,24]. However, the performance and consistency of such models can be demonstrated by representing the past or present state of the system. Thus, we assess whether the model can reproduce the state of the Belgian energy system in the year 2015. The Belgian energy system in 2015 is a fossil-based system, with traditional fuels accounting for more than 93%. Besides fossil fuels, uranium (18.6%), waste (1.3%) and electricity imports (3.3%) are accounted for as traditional fuels (Following the IEA definition [17], we assume, for nuclear energy, that the primary energy equals the thermal production. This methodology is in line with Eurostat [25]).

In terms of primary energy consumption, the model estimates 603.3 TWh/y which is similar to Eurostat (620.2 TWh/y) [26]. Similarly, in terms of CO$_2$ emissions related to the energy sectors, the model estimates 96.9 MtCO$_2$/y where Eurostat and IEA calculated 92.5 and 97.8 MtCO$_2$/y, respectively. The computational method and the results are described in Appendix A.3, such as the Sankey diagram (Figure A12) which represents the annual energy balance. Overall, the EnergyScope TD model offers an accurate picture of the primary energy demand and greenhouse gas emissions of the Belgian energy system.

3.3. Scenario in 2035

The European commission, in line with the work of Belgian federal agencies, defines different scenarios for the country. As an example, the report "EU Reference Scenario 2016 - Energy, transport and GHG emissions - Trends to 2050" offers energy demand trends until 2050 [4]. This report is based on the PRIMES model, which aims to "simulate energy consumption and energy supply system". Based on a partial equilibrium market, PRIMES computes a long-term forecast, with a 5 year time step, for the energy demand at a regional scale including all the European union countries (details about PRIMES model are available in its documentation [11] and official website: [27]).

3.3.1. Renewable Energy Potential

The energy transition relies on renewable energies, which makes their deployment potential a critical parameter. Tables 3 and 4 summarise the installed capacity in 2015 (based on our results) and the renewable resource potential, respectively.

Wind, solar, and biomass are foreseen to be the main resources. No limit is assumed for PV (this assumption will be discussed in a next section). The hydro potential is very limited and almost fully exploited. Even if geothermal heat is used for heating through DHN since 1986 at Saint Ghislain [28], research about the geothermal potential in Belgium are at their early stages. In 2015, a new project started (the Balmatt project, VITO). Presently, the installation produces 1.5 MW of electricity (in 2019). The project is expected to scale up to 5 MW of electricity [29]. However, there is no large facility yet and the potential is not accurately estimated. A study performed by VITO evaluates the potential in Flanders to 3.1 GWe and they extend it to 4 GWe for the whole Belgian potential [10]. However, because of a lack of reliable sources about geothermal potential, we consider the potential as null in the reference scenario.
Table 3. Comparison of installed capacity of technologies using renewable energy in 2015 and their potentials in the model. Abbreviations: centralised (cen.), decentralised (dec.), maximum (max.).

| Technology                  | 2015 \(^{a}\) max. Potential | Units |
|-----------------------------|--------------------------------|-------|
| **Electricity production**  |                                |       |
| photovoltaic                | 3.85                           | (no limit) (GW) |
| onshore wind                | 1.18                           | 10 \(^{b}\) (GW) |
| offshore wind \(^{b}\)      | 0.69                           | 3.5 \(^{b}\) (GW) |
| hydro river                 | 0.11                           | 0.120 (GW) |
| geothermal                  | 0                              | \(\approx 0\) \(^{d}\) (GW) |
| **Heat production**         |                                |       |
| geothermal                  | \(\approx 0\) \(^{e}\)        | \(\approx 0\) (GW) |
| cen. solar th.              | 0                              | (no limit) (GW) |
| dec. solar th.              | \(\approx 0\) \(^{f}\)        | (no limit) (GW) |

\(^{a}\) Data from Sections 3.2 and A.3. \(^{b}\) From [9]. In line with [6] which estimated 9 GW for onshore and 8 GW for offshore. \(^{c}\) In 2015, the production was 360 GWh [4] with an installed capacity of around 110 MW [10]. No important development is foreseen [6,10]. \(^{d}\) A prototype (Balmatt project) started in 2019 and produces 4–5 MW [29].

Table 4. Renewable resources in 2015 and their potential.

| Sources                      | 2015 \(^{a}\) max. Potential | Units |
|------------------------------|--------------------------------|-------|
| Imported synthetic fuels     |                                |       |
| bioethanol \(^{a}\)         | 0.21                           | 0 (TWh) |
| biodiesel \(^{a}\)          | \(\approx 0\)                   | 0 (TWh) |
| SNG                          | 0                              | 0 (TWh) |
| \(\text{H}_2\)              | 0                              | 0 (TWh) |
| Biomass                      |                                |       |
| woody                       | 13.9                           | 16.48 \(^{b}\) (TWh) |
| wet                         | 11.57 \(^{c}\)                 | 13.72 \(^{b}\) (TWh) |
| Waste (non RE)              | 7.87                           | 9.33 (TWh) |

\(^{a}\) Bioethanol also accounts for other bio-fuels except biodiesel. \(^{b}\) The shares of biomass, biofuels and waste are mixed in [4]. The shares of woody and wet biomass of 2015 from [26] are used in 2035. \(^{c}\) Belgium production of bioethanol, biomethanol, biogas and biodiesel is accounted for as wet biomass.

3.3.2. Energy Demand

The European Commission published a report offering an overview of numerical values of the future energy system, such as yearly final energy consumption or fuel used by sector in 2035 [4]. Based on the final energy consumption, we estimated the yearly end-use demand used as an input parameter in the model (the detailed calculation is proposed in Appendix A.2).

Table 5 summarises the differences between the EDU in 2015 and 2035. The demand is increasing except for the heating sectors. This growth is related to the increase in population (+19.2%) and gross domestic product (GDP) (+44.2%) in the same time period.

The resulting energy demand is an input parameter to the model and reducing the demand is not allowed. However, this representation will be discussed in Section 5.2.

Table 5. Comparison of EDU for the years 2015 and 2035. Abbreviations: temperature (Temp.), passenger (pass.), billion (b), tons (t).

| Units            | 2015   | 2035   | \(\Delta\) |
|------------------|--------|--------|-------------|
| Population       | Mpers. | 11.24  | 13.4       | 2.2         |
| GDP              | \(b\}_{2013} | 385   | 531        | 146         |
| End use demand   |        |        |            |             |
| Electricity      | TWh    | 81.6   | 91.9       | 10.3        |
| Heat High-Temp.  | \(^{a}\) TWh | 84.7  | 65.3       | -19.4       |
| Heat Low-Temp.   | \(^{a}\) TWh | 136.2 | 132.5      | -3.7        |
| Mobility pass.   | Mpass.-km | 158   | 194        | 36          |
| Freight          | Mt-km  | 66     | 98         | 32          |
| Non-Energy       | TWh    | 98.4   | 102.3      | 3.9         |

\(^{a}\) In [4], the FEC is given instead of the EUD, hence we performed our own calculations to estimate these values.
3.3.3. Current Energy Policies

Based on the current policies, Belgium plans to phase out coal and nuclear. Hence, we suppose that the coal availability is limited to the one of 2015 (33.35 TWh) and that nuclear power plants are shut down in 2025, thus not available. In addition, governments encourage the deployment of renewable energies, hence we fix the minimum capacities of solar and wind to the existing ones of 2015.

4. Results—Belgian Energy Transition

In this section, we first analyse the Belgian energy transition without limiting the solar potential. Then, we criticise the amount of PV needed to achieve low CO\(_2\) emissions and, by imposing a realistic limit, we focus on the CO\(_2\) emissions optimum scenario. In conclusion, the RE potential is insufficient to answer the demand, we analyse various options to further decrease CO\(_2\) emissions.

4.1. Transition without Solar Limitation

In the following, results are illustrated for different yearly CO\(_2\) emissions targets. They are analysed from different perspectives. First, we will analyse the primary energy supply and see how it is consumed in the energy system. Then, through a bi-objective optimisation between the system cost and CO\(_2\) emissions, we analyse the technologies deployed to achieve low CO\(_2\) emissions.

4.1.1. Primary Energy

Figures 3 and 4 show the primary energy supplied and use, respectively, for 2015 and different CO\(_2\) emissions constraints in 2035. In Figure 3, the focus is on the resources, while in Figure 4 the focus is on the conversion, such as the amount of resources converted to electricity.

![Figure 3. Primary energy supply for different scenarios. The grey box represents the results for 2015 (presented in Section 3.2), the rest represents scenarios in 2035 for different yearly CO\(_2\) missions targets.](image)

Without limitation on CO\(_2\) emissions, coal and gas are the most used resources as they are the cheapest fuels (see Supplementary Material for sources). Coal has a limited availability (≈ 33 TWh which is the amount of coal used in 2015). To reduce the system emissions, at first, more efficient technologies are used. We deem a technology “efficient” if it consumes less primary energy for a similar or improved service than a traditional technology, such as a combined cycle gas turbine (CCGT) plant which consumes less gas for electricity production than a traditional coal power plant, or a HP which consumes less primary energy than a boiler to supply the same amount of heat.

By shifting to heat pumps in the low-temperature heat sectors and by gas combined heat and powers (CHPs) in the industrial sector; the heat can be produced at a lower cost and consume less primary energy. In parallel, technologies based on RE are deployed, first wind, then woody biomass, solar and
renewable waste. In addition, non-RE wastes are used almost from the beginning. Once coal is phased out and all renewable potential—except solar—are exploited, the system relies on PV to reduce its NG consumption.

Compared to 2015, the mobility mainly relies on fuel cells and NG in all scenarios. This is a consequence of two phenomena. First, the gas price is almost 50% cheaper than gasoline or diesel. Second, the investment cost of passenger and freight transport technologies is not accounted for in the model. This latter choice is motivated as the investment cost is covered by the owner of the vehicle and that no reliable sources have been found for the cost of public mobility or infrastructures. As a consequence, only the resources used in mobility influences the choices of vehicles. Another difference between 2015 and 2035 is the LFO use. In 2035, LFO is replaced by coal and gas for heating and to gas for non-energy demand. Indeed, as there is a small cost difference between an oil or gas-based for boilers and CHP technologies, the fuel cost is more critical. As the LFO is 40% more expensive than other fuels, this fuel will be unused.

Both Figures 3 and 4 show that the primary energy consumption decreases as we impose a reduction of CO$_2$ emissions in the system. In the first scenario (high CO$_2$ emissions), the system needs 561 TWh of primary energy. This is 7% less than in 2015 (based on Table A1, the primary energy consumption in 2015 is 603 TWh, accounting for 0.62 TWh of curtailment). This amount is reduced below 420 TWh between 80 and 60 MtCO$_2$/y and then increases for lower CO$_2$ emissions. This primary energy reduction is achieved thanks to the integration of more efficient technologies.

At lower CO$_2$ emissions ($\leq$55 MtCO$_2$/y), the primary energy needed increases. This can be explained by two facts related to the difficulty to integrate a large PV production. First, the system relies more on storage technologies to provide flexibility to the system. Second, a flexible resource (NG) is exclusively replaced by an intermittent one (solar), hence production peaks are hard to absorb and are partially curtailed. As a consequence of these two facts, extra primary energy is needed to compensate these losses.

At 80 MtCO$_2$/y, the system reaches the RE potential, except for solar. Hence, it deploys massively PV panels to reduce the NG consumption. However, the electricity EUD remains constant. This has three consequences. First, the amount of electricity produced increases. Second, this surplus is used in heating and mobility sectors through industrial direct electricity heating or H$_2$ production for mobility (we define direct electrical heating in opposition to heat pumps; it stands for a resistor based heating).
Third, at low CO$_2$ emissions (≤70 MtCO$_2$/y), the capacity of PV exceeds 60 GW and the production peaks are too expensive to be absorbed, and are thus curtailed.

Limited RE resources can be integrated in the heat and mobility sectors. In our work, the renewable resources for heat supply are biomass (woody and wet) and thermal solar. Thermal solar does not appear as a promising technology for two reasons. First, it has a negative correlation with heat demand. Indeed, when there is strong irradiation, there is usually a warmer ambient temperature and the heat demand is lower. Second, thermal solar needs to be backed up during lack of sun, which is normally done by fossil fuel boilers. Therefore, the electricity sector is the first one to achieve a high share of RE. Then, electrification through technologies, such as trains or direct electrical heating, allows heat and mobility sectors to use electricity from renewable sources.

4.1.2. Pareto Front and Integration of Technologies

In the following section, we propose analysing the previous results from a cost perspective, and more precisely, through a Pareto frontier graph. As linear programming problems have only one objective, the total annual cost of the energy system and the CO$_2$ emissions can be alternatively used as objectives to minimise. Then, the two objectives can be combined using the ε-constraint method [30]. This method seeks trade-off solutions by formulating a bi-objective problem in which one of the objectives is minimised, and the other is constrained by an upper value $\epsilon$, which is set parametrically. As a result, the graph shows a front, which represents for each targeted CO$_2$ emissions, the cost of the optimal system. Hence the pareto graph shall stop at the lowest yearly system cost. However, here, we force the system to emit more CO$_2$ in order to get closer to the system in year 2015. Compare to the cost optimum scenario, emitting more CO$_2$ means consuming more fossil resources which results in an overall cost increase.

Figure 5 illustrates the system cost evolution during the energy transition. At first, the overall cost decreases. On the one hand, using less primary energy results in a lower cost for the resources which reduces the system operational expenditure (OPEX). On the other hand, more efficient technologies are more capital-intensive which leads to an increase in capital expenditure (CAPEX). However, the balance results in a decreasing yearly total cost.

Figure 5. Cost—CO$_2$ emissions optima and technologies implementation. Grey boxes represent group of technologies with the same characteristics. Red diamond represents the result obtained for the year 2015. Yellow diamond represents the result with a cap on the solar potential (see Section 4.2), which is 2.3 b€/y above the Pareto.
At first (150 MtCO$_2$/y), the electricity is produced by CCGTs power plants (104 TWh) and PV (4 TWh). The high and low temperature heat demands are exclusively supplied by coal boilers and gas boilers. District heating network (DHN) is at its minimum (2%). The fuels used in mobility are NG and electricity. NG mainly for freight and public mobility, and electricity for tramways and trains. In addition, H$_2$ is produced by NG reforming or electrolysis and later used for mobility. Appendix B.1 gives a closer look to the installed capacity for power and heat generation.

In Figure 5, the energy transition is split into six steps which can be logically grouped into two categories: efficiency and decarbonisation. First part is a transition to more efficient technologies as previously explained. Between 150 and 90 MtCO$_2$/y included, renewables are integrated in the power production; gas boilers are replaced by HPs for low-temperature and by wood and waste boilers in high-temperature; hydrogen vehicles reduce the share of NG in private mobility. Below 105 MtCO$_2$/y, wind, hydro, and HP are fully deployed. In addition, NG CHPs replace coal boilers and the system achieves its optimum cost at 95 MtCO$_2$/y. Below, the integration of more efficient technologies increases the overall cost system. PV becomes significant (≈29 GW) and thermal flexibility is used to facilitate PV integration. Thermal flexibility comes from two sides, at a low-temperature level, HP are coupled with thermal storage and heat is produced during peaks (usually noon), stored and later used when electricity is lacking (usually nights). At a high-temperature level, the supply switches between direct electricity during excesses and CHPs during scarcity.

In between efficiency and decarbonisation parts, the synthetic fuels production appears, mostly from renewable wastes that are digested and converted to synthetic natural gas (SNG) (Appendix A.1 offers a special focus on synthetic fuels production technologies). Also, pyrolysis transforms woody biomass into synthetic liquid fuels (SLFs), later converted and used for private and public mobility.

At lower emissions than 80 MtCO$_2$/y, PV is massively deployed and the decarbonisation part starts. The excesses were absorbed through power to heat (PtH) but now require also electrolysers and batteries. These latter are part of the PV integration step. At lower emissions, the amount of hydrogen produced by electrolysis becomes significant, and part of the mobility switches from synthetic fuels to H$_2$. H$_2$ storage is deployed to smooth H$_2$ production and consequently downsize the electrolysers. At low emissions, DHN is fully deployed and uses thermal storage (TS) for long-term storage. In addition, the excesses of H$_2$ production in summer are converted into SLF or SNG and stored to supply mobility and gas CHP in winter, respectively. The role of storage technologies are detailed in Appendix B.2.2 (see Figures A7 and A8).

4.2. Transition Accounting for Space Availabilities

Below 80 MtCO$_2$/y, the system relies on a massive deployment of PV. Would the space availability be enough for the demanded deployment? The land availability for PV is highly speculative, we propose a simple approach to estimate an order of magnitude of this limit. Assuming that 250 km$^2$ of available well oriented roof exist today (which represents almost a hundredth of Belgium’s land area (28,635 km$^2$)) [10] and that the efficiency in 2035 will be 23% [31] with an average daily total irradiation - similar to historical values - of 2820 Wh/m$^2$ in Belgium [32]. The upper limit becomes 59.2 GW of installed capacity. This limit is in line with a study done by the Belgian transmission system operator (TSO) which proposes 40 GW [6].

We define as the CO$_2$ optimum scenario, the scenario achieving the lowest emissions under the new constraint (represented by a yellow diamond in Figure 5). In this scenario, the system achieves 73 MtCO$_2$/y at a cost similar to the results presented in Section 4.1 (≈8.8% higher). The system reaches the maximum potential of REs and relies on three fossil fuels, the ones with the lowest emissions (NG and non renewable waste) and a marginal use of diesel. The latter is used in hybrid diesel buses for public transportation. As the electrification of public mobility reaches its maximum (trams, trolleys, and trains), the remaining public mobility demand is supplied by buses. Due to the higher efficiency of Diesel buses the emissions are lower per kilometre passenger than those using NG. Additional
results are given in Appendix B.2 and show how the system handles 59.2 GW of PV (for an average consumption of 10 GW) but also the annual energy balance and the energy stored over the year.

Based on the known RE potential and on the energy demand forecast by EC [25], the minimum amount of primary energy in 2035 would be 401.8 TWh. From which 31.4% are renewable (126.2 TWh) and 68.6% are fossil (275.6 TWh). This amount of primary energy is lower than the one presented in Figure 4. Indeed, the system relies on additional storage which results in two facts, the system has a higher cost but curtails less. At this stage, the following question arises: what are the possibilities to decrease even more the CO₂ emissions?

4.3. What Are the Options?

One will denote in the Sankey diagrams (Figures A12 and A13) that non-energy EUD consumes more than 20% of the primary energy supplied. Indeed, Belgium has strong chemical and petrochemical industries that require hydrocarbons as an input. The solution to defossilising the petrochemical industries is to shift from fossil fuels to synthetic fuels and biomass. As the renewable potential in Belgium is limited, the resources required to synthesise must be imported (as it is today) or the petrochemical industry must be delocalised. Hence, in the following, we remove the non-energy demand. As a consequence, 102.3 TWh of fossil fuels are removed and it remains 173.3 TWh to phase out.

4.3.1. Alternative Scenarios

In addition, we propose to investigate different additional scenarios, hereafter enumerated:

1. **Solar**—abundant solar: we assume a potential of 2864 km² corresponding to 10% of Belgian land area (see Section 4.2).
2. **Nuclear**—nuclear extended: we assume that the 5.6 GW e of nuclear plants have their lifetime extended.
3. **Geothermal**—geothermal potential: we assume that Belgium has a geothermal potential that can produce 4 GW of electricity (according to [10], in line with the transmission system operator [6]) and another 4 GW of heat available for DHN.
4. **Wind**—extra territorial offshore: we assume that Belgium can access to an additional potential of 3.5 GW in the North Sea.
5. **Elec.**—electricity imports: we assume the capacity to double to 9 GW. In addition, the specific emissions of imported electricity is halved (241 kgCO₂-eq./MWh).
6. **RE-fuels**—allow RE-fuel imports: we allow the importation of renewable fuels, including bioethanol, biodiesel, SNG, wood and H₂. Their cost are 50% higher than equivalent fossil fuels.
7. **Mix**—mix between technologies: all the options are implemented.

No scenario with a decrease in demand has been investigated. Indeed, the simplest way to reduce our emissions is to reduce our EUD. However, this scenario will not be analysed as the amount of energy that can be reduced is controversial and requires a dedicated study. Instead, as explained in Section 3.3.2, we use the forecasts made by the EC [4].

4.3.2. Analysis of the Alternative Scenarios

A cost comparison between the alternative scenarios is proposed in a Pareto frontier graph, see Figure 6. They are compared to the reference scenario. The reference scenario is defined as the one presented in the previous sections where the non energy demand has been removed and with limited solar to a realistic value.

In Table 6, we compare the scenarios in terms of: (i) extra capacity and production; (ii) the CO₂ optimum case; (iii) the cost optimum case. As expected, the overall system cost is decreased compared to the reference case. Surprisingly, increasing the import capacity (Elec.) does not help to decrease emissions. This result can be explained when reminded of two hypotheses: (i) the CO₂ emissions of the electricity imported are accounted for; (ii) The later is assumed to be half of the European average CO₂ emissions for the electricity mix in 2015. As a consequence, the electricity imported emits more
CO₂ than the one produced by a CCGT (this assumption is controversial; on the one hand, if Belgium decarbonates, its neighbours will too, and as a result, the imported electricity shall emits less CO₂; on the other hand, Belgium needs to import when there is no wind and solar. The neighbouring countries will face the same issue and the imported electricity will mostly rely on neighbour fossil fuel power plants and/or large scale storage. As a consequence, we assume that the electricity import cost and emissions are relatively high).

Two scenarios, Solar and RE-fuels do not reduce the system cost but achieve low CO₂ emissions. RE-fuels appears as a more affordable solution than Solar. Instead, by allowing other technologies, as proposed in scenarios (Wind, Nuclear, and Geothermal), the system cost is lowered. In addition, these scenarios can decarbonate a little more the system compared to the reference case. However, they cannot reach emissions lower than 35 MtCO₂/y. By allowing all the technologies, as proposed in Mix, the system cost decreases and reach an optimum at 40 MtCO₂/y.

Figure 6. Cost—CO₂ emissions optima and technologies for the alternative scenarios. Only the Mix scenario achieves nearly 0 emissions (only emissions from uranium, wood and wet biomass remain, for a total of 1.75 MtCO₂/y).

Table 6. Model results for the different scenarios. The extra capacity is expressed in terms of power installed and yearly production. Two cases per scenario: the CO₂ optimum and Cost optimum, are detailed in terms of yearly emissions (Emissions), yearly cost (Cost) and the remaining amount of fossil used per year, excluding waste and uranium (Fossils).

| Ref. | Sol. | Nuc. | Geo. | Wind | Elec. | Fuels | Mix | Units |
|------|------|------|------|------|------|-------|-----|-------|
|      | -    | 678  | 5.6  | 4+4  | 3.5  | 4.5   | -   | (GW)  |
| Prod. extra | -    | 670  | 41.7 | 59.9 | 23.5 | 39.4  | 300 | (TWh/y) |

CO₂ optimum:

| Emissions | 50   | 1.8  | 35   | 35   | 40   | 45   | 1.8  | 2.2  | (MtCO₂/y) |
| Cost      | 22.8 | 37.3 | 21.4 | 21.9 | 21.6 | 22.8 | 29.9 | 20.5 | (b€/y)    |
| Fossils   | 179.7| 0    | 120.3| 122.6| 141.5| 165.4| 0    | 0    | (TWh/y)   |

Cost optimum:

| Emissions | 75   | 75   | 60   | 60   | 65   | 70   | 70   | 35   | (MtCO₂/y) |
| Cost      | 20.9 | 20.9 | 19.7 | 20.3 | 19.9 | 20.9 | 20.9 | 18.6 | (b€/y)    |
| Fossils   | 254.2| 254.2| 195.8| 197.7| 217.3| 241.4| 234.9| 108.2| (TWh/y)   |

* 4 GW of electricity and 4 GW of heat produced by geothermal energy.
* 50 TWh of electricity.
* Half of electricity, half of heat.
* 50 TWh of bioethanol, biodiesel, SNG, woody biomass, H₂ and SLF. The remaining emissions are related to uranium (0.4 MtCO₂/y), waste (1.4 MtCO₂/y) and biomass (0.4 MtCO₂/y).
* From which 45 TWh are electricity imported.
* From which 13 TWh are electricity imported.
4.3.3. Analysis of the Mixed Scenario

As none of the technologies (except solar) can bridge the gap, we propose to analyse the Mix scenario which has two benefits. First, it achieves low CO$_2$ emissions at an affordable cost. Second, it appears as the cheapest option at any stage, in other words, the system does not rely on one cheap technology, instead it takes advantage of the synergies between technologies to supply the EUD at a cheaper cost.

As with Figure 3, Figure 7 represents the resources used during the transition. We observe similar trends, such as the coal and gas used at high emissions. By crossing the information of Figures 6 and 7, we learn that nuclear, geothermal and wind power plants can decrease the system cost while decreasing the emissions (in order to compare technologies without bias, the cost of nuclear reflects the construction cost in 2035 rather than an extension of existing power plants). Indeed, the cost optimum is reached after full deployment of wind (offshore and onshore), geothermal and nuclear. When the CO$_2$ emissions are lower than 50 MtCO$_2$/y, renewables represent more than 50% of the electricity production and their intermittency becomes an issue. The latter is faced by using CCGT during electricity scarcity and electrolyser and/or curtailment during excesses. At lower CO$_2$ emissions, solar, wet biomass, waste, and woody biomass are used. In addition, synthetic fuels are imported. At first, 1–2 TWh of H$_2$ are imported and used in fuel cells for passenger mobility (buses and cars). Then, when the CO$_2$ emissions are lower than 15 MtCO$_2$/y, SNG is imported. The overall gas available, coming from imports and biomethanation, represents up to 28 TWh. An eighth of it is used for freight mobility. 33% is used in industrial gas boilers and the rest is used in CCGT to compensate the scarcity of intermittent renewables.

![Figure 7. Primary energy supply for the Mix scenarios. At the lowest emissions, only emissions from uranium, waste and biomass remain, for a total of 2.2 MtCO$_2$/y.](image)

5. Discussion

In this section, we highlight the learnings and trends of the previous sections. First, we discuss about how to decarbonate the different sectors. Then, the limitations of the study are enumerated.

5.1. The Role of Electrification

In 2015, the system was fossil-based, with traditional fuels accounting for more than 93%. The primary energy is transformed to supply end-use demand. Most of the primary energy goes
for heating and industrial processes (260 TWh), whereas electricity is the second sector (156 TWh), non-energy the third one (98 TWh), and mobility the last one (88 TWh).

To achieve the decarbonisation of the society, renewables will be implemented in the different sectors. However, the potential in Belgium is mainly based on wind and solar, that exclusively produce electricity. Hence, the electricity sector is the easiest sector to decarbonize. Other sectors are harder to decarbonize. For heating and mobility applications, biomass can be used, but its potential is one order of magnitude lower than the energy demand. As a consequence, the electrification of the other sectors appears as a way to decarbonize them. Indeed, the electricity becomes less CO\textsubscript{2} intensive. In addition, technologies relying on electricity are usually more efficient, such as heat pumps instead of gas boilers. Another advantage of the electrification is that it brings flexible consumers who helps the integration of stochastic renewables into the power system.

Nevertheless, only the low-temperature sectors can be fully electrified at an affordable cost (through HPs). For the following three sectors, the electrification is neither affordable nor possible: for high-temperature heating, the processes are assumed to run at base load and require electricity during the night. This makes it unaffordable and the system prefers a solution relying on CHP or boilers during the night. For mobility, we assume that only part of the public mobility and freight can be electrified (trains, trams, and metro). Hence, fuels are required for the trucks and buses. For the non-energy sector, fuels are required as part of the processes are based on hydrocarbon chains (e.g., petrochemical products).

5.2. Limits of the Study

The study is based on several assumptions that must be discussed. In the following, we challenge the fixed energy demand, CO\textsubscript{2} metric, the scenario approach, the reliability of inputs and other assumptions.

The energy demand is based on the prediction of the European Commission in 2035 and assumed as an input parameter (data from [4]). However, economic taught us that the demand and supply are related. An increase in the system cost, thus in the end use energy prices, results in a decrease of the end use energy demand; and a new equilibrium will be reached. However, estimating the elasticity of the supply-demand curve is highly controversial and we decided to fix the demand as constant.

As introduced in Section 2.2, only the CO\textsubscript{2} emissions related to the resources are accounted for, whereas the emissions related to the construction and end-of-life of the energy conversion technologies are not accounted for. RE detractors criticise the high emissions of wind turbines construction or the emissions related to PV manufacturing. However, this metric is the one used in countries reports (such as in [4] or [33]) to estimate the energy sector territorial emissions. In addition, the embodied emissions of goods related to imports and exports trades are not accounted for, a study done by Federal Planning Bureau estimated that Belgium is a net importer of GHG emissions and the amount represented an extra 14% GHG emissions in the period 2003–2007 [34].

In the paper, we called energy transition the decrease of CO\textsubscript{2} emissions between scenarios. This has two limitations. First, it does not account for today energy system design. Second, the link between the steps are sometime irrelevant, such as building new CCGTs and then replacing them by gas CHPs (as shown in Figure A2). The overall pathway shall be accounted as it is done in [35].

In this work, some simplifications have been required to represent complex sectors or demand, and also some technologies have been aggregated together. The major simplifications are the following: (i) the industrial processes were summarised to an electricity, a high-temperature hourly demand and a non-energy demand; (ii) the non-energy demand has been simplified to a hydrocarbon energy demand (oil- and gas-based); (iii) the aviation demand has been simplified to mobility demand and the extra-EU aviation mobility is not accounted for; (iv) the cost of mobility infrastructures and technologies are not accounted for; (v) the synthetic fuels production is aggregated in three molecules: H\textsubscript{2}, methane and methanol, however ammonia, dimethyl-ether or ethanol are good candidates.
Finally, the uncertainty of the input parameters are consequent. Hence, the numerical values are approximate but the trends are valid. In order to let the interested reader form their own opinion, all the parameters are detailed in the Supplementary Material with the associated sources for the numerical values. The code is also available [15].

6. Conclusions

We applied the EnergyScope TD model to the Belgian energy system. The mathematical model formulation and data used are given in the Supplementary Material (the code is freely available at [15]). The model optimises the investment and hourly operation of the Belgian energy system accounting for all the energy flows within its boundaries. The case study consistency has been verified by applying the methodology to the national Belgian energy system for a known year (2015). The model is used to analyse Belgium in 2035 with different CO₂ emissions reduction targets.

On the basis of the energy demand foreseen by the European Commission [4] in 2035, the model needs a minimum of 401.8 TWh/y of primary energy; of which 102.3 TWh/y are used for non energy demand (plastic, fertilizer, etc.). However, the endogenous renewable potential of Belgium is estimated at 126.2 TWh/y (from which biomass (30.2 TWh/y), wind (33.9 TWh/y), solar (61.5 TWh) and hydro (0.5 TWh/y)), and can be supplemented by 9.3 TWh/y of non-renewable waste. In a nutshell, by excluding the non energy sector, the lack of renewable is estimated at 173.3 TWh/y. In other words, Belgium can sustainably supply 42% of its own primary energy consumption.

What are the options to achieve lower emissions? We analysed additional scenarios where the endogenous renewable potential is speculatively increased, such as additional offshore wind concessions or geothermal potential, or scenarios where the existing nuclear power plants have an extended life. We observe that each solution alone cannot replace the remaining fossil demand. Instead, a mix of these solutions can result in a very low-carbon society with a competitive cost over fossil-based solutions.

We investigated additional options where we allowed imports of renewable fuels (hydrogen, biogas, bio-fuels...) or increased electrical interconnections. We set a 50% higher price for renewable fuels than their fossil competitors. Solutions appear more expensive than if we produce energy locally. Except at very low emissions, where the import of synthetic fuels becomes competitive to phase out fossil fuels in the mobility sector.

However, can one speculate on the fact that the renewable potential in Belgium can be considerably increased? or can we bet that other countries can completely decarbonise and, in addition, produce renewable fuels at an affordable cost for export? Otherwise, two options remain for Belgium: an expensive energy system, or a reduced end-use demand.

In future works, we will address the two main weaknesses of the model: uncertainty about input parameters and the energy transition pathway. In addition, key economic performance indicators, such as the marginal carbon price, the Belgian electricity price or the cost of integrating stochastic renewables will be estimated.

Supplementary Materials: The following are available online at http://www.mdpi.com/1996-1073/13/1/261/s1.
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Abbreviations
The following abbreviations are used in this manuscript:

| Abbreviation | Description |
|--------------|-------------|
| BEV          | battery electric vehicle |
| CAPEX        | capital expenditure |
| CCGT         | combined cycle gas turbine |
| CHP          | combined heat and power |
| CO2          | carbon dioxide |
| DHN          | district heating network |
| EnergyScope TD | EnergyScope Typical Days |
| EROI         | energy return on investment |
| EU           | European Union |
| EUD          | end-use demand |
| EUT          | end-use type |
| FEC          | final energy consumption |
| FPB          | Federal Planning Bureau |
| GDP          | gross domestic product |
| GHG          | greenhouse gas |
| GWP          | global warming potential |
| H2           | hydrogen |
| HP           | heat pump |
| IEA          | International Energy Agency |
| IGCC         | integrated gasification combined cycle |
| LFO          | light fuel oil |
| LP           | linear programming |
| NG           | natural gas |
| OPEX         | operational expenditure |
| PHEV         | plug-in hybrid electric vehicle |
| PHS          | pumped hydro storage |
| PV           | photovoltaic |
| RE           | renewable energy |
| SLF          | synthetic liquid fuel |
| SNG          | synthetic natural gas |
| TD           | typical day |
| TS           | thermal storage |
| TSO          | transmission system operator |

Appendix A. Methodology and Demonstration Details

In this appendix, a deeper explanation about the synthetic fuels sector (Appendix A.1) and the energy end-use demand calculation (Appendix A.2) are first detailed. Then, the application of the model to represent the year 2015 is proposed. By comparing our results with the data from International Energy Agency and Eurostats, we verify the consistency of the model.

Appendix A.1. Technologies Related to Synthetic Fuels

Synthetic fuels are expected to play a key role to phase out fossil fuels [36]. Figure A1 offers an overview of the technology related to synthetic fuels, including the carbon dioxide layers. Synthetic fuels can be imported (Bio-ethanol, Bio-Diesel, H2, SNG or SLF) or produced by converting biomass and/or electricity. The wet biomass - usually organic waste - can be converted through the biogas plant technology to SNG. This technology combines anaerobic digestion and cleaning processes. Woody biomass can be used to produce H2 through gasification, SLF through pyrolysis or SNG through gasification to SNG. The synthetic liquid fuel can later be converted into LFO, gasoline or diesel. The other processes to produce synthetic fuels are based on the water electrolysis, where the electrolyzers convert electricity to H2. Then, the H2 can be combined with CO2 and upgraded to SNG through the
methanation technology, or methanol through methanolation technology. For these latter, the processes require CO₂. It can either be captured from large scale emitters, such as the industries and centralised heat technologies, or directly captured from the air but at a higher energetic and financial cost.

The characteristics of each technology with their numerical values and sources can be found in the Supplementary Materials.

Figure A1. Illustration of the technologies and processes to produce synthetic fuels. For clarity, only the most relevant flows are drawn (Figure 2 includes all the flows).

Appendix A.2. Energy Demand Calculation

In our model, we use the end-use demand which represents the real need of energy. As an example for a gas boiler, the EUD is the amount of heat produced whereas the final energy consumption is the amount of gas consumed. We assume that the EUD is constant rather than the FEC that can vary depending on the technologies. In [4], the FEC is given for heating and electricity. However, the FEC is always greater than the EUD (except for HP). Hence, when no indication was given, we estimated the EUD based on the FEC. See Supplementary Material for detailed calculations.

Table 5 summarises the differences between the EUD in 2015 and 2035. The demand is increasing except for the heating sectors. This growth is related to the increase in population (+19.2%) and GDP (+44.2%) in the same time period. If the demand growth is below the population growth, it reflects the benefit of energy efficiency measures. We deem a technology “efficient” if it consumes less primary energy for a similar or improved service than a traditional technology, such as a CCGT plant which consumes less gas for electricity production than a traditional coal power plant, or a HP which consumes less primary energy than a boiler to supply the same quantity of heat. Instead, if the growth is higher, it reflects a higher consumption, such as in the mobility passenger and freight demand. The latter has the strongest increase (+48.5%). The following four EUD benefit from an increase in efficiency: electricity sector, low-temperature heat, high-temperature heat and non-energy demand. This trend reflects the expected impact of policies to increase the energy efficiency faster than the additional demand due to the population growth. These policies target dwellings insulation, improving industrial process heating, etc.

The implementation of more efficient technologies at the end user side reduces the demand. However, it has a cost. In our scenarios, as the demand is fixed, the cost of efficiencies measures is also fixed and accounted for at a fix cost.

The resulting energy demand is an input parameter to the model and reducing the demand is not allowed. This representation has been discussed in Section 5.2.
Appendix A.3. Comparison for the Year 2015

Long-term planning models cannot be validated as they model an unknown future [23,24]. However, the performance and consistency of such models can be demonstrated by representing the past or present state of the system.

Thus, we assess whether the model can reproduce the state of the Belgian energy system in the year 2015. The Belgian energy system in 2015 is a fossil-based system, with traditional fuels accounting for more than 93% of the primary energy, with low electrification of heat (6.6%) and transport (1.3%) and with marginal deployment of promising technologies such as district heating network (2%) and heat pumps (≈0%) (data from Eurostat [26] and heat roadmap Belgium [37]). Besides fossil fuels, uranium (18.6%), waste (1.3%) and electricity imports (3.3%) are accounted for as traditional fuels (following the IEA definition [17], we assume, for nuclear energy, that the primary energy equals the thermal production. This methodology is in line with Eurostat [25]). As the Belgian energy system in 2015 is non-optimal, additional constraints are added and some parameters are changed to the model to force the 2015 configuration: (i) the end-use demand values are those from 2015; (ii) the relative annual production share of the different technologies for each type of end-use demand are fixed, e.g., 20% of low temperature centralised heat provided by CHPs; (iii) the shares of public mobility (%Public), train and boat in freight (%Freight) and centralised heat production (%DHN) are those from 2015; (iv) the fuel efficiency of mobility are those from 2015; (v) three additional technologies were added, which are oil turbine, incinerator and woody biomass power plant. These technologies will not be implemented in 2035 as they will not be relevant. Indeed, at least one other proposed technology is more efficient and cheaper.

In Table A1, we compare the model outputs with the reported values for the year 2015, from Eurostat [26], based on the following two indicators: (i) primary energy consumption, global and per type of fuel; (ii) global GHG emissions. In addition, a Sankey diagram of the energy flows during the year 2015 is proposed in Figure A12.

In terms of energy consumption, the model offers an accurate approximation of the reported 2015 values. ESTD slightly underestimates primary energy consumption. This is due to the fact that for electricity, heat and CHP technologies, the conversion efficiencies used for the year 2035 are also used for the validation. The other little variations can come from minor contributions not accounted for or differences in the accounting method. The difference in coal comes from the supply to non-energy demand, which is not allowed in EnergyScope TD. The gas supply is overestimated for two reasons. First, an additional quantity is required to supply the lack of coal in non-energy demand. Second, the use of coal in some industries (cokem-oven and blast-furnace) produces gas (9.54 TWh of gas in 2015 [25]). This gas is usually recovered in CHP. As a consequence in EnergyScope TD, the amount of gas is overestimated. The total GHG emissions from fuel combustion in 2015 were between 92.5 (IEA [38]) and 97.8 MtCO₂ (Eurostat [26]). The fuel combustion emissions are accurately estimated by the model (96.9 MtCO₂). However, as explained previously, we propose to follow the IPCC2013- GWP100a metric to measure CO₂ emissions. This metric accounts for emissions related to fuel production and transportation. Thus, the Belgian emissions increase up to 156 MtCO₂/y.

Overall, the ESTD model offers an accurate picture of the primary energy demand and GHG emissions of the Belgian energy system. An illustration of the 2015 energy balance picture is proposed in a Sankey diagram (see Figure A12) and compared to a CO₂ optimised system in 2035 (see Figure A13).
Table A1. Model verification: model outputs vs. actual 2015 values for the Belgian energy system. \( \Delta_{\text{rel}} \) stands for the relative difference. Abbreviations: non-energy (N.E.), electricity imports (Elec. Imp.).

| Primary energy consumption (TWh) | 2015   | Model  | \( \Delta \) | \( \Delta_{\text{rel}} \) |
|----------------------------------|--------|--------|--------------|-----------------|
| Gasoline                         | 22.16  |        |              |                 |
| Diesel                           | 59.91  |        |              |                 |
| Oil                              | 110.01 |        |              |                 |
| N.E. oil                         | 84.84  | 84.65  | -0.19        | -0.2%           |
| Total Oil                        | 280.93 | 276.72 | -4.2         | -1.5%           |
| Gas                              | 150.56 | 153.02 | 2.46         | 1.59%           |
| N.E. gas                         | 11.45  | 13.78  | 1.33         | 11.35%          |
| Total Gas                        | 162.02 | 166.8  | 4.78         | 2.95%           |
| Coal                             | 34.5   | 33.35  | -1.15        | -3.34%          |
| N.E. coal                        | 2.49   |        |              |                 |
| Total Coal                       | 36.98  | 33.35  | -3.63        | -9.81%          |
| Nuclear                          | 78.11  | 65.78  | -12.32       | -15.78%         |
| Elec. Imp.                       | 20.94  | 20.97  | 0.03         | 0.13%           |
| Solar PV                         | 3.05   | 3.38   | 0.33         | 10.86%          |
| Solar th                         | 0.26   | 0.27   | 0.01         | 3.73%           |
| Wind                             | 5.56   | 5.01   | -0.55        | -9.9%           |
| Hydro                            | 0.32   | 0.37   | 0.05         | 15.06%          |
| Geothermal                       | 0.04   | 0.03   | -0.01        | -18.58%         |
| Wood                             | 15.34  | 16.12  | 0.77         | 5.05%           |
| Biogas                           | 2.66   | 2.53   | -0.12        | -4.58%          |
| Biofuels                         | 3.33   | 3      | -0.33        | -9.95%          |
| Total RE                         | 30.55  | 30.71  | 0.16         | 0.51%           |
| RE                               | 4.39   |        |              |                 |
| non RE                           | 6.32   |        |              |                 |
| Total Waste                      | 10.71  | 8.97   | -1.74        | -16.28%         |
| Total Energy                     | 620.24 | 603.31 | -16.94       | -2.73%          |

\( a \) An efficiency of \( \approx 37\% \) is expected in 2035 compared to \( \approx 33\% \) in 2015 [26]. \( b \) GHG emissions associated to combustion of fuels only. Thus, fuels used in non-energy sectors are not accounted for. \( c \) Sources: [26,38].

Appendix B. Additional Results

In this appendix, the reference scenarios (see Section 3) are first presented in terms of installed capacities for the different CO\(_2\) emissions. Then, we focus on the scenario where the solar potential is limited to a realistic value (59.2 GW as presented in Section 4.2), later called “optimum CO\(_2\) scenario”. Finally, a general picture of the yearly energy balance is proposed for the optimum CO\(_2\) scenario in 2035 and compared to the same picture for the real energy system in 2015.

Appendix B.1. Technologies Deployment in the Reference Scenarios

Section 4 focused on the primary energy. In the following, we illustrate the capacity production for electricity (Figure A2), decentralised low temperature heat (Figure A3), centralised low temperature heat (Figure A4), high temperature heat (Figure A5), infrastructure for synthetic fuels production (Figure A6), storage capacity (Figure A7) and the energy stored (Figure A8).
Figure A2. Installed capacity for electricity production for different scenarios (installed capacities greater than 15 GW are not shown).

Figure A2 shows how the all gas solution at high emissions shifts to wind, then solar and finally to industrial gas CHP. At low CO$_2$ emissions, the model relies only on PV and wind for electricity production. In addition, batteries support the renewables in order to supply the demand.

Figure A2 shows a typical behaviour of linear programming models: two solutions are equivalent at high emissions: relying on DHN gas CHP or CCGT for electricity production.

Figure A3. Installed capacity for decentralised low temperature heat production for different scenarios.

Figure A4. Installed capacity for centralised low temperature heat production for different scenarios.

For the low temperature heating sectors, by reducing the emissions, the heat pumps replace the gas-based technologies (Figures A3 and A4). In the decentralised layer, the installed capacity equals the peak demand. In the DHN layer, the install capacity is downsized thanks to the long term storage capacity.

Figure A5. Installed capacity for industrial heat production for different scenarios.

The behaviour is more complex for industrial process heating. At first, coal and gas boilers are used, as they rely on cheap fuels. By limiting the emissions, gas CHP replace gas boilers. At lower
emissions, a solution relying on direct electricity combined with gas CHP and waste or wood boilers appear as the best option. Indeed, during the days the electricity production is greater than the electricity consumption. By consequence, direct electricity in heating process is an interesting way to consume these excesses. However, during the night, boilers are required. Gas CHPs can also be used during the night when there is electricity scarcity.

![Figure A6.](image)

Infrastructures capacities are represented in Figure A6. Electrolysers are used to absorb excesses of PV production. As H\(_2\) storage is expensive and energy consuming, H\(_2\) is upgraded to SNG or SLF through synthetic methanation or synthetic methanolation. In addition, biogas plants and pyrolysis are used to convert biomass into synthetic fuels. An overall picture of the synthetic fuels technologies and links is proposed in Figure A1.

![Figure A7.](image)

![Figure A8.](image)

The energy storage can be analysed in terms of installed capacity or energy stored during the year (Figures A7 and A8, respectively). We verify that long term storages, such as DHN thermal storage or gas storage, have a large reservoir (tens of TWh) but perform less than 10 cycles per year. Instead, short term storages, such as H\(_2\) storage, batteries or decentralised thermal storage have a smaller capacity (less than 1 TWh) but perform almost one cycle a day. As a consequence, the amount of energy stored in short term technologies is greater than for long term.
Appendix B.2. CO₂ Optimum Scenario with Limited Solar

In this section, we aim at illustrating how high shares of stochastic renewables (mainly solar and wind) are integrated in the energy system. Then we illustrate the state of charge of the different storage technologies in order to understand how they support the system.

Appendix B.2.1. CO₂ Optimum—Hourly Integration of Stochastic Renewable Energy

To understand how the system operates to handle the high share of stochastic REs, Figure A9 shows the hourly power flows in the electricity layer for three typical days. This time scale is necessary to understand how storage technologies combine with stochastic RE and how critical it is to rely on only one technology.

Figure A9. Hourly electricity power balance for the CO₂ optimum scenario. Three days over the 12 typical days (TDs) are represented. Typical Day 2 (TD-2) is a typical inter-season (fall-spring) sunny day; TD-4 is a sunny day, TD-11 is a winter cloudy but windy day. Only the active technologies are represented in the legend (left part) and the power supply (positive) has to compensate the power demand (negative). Stripes represent energy storage.

The average electricity EUD is around 10.5 GW, whereas the average electricity supply is almost 20 GW. As previously studied in [14,39] for Switzerland, the electrification of the heating sectors is key for the energy transition. On the one hand, it facilitates the integration of efficient technologies. On the other hand, these other sectors are more flexible and can behave as flexible consumers. As an example, TS combined with HP can buffer the electricity consumption while satisfying the heat demand.

Mainly because of PV, the electricity production peaks just below 50 GW, similarly to TD 4 in Figure A9. To absorb these peaks, three tools are used: (i) power to heat, (ii) electrolysers and (iii) storage. Power to heat allows industry to shift from CHP to direct electricity heating during peak hours. For low-temperature heat, power to heat is used to produce heat, when electricity is available, and then turn off the installation during scarcity hours. Similarly to industries, electrolysers replace NG reforming during peak hours to produce H₂. Hence, a capacity of 3.0 GW is used during peak production hours with a load factor of around 9.1%. Storage technologies, mainly batteries, thermal storage, PHS and hydrogen, are used at a day to week scale (batteries and decentralised thermal storage perform 140 and 152 cycles a year, respectively) to shift the excesses from the solar peak to the night. Finally, if all these options are not enough, the excesses are curtailed.

Appendix B.2.2. The Role of Storage

Storage plays a key role to integrate stochastic renewables. At a seasonal scale, winter presents a peak in demand and a lack in PV. Hence, seasonal storage (Figure A10) is used to shift the excesses of electricity production, later converted to heat, to winter. SLF storage is also daily used to downsize
the production process and use it at a base load. Ones will see that SLF storage is used also for seasonal application. Indeed, the production process has a capacity factor of 85% and its maintenance is preferred in summer. As the implemented technology produces a very tiny amount of electricity, there is a tiny advantage to use the technology in winter rather than in summer.

At a day scale, Figure A11 shows the state of charge of the daily storage for the same Typical days than in the previous figure. Batteries are used especially during sunny days to absorb the peaks of PV. In addition decentralised thermal storage is used to provide heat during the day. Indeed, even during warm days when there is no space heating demand, it remains 72 GWh of daily heat to supply for hot water demand. Hydrogen storage is mainly used to smooth the production of hydrogen between days. It is mainly used at a day to week scale (with 50 cycles a year). Finally, PHS is almost unused. As observed in previous studies [9,14], PHS is competing with batteries. Once large capacities of batteries are deployed (140 GWh), PHS will be used after full charge of batteries. This is a consequence of the better efficiency of batteries.

![Figure A10. Hourly profile of stored energy for seasonal technologies over a year.](image1)

![Figure A11. Hourly profile of stored energy for short term storage technologies over typical day 10.](image2)

Appendix B.3. Yearly Energy Balances

Figures A12 and A13 represent the energy balances for years 2015 and 2035, respectively. The CO₂ optimum scenario with solar limited (250 km²) is presented as the reference scenario in 2035.
Figure A12. Energy flows in a scenario representing the Belgian energy system in 2015. Left side gathers all the resources and right side gathers the final energy consumption. In between, the conversion technologies. Abbreviations: mobility (mob), private (priv), exports and losses (Exp & Loss), storage (sto.), electricity (Elec), low temperature (LT), high temperature (HT).
Figure A13. Energy flows in a scenario representing the Belgian energy system in 2035 for the CO₂ optimal scenario in 2035 with limited solar potential. Left side gathers all the resources and right side gathers the final energy consumption. In between, the conversion technologies. Abbreviations: mobility (mob), private (priv), exports and losses (Exp & Loss), storage (sto.), electricity (Elec), low temperature (LT), high temperature (HT).
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