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Abstract: Power reduction in modern embedded systems design is a challenging issue exacerbated by the complexity and heterogeneity of their architecture. In the field of Reconfigurable Video Coding (RVC), to challenge these issues and cut-down time to market, dataflow-based techniques have been adopted. In particular, to master management and composability of dynamically reconfigurable systems, the authors have developed the multi-dataflow composer. Nevertheless, despite the RVC offers several different tools, in its reference design framework power management is still an open issue. To make some steps forward towards filling this gap, in this study, they address power management for coarse-grained reconfigurable systems combining structural and dynamic strategies, both to be applied at the dataflow level.

1 Introduction

Nowadays preserving natural resources is of paramount importance; therefore power consumption of electronic devices is under scrutiny. Some hardware designers are starting to say that power is the new timing constraint. High demand of handheld embedded devices, requiring efficient execution of multiple applications while complying with battery-life limits, is pushing consumer electronics. The same apply for biomedical image processing systems (e.g. portable ultrasound devices) where mixing a low-power design approach to computational efficiency is extremely challenging.

In signal processing very often algorithms can be effectively described exploiting dataflow-based formalism. The moving picture experts group (MPEG) has defined a complete design framework enabling decoders specification, by selecting components from a given library, leveraging on the dataflow formalism [1]. Dynamic and incremental codecs configuration and reconfiguration are then favoured, although required the definition of dedicated methodologies and tools constituting, at the moment, the MPEG Reconfigurable Video Coding (MPEG-RVC) framework. Examples are the Open RVC-CAL Compiler (Orcc) [2], Xronos [3] and Turnus [4] capable of high level synthesis, automatic mapping and design space exploration. This framework, conceived to handle complexity and heterogeneity, is still growing to support new features. Brand new tools and/or updated releases are continuously integrated. However, power consumption is still an open issue.

In this context, we have demonstrated that combining the dataflow high-level formalism to a coarse-grained reconfigurable hardware design approach may lead to optimal multi-context systems, where flexibility and area minimisation are realistically challenged [5]. The outcome of those studies led to the multi-dataflow composer (MDC) tool. Its application in the Reconfigurable Video Coding (RVC) field was straightforward [6]. Nevertheless, the possibility of automatically managing the composition of reconfigurable platforms, power and area aware, made it suitable for other application domains too, such as image/video processing [7] and neural signal processing [8, 9].

While reducing the power consumption of a register transfer level (RTL) design by hand is tedious but doable, it is no longer practical for larger systems such as System on Chips. Therefore the definition of automated methodologies for power management is of primary importance to aid designers, while reducing debugging and deployment costs. In this paper, we are challenging these aspects proposing the combination of structural and dynamic strategies to be applied at the modelling level. We are going to demonstrate how topology affects power in coarse-grained reconfigurable architectures and to present the MDC profiling-aware methodology to limit it. Then, we are going to show a graph-based strategy to manage dynamic power consumption.

The proposed techniques have been assessed on an image zoom application, targeting an ASIC design flow. Our topology optimisation strategy led to find the lowest power consuming configurations. The graph-based dynamic power reduction strategy, then, provided an additional 70% of saving in power. An FPGA prototype has also been developed to explore the applicability of the proposed power-aware design flow for these devices.

The rest of this paper is organised as follow: Section 2 describes the scenario of the proposed design flow, explained in Section 3. Section 4 presents the experimental results prior to conclude in Section 5.
2 Background

In this section, we are going to present the context of application we are referring to (Section 2.1), the basic instrument (Section 2.2) we have extended to provide power management and the foundations of the proposed techniques (Section 2.3).

2.1 Dataflow model of computation and RVC

Dataflow models are very well known and have a rich history, dating back to the work by Dennis [10] and Kahn [11]. A dataflow program is a directed graph where nodes represent computational units (actors), while edges represent loss-less, order-preserving point-to-point connections (channels) between actors, which are used to communicate sequences of data packets (tokens). In terms of notation, let us define $\text{DFG}(V, E)$ as a directed graph, where $V$ is the set of vertices of the graph (the actors) and $E$ is the set of edges (the channels).

Several variations of this kind of dataflow model have been introduced in the literature [11–13], often referred to as different dataflow Models of Computation. In the MPEG-RVC context, the Dataflow Process Network model [13] with firing rules is used, because of its expressiveness and for the existence of a formal programming language (the CAL actor language) supporting it [14]. In a CAL dataflow network, as depicted in Fig. 1, the actors are abstract representations of computing elements that can be transformed either into software agents or into physical functional units. All the actors concur asynchronously to the computation, generating output token sequences from their inputs. Actions are enabled according to specific input token sequences and guard expressions, possibly leading to state variations and/or to tokens emission.

2.2 Coarse-grained reconfigurable systems: automatic multi-dataflow network composition

The MDC tool was conceived for the automatic creation and management of “multi-dataflow” systems. It was meant to address the difficulty of mapping different applications onto a coarse-grained reconfigurable architecture [15, 16]. Its final goal is automating such a mapping process while minimising hardware resources, with consequent area/energy saving [5, 7, 17]. MDC works at a high level of abstraction. This means that, as soon as the different specifications are acquired and transformed into directed graphs, it does not matter the starting dataflow model. At the moment, as it can be seen in Fig. 2, the MDC tool is directly coupled to Orcc [2], so that Dataflow Process Networks (expressed as XDF files) are processed. The XDF, XML Dataflow Format, is an XML dialect, used to describe Dataflow Process Networks and standardised by MPEG. In contexts different by the RVC one, it would still be possible using MDC by removing Orcc and defining just an ad-hoc parser.

In the current flow, the MDC front-end leverages the Intermediate Representation (in java code) generated by the Orcc front-end, to assemble a single multi-dataflow specification. The MDC back-end, then, creates the respective HDL coarse-grained reconfigurable hardware, mapping each actor on a different functional unit. These latter are passed as input to the MDC within the HDL components library and can be manually or automatically created [3, 18]. MDC is capable of assembly any type of reconfigurable platform, without any knowledge of the units granularity/functionality.

MDC maximises resource sharing among the given input specifications and implements quick, single-cycle, reconfiguration based on low overhead switching blocks (Sboxes) placed at the crossroads between the different paths of data. Sboxes are simply responsible of data routing, without any computational overhead.

Fig. 3 shows an application example of the standard MDC flow. The Orcc front-end is used to import all the input networks ($\alpha $xdf, $\beta $xdf, $\gamma $xdf, $\delta $xdf and $\varepsilon $xdf) that, once flattened and transformed into their respective directed

Fig. 1 CAL dataflow network structure

Fig. 2 MDC tool: an overview
graphs ($\alpha.java$, $\beta.java$, $\gamma.java$, $\delta.java$ and $\varepsilon.java$), are processed by MDC. The MDC front-end is responsible for merging all the graphs within a unique multi-functional one and of keeping trace of the system programmability through the Configuration Table. As you can see in the provided example, having five different input networks implies four iterations of MDC front-end, since it merges incrementally two networks at a time. The merging process acts at the actor level; therefore, the feeding order of the given input networks may change the output specification, in terms of cascade of Sboxes to access the shared actors. The proposed example demonstrates that different orders, $\alpha.java-\beta.java-\gamma.java-\delta.java-\varepsilon.java$ on the left-hand side and $\varepsilon.java-\delta.java-\gamma.java-\beta.java-\alpha.java$ on the right-hand side, produce different final multi-dataflow graphs and, accordingly, different final Configuration Tables. At last, the MDC back-end parses the multi-functional graph and maps it onto a coarse-grained HDL top-module. To ensure functional correctness, the Sboxes are driven by dedicated look-up tables, which content is defined according to the Configuration Table.

2.3 Power-awareness in reconfigurable architectures

To keep hot chips cool, the more the integration on a single die the more holistic power minimisation approaches are required across the whole design stack [19]. The power-aware approach we are presenting combines...
structural and dynamic aspects. The former are accounted by selecting power-efficient circuits at the topology level, the latter by automatically deriving different homogeneous clock areas. Leveraging on a dataflow-based design approach, the techniques we are presenting act both at a high-level and are automatically applied. Users just need to define the target device.

2.3.1 Structural power management: Within MPEG-RVC, a first tentative approach to structural power management has been targeted in [20] through the analysis of the causation trace of a Dataflow Process Network by applying then multi-clocking strategies. This technique, as far as we know, is still under refinement and has not been applied yet to reconfigurable systems. In [21], an energy estimation methodology, based on Performance Monitor Counters, has been proposed to estimate the energy consumption of RVC-CAL video codec specifications. This approach addresses software solutions, but monitor-based energy estimation methodologies are extensible to hardware-based RVC tools, such as the MDC one. Obviously monitor-based hardware estimation methodologies [22] would then require also powering down strategies, such as those in Section 3.

A large number of software frameworks and simulators have been proposed at the state of the art to provide structural power management and design space exploration [23–25]. Within MPEG-RVC, exploration techniques have been used for actors re-factorizing to improve throughputs. The CAL Design Suite [23] works at software executable level while YACE, exploited in [24], performs analysis at the dataflow level. Both these tools did not target coarse-grained systems or power-minimisation. Nevertheless, re-factorizing techniques may always be implemented on any given input network, so that it would be possible to combine them with the proposed design flow.

In this paper, we do not address multi-parametric hardware characterisation. In different contexts, accurate analytical models would result extremely useful to improve the proposed structural level power management (Section 3.1). Such models, for example, have been derived in [26] to introduce technology-awareness in the early stage characterisation of a Network-on-Chip.

2.3.2 Dynamic power management: Power consumption in digital devices is composed of two different contributions: dynamic and static. The former is the larger amount and it is because of capacitance charging/discharging, when logic transitions occur (i.e. switching activity). The latter, because of leakage currents, is consumed while no circuit activity is present.

The most straightforward technique to limit the dynamic contribution is switching off unused units. This, as already well known at the state of the art [27, 28], can be done implementing clock gating techniques. Clock gating acts at the clock net level (responsible for more than the 40% of the dissipation [29]). Different techniques have been proposed according to the different chosen targets. For ASIC designs, AND gates can be used directly on the clock to disable it: changes in the clock enable signal are immediately captured, even though glitches may occur. In FPGA designs, the clock network cannot be modified by the insertion of any custom logic. Xilinx boards are equipped with dedicated blocks (BUFG), whose outputs can drive distinct regions of logic powering them down.

3 Coarse-grained reconfigurable systems: automated power management

In this section, we are going to present the early-stage power management strategy we have envisioned. This strategy is embedded in the MDC tool that has been extended with two different features:

– the Topology Definer (Section 3.1) acts at the structural topology level, defining the optimal system configuration(s) capable of minimising the implementation costs;
– the Clock Set Definer (Section 3.2) acts at the clock net level, identifying disjointed logic clock regions to be physically switched off when unused.

The Topology Definer may provide two different topology specifications as output: TOP_f and TOP_p, since the optimal multi-functional specification in the area/power domain (TOP_p) may not be optimal in the frequency one (TOP_f). The Clock Set Definer will deal in parallel with both, when present. The final system to be deployed will be selected then according to the given requirements.

3.1 Structural level: profiling-aware topology definition

At the base of the structural management there is the MDC combination algorithm. As explained in [7] and shown also in Fig. 3, given N input networks, MDC merges incrementally two networks at a time and the feeding order may change the output specification. In turn, different multi-functional graphs may correspond to different implementation costs, which amount can be estimated at the dataflow level [30]. Here follows the different phases of the implemented profiling-aware topology strategy:

1. Sequences extraction: The Sequences Generator defines all the possible network sequences the MDC tool will be fed with (Section 3.1.1).
2. Multi-dataflow specification definition: For each sequence the MDC tool extracts the multi-functional directed graphs (Section 2.2).
3. Profiling: Each graph, representing a design point, is back-annotated with synthesis information (currently extracted off line). Area, power dissipation and operating frequency are the estimated implementation costs (Section 3.1.2).
4. Pareto analysis: The Pareto-based analysis is carried out on the entire design space to determine the optimal system configuration(s), according to the selected design effort (Section 3.1.3).

Users can choose, via the MDC Graphical User Interface (GUI), enabling or not the Topology Definer. Without it, MDC will merge the networks as provided. Design effort can be set to find the optimal topology in the area/power domain or in the frequency one. The rest of this section details the above listed phases and concludes with a step-by-step example of the defined methodology.

3.1.1 Sequences extraction: Equation (1) determines the number and the type of multi-functional specifications that the Sequences Generator is able to compute. Please notice that it processes the directed graphs (DFGs) of the inputs networks, already acquired by Orcc. Defining as D the number of
different feeding sequences and \( N \) that of the input networks, the three terms in (1) are:

\[ D = D_{\text{notMer}} + D_{\text{Mer}} + D_{\text{partMer}} = \]
\[ D = 1 + N! + \sum_{k=1}^{N-2} C_{N,k} \times (N - k)! \]
\[ D = 1 + N! + \sum_{k=1}^{N-2} \frac{N！}{(N - k)! \times k!} \times (N - k)! = 1 + N! + \sum_{k=1}^{N-2} \frac{N！}{k!} \]

(1)

3.1.2 MDC profiler: The MDC Profiler estimates the implementation costs. Having already back-annotated the HDL components library with one value of estimated area and power consumption per functional unit, it retrieves each possible sequence of the set of input networks in parallel with all the merged combinations that can be extracted from the set of input networks. Please note that a combination is intended as a selection of all or part of a set of objects, regardless to the order in which they are selected. Given \( A, B \) and \( C \), the complete list of possible selections would be: \( AB, AC \) and \( BC \) (BA is not a combination since it contains the same object as AB).

\[
\begin{align*}
\text{Area(DFG)} &= \sum_{i=1}^{M} a_i \\
\text{Power(DFG)} &= \sum_{i=1}^{M} p_i
\end{align*}
\]

(2)

(3)

to determine area and power consumption of the considered design point. The fewer are the units involved the smaller will be not only the static power consumption, but also the dynamic one (having less switching activity overall).

The operating frequency estimation is less straightforward. Different input networks feeding orders may result in different cascades of Sboxes in the final implementation. Sboxes are logically simple, not providing any type of pipelining. A cascade of Sboxes may negatively impact on the critical path (CP). The MDC Profiler \( \forall n \in \text{In}N \) (being \( \text{In}N \) the set of input networks) retrieves the correspondent back-annotated CP, \( CP_n \), and defines \( CP_{\text{static}} = \max(CP_n) \) as the CP of the ‘static’ system configuration. SoC Encounter has been used to extract the CP associated to the \( N \) different input networks synthesised stand-alone using a 90 nm CMOS technology. Then it estimates the longest cascade of Sboxes \( \text{seqSB} \) of the considered design point. Given \( N_S \) as the number of Sboxes composing \( \text{seqSB} \) and \( cpS_i \) as the back-annotated CP associated to the \( i \)th Sbox within the HDL components library, we can assume

\[
CP_{\text{seqSB}} = \sum_{i=1}^{N_S} cpS_i
\]

(4)
as the possible CP because of the cascade of Sboxes. The MDC Profiler finally compares \( CP_{\text{static}} \) and \( CP_{\text{seqSB}} \) and determines the estimation of the CP of the considered design point

\[
CP = \max(CP_{\text{static}}, CP_{\text{seqSB}})
\]

(5)

3.1.3 Topology selection: The final stage of the Topology Definer involves a Pareto analysis of the design space, driven by the design effort selected by the user. For power management purposes it will be extremely important to determine the least consuming configuration, but minimising power consumption not necessarily implies having also the best operating frequency. Therefore, this final stage provides as outputs two sub-optimal multi-functional specifications, the area/power (\( TOP.p \)) and the frequency (\( TOP.f \)) one.

3.1.4 Step-by-step example: Fig. 4 provides a step-by-step example of the discussed procedure. Let us consider the same input networks adopted to describe the baseline MDC flow in Fig. 3.

The proposed structural level power management strategy receives as input the directed graphs (\( \alpha, \beta, \gamma, \delta, \epsilon, \) and \( \text{java} \)) of the already acquired input specifications. The Sequences Generator, according to (1) and given 5 input networks, extracts 321 different feeding sequences. Therefore 321 points will constitute the design space of the possible system specifications. Fig. 3 shows also how the ‘static’, the ‘all-merged’ and the ‘partially-merged’ multi-functional output graphs will look like.

The MDC Profiler, leveraging on (2), (3) and (5), determines the implementation costs of each design point. The Topology Definer, according to the estimated costs, is able to choose \( TOP.p \), the power-optimal system specification and \( TOP.f \) the frequency-optimal one. \( TOP.p \), in this example, corresponds to an ‘all-merged’ solution, where sharing is maximised and the feeding sequence is \( \beta, \gamma, e, \alpha, \delta \). \( TOP.f \), instead, corresponds to a ‘partially-merged’ solution, where the not-merged combination \( \alpha-\beta \) is placed in parallel with the merged \( e-\gamma \) permutation.

3.2 Dynamic level: early-stage clock set definition

The second step of the proposed power management approach enables early stage identification of disjointed logic clock regions. The Clock Set Definer derives, from the directed graphs of the input networks to be merged, the actors active/inactive together and groups them within homogeneous logic regions. At the hardware level, then, clock gating procedures are applied. Users are just required to specify, on the MDC GUI, the final target device, since
different targets require different physical solutions. At the moment, both AND gates (glitches are a false problem in the RVC domain: clock enables do not have a high switching activity) cells for ASIC designs and BUFG cells for FPGA implementations on Xilinx boards are featured.

The Clock Set Deﬁner acts in two steps: (i) identiﬁcation of the minimal set of logic regions and (ii) merging process of the logic regions (if necessary). The rest of this section details this process and concludes with a step-by-step example of the deﬁned methodology.

3.2.1 Logic regions identiﬁcation process: Logic regions identiﬁcation is performed regardless the hardware target chosen, to minimise on-chip redundancy. Considering $S$ as the complete set of logic regions, this step implies to minimise the number of elements, $N$, within $S$

$$\text{minimise } N, \quad S = \{S_1, S_2, \ldots, S_N \}$$

where $S_i$ is the $i$th logic region.

The minimum $N$ solving this problem is the number of input networks $M$, when they do not share any actor. When shared actors are present, the partition $S$, composed of $M$ sets, constitutes the starting point to determine $N$. Normally, $S$ will be composed of two different types of sets:

- $S_{\text{comp}}$ contains those sets corresponding to a specific input network, involving non-shared actors;
- $S_{\text{shared}}$ contains those sets corresponding to more than one network, involving shared actors.

Fig. 4 Structural level power management: a step-by-step example
Two dedicated map structures, namely the ‘complementary map (Cmap)’ and the ‘intersection map (Imap)’, are necessary to keep trace of the identified logic regions. Given \( A = \{ \alpha_1, \alpha_2, \ldots, \alpha_M \} \) as the set of the input networks, let us define the ‘complementary map’ as

\[
Cmap = \left( \begin{array}{cccc}
\alpha_1 & \alpha_2 & \cdots & \alpha_j & \cdots & \alpha_M \\
\begin{array}{cccc}
w_{11} & w_{12} & \cdots & w_{1j} & \cdots & w_{1M} \\
w_{21} & w_{22} & \cdots & w_{2j} & \cdots & w_{2M} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
\end{array} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
\end{array} \right)
\]

where

\[
c_j = \alpha_i \setminus \bigcup_{j \neq i} \alpha_i
\]

and

\[
w_{ij} = \begin{cases} 0, & \text{if } i \neq j \\ 1, & \text{if } i = j \text{ and } c_j = \emptyset \\ 0, & \text{if } i = j \text{ and } c_j \neq \emptyset \\ \end{cases}
\]

Having \( w_{ij} \neq 0 \) means that: (i) the input network \( \alpha_j \) has, at least, one actor that is not shared with the other networks; (ii) \( c_j \) is a logic region containing the non-shared actor(s) of \( \alpha_j \). Therefore, once \( Cmap \) is completely determined, \( S_{\text{comp}} \) can be derived as all the \( c_j \neq \emptyset \). \( S_{\text{comp}} \) sets can be \( M \) as maximum (if all the \( M \) input networks are composed, at least, of one non-shared actor).

To define the intersection map you need to compute the set of all the non-shared actors (\( \Gamma \)) as

\[
\Gamma = \bigcup_{i=1}^{M} c_j
\]

and the complementary set of all the shared actors (\( \Delta \)) as

\[
\Delta = \bigcup_{i=1}^{M} \alpha_i \setminus \Gamma
\]

the intersection map then is given by

\[
Imap = \left( \begin{array}{cccc}
\alpha_1 & \alpha_2 & \cdots & \alpha_j & \cdots & \alpha_M \\
\begin{array}{cccc}
p_{11} & p_{12} & \cdots & p_{1j} & \cdots & p_{1M} \\
p_{21} & p_{22} & \cdots & p_{2j} & \cdots & p_{2M} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
\end{array} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
\end{array} \right)
\]

where \( K \) is the cardinality of \( \Delta \), \( \delta_j \in \Delta \) and

\[
p_{ij} = \begin{cases} 0, & \text{if } \delta_j \cap \alpha_i = \emptyset \\ 1, & \text{if } \delta_j \cap \alpha_i \neq \emptyset \\ \end{cases}
\]

Having \( p_{ij} \neq 0 \) means that the shared actor \( \delta_j \) belongs to the input network \( \alpha_i \). \( Imap \) may contain replicated rows: \( \delta_j \) and \( \delta_i \) associated both to \( \alpha_m \) and \( \alpha_n \) need to be grouped within a unique logic region, since they will be switched on and switched off together. To eliminate possibly replicated rows, consider \( Imap \) as a block matrix

\[
Imap = \left( \begin{array}{c}
\text{Imap}_1 \\
\text{Imap}_2 \\
\vdots \\
\text{Imap}_K
\end{array} \right)
\]

and process it as follows

\[
\forall i > j \text{ if } \text{Imap}_i = \text{Imap}_j \Rightarrow \text{Imap}_i = \emptyset \text{ and } \delta_j = \delta_i \cup \delta_i \text{ and } \delta_i = \emptyset
\]

At this point \( S_{\text{shared}} \) can be derived as all the \( \delta_j \neq \emptyset \). \( S_{\text{shared}} \) sets can be \( K \) as maximum (if no replicated or null rows are present on \( Imap \)).

Summarising, \( S_{\text{comp}} \) and \( S_{\text{shared}} \) represent all the logic regions in the system, which are \( M + K \) at maximum. These regions are driven accordingly to \( Cmap \) and \( Imap \) that, together, represent the Association map of the system, relating each logic region to the original input networks triggering it. Given the input network \( \alpha_i \) to determine its associated logic regions you need to:

1. check on the \( Cmap \) which row has a 1 in the \( \alpha_i \) column:
   - none: \( \alpha_i \) is composed of shared actors only;
   - the \( q \)th row: \( \alpha_i \) triggers the \( c_q \) logic region, composed of non-shared actors.
2. check on the \( Imap \) which row(s) has a 1 in the \( \alpha_i \) column:
   - none: \( \alpha_i \) is composed of non-shared actors only;
   - the \( q \)th row(s): \( \alpha_i \) triggers the \( \delta_q \) logic region(s), composed of shared actors.

### 3.2.2 Logic region merging process:

The second phase of the Clock Set Definer is the logic regions merging, performed to reduce their amount. FPGAs have a limited number of BUFG cells available. Sub-optimal regions are identified: there will be switching activity also in unused functional units. Reduction can be done, according to two cost functions based on:

- Minimising the contribution of useless activity because of the number of functional units per logic region – given \( c_j \) as the cardinality of the \( j \)th logic region and \( P \) as the number
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of networks activating it, we can define \( wN_i \)

\[
wN_i = c_i \ast P
\]

(7)

as the weight of considered region.

– Minimising the power amount because of the functional units per logic region – given \( p_i \) as the estimated power consumption [see (3)] of the \( i \)th logic region and \( P \) as the number of networks activating it, we can define \( wP_i \)

\[
wP_i = p_i \ast P
\]

(8)

as the weight of considered region.

The Clock Set Definer, in both cases, while merging the different logic regions will aim at keeping all the weights as minimal as possible.

3.2.3 Step-by-step example: To clarify this second part of the proposed power management methodology let us continue the example provided in Section 3.1.4, carrying over all the steps of the dynamic level process on TOP.p. This latter is an ‘all-merged’ solution, so that the Clock Set Definer needs to consider all the five input networks: \( \alpha = \{A, B, C, D\} \), \( \beta = \{B, D\} \), \( \gamma = \{A, E, D\} \), \( \delta = \{A, E, F\} \) and \( \varepsilon = \{A, D\} \).

The Complementary map is the following

\[
Cmap = \begin{pmatrix}
c_1(w_{1a} & 0 & 0 & 0 & 0)
c_2(0 & w_{2b} & 0 & 0 & 0)
c_3(0 & 0 & w_{3b} & 0 & 0)
c_4(0 & 0 & 0 & w_{4d} & 0)
c_5(0 & 0 & 0 & 0 & w_{5e})
\end{pmatrix}
\]

where

\[
c_1 = \alpha \setminus (\beta \cup \gamma \cup \delta \cup \varepsilon) = \{A, B, C, D\} \setminus \{B, D\}
\]

\[
\cup \{A, E, D\} \cup \{A, E, F\}
\]

\[
\cup \{A, D\}) \Rightarrow w_{1a} = 1
\]

\[
c_2 = \beta \setminus (\alpha \cup \gamma \cup \delta \cup \varepsilon) = \{B, D\} \setminus \{A, B, C, D\}
\]

\[
\cup \{A, E, D\} \cup \{A, E, F\}
\]

\[
\cup \{A, D\}) \Rightarrow w_{2b} = 0
\]

\[
c_3 = \gamma \setminus (\alpha \cup \beta \cup \delta \cup \varepsilon) = \emptyset \Rightarrow w_{3b} = 0
\]

\[
c_4 = \delta \setminus (\alpha \cup \beta \cup \gamma \cup \varepsilon) = \{F\} \Rightarrow w_{4d} = 1
\]

\[
c_5 = \varepsilon \setminus (\alpha \cup \beta \cup \gamma \cup \delta) = \emptyset \Rightarrow w_{5e} = 0
\]

According to these values, the Complementary map is

\[
Cmap = \begin{pmatrix}
c_1(1 & 0 & 0 & 0 & 0)
c_2(0 & 0 & 0 & 0 & 0)
c_3(0 & 0 & 0 & 0 & 0)
c_4(0 & 0 & 0 & 1 & 0)
c_5(0 & 0 & 0 & 0 & 0)
\end{pmatrix}
\]

The set of all the non-shared actors, \( \Gamma \), is

\[
\Gamma = \bigcup_{i=1}^{M} c_i = \{C\} \cup \{F\} = \{C, F\}
\]

and its complementary \( \Delta \) is

\[
\Delta = (\alpha \cup \beta \cup \gamma \cup \delta \cup \varepsilon) \setminus \{A, B, D, E\}
\]

The Intersection map is given by

\[
Imap = \begin{pmatrix}
\alpha(
\begin{pmatrix}
\delta_1(1 & 0 & 0 & 1 & 1)
\end{pmatrix}
\end{pmatrix}
\end{pmatrix}
\]

where

\[
\delta_1 = \{A\}
\]

\[
\delta_2 = \{B\}
\]

\[
\delta_3 = \{D\}
\]

\[
\delta_4 = \{E\}
\]

According to these values, the Intersection map is

\[
Imap = \begin{pmatrix}
\delta_1(1 & 0 & 0 & 1 & 1)
\delta_2(1 & 1 & 0 & 0 & 0)
\delta_3(1 & 1 & 1 & 0 & 1)
\delta_4(1 & 0 & 1 & 1 & 0)
\end{pmatrix}
\]

There are no replicated rows, so that \( S_{\text{shared}} = \{\delta_1, \delta_2, \delta_3, \delta_4\} \).

Fig. 5 depicts the identified six logic regions and their respective Association map, as formally derived above. Generally speaking, having so few logic regions their merging would not be required. Nevertheless, for the sake of completeness, let us assume the need of reducing their amount from 6 to 4. In this example, to maximise power reduction, we adopted (8): set \( \text{set1} \) and \( \text{set3} \) present the smallest \( wP \) values so that they are the perfect candidates for merging. In the Association map \( \text{set1} \) and \( \text{set3} \) are
removed and \( \text{set7} = \text{set1} \cup \text{set3} \) is inserted. Exploiting again (8), it is possible to identify the next two candidates: \( \text{set5} \) and \( \text{set6} \) are removed and \( \text{set8} = \text{set5} \cup \text{set6} \) is defined.

### 4 Experimental results

To validate the proposed power-aware design flow we have adopted MDC to assemble the computing core of an accelerator for an image zoom application. The application has been profiled to identify the most computationally intensive code segments (*computational kernels*). These kernels have been modelled as RVC-CAL dataflow specifications, composing the set of networks to be passed to MDC. The *Topology Definer* retrieves the optimal structural configurations, \( \text{TOP.f} \) and \( \text{TOP.p} \), of the accelerator computing core. These two are then exploited by the *Clock Set Definer* to assemble their respective clock-gated and non-clock-gated versions of the multi-dataflow platforms. Results are going to be discussed first of all on the ASIC implementation and then, for verification purposes, also the FPGA prototype has been assembled.

#### 4.1 Use case generalities

The image zoom application aims to scale an image by a given zooming factor. The zoomed image pixels are interlaced with other pixels obtained adaptively from the interpolations of the adjacent original pixels.

Starting from the C code of the zoom, we have performed a software profiling to identify the kernels to be accelerated with dedicated hardware blocks. Seven kernels have been isolated and modelled as dataflow networks, as summarised in Table 1. The identified kernels differ for their functionality and for the size of the computed data, which determine their composition in terms of number of involved actors. Table 1 shows also the number of occurrences of each kernel while processing the zoom of a \( 128 \times 128 \) pixels image.
4.2 Structural power management discussion

The seven identified networks, to be implemented by the MDC on a coarse-grained datapath, required the evaluation of a design space of 13,693 points [see (1)]. Two possible colliding design efforts have to be considered (frequency against area occupation/power consumption) and the Topology Defender explores all the possible design points to determine the optimal structural solutions.

Fig. 6a depicts the distribution of the design points in terms of area against power. The trend is linear, since these two metrics are estimated in the same manner (Section 3.1.2). It is possible to identify three different clusters in the graph: $z_1$ involving points with 0–4 merged networks (the rest are placed in parallel), $z_2$ with 2–6 merged networks and $z_3$ with 5–7 merged networks. According with the area/power graph, the optimal design points are $z_3p_1$ and $z_3p_2$, where all the seven input networks are merged. Looking at the frequency domain (shown in Figs. 6b and 6c), with respect to the maximum achievable frequency, $z_3p_1$ looses nearly the 35.0% and $z_3p_2$ the 27.8%. Therefore, the Topology Defender selects $z_3p_2$ as TOP.p, presenting the best area/power value at the smaller frequency price.

In the frequency domain, five clusters are visible in Figs. 6b and 6c. The optimal configuration in this domain is $z_2p_1$ where all the networks are merged but the $chgb$ and the cubic_conv ones. With respect to TOP.p, in the area/power domain, $z_2p_1$ presents an overhead of 9.6% in area and 15.3% in power. For this use case, it is not possible to identify the perfect optimal solution for all the considered implementation costs. The Topology Defender selects $z_2p_1$ as TOP.f: the configuration with the highest frequency at the smallest area/power penalty.

Table 2 highlights the composition of TOP.f and TOP.p. Their seven input networks are composed of 51 actors overall. Merging them implies adding Sboxes. Therefore, TOP.f integrates 78 actors that are 8 less than TOP.p, but the shared actors (not considering the Sboxes) are 10 against 18. Less overlapping means less Sboxes adoption. Keeping the $chgb$ and the cubic_conv kernel in parallel saves 16 Sboxes, but requires replicating 8 actors determining the 15.3% of additional estimated power consumption.

4.2.1 Remarks: Dealing with design space exploration problems you need to consider that: full search approaches, where all the design points within the design space are explored and characterised in terms of objective functions, are generally unfeasible. Design space cardinality, and consequently the exploration time, may explode. The explorations proposed in this paper required to evaluate 13,693 points, which is still feasible since it took a couple of minutes. Nevertheless, as soon as the number of input

---

Table 1: Computational kernels of the zoom application

| Kernel     | No. of actors | No. of occ | Data size | Functionality          |
|------------|--------------|------------|-----------|------------------------|
| abs        | 1            | 3150       | 1         | absolute value calculation |
| min_max    | 1            | 1050       | 2         | maximum/minimum finding |
| chgb       | 7            | 3072       | 16 × 16   | bilevel/grey-scale block checking |
| median     | 9            | 1069       | 4         | median calculation     |
| cubic_conv | 6            | 408        | 16 × 16   | cubic filter convolution calculation |
| cubic      | 10           | 1070       | 4         | linear combination calculation |
| sbwlabel   | 17           | 2722       | 16 × 16   | edge block checking    |

Table 2: Composition for the sub-optimal platforms

|          | TOP.f | TOP.p |
|----------|--------|-------|
| total actors | 78     | 86    |
| sbox actors (%) | 37 (47) | 53 (62) |
| other actors (%) | 41 (52) | 33 (38) |
| shared actors (%) | 10 (20) | 18 (35) |

Calculated with respect to the total number of actors for the optimal solution.

Calculated with respect to the total number of actors of the input nets.
networks grows, that may not be doable anymore. Fig. 7 shows the 3^*N! relationship that holds between the design space size and the number of input networks N.

Considering our problem, the exploration of the design space to retrieve TOP.f and TOP.p, these considerations are valid:

- TOP.p normally is an ‘all-merged’ solution. By construction, the smallest is the number of actors, the smallest would be the values retrieved by (2) and (3).
- TOP.f may be a ‘partially-merged’ solution. The fewer networks you merge, the shorter should be the worst critical path.

Therefore, it would possible to exploit these assumptions to analyse just those parts of the design space relevant for the given problem, basing on the effort set by the user. Still, on the considered portions, you will end up doing an exhaustive exploration.

To avoid exhaustive explorations, heuristic algorithms can be successfully used to reduce the overall exploration time by computing an approximated Pareto set of configurations, as in [31, 32]. In our case, we may use similar approaches to reduce the cardinality of our design space. Moreover, automated strategies based on high-level information can be proposed. In particular, with respect to the exploration of the ‘partially-merged’ part of the design space, two meaningful metrics could be considered:

- Probability of each actor to impact on the system operating frequency, which is proportional to the number of networks accessing it. If the network(s) containing the actor(s) with the highest probability are placed in parallel, rather than merged, higher operating frequency values are achievable, since smaller Sbox chains will be present. A smart selection of the combinations in the third term of (1) can be implemented.
- Power overhead introduced when a network is placed in parallel, rather than merged.

Table 3 Area occupancy on ASIC for the implemented designs

|          | freq_nocg | freq_cg | pwr_nocg | pwr_cg |
|----------|-----------|---------|----------|--------|
| area, \(\mu\text{m}^2\) | 135 819   | 136 076  | 124 026  | 124 579 |

Table 4 Power consumption on ASIC for the implemented designs

|          | freq_nocg | freq_cg | pwr_nocg | pwr_cg |
|----------|-----------|---------|----------|--------|
| static power, mW | 0.072     | 0.072   | 0.066    | 0.067  |
| dynamic power, mW | 32 569    | 1002    | 27 887   | 1885   |
| total power, mW  | 32 641    | 1073    | 27 953   | 1952   |

With respect to the exploration of the ‘all-merged’ part of the design space, instead, statistical studies may lead to the definition of a proper heuristic method for the exploration of the design points that have different frequencies, at the minimum area and power values.

As a conclusion, clearly the design space size explosion, in some cases, may be an issue. Different properties/characteristics/metrics of the design space can be exploited to define a robust and scalable heuristic algorithm performing approximated Pareto analysis. The actual implementation of those heuristics will constitute one of the future improvements of the proposed work.

4.3 Dynamic power management discussion

To evaluate the effectiveness of the proposed dynamic power management strategy, we are going to show the results related to four different assembled platforms:

- \(\text{freq}_\text{nocg}: \text{TOP.f}\) without logic regions identification;
- \(\text{freq}_\text{cg}: \text{TOP.f}\) with logic regions identification;
- \(\text{pwr}_\text{nocg}: \text{TOP.p}\) without logic regions identification;
- \(\text{pwr}_\text{cg}: \text{TOP.p}\) with logic regions identification.

The Clock Set Definer extracts different logic regions for \(\text{TOP.f}\) and \(\text{TOP.p}\), since they have different compositions. In particular, 9 regions are identified for \(\text{TOP.f}\) and 13 for \(\text{TOP.p}\). On ASIC their merging process is not necessary. We have synthesised the above-listed designs using Cadence SoC Encounter on the same technology and at the same frequency used to carry out the structural power management process.

Table 3 shows the synthesis results in terms of area occupancy. \(\text{freq}_\text{nocg}\), as expected, occupies more area than \(\text{pwr}_\text{nocg}\). The percentage of saving adopting the latter is about 8.7%. Table 3 shows also clock-gating overhead: 0.15% (\(\text{freq}_\text{nocg}\) against \(\text{freq}_\text{cg}\)) and 0.45% (\(\text{pwr}_\text{nocg}\) against \(\text{pwr}_\text{cg}\)). The estimation error among the real synthesis values and those achieved with (2) is, on average, 0.14%.

Table 4 shows the synthesis results in terms of power consumption. The power consumption of \(\text{pwr}_\text{nocg}\), as expected, is 14.3% lower than the \(\text{freq}_\text{nocg}\) one. The estimation error among the real synthesis values of \(\text{TOP.f}\) and \(\text{TOP.p}\) and those achieved with (3) is, on average, 9.8%.

When clock gating techniques are applied a considerable power saving seems achievable. Nevertheless the estimations provided by the synthesiser are not realistic, not taking into account real execution conditions (default

Table 5 Power consumption on ASIC for the implemented designs during the execution of the zoom application

|          | freq_nocg | freq_cg | pwr_nocg | pwr_cg |
|----------|-----------|---------|----------|--------|
| total power, mW | 6908      | 1737    | 6036     | 1732   |
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switching rates are adopted, the same holds for the back-annotated values used by the MDC profiler). Consequently, you can notice as in Table 4 pwr_cg seems dissipating more than freq_cg. Therefore, to achieve more accurate estimations, we have retrieved the switching activity executing each computational kernel stand-alone on the four assembled platforms and we have used it to compute the values provided in Table 5. These more realistic values for power consumption have been estimated as the sum of the single kernel dissipation values weighted for their occurrences within the zoom execution (see Table 1). They are considerably different with respect to the estimations in Table 4, especially for the designs without clock gating (switching off several units at the same time clock gated platforms are less affected, on average, by default switching rates). The pwr_nocg design still allows saving the 12.6% of power with respect to the freq_nocg one. When the real switching activity is considered, you can notice that the pwr_cg and the freq_cg values are quite similar. This is due to the fact that the identified logic regions, in both designs, are optimal either in the area/power domain either in the frequency one. Therefore, in both cases, when clock gating is applied just the minimum set of functional units to guarantee computing correctness is turned on.

To conclude, dynamic power management leads to save, respectively, the 74.9 and the 71.3% of power in the TOP,f and the TOP,p designs. This large saving amount is determined by the fact that we are dealing with multi-functional designs, where several functional units may be unused while executing a specific computation: for example, when abs or min_max kernels are executed (see Table 1) only one actor is active on 41 (TOP,f) or 33 (TOP,p).

### 4.4 FPGA prototype

This section is meant to discuss a prototype implementation of a processor-coprocessor system on FPGA to accelerate the zoom application, adopting the proposed power-aware design flow. MDC assembles the coarse-grained reconfigurable computing core of the accelerator that embeds also:

- a local memory, to store given inputs and processed results,
- a finite state machine, to manage data transfers to/from memory,
- a bus interface, to communicate with the host processor.

In this paper, the described acceleration unit has been coupled to a MicroBlaze soft-core via a PLB system bus on a Xilinx Virtex 5 FPGA board. Execution trials demonstrated a speedup of 1.84 when the coprocessor is adopted during the zoom of a 128 × 128 pixels image.

We have prototyped all the four previously discussed designs. Table 6 depicts the resource utilisation on the targeted FPGA, extracted by the Xilinx Synthesis Technology (XST) tool. It is possible to appreciate more or less the same trend of the ASIC area occupancy: the pwr_nocg occupies a bit less slices (about the 11%) than the freq_nocg. In the latter case there are also two additional BRAMs occupied: actors duplication involves memory blocks. When clock gating is applied there is a slices overhead correspondent to 4% (freq_nocg against freq_cg) and 10% (pwr_nocg against pwr_cg). This overhead is shown also by the used BUFGs: 9 for TOP,f and 13 for TOP,p. Not reaching the 32 available BUFGs, logic regions merging is not applied.

To analyse the power consumption we have adopted the Xilinx Power Analyser (XPA) tool. Estimations are provided in Table 7 and have been computed as in the ASIC case: each computational kernel has been executed stand-alone to record its switching activity and then the dissipated power has been estimated as the sum of the kernels dissipation values weighted for their occurrences within the zoom execution. This power estimation has been obtained with an operating frequency of 100 MHz (the maximum one of the considered designs).

On FPGA, pwr_nocg saves the 34% of power with respect to freq_nocg, still validating the effectiveness of the topology optimisation. The system composition is fundamental: in the TOP,f design, three BRAMs are required because of actors duplication, but they are used by different kernels. So that in the freq_cg design they are mutually switched off, saving nearly the 81% of the BRAMs related power, a significant portion of the overall consumption. Clock gating is effective for both the designs, with a resulting saving of 40% for the TOP,f design and of 23% for the TOP,p one, but mapping has a key role. Clock gating not only implies additional resources overhead, but forces the utilisation of the BUFGs that have a fixed position. This may cause a larger spreading of the design on the board, negatively affecting power dissipation because of data transmissions on longer links.

To conclude the proposed design flow can be adopted also for FPGA targets, but additional constraints and more accurate models (e.g. [22] or [26]) should be adopted to improve the achievable results.

### 5 Conclusions

In this paper, we addressed the problem of providing high-level power management while implementing coarse-grained platforms running different applications on shared resources. Heterogeneous runtime reconfigurable systems are deployed.

### Table 6 Resource occupancy on FPGA for the implemented designs

| Resource (available) | freq_nocg | freq_cg | pwr_nocg | pwr_cg |
|----------------------|-----------|---------|----------|--------|
| Slices (7200)        | 1565 (22) | 1629    | 1387 (19)| 1519   |
|                      | (23)      | (21)    | (21)     | (21)   |
| Slice Regs (28)      | 353 (12)  | 3896    | 3092 (11)| 3119   |
|                      | (12)      | (11)    | (11)     | (11)   |
| Slice LUTs (800)     | 5031 (17) | 5092    | 4574 (16)| 4661   |
|                      | (18)      | (16)    | (16)     | (16)   |
| BRAMs (60)           | 3 (5)     | 3 (5)   | 1 (2)    | 1 (2)  |
|                      | (6)       | (6)     | (6)      | (6)    |
| DSPs (48)            | 7 (15)    | 7 (15)  | 7 (15)   | 7 (15) |
|                      | (15)      | (15)    | (15)     | (15)   |
| BUFGs (32)           | 2 (6)     | 9 (28)  | 2 (6)    | 13 (41)|

### Table 7 Power consumption estimation, per resource, on FPGA for the implemented designs

| Resource       | freq_nocg | freq_cg | pwr_nocg | pwr_cg |
|----------------|-----------|---------|----------|--------|
| Logic, mW      | 5.1       | 4.8     | 4.9      | 3.9    |
| Signal, mW     | 8.1       | 9.1     | 8.8      | 7.9    |
| BRAMs, mW      | 15.2      | 2.9     | 4.9      | 2.4    |
| DSPs, mW       | 0.5       | 0.5     | 0.5      | 0.5    |
| TOT, mW        | 28.9      | 17.3    | 19.0     | 14.7   |
Two are the basic assumptions of this work: (i) power reduction is of paramount importance in modern battery dependent designs; and (ii) systems heterogeneity and complexity is so challenging that manual strategies require too much effort to be considered still viable.

The proposed methodologies have been used to extend a dataflow-based design framework for coarse-grained reconfigurable designs, the MDC tool. MDC has been conceived within MPEG-RVC research studies [5, 6], but it has already been adopted to characterise systems in different signal processing contexts [7–9]. The importance of the proposed power-aware extension of the MDC tool is mainly related to the fact that, within the MPEG-RVC framework, power consumption is still an open issue and, as far as we know, early-stage power estimation/management strategies are currently under scrutiny. Our solution combines structural and dynamic strategies applied automatically at the modelling level. We have demonstrated how topology may affect power in coarse-grained architectures and that it is possible to adopt a graph-based strategy to lower also dynamic power consumption.

Results on ASIC confirmed the expectations both at the structural and at the dynamic level. With respect to the presented zoom application, the topology exploration allowed to define two sub-optimal solutions (in the frequency and in the area/power domains) within a design space of more than 13 thousand points. The dynamic power optimisation applied to those designs led to save approximately the 70% of the consumed power. On the FPGA prototypes, it is still possible to appreciate the benefits of the proposed methodology, although dedicated models would be required.
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