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Abstract

Cellular automata are a set of computational models in discrete space that have a discrete time evolution defined by neighbourhood rules. They are used to simulate many complex systems in physics and science in general. In this work, statistical mechanics and thermodynamics are used to analyse every totalistic two-dimensional cellular automata. Thermodynamic variables and potentials are derived and computed according to three different approaches to determine if a cellular automaton rule is representing a system akin to the ideal gas, in or out of the thermodynamical equilibrium. It is suggested that this classification is sufficiently robust and predictive of interesting properties for particular set of rules.
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I. INTRODUCTION

A cellular automaton (CA) is a computational system that is composed of a set of cells defined on a lattice. Each cell has a state that evolves following discrete time-steps. The state is updated to the next time-step according to some rules which, depending on the state of the cell’s neighbourhood, give the configuration at the next time step. Given this simple definition, cellular automata have demonstrated a surprising complexity and range of applications. Cellular automata are a typical example of the emergence of complex patterns and behaviours from a simple set of rules. Most literature focuses on binary cellular automata of one and two dimensions. Binary means that each cell can take one of two values, sometimes it also referred to as Boolean. In this work, we study and classify every totalistic rule of two-dimensional binary cellular automata. Totalistic, or additive, means that the update of the state of the cell is described by the total number of neighbours in a given state, instead of the value of each neighbourhood site.

In general, the number of available states does not necessarily need to be two. Furthermore, the neighbourhood can be defined in different ways in arbitrary dimensions \[1\]. However, dimensions higher than two require higher computational power and have a much larger number of possible rules. Additionally, there is a greater proportion of rules that generate trivial outcomes. Similarly, the study of non-totalistic and eventually extended neighbourhood cellular automata would massively increase the number of rules, beyond the scope of this paper.

In the last few decades, there have been several studies to evaluate and characterize the complexity of cellular automata, in both qualitative and quantitative ways. Among the qualitative evaluation of complexity emerging from different rules, it is worth mentioning Stephen Wolfram’s four-class classification \[1\] and the six class classification by Li, Packard and Langton \[2\]. Quantitatively, complexity has been tackled starting from many different assumptions. Most approaches make use of entropy as a measure of complexity \[1–4\]. Other works use concepts such as mutual information, causal entropic forces, self-organized criticality and 1/f noise, compression length as well as the definition of completely new quantities \[3–7\].

CA have been applied in different fields and contexts, specifically in systems that iterate over local rules (cf. \[8, 9\] and refs. therein). These include disease spreading \[10\] and recent
applications to protein folding [11] and transport phenomena [12]. Therefore, the finding of simple reliable metrics for evaluating the behaviour of cellular automata can be very beneficial in accelerating the development of further applications. Furthermore, CA have also been studied in relation to statistical mechanics, mainly for the investigation of phase transitions [2] and the Ising model [13]. Since CA offer a lattice grid with two values, they can be made to correspond to spin up and spin down. Historically, cellular automata have been used to model physical systems and vice-versa, with present interest in the thermodynamic characterization of cellular automata at quasi-equilibrium [14].

This work studies the thermodynamic properties of cellular automata from different perspectives. Different metrics from statistical mechanics and classical thermodynamics, in and out of equilibrium, are tested to find a way to quantitatively describe the behaviour arising from different rules. There has been some work in this direction [15, 16], but no comprehensive study of how to directly translate thermodynamical macrostates to the framework of cellular automata involving the complete account of every totalistic rule. The statistical mechanics approach used in this work has the great advantage of processing a large number of CA rules in an automated way. The classification obtained can serve as a pre-selection of interesting rules.

In the following section, we assume a definition for the energy of different states, and define different ways to compute the entropy, temperature, heat capacity, Helmholtz free energy, and pressure. We compare these quantities derived from a benchmark with the ideal gas definitions, in order to identify whether a particular rule is akin to an ideal gas. We also compare the benchmark to quantities based on partition function or non-equilibrium treatments. We use this to classify a particular rule accordingly. In the result section we discuss the stability of the results obtained.

II. CLASSES

A. Benchmark

Cellular automata lend themselves very well to the framework of statistical mechanics. The system is a partition by construction and the state of each cell $i$ can be interpreted as an unit-less energy state $E_i$. In the case of binary cellular automata, this leads to two
possible energy states per cell, namely $E_i = 1$ and $E_i = 0$. We consider the total energy of a configuration $s$ as independent contributions from each lattice point, which gives,

$$E^s = \sum_i E_i .$$  \hspace{1cm} (1)

The state update rules are deterministic and defined in Appendix A. Given a rule, the assumption of independent energy contribution implies that the system does not follow an Hamiltonian evolution, as expected from a cellular automata. This assumption is further justified according to the purpose of obtaining a physically inspired classification scheme.

Given a rule, the probability for the occurrence of a given configuration $P(E^s)$ could be specifically derived, together with an energy profile that reflects lower energy for the most common configurations. However, deriving the specific probabilities for each cell based on the set of rules is exactly what one attempts to avoid by using a thermodynamical approach.

For the purpose of this classification, we define the probability that a cell is in state $E_i$ as the probability that, if one picks a random cell from the system and checks what state it is in, it is found in state $i$. This probability corresponds to $P(E) = \frac{n(E)}{N}$, with $N$ being the total number of cells of the system, and $n(E)$ the number of cells at energy $E$. By further assuming that each microstate at a given energy is equally likely, the expression for entropy (B1), can be rewritten as

$$S = -N \sum P(E) \log P(E) \ \text{(cf. Appendix B).}$$

Following this, by observing that in a two level system $n(1) = E^s$ and $n(0) = N - E^s$, the entropy corresponding to a configuration is,

$$S = - \left( E^s \log \frac{E^s}{N} + (N - E^s) \log \left(1 - \frac{E^s}{N} \right) \right).$$  \hspace{1cm} (2)

To be noted that the above expression is based on the assumption that all states at the same energy are equally likely. This assumption is known as the principle of equal a priori probability and it is considered to be a postulate of statistical mechanics. It is by no means obvious that this principle holds for cellular automata as well. However, this assumption is useful to statistically study the characteristics of cellular automata and its validity will be checked in Sect. III.

Once $S$ and $E^s$ are established, temperature can be calculated using their familiar relation leading to (cf. Appendix B),

$$T = \frac{1}{\log \left(\frac{N - E^s}{E^s} \right)}. \hspace{1cm} (3)$$
Thus, the heat capacity $C$ is,
\[ C = \frac{\partial E^s}{\partial T} = \left( \frac{\partial T}{\partial E^s} \right)^{-1} = -\frac{N}{E^s(E^s - N)(\log(1 - E^s/N) - \log(E^s/N))^2}, \tag{4} \]
and the Helmholtz free energy $A$ is
\[ A = E^s - TS = N \frac{\log \frac{N-E^s}{N}}{\log \frac{N-E^s}{E^s}}. \tag{5} \]

Pressure could be calculated from the Helmholtz free energy in relation to a change of volume. Alternatively, there is the option of deriving pressure in analogy to its microscopic definition, counting of the interactions at the boundaries. Namely, as the energy density of the boundaries, which is the energy of the boundary cells divided by the number of boundary cells $4\sqrt{N} - 4$, so
\[ P = \sum_{i \in \text{boundaries}} \frac{E_i}{4\sqrt{N} - 4}. \tag{6} \]

We will use (2-6) as benchmark for the behaviour of cellular automata and compare these quantities to the ones derived from a partition function or in analogy with the ideal gas.

### B. Partition Function

The partition function of the binary cellular automaton with energy (1) is derived in Appendix B with the assumption of equal a priori probability, which holds true particularly for small energy variation. This leads to,
\[ Z = e^{-N/T} \frac{(e^{N+1}/T - 1)}{e^{1/T} - 1}, \tag{7} \]
where $N$ is the number of cells in the lattice and $T$ the temperature.

From the partition function it is possible to analytically derive the relevant thermodynamical quantities. Considering $\log(Z) = -N/T + \log(e^{N+1}/T - 1) - \log(e^{1/T} - 1)$, for large $N$ and $N \gg T$ the first and the second term in the expression cancel out, leading to $\log(Z) = -\log(e^{1/T} - 1)$. Thus one can rewrite the aforementioned thermodynamical quantities as,
\[ \langle E^s \rangle = \frac{e^{1/T}}{e^{1/T} - 1}, \tag{8} \]
\[ C_Z = \frac{e^{1/T}}{(e^{1/T} - 1)^2T^2}. \tag{9} \]
\[ A_Z = T \log(e^{1/T} - 1), \]  

(10)

and similarly \( S \) and \( P \),

\[ S_Z = \frac{e^{1/T}}{T(e^{1/T} - 1)} - \log(e^{1/T} - 1) \]  

(11)

and

\[ P_Z = \frac{\log \frac{N-2E^s}{E^s}}{(N-E^s)\log^2\frac{N-E^s}{E^s}} - \frac{1}{(N-2E^s)\log \frac{N-E^s}{E^s}}, \]  

(12)

which has been obtained using (3) for temperature.

C. Ideal gas

With the interpretation of cells as point-like particles, volume and particle number are essentially equivalent (or proportional), both corresponding to \( N \), leading to significant simplifications as shown in the quantities below. In the framework of the ideal gas, energy can be derived from temperature as \( E = \frac{3}{2} NT \), in the case of a two-dimensional system, this should become \( E^s = NT_I \) that defines the ideal gas temperature \( T_I \).

The entropy of an ideal gas is described by the Sackur-Tetrode equation. In this case, it is necessary to derive the two-dimensional Sackur-Tetrode equation (cf. App. C), Therefore,

\[ S_I = N \log(E^s). \]  

(13)

The ideal gas temperature \( T_I \) can be also obtained as \( T_I = \frac{\partial E^s}{\partial S_I} = (\frac{\partial N \log E^s}{\partial E^s})^{-1} = E^s/N. \)  

(14)

So,

\[ T_I = \frac{E^s}{N}, \]  

in correspondence with the previous definition. Despite the assumptions made in the derivation of \( S_I \) it still reproduces the expression \( E^s = NT_I \). Similarly, the heat capacity \( C_I = \frac{\partial E^s}{\partial T_I} \) becomes \( C_I = N \), following the two-dimensional ideal gas.

Using the ideal gas entropy (13) and temperature (14), the Helmholtz free energy becomes

\[ A_I = E^s - E^s \log(E^s) = NT_I - NT_I \log(NT_I). \]  

(15)

Thus,

\[ P_I = -\frac{\partial A_I}{\partial N} = T_I \log(NT_I). \]  

(16)
Another possibility for the calculation of temperature is to consider another physically inspired definition. $T_A$ is defined based on the activity of the cellular automaton, by analogy to the concept of the average kinetic energy of the molecules,

$$T_A = \frac{1}{N} \sum_{i=1}^{N} |E_{i,t+1} - E_{i,t}|.$$  

That is, $T_A$ is the sum of all value changes in the automaton divided by the number of cells [7]. The interpretation of temperature exclusively as the average kinetic energy of the molecules is valid only for an ideal gas model. We are going to use this definition to classify the rules where the ideal gas model can be applied to cellular automata and the assumptions of the ideal gas hold. Note also that we have assumed independent energy contributions from the active lattice points. This implies that those rules which update the state of the system compatibly with an independent particle evolution, will be interpreted as "ideal" within this scheme. This will help identifying and classifying the rules.

D. Nonequilibrium Thermodynamics

A final approach to the problem of the thermodynamics of cellular automata is provided by the formalism of nonequilibrium thermodynamics, as developed by Prigogine [17]. This approach is based on the concept of local equilibrium. That is, the parts of a thermodynamic system outside of equilibrium are individually in local thermodynamical equilibrium. This allows to define intensive quantities as time and space-dependent, while extensive quantities are substituted by their relative densities, so $T(x,t), P(x,t), s(x,t) = S(x,t)/N$ and $e(x,t) = E(x,t)/N$. This approach to the thermodynamics of the system assumes that the quantities do not depend on the gradients of the system. That is, the system is not far from equilibrium.

This work attempts to get an overview of the applicability of the postulate of local equilibrium for some cellular automata rules by partitioning the system into boxes and recursively compute the thermodynamical variables. Therefore, in this way justifying the approaches above based on the principle of equal a priori probability. Specifically, if the energy density has similar values across the partition, then the principle of equal a priori probability is valid.

There is a trade-off when choosing the number of boxes to partition the system into. A high number of boxes gives a better picture of locality but it is a problem in the fact that
the quantities are not well defined for small boxes since the thermodynamical limit is not reached. Vice-versa, when there are too few boxes, each box has well-defined quantities but the picture of locality is less detailed. A good compromise is found by using 25 boxes so that each box has 6400 cells when using a cellular automaton of 160000 cells. The output consists of a set of local averages of the variables over the evolution.

**E. Classification**

We investigate the rules based on the approaches previously defined. Specifically, we look if the system can be reliably described using partition function to identify it as a system in thermodynamical equilibrium. At the same time, we consider if the system’s activity corresponds to the ideal gas temperature. The rules which reach zero activity in a 'short time', less than 100 iterations, are classified as ”dead”. By using this classification technique one could restrict the pool of rules among which to choose for a study. If, for instance, one would want to study non-equilibrium behaviour, instead of having to choose among all 18150 rules, it would only need to choose among rules that fall on that end of the classification scheme.

To evaluate whether two thermodynamical quantities are giving comparable results we consider the coefficient of variation. The coefficient of variation is a very useful metric that indicates the sample standard deviation \( \sigma \) in relation to the sample mean \( \mu \) and it is thus scale independent. We calculate the coefficient of variation with respect to different definitions of the Helmholtz free energy for benchmark \( \langle 5 \rangle \) and partition function \( \langle 10 \rangle \),

\[
CV_A = \frac{\sigma(A(t)/A_Z(t))}{\mu(A(t)/A_Z(t))}, \\
(18)
\]

where \( \sigma \) and \( \mu \) are calculated among the set of the values for the first 40 time steps \( t \). If this value is smaller than a certain threshold, the two values of the Helmholtz free energy are proportional, hence are equally descriptive, which means that the partition function is a good approach to the system. Therefore, we classify it to be an equilibrium cellular automaton. The reason behind the choice of the Helmholtz free energy is that it is the most direct metric from the partition function, whereas expected energy and heat capacity require derivatives.

To evaluate if a rule corresponds to an ideal gas or not, we consider the coefficient of
variation of the ratio between the ideal temperature \([14]\) and the activity temperature \([17]\),

\[
CV_T = \frac{\sigma(T_A(t)/T_I(t))}{\mu(T_A(t)/T_I(t))},
\]

where \(\sigma\) and \(\mu\) are calculated among the set of the values for the first 25 time steps. If this value is smaller than a certain threshold, the two temperatures are proportional, hence the ideal gas temperature can be viewed as an average activity. Therefore, we classify it to be a cellular automata akin to the ideal gas.

To define and verify the stability of the classification scheme, we run every single rule over four settings (cf. Appendix A):

- 400 \(\times\) 400 cells cellular automata with periodic boundary conditions;
- 400 \(\times\) 400 cells cellular automata with closed boundary conditions;
- 100 \(\times\) 100 cells cellular automata with periodic boundary conditions;
- 100 \(\times\) 100 cells cellular automata with closed boundary conditions.

If different runs lead to a different classification we say that a rule has switched classes. The final classification thresholds are defined as the non-trivial thresholds that lead to the lowest number of class switches. These values are obtained through a grid search with a granularity of 0.01 for both thresholds.

III. RESULTS

We initialize each cellular automata with a random sample of total energy \(E^* = 0.1N\) and let it evolve for 100 iterations. One important remark to make is that a considerable amount of rules show zero activity before reaching the 100th iteration. That is, cellular automata often ”freeze out”. This is not surprising, since a large number of rules will have many deaths respect to few birth conditions or vice versa. For example, the rule with death condition for 1 to 7 neighbours and birth condition only with 8 alive neighbours will invariably die, unless it were fully populated and with periodic boundary conditions. Depending on the boundary conditions and the size, this number varies slightly. Generally, it oscillates around 3500, which is close to one-fifth of all rules taken into account. We classify these rules separately as ”dead”.
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Figure 1 displays the distribution of $CV_A$ in scatter plots against $CV_T$ for the different sizes and boundary conditions. It is possible to appreciate the essentially similar results in the four cases, comparing between small and big sizes and between closed and open boundaries. Generally, we have found that cellular automata show the same or similar thermodynamical behaviour with periodic and closed boundary conditions and with variations in size. This shows that the thermodynamic quantities defined are often valid and fairly stable.

Following these results, the thresholds that minimize the number of rule switches have been found to be 0.16 for $CV_T$, which resulted in 1772 class switches and 0.73 for $CV_A$, which resulted in 1113 class switches. The total number of rule switches is 2819 which is less than the sum of the individual switches since some rules switch in both cases. We show a graph with a highlight on the rules that switched in figure 2. Figure 3 shows an histogram of the final classification for each rule, based on $400 \times 400$ cellular automata with closed boundary conditions.

The classification results are scale-independent. However, the different quantities cannot be compared with each other directly, because of the different underlying assumptions in their derivation and of the different treatment of constants and units. In this work, constants have been disregarded due to the lack of a physical scale. A way of comparing the results is to normalize them to the same starting value as done in Figs. 4 - 6. Generally, the results show some small scale fluctuations, which are a consequence of the finite and limited size of the automata.

The results obtained in Fig. 4 are a direct consequence of the energy state $E^s$. This approach also correctly reproduces the transition to negative temperature states for an occupation $E^s > N/2$, where a system at a given temperature can evolve into a system at negative temperature. Of course this transition is not allowed in classical thermodynamics in the case of unbounded phase space and energy conservation [18]. The transition is accessible to cellular automata because they do not necessarily obey energy conservation and the phase space provided is limited. The entropy $S$ of a two-state system (2) is maximized at $E^s = N/2$. Therefore, any move from that energy state will cause a decrease in entropy. If the energy increases further, occupying more sites, the temperature is negative.

Regarding the other quantities, the Helmholtz free energy is negative at positive temperature and vice versa for all rules and it is minimized when entropy is maximized, as expected. The heat capacity is always positive but has a somewhat unpredictable behaviour, some-
times stationary, sometimes increasing and sometimes decreasing with each time step. The pressure is generally monotonously increasing with energy, which is a direct consequence of the fact that the energy tends to distribute evenly across the grid and it offers a weak but reassuring justification of the postulate of equal a priori probability. After all, the pressure is defined just as a localized energy density. A more thorough justification of the principle of equal a priori probability is offered by the non-equilibrium approach described in section III.

The partition function approach is valid for equilibrium or near equilibrium cellular automata. It is fundamentally different from the other approaches since it is based on temperature instead of energy. It breaks down if negative temperatures are reached since \( \lim_{T \to 0^-} Z(T) = \infty \).

Overall, the metrics do not show very quick changes. Generally, these equilibrium rules either oscillate around equilibrium, as shown in Fig. 5, or reach an equilibrium state in a slow and controlled manner, i.e., with small gradients. This is generally true for temperature, energy and entropy in the same way. The Helmholtz free energy is generally negative and evolves in opposite direction than the aforementioned quantities. Heat capacity tends to zero at low temperatures and to one at higher temperatures. An example of this approach is found in Fig. 5, where all quantities oscillate around a stable value. The values for the ideal gas, partition function and benchmark are shown for all the quantities.

Finally, the reader might be interested in seeing the behaviour of the thermodynamical quantities of the well-known Game of Life. Figure 6 shows that.

**Local equilibrium**

Using the approach described in Sec. III, we find that the energy is evenly distributed among the partitions for most rules. This has been checked by calculating the spread between the energy density of the partition with the highest average value and the lowest average value when running the cellular automata for 100 time-steps. For 17684 out of 18150 rules this spread has been found to be below 0.1 and in only 37 rules above 0.3. This provides a good validation of the principle of equal a priori probability.

However, a large number of rules have a sizeable deviation of temperature among the partitions. This means that some rules deviate from thermal equilibrium, showing gradients
and localities in the temperature distribution. We classify these cases as "non-equilibrium". An example of the temperature distribution for both a rule showing equilibrium and a non-ideal far from equilibrium rule are shown in Fig.7. Sometimes, when the energy of the automaton is close to \( E^* = N/2 \), the measures show some boxes at positive temperature and some boxes at negative temperature, which is expected, since the automaton is close to the temperature transition. Since the partition function breaks down for these rules, they have been classified as non-equilibrium even though they might a quite uniform negative temperature distribution.

FIG. 1: Scatter plots of \( CV_A \) against \( CV_T \). Each point is one of the totalistic binary cellular automata rules. (a) 400 × 400 cellular automata with periodic boundary conditions; (b) 400 × 400 cellular automata with closed boundary conditions; (c) 100 × 100 cellular automata with periodic boundary conditions; (d) 100 × 100 cellular automata with closed boundary conditions.
FIG. 2: Scatter plots of $CV_A$ against $CV_T$ for cellular automata of size $400 \times 400$ with closed boundary conditions with a highlight on the rules that switched classes when open boundaries are applied, based on the thresholds of 0.16 for $CV_T$ and 0.73 for $CV_A$.

FIG. 3: Result of the classification for $400 \times 400$ cellular automata with closed boundary conditions. The resulting classes are (a) dead, corresponding to inactivity before the 100th iteration; (b) ideal gas in equilibrium; (c) ideal gas outside of equilibrium; (d) non-ideal gas in equilibrium; (e) non-ideal gas outside of equilibrium.
FIG. 4: The figure shows the energy, entropy, temperature, Helmholtz free energy, heat capacity and pressure as defined in section II A for a cellular automaton with 160000 cells evolving according to the rule with $B = \{3\}$ and $D = \{0, 1, 7, 8\}$ (Non-ideal cellular automaton outside of equilibrium)
FIG. 5: Results from indicated quantities calculated from the benchmark (solid line), the Ideal gas (dashed line) and the partition function (dotted line) evolving according to the rule with $B = \{1, 3, 6, 7\}$ and $D = \{0, 2, 4, 5\}$ (ideal cellular automaton in equilibrium). In the case of the temperature, the dotted line represents the average activity. All values have been normalized to the same starting point by multiplying the values with the ratio between the first value of the series considered and the first value of the benchmark series.
FIG. 6: Results from indicated quantities calculated from the benchmark (solid line), the Ideal gas (dashed line) and the partition function (dotted line) evolving according to the rule with $B = \{3\}$ and $D = \{0, 1, 4, 5, 6, 7, 8\}$ (Game of Life). All values have been normalized to the same starting point by multiplying the values with the ratio between the first value of the series considered and the first value of the benchmark series.
FIG. 7: Temperature heatmap of a 160000 cells cellular automaton partitioned into 25 subdivisions and evolving according to the rule with $B = \{2\}$ and $D = \{0, 4, 6, 8\}$ (a) and the rule with $B = \{1, 3, 6, 7\}$ and $D = \{0, 2, 4, 5\}$ (b).

IV. CONCLUSION

The focus of this paper has been the exploration of the application of basic concepts of equilibrium statistical mechanics to two-dimensional cellular automata. The principle of equal a priori probability was verified to hold according to our definitions when tested using a local equilibrium approach. The quantities that have been defined successfully could be useful for the simulation and modelling of statistical mechanical systems and the understanding of the equilibrium properties of simple cellular automata.

The development of a physically derived quantitative classification scheme for two-dimensional cellular automata has shown to be robust for 84.45% of the rules, with the rest being between classes. Possibly, this work provides a step forward into more rigorous and quantitative classification systems for cellular automata with an unperturbed evolution from an initial density. Generally, the classification scheme used can be applied to the prediction of the behaviour of any model system that evolves according to local interactions, by individuating the cellular automata rule that corresponds to the interactions that govern it.

A natural next step for this work could be further investigate the application to the non-equilibrium formalism. Non-equilibrium thermodynamics methods could similarly be used to study every totalistic rule as done in this study instead of individual cases. Eventually the
thermodynamical properties of systems of connected cellular automata, subject to different
sets of rules and study the non-equilibrium processes associated with them (e.g. heat flow
and diffusion).

Appendix A: Notation, neighbourhoods and boundaries

This work analyses the behaviour of additive rules, so rules depend only on the total
values of the cells in a neighbourhood. The total number of possible additive rules, which
considers the possibility of leaving the cell in its previous state is $3^{n+1}$ where $n$ is the number
of cells in the neighbourhood. The base is three because each configuration of the $n$ cells
of the neighbourhood can lead to three outputs, dead, alive or unchanged. The exponent is
$n + 1$ because the possibility of zero active neighbours is counted too.

Considering $w$ and $h$ the width and the height of the cellular automata (i.e. the number
of cells per side) and $t$ the generation or time, the cellular automata at $t + 1$ can be described
as a function of the cellular automata at $t$ as the $w \times h$ matrix, whose components are defined
by the following expression

$$E_i(t + 1) = E_{(x,y)}(t + 1), \quad x \in \{1, 2, ..., w\}, \quad y \in \{1, 2, ..., h\}$$

where $E_i$ is the state of the cell $i$, either 1 or 0. If $B$ is the set of the number of sites that
lead to the activation of the cell and $D$ is the set of number of sites needed for the death of
a cell, satisfying the requirement

$$B, D \subset \{0, 1, ..., 8\} : B \cap D = \{\emptyset\},$$

then $E_i(t + 1)$ is defined as follows:

$$E_i(t + 1) = \begin{cases} 
1, & \text{if } \sum_{i,j \in \text{Neighbourhood}} E_{(x+i,y+j)}(t) - E_{(x,y)}(t) \in B \\
0, & \text{if } \sum_{i,j \in \text{Neighbourhood}} E_{(x+i,y+j)}(t) - E_{(x,y)}(t) \in D \\
E_{(x,y)}(t) & \text{otherwise}
\end{cases} \quad (A1)$$

In this work, the focus is mainly in the reduced Moore neighbourhood, corresponding to all
cells next to the central cell, including the diagonal and excluding the central cell. With
this kind of neighbourhood, the total number of rules is $3^9 = 19683$. We now exclude the
rules that trivially do not lead to any new birth or any new death. These rules have a trivial outcome of full population or full starvation. Considering these corrections, the number of non-trivial rules is 18150 since the number of rules taken away is $3 \sum_{i=1}^{9} \binom{9}{i} = 1533$.

Two kinds of boundary conditions are studied, closed and periodic. Periodic boundary conditions lead to the state of a cell at a boundary influencing the state of the cells at the opposite boundary (i.e. a torus). Closed boundary conditions do not put value constraints on the cells at the boundaries, but limit their neighbourhood. That is, for a reduced Moore neighbourhood, a cell at the side will have five neighbours and a cell at a corner will only have three.

**Appendix B: Derivation of partition function of binary cellular automata**

In the case of cellular automata, an approach based on statistical mechanics can simplify the study of the behaviour of large cellular automata in the same way it simplifies the study of gases and other physical systems. This work covers various measures from statistical mechanics applied to cellular automata and compares them to benchmark quantities to derive a classification scheme. Note that in this work the Boltzmann constant is kept implicit due to the lack of a natural physical scale.

Entropy $S$ is at the core of many first principle definitions in thermodynamics, hence being of fundamental importance in evaluating thermodynamical properties of cellular automata. It is important to distinguish between the different uses of entropy as a measure of complexity since the many definitions coming from both physics and information theory can yield different results [2, 3]. One of the definitions of entropy used in statistical mechanics is the so-called Gibbs Entropy $S$,

$$ S = - \sum_s P_s \log P_s . \quad (B1) $$

Using this, the temperature can be defined as the partial derivative of the energy $E^s$ of the microstate $s$ with respect to entropy $S$,

$$ T = \left( \frac{\partial E^s}{\partial S} \right)_{\tilde{N}} , \quad (B2) $$

where the other state variables $\tilde{N}$ (such as the volume and particle number) are kept constant [18].
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For a system in thermal equilibrium with a heat bath (or reservoir), the total energy of the system and the reservoir is $U_0$, the energy of the system is $E^s$ and the energy of the reservoir is the difference $U_0 - E^s$. The probability that the system is in state $s$ with energy $E^s$ is given, for a very large reservoir in thermodynamical equilibrium, by

$$P(E^s) = \frac{e^{-E^s/T}}{Z}, \quad (B3)$$

with

$$Z = Z(T) = \sum_s e^{-E^s/T} = \sum_{i=0}^N d_i e^{-i/T}, \quad (B4)$$

where $Z$ is the partition function of the system, and $d_i$ the number of configurations at energy $i$. Since $d_i$ is a binomial coefficient of large numbers it is difficult to implement computationally (in the case of a grid $N = 400 \times 400$, $d_i$ spans between $d_0 = d_N = 1$ and $d_{N/2} \approx 10^{48162}$). Therefore, keeping in mind we are interested at the partition function as benchmark for equilibrium, we consider the case where the energy variation is small, which is also the case for most of the rules after an initial transient period. In this case, the degeneracy can be approximated with a constant $d_i \approx d$, and therefore ignored, obtaining

$$Z(T) \approx \sum_{i=0}^N e^{-i/T}. \quad (B5)$$

Through the partition function, one can derive the average energy, the Helmholtz free energy and in turn the pressure, the energy fluctuations and the heat capacity of the system at equilibrium.

In this case, the Helmholtz free energy is $A_Z = -T \log(Z)$, which can be compared to the common definition $A = E^s - TS$. The average energy is $\langle E^s \rangle = -\frac{\partial \log(Z)}{\partial T} = T^2 \frac{\partial \log Z}{\partial T}$. The variance of the energy is calculated as $(\Delta E^s)^2 = \frac{\partial^2 \log(Z)}{\partial T^2}$ and it is useful for the heat capacity $C_Z = \frac{(\Delta E^s)^2}{T^2}$, which can be compared to the common definition $C = \frac{\partial E^s}{\partial T}$ [18]. Entropy can also be calculated from the partition function starting from (B1) and (B3), this leads to $S_Z = -\sum_s P_s \cdot (-E^s/T - \log(Z)) = \frac{\langle E^s \rangle}{T} + \log(Z)$.

It can also be shown (i.e. by induction) that $Z$ of Eq. (B5) corresponds to

$$Z = e^{-N/T} \left( e^{N+1/T} - 1 \right), \quad (B6)$$
Proof.

\[
N = 1 \implies Z = 1 + e^{-1/T}, \quad Z = \frac{e^{-1/T}(e^{2/T} - 1)}{e^{1/T} - 1} = \frac{(e^{1/T} - 1)(e^{-1/T} + 1)}{e^{1/T} - 1} = 1 + e^{-1/T}
\]
\[
N = K \implies Z = \sum_{i=0}^{K} e^{-i/T}, \quad Z = \frac{e^{-K/T}(e^{K+1/T} - 1)}{e^{1/T} - 1}
\]
\[
N = K + 1 \implies Z = \sum_{i=0}^{K+1} e^{-i/T}, \quad Z = \frac{e^{-K/T}(e^{K+1/T} - 1)}{e^{1/T} - 1} + e^{-(K+1)/T}
\]
\[
= e^{-K/T}(e^{K+1/T} - 1) + e^{-(K+1)/T}(e^{1/T} - 1)
\]
\[
= e^{1/T} - e^{-(K+1)/T}
\]
\[
= e^{-(K+1)/T}(e^{(K+2)/T} - 1)
\]
\[
= \frac{e^{1/T} - 1}{e^{1/T} - 1}
\]

Appendix C: Sackur-Tetrode equation for two–dimensional system

The entropy of an ideal gas is described by the Sackur-Tetrode equation as

\[
S_I = k_B N \log \left( \frac{V}{N} \left( \frac{4\pi m E_s^N}{3h^2} \right)^{3/2} \right) + \frac{5}{2} N,
\]

with \( m \) being the mass, \( h \) the Planck constant and \( k_B \) the Boltzmann constant. This is obtained starting from Boltzmann’s entropy formula, \( S_I = k_B \log(\Omega) \), where \( \Omega \) is the multiplicity or number of microstates accessible to the system. From equation 2.40 in [19], a three dimensional gas has multiplicity \( \Omega \approx V^N (2\pi m E_s^N)^{3N/2} h^{3N} N!/(3N/2)! \), where the factor \( 3N \) accounts for dimensions. Accordingly, to find the two-dimensional multiplicity, one can substitute \( V \) with \( A \) (the area) and \( 3N \) with \( 2N \), leading to \( \Omega \approx \frac{(2\pi Am E_s^N)^N}{N!} \). Using Stirling’s approximation, \( N! \approx \sqrt{2\pi N} N^N e^{-N} \) one gets \( \Omega \approx \frac{(2\pi Am E_s^N)^N}{2\pi N^{2N} e^{2N} h^{2N}} \). At large \( N \), \( 2N + 1 \approx 2N \) and \( (2\pi)^{N-1} \approx (2\pi)^N \). By using these approximations and taking the logarithm one gets the

In our treatment, the area and the particle number correspond both to the number of cells \( N \), and the mass of a cell is not defined. The constants can be grouped as \( b = \frac{2\pi m}{h^2} \), which leads to \( S_I = N \log \frac{E_s^N}{N} + N(2 + \log(b)) \), we can define \( B \equiv 2 + \log(b) \), leading to \( S_I = N(\log \frac{E_s^N}{N} + B) \). Generally, one can notice that \( B \) should be a large number. The ratio between the mass of the particles and the Planck constant squared becomes a very large number for all gases. In our treatment, it is enough to have \( B \) large enough that the entropy is always positive. \( B \) can be taken to be \( B \approx \log(N) \) to make the entropy extensive.
This is an analytical conclusion and a confirmed computational result, the analytical result is shown as

\[ C_I = \frac{\partial E^s}{\partial T} = \frac{\partial E^s}{\partial S} = \frac{\partial E^s}{\partial N \log E^s} = \frac{dE^s}{dE^s/N} = N. \] (C1)

We note that it is possible to derive an ideal gas law for cellular automata, namely finding an analytical expression for pressure, in different ways. A first naive approach could be to start from \( P_I V = N T_I \), and by noticing that \( V \propto N \), getting to an expression in the form \( P_I \propto T_I \). Indeed \( P_I \) should be a monotonously increasing function of \( T_I \). This work starts by using \( P_I = -\frac{\partial A_I}{\partial V} \), which is interpreted as \( P_I = -\frac{\partial A_I}{\partial N} \). From here, one can use the Helmholtz free energy, as it is commonly defined \( A_I = E^s - T_I S_I \).
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