1. Introduction

We are going to collect first some basic facts from Banach algebra theory and harmonic analysis in order to fix the notation (our main reference for Banach algebra theory is 

[Ż], for harmonic analysis check [R]). For a commutative unital Banach algebra $A$, the Gelfand space of $A$ (the set of all multiplicative-linear functionals endowed with weak*-topology) will be denoted by $\Delta(A)$ and the Gelfand transform of an element $x \in A$ is a surjection $\hat{x} : \Delta(A) \to \sigma(x)$ defined by the formula: $\hat{x}(\varphi) = \varphi(x)$ for $\varphi \in \Delta(A)$, where $\sigma(x) := \{\lambda \in \mathbb{C} : \mu - \lambda \delta_0 \text{ is not invertible}\}$ is the spectrum of an element $x$. Let $G$ be a locally compact Abelian group with its unitary dual $\hat{G}$ and let $M(G)$ denote the Banach algebra of all complex-valued Borel regular measures equipped with the convolution product and the total variation norm. It is also a $^*$-algebra with involution $\mu \to \tilde{\mu}$ defined for any Borel set $E \subset G$ by $\tilde{\mu}(E) := \mu(-E)$. A measure $\mu \in M(G)$ is called hermitian, if $\mu = \tilde{\mu}$ or, equivalently, its Fourier-Stieltjes transform is real-valued. The Fourier-Stieltjes transform will be treated as a restriction of the Gelfand transform to $\hat{G}$. Note that we have a direct sum decomposition $M(G) = M_c(G) \oplus M_d(G)$ where $M_c(G)$ is the ideal
of continuous (non-atomic) measures and $M_d(G)$ is the subalgebra of discrete (atomic) measures. For $\mu \in M(G)$ we will write $\mu = \mu_c + \mu_d$ with $\mu_c \in M_c(G)$ and $\mu_d \in M_d(G)$.

We recall the problem investigated by N. Nikolski in [N], which will be our main point of interest.

**Problem 1.** Let $\mu \in M(G)$ satisfy $\|\mu\| \leq 1$ and suppose that $\inf_{\gamma \in \hat{G}} |\hat{\mu}(\gamma)| = \delta > 0$. What is the minimal value of $\delta_0 > 0$ such that for any $\delta > \delta_0$ the measure $\mu$ is automatically invertible? What can be said about the norm of the inverse?

It is clear that $\delta_0 < \frac{1}{2}$ is not enough as the example of a measure $\mu := \frac{1}{2}\delta_0 + \frac{1}{2}\nu$ where $\nu$ is a probability measure with non-negative Fourier-Stieltjes transform satisfying $\sigma(\nu) = \overline{\mathbb{D}}$ shows (here $\delta_0$ is the Dirac delta at the point 0). On the other hand, it was proved in [N] that any $\delta > \frac{1}{\sqrt{2}}$ does the job and moreover the norm of the inverse is bounded by $(2\delta^2 - 1)^{-1}$.

For the readers convenience we will reprove this result now with a slightly simpler (but less general) approach. Let $\mu \in M(G)$ satisfy $\|\mu\| \leq 1$ and $\inf_{\gamma \in \hat{G}} |\hat{\mu}(\gamma)| = \delta > \frac{1}{\sqrt{2}}$. Then, by the generalization of Wiener lemma (see 5.6.9 in [R]):

$$(\mu * \tilde{\mu})(\{0\}) = \sum_{x \in G} |\mu(\{x\})|^2 = \lim_{\alpha} \int_{\Gamma} \overline{f_{\mu}}(\gamma) d\gamma \geq \delta^2 > \frac{1}{2},$$

where $\{f_{\alpha}\}$ is a system of continuous positive-definite functions with compact supports subordinated to a neighborhood base $\{V_\alpha\}$ of 0 with $f_{\alpha}(0) = 1$. The second ingredient is a version of Lemma 1.4.3 from [N] adapted to our situation.

**Lemma 1.1.** Let $\mu \in M(G)$ and let $\mu = \lambda \delta_0 + \nu$ where $\nu(\{0\}) = 0$ and $\frac{1}{2} < \delta \leq |\lambda| \leq \|\mu\| \leq 1$. Then $\mu$ is invertible and $\|\mu^{-1}\| \leq \frac{1}{2\delta - 1}$.

By the lemma, $\|(\mu * \tilde{\mu})^{-1}\| \leq \frac{1}{2\delta - 1}$ and in order to finish the argument one has only to observe that $\mu^{-1} = (\mu * \tilde{\mu})^{-1} * \tilde{\mu}$.

However, the minimal value of $\delta_0 > 0$ seems to be unknown and the question on improving the aforementioned bounds is stated in [N].

The first aim of this paper is to give a proof of the following fact (Theorem 2.4): if $\mu \in M(G)$ satisfies $\|\mu\| \leq 1$ and $\inf_{\gamma \in \hat{G}} |\hat{\mu}(\gamma)| > \frac{1}{2}$ then $\mu$ is invertible, which is the final
solution of the problem (proving \( \delta_0 = \frac{1}{2} \)) – in view of the previous discussion the result is sharp.

In the next part of this article we attack the problem of estimating the norm of the inverse. In addition to the upper bounds mentioned above, the paper \cite{N} contains a result on the lower bound. We will not reproduce the whole discussion here but what is crucial for us is that one cannot hope for a bound better than \((2\delta - 1)^{-1}\) and the norm-controlled inversion cannot hold for any \(\delta \leq \frac{1}{2}\) for any infinite locally compact Abelian group. The most important result is Theorem 2.8 which states that under additional group-theoretic assumption the norm-controlled inversion holds true for \(\delta > \frac{-1 + \sqrt{33}}{8} \approx 0.593\) - this improves the result of N. Nikolski (\(\delta > \frac{1}{\sqrt{2}} \approx 0.707\)). Later, we show in Theorem 2.14 that for measures with discrete parts supported on independent subsets of locally compact Abelian groups consisting of elements of infinite order we obtain the optimal bound. The section is concluded with a discussion of another special case – real measures on groups of exponent two.

The last, independent part of the paper is devoted to the study of analogous problems for Fourier-Stieltjes algebras. Particularly, we prove in Theorem 3.2 that the qualitative inversion problem has a positive solution for any \(\delta > \frac{1}{2}\). We also prove (Theorem 3.7) the norm-controlled inversion for \(\delta > \frac{1}{\sqrt{2}}\) in this context.

2. Measure algebras

2.1. Qualitative result.

Lemma 2.1. Let \(\mu \in M(G)\) satisfy \(\|\mu\| \leq 1\) and suppose that \(\inf_{\gamma \in \Gamma} |\hat{\mu}_d(\gamma)| > \frac{1}{2}\). Then \(\mu\) is invertible.

Proof. Recalling that \(\sigma(\mu_d) = \sigma_{M_d(G)}(\mu_d)\) and \(\Delta(M_d(G)) = \Delta(l^1(G)) = b\hat{G}\) (the Bohr compactification of \(\hat{G}\)) we get

\[
\forall_{\varphi \in \Delta(M(G))} |\hat{\mu}_d(\varphi)| > \frac{1}{2}.
\]
Of course, \( \frac{1}{2} < r(\mu_d) \leq ||\mu_d|| \) so

\[
\|\mu_c\| = \|\mu\| - ||\mu_d|| < \frac{1}{2}.
\]

Suppose now, towards the contradiction, that \( \mu \) is not invertible. Then \( 0 \in \sigma(\mu) \) and there exists \( \varphi_0 \in \Delta(M(G)) \) for which \( \varphi_0(\mu) = 0 \). This gives \( |\varphi_0(\mu_d)| = |\varphi_0(\mu_c)| \). But by (2.1) we have \( |\varphi_0(\mu_d)| > \frac{1}{2} \) and by (2.2) we get \( |\varphi_0(\mu_c)| \leq r(\mu_c) \leq ||\mu_c|| < \frac{1}{2} \) which is a contradiction. \( \square \)

Here we need to cite the theorem of I. Glicksberg and I. Wik (see (2) in [GW]).

**Theorem 2.2.** Let \( \mu \in M(G) \). Then \( \hat{\mu}_d(\hat{G}) \subset \hat{\mu}(\hat{G}) \).

A straightforward corollary of this theorem is the following observation.

**Corollary 2.3.** Let \( \mu \in M(G) \). Then \( \inf_{\gamma \in \hat{G}} |\hat{\mu}_d(\gamma)| \geq \inf_{\gamma \in \hat{G}} |\hat{\mu}(\gamma)| \).

We are prepared now to ultimately solve the inversion problem.

**Theorem 2.4.** Let \( \mu \in M(G) \) satisfy \( \|\mu\| \leq 1 \) and \( \inf_{\gamma \in \hat{G}} |\hat{\mu}(\gamma)| > \frac{1}{2} \). Then \( \mu \) is invertible.

**Proof.** By Corollary 2.3 we have \( \inf_{\gamma \in \hat{G}} |\hat{\mu}_d(\gamma)| \geq \inf_{\gamma \in \hat{G}} |\hat{\mu}(\gamma)| > \frac{1}{2} \). To finish the proof we just need to apply Lemma 2.1. \( \square \)

2.2. Quantitative results.

2.2.1. The general case. In this section we will attack the problem of improving the constant \( \delta_0 \) giving the following assertion: if \( \mu \in M(G) \) satisfy \( \|\mu\| \leq 1 \) and \( \inf_{\gamma \in \hat{G}} |\hat{\mu}(\gamma)| \geq \delta > \delta_0 \) then \( \|\mu^{-1}\| \) can be bounded as a function of \( \delta \) (norm-controlled inversion). As it was explained in the introduction, if \( G \) is non-discrete, then \( \delta_0 \geq \frac{1}{2} \). In addition, a non-trivial argument from [N] shows that the same statement holds true for arbitrary infinite discrete groups. Let us also recall that \( \delta_0 \leq \frac{1}{\sqrt{2}} \).

We start with an elementary lemma.

**Lemma 2.5.** Let \( (x_n)_{n=1}^{\infty} \) be a non-increasing sequence of non-negative numbers satisfying

\[
(2.3) \quad \sum_{n=1}^{\infty} x_n \leq 1,
\]
Then the following inequalities hold true

(2.5) \[ x_1 \geq \delta^2, \]
(2.6) \[ x_1 + x_2 \geq \delta. \]

Proof. In order to prove (2.5) we use consecutively (2.4), monotonicity of the sequence \((x_n)_{n=1}^{\infty}\) and then (2.3)

\[ \delta^2 \leq \sum_{n=1}^{\infty} x_n^2 \leq x_1 \sum_{n=1}^{\infty} x_n \leq x_1. \]

For the second inequality we first observe that by (2.4) and the monotonicity:

\[ \delta^2 \leq \sum_{n=1}^{\infty} x_n^2 = x_1^2 + \sum_{n=2}^{\infty} x_n^2 \leq x_1^2 + x_2 \sum_{n=2}^{\infty} x_n. \]

Now, we apply (2.3) which gives

(2.7) \[ \delta^2 \leq x_1^2 + x_2(1 - x_1). \]

If \(x_1 \geq \delta\) then inequality (2.6) is obvious, so we are allowed to assume that \(x_1 < \delta\) and then (2.7) can be rewritten as

(2.8) \[ x_2 \geq \frac{\delta^2 - x_1^2}{1 - x_1}. \]

Thus, it is enough to justify

(2.9) \[ x_1 + \frac{\delta^2 - x_1^2}{1 - x_1} \geq \delta \text{ for } x_1 \in [\delta^2, \delta]. \]

This is equivalent to

\[ 2x_1^2 - (1 + \delta)x_1 + \delta - \delta^2 \leq 0 \text{ for } x_1 \in [\delta^2, \delta]. \]

This is a quadratic inequality with the discriminant \((3\delta - 1)^2 > \frac{1}{4}\). Elementary calculations lead to \(x_1 \in [\frac{1 - \delta}{2}, \delta]\) and therefore the assertion will be proved as long as \(\frac{1 - \delta}{2} \leq \delta^2\). However, the last inequality simply follows from the assumption \(\delta > \frac{1}{2}\) establishing (2.6) and finishing the proof of the lemma.

This lemma can be applied to obtain the following proposition.
Proposition 2.6. Let $G$ be a locally compact Abelian group and let $\mu \in M(G)$ satisfy $\|\mu\| \leq 1$ and $|\hat{\mu}(\gamma)| \geq \delta > \frac{1}{2}$ for every $\gamma \in \hat{G}$. If

$$\mu_d = \sum_{n=1}^{\infty} a_n \delta_{\tau_n} \text{ with } |a_1| \geq |a_2| \geq \ldots \text{ and for some } \tau_n \in G,$$

then $|a_1| \geq \delta^2$ and $|a_1| + |a_2| \geq \delta$.

Proof. Clearly, $\|\mu_d\| \leq 1$ which is equivalent to the assumption (2.3) from Lemma 2.5. We can treat $\mu_d$ as an element of $l^2(G_d)$ ($G_d$ is the original group $G$ equipped with the discrete topology). Then $\hat{\mu}_d \in L^2((G_d)^\wedge)$. It is well-known that $(G_d)^\wedge$ is canonically isomorphic to $b\hat{G}$ – the Bohr compactification of $\hat{G}$. By Theorem 2.2 we have $|\hat{\mu}_d(\gamma)| \geq \delta$ for every $\gamma \in \hat{G}$ and since $\hat{G}$ is dense in $b\hat{G}$ we obtain by Parseval’s identity:

$$\sum_{n=1}^{\infty} |a_n|^2 = \int_{b\hat{G}} |\hat{\mu}_d|^2(x)dx \geq \delta^2 \text{ (here } dx \text{ is the normalized Haar measure on } b\hat{G}),$$

which proves (2.4) from Lemma 2.5 and enables us to use the assertion of the lemma to finish the argument. 

In order to proceed further, we need yet another technical lemma.

Lemma 2.7. Let $G$ be a locally compact Abelian group and for $x \in G$ define

$$S_x = \{\gamma(x) : \gamma \in \hat{G}\} \subset \{z \in \mathbb{C} : |z| = 1\}.$$ 

If $x$ is of order $n < \infty$ then $S_x = \mathbb{Z}_n$ and if $x$ is of infinite order then $S_x$ is a dense subgroup of $\{z \in \mathbb{C} : |z| = 1\}$.

Proof. In case of element $x \in G$ of finite order $n$ we simply observe that the closed subgroup generated by $x$ is isomorphic to $\mathbb{Z}_n$ and as $\mathbb{Z}_n^\wedge = \mathbb{Z}_n$ the result follows by the well-known fact that characters on the closed subgroup can be extended to the whole group.

If $x$ is of infinite order we formally verify first that $S_x$ is a subgroup of the circle group and since every infinite subgroup of the circle group is dense it is enough to show $\#S_x = \infty$. Let $H$ be a closed subgroup of $G$ generated by $x$. By definition, $H$ is a monothetic group and by the results from Section 2.3 in [R] we obtain that either $H = \mathbb{Z}$ or $H$ is a compact

1A locally compact Abelian group is called monothetic if it contains a dense homomorphic image of $\mathbb{Z}$. 
group whose dual is a subgroup of $\mathbb{T}_d$ (the circle group with the discrete topology). The first case is elementary and for the second one we continue as follows: since $H$ is infinite, $\hat{H}$ is also infinite. Now, if $\hat{H}$ contains an element of infinite order then we are done, as every character in $\hat{H}$ is uniquely defined by its action on $x$. Otherwise, $\hat{H}$ contains elements of arbitrarily high order and again since $x$ topologically generates $H$ we obtain that for a fixed $\gamma_0 \in \hat{H}$ the set $\{\gamma_0^k(x) : k \in \mathbb{N}\} \subset S_x$ has the same number of elements as the order of $\gamma_0$, which finishes the proof. \[\square\]

We are ready now to prove one of the two main theorems of this section. Note that the group-theoretic assumption from the next theorem is automatically satisfied for some classical groups such as $\mathbb{R}$ and $\mathbb{Z}$.

**Theorem 2.8.** Let $\mu \in M(G)$ satisfy $\|\mu\| \leq 1$ and $|\hat{\mu}(\gamma)| > \delta > \frac{1}{2}$ for every $\gamma \in \hat{G}$. Let

$$\mu_d = \sum_{n=1}^{\infty} a_n \delta_{\tau_n}, \quad |a_1| \geq |a_2| \geq \ldots.$$ 

If the order of element $\tau_2 - \tau_1$ is infinite then

$$|a_1| \geq \frac{1 - \delta + \sqrt{17\delta^2 + 6\delta - 7}}{4} \geq \frac{3}{2}\delta - \frac{1}{2} \text{ and}$$

$$\|\mu^{-1}\| \leq \frac{1}{3\delta - 2} \text{ for } \delta > \frac{2}{3}.$$ 

$$\|\mu^{-1}\| \leq \frac{2}{-(1 + \delta) + \sqrt{17\delta^2 + 6\delta - 7}} \text{ for } \delta > \frac{-1 + \sqrt{33}}{8} \simeq 0.593.$$ 

**Proof.** Since both multiplication by a constant of modulus one and convolution with a Dirac delta do not violate the assumptions of the theorem and do not change the norm of the inverse, we are allowed to work with a measure $\nu := c\mu * \delta_{-\tau_1}$ where $ca_1 = |a_1|$ instead of the original measure $\mu$. Then

$$\nu_d = |a_1|\delta_0 + ca_2 \delta_{\tau_2 - \tau_1} + \rho,$$ 

where $\rho := c \sum_{n=3}^{\infty} a_n \delta_{\tau_n - \tau_1}$. 

As the order of $\tau_2 - \tau_1$ is infinite, basing on Lemma 2.7, we are allowed to pick a sequence $(\gamma_n)_{n=1}^{\infty} \subset \hat{G}$ such that

$$(2.10) \quad \tilde{\delta}_{\tau_2 - \tau_1}(\gamma_n) \cdot ca_2 = \gamma_n(\tau_2 - \tau_1) \cdot ca_2 \overset{n \to \infty}{\longrightarrow} -|a_2|.$$
By our assumptions and Theorem 2.2 we have

\begin{equation}
|a_1| + ca_2 \delta_{\tau_2 - \tau_1}(\gamma_n) + \hat{\rho}(\gamma_n) | \geq \delta.
\end{equation}

Using elementary inequalities, \(\|\rho\| = \|\mu_d\| - |a_1| - |a_2|\) and passing with the parameter \(n\) to infinity we obtain, by (2.10),

\begin{equation}
\|\mu_d\| - 2|a_2| \geq \delta, \text{ which is equivalent to } |a_2| \leq \frac{\|\mu_d\| - \delta}{2} \leq \frac{1 - \delta}{2}.
\end{equation}

By Proposition 2.6 we get \(|a_1| + |a_2| \geq \delta\). Combining this with (2.12) we obtain \(|a_1| \geq \frac{3}{2} \delta - \frac{1}{2}\) and by Lemma 1.1 we get \(\|\mu^{-1}\| \leq \frac{1}{3\delta - 2}\) for \(\delta > \frac{2}{3}\).

In order to get a more refined bound we recall that by (2.8) (from the proof of Lemma 2.5) and (2.12):

\begin{equation}
1 - \delta \geq \frac{\delta^2 - |a_1|^2}{2 - |a_1|}, \text{ or equivalently } |a_1|^2 - \frac{1 - \delta}{2} |a_1| + \frac{1 - \delta}{2} - \delta^2 \geq 0.
\end{equation}

It is a quadratic inequality with discriminant \(D := \frac{17}{4} \delta^2 + \frac{3}{2} \delta - \frac{7}{4}\), which is easily shown to be positive as \(\delta > \frac{1}{2}\). With the aid of Viète formulas (note that \(\frac{1 - \delta}{2} - \delta^2 < 0\)), we finally get

\(|a_1| \geq \frac{1 - \delta + \sqrt{D}}{2}\).

The elementary verification of the inequality \(\frac{1 - \delta + \sqrt{D}}{2} \geq \frac{3}{2} \delta - \frac{1}{2}\) and the condition \(\frac{1 - \delta + \sqrt{D}}{2} > \frac{1}{2}\) if \(\delta > \frac{-1 + \sqrt{33}}{8} \approx 0,593\) finishes the argument by Lemma 1.1.

It is worth to state the full formulation for the most classical case of \(G = \mathbb{Z}\).

**Theorem 2.9.** Let \(f \in A(\mathbb{T})\) satisfy \(\|f\| \leq 1\) and \(|f(t)| \geq \delta > \frac{1}{2}\) for every \(t \in \mathbb{T}\). Then

\[
\left\| \frac{1}{f} \right\| \leq \frac{1}{3\delta - 2} \text{ for } \delta > \frac{2}{3},
\]

\[
\left\| \frac{1}{f} \right\| \leq \frac{2}{-(1 + \delta) + \sqrt{17\delta^2 + 6\delta - 7}} \text{ for } \delta > \frac{-1 + \sqrt{33}}{8} \approx 0,593.
\]

At last, we deal with the case of elements of finite order.

**Theorem 2.10.** Let \(\mu \in M(G)\) satisfy \(\|\mu\| \leq 1\) and \(|\hat{\mu}(\gamma)| \geq \delta\) for every \(\gamma \in \hat{G}\). Let \(\mu_d = \sum_{n=1}^{\infty} a_n \delta_{\tau_n}, \ |a_1| \geq |a_2| \geq \ldots\).
If the order of element $\tau_2 - \tau_1$ is equal to $n \in \mathbb{N}$ then

$$|a_1| \geq \delta - \frac{1 - \delta}{2(1 - \sin \frac{\pi}{2n})} := f(\delta) \text{ and}$$

$$\|\mu^{-1}\| \leq \frac{1}{2f(\delta) - 1} \text{ for } \delta > \frac{2 - \sin \frac{\pi}{2n}}{3 - \sin \frac{\pi}{2n}}.$$  

**Proof.** We perform the same reductions as in the proof of Theorem 2.8 and arrive to the following point (check (2.9)):

$$||a_1| + ca_2\gamma(\tau_2 - \tau_1) + \hat{\rho}(\gamma)| \geq \delta \text{ for every } \gamma \in \hat{G}.$$  

As the order of $\tau_2 - \tau_1$ is equal to $n$ we know, by Lemma 2.7 that $\{\gamma(\tau_2 - \tau_1) : \gamma \in \hat{G}\}$ is the set of all vertices of a regular $n$-gon inscribed in the unit circle with one vertex at the point 1. Using elementary geometry we find $\gamma_0 \in \hat{G}$ such that

$$|c\text{sgn}(a_2)\gamma_0(\tau_2 - \tau_1) + 1| \leq 2\sin \frac{\pi}{2n}.$$  

This gives

$$||a_1| + ca_2\gamma_0(\tau_2 - \tau_1)| - ||a_1| - |a_2||| \leq ||a_1| + ca_2\gamma(\tau_2 - \tau_1) - (|a_1| - |a_2|)| \leq 2|a_2|\sin \frac{\pi}{2n}.$$  

Repeating the estimates from the proof of Theorem 2.8 we easily get $|a_2| \leq \frac{1 - \delta}{2(1 - \sin \frac{\pi}{2n})}$ and finish the argument using Lemma 1.1. \hfill \square

**Remark 2.11.** It is possible to obtain a more refined bound in Theorem 2.10 applying the same method as in the proof of Theorem 2.8.

**2.2.2. Independent case.** We pass now to the analysis of a restricted class of measures (in fact, the discrete part is the most important) in order to get the estimates for the inverse. The first (trivial) lemma will help us to deal with measures with the discrete part consisting of a finite sum of Dirac deltas at points constituting an independent set.

**Lemma 2.12.** Let $x_1, x_2, \ldots, x_N, \ N \in \mathbb{N}$ be a finite sequence of non-negative numbers satisfying $x_1 \geq x_2 \geq \ldots \geq x_N$ and $\sum_{n=1}^{N} x_n \leq 1$ and let $\delta > \frac{1}{2}$. Assume also that the
distance of any point of the unit circle from the nearest vertex of the regular $n$-gon inscribed in it by the distance of a midpoint of an arc joining two neighboring vertices.
following inequalities hold true:

\[
\left| \sum_{n=1}^{N} (-1)^{n-1} x_n \right| \geq \delta \quad \text{and} \quad \left| x_1 - \sum_{n=2}^{N} x_n \right| \geq \bar{\delta}
\]

Then

\[
x_1 \geq \delta + \sum_{n=2}^{N} x_n.
\]

Proof. As the sequence \((x_n)_{n=1}^{N}\) is non-increasing we have \(\sum_{n=1}^{N} (-1)^{n-1} x_n \geq 0\). Of course, \(x_1 \geq \sum_{n=1}^{N} (-1)^{n-1} x_n \geq \delta\). Since \(\sum_{n=1}^{N} x_n \leq 1\) the second inequality proves the assertion.

We also need a generalization of the classical Kronecker’s approximation theorem (see 5.1.3 in [R]). By definition, a subset \(E \subset G\) is independent if for every choice of distinct points \(x_1, \ldots, x_k\) of \(E\) and integers \(n_1, \ldots, n_k\) either

\[
n_1x_1 = n_2x_2 = \ldots = n_kx_k = 0
\]

or

\[
n_1x_1 + n_2x_2 + \ldots + n_kx_k \neq 0.
\]

**Theorem 2.13.** Suppose \(E\) is a finite independent subset of a locally compact Abelian group \(G\) consisting of elements of infinite order and let \(f\) be a function on \(E\) satisfying \(|f(x)| = 1\) for every \(x \in E\). Then, for any fixed \(\varepsilon > 0\), there exists \(\gamma \in \hat{G}\) such that

\[
|\gamma(x) - f(x)| < \varepsilon \quad \text{for every} \quad x \in E.
\]

Now, we are ready to prove the theorem on the norm of the inverse of a measure with a discrete part supported on an independent set of points of infinite order.

**Theorem 2.14.** Let \(\mu \in M(G)\) satisfy \(\|\mu\| \leq 1\), \(\inf_{\gamma \in \hat{G}} |\hat{\mu}(\gamma)| = \delta > \frac{1}{2}\) and let the support of \(\mu_d\) be independent and consist of elements of infinite order. Then \(\|\mu^{-1}\| \leq \frac{1}{2\delta - 1}\).

Proof. First of all, by Corollary 2.3 we have \(\inf_{\gamma \in \hat{G}} |\hat{\mu}_d(\gamma)| \geq \delta\). We will deal first with a simpler case, so let us assume that the support of \(\mu_d\) is finite, i.e.

\[
\mu_d = \sum_{k=1}^{N} a_k \delta_{y_k} \quad \text{for some} \quad N \in \mathbb{N}, \text{complex numbers} \quad a_k \text{ and} \quad y_k \in G, \quad k = 1, 2, \ldots, N.
\]
We can, of course, arrange the numbers \((a_k)_{k=1}^N\) so that \(|a_1| \geq |a_2| \geq \ldots \geq |a_N|\). In addition, as convolution of a measure with a Dirac delta and multiplication by a constant of modulus one do not change the norm of a measure, the norm of the inverse and do not violate the estimate \(|\hat{\mu}| \geq \delta\), we can assume, without losing the generality, the following form of \(\mu_d\):

\[
\mu_d = a_1\delta_0 + \sum_{k=2}^N a_k\delta_{y_k} \quad \text{where} \quad a_1 > 0.
\]

Let us now fix \(\varepsilon > 0\) with \(\delta - \varepsilon > \frac{1}{2}\), any sequence of signs \((\xi_n)_{n=2}^N\) and let \((\alpha_k)_{k=2}^N\) be a sequence of complex numbers of modulus one such that \(\alpha_k a_k = \xi_k |a_k|\) for \(k = 2, \ldots, N\). By Theorem \ref{thm:2.13} there is \(\gamma_0 \in \hat{G}\) such that

\[
|\gamma_0(y_k) - \alpha_k| \leq \frac{\varepsilon}{\sum_{k=2}^N |a_k|} \quad \text{for} \quad k \in \{2, \ldots, N\}.
\]

Now, we perform elementary estimates

\[
|\hat{\mu}_d(\gamma_0)| - \left| a_1 + \sum_{k=2}^N |a_k|\xi_k \right| = \left| a_1 + \sum_{k=2}^N a_k\gamma_0(y_k) \right| - \left| a_1 + \sum_{k=2}^N a_k|\xi_k| \right| \leq \left| \left( a_1 + \sum_{k=2}^N a_k\gamma_0(y_k) \right) - \left( a_1 + \sum_{k=2}^N |a_k|\xi_k \right) \right| \leq \sum_{k=2}^N |a_k\gamma_0(y_k) - a_k| |\xi_k| = \sum_{k=2}^N |a_k\gamma_0(y_k)| - a_k|\alpha_k| \leq \varepsilon \quad \text{by} \quad (2.14).
\]

Recalling that \(|\hat{\mu}_d(\gamma_0)| \geq \delta\) we get

\[
\left| a_1 + \sum_{k=2}^N |a_k|\xi_k \right| \geq \delta - \varepsilon.
\]

This estimate holds true for every choice of signs \(\xi_k\) and every sufficiently small \(\varepsilon > 0\) so we obtained, in fact, the following conclusion:

\[
\left| a_1 + \sum_{k=2}^N |a_k|\xi_k \right| \geq \delta > \frac{1}{2} \quad \text{for every choice of signs} \quad \xi_k
\]

Now, we are in position to use Lemma \ref{lem:2.12} which gives

\[
a_1 \geq \delta + \sum_{k=2}^{N-1} |a_k| \geq \frac{1}{2}.
\]

The assertion of the theorem follows now from Lemma \ref{lem:1.1}.

Let us move on now to the general case, so let \(\mu_d\) be given by the formula (we use the same
reduction as before):
\[ \mu_d = a_1 \delta_0 + \sum_{k=2}^{\infty} a_k \delta_y \]
where 
\( a_1 > 0, \ a_1 \geq |a_2| \geq |a_3| \geq ... \) and for every \( N \in \mathbb{N} \) the set \( \{y_k\}_{k=2}^{N} \) is independent, consists of elements of infinite order and \( \sum_{n} |a_n| < \infty \). Put
\[ \nu_N = a_1 \delta_0 + \sum_{k=2}^{N} a_k \delta_r. \]
Fix \( \varepsilon > 0 \) such that \( \delta - \varepsilon > \frac{1}{2} \). Then there exists \( N \in \mathbb{N}, \ N := N(\varepsilon) \) such that \( \inf_{\gamma \in \hat{G}} |\hat{\nu}_N(\gamma)| \geq \delta - \varepsilon \). By the initial part of the proof we get
\[ a_1 \geq \delta - \varepsilon + \sum_{n=2}^{N} |a_n|. \]
A moment of consideration (we can assume that \( N(\varepsilon) \) tends to \( \infty \) as \( \varepsilon \to 0 \)) leads to
\[ a_1 \geq \sum_{n=2}^{\infty} |a_n| + \delta \geq \delta \]
which finishes the proof. \( \square \)

The proof of the last theorem gives us a bit more.

**Theorem 2.15.** Let \( \mu \in M(G) \) be a measure satisfying the assumptions of Theorem 2.14 and let \( a > 0 \) be the mass of the greatest atom in \( \mu_d \). Then
\[ \|\mu^{-1}\| \leq \frac{1}{2(\|\mu_d\| + \delta - a) - 1} \]

**Remark 2.16.** The assumptions of Theorem 2.14 might seem to be quite restrictive but for the classical groups of harmonic analysis: \( \mathbb{T}^n \) and \( \mathbb{R}^n \) the situation covered by the theorem is a generic one.

**2.2.3. Groups of exponent two.** In this section we will deal with a special case of real measures on groups of exponent two (i.e. groups such that \( 2x = 0 \) for every \( x \)), which has connection to the so-called dyadic analysis. As it will be shown in Theorem 2.18 we obtain the norm-controlled inversion for every \( \delta > \frac{1}{2} \).

We start with finite groups \( \mathbb{Z}_2^n \). For convenience, we introduce the following (non-standard) ordering on \( \mathbb{Z}_2^n \): for \( x, y \in \mathbb{Z}_2^n = \{0, 1\}^n \) we define \( x < y \) if the last digit of \( x \) non-equal to
the corresponding digit of $y$ is equal to 0. This order is sometimes called the colexicographic order; the only difference is that we read the strings of digits from right to left. For example, for $n = 3$ we have

$$000 < 100 < 010 < 110 < 001 < 101 < 011 < 111.$$ 

The most important property of this order is that the second half of strings end with 0, and the second half ends with 1. What is more, if we have a string ending with 0, it is easy to find the corresponding string that ends with 1 – you need to shift by $2^{n-1}$.

We will also need a precise description of the dual group of $\mathbb{Z}_2^n$ which is by definition the set of all homomorphisms $f : \mathbb{Z}_2^n \to \{-1, 1\}$. It is clear that every such $f$ is uniquely determined by its values on the standard system of generators of $\mathbb{Z}_2^n$: 1000...0, 01000...0, ..., 000...1 and for every choice of signs from $\{-1, 1\}$ we get a homomorphism. Thus we can write that every homomorphism $f \in \widehat{\mathbb{Z}_2^n}$ is bijectively identified with an element $y \in \mathbb{Z}_2^n$ by the formula $f_y(x) = (-1)^{<x,y>}$ where $<x,y>_n$ is a formal scalar product on $\mathbb{Z}_2^n$ (for example: $<110, 011>_3 = 1 \cdot 0 + 1 \cdot 1 + 0 \cdot 1 = 1$). Thus, the Fourier-Stieltjes transform of $\delta_x$ for $x \in \mathbb{Z}_2^n$ is of the form:

$$\widehat{\delta_x}(y) = (-1)^{<x,y>}$ for $y \in \mathbb{Z}_2^n$.

We will use the following two symbolic operations on $\mathbb{Z}_2^n$:

1. $x'$ for $x \in \mathbb{Z}_2^n$ is the element of $\mathbb{Z}_2^{n-1}$ obtained from $x$ by erasing the last digit.

2. $x|0$, $x|1$ for $x \in \mathbb{Z}_2^{n-1}$ is the element of $\mathbb{Z}_2^n$ obtained from $x$ by inserting 0 or 1 (respectively) after the last digit of $x$.

Lemma 2.17. Let $n$ be a positive integer and let $\mu \in M(\mathbb{Z}_2^n)$ be a real measure satisfying $||\mu|| \leq 1$ and $|\hat{\mu}(\gamma)| \geq \delta > \frac{1}{2}$ for every $\gamma \in \mathbb{Z}_2^n$. Then the mass of the greatest atom in the support of $\mu$ is greater or equal then $\delta$.

Proof. Let

$$\mu = \sum_{k=1}^{2^n} a_{x_k} \delta_{x_k},$$

where the elements $x_k \in \mathbb{Z}_2^n$ are ordered as explained before.
Then, using the introduced notation, our assumption can be rewritten as:

\[ \forall \delta > 0 \exists n \in \mathbb{N} \quad \left| \sum_{k=0}^{2^n-1} (-1)^k \cdot \left( \left| a_{x_k} \right|^2 - \left| a_{x_{k+2^n-1}} \right|^2 \right) \right| \geq \delta. \tag{2.15} \]

The proof will proceed by induction on \( n \).

The case of \( n = 1 \) is elementary as the inequalities \( |a_{x_1} + a_{x_2}|, |a_{x_1} - a_{x_2}| \geq \delta \) for real numbers \( a_{x_1}, a_{x_2} \) clearly imply that the modulus of one of these numbers is greater than \( \delta \).

Suppose that we have already proven the assertion for \( s \leq n - 1 \). By the definition of our order, the last digit of \( x_l \) is 0 for \( l \in \{1, \ldots, 2^{n-1}\} \) which gives for \( l \in \{1, \ldots, 2^{n-1}\} \):

\[ < x_l, x_k >_{n-1} = \begin{cases} < x'_l, x'_k >_{n-1} & \text{for } k \in \{1, \ldots, 2^{n-1}\} \\ < x'_l, x'_{k-2^{n-1}} >_{n-1} & \text{for } k \in \{2^{n-1} + 1, 2^n\} \end{cases} \]

Inserting this to (2.15), we obtain

\[ \forall \delta > 0 \exists n \in \mathbb{N} \quad \left| \sum_{k=0}^{2^n-1} (a_{x_k} + a_{x_{k+2^n-1}})(-1)^k \cdot \left( \left| a_{x'_k} \right|^2 - \left| a_{x'_{k+2^n-1}} \right|^2 \right) \right| \geq \delta. \tag{2.16} \]

Using similar arguments for elements ending with 1, we get

\[ \forall \delta > 0 \exists n \in \mathbb{N} \quad \left| \sum_{k=0}^{2^n-1} (a_{x_k} - a_{x_{k+2^n-1}})(-1)^k \cdot \left( \left| a_{x'_k} \right|^2 - \left| a_{x'_{k+2^n-1}} \right|^2 \right) \right| \geq \delta. \tag{2.17} \]

We perform a substitution \( b_{x_k} := a_{x_k} + a_{x_{k+2^n-1}}, c_k := a_{x_k} - a_{x_{k+2^n-1}} \) for \( k \in \{1, \ldots, 2^n\} \).

It is straightforward to verify that the original assertion (for \( n \)) reduces to two analogous problems of reduced order \((n-1)\). Hence we are allowed to use the inductive hypothesis, which yields \( |b_{x_{k_1}}| \geq \delta \) and \( |c_{x_{k_2}}| \geq \delta \) for some \( k_1, k_2 \in \{1, \ldots, 2^{n-1}\} \). If \( k_1 \neq k_2 \), we get a contradiction with the norm assumption: \( 1 \geq |b_{x_{k_1}}| + |c_{x_{k_2}}| \geq 2\delta > 1 \); indeed, note that \( |b_{x_{k_1}}| + |c_{k_2}| \leq |a_{x_{k_1}}| + |a_{x_{k_1+2^n-1}}| + |a_{x_{k_2}}| + |a_{x_{k_2+2^n-1}}| \). Thus \( k_1 = k_2 \) and it is enough to use the argument for \( n = 1 \) to finish the proof. \( \square \)

**Theorem 2.18.** Let \( G \) be a locally compact Abelian group satisfying \( 2x = 0 \) for every \( x \in G \). Let \( \mu \in M(G) \) be a real measure such that \( \|\mu\| \leq 1 \), \( |\hat{\mu}(\gamma)| \geq \delta > 0 \) for every \( \gamma \in \hat{G} \). Then the mass of the greatest atom in the support of \( \mu_d \) is greater than or equal to \( \delta \). Moreover, \( \mu \) is invertible and \( \|\mu^{-1}\| \leq \frac{1}{2\delta - 1} \).
Proof. By Theorem 2.2 we have $|\hat{\mu}_d(\gamma)| \geq \delta$ for every $\gamma \in \hat{G}$ and obviously $\|\mu_d\| \leq 1$. Let $\mu_d$ have the following form:

$$\mu_d = \sum_{k=1}^{\infty} a_k \delta_{x_k} \text{ for some } a_k \in \mathbb{R} \text{ and } x_k \in G.$$ (2.18)

Fix $\varepsilon > 0$ such that $\delta - \varepsilon > \frac{1}{2}$ and find $N_\varepsilon \in \mathbb{N}$ for which

$$\sum_{k=N_\varepsilon+1}^{\infty} |a_k| < \varepsilon.$$

Define $\mu_\varepsilon$ as a sum as in (2.18) from $k = 1$ to $N_\varepsilon$. Then clearly $\|\mu_\varepsilon\| \leq 1$ and $|\hat{\mu}_\varepsilon(\gamma)| \geq \delta - \varepsilon > \frac{1}{2}$ for every $\gamma \in \hat{G}$. Now it is enough to observe that $\mu_\varepsilon$ may be treated as an element of $M(\mathbb{Z}_2^{N_\varepsilon})$ and apply Lemma 2.17. To finish the proof we pass with $\varepsilon$ to zero and use Lemma 1.1. □

3. Fourier–Stieltjes algebras

We switch now to Fourier–Stieltjes algebras (the standard reference for this part is [Ey], see also a recent monograph [KL]). Let $G$ be a locally compact group and let $B(G)$ be the Fourier–Stieltjes algebra of the group $G$ i.e. the linear span of continuous positive-definite functions on $G$ equipped with the norm given by the duality $B(G) = (C^*(G))^*$, where $C^*(G)$ is the full group $C^*$-algebra of $G$. It is well-known that $B(G)$ with pointwise product is a commutative semisimple unital Banach algebra with $G$ embedded in $\triangle(B(G))$ via evaluation functionals. A continuous bounded function on $G$ is called (weakly) almost periodic if the set of all its translates is precompact in the (weak) uniform topology, the set of all such functions will be denoted by $AP(G)$ ($WAP(G)$). A classical result of Eberlein (see [E] for the original work and [GL] for a different proof) states that $B(G) \subset WAP(G)$. Moreover, there exists an invariant mean $M \in (WAP(G))^*$ (the existence of the mean and related matters are discussed in detail in the book [B]). Restricting this mean to $B(G)$ we obtain a decomposition $B(G) = B_c(G) \oplus (B(G) \cap AP(G))$ where $B_c(G) = \{f \in B(G) : M(|f|) = 0\}$ is a closed ideal in $B(G)$ and $B(G) \cap AP(G)$ is a closed subalgebra. Here $B_c(G)$ is the analogue of the ideal of continuous measures and $B(G) \cap AP(G)$ is the analogue of the
subalgebra of discrete measures for commutative groups. The investigations on Fourier–
Stieltjes algebras are natural generalizations of those concerning measure algebras, as in
case of an Abelian group $G$ we have a canonical isomorphism of $B(G)$ with $M(\hat{G})$.

As we work already ‘on the Fourier transform side’, the variant of Problem 1 can be
rephrased in our context as follows.

**Problem 2.** Let $G$ be a locally compact group and let $f \in B(G)$ satisfy $\|f\| \leq 1$ and
$\inf_{x \in G} |f(x)| = \delta > 0$. What is the minimal value of $\delta_0 > 0$ such that for any $\delta > \delta_0$ the
element $f$ is automatically invertible? What can be said about the norm of the inverse?

### 3.1. Qualitative result.

The inspection of the proof of Theorem 2.4 shows that in order
to obtain an analogue for Fourier–Stieltjes algebras (and answer the first question from
Problem 2) we need only to show the version of Theorem 2.2 for Fourier-Stieltjes algebras
(indeed, we have only used the basic facts from Gelfand theory, the orthogonal decompo-
sition of a measure into continuous and discrete part and the density of $\hat{G}$ in $\Delta(M_d(G))$ –
all of these facts have standard counterparts for Fourier–Stieltjes algebras). However, the
original proof cannot be repeated verbatim and we use a different approach in the second
part of the argument.

**Theorem 3.1.** Let $G$ be a locally compact group and let $f \in B(G)$ have the decomposition
$f = g + h$ with $g \in (AP(G) \cap B(G))$ and $h \in B_c(G)$. Then $g(G) \subset \overline{f(G)}$.

**Proof.** Without loss of generality, it is enough to show $g(e) \in \overline{f(G)}$ (the general case being
obtained via considering shifted $f$). First we prove the existence of distinct group elements
$(x_n)_{n=1}^{\infty}$ satisfying

\[(3.1) \quad |h(x_1)| < \varepsilon \text{ and } |h(x_n x_j^{-1})| < \varepsilon \text{ for } j < n \text{ and } n > 1.
\]

Since $h \in B_c(G)$ and the mean $M$ satisfies $M(f) \geq 0$ if $f \geq 0$ we clearly have $\inf_{x \in G} |h(x)| = 0$ so there is no problem with the choice of $x_1$. Suppose that we have already picked
$x_1, \ldots, x_{n-1}$ and consider an auxiliary function $u \in B_c(G)$ defined as follows:

\[ u(x) = \sum_{j=1}^{n-1} |h(xx_j^{-1})|^2. \]
As \( u \in B_c(G) \) we also have \( \inf_{x \in G} |u(x)| = 0 \) and we are able to choose \( x_n \) different from \( x_1, \ldots, x_{n-1} \) or \( |h(e)| < \varepsilon \) which immediately finishes the proof.

Let us consider now the following set of functions in \( B(G) \cap AP(G) \).

\[
X = \{g_{x_n} : n \in \mathbb{N} \} \text{ where } g_x(y) = g(xy) \text{ for } x, y \in G.
\]

Since \( g \in AP(G) \) this set is relatively compact in the uniform topology. Hence there exists a subsequence \( (g_{x_{n_k}})_{k \in \mathbb{N}} \) which is a Cauchy sequence. It follows that for \( k > N \) we have

\[
\|g_{x_{n_k+1}} - g_{x_{n_k}}\|_\infty < \varepsilon.
\]

In particular,

\[
|g_{x_{n_k+1}}(x_{n_k}^{-1}) - g_{x_{n_k}}(x_{n_k}^{-1})| = |g(x_{n_k+1}x_{n_k}^{-1}) - g(e)| < \varepsilon.
\]

But now,

\[
|f(x_{n_k+1}x_{n_k}^{-1}) - g(e)| = |h(x_{n_k+1}x_{n_k}^{-1}) + g(x_{n_k+1}x_{n_k}^{-1}) - g(e)| \leq 2\varepsilon.
\]

\[\square\]

For completeness, let us state a variant of Theorem 2.4 for Fourier-Stieltjes algebras.

**Theorem 3.2.** Let \( G \) be a locally compact group and let \( f \in B(G) \) satisfy \( \|f\| \leq 1 \) and \( \inf_{x \in G} |f(x)| > \frac{1}{2} \). Then \( f \) is invertible.

### 3.2. Quantitative results

The aim of this short section is to show that Nikolski’s estimate for \( \delta > \frac{1}{\sqrt{2}} \) can be achieved for Fourier-Stieltjes algebras as well. In order to do that, we need to recall some facts about absolute continuity and \( L \)-spaces from [OW].

**Definition 3.3** (cf. [EX, Definition 2.] and [OW, Definition 4.7]). Let \( G \) be a locally compact group and let \( f, g \in B(G) \). Let \( zs(f) \) and \( zs(g) \) be the central supports of \( f \) and \( g \), respectively, where \( f \) and \( g \) are viewed as functionals on \( C^*(G) \). We say that \( f \) is **absolutely continuous** with respect to \( g \) (denoted by \( f \ll g \)) if \( zs(f) \leq zs(g) \). We call \( f \) and \( g \) **mutually singular** if \( zs(f)zs(g) = 0 \).

**Proposition 3.4** (cf. [OW, Proposition 4.18] and [OW, Corollary 4.19]). Let \( X \subset B(G) \) be a closed subspace that is left and right invariant by the action of \( G \). Then there exists
a central projection $z \in W^*(G) := (C^*(G))^{**}$ such that $X = z \cdot B(G)$. Consequently, we have a splitting $B(G) = X \oplus X^\perp$, where $X^\perp := (1 - z) \cdot B(G)$, which is orthogonal, i.e. all elements from $X^\perp$ are mutually singular with elements from $X$.

We are now able to show the following fact.

**Proposition 3.5.** Let $f \in B(G)$. Then there exists an orthogonal decomposition $f = c\mathbb{1} + f_0$, where $f_0$ and $\mathbb{1}$ are mutually singular. Moreover, $c = m(f)$, where $m$ is the unique invariant mean on $B(G)$.

**Proof.** Since the subspace consisting of constant functions is $G$-invariant, we get an orthogonal decomposition by the previous proposition. Denote the constant appearing therein by $\varphi(f)$. By uniqueness of the decomposition, it is easy to see that $\varphi : B(G) \to \mathbb{C}$ is a linear functional that satisfies $\varphi(\mathbb{1}) = 1$. Since the decomposition is orthogonal, we get $\|f\| = |\varphi(f)| + \|f_0\|$, so $\varphi$ is a continuous functional. Note also that $\varphi$ is $G$-invariant (from both left and right). Indeed, for any $g \in G$ the equality $f = \varphi(f)\mathbb{1} + f_0$ implies that $g \cdot f = \varphi(g \cdot f)\mathbb{1} + g \cdot f_0$, but also $g \cdot f = \varphi(g \cdot f)\mathbb{1} + (g \cdot f)_0$, hence $\varphi(g \cdot f) = \varphi(f)$ by uniqueness; in the same way we obtain invariance from the right. This is almost exactly the definition of an invariant mean, but we do not know if $\varphi$ is a positive functional. We will not show this directly; in the next lemma we will prove that there exists a unique $G$-invariant functional that attains the value 1 at $\mathbb{1}$, hence it has to coincide with the invariant mean. $\square$

**Lemma 3.6** (see also [LL, Proposition 4.10]). Let $\varphi : B(G) \to \mathbb{C}$ be a linear functional such that $\varphi(\mathbb{1}) = 1$ and $\varphi(f) = \varphi(g \cdot f) = \varphi(f \cdot g)$ for any $g \in G$. Then it is equal to the unique invariant mean on $B(G)$.

**Proof.** It suffices to show that there is at most one functional $\varphi$ satisfying the assumptions of the lemma. Recall that in order to show that two such functional are equal, it suffices to show that their kernels coincide; this will force them to be proportional and the condition $\varphi(\mathbb{1}) = 1$ will finish the proof. Therefore we have to check that the kernel of $\varphi$ is uniquely specified by the conditions spelled out in the lemma. Note that $\ker \varphi$ is a $G$-invariant
subspace, so it is of the form $z \cdot B(G)$ for some central projection in $W^*(G)$. Let $z_{\text{triv}}$ be the central projection such that $z_{\text{triv}}B(G) = \mathbb{C}1$. We will show that $z = 1 - z_{\text{triv}}$. Since $\varphi(1) = 1$, it cannot be the case that $z_{\text{triv}} \leq z$. As $z_{\text{triv}}$ is a minimal projection, it follows that $z \leq 1 - z_{\text{triv}}$. If the inequality was strict, then the codimension of the kernel would be greater than 1, which cannot happen for a linear functional, hence $z = 1 - z_{\text{triv}}$.

With these tools we are able to conclude.

**Proposition 3.7.** Let $f \in B(G)$ satisfy $\|f\| \leq 1$ and $|f| \geq \delta$, where $\delta > \frac{1}{\sqrt{2}}$. Then $f$ is invertible and $\|\frac{1}{f}\| \leq \frac{1}{2\delta - 1}$.

**Proof.** As $|f| \geq \delta$, $|f|^2 \geq \delta^2 > \frac{1}{2}$. By Proposition 3.5 we get $|f|^2 = m(|f|^2)1 + f_0$. Since the mean $m(f)$ is characterised as being the unique constant that can be uniformly approximated with convex combinations of translates of $f$, we get $m(|f|^2) \geq \delta^2 > \frac{1}{2}$. As $\|\|f|^2\| \leq 1$, we get that $\|f_0\| \leq 1 - \delta^2 < \frac{1}{2}$. This means that we can write the inverse of $|f|^2$ using the Neumann series (just like in Lemma 1.1) and quickly obtain the estimate for the norm of the inverse by $\frac{1}{\|f_0\|}$; it just remains to note that $\frac{1}{f} = \frac{1}{|f|^2}$. □

The proofs contained in this note clearly suggest that the most important information concerning invertibility is contained in the discrete (or almost periodic) part. In the non-commutative setting it is possible that the almost periodic part is very simple. Namely, there is a class of groups, called **minimally almost periodic**, for which constants are the only almost periodic functions; an example of such a group is $SL_2(\mathbb{R})$. For them we get a better result.

**Proposition 3.8.** Let $G$ be a minimally almost periodic group and let $f \in B(G)$ satisfy $\|f\| \leq 1$ and $|f| \geq \delta > \frac{1}{2}$. Then $f$ is invertible and $\|\frac{1}{f}\| \leq \frac{1}{2\delta - 1}$.

**Proof.** Let $f = f_{ap} + f_c$ be a decomposition of $f$ into almost periodic and continuous parts, and recall that $m(|f_c|) = 0$. It follows that $m(|f|) = m(|f_{ap}|)$. As the only almost periodic functions are the constants, we get $f_{ap} = m(f)1$, hence $|m(f)| = m(|f|) \geq \delta$. We have an orthogonal decomposition $f = m(f)1 + f_c$, where $|m(f)| \geq \delta > \frac{1}{2}$, so $\|f_c\| \leq 1 - \delta < \frac{1}{2}$.
and the usual procedure involving the Neumann series proves invertibility and provides the estimate.

There are two more simple cases in which we get the same estimate for the inverse; this time there are very strong assumptions about the function.

**Proposition 3.9.** Let $G$ be a locally compact group and let $f \in B(G)$ satisfy $\|f\| \leq 1$ and $|f| \geq \delta > \frac{1}{2}$. Then $f$ is invertible and $\|\frac{1}{f}\| \leq \frac{1}{2\delta - 1}$ if one of the following conditions is satisfied:

(i) $f$ is real and has constant sign;

(ii) the absolute value of $f$ is constant.

**Proof.** (i) We may assume that $f$ is positive. Recall the decomposition from Proposition 3.5: $f = m(f)1 + f_0$. Since $f \geq \delta$, we get $m(f) \geq \delta$, so $f = m(f)\left(1 + \frac{f_0}{m(f)}\right)$ can be inverted using the Neumann series, which also gives the estimate.

(ii) In this case we have $\overline{f}f = c \geq \delta^2$, hence $\frac{1}{f} = \frac{\overline{f}}{c}$, which gives $\|\frac{1}{f}\| \leq \frac{1}{\delta} \leq \frac{1}{2\delta - 1}$. Note that here the assumption $\delta > \frac{1}{2}$ is not necessary.

□

4. Concluding remarks

(1) The critical constant $\delta_0 = \frac{1}{2}$ is the same as for measure algebras on ‘analytic’ semigroups as discussed in part 2.2. of [N].

(2) The problem of obtaining an estimate of the inverse for measures $\mu \in M(G)$ satisfying $\|\mu\| \leq 1$ and $\inf_{\gamma \in G} |\hat{\mu}(\gamma)| \in \left(\frac{1}{2}, \frac{1}{\sqrt{2}}\right)$ seems to be very difficult even for $G = \mathbb{T}$ and the considered measures being finite sums of Dirac deltas supported at rational points of the circle. Then the estimation of the inverse is translated to an elementary but surprisingly hard problem on bounding the entries of the inverses of circulant matrices in terms of their eigenvalues. It should be also noted that it cannot be solved by simply proving that the mass of a single atom is greater than $\delta$ as the example $\mu = \frac{1}{2}\delta_0 + \frac{i}{2}\delta_1 \in M(\mathbb{Z})$ shows (such examples can be also constructed for non-torsion groups such as $\mathbb{Z}$).
(3) Theorem 2.4 is sharp for any non-discrete locally compact Abelian group as it was discussed before but Theorem 3.2 is not necessarily sharp even for non-compact groups as there are examples of non-compact groups for which the Wiener-Pitt phenomenon does not occur (check [C]). However, this Theorem is sharp for discrete groups containing an infinite Abelian subgroup (consult [OW]).
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