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Abstract

We propose a novel class of convex risk measures, based on the concept of the Fréchet mean, designed in order to handle uncertainty which arises from multiple information sources regarding the risk factors of interest. The proposed risk measures robustly characterize the exposure of the firm, by filtering out appropriately the partial information available in individual sources into an aggregate model for the risk factors of interest. Importantly, the proposed risks can be expressed in closed analytic forms allowing for interesting qualitative interpretations as well as comparative statics and thus facilitate their use in the everyday risk management process of the insurance firms. The potential use of the proposed risk measures in insurance is illustrated by two concrete applications, capital risk allocation and premia calculation under uncertainty.
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1 Introduction

Financial and insurance risk managers often face situations where they have to make decisions concerning risks whose exact probability distribution is unknown on account of either incomplete data or information, or because they are connected with subjective beliefs towards risk factors or multiple information sources of perhaps unknown reliability. Such situations can be abstracted by considering the risk as a random variable $X : \Omega \rightarrow \mathbb{R}$, with the true probability measure, $\mu_0$, is unknown to the risk manager who is only aware of a family $\mathcal{M}$ consisting of possible alternative probability models $\mu_i$, $i \in \mathcal{I}$, where $\mathcal{I}$ is an index set, for the possible scenarios on $\Omega$. These alternative models may come from various sources (e.g. by different experts or may arise as partial models consistent with incomplete data available to the individual sources) and are assumed to be approximations to the true probability model $\mu_0$ for the different states of the world in $\Omega$. The success of each approximation $\mu_i$ for $\mu_0$, depends on the reliability of the source or the expert’s ability to model the risk under question. The important issue arising is which of the potential probability models in $\mathcal{M}$ should be used by the risk manager in order to assess the risk $X$ and what is an appropriate risk measure under which the policy decisions (e.g. risk premia calculation or capital allocation policies) will be made.

Situations as described above are abundant in insurance; as a simple concrete example consider the problem of evaluating the total risk position $X$ of a multi-sector insurance firm consisting of $d$ sectors, each contributing the risk $X_q$, $q = 1, \ldots, K$ to the total risk of the firm $X = \sum_{q=1}^{K} X_q$. In this case, each information source can be thought of as the manager of each sector of the firm who is well aware of the scenarios $\Omega_q \subset \Omega$ that affect the risk of her sector
$X_q$, but may be unaware of other scenarios $\Omega_j \in \Omega$ that affect the risks $X_q$ for $q \neq i$, which are needed to evaluate the total risk $X$. As the modelling of dependence can be quite difficult there is uncertainty in the dependence structure between the various risks, thus leading to a multitude of probability models $\mathcal{M}$ which can be used to estimate the risk induced by the random variable $X$.

A very convenient way of treating situations as described above is through the use of convex risk measures. The class of convex risk measures (see F"{o}llmer and Schied (2002)) as an extension of the class of coherent risk measures (first introduced in Artzner et al. (1999)) has become widespread in theoretical and applied insurance research and it is expected to gradually become the industry standard within the Solvency framework, as more and more often on account of its various drawbacks the use of VaR as a mean of quantifying risk is replaced by the use of its coherent counterparts such as CVaR or AVaR. In order to cope with risk management in situations where multiple competing models are formulated for the various scenarios in $\Omega$, a convex risk measure should be utilized which is capable of combining efficiently the information provided by all partial models into an aggregate model, filtering out possible inconsistencies of the models in $\mathcal{M}$, in order to formulate the most appropriate and robust characterization of the risk $X$ and formulate policies accordingly.

This paper proposes a new class of convex risk measures, the Fréchet risk measures, that can be used for this purpose, and which optimally combine all (partial) information sources into a single model and provide reliable and robust with respect to model uncertainty estimates to the risk position of the firm. The construction of the proposed risk measures requires a reliable measure for the distance between different probabilistic models (corresponding to different opinions, estimates of information sources) and since all models are assumed to be representations of the same phenomenon, high dispersion of models must be penalized. However, such a task requires the generalization of the concept of dispersion for the space of probability measures (representing here possible probability models), which is not a vector space thus invalidating the usual definition of the mean and consequently the dispersion. To this end we treat the space of probability measures (the natural topological space setting for probability models) as a metric space with a chosen metrization which allows us to extend the concept of the mean and the dispersion in terms of the concept of the Fréchet mean and the Fréchet dispersion which are then defined through a variational formulation. We can then use the robust representation of convex risk measures, due to F"{o}llmer and Schied (2002) and Frittelli and Gianin (2002), combined with a properly chosen penalty function on the set of probability measures. This penalty function is related with the Fréchet variance of the set of priors $\mathcal{M}$, and penalizes extreme scenarios. In this way, we obtain the a novel class of risk measures which can be used in order to filter out uncertainty of the probabilistic models of the risk under consideration and provide a robust and easily computable estimation of the total risk incurred.

Clearly, the exact form of the proposed Fréchet risk measures depends on the choice of metrization for the space of probability measures. One particularly popular metrization which is also adopted in this paper is the Wasserstein metric, while the use of pseudo-metrics such as the Kullback-Leibler divergence is also a popular choice which is also investigated in this work. We provide versions and explicit calculations of the Fréchet risk measures for such choices, with a special emphasis on the case of the Wasserstein metric for which recent research has shown that it is a very successful metric for the space of probability measures. For example, the Wasserstein metric has been used as a loss functional for learning schemes and extensive empirical and theoretical studies have shown that the use this metric as a distance functional provides superior results as compared to other metrics or pseudo-metrics such as Kullback-Leibler divergence (see e.g. Papaviannis and Yannacopoulos (2016a)), in the space of probability measures. Furthermore, the extension of the mean in the metric space of probability measures, called the Wasserstein barycenter, has been used as a tool for model selection with very satisfying results (Papaviannis and Yannacopoulos (2016a)). As already mentioned, the proposed risk
measures in many cases can be estimated explicitly in semi-analytic form, thus providing a very convenient tool for practitioners to evaluate and analyse risk positions. Their use in insurance is illustrated using two indicative applications, in the problem of capital allocation and in insurance premia calculations.

2 Fréchet Risk Measures : Definitions and Properties

In this section we introduce the concept of Fréchet risk measures, a novel concept that may find important applications in a variety of concrete risk management problems, related to multi-agent decisions or multiple and possibly conflicting priors concerning the probability measure governing the phenomenon.

2.1 The General Class of Fréchet Risk Measures

Let $Z = (Z_1, \ldots, Z_d)$ be a set of common stochastic risk factors affecting all possible ventures or positions of the firm. We identify the set of possible states of the world (i.e. states of the economy) with $\Omega = \mathbb{R}^d$. We assume that the description of the economy through the stochastic factors $Z$ is sufficient in the sense that for any possible position of the firm $X$ there exists a Borel measurable map $\Phi_0 : \Omega = \mathbb{R}^d \to \mathbb{R}$ such that $X = \Phi_0(Z)$. Therefore knowledge of the state of the stochastic factor $Z$ provides a complete description of the actual value of the position $X$ and using the composite mapping $\Phi_0 \circ Z$ the position of the firm can be considered as a random variable $X : \Omega = \mathbb{R}^d \to \mathbb{R}$. This approach is the standard approach to the modern theory of quantitative risk management (see e.g. McNeil et al. (2015)).

We will assume that a number of possible priors are available concerning the distribution of the stochastic risk factors $Z$, in terms of probability measures on $\mathcal{B}(\mathbb{R}^d)$, the Borel $\sigma$-algebra on $\Omega = \mathbb{R}^d$. We will denote the set of these priors by $\mathcal{M} = \{\mu_i\}_{i=1,\ldots,n}$, which for the sake of simplicity, are assumed to be absolutely continuous with respect to the multidimensional Lebesgue measure. Each model may contain parts of the reality and perhaps better represents particular aspects of the distribution of $Z$, while none of these may in principle be the true model for $Z$. In some sense $\mathcal{M}$ contains the available information for $Z$ which may be partial due to incomplete observations, etc. Therefore, when trying to assign a model for the description of $Z$ we cannot simply single out a particular model out of $\mathcal{M}$ but rather we need to use an appropriate combination of the elements of $\mathcal{M}$, designed in such a way that the partial information contained in each model in $\mathcal{M}$ is aggregated so as to get as complete as possible a probabilistic description for $Z$. Naturally, the uncertainty on the probability measures concerning $Z$ reflects on uncertainty regarding the probability measures concerning the position of the firm $X$.

To deal with model uncertainty concerning $Z$ one can use the concept of convex risk measures and in particular employ results on their robust representation, in order to assign to each risk position $X$ a real number quantifying the risk, constructing a functional $\rho : \mathcal{L} \to \mathbb{R}$ where $\mathcal{L}$ is a suitable vector space containing all possible random variables $X : \Omega \to \mathbb{R}$ under consideration (where $\Omega = \mathbb{R}^d$). This mapping must satisfy the axiomatic framework of convex risk measures (see Föllmer and Schied (2002)), but at the same time must also take into account the fact that there are multiple plausible models, none of which can in principle a priori be discarded as a description of the stochastic factors $Z$. In this section we will propose a class of convex risk measures, the Fréchet risk measures, which may provide a useful framework for the quantification of risk in situations as the ones described above.

Dispersion in model space (which for the purpose of this work coincides with the space of probability measures) can be quantified using the concept of Fréchet variance, in the space of probability measures $\mathcal{P}(\Omega)$ appropriately metrized by a metric $d$. The concept of the Fréchet variance (and the related Fréchet mean) has been first introduced by Maurice Fréchet (see e.g.\footnote{Or as is sometimes more common in notation $-X = \Phi_0(Z)$.}}
Fréchet (1948) and Izem et al. (2007) who also provided a useful decomposition of the Fréchet variance), in an attempt to generalize the concepts of the variance and the mean for random variables taking values not on a vector space but rather in general metric spaces not admitting a linear structure (as for example the space of probability measures). This concept has its roots in differential geometry but over the last years has found many applications in various areas such as decision theory, probability theory, functional data analysis, image processing and other fields. This notion of mean is based upon a variational argument, and in particular on the minimization of the Fréchet function which for any set of weights \( w = (w_1, \ldots, w_n) \in \Delta^{n-1} \), where \( \Delta^{n-1} \) is the positive unit simplex of \( \mathbb{R}^n \), is defined as the mapping \( \mathbb{F}_M : \mathcal{B} (\mathbb{R}^d) \rightarrow \mathbb{R}_+ \),

\[
\mathbb{F}_M (\mu) := \sum_{i=1}^{n} w_i d^2 (\mu, \mu_i),
\]

where \( d \) is a metric on the space \( \mathcal{P}(\mathbb{R}^d) \), the space of probability measures on \( \Omega = \mathbb{R}^d \). The minimum of this function over \( \mathcal{P}(\mathbb{R}^d) \) is called the Fréchet variance of the set of priors \( M \) and will be denoted by

\[
V_M := \min_{\mu \in \mathcal{P}(\mathbb{R}^d)} \mathbb{F}_M (\mu).
\]

We will hereafter use the notation \( F_M \) for the normalized Fréchet function

\[
F_M (\mu) = \mathbb{F}_M (\mu) - V_M \geq 0.
\]  

(1)

The normalized Fréchet function is a positive valued convex function on the space of probability measures. The minimizer

\[
\mu_B := \arg \min_{\mu \in \mathcal{P}(\mathbb{R}^d)} F_M (\mu) = \arg \min_{\mu \in \mathcal{P}(\mathbb{R}^d)} \sum_{i=1}^{n} w_i d^2 (\mu, \mu_i),
\]

(2)

is called the Fréchet mean (or the barycenter) of \( M \), whereas the Fréchet variance of \( M \) is defined as \( \rho_F (M) := F_M (\mu_B) \). The Fréchet mean may not be unique, however, for the class of measures considered here uniqueness can be proved (see e.g. Afsari (2011); Arnaudon et al. (2013); Kroshnin (2018)).

The Fréchet mean \( \mu_B \) can be considered as the aggregate model for the particular set of priors \( M \) and is the appropriate generalization of the least-square estimator (in the sense of the metric \( d \)) in the space of probability measures. The choice of the weight vector depends on the credibility of the source from which each prior originates from; we may choose all weights equal if all priors are equally acceptable or if no knowledge about the reliability or the performance of the competing models exists. Other choices are possible, reflecting variability of the credibility of the various priors, based perhaps on experience as to their performance (e.g. using a learning procedure similar to that presented in Papaviannis and Yannacopoulos (2016a)). The Fréchet mean also depends on the choice of metric. In view of the discussion in the introduction, an appropriate choice for the metric \( d \) is the Wasserstein metric and most of the results in this work will focus on the risk measures induced by this choice of metric, and how the aggregation of models affects the determination of the risk assigned to the position in terms of the chosen risk measure.

We recall the general robust representation of convex risk measures

\[
\rho (X) = \sup_{\mu \in \mathcal{P}(\Omega)} \left( \mathbb{E}_{\mu} [-X] - a (\mu) \right),
\]

(3)

where \( \mathcal{P}(\Omega) \) is the set of probability measures on the set of states of the world \( \Omega \).
\[ \alpha : \mathcal{P}(\Omega) \to \mathbb{R} \] is a convex penalty function that penalizes certain extreme scenarios, proposed in Föllmer and Schied (2002) and Frittelli and Gianin (2002). Since our aim is in filtering out the information concerning the risk \( X \) available in the set of priors for the stochastic factors \( Z, \mathcal{M} \), we propose to use the Fréchet function \( F_M \) as a part of the penalty function in the robust representation \( \mathbb{I} \), so that the penalty term will effectively select as a minimizer in problem \( \mathbb{I} \) a probability measure which should be close to the Fréchet mean \( \mu_B \) of the set of priors \( \mathcal{M} \). We therefore introduce the novel class of Fréchet risk measures.

**Definition 2.1 (Fréchet risk measure).** Let \( \alpha : \mathbb{R} \to \mathbb{R}_+ \cup \{\infty\} \) be an increasing function, such that \( \alpha(0) = 0 \), and let \( \Phi_0 : \mathbb{R}^d \to \mathbb{R}_+ \) be the risk mapping connecting the stochastic factors \( Z \) to the risk position \( X \) of the firm. We define the Fréchet risk measure for any \( \gamma \in (0, \infty) \) as

\[
\rho_F(X) := \sup_{\mu \in \mathcal{P}(\mathbb{R}^d)} \left\{ \mathbb{E}_\mu[-X] - \frac{1}{2\gamma} \alpha(F_M(\mu)) \right\},
\]

where \( \mathcal{M} \) is the set of priors for \( Z \), \( -X = \Phi_0(Z) \) and \( F_M \) the normalized Fréchet function defined in \( \mathbb{I} \).

The following proposition collects some properties of Fréchet risk measures. We will use the explicit notation \( \rho_F(X) = \rho_F(X; \gamma) \) to emphasize the dependence on the parameter \( \gamma \).

**Proposition 2.2 (Properties of Fréchet risk measures).** Consider the measurable space \( (\Omega, \mathcal{F}) \) where here \( \Omega = \mathbb{R}^d \) and \( \mathcal{F} \subseteq \mathcal{B}(\mathbb{R}^d) \) a given \( \sigma \)-algebra.

1. The Fréchet risk measures considered as mappings \( \rho_F : \mathcal{L} \to \mathbb{R}_+ \), where \( \mathcal{L} := \{X : \Omega \to \mathbb{R} : X \text{ Fréchet-measurable}\} \) are convex risk measures, such that \( \rho_F(X; \gamma) \geq \mathbb{E}_{\mu_B}[-X] \), for all \( \gamma \geq 0 \), where \( \mu_B \) is the Fréchet barycenter of \( \mathcal{M} \) (defined in \( \mathbb{I} \)).

2. For any fixed \( -X = \Phi_0(Z) \), it holds that \( \rho_F(X; \gamma_1) \leq \rho_F(X; \gamma_2) \) for any \( 0 \leq \gamma_1 \leq \gamma_2 \), while

\[
\lim_{\gamma \to 0^+} \rho_F(X; \gamma) = \mathbb{E}_{\mu_B}[\Phi_0(Z)] \leq \rho_F(X; \gamma) \leq \operatorname{ess sup}_{Z \in \Omega = \mathbb{R}^d} \Phi_0(Z),
\]

where \( \mu_B \) is the Fréchet barycenter of \( \mathcal{M} \).

**Proof.** For the proof of the Proposition please see Appendix A.1. \( \square \)

The above proposition implies that the parameter \( \gamma \) plays the role of an uncertainty aversion parameter, and has a similar interpretation as the relevant parameter in the entropic risk measure (see e.g. Föllmer and Knispel (2011); Ahmadi-Javid (2012)). Furthermore, if \( -X \) is considered as a loss so that \( -X \geq 0 \) a.s. we have that \( \rho_F(X; \gamma) \geq 0 \) for every \( \gamma \in (0, \infty) \).

In view of the discussion above, this class of convex risk measures filters out effectively multiple information and uncertainty and provides reliable representation of the risk using an aggregate model. This type of risk measures can also be characterized as minimum variance risk measures, in the sense that they are robust risk measures centered around the corresponding Fréchet mean of the set of priors. Because of the geometric interpretation of the Fréchet mean, in some sense, the family of Fréchet risk measures introduced here can be called a barycentric risk measure.

The freedom in the choice of \( \alpha \) allows for a wide variety of risk measures through Definition 2.1. For example, if \( \alpha \) is chosen so that \( \alpha(F_M(\mu)) = \mathbb{I}_C(\mu) \), the indicator function (in the sense used in convex analysis i.e. \( \mathbb{I}_C(x) = 0 \), if \( x \in C \) and \( \mathbb{I}_C(x) = \infty \) if \( x \not\in C \)) of a convex set \( C \subset \mathcal{P}(\Omega) \), e.g. \( C = \{\mu \in \mathcal{P}(\mathbb{R}) : F_M(\mu) \leq \zeta\} \), we obtain the subclass of constraint risk measures. A particular case of interest is the choice \( \alpha(z) = \frac{1}{\gamma} z \), \( \gamma > 0 \), leading to the class of the multiplier risk measures, with multiplier \( \gamma \) being interpreted as a measure of the risk manager’s ambiguity aversion. Other choices are of course possible.
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By definition, a Fréchet risk measure depends on the choice of the metric $d$. In the remainder of the paper, we focus on the use of Wasserstein metric for the metrization of $\mathcal{P}(\Omega) = \mathcal{P}(\mathbb{R}^d)$, however for the sake of comparison we consider some extensions in terms of popular pseudo-metrics such as the Kullback-Leibler divergence.

### 2.2 Wasserstein Barycentric Risk Measures

We now define a special class of Fréchet risk measures, the Wasserstein Barycentric risk measures. This corresponds to the choice $d(\mu_1, \mu_2) = W_p(\mu_1, \mu_2)$, $p > 1$ with $W_p(\cdot, \cdot)$ being the $p$-Wasserstein distance defined as

$$W_p(\mu_1, \mu_2) := \left\{ \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^p d\nu(x, y) : \nu \in \Pi(\mu_1, \mu_2) \right\}^{1/p},$$

where $\Pi(\mu_1, \mu_2)$ denotes the set of all transport plans between $\mu_1$ and $\mu_2$, i.e., all measures on $\Omega \times \Omega = \mathbb{R}^d \times \mathbb{R}^d$ with marginals $\mu_1$ and $\mu_2$. Endowed with this metric the space of probability measures with finite $p$-moments, becomes a complete metric space which will be denoted by $\mathcal{P}_p(\mathbb{R}^d)$. It is well known (Villani (2003)) that this distance provides a metrization of the space of probability measures compatible with the weak*-topology, and recent research (Papayiannis and Yannacopoulos (2016)) has shown that the use of this distance allows for better aggregation of probability models as compared to other choices of metrics or pseudo-metrics. In the case where $\Omega = \mathbb{R}$, the solution to this problem can be expressed in terms of the generalized inverses of the distribution functions $F_i$ corresponding to the measures $\mu_i$, i.e. the quantiles $g_i$, and the Wasserstein distance admits the convenient integral expression

$$W_p(\mu_1, \mu_2) = \left\{ \int_0^1 |g_1(s) - g_2(s)|^p ds \right\}^{1/p}.$$  \hspace{1cm} (5)

The special case where $p = 1$, and the distribution is a discrete distribution on the real line is related to the Gini distance. For a detailed account of the properties and history of the Wasserstein distance see Santambrogio (2015) and Villani (2003). The Wasserstein barycenter has been well studied in the particular case where $p = 2$, and its existence and uniqueness has been proved in the case where probability measures are absolutely continuous with respect to the Lebesgue measure on $\mathbb{R}^d$ (Agueh and Carlier (2011)). Furthermore, for the case $p = 2$ closed form solutions for the Wasserstein barycenter can be obtained for important families of probability measures on $\mathbb{R}^d$, rendering the use of the Wasserstein metric very attractive. For the above reasons we will focus our attention to this particular case and only present a brief discussion of the general case $p \neq 2$.

For the special choice of the metric $d(\cdot, \cdot) = W_2(\cdot, \cdot)$ in Definition 2.1, we obtain the definition of the Wasserstein barycentric risk measures.

#### Definition 2.3 (Wasserstein Barycentric Risk Measure).

Given a risk $X : \Omega = \mathbb{R}^d \to \mathbb{R}$, a set of priors $\mathcal{M} = \{\mu_1, \ldots, \mu_n\}$, a set of weights $w = (w_1, \ldots, w_n) \in \Delta^{n-1}$, and a multiplier $\gamma \in (0, \infty)$, we define the Wasserstein barycentric risk measure $\rho_W$ by

$$\rho_W(X) := \sup_{\mu \in \mathcal{P}(\Omega)} \left\{ \mathbb{E}_\mu[-X] - \frac{1}{2\gamma} F_{\mathcal{M}}(\mu) \right\},$$

$$F_{\mathcal{M}}(\mu) := \sum_{i=1}^n w_i W^2_2(\mu, \mu_i) - V_{\mathcal{M}},$$

$$V_{\mathcal{M}} := \inf_{\mu \in \mathcal{P}(\Omega)} \sum_{i=1}^n w_i W^2_2(\mu, \mu_i)$$  \hspace{1cm} (6)
The risk measure depends on the choice of \( \gamma \) and \( w \) but the dependence is not made explicit in order to ease notation.

Following up on the discussion based on the results of Proposition 2.2, the positive real number \( \gamma > 0 \) in Definition 2.3 plays the role of a multiplier that quantifies how much the variance of the priors in \( \mathcal{M} \) is penalized in the determination of the risk measure for \( X \). The smaller the value of \( \gamma \) is, the more severely is the variance of priors penalized, therefore, driving the minimizer of problem (6) as close as possible to the Fréchet mean of \( \mathcal{M} \) (barycenter) as quantified in terms of the 2-Wasserstein distance. In this sense, \( \gamma \) can be thought of as a measure of the uncertainty aversion of the risk manager, since an uncertainty averse agent would favor a unique model, therefore likely being hostile to the existence of many and possibly conflicting models, which is quantified by large Fréchet variance.

The variational problem (6) is a well-posed variational problem, which defines a convex risk measure that enjoys the general properties of Fréchet risk measures presented in Proposition 2.2.

**Remark 2.4 (Coherent version of Wasserstein barycentric risk measures).**

One can also consider the closely related class of coherent Wasserstein barycentric risk measures, which can be defined as

\[
\rho_\eta(X) = \sup_{\mu \in C_\eta} E\mu[-X],
\]

where \( C_\eta \subset \mathcal{P}_2(\mathbb{R}^d) \) is the convex set \( C_\eta := \{ \mu \in \mathcal{P}_2(\mathbb{R}^d) : \sum_{i=1}^n w_i W_2^2(\mu, \mu_i) \leq \eta \} \). These measures are coherent according to the definition proposed in the pioneering work of Artzner et al. (1999). Problem (7) can be reduced to problem (6) using the Lagrange multiplier formulation.

**Remark 2.5 (Extension of Definition 2.3).**

One of course may choose to metrize \( \mathcal{P}(\mathbb{R}^d) \) using other Wasserstein metrics that \( W_2 \), depending on the properties of the probability measures considered. A possible extension of Definition 2.3 may be to define

\[
\rho_W(X) := \sup_{\mu \in \mathcal{P}(\Omega)} \left\{ E\mu[-X] - \frac{1}{q^\gamma} F_M(\mu) \right\},
\]

for the choice \( F_M(\mu) := \sum_{i=1}^n w_i W_p^q(\mu, \mu_i) - V_M \) and \( V_M := \inf_{\mu \in \mathcal{P}(\Omega)} \sum_{i=1}^n w_i W_p^q(\mu, \mu_i) \), and \( p > 1, q > 1 \). Such choices may lead to well posed variational problems but have to be treated numerically. Furthermore, one may choose more general probability spaces \( \Omega \), keeping of course in mind to check for the existence of the Wasserstein barycenter in this more general setting.

We now present some results concerning the calculation of the convex risk measures \( \rho_W \) in an almost closed form for some cases which often occur in real life applications.

### 2.2.1 The case of a single random factor

First, we consider the case where \( d = 1 \) i.e. the case where the position \( X \) is affected only through one risk factor \( Z \).

**Proposition 2.6.** Let \( \mathcal{M} = \{\mu_1, \ldots, \mu_n\} \) be a set of alternative prior probability models. Let \( \Omega = \mathbb{R} \), \(-X = \Phi_0(Z) \) where \( Z : \mathbb{R} \to \mathbb{R} \) is considered as the only random factor that affects the risk \( X \), and \( \{g_i\}_{i=1}^n \) the corresponding quantile functions of the models for \( Z \) in \( \mathcal{M} \). The following results hold.

(a). The variational problem (6) is equivalent to the variational problem

\[
\rho_W(X) = \max_{g \in \mathcal{G}} \left\{ \frac{1}{\gamma} \left( \Phi_0(g(s)) - \frac{1}{\gamma^2} (g(s) - g_B(s))^2 \right) ds \right\}.
\]
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where $\mathcal{S}$ is the space of quantile functions and $g_B(s) := \sum_{i=1}^{n} w_i g_i(s)$, which is well posed.

(b) If $\Phi_0$ is smooth enough, $\gamma$ is small enough and we consider continuous distributions for the priors the maximizer $g$ of $\mathcal{S}$ can be obtained in terms of the quantile function by solving the equation

$$
\Lambda(g) := g(s) - \gamma \frac{d}{dz} \Phi_0(g(s)) - g_B(s) = 0.
$$

**Proof.** For the proof of the Proposition please see Appendix A.2. □

The following examples illustrate the use of the above proposition.

**Example 2.7 (Affine risk mapping).** In the case where the risk mapping is of affine form, i.e. $\Phi(z) = \alpha + bz$, for $\alpha, b \in \mathbb{R}$, an application of Proposition 2.6 yields the closed form solution

$$
\rho_W(X) = \mathbb{E}_{\mu_B}[-X] + \frac{b^2}{2},
$$

where the unique maximizer is the probability model which can be represented in terms of its the quantile function $g := g_B + \kappa = \sum_{i=1}^{n} w_i g_i + \kappa$ where $\kappa = b\gamma$. The maximizer in this case can be identified as the weighted quantile average (i.e. the barycenter) shifted by the multiplier $\kappa$ (left shift if $\kappa < 0$ or right shift if $\kappa > 0$. Note the distortion effect of the risk mapping on the maximizer and the value of risk measure.

**Example 2.8 (Quadratic risk mapping - $\Delta - \Gamma$ approximation ).** In the case where the risk mapping is of quadratic form, i.e. $\Phi(z) = \alpha + bz + cz^2$ for $\alpha, b, c \in \mathbb{R}$, corresponding to the popular $\Delta - \Gamma$ approximation of any risk position, an application of Proposition 2.6 yields the closed form solution

$$
\rho_W(X) = \int_0^1 \Phi_0 \left( \frac{g_B(s) + \kappa}{\lambda} \right) ds - \frac{1}{2\gamma} \int_0^1 \left( \frac{g_B(s) + \kappa}{\lambda} - g_B(s) \right)^2 ds,
$$

where the unique maximizer is the probability model represented in terms of the distorted, by the risk mapping, barycentric quantile function $g := g_B + \kappa = \sum_{i=1}^{n} w_i g_i + \kappa$ where $\kappa = b\gamma$ and $\lambda = 1 - c\gamma$, which can be identified as the weighted quantile average shifted by the multiplier $\kappa$ and scaled by the multiplier $\lambda$. Note that in both cases, when $\gamma \to 0$ we recover the barycenter as the maximizer.

**Remark 2.9.** For smooth $\Phi_0$ and $\gamma$ small enough, and in the case where $\mathcal{M}$ consists of continuous distributions one may obtain a perturbative expansion for the risk measure in terms of the expression

$$
\rho_W(X) = \int_0^1 \left( \Phi_0(g_B(s)) + \frac{\gamma}{2} (\Phi_0'(g_B(s))^2) \right) ds + O(\gamma^2).
$$

More general cases can be treated either by numerical treatment of the parametric algebraic equation (2.5), or by direct treatment of the variational problem (5) by discretization or by inclusion of a penalization term which guarantees that the solution is in $\mathcal{S}$.

### 2.2.2 The case of multiple random factors: Location-Scatter family

Now we consider the case that $d$ random factors affect the position $X$ through a risk mapping $\Phi_0(\cdot)$, i.e. $-X = \Phi_0(Z)$. We assume that the risk factors $Z = (Z_1, \ldots, Z_d)$ follow a Location - Scatter family so that $Z = m + S^{1/2} Z_0$, where $m \in \mathbb{R}^d$, $S \in \mathbb{P}(d) \subset \mathbb{R}^{d \times d}$ is a positive semidefinite matrix and $Z_0$ is a random variable on $\mathbb{R}^d$. We will use the notation $\mathbb{P}(d)$ for the set of positive semidefinite $d \times d$ matrices, and we will denote by $\nu$, the probability measure on $\mathbb{R}^d$, which corresponds to the probability distribution of the central random variable $Z_0$. 


which characterizes the family. We will denote such random variables by \( Z \in LS(m, S) \), and slightly abusing notation we will denote the corresponding probability measure again as \( \mu = LS(m, S) \). Examples of such families are e.g. the normal family, the Student family or other families of elliptical distributions, which are widely used as models in risk management (see e.g. McNeil et al. (2013)). Note that the existence of fat tails is not excluded by this choice of models, as the random variable \( Z_0 \) may be chosen so as to exhibit such behaviour if this is necessary.

For the case where \( M = \{ \mu_i \}_{i=1}^n \), \( \mu_i = LS(m_i, S_i) \), \((m_i, S_i) \in \mathbb{R}^d \times \mathcal{P}(d)\), the Fréchet function when the measure space is metrized in terms of the Wasserstein distance admits the form

\[
F_M(m, S) := F_M(m) + F_M^0(S) := \sum_{i=1}^n w_i \| m - m_i \|^2 + \sum_{i=1}^n w_i Tr \left( S + S_i - 2(S_i^{1/2} S S_i^{1/2})^{1/2} \right).
\]

It has been shown that the Wasserstein barycenter \( \mu_B \) is also a measure \( \mu_B = LS(m_B, S_B) \) with \((m_B, S_B) \in \mathbb{R}^d \times \mathcal{P}(d)\) being obtained as the solution of the matrix optimization problem

\[
\min_{(m,S) \in \mathbb{R}^d \times \mathcal{P}(d)} F_M(m, S) = \min_{(m,S) \in \mathbb{R}^d \times \mathcal{P}(d)} \sum_{i=1}^n w_i \| m - m_i \|^2 + \sum_{i=1}^n w_i Tr \left( S + S_i - 2(S_i^{1/2} S S_i^{1/2})^{1/2} \right)
\]

It is easily seen that \( m_B = \sum_{i=1}^n w_i m_i \). Furthermore, it can be shown (see e.g. Álvarez-Esteban et al. (2010) or Bhatia et al. (2019)) that \( S_B \) is the solution of the matrix equation

\[
S_B = \sum_{i=1}^n w_i (S_i^{1/2} S_i S_i^{1/2})^{1/2}.
\]

The Fréchet variance breaks into two contributions \( V_M = \nabla_M + V_M^0 \), where

\[
\nabla_M = F_M(m_B) = \sum_{i=1}^n w_i \| m_i - m_B \|^2,
\]

and \( V_M^0 = \min_{S \in \mathcal{P}(d)} F_M^0(S) = F_M^0(S_B) \), through which we may define the normalized Fréchet functions

\[
F_M(m) := F_M(m) - \nabla_M, \quad \text{and} \quad F_M^0(S) := F_M^0(S) - V_M^0.
\]

We now consider the problem of calculating the Wasserstein barycentric risk measure in the case where there is consent that the risk factors follow this general family, however there is uncertainty as to the parameters of the model, i.e., the set of priors \( M \) consists of probability measures \( \mu_i \in \mathcal{P}(\mathbb{R}^d) \) such that \( \mu_i = LS(m_i, S_i) \), \( m_i \in \mathbb{R}^d \), \( S_i \in \mathbb{R}^{d \times d} \), \( i = 1, \ldots, n \). Equivalently, according to each of the priors in \( M \), the risk factor \( Z \sim m_i + S_i^{1/2} Z_0 \), where the \( d \)-dimensional random variable \( Z_0 \) is distributed by the probability measure \( \nu \in \mathcal{P}(\mathbb{R}^d) \).

We will need the following definitions. Let \( \Phi_0 : \mathbb{R}^d \to \mathbb{R} \) be a function, associated with the risk mapping of a particular position, assumed to be sufficiently smooth. Define the functions \( \Phi, \Phi_\ell, \Psi_{\ell,k} : \mathbb{R}^d \times \mathcal{P}(d) \to \mathbb{R} \) by

\[
\Phi(m, S) := \int_{\mathbb{R}^d} \Phi_0(m + S^{1/2} z) d\nu(z),
\]

\[
\Phi_\ell(m, S) := \int_{\mathbb{R}^d} D_\ell \Phi_0(m + S^{1/2} z) d\nu(z),
\]

\[
\Psi_{\ell,k}(m, S) := \int_{\mathbb{R}^d} D_\ell D_\ell \Phi_0(m + S^{1/2} z) z_k d\nu(z),
\]

(13)
and we will also use the notation
\[ D_m \Phi(m, S) = [\Phi_1, \ldots, \Phi_d], \quad D_S \Phi(m, S) = \frac{1}{2} \left( \Psi S^{-1/2} + S^{-1/2} \Psi^T \right). \]  

**Proposition 2.10.** Assume that \( M = \{ \mu_i, \ i = 1, \ldots, n \} \) with \( \mu_i = L S(m_i, S_i) \) with \( m_i \in \mathbb{R}^d \) and \( S_i \in \mathcal{P}(d) \), where \( \mathcal{P}(d) \subset \mathbb{R}^{d \times d} \) is the set of positive definite and symmetric matrices. If the position of the firm is provided by the risk mapping \( -X = \Phi_0(Z) \) then \( \rho_W(X) \) is calculated as the solution of the matrix optimization problem
\[ \rho_W(X) = \sup_{(m, S) \in \mathbb{R}^d \times \mathcal{P}(d)} \left\{ \Phi(m, S) - \frac{1}{2\gamma} \left( F_M(m) + F_M^0(S) \right) \right\} \]  
The maximizer \((m, S)\) to the above problem can be found as the solution of the set of matrix equations (derived from the first order conditions):
\[ \gamma D_m \Phi(m, S) - \left( m - \sum_{i=1}^{n} w_i m_i \right) = 0 \]
\[ 2\gamma S^{1/2} D_S \Phi(m, S) S^{1/2} - \left( S - \sum_{i=1}^{n} w_i (S^{1/2} S_i S^{1/2}) \right) = 0. \]

**Proof.** For the proof of the Proposition please see Appendix A.3 \( \square \)

The first order conditions (16) may not be solved analytically (even for the case where \( \gamma = 0 \)) but may be approximated numerically with a fixed point scheme of the form
\[ m^{(k+1)} = \sum_{i=1}^{n} w_i m_i + \gamma D_m \Phi(m^{(k)}, S^{(k)}), \]
\[ S^{(k)} S^{(k+1)} = \left( \sum_{i=1}^{n} w_i ((S^{(k)})^{1/2} S_i (S^{(k)})^{1/2})^{1/2} + 2\gamma (S^{(k)})^{1/2} D_S \Phi(m^{(k)}, S^{(k)})(S^{(k)})^{1/2} \right)^2 \]  
This scheme in the case where \( \gamma = 0 \) reduces to the fixed point scheme for the calculation of the Wasserstein barycenter the convergence of which was shown in [Álvarez-Esteban et al. (2016)](http://example.com) or [Bhatia et al. (2019)](http://example.com). For small enough values of \( \gamma \) this fixed point scheme can be treated as a perturbation of a converging fixed point scheme which assumes sufficient smoothness for the function \( \Phi \), can be shown to converge.

**Remark 2.11 (A perturbative approach to the calculation of \( \rho_W(X) \)).** It can be noted that the second matrix equation in (16) is a perturbation of the matrix equation for the determination of the Wasserstein barycenter in the case of location - scatter families. This indicates that for small \( \gamma \) the solution to this system of matrix equations will be concentrated around the Wasserstein barycenter \((m_B, S_B)\). Introducing the notation
\[ M_B = D_m \Phi(m_B, S_B), \quad C_B = D_S \Phi(m_B, S_B), \quad B = S_B^{1/2}, \]
\[ B_i = S_i^{1/2}, \quad D_i = S_i C_i^{1/2}, \quad E_i = (S_B^{1/2} S_i S_B^{1/2})^{1/2}, \quad G_i = (S_i^{1/2} S_B S_i^{1/2})^{1/2}, \]  
it can be shown (see Appendix A.4 for details) that for small values of \( \gamma \) the risk measure admits the expansion
\[ \rho_W(X) = \Phi(m_B, S_B) + \gamma \left( \frac{1}{2} \|M_B\|^2 + Tr(C_B S) + \frac{1}{2} Tr \left( \sum_{i=1}^{n} w_i Z_i \right) \right) \]  
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where $\tilde{S}$ is the part of the solution $(\tilde{S}, J, H_1, \ldots, H_n)$ of the linear system of matrix equations

\[
\tilde{S} - \sum_{i=1}^{n} w_i H_i = 2BW B, \\
\tilde{S} - J B - B J = 0, \\
JD_i + D_i J - H_i E_i - E_i H_i = 0, \quad i = 1, \ldots, n,
\]

for $W = C B$ and the matrices $(Z_1, Z_2, \ldots, Z_n)$ solve the linear system of (decoupled) Sylvester equations

\[
Z_i G_i + G_i Z_i = -2Y_i, \quad i = 1, \ldots, n,
\]

where the right hand sides are determined by the solution of the Sylvester equations

\[
Y_i G_i + G_i Y_i = B_i \tilde{S} B_i, \quad i = 1, \ldots, n.
\]

The maximizing measure has mean $m = m_B + \gamma \tilde{m}$, and covariance matrix $S = S_B + \gamma \tilde{S}$.

We close the discussion by providing some examples of possible risk mappings and the application of Proposition 2.10.

**Example 2.12 (Linear risk mappings).** Linear risk mappings are quite often used in quantitative risk management as approximations of more complicated nonlinear risk mappings. One great advantage of using the linear approximation is that it allows for closed form expressions for risk measures, and as a result of that risk management procedures which are based upon the linear approximation are often used in practice.

Consider a linear risk mapping $-X = \langle a, Z \rangle$ where $a \in \mathbb{R}^d$ and $\langle \cdot, \cdot \rangle$ denotes the standard inner product in $\mathbb{R}^d$. Then we may calculate explicitly the function $\Phi$ as

\[
\Phi(m, S) = \mathbb{E}_\nu[(a, m + S^{1/2} Z)] = \langle a, m \rangle.
\]

For this risk mapping $D_m \Phi(m, S) = a$ and $D_S \Phi(m, S) = 0$, so that the system (16) becomes

\[
\gamma a - (m - \sum_{i=1}^{n} w_i m_i) = 0, \\
S - \sum_{i=1}^{n} w_i (S^{1/2} S_i S^{1/2})^{1/2} = 0,
\]

which can be readily solved to yield $m = m_B + \gamma a$ and $S = S_B$. Sustituting the maximizer we obtain the risk measure as

\[
\rho_W(X) = \langle a, m_B \rangle + \frac{\gamma}{2} \|a\|^2.
\]

Note that this result is exact (and not perturbative), and observe the distortion on the maximizing measure and its effect on the risk measure. Note further that the same result applies whenever the risk mapping is such that $\Psi_{\ell,k}(m, S) = 0$, i.e. whenever the random variables $D_{\ell} \Phi_0(m + S^{1/2} Z_0)Z_{0,k}$ are centered, a case that arises for specific symmetries of the risk mapping $\Phi_0$.

This result can be extended for the case of a portfolio of assets described by linear risk mappings. Assuming that each asset is described by the risk mapping $-X_k = \langle a_k, Z \rangle$, $a_k \in \mathbb{R}^d$, $k = 1, \ldots, K$, we have that for a portfolio $\theta = (\theta_1, \ldots, \theta_K)$ the total position is $X = \sum_{k=1}^{K} \theta_k X_k$, so that the risk mapping is $\Phi_0(Z) = \langle \sum_{k=1}^{K} \theta_k a_k, Z \rangle$ and the function $\Phi(m, S) = \langle \sum_{k=1}^{K} \theta_k a_k, m \rangle$. Therefore, $D_m \Phi(m, S) = \sum_{k=1}^{K} a_k$ and $D_S \Phi(m, S) = 0$, so that the maximizer...
is  

\[ m = m_B + \gamma(\sum_{k=1}^{K} \theta_k a_k), \quad S = S_B \]

and the risk measure is calculated as

\[ \rho_W(X) = \sum_{k=1}^{K} \theta_k (a_k, m_B) + \frac{\gamma}{2} \| \sum_{k=1}^{K} \theta_k a_k \|^2. \]

For more general risk mappings we will also have a distortion (as compared to the Wasserstein barycenter) not only for the mean but also for the covariance matrix. The following example illustrates that.

**Example 2.13 (Quadratic risk mapping).** The case of quadratic risk mappings is part of a very common approximation scheme in quantitative risk management, usually described as the \( \Delta - \Gamma \) approximation. Consider a risk mapping of the form \(-X = \langle a, Z \rangle + \langle Z, AZ \rangle\) where \( a \in \mathbb{R}^d \) and \( A \in \mathbb{R}^{d \times d} \), assumed symmetric without loss of generality. For this risk mapping we may calculate

\[ \Phi(m, S) = \mathbb{E}[\langle a, m + S^{1/2}Z_0 \rangle + \langle m + S^{1/2}Z_0, Am + AS^{1/2}Z_0 \rangle] \]

\[ = \langle a, m \rangle + \langle m, Am \rangle + Tr(S^{1/2}AS^{1/2}). \]

We may also calculate \([D_m \Phi(m, S)](\tilde{m}) = \langle a + 2Am, \tilde{m} \rangle\) for every \( \tilde{m} \in \mathbb{R}^d \) and \([D_S \Phi(m, S)](\tilde{S}) = Tr(\tilde{S})\) for every \( \tilde{S} \in \mathbb{P}(d) \), where we used the cyclicity of the trace. Using Proposition 2.10 we see that the maximizer in this case can be obtained as the solution of the system of matrix equations

\[ \gamma(a + 2Am) - (m - m_B) = 0, \]

\[ 2\gamma S^{1/2}AS^{1/2} - \left( S - \sum_{i=1}^{n} w_i (S^{1/2}S_i^{1/2})^{1/2} \right) = 0. \]

These equations are decoupled, the first one is readily solved to yield \( m = (I - 2\gamma A)^{-1}(m_B + \gamma a) \), whereas the second equation has either to be solved numerically using an iterative scheme or can be approximated in a perturbative manner using the method described in Remark 2.11. In this case the maximizer measure has mean \( m = m_B + \gamma \tilde{m} \) where \( \tilde{m} = a + 2Am_B \) and covariance \( S = S_B + \gamma \tilde{S} \) where the matrix \( \tilde{S} \) is obtained upon solving for the unknown matrices \((\tilde{S}, J, H_1, \ldots, H_n)\) the system of linear equations (20) for the choice \( W = A \). Once this system is solved (numerically in the general case) the risk measure is approximated to first order in \( \gamma \) by

\[ \rho_W(X) = \langle a, m_B \rangle + \langle m_B, Am_B \rangle + Tr(S_B^{1/2}AS_B^{1/2}) + \gamma(\Gamma_1 + \Gamma_2), \]

where

\[ \Gamma_1 = \frac{1}{2} \| m_B + Am_B \|^2, \]

\[ \Gamma_2 = Tr(A\tilde{S}) + \frac{1}{2} Tr \left( \sum_{i=1}^{n} w_i Z_i \right), \]

where the matrices \( Z_i, i = 1, \ldots, n \) are solutions of the system of decoupled Sylvester equations. The case of a portfolio \( \theta = (\theta_1, \ldots, \theta_K) \) of \( K \) assets or risk positions \(-X_k = \langle a_k, Z \rangle + \langle Z, A_k Z \rangle\), \( a_k \in \mathbb{R}^d \), \( A_k \in \mathbb{R}^{d \times d} \), symmetric (without loss of generality), \( k = 1, \ldots, K \), the risk mapping becomes \( \Phi(m, S) = \sum_{k=1}^{K} \theta_k \left[ \langle a_k, m \rangle + \langle m, A_k m \rangle + Tr(S^{1/2}A_k S^{1/2}) \right] \) and accordingly \([D_m \Phi(m, S)](\tilde{m}) = \sum_{k=1}^{K} \theta_k \langle a_k + 2A_k m, \tilde{m} \rangle\) for every \( \tilde{m} \in \mathbb{R}^d \) and

\[ [D_S \Phi(m, S)](\tilde{S}) = \sum_{k=1}^{K} \theta_k Tr(A_k \tilde{S}) \]
for every \( \tilde{S} \in \mathbb{P}(d) \). The correction to the barycenter is obtained by the solution of system (20) for the choice \( W = \sum_{k=1}^{K} \theta_k A_k \).

### 2.3 The Weighted Entropic Risk Measure

Relative entropy (or the Kullback-Leibler divergence), while not a true metric in the space of probability measures, has long been one of the favourite measures of divergence between probability models. Apart from its use in information theory it has played a crucial role in the study of model uncertainty in economic theory (see e.g. [Hansen and Sargent (2008)]) and has also been used in the study of risk management through the definition of the so-called entropic risk measures for the case of single priors (see [Föllmer and Knispel (2011)]; see also [Papayiannis and Yannacopoulos (2016)]). For the multi-prior setting of the class of entropic risk measures (see e.g. [Frittelli and Gianin (2004); Barrieu and El Karoui (2007); Föllmer and Knispel (2011); Ahmadi-Javid (2012)]). On account of the popularity of entropy and in order to generalize the entropic risk measures first proposed in [Föllmer and Knispel (2011)] for the single prior case to the multi-prior case we extend our definition of Fréchet risk measures to include pseudo-metrics rather than just metrics, and choose \( d \) to be the Kullback-Leibler divergence \((KL)\). This choice leads to a particular class of Fréchet risk measures which is called the weighted entropic risk measure, and can be considered as a generalization to the multi-prior setting of the class of entropic risk measures (see e.g. [Frittelli and Gianin (2004); Barrieu and El Karoui (2007); Föllmer and Knispel (2011); Ahmadi-Javid (2012)]). For simplicity we will restrict our attention for such risk measures to the case where the set of priors \( \mathcal{M} \) consists of probability measures which are absolutely continuous with respect to the Lebesgue measure on \( \Omega \). We recall that in this case if \( f_i \) are the probability densities of the measures \( \mu_i \) then \( KL(\mu_1 \Vert \mu_2) = \int_{\Omega} f_1(\omega) \log \frac{f_1(\omega)}{f_2(\omega)} \, dm \).

The definition of the weighted entropic risk measure follows.

**Definition 2.14 (The weighted entropic risk measure).**

Given a risk \( X : \Omega \to \mathbb{R} \), a set of priors \( \mathcal{M} = \{ \mu_1, \ldots, \mu_n \} \) (absolutely continuous with respect to the Lebesgue measure \( m \)), a set of weights \( w = (w_1, \ldots, w_n) \in \Delta^{n-1} \), and a multiplier \( \gamma \in (0, \infty) \), the weighted entropic risk measure admits a robust representation and is defined by\(^3\)

\[
\rho_E(X):= \sup_{\mu \in \mathbb{P}(\Omega)} \left\{ \mathbb{E}_\mu[-X] - \frac{1}{\gamma} KL_{w,\mathcal{M}}(\mu) \right\}, \tag{23}
\]

where \( KL_{w,\mathcal{M}}(\mu) := \sum_{i=1}^{n} w_i KL(\mu_i \Vert \mu) - V_{\mathcal{M}} \) and \( V_{\mathcal{M}} := \min_{\mu \in \mathbb{P}(\Omega)} KL_{w,\mathcal{M}}(\mu) \).

The next proposition provides explicit results concerning the calculation of \( \rho_E \).

**Proposition 2.15.** Assume that the risk \( X \) is provided through the risk mapping \( -X = \Phi_0(Z) \) where \( Z \) is a vector of \( d \) random factors that affect the risk position. Let \( \mathcal{M} = \{ \mu_1, \ldots, \mu_n \} \) be a set of priors for \( Z \) (absolutely continuous with respect to the Lebesgue measure \( m \)), \( w = (w_1, \ldots, w_n) \in \Delta^{n-1} \) a set of weights, and \( \gamma \in (0, \infty) \). Then, the weighted entropic risk measure \( \rho_E \) defined in (23) has value

\[
\rho_E(X) = \frac{1}{\gamma} \log \left( \int e^{-\gamma X} f_0 \, dm \right) = \frac{1}{\gamma} \log \left( \int_{\mathbb{R}^d} e^{\gamma \Phi_0(z)} f_0(z) \, dz \right), \tag{24}
\]

where \( f_0 := C_0 f_G = C_0 \prod_{i=1}^{n} f_i^{w_i} \) and \( C_0 := \left( \int f_G \, dm \right)^{-1} \) the normalizing constant. Moreover, the optimal probability measure, \( \mu_{\gamma^*} \), is fully characterized in terms of its probability density function \( f_{\gamma^*} := C_{\gamma^*} e^{-\gamma X} f_G \), where \( C_{\gamma} := \left( \int e^{-\gamma X} f_G \, dm \right)^{-1} \), denotes the normalizing constant.

**Proof.** For the proof of the Proposition see Appendix A.5. \( \square \)

\( ^3 \)We use \( 1/\gamma \) in the definition of (23) instead of \( 1/2\gamma \) used in the definition of general Fréchet risk measures, so as to be in line with the standard definition of the entropic risk measure.
Remark 2.16. Although $\rho_E$ is the natural extension of the entropic risk measure to the case where more than one priors are available, there are some drawbacks caused by the more complex framework. The main disadvantage is that, by construction, the weighted KL-divergence requires all the probability models in the set of priors to have common support otherwise, the KL-barycenter density function is a degenerate distribution. Therefore, this risk measure is advised for cases where the priors are close to each other. The weighted KL-divergence performs better when the priors display a high level of homogeneity. Some evidence regarding the use of this distance functional in practice within the context of a learning scheme, and assessment of its performance as compared to other distance functionals are provided in Papaviannis and Yannacopoulos (2016a).

3 Applications of Fréchet Risk Measures in Insurance

The proposed Fréchet risk measures can be used in any financial and insurance application in which there is uncertainty in form of multiple models for the risk factors which affect the total position of the firm. We choose two characteristic examples to illustrate and motivate their use in insurance risk management, (a) their use in risk allocation of the firm and (b) their use in premia calculation. Both examples have been chosen as real world applications in which model uncertainty appears, and in which the choice of a wrong probability model may have important negative consequences for the firm.

3.1 Risk Allocation under Model Uncertainty

Risk allocation among the different sectors of an insurance firm is one of the major problems in the insurance business since the ability of a firm to fulfill efficiently this task affects its performance and longevity. Consider for example a firm which is composed by $K$ different sectors, and assign to each one, a random variable $X_i$ which represents the profit/loss of each particular sector $k$ for all $k = 1, 2, ..., K$.

In general, the financial behaviour of each sector (and the whole firm) is estimated and modeled according to certain factors (the so called risk factors), monitored in the market and the economy, which affect the risk. Obviously, an efficient estimation of the random behaviour of these factors should lead to more efficient estimation of the risk of a firm and its particular sectors, since these risks are directly affected from the risk factors stature through the relevant risk mappings. However, when the firm needs to estimate its total risk by a risk measure, let us say $\rho(\cdot)$, then the firm actually needs to know or to have properly modeled the random behavior of the risk factors $Z$ that affect its risk (this interaction is introduced by a risk mapping, e.g. $X = -\Phi_0(Z)$), by a probability measure $\mu \in \mathcal{P}(\mathbb{R}^d)$ (in the case of $d$ random factors). Note that the risk factors that affect the risk of a firm are common for all of its sectors, however each of the sectors is affected in a different way and this is introduced through its particular risk mapping, i.e. the position for the sector $k$ is defined as $X_k = -\Phi_{0,k}(Z)$ where $\Phi_{0,k} : \mathbb{R}^d \to \mathbb{R}$ is its own risk mapping (i.e. how this particular sector quantifies different states of the market/economy). However, the main problem in such operations is that the probability measure $\mu \in \mathcal{P}(\mathbb{R}^d)$ describing the joint random behaviour of risk factors $Z$ is rarely sufficiently estimated even in the case that the marginal behaviour of each risk factor $Z_i$ is sufficiently modeled. The problem of modeling dependence and its effects on capital risk capital allocation for the firm is a very important problem with deep theoretical and serious practical implications which have been extensively studied in the insurance literature (see e.g. De Jong (2012), Bernard et al. (2014), Bernard et al. (2016), Jakobsons et al. (2016), Liu and Wang (2017)).

In this case, the risk manager of the firm asks for the consultancy by a number of experts (let us say $n$) i.e. asks for their opinion regarding the joint distribution of the random vector $Z = (Z_1, ..., Z_d)$ and as a result is provided with $n$ prior probability models $\mu_i$ $i = 1, \ldots, n$ where
each one quantifies the partial information that is available to each expert. These partial models must be aggregated to a single model for $Z$, which will be used for the quantification of the sector risks and the total risk of the firm and for capital allocation considerations. We maintain that the Fréchet risk measures proposed in this work is an ideal tool for such considerations. We focus in the case of the Wasserstein barycentric risk measures and provide expressions in closed or semi-closed form for the total risk and the risk allocation according to Euler’s allocation principle, which can be used by practitioners for the efficient allocation of risk.

We start by recalling some fundamental facts concerning the Euler allocation principle for a general risk measure (see Taschler (2007)). According to the Euler allocation principle if $\rho(X)$ denotes the total risk of the firm then, the risk contribution of $X_k$, denoted by $\rho(X_k | X)$, can be computed as

$$
\rho(X_k | X) = \frac{d\rho}{dh}(X + hX_k) \bigg|_{h=0}.
$$

The Euler allocation principle satisfies a desirable axiomatic framework for capital allocation and can be used for the creation of quantitative indices such as Return on Risk Adjusted Capital (RORAC) or the Diversification Indices (DI) that can be used for the efficient risk management of the firm.

In what follows, we perform a detailed solution of the capital asset allocation problem using Wasserstein barycentric risk measures working under the hypothesis that the risk factors can be modeled using the elliptic family of distributions. In particular, we consider the problem of risk allocation in the small $\gamma$ limit. Assume that the risk factors $Z = (Z_1, \ldots, Z_d)$ are modeled by a location scale family with the priors $\mu_i = LS(m_i, S_i)$ and that the firm has $K$ different lines of business, each with a risk mapping $-X_k = \Phi_{0,k}(Z)$, giving rise to the respective risk mappings $\Phi_k(m, S)$, $k = 1, \ldots, K$, when the model $LS(m, S)$ is adopted for the risk factors. The total position of the firm is given by $-X = -\sum_{k=1}^K X_k$, so that the corresponding risk mapping is $\Phi(m, S) = \sum_{k=1}^K \Phi_k(m, S)$. If the firm alters its position by leveraging slightly the $j$-th line of business then the total position is given by $-X(\epsilon) = -X - \epsilon X_j$ and the corresponding risk mapping will be $\Phi(m; \epsilon) = \Phi(m, S) + \epsilon \Phi_j(m, S)$. To apply the Euler risk allocation principle we need to calculate $\rho_W(X(\epsilon))$ and then calculate $\rho_W(X_j | X) := \frac{d}{\epsilon} \rho_W(X(\epsilon)) |_{\epsilon=0}$. In general this calculation can be done numerically using Proposition 2.10 for the calculation of $\rho_W(X)$ and $\rho_W(X(\epsilon))$ and then calculate $\rho_W(X_j | X)$ using numerical differentiation. However, in the limit of small $\gamma$, the perturbative expansion outlined in Remark 2.11 can be used to obtain a result in almost closed form, subject to the numerical solution of a linear matrix equation. We will also use the notation of (158), as well as the following simplified notation:

$$
A_k = \Phi_k(m_B, S_B), \quad M_k = D_m \Phi_k(m_B, S_B), \quad C_k = D_S \Phi_k(m_B, S_B),
$$

$$
A = \sum_{k=1}^K A_k, \quad C = \sum_{k=1}^K C_k, \quad M = \sum_{k=1}^K M_k.
$$

(26)

Let $\tilde{S}, \mathcal{Y}_i, Z_i$, $i = 1, \ldots, n$, be the solution of the system of linear matrix equations (20)-(22) for the choice $W = C$, and consider the system

$$
\tilde{S}' - \sum_{i=1}^n w_i \mathcal{H}'_i = 2BC_j B,
$$

$$
\tilde{S}' - \mathcal{J}' B - B \mathcal{J}' = 0,
$$

$$
\mathcal{J}' D_i + D_i \mathcal{J}' - \mathcal{H}'_i E_i - E_i \mathcal{H}'_i = 0,
$$

$$
\mathcal{J}' G_i + G_i \mathcal{J}' = B_i \tilde{S}' B_i, \quad i = 1, \ldots, n,
$$

$$
Z'_i G_i + G_i Z'_i = -2\mathcal{Y}'_i \mathcal{Y}_i - 2\mathcal{Y}'_i \mathcal{Y}_i, \quad i = 1, \ldots, n.
$$

(27)
Proposition 3.1. The risk measure of the position \( X = \sum_{k=1}^{K} X_k \), up to first order in \( \gamma \) is provided by the expression

\[
\rho_W(X) = A + \gamma \left( \frac{1}{2} \| M \|^2 + Tr(C \tilde{S}) + \frac{1}{2} Tr(\sum_{i=1}^{n} w_i Z_i) \right),
\]

(28)

The corresponding risk allocation is

\[
\rho_W(X_k | X) = A_j + \gamma \left( \langle M, M_j \rangle + Tr(C_j \tilde{S}) + \frac{1}{2} Tr(\sum_{i=1}^{n} w_i Z_i') \right).
\]

where the matrices \( \tilde{S}, Z_i, Z_i' \) are obtained by the solution of the linear matrix equations (20), (21) and (27).

Proof. For the proof of the Proposition see Appendix A.6. \( \square \)

3.2 Risk Premia Estimation under Model Uncertainty

A standard problem in insurance is the estimation of the total claim amount that an insurance firm is obliged to cover at a specific horizon \( T > 0 \) (assumed fixed). The number of the claim events that occur within an interval \([0, T]\) is described by the random variable \( N \) while each one of the claim sizes are described by the random variables \( C_i \) for \( i = 1, 2, \ldots, N \). Such a calculation provides an estimate of the liabilities of the firm, that should be covered by the insurance premia obtained from the insured customers. A crucial calculation for the viability of the insurance firm is a robust estimation of the total amount of liabilities, so that the insurance premia can be calculated in such a way that the probability of ruin or insolvency of the firm is minimized.

Standard premia calculations involve the use of a risk measure (see e.g. McNeil et al. (2015)) in order to quantify the risk of the firm as a result of its liabilities, which are thereafter distributed to the customers according to their reliability or their needs.

A standard model used in quantifying the total liabilities of the firm is the compound mixed Poisson process (see e.g. Mikosch (2009)), according to which the total claims amount by time \( T \) is given by \( -X = \sum_{j=1}^{N} C_j \), where \( N \) is assumed to be a Poisson process of possibly stochastic rate \( \lambda_N \) and \( \{C_j\}_{j=1,\ldots,N} \) are assumed to be independent and identically distributed according to a probability law \( F \), with \( C_j \) and \( N \) independent. We assume that for the fixed horizon \( T > 0 \), considered to be the horizon of operation of the firm, we wish to quantify the total risk incurred by the firm on account of the liabilities \(-X\). For that we need the probability distribution for the random variable \( X \) and a risk measure \( \rho(X) \) of the insurer’s choice in order to calculate the risk of the position of the firm. The total amount of premia collected by the firm must then be equal to \( \pi(X) = (1 + \alpha)\rho(X) \) where \( \alpha > 0 \) is a safety loading factor. Certain popular risk measures used in premium calculations are the variance risk measure, leading to the classical standard deviation premium principle or an exponential utility function leading to exponential premium principle.

In most cases however, there is an important component of model uncertainty in the above calculations, and often there are diverging opinions and models as to the distribution of the number of claims or the size of the claims. It is the aim of this section to assess the applicability of the Fréchet risk measures proposed in this paper to the problem of robust premium calculation under model uncertainty. One of the main characteristics of the risk measures proposed in this work, is that they have the ability of filtering possible diverging information concerning the random variable in question, thus leading to an aggregate robust probability model for the characterization of the random variable in question.

We consider that uncertainty concerning the distribution of \( X \) is introduced in terms of a set of stochastic factors affecting the frequency of the claims as well as their severity. In particular,
in order to a guarantee the independence between \( N \) and \( C_i \) we consider two distinct sets of stochastic factors \( Z^{(1)} = (Z_1^{(1)}, \ldots, Z_{d_1}^{(1)}) \) and \( Z^{(2)} = (Z_1^{(2)}, \ldots, Z_{d_2}^{(2)}) \), independent and that there exists two mappings \( \Phi_0^{(1)} : \mathbb{R}^{d_1} \to \mathbb{R}_+ \) and \( \Phi_0^{(2)} : \mathbb{R}^{d_2} \to \mathbb{R}_+ \) such that \( N \sim \text{Poisson}(\Phi_0^{(1)}(Z^{(1)})) \), and \( C_i = \Phi_0^{(2)}(Z^{(2)}) \). Note that in general, \( N \) may fail to be Poisson, however, due to the independence of \( N \) and \( C_i \), it still holds that \( \mathbb{E}[-X] = \mathbb{E}[N]\mathbb{E}[C_i] \). As a result of that (upon conditioning on \( Z^{(1)} \), see e.g. Rolski et al. (2009), Section 4.3.3) we have that

\[
\mathbb{E}[-X] = \mathbb{E}[\Phi_0^{(1)}(Z^{(1)})] \mathbb{E}[\Phi_0^{(2)}(Z^{(2)})],
\]

which allows us to construct the risk mapping in terms of the stochastic factors \( Z = (Z^{(1)}, Z^{(2)}) \).

We now assume a set of priors \( \mathcal{M} = \mathcal{M}_1 \cup \mathcal{M}_2 \) for the stochastic factors, where \( \mathcal{M}_1 = \{\mu_1^{(1)}, \ldots, \mu_n^{(1)}\} \), \( \mathcal{M}_2 = \{\mu_1^{(2)}, \ldots, \mu_n^{(2)}\} \), are priors for the stochastic factors \( Z^{(1)} \), \( Z^{(2)} \) respectively and we make the assumption that each of these sets consists of location - scatter families of the form \( \mu_i^{(1)} \sim LS(m_i^{(1)}, S_i^{(1)}) \) and \( \mu_i^{(2)} \sim LS(m_i^{(2)}, S_i^{(2)}) \), for \( i = 1, \ldots, n \), where \( (m_i^{(j)}, S_i^{(j)}) \in \mathbb{R}^{d_j} \times \mathbb{P}(d_j), j = 1, 2, i = 1, \ldots, n \). Letting \( Z^{(1)}_0 \sim \nu^{(1)} \) and \( Z^{(2)}_0 \sim \nu^{(2)} \) be the central random variables of the families of stochastic factors \( Z^{(1)} \) and \( Z^{(2)} \) we may define the following function \( \Phi : \mathbb{R}^{d_1} \times \mathbb{P}(d_1) \times \mathbb{R}^{d_2} \times \mathbb{P}(d_2) \to \mathbb{R} \) which may be factored as the product of two functions \( \Phi_j : \mathbb{R}^{d_j} \times \mathbb{P}(d_j) \to \mathbb{R}, j = 1, 2 \) as \( \Phi(m^{(1)}, S^{(1)}, m^{(2)}, S^{(2)}) = \Phi_1(m^{(1)}, S^{(1)})\Phi_2(m^{(2)}, S^{(2)}) \) where

\[
\Phi_j(\mu^{(j)}, S^{(j)}) = \int_{\mathbb{R}^{d_j}} \Phi_0^{(j)}(\mu^{(j)} + (S^{(j)})^{1/2} z) d\nu^{(j)}(z), \quad j = 1, 2.
\]

Upon defining the Fréchet functions

\[
\mathbb{F}_{\mathcal{M}_j}(m^{(j)}, S^{(j)}) := \sum_{i=1}^n w_i \|m^{(j)} - m_i^{(j)}\|^2 + \sum_{i=1}^n w_i Tr(S^{(j)} + S_i^{(j)} - 2((S_i^{(j)})^{1/2} S^{(j)} (S_i^{(j)})^{1/2})^{1/2}), \quad j = 1, 2,
\]

the corresponding Fréchet variances \( V_{\mathcal{M}_j} \), and the normalized Fréchet functions \( F_{\mathcal{M}_j}, j = 1, 2 \), for the two sets of priors we can define the Wasserstein barycenter risk measure \( \rho_W(X) \) in terms of the optimization problem

\[
\rho_W(X) = \max_{(\mu^{(1)}, S^{(1)}) \in \mathbb{R}^{d_1} \times \mathbb{P}(d_1), (\mu^{(2)}, S^{(2)}) \in \mathbb{R}^{d_2} \times \mathbb{P}(d_2)} \{ \Phi_1(m^{(1)}, S^{(1)})\Phi_2(m^{(2)}, S^{(2)}) - \frac{1}{2\gamma} \left( F_{\mathcal{M}_1}(m^{(1)}, S^{(1)}) + F_{\mathcal{M}_2}(m^{(2)}, S^{(2)}) \right) \}
\]

Following Proposition 2.10 we see that the maximizer is the solution of the system of matrix
where case system (30) reduces to the linear system

\[ \gamma D_{m(1)} \Phi_1(m^{(1)}, S^{(1)}) \Phi_2(m^{(2)}, S^{(2)}) - (m^{(1)} - \sum_{i=1}^{n} w_i m_i^{(1)}) = 0, \]

\[ 2\gamma (S^{(1)})^{1/2} D_{S^{(1)}} \Phi(m^{(1)}, S^{(1)}) \Phi_2(m^{(2)}, S^{(2)})(S^{(1)})^{1/2} \]

\[ - (S^{(1)})^{1/2} = \sum_{i=1}^{n} w_i ((S^{(1)})^{1/2}(S_i^{(1)})^{1/2}((S^{(1)})^{1/2})^{1/2}) = 0, \]

\[ \gamma \Phi_1(m^{(1)}, S^{(1)}) D_{m^{(2)}} \Phi_2(m^{(2)}, S^{(2)}) - (m^{(2)} - \sum_{i=1}^{n} w_i m_i^{(2)}) = 0, \]

\[ 2\gamma (S^{(2)})^{1/2} \Phi_1(m^{(1)}, S^{(1)}) D_{S^{(2)}} \Phi(m^{(2)}, S^{(2)})(S^{(2)})^{1/2} \]

\[ - (S^{(2)})^{1/2} = \sum_{i=1}^{n} w_i ((S^{(2)})^{1/2}(S_i^{(2)})^{1/2}((S^{(2)})^{1/2})^{1/2}) = 0, \]

(29)

In general system (29) must be solved numerically by an iterative scheme, or using a perturbative scheme similar to that proposed in Remark 2.11. For the sake of an example providing an illustration of the use of Fréchet risk measures in risk premia calculations let us consider the case of a linear risk mapping of the form

\[ \Phi_j^a(Z) = \langle a, Z \rangle, \quad a \in \mathbb{R}^d, \quad j = 1, 2. \]

Then, system (29) is conveniently decoupled to yield the solution \((m^{(1)}, S_B^{(1)}, m^{(2)}, S_B^{(2)})\) where \(S_B^{(j)}\) is the covariance matrix Wasserstein barycenter of \(M_j, j = 1, 2,\) and \((m^{(1)}, m^{(2)})\) is the solution to the system

\[ \gamma (a^{(2)} - m^{(2)}) a^{(1)} - (m^{(1)} - m_B^{(1)}) = 0, \]

(30)

\[ \gamma (a^{(1)} - m^{(1)}) a^{(2)} - (m^{(2)} - m_B^{(2)}) = 0, \]

(31)

where \(m_B^{(j)} = \sum_{i=1}^{n} w_i m_i^{(j)}, j = 1, 2.\) The solution to this system will provide the minimizer, and from that the risk measure can be obtained, and hence a robust premium calculation principle can be constructed.

For the sake of illustration let us consider the case where \(d_1 = d_2 = 1,\) in which \(m^{(j)} = m_j \in \mathbb{R},\) and \(S^{(j)} = \sigma_j \in \mathbb{R}_+, j = 1, 2.\) In this case we also have that \(a^{(j)} = a_j \in \mathbb{R}, j = 1, 2.\) In this case system (30) reduces to the linear system

\[ \gamma a_1 a_2 m_2 + m_{1,B} = m_1, \]

\[ \gamma a_1 a_2 m_1 + m_{2,B} = m_2, \]

where

\[ m_{j,B} = \sum_{i=1}^{n} w_i m_{j,i}, \quad j = 1, 2, \]

is the mean for the barycenter of \(M_j, j = 1, 2,\) which can be readily solved to yield

\[ m_1 = \frac{1 + \gamma a_1 a_2}{1 - \gamma a_1 a_2} m_{1,B} + \left( \frac{\gamma a_1 a_2}{1 - \gamma a_1 a_2} \right) m_{2,B}, \]

\[ m_2 = \frac{1}{1 - \gamma a_1 a_2} m_{2,B} + \left( \frac{\gamma a_1 a_2}{1 - \gamma a_1 a_2} \right) m_{1,B}, \]
while $\sigma_j$ is given by

$$\sigma_j = \left( \sum_{i=1}^{n} w_i \sigma_{j,i}^{1/2} \right)^2, \quad j = 1, 2.$$  

In order to assess the ability of the proposed risk measures to filter out the uncertainty arising from multiple information sources, and construct an optimal aggregate model out of them, we construct the following thought experiment. There is a true probability model for the random factors $Z = (Z^{(1)}, Z^{(2)})$ (where each factor is considered as one dimensional for the sake of simplicity) which is known to the designer of the experiment but assumed to be unknown to the risk manager of the firm. The risk manager has access to a number of possibly diverging probability models for $Z = (Z^{(1)}, Z^{(2)})$, comprising a set of priors $\mathcal{M}$, which are constructed by the designer of the experiment as random perturbations of the true probability law. Using one risk measure of the Fréchet class proposed here, the risk manager can aggregate the information provided by the alternative models in $\mathcal{M}$ into a single model for $Z$ which will be used in order to quantify the risk. Since the true probability law is known to the experimenter, the success of each risk measure can be assessed by quantifying the deviation of the calculated risk from the true one. Clearly, the risk measure which provides results closer to the true value has done a better job in aggregating the diverging prior information therefore leading to a robust approximation of the risk.

For the needs of the experiment presented here, we have assumed that $N$ follows the Poisson distribution with rate parameter $Z^{(1)}$ where $Z^{(1)} \sim N(m_1, s_1)$ and $C_j = Z^{(2)}$ where $Z^{(2)} \sim N(m_2, s_2)$, with the parameters chosen so that positivity of $N$ and $C_j$ is guaranteed. Other choices for the claim size’s distribution have been considered (e.g. Gamma distribution or more random factor to affect the claim size) however they are not reported here for the sake of brevity. Model uncertainty has been introduced as uncertainty in the parameters $(m_1, s_1)$ and $(m_2, s_2)$ where by random perturbations of the true value a number of alternative scenarios for $Z$ have been created, collected in $\mathcal{M}$. Three different types of perturbation schemes have been employed depending on the size of the random perturbation. In the first type we have assumed small random perturbations around the true value of the parameters $(m_1, s_1, m_2, s_2)$, which leads to a set of priors with high homogeneity (or equivalently of low Fréchet variance), in the second type the perturbation was of medium size leading to a set of priors of medium homogeneity as measured by the Fréchet variance, whereas the third type consisted of large perturbations for the parameters leading to a prior set of low homogeneity. These three different perturbation protocols will be hereafter referred to as the “high” (hh), “medium” (mh) and “low” (lh) homogeneity scenario respectively.

Since for each homogeneity scenario a multitude of models regarding the random behaviour of $Z$ are available, and having in mind the discussion in Section 2, the risk manager should aggregate appropriately the prior information in the set $\mathcal{M}$, employing a Fréchet risk measure type, i.e. solving the related optimization problem

$$\max_{\mu \in \mathcal{P}_F} \left\{ \mathbb{E}_\mu [-X] - \frac{1}{2\gamma} F_M(\mu) \right\}$$  \hspace{1cm} (32)$$

where $\mathcal{P}_F$ is the admissible set of probability models indicated by the Fréchet function choice, and for a variety of choices for the uncertainty aversion parameter $\gamma$. In that case, the maximizer $\mu^* = \mu_\gamma$ of the problem (32) is the optimal aggregation probability model, with respect to the Fréchet function chosen, which better represents the aggregate belief regarding the random behaviour of $Z$ taking into account the risk manager’s preferences\(^4\). Moreover, the quantity

\(^4\)The risk manager’s preferences are introduced through the choice of the parameter $\gamma$. If $\gamma$ is chosen such that $\gamma = 0$ then the barycenter model under the notion of the respective Fréchet variance is selected. The parameter $\gamma$ can be interpreted as the risk manager’s confidence to the provided prior information.
Table 1: Testing of the robust properties for the proposed Fréchet risk measures in the calculation of the total risk of the liabilities position $X$ under different homogeneity scenarios within the prior set.
\[ \mathbb{E}_{\mu^*}[\cdot | X] \], represents the estimate of the total claim amount calculated under the optimal aggregation model \( \mu^* \). Obviously, different estimates for the total claim amount shall be obtained under different choices of Fréchet functions and as a result using different Fréchet risk measures. Thus, it is clear that the robustness of the risk measure depends on the Fréchet function (or Fréchet variance) choice. In order to clarify this effect, we perform the following simulation study.

We test the aggregation models obtained by the two different Fréchet variance types discussed in this work, i.e. the Kullback-Leibler divergence barycenter (WKL) and the quadratic Wasserstein Barycenter (QWB), for their robustness properties under (a) several scenarios of homogeneity (high, medium and low), (b) different choices of the parameter \( \gamma \) (corresponding to different levels of tolerance of the risk manager towards the deviance of the measure from the Fréchet barycenter; larger values allow for larger deviance from the mean element) and (c) different number of expert opinions \( (n = 5, 10 \text{ and } 30) \). For comparison reasons, we also include the simple average risk measure, i.e. the risk measure which treats the information provided from the prior set \( M \) by averaging the provided probability models. In order to assess the behavior of each Fréchet risk measure, we simulate each scenario for \( B = 1000 \) times and then we evaluate the mean behavior of the risk measure by some appropriate quantities, namely

- the expected value of the risk measure, \( \mathbb{E}[\rho_\gamma(X)] \), where expectation is taken over all different simulations,
- the expected (with respect to the different simulations) relative difference of the risk measure value with respect to the true one, \( \mathbb{E}\left( \frac{\|\mu_\gamma(X) - \rho_0(X)\|}{\rho_0(X)} \right) \) and
- the standard deviation (with respect to the different simulations) of the relative difference of the risk measure with respect the true value, \( \text{Var}^{1/2}\left( \frac{\|\mu_\gamma(X) - \rho_0(X)\|}{\rho_0(X)} \right) \).

We recall that \( \mu_\gamma \) and \( \rho_\gamma(X) \) is the aggregate probability measure and risk measure respectively and \( \mu_0 \) and \( \rho_0(X) \) is the true probability measure for \( Z \) and the true risk measure value respectively, known to the designer of the experiment. Note that \( \mu_\gamma \) and \( \rho_\gamma(X) \) depend on the choice of Fréchet function used, i.e. will differ if the Wasserstein metric is employed instead of the weighted KL-Divergence.

The results are illustrated in Table 1. As it is shown from the evidence in Table 1, the Wasserstein barycentric risk measure appears to be consistently more robust in filtering out the diverging prior information than the other two choices even in the cases where the number of expert opinions is small \( (n = 5) \). The homogeneity level within the prior set (i.e. the different expert opinions) has a smaller effect on the Wasserstein barycentric risk measure and the evidence of the simulation study indicates that its estimates converge to the real ones faster than the other choices in comparison, when the number of expert opinions \( n \) grows. On the other hand, the weighted entropic risk measure displays worse performance that the Wasserstein risk measure, especially in the case where the homogeneity of the priors is low and seems to be more sensitive to the choice of \( \gamma \). However, its behaviour seems to improve when \( \gamma \) is taken small so that we get closer to the original barycenter. The average risk measure also performs worse that the Wasserstein risk measure, except of course for choices of \( \gamma \) large, in which the large value of the uncertainty aversion parameter invalidates the action of the Fréchet penalty function, having as a result the inability of the risk measure in filtering out the uncertainty.

Therefore, we can conclude that the Wasserstein barycentric risk measure demonstrates the most robust behavior as compared to the other risk measures proposed in this work. The results displayed support our original claim, that the use of the Wasserstein barycentric risk measure for the premium calculation will therefore lead to more accurate results hence, implying smaller losses for the firm and less financial burden for the customers therefore having better risk transfer properties. We do not find the superior performance of the Wasserstein barycentric
risk measure with respect to robustness strange, since it is based on a true metric on the space of probability measures thus better quantifying the distance between the various priors and the Fréchet variance of the prior set, over a wide range of possible distribution families possibly diverging from the Normal distribution.

4 Conclusions

In this work we proposed a novel class of multi-prior convex risk measures, the class of Fréchet risk measures which is well-suited for quantifying the risk under uncertainty, in cases where multiple diverging models concerning the true distribution of the risk. These risk measures are designed so as to filter uncertainty, by aggregating available models in terms of a penalty function of Fréchet type. This results in choosing an aggregate model for the risk as close as possible to all available models, which in some sense minimizes model uncertainty as quantified by the Fréchet variance on the set of the available probability models. Geometrically this can be interpreted as choosing a probability model which is close to the barycenter of the set of possible to all available models, which in some sense minimizes model uncertainty as quantified by the Fréchet variance on the set of the available probability models. Geometrically this can be interpreted as choosing a probability model which is close to the barycenter of the set of priors in order to describe and represent the risk. The proposed risk measures are tested in two characteristic problems from insurance, (a) the risk capital allocation for an insurance firm and (b) the problem of premium calculation of an insurance firm.

A Proofs

A.1 Proof of Proposition 2.2

Proof. (i) By the definition of $\rho_F$ it holds that for any $\mu \in \mathcal{P}(\mathbb{R}^d)$, $\rho_F(X) \geq E_{\mu}[\Phi_0(Z)] - \frac{1}{2\gamma} \alpha(\mu)$, so that choosing $\mu = \mu_B$ and keeping in mind that $\alpha(0) = 0$ we conclude that for any $\gamma > 0$ it holds that $\rho_F(X; \gamma) \geq E_{\mu_B}[\Phi_0(Z)] \geq 0$. Furthermore by the convexity of $F_M$ and the fact that $a$ is increasing we conclude that $a := \frac{1}{2\gamma} \alpha \circ F_{\mu} : \mathcal{P}(\mathbb{R}^d) \to \mathbb{R}_+$ is a convex function. Therefore, by the definition of $\rho_F$, we have that $\rho_F(X) = \sup_{\mu \in \mathcal{P}(\mathbb{R}^d)} \{E_{\mu}[-X] - a(\mu)\}$, hence it is a convex risk measure by the robust representation theorem of Föllmer and Schied (2002).

(ii) Let $0 \leq \gamma_1 \leq \gamma_2$. For any $\mu \in \mathcal{P}(\mathbb{R}^d)$ we have that

$$E_{\mu}[-X] - \frac{1}{2\gamma_1} \alpha(F_M(\mu)) \leq E_{\mu}[-X] - \frac{1}{2\gamma_2} \alpha(F_M(\mu)) \leq \sup_{\mu \in \mathcal{P}(\mathbb{R}^d)} \left\{E_{\mu}[-X] - \frac{1}{2\gamma_2} \alpha(F_M(\mu))\right\} = \rho_F(X; \gamma_2),$$

and taking the supremum over all $\mu \in \mathcal{P}(\mathbb{R}^d)$ on the left hand side we conclude that $\rho_F(X; \gamma_1) \leq \rho_F(X; \gamma_2)$.

Since $\alpha(F_M(\mu)) \geq 0$ for every $\mu \in \mathcal{P}(\mathbb{R}^d)$, we have that $-\frac{1}{2\gamma} \alpha(F_M(\mu)) \to -\infty$ in the limit as $\gamma \to 0$, except for the choice $\mu = \mu_B$ for which this term vanishes. This fact, combined with the monotonicity with respect to $\gamma$, leads to the result that $\lim_{\gamma \to 0^+} \rho_F(X; \gamma) = E_{\mu_B}[-X]$. On the other hand in the limit as $\gamma \to \infty$ the penalty term is inactive, so that $\lim_{\gamma \to \infty} \rho_F(X; \gamma) = \sup_{\mu \in \mathcal{P}(\mathbb{R}^d)} E_{\mu}[-X]$. The supremum is attained on the probability measure which is a Dirac measure on the $Z$ for which the essential supremum of $-X = \Phi_0(Z)$ is attained.

A.2 Proof of Proposition 2.6

Proof. (a). We express the Fréchet function as well as the term $E_{\mu}[-X]$ (using the risk mapping $-X = \Phi_0(Z)$), in terms of the quantiles of the measures in $\mathcal{M}$ and the maximizer (using the representation of the Wasserstein distance in terms of the quantile functions in the one dimensional case stated in (5), $g_i$ and $g$ respectively (note that $g_i, g$ are the quantiles for random variable $Z$). Then it is straightforward to check that the problem can be represented

\[ \text{(a)}. \]
as
\[
\max_{g \in S} \left\{ \int_0^1 \Phi_0(g(s))ds - \frac{1}{2\gamma} \left( \sum_{i=1}^n w_i \int_0^1 |g(s) - g_i(s)|^2 ds - V_{\mathcal{M}} \right) \right\} \\
= \max_{g \in S} \left\{ \int_0^1 \left( \Phi_0(g(s)) - \frac{1}{2\gamma} (g(s) - g_B(s))^2 \right) ds \right\}
\]
where by $S$ we denote the space of quantile functions and the second expression is derived by straightforward algebraic manipulation using the definition of $V_{\mathcal{M}} = \inf_{g \in S} \sum_{i=1}^n w_i \int_0^1 (g(s) - g_i(s))^2 ds = \mathbb{F}_{\mathcal{M}}(\mu_B)$ with the latter term expressed in terms of quantiles. This leads, after a change of sign, to the minimization problem $\inf_{g \in S} \int_0^1 U(s, g(s))ds$, where $U(s, g(s)) = -\Phi_0(g(s)) + \frac{1}{2\gamma} (\sum_{i=1}^n w_i |g(s) - g_i(s)|^2 - V_{\mathcal{M}})$. The existence of a minimizer for the relaxed problem can be obtained by a standard application of the direct method of the calculus of variations, by constructing a minimizing sequence $\{\tilde{g}_n\} \subset S$ and using weak compactness results to guarantee the existence of a $g \in L^2([0,1])$ such that that $g_n \to g$ in $L^2([0,1])$. Indeed, a minimizing sequence is norm bounded, a fact that guarantees the existence of a weakly convergent subsequence. Then, since $U(s, \cdot)$ is convex it follows by Theorem 6.54 in [Fonseca and Leon 2007] that the functional $g \mapsto \int_0^1 U(s, g(s))ds$ is weakly lower semi-continuous in $L^2([0,1])$ and the existence is guaranteed in $L^2([0,1])$. It remains to check that the minimizer is indeed a quantile function, i.e. that it is increasing and right continuous. By an application of Mazur’s lemma there exists a new sequence $\{\tilde{g}_n\}$, the terms of which are convex combinations of the minimizing sequence $\{g_n\}$ such that $\tilde{g}_n \to g$ in $L^2([0,1])$, with the convergence being strong. Since the terms of $\{\tilde{g}_n\}$ are convex combinations of the terms of the minimizing sequence $\{g_n\} \subset S$ it follows that $\{\tilde{g}_n\} \subset S$. Since $\tilde{g}_n \to g$ in $L^2([0,1])$ (strong), there exists a subsequence (not renamed) such that $\tilde{g}_n \to g$ a.e. in $[0,1]$, so that $g$ is increasing. A further application of Egorov’s theorem allows us to pass to a further subsequence converging uniformly to the same limit, from which right continuity follows. Hence the minimizer $g \in S$. Uniqueness on $S$ follows from the strict convexity of the functional $g \mapsto \int_0^1 U(s, g(s))ds$. The above arguments readily generalize for the treatment of the generalized Wasserstein risk measures discussed in Remark 2.5 for $d = 1$.

(b) The minimum Wasserstein distance is attained by the Wasserstein barycenter $\mu_B \in \mathcal{P}(\mathbb{R})$, which in terms of the quantile functions is expressed as $g_B(s) = \sum_{i=1}^n w_i g_i(s)$ and the corresponding minimum value is $V_{\mathcal{M}} = \sum_{i=1}^n w_i \int_0^1 (g_B(s) - g_i(s))^2 ds$. Plugging this expression in relation (3), and after a few calculations, the corresponding variational problem takes the form
\[
\sup_{g \in S} \left\{ \int_0^1 \Phi_0(g(s))ds - \frac{1}{2\gamma} \int_0^1 (g(s) - g_B(s))^2 ds \right\},
\]
where the maximum is attained as we showed in (a). In case where $\Phi_0(\cdot)$ is smooth enough (i.e. differentiable), the maximizer of the problem can be obtained in a semi-analytic form in terms of the quantile function. Indeed, taking first order conditions in the above expression, we obtain the maximizer $g$ as the solution of the variational inequality
\[
\int_0^1 \{\Phi'_0(g(s)) - \frac{1}{\gamma} (g(s) - g_B(s))\} \tilde{g}(s) ds \leq 0,
\]
for every $\tilde{g}$ such that $g + \epsilon \tilde{g} \in S$ for small enough $\epsilon$. For $\gamma$ small enough and if $\mathcal{M}$ consists of continuous distributions we are allowed to consider $\tilde{g}$ and $-\tilde{g}$ in the above variational inequality leading to a first order condition of the form
\[
\Lambda(g) = g(s) - \gamma \frac{d}{dz} \Phi_0(g(s)) - g_B(s) = 0.
\]
A.3 Proof of Proposition 2.10

Before the proof of Proposition 2.10 we need to state and prove the following lemmas.

Lemma A.1. The following hold:

(i) The normalized Fréchet function \( \overline{F}_M : \mathbb{R}^d \to \mathbb{R}_+ \) defined by \( \overline{F}_M(m) := \sum_{i=1}^n w_i \| m - m_i \|^2 - \nabla M \) is twice differentiable on \( \mathbb{R}^d \) and satisfies

\[
[D\overline{F}_M(m)](\tilde{m}) := \left. \frac{d}{d\epsilon} \overline{F}_M(m + \epsilon \tilde{m}) \right|_{\epsilon = 0} = 2\langle m - m_B, \tilde{m} \rangle, \quad \forall \tilde{m} \in \mathbb{R}^d,
\]

where \( \langle \cdot, \cdot \rangle \) denotes the usual inner product in \( \mathbb{R}^d \), and

\[
[D^2\overline{F}_M(m)](\tilde{m}_1, \tilde{m}_2) := \left. \frac{\partial^2}{\partial \epsilon_1 \partial \epsilon_2} \overline{F}_M(m + \epsilon_1 \tilde{m}_1 + \epsilon_2 \tilde{m}_2) \right|_{\epsilon_1 = \epsilon_2 = 0} = 2\langle \tilde{m}_1, \tilde{m}_2 \rangle, \quad \forall \tilde{m}_1, \tilde{m}_2 \in \mathbb{R}^d.
\]

On the Wasserstein barycenter \( m_B \) it holds that \( \overline{F}_M(m_B) = 0 \) and \( [D\overline{F}_M(m_B)](\tilde{m}) = 0 \) for every \( \tilde{m} \in \mathbb{R}^d \).

(ii) The normalized Fréchet function \( F^0_M : \mathbb{P}(d) \to \mathbb{R}_+ \) defined by

\[
F^0_M(S) := \sum_{i=1}^n w_i \text{Tr} \left( S + S_i - 2(S_i^{1/2}S_i^{1/2})^{1/2} \right) - \nu^0_M
\]

is twice differentiable on \( \mathbb{P}(d) \) and satisfies

\[
[D\overline{F}^0_M(S)](\tilde{S}) = \left. \frac{d}{d\epsilon} \overline{F}^0_M(S + \epsilon \tilde{S}) \right|_{\epsilon = 0} = \text{Tr} \left( \tilde{S} - 2 \sum_{i=1}^n w_i Y_i(\tilde{S}) \right), \quad \forall \tilde{S} \in \mathbb{P}(d),
\]

where \( Y_i := Y_i(\tilde{S}) \) is the solution of the Sylvester equation

\[
Y_i(S_i^{1/2}S_i^{1/2})^{1/2} + (S_i^{1/2}S_i^{1/2})^{1/2}Y_i = S_i^{1/2}\tilde{S}S_i^{1/2}.
\]

and

\[
[D^2\overline{F}^0_M(S)](\tilde{S}_1, \tilde{S}_2) = \left. \frac{\partial^2}{\partial \epsilon_1 \partial \epsilon_2} \overline{F}^0_M(S + \epsilon_1 \tilde{S}_1 + \epsilon_2 \tilde{S}_2) \right|_{\epsilon_1 = \epsilon_2 = 0} = -2\text{Tr}(\sum_{i=1}^n w_i Z_i(\tilde{S}_1, \tilde{S}_2)), \quad \forall \tilde{S}_1, \tilde{S}_2 \in \mathbb{P}(d),
\]

where \( Z_i := Z_i(\tilde{S}_1, \tilde{S}_2) \) is the solution of the Sylvester equation

\[
Z_i(S_i^{1/2}S_i^{1/2})^{1/2} + (S_i^{1/2}S_i^{1/2})^{1/2}Z_i = -Y_i(\tilde{S}_1)Y_i(\tilde{S}_2) - Y_i(\tilde{S}_2)Y_i(\tilde{S}_1).
\]

On the Wasserstein barycenter \( S_B \) it holds that \( \overline{F}^0_M(S_B) = 0 \) and \( [D\overline{F}^0_M(S_B)](\tilde{S}) = 0 \) for every \( \tilde{S} \in \mathbb{P}(d) \).
Proof. (i) We can easily see that
\[
\mathcal{T}_M(m + \epsilon_1 \tilde{m}_1 + \epsilon_2 \tilde{m}_2) = \mathcal{T}_M(m) + 2 \sum_{i=1}^{n} w_i (m - m_i, \epsilon_1 \tilde{m}_1 + \epsilon_2 \tilde{m}_2) + \sum_{i=1}^{n} w_i (\epsilon_1 \tilde{m}_1 + \epsilon_2 \tilde{m}_2, \epsilon_1 \tilde{m}_1 + \epsilon_2 \tilde{m}_2),
\]
from which the claim follows easily upon differentiating with respect to \(\epsilon_1\) and \(\epsilon_2\) and keeping in mind that \(\sum_{i=1}^{n} w_i = 1\).

(ii) We express \(F_\Delta^\phi(S) = \text{Tr}(S - 2 \sum_{i=1}^{n} w_i \phi_i(S)) + \text{Tr}((\sum_{i=1}^{n} w_i S_i) - V_M\), where \(\phi_i(S) = (S_i^{1/2} S S_i^{1/2})^{1/2}\).

For the function \(\phi_i : \mathbb{P}(d) \to \mathbb{P}(d)\) it holds that
\[
[D \phi_i(S)](\tilde{S}) := \left. \frac{d}{d\epsilon} \phi_i(S + \epsilon \tilde{S}) \right|_{\epsilon=0} = Y_i, \tag{35}
\]
where \(Y_i := Y_i(\tilde{S})\) is the solution of the matrix Sylvester equation \(\tilde{S}\) and
\[
[D^2 \phi_i(S)](\tilde{S}_1, \tilde{S}_2) := \left. \frac{d^2}{d\epsilon^2} \phi_i(S + \epsilon \tilde{S}) \right|_{\epsilon=0} = Z_i(\tilde{S}_1, \tilde{S}_2), \tag{36}
\]
where \(Z_i := Z_i(\tilde{S}_1, \tilde{S}_2)\) is the solution of the matrix Sylvester equation \(\tilde{S}\). To calculate \([D \phi_i(S)](\tilde{S})\) note that \(\phi_i(S + \epsilon \tilde{S}) \phi_i(S + \epsilon \tilde{S}) = S_i^{1/2}(S + \epsilon \tilde{S}) S_i^{1/2}\), differentiate with respect to \(\epsilon\) to obtain
\[
\frac{d}{d\epsilon} \phi_i(S + \epsilon \tilde{S}) \phi_i(S + \epsilon \tilde{S}) + \phi_i(S + \epsilon \tilde{S}) \frac{d}{d\epsilon} \phi_i(S + \epsilon \tilde{S}) = S_i^{1/2} \tilde{S} S_i^{1/2},
\]
and then set \(\epsilon = 0\) to see that \(Y_i(\tilde{S})\) solves \(\tilde{S}\).

To calculate the second derivative \([D^2 \phi_i(S)](\tilde{S}_1, \tilde{S}_2)\), note that \(\phi_i(S + \epsilon_1 \tilde{S}_1 + \epsilon_2 \tilde{S}_2) \phi_i(S + \epsilon_1 \tilde{S}_1 + \epsilon_2 \tilde{S}_2) = S_i^{1/2} (S + \epsilon_1 \tilde{S}_1 + \epsilon_2 \tilde{S}_2) S_i^{1/2}\) and differentiating with respect to \(\epsilon_1\) we obtain
\[
\frac{\partial}{\partial \epsilon_1} \phi_i(S + \epsilon_1 \tilde{S}_1 + \epsilon_2 \tilde{S}_2) \phi_i(S + \epsilon_1 \tilde{S}_1 + \epsilon_2 \tilde{S}_2) + \phi_i(S + \epsilon_1 \tilde{S}_1 + \epsilon_2 \tilde{S}_2) \frac{\partial}{\partial \epsilon_1} \phi_i(S + \epsilon_1 \tilde{S}_1 + \epsilon_2 \tilde{S}_2) = S_i^{1/2} \tilde{S}_1 S_i^{1/2}, \tag{37}
\]
and setting \(\epsilon_1 = \epsilon_2 = 0\) we see that \(\frac{\partial}{\partial \epsilon_1} \phi_i(S + \epsilon_1 \tilde{S}_1 + \epsilon_2 \tilde{S}_2)\) equals \(Y_i(\tilde{S})\) the solution of \(\tilde{S}\) with \(\tilde{S} = \tilde{S}_1\) on the right hand side. We further differentiate \(\tilde{S}\) once more with respect to \(\epsilon_2\) to obtain
\[
\frac{\partial^2}{\partial \epsilon_1 \partial \epsilon_2} \phi_i(S + \epsilon_1 \tilde{S}_1 + \epsilon_2 \tilde{S}_2) \phi_i(S + \epsilon_1 \tilde{S}_1 + \epsilon_2 \tilde{S}_2) + \phi_i(S + \epsilon_1 \tilde{S}_1 + \epsilon_2 \tilde{S}_2) \frac{\partial^2}{\partial \epsilon_1 \partial \epsilon_2} \phi_i(S + \epsilon_1 \tilde{S}_1 + \epsilon_2 \tilde{S}_2) + \phi_i(S + \epsilon_1 \tilde{S}_1 + \epsilon_2 \tilde{S}_2) \frac{\partial^2}{\partial \epsilon_1 \partial \epsilon_2} \phi_i(S + \epsilon_1 \tilde{S}_1 + \epsilon_2 \tilde{S}_2) = 0,
\]
and setting \(\epsilon_1 = \epsilon_2 = 0\) we see that \(Z_i(\tilde{S}_1, \tilde{S}_2)\) solves \(\tilde{S}\). Using the linearity of the trace.
function and \( F_M^0(S) \) we see that
\[
[DF_M^0(S)](\tilde{S}) = \left. \frac{d}{de} F_M(S + e\tilde{S}) \right|_{e=0} = Tr \left( \tilde{S} - 2 \sum_{i=1}^n w_i[D\phi_i](S)(\tilde{S}) \right) = Tr \left( \tilde{S} - 2 \sum_{i=1}^n w_iY_i(\tilde{S}) \right)
\]
where \( Y_i \) is the solution of the Sylvester equation \([33]\). We now take the second derivative of the Fréchet function and obtain that
\[
[D^2F_M^0(S)](\tilde{S}_1, \tilde{S}_2) = \left. \frac{\partial^2}{\partial \epsilon_1 \partial \epsilon_2} F_M(S + \epsilon_1\tilde{S}_1 + \epsilon_2\tilde{S}_2) \right|_{\epsilon_1=\epsilon_2=0} = -2Tr \left( \sum_{i=1}^n w_i[D^2\phi_i(S)](\tilde{S}_1, \tilde{S}_2) \right) = -2Tr \left( \sum_{i=1}^n w_iZ_i(\tilde{S}_1, \tilde{S}_2) \right)
\]
Since \( S_B \) is the minimizer of \( F_M^0 \) and by definition \( V_M = \min_{S \in \mathbb{P}(d)} F_M^0(S) \) it holds that \( F_M^0(S_B) = 0 \) and \( [DF_M^0(S_B)](\tilde{S}) = 0 \) for all \( \tilde{S} \in \mathbb{P}(d) \), by using Fermat’s principle. By the fact that \( S_B \) is the minimizer we see that \( [D^2F_M^0(S_B)](\tilde{S}, \tilde{S}) \geq 0 \) for every \( \tilde{S} \in \mathbb{P}(d) \).

To see that the minimizer \( S_B \) coincides with the solution of \([12]\) we use the results of Álvarez-Esteban et al. (2016) or Bhatia et al. (2019).

It turns out that \( Tr(\sum_{i=1}^n w_iY_i) \) where \( Y_i \) is the solution of the Sylvester equation \([33]\) can be expressed directly in terms of \( S_i, i = 1, \ldots, n \). The following Lemma is essentially a result of Bhatia et al. (2019), the proof of which is included here briefly for the ease of the reader.

**Lemma A.2** (Bhatia et al. (2019)). If \( Y_i = Y_i(\tilde{S}) \) is the solution of the Sylvester equation \([33]\), then
\[
Tr \left( \tilde{S} - 2 \sum_{i=1}^n w_iY_i(\tilde{S}) \right) = Tr \left( \left[ I - \sum_{i=1}^n w_iS_i^{-1/2}(S_i^{1/2}S_i^{1/2})^{1/2}S_i^{1/2} \right] \tilde{S} \right).
\]

**Proof.** By the theory of the Sylvester equation (using also the fact that the matrices \( S_i, S \in \mathbb{P}(d) \)) the solution \( Y_i = Y_i(\tilde{S}) \) can be expressed as
\[
Y_i = \int_0^\infty \exp(-t(S_i^{1/2}S_i^{1/2})^{1/2})S_i^{1/2}\tilde{S}S_i^{1/2}\exp(-t(S_i^{1/2}S_i^{1/2})^{1/2})dt
\]
and following Bhatia et al. (2019) we see that using the properties of the trace (the invariance of the trace for any number of permutations of symmetric matrices) we see that
\[
Tr(\sum_{i=1}^n w_iY_i) = \sum_{i=1}^n w_i \int_0^\infty Tr \left( S_i^{1/2} \exp(-2t(S_i^{1/2}S_i^{1/2})^{1/2})S_i^{1/2}\tilde{S} \right) dt
\]
\[
= \sum_{i=1}^n w_i Tr \left( S_i^{1/2} \left( \int_0^\infty \exp(-2t(S_i^{1/2}S_i^{1/2})^{1/2}) \right) dt \right) S_i^{1/2}\tilde{S}.
\]
It holds that \( \int_0^\infty e^{-tB}dt = B^{-1} \), for any \( B \in \mathbb{P}(d) \) (since \( \int_0^T e^{tB}dt = B^{-1}(e^{TB} - I) \), for non singular matrices \( B \)), so that
\[
\int_0^\infty \exp(-2t(S_i^{1/2}S_i^{1/2})^{1/2})dt = \frac{1}{2}(S_i^{1/2}S_i^{1/2})^{-1/2} = \frac{1}{2}(S_i^{-1/2}S^{-1}S_i^{-1/2})^{1/2},
\]
so that
\[
Tr(\sum_{i=1}^n w_iY_i) = \sum_{i=1}^n w_i Tr(S_i^{1/2}(S_i^{-1/2}S^{-1}S_i^{-1/2})^{1/2}S_i^{1/2}\tilde{S}) = Tr(\sum_{i=1}^n w_i(S_i\#S^{-1})\tilde{S}),
\]
where $A\#B := A^{1/2}(A^{-1/2}BA^{-1/2})^{1/2}A^{1/2}$ is the geometric mean of the matrices $A$ and $B$, or equivalently the unique positive solution as the Riccati equation $SA^{-1}S = B$. Since the geometric mean is symmetric i.e., $A\#B = B\#A$, we have that

$$\text{Tr}(2\sum_{i=1}^{n} w_i Y_i) = \text{Tr}(\sum_{i=1}^{n} w_i (S^{-1} # S_i) \tilde{S}) = \text{Tr}(\sum_{i=1}^{n} w_i S^{-1/2}(S^{1/2}S_i S^{1/2})^{1/2}S^{-1/2} \tilde{S}),$$

from which we conclude that

$$[DF^0_{\mathcal{M}}(S)](\tilde{S}) = \text{Tr}([I - \sum_{i=1}^{n} w_i (S_i # S^{-1})] \tilde{S}) = \text{Tr}([I - \sum_{i=1}^{n} w_i (S^{-1} # S_i)] \tilde{S}) = \text{Tr}\left(\left[I - \sum_{i=1}^{n} w_i S^{-1/2}(S^{1/2}S_i S^{1/2})^{1/2}S^{-1/2}\right] \tilde{S}\right).$$

Now we have the required results to prove Proposition 2.10.

**Proof.** Assume that the position of the firm is provided by the risk mapping $-X = \Phi_0(Z)$. Under the measure $\mu = LS(m, S)$, we have that $\mathbb{E}_\mu[-X] = \int_{\mathbb{R}^d} \Phi_0(m + S^{1/2}z) d\nu(z)$, where $\nu$ is the probability measure on $\mathbb{R}^d$ which characterizes the random variable $Z_0$ which generates the whole location - scatter family. Using the definition of the function $\Phi : \mathbb{R}^d \times \mathbb{R}^{dd} \rightarrow \mathbb{R}_+$ we conclude that $\rho_W(X)$ is given by the solution of the optimization problem (15). By the strict convexity of the function $F_M = F_M + F^0_M$, this problem is well posed for small enough values of $\gamma > 0$, regardless of the form of the risk mapping $\Phi_0$, whereas if $\Phi$ is concave it is well posed for any $\gamma > 0$.

We derive the first order conditions for problem (15). Since we have already computed the Fréchet derivative of the penalty function $F_M$ in Lemma A.1 we just need to calculate the Fréchet derivative of the function $\Phi$. For any $(\tilde{m}, \tilde{S}) \in \mathbb{R}^d \times \mathbb{P}(d)$ by definition $[DF(m, S)](\tilde{m}, \tilde{S}) := \frac{d}{d\epsilon}\Phi(m + \epsilon \tilde{m}, S + \epsilon \tilde{S})|_{\epsilon = 0}$. Assuming the necessary smoothness of $\Phi$ and using Lebesgue’s dominated convergence theorem we may calculate

$$[DF(m, S)](\tilde{m}, \tilde{S}) = \sum_{\ell=1}^{d} \Phi_\ell(m, S) \tilde{m}_\ell + \frac{1}{2} \sum_{\ell=1}^{d} \sum_{k=1}^{d} \left[\left(\psi S^{-1/2} + S^{-1/2} \psi^T\right) \tilde{S}\right]_{\ell, k},$$

where we have defined the functions $\Phi_\ell, \Psi_{\ell k} : \mathbb{R}^d \times \mathbb{P}(d) \rightarrow \mathbb{R}$ as in (13). Using the notation in (14) we see that we may express $[DF(m, S)](\tilde{m}, \tilde{S})$ in terms of

$$[DF(m, S)](\tilde{m}, \tilde{S}) = \langle D_m \Phi(m, S), \tilde{m} \rangle + \text{Tr}(D_S \Phi(m, S) \tilde{S}).$$

The first order conditions for problem (15) become

$$\langle D_m \Phi(m, S), \tilde{m} \rangle + \text{Tr}(D_S \Phi(m, S) \tilde{S}) + [DF^0_{\mathcal{M}}(m)](\tilde{m}) + [DF^0_{\mathcal{S}}(S)](\tilde{S}) = 0, \ \forall (\tilde{m}, \tilde{S}) \in \mathbb{R}^d \times \mathbb{P}(d).$$

Using Lemma A.1 and Lemma A.2 we see that the first order conditions for problem (15) become

$$\langle D_m \Phi(m, S), \tilde{m} \rangle - \frac{1}{\gamma} \langle m - m_B, \tilde{m} \rangle = 0, \ \forall \tilde{m} \in \mathbb{R}^d,$$

$$\text{Tr}\left(\left(D_S \Phi(m, S) - \frac{1}{2\gamma} \left[I - \sum_{i=1}^{n} w_i S^{-1/2}(S^{1/2}S_i S^{1/2})^{1/2}S^{-1/2}\right]\right) \tilde{S}\right) = 0, \ \forall \tilde{S} \in \mathbb{P}(d).$$
However, the above conditions can be further reduced to the more convenient form

\[
D_m \Phi(m, S) - \frac{1}{\gamma} (m - m_B) = 0,
\]

\[
D_S \Phi(m, S) - \frac{1}{2\gamma} \left( I - \sum_{i=1}^{n} w_i S_i S_i^{-1/2} (S_i^{1/2} S_i^{1/2})^{1/2} S_i^{-1/2} \right) = 0,
\]

whereby multiplying the second from the left and from the right by \( S_i^{-1/2} \) yields the stated result.

\[ \square \]

### A.4 Proof of Remark 2.11

**Proof.** In fact, we may use a perturbative expansion of the form \( m = m_B + \gamma \bar{m} + \ldots \), and \( S = S_B + \gamma \bar{S} + \ldots \) where \( (\bar{m}, \bar{S}) \in \mathbb{R}^d \times \mathbb{P}(d) \) are corrections to be determined.

Once such an expansion for the maximizer is available, then an expansion for the risk measure \( \rho_W(X) \) can be obtained. Using Lemma [A.1] we see that up to first order in the parameter \( \gamma \), we have the expansion

\[
\rho_W(X) = \Phi(m_B, S_B) + \gamma \left( D_m \Phi(m_B, S_B), \bar{m} \right) + \text{Tr}(D_S \Phi(m_B, S_B) \bar{S}) - \frac{1}{4} [D^2 F_M(m_B)](\bar{m}, \bar{m}) - \frac{1}{4} [D^2 F_M^0(S_B)](\bar{S}, \bar{S}).
\]

Again using Lemma [A.1] we have that \([D^2 F_M(m_B)](\bar{m}, \bar{m}) = 2\|\bar{m}\|^2\) and \([D^2 F_M^0(S_B)](\bar{S}, \bar{S}) = -2\text{Tr}(\sum_{i=1}^{n} w_i Z_i)\), where the matrices \( Z_i, i = 1, \ldots, n \) are solutions of the system of Sylvester equations

\[
\mathcal{Y}_i(S_i^{1/2} S_i B S_i^{1/2})^{1/2} + (S_i^{1/2} S_i B S_i^{1/2})^{1/2} \mathcal{Y}_i = S_i^{1/2} \bar{S} S_i^{1/2}, \quad i = 1, \ldots, n
\]

\[
Z_i(S_i^{1/2} S_i B S_i^{1/2})^{1/2} + (S_i^{1/2} S_i B S_i^{1/2})^{1/2} Z_i = -2 \mathcal{Y}_i^2, \quad i = 1, \ldots, n.
\]

Note that the system is linear as the first half of it is uncoupled from the second half. Substituting this into the above equation we have that

\[
\rho_W(X) = \Phi(m_B, S_B) + \gamma \left( D_m \Phi(m_B, S_B), \bar{m} \right) + \text{Tr}(D_S \Phi(m_B, S_B) \bar{S}) - \frac{1}{2} \|\bar{m}\|^2 - \frac{1}{2} \text{Tr} \left( \sum_{i=1}^{n} w_i Z_i \right),
\]

It thus remains to determine the corrections \((\bar{m}, \bar{S}) \in \mathbb{R}^d \times \mathbb{P}(d)\). Substituting this expansion in the first equation of (16), assuming sufficient smoothness for \( \Phi \), and separating powers of \( \gamma \) we see that

\[
\bar{m} = D_m \Phi(m_B, S_B).
\]

To obtain the correction for \( S_B \), we substitute the expansion in the second equation of (16) using the Taylor expansion of the matrix square function, according to which \( S_i^{1/2} = (S_i + \gamma \bar{S})^{1/2} \simeq S_i^{1/2} + \gamma \mathcal{J} S_i \bar{S} \), where \( \mathcal{J} = \mathcal{J}(\bar{S}) \) is the solution of the Sylvester equation \( \mathcal{J} S_i^{1/2} + S_i^{1/2} \mathcal{J} = \bar{S} \).

We then see that to first order in \( \gamma \), we have that

\[
(S_i^{1/2} S_i S_i^{1/2})^{1/2} = \left( S_i^{1/2} S_i S_i^{1/2} + \gamma (\mathcal{J} S_i^{1/2} S_i^{1/2} + S_i^{1/2} S_i^{1/2}) \right)^{1/2}
\]

and Taylor expanding once more \((S_i^{1/2} S_i S_i^{1/2})^{1/2} = (S_i^{1/2} S_i S_i^{1/2})^{1/2} + \gamma \mathcal{H}_i \), where \( \mathcal{H}_i \) solves the Sylvester equation \( \mathcal{H}_i (S_i^{1/2} S_i S_i^{1/2})^{1/2} + (S_i^{1/2} S_i S_i^{1/2})^{1/2} \mathcal{H}_i = (\mathcal{J} S_i^{1/2} + S_i^{1/2} S_i^{1/2})^{1/2} \). We substitute these expansions into the second equation of (16) and see that the correction \( \bar{S} \) can
be found by the solution \((\tilde{S}, J, \mathcal{H}_1, \ldots, \mathcal{H}_n)\) of the (linear) system of matrix equations

\[
\tilde{S} - \sum_{i=1}^n w_i \mathcal{H}_i = 2S_B^{1/2}D_S(m_B, S_B)S_B^{1/2}, \quad \tilde{S} - J S_B^{1/2} - S_B^{1/2} J = 0, \quad J S_i S_B^{1/2} + S_i S_B^{1/2} J - \mathcal{H}_i (S_B^{1/2} S_i S_B^{1/2})^{1/2} = 0, \quad i = 1, \ldots, n.
\]

Note that this system has a sparse structure, which allows for its treatment in terms of iterative schemes. Upon substituting the above in (38) we conclude that up to first order in \(\gamma\), we have

\[
\rho_W(X) = \Phi(m_B, S_B) + \gamma \left( \frac{1}{2}\|D_m \Phi(m_B, S_B)\|^2 + Tr(D_S \Phi(m_B, S_B) \tilde{S}) + \frac{1}{2} Tr \left( \sum_{i=1}^n w_i Z_i \right) \right)
\]

A.5 Proof of Proposition 2.15

Proof. Let us denote by \(f\) the density related to the probability measure \(\mu\) and \(f_i\) denote the densities related with the priors in \(\mathcal{M}\). The calculation of \(\rho_E(X)\) is reduced to the solution of the minimization problem \(\min_{f \in \mathcal{F}} \int_{\mathbb{R}^d} V(z, f(z)) \, dz\), where \(V(z, f(z)) = \Phi_0(z) f(z) + \frac{1}{\gamma} \sum_{i=1}^n w_i f(z) \log \frac{f(z)}{f_i(z)}\) for an appropriate space \(\mathcal{F}\) for the probability densities \(f\), which is well-posed for any bounded set \(\mathcal{G} \subset L^1(\mathbb{R}^d)\) which is also uniformly integrable. Notice that uniform integrability is guaranteed by De La Vallée Poussin criterion, since there exists a function \(H : \mathbb{R} \to \mathbb{R}_+\) satisfying \(\frac{H(u)}{\|u\|} \to +\infty\) as \(\|u\| \to +\infty\) and such that \(\sup_{f \in \mathcal{G}} \int H(f(u)) \, du < +\infty\). Therefore, by Dunford-Pettis theorem, the set \(\mathcal{G} \subset L^1(\mathbb{R}^d)\) is relatively compact for the weak topology of \(L^1\) guaranteeing the well posedness of the problem. We also need to take into account the constraint that \(f\) is a probability density i.e., \(\int_{\mathbb{R}^d} f(z) \, dz = 1\). To take this into account we introduce a Lagrange multiplier \(\lambda\) and consider the minimization problem \(\min_{f \in L^1(\mathbb{R}^d)} \int_{\mathbb{R}^d} V(z, f(z)) + \lambda f(z) \, dz\). We solve the problem for the optimal \(f\) and \(\lambda\). A standard argument allows us to obtain the first order condition as \(\Phi_0(z) + \gamma \lambda + 1 + \log f(z) - \sum_{i=1}^n w_i \log f_i(z) = 0\), \(z - a.e.\), which leads to \(f(z) = e^{\gamma \Phi_0(z) - \gamma \lambda - 1} f_G(z)\). From the normalization constraint \(\int_{\mathbb{R}^d} f(z) \, dz = 1\) we can eliminate the associated Lagrange multiplier and obtain the density form \(f_\gamma(z) = C_\gamma e^{\gamma \Phi_0(z)} f_G(z)\), where \(C_\gamma := \left( \int_{\mathbb{R}^d} e^{\gamma \Phi_0(z)} f_G(z) \, dz \right)^{-1}\). Knowing explicitly the optimal density function leads to the explicit calculation of the weighted entropic risk measure. Note that at the critical point

\[
V(z, f_\gamma(z)) = -\Phi_0(z) e^{\gamma \Phi_0(z)} C_\gamma f_G(z) + \frac{1}{\gamma} \sum_{i=1}^n w_i \left( e^{\gamma \Phi_0(z)} C_\gamma f_G(z) \log \frac{e^{\gamma \Phi_0(z)} C_\gamma f_G(z)}{f_i(z)} \right)
\]

\[
= -\Phi_0(z) e^{\gamma \Phi_0(z)} C_\gamma f_G(z) + \frac{1}{\gamma} \left( e^{\gamma \Phi_0(z)} C_\gamma f_G(z) \left( \log C_\gamma + \gamma \Phi_0(z) + \log f_G(z) - \sum_{i=1}^n w_i \log f_i(z) \right) \right)
\]

\[
= -\Phi_0(z) e^{\gamma \Phi_0(z)} C_\gamma f_G(z) + \Phi_0(z) e^{\gamma \Phi_0(z)} C_\gamma f_G(z) - \frac{1}{\gamma} e^{\gamma \Phi_0(z)} C_\gamma f_G(z) \log C_\gamma = -\frac{1}{\gamma} e^{\gamma \Phi_0(z)} C_\gamma f_G(z) \log C_\gamma
\]

keeping in mind that \(\int_{\mathbb{R}^d} e^{\gamma \Phi_0(z)} C_\gamma f_G(z) \, dz = 1\). It is easy to check that the minimizer of \(V_M\) is the probability density function of the KL-barycenter, i.e. \(f_0 = C_0 f_G\) where \(C_0 = (\int f_G dm)^{-1}\). Substituting this density in \(V_M\) we obtain that \(V_M = \log C_0\). Combining the above, we derive that

\[
\rho_E(X) = \int_{\mathbb{R}^d} V(z, f_\gamma(z)) \, dz + \frac{1}{\gamma} V_M = -\frac{1}{\gamma} \int_{\mathbb{R}^d} e^{\gamma \Phi_0(z)} C_\gamma f_G(z) \log C_\gamma \, dz + \frac{1}{\gamma} \log C_0
\]

\[
= \frac{1}{\gamma} (\log C_0 - \log C_\gamma) = \frac{1}{\gamma} \log \left( \frac{C_0}{C_\gamma} \right) = \frac{1}{\gamma} \log \left( \int_{\mathbb{R}^d} e^{\gamma \Phi_0(z)} f_0(z) \, dz \right) = \frac{1}{\gamma} \log (\mathbb{E}_{\mu_0} [e^{-\gamma X}]). \]
This concludes the proof. □

A.6 Proof of Proposition 3.1

Proof. We will use expansion \ref{eq:2.11} twice, once for the risk position $X(\epsilon)$ and once for the risk position $X$. We will also use the following simplified notation \ref{eq:18} and \ref{eq:26}. The correction to the mean (around the mean barycenter $m_B$) for risk positions $X(\epsilon)$ and $X$ will be denoted by $\tilde{m}(\epsilon)$ and $\tilde{m}$ respectively, whereas the correction to the covariance (around the covariance barycenter $S_B$) for risk positions $X(\epsilon)$ and $X$ will be denoted by $\tilde{S}(\epsilon)$ and $\tilde{S}$ respectively.

Concerning the correction to the mean we have that $\tilde{m}(\epsilon) = M + \epsilon M_j$, so that $\tilde{m'} := \frac{d}{d\epsilon}\tilde{m}(\epsilon) = M_j$. Concerning the correction to the covariance, the analysis is slightly more complicated but fortunately reduces to the solution of a sparse linear system of matrix equations. Let $\tilde{S}(\epsilon)$ be part of the solution $\tilde{S}(\epsilon), J(\epsilon), H_1(\epsilon), \ldots, H_n(\epsilon)$, of the system of matrix equations

$$\tilde{S}(\epsilon) - \sum_{i=1}^{n} w_i \mathcal{H}_i(\epsilon) = 2B(C + \epsilon C_j)B,$$

$$\tilde{S}(\epsilon) - J(\epsilon)B - B J(\epsilon) = 0,$$

$$J(\epsilon)D_i + D_i J(\epsilon) - \mathcal{H}_i(\epsilon)E_i - E_i \mathcal{H}_i(\epsilon) = 0,$$

and $(\mathcal{Y}_1(\epsilon), \ldots, \mathcal{Y}_n(\epsilon))$ be the solution of the (decoupled) Sylvester equations

$$\mathcal{Y}_i(\epsilon)G_i + G_i \mathcal{Y}_i(\epsilon) = B_i \tilde{S}(\epsilon)B_i, \quad i = 1, \ldots, n,$$

and $(\mathcal{Z}_1(\epsilon), \ldots, \mathcal{Z}_n(\epsilon))$ be the solution of the (decoupled) Sylvester equations

$$\mathcal{Z}_i(\epsilon)G_i + G_i \mathcal{Z}_i(\epsilon) = -2\mathcal{Y}_i(\epsilon), \quad i = 1, \ldots, n.$$

Note that we may consider \ref{eq:40}, \ref{eq:41} and \ref{eq:42} as one large sparse system of matrix equations.

We differentiate the above system with respect to $\epsilon$. To ease notation we will denote the derivatives with respect to $\epsilon$ by a prime, i.e., $\tilde{S}'(\epsilon) = \frac{d}{d\epsilon}\tilde{S}(\epsilon)$ with a similar notation for the other matrices as well. We then obtain that

$$\tilde{S}'(\epsilon) - \sum_{i=1}^{n} w_i \mathcal{H}_i'(\epsilon) = 2BC_jB,$$

$$\tilde{S}'(\epsilon) - J'(\epsilon)B - B J'(\epsilon) = 0,$$

$$J'(\epsilon)D_i + D_i J'(\epsilon) - \mathcal{H}_i'(\epsilon)E_i - E_i \mathcal{H}_i'(\epsilon) = 0,$$

$$\mathcal{Y}_i'(\epsilon)G_i + G_i \mathcal{Y}_i'(\epsilon) = B_i \tilde{S}'(\epsilon)B_i, \quad i = 1, \ldots, n,$$

$$\mathcal{Z}_i'(\epsilon)G_i + G_i \mathcal{Z}_i'(\epsilon) = -2\mathcal{Y}_i'(\epsilon), \quad i = 1, \ldots, n.$$

We now have that using \ref{eq:19} with the notation \ref{eq:20} that

$$\rho_W(X(\epsilon)) = \Phi(m_B, S_B, \epsilon) + \gamma \left( \frac{1}{2} ||D_m \Phi(m_B, S_B, \epsilon)||^2 + \text{Tr}(\Phi_S(m_B, S_B, \epsilon)\tilde{S}(\epsilon)) + \frac{1}{2} \text{Tr}\left(\sum_{i=1}^{n} w_i Z_i(\epsilon)\right) \right),$$

$$+ \lambda \left( \frac{1}{2} ||M + \epsilon M_j||^2 + \text{Tr}((C + \epsilon C_j)\tilde{S}(\epsilon)) + \frac{1}{2} \text{Tr}\left(\sum_{i=1}^{n} w_i Z_i(\epsilon)\right) \right),$$

so that upon differentiation with respect to $\epsilon$ we have that

$$\frac{d}{d\epsilon}\rho_W(X(\epsilon)) = A_j + \gamma (M, M_j) + \text{Tr}(C_j \tilde{S}(\epsilon) + \epsilon C_j \tilde{S}'(\epsilon)) + \frac{1}{2} \text{Tr}\left(\sum_{i=1}^{n} w_i Z_i'(\epsilon)\right),$$
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and setting $\epsilon = 0$ we have that
\[
\rho_W(X_k | X) = A_j + \gamma(M, M_j) + \text{Tr}(C_j\tilde{S}) + \frac{1}{2}\text{Tr}(\sum_{i=1}^{n} w_i Z'_i(0)))
\]
where $Z'_i := Z'_i(0)$ solves the system of matrix equations
\[
\begin{align*}
\tilde{S}' - \sum_{i=1}^{n} w_i \mathcal{H}'_i &= 2BC_j B, \\
\tilde{S}' - J'B - BJ' &= 0, \\
J'D_i + D_i J' - \mathcal{H}'_i E_i - E_i \mathcal{H}'_i &= 0, \\
Y'_i G_i + G_i Y'_i &= B_i \tilde{S}' B_i, \quad i = 1, \ldots, n, \\
Z'_i G_i + G_i Z'_i &= -2Y'_i Y_i - 2Y'_i Y_i, \quad i = 1, \ldots, n.
\end{align*}
\]

\[\square\]
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