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As a new type of intelligent network technology, sensor network has been widely used in recent years. This paper is aimed at studying the optimization path of art teaching in colleges and universities based on embedded sensor network, proposing methods such as ZigBee network, HRPTC, wireless routing protocol, and sensor technology, and carrying out experimental research on the application of embedded sensor network in the optimization path of college art teaching. The experimental results show that the embedded sensor network can promote well the development of the optimization path of art teaching in colleges and universities and promote the reform of art education teaching methods. At the same time, the education and teaching methods optimized based on sensor network technology can better play the role of education and teaching so that students’ learning enthusiasm has been improved by at least 10%.

1. Introduction

1.1. Background. The application prospect of wireless sensor network is very wide, and it will bring far-reaching influence to people’s lives and society. In recent years, the computing and storage capabilities of embedded systems have been continuously enhanced, and the rapid changes in communication technology have made the transmission of big data no longer a problem. Combined with sensing technology, wireless sensor networks have been widely used in military, industry, agriculture, etc., and wireless sensor networks have become a hot spot in the field of information research and development.

In recent years, the design of sensors has become increasingly detailed. The sensors manufactured are small, low in price, and have improved processing capabilities. The development of WSN has also made great progress. As a new type of intelligent real-time monitoring information network, wireless sensor networks can not only collect the required data information but also process the collected information and finally send the correct data to management customers. At present, WSN technology is used in business, industry, military, medical, and other fields, which have greatly changed people’s lives, made life more intelligent and comfortable, and greatly improved social productivity.

With the development of society, science and technology are also constantly improving, and sensor network technology is also developing rapidly. Wireless sensor networks (WSN) have become an important part of various environmental, surveillance, military, traffic control, and healthcare applications. However, wireless sensor networks also face many challenges in practical applications. The Remah survey explored state-of-the-art methods based on SOA and service-oriented middleware (SOM) architectures that provide solutions to WSN challenges [1]. In many WSN applications, flooding is a basic network service used for remote network configuration, diagnosis, or propagation of code updates. Although there is a lot of research on flooding in the literature, the research on flooding tree construction in asynchronous low-duty cycle WSN is very limited. Cheng et al.’s research focuses on flood tree construction that takes into account duty cycle operation and unreliable wireless
link minimum delay and energy saving, and Cheng et al.'s research also shows the delay during flooding—the existence of energy balance [2]. Since most sensor nodes are equipped with limited nonrechargeable batteries, energy-saving optimization has become one of the main issues in the design of wireless sensor network (WSN) routing protocols. Therefore, Luo et al.'s research focuses on minimizing energy consumption and maximizing the life of the data relay network in a one-dimensional queue network. During the experiment, Luo et al. used the Opportunistic Routing Energy Saving (ENS_OR) algorithm to ensure the lowest power cost during data relay and protect nodes with relatively low remaining energy. A large number of simulations and real test bench results show that, compared with other existing WSN routing solutions, the solution ENS_OR proposed by Luo et al. can significantly improve network energy saving and wireless connection performance [3]. With the extensive use of wireless sensor networks, wireless sensor networks have also attracted the research interest of a large number of researchers, especially in the context of performing surveillance and surveillance tasks. However, it is challenging to make compelling compromises between various conflicting optimization criteria (for example, energy dissipation, packet loss rate, coverage, and life span of the network). Fei et al.'s research provides the latest research methods using multiobjective optimization (MOO) technology to solve this problem, as well as tutorials and survey schemes for related development work [4]. Positioning technology is also an important part of wireless sensor networks. For indoor positioning based on wireless sensor networks, the transmission of wireless signals may be interfered by obstacles and walls. This condition, called non-line-of-sight (NLOS), reduces positioning accuracy and may cause positioning to fail. Pak et al. proposed a new NLOS recognition algorithm based on distributed filtering to mitigate the effects of NLOS, including positioning failures. The algorithm they proposed does not process all measured values through a single filter, but distributes the measured values among multiple partial filters [5]. Network security has an essential relationship with sensor networks, and the development of sensor networks is closely related to the development of network security technology. In their survey paper, Buczak and Guven described the survey results of network analysis, machine learning (ML), and data mining (DM) methods used to support intrusion detection, discussed the challenges of using ML/DM for network security, and provided some information on recommendations on when to use a given method [6]. As modern cars become increasingly interconnected, they become new targets for cyberattacks. When driving on the road, sharks (i.e., hackers) only need to be within the communication range of the vehicle to attack it. In Eiza and Ni's research, they aim to shed light on the latest vehicle cybersecurity threats, including malware attacks, on-board diagnostics (OBD) vulnerabilities, and automotive mobile application threats. In addition, Eiza and Ni demonstrated the vehicle network architecture and demonstrated the latest defense mechanisms aimed at mitigating such threats [7]. In these studies, most researchers have conducted research on the application and security of wireless sensor networks, but have not done too much research on the development of wireless sensor networks themselves.

The innovation of this article is that the research content of this article is based on the embedded sensor network. This paper studies the application of embedded sensor network in the optimization of art teaching path in colleges and universities, integrating modern technology with traditional education, promoting the application of sensor network in education and teaching, to achieve the purpose of effectively using sensor network technology to innovate the teaching mode of art education in colleges and universities.

2. Sensor Network and Teaching Path Optimization

2.1. Sensor Network. With the continuous development of science and technology, the continuous enhancement of sensor technology, and the continuous maturity of network technology, wireless sensor network technology is also produced with the development of sensors and network technology. It is one of the three pillars (sensor technology, communication technology, and computer technology) of information technology [8]. Wireless sensor network combines computer technology, communication technology, and sensor technology. It is composed of a large number of sensor network nodes covering a specific target area. Most of these nodes are small, low in cost, and have data perception, data processing, and wireless communication capabilities. They jointly monitor various conditions (such as temperature, sound, vibration, pressure, and signals) in different geographic locations. Due to the ability of wireless communication, wireless sensor nodes can share information and cooperate with each other and can also transmit relevant data to other nodes [9].

2.1.1. ZigBee Wireless Communication Technology. The name of the ZigBee protocol comes from the communication method of bees. It is a low data throughput, short distance, low energy consumption, low complexity, and low cost protocol specification for the wireless network interconnection and control of small devices [10].

(1) The Composition of ZigBee Network. The types of ZigBee network equipment include full-function equipment, network coordinator, and streamlined-function equipment [11].

Full-function device: the network coordinator of the full-function ZigBee network can also be a full-function device, which can be connected to other full-functional devices or retrenchment-functional devices; full-function equipment has the function of controlling equipment and can transmit information in both directions [12]. Fully featured devices have all features and functions of network devices specified in IEEE 802.15.4. More computing power and storage space can allow it to serve as a router for the ZigBee network when it is idle, and it can also be used as a terminal device for the ZigBee network.
Simplified function equipment: it can only exchange information with full-function equipment and send and receive information [13].

Network coordinator: the main feature is the largest storage capacity, the strongest computing power, and it includes all information of the network [14].

(2) Application of ZigBee Network. Due to the short distance, low energy consumption, low complexity, and low cost of ZigBee network technology, it is widely used in many aspects of social life [15]. Figure 1 shows the application field distribution diagram of ZigBee wireless communication technology.

In industry, using sensors and ZigBee networks, the automatic collection, analysis, and processing of data will become easy, and the information collected by the sensors can be used as an important part of the decision support system.

In medicine, the use of various sensors and ZigBee networks can accurately and real-time monitor the patient’s blood pressure, body temperature, heart rate, and other information, reduce the burden on doctors, and enable doctors to respond quickly.

In agriculture, a large number of wireless sensor network terminal nodes distributed in the monitoring area are responsible for ZigBee data collection of agricultural information such as temperature, humidity, and harmful gas concentration and wirelessly send it to the ZigBee digital transmission module network coordinator. The coordinator transmits the received data to the control center via the Ethernet through the gateway. After the control center stores, analyzes, and processes the data, the expert decision-making system issues feedback instructions.

(3) Topological Structure of ZigBee Network. The ZigBee protocol network is based on independently working network nodes and contains a total of three different network topology structures of communication devices, namely, ClusterTree, mesh, and star. For any ZigBee topological structure, its independent ZigBee network has a unique network identifier, that is, the PAN identifier of the ZigBee protocol network [16]. The PAN identifier corresponding to the 16-bit network address is mainly responsible for the network access and communication of network devices and can be used to activate the communication between ZigBee network devices. Among them, the star (star network) network is more commonly used to form a network topology with a long running time; the mesh (mesh network) network realizes the reliability of multiple data communication channels by establishing the interconnection of all wireless nodes in the network higher ZigBee network topology. Although the structural redundancy of the mesh network is relatively high, when a network device fails when communicating, there are other paths that can support data communication. ClusterTree network is a topological structure that combines mesh and star networks, combining the advantages of the two structures. Each device node in the network can have different functions [17]. Figure 2 shows the three network topologies of the ZigBee protocol.

In a star network, communication between subnodes can only be completed through the coordinator, and direct communication is not possible. However, in a mesh network, full-functional device nodes can communicate directly and they all have routing functions. Retrenchment functional device nodes can only communicate with adjacent full-functional device nodes.

(4) ZigBee Protocol: Physical Layer. IEEE 802.15.4 stipulates that the physical layer is the bottom layer of the ZigBee protocol, which is responsible for direct contact with the outside world. The transmission distance of ZigBee protocol signal is about 50 m (indoor) to 150 m (outdoor). The regulation defines two physical layer standards: the 868/915 MHz physical layer and 2.4 GHz physical layer [18]. Table 1 shows the agreement provisions of the ZigBee physical layer in different regions.

The protocol standard uses 27 channels to allocate three physical layer frequency bands and 16 channels for 2.4 GHz; 10 channels are allocated to 915 MHz, and one channel is allocated to 868 MHz. The composition of the ZigBee protocol channel is shown in Table 2.

2.1.2. HRPTC Wireless Routing Protocol. HRPTC is a mixed-mode clustering routing protocol based on the time components. Like LEACH routing protocol, HRPTC calculates the network working time in "rounds" [19]. On the basis of uniform clustering, a hybrid model combining single-hop and multihop time components in the case of multiple clusters is proposed and improved.

(1) Single-Hop Routing Model. The network is equally divided into $M$ clusters, so the area of each circular cluster is $\pi r^2 / M$, the radius $r$ of the cluster is $r_{\text{min}} / \sqrt{M}$, and the node tree contained in each cluster is $b = B / M$.

Assuming that the energy consumed by the transmission circuit of the cluster head and the ordinary node is...
the same, the energy consumption expression of the ordinary node is

$$N_{\text{nonch}} = N_i + a_{\text{toch}}$$  \hspace{1cm} (1)

In formula (1), $N_i$ is the energy consumption of its transmission circuit; $a_{\text{toch}}$ is the distance from the common node in the cluster to the cluster head, and the expectation of its square is defined as

$$N[a_{\text{toch}}^2] = \iint (x^2 + y^2) \theta(x,y) axay = \frac{r_m^2}{2M}.$$  \hspace{1cm} (2)

$$\theta(x,y) = \left( \frac{\pi r_m^2}{M} \right)^{-1}.$$  \hspace{1cm} (3)

$(X, y)$ in formulas (2) and (3) are rectangular coordinates. Figure 3 shows the heads-up routing structure diagram.

The expressions of energy consumption 1 of the cluster head and energy consumption 2 of each cluster are

$$N_{\text{ch}} = N_{\text{LP}} + N_a + N_{\text{LQ}} = \frac{B}{M} (N_i + N_a) + N_i + \frac{\alpha \alpha'}{m}.$$  \hspace{1cm} (4)

$$N_{\text{cluster}} = N_{\text{ch}} + \left( \frac{B}{M} - 1 \right) N_{\text{nonch}} \approx N_{\text{ch}} + \frac{B}{M} N_{\text{nonch}}.$$  \hspace{1cm} (5)

In the formula, $\alpha'$ is the power amplifier parameter of the cluster head; $t'$ is the attenuation coefficient of the channel from the cluster head to the base station; $a_{\text{toch}}$ is the distance from the cluster head to the base station; $N_{\text{LP}}$ is the energy consumed by the cluster head to receive data. In the case of single-hop routing, the node farther away from the base station consumes more energy. When the initial energy of each sensor is equal, the node farther away from the base station determines the life of the network.

Letting the battery energy of the node be $N_d$ and the distance from the node farthest from the base station to the base station is the network radius $r_m$, then the average energy of each node is

$$N_d = L \left( \frac{N_{\text{cluster}}}{B} \right) = L \left( N_i + a \left( \frac{r_m^2}{2M} \right)^{\frac{p}{2}} + N_i + N_i + \frac{M}{B} \left( N_i + \frac{\alpha \alpha'}{r_m^2} \right) \right).$$  \hspace{1cm} (6)

Derivation of formula (5) can find the optimal number of clusters in a single-hop network:

$$m_d = \left( \frac{B \text{aps} r_m^p}{2^{(2+p)/2} \left( N_i + \alpha \alpha' r_m^2 \right)^{2/(p+2)}} \right)^{2/(p+2)}.$$  \hspace{1cm} (7)

If the second derivative of $N_d$ is a positive number, then when $M = m_d$, $N_d$ can get the minimum value.

(2) Multihop Routing Model. Multihop routing simply means that different network devices are all wirelessly connected to each other, and then, each other can forward data.
through the network. Data jumps from one node to another until it reaches the destination. Figure 4 shows the structure of the multihop model.

The calculation method of the number of cluster heads and layer width is as follows.

Both multihop routing and single-hop routing use the same network model, that is, the network is equally divided into A cluster, and then, the network is divided into o rings in the radial direction, the width of each layer ring is K, and the width K of the layer and the radius r of the cluster are both smaller than the radius of the network ra; otherwise, single-hop routing is used.

To ensure the relevance of network multihop communication, the layer width K is required to be greater than or equal to the communication radius r_z of each cluster in the cluster so that the relevance rate is less than 1 − ε and

\[ K \geq r_z = r_a \sqrt{\ln \left( \frac{A/e}{A} \right)}. \]  

The following is the average number of data packets forwarded by the m-th layer node \( S_m \):

\[ S_m = \frac{r_a^2 - (mK)^2}{K^2(2B - 1)}. \]  

The cluster head under multihop routing is not only responsible for receiving and sending data in the cluster but also forwarding other data packets [20]. The expressions of the energy consumption of the cluster head and the maximum average energy consumption of the node are

\[ N_{ch} = N_{LP} + N_a + N_{LQ} + S_m N_{ax} \]

\[ = \frac{B}{M} (N_1 + N_a) + N_t + \alpha' a_{obs}^t + S_m \left( 2N_a + \alpha' a_{obs}^t \right), \]

\[ N_m(mK) = \left( N_{ch} + \frac{B}{A} N_{nonch} \right) * \frac{A}{B}. \]  

In the case of multipath routing, the cluster head node successively transmits the data to the next layer of cluster head node until it is sent to the base station, so the traffic radius of each layer of cluster head is K. To ensure the life cycle Z of the network, it is necessary to find the maximum energy consumption value. The node closer to the base station forwards more data and consumes more energy. Therefore, the average energy consumption of nodes in the first layer determines the life of the network. Letting \( m = 1 \), we can find \( N_m \):

\[ N_m(K) = V + \frac{G}{A^{\frac{1}{2}}} + g(K)A, \]

\[ V = 2(N_1 + N_a)Z, \]

\[ G = \frac{ar_z^2 Z}{2^{\frac{3}{2}}}. \]
In formula (11), \( g(K) \) is a function related to the layer width. To find the optimal value of \( N_m(K) \), the KKT theorem can be used, assuming

\[
y = \bar{g}(K, A). \quad (14)
\]

Then, the optimization problem can be expressed as

\[
\begin{cases}
\min : N_m(y), \\
\text{n.m.} \\
f_1(y) = r_m - K \leq 0, \\
f_2(y) = K - r_n\sqrt{A} \leq 0, \\
f_3(y) = K - r_n \leq 0.
\end{cases} \quad (15)
\]

When \( f_3(y) = 0 \), \( K \) is equal to the radius of each cluster, and all clusters are evenly distributed in the area, so the communication between the cluster head and the base station adopts single-hop and multihop to have the same effect. Formula (14) can write the gradient of objective function \( \nabla N(y) \) and constraint function \( \nabla f(y) \).

The generalized Lagrangian multipliers \( \alpha_1, \alpha_2, \) and \( \alpha_3 \) are introduced to the three constraint conditions, respectively, and the expression of the KKT condition is as follows:

\[
\begin{align*}
\nabla N(y) + \alpha_1 \nabla f_1(y) + \alpha_2 \nabla f_2(y) + \alpha_3 \nabla f_3(y) &= 0, \\
\alpha_1 f_1(y) + \alpha_2 f_2(y) + \alpha_3 f_3(y) &= 0,
\end{align*} \quad (16)
\]

\[
\begin{align*}
\alpha_1 &\geq 0, \\
\alpha_2 &\geq 0, \\
\alpha_3 &\geq 0.
\end{align*} \quad (17)
\]

In formula (18), \( \alpha_1, \alpha_2, \) and \( \alpha_3 \) are constants. To preferentially adopt multihop routing, let

\[
\alpha_2 = \alpha_3 = 0. \quad (19)
\]

Then, we can get \( \nabla N(y) = 0 \).

When \( \alpha_1 \) is not zero and \( f_1(y) \) is zero, there are

\[
r_a = r_m. \quad (20)
\]

When \( \alpha_1 \) is zero and \( f_1(y) \) is not zero, there are

\[
g'(K)a = 0. \quad (21)
\]

Thus,

\[
K = \tilde{K} = \left( \frac{4N_i}{\alpha \left( t - 2 \right)} \right)^{1/t}. \quad (22)
\]

Substituting formula (22) into formula (11) and deriving it, the expression for the optimal number of cluster heads can be obtained as

\[
\bar{a}_m(K) = \left( \frac{L \kappa r_k}{2^{(t+2)/2} \left( \left( r_m/K^2 \right)^2 \left( 2N_i + \alpha {K'} \right) - N_i \right)} \right)^{2/(t+2)}. \quad (23)
\]

Substituting formula (22) into the above formula,

\[
\bar{a}_m(r) = \left( \frac{L \kappa r_k}{2^{(t+2)/2} \left( \left( r_m/K^2 \right)^2 \left( 2N_i + \alpha {K'} \right) - N_i \right)} \right)^{2/(t+2)}. \quad (24)
\]

2.2. Sensor Technology. In the 21st century, information has become the first element of production and an important technological and material basis for the information society. Human social activities mainly depend on the development, acquisition, transmission, and processing of information resources. It is based on this status quo that sensor technology has now penetrated into production, life, scientific research, and other major fields and has been included in the three pillars of the information age [21].

2.2.1. Definition of Sensor. The sensor can perceive the measured information and can convert the sensed information into an electrical signal or a specific form of information, a test device used to meet the requirements of information transmission, processing, storage, display, recording and control [22].

2.2.2. Classification of Sensors. Up to now, there are many types of sensors, but their classification has not been clearly defined. In daily use, sensors are often roughly divided into physical sensors, chemical sensors, and biological sensors based on their working principles. Figure 5 shows the general classification of sensors.

In physical sensors, according to different measurement quantities, sensors can be divided into pressure sensor, speed sensor, temperature sensor, etc.; chemical sensors can be divided into gas sensors, temperature sensor, etc.; biosensors can be divided into microbial sensors, pulse sensors, etc. according to different measurement quantities. Figure 6 shows the classification of different measurement quantities of three types of sensors.

2.2.3. The Development History of Sensor Technology. With the improvement of our understanding of things and the continuous development of science and technology, sensor technology has generally gone through three stages.

The first generation is a structural sensor, which uses structural parameter changes to sense and transform signals, for example: resistance strain sensor, which uses the change of resistance when the metal material undergoes elastic deformation to transform electrical signals; the second-generation sensor is a solid sensor that was developed in
the 1970s; this sensor is composed of solid components such as semiconductors, dielectric, and magnetic materials and is made using certain characteristics of materials (such as using thermoelectric effect, Hall effect, and photosensitive effect to make thermocouple sensor, Hall sensor, and photosensitive sensor); the third-generation sensor is a smart sensor, which means that it has certain detection, self-diagnosis, data processing, and self-adaptive capabilities for external information and is a product of the combination of microcomputer technology and detection technology [23].

2.3. Art Teaching and Its Path Optimization. Art education is a special product in the process of human cultural activities. It takes art culture as a carrier and carries knowledge, skills, and aesthetic education in it and uses visual art as a medium to impart and inherit culture between people. Art education in colleges and universities focuses on the ontology and instrumentality of art, which is spreading art knowledge and skills and developing an aesthetic culture of visual modeling.

Divided by the purpose of college art education, art education can be divided into two types: professional art education and general art education. Vocational art education can also be defined as professional art education, which mainly refers to professional art education at the higher education stage (including undergraduate, junior college, and above education); its purpose is to train professional art talents, while the general art education is for improving or strengthening the academic group and the quality of art-related content among non-art-major college students. In the era of information education, art education in colleges and universities needs to get rid of the shackles of traditional art classrooms, innovate teaching models, expand high-quality teaching resources, and cultivate students’ autonomy and creativity.
At present, the traditional art teaching activities are still in the state of “you teach me to learn,” and most of the students’ acquisition of art knowledge is passive rather than active. With the advent of the information age, optimizing the path of art education and teaching activities is the development trend of art teaching in the future. The following points are particularly important in formulating a plan for optimizing teaching paths.

First, strengthen the construction of teaching staff.
Second, expand the construction of teaching and experimental sites.
Third, improve the education and teaching supervision and assessment system.
Fourth, make full use of network resources and select network courses suitable for students of our school for online teaching.

3. Experiments on the Optimization Path of Art Teaching in Colleges and Universities Based on Embedded Sensor Network

As an advanced representative in the field of information technology, sensor network technology hides large application possibilities in the education field. The application of sensor network technology in education can promote the reform of education courses and promote the cultivation of students’ questioning and writing skills. The experiment in this paper is based on the embedded sensor network, through the experiment to explore the role of embedded sensor network in the reform of art teaching optimization path.

3.1. Art Teaching Network Course Setting Based on Embedded Sensor Network

Traditional art teaching is only limited to classroom learning and a small part of the extra-curricular sketching environment, and art teachers cannot take into account the learning effects of all students. Network courses can be set up by borrowing network resources, using the teaching videos of our school or other universities and professional painters for students to watch and learn. Through independent learning, they can improve their knowledge and at the same time strengthen students’ learning of weak knowledge points. The embedded sensor network can supervise students’ performance during online course learning by monitoring the length of online learning, the number of video clicks, and certain permissions, to help students better conduct independent learning. In this experiment, statistics and satisfaction surveys were carried out on the situation of students in a certain university who independently conduct art learning online. Table 3 shows the changes in the number of online classes in different universities in recent years.

With the gradual development of online classrooms, the number of students studying online courses is also constantly changing. Table 4 shows the statistics of the number of students studying art online courses in various colleges and universities in recent years.

3.2. Student Online Learning Supervision Based on Embedded Sensor Network

Through embedded networks and embedded sensors, in learning supervision, administrators can supervise students who are doing online learning under certain conditions. Through smart sensor, action recognition, emotion recognition, etc., it can help supervisory administrators to quickly determine the online status of each student, thereby improving students’ learning status and helping students improve their learning efficiency. Table 5 shows a statistical table of students’ learning status and learning achievement in two different classroom environments, online and offline.

3.3. Experiment of Teacher Teaching Supervision System Based on Embedded Sensor Network

The supervision of teachers’ teaching is also an important measure in the reform of art education path. Only by perfecting the teaching supervision and teaching evaluation system for teachers can teaching be carried out better. In the art teaching room and other areas where art teaching is conducted, wireless sensor equipment is installed, and the teacher’s words and behaviors in the classroom are supervised through the sensor equipment. In this experiment, the teacher’s attendance rate, lesson preparation, classroom discipline, teaching methods, etc. are mainly supervised, through sensor equipment and sensor network to identify and record the teaching situation of each teacher.

4. Experimental Analysis of Optimized Path of Art Teaching in Colleges and Universities Based on Embedded Sensor Network

4.1. Survey and Analysis of the Number of Online Courses

Online education is a major measure for the optimization and reform of education and teaching paths. With the development of computer networks and wireless sensor network technologies, the process of online education in universities

| Table 3: Changes in the number of online art classes in different universities. |
|-----------------|-----|-----|-----|-----|-----|
|                | 2014 | 2015 | 2016 | 2017 | 2018 |
| Fine arts colleges | 26   | 39   | 64   | 86   | 91   |
| Normal colleges    | 12   | 20   | 39   | 52   | 66   |
| Comprehensive universities | 6   | 14   | 22   | 30   | 48   |

| Table 4: Average number of times of online learning of art courses. |
|-----------------|-----|-----|-----|-----|-----|
|                | 2014 | 2015 | 2016 | 2017 | 2018 |
| Fine arts colleges | 68   | 79   | 88   | 96   | 104  |
| Normal colleges    | 35   | 48   | 61   | 78   | 90   |
| Comprehensive universities | 28   | 39   | 55   | 64   | 79   |

| Table 5: Statistics of learning status and learning achievement. |
|-----------------|-----|-----|-----|
|                | Offline learning | Online learning | Rank |
| Attendance rate | 88% | 98% | 1   |
| Positivity      | 76% | 90% | 2   |
| Pass rate       | 70% | 81% | 3   |
| Late arrival rate | 10% | 3%  | 4   |
has gradually accelerated. According to the data in Tables 3 and 4, a graph of the growth and click volume of online art courses can be obtained, as shown in Figure 7.

According to Figure 7, it can be seen that the number of fine arts online courses is increasing, whether it is a professional art college or a normal or comprehensive college. In terms of the number of online art courses, art colleges have the largest number of courses, reaching 91, followed by normal colleges. In terms of students’ clicks on art online courses, art colleges also have the highest average clicks on online courses.

In addition to the online art course teaching in colleges and universities, the social platform has also launched online art teaching courses for others to learn. Figure 8 shows the number of art courses in the social platform and the click-through rate.

According to Figure 8, it can be concluded that, in general, the audience and the number of courses offered for art courses on social platforms have been increasing year by year, but the average quality of courses has continued to decrease. In fact, the review of course content and quality by social platforms is usually weaker than that of college
platforms. From 2014 to 2018, the number of clicks on art courses on social platforms dropped by at least 30%.

4.2. Experimental Analysis of Student Online Learning Supervision Based on Embedded Sensor Network. The sensor network can transmit the student’s online learning status in real time through sensor equipment and process the student’s learning status accordingly through intelligent recognition. According to the data in Table 5, a comparison chart of students’ learning status and learning results in different teaching environments can be drawn, as shown in Figure 9:

According to Figure 9, it can be concluded that art online courses based on sensor networks are more conducive to stimulating students’ learning enthusiasm. As can be seen from the figure, students’ enthusiasm for online learning has increased by 14%. And online course education based on sensor network can well supervise the learning status of every student, and the student’s absenteeism rate and tardiness rate have also been significantly improved.

4.3. Application Satisfaction Analysis of Sensor Network in the Optimization of Art Teaching Path. In this study, the application satisfaction of sensor network in the optimization of art teaching path was also investigated. Figure 10 shows the survey results of this experiment.

According to Figure 10, it can be concluded that the student group’s satisfaction with the sensor network in the
optimization of the teaching path is lower than the teacher’s satisfaction with it, but the average score of the students’ satisfaction in the survey is still higher than 7. It shows that the student group is still quite satisfied with it.

According to Figure 10, it can be concluded that the student group’s satisfaction with the sensor network in the optimization of the teaching path is lower than the teacher’s satisfaction with it, but the average score of the students’ satisfaction in the survey is still higher than 7 (1-10 points, the higher the score, the higher the satisfaction). It shows that the student group is still quite satisfied with it.

5. Conclusions

Through the experimental analysis of this article, the following conclusions can be drawn. The class hours and educational resources of art education in colleges and universities are limited. It is required to consider a series of contradictions in traditional art classroom teaching while ensuring teaching efficiency and effectiveness. It is necessary to use sensor network technology to optimize the reform of teaching paths. Based on the embedded sensor network, teachers and student administrators can well supervise the status of students’ online learning and at the same time better promote the utilization of excellent teaching resources. The experimental results of this article show that sensor network technology has played an important role in the optimization of art teaching paths in colleges and universities. The use of sensor network technology in art teaching has greatly improved the learning outcomes of students; in terms of the impact on students’ learning enthusiasm, the use of sensor network technology has increased students’ learning enthusiasm from 76% to 90%; the effect is very significant.
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