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1. Introduction

The aim of this paper is to prove the strong well-posedness and a propagation of chaos property for McKean-Vlasov equations. These are SDEs where the coefficients depend on the solution of the equation and on the law of this solution. This type of equation arises naturally in the framework of $N$-particle systems where the particles interact in a mean field way: this phenomenon can be seen as a law of large numbers. Indeed, in examples where the dynamic of the $N$-particle system is directed by an SDE, the mean field interactions can be expressed as a dependency of the coefficients on the empirical measure of the system. And as $N$ goes to infinity, this empirical measure converges to the law of any particle of the limit system. This entails natural dependencies of the coefficients on the law of the solution of the limit SDE. For instance, see De Masi et al. (2015) and Fournier and Löcherbach (2016) for examples in neural network modeling, Fischer and Livieri (2016) for an example in portfolio modeling, and Carmona, Delarue and Lacker (2016) for an application in mean field games.

The weak well-posedness and the propagation of chaos are classical for the McKean-Vlasov equations without jump term, even without assuming that the coefficients are Lipschitz continuous. Gärtner (1988) treats both questions in this frame. We can also mention more recent work on the well-posedness of McKean-Vlasov equations without jump term as Mishura and Veretennikov (2020) and Chaudru de Raynal (2020), with different assumptions on the smoothness of the coefficients, and Lacker (2018) that investigates the well-posedness and the propagation of chaos.

In this paper, we consider McKean-Vlasov equations with jumps. The questions about the strong well-posedness and the propagation of chaos have also been studied in this framework under globally Lipschitz assumptions on the coefficients: see Graham (1992) for the well-posedness...
and Andreis, Dai Pra and Fischer (2018) for the propagation of chaos. Note that in Section 4 of Andreis, Dai Pra and Fischer (2018), these questions are treated in a multi-dimensional case, where the drift coefficient is of the form $-\nabla b_1(x) + b_2(x, m)$, where $b_1$ is $C^1$ and convex, and $b_2$, as well as the jump coefficient and the volatility coefficient, are globally Lipschitz.

The novelty of our results is to work on McKean-Vlasov equations with jumps and with locally Lipschitz coefficients. The local Lipschitz constants of the drift and jump terms are assumed to grow at most linearly, and the Brownian coefficient is assumed to be Lipschitz continuous. In addition, we suppose that the drift and jump coefficients grow at most linearly, and that the Brownian coefficient is bounded (see Assumptions 1 and 2 for a precise and complete statement of the hypothesis).

The first main result is the strong well-posedness, under this locally Lipschitz assumption, of the following McKean-Vlasov equation

$$dX_t = b(X_t, \mu_t)dt + \sigma(X_t, \mu_t)dW_t + \int_{\mathbb{R}_+ \times E} \Phi(X_{t-}, \mu_{t-}, u)\mathbb{1}_{\{z \leq f(X_{t-}, \mu_{t-})\}}d\pi(t, z, u),$$

where $\mu_t$ is the distribution of $X_t$, $W$ a Brownian motion, $\pi$ a Poisson measure and $E$ some measurable space (see the beginning of Section 2 for details on the notation). To prove the well-posedness when the coefficients are locally Lipschitz continuous, we adapt the computations of the proofs in the globally Lipschitz continuous case. We use a truncation argument to handle the dependency of the local Lipschitz constant w.r.t. to the variables. On the contrary of the globally Lipschitz case, Grönwall’s lemma does not allow to conclude immediately. In the locally Lipschitz case, we have to use a generalization of this lemma: Osgood’s lemma (see Lemma 4.1). The uniqueness of solution of the McKean-Vlasov equation follows rather quickly from Osgood’s lemma and the truncation argument, but other difficulties emerge in the proof of the existence of solution. We construct a weak solution of the equation using a Picard iteration scheme, but the fact that the coefficients are only locally Lipschitz continuous does not allow to prove that this scheme converges in an $L^1$-sense. Instead, we prove that a subsequence converges in distribution to some weak solution. Some technical difficulties emerge in this part of the proof for two reasons. The first one is that the Picard scheme is not shown to converge but only to have a converging subsequence. This implies that we need to control the variation between two consecutive steps of the scheme. The second one is that we only prove a convergence in distribution, thus it is not straightforward that the limit of the Picard scheme is solution to the equation. It is shown studying its semimartingale characteristics.

The second main result is a propagation of chaos property of McKean-Vlasov particle systems under the same locally Lipschitz assumptions. More precisely, it is the convergence of the following $N-$particle system

$$dX_t^{N,i} = b(X_t^{N,i}, \mu_t^N)dt + \sigma(X_t^{N,i}, \mu_t^N)dW_t^i + \int_{\mathbb{R}_+ \times \mathbb{R}^d \times \mathbb{R}_+^*} \Psi(X_{t-}^{N,i}, \mu_{t-}^N, v^i)\mathbb{1}_{\{z \leq f(X_{t-}^{N,i}, \mu_{t-}^N)\}}d\pi^i(t, z, v)$$

$$+ \frac{1}{N} \sum_{j \neq i}^N \int_{\mathbb{R}_+ \times \mathbb{R}^d \times \mathbb{R}_+^*} \Theta(X_{t-}^{N,j}, X_{t-}^{N,i}, \mu_{t-}^N, v^j, v^i)\mathbb{1}_{\{z \leq f(X_{t-}^{N,j}, \mu_{t-}^N)\}}d\pi^i(t, z, v),$$

where $\mu_t^N := N^{-1} \sum_{j=1}^N \delta_{X_t^{N,j}}$, to the infinite system

$$d\bar{X}_t^i = b(\bar{X}_t^i, \bar{\mu}_t)dt + \sigma(\bar{X}_t^i, \bar{\mu}_t)dW_t^i + \int_{\mathbb{R}_+ \times \mathbb{R}^d \times \mathbb{R}_+^*} \Psi(\bar{X}_{t-}^i, \bar{\mu}_{t-}^i, v^i)\mathbb{1}_{\{z \leq f(\bar{X}_{t-}^i, \bar{\mu}_{t-}^i)\}}d\pi^i(t, z, v)$$
\[ + \int_{\mathbb{R}} \int_{\mathbb{P}^n} \Theta(x, \tilde{X}_t^i, \tilde{\mu}_t, v^1, v^2) f(x, \tilde{\mu}_t) dv(v) d\tilde{\mu}_t(x), \]

where \(\tilde{\mu}_t := \mathcal{L}(\tilde{X}_t)\), as \(N\) goes to infinity. The \(W^i\) \((i \geq 1)\) are independent standard Brownian motions, the \(\pi^i\) \((i \geq 1)\) are independent Poisson measures, \(F\) is some measurable space and \(\mathbb{N}^*\) denotes the set of the positive integers (see Section 3 for details on the notation). The proof of this second main result relies on a similar reasoning as the one used to prove the uniqueness of the McKean-Vlasov equation: a truncation argument and Osgood’s lemma.

Let us note that this propagation of chaos property has already been proven under different hypothesis. Indeed, the \(N\)–particle system and the limit system above are the same as in Andreis, Dai Pra and Fischer (2018). Note also that, in this model, for each \(N \in \mathbb{N}^*\), the particles \(X_t^{N,i}\) \((1 \leq i \leq N)\) do not only interact through the empirical measure \(\mu_N\), but also through the simultaneous jumps term.

Let us remark that in Assumption 1, we also assume the initial condition to admit finite exponential moments. This property is used to obtain a priori estimates on the exponential moments of the solutions of the McKean-Vlasov equation (see Lemma 2.5). This is important in the proof of Theorem 2.4 to do the truncation arguments mention above.

Let us finally mention that, in this paper, we chose to work in dimension one to simplify the notation, but the results still hold in finite dimensions.

**Organization.** In Section 2, we state and prove our first main result: the well-posedness of the McKean-Vlasov equation (1) with locally Lipschitz coefficients. Section 3 is devoted to our second main result, the propagation of chaos in the same framework.

### 1.1. Notation

Let us introduce some notation we use throughout the paper:

- If \(X\) is random variable, we denote by \(\mathcal{L}(X)\) its distribution.
- If \(X\) and \(X_n\) \((n \in \mathbb{N}^*)\) are random variables, we denote by \(X_n \xrightarrow{d} X\) for \(\mathbb{P}\)-a.s. convergence in distribution to \(X\).
- \(\mathcal{P}_1(\mathbb{R})\) is the space of probability measures on \(\mathbb{R}\) with finite first moment. This space will always be endowed with the first-order Wasserstein metric \(W_1\) defined by: for \(m_1, m_2 \in \mathcal{P}_1(\mathbb{R})\),

\[
W_1(m_1, m_2) = \inf_{X_1 \sim m_1, X_2 \sim m_2} \mathbb{E}[|X_1 - X_2|] = \sup_{f \in \text{Lip}_1} \int_{\mathbb{R}} f(x) dm_1(x) - \int_{\mathbb{R}} f(x) dm_2(x),
\]

with \(\text{Lip}_1\) the space of Lipschitz continuous functions with Lipschitz constant non-greater than one. Let us note that characterizations of this convergence are given in Definition 6.9 and Definition 6.8 of Villani (2008).
- For \(T > 0\) and \((G, d)\) a Polish space, \(D([0,T], G)\) (resp. \(D(\mathbb{R}_+, G)\)) denotes the space of càdlàg \(G\)–valued functions defined on \([0,T]\) (resp. \(\mathbb{R}_+\)) endowed with Skorohod topology, whence this space is Polish. Let us recall that the convergence of a sequence \((x_n)_n\) of \(D([0,T], G)\) to some \(x\) in Skorohod topology is equivalent to the existence of continuous increasing functions \(\lambda_n\) satisfying \(\lambda_n(0) = 0\), \(\lambda_n(T) = T\) and both

\[
\sup_{0 \leq t \leq T} |\lambda_n(t) - t| \quad \text{and} \quad \sup_{0 \leq t \leq T} d(x(\lambda_n(t)), x_n(t))
\]
vanish as \( n \) goes to infinity. In the following, we call such a sequence \( (\lambda_n)_n \) a sequence of time-changes.

- \( L \) denotes the Lipschitz constant of the coefficients (see Assumption 2), \( a \) a positive constant defined in Assumption 1, and \( k_0 \in \mathbb{N} \) in Assumption 2.
- \( C \) denotes any arbitrary positive constant, whose value can change from line to line in an equation. If the constant depends on some parameter \( \theta \), we write \( C_\theta \) instead.

2. Well-posedness of McKean-Vlasov equations

This section is dedicated to prove the well-posedness of the following McKean-Vlasov equation.

\[
\begin{align*}
\mathrm{d}X_t &= b(X_t, \mu_t) \mathrm{d}t + \sigma(X_t, \mu_t) \mathrm{d}W_t + \int_{\mathbb{R}^+ \times E} \Phi(X_{t-}, \mu_{t-}, u) \mathbb{1}_{\{z \leq f(X_{t-}, \mu_{t-})\}} \mathrm{d}\pi(t, z, u),
\end{align*}
\]

with \( \mu_t = \mathcal{L}(X_t) \), \( W \) a standard one-dimensional Brownian motion, \( \pi \) a Poisson measure on \( \mathbb{R}^+ \times \mathbb{R}^+ \times E \) having intensity \( dt \cdot \mathrm{d}z \cdot \mathrm{d}\rho(u) \), where \( (E, \mathcal{E}, \rho) \) is a \( \sigma \)-finite measure space. The assumptions on the coefficients are specified in Assumptions 1 and 2 below. Let us note here that \( f \) is assumed to be non-negative. The conditions specified in Assumption 1 allows to prove that any solution of (1) admits a priori some exponential moments (cf Lemma 2.5).

Assumption 1.

1. Growth condition: there exists some \( C > 0 \) such that for any \( x \in \mathbb{R}, m \in \mathcal{P}_1(\mathbb{R}), n \in \mathbb{N}^* \),
   \[
   |b(x, m)| \leq C(1 + |x|),
   
   |\sigma(x, m)| \leq C,
   
   \int_E |(x + \Phi(x, m, u))^n - x^n| f(x, m) \mathrm{d}\rho(u) \leq C \cdot n (1 + |x|^n).
   \]

2. Initial condition: there exists some constant \( a > 0 \) such that
   \[
   \mathbb{E}\left[e^{a|X_0|}\right] < \infty.
   \]

Example 1. The above conditions on the functions \( b \) and \( \sigma \) are quite usual, but not the one on the jump term. Let us give an example in which it is satisfied. Let \( \Phi \) be defined as: for all \( x \in \mathbb{R}, m \in \mathcal{P}_1(\mathbb{R}), u \in \mathbb{R}, \)
   \[
   \Phi(x, m, u) := -x + \varphi(m, u),
   \]
where \( \varphi : \mathcal{P}_1(\mathbb{R}) \times E \to \mathbb{R} \). If the function \( f \) is bounded and the function \( \varphi \) is \([-1, 1]\)-valued, then the condition of Assumption 1 on the jump term is satisfied.

This kind of function \( \Phi \) appears naturally in the models where the jump term is a kind of reset term. For example, in neurosciences, if \( (X_t)_t \) models the membrane potential of a neurone, and if the jump times are the times at which the neuron emits a spike, then at its jump times the potential \( X \) has to be reset at its resting value 0. This kind of model has been studied in Fournier and Löcherbach (2016) and in Erny, Löcherbach and Loukianova (2021) (with \( \varphi \equiv 0 \)). In addition the term \( \varphi(m, u) \) can be seen as a noise term, where \( u \) is a random variable with law \( \rho \).

Remark 2.1. Technically, Assumption 1 is only used to obtain some control on the processes that we manipulate: Lemma 2.5, (8) and Lemma 3.6. So the result of Theorem 2.4 (resp. Theorem 3.3) still hold true if Assumption 1 is replaced by any another under which Lemma 1 and (8) hold true (resp. Lemma 3.6 holds true).
Assumption 2.

1. Locally Lipschitz conditions: there exists $k_0 \in \mathbb{N}$, such that for all $x_1, x_2 \in \mathbb{R}, m_1, m_2 \in \mathcal{P}_1(\mathbb{R}),$

$$|b(x_1, m_1) - b(x_2, m_2)| + \int_E \int_{\mathbb{R}^+} |\Phi(x_1, m_1, u)\mathbb{I}_{\{z \leq f(x_1, m_1)\}} - \Phi(x_2, m_2, u)\mathbb{I}_{\{z \leq f(x_2, m_2)\}}| dz d\rho(u)$$

$$\leq L \left(1 + |x_1| + |x_2| + \int_{\mathbb{R}} |x|^{k_0} dm_1(x) + \int_{\mathbb{R}} |x|^{k_0} dm_2(x) \right) (|x_1 - x_2| + W_1(m_1, m_2)).$$

2. Globally Lipschitz condition for $\sigma$: for all $x_1, x_2 \in \mathbb{R}, m_1, m_2 \in \mathcal{P}_1(\mathbb{R}),$

$$|\sigma(x_1, m_1) - \sigma(x_2, m_2)| \leq L (|x_1 - x_2| + W_1(m_1, m_2)).$$

Let us remark that in Assumption 2, if for example $k_0 = 2$, then the locally Lipschitz conditions are trivially satisfied for measures $m_1, m_2 \in \mathcal{P}_1(\mathbb{R})$ with infinite second moment. Indeed, the RHS of the inequality is infinite while the LHS is finite.

**Remark 2.2.** If we consider equation (1) without the jump term (that is $\Phi \equiv 0$), then, we can adapt the proof of Theorem 2.4 to the case where $\sigma$ is also locally Lipschitz continuous. More precisely, we can replace the two first Items of Assumption 2 by: for all $x_1, x_2 \in \mathbb{R}, m_1, m_2 \in \mathcal{P}_1(\mathbb{R}),$

$$|b(x_1, m_1) - b(x_2, m_2)| + |\sigma(x_1, m_1) - \sigma(x_2, m_2)|$$

$$\leq L \left(1 + \sqrt{|x_1|} + \sqrt{|x_2|} + \sqrt{\int_{\mathbb{R}} |x|^{k_0} dm_1(x)} + \sqrt{\int_{\mathbb{R}} |x|^{k_0} dm_2(x)} \right) (|x_1 - x_2| + W_1(m_1, m_2)).$$

See Remark 2.7 for more details on the adaptation of the proof.

**Remark 2.3.** A sufficient condition to obtain the locally Lipschitz condition of the jump term in Assumption 2 for $k_0 = 1$ is given by the following direct conditions on the functions $f$ and $\Phi$: there exists some positive constant $C$ such that for all $x_1, x_2 \in \mathbb{R}, m_1, m_2 \in \mathcal{P}_1(\mathbb{R}),$

$$|f(x_1, m_1) - f(x_2, m_2)| \leq C (|x_1 - x_2| + W_1(m_1, m_2)),$$

$$\int_E |\Phi(x_1, m_1, u) - \Phi(x_2, m_2, u)| d\rho(u) \leq C (|x_1 - x_2| + W_1(m_1, m_2)).$$

**Example 2.** A natural form of the coefficient of a McKean-Vlasov equation is given by the so-called "true McKean-Vlasov" case. In our framework, it is possible to consider the function $b$ under the following form

$$b(x, m) = \int_{\mathbb{R}} \tilde{b}(x, y) dm(y),$$

with $\tilde{b} : \mathbb{R}^2 \rightarrow \mathbb{R}$.

For $b$ to satisfy the Lipschitz condition of Assumption 2 in this example, it is sufficient to assume that: for all $x, x', y, y' \in \mathbb{R},$

$$|\tilde{b}(x, y) - \tilde{b}(x', y')| \leq C(1 + |x| + |x'|)(|x - x'| + |y - y'|).$$

Indeed, for any $x, x' \in \mathbb{R}, m, m' \in \mathcal{P}_1(\mathbb{R}),$

$$|b(x, m) - b(x', m')| \leq |b(x, m) - b(x', m)| + |b(x', m) - b(x', m')|$$
\[ \int_{\mathbb{R}} |\dot{b}(x, y) - \dot{b}(x', y)| dm(y) + \int_{\mathbb{R}} |\dot{b}(x', y) - \dot{b}(x', y')| dy \]
\[ \leq C(1 + |x| + |x'|)|x - x'| + C(1 + 2|x'|)W_1(m, m'), \]

where the second quantity of the last line has been obtained using Kantorovich-Rubinstein duality (see Remark 6.5 of Villani (2008)) and the fact that, for a fixed \( x' \), the function \( y \to \dot{b}(x', y) \) is Lipschitz continuous with Lipschitz constant \( C \).

**Example 3.** Let us mention that the conditions of Assumption 2 appears naturally when one studies some mean field limits of particle systems. For example, in Fournier and Löcherbach (2016) and Erny, Löcherbach and Loukianova (2021), the authors study models where the form of the jump term is the one described in Example 1, and in particular, the jump term leads to a framework where the coefficients are not globally Lipschitz. In these two papers, the results are proved under an Assumption that guarantees the function \( x \to x f(x) \) (without dependency w.r.t. the measure variable \( m \) ) to be globally Lipschitz w.r.t. some appropriate metrics.

Note that the locally Lipschitz condition for the drift term is also natural in the mean field limit frame. Indeed, in this framework, a jump term in the SDEs of some \( N \)–particles system can become a drift term in the limit system (as \( N \) goes to infinity) where the corresponding drift coefficient is the product of the jump height function with the jump rate function: see for instance the last term of the equations (15) and (17) in Section 3.

**Theorem 2.4.** Under Assumptions 1 and 2, there exists a unique strong solution of (1).

The rest of this section is dedicated to prove Theorem 2.4.

### 2.1. A priori estimates for equation (1)

In this section, we prove the following a priori estimates for the solutions of the SDE (1).

**Lemma 2.5.** Grant Assumption 1. Any solution \((X_t)_{t \geq 0}\) of (1) satisfies for all \( t > 0 \):

(i) there exists some \( 0 < \alpha_t < a \) (with \( a \) the same constant as in Assumption 1) such that
\[ \sup_{0 \leq s \leq t} \mathbb{E} \left[ e^{\alpha_t |X_s|} \right] < \infty, \]

(ii) \( \mathbb{E} \left[ \sup_{0 \leq s \leq t} |X_s| \right] < \infty. \)

**Proof.** Let us prove (i). In a first time, we show that for any \( n \in \mathbb{N}, t \geq 1, \)
\[ \mathbb{E} [|X_t|^n] \leq \left( \mathbb{E} [|X_0|^n] + Cn^{n/2+1} \right) e^{Cn t}, \]
where \( C \) is positive constant independent of \( n \).

For \( n = 0 \), there is nothing to prove, and for \( n = 1 \), the following estimate is classical with standard techniques: for all \( t > 0, \)
\[ \mathbb{E} [|X_t|] \leq \left( \mathbb{E} [|X_0|] + C(t + \sqrt{t}) \right) e^{C(t + \sqrt{t})}, \]
where $\sqrt{t}$ comes from Burkholder-Davis-Gundy’s inequality. Then, assuming that $t \geq 1$, we have $\sqrt{t} \leq t$, whence (2) holds true for $n = 1$.

Let $n \geq 2$. Let
\[
\psi_n(x) := |x|^n.
\]

Note that $\psi_n$ is $C^2$, and that, for any $x \in \mathbb{R}$,
\[
|\psi'_n(x)| = n|x|^{n-1} \text{ and } |\psi''_n(x)| = n(n-1)|x|^{n-2}.
\]

By Ito’s formula, for any $t > 0$, \[
\psi_n(X_t) = \psi_n(X_0) + \int_0^t \psi'_n(X_s)b(X_s, \mu_s)ds + \int_0^t \psi'_n(X_s)\sigma(X_s, \mu_s)dW_s + \frac{1}{2} \int_0^t \psi''_n(X_s)\sigma(X_s, \mu_s)^2ds
\]
\[+ \int_{[0,t] \times \mathbb{R}^+} [\psi_n(X_{s^-} + \Phi(X_{s^-}, \mu_{s^-}, u)) - \psi_n(X_{s^-})] \mathbb{1}_{\{z \leq f(X_{s^-}, \mu_{s^-})\}}d\pi(s, z, u).
\]

Then, for any fixed $M > 0$, introducing $\tau_M := \inf\{t > 0 : |X_t| > M\}$, we have
\[
\mathbb{E} \left[ |X_{t \wedge \tau_M}|^n \right] \leq \mathbb{E} \left[ |X_0|^n \right] + n \int_0^t \mathbb{E} \left[ |X_{s \wedge \tau_M}|^{n-1} b(X_{s \wedge \tau_M}, \mu_{s \wedge \tau_M}) \right] ds
\]
\[+ \frac{n(n-1)}{2} \int_0^t \mathbb{E} \left[ |X_{s \wedge \tau_M}|^{n-2} \sigma(X_{s \wedge \tau_M}, \mu_{s \wedge \tau_M})^2 \right] ds
\]
\[+ \int_0^t \mathbb{E} \left[ \int_{\mathbb{R}} \left| \left( X_{s \wedge \tau_M} + \Phi(X_{s \wedge \tau_M}, \mu_{s \wedge \tau_M}, u) \right)^n - |X_{s \wedge \tau_M}|^n \right| f(X_{s \wedge \tau_M}, \mu_{s \wedge \tau_M}) d\rho(u) \right] ds
\]
\[\leq \mathbb{E} \left[ |X_0|^n \right] + Cn + Cn \int_0^t \mathbb{E} \left[ |X_{s \wedge \tau_M}|^n \right] ds.
\]

where we have used Assumption 1 and the fact that, for any $x \in \mathbb{R}$, $|x|^{n-1} \leq 2|x|^n$ to control the drift term.

One problem in (3) is the $n(n-1)$ in the last term. Applying Grönwall’s lemma at this step (by bounding $|X_{s \wedge \tau_M}|^{n-2}$ by $1 + |X_{s \wedge \tau_M}|^n$) would lead to obtain a term $n(n-1)$ in the exponential of (2). To avoid this problem, we use that for any $x \geq 0, n \in \mathbb{N}^*$,
\[
x^{n-2} = x^{n-2} \cdot 1_{\{x^2 \leq n\}} + x^{n-2} \cdot 1_{\{x^2 > n\}} \leq n^{(n-2)/2} + x^{n-2} \cdot 1_{\{x^2 > n\}} \leq n^{(n-2)/2} + \frac{x^n}{n},
\]

we deduce from the previous computation that
\[
\mathbb{E} \left[ |X_{t \wedge \tau_M}|^n \right] \leq \mathbb{E} \left[ |X_0|^n \right] + Cn^{n/2+1} + Cn \int_0^t \mathbb{E} \left[ |X_{s \wedge \tau_M}|^n \right] ds.
\]

By Grönwall’s lemma, for any $t > 0$,
\[
\mathbb{E} \left[ |X_{t \wedge \tau_M}|^n \right] \leq \left( \mathbb{E} \left[ |X_0|^n \right] + Cn^{n/2+1} \right) e^{Cn}.
\]

As the bound above does not depend on $M$, this implies that $\tau_M$ goes to infinity almost surely as $M$ goes to infinity. Whence Fatou’s lemma allows to prove (2).
Now, let us show the point (i). Let \( t \geq 1 \) be fixed, and let us consider some \( \alpha_t > 0 \) whose value will be chosen later. By (2), for any \( s \leq t \),

\[
\mathbb{E}
\left[
\exp \left( \alpha_t |X_s| \right) \right]
\leq \sum_{n=0}^\infty \frac{\alpha_t^n}{n!} \mathbb{E}
\left[
|X_0|^n \right] + C S \sum_{n=0}^\infty \frac{\alpha_t^n}{n!} n^{n/2+1} e^{C n s}
\]

and remark that

\[
\frac{u_{n+1}}{u_n} = \alpha_t \frac{1}{n+1} e^{C t (n+1)^{n/2+1/2}}
\]

Then, the point (i) of the lemma is a consequence of (5).

To prove the point (ii), let us use the following bound, which is a direct consequence of the form of the SDE (1),

\[
\mathbb{E}
\left[
\sup_{0 \leq s \leq t} |X_s| \right]
\leq \mathbb{E}
\left[
|X_0| \right] + t \mathbb{E}
\left[
|b(X_s, \mu_s)| \right] + \mathbb{E}
\left[
\sup_{0 \leq s \leq t} \int_0^s \sigma(X_t, \mu_r) dW_r \right] + \mathbb{E}
\left[
\int_0^t \left| \int_E \Phi(X_s, \mu_s, u) f(X_s, \mu_s) d\rho(u) \right| ds \right].
\]

Then using Burkholder-Davis-Gundy’s inequality and Assumption 1, we have

\[
\mathbb{E}
\left[
\sup_{0 \leq s \leq t} |X_s| \right]
\leq \mathbb{E}
\left[
|X_0| \right] + C(t + \sqrt{t}) + C t \mathbb{E}
\left[
|X_s| \right] ds.
\]

Finally, the point (ii) follows from the point (i) of the lemma.

\]

2.2. Pathwise uniqueness for equation (1)

Proposition 2.6. Grant Assumptions 1 and 2. The pathwise uniqueness property holds true for (1).

Proof. Let \((\hat{X}_t)_{t \geq 0}\) and \((\hat{X}_t)_{t \geq 0}\) be two solutions of (1) defined w.r.t. the same initial condition \(X_0\), the same Brownian motion \(W\) and the same Poisson measure \(\pi\). The proof consists in showing that the function

\[
u(t) := \mathbb{E}
\left[
\sup_{0 \leq s \leq t} |\hat{X}_s - \hat{X}_s| \right]
\]
is zero. This choice of function $u$ is inspired of the proof of Theorem 2.1 of Graham (1992). It allows to treat equations with both a jump term and a Brownian term since the classical $L^1$ norm would cause problems with the Brownian term, and the classical $L^2$ norm with the jump term.

We know that, for all $t \geq 0$, $u_t < \infty$ by Lemma 2.5.(ii).

Writing $\dot{\mu}_t := \mathcal{L}(\dot{X}_t)$ and $\ddot{\mu}_t := \mathcal{L}(\ddot{X}_t)$, we have

$$
\dot{X}_s - \dddot{X}_s \leq \int_0^s \left| b(\dot{X}_r, \dot{\mu}_r) - b(\dddot{X}_r, \dddot{\mu}_r) \right| dr + \int_0^s \left| \sigma(\dot{X}_r, \dot{\mu}_r) - \sigma(\dddot{X}_r, \dddot{\mu}_r) \right| dW_r + \int_{[0,s] \times \mathbb{R} \times \mathbb{R}} \Phi(\dddot{X}_r- \dddot{\mu}_r, u) 1_{\{z \leq f(\dddot{X}_r- \dddot{\mu}_r)\}} - \Phi(\dot{X}_r- \dot{\mu}_r, u) 1_{\{z \leq f(\dot{X}_r- \dot{\mu}_r)\}} d\pi(r, z, u).
$$

This implies that

$$
u(t) \leq LE \left[ \left( \int_0^t \left| \dot{X}_s - \dddot{X}_s \right|^2 + W_1(\dot{\mu}_s, \dddot{\mu}_s) \right)^{1/2} \right] + 2L \int_0^t E \left[ \left( 1 + |\dot{X}_s| + |\dddot{X}_s| + \int_{\mathbb{R}} |x|^{k_0} d\dot{\mu}_s(x) + \int_{\mathbb{R}} |x|^{k_0} d\dddot{\mu}_s(x) \right) \left( |\dot{X}_s - \dddot{X}_s| + W_1(\dot{\mu}_s, \dddot{\mu}_s) \right) \right] ds \tag{6}
$$

where we have used Burkholder-Davis-Gundy’s inequality to deal with the Brownian term that corresponds to the term at the first line above. The term at the second line corresponds to the controls of the drift term and the jump term.

Now let us fix some $T > 0$ (later $T$ will be fixed at $T = 1/(16L^2)$). By Lemma 2.5.(i), we have,

$$
\sup_{0 \leq s \leq T} \int_{\mathbb{R}} e^{\alpha_0 |x|} d\dddot{\mu}_s(x) + \sup_{0 \leq s \leq T} \int_{\mathbb{R}} e^{\alpha_0 |x|} d\dot{\mu}_s(x) \leq C_T < \infty,
$$

whence

$$
\sup_{0 \leq s \leq T} \int_{\mathbb{R}} |x|^{k_0} d\dddot{\mu}_s(x) + \sup_{0 \leq s \leq T} \int_{\mathbb{R}} |x|^{k_0} d\dot{\mu}_s(x) \leq C_T < \infty.
$$

And, from the definition of $W_1$, we have the following bound

$$
W_1(\dot{\mu}_s, \dddot{\mu}_s) \leq E \left[ |\dot{X}_s - \dddot{X}_s| \right] \leq u(s).
$$

Then, (6) and Lemma 2.5 imply that, for all $0 \leq t \leq T$,

$$
u(t) \leq \int_0^t E \left[ \left( 1 + |\dot{X}_s| + |\dddot{X}_s| + C_T \right) \left( |\dot{X}_s - \dddot{X}_s| + u(s) \right) \right] ds + \sup_{0 \leq s \leq T} \int_{\mathbb{R}} e^{\alpha_0 |x|} d\dddot{\mu}_s(x) + \sup_{0 \leq s \leq T} \int_{\mathbb{R}} e^{\alpha_0 |x|} d\dot{\mu}_s(x) \leq C_T \int_0^t E \left[ \left( 1 + |\dot{X}_s| + |\dddot{X}_s| \right) \left( |\dot{X}_s - \dddot{X}_s| + u(s) \right) \right] ds + 2L \sqrt{t} u(t) \leq C_T \int_0^t u(s) ds + 2L \sqrt{t} u(t),
$$

where $\Phi$ is bounded.
where we have bounded the second integral of the RHS of the first inequality above by \( t \) times the supremum of the integrand. Note that the value of \( C_T \) changes from line to line.

Now, to end the proof, we have to control a term of the type \((1 + |x| + |y|)|x - y|\). To do so, we use a truncation argument based on the following inequality: for all \( x, y \in \mathbb{R}, R > 0,\)

\[
(1 + |x| + |y|)|x - y| \leq (1 + 2R)|x - y| + (1 + |x| + |y|)|x - y| (1_{(|x| > R)} + 1_{(|y| > R)}).
\]

Let \( R : s \mapsto R_s > 0 \) be the truncation function whose values will be chosen later. By Lemma 2.5, for any \( 0 \leq s \leq T,\)

\[
\mathbb{E} \left[ \left( 1 + |\dot{X}_s| + |\dot{X}_s| \right) \left| \dot{X}_s - \dot{X}_s \right| \right] \leq (1 + 2R_s)u(s) + C_T \sqrt{\mathbb{P} \left( |\dot{X}_s| > R_s \right)} + C_T \sqrt{\mathbb{P} \left( |\dot{X}_s| > R_s \right)}.
\]

The exponential moments proven in Lemma 2.5.(i) are used to control the two last term above. Indeed, by Markov’s inequality

\[
\mathbb{P} \left( |\dot{X}_s| > R_s \right) + \mathbb{P} \left( |\dot{X}_s| > R_s \right) \leq C_T e^{-\alpha T R_s}.
\]

Consequently, defining \( r_s := \alpha T R_s/2, \) for any \( 0 \leq t \leq T,\)

\[
u(t) \leq C_T \int_0^t \left[ (1 + r_s)u(s) + e^{-r_s} \right] ds + 2L\sqrt{t}u(t).
\]

Now, let \( T = 1/(16L^2) \) such that \( 2L\sqrt{T} \leq 1/2. \) Then, we can rewrite the above inequality as, for all \( t \in [0, T],\)

\[
u(t) \leq C_T \int_0^t \left[ (1 + r_s)u(s) + e^{-r_s} \right] ds.
\]

Let us prove by contradiction that, for all \( t \leq T, u(t) = 0. \) To do so, let \( t_0 := \inf\{ t > 0 : u(t) > 0 \} \) and assume that \( t_0 < T. \) Notice that, as \( u \) is non-decreasing, this implies that, for all \( t \in [0, t_0[, \) \( u(t) = 0. \) In particular, for all \( t \in [t_0, T],\)

\[
u(t) \leq C_T \int_{t_0}^t \left[ (1 + r_s)u(s) + e^{-r_s} \right] ds.
\]

Besides \( u(t) \) is finite and bounded (see Lemma 2.5.(ii)) on \([0, T],\) say by a constant \( D > 1. \) Let \( v(t) := u(t)/(De^2) < e^{-2}. \) Obviously \( v \) satisfies the same inequality as \( u \) above. Now we define \( r_s := -\ln v(s), \) so that, for all \( t_0 < t \leq T,\)

\[
v(t) \leq C_T \int_{t_0}^t (2 - \ln v(s))v(s)ds \leq -2C_T \int_{t_0}^t v(s)\ln v(s)ds,
\]

where we have used that \( 2 - \ln v(s) \leq -2 \ln v(s) \) since \( -\ln v(s) \geq 2. \)

In particular, for any \( c \in [0, e^{-2}], \) for all \( t_0 \leq t \leq T,\)

\[
v(t) \leq c - 2C_T \int_{t_0}^t v(s)\ln v(s)ds.
\]
Then, introducing $M : x \in [0, e^{-2}] \mapsto \int_{x}^{e^{-2}} \frac{1}{-s \ln s} ds$, we may apply Osgood’s lemma (see Lemma 4.1) with $\gamma = 2C_T$ and $\mu(v) = (-\ln v)v$ to obtain that

$$-M(v(T)) + M(c) \leq \int_{t_0}^{T} 2C_T ds = 2C_T(T - t_0)$$

or equivalently,

$$M(c) \leq M(v(T)) + 2C_T T.$$

Recalling that we assumed $v(T) > 0$ such that the right hand side of the above equality is finite, if we let $c$ tend to 0, we obtain

$$M(0) = \int_{0}^{e^{-2}} \frac{1}{-s \ln s} ds \leq \int_{v(T)}^{e^{-2}} \frac{1}{-s \ln s} ds + 2C_T T < \infty,$$

which is absurd since $M(0) = \infty$.

A consequence of the above considerations is that for all $t \in [0, T]$, $u(t) = 0$. Recalling the definition of $u$, we have proven that the processes $\tilde{X}$ and $\bar{X}$ are equal on $[0, T]$.

We can repeat this argument on the interval $[T, 2T]$ and iterate up to any finite time interval $[0, T_0]$ since $T = 1/(16L^2)$ does only depend on the coefficients of the system but not on the initial condition. This proves the pathwise-uniqueness property for the McKean-Vlasov equation (1).

Let us complete our previous Remark 2.2.

**Remark 2.7.** The adaptation suggested in Remark 2.2 is the following: in the proof of Proposition 2.6 above, one has to replace the distance $\mathbb{E} \left[ \sup_{s \leq t} |\tilde{X}_s - \bar{X}_s| \right]$ by $\mathbb{E} \left[ (\tilde{X}_t - \bar{X}_t)^2 \right]$, and one has to do similar changes in the proof of Proposition 2.9 below.

### 2.3. Existence of a weak solution of equation (1)

Before proving the existence of solution of (1), let us state an elementary lemma about series whose proof is postponed to the Appendix.

**Lemma 2.8.** Let $(u_n)_{n \geq 0}$ be a sequence of non-negative real numbers, and $S_n = \sum_{k=0}^{n} u_k$ ($n \in \mathbb{N}$). If the sequence $S_n/n$ vanishes, then there exists a subsequence of $(u_n)_{n \geq 0}$ that converges to 0.

The aim of this section is to construct a weak solution of the McKean-Vlasov equation (1), using a Picard iteration. The idea of the proof is to show that this scheme converges to a solution of (1). However, because of our locally Lipschitz conditions, we cannot prove it directly. Instead, we prove that a subsequence converges in distribution by tightness. That is why, in a first time, we only construct a weak solution.

**Proposition 2.9.** Grant Assumptions 1 and 2. There exists a weak solution of (1) on $[0, T]$, with $T = 1/(16L^2)$.

**Proof.** As in the proof of the pathwise uniqueness of Section 2.2, we work on a time interval $[0, T]$ where $T > 0$ is a number whose value can be fixed at $1/(16L^2)$.

**Step 1.** In this first step, we introduce the iteration scheme, and state its basic properties at (8). Let $X_t^{[0]} := X_0$, and define the process $X_t^{[n+1]}$ from $\mu_t^{[n]} := \mathcal{L}(X_t^{[n]})$ by
\[ X^{[n+1]}_t := X_0 + \int_0^t b(X^{[n+1]}_s, \mu^{[n]}_s) \, ds + \int_0^t \sigma(X^{[n+1]}_s, \mu^{[n]}_s) \, dW_s \]

We know that \( X^{[n+1]} \) is well-defined since the above equation is a classical Itô-SDE (see for example Theorem III.2.32 of (Jacod and Shiryaev 2003, p. 158)). Indeed, since we assume that \( X^{[n]} \) is well-defined, the function \( t \mapsto \mu^{[n]}_t \) is a well-defined deterministic function that does not depend on \( X^{[n+1]} \). More precisely, we can write \( b(x, \mu^{[n]}_s) =: \tilde{b}_n(s, x) \) and write similarly the other coefficients.

Then, using the same computations as in the proof of Lemma 2.5, we can prove that, for all \( t \geq 0 \),

\[ \sup_{n \in \mathbb{N}} \sup_{0 \leq s \leq t} \mathbb{E} \left[ e^{\alpha t |X^{[n]}_s|} \right] < \infty \text{ and } \sup_{n \in \mathbb{N}} \mathbb{E} \left[ \sup_{0 \leq s \leq t} |X^{[n]}_s| \right] < \infty. \] (8)

Note that, to obtain (8) with the same reasoning as in the proof of Lemma 2.5, it is important in (7) to use \( X^{[n+1]} \) in the coefficients of the SDE and not \( X^{[n]} \).

Step 2. Now let us show that \( (X^{[n]}, X^{[n+1]}) \) has a converging subsequence in distribution in \( D([0, T], \mathbb{R}^2) \), by showing that it satisfies Aldous’ tightness criterion:

(a) for all \( \varepsilon > 0 \), \( \lim_{\delta \downarrow 0} \lim \sup_{N \to \infty} \mathbb{P}(X^{[n]}_t - X^{[n]}_s, X^{[n+1]}_t - X^{[n+1]}_s) = 0 \),

where \( A_{\delta, T} \) is the set of all pairs of stopping times \( (S, S') \) such that \( 0 \leq S \leq S' \leq S + \delta \leq T \) a.s.,

(b) \( \lim_{K \to \infty} \sup_n \mathbb{P}(\sup_{t \in [0, T]} |X^{[n]}_t| \leq K) = 0 \).

Assertion (b) is a straightforward consequence of (8) and Markov’s inequality. To check assertion (a), notice that, for any \( (S, S') \in A_{\delta, T} \), by BDG inequality, Assumption 1 and (8),

\[ \mathbb{E} \left[ |X^{[n+1]}_s - X^{[n]}_s| \right] \leq \delta \left( 1 + \mathbb{E} \left[ \sup_{0 \leq s \leq T} |X^{[n+1]}_s| \right] \right) + ||\sigma||_{\infty} \sqrt{\delta} \leq (\delta + \sqrt{\delta}) CT. \] (9)

Then, by tightness, there exists a subsequence of \( (X^{[n]}, X^{[n+1]}) \) that converges in distribution to some \( (X, Y) \) in \( D([0, T], \mathbb{R}^2) \). In the rest of the proof, we work on this subsequence without writing it explicitly for the sake of notation.

Step 3. In this step, we show that \( X = Y \) almost surely. Note that, since we work on a subsequence, this is not obvious. It is for this part of the proof that we need to restrict our processes to a time interval of the form \([0, T]\). It is sufficient to prove that, for a subsequence,

\[ \mathbb{E} \left[ \sup_{0 \leq s \leq T} |X^{[n+1]}_s - X^{[n]}_s| \right] \] (10)

vanishes as \( n \) goes to infinity. Indeed, (10) implies that, for another subsequence, \( \sup_{s \in T} |X^{[n+1]}_s - X^{[n]}_s| \) converges to zero almost surely. Then, we can apply Skorohod representation theorem (see Theorem 6.7 of Billingsley (1999)) to the following sequence

\[ (X^{[n]}, X^{[n+1]}) \]
that converges in distribution in $D([0, T], \mathbb{R}^2)$ to $(X, Y)$. Thus we can consider, for $n \in \mathbb{N}$, random variables $(\tilde{X}^{[n]}, \tilde{X}^{[n+1]})$ (resp. $(\tilde{X}, \tilde{Y})$) having the same distribution as $(X^{[n]}, X^{[n+1]})$ (resp. $(X, Y)$) for which the previous convergence is almost sure. In particular, we also know that $\sup_{s \in T} |\tilde{X}^{[n+1]}_s - X^{[n]}_s|$ vanishes almost surely. As a consequence $\tilde{X} = \tilde{Y}$ almost surely, and so $X = Y$ almost surely.

Now let us prove (10). Let

$$u^{[n]}(t) := \mathbb{E}\left[ \sup_{0 \leq s \leq t} \left| X^{[n+1]}_s - X^{[n]}_s \right| \right].$$

By (8),

$$\sup_{n \in \mathbb{N}} u^{[n]}(t) < \infty.$$

Let us fix some $n \in \mathbb{N}^*$ and consider a truncation function $r^{[n]}_t > 0$ whose values will be fixed later. The same truncation argument used in Section 2.2 allows to prove that, for all $0 \leq k \leq n - 1, t \leq T$,

$$u^{[k+1]}(t) \leq C_T \int_0^t \left( 1 + r^{[n]}_s u^{[k]}(s) + e^{-r^{[n]}_s} \right) ds + 2L \sqrt{T} u^{[k]}(t)$$

$$\leq C_T \int_0^t \left( 1 + r^{[n]}_s u^{[k]}(s) + e^{-r^{[n]}_s} \right) ds + \frac{1}{2} u^{[k]}(t),$$

where $C_T > 0$ does not depend on $n$ thanks to (8). The second inequality above comes from the fact that we fix the value of $T > 0$ such that $L \sqrt{T} < 1/4$.

Now, introducing $S_n(t) := \sum_{k=0}^n u^{[k]}_t$ and summing the above inequality from $k = 0$ to $k = n - 1$, we have, for all $t \leq T$,

$$S_n(t) \leq C_T + C_T \int_0^t \left( 1 + r^{[n]}_s S_n(s) ds + ne^{-r^{[n]}_s} \right) ds + \frac{1}{2} S_n(t),$$

where we have used that $u^{[0]}_t \leq C_T$ and $S_{n-1}(t) \leq S_n(t)$. This implies

$$S_n(t) \leq C_T + C_T \int_0^t \left( 1 + r^{[n]}_s S_n(s) ds + ne^{-r^{[n]}_s} \right) ds.$$

Let $D_T := \max(\sup_{k \geq 0} \sup_{s \leq T} |u^{[k]}_s|, C_T, 1) < \infty$, and introduce

$$R_n(t) := \frac{S_n(t)}{(n + 1)D_T e^2} \leq e^{-2}.$$

Consequently, for all $t \leq T$,

$$R_n(t) \leq \frac{1}{n + 1} + C_T \int_0^t \left( 1 + r^{[n]}_s R_n(s) + e^{-r^{[n]}_s} \right) ds.$$

Finally we choose $r^{[n]}_t := -\ln R_n(t) \geq 2$ and obtain for all $t \leq T$,

$$R_n(t) \leq \frac{1}{n + 1} + C_T \int_0^t (2 - \ln R_n(s)) R_n(s) ds \leq \frac{1}{n + 1} - C_T \int_0^t R_n(s) \ln R_n(s) ds.$$
As before we apply Osgood’s lemma. Let \( M(x) := \int_{x}^{x^{-2}} \frac{1}{s \ln s} ds = \ln(-\ln x) - \ln 2. \) Then
\[
-M(R_n(T)) + M(1/(n + 1)) \leq C_T T
\]
or equivalently
\[
R_n(T) \leq (n + 1)^{-\epsilon - C_T T}
\]
such that \( S_n(T) \leq C_T n^{1-\epsilon - C_T T}. \)

Lemma 2.8 above then implies that there exists a subsequence of \( (u_t^{[n]})_n \) that converges to 0 as \( n \) goes to infinity. This proves (10).

**Step 4.** Let us prove that a subsequence of \( (\mu_t^{[n]}) \) converges to some limit \( \mu: t \mapsto \mu_t \) in the following sense
\[
\sup_{0 \leq t \leq T} W_1(\mu_t^{[n]}, \mu_t) \xrightarrow{n \to \infty} 0,
\]
where \( \mu_t := \mathcal{L}(X_t) \) for a.e. \( t \leq T. \)

We prove this point by proving that the sequence of functions \( \mu^{[n]}: t \mapsto \mu_t^{[n]} = \mathcal{L}(X_t^{[n]}) \in \mathcal{P}_1(\mathbb{R}) \) is relatively compact, using Arzelà-Ascoli’s theorem.

To begin with, the definition of \( W_1 \) and the same computation as the one used to obtain (9) allows to prove that, for all \( s, t \leq T, \) for all \( n \in \mathbb{N}, \)
\[
W_1(\mu_t^{[n]}, \mu_s^{[n]}) \leq \mathbb{E} \left[ |X_t^{[n]} - X_s^{[n]}| \right] \leq C \left( |t - s| + \sqrt{|t - s|} \right), \tag{11}
\]
for a constant \( C > 0 \) independent of \( n. \)

This implies that the sequence \( \mu^{[n]}: t \mapsto \mu_t^{[n]} \) is equicontinuous. In addition, by (8) we know that, for every \( t \leq T, \) the set \( (\mu_t^{[n]})_n \) is tight, and whence relatively compact (in the topology of the weak convergence, but not in \( \mathcal{P}_1(\mathbb{R}) \) a priori). Indeed, for any \( \varepsilon > 0, \) considering \( M_\varepsilon := \sup_n \mathbb{E} \left[ |X_t^{[n]}| \right] / \varepsilon, \) we have, for all \( n, \)
\[
\mu_t^{[n]}(\mathbb{R} \setminus [-M_\varepsilon, M_\varepsilon]) = \mathbb{P} \left( |X_t^{[n]}| > M_\varepsilon \right) \leq \frac{1}{M_\varepsilon} \mathbb{E} \left[ |X_t^{[n]}| \right] \leq \varepsilon.
\]

In particular, for every \( t \leq T, \) we can consider a subsequence of \( (\mu_t^{[n]})_n \) that converges weakly. To prove that this convergence holds for the metric \( W_1, \) we rely on the characterization (iii) of \( W_1 \) given in Definition 6.8, and Theorem 6.9 of Villani (2008). According to this result, the convergence of the same subsequence of \( (\mu_t^{[n]})_n \) for \( W_1 \) follows from (8), Markov’s inequality, Cauchy-Schwarz’s inequality and the fact that,
\[
\mathbb{E} \left[ |X_t^{[n]}| \mathbb{1}_{\{|X_t^{[n]}| > R \}} \right] \leq \frac{1}{R} \sup_{k \in \mathbb{N}} \mathbb{E} \left[ |X_t^{[k]}| \mathbb{1}_{\{|X_t^{[k]}| > R \}} \right] \mathbb{E} \left[ (X_t^{[k]})^2 \right]^{1/2} \xrightarrow{R \to \infty} 0.
\]

We can then conclude that, for all \( t \leq T, \) the sequence \( (\mu_t^{[n]})_n \) is also relatively compact on \( \mathcal{P}_1(\mathbb{R}). \)

Then, thanks to (11), Arzelà-Ascoli’s theorem implies that the sequence \( (\mu^{[n]})_n \) is relatively compact. As a consequence, there exists a subsequence of \( (\mu^{[n]})_n \) (as previously, we do not write this subsequence explicitly in the notation) that converges to some \( \mu: t \mapsto \mu_t \in \mathcal{P}_1(\mathbb{R}) \) in the following sense
\[
\sup_{0 \leq t \leq T} W_1(\mu_t^{[n]}, \mu_t) \xrightarrow{n \to \infty} 0.
\]
The last thing to show in this step is that \( \mu_t = \mathcal{L}(X_t) \) for a.e. \( t \leq T \). By construction, \( \mu_t \) is the limit of \( \mu_{t^n} := \mathcal{L}(X_{t^n}) \). Recalling that \( X^{[n]} \) converges to \( X \) in distribution in Skorohod topology, we know that for all continuity point \( t \) of \( s \rightarrow \mathcal{L}(X_s) \), \( \mu_t = \mathcal{L}(X_t) \).

**Step 5.** Recall that, for a subsequence, \( (X^{[n]}, X^{[n+1]})_n \) converges to \( (X, X) \) in distribution in \( D([0, T], \mathbb{R}^2) \), and \( (\mu^{[n]})_n \) (which is a sequence of deterministic and continuous functions from \( \mathbb{R}_+ \) to \( \mathcal{P}_1(\mathbb{R}) \)) converges uniformly to \( \mu \) on \( [0, T] \). The aim of this step is to prove that \( (X^{[n]}, X^{[n+1]}, \mu^{[n]})_n \) converges to \( (X, X, \mu) \) in distribution in \( D([0, T], \mathbb{R}^2 \times \mathcal{P}_1(\mathbb{R})) \). We consider \( \mu^{[n]} \) in the previous distribution even though it is deterministic, because the important point in the convergence we want to prove is that \( \mu^{[n]} \) must converge w.r.t. the same sequence of time-changes as the one of \( (X^{[n]}, X^{[n+1]}) \). In particular, it is important to have convergence in the topology of \( D([0, T], \mathbb{R}^2 \times \mathcal{P}_1(\mathbb{R})) \) rather than in the weaker topology \( D([0, T], \mathbb{R}^2) \times D([0, T], \mathcal{P}_1(\mathbb{R})) \).

As \( \mu \) is continuous, we have that, for any sequence of time-changes \( (\lambda_n)_n \), the convergence

\[
\sup_{0 \leq t \leq T} W_1(\mu^{[n]}, \mu_{\lambda_n(t)}) \longrightarrow 0 \quad \text{as } n \rightarrow \infty \tag{12}
\]

By Skorohod’s representation theorem, we can assume that some representative r.v. \((\hat{X}^{[n]}, \hat{X}^{[n+1]})\) of \((X^{[n]}, X^{[n+1]})\) converges a.s. to representative r.v. \((\hat{X}, \hat{X})\) of \((X, X)\) in \(D([0, T], \mathbb{R}^2)\). This implies that, almost surely, there exists a sequence of time-changes \( (\lambda_n)_n \) such that

\[
\sup_{0 \leq t \leq T} |\hat{X}^{[n]}_t - \hat{X}_{\lambda_n(t)}| \quad \text{and} \quad \sup_{0 \leq t \leq T} |\hat{X}^{[n+1]}_t - \hat{X}_{\lambda_n(t)}| \quad \text{vanish as } n \rightarrow \infty.
\]

So, by (12), almost surely, there exists a sequence of time-changes \( (\lambda_n)_n \) such that

\[
\sup_{0 \leq t \leq T} d\left(\left(\hat{X}^{[n]}_t, \hat{X}^{[n+1]}_t, \mu^{[n]}_t\right), \left(\hat{X}_{\lambda_n(t)}(t), \hat{X}_{\lambda_n(t)}(t), \mu_{\lambda_n(t)}(t)\right)\right) \longrightarrow 0,
\]

with \( d(x, y, m), (x', y', m') = |x - x'| + |y - y'| + W_1(m, m') \). In particular, we know that the sequence \((X^{[n]}, X^{[n+1]}, \mu^{[n]})_n\) converges to \((X, \hat{X}, \mu)\) almost surely in \(D([0, T], \mathbb{R}^2 \times \mathcal{P}_1(\mathbb{R}))\). This implies that \((X^{[n]}, X^{[n+1]}, \mu^{[n]})_n\) converges to \((X, X, \mu)\) in distribution in \(D([0, T], \mathbb{R}^2 \times \mathcal{P}_1(\mathbb{R}))\).

**Step 6.** This step concludes the proof, showing that \( X \) is solution to (1). In order to prove that \( X \) is solution to (1), we use the fact that, using the notation of Definitions II.2.6 and II.2.16 of Jacod and Shiryaev (2003), \( X^{[n+1]} \) is a semimartingale with characteristics \((B^{[n+1]}, C^{[n+1]}, \nu^{[n+1]})\) given by

\[
B^{[n+1]}(t) = \int_0^t b(X^{[n]}_s, \mu^{[n]}_s)ds,
\]
\[
C^{[n+1]}(t) = \int_0^t \sigma(X^{[n]}_s, \mu^{[n]}_s)^2ds,
\]
\[
\nu^{[n+1]}(dt, dx) = f(X^{[n]}_t, \mu^{[n]}_t)dt + \delta_{\Phi(X^{[n]}_t, \mu^{[n]}_t)}(dx)dp(u).
\]

Let us note that, above, we have chosen as truncation function \( h = 0 \), hence the modified second characteristics \( C^{[n+1]} \) is the same as \( C^{[n+1]} \).

Recall that, in **Step 5**, we have shown that, for a subsequence, \((X^{[n]}, X^{[n+1]}, \mu^{[n]})_n\) converges in distribution in \(D([0, T], \mathbb{R}^2 \times \mathcal{P}_1(\mathbb{R}))\) to \((X, X, \mu)\). Using once again Skorohod’s representation theorem, we can consider representative r.v. for which the previous convergence is almost sure.
Whence (recalling that for \( x \in D(\mathbb{R}_+, \mathbb{R}) \), the function \( t \mapsto \int_{0}^{t} x_{s} ds \) is continuous for Skorokhod topology), for all \( g \in C_{b}(\mathbb{R}) \), the following convergences hold almost surely for the representative r.v. and hence in distribution:

\[
\left( X^{[n+1]}, B^{[n+1]}, C^{[n+1]} \right)_{n \to +\infty} \xrightarrow{\mathcal{L}} \left( X, \int_{0}^{t} b(X_{s}, \mu_{s}) ds, \int_{0}^{t} \sigma(X_{s}, \mu_{s})^{2} ds \right),
\]

\[
\left( X^{[n+1]}, \int_{[0, t] \times \mathbb{R}} g(x) \mu^{[n+1]}(ds, dx) \right)_{n \to +\infty} \xrightarrow{\mathcal{L}} \left( X, \int_{0}^{t} \int_{E} g(\Phi(X_{s}, \mu_{s}, u)) f(X_{s}, \mu_{s}) d\rho(u) ds \right),
\]

where the convergences hold respectively in the spaces \( D(\mathbb{R}_+, \mathbb{R}^{3}) \) and \( D(\mathbb{R}_+, \mathbb{R}^{2}) \).

Then, Theorem IX.2.4 of Jacod and Shiryaev (2003) implies that \( X \) is a semimartingale with characteristics \( (B, C, \nu) \) given by

\[
B_{t} = \int_{0}^{t} b(X_{s}, \mu_{s}) ds,
\]

\[
C_{t} = \int_{0}^{t} \sigma(X_{s}, \mu_{s})^{2} ds,
\]

\[
\nu(dt, dx) = f(X_{t}, \mu_{t}) dt \int_{E} \delta_{\Phi(X_{t}, \mu_{t}, u)}(dx) d\rho(u).
\]

Then, we can use the canonical representation of \( X \) (see Theorem II.2.34 of Jacod and Shiryaev (2003)): \( X = X_{0} + B + M^{c} + Id \ast \mu^{X} \), where \( M^{c} \) is a continuous local martingale, \( \mu^{X} = \sum_{s} 1_{\{\Delta Y_{s} \neq 0\}} \delta_{(s, X_{s})} \) is the jump measure of \( X \) (let us recall that we chose the truncation function \( h = 0 \)) and \( (Id \ast \mu^{X})_{t} := \int_{0}^{t} \int_{\mathbb{R}} x d\mu^{X}(s, x). \) By definition of the characteristics, \((M^{c})_{t} = C_{t}\).

Whence, by Theorem II.7.1 of Ikeda and Watanabe (1989), there exists a Brownian motion \( W \) such that

\[
M^{c}_{t} = \int_{0}^{t} \sigma(X_{s}, \mu_{s}) dW_{s}.
\] (13)

In addition, we know that \( \nu \) is the compensator of \( \mu^{X}. \) We rely on Theorem II.7.4 of Ikeda and Watanabe (1989). Using the notation therein, we introduce \( Z = \mathbb{R}_{+} \times E, m(dz, du) = dz d\rho(u) \) and

\[
\theta(t, z, u) := \Phi(X_{t-}, \mu_{t-}, u) 1_{\{z \leq f(X_{t-}, \mu_{t-})\}}.
\]

According to Theorem II.7.4 of Ikeda and Watanabe (1989), there exists a Poisson measure \( \pi \) on \( \mathbb{R}_{+} \times \mathbb{R}_{+} \times E \) having intensity \( dt \cdot dz \cdot d\rho(u) \) such that, for all \( A \in \mathcal{B}(\mathbb{R}), \)

\[
\mu^{X}([0, t] \times A) = \int_{0}^{t} \int_{\mathbb{R}} \int_{E} 1_{\{\theta(s, z, u) \in A\}} d\pi(s, z, u).
\]

This implies that

\[
(Id \ast \mu^{X})_{t} = \int_{[0, t] \times \mathbb{R}_{+} \times E} \Phi(X_{s-}, \mu_{s-}, u) 1_{\{z \leq f(X_{s-}, \mu_{s-})\}} d\pi(s, z, u).
\] (14)

Finally, recalling that \( X = X_{0} + B + M^{c} + Id \ast \mu^{X}, \) (13) and (14), we have just shown that \( X \) is a weak solution to (1) on \([0, T].\) \( \square \)
2.4. Proof of Theorem 2.4

In Section 2.2, we have proven the (global) pathwise uniqueness of solutions of (1), and, in Section 2.3, the existence of a weak solution of (1) on $[0, T]$, with $T = 1/(16L^2)$.

Then, generalizations of Yamada-Watanabe results allows to construct a strong solution on $[0, T]$; it is a consequence of Theorem 1.5 and Lemma 2.10 of Kurtz (2014) (see the discussion before Lemma 2.10 or Example 2.14 for more details).

More precisely, given a Brownian motion $W$, a Poisson random measure $\pi$ and an initial condition $X_0$, there exists a strong solution $(X_t)_{0 \leq t \leq T}$ defined w.r.t. these $W, \pi, X_0$. Then, one can construct a strong solution $(X_t)_{t \leq 2T}$ on $[T, 2T]$ defined w.r.t. the Brownian motion $(W_{T+t} - W_T)_{t \geq 0}$, the Poisson measure $\pi_T$ defined by

$$\pi_T(A \times B) = \pi(\{T + x : x \in A\} \times B),$$

and the initial condition $X_T$. Iterating this reasoning, we can construct a strong solution of (1) on $[0, kT]$ for any $k \in \mathbb{N}^*$, with $T = 1/(16L^2) > 0$. Hence, there exists a (global) strong solution of (1). This proves Theorem 2.4.

3. Propagation of chaos

In this section, we prove a propagation of chaos for McKean-Vlasov systems: Theorem 3.3. This property in the globally Lipschitz case has been proven in Proposition 3.1 of Andreis, Dai Pra and Fischer (2018). Let us introduce the $N-$particle system $(X_{N,i}^t)_{1 \leq i \leq N}$

$$dX_{N,i}^t = b(X_{N,i}^t, \mu_t^N)dt + \sigma(X_{N,i}^t, \mu_t^N)dW_t^i + \int_{\mathbb{R} \times F^{\#*}} \Psi(X_{i-}^t, \mu_{i-}^N, v^i)I_{\{z \in f(X_{i-}^t, \mu_{i-}^N)\}}d\pi^i(t, z, v)$$

$$+ \frac{1}{N} \sum_{j=1}^{N} \int_{\mathbb{R} \times F^{\#*}} \Theta(X_{N,j}^t, X_{i-}^t, \mu_{i-}^N, v^j, v^i)I_{\{z \in f(X_{i-}^t, \mu_{i-}^N)\}}d\pi^i(t, z, v),$$

(15)

with $\mu_t^N := N^{-1} \sum_{j=1}^{N} \delta_{X_{N,j}^t}$, $W^i$ $(i \geq 1)$ independent standard one-dimensional Brownian motions, and $\pi^i$ $(i \geq 1)$ independent Poisson measures on $\mathbb{R}^2 \times F^{\#*}$ with intensity $d\tau \cdot dz \cdot d\nu(v)$, where $F$ is a measurable space, and $\nu$ is a $\sigma-$finite symmetric measure on $F^{\#*}$ (i.e. $\nu$ is invariant under finite permutations).

In the following, we assume that $b, \sigma$ and $f$ satisfy the same conditions as in Assumptions 1 and 2, and that $\Psi$ satisfies the same as $\Phi$ with $E = F^{\#*}$ and $\rho = \nu$. We also assume that $\Theta$ satisfies similar conditions: for all $x_1, x_1', x_2, x_2' \in \mathbb{R}$, $m_1, m_2 \in \mathcal{P}_1(\mathbb{R})$,

$$\int_{F^{\#*}} \int_{\mathbb{R}^+} |\Theta(x_1, x_1', m_1, v^1, v^2)I_{\{z \in f(x_1, m_1)\}} - \Theta(x_2, x_2', m_2, v^1, v^2)I_{\{z \in f(x_2, m_2)\}}|dzd\nu(v)$$

$$\leq L \left(1 + |x_1| + |x_1'| + |x_2| + |x_2'| + \int_{\mathbb{R}} |x|^{k_0}dm_1(x) + \int_{\mathbb{R}} |x|^{k_0}dm_2(x) \right)$$

$$\left(|x_1 - x_2| + |x_1' - x_2'| + W_1(m_1, m_2) \right),$$
and, for any $0 < \lambda \leq 1$, $n \in \mathbb{N}^*$,

$$
\int_{F_{\mathbb{R}^*_+}} \left( (x_1 + \lambda \Theta(y_1, x_1, m, v^1, v^2))^n - x_1^n \right) d\nu(v) f(y^1, m) \leq C \cdot \lambda \cdot n(1 + |x_1|^n + |y_1|^n). \tag{16}
$$

In addition, we assume that

$$
\sup_{N \in \mathbb{N}^*} \mathbb{E}\left[ e^{n|X_0^N|} \right] < \infty,
$$

and that, for every $N \in \mathbb{N}^*$, the system $(X^N_{0,i})_{1 \leq i \leq N}$ is i.i.d.

We prove that these $N$-particles systems converge as $N$ goes to infinity to the following limit system.

$$
\begin{align*}
\dot{X}^i_t &= b(X^i_t, \bar{\mu}_t) dt + \sigma(X^i_t, \bar{\mu}_t) dW^i_t + \int_{\mathbb{R}_+ \times F_{\mathbb{R}^*_+}} \Psi(X^i_{t-}, \bar{\mu}_{t-}, v^i) \mathbb{1}_{\{|z \in f(X^i_{t-}, \bar{\mu}_{t-})\}} d\bar{\mu}_t(t, z, v) \\
&\quad + \int_{\mathbb{R}} \int_{F_{\mathbb{R}^*_+}} \Theta(x, X^i_t, \bar{\mu}_t, v^1, v^2) f(x, \bar{\mu}_t) dv(\nu) d\bar{\mu}_t(x),
\end{align*}
\tag{17}
$$

where $\bar{\mu}_t = \mathcal{L}(X^i_t)$. We assume that the variables $X^i_0$ ($i \geq 1$) are i.i.d. and satisfy

$$
\mathbb{E}\left[ e^{n|X^i_0|} \right] < \infty.
$$

Let us remark that the (strong) well-posedness of equation (17) is a consequence of Theorem 2.4 for the same $\sigma, \Psi = \Phi$ and for the drift

$$
b(x, m) + \int_{\mathbb{R}} \int_{F_{\mathbb{R}^*_+}} \Theta(y, x, m, v^1, v^2) f(y, m) dv(\nu) dm(y).
$$

One can also prove the (strong) well-posedness of equation (15) using a similar reasoning as the one used in the proof of Theorem 2.4. The only difference is for the Step 4 of the proof of Proposition 2.9, since, for (15) the measure $\mu^N$ is not deterministic. Instead of proving that the sequence of measures $(\mu[a])_n$ constructed in the Picard scheme is relatively compact by Arzelà-Ascoli’s theorem, we rely exclusively on the following lemma whose proof is postponed to Appendix.

**Lemma 3.1.** Let $N \in \mathbb{N}^*, T > 0$, and $(x^k)_{1 \leq k \leq N}$ and $(x^k_n)_{1 \leq k \leq N}$ $(n \in \mathbb{N})$ be càdlàg functions. Define

$$
\mu_n(t) := N^{-1} \sum_{k=1}^{N} \delta_{x^k_n(t)} \quad \text{and} \quad \mu(t) := \sum_{k=1}^{N} \delta_{x^k(t)}.
$$

Let $\lambda_n$ $(n \in \mathbb{N})$ be continuous, increasing functions satisfying $\lambda_n(0) = 0$, $\lambda_n(T) = T$, and that, for any $1 \leq k \leq N$,

$$
\sup_{0 \leq t \leq T} |x^k_n(t) - x^k(\lambda_n(t))| \quad \text{and} \quad \sup_{0 \leq t \leq T} |t - \lambda_n(t)|
$$

vanish as $n$ goes to infinity. Then,

$$
\sup_{0 \leq t \leq T} W_1(\mu_n(t), \mu(\lambda_n(t))) \xrightarrow{n \to \infty} 0.
$$

**Remark 3.2.** This lemma allows to prove that, if $(x_n, y_n)_n$ converges to $(x, y)$ in $D([0, T], (\mathbb{R}^N)^2)$, then, the sequence $(x_n, y_n, \mu_n)_n$ converges to $(x, y, \mu)$ in $D([0, T], (\mathbb{R}^N)^2 \times \mathcal{P}_1(\mathbb{R}))$. 

In the following, we assume that \((X^{N,i})_{1\leq i \leq N}\) and \((\tilde{X}^i)_{i \geq 1}\) are strong solutions of respectively (15) and (17) defined w.r.t. the same Brownian motions \(W^i (i \geq 1)\) and the same Poisson measures \(\pi^i (i \geq 1)\) such that all the systems are defined on the same space. In addition, we assume that the following condition holds true

\[
\varepsilon_0^N := \mathbb{E} \left[ X_0^{N,1} - \tilde{X}_0^1 \right] \rightarrow 0.
\] (18)

Now let us state the main result of this section: the propagation of chaos of the \(N\)-particle systems, that is, the convergence of the systems \((X^{N,i})_{1\leq i \leq N}\) to the i.i.d. system \((\tilde{X}^i)_{i \geq 1}\) as \(N\) goes to infinity. We comment the convergence speed in Remark 3.5.

**Theorem 3.3.** We have, for all \(T_0 > 0\),

\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T_0} \left| X_t^{N,1} - \tilde{X}_t^1 \right| \right] \rightarrow 0.
\]

Consequently, for all \(k \geq 1\), the following weak convergence holds true:

\[
\mathcal{L}(X^{N,1}, X^{N,2}, ..., X^{N,k}) \rightarrow \mathcal{L}(\tilde{X}^1) \otimes \mathcal{L}(\tilde{X}^2) \otimes ... \otimes \mathcal{L}(\tilde{X}^k),
\]

in the product topology of the topology of the uniform convergence on every compact set.

**Remark 3.4.** We just state the result of Theorem 3.3 for the first coordinate because both systems \((X^{N,i})_{1\leq i \leq N}\) and \((\tilde{X}^i)_{i \geq 1}\) are exchangeable.

**Remark 3.5.** In the proof of Theorem 3.3, we obtain a convergence speed for

\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} \left| X_t^{N,1} - \tilde{X}_t^1 \right| \right] \rightarrow 0
\]

that depends on \(T_0\). Indeed, if \(T := 1/(16L^2)\), the formula (20) below gives a convergence speed for

\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} \left| X_t^{N,1} - \tilde{X}_t^1 \right| \right]
\]

of the form

\[
S_0^N := C^1 \left( \varepsilon_0^N + N^{-1/2} \right)^{C^2},
\]

for some positive constants \(C^1, C^2\), where \(\varepsilon_0^N\) is given at (18). And, for all \(k \in \mathbb{N}^*\), the convergence speed \(S_k^N\) of

\[
\mathbb{E} \left[ \sup_{kT \leq t \leq (k+1)T} \left| X_t^{N,1} - \tilde{X}_t^1 \right| \right]
\]

can be obtained inductively by

\[
S_k^N = C^1 \left( S_{k-1}^N + N^{-1/2} \right)^{C^2}
\]

for the same constants \(C^1, C^2\) for all \(k\).

Before proving Theorem 3.3, let us state a lemma about some a priori estimates of the process \((X_t^{N,1})_{t \geq 0}\).
Lemma 3.6. For every $N \in \mathbb{N}^*$, let $(X^{N,i})_{1 \leq i \leq N}$ be the solution of (15). For any $t \geq 0$,

(i) $\sup_{N \in \mathbb{N}^*} \sup_{0 \leq s \leq t} E \left[ e^{a|X^{N,i}_s|} \right] < \infty$ and $\sup_{0 \leq s \leq t} E \left[ e^{a|\bar{X}^{1}_s|} \right] < \infty$,

(ii) $\sup_{N \in \mathbb{N}^*} E \left[ \sup_{0 \leq s \leq t} |X^{N,1}_s| \right] < \infty$ and $\sup_{0 \leq s \leq t} E \left[ \sup_{0 \leq s \leq t} |\bar{X}^{1}_s| \right] < \infty$.

Sketch of proof of Lemma 3.6. We only give the main steps of the proof of the first part of the point (i) since the main part of the proof relies on the same computations as in the proof of Lemma 2.5. The only new property of the lemma is the fact that the bounds has to be uniform in $N$. This property is easy to prove for the point (ii) of the lemma in this model because of the normalization in $N^{-1}$ of the jump term $\Theta$ of (15).

For the point (i), as in the proof of Lemma 2.5, we apply Ito’s formula to the function $x \mapsto |x|^n$ (for $n \geq 2$) and then, we can note that, by exchangeability,

\[
E \left[ |X^{N,1}_t|^n \right] \leq E \left[ |X^{N,1}_0|^n \right] + C t n^{n+1} + C n \int_0^t E \left[ |X^{N,1}_s|^n \right] ds
\]

\[
+ (N-1) \int_0^t \left[ \int_{F^{n_i}} \left| X^{N,1}_s + N^{-1} \Theta(X^{N,2}_s, X^{N,1}_s, \mu^{N}_s, v^2) - X^{N,1}_s \right|^n \right] d\nu(v) f(N^{2},) \]

where the first line above is the control of the drift term, the Brownian term, and the jump term w.r.t. the height jump function $\Psi$. In particular, thanks to (16), and since $X^{N,1}$ and $X^{N,2}$ have the same distribution, we have

\[
E \left[ |X^{N,1}_t|^n \right] \leq E \left[ |X^{N,1}_0|^n \right] + C t n^{n+1} + C n \int_0^t E \left[ |X^{N,1}_s|^n \right] ds.
\]

This last inequality is independent of $N$ and is the equivalent of (4), so the rest of the proof is the same as in Lemma 2.5.

Proof of Theorem 3.3. We follow the ideas of Proposition 3.1 of Andreis, Dai Pra and Fischer (2018). Instead of introducing an auxiliary system, we rewrite artificially the SDE (15) as

\[
dX^{N,i}_t = b(X^{N,i}_t, \mu^{N}_t)dt + \sigma(X^{N,i}_t, \mu^{N}_t) dW^i_t + \int_{\mathbb{R}_+ \times F^{n_i}} \Psi(X^{N,i}_t, \mu^{N}_t, v^j) \mathbf{1}_{\{z \leq f(X^{N,i}_t, \mu^{N}_t)\}} d\pi^j(t, z, v)
\]

\[
+ \int_{\mathbb{R}} \int_{F^{n_i}} \Theta(x, X^{N,i}_t, \mu^{N}_t, v^j, v^j) f(x, \mu^{N}_t) d\nu(v) d\mu^N_t + dG^N_t,
\]

where

\[
G^N_t = \frac{1}{N} \sum_{j=1}^N \int_{[0, t] \times \mathbb{R}_+ \times F^{n_i}} \Theta(X^{N,j}_s, X^{N,i}_s, \mu^{N}_s, v^j, v^j) \mathbf{1}_{\{z \leq f(X^{N,j}_s, \mu^{N}_s)\}} d\pi^j(s, z, v)
\]

\[
- \int_0^t \int_{F^{n_i}} \Theta(X^{N,j}_s, X^{N,i}_s, \mu^{N}_s, v^1, v^2) f(X^{N,j}_s, \mu^{N}_s) d\nu(v) ds.
\]

Let us define

\[
u^N(t) := \sup_{0 \leq s \leq t} \left| X^{N,1}_s - \bar{X}^{1}_s \right|.
\]
Let us note $\bar{\mu}_t^N := N^{-1} \sum_{i=1}^{N} \delta_{\bar{X}_t^i}$. By triangle inequality and since for all $m, m' \in \mathcal{P}_1(\mathbb{R}), W_1(m, m') \leq W_2(m, m')$, we have for all $t \geq 0$,

$$W_1(\mu_t^N, \bar{\mu}_t) \leq W_1(\mu_t^N, \bar{\mu}_t^N) + W_1(\mu_t^N, \bar{\mu}_t) \leq \frac{1}{N} \sum_{j=1}^{N} \left| X_t^{N,j} - \bar{X}_t^j \right| + W_2(\bar{\mu}_t^N, \bar{\mu}_t).$$

Besides, using Theorem 1 of Fournier and Guillin (2015) with $d = 1, p = 2$ and any $q > 4$ (and using Lemma 3.6), we have

$$E \left[ W_2(\bar{\mu}_t^N, \bar{\mu}_t) \right] \leq C E \left[ |\bar{X}_t|^q \right]^{p/q} N^{-1/2} \leq C \left(1 + E \left[ e^{a \bar{X}_t} \right] \right)^{p/q} N^{-1/2} \leq C_t N^{-1/2}.$$

As a consequence, and thanks to Lemma 3.6, for all $t \geq 0$,

$$E \left[ \sup_{0 \leq s \leq t} W_1(\mu_s^N, \mu_s) \right] \leq u^N(t) + C_t N^{-1/2}.$$

Whence the same truncation arguments as the ones used in Sections 2.2 and 2.3 allows to prove that, for all $t \leq T$,

$$u^N(t) \leq u^N(0) + C_T \int_0^t \left( (1 + r_s^N) u^N(s) + e^{-r_s^N} \right) ds + 2L \sqrt{T} u^N(t) + E \left[ \sup_{0 \leq s \leq T} |G_s^N| \right] + C_T N^{-1/2},$$

where $C_T$ does not depend on $N$ thanks to Lemma 3.6.

Now, fixing $T = 1/(16L^2)$ (such that $2L \sqrt{T} \leq 1/2$), we obtain

$$u^N(t) \leq 2u^N(0) + C_T \int_0^t \left( (1 + r_s^N) u^N(s) + e^{-r_s^N} \right) ds + 2E \left[ \sup_{0 \leq s \leq T} |G_s^N| \right] + C_t N^{-1/2}. \quad (19)$$

To control the term $G_s^N$, we use BDG inequality,

$$E \left[ \sup_{0 \leq t \leq T} \left| G_t^N \right|^2 \right] \leq \frac{C}{N^2} \sum_{j=1}^{N} \mathbb{E} \left[ \int_0^t \int_{\mathbb{R}^3} \Theta(X_t^{N,j}, X_t^{N,i}, \mu_t^N, v^j, v^i)^2 f(x_t^{N,j}, \mu_t^N) d\nu(v) ds \right] \leq \frac{C_T}{N},$$

where we have used the growth condition on $\Theta$ (16) and Lemma 3.6.

Hence, by Cauchy-Schwarz's inequality,

$$E \left[ \sup_{0 \leq t \leq T} \left| G_t^N \right| \right] \leq C_T N^{-1/2}.$$

Then we can rewrite (19) as

$$u^N(t) \leq 2u^N(0) + C_T \int_0^t \left( (1 + r_s^N) u^N(s) + e^{-r_s^N} \right) ds + C_T N^{-1/2}. $$

Now, let $D_T := \max(C_T, \sup_N \sup_{s \leq T} u^N(s), 1)$ which is finite by Lemma 3.6.(ii), and define

$$v^N(t) := \frac{u^N(t)}{D_T e^2} \leq e^{-2}.$$
Choosing \( r_N := -\ln v_N(t) \), we have for all \( 0 \leq t \leq T \),
\[
v_N(t) \leq 2v_N(0) + CT \int_0^t (2 - \ln v_N(s))v_N(s)ds + \frac{CT}{\sqrt{N}} \\
\leq 2v_N(0) - 2CT \int_0^t v_N(s)\ln v_N(s)ds + \frac{CT}{\sqrt{N}},
\]
and Osgood’s lemma allows to conclude that
\[
-M(v(T)) + M(2v_N(0) + C_T N^{-1/2}) \leq 2C_T T,
\]
where \( M(x) = \int_x^{e^{-2}} \frac{1}{s\ln s} ds = \ln(-\ln x) - \ln 2. \) This implies that
\[
\ln(-\ln(2v_N(0) + C_T^1 N^{-1/2})) - \ln(-\ln v_N(t)) \leq C_T^2,
\]
for some constants \( C_T^1, C_T^2 > 0 \), where we distinguish \( C_T^1 \) and \( C_T^2 \) for clarity. This implies that, for all \( 0 \leq t \leq T \),
\[
v_N(t) \leq \left( 2v_N(0) + C_T^1 N^{-1/2} \right) \exp(-C_T^2).
\]
Hence
\[
E \left[ \sup_{0 \leq t \leq T} |X^{N,1}_t - \bar{X}^1_t| \right] \xrightarrow{N \to \infty} 0,
\]
for a \( T > 0 \) sufficiently small that does not depend on the initial conditions (recalling that we have taken \( T = 1/(16L^2) \)). Then, iterating this reasoning on \( [T, 2T] \), we can prove
\[
E \left[ \sup_{T \leq t \leq 2T} |X^{N,1}_t - \bar{X}^1_t| \right] \xrightarrow{N \to \infty} 0,
\]
noticing that the "initial conditions" on \( [T, 2T] \) satisfy the same condition as (18):
\[
\varepsilon^N_T := E \left[ |X^{N,1}_T - \bar{X}^1_T| \right] \xrightarrow{N \to \infty} 0.
\]
Finally, by induction, we can prove that for all \( k \in \mathbb{N}^* \),
\[
E \left[ \sup_{0 \leq t \leq kT} |X^{N,1}_t - \bar{X}^1_t| \right] \xrightarrow{N \to \infty} 0,
\]
which proves the result.

4. Appendix

4.1. Osgood’s lemma

We have used many times a generalization of Grönwall’s lemma, which is Osgood’s lemma. Let us write it explicitly for self-containedness (see e.g. Lemma 3.4 of Bahouri, Chemin and Danchin (2011)).
Lemma 4.1. Let $\varrho$ be a measurable function from $[t_0, T]$ to $[0, b]$, $\gamma$ a locally integrable function from $[t_0, T]$ to $\mathbb{R}_+$, and $\mu$ a continuous and non-decreasing function from $[0, b]$ to $\mathbb{R}_+$. Suppose that for all $t \in [t_0, T]$ and for some $c \in ]0, b[$,

$$\varrho(t) \leq c + \int_{t_0}^{t} \gamma(s)\mu(\varrho(s))ds.$$ 

Then, with $M(x) := \int_{x}^{b} \frac{ds}{\mu(s)}$,

$$-M(\varrho(t)) + M(c) \leq \int_{t_0}^{t} \gamma(s)ds.$$

4.2. Proof of Lemma 2.8

Let us prove the result by contraposition. So let us assume that there exists no subsequence of $(u_n)_n$ that vanishes. Then, it is sufficient to prove that there exist $n_0 \in \mathbb{N}$ and $m > 0$ such that, for any $n \geq n_0$,

$$u_n \geq m. \quad (21)$$

Indeed, (21) implies that $S_n$ grows at least linearly, whence $S_n/n$ cannot vanishes.

Now we prove (21) by contradiction. So we assume that, for any $n \in \mathbb{N}, \varepsilon > 0$, there exists some integer $\varphi(n, \varepsilon) \geq n$ such that,

$$u_{\varphi(n, \varepsilon)} \leq \varepsilon.$$

Then, we can define $n_1 := \varphi(0, 1)$, and, by induction, $n_{k+1} := \varphi(n_k, 2^{-(k+1)})$. So $(u_{n_k})_k$ is a subsequence of $(u_n)_n$ that vanishes.

4.3. Proof of Lemma 3.1

The proof consists in noticing that, for all $t \leq T$,

$$W_1(\mu_n(t), \mu(\lambda_n(t))) \leq \frac{1}{N} \sum_{k=1}^{N} |x_n^k(t) - x^k(\lambda_n(t))|.$$
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