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Abstract

We study the stabilization of complex structure moduli in Type IIB flux compactifications by using recent general results about the form of the superpotential and Kähler potential near the boundaries of the moduli space. In this process we show how vacua with an exponentially small vacuum superpotential can be realized systematically and understood conceptually within asymptotic Hodge theory. We distinguish two types of vacua realizing such superpotentials that differ by the mass scales of the stabilized moduli. Masses polynomially depending on the moduli arise if the superpotential contains exponential corrections whose existence is required to ensure the non-degeneracy of the moduli space metric. We use the fact that such essential corrections are controlled by asymptotic Hodge theory and have recently been constructed for all one- and two-moduli asymptotic regimes. These insights allow us to obtain new vacua near boundaries in complex structure moduli space that include Seiberg-Witten points. In these examples we find that the scale of the vacuum superpotential can be bounded from below through the exponential of the negative D3-brane tadpole.
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1 Introduction

Flux compactifications of Type IIB string theory provide some of the best understood scenarios that can yield minimally supersymmetric or non-supersymmetric four-dimensional effective actions with partially or fully stabilized moduli [1,2]. These scenarios use the fact that background R-R and NS-NS three-form fluxes introduce a non-trivial superpotential that depends on the complex structure deformations of the internal compactification space and the axio-dilaton. Remarkably, the backreaction of these fluxes on the geometry yields at leading order only a warp factor and the requirement to consider a conformal Calabi-Yau background combined with an orientifold projection. The effective theories can thus be studied by appropriately extending the techniques used to describe the geometry of Calabi-Yau threefolds and their moduli spaces. This has lead to the suggestion of concrete moduli stabilization scenarios in [3–5]. The search for explicit realizations of these scenarios still tests our understanding of string compactifications and pushes the boundaries of what is possible or impossible within string theory.

In this work we will investigate the stabilization of complex structure moduli after introducing background fluxes. Following the well-known dimensional reduction on a Calabi-Yau orientifold [1–3,6], we recall that the effective theory is an $\mathcal{N} = 1$ supergravity theory. The for us relevant part of the $\mathcal{N} = 1$ superpotential and Kähler potential can be evaluated by determining how the (up to rescaling) unique $(3,0)$-form $\Omega$ on the Calabi-Yau threefold $Y_3$ varies with a change of the complex structure. This dependence can be captured by so-called period integrals, or periods for short, which are obtained by integrating $\Omega$ over a basis of three-cycles of $Y_3$. There are a number of techniques available to derive these period integrals. While most of them require the explicit construction of the Calabi-Yau manifold, it was recently shown in [7] that general models for the asymptotic periods can be constructed by asymptotic Hodge theory. In a nutshell, this mathematical formalism uses the existence of monodromy symmetry, the requirement of positivity and orthogonality, and a notion of completeness. It then allows for the construction of the compatible periods with these properties in an algorithmic way without resorting to any specific geometric examples. With these powerful techniques at hand we aim to understand how certain properties of the effective theory, such as the vacuum expectation value of the superpotential and mass hierarchies of the stabilized moduli can be engineered algorithmically.

One of the most prominent moduli stabilization scenarios, the KKLT scenario [4], requires to find vacua in complex structure moduli space, such that the vacuum superpotential is taking a very small, non-zero value. It was recently suggested in [8] and further explored in [9–14] that, in fact, exponentially small vacuum superpotentials can be found near certain boundaries in moduli space. It was argued that the construction proceeds by introducing fluxes that preserve a continuous version of the monodromy symmetry at some leading order with a vanishing superpotential, while then including instanton corrections generates an exponentially small superpotential. We will explain how this construction is understood in asymptotic Hodge theory and how it can be generalized to other boundaries that have not been consider in the literature before. This will be done both in a hands-on way by considering explicit examples as well as by explaining how the abstract mathematical methods are useful. We will then see that our powerful techniques also allow us to control the moduli masses and identify alternative scenarios to the ones of [8–10]. In our constructions the scaling of the masses is polynomial, rather

\footnote{See [15,16] for statistical arguments about the abundance of vacua in these regions.}
than exponential, in the vacuum expectation values of the moduli. In general, the Hodge theory methods enable us to highlight conceptual features of these moduli stabilization scenarios and show how to implement them as a building block on general moduli spaces. In the mathematical literature, the vacua with exponentially small superpotential are a special case of the so-called extended locus of Hodge classes [17].

To highlight some key aspects of our construction let us first point out that asymptotic Hodge theory gives a general way of modeling the asymptotic periods of Ω. Firstly, there is the famous result [18] that ensures that the leading polynomial part of the periods is captured by the monodromy symmetry and some data associated to the asymptotic regime. For example, in the large complex structure regime of a one-dimensional moduli space the asymptotic periods can be written as \( \Pi_{\text{pol}} = e^{t N} a_0 \), where \( t \) is the complex structure modulus with \( t = i \infty \) being the large complex structure point, \( N \) is the logarithm of the monodromy matrix and nilpotent \( N^4 = 0 \), and \( a_0 \) is a vector associated to the limit. This form naturally generalizes to all limits in complex structure moduli space in one or more directions. Secondly, it was shown in [7] that away from the large complex structure regime exponential corrections to \( \Pi_{\text{pol}} \) are needed both for mathematical consistency as well as for the physical effective theory to be well-defined. We will thus split the asymptotic periods as \( \Pi_{\text{pol}} + \Pi_{\text{ess}} \) and refer to the corrections \( \Pi_{\text{ess}} \) as essential instantons. This name can be motivated by mirror symmetry, where at the large complex structure point exponential corrections actually map to instanton corrections in the mirror theory. The necessity of these corrections can be seen, for example, when the metric derived solely from \( \Pi_{\text{pol}} \) degenerates. Remarkably, the asymptotic Hodge theory techniques introduced in [18–20] can then be used to determine the general form of the needed exponentially suppressed corrections \( \Pi_{\text{ess}} \) to exactly avoid such inconsistencies.

With these insights about the structure of the periods we search for flux vacua that admit exponentially small vacuum superpotentials. Using the classification of asymptotic regimes [21–23] we are able to identify a specific class of regions that generally admits essential instanton corrections that can set the scale of the vacuum superpotential. We find that a large class of such regions arise near boundaries containing Seiberg-Witten points. These special loci occur in the moduli space of Calabi-Yau geometries that are used to embed Seiberg-Witten theory into type IIB string theory [24,25]. Among the set of essential instantons in the flux superpotential we then identify a subset that enters the scalar potential already at polynomial order. These are precisely the instanton corrections that are required to ensure a non-degenerate moduli metric and induce the polynomial behavior of the moduli masses in the vacuum. We refer to these corrections as metric-essential instantons in this paper. Furthermore, we then find that in these vacua the canonically normalized masses of the axio-dilaton and complex structure moduli can be parametrically heavier compared to the mass of the Kähler moduli.

In order to illustrate our method, we then specialize our analysis to one and two moduli settings. General models for the asymptotic periods of these low-dimensional settings have recently been constructed in [7] and we will use them here to perform explicit computations. It turns out that these concrete realizations lead to additional intriguing observations about the hierarchies among moduli masses and the minimal scale of the vacuum superpotential. While we are not providing any general proofs on these findings, they are suggestive of a deeper structure and provide additional motivation for an explicit study of higher dimensional examples. Finally, we should mention that the period models used in this work are given in a real rather than a rational symplectic basis. Our vacua do not require any fine-tuning of the flux quanta in
contrast to e.g. a racetrack potential, so we do not expect any technical issues to arise here. Nevertheless it would be interesting to work out the quantization of the fluxes in the future.

The paper is organized as follows. In section 2 we review some basic aspects of Type IIB flux compactifications, and outline our strategy for constructing vacua with exponentially small superpotentials. Particularly, we review how essential instantons can play a crucial role in e.g. the Kähler metric, and explain how to carefully deal with these corrections in the context of moduli stabilization. In section 3 to illustrate this story further, we then consider two simple examples, where we show how to stabilize the moduli explicitly such that we engineer an exponentially small vacuum superpotential. In section 4 we present our conclusions and give promising directions for future research.

2 Type IIB flux compactifications and small superpotentials

In this section we stepwise explain the general construction of flux vacua with small vacuum superpotentials. We start by briefly reviewing the basics of four-dimensional supergravities arising from type IIB orientifold compactifications. Then we recall some of the main findings of [7], namely that exponential corrections to the asymptotic periods are required away from the large complex structure regime and how these can contribute at polynomial level to the scalar potential. Using this knowledge, we outline a method to construct a set of flux vacua with exponentially small vacuum superpotential near a given asymptotic regime. The reader interested only in concrete examples can safely skip to section 3.

2.1 Review: flux vacua in Type IIB orientifold compactifications

Let us begin with a brief review of some generalities on Type IIB flux compactifications, see e.g. [1,2] for a more complete overview. We consider compactifications of Type IIB string theory on a Calabi-Yau threefold $Y_3$, which is subjected to an orientifold involution. We focus on the complex structure and axio-dilaton sectors of the four-dimensional $\mathcal{N}=1$ supergravity theories arising from these compactifications, where the orientifold projection might freeze out some of the $h^{2,1}(Y_3)$ complex structure moduli. For the purposes of our work we can ignore the Kähler moduli, so let us write the Kähler potential as

$$K = -\log[i(\bar{\tau} - \tau)] - \log \left[ i \int_{Y_3} \bar{\Omega}(\bar{t}^i) \wedge \Omega(t^i) \right], \quad (2.1)$$

where $\Omega$ is the (up to rescaling) unique $(3,0)$-form of $Y_3$, and we denoted the axio-dilaton and complex structure moduli respectively by

$$\tau = c + is, \quad t^i = x^i + iy^i, \quad i = 1, \ldots, h^{2,1}_{-}(Y_3), \quad (2.2)$$

where $h^{2,1}_{-}(Y_3)$ is the number of complex structure moduli that survived the orientifold projection. As will become more clear later we refer throughout this work to the real part of the moduli $c, x^i$ as the physical axions, while we identify their imaginary counterparts $s, y^i$ as the saxions.

In order to make the story more explicit, it proves to be convenient to write out $\Omega$ in terms of its periods. For this purpose let us introduce a basis $\gamma_I \in H^2_+(Y_3, \mathbb{R})$ for the orientifold-odd
threefold cohomology. We can expand $\Omega$ in this basis in its periods $\Pi^I$ as
\[ \Omega = \Pi^I \gamma^I, \quad I = 0, \ldots, 2h^{2,1}_-(Y_3) + 2. \] (2.3)
This allows us to write the Kähler potential for the complex structure moduli in terms of the periods as
\[ K^{cs} = -\log [i \Pi^T \eta \Pi] = -\log [i \langle \Pi, \Pi \rangle], \] (2.4)
where we introduced the symplectic pairing
\[ \langle u, v \rangle = \int_{Y_3} u \wedge v = u^T \eta v, \quad \eta = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \] (2.5)
with $\Pi$ the $(h^{2,1} + 1)$-dimensional identity matrix. The standard Kähler metric is conveniently expressed in terms of the Kähler potential (2.1) as
\[ K_{IJ} = \partial_I \bar{\partial}_J K, \] (2.6)
where the indices $I, J$ run over the axio-dilaton $\tau$ and the complex structure moduli $t^i$. Turning on R-R and NS-NS fluxes $F_3$ and $H_3$, we then induce a superpotential in the four-dimensional $\mathcal{N} = 1$ effective theory. This flux superpotential can be written in terms of $\Omega$ as
\[ W = \int_{Y_3} G_3 \wedge \Omega = \langle G_3, \Pi \rangle, \quad G_3 = F_3 - \tau H_3. \] (2.7)
By means of standard $\mathcal{N} = 1$ identities one can then write the scalar potential in terms of this superpotential. Using the no-scale property of the Kähler moduli, see for instance [6] for the details, we can write this scalar potential out as
\[ V = \frac{1}{V^2} e^K K^{IJ} D_I W D_J \bar{W} = \frac{1}{4V^2} \left( \langle \bar{G}_3, * G_3 \rangle - i \langle \bar{G}_3, G_3 \rangle \right), \] (2.8)
where $K^{IJ}$ denotes the inverse of the Kähler metric, and $D_I W = \partial_I W + K_I W$. We denoted the volume factor depending on the Kähler moduli of $Y_3$ by $V$, which will not be relevant to our work.

One can now study the minima of this flux potential in two equivalent ways [3, 6]. The standard $\mathcal{N} = 1$ supergravity approach is to solve for vanishing F-terms, yielding as constraints
\[ D_I W = \partial_I W + K_I W = 0. \] (2.9)
Alternatively one considers the imaginary self-duality condition for the three-form flux $G_3$, which reads
\[ * G_3 = i G_3. \] (2.10)
From both approaches one sees that the scalar potential (2.8) vanishes at the minimum, giving rise to a Minkowski-type vacuum. In our construction of flux vacua in section 2.3 and 3 we choose to work mostly with the vanishing F-term conditions (2.9). However, as becomes clear from our discussion of exponential corrections in section 2.2, it is instructive to consider the self-duality condition (2.10) as well as a complementary perspective.

As a final remark, we recall that the three-form fluxes $F_3, H_3$ contribute to the D3-brane tadpole. This contribution due to the fluxes is given by
\[ Q_{\text{flux}} = \frac{1}{2} \langle F_3, H_3 \rangle. \] (2.11)
The cancellation condition for the D3-brane tadpole then puts an upper bound on the allowed flux $Q_{\text{flux}}$. 
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2.2 Near-boundary asymptotics and exponential corrections

In this section we discuss the characteristic features of these four-dimensional effective theories near boundaries in complex structure moduli space. To be more precise, we consider the asymptotic behavior of the Kähler potential (2.4), flux superpotential (2.7) and scalar potential (2.8) in these regimes. We in particular explain why near certain boundaries some exponentially small corrections cannot be dropped in the former two ((2.4) and (2.7)), while a polynomial approximation for the scalar potential (2.8) is sufficient. This discussion of exponential corrections is based on our recent observations in [7], which we refer to for a more detailed treatment of these subtleties. In the following we formulate these main findings in a general setting, and in sections 3.1 and 3.2 we discuss them in practice for two explicit examples. For closely related applications of these asymptotic Hodge theory techniques in the context of string compactifications we refer the reader to [22, 27–41].

Let us begin by establishing how we parametrize the complex structure moduli space and its boundaries. In this work we will employ two coordinate patches to describe boundaries. The first patch defines a codimension \( n \) boundary as the normal intersection of \( n \) loci of the form \( z_i = 0 \), such that locally the boundary is given by \( z_1 = \ldots = z_n = 0 \). In these coordinates circling the boundaries corresponds to multiplying by a phase as \( z_i \rightarrow e^{i2\pi z_i} \). Often one finds that the Kähler potential does not depend on the phase of the \( z_i \) near these boundaries, so it proves to be useful to introduce another set of coordinates to exploit this feature. We already mentioned these coordinates briefly in (2.2), and the precise relation between these patches is given by

\[
z_i = e^{2\pi i t_i} = e^{2\pi i (x_i + iy_i)},
\]

(2.12)

From a physical perspective one can interpret the \( x_i \) that parametrize the phase of \( z_i \) as axions, where circling the boundary now corresponds to a discrete shift symmetry \( x_i \rightarrow x_i + 1 \). Their counterparts \( y_i \) are then referred to as saxions, which are the fields we make large as \( y_i \rightarrow \infty \) in order to approach the near-boundary region.

The asymptotic behavior of the Kähler potential and flux superpotential is then best understood by expanding the periods (2.3) around a boundary in complex structure moduli space. The nilpotent orbit theorem [18] tells us that this period vector admits an expansion

\[
\text{Im } t^i = y^i \gg 1 : \quad \Pi(t^i) = e^{i N_i} \left( a_0 + \sum_{r_1} e^{2\pi i r_1 t^i} a_{r_1 \cdots r_n} \right),
\]

(2.13)

where the \( N_i \) denote a set of mutually commuting matrices whose form depends on the monodromy behavior when circling the boundary and the terms \( a_{r_1 \cdots r_n} \) are independent of the coordinates \( t^1, \ldots, t^n \) taken close to the boundary. The first term \( a_0 \) will give rise to polynomial terms in \( y^i \) in the Kähler potential (2.4) and superpotential (2.7), while the other \( a_{r_1 \cdots r_n} \) lead to exponentially suppressed terms. Borrowing the nomenclature familiar from large complex structure and applying it to any boundary in complex structure moduli space, we loosely refer to \( a_0 \) as the perturbative term, while the other exponentially suppressed terms resemble the instanton expansion.

A remarkable feature of asymptotic Hodge Theory is that is provides an exhaustive classification of all possible boundaries that can occur in complex structure moduli space. In this work, we only need the broad lines of this classification and refer the reader to [21, 23] for more details. In the case of Calabi-Yau threefolds, there are four main types of boundaries which are
conventionally labeled by the Greek numerals I, II, III and IV. Each of these has a finite number of subtypes that we usually label by a subscript. However, this level of detail is not required in what follows, so we suppress this additional label and work only with the main types. These can be assigned to each co-dimension $n$ boundary by studying the associated monodromy properties of the period vector in more detail. For our study of flux vacua we can limit ourselves simply to the types associated with the co-dimension $h^{2,1}$ boundary, i.e. points where all the moduli have been sent to the limit. Given a co-dimension $h^{2,1}$ locus, we can characterize the different types by the action of the operator $N = N_1 + \cdots + N_{h^{2,1}}$ on $a_0$ as follows

\begin{align}
\text{Type I} : & \quad Na_0 = 0, \\
\text{Type II} : & \quad N^2a_0 = 0, \\
\text{Type III} : & \quad N^3a_0 = 0, \\
\text{Type IV} : & \quad N^4a_0 = 0, 
\end{align}

(2.14)

where it is understood that $N^{*_{-1}}a_0 \neq 0$ for a given type. Let us make some general remarks to give the reader a better feeling for the different cases. The type I are the class of finite distance boundaries, while the others are an infinite distance away when measuring in the moduli space metric. The most famous example of a type I boundary is the conifold point \[42\]. The type II boundaries signal the presence of a K3 fibration in the mirror geometry \[43\] and are thus relevant for the geometric engineering of Seiberg-Witten theories \[24, 25\]. Type III boundaries signal the presence of an elliptic fibration at large complex structure, but cannot occur in other regions in moduli space for $h^{2,1} < 3$. Consequently, they remain less well studied (at least in the context of flux vacua) due to the increased complexity of even the simplest occurrence away from LCS. The remaining type IV boundaries can be further separated into two groups. On one side there are the well known large complex structure (LCS) points, which are the most studied due to their relatively simple form of their periods and the relevance for mirror symmetry. On the other side there is the group of the so called coni-LCS boundaries, which have recently been studied by \[9, 10\] in the context of flux compactification.

One of the main findings in \[7\] is that asymptotic Hodge theory requires the presence of instanton terms $a_{r_1\ldots r_n}$ when considering boundaries that are not of large complex structure type. This argument uses the fact that the derivatives of the period vector of $\Omega$ should span the complete three-form cohomology $H^3(Y_3, \mathbb{C})$. At large complex structure it suffices to consider the descendants $a_0, N_ia_0, N_iN_ja_0, N_iN_jN_ka_0$ of the perturbative term, but for other boundaries it was shown that this set of vectors does not span a $2(h^{2,1} + 1)$-dimensional space. To reconcile this issue we have to include a finite number of terms $a_{r_1\ldots r_n}$ in the expansion (2.13), which we therefore refer to as essential instantons.

In order to make the necessity of these essential instantons clear from a physical perspective, it is instructive to study the Kähler metric. In this context one needs the Kähler metric to be non-degenerate in order to have properly defined kinetic terms in the four-dimensional effective action. By inserting the expansion (2.13) back into the Kähler potential (2.4), we can split the contributions from the periods into two parts

\[K^{cs} = -\log[K_{pol} + K_{inst}],\]

(2.15)
with

\[ K_{\text{pol}} = i \langle \bar{a}_0, e^{2iy'N_i}a_0 \rangle, \quad K_{\text{inst}} = \sum_{r_i, s_i \geq 0} e^{-2\pi[y'(s_i + r_i) + ix'(s_i - r_i)]i \langle \bar{a}_{r_1...r_n}, e^{2iy'N_i}a_{s_1...s_n} \rangle}, \]

where the sum runs over integers \(r_i, s_i \geq 0\) with either \(r_i \neq 0\) or \(s_i \neq 0\). This partition separates the purely polynomial terms in the Kähler potential from the exponentially suppressed terms. The crucial observation is now that the perturbative metric resulting from the polynomial part \(K_{\text{pol}}\) can be degenerate, i.e. it has a vanishing eigenvalue. For example at the conifold point one finds that \(K_{\text{pol}}\) is simply a constant, and therefore the Kähler potential depends on the complex structure moduli only through the exponentially suppressed part \(K_{\text{inst}}\). Furthermore, this degeneracy of the perturbative Kähler metric is not restricted to such finite distance boundaries, but also arises at certain infinite distance boundaries, e.g. the class of Seiberg-Witten points we consider in section 3.2. For these infinite distance class boundaries one finds that \(K_{\text{pol}}\) is at most linear in the saxions, and one can straightforwardly show that this linear behavior results in a degenerate Kähler metric for two or more moduli, as demonstrated below with (2.17).

One important sidenote we should make is that a non-degenerate Kähler metric only requires the first derivatives of \(\Omega\) to span a \(h^{2,1}\)-dimensional space for \(H^{2,1}(Y_3, \mathbb{C})\), but higher-order derivatives relevant for \(H^{1,2}(Y_3, \mathbb{C})\) and \(H^{0,3}(Y_3, \mathbb{C})\) are not needed. Therefore the mathematical notion of completeness that requires the derivatives of \(\Omega\) to span the three-form cohomology \(H^3(Y_3, \mathbb{C})\) leads to a larger set of essential instantons than just those required by the Kähler metric. In other words, the Kähler metric generically only explains the presence of a subset of the essential instantons, which we will refer to as metric-essential.

To illustrate this discussion on metric-essential instantons, let us consider a simple two-moduli example. We borrow the Kähler potential (3.12) that describes the asymptotic regime near a type II point, which will be studied in more detail later. Its polynomial part reads

\[ K_{\text{pol}}^{\text{CS}} = -\log K_{\text{pol}} = -\log[y_1 + n_2y_2]. \tag{2.16} \]

By making a holomorphic change of variables \((t'_1, t'_2) = (t_1 + n_2t_2, n_2t_1 - t_2)\) one easily checks that the dependence on \(y'_2\) drops out. We can equivalently see this degeneracy by explicitly computing the Kähler metric

\[ K_{ij} = \frac{1}{(y_1 + n_2y_2)^2} \left( \frac{1}{n_2} \frac{n_2}{(n_2)^2} \right). \tag{2.17} \]

Its determinant vanishes, so taking just (2.16) as Kähler potential leads to ill-defined kinetic terms for the complex structure moduli in this asymptotic regime. To be more precise, the eigenvector \((1, n_2)\) has a polynomial eigenvalue, while \((n_2, -1)\) has a vanishing eigenvalue. By requiring the presence of exponential corrections to (2.16) we can cure this degeneracy, resulting in an exponentially small eigenvalue for \((n_2, -1)\) instead. These corrections are precisely the metric-essential instantons which are included in the Kähler potential by \(K_{\text{inst}}\) in (3.12).

We next turn to the flux superpotential (2.7). Similar to the Kähler potential we can use the expansion (2.13) for the periods, and separate the terms in the superpotential into two parts

\[ W = W_{\text{pol}} + W_{\text{inst}}, \quad W_{\text{pol}} = \langle G_3, e^{t'N_i}a_0 \rangle, \quad W_{\text{inst}} = \sum_{r_i} e^{2\pi ir_i}t^i \langle G_3, e^{t'N_i}a_{r_1...r_n} \rangle, \tag{2.18} \]
where the sum over \( r_i \) runs over at least one \( r_i \neq 0 \). Similar to the expansion of the Kähler potential (2.15), essential instantons in the periods can play an important role for the superpotential, meaning one cannot drop all terms in \( W_{\text{inst}} \) near the boundary. For instance, one can find that some flux quanta only enter the superpotential through \( W_{\text{inst}} \), as is the case for the class of Seiberg-Witten boundaries considered in section 3.2.

Finally, let us get to the asymptotic behavior of the scalar potential (2.8). This is most easily understood by using the formulation in terms of the Hodge star operator, since its near-boundary behavior is relatively simple compared to the F-terms of the above superpotential. By performing a near-boundary expansion for the Hodge star one finds a leading polynomial piece and subleading exponential corrections, similar to our previous approximations. However, a crucial observation about this asymptotic behavior is that the polynomial part of the Hodge star operator is already non-degenerate. In contrast to Kähler potential (2.15), one can therefore safely drop exponential corrections to the Hodge star without losing essential information. Furthermore, the non-degeneracy of the polynomial Hodge star means that all fluxes will enter in the scalar potential already at polynomial order.

This last observation appears to be in contradiction with our study of the superpotential (2.18) at first sight, since from this perspective we found some fluxes that only appear at exponential order. In order to resolve this seeming conundrum it is instructive to recall that the scalar potential (2.8) is computed by contracting the inverse Kähler metric \( K_{IJ} \) with covariant derivatives of the superpotential \( D_I W \) and its conjugate. Now if the polynomial Kähler metric is degenerate, then essential corrections in \( K_{\text{inst}} \) resolve this singular behavior, yielding exponentially small eigenvalues. Conversely, one finds that the inverse Kähler metric must have some exponentially large eigenvalues. For the scalar potential this means that the scaling of essential exponential corrections in \( D_I W_{\text{inst}} \) is cancelled off by these eigenvalues of the inverse Kähler metric \( K_{IJ} \), such that all fluxes appear at polynomial order. In other words, these exponential terms in the superpotential produce polynomial terms in the scalar potential, so these essential corrections in \( W_{\text{inst}} \) cannot be dropped at the leading perturbative level.2

### 2.3 Engineering vacua with small \( W_0 \)

We now lay out our strategy for engineering vacua with a small flux superpotential. This construction relies on first searching for solutions to the F-term equations coming from the polynomial periods \( \Pi_{\text{pol}} \) and supplementing them accordingly with constraints involving essential instantons in order to stabilize all moduli. As a result we will have \( W_{\text{pol}} = 0 \) and consequently an exponentially small vacuum superpotential \( W_0 \). This procedure is then explicitly applied to the one- and two-moduli type II models in sections 3.1 and 3.2 respectively.

Let us begin by writing down the relevant extremization conditions at polynomial level for our flux vacua. As we want to engineer vacua with an exponentially small superpotential, we require the polynomial part in the expansion of the superpotential (2.18) to vanish

\[ W_{\text{pol}} |_e = 0, \quad (2.19) \]

2Similar to the sidenote on the Kähler metric, only metric-essential corrections needed to span \( H^{2,1}(Y_3, \mathbb{C}) \) with derivatives of \( \Omega \) are relevant for the superpotential. Other essential instantons do produce exponentially suppressed terms in the scalar potential, and can therefore be ignored at the perturbative level.
where we used a star to denote the evaluation of moduli at their vevs. At the polynomial level of the superpotential the vanishing F-term constraints (2.20) can then be written as

\[
\langle F_3 - \tau_3 H_3, e^{t_i N_i} a_0 \rangle = 0, \quad \langle H_3, e^{t_i N_i} a_0 \rangle = 0, \quad \langle F_3, e^{t_i N_i} a_0 \rangle = 0.
\]  

The first set of equations follows from \( \partial_\alpha W_{\text{pol}} \big|_{\ast} = 0 \), while the latter two follow from \( \partial_{\tau_3} W_{\text{pol}} \big|_{\ast} = 0 \). Note that we replaced the covariant derivative by a partial derivative for all constraints since \( W_{\text{pol}} \big|_{\ast} = 0 \) for the flux vacua we are interested in.

It is important to stress that these polynomial level conditions (2.20) do not suffice to obtain the vacua of the scalar potential. The vectors \( N_a a_0 \) can be parallel or even vanishing resulting in an insufficient set of F-term conditions at the polynomial level. Another way to observe this is by looking at the scalar potential \( V_{\text{pol}} \) obtained from the complete \( V \) defined in (2.8) by dropping all exponentially suppressed corrections in the final expression. We now look for a combination \( \phi \) of moduli that is not constrained by the condition (2.20). If such an unfixed direction \( \phi \) exists, two possibilities can occur:

1. The direction \( \phi \) is a flat direction of the polynomial scalar potential \( V_{\text{pol}} \). This implies that \( \phi \) is massless at polynomial order, but might obtain an exponentially small mass upon including either essential or non-essential instanton corrections.

2. The direction \( \phi \) is not a flat direction of the polynomial scalar potential \( V_{\text{pol}} \), but rather has a mass term already at polynomial order. This implies that their mass term must arise from metric-essential instantons correcting the periods.

Let us comment on these two cases in turn. First, note that for case (1) the field \( t_\ast \) not appearing in \( V_{\text{pol}} \) might still be stabilized after including instanton corrections. If non-essential instantons are used in order to ensure the stabilization one needs to check if such corrections are actually present for a given Calabi-Yau geometry and implement an appropriate stabilization scheme, such as a racetrack potential. To make this concrete in explicit examples was one of the successes of [8–10]. In particular, it was shown that this can be done at large complex structure point in [8]. While there are no essential instantons in this asymptotic limit, it is well-known that generically instanton corrections arise and contribute to the superpotential. Second, we note that realization of case (2) is primarily dependent only on the type of asymptotic regime, since we have a systematic classification in which asymptotic regime certain essential instanton corrections have to be present. One has thus a stabilization mechanism that is independent of the actual Calabi-Yau geometry that realizes this limit. In the following we will focus on case (2) and explain in detail how such situations can be engineered.

To gain a better understanding of what happens in case (2), let us note that such vacua exactly arise if the polynomial part of the Kähler potential \( K_{\text{pol}} \) yields a degenerate Kähler metric, i.e. when the full Kähler metric has exponential eigenvalues. To see this we recall from the discussion below (2.18) that such a Kähler metric allows exponentially suppressed contributions in the F-terms to enter the scalar potential (2.8) at polynomial order. Hence, the stabilization of the moduli at polynomial order requires a more careful treatment of the complete F-terms supplementing (2.20) by additional constraints coming from metric-essential instantons.

Let us outline an approach to read off these additional constraints by a more careful treatment of the F-terms. The exponentially suppressed contributions in the F-terms appear in
the polynomial scalar potential through exponential eigenvalues of the Kähler metric, so it is convenient to expand $D_I W$ in an eigenbasis for the Kähler metric. The eigenvectors relevant for the supplementary constraints then have a vanishing eigenvalue under the polynomial part of the Kähler metric

$$\partial_i \partial_j \log K_{\text{pol}} | V^j = 0,$$

(2.21)

For boundaries with a linear $K_{\text{pol}}$ such as in section 3.2 these eigenvectors $V^i$ will always be independent of the saxions, but for more general boundaries this need not be the case. Letting $a_{r_1 \ldots r_n}$ denote the essential instanton term corresponding to a given eigenvector $V^i$, then the relevant F-term constraint can be written as

$$V^i D_i W = \left. V^i \partial_i W_{\text{inst}} = e^{2\pi i r^i t} \langle F_3 - \tau_s H_3, V^i (2\pi i r^i + N_i) e^{t N_i a_{r_1 \ldots r_n}} \rangle \right| = 0,$$

(2.22)

where we used that $V^i \partial_i W_{\text{pol}} = 0$, and replaced the covariant derivative by a partial derivative because $V^i K^{iC} W_{\text{inst}}$ is subleading in the instanton expansion. Furthermore, note that we dropped correction terms subleading compared to the essential instanton $a_{r_1 \ldots r_n}$. The complete set of extremization conditions to stabilize the moduli at polynomial order of the scalar potential is then given by (2.20) and as many equations of the form (2.22) as there are metric-essential instantons. Since the exponential factor in (2.22) is simply an overall factor, this yields a system of polynomial equations in the moduli.

An interesting feature of the vacua constructed according to the above scheme is a natural hierarchy of mass scales. All moduli are stabilized by the polynomial part of the scalar potential, so the eigenvalues of the hessian $\partial_i \partial_j V$ will be polynomial as well. Recall that the inverse Kähler metric either has polynomial or exponentially large eigenvalues, and that the canonically normalized masses are then computed as the eigenvalues of $K^{iC} \partial_C \partial_J V$. This means that the moduli masses take polynomial or exponentially large values in the vevs of the saxions. Either way, this separates the mass scale of the complex structure moduli and the axio-dilaton from the exponentially small scale of $|W_0|^2$. This hierarchy makes our flux vacua particularly attractive from the perspective of the KKLT scenario [4], since it allows one to consistently integrate out the complex structure and axio-dilaton sector before dealing with the Kähler moduli. This point separates our construction from other findings [8–10], where the mass of the lightest complex structure modulus was of the same scale then $|W_0|^2$, requiring a more refined analysis.

We end this general discussion by commenting on the application of our procedure near the different types of boundary points. Given a type I point our method does not work. Roughly speaking, this is due to the fact that there is too little information contained in the polynomial piece of the period vector and as a consequence there is not enough freedom in the fluxes to stabilize all moduli at the polynomial level of the scalar potential as a result. We elaborate on this point in appendix A. Near type II points, we have a polynomial Kähler potential that is at most linear in the complex structure moduli, which makes it the simplest and most natural candidate for our procedure. In section 3.1 and 3.2 we explicitly apply our method to the one and two moduli cases respectively. A type III point does not occur in complex structure moduli spaces of dimension less than three. As the models developed in [7] only had a maximum of two moduli, we did not have an explicit realization of this scenario at our disposal. There is, however, no obvious reason for which the construction should not go through in that case. For

---

*3*This polynomial structure of the extremization conditions is natural from the perspective of the self-duality condition (2.10). The dependence on the complex structure moduli then enters through the Hodge star operator, whose polynomial part is already non-degenerate as discussed below (2.18).
a type IV that is not at LCS, the simplest scenario occurs for two moduli. In that case there is a technical obstruction to the success of our method, but this problem should be solvable given more than two moduli. These last two types deserve more concrete investigations in the future and we make some further comments about them in the conclusions.

3 Explicit models

In this section we illustrate our method for finding flux vacua with exponentially small superpotentials by studying one- and two-moduli boundaries in complex structure moduli space. Our search uses asymptotic models for the periods near these boundaries constructed in [7], and we refer the reader to this work for more details about their construction and conventions. We emphasize that, since all possible one- and two-moduli boundaries have been classified [7,21,22], this construction yielded an exhaustive set of asymptotic periods. For completeness let us recall some aspects of this classification. For one modulus, we can have three main types I, II, IV at point-like boundaries. In the two-dimensional case the picture already becomes richer, since two one-dimensional boundaries can intersect in a point. At this intersection point again only the three types I, II, IV can occur. If this type is IV, then there are two classes of intersections: (1) the familiar large complex structure cases, (2) the so-called coni-LCS cases. Near both of these intersections exponentially small superpotentials have already been constructed by considering specific geometric examples in [8–10]. We refer to these works for a detailed treatment. This leaves us with the intersections where one encounters the types I or II at the intersection point. The Type I boundaries are at finite distance and we will discuss in appendix A that one cannot stabilize all moduli at the level of the polynomial scalar potential in these situations. This implies that we would need to include further non-essential instanton corrections to stabilize a remaining polynomially flat direction. This leaves us with the class of II boundaries, and we investigate how to engineer exponentially small vacuum superpotentials near these boundaries in the following.

3.1 One-modulus asymptotic region near a type II point

We start with the simplest case, namely the one-modulus asymptotic regions that are near type II boundaries. These have already been systematically studied in the math literature [44], and such boundaries correspond to so-called Tyurin degenerations. The period vectors near these boundaries have been computed for an explicit example in the physics literature in [45], and general models for these periods including essential instantons have been constructed in [7]. Using the results from the latter, we find that the Kähler potential (2.15) takes the form

\[ K_{\text{pol}} = 4y, \quad K_{\text{inst}} = \frac{4a^2(1 + \pi y)}{\pi} e^{-4\pi y}, \]

(3.1)

where \( a \in \mathbb{R}_{\neq 0} \) is some model-dependent coefficient that controls the essential instanton term and we have dropped all the non-essential instanton corrections. The polynomial and exponential parts of the flux superpotential take the respective forms

\[ W_{\text{pol}} = -g_3 - ig_4 + (g_1 + ig_2)t, \]

\[ W_{\text{inst}} = a e^{2\pi it} (t - \frac{1}{\pi i})(g_1 - ig_2) - a e^{2\pi it} (g_3 - ig_4), \]

(3.2)
where the $g_i = f_i - \tau h_i$ are the components of the three-form fluxes with $\tau = c + is$ being the axio-dilaton. We now proceed to stabilizing the moduli at the polynomial level. The vanishing F-term conditions for the polynomial part of the flux superpotential can conveniently be written as

\begin{align}
  yD_y W_{\text{pol}} - sD_s W_{\text{pol}} &= (f_1 + if_2)y - (h_3 + ih_4)s = 0, \\
  yD_y W_{\text{pol}} + sD_s W_{\text{pol}} &= -i(f_3 + if_4) - i(h_1 + ih_2)sy = 0,
\end{align}

(3.3)

where we dropped exponentially suppressed terms and set the axions to zero, i.e. $c = x = 0$. We chose not to impose $W_{\text{pol}} = 0$ at first, leaving us with the full covariant derivatives at polynomial level in the above extremization conditions. The solution to these constraints is given by

\begin{align}
  s &= \sqrt{-\frac{f_1f_3}{h_1h_3}}, \quad y = \sqrt{-\frac{f_3h_3}{f_1h_1}}, \quad f_2h_3 = f_1h_4, \quad f_4h_1 = f_3h_2,
\end{align}

(3.4)

where we require $f_1/h_3 > 0$ and $f_3/h_1 < 0$ in order to get positive values for the saxions. Plugging this solution back into the superpotential (3.2) we find that $W_{\text{pol}} = 0$ holds when

\begin{align}
  h_2 &= -f_1\sqrt{-\frac{h_1h_3}{f_1f_3}}, \quad h_4 = -f_3\sqrt{-\frac{h_1h_3}{f_1f_3}}.
\end{align}

(3.5)

Implementing the constraints (3.4) and (3.5), we obtain flux vacua that have $W_{\text{pol}} = 0$. Thus, the scale of the superpotential is set by

\begin{align}
  |W| = |W_{\text{inst}}| \sim a e^{-2\pi y} = a \exp \left(-2\pi \sqrt{-\frac{f_3h_3}{f_1h_1}}\right).
\end{align}

(3.6)

We want to emphasize that the exponentially small scale of the superpotential is set by an essential instanton term that is required by consistency of the theory, i.e. the coefficient $a$ cannot vanish for any geometric example. Furthermore, we can now relate the saxion masses and their vevs to the tadpole. The latter takes the form

\begin{align}
  Q_{D3} &= f_1h_3 - f_3h_1.
\end{align}

(3.7)

Computing the masses from the scalar potential as the eigenvalues of $K^{ac}\partial_c\partial_b V$ we find that they are given by the compact expression

\begin{align}
  m_t^2 = m_r^2 = \frac{1}{V^2}(f_1h_3 - f_3h_1) = \frac{Q_{D3}}{V^2},
\end{align}

(3.8)

where $m_t^2, m_r^2$ denote the canonically normalized moduli masses associated with the complex structure modulus and the axio-dilaton respectively. Let us also stress that this one-modulus case is rather non-generic as there are no metric-essential instantons required, which have to be present in the multi-moduli case as we will see below. Furthermore, the saxion vev $y$ is bounded from above by the tadpole as

\begin{align}
  y \leq 2(f_1h_3 - f_3h_1) = 2Q_{D3},
\end{align}

(3.9)

which is saturated for $f_3 = h_3$ and $f_1 = h_1 = 1$. As the scale of $|W_0|$ is set by $e^{-2\pi y}$, we cannot make it arbitrarily small by tuning the vev of the saxion $y$, i.e.

\begin{align}
  |W_0| \gtrsim e^{-2\pi Q_{D3}}.
\end{align}

(3.10)
To be more concrete, we consider a specific set of fluxes that satisfy the above equations. Given $H_3 = (-1, -2, 4, -2)$ and $F_3 = (8, -4, 8, 16)$, we find that
\[
s = 4, \quad y = 2, \quad |W_0| \sim a e^{-4\pi}, \quad m_i^2 = m_r^2 = Q_{D3} = 40, \tag{3.11}
\]
where we dropped the volume factor $1/V^2$ in the masses for convenience.

### 3.2 Two-moduli asymptotic region near a type II point

Next we consider the more involved class of two-moduli boundaries that intersect on a type II point. Such asymptotic regions are realized, for example, in the moduli space of the Calabi-Yau threefold in $\mathbb{P}^1 1, 2, 6$ \cite{6} near a Seiberg-Witten point \cite{23, 25, 47}. Using the asymptotic model from \cite{7}, we find that the Kähler potential (2.15) near these boundaries takes the form
\[
K_{\text{pol}} = 4(y_1 + n_2 y_2),
\]
\[
K_{\text{inst}} = -2a^2 e^{-4\pi y_2} \left(n_1 y_1 + y_2 + \frac{1 - n_1 n_2}{2\pi}\right) - 2n_2 b^2 e^{-4\pi y_1} \left(n_2 (n_1 y_1 + y_2) - \frac{1 - n_1 n_2}{2\pi}\right) - 4a b e^{-2\pi y_1 - 2\pi y_2} \left(n_2 (n_1 y_1 + y_2) + \frac{(n_2 - 1)(1 - n_2 n_2)}{4\pi}\right) \cos(2\pi(x_1 - x_2)), \tag{3.12}
\]
where $a, b \in \mathbb{R}, n_1, n_2 \in \mathbb{Q}_{\geq 0}$ are model-dependent parameters that control the essential instanton terms. The polynomial and exponential parts of the flux superpotential take the respective forms
\[
W_{\text{pol}} = (g_1 + ig_2)(t_1 + n_2 t_2) + (g_1 + ig_2) - (g_4 + ig_5),
\]
\[
W_{\text{inst}} = a e^{2\pi it_2} \left(i g_3 - \frac{1 - n_1 n_2}{2\pi} - g_3 n_1 n_2 t_1 - g_3 n_2 t_2 - g_6 n_2\right) + b e^{2\pi it_1} \left(i g_3 - \frac{n_1 n_2 - 1}{2\pi} - g_3 n_1 t_1 - g_3 t_2 - g_6\right) + \mathcal{O}(e^{-4\pi y}). \tag{3.13}
\]

Let us already point out that the polynomial part of the Kähler potential and flux superpotential is very similar to those of the one-modulus $\Pi_0$ boundaries given in (3.1) and (3.2), for which we only need to replace $t$ by $t_1 + n_2 t_2$ and relabel some of the fluxes. By computing the Kähler metric for (3.12) one sees that $K_{\text{pol}}$ yields a degenerate polynomial metric, as elaborated upon below (2.17). This degeneracy is cured by the exponentially suppressed term involving $a^2$ in $K_{\text{inst}}$, which therefore is a metric-essential instanton. Note that the essential instanton term involving $b$ can also cure this degeneracy unless $n_2 = 0$.

Now let us turn to the extremization conditions that have to be solved. The vanishing F-term conditions can conveniently be written as
\[
(y_1 + n_2 y_2) D_{t_1} W - s D_{t_2} W = (y_1 + n_2 y_2)(f_1 + if_2) - s(h_4 + ih_5) = 0,
\]
\[
(y_1 + n_2 y_2) D_{t_1} W + s D_{t_2} W = -if_4 + f_5 + s(y_1 + n_2 y_2)(-ih_1 + h_2) = 0,
\]
\[
\frac{n_2 D_{t_1} W - D_{t_2} W}{2\pi(a e^{-2\pi y_2} - n_2 b e^{-2\pi y_1})} = if_6 + sh_6 - (n_1 y_1 + y_2)(f_3 - ish_3) = 0. \tag{3.14}
\]
The first two conditions take a similar form as (3.3) found near one-modulus II boundaries, where the saxion $y$ is now replaced by the linear combination $y_1 + n_2 y_2$ and some fluxes are relabeled. Proceeding in the same fashion as the one-modulus setup, these two equations fix the saxions $y_1 + n_2 y_2$ and $s$, and furthermore impose two relations on the fluxes that ensure their axionic partners have vanishing vevs

$$y_1 + n_2 y_2 = \sqrt{\frac{f_4 h_4}{f_1 h_1}}, \quad s = \sqrt{\frac{f_1 f_4}{h_1 h_4}}, \quad f_2 h_4 = f_1 h_5, \quad f_3 h_1 = f_4 h_2,$$

where we require $f_1/h_4 > 0$ and $f_4/h_1 < 0$ in order to get sensible values for the saxions.

The relevance of the third equation in (3.14) is a bit more subtle. While this F-term is exponentially suppressed, it does contribute to the polynomial part of the scalar potential, in line with our discussion at the end of section 2.2. This can be seen by carefully inspecting the Kähler potential (3.12), which yields a Kähler metric with an exponentially small eigenvalue for the eigenvector $(n_2, -1)$. This scaling then cancels against the scaling of the F-term when computing the scalar potential through (2.8), hence contributing at polynomial order. Therefore we must require the third F-term given in (3.14) to vanish as well, which is solved by

$$n_1 y_1 + y_2 = \sqrt{\frac{f_6 h_6}{f_3 h_3}}, \quad f_3 f_6 h_1 h_4 = f_1 f_4 h_3 h_6,$$

where we must require $f_3/h_6 > 0$ and $f_6/h_3 < 0$ to have positive saxion vevs compatible with the positivity conditions given below (3.15).

Together (3.15) and (3.16) specify all vacua (with vanishing axion vevs) of the polynomial scalar potential arising from the flux superpotential (3.13). We are interested in constructing vacua with $W_{\text{pol}} = 0$, which amounts to additionally imposing

$$h_2 = -f_1 \sqrt{-\frac{h_1 h_4}{f_1 f_4}}, \quad h_5 = -f_4 \sqrt{-\frac{h_1 h_4}{f_1 f_4}}.$$

It is now instructive to compare the scale of the moduli masses and the vacuum superpotential again with the D3-brane tadpole. The tadpole contribution due to the fluxes can be split into two parts as

$$Q_{D3} = f_1 h_4 - f_4 h_1 + \frac{1}{2} (f_3 h_6 - f_6 h_3),$$

where we separated the fluxes that appear in the superpotential (3.13) at polynomial order from the fluxes that enter at exponential order. From the positivity conditions on the fluxes given below (3.15) and (3.16) we see that all terms in the contributions $Q_{D3}^{\text{pol}}$ and $Q_{D3}^{\text{inst}}$ are positive. For the canonically normalized masses of the moduli we then compute the eigenvalues of $K^{ac} \partial_a \partial_b V$ and find that

$$m_\tau^2 = m_{n_1 n_2 t_2}^2 = \frac{f_1 h_4 - f_4 h_1}{V^2} = \frac{Q_{D3}^{\text{pol}}}{V^2} \leq \frac{Q_{D3}}{V^2},$$

where we dropped the overall volume factor $1/V^2$ for convenience. We do not write down the mass associated with the modulus $n_2 t_1 - t_2$ here, but note that it takes an exponentially large value in the fluxes, since this field corresponds to an exponential eigenvalue of the Kähler metric.
For the scale of the vacuum superpotential we need to study the saxion vevs. By using (3.15) and (3.16) we find the following two bounds through the D3-brane tadpole

\[ y_1 + n_2 y_2 \leq \frac{1}{2} Q_{\text{pol}}^{\text{D3}}, \quad n_1 y_1 + y_2 \leq Q_{\text{inst}}^{\text{D3}} \]

which are saturated for \( f_1 = h_1 = 1, f_4 = -h_4 \) and \( f_3 = h_3 = 1, f_6 = -h_6 \) respectively. The vacuum superpotential is then set by the smallest saxion vev as

\[ |W_0| \sim e^{-2\pi \min(y_1, y_2)} \geq e^{-2\pi Q_{\text{D3}}}. \]

Given both this bound on the vacuum superpotential and (3.10) in the one-modulus setup, it is tempting to speculate that \( |W_0| \) can be bounded from below by the D3-brane tadpole near any type II point, also in higher-dimensional moduli spaces. In light of the tadpole conjecture [48,49], this hints at an interesting tradeoff, where making \( |W_0| \) smaller by increasing \( h_2^{1,1} \) runs into problems with achieving full moduli stabilization.

To make the above story more concrete, let us consider the Seiberg-Witten point in the moduli space of the Calabi-Yau threefold in \( \mathbb{P}^{1,1,2,6} \) as an example. Following [7], we find that this boundary corresponds to the monodromy data \( n_1 = 0, n_2 = 1/4 \). As flux quanta we pick

\[ F_3 = (-4, -8, 10, 16, -8, -8), \quad H_3 = (-2, 1, 1, -2, -4, 5). \]

(3.22)

The scalar potential then has a minimum at

\[ s = 4, \quad y_1 = 1.5, \quad y_2 = 2, \quad |W_0| = 7.3 \cdot 10^{-5}, \]

(3.23)

where we used that \( b = -4\Gamma(3/4)^4/(\sqrt{3}\pi^2) \), and ignored the coefficient \( a \) in the expansion of the superpotential (3.13) since \( e^{-2\pi y_1} \gg e^{-2\pi y_2} \). The canonically normalized moduli masses are then computed to be

\[ m_{n_2 t_1 - t_2}^2 = 1.3 \cdot 10^{10}, \quad m_{t_1 + n_2 t_2}^2 = m_\tau^2 = 40 = Q_{\text{D3}}^{\text{pol}}, \]

(3.24)

where we dropped the volume factor \( 1/V^2 \) in the moduli masses for convenience. Note in particular that there is one exponentially large mass, which corresponds to the eigenvector of the Kähler metric with an exponential eigenvalue. Furthermore, all moduli masses are orders of magnitude larger than the exponentially small \( |W_0|^2 \).

### 4 Conclusions

In this paper, we described the systematic construction of Type IIB flux vacua with an exponentially small vacuum superpotential using recent insights from asymptotic Hodge theory. It is based on the fact that all asymptotic regions in complex structure moduli space can be classified [21] and that general models for asymptotic period vectors can be constructed in each of these regions [7]. Crucially, this can be done without reference to a specific geometric realization and therefore gives a powerful tool to do model-building by directly manipulating the geometry of the moduli space. A crucial aspect of this construction is that the inclusion of what we called essential instantons is important in most asymptotic regimes. These appear as exponential corrections to the polynomial part of the periods and are required by the general statements of asymptotic Hodge theory. Their presence is also of physical significance,
since they ensure, for example, that the kinetic terms of the complex structure moduli are non-degenerate and positive. In this work we have shown how essential instanton corrections can be the crucial ingredient in obtaining vacua with an exponentially small superpotentials and a hierarchy in the mass matrix of the moduli.

A first takeaway of our approach to constructing flux vacua is that there is a conceptual difference in whether the exponentially small value of the superpotential is induced by essential or non-essential instantons. Non-essential instantons are not required by consistency, but are well-known to arise in most known explicit geometric examples. They have been central in the flux superpotential constructions of [8-10] and lead to mass matrices with exponentially small eigenvalues. In contrast, we showed that the exponential terms induced by essential instantons in the superpotential and Kähler potential can combine to contributions to the scalar potential that enter at polynomial level. In fact, a special subset of these instantons, which we termed metric-essential since they ensure the non-degeneracy of the moduli metric, necessarily leads to such polynomial corrections in the scalar potential. Remarkably, we were thus able to study moduli stabilization at polynomial level and an exponentially small vacuum superpotential with the control provided by asymptotic Hodge theory.

To concretely demonstrate how our method works we explicitly applied it to one- and two-dimensional complex structure moduli spaces by singling out a certain set of boundaries and associated asymptotic regions within in the classification of all occurring possibilities of [21]. The considered asymptotic regions were close to a Type II point in both the one- and two-dimensional moduli spaces, i.e. we assumed that boundary of the highest co-dimension is of this specific type. We showed that in one- and two-dimensional moduli spaces this is a sufficient condition for implementing an exponentially small vacuum superpotential controlled by essential instantons and suspect that this conclusion also generalizes to higher-dimensional moduli spaces. In the considered low-dimensional examples we have already observed some interesting features of these models. Firstly, we have seen that starting at dimension two the moduli metric always has exponentially small eigenvalues, while the scalar potential can still depend polynomially on the same field. This universal feature of Type II points in moduli space is only absent for the one-dimensional moduli spaces, which are known to be special also from other perspectives [27]. Secondly, for both one- and two-dimensional moduli spaces, we have found that one complex structure modulus and the axio-dilaton are stabilized at polynomial order and have a mass of the same order. Thirdly, we have shown that in the considered cases there is a simple bound on how small $|W_0|$ can be made. It is expected that such a bound exists due to the finiteness of flux vacua [34][50], but it is interesting that one can show that this bound is set by the exponential of the negative tadpole charge. Concluding this summary, let us note that we expect that most of these observations can also be established for higher-dimensional moduli spaces.

Let us stress that our approach is of particular use in the realization of certain moduli stabilization scenarios, such as the KKLT scenario. The metric-essential instantons provide mass to the complex structure moduli that is naturally larger than the mass scale of the non-perturbatively stabilized Kähler structure moduli. This avoids the complications arising from dealing with a very light complex structure modulus. However, we note that it is a general feature of the outlined scenario in moduli spaces with $h^{2,1} > 1$ that one finds at least one complex structure modulus that gains an exponentially large mass after canonical normalization. This is due to the fact that the moduli metric admits an exponentially small eigenvalue set by the metric-essential instantons. It needs to be ensured that the mass of this field is still sufficiently
below the Kaluza-Klein scale to make our considerations self-consistent. One can then aim at implementing an exponentially small vacuum superpotential by including the outlined stabilization scheme as a building block in a more extensive setting. For example, one can stabilize a number of the complex structure moduli near a Type II boundary and use the essential instantons to control the superpotential. We expect that this can be done for explicit geometric Calabi-Yau examples or abstractly by using Hodge theory techniques. In either approach the described building block can be part of a general asymptotic moduli stabilization scheme put forward in [31,51].

There are numerous interesting questions for future research that might be answered using the general understanding of the asymptotic complex structure moduli space. Most immediate is to explore how our construction of flux vacua near Type II points extends to higher-dimensional moduli spaces and more involved boundary configurations. In particular, while we have presented arguments that our construction does not work for finite distance boundaries, there are more possibilities for infinite distance boundaries other than Type II and the large complex structure boundaries. For example, in higher-dimensional moduli spaces one can find novel Type III boundaries that cannot occur in complex structure moduli spaces of dimension less than three. Furthermore, there are also so-called coni-LCS boundaries, which roughly speaking arise when a finite distance boundary meets an infinite distance boundary. For those our method requires also at least three moduli in order to have enough freedom to stabilize moduli at the polynomial level. This fact ties nicely together with the recent construction of flux vacua near such boundaries in the three moduli setting that have been proposed in [31,10]. The most direct way to make progress on more general configurations is to extend the construction of asymptotic periods in [7] and then use them to study flux vacua. Alternatively one can aim to apply the asymptotic Hodge theory techniques directly to the scalar potential as in [31,51], but this requires one to develop an efficient strategy to gain information about the superpotential.

Let us close by stressing that the constructions of this work were carried out for Calabi-Yau threefolds with an understanding that an orientifold involution still needs to be implemented to obtain a minimally supersymmetric effective theory. A more elegant way to directly obtain an $\mathcal{N} = 1$ effective theory is to consider F-theory compactifications on elliptically fibered Calabi-Yau fourfolds. Remarkably, the used asymptotic Hodge theory methods are equally applicable to these higher-dimensional manifolds. In fact, we expect that these methods open the way to study interesting moduli stabilization schemes for F-theory as recently demonstrated in [31,37] and [52]. We believe that this novel way of studying F-theory flux vacua sets us on the track to understand the structure of the flux landscape, sidetracking the fact that only a sparse number of explicit period computations for Calabi-Yau fourfolds has been performed.
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A Flux vacua near finite distance points

In this appendix we study flux vacua with exponentially small superpotentials near finite distance boundaries in complex structure moduli space, i.e. type I points. We explain that the strategy laid out in section 2.3 does not stabilize all moduli for such boundaries, and exponential corrections to the polynomial scalar potential $V_{\text{pol}}$ are needed to lift flat directions.

Let us begin by inspecting the constraints put by the vanishing of the polynomial superpotential and the F-term of the axio-dilaton $\tau$ at the vacuum. These conditions together can be conveniently rewritten as

$$\langle F_3, \Pi_{\text{pol}}|_{a_0} \rangle = 0, \quad \langle H_3, \Pi_{\text{pol}}|_{a_0} \rangle = 0.$$  \hspace{1cm} (A.1)

Recall now that we can expand these polynomial periods as $\Pi_{\text{pol}} = e^{t_i N_i a_0}$, and subsequently use that $N_i a_0 = 0$ for type I points, giving $\Pi_{\text{pol}} = a_0$. It then follows that the polynomial part of the superpotential vanishes identically, i.e. for any values of the axio-dilaton and the complex structure moduli we must have

$$W_{\text{pol}} = \langle F_3 - \tau H_3, a_0 \rangle = 0,$$  \hspace{1cm} (A.2)

since both $\langle F_3, a_0 \rangle = 0$ and $\langle H_3, a_0 \rangle = 0$. Note that requiring $D_i W_{\text{pol}} = 0$ for these vacua thus only imposes a constraint on the fluxes $F_3$ and $H_3$, and in particular does not fix any of the moduli. Furthermore, corrections to this F-term through $D_\tau W_{\text{inst}}$ only enter the scalar potential $V_{\text{pol}}$ at exponential order, since $K^{\tau \bar{\tau}}$ is polynomial in the fields. In contrast, metric-essential instantons cause the inverse Kähler metric $K^{ij}$ to have $h^{2,1}$ exponentially large eigenvalues for finite distance boundaries, so the complex structure moduli F-terms $D_i W_{\text{inst}}$ do contribute to the polynomial scalar potential. The polynomial scalar potential therefore reduces to

$$V_{\text{pol}} = \frac{1}{2h^2} e^K K^{ij} D_i W_{\text{inst}} D_j W_{\text{inst}},$$  \hspace{1cm} (A.3)

where the indices $i, j$ run only over complex structure moduli. The crucial observation is now that the polynomial scalar potential is minimized by imposing $D_i W_{\text{inst}} = 0$. This yields only $h^{2,1}$ constraints on the complex structure moduli and axio-dilaton, leaving us with one free modulus. In principle one can lift this flat direction by including exponential corrections to the polynomial scalar potential $V_{\text{pol}}$. In fact, to some extent we have control over these corrections, since non-metric essential instantons and $D_\tau W_{\text{inst}}$ enter the scalar potential at exponential order. However, one might find that for instance non-essential instantons compete with these corrections to the scalar potential. Furthermore, even if the effective potential for this polynomially flat direction can be determined, the resulting extremization conditions will be of a much more complicated form than the algebraic equations (2.20) and (2.22) we encountered previously. For this reason we leave the search for flux vacua with exponentially small superpotentials near finite distance boundaries to future work.
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