Facial Emotion Detection Using Haar-Cascade Classifier and Convolutional Neural Networks
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Abstract. Computer vision has the challenge to detect the facial emotions of humans. Recently, in computer vision and machine learning, it’s possible to detect emotion from video or image accurate. In our research will propose to classify facial emotion using Haar-Cascade Classifier and Convolutional Neural Networks. The experiment uses the FER2013 dataset which was collected for the facial expression recognition dataset, and we proposed seven classified facial expression. The CNN model gain MSE and accuracy value based on epoch variety. The results showed that with the increase in the epoch value, the smaller MSE value would be obtained, likewise, the accuracy value would be increased. Thus, the proposed algorithm of CNN is proven to be effective for facial emotion detection.

1. Introduction
Computer vision is an interdisciplinary scientific field that deals with how computers can gain a high-level understanding of digital images or video processing [4]. Computer vision can solve tasks using methods for acquiring, processing, analyzing, and extracting high-dimensional data from images, video, text, and others. Sub-domains of computer vision include scene reconstruction, image compression, image restoration, vehicle detection, and facial emotion recognition. Facial emotion recognition is the central identifier for human expressions. Emotions can be expressed in many varieties such as facial expressions, voices, text, and others.

Currently, this research approaches primarily focuses on the classifier method using Haar-Cascade and the deep learning method using Convolution Neural Network. Facial detection using Haar feature-based Cascade classifier is an effective object detection method [5]. The deep neural network has the same type as CNN in high network depth and algorithm process. The basic concept of CNN almost the same as with Multilayer Perceptron, however, each neuron in CNN will be implemented using a two-dimensional shape. CNN can only be used for image and voice recorder data which has a two-dimensional structure. CNN has many layers of learning which are used to read an input a feature based on the characteristic of the input. The layers are in the form of number vectors. This feature extraction layer consists of a convolution layer and a pooling layer. In the convolution layer, the output of neurons will be calculated, each of which calculates their weight and until the images with small size are connected into input volume.

The manuscript will focus on seven facial expressions based on the training dataset, which are angry, disgust, fear, happy, sad, surprises, neutral. The proposed model is trained using the FER2013 dataset. In the next section will be presenting about Related Work or Literature Review, Methodology, Haar-Cascade Classifier, and CNN. The last section will discuss the results and conclusions.

2. Literature Review
In this section, we will describe and present the latest research about CNN in digital image processing. All humans have facial expression to show their emotional mood. The facial expression has many tools for use in many fields such as robotics, medicine, unmanned aerial vehicle, and lie detectors. Based on knowledge facial expression as follows angry, fear, happy, sad, disgust, neutral, and surprise. Recently, Ninad and their group research present facial emotion recognition using Convolutional Neural Networks, and they divide it into two parts of the concept [1]. The first part to removing the background from the images and the second part is focused on the part of vector extraction from the images. They used the supervisory data from the stored database of 10,000 images
and 154 faces. The results show if the accuracy is about 96%, using an expressional model with 24 values. In their paper presented if used more than 750k dataset of images there are Cohn-Kanade, Caltech, CMU, and NIST face data storage [1].

The other research by Liliana was a present facial expression to detecting the occurrence of facial Action Units (AUs) as a subpart of FACS which presents human emotion [2]. They used a regularization method called “dropout” to prove if CNN was very effective in reducing overfitting. Dataset Cohn Kanade (CK+) was used in their experiment. Then, the results gain an average accuracy rate of 92.81%. The dataset images were classified with eight emotion classes. Furthermore, we will present a recent paper by Zeynab and their group research. The paper proposes CNN method is trained on Cohn-Kanade and RAVDESS dataset and classified the facial expression with five major facial emotions. They mention that the uniqueness of their model it’s not trained and performed well for both datasets with few neural layers [3]. The model has outperformed and convolutional layers with the addition of pooling and dropout layers. The results of their research proposed satisfactory in detecting macro facial emotions on the dataset.

3. Research Methodology

3.1. Data Acquisition
We use the basic emotion in facial emotion recognition and classified into 7 class of expression, namely angry, disgust, fear, happy, sad, surprise, as well as neutral. Furthermore, we use CNN to recognize different expressions or emotions. In fig 1 determine much facial emotion based on dataset FER2013.

![Figure 1. Variety Facial Emotion Recognition](image)

3.2. Data Storage
The dataset used in this research is Facial Emotion Recognition 2013 (FER2013). The training set consists of 28,709 examples, and the testing set consists of 7179 examples. The data consist of 48 x 48 pixel grayscale images of the face. The faces have been automatically registered so that the face is less or less centered and occupies about the same amount of space in each image. On the other hand, the test data set consists of 70 examples.

3.3. CNN for facial expression detecting
Fig 2 describes the architecture of CNN. CNN has 6 convolutional layers, 2 subsampling layers, 12 convolution layers, and 2 subsampling Neural Network.
3.4. Haar Cascade Classifier

Object detection using Haar feature-based cascade classifier is an object detection method by Paula Viola and Michael Jones. In 2001, they proposed a paper name “Rapid Object Detection using a Boosting Cascade of Simple Features”. Haar cascade is a set of Haar Like Features that are combined to form a classifier. The feature is the pixel value in the write subtracted from the pixels value in the blank area. The base of the face detector is 24 x 24. From that base face detector, there around 160k possible Haar-Like Feature. However, not all of these features are used.

4. Experimental Results

We conducted experiments using a training dataset and testing data set in real-time by a video camera. Fer2013 dataset has 28,709 images and we used it all in our experiments. As we can see in table 1, we use varied epochs and get a different result in MSE and Accuracy. From the experiments we can that there a significant decreasing means square error as the epoch of training data raises. Several testing data we are proposed each expression has 10 times to test in real-time.

| Table 1. MSE and Model Accuracy of CNN |
|----------------|----------------|----------------|----------------|
| Epoch | Num of Training Data | Num of Testing Data | MSE | Model Accuracy |
| 30 | 28,709 | 70 | 0.8652 | 67% |
| 50 | 28,709 | 70 | 0.6754 | 75% |
| 75 | 28,709 | 70 | 0.5214 | 81% |
| 100 | 28,709 | 70 | 0.4192 | 85% |
| 150 | 28,709 | 70 | 0.3356 | 89% |
| 200 | 28,709 | 70 | 0.2912 | 92% |

Table 1 presents the result of the experiment, we use a variety of epoch to training and testing the data. The results present that the higher the epoch value so the MSE value is getting lower value. Likewise, model accuracy was present more accurately when the epoch higher. These works are showed the CNN method is great for testing and training images.
Table 2. Facial Emotion Detection Classification

| Epoch | Angry | Happy | Disgust | Sad | Neutral | Surprise | Fear |
|-------|-------|-------|---------|-----|---------|----------|------|
| 30    | 60%   | 70%   | 50%     | 60% | 60%     | 60%      | 60%  |
| 50    | 70%   | 70%   | 70%     | 70% | 70%     | 70%      | 70%  |
| 75    | 70%   | 80%   | 70%     | 70% | 70%     | 70%      | 70%  |
| 100   | 80%   | 90%   | 80%     | 70% | 70%     | 80%      | 70%  |
| 150   | 80%   | 100%  | 80%     | 80% | 80%     | 80%      | 80%  |
| 200   | 90%   | 100%  | 80%     | 80% | 90%     | 90%      | 80%  |

By measuring the facial emotion in seven classes, the accuracy rates for each epoch is different. The problem when we test using video were the facial expression model is still cannot distinguish between fear and sad expression, happy and surprise expression.

Figure 3. Mean Square Error or Loss when running the program

Figure 3 was described Mean Square Error versus Validation Loss, the more the loss or MSE gets the lower pattern, so the validation loss will be higher graphic.

Figure 4. Model Accuracy when running the program

The scenario of the experiment gives us prominent results about the model performance of mean square error value show decreasing process from minimum epoch into maximum epoch in our works. In a different graph in fig 4, the accuracy of model facial emotion detection was proposed increasing value from the beginning of the process, it means the smaller the MSE value, so we can get the greater accuracy value of the model.
5. Conclusion
We proposed a Convolutional Neural Network (CNN) architecture for facial emotion detection. There are seven classes of facial emotions, we test data in real-time using Haar-Cascade Classifier to give the highlight in the round of face. We used the FER2013 database and we train then create visualizations that the greater value of the epoch, accordingly the mean square error has a small value, however, the accuracy of the model will be increased.
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