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Abstract
This paper is dedicated to the problem of isolating and validating zeros of non-linear two point boundary value problems. We present a method for such purpose based on the Newton-Kantorovich Theorem to rigorously enclose isolated zeros of two point boundary value problem with Neumann boundary conditions.
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1. Introduction

Rigorous numerical methods for the verification of existence of solutions of non-linear differential equations are of great importance due to the fact that, although it is usually possible to solve such problems numerically, it is often very hard, if not impossible, to obtain analytical solutions. Additionally such non-linear problems frequently have multiple solutions, whose multiplicity and behaviour often depend on parameters. Hence rigorous numerical methods to prove the existence, multiplicity and provide additional information about the behaviour of solutions to non-linear differential equations are fundamental tools for non-linear analysis and applications. Many authors have proposed verification methods to solve partial differential equations such as the analytical method based on a Newton-Kantorovich theorem
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in [1], the semi-analytical method in [2, 3], and the analytical method based on radii polynomials in [4, 5]. The methods in [4, 5] are based on a contraction mapping argument applied to a Newton-Like operator $T$ on a Banach space, in which the search for zeros of a map $F$ is shown to be equivalent to finding fixed points of $T$. This method is useful to obtain equilibria [6, 7], invariant manifolds [8, 9], connecting orbits [10, 11], solutions in spaces with varying regularity [12], and other types of solutions. However, these methods are usually computationally expensive due to the fact that they often require the computation of approximate inverses (or estimates on the norm of the inverse) of large matrices. Methods to solve boundary value problems are presented in [13, 14, 15] where upper and lower solutions are computed to approximate the solution to the boundary value problem. The approach presented in this paper differs from the methods above in the sense that it is a method to validate a previously computed numerical solution and not a method to compute the approximate solution itself. Hence this paper can be seen as a complement to other methods to compute numerical solutions to boundary value problems.

The goal of this paper is to propose an efficient method to solve rigorously a general two points boundary value problem with Neumann boundary condition of the form

$$u'' = f(x, u, u'), \quad u'(0) = u'(s) = 0.$$  \hspace{1cm} (1)

To describe the main ideas of the method let us interpret the problem as a problem of the form $F(u) = 0$ for $u$ in an appropriate Hilbert space, where $F(u) = u'' - f(x, u, u')$. The first step is to obtain a non-rigorous numerical candidate $w$ for a zero of $F$ using a finite dimensional approximation of $F$. We then use a version of the Newton-Kantorovich theorem to rigorously verify the existence of a true zero of $F$ close to $w$, based on the computation of rigorous enclosures for

$$\|F(w)\|, \quad \lambda(DF(w)),$$

and a Lipschitz constant $K > 0$ for $DF$, where $\lambda$ is the bijectivity modulus to be defined later. The computation of these bounds are done via efficient methods based on rigorous integration, a finite dimensional approximation of $DF(w)$, and a certain bound $K$ on the second partial derivatives of $f$.

This paper is organized as follows: In Section 2 we introduce some definitions and preliminaries results to be used in the paper. In Section 3 we
present a reformulation of the Newton-Kantorovich theorem based on the bijectivity modulus and show how to compute the constants needed in this reformulation. Section 4 is dedicated to apply the general theoretical results of Section 3 to rigorously compute solutions to (1). Finally, in Section 5 we present our conclusions and plans for future work.

2. Preliminaries

In this section we present some definitions and preliminary results needed to prove the main theorem of this paper (Theorem 3.1), which uses a modified version of the Newton-Kantorovich theorem to prove existence of solutions to boundary values problems.

Throughout this paper we will denote $I = (0, 1)$ and $ar{I} = [0, 1]$. Given $u \in L^2(I)$, we define the cosine and sine series expansions of $u$ by

$$u(x) \sim \hat{u}_{\cos}(1) + \sum_{k=2}^{\infty} \hat{u}_{\cos}(k) \sqrt{2} \cos((k-1)\pi x)$$

and

$$u(x) \sim \sum_{k=2}^{\infty} \hat{u}_{\sin}(k) \sqrt{2} \sin((k-1)\pi x)$$

respectively, where

$$\hat{u}_{\cos}(1) = \int_{0}^{1} u(x) dx, \quad \hat{u}_{\cos}(k) = \int_{0}^{1} u(x) \sqrt{2} \cos((k-1)\pi x) dx \quad \text{for } k \geq 2$$

and

$$\hat{u}_{\sin}(k) = \int_{0}^{1} u(x) \sqrt{2} \sin((k-1)\pi x) dx \quad \text{for } k \geq 2.$$ 

Moreover (see [16, p. 145]) the sets

$$\left\{ 1, \sqrt{2} \cos(\pi x), \sqrt{2} \cos(2\pi x), \cdots \right\} \quad \text{and} \quad \left\{ \sqrt{2} \sin(\pi x), \sqrt{2} \sin(2\pi x), \cdots \right\}$$

are orthonormal bases for $L^2(I)$. The following is a well know consequence of the Parseval formula (see [17, Theorem 7.6]).

**Proposition 2.1.** Let $X$ be a Hilbert space with orthonormal basis $B_X = \{e_1, e_2, \cdots \}$. Given $x \in X$ let $\pi_X(x) = (\langle x, e_k \rangle)_{k \in \mathbb{N}}$. Then $\pi_X(x) \in \ell^2(\mathbb{N})$ for all $x \in X$ and $\pi_X: L^2(I) \to \ell^2(\mathbb{N})$ is an isometric isomorphism.
Thus, denoting \( \pi_{\cos}(u) = (\hat{u}_{\cos}(1), \hat{u}_{\cos}(2), \cdots) \) and \( \pi_{\sin}(u) = (\hat{u}_{\sin}(2), \hat{u}_{\sin}(3), \cdots) \), for \( u \in L^2(I) \), the following corollary follows directly from the proposition above.

**Corollary 2.2.** Given \( u \in L^2(I) \) we have that \( \pi_{\cos}(u), \pi_{\sin}(u) \in \ell^2(\mathbb{N}) \) and moreover \( \pi_{\cos}: L^2(I) \to \ell^2(\mathbb{N}) \) and \( \pi_{\sin}: L^2(I) \to \ell^2(\mathbb{N}) \) are isometric isomorphisms.

We denote by \( H^q(I) \) the Sobolev space of functions \( u \in L^2(I) \) whose \( m \)-th weak derivative \( u^{(m)} \) exists and is square integrable for all \( 0 \leq m \leq q \). The space \( H^q(I) \) is Hilbert with the usual inner product

\[
\langle u, v \rangle_{H^q(I)} = \sum_{k=0}^{q} \langle u^{(k)}, v^{(k)} \rangle_{L^2(I)}.
\]

It is well known (see [14, Theorem 8.2]) that every function \( u \in H^q(I) \) has a unique representative \( \bar{u} \in C^{q-1}([\hat{I}], \mathbb{R}) \), that is, such that \( u = \bar{u} \) a.e. on \( I \). Thus we assume, without loss of generality, that \( u(x) = \bar{u}(x) \) for all \( x \in \hat{I} \). Our method looks for zeros of \( \mathcal{F} \) in the space \( H^2_N(I) \) defined below.

**Definition 2.3.** We denote by \( H^2_N(I) \) the subspace of \( H^2(I) \) consisting of the functions \( u \in H^2(I) \) such that \( u'(0) = u'(1) = 0 \). Furthermore, \( H^1_0(I) \) denotes the subspace of functions \( u \in H^1(I) \) satisfying \( u(0) = u(1) = 0 \).

The following proposition follows directly by integration by parts for functions in \( H^1(I) \).

**Proposition 2.4.** If \( u \in H^1(I) \) then

(i) \( \hat{u}'_{\sin}(k) = -(k-1)\pi \hat{u}_{\cos}(k) \) for all \( k \in \mathbb{N}, k > 2 \);

(ii) \( \hat{u}'_{\cos}(k) = (k-1)\pi \hat{u}_{\sin}(k) \) for all \( k \in \mathbb{N} \) if \( u \in H^1_0(I) \).

**Proposition 2.5.** The set

\[
B_{H^2_N(I)} = \left\{ 1, \frac{\sqrt{2} \cos(\pi x)}{\omega(2)}, \frac{\sqrt{2} \cos(2\pi x)}{\omega(3)}, \cdots \right\},
\]

where \( \omega(k) := \sqrt{1 + ((k-1)\pi)^2 + ((k-1)\pi)^4} \) for \( k \in \mathbb{N} \), is an orthonormal basis for \( H^2_N(I) \).
Proof. We can directly see that $B_{H_N^2(I)}$ forms an orthonormal set in $H_N^2(I)$. Now, to prove that the linear span of $B_{H_N^2(I)}$ is dense in $H_N^2(I)$, given $u \in H_N^2(I)$, consider $(u_m)_{m \geq 2}$ defined by

$$u_m(x) = \sum_{k=2}^{m} \hat{u}_{\sin}(k) \sqrt{2} \sin((k - 1) \pi x).$$

It is clear $u_m$ is in the linear span of $B_{H_N^2(I)}$. Now, let $w_m = u - u_m$ for all $m \in \mathbb{N}$, $m \geq 2$. Since $(\hat{w}_m)_{\cos}(k) = 0$ for all $1 \leq k \leq m$ and $(\hat{w}_m)_{\cos}(k) = \hat{u}_{\cos,m}(k)$ for $k \geq m + 1$, by Propositions 2.2 and 2.4 we have

$$\|u - u_m\|_{H_N^2(I)} = \sqrt{\sum_{k=m+1}^{\infty} \hat{u}_{\cos}(k)^2 + \sum_{k=m+1}^{\infty} \hat{u}_{\sin}'(k)^2 + \sum_{k=m+1}^{\infty} \hat{u}_{\cos}''(k)^2},$$

but since $u \in H_N^2(I)$, it follows by Proposition 2.2 that $\hat{u}_{\cos} \in \ell^2(\mathbb{N})$, $\hat{u}_{\sin}' \in \ell^2(\mathbb{N})$, and $\hat{u}_{\cos}'' \in \ell^2(\mathbb{N})$ and thus by the above equation we have $\lim_{m \to \infty} \|u - u_m\|_{H_N^2(I)} = 0$, proving thus the density of the linear span of $B_{H_N^2(I)}$ over $H_N^2(I)$.

Thus, denoting $h_{\cos}(u) = (\omega(1)\hat{u}_{\cos}(1), \omega(2)\hat{u}_{\cos}(2), \omega(3)\hat{u}_{\cos}(3), \cdots)$ for all $u \in H_N^2(I)$, as a direct consequence of Proposition 2.1 and Proposition 2.5 we have the following.

**Corollary 2.6.** For all $u \in H_N^2(I)$ we have that $h_{\cos}(u) \in \ell^2(\mathbb{N})$ and $h_{\cos}: H_N^2(I) \to \ell^2(\mathbb{N})$ is an isometric isomorphism.

Proof. Let us prove that $h_{\cos}: H_N^2(I) \to \ell^2(\mathbb{N})$ is an isometric isomorphism. Indeed, $h_{\cos}$ is linear since its entries are the coefficients of cosine basis of $L^2(I)$ multiplied by the weights $\omega(k) = \sqrt{1 + ((k - 1) \pi)^2 + ((k - 1) \pi)^4}$ for $k \in \mathbb{N}$. By Proposition 2.5 the set

$$B_{H_N^2(I)} = \left\{ 1, \frac{\sqrt{2} \cos(\pi x)}{\omega(2)}, \frac{\sqrt{2} \cos(2 \pi x)}{\omega(3)}, \cdots \right\},$$

is an an orthonormal basis for $H_N^2(I)$. Notice that $h_{\cos}: H_N^2(I) \to \ell^2(\mathbb{N})$, sends the $m$-th element of $B_{H_N^2(I)}$ to the $m$-th element of the canonical basis of $\ell^2(\mathbb{N})$. Thus, the result follows by Proposition 2.1 and Proposition 2.4 by.
computing the coefficients of \( u \in H^2_N(I) \) in the \( B_{H^2_N(I)} \) basis, that is, denoting \( c_k(t) = \sqrt{2} \cos((k-1)\pi t) \) and \( s_k(t) = \sqrt{2} \sin((k-1)\pi t) \), for \( k \in \mathbb{N} \), we get that

\[
\langle u, 1 \rangle_{H^2(I)} = \int_0^1 u(t)dt = \hat{u}_\cos(1) = (h_\cos(u))(1)
\]

and

\[
\left\langle u, \frac{\sqrt{2} \cos((k-1)\pi t)}{\omega(k)} \right\rangle_{H^2(I)} = \frac{1}{\omega(k)} \int_0^1 u(t)\sqrt{2} \cos((k-1)\pi t)dt
\]

\[
- \frac{(k-1)\pi}{\omega(k)} \int_0^1 u'(t)\sqrt{2} \sin((k-1)\pi t)dt - \frac{(k-1)\pi}{\omega(k)} \int_0^1 u''(t)\sqrt{2} \cos((k-1)\pi t)dt
\]

\[
= \frac{1}{\omega(k)} \left( \int_0^1 u(t)c_k(t)dt - ((k-1)\pi) \int_0^1 u'(t)s_k(t)dt - ((k-1)\pi)^2 \int_0^1 u''(t)c_k(t)dt \right)
\]

\[
= \frac{1}{\omega(k)} \left( \hat{u}_\cos(k) - ((k-1)\pi)\hat{u}'_\sin(k) - ((k-1)\pi)^2 \hat{u}'''_\cos(k) \right)
\]

\[
= \frac{1}{\omega(k)} \left( \hat{u}_\cos(k) + ((k-1)\pi)^2 \hat{u}_\cos(k) - ((k-1)\pi)^3 \hat{u}'_\sin(k) \right)
\]

\[
= \frac{1}{\omega(k)} \left( \hat{u}_\cos(k) + ((k-1)\pi)^2 \hat{u}_\cos(k) + ((k-1)\pi)^4 \hat{u}_\cos(k) \right)
\]

\[
= \frac{\omega(k)^2}{\omega(k)} \hat{u}_\cos(k) = \omega(k) \hat{u}_\cos(k) = (h_\cos(u))(k),
\]

for all \( k > 1 \).

In this paper we identify \( \mathbb{R}^m \) with a subset of \( \ell^2(\mathbb{N}) \) through the isometric embedding \( \pi_{\mathbb{R}^m}(a) = (a_1, \ldots, a_m, 0, \ldots) \in \ell^2(\mathbb{N}) \), for \( a = (a_1, \ldots, a_m) \in \mathbb{R}^m \). In the following, we let \( \pi_{\cos,m} : L^2(I) \to \mathbb{R}^m \) be given by \( \pi_{\cos,m}(u) = (\hat{u}_\cos(1), \ldots, \hat{u}_\cos(m)) \) and let \( h_{\cos,m}^{-1} : \mathbb{R}^m \to H^2_N(I) \) given by \( h_{\cos,m}^{-1} = (h_\cos)^{-1} \mid_{\mathbb{R}^m} \) be the restriction of \( (h_\cos)^{-1} \) to \( \mathbb{R}^m \) via the above identification.

**Definition 2.7.** Given \( \mathcal{F} : H^2_N(I) \to L^2(I) \) and \( m \geq 1 \) we define \( \mathcal{F}_{\cos,m} : \mathbb{R}^m \to \mathbb{R}^m \) by

\[
\mathcal{F}_{\cos,m} = \pi_{\cos,m} \circ \mathcal{F} \circ h_{\cos,m}^{-1}.
\]

As a consequence of the above definition, if \( \mathcal{F} : H^2_N(I) \to L^2(I) \) is differentiable at \( w \in H^2_N(I) \) then \( D\mathcal{F}(w)_{\cos,m} : \mathbb{R}^m \to \mathbb{R}^m \) is defined by \( D\mathcal{F}(w)_{\cos,m} = \pi_{\cos,m} \circ D\mathcal{F}(w) \circ h_{\cos,m}^{-1} \). The function \( D\mathcal{F}(w)_{\cos,m} \) plays an important role in the next section, as a suitable finite dimensional approximation to \( D\mathcal{F}(w) \).
Proposition 2.8. Given a function \( f: \mathbb{R}^3 \to \mathbb{R} \) such that \( f(x, u, v) \) is \( C^2 \) in \((u, v)\) and piecewise continuous in \( x \), it follows that \( \mathcal{F}: H^2(I) \to L^2(I) \) defined by \( \mathcal{F}(u) = u'' - f(x, u, u') \) is Fréchet differentiable and, for \( w \in H^2(I) \), the derivative \( D\mathcal{F}(w): H^2(I) \to L^2(I) \) is given by

\[
(D\mathcal{F}(w))(v) = v'' - f_u(x, w, w')v - f_{u'}(x, w, w')v', \quad \text{for all } v \in H^2(I).
\]

Proof. Before proceeding with the proof, we should notice that from Lemma 3.8 it follows that

\[
\|u\|_{C^1(I)} \leq c_1 \|u\|_{H^2(I)} \quad \text{for all } u \in H^2(I). \tag{2}
\]

Now let \( u \in H^2(I) \) be fixed. Since \( u \in H^2(I) \) implies that \( u \in C^1(\bar{I}) \), letting \( z = (x, u, u') \), it follows that \( f_u(z) \) and \( f_{u'}(z) \) are piecewise continuous, and since \( \|v\|_{L^2(I)} \leq \|v\|_{H^2(I)} \) and \( \|v'\|_{L^2(I)} \leq \|v\|_{H^2(I)} \) it follows that

\[
\|D\mathcal{F}(u)(v)\|_{L^2(I)} \leq \left( 1 + \sup_{x \in I} |f_u(z)| + \sup_{x \in I} |f_{u'}(z)| \right) \|v\|_{H^2(I)}
\]

for all \( v \in H^2(I) \) and thus \( D\mathcal{F}(u): H^2(I) \to L^2(I) \) is a bounded linear operator.

Now, notice that \( g^x: \mathbb{R}^2 \to \mathbb{R} \) given by \( g^x(u, v) = f(x, u, v) \) is \( C^2 \) for each fixed \( x \in \bar{I} \) and that \( D_{(u,v)}f(x, u, v) \) and \( D_{(u,v)}^2f(x, u, v) \) are continuous in \((u, v)\) and piecewise continuous in \( x \). Hence, letting \( r = c_1 \|u\|_{H^2(I)} + c_1 \) and

\[
L = \sup_{x \in \bar{I}, (u,v) \in B(0, r)_{\mathbb{R}^2}} \|D_{(u,v)}^2f(x, u, v)\|
\]

it follows, by the Taylor Theorem (see [18, Theorem 5.6.2]), that

\[
|f(x, u_1, v_1) - f(x, u_0, v_0) - (D_{(u,v)}f(x, u_0, v_0))(h_0, k_0)| \leq \frac{L}{2} \|(h_0, k_0)\|_{\mathbb{R}^2}^2 \tag{3}
\]

for all \((x, u_0, v_0), (x, u_1, v_1) \in \bar{I} \times B(0, r)_{\mathbb{R}^2}\), where \( h_0 = u_1 - u_0 \) and \( k_0 = v_1 - v_0 \).

Thus, given \( h \in B(0, 1)_{H^2(I)} \) it follows from (2) that \( \|(u(x), u'(x))\|_{\mathbb{R}^2} \leq c_1 \|u\|_{H^2(I)} \leq r \), and

\[
\|(u(x) + h(x), u'(x) + h'(x))\|_{\mathbb{R}^2} \leq c_1 \|u\|_{H^2(I)} + c_1 = r
\]
for all \( x \in \bar{I} \). Hence, denoting \( w = u + h \), it follows by (3) that

\[
\begin{align*}
|\mathcal{F}(u + h) - \mathcal{F}(u) - D\mathcal{F}(u)(h)(x)| &= |f(x, u(x), u'(x)) - f(x, w(x), w'(x)) - D_{(u,v)}f(x, u(x), u'(x))(h(x), h'(x))| \\
&\leq \frac{L}{2}\|(h(x), h'(x))\|_{\mathbb{R}^2}^2 \leq c_1^2 \frac{L}{2}\|h\|^2_{H^2(I)}
\end{align*}
\]

for all \( x \in \bar{I} \). Finally, taking the \( L^2 \) norm and dividing by \( \|h\|_{H^2(I)} \) we obtain

\[
\frac{\|\mathcal{F}(u + h) - \mathcal{F}(u) - D\mathcal{F}(u)(h)\|_{L^2(I)}}{\|h\|_{H^2(I)}} \leq c_1^2 \frac{L}{2}\|h\|^2_{H^2(I)}
\]

for all non-zero \( h \in B(0,1)_{H^2(I)} \). Thus the left side in the above inequality goes to 0 as \( \|h\|_{H^2(I)} \to 0 \), which concludes the proof. \( \square \)

The next result is useful to compute \( D\mathcal{F}(w)_{\cos,m} : \mathbb{R}^m \to \mathbb{R}^m \) in the examples.

**Corollary 2.9.** Under the hypothesis of Proposition 2.8 we have \( (D\mathcal{F}(w)_{\cos,m})(a) = Aa \) where that \( A \in M_m(\mathbb{R}) \) is defined by

\[
A_{1,j} = \int_0^1 u''_j(x) - f_u(x, w(x), w'(x))u_j(x) - f_w(x, w(x), w'(x))u'_j(x)dx
\]

and

\[
A_{i,j} = \int_0^1 (u''_j(x) - f_u(x, w(x), w'(x))u_j(x) - f_w(x, w(x), w'(x))u'_j(x)) \sqrt{2}\cos((i-1)\pi x)dx,
\]

where, \( u_1 = 1, \ u_j(x) = \frac{\sqrt{2}\cos((j-1)\pi x)}{\omega(j)} \) for \( 1 < i, j \leq m \).

**Proof.** Given \( w \in C^2(\bar{I}) \) the derivative \( D\mathcal{F}(w)_{\cos,m} : \mathbb{R}^m \to \mathbb{R}^m \) can be expressed by \( (D\mathcal{F}(w)_{\cos,m})(a) = Aa \), where the columns of \( A \) are given by \( D\mathcal{F}(w)_{\cos,m}(e_j) \) for \( 1 \leq j \leq m \). Since \( h_{\cos,m}^{-1}(e_1) = 1 \) and \( h_{\cos,m}^{-1}(e_j) = \frac{\sqrt{2}\cos((j-1)\pi x)}{\omega(j)} \) for \( 1 < j \leq m \), follows by Proposition 2.8 that

\[
D\mathcal{F}(w)_{\cos,m}(e_1) = \pi_{\cos,m}(-f_u(x, w, w')) = (A_{1,1}, \ldots, A_{m,1})
\]
and

\[ DF(w)_{\cos,m}(e_j) = \pi_{\cos,m}\left(-\frac{(\pi (j - 1))^2 \sqrt{2}}{\omega(j)} \cos((j - 1)\pi x)\right) - \pi_{\cos,m}\left(\frac{\sqrt{2}}{\omega(j)} \cos((j - 1)\pi x) f_u(x, w, w')\right) + \pi_{\cos,m}\left(\frac{(j - 1)\pi \sqrt{2}}{\omega(j)} \sin((j - 1)\pi x)\right) = (A_{1,j}, \ldots, A_{m,j}). \]

The coordinate-wise of the projection \( \pi_{\cos,m} \) are the inner product with elements of orthonormal cosine basis in \( L^2(I) \), that is,

\[ A_{1,1} = -\int_0^1 f_u(x, w(x), w'(x)) \, dx, \]

\[ A_{1,j} = -\frac{\sqrt{2}}{\omega(j)} \int_0^1 f_u(x, w(x), w'(x)) \cos((j - 1)\pi x) \, dx \]

\[ + \frac{(j - 1)\pi \sqrt{2}}{\omega(j)} \int_0^1 f_u'(x, w(x), w'(x)) \sin((j - 1)\pi x) \, dx \]

and

\[ A_{i,j} = -\frac{(j - 1)\pi^2}{\omega(j)} \int_0^1 2 \cos((i - 1)\pi x) \cos((j - 1)\pi x) \, dx \]

\[ - \frac{2}{w(j)} \int_0^1 \cos((i - 1)\pi x) f_u(x, w(x), w'(x)) \cos((j - 1)\pi x) \, dx \]

\[ + \frac{2(j - 1)\pi}{\omega(j)} \int_0^1 \cos((i - 1)\pi x) f_u'(x, w(x), w'(x)) \sin((j - 1)\pi x) \, dx \]

\[ = -\frac{(j - 1)\pi^2}{\omega(j)} \delta_{ij} - \frac{2}{w(j)} \int_0^1 \cos((i - 1)\pi x) f_u(x, w(x), w'(x)) \cos((j - 1)\pi x) \, dx \]

\[ + \frac{2(j - 1)\pi}{\omega(j)} \int_0^1 \cos((i - 1)\pi x) f_u'(x, w(x), w'(x)) \sin((j - 1)\pi x) \, dx. \]

\[ \square \]
We propose the definition of the bijectivity modulus below in order to formulate our theory of isolation of zeros in two-point boundary value problems. In what follows we always let \( X, Y \) and \( Z \) denote Banach Spaces.

**Definition 2.10.** For \( F \in \mathcal{L}(X,Y) \) we define the bijectivity modulus \( \lambda(F) \) of \( F \) by

\[
\lambda(F) = \begin{cases} 
\|F^{-1}\|^{-1}, & \text{if } F \text{ is invertible} \\
0, & \text{otherwise}
\end{cases}
\]

Notice that \( \lambda(F) \) is well defined since, due to the Open Mapping Theorem, the invertibility of a bounded linear operator \( F \in \mathcal{L}(X,Y) \) implies directly in the boundedness of its inverse, and \( F^{-1} \neq 0 \) implies that \( \|F^{-1}\| \neq 0 \).

Before we proceed, we shall prove some basic properties of the bijectivity modulus, which will be used to prove the main theorem of this paper (Theorem 3.2).

**Proposition 2.11.** Given \( F \in \mathcal{L}(X,Y) \) and \( G \in \mathcal{L}(X,Y) \) it follows that

\[ |\lambda(F) - \lambda(G)| \leq \|F - G\| \]

*Proof.* Let \( j(F) = \inf_{\|x\|_X = 1} \|Fx\|_Y \), called the injectivity modulus of \( F \) and \( k(F) = \sup \{ r \geq 0 \mid B(0,r)_Y \subset F(B(0,1)_X) \} \), called the surjectivity modulus of \( F \) (see [19, Definition 3, p. 86]). Following [19, Theorem 4, p. 86, Theorem 7, p. 87 and Proposition 9, p. 88], the following properties regarding the injectivity and surjectivity modulus are valid

(a) \( j(F) \neq 0 \) if and only if \( F \) is injective with range closed, and \( k(F) \neq 0 \) if and only if \( F \) is surjective;

(b) If \( F \) is invertible then \( j(F) = k(F) = \|F^{-1}\|^{-1} \);

(c) \( |j(F) - j(G)| \leq \|F - G\| \) and \( |k(F) - k(G)| \leq \|F - G\| \) for all \( F, G \in \mathcal{L}(X,Y) \).

Notice that, if \( F \) and \( G \) are both not invertible, then by definition we have \( \lambda(F) = \lambda(G) = 0 \) in which case (4) is trivially true. Thus, we can suppose without loss of generality that \( F \) is invertible and prove that the following holds in such case:

\[ |\lambda(F) - \lambda(G)| = |j(F) - j(G)| \text{ or } |\lambda(F) - \lambda(G)| = |k(F) - k(G)| \quad (4) \]
which, due to item (c) above, will conclude the proof.

If $F$ and $G$ are both invertible, then by the definition of bijectivity modulus and due to item (b) above it follows that

$$\lambda(F) = \|F^{-1}\|^{-1} = j(F) \quad \text{and} \quad \lambda(G) = \|G^{-1}\|^{-1} = j(G)$$

in which case (4) is true. Now, if we suppose that $F$ is invertible and $G$ is not invertible then it would follow that either $G$ is not injective or not onto. In case $G$ is not injective then by items (a) and (b) and by the definition of bijectivity modulus we have

$$\lambda(F) = \|F^{-1}\|^{-1} = j(F) \quad \text{and} \quad \lambda(G) = 0 = j(G)$$

in which case (4) is true. Analogously, if $F$ is invertible and $G$ is not onto then

$$\lambda(F) = \|F^{-1}\|^{-1} = k(F) \quad \text{and} \quad \lambda(G) = 0 = k(G),$$

in which case (4) is true as well.

The next definitions are usual in operator theory (see [16, Sec. 5.4] and [20, Sec. 2.6]).

**Definition 2.12.** We say $X = X_1 \oplus X_2$ is a Hilbert sum if $X$ is a Hilbert space written as the direct sum of $X_1$ and $X_2$, closed subspaces of $X$, such that $\langle x_1, x_2 \rangle = 0$ for all $x_1 \in X_1$ and $x_2 \in X_2$.

**Definition 2.13.** If $X = X_1 \oplus X_2$ is a Hilbert sum then, given $F_1: X_1 \to X_1$ and $F_2: X_2 \to X_2$, we let $F = F_1 \oplus F_2: X \to X$ be the function defined by $F(x) = F_1(x_1) + F_2(x_2)$ for $x = x_1 + x_2 \in X$ with $x_1 \in X_1$ and $x_2 \in X_2$.

**Proposition 2.14.** Let $X = X_1 \oplus X_2$ be a Hilbert sum and given linear operators $F_1: X_1 \to X_1$ and $F_2: X_2 \to X_2$, suppose that $F = F_1 \oplus F_2$ is bounded. Then $F_1$ and $F_2$ are bounded and

(i) $\|F\| = \max \{\|F_1\|, \|F_2\|\}$;

(ii) $\lambda(F) = \min \{\lambda(F_1), \lambda(F_2)\}$.

**Proof.** Since $F_1$ and $F_2$ are the restrictions of $F$ to $X_1$ and $X_2$, respectively, it follows directly that $F_1$ and $F_2$ are bounded. On the other hand (i) is a classical property in operator theory (see [21, p. 122]).

For item (ii), it is a classical property in operator theory that $F = F_1 \oplus F_2$ is invertible if and only if both $F_1$ and $F_2$ are invertible, in which case $F^{-1} = F_1^{-1} \oplus F_2^{-1}$ (see [22, Problem 6.1.17]).
Thus, if either \( F_1 \) or \( F_2 \) is not invertible then, by the above property, \( F \) is not invertible as well, in which case the definition of the bijectivity modulus implies that

\[
\min \{ \lambda(F_1), \lambda(F_2) \} = 0 = \lambda(F)
\]

and the proposition is true in this case. On the other hand, if both \( F_1 \) and \( F_2 \) are invertible, then by the property stated above it follows that \( F \) is invertible as well with \( F^{-1} = F_1^{-1} \oplus F_2^{-1} \) and thus the definition of bijectivity modulus and item (i) implies that

\[
\lambda(F) = \|F^{-1}\|^{-1} = \left( \max \left\{ \|F_1^{-1}\|, \|F_2^{-1}\| \right\} \right)^{-1} = \min \left\{ \|F_1^{-1}\|^{-1}, \|F_2^{-1}\|^{-1} \right\} = \min \{ \lambda(F_1), \lambda(F_2) \}.
\]

which proves the proposition.

3. Isolation of zeros for BVP with Neumann boundary conditions

Letting \( \mathcal{F} : H^2_N(I) \to L^2(I) \) be defined by

\[
\mathcal{F}(u) = u'' - f(x, u, u')
\]

and given an approximate zero \( w \in C^2(I) \) for \( \mathcal{F}(u) = 0 \), our objective in this section is to compute the constants \( \eta, \nu, K \) needed to apply the Kantorovich Theorem (Theorem 3.1 below) in order to check for zeros of \( \mathcal{F} \) near \( w \).

3.1. Kantorovich Theorem and Computation of the Bounds

We now present the main theorems used by our method. The proofs of these results are given in the next subsections. We provide the following reformulation of the Kantorovich Theorem, using the bijectivity modulus.

**Theorem 3.1.** Let \( U \subset X \) be open, \( \mathcal{F} : U \subset X \to Y \) differentiable, \( A \subset U \) be a non-empty convex domain, \( x_0 \in A \), \( R > 0 \) satisfying \( B(x_0, R) \subset A \), and \( \eta, \nu, K \in \mathbb{R} \) satisfying:

(i) \( \|\mathcal{F}(x_0)\| \leq \eta \), \( \lambda(D\mathcal{F}(x_0)) \geq \nu \) and \( \|D\mathcal{F}(x) - D\mathcal{F}(y)\| \leq K \|x - y\| \) for all \( x, y \in A \).

(ii) \( g_1(t) = \eta - \nu t + \frac{K}{2} t^2 \) has zeros \( t^* < t^{**} \) with \( t^* \in [0, R] \).
Then \( \mathcal{F} \) has a zero \( x^* \in \bar{B}(x_0, t^*) \) and no other zeros in \( B(x_0, t^{**}) \cap A \).

**Proof.** Notice that if \( \nu = 0 \) then \( g_1 \) could not possibly have distinct non-negative zeros. Hence it follows that \( \nu > 0 \) and thus \( \lambda(D\mathcal{F}(x_0)) \geq \nu > 0 \), which by definition implies that \( D\mathcal{F}(x_0) \) is invertible with \( \|D\mathcal{F}(x_0)^{-1}\| = \lambda(D\mathcal{F}(x_0))^{-1} \leq \nu^{-1} \). Thus, letting \( \eta^* = \nu^{-1} \eta \) and \( K^* = \nu^{-1} K \) it follows that

\[
\|D\mathcal{F}(x_0)^{-1} \mathcal{F}(x_0)\| \leq \|D\mathcal{F}(x_0)^{-1}\| \|\mathcal{F}(x_0)\| \leq \eta^*
\]

and

\[
\|D\mathcal{F}(x_0)^{-1}(D\mathcal{F}(x) - D\mathcal{F}(y))\| \leq \|D\mathcal{F}(x_0)^{-1}\| \|D\mathcal{F}(x) - D\mathcal{F}(y)\| \leq K^* \|x - y\|
\]

for all \( x, y \in A \). It then follows from item \((ii)\) that the polynomial \( g(t) = \eta^* - t + \frac{K^*}{2} t^2 = \nu^{-1} g_1(t) \) has zeros \( t^* < t^{**} \) with \( t^* \in [0, R] \), and thus we conclude from the Kantorovich Theorem (see \([23, 24]\)) that \( \mathcal{F} \) must have a zero \( x^* \in \bar{B}(x_0, t^*) \) and no other zeros in \( B(x_0, t^{**}) \cap A \), proving the theorem. \( \square \)

The following theorem tells us how to compute the constants \( \nu \) and \( K \) in item \((i)\) above, when \( \mathcal{F} : H^2_N(\bar{I}) \to L^2(\bar{I}) \) is given by \((5)\). Let \( \|g\|_{C^0(\bar{I})} = \sup_{x \in \bar{I}} |g(x)| \) for \( g \in C^0(\bar{I}) \), \( \|g\|_{C^1(\bar{I})} = \sup_{x \in \bar{I}} \sqrt{g(x)^2 + g'(x)^2} \) for \( g \in C^1(\bar{I}) \), and let \( c_1 = (\tanh(1))^{-\frac{1}{2}} = \sqrt{\frac{e^2 + 1}{e^2 - 1}} \). The proof of this theorem is presented in the following subsections.

**Theorem 3.2.** Let \( f : \mathbb{R}^3 \to \mathbb{R} \) be such that \( f(x, u, v) \) is \( C^2 \) in \((u, v)\) and piecewise continuous in \( x, w : \bar{I} \to \mathbb{R} \) be a \( C^2 \) function in \( H^2_N(\bar{I}) \), let \( z(x) = (x, w(x), w'(x)) \) and suppose that

\[
\|f_u(z)\|_{C^0(\bar{I})} + \|f_u(z)\|_{C^1(\bar{I})} + \|f_u'(z)\|_{C^0(\bar{I})} + \|f_u'(z)\|_{C^1(\bar{I})} \leq N, \quad (6)
\]

and

\[
c_1 \|D^2_{(u,v)} f(x, u, v)\| \leq K \quad \text{for all} \quad (x, u, v) \in \bar{I} \times \bar{B}(0, c_1 r)_{\mathbb{R}^2}.
\]

Then \( \mathcal{F} : H^2_N(\bar{I}) \to L^2(\bar{I}) \), as defined in \((5)\), is Frech\'et-differentiable and moreover

\[(i) \ \lambda(D\mathcal{F}(w)) \in [L - \frac{N}{\pi m}, L + \frac{N}{\pi m}], \text{ where } L = \min \left\{ \lambda(D\mathcal{F}(w)_{\cos, m}) : \frac{(\pi m)^2}{\omega(m + 1)} \right\};\]

\[(ii) \ \|D\mathcal{F}(u_1) - D\mathcal{F}(u_2)\| \leq K \|u_1 - u_2\|_{H^2_N(\bar{I})} \text{ for all } u_1, u_2 \in \bar{B}(0, r)_{H^2_N(\bar{I})}.\]
3.2. Proof of item (i) of Theorem \ref{thm:main}

\textbf{Definition 3.3.} Given \( m \geq 1 \), we define the truncation operators \( \rho_{\cos,m}, \rho_{\sin,m} : L^2(I) \to C^\infty(I) \) and the defect operators \( \rho^*_{\cos,m}, \rho^*_{\sin,m} : L^2(I) \to L^2(I) \) by

\[
\rho_{\cos,m}(u) = \hat{u}_{\cos}(1) + \sum_{k=2}^{m} \hat{u}_{\cos}(k) \sqrt{2} \cos((k-1)\pi x), \quad \rho^*_{\cos,m}(u) = u - \rho_{\cos,m},
\]

\[
\rho_{\sin,m}(u) = \sum_{k=2}^{m} \hat{u}_{\sin}(k) \sqrt{2} \sin((k-1)\pi x), \quad \text{and} \quad \rho^*_{\sin,m}(u) = u - \rho_{\sin,m}.
\]

\textbf{Proposition 3.4.} Given \( u \in H^1(I) \) and \( m \geq 1 \) it follows that

\[
(i) \quad \| \rho^*_{\sin,m}(u) \|_{L^2(I)} \leq \frac{1}{\pi m} \| u'\|_{L^2(I)} \quad \text{for } u \in H^1_0(I);
\]

\[
(ii) \quad \| \rho^*_{\cos,m}(u) \|_{L^2(I)} \leq \frac{1}{\pi m} \| u'\|_{L^2(I)};
\]

\[
(iii) \quad \| \rho_{\cos,m}(u) \|_{H^1(I)} \leq \| u \|_{H^1(I)}.
\]

\textit{Proof.} Item (i): Given \( u \in H^1_0(I) \), since \( u' \in L^2(I) \), due to Corollary \ref{cor:cos} we have \( \hat{u}'_{\cos} := \pi_{\cos}(u') \in \ell^2(\mathbb{N}) \) and \( \pi_{\sin}(\rho^*_{\sin,m}(u)) \in \ell^2(\mathbb{N}) \) with \( \| \hat{u}'_{\cos} \|_{\ell^2(\mathbb{N})} = \| u'\|_{L^2(I)} \) and \( \| \pi_{\sin}(\rho^*_{\sin,m}(u)) \|_{\ell^2(\mathbb{N})} = \| \rho^*_{\sin,m}(u) \|_{L^2(I)} \), for \( m \in \mathbb{N} \). Furthermore, from Proposition \ref{prop:cos} we can write \( \hat{u}_{\sin}(k) = \frac{1}{(k-1)\pi} \hat{u}'_{\cos}(k) \) for all \( k \in \mathbb{N}, k > 2 \). Thus, item (i) follows from

\[
\| \rho^*_{\sin,m}(u) \|_{L^2(I)}^2 = \| \pi_{\sin}(\rho^*_{\sin,m}(u)) \|_{\ell^2(\mathbb{N})}^2 = \sum_{k=m+1}^{\infty} \left( \frac{1}{\pi (k-1)} \hat{u}'_{\cos}(k) \right)^2 \leq \frac{1}{\pi^2 m^2} \sum_{k=m+1}^{\infty} \left( \hat{u}'_{\cos}(k) \right)^2 \leq \frac{1}{\pi^2 m^2} \| \hat{u}'_{\cos} \|_{\ell^2(\mathbb{N})}^2.
\]

The proof of item (ii) is analogous.

Item (iii): Since due to item (i) of Proposition \ref{prop:cos} we have

\[
(\rho_{\cos,m}(u))' = \sum_{k=2}^{m} \hat{u}_{\cos}(k) \left( -(k-1)\pi \sqrt{2} \sin((k-1)\pi x) \right) = \sum_{k=2}^{m} \hat{u}'_{\sin}(k) \sqrt{2} \sin((k-1)\pi x)
\]
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and since \( \|v\|_{L^2(I)}^2 = \|\sin(v)\|_{L^2(N)}^2 = \sum_{k=2}^{\infty} \hat{u}_k^2 \) for all \( v \in L^2(I) \) (see Corollary 2.2), it follows that
\[
\left\| (\rho_{\cos,m}(u))' \right\|_{L^2(I)}^2 = \sum_{k=2}^{m} \hat{u}_k \left( \frac{\sin(k) + \sin(k)}{k^2} \right)^2 \leq \sum_{k=2}^{\infty} \hat{u}_k^2 = \|u'\|_{L^2(I)}^2.
\]

Analogously we can show that \( \|\rho_{\cos,m}(u)\|_{L^2(I)} \leq \|u\|_{L^2(I)} \). Therefore it follows that
\[
\|\rho_{\cos,m}(u)\|_{H^1(I)}^2 = \|\rho_{\cos,m}(u)\|_{L^2(I)}^2 + \|\rho_{\cos,m}(u)\|_{L^2(I)}^2 \leq \|u\|_{L^2(I)}^2 + \|u'\|_{L^2(I)}^2 = \|u\|_{H^1(I)}^2
\]
which proves \( (iii) \).

**Lemma 3.5.** Let \( g: \mathbb{R}^3 \rightarrow \mathbb{R} \) be a \( C^1 \) function and \( w: \hat{I} \rightarrow \mathbb{R} \) be a \( C^2 \) function. Letting \( z(x) = (x, w(x), w'(x)) \) for \( x \in \hat{I} \), suppose that \( \|g(x)\|_{C^0(I)} + \|g(z)\|_{C^1(I)} \leq N \), then

\begin{align*}
(i) \quad &\|g(z)v - \rho_{\cos,m}(g(z)\rho_{\cos,m}(v))\|_{L^2(I)} \leq \frac{N}{\pi m} \|v\|_{H^1(I)} \quad \text{for all} \ v \in H^1(I); \\
(ii) \quad &\|g(z)v - \rho_{\cos,m}(g(z)\rho_{\sin,m}(v))\|_{L^2(I)} \leq \frac{N}{\pi m} \|v\|_{H^1(I)} \quad \text{for all} \ v \in H^0_0(I).
\end{align*}

**Proof.** Item (i): Given \( v \in H^1(I) \), since
\[
g(z)v - \rho_{\cos,m}(g(z)\rho_{\cos,m}(v)) = g(z)\rho_{\cos,m}^*(v) + \rho_{\cos,m}(g(z)\rho_{\cos,m}(v)),
\]
we just need to estimate the norms of the last two terms in order to prove item (i). To estimate \( g(z)\rho_{\cos,m}^*(v) \), notice that, due to item (ii) of Proposition 3.4, given \( v \in H^1(I) \) and \( m \in \mathbb{N} \), we have
\[
\|g(z)\rho_{\cos,m}^*(v)\|_{L^2(I)} \leq \|g(z)\|_{C^0(I)} \|\rho_{\cos,m}^*(v)\|_{L^2(I)} \leq \frac{1}{\pi m} \|g(z)\|_{C^0(I)} \|v'\|_{L^2(I)} \leq \frac{1}{\pi m} \|g(z)\|_{C^0(I)} \|v\|_{H^1(I)}.
\]  

(8)

Now, to estimate \( \|\rho_{\cos,m}(g(z)\rho_{\cos,m}(v))\|_{L^2(I)} \) we first compute \( \|(g(z)\rho_{\cos,m}(v))'\|_{L^2(I)} \). Since \( g(z) \in C^1(I) \) and \( \rho_{\cos,m}(v) \in C^\infty(I) \) it follows that \( g(z)\rho_{\cos,m}(v) \in C^1(I) \), and thus from the Cauchy-Schwarz inequality it follows that
\[
|\rho_{\cos,m}(v)(x)| \leq |\rho_{\cos,m}(v)(x)| + |g(z)(x)||\rho_{\sin,m}(v')(x)| \leq g(z)(x) \equiv \left(\frac{\rho_{\cos,m}(v)(x)^2 + (\rho_{\sin,m}(v')(x))^2}{\sqrt{((\rho_{\cos,m}(v)(x))^2 + (\rho_{\sin,m}(v')(x))^2}}\right) \left(\frac{g(z)(x)}{\sqrt{((\rho_{\cos,m}(v)(x))^2 + (\rho_{\sin,m}(v')(x))^2}}\right)
\]

(9)}
Lemma 3.7. For all $x \in \tilde{I}$ and $m \in \mathbb{N}$. Note that $\rho_{\sin,m}(v') = (\rho_{\cos,m}(v))'$, hence from Proposition 3.4 and taking the $L^2(I)$ norm in the above inequality we obtain

$$\|(g(z) \rho_{\cos,m}(v))'\|_{L^2(I)} \leq \|g(z)\|_{C^1(I)} \|\rho_{\cos,m}(v)\|_{H^1(I)} \leq \|g(z)\|_{C^1(I)} \|v\|_{H^1(I)}.$$ 

Therefore, by item (ii) of Proposition 3.4 and the inequality above, it follows that

$$\|\rho_{\cos,m}^*(g(z) \rho_{\cos,m}(v))\|_{L^2(I)} \leq \frac{1}{\pi m} \|g(z)\|_{C^1(I)} \|v\|_{H^1(I)} \tag{9}$$

Thus, combining (7), (8), and (9), it follows that

$$\|g(z)v - \rho_{\cos,m}(g(z) \rho_{\cos,m}(v))\| \leq \|g(z)\|_{C^0(I)} \|v\|_{H^1(I)} + \frac{1}{\pi m} \|g(z)\|_{C^1(I)} \|v\|_{H^1(I)} \leq \frac{N}{\pi m} \|v\|_{H^1(I)},$$

which proves (i). The proof of item (ii) is analogous. 

Lemma 3.7 below is the bridge to connect our truncation estimates in order to compute bounds for $\lambda(\mathcal{F})$. Before we state the result, recall that we identify $\mathbb{R}^m$ with a subset of $\ell^2(\mathbb{N})$ through the isometric embedding $\pi_{\mathbb{R}^m}: \mathbb{R}^m \to \ell^2(\mathbb{N})$ given by $\pi_{\mathbb{R}^m}(a) = (a_1, \ldots, a_m, 0, \ldots) \in \ell^2(\mathbb{N})$. We also define the projection operators $\text{pr}_m$ and $\text{pr}_m^*$ below.

Definition 3.6. Given $m \geq 1$, we define the projection operators $\text{pr}_m: \ell^2(\mathbb{N}) \to \mathbb{R}^m$ and $\text{pr}_m^*: \ell^2(\mathbb{N}) \to (\mathbb{R}^m)^*$ by

$$\text{pr}_m(a) = (a(1), \ldots, a(m)),$$

$$\text{pr}_m^*(a) = a - \pi_{\mathbb{R}^m}(\text{pr}_m(a)),$$

where $(\mathbb{R}^m)^*$ is the Hilbert space $\{a \in \ell^2(\mathbb{N}) \mid a(1) = \cdots = a(m) = 0\}$ with inner product inherited from $\ell^2(\mathbb{N})$.

Lemma 3.7. Let $m > 1$ and $(a_k)_{k \in \mathbb{N}}$ be such that $\lim_{k \to +\infty} a_k = r \neq 0$ and $a_k \neq 0$ for $k \geq m + 1$. Given a bounded linear operator $\mathcal{P}: \ell^2(\mathbb{N}) \to \ell^2(\mathbb{N})$ let $G: \ell^2(\mathbb{N}) \to \ell^2(\mathbb{N})$ be defined by $(G(v))_k = a_k v_k - (\mathcal{P}(v))_k$, and let

(i) $\mathcal{P}_m = \text{pr}_m \circ \mathcal{P} \circ \pi_{\mathbb{R}^m}: \mathbb{R}^m \to \mathbb{R}^m$;

(ii) $G_m = \text{pr}_m \circ G \circ \text{pr}_m: \ell^2(\mathbb{N}) \to \mathbb{R}^m \subset \ell^2(\mathbb{N})$.
Then $G$, $\mathcal{P}_m$ and $G_m$ are bounded and $\lambda(\mathcal{P}) \in [L-\epsilon, L+\epsilon]$ where

$$L = \min \left\{ \lambda(\mathcal{P}_m), \inf_{k \geq m+1} |a_k| \right\} \quad \text{and} \quad \epsilon_m = \|G-G_m\|.
$$

**Proof.** Consider the Hilbert sum $\ell^2(\mathbb{N}) = \mathbb{R}^m \oplus (\mathbb{R}^m)^*$, and let

- $\eta: \ell^2(\mathbb{N}) \to \ell^2(\mathbb{N})$ be defined by $(\eta(v))(k) = a_k v(k)$;
- $\eta^*: (\mathbb{R}^m)^* \to (\mathbb{R}^m)^*$ be the restriction of $\eta$ to $(\mathbb{R}^m)^*$;
- $\mathcal{P}_m^*: \ell^2(\mathbb{N}) \to \ell^2(\mathbb{N})$ be defined by $\mathcal{P}_m^* = \mathcal{P}_m \oplus \eta^*$.

Since $\lim_{k \to \infty} a_k = r$, it follows that $(a_k)_{k \in \mathbb{N}}$ is a bounded sequence and thus $\eta$ and $\eta^*$ are bounded linear operators. Moreover, $G = \eta - \mathcal{P}$ is bounded as well, since $\mathcal{P}$ and $\eta$ are bounded. Similarly, note that $\text{pr}_m: \ell^2(\mathbb{N}) \to \mathbb{R}^m$ is bounded, and hence $G_m = \text{pr}_m \circ G \circ \text{pr}_m$ is also bounded. On the other hand, given $v \in \ell^2(\mathbb{N})$ we have

$$\mathcal{P}_m^*(v) = \mathcal{P}_m(\text{pr}_m(v)) + \eta^*(\text{pr}_m^*(v)) = \mathcal{P}_m(\eta(\text{pr}_m(v)) - G(\text{pr}_m(v))) + \eta^*(\text{pr}_m^*(v))$$

$$= \eta(\text{pr}_m(v)) + \eta^*(\text{pr}_m^*(v)) - \text{pr}_m(G(\text{pr}_m(v)))$$

$$= \eta(v) - G_m(v)$$

where we identify $\text{pr}_m(\eta(\text{pr}_m(v))) \in \mathbb{R}^m$ with $\eta(\text{pr}_m(v)) \in \ell^2(\mathbb{N})$ and note that $\eta^*(\text{pr}_m^*(v)) = \eta(\text{pr}_m^*(v))$ for all $v \in \ell^2(\mathbb{N})$. Therefore $\mathcal{P}_m^* = \eta - G_m$ and, in particular, it follows that $\mathcal{P}_m^*$ is bounded and $\mathcal{P} - \mathcal{P}_m = G_m - G$. From Proposition 2.14 and $\mathcal{P}_m^* = \mathcal{P}_m \oplus \eta^*$, we obtain

$$\lambda(\mathcal{P}_m^*) = \min \{ \lambda(\mathcal{P}_m), \lambda(\eta^*) \}.$$

Combining these results with Proposition 2.11 it follows that

$$|\lambda(\mathcal{P}) - \min \{ \lambda(\mathcal{P}_m), \lambda(\eta^*) \}| = |\lambda(\mathcal{P}) - \lambda(\mathcal{P}_m)| \leq \|\mathcal{P} - \mathcal{P}_m\| = \|G_m - G]\|.
$$

Finally, since $\lim_{k \to \infty} a_k = r \neq 0$ with $a_k \neq 0$ for $k \geq m+1$, the sequence $((a_k)^{-1})_{k \geq m+1}$ is bounded and thus $\eta^*: (\mathbb{R}^m)^* \to (\mathbb{R}^m)^*$ is invertible with $\|((\eta^*)^{-1})_{(\mathbb{R}^m)^*}\| = \sup_{k \geq m+1} |(a_k)^{-1}|$ and hence $\lambda(\eta^*) = \|((\eta^*)^{-1})_{(\mathbb{R}^m)^*}\| = \inf_{k \geq m+1} |a_k|$. These facts combined with inequality (10) concludes the proof.

Now we are ready to prove the item (i) of Theorem 3.2.
Proof of Theorem 3.2 (i). Let $G: \ell^2(N) \to \ell^2(N)$ be defined by

$$G(b) = \pi \cos \left( f_u(z) h^{-1}_{\cos}(b) + f_u'(z) \left( h^{-1}_{\cos}(b) \right)' \right)$$

and let

- $P = \pi \cos \circ D \mathcal{F}(w) \circ h^{-1}_\cos: \ell^2(N) \to \ell^2(N)$;
- $P_m = \text{pr}_m \circ P \circ \pi_{\mathbb{R}^m} = \text{pr}_m \circ P |_{\mathbb{R}^m}: \mathbb{R}^m \to \mathbb{R}^m$;
- $G_m = \text{pr}_m \circ G \circ \text{pr}_m: \ell^2(N) \to \mathbb{R}^m \subset \ell^2(N)$;
- $a_1 = 0$ and $a_k = -\frac{(\pi(k-1))^2}{\omega(k)}$ for $k \geq 2$.

Since $D \mathcal{F}(w)$ is a bounded linear operator (by Proposition 2.8) and $\pi_\cos: L^2(I) \to \ell^2(N)$ and $h^{-1}_\cos: \ell^2(N) \to H^2_N(I)$ are isometric isomorphisms, it follows that $P = \pi_\cos \circ D \mathcal{F}(w) \circ h^{-1}_\cos$ is a bounded linear operator, with $\lambda(P) = \lambda(D \mathcal{F}(w))$. Moreover, since $\text{pr}_m \circ \pi_\cos = \pi_\cos,m$ it follows that

$$P_m = \text{pr}_m \circ P |_{\mathbb{R}^m} = \pi_\cos,m \circ D \mathcal{F}(w) \circ h^{-1}_\cos |_{\mathbb{R}^m} = D \mathcal{F}(w)_\cos,m.$$ 

On the other hand, given $b \in \ell^2(N)$, by Proposition 2.8 we have

$$P(b) = \pi_\cos \left( (D \mathcal{F}(w))(h^{-1}_{\cos}(b)) \right) = \pi_\cos \left( (h^{-1}_{\cos}(b))'' - f_u(z) h^{-1}_{\cos}(b) - f_u'(z) \left( h^{-1}_{\cos}(b) \right)' \right)$$

$$= \pi_\cos \left( (h^{-1}_{\cos}(b))'' \right) - G(b),$$

which can be written as

$$(P(b))_k = a_k b_k - (G(b))_k \quad \text{for all} \quad k \in \mathbb{N}.$$ 

From Lemma 3.7 the operators $G$, $P_m$ and $G_m$ are bounded and $\lambda(D \mathcal{F}(w)) = \lambda(P) \in [L - \epsilon_m, L + \epsilon_m]$ where

$$L = \min \left\{ \lambda(D \mathcal{F}(w)_\cos,m), \inf_{k \geq m+1} |a_k| \right\} \quad \text{and} \quad \epsilon_m = \|G - G_m\|_{L(\ell^2(N))}.$$ 

On the other hand, notice that $(-a_k)_{k \geq 2}$ is strictly increasing since $(-a_k)^{-1} = \sqrt{(\pi(k-1))^{-4} + (\pi(k-1))^{-2} + 1}$ is strictly decreasing in $k$ for $k \geq 2$. Thus
\[ \inf_{k \geq m+1} |a_k| = |a_{m+1}| = \frac{(\pi m)^2}{\omega(m+1)}. \]

Therefore, to prove item (i) we just need to prove that \( \epsilon_m \leq \frac{N}{\pi m} \).

For this end, letting \( v(b) = h_{\cos}^{-1}(b) \in H_0^2(I) \) notice that since \( \pi_{\cos} \) is an isometric isomorphism and since \( v(b)' \in H_0^1(I) \), due to items (i) and (ii) of Lemma 3.3 we have

\[
\| (G - G_m)(b) \|_{L^2(\mathbb{N})} \leq \| f_u'(z) v(b)' - \rho_{\cos, m}(f_u'(z) v(b)') \|_{L^2(I)} + \| f_u(z) v(b) - \rho_{\cos, m}(f_u(z) v(b)) \|_{L^2(I)} \leq \frac{N \| v(b) \|_{H_0^2(I)}}{\pi m} = \frac{N}{\pi m} \| b \|_{L^2(\mathbb{N})}
\]

for all \( b \in \ell^2(\mathbb{N}) \), and hence

\[ \epsilon_m = \| G - G_m \|_{L(L^2(\mathbb{N}))} \leq \frac{N}{\pi m} \]

concluding the proof. \( \square \)

3.3. Proof of item (ii) of Theorem 3.2

**Lemma 3.8.** Consider \( u \in H^1(I) \) and let \( c_1 = (\tanh(1))^{-\frac{1}{2}} = \sqrt{\frac{e^2+1}{e^2-1}} \). Then

(i) \( \| u \|_{C^0(I)} \leq c_1 \| u \|_{H^1(I)} \);

(ii) \( \| u \|_{C^0(I)} \leq \| u' \|_{L^2(I)} \) if \( u \in H_0^1(I) \);

(iii) \( \| u \|_{C^1(I)} \leq c_1 \| u \|_{H^2(I)} \) if \( u \in H_0^2(I) \).

**Proof.** The proof of item (i) can be found for instance in [20], where it is shown that \( c_1 \) is the smallest constant for such inequality. To prove item (ii) notice that since \( u \in H_0^1(I) \) and \( u(0) = 0 \), given \( x \in \overline{I} \) it follows from the Fundamental Theorem of Calculus for \( H^1 \) functions (see [16, Theorem 8.2]) that

\[ u(x) = \int_0^x u'(t) dt \Rightarrow |u(x)| \leq \int_0^1 |u'(t)| dt \leq \sqrt{\int_0^1 (u'(t))^2 dt} = \| u' \|_{L^2(I)} \]
which proves item (ii). Finally, to prove item (iii), given \( x \in \bar{I} \), since \( u' \in H_0^1(I) \) and \( c_1 \geq 1 \), applying items (i) and (ii) we have

\[
\sqrt{u(x)^2 + u'(x)^2} \leq \sqrt{\left( c_1 \|u\|_{H^1(I)} \right)^2 + \|u''\|_{L^2(I)}^2} \leq \sqrt{\left( c_1 \|u\|_{H^1(I)} \right)^2 + \left( c_1 \|u''\|_{L^2(I)} \right)^2} = c_1 \|u\|_{H^2(I)}
\]

concluding the proof. \( \square \)

Now, we are ready to prove item (ii) of Theorem 3.2.

**Proof of Theorem 3.2 (ii).** Consider \( u, w \in \bar{B}(0,r)_{H_0^2(I)} \) and \( z \in H_0^2(I) \).

We have by definition of \( \mathcal{D}F \) that

\[
((\mathcal{D}F(u) - \mathcal{D}F(w))(z))(x) = (Df_{(u,v)}(x,u(x),u'(x)) - Df_{(u,v)}(x,w(x),w'(x))(z(x),z'(x)).
\]

for all \( x \in \bar{I} \), but by the Taylor Theorem (see [18, Theorem 5.6.2]) and the hypothesis we have

\[
\|Df_{(u,v)}(x,u_1,v_1) - Df_{(u,v)}(x,u_0,v_0)\|_{L(\mathbb{R}^2)} \leq (c_1)^{-1}K\|(u_1,v_1) - (u_0,v_0)\|_{\mathbb{R}^2}
\]

for all \( x \in \bar{I} \), and \( (u_1,v_1), (u_0,v_0) \in \bar{B}(0,c_1r)_{\mathbb{R}^2} \). On the other hand, since \( u, w \in \bar{B}(0,r)_{H_0^2(I)} \), it follows by item (iii) of Lemma 3.8 that \((u(x),u'(x)),(w(x),w'(x)) \in \bar{B}(0,c_1r)_{\mathbb{R}^2} \) and therefore, letting \( h = w - u \in H_0^2(I) \), by the last inequality and item (iii) of Lemma 3.8 we have

\[
\|Df_{(u,v)}(x,u(x),u'(x)) - Df_{(u,v)}(x,w(x),w'(x))\|_{L(\mathbb{R}^2)} \leq (c_1)^{-1}K\|(h(x),h'(x))\|_{\mathbb{R}^2}
\]

which implies

\[
|((\mathcal{D}F(u) - \mathcal{D}F(w))(z))(x)| \leq (c_1)^{-1}K\|(h(x),h'(x))\|_{\mathbb{R}^2}\|(z(x),z'(x))\|_{\mathbb{R}^2}
\]

for all \( x \in \bar{I} \) and since, again by item (iii) of Lemma 3.8, we have \( \|h(x),h'(x)\| \leq c_1 \|h\|_{H_0^2(I)} \) it follows that

\[
|((\mathcal{D}F(u) - \mathcal{D}F(w))(z))(x)| \leq K\|h\|_{H_0^2(I)}\|(z(x),z'(x))\|_{\mathbb{R}^2}
\]

for all \( x \in \bar{I} \), and thus, taking the \( L^2(I) \) norm in the above inequality we obtain

\[
\|((\mathcal{D}F(u) - \mathcal{D}F(w))(z)\|_{L^2(I)} \leq K\|h\|_{H_0^2(I)}\|z\|_{H_0^2(I)}.
\]
Finally, since \( z \in H^2_N(I) \) was arbitrarily chosen we conclude from the last inequality that
\[
\|D\mathcal{F}(u) - D\mathcal{F}(w)\| \leq K\|h\|_{H^2_N(I)} = K\|u - w\|_{H^2_N(I)},
\]
proving the theorem.

4. Applications

As an application of Theorem 3.2, we present some examples where we rigorously verify the existence of a true solution for \( \mathcal{F}(u) = 0 \) near an approximate solution in a closed ball \( \bar{B}(0, r)_{H^2_N(I)} \) for \( \mathcal{F}: H^2_N(I) \to L^2 \) given by \( \mathcal{F}(u) = u'' - f(x, u, u') \). The rigorous verification of a solution \( w \in \bar{B}(0, r)_{H^2_N(I)} \) is done by computing rigorously bounds for \( \eta, \nu \) and \( K \) in Theorem 3.1. The code to verify the solutions in the examples below are available at [25].

4.1. Computation of a numerical solution \( w \)

We compute a numerical solution \( w \) of \( \mathcal{F}(w) = 0 \) by numerically computing a zero \( b \) of the nonlinear system of equations \( \mathcal{F}_{\cos,m}(b) = 0 \), where \( \mathcal{F}_{\cos,m}: \mathbb{R}^m \to \mathbb{R}^m \) is given in Definition 2.7 and denoted component-wise by \( \mathcal{F}_{\cos,m} = (G_1, \ldots, G_n) \), where \( G_i: \mathbb{R}^m \to \mathbb{R} \) is given by
\[
G_1(b) = \int_0^1 (w(b)''(x) - f(x, w(b)(x), w(b)'(x))) \, dx
\]
and
\[
G_i(b) = \int_0^1 (w(b)''(x) - f(x, w(b)(x), w(b)'(x))) \sqrt{2} \cos((i-1)\pi x) \, dx
\]
for \( 2 \leq i \leq m \), where \( w(b)(x) = h_{\cos,m}^{-1}(b)(x) = b_1 + \sum_{i=2}^m \sqrt{2}b_i \frac{\cos((i-1)\pi x)}{\omega(i)} \).

4.2. Computation of \( \eta \)

Since the numerical solution \( w \) is an elementary function, we can compute an interval enclosure \( \hat{\eta} \) for
\[
\|\mathcal{F}(w)\|_{L^2} = \sqrt{\int_0^1 (w''(x) - f(x, w(x), w'(x)))^2 \, dx}
\]
using the Simpson rule with explicit error bounds (see [26, Theorem 12.1]) and thus we let
\[
\eta = \text{sup} (\hat{\eta}) \geq \|\mathcal{F}(w)\|_{L^2}.
\]
4.3. Computation of \( \nu \)

The computation of a bound for \( \lambda(D \mathcal{F}(w)) \) is done as follows. First we prove that \( D \mathcal{F}(w)_{\cos,m} \) is invertible. Then it follows by definition that

\[
\lambda(D \mathcal{F}(w)_{\cos,m}) = \| D \mathcal{F}(w)_{\cos,m}^{-1} \|_F^{-1} \geq \| D \mathcal{F}(w)^{-1} \|_F^{-1}
\]

where \( \| \cdot \|_F \) is to the Frobenius norm. Then we can use the bounds for the Simpson rule (see [26]) to rigorously compute integrals enclosing the coordinates of \( D \mathcal{F}(w)_{\cos,m} : \mathbb{R}^m \rightarrow \mathbb{R}^m \) given by Corollary 2.9 and thus we compute an interval enclosure \( \hat{\nu}_0 \) for

\[
\| D \mathcal{F}(w)_{\cos,m}^{-1} \|_F^{-1}
\]

and let \( \nu_0 = \inf(\hat{\nu}_0) \leq \lambda(D \mathcal{F}(w)_{\cos,m}) \). To compute \( N \) satisfying (6) in Theorem 3.2 we directly compute an interval enclosure \( \hat{N} \) for

\[
\| f_u(z) \|_{C^0(I)} + \| f_u(z) \|_{C^1(I)} + \| f_u'(z) \|_{C^0(I)} + \| f_u'(z) \|_{C^1(I)},
\]

where \( z = z(x) = (x, w(x), w'(x)) \), and let \( N = \sup(\hat{N}) \). Finally, we compute an interval enclosure \( \hat{\nu} \) for

\[
\min \left\{ \nu_0, \frac{(\pi m)^2}{\omega(m+1)} \right\} - \frac{N}{\pi m}
\]

and let \( \nu = \inf(\hat{\nu}) \). From Theorem 3.2 it follows that \( \nu \leq \lambda(D \mathcal{F}(w)) \), thus \( \nu \) is the desired lower bound.

4.4. Computation of \( r \) and \( K \)

In our examples we use \( r = \| w \|_2 \), and \( K \) is computed directly from item (ii) of Theorem 3.2 as follows. We first estimate

\[
\| D_{(u,v)}^2 f(x, u, v) \| \leq \sqrt{(f_{uu}(x, u, v))^2 + 2(f_{uv}(x, u, v))^2 + (f_{vv}(x, u, v))^2}
\]

and then using interval arithmetic we compute an upper bound \( K \) for

\[
c_1 \sqrt{(f_{uu}(x, u, v))^2 + 2(f_{uv}(x, u, v))^2 + (f_{vv}(x, u, v))^2}
\]

in \( \bar{I} \times \bar{B}(0, c_1 r) \), where \( c_1 = \sqrt{\frac{\pi^2}{e}} \). It then follows that \( c_1 \| D_{(u,v)}^2 f(x, u, v) \| \leq K \) as desired.
Example 4.1. In this example we shall consider the following equation
\[ u'' - \lambda (g(u) + c(x)) = 0, \quad u'(0) = u'(1) = 0 \]
where \( g: \mathbb{R} \to \mathbb{R} \) and \( c: \mathbb{R} \to \mathbb{R} \) are \( C^2 \) functions.

In this case the hypothesis on Theorem 3.2 for \( N \) and \( K \) translate to
\[ \|g_u(w)\|_{C^0(I)} + \|g_u(w)\|_{C^1(I)} \leq N \]
and \( c_1 |g_u(u)| \leq K \) for all \( u \in [-c_1 r, c_1 r] \).

We consider two specific cases of this equation as follows

i) Given \( F_1: H^3_N(I) \to L^2(I) \) defined by \( F_1(u) = u'' - (-u + \frac{u^3}{6} - \cos(\pi x)) \)
and letting \( R = 1 \), we found \( u_1 \) with \( m = 5 \) Fourier coefficients given by
\[ u_1(x) = 0.82942 \sqrt{2} \cos(\pi x) \omega(2) - 4.2928 \times 10^{-5} \sqrt{2} \cos(3\pi x) \omega(4) \]
as a numerical approximation for a zero of \( F_1 \) (see Figure 1(a)). We then computed, as described above, the bound
\[ K := 1.0436 \]
for Theorem 3.2 and we computed
\[ \|F_1(u_1)\|_{L^2(I)} \leq 5.1907 \times 10^{-8} =: \eta \]
and
\[ \lambda(DF_1(u_1)) \geq \lambda(DF_1(u_1)_{\cos,m}) - \frac{N}{5\pi} \geq 0.29845 =: \nu. \]

Using these bounds we conclude by Theorem 3.1 that there exists a zero \( u_1^* \) of \( F_1 \) such that
\[ \|u_1 - u_1^*\|_{H^3_N(I)} \leq \frac{\nu - \sqrt{\nu^2 - 2K\eta}}{K} \leq 1.7392 \times 10^{-7}. \]
The computation and the verification of this solution took 25.53 seconds on a 2.3 GHz Quad-Core processor.

ii) For \( F_2: H^2_N(I) \to L^2(I) \) defined by \( F_2(u) = u'' - (\sin(u) - \cos(2\pi x)) \), once again for \( m = 5 \) and \( R = 1 \), we computed a numerical solution \( u_2 \) given by
\[ u_2(x) = 3.1416 + 0.73507 \frac{\sqrt{2} \cos(2\pi x)}{\omega(3)} + 2.1943 \times 10^{-11} \frac{\sqrt{2} \cos(4\pi x)}{\omega(5)} \]
as an approximation for a zero of $F_2$ (see Figure 1(b)). We then computed the bound

$$K := 1$$

for Theorem 3.2 and the bounds

$$\| F_2(u_2) \|_{L^2(I)} \leq 5.7081 \times 10^{-7} =: \eta$$

and

$$\lambda(D F_2(u_2)) \geq \lambda(D F_2(u_2)_{\cos, m}) - \frac{N}{m \pi} \geq 0.29867 =: \nu.$$ 

We then concluded from Theorem 3.1 that there exists a zero $u^*_2$ of $F_2$ such that

$$\| u_2 - u^*_2 \|_{H^2(I)} \leq \nu - \sqrt{\nu^2 - 2K\eta} \leq 1.9112 \times 10^{-6}.$$ 

The computation and the verification of this solution took 26.27 seconds on a 2.3 GHz Quad-Core processor.

**Example 4.2.** Consider $F_3: H^2_N(I) \to L^2(I)$ defined by $F_3(u)(t) = u''(t) - (u(t) - (u'(t))^2 + \sin(t))$, for $u \in H^2_N(I)$ and $t \in I$. The two-point boundary value $F_3(u)(t) = 0$ was studied using iteration methods in [14] where a lower solution $\alpha(t) = -1$ and an upper solution $\beta(t) = 1$ were computed satisfying $\alpha(t) \leq u^*_2(t) \leq \beta(t)$ for all $t \in I$, where $u^*_2$ is the true solution.

We applied our method with $m = 8$ and $R = 0.5$ using the numerical solution

$$u_3(x) = -0.4546385 + 0.2353235 \frac{\sqrt{2} \cos(\pi x)}{\omega(2)} +$$

$$0.0134243 \frac{\sqrt{2} \cos(2\pi x)}{\omega(3)} + 0.0244880 \frac{\sqrt{2} \cos(3\pi x)}{\omega(4)} +$$

$$0.0039254 \frac{\sqrt{2} \cos(4\pi x)}{\omega(5)} + 0.0088177 \frac{\sqrt{2} \cos(5\pi x)}{\omega(6)} +$$

$$0.0017909 \frac{\sqrt{2} \cos(6\pi x)}{\omega(7)} + 0.0044966 \frac{\sqrt{2} \cos(7\pi x)}{\omega(8)}$$

as an approximation for a zero of $F_3$ (see Figure 1(c)). For this approximate solution we compute, as above, the bounds $K = 2$, $\eta = 0.0041703$, and
\( \nu = 0.18818 \). Applying Theorem 3.1 we get that there exists a true zero \( u_3^* \) of \( F_3 \) satisfying
\[
\| u_3 - u_3^* \|_{H_2^N(I)} \leq t^* = 0.02566,
\]
and \( u_3^* \) is the unique zero in \( \tilde{B}(u_3, t^{**})_{H_2^N} \), where \( t^{**} = 0.162522 \). Hence we get local uniqueness and a good estimate of the true solution of the boundary value problem. The computation time for this example was 103.56 seconds on a 2.3 GHz Quad-Core processor.

**Example 4.3.** Consider \( F_4: H_2^N(I) \rightarrow L^2(I) \) defined by \( F_4(u)(t) = u''(t) + u(t)^2 + u(t) - |t - 1/2|, \) for \( u \in H_2^N(I) \) and \( t \in I \). We apply our method to the boundary value problem \( F_4(u)(t) = 0 \) with \( m = 8 \) and \( R = 0.5 \) and using the numerical solution
\[
u = 0.2070967 - 0.1505309 \sqrt{2} \cos(2\pi x) / \omega(3) - 0.0160072 \sqrt{2} \cos(6\pi x) / \omega(7)\]
as an approximate zero of \( F_4 \) (see Figure 1(d)). For this approximate solution we compute the bounds \( K = 4, \eta = 0.0069201, \) and \( \nu = 0.23533 \). Applying Theorem 3.1 we get that there exists a true zero \( u_4^* \) of \( F_4 \) satisfying
\[
\| u_4 - u_4^* \|_{H_2^N(I)} \leq t^* = 0.057703,
\]
and \( u_4^* \) is the unique zero in \( \tilde{B}(u_4, t^{**})_{H_2^N} \), where \( t^{**} = 0.059963 \). The computation time for this example was 110.21 seconds on a 2.3 GHz Quad-Core processor.

**Remark 4.4.** Notice that we can use Lemma 3.8 to get bounds on the norm \( \| \cdot \|_{C^1(I)} \) in terms of the norm \( \| \cdot \|_{H_2^N(I)} \) of a solution. Hence we can characterize the precision of our approximate solutions with respect to the \( C^1(I) \) norm.

5. Conclusion

As shown in Examples 4.1, 4.2, and 4.3, our method was able to verify the existence of true solutions near numerical solutions for two-point boundary value problems with small error bounds (less than \( 10^{-5} \)). In Example 4.2 our method was able to get better localization of the true solution than the iterative method in [14]. The method is easy to implement and the code is
available at [25]. Theorem 3.2 together with Theorem 3.1 are easy to apply because the bounds can be calculated via numerical integration with interval arithmetic. This motivated our choice to use the bijectivity modulus to verify the solutions.
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