Trace preserving quantum dynamics using a novel reparametrization-neutral sumation-by-parts difference operator

Oskar Ålund a, Yuikno Akamatsu b, Fredrik Laurén a, Takahiro Miura b, Jan Nordström a,c, Alexander Rothkopf d,∗

a Department of Mathematics, Computational Mathematics, Linköping University, SE-581 83 Linköping, Sweden
b Department of Physics, Osaka University, Toyonaka, Osaka, 560-0043, Japan
c Department of Mathematics and Applied Mathematics, University of Johannesburg, P.O. Box 524, Auckland Park 2006, South Africa
d Faculty of Science and Technology, University of Stavanger, 4021 Stavanger, Norway

A R T I C L E   I N F O
Article history:
Received 14 April 2020
Received in revised form 14 August 2020
Accepted 22 September 2020
Available online 13 October 2020

Keywords:
Time integration
Initial boundary value problems
Dissipative systems
Open quantum systems
Summation-by-parts operators
Mimetic operator

A B S T R A C T
We develop a novel numerical scheme for the simulation of dissipative quantum dynamics, following from two-body Lindblad master equations. It exactly preserves the trace of the density matrix and shows only mild deviations from hermiticity and positivity, which are the defining properties of the continuum Lindblad dynamics. The central ingredient is a new spatial difference operator, which not only fulfills the summation by parts (SBP) property, but also implements a continuum reparametrization property. Using the time evolution of a heavy-quark anti-quark bound state in a hot thermal medium as an explicit example, we show how the reparametrization neutral summation-by-parts (RN-SBP) operator enables an accurate simulation of the full dissipative dynamics of this open quantum system.
© 2020 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

The dynamical evolution of dissipative quantum systems constitutes the focus of a broad and active research community, ranging from quantum information science to condensed matter physics and even to high energy nuclear physics. Take the physics of impurities for example, where a heavy particle is introduced into a reservoir of light particles. The interactions of the impurity with the surrounding environment change its properties, leading to a wealth of phenomenologically relevant quantum phenomena, as well as decoherence. In the context of condensed matter physics such impurities have been discussed as Bose polarons (see e.g. [1]). On the other hand in the context of heavy-ion collisions it is the behavior of heavy quark-antiquark pairs, so called heavy quarkonium and their interaction with the hot collisions remnants that are of interest (for a recent review see [2]). Investigating the physics of the small subsystem inevitably leads one to consider dissipative dynamics and to the framework of open quantum systems (for an excellent introduction see [3]).

It is common to consider a quantum system, which consists of a small subsystem (S), immersed in a large environment (E). Its state is encoded in the eponymous state-vectors |ψ⟩ that are elements of the full Hilbert space H. The subsystem and
environment degrees of freedom, described by $|\psi^S\rangle$ and $|\psi^E\rangle$ respectively, can be found in separate subspaces $\mathcal{H} = \mathcal{H}_S \otimes \mathcal{H}_E$. The symbol $\otimes$ denotes the direct product between two Hilbert spaces. The overall system is closed and its physics described by the Hermitian Hamilton operator $\hat{H}^{\text{tot}}$ acting on state vectors in the full Hilbert space. It can be decomposed into the following sum

$$\hat{H}^{\text{tot}} = \hat{H}_S \otimes I_E + I_S \otimes \hat{H}_E + \hat{H}_{\text{int}}.$$  \hfill (1)

The first term $\hat{H}_S$ refers to the Hamiltonian governing the dynamics of the subsystem. It leaves the environment unchanged, as indicated by the direct product with the identity operator $I_E$ on the environment subspace of the full Hilbert space. $\hat{H}_E$ describes the environment degrees of freedom and the interactions between the two are contained in $\hat{H}_{\text{int}}$. The latter explicitly couples the subsystem and environment subspace of the full Hilbert space.

Many relevant properties of such a system are captured by its density matrix operator

$$\hat{\rho}^{\text{tot}} = \sum_i p_i |\psi_i\rangle \langle \psi_i|,$$  \hfill (2)

where we denote the adjoint of a state vector by $|\psi_i\rangle^\dagger = \langle \psi_i|$. The density matrix thus represents the outer product of all states realized in the system under consideration, weighted by their probability $p_i$. In the so-called Schrödinger picture $\hat{\rho}^{\text{tot}}$ evolves according to the von-Neumann equation

$$\frac{d}{dt} \hat{\rho}^{\text{tot}}(t) = -i[\hat{H}^{\text{tot}}(t), \hat{\rho}^{\text{tot}}(t)],$$  \hfill (3)

where $[A, B] = AB - BA$ denotes the commutator. The hermiticity of $\hat{H}^{\text{tot}}$ translates into unitary time evolution for the total density matrix $\rho^{\text{tot}}(t) = U(t, 0) \rho^{\text{tot}}(0) U^\dagger(t, 0)$ implemented via the time evolution operator $U(t, 0) = T \exp[-i \int dt \hat{H}^{\text{tot}}(t)]$. Here the adjoint of the operator is denoted by the ($\dagger$) symbol $U^\dagger(t, 0) = U^{-1}(t, 0) = U(0, t)$ and the symbol $\mathcal{T}$ refers to time ordering, relevant for explicitly time dependent Hamilton operators (for a more detailed exposition we refer the reader to [4]).

Measurable properties of the quantum system are encoded in Hermitian operators $\{\hat{A}^{\dagger} = \hat{A}\}$, so called observables. Their expectation value, representing the mean value of the associated physical property, obtained over repeated experiments, may be computed via trace over the density matrix $\langle \hat{A} \rangle = \text{Tr}[\hat{\rho} \hat{A}]$. For observables related to the small subsystem, we now wish to simplify the description. Instead of having to carry out the trace over the full Hilbert space every time we compute an expectation value, we carry out the trace over the environment degrees of freedom in the full Hilbert space a priori. This leads us to the reduced density matrix

$$\hat{\rho}_S = \text{Tr}_E[\hat{\rho}^{\text{tot}}] = \sum_n \langle \psi^E_n | \left( \sum_i p_i |\psi_i\rangle \langle \psi_i| \right) |\psi^E_n \rangle = \sum_i \hat{p}_i |\psi_i^S\rangle \langle \psi_i^S|,$$  \hfill (4)

where we have expressed the trace as sum over the inner products with the $n$-th environment state vector $\langle \psi^E_n | \hat{\rho} |\psi^E_n \rangle$. Hence, in case that $\hat{\rho}_S = \hat{\rho} \otimes I_E$, we have $\langle \hat{A} \rangle(t) = \text{Tr}[\hat{\rho}(t) \hat{A}] = \text{Tr}[\hat{\rho}_S(t) \hat{A}_S]$. We thus need an evolution equation for the reduced density matrix $\hat{\rho}_S$.

In general, the time scales of the evolution in the subsystem and the environment may be of the same order and the time evolution of $\hat{\rho}_S$ remains genuinely non-Markovian, i.e. memory effects play a role. On the other hand if there exists a separation of timescales between the medium and the subsystem, i.e. if the subsystem takes longer to relax than the environment correlations take to decay, one may encounter approximate Markovian dynamics, in which memory effects can be neglected. In that case it has been shown that the most general equation of motion for $\hat{\rho}_S$ can be written in terms of the (Gorini–Kossakowski–Sudarshan)-Lindblad equation [5,6]

$$\frac{d}{dt} \hat{\rho}_S = -i[\hat{H}_S, \hat{\rho}_S] + \sum_k \gamma_k \left( \hat{L}_k \hat{\rho}_S \hat{L}_k^\dagger - \frac{1}{2} \hat{L}_k^\dagger \hat{L}_k \hat{\rho}_S - \frac{1}{2} \hat{\rho}_S \hat{L}_k^\dagger \hat{L}_k \right).$$  \hfill (5)

This equation describes the in-general non-unitary, i.e. dissipative, time evolution of the subsystem $S$ through its reduced density matrix $\hat{\rho}_S$, i.e. all operators here act only on states $|\psi_S\rangle \in \mathcal{H}_S$ in the subsystem subspace of the full Hilbert space. The influence of the environment $E$ manifests itself in the presence of Lindblad operators $\hat{L}_k$, damping rates $\gamma_k$ and possible modifications of the subsystem Hamiltonian $\hat{H}_S \neq \hat{H}_S$ (explicit examples of these quantities will be derived in Section 2). Formulating the dissipative dynamics in terms of a Lindblad equation is advantageous, as it can be proven that this equation preserves the main physical properties of the reduced density matrix, i.e. positivity, hermiticity and its unit trace

$$\langle \psi^S_n | \hat{\rho}_S |\psi^S_n \rangle > 0, \forall n, \quad \hat{\rho}_S^\dagger = \hat{\rho}_S, \quad \text{Tr}[\hat{\rho}_S] = 1.$$  \hfill (6)

The preservation of unit trace in particular is important, as the probability interpretation of the density matrix rests upon it. The reason is that understanding the energy, momentum and particle exchange between the subsystem and environment
is of central interest in our study. Thus it is paramount to ensure that the formulation of the problem does not introduce artificial loss channels. These may e.g. deplete the probabilities \( \bar{p}_j \) in Eq. (4) beyond the true effect induced by the presence of the environment.

In general Eq. (5) can be expressed in the coordinate space basis of the Hilbert space, where the matrix elements of the reduced density matrix \( \rho(x_1, x_2, \ldots, y_2, y_1, t) = (x_1, x_2, \ldots, \hat{\rho}_5(t), y_2, y_1) \in \mathbb{C} \) form a complex function with a dependence on twice the number of coordinates \( x_i, y_i \in \mathbb{R}^3 \) as are particles present in the system. The ensuing partial differential equation remains linear in the density matrix, but contains both spatially varying and complex valued coefficients and derivative terms for each coordinate

\[
\frac{d}{dt}[\rho(x_1, x_2, \ldots, y_2, y_1, t)] = \frac{\delta}{dt} x_1, x_2, \ldots, y_2, y_1, t \right] \rho(x_1, x_2, \ldots, y_2, y_1, t).
\]

The computational challenge, which we address in this paper, lies in discretizing Eq. (7) and implementing it with a stable and accurate numerical procedure, which in addition guarantees that the properties in Eq. (6) are preserved. Using an arbitrary complex test function \( f(x_1, x_2, \ldots) \in \mathbb{C} \) and denoting by \( \delta(x_1 - y_1) \) the three-dimensional delta function, these properties can be formulated in terms of the matrix elements as follows

\[
\text{Positivity: } \forall f(x_1, x_2, \ldots) \in \mathbb{C}, \quad \int d^3x_1 d^3x_2 \ldots d^3y_2 d_1^2 f(x_1, x_2, \ldots)^* \rho(x_1, x_2, \ldots, y_2, y_1, t) f(y_1, y_2, \ldots) \geq 0,
\]

\[
\text{Hermiticity: } \quad \rho(y_1, y_2, \ldots, x_2, x_1, t)^* = \rho(x_1, x_2, \ldots, y_2, y_1, t),
\]

\[
\text{Unit trace: } \quad \int d^3x_1 d^3x_2 \ldots d^3y_2 d_1^2 \delta(x_1 - y_1) \ldots \rho(x_1, x_2, \ldots, y_2, y_1, t) = 1.
\]

The numerical treatment of initial-boundary value problems (IBVPs), among them the Navier-Stokes and Schrödinger-like equations, such as Eq. (7), has seen significant progress over the past decade with the development and refinement of summation-by-parts (SBP) difference operators (for reviews see e.g. [7–9]). As these operators build upon the finite difference approach (although they can be formulated for many other schemes, see [10–18]) they are straight forward to implement and their numerical evaluation cost is low. The fact that they mimic the integration by parts property of the continuum theory facilitates proofs of stability, e.g., when deploying SBP operators in time stepping approaches for computational fluid dynamics [19]. After the development of SBP operators for first derivatives, higher derivative approximations [20,21] have been derived. More recently the SBP technique has also been applied to derivatives in time direction [9,22,23]. While in this study only periodic boundary conditions will be deployed, the SBP operators can easily accommodate non-trivial boundary conditions (in the weak sense) via the Simultaneous Approximation Term (SAT) technique [24].

To make the paper self-contained, we provide a brief introduction to SBP operators and recommend [7,8] for extensive reviews. Let the domain \([x_L, x_R]\) be discretized with \( N + 1 \) equidistant grid points \( x_i = x_L + i \Delta x, i = 0, \ldots, N \), where \( \Delta x = (x_R - x_L) / N \). Denote by \( u(t) = [u_0, \ldots, u_N]^\top \) the vector containing the function \( u(t, x) \) evaluated at spatial grid points at time \( t \). The approximation of the spatial derivative is given by

\[
Du \approx u_k,
\]

where \( u_k \) contains the analytical derivative evaluated on the grid. For two functions \( u, v \) on the grid, we define an inner product and a corresponding norm as

\[
(u, v)_H = u^\top H v, \quad \|u\|_H^2 = (u, u)_H,
\]

where the matrix \( H \) is diagonal and positive definite. Note that the above \( H \) is not the system Hamiltonian. Furthermore, the differentiation operator \( D \) satisfies the SBP property

\[
(v, Du)_H = -(u, Dv)_H + v_N u_N - v_0 u_0.
\]

In the second order case, \( H \) is the composite trapezoidal rule and \( D \) is the standard stencil for the symmetric central difference in the interior and appropriate forward and backward stencils at the boundaries:

\[
H = \Delta x \begin{bmatrix}
1/2 & 1 & \cdots \\
1 & 1 & \cdots \\
\vdots & \ddots & \ddots \\
1/2 & & & 1/2
\end{bmatrix}, \quad
D = \frac{1}{2 \Delta x} \begin{bmatrix}
-2 & 2 & 0 & \cdots \\
-1 & 0 & 1 & \cdots \\
-1 & 0 & 1 & \cdots \\
-2 & & & 2
\end{bmatrix}.
\]

In the periodic case, the operators simplify to
Remark. The operators for the periodic case satisfy (11) but without the boundary terms. Hence, the periodic SBP-operators mimic integration-by-parts for periodic as well as Cauchy problems, where boundary terms do not play a major role, and will be used throughout this paper.

The SBP property already provides a crucial ingredient in the formulation of stable approximations of IBVPs, such as Eq. (7). In order to also preserve the trace of a relevant class of Lindblad equations, we will show that another continuum property of derivatives needs to be fulfilled: reparametrization neutrality.

Reparametrization neutrality refers to the fact that among a set of derivatives with respect to different variables, we may freely change to derivatives expressed in linear combinations of these variables. As a concrete example take $x$ and $y$ and the corresponding derivatives $\frac{d}{dx}$ and $\frac{d}{dy}$. Considering instead $z = x - y$ and $z' = x + y$ we may reexpress

$$\frac{d}{dx} = \left( \frac{d}{dz} \frac{d}{dz} \right) \quad \text{and} \quad \frac{d}{dy} = \left( \frac{d}{dz} - \frac{d}{dz} \right).$$

In addition, discrete reparametrization neutrality means that we can move between $x$, $y$ and $z$, $z'$ while maintaining certain desirable properties of the discrete derivative operators, such as SBP and a special case of the product rule (see (49) and (50)). For the derivation of the trace conservation in the Lindblad equation we will need to switch from expressions in $x$ and $y$ to expressions in $z$ and $z'$, which, when discretized with the conventional symmetric finite difference operator, turns out to be impossible. Hence we set out to define a novel finite difference operator, which besides the summation-by-parts property also remains neutral under reparametrization.

We proceed in Section 2 by formulating an explicit expression for Eq. (7) for the dissipative dynamics of a heavy quarkonium particle, interacting with a hot environment. We will discuss the preservation of the defining properties of the density matrix in the continuum and pinpoint where it fails after discretization. Using this insight we will in Section 3 construct a novel reparametrization neutral SBP operator, which, as we show, retains the continuum properties in the discretized evolution equations. In Section 4 we will present numerical results from the simulation of quarkonium dissipative dynamics, showcasing the successful preservation of the continuum properties of the density matrix. We close with a brief conclusion and outlook in Section 5.

2. Quarkonium Lindblad master equation

As a concrete example of a Lindblad equation describing dissipative dynamics of a phenomenologically relevant system, we present the case of heavy quark–anti-quark bound states, so called heavy quarkonium at high temperature. The dissipative dynamics of these bound states immersed in a thermal medium play an important role in our understanding of heavy-ion collisions carried out e.g. at the Large Hadron Collider at the CERN Laboratory. In such collisions, nuclei of heavy atoms are smashed into each other at ultra-relativistic momenta, so that the protons and neutrons making up the nuclei become compressed and heated to temperatures beyond 200,000 times the temperatures present in the core of the sun. In turn they melt into their microscopic constituents, the light quarks and gluons, which form a so called quark-gluon-plasma (QGP). Some of the kinetic energy in the original projectiles is converted into additional particles, such as heavy quark–anti-quark pairs, which may form quarkonium bound states that find themselves immersed in the approximately locally thermal QGP. Using the quantum field theory quantum-chromo-dynamics (QCD) one wishes to understand how the interaction between the quarkonium and the medium affects their binding properties. If we translate these in-medium modifications into changes in the quarkonium particle production rate, we may use their measured yields in heavy-ion collisions to deduce the properties of the QGP created therein.

In [25,26] the Lindblad equation for a single quarkonium particle at high temperature was derived. Here the term high refers to the fact that the strong interactions between quarks and gluons become weaker at high energy scales and thus a weak-coupling expansion could be deployed. Let us consider heavy quarks with mass $M$ immersed in a medium of temperature $T$. The explicit expressions for the subsystem Hamiltonian and the Lindblad operators $\hat{L}$ in terms of the three-dimensional coordinates of the quark and anti-quark $\mathbf{x}_Q$ and $\mathbf{x}_{\bar{Q}}$ and their momenta $p_Q$, $\hat{p}_{\bar{Q}}$ read

$$\hat{H}_S = \hat{p}_{\bar{Q}}^2 + \hat{p}_Q^2 \quad \text{and} \quad \left[ V(\mathbf{x}_Q - \mathbf{x}_{\bar{Q}}) - \frac{1}{8MT} \left( \{ (\hat{p}_Q - \hat{p}_{\bar{Q}}), \hat{V}D(\mathbf{x}_Q - \mathbf{x}_{\bar{Q}}) \} \right) \right] (t^a \otimes t^a),$$

$$\hat{L}_{k,a} = \sqrt{\frac{\hat{D}(k)}{24\mathcal{L}}} \left[ e^{ik \cdot \mathbf{a}} \left( 1 - \frac{k \cdot \hat{p}_Q}{4MT} \right) e^{ik' \cdot \mathbf{a}} \left( t^a \otimes 1 - e^{ik' \cdot \mathbf{a}} \right) \right].$$
The Lindblad operators $\hat{L}$ in this case depend on a continuous momentum variable $k$ and a discrete “color” index $a$ related to the triple valued charge of strongly interacting particles. I.e. each “entry” of the Hamiltonian and the Lindblad operators corresponds to a $6 \times 6$ matrix built from direct products of the $3 \times 3$ Gell-Mann matrices denoted by $t^a$.

The form of $\hat{L}_{k,a}$ is intuitively understandable: there are two terms, one for the interaction of the medium with the quark-, another term for the interaction with the anti-quark constituent making up the quarkonium particle. The relative minus sign between the two terms in the second line of Eq. (12) indicates that we are dealing with a system consisting of a particle and anti-particle. All aspects of the dynamics are captured in two quantities, the real-valued potential $V(x)$ and the dissipation kernel $D(x)$, as well as its Fourier transform $\hat{D}(k)$. These two quantities are intimately related to the real- and imaginary part of the proper real-time heavy-quark potential computed perturbatively in [27–29] and in numerical simulations of the strong interactions (so called lattice QCD) in [30–33]. It has been shown that the effects of dissipation are encoded in the momentum $k$ dependent terms in the parentheses, without which the dissipationless evolution of the recoilless-limit is obtained.

The description of the two-body quarkonium system may be simplified by going over to relative and center of mass coordinates for the quark–anti-quark degrees of freedom

$$\hat{x} = \frac{\hat{x}_Q + \hat{x}_Q}{2}, \quad \hat{y} = \hat{x}_Q - \hat{x}_Q, \quad \hat{P} = \hat{P}_Q + \hat{P}_Q, \quad \hat{p} = \frac{\hat{p}_Q - \hat{p}_Q}{2}. \quad (13)$$

Tracing out also the center of mass coordinate, it was shown in [34] that the following relative coordinate operators ensue

$$\hat{H}^{rel}_S = \frac{\hat{p}^2}{M} + V(\hat{x})(t^a \otimes t^{a*}) - \frac{1}{4MT}\{\hat{P}, \nabla D(\hat{x})\}. \quad (14)$$

$$\hat{L}^{rel}_{k,a} = \sqrt{\frac{D(k)}{2L^3}} \left[ 1 - \frac{k}{4MT} \left( \frac{1}{2} \hat{P} + \hat{p} \right) e^{i\frac{\hat{P} - \hat{p}}{4MT}} \hat{P} e^{i\frac{\hat{p}}{4MT}} \right]. \quad (15)$$

In the following we will further simplify the description by considering the quarkonium particle to be at rest (i.e. setting its center of mass momentum $\hat{P} = 0$) and neglecting the explicit matrix structure of the Lindblad operators and the Hamiltonian, essentially setting $t^a$ to unity and retaining only a single color component.

Evaluating the ensuing Lindblad equation in the coordinate space basis for the relative coordinates, we obtain the following partial differential equation with spatially and potentially temporally varying coefficient terms

$$\partial_t \rho^{rel}(x, y, t) = i\left[ \frac{\nabla_x^2}{M} - V(x) \right] \rho^{rel}(x, y, t) - i\left[ \frac{\nabla_y^2}{M} - V(y) \right] \rho^{rel}(x, y, t)$$

$$+ [2F_1(\frac{x-y}{2}) - 2F_1(0) + F_1(x) + F_1(y) - 2F_1(\frac{x+y}{2})] \rho^{rel}(x, y, t)$$

$$- \left[ \frac{(\nabla_x^2)^2 A(x)}{4M^2} + \frac{(\nabla_y^2)^2 A(y)}{4M^2} \right] \rho^{rel}(x, y, t)$$

$$+ [2F_2(\frac{x-y}{2}) + 2F_2(x) - 2F_2(\frac{x+y}{2}) - \nabla_x \frac{(\nabla_x^2) A(x)}{M^2}] \nabla_x \rho^{rel}(x, y, t)$$

$$+ [-2F_2(\frac{x-y}{2}) + 2F_2(y) - 2F_2(\frac{x+y}{2}) - \nabla_y \frac{(\nabla_y^2) A(y)}{M^2}] \nabla_y \rho^{rel}(x, y, t)$$

$$+ [2F_3^{ij}(\frac{x-y}{2}) + 2F_3^{ij}(\frac{x+y}{2})] \frac{\partial}{\partial x_i} \rho^{rel}(x, y, t)$$

$$+ \frac{1}{3} F_3^{kk}(0) \delta^{ij} + F_3^{ij}(x) \frac{\partial}{\partial y_j} \rho^{rel}(x, y, t)$$

$$+ \frac{1}{3} F_3^{kk}(0) \delta^{ij} + F_3^{ij}(y) \frac{\partial}{\partial y_j} \rho^{rel}(x, y, t).$$

The vectorial derivatives acting on the coordinate vectors $x$ and $y$ are defined as $\nabla_x = (\frac{\partial}{\partial x_1}, \frac{\partial}{\partial x_2}, \frac{\partial}{\partial x_3})$ and $\nabla_y = (\frac{\partial}{\partial y_1}, \frac{\partial}{\partial y_2}, \frac{\partial}{\partial y_3})$ respectively. Summation over repeated indices is implied, as is the scalar product among vector quantities.

The scalar function $F_1$, the vectorial $F_2$ and the tensorial $F_3^{ij}$ have been introduced to conveniently summarize the contributions arising from the dissipation kernel

$$F_1(x) = \left[ D(x) + \frac{(\nabla_x^2)^2 A(x)}{8M^2} \right], \quad F_2(x) = \nabla_x \left[ \frac{D(x)}{4M^2} + \frac{(\nabla_x^2) A(x)}{2M^2} \right], \quad F_3^{ij}(x) = -\frac{\partial}{\partial x_i} \frac{\partial}{\partial x_j} A(x) \quad (17)$$

and the function $A(x) = D(x)/8T^2$. Up to this point no approximation beyond the weak coupling expansion and time coarse graining enter our description.
While our long-term goal is to solve the full three-dimensional dynamics of quarkonium based on Eq. (16), we restrict ourselves in this paper to the one-dimensional case. It already presents us with many of the relevant technical challenges, while requiring significantly less computational resources for its implementation. It furthermore simplifies the presentation, without compromising with the fundamental computational development.

In one dimension, derivatives in the $x$ and $y$ coordinate do not carry indices anymore and Eq. (16) reduces to

\[
\frac{\partial}{\partial t}\rho^{\text{rel}}(x, y, t) = \left[ \frac{1}{M} \frac{\partial^2}{\partial x^2} - V(x) \right] \rho^{\text{rel}}(x, y, t) - i \left[ \frac{1}{M} \frac{\partial^2}{\partial y^2} - V(y) \right] \rho^{\text{rel}}(x, y, t)
\]

\[
+ 2F_1\left(\frac{x - y}{2}\right) - 2F_1(0) + F_1(x) + F_1(y) - 2F_1\left(\frac{x + y}{2}\right) \right] \rho^{\text{rel}}(x, y, t)
\]

\[
- \left[ \frac{\partial^2}{\partial x^2} A(x) M^2 + \frac{\partial^2}{\partial y^2} A(y) M^2 \right] \rho^{\text{rel}}(x, y, t)
\]

\[
+ 2F_2\left(\frac{x - y}{2}\right) + 2F_2(x) - 2F_2\left(\frac{x + y}{2}\right) \right] \frac{\partial}{\partial x} \rho^{\text{rel}}(x, y, t)
\]

\[
+ 2F_3\left(\frac{x - y}{2}\right) + 2F_3(x) \right] \frac{\partial}{\partial y} \rho^{\text{rel}}(x, y, t)
\]

\[
+ [F_3(0) + F_3(x)] \frac{\partial^2}{\partial x^2} \rho^{\text{rel}}(x, y, t) + [F_3(0) + F_3(y)] \frac{\partial^2}{\partial y^2} \rho^{\text{rel}}(x, y, t).
\]

Here the physics of the dissipation kernel $D(x)$ enters via three real-valued scalar functions, which, keeping in mind that $A(x) = D(x)/8T^2$, read

\[
F_1(x) = \left[ D(x) + \frac{1}{4MT} \frac{\partial^2}{\partial x^2} D(x) + \frac{1}{8M^2} \frac{\partial^4}{\partial x^4} A(x) \right].
\]

\[
F_2(x) = \frac{1}{4MT} \frac{\partial}{\partial x} D(x) + \frac{1}{4M^2} \frac{\partial^3}{\partial x^3} A(x), \quad F_3(x) = -\frac{1}{2M^2} \frac{\partial^2}{\partial x^2} A(x).
\]

Conservation of defining properties in one-dimension

In order for positivity and hermiticity of the density matrix to be conserved in the Lindblad formalism, the function $D(x)$ in momentum space needs to be positive and real [26,3]. As the dissipation kernel is supplied as external input, this property can be explicitly checked for and we will make sure it is fulfilled in the simulations that follow. Here we focus on the preservation of the trace in Eq. (18), which presents the central challenge in its discretization. In the functional language, the trace over quantum states translates into an integration of $\rho^{\text{rel}}(x, y, t)$ over $x$ and $y$ in the presence of a delta function $\delta(x - y)$.

Some of the terms in the trace over the first, second, fourth and fifth line of Eq. (18) vanish identically, due to the arguments of the $V$ and $F$ functions being evaluated at $x = y$, e.g.

\[
T_1 = \int dx \int dy \delta(x - y) \left[ iV(x) - iV(y) + 2F_1\left(\frac{x - y}{2}\right) - 2F_1(0) \right] \rho^{\text{rel}}(x, y, t).
\]

\[
T_2 = \int dx \int dy \delta(x - y) \left[ -2F_2\left(\frac{x + y}{2}\right) \frac{\partial}{\partial x} + 2F_2(x) \frac{\partial}{\partial y} \right] \rho^{\text{rel}}(x, y, t).
\]

\[
T_3 = \int dx \int dy \delta(x - y) \left[ 2F_3\left(\frac{x - y}{2}\right) \right] \rho^{\text{rel}}(x, y, t).
\]

This can be seen by inspecting the properties of the function $D(x)$ and the definition of $F_2$, in which the first and third derivative of $D(x)$ enters (remember $A(x) = D(x)/8T^2$). The derivation of the Lindblad equation from QCD in [25,26] leads to a function $D(x)$ that possesses a maximum around the origin and which is furthermore symmetric around the origin. Thus, when we take the first and third derivative of $D(x)$ at the origin, both contributions vanish, i.e. $F_2(0) = 0$. (We ensure that this property is respected in our numerical simulations, see Eq. (54).)
For some terms in the trace over Eq. (18) we need to apply integration by parts. Take e.g. the derivatives in the first line
\[ T_4 = \int dx \int dy \delta(x - y) \left[ i \frac{1}{M} \frac{\partial^2}{\partial x^2} - i \frac{1}{M} \frac{\partial^2}{\partial y^2} \right] \rho^{\text{rel}}(x, y, t) = 0. \] (23)

In order to show that these two contributions cancel each other, we need to be able to transform the double derivative in \( x \) into a corresponding derivative in \( y \), which is possible due to the delta-function. We get
\[ \int dx \int dy \delta(x - y) \frac{\partial^2}{\partial x^2} \rho^{\text{rel}}(x, y, t) = \int dx \int dy \left\{ \frac{\partial^2}{\partial x^2} \delta(x - y) \right\} \rho^{\text{rel}}(x, y, t) \]
from twice integrating by parts and the fact that we consider periodic boundary conditions. Now we exploit the anti-symmetry of the argument of the delta function to replace \( \frac{\partial}{\partial x} \) by \( -\frac{\partial}{\partial x} \) twice. (One may use a regularized form of the delta-function here to make the operation mathematically well defined.) Applying integration by parts twice again, we thus obtain
\[ \int dx \int dy \left\{ \frac{\partial^2}{\partial y^2} \delta(x - y) \right\} \rho^{\text{rel}}(x, y, t) = \int dx \int dy \delta(x - y) \frac{\partial^2}{\partial y^2} \rho^{\text{rel}}(x, y, t), \]
which hence cancels the term in Eq. (23).

Similarly, by application of integration by parts in the trace over terms in line six and seven of Eq. (18), we find that the following combination vanishes
\[ T_5 = \int dx \int dy \delta(x - y) \left[ 2F_3 \left( \frac{x - y}{2} \right) \frac{\partial}{\partial x} + F_3(0) \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) \right] \rho^{\text{rel}}(x, y, t) = 0. \] (24)

The need to perform integration by parts in the continuum theory tells us that the difference operators, to be deployed for discretization of Eq. (18), need to fulfill the summation-by-parts property.

For the other terms to vanish, additional continuum properties of derivatives are required. Let us start with the remaining \( F_3 \) terms in the last two lines of Eq. (18)
\[ T_6 = \int dx \int dy \delta(x - y) \left[ 2F_3 \left( \frac{x + y}{2} \right) \frac{\partial}{\partial x} + F_3(x) \frac{\partial^2}{\partial x^2} + F_3(y) \frac{\partial^2}{\partial y^2} \right] \rho^{\text{rel}}(x, y, t). \] (25)

This expression will not vanish by itself but instead produces a remnant term, which in turn will cancel with the \( A \)-dependent contributions in the trace over Eq. (18). At first sight moving around the derivatives on the first \( F_3 \) term (denoted as \( T_{61} \)) appears to involve the application of the product rule which would lead to subsequent numerical complications, as splitting would be required [35]. Note however the particular form of this coefficient. It depends only on the sum \( z' = x + y \) of the coordinates, while the delta function only depends on \( z = x - y \), which invites us to introduce
\[ \frac{\partial}{\partial x} = \left( \frac{\partial}{\partial z'} + \frac{\partial}{\partial z} \right), \quad \frac{\partial}{\partial y} = \left( \frac{\partial}{\partial z'} - \frac{\partial}{\partial z} \right), \quad \frac{\partial}{\partial z'} = \frac{1}{2} \left( \frac{\partial}{\partial x} + \frac{\partial}{\partial y} \right), \quad \frac{\partial}{\partial z} = \frac{1}{2} \left( \frac{\partial}{\partial x} - \frac{\partial}{\partial y} \right). \] (26) (27)

Let us have a look at how the reparametrization property of the differentials of the two sets of coordinates in the continuum can be used to rewrite the mixed derivative term in Eq. (25). We obtain
\[ \frac{2}{\partial x} \frac{\partial}{\partial y} \frac{\partial}{\partial y} = \left( \frac{\partial}{\partial x} + \frac{\partial}{\partial y} \right) \left( \frac{\partial}{\partial x} + \frac{\partial}{\partial y} \right) - \left( \frac{\partial^2}{\partial x^2} \right)^2 - \left( \frac{\partial}{\partial y} \right)^2 \]
\[ = 2 \left( \frac{\partial}{\partial x} + \frac{\partial}{\partial y} \right) \frac{\partial}{\partial z'} - \left( \frac{\partial^2}{\partial x^2} \right)^2 - \left( \frac{\partial}{\partial y} \right)^2. \] (28)

The result of Eq. (28) can be directly applied to the mixed derivative term \( T_{61} \) in Eq. (25):
\[ T_{61} = \int dx \int dy \delta(z) F_3 \left( \frac{z'}{2} \right) \left( 2 \left( \frac{\partial}{\partial x} + \frac{\partial}{\partial y} \right) \frac{\partial}{\partial z'} - \frac{\partial^2}{\partial x^2} - \frac{\partial^2}{\partial y^2} \right) \rho^{\text{rel}}(x, y, t). \] (29)

Since \( z'/2 = x = y \) along the trace, inserting Eq. (29) into Eq. (25) yields
\[ T_6 = \int dx \int dy \delta(z) F_3 \left( \frac{z'}{2} \right) 2 \left( \frac{\partial}{\partial x} + \frac{\partial}{\partial y} \right) \frac{\partial}{\partial z} \rho_{rel}^\text{rel}(x, y, t) \]
\[ = - \int dx \int dy \left\{ \frac{\partial}{\partial x} + \frac{\partial}{\partial y} \right\} \delta(z) F_3 \left( \frac{z'}{2} \right) 2 \frac{\partial}{\partial z} \rho_{rel}^\text{rel}(x, y, t) \]
\[ = - \int dx \int dy \delta(z) 2 \left[ \frac{\partial}{\partial z} F_3 \left( \frac{z'}{2} \right) \right] 2 \frac{\partial}{\partial z} \rho_{rel}^\text{rel}(x, y, t) \]
\[ = - \int dx \int dy \delta(z) 2 \left[ \frac{\partial}{\partial z} F_3 \left( \frac{z'}{2} \right) \right] \frac{\partial}{\partial x} + \left[ \frac{\partial}{\partial z} F_3 \left( \frac{z'}{2} \right) \right] \frac{\partial}{\partial y} \right\} \rho_{rel}^\text{rel}(x, y, t). \] (30)

In Eq. (30), we carried out one integration by parts in both \( x \) and \( y \). Since \( \delta(x - y) \) only depends on \( z \) and not \( z' \), the derivative \( \partial / \partial z' \) after integration by parts acts solely on the \( F_3 \) term.

Let us suggestively rewrite the derivatives over \( z' \) in terms of a variable \( \xi \), which, due to the presence of the delta function, we will later identify with \( x \) or \( y \)

\[ T_6 = - \int dx \int dy \delta(x - y) \left[ \frac{\partial}{\partial \xi} F_3(\xi) \right]_{\xi = \frac{x+y}{2}} \frac{\partial}{\partial x} + \frac{\partial}{\partial \xi} F_3(\xi) \left|_{\xi = \frac{x+y}{2}} \right\} \frac{\partial}{\partial y} \right\} \rho_{rel}^\text{rel}(x, y, t). \] (31)

Note that the factor 2 from Eq. (30) has disappeared due to the application of the chain rule. Using the definition in Eq. (17), we can turn these two \( F_3 \) terms into derivatives acting on the \( A \) function

\[ T_6 = \int dx \int dy \delta(x - y) \frac{1}{2M^2} \left[ \frac{\partial^3}{\partial \xi^3} A(\xi) \right]_{\xi = \frac{x+y}{2}} \frac{\partial}{\partial x} + \frac{\partial}{\partial \xi} A(\xi) \left|_{\xi = \frac{x+y}{2}} \right\} \frac{\partial}{\partial y} \right\} \rho_{rel}^\text{rel}(x, y, t). \] (32)

Comparing the above expression to the fourth and fifth line of Eq. (18) we see that it has a form very similar to the \( A \) terms present there

\[ T_7 = \int dx \int dy \delta(x - y) \left[ - \left( \frac{\partial}{\partial x} A(x) \right) \frac{\partial}{\partial x} - \left( \frac{\partial}{\partial y} A(y) \right) \frac{\partial}{\partial y} \right\} \rho_{rel}^\text{rel}(x, y, t). \] (33)

Making use of the fact that in Eq. (32), inside the trace, we can replace \( \frac{\partial^3}{\partial \xi^3} \) by either \( \frac{\partial^3}{\partial x^3} \) or \( \frac{\partial^3}{\partial y^3} \), we can cancel parts of the terms in \( T_7 \). Note that due to the factor 1/2 present in Eq. (31) we obtain a rest term when summing \( T_6 \) and \( T_7 \).

In order to bring this rest term into the form necessary to cancel the last remaining \( A \) terms in Eq. (18) it may be conveniently expressed in the \( \xi \) derivatives of Eq. (32)

\[ T_6 + T_7 = - \int dx \int dy \delta(x - y) \frac{1}{2M^2} \left[ \frac{\partial^3}{\partial \xi^3} A(\xi) \right]_{\xi = \frac{x+y}{2}} \frac{\partial}{\partial x} + \frac{\partial}{\partial \xi} A(\xi) \left|_{\xi = \frac{x+y}{2}} \right\} \frac{\partial}{\partial y} \right\} \rho_{rel}^\text{rel}(x, y, t). \] (34)

Let us now summarize the two terms as a single expression with derivative in \( z' \)

\[ T_6 + T_7 = - \int dx \int dy \delta(x - y) \frac{1}{M^2} \left[ \frac{\partial^3}{\partial \xi^3} A(\xi) \right]_{\xi = \frac{x+y}{2}} \rho_{rel}^\text{rel}(x, y, t). \] (35)

We may now carry out integration by parts in \( z' \) (by shifting \( \frac{\partial}{\partial \xi} \) to \( \frac{1}{2} \left( \frac{\partial}{\partial x} + \frac{\partial}{\partial y} \right) \)), exploiting that \( \delta(x - y) \) does not depend on \( z' \). Using again the fact that inside the trace we can replace \( \frac{\partial^3}{\partial \xi^3} \) by either \( \frac{\partial^3}{\partial x^3} \) or \( \frac{\partial^3}{\partial y^3} \) we arrive at the final expression

\[ T_6 + T_7 = \int dx \int dy \delta(x - y) \frac{1}{M^2} \left[ \frac{\partial^3}{\partial x^3} A(x) + \frac{\partial^3}{\partial y^3} A(y) \right] \rho_{rel}^\text{rel}(x, y, t). \] (36)

which cancels identically with the only remaining \( A \) terms in the third line of Eq. (18). This concludes the explicit demonstration that the one-dimensional Lindblad master equation preserves the unit trace property of the reduced density matrix.

**Remark.** The lesson learned for the discretization of Eq. (18) is that the application of the product rule is not necessary in order to conserve the trace, as long as the reparametrization property of Eq. (26) is fulfilled. This bodes well, as it is well known that discretizations of the difference operator in general violate the product rule, even if they fulfill e.g. the summation by parts property [35,36]. To summarize, we need difference operators that can integrate by parts in \( x, y \) and differentiate in \( z, z' \).
However, the standard difference operator is not neutral under reparametrization, as is evidenced by (assuming the same equidistant discretization $\Delta$ in $x$ and $y$)

\[
\frac{1}{2} (D^\text{naive}_x + D^\text{naive}_y) f(x, y) = \\
\frac{1}{4\Delta} \left( (f(x + \Delta, y) - f(x - \Delta, y)) + (f(x, y + \Delta) - f(x, y - \Delta)) \right) \\
\neq D^\text{naive}_y f(x, y) = \frac{1}{2\Delta_2} \left( (f(x + \Delta_2/2, y + \Delta_2/2) - f(x - \Delta_2/2, y - \Delta_2/2)) \right).
\]

Our goal thus is to construct a SBP operator that remains neutral under the reparametrization $(x, y) \rightarrow (z, z')$.

3. A reparametrization-neutral summation by parts (RN-SBP) operator

We proceed to construct a novel SBP difference operator, which strictly implements the reparametrization property Eq. (26), restricting ourselves here to the case of an equidistantly discretized function $\rho(x, y)$ with $\Delta x = \Delta y = \Delta$ and periodic boundary conditions. After choosing an explicit ordering of the discretized density matrix $\rho$ on the now two-dimensional $(x,y)$ grid we introduce the shift operators $S_+$ and $S_-$ as follows

\[
\rho = \begin{bmatrix}
\rho(x_0, y_0) \\
\rho(x_0, y_1) \\
\vdots \\
\rho(x_0, y_{N-1}) \\
\rho(x_1, y_0) \\
\rho(x_1, y_1) \\
\vdots \\
\rho(x_{N-1}, y_{N-1})
\end{bmatrix}, \\
S_+ = \begin{bmatrix}
0 & 0 & 0 & \cdots & 0 & 1 \\
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & 1
\end{bmatrix}, \\
S_- = S_+^T.
\]

Note that the consecutive application of the two shift operators yields $S_+S_- = S_-S_+ = 1$, where $1$ is the identity. Our strategy is to combine these shifts together with regular SBP difference operators to achieve the desired reparametrization neutrality. Indeed, $I_x \otimes S_+$ shifts rows upward on the discretized grid, while $S_+ \otimes I_y$ shifts columns to the right, with the inverse operations naturally being $I_x \otimes S_-$ and $S_- \otimes I_y$ respectively.

For periodic boundary conditions the simplest second order periodic SBP operator is constructed using the integration prescription $H = \Delta \mathbb{I}$ and

\[
Q = \begin{bmatrix}
0 & 1 & & & & -1 \\
-1 & 0 & 1 & & & \\
& \ddots & \ddots & \ddots & \ddots & \ddots \\
& & -1 & 0 & 1 & \\
& & & 1 & -1 & 0
\end{bmatrix},
\]

where $D \equiv H^{-1} Q$. Since $Q + Q^T = 0$, we get

\[
u^T H D v = u^T Q v = u^T \left( Q + Q^T - Q^T \right) v = -u^T Q^T v = -v^T H D u,
\]

and the SBP property simplifies to $(u, Dv)_H = -(Du, v)_H$.

As indicated by Eq. (38), for the reparametrization property to hold we need to express the $x$- and $y$- derivative of the function $\rho_{i,j}$ in terms of its values at the neighboring diagonal corners, i.e. in the variables $x + y$ and $x - y$. This is possible if we compute the average of the naive finite differences once shifted up and down in rows and columns respectively. With this strategy we arrive at the definition of the following reparametrization neutral summation-by-parts operators (RN-SBP)

\[
D_x = \frac{1}{2} \left( D \otimes S_+ + D \otimes S_- \right), \\
D_y = \frac{1}{2} \left( S_+ \otimes D + S_- \otimes D \right).
\]

The explicit expressions applying $D_x$ and $D_y$ to the function $\rho$ at $(x_i, y_j)$ are

\[
(D_x \rho)_{i,j} = \frac{1}{2} \left( \frac{\rho_{i+1,j+1} - \rho_{i-1,j+1}}{2\Delta} + \frac{\rho_{i+1,j-1} - \rho_{i-1,j-1}}{2\Delta} \right), \\
(D_y \rho)_{i,j} = \frac{1}{2} \left( \frac{\rho_{i+1,j+1} - \rho_{i+1,j-1}}{2\Delta} + \frac{\rho_{i-1,j+1} - \rho_{i-1,j-1}}{2\Delta} \right).
\]
This construction also preserves the summation by parts property, as we can write
\[ D_x = H^{-1}Q_x, \quad D_y = H^{-1}Q_y, \]  
with \( H \equiv H \otimes H \), and
\[ Q_x = \frac{1}{2}(Q \otimes HS_+ + Q \otimes HS_-), \quad Q_y = \frac{1}{2}(HS_+ \otimes Q + HS_- \otimes Q). \]

It follows that
\[ Q_x + Q_x^T = Q_y + Q_y^T = 0. \]  

Hence, if \( u, v \in \mathbb{R}^{N^2} \), then \((u, D_y v)_H = -(D_x u, v)_H\) (using the same argument as in (40)). Similarly we get \((u, D_y v)_H = -(D_x u, v)_H\).

Let us next define the corresponding RN-SBP operators in \( z \) and \( z' \) as in Eq. (27),
\[ D_{z'} = \frac{1}{2}(D_x + D_y), \quad D_z = \frac{1}{2}(D_x - D_y), \]  
which by (42), (43) on the index level becomes
\[ (D_{z'} \rho)_{i,j} = \frac{\rho_{i+1,j+1} - \rho_{i-1,j-1}}{2\Delta}, \quad (D_z \rho)_{i,j} = \frac{\rho_{i-1,j+1} - \rho_{i+1,j-1}}{2\Delta}. \]

Naturally these new operators show the following behavior: if we have two functions \( u, v \in \mathbb{R}^{N^2} \) and \( v \) depends only on \( z = (x - y) \), i.e. \( v \) is constant along all lines \( y = x + c \) then
\[ D_{z'}(u \circ v) = v \circ D_{z'}u, \]  
where \( \circ \) denotes the Hadamard (elementwise) product. Similarly if \( u \) depends only on \( z' = (x + y) \) we have
\[ D_z(u \circ v) = u \circ D_zv. \]

Let us now show that the novel RN-SBP operators presented above allow us to implement in a discrete fashion, all manipulations deployed in the proof of the preservation of unit trace in Section 2.

The first set of manipulation we need to realize discretely is related to the terms \( T_4, T_5 \) and \( T_6 \). There, one must first perform summation by parts, which our novel RN-SBP operator implements by construction. Next we need to change \( x \) into \( y \) derivatives and vice versa via the delta function. Writing explicitly we get
\[ D_x \delta(z) = \left( D_{z'} + D_z \right) \delta(z) = \left( -D_{z'} + D_z \right) \delta(z) = -D_y \delta(z). \]

Another type of operation is required to treat the \( T_6 \) term. In the continuum it amounts to the steps in Eq. (28) which are identical for the RN-SBP operator
\[ 2D_x D_y = \left[ \left( D_x + D_y \right) \left( D_x + D_y \right) - D_x^2 - D_y^2 \right] \]
\[ = \left[ 2 \left( D_x + D_y \right) D_{z'} - D_x^2 - D_y^2 \right]. \]

Note that the second line of the above operations would not hold if implemented with the naive finite difference operator. The treatment of the \( T_6 \) term requires our operator to fulfill an additional property. When the \( z' \) derivative after summation by parts, acts on \( \delta(x - y) F_3 \left( \frac{z'}{2} \right) \) we need it to affect only \( F_3 \). Inspecting Eq. (49) we conclude that the RN-SBP operator indeed allows us to carry out this operation
\[ D_{z'} \left( \delta(z) \circ F_3 \left( \frac{z'}{2} \right) \right) = \delta(z) \circ D_{z'} F_3 \left( \frac{z'}{2} \right). \]

As an example, let us replicate the manipulations in Eq. (30) discretely:
\[ T_6 \approx \left( \delta(z) \circ F_3 \left( \frac{z'}{2} \right), 2(D_x + D_y)D_{z'} \rho \right)_H \]
\[ = - \left( (D_x + D_y) \delta(z) \circ F_3 \left( \frac{z'}{2} \right), 2D_{z'} \rho \right)_H \]
\[ = - \left( \delta(z) \circ 2D_{z'} F_3 \left( \frac{z'}{2} \right), 2D_{z'} \rho \right)_H \]
\[ = - \left( \delta(z) \circ 2D_{z'} F_3 \left( \frac{z'}{2} \right), D_y \rho \right)_H - \left( \delta(z) \circ 2D_{z'} F_3 \left( \frac{z'}{2} \right), D_x \rho \right)_H. \]
We have thus shown that the RN-SBP operator is able to mimic all manipulations that were required in continuum to prove the conservation of the trace of the reduced density matrix.

**Remark.** To summarize, the RN-SBP operators allow us to change expressions involving $D_x$, $D_y$ into expressions involving $D_z, D_z \gamma$ while at the same time satisfying the properties $D_z (u \circ v) = v \circ D_z u$ if $v$ only depends on $z$ and $D_z (u \circ v) = u \circ D_z v$ if $u$ only depends on $z'$.

4. Simulating trace preserving dissipative dynamics of heavy quarkonium at high temperature

In the following we will implement Eq. (18) for one-dimensional $x$ and $y$, i.e. the function $\rho$ at each time step corresponds to a two dimensional array of complex numbers. To compute its time evolution we deploy the unconditionally CFL stable and unitary Crank-Nicolson prescription \cite{37}. Unitary here refers to the fact that this scheme is based on a second order Padé approximation of the dynamical map $\exp[-i \int \mathcal{L} dt]$ that implements the time evolution of the reduced density matrix $i \partial_t \rho(x, y, t) = \mathcal{L} \rho(x, y, t)$. Explicitly it implements for small time steps $P[\exp[-i \mathcal{L} \Delta t]] = \left(1 - i \frac{1}{2} \mathcal{L} \Delta t \right) / \left(1 + i \frac{1}{2} \mathcal{L} \Delta t \right)$.

In case that $\mathcal{L}$ is Hermitian (which it does not have to be in general) the Crank-Nicolson discretization ensures that $P[\exp[-i \mathcal{L} \Delta t]]^\dagger = P[\exp[-i \mathcal{L} \Delta t]]^{-1}$. This approach is costlier than e.g. explicit Runge-Kutta schemes of the same order, as it involves the solution of a linear system of equations at each time step. The benefit of the Crank-Nicolson method is that it leads to only mild deviations from hermiticity and positivity when applied to the full dissipative dynamics of Eq. (18). Furthermore, the Crank-Nicolson method conserves linear invariants; hence, together with the RN-SBP operator it exactly preserves the trace, as we will show below. We have checked that using the direct matrix exponential to solve Eq. (18) (based on the algorithm of \cite{38}), instead of the Crank-Nicolson scheme we obtain results that agree on the permille level. The code for this study is available via a creative-commons open access attribution license at the Zenodo repository \cite{39}.

The physical quantity of interest to read off from the simulation is the survival probability of individual quarkonium quantum states as they interact with the surrounding medium. To this end we initialize the simulations with either the ground or the first excited state, corresponding to the lowest lying $\phi_0(x)$ or next to lowest eigenvector $\phi_1(x)$ of the Hamiltonian $H_S \phi_i = E_i \phi_i$ with $H_S = \frac{p^2}{2M} + V(x)$, where $M$ denotes the heavy quark mass and $V(x)$ a real-valued interaction potential. At each step in the time evolution, we may express the density matrix in the basis of these eigenvectors $\rho_{mn}(t) = \int dx dy \phi_n^\dagger(x) \rho(x, y, t) \phi_m(y)$. The survival probability is then read off from the diagonal entries e.g. $P_0(t) = \rho_{00}(t)$.

Eq. (18) has been solved approximately in a previous study \cite{34} using a stochastic unraveling of the master equation in terms of an ensemble of wave functions evolving under a non-linear stochastic Schrödinger equation. As this so called quantum state diffusion approach necessitated additional approximations in the heavy quark velocity, the present study will provide an important crosscheck of the validity of that computation. In \cite{40} the master equation on the other hand has been solved through stochastic unraveling in the recoilless limit, which in the language of Eq. (18) amounts to neglecting all contributions coming from terms except for the only $D(x)$ in $F_1(x)$.

One challenge we face is that standard methods of operator splitting, highly efficient for the solution of the regular Schrödinger equation, cannot play out their full strength in the solution of Eq. (18). Not only are we faced with a partial differential equation including variable coefficients, but it also contains mixed derivatives. We find that at the temporal step sizes, deployed in the following, the spatial dependence of the different $F$ terms leads to significant contributions of commutators in the Trotter decomposition, which invalidate the naive counting of the Strang scheme \cite{41}. And while reducing the temporal steps size will eventually allow us to split the individual contributions up, the fact that derivatives in different directions mix in Eq. (18) will not allow us to separate the time stepping into simpler one-dimensional updates, once the full three-dimensional case is considered. The spatial dependence of the prefactors furthermore hampers the application of efficient FFT based derivatives, which are often used to reduce computational cost in higher dimensions. In view of future three-dimensions simulations, the structure of Eq. (18) thus poses a significant burden on an efficient implementation which remains work in progress.

Already in the one-dimensional case we thus have to accommodate the off-diagonal structure of the discretized derivative operators on the left hand side of the master equation Eq. (18) efficiently. To this end we deploy the PETSC \cite{42,43} sparse and distributed matrix library.

4.1. Simulation parameters and setup

Similarly to the values chosen in \cite{34} we discretize the density matrix on a grid of $N = 256$ points in $x$ and $y$ direction each with periodic boundary conditions. Using the mass $M$ of the heavy quark to express all dimensionful quantities, we have for the spatial spacing $\Delta x = 1/M$ and a time step of $\Delta t = 0.1M(\Delta x)^2$. In the simulations we will explicitly set $M = 1$, from which follows $\Delta t = 0.1\Delta x$. (We have checked that reducing the time step $\Delta t$ further does not significantly change the outcome of our simulations.) The interactions among the quark–anti-quark pair are captured in a model potential and dissipation kernel

$$V(x) = -\frac{\alpha}{\sqrt{x^2 + x_f^2}} e^{-mD|x|}, \quad D(x) = \gamma e^{-x^2/\ell_0^2},$$

(54)
inspired by the results from high temperature perturbation theory in (3+1)d QCD. As parameter values we choose $\alpha = 0.3$, $m_D = 2T$, $\ell_{\text{corr}} = 1/T$, $\gamma = T/\pi$ and as regularization for the Coulomb potential $\chi = 1/M$. The simulation will be performed for three different temperatures, $T = 0.05M$, $T = 0.1M$ and $T = 0.3M$. Note that since the density matrix $\rho(x, y)$ needs to fulfill periodic boundary conditions in each variable $x, y$ independently we are lead to an additional constraint for the functions $D(x)$, i.e. if $\rho(x + L, y) = \rho(x, y + L) = \rho(x, y)$ then $D(x + L/2) = D(x)$, which tells us that the function $D$ must be periodic over half the box size.

In order to carry out the Crank-Nicolson step for Eq. (18) we have to solve a linear system of equations. Exploiting the sparse nature of the update matrix we choose to utilize the distributed sparse matrix format provided by the PETSc library. Contrary to dense matrix algorithms here the solution is found iteratively and thus approximately via the GMRES algorithm. As a compromise between precision and computational speed we select a solution tolerance of $\Delta_{\text{GMRES}} = 10^{-14}$ and a maximum number of steps in the iterations $N_{\text{GMRES}} = 100$. The error introduced by the approximation to the true solution was the dominant source of error in our simulations.

4.2. Hermiticity, positivity and trace conservation

Let us start by investigating the defining properties of the density matrix for the representative example of $T = 0.1M$.

In the left panel of Fig. 1 we plot the real- and imaginary part of the eigenvalues of the discretized density matrix at different times during the full dynamics according to Eq. (18) (colored data points). The values were obtained using the SLEPC distributed eigensolver library [44]. We have chosen the time window such that at the latest time $tM = 6000$ the system is very close to a stationary state, which leaves the survival probabilities of the two lowest lying states of interest unchanged (see also Fig. 4). As expected from a density matrix initialized using a single normalized eigenstate of the system Hamiltonian, it starts out with a single non-vanishing eigenvalue of value unity, while the rest of the eigenvalues vanishes.

As can be seen in the left panel of Fig. 1, the Crank-Nicolson and RN-SBP operator based time stepping leads to some deviations from exact hermiticity (gray line), manifest in a finite imaginary part, which remains on the permille level. While the real-part of most eigenvalues remains positive, spurious negative values on the sub-permille level do occur at some time steps. The origin of the mild non-hermiticity and positivity violation can be traced back to the dissipative effects in the dynamics. As shown in the right panel of Fig. 1, in the absence of the $F_2$ and $F_3$ terms in Eq. (18), i.e. in the recoilless limit, the Crank-Nicolson time stepping preserves hermiticity and positivity within machine precision. It is thus the strength of the $F_2$ and $F_3$ terms relative to the $F_1$ terms that governs the deviations from hermiticity and positivity.

We have further checked that replacing the RN-SBP derivative operator with its naive counterpart leaves the positivity and hermiticity properties of the time evolution unchanged, i.e. the deviations remain at the same order of magnitude.

We continue with an inspection of the trace of the density matrix, based on the novel RN-SBP derivative operator and plotted as solid lines in Fig. 2 for $T = 0.1M$ and $T = 0.3M$. Due to the properties of the RN-SBP operator derived in Section 3, we find that the trace values are excellently preserved with a maximum deviation from unity of $10^{-9}$. For comparison purposes we also plot the values of the trace as obtained with the naive difference operator as dashed lines. One can clearly see that the violation of the unit trace property grows with time and that the strength of the deviation depends on the particular parameters of the dynamical evolution. We have checked that the minute deviation from unit trace in case of the RN-SBP operator reduces when we lower the tolerance $\Delta_{\text{GMRES}}$ for the iterative solution of the Crank-Nicolson step. Reducing the tolerance further, at some point the errors introduced by the finite $\Delta_{\text{GMRES}}$ are no longer the dominant source of error and instead it is the finiteness of the time step $\Delta t$. At this point both $\Delta t$ and $\Delta_{\text{GMRES}}$ need to be reduced in tandem for the results to further improve.
Fig. 2. Time dependence of the trace of the density matrix computed with the novel RN-SBP derivative operator (top panel) as well as with its naive counterpart (bottom panel) for \( T = 0.1\,\text{M} \) and \( T = 0.3\,\text{M} \). Only when we deploy the RN-SBP operator, the trace is preserved excellently with deviations from unity on the level of \( 10^{-6} \), which are dominated by our choice of \( \Delta_{\text{corr}} = 10^{-14} \). The violation of the unit trace property in case of a naive derivative operator also shows a clear dependence on the choice of parameters of the dynamical evolution.

Fig. 3. Comparison of the ground state survival probabilities \( P_0 \) at \( T = 0.1\,\text{M} \) and \( T = 0.3\,\text{M} \) based on the novel RN-SBP difference operator (solid lines) and the corresponding values using the naive derivative operator (dashed lines). While for \( T = 0.1\,\text{M} \) the difference at \( t\,\text{M} = 6000 \) is around 8% it already grows to 57% for \( T = 0.3\,\text{M} \).

One may question whether an apparently small deviation from unit trace by less than a percent, as is visible in Fig. 2, has any significant consequences for the physics outcome of our simulation. To this end we compare the simulated values of the ground state survival probability \( P_0 \) in Fig. 3 using the novel RN-SBP derivative operator (solid lines) and the naive counterpart (dashed lines) at \( T = 0.1\,\text{M} \) and \( T = 0.3\,\text{M} \). Already for \( T = 0.1\,\text{M} \), where the maximum trace deviation was below one permille, at late times \( t\,\text{M} = 6000 \), we find a disagreement of around 8%. The difference becomes even more pronounced for \( T = 0.3\,\text{M} \), where a trace deviation of around seven permille translates into a disagreement of the survival probabilities of 57%.

At earlier times the differences between the naive and RN-SBP operator based evolution are less pronounced, while still non-negligible. Take a heavy quark mass of \( M \sim 5\,\text{GeV} \), for which the characteristic life-time of the QGP in a heavy-ion collision of 10 fm/c translates into \( t\,\text{M} \sim 250 \). At that point in our simulation the differences in the computed survival probabilities are 1.5% at \( T = 500\,\text{MeV} \) and 15% at \( T = 1.5\,\text{GeV} \). This indicates that especially at high temperatures, i.e. in the early stages of the QGP evolution, the correct treatment of the trace will be relevant for an accurate description of the survival of individual bound states.

We conclude, based on the above comparison, that the combination of the Crank-Nicolson scheme with our novel RN-SBP operator provides an accurate discrete representation of the dynamics described by Eq. (18).

4.3. Simulation results on dissipative heavy-quarkonium evolution

Having convinced us of the inner workings of the underlying discretization, we proceed to investigate the physics results of our simulation. In Fig. 4 we plot the survival probabilities of the ground and first excited states of the system Hamiltonian.
$P_0$ and $P_1$ for the case of $T = 0.05M$ as gray dashed lines, for $T = 0.1M$ as colored solid lines, and for $T = 0.3M$ as colored dashed lines. As crosscheck of our previous work, we also plot the values obtained from an approximate stochastic unraveling of the master equation via the quantum-state-diffusion approach as open circles.

We find that the stochastic unraveling via the quantum state diffusion approach provides a very good description of the dynamics of the ground state up to $tM = 3000$, which is already longer than what would be needed in the simulation of a realistic heavy-ion collision. At late times deviations from the direct solution of the master equation become visible, which however remain at the 20% level. The first excited state shows similar deviations, which set in at a bit earlier times around $tM = 1250$. The benefit of the direct solution presented here is that in contrast to the quantum state diffusion computation no further approximations needed to be made to the evolution equations and thus the results are considered more reliable.

The simulation of the evolution of the quarkonium system at different temperatures proceeds in a consistent fashion. In a colder environment, such as $T = 0.05M$ (gray dashed lines) the medium is unable to interfere with the quarkonium binding as efficiently as is the case at $T = 0.1M$. This on the one hand leads to a slower decay of the ground state survival probability and on the other hand produces a less rapid population of the excited states. Conversely in a hotter environment, such as at $T = 0.3M$ (colored dashed lines) the ground state is more efficiently depleted while rapidly populating the excited states.

The relative abundances between the states in thermal equilibrium are expected to be governed by the Boltzmann distribution, which means that the two curves will lie further apart at $T = 0.05M$ and closer together at $T = 0.3M$ than at $T = 0.1M$. As we see in Fig. 4, at first rising temperatures lead to stronger occupation of the excited states but eventually at high enough temperatures also their contribution will become suppressed.

We see that a steady state is reached at different times for different temperatures. Comparing $T = 0.05M$ and $T = 0.1M$ we see that at higher temperature the steady state emerges already at $tM = 3000$, while at the lower temperature we need to wait until around $tM = 30000$. Interestingly for $T = 0.3M$ we find that the relative abundances between the ground and first excited state are established quite quickly, around $Mt = 1500$ but that the overall amplitude of the survival decreases over time, indicating that the excited states are not yet equilibrated.\footnote{Note that at $T = 0.3M$ the eigenstates of the Hamiltonian only contain a single bound state and thus the behavior of the majority of the lowest lying states is affected by the finite volume of the simulation.}

While a true quantitative interpretation of the physics will require the three-dimensional simulation of the dissipative dynamics and the inclusion of a realistic medium evolution, we may already inspect Fig. 4 for clues on the thermalization behavior of heavy quarkonium. Taking again $M \sim 5$ GeV as reference, so that all interactions with the thermal medium in a heavy-ion collision would happen within $tM \sim 250$, we see that thermalization will not have been achieved at temperatures, such as $T = 500$ MeV (blue & orange solid lines). i.e. the steady state is not reached at these relatively early times. Hydrodynamic modeling suggests initial temperatures of up to around $T = 700$ MeV, much below our $T = 1.5$ GeV scenario (green & violet dashed line), which manages to produce a fixed ratio of ground to excited states only around $tM \sim 500$.

The properties of the steady state, which is eventually reached at late times may be investigated by inspection of the abundances of the individual states present in the system. In Fig. 5 we show the corresponding values of the survival probabilities $P_1$ vs. the energy of the states as individual data points. Motivated by the expectation that eventually a Boltzmann distribution will emerge, we also plot exponential fits to the data and provide the best fit value of the “inverse slope parameter”, the temperature, in the key. For all systems at $T = 0.05M$, $T = 0.1M$ and $T = 0.3M$ we find that the fit captures all of the ten lowest lying states very well and a temperature emerges, which, while not exactly at the value of the environ-
Fig. 5. Comparison of the abundances of the individual states in form of the survival probabilities $P_i$ versus the energy of these states (data points). As solid lines we plot exponential fits, motivated by the expected Boltzmann distribution, with the corresponding best fit temperature given in the key.

Fig. 6. (left) Comparisons of the full dissipative dynamics of Eq. (18) at $T = 0.1M$ (solid lines) to the recoilless limit (dashed lines) at the same temperature. (right) Crosscheck of the dynamics in the recoilless limit, computed from the Lindblad equation (solid line) to the values obtained via the stochastic potential using the parameters of [40].

ment, lies very close to it. Note that as was shown in [34] such a deviation is not unexpected, as thermalization with the same temperature, can only be proven in the classical limit and for small velocities, quantum corrections may lead to small deviations.

In previous studies, such as Refs. [45,46,40], the quarkonium dynamics were investigated in the recoilless limit, which allows Eq. (18) to be unraveled in terms of a stochastic potential. It amounts to neglecting all $F_2$ and $F_3^{ij}$ terms and retaining only the $D(x)$ term in $F_1$. For illustrative purposes let us compare the full dissipative dynamics to this approximation in the left panel of Fig. 6, similar to a comparison previously carried out in [34]. As dissipative effects are absent, the fluctuations of the environment transfer energy into the quarkonium system which is unable to release it back to the medium. Hence the system heats up unabated and one expects that eventually all states will become destabilized. And indeed the dashed lines clearly show this behavior, as the survival probabilities $P_0$ and $P_1$ eventually fall on top of each other. We also emphasize that already at early times a significant deviation from the full dissipative dynamics is observed for the ground state. As a crosscheck we show in the right panel of Fig. 6 the comparison of the dynamics in the recoilless limit obtained from the solution of the approximate master equation (solid line) and via the stochastic potential approach (data points) using here as an exception the parameters of [40], confirming the correctness of the numerics of that study.

The failure of the recoilless limit to thermalize also manifests itself clearly in the total energy $E = \text{Tr} [\hat{H} \hat{\rho}]$ of the system, as shown in Fig. 7. The solid lines represent the fully dissipative dynamics, which asymptote against a constant value at late times. On the other hand the dissipationless dynamics depicted via dashed lines for $T = 0.1M$ and $T = 0.05M$ exhibit an unabated rise that is linear in time at late times. At $T = 0.3M$ the energy in the dissipationless limit eventually runs into a constant too, which is not related to thermalization, but to reaching the “infinite temperature limit” on a lattice with finite extent and lattice spacing.
5. Conclusion and outlook

In this study, we have presented an improved numerical open quantum systems treatment of heavy quarkonium at high temperature, via its Lindblad equation. We showed that in order to fulfill the unit trace property of the quarkonium density matrix \( \rho(x, y) \), guaranteed by the Lindblad equation in the continuum, we need to be able to carry out integration by parts and exploit the reparametrization of the system between the \((x, y)\) and \((z = x - y, z' = x + y)\) coordinates. In order for the properties to hold also after discretization we thus developed a novel RN-SBP derivative operator, which not only fulfills the summation-by-parts property, but also remains neutral under the above mentioned reparametrization.

With the novel RN-SBP operator at hand, we presented a numerical implementation of Eq. (18) using the Crank-Nicolson approach, which we crosschecked via a direct matrix exponential computation. It allowed us to evolve the density matrix in time, while preserving its positivity, hermiticity and trace to good accuracy. In turn we were able to not only crosscheck the validity of previous computations, based on the approximate Quantum State Diffusion approach, but also obtain a more robust result for the steady state occupancies at late times.

There are several directions to explore next: on the one hand it will be interesting to formulate the novel RN-SBP operator for use in higher dimensions, as the ultimate goal is to solve Lindblad equations, such as Eq. (18) for three-dimensional coordinate \(x\) and \(y\). Given its simple structure in one dimension, its generalization via shifts along different axes appears straightforward, but has to be verified explicitly. In addition one may want to consider how to formulate compatible second order derivatives, which require less off-diagonal terms, compared to the naive application of the first order derivative operator twice. In order for RN-SBP operators to play out their full strength in precision studies of dissipative dynamics, also higher order incarnations of the first derivative operator need to be formulated.

In summary the novel RN-SBP operator presented here provides an interesting discrete implementation of a continuum derivative property not treated explicitly in the literature so far. In turn, we hope that it will be of benefit in many other numerical settings, be it for the study of dissipative dynamics or beyond.

CRediT authorship contribution statement

Oskar Ålund
- Investigation (co-development of the new RN-SBP operator)
- Writing – Review & Editing

Yukinao Akamatsu
- Investigation (derivation of the quantum equation of motion to simulate)
- Writing – Review & Editing
- Validation
- Funding Acquisition

Fredrik Laurén
- Investigation (co-development of the new RN-SBP operator)
- Writing – Review & Editing

Takahiro Miura
- Investigation (co-derivation of the quantum equation of motion to simulate)
Jan Nordström
- Investigation (co-development of the new RN-SBP operator)
- Writing – Review & Editing
- Funding Acquisition
- Validation
- Visualization

Alexander Rothkopf
- Conceptualization
- Software (writing and debugging of the quantum evolution code)
- Investigation (co-development of the new RN-SBP operator)
- Validation
- Writing – Original Draft
- Writing – Review & Editing
- Visualization
- Funding Acquisition
- Project Administration

Declaration of competing interest

The authors declare that they have no known competing financial interests or personal relationships that could have appeared to influence the work reported in this paper.

Acknowledgements

The work of Y.A. is supported by JSPS KAKENHI Grant Number JP18K13538. O.A., F.L. and J.N. acknowledge funding from the Swedish Research Council (Stockholm) under grant number 2018-05084_VR and from the Swedish e-Science Research Center (SeRC) through project ABL in SESSI. A.R. acknowledges discussions with M. Riesch and gladly acknowledges support by the Research Council of Norway under the FRIPRO Young Research Talent grant 286883. This work has utilized computing resources provided by UNINETT Sigma2 - the National Infrastructure for High Performance Computing and Data Storage in Norway under project NN9578K-QCDrtX “Real-time dynamics of nuclear matter under extreme conditions”.

References

[1] A. Lampo, S.H. Lim, M.A. Garcia-March, M. Lewenstein, Bose polaron as an instance of quantum Brownian motion, Quantum 1 (2017) 30, https://doi.org/10.2231/q-2017-09-27-30, arXiv:1704.07623, http://arxiv.org/abs/1704.07623.
[2] A. Rothkopf, Heavy quarkonium in extreme conditions, arXiv:1912.02253, 2019.
[3] H.P. Breuer, F. Petruccione, The Theory of Open Quantum Systems, Oxford University Press, 2002.
[4] J.J. Sakurai, J. Napolitano, et al., Modern Quantum Mechanics, vol. 185, Pearson, Harlow, 2014.
[5] V. Gorini, A. Kossakowski, E.C.G. Sudarshan, Completely positive dynamical semigroups of N level systems, J. Math. Phys. 17 (1976) 821, https://doi.org/10.1063/1.522979.
[6] G. Lindblad, On the generators of quantum dynamical semigroups, Commun. Math. Phys. 48 (1976) 119, https://doi.org/10.1007/BF01608499.
[7] M. Svärd, J. Nordström, Review of summation-by-parts schemes for initial-boundary-value problems, J. Comput. Phys. 268 (2014) 17–38.
[8] D.C.R. Fernández, J.E. Hicken, D.W. Zingg, Review of summation-by-parts operators with simultaneous approximation terms for the numerical solution of partial differential equations, Comput. Fluids 95 (2014) 171–196.
[9] T. Lundquist, J. Nordström, The SBP-SAT technique for initial value problems, J. Comput. Phys. 270 (2014) 86–104.
[10] J. Nordström, S. Eriksson, P. Eliasson, Weak and strong wall boundary procedures and convergence to steady-state of the Navier–Stokes equations, J. Comput. Phys. 231 (14) (2012) 4867–4884.
[11] J. Nordström, K. Forsberg, C. Adamsson, P. Eliasson, Finite volume methods, unstructured meshes and strict stability for hyperbolic problems, Appl. Numer. Math. 45 (4) (2003) 453–473.
[12] M.H. Carpenter, T.C. Fisher, E.J. Nielsen, S.H. Frankel, Entropy stable spectral collocation schemes for the Navier–Stokes equations: discontinuous interfaces, SIAM J. Sci. Comput. 36 (5) (2014) B835–B867.
[13] M.H. Carpenter, D. Gottlieb, Spectral methods on arbitrary grids, J. Comput. Phys. 129 (1) (1996) 74–86.
[14] P..Castonguay, D.M. Williams, P.E. Vincent, A. Jameson, Energy stable flux reconstruction schemes for advection–diffusion problems, Comput. Methods Appl. Mech. Eng. 267 (2013) 400–417.
[15] H.T. Huynh, A flux reconstruction approach to high-order schemes including discontinuous Galerkin methods, in: 18th AIAA Computational Fluid Dynamics Conference, 2007, p. 4079.
[16] H. Ranocha, P. Öffner, T. Sonar, Summation-by-parts operators for correction procedure via reconstruction, J. Comput. Phys. 311 (2016) 299–328.
[17] G.J. Gassner, A skew-symmetric discontinuous Galerkin spectral element discretization and its relation to SBP-SAT finite difference methods, SIAM J. Sci. Comput. 35 (3) (2013) A1233–A1253.
[18] J.S. Hesthaven, D. Gottlieb, A stable penalty method for the compressible Navier–Stokes equations: I. Open boundary conditions, SIAM J. Sci. Comput. 17 (3) (1996) 579–612.
[19] J. Nordström, A roadmap to well posed and stable problems in computational physics, J. Sci. Comput. 71 (1) (2017) 365–385.
[20] K. Mattsson, J. Nordström, Summation by parts operators for finite difference approximations of second derivatives, J. Comput. Phys. 199 (2) (2004) 503–540.

[21] K. Mattsson, Diagonal-norm summation by parts operators for finite difference approximations of third and fourth derivatives, J. Comput. Phys. 274 (2014) 432–454.

[22] J. Nordström, T. Lundquist, Summation-by-parts in time, J. Comput. Phys. 251 (2013) 487–499.

[23] J. Nordström, T. Lundquist, Summation-by-parts in time: the second derivative, SIAM J. Sci. Comput. 38 (3) (2016) A1561–A1586.

[24] M.H. Carpenter, D. Gottlieb, S. Abarbanel, Time-stable boundary conditions for finite-difference schemes solving hyperbolic systems: methodology and application to high-order compact schemes, J. Comput. Phys. 111 (2) (1994) 220–236.

[25] Y. Akamatsu, Real-time quantum dynamics of heavy quark systems at high temperature, Phys. Rev. D 87 (4) (2013) 045016, https://doi.org/10.1103/PhysRevD.87.045016.

[26] Y. Akamatsu, Heavy quark master equations in the Lindblad form at high temperatures, Phys. Rev. D 91 (5) (2015) 056002, https://doi.org/10.1103/PhysRevD.91.056002.

[27] M. Laine, O. Philipson, P. Romatschke, M. Tassler, Real-time static potential in hot QCD, J. High Energy Phys. 03 (2007) 054, https://doi.org/10.1088/1126-6708/2007/03/054, arXiv:hep-ph/0611300.

[28] A. Beraudo, J.P. Blaizot, C. Ratti, Real and imaginary-time Q anti-Q correlators in a thermal medium, Nucl. Phys. A 806 (2008) 312–338, https://doi.org/10.1016/j.nuclphysa.2008.03.001, arXiv:0712.4394.

[29] N. Brambilla, J. Chiglieri, A. Vairo, P. Petreczky, Static quark-antiquark pairs at finite temperature, Phys. Rev. D 78 (2008) 014017, https://doi.org/10.1103/PhysRevD.78.014017, arXiv:0804.0993.

[30] A. Rothkopf, T. Hatsuda, S. Sasaki, Complex heavy-quark potential at finite temperature from lattice QCD, Phys. Rev. Lett. 108 (2012) 162001, https://doi.org/10.1103/PhysRevLett.108.162001, arXiv:1108.1579.

[31] Y. Burnier, O. Kaczmarek, A. Rothkopf, Static quark-antiquark potential in the quark-gluon plasma from lattice QCD, Phys. Rev. Lett. 114 (8) (2015) 082001, https://doi.org/10.1103/PhysRevLett.114.082001, arXiv:1410.2546.

[32] Y. Burnier, O. Kaczmarek, A. Rothkopf, Quarkonium at finite temperature: towards realistic phenomenology from first principles, J. High Energy Phys. 12 (2015) 101, https://doi.org/10.1007/JHEP12(2015)101, arXiv:1509.07366.

[33] P. Petreczky, A. Rothkopf, J. Weber, Realistic in-medium heavy-quark potential from high statistics lattice QCD simulations, Nucl. Phys. A 982 (2019) 735–738, https://doi.org/10.1016/j.nuclphysa.2018.10.012, arXiv:1810.02230.

[34] T. Miura, Y. Akamatsu, M. Asakawa, A. Rothkopf, Quantum Brownian motion of a heavy quark pair in the quark-gluon plasma, Phys. Rev. D 101 (3) (2020) 034011, https://doi.org/10.1103/PhysRevD.101.034011, arXiv:1908.06293.

[35] J. Nordström, Conservative finite difference formulations, variable coefficients, energy estimates and artificial dissipation, J. Sci. Comput. 29 (3) (2006) 375–404.

[36] H. Ranocha, Mimetic properties of difference operators: product and chain rules as for functions of bounded variation and entropy stability of second derivatives, BIT Numer. Math. 59 (2) (2019) 547–563.

[37] J. Crank, P. Nicolson, A practical method for numerical evaluation of solutions of partial differential equations of the heat-conduction type, Math. Proc. Camb. Philos. Soc. 43 (1) (1947) 50–67, https://doi.org/10.1017/S0305004100023197.

[38] N.J. Higham, A.H. Al-Mohy, Computing matrix functions, Acta Numer. 19 (2010) 159–208.

[39] A. Rothkopf, 1d high temperature quarkonium lindblad dynamics cn r n-stp solver, Zenodo, https://doi.org/10.5281/zenodo.3744641, Apr. 2020.

[40] S. Kajimura, Y. Akamatsu, M. Asakawa, A. Rothkopf, Dynamical dissociation of quarkonia by wave function decoherence, Phys. Rev. D 97 (1) (2018) 014003, https://doi.org/10.1103/PhysRevD.97.014003.

[41] S. MacNamara, G. Strang, Operator splitting, in: Splitting Methods in Communication, Imaging, Science, and Engineering, Springer, 2016, pp. 95–114.

[42] S. Balay, S. Abhyankar, M.F. Adams, J. Brown, P. Brune, K. Buschelman, L. Dalcin, A. Dener, V. Eijkhout, W.D. Gropp, D. Karpeyev, D. Kaushik, M.G. Knepley, D.A. May, L.C. McInnes, K.T. Mills, T. Munson, K. Rupp, P. Sanan, B.F. Smith, S. Zampini, H. Zhang, H. Zhang, PETSc Web page, https://www.mcs.anl.gov/petsc, 2019.

[43] S. Balay, S. Ayanka, M.F. Adams, J. Brown, P. Brune, K. Buschelman, L. Dalcin, A. Dener, V. Eijkhout, W.D. Gropp, D. Karpeyev, D. Kaushik, M.G. Knepley, D.A. May, L.C. McInnes, K.T. Mills, T. Munson, K. Rupp, P. Sanan, B.F. Smith, S. Zampini, H. Zhang, H. Zhang, PETSc users manual, Tech. Rep., ANL–95/11 – Revision 3.12, Argonne National Laboratory, 2019, https://www.mcs.anl.gov/petsc.

[44] V. Hernandez, J.E. Roman, V. Vidal, SLEPC: a scalable and flexible toolkit for the solution of eigenvalue problems, ACM Trans. Math. Softw. 31 (3) (2005) 351–362.

[45] Y. Akamatsu, A. Rothkopf, Stochastic potential and quantum decoherence of heavy quarkonium in the quark-gluon plasma, Phys. Rev. D 85 (2012) 105011, https://doi.org/10.1103/PhysRevD.85.105011.

[46] A. Rothkopf, A first look at Bottomonium melting via a stochastic potential, J. High Energy Phys. 04 (2014) 085, https://doi.org/10.1007/JHEP04(2014)085, arXiv:1312.3246.