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1. Introduction

Long memory processes takes a large part in the literature of time series (see for instance [GJ80], [FT86], [Dah89], [Hos81], [BFGK13], [Pal07], among others). They also play an important role in many scientific disciplines and applied fields such as hydrology, climatology, economics, finance, to name a few. To model the long memory phenomenon, a widely used model is the fractional autoregressive integrated moving average (FARIMA, for short) model. Consider a second order centered stationary process $X := (X_t)_{t \in \mathbb{Z}}$ satisfying a FARIMA$(p, d_0, q)$ representation of the form

$$a(L)(1 - L)^{d_0} X_t = b(L) \epsilon_t,$$

where $d_0 \in ]-1/2, 1/2[$ is the long memory parameter, $L$ stands for the back-shift operator and $a(L) = 1 - \sum_{i=1}^{p} a_i L^i$ is the autoregressive (AR for short) operator and $b(L) = 1 - \sum_{i=1}^{q} b_i L^i$ is the moving average (MA for short) operator (by convention $a_0 = b_0 = 1$). The operators $a$ and
b represent the short memory part of the model. The linear innovation process \( \epsilon := (\epsilon_t)_{t \in \mathbb{Z}} \) is assumed to be a stationary sequence satisfies

\[(A0): \quad \mathbb{E} [\epsilon_t] = 0, \quad \text{Var} (\epsilon_t) = \sigma^2_{\epsilon} \quad \text{and} \quad \text{Cov} (\epsilon_t, \epsilon_{t+h}) = 0 \quad \text{for all} \quad t \in \mathbb{Z} \quad \text{and all} \quad h \neq 0.\]

Under the above assumptions the process \( \epsilon \) is called a weak white noise. Different sub-classes of FARIMA models can be distinguished depending on the noise assumptions. It is customary to say that \( X \) is a strong FARIMA \((p, d_0, q)\) representation and we will do this henceforth if in (1) \( \epsilon \) is a strong white noise, namely an independent and identically distributed (iid for short) sequence of random variables with mean 0 and common variance. A strong white noise is obviously a weak white noise because independence entails uncorrelatedness. Of course the converse is not true. Between weak and strong noises, one can say that \( \epsilon \) is a semi-strong white noise if \( \epsilon \) is a stationary martingale difference, namely a sequence such that \( \mathbb{E}(\epsilon_t | \epsilon_{t-1}, \epsilon_{t-2}, \ldots) = 0 \). An example of semi-strong white noise is the generalized autoregressive conditional heteroscedastic (GARCH) model (see [FZ10]). If \( \epsilon \) is a semi-strong white noise in (1), \( X \) is called a semi-strong FARIMA \((p, d_0, q)\).

If no additional assumption is made on \( \epsilon \), that is if \( \epsilon \) is only a weak white noise (not necessarily iid, nor a martingale difference), the representation (1) is called a weak FARIMA \((p, d_0, q)\). It is clear from these definitions that the following inclusions hold:

\[
\{\text{strong FARIMA}(p, d_0, q)\} \subset \{\text{semi-strong FARIMA}(p, d_0, q)\} \subset \{\text{weak FARIMA}(p, d_0, q)\}.
\]

Nonlinear models are becoming more and more employed because numerous real time series exhibit nonlinear dynamics. For instance conditional heteroscedasticity can not be generated by FARIMA models with iid noises.\(^1\) As mentioned by [FZ05, FZ98] in the case of ARMA models, many important classes of nonlinear processes admit weak ARMA representations in which the linear innovation is not a martingale difference. The main issue with nonlinear models is that they are generally hard to identify and implement. These technical difficulties certainly explain the reason why the asymptotic theory of FARIMA model estimation is mainly limited to the strong or semi-strong FARIMA model.

Now we present some of the main works about FARIMA model estimation when the noise is strong or semi-strong. For the estimation of long-range dependent processes, the commonly used estimation method is based on the Whittle frequency domain maximum likelihood estimator (MLE) (see for instance [Dah89], [FT86], [TT97], [GS90]). The asymptotic properties of the MLE of FARIMA models are well-known under the restrictive assumption that the errors \( \epsilon_t \) are independent or martingale difference (see [Ber95], [BFGK13], [Pal07], [BCT96], [LL97], [HK98], among others). [HR11], [Nie15] and [CNT17] have considered the problem of conditional sum-of-squares estimation and inference on parametric fractional time series models driven by conditionally (unconditionally) heteroskedastic shocks. All the works mentioned above assume either strong or semi-strong innovations. In the modeling of financial time series, for example, the GARCH assumption on the errors is often used (see for instance [BCT96], [HK98]) to capture the conditional heteroscedasticity. There is no doubt that it is important to have a soundness inference procedure for the parameter in the FARIMA model when the (possibly dependent) error is subject to unknown conditional heteroscedasticity. Little is thus known when the martingale difference assumption is relaxed. Our aim in this paper is to consider a flexible FARIMA specification and to relax the independence assumption (and even the martingale difference assumption) in order to be able to

\(^1\) To cite few examples of nonlinear processes, let us mention the self-exciting threshold autoregressive (SETAR), the smooth transition autoregressive (STAR), the exponential autoregressive (EXPAR), the bilinear, the random coefficient autoregressive (RCA), the functional autoregressive (FAR) (see [Ton90] and [FY08] for references on these nonlinear time series models).
cover weak FARIMA representations of general nonlinear models. This is why it is interesting to
consider weak FARIMA models.

A very few works deal with the asymptotic behavior of the MLE of weak FARIMA models. To our knowledge, [Sha12, Sha10b] are the only papers on this subject. Under weak assumptions on the noise process, the author has obtained the asymptotic normality of the Whittle estimator (see [Whi53]). Nevertheless, the inference problem is not addressed. This is due to the fact that the asymptotic covariance matrix of the Whittle estimator involves the integral of the fourth-order cumulant spectra of the dependent errors $\epsilon_t$. Using non-parametric bandwidth-dependent methods, one build an estimation of this integral but there is no guidance on the choice of the bandwidth in the estimation procedures (see [Sha12, Tan82, Kee87, Chi88] for further details). The difficulty is caused by the dependence in $\epsilon_t$. Indeed, for strong noise, a bandwidth-free consistent estimator of the asymptotic covariance matrix is available. When $\epsilon_t$ is dependent, no explicit formula for a consistent estimator of the asymptotic variance matrix seems to be provided in the literature (see [Sha12]).

In this work we propose to adopt for weak FARIMA models the estimation procedure developed in [FZ98] so we use the least squares estimator (LSE for short). We show that a strongly mixing property and the existence of moments are sufficient to obtain a consistent and asymptotically normally distributed least squares estimator for the parameters of a weak FARIMA representation. For technical reasons, we often use an assumption on the summability of cumulants. This can be a consequence of a mixing and moments assumptions (see [DL89], for more details). These kind of hypotheses enable us to circumvent the problem of the lack of speed of convergence (due to the long-range dependence) in the infinite AR or MA representations. We fix this gap by proposing rather sharp estimations of the infinite AR and MA representations in the presence of long-range dependence (see Subsection 6.1 for details).

In our opinion there are three major contributions in this work. The first one is to show that the estimation procedure developed in [FZ98] can be extended to weak FARIMA models. This goal is achieved thanks to Theorem 1 and Theorem 2 in which the consistency and the asymptotic normality are stated. The second one is to provide an answer to the open problem raised by [Sha12] (see also [Sha10b]) on the asymptotic covariance matrix estimation. We propose in our work a weakly consistent estimator of the asymptotic variance matrix (see Theorem 3). Thanks to this estimation of the asymptotic variance matrix, we can construct a confidence region for the estimation of the parameters. Finally another method to construct such confidence region is achieved thanks to an alternative method using a self normalization procedure (see Theorem 6).

The paper is organized as follows. Section 2 shown that the least squares estimator for the parameters of a weak FARIMA model is consistent when the weak white noise $(\epsilon_t)_{t \in \mathbb{Z}}$ is ergodic and stationary, and that the LSE is asymptotically normally distributed when $(\epsilon_t)_{t \in \mathbb{Z}}$ satisfies mixing assumptions. The asymptotic variance of the LSE may be very different in the weak and strong cases. Section 3 is devoted to the estimation of this covariance matrix. We also propose a self-normalization-based approach to constructing a confidence region for the parameters of weak FARIMA models which avoids to estimate the asymptotic covariance matrix. We gather in Section 7 all our figures and tables. These simulation studies and illustrative applications on real data are presented and discussed in Section 4. The proofs of the main results are collected in Section 6.

In all this work, we shall use the matrix norm defined by $||A|| = \sup_{||x|| \leq 1} ||Ax|| = \rho^{1/2}(A' A)$, when $A$ is a $\mathbb{R}^{k_1 \times k_2}$ matrix, $||x||^2 = x'x$ is the Euclidean norm of the vector $x \in \mathbb{R}^{k_2}$, and $\rho(\cdot)$ denotes the spectral radius.
2. Least squares estimation

In this section we present the parametrization and the assumptions that are used in the sequel. Then we state the asymptotic properties of the LSE of weak FARIMA models.

2.1. Notations and assumptions

We make the following standard assumption on the roots of the AR and MA polynomials in (1).

(A1): The polynomials $a(z)$ and $b(z)$ have all their roots outside of the unit disk with no common factors.

Let $\Theta^*$ be the space

$$\Theta^* := \{ (\theta_1, \theta_2, \ldots, \theta_{p+q}) \in \mathbb{R}^{p+q}, \text{ where } a_0(z) = 1 - \sum_{i=1}^{p} \theta_i z^i \text{ and } b_0(z) = 1 - \sum_{j=1}^{q} \theta_{p+j} z^j \text{ have all their zeros outside the unit disk} \}.$$

Denote by $\Theta$ the cartesian product $\Theta^* \times [d_1, d_2]$, where $[d_1, d_2] \subset ]-1/2, 1/2[$ with $d_1 - d_0 > -1/2$. The unknown parameter of interest $\theta_0 = (a_1, a_2, \ldots, a_p, b_1, b_2, \ldots, b_q, d_0)$ is supposed to belong to the parameter space $\Theta$.

The fractional difference operator $(1 - L)^{d_0}$ is defined, using the generalized binomial series, by

$$(1 - L)^{d_0} = \sum_{j=0}^{\infty} \alpha_j(d_0) L^j,$$

where for all $j \geq 0$, $\alpha_j(d_0) = \Gamma(j - d_0)/\{ \Gamma(j + 1) \Gamma(-d_0) \}$ and $\Gamma(\cdot)$ is the Gamma function. Using the Stirling formula we obtain that for large $j$, $\alpha_j(d_0) \sim j^{d_0-1}\Gamma(-d_0)$ (one refers to [BFGK13] for further details).

For all $\theta \in \Theta$ we define $(\epsilon_t(\theta))_{t \in \mathbb{Z}}$ as the second order stationary process which is the solution of

$$\epsilon_t(\theta) = \sum_{j=0}^{\infty} \alpha_j(d) X_{t-j} - \sum_{i=1}^{p} \theta_i \sum_{j=0}^{\infty} \alpha_j(d) X_{t-i-j} + \sum_{j=1}^{q} \theta_{p+j} \epsilon_{t-j}(\theta). \quad (2)$$

Observe that, for all $t \in \mathbb{Z}$, $\epsilon_t(\theta_0) = \epsilon_t$ a.s. Given a realization $X_1, \ldots, X_n$ of length $n$, $\epsilon_t(\theta)$ can be approximated, for $0 < t \leq n$, by $\tilde{\epsilon}_t(\theta)$ defined recursively by

$$\tilde{\epsilon}_t(\theta) = \sum_{j=0}^{t-1} \alpha_j(d) X_{t-j} - \sum_{i=1}^{p} \theta_i \sum_{j=0}^{t-i-1} \alpha_j(d) X_{t-i-j} + \sum_{j=1}^{q} \theta_{p+j} \tilde{\epsilon}_{t-j}(\theta), \quad (3)$$

with $\tilde{\epsilon}_t(\theta) = X_t = 0$ if $t \leq 0$. It will be shown that these initial values are asymptotically negligible and, in particular, that $\epsilon_t(\theta) - \tilde{\epsilon}_t(\theta) \to 0$ in $L^2$ as $t \to \infty$ (see Remark 4 hereafter). Thus the choice of the initial values has no influence on the asymptotic properties of the model parameters estimator.

Let $\Theta^*_\delta$ denote the compact set

$$\Theta^*_\delta = \{ \theta \in \mathbb{R}^{p+q}; \text{ the roots of the polynomials } a_\theta(z) \text{ and } b_\theta(z) \text{ have modulus } \geq 1 + \delta \}.$$
We define the set $\Theta_\delta$ as the cartesian product of $\Theta_\delta^*$ by $[d_1, d_2]$, i.e. $\Theta_\delta = \Theta_\delta^* \times [d_1, d_2]$, where $\delta$ is a positive constant chosen such that $\theta_0$ belongs to $\Theta_\delta$.

The random variable $\hat{\theta}_n$ is called least squares estimator if it satisfies, almost surely,

$$
\hat{\theta}_n = \arg\min_{\theta \in \Theta_\delta} Q_n(\theta), \text{ where } Q_n(\theta) = \frac{1}{n} \sum_{t=1}^{n} \hat{c}_t^2(\theta).
$$

(4)

Our main results are proven under the following assumptions:

(A2): The process $(\epsilon_t)_{t \in \mathbb{Z}}$ is strictly stationary and ergodic.

The consistency of the least squares estimator will be proved under the three above assumptions ((A0), (A1) and (A2)). For the asymptotic normality of the LSE, additional assumptions are required. It is necessary to assume that $\theta_0$ is not on the boundary of the parameter space $\Theta_\delta$.

(A3): We have $\theta_0 \in \delta_\Theta$, where $\delta_\Theta$ denotes the interior of $\Theta_\delta$.

The stationary process $\epsilon$ is not supposed to be an independent sequence. So one needs to control its dependency by means of its strong mixing coefficients $\{\alpha_\epsilon(h)\}_{h \geq 0}$ defined by

$$
\alpha_\epsilon(h) = \sup_{A \in \mathcal{F}^{-\infty}, \epsilon \in \mathcal{F}^{+h}} |\mathbb{P}(A \cap B) - \mathbb{P}(A)\mathbb{P}(B)|,
$$

where $\mathcal{F}^{-\infty} = \sigma(\epsilon_u, u \leq t)$ and $\mathcal{F}^{+\infty} = \sigma(\epsilon_u, u \geq t + h)$.

We shall need an integrability assumption on the moments of the noise $\epsilon$ and a summability condition on the strong mixing coefficients $\{\alpha_\epsilon(h)\}_{h \geq 0}$.

(A4): There exists an integer $\tau$ such that for some $\nu \in [0, 1]$, we have $\mathbb{E}|\epsilon_t|^{\tau + \nu} < \infty$ and $\sum_{h=0}^{\infty} (h + 1)^{k-2} \{\alpha_\epsilon(h)\}^{1+\nu} < \infty$ for $k = 1, \ldots, \tau$.

Note that (A4) implies the following weak assumption on the joint cumulants of the innovation process $\epsilon$ (see [DL89], for more details).

(A4'): There exists an integer $\tau \geq 2$ such that $C_\tau := \sum_{\hat{i}, \hat{j}, \ldots, \hat{i}_{\tau-1} \in \mathbb{Z}} |\text{cum}(\epsilon_0, \epsilon_{\hat{i}}, \ldots, \epsilon_{\hat{i}_{\tau-1}})| < \infty$.

In the above expression, $\text{cum}(\epsilon_0, \epsilon_{\hat{i}}, \ldots, \epsilon_{\hat{i}_{\tau-1}})$ denotes the $\tau$-th order cumulant of the stationary process. Due to the fact that the $\epsilon_t$’s are centered, we notice that for fixed $(i, j, k)$,

$$
\text{cum}(\epsilon_0, \epsilon_i, \epsilon_j, \epsilon_k) = \mathbb{E}[\epsilon_0\epsilon_i\epsilon_j\epsilon_k] - \mathbb{E}[\epsilon_0\epsilon_i]\mathbb{E}[\epsilon_j\epsilon_k] - \mathbb{E}[\epsilon_0\epsilon_j]\mathbb{E}[\epsilon_i\epsilon_k] - \mathbb{E}[\epsilon_0\epsilon_k]\mathbb{E}[\epsilon_i\epsilon_j].
$$

Assumption (A4) is a usual technical hypothesis which is useful when one proves the asymptotic normality (see [FZ98] for example). Let us notice however that we impose a stronger convergence speed for the mixing coefficients than in the works on weak ARMA processes. This is due to the fact that the coefficients in the AR or MA representation of $\epsilon_t(\theta)$ have no more exponential decay because of the fractional operator (see Subsection 6.1 for details and comments).

As mentioned before, Hypothesis (A4) implies (A4') which is also a technical assumption usually used in the fractionally integrated ARMA processes framework (see for instance [Sha10c]) or even in an ARMA context (see [FZ07, ZL15]). One remarks that in [Sha10b], the author emphasized that a geometric moment contraction implies (A4'). This provides an alternative to strong mixing assumptions but, to our knowledge, there is no relation between this two kinds of hypotheses.
2.2. Asymptotic properties

The asymptotic properties of the LSE of the weak FARIMA model are stated in the following two theorems.

**Theorem 1.** *(Consistency).* Assume that \((\epsilon_t)_{t \in \mathbb{Z}}\) satisfies (1) and belonging to \(L^2\). Let \((\hat{\theta}_n)_{n \geq 1}\) be a sequence of least squares estimators. Under Assumptions *(A0)*, *(A1)* and *(A2)*, we have

\[
\hat{\theta}_n \xrightarrow{P} \theta_0.
\]

The proof of this theorem is given in Subsection 6.2.

In order to state our asymptotic normality result, we define the function

\[
O_n(\theta) = \frac{1}{n} \sum_{t=1}^{n} \epsilon_t^2(\theta),
\]

where the sequence \((\epsilon_t(\theta))_{t \in \mathbb{Z}}\) is given by (2). We consider the following information matrices

\[
I(\theta) = \lim_{n \to \infty} \text{Var} \left\{ \sqrt{n} \frac{\partial}{\partial \theta} O_n(\theta) \right\} \quad \text{and} \quad J(\theta) = \lim_{n \to \infty} \frac{\partial^2}{\partial \theta_i \partial \theta_j} O_n(\theta) \quad \text{a.s.}
\]

The existence of these matrices are proved when one demonstrates the following result.

**Theorem 2.** *(Asymptotic normality).* We assume that \((\epsilon_t)_{t \in \mathbb{Z}}\) satisfies (1). Under *(A0)-(A3)* and Assumption *(A4)* with \(\tau = 4\), the sequence \((\sqrt{n}(\hat{\theta}_n - \theta_0))_{n \geq 1}\) has a limiting centered normal distribution with covariance matrix \(\Omega := J^{-1}(\theta_0)I(\theta_0)J^{-1}(\theta_0)\).

The proof of this theorem is given in Subsection 6.3.

**Remark 1.** Hereafter (see more precisely (55)), we will be able to prove that

\[
J(\theta_0) = 2 \mathbb{E} \left[ \frac{\partial}{\partial \theta} \epsilon_t(\theta_0) \frac{\partial}{\partial \theta} \epsilon_t(\theta_0) \right] \quad \text{a.s.}
\]

Thus the matrix \(J(\theta_0)\) has the same expression in the strong and weak FARIMA cases (see Theorem 1 of [Ber95]). On the contrary, the matrix \(I(\theta_0)\) is in general much more complicated in the weak case than in the strong case.

**Remark 2.** In the standard strong FARIMA case, i.e. when *(A2)* is replaced by the assumption that \((\epsilon_t)_{t \in \mathbb{Z}}\) is iid, we have \(I(\theta_0) = 2\sigma^2 J(\theta_0)\). Thus the asymptotic covariance matrix is then reduced as \(\Omega_S := 2\sigma^2 J^{-1}(\theta_0)\). Generally, when the noise is not an independent sequence, this simplification can not be made and we have \(I(\theta_0) \neq 2\sigma^2 J(\theta_0)\). The true asymptotic covariance matrix \(\Omega = J^{-1}(\theta_0)I(\theta_0)J^{-1}(\theta_0)\) obtained in the weak FARIMA framework can be very different from \(\Omega_S\). As a consequence, for the statistical inference on the parameter, the ready-made softwares used to fit FARIMA do not provide a correct estimation of \(\Omega\) for weak FARIMA processes because the standard time series analysis softwares use empirical estimators of \(\Omega_S\). The problem also holds in the weak ARMA case (see [FZ07] and the references therein). This is why it is interesting to find an estimator of \(\Omega\) which is consistent for both weak and (semi-)strong FARIMA cases.

Based on the above remark, the next section deals with two different methods in order to find an estimator of \(\Omega\).
3. Estimating the asymptotic variance matrix

For statistical inference problem, the asymptotic variance \( \Omega \) has to be estimated. In particular Theorem 2 can be used to obtain confidence intervals and significance tests for the parameters.

First of all, the matrix \( J(\theta_0) \) can be estimated empirically by the square matrix \( \hat{J}_n \) of order \( p + q + 1 \) defined by:

\[
\hat{J}_n = \frac{2}{n} \sum_{t=1}^{n} \left\{ \frac{\partial}{\partial \theta} \tilde{\epsilon}_t (\hat{\theta}_n) \right\} \left\{ \frac{\partial}{\partial \theta} \tilde{\epsilon}_t (\hat{\theta}_n) \right\}^\top.
\]

The convergence of \( \hat{J}_n \) to \( J(\theta_0) \) is classical (see Lemma 6 in Subsection 6.3 for details).

In the standard strong FARIMA case, in view of remark 2, we have \( \hat{\Omega}_S := 2\hat{\sigma}_\varepsilon^2 \hat{J}_n^{-1} \) with \( \hat{\sigma}_\varepsilon^2 = Q_n(\hat{\theta}_n) \). Thus \( \hat{\Omega}_S \) is a consistent estimator of \( \Omega_S \). In the general weak FARIMA case, this estimator is not consistent when \( I(\theta_0) \neq 2\sigma_\varepsilon^2 J(\theta_0) \). So we need a consistent estimator of \( I(\theta_0) \).

3.1. Estimation of the asymptotic matrix \( I(\theta_0) \)

For all \( t \in \mathbb{Z} \), let

\[
H_t(\theta_0) = 2\epsilon_t(\theta_0) \frac{\partial}{\partial \theta} \epsilon_t(\theta_0) = \left( 2\epsilon_t(\theta_0) \frac{\partial}{\partial \theta_1} \epsilon_t(\theta_0), \ldots, 2\epsilon_t(\theta_0) \frac{\partial}{\partial \theta_{p+q+1}} \epsilon_t(\theta_0) \right)^\top.
\]

We shall see in the proof of Lemma 7 that

\[
I(\theta_0) = \lim_{n \to \infty} \operatorname{Var} \left( \frac{1}{\sqrt{n}} \sum_{t=1}^{n} H_t(\theta_0) \right) = \sum_{h=-\infty}^{+\infty} \operatorname{Cov}(H_t(\theta_0), H_{t-h}(\theta_0)).
\]

Following the arguments developed in [BMCF12], the matrix \( I(\theta_0) \) can be estimated using Berk’s approach (see [Ber74]). More precisely, by interpreting \( I(\theta_0)/2\pi \) as the spectral density of the stationary process \( \{H_t(\theta_0)\}_{t \in \mathbb{Z}} \) evaluated at frequency 0, we can use a parametric autoregressive estimate of the spectral density of \( \{H_t(\theta_0)\}_{t \in \mathbb{Z}} \) in order to estimate the matrix \( I(\theta_0) \).

For any \( \theta \in \Theta \), \( H_t(\theta) \) is a measurable function of \( \{\varepsilon_s, s \leq t\} \). The stationary process \( \{H_t(\theta_0)\}_{t \in \mathbb{Z}} \) admits the following Wold decomposition \( H_t(\theta_0) = u_t + \sum_{k=1}^{\infty} \psi_k u_{t-k} \), where \( (u_t)_{t \in \mathbb{Z}} \) is a \((p + q + 1)\)-variate white noise with variance matrix \( \Sigma_u \).

Assume that \( \Sigma_u \) is non-singular, that \( \sum_{k=1}^{\infty} \|\psi_k\| < \infty \), and that \( \det(I_{p+q+1} + \sum_{k=1}^{\infty} \psi_k z^k) \neq 0 \) if \( |z| < 1 \) and \( \det \{ \Phi(z) \} \neq 0 \) if \( |z| < 1 \). Then \( \{H_t(\theta_0)\}_{t \in \mathbb{Z}} \) admits a weak multivariate AR(\( \infty \)) representation (see [Aku57]) of the form

\[
\Phi(L)H_t(\theta_0) := H_t(\theta_0) - \sum_{k=1}^{\infty} \Phi_k H_{t-k}(\theta_0) = u_t.
\]

such that \( \sum_{k=1}^{\infty} \|\Phi_k\| < \infty \) and det \( \{ \Phi(z) \} \neq 0 \) if \( |z| < 1 \).

Thanks to the previous remarks, the estimation of \( I(\theta_0) \) is therefore based on the following expression

\[
I(\theta_0) = \Phi^{-1}(1) \Sigma_u \Phi^{-1}(1).
\]

Consider the regression of \( H_t(\theta_0) \) on \( H_{t-1}(\theta_0), \ldots, H_{t-r}(\theta_0) \) defined by

\[
H_t(\theta_0) = \sum_{k=1}^{r} \Phi_r, k H_{t-k}(\theta_0) + u_{r,t}.
\]
where \( u_{r,t} \) is uncorrelated with \( H_{t-1}(\theta_0), \ldots, H_{t-r}(\theta_0) \). Since \( H_t(\theta_0) \) is not observable, we introduce \( \hat{H}_t \in \mathbb{R}^{p+q+1} \) obtained by replacing \( \varepsilon_t(\cdot) \) by \( \hat{\varepsilon}_t(\cdot) \) and \( \theta_0 \) by \( \hat{\theta}_n \) in (7):

\[
\hat{H}_t = 2\hat{\varepsilon}_t(\hat{\theta}_n) \frac{\partial}{\partial \theta} \hat{\varepsilon}_t(\hat{\theta}_n) .
\]

(10)

Let \( \hat{\Phi}(z) = I_{p+q+1} - \sum_{k=1}^{r} \hat{\Phi}_{r,k} z^k \), where \( \hat{\Phi}_{r,1}, \ldots, \hat{\Phi}_{r,r} \) denote the coefficients of the LS regression of \( \hat{H}_t \) on \( \hat{H}_{t-r}, \ldots, \hat{H}_{t-1} \). Let \( \hat{u}_{r,t} \) be the residuals of this regression and let \( \hat{\Sigma}_{\hat{u}_r} \) be the empirical variance (defined in (11) below) of \( \hat{u}_{r,1}, \ldots, \hat{u}_{r,r} \). The LSE of \( \hat{\Phi} = (\hat{\Phi}_{r,1}, \ldots, \hat{\Phi}_{r,r}) \) and \( \hat{\Sigma}_{\hat{u}_r} = \text{Var}(u_{r,t}) \) are given by

\[
\hat{\Phi}_r = \hat{\Sigma}_{\hat{H}_r} \hat{\Sigma}_{\hat{H}_r}^{-1} \text{ and } \hat{\Sigma}_{\hat{u}_r} = \frac{1}{n} \sum_{t=1}^{n} \left( \hat{H}_t - \hat{\Phi}_r \hat{H}_{r,t} \right) \left( \hat{H}_t - \hat{\Phi}_r \hat{H}_{r,t} \right)' ,
\]

(11)

where

\[
\hat{H}_{r,t} = (\hat{H}_{t-1}', \ldots, \hat{H}_{t-r}')', \quad \hat{\Sigma}_{\hat{H}_r} = \frac{1}{n} \sum_{t=1}^{n} \hat{H}_t \hat{H}_{r,t}' \text{ and } \hat{\Sigma}_{\hat{u}_r} = \frac{1}{n} \sum_{t=1}^{n} \hat{u}_{r,t} \hat{u}_{r,t}' .
\]

with by convention \( \hat{H}_t = 0 \) when \( t \leq 0 \). We assume that \( \hat{\Sigma}_{\hat{u}_r} \) is non-singular (which holds true asymptotically).

In the case of linear processes with independent innovations, Berk (see [Ber74]) has shown that the spectral density can be consistently estimated by fitting autoregressive models of order \( r = r(n) \), whenever \( r \) tends to infinity and \( r^3 / n \) tends to 0 as \( n \) tends to infinity. There are differences with [Ber74]: \( (H_t(\theta_0))_{t \in \mathbb{Z}} \) is multivariate, is not directly observed and is replaced by \( (\hat{H}_t)_{t \in \mathbb{Z}} \). It is shown that this result remains valid for the multivariate linear process \( (H_t(\theta_0))_{t \in \mathbb{Z}} \) with non-independent innovations (see [BMCF12, BMF11], for references in weak (multivariate) ARMA models). We will extend the results of [BMCF12] to weak FARIMA models.

The asymptotic study of the estimator of \( I(\theta_0) \) using the spectral density method is given in the following theorem.

**Theorem 3.** We assume (A0)-(A3) and Assumption (A4') with \( \tau = 8 \). In addition, we assume that the innovation process \( (\varepsilon_t)_{t \in \mathbb{Z}} \) of the FARIMA\( (p,d_0,q) \) model (1) is such that the process \( (H_t(\theta_0))_{t \in \mathbb{Z}} \) defined in (7) admits a multivariate \( AR(\infty) \) representation (8), where \( \| \Phi_k \| = o(k^{-2}) \) as \( k \to \infty \), the roots of \( \det(\Phi(z)) = 0 \) are outside the unit disk, and \( \hat{\Sigma}_{\hat{u}} = \text{Var}(u_{t}) \) is non-singular. Then, the spectral estimator of \( I(\theta_0) \)

\[
\hat{f}_{n SP} := \hat{\Phi}_r^{-1}(1) \hat{\Sigma}_{\hat{u}} \hat{\Phi}_r^{-1}(1) \to I(\theta_0) = \Phi^{-1}(1) \Sigma_u \Phi^{-1}(1)
\]

in probability when \( r = r(n) \to \infty \) and \( r^5(n)/n^{1-2(d_0-\delta_1)} \to 0 \) as \( n \to \infty \) (remind that \( d_0 \in [d_1,d_2] \subset -1/2,1/2] \).

The proof of this theorem is given in Subsection 6.4.

A second method to estimate the asymptotic matrix (or rather avoiding estimate it) is proposed in the next subsection.

### 3.2. A self-normalized approach to confidence interval construction in weak FARIMA models

We have seen previously that we may obtain confidence intervals for weak FARIMA model parameters as soon as we can construct a convergent estimator of the variance matrix \( I(\theta_0) \) (see Theorems
The parametric approach based on an autoregressive estimate of the spectral density of \((H_t(\theta_0))_{t \in \mathbb{Z}}\) that we used before has the drawback of choosing the truncation parameter \(r\) in (9). This choice of the order truncation is often crucial and difficult. So the aim of this section is to avoid such a difficulty.

This section is also of interest because, to our knowledge, it has not been studied for weak FARIMA models. Notable exception is [Sha12] who studied this problem in a short memory case (see Assumption 1 in [Sha12] that implies that the process \(X\) is short-range dependent).

We propose an alternative method to obtain confidence intervals for weak FARIMA models by avoiding the estimation of the asymptotic covariance matrix \(I(\theta_0)\). It is based on a self-normalization approach used to build a statistic which depends on the true parameter \(\theta_0\) and which is asymptotically distribution-free (see Theorem 1 of [Sha12] for a reference in weak ARMA case). The idea comes from [Lob01] and has been already extended by [BMS18, KL06, Sha10c, Sha10a, Sha12] to more general frameworks. See also [Sha15] for a review on some recent developments on the inference of time series data using the self-normalized approach.

Let us briefly explain the idea of the self-normalization. By a Taylor expansion of the function \(\partial Q_n(\cdot)/\partial \theta\) around \(\theta_0\), under \((A3)\), we have

\[
0 = \sqrt{n} \frac{\partial}{\partial \theta} Q_n(\hat{\theta}_n) = \sqrt{n} \frac{\partial}{\partial \theta} Q_n(\theta_0) + \left[ \frac{\partial^2}{\partial \theta_i \partial \theta_j} Q_n(\theta_{n,ij}^*) \right] \sqrt{n} (\hat{\theta}_n - \theta_0),
\]

where the \(\theta_{n,ij}^*\)'s are between \(\hat{\theta}_n\) and \(\theta_0\). Using the following equation

\[
\sqrt{n} \left( \frac{\partial}{\partial \theta} O_n(\theta_0) - \frac{\partial}{\partial \theta} Q_n(\theta_0) \right) = \sqrt{n} \frac{\partial}{\partial \theta} O_n(\theta_0) + \left\{ \left[ \frac{\partial^2}{\partial \theta_i \partial \theta_j} Q_n(\theta_{n,ij}^*) \right] - J(\theta_0) + J(\theta_0) \right\} \sqrt{n} (\hat{\theta}_n - \theta_0),
\]

we shall be able to prove that (12) implies that

\[
\sqrt{n} \frac{\partial}{\partial \theta} O_n(\theta_0) + J(\theta_0) \sqrt{n} (\hat{\theta}_n - \theta_0) = o_P(1).
\]

This is due to the following technical properties:

- the convergence in probability of \(\sqrt{n} \partial Q_n(\theta_0)/\partial \theta - \sqrt{n} \partial O_n(\theta_0)/\partial \theta\) to 0 (see Lemma 4 hereafter),
- the convergence in probability of \([\partial^2 Q_n(\theta_{n,ij}^*)/\partial \theta_i \partial \theta_j]\) to \(J(\theta_0)\) (see Lemma 6 hereafter),
- the tightness of the sequence \((\sqrt{n}(\hat{\theta}_n - \theta_0))_{n \geq 1}\) (see Theorem 2) and
- the existence and invertibility of the matrix \(J(\theta_0)\) (see Lemma 5 hereafter).

Thus we obtain from (13) that

\[
\sqrt{n}(\hat{\theta}_n - \theta_0) = \frac{1}{\sqrt{n}} \sum_{t=1}^{n} U_t + o_P(1),
\]

where (remind (7))

\[
U_t = -J^{-1}(\theta_0)H_t(\theta_0).
\]

At this stage, we do not rely on the classical method that would consist in estimating the asymptotic covariance matrix \(I(\theta_0)\). We rather try to apply Lemma 1 in [Lob01]. So we need to check that a
The functional central limit theorem holds for the process $U := (U_t)_{t \geq 1}$. For that sake, we define the normalization matrix $P_{p+q+1,n}$ of $\mathbb{R}^{(p+q+1) \times (p+q+1)}$ by

$$P_{p+q+1,n} = \frac{1}{n^2} \sum_{t=1}^{n} \left( \sum_{j=1}^{t} (U_j - \bar{U}_n) \right) \left( \sum_{j=1}^{t} (U_j - \bar{U}_n) \right)^{\prime}, \quad (14)$$

where $\bar{U}_n = (1/n) \sum_{i=1}^{n} U_i$. To ensure the invertibility of the normalization matrix $P_{p+q+1,n}$ (it is the result stated in the next proposition), we need the following technical assumption on the distribution of $\epsilon_t$.

**(A5):** The process $(\epsilon_t)_{t \in \mathbb{Z}}$ has a positive density on some neighborhood of zero.

**Proposition 4.** Under the assumptions of Theorem 2 and (A5), the matrix $P_{p+q+1,n}$ is almost surely non-singular.

The proof of this proposition is given in Subsection 6.5.

Let $(B_m(r))_{r \geq 0}$ be a $m$-dimensional Brownian motion starting from 0. For $m \geq 1$, we denote by $U_m$ the random variable defined by:

$$U_m = B_m^{\prime}(1)V_m^{-1}B_m(1), \quad (15)$$

where

$$V_m = \int_{0}^{1} (B_m(r) - rB_m(1))(B_m(r) - rB_m(1))^{\prime} \, dr. \quad (16)$$

The critical values of $U_m$ have been tabulated by [Lob01].

The following theorem states the self-normalized asymptotic distribution of the random vector $\sqrt{n} (\hat{\theta}_n - \theta_0)$.

**Theorem 5.** Under the assumptions of Theorem 2 and (A5), we have

$$n(\hat{\theta}_n - \theta_0)^{\prime} P_{p+q+1,n}^{-1}(\hat{\theta}_n - \theta_0) \xrightarrow{\text{in law}} U_{p+q+1}. \quad (n \rightarrow \infty)$$

The proof of this theorem is given in Subsection 6.6.

Of course, the above theorem is useless for practical purpose because the normalization matrix $P_{p+q+1,n}$ is not observable. This gap will be fixed below when one replaces the matrix $P_{p+q+1,n}$ by its empirical or observable counterpart

$$\hat{P}_{p+q+1,n} = \frac{1}{n^2} \sum_{t=1}^{n} \left( \sum_{j=1}^{t} (\hat{U}_j - \frac{1}{n} \sum_{k=1}^{n} \hat{U}_k) \right) \left( \sum_{j=1}^{t} (\hat{U}_j - \frac{1}{n} \sum_{k=1}^{n} \hat{U}_k) \right)^{\prime}, \quad \text{where} \quad \hat{U}_j = -J^{-1} \hat{H}_j. \quad (17)$$

The above quantity is observable and we are able to state our Theorem which is the applicable version of Theorem 5.

**Theorem 6.** Under the assumptions of Theorem 2 and (A5), we have

$$n(\hat{\theta}_n - \theta_0)^{\prime} \hat{P}_{p+q+1,n}^{-1}(\hat{\theta}_n - \theta_0) \xrightarrow{\text{in law}} U_{p+q+1}. \quad (n \rightarrow \infty)$$
The proof of this theorem is given in Subsection 6.7.

At the asymptotic level $\alpha$, a joint $100(1 - \alpha)\%$ confidence region for the elements of $\theta_0$ is then given by the set of values of the vector $\theta$ which satisfy the following inequality:

$$n(\hat{\theta} - \theta)^\prime \hat{P}^{-1}_{p+q+1,n}(\hat{\theta} - \theta) \leq U_{p+q+1,\alpha},$$

where $U_{p+q+1,\alpha}$ is the quantile of order $1 - \alpha$ for the distribution of $U_{p+q+1}$.

**Corollary 7.** For any $1 \leq i \leq p + q + 1$, a $100(1 - \alpha)\%$ confidence region for $\theta_0(i)$ is given by the following set:

$$\left\{ x \in \mathbb{R} ; n(\hat{\theta}_n(i) - x)^2 \hat{P}^{-1}_{p+q+1,n}(i, i) \leq U_{1,\alpha} \right\},$$

where $U_{1,\alpha}$ denotes the quantile of order $1 - \alpha$ of the distribution for $U_1$.

The proof of this corollary is similar to that of Theorem 6 when one restricts ourselves to a one dimensional case.

### 4. Numerical illustrations

In this section, we investigate the finite sample properties of the asymptotic results that we introduced in this work. For that sake we use Monte Carlo experiments. The numerical illustrations of this section are made with the open source statistical software R (see R Development Core Team, 2017) or (see http://cran.r-project.org/).

#### 4.1. Simulation studies and empirical sizes for confidence intervals

We study numerically the behavior of the LSE for FARIMA models of the form

$$(1 - L)^d (X_t - aX_{t-1}) = \epsilon_t - b\epsilon_{t-1},$$

where the unknown parameter is taken as $\theta_0 = (a, b, d) = (-0.7, -0.2, 0.4)$. First we assume that in (18) the innovation process $(\epsilon_t)_{t \in \mathbb{Z}}$ is an iid centered Gaussian process with common variance 1 which corresponds to the strong FARIMA case. In two other experiments we consider that in (18) the innovation processes $(\epsilon_t)_{t \in \mathbb{Z}}$ are defined respectively by

$$\left\{ \begin{array}{l}
\epsilon_t = \sigma_t \eta_t \\
\sigma_t^2 = 0.04 + 0.12\epsilon_{t-1}^2 + 0.85\sigma_{t-1}^2
\end{array} \right. \quad (19)$$

and

$$\epsilon_t = \eta_t^2 \eta_{t-1}, \quad (20)$$

where $(\eta_t)_{t \geq 1}$ is a sequence of iid centered Gaussian random variables with variance 1. Note that the innovation process in (20) is not a martingale difference whereas it is the case of the noise defined in (19).

We simulated $N = 1,000$ independent trajectories of size $n = 2,000$ of Model (18) in the three following case: the strong Gaussian noise, the semi-strong noise (19) and the weak noise (20).

Figure 1, Figure 2 and Figure 3 compare the distribution of the LSE in these three contexts. The distributions of $\hat{d}_n$ are similar in the three cases whereas the LSE $\hat{a}_n$ of $a$ is more accurate in the weak case than in the strong and semi-strong cases. The distributions of $\hat{b}_n$ are more accurate...
in the strong case than in the weak case. Remark that in the weak case the distributions of \( \hat{b}_n \) are more accurate to the semi-strong ones.

Figure 4 compares standard estimator \( \hat{\Omega}_S = 2\hat{\sigma}^2_n J_n^{-1} \) and the sandwich estimator \( \hat{\Omega} = \hat{J}_n^{-1} \hat{J}_n^{-1} \) of the LSE asymptotic variance \( \Omega \). We used the spectral estimator \( \hat{J}_n^{sp} \) defined in Theorem 3. The multivariate AR order \( r \) (see (9)) is automatically selected by AIC (we use the function \textsc{vars} of the \textsc{vars} R package). In the strong FARIMA case we know that the two estimators are consistent. In view of the two upper subfigures of Figure 4, it seems that the sandwich estimator is less accurate in the strong case. This is not surprising because the sandwich estimator is more robust, in the sense that this estimator remains consistent in the semi-strong and weak FARIMA cases, contrary to the standard estimator (see the middle and bottom subfigures of Figure 4). Figure 5 (resp. Figure 6) presents a zoom of the left(right)-middle and left(right)-bottom panels of Figure 4. It is clear that in the semi-strong or weak case \( n(\hat{a}_n - a)^2, n(\hat{b}_n - b)^2 \) and \( n(\hat{d}_n - d)^2 \) are, respectively, better estimated by \( \hat{J}_n^{-1} \hat{J}_n^{-1}(1, 1), \hat{J}_n^{-1} \hat{J}_n^{-1}(2, 2) \) and \( \hat{J}_n^{-1} \hat{J}_n^{-1}(3, 3) \) (see Figure 6) than by \( 2\hat{\sigma}^2_n J_n^{-1}(1, 1), 2\hat{\sigma}^2_n J_n^{-1}(2, 2) \) and \( 2\hat{\sigma}^2_n J_n^{-1}(3, 3) \) (see Figure 5). The failure of the standard estimator of \( \Omega \) in the weak FARIMA framework may have important consequences in terms of identification or hypothesis testing and validation.

Now we are interested in standard confidence interval and the modified versions proposed in Subsections 3.1 and 3.2. Table 1 displays the empirical sizes in the three previous different FARIMA cases. For the nominal level \( \alpha = 5\% \), the empirical size over the \( N = 1, 000 \) independent replications should vary between the significant limits 3.6\% and 6.4\% with probability 95\%. For the nominal level \( \alpha = 1\% \), the significant limits are 0.3\% and 1.7\%, and for the nominal level \( \alpha = 10\% \), they are 8.1\% and 11.9\%. When the relative rejection frequencies are outside the significant limits, they are displayed in bold type in Table 1. For the strong FARIMA model, all the relative rejection frequencies are inside the significant limits for \( n \) large. For the semi-strong FARIMA model, the relative rejection frequencies of the standard confidence interval are definitely outside the significant limits, contrary to the modified versions proposed. For the weak FARIMA model, only the standard confidence interval of \( \hat{b}_n \) is outside the significant limits when \( n \) increases. As a conclusion, Table 1 confirms the comments done concerning Figure 4.

### 4.2. Application to real data

We now consider an application to the daily returns of four stock market indices (CAC, DAX, Nikkei and S&P 500). The returns are defined by \( r_t = \log(p_t/p_{t-1}) \) where \( p_t \) denotes the price index of the stock market indices at time \( t \). The observations cover the period from the starting date of each index to February 14, 2019.

In Financial Econometrics the returns are often assumed to be a white noise. In view of the so-called volatility clustering, it is well known that the strong white noise model is not adequate for these series (see for instance [FZ10, LNS01, BMCF12, BMS18]). A long-range memory property of the stock market returns series was largely investigated by [DGE93] which shown that there are more correlation between power transformation of the absolute return \( |r_t|^\nu (\nu > 0) \) than returns themselves (see also [BFGK13], [Pal07], [BCT96] and [LL97]). We choose here the case where \( \nu = 2 \) which corresponds to the squared returns \( (r_t^2)_{t \geq 1} \) process. This process have significant positive autocorrelations at least up to lag 100 (see Figure 9) which confirm the claim that stock market returns have long-term memory (see [DGE93]).

We fit a FARIMA(1, d, 1) model to the squares of the 4 daily returns. As in [Lin03], we denote
by $(X_t)_{t \geq 1}$ the mean corrected series of the squared returns and we adjust the following model

$$(1 - L)^d (X_t - aX_{t-1}) = \epsilon_t - b\epsilon_{t-1}.$$  

Figure 7 (resp. Figure 8) plots the closing prices (resp. the returns) of the four stock market indices. Figure 9 shows that squared returns $(X_t)_{t \geq 1}$ are generally strongly autocorrelated. Table 2 displays the LSE of the parameter $\theta = (a, b, d)$ of each squared of daily returns. The $p$-values of the corresponding LSE, $\hat{\theta}_n = (\hat{a}_n, \hat{b}_n, \hat{d}_n)$ are given in parentheses. The last column presents the estimated residual variance. Note that for all series, the estimated coefficients $|\hat{a}_n|$ and $|\hat{b}_n|$ are smaller than one and this is in accordance with our Assumption (A1). We also observe that for all series the estimated long-range dependence coefficients $\hat{d}_n$ are significant for any reasonable asymptotic level and are inside $]-0.5,0.5[$. We thus think that the assumption (A3) is satisfied and thus our asymptotic normality theorem can be applied. Table 3 then presents for each serie the modified confidence interval at the asymptotic level $\alpha = 5\%$ for the parameters estimated in Table 2.

5. Conclusion

Taking into account the possible lack of independence of the error terms, we show in this paper that we can fit FARIMA representations of a wide class of nonlinear long memory times series. This is possible thanks to our theoretical results and it is illustrated in our real cases and simulations studies.

This standard methodology (when the noise is supposed to be iid), in particular the significance tests on the parameters, needs however to be adapted to take into account the possible lack of independence of the errors terms. A first step has been done thanks to our results on the confidence intervals. In future works, we intent to study how the existing identification (see [BM12], [BMK16]) and diagnostic checking (see [BMS18], [FRZ05]) procedures should be adapted in the presence of long-range dependence framework and dependent noise.

6. Proofs

In all our proofs, $K$ is a positive constant that may vary from line to line.

6.1. Preliminary results

In this subsection, we shall give some results on estimations of the coefficient of formal power series that will arise in our study. Some of them are well know on some others are new to our knowledge. We will make some precise comments hereafter.

We begin by recalling the following properties on power series. If for $|z| \leq R$, the power series $f(z) = \sum_{i \geq 0} a_i z^i$ and $g(z) = \sum_{i \geq 0} b_i z^i$ are well defined, then one has $(fg)(z) = \sum_{i \geq 0} c_i z^i$ is also well defined for $|z| \leq R$ with the sequence $(c_i)_{i \geq 0}$ which is given by $c_i = a_i b_i$.

We will make use of the Young inequality that states that if the sequence $a \in \ell^{r_1}$ and $b \in \ell^{r_2}$ and such that $\frac{1}{r_1} + \frac{1}{r_2} = 1 + \frac{1}{r}$ with $1 \leq r_1, r_2, r \leq \infty$, then

$$\|a \ast b\|_{\ell^{r}} \leq \|a\|_{\ell^{r_1}} \times \|b\|_{\ell^{r_2}}.$$
Now we come back to the power series that arise in our context. Remind that for the true value of the parameter,
\[ a_{\theta}(L)(1 - L)^{d_0}X_t = b_{\theta}(L)\epsilon_t. \] (21)

Thanks to the assumptions on the moving average polynomials \( b_{\theta} \) and the autoregressive polynomials \( a_{\theta} \), the power series \( a_{\theta}^{-1} \) and \( b_{\theta}^{-1} \) are well defined.

Thus the functions \( \epsilon_t(\theta) \) defined in (2) can be written as
\[ \epsilon_t(\theta) = b_{\theta}^{-1}(L)a_{\theta}(L)(1 - L)^d X_t \] (22)
\[ = b_{\theta}^{-1}(L)a_{\theta}(L)(1 - L)^{d-d_0}a_{\theta}^{-1}(L)b_{\theta}(L)\epsilon_t \] (23)
and if we denote \( \gamma(\theta) = (\gamma_i(\theta))_{i \geq 0} \) the sequence of coefficients of the power series \( b_{\theta}^{-1}(z)a_{\theta}(z)(1 - z)^d \), we may write for all \( t \in \mathbb{Z} \):
\[ \epsilon_t(\theta) = \sum_{i \geq 0} \gamma_i(\theta)X_{t-i}. \] (24)

In the same way, by (22) one has
\[ X_t = (1 - L)^{-d}a_{\theta}^{-1}(L)b_{\theta}(L)\epsilon_t(\theta) \]
and if we denote \( \eta(\theta) = (\eta_i(\theta))_{i \geq 0} \) the coefficients of the power series \( (1 - z)^{-d}a_{\theta}^{-1}(z)b_{\theta}(z) \) one has
\[ X_t = \sum_{i \geq 0} \eta_i(\theta)\epsilon_{t-i}(\theta). \] (25)

We strength the fact that \( \gamma_0(\theta) = \eta_0(\theta) = 1 \) for all \( \theta \).

For large \( j \), [HTSC99] have shown that uniformly in \( \theta \) the sequences \( \gamma(\theta) \) and \( \eta(\theta) \) satisfy
\[ \frac{\partial^k \gamma_j(\theta)}{\partial \theta_{i_1} \cdots \partial \theta_{i_k}} = O \left( j^{-1-d} \{ \log(j) \}^k \right), \quad \text{for} \quad k = 0, 1, 2, 3, \] (26)
and
\[ \frac{\partial^k \eta_j(\theta)}{\partial \theta_{i_1} \cdots \partial \theta_{i_k}} = O \left( j^{-1+d} \{ \log(j) \}^k \right), \quad \text{for} \quad k = 0, 1, 2, 3. \] (27)

One difficulty that has to be addressed is that (24) includes the infinite past \( (X_{t-i})_{i \geq 0} \) whereas only a finite number of observations \( (X_t)_{1 \leq t \leq n} \) are available to compute the estimators defined in (4). The simplest solution is truncation which amounts to setting all unobserved values equal to zero. Thus, for all \( \theta \in \Theta \) and \( 1 \leq t \leq n \) one defines
\[ \tilde{\epsilon}_t(\theta) = \sum_{i=0}^{t-1} \gamma_i(\theta)X_{t-i} = \sum_{i \geq 0} \gamma_i^t(\theta)X_{t-i} \] (28)
where the truncated sequence \( \gamma^t(\theta) = (\gamma_i^t(\theta))_{i \geq 0} \) is defined by
\[ \gamma_i^t(\theta) = \begin{cases} \gamma_i(\theta) & \text{if} \quad 0 \leq i \leq t - 1, \\ 0 & \text{otherwise}. \end{cases} \]
Since our assumptions are made on the noise in (1), it will be useful to express the random variables \( \epsilon_t(\theta) \) and its partial derivatives with respect to \( \theta \), as a function of \( (\epsilon_{t-i})_{i \geq 0} \).

From (23), there exists a sequence \( \lambda(\theta) = (\lambda_i(\theta))_{i \geq 0} \) such that

\[
\epsilon_t(\theta) = \sum_{i=0}^{\infty} \lambda_i(\theta) \epsilon_{t-i}
\]  

(29)

where the sequence \( \lambda(\theta) \) is given by the sequence of the coefficients of the power series \( b_{\theta}^{-1}(z)a_{\theta}(z)(1−z)^{d−d_0}a_{\theta_0}^{-1}(z)b_{\theta_0}(z) \). Consequently \( \lambda(\theta) = \gamma(\theta) * \eta(\theta_0) \) or, equivalently,

\[
\lambda_i(\theta) = \sum_{j=0}^{i} \gamma_j(\theta) \eta_{i-j}(\theta_0).
\]  

(30)

As in [HR11], it can be shown using Stirling’s approximation that there exists a positive constant \( K \) such that

\[
\sup_{\theta \in \Theta} |\lambda_i(\theta)| \leq K \sup_{d \in [d_1,d_2]} i^{−1−(d−d_0)} \leq Ki^{−1−(d_1−d_0)}.
\]  

(31)

Equations (29) and (31) imply that for all \( \theta \in \Theta \) the random variable \( \epsilon_t(\theta) \) belongs to \( L^2 \), that the sequence \( (\epsilon_t(\theta))_t \) is an ergodic sequence and that for all \( t \in \mathbb{Z} \) the function \( \epsilon_t(\cdot) \) is a continuous function. We proceed in the same way as regard to the derivatives of \( \epsilon_t(\theta) \). More precisely, for any \( \theta \in \Theta, t \in \mathbb{Z} \) and \( 1 \leq k,l \leq p + q + 1 \) there exists sequences \( \lambda_k(\theta) = (\lambda_{i,k}(\theta))_{i \geq 1} \) and \( \lambda_{k,l}(\theta) = (\lambda_{i,k,l}(\theta))_{i \geq 1} \) such that

\[
\frac{\partial \epsilon_t(\theta)}{\partial \theta_k} = \sum_{i=1}^{\infty} \lambda_{i,k}(\theta) \epsilon_{t-i}
\]  

(32)

and

\[
\frac{\partial^2 \epsilon_t(\theta)}{\partial \theta_k \partial \theta_l} = \sum_{i=1}^{\infty} \lambda_{i,k,l}(\theta) \epsilon_{t-i}.
\]  

(33)

Of course it holds that \( \lambda_k(\theta) = \frac{\partial \gamma(\theta)}{\partial \theta_k} * \eta(\theta_0) \) and \( \lambda_{k,l}(\theta) = \frac{\partial^2 \gamma(\theta)}{\partial \theta_k \partial \theta_l} * \eta(\theta_0) \).

Similarly we have

\[
\frac{\partial \epsilon_t(\theta)}{\partial \theta_k} = \sum_{i=0}^{\infty} \lambda^t_i(\theta) \epsilon_{t-i},
\]  

(34)

\[
\frac{\partial^2 \epsilon_t(\theta)}{\partial \theta_k \partial \theta_l} = \sum_{i=1}^{\infty} \lambda^t_{i,k}(\theta) \epsilon_{t-i},
\]  

(35)

\[
\frac{\partial^2 \epsilon_t(\theta)}{\partial \theta_k \partial \theta_l} = \sum_{i=1}^{\infty} \lambda^t_{i,k,l}(\theta) \epsilon_{t-i},
\]  

(36)

where \( \lambda^t(\theta) = \gamma^t(\theta) * \eta(\theta_0) \), \( \lambda^t_k(\theta) = \frac{\partial \gamma^t(\theta)}{\partial \theta_k} * \eta(\theta_0) \) and \( \lambda^t_{k,l}(\theta) = \frac{\partial^2 \gamma^t(\theta)}{\partial \theta_k \partial \theta_l} * \eta(\theta_0) \).

In order to handle the truncation error \( \epsilon_t(\theta) - \hat{\epsilon}_t(\theta) \), one needs information on the sequence \( \lambda(\theta) - \lambda^t(\theta) \). This is the purpose of the following lemma.

**Lemma 1.** For \( 2 \leq r \leq \infty \) and \( 1 \leq k,l \leq p + q + 1 \), we have

\[
\| \lambda(\theta) - \lambda^t(\theta) \|_r = O \left( t^{-1+\frac{1}{r}−(d−\max(d_0,0))} \right),
\]
\[ \| \hat{\lambda}_k (\theta) - \lambda^t (\theta) \|_{\ell^r} = O \left( t^{-1 + \frac{1}{r} - (d - \max(d_0, 0))} \right) \]

and

\[ \| \hat{\lambda}_{k,l} (\theta) - \lambda^t_{k,l} (\theta) \|_{\ell^r} = O \left( t^{-1 + \frac{1}{r} - (d - \max(d_0, 0))} \right) \]

for any \( \theta \in \Theta_d \) if \( d_0 \leq 0 \) and for \( \theta \) with non-negative memory parameter \( d \) if \( d_0 > 0 \).

**Proof.** In view of (27), \( \eta(\theta_0) \in \ell^{\rho_2} \) for \( r_2 \geq 1 \) when \( d_0 < 0 \). If \( d_0 = 0 \), \( \eta(\theta_0) \) is the sequence of coefficients of the power series \( \delta_0^{-1}(z)b_0(z) \), so it belongs to \( \ell^{\rho_2} \) for all \( r_2 \geq 1 \) since in this case \( |\eta_j(\theta_0)| = O(\rho^j) \) for some \( 0 < \rho < 1 \) (see [FZ98]). Thanks to (26), when \( d_0 \leq 0 \), Young’s inequality for convolution yields that for all \( r \geq 2 \)

\[
\| \lambda (\theta) - \lambda^t (\theta) \|_{\ell^r} \leq K \| \gamma (\theta) - \gamma^t (\theta) \|_{\ell^r} \leq K \left( \sum_{i=t}^{\infty} |\gamma_i(\theta)|^r \right)^{1/r} \leq K \left( \sum_{i=t}^{\infty} \frac{1}{i^{r+rd}} \right)^{1/r} \leq K \left( \int_t^{\infty} \frac{1}{x^{r+rd}} \, dx + \frac{1}{t^{r+rd}} \right)^{1/r} \leq K \frac{1}{t^{1 - \frac{1}{r} + d}}.
\]

If \( d_0 > 0 \), the sequence \( \eta(\theta_0) \) belongs to \( \ell^{\rho_2} \) for any \( r_2 > 1/(1 - d_0) \). Young’s inequality for convolution implies in this case that for all \( r \geq 2 \)

\[
\| \lambda (\theta) - \lambda^t (\theta) \|_{\ell^r} \leq K \| \gamma (\theta) - \gamma^t (\theta) \|_{\ell^r} \| \eta(\theta_0) \|_{\ell^{r_2}} \tag{37}
\]

with \( r_2 = (1 - (d_0 + \beta))^{-1} > 1/(1 - d_0) \) and \( r_1 = r/(1 + r(d_0 + \beta)) \), for some \( \beta > 0 \) sufficiently small. Thus there exists \( K \) such that \( \| \eta(\theta_0) \|_{\ell^{r_2}} \leq K \). Similarly as before, we deduce when \( d \geq 0 \) that

\[
\| \lambda (\theta) - \lambda^t (\theta) \|_{\ell^r} \leq K \| \gamma (\theta) - \gamma^t (\theta) \|_{\ell^r} \leq K \left( \sum_{i=t}^{\infty} \frac{1}{i^{r+rd}} \right)^{1/r} \leq K \frac{1}{t^{1 - \frac{1}{r} + d}}.
\]

the conclusion follows by tending \( \beta \) to 0. The second and third points of the lemma are shown in the same way as the first. This is because from (26), the coefficients \( \partial \gamma_j(\theta)/\partial \theta_k \) and \( \partial^2 \gamma_j(\theta)/\partial \theta_k \partial \theta_l \) are \( O(j^{-1 - d + \zeta}) \) for any small enough \( \zeta > 0 \). The proof of the lemma is then complete.

\[ \square \]

**Remark 3.** The above lemma implies that the sequence \( \hat{\lambda}_k (\theta_0) - \hat{\lambda}^t_k (\theta_0) \) is bounded and more precisely there exists \( K \) such that

\[
\sup_{j \geq 1} |\hat{\lambda}_{j,k} (\theta_0) - \hat{\lambda}^t_{j,k} (\theta_0)| \leq \frac{K}{t^{1 + \min(d_0, 0)}} \tag{38}
\]

for any \( t \geq 1 \) and any \( 1 \leq k \leq p + q + 1 \).
Remark 4. In order to prove our asymptotic results, it will be convenient to give an upper bound for the norms of the sequences introduced in Lemma 1 valid for any $\theta \in \Theta_\delta$. Since $d_1 - d_0 > -1/2$, Estimation (31) entails that for any $r \geq 2$,

$$
\| \lambda(\theta) - \lambda^t(\theta) \|_{r^*} = O \left( t^{-1 + \gamma_1/(d_1 - d_0)} \right), \quad \forall \theta \in \Theta_\delta.
$$

This can easily be seen since $\| \lambda(\theta) - \lambda^t(\theta) \|_{r^*} \leq K \left( \sum_{i \geq 1} i - r - r(d_1 - d_0) \right)^{1/r} \leq K t^{-1 + 1/(d_1 - d_0)}$. As in [HTSC99], the coefficients $\hat{\lambda}_{i,k}(\theta)$ and $\hat{\lambda}_{i,k,l}(\theta)$ are $O(f^{-1}(d_1 - d_0) + \zeta)$ for any small enough $\zeta > 0$, so we have

$$
\| \hat{\lambda}_{i,k}(\theta) - \hat{\lambda}_{i,k}^t(\theta) \|_{r^*} = O \left( t^{-1 + \gamma_1/(d_1 - d_0) + \zeta} \right)
$$

and

$$
\| \hat{\lambda}_{i,k,l}(\theta) - \hat{\lambda}_{i,k,l}^t(\theta) \|_{r^*} = O \left( t^{-1 + \gamma_1/(d_1 - d_0) + \zeta} \right)
$$

for any $r \geq 2$, any $1 \leq k, l \leq p + q + 1$ and all $\theta \in \Theta_\delta$.

One shall also need the following lemmas.

Lemma 2. For any $2 \leq r \leq \infty$, $1 \leq k \leq p + q + 1$ and $\theta \in \Theta$, there exists a constant $K$ such that we have

$$
\| \hat{\lambda}_{i,k}^t(\theta) \|_{r^*} \leq K.
$$

Proof. The proof follows the same arguments as those developed in Remark 4.

Lemma 3. There exists a constant $K$ such that we have

$$
\left| \hat{\lambda}_{i,k}(\theta_0) \right| \leq \frac{K}{i}.
$$

Proof. For $1 \leq k \leq p + q + 1$, the sequence $\hat{\lambda}_{i,k}(\theta) = (\hat{\lambda}_{i,k}(\theta))_{i \geq 1}$ is in fact the sequence of the coefficients in the power series of

$$
\frac{\partial}{\partial \theta_k} \left( b_{\theta}^{-1}(z)a_{\theta}(z)(1 - z)^{d_0 - d_0}a_{\theta}^{-1}(z)b_{\theta}(z) \right).
$$

Thus $\hat{\lambda}_{i,k}(\theta_0)$ is the $i$–th coefficient taken in $\theta = \theta_0$. There are three cases.

- $k = 1, \ldots, p$:

  Since

  $$
  \frac{\partial}{\partial \theta_k} \left( b_{\theta}^{-1}(z)a_{\theta}(z)(1 - z)^{d_0 - d_0}a_{\theta}^{-1}(z)b_{\theta}(z) \right) = -b_{\theta}^{-1}(z)z^k(1 - z)^{d_0 - d_0}a_{\theta}^{-1}(z)b_{\theta}(z),
  $$

  we deduce that $\hat{\lambda}_{i,k}(\theta_0)$ is the $i$–th coefficient of $-z^k a_{\theta_0}^{-1}(z)$ which satisfies $\hat{\lambda}_{i,k}(\theta_0) \leq K \rho^i$ for some $0 < \rho < 1$ (see [FZ98] for example).

- $k = p + 1, \ldots, p + q$:

  We have

  $$
  \frac{\partial}{\partial \theta_k} \left( b_{\theta}^{-1}(z)a_{\theta}(z)(1 - z)^{d_0 - d_0}a_{\theta}^{-1}(z)b_{\theta}(z) \right) = \left( \frac{\partial}{\partial \theta_k} b_{\theta}^{-1}(z) \right)a_{\theta}(z)(1 - z)^{d_0 - d_0}a_{\theta}^{-1}(z)b_{\theta}(z)
  $$

  and consequently $\hat{\lambda}_{i,k}(\theta_0)$ is the $i$–th coefficient of $(\frac{\partial}{\partial \theta_k} b_{\theta}^{-1}(z))b_{\theta}(z)$ which also satisfies $\hat{\lambda}_{i,k}(\theta_0) \leq K \rho^i$ (see [FZ98]).

  The last case will not be a consequence of the usual works on ARMA processes.
\( k = p + q + 1 \):
In this case, \( \theta_k = d \) and so we have
\[
\frac{\partial}{\partial \theta_k} \left( b_\theta^{-1}(z)a_\theta(z)(1-z)^{d-d_0}a_\theta^{-1}(z)b_\theta(z) \right) = b_\theta^{-1}(z)a_\theta(z)\ln(1-z)(1-z)^{d-d_0}a_\theta^{-1}(z)b_\theta(z)
\]
and consequently \( \hat{\lambda}_{i,k}(\theta_0) \) is the \( i \)-th coefficient of \( \ln(1-z) \) which is equal to \(-1/i\).

The three above cases imply the expected result. \( \Box \)

### 6.2. Proof of Theorem 1

Consider the random variable \( W_n(\theta) \) defined for any \( \theta \in \Theta \) by
\[
W_n(\theta) = V(\theta) + Q_n(\theta_0) - Q_n(\theta),
\]
where \( V(\theta) = \mathbb{E}[O_n(\theta)] - \mathbb{E}[O_n(\theta_0)] \). For \( \beta > 0 \), let \( S_\beta = \{ \theta : \|\theta - \theta_0\| \leq \beta \}, \overline{S}_\beta = \{ \theta \in \Theta : \theta \notin S_\beta \} \). It can readily be shown that
\[
\mathbb{P} \left( \|\hat{\theta}_n - \theta_0\| > \beta \right) \leq \mathbb{P} \left( \hat{\theta}_n \in \overline{S}_\beta \right)
\]
\[
\leq \mathbb{P} \left( \inf_{\theta \in \overline{S}_\beta} \{ Q_n(\theta) - Q_n(\theta_0) \} \leq 0 \right)
\]
\[
\leq \mathbb{P} \left( \sup_{\theta \in \Theta_i} |W_n(\theta)| \geq \inf_{\theta \in \overline{S}_\beta} V(\theta) \right)
\]
\[
\leq \mathbb{P} \left( \sup_{\theta \in \Theta_i} |Q_n(\theta) - \mathbb{E}[O_n(\theta)]| \geq \frac{1}{2} \inf_{\theta \in \overline{S}_\beta} V(\theta) \right). \tag{40}
\]

Since \( d_1 - d_0 > -1/2 \), one has
\[
\sup_{\theta \in \Theta_i} \mathbb{E} \left[ \epsilon_i^2(\theta) \right] = \sup_{\theta \in \Theta_i} \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \lambda_i(\theta)\lambda_j(\theta)\mathbb{E} \left[ \epsilon_{i-j} \epsilon_{i-j} \right] = \sigma_\epsilon^2 \sup_{\theta \in \Theta_i} \sum_{i=0}^{\infty} \lambda_i^2(\theta)
\]
\[
\leq \sigma_\epsilon^2 + K \sigma_\epsilon^2 \sum_{i=1}^{\infty} i^{-2-2(d_1-d_0)} < \infty. \tag{41}
\]

We can therefore use the same arguments as those of [FZ98] to prove under \( (A1) \) and \( (A2) \) that for any \( \tilde{\theta} \in \Theta_i \setminus \{ \theta_0 \} \), there exists a neighbourhood \( N(\tilde{\theta}) \) of \( \tilde{\theta} \) such that \( N(\tilde{\theta}) \subset \Theta_i \) and
\[
\lim \inf_{n \to \infty} \inf_{\theta \in N(\tilde{\theta})} O_n(\theta) > \sigma_\epsilon^2, \quad \text{a.s.} \tag{42}
\]

Note that \( \mathbb{E}[O_n(\theta_0)] = \sigma_\epsilon^2 \). It follows from \( (42) \) that
\[
\inf_{\theta \in \overline{S}_\beta} V(\theta) > K
\]
for some positive constant \( K \).

In view of \( (40) \), it is then sufficient to show that the random variable \( \sup_{\theta \in \Theta_i} |Q_n(\theta) - \mathbb{E}[O_n(\theta)]| \)
converges in probability to zero to prove Theorem 1. We use Corollary 2.2 of [New91] to obtain this uniform convergence in probability. The set $\Theta_\delta$ is compact and $(\mathbb{E}[O_n(\theta)])_{n \geq 1}$ is a uniformly convergent sequence of continuous functions on a compact set so it is equicontinuous. We consequently need to show the following two points to complete the proof of the theorem:

- For each $\theta \in \Theta_\delta$, $Q_n(\theta) - \mathbb{E}[O_n(\theta)] = o_p(1)$.

- There is $B_n$ and $h : [0, \infty) \to [0, \infty)$ with $h(0) = 0$ and $h$ continuous at zero such that $B_n = O_p(1)$ and for all $\theta_1, \theta_2 \in \Theta_\delta$, $|Q_n(\theta_1) - Q_n(\theta_2)| \leq B_n h(\|\theta_1 - \theta_2\|)$.

### 6.2.1. Pointwise convergence in probability of $Q_n(\theta) - \mathbb{E}[O_n(\theta)]$ to zero

For any $\theta \in \Theta_\delta$, Remark 4, the Cauchy-Schwarz inequality and (41) yield that

$$
\mathbb{E} \left| Q_n(\theta) - O_n(\theta) \right| \leq \frac{1}{n} \sum_{t=1}^{n} \mathbb{E} \left| \tilde{\epsilon}_t(\lambda) - \epsilon_t(\lambda) \right| \\
\leq \frac{1}{n} \sum_{t=1}^{n} \mathbb{E} \left( \epsilon_t(\lambda) - \tilde{\epsilon}_t(\lambda) \right)^2 + \frac{2}{n} \sum_{t=1}^{n} \mathbb{E} \left| \epsilon_t(\lambda) - \tilde{\epsilon}_t(\lambda) \right| |\epsilon_t(\lambda)| \\
\leq \frac{\sigma^2}{n} \sum_{t=1}^{n} \left\| \lambda_t(\lambda) - \lambda_t^*(\lambda) \right\|_2^2 + \frac{2\sigma}{n} \sum_{t=1}^{n} \left\| \lambda_t(\lambda) - \lambda_t^*(\lambda) \right\|_2 \sqrt{\mathbb{E} \left[ \epsilon_t^2(\lambda) \right]} \\
\leq \frac{\sigma^2}{n} \sum_{t=1}^{n} t^{-2(d_1-d_0)} + \frac{2K\sigma}{n} \sum_{t=1}^{n} t^{-1/2-(d_1-d_0)} \xrightarrow{n \to \infty} 0. \quad (43)
$$

We use the ergodic theorem and the continuous mapping theorem to obtain

$$
\left| O_n(\theta) - \mathbb{E}[O_n(\theta)] \right| \xrightarrow{a.s.} 0, \quad (44)
$$

Combining the results in (43) and (44), we deduce that for all $\theta \in \Theta_\delta$,

$$
Q_n(\theta) - \mathbb{E}[O_n(\theta)] \xrightarrow{p} 0, \quad n \to \infty.
$$

### 6.2.2. Tightness characterization

Observe that for any $\theta_1, \theta_2 \in \Theta_\delta$, there exists $\theta^*$ between $\theta_1$ and $\theta_2$ such that

$$
|Q_n(\theta_1) - Q_n(\theta_2)| \leq \left( \frac{1}{n} \sum_{t=1}^{n} \left\| \frac{\partial \epsilon_t^2(\theta^*)}{\partial \theta} \right\| \right) \|\theta_1 - \theta_2\|.
$$

As before, the uncorrelatedness of the innovation process $(\epsilon_t)_{t \in \mathbb{Z}}$ and Remark 4 entail that

$$
\mathbb{E} \left[ \frac{1}{n} \sum_{t=1}^{n} \left\| \frac{\partial \epsilon_t^2(\theta^*)}{\partial \theta} \right\| \right] \leq \mathbb{E} \left[ \frac{2}{n} \sum_{t=1}^{n} \sum_{i=1}^{p+q+1} \left| \epsilon_t(\theta^*) \frac{\partial \epsilon_t(\theta^*)}{\partial \theta_i} \right| \right] < \infty.
$$

Thanks to Markov’s inequality, we conclude that

$$
\frac{1}{n} \sum_{t=1}^{n} \left\| \frac{\partial \epsilon_t^2(\theta^*)}{\partial \theta} \right\| = O_p(1).
$$

The proof of Theorem 1 is then complete.
6.3. Proof of Theorem 2

By a Taylor expansion of the function $\partial Q_n(\cdot) / \partial \theta$ around $\theta_0$ and under (A3), we have

$$0 = \sqrt{n} \frac{\partial}{\partial \theta} Q_n(\hat{\theta}_n) = \sqrt{n} \frac{\partial}{\partial \theta} Q_n(\theta_0) + \left[ \frac{\partial^2}{\partial \theta_i \partial \theta_j} Q_n(\theta^*_n) \right] \sqrt{n} \left( \hat{\theta}_n - \theta_0 \right),$$  \hspace{1cm} (45)

where the $\theta^*_n$'s are between $\hat{\theta}_n$ and $\theta_0$. The equation (45) can be rewritten in the form:

$$\sqrt{n} \frac{\partial}{\partial \theta} Q_n(\theta_0) - \sqrt{n} \frac{\partial}{\partial \theta} Q_n(\hat{\theta}_n) = \sqrt{n} \frac{\partial^2}{\partial \theta_i \partial \theta_j} Q_n(\theta^*_n) \sqrt{n} \left( \hat{\theta}_n - \theta_0 \right).$$  \hspace{1cm} (46)

Under the assumptions of Theorem 2, it will be shown respectively in Lemma 4 and Lemma 6 that

$$\sqrt{n} \frac{\partial}{\partial \theta} Q_n(\theta_0) = o_P(1),$$

and

$$\left[ \frac{\partial^2}{\partial \theta_i \partial \theta_j} Q_n(\theta^*_n) \right] - J(\theta_0) = o_P(1).$$

As a consequence, the asymptotic normality of $\sqrt{n} \left( \hat{\theta}_n - \theta_0 \right)$ will be a consequence of the one of $\sqrt{n} \partial / \partial \theta Q_n(\theta_0)$.

**Lemma 4.** For $1 \leq k \leq p + q + 1$, under the assumptions of Theorem 2, we have

$$\sqrt{n} \left( \frac{\partial}{\partial \theta_k} Q_n(\theta_0) - \frac{\partial}{\partial \theta_k} O_n(\theta_0) \right) = o_P(1).$$  \hspace{1cm} (47)

**Proof.** Throughout this proof, $\theta = (\theta_1, ..., \theta_{p+q}, d)' \in \Theta_0$ is such that $\max(d_0, 0) < d \leq d_2$ where $d_2$ is the upper bound of the support of the long-range dependence parameter $d_0$.

The proof is quite long so we divide it in several steps.

- **Step 1: preliminaries**

  For $1 \leq k \leq p + q + 1$ we have

$$\sqrt{n} \frac{\partial}{\partial \theta_k} Q_n(\theta_0) = 2 \sqrt{n} \sum_{t=1}^{n} \tilde{\epsilon}_t(\theta_0) \frac{\partial}{\partial \theta_k} \tilde{\epsilon}_t(\theta_0)$$

$$= 2 \sqrt{n} \sum_{t=1}^{n} (\tilde{\epsilon}_t(\theta_0) - \tilde{\epsilon}_t(\theta)) \frac{\partial}{\partial \theta_k} \tilde{\epsilon}_t(\theta_0) + 2 \sqrt{n} \sum_{t=1}^{n} (\tilde{\epsilon}_t(\theta) - \epsilon_t(\theta)) \frac{\partial}{\partial \theta_k} \tilde{\epsilon}_t(\theta_0)$$

$$+ 2 \sqrt{n} \sum_{t=1}^{n} \epsilon_t(\theta) \frac{\partial}{\partial \theta_k} \epsilon_t(\theta_0) + 2 \sqrt{n} \sum_{t=1}^{n} \epsilon_t(\theta_0) \left( \frac{\partial}{\partial \theta_k} \epsilon_t(\theta_0) - \frac{\partial}{\partial \theta_k} \epsilon_t(\theta_0) \right)$$

$$+ 2 \sqrt{n} \sum_{t=1}^{n} \epsilon_t(\theta_0) \frac{\partial}{\partial \theta_k} \epsilon_t(\theta_0)$$

$$= \Delta_{n,1}^k(\theta) + \Delta_{n,2}^k(\theta) + \Delta_{n,3}^k(\theta) + \Delta_{n,4}^k(\theta_0) + \sqrt{n} \frac{\partial}{\partial \theta_k} O_n(\theta_0).$$  \hspace{1cm} (48)
where

\[
\Delta_{n,1}^k(\theta) = \frac{2}{\sqrt{n}} \sum_{t=1}^{n} (\varepsilon_t(\theta_0) - \varepsilon_t(\theta)) \frac{\partial}{\partial \theta_k} \varepsilon_t(\theta_0),
\]

\[
\Delta_{n,2}^k(\theta) = \frac{2}{\sqrt{n}} \sum_{t=1}^{n} (\varepsilon_t(\theta) - \varepsilon_t(\theta_0)) \frac{\partial}{\partial \theta_k} \varepsilon_t(\theta_0),
\]

\[
\Delta_{n,3}^k(\theta) = \frac{2}{\sqrt{n}} \sum_{t=1}^{n} (\varepsilon_t(\theta) - \varepsilon_t(\theta_0)) \frac{\partial}{\partial \theta_k} \varepsilon_t(\theta_0)
\]

and

\[
\Delta_{n,4}^k(\theta_0) = \frac{2}{\sqrt{n}} \sum_{t=1}^{n} \varepsilon_t(\theta_0) \left( \frac{\partial}{\partial \theta_k} \varepsilon_t(\theta_0) - \frac{\partial}{\partial \theta_k} \varepsilon_t(\theta_0) \right)
\]

Using (32) and (35), the fourth term \(\Delta_{n,4}^k(\theta_0)\) can be rewritten in the form:

\[
\Delta_{n,4}^k(\theta_0) = \frac{2}{\sqrt{n}} \sum_{t=1}^{n} \sum_{s=1}^{\infty} \sum_{j=1}^{\infty} \left\{ \lambda_{j,k}^t (\theta_0) - \lambda_{j,k}^s (\theta_0) \right\} \varepsilon_t \varepsilon_{t-j}.
\]

(49)

Therefore, if we prove that the three sequences of random variables \((\Delta_{n,1}^k(\theta) + \Delta_{n,3}^k(\theta))_{n \geq 1}\), \((\Delta_{n,2}^k(\theta))_{n \geq 1}\) and \((\Delta_{n,4}^k(\theta_0))_{n \geq 1}\) converge in probability to 0, then (47) will be true.

\* Step 2: convergence in probability of \((\Delta_{n,4}^k(\theta_0))_{n \geq 1}\) to 0

For simplicity, we denote in the sequel by \(\lambda_{j,k}\) the coefficient \(\lambda_{j,k}(\theta_0)\) and by \(\lambda_{j,k}^t\) the coefficient \(\lambda_{j,k}(\theta_0)\). Let \(\varrho(\cdot, \cdot)\) be the function defined for \(1 \leq t, s \leq n\) by

\[
\varrho(t, s) = \sum_{j_1=1}^{\infty} \sum_{j_2=1}^{\infty} \left\{ \lambda_{j_1,k}^t - \lambda_{j_2,k}^s \right\} \left\{ \lambda_{j_2,k}^t - \lambda_{j_1,k}^s \right\} \mathbb{E} [\varepsilon_t \varepsilon_{t-j} \varepsilon_s \varepsilon_{s-j}].
\]

For all \(\beta > 0\), using the symmetry of the function \(\varrho(t, s)\), we obtain that

\[
\mathbb{P} \left( \left| \Delta_{n,4}^k(\theta_0) \right| \geq \beta \right) \leq \frac{4}{n^{3/2}} \mathbb{E} \left[ \left( \sum_{t=1}^{n} \sum_{j=1}^{\infty} \left\{ \lambda_{j,k}^t - \lambda_{j,k}^s \right\} \varepsilon_t \varepsilon_{t-j} \right)^2 \right]
\]

\[
\leq \frac{4}{n^{3/2}} \sum_{t=1}^{n} \sum_{s=1}^{n} \sum_{j_1=1}^{\infty} \sum_{j_2=1}^{\infty} \left\{ \lambda_{j_1,k}^t - \lambda_{j_2,k}^s \right\} \left\{ \lambda_{j_2,k}^t - \lambda_{j_1,k}^s \right\} \mathbb{E} [\varepsilon_t \varepsilon_{t-j} \varepsilon_s \varepsilon_{s-j}]
\]

\[
\leq \frac{8}{n^{3/2}} \sum_{t=1}^{n} \sum_{s=1}^{n} \sum_{j_1=1}^{\infty} \sum_{j_2=1}^{\infty} \left\{ \lambda_{j_1,k}^t - \lambda_{j_2,k}^s \right\} \left\{ \lambda_{j_2,k}^t - \lambda_{j_1,k}^s \right\} \mathbb{E} [\varepsilon_t \varepsilon_{t-j} \varepsilon_s \varepsilon_{s-j}].
\]

By the stationarity of \((\varepsilon_t)_{t \in \mathbb{Z}}\) which is assumed in (A2), we have

\[
\mathbb{E} [\varepsilon_t \varepsilon_{t-j} \varepsilon_s \varepsilon_{s-j}] = \text{cum} (\varepsilon_0, \varepsilon_{-j_1}, \varepsilon_{s-t}, \varepsilon_{s-t-j_1}) + \mathbb{E} [\varepsilon_0 \varepsilon_{-j_1} \varepsilon_s \varepsilon_{s-t-j_1}] + \mathbb{E} [\varepsilon_0 \varepsilon_s \varepsilon_{s-t-j_1}] + \mathbb{E} [\varepsilon_0 \varepsilon_{s-t-j_1} \varepsilon_j].
\]
Since the noise is not correlated, we deduce that \( \mathbb{E}[\epsilon_0 \epsilon_{-j_1}] = 0 \) and \( \mathbb{E}[\epsilon_0 \epsilon_{s-t-j_2}] = 0 \) for \( 1 \leq j_1, j_2 \) and \( s \leq t \). Consequently we obtain
\[
\mathbb{P}\left( \left| \Delta_{n,k}^k(\theta_0) \right| \geq \beta \right) \leq \frac{8}{n^3} \sum_{t=1}^{n} \sum_{s=1}^{t} \sum_{j_1=1}^{\infty} \sum_{j_2=1}^{\infty} \sup_{j \geq 1} \left| \hat{\lambda}_{j_1,k} - \hat{\lambda}_{j_1,k}^t \right| \left| \hat{\lambda}_{j_2,k} - \hat{\lambda}_{j_2,k}^s \right| |\text{cum}(\epsilon_0, \epsilon_{-j_1}, \epsilon_{s-t}, \epsilon_{s-t-j_2})|
+ \frac{8}{n^3} \sum_{t=1}^{n} \sum_{s=1}^{t} \sum_{j_1=1}^{\infty} \sum_{j_2=1}^{\infty} \sup_{j \geq 1} \left| \hat{\lambda}_{j_1,k} - \hat{\lambda}_{j_1,k}^t \right| \left| \hat{\lambda}_{j_2,k} - \hat{\lambda}_{j_2,k}^s \right| \mathbb{E}[\epsilon_0 \epsilon_{s-t}] \mathbb{E}[\epsilon_{-j_1} \epsilon_{s-t-j_2}] .
\]
(50)

If
\[
\sum_{s=1}^{t} \sum_{j_1=1}^{\infty} \sum_{j_2=1}^{\infty} \sup_{j \geq 1} \left| \hat{\lambda}_{j_1,k} - \hat{\lambda}_{j_1,k}^t \right| \left| \hat{\lambda}_{j_2,k} - \hat{\lambda}_{j_2,k}^s \right| |\text{cum}(\epsilon_0, \epsilon_{-j_1}, \epsilon_{s-t}, \epsilon_{s-t-j_2})| \xrightarrow{t \to \infty} 0 ,
\]
(51)

Cesàro’s Lemma implies that the first term in the right hand side of (50) tends to 0. Thanks to Lemma 1 applied with \( r = \infty \) (or see Remark 3) and Assumption (A4') with \( \tau = 4 \), we obtain that
\[
\sum_{s=1}^{t} \sum_{j_1=1}^{\infty} \sum_{j_2=1}^{\infty} \sup_{j \geq 1} \left| \hat{\lambda}_{j_1,k} - \hat{\lambda}_{j_1,k}^t \right| \left| \hat{\lambda}_{j_2,k} - \hat{\lambda}_{j_2,k}^s \right| |\text{cum}(\epsilon_0, \epsilon_{-j_1}, \epsilon_{s-t}, \epsilon_{s-t-j_2})|
\leq \frac{K}{t^{1+\min(d_0,0)}} \sum_{s=1}^{t} \sum_{j_1=1}^{\infty} \sum_{j_2=1}^{\infty} |\text{cum}(\epsilon_0, \epsilon_{-j_1}, \epsilon_{s-t}, \epsilon_{s-t-j_2})|
\leq \frac{K}{t^{1+\min(d_0,0)}} \sum_{s=1}^{t} \sum_{j_1=1}^{\infty} \sum_{j_2=1}^{\infty} \sum_{j \geq 1} \sum_{j \geq 1} \sum_{j \geq 1} \sum_{j \geq 1} |\text{cum}(\epsilon_0, \epsilon_{s-t}, \epsilon_{s-t-j_2})| \xrightarrow{t \to \infty} 0 ,
\]

hence (51) holds true. Concerning the second term of right hand side of the inequality (50), we have
\[
\frac{8}{n^3} \sum_{t=1}^{n} \sum_{s=1}^{t} \sum_{j_1=1}^{\infty} \sum_{j_2=1}^{\infty} \left| \hat{\lambda}_{j_1,k} - \hat{\lambda}_{j_1,k}^t \right| \left| \hat{\lambda}_{j_2,k} - \hat{\lambda}_{j_2,k}^s \right| \mathbb{E}[\epsilon_0 \epsilon_{s-t}] \mathbb{E}[\epsilon_{-j_1} \epsilon_{s-t-j_2}]
= \frac{8 \sigma^2}{n^3} \sum_{t=1}^{n} \sum_{s=1}^{t} \sum_{j_1=1}^{\infty} \sum_{j_2=1}^{\infty} \left| \hat{\lambda}_{j_1,k} - \hat{\lambda}_{j_1,k}^t \right| \left| \hat{\lambda}_{j_2,k} - \hat{\lambda}_{j_2,k}^t \right| \mathbb{E}[\epsilon_{-j_1} \epsilon_{s-t}]
= \frac{8 \sigma^2}{n^3} \sum_{t=1}^{n} \sum_{s=1}^{t} \sum_{j_1=1}^{\infty} \sum_{j_2=1}^{\infty} \left| \hat{\lambda}_{j_1,k} - \hat{\lambda}_{j_1,k}^t \right|^2
= \frac{8 \sigma^2}{n^3} \sum_{t=1}^{n} \sum_{s=1}^{t} \sum_{j_1=1}^{\infty} \sum_{j_2=1}^{\infty} \left| \hat{\lambda}_{j_1,k} - \hat{\lambda}_{j_1,k}^t \right|^2
\leq \frac{K}{\beta^2} \frac{1}{n} \sum_{t=1}^{n} \frac{1}{t^{1+\min(d_0,0)}} \xrightarrow{n \to \infty} 0
\]

where we have used the fact that the noise is not correlated, Lemma 1 with \( r = 2 \) and Cesàro’s Lemma. This ends Step 2.
Step 3: \((\Delta_{n,2}^k(\theta))_{n \geq 1}\) converges in probability to 0

For all \(\beta > 0\), we have

\[
P \left( \left| \Delta_{n,2}^k(\theta) \right| \geq \beta \right) \leq \frac{2}{\beta \sqrt{n}} \sum_{t=1}^{n} \| \tilde{\epsilon}_t(\theta) - \epsilon_t(\theta) \|_{L^2} \left\| \frac{\partial}{\partial \theta} \tilde{\epsilon}_t(\theta_0) \right\|_{L^2}.
\]

First, using Lemma 2, we have

\[
\left\| \frac{\partial}{\partial \theta} \tilde{\epsilon}_t(\theta_0) \right\|_{L^2}^2 = E \left( \left( \sum_{i=1}^{\infty} \lambda_{i,k}(\theta_0) \epsilon_{t-i} \right)^2 \right)
\]

\[
= \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \lambda_{i,k}(\theta_0) \lambda_{j,k}(\theta_0) E [\epsilon_{t-i} \epsilon_{t-j}]
\]

\[
= \sigma^2 \sum_{i=1}^{\infty} \left( \lambda_{i,k}(\theta_0) \right)^2 
\leq K.
\]  

In view of (29), (34) and (52), we may write

\[
P \left( \left| \Delta_{n,2}^k(\theta) \right| \geq \beta \right) \leq \frac{K}{\beta \sqrt{n}} \sum_{t=1}^{n} \left( E \left[ (\epsilon_t(\theta) - \epsilon_t(\theta))^2 \right] \right)^{1/2}
\]

\[
\leq \frac{K}{\beta \sqrt{n}} \sum_{t=1}^{n} \left( \sum_{i \geq 0} \sum_{j \geq 0} (\lambda_i^j(\theta) - \lambda_i(\theta)) (\lambda_j^i(\theta) - \lambda_j(\theta)) E [\epsilon_{t-i} \epsilon_{t-j}] \right)^{1/2}
\]

\[
\leq \sigma^2 K \sum_{t=1}^{n} \left( \sum_{i \geq 0} (\lambda_i^0(\theta) - \lambda_i(\theta))^2 \right)^{1/2}
\]

\[
\leq \sigma^2 K \sum_{t=1}^{n} \left\| \lambda(\theta) - \lambda^0(\theta) \right\|_{L^2}.
\]

We use Lemma 1, the fact that \(d > \max(d_0,0)\) and the fractional version of Cesàro’s Lemma\(^2\) to obtain

\[
P \left( \left| \Delta_{n,2}^k(\theta) \right| \geq \beta \right) \leq \frac{\sigma^2 K}{\beta \sqrt{n}} \sum_{t=1}^{n} \frac{1}{t^{1/2 + (d - \max(d_0,0))}} \xrightarrow{n \to \infty} 0.
\]

This proves the expected convergence in probability.

\(^2\)Recall that the fractional version of Cesàro’s Lemma states that for \((h_t)\), a sequence of positive reals, \(\kappa > 0\) and \(c \geq 0\) we have

\[
\lim_{t \to \infty} h_t t^{1-\kappa} = |\kappa| c \Rightarrow \lim_{n \to \infty} \frac{1}{n} \sum_{t=0}^{n} h_t = c.
\]
\* Step 4: convergence in probability of \((\Delta_{n,1}^k(\theta) + \Delta_{n,3}^k(\theta))_{n \geq 1}\) to 0

Note that, for all \(n \geq 1\), we have

\[
\Delta_{n,1}^k(\theta) + \Delta_{n,3}^k(\theta) = \frac{2}{\sqrt{n}} \sum_{t=1}^{n} \left\{ (\epsilon_t(\theta) - \hat{\epsilon}_t(\theta)) - (\epsilon_t(\theta_0) - \hat{\epsilon}_t(\theta_0)) \right\} \frac{\partial}{\partial \theta_k} \hat{\epsilon}_t(\theta_0).
\]

A Taylor expansion of the function \((\epsilon_t - \hat{\epsilon}_t)(\cdot)\) around \(\theta_0\) gives

\[
\left| (\epsilon_t(\theta) - \hat{\epsilon}_t(\theta)) - (\epsilon_t(\theta_0) - \hat{\epsilon}_t(\theta_0)) \right| \leq \left\| \frac{\partial(\epsilon_t - \hat{\epsilon}_t)}{\partial \theta}(\theta^\ast) \right\|_{\mathbb{R}^{p+q+1},} \left\| \theta - \theta_0 \right\|_{\mathbb{R}^{p+q+1}}, \quad (53)
\]

where \(\theta^\ast\) is between \(\theta_0\) and \(\theta\). Following the same method as in the previous step we obtain

\[
\mathbb{E} \left| (\epsilon_t(\theta) - \hat{\epsilon}_t(\theta)) - (\epsilon_t(\theta_0) - \hat{\epsilon}_t(\theta_0)) \right|^2 \leq K \left\| \theta - \theta_0 \right\|^2_{\mathbb{R}^{p+q+1}} \sum_{k=1}^{p+q+1} \mathbb{E} \left[ \left\| \frac{\partial(\epsilon_t - \hat{\epsilon}_t)}{\partial \theta_k}(\theta^\ast) \right\|^2 \right] \leq K \left\| \theta - \theta_0 \right\|^2_{\mathbb{R}^{p+q+1}} \sum_{k=1}^{p+q+1} \sigma_k^2 \left\| \hat{\lambda}_k - \lambda_k^\ast \right\|^2_{\mathbb{R}^{p+q+1}} \left| (\theta^\ast) \right|^2_{\mathbb{R}^{p+q+1}} \left| (\theta^\ast) \right|^2_{\mathbb{R}^{p+q+1}}.
\]

As in [HTSC99], it can be shown using Stirling’s approximation and the fact that \(d^* > d_0\) that

\[
\left\| (\lambda_k - \lambda_k^\ast)(\theta^\ast) \right\|_{\mathbb{R}^{p+q+1}} \leq K \frac{1}{t^{1/2+(d^*-d_0) - \zeta}}
\]

for any small enough \(\zeta > 0\). We then deduce that

\[
\left\| (\epsilon_t(\theta) - \hat{\epsilon}_t(\theta)) - (\epsilon_t(\theta_0) - \hat{\epsilon}_t(\theta_0)) \right\|_{\mathbb{L}^2} \leq K \left\| \theta - \theta_0 \right\|_{\mathbb{R}^{p+q+1}} \frac{1}{t^{1/2+(d^*-d_0) - \zeta}}. \quad (54)
\]

The expected convergence in probability follows from (52), (54) and the fractional version of Cesàro’s Lemma.

\[
\square
\]

We show in the following lemma the existence and invertibility of \(J(\theta_0)\).

**Lemma 5.** Under Assumptions of Theorem 2, the matrix

\[
J(\theta_0) = \lim_{n \to \infty} \left[ \frac{\partial^2}{\partial \theta_i \partial \theta_j} O_n(\theta_0) \right]
\]

exists almost surely and is invertible.

**Proof.** For all \(1 \leq i, j \leq p + q + 1\), we have

\[
\frac{\partial^2}{\partial \theta_i \partial \theta_j} O_n(\theta_0) = \frac{1}{n} \sum_{t=1}^{n} \frac{\partial^2}{\partial \theta_i \partial \theta_j} \epsilon_t^2(\theta_0) = \frac{2}{n} \sum_{t=1}^{n} \left\{ \frac{\partial}{\partial \theta_i} \epsilon_t(\theta_0) \frac{\partial}{\partial \theta_j} \epsilon_t(\theta_0) + \epsilon_t(\theta_0) \frac{\partial^2}{\partial \theta_i \partial \theta_j} \epsilon_t(\theta_0) \right\}.
\]

Note that in view of (32), (33) and Remark 4, the first and second order derivatives of \(\epsilon_t(\cdot)\) belong to \(\mathbb{L}^2\). By using the ergodicity of \((\epsilon_t)_{t \in \mathbb{Z}}\) assumed in Assumption (A2), we deduce that

\[
\frac{\partial^2}{\partial \theta_i \partial \theta_j} O_n(\theta_0) \overset{a.s.}{\to} 2 \mathbb{E} \left[ \frac{\partial}{\partial \theta_i} \epsilon_t(\theta_0) \frac{\partial}{\partial \theta_j} \epsilon_t(\theta_0) \right] + 2 \mathbb{E} \left[ \epsilon_t(\theta_0) \frac{\partial^2}{\partial \theta_i \partial \theta_j} \epsilon_t(\theta_0) \right].
\]
By (29) and (32), $\epsilon_t$ and $\partial \epsilon_t(\theta_0) / \partial \theta$ are non correlated as well as $\epsilon_t$ and $\partial^2 \epsilon_t(\theta_0) / \partial \theta \partial \theta$. Thus we have

$$\frac{\partial^2}{\partial \theta_i \partial \theta_j} \Omega_n(\theta_0) \xrightarrow{n \to \infty} J(\theta_0)(i, j) := 2 \mathbb{E} \left[ \frac{\partial}{\partial \theta_i} \epsilon_t(\theta_0) \frac{\partial}{\partial \theta_j} \epsilon_t(\theta_0) \right]. \quad (55)$$

From (29) and (39) we obtain that

$$\mathbb{E} \left[ \frac{\partial}{\partial \theta_i} \epsilon_t(\theta_0) \frac{\partial}{\partial \theta_j} \epsilon_t(\theta_0) \right] = \mathbb{E} \left[ \left( \sum_{k_1 \geq 1} \hat{\lambda}_{k_1, i}(\theta_0) \epsilon_{t-k_1} \right) \left( \sum_{k_2 \geq 1} \hat{\lambda}_{k_2, j}(\theta_0) \epsilon_{t-k_2} \right) \right]$$

$$= \sum_{k_1 \geq 1} \sum_{k_2 \geq 1} \hat{\lambda}_{k_1, i}(\theta_0) \hat{\lambda}_{k_2, j}(\theta_0) \mathbb{E} [\epsilon_{t-k_1} \epsilon_{t-k_2}]$$

$$\leq K \sigma_\epsilon^2 \sum_{k_1 \geq 1} \left( \frac{1}{k_1} \right)^2 < \infty.$$ 

Therefore $J(\theta_0)$ exists almost surely.

If the matrix $J(\theta_0)$ is not invertible, there exists some real constants $c_1, \ldots, c_{p+q+1}$ not all equal to zero such that $c' J(\theta_0) c = \sum_{i=1}^{p+q+1} \sum_{j=1}^{p+q+1} c_j J(\theta_0)(j, i) c_i = 0$, where $c = (c_1, \ldots, c_{p+q+1})'$. In view of (55) we obtain that

$$\sum_{i=1}^{p+q+1} \sum_{j=1}^{p+q+1} \mathbb{E} \left[ \left( \frac{\partial \epsilon_t(\theta_0)}{\partial \theta_j} \right) \left( \frac{\partial \epsilon_t(\theta_0)}{\partial \theta_i} \right) \right] = \mathbb{E} \left[ \left( \sum_{k=1}^{p+q+1} c_k \frac{\partial \epsilon_t(\theta_0)}{\partial \theta_k} \right)^2 \right] = 0,$$

which implies that

$$\sum_{k=1}^{p+q+1} c_k \frac{\partial \epsilon_t(\theta_0)}{\partial \theta_k} = 0 \ a.s. \ or \ equivalently \ c' \frac{\partial \epsilon_t(\theta_0)}{\partial \theta} = 0 \ a.s. \quad (56)$$

Differentiating the equation (1), we obtain that

$$c' \frac{\partial}{\partial \theta} \left\{ a_{\theta_0}(L)(1-L)^{d_0} \right\} X_t = c' \left\{ \frac{\partial}{\partial \theta} b_{\theta_0}(L) \right\} \epsilon_t + b_{\theta_0}(L) c' \frac{\partial}{\partial \theta} \epsilon_t(\theta_0).$$

and by (56) we may write that

$$c' \left( \frac{\partial}{\partial \theta} \left\{ a_{\theta_0}(L)(1-L)^{d_0} \right\} X_t - \left\{ \frac{\partial}{\partial \theta} b_{\theta_0}(L) \right\} \epsilon_t \right) = 0 \ a.s.$$

It follows that (1) can therefore be rewritten in the form:

$$\left( a_{\theta_0}(L)(1-L)^{d_0} + c' \frac{\partial}{\partial \theta} \left\{ a_{\theta_0}(L)(1-L)^{d_0} \right\} \right) X_t = \left( b_{\theta_0}(L) + c' \frac{\partial}{\partial \theta} b_{\theta_0}(L) \right) \epsilon_t, \ a.s.$$

Under Assumption (A1) the representation in (1) is unique (see [Hos81]) so

$$c' \frac{\partial}{\partial \theta} \left\{ a_{\theta_0}(L)(1-L)^{d_0} \right\} = 0 \quad (57)$$
and
\[ c' \frac{\partial}{\partial \theta} b_{\theta_0}(L) = 0. \] (58)

First, (58) implies that
\[ \sum_{k=p+1}^{p+q} c_k \frac{\partial}{\partial \theta_k} b_{\theta_0}(L) = \sum_{k=p+1}^{p+q} -c_k L^k = 0 \]
and thus \( c_k = 0 \) for \( p+1 \leq k \leq p+q \).

Similarly, (57) yields that
\[ \sum_{k=1}^{p} c_k \frac{\partial}{\partial \theta_k} a_{\theta_0}(L)(1-L)^d + c_{p+1} a_{\theta_0}(L) \frac{\partial(1-L)^d}{\partial d}(d_0) = 0. \]
Since \( \frac{\partial(1-L)^d}{\partial d} = (1-L)^d \ln(1-L) \), it follows that
\[ -\sum_{k=1}^{p} c_k L^k + c_{p+1} \sum_{k=0}^{\infty} e_k L^k = 0, \]
where the sequence \( (e_k)_{k \geq 1} \) is given by the coefficients of the power series \( a_{\theta_0}(L) \ln(1-L) \). Since \( e_0 = 0 \) and \( e_1 = -1 \), we obtain that
\[ c_1 = -c_{p+1}, \]
\[ c_k = e_k c_{p+1} \quad \text{for} \quad k = 2, \ldots, p \]
\[ 0 = e_k c_{p+1} \quad \text{for} \quad k \geq p+1. \]
Since the polynomial \( a_{\theta_0} \) is not the null polynomial, this implies that \( c_{p+1} = 0 \) and then \( c_k \) for \( 1 \leq k \leq p \). Thus \( c = 0 \) which leads us to a contradiction. Hence \( J(\theta_0) \) is invertible.

\[ \square \]

**Lemma 6.** For any \( 1 \leq i, j \leq p+q+1 \) and under the assumptions of Theorem 1, we have
\[ \frac{\partial^2}{\partial \theta_i \partial \theta_j} Q_n(\theta_{n,i,j}^*) - J(\theta_0)(i,j) = o_P(1), \] (59)
where \( \theta_{n,i,j}^* \) is defined in (45).

**Proof.** For any \( \theta \in \Theta_\delta \), let
\[ J_n(\theta) = \frac{\partial^2}{\partial \theta \partial \theta'} Q_n(\theta) = \frac{2}{n} \sum_{t=1}^{n} \left\{ \frac{\partial}{\partial \theta} \hat{\epsilon}_t(\theta) \right\} \left\{ \frac{\partial}{\partial \theta'} \hat{\epsilon}_t(\theta) \right\} + \frac{2}{n} \sum_{t=1}^{n} \hat{\epsilon}_t(\theta) \frac{\partial^2}{\partial \theta \partial \theta'} \hat{\epsilon}_t(\theta) \]
and
\[ J_n^*(\theta) = \frac{\partial^2}{\partial \theta \partial \theta'} Q_n(\theta) = \frac{2}{n} \sum_{t=1}^{n} \left\{ \frac{\partial}{\partial \theta} \epsilon_t(\theta) \right\} \left\{ \frac{\partial}{\partial \theta'} \epsilon_t(\theta) \right\} + \frac{2}{n} \sum_{t=1}^{n} \epsilon_t(\theta) \frac{\partial^2}{\partial \theta \partial \theta'} \epsilon_t(\theta). \]
We have

\[ \left| \frac{\partial^2}{\partial \theta_i \partial \theta_j} Q_n (\theta_{n,i,j}^*) - J(\theta_0)(i,j) \right| \leq \left| J_n(\theta_{n,i,j}^*)(i,j) - J_n(\theta_{n,i,j}^*)(i,j) \right| \\
+ \left| J_n(\theta_{n,i,j}^*)(i,j) - J_n(\theta_0)(i,j) \right| + \left| J_n(\theta_0)(i,j) - J(\theta_0)(i,j) \right|. \]  

(60)

So it is enough to show that the three terms in the right hand side of (60) converge in probability to 0 when \( n \) tends to infinity. Following the same arguments as the proof of Lemma 5 and applying the ergodic theorem, we obtain that

\[ J_n(\theta_0) \xrightarrow{a.s.} n \to \infty \]  

\[ 2E \left[ \frac{\partial}{\partial \epsilon_t} \epsilon_t(\theta_0) \frac{\partial}{\partial \epsilon_t} \epsilon_t(\theta_0) \right] = J(\theta_0). \]

Let us now show that the random variable \( |J_n(\theta_{n,i,j}^*)(i,j) - J_n(\theta_{n,i,j}^*)(i,j)| \) converges in probability to 0. It can easily be seen that

\[ \frac{\partial \epsilon_t(\theta_{n,i,j}^*)}{\partial \theta_i} \frac{\partial \epsilon_t(\theta_{n,i,j}^*)}{\partial \theta_j} - \frac{\partial \epsilon_t(\theta_{n,i,j}^*)}{\partial \theta_i} \frac{\partial \epsilon_t(\theta_{n,i,j}^*)}{\partial \theta_j} \]

\[ = \left( \frac{\partial \epsilon_t(\theta_{n,i,j}^*)}{\partial \theta_i} - \frac{\partial \epsilon_t(\theta_{n,i,j}^*)}{\partial \theta_i} \right) \frac{\partial \epsilon_t(\theta_{n,i,j}^*)}{\partial \theta_j} + \frac{\partial \epsilon_t(\theta_{n,i,j}^*)}{\partial \theta_i} \left( \frac{\partial \epsilon_t(\theta_{n,i,j}^*)}{\partial \theta_j} - \frac{\partial \epsilon_t(\theta_{n,i,j}^*)}{\partial \theta_j} \right). \]

Hence, by the Cauchy-Schwarz inequality and Remark 4 one has

\[ \mathbb{E} \left| \frac{\partial \epsilon_t(\theta_{n,i,j}^*)}{\partial \theta_i} \frac{\partial \epsilon_t(\theta_{n,i,j}^*)}{\partial \theta_j} - \frac{\partial \epsilon_t(\theta_{n,i,j}^*)}{\partial \theta_i} \frac{\partial \epsilon_t(\theta_{n,i,j}^*)}{\partial \theta_j} \right| \]

\[ \leq \left( \mathbb{E} \left( \frac{\partial \epsilon_t(\theta_{n,i,j}^*)}{\partial \theta_i} - \frac{\partial \epsilon_t(\theta_{n,i,j}^*)}{\partial \theta_i} \right)^2 \mathbb{E} \left( \frac{\partial \epsilon_t(\theta_{n,i,j}^*)}{\partial \theta_j} \right)^2 \right)^{1/2} \]

\[ + \left( \mathbb{E} \left( \frac{\partial \epsilon_t(\theta_{n,i,j}^*)}{\partial \theta_j} - \frac{\partial \epsilon_t(\theta_{n,i,j}^*)}{\partial \theta_j} \right)^2 \mathbb{E} \left( \frac{\partial \epsilon_t(\theta_{n,i,j}^*)}{\partial \theta_i} \right)^2 \right)^{1/2} \]

\[ \leq \left( \sup_{\theta \in \Theta} \mathbb{E} \left( \frac{\partial \epsilon_t(\theta)}{\partial \theta_i} - \frac{\partial \epsilon_t(\theta)}{\partial \theta_i} \right)^2 \sup_{\theta \in \Theta} \mathbb{E} \left( \frac{\partial \epsilon_t(\theta)}{\partial \theta_j} \right)^2 \right)^{1/2} \]

\[ + \left( \sup_{\theta \in \Theta} \mathbb{E} \left( \frac{\partial \epsilon_t(\theta)}{\partial \theta_j} - \frac{\partial \epsilon_t(\theta)}{\partial \theta_j} \right)^2 \sup_{\theta \in \Theta} \mathbb{E} \left( \frac{\partial \epsilon_t(\theta)}{\partial \theta_i} \right)^2 \right)^{1/2} \]

\[ \leq \sigma_\epsilon^2 \left( \sup_{\theta \in \Theta} \| \hat{\lambda}_t(\theta) - \hat{\lambda}_t^t(\theta) \|^2 \sup_{\theta \in \Theta} \sum_{k \geq 1} (\hat{\lambda}_k(\theta))^2 \right)^{1/2} \]

\[ + \sigma_\epsilon^2 \left( \sup_{\theta \in \Theta} \| \hat{\lambda}_t^t(\theta) - \hat{\lambda}_t^t(\theta) \|^2 \sup_{\theta \in \Theta} \sum_{k \geq 1} (\hat{\lambda}_k(\theta))^2 \right)^{1/2} \]

\[ \leq K \frac{1}{t^{1/2+(d_1-a_0)-\zeta}} \xrightarrow{t \to \infty} 0. \]
Similar calculation can be done to obtain
\[ 
E \left| \varepsilon_t(\theta_{n,i,j}^*) \frac{\partial^2 \varepsilon_t(\theta_{n,i,j}^*)}{\partial \theta_i \partial \theta_j} - \varepsilon_t(\theta_{n,i,j}^*) \frac{\partial^2 \varepsilon_t(\theta_{n,i,j}^*)}{\partial \theta_i \partial \theta_j} \right| \xrightarrow{t \to \infty} 0.
\]

It follows then using Cesàro’s Lemma that
\[ 
E \left| J_n(\theta_{n,i,j}^*)(i,j) - J_n(\theta_0)(i,j) \right| \leq \frac{2}{n} \sum_{t=1}^{n} E \left| \frac{\partial \varepsilon_t(\theta_{n,i,j}^*)}{\partial \theta_i} \frac{\partial \varepsilon_t(\theta_{n,i,j}^*)}{\partial \theta_j} - \varepsilon_t(\theta_{n,i,j}^*) \frac{\partial \varepsilon_t(\theta_{n,i,j}^*)}{\partial \theta_i} \frac{\partial \varepsilon_t(\theta_{n,i,j}^*)}{\partial \theta_j} \right| 
\]
\[ + \frac{2}{n} \sum_{t=1}^{n} E \left| \varepsilon_t(\theta_{n,i,j}^*) \frac{\partial^2 \varepsilon_t(\theta_{n,i,j}^*)}{\partial \theta_i \partial \theta_j} - \varepsilon_t(\theta_{n,i,j}^*) \frac{\partial^2 \varepsilon_t(\theta_{n,i,j}^*)}{\partial \theta_i \partial \theta_j} \right| 
\]
\[ \leq \frac{K}{n} \sum_{t=1}^{n} \left| \left( \epsilon_t(\theta_{n,i,j}^*) \frac{\partial \varepsilon_t(\theta_{n,i,j}^*)}{\partial \theta_i} \frac{\partial \varepsilon_t(\theta_{n,i,j}^*)}{\partial \theta_j} - \varepsilon_t(\theta_{n,i,j}^*) \frac{\partial \varepsilon_t(\theta_{n,i,j}^*)}{\partial \theta_i} \frac{\partial \varepsilon_t(\theta_{n,i,j}^*)}{\partial \theta_j} \right) \right| \xrightarrow{n \to \infty} 0,
\]

which entails the expected convergence in probability to 0 of \( |J_n(\theta_{n,i,j}^*)(i,j) - J_n(\theta_0)(i,j)| \).

By a Taylor expansion of \( J_n(\cdot)(i,j) \) around \( \theta_0 \), there exists \( \theta_{n,i,j}^{**} \) between \( \theta_{n,i,j}^* \) and \( \theta_0 \) such that
\[ 
|J_n(\theta_{n,i,j}^*)(i,j) - J_n(\theta_0)(i,j)| = \left| \frac{\partial}{\partial \theta} J_n(\theta_{n,i,j}^{**})(i,j) \cdot (\theta_{n,i,j}^* - \theta_0) \right|
\]
Proof. By the stationarity of \((H_t(\theta_0))_{t \in \mathbb{Z}}\) (remind that this process is defined in (7)), we have

\[
\text{Var} \left\{ \sqrt{n} \frac{\partial}{\partial \theta} O_n(\theta_0) \right\} = \text{Var} \left\{ \frac{1}{\sqrt{n}} \sum_{t=1}^{n} H_t(\theta_0) \right\}
\]

\[
= \frac{1}{n} \sum_{t=1}^{n} \sum_{s=1}^{n} \text{Cov} \{H_t(\theta_0), H_s(\theta_0)\}
\]

\[
= \frac{1}{n} \sum_{h=-n+1}^{n-1} (n - |h|) \text{Cov} \{H_t(\theta_0), H_{t-h}(\theta_0)\}.
\]

By the dominated convergence theorem, the matrix \(I(\theta_0)\) exists and is given by

\[
I(\theta_0) = \sum_{h=-\infty}^{\infty} \text{Cov} \{H_t(\theta_0), H_{t-h}(\theta_0)\}
\]

whenever

\[
\sum_{h=-\infty}^{\infty} \| \text{Cov} \{H_t(\theta_0), H_{t-h}(\theta_0)\} \| < \infty. \tag{64}
\]

For \(s \in \mathbb{Z} \) and \(1 \leq k \leq p + q + 1\), we denote \(H_{s,k}(\theta_0) = 2\epsilon_s(\theta_0) \frac{\partial}{\partial \theta} \epsilon_k(\theta_0)\) the \(k\)-th entry of \(H_s(\theta_0)\). In view of (32) we have

\[
| \text{Cov} \{H_{t,i}(\theta_0), H_{t-h,j}(\theta_0)\} | = 4 \left| \text{Cov} \left( \sum_{k_1 \geq 1} \lambda_{k_1,i} (\theta_0) \epsilon_t \epsilon_{t-k_1}, \sum_{k_2 \geq 1} \lambda_{k_2,j} (\theta_0) \epsilon_{t-h} \epsilon_{t-h-k_2} \right) \right|
\]

\[
\leq 4 \sum_{k_1 \geq 1} \sum_{k_2 \geq 1} \left| \lambda_{k_1,i} (\theta_0) \right| \left| \lambda_{k_2,j} (\theta_0) \right| \left| \mathbb{E} [\epsilon_t \epsilon_{t-k_1} \epsilon_{t-h} \epsilon_{t-h-k_2}] \right|
\]

\[
\leq \sum_{k_1 \geq 1} \sum_{k_2 \geq 1} \frac{K}{k_1 k_2} \left| \mathbb{E} [\epsilon_t \epsilon_{t-k_1} \epsilon_{t-h} \epsilon_{t-h-k_2}] \right|
\]

where we have used Lemma 3. It follows that

\[
\sum_{h=-\infty}^{\infty} | \text{Cov} \{H_{t,i}(\theta_0), H_{t-h,j}(\theta_0)\} | \leq \sum_{h \in \mathbb{Z} \setminus \{0\}} \sum_{k_1 \geq 1} \sum_{k_2 \geq 1} \frac{K}{k_1 k_2} | \text{cum} (\epsilon_t, \epsilon_{t-k_1}, \epsilon_{t-h}, \epsilon_{t-h-k_2}) |
\]

\[
+ \sum_{k_1 \geq 1} \sum_{k_2 \geq 1} \frac{K}{k_1 k_2} | \mathbb{E} [\epsilon_t \epsilon_{t-k_1} \epsilon_{t-h} \epsilon_{t-h-k_2}] |.
\]
Thanks to the stationarity of $(\epsilon_t)_{t \in \mathbb{Z}}$ and Assumption (A4') with $\tau = 4$ we deduce that
\[
\sum_{h=-\infty}^{\infty} |\text{Cov} \{H_{t,i}(\theta_0), H_{t-h,j}(\theta_0)\}| \leq \sum_{h \in \mathbb{Z} \setminus \{0\}} \sum_{k_1 \geq 1} \sum_{k_2 \geq 1} \frac{K}{K_1 K_2} \left| \text{cum} (\epsilon_0, \epsilon_{-k_1}, \epsilon_{-h}, \epsilon_{-h-k_2}) \right| \\
+ \sum_{k_1 \geq 1} \sum_{k_2 \geq 1} \frac{K}{K_1 K_2} \left| \text{cum} (\epsilon_0, \epsilon_{-k_1}, \epsilon_0, \epsilon_{-k_2}) \right| \\
\leq K \sum_{h,k,l \in \mathbb{Z}} \left| \text{cum} (\epsilon_0, \epsilon_k, \epsilon_h, \epsilon_l) \right| \\
+ \sum_{k_1 \geq 1} \sum_{k_2 \geq 1} \frac{K}{K_1 K_2} \left( \left| \text{cum} (\epsilon_0, \epsilon_{-k_1}, \epsilon_0, \epsilon_{-k_2}) \right| \\
+ \sigma_r^2 \left| \text{cum} (\epsilon_{-k_1}, \epsilon_{-k_2}) \right| \right) \\
\leq K \sum_{h,k,l \in \mathbb{Z}} \left| \text{cum} (\epsilon_0, \epsilon_k, \epsilon_h, \epsilon_l) \right| + K \sigma_r^4 \sum_{k_1 \geq 1} \left( \frac{1}{k_1} \right)^2 \leq K
\]
and we obtain the expected result.

\[\square\]

**Lemma 8.** Under Assumptions of Theorem 2, the random vector $\sqrt{n} (\partial / \partial \theta) O_n(\theta_0)$ has a limiting normal distribution with mean 0 and covariance matrix $I(\theta_0)$.

**Proof.** Observe that for any $t \in \mathbb{Z}$
\[
\mathbb{E} \left[ \epsilon_t \frac{\partial}{\partial \theta} \epsilon_t(\theta_0) \right] = 0
\]  
(65)
because $\partial \epsilon_t(\theta_0) / \partial \theta$ belongs to the Hilbert space $H_s(t - 1)$, linearly generated by the family $(\epsilon_s)_{s \leq t - 1}$. Therefore we have
\[
\lim_{n \to \infty} \mathbb{E} \left[ \sqrt{n} \frac{\partial}{\partial \theta} O_n(\theta_0) \right] = \lim_{n \to \infty} \frac{2}{\sqrt{n}} \sum_{t=1}^{n} \mathbb{E} \left[ \epsilon_t \frac{\partial}{\partial \theta} \epsilon_t(\theta_0) \right] = 0.
\]

For $i \geq 1$, we denote by $\Lambda_i(\theta_0) = (\lambda_{i,1}(\theta_0), \ldots, \lambda_{i,p+q+1}(\theta_0))^\prime$ and we introduce for $r \geq 1$
\[
H_{t,r}(\theta_0) = 2 \sum_{i=1}^{r} \Lambda_i(\theta_0) \epsilon_t \epsilon_{t-i} \quad \text{and} \quad G_{t,r}(\theta_0) = 2 \sum_{i \geq r+1} \Lambda_i(\theta_0) \epsilon_t \epsilon_{t-i}.
\]

From (32) we have
\[
\sqrt{n} \frac{\partial}{\partial \theta} O_n(\theta_0) = \frac{1}{\sqrt{n}} \sum_{t=1}^{n} H_{t,r}(\theta_0) + \frac{1}{\sqrt{n}} \sum_{t=1}^{n} G_{t,r}(\theta_0).
\]
Since $H_{t,r}(\theta_0)$ is a function of finite number of values of the process $(\epsilon_t)_{t \in \mathbb{Z}}$, the stationary process $(H_{t,r}(\theta_0))_{t \in \mathbb{Z}}$ satisfies a mixing property (see Theorem 14.1 in [Dav94], p. 210) of the form (A4). The central limit theorem for strongly mixing processes (see [Her84]) implies that $(1 / \sqrt{n}) \sum_{t=1}^{n} H_{t,r}(\theta_0)$ has a limiting $N(0, I_r(\theta_0))$ distribution with
\[
I_r(\theta_0) = \lim_{n \to \infty} \text{Var} \left( \frac{1}{\sqrt{n}} \sum_{t=1}^{n} H_{t,r}(\theta_0) \right).
\]
Since \(\frac{1}{\sqrt{n}} \sum_{t=1}^{n} H_{t,r}(\theta_0)\) and \(\frac{1}{\sqrt{n}} \sum_{t=1}^{n} H_{t}(\theta_0)\) have zero expectation, we shall have

\[
\lim_{r \to \infty} \text{Var} \left(\frac{1}{\sqrt{n}} \sum_{t=1}^{n} H_{t,r}(\theta_0)\right) = \text{Var} \left(\frac{1}{\sqrt{n}} \sum_{t=1}^{n} H_{t}(\theta_0)\right) = \text{Var} \left\{ \sqrt{n} \frac{\partial}{\partial \theta} O_n(\theta_0) \right\},
\]

as soon as

\[
\lim_{r \to \infty} \mathbb{E} \left[ \left\| \frac{1}{\sqrt{n}} \sum_{t=1}^{n} H_{t}(\theta_0) - \frac{1}{\sqrt{n}} \sum_{t=1}^{n} H_{t,r}(\theta_0) \right\|^2 \right] = 0. \tag{66}
\]

As a consequence we will have \(\lim_{r \to \infty} l_\tau(\theta_0) = l(\theta_0)\). The limit in (66) is obtained as follows:

\[
\mathbb{E} \left[ \left\| \frac{1}{\sqrt{n}} \sum_{t=1}^{n} H_{t}(\theta_0) - \frac{1}{\sqrt{n}} \sum_{t=1}^{n} H_{t,r}(\theta_0) \right\|^2 \right] = \mathbb{E} \left[ \left\| \frac{1}{\sqrt{n}} \sum_{t=1}^{n} G_{t,r}(\theta_0) \right\|^2 \right]
\leq \frac{4}{n} \sum_{l=1}^{p+q+1} \mathbb{E} \left[ \left( \sum_{t=1}^{n} \sum_{k \geq r+1} \lambda_{k,l}(\theta_0) \varepsilon_{t-k} \varepsilon_t \right)^2 \right]
\leq \frac{4}{n} \sum_{l=1}^{p+q+1} \sum_{t=1}^{n} \sum_{s=1}^{n} \sum_{k \geq r+1} \sum_{h \geq r+1} |\lambda_{k,l}(\theta_0)| |\hat{\lambda}_{j,l}(\theta_0)| |\varepsilon_{t-k}\varepsilon_t\varepsilon_{t-h}\varepsilon_{t-h}|
\leq \frac{K}{(r+1)^2} \sum_{h \neq 0} \sum_{k \geq r+1} \sum_{j \geq -\infty} \left| \text{cum} (\epsilon_0, \epsilon_{-k}, \epsilon_{-j}, \epsilon_{-h}) \right|
+ \frac{K}{(r+1)^2} \sum_{k \geq r+1} \sum_{j \geq r+1} \left| \text{cum} (\epsilon_0, \epsilon_{-k}, \epsilon_{-j}, \epsilon_0) \right| + K \sigma_t^4 \sum_{k \geq r+1} \left( \frac{1}{k} \right)^2
\]

and we obtain the convergence stated in (66) when \(r \to \infty\).

Using Theorem 7.7.1 and Corollary 7.7.1 of Anderson (see [And71] pages 425-426), the lemma is proved once we have, uniformly in \(n\),

\[
\text{Var} \left(\frac{1}{\sqrt{n}} \sum_{t=1}^{n} G_{t,r}(\theta_0)\right) \longrightarrow 0.
\]
Arguing as before we may write

\[
\begin{align*}
\text{Var} \left( \frac{1}{\sqrt{n}} \sum_{t=1}^{n} G_{t,r}(\theta_0) \right)_{ij} &= \text{Var} \left( \frac{2}{\sqrt{n}} \sum_{t=1}^{n} \sum_{k \geq r+1} A_k(\theta_0) \epsilon_{t-k} \epsilon_t \right)_{ij} \\
&= \frac{4}{n} \sum_{t=1}^{n} \sum_{s=1}^{n} \sum_{k_1 \geq r+1} \sum_{k_2 \geq r+1} \lambda_{k_1,i}(\theta_0) \lambda_{k_2,j}(\theta_0) \mathbb{E} [\epsilon_{t-k_1} \epsilon_{s-k_2} \epsilon_s] \\
&\leq 4 \sum_{h=-\infty}^{\infty} \sum_{k_1,k_2 \geq r+1} |\lambda_{k_1,i}(\theta_0) \lambda_{k_2,j}(\theta_0)| \mathbb{E} [\epsilon_{t-k_1} \epsilon_{s-h} \epsilon_{s-k_2} \epsilon_s].
\end{align*}
\]

and we obtain that

\[
\sup_n \text{Var} \left( \frac{1}{\sqrt{n}} \sum_{t=1}^{n} G_{t,r}(\theta_0) \right) \xrightarrow{r \to \infty} 0, \tag{67}
\]

which completes the proof.

No we can end this quite long proof of the asymptotic normality result.

Proof of Theorem 2

In view of Lemma 4, the equation (46) can be rewritten in the form:

\[
o_p(1) = \sqrt{n} \frac{\partial}{\partial \theta} O_n(\theta_0) + \left[ \frac{\partial^2}{\partial \theta_i \partial \theta_j} Q_n(\theta_{n,i,j}') \right] \sqrt{n} (\hat{\theta}_n - \theta_0).
\]

From Lemma 8 \([\partial^2/\partial \theta_i \partial \theta_j] Q_n(\theta_{n,i,j}') \sqrt{n}(\hat{\theta}_n - \theta_0)\) converges in distribution to \(N(0, I(\theta_0))\). Using Lemma 6 and Slutsky’s theorem we deduce that

\[
\left( \frac{\partial^2}{\partial \theta_i \partial \theta_j} Q_n(\theta_{n,i,j}') \right) \left[ \frac{\partial}{\partial \theta_i \partial \theta_j} Q_n(\theta_{n,i,j}') \right] \sqrt{n}(\hat{\theta}_n - \theta_0)
\]

converges in distribution to \((J(\theta_0), Z)\) with \(P_Z = N(0, I)\). Consider now the function \(h : \mathbb{R}^{(p+q+1) \times (p+q+1) \times \mathbb{R}^{p+q+1} \to \mathbb{R}^{p+q+1}\) that maps \((A, X)\) to \(A^{-1}X\). If \(D_h\) denotes the set of discontinuity points of \(h\), we have \(P((J(\theta_0), Z) \in D_h) = 0\). By the continuous mapping theorem

\[
h\left( \left[ \frac{\partial^2}{\partial \theta_i \partial \theta_j} Q_n(\theta_{n,i,j}') \right] \left[ \frac{\partial}{\partial \theta_i \partial \theta_j} Q_n(\theta_{n,i,j}') \right] \sqrt{n}(\hat{\theta}_n - \theta_0) \right)
\]

converges in distribution to \(h(J(\theta_0), Z)\) and thus \(\sqrt{n}(\hat{\theta}_n - \theta_0)\) has a limiting normal distribution with mean 0 and covariance matrix \(J^{-1}(\theta_0) I(\theta_0) J^{-1}(\theta_0)\). The proof of Theorem 2 is then completed.

6.4. Proof of the convergence of the variance matrix estimator

We show in this section the convergence in probability of \(\hat{\Omega} := \hat{J}_n^{-1} I_{SP}^{\prime} \hat{J}_n^{-1}\) to \(\Omega\), which is an adaptation of the arguments used in [BMCF12].

Using the same approach as that followed in Lemma 6, we show that \(\hat{J}_n\) converges in probability to
J. We give below the proof of the convergence in probability of the estimator \( \hat{I}_n^{SP} \), obtained using the approach of the spectral density, to \( I \).

We recall that the matrix norm used is given by \( \| A \| = \sup_{\| x \| \leq 1} \| A x \| = \rho^{1/2}(A^t A) \), when \( A \) is a \( \mathbb{R}^{k_1 \times k_2} \) matrix, \( \| x \| = x^t x \) is the Euclidean norm of the vector \( x \in \mathbb{R}^{k_2} \), and \( \rho(\cdot) \) denotes the spectral radius. This norm satisfies

\[
\| A \|^2 \leq \sum_{i=1}^{k_1} \sum_{j=1}^{k_2} a_{i,j}^2,
\]

with \( a_{i,j} \) the entries of \( A \in \mathbb{R}^{k_1 \times k_2} \). The choice of the norm is crucial for the following results to hold (with e.g. the Euclidean norm, this result is not valid).

We denote

\[
\Sigma_{H, H} = \mathbb{E} H_t H^t_r, \quad \Sigma_H = \mathbb{E} H_t H^t, \quad \Sigma_{H_r,t} = \mathbb{E} H^t_r H^t_{r,t}
\]

where \( H_t := H_t(\theta_0) \) is defined in (7) and \( H_{r,t} = (H^t_{r-1}, \ldots, H^t_{r-r})^t \). For any \( n \geq 1 \), we have

\[
\hat{I}_n^{SP} = \Phi^{-1}_r(1) \hat{\Sigma}_u \hat{\Phi}'^{-1}(1)
\]

\[
= \left( \Phi^{-1}_r(1) - \Phi^{-1}(1) \right) \hat{\Sigma}_u \hat{\Phi}'^{-1}(1) + \Phi^{-1}(1) \left( \hat{\Sigma}_u - \Sigma_u \right) \hat{\Phi}'^{-1}(1)
\]

\[
+ \Phi^{-1}(1) \Sigma_u \left( \hat{\Phi}'^{-1}(1) - \Phi'^{-1}(1) \right) + \Phi^{-1}(1) \Sigma_u \Phi'^{-1}(1).
\]

We then obtain

\[
\left\| \hat{I}_n^{SP} - I(\theta_0) \right\| \leq \left\| \Phi^{-1}_r(1) - \Phi^{-1}(1) \right\| \left\| \hat{\Sigma}_u \right\| \left\| \hat{\Phi}'^{-1}(1) \right\| + \left\| \Phi^{-1}(1) \right\| \left\| \hat{\Phi}'^{-1}(1) - \Phi'^{-1}(1) \right\|
\]

\[
+ \left\| \Phi^{-1}(1) \right\| \left\| \Sigma_u \right\| \left\| \hat{\Phi}'^{-1}(1) \right\| \left\| \Phi'^{-1}(1) \right\|
\]

\[
\leq \left\| \Phi^{-1}_r(1) - \Phi^{-1}(1) \right\| \left( \left\| \hat{\Sigma}_u \right\| \left\| \hat{\Phi}'^{-1}(1) \right\| + \left\| \Phi^{-1}(1) \right\| \left\| \Sigma_u \right\| \right)
\]

\[
+ \left\| \hat{\Sigma}_u - \Sigma_u \right\| \left\| \hat{\Phi}'^{-1}(1) \right\| \left\| \Phi^{-1}(1) \right\|
\]

\[
\leq \left\| \Phi^{-1}_r(1) \right\| \left\| \Phi(1) - \Phi_r(1) \right\| \left\| \Phi^{-1}(1) \right\| \left( \left\| \hat{\Sigma}_u \right\| \left\| \hat{\Phi}'^{-1}(1) \right\| + \left\| \Phi^{-1}(1) \right\| \left\| \Sigma_u \right\| \right)
\]

\[
+ \left\| \hat{\Sigma}_u - \Sigma_u \right\| \left\| \hat{\Phi}'^{-1}(1) \right\| \left\| \Phi^{-1}(1) \right\|.
\]

(69)

In view of (69), to prove the convergence in probability of \( \hat{I}_n^{SP} \) to \( I(\theta_0) \), it suffices to show that \( \hat{\Phi}_r(1) \to \Phi(1) \) and \( \hat{\Sigma}_u \to \Sigma_u \) in probability. Let the \( r \times 1 \) vector \( 1_r = (1, \ldots, 1)^t \) and the \( r(\rho + q + 1) \times (\rho + q + 1) \) matrix \( E_r = I_{\rho + q + 1} \otimes 1_r \), where \( \otimes \) denotes the matrix Kronecker product and \( I_m \) the \( m \times m \) identity matrix. Write \( \Phi_r^* = (\Phi_1, \ldots, \Phi_r) \) where the \( \Phi_j \)'s are defined by (8). We
have
\[
\| \hat{\Phi}(1) - \Phi(1) \| = \left| \sum_{k=1}^{r} \hat{\Phi}_{r,k} - \sum_{k=1}^{r} \Phi_{r,k} + \sum_{k=1}^{r} \Phi_{r,k} - \sum_{k=1}^{\infty} \Phi_{k} \right|
\leq \left| \sum_{k=1}^{r} (\hat{\Phi}_{r,k} - \Phi_{r,k}) \right| + \left| \sum_{k=1}^{r} (\Phi_{r,k} - \Phi_{k}) \right| + \left| \sum_{k=r+1}^{\infty} \Phi_{k} \right|
\leq \left| (\hat{\Phi} - \Phi) E_r \right| + \left| (\Phi^* - \Phi) E_r \right| + \left| \sum_{k=r+1}^{\infty} \Phi_{k} \right|
\leq \sqrt{p + q + 1} \sqrt{r} \left( \| \hat{\Phi} - \Phi \| + \| \Phi^* - \Phi \| \right) + \left| \sum_{k=r+1}^{\infty} \Phi_{k} \right| .
\] (70)

Under the assumptions of Theorem 3 we have
\[
\left| \sum_{k=r+1}^{\infty} \Phi_{k} \right| \leq \sum_{k=r+1}^{\infty} \| \Phi_{k} \| \to 0 .
\]

Therefore it is enough to show that \( \sqrt{r} \| \hat{\Phi} - \Phi \| \) and \( \sqrt{r} \| \Phi^* - \Phi \| \) converge in probability towards 0 in order to obtain the convergence in probability of \( \hat{\Phi}(1) \) towards \( \Phi(1) \). From (9) we have
\[
H_t(\theta_0) = \Phi_r H_{r,t}(\theta_0) + u_{r,t},
\]
and thus
\[
\Sigma_u = \text{Var}(u_{r,t}) = E \left[ u_{r,t} (H_t(\theta_0) - \Phi_r H_{r,t}(\theta_0))' \right] .
\]
The vector \( u_{r,t} \) is orthogonal to \( H_{r,t}(\theta_0) \). It follows that
\[
\text{Var}(u_{r,t}) = E \left[ (H_t(\theta_0) - \Phi_r H_{r,t}(\theta_0)) H_t(\theta_0) \right] = \Sigma_H - \Phi_r \Sigma_{H,H} .
\]

Consequently the least squares estimator of \( \Sigma_u \) can be rewritten in the form:
\[
\hat{\Sigma}_u = \hat{\Sigma}_H - \hat{\Phi}_r \hat{\Sigma}_{H,H} ,
\]
where
\[
\hat{\Sigma}_H = \frac{1}{n} \sum_{t=1}^{n} \hat{H}_t \hat{H}_t' .
\]

Similar arguments combined with (8) yield
\[
\Sigma_u = E \left[ uu' \right] = E \left[ u_t H_t(\theta_0) \right]
\leq E \left[ H_t(\theta_0) H_t(\theta_0) \right] - \sum_{k=1}^{r} \Phi_{k} E \left[ H_{t-k}(\theta_0) H_t(\theta_0) \right] - \sum_{k=r+1}^{\infty} \Phi_{k} E \left[ H_{t-k}(\theta_0) H_t(\theta_0) \right]
= \Sigma_H - \Phi^* \Sigma_{H,H} - \sum_{k=r+1}^{\infty} \Phi_{k} E \left[ H_{t-k}(\theta_0) H_t(\theta_0) \right] .
\]
By (72) we obtain
\[
\|\hat{\Sigma}_u - \Sigma_u\| = \|\hat{\Sigma}_H - \hat{\Phi}_r \hat{\Sigma}_H - \Sigma_H + \Phi^* \Sigma_H\| + \sum_{k=r+1}^{\infty} \|\Phi_k \Sigma_{H,H}\| + \sum_{k=r+1}^{\infty} \Phi_k \mathbb{E}\left[H_{t-k}(\theta_0)H_t'(\theta_0)\right]
\]
\[
= \|\hat{\Sigma}_H - \Sigma_H - \left(\hat{\Phi}_r - \Phi^*\right) \hat{\Sigma}_H - \Phi^* \left(\hat{\Sigma}_H - \Sigma_H\right)\| + \sum_{k=r+1}^{\infty} \Phi_k \mathbb{E}\left[H_{t-k}(\theta_0)H_t'(\theta_0)\right]
\]
\[
\leq \|\hat{\Sigma}_H - \Sigma_H\| + \left\|\left(\hat{\Phi}_r - \Phi^*\right) \left(\hat{\Sigma}_H - \Sigma_H\right)\right\| + \left\|\left(\hat{\Phi}_r - \Phi^*\right) \Sigma_H\right\|
\]
\[
+ \sum_{k=r+1}^{\infty} \Phi_k \mathbb{E}\left[H_{t-k}(\theta_0)H_t'(\theta_0)\right]. \tag{74}
\]
From Lemma 7 and under Assumptions of Theorem 3 we deduce that
\[
\left\|\sum_{k=r+1}^{\infty} \Phi_k \mathbb{E}\left[H_{t-k}(\theta_0)H_t'(\theta_0)\right]\right\| \leq \sum_{k=r+1}^{\infty} \|\Phi_k\| \left\|\mathbb{E}\left[H_{t-k}(\theta_0)H_t'(\theta_0)\right]\right\|
\]
\[
\leq K \sum_{k=r+1}^{\infty} \frac{1}{k^2} \xrightarrow{n \to \infty} 0.
\]
Observe also that
\[
\|\Phi^*\|^2 \leq \sum_{k \geq 1} \text{Tr}\left(\Phi_k \Phi_k^\dagger\right) < \infty.
\]
Therefore the convergence \(\hat{\Sigma}_u\) to \(\Sigma_u\) will be a consequence of the four following properties:

- \(\|\hat{\Sigma}_H - \Sigma_H\| = o_p(1)\),
- \(\mathbb{P} - \lim_{n \to \infty} \|\hat{\Phi}_r - \Phi^*\| = 0\),
- \(\mathbb{P} - \lim_{n \to \infty} \|\hat{\Sigma}_H - \Sigma_H\| = 0\)
- \(\|\Sigma_{H,H}\| = O(1)\).

The above properties will be proved thanks to several lemmas that are stated and proved hereafter. This ends the proof of Theorem 3. For this, consider the following lemmas:

**Lemma 9.** Under the assumptions of Theorem 3, we have
\[
\sup_{r \geq 1} \max \left\{\|\Sigma_{H,H}\|, \|\Sigma_H\|, \|\Sigma_{H,H}^{-1}\|\right\} < \infty.
\]

**Proof.** See Lemma 1 in the supplementary material of [BMCF12]. \(\square\)

**Lemma 10.** Under the assumptions of Theorem 3 there exists a finite positive constant \(K\) such that, for \(1 \leq r_1, r_2 \leq r\) and \(1 \leq m_1, m_2 \leq p + q + 1\) we have
\[
\sup_{t \in \mathbb{Z}} \sum_{h=-\infty}^{\infty} |\text{Cov}\left[H_{t-r_1,m_1}(\theta_0)H_{t-r_2,m_2}(\theta_0), H_{t-r_1-h,m_3}(\theta_0)H_{t-r_2-h,m_2}(\theta_0)\right]| < K.
\]
Proof. We denote in the sequel by \( \hat{\lambda}_{j,k} \) the coefficient \( \hat{\lambda}_{j,k}(\theta_0) \) defined in (30).
Using the fact that the process \( (H_t(\theta_0))_{t \in \mathbb{Z}} \) is centered and taking into consideration the strict stationarity of \( (\epsilon_t)_{t \in \mathbb{Z}} \) we obtain that for any \( t \in \mathbb{Z} \)
\[
\sum_{h=-\infty}^{\infty} \left| \text{Cov}(H_{t-n,m_1}(\theta_0)H_{t-r_2,m_2}(\theta_0), H_{t-n-h,m_1}(\theta_0)H_{t-r_2-h,m_2}(\theta_0)) \right|
\]
\[
= \sum_{h=-\infty}^{\infty} \left| \mathbb{E} [H_{t-n,m_1}(\theta_0)H_{t-r_2,m_2}(\theta_0)H_{t-n-h,m_1}(\theta_0)H_{t-r_2-h,m_2}(\theta_0)] \right|
\]
\[
- \mathbb{E} [H_{t-n,m_1}(\theta_0)H_{t-r_2,m_2}(\theta_0)] \mathbb{E} [H_{t-n-h,m_1}(\theta_0)H_{t-r_2-h,m_2}(\theta_0)]
\]
\[
\leq \sum_{h=-\infty}^{\infty} \left| \text{cum}(H_{t-n,m_1}(\theta_0), H_{t-r_2,m_2}(\theta_0), H_{t-r_2-h,m_1}(\theta_0), H_{t-r_2-h,m_2}(\theta_0)) \right|
\]
\[
+ \sum_{h=-\infty}^{\infty} \left| \mathbb{E} [H_{t-n,m_1}(\theta_0)H_{t-r_1-h,m_1}(\theta_0)] \mathbb{E} [H_{t-r_2,m_2}(\theta_0)H_{t-r_2-h,m_2}(\theta_0)] \right|
\]
\[
+ \sum_{h=-\infty}^{\infty} \left| \mathbb{E} [H_{t-r_1,m_1}(\theta_0)H_{t-r_2-h,m_2}(\theta_0)] \mathbb{E} [H_{t-r_2,m_2}(\theta_0)H_{t-r_1-h,m_1}(\theta_0)] \right|
\]
\[
\leq \sum_{h=-\infty}^{\infty} \sum_{i_1,j_1,k_1,l_1 \geq 1} \left| \hat{\lambda}_{i_1,m_1} \hat{\lambda}_{j_1,m_2} \hat{\lambda}_{k_1,m_1} \hat{\lambda}_{l_1,m_2} \right| \left| \text{cum}(\epsilon_0\epsilon_{-i_1}, \epsilon_{r_1-2}\epsilon_{r_1-2-j_1}, \epsilon_{-h}\epsilon_{-h-k_1}, \epsilon_{r_1-2-h}\epsilon_{r_1-2-h-l_1}) \right|
\]
\[
+ T^{(1)}_{r_1,m_1,r_2,m_2} + T^{(2)}_{r_1,m_1,r_2,m_2},
\]
where
\[
T^{(1)}_{r_1,m_1,r_2,m_2} = \sum_{h=-\infty}^{\infty} \left| \mathbb{E} [H_{t-r_1,m_1}(\theta_0)H_{t-r_1-h,m_1}(\theta_0)] \mathbb{E} [H_{t-r_2,m_2}(\theta_0)H_{t-r_2-h,m_2}(\theta_0)] \right|
\]
and
\[
T^{(2)}_{r_1,m_1,r_2,m_2} = \sum_{h=-\infty}^{\infty} \left| \mathbb{E} [H_{t-r_1,m_1}(\theta_0)H_{t-r_2-h,m_2}(\theta_0)] \mathbb{E} [H_{t-r_2,m_2}(\theta_0)H_{t-r_1-h,m_1}(\theta_0)] \right| .
\]
Thanks to Lemma 3 one may use the product theorem for the joint cumulants ([Bri81]) as in the proof of Lemma A.3. in [Sha11] in order to obtain that
\[
\sum_{h=-\infty}^{\infty} \sum_{i_1,j_1,k_1,l_1 \geq 1} \left| \hat{\lambda}_{i_1,m_1} \hat{\lambda}_{j_1,m_2} \hat{\lambda}_{k_1,m_1} \hat{\lambda}_{l_1,m_2} \right| \left| \text{cum}(\epsilon_0\epsilon_{-i_1}, \epsilon_{r_1-2}\epsilon_{r_1-2-j_1}, \epsilon_{-h}\epsilon_{-h-k_1}, \epsilon_{r_1-2-h}\epsilon_{r_1-2-h-l_1}) \right|
\]
\[
< \infty
\]
where we have used the absolute summability of the \( k \)-th \( (k = 2, \ldots, 8) \) cumulants assumed in (A4') with \( \tau = 8 \).
Observe now that
\[
T^{(1)}_{r_1,m_1,r_2,m_2} = \sum_{h=-\infty}^{\infty} \left| \mathbb{E} [H_{t-r_1,m_1}(\theta_0)H_{t-r_1-h,m_1}(\theta_0)] \mathbb{E} [H_{t-r_2,m_2}(\theta_0)H_{t-r_2-h,m_2}(\theta_0)] \right|
\]
\[
\leq \sup_{h \in \mathbb{Z}} \left| \mathbb{E} [H_{t-r_1,m_1}(\theta_0)H_{t-r_1-h,m_1}(\theta_0)] \right| \sum_{h=-\infty}^{\infty} \left| \mathbb{E} [H_{t-r_2,m_2}(\theta_0)H_{t-r_2-h,m_2}(\theta_0)] \right| .
\]
For any $h \in \mathbb{Z}$, from (29) we have
\[
|\mathbb{E} [H_t - n, m_1(\theta_0) H_t - n - h, m_1(\theta_0)]| \leq \sum_{i,j \geq 1} |\hat{\lambda}_{i,m_1}||\hat{\lambda}_{j,m_1}| \left|\text{cum} \left( \epsilon_0, \epsilon_{-i}, \epsilon_{-h}, \epsilon_{-h-j} \right) \right|
\]
\[
+ \sum_{i,j \geq 1} |\hat{\lambda}_{i,m_1}||\hat{\lambda}_{j,m_1}| \left\{ |\mathbb{E}[\epsilon_0 \epsilon_{-i}]| \mathbb{E}[\epsilon_{-h} \epsilon_{-h-j}]| + |\mathbb{E}[\epsilon_0 \epsilon_{-h}]| \mathbb{E}[\epsilon_{-i} \epsilon_{-h}]| \right\}
\]
\[
\leq \sum_{i,j \geq 1} \left|\text{cum} \left( \epsilon_0, \epsilon_{-i}, \epsilon_{-h}, \epsilon_{-h-j} \right) \right| + \sigma^4 \sum_{i \geq 1} \left|\hat{\lambda}_{i,m_1}\right|^2.
\]

Under Assumption (A4') with $\tau = 4$ and in view of Lemma 3 we may write that
\[
\sup_{h \in \mathbb{Z}} |\mathbb{E} [H_t - n, m_1(\theta_0) H_t - n - h, m_1(\theta_0)]| \leq \sup_{h \in \mathbb{Z}} \sum_{i,j \geq 1} \left|\text{cum} \left( \epsilon_0, \epsilon_{-i}, \epsilon_{-h}, \epsilon_{-h-j} \right) \right| + \sigma^4 \sum_{i \geq 1} \left|\hat{\lambda}_{i,m_1}\right|^2 < \infty.
\]

Similarly, we obtain
\[
\sum_{h=-\infty}^{\infty} \sum_{i,j \geq 1} \left|\text{cum} \left( \epsilon_0, \epsilon_{-i}, \epsilon_{-h}, \epsilon_{-h-j} \right) \right| + \sigma^4 \sum_{i \geq 1} \left|\hat{\lambda}_{i,m_1}\right|^2 < \infty.
\]

Consequently $T_{r_1,m_1,r_2,m_2}^{(1)} < \infty$ and the same approach yields that $T_{r_1,m_1,r_2,m_2}^{(2)} < \infty$ and the lemma is proved.

Let $\hat{\Sigma}_{H_t}, \hat{\Sigma}_H$ and $\hat{\Sigma}_{H,H}$ be the matrices obtained by replacing $\hat{H_t}$ by $H_t(\theta_0)$ in $\hat{\Sigma}_{H_t}, \hat{\Sigma}_H$ and $\hat{\Sigma}_{H,H}$.

**Lemma 11.** Under the assumptions of Theorem 3, $\sqrt{r} \left\| \hat{\Sigma}_{H_t} - \Sigma_{H_t} \right\|$, $\sqrt{r} \left\| \hat{\Sigma}_{H,H} - \Sigma_{H,H} \right\|$ and $\sqrt{r} \left\| \hat{\Sigma}_H - \Sigma_H \right\|$ tend to zero in probability as $n \to \infty$ when $r = o(n^{1/3})$.

**Proof.** For $1 \leq m_1, m_2 \leq p + q + 1$ and $1 \leq r_1, r_2 \leq r$, the $(\{(r_1 - 1)(p + q + 1) + m_1\}, \{(r_2 - 1)(p + q + 1) + m_2\})$-th element of $\hat{\Sigma}_{H,H}$ is given by:
\[
\frac{1}{n} \sum_{t=1}^{n} H_{t-n,m_1}(\theta_0) H_{t-n-r_1,m_2}(\theta_0).
\]

For all $\beta > 0$, we use (68) and we obtain
\[
P \left( \sqrt{r} \left\| \hat{\Sigma}_{H,H} - \Sigma_{H,H} \right\| \geq \beta \right) \leq \frac{r}{\beta^2} \mathbb{E} \left\| \hat{\Sigma}_{H,H} - \Sigma_{H,H} \right\|^2
\]
\[
\leq \frac{r}{\beta^2} \mathbb{E} \left\| \frac{1}{n} \sum_{t=1}^{n} H_{r_1,H_{r_1,t}} - \mathbb{E} \left[ H_{r_1,H_{r_1,t}} \right] \right\|^2
\]
\[
\leq \frac{r}{\beta^2} \sum_{r_1=1}^{r} \sum_{r_2=1}^{r} \sum_{m_1=1}^{p+q+1} \sum_{m_2=1}^{p+q+1} \mathbb{E} \left( \frac{1}{n} \sum_{t=1}^{n} H_{t-n,m_1}(\theta_0) H_{t-n-r_1,m_2}(\theta_0)
\right)
\]
\[
- \mathbb{E} \left[ H_{t-n,m_1}(\theta_0) H_{t-n-r_1,m_2}(\theta_0) \right].
\]
The stationarity of the process \((H_{t-n_1m_1(\theta_0)}H_{t-n_2m_2(\theta_0)})_{t\in\mathbb{Z}}\) and Lemma 10 imply
\[
P\left( \sqrt{r} \left\| \hat{\Sigma}_H - \Sigma_H \right\| \geq \beta \right) 
\leq \frac{r}{\beta^2} \sum_{n_1=1}^{r} \sum_{n_2=1}^{p+q+1} \sum_{m_1=1}^{r} \sum_{m_2=1}^{p+q+1} \sum_{\theta_1=1}^{n} \sum_{\theta_2=1}^{n} \text{Var} \left( \frac{1}{n} \sum_{t=1}^{n} \sum_{s=1}^{n} H_{t-n_1m_1(\theta_0)}H_{t-n_2m_2(\theta_0)} \right) 
\leq \frac{r}{(n\beta)^2} \sum_{n_1=1}^{r} \sum_{n_2=1}^{r} \sum_{m_1=1}^{p+q+1} \sum_{m_2=1}^{p+q+1} \sum_{\theta_1=1}^{n} \sum_{\theta_2=1}^{n} \sum_{h=1-n}^{n} (n-|h|) \text{Cov} \left( H_{t-n_1m_1(\theta_0)}H_{t-n_2m_2(\theta_0)}, H_{t-h-n_1m_1(\theta_0)}H_{t-h-n_2m_2(\theta_0)} \right) 
\leq \frac{r}{(n\beta)^2} \sum_{n_1=1}^{r} \sum_{n_2=1}^{p+q+1} \sum_{m_1=1}^{p+q+1} \sum_{m_2=1}^{p+q+1} \sup_{t\in\mathbb{Z}} \sum_{h= \infty}^{\infty} \left| \text{Cov} \left( H_{t-n_1m_1(\theta_0)}H_{t-n_2m_2(\theta_0)}, H_{t-h-n_1m_1(\theta_0)}H_{t-h-n_2m_2(\theta_0)} \right) \right| 
\leq \frac{C(p + q + 1)^2 r^3}{n\beta^2}.
\]

Consequently we have
\[
\mathbb{E} \left[ r \left\| \hat{\Sigma}_H - \Sigma_H \right\|^2 \right] \leq \mathbb{E} \left[ r \left\| \hat{\Sigma}_{H,\hat{H}} - \Sigma_{H,H} \right\|^2 \right] 
\leq \mathbb{E} \left[ r \left\| \hat{\Sigma}_{H,\hat{H}} - \Sigma_{H,H} \right\|^2 \right] 
\leq \frac{C(p + q + 1)^2 r^3}{n} \xrightarrow{n \to \infty} 0
\]
when \(r = o(n^{1/3})\). The conclusion follows.

We show in the following lemma that the previous lemma remains valid when we replace \(H_t(\theta_0)\) by \(\hat{H}_t\).

**Lemma 12.** Under the assumptions of Theorem 3, \(\sqrt{r} \left\| \hat{\Sigma}_{H,\hat{H}} - \Sigma_{H,H} \right\|, \sqrt{r} \left\| \hat{\Sigma}_{H,\hat{H}} - \Sigma_{H,H} \right\|\) and \(\sqrt{r} \left\| \hat{\Sigma}_H - \Sigma_H \right\|\) tend to zero in probability as \(n \to \infty\) when \(r = o(n^{1/2(d_h-d_i)})/5\).

**Proof.** As mentioned in the end of the proof of the previous lemma, we only have to deal with the term \(\sqrt{r} \left\| \hat{\Sigma}_{H,\hat{H}} - \Sigma_{H,H} \right\|\).

We denote \(\hat{\Sigma}_{H,n}\) the matrix obtained by replacing \(\hat{\epsilon}_t(\hat{\theta}_n)\) by \(\epsilon_t(\hat{\theta}_n)\) in \(\hat{\Sigma}_{H,\hat{H}}\). We have
\[
\sqrt{r} \left\| \hat{\Sigma}_{H,n} - \Sigma_H \right\| \leq \sqrt{r} \left\| \hat{\Sigma}_{H} - \hat{\Sigma}_{H,n} \right\| + \sqrt{r} \left\| \hat{\Sigma}_{H,n} - \hat{\Sigma}_{H} \right\| + \sqrt{r} \left\| \hat{\Sigma}_{H} - \Sigma_H \right\|.
\]

By Lemma 11, the term \(\sqrt{r} \left\| \hat{\Sigma}_{H} - \Sigma_H \right\|\) converges in probability. The lemma will be proved as soon as we show that
\[
\sqrt{r} \left\| \hat{\Sigma}_{H,n} - \hat{\Sigma}_{H} \right\| = o_p(1) \quad \text{and} \quad \sqrt{r} \left\| \hat{\Sigma}_{H,n} - \hat{\Sigma}_{H} \right\| = o_p(1),
\]
when \(r = o(n^{1/2(d_h-d_i)})/5\). This is done in two separate steps.
Step 1: proof of (75).

For all \(\beta > 0\), we have

\[
P \left( \sqrt{r} \left\| \hat{\Sigma}_{\tilde{H}_n} - \hat{\Sigma}_{H_{\beta},n} \right\| \geq \beta \right) \leq \frac{\sqrt{r}}{\beta} \mathbb{E} \left\| \hat{\Sigma}_{\tilde{H}_n} - \hat{\Sigma}_{H_{\beta,n}} \right\|
\]

\[
\leq \frac{\sqrt{r}}{\beta} \mathbb{E} \left\| \frac{1}{n} \sum_{t=1}^{n} \hat{H}_{t,t} \hat{H}_{t,t}' - \frac{1}{n} \sum_{t=1}^{n} H^{(n)}_t H^{(n)'}_t \right\|
\]

\[
\leq \frac{K \sqrt{r}}{\beta} \sum_{r_1 \leq \ldots \leq r_t} \sum_{m_1 = 1}^{p+q+1} \sum_{m_2 = 1}^{p+q+1} \mathbb{E} \left[ \frac{1}{n} \sum_{t=1}^{n} \hat{H}_{t-r_1,m_1} \hat{H}_{t-r_2,m_2} - \frac{1}{n} \sum_{t=1}^{n} H^{(n)}_{t-r_1,m_1} H^{(n)}_{t-r_2,m_2} \right],
\]

where

\[
H^{(n)}_{t,m} = 2\epsilon_t(\hat{\theta}_n) \frac{\partial}{\partial \theta_m} \epsilon_t(\hat{\theta}_n) \quad \text{and} \quad H^{(n)'}_{t,t} = (H^{(n)'}_{t-1}, \ldots, H^{(n)'}_{t-t}).
\]

It is follow that

\[
P \left( \sqrt{r} \left\| \hat{\Sigma}_{\tilde{H}_n} - \hat{\Sigma}_{H_{\beta,n}} \right\| \geq \beta \right) \leq \frac{4K \sqrt{r}}{n \beta} \sum_{r_1 \leq \ldots \leq r_t} \sum_{m_1 = 1}^{p+q+1} \sum_{m_2 = 1}^{p+q+1} \mathbb{E} \left[ \sum_{t=1}^{n} \epsilon_{t-r_1}(\hat{\theta}_n) \frac{\partial}{\partial \theta_{m_1}} \epsilon_{t-r_2}(\hat{\theta}_n) \frac{\partial}{\partial \theta_{m_2}} \epsilon_{t-r_2}(\hat{\theta}_n) \right.

\]

\[
\left. - \epsilon_{t-r_1}(\hat{\theta}_n) \frac{\partial}{\partial \theta_{m_1}} \epsilon_{t-r_2}(\hat{\theta}_n) \epsilon_{t-r_2}(\hat{\theta}_n) \right| \right| \geq \mathbb{E} \left[ \sum_{t=1}^{n} \epsilon_{t-r_1}(\hat{\theta}_n) \frac{\partial}{\partial \theta_{m_1}} \epsilon_{t-r_2}(\hat{\theta}_n) \frac{\partial}{\partial \theta_{m_2}} \epsilon_{t-r_2}(\hat{\theta}_n) \right]
\]

(77)

Observe now that

\[
\epsilon_{t-r_1}(\hat{\theta}_n) \frac{\partial}{\partial \theta_{m_1}} \epsilon_{t-r_2}(\hat{\theta}_n) \frac{\partial}{\partial \theta_{m_2}} \epsilon_{t-r_2}(\hat{\theta}_n) - \epsilon_{t-r_1}(\hat{\theta}_n) \frac{\partial}{\partial \theta_{m_1}} \epsilon_{t-r_2}(\hat{\theta}_n) \epsilon_{t-r_2}(\hat{\theta}_n) \frac{\partial}{\partial \theta_{m_2}} \epsilon_{t-r_2}(\hat{\theta}_n)
\]

\[
= \left( \epsilon_{t-r_1}(\hat{\theta}_n) - \epsilon_{t-r_2}(\hat{\theta}_n) \right) \frac{\partial}{\partial \theta_{m_1}} \epsilon_{t-r_2}(\hat{\theta}_n) \frac{\partial}{\partial \theta_{m_2}} \epsilon_{t-r_2}(\hat{\theta}_n)
\]

\[
+ \epsilon_{t-r_1}(\hat{\theta}_n) \left( \frac{\partial}{\partial \theta_{m_1}} \epsilon_{t-r_2}(\hat{\theta}_n) - \frac{\partial}{\partial \theta_{m_1}} \epsilon_{t-r_2}(\hat{\theta}_n) \right) \frac{\partial}{\partial \theta_{m_2}} \epsilon_{t-r_2}(\hat{\theta}_n)
\]

\[
+ \epsilon_{t-r_1}(\hat{\theta}_n) \frac{\partial}{\partial \theta_{m_1}} \epsilon_{t-r_1}(\hat{\theta}_n) \left( \epsilon_{t-r_2}(\hat{\theta}_n) - \epsilon_{t-r_2}(\hat{\theta}_n) \right) \frac{\partial}{\partial \theta_{m_2}} \epsilon_{t-r_2}(\hat{\theta}_n)
\]

\[
+ \epsilon_{t-r_1}(\hat{\theta}_n) \frac{\partial}{\partial \theta_{m_1}} \epsilon_{t-r_1}(\hat{\theta}_n) \epsilon_{t-r_2}(\hat{\theta}_n) \left( \frac{\partial}{\partial \theta_{m_2}} \epsilon_{t-r_2}(\hat{\theta}_n) - \frac{\partial}{\partial \theta_{m_2}} \epsilon_{t-r_2}(\hat{\theta}_n) \right).
\]

We replace the above identity in (77) and we obtain by Hölder’s inequality that

\[
P \left( \sqrt{r} \left\| \hat{\Sigma}_{\tilde{H}_n} - \hat{\Sigma}_{H_{\beta,n}} \right\| \geq \beta \right) \leq \frac{4K \sqrt{r}}{n \beta} \sum_{r_1 \leq \ldots \leq r_t} \sum_{m_1 = 1}^{p+q+1} \sum_{m_2 = 1}^{p+q+1} \left( T_{n,1} + T_{n,2} + T_{n,3} + T_{n,4} \right)
\]

(78)
where

\[ T_{n,1} = \sum_{t=1}^{n} \left\| \epsilon_{t-r_1}(\hat{\theta}_n) - \epsilon_{t-r_1}(\hat{\theta}_n) \right\|_{L^2} \left\| \frac{\partial}{\partial \theta_{m_1}} \epsilon_{t-r_1}(\hat{\theta}_n) \right\|_{L^6} \left\| \frac{\partial}{\partial \theta_{m_2}} \epsilon_{t-r_2}(\hat{\theta}_n) \right\|_{L^6}, \]

\[ T_{n,2} = \sum_{t=1}^{n} \left\| \epsilon_{t-r_1}(\hat{\theta}_n) \right\|_{L^{6}} \left\| \frac{\partial}{\partial \theta_{m_1}} \epsilon_{t-r_1}(\hat{\theta}_n) - \frac{\partial}{\partial \theta_{m_1}} \epsilon_{t-r_1}(\hat{\theta}_n) \right\|_{L^2} \left\| \frac{\partial}{\partial \theta_{m_2}} \epsilon_{t-r_2}(\hat{\theta}_n) \right\|_{L^6}, \]

\[ T_{n,3} = \sum_{t=1}^{n} \left\| \epsilon_{t-r_1}(\hat{\theta}_n) \right\|_{L^{6}} \left\| \frac{\partial}{\partial \theta_{m_1}} \epsilon_{t-r_1}(\hat{\theta}_n) \right\|_{L^6} \left\| \epsilon_{t-r_2}(\hat{\theta}_n) - \epsilon_{t-r_2}(\hat{\theta}_n) \right\|_{L^2} \left\| \frac{\partial}{\partial \theta_{m_2}} \epsilon_{t-r_2}(\hat{\theta}_n) \right\|_{L^6}, \]

\[ T_{n,4} = \sum_{t=1}^{n} \left\| \epsilon_{t-r_1}(\hat{\theta}_n) \right\|_{L^{6}} \left\| \frac{\partial}{\partial \theta_{m_1}} \epsilon_{t-r_1}(\hat{\theta}_n) \right\|_{L^6} \left\| \epsilon_{t-r_2}(\hat{\theta}_n) \right\|_{L^6} \left\| \frac{\partial}{\partial \theta_{m_2}} \epsilon_{t-r_2}(\hat{\theta}_n) - \frac{\partial}{\partial \theta_{m_2}} \epsilon_{t-r_2}(\hat{\theta}_n) \right\|_{L^2}. \]

For all \( \theta \in \Theta_\delta \) and \( t \in \mathbb{Z} \), in view of (29) and Remark 4, we have

\[
\left\| \epsilon_t(\hat{\theta}_n) - \epsilon_t(\hat{\theta}_n) \right\|_{L^2} = \left( \mathbb{E} \left[ \left\{ \sum_{j=0}^{r} \left( \lambda_j^r(\hat{\theta}_n) - \lambda_j(\hat{\theta}_n) \right) \epsilon_{t-j} \right\}^2 \right] \right)^{1/2} \leq \sup_{\theta \in \Theta_\delta} \left( \mathbb{E} \left[ \left\{ \sum_{j=0}^{r} \left( \lambda_j^r(\theta) - \lambda_j(\theta) \right) \epsilon_{t-j} \right\}^2 \right] \right)^{1/2} \leq \sigma \epsilon \sup_{\theta \in \Theta_\delta} \left\| \lambda(\theta) - \lambda^r(\theta) \right\|_{\ell^2} \leq K \frac{1}{t^{1/2+\delta}(-d_1-d_0)}.
\]

It is not difficult to prove that \( \epsilon_t(\theta) \) and \( \frac{\partial \epsilon_t(\theta)}{\partial \theta} \) belong to \( \mathbb{L}^6 \). The fact that \( \epsilon_t(\theta) \) and \( \frac{\partial \epsilon_t(\theta)}{\partial \theta} \) have moment of order 6 can be proved using the same method than in Lemma 10 using the absolute summability of the \( k \)-th \( (k = 2, \ldots, 8) \) cumulants assumed in (A4) with \( \tau = 8 \). We deduce that

\[ T_{n,1} \leq K \sum_{t=1}^{n} \left\| \epsilon_{t-r_1}(\hat{\theta}_n) - \epsilon_{t-r_1}(\hat{\theta}_n) \right\|_{L^2} \leq K \sum_{t=1}^{n} \left\| \epsilon_t(\hat{\theta}_n) \right\|_{L^2} + K \sum_{t=1}^{n} \left\| \epsilon_{t-r_1}(\hat{\theta}_n) - \epsilon_{t-r_1}(\hat{\theta}_n) \right\|_{L^2} \leq K \left( r + \sum_{t=1}^{n} \frac{1}{t^{1/2+\delta}(-d_1-d_0)} \right). \]

Then we obtain

\[ T_{n,1} \leq K \left( r + n^{1/2-\delta}(-d_1-d_0) \right). \]

The same calculations hold for the terms \( T_{n,2}, T_{n,3} \) and \( T_{n,4} \). Thus

\[ T_{n,1} + T_{n,2} + T_{n,3} + T_{n,4} \leq K \left( r + n^{1/2-\delta}(-d_1-d_0) \right) \]

and reporting this estimation in (78) implies that

\[
\mathbb{P} \left( \sqrt{r} \left\| \hat{\Sigma}_{H_r} - \hat{\Sigma}_{H_r,0} \right\| \geq \beta \right) \leq \frac{K_{r}^{5/2}(p+q+1)^2}{n\beta} \left( r + n^{1/2-\delta}(-d_1-d_0) \right) \leq K \left( \frac{r^{7/2}}{n} + \frac{r^{5/2}}{n^{1/2+\delta}(-d_1-d_0)} \right).
\]
Since $2/7 > (1 + 2(d_1 - d_0))/5$, the sequence $\sqrt{n} \left\| \hat{\Sigma}_H - \hat{\Sigma}_{H,r,n} \right\|$ converges in probability to 0 as $n \to \infty$ when $r = r(n) = o(n^{(1-2(d_0 - d_1))/5})$.

**Step 2: proof of (76).**

First we follow the same approach than in the previous step. We have

$$
\left\| \hat{\Sigma}_{H,r,n} - \hat{\Sigma}_H \right\|^2 = \left\| \frac{1}{n} \sum_{t=1}^{n} H_r \frac{\partial H_r}{\partial t} - \frac{1}{n} \sum_{t=1}^{n} H_r^t H_r^t \right\|^2 
\leq \sum_{r_1=1}^{r} \sum_{r_2=1}^{r} \sum_{m_1=1}^{m_1} \sum_{m_2=1}^{m_2} \left( \frac{1}{n} \sum_{t=1}^{n} H_{t-r_1, m_1} H_{t-r_2, m_2} \right) \left( \frac{1}{n} \sum_{t=1}^{n} H_{t-r_1, m_1} H_{t-r_2, m_2} \right)^2 
\leq 16 \sum_{r_1=1}^{r} \sum_{r_2=1}^{r} \sum_{m_1=1}^{m_1} \sum_{m_2=1}^{m_2} \sum_{t=1}^{n} \left( \epsilon_{t-r_1} \frac{\partial}{\partial \theta_{m_1}} \epsilon_{t-r_2} \frac{\partial}{\partial \theta_{m_2}} \epsilon_{t-r_3} \frac{\partial}{\partial \theta_{m_2}} \right)
$$

Since

$$
\epsilon_{t-r_1} \frac{\partial}{\partial \theta_{m_1}} \epsilon_{t-r_2} \frac{\partial}{\partial \theta_{m_2}} \epsilon_{t-r_3} \frac{\partial}{\partial \theta_{m_2}} = \left( \epsilon_{t-r_1} \frac{\partial}{\partial \theta_{m_1}} \epsilon_{t-r_2} \frac{\partial}{\partial \theta_{m_2}} \epsilon_{t-r_3} \frac{\partial}{\partial \theta_{m_2}} - \epsilon_{t-r_1} \frac{\partial}{\partial \theta_{m_1}} \epsilon_{t-r_2} \frac{\partial}{\partial \theta_{m_2}} \epsilon_{t-r_3} \frac{\partial}{\partial \theta_{m_2}} \right)
$$

one has

$$
\left\| \hat{\Sigma}_{H,r,n} - \hat{\Sigma}_H \right\|^2 \leq 16 \sum_{r_1=1}^{r} \sum_{r_2=1}^{r} \sum_{m_1=1}^{m_1} \sum_{m_2=1}^{m_2} \left( U_{n,1} + U_{n,2} + U_{n,3} + U_{n,4} \right)^2
$$

where

$$
U_{n,1} = \frac{1}{n} \sum_{t=1}^{n} \left| \epsilon_{t-r_1} \frac{\partial}{\partial \theta_{m_1}} \epsilon_{t-r_2} \frac{\partial}{\partial \theta_{m_2}} \right|, 
U_{n,2} = \frac{1}{n} \sum_{t=1}^{n} \left| \epsilon_{t-r_1} \frac{\partial}{\partial \theta_{m_1}} \epsilon_{t-r_2} \frac{\partial}{\partial \theta_{m_2}} \right|, 
U_{n,3} = \frac{1}{n} \sum_{t=1}^{n} \left| \epsilon_{t-r_1} \frac{\partial}{\partial \theta_{m_1}} \epsilon_{t-r_2} \frac{\partial}{\partial \theta_{m_2}} \right|, 
U_{n,4} = \frac{1}{n} \sum_{t=1}^{n} \left| \epsilon_{t-r_1} \frac{\partial}{\partial \theta_{m_1}} \epsilon_{t-r_2} \frac{\partial}{\partial \theta_{m_2}} \right|.
$$
Taylor expansions around \( \theta_0 \) yield that there exists \( \bar{\theta} \) and \( \overline{\theta} \) between \( \hat{\theta}_n \) and \( \theta_0 \) such that

\[
|\epsilon_t(\hat{\theta}_n) - \epsilon_t(\theta_0)| \leq w_t \| \hat{\theta}_n - \theta_0 \|
\]

and

\[
\left| \frac{\partial}{\partial \theta_m} \epsilon_t(\hat{\theta}_n) - \frac{\partial}{\partial \theta_m} \epsilon_t(\theta_0) \right| \leq q_t \| \hat{\theta}_n - \theta_0 \|
\]

with \( w_t = \| \partial \epsilon_t(\theta) / \partial \theta' \| \) and \( q_t = \| \partial^2 \epsilon_t(\theta) / \partial \theta' \partial \theta_m \|. \) Using the fact that

\[
E \left| \epsilon_t(\hat{\theta}_n) - \epsilon_t(\theta_0) \right| < \infty
\]

and that \( (\sqrt{n}(\hat{\theta}_n - \theta_0))_n \) is a tight sequence (which implies that \( \| \hat{\theta}_n - \theta_0 \| = O_P(1/\sqrt{n}) \)), we deduce that

\[
U_{n,1} = O_P \left( \frac{1}{\sqrt{n}} \right).
\]

The same arguments are valid for \( U_{n,2}, U_{n,3} \) and \( U_{n,4} \). Consequently \( U_{n,1} + U_{n,2} + U_{n,3} + U_{n,4} = O_P(1/\sqrt{n}) \) and (81) yields

\[
\left\| \hat{\Sigma}_{H_r} - \hat{\Sigma}_{H_r} \right\|^2 = O_P \left( \frac{r^2}{n} \right).
\]

When \( r = o(n^{1/3}) \) we finally obtain \( \sqrt{r} \| \hat{\Sigma}_{H_r} - \hat{\Sigma}_{H_r} \| = o_P(1) \).

**Lemma 13.** Under the assumptions of Theorem 3, we have

\[
\sqrt{r} \| \Phi^*_r - \Phi_r \| = o_P(1) \quad \text{as} \quad r \to \infty.
\]

**Proof.** Recall that by (8) and (71) we have

\[
H_t(\theta_0) = \Phi_r H_{r,t} + u_{r,t} = \Phi^*_r H_{r,t} + \sum_{k=r+1}^{\infty} \Phi_k H_{t-k}(\theta_0) + u_t := \Phi^*_r H_{r,t} + u^*_{r,t}.
\]

By the orthogonality conditions in (8) and (71), one has

\[
\Sigma_{u^*_{r,t}, H_r} := E \left[ u^*_{r,t} H_{r,t}^* \right] = E \left[ (H_t(\theta_0) - \Phi_r H_{r,t}) H_{r,t}^* \right] = E \left[ (\Phi_r H_{r,t} + u_{r,t} - \Phi^*_r H_{r,t}) H_{r,t}^* \right] = (\Phi_r - \Phi^*_r) \Sigma_{H_r},
\]

and consequently

\[
\Phi^*_r - \Phi_r = -\Sigma_{u^*_{r,t}, H_r} \Sigma_{H_r}^{-1}.
\]
Using Lemma 9 and Lemma 10, (82) implies that
\[ \mathbb{P} \left( \sqrt{r} \| \Phi^* - \Phi_r \| \geq \beta \right) \leq \frac{\sqrt{r}}{\beta} \left\| \Sigma_{H_r}^{-1} \right\| \left( \sum_{k \geq r+1} \Phi_k H_{t-k}(\theta_0) + u_t \right) \left( H_{r,t} \right) \]
\[ \leq \frac{K \sqrt{r}}{\beta} \sum_{k \geq r+1} \Phi_k \left\| H_{t-k}(\theta_0) H_{r,t} \right\| \]
\[ \leq \frac{K \sqrt{r}}{\beta} \sum_{\ell \geq 1} \| \Phi_{\ell+r} \| \left\| E \left[ H_{t-\ell-r}(\theta_0) \left( H_{t-r}(\theta_0), \ldots, H_{t-r}(\theta_0) \right) \right] \right\| \]
\[ \leq \frac{K \sqrt{r}}{\beta} \sum_{\ell \geq 1} \| \Phi_{\ell+r} \| \left( \sum_{j=1}^{p+q+1} \sum_{k=1}^{p+q+1} \sum_{n=1}^{r} \| E \left[ H_{t-r-\ell,j}(\theta_0) H_{t-n,k}(\theta_0) \right] \|^2 \right)^{1/2} \]
\[ \leq \frac{K \sqrt{r}}{\beta} \sum_{\ell \geq 1} \| \Phi_{\ell+r} \| \left( \sum_{j=1}^{p+q+1} \sum_{k=1}^{p+q+1} \sum_{n=1}^{r} \| E \left[ H_{t-r-\ell,j}(\theta_0) \right] E \left[ H_{t-n,k}(\theta_0) \right] \|^2 \right)^{1/2} \]
\[ \leq \frac{K (p+q+1) r}{\beta} \sum_{\ell \geq 1} \| \Phi_{\ell+r} \| . \]

Under Assumptions of Theorem 3, \( r \sum_{\ell \geq 1} \| \Phi_{\ell+r} \| = o(1) \) as \( r \to \infty \). The proof of the lemma follows. \( \square \)

**Lemma 14.** Under the assumptions of Theorem 3, we have
\[ \sqrt{r} \left\| \hat{\Sigma}_{H_r}^{-1} - \Sigma_{H_r}^{-1} \right\| = o_P(1) \]
as \( n \to \infty \) when \( r = o(n^{1-2(d_0-d_1)/5}) \) and \( r \to \infty \).

**Proof.** We have
\[ \left\| \hat{\Sigma}_{H_r}^{-1} - \Sigma_{H_r}^{-1} \right\| \leq \left( \left\| \hat{\Sigma}_{H_r}^{-1} - \Sigma_{H_r}^{-1} \right\| + \left\| \Sigma_{H_r}^{-1} \right\| \right) \left\| \Sigma_{H_r} - \hat{\Sigma}_{H_r} \right\| \left\| \Sigma_{H_r}^{-1} \right\| , \]
and by induction we obtain
\[ \left\| \hat{\Sigma}_{H_r}^{-1} - \Sigma_{H_r}^{-1} \right\| \leq \left\| \Sigma_{H_r}^{-1} \right\| \sum_{k=1}^{\infty} \left\| \Sigma_{H_r} - \hat{\Sigma}_{H_r} \right\| \left\| \Sigma_{H_r}^{-1} \right\| . \]
We have
\[
P\left( \sqrt{r} \left\| \hat{\Sigma}_r^{-1} - \Sigma_r^{-1} \right\| > \beta \right) 
\leq P\left( \sqrt{r} \left\| \Sigma_r^{-1} \right\| \sum_{k=1}^{\infty} \left\| \Sigma_r - \hat{\Sigma}_r \right\| ^k \left\| \Sigma_r^{-1} \right\| ^k > \beta \right)
\leq P\left( \sqrt{r} \left\| \Sigma_r^{-1} \right\| \sum_{k=1}^{\infty} \left\| \Sigma_r - \hat{\Sigma}_r \right\| ^k \left\| \Sigma_r^{-1} \right\| ^k > \beta \text{ and } \left\| \Sigma_r - \hat{\Sigma}_r \right\| \left\| \Sigma_r^{-1} \right\| < 1 \right)
+ P\left( \sqrt{r} \left\| \Sigma_r^{-1} \right\| \sum_{k=1}^{\infty} \left\| \Sigma_r - \hat{\Sigma}_r \right\| ^k \left\| \Sigma_r^{-1} \right\| ^k > \beta \text{ and } \left\| \Sigma_r - \hat{\Sigma}_r \right\| \left\| \Sigma_r^{-1} \right\| \geq 1 \right)
\leq P\left( \sqrt{r} \left\| \Sigma_r - \hat{\Sigma}_r \right\| > \beta \right) + P\left( \sqrt{r} \left\| \Sigma_r - \hat{\Sigma}_r \right\| \left\| \Sigma_r^{-1} \right\| \geq 1 \right)
\leq P\left( \sqrt{r} \left\| \Sigma_r - \hat{\Sigma}_r \right\| > \beta \right) \left( \frac{\left\| \Sigma_r^{-1} \right\| ^2 + \beta r^{-1/2} \left\| \Sigma_r^{-1} \right\| }{1 - \left\| \Sigma_r - \hat{\Sigma}_r \right\| \left\| \Sigma_r^{-1} \right\| } \right)
+ P\left( \sqrt{r} \left\| \Sigma_r - \hat{\Sigma}_r \right\| \geq \left\| \Sigma_r^{-1} \right\| ^{-1} \right).
\]

Lemmas 9 and 12 imply the result. □

**Lemma 15.** Under the assumptions of Theorem 3, we have
\[
\sqrt{r} \left\| \hat{\Phi}_r - \Phi_r \right\| = o_P(1) \quad \text{as } r \to \infty \text{ and } r = o(n^{1-2(d_0-d_1)/5}).
\]

**Proof.** Lemmas 9 and 14 yield
\[
\left\| \hat{\Sigma}_r^{-1} \right\| \leq \left\| \hat{\Sigma}_r^{-1} - \Sigma_r^{-1} \right\| + \left\| \Sigma_r^{-1} \right\| = O_P(1).
\]

By (71), we have
\[
0 = E \left[ u_{r,t} H'_{r,t} \right] = E \left[ (H_\theta(\theta_0) - \Phi_r H_{r,t}) H'_{r,t} \right] = \Sigma_{H,H_r} - \Phi_r \Sigma_{H_r},
\]
and so we have \( \Phi_r = \Sigma_{H,H_r} \Sigma_{H_r}^{-1} \). Lemmas 9, 12, 14 and (83) imply
\[
\sqrt{r} \left\| \hat{\Phi}_r - \Phi_r \right\| = \sqrt{r} \left\| \hat{\Sigma}_r^{-1} \Sigma_{H,H_r} \Sigma_{H_r}^{-1} \right\|
= \sqrt{r} \left\| \left( \hat{\Sigma}_r^{-1} - \Sigma_{H,H_r} \right) \right\| + \Sigma_{H,H_r} \left( \hat{\Sigma}_r^{-1} - \Sigma_{H,H_r} \right)
= o_P(1),
\]
and the lemma is proved. □

**Proof of Theorem 3**

Since by Lemma 12 we have \( \left\| \hat{\Sigma}_r - \Sigma_r \right\| = o_P(r^{-1/2}) = o_P(1) \) and \( \left\| \hat{\Sigma}_r - \Sigma_{H,H_r} \right\| = o_P(r^{-1/2}) = o_P(1) \), and by Lemma 13 \( \left\| \hat{\Phi}_r - \Phi_r \right\| = o_P(r^{-1/2}) = o_P(1) \), Theorem 3 is then proved.
6.5. Invertibility of the normalization matrix \( P_{p+q+1,n} \)

The following proofs are quite technical and are adaptations of the arguments used in [BMS18]. To prove Proposition 4, we need to introduce the following notation. We denote \( S_t \) the vector of \( \mathbb{R}^{p+q+1} \) defined by

\[
S_t = \sum_{j=1}^{t} U_j = \sum_{j=1}^{t} -2J^{-1}H_j = -2J^{-1} \sum_{j=1}^{t} \epsilon_j \frac{\partial}{\partial \theta_j} \epsilon_j(\theta_0)
\]

and \( S_t(i) \) its \( i \)-th component. We have

\[
S_{t-1}(i) = S_t(i) - U_t(i).
\]

If the matrix \( P_{p+q+1,n} \) is not invertible, there exists some real constants \( d_1, \ldots, d_{p+q+1} \) not all equal to zero, such that \( d^t \bar{P}_{p+q+1,n} d = 0 \), where \( d = (d_1, \ldots, d_{p+q+1}) \). Thus we may write that

\[
\sum_{i=1}^{p+q+1} \sum_{j=1}^{p+q+1} d_j P_{p+q+1,n}(j, i)d_i = 0 \quad \text{or equivalently}
\]

\[
\frac{1}{n^2} \sum_{t=1}^{n} \sum_{i=1}^{p+q+1} d_i \left( \sum_{k=1}^{t} (U_k(i) - \bar{U}_n(i)) \right) \left( \sum_{k=1}^{t} (U_k(i) - \bar{U}_n(i)) \right) d_i = 0.
\]

Then

\[
\sum_{t=1}^{n} \left( \sum_{i=1}^{p+q+1} d_i \left( \sum_{k=1}^{t} (U_k(i) - \bar{U}_n(i)) \right) \right)^2 = 0,
\]

which implies that for all \( t \geq 1 \)

\[
\sum_{i=1}^{p+q+1} d_i \left( \sum_{k=1}^{t} (U_k(i) - \bar{U}_n(i)) \right) = \sum_{i=1}^{p+q+1} d_i \left( S_t(i) - \frac{t}{n} S_n(i) \right) = 0.
\]

So we have

\[
\frac{1}{t} \sum_{i=1}^{p+q+1} d_i S_t(i) = \sum_{i=1}^{p+q+1} d_i \left( \frac{1}{n} S_n(i) \right). \tag{85}
\]

We apply the ergodic theorem and we use the orthogonality of \( \epsilon_t \) and \( (\partial/\partial \theta) \epsilon_t(\theta_0) \) in order to obtain that

\[
\sum_{i=1}^{p+q+1} d_i \left( \frac{1}{n} \sum_{k=1}^{n} U_k(i) \right) \xrightarrow{a.s.} \lim_{n \to \infty} \sum_{i=1}^{p+q+1} d_i \mathbb{E} [U_k(i)] = -2 \sum_{i,j=1}^{p+q+1} d_i J^{-1}(i, j) \mathbb{E} \left[ \epsilon_k \frac{\partial \epsilon_k}{\partial \theta_j} \right] = 0.
\]

Reporting this convergence in (85) implies that \( \sum_{i=1}^{p+q+1} d_i S_t(i) = 0 \) a.s. for all \( t \geq 1 \). By (84), we deduce that

\[
\sum_{i=1}^{p+q+1} d_i U_t(i) = -2 \sum_{i=1}^{p+q+1} d_i \sum_{j=1}^{p+q+1} J^{-1}(i, j) \left( \epsilon_t \frac{\partial \epsilon_t}{\partial \theta_j} \right) = 0, \quad \text{a.s.}
\]

Thanks to Assumption (A5), \( (\epsilon_t)_{t \in \mathbb{Z}} \) has a positive density in some neighborhood of zero and then \( \epsilon_t \neq 0 \) almost-surely. So we would have \( d_j J^{-1}(i, j) = 0 \) a.s. Now we can follow the same arguments that we developed in the proof of the invertibility of \( J \) (see Proof of Lemma 5 and more precisely (56)) and this leads us to a contradiction. We deduce that the matrix \( P_{p+q+1,n} \) is non singular.
6.6. Proof of Theorem 5

The arguments follows the one [BMS18] in a simpler context. Recall that the Skorohod space \( D^f[0,1] \) is the set of \( \mathbb{R}^f \)-valued functions on \([0,1]\) which are right-continuous and has left limits everywhere. It is endowed with the Skorohod topology and the weak convergence on \( D^f[0,1] \) is mentioned by \( \xrightarrow{D^f} \). The integer part of \( x \) will be denoted by \( \lfloor x \rfloor \).

The goal at first is to show that there exists a lower triangular matrix \( T \) with nonnegative diagonal entries such that

\[
\frac{1}{\sqrt{n}} \sum_{t=1}^{[nr]} U_t \xrightarrow{D^{p+q+1}} (TT')^{1/2} B_{p+q+1}(r),
\]

(86)

where \( (B_{p+q+1}(r))_{r \geq 0} \) is a \((p + q + 1)\)-dimensional standard Brownian motion. Using (29), \( U_t \) can be rewritten as

\[
U_t = \left( -2 \left\{ \sum_{i=1}^{\infty} \dot{\lambda}_{i,1}(\theta_0) \epsilon_t \epsilon_{t-i}, \ldots, \sum_{i=1}^{\infty} \dot{\lambda}_{i,p+q+1}(\theta_0) \epsilon_t \epsilon_{t-i} \right\} J^{-1'} \right)'.
\]

The non-correlation between \( \epsilon_t \)'s implies that the process \((U_t)_{t \in \mathbb{Z}}\) is centered. In order to apply the functional central limit theorem for strongly mixing process, we need to identify the asymptotic covariance matrix in the classical central limit theorem for the sequence \((U_t)_{t \in \mathbb{Z}}\). It is proved in Theorem 2 that

\[
\frac{1}{\sqrt{n}} \sum_{t=1}^{n} U_t \xrightarrow{\text{in law}} \mathcal{N}(0, \Omega = : 2\pi f_U(0)),
\]

where \( f_U(0) \) is the spectral density of the stationary process \((U_t)_{t \in \mathbb{Z}}\) evaluated at frequency 0. The existence of the matrix \( \Omega \) has already been discussed (see the proofs of lemmas 5 and 7).

Since the matrix \( \Omega \) is symmetric positive definite, it can be factorized as \( \Omega = TT' \) where the \((p + q + 1) \times (p + q + 1)\) lower triangular matrix \( T \) has real positive diagonal entries. Therefore, we have

\[
\frac{1}{\sqrt{n}} \sum_{t=1}^{n} (TT')^{-1/2} F_t \xrightarrow{\text{in law}} \mathcal{N}(0, I_{p+q+1}),
\]

where \( I_{p+q+1} \) is the identity matrix of order \( p + q + 1 \).

As in the proof of the asymptotic normality of \((\sqrt{n}(\tilde{\theta}_n - \theta_0))_{n \geq 1}\), the distribution of \( n^{-1/2} \sum_{t=1}^{n} U_t \) when \( n \) tends to infinity is obtained by introducing the random vector \( U_t^k \) defined for any positive integer \( k \) by

\[
U_t^k = \left( -2 \left\{ \sum_{i=1}^{k} \dot{\lambda}_{i,1}(\theta_0) \epsilon_t \epsilon_{t-i}, \ldots, \sum_{i=1}^{k} \dot{\lambda}_{i,p+q+1}(\theta_0) \epsilon_t \epsilon_{t-i} \right\} J^{-1'} \right)'.
\]

Since \( U_t^k \) depends on a finite number of values of the noise process \((\epsilon_t)_{t \in \mathbb{Z}}\), it also satisfies a mixing property (see Theorem 14.1 in [Dav94], p. 210). The central limit theorem for strongly mixing process of [Her84] shows that its asymptotic distribution is normal with zero mean and variance matrix \( \Omega_k \) that converges when \( k \) tends to infinity to \( \Omega \) (see the proof of Lemma 8):

\[
\frac{1}{\sqrt{n}} \sum_{t=1}^{n} U_t^k \xrightarrow{\text{in law}} \mathcal{N}(0, \Omega_k).
\]
The above arguments also apply to matrix $\Omega_k$ with some matrix $T_k$ which is defined analogously as $T$. Consequently, we obtain
\[
\frac{1}{\sqrt{n}} \sum_{t=1}^{n} (T_k T_k')^{-1/2} U_t^{k} \overset{\text{in law}}{\underset{n \to \infty}{\to}} N(0, I_{p+q+1}).
\]

Now we are able to apply the functional central limit theorem for strongly mixing process of [Her84] and we obtain that
\[
\frac{1}{\sqrt{n}} \left| \sum_{t=1}^{\lfloor nr \rfloor} (T_k T_k')^{-1/2} U_t^{k} \right| \overset{\text{in law}}{\underset{n \to \infty}{\to}} B_{p+q+1}(r).
\]

Since
\[
(T T')^{-1/2} U_t^{k} = \left( (T T')^{-1/2} - (T_k T_k')^{-1/2} \right) U_t^{k} + (T_k T_k')^{-1/2} U_t^{k},
\]
we may use the same approach as in the proof of Lemma 8 in order to prove that $n^{-1/2} \sum_{t=1}^{n} ((T T')^{-1/2} - (T_k T_k')^{-1/2}) U_t^{k}$ converges in distribution to 0. Consequently we obtain that
\[
\frac{1}{\sqrt{n}} \sum_{t=1}^{\lfloor nr \rfloor} (T T')^{-1/2} U_t^{k} \overset{\text{in law}}{\underset{n \to \infty}{\to}} B_{p+q+1}(r).
\]

In order to conclude that (86) is true, it remains to observe that uniformly with respect to $n$ it holds that
\[
\tilde{Y}_n^{k}(r) := \frac{1}{\sqrt{n}} \sum_{t=1}^{\lfloor nr \rfloor} (T T')^{-1/2} \tilde{Z}_t^{k} \overset{\text{in law}}{\underset{n \to \infty}{\to}} 0,
\]
where
\[
\tilde{Z}_t^{k} = \left( -2 \left\{ \sum_{i=k+1}^{\infty} \lambda_{i,1}(\theta_0) \epsilon_t \epsilon_{t-i}, \ldots, \sum_{i=k+1}^{\infty} \lambda_{i,p+q+1}(\theta_0) \epsilon_t \epsilon_{t-i} \right\} J^{-1/2} \right).
\]

By (87), one has
\[
\sup_{n} \text{Var} \left( \frac{1}{\sqrt{n}} \sum_{t=1}^{n} \tilde{Z}_t^{k} \right) \overset{n \to \infty}{\to} 0
\]
and since $\lfloor nr \rfloor \leq n$,
\[
\sup_{0 \leq r \leq 1} \sup_{n} \left\{ \left\| \tilde{Y}_n^{k}(r) \right\| \right\} \overset{n \to \infty}{\to} 0.
\]

Thus (87) is true and the proof of (86) is achieved.

By (86) we deduce that
\[
\frac{1}{\sqrt{n}} \left( \sum_{j=1}^{\lfloor nr \rfloor} (U_j - \bar{U}_n) \right) \overset{\text{in law}}{\underset{n \to \infty}{\to}} (T T')^{-1/2} (B_{p+q+1}(r) - r B_{p+q+1}(1))
\]

\[
(88)
\]

One remarks that the continuous mapping theorem on the Skorohod space yields
\[
P_{p+q+1, n} \overset{\text{in law}}{\underset{n \to \infty}{\to}} (T T')^{-1/2} \left[ \int_{0}^{1} \left\{ B_{p+q+1}(r) - r B_{p+q+1}(1) \right\} \left\{ B_{p+q+1}(r) - r B_{p+q+1}(1) \right\}' dr \right] (T T')^{-1/2}
\]
\[
= (T T')^{-1/2} V_{p+q+1}(T T')^{-1/2}.
\]
Using (86), (88) and the continuous mapping theorem on the Skorohod space, one finally obtains

\[ n(\hat{\theta}_n - \theta_0)' P_{p+q+1,n}^{-1}(\hat{\theta}_n - \theta_0) \xrightarrow{\mathcal{D}_{p+q+1}} \left\{ (TT')^{1/2} B_{p+q+1}(1) \right\}' \left\{ (TT')^{1/2} V_{p+q+1}(TT')^{1/2} \right\}^{-1} \left\{ (TT')^{1/2} B_{p+q+1}(1) \right\} = B'_{p+q+1}(1) V_{p+q+1}^{-1} B_{p+q+1}(1) := U_{p+q+1}. \]

The proof of Theorem 5 is then complete.

### 6.7. Proof of Theorem 6

In view of (14) and (17), we write \( \hat{P}_{p+q+1,n} = P_{p+q+1,n} + Q_{p+q+1,n} \) where

\[ Q_{p+q+1,n} = (J(\theta_0)^{-1} - J_n^{-1}) \frac{1}{n^2} \sum_{t=1}^{n} \left( \sum_{j=1}^{t} (H_j - \frac{1}{n} \sum_{k=1}^{n} H_k) \right) \left( \sum_{t=1}^{n} (H_j - \frac{1}{n} \sum_{k=1}^{n} H_k) \right)' \]

\[ + J_n^{-1} \frac{1}{n^2} \sum_{t=1}^{n} \left\{ \left( \sum_{j=1}^{t} (H_j - \frac{1}{n} \sum_{k=1}^{n} H_k) \right) \left( \sum_{t=1}^{n} (H_j - \frac{1}{n} \sum_{k=1}^{n} H_k) \right) \right. \]

\[ - \left( \sum_{j=1}^{t} (\hat{H}_j - \frac{1}{n} \sum_{k=1}^{n} \hat{H}_k) \right) \left( \sum_{t=1}^{n} (\hat{H}_j - \frac{1}{n} \sum_{k=1}^{n} \hat{H}_k) \right) \right\}. \]

Using the same approach as in Lemma 6, \( \hat{J}_n \) converges in probability to \( J \). Thus we deduce that the first term in the right hand side of the above equation tends to zero in probability.

The second term is a sum composed of the following terms

\[ q_{i,j,k,l}^{i,j,k,l} = \epsilon_s(\theta_0) \epsilon_t(\theta_0) \frac{\partial \epsilon_s(\theta_0)}{\partial \theta_i} \frac{\partial \epsilon_t(\theta_0)}{\partial \theta_j} - \epsilon_s(\hat{\theta}_n) \epsilon_t(\hat{\theta}_n) \frac{\partial \epsilon_s(\hat{\theta}_n)}{\partial \theta_k} \frac{\partial \epsilon_t(\hat{\theta}_n)}{\partial \theta_l}. \]

Using similar arguments done before (see for example the use of Taylor’s expansion in Subsection 6.4, we have \( q_{i,j,k,l}^{i,j,k,l} = o_p(1) \) as \( n \) goes to infinity and thus \( Q_{p+q+1,n} = o_p(1) \). So one may find a matrix \( Q^*_{p+q+1,n} \) that tends to the null matrix in probability and such that

\[ n \left( \hat{\theta}_n - \theta_0 \right)' \hat{P}_{p+q+1,n}^{-1} \left( \hat{\theta}_n - \theta_0 \right) = n \left( \hat{\theta}_n - \theta_0 \right)' \left( P_{p+q+1,n} + Q_{p+q+1,n} \right)^{-1} \left( \hat{\theta}_n - \theta_0 \right) \]

\[ = n \left( \hat{\theta}_n - \theta_0 \right)' \left( P_{p+q+1,n}^{-1} + Q^*_{p+q+1,n} \right) \left( \hat{\theta}_n - \theta_0 \right) + n \left( \hat{\theta}_n - \theta_0 \right)' Q^*_{p+q+1,n} \left( \hat{\theta}_n - \theta_0 \right). \]

Thanks to the arguments developed in the proof of Theorem 5, \( n(\hat{\theta}_n - \theta_0)' P_{p+q+1,n}^{-1}(\hat{\theta}_n - \theta_0) \) converges in distribution. So \( n(\hat{\theta}_n - \theta_0)' P_{p+q+1,n}^{-1}(\hat{\theta}_n - \theta_0) \) tends to zero in distribution, hence in probability. Then \( n(\hat{\theta}_n - \theta_0)' \hat{P}_{p+q+1,n}^{-1}(\hat{\theta}_n - \theta_0) \) and \( n(\hat{\theta}_n - \theta_0)' P_{p+q+1,n}^{-1}(\hat{\theta}_n - \theta_0) \) have the same limit in distribution and the result is proved.
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7. Figures and tables

Fig 1. LSE of $N = 1,000$ independent simulations of the FARIMA(1, d, 1) model (18) with size $n = 2,000$ and unknown parameter $\theta_0 = (a, b, d) = (-0.7, -0.2, 0.4)$, when the noise is strong (left panel), when the noise is semi-strong (19) (middle panel) and when the noise is weak of the form (20) (right panel). Points (a)-(c), in the box-plots, display the distribution of the estimation error $\hat{\theta}_n(i) - \theta_0(i)$ for $i = 1, 2, 3$. 
Fig 2. LSE of $N = 1,000$ independent simulations of the FARIMA(1, d, 1) model (18) with size $n = 2,000$ and unknown parameter $\theta_0 = (a, b, d) = (-0.7, -0.2, 0.4)$. The top panels present respectively, from left to right, the Q-Q plot of the estimates $\hat{a}_n$, $\hat{b}_n$ and $\hat{d}_n$ of $a$, $b$ and $d$ in the strong case. Similarly the middle and the bottom panels present respectively, from left to right, the Q-Q plot of the estimates $\hat{a}_n$, $\hat{b}_n$ and $\hat{d}_n$ of $a$, $b$ and $d$ in the semi-strong and weak cases.
Fig 3. LSE of $N = 1,000$ independent simulations of the FARIMA(1, $d$, 1) model (18) with size $n = 2,000$ and unknown parameter $\theta_0 = (a, b, d) = (-0.7, -0.2, 0.4)$. The top panels present respectively, from left to right, the distribution of the estimates $\hat{a}_n$, $\hat{b}_n$ and $\hat{d}_n$ of $a$, $b$ and $d$ in the strong case. Similarly the middle and the bottom panels present respectively, from left to right, the distribution of the estimates $\hat{a}_n$, $\hat{b}_n$ and $\hat{d}_n$ of $a$, $b$ and $d$ in the semi-strong and weak cases. The kernel density estimate is displayed in full line, and the centered Gaussian density with the same variance is plotted in dotted line.
Fig 4. Comparison of standard and modified estimates of the asymptotic variance $\Omega$ of the LSE, on the simulated models presented in Figure 1. The diamond symbols represent the mean, over $N = 1,000$ replications, of the standardized errors $n(\hat{a}_n + 0.7)^2$ for (a) (1.90 in the strong case and 4.32 (resp. 1.80) in the semi-strong case (resp. in the weak case)), $n(\hat{b}_n + 0.2)^2$ for (b) (5.81 in the strong case and 11.33 (resp. 8.88) in the semi-strong case (resp. in the weak case)) and $n(\hat{d}_n - 0.4)^2$ for (c) (1.28 in the strong case and 2.65 (resp. 1.40) in the semi-strong case (resp. in the weak case)).
Fig 5. A zoom of the left-middle and left-bottom panels of Figure 4
Fig 6. A zoom of the right-middle and right-bottom panels of Figure 4
### Table 1

Empirical size of standard and modified confidence interval: relative frequencies (in %) of rejection. 
Modified SN stands for the self-normalized approach. In Modified we use the sandwich estimator of the asymptotic variance \( \Omega \) of the LSE while in Standard we use \( \hat{\Omega}_S \). The number of replications is \( N = 1000 \).

| Model                | Length n | Level     | Standard | Modified | Modified SN |
|----------------------|----------|-----------|----------|----------|-------------|
|                      |          |           | \( \alpha = 1\% \) |          |             |
| Strong FARIMA        | \( n = 200 \) | \( \alpha = 1\% \) | 2.8 2.7 2.1 | 3.7 3.1 2.5 | 2.5 2.5 2.0 |
|                      |          | \( \alpha = 10\% \) | 11.8 11.2 8.3 | 12.8 12.4 9.5 | 14.5 11.5 10.6 |
|                      | \( n = 2,000 \) | \( \alpha = 5\% \) | 7.1 7.3 5.2 | 8.2 8.0 5.4 | 8.4 6.9 5.6 |
|                      |          | \( \alpha = 10\% \) | 10.9 13.0 9.5 | 11.4 12.8 9.5 | 10.3 12.4 9.0 |
|                      | \( n = 5,000 \) | \( \alpha = 1\% \) | 1.1 1.6 0.7 | 1.3 1.6 1.0 | 1.6 1.0 0.8 |
|                      |          | \( \alpha = 10\% \) | 10.6 10.3 11.4 | 10.7 10.2 11.7 | 11.8 10.8 11.4 |
|                      |          | \( \alpha = 1\% \) | 6.6 11.3 4.3 | 13.8 14.6 10.2 | 12.0 10.5 8.9 |
|                      | \( n = 2,000 \) | \( \alpha = 5\% \) | 10.9 18.8 7.1 | 20.3 21.9 16.3 | 17.7 17.4 15.4 |
|                      |          | \( \alpha = 1\% \) | 1.1 5.3 1.3 | 1.5 1.2 1.6 | 1.2 1.1 0.9 |
|                      | \( n = 5,000 \) | \( \alpha = 5\% \) | 5.4 13.4 5.8 | 7.0 6.8 5.5 | 5.7 6.5 6.4 |
|                      |          | \( \alpha = 1\% \) | 1.3 3.0 2.4 | 1.2 1.3 1.2 | 1.3 1.4 1.5 |
| Weak FARIMA          | \( n = 200 \) | \( \alpha = 10\% \) | 11.4 21.2 9.6 | 12.8 12.0 11.2 | 11.3 11.9 12.2 |
|                      |          | \( \alpha = 1\% \) | 6.3 14.4 6.0 | 6.7 6.3 5.9 | 6.2 6.2 5.0 |
|                      | \( n = 5,000 \) | \( \alpha = 10\% \) | 11.5 22.3 11.6 | 12.1 12.3 10.8 | 10.6 10.9 10.0 |
Fig 7. Closing prices of the four stock market indices from the starting date of each index to February 14, 2019.
Fig 8. Returns of the four stock market indices from the starting date of each index to February 14, 2019.
**Fig 9.** Sample autocorrelations of squared returns of the four stock market indices.

**Table 2**

Fitting a FARIMA(1, d, 1) model to the squares of the 4 daily returns considered. The corresponding $p$-values are reported in parentheses. The last column presents the estimated residual variance.

| Series | Length $n$ | $\hat{a}_n$ | $\hat{b}_n$ | $\hat{d}_n$ | Var($\epsilon_t$) |
|--------|------------|--------------|--------------|--------------|-------------------|
| CAC    | 7,341      | 0.1199 (0.1524) | 0.5296 (0.0000) | 0.4506 (0.0000) | $19.6244 \times 10^{-8}$ |
| DAX    | 7,860      | 0.1598 (0.1819) | 0.4926 (0.0000) | 0.3894 (0.0000) | $25.9383 \times 10^{-8}$ |
| Nikkei | 13,318     | -0.0217 (0.9528) | 0.1579 (0.6050) | 0.3217 (0.0000) | $25.6844 \times 10^{-8}$ |
| S&P 500| 17,390     | -0.3371 (0.0023) | -0.1795 (0.0227) | 0.2338 (0.0000) | $22.9076 \times 10^{-8}$ |

**Table 3**

Modified confidence interval at the asymptotic level $\alpha = 5\%$ for the parameters estimated in Table 2. Modified SN stands for the self-normalized approach while Modified corresponds to the confidence interval obtained by using the sandwich estimator of the asymptotic variance $\Omega$ of the LSE.

| Series | Modified | Modified SN |
|--------|----------|-------------|
|        | $\hat{a}_n$ | $\hat{b}_n$ | $\hat{d}_n$ | $\hat{a}_n$ | $\hat{b}_n$ | $\hat{d}_n$ |
| CAC    | [-0.044, 0.284] | [0.319, 0.740] | [0.251, 0.651] | [0.049, 0.193] | [0.432, 0.627] | [0.358, 0.543] |
| DAX    | [-0.075, 0.394] | [0.272, 0.714] | [0.263, 0.516] | [-0.219, 0.537] | [0.422, 0.563] | [0.158, 0.621] |
| Nikkei | [-0.741, 0.698] | [-0.440, 0.756] | [0.206, 0.437] | [-0.823, 0.779] | [-0.407, 0.717] | [0.156, 0.488] |
| S&P 500| [-0.554, -0.121] | [-0.334, -0.025] | [0.162, 0.306] | [-0.430, -0.244] | [-0.297, -0.062] | [0.101, 0.366] |