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Abstract—Non-orthogonal multiple access (NOMA) has emerged as a promising radio access technique for enabling the performance enhancements promised by the fifth-generation (5G) networks in terms of connectivity, latency, and spectrum efficiency. In the NOMA uplink, successive interference cancellation (SIC) based detection with device clustering has been suggested. In the case of multiple receive antennas, SIC can be combined with the minimum mean-squared error (MMSE) beamforming. However, there exists a tradeoff between the NOMA cluster size and the incurred SIC error. Larger clusters lead to larger errors but they are desirable from the spectrum efficiency and connectivity point of view. We propose a novel online learning based detection for the NOMA uplink. In particular, we design an online adaptive filter in the sum space of linear and Gaussian reproducing kernel Hilbert spaces (RKHSs). Such a sum space design is robust against variations of a dynamic wireless network that can deteriorate the performance of a purely nonlinear adaptive filter. We demonstrate by simulations that the proposed method outperforms the MMSE-SIC based detection for large cluster sizes.

I. INTRODUCTION

Non-orthogonal multiple access (NOMA) is being discussed in the context of fifth generation (5G) networks as one of the key technological enablers for systems such as the 5G New Radio (5G-NR) and the Internet of things (IoT) [1], [2], [3]. 5G NOMA promises to enable higher user density, lower latency, and higher spectrum efficiency when compared to fourth generation (4G) networks [2]. 5G enabled IoT, for example, will comprise massive number of devices transmitting sporadically with diverse latency and data rate requirements. There is a reasonable consensus that massive machine-type-communications (mMTC) or IoT systems cannot be supported by the current LTE uplink due to scheduling delays and signaling overheads [4]. As a result, NOMA has become a subject of increasing interest in the wireless communication community [5], [1].

Orthogonal multiple access (OMA) systems, such as those based on orthogonal frequency-division multiple access (OFDMA), can only support a moderate number of active devices simultaneously due to a limited number of orthogonal frequency-time resource blocks (RBs). In these systems, only a fraction of the total system bandwidth is available to the scheduled devices. NOMA, in contrast, allows multiple devices to be superimposed, in principle, on the entire system bandwidth, and multiplexing is done in the power (or signal-to-noise ratio (SNR)) domain. Therefore, when compared to OMA systems, a significantly larger number of devices can transmit simultaneously and enjoy the entire system bandwidth. Intuitively, NOMA leads to improvements in active device density, latency, and spectral efficiency [5]. Indeed, from the spectral efficiency point of view, NOMA has been shown to be theoretically optimal both in the uplink and the downlink in a single-cell network [1]. System level experiments have also shown promising results in terms of cell-throughput [6], [4].

In the NOMA uplink, demultiplexing of devices is usually achieved by means of successive interference cancellation (SIC) at the base station (BS) [1]. If multiple antennas are available at the BS, SIC can be combined with minimum mean-squared error (MMSE) beamforming [7]. To maximize the spectral efficiency, all devices should be superimposed on the entire system bandwidth in a single-cell NOMA with SIC [1]. The problem is that, for a large number of devices, cochannel interference seriously degrades the performance of MMSE-SIC in terms of SIC complexity and error propagation [8], [3], [1]. There is therefore a strong need for an alternate way of implementing the NOMA uplink at the cost of lower spectral efficiency. A straightforward approach is to cluster devices, such that devices belonging to the same cluster transmit simultaneously on a set of orthogonal RBs. The sets assigned to each cluster are disjoint to avoid cochannel interference. MMSE-SIC NOMA can then be performed within each cluster. However, the size of each cluster is restricted by the fixed number of BS antennas, SIC complexity, and SIC errors. This shows that there is an inherent tradeoff between the cluster size and the incurred SIC error [8], [1], and new interference cancellation and detection approaches are needed to maximize the cluster size while keeping SIC errors to a low level.

The contribution of this study is a novel detection method for the NOMA uplink based on online learning. A similar approach was taken in [9], [10], where the authors proposed online learning based beamforming in a reproducing kernel Hilbert space (RKHS) associated with a Gaussian kernel. The strength of this nonlinear filtering technique in an RKHS lies in the possibility of mapping spatial signatures of devices...
to a higher dimensional space, where they can be better resolved as compared to the original space. Furthermore, the adaptive filtering algorithm requires simple computations. Indeed, the authors showed that this high-resolution nonlinear filter exhibits better interference and noise cancellation capability as compared to a linear filter, especially when the number of antennas at the BS is less than the number of active devices. Nonlinear beamformers are however highly sensitive to variations in the environment and the performance may deteriorate in dynamic networks, such as IoT networks, where devices may join the network sporadically. Therefore, in contrast to the nonlinear beamforming filter proposed in [9], [10], we propose a partially linear beamforming filter design in the sum space (RKHS) of a linear and a nonlinear RKHS. This sum space adaptive filter enjoys high resolution and exhibits robustness against variations in the environment. Simulations show that our method outperforms both the MMSE-SIC based detection and the nonlinear adaptive filtering in a dynamic wireless environment.

II. PRELIMINARIES

The sets of real numbers, non-negative integers, positive integers, and complex numbers are denoted by \( \mathbb{R}, \mathbb{Z}_{\geq 0}, \mathbb{Z}_{>0}, \) and \( \mathbb{C} \), respectively. We denote by \( \text{span} \{ \mathcal{V} \} \) the set comprising all finite linear combinations of the elements of \( \mathcal{V} \). We define \( N_1, N_2 := \{ N_1, N_1 + 1, \ldots, N_2 \} \), where \( N_1, N_2 \in \mathbb{Z}_{\geq 0} \) with \( N_1 \leq N_2 \).

In this study, we deal with the problem of function estimation in special function spaces called Reproducing Kernel Hilbert Spaces (RKHSs). In the following we briefly revisit selected aspects of the RKHS theory [11].

A. Reproducing Kernel Hilbert Spaces

Given an arbitrary set \( \mathcal{U} \subseteq \mathbb{R}^l \), a function \( \kappa : \mathcal{U} \times \mathcal{U} \rightarrow \mathbb{R} \) is said to be a kernel if it satisfies the following properties:

1) (Symmetry) \( \kappa(u, v) = \kappa(v, u) \).

2) (Non-negativity) \( \forall N \geq 1, \forall (\alpha_1, \alpha_2, \ldots, \alpha_N) \in \mathbb{R}^N \) and \( \forall (u_1, u_2, \ldots, u_N) \in \mathcal{U}^N \), \( \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_i \alpha_j \kappa(u_i, u_j) \geq 0 \).

In the remainder of this study, \( \kappa \) is either the linear kernel denoted by \( \kappa_L \) and defined as \( \kappa_L(u, v) := u^T v \) or the Gaussian kernel denoted by \( \kappa_G \) and defined as \( \kappa_G(u, v) := \exp(-\frac{||u-v||^2}{2\sigma^2}) \).

Given a kernel \( \kappa \), consider the linear space \( \mathcal{H}_0 \) of functions given by \( f \in \text{span} \{ \kappa(u, \cdot) : u \in \mathcal{U} \} \). Let the scalar multiplication and function addition in \( \mathcal{H}_0 \) be defined in the usual way. For two functions \( f := \sum_{n=1}^{N} \alpha_n \kappa(u_n, \cdot) \) and \( g := \sum_{m=1}^{M} b_m \kappa(v_m, \cdot) \), where \( \alpha_n, b_m \in \mathbb{R} \) and \( u_n, v_m \in \mathcal{U} \), we define the inner product to be

\[
\langle f, g \rangle_{\mathcal{H}_0} := \sum_{n=1}^{N} \sum_{m=1}^{M} \alpha_n b_m \kappa(u_n, v_m),
\]

with the induced norm given by

\[
\|f\|^2_{\mathcal{H}_0} = \langle f, f \rangle_{\mathcal{H}_0}.
\]

The space \( \mathcal{H}_0 \) equipped with the above inner product is a pre-Hilbert space. We complete this space by including all limit points to obtain the reproducing kernel Hilbert space (RKHS) \( \mathcal{H} \) uniquely associated with the kernel \( \kappa \). In this study, we exploit the following two properties of the RKHS \( \mathcal{H} \) associated with \( \kappa \):

1) (Representation Property) \( \langle \forall u \in \mathcal{U} \rangle \kappa(u, \cdot) \in \mathcal{H} \).

2) (Reproducing Property) \( \langle \forall f \in \mathcal{H} \rangle \langle \forall u \in \mathcal{U} \rangle f(u) = \langle \langle f, \kappa(u, \cdot) \rangle \rangle_{\mathcal{H}}, \) where the inner product \( \langle \cdot, \cdot \rangle_{\mathcal{H}} \) is the extension of the inner product \( \langle \cdot, \cdot \rangle_{\mathcal{H}_0} \), defined in (1), to \( \mathcal{H} \) consisting of simple kernel evaluations.

III. PARTIALLY LINEAR ADAPTIVE FILTERING MODEL FOR NOMA

In this section, we describe the underlying adaptive filtering model for a single-cell NOMA uplink, which is inspired by the adaptive beamforming filter model in [12]. A number of single antenna devices can transmit their data to a base station (BS). Following the approach in recent NOMA studies [8], [11], devices in the cell can be divided in \( K \)-device clusters with \( K > 1 \), and each cluster is allocated a set of orthogonal resource blocks (RBs). Since the sets assigned to each cluster are disjoint, there is no inter-cluster interference. In the remainder of this study, we describe the adaptive filtering model for a single NOMA cluster which can be applied to all the clusters in the cell.

We assume that the BS is equipped with a uniform linear array (ULA)\(^2\) consisting of \( M \in \mathbb{Z}_{>0} \) antennas. We assume a non-dispersive channel so that the received signal (sampled at a fixed symbol rate) is given by [12], \( \forall k \in \mathbb{Z}_{>0}, \)

\[
\mathbf{Z}_{\geq 0} \rightarrow \mathbb{C}^M : \mathbf{r}(t) := [r_1(t), r_2(t), \ldots, r_M(t)]^T
\]

\[
:= \sum_{k=1}^{K} \sqrt{p_k(t)} h_k(t) b_k(t) s_k(t) + \mathbf{n}(t),
\]

where \( h_k(t) \in \mathbb{C} \) is the channel gain and \( b_k(t) \in \mathbb{C} \) is the modulation symbol (e.g., a BPSK or QAM symbol) for the \( t \)th sample. The vectors \( \mathbf{s}_k(t) \in \mathbb{C}^M \) and \( \mathbf{n}(t) \in \mathbb{C}^M \) stand for the array spatial signature of device \( k \) and additive independent circularly-symmetric noise, respectively.

In this study, the objective is to design an online adaptive (beamforming) filter \( g^k : \mathbb{C}^M \rightarrow \mathbb{C} \) for each device \( k \in \mathbb{Z}_{>0} \), such that \( \langle \forall t \in \mathbb{Z}_{>0} \rangle \|g^k(\mathbf{r}(t)) - b_k(t)\| \leq \epsilon \), where \( \epsilon > 0 \) is a small predefined noise tolerance. In the following we omit the index \( k \) for notational simplicity.

A. Adaptive Filtering In Sum Space RKHS

The beamformer is typically a linear spatial filter of the form \( g(\mathbf{r}(t)) = \mathbf{w}^H \mathbf{r}(t) \), where \( \mathbf{w} \in \mathbb{C}^M \) is chosen in such a way that the antenna beam is focused in the direction of the device of interest and the interference from other devices/directions is suppressed. A prominent example of a linear filter is the minimum mean-square error (MMSE) beamformer. It is well-known that such a linear filter has only \( M - 1 \) degrees of freedom (DOF) and it can typically resolve \( K \leq M \) devices with sufficiently diverse spatial signatures [13]. Therefore, in

\(^2\)We consider a ULA for simplicity, but the proposed method can be extended to other configurations.
a massive connectivity scenario, a system designer is currently forced to increase the number of antenna array elements $M$ to support a large number of concurrent devices. In contrast, nonlinear filters offer additional DOFs as well as enhanced interference and noise cancellation capabilities. In [12], the problem of nonlinear beamforming is addressed by employing the powerful RKHS framework associated with a Gaussian kernel. In more detail, the authors first show that there exists a bijection between complex and real vectors such that the task of designing the filter $g : \mathbb{C}^M \rightarrow \mathbb{C}$ can be transformed to the task of designing a filter $f : \mathbb{R}^{2M} \rightarrow \mathbb{R}$. The filter is then assumed to belong to a real infinite dimensional RKHS associated with a Gaussian kernel. The computational advantage of this approach is that the nonlinear filtering task in the original space becomes a linear filtering task in an infinite dimensional RKHS. The inner products are computed by simple kernel operations of the linear and the Gaussian RKHSs. In more detail, we associate with a Gaussian kernel. The computational advantage of this approach is that the nonlinear filtering task in the original space becomes a linear filtering task in an infinite dimensional RKHS. The inner products are computed by simple kernel operations of the linear and the Gaussian RKHSs. In more detail, we

$$\mathcal{H} := \mathcal{H}_L + \mathcal{H}_G := \{w_L f_L + w_G f_G : f_L \in \mathcal{H}_L, f_G \in \mathcal{H}_G\},$$

where $w_L, w_G > 0$ are some weights for the linear and the Gaussian part, respectively. In this RKHS, the reproducing kernel and the inner product of $\mathcal{H}$ can be computed as follows: X.

**Fact 1** (Reproducing kernel of the weighted sum space [14]). Assume that the input space $\mathcal{U} \subseteq \mathbb{R}^d$ has a nonempty interior. Then, given any $w_L, w_G > 0$ and $\mathbf{u}, \mathbf{v} \in \mathcal{U}$, $\kappa(\mathbf{u}, \mathbf{v}) := w_L \kappa_L(\mathbf{u}, \mathbf{v}) + w_G \kappa_G(\mathbf{u}, \mathbf{v})$ is the reproducing kernel of the sum space $\mathcal{H}$ equipped with the inner product

$$(f, g)_{\mathcal{H}} := w_L^{-1} (f_L, g_L)_{\mathcal{H}_L} + w_G^{-1} (f_G, g_G)_{\mathcal{H}_G}.$$ 

We demonstrate in Section V that we are able to enjoy the robustness of a linear design and the resolution of a nonlinear design by operating in the sum space of $\mathcal{H}_L$ and $\mathcal{H}_G$. We assume $w_L = w_G = 1$ in the remainder of this section and Section IV.

**B. The Online Adaptive Learning Problem**

First, we convert the complex vector $\mathbf{r}(t) \in \mathbb{C}^M$ into two real vectors $\mathbf{r}_1(t) := \Re(\mathbf{r}(t)) \in \mathbb{R}^{2M}$ and $\mathbf{r}_2(t) := \Im(\mathbf{r}(t)) \in \mathbb{R}^{2M}$ which enables processing in real Hilbert spaces as considered in [15], [12]. Similarly, the training modulation symbols are converted to $[b_1(t) b_2(t)]^T := \Re(b(t)) \Im(b(t))$. The proposed filter $f : \mathbb{R}^{2M} \rightarrow \mathbb{R}$ operates on $r_1(t)$ and $r_2(t)$ separately (as depicted in Fig. 1). The relation between $f$ and the complex valued filter $g$ described in Section III-A is given by $(\forall t \in \mathbb{Z}_{\geq 0}) \mathbf{c}(\mathbf{r}(t)) = \Re(f_1(t)) + i \Im(f_2(t))$, where $i$ is the solution to the equation $i^2 = -1$. To simplify indexing, we define a new time index $n := 2t + l - 1$, $n_0 = n_{2t+1-1} := r_1(t)$ and $b_n = b_{2t+1-1} := b_1(t), \forall t \in \mathbb{Z}_{\geq 0}, l \in \mathbb{Z}_{\geq 2}$.

Henceforth, we denote the input space of received signals by $\mathcal{U} := \{\mathbf{r}_n \in \mathbb{R}^{2M} : n \in \mathbb{Z}_{\geq 0}\}$.

We now turn our attention to the design of an adaptive filter $f$ such that $(\forall n \in \mathbb{Z}_{\geq 0}) \|f(n) - b_n\| \leq \epsilon$, where the precision is controlled by the design parameter $\epsilon > 0$. We assume that $f \in \mathcal{H}$ and a training sample $(\mathbf{r}_n, b_n) \in \mathcal{U} \times \mathbb{R}$ is available $\forall n \in \mathbb{Z}_{\geq 0}$. Then, a closed and convex set of functions in $\mathcal{H}$ consistent with the training sample at time $n$ is given by

$$C_n := \{f \in \mathcal{H} : \langle f, \kappa(\mathbf{r}_n, \cdot) \rangle_{\mathcal{H}} - b_n \leq \epsilon\}.$$ 

(5)

In the online learning setting considered here, the training samples arrive sequentially and each sample defines a set of the form (5). Ideally, the objective is to find a filter $f^* \in \mathcal{H}$ such that $f^*$ is a member of all these sets, i.e., $f^* \in \bigcap_{n \in \mathbb{Z}_{\geq 0}} C_n$. However, since it is challenging to find a low-complexity algorithm to solve this problem, we allow a finite number of sets not to share a common intersection and consider a simplified problem:

$$\text{find } f^* \in \bigcap_{n \geq n_0} C_n,$$ 

(6)

for some $n_0 \in \mathbb{Z}_{\geq 0}$, under the assumption that $\bigcap_{n \geq n_0} C_n \neq \emptyset$. The advantage of (6) is that we can find an $f \in \mathcal{H}$ that is arbitrarily close to the intersection in (6) by means of the adaptive projected subgradient method (APSM) [15], [9] which we describe below.

As in [12], [9], given an index set $\mathcal{J}_n$, and starting from $f_0 = 0$, we construct a sequence of filter estimates in the sum space RKHS $\mathcal{H}$ (which stands in contrast to [12], [9]) given as

$$f_{n+1} = f_n + \left(\sum_{j \in \mathcal{J}_n} q_j^n \mathbf{P}_C(f_n) - f_n\right),$$ 

(7)

where $\mathbf{P}_C(f_n) := \arg \min_{f \in \mathcal{C}_j} \|f - f\|_{\mathcal{H}}$ is the orthogonal projection of $f_n$ onto the set $\mathcal{C}_j$, weighted by $q_j^n \geq 0, \forall j \in \mathcal{J}_n$ such that $\sum_{j \in \mathcal{J}_n} q_j^n = 1$. The index set $\mathcal{J}_n$ allows for a subset of sets $\mathcal{C}_1, \mathcal{C}_2, \ldots, \mathcal{C}_n$ to be processed concurrently to improve the performance and the weights $q_j^n$ can be used to adaptively prioritize the sets. The computational advantage of this algorithm is that the projection $\mathbf{P}_C(f_n)$ only requires simple inner product operations [9].

Under certain assumptions, the sequence of estimates $(f_n)_{n \in \mathbb{Z}_{\geq 0}}$ converges to a point $f \in \mathcal{H}$ arbitrarily close to the intersection in (6) [15]. However, there are two practical issues with regards to the general form in (7). The first one is a low-complexity construction of an index set $\mathcal{J}_n$.

The Online Adaptive Learning Problem

First, we convert the complex vector $\mathbf{r}(t) \in \mathbb{C}^M$ into two real vectors $\mathbf{r}_1(t) := \Re(\mathbf{r}(t))$ and $\mathbf{r}_2(t) := \Im(\mathbf{r}(t))$.
whereas the second issue is the computational complexity of iteration (7). In more detail, it can be shown that the filter estimate generated by iteration (7) is given by the kernel series expansion \( \sum_{i=0}^{n-1} \gamma_i(k) (r_i, \cdot) \) [9]. Therefore to keep track of \( f_n \), the training samples \( r_i \) up to time \( n-1 \) have to be kept in the memory. Furthermore, the coefficients \( \gamma_i(k) \) are determined at each \( n \) by the projection \( P_{C_i}(r_n) \) in (7). Therefore, the memory requirements and the computational complexity may become prohibitive for large \( n \). In the next section we provide low-complexity techniques to address these issues.

IV. ONLINE ADAPTIVE FILTERING ALGORITHM

In this section we describe the steps of the proposed adaptive learning algorithm shown in Algorithm 1. The Sample Update Step and the Dictionary Update Step of Algorithm 1 address the two issues discussed above. The Adaptive Learning Step is based on iteration (7).

A. Sample Update Step

We assume that at time \( n \in \mathbb{Z}_{\geq 0} \) a training set \( \{ (r_j, b_j) : j \in \mathcal{J}_n, r_j \in \mathcal{U}, b_j \in \mathbb{R} \} \) is available at the BS. A natural choice for \( \mathcal{J}_n \) in a dynamic online setting is a small window \( W \in \mathbb{Z}_{\geq 0} \) of the most recent samples. To be more precise, we define \( \mathcal{J}_n \) as \( \mathcal{J}_n := \{ n - W + 1, n \} \) if \( n \geq W + 1 \), otherwise \( \mathcal{J}_n := \emptyset, n \). The window size \( W \) is a design parameter chosen based on the available computational power. Larger sizes typically improve the performance at the cost of increased computational power.

B. Dictionary Update Step

Recall that the filter estimate generated by (7) is given by \( f_n := \sum_{i=0}^{n-1} \gamma_i(k) (r_i, \cdot) \). This can be written as \( f_n := f_{L,n} + f_{G,n} := \sum_{i=0}^{n-1} \gamma_i(k) \mathcal{K}_L(r_i, \cdot) + \sum_{i=0}^{n-1} \gamma_i(k) \mathcal{K}_G(r_i, \cdot) \), where \( f_{L,n} \in \mathcal{H}_L \) and \( f_{G,n} \in \mathcal{H}_G \). By reducing the number of kernel terms in \( f_{L,n} \) and \( f_{G,n} \) whose coefficients need to be updated at each iteration, the complexity of (7) can be reduced. Besides reducing the complexity, this online sparsification also improves the predictive ability of the filter [16]. To this end, instead of adding the most recent \( \mathcal{K}_L(r_n, \cdot) \) and \( \mathcal{K}_G(r_n, \cdot) \) directly to the estimate \( f_n \), we perform an admission control. The admission control checks if \( \mathcal{K}_L(r_n, \cdot) \) and \( \mathcal{K}_G(r_n, \cdot) \) can be approximated by a linear combination of kernel elements already admitted up to time \( n-1 \). The newly arriving elements are only added to the expansion \( f_n \) if such an approximation is not possible. These so-called novel admitted elements, also known as a dictionary, are kept in the memory and only their coefficients are updated in Adaptive Learning Step based on iteration (7).

1) Dictionary for the linear part: Since the RKHS \( \mathcal{H}_L \) is the Euclidean space \( \mathcal{U} \subseteq \mathbb{R}^{2M} \), every new element \( \mathcal{K}_L(r_n, \cdot) \) can be written in terms of a linear combination \( \sum_{m=1}^{2M} \rho_{m}(n) \mathcal{K}_L(e_{m}, \cdot) \) of the Euclidean basis \( \mathcal{D}_L := \{ \mathcal{K}_L(e_1, \cdot), \mathcal{K}_L(e_2, \cdot), \ldots, \mathcal{K}_L(e_{2M}, \cdot) \} \), where \( e_m \in \mathbb{R}^{2M} \) is a vector having a one at the \( m \)-th index and zeros elsewhere, and \([r_n]_m\) is the \( n \)-th entry of \( r_n \). As a result, it can be verified that \( \langle \psi_{n} \in \mathbb{Z}_{\geq 0} \rangle f_{L,n} = \sum_{m=1}^{2M} \rho_{m}(n) \mathcal{K}_L(e_{m}, \cdot) \) consists of only \( 2M \) basis kernels with coefficients \( \rho_{m}(n) \) adapted at each iteration of the Adaptive Learning Step.

2) Dictionary for the Gaussian part: The dictionary \( \mathcal{D}_{G,n} \) for the Gaussian part is adapted at each \( n \in \mathbb{Z}_{\geq 0} \) by the following procedure [16], [10]:

1) If \( n = 0 \), the element \( \mathcal{K}_G(r_0, \cdot) \) is added, so that \( \mathcal{D}_{G,0} := \mathcal{K}_G(r_0, \cdot) \).

2) If \( n > 0 \), the dictionary \( \mathcal{D}_{G,n-1} \) is updated by \( \mathcal{K}_G(r_n, \cdot) \) only if \( \mathcal{K}_G(r_n, \cdot) \) is sufficiently novel in the sense explained below.

We denote by \( \mathcal{H}_{G,n-1} := \text{span}\{\mathcal{D}_{G,n-1}\} \) a closed subspace of \( \mathcal{H}_G \). The novelty of the element \( \mathcal{K}_G(r_n, \cdot) \) can be estimated based on its (approximate) linear independence, measured by a design parameter \( \alpha > 0 \), from \( \mathcal{D}_{G,n-1} \). The distance of \( \mathcal{K}_G(r_n, \cdot) \) from \( \mathcal{D}_{G,n-1} \) is given by \( d_n := \| \mathcal{K}_G(r_n, \cdot) - \text{Proj}_{\mathcal{H}_{G,n-1}}(\mathcal{K}_G(r_n, \cdot)) \|_{H_G} \), where \( \text{Proj}_{\mathcal{H}_{G,n-1}}(\mathcal{K}_G(r_n, \cdot)) \) is the orthogonal projection of \( \mathcal{K}_G(r_n, \cdot) \) in \( \mathcal{H}_G \) onto \( \mathcal{H}_{G,n-1} \). If \( d_n > \alpha \), the dictionary is updated by \( \mathcal{K}_G(r_n, \cdot) \), i.e., \( \mathcal{D}_{G,n} := \mathcal{D}_{G,n-1} \cup \mathcal{K}_G(r_n, \cdot) \), otherwise there is no update and we have \( \mathcal{D}_{G,n} := \mathcal{D}_{G,n-1} \). The quantities \( \text{Proj}_{\mathcal{H}_{G,n-1}}(\mathcal{K}_G(r_n, \cdot)) \) and \( d_n \) are well defined and calculated as in Appendix A.

In the following, we denote by \( \mathcal{H}_n := \mathcal{H}_L + \mathcal{H}_G, \) where \( \mathcal{H}_L := \text{span}\{\mathcal{D}_L\} \) and \( \mathcal{H}_G := \text{span}\{\mathcal{D}_G\} \), closed subspaces of the sum space \( \mathcal{H} \). Note that \( \mathcal{H}_{G,n-1} \subseteq \mathcal{H}_G, \) and \( \mathcal{H}_{G,n-1} \subseteq \mathcal{H}_n \).

Remark 1 (Dictionary Pruning). In an online setting, a common approach to memory management is to restrict the overall dictionary size to some number \( S \in \mathbb{Z}_{\geq 0} \) by simply discarding outdated dictionary elements. In Section V we provide a pruning approach which is a natural candidate for a dynamic wireless network.

C. Adaptive Learning Step

After the admission control in the Dictionary Update Step, the projection \( P_{C_i}(r_n) \) in (7) is given by the quantity
Algorithm 1 Online Adaptive Filtering Algorithm

**Initialization:** Fix $\epsilon > 0$, training block length $T \in \mathbb{Z}_{>0}$, $W \in \mathbb{Z}_{>0}$, $\alpha > 0$, $D_{G,-1} := \emptyset$, and $f_0 = 0$.

At $n \geq 0$:

1) **Sample Update:** The training samples $\{(r_j, b_j) : j \in J_n\}$ are available. Set $g_j^n = 1/|J_n|$, $\forall j \in J_n$, where $|J_n|$ is the cardinality of $J_n$.

2) **Dictionary Update:** Follow the procedure in Section IV-B to update the dictionary.

3) **Adaptive Learning:** Follow the procedure in Section IV-C to calculate $f_{n+1}$.

If $n = 2T - 1$ stop, otherwise go to Step 1.

$\beta^n \mathbf{P}_{H_n}(\kappa(r_j, \cdot)) + f_n$. The online learning iteration is given as, $\forall n \in \mathbb{Z}_{>0}$,

$$h_n \ni f_{n+1} := f_n + \sum_{j \in J_n} q_j^n \beta_j^n \mathbf{P}_{H_n}(\kappa(r_j, \cdot)),$$

where $\sum_{j \in J_n} q_j^n = 1$ and $\mathbf{P}_{H_n}(\kappa(r_j, \cdot)) = \sum_{m=1}^{2M} [r_m, m \kappa_m(\epsilon_m, \cdot)] + \sum_{m=1}^{2M} \mathbf{P}_{H,n}^{G,n}(\kappa(r_j, \cdot))[14]$. The quantities $\mathbf{P}_{H,n}^{G,n}(\kappa(r_j, \cdot))$ and $\beta^n$ are calculated as in Appendix B and Appendix C, respectively.

**Remark 2 (Complexity of Algorithm 1).** The complexity of the Adaptive Learning Step is linear in the dictionary size. The Dictionary Update Step is the main computational load of Algorithm 1. However, this complexity is upper bounded by $O(S^2)$, where the constant $S$ is the upper bound on the size of the dictionary (See Remark 1).

V. SIMULATED PERFORMANCE

In this section we demonstrate the performance of our partially linear adaptive filter (PLAF) design by comparing its performance with a MMSE-SIC receiver and the purely nonlinear adaptive filter (NLAF) (see the discussion in Section III-A). For simplicity, we only consider intra-cluster (intra-cell) interference but Algorithm 1 is also able to handle additional inter-cell interference. This is because adaptive filtering is performed independently for each device, using only its training samples, so that the origin of interference to be canceled does not matter. We present the average performance of a single cluster. We assume perfect channel estimation for the MMSE-SIC receiver. On the other hand, the PLAF and NLAF do not have channel knowledge and the channel is learned implicitly during the training period. Note that it is important that devices are separated well in the SNR domain at the BS for proper function of the MMSE-SIC. The SNR values and other simulation parameters are provided in Table 1. The coherence block length $T_b \leq T_c B_c$, where $T_c$ is the coherence time and $B_c$ is the coherence bandwidth, is the number of (complex) symbols a BS can receive before the channel changes to a new independent random value (under the typical assumption of Rayleigh block fading) [17]. All devices in the cluster transmit their training samples simultaneously to the BS. We train the filter for $T$ complex samples (2T real samples) using Algorithm 1 so there are $T_b - T$ complex data symbols for data transmission.

![Fig. 2. Average BER for PLAF and MMSE-SIC for $K = 5/\sqrt{3}$, $\rho = 0.75$.](image)

![Fig. 3. Average cluster RMSE for PLAF and MMSE-SIC for $K = 5/\sqrt{3}$, $\rho = 0.75$.](image)

A. **Pruning Strategy**

The maximum size of the Gaussian dictionary is chosen to be $3T$. During training block $T$ in Algorithm 1, the size of the dictionary can at most grow by $2T$. We start with $D_{G,-1} = \emptyset$. At the end of each training block, we only keep the most recent $T$ elements and drop the rest to maintain the size $S_n := |D_{G,n}| \leq 3T$. At the start of the next training, $D_{G,-1}$ contains the last $T$ elements from the previous block. This strategy is reasonable since the change in channel conditions and device activity at the start of each training block makes the old filter coefficients less relevant, so we can discard these to admit new samples in the next block.
proposed PLAF and MMSE-SIC based detection for cluster the average gray coded bit error rate (BER) by hard-decision symbol level interference cancellation. In Figures 2 and 3 we compare the performance of the proposed PLAF and NLAF for $\rho = 1$, $\rho = 0.75$, and $\rho = 0.60$. We fix the cluster size to $K = 5$. We observe that a change in the channel conditions and active device distribution causes much deterioration in the performance of NLAF which is very sensitive to changes in environment. The PLAF on the other hand, shows robustness against these variations.
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**APPENDIX**

### A. Calculation of $P_{H_G,n-1}(\kappa_G(r_n, \cdot))$ and $d_n$

$$P_{H_G,n-1}(\kappa_G(r_n, \cdot)) \text{ is defined as } [10]$$

$$P_{H_G,n-1}(\kappa_G(r_n, \cdot)) := \sum_{l=1}^{S_{n-1}} c_{r_n,l}^n \Psi^{-1}_{l},$$

where $S_{n-1} := |D_{G,n-1}|$ is the cardinality of $D_{G,n-1}$, $\mathbb{R}^{S_{n-1}} \ni \zeta^n_{r_n} = K^{-1}_{n-1} \zeta^n_{r_n}$ and $\Psi^{-1}_{l} \in D_{G,n-1}$ is the $l$th element of the Gaussian dictionary up to time $n-1$. With $K^{-1}_{0} := 1/\kappa(r_0, r_0)$, $K^{-1}_{n}$ is given by the recursion

$$K^{-1}_{n} := \left[ K^{-1}_{n-1} + \frac{c_{r_n,l}^n (\zeta^n_{r_n})^j}{\sigma_{\xi^n_{r_n}}} - \frac{\zeta_{r_n}^n}{\sigma_{\xi^n_{r_n}}} \right]^{-1}$$

if $\kappa_G(r_{n-1}, \cdot) \in D_{G,n}$, otherwise $K^{-1}_{n} := K^{-1}_{n-1}$, and

$$\xi^n_{r_n} := \begin{cases} \langle \kappa_G(r_n, \cdot), \Psi^{-1}_{l} \rangle_H_G & \text{if } \kappa_G(r_{n-1}, \cdot) \in D_{G,n} \\ \langle \kappa_G(r_n, \cdot), \Psi^{-1}_{l} \rangle_H_G & \text{otherwise} \end{cases} \in \mathbb{R}^{S_{n-1}}$$

The distance $d_n$ is given by $d_n := \kappa_G(r_n, r_n) - \langle \xi^n_{r_n}, \zeta^n_{r_n} \rangle$.

### B. Calculation of $P_{H_G,n}(\kappa_G(r_j, \cdot))$

First consider $j = n$. If $\kappa_G(r_n, \cdot) \in D_{G,n}$, $P_{H_G,n}(\kappa_G(r_n, \cdot)) = \kappa_G(r_n, \cdot)$. Otherwise $P_{H_G,n}(\kappa_G(r_n, \cdot)) = P_{H_G,n-1}(\kappa_G(r_n, \cdot))$. But $P_{H_G,n-1}(\kappa_G(r_j, \cdot))$ is available to us by the Dictionary Update Step. Since $H_G,n-1 \subseteq H_G,n$ for each $n$, it follows that $P_{H_G,n}(\kappa_G(r_j, \cdot))$ is available to us $\forall j \in J_n$.

### C. Calculation of $\beta_j^n$

For each $j \in J_n$, $[12]$

$$\beta_j^n := \begin{cases} \frac{b_j - \langle f_n, \kappa_G(r_j, \cdot) \rangle_H}{\kappa(r_j, r_j)} & \text{if } \langle f_n, \kappa_G(r_j, \cdot) \rangle_H - b_j < -\epsilon \\ 0 & \text{if } \langle f_n, \kappa_G(r_j, \cdot) \rangle_H - b_j \leq \epsilon \\ b_j + \langle f_n, \kappa_G(r_j, \cdot) \rangle_H + \epsilon & \text{if } \langle f_n, \kappa_G(r_j, \cdot) \rangle_H - b_j > \epsilon \end{cases}$$
where $\epsilon$ is a design parameter.
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