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Abstract—3D object detection is a core component of automated driving systems. State-of-the-art methods fuse RGB imagery and LiDAR point cloud data frame-by-frame for 3D bounding box regression. However, frame-by-frame 3D object detection suffers from noise, field-of-view obstruction, and sparsity. We propose a novel Temporal Fusion Module (TFM) to use information from previous time-steps to mitigate these problems. First, a state-of-the-art frustum network extracts point cloud features from raw RGB and LiDAR point cloud data frame-by-frame. Then, our TFM module fuses these features with a recurrent neural network. As a result, 3D object detection becomes robust against single frame failures and transient occlusions. Experiments on the KITTI object tracking dataset show the efficiency of the proposed TFM, where we obtain 6\%, 4\%, and 6\% improvements on Car, Pedestrian, and Cyclist classes, respectively, compared to frame-by-frame baselines. Furthermore, ablation studies reinforce that the subject of improvement is temporal fusion and show the effects of different placements of TFM in the object detection pipeline. Our code is open-source and available at https://github.com/emecercelik/Temp-Frustum-Net.git

I. INTRODUCTION

Traffic participants are mostly very dynamic and some of them are not visible to the ego-vehicle’s sensors for a time period due to temporal occlusions. To fully observe the environment and to make the detection and planning easier, it is very beneficial to detect traffic participants all the time, which can be fully- or partly-occluded to the ego-vehicle in different time intervals. Therefore, the detection information of an object in previous time-steps becomes essential, which is also obtained for free, and can be used to compensate the loss of information due to especially occlusions in the current time-step for a better detection. According to the well-known 3D object detection benchmarks KITTI [1] and nuScenes[2], the best performing 3D object detection methods make use of single time-step of sensor data (LiDAR). However, this means ignoring the valuable detection and feature information already calculated in the previous time-steps.

Using successive frames to improve the quality of the available information at a time has been extensively studied in video object detection [18], [14], [15], [16] and action recognition [19], [20], [21], [22], [23], [24], [25] fields on 2D images using deep learning methods. Contrary to the width of sequence usage for 2D detection, recently proposed 3D object detection methods processing LiDAR point clouds [13], [11], [12], [26], [27], [28] obtained the state of the art results with frame by frame detection. Generating 3D flow masks on point clouds has been also gaining attention recently [29], [30]; however, to our best knowledge these methods have not been studied for 3D object detection.

Instead of relying on a single frame as the previously proposed 3D object detection methods, in this study, we extend a 3D detector to use features from previous time-steps to improve 3D detection quality as shown in Fig. 1. We take the Frustum PointNet architecture [3] as 3D object detector, which processes raw points extracted from a region of interest to predict 3D bounding boxes. The architecture generates global features per object in its 3D Amodal Box Estimation PointNet, which are used to regress the parameters as well as to predict classes. We propose a Temporal Fusion Module (TFM) to make use of the representative object-specific features in time for a better 3D object detection result. We run the network on the KITTI Multi-object Tracking Dataset [1], which provides successive frames with LiDAR data. Our methods increases the moderate difficulty AP results by 6\%, 4\%, and 6\% on Car, Pedestrian, and Cyclist classes respectively comparing to the unmodified Frustum PointNet architecture that run on the same dataset.

Our contributions are given as follows:

- Frame-by-frame 3D object detection is weak against noise, field-of-view obstruction, and sparsity. We introduce a Temporal Fusion Module (TFM) to accommodate information from past frames in the regression frame to increase robustness.
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Fig. 1: The proposed temporal fusion module increases 3D object detection robustness. Frame-by-frame regression is weak against noise, transient field-of-view obstruction, and sparsity. Information from past frames can be accommodated in the regression frame with temporal fusion to alleviate the aforementioned issues.
• According to authors best knowledge, the proposed method is the first to make use of time-sequence of object-level LiDAR features to improve 3D object detection results.
• We conduct ablation studies to show how LiDAR-based features can be fused in time for 3D object detection task.

II. RELATED WORK

Single- and Multi-frame 3D Object Detection. 3D object detection relies mostly on LiDAR sensors, which are processed with methods that are based on voxelization [11], PointNets [3], and projection of LiDAR data onto the Bird’s eye view (BEV) [12]. Even though sequential data is provided in object detection datasets for autonomous driving, 3D object detectors mainly utilize a single time-step while estimating 3D bounding boxes. As an attempt to use temporal information, Yin et al. [7] proposed to predict a BEV velocity heatmap by targeting the center of object differences in the current and previous time-steps. However, their method utilizes only one past time-step while estimating the center. In contrast, our method provides a principled multi-frame approach to LiDAR processing for 3D object detection by fusing features from multiple previous time-steps. [32], [34], and [7] also propose RNN-based methods to aggregate point cloud features from multiple frames for 3D object detection. However, the methods utilize the whole point cloud, which requires motion compensation to align voxel- or pillar-based features in time. Differently, Temp-Frustum Net fuses object-level features in time to be freed from such an alignment.

3D Object Tracking. Temporal features have been extensively used in multi-object tracking field, especially to associate objects in successive frames. In [9], Zhang et al. learn object embeddings to find the position of the same objects in successive frames. In addition to the usual 2D detection losses, they utilize an embedding loss between the embeddings of the same objects in different frames to associate objects in successive frames. In [9], Zhang et al. propose GNN3DMOT architecture to associate detected objects in successive frames by learning an affinity matrix. For this aim, they utilize appearance-based features of 2D objects in successive frames by learning an affinity matrix. Weng et al. [10] utilize Bottleneck-LSTMs, a type of convolutional LSTMs, to process feature maps of the successive frames to improve 2D bounding box quality. Similar to the image-based approaches, our aim is to make use of the object-specific point features obtained in the current time-step and previous time-steps to predict better 3D bounding boxes in the current frame using LiDAR points instead of images. For this aim, we study the recurrent layers for the fusion of temporal data, which can be trained at the same time with the 3D detector. Our network differs from the previous works by studying the fusion of temporal 3D features for 3D object detection.

III. PROPOSED METHOD

Current state-of-the-art 3D object detection methods rely on a single frame or two-frame LiDAR features to estimate objects in the environment [13], [7]. However, using the features from previous time-steps might be beneficial for better detections, especially in the case of occlusion. In this study, our aim is to show effectiveness of using multi-frame object features to improve 3D object detection. To do so, we take the v1 model of the Frustum PointNet [3] architecture as an object detector and extend its Amodal 3D Box Estimation Network with our Temporal Fusion Module (TFM) to fuse generated object features in time. In the following, we explain the proposed method to make use of multi-frame features.

A. Problem Formulation

We consider a LiDAR point cloud \( P_t = \{p_j | j = 1, ..., n \} \) and an image \( I_t \in \mathbb{R}^{H \times W \times 3} \) obtained at time-step \( t \), where \( n \) is the number of points, \( p_j \in \mathbb{R}^3 \) is the \( j \)-th point in the point cloud, and \( H \) and \( W \) are the height and width of the image respectively. We assume that 2D bounding boxes \( Q_t = \{q_i | i = 1, ..., m \} \) and object-specific track IDs \( O_t = \{o_i | i = 1, ..., m \} \) of the objects in frame \( t \) are obtained with \( q_i \in \mathbb{R}^4 \) and \( o_i \in \mathbb{Z}^+ \), where \( m \) is the total number of objects at frame \( t \).

Given the time-sequence triplets \( S = \{(P_t, Q_t, O_t), ..., (P_{t-\tau+1}, Q_{t-\tau+1}, O_{t-\tau+1})\} \), where \( \tau \) defines the sequence instead of tracking.

Multi-frame 2D Object Detection. Sequential data have been mostly utilized for 2D video object detection with different methods. In [4], Tripathi et al. train a recurrent network with pseudo-labels of objects in successive frames from a 2D detector to improve 2D detection scores using temporal information from videos. They propose additional losses to the regular regression and classification losses to regularize with similarity, to ensure smoothness of bounding boxes, and to avoid category changes between frames. Similarly, Lu et al. use a recurrent network to refine outputs of a 2D detector in [5], however they utilize stacked tensors built from features of the detected objects as inputs to the recurrent network trained with an association loss in addition the losses used in [4]. Different from these approaches, Liu & Zhu [6] utilize Bottleneck-LSTMs, a type of convolutional LSTMs, to process feature maps of the successive frames to improve 2D bounding box quality. Similar to the image-based approaches, our aim is to make use of the object-specific point features obtained in the current time-step and previous time-steps to predict better 3D bounding boxes in the current frame using LiDAR points instead of images. For this aim, we study the recurrent layers for the fusion of temporal data, which can be trained at the same time with the 3D detector. Our network differs from the previous works by studying the fusion of temporal 3D features for 3D object detection.
Fig. 2: **3D detection network extended with the proposed Temporal Fusion Module (TFM):** Instances of the 3D detector take LiDAR points \((P)\) and 2D bounding boxes \((Q)\) of images \((I)\) in successive time-steps \(\{t, t - 1, ..., t - \tau + 1\}\) and estimate the 3D bounding boxes at time-step \(t\) using the generated temporal features using TFM. The Frustum Proposal and 3D Instance Segmentation networks extract the LiDAR points that belong to the frustum of the given 2D bounding box and predict a segmentation mask, respectively, to output segmented LiDAR points \((P_i)\) from the frustums of objects indicated with index \(i\). The segmented points and center prediction from T-Net are passed to the shared MLP and a fully-connected layer to generate a global feature \((F^t_i)\) of the frustum. The \(F^t_i\) and the global features of the same object from the previous \(\tau - 1\) time-steps \((F^t_i, ..., F^{t-\tau+1}_i)\) are fed into the TFM, which consists of GRUs, to generate the temporally-enhanced feature \((F^T_i)\) of the interested object, which is then passed to the fully-connected layers (FCs) to have final 3D bounding box parameters of the object \((b_i)\).

length in time, we are interested in finding 3D bounding boxes \(B_t = \{b_i | i = 1, ..., m\}\) in frame \(t\) with \(b_i \in \mathbb{R}^7\), which consists of size parameters \((h, w, l)\), center \((c_x, c_y, c_z)\), and a heading angle \(\theta\).

**B. Frustum Proposal & 3D Instance Segmentation**

The Frustum PointNet detector takes the LiDAR point cloud \((P_i)\) with the 2D bounding boxes \((Q_i)\) to output a set of points \(P^Q_i = \{P^1_i, ..., P^m_i\}\) that belongs to the object of interest given with the 2D bounding box as shown on the left-hand side of Fig. 2. The Frustum Proposal network extracts points in a frustum of the given 2D bounding box to limit the search space. The frustum points are directed to the 3D Instance Segmentation PointNet, where the object points are predicted by estimating a mask on the frustum points using shared multi-layer perceptrons (MLPs). The segmented points \((P_i)\) for \(i = 1, ..., m\) of the frustum are then passed to the Amodal 3D Box Estimation network, where 3D bounding box parameters are estimated. For the sake of being concise, the details of Frustum Proposal and 3D Instance Segmentation parts are not explained here and readers are encouraged to see the original paper [3] for further details.

**C. Amodal 3D Box Estimation**

Amodal 3D Box Estimation network takes the segmented frustum points \((P^i)\) and outputs the final 3D bounding box parameters \((b_i)\). As seen on the right-hand side of Fig. 2, T-Net takes the masked points and estimates the residual center of the bounding box. Building blocks of the Amodal 3D Box Estimation PointNet of the Frustum PointNet architecture is shown in Fig. 2 with blue boxes, which generate object-specific features \((F^t_i)\) and predict the 3D bounding box parameters using a shared MLP with following fully-connected layers (FCs). We place our Temporal Fusion Module (TFM) here to obtain a temporally-enhanced feature of the object of interest for more accurate detections by fusing object-specific features from multiple frames.

**D. Temporal Fusion Module (TFM)**

Given a set of object-specific features \(F_i = \{F^1_i, F^{t-1}_i, ..., F^{t-\tau+1}_i\}\) in time, we are interested in finding a function \(f\) that generates temporally-enhanced object feature \(F^T_i = f(F_i)\). The proposed TFM realizes the function \(f\) by processing the feature vectors of the same object from the current frame and from the previous \(\tau - 1\) time steps. TFM’s role is to compensate the missing information in the \(F^t_i\), which might be caused by occlusion or noise, with features \(F^{t-1}_i, F^{t-2}_i, ..., F^{t-\tau+1}_i\) of the same object in time for estimating 3D box parameters of the corresponding object.

We realize the function \(f\) using a recurrent layer with gated recurrent units (GRUs) [31] to have a time-specific feature of the object followed by a FC layer to have the final shape of the object feature. Then the time-specific object feature \((F^T_i)\) is passed to the following FC layers as shown with the right-most blue box in Fig. 2. The \(F^T_i\) is expected to be rich in representation, which would result in better detection scores than the baseline, the original Frustum PointNet detector. We also concatenate the center residual prediction of the same object from T-Net with the object features to have more representative features, which are also evaluated in IV-E.

**E. Output Branching**

The TFM can be placed differently in the Amodal 3D Box Estimation network. The straightforward approach is shown in Fig. 2 using the output of TFM \((F^T_i)\) directly to predict all of the box parameters. We call this setup as One Branch (OB) in our ablation studies (IV-F). However,
even though the objects from subsequent frames are the same, their parameters differ between frames depending on the sampling rates. Thus, the features must also contain information specific to the position. From this point of view, we also tested having two branches and placing the TFM only to one of the branches. The feature of the first branch is taken from the current time-step and the feature of the second branch is generated temporally through TFM. Finally, the predicted parameters of the two branches are averaged to get the final bounding box. This is called as Two Branch (TB) version in our ablation studies.

The box parameters consist of centers, orientation and confidence scores of the orientation bins, and size regressions. Since most of the traffic participants are moving, the position of the object and points in the frustum changes. Therefore, only the size parameters are shared between successive frames and the rest of the parameters will have a shift depending on the sampling frequency of the data. Also taking this into account, we decided to use temporal features only to predict size parameters in the Two Branch version. Namely, the second branch with TFM is used to predict the size residuals and the first branch is used for estimating rest of the parameters (Ours).

IV. EXPERIMENTS & RESULTS

A. Dataset

The KITTI object tracking benchmark [1] consists of 21 training drives, whose labels contain the ground-truth track IDs with 3D bounding boxes. All the drives consist of camera images and LiDAR point clouds. Therefore, the dataset is suitable for using feature vectors of the same object from successive frames. We used drives 11, 15, 16, and 18 for validation of the network and the rest of the drives for training to balance the distribution of the class members in the training and validation sets similarly. There are 6264 frames, 31886 car, 8378 pedestrian, and 1039 cyclist instances in the training set and 1239 frames, 6494 car, 2980 pedestrian, and 809 cyclist instances in the validation set. The validation drives are selected to be challenging and example scenes can be seen in Fig. 3. The drive 11 and 15 are urban drives, denser comparing to others. In drive 15, pedestrians crossing the street occlude the far away cars, which are already represented with a small number of points in the non-occlusion case. In drive 16, the ego-vehicle doesn’t move and pedestrians cross in front of the parked cars behind, which causes invisible parts of the cars to the ego-vehicle. Drive 18 is an outer city drive, in which the ego-vehicle approaches the traffic and there is only minor changes in the occlusion.

B. Loss function

We keep the original loss function of the Frustum PointNet architecture, where Huber loss is used for the regression of centers, box sizes, and the orientation angle. The cross-entropy loss is used for classification scores, segmentation of points, and orientation angle bin scores. Additional to these, we also test the cosine distance loss to provide the feature embeddings of the same object to be similar in successive frames. The cosine distance loss is calculated by taking the cosine difference between two feature vectors of the same object in subsequent frames as given with the Eq. (1). In the equation \( v \) and \( \omega \) are the feature vectors, with \( l \) dimensions, of the object from successive frames.

\[
\text{cosine distance}(v, \omega) = 1 - \frac{\sum_{k=1}^{l} v_k \omega_k}{\sqrt{\sum_{k=1}^{l} v_k^2} \sqrt{\sum_{k=1}^{l} \omega_k^2}}
\]

(1)

C. Technical Details & Training

The shared MLP shown in Fig. 2 consists of (128,128,256,512) unit layers. The FCs, which are shown after TFM, have 512 and 256 units. In the experiments, the TFM is placed between these two layers to get the features from the output of the former FC layer. A final FC layer is used to estimate box parameters. We used a 512-unit GRU in the TFM followed by a 512-unit FC layer. The point features are extracted only based-on x, y, z values without reflection value.

The network is trained with a batch size of 32 through 100 epochs using Tensorflow 1.15. The number of points sampled in a frustum is set to 1024. The network parameters are optimized with Adam optimizer with a momentum value 0.9 and a learning rate of 0.001. Other parameters are experimented (as explained in IV-D) and the results are provided in IV-E. Since this study aims to show the usability of feature vectors from the successive frames to compensate loss of information, we utilized ground-truth 2D bounding box information while extracting frustums and also tracking IDs for matching object feature vectors in successive frames.

For all the networks shown in IV-D, we used the same ground-truths to be sure that the improvement comes only from the temporal fusion.

D. Experiments

We evaluate the effectiveness of the proposed method by comparing it with the results obtained by unmodified Frustum PointNet architecture on the KITTI tracking dataset as described in IV-A for Car, Pedestrian, and Cyclist classes. We use the Average Precision (AP) metric, which is calculated in the same way as calculated for the KITTI Object Detection Benchmark. The AP scores are obtained with Intersection over Union (IoU) thresholds of 0.7, 0.5, and 0.5 for Car, Pedestrian, and Cyclist classes respectively. Additionally, we
evaluate the performance of the TFM with the cosine distance loss. Results are given in IV-E.

We also run ablation studies (IV-F) to show the effectiveness of the selected placement of the TFM inside the detector. Also, we evaluate further ablation experiments to show that the improvement comes from the temporal fusion, but not from the additional depth brought by the TFM.

The AP results are given for the difficulty levels of the KITTI dataset as given by Easy, Moderate, and Hard difficulties depending on the 2D bounding box size, occlusion, and truncation. For each row of the tables, we run the training at least 5 times and took the best results according to the moderate difficulty.

E. Results

In Table I the proposed method (Ours) outperforms the baseline Frustum PointNet detector for Pedestrian and Cyclist classes in all difficulty levels and for the moderate difficulty of Car class. We also evaluated the TFM when the predicted centers of the objects from T-Net are added to the temporal features, which is given by “Ours(w/ C)” in the table. This version only achieved better results than “Ours” for Cyclist class. \(\tau\) column shows the number of time-steps, for which the best scores were obtained. We changed \(\tau\) between 2 and 6 and for most of the versions we already obtained the best results with \(\tau = 3\) or \(\tau = 4\).

Adding cosine distance loss (Table I on the right-hand side) further improved the best results for Pedestrian and Cyclist classes by 3% and 2% in moderate difficulty, however, that didn’t improve for Car class. As seen from Table I the most improvements are obtained for moderate and hard level difficulties. This result is also aligned with our expectations.

Thinking of a track of an object, the temporally-enhanced
features are most effective when the LiDAR returns a small number of points from the object. An object mostly falls into the easy category when it is closest to the ego-vehicle, which is either the start of a track or the end of a track due to the approaching or driving away behavior of the objects or the ego-vehicle. In both cases, the temporal features would bring less additional information. Therefore, the improvement seen in moderate and hard levels are proportionally more than the easy level, however improvements are still comparable.

All in all, we obtain 6%, 4%, and 6% improvement in the moderate AP using the TFM method without cosine distance loss on Car, Pedestrian, and Cyclist classes respectively. The qualitative results can be seen in Fig. 4 which shows the detection comparison on frames of a sequence obtained by Frustum PointNet and the proposed method (Ours). We see that the detections of Frustum PointNet in the first two frames could not be preserved in the following two frames. Oppositely, the proposed method could still provide accurate detections in the sequence. The qualitative and quantitative results also suggest that the loss used for size estimation on the temporal features take a role of an auxiliary loss for the other parameters, since two branches in (Ours) share a root feature, which helped estimating other parameters more accurately.

F. Ablation Study

Table II shows the comparison between different placements of TFM in the Amodal 3D Box Estimation Network. OB stands for one branch case, in which the TFM output is used directly to estimate the 3D box parameters. TB stands for two branch case, in which two branches are generated to estimate all the box parameters. The first branch uses the feature vector of the current time-step to estimate box parameters, whereas the second branch uses TFM output for box parameter estimation. The estimated parameters are averaged at the output to obtain the final detection. “Ours” is also a two branch case, but the TFM branch is only used to estimate size parameters. Shown in Table II the selected placement (Ours) provides the best results comparing to the others with and without cosine loss training. The results are also aligned with our expectations. Depending on the sampling frequency of the data, there is a shift in the center and orientation of the objects due to the object and ego-vehicle movement. However, the size remains the same, which makes it beneficial to estimate the parameters using temporally-enhanced features.

Adding TFM increases the network’s depth, which would also improve the detection results independent from the fusion of features temporally. Therefore, Table III indicates the comparison between the results of the proposed method from Table II (without cosine loss) and the results when τ is set to 1. Setting τ to 1 means using the weights of the additional layers without enhancing the object features temporally. As seen from Table III τ > 1 cases provide better results than the network with τ = 1 showing the usefulness of temporal fusion.

V. CONCLUSION

In this study, we extend the Frustum PointNet architecture with the proposed Temporal Fusion Module (TFM) to use
the features from the previous time-steps for having better 3D detections in the current frame. The TFM takes the feature vectors of the same object from the current frame and the previous frames and learns a more representative feature vector for predicting 3D bounding box parameters. We experimented different branching versions on the KITTI tracking dataset for placing the TFM in the original process. We show that fusing features of an object in time with our TFM provides better AP results. This holds for moderate level difficulty for Car, Pedestrian, and Cyclist classes by improving the baseline with 6%, 4%, and 6% in AP. Additionally, the training with cosine distance loss yielded even higher AP values for Pedestrian and Cyclist classes, however did not improve Car class detections. All in all, we show the efficiency of using temporal features for improving 3D object detection as a proof-of-concept on the Frustum PointNet architecture. We find the results promising for the future work, in which the proposed method is worth to be implemented on more recent state-of-the-art detectors to improve the 3D detection scores.
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