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In Brief
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SUMMARY

In multi-criteria recommender systems, matrix factorization characterizes users and items via latent factor vectors inferred from user-item rating patterns. However, two-dimensional matrix factorization models may not be able to cope with the recommendation problem that involves additional criterion-specific ratings data. This study introduces a tensor factorization method to handle three-dimensional user-item-criterion rating data. Moreover, we observe that using single global tensor factorization alone may not be sufficient to characterize diverse preferences among different groups of users, and a combined global and local tensor factorization method (GLTF) for multi-criteria recommendation is thus proposed. One key benefit of the GLTF is that it can leverage global user-item-criterion rating patterns while also exploiting local user-subset specific rating behaviors to jointly infer the latent factor representations for users, items, and specific item criteria. Experimental results, which used real-life data available to the public, demonstrated that the GLTF is superior to well-established baseline methods.

THE BIGGER PICTURE

We propose a global and local tensor factorization method (GLTF) to solve the multi-criteria recommendation problem commonly experienced when e-commerce systems recommend products to users based on multiple different ratings. The method uses additional criterion-specific ratings in addition to existing user-item rating data for better recommendations. It can jointly learn a global predictive model and multiple local predictive models, not only by discovering the overall structure of the entire rating tensor but also by capturing diverse rating behaviors of users in individual subtensors. The GLTF can take advantage of the user’s multi-criteria rating information to discover the user’s behavior, predict the information and products that the user is interested in, and obtain more accurate recommendation results. In the future, we plan to apply the GLTF in a much larger dataset for evaluation and will improve the model to mitigate the bottleneck caused by the data sparsity problem.

INTRODUCTION

This section introduces the study background and the previous work related to multi-criteria recommender systems. We then present preliminaries about matrix factorization techniques, and some related notations are presented in Table 1, which reveals the problem formulation.
In recent years, various types of valuable information have become available in addition to the user-item ratings and have been investigated with recommender systems. In particular, different informative contexts, such as purchase intent, time, season, location, companion, and activity, have been leveraged to improve recommendation performance.1–9 Online unstructured textual reviews often contain users’ opinions, attitudes, and preferences toward products or services and have been jointly exploited with the user-item rating data in various personalized recommendations.10–14

By contrast, in this work, user ratings of multiple specific criteria of items, in addition to the overall user-item rating data, are considered to address the recommendation problem. On many leading e-commerce websites, online users are often allowed to rate their degree of satisfaction on multiple given criteria or aspects of products or services besides their overall ratings. Figure 1 shows an example of the multi-criteria rating system from TripAdvisor, where the user can not only give a single overall satisfaction rating of the hotel but also share their evaluation on each of three specific aspects related to the hotel, in this case value, service, and location. The performance of recommender systems can be greatly enhanced by exploiting a fine-grained multi-faceted representation of user preferences based on multi-criteria rating data.

A system that exploits multiple user ratings based on various criteria of items to support recommendations is commonly referred to as a multi-criteria recommender system (M-CRS). In the past few years, significant efforts have been made to deal with multi-criteria recommender systems. Existing approaches can be roughly grouped into three categories, namely the heuristic neighborhood-based approach, the aggregation-based approach, and the model-based approach. The heuristic neighborhood-based approaches first find a list of neighbors for a targeted user by using various multi-criteria similarity metrics to predict unknown ratings for the user based on the known ratings of the user’s neighbors.15–19 Although the recommendation results are clearly explainable, the neighborhood-based approach tends to suffer from a sparsity of raw rating data, and it may not be scalable when dealing with large datasets. Assuming there is a certain relationship between overall item ratings and individual criterion-specific ratings, the aggregation-based approach attempts to construct an aggregation function between them and then applies the function to aggregate the multiple criterion-specific ratings for prediction.12,20–24 By contrast, the model-based approach is primarily used to develop a predictive model by leveraging observed multi-criteria rating data and then use the model to predict a user’s ratings of unknown items.25–30 The different approaches have been proved to be robust for practical recommendation problems, and we have thus adopted the learning model-based approach to tackle the multi-criteria recommendation problem.

Previous studies have shown that matrix factorization methods are popular in recommender systems.31–33 Matrix factorization methods essentially characterize users and items via latent factor vectors learned from observed user-item rating data, such that the interactions between the users and items can be modeled as inner products of the two types of latent factor vectors. For multi-criteria recommendations, in addition to existing user-item ratings, multiple criterion-specific rating data are also available, and two-dimensional matrix factorization may not be able to cope with recommendations that involve additional multi-criteria rating patterns.

In this work, we propose to represent the user-item-criterion rating data as a third-order tensor and then introduce global tensor factorization (GTF) to deal with multi-criteria recommendations, where global means that the predictive model is learned from the whole set of rating data for all users. GTF extends classic matrix factorization and can factor the three-dimensional user-item-criterion tensor into low-dimensional representation. As a result, users, items, and criteria of items can be represented with low-dimensional vectors in a joint latent factor space. The resulting inner products of the user, item, and criterion vectors then capture the rating behaviors of the users.

The global model GTF predicts unknown ratings by learning from the whole set of observed user-item-criterion rating data, implicitly assuming that the distribution of the observed rating data is representative of the unknown data across all users. However, this assumption does not always hold true in reality because not all users behave in the same way. Recently, Beutel et al.34 reported that a globally optimal model is typically not the best model to use for individual parts of the data. Although a global model is generally effective in estimating the overall structure as it relates to most or all users, it is often poor at detecting strong associations among individual small sets of closely related users.35 If only a global model GTF is used for all users, the association among each subset of like-minded users would be ignored. This may result in an inaccurate similarity between a pair of users, especially those who have diverse preferences, which is a result of improper averaging, thereby reducing the personalized recommendation performance. In other words, the global model alone may not be sufficient to characterize the various preferences among different groups of users for recommendation.

To address this issue, we propose to partition the whole user-item-criterion rating tensor into multiple subtensors along the user dimension, whereby each subtensor collects the rating patterns of the subset of like-minded users. The GTF is then extended, and a local tensor factorization (LTF) method is developed that can learn multiple local predictive models from...
individual subtensors of user-item-criterion rating data. The proposed LTF method takes diverse preferences among different groups of users into account and can recommend potential items to a targeted user by leveraging the preferences of their like-minded users in the same group.

Moreover, the proposed LTF has been found to be suitable for modeling diverse preferences of various subsets of users, especially when there are user subsets with diverse or even opposing preferences, while the proposed GTF still performs reasonably well at capturing overall rating patterns among the whole set of users. We have thus developed a new unified learning framework, named global and local tensor factorization (GLTF), which combines both GTF and LTF to deal with the multi-criteria recommendation problem. Our proposed GLTF method benefits from the advantages of both global and local tensor factorization, and it can not only jointly learn a global predictive model and multiple local predictive models but also simultaneously assign users to the local models.

Related Work
Recommender systems have become increasingly popular in recent years and have been widely used on a variety of e-commerce websites and traveling portals. In addition to well-known user-item rating data, modern recommender systems also need to handle other major types of data to improve recommendation performance, such as contextual information (e.g., time, location, and companion, unstructured textual user reviews on items, and multiple user ratings on specific criteria of items).

Context-Aware Recommender Systems
Many definitions of context have been reported in previous studies, and common examples of this contextual information include time, location, companion, season, activity, and intent of a purchaser. Context has been recognized as an important factor for improving personalized recommendations. Palmisano et al. exploited the contextual intents of purchases for predictive modeling of customers in personalized applications. To predict user ratings on items, Rendle et al. proposed a context-aware factorization machine method that can tackle various types of context, such as mood of users, time, and location. Bhargava et al. leveraged the contextual information (i.e., who, what, when, and where) using a tensor factorization method for recommendation based on sparse user-generated data, while Yuan et al. explored a similar context via a non-parametric Bayesian approach for recommendation and search for Twitter users. Wu et al. presented a contextual operating tensor method to handle a variety of interactive context data, such as companion, gender, age, occupation, and title. Ishanka and Yuzawa chose two contextual parameters, i.e., emotion and user behavior, and implemented the travel destination recommendation system by using pre-filtering techniques and tensor factorization. Zheng proposed a simple but effective post-filtering algorithm to solve the problem of context-aware recommendation in mobile data.

Furthermore, Zheng and Jose proposed a novel context-aware recommendation mechanism in which user preferences are estimated by sequential predictions based on the sequence of context dimensions. Subsequently, Zheng et al. also tried to integrate context-awareness and multi-criteria decision making in the recommender systems by using the educational data as a case study. Their methods were able to capture the common semantic effects of context on users and items to improve recommendation performance.

Review-Aware Recommender Systems
In addition to user ratings of items, other major types of feedback that often come with item ratings include plain-text user reviews. User-generated review data are different from the aforementioned contextual information, as the textual reviews are typically unstructured. The review data often contain
Multi-criteria Recommender Systems

The proposed study is similar to the aforementioned research because, in addition to well-known user-item ratings, various major types of available data have been leveraged to improve recommendations. However, instead of using contextual information or textual reviews, our proposed approach exploits multiple user ratings with respect to the specific criteria of items to improve recommendations. Employing multi-criteria ratings in recommender systems is not new, and existing techniques can be concisely grouped into three categories, namely heuristic neighborhood-based approaches, aggregation-based approaches, and model-based approaches. The heuristic neighborhood-based approach attempts to use various multi-criteria similarity metrics to collect the neighbors of a targeted user and then estimate unknown ratings based on the known ratings of those neighbors. Lakiotaki et al. calculated the distance between pairwise users using a multi-dimensional distance metric and employed a multi-criteria collaborative filtering method to identify the most preferred items for each given user. Liu et al. proposed a preference lattice based on user criteria preferences to predict the ratings for unknown items. Mikeli et al. estimated the overall distance between each pair of users using multi-criteria Euclidean distance and used a collaborative filtering technique to solve the recommendation problem. Syamala et al. proposed a novel technique to learn the criteria preferred by each user and also the criteria that made each item popular. This learning aided in finding similar user/item groups for recommending appropriate items to users. Although the recommendation results are often explainable, the neighborhood-based approaches tend to suffer from the sparsity of raw rating data and also may not be scalable when working with large datasets.

Assuming that there is a certain relation between overall user ratings and individual criterion ratings, the aggregation-based approaches primarily aim to build the mapping function to aggregate the multiple criterion-specific ratings for prediction. Lakiotaki et al. proposed a utility additive method to aggregate the multiple criterion-specific ratings for prediction. Jannach et al. proposed using a support vector regression to learn the relative importance of the individual criterion-specific ratings and then combine user- and item-based regression models using a weighted method to predict unknown ratings. Zheng proposed that the dependency among multiple criteria should be taken into account, and thus presented a criterion chain-based method to aggregate the multi-dimensional ratings for recommendation. Hamada et al. proposed an aggregation function-based method that uses an adaptive genetic algorithm to efficiently incorporate the criteria ratings for improving the accuracy of the multi-criteria recommender system. In addition, Zheng also proposed a utility-based multi-criteria recommendation algorithm that uses the vector of user expectations and evaluations to learn user expectations and establish utility functions.

On the contrary, the model-based approaches aim to learn a predictive model by leveraging observed multi-criteria rating data and then employing the model to estimate the ratings of a user on unknown items. Sahoo et al. proposed a probabilistic mixture model-based algorithm to leverage the multiple component rating dependency structure for improving recommendation. Nilashi et al. developed a recommendation method based on the adaptive neuro-fuzzy inference and self-organizing map-clustering models. Hamada et al. presented a model that is based on the architecture and main features of fuzzy sets and systems to improve the prediction accuracy of

Table 2. User-Item Rating Matrix Example

| User | $i_1$ | $i_2$ | $i_3$ | $i_4$ | $i_5$ |
|------|-------|-------|-------|-------|-------|
| $u_1$ | 4     | 2     | ?     | 1     | 3     |
| $u_2$ | 3     | ?     | 3     | 4     | ?     |
| $u_3$ | ?     | 1     | 5     | 3     | 2     |
| $u_4$ | 2     | 3     | ?     | 5     | 4     |
| $u_5$ | 3     | 5     | 1     | ?     | 5     |

Figure 2. An Example of Third-Order User-Item-Criterion Rating Tensor
Li et al. utilized a multi-linear singular value decomposition technique to explore the explicit and implicit relationships among user, item, and criteria for the recommendation task. Hassan and Hamada proposed a neural network model trained using simulated annealing algorithms to improve the prediction accuracy of multi-criteria recommendation systems. Tallapally et al. proposed extended stacked autoencoders (a deep neural network technique) to efficiently learn the relationship between each user’s criteria and overall rating.

The learning model-based approaches have been shown to be robust in practical recommendation systems. In this work, we employ the model-based technique, i.e., tensor factorization, to cope with the multi-criteria recommendation problem. A generalization of matrix, tensor factorization techniques based on the tensor data have been developed for recommendation systems.

Rendle et al. presented a ranking with tensor factorization algorithm to predict personalized tags for a user given an item. Karatzoglou et al. used a high-order singular value decomposition (HOSVD) method to deal with contextual information in addition to the user-item data for context-aware recommendation problems. Extension of HOSVD lies in that it primarily works for categorical context variables. Rendle et al. extended HOSVD and proposed a factorization machine-based method to model various contextual data for context-aware rating prediction. Zheng et al. extended the method and employed a ranking-based collective tensor and matrix factorization model to further improve the recommendation tasks. Based on the classic formulation of matrix factorization, Bhargava et al. developed a straightforward tensor factorization method to tackle context-aware collaborative recommendation, while Yao et al. presented a social regularization-based tensor factorization method for point-of-interest recommendation problem.

On the contrary, our proposed GLTF method is different from the aforementioned factorization techniques. On one hand, our method leverages multiple criterion-specific ratings in addition to user-item data and is proposed to deal with the multi-criteria recommendation problem. We not only aim to predict overall ratings of users on unknown items but also aim to deal with fine-grained criterion-specific rating prediction for recommendation. On the other hand, the proposed method is not only able to build a global predictive factorization model by discovering overall structure of the user-item-criterion tensor data but is also able to learn multiple local predictive models via factoring user-subset specific subtensors; moreover, both global and local factorization models are jointly employed to predict unknown ratings for more accurate recommendation.

We note that discovering the local structure of observed rating data is helpful for improving recommender systems. Assuming that the rating matrix is locally of low rank, Lee et al. proposed a local low-rank matrix approximation method for rank-based recommendation. Co-clustering for users and items has been also shown to be effective for improving collaborative recommendation tasks. To the best of our knowledge, almost all existing approaches to mining local behavioral patterns for the purposes of providing recommendations were developed to handle two-dimensional user-item data and thus

---

Algorithm 1. Global Tensor Factorization Method

1. **Input:**
   
   1. $T$: A set of known user-item-criterion ratings $r_{mnli}$;
   2. $T$: Maximum number of iterations;
   3. $\alpha, \beta$: Hyper-parameters;
   4. $\lambda$: Learning rate.

2. **Initialization:**
   
   1. Initialize $u_m \in \mathbb{R}^D, i_n \in \mathbb{R}^D, c_l \in \mathbb{R}^D$ randomly for each tuple $(m, n, l)$.

3. **For** $t = 1, \ldots, T$ **do**

   1. Randomly shuffle examples in the known training set $T$.
   2. **For each** example $(m, n, l)$ in $T$ **do**

      1. Make a prediction $\hat{r}_{mnli}$ via Equation 4;
      2. Compute predictive error $e_{mnli}$;
      3. Update parameters $u_{mn}, i_{nl}, c_{li}$ via Equation 6.

4. **End for**

---

In Figure 3, the CP Tensor Decomposition Process is illustrated.
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Previous studies have indicated that matrix factorization and their variants are the dominant techniques used in modern recommender systems.32,33,45

Preliminaries

may not be able to handle issues that involve additional crite-

rion-dependent rating data. One key advantage of our pro-

posed method is that it can learn both global and local predic-

tive models by jointly capturing overall rating structures and those specific to user subsets of third-order user-item-criterion data.

Based on known ratings data, the model then projects the users and items into a joint latent factor space, such that the user-item preferences can be modeled as the inner products of the latent factors in the space. Formally, let \( u_m \) be a latent factor representation derived from the matrix factorization model for user \( m \), and \( v_n \) is the latent representation for item \( n \). The preference rating \( \hat{r}_{mn} \) by user \( m \) of item \( n \) can then be estimated according to Equation 1,

\[ \hat{r}_{mn} = u_m^T v_n. \]  
(Equation 1)

Clearly, the key challenge in the recommendation system is how to derive the representations of users and items in the joint latent factor space. To accomplish this, the regularized squared loss on the set of observed user-item rating data is minimized using Equation 2,

\[ \text{loss} = \min_{(u_m, v_n)} \sum_{(m,n) \in \mathcal{O}} \frac{1}{2} (r_{mn} - \hat{r}_{mn})^2 + \frac{\beta}{2} (\|u_m\|_2^2 + \|v_n\|_2^2) + \alpha (\|u_m\|_1 + \|v_n\|_1), \]  
(Equation 2)

where \( \mathcal{O} \) refers to the set of user-item pairs \((m, n)\) for which the ratings \( r_{mn} \) are known. The first term is the squared prediction error, and both the second and third terms are L2-norm and L1-norm regularizes that control model complexity, where \( \alpha \) and \( \beta \) are hyper-parameters. The optimization problem in Equation 2 can be solved using the classic stochastic gradient descent method, which iteratively updates the latent factor vectors of users and items.46 Once the optimization process is done, Equation 1 can then be used to straightforwardly predict the ratings of a given user of unknown items.

Problem Formulation

Generally, multi-criteria recommender systems (MCRSs) refer to systems that leverage multiple user ratings of various item criteria in addition to overall user-item ratings to support recommendations. Following Adomavicius and Kwon,16 the MCRS can be formulated as follows:

\[ U \times I \times C \rightarrow R_0 \times R_1 \times \cdots \times R_{L-1}, \]

where \( U, I, \) and \( C \) on the left side are the sets of users, items, and item criteria, respectively, while on the right, \( R_0 \) represents the

Algorithm 2. Local Tensor Factorization Method

1: Input:
2: \( K \): Number of user clusters;
3: \( T^k \): A subset of known user-item-criterion ratings \( r_{mn} \) for user cluster \( k \);
4: \( T \): Maximum number of iterations;
5: \( \alpha, \beta \): Hyper-parameters;
6: \( \gamma \): Learning rate.
7: Initialize:
8: Initialize \( u_m^k \in \mathbb{R}^D \), \( v_n^k \in \mathbb{R}^D \), and \( c_l^k \in \mathbb{R}^D \) randomly for each tuple \((m, n, l)\).
9: While Significant change in the assignments is detected do
10: For \( t = 1, \ldots, T \) do
11: For \( k = 1, \ldots, K \) do
12: Randomly shuffle examples in the known training set \( T^k \).
13: For each example \((m, n, l) \in \mathcal{O} \) in \( T^k \) do
14: Make a prediction \( \hat{r}_{mn} \) via Equation 7;
15: Compute predictive error \( e_{mn}^k \);
16: Update parameters \( u_m^k, v_n^k, \) and \( c_l^k \) via Equation 9.
17: End for
18: End for
19: End for
20: For \( m = 1, \ldots, M \) do
21: Assign user \( m \) to each of \( K \) clusters;
22: Compute respective predictive errors based on updated parameters;
23: Identify the cluster \( k \) for user \( m \), where the lowest error is achieved.
24: End for
25: End while

\[ r_{mn} = u_m^T v_n. \]
overall ratings of the items by users, and $R_1, R_{L-1}$ represent user ratings of individual item criteria ($L$ is the number of criteria). Note that the overall rating information is treated as a special type of criterion rating in the formulation.

Given observed user-item-criterion rating data, a multi-criteria predictive model must first be built by fitting the observed data, and the model is then applied to predict the overall ratings as well as multiple criterion-specific ratings that a user would give to unknown items.

Naturally, we introduce a third-order tensor, a generalization of matrix, to represent the three-dimensional user-item-criterion rating data. Figure 2 shows an example, in this case a toy, which uses a third-order user-item-criterion rating tensor whereby each user rates various criteria of the item on a rating scale from 1 to 5, with the question mark indicating an unknown rating. Next, several factorization methods were developed based on the tensor data or, more specifically, GLTF methods, to obtain the multi-criteria recommendations.

Clearly, two-dimensional matrix factorization techniques may not be able to provide recommendations that involve multiple criterion-specific ratings in addition to user-item data. Thus, the classic matrix factorization model was expanded, and tensor factorization methods were used to learn predictive models based on the three-dimensional user-item-criterion rating data.

### RESULTS

We introduced a GTF method that is proficient in modeling overall rating behaviors of the whole set of users. We then employed an LTF method to characterize the diverse preferences among different groups of users. To take advantage of both methods, we developed a unified learning framework (i.e., GLTF method) to address the issues associated with providing multi-criteria recommendations. Our new GLTF method can jointly learn one global and multiple local predictive models while it simultaneously tackles the assignment of users to the local models. Furthermore, we validate various proposed methods and also compare them with existing approaches for rating prediction, evaluating statistical significance of the differences with $p$ values. The effect of initialization methods is then studied for clustering users, and the impacts of varying numbers of user clusters and latent factors are evaluated respectively. We analyze the interplay between global and local models for prediction.

### Global Tensor Factorization

We generally described classic matrix factorization in the previous section Preliminaries, and proposed a GTF method, where global means that a single predictive model was used in estimations for all the users.

For third-order user-item-criterion tensor data, the objective of tensor factorization is to map the users, items, and criteria in a

---

**Algorithm 3. Global and Local Tensor Factorization Method**

1: **Input:**
2: $K$: Number of user clusters;
3: $T^k$: A subset of known user-item-criterion ratings $r_{mnl}$ for user cluster $k$;
4: $T$: Maximum number of iterations;
5: $\alpha_0, \beta_0, \alpha_k, \beta_k$: Hyper-parameters;
6: $\lambda$: Learning rate;
7: $g_{m}$: Personalized weight initialized as 0.5 for each user $m$.

8: **Initialization:**
9: Randomly initialize global latent vectors $u_m \in \mathbb{R}^D$, $i_n \in \mathbb{R}^D$, and $c_l \in \mathbb{R}^D$, and local latent vectors $u^k_m \in \mathbb{R}^D$, $i^k_n \in \mathbb{R}^D$, and $c^k_l \in \mathbb{R}^D$ for each tuple $(m, n, l)$.

10: **While** Significant change in the assignments is detected **do**
11: \hspace{1em} **For** $t = 1, ..., T$ **do**
12: \hspace{2em} **For** $k = 1, ..., K$ **do**
13: \hspace{3em} Randomly shuffle examples in the training set $T^k$.
14: \hspace{3em} **For each** example $(m, n, l)$ in $T^k$ **do**
15: \hspace{4em} Make a prediction $\hat{r}_{mnl}$ via Equation 10;
16: \hspace{4em} Compute predictive error $e_{mnl}$;
17: \hspace{4em} Update parameters $u_{md}$, $i_{nd}$, $c_{ld}$, $u^k_m$, $i^k_n$, and $c^k_l$ via Equation 12;
18: \hspace{3em} Update parameter $g_{m}$ via Equation 13.
19: \hspace{2em} **End for**
20: **End for**
21: **End for**
22: \hspace{1em} **For** $m = 1, ..., M$ **do**
23: \hspace{2em} Assign user $m$ to each of $K$ clusters;
24: \hspace{2em} Compute respective predictive errors based on updated parameters;
25: \hspace{2em} Identify the cluster $k$ for user $m$, where the lowest error is achieved;
26: \hspace{2em} Update personalized weight parameter $g_{m}$.
27: **End for**
28: **End while**
Table 3. MAE of Various Methods on Three Different Datasets ($p = 0.95$)

| Method   | TripAdvisor | Yahoo!Movie | RateBeer |
|----------|--------------|-------------|----------|
| GTF      | 0.6878 ± 0.0326 | 0.6217 ± 0.0286 | 0.6471 ± 0.0125 |
| LTF      | 0.6724 ± 0.0085 | 0.5966 ± 0.0179 | 0.6206 ± 0.0059 |
| GLTF     | 0.6775 ± 0.0183 | 0.5992 ± 0.0301 | 0.6387 ± 0.0057 |
| GLTF_{af} | 0.6425 ± 0.0123 | 0.5509 ± 0.0159 | 0.5800 ± 0.0109 |
| AFBM     | 0.6178 ± 0.0163 | 0.5076 ± 0.0155 | 0.5747 ± 0.0089 |
| CC       | 0.8258 ± 0.0935 | 0.6177 ± 0.0099 | 0.6460 ± 0.0077 |

The lowest MAE of each dataset is highlighted in bold type.

joint latent factor space, such that the preferences of the users with respect to specific item criteria can be formulated as inner products of corresponding latent factor vectors in the space. Perhaps one of the most popular tensor factorization paradigms is CANDECOMP/PARAFAC (CP), possibly due to its key advantage of linear time complexity.29 Hence, we employed CP to factor the rating tensor data.

In the GTF model, given a user-item-criterion rating tensor $R \in \mathbb{R}^{m \times n \times l}$, CP can decompose the tensor into a sum of rank-1 tensors across the entire set of users with Equation 3,

$$ R = \sum_{d} u_{md} i_{nd} c_{ld}, $$

(Equation 3)

where $u_{md} \in \mathbb{R}^{M}$, $i_{nd} \in \mathbb{R}^{N}$, $c_{ld} \in \mathbb{R}^{L}$, $D$ is the dimensionality of the joint latent space, and the symbol means the vector outer product. Figure 3 shows the CP decomposition of the third-order user-item-criterion tensor.

Then, according to CP decomposition, the preference rating by user $m$ of criterion $l$ of item $n$ can be estimated using Equation 4,

$$ \hat{r}_{mn} = \sum_{d=1}^{D} u_{md} i_{nd} c_{ld}, $$

(Equation 4)

where $u_{md} \in \mathbb{R}^{D}$, $i_{nd} \in \mathbb{R}^{D}$, and $c_{ld} \in \mathbb{R}^{D}$ are the latent factor representations of user $m$, item $n$, and criterion $l$, respectively. The resulting inner product of the latent vectors describes the interactive relationship among the matching tuple of user, item, and criterion. Once the latent factor representations are learned, the rating predictions can be accomplished straightforwardly via Equation 4.

To address this issue, we minimized the following regularized squared loss on the observed set of user-item-criterion rating data:

$$ \begin{aligned} & \text{loss} = \min_{(u_{md}, i_{nd}, c_{ld})} \sum_{(m,n,l) \in T} \frac{1}{2} (r_{mnl} - \hat{r}_{mnl})^2 + \frac{\beta_{G}}{2} (||u_{md}||^2 + ||i_{nd}||^2 + ||c_{ld}||^2) \\ & \quad + \alpha_{G} (||u_{md}|| + ||i_{nd}|| + ||c_{ld}||), \end{aligned} $$

(Equation 5)

where $T$ is the set of user-item-criterion tuples $(m, n, l)$ for which $r_{mnl}$ is known (i.e., training set) and $\hat{r}_{mnl}$ is the predicted rating by user $m$ of criterion $l$ of item $n$ using Equation 4. The first term in Equation 5 is the squared error between the observed and predicted ratings. The second and third terms are L2-norm and L1-norm regularizers, where $\beta_{G}$ and $\alpha_{G}$ are hyper-parameters, respectively.

Following Koren et al.,32 we employ stochastic gradient descent (SGD) to optimize the loss from the GTF method. SGD loops through the entire observed user-item-criterion ratings in the training set. For each given training example $(m, n, l)$, the system first makes a prediction $\hat{r}_{mnl}$ and then calculates the predictive error as

$$ \epsilon_{mn} = r_{mn} - \hat{r}_{mn}. $$

Using SGD, the parameters are then updated by a magnitude proportional to the learning rate $\lambda$ in opposition to the gradient, yielding Equation 6,

$$ \begin{aligned} & u_{md} = u_{md} - \lambda (\alpha_{G} + \beta_{G} \epsilon_{mn} c_{ld}) \\ & i_{nd} = i_{nd} - \lambda (\alpha_{G} + \beta_{G} \epsilon_{mn} c_{ld}) \\ & c_{ld} = c_{ld} - \lambda (\alpha_{G} + \beta_{G} \epsilon_{mn} u_{md} i_{nd}) \end{aligned} $$

(Equation 6)

The pseudocodes of the proposed GTF method are summarized in Algorithm 1. After the system completes the training process, the learned global model can be straightforwardly employed to predict the overall ratings that a user gives to unknown items, as well as their specific ratings of item criteria.

Local Tensor Factorization

The GTF model is generally good at discovering the overall structure that relates to most or all users. However, the global model may not be able to detect the strong associations among individual subsets of closely related users.24 In other words, if using only a single global model for all users, the similarity between a pair of users who typically have different preferences would tend to be inaccurately represented by some average value. Thus, it may not be sufficient to build a global factorization model alone if the objective is to capture diversified preferences of all the users, especially when there are user subsets with different or even opposite preferences.

To address this critical issue, we developed a new LTF method for multi-criteria recommendation systems. In particular, LTF first assigns each given user to a subset that consists of their like-minded users and then partitions the entire third-order user-item-criterion tensor into multiple subtensors according to the user subsets. Next, CP decomposition is employed to factor individual subtensors and learn multiple local user-subset specific predictive models. One key benefit of LTF is that it primarily discovers the overall rating structure that relates to most or all users. However, the global model may not be able to detect the strong associations among individual subsets of closely related users. In other words, if using only a single global model for all users, the similarity between a pair of users who typically have different preferences would tend to be inaccurately represented by some average value. Thus, it may not be sufficient to build a global factorization model alone if the objective is to capture diversified preferences of all the users, especially when there are user subsets with different or even opposite preferences.

To address this critical issue, we developed a new LTF method for multi-criteria recommendation systems. In particular, LTF first assigns each given user to a subset that consists of their like-minded users and then partitions the entire third-order user-item-criterion tensor into multiple subtensors according to the user subsets. Next, CP decomposition is employed to factor individual subtensors and learn multiple local user-subset specific predictive models. One key benefit of LTF is that it primarily discovers the overall rating structure that relates to most or all users. However, the global model may not be able to detect the strong associations among individual subsets of closely related users. In other words, if using only a single global model for all users, the similarity between a pair of users who typically have different preferences would tend to be inaccurately represented by some average value. Thus, it may not be sufficient to build a global factorization model alone if the objective is to capture diversified preferences of all the users, especially when there are user subsets with different or even opposite preferences.

Formally, let subset $k$ be the cluster that contains given user $m$, and $R_k$ be the corresponding user-item-criterion subspace for the subset. The user-subset specific prediction for the rating by user $m$ of criterion $l$ of item $n$ on the subspace can then be made:

$$ \hat{r}_{mn} = \sum_{a=1}^{D} u_{md}^{a} i_{nd}^{a} c_{ld}^{a}, $$

(Equation 7)

where $u_{md}^{a}$, $i_{nd}^{a}$, and $c_{ld}^{a}$ are user-subset specific latent factor representations of given user $m$, item $n$, and criterion $l$ on the local subspace $R_k$, respectively. Next, to learn the local latent factor vectors of users, items, and criteria for a given particular user-subset, we propose to minimize the following regularized squared loss of the LTF method:
loss = \min_{\{u^k, p^k, c^k\}} \sum_{k=1}^{K} \sum_{(m,n,l) \in T^k} \frac{1}{2} (r_{ml} - \hat{r}_{ml}^k)^2 + \frac{\beta_L}{2} \left( \|u_m^k\|_2^2 + \|p_n^k\|_2^2 + \|c_l^k\|_2^2 \right) + \alpha_L \left( \|u_m^k\|_1 + \|p_n^k\|_1 + \|c_l^k\|_1 \right), \tag{Equation 8}

where $K$ is the number of user subsets, $T^k$ is a user-subset specific to user-item-criterion tuples $(m, n, l)$ for which the ratings are known, and both $\beta_L$ and $\alpha_L$ are hyper-parameters. Given a user-subset $k$ and a known training example $(m, n, l)$, the first term represents the squared prediction error (i.e., $\hat{r}_{ml}^k = r_{ml} - r_{ml}^k$), and both second and third terms are L2-norm and L1-norm regularizers, respectively.

SGD is employed to optimize the loss function of the local factorization model, and the user-subset specific parameters are updated using Equation 9.

\[
\begin{align*}
    u_m^k &= u_m^k - \lambda (\alpha_L u_m^k + \beta_L u_{ml}^k - \theta_{ml}^k u_{ml}^k c_l^k) \\
    p_n^k &= p_n^k - \lambda (\alpha_L p_n^k + \beta_L p_{nl}^k - \theta_{nl}^k p_{nl}^k c_l^k) \\
    c_l^k &= c_l^k - \lambda (\alpha_L c_l^k + \beta_L c_{l}^k - \theta_{nl}^k p_{nl}^k c_{l}^k).
\end{align*}
\tag{Equation 9}
\]

To find clusters of like-minded users, LTF adopts a heuristic approach that can jointly tackle the assignment of users to individual subsets and learn the predictive models that achieve lower predictive error.

Specifically, all users are initially partitioned into $K$ clusters randomly or by using an existing clustering method. During training, prediction errors are obtained for the assignment of each user to different clusters. The assignment of the user is then adjusted to an appropriate cluster for which the lowest prediction error is achieved. The process is performed iteratively until no significant change in the assignments is detected, where significant change refers to the number of users switching clusters is more than 1% of total number of given users. Algorithm 2 summarizes the main steps of the proposed LTF method.

Global and Local Tensor Factorization
The GTF method can discover the overall behavioral patterns from the whole set of user-item-criterion rating data, while the LTF method takes diverse preferences into account among different subsets of like-minded users and is thus adept at mining local interactive behaviors for personalized recommendation. In fact, the local factorization method optimizes the loss for individual user subsets; thus, the users with more observed ratings in a subset are often considered to be more important than users with fewer ratings. As a result, the learned local predictive models tend to be biased toward relatively popular users within individual subsets.

To take advantage of the above two factorization methods, we then developed a new unified learning framework, i.e., a GLTF method that provides multi-criteria recommendations. Notably, GLTF can leverage global user-item-criterion interactive patterns while also exploiting local user-subset specific preference behaviors to derive latent factor representations for users, items, and specific item criteria.

When using GLTF, the whole set of users must first be partitioned into various subsets, and respective subtensors must be obtained by dividing given third-order user-item-criterion tensor data according to the user subsets. The local latent factors for users, items, and criteria are derived based on the subtensors, and generate the global latent factor representations based on the whole rating tensor. Then, to estimate the rating $r_{ml}$ that a user $m$ gives to criterion $l$ of an item $n$, the global model and corresponding local predictive models for user-subset $k$ are used together as follows:
where \( u_m \), \( l_n \), and \( c_l \) refer to global latent factor representations of users, items, and criteria, respectively, while \( u_m^k \), \( l_n^k \), and \( c_l^k \) correspond to their local latent factor representations. \( g_m \) is a personalized hyper-parameter that tunes the interplay between global and local predictive models. When \( g_m \) is equal to 1, GLTF would be reduced to GTF for rating prediction, and it would then be reduced to LTF when \( g_m \) is equal to 0.

Next, based on multiple subsets of known user-item-criterion rating data, the following combined squared loss of the GLTF loss is equal to 0.

\[
\text{loss} = \min_{\{u_m, l_n, c_l\}} \sum_{k=1}^{K} \frac{1}{2} \left( \sum_{m,n,l} \left( \tilde{r}_{mnl} - r_{mnl} \right)^2 \right)
+ \frac{\beta_g}{2} \left( \|u_m\|^2_2 + \|l_n\|^2_2 + \|c_l\|^2_2 \right) + \alpha_l (\|u_m\|_1 + \|l_n\|_1 + \|c_l\|_1),
\]

\[
\text{loss} = \frac{1}{2} \sum_{m,n,l} \left( \tilde{r}_{mnl} - r_{mnl} \right)^2
+ \frac{\beta_g}{2} \left( \|u_m\|^2_2 + \|l_n\|^2_2 + \|c_l\|^2_2 \right) + \alpha_l (\|u_m\|_1 + \|l_n\|_1 + \|c_l\|_1).
\]

\[\text{Equation 11}\]

The first term is the squared prediction error, both second and third terms are global L2-norm and L1-norm regularizers, and the last two terms are local L2-norm and L1-norm regularizers. \( \beta_g \), \( \alpha_l \), and \( \alpha_l \) are respective hyper-parameters. The optimization problem in Equation 11 can be solved using the SGD method.

\[
\begin{align*}
\theta_{um} &= \theta_{um} - \lambda (\theta_{um} + \beta_u \theta_{um} + \theta_{um} g_m \theta_{uml} c_l) \\
\theta_{ln} &= \theta_{ln} - \lambda (\theta_{ln} + \beta_l \theta_{ln} - \theta_{mn} g_m \theta_{uml} c_l) \\
\theta_{cl} &= \theta_{cl} - \lambda (\theta_{cl} + \beta_c \theta_{cl} - \theta_{mn} g_m \theta_{uml} c_l) \\
\theta_{um}^k &= \theta_{um}^k - \lambda (\theta_{um}^k + \beta_u \theta_{um}^k + \theta_{um}^k g_m \theta_{uml} c_l^k) \\
\theta_{ln}^k &= \theta_{ln}^k - \lambda (\theta_{ln}^k + \beta_l \theta_{ln}^k + \theta_{ln}^k g_m \theta_{uml} c_l^k) \\
\theta_{cl}^k &= \theta_{cl}^k - \lambda (\theta_{cl}^k + \beta_c \theta_{cl}^k + \theta_{cl}^k g_m \theta_{uml} c_l^k).
\end{align*}
\]

\[\text{Equation 12}\]

The global predictive model and local predictive models are combined with personalized weights \( g_m \), which is updated automatically. To compute the personalized weight \( g_m \), we minimize the squared loss of Equation 11 for user \( m \), which comes from subset \( k \), over all items \( n \) and criteria \( l \). By setting the derivative of the squared loss to 0, we get Equation 13.

\[
g_m = \frac{\sum_{m,n,l} \left( \tilde{r}_{mnl} - r_{mnl} \right)^2}{\sum_{m,n,l} \left( 1 - \tilde{r}_{mnl} + r_{mnl} \right)}
\]

\[\text{Equation 13}\]

where \( S \) is the total number of user-item-criterion ratings given by user \( m \). After learning the global model and local models, GLTF updates the personalized weight \( g_m \) for each user with Equation 13. GLTF assigns every user \( m \) to each possible subset. In each subset, the weight \( g_m \) and training error are calculated. Thus, user \( m \) would be assigned to the subset with the smallest training error. Note that if there is no subset for which the training error is smaller, user \( m \) remains in the same subset. The process is performed iteratively until it converges. The main steps of GLTF are summarized by Algorithm 3.

Based on GLTF, we also present two variants, i.e., GLTF\(_0\) and GLTF\(_F\). GLTF\(_0\) stands for the variant GLTF without refinement for user clustering. In particular, both the global model and local models are learned jointly per user weight \( g_m \). However, the initial assignment of users to subsets via an external clustering method remains fixed. In our experiments, classic \( K \) was used to denote the clustering algorithm. GLTF\(_0\) stands for the variant GLTF with fixed personalized user weight \( g_m \). In other words, all the main steps of the GLTF\(_F\) algorithm are the same as GLTF, except that no updating is applied to the parameter \( g_m \). In our setting, we initialized the value of \( g_m \) as 0.5 in GLTF\(_F\).

**Comparison Results**

Table 3 lists the rating prediction accuracy of the evaluated methods, where the lowest mean absolute error (MAE) of each dataset is highlighted in boldface.

The proposed methods, notably GLTF, clearly outperformed the well-established baselines in terms of MAE. The results indicated that the proposed tensor factorization-based methods jointly modeled multi-criteria rating information and can take the correlation among user, item, and criterion dimensions into account to improve prediction performance. By contrast, the aggregation function-based method (AFBM) applied support...
vector regression to aggregate the criteria information, which only considered the correlation between any two of the three dimensions, such as that between user and criterion, or between item and criterion. Surprisingly, tensor factorization was a good fit for MCRS, as it was an excellent way of modeling the intrinsic interactions among the three dimensions, i.e., users, items, and criteria.

We further do the experiment to evaluate the statistically significance of the differences reported in the experimental results. The p value is 0.95, which shows that our results are statistically significant.

The performance of the criteria chain method (CC) was not very stable compared with the proposed methods. The CC method relies on the tensor technique and criteria chains to exploit the correlation and dependencies among users, items, and item criteria. However, it is often difficult to accurately define the sequence of criteria in the chains because the correlation between each pair of criteria is typically complicated. In addition, it is very likely for CC to result in an accumulation of errors due to the rating prediction for current criterion depending on the prediction for previous criterion on the chain. In other words, the prediction for current criterion could be wrong if the previous predictions are incorrect.

Compared with either GTF or LTF, GLTF achieves the best performance with the lowest MAE values on all three datasets, i.e., about 0.62 on TripAdvisor, 0.51 on Yahoo!Movie, and 0.57 on RateBeer. The result demonstrates the importance of combining global model with local models. In other words, when local models and global model are combined in a user-specific way, as in the case of GLTF, we get the best performance for rating prediction. The MAE of GLTF are much lower than that of GTF (TripAdvisor about 0.07, Yahoo!Movie about 0.12, RateBeer about 0.07) and LTF (TripAdvisor about 0.06, Yahoo!Movie about 0.09, RateBeer about 0.05). The comparison between LTF and GLTF shows the benefit of adding a global model, while the comparison between GTF and GLTF shows the benefit of considering local predictive models. GLTF₀ and GLTF₁ are two variants of GLTF. The improvement of GLTF over GLTF₀ displays the effect of adding user-specific weight g, m, while the improvement of GLTF over GLTF₀ demonstrates the benefit of allowing users to switch subsets.

As described in Table 4, the MAE of GLTF₀ is a little higher than that of LTF. This is because the assignment of users to subsets remains fixed once user subsets were initialized in GLTF₀. If the initialization for user subsets happens to be inappropriate, we may learn undesired local predictive models. As a result, the performance of GLTF₀ for rating prediction drops, as the ratings are predicted by using both global and local models.

Comparing LTF with GTF, we find that the performance of LTF is much better than that of GTF. This suggests that learning local predictive models for individual user subsets can capture the differences of users’ preferences effectively and improve the rating prediction.

To further evaluate the Top-K item recommendation, the experimental results in term of NDCG@K obtained from three datasets are shown in Figure 5, where K varies from 2 to 10. A similar conclusion can be drawn from Figure 5 demonstrating that GLTF achieves the best performance of three datasets for all cases.

**Effect of Clustering Methods**

We can use either existing clustering algorithms or a random partition method to initialize user subsets in GLTF. In other words, the performance of GLTF is not dependent on the clustering algorithm. To verify this, we compare the performance of GLTF under two different settings, i.e., using K-means clustering to initialize user subsets or simply splitting users into subsets at random. Figure 4 shows the performance of GLTF with different user-subset initialization methods, respectively. In Figure 4 we can see that, when the number of iterations increases, GLTF achieves comparable performance under the two different initialization settings on the TripAdvisor, Yahoo!Movie, and RateBeer datasets.

The experimental results from three datasets are similar. The gap between the curves of the two initialization clustering methods is large when the number of iterations is relatively small. This is expected, as in the first few iterations the assignment of users to optimal subsets has not yet been performed. Thus, the local models learned based on the user subsets by the clustering method are more meaningful than that with random initialization. However, as the iterations progress, much better allocation of users to subsets can be achieved by GLTF. We see that the MAE of GLTF with random initialization drops quickly and then reaches the converged state. As shown in the figures, the performance of GLTF for rating prediction is very similar for the two different initialization methods for user subsets on the datasets. This is because during training, GLTF is able to iteratively assign users to various subsets and then generate optimal clustering results upon completion. We conclude that our GLTF method was able to learn robust local models in addition to a global predictive model, even with random initialization for user subsets. It is worth noting that, when starting from random assignment of user subsets, the proposed GLTF may need more iterations in order to achieve a satisfactory performance.
Effect of Number of Clusters
Figure 6 shows how the number of user clusters affects the performance of the proposed methods. We can see that GLTF outperforms all the other methods for all the numbers of user clusters. On the TripAdvisor and RateBeer datasets, GLTF achieves its best performance when the number of clusters is about 5. For Yahoo!Movie dataset, the best performance is achieved when the number of clusters is about 40. This is because the densities of the TripAdvisor dataset (0.21%) and RateBeer dataset (0.27%) are much lower than that of the Yahoo!Movie dataset (1.87%). When the density of dataset is low, if the number of user subsets is large, the neighbors of the targeted user in the same subset would be scarce. As a result, the prediction accuracy of local models would be reduced.

Effect of Dimensionality of Latent Factor Space
Figure 7 shows how the dimensionality of latent factor space affects the performance of the proposed methods. GLTF outperforms the other methods across almost all given dimensionality values. Specifically, all the proposed methods tend to achieve the best MAE when mapping users, items, and criteria to the latent factor space of smaller dimensionality (e.g., 10) on the TripAdvisor dataset. On the Yahoo!Movie dataset, mapping users, items, and criteria to the latent space of medium dimensionality (e.g., 70) is helpful for the methods to attain decent performance. In contrast, with increasing the dimensionality, almost all the methods improve the performance for rating prediction.

Interplay between Global and Local Predictive Models
To discover how the local models and global model affect the rating prediction, we analyzed personalized weights $g_m$, which control the interplay between the global and local predictive models. As shown in Equation 10, $g_m$ varies from 0 to 1. When $g_m$ is equal to 1, only the global model is used. If $g_m$ is equal to 0, it means that the prediction is only affected by the local models. When $g_m$ is greater than 0.5, the global model plays a more important role than the local models in GLTF for rating prediction and vice versa. In Figure 8, the bars indicate changes of the $g_m$ value during the iteration and the line represents the change of the MAE value on each dataset. It can be found that, by increasing the number of iterations, the percentage of $g_m$ which is greater than 0.5 becomes smaller, and the MAE value shows a decreasing trend. This observation suggests that the effect of local information on the models becomes greater as the iterations progress. As a result, local models have more influence on rating prediction than the global model.

DISCUSSION
In this paper, we addressed the multi-criteria recommendation problem that typically involves multiple criterion-specific ratings in addition to user-item rating data. We proposed the tensor factorization techniques, notably, GLTF, to address the problem. In GLTF, we not only learned a global predictive model from the whole user-item-criterion tensor data but also simultaneously learned multiple local models from partitioned user-subset specific subtensors of rating data. Both global and local models were then jointly employed to predict the ratings of a given user on unknown items and the criteria of the items. Experimental results with real-world data have shown that the proposed GLTF method is superior to well-established baseline methods for tackling the multi-criteria recommendation problem.

More specifically, this study provides four important contributions: (1) A principal tensor factorization method was developed to leverage additional criterion-specific ratings in addition to existing user-item rating data for better recommendation; (2) a new unified global and local tensor factorization framework is proposed, which can jointly learn a global predictive model and multiple local predictive models for the purposes of recommendation; (3) our proposed GLTF...
The method is adept at discovering the overall structure of the whole rating tensor while also capturing diverse rating behaviors of users in individual subtensors; and (4) extensive experiments have been conducted with real-life data to validate the value of GLTF as a way to resolve certain well-known issues associated with multi-criteria recommendation.

A significant amount of work needs to be conducted in the future. We plan to obtain more data for a larger dataset for evaluation. At the same time, we realize that the sparsity problem is a very important issue, and we will further deliberate on improving the model to mitigate this problem.

EXPERIMENTAL PROCEDURES

This section presents the experimental procedures used to evaluate the proposed model for multi-criteria recommendation with real-world data.

Resource Availability
Lead Contact

H.Y. takes responsibility for the Lead Contact role. Her email address is yhn6@bit.edu.cn.

Materials Availability

The study did not generate new unique reagents.

Data and Code Availability

To evaluate the algorithms, we used three different datasets from TripAdvisor,

Yahoo!Movie, and RateBeer, as shown in Table 3.

TripAdvisor is the largest travel site in the world, where users can use the 1-to-5 star rating system to rate four criteria of hotels, including value, location, service, and overall (i.e., special criteria). After cleaning, there were 23,066 records given by 6,134 users based on four criteria for 1,763 hotels. Each user gave at least two ratings. The sparsity level of the dataset was around 99.79%. The Yahoo!Movies dataset, except for movie ID, user ID, and rating, provides the gender and ages of the users. After cleaning, there were 50,673 records given by 1,827 users based on five criteria for 1,479 movies, where the five criteria are story, acting, direction, visual effects, and overall. The ratings vary from 1 to 13. Each user rated at least ten movies. The sparsity level of the dataset was around 98.13%. The RateBeer dataset includes users’ evaluation of beers. After cleaning, there were 48,605 records given by 3,630 users on five criteria, namely appearance, aroma, palate, taste, and overall, for 4,896 beers. Each user rated at least five beers. The sparsity level of the dataset was around 99.73%.

Experimental Setting

Performance Metric

In experiments, 5-fold cross-validation was applied to each dataset, and MAE and normalized discounted cumulative gain (NDCG) were adopted to evaluate the recommendation performance:

\[ \text{MAE} = \frac{1}{N} \sum_{i=1}^{N} | \hat{r}_i - r_i |. \]  

(Equation 14)

where \( N \) is the number of pairs of observed ratings \( r_i \) and predicted ratings \( \hat{r}_i \) in the test set. Note that the lower the MAE, the better the recommendation performance.

\[ \text{NDCG@K} = \frac{1}{\log_2(i+1)} \sum_{i=1}^{K} 2^r_i - 1 \]  

(Equation 15)

where \( Z_e \) ensures a value of 1 for the perfect ranking result and \( r_i \) is the graded significance of the item at position \( i \).

Baseline Methods

We validated our proposed methods, notably GLTF, as well as the variants, GLTF_0 and GLTF_1, to produce multi-criteria recommendations. Note that GTF can be treated as a representative of normal tensor factorization baseline. We also compared the proposed methods with three other well-established baseline methods, including AFBM and CC. In particular, the AFBM employs a matrix factorization to factor the observed user-criterion rating data, then uses the learned model to estimate the ratings of a user on individual criteria (excluding special overall criterion). Next, it applies a support vector regression to aggregate the estimated criterion ratings for predicting overall ratings. CC attempts to leverage the dependency among multiple criteria for rating prediction.

Parameter Settings

For the purposes of this study, the value of regularization parameters \( \beta_0, \beta_L, \alpha_D, \) and \( \alpha_R \) were set as 0.1, and initialized \( g, m = 0.5 \) in Algorithm 3 and method GLTF. For the TripAdvisor dataset, we set the learning rate \( l = 0.01 \), the dimensionality of latent factor space \( D = 70 \), the number of iterations as 50, and the number of subsets \( K = 5 \) in Algorithms 2 and 3 and method GLTF. For the Yahoo!Movie dataset, we set the learning rate \( l = 0.005 \), the dimensionality of latent factor space \( D = 80 \), the number of iterations as 30, and the number of subsets \( K = 5 \) in Algorithm 2, method GLTF_0, GLTF_1, and GLTF_2, and 40 in Algorithm 3. For RateBeer dataset, we set the learning rate \( l = 0.001 \), the dimensionality of latent factor space \( D = 80 \), the number of iterations as 80, and the number of subsets \( K = 5 \) in Algorithms 2 and 3 and methods GLTF_0, GLTF_1.
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