Increases in the autistic trait of attention to detail are associated with decreased multisensory temporal adaptation
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Recent empirical evidence suggests that autistic individuals perceive the world differently than their typically-developed peers. One theoretical account, the predictive coding hypothesis, posits that autistic individuals show a decreased reliance on previous perceptual experiences, which may relate to autism symptomatology. We tested this through a well-characterized, audiovisual statistical-learning paradigm in which typically-developed participants were first adapted to consistent temporal relationships between audiovisual stimulus pairs (audio-leading, synchronous, visual-leading) and then performed a simultaneity judgement task with audiovisual stimulus pairs varying in temporal offset from auditory-leading to visual-leading. Following exposure to the visual-leading adaptation phase, participants’ perception of synchrony was biased towards visual-leading presentations, reflecting the statistical regularities of their previously experienced environment. Importantly, the strength of adaptation was significantly related to the level of autistic traits that the participant exhibited, measured by the Autism Quotient (AQ). This was specific to the Attention to Detail subscale of the AQ that assesses the perceptual propensity to focus on fine-grain aspects of sensory input at the expense of more integrative perceptions. More severe Attention to Detail was related to weaker adaptation. These results support the predictive coding framework, and suggest that changes in sensory perception commonly reported in autism may contribute to autistic symptomatology.

Autism Spectrum Disorder (ASD) is a pervasive developmental disorder defined by two overarching characteristics: difficulties in social interactions and communication, and restricted interests and repetitive behaviours. With the release of the DSM-51, atypical sensory processing was included as a diagnostic factor. This inclusion reflects a long known association between sensory processing disturbances and ASD, as well as more recent findings that sensory difficulties are in fact one of the most common characteristics of autistic individuals2. One area of sensory processing that has received considerable attention in autism is the ability to integrate sensory information across multiple input modalities3. Typically, when sensory information is processed through more than one modality, for example hearing a voice and seeing the facial articulation of a speaker’s mouth, this information is bound together. The result is a single, unified percept of the event – a process known as multisensory integration. Numerous recent reports suggest that this process may be compromised in autism, particularly as it pertains to the integration of auditory and visual social information4–15. Challenges related to multisensory integration in this population have also been theoretically16 and experimentally17 linked to higher-level cognitive processes that build on the processing of such bound sensory information.

Multisensory integration abilities are not static, but improve throughout typical development concomitantly with an individual’s exposure to the statistical regularities of the environment that predict whether two sensory inputs from different modalities originated from the same external event and thus should be integrated. One
particular environmental cue to integrate is the temporal relationship of two sensory inputs: The more temporally proximate two sensory inputs are, the more likely they are to be integrated as one percept18–31, as shown repeatedly in samples of typically-developed observers. In typical development, audiovisual temporal perception has a protracted developmental course, however, with increases in multisensory temporal acuity observed into adolescence20,32. Autistic children and adolescents, on the other hand, exhibit decreased audiovisual temporal acuity relative to their typically-developed peers4–6,17,33–40. Such decreases in multisensory temporal acuity in autism have been directly linked to their impaired ability to integrate the auditory and visual signals that characterize speech in social interactions6,17.

We hypothesized that this concurrent decrease in multisensory temporal acuity and multisensory integration may be owing to a decreased ability to learn the statistical regularities in the environment. This can be conceptualized in the predictive coding framework. Importantly, this framework suggests that our mental representations of the world rely not only on current sensory information, but also on our past experiences. This has been formally defined using Bayesian statistics, where a weighted, generative model is built from inputs (current sensory information), and from an internal probability map based on prior experience41,42. Through this framework, it has been postulated that autistic individuals may overly weight current sensory inputs relative to prior probabilities. This could arise in two ways. First, autistic individuals may develop a less robust probabilistic representation of the world43–45, i.e. a weak (flat) prior probability distribution45. Difficulty creating a reliable probability map may thus lead to problems understanding the likelihood of co-occurrence of events in the real world. Second, autistic individuals may learn appropriate prior probabilities, but more heavily weight incoming sensory information46. In these ways, perception differences in autism may arise from a decreased ability to compare current sensory information to an internal probabilistic “map” of the world47. Applied to the current topic, autistic individuals may have a decreased ability to learn the statistical temporal regularities between auditory and visual inputs, resulting in difficulties to use temporal coincidence as a reliable cue to integrate sensory information across modalities. Given that temporal proximity is one of the strongest of such cues in typically-developing populations but is less reliable in autistic individuals4–6,17,33–40, this may then result in decreased multisensory integration in this population.

Statistical-learning paradigms have been developed to measure the ability to calibrate one’s perceptions of the world based on the statistical regularities of our environment, including audiovisual temporal statistics. Recent studies have shown that when an individual is immersed in an environment with altered temporal statistics, they adapt to these new statistical regularities in ways that reflect an updated probability map48,49. For example, if an individual is placed into an environment – even for just a few minutes – where visual sensory inputs consistently lead their corresponding auditory inputs, their subjective perception of synchrony will shift towards this new norm. This effect is called temporal recalibration (Fig. 1). This effect can even be seen more subtly in less immersive, trial-to-trial learning. When a participant is exposed to a single example of an asynchronous stimulus (e.g., visual information leading auditory information by 150 ms), a subsequent presentation with a visual lead is more likely to be perceived as synchronous than it would be if the initial stimulus was synchronous or auditory leading65,51. Rapid temporal recalibration has been preliminarily explored in ASD and these studies suggest that autistic children may indeed exhibit a decrease in statistical learning52. To our knowledge, however, the more immersive variants of these statistical learning paradigms have not been related to autistic symptomatology48.

Figure 1. Temporal Recalibration. (A) The point of subjective simultaneity (PSS) is the temporal offset at which an individual is most likely to perceive an auditory and a visual sensory input as synchronous, and at which point an individual is most likely to integrate the auditory and visual information. AV stands for auditory input leading the visual input, VA stands for visual input leading auditory input. (B) When the statistical regularities of auditory and visual inputs are systematically altered, the point of subjective simultaneity adaptively shifts, an effect known as temporal recalibration. In this example, a participant was exposed to an asynchronous stimulus with visual information leading auditory information. As a result, a subsequent presentation with a visual lead is more likely to be perceived as synchronous than it would be if the initial stimulus was synchronous or auditory leading.
Here, we take the next step in understanding the possible mechanistic role that statistical learning plays in decreased multisensory integration in autism, and explored the relationship between statistical learning and sub-clinical autistic traits in a non-clinical sample. Participants were exposed to three adaptation conditions: synchronous (SYNC, Fig. 2A), consistent auditory-leading by 235ms (B), and consistent visual-leading by 235ms (C) presentations. Following each adaptation phase, participants completed a simultaneity judgement task with stimulus onset asynchronies (SOA) between the visual and auditory input ranging from −400 to +400 ms, (D) interleaved with 10 s adaptation boosters identical to the adaptation phase (E).

Figure 2. Experimental Design. Stimuli included visual flashes (rings) and auditory beeps (depicted by musical notes). Participants were exposed to three-minute adaptations of synchronous (A), consistent auditory-leading by 235ms (B), and consistent visual-leading by 235ms (C) presentations. Following each adaptation phase, participants completed a simultaneity judgement task with stimulus onset asynchronies (SOA) between the visual and auditory input ranging from −400 to +400 ms, (D) interleaved with 10 s adaptation boosters identical to the adaptation phase (E).
autism in which one attends more to fine-grained details of the world at the expense of more integrative, gestalt perceptions. We hypothesized that individuals presenting with higher levels of autistic traits, and specifically a greater focus on local aspects of sensory inputs, will show weaker statistical learning abilities.

Results

Each individual’s proportion of perceived synchrony (number of trials perceived synchronous relative to total number of trials) for each SOA in each adaptation condition was calculated (Fig. 3A). Gaussian curves were fit to each individual’s proportions of perceived synchrony. From these curves, the SOA at which an individual was most likely to perceive the presentations as synchronous was extracted for each condition (Fig. 3B; SYNC mean = 4.07 ms, SE = 5.95 ms; AV mean = 4.38 ms, SE = 7.35 ms; VA mean = 51.50 ms, SE = 8.87 ms), known as the Point of Subjective Simultaneity (PSS; Fig. 1A).

A repeated-measures ANOVA was conducted with respect to individual’s PSS, with adaptation condition as the within-subject factor (SYNC, AV, VA), revealing a significant main effect of adaptation condition (p < 0.001, F(2,52) = 28.62, ηp² = 0.35). The assumption of sphericity was not violated (p = 0.38, χ²(2) = 1.94). Post Hoc, pairwise t-tests with a Bonferroni correction revealed significant differences between the VA condition and the SYNC (p < 0.001; t = 6.23, d = 0.85) and AV (p < 0.001; t = 6.30, d = 0.79) conditions, but not between the SYNC and AV conditions (p = 0.96, t = 0.05, d = 0.01). Thus, a significant adaptation effect was observed in the VA condition but not in the AV condition, indicating that shifts in PSS were seen in the VA but not the AV adaptation condition.

Given the significant adaptation effect in the VA condition, a VA adaptation effect was calculated for each individual as the difference between the VA condition and the SYNC condition (mean = 47.43 ms, SE = 7.69 ms). To ensure that this effect was not driven by a minority of individuals showing a large effect, a binomial test was conducted testing for the proportion of individuals showing a positive shift following visual-leading adaptations (C), indicated by points being above and to the left of the unity line.

Exploratory analyses of VA adaptation to the other subscales of the AQ revealed no significant effects at either a Bonferroni corrected level (α = 0.0125) or an uncorrected level (Social Skills, p = 0.71, r = 0.05; Attention to Detail, p = 0.53, r = 0.09). It is important to note that these effects were not significant, indicating that the adaptation effect observed in the VA condition was not driven by a minority of participants with higher AQ scores, and suggesting that the effect observed in the VA condition is specific to this subscale.
Attention to Detail

The non-significant AV adaptation effect was not correlated with any AQ scales (Total, $p = 0.70$, $r = -0.06$; Attention to Detail, $p = 0.42$, $r = -0.12$; Social Skills, $p = 0.64$, $r = -0.07$; Attention Switching, $p = 0.25$, $r = 0.16$; Communication, $p = 0.44$, $r = -0.11$; Imagination, $p = 0.97$, $r = 0.01$).

Discussion

Atypical sensory perception in autism has been widely reported, including changes in the manner in which autistic individuals integrate sensory information across sensory modalities. Here, we have demonstrated that these difficulties may be related to a decreased ability to make use of environmental statistical regularities that are commonly used to accurately associate sensory inputs across modalities. Specifically, the autistic trait of Attention to Detail, which captures the tendency to focus on individual pieces of information at the expense of perceiving more global, perceptual wholes, was associated with a decreased ability to update representational maps of environmental temporal statistics relative to a current sensory input. In short, the greater an individual's focus on local aspects of sensory inputs, the less likely they were to recalibrate their perception of temporal synchrony. Such temporal synchrony perception is of specific interest, as it is one of the strongest cues to integrate information across the senses.

Temporal recalibration and ASD traits. Throughout development, the temporal relationship between two incoming sensory inputs develops into a strong cue to bind these inputs, as individuals implicitly learn the temporal statistics of the environment surrounding them. Such cues lead individuals to integrate auditory and visual information that occur within a narrow window of time$^{30,32}$, known as the temporal binding window$^{31,32}$. This temporal window develops asymmetrically, reflecting the statistics of the environment where visual information reaches the retina prior to auditory information reaches the cochlea. As such, individuals are more tolerant of visual-leading sensory inputs$^{20,32}$.

Statistical learning of the temporal regularities of the environment does not stop after early development, but perceptual systems instead remain quite plastic. Previous research has shown that exposure to artificial environments in which temporal regularities are systematically altered, as in the current study, results in temporal recalibration such that an individual's perception of synchrony shifts towards the temporal regularities of this new environment$^{48,49}$. In fact, such temporal recalibration can occur even on the timescale of single-trial recalibration. For example, when a single presentation of an audiovisual stimulus pair is presented asynchronously, such as with a visual lead, individuals are more likely to perceive a subsequent visual-leading trial as synchronous and less likely to perceive an auditory-leading trial as synchronous$^{30,32}$.

One current theory of autism, within the predictive coding framework, postulates that an underlying factor impacting autism is an increased ability to appropriately integrate prior, historical representation of the world and current sensory inputs$^{43-45,62,63}$. Relevant to the current study, this hypothesis predicts that individuals on the spectrum are less able to utilize statistical temporal regularities in the environment to enable the use of temporal synchrony of two sensory inputs as a cue to bind. The data collected in this study support this hypothesis. Individuals that showed a high level of the autistic trait of Attention to Detail, which measures the tendency to default towards local over global processing, were less likely to adapt to the statistics of the artificial environment created in the adaptation phases of the current study, and thus showed weaker temporal recalibration.

To our knowledge, no similar studies relating autistic traits with temporal recalibration have been conducted. However, there has been one rapid recalibration study in ASD which reported atypical single-trial learning of audiovisual temporal perception$^{32}$. In that study, autistic and TD children completed a simultaneity judgment task using the same simple flash-beep stimuli as used in the current experiment, and measured the difference in PSS based on whether the previous trial had been visual or auditory leading. Autistic children exhibited a decrease in rapid temporal recalibration relative to their TD peers with such basic stimuli, providing converging evidence that statistical learning may be impaired in autism.

An impairment in statistical learning of audiovisual temporal regularities in autism may have several downstream consequences, whether due to decreased prior or overweighting current inputs. First, acuity in audiovisual temporal perception, as previously stated, provides a strong cue to bind sensory information across the senses. Diminished acuity in audiovisual temporal perception impairs the ability to detect temporal regularities between events and may then impact multisensory integration abilities in autism. Indeed, numerous studies have shown impaired multisensory temporal perception in autism$^{34,35}$, and likewise many have shown impaired multisensory integration$^{36,37}$. Two such studies reported an explicit link between multisensory temporal perception in ASD and this ability to integrate audiovisual speech signals, where individuals with less precise temporal perception showed concomitant decreases in integration$^{36,37}$. Furthermore, recent evidence has linked these decreases in multisensory temporal perception and audiovisual integration to decreased speech perception abilities in ASD$^{37}$, suggesting that atypical sensory processing may directly affect social communication, one of the diagnostic criteria for ASD. It seems plausible then, that multisensory temporal processing in autistic children is predictive of speech perception abilities$^{37}$, which may then map on to the Communication subscale of the AQ. This was not the case found here, though the items loading on to the Communication subscale focus on higher level communication (i.e. “I frequently find that I don’t know how to keep a conversation going.”) relative to speech perception. With that said, the failure here to find a significant relationship ($p = 0.40$) should not be mistaken for evidence that there is not relationship.

Given that temporal recalibration correlated with only the Attention to Detail subscale, it is worth discussing the relationship between symptoms related to ASD. A diagnosis of ASD requires not only a single diagnostic symptom, but multiple symptoms across two subdomains, social and communicative issues as well as restricted interests and repetitive behaviours (RRBs), with sensory issues falling into the latter category. While symptoms from both of these categories are necessary, factor analyses clustering the presence/severity of these symptoms...
revealed that RRBs, including sensory issues, strongly clustered together, but were only weakly associated with social and communicative issues\textsuperscript{48}. It should be noted, however, that while Attention to Detail and multisensory perception are both particularly relevant to ASD, these two abilities may be mechanistically related beyond the realm of ASD, even in the broader phenotype: That is, being more focused on detailed attributes of the environment may lead to a decrease in perception or statistical relationships between items in the environment in general.

**Statistical learning in Autism.** The current results present strong evidence for a decrease in temporal recalibration related to ASD traits. Temporal recalibration, however, is only one form of statistical learning. To date, there have been many accounts of statistical learning being impacted in ASD\textsuperscript{43–45,47,65,66}; however, these results have been far from universal, with a number of studies also showing intact statistical learning\textsuperscript{67,68}. These studies of statistical learning in autism have typically been discussed in Bayesian terms through the predictive coding framework, where it has been hypothesized that autistic individuals have difficulties incorporating prior information about the statistical regularities of the world with current, incoming sensory information\textsuperscript{41,42}. This difficulty has been hypothesized to arise from a failure to develop a robust probabilistic representation of the world\textsuperscript{43,44,50} or that the current sensory input is given proportionately greater weight that the priors, resulting in prediction errors\textsuperscript{46}.

Bayesian modeling of adaptation effects more generally has explored the differential effects that a flat prior probability map and a change in the weighting, or reliability, of incoming sensory information would have on such adaptation\textsuperscript{69}. These models suggest that adaptation itself likely does not result from an update or prior probability maps, but instead that adaptation results from changes in reliability in the vicinity of the adapting stimulus, thus changing the likelihood probabilities. In autism the, it has been hypothesized that these representations of incoming sensory information and their associated prediction errors are too precise\textsuperscript{46}. When prediction errors are overly precise, an individual sensory input is more likely to be heavily weighted, or treated as novel as opposed to a repetition of a previous experience. As a novel input, the sensory input is thus not compared to a prior probability map, and there is a subsequent failure to incorporate such prediction errors into generative prior probability maps. This conceptualization has been encapsulated in the High, Inflexible Precision of Prediction Errors in Autism (HIPPEA) model\textsuperscript{46}.

While the HIPPEA model describes statistical learning in autism in general, a similar conceptualization has been formulated specifically related to multisensory temporal processing in autism\textsuperscript{70}. It has been hypothesized that highly weighted prediction errors during temporal order judgments (“which came first”) or simultaneity judgments, as used in the current study may lead to wider TBWs in autism\textsuperscript{46,39,40}, an effect that may be exacerbated by the nature of the task, where participants are explicitly directed to compare differences between the stimuli\textsuperscript{71}. It should be noted that this concept has not been tested in terms of measuring standard neurological indices, such as increased beta-band activity\textsuperscript{72}.

**Asymmetry in temporal recalibration.** The finding that multisensory temporal perception can be recalibrated via adaptation after exposure to consistently asynchronous audiovisual presentations confirms previous reports of this effect\textsuperscript{44,55}. These data also exhibited an asymmetrical effect of VA and AV adaptation, whereby VA adaptation induced a significant temporal recalibration but AV adaptation did not. Previous reports have shown numerically greater shifts with VA adaptations relative to synchronous exposure in similar paradigms\textsuperscript{49}, and a study of perceptual learning using a feedback paradigm to narrow the temporal binding window has also concluded that the auditory-leading side of the window was not malleable\textsuperscript{51}. Thus, there is converging evidence for asymmetrical plasticity of audiovisual temporal integration with a number of possible accounts. The first is based upon the fact that the relative timing of incoming auditory and visual sensory information is highly variable depending on the physical distance from the source – the further the source, the more visual leading the input becomes. Thus, the processing of visual-leading inputs may be more sensitive to adaptive recalibration. In a similar manner, auditory-leading sensory pairs are extremely rare relative to their visual-leading counterparts in the natural environment. Putting this in terms of Bayesian priors, the probability of an auditory stimulus input preceding a visual input that originates from the same source may be so heavily outweighted by prior experience that a three-minute exposure to AV adaptation may not be enough to overcome this prior weighting.

A separate account is derived from recent preliminary evidence suggesting that there may be distinct mechanisms underlying the integration of auditory- and visual-leading multisensory inputs\textsuperscript{73}. In this study, participants underwent a perceptual-learning paradigm aimed at narrowing the temporal binding window\textsuperscript{25,24–26}. Importantly, this study\textsuperscript{25} specifically attempted to manipulate the perception of synchrony on the left (AV) and the right (VA) side of the window independently. This study found that the auditory-leading side of the window was not malleable, and that visual-leading training only improved perception of visual-leading presentations and not auditory-leading presentations. Likewise, auditory-leading training did not improve perception of visual-leading stimuli. The current findings, that VA adaptation induces temporal recalibration while AV adaptation does not, provide further support for the possibility of separate mechanisms.

**Conclusions**

This study was the first to our knowledge to report a relationship between statistical learning abilities and specific autistic traits. Individuals that showed high levels of Attention to Detail were likely to show weaker adaptations to the statistical temporal regularities of their environment. These data support the predictive coding hypothesis of autism, suggesting that a decreased reliance on previous perceptual experiences may be related to autism symptomatology. The finding that only adaptation to visual-leading presentations evoked temporal recalibration also provides evidence that the integration of auditory- and visuo-leading multisensory inputs may in part be supported by distinct mechanisms.
Methods

Participants. A total of 60 undergraduate students from the University of Toronto participated in this study. Six participants were excluded from analyses because their results exceeded the sample’s average PSS by over three standard deviations, suggesting that they failed to follow the task instructions and properly complete the task, resulting in 54 participants (44 female, mean age = 19 years). All participants reported normal or normal-to-corrected vision and hearing, as well as absence of neurological disorders. All procedures were approved by the University of Toronto Research Ethics Board and conformed to the standards of the Canadian Tri-Council Research Ethics guidelines, and written, informed consent was obtained from all participants prior to participation.

Procedure. Overview. Experimental designs were adapted from Fujisaki et al., 2004. All participants completed a simultaneity judgment (SJ) practice run, followed by three experimental conditions. Each experimental condition consisted of either a synchronous, auditory-leading, or visual-leading adaptation phase (Fig. 2A–C), followed by interleaved SJ trials and adaptation boosters (Fig. 2D,E). Experimental condition orders were counterbalanced across participants. Following behavioural testing, each participant completed the Autism Quotient (AQ)\(^5\) to assess autistic traits. All tasks were completed in light and sound controlled testing rooms. Participants sat at a fixed distance from a computer monitor (60 cm) and keyboard, stabilized by a chin rest. Participants were told to attend to the fixation throughout the study, and answer all questions as quickly and accurately as possible. Researchers monitored participant compliance with a live stream camera. All stimuli were presented in Matlab using the Psychtoolbox\(^7\)^8.

Practice. Prior to experimental conditions, participants completed a practice SJ task. During the SJ practice, auditory and visual stimulus pairs were presented with stimulus onset asynchronies (SOA) that ranged from −400 ms (audio-leading) to +400 ms (visual-leading) in 100 ms increments, and participants were asked to report whether they perceived the two stimuli as occurring at the same time or at different times. If perceived at the same time, participants pressed ‘S’ on the keyboard; if different, they pressed ‘D’ on the keyboard. Six trials at each SOA were presented, amounting to 54 practice trials. Trial orders were randomized. Visual stimuli consisted of a white ring surrounding a fixation cross presented for 33 ms. Auditory stimuli consisted of a 1000 Hz pure-tone beep presented for 33 ms via sound cancelling headphones.

Adaptation. Each experimental condition began with a three-minute adaptation phase, during which participants were continually presented with audiovisual stimulus pairs with a fixed temporal relationship. In the synchronous condition (SYNC), audiovisual pairs were presented at the same time. In the visual-leading condition (VA), the visual stimulus onset preceded the auditory onset by 235 ms, and in the audio-leading condition (AV), the auditory stimulus onset preceded the visual onset by 235 ms. These offsets were chosen based on Fujisaki et al.'s 2004 study in which they reported that 235 ms offsets produced the strongest temporal recalibration. Stimuli were identical to those in the SJ task, except instead of a fixation cross, a fixation dot was presented centrally. The time interval between adjacent adaptation stimulus pairs was randomly jittered with a 776 ± 259 ms fixation in order to maximize stimulus density while avoiding unintended audiovisual grouping.

To ensure participants’ attentiveness during adaptation, they were instructed to complete an orthogonal deviant detection task. This involved pressing the spacebar whenever they observed either a smaller visual stimulus (two-thirds the original size during adaptation) or heard a lower-pitch beep (500 Hz). These deviants appeared on average once every 20 trials with random spacing. As such, participants were required to pay attention to both stimulus modalities.

Simultaneity judgment task. Following the three-minute adaptation exposure, participants completed SJ tasks identical to those in the practice run, interleaved with adaptation boosters. Boosters included ten seconds of adaptation identical to that in the adaptation phase. At the end of each booster, the fixation dot was replaced with a fixation cross, indicating that an SJ trial was beginning. The fixation cross with a randomly jittered duration ranging from between 1500 and 2500 s, followed by an SJ trial. The subsequent adaptation booster began immediately following participant response. Six trials at each SOA were presented for a total of 54 trials, with trial orders randomized. Each condition lasted for a duration of 15 minutes. For a graphical representation of each experimental condition’s format, see Fig. 3B.

Autistic traits. An online version of the AQ\(^5\) was administered after the behavioural portion of the experiment using Qualtrics. The AQ assesses five areas typically associated with autistic traits: social skills, attention switching, attention to detail, communication, and imagination. Each scale is represented by ten items, and each item is rated on a four-point Likert scale, with higher scores corresponding with increased ASD symptoms. The AQ has high internal consistency (Cronbach’s α = 0.97) and test-retest reliability (r = 0.85). Of particular interest here is the Attention to Detail subscale, a ten-item subscale with resultant scores ranging from 0–10. An example AQ item belonging to the Attention to Detail subscale is the following: “I usually concentrate more on the whole picture, rather than the small details.”

Analysis. Analysis of the SJ task was modeled after Fujisaki et al.’s original 2004 work. For each individual and for each adaptation condition, mean rates of perceived synchrony were fitted with a Gaussian curve using the fit function in Matlab. The point of subjective simultaneity (PSS), or the point at which each individual, on each adaptation condition, was most likely to report a stimulus pair as synchronous, was then extracted from the fitted Gaussian. An initial, repeated measures ANOVA was conducted across the three adaptation conditions, followed by post hoc pairwise comparisons.
Adaptation effects for the AV and VA conditions were then calculated for each individual, as the shift in PSS seen with each condition relative to the PSS measured in the SYNC condition. Following any findings of significant temporal adaptation, these adaptation effects were then correlated with (1) participants’ Attention to Detail subscale of the AQ, and (2) participants’ overall AQ scores, with the hypothesis that individuals who exhibited high levels of autistic traits, and particularly in the Attention to Detail subscale, would show the lowest levels of adaptation. Following these a priori analyses, exploratory analyses were conducted correlating significant adaptation effects to the remaining four subscales of the AQ. Bonferroni corrections were used for all post hoc analyses, here resulting in $\alpha = 0.0125$.

Data availability. The datasets generated during and/or analysed during the current study are available from the corresponding author on reasonable request.

References

1. APA. Diagnostic and statistical manual of mental disorders: DSM-5. 5th edn, (American Psychiatric Association, 2013).
2. Dunn, W. & Westman, K. The sensory profile: The performance of a national sample of children without disabilities. *American Journal of Occupational Therapy* **51**, 25–34 (1997).
3. Baun, S. H., Stevenson, R. A. & Wallace, M. T. Behavioral, perceptual, and neural alterations in sensory and multisensory function in autism spectrum disorder. *Progress in neurobiology* **134**, 140–160 (2015).
4. Boer-Schellekens, L., Eussen, M. & Vroomen, J. Diminished sensitivity of audiovisual temporal order in autism spectrum disorder. *Front Integr Neurosci* **7**, 8 (2013).
5. Kwakye, L. D., Foss-Feig, J. H., Cascio, C. J., Stone, W. L. & Wallace, M. T. Auditory and multisensory processing in autism spectrum disorders. *Front Integr Neurosci* **4**, 129 (2011).
6. Stevenson, R. A. et al. Multisensory temporal integration in autism spectrum disorders. *J Neurosci* **34**, 691–697 (2014).
7. Stevenson, R. A. et al. Brief report: arrested development of audiovisual speech perception in autism spectrum disorders. *J Autism Dev Disord* **44**, 1470–1477 (2014).
8. Stevenson, R. A. et al. Evidence for diminished multisensory integration in autism spectrum disorders. *J Autism Dev Disord* **44**, 3161–3167 (2014).
9. de Gelder, B. & Vroomen, J. & Van der Heide, L. Face recognition and lip-reading in autism. *European Journal of Cognitive Psychology* **3**, 69–86 (1991).
10. Williams, J., Massaro, D. W., Peel, N. I., Bosseler, A. & Suddendorf, T. Visual-auditory integration during speech imitation in autism. *Research in Developmental Disabilities* **25**, 539–575 (2004).
11. Irwin, J. R., Tornatore, L. A., Brancazio, L. & Whalen, D. H. Can children with autism spectrum disorders “hear” a speaking face? *Child Development* **82**, 1397–1403 (2011).
12. Mongillo, E. et al. Audiovisual processing in children with and without autism spectrum disorders. *Journal of Autism and Developmental Disorders* **38**, 1349–1358 (2008).
13. Bébé, J. M., Schroeder, J. H. & Weiss, J. A. The McGurk Effect in Children With Autism and Asperger Syndrome. *Autism Research* (2013).
14. Van der Burg, E., Olvers, C. N., Bronkhorst, A. W. & Theeuwes, J. Pip and pop: nonspatial auditory signals improve spatial visual search. *J Exp Psychol Hum Percept Perform* **34**, 1053–1065 (2008).
15. Stevenson, R. A. et al. Multisensory speech perception in autism spectrum disorder: From phoneme to whole-word perception. *Autism Research* (2017).
16. Stevenson, R. A., Segers, M., Ferber, S., Barense, M. D. & Wallace, M. T. The impact of multisensory integration deficits on speech perception in children with autism spectrum disorders. *Front Psychol* **5**, 379 (2014).
17. Stevenson, R. A. et al. The cascading influence of low-level multisensory processing on speech perception in autism. *Autism* (2017).
18. Conrey, B. & Pisoni, D. B. Auditory-visual speech perception and synchrony detection for speech and nonspeech signals. *The Journal of the Acoustical Society of America* **119**, 4065–4073 (2006).
19. Dixon, N. F. & Spitz, L. The detection of auditory visual desynchrony. *Perception* **9**, 719–721 (1980).
20. Hillock, A. R., Powers, A. R. & Wallace, M. T. Binding of sights and sounds: age-related changes in multisensory temporal processing. *Neuropsychologia* **49**, 461–467 (2011).
21. van Atteveldt, N. M., Formisano, E., Blomert, L. & Goebel, R. The effect of temporal asynchrony on the multisensory integration of letters and speech sounds. *Cereb Cortex* **17**, 962–974 (2007).
22. van Wassenhove, V., Grant, K. W. & Poeppel, D. Temporal window of integration in auditory-visual speech perception. *Neuropsychologia* **45**, 598–607 (2007).
23. Stevenson, R. A., Altieri, N. A., Kim, S., Pisoni, D. B. & James, T. W. Neural processing of asynchronous audiovisual speech perception. *NeuroImage* **49**, 3308–3318 (2010).
24. Stevenson, R. A., VanDerKlok, R. M., Pisoni, D. B. & James, T. W. Discrete neural substrates underlie complementary audiovisual speech integration processes. *NeuroImage* **55**, 1339–1345 (2011).
25. Stevenson, R. A. & Wallace, M. T. Multisensory temporal integration: task and stimulus dependencies. *Experimental brain research. Experimentelle Hirnforschung. Experimentation cerebrale* **227**, 249–261 (2013).
26. Keetels, M. & Vroomen, J. The role of spatial disparity and hemifields in audio-visual temporal order judgments. *Experimental brain research. Experimentelle Hirnforschung* **167**, 635–640 (2005).
27. Powers, A. R. III, Hillock, A. R. & Wallace, M. T. Perceptual training narrows the temporal window of multisensory binding. *J Autism Dev Disord* **29**, 12265–12274 (2009).
28. Cappelletti, M., Guest, S., Shore, D. I. & Spence, C. Audio-visual simultaneity judgments. *Perception & psychophysics* **7**, 531–544 (2005).
29. Wallace, M. T. et al. Unifying multisensory signals across time and space. *Experimental brain research. Experimentelle Hirnforschung* **158**, 252–258 (2004).
30. Stevenson, R. A., Wilson, M. M., Powers, A. R. & Wallace, M. T. The effects of visual training on multisensory temporal processing. *Experimental brain research. Experimentelle Hirnforschung. Experimentation cerebrale* **225**, 479–489 (2013).
31. Stevenson, R. A., Zemtsov, R. K. & Wallace, M. T. Individual Differences in the Multisensory Temporal Binding Window Predict Susceptibility to Audiovisual Illusions. *J Exp Psychol Hum Percept Perform* (2012).
32. Hillock-Dunn, A. & Wallace, M. T. Developmental changes in the multisensory temporal binding window persist into adolescence. *Dev Sci* **15**, 688–696 (2012).
33. Collignon, O. et al. Reduced multisensory facilitation in persons with autism. *Cortex; a journal devoted to the study of the nervous system and behavior* **49**, 1704–1710 (2013).
34. Foss-Feig, J. H. et al. An extended multisensory temporal binding window in autism spectrum disorders. *Experimental brain research. Experimentelle Hirnforschung* **203**, 381–389 (2010).
35. Grossman, R. B., Schneiders, M. H. & Tager-Flusberg, H. Slipped lips: onset asynchrony detection of auditory-visual language in autism. J Child Psychol Psychiatry 50, 491–497 (2009).

36. Grossman, R. B., Steinhardt, E., Mitchell, T. & McIvaine, W. “Look who’s talking!” Gaze Patterns for Implicit and Explicit Audio-Visual Speech Synchrony Detection in Children With High-Functioning Autism. Autism Research, (2015).

37. Fatten, E., Watson, L. R. & Baranek, G. T. Temporal Synchrony Detection and Associations with Language in Young Children with ASD. Autism Research and Treatment 2014 (2014).

38. Wojnarowski, T. G. et al. Multisensory speech perception in children with autism spectrum disorders. J Autism Dev Disord 43, 2891–2902 (2013).

39. Bebko, J. M., Weiss, J. A., Demark, J. L. & Gomez, P. Discrimination of temporal synchrony in intermodal events by children with autism and children with developmental disabilities without autism. J Child Psychol Psychiatry 47, 88–98 (2006).

40. Stevenson, R. A. et al. Keeping time in the brain: Autism spectrum disorder and audiovisual temporal processing. Autism Res (2015).

41. Pouget, A., Dayan, P. & Zemel, R. S. Inference and computation with population codes. Annu Rev Neurosci 26, 381–410 (2003).

42. Pulzo, Z. Perception viewed as an inverse problem. Vision Res 41, 3145–3161 (2001).

43. Sinha, P. et al. Autism as a disorder of prediction. Proc Natl Acad Sci USA 111, 15220–15225 (2014).

44. van Boxtel, J. J. & Lu, H. A predictive coding perspective on autism spectrum disorders. Front Psychol 19, 2013.

45. Pellucano, E. & Burr, D. When the world becomes ‘too real’: a Bayesian explanation of autistic perception. Trends in cognitive sciences 16, 504–510 (2012).

46. Van de Cruys, S. et al. Precise minds in uncertain worlds: predictive coding in autism. Psychological review 121, 649 (2014).

47. Zaidel, A., Goin-Kochel, R. P. & Angelaki, D. E. Self-motion perception in autism is compromised by visual noise but integrated optimally across multiple senses. Proceedings of the National Academy of Sciences 112, 6461–6466 (2015).

48. Fujisaki, W., Shimozo, S., Kashino, M. & Nishida, S. Recalibration of audiovisual simultaneity. Nature neuroscience 7, 773–778 (2004).

49. Vroomen, J., Keestels, M., de Gelder, B. & Bertelson, P. Recalibration of temporal order perception by exposure to audio-visual asynchrony. Brain Res Cogn Brain Res 22, 32–35 (2004).

50. Van der Burg, E. & Goodbourn, P. T. Rapid, generalized adaptation to asynchronous audiovisual speech. Proceedings of the Royal Society of London B: Biological Sciences 282, 20143083 (2015).

51. Van der Burg, E., Alais, D. & Cass, J. Rapid recalibration to audiovisual asynchrony. Journal of neuroscience 33, 14633–14637 (2013).

52. Noel, J. P., De Niear, M. A., Stevenson, R., Alais, D. & Wallace, M. T. Atypical rapid audio-visual temporal recalibration in autism spectrum disorders. Autism Research (2016).

53. Baron-Cohen, S., Wheelwright, S., Skinner, R., Martin, J. & Clubley, E. The autism-spectrum quotient (AQ): Evidence from asperger syndrome/high-functioning autism, males and females, scientists and mathematicians. Journal of autism and developmental disorders 31, 5–17 (2001).

54. Happe, F. Autism: cognitive deficit or cognitive style? Trends Cogn Sci 3, 216–222 (1999).

55. Happe, F. & Frith, U. The weak coherence account: detail-focused cognitive style in autism spectrum disorders. J Autism Dev Disord 36, 5–25 (2006).

56. Hairston, W. D., Burdette, J. H., Flowers, D. L., Wood, F. B. & Wallace, M. T. Altered temporal profile of visual-auditory multisensory interactions in dyslexia. Experimental brain research. Experimentelle Hirnforschung 166, 474–480 (2005).

57. Wallace, M. T. & Stevenson, R. A. The construct of the multisensory temporal binding window and its dysregulation in developmental disabilities. Neuropsychologia 64C, 105–123 (2014).

58. Fister, J. K., Stevenson, R. A., Nidiffer, A. R., Barnett, Z. P. & Wallace, M. T. Stimulus intensity modulates multisensory temporal processing. Neuropsychologia (2016).

59. Stevenson, R. A. & Wallace, M. T. Multisensory temporal integration: task and stimulus dependencies. Experimental brain research. Experimentelle Hirnforschung 227, 249–261 (2013).

60. Stevenson, R. A., Wallace, M. T. & Altieri, N. The interaction between stimulus factors and cognitive factors during multisensory integration of audiovisual speech. Front Psychol 5, 352 (2014).

61. Stevenson, R. A., Zemsrov, R. K. & Wallace, M. T. Individual differences in the multisensory temporal binding window predict susceptibility to audiovisual illusions. J Exp Psych Hum Percept Perform 38, 1517–1529 (2012).

62. Pellicano, E. & Burr, D. When the world becomes ‘too real’: a Bayesian explanation of autistic perception. Trends Cogn Sci 16, 504–510 (2012).

63. Van de Cruys, S. et al. Precise minds in uncertain worlds: predictive coding in autism. Psychological review 121, 649–675 (2014).

64. Beuker, K. T. et al. The structure of autism spectrum disorder symptoms in the general population at 18 months. Journal of autism and developmental disorders 43, 45–56 (2013).

65. Scott-Van Zeeland, A. A. et al. No neural evidence of statistical learning during exposure to artificial languages in children with autism spectrum disorders. Biological psychiatry 68, 345–351 (2010).

66. Molesworth, C., Chevalier, C., Happe, F. & Hampton, J. A. Children with autism do not show sequence effects with auditory stimuli. Journal of Experimental Psychology: General 144, 48 (2015).

67. Nemeth, D. et al. Learning in autism: implicitly superb. PLoS one 5, e11731 (2010).

68. Brown, J., Azel, B., Jiménez, L., Kaufman, S. B. & Grant, K. P. Implicit implicit learning in autism spectrum conditions. The Quarterly journal of experimental psychology 63, 1789–1812 (2010).

69. Stocker, A. A. & Simoncelli, E. P. In Advances in neural information processing systems 1289–1296.

70. Chan, J. S., Langer, A. & Kaiser, J. Temporal integration of multisensory stimuli in autism spectrum disorder: a predictive coding perspective. Journal of Neural Transmission 123, 917–923 (2016).

71. Poloc, E. & Bekkering, H. A review of intentional and cognitive control in autism. Frontiers in psychology 3 (2012).

72. Bastos, A. M. et al. Canonical microcircuits for predictive coding. Neuron 76, 695–711 (2012).

73. Cecere, R., Gross, J. & Thut, G. Behavioural evidence for separate mechanisms of audiovisual temporal binding as a function of leading sensory modality. European Journal of Neuroscience 43, 1561–1568 (2016).

74. Schlesinger, J. J., Stevenson, R. A., Shotwell, M. S. & Wallace, M. T. Improving pulse oximetry pitch perception with multisensory perceptual training. Anesth Analg 118, 1249–1253 (2014).

75. Stevenson, R. A., Wilson, M. M., Powers, A. R. & Wallace, M. T. The effects of visual training on multisensory temporal processing. Experimental brain research. Experimentelle Hirnforschung 225, 479–489 (2013).

76. McGovern, D. P., Roudaia, E., Newell, F. N. & Roach, N. W. Perceptual learning shapes multisensory causal inference via two distinct mechanisms. Scientific reports 6 (2016).

77. Brainard, D. H. The Psychophysics Toolbox. Spatial vision 10, 433–436 (1997).

78. Pelli, D. G. The VideoToolbox software for visual psychophysics: transforming numbers into movies. Spatial vision 10, 437–442 (1997).
Author Contributions
R.A.S. designed and coded the experiment. J.K.T. and A.Y. recruited and ran participants. R.A.S., J.K.T., A.Y., R.M.A.B., and S.E.S. analyzed and interpreted the data. R.A.S., A.Y., and R.M.A.B. drafted the manuscript, and all authors edited and approved of the final manuscript. R.A.S., M.D.B., and S.F. supervised the work.

Additional Information
Competing Interests: The authors declare that they have no competing interests.

Publisher's note: Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2017