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Abstract Pneumonia is the primary cause of death in children under the age of 5 years. Faster and more accurate laboratory testing aids in the prescription of appropriate treatment for children suspected of having pneumonia, lowering mortality. In this work, we implement a deep neural network model to efficiently evaluate pediatric pneumonia from chest radio graph images. Our network uses a combination of convolutional and capsule layers to capture abstract details as well as low level hidden features from the the radio graphic images, allowing the model to generate more generic predictions. Furthermore, we combine several capsule networks by stacking them together and connected them with dense layers. The joint model is trained as a single model using joint loss and the weights of the capsule layers are updated using the dynamic routing algorithm. The proposed model is evaluated using benchmark pneumonia dataset[14], and the outcomes of our experimental studies indicate that the capsules employed in the network enhance the learning of disease level features that are essential in diagnosing pneumonia. According to our comparison studies, the proposed model with Convolution base from InceptionV3 attached with Capsule layers at the end surpasses several existing models by achieving an accuracy of 94.84%. The proposed model is superior in terms of various performance measures such as accuracy and recall, and is well suited to real-time pediatric pneumonia diagnosis, substituting manual chest radiography examination.
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1 Introduction

Pneumonia is a type of respiratory infection caused by bacterial infection [16]. With the world under the grip of COVID-19, pneumonia has once again taken centre stage due to symptoms similar to COVID-19 [10]. According to the World health Organization (WHO) statistics, pneumonia accounts for 15% of all deaths in children under the age of five. Majority of these deaths are avoidable if the disease is appropriately diagnosed [22]. The most widely used method for diagnosing pneumonia is manual chest radio graph analysis, but it is impractical and less reliable on a large scale [9]. Hence, there is a strong need for Computer Aided Diagnosis (CAD) tools that aid in the diagnosis of pneumonia.

In recent years, research community shifted their focus on building fully automated tools for “reading chest radio graphs” and this has been an active research area. Following the advent of deep learning, numerous Convolutional Neural Network (CNN) models have been developed and successfully used for diagnosing pneumonia from radio graph images [13]. According to the empirical studies in the literature, adding more convolutional layers to the model improves the precision of
Table 1 Recent Neural network Models on chest Radio graphs

| Ref              | Description                                                                 | Scores          |
|------------------|------------------------------------------------------------------------------|-----------------|
| Ozturk [18]      | Customised Darknet Model                                                     | Avg Recall: 85.35% |
| Ayan [4]         | Uses Pretrained VGG16 model with ImageNet weights                             | Accuracy: 87.00% |
| Muhammad Irfan [12] | DNN with CNN and LSTMS layers                                                | Recall: 88.10%   |
| Sharma [23]      | Uses two convolutional Neural Networks; One for feature extraction; Other for classification of pneumonia | Accuracy: 90.68% |
| Narin [17]       | Transfer learning on pretrained models                                       | Recall: 92.10%   |
| Kermani [14]     | Follows transfer learning approach; Fine-tuning of InceptionV3; Critical pre-processing approaches | Accuracy: 93.20 |
| Stephen [24]     | Customised CNN from scratch                                                  | Accuracy: 93.73% |
| Samir [25]       | Fine-tuned VGG16 with dropouts                                               | Accuracy: 93.80% |
| Savaria [22]     | Convolutional neural network model developed from scratch; Trained using gray-scale converted, normalized and re-scaled chest images | Accuracy: 95.07% |
| Ibrahim [11]     | Uses AlexNet as a reference model                                             | Accuracy: 94.15% |
| RajPurkar [19]   | 121 layered custom CNN Model                                                 | F1-Score: 95.12% |
| Altan [3]        | 2d curvlet images On EfficientNet-B0                                         | Recall: 95.68    |
| Chowdhary [7]    | ChexNet                                                                       | Recall: 96.61%   |
| Almalki [2]      | Transfer learning with IRV2                                                  | Recall: 97.02%   |

Dealing with these CNN models [22]. Deep pre-trained CNN models, such as VGG16, VGG19, ResNet50, and Inception-v3, have been shown to be effective in solving variety of real-world applications. These pre-trained models are extensively used and have shown considerable gains in pneumonia recognition from chest radio graph images [13]. According to empirical studies in the literature, fine-tuning the pre-trained models leads to faster convergence and higher scores than constructing models from scratch [8]. Further research shows that the performance of deep learning models such as Mobile-Net and VGG-16 outperform conventional machine learning models such as Logistic regression, Support vector machines (SVMs), K-Nearest Neighborhood (KNN), Random Forest, XGBoost and Cat-Boost [5]. A deep Convolutional Neural Network (CNN) architecture with 10 layers [22] was developed to detect pneumonia in children under the age of five, which was trained using gray-scale converted, normalized and re-scaled images. Majority of the existing models rely on Convolutional Neural Networks, which set benchmark performance for the diagnosis of diseases such as pneumonia from images [1]. Convolution operations used in CNNs extract higher level features from input images, followed by sub-sampling operations which aids in increasing network depth. Table 7 outlines few more remarkable neural network models for pneumonia prediction from the literature.

CNNs are strong in identifying a hierarchy of spatial features from images they are not very effective at investigating the spatial relationships between those features and the same has been pointed out by Geoffrey Hinton [20]. On the other side, for medical imaging applications, such low-level details can not be disregarded since they are likely to play a vital role in disease prediction. Addressing these issues, we present deep capsule network models for predicting pneumonia from radio graph images of the newborns. The proposed deep learning architecture combines the features of CNNs and deep capsule networks, captures disease details from the chest images including low level features. We further stacked up multiple such capsule networks and an ensemble model is implemented to create a much robust model. Empirical studies on bench mark datasets [14], demonstrate that the proposed model is superior than existing models, improving pneumonia prediction accuracy from 92.80% to 95.46%. The model is also evaluated in terms of various performance measures such as pre-
cision, recall, F1-score, and AUC-ROC, with improvements noted. Figure 1 depicts the abstract view of the pneumonia prediction system in the medical field and figure 4 depicts the detailed architecture of the proposed system.

2 Methodology

This section gives a summary of the dataset used along with comprehensive details of the proposed model.

2.1 Dataset

For the experimental studies, we use a pediatric pneumonia benchmark dataset developed by Kermany [14]. The dataset consists of 5863 Chest radio graph images in JPEG format from the Normal and Pneumonia classes. All of the images in the dataset were obtained from the Guangzhou Medical centre, where the radiographic image impressions were captured from children aged 1 to 5 years old suffering from pneumonia. Figure 2 shows sample radio graph images from either classes. The dataset comprises a training set with 5216 images, a validation set with 16 images, and a test set with 640 images.

| Class      | Train set | Validation set | Test Set |
|------------|-----------|----------------|----------|
| Normal     | 1073      | 268            | 242      |
| Pneumonia  | 3100      | 775            | 398      |
| Total      | 4173      | 1043           | 640      |

Table 2 Summary of the Dataset

The validation set of the set comprises only 16 images, which is insufficient for model hyper parameter tuning, we consider 20% of the images from the actual training dataset to validate the model. Table 2 showcases summary of the dataset. Class imbalance present in the dataset is visualized using a doughnut plot in figure 3,
depicts the number of normal chest radio graph images and Pneumonia infected images.

2.2 Model

The primary objective of this study is to develop a high-precision model for automated diagnosis of diseases from medical images, with an emphasis on detecting infant pneumonia from chest radio graph images. Realizing our set objective, we introduce ChxEnsCapsNet, a deep learning framework based on capsule networks for the effective identification of pediatric pneumonia from chest radio graph images. The complete block diagram of the proposed work is depicted in figure 4. The proposed ChxEnsCapsNet consists of five different blocks, which are extensively discussed in the following sections: data augmentation and preprocessing block, Spatial feature extraction, Convolution base, Capsule base and disease Prediction block.

2.3 Data augmentation and preprocessing

Medical image datasets are notoriously unbalanced, with extremely few examples in certain classes compared to the rest of the classes. It is critical to address the class imbalance issues and if not addressed may lead to a bias in the model favoring the majority class. We handle this problem by applying variety of augmentation approaches such as zoom, shear, horizontal flipping to generate synthetic images and the model is trained using these extended dataset which ultimately helps to reduce the problem of over-fitting. In addition, all the images are resized to bring them to uniform shape before they are passed to the models. Each image has been re-scaled such that every pixel value of the image lies between 0 and 1, this a common practice followed for neural network training and this ultimately helps the model to converge faster.

2.4 Spatial Feature Representation Learning from Chest radio graph images

Feature representation of the images is a key to the performance of a machine learning model. Deep neural networks are successful as they capture hierarchical representation of such features from the raw images provided at the input layer. Convolutional Neural Networks (CNN) are specifically capable of summarizing the presence of patterns and aggregates the presence of discovered patterns by applying a sequence of Convolution operations followed by Pooling operations on the input image [6]. The filters used in the convolution operations of CNNs are called as kernels, and are automatically learned during the training process. In this work, we propose to leverage the power of deep pre-trained models such as VGG16, Xception, MobileNet, Inception ResNetV2, Inception3 for feature extraction.

The advantage of using pre-trained models is two fold: first it avoids the training of deep networks from scratch and the second benefit is this brings the power of the deep networks for the extraction of feature representations with spatial information from radio graph images. Uniqueness of this module is unlike the existing models the features are extracted from the convolution layers of the deep pre-trained models. Feature descriptors extracted from the fully connected layers loose the local feature information while the convolution base preserves the local feature information from radio graph images which ultimately helps in identifying pediatric pneumonia recognition.

2.5 Capsule Networks

The spatial feature representation module produces a set of feature maps, where each feature map represents certain spatial information about the input radio graph images. These spatial representations obtained from the convolutional layers of deep pre-trained models are passed to the subsequent Capsule Layers to extract much low-level details pertaining to the pneumonia disease.

Neurons are the basic elements of conventional neural network models, where the input to a neuron is a scalar and the output of a neuron is another scalar. This restricts the ability of CNN to learn the direction of the captured objects and therefore CNNs are not robust to transformation and rotation. On the other hand Capsule Networks (CAPsNEts) consists of a series of capsule layers and are invariant to transformation and rotation by preserving the spatial information throughout the network. Each capsule layer consists of multiple
capsules. The core unit of these CapsNets is a capsule, which is characterized as a collection of neurons that determine the likelihood of whether or not particular objects (entities) are present in a picture, as well as their orientation. Unlike traditional neurons, the input to a capsule is a vector, \( u_i \), and by using a non-linear squash function it results in a vector \( v_j \) as output. The norm of the pose vector encodes the probability that an object of interest is present, while its direction represents the object’s pose information, such as location, size, and orientation. Each capsule performs several complex operations such as affine transformation, weighted sum, squashing function on the input and encapsulates the result into a small vector of highly informative output. Let \( u_i \) be the input vector from a low level capsule, \( i \) at layer \( l \) and \( v_{j+l+1} \) be the output vector at higher level capsule, \( j \) at layer \( l+1 \). The following affine transformation takes place to encode the lower level features into a higher level abstract representation:

\[
\hat{u}_{j+l+1} = W_{ij}u_i
\]  

(1)

Where \( W_{ij} \) is the weight matrix and learns the spatial relationships between the input features during the model training. A weighted sum operation is applied on the resultant vector, \( \hat{u}_{j+l} \), where the lower level capsule will send its input to the higher level capsule that "agrees" with its input. The output of Capsule \( j \), at layer \( l+1 \) is denoted by \( s_{j+l+1} \), is a weighted sum of all the incoming predictions \( \hat{u}_{j+l} \):

\[
s_{j+l+1} = \sum_i c_{ij} \hat{u}_{j+l}
\]  

(2)

where \( c_{ij} \) are the coupling coefficients such that \( \sum_i c_{ij} = 1 \) and \( c_{ij} \geq 0 \) \forall j_i. These coefficients are determined by the routing by agreement procedure or the dynamic routing algorithm.

At the end, a squash function, is applied on the output vector \( s_{j+l+1} \) to get non-linearity and to squash the values between 0 and 1.

\[
v_{j+l+1} = \frac{\|s_{j+l+1}\|^2 s_{j+l+1}}{1 + \|s_{j+l+1}\|^2}\n\]  

(3)

In equation 3, the first term on the right hand side of the equation does the scaling while the second term normalizes the data.

For every capsule \( i \), at layer \( l \):

\[
c_{ij} = \frac{exp(b_{ij})}{1 + exp(b_{ij})}
\]  

(4)

where \( b_{ij} \) are the logit values that indicate whether capsules \( i \) at layer \( l \) and the layer \( j \) at layer \( l+1 \) have strong coupling. In other words, it is a measure of how much the presence of the capsule \( j \) is explained by the capsule \( i \). Initially, all \( b_{ij} \) should be equal. Over the iterations, update \( b \) such that their sum of weighted inputs will be squashed.

2.6 Deep Capsule Networks for the Detection of Pneumonia in Chest radio graphs

Observing the representation power CNNs, the constraints of sub-sampling layers of CNNs and capabilities of capsule networks, we propose a deep neural network framework that leverages the benefits from both these models.

The proposed model comprises of convolution base along with capsule layers at the end of the network. The convolution base of the proposed framework is taken from the deep pre-trained models like VGG16, Inception ResNetV2, InceptionV3, MobileNet and Xception. The layers close to the output layers of these models are removed, the remaining layers are frozen, and the weights from the ImageNet-trained models are utilized for these layers. These frozen layers serve as the convolution base of the model to get the spatial representations of the chest radio graph images. Then capsule layers are added on top of the convolution base to get the low-level pneumonia specific details from the spatial representations of radio graph images. Finally, at the end of the network, fully connected layers are attached to identify the presence of pneumonia when an input chest radio graph images is fed to the network. These models are then trained in an end-to-end manner on the chest radio graph images for the identification of Pneumonia.

Each of the pre-trained model produces spatial representation of the radio graph images in different sizes. The number of capsules and dimensions of the capsules used in the model are decided according to the dimensions of the spatial representations produced by the deep pre-trained models.

Each radio graph image passes through a sequence of non-linear layers where the first set of non-linearity comes by using convolution base of the deep pre-trained models and helps to grab the spatial representations from the radio graph images while the second set of non-linearity comes by using the capsule layers which in turn helps to capture the pneumonia disease specific details. The same can be represented in mathematical terms using the below equations:

\[
\hat{x} = g(h(x))
\]  

(5)
where $x$ is the input, $h(.)$ and $g(.)$ refers to the nonlinear mapping of the input values while $\hat{x}$ is the nonlinear representation of the input $x$.

The conventional deep neural network models that uses convolutional layers alone are most likely to loose the low-level details from the input images that are most critical for the disease detection. The significance of the proposed model is that it attempts to derive a model that uses capsule layers which is capable of obtaining low level details from the chest images. Instead of just relying on convolutional layers, the proposed model is designed with a right mix of convolutional and capsule layers and is trained in end-to-end manner targeting to achieve superior performance over existing models.

2.7 Stochastic Ensemble of Deep Capsule Networks

We use ensemble of capsule networks to further improve the performance of the models that we have developed. It is a known fact that ensemble of multiple machine learning models results in better performance compared to the performance of any of the single model involved. This is because of the reason that the ensemble of multiple models gets the benefit from all the individual capsule networks and helps in boosting the model performance. Commonly used approaches to neural networks ensemble include concatenation, average, weighted average. In case of concatenation ensemble, the outputs from the models involved in ensemble process are simply concatenated to form a single tensor while in average ensemble approach the outputs are averaged to produce a single tensor. Weighted ensemble approach is the most successful approach where each model output is multiplied with weights and then the output is formed as a linear combination of the weighted values. Each capsule network is attached with a softmax layer to produce the probability of the type of disease. Let us consider $y_i = \{y_{i1}, y_{i2}, ..., y_{iC}\}$ are the scores produced by the softmax layer of the $i^{th}$ capsule network where the model is designed to predict $C$ different diseases. Each of the ensemble approaches can be mathematically expressed as:

$$y = \sum_{i=1}^{k} y_i = \sum_{i=1}^{k} y_{i1}, y_{i2}, ..., y_{iC}$$  \hfill (6)

$$y = \prod_{i=1}^{k} y_i = \prod_{i=1}^{k} y_{i1}, y_{i2}, ..., y_{iC}$$  \hfill (7)

$$y = \sum_{i=1}^{k} \lambda_i y_i \quad \text{where} \quad \sum_{i=1}^{k} \lambda_i = 1$$  \hfill (8)

In equations 6, 7 and 9, $y$ refers to a tensor that is a fused representations of the outputs from multiple capsule networks.

Limitation of these ensemble approaches is, which type of approach is suitable for the given application has to be decided empirically. Addressing this limitation we propose to use a stochastic ensemble approach which enables the model to decide on the type of fusion approach to be used. This model is termed as a stochastic model as it is capable of learning the appropriate weights suitable for fusing the output scores of the capsule networks. We design this stochastic ensemble approach using a fully connected neural network model and the computation can be represented as:

$$y = \sum_{i=1}^{k} \lambda_i y_i \quad \text{where} \quad \sum_{i=1}^{k} \lambda_i = \{-\infty, +\infty\}$$  \hfill (9)

Another benefit of using neural network layers for stochastic ensemble is these layers can be attached to the outputs layers of the capsule networks.

Thus the stochastic ensemble receives disease prediction scores and produces the type of disease with high precision. We call the proposed ensemble model as ChxEnsCapsNet, an ensemble of stacked capsule networks for detection of pneumonia from chest X-ray images and the complete architecture of the proposed ChxEnsCapsNet is shown in Figure 4.

3 Model training

All the experiments are conducted in the Google Colaboratory with the Keras and TensorFlow libraries. All of the baseline models, as well as the proposed model, are trained using data from the train split of the dataset, and the results are reported for the test split.

We empirically determined the values of hyper parameters by observing the model performance while altering the parameters within defined ranges. The learning rate is set to 0.0001 for all models, while the weight and bias regularization rates are set to 0.001 to 0.1. Stabilizing the performance of the models in all in all the experiments, the models are allowed to run for 200 epochs. The model loss is computed by taking into account the cross-entropy loss between the predictions and the
ground truths, and the model parameters are optimized using ADAM optimizer. The model loss is evaluated during training, and if there is no change in loss after 5 epochs, the training is terminated since the patience value is set to 5. We use the checkpoint method to select the model with the best validation split performance.

3.1 Evaluation and statistical Analysis

Different classification metrics such as Accuracy, Precision, Recall and F\_1 Score are used to determine the efficiency of the proposed model for the detection of pneumonia from lung images. Accuracy is defined as the proportion of properly recognized images to the total number of images analyzed. Precision shows how many of the total images projected as pneumonia are really influenced by pneumonia. Recall indicates how many of the actual pneumonia images are predicted as pneumonia. The harmonic mean of Precision and recall is used to get the F\_1 Score and following mathematical expression is used to compute:

\[
F_1\text{Score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]  

Furthermore, we report measures such as AUC (Area under the curve) of the ROC (Receiver operating characteristic) popularly known as AUC-ROC, which is especially useful when working with datasets with class imbalance. ROC is a probability curve and is plotted with True Positive Rate (TPR) against the False Positive Rate (FPR). AUC of the ROC aids in quantifying how well the proposed model performs at various threshold levels. The greater the AUC, the better the model distinguishes radio graph images between the pneumonia and normal [15]. Following are the mathematical expressions for TPR and FPR measures:

\[
\text{TPR} = \frac{TP}{TP + FN}
\]  

\[
\text{FPR} = 1 - \text{Sensitivity} = \frac{FP}{TN + FP}
\]  

In the above expressions TP and TN refers to True Positive and True Negative cases similarly FP and FN.
Table 3 Performance comparison of deep pre-trained CNN models for pediatric Pneumonia Prediction

| Model            | Accuracy | Precision | Recall | F1_Score | AUC  |
|------------------|----------|-----------|--------|----------|------|
| Inception ResNetV2 | 86.87    | 86.87     | 95.22  | 90.02    | 84.18|
| Inception V3      | 86.71    | 86.71     | 79.64  | 88.17    | 88.99|
| VGG16             | 90.62    | 90.62     | 97.48  | 92.82    | 88.41|
| MobileNet         | 90.93    | 90.93     | 99.49  | 93.17    | 88.17|
| Xception          | 91.25    | 91.25     | 98.49  | 93.33    | 88.91|

refers to the total number of False Positive and False Negative cases.

4 Results

This section provides the experimental outcomes of the baselines as well as the proposed model.

4.1 Transfer Learning approaches for pediatric Pneumonia Prediction

The chest radio graph images of the dataset are used to fine-tune deep pre-trained models such as VGG16, Xception, MobileNet, Inception ResNetV2, InceptionV3, and these models serve as the baselines for the proposed model. The convolutional base of these deep pre-trained models is loaded after removing the final softmax layer. This convolution base of the deep networks produces spatial representations corresponding to the the input radio graph images. A neural classification model is attached to the convolution base in order to confirm the presence or absence of pneumonia in the radio images. The neural classification model is designed with an optional Global Average Pooling (GAP) layer followed by a sigmoid activated dense layer. The weights of the convolutional layers are frozen and are loaded with ImageNet weights and the dense layers of the model are fine-tuned using the chest radio graph images from the dataset. The model to learn hidden spatial details from the input radio graph images. We can even observe that VGG16 and MobileNet outperform InceptionV3 and IRV2 in terms of performance.

4.2 Capsule Networks for Pneumonia Prediction

In this experiment, we evaluate the efficiency of capsule networks in detecting pneumonia from chest radio graph images. We hypothesize that the capsule layers in the capsule networks have the potential to extract minute details from the input radio graph images. Initially, spatial representations from the radio graph images are extracted by passing them to the deep pre-trained models after removing the final dense layers. Then we attach capsule layers on to the convolution base and then we attach dense layers for classification of the disease. Attaching the capsule layer directly on the convolution base is not feasible and hence we reshape the spatial tensor such that we can add capsule layers on top of that. The weights of the convolutional layers are frozen and are loaded with ImageNet weights and the capsule layers along with dense layers of the model are fine-tuned using the chest radio graph images from the dataset.

For instance, if the convolution base of VGG16 is used, then from its final convolution layer we receive a tensor of size $7 \times 7 \times 512$, which is the spatial representation of the input image. This 3-D tensor is then reshaped into $49 \times 512$ representation and then a capsule layer is attached to get the tiny details about the disease. The primary capsule layer contains single capsule with each of dimension 512. This primary layer produces a $49 \times 512$ output. This is flattened and passed through a 512 neuron dense layer with ReLU activation for non-linearity and finally a sigmoid neuron is attached at the end for pneumonia classification. Similarly Capsule Networks are developed for each of the pre-trained models. The hyper-parameters used for these models are same as those used with baseline models.

Table 4 compares the effectiveness of capsule networks for pneumonia detection. From table 4, we can see that
the network with convolution base of InceptionV3 (InceptionV3Caps) outperforms other models when compared to the rest of the models. When compared to the baseline models, shown in table 3, networks with capsule layers offer superior performance. The convolution base of the models learn spatial representations from radio graph images while the pneumonia disease specific features that are concealed in the spatial representations are learned by the capsules utilized in these networks and helps in improving the performance. Among all the models InceptionV3Caps network achieves better accuracy and when compared to VGG16Caps, XceptionCaps, MobileNetCaps, and Inception ResNetV2 Caps.

4.3 Ensemble Stacked Deep Neural Networks for Pneumonia Prediction

From the previous two sets of experiments, we may deduce that capsule layers used in the capsule networks aid in extracting minute details from chest X-rays and helps in exact detection of pediatric pneumonia. Ensemble of multiple models is commonly used to boost up the classification performance of these individual classification models. We hypothesize that ensemble of our individual models also leads to offer superior performance. Unlike the conventional ensemble approaches like max voting, bagging or boosting, our ensemble approach is quiet different. We extract the predicted probabilities from individual models and pass them to a multi layer perceptron (MLP). Instead of training these two models in isolation, we join these two models, the individual classification models and the MLP model, and are trained in an end to end manner. Table 5 represents classification performance of ensemble classifier by varying the baseline models. In the first experiment we ensemble the baseline models and then later we ensemble the capsule networks.

Table 5 shows the performance obtained by the models that are the ensemble of baseline Classifiers. Instead of blindly stacking all the baseline CNN models, we experimented with different combinations. Table 5 shows five different combinations of baseline models. The model named Baseline Classifier refers to the ensemble of VGG16, Xception, MobileNet, Inception ResNetV2, InceptionV3. Baseline Classifier is the ensemble of InceptionV3, Xception, MobileNet, Inception ResNetV2. Baseline Classifier is ensemble of Xception, InceptionV3, MobileNet. Baseline Classifier is the ensemble of VGG16, Inception ResNetV2, Xception. Baseline classifier is the ensemble of VGG16, Inception, MobileNet. Baseline Classifier achieves an accuracy of 93.59% which is superior to other models. When we compare the results in 5 with those of 3, we can understand that the ensemble models significantly improve the accuracy compared to those of the single individual models. Baseline Classifier achieves an accuracy of 91.87%, while Baseline Classifier, and Classifier achieve accuracy of 92.81%, 92.96% and 93.28% respectively. In the next experiment we ensemble the capsule network models developed for pneumonia classification. The approach to ensemble is similar to those of the baseline models. Classifier refers to the ensemble of XceptionCaps, InceptionV3Caps, Inception ResNetV2Caps, and VGG16Caps. Classifier is the ensemble of XceptionCaps, MobileNetCaps, VGG16Caps, InceptionV3Caps, and Inception ResNetV2Caps.Classifier is the ensemble of MobileNetCaps, Inception ResNetV2Caps, and InceptionV3Caps. Classifier is the ensemble of XceptionCaps, MobileNetCaps, and Inception ResNetV2Caps. Classifier is the ensemble of XceptionCaps, Inception ResNetV2Caps, InceptionV3Caps, and MobileNet-
Table 6 Performance analysis of Ensemble stacked Capsule neural network Models

| Model     | Accuracy | Precision | recall | F1 Score | AUC  |
|-----------|----------|-----------|--------|----------|------|
| Classifier\(^a\) | 94.58    | 96.67     | 94.72  | 95.55    | 94.50|
| Classifier\(^b\) | 94.84    | 95.28     | 96.48  | 95.88    | 94.33|
| Classifier\(^c\) | 95.00    | 95.20     | 96.48  | 96.0     | 94.52|
| Classifier\(^d\) | 95.15    | 95.53     | 96.73  | 96.12    | 94.84|
| Classifier\(^e\) | 95.46    | 96.47     | 96.23  | 96.25    | 95.22|

Table 7 Comparison study of the proposed ChxEnsCapsNet with state-of-the-art models for Pneumonia Classification

| Model               | Accuracy | Precision | recall | F1 Score | AUC  |
|---------------------|----------|-----------|--------|----------|------|
| Kermany[14]         | 92.8     | –         | 93.2   | –        | 96.8 |
| Ayan[4]             | 87.0     | –         | 82     | –        | –    |
| Sharma[23]          | 90.68    | –         | –      | –        | –    |
| Sahlol[21]          | 94.18    | –         | 87.22  | –        | –    |
| Ibrahim[11]         | 94.15    | –         | –      | –        | –    |
| Samir S Yadav[25]   | 93.8     | 94.4      | 93.8   | –        | –    |
| O Stephen[24]       | 93.73    | –         | –      | –        | –    |
| Saraiva[22]         | 95.07    | 95.72     | 94.85  | 95.3     | –    |
| ChxEnsCapsNet (Ours)| 95.46    | 96.47     | 96.23  | 96.25    | 95.22|

Caps. The performance obtained by each of these ensemble approaches is reported in table 6.

From table 6, we can observe the performance of models that follow ensemble of stacked capsule networks. These ensemble models Classifier\(^a\), Classifier\(^b\), Classifier\(^c\), Classifier\(^d\), and Classifier\(^e\) achieve accuracy of 94.58%, 94.84%, 95.00%, 95.15% and 95.46% respectively. When we compare the results in 6 with those in table3, table5, and table 4, we can infer that capsule networks are superior compared to those of conventional CNN models. We can even observe that ensemble of models significantly helps in improving the performance of the models and are most suitable for pneumonia detection. Especially the recall of these capsule networks is stable compared to those of the CNN models. The Classifier\(^e\), which is an ensemble of stacking XceptionCaps, Inception ResNetV2Caps, InceptionV3Caps, and MobileNetCaps is superior in terms of accuracy, precision, recall, $F_1$ score and AUC. We call this model as ChxEnsCapsNet and we claim that this model is more appropriate for pediatric pneumonia detection.

5 Discussion

From the previous set of experiments and their outcomes, we understand that capsule networks are superior to the deep CNN models as they are capable of extracting the minute details from chest X-ray images of kids. In order to validate the model, we compare our proposed ChxEnsCapsNet model with the baselines. We also compare our ensemble model performance with numerous state-of-the-art models available in the literature on the benchmark kermany dataset [14]. Most of the previous researches rely on the concept of transfer learning for detection of pneumonia from chest x-rays. This is the first time with the concept of transfer learning we fine-tuned Pretrained Neural Networks by adding capsule layers at the end of the deep networks.

In table 7, we reported the performance of various state-of-the-art deep neural network models and compared the performance of our proposed ChxEnsCapsNet. The model by Kermany [14] which follows transfer learning approach that uses fine-tuning of InceptionV3 achieves 92.8% accuracy. The pre-processing approached they have used is much critical and helped in achieving that accuracy. Ayan [4] used pretrained VGG16 model with ImageNet weights for classification of pneumonia and achieves an accuracy of 87.00%. Sharma [23] used two convolutional Neural Networks, one for feature extraction and the other for classification of pneumonia in chest x-rays and his classification model produced an accuracy of 90.68%. Ibrahim [11] worked for classification of pneumonia by using AlexNet as a reference model and achieved 94.15%. Stephen [24] developed a customised CNN from scratch which was able to achieve an accuracy of 93.73%. Samir[25] fine-tuned VGG16 with dropouts which was able to achieve an accuracy of 93.80%, which was significantly better compared to that obtained by the standard VGG16 model. A Convolutional neural network model developed from scratch [22] and trained using gray-scale converted, normalized and re-scaled chest images achieved an accuracy of 95.07%.

Our proposed Ensemble Capsule network is superior in
6 Conclusion

In this work, we introduced deep capsule neural network model for effective prediction of pediatric pneumonia from chest radiography images. The spatial representations from the pre-trained CNN models capture multiple levels of abstract details from chest radiography images while they fail to capture the low level hidden details. We develop networks with a combination of convolutional and capsule layers that are suitable for capturing high level as well as disease level details from the spatial representations that are critical for the prediction of pneumonia. These capsule layers used in the model allows it to learn low-level features that were ignored by convolutional layers and allows the model to produce generic predictions. From the outcomes of our experimental studies on benchmark Kermany [14] dataset, we claim that InceptionV3 as a convolutional base along with capsules our model, designated as ChxEnsCapsNet, is superior to the vanilla convolutional models. Our experimental results reveal that the proposed model is capable of predicting pneumonia in children with improved accuracy, recall and AUC-RoC, and is well suited to real-time pediatric pneumonia diagnosis, substituting manual chest radiography examination.

Limitation of the proposed model is, if the model is trained from scratch with out applying transfer learning approach, then the model does not behave as intended due to lack of sufficient data. In future, this model can be extended to include attention mechanism along with capsule layers which is believed to give distinguished focus to the regions critical to the discrimination of disease. Further we are interested in designing a composite model with an encoder comprising convolutional layers and the other encoder consisting of capsule layers and train the joint model with a single loss function for pneumonia prediction. We are interested to check the performance of these models in a normal patient population where other respiratory conditions would be present.
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