Evaluating the Effects of Digital Elevation Models in Landslide Susceptibility Mapping in Rangamati District, Bangladesh
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Abstract: Digital elevation models (DEMs) are the most obvious data sources in landslide susceptibility assessment. Many landslide casual factors are often generated from DEMs. Most studies on landslide susceptibility assessments rely on freely available DEMs. However, very little is known about the performance of different DEMs with varying spatial resolutions on the accurate assessment of landslide susceptibility. This study compared the performance of four different DEMs including 30 m Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) Global Digital Elevation Model (GDEM), 30–90 m Shuttle Radar Topographic Mission (SRTM), 12.5 m Advanced Land Observation Satellite (ALOS) Phased Array Type L band Synthetic Aperture Radar (PALSAR), and 25 m Survey of Bangladesh (SOB) DEM in landslide susceptibility assessment in the Rangamati district in Bangladesh. This study used three different landslide susceptibility assessment techniques: modified frequency ratio (bivariate model), logistic regression (multivariate model), and random forest (machine-learning model). This study explored two scenarios of landslide susceptibility assessment: using only DEM-derived causal factors and using both DEM-derived factors as well as other common factors. The success and prediction rate curves indicate that the SRTM DEM provides the highest accuracies for the bivariate model in both scenarios. Results also reveal that the ALOS PALSAR DEM shows the best performance in landslide susceptibility mapping using the logistics regression and the random forest models. A relatively finer resolution DEM, the SOB DEM, shows the lowest accuracies compared to other DEMs for all models and scenarios. It can also be noted that the performance of all DEMs except the SOB DEM is close (72%–84%) considering the success and prediction accuracies. Therefore, anyone of the three global DEMs: ASTER, SRTM, and ALOS PALSAR can be used for landslide susceptibility mapping in the study area.
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1. Introduction

Local terrain conditions, including terrain relief, hydrology, geology, and land use, are crucial for the assessment of landslide susceptibility [1]. These local features are often termed as “casual factors” [2]. Identifying these causal factors is considered as the steppingstone of landslide susceptibility assessment. Landslide susceptibility represents the likelihood of landslide occurrence in an area. It assumes that future landslides may occur in previous landslide locations where the causal factors already created conducive environments for triggering landslides [2–4]. Several natural and anthropogenic
factors can trigger landslides, thus called “triggering factors,” such as volcanic activity, groundwater excavation, prolonged rainfall, rapid snow melting, hill cutting, deforestation, land-use change, etc. [5–8]. Moreover, landslide susceptibility assessment relies on the characteristics of landslide inventory—a detailed register of distribution and characteristics of past landslides [9,10]. Therefore, the success of landslide susceptibility assessment largely depends on the selection of causal factors and the quality of landslide inventories.

Landslide susceptibility can be assessed qualitatively or quantitatively [11]. Qualitative approaches of landslide susceptibility assessment are based on experts’ judgments on causal factors. However, the mathematical relationships between landslide locations and casual factors are utilized in quantitative approaches [6]. Frequently, mixed methods and semi-quantitative methods are adopted to process experts’ opinions in qualitative assessments. The widely-used methods in this domain are the analytical hierarchy process (AHP) [12], fuzzy logic [13], and GIS-based AHP [14]. In bivariate techniques, each causal factor is divided into a set of classes, and landslide locations are compared with each class. Thus, the bivariate relationship is established between landslide occurrence and one factor-class at a time [4]. The commonly used bivariate methods are frequency ratio, the weight of evidence, fuzzy logic, evidential belief function, and statistical index [3,15]. In contrast, the multivariate statistical methods determine the relationship between landslide occurrence and multiple causal factors. Examples of multivariate methods are logistic regression, adaptive regression spline, general additive models, and simple decision trees [16].

One of the limitations of bivariate and multivariate models is that they are constrained by normality and collinearity assumptions. Compared to these models, machine learning-based models are relatively less limited by these assumptions [17] and, therefore, can consider the nonlinear nature of landslides [18]. Some argue that machine learning-based models such as the random forest, gradient boosting, and support vector machines often outperform both bivariate and multivariate statistical models [19,20]. While the selection of methods is essential, landslide susceptibility assessment also depends on the types and quality of causal factors, mapping unit, and the scale of investigation [21]. Many causal factors are often derived from analyzing satellite imageries and topographic models, including land cover, elevation, slope, aspect, and hill cut [7]. Thus, these derived causal factors are often impacted by the spatial resolution of sources, geometric error, and instrument or sensor type. In landslide susceptibility mapping, digital elevation models (DEMs) often replace topographic maps to derive the most important causal factors (e.g., slope, topography, aspect). Moreover, many developing countries may not have topographic maps. Thus, landslide studies from these countries usually rely on the free of charge DEMs derived from remote sensors.

DEM is the digital representation of the earth’s surface. It is widely used in various research areas in which topography plays an important role, such as hydrological modeling, geomorphological analysis, and feature extraction, landslide susceptibility and hazard assessment, erosion susceptibility, and glacier monitoring [22]. DEMs are often generated using data obtained from different remote sensors, including optical imaging sensors, light detection, and ranging (LiDAR), and synthetic aperture radar (SAR) [23]. The qualities of DEM-derived factors often depend on the spatial resolution of DEMs. Therefore, the choice of DEM is important for the assessment of landslide susceptibility [1]. To this day, a few attempts have been made to compare the performance of DEMs with different spatial resolutions in landslide susceptibility assessment. For instance, Dietrich et al. [24] compared different DEMs and found a similarity in performance irrespective of spatial resolution in identifying moderate landslide class (see also [25]). They argued that the resolution of DEM might not be very important to represent the slope failures. Similarly, Tian et al. [26] contended that finer resolution does not essentially lead to higher accuracy in landslide susceptibility assessment (see also [1,27]).

These past studies further indicated that the performance of DEMs is context-dependent meaning that the performance of a DEM in a region may not be assumed to be similar in another region [28–30]. They also argued that DEMs with fine spatial resolution may not necessarily have better performance over coarse resolution DEMs. Therefore, it is an utmost need to have comparative assessments of DEMs
in various contexts. We found that even though some parts of Bangladesh are vulnerable to landslides, no study investigated the relative performance of different DEMs in landslide susceptibility assessments. Against this backdrop, this study contextualized landslide susceptibility in Bangladesh and compared the performance of different DEMs and modeling techniques. The study area is selected from Bangladesh because the hilly southeastern parts of the country encounter landslides almost every year that often claim tens of lives [31–34]. Because of unavailability of LiDAR, the majority of the landslide susceptibility-related studies in Bangladesh used 30m Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) Global Digital Elevation Model (GDEM), 30–90 m Shuttle Radar Topographic Mission (SRTM), and 12.5 m Advanced Land Observation Satellite (ALOS) Phased Array type L-band Synthetic Aperture Radar (PALSAR) to obtain various topographic factors [7,31,32,35]. Survey of Bangladesh (SOB) has developed a DEM (25 m) for the whole of Bangladesh and no study has used this DEM in landslide susceptibility assessment. Therefore, the landslide susceptibility maps in Bangladesh are influenced by the usage of different DEMs and which DEM provides the most accurate susceptibility maps are largely unexplored [36]. As many causal factors are derived from DEM datasets, the selection of appropriate DEM is crucial for landslide susceptibility assessment. This study aims to compare the relative performance of four DEMs: ASTER GDEM (30 m), ALOS PALSAR (12.5 m), SRTM (30 m), and Survey of Bangladesh (SOB) DEM (25 m). This study further aims to compare three quantitative landslide susceptibility assessment techniques: modified frequency ratio (bivariate method), logistic regression (multivariate method), and random forest (machine learning method) [4,8,29,37].

2. Study Area

Rangamati, a hilly southeastern district of Bangladesh is selected as the study area because of the regular landslide occurrences in this area. More than 100 people died, and 12,000 families suffered losses due to landslides in this district [38]. Most landslides in Rangamati take place in three upazilas (sub-districts): Rangamati Sadar, Kaptai, and Kawkhali [35]. As such, the study area is narrowed down to these three Upazilas (Figure 1). The combined geographical area of these three sub-districts is 1145 km² and more than 40% of it is forested [39]. The geology of this area comprises Dhihing, Dupi tila, Girujan clay, Bhurban, Bokabil, and Tipam sandstone (Figure A3f of Appendix C)). The bedrock and soil structure of the areas are not stable, which makes the hills highly prone to landslides [40]. Climatologically, this area falls under a tropical monsoon climate, and the annual average temperature varies from a maximum of 36.5 degrees to a minimum of 12.5 degrees Celsius, and annual rainfall is 2673 mm with mean humidity level 71.6% [39].
3. Synopsis on Data Utilization

3.1. Landslide Inventory

Landslide inventory records different information, including the exact location, size, type, time of occurrence, causalities, trigger, and causes [2]. Rabby and Li [33] prepared and published landslide inventory of the Chittagong hilly area, Bangladesh. They used participatory field mapping to prepare this inventory [41]. In our study, we selected 168 landslides from their inventory as it has been advised to use more than one method in landslide inventory preparation [42], we analyzed available Google Earth images on the Google Earth platform to map more landslides in the study area. We used the method proposed by Rabby and Li [33] for Google Earth mapping and mapped 93 landslides that occurred from January 2001 to January 2019. Therefore, in our study, we used a total of 261 (168 + 93) landslide locations. The mean size of the landslide was 274.2 m$^2$. The smallest and the largest dimensions of the landslides were about 14.6 m$^2$ and 3422.4 m$^2$, respectively.

3.2. Landslide Causal Factors

In our study, we used a total of 15 causal factors (Table 1) to produce landslide susceptibility maps (see Appendices A–C). Of these factors, seven factors were derived from DEM: elevation,
slope, plan curvature, profile curvature, topographic wetness index (TWI), stream power index (SPI), and aspect. As we are comparing the performance of different DEMs, we derived each of these factors from four different DEMs: ASTER, SRTM, ALOS PALSAR, and SOB. The rest of the eight factors namely land use/land cover, land use/land cover change, geology, distance from the road networks, distance from the fault lines, distance from the drainage networks, rainfall, and normalized difference vegetation index (NDVI) were collected from different datasets. Maps of different causal factors had different resolutions, but for the convenience of comparison, we kept the 30 m resolution as the standard for landslide susceptibility maps. In the following sub-section, we provide a brief overview of the causal factors that we used in this study. We classify these factors into several classes primarily using Jenks Natural Break method in ArcGIS 10.7, unless otherwise mentioned.

Table 1. Data source of the causal factors and resolution.

| Causal Factor | Type | Data Source and Resolution |
|---------------|------|----------------------------|
| Elevation     | DEM based | ASTER (30 m), SRTM (30 m), ALOS PALSAR (12.5 m) and SOB (25 m) DEMs |
| Slope         | DEM based | ASTER (30 m), SRTM (30 m), ALOS PALSAR (12.5 m) and SOB (25 m) DEMs |
| Aspect        | DEM based | ASTER (30 m), SRTM (30 m), ALOS PALSAR (12.5 m) and SOB (25 m) DEMs |
| Plan curvature| DEM based | ASTER (30 m), SRTM (30 m), ALOS PALSAR (12.5 m) and SOB (25 m) DEMs |
| Profile curvature| DEM based | ASTER (30 m), SRTM (30 m), ALOS PALSAR (12.5 m) and SOB (25 m) DEMs |
| Topographic wetness index (TWI) | DEM based | ASTER (30 m), SRTM (30 m), ALOS PALSAR (12.5 m) and SOB (25m) DEMs |
| Stream power index (SPI) | DEM based | ASTER (30 m), SRTM (30 m), ALOS PALSAR (12.5 m) and SOB (25 m) DEMs |
| Rainfall      | Other Factors | Bangladesh Meteorological Department (BMD) (1000 m) |
| Distance from the road networks | Other Factors | http://data.gov.bd/dataset/geodash (1000 m) |
| Distance from the drainage networks | Other Factors | http://data.gov.bd/dataset/geodash (1000 m) |
| Distance from the fault lines | Other Factors | Geological Survey of Bangladesh (GSB) (1000 m) |
| Normalized difference vegetation index (NDVI) | Other Factors | Landsat 8 level 2 imagery (30 m) |
| Geology       | Other Factors | Geological Survey of Bangladesh (GSB) (1000 m) |
| Land use/land cover | Other Factors | Landsat 8 level 2 imagery (30 m) |
| Land use/land cover change | Other Factors | Landsat 8 level 2 imagery, Landsat 5 imagery (30 m) |

3.2.1. Elevation

A change in elevation can bring changes in geomorphology, vegetation, and rate of erosion in an area and thus alters the landslide susceptibility [8]. We derived elevation from ASTER, SRTM, ALOS PALSAR, and SOB DEMs (Figure A1a–d of Appendix A) and divided them into five classes (see Table A1 of Appendix D).

3.2.2. Slope

The slope is one of the most critical factors of landslides. Generally, with the increase of slope, shear stress increases, and therefore landslide susceptibility increases [43,44]. Like elevation, we derived slopes from four different DEMs using the slope tool in ArcGIS 10.7 (Figure A1e–h of Appendix A) and divided them into five classes using the Jenks natural break method (see Table A1 of Appendix D). We found different maximum slope values for different DEMs-ASTER (51.89°), SRTM (61.24°), ALOS PALSAR (65.36°), and SOB (46.4°). As these values were different for the same study area, the five classes of slopes (see Table A1 of Appendix D) were different.
3.2.3. Aspect

The direction of precipitation, sunlight, and wind depend on aspect, and therefore it has effects on the growth of vegetation, rate of erosion, and thickness of soil [45]. From the DEMs, four aspect maps (Figure A1i–l of Appendix A) were prepared and were divided into ten classes (see Table A1 of Appendix D).

3.2.4. Plan Curvature and Profile Curvature

Curvature is the rate of change of slope over time in an area. We used the four different DEMs to produce four plan and profile curvature maps (Plan: Figure A2a–d; Profile: A2e–h of Appendix B). Profile and plan curvatures were divided into three classes: concave, convex, and flat. Among these classes, concave slopes are more prone to landslides because water cannot disperse equally on these slopes [5].

3.2.5. Topographic Wetness Index and Stream Power Index

Topographic wetness index (TWI) increases with the decrease of the slope; therefore, it is inversely related to landslide susceptibility [4,43]. Stream power index (SPI) represents the erosion power of streams. SPI is directly related to slopes; in a steeper slope, SPI will be higher, representing more erosion power while in a flat alluvial plain, SPI is low [45]. TWI and SPI maps were derived from four DEMs using Equation (1) and Equation (2) (TWI: Figure A2i–l of Appendix B; SPI: Figure A2m–p of Appendix B)

\[
\text{TWI} = \ln \left( \frac{A}{\tan \alpha} \right)
\]

\[
\text{SPI} = A \times \tan \alpha
\]

where, \(A = \text{Area of a specific catchment and } \alpha = \text{Slope gradient of the specific area. We divided TWI and SPI into five classes (Table A1 of Appendix D).}

3.3. Rainfall

The intensity and duration of rainfall controls the initiation of landslides [44]. We used the mean annual rainfall of five weather stations of Bangladesh Meteorological Department (BMD) to prepare the rainfall map using the Kriging interpolation method (Figure A3a of Appendix C). We later divided it into five classes (Table A1 of Appendix D).

3.4. Distance-Based Causal Factors

Distance from the road networks, drainage networks, and fault lines were the three distance-based causal factors in this study. We used the Euclidean distance tool in ArcGIS 10.7 to derive the distance of landslides from the targeted features: road, drainage, and fault lines (Figure A3b–d of Appendix C) and divided the distances into five classes (Table A1 of Appendix D). Distance from the road networks is one of the most critical factors. The undercutting of slopes during road construction and the vibration created by vehicles damage the slope stability [43]. Drainage network indicates the zone of erosion in an area, and erosion is indirectly linked with the landslide susceptibility [4]. Fault lines indicate the geomorphological discontinuity in an area. Near the fault lines, the shear strength of rock is minimum. Therefore, areas near to the fault lines are prone to landslides [44].

3.5. Normalized Difference Vegetation Index (NDVI)

NDVI indicates the growth of vegetation and biomass of an area [46]. Generally, the probability of the occurrence of the landslide on the naturally vegetated surface is lower than the bare lands [8]. We used Landsat 8 level 2 imagery of 11/10/2017 to prepare the NDVI map (Figure A3e) and divide it into five classes (Table A1 of Appendix D).
3.6. Geology

The strength of rock and soil permeability depends on the geology of an area. Therefore, geology has an impact on landslide susceptibility [43]. In this study, we used the geological map (Figure A3f) (1:100,000) of the Bangladesh Geological Survey (BGS). There are eight types of geologic formation found here: Dihing and Dupsitila formation; Bokabil formation; Bhurban formation; Tipam Sandstone; Valley alluvium and colluvium; Dihing formation, Girujan clay, and waterbodies.

3.7. Land Use land Cover

Land use/land cover and land use/land cover change are the two most crucial landslide causal factors in the study area [35,47]. Ahmed [31] and Rabby and Li [33] found that the rate of change of land use/land cover in our study area is high compared to other adjacent areas. In this study, we used two Landsat imageries to analyze the land use/land cover change (Landsat 5: date of Acquisition: 24/12/1998; Landsat 8: Acquisition Date: 29/11/2018). We used supervised maximum likelihood classifier to classify the 1998 and 2018 images into four land use classes: bare land, vegetation, built-up, and water bodies (Figure A3g of Appendix C). We later employed post-classification change detection techniques to analyze the land use/land cover changes between 1998 and 2018 (Figure A3h of Appendix C).

4. Methodology

To compare the effects of four different DEMs: ASTER, SRTM, ALOS PALSAR, and SOB on landslide susceptibility maps, we used a bivariate method: modified frequency ratio (MFR), a multivariate method: logistic regression (LR) and a machine learning method: random forest (RF). We assessed two scenarios: (a) considering only DEM-based seven causal factors in the models, and (b) considering all 15 causal factors, including the DEM-based factors, in the models. As we used three methods: MFR, LR, and RF on four different DEMs under two scenarios, therefore, the outcome would be twenty-four landslide susceptibility maps. For legibility, we used different acronyms in later sections (see Table 2).

| Model               | Factors Considered       | DEM          | Acronym Used          |
|---------------------|--------------------------|--------------|-----------------------|
| **Modified frequency ratio** | DEM-based 7 factors | ASTER, SRTM, ALOS PALSAR, SOB | MFR_ASTER_DEM, MFR_SRTM_DEM, MFR_ALOS_DEM, MFR_SOB_DEM |
|                     | All 15 factors           | ASTER, SRTM, ALOS PALSAR, SOB | MFR_ASTER, MFR_SRTM, MFR_ALOS, MFR_SOB |
| **Logistic regression** | DEM-based 7 factors | ASTER, SRTM, ALOS PALSAR, SOB | LR_ASTER_DEM, LR_SRTM_DEM, LR_ALOS_DEM, LR_SOB_DEM |
|                     | All 15 factors           | ASTER, SRTM, ALOS PALSAR, SOB | LR_ASTER, LR_SRTM, LR_ALOS, LR_SOB |
| **Random forest**   | DEM-based 7 factors      | ALOS PALSAR, SOB, ASTER, SRTM | RF_ASTER_DEM, RF_SRTM_DEM, RF_ALOS_DEM, RF_SOB_DEM |
|                     | All 15 factors           | ALOS PALSAR, SOB, ASTER, SRTM | RF_ASTER, RF_SRTM, RF_ALOS, RF_SOB |
4.1. Training and Validation Dataset

We divided the 261 landslide locations randomly into training (75%) and validation (25%) datasets. Bivariate MFR is a one-class classification method where non-landslide locations or absence of landslides are not required [48]. On the other hand, for multivariate LR and machine learning-based RF, the selection of non-landslide locations (pseudo-absence points) is essential [4]. Any place that does not have landslide can be considered as non-landslide. We randomly selected 261 non-landslide locations (Figure 1) (pseudo absence points) from the study area [49]. We split these non-landslide locations into training (196) and validation (65) data sets. In total, we had 392 (196: landslide locations; 196: non-landslide locations) data points for training and 130 (65: landslide locations; 65: non-landslide locations) data points for testing the LR and RF models.

4.2. Modified Frequency Ratio (MFR)

MFR is an improved version of the widely used frequency ratio (FR) method [35,50]. Lee and Talib [51] proposed FR, which assesses the spatial relationship between the landslide locations and the landslide causal factors [52]. In the FR method, each of the causal factors must be divided into subclasses or categories; for example, in this study, we split slope into five categories using the Jenks natural break method (Table A1 of Appendix D). We calculated the FR values using Equation (3), and later these FR values of each of the subclasses of causal factors were used in the MFR model.

\[
FR_{ij} = \frac{N_{ij}}{N} \div \frac{M_{ij}}{M} \quad (3)
\]

where \(FR_{ij}\) = Frequency Ratio of jth Subclass of Factor i

\(N_{ij}\) = Total area of the landslide pixels within the jth subclass of factor i

\(N\) = Total area of landslide pixels in the study area

\(M_{ij}\) = Total area of the pixels in the jth subclass of factor i

\(M\) = Total area of the study area

\(FR > 1\) means association of landslides with that subclass. In other words, there is a probability of occurrences of landslides in that subclass. \(FR < 1\) means no association [53].

For calculating the MFR, then we normalized the FRs using Equation (4).

\[
Rf_{ij} = \frac{FR_{ij}}{\sum FR_i} \quad (4)
\]

where \(Rf_{ij}\) = Relative frequency of jth subclass of factor i

\(FR_{ij}\) = Frequency ratio of the jth subclass of factor i

\(\sum FR_i\) = Sum of the frequency ratios of factor i

Later, we calculated the prediction rate (PR) using Equation (5). In the FR model, the overall contribution of causal factors to the occurrence of landslides is not measured. Only the subclass wise contribution is measured [6,50]. In MFR, we can measure the overall contribution because PR indicates overall association of a causal factor. The lowest value of PR is 1 and the higher the PR value the stronger is the association of causal factor with the landslides [6].

\[
PR_i = \frac{(MaxRf_i - MinRf_i)}{(MaxRf_i - MinRf_i)_{min}} \quad (5)
\]

where \(PR_i\) = Prediction rate of factor i

\(MaxRf_i\) = Maximum relative frequency of factor i

\(MinRf_i\) = Minimum relative frequency of factor i

\((MaxRf_i - MinRf_i)_{min}\) = Lowest difference between maximum and minimum relative frequency of all the factors
To calculate the landslide susceptibility index (LSI) and to produce the landslide susceptibility maps, Equation (6) was used:

\[
LSI = \sum_{i=1}^{n} Rf_{ij} \times PR_i
\]  

where LSI = Landslide susceptibility index

\[ Rf_{ij} = \text{Relative frequency of jth subclass of factor } i \]

\[ PR_i = \text{Prediction rate of factor } i \]

For landslide susceptibility mapping, we used the reclassify tool in ArcGIS 10.7 to reclassify the categories of causal factors according to the Rf values. Later, we multiplied each of the reclassified raster layers with the prediction rates and summed up to produce the final landslide susceptibility maps.

### 4.3. Logistic Regression (LR)

Logistic regression (LR) is one of the most widely-used multivariate statistical methods in landslide susceptibility mapping [4,6,54–56]. An LR model predicts the presence of landslides using the binary landslide data (presence and absence of landslides or landslides and non-landslides) and their relationship with the landslide causal factors [56,57]. Here, landslide and non-landslide locations are dependent variables, and causal factors are independent variables. These independent variables can be numerical or categorical [4]. Equation (7) is used in LR model

\[
\text{Logit}(Y) = \beta_1 X_1 + \beta_2 X_2 + \beta_3 X_3 + \ldots + \beta_i X_i + \epsilon
\]  

where \( Y \) = The presence of landslides

\( X_i \) = ith Causal factor

\( \beta_i \) = Regression coefficient of the ith causal factor

\( \epsilon \) = Error

We used Equation (8) to determine the probability.

\[
P = \frac{\exp Y}{1 + \exp Y}
\]  

We used the R software environment for the forward stepwise LR method. We multiplied the raster layers of the statistically significant causal factors with the coefficients and summed up using Equation (7) in the R software environment. Finally, we used Equation (8) to produce the landslide susceptibility maps.

### 4.4. Random Forest Classification (RF)

The random forest method was developed by Breiman [58] and is an ensemble learning method [19]. Lately, the use of the RF method for landslide susceptibility mapping has increased due to its high performance in predicting landslide locations [37,59].

This method uses bootstrapping techniques to generate a bunch of classification trees based on subsets of observations [27]. There is high variance among the individual trees, and therefore classification based on a single tree is unstable and prone to overfitting [37]. Random forest is improved over commonly used tree-based methods, such as a decision tree or bagged tree because it decorrelates the trees. RF uses ensembles of trees and lets each tree define the class membership, and finally, the respective class is assigned based on the highest votes [27,37]. Since the bootstrapping method is used, a set of data is not used in the model training stage and this set of data is known as out-of-bag (OOB) [27]. These OOB data are used to calculate the mean decrease of accuracy and Gini coefficient [37]. The accuracy and Gini coefficient are used in variable selection and ranking [19]. They also provide the statistical weights or variable importance of each of the predictors used in the model [27].

There are several advantages of using RF methods, such as rescaling and transformation of data are not essential; missing data and outliers can be ignored [60]. Moreover, it can deal with both
numerical and categorical data, and the use of a dummy variable is not required [37]. In this study, we developed the Random Forest model in the R software environment using the “randomForest” package [61].

4.5. Multicollinearity Diagnostics

In the LR model, multicollinearity can bring inaccuracies in variance and unsuitability in estimates. On the other hand, in the RF model, it can affect the variable importance [62]. Therefore, multicollinearity diagnostics: variance inflation factor (VIF) and tolerance were used before using the causal factors in LR and RF models. Since VIF values were <10 and tolerance were >0.3, causal factors were independent and were used in these two models [63].

4.6. Model Validation and Comparison

Success and prediction rate curves were used to test the performance of the susceptibility models. The training data set was used for the success rate curve, and the validation data set was used for the prediction rate curve [6]. “The area under the curve” (AUC) of success rate indicates how well the model fits the training data while the AUC of prediction rate suggests how well the model will predict future landslides [15,64]. AUC value ranges from 0–1 or 0%–100% and it can be grouped into the following categories: 0.50–0.60 (fail); 0.60–0.70 (poor); 0.70–0.80 (fair); 0.80–0.90 (good), and 0.90–1.00 (excellent) [53]. We also used two non-parametric tests: Friedman and Wilcoxon Signed Rank test to assess whether there are any significant differences in performances between the susceptibility [65–68]. Friedman’s test is used for multiple comparisons. This test determines whether there is any significant difference in performance in multiple models [29], while the Wilcoxon Signed Rank test is used for pairwise comparison of susceptibility models and, therefore, can indicate which models are significantly different [68].

However, statistical performance assessments such as success and prediction rate curves cannot show the level of agreement among the models. Therefore, we used convergent validation through the coverage based cross-comparison [69,70]. The MFR gives landslide susceptibility index while LR and RF provide the probability of landslides. We reclassified them into five susceptibility zones: very low, low, moderate, high, and very high using the Jenks natural break method. Later, we used the raster calculator in the ArcGIS platform to subtract the reclassified model from one another. The outcome can be any integer, but only “zero” will indicate the areas which were classified into the same susceptibility zones by two compared models. We calculated the percentage of area under this “zero” class and this percentage indicates the spatial convergence or agreement between two compared models [69].

5. Results

5.1. Susceptibility Assessment Using Modified Frequency Ratio (MFR)

We found that the prediction rates (PRs) of the slope, aspect, and elevation derived from three DEMs (ASTER, SRTM, and ALOS PALSAR) are similar. The PRs for these three factors are around 2.25, 1.0, and 3.0, respectively (see Table A1 of Appendix D). Compared to these three DEMs, the SOB DEM showed different PRs. Our analysis revealed that for slope, aspect, and elevation, the SOB DEM-based PRs are 1.79, 2.37, and 2.41, respectively. We further found that with the increase of slope, the probability of landslide increases. The relatively safer zones are in areas below 8° slope where frequency ratio (FR) < 1. For ASTER, SRTM, and ALOS PALSAR DEMs, we found that the slope class 14–23° had the highest probability of landslides. However, for SOB DEM, the highest probability of landslide is in the 8–14° slope class. In the case of TWI, we found that ALOS PALSAR DEM has the highest PR (4.30) followed by ASTER DEM (PR = 3.19) and SOB DEM (PR = 1.61). For all the four DEMs, the probability of landslides was higher in areas where TWI is less than 6. The SPIs derived from four DEMs have lower PRs compared to other causal factors and the class-wise weight (FR values)
showed the same sort of pattern. We further found that for plan curvature, ALOS PALSAR has the highest PR (4.30), while for profile curvature, SRTM has the highest PR (4.68).

In general, we found no specific pattern of FR and PR values for these seven factors. We observed that causal factors derived from either ALOS PALSAR or SRTM have higher PR values, and SOB has the lowest PR among the four DEMs. The causal factors derived from different DEMs did not have a significant impact on the FR and PR values of MFR. This finding is similar to the findings of Chang et al. [29]. Most of the topographic factors are the first derivative of the DEMs other than the TWI and SPI. Thus, for TWI, DEMs have more substantial impacts than other factors. It is because there can be a small difference among the DEMs, and when the second derivative is used, these become pronounced [29].

The class-wise FR values of the eight factors that are not derived from the DEMs are generally similar; however, the PR values are different (see Table A1 of Appendix D). The causal factors derived from the DEMs played a crucial role in determining the PR values for these eight factors. For ASTER (0.141), SRTM (0.134), and ALOS PALSAR (0.139), the lowest difference was between the maximum and minimum relative frequency of aspect. While for SOB (0.160), it was SPI. Since these values are slightly different, it affected the PR values.

Landslide Susceptibility Maps (MFR)

We produced Landslide Susceptibility Indices (LSIs) of the four MFR models using Equation (6) for DEM-based causal factors. The LSI of MFR_ASTER_DEM ranged from 994.6 to 8388.1. The LSIs for MFR_SRTM_DEM LSIs for MFR_SRTM_DEM; MFR_ALOS_DEM and MFR_SOB_DEM ranged from 591.4 to 9458.8 and 527.8 to 10056.5 and 638.8 to 6130.0, respectively. LSI does not have a unit. It is the product of relative frequency and prediction rate Equation (6), and both of these do not have units. The greater the LSI, the greater is the landslide susceptibility, and the smaller the LSI value, the lower is the susceptibility [35,44]. The ranges of LSIs indicate that MFR_SRTM_DEM and MFR_ALOS_DEM models had a comparatively broader range than the rest of the two models. This happened because of the variable FR and PR values. For ASTER DEM, the highest PR value was for plan curvature, while for other DEMs it was for profile curvature (see Table A1 of Appendix D). For all DEM-based factors, SOB had the lowest PRs among the four models and therefore it affected the LSIs. Later, we used the same Equation (6) to produce four MFR models based on 15 causal factors. The LSI of MFR_ASTER_DEM ranged from 1613.00 to 20370.10. The LSIs for MFR_SRTM, MFR_ALOS, and SOB DEMs ranged from 1314.40 to 22300.34 and 1234.95 to 22180.24 and 1995.7 to 17316.9, respectively. The LSIs of MFR_SRTM and MFR_ALOS DEMs have a comparatively broader range than the rest of the two models. The highest PR value for ASTER was 6.25 and for SOB, it was 5.64 (Table A1 of Appendix D) for distance to the road network, while for SRTM and ALOS PALSAR, it was 6.61 and 6.38, respectively. For other causal factors (Table A1 of Appendix D), SOB had the lowest PRs among the four, and therefore LSI was the lowest. As mentioned earlier, the FR values varied for seven topographic factors derived from four different DEMs, and these factors had impacts on the PR of eight common factors. Ultimately these variations defined the LSI of the susceptibility maps.

Since different models had different LSIs, Rescale by Function tool in ArcGIS was used to normalize the LSIs into a 0.0–1.0 scale. Later, we used the Jenks natural break method to classify the normalized LSIs into five susceptibility zones: very low, low, moderate, high, and very high. Generally, the spatial appearances of the landslide susceptibility maps have similarities with the map of causal factors that have a higher contribution to landslides. In this study, this contribution is shown by PR and FR values (see Appendices A–C). We found that the spatial appearance of seven causal factors derived from SOB was different from the spatial appearance of seven causal factors derived from ASTER, SRTM, and ALOS PALSAR. ASTER, SRTM and ALOS PALSAR based susceptibility maps (Figure 2a–c) show a comparatively lesser percentage of area as very low or low susceptibility zones than the SOB-based landslide susceptibility map (Figure 2d). However, the SRTM based map shows comparatively more areas as high and very high susceptibility zones that the other maps. We found when all factors were
considered, areas near to the road network are highly susceptible to landslides (Figure 3a–d), because the PR values of the distance from the road networks were the highest.

Figure 2. Landslide susceptibility maps produced using Modified Frequency Ratio (MFR), Logistic Regression (LR) and Random Forest (RF) models (seven DEM-based factors).
As a result, some areas were classified as moderate susceptibility zones in these two maps (Figure 3f–g). In LR_SRTM and LR_ALOS susceptibility maps, common factors such as distance from the road networks and fault lines, land use/land cover, and land use/land cover change did not have higher coefficient values than the DEM‐based causal factors. That is why, unlike LR_SOB, the spatial appearance of the susceptibility maps did not follow the appearance of the maps of common factors.

Figure 3. Landslide susceptibility maps produced using MFR, LR, and RF models (all 15 factors).

5.2. Susceptibility Assessment using Logistic Regression (LR)

For the DEM-based factors, the LR model detected two to five statistically significant factors (see Table A2 of Appendix E). Elevation and slope were the two common statistically significant causal factors for ASTER, SRTM, and ALOS PALSAR based models. Since the ALOS PALSAR based model, the highest number of causal factors was chosen, DEM had the highest impact on the landslide susceptibility map. Odds ratio (Table A2 of Appendix E) shows that slope was the most important factor of landslides for ASTER and SRTM based models, while aspect came out as the most crucial factor for ALOS PALSAR and SOB based models.

When all (15) causal factors were used, we found a total of four to eight statistically significant causal factors (see Table A2 of Appendix E). Slope, elevation, SPI, and aspect were the significant DEM-based causal factors for LR_SRTM and LR_ALOS based models. For LR_SOB, aspect was the statistically significant DEM-based causal factor. When 15 causal factors were used, the model assessed the interaction of DEM-based factors with the common eight factors. Therefore, when only the DEM-based causal factors were used, some factors came out statistically significant (e.g., SPI for
LR_ASTER_DEM). When all the factors were used in the LR_ASTER based model, SPI came out insignificant. For LR_SRTM and LR_ALOS, three DEM-based causal factors were detected as statistically significant; therefore, for these two landslide susceptibility maps, DEM would have more impact than the LR_ASTER and LR_SOB susceptibility maps.

Landslide Susceptibility Maps (LR)

We used the Jenks natural break method to classify the probability of landslides into five zones: very low, low, moderate, high, and very high. The spatial appearances of the LR_SOB_DEM model (Figure 2h) have a different appearance than the other three maps. LR_SRTM_DEM (Figure 2f) and LR_ALOS_DEM (Figure 2g) have an almost identical spatial appearance. While in LR_ASTER_DEM models, the slope had a higher coefficient ($\beta = 0.26$) (Table A2 of Appendix E) than the SRTM ($\beta = 0.14$) and ALOS PALSAR ($\beta = 0.05$). Therefore, in the LR_ASTER_DEM map, the areas with steeper slopes, mainly in the mid-north and mid-south of the study area, were classified as high to very highly susceptible. In LR_SRTM_DEM and LR_ALOS_DEM maps, these areas were classified either as moderate or high susceptibility zones. In LR_SOB_DEM, only elevation and aspect were two significant factors. Therefore, the susceptibility map took the shape of the map of these two factors (see Appendix A).

When all (15) causal factors were used, the spatial appearance of LR_SOB (Figure 3h) was different from the other three maps (Figure 3e–g). LR_SOB map was influenced by the distance from the fault lines, distance from the road networks, and land use/land cover. Although aspect was a significant factor, the coefficient value of aspect was similar to other significant factors, and distance from the fault lines ($\beta = 1.07$) (Table A2 of Appendix E) had a higher coefficient value than aspect. Therefore, most of the study area was classified as low or very low susceptibility zones. In the LR_ASTER model (Figure 3e), the slope had the highest coefficient ($\beta = 0.31$) (Table A2 of Appendix E), and therefore, areas with steeper slopes were classified as high or very high susceptibility zones. But in LR_SRTM and LR_ALOS models, the slope had comparatively lower coefficient values than ASTER. As a result, some areas were classified as moderate susceptibility zones in these two maps (Figure 3f–g). In LR_SRTM and LR_ALOS susceptibility maps, common factors such as distance from the road networks and fault lines, land use/land cover, and land use/land cover change did not have higher coefficient values than the DEM-based causal factors. That is why, unlike LR_SOB, the spatial appearance of the susceptibility maps did not follow the appearance of the maps of common factors.

5.3. Susceptibility Assessment using Random Forest (RF)

RF_ASTER_DEM, RF_SRTM_DEM, and RF_ALOS_DEM models detected (Figure 4a) slope and RF_SOB_DEM model identified the aspect as the most critical factor. When all 15 factors were used in the models, RF_ASTER and RF_SRTM (Figure 4b) detected slope and the rest of the two models detected distance from the road network as the most important causal factor. For RF_ASTER, RF_SRTM, and RF_ALOS, DEM-based factors such as elevation, TWI, and aspect had higher importance in the models than the common factors. But in the RF_SOB model DEM-based factors had less importance than the common factors. There is no similarity among the models in detecting the importance of DEM-based causal factors. For example, in RF_SOB, the slope was ranked as one of the least important factors, but for other models, it was ranked as the most important factor (Figure 4b).
While in RF_SOB_DEM and RF_ALOS_DEM the same areas were classified as moderate susceptibility zones, areas in the mid-north to mid-south were classified as high or very high susceptibility zones (Figure 2i).

For, RF_ASTER_DEM the road network was not ranked as the most critical factor in the other three models. Distance from the road networks was the most critical factor, areas near to roads were classified as high or very high susceptibility zones. Similarly, in RF_ASTER_DEM, slope was the most critical factor. In RF_SRTM_DEM, slope was the most crucial factor, but in these two models, the contribution of the slope to the susceptibility map was visible.

Like MFR and LR, we used the same method to classify the probability of landslides into five susceptibility zones. The spatial appearance of the RF_SOB_DEM susceptibility map (Figure 2l) was different from the susceptibility maps of the other three models (Figure 2i–k). For, RF_ASTER_DEM (Figure 2i) areas in the mid-north to mid-south were classified as high or very high susceptibility zones. While in RF_SOB_DEM and RF_ALOS_DEM the same areas were classified as moderate susceptibility zones. In RF_ASTER_DEM, slope was the most critical factor. Similarly, in RF_SRTM_DEM and RF_ALOS_DEM slope was the most crucial factor, but in these two models, the contribution of the slope (Figure 4a) to the model is lesser than the RF_ASTER_DEM model. In RF_ASTER_DEM, the difference of variable importance between slope and other factors was comparatively higher than the other models, the effect of slope on the susceptibility map was visible.

RF_ASTER; RF_SRTM, RF_ALOS; and RF_SOB models (Figure 3i–l), spatial appearances were different from each other. Since in the RF_SOB model, distance from the road networks was the most crucial factor, areas near to roads were classified as high or very high susceptibility zones. Distance from the road network was not ranked as the most critical factor in the other three models.

**Figure 4.** Variable importance plots of random forest model: (a) Digital Elevation Model (DEM) based causal factor (7) used in the models. (b) All (15) factors used in the models. Pl=plan curvature; Pr=profile curvature; LC=land use/land cover; LLC=land use/land cover change; DF=distance from the fault lines; DD=distance from the drainage networks; DR=distance from the road networks.

Landslide Susceptibility Maps (RF)

Like MFR and LR, we used the same method to classify the probability of landslides into five susceptibility zones. The spatial appearance of the RF_SOB_DEM susceptibility map (Figure 2l) was different from the susceptibility maps of the other three models (Figure 2i–k). For, RF_ASTER_DEM (Figure 2i) areas in the mid-north to mid-south were classified as high or very high susceptibility zones. While in RF_SOB_DEM and RF_ALOS_DEM the same areas were classified as moderate susceptibility zones. In RF_ASTER_DEM, slope was the most critical factor. Similarly, in RF_SRTM_DEM and RF_ALOS_DEM slope was the most crucial factor, but in these two models, the contribution of the slope (Figure 4a) to the model is lesser than the RF_ASTER_DEM model. In RF_ASTER_DEM, the difference of variable importance between slope and other factors was comparatively higher than the other models, the effect of slope on the susceptibility map was visible.

RF_ASTER; RF_SRTM, RF_ALOS; and RF_SOB models (Figure 3i–l), spatial appearances were different from each other. Since in the RF_SOB model, distance from the road networks was the most crucial factor, areas near to roads were classified as high or very high susceptibility zones. Distance from the road network was not ranked as the most critical factor in the other three models.
5.4. Validation and Comparison of Landslide Susceptibility Maps

5.4.1. Success and Prediction Rate Curves

DEM-Based Causal Factors

When only DEM-based seven causal factors were used for MFR models, among all DEMs the MFR_SRTM_DEM model gave the superior performance for both success (AUC = 80.73%) and prediction (AUC = 77.37%) rate curves (Figure 5a,b). The MFR_SOB_DEM model appears to perform the weakest in assessing success and prediction. The AUCs of success rate curves (Figure 5a) showed that MFR_SRTM_DEM falls under the good category while MFR_ASTER_DEM and MFR_ALOS_DEM fall under the fair category. But MFR_SOB_DEM falls under the poor category. AUCs of prediction rate curves (Figure 5b) show that all models other than the MFR_SOB_DEM gave fair performances.

![Figure 5a](image1)

For LR, LR_ALOS_DEM outperformed the other three models (Figure 5c,d). LR_SOB_DEM presented the weakest performance among the four models and thus fell under the fail category. The AUCs of success and prediction rates (Figure 5c,d) show that the other three models are under the fair category. For RF models, we got similar results as the LR model. RF_ALOS_DEM outperformed other models, and RF_SOB_DEM was the least accurate model. RF_SRTM_ALOS_DEM and RF_SRTM_DEM gave an almost similar performance.

All Causal Factors

We found that when all 15 causal factors are used, different models showed variable performances. For the MFR model, the use of 15 causal factors decreases the predictive performance on an average by 5% of landslide susceptibility maps based on ASTER, SRTM, and ALOS PALSAR (see Figure 6a,b).
However, for the SOB based model, it increased the performance by 3%. It indicates that for bivariate models, DEM-based causal factors can give better prediction performance and use of non-DEM-based factors can reduce the accuracy. Inclusion of more DEM-based causal factors and more landslide locations may increase the accuracy of the models in the study area.

![Figure 5. Success and prediction rate curves (seven DEM-based factors): (a) MFR (success); (b) MFR (prediction); (c) LR (success); (d) LR (prediction); (e) RF (success); (f) RF (prediction).](image)

![Figure 6. Success and prediction rate curves (15 factors): (a) MFR (success); (b) MFR (prediction); (c) LR (success); (d) LR (prediction); (e) RF (success); (f) RF (prediction).](image)

For the LR model, the use of 15 factors increased the accuracy of the model. For three global DEMs success rates increased by around 5.0% but for SOB it increased by 21.7%. On the other hand, prediction rates showed the same trend as for three global DEMs the increase of performance was around 3.5% but for SOB it was 17.0%. It proves that the use of common factors increased the accuracy substantially for SOB DEM.

Like the LR model, for RF models, the use of 15 causal factors increased the accuracy of the model. For ASTER and SRTM the increase of the success rate was around 7%. For ALOS PALSAR the success rate increased by 12.4%. Here again, SOB had the highest increase (22.6%) in success rate. The increase in prediction rate was not as high as the success rate. For three global DEMs prediction rates increased by around 2%–3% and for SOB the prediction rate increased by 10.1%. Machine learning algorithms such as the random forest learn the behavior or the training data. Therefore, the increase of success rate due to inclusion of new variables was high. Since machine learning algorithms learn the behavior of the training data it fails to predict the validation or unknown data [60]. Therefore, in our study, the increase of prediction rate is around 50% lower than the increase of prediction rate for RF models.

5.4.2. Spatial Comparison of Landslide Susceptibility Maps

Spatial convergence indicates how much area is classified into same susceptibility zones. When seven DEM-based factors were used in the MFR model, MFR_SOBDEM had 30% of spatial convergence while the remaining DEMs had around 40% (Table 3). As we discussed before, the landslide
susceptibility maps of MFR_SOB_DEM has a different spatial appearance (Figure 2d) than the rest of the three susceptibility maps and these results (Table 2) support the previous discussion of our study. For the LR models, Table 3 shows a similar trend. Spatial convergences of the LR_ASTER_DEM, LR_SRTM_DEM, and LR_ALOS_DEM were around 44%, while the LR_SOB_DEM showed approximately 19% of spatial convergence. For the RF models, Table 3 shows the similarities with the findings of MFR and LR.

| Factors Used    | Method Mapping | DEM       | ASTER (%) | SRTM (%) | ALOS PALSAR (%) | SOB (%) |
|-----------------|----------------|-----------|-----------|-----------|-----------------|---------|
| DEM-based       | MFR            | ASTER (%) | 100.00    | 41.18     | 46.54           | 29.37   |
|                 |                | SRTM (%)  | 41.18     | 100.00    | 42.54           | 31.26   |
|                 |                | ALOS PALSAR (%) | 46.53    | 42.54     | 100.00          | 30.83   |
|                 |                | SOB (%)   | 29.37     | 31.26     | 30.83           | 100.00  |
|                 |                | ASTER (%) | 100.00    | 44.34     | 47.50           | 18.33   |
|                 | LR             | SRTM (%)  | 44.34     | 100.00    | 48.59           | 18.84   |
|                 |                | ALOS PALSAR (%) | 47.50    | 48.59     | 100.00          | 19.06   |
|                 |                | SOB (%)   | 18.33     | 18.84     | 19.06           | 100.00  |
|                 |                | ASTER (%) | 100.00    | 47.73     | 47.07           | 28.24   |
|                 |                | SRTM (%)  | 47.73     | 100.00    | 54.46           | 31.43   |
|                 |                | ALOS PALSAR (%) | 47.07    | 54.46     | 100.00          | 31.46   |
|                 |                | SOB (%)   | 28.24     | 31.43     | 31.46           | 100.00  |
|                 |                | ASTER (%) | 100.00    | 71.44     | 68.89           | 55.71   |
|                 |                | SRTM (%)  | 71.44     | 100.00    | 77.41           | 54.07   |
|                 |                | ALOS PALSAR (%) | 68.89    | 77.41     | 100.00          | 51.68   |
|                 |                | SOB (%)   | 55.71     | 54.07     | 51.68           | 100.00  |
|                 |                | ASTER (%) | 100.00    | 52.01     | 51.11           | 30.89   |
|                 |                | SRTM (%)  | 52.01     | 100.00    | 55.56           | 36.46   |
|                 |                | ALOS PALSAR (%) | 51.11    | 55.56     | 100.00          | 36.07   |
|                 |                | SOB (%)   | 30.89     | 36.46     | 36.07           | 100.00  |
|                 |                | ASTER (%) | 100.00    | 51.55     | 49.28           | 42.21   |
|                 |                | SRTM (%)  | 51.55     | 100.00    | 62.63           | 44.36   |
|                 |                | ALOS PALSAR (%) | 49.28    | 62.63     | 100.00          | 47.02   |
|                 |                | SOB (%)   | 42.21     | 44.36     | 47.02           | 100.00  |

When all factors were considered for modeling, spatial convergence between the DEMs (Table 3) increased around 40% for MFR models. While for the LR and RF models, the spatial convergence was approximately 25% and 12%, respectively. In the MFR model, all causal factors were used, while in the LR model, significant causal factors were used and in the RF model, 2–3 causal factors, for example, profile and plan curvatures had comparatively low or no variable importance in the model.

The results of Friedman tests (Table 4) show that in both the scenarios (a. seven DEM-based causal factors used, and b. 15 causal factors used) for MFR and RF models $P < 0.05$. It means at least one of the landslide susceptibilities models had significantly different performance than the rest of the models. While for LR models, when seven DEM-based causal factors were used, at least one of the models was statistically different in performance than the rest of the models. When all factors were used in LR models, there was no statistically significant difference in performance between the models. Wilcoxon signed-rank test conducted the pairwise comparison. The results (Table 4) show that in scenario two, the performances of landslide susceptibility maps produced using SRTM and ALOS PALSAR did not have a statistically significant difference. Other than that, all the performances of the MFR based landslide susceptibility maps were statistically ($\alpha = 0.008$ after Bonferroni correction) different from each other. When seven causal factors were used for LR models, the performance of SOB based models was significantly different (Table 5) from all other models. But when all factors are used, these differences become insignificant. It indicates that eight common factors overshadow the effect of SOB based causal factors. In the MFR model, it did not happen since it did not consider the interaction of causal factors.
Table 4. Result of the Friedman Test for landslide susceptibility maps.

| Factors Used | Methods | DEM     | Mean Rank | Chi-Square | P-Value |
|--------------|---------|---------|-----------|------------|---------|
| MFR          | ASTER   | 2.29    |           | 135.71     | 0.00 *  |
|              | SRTM    | 2.94    |           |            |         |
|              | ALOS PALSAR | 2.68  |           |            |         |
|              | SOB     | 2.10    |           |            |         |
| DEM-based factors | ASTER   | 2.56    |           | 45.24      | 0.00 *  |
| LR           | SRTM    | 2.55    |           |            |         |
|              | ALOS PALSAR | 2.19  |           |            |         |
|              | SOB     | 2.70    |           |            |         |
| RF           | ASTER   | 2.61    |           | 44.24      | 0.00 *  |
|              | SRTM    | 2.28    |           |            |         |
|              | ALOS PALSAR | 2.74  |           |            |         |
|              | SOB     | 2.37    |           |            |         |
| All factors  | MFR     | ASTER   | 2.61      | 208.54     | 0.00 *  |
|              | SRTM    | 2.28    |           |            |         |
|              | ALOS PALSAR | 2.74  |           |            |         |
|              | SOB     | 2.37    |           |            |         |
| LR           | ASTER   | 2.37    |           | 8.63       | 0.05    |
|              | SRTM    | 2.90    |           |            |         |
|              | ALOS PALSAR | 2.84  |           |            |         |
|              | SOB     | 1.89    |           |            |         |
| RF           | ASTER   | 2.76    |           | 33.79      | 0.00 *  |
|              | SRTM    | 2.43    |           |            |         |
|              | ALOS PALSAR | 2.49  |           |            |         |
|              | SOB     | 2.32    |           |            |         |

In the case of RF models, RF_ALOS_DEM (Table 5) was statistically different from the other models. But when all causal factors were used the difference of performance became insignificant for RF_SRTM model. RF used a more complex algorithm than the LR and MFR models. Therefore, the Wilcoxon Signed-Rank test gave different results for RF models than MFR and LR models.


| Factors Used | Methods       | Pairwise Comparison | Z-Statistics | P-Value |
|--------------|---------------|---------------------|--------------|---------|
|              | MFR           | ASTER-SRTM          | -8.82        | 0.00 *  |
| DEM-based factors | ASTER-ALOS PALSAR | -4.81        | 0.00 *       |
|              |               | ASTER-SOB           | -6.81        | 0.00 *  |
|              |               | SRTM-ALOS PALSAR    | -5.26        | 0.00 *  |
|              |               | SRTM-SOB            | -10.48       | 0.00 *  |
|              |               | ALOS PALSAR-SOB     | -8.60        | 0.00 *  |
|              | LR            | ASTER-SRTM          | 1.11         | 0.27    |
|              |               | ASTER-ALOS PALSAR   | -1.49        | 0.14    |
|              |               | ASTER-SOB           | -3.62        | 0.00 *  |
|              |               | SRTM-ALOS PALSAR    | -2.55        | 0.01    |
|              |               | SRTM-SOB            | -3.04        | 0.00 *  |
|              |               | ALOS PALSAR-SOB     | -3.71        | 0.00 *  |
|              | RF            | ASTER-SRTM          | -0.42        | 0.68    |
|              |               | ASTER-ALOS PALSAR   | -3.37        | 0.00 *  |
|              |               | ASTER-SOB           | -7.06        | 0.48    |
|              |               | SRTM-ALOS PALSAR    | -7.37        | 0.00 *  |
|              |               | SRTM-SOB            | -1.79        | 0.73    |
|              |               | ALOS PALSAR-SOB     | -6.14        | 0.00 *  |
|              | MFR           | ASTER-SRTM          | -7.91        | 0.00 *  |
|              |               | ASTER-ALOS PALSAR   | -6.11        | 0.00 *  |
|              |               | ASTER-SOB           | -10.58       | 0.00 *  |
|              |               | SRTM-ALOS PALSAR    | -2.11        | 0.04    |
|              |               | SRTM-SOB            | -12.84       | 0.00 *  |
|              |               | ALOS PALSAR-SOB     | -11.56       | 0.00 *  |
|              | All factors   | ASTER-SRTM          | -2.37        | 0.02    |
|              |               | ASTER-ALOS PALSAR   | -1.59        | 0.11    |
|              |               | ASTER-SOB           | -0.49        | 0.63    |
|              |               | SRTM-ALOS PALSAR    | -0.53        | 0.60    |
|              |               | SRTM-SOB            | -0.24        | 0.81    |
|              |               | ALOS PALSAR-SOB     | -0.08        | 0.94    |
|              | LR            | ASTER-SRTM          | -2.66        | 0.01    |
|              |               | ASTER-ALOS PALSAR   | -0.38        | 0.71    |
|              |               | ASTER-SOB           | -4.64        | 0.00 *  |
|              |               | SRTM-ALOS PALSAR    | -1.85        | 0.07    |
|              |               | SRTM-SOB            | -1.96        | 0.05    |
|              |               | ALOS PALSAR-SOB     | -4.18        | 0.00 *  |

* = Significant after Bonferroni correction ($P < 0.008$).
6. Discussion

This paper evaluates the suitability of three available global DEMs: ASTER, SRTM, and ALOS PALSAR and a local DEM: SOB for landslide susceptibility mapping in Rangamati district, Bangladesh. Causal factors derived from ASTER and ALOS PALSAR DEM have been used in landslide susceptibility mapping in different parts of the Chittagong hilly areas, Bangladesh [7,9,31–35]. Since the study areas of these studies were different, we could not compare them to find out which DEM gives the best accuracy in the prediction of landslide susceptibility [36]. Our study showed that three global DEMs outperformed the local DEM in all three landslide modeling scenarios.

In the first scenario, only DEM-based causal factors were used in modeling and for MFR models, MFR_SRTM_DEM outperformed the other three models. The difference of AUCs of both the success and prediction rate curves between SRTM_DEM and ALOS_DEM was around 3%, indicating a similarity in predictions. For the processing of ALOS PALSAR DEM, SRTM GL1 data is used for radiometric correction [71]. Therefore, the quality of ALOS PALSAR DEM depends on the quality of SRTM DEM. SOB DEM-based MFR did not show a good performance for the study area and the prediction performance can be improved when a more representative landslide inventory with more landslide locations is used. We found that the ASTER DEM-based MFR model showed a weaker performance than the other two open-source global DEMs. Our result is consistent with other studies that utilized ASTER DEM [29,72,73]. It may happen because ASTER DEM contains many artifacts such as the presence of peaks in the flat terrain, and it ultimately affects the landslide susceptibility map [29].

The poor performance of the SOB DEM can be attributed to the interpolation methods that were used to extrapolate elevations from the available spot heights in the hilly parts of Bangladesh [74]. It affected the accuracy and quality of DEM in the hilly parts of Bangladesh. On the other hand, for LR and RF, ALOS PALSAR based models outperformed the rest of the models. Here, again the difference between LR_ALOS_DEM and LR_SRTM_DEM was low for success and prediction. In all cases, SOB based models gave the worst performance and causal factors derived from SOB DEM cannot explain the landslide susceptibility of the study area. For example: In LR_SOB_DEM, the LR model used two significant causal factors: elevation and aspect (Table A2 of Appendix E). The low coefficient (ß) values of these two factors indicate that these two causal factors cannot adequately explain the landslide susceptibility of the study area.

In the second, scenario, for MFR models, the use of 15 causal factors increased the prediction accuracy for MFR_SOB. But for the other three models, it reduced accuracy. It indicates that causal factors derived from three global DEMs were capable enough to explain the landslide susceptibility of the study area. MFR is a bivariate model, and it does not consider the interaction of the causal factors. Moreover, unlike LR and RF models, it does not require non-landslide (pseudo absence point) in modeling [44]. When all causal factors were used, PRs of some of the common causal factors were comparatively higher than the PRs of the DEM-based causal factors. For example, PRs of distance from the road networks were around 6.00 (Table A1 of Appendix D), while PRs of the DEM-based causal factors ranged from 1.00–4.43. Therefore, the higher PRs of the common causal factors overshadowed the DEM-based factors [6,35,44]. On the other hand, the quality of the SOB DEM was poor and was not capable of explaining the landslide susceptibility of the study area. That is why, in the MFR_SOB model, the prediction accuracy increased, but the increase was very low. For LR and RF models, in second scenarios, the prediction accuracy increased by 2%–3% for global DEM-based models, while for SOB based models, it exceeded 10%. Both LR and RF models consider the interaction of causal factors, and therefore, in these two models, the effects of common factors on prediction performance were revealed better than the MFR models.

The findings of this study have similarities with other research where the suitability of different global and local DEMs was evaluated for landslide susceptibility mapping [26–28]. In most of the studies, ASTER DEM-based landslide susceptibility maps were outperformed by the other global DEM-based landslide susceptibility maps. On the other hand, local DEM-based landslide susceptibility maps have better prediction accuracy than the global DEMs [1,29]. In these studies, local DEMs
were mainly light detection and ranging (LiDAR)-based DEMs, which generally have very high spatial resolution compared to global DEMs [29]. SOB DEM was prepared under the project titles “Improvement of Digital Mapping System of Survey of Bangladesh”, where the main aim was to prepare a 1:5000 scale DEM of major cities in Bangladesh. This SOB project prepared DEM for the hilly areas of Bangladesh, including our study area using the local spot heights. Different interpolation methods were used to prepare 25m DEM from these local spot heights [73]. Therefore, in hilly areas of Bangladesh, the quality of SOB DEM is not good enough, and the application of this DEM in geomorphological studies such as landslide susceptibility mapping can give questionable results similar to what we got in our study. Our study also pointed out the importance of the preparation of very high-resolution DEMs using LiDAR for the hilly areas of Bangladesh. It will help in various geomorphological studies, including landslide susceptibility mapping. As we did not find a substantial difference among global DEMs, any global DEM can be utilized for landslide susceptibility mapping in Bangladesh in the absence of very high-resolution DEMs.

For an in-depth study, we utilized non-parametric tests. Chang et al. [30] used non-parametric tests to detect a significant difference in performance in landslide susceptibility maps prepared using different DEM-derived causal factors. Their study did not find any significant difference in performance for two machine learning methods: RF and support vector machines. In our research, we did not see any significant difference in performance for RF and LR based models. But for the MFR model, we found a significant difference in performance. It indicates that the effect of DEM-based causal factors on the performance of bivariate models is more than on the multivariate and machine learning models. Thus, we suggest using multivariate and machine learning methods and any one of the global DEMs for landslide susceptibility mapping in Bangladesh.

7. Conclusions

This paper assesses the effects of the DEM-derived causal factors on the landslide susceptibility maps produced using the bivariate (e.g., MFR), multivariate (e.g., LR), and machine learning (e.g., RF) models. In this study, we tested two scenarios: a. susceptibility assessment with only seven DEM-based causal factors; b. inclusion of other 8 causal factors along with DEM-derived factors. The success and prediction rate curves showed SRTM DEM outperformed under an MFR model in both scenarios. Our analysis revealed that ALOS PALSAR DEM provided the best prediction accuracy while using both LR and RF models in landslide susceptibility mapping. For all models and scenarios, the SOB DEM does not perform well compared to other DEMs.

The prediction accuracies of landslide susceptibility mapping using only DEM-derived factors is low compared to the utilization of all causal factors. Although SOB DEM has a poor performance in susceptibility assessment with only a DEM-derived factor, the accuracy is significantly improved when other non-DEM-based factors are added. Therefore, we argue that causal factors derived from the SOB DEM have limited influence in landslide susceptibility assessment for the study area. Besides, for the LR and RF models, the use of all the causal factors increased the prediction performance. Spatial convergence analysis showed that three global DEM-based models have similar accuracies and performed far better than SOB DEM-based models. Therefore, we recommend that SOB DEM should not be used for landslide susceptibility assessment in Bangladesh. Although ASTER DEM-based models showed the weakest performance among three global DEMs, the difference of performance was negligible. Therefore, we recommend any one of these three global DEMs can be utilized for landslide susceptibility assessment in Bangladesh.

Our study also highlights that, for the MFR model, DEM had the highest impact on the accuracy of landslide susceptibility assessment as Wilcoxon rank tests showed that the performance of susceptibility maps was significantly different. For the LR and RF models, the effect of DEM was less significant. We contend that while using the bivariate model, we must be careful about the quality of DEM. Two scenarios in this study helped to understand the impact of DEMs in landslide susceptibility assessment. Moreover, we used multiple metrics to evaluate the accuracies of susceptibility assessment
including AUC, spatial convergence analysis, and non-parametric test. Although the use of one performance measure is a common practice, the utilization of various measures helped this research to understand the impacts of DEM and makes the conclusion robust.

The main limitation of our study is that we cannot ascertain if adding more DEM-derived factors such as terrain roughness could improve the result. The impacts of DEM on landslide susceptibility maps are not universal and may vary from place to place. Therefore, we cannot conclude that a specific DEM can be better than others. Advanced machine learning and deep learning methods can be used to check whether these algorithms can reduce the differences in prediction performance of landslide susceptibility maps prepared using different DEM-derived causal factors.
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Appendix A

Figure A1. Spatial relationship between causal factors and landslides.

Figure A1. Landslide Causal Factors: (a) Elevation (ASTER); (b) Elevation (SRTM); (c) Elevation (ALOS PALSAR); (d) Elevation (SOB); (e) Slope (ASTER); (f) Slope (SRTM); (g) Slope (ALOS PALSAR); (h) Slope (SOB); (i) Aspect (ASTER); (j) Aspect (SRTM); (k) Aspect (ALOS PALSAR); (l) Aspect (SOB).
Appendix B

Figure A2. Landslide Causal Factors: (a) Plan Curvature (ASTER); (b) Plan Curvature (SRTM); (c) Plan Curvature (ALOS PALSAR); (d) Plane Curvature (SOB); (e) Profile Curvature (ASTER); (f) Profile Curvature (SRTM); (g) Profile Curvature (ALOS PALSAR); (h) Profile Curvature (SOB); (i) TWI (ASTER); (j) TWI (SRTM); (k) TWI (ALOS PALSAR); (l) TWI (SOB); (m) SPI (ASTER); (n) SPI (SRTM); (o) SPI (ALOS PALSAR); (p) SPI (SOB).
Appendix C

Figure A3. Landslide Causal Factors: (a) Rainfall; (b) Distance from the Road Networks; (c) Distance from the Drainage Networks; (d) Distance from the Fault Lines; (e) NDVI; (f) Geology; (g) Land Use/Land Cover; (h) Land Use/Land Cover Change.

Appendix D

Table A1. Spatial relationship between Causal Factors and Landslides. ASTER DEM: B = SRTM DEM; C = ALOS PALSAR DEM D = SOB DEM.

| Causal Factors | Classes | Area (%) | FR, % | FR, % | FRI% | PR | MinRF | MaxRF | (MaxRF - MinRF) | PR |
|----------------|---------|----------|--------|--------|------|----|-------|-------|------------------|----|
|                | Flat    | 0.00     | 0.00   | 0.00   | 0.00 |    |       |       |                  |    |
|                | North   | 16.7     | 4.17   | 0.25   | 0.03 |    |       |       |                  |    |
|                | Northeast| 11.5     | 11.46  | 1.00   | 0.11 |    |       |       |                  |    |
|                | East    | 11.3     | 17.71  | 1.57   | 0.17 |    |       |       |                  |    |
|                | Southeast| 10.2     | 13.54  | 1.33   | 0.14 |    |       |       |                  |    |
|                | South   | 10.4     | 13.02  | 1.25   | 0.13 |    |       |       |                  |    |
|                | Southwest| 13.1     | 18.23  | 1.39   | 0.15 |    |       |       |                  |    |
|                | West    | 12.1     | 7.81   | 0.65   | 0.07 |    |       |       |                  |    |
|                | Northwest| 10.1     | 9.90   | 0.98   | 0.11 |    |       |       |                  |    |
|                | North   | 4.6      | 4.17   | 0.91   | 0.10 |    |       |       |                  |    |
| Causal Factors | Classes | Area (%) | Landslides (%) | FR, Nij/Ntotal | RF, FRij/∑FRi | MinRF | MaxRF | (MaxRF - MinRF) | PR |
|---------------|---------|----------|----------------|---------------|----------------|-------|-------|----------------|-----|
| **Aspect**    | **(SRTM)** |          |                |               |                | 0.03  | 0.16  | 0.13           | 1.00|
|               | Flat    | 0.00     | 0.00           | 0.00          | 0.00           |       |       |                |     |
|               | North   | 17.40    | 4.69           | 0.27          | 0.03           |       |       |                |     |
|               | Northeast | 10.99   | 10.42          | 0.95          | 0.10           |       |       |                |     |
|               | East    | 11.19    | 16.67          | 1.49          | 0.16           |       |       |                |     |
|               | Southeast | 10.31   | 10.94          | 1.06          | 0.11           |       |       |                |     |
|               | South   | 10.45    | 13.02          | 1.25          | 0.13           |       |       |                |     |
|               | Southwest | 13.45   | 20.31          | 1.51          | 0.16           |       |       |                |     |
|               | West    | 12.31    | 11.98          | 0.97          | 0.10           |       |       |                |     |
|               | Northwest | 9.65    | 7.81           | 0.81          | 0.09           |       |       |                |     |
|               | North   | 4.26     | 4.17           | 0.98          | 0.11           |       |       |                |     |
| **Elevation (m)** | **(ASTER)** | <47 | 43.64          | 22.92         | 0.53          | 0.11  |       |                |     |
|               | 47–89  | 33.46    | 40.10          | 1.20          | 0.26           |       |       |                |     |
|               | 89–156 | 14.33    | 33.33          | 2.33          | 0.50           |       |       |                |     |
|               | 156–264 | 6.52     | 3.65           | 0.56          | 0.12           |       |       |                |     |
|               | 264–577 | 2.06     | 0.00           | 0.00          | 0.00           |       |       |                |     |
| **Elevation (m)** | **(SRTM)** | <60 | 52.93          | 26.56         | 0.50          | 0.11  |       |                |     |
|               | 60–108 | 30.88    | 53.65          | 1.74          | 0.38           |       |       |                |     |
|               | 108–178 | 9.16     | 17.19          | 1.88          | 0.41           |       |       |                |     |
|               | 178–282 | 5.29     | 2.60           | 0.49          | 0.11           |       |       |                |     |
|               | 282–577 | 1.75     | 0.00           | 0.00          | 0.00           |       |       |                |     |
| **Elevation (m)** | **(ALOS PALSAR)** | <5 | 51.07          | 26.04         | 0.51          | 0.11  |       |                |     |
|               | 5–54  | 32.46    | 52.08          | 1.60          | 0.35           |       |       |                |     |
|               | 54–126 | 9.52     | 19.27          | 2.03          | 0.44           |       |       |                |     |
|               | 126–229 | 5.22     | 2.60           | 0.50          | 0.11           |       |       |                |     |
|               | 229–526 | 1.74     | 0.00           | 0.00          | 0.00           |       |       |                |     |
| Causal Factors   | Classes | Area (%) | Landslides (%) | FR | RE | MinRF | MaxRF | (MaxRF - MinRF) | PR |
|------------------|---------|----------|----------------|----|----|-------|-------|----------------|----|
| Elevation (m)    | SOB     |          |                |    |    |       |       |                 |    |
|                  | <56     | 52.90    | 32.11          | 0.61 | 0.14 | 0.05  | 0.43  | 0.38           | 2.41 |
|                  | 56–111  | 24.38    | 45.79          | 1.88 | 0.43 |       |       |                 |    |
|                  | 111–174 | 13.96    | 20.00          | 1.43 | 0.33 |       |       |                 |    |
|                  | 174–248 | 4.91     | 1.05           | 0.21 | 0.05 |       |       |                 |    |
|                  | 248–498 | 3.86     | 1.05           | 0.27 | 0.06 |       |       |                 |    |
| Slope (*)       | ASTER   |          |                |    |    |       |       |                 |    |
|                  | <4      | 33.20    | 12.50          | 0.38 | 0.06 | 0.06  | 0.31  | 0.28           | 2.22 |
|                  | 4–8     | 28.17    | 23.96          | 0.85 | 0.13 |       |       |                 |    |
|                  | 8–14    | 21.88    | 30.73          | 1.40 | 0.22 |       |       |                 |    |
|                  | 14–22   | 12.64    | 25.52          | 2.02 | 0.31 |       |       |                 |    |
|                  | 22–52   | 4.10     | 7.29           | 1.78 | 0.28 |       |       |                 |    |
| Slope (*)       | SRTM    |          |                |    |    |       |       |                 |    |
|                  | <3      | 32.81    | 8.85           | 0.27 | 0.04 | 0.04  | 0.33  | 0.28           | 2.12 |
|                  | 3–8     | 30.18    | 26.56          | 0.88 | 0.15 |       |       |                 |    |
|                  | 8–14    | 21.92    | 37.50          | 1.71 | 0.28 |       |       |                 |    |
|                  | 14–22   | 11.59    | 22.92          | 1.98 | 0.33 |       |       |                 |    |
|                  | 22–61   | 3.51     | 4.17           | 1.19 | 0.20 |       |       |                 |    |
| Slope (*)       | ALOS PALSAR |          |                |    |    |       |       |                 |    |
|                  | <4      | 32.64    | 5.73           | 0.18 | 0.03 | 0.03  | 0.34  | 0.31           | 2.25 |
|                  | 4–9     | 28.63    | 27.60          | 0.96 | 0.16 |       |       |                 |    |
|                  | 9–15    | 22.79    | 36.46          | 1.60 | 0.26 |       |       |                 |    |
|                  | 15–23   | 12.29    | 25.52          | 2.08 | 0.34 |       |       |                 |    |
|                  | 23–65   | 3.65     | 4.69           | 1.28 | 0.21 |       |       |                 |    |
| Slope (*)       | SOB     |          |                |    |    |       |       |                 |    |
|                  | <2      | 60.16    | 48.68          | 1.50 | 0.45 | 0.07  | 0.35  | 0.28           | 1.79 |
|                  | 2–4     | 22.75    | 28.04          | 0.81 | 0.16 |       |       |                 |    |
|                  | 4–8     | 11.49    | 20.63          | 1.23 | 0.24 |       |       |                 |    |
|                  | 8–14    | 4.50     | 1.59           | 1.80 | 0.35 |       |       |                 |    |
|                  | 14–46   | 1.10     | 1.06           | 0.35 | 0.07 |       |       |                 |    |
| TWI (ASTER)     |         |          |                |    |    |       |       |                 |    |
|                  | <6      | 40.58    | 60.94          | 1.50 | 0.45 | 0.00  | 0.45  | 0.45           | 3.19 |
|                  | 6–8     | 29.20    | 29.17          | 1.00 | 0.30 |       |       |                 |    |
|                  | 8–11    | 12.33    | 6.77           | 0.55 | 0.16 |       |       |                 |    |
|                  | 11–14   | 10.90    | 3.12           | 0.29 | 0.09 |       |       |                 |    |
|                  | >14     | 6.98     | 0.00           | 0.00 | 0.00 |       |       |                 |    |
| TWI (SRTM)      |         |          |                |    |    |       |       |                 |    |
|                  | <6      | 45.22    | 71.35          | 1.58 | 0.54 | 0.00  | 0.54  | 0.54           | 4.03 |
|                  | 6–8     | 26.17    | 23.96          | 0.92 | 0.31 |       |       |                 |    |
|                  | 8–11    | 10.29    | 3.65           | 0.35 | 0.12 |       |       |                 |    |
|                  | 11–14   | 12.04    | 1.04           | 0.09 | 0.03 |       |       |                 |    |
|                  | >14     | 6.28     | 0.00           | 0.00 | 0.00 |       |       |                 |    |
| TWI (ALOS PALSAR)|      |          |                |    |    |       |       |                 |    |
|                  | <6      | 44.46    | 76.04          | 1.71 | 0.60 | 0.00  | 0.60  | 0.60           | 4.30 |
|                  | 6–9     | 29.03    | 18.23          | 0.63 | 0.22 |       |       |                 |    |
|                  | 9–12    | 9.11     | 3.65           | 0.40 | 0.14 |       |       |                 |    |
|                  | 12–15   | 15.41    | 2.08           | 0.14 | 0.05 |       |       |                 |    |
|                  | >15     | 1.99     | 0.00           | 0.00 | 0.00 |       |       |                 |    |
| TWI (SOB)       |         |          |                |    |    |       |       |                 |    |
|                  | <8      | 24.42    | 29.63          | 1.21 | 0.29 | 0.04  | 0.29  | 0.25           | 1.61 |
|                  | 8–11    | 32.60    | 36.51          | 1.12 | 0.27 |       |       |                 |    |
|                  | 11–14   | 22.74    | 20.11          | 0.88 | 0.21 |       |       |                 |    |
|                  | 14–17   | 17.03    | 13.23          | 0.78 | 0.19 |       |       |                 |    |
|                  | 17–32   | 3.21     | 0.53           | 0.16 | 0.04 |       |       |                 |    |
Table A1. Cont.

| Causal Factors | Classes | Area (%), \(A_{ij}\) | Landslides (%), \(N_{ij}\) | FR, \(N_{ij}/N_{total}\) | RF, \(\sum_{i} N_{ij}/\sum_{i} N_{ij}\) | MinRF | MaxRF | (MaxRF - MinRF) | PR |
|----------------|---------|----------------------|-----------------------------|-----------------------------|---------------------------------|-------|-------|----------------|-----|
| SPI (ASTER)    | <−3     | 37.02                | 38.54                       | 1.04                        | 0.24                            | 0.06  | 0.30  | 0.24           | 1.67|
|                | −3–0    | 9.55                 | 2.60                        | 0.27                        | 0.06                            |       |       |                |     |
|                | 0–4     | 23.11                | 30.21                       | 1.31                        | 0.30                            |       |       |                |     |
|                | 4–6     | 23.56                | 23.44                       | 0.99                        | 0.23                            |       |       |                |     |
|                | >6      | 6.77                 | 5.21                        | 0.77                        | 0.18                            |       |       |                |     |
| SPI (SRTM)     | <−7     | 32.38                | 38.54                       | 1.19                        | 0.27                            | 0.05  | 0.27  | 0.21           | 1.67|
|                | −7–3    | 11.23                | 2.60                        | 0.23                        | 0.05                            |       |       |                |     |
|                | −3–1    | 29.73                | 30.21                       | 1.02                        | 0.23                            |       |       |                |     |
|                | −1–2    | 20.94                | 23.44                       | 1.12                        | 0.25                            |       |       |                |     |
|                | >2      | 5.72                 | 5.21                        | 0.91                        | 0.20                            |       |       |                |     |
| SPI (ALOS PALSAR) | <−5     | 21.13                | 17.19                       | 0.81                        | 0.27                            | 0.05  | 0.27  | 0.21           | 1.55|
|                | −5–1    | 21.11                | 15.63                       | 0.74                        | 0.05                            |       |       |                |     |
|                | −1–3    | 25.19                | 26.04                       | 1.03                        | 0.23                            |       |       |                |     |
|                | 3–5     | 25.87                | 34.90                       | 1.35                        | 0.25                            |       |       |                |     |
|                | >5      | 6.70                 | 6.25                        | 0.93                        | 0.20                            |       |       |                |     |
| SPI (SOB)      | <−6     | 4.37                 | 3.17                        | 0.73                        | 0.16                            | 0.14  | 0.30  | 0.16           | 1.00|
|                | −6–2    | 9.28                 | 6.88                        | 0.74                        | 0.16                            |       |       |                |     |
|                | −2–1    | 27.88                | 18.52                       | 0.66                        | 0.14                            |       |       |                |     |
|                | 1–3.1   | 33.70                | 34.39                       | 1.39                        | 0.30                            |       |       |                |     |
| Plan curvature (ASTER) | Convex | 37.16                | 38.54                       | 1.04                        | 0.43                            | 0.05  | 0.52  | 0.47           | 3.29|
|                | Flat    | 15.76                | 2.08                        | 0.13                        | 0.05                            |       |       |                |     |
|                | Concave | 47.09                | 59.37                       | 1.26                        | 0.52                            |       |       |                |     |
| Plan curvature (SRTM) | Convex | 37.79                | 45.31                       | 1.20                        | 0.50                            | 0.01  | 0.50  | 0.49           | 3.64|
|                | Flat    | 15.81                | 0.52                        | 0.03                        | 0.01                            |       |       |                |     |
|                | Concave | 46.41                | 54.17                       | 1.17                        | 0.49                            |       |       |                |     |
| Plan curvature (ALOS PALSAR) | Convex | 37.38                | 50.00                       | 1.34                        | 0.54                            | 0.00  | 0.60  | 0.60           | 4.30|
|                | Flat    | 17.39                | 0.52                        | 0.03                        | 0.01                            |       |       |                |     |
|                | Concave | 45.22                | 49.48                       | 1.09                        | 0.44                            |       |       |                |     |
| Plan curvature (SOB) | Convex | 33.42                | 41.05                       | 1.23                        | 0.43                            | 0.20  | 0.43  | 0.23           | 1.44|
|                | Flat    | 25.42                | 14.74                       | 0.58                        | 0.20                            |       |       |                |     |
|                | Complex | 41.15                | 44.21                       | 1.07                        | 0.37                            |       |       |                |     |
| Profile curvature (ASTER) | Convex | 35.56                | 50.00                       | 1.41                        | 0.57                            | 0.05  | 0.52  | 0.46           | 3.28|
|                | Flat    | 12.81                | 1.56                        | 0.12                        | 0.05                            |       |       |                |     |
|                | Concave | 51.63                | 48.44                       | 0.94                        | 0.38                            |       |       |                |     |
| Profile curvature (SRTM) | Convex | 36.20                | 54.69                       | 1.51                        | 0.62                            | 0.00  | 0.62  | 0.62           | 4.68|
|                | Flat    | 13.89                | 0.00                        | 0.00                        | 0.00                            |       |       |                |     |
|                | Concave | 49.91                | 45.31                       | 0.91                        | 0.38                            |       |       |                |     |
| Profile curvature (ALOS PALSAR) | Convex | 36.80                | 54.69                       | 1.49                        | 0.61                            | 0.00  | 0.61  | 0.61           | 4.43|
|                | Flat    | 14.60                | 0.00                        | 0.00                        | 0.00                            |       |       |                |     |
|                | Concave | 48.60                | 45.31                       | 0.93                        | 0.39                            |       |       |                |     |
| Causal Factors          | Classes     | Area (%) | Landslides (%) | FR, $N_{ij}/N_{total}$ | RF, $A_{ij}/A_{total}$ | MinRF | MaxRF | (MaxRF - MinRF) | FR |
|-------------------------|-------------|----------|----------------|-------------------------|-------------------------|-------|-------|-----------------|-----|
| Profile curvature(SOB)  | Convex      | 35.78    | 36.84          | 1.03                    | 0.61                    | 0.00  | 0.61  | 0.61            | 3.92|
|                         | Flat        | 23.17    | 12.11          | 0.52                    | 0.00                    | 0.09  | 0.36  | 0.27            | 1.91|
|                         | Concave     | 41.05    | 51.05          | 1.24                    | 0.39                    | 0.09  | 0.36  | 0.27            | 2.02|
| Distance from the       | <1427       | 22.58    | 42.33          | 1.87                    | 0.36                    | 0.09  | 0.36  | 0.27            | 1.94|
| drainage Networks (m)   | 1427–2853   | 25.63    | 22.75          | 0.89                    | 0.17                    | 0.09  | 0.36  | 0.27            | 2.02|
|                         | 2853–4280   | 25.04    | 15.87          | 0.63                    | 0.12                    | 0.09  | 0.36  | 0.27            | 1.94|
|                         | 4280–5885   | 19.48    | 8.99           | 0.46                    | 0.09                    | 0.09  | 0.36  | 0.27            | 1.72|
|                         | >5885       | 7.26     | 10.05          | 1.38                    | 0.26                    | 0.00  | 0.33  | 0.33            | 2.33|
| Distance from the fault  | <2358       | 26.28    | 30.16          | 1.23                    | 0.30                    | 0.00  | 0.33  | 0.33            | 2.46|
| lines (m)               | 2358–4715   | 26.28    | 35.45          | 1.35                    | 0.33                    | 0.00  | 0.33  | 0.33            | 2.46|
|                         | 4715–7191   | 23.73    | 27.51          | 1.16                    | 0.28                    | 0.00  | 0.33  | 0.33            | 2.37|
|                         | 7191–10197  | 18.72    | 6.88           | 0.37                    | 0.09                    | 0.00  | 0.33  | 0.33            | 2.09|
|                         | >10917      | 6.65     | 0.00           | 0.00                    | 0.00                    | 0.00  | 0.33  | 0.33            | 2.16|
| Rainfall (mm)           | <2446       | 28.68    | 7.94           | 0.28                    | 0.05                    | 0.05  | 0.36  | 0.31            | 2.16|
|                         | 2446–2525   | 24.82    | 46.56          | 1.88                    | 0.36                    | 0.05  | 0.36  | 0.31            | 2.29|
|                         | 2525–2606   | 21.43    | 23.81          | 1.11                    | 0.21                    | 0.05  | 0.36  | 0.31            | 2.20|
|                         | 2606–2707   | 9.54     | 14.29          | 1.50                    | 0.29                    | 0.05  | 0.36  | 0.31            | 1.94|
|                         | 2707–2864   | 15.53    | 7.41           | 0.48                    | 0.09                    | 0.00  | 0.36  | 0.31            | 1.94|
| Distance from the road   | <1165       | 33.23    | 89.42          | 2.69                    | 0.88                    | 0.00  | 0.88  | 0.88            | 6.26|
| networks (m)            | 1165–2854   | 32.02    | 8.99           | 0.28                    | 0.09                    | 0.00  | 0.88  | 0.88            | 6.61|
|                         | 2854–4542   | 21.43    | 1.59           | 0.07                    | 0.02                    | 0.00  | 0.88  | 0.88            | 6.38|
|                         | 4542–6552   | 8.54     | 0.00           | 0.00                    | 0.00                    | 0.00  | 0.88  | 0.88            | 5.64|
|                         | 6552–10250  | 4.78     | 0.00           | 0.00                    | 0.00                    | 0.00  | 0.88  | 0.88            | 5.64|
| NDVI                    | <0.1        | 0.06     | 0.00           | 0.00                    | 0.00                    | 0.02  | 0.36  | 0.34            | 2.41|
|                         | 0.1–0.2     | 73.55    | 70.26          | 0.96                    | 0.10                    | 0.02  | 0.36  | 0.34            | 2.54|
|                         | 0.2–0.3     | 18.40    | 0.00           | 0.00                    | 0.00                    | 0.02  | 0.36  | 0.34            | 2.45|
|                         | 0.3–0.4     | 5.37     | 14.87          | 2.77                    | 0.29                    | 0.02  | 0.36  | 0.34            | 2.17|
|                         | 0.4–0.5     | 2.62     | 14.87          | 5.67                    | 0.60                    | 0.02  | 0.36  | 0.34            | 2.17|
Table A1. Cont.

| Causal Factors | Classes                  | Area (%) | Landslides (%) | FR, \(N_i/N_{total}\) | RF, \(\sum\ FR\) | MinRF | MaxRF | (MaxRF - MinRF) | PR |
|----------------|--------------------------|----------|----------------|------------------------|-----------------|-------|-------|----------------|-----|
| **Land use/land cover** |                          |          |                |                        |                 |       |       |                |     |
| Vegetation     |                          | 73.55    | 70.26          | 0.96                   | 0.10            | 0.00  | 0.60  | 0.60           | 4.27|
| Water bodies   |                          | 18.40    | 0.00           | 0.00                   | 0.00            | 0.00  | 0.60  | 0.60           | 4.52|
| Bare land      |                          | 5.37     | 14.87          | 2.77                   | 0.29            | 0.00  | 0.60  | 0.60           | 4.36|
| Built up       |                          | 2.62     | 14.87          | 5.67                   | 0.60            | 0.00  | 0.60  | 0.60           | 3.85|
| **Land use/land cover change** |                  |          |                |                        |                 |       |       |                |     |
| Vegetation     |                          |          |                |                        |                 |       |       |                |     |
| Water-vegetation |                        | 5.31    | 2.05           | 0.39                   | 0.01            | 0.00  | 0.23  | 0.23           | 1.60|
| Water-bare Land|                          | 0.70     | 0.51           | 0.73                   | 0.02            | 0.00  | 0.23  | 0.23           | 1.69|
| Water-built up |                          | 0.25     | 0.51           | 2.02                   | 0.05            | 0.00  | 0.23  | 0.23           | 1.63|
| **Geology**    |                          |          |                |                        |                 |       |       |                |     |
| Dihing and Dupi Tila formation |                          | 4.65    | 19.07          | 4.10                   | 0.40            | 0.00  | 0.40  | 0.40           | 2.83|
| Boka Bil formation |                    | 28.92   | 30.41          | 1.05                   | 0.10            | 0.00  | 0.40  | 0.40           | 3.00|
| Bhuban formation |                        | 8.97    | 16.49          | 1.84                   | 0.18            | 0.00  | 0.40  | 0.40           | 2.89|
| Tipam sandstone |                          | 12.41   | 27.84          | 2.24                   | 0.22            | 0.00  | 0.40  | 0.40           | 2.56|
| Valley alluvium and colluvium |                | 0.46    | 0.00           | 0.00                   | 0.00            | 0.00  | 0.40  | 0.40           | 2.56|
| Dupi tile formation |                       | 14.73   | 3.61           | 0.25                   | 0.02            | 0.00  | 0.00  | 0.00           | 0.00|
| Water bodies   |                          | 26.46   | 0.00           | 0.00                   | 0.00            | 0.00  | 0.00  | 0.00           | 0.00|
| Girujan clay   |                          | 3.41    | 2.58           | 0.76                   | 0.07            | 0.00  | 0.00  | 0.00           | 0.00|
### Appendix E

**Table A2.** Coefficients of significant causal factors of DEM based: LR_ASTER_DEM; LR_SRTM_DEM; LR_ALOS_DEM and LR_SOBS_DEM and all factors based: LR_ASTER; LR_SRTM; LR_ALOS and LR_SOBS models.

| Factors Used | DEM | Causal Factors | β  | Standard Error | Wald | Sig  | Exp(β) |
|--------------|-----|----------------|----|----------------|------|------|--------|
| **ASTER**    |     | Elevation      | 0.06| 0.01           | 29.72| 0.00 | 1.06   |
|              |     | Slope          | 0.26| 0.03           | 78.02| 0.00 | 1.30   |
|              |     | SPI            | 0.08| 0.04           | 5.28 | 0.02 | 1.09   |
|              |     | Constant       | -6.99| 1.06         | 43.10| 0.00 | 0.00   |
| **SRTM**     |     | Elevation      | 0.04| 0.01           | 15.93| 0.00 | 1.04   |
|              |     | TWI            | 0.04| 0.01           | 12.09| 0.00 | 1.04   |
|              |     | Constant       | -4.70| 0.50         | 86.89| 0.00 | 0.01   |
| **ALOS PALSAR** |   | Aspect         | 0.09| 0.05           | 3.81 | 0.04 | 1.09   |
|              |     | TWI            | 0.02| 0.01           | 5.94 | 0.02 | 1.02   |
|              |     | Slope          | 0.05| 0.02           | 23.18| 0.00 | 1.05   |
|              |     | Elevation      | 0.05| 0.01           | 18.17| 0.00 | 1.05   |
|              |     | Plan           | 0.05| 0.03           | 3.33 | 0.07 | 1.05   |
| **SOB**      |     | Elevation      | -6.77| 1.40         | 23.35| 0.00 | 0.00   |
|              |     | Aspect         | 0.04| 0.01           | 26.72| 0.00 | 1.04   |
|              |     | Constant       | -1.68| 0.25         | 47.05| 0.00 | 0.19   |
| **ASTER**    |     | Elevation      | 0.08| 0.02           | 26.61| 0.00 | 1.087  |
|              |     | Slope          | 0.31| 0.04           | 58.81| 0.00 | 1.37   |
|              |     | Change 1       | 0.18| 0.05           | 15.72| 0.00 | 1.20   |
|              |     | Drainage 2     | 0.07| 0.02           | 11.96| 0.00 | 1.07   |
|              |     | Rainfall       | -0.04| 0.02         | 4.24 | 0.04 | 0.96   |
|              |     | Road 3         | 0.04| 0.01           | 37.47| 0.00 | 1.04   |
|              |     | Constant       | -9.58| 1.14         | 71.27| 0.00 | 0.00   |
| **SRTM**     |     | Slope          | 0.16| 0.03           | 42.52| 0.00 | 1.175  |
|              |     | Elevation      | 0.40| 0.01           | 8.17 | 0.00 | 1.041  |
|              |     | SPI            | 0.24| 0.09           | 7.34 | 0.01 | 1.266  |
|              |     | Land 4         | 0.08| 0.02           | 20.74| 0.000| 1.080  |
|              |     | Drainage 2     | 0.06| 0.02           | 11.69| 0.001| 1.063  |
|              |     | Rainfall       | -0.04| 0.02         | 4.94 | 0.026| 0.961  |
|              |     | Road 3         | 0.03| 0.01           | 27.71| 0.000| 1.025  |
|              |     | Fault 5        | 0.08| 0.03           | 9.82 | 0.002| 1.082  |
|              |     | Constant       | -14.59| 2.58        | 31.91| 0.000| 0.000  |
| **ALOS PALSAR** |   | Aspect         | 0.12| 0.051          | 5.464| 0.02 | 1.126  |
|              |     | Slope          | 0.13| 0.02           | 42.01| 0.00 | 1.14   |
|              |     | Elevation      | 0.06| 0.01           | 16.97| 0.00 | 1.06   |
|              |     | Change 1       | 0.14| 0.04           | 11.65| 0.00 | 1.15   |
|              |     | Drainage 2     | 0.06| 0.02           | 13.48| 0.00 | 1.06   |
|              |     | Road 3         | 0.03| 0.01           | 32.67| 0.00 | 1.02   |
|              |     | Constant       | -8.36| 1.00         | 69.71| 0.00 | 0.00   |
| **SOB**      |     | Aspect         | 0.05| 0.01           | 12.13| 0.00 | 1.05   |
|              |     | Land 4         | 0.05| 0.01           | 16.62| 0.00 | 1.05   |
|              |     | Fault 5        | 0.07| 0.02           | 14.15| 0.00 | 1.07   |
|              |     | Road 3         | 0.03| 0.04           | 80.38| 0.00 | 1.04   |
|              |     | Constant       | -5.05| 0.64         | 61.70| 0.00 | 0.01   |

1 = Land use/land cover change; 2 = distance from the drainage networks; 3 = distance from the road networks; 4 = land use/land cover; 5 = distance from the fault lines.
References

1. Schlögel, R.; Marchesini, I.; Alvioli, M.; Reichenbach, P.; Rossi, M.; Malet, J.P. Optimizing landslide susceptibility zonation: Effects of DEM spatial resolution and slope unit delineation on logistic regression models. Geomorphology 2018, 301, 10–20. [CrossRef]

2. Guzzetti, F.; Mondini, A.C.; Cardinali, M.; Fiorucci, F.; Santangelo, M.; Chang, K.T. Landslide inventory maps: New tools for an old problem. Earth-Sci. Rev. 2012, 112, 42–66. [CrossRef]

3. Fell, R.; Corominas, J.; Bonnard, C.; Cascini, L.; Leroi, E.; Savage, W.Z. on behalf of the JTC-1 Joint Technical Committee on Landslides and Engineered Slopes (2008) Guidelines for landslide susceptibility, hazard and risk zoning for land use planning. Eng. Geol. 2008, 102, 85–98. [CrossRef]

4. Ayalew, L.; Yamagishi, H. The application of GIS-based logistic regression for landslide susceptibility mapping in the Kakuda-Yahiko Mountains, Central Japan. Geomorphology 2005, 65, 15–31. [CrossRef]

5. Arora, M.K.; Das Gupta, A.S.; Gupta, R.P. An artificial neural network approach for landslide hazard zonation in the Bhagirathi (Ganga) Valley, Himalayas. Int. J. Remote Sens. 2004, 25, 559–572. [CrossRef]

6. Althuwaynee, O.F.; Pradhan, B.; Park, H.J.; Lee, J.H. A novel ensemble bivariate statistical evidential belief function with knowledge-based analytical hierarchy process and multivariate statistical logistic regression for landslide susceptibility mapping. Catena 2014, 114, 21–36. [CrossRef]

7. Rahman, M.S.; Ahmed, B.; Di, L. Landslide initiation and runout susceptibility modeling in the context of hill cutting and rapid urbanization: A combined approach of weights of evidence and spatial multi-criteria. J. Mt. Sci. 2017, 14, 1919–1937. [CrossRef]

8. Chen, W.; Xie, X.; Wang, J.; Pradhan, B.; Hong, H.; Bui, D.T.; Duan, Z.; Ma, J. A comparative study of logistic model tree, random forest, and classification and regression tree models for spatial prediction of landslide susceptibility. Catena 2017, 151, 147–160. [CrossRef]

9. Rahman, M.S.; Ahmed, B.; Huq, F.E.; Rahman, S.; Al-Hussaini, T. Landslide inventory in an urban setting in the context of Chittagong Metropolitan Area, Bangladesh. In Proceedings of the 3rd International Conference on Advances in Civil Engineering, Cox’s Bazar Bangladesh, 21–23 December 2016; pp. 170–178.

10. Hervás, J.; Günther, A.; Reichenbach, P.; Chacón, J.; Pasuto, A.; Malet, J.P.; Trigila, A.; Hobbs, P.; Maquaire, O.; Tagliavini, F.; et al. Recommendations on a common approach for mapping areas at risk of landslides in Europe. Guidel. Mapp. Areas Risk Landslides Eur. JRC Rep. EUR 2007, 23049, 45–49.

11. Aleotti, P.; Chowdhury, R. Landslide hazard assessment: Summary review and new perspectives. Bull. Eng. Geol. Environ. 1999, 58, 21–44. [CrossRef]

12. Komac, M. A landslide susceptibility model using the analytical hierarchy process method and multivariate statistics in perialpine Slovenia. Geomorphology 2006, 74, 17–28. [CrossRef]

13. Amirahmadi, A.; Pourhashemi, S.; Karami, M.; Akbari, E. Modeling of landslide volume estimation. Open Geosci. 2016, 8, 360–370. [CrossRef]

14. Yalcin, A. A geometrical study on the landslides in the Trabzon Province, NE, Turkey. Appl. Clay Sci. 2011, 52, 11–19. [CrossRef]

15. Vakhshoori, V.; Zare, M. Landslide susceptibility mapping by comparing weight of evidence, fuzzy logic, and frequency ratio methods. Geomat. Nat. Hazards Risk 2016, 7, 1731–1752. [CrossRef]

16. Yilmaz, I. Comparison of landslide susceptibility mapping methodologies for Koyulhisar, Turkey: Conditional probability, logistic regression, artificial neural networks, and support vector machine. Environ. Earth Sci. 2010, 61, 821–836. [CrossRef]

17. Pham, B.T.; Pradhan, B.; Bui, D.T.; Prakash, I.; Dholakia, M.B. A comparative study of different machine learning methods for landslide susceptibility assessment: A case study of Uttarakhand area (India). Environ. Model. Softw. 2016, 84, 240–250. [CrossRef]

18. Ferentinou, M.; Chalkias, C. Mapping mass movement susceptibility across Greece with GIS, ANN and statistical methods. In Landslide Science and Practice; Springer: Berlin/Heidelberg, Germany, 2013; pp. 321–327.

19. Youssef, A.M.; Pourghasemi, H.R.; Pourtaghi, Z.; Al-Katheeri, M.M. Landslide susceptibility mapping using random forest, boosted regression tree, classification and regression tree, and general linear models and comparison of their performance at Wadi Tayyah Basin, Asir Region, Saudi Arabia. Landslides 2016, 13, 839–856. [CrossRef]

20. Reichenbach, P.; Rossi, M.; Malamud, B.D.; Mihir, M.; Guzzetti, F. A review of statistically-based landslide susceptibility models. Earth-Sci. Rev. 2018, 180, 60–91. [CrossRef]
21. Erener, A.; Düzgün, H.S. A regional scale quantitative risk assessment for landslides: Case of Kumluca watershed in Bartın, Turkey. *Landslides* 2013, 10, 55–73. [CrossRef]
22. San, B.T. An evaluation of SVM using polygon-based random sampling in landslide susceptibility mapping: The Candir catchment area (western Antalya, Turkey). *Int. J. Appl. Earth Obs. Geoinf.* 2014, 26, 399–412. [CrossRef]
23. Wang, Q.; Guo, Y.; Li, W.; He, J.; Wu, Z. Predictive modeling of landslide hazards in Wen County, northwestern China based on information value, weights-of-evidence, and certainty factor. *Geomat. Nat. Hazards Risk* 2019, 10, 820–835. [CrossRef]
24. Dietrich, W.E.; Bellugi, D.; De Asua, R.R. Validation of the shallow landslide model, SHALSTAB, for forest management. *Water Sci. Appl.* 2001, 2, 195–227.
25. Claessens, L.; Heuvelink, G.B.M.; Schoorl, J.M.; Veldkamp, A. DEM resolution effects on shallow landslide hazard and soil redistribution modelling, *Earth Surf. Process. Landf. J. Br. Geomorphol. Res. Group* 2005, 30, 461–477. [CrossRef]
26. Bui, D.T.; Tuan, T.A.; Klempe, H.; Pradhan, B.; Revhaug, I. Spatial prediction models for shallow landslide hazards: A comparative assessment of the efficacy of support vector machines, artificial neural networks, kernel logistic regression, and logistic model tree. *Landslides* 2016, 13, 361–378.
27. Catani, F.; Lagomarsino, D.; Segoni, S.; Tofani, V. Landslide susceptibility estimation by random forests technique: Sensitivity and scaling issues. *Nat. Hazards Earth Syst. Sci.* 2013, 13, 2815. [CrossRef]
28. Yuan, R.M.; Deng, Q.H.; Cunningham, D.; Xu, C.; Xu, X.W.; Chang, C.P. Density distribution of landslides triggered by the 2008 Wenchuan earthquake and their relationships to peak ground acceleration. *Bull. Seismol. Soc. Am.* 2013, 103, 2344–2355. [CrossRef]
29. Chang, K.T.; Merghadi, A.; Yunus, A.P.; Pham, B.T.; Dou, J. Evaluating scale effects of topographic variables in landslide susceptibility models using GIS-based machine learning techniques. *Sci. Rep.* 2019, 9, 1–21. [CrossRef]
30. Li, Y.; Liu, X.; Han, Z.; Dou, J. Spatial Proximity-Based Geographically Weighted Regression Model for Landslide Susceptibility Assessment: A Case Study of Qingchuan Area, China. *Appl. Sci.* 2020, 10, 1107. [CrossRef]
31. Ahmed, B. Landslide susceptibility mapping using multi-criteria evaluation techniques in Chittagong Metropolitan Area, Bangladesh. *Landslides* 2015, 12, 1077–1095. [CrossRef]
32. Ahmed, B.; Dewan, A. Application of bivariate and multivariate statistical techniques in landslide susceptibility modeling in Chittagong City Corporation, Bangladesh. *Remote Sens.* 2017, 9, 304. [CrossRef]
33. Rabby, Y.W.; Li, Y. An integrated approach to map landslides in Chittagong Hilly Areas, Bangladesh, using Google Earth and field mapping. *Landslides* 2019, 16, 633–645. [CrossRef]
34. Rabby, Y.W.; Li, Y. Landslide Inventory (2001–2017) of Chittagong Hilly Areas, Bangladesh. *Data* 2020, 5, 4. [CrossRef]
35. Sifa, S.F.; Mahmud, T.; Tarin, M.A.; Haque, D.M.E. Event-based landslide susceptibility mapping using weights of evidence (WoE) and modified frequency ratio (MFR) model: A case study of Rangamati district in Bangladesh. *Geol. Ecol. Landsc.* 2019, 1–14. [CrossRef]
36. Ishtiaque, A.; Masrur, A.; Rabby, Y.W.; Jerin, T.; Dewan, A. Remote Sensing-Based Research for Monitoring Progress towards SDG 15 in Bangladesh: A Review. *Remote Sens.* 2020, 12, 691. [CrossRef]
37. Hong, H.; Pradhan, B.; Sameen, M.I.; Chen, W.; Xu, C. Spatial prediction of rotational landslide using geographically weighted regression, logistic regression, and support vector machine models in Xing Guo area (China). *Geomat. Nat. Hazards Risk* 2017, 8, 1997–2022. [CrossRef]
38. UNPO. 2017, Chittagong Hill Tracts: Torrential Rainstorms and Wide-Scale Landslides Leave Thousands Homeless. Available online: https://unpo.org/article/20199?id=20199 (accessed on 13 July 2020).
39. Bangladesh Bureau of Statistics (BBS). *Population Census 2011*; Rangamati: Ministry of Planning: Dhaka, Bangladesh, 2011.
40. Islam, M.A.; Islam, M.S.; Islam, T. Landslides in Chittagong hill tracts and possible measures. In Proceedings of the International Conference on Disaster Risk Mitigation, Dhaka, Bangladesh, 23 September 2017.
41. Samodra, G.; Chen, G.; Sartohadi, J.; Kasama, K. Generating landslide inventory by participatory mapping: An example in Purwosari Area, Yogyakarta, Java. *Geomorphology* 2018, 306, 306–313. [CrossRef]
42. Galli, M.; Ardizzone, F.; Cardinali, M.; Guzzetti, F.; Reichenbach, P. Comparing landslide inventory maps. *Geomorphology* 2008, 94, 268–289. [CrossRef]
43. Kanwal, S.; Atif, S.; Shafiq, M. GIS based landslide susceptibility mapping of northern areas of Pakistan, a case study of Shigar and Shyok Basins. Geomat. Nat. Hazards Risk 2017, 8, 348–366. [CrossRef]
44. Abedini, M.; Tulabi, S. Assessing LNRF, FR, and AHP models in landslide susceptibility mapping index: A comparative study of Nojian watershed in Lorestan province, Iran. Environ. Earth Sci. 2018, 77, 405. [CrossRef]
45. Zhang, S.; Li, R.; Wang, F.; Iio, A. Characteristics of landslides triggered by the 2018 Hokkaido Eastern Iburi earthquake, Northern Japan. Landslides 2019, 16, 1691–1708. [CrossRef]
46. Roy, J.; Saha, S. Landslide susceptibility mapping using knowledge driven statistical models in Darjeeling District, West Bengal, India. Geomorph. Disasters 2019, 6, 11. [CrossRef]
47. Kafy, A.A.; Rahman, M.S.; Ferdous, L. Exploring the association of land cover change and landslides in the Chittagong hill tracts (CHT): A remote sensing perspective. In Proceedings of the International Conference on Disaster Risk Management, Dhaka, Bangladesh, 23 September 2017.
48. Dou, J.; Yunus, A.P.; Bui, D.T.; Merghadi, A.; Sahana, M.; Zhu, Z.; Chen, C.W.; Khosravi, K.; Yang, Y.; Pham, B.T. Assessment of advanced random forest and decision tree algorithms for modeling rainfall-induced landslide susceptibility in the Izu-Oshima Volcanic Island, Japan. Sci. Total Environ. 2019, 662, 332–346. [CrossRef] [PubMed]
49. Regmi, N.R.; Giardino, J.R.; McDonald, E.V.; Vitek, J.D. A comparison of logistic regression-based models of susceptibility to landslides in western Colorado, USA. Landslides 2014, 11, 247–262. [CrossRef]
50. Althuwaynee, O.F.; Pradhan, B.; Lee, S. A novel integrated model for assessing landslide susceptibility mapping using CHAID and AHP pair-wise comparison. Int. J. Remote Sens. 2016, 37, 1190–1209. [CrossRef]
51. Lee, S.; Talib, J.A. Probabilistic landslide susceptibility and factor effect analysis. Environ. Geol. 2005, 47, 982–990. [CrossRef]
52. Stanley, T.A.; Kirschbaum, D.B.; Sobieszczyk, S.; Jasinski, M.F.; Borak, J.S.; Slaughter, S.L. Building a landslide hazard indicator with machine learning and land surface models. Environ. Model. Softw. 2020, 129, 104692. [CrossRef]
53. Rasyid, A.R.; Bhandary, N.P.; Yatabe, R. Performance of frequency ratio and logistic regression model in creating GIS based landslides susceptibility map at Lompobattang Mountain, Indonesia. Geoenviron. Disasters 2016, 3, 19. [CrossRef]
54. Nefeslioglu, H.A.; Gokceoglu, C.; Sonmez, H. An assessment on the use of logistic regression and artificial neural networks with different sampling strategies for the preparation of landslide susceptibility maps. Eng. Geol. 2008, 97, 171–191. [CrossRef]
55. Schicker, R.D.; Moon, V. Comparison of bivariate and multivariate statistical approaches in landslide susceptibility mapping at a regional scale. Geomorphology 2012, 161, 40–57. [CrossRef]
56. Budimir, M.E.A.; Atkinson, P.M.; Lewis, H.G. A systematic review of landslide probability mapping using logistic regression. Landslides 2015, 12, 419–436. [CrossRef]
57. Yilmaz, I. Landslide susceptibility mapping using frequency ratio, logistic regression, artificial neural networks and their comparison: A case study from Kat landslides (Tokat—Turkey). Comput. Geosci. 2009, 35, 1125–1138. [CrossRef]
58. Breiman, L. Random forests. Mach. Learn. 2001, 45, 5–32. [CrossRef]
59. Chen, W.; Zhang, S.; Li, R.; Shahabi, H. Performance evaluation of the GIS-based data mining techniques of best-first decision tree, random forest, and naïve Bayes tree for landslide susceptibility modeling, Sci. Total Environ. 2018, 644, 1006–1018. [CrossRef] [PubMed]
60. James, G.; Witten, D.; Hastie, T.; Tibshirani, R. An Introduction to Statistical Learning; Springer: New York, NY, USA, 2013; Volume 112, p. 18.
61. Liaw, A.; Wiener, M. Classification and regression by randomForest. R News 2002, 2, 18–22.
62. Midi, H.; Sarkar, S.K.; Rana, S. Collinearity diagnostics of binary logistic regression model. J. Interdiscip. Math. 2010, 13, 253–267. [CrossRef]
63. O’Brien, R.M. A caution regarding rules of thumb for variance inflation factors. Qual. Quant. 2007, 41, 673–690. [CrossRef]
64. Shirzadi, A.; Shahabi, H.; Chapi, K.; Bui, D.T.; Pham, B.T.; Shahedi, K.; Ahmad, B.B. A comparative study between popular statistical and machine learning methods for simulating volume of landslides. Catena 2017, 157, 213–226. [CrossRef]
65. Friedman, M. The use of ranks to avoid the assumption of normality implicit in the analysis of variance. *J. Am. Stat. Assoc.* **1937**, *32*, 675–701. [CrossRef]

66. Wilcoxon, F. Individual comparisons of grouped data by ranking methods. *J. Econ. Entomol.* **1946**, *39*, 269–270. [CrossRef]

67. Davis, J.C.; Sampson, R.J. *Statistics and Data Analysis in Geology*; Wiley: New York, NY, USA, 1986; Volume 646.

68. Wang, G.; Lei, X.; Chen, W.; Shahabi, H.; Shirzadi, A. Hybrid computational intelligence methods for landslide susceptibility mapping. *Symmetry* **2020**, *12*, 325. [CrossRef]

69. Polykretis, C.; Chalkias, C. Comparison and evaluation of landslide susceptibility maps obtained from weight of evidence, logistic regression, and artificial neural network models. *Nat. Hazards* **2018**, *93*, 249–274. [CrossRef]

70. Rufat, S.; Tate, E.; Emrich, C.T.; Antolini, F. How valid are social vulnerability models? *Ann. Am. Assoc. Geogr.* **2019**, *109*, 1131–1153. [CrossRef]

71. ASF. ALOS PALSAR—Radiometric Terrain Correction [online]. 2019. Available online: https://asf.alaska.edu/data-sets/derived-data-sets/alos-palsar-rtc/alos-palsar-radiometric-terrain-correction/ (accessed on 13 July 2020).

72. Elkhrachy, I. Vertical accuracy assessment for SRTM and ASTER Digital Elevation Models: A case study of Najran city, Saudi Arabia. *Ain Shams Eng. J.* **2018**, *9*, 1807–1817. [CrossRef]

73. Racoviteanu, A.E.; Manley, W.F.; Arnaud, Y.; Williams, M.W. Evaluating digital elevation models for glaciologic applications: An example from Nevado Coropuna, Peruvian Andes. *Glob. Planet. Chang.* **2007**, *59*, 110–125. [CrossRef]

74. SOB. Survey of Bangladesh [Online]. 2020. Available online: http://www.sob.gov.bd/site/page/7629334a621--4508-b49f-a1c26af7ea3a/Photogrammetric (accessed on 13 July 2020).