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Abstract

This paper studies the adversarial graphical contextual bandits, a variant of adversarial multi-armed bandits that leverage two categories of the most common side information: contexts and side observations. In this setting, a learning agent repeatedly chooses from a set of $K$ actions after being presented with a $d$-dimensional context vector. The agent not only incurs and observes the loss of the chosen action, but also observes the losses of its neighboring actions in the observation structures, which are encoded as a series of feedback graphs. This setting models a variety of applications in social networks, where both contexts and graph-structured side observations are available. Two efficient algorithms are developed based on EXP3. Under mild conditions, our analysis shows that for undirected feedback graphs the first algorithm, EXP3-LGC-U, achieves the regret of order $O(\sqrt{(K + \alpha(G)d)T \log K})$ over the time horizon $T$, where $\alpha(G)$ is the average independence number of the feedback graphs. A slightly weaker result is presented for the directed graph setting as well. The second algorithm, EXP3-LGC-IX, is developed for a special class of problems, for which the regret is reduced to $O(\sqrt{\alpha(G)dT \log K \log(KT)})$ for both directed as well as undirected feedback graphs. Numerical tests corroborate the efficiency of proposed algorithms.

1 Introduction

Multi-armed bandits (MAB) (Thompson, 1933; Lai and Robbins, 1985; Auer et al., 2002a,b) is an online learning model of paramount importance for sequential decision making. Yielding algorithms with both theoretical guarantees and convenient implementations such as UCB1 (Auer et al., 2002a), Thompson sampling (Agrawal and Goyal, 2012; Kaufmann et al., 2012; Thompson, 1933), EXP3 (Auer et al., 2002b), and INP (Audibert and Bubeck, 2009), MAB has been of interest in many real-world applications: clinical trials (Thompson, 1933), web advertising (Jiang, 2015), web search (Kveton et al., 2015; Wang et al., 2019), and cognitive radio (Maghsudi and Hossain, 2016), to just name a few. While the classical MAB has received much attention, this model may not be delicate enough for applications, since it does not fully leverage the widely available side information. This has motivated studies on contextual bandits (Li et al., 2010; Chu et al., 2011; Abbasi-Yadkori et al., 2011; Agarwal et al., 2014) and graphical bandits (Mannor and Shamir, 2011; Alon et al., 2013, 2015, 2017), which aim to address two categories of the most common side information, contexts and side observations, respectively. In a contextual bandit problem, a learning agent chooses an action to play based on the context for the current time slot and the past interactions. In a graphical bandit setup, playing an action not only discloses its own loss, but also the losses of its neighboring actions. Applications of contextual bandits include mobile health (Tewari and Murphy, 2017) and online personalized recommendation (Li et al., 2010, 2019; Zhou et al., 2020b), whereas applications of graphical bandits include viral marketing, online pricing, and online recommendation in social networks (Alon et al., 2017; Liu et al., 2018b).

However, contextual or graphical bandits alone may still not capture many aspects of real-world applications in social networks efficiently. As a motivating example, consider the viral marketing over a social network, where a salesperson aims to investigate the popularity of a series of products (Lobel et al., 2017). At each time slot, the salesperson could offer a survey (context) of some product to a user together with a promotion. The salesperson also has a chance to survey the user’s followers (side observations) in this social network, which can be realized...
by assuming that i) if the user would like to get the promotion, the user should finish the questionnaire and share it in the social network, and ii) if the followers would like to get the same promotion, they need to finish the same questionnaire shared by the user.

This example demonstrates the importance of a new MAB model that accounts for both context and side observations. Thus, designing pertinently efficient algorithms with guarantees is valuable, which is also recognized in the recent work on stochastic graphical contextual bandits (Singh et al., 2020). Mechanically combining existing algorithms for contextual bandits and graphical bandits leads to algorithms with better empirical performance, compared to algorithms designed solely for contextual or graphical bandits. This can be verified by the genie-aided argument that side observations provide more information beyond the original contextual bandit problem, and will therefore not result in worse performance, if used properly. Certain theoretical guarantees can be derived if we adopt the results of contextual bandits as the worst case in the analysis. However, one should keep in mind that the merits of this paper are not just in combining formulations and algorithms: we will show that simply combining existing algorithms will result in intractable steps in analysis, and will not yield efficient algorithms with meaningful theoretical guarantees capturing the benefits of both contexts and side observations.

In this paper, we present the first study on adversarial linear contextual bandits with graph-structured side observations (or simply, graphical contextual bandits). Specifically, at each time slot $t$, the adversary chooses the loss vector for each action in a finite set of $K$ actions, and then a learning agent chooses from this $K$-action set after being presented with a $d$-dimensional context. After playing the chosen action, the agent not only incurs and observes the loss of the chosen action, but also observes losses of its neighboring action in the feedback graph $G_t$, where the losses are generated by the contexts and loss vectors under the linear payoff assumption (Agrawal and Goyal, 2012). The goal of the agent is to minimize the regret, defined as the gap between the losses incurred by the agent and that of some suitable benchmark policy. Under mild conditions, we develop two algorithms for this problem with theoretical guarantees: i) EXP3-LGC-U, inspired by EXP3-SET (Alon et al., 2013, 2017) and LinEXP3 (Neu and Olkhovskaya, 2020); ii) EXP3-LGC-IX, inspired by EXP3-IX (Kocák et al., 2014) and LinEXP3. The contributions of the present work can be summarized as follows:

- We present and study a new bandit model, graphical contextual bandits, which jointly leverages two categories of the most common side information: contexts and side observations. This new model generalizes the original contextual bandits and graphical bandits, and turns out to be more delicate in describing real-world applications in social networks.

- Under mild assumptions, we propose the first algorithm, EXP3-LGC-U, for the general adversarial graphical contextual bandits. When the feedback graphs $\{G_t\}_{t=1}^T$ are undirected, we show that EXP3-LGC-U achieves a regret $O(\sqrt{(K + \alpha(G)d)T \log K})$, where $\alpha(G)$ is the average independence number of $\{G_t\}_{t=1}^T$. In the directed graph setting, we show a slightly weaker result with a regret $O(\sqrt{(K + \alpha(G)d)dT \log (KdT)})$. When losses are non-negative, we develop the second algorithm, EXP3-LGC-IX, whose regret upper bound is $O(\sqrt{\alpha(G)dT \log K \log (KT)})$ for both directed and undirected graph settings.

- In all regret upper bounds of our novel algorithms, the dependencies on $d$ and $T$ match exactly the best existing algorithm RealLinEXP3 (Neu and Olkhovskaya, 2020) for adversarial linear contextual bandits. Furthermore, the dependency on $K$ of our proposed algorithms improves over RealLinEXP3 as $\alpha(G) \leq K$ always holds, where the quantity $\alpha(G)$ matches the lower bound $\Omega(\sqrt{\alpha(G)T})$ for adversarial graphical bandits (Mannor and Shamir, 2011). This comparison indicates that our proposed algorithms capture the benefits of both contexts and side observations.

- Numerical tests reveal the merits of the proposed model and algorithms over the state-of-the-art approaches.

The remainder of this paper is organized as follows. A brief literature review is presented in Section 2. Problem formulations and necessary assumptions for analysis are introduced in Section 3. The EXP3-LGC-U and EXP3-LGC-IX together with their analyses, are detailed in Sections 4 and 5 respectively. Finally, we conclude the paper in Section 6. The proofs are deferred to the Appendix.

Notation. We use $\|x\|_2$ to denote the Euclidean norm of vector $x$; $\langle x, y \rangle$ stands for the inner product of $x$ and $y$. We also define $\mathbb{E}_t[.] = \mathbb{E} [.] | \mathcal{F}_{t-1}$ as the expectation given the filtration $\mathcal{F}_{t-1}$. 

2
2 Related work

**Contextual bandits:** Our paper studies a variant of adversarial contextual bandits, where adversarial contextual bandits were first investigated in [Rakhlin and Sridharan, 2016], [Syrgkanis et al., 2016a,b] for policies without linear payoff assumption. More relevant to our paper is [Neu and Olkhovskaya, 2020] that studied adversarial linear contextual bandits. Another category of contextual bandits is named as contextual bandits. For stochastic linear contextual bandits, [Auer et al., 2002c; Chu et al., 2011; Li et al., 2010; Abbasi-Yadkori et al., 2011] provided UCB-based algorithms; [Agrawal and Goyal, 2013; Abeille and Lazaric, 2017] designed and analyzed a generalization of Thompson sampling for the contextual setting. Stochastic contextual bandits in generalized linear models are studied in [Valko et al., 2013; Filippi et al., 2010; Calandriello et al., 2019]. Stochastic contextual bandits with arbitrary set of policies can be found in [Langford and Zhang, 2008; Dudik et al., 2011; Agarwal et al., 2014; Foster et al., 2019; Foster and Rakhlin, 2020]. A neural net framework for stochastic contextual bandits with theoretical guarantees is proposed in [Zhou et al., 2020a]. Other interesting works include non-stationary contextual bandits [Luo et al., 2018; Chen et al., 2019a, 2019b], fairness in contextual bandits [Joseph et al., 2016; Chen et al., 2020], etc. We refer the readers to [Zhou, 2015] for a survey on contextual bandits.

**Graphical bandits:** If the contexts are not considered, our model will degenerate to Graphical bandits, which consider the side observations upon classical MAB. Graphical bandits were first proposed under the adversarial setting [Mannor and Shamir, 2011]. Performance for the model was then improved in a series of works (Alon et al., 2013; Kocák et al., 2014; Alon et al., 2015; 2017), with best performance matching the lower bound $\Omega(\sqrt{v(c(G)T)})$. Most existing algorithms for adversarial graphical bandits are based on the classical EXP3. Graphical bandits has also been considered in the stochastic setting: [Caron et al., 2012] proposed a variant of UCB1, [Buccapatnam et al., 2014] improved the previous result via $c$-greedy and UCB with a well-designed linear programming; [Cohen et al., 2016] developed an elimination-based algorithm that achieved the optimal regret; Thompson-sampling-based algorithms were recently proposed in [Liu et al., 2018a,b]. Other related works include graphical bandits with noisy observations [Kocák et al., 2016; Wu et al., 2015], graphical bandits with switching costs [Arora et al., 2019; Rangi and Franceschet, 2019], graphical bandits with small-loss bound [Lee et al., 2020; Lykouris et al., 2018], etc. We refer the readers to [Valko, 2016] for a survey on graphical bandits.

**Graphical contextual bandits:** Recently, [Singh et al., 2020] studied a stochastic variant of our model. UCB and linear programming (LP) based algorithms were proposed. The UCB based algorithm achieves a regret $O(K \log T)$, whereas the LP based approach achieves a better regret $O(\chi(G) \log T)$ with $\chi(G)$ denoting the dominant number.

3 Preliminaries

We consider an adversarial linear contextual bandit problem with graph-structured side observations between a **learning agent** with a finite action set $V := \{1, \ldots, K\}$ and its **adversary**. At each time step $t = 1, 2, \ldots, T$, the interaction steps between the agent and its adversary are repeated, which are described as follows. At the beginning of time step $t$, the feedback graph $G_t(V, E_t)$ and a loss vector $\theta_{i,t} \in \mathbb{R}^d$ for each action $i \in V$ are chosen by the adversary arbitrarily, where $G_t$ can be directed or undirected, $V$ is the node set (the same as the action set $V$), and $E_t$ is the edge set. Note that $G_t$ and $\theta_{i,t}$ are **not** disclosed to the agent at this time. After observing a context $X_t \in \mathbb{R}^d$, the agent chooses an action $i_t \in V$ to play based on $X_t$, the previous interaction history, and possibly some randomness in the policy, and incurs the loss $\ell_t(X_t, i_t) = \langle X_t, \theta_{i,t} \rangle$. Unlike the recently proposed adversarial linear contextual bandits [Neu and Olkhovskaya, 2020], where only the played action $i_t$ discloses its loss $\ell_t(X_t, i_t)$, here we assume all losses in a subset $S_{i,t} \subseteq V$ are disclosed after $i_t$ is played, where $S_{i,t}$ contains $i_t$ and its neighboring nodes in the feedback graph $G_t$. More formally, we have that $S_{i,t} := \{j \in V | i \xrightarrow{t} j \in E_t \text{ or } j = i\}$, where $i \xrightarrow{t} j$ indicates an edge from node $i$ to node $j$ in a directed graph or an edge between $i$ and $j$ in an undirected graph at time $t$. These observations except for that of action $i_t$ are called **side observations** in graphical bandits [Mannor and Shamir, 2011]. In addition, an **oracle** provides extra observations for all $i \in S_{i,t}$ (see Assumption 2 for details). Before proceeding to time step $t + 1$, the adversary discloses $G_t$ to the agent.

**Remark 1.** The way the adversary discloses $G_t$ in this paper is called the **uninformed** setting, where $G_t$ is disclosed **after** the agent’s decision making. Contrarily, a simpler setting from the agent’s perspective is called the **informed** setting [Alon et al., 2013], where $G_t$ is disclosed **before** the agent’s decision making. The uninformed setting is the minimum requirement for our problem to capture the benefits of side observations [Cohen et al., 2016] Theorem 1).
Furthermore, we have the following assumptions for the above interaction steps.

**Assumption 1** (i.i.d. contexts). The context \( X_t \in \mathbb{R}^d \) is drawn from a distribution \( \mathcal{D} \) independently from the choice of loss vectors and other contexts, where \( \mathcal{D} \) is known by the agent in advance.

**Assumption 2** (extra observation oracle). Assume at each time step \( t \), there exists an oracle that draws a context \( X_t \in \mathbb{R}^d \) from \( \mathcal{D} \) independently from the choice of loss vectors and other contexts, and discloses \( X_t \) together with the losses \( l_i(X_t, i) = \langle X_t, \theta_{t,i} \rangle \) for all \( i \in S_{t,t} \) to the agent.

**Assumption 3** (nonoblivious adversary). The adversary can be nonoblivious, who is allowed to choose \( G_t \) and \( \theta_{t,i} \), \( \forall i \in V \) at time \( t \) according to arbitrary functions of the interaction history \( \mathcal{F}_{t-1} \) before time step \( t \). Here, \( \mathcal{F}_t := \sigma(X_s, \hat{X}_s, I_s, G_s, \{\ell_s(X_s, i)\}_{i \in S_s}; \{\ell_s(\hat{X}_s, i)\}_{i \in S_s}, \forall s < t) \) is the filtration capturing the interaction history up to time step \( t \).

**Remark 2.** Assumption 1 is standard in the literature of adversarial contextual bandits (Neu and Olkhovskaya 2020; Rakhlin and Sridharan 2016; Syrgkanis et al. 2016a,b). In fact, it has been shown that if both the contexts and loss vectors are chosen by the adversary, no algorithm can achieve a sublinear regret (Neu and Olkhovskaya 2020; Syrgkanis et al. 2016a). The oracle in Assumption 2 is mainly adopted from the proof perspective, and its role will be clear in the analysis. In real-world applications, this oracle can be realized. Consider the viral marketing problem for an example. After the user and her/his followers complete the questionnaire and get the offers, they will probably purchase the products and leave online reviews after they experience those products. Then, the extra observations can be provided by those reviews. Assumption 3 indicates \( \theta_{t,i} \) is a random vector with \( \mathbb{E}_t[\theta_{t,i}] = \theta_{t,i} \), and a similar result holds for \( G_t \). Note that a bandit problem with a nonoblivious adversary is harder than that with an oblivious adversary (Bubeck and Cesa-Bianchi 2012; Lattimore and Szepesvári 2020) that chooses all loss vectors and feedback graphs before the start of the interactions.

The goal of the agent is to find a policy that minimizes its expected cumulative loss. Equivalently, we can adopt the expected cumulative (pseudo) regret, defined as the maximum gap between the expected cumulative loss incurred by the agent and that of a properly chosen policy set \( \Pi \),

\[
\mathcal{R}_T = \max_{\pi_T \in \Pi} \mathbb{E} \left[ \sum_{t=1}^{T} \langle X_t, \theta_{t,i} - \pi_T(X_t), \rangle \right]
= \max_{\pi_T \in \Pi} \mathbb{E} \left[ \sum_{t=1}^{T} \sum_{i \in V} \pi_T^*(i) \langle X_t, \pi_T(i) \rangle - \pi_T(i) \langle X_t, \theta_{t,i} \rangle \right],
\]

where the expectation is taken over the randomness of the agent’s policy and the contexts. It is widely acknowledged that competing with a policy that uniformly chooses the best action in each time step \( \pi_T \) is hopeless in the adversarial setting (Bubeck and Cesa-Bianchi 2012; Lattimore and Szepesvári 2020). Thus, we adopt the fixed policy set \( \Pi \) proposed for adversarial linear contextual bandits (Neu and Olkhovskaya 2020),

\[
\Pi := \{ \pi_T \mid \text{all policies } \pi_T : \mathbb{R}^d \mapsto V \},
\]

where the decision given by \( \pi_T \in \Pi \) only depends on the current received context \( X_t \). The best policy \( \pi_T^* \in \Pi \) is the one that satisfies the following condition

\[
\pi_T^*(i|x) = I\{i = \arg\min_{j \in V} \sum_{t=1}^{T} \langle x, \mathbb{E}[\theta_{j,i}] \rangle \}, \quad \forall x \in \mathbb{R}^d,
\]

which can be derived from the regret definition as shown in Neu and Olkhovskaya (2020).

Before presenting our algorithms, we will further introduce several common assumptions and definitions in linear contextual bandits and graphical bandits. We assume the context distribution \( \mathcal{D} \) is supported on a bounded set with each \( x \sim \mathcal{D} \) satisfying \( \|x\|_2 \leq \sigma \) for some positive \( \sigma \). Furthermore, we assume the covariance \( \Sigma = \mathbb{E}[X_t X_t^T] \) of \( \mathcal{D} \) to be positive definite with its smallest eigenvalue being \( \lambda_{\min} > 0 \). As for the loss vector \( \theta_{t,i} \), we assume that \( \|\theta_{t,i}\|_2 \leq L \) for some positive \( L \) for all \( i, t \). Additionally, the loss \( \ell_t(x, t) \) is bounded in \([-1, 1] : |\ell_t(x, i)| \leq 1 \) for all \( x \sim \mathcal{D}, i, \) and \( t \). We have the following graph-theoretic definition from Alon et al. (2013, 2017; Liu et al. 2018).

**Definition 1** (Independence number). The cardinality of the maximum independent set of a graph \( G_t \) is defined as the independence number and denoted by \( \alpha(G_t) \), where an independence set of \( G_t = (V_t, E_t) \) is any subset \( V'_t \subset V_t \) such that no two nodes \( i, j \in V'_t \) are connected by an edge in \( E_t \). Note that \( \alpha(G_t) \leq K \) in general. Without ambiguity, we use \( \alpha(G) := \sum_{t=1}^{T} \alpha(G_t) \) to denote the average independence number of the feedback graphs \( \{G_t\}_{t=1}^{T} \) in remainder of this paper.
4 The EXP3-LGC-U algorithm

Algorithm 1 EXP3-LGC-U

Input: Learning rate $\eta > 0$, uniform exploration rate $\gamma \in (0, 1)$, covariance $\Sigma$, and action set $V$.

For $t = 1, \ldots, T$, do:

1. Feedback graph $G_t$ and loss vectors $\{\theta_{i,t}\}_{i \in V}$ are generated but not disclosed.
2. Observe $X_t \sim D$, and for all $i \in V$, set
   \[
   w_t(X_t, i) = \exp \left( -\eta \sum_{s=1}^{t-1} \langle X_t, \hat{\theta}_{i,s} \rangle \right).
   \] (2)
3. Play action $I_t$ drawn according to distribution $\pi_t^i(X_t) := (\pi_t^1(1|X_t), \ldots, \pi_t^K(K|X_t))$, where
   \[
   \pi_t^i(i|X_t) = (1 - \gamma) \frac{w_t(X_t, i)}{\sum_{j \in V} w_t(X_t, j)} + \gamma / K.
   \] (3)
4. Observe pairs $(i, \tilde{X}_t, i)$ for all $i \in S_{t,t}$, and disclose feedback graph $G_t$.
5. Extra observation oracle: observe $\bar{X}_t \sim D$ and pairs $(i, \bar{X}_t, i)$ for all $i \in S_{t,t}$.
6. For each $i \in V$, estimate the loss vector $\theta_{i,t}$ as
   \[
   \hat{\theta}_{i,t} = \frac{I \{ i \in S_{t,t} \}}{q_t(i|X_t)} \sum_{j \in V} w_t(X_t, i) \tilde{X}_t, i,
   \] (4)
   where $q_t(i|X_t) = \pi_t^i(i|X_t) + \sum_{j \in V \setminus i} \pi_t^j(j|X_t)$.

End For

In this section, we introduce our first simple yet efficient algorithm, EXP3-LGC-U, for both directed and undirected feedback graphs, which is the abbreviation for “EXP3 for Linear Graphical Contextual bandits with Uniform exploration”. Detailed steps of EXP3-LGC-U are presented in Algorithm 1. The upper bounds for the regret of EXP3-LGC-U are developed in Section 4.4. We further discuss our theoretical findings on EXP3-LGC-U in Section 4.4. The proofs for the Claims, Theorems, and Corollaries in this section are deferred to Appendix A.

The core of our algorithm, similar to many other algorithms for adversarial bandits, is designing an appropriate estimator of each loss vector and using those estimators to define a proper policy. Following the EXP3-based algorithms, we apply an exponentially weighted method and play an action $i$ with probability proportional to $\exp(-\eta \sum_{s=1}^{t-1} \langle X_t, \hat{\theta}_{i,s} \rangle)$ (see Eq. (2)) at time step $t$, where $\eta$ is the learning rate. More precisely, a uniform exploration $\gamma$ is needed for the probability distribution of drawing action (see Eq. (3)). The uniform exploration is to control the variance of the loss vector estimators, which is a key step in our analysis. At this point, the key remaining question is how to design a reasonable estimator for each loss vector $\theta_{i,t}$. The answer can be found in Eq. (4), which takes advantage of both the original observations and the extra observations from the oracle. Similar to EXP3-SET, our algorithm uses importance sampling to construct the loss vector estimator $\hat{\theta}_{i,t}$ with controlled variance. The term $q_t(i|X_t)$ in the denominator in Eq. (4) indicates the probability of observing the loss of action $i$ at time $t$, which is simply the sum of all $\pi_t^j(j|X_t)$ for all $j$ that is connected to $i$ at time $t$. The reason we use $\bar{X}_t, i$ and $\tilde{X}_t$ instead of $\ell(X_t, i)$ and $X_t$ in constructing loss vector estimator $\hat{\theta}_{i,t}$ can be partly interpreted in the following two claims.

Claim 1. The estimator $\hat{\theta}_{i,t}$ of the loss vector $\theta_{i,t}$ in Eq. (4) is an unbiased estimator given the interaction history $F_{t-1}$ and $X_t$, for each $i \in V$ and $t$, i.e., $E_t \left[ \hat{\theta}_{i,t} \right] X_t = \theta_{i,t}$.

It is straightforward to show that the estimator $\hat{\theta}_{i,t}$ in Eq. (4) is unbiased w.r.t. $E_t [\cdot]$ and $E [\cdot]$ by applying the
law of total expectation. However, if we use \( X_t \) and \( \ell(X_t, i) \) to construct \( \hat{\theta}_{i, t} \) in Eq. (4), it will only be unbiased w.r.t. \( \mathbb{E}_t \) and \( \mathbb{E} [ \cdot ] \), but not \( \mathbb{E}_t [ \cdot | X_t] \). This observation turns out to be essential in our analysis, which leads to the following immediate result of Claim 1.

Claim 2. Let \( \pi_T : \mathbb{R}^d \to V \) be any policy in \( \Pi \) and \( \hat{\theta}_{i, t} \) follows Eq. (4). Suppose \( \pi_t^\alpha \) is determined by \( \mathcal{F}_{t-1} \) and \( X_t \), we have

\[
\mathbb{E} \left[ \sum_{t=1}^{T} \sum_{i \in V} (\pi_t^\alpha(i|X_t) - \pi_T(i|X_t)) (X_t, \hat{\theta}_{i, t}) \right] = \mathbb{E} \left[ \sum_{t=1}^{T} \sum_{i \in V} (\pi_t^\alpha(i|X_t) - \pi_T(i|X_t)) \langle X_t, \hat{\theta}_{i, t} \rangle \right].
\]

(5)

Remark 3. The advantages and properties of Claim 2 are summarized as following. i) By applying the policy produced by \( \text{EXP3-LGC-U} \) and the best policy in the fixed policy set \( \Pi \) in Eq. (1), the term in the right hand side of Eq. (5) is exactly the regret \( R_T \) of \( \text{EXP3-LGC-U} \). Given this property, the known loss vector estimate \( \hat{\theta}_{i, t} \), instead of the unknown true loss vector \( \theta_{i, t} \), can be applied directly to our analysis of the regret. ii) Claim 2 is not confined to \( \text{EXP3-LGC-U} \) and can be applied to other loss vector estimators that adopt different construction methods and any other benchmark policy, as long as Claim 1 is satisfied. iii) Based on Claim 2, some techniques in proving classical \( \text{EXP3-LGC-U} \) can be utilized in our analysis of the regret.

Claim 2 exhibits several differences between adversarial contextual bandits and classical adversarial MAB. First, the benchmark policy \( \pi_T (\cdot | X_t) \) depends on the contexts in adversarial contextual bandits, while the benchmark policy is the best fixed action in hindsight in classical adversarial MAB. Second, consider the regret definition of classical adversarial MAB, \( R_T^{\text{MAB}} = \max_{j \in V} \mathbb{E} \left[ \sum_{t=1}^{T} (\sum_{i \in V} \pi_t^{\text{MAB}}(i) \ell_{i, t} - \ell_{j, t}) \right] \), where \( \pi_t^{\text{MAB}}(i) \) is the policy produced by an \( \text{EXP3-based algorithm} \) and \( \ell_{i, t} \) is the loss for action \( i \) at time step \( t \). Since no context exists here, it is natural to design an estimator \( \hat{\ell}_{i, t} \) of \( \ell_{i, t} \) that is unbiased w.r.t. \( \mathbb{E}_t [\cdot] \), and a similar result as Claim 2 can be proved. However, with the contexts, if the loss vector estimators are only unbiased w.r.t. \( \mathbb{E}_t [\cdot] \) rather than \( \mathbb{E}_t [\cdot|X_t] \), Claim 2 will not hold as shown in the proof of Claim 2 in Appendix A.2

Remarks 3 and 4 explain the need of adopting the extra observation oracle in \( \text{EXP3-LGC-U} \) and the way the loss vector estimator \( \hat{\theta}_{i, t} \) is constructed.

4.1 Regret analysis for \( \text{EXP3-LGC-U} \)

Our main theoretical justification for the performance of \( \text{EXP3-LGC-U} \) summarized in Theorem 1.

Theorem 1. For any positive \( \eta \in (0, 1) \), choosing \( \gamma = \eta K \sigma^2 / \lambda_{\text{min}} \), the expected cumulative regret of \( \text{EXP3-LGC-U} \) satisfies:

\[
R_T \leq \frac{\log K}{\eta} + \frac{2\eta K \sigma^2}{\lambda_{\text{min}}} T + \eta d \sum_{t=1}^{T} \mathbb{E} [Q_t],
\]

where \( Q_t = \alpha(G_t) \) if \( G_t \) is undirected, and \( Q_t = 4\alpha(G_t)\log(4K^2/(\alpha(G_t)\gamma)) \) if \( G_t \) is directed.

The proof of Theorem 1 is mainly based on the following Lemma 1 which is established on Claim 2.

Lemma 1. Supposing \( \eta \left\langle X_t, \hat{\theta}_{i, t} \right\rangle \leq 1 \), the expected cumulative regret of \( \text{EXP3-LGC-U} \) satisfies

\[
R_T \leq \frac{\log K}{\eta} + 2\gamma T + \eta \mathbb{E} \left[ \sum_{t=1}^{T} \sum_{i \in V} \pi_t^\alpha(i|X_t) \left\langle X_t, \hat{\theta}_{i, t} \right\rangle^2 \right].
\]

(6)

The proof of Lemma 1 is detailed in Appendix A.3. The last term in the right side of Eq. (6) can be further bounded using graph-theoretic results in [Alon et al., 2017] Lemma 10 and [Alon et al., 2015] Lemma 5, which are restated in Appendix A.4

Remark 5. According to Eq. (13) in the proof of Theorem 1 in Appendix A.4 if the extra observation oracle is not adopted, we will have a higher-order term \( \mathbb{E} \left[ X_t^\top \Sigma^{-1} X_t X_t^\top \Sigma^{-1} X_t \right] \). In general, it is hard to specify the relationship between this term and the dimension of contexts \( d \). This explains why we adopt the oracle in the algorithm.
We have the following two corollaries based on Theorem \([1]\) where the notations follow [Alon et al.] \(2013, 2017\).

**Corollary 1.** For the undirected graph setting, if \(\alpha(G_t) \leq \alpha_t\) for \(t = 1, \ldots, T\), then setting \(\eta = \sqrt{\frac{\log K}{2K\sigma^2T/\lambda_{\min} + d\sum_{t=1}^{T}\alpha_t}}\) gives

\[
R_T = O \left( \sqrt{2K\sigma^2T/\lambda_{\min} + d\sum_{t=1}^{T}\alpha_t} \log K \right).
\]

**Corollary 2.** For the directed graph setting, if \(\alpha(G_t) \leq \alpha_t\) for \(t = 1, \ldots, T\), and supposing that \(T\) is large enough so that \(\log(1/\gamma) \geq 1\), then setting \(\eta = (2K\sigma^2T/\lambda_{\min} + 4d\sum_{t=1}^{T}\alpha_t)^{-\frac{1}{2}}\) gives:

\[
R_T = O \left( \sqrt{2K\sigma^2T/\lambda_{\min} + 4d\sum_{t=1}^{T}\alpha_t} \log(KdT) \right).
\]

### 4.2 Discussion

Corollaries \([1]\) and \([2]\) reveal that by properly choosing the learning rate \(\eta\) and the uniform exploration rate \(\gamma\), the regret of \(\text{EXP3-LGC-U}\) can be upper bounded by \(O(\sqrt{(K + \alpha(G)d)T}\log K)\) in the undirected graph setting, and \(O(\sqrt{(K + \alpha(G)d)T}\log(KdT))\) in the directed graph setting. Compared with state-of-the-art algorithms for adversarial linear contextual bandits, \(\text{EXP3-LGC-U}\) has tighter regret upper bounds in the extreme case when the feedback graph \(G_t\) is a fixed edgeless graph \((\alpha(G) = K)\), as Neu and Olkhovskaya \((2020)\) shows \(O(5T^{2/3}(Kd\log K)^{1/3})\) for \(\text{RobustLinEXP3}\) and \(O(4\sqrt{T} + \sqrt{dT}\log K(3 + \sqrt{\log T}))\) for \(\text{RealLinEXP3}\). It is easily verified that the dependencies on \(d\) and \(T\) in the regrets of \(\text{EXP3-LGC-U}\) match with the best existing algorithm \(\text{RealLinEXP3}\). Furthermore, the dependence on \(K\) of \(\text{EXP3-LGC-U}\) is matching with the lower bound \(\Omega(\sqrt{\alpha(G)T})\) for graphical bandits \((\text{Mannor and Shamir} 2011)\), which improves over that of \(\text{RealLinEXP3}\) in general cases. Moreover, our result is also better than algorithms designed for adversarial contextual bandits with arbitrary class of policies \((\text{Rakhlin and Sridharan} 2016, \text{Syrgkanis et al.} 2016a, b)\), which are not capable of guaranteeing an \(O(\sqrt{T})\) regret.

In addition, Neu and Olkhovskaya \((2020)\) is different from ours in the following respects: i) loss vector estimator construction, and ii) proof techniques. First, the estimator in Neu and Olkhovskaya \((2020)\) is only unbiased w.r.t. \(E_t[\cdot]\) rather than \(E_t[\cdot|X_t]\). Second, their proof is conducted on an auxiliary online learning problem for a fixed context \(X_0\) with \(K\) actions \((\text{See Neu and Olkhovskaya} 2020\text{ Lemmas 3 and 4) for details}).

### 5 The \(\text{EXP3-LGC-IX}\) algorithm

In this section, we present another efficient algorithm, \(\text{EXP3-LGC-IX}\), for a special class of problems when the support of \(\theta_t\) and \(X_t\) is non-negative, and elements of \(X_t\) are independent. The motivation for such a setting still comes from the viral marketing problem. Suppose the agent has a questionnaire (context) of some product, which contains true/false questions that are positively weighted. In this case, the answers of users (loss vectors) will be vectors that contain only 0/1 entries. Under the linear payoff assumption, the loss is non-negative. \(\text{EXP3-LGC-IX}\), which is the abbreviation for “\(\text{EXP3 for Linear Graphical Contextual bandits with Implicit eXploration}\)”, has the same regret upper bound for both directed and undirected graph settings, as shown in Section \([5.1]\) The proofs for the Claims, Theorems, and Corollaries in this section are deferred to Appendix \([B]\).

Algorithm \([2]\) shows the detailed steps of \(\text{EXP3-LGC-IX}\), which follows the method of classical \(\text{EXP3}\) and is similar to \(\text{EXP3-LGC-U}\). The main differences between \(\text{EXP3-LGC-IX}\) and \(\text{EXP3-LGC-U}\) are as follows. First, no explicit uniform exploration mixes with the probability distribution of drawing action (see Eq. \((7)\)). In this case, for \(\text{EXP3-LGC-U}\) without uniform exploration, only a worse regret upper bound that contains \(\text{mas}(G)\) rather than \(\alpha(G)\) can be proved in the directed graph setting, where \(\text{mas}(G)\) is the average maximum acyclic subgraphs number and \(\text{mas}(G) \geq \alpha(G)\). This result could be obtained by simply removing the uniform exploration part in the proof of \(\text{EXP3-LGC-U}\) and substituting Lemma \([3]\) with [Alon et al.] \(2017\) Lemma 10). Second, biased loss vector estimator is adopted (see Eq. \((8)\)). Similar to \(\text{EXP3-IX}\), this biased estimator ensures that the loss estimator satisfies the following claim, which turns out to be essential for our analysis.
Algorithm 2 EXP3-LGC-IX

Input: Learning rate $\eta_t > 0$, implicit exploration rate $\beta_t \in (0, 1)$, covariance $\Sigma$, and action set $V$.

For $t = 1, \ldots, T$, do:

1. Feedback graph $G_t$ and loss vectors $\{\theta_{i,t}\}_{i \in V}$ are generated but not disclosed.

2. Observe $X_t \sim D$, and play action $I_t$ drawn according to distribution $\pi_t^a(X_t) := (\pi_t^a(1|X_t), \ldots, \pi_t^a(K|X_t))$ with
   \[ \pi_t^a(i|X_t) = \frac{w_t(X_t, i)}{\sum_{j \in V} w_t(X_t, j)}, \]  
   where $w_t(X_t, i) = \frac{1}{n} \exp \left( -\eta_t \sum_{s=1}^{t-1} \langle X_t, \tilde{\theta}_{i,s} \rangle \right)$.

3. Observe pairs $(i, \ell_t(X_t, i))$ for all $i \in S_{t,t}$, disclose feedback graph $G_t$.

4. Extra observation oracle: observe $\tilde{X}_t \sim D$ and pairs $(i, \ell_t(\tilde{X}_t, i))$ for all $i \in S_{t,t}$.

5. For each $i \in V$, estimate the loss vector $\hat{\theta}_{i,t}$ as
   \[ \hat{\theta}_{i,t} = \frac{1}{\eta_t} \sum_{i \in S_{t,t}} \sum_{j \in V} q_t(i, X_t, j|X_t) \cdot X_t \cdot \theta_{i,t} = \frac{1}{\eta_t} \sum_{i \in S_{t,t}} \sum_{j \in V} q_t(i, X_t, j|X_t) \cdot X_t \cdot \theta_{i,t} \]  
   where $q_t(i|X_t) = \pi_t^a(i|X_t) + \beta_t \sum_{j \in V} \pi_t^a(j|X_t)$.

End For

Claim 3. The estimator $\hat{\theta}_{i,t}$ of the loss vector $\theta_{i,t}$ for each $i \in V$ and $t$ satisfies
   \[ \mathbb{E}_t \left[ \sum_{i \in V} \pi_t^a(i|X_t) \langle X_t, \hat{\theta}_{i,t} \rangle | X_t \right] = \sum_{i \in V} \pi_t^a(i|X_t) \langle X_t, \theta_{i,t} \rangle - \beta_t \sum_{i \in V} \pi_t^a(i|X_t) \langle X_t, \theta_{i,t} \rangle. \]  

Remark 6. Claim 3 indicates the loss estimators in EXP3-LGC-IX are optimistic. The bias incurred by EXP3-LGC-IX can be directly controlled by the implicit exploration rate $\beta_t$. This kind of implicit exploration actually has similar effect in controlling the variance of the loss estimators as explicit exploration (e.g., uniform exploration), though the approach is different. Notice that Claim 3 does not hold if there is no extra observation oracle (see the proof in Appendix B.1 for details), which further demonstrates the necessity of the oracle.

5.1 Regret analysis for EXP3-LGC-IX

The upper bound on the regret of EXP3-LGC-IX follows Theorem 2 where the proof of Theorem 2 is deferred to Appendix B.2. Notice that a similar higher-order term as that in Remark 3 appear in the proof of Theorem 2 if the extra observation oracle is not adopted.

Theorem 2. Setting $\beta_t = \sqrt{\log K/(K + \sum_{s=1}^{t-1} Q_s)}$ and $\eta_t = \sqrt{\log K/(dK + d \sum_{s=1}^{t-1} Q_s)}$, the expected regret of EXP3-LGC-IX satisfies:
   \[ \mathcal{R}_T \leq 2(1 + \sqrt{d}) \mathbb{E} \left[ \sqrt{K + \sum_{t=1}^{T} Q_t} \log K \right], \]  
   for both directed and undirected graph settings, where $Q_t = 2\alpha(G_t \log \left( 1 + \frac{[K^2/\beta_t + K]}{\alpha(G_t)} \right) + 2$.

Based on Theorem 2 we have the following corollary.
Corollary 3. Suppose $\alpha(G_t) \leq \alpha_t$ for $t = 1, \ldots, T$, the regret of EXP3-LGC-IX satisfies
\[
R_T = \mathcal{O}\left(\sqrt{\sum_{t=1}^{T} \alpha_t d \log K \log (KT)}\right),
\]
for both directed and undirected graph settings.

Corollary 3 reveals that by adopting the learning rate $\eta_t$ and the implicit exploration rate $\beta_t$ adaptively, the regret of EXP3-LGC-IX can be upper bounded by $\mathcal{O}(\sqrt{\alpha(G)dt \log K \log (KT)})$ for both directed and undirected graph settings. This result indicates that EXP3-LGC-IX captures the benefits of both contexts and side observations, as discussed in Section 4.2. The EXP3-LGC-IX algorithm cannot handle negative losses due to the following two reasons. First, if the losses are negative, Claim 3 does not hold. Second, although we can flip the sign of $\beta_t$ according to the sign of the loss vector to guarantee the optimism of the loss estimator, the graph-theoretic result (e.g., Kocák et al. (2014, Lemma 2)) cannot be applied as $\beta_t$ is required to be positive.

6 Numerical Results

We conduct the numerical tests on synthetic data to demonstrate the efficiency of the novel EXP3-LGC-U and EXP3-LGC-IX algorithms.

We consider a setting of $K = 10$ actions, with $d = 10$ dimensional contexts observed iteratively on a $T = 10^5$ time horizon. Each coordinate of context $X_t$ (or $\tilde{X}_t$) is generated i.i.d. from the Bernoulli distribution with support $\{0, 1/\sqrt{d}\}$ and $p = 0.5$, where the covariance of $X_t$ is $I_d/(4d)$, and $I_d$ is the identity matrix of size $d \times d$. The loss vectors are generated with a sudden change. Specially, for $t \in [1, 50000]$, each coordinate of $\theta_{i,t}$ are set to be $\theta_{i,t}(j) = 0.1i \cos t/\sqrt{d}$, whereas $\theta_{i,t}(j) = 0.05i \sin t/\sqrt{d}$ for the remaining time steps, for all $j = 1, \ldots, d$. We consider the time-invariant and undirected feedback graph structure for the purpose of performance validation. As depicted in Figure 1, the feedback graph consists of a 9-vertex complete graph and one isolated vertex, where the independence number $\alpha(G) = 2$.

We compare EXP3-LGC-U and EXP3-LGC-IX with RobustLinEXP3 from Neu and Olkhovskaya (2020). We also let EXP3-LGC-U* and EXP3-LGC-IX* denote the proposed algorithms without relying on side observations. The parameters of EXP3-LGC-U and EXP3-LGC-IX are chosen according to Corollary 1 and Theorem 2 respectively. For EXP3-LGC-U* and EXP3-LGC-IX*, the parameter selection methods are identical as before, except for setting $\alpha(G) = K$. The parameters of RobustLinEXP3 are tuned exactly the same as those in Neu and Olkhovskaya (2020).
Figure 2: Regret\(^1\) comparison of different algorithms on synthetic dataset over 100 independent trials.

Figure 2 presents the expected cumulative regret\(^1\) where the results are averaged over 100 independent trials. We find that \textsc{Exp3-Lgc-U} and \textsc{Exp3-Lgc-IX} significantly outperform the baseline algorithms (\textsc{RobustLinExp3}, \textsc{Exp3-Lgc-U}\(^*\), and \textsc{Exp3-Lgc-IX}\(^*\)), which is consistent with theoretical guarantees in Theorems 1 and 2. Besides, even if there is no side observation, our proposed algorithms are also better than \textsc{RobustLinExp3} (see comparison among \textsc{Exp3-Lgc-U}\(^*\), \textsc{Exp3-Lgc-IX}\(^*\), and \textsc{RobustLinExp3} in Figure 2).

7 Conclusion

We introduce a new MAB formulation – adversarial graphical contextual bandits – which leverage both contexts and side observations. Two efficient algorithms, \textsc{Exp3-Lgc-U} and \textsc{Exp3-Lgc-IX}, are proposed, with \textsc{Exp3-Lgc-IX} for a special class of problems and \textsc{Exp3-Lgc-U} for more general cases. Under mild assumptions, it is analytically demonstrated that the proposed algorithms achieve the regret $\tilde{O}(\sqrt{\alpha(G)dT})$ for both directed and undirected graph settings.

Several interesting questions are left open for future work. One challenging problem lies in providing a tight lower bound for adversarial linear graphical contextual bandits. Another promising direction for follow-up work is studying the small-loss bound for graphical contextual bandits.
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Appendix

A Proofs in Section 4

A.1 Proof of Claim 1

Proof. By plugging Eq. 4 into $E_t[\hat{\theta}_{i,t}|X_t]$, we have that

$$E_t[\hat{\theta}_{i,t}|X_t] = E_t\left[\left\{\frac{I(i \in S_t)}{q_t(i|X_t)} \Sigma^{-1} \hat{X}_t \hat{\ell}_t \theta_{i,t}\right\} X_t\right]$$

$$= E_t\left[\left\{\frac{I(i \in S_t)}{q_t(i|X_t)} \Sigma^{-1} \hat{X}_t \hat{\ell}_t \theta_{i,t}\right\} X_t\right]$$

$$(a) = E_t\left[\left\{\frac{I(i \in S_t)}{q_t(i|X_t)} \left(\sum_j:\hat{\ell}_t\right) X_t\right\} X_t\right]$$

where step (a) uses the fact that $E_t[\theta_{i,t}|X_t] = E_t[\theta_{i,t}] = \theta_{i,t}$, and $\hat{X}_t$ is independent of $F_{t-1}$, $X_t$, and $\theta_{i,t}$. Notice the following facts,

$$E_t\left[\left\{\frac{I(i \in S_t)}{q_t(i|X_t)} \left(\sum_j:\hat{\ell}_t\right) X_t\right\} X_t\right] = \sum_{j: i \in S_t} \frac{\pi^a(j|X_t)}{q_t(i|X_t)} = 1, \text{ and } E_t[\hat{X}_t \hat{X}_t^\top] = \Sigma.$$

We conclude that $E_t[\hat{\theta}_{i,t}|X_t] = \theta_{i,t}$. \qed

A.2 Proof of Claim 2

Proof.

$$E\left[\sum_{i \in V} (\pi^a_t(i|X_t) - \pi_T(i|X_t)) \langle X_t, \hat{\theta}_{i,t} \rangle \right]$$

$$(a) = E\left[E_t\left[\sum_{i \in V} (\pi^a_t(i|X_t) - \pi_T(i|X_t)) \langle X_t, \hat{\theta}_{i,t} \rangle \right] | X_t\right]$$

$$= E\left[\sum_{i \in V} (\pi^a_t(i|X_t) - \pi_T(i|X_t)) \langle X_t, E_t\left[\hat{\theta}_{i,t} | X_t\right] \rangle \right]$$

$$(b) = E\left[\sum_{i \in V} (\pi^a_t(i|X_t) - \pi_T(i|X_t)) \langle X_t, \theta_{i,t} \rangle \right],$$

where step (a) uses the law of total expectation and step (b) uses Claim 1. \qed

A.3 Proof of Lemma 1

Proof. As mentioned before, Claim 2 enables us to adopt the techniques similar to the ones used to originally analyze EXP3 in Auer et al. (2002b). We introduce $W_t(x) = \sum_{i \in V} v_t(x, i)$ for convenience, where $v_t(x, i)$ is defined in...
Eq. (2). With the assumption that $|\eta(X_t, \hat{\theta}_{i,t})| \leq 1$, the following result holds for each $t = 1, \ldots, T$,

$$
\log \frac{W_{t+1}(X_t)}{W_t(X_t)} = \log \left( \sum_{i \in V} \frac{w_{t+1}(X_t, i)}{W_t(X_t)} \right)
\leq \log \left( \sum_{i \in V} \frac{w_t(X_t, i)}{W_t(X_t)} \cdot e^{-\eta(X_t, \hat{\theta}_{i,t})} \right) \tag{a}
\leq \log \left( \sum_{i \in V} \frac{\pi_t^a(i|X_t) - \gamma/K}{1 - \gamma} \cdot e^{-\eta(X_t, \hat{\theta}_{i,t})} \right)
\leq \log \left( \sum_{i \in V} \frac{\pi_t^a(i|X_t) - \gamma/K}{1 - \gamma} \left( 1 - \eta \langle X_t, \hat{\theta}_{i,t} \rangle + \eta^2 \langle X_t, \hat{\theta}_{i,t} \rangle^2 \right) \right) \tag{b}
\leq \log \left( 1 + \sum_{i \in V} \frac{\pi_t^a(i|X_t) - \gamma/K}{1 - \gamma} \left( -\eta \langle X_t, \hat{\theta}_{i,t} \rangle + \eta^2 \langle X_t, \hat{\theta}_{i,t} \rangle^2 \right) \right)
\leq \sum_{i \in V} \frac{\pi_t^a(i|X_t)}{1 - \gamma} \left( -\eta \langle X_t, \hat{\theta}_{i,t} \rangle + \eta^2 \langle X_t, \hat{\theta}_{i,t} \rangle^2 \right) + \frac{\eta \gamma}{K(1 - \gamma)} \sum_{i \in V} \langle X_t, \hat{\theta}_{i,t} \rangle, \tag{11}
$$

where equality (a) uses the definition of $\pi_t^a(i|X_t)$ in Eq. (3), in step (a) the inequality $e^{-z} \leq 1 - z + z^2$ that holds for $z \geq -1$ is used, and in step (b) the inequality $\log(1 + z) \leq z$ that holds for $z > -1$ is used.

The key to this proof is in the following. By drawing $X$ from the distribution $D$ that is independent of the entire interaction history $F_T$, and substituting $X_t$ with $X$, we have that

$$
\mathbb{E} \left[ \log \frac{W_{t+1}(X_t)}{W_t(X_t)} \right] = \mathbb{E} \left[ \log \frac{W_{t+1}(X)}{W_t(X)} \right].
$$

This is because $X_t$ and $X$ are i.i.d., and for each term $\log(W_{t+1}(X_t)/W_t(X_t))$, only $X_t$ is substituted with $X$ while $X_1, \ldots, X_{t-1}$ remain unchanged. Repeatedly, we apply this step to $\mathbb{E} \left[ \log \frac{W_{t+1}(X)}{W_t(X)} \right]$ for each $t$, which leads to the following lower bound,

$$
\mathbb{E} \left[ \sum_{t=1}^{T} \log \frac{W_{t+1}(X_t)}{W_t(X_t)} \right] = \mathbb{E} \left[ \sum_{t=1}^{T} \log \frac{W_{t+1}(X)}{W_t(X)} \right]
\geq \mathbb{E} \left[ \log \frac{W_{T+1}(X, \pi_T(X))}{W_t(X)} \right] \tag{a}
\geq \mathbb{E} \left[ \log \frac{w_{T+1}(X, \pi_T(X))}{W_t(X)} \right] \tag{b}
\geq \mathbb{E} \left[ -\eta \sum_{t=1}^{T} \langle X_t, \hat{\theta}_{\pi_T(X),t} \rangle - \log K \right] \tag{c}
\geq \mathbb{E} \left[ -\eta \sum_{t=1}^{T} \langle X_t, \hat{\theta}_{\pi_T(X),t} \rangle - \log K \right]
\geq \mathbb{E} \left[ -\eta \sum_{t=1}^{T} \sum_{i \in V} \pi_T(i|X_t) \langle X_t, \hat{\theta}_{i,t} \rangle - \log K \right], \tag{12}
$$

where inequality (a) is due to the fact that $W_{T+1}(X) \geq w_{T+1}(X, \pi_T(X))$, step (b) is derived from the definition of $w_{T+1}(X, \pi_T(X))$ and the fact that $\log(W_t(X)) = K$, and step (c) is realized by substituting $X$ with $X_t$ in each of
\begin{equation}
\langle X_t, \hat{\theta}_{\pi_T(X_t), t} \rangle \text{ as } X_t \text{ and } X \text{ are i.i.d. Combining the upper bound in Eq. (11) and the lower bound in Eq. (12) gives}
\end{equation}

\begin{align}
\mathbb{E} \left[ -\eta \sum_{t=1}^{T} \sum_{i \in V} \pi_T(i|X_t) \langle X_t, \hat{\theta}_{i,t} \rangle - \log K \right] \\
\leq \mathbb{E} \left[ \sum_{t=1}^{T} \sum_{i \in V} \pi_T^2(i|X_t) \left( \frac{1}{1-\gamma} \left( -\eta \langle X_t, \hat{\theta}_{i,t} \rangle + \eta^2 \langle X_t, \hat{\theta}_{i,t} \rangle^2 \right) + \frac{\eta}{K(1-\gamma)} \sum_{i \in V} \langle X_t, \hat{\theta}_{i,t} \rangle \right].
\end{align}

Reordering and multiplying both sides by \( \frac{1-\gamma}{\eta} \) gives

\begin{align}
\mathbb{E} \left[ \sum_{t=1}^{T} \sum_{i \in V} (\pi_T^2(i|X_t) - \pi_T(i|X_t)) \langle X_t, \hat{\theta}_{i,t} \rangle \right] \\
\leq \frac{(1-\gamma) \log K}{\eta} + \eta \mathbb{E} \left[ \sum_{t=1}^{T} \sum_{i \in V} \pi_T^2(i|X_t) \langle X_t, \hat{\theta}_{i,t} \rangle^2 \right] + \gamma \mathbb{E} \left[ \sum_{t=1}^{T} \sum_{i \in V} \left( \frac{1}{K} - \pi_T(i|X_t) \right) \langle X_t, \hat{\theta}_{i,t} \rangle \right].
\end{align}

Furthermore, combining Claim 2 with the fact that

\begin{equation}
\mathbb{E} \left[ \sum_{t=1}^{T} \sum_{i \in V} \left( \frac{1}{K} - \pi_T(i|X_t) \right) \langle X_t, \hat{\theta}_{i,t} \rangle \right] = \mathbb{E} \left[ \sum_{t=1}^{T} \sum_{i \in V} \left( \frac{1}{K} - \pi_T(i|X_t) \right) \langle X_t, \hat{\theta}_{i,t} \rangle \right] \leq 2T,
\end{equation}

and \( (1-\gamma) \leq 1 \), we conclude with

\begin{equation}
\mathbb{E} \left[ \sum_{t=1}^{T} \sum_{i \in V} (\pi_T^2(i|X_t) - \pi_T(i|X_t)) \langle X_t, \hat{\theta}_{i,t} \rangle \right] \leq \frac{\log K}{\eta} + 2\gamma T + \eta \mathbb{E} \left[ \sum_{t=1}^{T} \sum_{i \in V} \pi_T^2(i|X_t) \langle X_t, \hat{\theta}_{i,t} \rangle^2 \right].
\end{equation}

Since the above steps hold for any \( \pi_T \in \Pi \), we have that

\begin{equation}
\mathcal{R}_T \leq \frac{\log K}{\eta} + 2\gamma T + \eta \mathbb{E} \left[ \sum_{t=1}^{T} \sum_{i \in V} \pi_T^2(i|X_t) \langle X_t, \hat{\theta}_{i,t} \rangle^2 \right].
\end{equation}

\end{proof}

\section{A.4 Proof of Theorem 1}

Before presenting the proof of Theorem 1 we restate the following two graph-theoretic results from [Mannor and Shamir (2011), Alon et al. (2017)] for convenience.

\begin{lemma}[Lemma 10 in Alon et al. (2017)]
Let \( G_t \) be an undirected graph. For any distribution \( \pi \) over \( V \),

\begin{equation}

\sum_{i \in V} \frac{\pi(i)}{\sum_{j: j \rightarrow i} \pi(j)} \leq \alpha(G_t).
\end{equation}

\end{lemma}

\begin{lemma}[Lemma 5 in Alon et al. (2015)]
Let \( G_t \) be a directed graph and \( \pi \) be any probability distribution over \( V \). Assume that \( \pi(i) \geq \epsilon \) for all \( \epsilon \in V \) for some constant \( 0 < \epsilon < \frac{1}{2} \). Then,

\begin{equation}

\sum_{i \in V} \frac{\pi(i)}{\sum_{j: j \rightarrow i} \pi(j)} \leq \frac{4K}{\alpha(G_t) \epsilon}.
\end{equation}

\end{lemma}
Proof of Theorem 1: Using Lemma 1 we are left to upper bound the term \( E \left[ \sum_{t=1}^{T} \sum_{i \in V} \pi_t(i|X_t) X_t, \hat{\theta}_{t,i} \right]^2 \).

Substituting Eq. (4) into this term yields,

\[
E \left[ \sum_{i \in V} \pi_t(i|X_t) X_t, \hat{\theta}_{t,i} \right]^2 \leq E \left[ \sum_{i \in V} \pi_t(i|X_t) \frac{1}{q_t(i|X_t)} I\{i \in S_{t,i,t}\} \tilde{X}_t, \tilde{X}_t, \Sigma^{-1}X_t \right] \leq E \left[ \sum_{i \in V} \pi_t(i|X_t) \frac{1}{q_t^2(i|X_t)} X_t, \Sigma^{-1}X_t, \Sigma^{-1}X_t \right] \tag{13}
\]

where the step (a) is due to the fact that \( I_t^2(\tilde{X}_t, i) \leq 1 \), and step (b) uses the law of total expectation. We have the following result for term \( A \):

\[
A = \sum_{j \in V} \frac{\pi(j|X_t)}{q_t^2(j|X_t)} = \frac{q_t(i|X_t)}{q_t(i|X_t)} = \frac{1}{q_t(i|X_t)}.
\]

According to Lemmas 2 and 3 we know that

\[
\sum_{i \in V} \pi_t(i|X_t) \leq Q_t,
\]

where \( Q_t \) is \( \alpha(G_t) \) for undirected graph setting and \( 4\alpha(G_t) \log(4K^2/(\alpha(G_t)\gamma)) \) for directed graph setting. Also, \( Q_t \) is independent of \( X_t \) and \( \hat{X}_t \). Thus,

\[
E \left[ \sum_{i \in V} \pi_t(i|X_t) X_t, \hat{\theta}_{t,i} \right]^2 \leq E[Q_t] E \left[ X_t, \Sigma^{-1}X_t, \Sigma^{-1}X_t \right] = E[Q_t] E \left[ \text{tr}(\Sigma^{-1}X_t \tilde{X}_t, \Sigma^{-1}X_t \tilde{X}_t) \right] = dE[Q_t].
\]

In addition, we must ensure that \( \eta \left| \left< X_t, \hat{\theta}_{t,i} \right> \right| \leq 1 \) for all \( t = 1, \ldots, T \):

\[
\left| \left< X_t, \hat{\theta}_{t,i} \right> \right| = \frac{1}{q_t(i|X_t)} I\{i \in S_{t,i,t}\} \left| X_t, \Sigma^{-1}X_t, \tilde{X}_t \right| \leq \frac{K\sigma^2}{\lambda_{\min}}.
\]

where we use the fact that \( q_t(i|X_t) \geq \pi_t(i|X_t) \geq \frac{1}{T}, \left| \tilde{t}_t(\tilde{X}_t, i) \right| \leq 1, \text{ and } \left| X_t, \Sigma^{-1}X_t \right| \leq \frac{\sigma^2}{\lambda_{\min}}. \) Choosing \( \gamma = \frac{\eta K\sigma^2}{\lambda_{\min}} \) guarantees \( \eta \left| \left< X_t, \hat{\theta}_{t,i} \right> \right| \leq 1 \), which concludes the proof. \( \square \)

A.5 Proofs of Corollaries 1 and 2

Proof of Corollary 1: Given the fact \( Q_t = \alpha(G_t) \) in Theorem 1 and assuming \( \alpha(G_t) \leq \alpha_t \) for \( t = 1, \ldots, T \), we conclude that

\[
R_T = O \left( \sqrt{\left( \frac{2K\sigma^2 T}{\lambda_{\min}} + d \sum_{t=1}^{T} \alpha_t \right) \log K} \right),
\]

by setting \( \eta = \sqrt{\frac{\log K}{2K\sigma^2 T/\lambda_{\min} + d \sum_{t=1}^{T} \alpha_t}}. \) \( \square \)
Proof of Corollary 2: Define \( f(z) = 4z \log (4K^2/(z\gamma)) \) for \( z \leq K \), and we have that
\[
f'(z) = 4 \log \frac{4K^2}{\gamma} - 4 \log z - 4.
\]

Notice that \( 4 \log (4K^2) > 4 \log z \), and so \( f(z) \) is an increasing function as long as \( \log(1/\gamma) \geq 1 \). If \( \alpha(G_t) \leq \alpha_t \) for \( t = 1, \ldots, T \), the following result holds if \( \log(1/\gamma) \geq 1 \),
\[
\mathbb{E} \left[ 4\alpha(G_t) \log \frac{4K^2}{\alpha(G_t)\gamma} \right] \leq 4\alpha_t \log \frac{4K^2}{\alpha_t\gamma}.
\]
By choosing \( \eta = \sqrt{1/(K\sigma^2T/\lambda_{\min} + 4d \sum_{t=1}^{T} \alpha_t)} \) and \( \gamma = \frac{\eta K\sigma^2}{\lambda_{\min}} \), we conclude that
\[
\mathcal{R}_T = O \left( \left( \frac{K\sigma^2}{\lambda_{\min}} + 4d \sum_{t=1}^{T} \alpha_t \right) \log(KdT) \right).
\]

B Proofs for Section 5

B.1 Proof of Claim 3

Proof.
\[
\mathbb{E}_t \left[ \sum_{i \in V} \pi_t^a(i|X_t) \langle X_t, \hat{\theta}_{i,t} \rangle \bigg| X_t \right] = \sum_{i \in V} \pi_t^a(i|X_t) \frac{1}{q_t(i|X_t) + \beta_t} X_t^T \Sigma^{-1} \mathbb{E}_t \left[ \mathbb{I}\{i \in S_{t,t}\} X_t \tilde{X}_t^T \bigg| X_t \right] \theta_{i,t}
\]

\[
\overset{(a)}{=} \sum_{i \in V} \pi_t^a(i|X_t) \frac{q_t(i|X_t)}{q_t(i|X_t) + \beta_t} \langle X_t, \theta_{i,t} \rangle
\]

\[
= \sum_{i \in V} \pi_t^a(i|X_t) \langle X_t, \theta_{i,t} \rangle - \beta_t \sum_{i \in V} \pi_t^a(i|X_t) / q_t(i|X_t) + \beta_t \langle X_t, \theta_{i,t} \rangle,
\]
where the equality (a) holds because \( \mathbb{I}\{i \in S_{t,t}\} \) and \( \tilde{X}_t \) are independent.

B.2 Proof of Theorem 2

To prove Theorem 2 we need the graph-theoretic result from [Kocák et al., 2014], which is restated here.

Lemma 4 (Lemma 2 in [Kocák et al., 2014]). Let \( G_t \) be a directed or undirected graph with vertex set \( V := \{1, \ldots, K\} \). Let \( \alpha(G_t) \) be the independence number of \( G_t \) and \( \pi \) be a distribution over \( V \). Then,
\[
\sum_{i \in V} \frac{\pi(i)}{c + \pi(i) + \sum_{j \neq i} \pi(j)} \leq 2\alpha(G_t) \log \left( 1 + \frac{[K^2/c] + K}{\alpha(G_t)} \right) + 2,
\]
where \( c \) is a positive constant.

Proof of Theorem 2: We start by recalling the notation \( w_t(x,i) = \exp \left( -\eta_t \sum_{s=1}^{t-1} \langle x, \hat{\theta}_{i,s} \rangle \right) / K \) in Eq. (8), and introducing \( W_t(x) = \sum_{i \in V} w_t(x,i) \) and \( W'_t(x) = \sum_{i \in V} \exp \left( -\eta_{t-1} \sum_{s=1}^{t-1} \langle x, \hat{\theta}_{i,s} \rangle \right) / K \). The proof fol-
lows [Kocák et al. (2014)] with some additional techniques.

\[
\frac{1}{\eta_t} \log \frac{W_{t+1}(X_t)}{W_t(X_t)} = \frac{1}{\eta_t} \log \left( \sum_{i \in V} w_t(X_t, i) e^{-\eta_t \langle X_t, \hat{\theta}_{i,t} \rangle} \right)
\]

\[
= \frac{1}{\eta_t} \log \left( \sum_{i \in V} \pi_t^a(i|X_t) e^{-\eta_t \langle X_t, \hat{\theta}_{i,t} \rangle} \right)
\]

\[
\leq \frac{1}{\eta_t} \log \left( \sum_{i \in V} \pi_t^a(i|X_t) \left( 1 - \eta_t \langle X_t, \hat{\theta}_{i,t} \rangle + \frac{1}{2} \eta_t^2 \langle X_t, \hat{\theta}_{i,t} \rangle^2 \right) \right)
\]

\[
= \frac{1}{\eta_t} \log \left( 1 + \sum_{i \in V} \pi_t^a(i|X_t) \left( -\eta_t \langle X_t, \hat{\theta}_{i,t} \rangle + \frac{1}{2} \eta_t^2 \langle X_t, \hat{\theta}_{i,t} \rangle^2 \right) \right)
\]

\[
\leq \frac{1}{\eta_t} \sum_{i \in V} \pi_t^a(i|X_t) \left( -\eta_t \langle X_t, \hat{\theta}_{i,t} \rangle + \frac{1}{2} \eta_t^2 \langle X_t, \hat{\theta}_{i,t} \rangle^2 \right),
\]

(14)

where step (a) uses the inequality \( \exp(-z) \leq 1 - z + z^2/2 \) that holds for \( z \geq 0 \) and step (b) uses the inequality \( \log(1+z) \leq z \) that holds for all \( z > -1 \). Notice that

\[
W_{t+1}(X_t) = \sum_{i \in V} \frac{1}{K} e^{-\eta_{t+1} \sum_{t=1}^T \langle X_t, \hat{\theta}_{i,t} \rangle}
\]

\[
= \sum_{i \in V} \frac{1}{K} \left( e^{-\eta_t \sum_{t=1}^T \langle X_t, \hat{\theta}_{i,t} \rangle} \right)^{\frac{\eta_{t+1}}{\eta_t}}
\]

\[
\leq \left( \frac{1}{K} \sum_{i \in V} e^{-\eta_t \sum_{t=1}^T \langle X_t, \hat{\theta}_{i,t} \rangle} \right)^\frac{\eta_{t+1}}{\eta_t}
\]

\[
= (W'_{t+1}(X_t))^{\frac{\eta_{t+1}}{\eta_t}},
\]

(15)

where step (a) uses Jensen’s inequality for the concave function \( z \frac{\eta_{t+1}}{\eta_t} \) for all \( z \in \mathbb{R} \) as \( \eta_t \) is a decreasing sequence. Taking the \( \log(\cdot) \) on both side of Eq. (15), we have that

\[
\frac{1}{\eta_t} \log \frac{W'_{t+1}(X_t)}{W_t(X_t)} \geq \frac{\log W_{t+1}(X_t)}{\eta_{t+1}} - \frac{\log W_{t+1}(X_t)}{\eta_t}.
\]

The following fact that can be easily interpreted using the same techniques as Lemma 1

\[
E \left[ \sum_{t=1}^T \left( \frac{\log W_{t+1}(X_t)}{\eta_{t+1}} - \frac{W_{t+1}(X_t)}{\eta_t} \right) \right] = E \left[ \frac{\log W_{t+1}(X_t)}{\eta_{t+1}} - \frac{\log W_1(X_t)}{\eta_1} \right]
\]

\[
\geq E \left[ \frac{\log w_{t+1}(X, \pi_T(X))}{\eta_{t+1}} - \frac{\log W_1(X)}{\eta_1} \right]
\]

\[
= -E \left[ \frac{\log K}{\eta_{t+1}} \right] - E \left[ \sum_{t=1}^T \langle X_t, \hat{\theta}_{\pi_T(X_t),t} \rangle \right]
\]

\[
= -E \left[ \frac{\log K}{\eta_{t+1}} \right] - E \left[ \sum_{t=1}^T \langle X_t, \hat{\theta}_{\pi_T(X_t),t} \rangle \right],
\]

(16)

where \( X \sim D \) is independent from the whole interaction history \( F_t \). Wrapping up above steps in Eq. (14) and Eq. (16), and applying the Claim 3 the \( \theta_{i,t} \) is an optimistic estimator that

\[
E \left[ \sum_{t=1}^T \langle X_t, \theta_{\pi_T(X_t),t} \rangle \right] \leq E \left[ \sum_{t=1}^T \langle X_t, \hat{\theta}_{\pi_T(X_t),t} \rangle \right],
\]

we have that

\[
-E \left[ \frac{\log K}{\eta_{t+1}} \right] - E \left[ \sum_{t=1}^T \langle X_t, \theta_{\pi_T(X_t),t} \rangle \right] \leq E \left[ \sum_{t=1}^T \pi_t^a(i|X_t) \left( -\langle X_t, \hat{\theta}_{i,t} \rangle + \frac{1}{2} \eta_t \langle X_t, \hat{\theta}_{i,t} \rangle^2 \right) \right].
\]

(17)
we conclude that 

\[ E \left[ \sum_{i \in V} \pi^a_t(i \mid X_t) \langle X_t, \hat{\theta}_{t,t} \rangle \right] = E \left[ E_t \left[ \sum_{i \in V} \pi^a_t(i \mid X_t) \langle X_t, \hat{\theta}_{t,t} \rangle \mid X_t \right] \right] \]

(a) \[ \leq E \left[ \sum_{i \in V} \pi^a_t(i \mid X_t) \langle X_t, \theta_{t,t} \rangle - \beta_t \sum_{i \in V} \frac{\pi^a_t(i \mid X_t)}{q_t(i \mid X_t) + \beta_t} (X_t, \theta_{t,t}) \right] \]

\[ \geq E \left[ \sum_{i \in V} \pi^a_t(i \mid X_t) \langle X_t, \theta_{t,t} \rangle - \beta_t Q_t \right], \quad (18) \]

where step (a) is due to Claim\textsuperscript{3} and step (b) uses Lemma\textsuperscript{4} and \((X_t, \theta_{t,t}) \in [0, 1]\). Also,

\[ E \left[ \eta \sum_{i \in V} \pi^a_t(i \mid X_t) \langle X_t, \hat{\theta}_{t,t} \rangle^2 \right] = E \left[ E_t \left[ \eta \sum_{i \in V} \pi^a_t(i \mid X_t) \langle X_t, \hat{\theta}_{t,t} \rangle^2 \mid X_t \right] \right] \]

\[ \leq E \left[ E_t \left[ \eta \sum_{i \in V} \pi^a_t(i \mid X_t) q_t(i \mid X_t) X_t^\top \Sigma^{-1} \right] \right] \leq E \left[ \eta Q_t \right] d, \quad (19) \]

where step (a) uses Lemma\textsuperscript{4}. By reordering the results in Eqs. \(17\), \(18\), and \(19\), we have that

\[ E \left[ \sum_{t=1}^T (\pi^a_t(i \mid X_t) - \pi_T(i \mid X_t)) \langle X_t, \theta_t \rangle \right] \leq E \left[ \frac{\log K}{\eta_{t+1}} \right] + \sum_{t=1}^T E \left[ \beta_t Q_t \right] + \frac{a}{2} \sum_{t=1}^T E \left[ \eta_t Q_t \right]. \quad (20) \]

Plugging in \(\eta_t\) and \(\beta_t\) and using Lemma 3.5 in Auer et al.\textsuperscript{2002}, the result in Eq. \(20\) becomes

\[ \mathcal{R}_T \leq 2(1 + \sqrt{d}) E \left[ \sqrt{K + \sum_{t=1}^T Q_t} \log K \right], \]

which holds for all \(\pi_T \in \Pi\).

\[ \square \]

B.3 Proof of Corollary\textsuperscript{3}

Proof. Notice that \(x \log(1 + a/x)\) is an increasing function of \(x \in (0, \infty)\) for any \(a > 0\), and thus

\[ Q_t \leq 2\alpha_t \log \left( 1 + \frac{[K^2/\beta_t] + K}{\alpha_t} \right) + 2, \]

if \(\alpha(G_t) \leq \alpha_t\) for \(t = 1, \ldots, T\). Using the fact

\[ \log \left( 1 + \frac{[K^2/\beta_t] + K}{\alpha_t} \right) \leq \log \left( 1 + \frac{[K^2 \sqrt{TK} \log K] + K}{\alpha_t} \right) = O(\log(KT)), \]

we conclude that

\[ \mathcal{R}_T = O \left( \sum_{t=1}^T \alpha_t d \log K \log KT \right), \]

for both directed and undirected graph settings. \[ \square \]