Boosted Cascaded Convnets for Multilabel Classification of Thoracic Diseases in Chest Radiographs
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Abstract

Chest X-ray is one of the most accessible medical imaging technique for diagnosis of multiple diseases. With the availability of ChestX-ray14, which is a massive dataset of chest X-ray images and provides annotations for 14 thoracic diseases; it is possible to train Deep Convolutional Neural Networks (DCNN) to build Computer Aided Diagnosis (CAD) systems. In this work, we experiment a set of deep learning models and present a cascaded deep neural network that can diagnose all 14 pathologies better than the baseline and is competitive with other published methods. Our work provides the quantitative results to answer following research questions for the dataset: 1) What loss functions to use for training DCNN from scratch on ChestX-ray14 dataset that demonstrates high class imbalance and label occurrence? 2) How to use cascading to model label dependency and to improve accuracy of the deep learning model?

1. Introduction

Computer Aided Diagnosis (CAD) has been a well sought research field ever since the inception of medical imaging techniques and the interest is increasing with the advent of sophisticated medical imaging techniques. Among the existing medical imaging techniques, X-ray imaging is most commonly used technique for screening and diagnosis of lung related diseases e.g. pneumonia, cardiomegaly, lung nodules etc. The cost effectiveness of X-rays makes it most accessible diagnostic method for chest diseases in third world countries. The diagnosis of disease from a radiograph is, however, a time-consuming and challenging task. Thus, development of a CAD system for evaluation would increase the productivity of physicians and accessibility of better healthcare services in remote areas.

Recent years have observed significant rise in use of deep learning methods for analysis of medical imaging datasets. Deep learning methods have been rigorously applied for disease classification and image segmentation tasks. The gradual rise of interest in deep learning based diagnostic solutions can be attributed to their tremendous potential in modelling complex relationships between input and output variables and faster inference. Training highly accurate deep learning systems in any domain requires a large annotated dataset. We only had relatively smaller datasets available for chest X-ray diagnosis until recently. A significant step in this direction is the work by Wang et. al.[9], who developed a large dataset of chest X-ray images along with annotations for chest diseases through Natural Language Processing (NLP). The dataset is the largest open dataset for chest X-ray images, and therefore paves a path for development of better algorithms for automated diagnosis of chest diseases.

Chest X-ray 14 dataset provides labels for 14 lung related diseases for 112,120 radiograph images of 1024 by 1024 resolution with above 90% label accuracy. Most of the radiographs are labelled with more than one disease making it a typical multi-label classification problem. Apart from the inherent challenges posed by multi-label classification, the dataset has heavy imbalance in number of instances of individual classes. Moreover, the co-occurrence instances of each class with every other class are very high. For instance, the disease Cardiomegaly co-occurs with disease Effusion in 1060 images, whereas the total images of the diseases are 2772 and 13307, respectively. These challenges make the multi label classification task quite difficult and necessitate the incorporation of label dependencies along with employing robust learning approaches.

The standard approach to multi-label classification is Binary Relevance (BR), wherein the problem of multilabel classification for n classes is transformed into n binary classification problems [5]. However, BR approach does not account for the interdependence of different class labels. The prevalent approaches to account for label dependencies include chain classification [1], label power set of k-labels [7], and modeling with recurrent neural network [10]. The label power set approaches improve upon performance, but the
modeling becomes intractable as the number of classes increase. Moreover, the use of recurrent neural network might not be able to model complex dependencies between class labels.

Another approach for multi label classification includes Pairwise Error (PWE) loss that inherently models label dependencies in the sense that it tries to maximize the margin between positive and negative labels within an example [2][4]. Different variants of PWE loss are widely used for multi label classification in natural image classification and natural language processing tasks. However, the popular PWE losses such as hinge loss, margin loss are non-smooth and as such pose difficulty in optimization. Further, there exist empirical evidences that the ensemble approaches e.g. cascading, boosting, etc., demonstrate increased performance as compared to single classifiers. Although, the exact mechanism of how ensembling helps increase generalizability is still debatable.

In the present work, we experiment with a series of deep learning methods for the diagnosis of chest diseases from the ChestX-ray14 dataset while systematically addressing the challenges mentioned in above paragraphs. To begin with, we train the popular DenseNet architecture [3] with basic BR approach. Since the Chest X-ray14 dataset is quite large, we believe that training the neural network from scratch would allow for learning of more specific features corresponding to the underlying diseases as compared to fine-tuning a network trained on natural images. We also train the baseline architecture with PWE and compare the performance with cross entropy loss in BR method. Further, we propose a novel cascading architecture that takes benefits from both ensemble and hard example mining techniques. We design the architecture such that it models the labels dependencies between classes inherently. The contributions of this paper can be summarized as:-

1. We train deep learning architecture from scratch for multi label classification of ChestX-ray14 dataset and achieve better results from baseline which used transfer learning.

2. We experiment two standard approaches to calculate loss for multi label classification: BR and PWE loss, and present comparison results.

3. We design a boosted cascade architecture that is specifically tailored for multi label classification task of type of ChestX-ray14 dataset. The proposed approach models complex dependencies between class labels and benefits from the training strategy of boosting methods to provide improved performance as compared to single classifiers trained using cross-entropy and PWE loss.

1.1. Related Work

Multi label classification problem has been extensively explored for the tasks outside the domain of medical imaging e.g. object detection, text categorization. Last year Wang et. al. published a large dataset of chest X-ray images [9] that is a typical example of multi label classification problem in medical imaging domain.

We have developed our method using DenseNet161 [3] architecture and used the smoother version of pairwise error loss as described in [12]. Our cascading approach is inspired from basic Adaboost [8] method that weighs individual examples while training different classifiers. The approach of forwarding output of preceding cascade level to next level bears similarity with the approach by Zeng et. al. [13] used for object detection. Different from their work, we forward the outputs of all preceding cascade levels to next cascade level in the architecture.

2. Methods

We methodically experimented a series of approaches and evaluated their performance. We used DensNet161[3] as baseline neural network architecture, due to its well known performance for a variety of datasets. The selection of the DenseNet architecture was additionally motivated by its efficiency in modeling with lesser number of parameters, which reduced the risk of over-fitting while still benefiting from deep architecture. Below, we briefly explain the approaches that we experimented:-

2.1. Binary Relevance

For starter, we transformed the task as independent binary classification task for each class. Since the positive instances of any class are very less as compared to negative instances, we used weighted cross entropy loss by penalizing the errors on positive class instances by \(\frac{n}{p}\), where \(n\) and \(p\) correspond to frequencies of negative and positive instances, respectively. Moreover, we undersampled majority classes and oversampled minority classes to avoid bias due to imbalance in class occurrence and co-occurrence frequencies.

2.2. PairWise Error (PWE) loss

The major disadvantage of the BR approach is that it does not model the inter-class relations within an example. As an alternative, PWE loss maximizes the margin between the scores of each positive class to each negative class, and is based on simple logical reasoning that learning relations between pairs of each positive to negative class is sufficient to learn inter-class relations between all classes. We used smooth PWE loss [4] to separate probability scores of each positive class from each negative class within an example. The probability scores were computed as sigmoid output
from the classifier layer. We used the sampling technique mentioned for BR approach to avoid adverse effects of class imbalance.

2.3. Boosted Cascade

There exist empirical evidences that cascading multiple predictions using binary relevance improves performance of multi-label classification. Following this hypothesis, we trained a cascaded network to improve upon initial predictions from baseline networks using BR approach with cross-entropy loss, and PWE loss. We refer to these experiments as C-BR and C-PWE, respectively. Different from conventional cascading approaches, we designed our cascade network such that each succeeding level in the cascade network received predictions from all the preceding levels as input, as shown in Figure 1. This allowed the different levels in the cascade network model non-linear dependencies between each class along with learning from mistakes of all preceding levels.

Conventionally, the different levels in the cascade are trained from different splits of the original training set. This is motivated by standard ensemble methods, wherein an ensemble of many weak classifiers is trained, each of which are independently tuned for smaller datasets. The said approach, thus considerably reduces the amount of training data for individual classifiers. Therefore its applicability is limited to ensembles of simpler models e.g. decision trees, support vector machines etc., as neural networks are prone to over-fitting if trained with smaller dataset. Therefore we trained different levels of the cascade network with entire training set. Further, we employed weighted sampling of the data points according to their difficulty level such that each successive cascade level was trained more for the data points which were difficult to classify by previous cascade level.

After each cascade level was trained, loss was computed for each training example, which gave an estimate of difficulty level of each data point according to the classifier at l-th level. The data points were then sampled according to probability for training next cascade level. The probability of selection for i-th data point \( p_i \) was computed according to following equation:

\[
p_i = \frac{e^{-\frac{R}{n}}}{\sum_{n=1}^{N} e^{-\frac{R}{n}}} \tag{1}
\]

Where, \( N \) is total number of training data points; \( n \) belongs to \([1, N]\); \( R \) is rate of probability decay (higher the \( R \), higher
Table 1. Comparison of AUCs of ROC curve for classification of diseases in ChestX-ray14 dataset. The experiments of this paper are marked with asterisk (*).
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