A Model-free Learning Algorithm for Infinite-horizon Average-reward MDPs with Near-optimal Regret
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Abstract

Recently, model-free reinforcement learning has attracted research attention due to its simplicity, memory and computation efficiency, and the flexibility to combine with function approximation. In this paper, we propose Exploration Enhanced Q-learning (EE-QL), a model-free algorithm for infinite-horizon average-reward Markov Decision Processes (MDPs) that achieves regret bound of $\tilde{O}(\sqrt{T})$ for the general class of weakly communicating MDPs, where $T$ is the number of interactions. EE-QL assumes that an online concentrating approximation of the optimal average reward is available. This is the first model-free learning algorithm that achieves $\tilde{O}(\sqrt{T})$ regret without the ergodic assumption, and matches the lower bound in terms of $T$ except for logarithmic factors. Experiments show that the proposed algorithm performs as well as the best known model-based algorithms.

1 Introduction

Reinforcement learning (RL) studies the problem of an agent interacting with an unknown environment while trying to maximize its cumulative reward. The agent faces a fundamental exploration-exploitation trade-off: should it explore the environment to gain more information for future decisions, or should it exploit the available information to maximize the reward. Efficient exploration is a crucial property of learning algorithms evaluated with the notion of regret: the difference between the cumulative reward of the optimal policy and that of the algorithm. Regret quantifies the speed of learning, i.e., low regret algorithms can learn more efficiently.

RL algorithms can broadly be classified as model-based and model-free. Model-based algorithms maintain an estimate of the environment dynamics and plan based on the estimated model. Model-free algorithms, on the other hand, directly estimate the value function or the policy without explicitly estimating the environment model. Model-free algorithms are simpler, memory and computation efficient, and more amenable to extend to large scale problems by incorporating function approximation. Indeed, most of the recent advances in RL such as DQN [12], TRPO [17], AC3 [13], PPO [18], etc., are all in the model-free paradigm.

It was believed that model-based algorithms can better manage the trade-off between exploration and exploitation. Several model-based algorithms with low regret guarantees have been proposed in the past decade including UCRL2 [10], REGAL [5], PSRL [15], UCBVI [4], SCAL [7], EBF [22] and
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We consider infinite-horizon average-reward MDPs described by
\[ s, a, r, p (s', a|s, a) \in \mathbb{S} \times A \to \mathbb{R} \]
and reward function \( r : \mathbb{S} \times A \to [0, 1] \) is deterministic reward function, and \( p(s'|s, a) \) is the transition kernel. Here \( \mathbb{S} \) and \( A \) are finite sets with cardinalities \( S \) and \( A \), respectively. The gain of a stationary deterministic policy \( \pi : \mathbb{S} \to A \) with the initial state \( s \) is defined as
\[ J^\pi (s) := \liminf_{T \to \infty} \frac{1}{T} \mathbb{E} \left[ \sum_{t=1}^{T} r(s_t, \pi(s_t)) \mid s_1 = s \right], \]
where \( s_{t+1} \sim p(\cdot|s_t, a_t) \) for \( t = 1, 2, 3, \ldots \). Let \( J^*(s) := \max_\pi J^\pi (s) \) be the optimal gain. The optimal gain \( J^* \) is independent of the initial state \( s \) for the standard class of weakly communicating MDPs considered in this paper. An MDP is weakly communicating if its state space \( \mathbb{S} \) can be divided into two subsets. In the first subset, all the states are transient under any stationary policy. In the second subset, every state is accessible from any other state under some stationary policy. It is known that the weakly communicating assumption is required to achieve low regret [5]. From the standard MDP theory [16], we know that for weakly communicating MDPs, there exists a function \( q^* : \mathbb{S} \times A \to \mathbb{R} \) (unique up to an additive constant) such that the following Bellman equation holds:
\[ J^* + q^*(s, a) = r(s, a) + \mathbb{E}_{s' \sim p(\cdot|s, a)}[\max_b q^*(s', b)], \]
for all \( s \in \mathbb{S} \) and \( a \in A \). The optimal gain \( J^* \) is achieved by the corresponding optimal policy \( \pi^*(s) \in \text{argmax}_\pi q^*(s, a) \) (note that such a policy may not be unique).

In this paper, we consider the reinforcement learning problem of an agent interacting with a weakly communicating MDP with unknown transition kernel \( p \) and reward function \( r \) (thus, the Bellman
Table 1: Regret comparisons of model-free and model-based RL algorithms for infinite-horizon average-reward MDPs with $S$ states, $A$ actions and $T$ steps. The lower bound is almost achieved by model-based algorithms. However, prior to this work, model-free algorithms could obtain $\tilde{O}(\sqrt{T})$ regret bound only with the strong ergodic assumption. Here $D$ is the diameter of the MDP, $sp(v^*) := \max_s v^*(s) - \min_s v^*(s) \leq D$ is the span of the optimal value function, $sp(q^*) \geq sp(v^*)$ is the span of the optimal $Q$-value function, and $V_{s,a}^* := \operatorname{Var}_{s' \sim p(\cdot|s,a)}[v^*(s')] \leq sp(v^*)^2$ denotes the variance of the optimal value function. For the exact definition of the mixing time $t_{\text{mix}}$, the hitting time $t_{\text{hit}}$, and the distribution mismatch coefficient $\rho \leq t_{\text{hit}}$, refer to [20].

| Algorithm          | Regret                     | Comment                                |
|--------------------|----------------------------|----------------------------------------|
| REGAL [5]          | $\mathcal{O}(sp(v^*)\sqrt{SAT})$ | no efficient implementation            |
| UCRL2 [10]         | $\tilde{O}(DS\sqrt{AT})$    | -                                     |
| PSRL [15]          | $\tilde{O}(sp(v^*)S\sqrt{AT})$ | -                                     |
| OSP [14]           | $\tilde{O}(\sqrt{t_{\text{mix}}SAT})$ | -                                     |
| SCAL [7]           | $\tilde{O}(sp(v^*)S\sqrt{AT})$ | -                                     |
| KL-UCRL [19]       | $\tilde{O}(\sqrt{S\sum_{s,a}V_{s,a}^*T})$ | -                                     |
| UCRIL2B [8]        | $\tilde{O}(S\sqrt{DAT})$    | -                                     |
| EBF [22]           | $\tilde{O}(\sqrt{DAT})$     | -                                     |
| Model-based        |                            |                                        |
| POLITEX [1]        | $\tilde{O}(t_{\text{max}}^3t_{\text{hit}}\sqrt{SAT}^{3/2})$ | -                                     |
| EE-POLITEX [2]     | $\tilde{O}(T^{4/5})^1$      | ergodic assumption                     |
| AAPI [9]           | $\tilde{O}(T^{2/3})$        | unchain assumption                     |
| Optimistic QL [20] | $\tilde{O}(sp(v^*)(SA)^{1/2}T^{3/2})$ | -                                     |
| MDP-OOMD [20]      | $\tilde{O}(\sqrt{t_{\text{max}}^3DAT})$ | -                                     |
| EE-QL (this work)  | $\tilde{O}(\min\{\rho^2t_{\text{hit}}, t_{\text{max}}^3\} \sqrt{SAT})$ | concentrating estimate of $J^*$       |
| lower bound [10]   | $\Omega(\sqrt{DAT})$       | -                                     |

1 The dependence of the regret on other parameters is not explicitly mentioned in the original paper.

Regret evaluates the transient performance of the learning algorithm by measuring the difference between the total gain of the optimal policy and the cumulative reward obtained by the learning algorithm up to time $T$. The goal of the agent is to maximize the total reward (or equivalently minimize the regret). If a learning algorithm achieves sub-linear regret, its average reward converges to the optimal gain. [22] proposed a model-based algorithm with regret bound of $\tilde{O}(\sqrt{DAT})$ (where $D$ is the diameter of the MDP) and matches the lower bound of [10]. The best existing regret bound of a model-free algorithm for weakly communicating MDPs is $\tilde{O}(sp(v^*)(SA)^{1/3}T^{2/3})$ by [20].

3 The Exploration Enhanced Q-learning Algorithm

In this section, we introduce the Exploration Enhanced Q-learning (EE-QL) algorithm (see Algorithm 1). The algorithm works for the broad class of weakly communicating MDPs. It is well-known that the weakly communicating condition is necessary to achieve sublinear regret [5].

EE-QL approximates the $Q$-value function for the infinite-horizon average-reward setting using stochastic approximation with carefully chosen learning rates. The algorithm takes greedy actions...
We have numerically verified that this choice of \( J \) satisfies Assumption 1.

Under Assumption 1, the following assumption.

This result improves the previous best known regret bound of \( O(\sqrt{T}) \) by \([20]\) and matches the lower bound of \( \Omega(\sqrt{DSAT}) \) \([10]\) in terms of \( T \) up to logarithmic factors. To the best of our knowledge, this is the first model-free algorithm that achieves \( \tilde{O}(\sqrt{T}) \) regret bound for the general class of weakly communicating MDPs in the infinite-horizon average-reward setting.

4 Analysis

In this section, we provide the proof of Theorem 1. Before we start the analysis, let’s define

\[
\alpha_t^{\tau} := \alpha_t \prod_{j=t+1}^{\tau} (1 - \alpha_j) \tag{3}
\]
for $i \geq 1$, where $\alpha_i = 1/\sqrt{i}$ is the learning rate used in Algorithm 1. $\alpha^i$ determines the effect of the $i$-th step on $\tau$-th update. This quantity has nice properties that are listed in Lemma 4 and are central to our analysis. In particular, the $\sqrt{T}$ regret bound is merely due to properties 2 and 4 in Lemma 4.

4.1 Proof of Theorem 1

Proof. We start by decomposing the regret using Lemma 7. With probability at least $1 - \delta$, the regret of any algorithm can be bounded by

$$R_T \leq \text{sp}(v^*) + \text{sp}(v^*) \sqrt{\frac{1}{2} T \ln \frac{1}{\delta}} + \sum_{i=1}^{T} \Delta(s_i, a_i),$$

(4)

where $\Delta(s, a) := v^*(s) - q^*(s, a)$. Suffices to bound $\sum_{t=1}^{T} \Delta(s_t, a_t)$. Let $n_{t+1}(s, a)$ denote the number of visits to state-action pair $(s, a)$ before time $t + 1$ (including time $t$ and excluding time $t + 1$). For notational simplicity, let $n_{t+1} := n_{t+1}(s_t, a_t)$ and $t_i(s, a)$ be the time step at which $(s, a)$ is visited for the $i$th time. We can write:

$$
\begin{align*}
\sum_{t=1}^{T} & \left[ v_t(s_t) - v^*(s_t) + \Delta(s_t, a_t) \right] = \sum_{t=1}^{T} \left[ Q_t(s_t, a_t) - v^*(s_t) + \Delta(s_t, a_t) \right] \\
& = \sum_{t=1}^{T} \left[ Q_{t+1}(s_t, a_t) - q^*(s_t, a_t) \right] \\
& = \sum_{t=1}^{T} \left[ Q_{t+1}(s_t, a_t) - q^*(s_t, a_t) \right] + \sum_{t=1}^{T} \left[ Q_t(s_t, a_t) - Q_{t+1}(s_t, a_t) \right].
\end{align*}
$$

(5)

where the first equality is by the fact that $\alpha_i = \arg\max_{a \in A} Q_t(s_t, a)$ and the second equality is by the definition of $\Delta(s_t, a_t)$. The second term on the right hand side can be bounded by $2(2B + 1)\sqrt{SAT} + cSA(1 + \ln T)$ by using line (3) of the Algorithm (see Lemma 3) where $B := \text{sp}(q^*) + cSA(1 + \ln T)$. The rest of the proof proceeds to write the first term on the right hand side in terms of $v_{t+1}(s_{t+1}) - v^*(s_{t+1})$ (to telescope with the left hand side) plus some sublinear additive terms. We can write:

$$
\begin{align*}
\sum_{t=1}^{T} & \left[ Q_{t+1}(s_t, a_t) - q^*(s_t, a_t) \right] = \sum_{t=1}^{T} \left[ Q_{t+1}(s_t, a_t) - q^*(s_t, a_t) \right] 1(n_{t+1}(s_t, a_t) \geq 1) \\
& = \sum_{s, a} \sum_{t=1}^{T} 1(s_t = s, a_t = a) \left[ Q_{t+1}(s, a) - q^*(s, a) \right] 1(n_{t+1}(s, a) \geq 1) =: R_1
\end{align*}
$$

By Lemma 6, the term $R_1$ can be written as:

$$
R_1 = \sum_{s, a} \sum_{j=1}^{T} 1(s_t = s, a_t = a) \left\{ \sum_{i=1}^{n_{t+1}(s, a)} \alpha_{n_{t+1}(s, a)}^i [J^* - J_{t_i(s, a)}] + \sum_{i=1}^{n_{t+1}(s, a)} \alpha_{n_{t+1}(s, a)}^i [q_{t_i(s, a)}(s_{t_i(s, a)} + 1) - v^*(s_{t_i(s, a)} + 1)] \\
+ \sum_{i=1}^{n_{t+1}(s, a)} \alpha_{n_{t+1}(s, a)}^i [v^*(s_{t_i(s, a)} + 1) - \mathbb{E}_{s' \sim p(\cdot \mid s, a)} v^*(s')] \right\}
$$

$$
= \sum_{s, a} \sum_{j=1}^{T} \left\{ \sum_{i=1}^{j} \alpha_{j}^i [J^* - J_{t_i(s, a)}] + \sum_{i=1}^{j} \alpha_{j}^i [q_{t_i(s, a)}(s_{t_i(s, a)} + 1) - v^*(s_{t_i(s, a)} + 1)] \\
+ \sum_{i=1}^{j} \alpha_{j}^i [v^*(s_{t_i(s, a)} + 1) - \mathbb{E}_{s' \sim p(\cdot \mid s, a)} v^*(s')] \right\}
$$
We proceed by upper bounding each term in the latter by using Lemma 4(3). Note that
\[ |J^* - J_{t_i(s,a)}| \leq \frac{c}{\sqrt{t_i(s,a)}} \leq \frac{c}{\sqrt{i}}, \]

Moreover, note that \( \max s, v^* \leq B \), where \( B := \text{sp}(q^*) + cSA(1 + \ln T) \) is the uniform bound on \( \|Q_t\|_{\infty} \) as in Lemma 2. This choice of \( v^* \) implies that \( 0 \leq v_t(s) - v^*(s) \leq 2B + \text{sp}(v^*) \) for all \( s, t \).

Replacing these bounds for \( M^+ \) and \( -M^- \) in Lemma 4(3) implies
\[
R_1 \leq \sum_{s,a}^{n_T(s,a)} \left\{ J^* - J_{t_i(s,a)} + \frac{5c}{2i} + \frac{c}{\sqrt{i}} \left( 1 - \frac{1}{\sqrt{i+1}} \right)^{n_T(s,a) - i+1} \right\} 
\]

To simplify the right hand side of the above inequality, observe that
\[
\sum_{s,a}^{n_T(s,a)} (J^* - J_{t_i(s,a)}) = \sum_{s,a}^{T} \sum_{t=1}^{T} \mathbb{I}(s_t = s, a_t = a)(J^* - J_t) = \sum_{t=1}^{T} (J^* - J_t). \tag{7} \]

Similarly,
\[
\sum_{s,a}^{n_T(s,a)} (v_{t_i(s,a)}(s_{t_i(s,a)+1}) - v^*(s_{t_i(s,a)+1})) = \sum_{t=1}^{T} (v_t(s_{t+1}) - v^*(s_{t+1})), \tag{8} \]
\[
\sum_{s,a}^{n_T(s,a)} (v^*(s_{t_i(s,a)+1}) - \mathbb{E}_{s' \sim p(s,a)} v^*(s')) = \sum_{t=1}^{T} (v^*(s_{t+1}) - \mathbb{E}_{s' \sim p(s,a)} v^*(s')). \tag{9} \]

Using the inequalities in Lemma 5 and Lemma 4(5), replacing the equalities (7), (8), (9) into the right hand side of (6), and adding and subtracting \( v_{t+1}(s_{t+1}) \) implies
\[
R_1 \leq \sum_{t=1}^{T} (J^* - J_t) + \frac{5cSA}{2} (1 + \ln T) + 2\sqrt{2cSA} 
\]
\[
+ \sum_{t=1}^{T} (v_{t+1}(s_{t+1}) - v^*(s_{t+1})) + \sum_{t=1}^{T} (v_t(s_{t+1}) - v_{t+1}(s_{t+1}) + 5(2B + \text{sp}(v^*))\sqrt{SAT} 
\]
\[
+ \sum_{t=1}^{T} (v^*(s_{t+1}) - \mathbb{E}_{s' \sim p(s,a)} [v^*(s')]) + 6 \text{sp}(v^*)\sqrt{SAT}. \tag{10} \]

Note that by Assumption 1, \( \sum_{t=1}^{T} |J^* - J_t| \leq \sum_{t=1}^{T} \|J^* - J_t\|_1 \leq c\sqrt{T} \). Furthermore, \( \sum_{t=1}^{T} (v^*(s_{t+1}) - \mathbb{E}_{s' \sim p(s,a)} [v^*(s')]) \) is a martingale difference sequence and can be bounded by \( \text{sp}(v^*)\sqrt{\frac{2T}{\ln 1/\delta}} \) with probability at least 1 − \( \delta \), using Azuma’s inequality. Moreover, \( \sum_{t=1}^{T} (v_t(s_{t+1}) - v_{t+1}(s_{t+1})) \leq \)
2\sqrt{SAT} + cSA(1 + \ln T) by Lemma 8. Replacing these bounds on the right hand side of the above inequality, simplifying the result and plugging back into (5) implies

\[ \sum_{t=1}^{T} \left[ v_t(s_t) - v^*(s_t) + \Delta(s_t, a_t) \right] \leq \sum_{t=1}^{T} (v_{t+1}(s_{t+1}) - v^*(s_{t+1})) + (14B + 11 \text{sp}(v^*) + 4)\sqrt{SAT} + 2c\sqrt{T} + \text{sp}(v^*) \sqrt{\frac{1}{2} T \ln \frac{1}{\delta}} + \frac{9cSA}{2} \ln T + \left( \frac{9}{2} + 2\sqrt{2} \right)cSA, \]

with probability at least \(1 - \delta\). Telescoping the left hand side with the right hand side and noting that \(v_{T+1}(s_{T+1}) - v_1(s_1) \leq 2B\) (Lemma 2) and \(v^*(s_1) - v^*(s_{T+1}) \leq \text{sp}(v^*)\), implies that

\[ \sum_{t=1}^{T} \Delta(s_t, a_t) \leq (14B + 11 \text{sp}(v^*) + 4)\sqrt{SAT} + 2c\sqrt{T} + \text{sp}(v^*) \sqrt{\frac{1}{2} T \ln \frac{1}{\delta}} + \frac{9cSA}{2} \ln T + \left( \frac{9}{2} + 2\sqrt{2} \right)cSA + 2B + \text{sp}(v^*), \]

with probability at least \(1 - \delta\). Replacing this bound into (4) implies that

\[ R_T \leq (14B + 11 \text{sp}(v^*) + 4)\sqrt{SAT} + 2c\sqrt{T} + 2\text{sp}(v^*) \sqrt{\frac{1}{2} T \ln \frac{2}{\delta}} + \frac{9cSA}{2} \ln T + \left( \frac{9}{2} + 2\sqrt{2} \right)cSA + 2B + 2\text{sp}(v^*), \]

with probability at least \(1 - \delta\) which completes the proof. \(\square\)

### 4.2 Auxiliary Lemmas

In this section, we provide some auxiliary lemmas that are used in the proof of Theorem 1. The proof for these lemmas can be found in the appendix.

**Lemma 2.** The \(Q_i\) in Algorithm 1 is bounded by \(||Q_i||_\infty \leq \text{sp}(q^*) + cSA(1 + \ln(t - 1))\).

**Lemma 3.** The second term of (5) can be bounded by

\[ \sum_{t=1}^{T} \left[ Q_t(s_t, a_t) - Q_{t+1}(s_t, a_t) \right] \leq 2(2B + 1)\sqrt{SAT} + cSA(1 + \ln T). \]

**Lemma 4.** The following properties hold:

1. \(\sum_{i=1}^{\tau} \alpha^i_{\tau} = 1\) for any \(\tau \geq 1\).

2. For any \(i \geq 1\), and any \(K \geq i\), we have \(1 - \left(1 - \frac{1}{\sqrt{i+1}}\right)^{K-i+1} \leq \sum_{\tau=i}^{K} \alpha^\tau_{\tau} \leq 1 + \frac{5}{2\sqrt{i}}\).

3. Let \(M\) be a scalar and define \(M^+ = \max(M, 0)\) and \(M^- = \max(-M, 0)\). Then, for any \(i \geq 1\), and any \(K \geq i\), we have \(M \sum_{\tau=i}^{K} \alpha^\tau_{\tau} \leq M + \frac{5M^+}{2\sqrt{i}} + M^- \left(1 - \frac{1}{\sqrt{i+1}}\right)^{K-i+1}\).

4. For any \(K \geq 0\), we have \(\sum_{i=1}^{K} \left(1 - \frac{1}{\sqrt{i+1}}\right)^{K-i+1} \leq \sqrt{K}\).

5. For any \(K \geq 1\), we have \(\sum_{i=1}^{K} \frac{1}{\sqrt{i+1}} \left(1 - \frac{1}{\sqrt{i+1}}\right)^{K-i+1} \leq 2\sqrt{2}\).

**Lemma 5 (Frequently used inequalities).** The following inequalities hold:

1. \(\sum_{t=1}^{T} \frac{1}{\sqrt{n_{t+1}(s_t, a_t)}} = \sum_{s,a} \sum_{t=1}^{T} n_{t+1}(s,a) \frac{1}{\sqrt{t}} \leq 2\sqrt{SAT}\).

2. \(\sum_{s,a} \sum_{t=1}^{T} n_{t+1}(s,a) \left(1 - \frac{1}{\sqrt{t+1}}\right)^{n_{t+1}(s,a)-i+1} \leq \sqrt{SAT}\).

3. \(\sum_{t=1}^{T} \frac{1}{\sqrt{n_{t+1}(s_t, a_t)}} \leq SA(1 + \ln T).\)
We compare our algorithm against Optimistic QL [20], MDP-OOMD [20], and POLITEX [1] as model-free algorithms and UCRL2 [10] and PSRL [15] as model-based benchmarks. The hyper parameters for these algorithms are tuned to obtain the best performance (see Table 2 for more details). Optimistic QL outperform other model-free algorithms and are similar to model-based algorithms. POLITEX and MDP-OOMD did not achieve sub-linear regret in RiverSwim and thus removed from the left figure. In RandomMDP, our algorithm together with Optimistic QL outperform other model-free algorithms and are similar to model-based algorithms.

Lemma 6. For a fixed \((s, a)\) ∈ \(S \times A\), let \(\tau = n_t(s, a)\), and \(t_i\) be the time step at which \((s, a)\) is taken for the \(i\)th time. Then,
\[
(\mathcal{Q}_t(s, a) - q^*(s, a))^1(\tau \geq 1) = \left\{ \sum_{i=1}^{\tau} \alpha_t^i \left[ J_t^* - J_{t_i} \right] + \sum_{i=1}^{\tau} \alpha_t^i \left[ v_t(s_{t_i+1}) - v^*(s_{t_i+1}) \right] \right. \\
\left. + \sum_{i=1}^{\tau} \alpha_t^i \left[ v^*(s_{t_i+1}) - \mathbb{E}_{s' \sim p(\cdot | s, a)} v^*(s') \right] \right\}
\]

Lemma 7. With probability at least \(1 - \delta\), the regret of any algorithm is bounded as
\[
R_T \leq \text{sp}(v^*) + \text{sp}(v^*) \sqrt{\frac{1}{2} T \ln \frac{1}{\delta}} + \sum_{t=1}^{T} \left[ v^*(s_t) - q^*(s_t, a_t) \right].
\]

Lemma 8. \(\sum_{t=1}^{T} [v_t(s_{t+1}) - v_{t+1}(s_{t+1})] \leq 2\sqrt{SAT} + cSA(1 + \ln T).\)

5 Experiments

In this section, we numerically evaluate the performance of our proposed EE-QL algorithm. Two environments are considered: RandomMDP and RiverSwim. The RandomMDP environment is an ergodic MDP with \(S = 6\) states and \(A = 2\) actions where the transition kernel and the rewards are chosen uniformly at random. The RiverSwim environment is a weakly communicating MDP with \(S = 6\) states arranged in a chain and \(A = 2\) actions (left and right) that simulates an agent swimming in a river. If the agent swims left (i.e., in the direction of the river current), it is always successful. If it decides to swim right, it may fail with some probability. The reward function can be described as follows: \(r(1, \text{left}) = 0.2\), \(r(6, \text{right}) = 1\) and \(r(s, a) = 0\) for all other states and actions. The agent starts from the leftmost state \((s_1 = 1)\). The optimal policy is to always swim right to reach the high-reward state \(s = 6\).

We compare our algorithm against Optimistic QL [20], MDP-OOMD [20], and POLITEX [1] as model-free algorithms and UCRL2 [10] and PSRL [15] as model-based benchmarks. The hyper parameters for these algorithms are tuned to obtain the best performance (see Table 2 for more details). \(J_t\) is chosen as in (2) with appropriate \(C\) (see Table 2). We numerically verified that this choice of \(J_t\) satisfies Assumption 1 with \(c = 5\). Figure 1 shows that in the RiverSwim environment, our algorithm significantly outperforms Optimistic QL, the only existing model-free algorithm with low regret for weakly communicating MDPs. The reason is that the proposed algorithm does not waste optimism for the entire \(Q^*\) function. Rather, the optimism in the face of uncertainty principle is used around a single scalar \(J^*\). Note that other model-free algorithms such as POLITEX and MDP-OOMD did

\[
\sum_{t=1}^{T} [v_t(s_{t+1}) - v_{t+1}(s_{t+1})] \leq 2\sqrt{SAT} + cSA(1 + \ln T).\]
not yield sub-linear regret in RiverSwim and thus removed from the figure. This is due to the fact that RiverSwim does not satisfy the ergodicity assumption required by these algorithms. Moreover, both in the RiverSwim and RandomMDP environments, our algorithm performs as well as the best existing model-based algorithms in practice, though with less memory.

Conclusions

We proposed EE-QL, the first model-free algorithm with $\tilde{O}(\sqrt{T})$ regret bound for weakly communicating MDPs in the infinite-horizon average-reward setting. Our algorithm has a tremendous numerical performance, significantly better than the existing model-free algorithms and similar to the best model-based algorithms, yet with less memory. The key to obtain such numerical performance is to avoid optimistic estimation of each entry of the $Q$ function. Instead, EE-QL uses optimism for a single scalar $J^*$ (the gain of the optimal policy). Our algorithm assumes that a concentrating estimate of $J^*$ is available. This assumption is verified numerically for an optimistic empirical average reward estimator. The theoretical verification of this assumption is left for future work.
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Appendix

A Proof of Lemma 2

Lemma 2 (Restated). The $Q_t$ in Algorithm 1 is bounded by

$$||Q_t||_\infty \leq \text{sp}(q^*) + c\text{SA}(1 + \ln(t - 1)).$$

Proof. We first prove for the case where $J_t = J^*$ and then extend the proof to the general case. Let $G_{sas'}$ be an operator on the space of $Q$-functions defined by

$$[G_{sas'}Q](x, u) = \begin{cases} (1 - \alpha_r)Q(s, a) + \alpha_r(r(s, a) - J^* + \max_b Q(s', b)), & \text{if } (x, u) = (s, a) \\ Q(x, u), & \text{otherwise} \end{cases}$$

where $\alpha_r \leq 1$ is arbitrary. Note that $G_{sas'}$ is a non-expansive operator because

$$G_{sas'}Q^1(s, a) - G_{sas'}Q^2(s, a) = (1 - \alpha_r)(Q^1(s, a) - Q^2(s, a)) + \alpha_r(\max_b Q^1(s', b) - \max_b Q^2(s', b))$$

$$\leq (1 - \alpha_r)(Q^1(s, a) - Q^2(s, a)) + \alpha_r(Q^1(s', b^*_1) - Q^2(s', b^*_2))$$

$$\leq (1 - \alpha_r)\|Q^1 - Q^2\|_\infty + \alpha_r\|Q^1 - Q^2\|_\infty$$

$$= \|Q^1 - Q^2\|_\infty,$$

where $b^*_1 = \arg\max_b Q^1(s', b)$. Thus, $\|G_{sas'}Q^1 - G_{sas'}Q^2\|_\infty \leq \|Q^1 - Q^2\|_\infty$. Moreover, note that $q^*$ is a fixed point of $G_{sas'}$ by the Bellman equation, i.e., $G_{sas'}q^* = q^*$. For the case that $J_t = J^*$, $Q_t$ of the algorithm can be obtained by applying a sequence of these non-expansive operators. Let $(s_{t-1}, a_{t-1}, s_t) = (s, a, s')$. We have

$$\|Q_t - q^*\|_\infty = \|G_{sas'}Q_{t-1} - G_{sas'}q^*\|_\infty \leq \|Q_{t-1} - q^*\|_\infty.$$  

A simple induction shows that $\|Q_t - q^*\|_\infty \leq \|Q_1 - q^*\|_\infty = \|q^*\|_\infty$. Therefore, $\|Q_t\|_\infty \leq \|Q_t - q^*\|_\infty + 2\|q^*\|_\infty$. Since $q^*$ is unique up to an additive constant, we can assume without loss of generality that $2\|q^*\|_\infty = \text{sp}(q^*)$. Thus, $\|Q_t\|_\infty \leq \text{sp}(q^*)$.

For the general case where $|J_t - J^*| \leq c/\sqrt{t}$, define the operator $\hat{G}_{sas'}$ on the space of $Q$-functions by

$$[\hat{G}_{sas'}Q](x, u) = \begin{cases} G_{sas'}Q(s, a) + \alpha_r(J^* - J_{t-1}), & \text{if } (x, u) = (s, a) \\ Q(x, u), & \text{otherwise} \end{cases}$$

Note that $\hat{G}_{sas'}$ is also a non-expansive operator. Let $(s_{t-1}, a_{t-1}, s_t) = (s, a, s')$ and $\alpha_r = 1/\sqrt{n_t(s, a)}$. Observe that $Q_t = \hat{G}_{sas'}Q_{t-1}$ and $\hat{G}_{sas'}q^* = q^* + \alpha_r(J^* - J_{t-1})1(x = s, u = a).$ Thus,

$$\|Q_t - q^*\|_\infty = \|\hat{G}_{sas'}Q_{t-1} - \hat{G}_{sas'}q^* + \alpha_r(J^* - J_{t-1})1(x = s, u = a)\|_\infty$$

$$\leq \|\hat{G}_{sas'}Q_{t-1} - \hat{G}_{sas'}q^*\|_\infty + \alpha_r\|J^* - J_{t-1}\|_\infty$$

$$\leq \|Q_{t-1} - q^*\|_\infty + \frac{c}{\sqrt{n_t(s, a)(t - 1)}}.$$ 

By induction we can write

$$\|Q_t - q^*\|_\infty \leq \|Q_1 - q^*\|_\infty + \sum_{t=1}^{T-1} \frac{c}{\sqrt{n_t(s', a')}},$$

where the last inequality is by Lemma 5(3) and the fact that $Q_t(s, a) = 0$ for all $s, a$. The proof completes by observing that $\|Q_t\|_\infty \leq \|Q_t - q^*\|_\infty + \|q^*\|_\infty \leq 2\|q^*\|_\infty + c\text{SA}(1 + \ln(t - 1)) = \text{sp}(q^*) + c\text{SA}(1 + \ln(t - 1)).$ \qed

B Proof of Lemma 3

Lemma 3 (Restated). The second term of (5) can be bounded by

$$\sum_{t=1}^{T} |Q_t(s_t, a_t) - Q_{t+1}(s_t, a_t)| \leq 2(2B + 1)\sqrt{SAT} + c\text{SA}(1 + \ln T)$$
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Proof. Rearranging line (3) of Algorithm 1 implies that

\[
Q_t(s_t, a_t) - Q_{t+1}(s_t, a_t) = \frac{1}{\sqrt{n_{t+1}(s_t, a_t)}} \left[ J_t - r(s_t, a_t) + Q_t(s_t, a_t) - v_t(s_{t+1}) \right].
\]

Note that by Lemma 2, \(Q_t(s_t, a_t) - v_t(s_{t+1}) \leq 2B\) where \(B := sp(q^*) + cSA(1 + \ln T)\). Moreover, \(J_t - r(s_t, a_t) \leq J^* + c/\sqrt{T} \leq 1 + c/\sqrt{T}\) by Assumption 1. Thus,

\[
\sum_{t=1}^{T} \left[ Q_{t+1}(s_t, a_t) - Q_t(s_t, a_t) \right] \leq \sum_{t=1}^{T} \left[ \frac{2B + 1}{\sqrt{n_{t+1}(s_t, a_t)}} \right] + \sum_{t=1}^{T} \frac{c}{\sqrt{2T}}.
\]

For the first term on the right hand side, we have

\[
\sum_{t=1}^{T} \frac{2B + 1}{\sqrt{n_{t+1}(s_t, a_t)}} = \sum_{t=1}^{T} \sum_{s,a} \frac{1}{n_{t+1}(s_t, a_t)} = 2B + 1\sqrt{n_{t+1}(s, a)} = \sum_{s,a} \sum_{i=1}^{n_{T+1}(s,a)} \frac{2B + 1}{\sqrt{n_{t+1}(s, a)}} \leq 2(2B + 1)vSA,
\]

where the last step uses Lemma 5(1).

For the second term on the right hand side (11), note that \(t \geq n_{t+1}(s_t, a_t)\). Thus,

\[
\sum_{t=1}^{T} \frac{c}{\sqrt{n_{t+1}(s_t, a_t)}} \leq \sum_{t=1}^{T} \sum_{s,a} \frac{c}{n_{t+1}(s_t, a_t)} = \sum_{s,a} \sum_{i=1}^{n_{T+1}(s,a)} \frac{c}{\sqrt{n_{t+1}(s_t, a_t)}} = \sum_{s,a} \left( c + c\ln(n_{T+1}(s,a)) \right) \leq cSA(1 + \ln T).
\]

\(\square\)

C Proof of Lemma 4

Lemma 4 (Restated). The following properties hold:

1. \(\sum_{i=1}^{T} \alpha^i = 1\).
2. For any \(i \geq 1\), and any \(K \geq i\),

\[
1 - \left(1 - \frac{1}{\sqrt{i+1}}\right)^{K-i+1} \leq \sum_{r=i}^{K} \alpha^r \leq 1 + \frac{5}{2\sqrt{i}}
\]

3. Let \(M \) be a scalar and define \(M^+ = \max(M, 0)\) and \(M^- = \max(-M, 0)\). Then, for any \(i \geq 1\), and any \(K \geq i\)

\[
M \sum_{r=i}^{K} \alpha^r \leq M + \frac{5M^+}{2\sqrt{i}} + M^-\left(1 - \frac{1}{\sqrt{i+1}}\right)^{K-i+1}
\]

4. For any \(K \geq 0\),

\[
\sum_{i=1}^{K} \left(1 - \frac{1}{\sqrt{i+1}}\right)^{K-i+1} \leq \sqrt{K}.
\]

5. For any \(K \geq 1\),

\[
\sum_{i=1}^{K} \frac{1}{\sqrt{i}} \left(1 - \frac{1}{\sqrt{i+1}}\right)^{K-i+1} \leq 2\sqrt{i}.
\]
Proof. 1. We prove by induction on $\tau$. For $\tau = 1$, $\alpha_1^1 = \alpha_1 = 1$. For the induction step, note that
\[
\alpha_1^\tau = (1 - \alpha)\alpha_1^{\tau-1}.
\]
Thus,
\[
\sum_{i=1}^{\tau} \alpha_i^\tau = \alpha_1^\tau + \sum_{i=1}^{\tau-1} \alpha_i^\tau = \alpha_1 + (1 - \alpha_1) \sum_{i=1}^{\tau-1} \alpha_i^{\tau-1} = \alpha_1 + (1 - \alpha) = 1,
\]
where the third equality is by the induction hypothesis.

2. To prove the lower bound, we can write
\[
\alpha_i^\tau = \alpha_i \prod_{j=i+1}^{\tau} (1 - \alpha_j) \geq \alpha_i(1 - \frac{1}{\sqrt{i+1}})^{\tau-i}.
\]
Thus,
\[
\sum_{\tau=i}^{K} \alpha_i^\tau \geq \alpha_i \sum_{\tau=i}^{K} (1 - \frac{1}{\sqrt{\tau+1}})^{\tau-i}
\]
\[
= \alpha_i \sqrt{i+1} \left(1 - (1 - \frac{1}{\sqrt{i+1}})^{K-i+1}\right)
\]
\[
\geq 1 - (1 - \frac{1}{\sqrt{i+1}})^{K-i+1}
\]
To prove the upper bound, note that
\[
\alpha_i^\tau = \alpha_i \prod_{j=i+1}^{\tau} (1 - \alpha_j) \leq \alpha_i \exp\left(- \sum_{j=i+1}^{\tau} \alpha_j\right)
\]
\[
\leq \alpha_i \exp\left(- \int_{i+1}^{\tau+1} \frac{1}{\sqrt{x}} dx\right)
\]
\[
= \alpha_i \exp\left(-2(\sqrt{\tau+1} - \sqrt{i+1})\right),
\]
where the first inequality is by $1 + x \leq e^x$. Thus,
\[
\sum_{\tau=i}^{K} \alpha_i^\tau \leq \sum_{\tau=i}^{\infty} \alpha_i^\tau
\]
\[
\leq \alpha_i \sum_{\tau=i}^{\infty} \exp\left(-2(\sqrt{\tau+1} - \sqrt{i+1})\right)
\]
\[
= \alpha_i \left(1 + \sum_{\tau=i+1}^{\infty} \exp\left(-2(\sqrt{\tau+1} - \sqrt{i+1})\right)\right)
\]
\[
\leq \alpha_i \left(1 + \int_{i}^{\infty} \exp\left(-2(\sqrt{x+1} - \sqrt{i+1})\right) dx\right)
\]
\[
= \alpha_i \left(1 + \sqrt{i+1} + \frac{1}{2}\right)
\]
\[
\leq \alpha_i \left(1 + \sqrt{i+1} + \frac{1}{2}\right)
\]
\[
= 1 + \frac{5}{2\sqrt{i}}
\]

3. We can write $M = M^+ - M^-$. Thus, by previous part we have
\[
M \sum_{\tau=i}^{K} \alpha_i^\tau = M^+ \sum_{\tau=i}^{K} \alpha_i^\tau - M^- \sum_{\tau=i}^{K} \alpha_i^\tau
\]
\[
\leq M^+ \left(1 + \frac{5}{2\sqrt{i}}\right) - M^- + M^- \left(1 - \frac{1}{\sqrt{i+1}}\right)^{K-i+1}
\]
\[
= M^+ + \frac{5M^+}{2\sqrt{i}} + M^- \left(1 - \frac{1}{\sqrt{i+1}}\right)^{K-i+1}
\]
4. Let \( j = K - i + 1 \). We can write

\[
\sum_{i=1}^{K} \left(1 - \frac{1}{\sqrt{i + 1}}\right)^{K+i+1} = \sum_{j=1}^{K} \left(1 - \frac{1}{\sqrt{K - j + 2}}\right)^{j} \\
\leq \sum_{j=1}^{K} \left(1 - \frac{1}{\sqrt{K + 1}}\right)^{j} \\
\leq \sum_{j=1}^{\infty} \left(1 - \frac{1}{\sqrt{K + 1}}\right)^{j} \\
= \sqrt{K + 1} - 1 \leq \sqrt{K}.
\]

5.

\[
\sum_{i=1}^{K} \frac{1}{\sqrt{i + 1}} \left(1 - \frac{1}{\sqrt{i + 1}}\right)^{K+i+1} = \sum_{i=1}^{K} \frac{\sqrt{i + 1}}{\sqrt{i + 1}} \left(1 - \frac{1}{\sqrt{i + 1}}\right)^{K+i+1} \\
\leq \sqrt{2} \sum_{i=1}^{K} \frac{1}{\sqrt{i + 1}} \left(1 - \frac{1}{\sqrt{i + 1}}\right)^{K+i+1} \\
\leq \sqrt{2} \sum_{i=1}^{K} \frac{e^{-\frac{1}{\sqrt{i + 1}}}}{\sqrt{i + 1}},
\]

where the last inequality is by \( 1 - x \leq e^{-x} \). We proceed by upper bounding the latter.

\[
\sum_{i=1}^{K} \frac{1}{\sqrt{i + 1}} e^{-\frac{1}{\sqrt{i + 1}}} = \sum_{i=1}^{K} \frac{1}{\sqrt{i + 1}} e^{-\frac{1+1}{\sqrt{i + 1}} e^{-\frac{1}{\sqrt{i + 1}}}} \\
\leq e^{-\frac{1}{\sqrt{i + 1}}} \sum_{i=1}^{K} \frac{1}{\sqrt{i + 1}} e^{\frac{1+1}{\sqrt{i + 1}} e^{-\frac{1}{\sqrt{i + 1}}}} \\
\leq e^{-\frac{1}{\sqrt{i + 1}}} \int_{1}^{K+1} \frac{1}{\sqrt{x + 1}} e^{\frac{1}{\sqrt{x + 1}} e^{-\frac{1}{\sqrt{i + 1}}}} dx \\
= 2e^{-\frac{1}{\sqrt{i + 1}}} (e^{\sqrt{K+2}} - e^{\sqrt{2}}).
\]

Note that \( e^{-\frac{1+1}{\sqrt{i + 1}} e^{-\frac{1}{\sqrt{i + 1}}}} \leq e^{-\sqrt{K+2}} \). Thus,

\[
2e^{-\frac{1}{\sqrt{i + 1}}} (e^{\sqrt{K+2}} - e^{\sqrt{2}}) \leq 2e^{-\sqrt{K+2}} (e^{\sqrt{K+2}} - e^{\sqrt{2}}) \leq 2.
\]

\[\Box\]

**D Proof of Lemma 5**

**Lemma 5 (Frequently used inequalities) (Restated).** The following inequalities hold:

1. \( \sum_{t=1}^{T} \frac{1}{\sqrt{n_{t+1}(s_t, a_t)}} = \sum_{s,a} \sum_{t=1}^{n_{T+1}(s,a)} \frac{1}{\sqrt{t}} \leq 2\sqrt{SAT}. \)

2. \( \sum_{s,a} \sum_{t=1}^{n_{t+1}(s,a)} (1 - \frac{1}{\sqrt{t+1}})^{n_{T+1}(s,a) - 1} \leq \sqrt{SAT}. \)

3. \( \sum_{t=1}^{T} \frac{1}{\sqrt{n_{t+1}(s,a)}} \leq SAT(1 + \ln T). \)

**Proof.**

1. \[
\sum_{t=1}^{T} \frac{1}{\sqrt{n_{t+1}(s_t, a_t)}} = \sum_{t=1}^{T} \frac{1}{\sqrt{n_{t+1}(s_t, a_t)}} \\
= \sum_{s,a} \sum_{t=1}^{n_{t+1}(s,a)} \frac{1}{\sqrt{n_{t+1}(s,a)}} = \sum_{s,a} \sum_{t=1}^{n_{t+1}(s,a)} \frac{1}{\sqrt{t}} \\
\leq 2 \sum_{s,a} \sqrt{n_{T+1}(s,a)} \leq 2 \sqrt{SAT} \sum_{s,a} n_{T+1}(s,a) = 2\sqrt{SAT},
\]

where the last inequality is by Cauchy-Schwarz.
2. Lemma 4(4) implies that
\[
\sum_{s,a} \sum_{i=1}^{nT+1(s,a)} \left(1 - \frac{1}{\sqrt{i+1}}\right)^{nT+1(s,a)-i+1} \leq \sum_{s,a} \sqrt{nT+1(s,a)} \leq \sqrt{SAT},
\]
where the last inequality is by Cauchy-Schwarz similar to the previous part.

3. Note that \(t \geq n_{t+1}(s,a)\). Thus,
\[
\sum_{t=1}^{T} \frac{1}{\sqrt{tn_{t+1}(s,a)}} \leq \sum_{t=1}^{T} \frac{1}{n_{t+1}(s,a)}
\]
\[
= \sum_{t=1}^{T} \sum_{s,a} \mathbb{1}(s = a, a_t = a) \frac{1}{n_{t+1}(s,a)} = \sum_{s,a} \sum_{t=1}^{T} \mathbb{1}(s = a, a_t = a) \frac{1}{n_{t+1}(s,a)}
\]
\[
= \sum_{s,a} \sum_{i=1}^{nT+1(s,a)} \frac{1}{i} \leq \sum_{s,a} \left(1 + \ln \left(n_{T+1}(s,a)\right)\right) \leq SA(1 + \ln T)
\]
\[\square\]

E Proof of Lemma 6

**Lemma 6 (Restated).** For a fixed \((s,a) \in S \times A\), let \(\tau = n_t(s,a)\), and \(t_i\) be the time step at which \((s,a)\) is taken for the \(i\)-th time. Then,
\[
\left( Q_t(s,a) - q^*(s,a) \right) \mathbb{1}(\tau \geq 1) = \left\{ \sum_{i=1}^{\tau} \alpha_i^r [J^* - J_{t_i}] + \sum_{i=1}^{\tau} \alpha_i^r [v_{t_i}(s_{t_i+1}) - v^*(s_{t_i+1})] \right\}
\]
\[
+ \sum_{i=1}^{\tau} \alpha_i^r [v^*(s_{t_i+1}) - E_{s',|s,a} v^*(s')] \right\}
\]

**Proof.** If \(\tau \geq 1\), Lemma 4 implies that \(\sum_{i=1}^{\tau} \alpha_i^r = 1\). Thus, by Bellman equation
\[
q^*(s,a) = \sum_{i=1}^{\tau} \alpha_i^r [r(s,a) - J_{t_i} + v_{t_i}(s_{t_i+1})].
\]
Combining this with Lemma 9 completes the proof. \(\square\)

**Lemma 9.** For a fixed \((s,a) \in S \times A\), let \(\tau = n_t(s,a)\) and \(t_i\) be the time step at which \((s,a)\) is taken for the \(i\)-th time. Then,
\[
Q_t(s,a) = \sum_{i=1}^{\tau} \alpha_i^r [r(s,a) - J_{t_i} + v_{t_i}(s_{t_i+1})].
\]

**Proof.** Note that \(Q_t(s,a)\) remains unchanged during \([t_{j-1} + 1, t_j]\). Thus, suffices to prove
\[
Q_{t_j+1}(s,a) = \sum_{i=1}^{j} \alpha_i^j [r(s,a) - J_{t_j} + v_{t_j}(s_{t_j+1})],
\]
for \(j \geq 0\) with the convention that \(t_0 = 0\). We proceed by induction on \(j\). For \(j = 0\), \(Q_I(s,a) = 0\) by the initialization of the algorithm. For the induction step, we write
\[
Q_{t_j+1}(s,a) = (1 - \alpha_j)Q_{t_j}(s,a) + \alpha_j [r(s,a) - J_{t_j} + v_{t_j}(s_{t_j+1})]
\]
\[
= (1 - \alpha_j)Q_{t_j-1}(s,a) + \alpha_j [r(s,a) - J_{t_j} + v_{t_j}(s_{t_j+1})]
\]
\[
= (1 - \alpha_j) \left( \sum_{i=1}^{j-1} \alpha_i^{j-1} [r(s,a) - J_{t_i} + v_{t_i}(s_{t_i+1})] + \alpha_j [r(s,a) - J_{t_j} + v_{t_j}(s_{t_j+1})] \right)
\]
\[
= \sum_{i=1}^{j} \alpha_i^j [r(s,a) - J_{t_i} + v_{t_i}(s_{t_i+1})],
\]
where the first equality is by line 3 of the algorithm, the second equality is by the fact that \(Q_t(s,a)\) remains unchanged during \([t_{j-1} + 1, t_j]\), the third equality is by the induction hypothesis, and the last equality follows from \(\alpha_j^j = (1 - \alpha_j)\alpha_j^{j-1}\) and \(\alpha_j^j = \alpha_j^j\). \(\square\)
F  Proof of Lemma 7

Lemma 7 (Restated). The regret of any algorithm is bounded as

\[ R_T \leq \text{sp}(v^*) + \text{sp}(v^*) \sqrt{\frac{1}{2} T \ln \frac{1}{\delta}} + \sum_{t=1}^{T} \left[ v^*(s_t) - q^*(s_t, a_t) \right], \]

with probability at least \( 1 - \delta \).

Proof. Write the regret \( R_T \) as

\[ R_T = \sum_{t=1}^{T} \left( J_t - r(s_t, a_t) \right) = \sum_{t=1}^{T} \left( E_{s', \sim p}(s_t, a_t) \left[ v^*(s') - q^*(s_t, a_t) \right] \right) \]

\[ = \sum_{t=1}^{T} \left( E_{s', \sim p}(s_t, a_t) \left[ v^*(s') - v^*(s_{t+1}) \right] \right) + \sum_{t=1}^{T} \left( v^*(s_{t+1}) - v^*(s_t) \right) \]

\[ = R_1 + R_2 \]

where the second equality is by Bellman equation. Note that \( R_2 = v^*(s_{T+1}) - v^*(s_1) \leq \text{sp}(v^*) \). The summands in \( R_1 \) constitute a martingale difference sequence. Thus, by Azuma-Hoeffding inequality \( R_1 \leq \text{sp}(v^*) \sqrt{\frac{1}{2} T \ln \frac{1}{\delta}} \) with probability at least \( 1 - \delta \) which completes the proof.

G  Proof of Lemma 8

Lemma 8 (Restated).

\[ \sum_{t=1}^{T} \left[ v_t(s_{t+1}) - v_{t+1}(s_{t+1}) \right] \leq 2\sqrt{SA^T} + cSA(1 + \ln T). \]

Proof. Note that \( v_t \) and \( v_{t+1} \) only differ at state \( s_t \). So, only terms with \( s_{t+1} = s_t \) contribute to the summation. Moreover, if \( s_{t+1} = s_t \), then

\[ Q_{t+1}(s_t, a_t) = (1 - \alpha_{n_{t+1}(s_t, a_t)}) Q_t(s_t, a_t) + \alpha_{n_{t+1}(s_t, a_t)} [r(s_t, a_t) - J_t + v_t(s_{t+1})] \]

\[ = (1 - \alpha_{n_{t+1}(s_t, a_t)}) v_t(s_t) + \alpha_{n_{t+1}(s_t, a_t)} [r(s_t, a_t) - J_t + v_t(s_{t+1})] \]

\[ = v_t(s_t) + \alpha_{n_{t+1}(s_t, a_t)} [r(s_t, a_t) - J_t]. \]

Thus, \( v_t(s_t) - Q_{t+1}(s_t, a_t) = \alpha_{n_{t+1}(s_t, a_t)} J_t \) and

\[ \sum_{t=1}^{T} \left[ v_t(s_{t+1}) - v_{t+1}(s_{t+1}) \right] = \sum_{t=1}^{T} \sum_{s_{t+1}=s_t} [v_t(s_{t+1}) - v_{t+1}(s_{t+1})] \]

\[ = \sum_{t=1}^{T} \sum_{s_{t+1}=s_t} [v_t(s_t) - v_{t+1}(s_t)] \]

\[ \leq \sum_{t=1}^{T} \sum_{s_{t+1}=s_t} [v_t(s_t) - Q_{t+1}(s_t, a_t)] \]

\[ \leq \sum_{t=1}^{T} \alpha_{n_{t+1}(s_t, a_t)} J_t \]

\[ \leq \sum_{t=1}^{T} \frac{1}{\sqrt{n_{t+1}(s_t, a_t)}} + \sum_{t=1}^{T} \frac{c}{\sqrt{n_{t+1}(s_t, a_t)}}, \]

where the last inequality is by the fact that \( J_t \leq J^* + c/\sqrt{t} \leq 1 + c/\sqrt{t} \). Using Lemma 5 (1) and (3) completes the proof. \( \square \)
Table 2: The hyper parameters used in the algorithms. These hyper parameters are optimized to obtain the best performance of each algorithm. We simulate 10 Monte Carlo independent runs over the horizon of $T = 5 \times 10^6$ steps. For the UCRL2 algorithm, $C$ is a coefficient that scales the confidence interval. $\tau$ and $\tau'$ for the POLITEX algorithm, are the lengths of the two stages defined in Figure 3 of [1].

| Algorithm | Parameters |
|-----------|------------|
| RandomMDP | $J_t = 1/t \sum_{t=1}^{T} r(s_t, a_t) + 1.2/\sqrt{t}$ |
| EE-QL     | $H = 2, c = 0.1, b_{\tau} = c \sqrt{H/\tau}$ |
| MDP-OOMD  | $N = 2, B = 4, \eta = 0.01$ |
| POLITEX   | $\tau = 1000, \tau' = 1000, \eta = 0.2$ |
| UCRL2     | $C = 0.1$ |
| PSRL      | Dirichlet prior with parameters $[0.1, \cdots, 0.1]$ |

| RiverSwim | Parameters |
|-----------|------------|
| EE-QL     | $J_t = 1/t \sum_{t=1}^{T} r(s_t, a_t) + 2/\sqrt{t}$ |
| Optimistic Q-learning | $H = 1000, c = 1, b_{\tau} = c \sqrt{H/\tau}$ |
| UCRL2     | $C = 0.1$ |
| PSRL      | Dirichlet prior with parameters $[0.1, \cdots, 0.1]$ |

H Experiments

In this section, more details about the experiments are provided. The confidence intervals of the optimistic algorithms (such as UCRL2 and Optimistic Q-learning) are tightened by scaling the original confidence interval with a constant that is tuned as a hyper parameter. The parameters of other algorithms are also tuned for the best performance in each environment. The details can be found in Table 2.