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The study of the refractive index in anisotropic absorptive turbulent magnetized plasma is performed analytically and numerically for two important scenarios: without collision and with collision. This journal paper attempt to assess what Appleton had in mind when he stated that “The somewhat complicated refractive index formula (35) [1932, 2] may be simplified for certain practical cases.” The refractive index lays the foundation of the radio wave propagation in uniform magneto-ionic plasma. Therefore, it is attempted to perform an outstanding derivation, simplification, simulation, and classification of the Appleton-Hartree magneto-ionic formula not published anywhere else.

Index Terms—Refractive index, anisotropic, absorptive, turbulent, magnetized, plasma, collision, complex numbers, tensor analysis, time-invariant, time-variant.

1 Introduction

In 1925, Appleton and Barnett published their first major discovery that explains why: “(a) long distance wireless communications is possible, and (b) large and rapid variations of signal intensity and apparent direction of propagation of the waves are observed at night, and, to some extent, during daylight, particularly in winter” [1].

In 1932, Appleton published the iconic paper on “wireless studies of the ionosphere” where he provides evidence from both theory and experimental results on the existence of the ionosphere and the nature of the refractive index of the ionosphere [2].

Since Appleton iconic paper (1932, [2]), many scientists, researcher, and scholars have derived, re-derived, studied, computed, etc. the refractive index [3]-[30], [48], [49] either using the Maxwell equations, or through the solution of the Boltzmann equation following the Chapman-Enskog method
This paper discusses the study of the refractive index in anisotropic absorptive turbulent magnetized plasma performed analytically and numerically for two important scenarios: collision-less and with collision invariant of time.

There are various accounts [1]-[3], [8], [13], [15], [18]-[21], that describe the main achievements that led to the discovery of the ionosphere (a.k.a. cold and drifting plasma).

The main objective of this paper is twofold. First, a complete, thorough, and detailed review, investigation, examination, and assessment of Appleton-Hartree-Lassen magneto-iconic equation [1],[2],[19], in light of all the evidence [3]-[30] that serves as a verification of Jandieri et al, 2007 [14]. During this process the analysis of various important existing formulas and new formulas is performed.

Why is this important? It is well known that the refractive index changes as an electromagnetic wave propagates through ionosphere whose manner is investigated in this journal paper. In general, this change is a random process; however, certain main assumptions are applied to simplify the theoretical model: stationary or time-invariant or stochastic or time-variant; collision-less or without collision or with collision.

Why are these assumptions important and how do they relate to refractive index in real-time? These assumptions are important because they serve as the foundation for establishing certain main scenarios that describe the physical condition of the cold plasma and therefore determine how electromagnetic wave propagation is affected by the plasma and ultimately the closed form expression of refractive index of the ionosphere. The time-invariant or stationary assumption corresponds to a quiet, storm-less, motionless, or noiseless plasma; i.e., a plasma condition not affected by noise or the physical motion of any outside disturbance such as a typically a sun-storm or cosmic storm. The time-variant assumption corresponding to a plasma condition affected by the outside disturbance such as a day, a storm, or a cosmic storm is not considered in this paper.

The assumption related to collision is more or less an artificial assumption as there is always some kind of collision going on in the plasma. If we were to derive the two scenarios one collision-less and one with collision we should come up with two different closed form expressions. Then if we were to take the expression with collision and assume that collision is zero we should be able to arrive at the collision-less closed form expression.

One of the main focuses of this paper serves as a means of verification to what Appleton stated: “The somewhat complicated [refractive index] formula (35) [1932, [2]] may be simplified for certain practical cases.” Therefore, my main motivation with this paper is to understand the thoughts of Appleton and to be able to explain to the readers today the degree of the simplifications.

In spring of 1996, I took a graduate course in Electromagnetic Theory [9] as part of my Master Degree program at the Electrical and Computer Engineering Department, Worcester Polytechnic Institute, Worcester, MA. As part of my education which consisted of homework assignments, take home exams and research projects, I developed a profound understanding of the derivations of the Appleton-Hartree magneto-iconic formula and the approach performed by Prof. Kong, 1990, [9] so much so that Prof. Reinhold Ludwig was beyond excited with my performance in the class. To some respect, this study may also serve as an extension of the work published by Prof. Kong, 1990, [9].

In 2003 after completing my Ph.D. Dissertation in “An assessment of indoor geolocation systems” (Progr 2003, [12]), I became interested in extending (or expanding) the capability of the indoor signals to GPS satellite signals [55] which will hopefully get published in my pioneer publication soon [54]. Since 2013 I came into contact with a very interesting journal paper from Jandieri et al., (2007, [14]) which provides some understanding of the plasma amplitude and phase variances. I believed that a full and complete investigation of the Jandieri’s publication was needed before I would attempt to understand and simulate his findings in MATLAB [56]. So, I did perform a thorough investigation of Jandieri et al., (2007, [14]) and I communicated my findings to Jandieri himself. I believe I told him why I was so interested in his work and also that there were some typos in his manuscript. He completely rejected my proposal but later on he accepted that indeed there were some typos in his published paper. Anyway, we agreed to work together on one of his projects but as soon as I started my journal and I offered him an editorial position in my journal he rejected the idea and we have not communicated since then. I believe his reason for rejection was that he did not want to expose his work to further criticism from me.

Anyway, this work is entirely original work that I have performed based on my earlier derivations dating back since 1996 and I believe that this publication falls into the category of masterpiece marvels in electromagnetic theory series.

Let us also clarify the other assumptions made about the
plasma and also about the refractive index. Ionospheric plasma is assumed:

1. anisotropic; i.e., the opposite of isotropic; i.e., plasma physical properties vary with direction. Due to the influence of the anisotropic Earth’s magnetic field, the ionosphere becomes anisotropic so that the ionospheric reflection factor in reality is a matrix; hence, this effect produces the permittivity of anisotropic media tensor [22].

2. absorptive; i.e., having power or capacity or tendency to absorb or soak up the electromagnetic wave energy. Ionospheric absorption (or ISAB) is the scientific name for absorption occurring as a result of the interaction between various types of electromagnetic waves and the free electrons in the ionosphere, which can interfere with radio transmissions [23]. We have modeled this effect by means of the extinction coefficient.

3. turbulent; i.e., characterized by disorder, or collision; not controlled or calm; i.e., not particle collision-less. We have modeled this effect my means of the electron collision frequency.

4. magnetized; i.e., affected by the earth magnetic field or an outside or external magnetic field or force. We have modeled this effect by means of a magnetic flux density vector. Others have used the magnetic intensity vector as outside or external magnetic field or force. We have modeled this effect by means of a vector. We have modeled this effect by means of a magnetic flux density vector. Others have used the magnetic intensity vector as the case of (Jandieri et al., 2007, [14]), and (Karia, Pathak, 2010, [28]).

This paper is organized as follows: in Sect. 2 the refractive index in anisotropic absorptive collision-less calm magnetized plasma is discussed. The refractive index in anisotropic absorptive turbulent magnetized plasma is discussed in Sect. 3. Section 4 contains numerical, theoretical results; Conclusion is provided in Sect. 5 along with a list of references. In appendix A the derivations of the simplifications of refractive index given by (76) are performed. The derivations of Kong (14) pg. 78 is given in appendix B. In appendix C a brief discussion on electron collision frequency is performed. The explanation of differences between (100) and (102) is derived in appendix D. In appendix E, simplification calculations with complex numbers (108) through (110) are performed. In Appendix F, the substitution of, κ, κ_g, and κ_z given by (111) through (113) in (68) is provided. In Appendix G, the simplification of Appleton-Hartree magneto-ionic formula given by Progrri (116) is performed. In Appendix H special cases are discussed. In appendix I: the derivation of the extinction coefficient in the absence of magnetic field is performed.

## 2 Refractive Index in Anisotropic Absorptive Particle Calm Magnetized Plasma

The simplest model to compute the refractive index is in anisotropic absorptive particle calm magnetized plasma (ex. Jandieri’s [14] used in (cgs units [31])).

Consider an electron plasma placed in a dc magnetic field \( B_0 \). The electron is subject to a force \( F = e(E + \mathbf{v} \times B_0) \) under an external dc magnetic flux density vector \( B_0 \). From Newton’s second law \( F = \frac{d(m_e \mathbf{v})}{dt} \). Under time-harmonic excitation and for small \( \mathbf{v} \); we approximate the total time derivative by \(-i\omega\) and arrive at the relations between \( E, \mathbf{v} \), and \( B_0 \) as follows:

\[-i\omega m_e \mathbf{v} = e(E + \mathbf{v} \times B_0) \tag{1}\]

Let us apply the cross product to (1) so we obtain:

\[-i\omega m_e (B_0 \times \mathbf{v}) = e \left[ B_0 \times E + B_0 \times (\mathbf{v} \times B_0) \right] \tag{2}\]

Let us consider the underline vector, \( B_0 \times (\mathbf{v} \times B_0) \), as follows:

\[B_0 \times (\mathbf{v} \times B_0) = (B_0 \cdot B_0) \mathbf{v} - (B_0 \cdot \mathbf{v}) B_0 \tag{3}\]

Hence, substituting (3) into (2) we obtain:

\[-i\omega m_e (B_0 \times \mathbf{v}) = e \left[ B_0 \times E + (B_0 \cdot B_0) \mathbf{v} - (B_0 \cdot \mathbf{v}) B_0 \right] \tag{4}\]

Next, in order to evaluate the second underline dot product, \((B_0 \cdot \mathbf{v})\), we dot the first product (1) with \( B_0 \) and we obtain:

\[-i\omega m_e B_0 \cdot \mathbf{v} = e \left[ B_0 \cdot (E + B_0 \cdot (\mathbf{v} \times B_0)) \right] \tag{5}\]

Since,

\[B_0 \cdot (\mathbf{v} \times B_0) = \mathbf{v} \cdot (B_0 \times B_0) = 0 \tag{6}\]

Hence, substituting (5) into (6) we obtain:

\[-i\omega m_e B_0 \cdot \mathbf{v} = e B_0 \cdot E \tag{7}\]

which leads to:

\[B_0 \cdot \mathbf{v} = \frac{e}{-i\omega m_e} B_0 \cdot E = \frac{ie}{\omega m_e} B_0 \cdot E \tag{8}\]

Substituting (8) into (4) we obtain:

\[-i\omega m_e (B_0 \times \mathbf{v}) = e \left[ B_0 \times E + |B_0|^2 \mathbf{v} - \frac{ie(B_0 \cdot E)B_0}{\omega m_e} \right] \tag{9}\]

Next, we evaluate \( B_0 \times \mathbf{v} \) as follows from (1)

\[B_0 \times \mathbf{v} = -\mathbf{v} \times B_0 = E + \frac{i\omega m_e}{e} \mathbf{v} \tag{10}\]

Substituting (10) into (9) we obtain
\[-i\omega m_e \left( E + \frac{i\omega m_e}{e} v \right) = e \left[ B_0 \times E + |B_0|^2 v - \frac{i}{\omega} (B_0 \cdot B_0) B_0 \right] \tag{11} \]

which is equivalent with
\[
\frac{\omega^2 m_e^2}{e} v = i \omega m_e E + e B_0 \times E + e |B_0|^2 v - \frac{i}{\omega} (B_0 \cdot B_0) B_0 \tag{12} \]

From ((6) of endnote II) we obtain the following vector form:
\[
\omega_B = \frac{e B_0}{m_e} \Rightarrow B_0 = \frac{m_e}{e} \omega_B \tag{13} \]

Substituting (13) into (11) yields
\[
\frac{\omega^2 m_e^2}{e} v - \frac{m_e^2 |\omega B|^2}{e} v = m_e \left[ i \omega E + \omega_B \times E - i \frac{(\omega_B \cdot E) \omega_B}{\omega} \right] \tag{14} \]

Which can be further written as
\[
\frac{\omega^2 m_e^2}{e} v - \frac{m_e^2 |\omega B|^2}{e} v = i \omega E + \omega_B \times E - i \frac{(\omega_B \cdot E) \omega_B}{\omega} \tag{15} \]

Which produces the final result as
\[
\frac{m_e (\omega^2 - \omega_B^2)}{e} v = i \omega E + \omega_B \times E - i \frac{(\omega_B \cdot E) \omega_B}{\omega} \tag{16} \]

From ((3) of endnote II) we have
\[
\omega_B^2 = \frac{\varepsilon^2}{\varepsilon_0 m_e} \Rightarrow \omega_B^2 = \frac{e}{\varepsilon_0 m_e} \tag{17} \]

Substituting (17) into (16) we obtain:
\[
en_e \varepsilon \frac{(\omega^2 - \omega_B^2)}{e} v = i \omega E + \omega_B \times E - i \frac{(\omega_B \cdot E) \omega_B}{\omega} \tag{18} \]

Which is equivalent with
\[
en_e \varepsilon v = i \varepsilon e \frac{\omega_B^2}{\omega^2 - \omega_B^2} E + \varepsilon \frac{\omega_B^2 \omega_B \times E}{\omega^2 - \omega_B^2} - i \frac{\omega_B^2 \omega_B \times E}{\omega(\omega^2 - \omega_B^2)} \tag{19} \]

Which can be further written as
\[
en_e \varepsilon v = -i \varepsilon e \left[ \frac{-\omega_B^2}{\omega^2 - \omega_B^2} E + \frac{\omega_B^2 \omega_B \times E}{\omega^2 - \omega_B^2} + i \frac{\omega_B^2 \omega_B \times E}{\omega(\omega^2 - \omega_B^2)} \right] \tag{20} \]

Under the assumption that \( B_0 \) is in the direction of the \( z \) axis let us find the permittivity tensor \( \varepsilon \). From the second Maxwell equation we obtain
\[
\nabla \times E = -i \omega D_0 + J_p = -i \omega \frac{\epsilon E}{D} \tag{21} \]

Where
\[
D_0 = \varepsilon_0 E \text{ and } J_p = n_e ev \tag{22} \]

So, the permittivity tensor \( \varepsilon \) can be obtained from
\[
-i \omega D_0 + J_p = -i \omega \varepsilon E + n_e ev \Rightarrow -i \omega \varepsilon E + n_e ev = -i \omega \varepsilon \varepsilon E \tag{23} \]

Which is equivalent with
\[
\varepsilon_0 \cdot E + \frac{n_e^2 e}{i \omega} v = \varepsilon \cdot E \Rightarrow \frac{\varepsilon_0 E + i n_e e}{\omega} v = \varepsilon E = D \tag{24} \]

Under the assumption that \( B_0 \) is in the direction of the \( z \) axis that means from (13) \( \omega_B \) is also in the direction of the \( z \) axis hence
\[
\omega_B (\omega_B \cdot E) = E \omega_B \cdot |z \& \omega_B \times E = -\omega_B E_x x + \omega_B E_y y \tag{25} \]

where \( x, y, \) and \( z \) is the unit vectors in the \( x, y, \) and \( z \)-direction respectively.

Substituting (25) into (20) we obtain
\[
\frac{n_e^2 e}{i \omega} v = -i \frac{\omega_B^2}{\omega^2 - \omega_B^2} E + E \frac{\omega_B^2 \omega_B \times E}{\omega^2 - \omega_B^2} + i \frac{\omega_B^2 \omega_B \times E}{\omega(\omega^2 - \omega_B^2)} \tag{26} \]

Which is equivalent with
\[
\frac{n_e^2 e}{i \omega} v = -i \frac{\omega_B^2}{\omega^2 - \omega_B^2} E + E \frac{\omega_B^2 \omega_B \times E}{\omega^2 - \omega_B^2} + i \frac{\omega_B^2 \omega_B \times E}{\omega(\omega^2 - \omega_B^2)} \tag{27} \]

or expanding (27) in components we obtain the matrix equation as follows
\[
\frac{n_e^2 e}{i \omega} \begin{bmatrix} v_x \\ v_y \\ v_z \end{bmatrix} = -i \frac{\omega_B^2}{\omega^2 - \omega_B^2} \begin{bmatrix} E_x \\ E_y \\ E_z \end{bmatrix} + E \frac{\omega_B^2 \omega_B \times E}{\omega^2 - \omega_B^2} + i \frac{\omega_B^2 \omega_B \times E}{\omega(\omega^2 - \omega_B^2)} \tag{28} \]

Substituting (28) into (24) we obtain the permittivity tensor \( \varepsilon \) as follows:
\[
\begin{bmatrix} \varepsilon & -i \varepsilon_e & 0 \\ i \varepsilon_e & \varepsilon & 0 \\ 0 & 0 & \varepsilon_x \end{bmatrix} = \varepsilon \tag{29} \]

where
\[
\varepsilon = \varepsilon_0 \left( 1 - \frac{\alpha_B^2}{\omega^2 - \omega_B^2} \right) \tag{30} \]

\[
\varepsilon_e = \frac{\omega_B^2}{\omega(\omega^2 - \omega_B^2)} \tag{31} \]

\[
\varepsilon_x = \varepsilon_0 \left[ 1 - \frac{\alpha_B^2}{\omega^2 - \omega_B^2} + \frac{\alpha_B^2 \omega_B^2}{\omega^2 (\omega^2 - \omega_B^2)} \right] \tag{32} \]

Which is equivalent with
\[
\varepsilon_x = \varepsilon_0 \left[ 1 - \frac{\alpha_B^2}{\omega^2 - \omega_B^2} + \frac{\alpha_B^2 \omega_B^2}{\omega^2 (\omega^2 - \omega_B^2)} \right] \tag{33} \]

If we make the substitutions made by in Jandieri et al, 2007 [14] pg. 309
\[
v = \frac{\alpha_B^2}{\omega^2} \text{ and } u = \frac{\alpha_B^2}{\omega^2} \tag{34} \]

then (29)-(33) becomes
\[ \varepsilon = \varepsilon_\circ \left(1 - \frac{u}{1-u} \right) \]  
(35)

\[ \varepsilon_g = \varepsilon_0 \frac{v \sqrt{u}}{1-u} \]  
(36)

\[ \varepsilon_z = \varepsilon_\circ (1-v) \]  
(37)

Let us compare now (35)-(37) with the results of (1) in Jandieri et al, 2007 [14] pg. 309 in (cgs units).

\[ \varepsilon = 1 - \frac{u(1-u)}{(1-u)\varepsilon^2-u} \Bigg|_{s=0} = 1 - \frac{u}{1-u} \]  
(38)

\[ \varepsilon_g = \frac{v \sqrt{u}}{(1-u)\varepsilon^2-u} \bigg|_{s=0} = \frac{v \sqrt{u}}{1-u} \]  
(39)

\[ \varepsilon_z = 1 - \frac{v}{1-u} \bigg|_{s=0} = 1 - v \]  
(40)

Since, (38)-(40) for \( s = 0 \) in (cgs units) is the same as (35)-(37) in (SI units) it is very likely that (38)-(40) might be OK for the general case of \( s \neq 0 \); however, there is no guaranty that (38)-(40) are OK. So, we must prove that (38)-(40) are accurate descriptions of the permittivity tensor \( \varepsilon \) (cgs units) for the general case of \( s \neq 0 \).

Next, we need to find the refractive index, \( n \); however, before we can do that we need to find the impermittivity \( \varepsilon \) tensor, \( \kappa \) [9]:

\[ \mathbf{E} = \kappa \cdot \mathbf{D} \]  
(41)

Substituting (24) into (41) we obtain the impermittivity tensor, \( \kappa \) [9]:

\[ \mathbf{E} = \kappa \cdot \mathbf{E} \Rightarrow \mathbf{E} \cdot \mathbf{E} = 1 \Rightarrow \kappa = \mathbf{E}^{-1} \]  
(42)

Rewriting (42) in components we obtain [50]:

\[ \kappa = \kappa^{-1} \begin{bmatrix} \kappa_{11} & \kappa_{12} & \kappa_{13} \\ \kappa_{21} & \kappa_{22} & \kappa_{23} \\ \kappa_{31} & \kappa_{32} & \kappa_{33} \end{bmatrix} = \frac{\text{adj}(\varepsilon)}{\varepsilon \varepsilon_\circ \text{det}(\varepsilon)} \]  
(43)

we obtain \text{adj}(\varepsilon) and \text{det}(\varepsilon) as follows

\[ \text{adj}(\varepsilon) = \begin{bmatrix} \varepsilon \varepsilon_g & i \varepsilon_g \varepsilon_z & 0 \\ -i \varepsilon_g \varepsilon_z & \varepsilon \varepsilon_z & 0 \\ 0 & 0 & \varepsilon^2 - \varepsilon_g^2 \end{bmatrix} \]  
(44)

\[ \text{det}(\varepsilon) = \varepsilon \varepsilon_x (\varepsilon^2 - \varepsilon_g^2) \]  
(45)

Substituting (44) and (45) into (43) yields

\[ \kappa = \kappa^{-1} \begin{bmatrix} \kappa & i \kappa_g & 0 \\ -i \kappa_g & \kappa & 0 \\ 0 & 0 & \kappa_z \end{bmatrix} \]  
(46)

Where

\[ \kappa = \frac{\varepsilon \varepsilon_x}{\varepsilon_x (\varepsilon^2 - \varepsilon_g^2)} = \frac{\varepsilon}{\varepsilon^2 - \varepsilon_g^2} \]  
(47)

\[ \kappa_g = \frac{\varepsilon_g \varepsilon_x}{\varepsilon_x (\varepsilon^2 - \varepsilon_g^2)} = \frac{\varepsilon_g}{\varepsilon^2 - \varepsilon_g^2} \]  
(48)

\[ \kappa_g = \frac{\varepsilon^2 - \varepsilon_g^2}{\varepsilon_g (\varepsilon^2 - \varepsilon_g^2)} = \frac{1}{\varepsilon_g} \]  
(49)

Substituting (47)-(49) into (46) yields

\[ \kappa = \mathbf{E}^{-1} = \begin{bmatrix} \kappa & i \kappa_g & 0 \\ -i \kappa_g & \kappa & 0 \\ 0 & 0 & \kappa_z \end{bmatrix} = \begin{bmatrix} \frac{\varepsilon}{\varepsilon^2 - \varepsilon_g^2} & \frac{i \varepsilon_g}{\varepsilon^2 - \varepsilon_g^2} & 0 \\ -\frac{i \varepsilon_g}{\varepsilon^2 - \varepsilon_g^2} & \frac{\varepsilon}{\varepsilon^2 - \varepsilon_g^2} & 0 \\ 0 & 0 & \frac{1}{\varepsilon_g} \end{bmatrix} \]  
(50)

where the impermittivity coefficients \( \kappa, \kappa_g \), and \( \kappa_z \) are obtained from

\[ \kappa = \frac{\varepsilon}{\varepsilon^2 - \varepsilon_g^2} = \frac{1}{\varepsilon_0} \left(1 - \frac{1}{1-u} \right)^2 \]  
(51)

Which can be further written as

\[ \kappa = \frac{1}{\varepsilon_0} \left(1 - \frac{1}{1-u} \right)^2 \]  
(52)

Next, we compute \( \kappa_g \) as follows

\[ \kappa_g = \frac{\varepsilon_g}{\varepsilon^2 - \varepsilon_g^2} = \frac{1}{\varepsilon_0} \left(1 - \frac{1}{1-u} \right)^2 \]  
(53)

Which can be further written as

\[ \kappa_g = \frac{1}{\varepsilon_0} \left(1 - \frac{1}{1-u} \right)^2 \]  
(54)

Next, we compute \( \kappa_z \) as follows

\[ \kappa_z = \frac{1}{\varepsilon_g} \]  
(55)
The dispersion relation in the $kDB$ system Kong, 1990 [9] pg. 76 (5) is given by
\[ K \begin{bmatrix} D_1 \\ D_2 \end{bmatrix} = W \begin{bmatrix} B_1 \\ B_2 \end{bmatrix} \] (56)

And
\[ v \begin{bmatrix} B_1 \\ B_2 \end{bmatrix} = \begin{bmatrix} 0 & w \\ -w & 0 \end{bmatrix} \begin{bmatrix} D_1 \\ D_2 \end{bmatrix} \] (57)

Where
\[ K = \begin{bmatrix} \kappa & i\kappa_g\cos\theta \\ -i\kappa_g\cos\theta & \kappa\cos^2\theta + \kappa_x\sin^2\theta \end{bmatrix} \] (58)

And
\[ W = \begin{bmatrix} 0 & w \\ -w & 0 \end{bmatrix} \] (59)

Eliminating $B_k$ yields
\[ w^2 - vK \begin{bmatrix} i\kappa_g\cos\theta \\ i\kappa_g\cos\theta \end{bmatrix} \begin{bmatrix} w^2 - v(\kappa\cos^2\theta + \kappa_x\sin^2\theta) \end{bmatrix} \begin{bmatrix} D_1 \\ D_2 \end{bmatrix} = 0 \] (60)

The refractive index is defined as the ratio Kong, 1990 [9] top of pg. 78
\[ n^2 = \frac{D_1}{\varepsilon_0 E_1} = \frac{D_2}{\varepsilon_0 E_2} \] (62)

where
\[ \begin{bmatrix} \kappa & i\kappa_g\cos\theta \\ -i\kappa_g\cos\theta & \kappa\cos^2\theta + \kappa_x\sin^2\theta \end{bmatrix} \begin{bmatrix} D_1 \\ D_2 \end{bmatrix} = \begin{bmatrix} E_1 \\ E_2 \end{bmatrix} \] (63)

From (61) we find that
\[ w^2 D_2 = v(\kappa D_1 + i\kappa_g\cos\theta D_2) = vE_1 \] (64)

Hence, substituting (64) and (61) into (62) we obtain:
\[ n^2 = \frac{vE_1}{\varepsilon_0 w^2 E_1} = \frac{v}{\varepsilon_0 w^2} \] (65)

Which is equivalent with
\[ n^2 = \frac{w^2}{\varepsilon_0 w^2 k(1+\cos^2\theta) + \kappa_x\sin^2\theta + \frac{2}{(\kappa - \kappa_x)\sin^4\theta + 4\kappa_g^2\cos^2\theta}} \] (66)

Which is equivalent with
\[ n^2 = \frac{vE_2}{\varepsilon_0 w^2 E_2} = \frac{v}{\varepsilon_0 w^2} \] (67)

Hence, the refractive index squared, $n^2$, can be obtained from
\[ n^2 = \frac{1}{\varepsilon_0 \kappa(1+\cos^2\theta) + \kappa_x\sin^2\theta + \frac{2}{(\kappa - \kappa_x)\sin^4\theta + 4\kappa_g^2\cos^2\theta}} \] (68)

Which can be written in compact form as
\[ n^2 = 1 - \frac{x^2}{\varepsilon_0 x^2 + y^2} \] (69)

Where
\[ x = \kappa(1+\cos^2\theta) + \kappa_x\sin^2\theta \] (70)

And
\[ y = (\kappa - \kappa_x)\sin^4\theta + 4\kappa_g^2\cos^2\theta \] (71)

Next, substituting the values of $\kappa$ (52), $\kappa_g$ (54) and $\kappa_x$ (55) into (70) and (71) the following expression of the refractive index squared is obtained.
\[ n^2 = \frac{v}{\varepsilon_0} \frac{1}{1+\cos^2\theta} + \frac{1}{\varepsilon_0} \sin^2\theta \] (72)

And
\[ y = \frac{\frac{v}{\varepsilon_0}}{\frac{1}{\varepsilon_0} - u} \left( 1 + \cos^2\theta \right) + \frac{1}{\varepsilon_0} \sin^2\theta \] (73)

Where
\[ \vartheta = 1 - u \] (74)

which is equivalent with (see Appendix A)
\[ n^2 = \frac{2(\vartheta^2 - u) \theta}{2(\vartheta^2 - u) + uv(1+\cos^2\theta) + \varepsilon_0 \vartheta^2 \sin^2\theta + \vartheta^2 \cos^2\theta} \] (75)

Next, let us derive the simplified formula
\[ n^2 = 1 - \left( 1 - \frac{2(\vartheta^2 - u) \theta}{2(\vartheta^2 - u) + uv(1+\cos^2\theta) + \varepsilon_0 \vartheta^2 \sin^2\theta + \vartheta^2 \cos^2\theta} \right) \] (76)

Or, by taking the square root, the following closed form expression of the refractive index is obtained
\[ n = \sqrt{1 - \frac{uv(2\vartheta^2 - u) - \varepsilon_0 \vartheta^2 \sin^2\theta + \vartheta^2 \cos^2\theta}{2(\vartheta^2 - u) + uv(1+\cos^2\theta) + \varepsilon_0 \vartheta^2 \sin^2\theta + \vartheta^2 \cos^2\theta}} \] (77)

A formula (see Appendix B) is used which is known as the Appleton-Hartree magneto-ionic formula [2] derived from polarization-current arguments Kong, 1990 pg. 78 (14) [9] as follows
\[ n^2 = 1 - \nu \frac{2\theta}{2\theta - \sin^2 \theta + \nu \sin^2 \theta + 4\theta \cos^2 \theta} \quad (78) \]

Which is identical to
\[ n = \sqrt{1 - \nu \frac{2\theta}{2\theta - \sin^2 \theta + \nu \sin^2 \theta + 4\theta \cos^2 \theta}} \quad (79) \]

This concludes the derivations of the refractive index in anisotropic absorptive particle collision-less magnetized plasma. Next, we discuss the refractive index in anisotropic absorptive turbulent magnetized plasma which includes the effect of collisions.

3. **Refractive Index in Anisotropic Absorptive Turbulent Magnetized Plasma**

Perhaps a more realistic stationary example is that of the refractive index in anisotropic absorptive turbulent magnetized plasma whose simplest model of collision is as follows.

What is Ionosphere absorption? How do we model it?

Ionosphere absorption is of critical importance when designing a GNSS or an RF signal, particularly when trying to determine propagation conditions to study the refractive index [23]. When an RF signal coming from an RF emitter (typically a GPS, or GNSS satellite) propagates through the ionosphere, the receiver down on the Earth receives the refracted portion of the signal. As a result of this refraction, which is enables the long-distance propagation of radio waves; some of the shortwave signal strength is decreased. In this regard, ISAB is the primary limiting factor in radio propagation [23].

What is the mechanism of the ISAB? ISAB is only a factor in the period of the day where radio signals travel through the portion of the ionosphere facing the sun. The solar wind and radiation cause the ionosphere to become charged with electrons in the first place. At night, the atmosphere becomes drained of its charge, and radio signals can go much farther with less loss of signal. In particular, low frequency signals that would be attenuated to nothing during the day will be received much farther away at night [23].

Consider an electron plasma with collisions and introduce a collision frequency \( \nu \) where \( \omega_{\text{eff}} = 2\pi \nu_{\text{eff}} \approx 2\pi n_e T^{-1.5} \) (see Appendix C) such that a damping factor is introduced and the force on the electron in the \( x, y, \) and \( z \) direction becomes
\[ F = d(n_e \mathbf{v})/dt + \omega_{\text{eff}} n_e \mathbf{v} \quad (80) \]

So, now we repeat (1) through (40). Hence, substituting (80) into (1), (1) becomes
\[ (\omega_{\text{eff}} - i \omega \equiv \omega) \mathbf{v} = e [\mathbf{E} + \mathbf{v} \times \mathbf{B}_0] \quad (81) \]

Let us apply the cross product into (81) so we obtain:
\[ \omega m_e (\mathbf{B}_0 \times \mathbf{v}) = e [\mathbf{B}_0 \times \mathbf{E} + \mathbf{B}_0 \times (\mathbf{v} \times \mathbf{B}_0)] \quad (82) \]

Substituting (3) and (8) into (82) produces
\[ \omega m_e (\mathbf{B}_0 \times \mathbf{v}) = e \left[ \mathbf{B}_0 \times \mathbf{E} + \frac{i e (\mathbf{B}_0 \times \mathbf{E})}{\omega m_e - i \nu \mathbf{B}_0} \right] \quad (83) \]

Rewriting (83) we obtain
\[ \mathbf{B}_0 \times \mathbf{v} = -\mathbf{v} \times \mathbf{B}_0 = \mathbf{E} - \omega m_e e^{-1} \mathbf{v} \quad (84) \]

Substituting (84) into (83) we obtain
\[ m_e \omega \left( \mathbf{E} - \frac{\omega m_e}{e} \mathbf{v} \right) = e \left[ \mathbf{B}_0 \times \mathbf{E} + \frac{i e (\mathbf{B}_0 \times \mathbf{E})}{\omega m_e - i \nu \mathbf{B}_0} \mathbf{B}_0 \right] \quad (85) \]

\[ \frac{\omega^2 m_e}{e} \mathbf{v} = \omega m_e \mathbf{E} - e \mathbf{B}_0 \mathbf{E} - e \mathbf{B}_0 \mathbf{B}_0 \mathbf{v} + \frac{e^2 (\mathbf{B}_0 \times \mathbf{B}_0)}{\omega m_e - i \nu \mathbf{B}_0} \mathbf{B}_0 \quad (86) \]

Substituting (13) into (86) we obtain
\[ \frac{\omega^2 m_e}{e} \mathbf{v} + m_e \omega \left( \frac{\mathbf{B}_0}{\omega B^2} \right) \mathbf{v} = \omega \mathbf{E} - \omega \mathbf{B} \times \mathbf{E} + \frac{i (\mathbf{B}_0 \times \mathbf{E})}{\omega} \omega \mathbf{B} \quad (87) \]

Which is identical to
\[ \frac{m_e (\omega^2 + \omega B^2)}{e} \mathbf{v} = \omega \mathbf{E} - \omega \mathbf{B} \times \mathbf{E} + \frac{i (\mathbf{B}_0 \times \mathbf{E})}{\omega} \omega \mathbf{B} \quad (88) \]

Substituting (17) into (87) we obtain:
\[ e n_e \left[ \frac{\omega^2 + \omega B^2}{\omega} \mathbf{v} = \omega \mathbf{E} - \omega \mathbf{B} \times \mathbf{E} + \frac{i (\mathbf{B}_0 \times \mathbf{E})}{\omega} \omega \mathbf{B} \right] \quad (89) \]

Which is equivalent with
\[ e n_e \mathbf{v} = \frac{\omega}{\omega^2 + \omega B^2} \mathbf{E} - \frac{i \omega_0 \omega B}{\omega^2 + \omega B^2} \mathbf{E} + \frac{i \omega_0 \omega B}{\omega (\omega^2 + \omega B^2)} \mathbf{B} \quad (90) \]

Substituting (25) into (90) we obtain
\[ n_e \mathbf{v} = \frac{\omega}{\omega^2 + \omega B^2} \mathbf{E} + \frac{i \omega_0 \omega B}{\omega^2 + \omega B^2} \mathbf{E} + \frac{\omega_0 \omega B}{\omega (\omega^2 + \omega B^2)} (- \mathbf{E}_y \times \mathbf{E}_x) \quad (91) \]

Expanding (91) in components we obtain the following matrix equation
\[ n_e \mathbf{v} = \begin{bmatrix} v_x \\ v_y \\ v_z \end{bmatrix} = \frac{\omega}{\omega^2 + \omega B^2} \mathbf{E}_x + \frac{i \omega_0 \omega B}{\omega (\omega^2 + \omega B^2)} \mathbf{E}_y \quad (92) \]

Substituting (91) into (24) we obtain the permittivity tensor \( \mathbf{E} \) as follows:
\[ \mathbf{E} = \begin{bmatrix} \varepsilon & -i \varepsilon \varepsilon_{y} \\ i \varepsilon \varepsilon_{y} & \varepsilon \varepsilon_{y} \\ 0 & 0 & \varepsilon \varepsilon_{z} \end{bmatrix} \quad (93) \]

where
\[ \varepsilon = \varepsilon_0 \left\{ 1 + \frac{\omega_{\text{eff}}^2}{\omega^2} \frac{\omega^2 - \omega_{\text{g}}^2}{\omega^2} \right\} \]  
(94)

\[ \varepsilon_g = \varepsilon_0 \left[ \frac{-\omega_{\text{g}}^2}{\omega^2} \frac{1}{\omega^2} \frac{\omega^2 - \omega_{\text{g}}^2}{\omega^2} \right] \]  
(95)

\[ \varepsilon_z = \varepsilon_0 \left[ 1 + \frac{\omega_{\text{eff}}^2}{\omega^2} \frac{1}{\omega^2(\omega^2 - \omega_{\text{g}}^2)} \right] \]  
(96)

It is straightforward to show that (94) through (96) are identical to

\[ \varepsilon = \varepsilon_0 \left[ 1 - \frac{(1+\omega_{\text{eff}}^2)\omega^2_{\text{g}}}{\omega^2} \right] \]  
(97)

\[ \varepsilon_g = \varepsilon_0 \left[ \frac{\omega^2_{\text{g}}}{1+(\omega_{\text{eff}}^2)/\omega^2} \right] \]  
(98)

\[ \varepsilon_z = \varepsilon_0 \left[ 1 - \frac{\omega^2_{\text{eff}}}{\omega^2} \frac{1}{(1+i)^2} \frac{1+\omega^2_{\text{eff}}/\omega^2}{\omega^2} \right] \]  
(99)

Next, if we make the substitutions (31) made by in Jandieri et al, 2007 [14] pg. 309

\[ \varepsilon = \varepsilon_0 \left[ 1 - \frac{\nu(1+i)}{(1+i)^2-u} \right] \]  
(100)

\[ \varepsilon_g = \varepsilon_0 \left[ \frac{v^2 u}{(1+i)^2-u} \right] \]  
(101)

\[ \varepsilon_z = \varepsilon_0 \left[ 1 - \frac{\nu(1+i)}{(1+i)^2-u} \right] \]  
(102)

Where

\[ s = \frac{\omega_{\text{eff}}}{\omega} \]  
(103)

We obtain the permittivity tensor \( \varepsilon \) in compact form (see (29)).

Let us compare now (100)-(102) with the results of (1) in Jandieri et al, 2007 [14] pg. 309 in (cgs units).

\[ \varepsilon = 1 - \frac{\nu(1+i)}{(1+i)^2-u} \]  
(104)

\[ \varepsilon_g = \frac{v^2 u}{(1+i)^2-u} \]  
(105)

\[ \varepsilon_z = 1 - \frac{\nu}{1-i} \]  
(106)

Clearly, it shows that Jandieri et al, 2007 [14] has made a few unknown assumptions which we need to explain them further in Appendix D.

Similarly, from (50) let us find the permittivity tensor \( \kappa \) components as follows

\[
\kappa = \varepsilon^{-1} = \begin{bmatrix}
\varepsilon & -i\kappa_g & 0 \\
-i\kappa_g & \kappa & 0 \\
0 & 0 & \kappa_z \equiv \frac{1}{\varepsilon_z}
\end{bmatrix}
\]

(107)

where

\[
K_g = \frac{\varepsilon_g}{\varepsilon^2 - \varepsilon_{\text{g}}} = \frac{1}{\varepsilon_0} \left[ 1 - \frac{v(1+i)}{(1+i)^2-u} \right]
\]

(108)

\[
K_g = \frac{\varepsilon_g}{\varepsilon^2 - \varepsilon_{\text{g}}} = \frac{1}{\varepsilon_0} \left[ \frac{v^2 u}{(1+i)^2-u} \right]
\]

(109)

\[
K_z = \frac{1}{\varepsilon_z} = \frac{1}{\varepsilon_0} \left[ \frac{1}{(1+i)^2} \right]
\]

(110)

Performing simplification calculations with complex numbers (see Appendix E) (108) through (110) are identical to,

\[
K_g = \frac{1}{\varepsilon_0} \left[ \frac{1}{(1+i)^2} \right]
\]

(111)

\[
K_g = \frac{1}{\varepsilon_0} \left[ \frac{v^2 u}{(1+i)^2-u} \right]
\]

(112)

\[
K_z = \frac{1}{\varepsilon_0} \left[ \frac{1}{(1+i)^2} \right]
\]

(113)

Let us find now the refractive index from (68) as follows:

\[
\beta^2 = \frac{1}{\varepsilon_0} \left[ \frac{1}{(1+i)^2} \right]
\]

(114)

In Appendix F we perform the substitution of \( K, K_g, \) and \( K_z \) given by (111) through (113) in (114) and after some algebra we obtain the following

\[
n^2 = 1 - \frac{2(a-d)b-v\sin^2\theta \pm \sqrt{v^2 c^2 \sin^2 \theta + 4ab^2 \cos^2 \theta}}{2ab - v\sin^2 \theta + v^2 c^2 \sin^2 \theta + 4ab \cos^2 \theta}
\]

(115)

Which is identical to

\[
n^2 = 1 - \frac{2(1+\nu)\sin^2 \theta \pm \sqrt{(1+\nu)^2 \sin^2 \theta + 4ub \cos^2 \theta}}{2(1+\nu) \sin^2 \theta + (1+\nu)^2 \sin^2 \theta + 4ub \cos^2 \theta}
\]

(116)

A formula (see Appendix G) is used which is known as the Appleton-Hartree magneto-ionic formula derived from polarization-current arguments as follows

\[
1 - n^2 = \frac{2(b-\nu\sin^2 \theta)}{2(1+\nu \sin^2 \theta + \nu \sin^2 \theta \pm \sqrt{v^2 c^2 \sin^2 \theta + 4ub \cos^2 \theta}}
\]

(117)
\[ n^2 = \sqrt{1 - \frac{2b - c\sin^2\theta}{2f + ge^{\sin^2\theta - \sin^2\theta + 4ub^2\cos^2\theta}}} \]  

where \( f \) and \( g \) are defined in Appendix G. Finally, in Appendix H, we discuss special cases.

This concludes the derivations of the refractive index in anisotropic absorptive particle magnetized plasma.

### 4 Numerical, Theoretical Results

In this section we provide numerical theoretical results on the refractive index in anisotropic absorptive particle collision-less magnetized plasma and refractive index in anisotropic absorptive turbulent magnetized plasma.

#### 4.1 Refractive Index in Anisotropic Absorptive Particle Collision-less Magnetized Plasma

In this subsection we present, numerical results of refractive index and of the extinction coefficient using the (68)-(79) (i.e., the collision frequency is assumed to be zero).

Typically, at night the ionosphere is not disturbed by the Sun. Furthermore, assuming that there are not space vehicles traveling in the vicinity of the path of the signal of propagation.

(a) (top) the refractive index, \( n \), vs. frequency; (bottom) the extinction coefficient, \( \gamma \), vs frequency utilizing (68).

(b) (top) the refractive index error, \( \delta(n) \), vs. frequency; (bottom) the extinction coefficient error, \( \delta(\gamma) \), vs frequency utilizing (68) and (79).

**FIGURE 1**: Numerical calculations of the refractive index, extinction coefficient, refractive index error, and extinction coefficient error vs. frequency.

(a) (top) the refractive index, \( n \), vs. frequency; (bottom) the extinction coefficient, \( \gamma \), vs frequency utilizing (68).

(b) (top) the refractive index error, \( \delta(n) \), vs. frequency; (bottom) the extinction coefficient error, \( \delta(\gamma) \), vs frequency utilizing (68) and (79).

**FIGURE 2**: Numerical calculations of the refractive index, extinction coefficient, refractive index error, and extinction coefficient error vs. frequency.

(a) (top) the refractive index, \( n \), vs. frequency; (bottom) the extinction coefficient, \( \gamma \), vs frequency utilizing (68).
The terrestrial magnetic field in the lower ionosphere at equatorial latitudes is approximately \( B_0 = 0.35 \times 10^{-4} \) (T) [35]. Figure 1 shows the plots of (top) the refractive index, extinction coefficient (68)-(79); (bottom) refractive index error, and extinction coefficient error (68)-(79) vs. frequency. The numerical computations of the refractive index and the extinction coefficient error are zero.

(b) (top) the refractive index error, \( \delta(n) \), vs. frequency; (bottom) the extinction coefficient error, \( \delta(\gamma) \), vs frequency utilizing (68) and (79).

**FIGURE 3:** Numerical calculations of the refractive index, extinction coefficient, refractive index error, and extinction coefficient error vs. frequency.

(a) (top) the refractive index, \( n \), vs. frequency; (bottom) the extinction coefficient, \( \gamma \), vs frequency utilizing (114).

(b) (top) the refractive index error, \( \delta(n) \), vs. frequency; (bottom) the extinction coefficient error, \( \delta(\gamma) \), vs frequency utilizing (114)/(118).

**FIGURE 4:** Numerical calculations of the refractive index, extinction coefficient, refractive index error, and extinction coefficient error vs. frequency.

Figure 2 displays exactly the same scenario as in Fig. 1 but for magnetic flux index equal to zero.

Figure 3 contains exactly the same scenario as the data shown in Fig. 1 but for magnetic flux index equal to \( 0.35 \times 10^{-4} \equiv 3.5 \times 10^{-5} \) (T) and the elevation angle equal to 45°.
4.2 Refractive Index in Anisotropic Absorptive Turbulent Magnetized Plasma

In this subsection we present, numerical results of refractive index and of the extinction coefficient using the (114)-(118) (i.e., the collision frequency is assumed to be non-zero).

Numerical results show that we can obtained identical computational, numerical values of the refractive index and of the extinction coefficient given (68)-(79).

Figure 5 depicts exactly the same data as those shown in Fig. 4 for zero elevation angle and zero external magnetic flux index. As shown in Fig. 5 the refractive index error computed using (114)/(118) is on the order of less than $4 \times 10^{-16}$ and the extinction coefficient error is absolutely zero.

Figure 6 displays exactly the same data as those shown in Fig. 4 but for $45^\circ$ elevation angle and $3.5 \times 10^{-5}$ (T) external magnetic flux index. As shown in Fig. 6 the refractive index error computed using (114)/(118) is on the order of less than 0.15 milli for very low frequencies and decreases as a function of frequency and the extinction coefficient error is less than of 0.3 nano of the same nature as the refractive index error.

Figure 7 displays exactly the same data as those shown in Figs. 1-6 by assessing the effect of the collision frequency using: (a) (114) minus (68) and in (b) (118) minus (79). As shown by the data in Fig. 7.

For zero collision both the (114)/(118) is reduced to (68)/(79). There appears slightly more computation error for frequencies
lower than 170 MHz coming from using equations (79)/(118) than (68)/(114).

The effect of both elevation and extinction coefficient is significant for low frequencies in the range of less than 200 MHz. The effect of the ISAB (or “fading”) in a new profound and meaningful way will be explained in a separate journal paper.

5 Conclusions

This journal paper provides a thorough investigation of the refractive index in absorptive turbulent magnetized plasma.

By means of this masterpiece journal paper I have accomplished three main objectives:

First, I believe that Appleton was right when he stated that “The somewhat complicated [refractive index] formula (35) [1932, [2]] may be simplified for certain practical cases.”

Second, I believe I have extended the work published by Prof. Kong, 1990, [9].

Third, I believe that I have conducted the most thorough investigation of Jandieri et al. work in 2007, [14] and explained his assumptions, his findings, and provided significant new understanding of his work.
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8 Appendix A: The Simplification of Refractive Index Given by (76)

The simplification of the refractive index given by (76) is very important. Equation (75) is given by

\[
n^2 = \frac{3}{\varepsilon_0} \left( 1 + \cos^2 \theta \right) - \frac{2}{\varepsilon_0} \sin^2 \theta \delta - \frac{4 \sin^4 \theta}{\varepsilon_0^2} \left( \frac{\varepsilon_0^2}{\varepsilon_0^2 - \delta^2} \right)^2
\]  

(119)

Where

\[
\varphi = \vartheta - \mu
\]
\[
\delta = \vartheta^2 - \mu
\]

(120)

(121)

Which can be further written as

\[
n^2 = \frac{2}{\varphi(1+\cos^2 \theta) + \delta \sin^2 \theta + \left( \vartheta - \delta \right)^2 \sin^4 \theta + \varepsilon_0^2 \delta^2 \cos^2 \theta}
\]

(122)

Hence, the elimination of \( \varepsilon_0 \) in Jandieri et al. 2007, [14].

Let us see if we can perform any simplifications to the above equation. Consider the term in front of \( \sin^4 \theta \) and define it as

\[
(\vartheta - \mu)\vartheta - (\vartheta^2 - \mu) = \vartheta^2 - \vartheta \mu - \vartheta^2 + \mu
\]

(123)

Which is equivalent with

\[
u - \vartheta u = u - u + \mu v \equiv \mu v
\]

(124)

Next, we simplify the following expression...
factorization yields refractive index (122) and then perform some straightforward simplifications. Therefore, I contacted the Prof. Kong publisher I could not find a publication that contained all these current arguments. The somewhat complicated formula (35) Kong, 1990 [9] pg. 78.

Next, substituting (124) and (125) into the expression of the refractive index (122) and then perform some straightforward factorization yields

$$n^2 = \frac{2(\theta^2 - u)\theta}{2(\theta-u) - uu\sin^2 \theta + uu\sin^4 \theta + 4\theta^2 \cos^2 \theta}$$  \hspace{1cm} (126)

This concludes the derivations of Appendix A.

### 9 Appendix B: The Derivations of Kong (14) pg. 78

Equation (14) in Kong, 1990 [9] pg. 78 a formula, known as the Appleton-Hartree formula [2], [19], derived from polarization-current arguments.

As I stated in the introduction of the paper, Appleton states “The somewhat complicated refractive index formula (35) [1932, [2]] may be simplified for certain practical cases”. But I could not find a publication that contained all these simplifications. Therefore, I contacted the Prof. Kong publisher and I was offered help to perform the complete derivations of the second to the third line of (14) Kong, 1990 [9] pg. 78.

$$n^2 = 1 - v \frac{2\theta^2 - uu\sin^2 \theta + uu\sin^4 \theta + 4\theta^2 \cos^2 \theta}{2(\theta-u) - uu\sin^2 \theta + uu\sin^4 \theta + 4\theta^2 \cos^2 \theta}$$  \hspace{1cm} (127)

For simplicity let us define

$$x = 2\theta^2 - uu\sin^2 \theta$$  \hspace{1cm} (128)

$$y = uu\sin^4 \theta + 4\theta^2 \cos^2 \theta$$  \hspace{1cm} (129)

$$z = 2(\theta^2 - u) + uu(1 + \cos^2 \theta)$$  \hspace{1cm} (130)

Then substituting (128), (129), and (130) into (127) we have

$$1 - n^2 = v \frac{x+y}{z+u\sqrt{y}}$$  \hspace{1cm} (131)

Next, we multiply both sides of the numerator and denominator with $x \pm \sqrt{y}$ then (131) is further reduced to

$$1 - n^2 = v \frac{(x \pm \sqrt{y})(x \pm \sqrt{y})}{2\pm u\sqrt{y}z\sqrt{y}}$$  \hspace{1cm} (132)

Next, let us perform the computations of the terms in (132)

$$x^2 - y = (2\theta^2 - uu\sin^2 \theta)^2 - uu\sin^4 \theta + 4\theta^2 \cos^2 \theta$$  

$$= 4\theta^4 - 4\theta^2 uu\sin^2 \theta - 4\theta^2 \cos^2 \theta$$  

$$= 4\theta^2(\theta^2 - u)$$  \hspace{1cm} (133)

$$zz - vv = (2\theta^2 - 2u + uu(1 + \cos^2 \theta))(2\theta^2 - uu\sin^2 \theta)$$  

$$- uu\sin^4 \theta + 4\theta^2 \cos^2 \theta$$  

$$= 2\theta(\theta^2 - u)(2\theta - uu\sin^2 \theta)$$  \hspace{1cm} (134)

$$z - vv = 2\theta^2 - 2u + uu(1 + \cos^2 \theta) - 2\theta^2 uu\sin^2 \theta$$  

$$= 2\theta^2 - 2u\theta = 2\theta(\theta^2 - u)$$  \hspace{1cm} (135)

Substituting (133), (134), and (135) into (132) yields

$$1 - n^2 = v \frac{2\theta}{2\theta - uu\sin^2 \theta + uu\sin^4 \theta + 4\theta^2 \cos^2 \theta}$$  \hspace{1cm} (136)

This concludes the derivations of Appendix B.

### 10 Appendix C: A Brief Discussion on Electron Collision Frequency

The electron collision frequency in a completely ionized ionosphere is given by [4], [5], [7], [34], [35]

$$\omega_{\text{eff}} = 2\pi \times 2.91 \times 10^{-6} n_e \Lambda T_e^{-3/2} \text{ (rad/s)}$$  \hspace{1cm} (137)

where $n_e$ is the plasma electron density.

$\Lambda = \ln \Lambda$ is the Coulomb Logarithm [35]. Typically, $\Lambda \approx 10$-20.

Representative daytime and nighttime ionospheric electron and ion number density profiles and collision frequency profiles vs. altitude (from 0 to 200 km) are shown in Fig. 2 of Cummer 2000 pg. 4, [10]).

### 11 Appendix D: The Explanation of Differences between (100)-(102) and (104)-(106)

Equations (100)-(102) derived from Progri is slightly different from (104)-(106) which are from Jandieri et al, 2007 [14] (1). The obvious question is which one are right and why?

The tiebreaker comes from Kong, 1990 [9] Pr. P.2.1.2. pg. 92. If we assume that there is no magnetic field, $u = 0$ and that the force of the electron is on the direction then the permittivity tensor $\mathbf{e}$ given by (100)-(102) is reduced to a scalar as follows

$$\mathbf{e} = \varepsilon_0 \left(1 - \frac{v}{1+is} = 1 - \frac{v}{1+is} + i \frac{us}{1+is^2}\right)$$  \hspace{1cm} (138)

Substituting (34) and (103) into the above yields
\[ \varepsilon = E_0 \left( 1 - \frac{1}{\varepsilon} + \frac{\omega_0^2 \omega_{eff}^2}{\varepsilon} \right) \]  

(139)

Which is equivalent with

\[ \varepsilon = E_0 \left[ 1 - \frac{\omega_0^2 \omega_{eff}^2}{\varepsilon} + \frac{i \omega_0^2 \omega_{eff}^2}{\varepsilon} \right] \]  

(140)

Which is identical to the result in Kong, 1990 [9] Pr. P.2.1.2. pg. 92.

If we were to repeat exactly the same exercise using Jandieri et al, 2007 [14] (1), the difference is a clearly comparing and contrasting (144) with the term with

Ignoring a second order term isu the above can be approximates as

\[ 1 - \frac{\nu(1 + is - u)}{(1 + is)^2 - 2(1 + is)^2 - u(1 + is) + u^2(1 + is)^2 - u} \]

Which produces the desired answer in (108).

Second, simplifying (109) produces

\[ \psi = 1 \left( \frac{(1 + is)^2 - u}{(1 + is)^2 - u - (1 + is)^2 - u} \right) \]

(146)

Which produces the desired answer in (109).

Third, simplifying (110) produces

\[ \psi = 1 \left( \frac{(1 + is)^2 - u}{(1 + is)^2 - u - (1 + is)^2 - u} \right) \]

(147)

Which produces the desired answer in (110). This concludes the derivations of Appendix E.

13 Appendix F: Substitution of \( \kappa, \kappa_g, \text{ and } \kappa_z \) given by (111) through (113) in (68)

Substituting \( \kappa, \kappa_g, \) and \( \kappa_z \) given by (96) through (98) in (68) yields,

\[ n^2 = \frac{2}{x^2 + y^2} \]

(148)

Where

\[ x = \frac{a(1 + \cos^2 \theta)}{d} + \frac{(1 + is)^2 - u}{b} \sin^2 \theta \]

(149)

\[ y = \left( \frac{a}{d} - \frac{(1 + is)^2 - u}{b} \right)^2 \sin^4 \theta + 4 \left( \frac{v}{d} \right)^2 \cos^2 \theta \]

(150)

\[ a = (1 + is)^2 - u(1 + is) - u = (1 + is)q - u \]

(151)

\[ b = a + vu \]

(152)

\[ c = a + v \]

(153)

\[ d = [(1 + is) - u] = q^2 - u \]

(154)

\[ q = (1 + is) - u \]

(155)

Let us see if we can make any simplifications! First, let us evaluate the term in front of \( \sin^4 \theta \).

\[ \frac{a}{d} - \frac{(1 + is)^2 - u}{b} = \frac{ab - [(1 + is)^2 - u]}{db} \]

(156)

Substituting \( b \) into the numerator of (156) we obtain

12 Appendix E: Simplification Calculations with Complex Numbers (108) through (110)

I believe that it is necessary to preserve the simplification calculations with complex numbers of (108) through (110).

First, simplifying (108) produces

\[ \kappa = \frac{1}{\varepsilon_0} \left[ (1 + is)^2 - u \right] \]

(141)

\[ \kappa = \frac{1}{\varepsilon_0} \left[ (1 + is)^2 - 2(1 + is)u + u^2 \right] \]

(145)

Which produces the desired answer in (108).

Second, simplifying (109) produces

\[ \kappa_g = \frac{1}{\varepsilon_0} \left[ (1 + is)^2 - u \right] \]

(146)

Which produces the desired answer in (109).

Third, simplifying (110) produces

\[ \kappa_z = \frac{1}{\varepsilon_0} \left[ (1 + is)^2 - u \right] \]

(147)

Which produces the desired answer in (110). This concludes the derivations of Appendix E.

12 Appendix E: Simplification Calculations with Complex Numbers (108) through (110)

I believe that it is necessary to preserve the simplification calculations with complex numbers of (108) through (110).

First, simplifying (108) produces

\[ \kappa = \frac{1}{\varepsilon_0} \left[ (1 + is)^2 - u \right] \]

(141)

\[ \kappa = \frac{1}{\varepsilon_0} \left[ (1 + is)^2 - 2(1 + is)u + u^2 \right] \]

(145)
\[
\frac{a}{d} - \frac{(1+i\theta)^2 - u}{b} = \frac{a^2 + au - [(1+i\theta)^2 - u]d}{db}
\]  
(157)

Substituting \(d\) into the one of the coefficients in the numerator of (157) and performing certain manipulations yields

\[
\frac{a}{d} - \frac{(1+i\theta)^2 - u}{b} = \frac{ab - [(q+v)^2 - u]d}{bd} = \frac{ab + ud - (q+v)^2 d}{bd}
\]  
(158)

First, we evaluate

\[ab + ud = a(a + vu) + (q^2 - u)u\]

(159)

Next, we evaluate

\[(q + v)^2d = (q + v)^2(q^2 - u)\]

(160)

Substituting (159) and (160) into (158) yields

\[
\frac{a}{d} - \frac{(1+i\theta)^2 - u}{b} = \frac{a^2 + au + (q^2 - u)[a - (q + v)q]}{bd}
\]  
(161)

Next we evaluate

\[a^2 - (q + v)^2q^2 = [a - (q + v)q][a + (q + v)q]\]

(162)

which is identical to

\[a^2 - (q + v)^2q^2 = u^2 - 2(q + v)qu\]

(163)

Substituting (163) into (161) yields

\[
\frac{a}{d} - \frac{(1+i\theta)^2 - u}{b} = \frac{[(q + v)^2 - 2(q + v)qu + q^2u^2 + au]}{bd}
\]  
(164)

which is identical to

\[
\frac{a}{d} - \frac{(1+i\theta)^2 - u}{b} = \frac{[(q + v)^2 - 2(q + v)qu + q^2u^2 + au]}{bd}
\]  
(165)

which is the same as

\[
\frac{a}{d} - \frac{(1+i\theta)^2 - u}{b} = \frac{u^2 + au}{bd}
\]  
(166)

Which finally produces

\[
\frac{a}{d} - \frac{(1+i\theta)^2 - u}{b} = \frac{u + (1+i\theta)a - u - (a + vu)u}{db} = \frac{a(v+u)u}{db}
\]  
(167)

Second, let us evaluate the term outside of the square root.

\[
\frac{a(1+\cos^2\theta)}{d} - \frac{[(1+i\theta)^2 - u] \sin^2\theta}{bd} = \frac{2a}{d}[\frac{a^2 + [(q+v)^2 - (q+v)u]u}{bd} - \frac{u \sin^2\theta}{d}]
\]  
(168)

which is equivalent with

\[
\frac{2a}{d} = \frac{a(1+\cos^2\theta)}{d} - \frac{(qu+u)q}{db} + \frac{u \sin^2\theta}{d}
\]  
(169)

And

\[
\frac{[(1+i\theta)^2 - u] \sin^2\theta}{b} = \frac{[(q+v)^2 - (q+v)u] \sin^2\theta}{b}
\]  
(170)

Which is equivalent with

\[
\frac{[(1+i\theta)^2 - u] \sin^2\theta}{b} = \frac{(q+v)^2 \sin^2\theta}{b} - \frac{u \sin^2\theta}{b}
\]  
(171)

Substituting (158) and (171) into the term outside of the square root yields

\[
\frac{2a}{d} + \frac{[(q+v)^2 - (q+v)u] \sin^2\theta}{bd} + \frac{v(d+q\sin^2\theta)}{bd}
\]  
(172)

Next we evaluate the term,

\[b - d = a + vu - q^2 + u\]

(173)

Next, we evaluate

\[v(d+q\sin^2\theta)\]

(174)

Next, we evaluate

\[d - a = q^2 - (q + v)q = -qv\]

(175)

Next, we evaluate

\[v(d+q\sin^2\theta)\]

(176)

Next, substituting (176) and (175) into (174) we obtain the following

\[
\frac{a(1+\cos^2\theta)}{d} - \frac{[(1+i\theta)^2 - u] \sin^2\theta}{bd} = \frac{2a}{d} + \frac{[(d-a)q + vu - au] \sin^2\theta}{bd}
\]  
(177)

Next, substituting (158) and (177) into (148)-(150) we obtain the following

\[
n^2 = \frac{2bd - uv(u+a) \sin^2\theta + \sqrt{(a^2 + vu^2 + 4uv^2) \sin^2\theta - 4uv^2 \cos^2\theta}}{2ab - uv(u+a) \sin^2\theta + \sqrt{a^2 + vu^2 + 4uv^2} \sin^2\theta - 4uv^2 \cos^2\theta}
\]  
(178)

Next, we evaluate

\[n^2 = \frac{2bd - uv(u+a) \sin^2\theta + \sqrt{(a^2 + vu^2 + 4uv^2) \sin^2\theta - 4uv^2 \cos^2\theta}}{2ab - uv(u+a) \sin^2\theta + \sqrt{a^2 + vu^2 + 4uv^2} \sin^2\theta - 4uv^2 \cos^2\theta}
\]  
(179)

If we set \(s = 0\) in (151)-(155) then the following is obtained

\[
a = 1 - v - u\]

(180)

\[b = a + vu\]

(181)
\( c = \alpha + \nu \) \hspace{1cm} (182)  

\[ d = (1 - \nu)^2 - u = q^2 - u \] \hspace{1cm} (183)  

\[ q = 1 - \nu \equiv \theta \] \hspace{1cm} (184)  

\[ n^2 = \frac{2\Delta(q + \nu u)}{2q(1 - u) - vu \sin^2 \theta \pm \sqrt{u^2 \sin^4 \theta + 4u(q + \nu u)^2 \cos^2 \theta}} \] \hspace{1cm} (131)  

\[ n^2 = \frac{2\Delta(1 - u)\theta}{2q(1 - u) - vu(1 - u) \sin \theta \pm \sqrt{(1 - u)^2 \sin^4 \theta + 4u^2 \cos^2 \theta}} \] \hspace{1cm} (185)  

Which is identical to (75).  

Next, employing the identity (61)  

\[ n^2 = 1 - \frac{2bd}{2ab - u\sin^2 \theta \pm \sqrt{u^2 \sin^4 \theta + 4u^2 \cos^2 \theta}} \] \hspace{1cm} (186)  

Substituting (175) into (186) we obtain the following  

\[ n^2 = 1 - \frac{2(\alpha - \nu) - u\sin^2 \theta \pm \sqrt{u^2 \sin^4 \theta + 4u^2 \cos^2 \theta}}{2ab - u\sin^2 \theta \pm \sqrt{u^2 \sin^4 \theta + 4u^2 \cos^2 \theta}} \] \hspace{1cm} (187)  

This concludes the derivations of Appendix E.

### 14 Appendix G: The Simplification of Appleton-Hartree magneto-ionic formula given by Progrri (116)  

Similar to (14) in Kong, 1990 [9] pg. 78 a formula, known as the Appleton-Hartree magneto-ionic formula [2], [19], derived from polarization-current arguments, we derive here a simplified formula using complex algebra. From Appendix B, (131) we already know that the simplified equation can be obtained if we initially perform a series of simplifications.  

First, from (187) let us define \( x \), \( y \), and \( z \)  

\[ x = 2qb - u\sin^2 \theta \] \hspace{1cm} (188)  

\[ y = u^2 \cos^2 \theta + 4ub^2 \cos^2 \theta \] \hspace{1cm} (189)  

\[ z = 2ab - vuc\sin^2 \theta \] \hspace{1cm} (190)  

Then substituting (188)-(190) into (187) we obtain (131). If, we multiply both sides of the numerator and denominator of (131) with \( x + \sqrt{y} \) then (131) is further reduced to (132).  

Second, we evaluate \( x^2 - y \) as follows  

\[ x^2 - y = (2qb - u\sin^2 \theta)^2 - (u^2 c^2 \sin^4 \theta + 4ub^2 \cos^2 \theta) \] \hspace{1cm} (188)  

\[ = 4b^2 q^2 - 4b q u \sin^2 \theta \] \hspace{1cm} (189)  

Next, we evaluate  

\[ q c - b = q(a + \nu) - (a + \nu) \] \hspace{1cm} (192)  

Next, substituting (192) into (191) we obtain  

\[ x^2 - y = 4b(q^2 - u)[b - u(q + v + 1)\sin \theta] \] \hspace{1cm} (193)  

Next, let us compute \( zx - vy \)  

\[ zx - vy = \left|\begin{array}{c} 2ab - u\sin^2 \theta \\ -vuc\sin^2 \theta \end{array}\right| - \frac{2b(\alpha - \nu) - u\sin^2 \theta \pm \sqrt{u^2 \sin^4 \theta + 4u^2 \cos^2 \theta}}{2ab - u\sin^2 \theta \pm \sqrt{u^2 \sin^4 \theta + 4u^2 \cos^2 \theta}} \] \hspace{1cm} (184)  

Next, let us compute \( qa - vu \)  

\[ qa - vu = (q - u + qv)q - vu \] \hspace{1cm} (195)  

Next, let us compute \( 2vb - qvc - ac \)  

\[ 2vb - qvc - ac \] \hspace{1cm} (197)  

Finally, substituting (195) and (196) into (194) we obtain  

\[ zx - vy = 2b(q^2 - u)\left|\begin{array}{c} 2b(q + v) \\ +u \end{array}\right| v + u \] \hspace{1cm} (197)  

Next, let us compute \( z - ux \)  

\[ z - ux = 2ab - vuc\sin^2 \theta - (2qb - u\sin^2 \theta) \] \hspace{1cm} (190)  

\[ = 2ab - 2qbu \] \hspace{1cm} (198)  

Next, substituting (193), (197), and (198) into (132) we
obtain
\[
1 - n^2 = \frac{4b(q^2 - u)[b - i u \sin^2 \theta]}{[2b(q^2 - u) + u + v - (q + v)(q + 2v)] \sin^2 \theta} \leq n^2 \approx \frac{2b(q^2 - u)\sqrt{u^2 \sin^2 \theta + 4uv^2 \cos^2 \theta}}{2f + u g \sin^2 \theta + \sqrt{u^2 \sin^2 \theta + 4uv^2 \cos^2 \theta}}
\]
(199)
Where
\[
f = b(q + v)
\]
(200)
\[
g = u + v - (q + v)(q + 2v)
\]
(201)

This concludes the derivations of Appendix F or the simplification of Appleton-Hartree magneto-ionic formula [2], [19] as given by Progris (102). I believe that I have been able to accomplish what Appleton had in mind that “The somewhat complicated [refractive index] formula (35) [1932, [2]] may be simplified for certain practical cases.”

15 Appendix H: Special Cases

Special cases play an important part in the calculations of the refractive index.

First of all, what are the acceptable values of \( u \) and \( v \)? Since for all theoretical and practical purposes \( 0 \leq u \leq 1 \) and \( 0 \leq u \leq u_m \ll 1 \), \( v = 0 \) corresponds to the absence of plasma; i.e., free-space or \( n^2 = 1 \) and \( v = 1 \) maximum plasma or \( n^2 = 0 \).

Hence,
\[
n^2(v = 0) = \frac{2(1 - u)x1}{2(1 - u)} = 1
\]
(202)
\[
n^2(v = 1) = \frac{0}{-u + ucoss^2 \theta + u\sin^2 \theta} = \frac{0}{0} \quad (0)
\]
(203)

In order to remove the uncertainty in case of (0), we should use the L'Hôpital's rule [51] as follows:
\[
n^2(\theta = 0^\circ) = \lim_{\theta \to 0} \frac{u^2}{u^2 + v^2} = \frac{2u}{u(1 + \cos^2 \theta) + u\sin^2 \theta} = 1
\]
(204)

If \( \theta = 0^\circ \) and \( u \neq 0 \) then
\[
n^2(\theta = 0^\circ) = \frac{1}{\sqrt{u}} \quad v = 0
\]
(205)

If \( \theta = 0^\circ \) and \( u = 0 \) then
\[
n^2(\theta = 0^\circ) = \frac{1}{\sqrt{u}} \quad v = 1
\]

If \( \theta = 90^\circ \) and \( u \neq 0 \) then
\[
n^2 = \frac{2(\theta^2 - u)}{2(\theta^2 - u) + uv + uv} = \frac{\theta^2 - u}{\theta u} \quad (0)
\]
(207)

Furthermore, if \( \theta = 90^\circ \) and \( u \neq 0 \) and (0) then we have
\[
n^2 = \frac{\theta^2 - u}{\theta u} = 1 \quad v = 0 \quad v = 1
\]
(208)

Behaves as free-space or the absence of plasma.

If \( \theta = 90^\circ \) and \( u = 0 \) then
\[
n^2(u = 0) = \frac{2(\theta^2 - u)}{2(\theta^2 - u) + uv + uv} = 1 - v
\]
(209)

Next, if \( u = u_m \ll 1 \) means maximum effect of the magnetic field but still very very small. Hence,
\[
n^2 = \frac{2(\theta^2 - u_m)}{2(\theta^2 - u_m) + uv + uv} \quad \frac{\theta^2 - u_m}{\theta u} \quad u_m \ll 1
\]
(210)

Clearly, from (78) if \( v = 0 \) then \( n = 1 \). In the absence of DC magnetic field, \( u = 0 \) then \( n^2 = 1 - v \).

Since for all theoretical and practical purposes \( 0 \leq u \leq 1 \) and \( 0 \leq u \leq u_m \ll 1 \). \( v = 0 \) corresponds to the absence of plasma; i.e., free-space or \( n^2 = 1 \) and \( v = 1 \) maximum plasma or \( n^2 = 0 \). Hence,
\[
n^2(u = 0) = \frac{2(\theta^2 - u)}{2(\theta^2 - u) + uv + uv} = 1 \quad v = 0
\]
(211)
\[
n^2(u = 1) = \frac{2(\theta^2 - u)}{2(\theta^2 - u) + uv + uv} = \frac{0}{0} \quad (0)
\]
(212)

where (0) is the case of ordinary waves and (0) of extraordinary waves.

In order to remove the uncertainty, we should use the L'Hôpital's rule [51] as follows, if \( \theta \neq 0 \):
\[
n^2(\theta = 0^\circ) = \lim_{\theta \to 0} \frac{\theta^2 - u}{\theta u} \quad \frac{\theta^2 - u}{\theta u} \quad \frac{\theta^2 - u_m}{\theta u}
\]
(213)

If \( \theta = 0^\circ \) then
\[
n^2(\theta = 0^\circ) = \lim_{\theta \to 0} \frac{\theta^2 - u}{\theta u} \quad \frac{\theta^2 - u}{\theta u} \quad \frac{\theta^2 - u_m}{\theta u}
\]
(214)
If $\theta = 90^\circ$ then

$$n^2(\pm)(v = 1) = \lim_{u \to 1} \frac{2u}{2u - 2u - 0} = 1 \text{ (ordinary waves)} \quad (215)$$

$$n^2(\mp)(u = 1) = \lim_{u \to 1} \frac{2u}{2u - 2u - 0} = 1 \text{ (extraordinary waves)} \quad (216)$$

In the case of ordinary waves for $\theta = 90^\circ$ the ionosphere behaves as if there is a free space if $u \neq 0$; if, $u = 0$ then we have a $0/0$ uncertainty condition. In the case of extraordinary waves for $\theta = 90^\circ$ the ionosphere behaves as a mirror; i.e., $n = \infty$ everything is reflected if $u \neq 0$; if, $u = 0$ then we have a $0/0$ uncertainty condition.

Let us consider next the effect of the magnetic field; i.e., $u = 0$ means no magnetic field; hence,

$$n^2(u = 0) = \frac{2\theta^2}{2\theta^2 - 0} = \theta = \begin{cases} 0, & v = 1; \\ \theta, & v < 1 \end{cases} \quad (217)$$

If there is no magnetic field and maximum plasma then $n^2 = 0$; or it means that ionosphere absorbs the entire energy of the signal.

Next, let us consider when $u = u_m \ll 1$ means maximum effect of the magnetic field but still very very small; therefore, we obtain.

$$n^2|_{u = u_m} = \frac{2(\theta^2 - u_m)}{2\theta^2 - u_m} = \begin{cases} 1, & v = 1, \theta \neq 0; \\ \frac{\theta^2 - u_m}{2\theta^2 - u_m}, & v \neq 1, \theta = 0; \\ 0, & v = 1, \theta = 90^\circ \end{cases} \quad (218)$$

Where

$$x = 2\theta(\theta - u_m) - u_m \sin^2 \theta \quad (219)$$

$$y = \sqrt{u_m^2 \sin^2 \theta + 4\theta^2 u_m \cos^2 \theta} \quad (220)$$

This concludes the derivation of the special cases. Finally we consider the derivation of the extinction coefficient in the absence of magnetic field.

**16 Appendix I: Derivation of the Extinction Coefficient in the Absence of Magnetic Field**

We have already shown in Appendix G that separation of the real and imaginary parts of the Appleton-Hartree magneto-ionic formula is nearly impossible. However, it is possible to perform the separation of the real and imaginary parts in the absence of external magnetic field.

In the absence of DC magnetic field, $u = 0$ then

$$1 - n^2 = \frac{v}{1 + iv} \quad (221)$$

Performing simple complex algebra we obtain

$$1 - n^2 = \frac{v(1 - iv)}{(1 + iv)(1 - iv)} = \frac{v}{1 + s^2} - \frac{vis}{1 + s^2}$$

Which yields

$$1 - \frac{\omega_0^2}{\omega_{\text{eff}}^2} + i \frac{\omega_0^2 \omega_{\text{eff}}}{\omega_{\text{eff}}^2} = n^2 \quad (223)$$

Since, refractive index [40] is a complex quantity; hence, it can be written as

$$n = n + i\gamma \quad (224)$$

Here, the real part $n$ is the refractive index and indicates the phase velocity, while the imaginary part $\gamma$ is called the extinction coefficient—although $\gamma$ can also refer to the mass attenuation coefficient—and indicates the amount of attenuation when the electromagnetic wave propagates through the material [40].

Taking the square of (224) yields

$$n^2 = (n + i\gamma)^2 = n^2 - \gamma^2 + 2n\gamma \quad (225)$$

Equating both sides of (225) with (221) yields

$$1 - n^2 = 1 - n^2 + \gamma^2 - 2n\gamma = \frac{v}{1 + s^2} - i \frac{us}{1 + s^2} \quad (226)$$

Or

$$1 - n^2 + \gamma^2 = \frac{v}{1 + s^2} \Rightarrow \gamma = \frac{us}{2n(1 + s^2)} \Rightarrow \gamma^2 = \frac{v^2 s^2}{4n^2(1 + s^2)^2} \quad (228)$$

Substituting (228) into (227) yields

$$1 - n^2 + \frac{v^2 s^2}{4n^2} = \tilde{\nu} \quad (229)$$

Which is equivalent with

$$(1 - n^2)4n^2 + \tilde{\nu}^2 s^2 = \tilde{\nu}4n^2 \quad (230)$$

Which is identical with

$$4n^4 - 4(1 - \tilde{\nu})n^2 - \tilde{\nu}^2 s^2 = 0 \quad (231)$$

First let us examine

$$D = 4[(1 - \tilde{\nu})^2 + \tilde{\nu}^2 s^2] \quad (232)$$
From where we find
\[ n^2 = \frac{2(1-u)\pm\sqrt{4(1-u)^2+u^2+4u^2}}{4} \] (233)

Since, \( n^2 \) is real and positive; hence, we require that
\[ n^2 = \frac{1-u+\sqrt{(1-u)^2+u^2+4u^2}}{2} \] (234)

Which is equivalent with
\[ n^2 = \frac{1-u+\sqrt{(1-u)^2+u^2}}{2n^2-2u+u^2} \] (235)

Which is identical to

1. Review: a formal assessment or examination of something with the possibility or intention of instituting change if necessary.
2. Before we go into details of the discussion in this section we review certain definitions:
3. First, Jandieri's [14] definition of the electron plasma frequency given by
\[ \omega_p = \frac{4\pi n e^2}{m_e} = \frac{4\pi e^2 n^3}{m_e^2} \] (1)

is based on Gaussian units [31],[32]. The following formula is based on SI units
\[ \omega_p = \frac{2\pi n e^2}{m_e} \] (2)

Another well-known formula for the electron plasma frequency is
\[ \omega_p = \frac{4\pi n e^2}{m_e} \] (3)

It is apparent that there is vast difference between the two formulas. Jandieri's [14] formula gives a very small electron plasma frequency in the orders of few hundred Hz as opposed to my formula in the orders of tens of MHz; hence, conversion from cgs-Gausian to SI units is needed [31][32].

Next, the electron gyromagnetic frequency formula that (Jandieri's, 2007 [14]) used in [cgs units] [31]) was initially used by [Mitra, 1935 pg. 139 [1]]:
\[ \omega_\gamma = \frac{2\pi n e^2}{m_e} \] (4)

The corrected formula in (cgs units) should be as per [38]
\[ \omega_\gamma = \frac{2\pi n e^2}{m_e} \] (5)

The corrected formula in (SI units) should be [39], [9]
\[ \omega_\gamma = \frac{2\pi n e^2}{m_e} \] (6)

The reader can observe a vast difference between the two sets of formulas [31], [32].

The corrected formula in (cgs units) should be as per [38]
\[ \omega_\gamma = \frac{2\pi n e^2}{m_e} \] (5)

The corrected formula in (SI units) should be [39], [9]
\[ \omega_\gamma = \frac{2\pi n e^2}{m_e} \] (6)

The extension coefficient, \( \gamma \), can be computed from
\[ \gamma^2 = \frac{\mu^2}{2[1-\varepsilon^2-\sqrt{(1-\varepsilon^2)^2+(1-u)^2}]} \] (238)

This concludes the discussion on Appendix I or derivation of the extinction coefficient in the absence of magnetic field.
impermittivity is a second rank tensor and it is denoted by $\kappa$.

To test that (46) $\kappa$ is in fact the inverse $\epsilon^{-1}$, we perform the multiplication of (46) with (29) as shown below:

\[
\kappa \equiv \epsilon^{-1} = \frac{\epsilon}{\epsilon^2 - \epsilon g^2} \begin{bmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} \epsilon & -i \epsilon g \\ i \epsilon g & \epsilon \end{bmatrix} = \frac{\epsilon}{\epsilon^2 - \epsilon g^2} \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}
\]

which yields the identity matrix:

\[
\kappa \equiv \epsilon^{-1} : \epsilon = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} = 1
\]

thus, completing the proof.

---

vi There is an error in Kong, 1990 [9] top of pg. 78. Equation (67) is the corrected expression of the refractive index squared $n^2$.

vii The refractive index, $n$, is always a complex quantity.

viii In (68) the $' + ' + ' $ sign corresponds to the ordinary waves and $' - ' $ sign to the extraordinary waves.

ix In (79) the $' - ' $ sign corresponds to the ordinary waves and $' + ' $ sign to the extraordinary waves. This is very important.

x In (68) the $' + ' $ sign corresponds to the ordinary waves and $' - ' $ sign to the extraordinary waves. This is very important.

xi One of the main goals of this research is to model absorption of the ionosphere as a function of the electron collision frequency. The study of the electron collision frequency will be subject of a separate journal paper.

xii Ditto vi.

xiii Ditto x.

xiv Ditto xi.

xv Originally published in 1946.