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Abstract

In this article we establish for the superdiffusive regime $p \in (1/2, 1)$ that the fluctuations of a general step-reinforced random walk $\hat{S}$ around $a_n \hat{W}$, where $(a_n)_{n \in \mathbb{N}}$ is a non-negative sequence of order $n^p$ and $\hat{W}$ is a non-degenerate random variable, is Gaussian. This extends a known result by Kubota and Takei in [20] for the elephant random walk to the more general setting of step-reinforced random walks. Further, we provide an application of the asymptotic normality of $\hat{S}$ around $a_n \hat{W}$ to reinforced empirical processes as discussed by Bertoin in [6], which yields a refined Donsker’s invariance principle.

1 Introduction

In short, inspired by an article of Kubota and Takei [20], the purpose of the present work is to show that the fluctuations of a (properly rescaled) random walk with step reinforcement around its limit is Gaussian. The processes we study belong to particular class of random walks with memory that have been of increasing interest in recent years, see [6], [7]. Historically, the so-called elephant random walk (ERW) has been an important and fundamental example of a step-reinforced random walk that was originally introduced in the physics literature by Schütz and Trimper [22] more than 15 years ago. In order to motivate the present work, we shall first recall the setting of the ERW and also briefly introduce its $d$-dimensional generalisation, the so-called multidimensional ERW (MERW). We then discuss some related results for the ERW before we finally introduce the framework of this article, namely step-reinforced random walks.
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The ERW is a one-dimensional discrete-time nearest neighbour random walk with infinite memory, in allusion to the traditional saying that an elephant never forgets. It can be depicted as follows: Fix some \( q \in (0,1) \), commonly referred to as the memory parameter, and suppose that an elephant makes an initial step in \( \{-1,1\} \) at time 1. At each time \( n \geq 2 \), the elephant recalls uniformly at random a step from its past; with probability \( q \), the elephant repeats the remembered step, whereas with complementary probability of \( 1-q \) it makes a step in the opposite direction to the memory. The elephant is thus more likely to continue walking in the average direction it has already taken when \( q > 1/2 \), whereas for \( q < 1/2 \), the elephant rather tends to walk back. Notably, for \( q = 1/2 \), the elephant has no preference and its path follows that of a simple symmetric random walk on the integer lattice \( \mathbb{Z} \).

These heuristics of the ERW naturally translate into higher dimensions: The MERW is a \( d \)-dimensional nearest-neighbour random walk on the grid \( \mathbb{Z}^d \) for some \( d \geq 1 \). The elephant performs an initial unit-step in \( \mathbb{Z}^d \), at any later time, it selects uniformly at random a step from its past and, with probability \( q \in (0,1) \), it repeats the remembered step, whereas with probability \( (1-q)/(2d-1) \), it moves in one of the remaining \( 2d-1 \) neighbours.

For mathematical rigorous definitions of these processes we refer the interested reader to e.g. [2, Section 3] for the ERW and [5, Section 2] for the MERW.

The ERW has generated a lot of interest in recent years, a non-exhaustive list of references (with further references therein) is given by [2–5, 9–11, 14, 20, 21], see also [1, 13, 15], for variations. The asymptotic behaviour after a proper rescaling of the ERW is well-understood. A striking feature that has been observed in [22] is that the long-time behaviour of the ERW exhibits a phase transition for \( p = 1/2 \). In light of said remark, it is common in the literature to distinguish between the diffusive regime \( (p < 1/2) \), the critical regime \( (p = 1/2) \) and the superdiffusive regime \( (p > 1/2) \).

Notably it has been shown in the literature, see [3, Theorem 3.7, Theorem 3.8], that in the superdiffusive regime \( p \in (1/2,1) \) it holds for \( n \to \infty \)

\[
\frac{S^E_n}{n^p} \to W^E \quad \text{a.s.,} \tag{1.1}
\]

where \( S^E_n \) denotes the position of the ERW at time \( n \) and \( W^E \) is a non-degenerate non-Gaussian random variable. The a.s. convergence given in (1.1) makes it natural to look for a second order weak limit result. In this direction, Kubota and Takei [20] established that the fluctuations of \( S_n^E \) around \( a_n W^E \), where \( a_n \) is a sequence of order \( n^p \), are still Gaussian. More precisely, the following result holds:

**Kubota and Takei [20], Theorem 3.** Let \( p \in (1/2,1) \). Then there exists
a random variable $W^E$ with positive variance such that for the sequence

$$a_n = \frac{\Gamma(n + p)}{\Gamma(n + p + 1)}, \quad n \geq 1,$$

(1.2)

it holds that as $n$ tends to infinity

$$\frac{S^E_n - a_n W^E}{\sqrt{n}} \Rightarrow \mathcal{N}(0, 1/(2p - 1)).$$

The treatment of Kubota and Takei is limited to the case of Rademacher distributed steps, that is the framework of the ERW. In this article we will extend the aforementioned result of Kubota and Takei to the more general framework of step-reinforced random walks and to arbitrary dimensions.

A step reinforced random walk is a generalisation of the ERW (respectively MERW for higher dimensions), where the distribution of a typical step of the walk is arbitrary, rather than Rademacher. Vaguely speaking, fix a parameter $p \in (0, 1)$, called the reinforcement parameter; at each discrete time, with probability $p$ a step reinforced random walk repeats one of its preceding steps chosen uniformly at random, and otherwise, with complementary probability $1 - p$, it has an independent increment with a fixed but arbitrary distribution. More precisely, given an underlying probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and a sequence $X_1, X_2, \ldots$ of i.i.d. copies of a $\mathbb{R}^d$-valued random vector $X$ with law $\mu$ on $\mathbb{R}^d$, all defined on the same given probability space, we define $\hat{X}_1, \hat{X}_2, \ldots$ recursively as follows: First, let $(\varepsilon_i : i \geq 2)$ be an independent sequence of Bernoulli random variables with parameter $p \in (0, 1)$. We set first $\hat{X}_1 = X_1$, and next for $i \geq 2$, we let

$$\hat{X}_i = \begin{cases} X_i, & \text{if } \varepsilon_i = 0, \\ \hat{X}_{U[i-1]}, & \text{if } \varepsilon_i = 1, \end{cases}$$

where $U[i-1]$ denotes an independent uniform random variable on the set $\{1, \ldots, i-1\}$. Finally, the sequence of the partial sums

$$\hat{S}_n := \hat{X}_1 + \cdots + \hat{X}_n, \quad n \in \mathbb{N},$$

is referred to as a ($d$-dimensional) step-reinforced random walk. In the special case of $d = 1$, i.e. when the typical step $X$ is a real-valued random variable, we use the notation

$$\hat{S}_n = \hat{X}_1 + \cdots + \hat{X}_n, \quad n \in \mathbb{N}.$$

In this setting, when the typical step $X$ follows the Rademacher distribution $\mathcal{R}(1/2)$, Kürsten [21] pointed out that $\hat{S}$ is a version of the ERW with memory parameter $q = (p + 1)/2 \in (1/2, 1)$ in the present notation, i.e. we rediscover the ERW in its superdiffusive regime. Similarly, when the typical
step $X$ follows an isotropic law on $\mathbb{R}^d$, then $\hat{S}$ is a version of the MERW with parameter $q \in ((2d)^{-1},1)$.

Plainly, the position of the step reinforced walker is given by

$$\hat{S}_{n+1} = \hat{S}_n + \hat{X}_{n+1}. \quad (1.3)$$

We henceforth assume that $X = (X^1, \ldots, X^d)^T \in L^2(\mathbb{P})$, meaning that all components $X^1, \ldots, X^d$ of $X$ are square integrable. Further, we denote the covariance matrix of $X$ by $\sigma^2 = \mathbb{E}[(X - \mathbb{E}(X))(X - \mathbb{E}(X))^T]$. From the reinforcement algorithm described above, we have for any bounded measurable function $f : \mathbb{R} \to \mathbb{R}^+$,

$$\mathbb{E}(f(\hat{X}_{n+1})) = (1-p)\mathbb{E}(f(X_{n+1})) + \frac{p}{n} \sum_{j=1}^{n} \mathbb{E}(f(\hat{X}_j))$$

which yields by induction that each reinforced step $\hat{X}_n$ has law $\mu$. In particular the map $n \mapsto \mathbb{E}(\hat{X}_n) = \mathbb{E}(X)$ is constant. Notice that if $(\hat{S}_n)_{n \in \mathbb{N}}$ is not centred, it is often fruitful to reduce our analysis to the centred case by considering $(\hat{S}_n - \mathbb{E}(\hat{S}_n))_{n \in \mathbb{N}} = (\hat{S}_n - n\mathbb{E}(X))_{n \in \mathbb{N}}$, which is a centred step-reinforced random walk with typical step distributed as $X - \mathbb{E}(X)$. We shall adapt the terminology used for the ERW, namely we refer to $p \in (1/2,1)$ as the superdiffusive regime.

It is our main goal to establish the following fluctuation result:

**Theorem 1.1.** Suppose that $X \in L^2(\mathbb{P})$ and that $p \in (1/2,1)$. Let $(\hat{S}_n)_{n \geq 1}$ be a (d-dimensional) step-reinforced random walk. Then there exists a non-degenerate random vector $\hat{W} \in L^2(\mathbb{P})$ in $\mathbb{R}^d$ such that we have the almost sure convergence

$$\frac{\hat{S}_n - n\mathbb{E}(X)}{n^p} \to \hat{W}, \quad \text{as } n \to \infty.$$  

Furthermore, let $(a_n)_{n \in \mathbb{N}}$ be as in (1.2), then there is the convergence in distribution as $n$ tends to infinity,

$$\frac{\hat{S}_n - n\mathbb{E}(X) - a_n \hat{W}}{\sqrt{n}} \Rightarrow N_d(0, \sigma^2/(2p - 1)).$$

To summarise: In comparison to the work of Kubota and Takei, we extend their result to the more general framework of step-reinforced random walks. Most notably, even in the one-dimensional case we don’t assume that the steps follow a simple distribution such as Rademacher, a fact that has been crucially exploited by Kubota and Takei in their article. Our approach here relies, just as in [20], on a martingale closely related to $\hat{S}$ and a martingale central limit theorem due to Heyde. Since in our framework the
steps of the reinforced random walk can be unbounded, in order to establish Theorem 1.1, we first need to work with bounded steps and then later on remove this assumption by a truncation argument reminiscent of [7, Section 4.3].

The rest of the paper is organized as follows: Section 2 is devoted to the proof of Theorem 1.1, which is carried out through four subsections. In Section 2.1 we introduce and investigate a crucial martingale. During Sections 2.2 and 2.3 we carry out the main work of the proof. In Section 2.4 we finalise the proof of Theorem 1.1 by reducing the statement to the one-dimensional case. In Section 3 we present an application of Theorem 1.1, to empirical processes associated to the aforementioned reinforcement algorithm. Bertoin [6] discusses the question of how empirical processes are affected by reinforcement with respect to Donsker’s theorem and provides invariance principles for all regimes \( p \in (0,1) \). We present a refined invariance principle for the superdiffusive regime \( p \in (1/2,1) \), see Corollary 3.1.

2 Proof of Theorem 1.1

The purpose of this section is to establish Theorem 1.1. Without loss of generality we shall henceforth assume that \( X \in L^2(\mathbb{F}) \) is centered, i.e. \( \mathbb{E}(X) = 0 \) and \( \sigma^2 = \mathbb{E}(XX^\top) \) is the covariance matrix of \( X \). Further, for the sake of presentation, we shall always stick to the boldface notation when we discuss the situation in higher dimensions (i.e. \( d \geq 2 \)), in this direction \( X \) denotes a typical step of the \((d\text{-dimensional})\) step-reinforced random walk \( \hat{S} = (\hat{S}_n)_{n \geq 1} \) whereas \( X \) is the typical step of the \((\text{one-dimensional})\) step-reinforced random walk \( \hat{S} = (\hat{S}_n)_{n \geq 1} \). Similarly, \( \hat{W} \) denotes a \((\text{non-degenerate})\) random vector in \( \mathbb{R}^d \), whereas \( W \) denotes a \((\text{non-degenerate})\) random variable.

In order to establish Theorem 1.1 we will work in multiple stages, in fact, most of the work is done in dimension one and then generalised to higher dimensions at the end. More precisely: First, in Section 2.1, we introduce a crucial auxiliary martingale and investigate its properties. This martingale is essential for our cause in order to prove Theorem 1.1. In Section 2.2 we present a proof of Theorem 1.1 in dimension one, first under the additional assumption that the typical step \( X \) is bounded, later on, in Section 2.3, this assumption is relaxed to the general case by a truncation argument. Finally, in Section 2.4, we show how Theorem 1.1 can be reduced to the one-dimensional case with an appeal to the Cramér-Wold theorem.

For convenience and as it is central for our purpose, we recall a Theorem by Heyde [16] which we frequently refer to during the proof of Theorem 1.1.

**Theorem 2.1** (Heyde [16], Theorem 1 (b)). Suppose that \((M_n)_{n \geq 1}\) is a square-integrable martingale with mean zero. Let \( d_k = M_k - M_{k-1} \) for
k = 1, 2, \ldots, \text{ where } M_0 = 0 \text{ almost surely. If}

\[ \sum_{k=1}^{\infty} \mathbb{E}[(d_k)^2] < +\infty \]

holds in addition, then we have the following: Let

\[ s_n^2 := \sum_{k=n}^{\infty} \mathbb{E}[(d_k)^2]. \]

i) The limit \( M_\infty := \sum_{k=1}^{\infty} d_k \) exists almost surely, and \( M_n \to M_\infty \) in \( L^2 \).

ii) Assume that

(a) \[ \frac{1}{s_n^2} \sum_{k=n}^{\infty} (d_k)^2 \to 1 \text{ as } n \text{ tends to infinity in probability and}, \]

(b) \[ \lim_{n \to \infty} \frac{1}{s_n^2} \mathbb{E} \left( \sup_{k \geq n} (d_k)^2 \right) = 0. \]

Then we have

\[ \frac{M_\infty - M_n}{s_{n+1}} = \frac{\sum_{k=n+1}^{\infty} d_k}{s_{n+1}} \implies \mathcal{N}(0,1), \quad \text{as } n \to \infty. \]

2.1 An auxiliary martingale

We start by proving an auxiliary result which will be essential in order to prove Theorem 1.1.

**Proposition 2.1.** Let \( p \in (1/2, 1) \). The process \( M_n = \hat{S}_n/a_n \) for \( n \geq 1 \), where \( (a_n)_{n \geq 1} \) is given by (1.2), is a martingale with respect to the filtration \( \mathcal{F}_n = \sigma(\hat{X}_1, \ldots, \hat{X}_n) \) with mean zero. Further, there exists a non-degenerate random variable \( \hat{W} \) such that for we have \( M_n \to \hat{W} \) a.s. and in \( L^2(\mathbb{P}) \) as \( n \to \infty \).

**Proof.** We first point out that for any \( n \in \mathbb{N} \), we have

\[ \mathbb{E} \left( \hat{X}_{n+1} \mid \mathcal{F}_n \right) = (1 - p)\mathbb{E}(X) + p\frac{\hat{X}_1 + \cdots + \hat{X}_n}{n} = p\frac{\hat{S}_n}{n}. \]

Hence, by (1.3) and if we set \( \gamma_n = n/(n + p) \), then

\[ \mathbb{E}(\hat{S}_{n+1} \mid \mathcal{F}_n) = \frac{\hat{S}_n}{\gamma_n}. \quad (2.1) \]

Moreover,

\[ \prod_{k=1}^{n-1} \gamma_k = \frac{\Gamma(n)\Gamma(p+1)}{\Gamma(n+p)} = \frac{1}{a_n} \]
where \( \Gamma \) stands for the Euler gamma function. Therefore, let \((M_n)_{n \geq 1}\) be the sequence of random variables defined, for all \( n \geq 1 \), by \( M_n = \hat{S}_n / a_n \). With an appeal to (2.1), we obtain

\[
\mathbb{E}(M_{n+1} | \mathcal{F}_n) = \frac{1}{a_{n+1}} \mathbb{E}(\hat{S}_{n+1} | \mathcal{F}_n) = \frac{\gamma_n}{a_n} \mathbb{E}(\hat{S}_{n+1} | \mathcal{F}_n) = \frac{\hat{S}_n}{a_n} = M_n.
\]

Hence \((M_n)_{n \geq 1}\) is a martingale. Further, as \( X \) is centered, we have

\[
\mathbb{E}(M_n) = \mathbb{E}(\hat{X}_1) = \mathbb{E}(X_1) = \mathbb{E}(X) = 0.
\]

Next, we observe that

\[
\mathbb{E}(M_{n+1}^2 - M_n^2 | \mathcal{F}_n) = \mathbb{E}((M_{n+1} - M_n)^2 | \mathcal{F}_n) = \mathbb{E}(\hat{X}_{n+1}^2 - \mathbb{E}(\hat{X}_{n+1} | \mathcal{F}_n)^2 | \mathcal{F}_n) = \mathbb{E}(\hat{X}_{n+1}^2 | \mathcal{F}_n) - \frac{\mathbb{E}(\hat{X}_{n+1}^2 | \mathcal{F}_n)^2}{a_{n+1}^2} = \frac{\mathbb{E}(\hat{X}_{n+1}^2 | \mathcal{F}_n)}{a_{n+1}^2} - \frac{p^2 n^2 M_n^2}{a_{n+1}^2}.
\]

(2.2)

In particular we obtain

\[
\mathbb{E}(M_{n+1}^2 - M_n^2) = \frac{\mathbb{E}(\hat{X}_{n+1}^2)}{a_{n+1}^2} - \frac{p^2 n^2 \mathbb{E}(M_n^2)}{a_{n+1}^2} = \frac{\sigma^2}{a_{n+1}^2} - \frac{p^2 n^2 \mathbb{E}(M_n^2)}{a_{n+1}^2} \leq \frac{\sigma^2}{a_{n+1}^2}.
\]

(2.3)

As a consequence, by summarizing the most left side of the inequality above over all \( k = 0, \ldots, n \), we obtain that the martingale \((M_n)_{n \in \mathbb{N}}\) is square integrable.

Next, let us denote by \( d_k := M_k - M_{k-1} \), which is a martingale difference for \( k \in \mathbb{N} \). Thanks to (2.3) we have for all \( k = 1, 2, \ldots \)

\[
\mathbb{E}((d_k)^2) \leq \frac{\sigma^2}{a_{k-1}^2}.
\]
Further, by Stirling’s formula for Gamma functions, we have
\[ a_n \sim \frac{n^p}{\Gamma(p + 1)}, \quad \text{as } n \to \infty. \]
Hence,
\[ \mathbb{E}(|d_n|^2) \leq \frac{\sigma^2}{a_n^2} \sim \frac{\sigma^2 \Gamma(p + 1)^2}{n^{2p}}, \quad \text{as } n \to \infty, \quad (2.4) \]
which is summable as \( p > 1/2 \). Thus Theorem 2.1 i) of Heyde implies that
\[ \hat{W} := \sum_{k=1}^{\infty} d_k = \lim_{n \to \infty} M_n = \lim_{n \to \infty} \frac{\hat{S}_n}{a_n} \]
events almost surely, and \( M_n \to \hat{W} \) almost surely and in \( L^2 \) as \( n \to \infty \).
Plainly, we have \( \mathbb{E}(\hat{W}) = 0 \) and
\[ \mathbb{E}(\hat{W}^2) = \sum_{k=1}^{\infty} \mathbb{E}((d_k)^2) > 0. \]
Thus \( \hat{W} \) is of positive variance and therefore non-degenerate. Further it follows from (2.4) that \( \hat{W} \in L^2(\mathbb{P}) \). This concludes the proof.

As a consequence of Proposition 2.1 we recover and improve Theorem 3.2. in [7]. In particular we establish a stronger convergence as described in Theorem 1.1 for dimension one.

**Corollary 2.1.** Let \( p \in (1/2, 1) \), and suppose \( X \in L^2(\mathbb{P}) \), then we have
\[ \lim_{n \to \infty} \frac{\hat{S}_n}{n^p} = L, \]
a.s. and in \( L^2(\mathbb{P}) \) where \( L \in L^2(\mathbb{P}) \) is some non-degenerate random variable. In particular
\[ \lim_{n \to \infty} \frac{\hat{S}_n}{n} = 0 \quad \text{a.s.} \]

**Proof.** Thanks to Proposition 2.1 we obtain that
\[ \frac{\hat{S}_n}{a_n} \xrightarrow{n \to \infty} \hat{W} \]
a.s. and in \( L^2(\mathbb{P}) \). Since \( a_n \sim n^p/\Gamma(p + 1) \) as \( n \to \infty \), the claim follows by letting \( L := \hat{W}/\Gamma(p + 1) \). Since \( \hat{W} \in L^2(\mathbb{P}) \), it follows immediately that \( L \in L^2(\mathbb{P}) \). The second statement then follows plainly as \( \hat{L} \in L^2(\mathbb{P}) \) and
\[ \frac{\hat{S}_n}{n} = \frac{\hat{S}_n}{n^p} \frac{1}{n^{1-p}} \to 0 \quad \text{a.s.} \]
\[ \square \]
2.2 The case when X is bounded

In this section we shall present a proof of Theorem 1.1 in dimension $d = 1$. To make the proof more tractable, we shall first do this under the additional assumption that the typical step $X$ is bounded. In this direction, we first recall a useful lemma from calculus.

**Lemma 2.1** (Heyde [16], Lemma 1 (ii)). Consider a positive real sequence $(a_n)_{n \geq 1}$ which monotonically diverges to $+\infty$, and let $(b_n)_{n \geq 1}$ be another real-valued sequence. If $\sum_{k=1}^{\infty} a_k b_k < \infty$, then
\[
\lim_{n \to \infty} a_n \sum_{k=n}^{\infty} b_k = 0.
\]

**Proof of Theorem 1.1.** Since $M_n \to \hat{W}$ in $L^2$ and thanks to (2.3) we have
\[
\mathbb{E}[(d_n)^2] = \frac{\sigma^2}{a_n^2} - \frac{p^2}{(n-1)^2} \mathbb{E}(M_{n-1}^2) \sim \frac{\sigma^2 \Gamma(p+1)^2}{n^{2p}}, \quad \text{as } n \to \infty.
\]

Hence
\[
s_n^2 := \sum_{k=n}^{\infty} \mathbb{E}[(d_k)^2] \sim \sigma^2 \Gamma(p+1)^2 \sum_{k=n}^{\infty} \frac{1}{k^{2p}} \sim \frac{\sigma^2 \Gamma(p+1)^2}{2p-1} \frac{1}{n^{2p-1}} \sim \frac{\sigma^2}{2p-1} \frac{1}{a_n^2}, \quad \text{as } n \to \infty. \tag{2.5}
\]

Let $\hat{V}_n := \hat{X}_1^2 + \cdots + \hat{X}_n^2$, then $(\hat{V}_n)_{n \geq 1}$ is another step-reinforced random walk with typical step distributed as $X^2$ and it holds that
\[
\mathbb{E}(\hat{X}_{k+1}^2 \mid \mathcal{F}_k) = \frac{\hat{V}_k}{k} + (1-p)\sigma^2.
\]

Observe that $X^2$ is no longer centered, however, we introduce
\[
\hat{W}_n = \left(\hat{X}_1^2 - \mathbb{E}(X^2)\right) + \cdots + \left(\hat{X}_n^2 - \mathbb{E}(X^2)\right) = \hat{Y}_1 + \cdots + \hat{Y}_n
\]
with an obvious choice of notation. In turn, this is a step-reinforced version of the random walk with typical step distributed as $X^2 - \mathbb{E}(X^2)$ and hence centered. Since
\[
\hat{V}_n = \hat{W}_n + n\mathbb{E}(X^2) = \hat{W}_n + n\sigma^2
\]
and because $p \in (1/2, 1)$, we then obtain by Corollary 2.1 that

$$\lim_{n \to \infty} \frac{\hat{V}_n}{n} = \sigma^2 \quad \text{a.s.}$$

As the martingale $(M_n)_{n \geq 1}$ converges in $L^2(\mathbb{P})$ to $W$, we conclude with an appeal to (2.2) that as $n$ tends to infinity

$$\mathbb{E}[(d_{n+1})^2 \mid \mathcal{F}_n] \sim \frac{\sigma^2 \Gamma(p + 1)^2}{n^{2p}}, \quad \text{a.s.}$$

A computation analogous to (2.5) yields as $n \to \infty$

$$A_n^2 := \sum_{k=n}^{\infty} \mathbb{E}[(d_k)^2 \mid \mathcal{F}_{k-1}] \sim \frac{\sigma^2}{2p - 1} \frac{n}{a_n^2}, \quad \text{a.s.,}$$

in particular this implies that

$$\lim_{n \to \infty} \frac{A_n^2}{s_n^2} = 1 \quad \text{in probability.} \quad (2.6)$$

Further, as $n \to \infty$,

$$\sum_{k=1}^{n} \mathbb{E} \left[ (d_k)^2 \mid \mathcal{F}_{k-1} \right] \sim \sigma^2 \Gamma(p + 1)^2 \sum_{k=1}^{n} \frac{1}{k^{2p}}$$

and as $p \in (1/2, 1)$ the above is finite for $n \to \infty$. Hence we have

$$\sum_{k=1}^{\infty} \mathbb{E} \left[ (d_k)^2 \mid \mathcal{F}_{k-1} \right] < \infty \quad \text{a.s.}$$

As $(M_n)_{n \geq 1}$ is a martingale which converges a.s. we conclude that

$$\sum_{k=1}^{\infty} \frac{1}{s_k^2} \left[ (d_k)^2 - \mathbb{E} \left[ (d_k)^2 \mid \mathcal{F}_{k-1} \right] \right] < +\infty \quad \text{a.s.}$$

Since plainly $(1/s_n^2)_{n \geq 1}$ monotonically diverges to $+\infty$, the above yields together with Lemma 2.1 that

$$\lim_{n \to \infty} \frac{1}{s_n^2} \sum_{k=n}^{\infty} \left[ (d_k)^2 - \mathbb{E} \left[ (d_k)^2 \mid \mathcal{F}_{k-1} \right] \right] = 0 \quad \text{a.s.}$$

and together with (2.6) we conclude that

$$\lim_{n \to \infty} \frac{1}{s_n^2} \sum_{k=n}^{\infty} (d_k)^2 = 1 \quad \text{in probability.} \quad (2.7)$$
In turn, (2.7) shows that condition a) of Theorem 2.1 of Heyde holds.
Next, we have for $k = 1, 2, \ldots$
\[
d_k = \frac{\hat{S}_k - \mathbb{E}(\hat{S}_k \mid \mathcal{F}_{k-1})}{a_k}
= \frac{\hat{X}_k - \mathbb{E}(\hat{X}_k \mid \mathcal{F}_{k-1})}{a_k}
= \frac{\hat{X}_k}{a_k} - \frac{p}{a_k} \hat{S}_{k-1},
\tag{2.8}
\]
Under our standing assumption that the typical step $X$ of $(\hat{S}_n)_{n\geq 1}$ is bounded, we observe from (2.8) that
\[
|d_k| \leq \frac{2\|X\|_\infty}{a_k} \leq 2\|X\|_\infty.
\]
We have
\[
\sup_{k\geq n} d_k^2 \leq \frac{4\|X\|_\infty^2}{a_n^2} \sim \frac{4\|X\|_\infty^2 \Gamma(p+1)^2}{n^{2p}}, \quad \text{as } n \to \infty. \tag{2.9}
\]
Using (2.9) and (2.5) yields that
\[
\lim_{n\to\infty} \frac{1}{s_n^2} \mathbb{E} \left(\sup_{k\geq n} d_k^2\right) \leq \lim_{n\to\infty} \frac{1}{s_n^2} \frac{4\|X\|_\infty^2}{a_n^2} = \frac{4(2p-1)}{\sigma^2} \lim_{n\to\infty} \frac{1}{s_n^2} \mathbb{E} \left(\sup_{k\geq n} d_k^2\right) = 0. \tag{2.10}
\]
With (2.10) we conclude that condition b) of Theorem 2.1 is satisfied.
Since
\[
\frac{\hat{W} - M_n}{s_{n+1}} = \frac{a_n \hat{W} - \hat{S}_n}{s_{n+1} a_n}
\]
and because
\[
s_{n+1} \sim \sqrt{\frac{\sigma^2}{2p-1} n \frac{1}{a_n}}, \quad \text{as } n \to \infty
\]
the desired conclusion follows from Theorem 2.1 as
\[
\frac{a_n \hat{W} - \hat{S}_n}{\sqrt{\frac{\sigma^2}{2p-1} n}} \sim \frac{\hat{W} - M_n}{s_{n+1}} \implies \mathcal{N}(0,1), \quad \text{as } n \to \infty.
\]
Hence the proof of Theorem 1.1 is complete when $\|X\|_\infty < \infty$. \hfill \square
So far we have established in dimension $d = 1$ and under the additional assumption that the typical step $X \in L^2(\mathbb{P})$ is bounded the distributional convergence as $n \to \infty$

$$
\frac{\hat{S}_n - a_n \hat{W}}{\sqrt{n}} \Rightarrow \mathcal{N}(0, \sigma^2/(2p - 1)).
$$

(2.11)

One can wonder whether it is possible to replace $a_n$ with $np$ in (2.11), as the two expressions are asymptotically equivalent. However, this is not possible because

$$
\frac{np - a_n}{\sqrt{n}} = n^{p-1/2} \left(1 - \frac{a_n}{np}\right) \sim n^{p-1/2} \left(1 - \Gamma(p + 1)\right), \quad \text{as } n \to \infty
$$

and since $p \in (1/2, 1)$ the term $n^{p-1/2}$ explodes to infinity as $n \to \infty$.

### 2.3 A truncation argument

In this section we only assume that $X \in L^2(\mathbb{P})$ is centered. We shall now complete the proof of Theorem 1.1 for dimension $d = 1$ by a truncation argument, this idea is adapted from Section 4.3 of [7].

We require the following technical lemma concerning convergence on metric space:

**Lemma 2.2.** Let $(E, d)$ be a metric space and consider $(a_n^{(m)} : m, n \in \mathbb{N})$ a family of sequences, with $a_n^{(m)} \in E$ for all $n, m \in \mathbb{N}$. Suppose further that the following conditions are satisfied:

(i) For each fixed $m \in \mathbb{N}$, $a_n^{(m)} \to a_{\infty}^{(m)}$ as $n \to \infty$ for some element $a_{\infty}^{(m)} \in E$.

(ii) $a_{\infty}^{(m)} \to a_{\infty}^{(\infty)}$ as $m \to \infty$, for some $a_{\infty}^{(\infty)} \in E$.

Then, there exists a non-decreasing subsequence $(b_n)_{n \in \mathbb{N}}$ with $b_n \to \infty$ as $n \to \infty$, for which the following convergence holds:

$$
a_n^{(b_n)} \to a_{\infty}^{(\infty)} \quad \text{as } n \to \infty.
$$

**Proof.** Since the sequence $(a_{\infty}^{(m)})_m$ converges, we can find an increasing subsequence $m_1 \leq m_2 \leq \ldots$ satisfying

$$
d(a_{\infty}^{(m_k)}, a_{\infty}^{(m_{k+1})}) \leq 2^{-k} \quad \text{for each } k \in \mathbb{N}.
$$

Moreover, since for each fixed $m_k$ the corresponding sequence $(a_n^{(m_k)})_n$ converges, there exists a strictly increasing sequence $(n_k)_k$ satisfying that, for each $k \in \mathbb{N}$,

$$
d(a_i^{(m_k)}, a_{\infty}^{(m_k)}) \leq 2^{-k} \quad \text{for all } i \geq n_k.
$$
Now, we set
\[ b_n := \begin{cases} m_1, & \text{if } n < n_1, \\ m_k, & \text{if } n_k \leq n < n_{k+1}. \end{cases} \]
Observe that for each \( n \in \mathbb{N} \) there always exists an appropriate \( k^* \in \mathbb{N} \) such that \( n_{k^*} \leq n < n_{k^*+1} \). Plainly, \( (b_n)_{n \in \mathbb{N}} \) is non-decreasing and satisfies \( b_n \to \infty \) as \( n \to \infty \). Finally, we claim \( (a_n(b_n))_n \) converges to \( a_\infty \) as \( n \to \infty \). Indeed, it suffices to observe that for \( n_k \leq n < n_{k+1} \), by the triangle-inequality
\[
\begin{align*}
d(a_n(b_n), a_\infty) & \leq d(a_n(m_k), a_\infty) + d(a_\infty, a_\infty) \\
& \leq 2^{-k} + \sum_{i=k}^{\infty} 2^{-i}.
\end{align*}
\]
We conclude the proof by letting \( n \) tend to infinity.

We are now ready to demonstrate the reduction argument. In this direction we introduce for any \( b > 0 \)
\[ X(b) := X 1_{(|X| \leq b)} - \mathbb{E}(X 1_{(|X| \leq b)}), \]
hence \( X(b) \) is a bounded and centered random variable, we shall denote by \( \sigma(b) = \sqrt{\text{Var}(X(b))} \) its standard deviation. Similarly, we set
\[ \hat{X}_n(b) := \hat{X}_n 1_{(|\hat{X}_n| \leq b)} - \mathbb{E}(X 1_{(|X| \leq b)}), \]
and
\[ \hat{S}_n(b) = \hat{X}_1^{(b)} + \cdots + \hat{X}_n^{(b)}. \]
Clearly, \( \hat{S}_n(b) \) is a version of the step-reinforced random walk with typical step distributed as \( X(b) \). As the latter is bounded, an application of Theorem 1.1 as proven in the last section shows that we have for \( \hat{W}(b) = \lim_{n \to \infty} \hat{S}_n(b)/a_n \)
\[
\frac{\hat{S}_n(b) - a_n \hat{W}(b)}{\sqrt{n}} \xrightarrow{a} \frac{\sigma(b)}{\sqrt{2p-1}} N(0,1), \quad \text{as } n \to \infty.
\]
Since plainly \( \sigma(b) \) converges to \( \sigma \) as \( b \to \infty \) and since the convergence in distribution is metrisable, it follows readily by Lemma 2.2 that there exists an increasing sequence \( (b_n)_{n \geq 1} \) tending towards infinity such that
\[
\frac{\hat{S}_n(b_n) - a_n \hat{W}(b_n)}{\sqrt{n}} \xrightarrow{a} \frac{\sigma}{\sqrt{2p-1}} N(0,1), \quad \text{as } n \to \infty,
\]
Observe that \( \hat{W}(1) := \hat{W}(b_n) = \lim_{n \to \infty} \hat{S}_n(b_n)/a_n \) is independent of \( n \).
Next, we consider
\[ \tilde{S}_n^{(b_n)} := \tilde{S}_n - \hat{S}_n^{(b_n)} \]
and observe that
\[ \tilde{S}_n^{(b_n)} = \hat{X}_1^{(b_n)} + \cdots + \hat{X}_n^{(b_n)} \]
where
\[ \hat{X}_n^{(b_n)} = \hat{X}_n \mathbf{1}_{\{|\hat{X}_n| > b_n\}} - \mathbb{E}(\hat{X}_n \mathbf{1}_{\{|\hat{X}_n| > b_n\}}). \]

In turn, \( \tilde{S}_n^{(b_n)} \) is also a step-reinforced random walk, this time with typical step distributed as \( X - X^{(b_n)} \). Since \( X \) is centered in \( L_2(P) \), so is \( X - X^{(b_n)} \), and if we write \( \zeta_n^{(b_n)} = \sqrt{\text{Var}(X - X^{(b_n)})} \) for its standard deviation, then clearly \( \lim_{n \to \infty} \zeta_n^{(b_n)} = 0 \) since \( b_n \to \infty \) as \( n \to \infty \). Furthermore, if we set \( \tilde{W}_n^{(b_n)} = \lim_{n \to \infty} \tilde{S}_n^{(b_n)} / a_n \) and \( \tilde{W}^{(2)} = \tilde{W}^{(b_n)} \) then we have for \( \tilde{W} := \tilde{W}^{(1)} + \tilde{W}^{(2)} \), \( Y_n := n^{-1/2}(\tilde{S}_n^{(b_n)} - \tilde{W}^{(b_n)} a_n) \) and \( Z_n := n^{-1/2}(\tilde{S}_n^{(b_n)} - \tilde{W}^{(b_n)} a_n) \) the decomposition
\[ n^{-1/2}(\tilde{S}_n - a_n \tilde{W}) = Y_n + Z_n. \] (2.12)

For \( k \geq n \) we consider the martingale \( M_k' := \tilde{S}_k^{(b_k)} / a_k \). An application of Proposition 2.1 yields that \( M_k' \to \tilde{W} \) a.s. and in \( L^2(P) \) as \( k \to \infty \). Thanks to (2.5) we arrive at
\[
\mathbb{E}((Z^n)^2) = n^{-1} a_n^2 \mathbb{E} \left( \left| \frac{\tilde{S}_n^{(b_n)}}{a_n} - \tilde{W}^{(b_n)} \right|^2 \right) \\
= n^{-1} a_n^2 \sum_{k=n}^{\infty} \mathbb{E}((M_k' - M_{k-1}')^2) \sim \frac{(\zeta_n^{(b_n)})^2}{2p - 1} n \to \infty 0.
\]

This shows that \( Z^n \to 0 \) in \( L^2(P) \) as \( n \to \infty \) and hence also in distribution. This concludes the proof of Theorem 1.1 for dimension \( d = 1 \) by an appeal to (2.12).

2.4 Reduction to dimension one

Recall that so far we have explicitly worked in dimension \( d = 1 \). As we have already established Theorem 1.1 in the one-dimensional case, we show in this section how the general \( d \)-dimensional case for a \( d \geq 2 \) follows.

We consider
\[ \mathbf{S}_n = \mathbf{X}_1 + \cdots + \mathbf{X}_n, \quad n \in \mathbb{N}, \]
with typical step distributed as $X = (X^1, \ldots, X^d)^T \in L^2(\mathbb{P})$. We observe that for each $i \in \mathbb{N}$ we have

$$\hat{X}_i = (\hat{X}_i^1, \ldots, \hat{X}_i^d)^T$$

and thus

$$\hat{S}_n = (\hat{S}_n^1, \ldots, \hat{S}_n^d)^T$$

where each component $\hat{S}_n^1, \ldots, \hat{S}_n^d$ of $\hat{S}_n$ is itself a one-dimensional step-reinforced random walk.

Since the almost sure convergence of a $d$-dimensional random vector is characterized by the almost sure convergence of its components, we conclude that as $n \to \infty$,

$$\frac{\hat{S}_n}{n^{\beta}} \to L \text{ a.s.},$$

where $L = (L^1, \ldots, L^d) \in L^2(\mathbb{P})$ is a non-degenerate random vector in $\mathbb{R}^d$.

Next, let $a = (a^1, \ldots, a^d) \in \mathbb{R}^d$ be an arbitrary deterministic vector. Let $\langle \cdot, \cdot \rangle$ denote the standard scalar product in $\mathbb{R}^d$. By our discussion above, it is then immediate that $\langle a, \hat{S}_n \rangle$ is a one-dimensional step-reinforced random walk with typical step distributed as $\langle a, X \rangle \in L^2(\mathbb{P})$, observe that $E(\langle a, X \rangle) = 0 \in \mathbb{R}^d$. Since Theorem 1.1 has been established for dimension $d = 1$, we have as $n \to \infty$ the convergence in distribution

$$\frac{\langle a, \hat{S}_n \rangle - \langle a, a_n L \rangle}{\sqrt{n}} \Rightarrow N(0, \sigma_a^2/(2p - 1)), \quad (2.13)$$

where $\sigma_a^2 = E(\langle a, X \rangle^2)$. Next let us consider $N \sim N_d(0, \sigma^2/(2p - 1))$, by definition of the multivariate normal distribution that means $N = AZ$ where $Z = (Z^1, \ldots, Z^d)^T$ with $Z^1, \ldots, Z^d$ i.i.d. $N(0, 1)$-distributed random variables and $A$ is a $d \times d$ matrix such that $AA^T = \sigma^2/(2p - 1)$ is the covariance matrix. We then conclude from the convergence in distribution (2.13) that as $n \to \infty$

$$\frac{\langle a, \hat{S}_n \rangle - \langle a, a_n L \rangle}{\sqrt{n}} \Rightarrow \langle a, AZ \rangle = \langle a, N \rangle.$$ 

By the Cramér-Wold theorem, see for example Theorem 29.4 on page 383 in Billingsley [8], we conclude that

$$\frac{\hat{S}_n - a_n \hat{W}}{\sqrt{n}} \Rightarrow N_d(0, \sigma^2/(2p - 1)),$$

where we set $\hat{W} := L$. Thus the proof of Theorem 1.1 is now complete.
3 An application: Reinforced empirical processes

In this section we write $D$ for the space of RCLL processes $\omega : [0,1] \rightarrow \mathbb{R}$ endowed with the Skorokhod topology (see Chapter 3 in [8] or Chapter VI in [17]). The notation $\Rightarrow_D$ is then reserved to indicate convergence in distribution of a sequence of processes in $D$, we still use the notation $\Rightarrow$ to denote convergence in distribution as in Theorem 1.1.

Recall that if $U_1, U_2, \ldots$ is a sequence of i.i.d. uniform random variables on the unit interval $[0,1]$; then we have the sequence of (uniform) empirical processes given by

$$G_n(x) := \frac{1}{\sqrt{n}} \sum_{i=1}^{n} (1_{U_i \leq x} - x), \quad x \in [0,1]. \quad (3.1)$$

In 1952 Donsker [12] established that as $n$ tends to infinity, there is the convergence in the sense of Skorokhod

$$(G_n(x))_{x \in [0,1]} \Rightarrow_D (G(x))_{x \in [0,1]}$$

where $G$ denotes a Brownian bridge.

We consider $\hat{U}_1, \hat{U}_2, \ldots$ to be the reinforced random variables associated to the sequence of i.i.d. uniform random variables $U_1, U_2, \ldots$ on the interval $[0,1]$. We are chiefly interested in the empirical processes $\hat{G}_n$ associated to the reinforced sequence $(\hat{U}_n)_{n \geq 1}$, i.e.

$$\hat{G}_n(x) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left(1_{\hat{U}_i \leq x} - x\right), \quad x \in [0,1]. \quad (3.2)$$

According to Theorem 2.1 in [18], the processes given by (3.1) and (3.2) fall into the framework of bridges with exchangeable increments, see Kallenberg [18] and [19] for more details. For our purpose we require the following bridge with exchangeable increments as given by Definition 2.3 in [6]; Let $p > 1/2$, we define $B^{(p)} = (B^{(p)}(x))_{x \in [0,1]}$ by

$$B^{(p)}(x) = \sum_{j=1}^{\infty} X^{(p)}_j (1_{U_j \leq x} - x), \quad x \in [0,1], \quad (3.3)$$

where $(U_j)_{j \geq 1}$ is a sequence of i.i.d. uniform random variables on $[0,1]$, independent of $X^{(p)} = (X^{(p)}_j)_{j \geq 1}$. The sequence $X^{(p)}$ arises as limits of $N_j(n) = \# \{k \leq n : \hat{U}_k = U_j \}$, i.e. the occurrences of the variable $U_j$ up to the $n$-th step, see Lemma 2.2 in [6] for details.

In a recent article, Bertoin [6] studied how linear reinforcement affects empirical processes as displayed in (3.2). Theorem 1.2 in [6] gives functional
limit theorems for all regimes \( p \in (0, 1) \). Notably, for the superdiffusive regime \( p > 1/2 \), we have

\[
\lim_{n \to \infty} n^{-p+1/2} \hat{G}_n = B^{(p)} \quad \text{in probability in } \mathbb{D}.
\] (3.4)

The convergence displayed in (3.4) makes it plausible to investigate second order weak limit theorems. As an application of Theorem 1.1 we establish the following refinement of (3.4):

**Corollary 3.1.** Let \( p \in (1/2, 1) \). Then we have the convergence in the sense of Skorokhod in \( \mathbb{D} \) as \( n \to \infty \)

\[
\left( \hat{G}_n(x) - a_n n^{-1/2} B^{(p)}(x) \right)_{x \in [0, 1]} \Rightarrow \mathbb{D} \frac{1}{\sqrt{2p-1}} (G(x))_{x \in [0, 1]}
\]

where \( G = (G(x))_{x \in [0, 1]} \) is a Brownian bridge and \( (B^{(p)}(x))_{x \in [0, 1]} \) is the bridge with exchangeable increments given by (3.3).

**Proof.** We observe, with an appeal to Theorem 2.1 in [18], that for \( x \in [0, 1] \) the process

\[
\hat{G}_n(x) - a_n n^{-1/2} B^{(p)}(x)
\] (3.5)

is again a bridge with exchangeable increments. For the framework of bridges with exchangeable increments, Theorem 2.3 and conditions (C) and (D) in [18] shows that in order to establish the convergence in the sense of Skorokhod in \( \mathbb{D} \) as dictated by Corollary 3.1, it suffices to show the convergence of the finite-dimensional distributions of (3.5) and characterise the limiting random vector.

For \( k \in \mathbb{N} \) let \( x_1, \ldots, x_k \in [0, 1] \) such that \( x_1 \leq \cdots \leq x_k \) and let \( U_1, U_2, \ldots \) be a sequence of i.i.d. copies of a uniform random variable on \([0, 1]\) denoted by \( U \). We consider for \( i = 1, \ldots, n \) the \( k \)-dimensional steps given by

\[
X_i := (1_{U \leq x_1} - x_1, \ldots, 1_{U \leq x_k} - x_k).
\]

Plainly \( X_1, X_2, \ldots \) is a sequence of i.i.d. copies of the \( \mathbb{R}^k \)-valued random vector

\[
X = (1_{U \leq x_1} - x_1, \ldots, 1_{U \leq x_k} - x_k).
\]

We observe that \( X \in L^2(\mathbb{P}) \) with \( \mathbb{E}(X) = 0 \) and we shall denote by \( \sigma^2 = \mathbb{E}(XX^T) \) the covariance matrix of \( X \). Since we assume that \( x_1 \leq \cdots \leq x_k \) one easily verifies that the entries of the covariance matrix \( \sigma^2 \) are given by

\[
\sigma^2_{i,j} = \begin{cases} x_i(1-x_j) & \text{if } 1 \leq i \leq j \leq k, \\ x_j(1-x_i) & \text{if } 1 \leq j < i \leq k. \end{cases}
\] (3.6)
We consider the reinforced sequence $\hat{U}_1, \hat{U}_2, \ldots$ and associated steps
\[
\hat{X}_i := \left( \mathbf{1}_{\hat{U}_i \leq x_1} - x_1, \ldots, \mathbf{1}_{\hat{U}_i \leq x_k} - x_k \right)
\]
and we set
\[
\hat{S}_n = \hat{X}_1 + \cdots + \hat{X}_n.
\]
The process $(\hat{S}_n)_{n \in \mathbb{N}}$ is then a $k$-dimensional step-reinforced random walk. Since $p > 1/2$, we have thanks to Theorem 1.2 iii) in [6] the convergence in probability of the finite-dimensional distributions as $n$ tends to infinity
\[
n^{1/2-p} \left( \hat{G}_n(x_1), \ldots, \hat{G}_n(x_k) \right) = n^{1/2-p} \frac{1}{\sqrt{n}} \hat{S}_n = \frac{\hat{S}_n}{n^p} \rightarrow \left( B^{(p)}(x_1), \ldots, B^{(p)}(x_k) \right).
\]
Moreover, by Theorem 1.1 we obtain the convergence in distribution as $n$ tends to infinity
\[
\frac{\hat{S}_n - a_n \left( B^{(p)}(x_1), \ldots, B^{(p)}(x_k) \right)}{\sqrt{n}} \Longrightarrow \frac{1}{\sqrt{2p-1}} \mathcal{N}_d(0, \sigma^2),
\]
where we identified $\hat{W} = \left( B^{(p)}(x_1), \ldots, B^{(p)}(x_k) \right)$, or equivalently
\[
\left( \hat{G}_n(x_1) - a_n n^{-1/2} B^{(p)}(x_1), \ldots, \hat{G}_n(x_k) - a_n n^{-1/2} B^{(p)}(x_k) \right) \Rightarrow \frac{1}{\sqrt{2p-1}} \mathcal{N}_d(0, \sigma^2).
\]
Thus we have established the convergence of the finite-dimensional distributions to a Gaussian process and further identified its covariance structure via (3.6). Since the covariance structure agrees with the one of a Brownian bridge this concludes the proof.

\[\square\]
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