Catastrophic failure of quantum annealing owing to non-stoquastic Hamiltonian and its avoidance by decoherence
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Quantum annealing (QA) is a promising method for solving combinatorial optimization problems whose solutions are embedded into a ground state of the Ising Hamiltonian. This method employs two types of Hamiltonians: a driver Hamiltonian and a problem Hamiltonian. After a sufficiently slow change from the driver Hamiltonian to the problem Hamiltonian, we can obtain the target ground state that corresponds to the solution. The inclusion of non-stoquastic terms in the driver Hamiltonian is believed to enhance the efficiency of the QA. Meanwhile, decoherence is regarded as one of the main obstacles for QA. Here, we present examples showing that non-stoquastic Hamiltonians can lead to catastrophic failure of QA, whereas a certain decoherence process can be used to avoid such failure. More specifically, when we include anti-ferromagnetic interactions (i.e., typical non-stoquastic terms) in the Hamiltonian, we are unable to prepare the target ground state even with an infinitely long annealing time for some specific cases. In our example, owing to a symmetry, the Hamiltonian is block-diagonalized, and a crossing occurs during the QA, which leads to a complete failure of the ground-state search. Moreover, we show that, when we add a certain type of decoherence, we can obtain the ground state after QA for these cases. This is because, even when symmetry exists in isolated quantum systems, the environment breaks the symmetry. Our counterintuitive results provide a deep insight into the fundamental mechanism of QA.
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I. INTRODUCTION

Recently, quantum annealing (QA) has attracted considerable attention owing to its potential applications for solving practical problems. QA is expected to not only solve combinatorial optimization problems but also simulate quantum many-body systems. In QA, after we prepare a ground state of a driver Hamiltonian, we gradually change the Hamiltonian from the driver Hamiltonian to the problem Hamiltonian. Furthermore, an adiabatic theorem guarantees that we can obtain a ground state of the problem Hamiltonian with QA as long as the dynamics is adiabatic.

There are two types of applications of QA. One application is to find a ground state of the Ising Hamiltonian. A combinational optimization problem can be mapped into a ground state search of the Ising Hamiltonian. Moreover, some types of clustering and machine learning can be conducted using this type of QA. Efficient clustering using QA has been reported. In addition, machine learning using QA has been proposed. Furthermore, QA has been applied to topological data analysis. The other application is to find a ground state of the problem Hamiltonian including non-zero off-diagonal terms. To understand the condensed matter physics, it is crucial to investigate a correlation function of the ground state, and QA is useful for such a study. In addition, applications of QA to quantum chemistry have been reported.

Several devices have been developed for performing QA. D-Wave Systems Inc. developed a device for performing QA using thousands of superconducting flux qubits. Many demonstrations using this device for QA have been reported. A Kerr-nonlinear parametric oscillator (KPO) is another device for performing QA. Some methods use capacitively shunted flux qubits with a long coherence time for QA.

Decoherence is one of the main obstacles for QA. Owing to unwanted coupling with the environment, decoherence should be considered during QA. In particular, thermal excitation can lead to a decrease in the success
Non-adiabatic transitions also pose problems for QA. For example, when the first-order quantum phase transition occurs, the energy gap becomes exponentially smaller as the system size increases, and it becomes difficult to satisfy the adiabacity condition in QA. A promising approach for avoiding the first-order quantum phase transition is to add a non-stoquastic Hamiltonian to the driver Hamiltonian. By adding anti-ferromagnetic interactions (which are non-stoquastic) to the Hamiltonian, we can avoid the first-order phase transition for some specific problem Hamiltonians \[36–38\].

In this paper, we challenge the common wisdom that non-stoquastic Hamiltonians improve the performance of QA whereas decoherence degrades the performance of QA. More specifically, we present counter-intuitive examples showing that non-stoquastic Hamiltonians can cause catastrophic failure of QA in the sense that we cannot obtain a ground state even for an infinitely long annealing time, and a certain type of decoherence can be used to recover the performance of QA in such cases. In our examples, we consider either an Ising Hamiltonian or an XXZ model for the problem Hamiltonian and transverse fields with anti-ferromagnetic interactions for the driver Hamiltonian. The driver Hamiltonian and problem Hamiltonian have a common symmetry in that both of these Hamiltonians commute with a certain observable. In this case, the Hamiltonian can be block diagonalized (Fig 1). If the coupling strength of the anti-ferromagnetic interactions is smaller than a certain threshold, the ground state of the driver Hamiltonian and that of the problem Hamiltonian belong to the same sector, and successful QA can be achieved if the annealing time is sufficiently long. However, if the coupling strength of the anti-ferromagnetic interactions is larger than the threshold, the ground state of the driver Hamiltonian and that of the problem Hamiltonian belong to different sectors. In this case, the ground-state search with QA completely fails in the sense that the fidelity with the ground state becomes 0, because the transitions between different sectors are prohibited owing to the block-diagonal structure of the Hamiltonian. Even for such cases, we show that, if we add a certain type of decoherence to break the symmetry, we can obtain the ground state with QA. In addition, we confirm that, when the environmental temperature is sufficiently low, the success probability becomes nearly unity with decoherence. Thus, our results challenge the common wisdom about non-stoquastic Hamiltonians and decoherence, thereby providing a deeper understanding of QA.

The remainder of this paper is organized as follows. Section II reviews QA as well as the relation between symmetry and QA. Section III discusses the main results. Finally, Section IV summarizes our findings.

\[ H(t) \equiv \left(1 - \frac{t}{T}\right)H_D + \frac{t}{T}H_P \]
where $H_D$ denotes the drive Hamiltonian, $H_P$ denotes the problem Hamiltonian, $t$ denotes the time, and $T$ denotes the annealing time. In QA, we prepare a ground state of the drive Hamiltonian at $t = 0$, and we gradually change the Hamiltonian from the driver Hamiltonian to the problem Hamiltonian. As long as the dynamics is adiabatic, the ground state of the problem Hamiltonian is prepared at $t = T$.

There is a known condition for satisfying the adiabaticity condition during QA. The adiabatic condition is given by

$$\frac{|j(t)| \partial_t H(t) |0(t)\rangle}{\Delta_j(t)^2} \ll 1 \quad (2)$$

where $\Delta_j(t)$ denote the energy gap between the ground state and the $j$-th excited state at the time $t$, $|j(t)\rangle$ is the $j$-th excited state, and $|0(t)\rangle$ is the ground state \[39−41\]. It is possible to evaluate this adiabatic condition in an experiment \[42−45\].

Thus, when the minimum energy gap becomes exponentially smaller as the number of qubits increases, which corresponds to the first-order quantum phase transition, the annealing time should be exponentially large in the number of qubits. If the dynamics is not adiabatic during QA, some population of the ground state is transferred to that of the excited states. This is referred to as a non-adiabatic transition.

Several attempts have been made to avoid the first-order phase transition during QA. A promising approach is to include non-stoquastic terms in the driver Hamiltonian. A Hamiltonian is said to be stoquastic if all the off-diagonal matrix elements are real and non-positive in a given basis. It is known that, when one uses a transverse-field driver Hamiltonian (that is stoquastic) to obtain a ground state of the p-spin model, the first-order phase transition occurs during QA \[46\]. In this case, it has been shown that, for the driver Hamiltonian, if we add antiferromagnetic interactions that are non-stoquastic, then we can avoid the first-order quantum phase transition \[36\]. A similar conclusion has been drawn for the case of the Hopfield model as the problem Hamiltonian \[37\]. Moreover, an inhomogeneous driver Hamiltonian helps avoid the first-order phase transition for QA to obtain a ground state of the p-spin model \[17\] \[48\]. Even when we perform bifurcation-based quantum annealing with spin-1 particles \[19\], the non-stoquastic Hamiltonian is useful to obtain a ground state of the p-spin model by avoiding the first-order phase transition \[58\].

For actual devices, we must consider the effect of decoherence from the environment. Studies have investigated the existence of competition between non-adiabatic transitions and decoherence \[59−62\]. In addition, some cases of improved QA accuracy have been reported under strong decoherence \[52\]. There are other methods to suppress decoherence using variational techniques \[53−55\].

### B. Review of the relation between a symmetry and QA

We review how the symmetry of a system can impair the performance of QA. Suppose that there exists an observable $K$ that commutes with the annealing Hamiltonian at any time, i.e.,

$$[K, H(t)] = 0 \quad (0 \leq t \leq T). \quad (3)$$

In this case, the annealing Hamiltonian can be block diagonalized into sectors by applying a suitable unitary operator. The operator $K$ is referred to as a conservation quantity. Thus, transitions between different sectors are prohibited during the QA \[56\]. When the sector of the ground state of the drive Hamiltonian is different from that of the ground state of the problem Hamiltonian, i.e.

$$\langle gs(t = 0)| K |gs(t = 0)\rangle \neq \langle gs(t = T)| K |gs(t = T)\rangle \quad (4)$$

where $|gs(t)\rangle$ denotes the ground state of the annealing Hamiltonian at $t$, QA fails \[53−57\]. Concretely, the fidelity between the exact ground state of the problem Hamiltonian and the state obtained by QA become zero even if an infinitely long annealing time is considered.

### III. MAIN RESULT

In this section, we present two main results. First, we analyze QA with a non-stoquastic Hamiltonian, and we present an example showing that, owing to the inclusion of non-stoquastic terms, QA can fail to find a ground state even after an infinitely long annealing time. Second, we investigate the effect of decoherence during QA for such a case, and we show that a certain decoherence process recovers the ability to find the ground state.

#### A. Failure of QA owing to a non-stoquastic Hamiltonian

In general, a stoquastic Hamiltonian is defined as an operator having only non-positive (or only non-negative) off-diagonal elements in the computational basis \[58\]. By contrast, a non-stoquastic Hamiltonian has both positive and negative off-diagonal elements in the computational basis. A typical example of a non-stoquastic Hamiltonian is the XX anti-ferromagnetic interaction, which can improve the accuracy of QA for specific cases \[59−61\]. This anti-ferromagnetic interaction Hamiltonian is defined as

$$H_{XX} = N \left( \frac{1}{N} \sum_i \hat{\sigma}_i^z \right) \quad (5)$$

where $N$ denote the number of qubits, and $\hat{\sigma}_i^z,(x = x, y, z)$ denote the the Pauli matrices defined on the $i$-th
site. In this study, we focus on the XX anti-ferromagnetic interaction as the non-stoquastic Hamiltonian.

Here, we define the annealing Hamiltonian with the non-stoquastic Hamiltonian as

\[ H^{(NS)}(t, \alpha) \equiv \left(1 - \frac{t}{T}\right)(H_D + \alpha H_{XX}) + \frac{t}{T}H_P. \] (6)

In this paper, we consider the case where \( H^{(NS)}(t, \alpha) \) has a conserved observable \( K \) for any time \( t \) and any parameters \( \alpha \). In other words,

\[ \exists K \ s.t. \left[ K, H^{(NS)}(t, \alpha) \right] = 0 \quad (0 \leq t \leq T, \forall \alpha). \] (7)

Therefore, the ground state of the Hamiltonian is also an eigenstate of \( K \). We present an example showing that, owing to the inclusion of non-stoquastic terms, QA can fail to find a ground state. Thus, there exists a case such that the sector of the ground states satisfies

\[ \langle gs(t = 0, \alpha = 0) | K | gs(t = 0, \alpha = 0) \rangle \]

\[ = \langle gs(t = T) | K | gs(t = T) \rangle \] (8)

and

\[ \exists \alpha_0 \ s.t. \langle gs(t = 0, \alpha = \alpha_0) | K | gs(t = 0, \alpha = \alpha_0) \rangle \]

\[ \neq \langle gs(t = T) | K | gs(t = T) \rangle \] (9)

where \( | gs(t, \alpha) \rangle \) denotes the ground state of the annealing Hamiltonian with the non-stoquastic term \( H^{(NS)}(t, \alpha) \).

In these examples, the problem Hamiltonian is either a fully connected Ising model or an XXZ spin chain. Further details are discussed in Sections III D and III E.

### B. Avoidance of failure caused by symmetry using decoherence

In this subsection, we show that, by adding a certain decoherence process, we can avoid the problem of QA failure due to symmetry. In previous calculations, we assumed that quantum systems are closed to any environment. Even if a conserved quantity exists in an isolated quantum system, a perturbation from the environment can break such symmetry. Indeed, decoherence can not only break the symmetry but also induce unwanted transitions to excited states. To avoid the thermal excitation, the environmental temperature should be sufficiently low. In previous studies, the Gorini–Kossakowski–Sudarshan–Lindblad (GKSL) master equations [59, 60] were occasionally employed to consider decoherence, where the Lindblad operators were selected as \( \sigma \pm \) phenomenologically. However, in this case, there is no information about the system Hamiltonian in the Lindblad operator. Therefore, the Lindblad operator induces a transition to the excited states of the system, even at a low temperature in our case (see Appendix [8]). The problem arises from the fact that the Lindblad operator \( \sigma \pm \) is derived when there is no interaction between qubits. This means that, if there are non-negligible interactions between qubits, we cannot employ \( \sigma \pm \) as the Lindblad operator for the GKSL master equation to describe the energy relaxation. Therefore, to consider more realistic situations, we employ the quantum adiabatic Markovian master equations [61–65], where the noise operator is derived from the first-principles calculation by using a microscopic model. We explain the master equation in detail in the next subsection.

### C. Quantum adiabatic Markovian master equations without the rotating wave approximation

Here, we introduce the quantum adiabatic Markovian master equations [61–65] that we employ in this paper. Suppose that the total Hamiltonian for the system and the environment is given by

\[ H = H_{sys} + H_{bath} + H_{Int} \] (10)

where \( H_{sys} \), \( H_{bath} \), and, \( H_{Int} \) are the system, bath, and interaction Hamiltonian, respectively. Here, the interaction Hamiltonian can be expressed as \( H_{Int} = \sum_{k=1}^{M} A_k \otimes B_k \) where \( A_k \) denotes the noise operator acting on the system and \( B_k \) denotes the operator acting on the environment. The dynamics of the total Hamiltonian is described by the von Neumann equation:

\[ \frac{d}{dt} \rho(t) = -i[H, \rho]. \] (11)

By assuming the Born-Markov approximation and small non-adiabatic transitions, the quantum adiabatic Markovian master equations are given by [63]

\[ \frac{d}{dt} \rho(t) = \sum_{k,l} e^{i(\omega - \omega')} \Gamma_{kl}(\omega') \]

\[ \times \left\{ A_l(\omega')\rho(t)A_k^\dagger(\omega) - A_k^\dagger(\omega)A_l(\omega')\rho(t) \right\} + h.c. \] (12)

where \( \rho(t) \) denotes the density matrix, \( A_k(\omega) = \sum_{\epsilon = \epsilon_k} \langle \psi_\epsilon | A_k | \psi_{\epsilon'} \rangle \langle \psi_{\epsilon'} | \), \( \epsilon \) denotes the eigenvalue of the Hamiltonian \( H(t), | \psi_\epsilon \rangle \) denotes the eigenvector of the Hamiltonian \( H(t) \), \( \omega \) denotes the energy difference, and \( \Gamma_{kl} \) denotes the power spectrum density. Throughout this paper, we set \( M = 1 \); hence, we denote \( A_k \) simply as \( A \). We select the noise operator as \( A = \sum_{j=1}^{N} \sigma_j^{(y)} \), and select an Ohmic spectral density given by

\[ \Gamma(\omega) = \begin{cases} \eta \omega \left( \frac{1}{e^{\omega/T_{env}} - 1} + 1 \right) & (\omega > 0) \\ \eta T (\omega = 0) \\ \eta (-\omega) \left( \frac{1}{e^{-\omega/T_{env}} - 1} + 1 \right) & (\omega < 0) \end{cases} \] (13)

where \( \eta \) denote the strength of decoherence and \( T_{env} \) denote the temperature of the environment. When we conduct numerical simulations, we introduce the cut-off parameters \( \omega_c \) and \( \epsilon \). The resulting power spectrum density
is given by
\[
\Gamma(\omega)^{(\omega)} = \begin{cases}
\eta \omega e^{-\frac{\omega}{\epsilon}} \left( e^{\omega/|\omega|} - 1 \right) & (\omega > 0) \\
\eta T_{\text{env}} & (\omega = 0) \\
\eta (-\omega) e^{-\frac{\omega}{\epsilon}} \left( e^{-\omega/|\omega|} - 1 \right) & (\omega < 0)
\end{cases}
\] (14)

In this paper, we use this power spectrum density and we set \( \omega_c = 20, \epsilon = 10^{-7} \), and \( \eta = 0.1 \).

### D. Example 1: Ising problem Hamiltonian

![Energy spectrum of the Ising model](image)

**FIG. 2.** For the Ising model as the problem Hamiltonian, we plot the energy spectrum of the annealing Hamiltonian against time \( t \). Here, the driver Hamiltonian is the transverse field and the problem Hamiltonian is the fully connected Ising model. There is no level crossing in this energy diagram.

As the first example, we consider the case in which the problem Hamiltonian is the fully connected Ising model. When the driver Hamiltonian is the transverse field without the non-stoquastic term, the Hamiltonians are given by
\[
H_D = \sum_{i=1}^{N} \sigma_i^z
\]
(15)

\[
H_p = N \left( \frac{1}{N} \sum_{i=1}^{N} \sigma_i^z \right)^2
\]
(16)

where \( N \) is the number of qubits. In this case, the annealing Hamiltonian \( H(t) = (1 - t/T)H_D + (t/T)H_P \) has a conserved quantity \( K = e^{i \frac{\pi}{2} \sum_{i=1}^{N} \sigma_i^z} \). In other words, the operator \( K \) satisfies the following condition:
\[
[H(t), K] = 0.
\]
(17)

for all \( t \). Here, the sector of the ground state of \( H_D \) is the same as that of \( H_P \). This is analytically demonstrated in Appendix A.

![Energy spectrum during QA](image)

**FIG. 3.** With the Ising model as the problem Hamiltonian, where we employ the driver Hamiltonian with the non-stoquastic term, we solve the time-dependent Schrodinger equation and plot the expectation values of the Hamiltonian during QA against \( t/T \) by using a continuous line. The dotted line represents the energy spectrum during QA. This plot shows the existence of the level crossing. Here, we set \( \alpha = 100 \) and \( T = 1000 \).

For \( N = 2 \), we plot an energy diagram of the annealing Hamiltonian with Eqs (15) and (16) as shown in Fig. 2. Throughout this paper, as the state is confined in the maximum angular momentum, we conduct numerical simulations using the Dicke basis \([66]\). As expected, the crossing does not occur in the energy diagram; hence, we can find the ground state with QA as long as the dynamics is adiabatic.

Meanwhile, let us consider the annealing Hamiltonian with a non-stoquastic term \( H^{(N_S)}(t, \alpha) = (1 - t/T)(H_D + \alpha H_{XX}) + (t/T)H_P \). The quantity \( K \) is conserved for this Hamiltonian, and we have \([H^{(N_S)}(t, \alpha), K] = 0 \). Moreover, in this case, the sector of the ground state of the
driver Hamiltonian is different from that of the problem Hamiltonian (see Appendix A). This means that the ground-state search with QA fails even if we consider an infinitely long annealing time.

For \( N = 2 \), we plot the energy diagram of the annealing Hamiltonian with the non-stoquastic term, as shown in Fig. 6. This result shows that there is a level crossing during QA. Furthermore, we solve the time-dependent Schrödinger equation and plot the expectation value of the Hamiltonian during QA, as shown in Fig. 5. Again, we confirm that the crossing occurs during QA.

Next, we propose a method to avoid failure of QA using decoherence. We consider a noise model to break the symmetry of the Hamiltonian. More specifically, we select a noise operator to satisfy \([A, K] \neq 0\). In this case, we expect that, owing to noise-induced symmetry breaking, there should be a transition from the ground state of the driver Hamiltonian to that of the problem Hamiltonian.

We conduct the numerical calculation using the quantum adiabatic Markovian master equations \( (12) \). We plot the energy spectrum and the energy expectation value \( \langle H \rangle = \text{Tr}[H(t)\rho(t)] \), as shown in Fig. 1. This figure shows that the ground state is obtained by QA with high probability when the temperature is sufficiently low. We can interpret this result as follows. Owing to the symmetry of the Hamiltonian, the system will be prepared in the excited state if the decoherence is negligible. However, owing to the existence of the decoherence, an energy relaxation from the excited state to the ground state occurs, and the system is prepared in a ground state as long as the temperature is sufficiently low. Furthermore, we conduct numerical simulations in the case of many qubits (see Appendix C), and we draw the same conclusion.

E. Example 2: XXZ problem Hamiltonian

As the second example, we consider the case in which the problem Hamiltonian is a fully connected XXZ spin chain. The problem Hamiltonian is given by

\[
H_p^{XXZ} = N \left( \frac{1}{N} \sum_{i=1}^{N} \hat{\sigma}^x_i \right)^2 + N \left( \frac{1}{N} \sum_{i=1}^{N} \hat{\sigma}^y_i \right)^2 + \Delta N \left( \frac{1}{N} \sum_{i=1}^{N} \hat{\sigma}^z_i \right)^2 \tag{18}
\]

where \( N \) is the number of qubits. We select the transverse field as the driver Hamiltonian described in Eq. (15). In this case, again, the operator \( K = e^{i\pi \sum_{i=1}^{N} \hat{\sigma}^z_i} \) is the conserved quantity of the annealing Hamiltonian. Throughout this paper, we set \( \Delta = 1.5 \) and \( N = 2 \).

We plot an energy diagram of the annealing Hamiltonian with Eqs. (18) and (15), as shown in Fig. 5. There is no level crossing in the energy diagram.

Let us consider the annealing Hamiltonian with a non-stoquastic term \( H^{(NS)}(t, \alpha) = (1-t/T)(H_D + \alpha H_{XX}) + (t/T)H_p^{XXZ} \). We plot the energy diagram when the problem Hamiltonian is the XXZ model, as shown in Fig. 6. There is a level crossing; hence, the ground-state search with QA does not succeed even when we consider an infinitely long annealing time. We discuss this point using an analytical method (see Appendix A).

Similarly, we consider a noise operator to break the symmetry of the Hamiltonian. We conduct the numerical calculation using the quantum adiabatic Markovian master equations. As shown in Fig. 7, we plot the energy spectrum and the energy expectation value \( \langle H \rangle = \text{Tr}[H(t)\rho(t)] \) during QA. In contrast to the case with unitary dynamics without noise, we succeed in obtaining the ground state via QA with noise, especially when the environmental temperature is low. The population of the excited state increases with the temperature.
owing to the thermal excitation.

IV. CONCLUSION

In this paper, we presented examples showing that, when a non-stoquastic Hamiltonian is used, catastrophic failure of QA occurs in the sense that we cannot obtain a ground state even with an infinitely long annealing time. Moreover, we find that we can avoid such failure by using a certain type of decoherence. The key aspect of this finding is the symmetry of the Hamiltonian. As there exists an observable to commute with the driver Hamiltonian and problem Hamiltonian, we can block-diagonalize the annealing Hamiltonian. When we add the anti-ferromagnetic interaction term (i.e., a typical non-stoquastic term) to the transverse-field driver Hamiltonian, the sector of the ground state of the problem Hamiltonian becomes different from that of the driver Hamiltonian. In this case, there is no transition from the ground state of the driver Hamiltonian to that of the problem Hamiltonian; hence, the ground-state search with QA does not succeed despite a long annealing time. However, by adding decoherence to break the symmetry, the transition between the ground state of the driver Hamiltonian and that of the problem Hamiltonian becomes possible, and we can find the ground state using QA. In summary, we challenged the common wisdom that a non-stoquastic Hamiltonian improves the performance of QA whereas decoherence degrades the performance. Therefore, our results provide a deeper understanding of QA.
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Appendix A: Analytical derivation of symmetry

In this section, we analytically investigate the symmetry of the annealing Hamiltonian. As the state is confined in the maximum angular momentum, we use the Dicke basis for our analysis.

1. Fully connected Ising model

We consider the fully connected Ising model. In this case, the drive Hamiltonian and the problem Hamiltonian are given by

\[ H_D = B_x \hat{S}_x + \chi \hat{S}_z^2 \]  \hspace{1cm} (A1)
\[ H_P = D_0 \hat{S}_z^2. \]  \hspace{1cm} (A2)

We assume that \(|B_x| \ll \chi\). The ground state of \(H_P\) is \(|S_x = 0\). Here, a parity operator is denoted by \(\hat{P} = e^{i \pi \hat{S}_x}\). We can derive the following properties: \(\hat{P} \hat{S}_x \hat{P} = \hat{S}_x\), \(\hat{P} \hat{S}_y \hat{P} = -\hat{S}_y\), and \(\hat{P} \hat{S}_z \hat{P} = -\hat{S}_z\). When we set \(\chi = 0\), the ground state of the driver Hamiltonian \(H_D\) is \(|S_z = -j\). Meanwhile, if \(\chi > B_x\), the ground state of the driver Hamiltonian \(H_D\) is \(|S_x = 0\).

We can calculate the parity of these states as follows. The parity of the ground state of the driver Hamiltonian with or without the non-stoquastic term is given by

\[ \hat{P} |S_x = -j\rangle = (-1)^j |S_x = -j\rangle \] \hspace{1cm} (A3)
\[ \hat{P} |S_x = 0\rangle = |S_x = 0\rangle \] \hspace{1cm} (A4)

where \(j\) is an integer. Meanwhile, the parity of the ground state for the problem Hamiltonian is obtained as follows:

\[ \hat{P} |S_z = 0\rangle = (-1)^j |S_z = 0\rangle \] \hspace{1cm} (A5)

Here, we use \(\hat{P} = e^{i \pi \hat{S}_z} = e^{i \frac{\pi}{2} \hat{S}_x} e^{i \frac{\pi}{2} \hat{S}_y} \ldots e^{i \frac{\pi}{2} \hat{S}_y} \ldots e^{i \frac{\pi}{2} \hat{S}_x}\) and \(e^{i \frac{\pi}{2} \hat{S}_z} |\downarrow\rangle = -i |\uparrow\rangle\) where \(|\uparrow\rangle\) and \(|\downarrow\rangle\) are eigenstates of \(\hat{S}_z\).

Therefore, we show that if \(j\) is odd and \(\chi\) is sufficiently large, the sector of the ground state of the driver Hamiltonian is different from that of the problem Hamiltonian.
2. Fully connected XXZ model

Here, we analyze the symmetry of the fully connected XXZ model. The Hamiltonian of the fully connected XXZ model is given by

\[ H_P = S_x^2 + S_y^2 + \Delta S_z^2 \] (A6)

where \( \Delta \) denotes the anisotropic parameter. If the anisotropic parameter \( \Delta \) is sufficiently large, the ground state of this Hamiltonian is \( |S_z = 0\rangle \), which is the same as that explained in the Appendix A. Since the driver Hamiltonian is the same as that of the Appendix A, the parity of the ground state is also the same as that of the Appendix A. Therefore, we show that the sector of the ground state of the driver Hamiltonian is different from that of the problem Hamiltonian for large \( \chi \) and \( \Delta \) when \( j \) is odd.

Appendix B: Numerical simulation using the GKSL master equation

In this subsection, we consider numerical simulation using the GKSL master equation instead of the quantum adiabatic Markovian master equations without the rotating wave approximation. In the main text, we described calculations conducted using the quantum adiabatic Markovian master equations at low temperatures, and we showed that we can successfully prepare the ground state with noise. This is because the noise operator contains information of the system Hamiltonian, which actually induces a transition from the excited state to the ground state of the system. Meanwhile, in the GKSL master equation, which is used frequently, the noise operator (or Lindblad operator), which does not contain information of the system Hamiltonian with interactions, is phenomenologically selected. Therefore, the ground state of the system cannot be prepared by noise as long as we employ the GKSL master equation. In this section, we quantitatively investigate this point by conducting numerical simulations.

Typically, the GKSL master equation in a finite-temperature bath is given by

\[
\frac{d}{dt} \rho(t) = -\frac{i}{\hbar} [\hat{L}, \rho(t)] + \frac{1}{\hbar} \left( \frac{\Delta}{2} \right) \{\hat{L}^\dagger \hat{L}, \rho(t)\} + \eta N \left( \hat{L}^\dagger \rho(t) \hat{L} - \frac{1}{2} \{\hat{L} \hat{L}^\dagger, \rho(t)\} \right) \tag{B1}
\]

where \( N = \frac{1}{\hbar^2 T} \), \( \hat{L} = \sum_{j=1}^{N} \hat{\sigma}_- \) and \( T \) is the temperature. It is worth mentioning that, although this type of GKSL master equation is widely used, this noise operator can be derived from a microscopic model when non-interacting qubits are considered. In the case of interacting qubits, we should consider a stricter model, such as quantum adiabatic Markovian master equations.

First, we consider the fully connected Ising model. Let us consider the annealing Hamiltonian with a non-stoquastic term \((1 - t/T)(H_D + \alpha H_{XX}) + (t/T)H_{Ising}^{(T)}\). Here, \( H_{Ising}^{(T)} \) is described in Eq.16, \( H_D \) is described in Eq.13 and \( H_{XX} \) is described in Eq.5. We set \( \alpha = 100, \eta = 0.1, \) and \( T_{env} = 0.1, 1.0, 10.0, 100.0, 1000.0 \). The dotted line represents the energy spectrum against each time \( t/T \). We confirm that we cannot prepare the ground state with QA under the effect of decoherence described by the GKSL master equation.

FIG. 8. With the fully connected Ising model as the problem Hamiltonian, we plot the energy expectation obtained by QA using the GKSL master equation against each time \( t/T \). We set \( \alpha = 100, \eta = 0.1, \) and \( T_{env} = 0.1, 1.0, 10.0, 100.0, 1000.0 \). The dotted line represents the energy spectrum against each time \( t/T \). We confirm that we cannot prepare the ground state with QA under the effect of decoherence described by the GKSL master equation.

FIG. 9. With the fully connected XXZ model as the problem Hamiltonian, we plot the energy expectation value, as shown in Fig. 8. This figure shows that the fidelity between the ground state and the state obtained by QA does not increase as
the temperature decreases. At high temperatures, the state obtained by QA is a maximally complete mixed state. By contrast, at low temperatures, the state obtained by QA is the all-down state. Therefore, we show that, by using the GKSL master equation to describe noise during QA, we cannot prepare the ground state. This highlights the importance of using an accurate noise model derived from a microscopic model such as quantum adiabatic Markovian master equations.

Next, we consider the fully connected XXZ model. Let us consider the annealing Hamiltonian with a non-stoquastic term \((1 - t/T)(H_D + \alpha H_{XX}) + (t/T)H_P^{XXZ}\), where \(H_P^{XXZ}\) is given by Eq. 18. We set \(\alpha = 100\), \(\eta = 0.1\), and \(T_{env} = 10.0, 1000.0\). Furthermore, we plot the energy expectation obtained by the numerical simulation of QA using the GKSL master equation (in Fig. 9). As with the fully connected Ising model, decoherence is not useful for preparing the ground state if we use the GKSL equation with phenomenologically selected Lindblad operators.

**Appendix C: Numerical simulations in the case of many qubits**

![Graph](image)

**FIG. 10.** With the fully connected Ising model as the problem Hamiltonian and \(S = 3\) (7 qubits), we plot the energy expectation obtained by QA using the GKSL master equation against each time \(t/T\). We set \(\alpha = 100\), \(T = 1000\), \(\eta = 0.1\), and \(T_{env} = 10.0, 1000.0\). In addition, we plot the no-decoherence case at \(\alpha = 100\), \(T = 1000\). The dotted line represents the energy spectrum against each time \(t/T\).

![Graph](image)

**FIG. 11.** With the fully connected XXZ model as the problem Hamiltonian and \(S = 3\) (7 qubits) at \(\Delta = 1.5\), we plot the energy expectation obtained by QA using the GKSL master equation against each time \(t/T\). We set \(\alpha = 100\), \(T = 1000\), \(\eta = 0.1\), and \(T_{env} = 10.0, 1000.0\). In addition, we plot the no-decoherence case at \(\alpha = 100\), \(T = 1000\). The dotted line represents the energy spectrum against each time \(t/T\).
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