Clustering of Data using Affinity Algorithm
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Abstract: - The term Big Data is used for denoting the collection of datasets that are extremely large and complex making it difficult to process using traditional data processing applications. The datasets clustering has become a challenging issue in the field of big data. The most widely used procedure to identify clusters is known as k-means. The k-means algorithm finds clusters with the least inertia for a given k. A drawback of this k-means is that if k is not known. This paper presented a new algorithm called affinity propagation which is based on the passing of the message between data points. The number of clusters to be determined or estimated before running the algorithm is not required in this proposed affinity algorithm.
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I. INTRODUCTION

Data mining is a step in the Knowledge Discovery in Databases (KDD) process consisting of the application of data analysis and discovery of algorithms that, under acceptable computational efficiency limitations, produce a particular enumeration of patterns over the data [1].

A cluster is a collection of the data object that is similar to one another are in the same cluster and dissimilar to the objects are in other clusters. Organizing this increasing data and learning another are in the same cluster and dissimilar to the objects are in other clusters. This centers obtained by this method are consistent with the distribution of data. This method will find a structure in the collection of unlabeled data.

k-means clustering is one of the most popular algorithms for cluster analysis in data mining [3]. K-means is an unsupervised iterative algorithm that is very simple and very fast, so in many practical applications, the K-means method is proved to be an effective way that produces good clustering results. But it is very suitable if k value is known in prior. The k-means algorithm finds clusters with the least inertia for a given k. A drawback of this k-means is that if k is not known. This paper presented a new algorithm called affinity propagation which is based on the passing of the message between data points. The number of clusters to be determined or estimated before running the algorithm is not required in this proposed affinity algorithm [4].

The rest of this paper is organized as follows: Section 2 provides background and related work, Section 3 presents the proposed algorithm for clustering, Section 4 presents results, Section 5 presents the conclusion.

II. BACKGROUND AND RELATED WORK

The k-means term was first coined used by James MacQueen in 1967. The standard k-means algorithm [5, 6] is an iterative refinement approach that minimizes the sum of squared distances between each point and its assigned cluster center.

K-Means algorithm is unsupervised which is used in data mining and pattern recognition. Aiming at minimizing cluster performance index, square-error and error criterion.

Algorithm:
K-Means clustering:
1. choose k centers randomly, where the value k is fixed in advance.
2. Repeat the step 1.
3. select each point to the nearest cluster center.
4. Euclidean distance is used to determine the distance between each data object and the cluster centers
5. Recompute the cluster centers of each cluster
6. Iterate this process repeatedly until the criterion function becomes the minimum.

In [8] approximate nearest neighbor search is used instead of the exact nearest neighbor search in the assignment step for each point. This approach was further improved in [9] in terms of convergence speed.

In the literature [10], it proposed a systematic method to find the initial cluster centers. This centers obtained by this method are consistent with the distribution of data. This method will produce more accurate clustering results than the standard k-means algorithm.

III. PROPOSED ALGORITHM

Let \( x_1, \ldots, x_n \) be a set of data points, with no assumptions and let \( s \) be a function that quantifies the similarity between any two points, such that \( s(x_i, x_j) > s(x_i, x_k) \). The diagonal of S represents the input preference, which means how particular input is to become an exemplar. When S is set to the same value for all the inputs it controls how many classes the algorithm produces. Fewer classes are produced if the value is close to the minimum possible similarity. Many classes are produced if the value is larger than the maximum possible similarity. It is
initially set to the median similarity of all pairs of inputs. To update two matrices the algorithm proceeds by alternating the message passing.

- The responsibility matrix \( R \). In this matrix, \( r(i,k) \) reflects point \( k \) to be an exemplar for point \( i \).
- The availability matrix \( A \). In this matrix \( a(i,k) \) gives how appropriate it would be for point \( i \) to choose point \( k \) as its exemplar.

Both matrices are initialized to all zeroes. Then performs the following updates iteratively:

Responsibility is given by:
\[
r(i,k) \leftarrow s(i,k) - \max_{i' \neq k} \{ a(i,k') + s(i,k') \}
\]

Availability is given by two formulas:

If the points not on the diagonal of \( S \)
\[
a(i,k) \leftarrow \min \{ 0, r(k,k) + \sum_{i' \neq k} \max(0,r(i',k)) \}
\]

If the points is on the diagonal of \( S \)
\[
a(k,k) \leftarrow \sum_{i \neq k} \max(0,r(i',k))
\]

The iterations have to be continued until either the cluster boundaries remain unchanged over several iterations or after some predetermined number of iterations.

Similarity function is the negative euclidian distance squared
\[
s(i,k) = -||x_i - x_k||^2
\]

The exemplars are getting from the two final matrices where responsibility + availability is positive.

IV.RESULTS
We implemented our proposed algorithm in java platform.

| Algorithm Name | Worst case | Average case | Best case |
|----------------|------------|--------------|-----------|
| K-means algorithm | \( O(n^2) \) with \( n < 3 \) | \( O(n^2) \) | \( O(n) \) |
| Proposed algorithm | \( O(n^2) \) | \( O(n) \) | \( O(n) \) |

V.CONCLUSION
The datasets clustering has become a challenging issue in the field of big data. The most widely used procedure to identify clusters is known as K-Means. The k-means algorithm finds clusters with the least inertia for a given \( k \). A drawback of this k-means is that if \( k \) is not known. This paper presented a new algorithm called affinity propagation which is based on the passing of the message between data points. The number of clusters to be determined or estimated before running the algorithm is not required in this proposed affinity algorithm.
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