In GWAS studies, SNP heritability measures the proportion of phenotypic variance explained by all measured SNPs. Accurate estimation of SNP heritability can help us better understand the degree to which measured genetic variants influence phenotypes. Over the last decade, a variety of statistical methods and software tools have been developed for SNP heritability estimation with different data types including genotype array data, imputed genotype data, whole-genome sequencing data, RNA sequencing data, and bisulfite sequencing data. However, a thorough technical review of these methods, especially from a statistical and computational viewpoint, is currently missing. To fill this knowledge gap, we present a comprehensive review on a broad category of recently developed and commonly used SNP heritability estimation methods. We focus on their modeling assumptions; their interconnected relationships; their applicability to quantitative, binary and count phenotypes; their use of individual level data versus summary statistics, as well as their utility for SNP heritability partitioning. We hope that this review will serve as a useful reference for both methodologists who develop heritability estimation methods and practitioners who perform heritability analysis.
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variation – a quest commonly framed as the nature vs nurture debate. Elucidating the relative contribution of genetics versus environment for various diseases and disease-related complex traits can help us better understand the causal mechanism of disease etiology and facilitate resource prioritization for disease diagnosis and prevention. A key quantity to evaluate the contribution of genetics versus environment is heritability, which measures the proportion of phenotypic variance explained by genetic factors. Two types of heritability can be estimated. The broad-sense heritability ($h^2$) evaluates the proportion of phenotypic variance explained by all genetic factors, including additive effects, dominant effects, and epistasis effects. The narrow-sense heritability ($h^2$), on the other hand, evaluates the proportion of phenotypic variance explained by additive genetic effects. Accurate estimation of heritability can show the degree to which genetic factors influence phenotypes and improve our understanding of the genetic basis of disease and disease-related complex traits. Indeed, heritability plays an important role across a range of genetic applications [1]: it is a key for understanding the evolutionary forces underlying natural selection; it determines how a population will respond to selection; it predicts, at least in part, gene mapping power in genome-wide association studies; it can estimate, quite accurately in some cases, the phenotypic value of an individual and thus facilitate genomic selection via predicted breeding values; and it provides an upper limit for the genetic prediction of phenotypes.

In the absence of genetic data, heritability estimation can be carried out in family/pedigree-based [2] or twin-based designs [3]. Recent reviews of heritability estimation in related individuals can be found from [4,5]. Briefly, in family/pedigree-based studies, heritability is often estimated using the linear mixed model (LMM), also known as the variance component model. The LMM allows partitioning of the phenotypic variance into different components: a genetic variance component, an environmental component, and potentially a gene-environment ($G \times E$) interaction component (Fig. 1). The genetic variance component captures the part of phenotypic variance explained by genetic factors and can usually be further partitioned into three parts: the additive, dominance, and epistatic parts. The environmental variance component captures the part of phenotypic variance explained by environmental factors and can also be further partitioned into three parts: the common environment part, the maternal influence part, and the residual stochastic environment part. The $G \times E$ interaction variance component captures the part of phenotypic variance explained by the interactions between genetic factors and environmental factors. Measuring the $G \times E$ component is often challenging as it requires the assessment of detailed environmental exposures obtained from appropriate study designs, with several recent analytic methods developed for modeling $G \times E$ interactions for heritability estimation [6]. In this review, we focus on the genetic variance components.

After obtaining the estimates for various components, we can compute the estimated ratio of genetic variance over the total phenotypic variance, which serves as an estimate for heritability. For data with a relatively simple, familiar structure, a method of moments (MoM) based algorithm is often employed for variance component estimation in the linear mixed model. For example, a regression between the offspring phenotypic value ($Y_O$) and the average of phenotypic value for the two parents ($Y_P$) can directly lead to the heritability estimate ($h^2 = 2 \cdot \text{Corr}(Y_O, Y_P)$) [7]. Similarly, for studies involving monozygotic (MZ) twins and dizygotic (DZ) twins, Falconer’s formula is applied to obtain a heritability estimate, which equals twice the difference between the phenotypic correlation in MZ pairs and the phenotypic correlation in DZ pairs ($h^2 = 2(r_{MZ} - r_{DZ})$) [8–10]. For family studies with individuals of different levels of relationship, a likelihood-based inference procedure is often employed for variance component estimation in the linear mixed model. This procedure constructs a kinship matrix based on pedigree information and then obtains the maximum likelihood estimate (MLE) or the restricted maximum likelihood estimate (REML) for heritability. Regardless of the estimation algorithm, various early family-based studies have produced accurate heritability estimates for various quantitative traits. For example, it has been estimated that the narrow-sense heritability for height is around 80% in family-based studies [1,11]. Heritability may vary across populations, across individual groups with different age or other characteristics, and may change over time. Similarly, heritability of livestock traits (e.g., milk yield) can sometimes double over a couple of decades through animal breeding programs [1].
The progress of array-based techniques, and more recently, whole-genome sequencing (WGS) techniques, have enabled accurate measurement of genotypes on millions of single nucleotide polymorphisms (SNPs) across the entire genome. These advances have subsequently enabled large-scale genome-wide association studies (GWASs) in apparently unrelated individuals. In the past decade, GWASs have identified many SNPs associated with various diseases and disease-related complex traits. However, the majority of identified SNPs only explain a small fraction of heritability for most traits, leading to a large fraction of unexplained heritability, commonly referred to as “missing heritability”. Many explanations have been proposed for missing heritability. For example, it is possible the causal variants are not in complete linkage disequilibrium (LD) with the genotyped SNPs [12]. It is also possible that rare variants with large effects contribute disproportionately to the phenotypic variance. In addition, pedigree-based studies may have overestimated heritability [13]. A prominent hypothesis suggests that current GWASs are underpowered and that many causal SNPs remain undetected below the stringent genome-wide significant threshold, which can vastly underestimate the phenotypic variance. Therefore, it becomes critically important to estimate the heritability or phenotypic variance explained by all measured genome-wide SNPs. For example, in the seminal paper by Yang et al. [12], the heritability for height explained by significantly associated SNPs is only 10%, while that explained by all measured SNPs is near 50%, with an increase of 40%.

Several reviews have been recently written on SNP heritability estimation [4–5,14–20]. Most of these papers focus on the practical interpretation of SNP heritability and how it contributes to our understanding of missing heritability for various diseases and complex traits. In addition, these reviews are often targeted at experimental biologists, focus on quantitative traits, and have a narrow focus on a few existing statistical methods used for heritability estimation. To fill this critical gap, we provide a systematic review of various statistical methods that have been developed and used for SNP heritability estimation on quantitative traits, binary traits, and count phenotypes. Specifically, we included in our review all existing statistical methods that are developed for SNP heritability estimation. We did not include methods for heritability estimation in family/pedigree-based or twin-based designs. All methods in the review make use of genome-wide genotype data. Specifically, we focus on explaining the detailed modeling assumptions underlying various models, providing intuitions on how one would expect different models to work for traits with different genetic architectures. We include two commonly used algorithms -- the method of moments (MoM) and the restricted maximum likelihood (REML) -- the first of which allows estimation of SNP heritability using summary statistics. In addition, we include a broad category of methods that are suitable for modeling phenotypes in the form of traditional quantitative traits, ascertainment case control status, and count measurements from recent genomic sequencing studies. We also include various methods for partitioning heritability across different SNP functional categories. We hope that our review can serve as a useful reference to the broad statistical genetics and computational biology communities on modeling and estimation of SNP heritability.

2. Heritability estimation for quantitative traits

2.1. Notations

First, we provide detailed notations and formulate the SNP heritability estimation problem into a statistical framework. We denote \( \mathbf{y} = (y_1, \ldots, y_n)^T \) as the \( n \)-vector of quantitative trait measured on \( n \) individuals. We denote \( \mathbf{X} \) as the \( n \) by \( p \) matrix of genotypes for the same \( n \) individuals and \( p \) SNPs. These genotypes can be collected in different forms, including genotype array data, imputed genotype data, and whole genome sequencing data. The genotype for the \( i \)-th individual and \( j \)-th SNP, \( X_{ij} \), is often coded as 0, 1, or 2, representing the number of reference alleles. For the genotype matrix, we assume that all missing genotypes have already been imputed with proper genotype imputation software; thus, \( X_{ij} \) will be in the range of 0 and 2. To simplify the algebra, we further assume that each column of \( \mathbf{X} \) (i.e., SNP) has been centered to have zero mean; the results will remain the same with or without centering [21]. It is also common to standardize the columns of \( \mathbf{X} \) to have unit variance, which corresponds to making an assumption that rarer variants tend to have larger effects than common variants and variant effect sizes tend to decay with the inverse of the genotype variance [22]. Therefore, standardizing the columns will affect the results, although previous studies have shown that its relative contribution to the genetic-relatedness matrix (GRM, defined later) is the same and has minimal influence on the SNP heritability estimation [23]. Therefore, we also standardize each column of \( \mathbf{X} \) to have unit variance. We use the following linear regression to model the relationship between the phenotype vector \( \mathbf{y} \) and the genotype matrix \( \mathbf{X} \).

\[
\mathbf{y} = \mathbf{X}\mathbf{b} + \mathbf{e},
\]

where \( \mathbf{b} = (b_1, \ldots, b_p)^T \) is an \( p \)-vector of genetic effect sizes and \( \mathbf{e} = (e_1, \ldots, e_n)^T \) is the \( n \)-vector of residual errors with each entry \( e_i \sim N(0, \sigma_e^2) \). Note that centering of the phenotype \( \mathbf{y} \) and each column of genotype matrix \( \mathbf{X} \) allows us to ignore the intercept in equation (1).

Equation (1) is often used for estimating the proportion of phenotypic variance explained by all measured SNPs in GWAS, \( \text{Var} (\mathbf{y}) / \text{Var} (\mathbf{y}) \), where \( \text{Var} \) denotes sample variance. This quantity is commonly referred to as the proportion of variance in phenotypes explained (PVE) by available genotypes or SNP heritability, denoted as \( h_g^2 \). A simple approach to estimate SNP heritability is to select a candidate set of associated SNPs and then estimate PVE by these selected SNPs. For example, for a given trait, we can identify SNPs that are associated with the trait passing the genome-wide p-value significance threshold of \( 5 \times 10^{-8} \). We can include all these significant SNPs, or further extract uncorrelated SNPs from the set through linkage disequilibrium (LD) pruning or clumping, into the model defined in equation (1). When the number of SNPs, \( p \), is small, we can easily estimate \( \mathbf{b} \) through ordinary least square estimation. When the selected SNPs are independent from each other, we can estimate the PVE as \( h_g^2 = \sum_{j=1}^{p} \hat{b}_j^2 / \sum_{j=1}^{p} \hat{b}_j^2 \), where \( A \) denotes the set of selected independent SNPs; when SNPs are correlated with each other, we can estimate the PVE using the definition \( \text{Var} (\mathbf{y}) / \text{Var} (\mathbf{y}) \). As noted above, such estimation may greatly underestimate the true SNP heritability because it ignores many SNPs that have not reached the stringent genome-wide threshold due to imperfect statistical power. For example, the top ~50 SNPs only explain 5–10% of phenotypic variance for height [24–27] although, based on pedigree-based designs, height is a highlyheritable trait with estimated heritability as high as 80% [1,11].

2.2. Modeling assumptions on the effect sizes

When we include all genome-wide SNPs, the number of SNPs \( p \) would exceed the number of individuals \( n \). Indeed, in a typical GWAS, \( p \) is often on the order of a million to 100 million while \( n \) typically ranges from a few thousand to half a million. When \( p \gg n \), the regression model defined in equation (1) becomes an underdetermined system. Therefore, we need to make certain
modeling assumptions on the SNP effect sizes $\beta$ to complete the modeling specification. Various modeling assumptions have been proposed on the effect sizes $\beta$. We describe a few commonly used modeling assumptions below.

**Bayesian variable selection regression (BVSR).** Perhaps the first attempt in the genetics field to estimate SNP heritability was BVSR. BVSR makes a sparse modeling assumption that a relatively small proportion of all genetic variants truly affect the phenotype [28–33]. In particular, BVSR [32] assumes that the genetic effect size of each SNP follows a point-normal distribution

$$\beta_j \sim \pi N \left(0, \sigma_j^2\right) + (1 - \pi) \delta_0,$$  \hspace{1cm} (2)

where $\sigma_j^2$ is the variance component in the normal distribution and $\delta_0$ denotes a point mass at zero. The point normal is commonly referred to as a spike and slab prior. Based on the point-normal modeling assumption, with proportion $\pi$, the SNP effect size is non-zero and follows a normal distribution; while with proportion $1 - \pi$, the SNP effect size is exactly zero. The proportion of non-zero effect SNPs, $\pi$, is often assumed to be small. For example, BVSR [32] places a sparsity-inducing prior on $\pi$ and assumes that $\log(\pi)$ follows a uniform distribution $a$ priori. The model defines a parameter to quantify PVE, $h_j^2 = \frac{\pi \sigma_j^2}{\sigma_j^2 + \delta_0^2}$, with $p^r$ as the number of non-zero $\beta$.

Given the observed data, BVSR relies on a Markov Chain Monte Carlo (MCMC) algorithm to obtain posterior samples from the approximate posterior distribution for SNP heritability. As an example, BVSR was applied to analyze a GWAS study with plasma C-reactive protein (CRP) and found that using all SNPs explained approximately 6% of variance in CRP, much higher than the previous estimates of 0.35%-0.4% using only significant SNPs [34–35].

**Linear mixed model (LMM).** The second modeling assumption, which is most often used, is the normality assumption on the effect sizes. This modeling assumption is commonly referred to as LMM. LMM was first proposed by [12] for SNP heritability estimation, after which LMM became a standard method and one of the most effective approaches for the analytic task. LMM assumes that

$$\beta_j \sim N \left(0, \sigma_j^2\right)$$  \hspace{1cm} (3)

Under this modeling assumption, all SNPs have non-zero effects with their effect sizes following a normal distribution. LMM is commonly used for heritability estimation as well as association analysis while accounting for family relatedness or population stratification. When a particular likelihood-based inference procedure REML (more details below) is used to perform parameter inference, LMM is also known as the ridge regression or Genome-based REML (GREML). In this review, the notations of LMM, GREML, REML, and GCTA [36] all represent this approach. In the LMM, the variance of total additive genetic effects can be defined as $\sigma^2 = p \cdot \sigma_j^2$. The variance components $\sigma^2$ and $\sigma_j^2$ can be estimated using software such as GCTA [36] and GEMMA [37]. The SNP heritability estimate can be expressed as $h^2_s = \frac{\sigma^2_j}{\sigma^2 + \delta_0^2}$. Note that, when the columns of the genotype matrix $X$ are not standardized, a scaling factor $s = \text{trace}(K)/n$, where $K$ denotes the estimated genetic relatedness matrix (GRM) and is commonly computed as $K = \frac{1}{2}XX^T$, is multiplied by $\sigma_j^2$, which leads to the SNP heritability estimate as $h^2_s = \frac{s \sigma^2_j}{\sigma^2 + \delta_0^2}$ [22].

**Bayesian sparse linear mixed model (BSLMM).** Because BVSR and LMM make completely different modeling assumptions, one may naturally expect that the two models work better for traits with different genetic architectures. Specifically, because of the sparse effect size assumption, BVSR is more accurate in estimating SNP heritability when a small proportion of SNPs truly has non-zero effects on the trait. In contrast, because of the polygenic effect size assumption, LMM is more accurate in estimating SNP heritability when truly a large proportion of SNPs have non-zero effects on the trait. Thus, BVSR tends to underestimate SNP heritability for polygenic traits while LMM tends to be imprecise for non-polygenic traits [22] – even though LMM produces unbiased estimates for traits with various genetic architectures [22,38]. Unfortunately, the true genetic architecture of a phenotype is unknown a priori. Therefore, it is often unclear whether one should use LMM or BVSR to analyze a given trait.

Motivated by this methodological limitation, Zhou et al. [22] proposed a hybrid model of LMM and BVSR, which is referred to as Bayesian sparse linear mixed model (BSLMM). BSLMM places a mixture of two normal distributions on the effect sizes,

$$\beta_j \sim N \left(0, \sigma_j^2 + \sigma^2\right) + (1 - \pi)N \left(0, \delta_0^2\right).$$  \hspace{1cm} (4)

That is, with probability $1 - \pi$, $\beta_j$ tends to small and follows a normal distribution with a small background variance of $\sigma^2$; while with probability $\pi$, $\beta_j$ tends to large and follows a normal distribution with a large variance of $\sigma_j^2$, where $\sigma_j^2$ is the additional variance on top of the background variance. Clearly, when $\pi = 0$, BSLMM reduces to LMM. When $\sigma^2 = 0$, BSLMM reduces to BVSR. By including both LMM and BVSR as special cases, BSLMM can take advantage of LMM and BVSR to adaptively infer the genetic architecture underlying the trait from the data at hand. In the BSLMM, the SNP heritability can be expressed as a population level parameter $h^2_s = \frac{\pi \sigma_j^2 + \sigma^2}{\sigma_j^2 + \sigma^2 + \delta_0^2}$, the approximate expectation of PVE. Besides $h^2_s$, BSLMM also defines a parameter $p = \frac{\sum \sigma_j^2}{\sum \sigma_j^2 + \sum \delta_0^2}$ as the approximate expectation of PGE, the proportion of genetic variance explained by the sparse effects. In addition, PGE can be estimated by $\frac{\sum \sigma_j^2}{\sum \sigma_j^2 + \sum \delta_0^2}$, while PGE can be estimated by $\frac{\sum \sigma_j^2}{\sum \sigma_j^2 + \sum \delta_0^2}$, where $u$ is the random effect following $u \sim N \left(0, \sigma_j^2K\right)$. BSLMM relies on a Metropolis Hastings (MH) algorithm to perform posterior inference. BSLMM is also closely related to the recent omnigenic model hypothesis [39]. Specifically, the omnigenic model hypothesizes that all genes have non-zero effects, which is modeled in BSLMM by assuming that all SNPs have non-zero effects. In addition, the omnigenic model hypothesizes that a small proportion of genes, denoted as core genes, have additional effects. These additional effects are modeled by the normal component with a large variance in BSLMM. As an extension of BSLMM, Zhu and Stephens [40] provided a summary statistics-based version, Regression with Summary Statistics (RSS) likelihood. RSS likelihood allows BSLMM to be applied to large scale GWASs. By analyzing a summary-level GWAS with 253,288 individuals genotyped at 1.06 million SNPs using BSLMM, RSS likelihood obtained the heritability estimate for height as 52% [40].

**Linkage disequilibrium adjusted kinships (LDAK).** The above BVSR, LMM/GREML and BSLMM assume that the effect size for the $j$-th SNP, $\beta_j$, does not depend on how many SNPs are in close linkage disequilibrium (LD) with the $j$-th SNP. In contrast, the Linkage Disequilibrium Adjusted Kinships (LDAK) [41–42] assumes that $\beta_j$ depends on how $j$-th SNP is correlated with its neighborhood SNPs. Specifically, similar to LMM, LDAK assumes that $\beta_j$ follows a normal distribution $\beta_j \sim N \left(0, \sigma_j^2\right)$. However, different from LMM that assumes the same variance $\sigma_j^2 = \sigma^2$, LDAK assumes that $\sigma_j^2$ is LD-specific and is related to minor allele frequency, LD score, and imputation information score of the SNP. The LD score of SNP $j$ is defined as $\xi = \sum r_j^2 - \frac{1}{2}$, where $\sum r_j^2 = 1$ is the sum of the squared Pearson’s correlation between SNP $j$ and all other SNP’s $j$ while $\xi$ represents the expectation of the summation under the
null and a high value indicates that the j-th SNP is in high LD with many nearby SNPs. The imputation information score is a metric between 0 and 1 output from imputation software: a value of 1 indicates that there is no uncertainty in the imputed genotypes while a value of 0 means that there is complete uncertainty about the genotypes. Specifically, LDAK assumes that the effect size $\beta_j$ follows

$$\beta_j \sim N\left(0, \sigma_j^2\right),$$

where $f_j$ is the minor allele frequency of the SNP $j$; $w_j$ is SNP-specific weight that is a function of the inverse of the LD score of SNP $j$, so that the j-th SNP effect size tends to be smaller if there are more SNPs in LD with the j-th SNP; and $r_j \in [0, 1]$ is the imputation information score measuring genotype certainty, so that the j-th SNP effect size tends to be smaller for the genotype with higher uncertainty. The parameter $\alpha$ determines the relationship between $\sigma_j^2$ and $f_j$. Specifically, $\alpha = -1$ indicates that $\sigma_j^2$ does not depend on $f_j$, an assumption commonly made in genetics; $\alpha < -1$ (e.g., $-1.25$) indicates that $\sigma_j^2$ decreases as $f_j$ increases; and $\alpha > -1$ (e.g., $-0.75$, $-0.25$) indicates that $\sigma_j^2$ increases as $f_j$ increases. The default value of $\alpha$ in LDAK is $-0.25$. LDAK relies on REML to estimate parameters. Because of different modeling assumptions of LDAK and LMM, different SNP heritability estimations are obtained by different methods in real data analysis. For example, if the underlying SNP effect size depends on LD in the same form as of LDAK, then methods, such as LMM that fails to model the effect size on LD score dependency, would generate downward biased estimates. Indeed, in a real data application, LDAK obtained an average of 43% SNP heritability estimation higher than that of LMM for 19 analyzed traits [42]. Certainly, while the naive LMM does not account for the potential LD dependency, it also can be extended to do so by LD stratified analysis; such extensions are described in the SNP Heritability Partitioning section.

Besides these above methods, several other models can be used for SNP heritability estimation. Particularly, many phenotype prediction models developed elsewhere can be directly applied for SNP heritability estimation via two algorithms: the Monte Carlo Markov Chain and the variational Bayesian algorithm.

### 3. SNP heritability estimation for case control studies and count phenotypes

#### Liability threshold model: REML

We have focused on estimation of SNP heritability for quantitative traits. More considerations are needed when the outcome is a disease phenotype obtained from case control studies. In this case, estimation of SNP heritability requires not only proper modeling of the binary nature of the outcome, but also proper controlling of the ascertainment occurred in case control studies. The binary nature of case control status suggests that the variance of the phenotype is a function of its mean, rendering invalid normality assumption on the residual errors. The normality assumption is commonly used in SNP heritability estimation for quantitative traits as described in previous sections. Ascertainment is a result of the case-control sampling design where the proportion of cases in the study is collected to be much higher than that in the population. Ascertainment effectively increases the associated SNP effect size estimates as compared to that in the population; it renders inaccurate effect size assumptions made in SNP heritability estimation for quantitative traits. Therefore, methods for quantitative traits are no longer applicable to case control studies. Instead, a liability threshold model is used to account for both the binary nature and ascertainment in case control studies.

The liability threshold model was first introduced by [54]. It introduces a latent continuous variable for every individual $i$, termed as liability score $l_i$. The liability score effectively measures the individual’s susceptibility to disease. The liability score, paired with the liability threshold value of $\lambda$, determines whether an individual is a case or a control: the individual $i$ is a case when $l_i > \lambda$ and is a control otherwise. The liability score is a continuous variable and assumed to follow the same linear model as in equation (1)

$$l_i = X_i \beta + \epsilon_i,$$

where $X_i \beta$ represents the genetic contribution to liability and $\epsilon_i$ represents the environmental contribution to liability. As described in previous sections, different modeling assumptions can be made on the genetic effect sizes $\beta$, though the common choice is the normal assumption. Under this assumption, the liability score follows a (multivariate) normal distribution in the population (Fig. 2A). The liability threshold $\lambda$, when paired with a distributional assumption on $l_i$, effectively determines the prevalence of the disease. Certainly, due to ascertainment, the liability scores in the case control study no longer follow a normal distribution but are often enriched with large liability scores (Fig. 2B). To
address the issue of nonnormality with liability score, Lee et al. [55] proposed a transformation procedure. In particular, the transformation procedure first treats the disease status (0/1) as a continuous outcome and fits an LMM described in equations (1) and (3) using the REML algorithm to estimate the variance components. The resulting SNP heritability estimate \( h^2_S \) is referred to as the SNP heritability estimated on the observed scale. Afterwards, the transformation procedure applies a linear transformation on \( h^2_S \) and converts it to the SNP heritability estimate \( h^2_G \) on the liability scale:

\[
h^2_S = \frac{P^2(1-P)^2}{P^2(1-P^2)\phi(\cdot)^2}h^2_G
\]

where \( \phi(\cdot) \) is the standard normal density function, \( h^2_S \) is the REML heritability estimates obtained by treating the case-control status (0/1) as a quantitative trait, \( P \) represents the disease proportion in the population, and \( P' \) denotes the disease proportion in the sample. The above transformation extends the Dempster and Lerner [56] formula \( h^2_S = \frac{\mu^2}{\sigma^2}, h^2_G \) which addresses the binary nature of case control outcome but does not account for ascertainment.

**Liability threshold model: HE/PCGC.** The detailed algorithmic derivation in Lee et al. [55] is complicated. Based on Taylor series expansion and approximation, Zhou et al. [22] provided an alternative derivation, which led to the same transformation equation described in equation [9]. However, the new derivation casts concern on the effectiveness of such transformation when paired with REML, as the approximation in equation [9] is only valid when SNP heritability is close to zero. When SNP heritability is not close to zero, the SNP heritability on the liability scale based on equation [9] will be underestimated [57–58]. Golan et al. [58] provides a simple solution to the downward bias in SNP heritability estimation: instead of using REML estimates, one can use the Haseman-Elston (HE) regression to obtain the variance component estimates. The HE regression is also referred to as the phenotype correlation-genotype correlation (PCGC) regression relying on the equation \( E(P_{ij}) = f(h^2_G, G_{ij}) \), where \( P_{ij} \) is the phenotypic correlation between individual \( i \) and \( j \) and \( G_{ij} \) is the genotypic correlation between the two individuals. Here, \( f(\cdot) \) is a function that relates SNP heritability and genetic correlation \( G_{ij} \) to the phenotypic correlation \( P_{ij} \). The specific functional form of \( f(\cdot) \) depends on the design of the study and the properties of the phenotype. In HE regression, the function \( f(\cdot) \) is a simple product of the SNP heritability and genetic correlation; that is, \( f(h^2_G, G_{ij}) = h^2_G \cdot G_{ij} \). Instead of requiring low SNP heritability, HE/PCGC regression only requires each element in the kinship matrix close to zero. Consequently, it can be widely applied to data collected on unrelated individuals and provides approximately unbiased SNP heritability estimates on the liability scale in several GWASs [58]. The HE/PCGC regression is later recognized to be linked to the MINQUE (the minimal norm quadratic unbiased estimation) estimation proposed in the statistical literature and can be viewed from a method of moments (MoM) algorithm perspective [59]. The HE/PCGC regression is further extended to model ascertained case control studies using summary statistics [59–60].

**Generalized linear mixed model: PQLseq.** Besides binary traits and case control studies, many complex traits are measured on various other data types through genomic sequencing studies. For example, RNA sequencing (RNAseq) studies have allowed accurate gene expression measurements across tens of thousands of genes. Bisulfite sequencing (BSseq) studies have enabled accurate methylation profiling across genome wide CpG sites. Understanding SNP heritability of these molecular traits, including gene expression levels and methylation levels, can facilitate our understanding of the causal or mediation mechanism underlying the SNP-trait associations. These two types of sequencing data have different data structures. Specifically, RNAseq studies collect one read count for each gene as its expression level. In contrast, BSseq studies collect two read counts for each CpG site – one methylated count and one total count – as the methylation level. The ratio between these two counts represents approximately the methylation proportion of the given CpG site. Both types of data are of count nature. The standard SNP heritability estimation method, LMM, has been recently applied to estimate heritability of gene expression [61–65], of methylation level [66–68], and of various other molecular traits [69]. However, LMM is specifically designed for analyzing quantitative traits. In genomic sequencing studies, the application of LMM requires a priori transformation of the count data to continuous data before heritability estimation [61,70]. Transforming sequencing count data may fail to account for the sampling noise from the underlying count generating process and may inappropriately attribute such noise to independent environmental variation. As shown in Sun et al. [71], modeling count data with LMM can run into the risk of overestimating environmental variance and subsequently underestimating heritability. To mitigate the problem, Sun et al. [71] developed PQLseq, a penalized quasi-likelihood for sequencing count data, based on the generalized linear mixed models (GLMM), which directly model count data. For a given gene in an RNAseq study, PQLseq considers a Poisson mixed model (PMM) to directly model the count data \( y_i \sim Pois(N_i, \lambda_i) \) for the \( i \)-th individual, where \( y_i \) is the number of reads mapped to the partic-
ular gene, $N$ is the total read counts (a.k.a read depth or coverage), and $\lambda_i$ is an unknown Poisson rate parameter that represents the underlying gene expression level. For a given CpG site in a BSeq study, PQSeq considers a binomial mixed model (BMM) $Y_i \sim \text{Bin}(r_i, \pi_i)$, where $r_i$ is the total read count for the i-th individual, $Y_i$ is the methylated read count constrained to be an integer value less than or equal to $r_i$, and $\pi_i$ is an unknown parameter that represents the underlying proportion of methylated reads at the site. For either model, PQSeq transforms the unknown parameters into a latent variable $z_i = \log(\pi_i)$ in PMM and $z_i = \log(\pi_i)$ in BMM. The latent variable $z_i$ is combined together into a vector, which is modelled as follows:

$$z = X\beta + \varepsilon$$  \hspace{1cm} (10)

where $X\beta$ represents the genetic contribution to the latent variable $z$ and $\varepsilon$ represents the environmental contribution. PQSeq further relies on the penalized quasi-likelihood for parameter inference to obtain unbiased SNP heritability estimates.

4. Inference algorithms for LMM and the adaptation of summary statistics

All the methods described so far require individual-level genotypes and phenotypes data from all samples in the study. Because of consent and privacy concerns, and logistic limitations (e.g., large-scale data transfer and storage often require high-end computing infrastructure), it is increasingly difficult to access complete individual-level data from large-scale association studies. Indeed, sharing summary statistics such as the marginal $z$-scores across multiple studies, performing meta-analysis, and releasing results in terms of summary statistics has become a standard practice in most consortium studies. Requiring complete individual-level data restricts the use of many SNP heritability estimation methods and limits their benefits in many large-scale studies. In addition, the aforementioned methods are computationally expensive. For example, the REML algorithm in LMM or GLMM scales cubically with respect to the sample size. Similarly, both BVSR and BSLLM require computationally expensive Markov chain Monte Carlo methods for model fitting. To alleviate the computational concern and make use of summary statistics, several alternative statistical methods for SNP heritability have been recently developed.

A common method to estimate SNP heritability based on summary-statistics is LD Score regression (LDSC) [72]. For each SNP, LDSC first computes its LD score, $\rho_j$, which is defined in the above LDAK section and captures approximately the number of genetic variants tagged by this SNP. LD score cannot be computed exactly due to the large number of genome-wide SNPs. Instead, it is typically estimated based on SNPs in an appropriate sliding window (e.g., 1 MB or 1 cM). After obtaining LD score, LDSC regresses the $\chi^2$ test statistic from GWAS on the per-SNP LD scores

$$E[\chi_j^2|\rho_j] = n\rho_j \frac{h^2_j}{p} + na + 1,$$  \hspace{1cm} (11)

where $a$ measures the confounding bias due to potential population stratification and cryptic relatedness. Here, population stratification refers to the presence of a systematic difference in allele frequencies between subpopulations in the data possibly due to different ancestry. Cryptic relatedness occurs when individuals in the study are more closely related to another than thought. Both population stratification and cryptic relatedness, if uncontrolled, can lead to upward biased SNP heritability estimation. By controlling for population stratification and cryptic relatedness using the parameter $a$, LDSC can mitigate their influence for SNP heritability estimation. Thus, regressing the GWAS test statistics $\chi_j^2$ on per-SNP LD scores $\rho_j$ allows for estimation of $h^2_j$. Unlike standard data-generative models (i.e., models that describe how the individual-level variables $y$ are generated based on genotypes of $n$ samples), LDSC models the marginal test statistics for $p$ SNPs. By modeling summary statistics, LDSC is not only applied to many data sets that previously cannot be analyzed for SNP heritability estimation, it also substantially improves computational speed and makes SNP heritability scalable to large data sets. LDSC was initially introduced without an underlying data-generative model. It was later found out that LDSC is fitting the LMM described in [59]. However, instead of applying the standard likelihood-based approach REML for fitting LMM, LDSC relies on a matching moments-based method. From this aspect, LDSC is closely related to HE/PCGC methods.

Zhou [59] developed MQS (MinQue for Summary statistics) and related it with LDSC and HE/PCGC. MQS is based on the MINQUE criterion, a conceptual framework based on MoM. For the case of one variance component, an analytic variance component estimation is as follows:

$$\sigma^2 = S^{-1} q.$$  \hspace{1cm} (12)

where $q = y^T(A - I)y / (n - 1)^2$, $S = tr(AK) / (n - 1)^2 - 1 / n - 1$  \hspace{1cm} (13)

where $A$ is an $n$ by $n$ matrix. All choices of $A$ can lead to unbiased variance component estimates while different choices of $A$ can influence the estimation accuracy. In particular, the optimal choice $A = (\sigma^2 K + I)^{-1} K (\sigma^2 K + I)^{-1}$ with known $\sigma^2$ leads to the most accurate variance component estimates. In practice, $\sigma^2$ is unknown and the optimal choice of $A$ cannot be used. Therefore, we will need to make decisions on the choice of $A$. Different choices of $A$ in MQS lead to different existing variance component estimation algorithms. Specifically, when $A = (\sigma^2 K + I)^{-1} K (\sigma^2 K + I)^{-1}$ and $\sigma^2$ is updated through the above estimation equation in an iterative fashion, MQS becomes REML. When $A = WW^T/p$ with a certain diagonal weighting matrix $W$, MQS becomes the weighted version of LDSC. When $A = K$, MQS becomes HE/PCGC. MQS brings many seemingly unrelated methods – REML, HE/PCGC, LDSC – into the same unified statistical framework. With this new framework, MQS provides an alternative but mathematically equivalent form of HE/PCGC to allow for the use of summary statistics. MQS also provides an exact approximation of LDSC for yielding unbiased and statistically more efficient SNP heritability estimation. In addition, MQS can be easily extended to model multiple variance components or multiple phenotypes. Finally, while MQS requires computing $q$ in equation [12] using all individuals, it can use only a subset of individuals to estimate $S$ without incurring accuracy loss for the final SNP heritability estimates. Such strategy of MQS, using a subset of individuals for estimating certain quantities while using all individuals for computing other quantities, is in line with the idea of stochastic approximation as in Robbins and Monro [73]. The stochastic estimation strategy used in MQS leads to computational speed improvement over standard methods by orders of magnitude.

While both LDSC and MQS rely on the standard LMM assumption, the recently proposed SumHer [74] makes a different modeling assumption on the SNP effect sizes based on the LDAK model. SumHer effectively extends LDAK [41–42] to use summary statistics. Another method extended from existing approach is PCGC-s [60], which extends the PCGC approach [58] to use summary statistics as well as the genetic correlations between two diseases. A summary of methods for estimating SNP heritability is shown in Table 1 and a corresponding decision tree is in Fig. 3.
Table 1
A summary of methods for SNP heritability estimation.

| Main Text Sections | Methods | Modeling Assumptions | Estimation Algorithms | Trait Types | Software | Weblink | Comments | References |
|--------------------|---------|----------------------|----------------------|-------------|----------|---------|----------|------------|
| Modeling assumptions | BVSR | $\beta_j \sim pN\left(0, \sigma_j^2\right) + (1-\pi)\delta_0$ | MCMC | Quantitative | GEMMA | https://github.com/genetics-statistics/GEMMA | Fast for large-scale data; Also useful for phenotype prediction and PRS construction; supports Mac and Linux platforms | [32–33] |
| LMM/REML | BSLMM | $\beta_j \sim pN\left(0, \sigma_j^2 + \sigma_0^2\right) + (1-\pi)N\left(0, \sigma_0^2\right)$ | MCMC | Quantitative | GEMMA | https://github.com/genetics-statistics/GEMMA | Also useful for SNP association tests with LMM; supports Windows, Mac and Linux platforms | [22] |
| | LDAK | $\beta_j \sim N\left(0, \sigma_j^2\right), \sigma_j^2 \sim w_j\left(1-f_j\right)^{0.75}$ | MCMC | Quantitative | LDAK | http://dougspeed.com/ldak/ | Over 30 functions, importantly, SNP heritability estimation and SNP-based prediction models construction, supported for Mac and Linux platforms | [41–42] |
| | DPR | $\beta_j \sim \sum_{\alpha=1}^{\infty} \pi_{\alpha} N\left(0, \sigma_{\alpha}^2\right), \sigma_{\alpha}^2 \sim G, G \sim DP\left(H, \lambda\right)$ | MCMC/VB | Quantitative | DPR | https://github.com/biostatpzeng/DPR | Mainly for robust genetic prediction and PRS construction of complex traits; supports Mac and Linux platforms | [51] |
| Case-control study | HE/PCGC | $\beta_j \sim N\left(0, \sigma_j^2\right)$ | MoM | Binary | PCGC | https://data.broadinstitute.org/alkesgroup/PCGC/ | Mitigate biases in REML heritability estimation for ascertainment case-control studies; supports Linux platform | [58] |
| Count data | PQLseq | $\beta_j \sim N\left(0, \sigma_j^2\right)$ | MCMC | Binary/Count | PQLseq | https://cran.r-project.org/web/packages/PQLseq/index.html | For heritability estimation of count data in RNAseq and Bisulfite seq studies; supports Windows, Mac and Linux platforms | [71] |
| Summary statistics | LDSC | $E(\beta_j) = 0, \sigma_j^2 = \lambda_j^2/p$ | MoM | Quantitative/ Binary | LDSC | https://github.com/bulk/ldsc | A command tool for estimating heritability and genetic correlation using GWAS summary statistics | [72] |
| | MQS | $\beta_j \sim N\left(0, \sigma_j^2\right)$ | MoM | Quantitative/ Binary | GEMMA | https://github.com/genetics-statistics/GEMMA | A general statistical framework for SNP heritability estimation using summary statistics; supports Mac and Linux platforms | [59] |
| | SumHer | $E(\beta_j) = 0, \text{Var}(\beta_j) \sim w_j\left(1-f_j\right)^{0.75}$ | REML | Quantitative/ Binary | SumHer | http://dougspeed.com/sumher/ | Heritability estimation using summary statistics under the LDAK assumption; supports Linux platform | [74] |

Table lists 10 methods described in the main text, with the first seven methods for analyzing individual level data and last three methods for analyzing summary statistics. Columns contain the main text section in which the method is described (1st column), method name (2nd column), modeling assumption on the SNP effect sizes (3rd column), estimation algorithms (4th column), phenotype type (5th column), implemented software (6th column), web link (7th column), additional comments (8th column) and references (9th column). In the 3rd column, $\delta_0$ denotes a point mass at zero; $N\left(.,.,\right)$ denotes a normal distribution with the mean and variance parameters; DP denotes a Dirichlet process. In the 4th column, MCMC represents Markov chain Monte Carlo method, VB represents variational Bayesian, REML represents restricted maximum likelihood method, and MoM represents method of moments. In the 8th column, PRS is short for polygenic risk scores.
5. SNP heritability partitioning

In parallel to trait mapping efforts, large-scale functional genomic studies have yielded a rich source of SNP functional annotations [75–79]. Various discrete and continuous annotations are being developed to characterize the function of genetic variants [80–82]. For example, we can now classify genetic variants based on their genomic location (e.g., coding, intron and intergenic variants), role in protein structure and function (e.g., SIFT score [83] or PolyPhen score [84], ability to regulate gene expression (e.g., eQTL and ASE evidence [85–86]), biochemical function (e.g., DNase I hypersensitive sites, metabolomic QTL evidence, and chromatin states [87–89]), evolutionary significance (e.g., GERP score [90], and/or a combination of all these annotations (e.g., CADD score [76] and Eigen score [91]). These functional annotations are important predictors for SNP effects. Previous studies have shown that SNPs in certain functional categories (e.g., in promoters and enhancers) are more likely to be causal [92–93], tend to have larger effect sizes, and explain more heritability than SNPs in other categories (e.g., introns) [94–95]. Along with SNP properties (e.g., MAF and LD), incorporating SNP functional annotation is expected to improve SNP heritability estimation accuracy. In this section, we will introduce methods that are developed to estimate and partition SNP heritability by different SNP properties (e.g., GREML-MS and GREML-LDMS) or by different functional genomic annotations (e.g., stratified LDSC, MQS, and SMART).

Lee et al. [96] and Yang et al. [13] categorize SNPs into different categories based on MAFs and MAFs with LD scores, respectively, and assume the following extended LMM modeling assumption

\[
\beta_j \sim N(0, \sigma^2_j),
\]

if \(j\)-th SNP belongs to the \(k\)-th functional category. In this way, SNPs inside each functional category have their own variance component \(\sigma^2_j\). When the SNPs are categorized based on their MAFs, GREML-MS implements the REML approach for fitting the extended LMM. When the SNPs are categorized based on both MAFs and LD scores, GREML-LDMS implements the REML approach for fitting the extended LMM. Incorporating MAFs and LD scores is particularly useful for analyzing whole-genome sequencing data that collect SNPs in high density with an excessive number of rare variants. Indeed, some of the methods mentioned in previous sections may yield inaccurate heritability estimates in different data types when their corresponding modeling assumptions do not fit the genetic architecture of the trait. For example, in whole genome sequencing data, a naïve application of LMM may lead to underestimation of

![Fig. 3. A decision tree on what type of methods to use for SNP heritability estimation.](image-url)
SNP heritability for traits whose underlying causal variants are mostly common. Instead, accurate SNP heritability estimation may require analysis in each MAF and/or LD stratum separately. To facilitate stratified analysis, GREML-MS stratifies the genetic variants based on their minor allele frequency into different MAF bins. That is, it estimates SNP heritability using SNPs in each MAF bin and then sums the estimates across bins. Similarly, GREML-LDMS stratifies the genetic variants based on both their MAF and LD and performs stratified heritability estimation. A previous study had shown that, SNP heritability estimate for height was 52.3% by GREML-MS based on imputed data from 1,000 genome project reference. In the same data, SNP heritability estimate for height was 55.5% by using GREML-LDMS. Similar stratification ideas are applied for other methods, such as the stratified version of LD Score regression or stratified LDSC, in which the SNP heritability is partitioned by functional annotations and estimated by using GWAS summary statistics. As introduced above, MQS is based on a set of second moment matching equations determined by the MINQUE algorithm and has closed-form solutions for genetic variance components. MQS is also flexible in estimating heritability when SNPs are partitioned into different functional annotations.

Hao et al. proposed SMART (Scalable Multiple Annotation integration for trait-Relevant Tissue) to mainly identify trait-relevant tissues by integrating multiple functional annotations jointly. SMART modifies LMM to relate genetic effects with functional annotations by functionalizing the variant-specific variance components with respect to SNP annotations. The SNP heritability can be estimated based on the generalized estimation equation (GEE) that allows for only summary statistics.

6. Discussion

We have provided a technical review on a wide range of methods for SNP heritability estimation. We have focused on their modeling assumptions, their interconnected relationships, estimation algorithms, as well as their extensions towards different types of phenotypes and the use of summary statistics. Different methods have different benefits and may be preferred for heritability estimation of different traits or different data types. Indeed, heritability estimates for height in the literature vary depending on the particular methods used and depending on the datasets examined (Table 2). By detailing the technical properties of different methods, we hope that this review will serve as a useful reference for both methodologists who develop heritability estimation methods and practitioners who perform heritability analyses.

As experimental technology develops and statistical methodology progresses, we are now able to achieve relatively robust and accurate SNP heritability estimation for many diseases and complex traits. For example, the estimates of SNP heritability for height is now above 50% [12,40]. However, these SNP heritability estimates are still less than that estimated from pedigree studies where the heritability of height is estimated to be 80%. This phenomenon, $h^2_s < h^2_{ped}$ (SNP heritability < family-based heritability), is referred to as “still-missing heritability” [17]. Many explanations on “still-missing heritability” exist. Pedigree-based heritability estimation may be upward biased due to gene-environment interactions [5,6,14,15,19,99,100]. In contrast, inaccurate genotype calling in sequencing or array-based studies may lead to an underestimation of SNP heritability. Accurate heritability estimation requires the statistical modeling assumption to match the underlying genetic architecture, which depends on the minor allele frequency distribution of causal variants, LD pattern, and the strength of environmental components, all of which can be population specific. Consequently, SNP heritability estimates may change across populations and may change over time within each population [7]. A recent study reports that heterogeneity across sampling populations and time may contribute to part of the “still-missing heritability” [101] as most existing studies are carried out on individuals of European ancestry [12,59,72,74,98]. Using LMM models on datasets from seven sampling populations, this study discovered that at least 20% of missing heritability for BMI and 37% for years of education can be explained by individual heterogeneity. Therefore, understanding how various genetic, environmental, as well as study design factors influence the estimation of SNP heritability is an important future direction.

Table 2

| References | Dataset | Data Type | Sample Size | Number of SNPs | SNP type (applicable AF) | Methods | SNP heritability Estimates |
|-----------|---------|-----------|-------------|----------------|-------------------------|---------|--------------------------|
| [12]      | Australian data | Individual | 35,189 | 294,831 | Array (>0.01) | LMM/REML | 0.449 |
| [22]      | Australian data | Individual | 35,189 | 294,831 | Array (>0.01) | BSLMM | 0.41 |
| [59]      | Australian data | Individual | 3,925 | 4,352,968 | Imputed (>0.01) | MQS | 0.28 |
| [58]      | Australian data | Individual | 35,189 | 294,831 | Array (>0.01) | LMM/REML | 0.27 |
| [74]      | 24 Published GWAS | Summary | Average 121,000 | 4,555,718 | Imputed (>0.01) | LDSC | 0.21 |
| [13]      | UK10K | Individual | 44,126 | –17 M | Imputed (>0.0003) | GREML-LDMS | 0.56 |

Table lists SNP heritability estimates for height reported in the previous literature. Columns contain the references where the SNP heritability estimates are reported (1st column), dataset name (2nd column), data type in terms of individual-level data versus summary statistics (3rd column), sample size (4th column), number of SNPs (5th column), genotype data type in terms of array data versus imputed data (6th column), used methods (7th column) and the SNP heritability estimates (8th column). Note that the heritability estimates for height in the Austrian data using the imputed data [59] is smaller than that using the array data, which seems to be a general phenomenon for many other traits.

Declaration of Competing Interest

The authors declare that they have no known competing financial interests or personal relationships that could have appeared to influence the work reported in this paper.

Acknowledgement

This study was supported by the National Institutes of Health (NIH) Grants R01HG009124 and the National Science Foundation (NSF) Grant DMS1712933.
