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Abstract—Apache Kafka addresses the general problem of delivering extreme high volume event data to diverse consumers via a publish-subscribe messaging system. It uses partitions to scale a topic across many brokers for producers to write data in parallel, and also to facilitate parallel reading of consumers. Even though Apache Kafka provides some out of the box optimizations, it does not strictly define how each topic shall be efficiently distributed into partitions. The well-formulated fine-tuning that is needed in order to improve an Apache Kafka cluster performance is still an open research problem. In this paper, we first model the Apache Kafka topic partitioning process for a given topic. Then, given the set of brokers, constraints and application requirements on throughput, OS load, replication latency and unavailability, we formulate the optimization problem of finding how many partitions are needed and show that it is computationally intractable, being an integer program. Furthermore, we propose two simple, yet efficient heuristics to solve the problem: the first tries to minimize and the second to maximize the number of brokers used in the cluster. Finally, we evaluate its performance via large-scale simulations, considering as benchmarks some Apache Kafka cluster configuration recommendations provided by Microsoft and Confluent. We demonstrate that, unlike the recommendations, the proposed heuristics respect the hard constraints on replication latency and perform better w.r.t. unavailability time and OS load, using the system resources in a more prudent way.
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I. INTRODUCTION

Data stream processing is gaining more and more attention as a new implementation paradigm to manage real-time data-driven applications in numerous smart-* domains, such as cities [1], industry [2], networking [3], and agriculture [4]. This paradigm is more suitable to modern application developers that consist of vertically separated engineering teams, each one managing a loosely coupled sub-system. In comparison to old-fashioned data-driven applications with centralized, shared data management systems, the distributed and non-synchronous nature of stream handling enables stakeholders to construct their sub-systems in an event-driven way which heavily relies to event-data passing [5]. The sub-systems get activated with local, asynchronous state updates in the presence of loosely coupled interactions which would typically need to be centrally managed and synchronized.

Apache Kafka was initially implemented so as to address the generic challenge of delivering extreme high volume event data to different consumers. Apache Kafka handles data as a partitioned write-ahead commit log on persistent storage and implements a pull-based messaging method to enable both real-time consumers such as online services and offline consumers such as Hadoop to consume those data at their own pace. During the last decade, Apache Kafka has become one of the most successful Apache open source products and is widely appreciated in the distributed systems community.

A representative case of Apache Kafka adoption is the largest professional social network on the Internet, LinkedIn. This network processes billions of events that reflect its over-300 million members’ social interactions and actions every day and routes them to its products. Product examples include “Who’s Viewed My Profile?” which is an info and news feeds, “People You May Know” which is an ML-based social and content recommendation system, and various other back-end monitoring and reporting systems like site health auditing processes as well as account fraud detection tools. Therefore, the ability to deliver high-volume event data in real time to both LinkedIn user-facing products as well as its back-end systems is highly important. With this objective under consideration, Apache Kafka has been developed as LinkedIn’s main online data handling framework [6].

Apache Kafka is a publish-subscribe data stream service, where a producer sends data to an Apache Kafka topic (a logical category of data) in a set of data brokers (the Apache Kafka cluster), and a consumer receives the data from the subscribed topic upon request. A topic may be stored in \( \geq 1 \) partitions (the physical storage of data in the Apache Kafka cluster), and all the partitions of the topic are distributed among the brokers of the cluster. Apache Kafka utilizes partitions to distribute a topic across many brokers for producers to send data in parallel, and also to enable parallel reception of consumers. Although Apache Kafka gives the capability to employ 4,000 partitions per broker and 200,000 partitions per cluster [7], it does not strictly define how each topic shall be efficiently divided to partitions or how shall the partitions be efficiently allocated to brokers. Moreover, to the best of our knowledge, there has been no research study in the state-of-the-art to address this emerging issue in a systematic manner, even in the case of a single topic.

A. Novelty of the Current Study

As discuss in detail in section I-B, there has been no study in the state-of-the-art to (i) model the Apache Kafka topic partitioning process in a fine-grained, combinatorial manner (even for a single topic), (ii) identify, formulate and characterize the emerging related optimization problem(s), and, (iii) provide efficient algorithmic solutions by taking into account the application requirements. Some questions arise,
for example, how many partitions shall be allocated to a topic? How many brokers shall be used? Or, how to effectively respect the application constraints?

In the following sections we address such questions and provide an evaluation of our design. In section II, we provide the Apache Kafka basics. In section III, we model the application constraints and requirements. In section IV, we formulate the problem that emerges from the modeling assumptions. In section V, we design two heuristic algorithms for addressing the problem. In section VI, we conduct a performance evaluation against some configuration recommendations from the state-of-the-art and we highlight the strengths of our heuristics.

B. Related works

Although the related state-of-the-art has not researched the systematic formulation of topic partitioning in Apache Kafka deployments, there has been a notable corpus of works regarding various aspects of Apache Kafka functionalities. We briefly report those works here, so as the reader can grasp the current status of the area.

- Apache Kafka fundamentals. In [8], the authors use formal methods to model the communication between producers and consumers in Apache Kafka. They also apply the model checking tools to verify five properties of the system. In [9], the authors develop a custom made Apache Kafka consumer, which enhances Apache Kafka with robust, scalable and smart filtering and queuing mechanisms to achieve effective rate adjustment. In [10], the authors promote the improvement of fault tolerance in the Apache Kafka pipeline architecture by defining optimal checkpoint interval values which impact the data recovery of the original Apache Kafka pipeline. The design is proved to reduce the number of lost data by using the optimal checkpoint interval time. In [11], the authors analyze the structure and workflow of Apache Kafka and propose a queuing based packet flow model to predict performance metrics of Apache Kafka cloud services.

- Apache Kafka applications. In [6] the authors replicate Apache Kafka logs for various distributed data-driven systems at LinkedIn, including source-of-truth data storage and stream processing. In [12], the authors design a distributed cluster processing model based on Apache Kafka data queues, to optimize the inbound efficiency of seismic waveform data. In [13], the authors extend Apache Kafka by building an in-memory distributed complex event recognition engine built on top of Apache Kafka streams. In [14], the authors design a simulation platform enabling evaluations of future mobility scenarios, based on an Apache Kafka architecture. In [15], the authors break the streaming pipeline into two distinct phases and evaluate percentile latencies for two different networks, namely 40GbE and InfiniBand EDR (100Gbps), to determine if a typical streaming application is network intensive enough to benefit from a faster interconnect. In [16], the authors propose a distributed framework for the application of stream processing on heterogeneous environmental data, which addresses the challenges of data heterogeneity from heterogeneous systems and offers real-time processing of huge environmental datasets through a publish/subscribe method via a unified data pipeline with the application of Apache Kafka for real-time analytics. In [17], the authors find that filtering on large datasets is best done in a common upstream point instead of being pushed to, and repeated, in downstream components. To demonstrate the advantages of such an approach, they modify Apache Kafka to perform limited native data transformation and filtering, relieving the downstream Spark application from doing this.

- Apache Kafka performance evaluation. In [18], the authors propose an approach to track a specific vehicle over the video streams published by the collaborating traffic surveillance cameras. In [19], the authors make an evaluation of several configurations and performance metrics of Apache Kafka in order to allow users avoid bottlenecks and eventually leverage some good practice for efficient stream processing. In [20], a performance study shows that estimates regarding the performance impact of different Apache Kafka configurations, based on experiences and perceptions, are not always true. In [21], the authors propose an Apache Kafka-based load shedding engine which operates when the latency exceeded the threshold, and discards data in the Apache Kafka producer for quick overload control. In [22], the authors conduct an analysis of Apache Kafka’s network fault tolerance capabilities. Across different Apache Kafka configurations, they observe that Apache Kafka is fault-tolerant towards network faults to some degree, and they report observations of its shortcomings. In [23], the authors compare RabbitMQ with Apache Kafka based on the core functionalities of pub/sub systems and they venture into a qualitative and empirical comparison of the common features of the two systems.

- Apache Kafka latency and reliability. In [24], the authors test the impact of numerous configuration parameters on the reliability of Apache Kafka, including retry strategies and replications of partitions for fault tolerance. In [25], the authors build an Apache Kafka testbed using Docker containers to analyze the distribution of Apache Kafka’s end-to-end latency. In [26], the authors find that changing configuration parameters can significantly impact the guarantee of data delivery in Apache Kafka. In [27], the authors introduce a tool for testing the reliability of Apache Kafka so as to study different data delivery semantics in Apache Kafka and compare their reliability under poor network quality.

II. Apache Kafka Basics

Apache Kafka provides a publish-subscribe data streaming service, in which $p$ producers send data to an Apache Kafka topic $\tau$ (a logical category of data) stored in a set of $b$ data
In Apache Kafka [28], latency significantly depends on the bandwidth or high request rates. Applied in some application verticals that require high network parallelism within a consumer group.

The number of partitions defines the maximum extent of parallelism among consumer groups is deemed necessary. Consequently, the extent of parallelism in the consumer side is bounded by the number of partitions able to be consumed:

\[ P \geq c \]  

writes to different partitions can be performed completely in parallel on both the producer and the broker side. As mentioned beforehand, in the consumer side, within a consumer group, Apache Kafka always maps the data of a single partition to a single consumer. Consumers can select both the topic and partition from which they want to read data. If consumers have not specified any partition, Apache Kafka can automatically choose more than one, based on the number of available partitions. A topic is not able to support more consumers than partitions. Consequently, the extent of parallelism in the consumer side is bounded by the number of partitions able to be consumed:

\[ P \geq c \]  

We denote the target Apache Kafka cluster throughput as \( T \). If the throughput that can be achieved on a single partition for production and consumption \( (T_p, T_c) \) respectively) is known (through measurements), then we need to have at least the following number of partitions:

\[ P \geq \max \left( \frac{T}{T_p}, \frac{T}{T_c} \right) \]  

except for throughput, there are a few other factors that have to be considered when optimizing the number of partitions. In some cases, having too many partitions may also have negative impact [29], which we highlight in the following sections.

### B. OS load

Each partition corresponds to a directory in the broker’s file system. In this directory, there are typically two files, one for the index and another for the data per log entry. Each broker maintains a single file handle for both the index and the data file of every log segment. Therefore, as the number of log segments increases, the number of partitions typically needs to scale up so as to prevent bottlenecks. High latency in the data pipeline can result in tremendous lag on the consumer side. The absence of an adequate number of partitions to achieve the required throughput can lead to time outs on the requests from producers to brokers and corresponding data loss. This major risk necessitates a balanced throughput and latency in the Apache Kafka cluster.

![Fig. 1: An example of an Apache Kafka configuration for a given topic \( \tau \), with \( p = 2, c = 4, b = 4, P = 4, r = 3 \). Leader partitions colored in purple, replicas in gray.](image-url)
of partitions increases, the open file handle limit in the OS must increase as well. Based on the above, if denotes the maximum number of open file handles that a broker can tolerate, and the number of partitions in the Apache Kafka cluster is bounded by

\[ P \cdot r \leq b \cdot H_{\text{max}} \]  

(4)

C. Replication latency

We consider as end-to-end latency in Apache Kafka the time required for the data to be published by the producer until the time that the data are read by the consumer. Apache Kafka provides access of data to a consumer after the point of time when the data has been replicated to all the in-sync replicas. Therefore, a significant portion of the end-to-end latency is considered the time to commit data. Typically, an Apache Kafka broker uses a single thread to replicate data from another broker for all partitions that they mutually share. Assuming a given replication factor , we denote the replication latency as .

We can improve replication latency via building larger Apache Kafka clusters. For example, suppose that partition leaders reside on a broker and that the replication process necessitates in this case ms of time. If we add brokers in the same Apache Kafka cluster , each of the brokers needs to fetch only partitions on average from the initial broker. Therefore, the added latency of committing data will be in the order of just ms in this case, instead of ms. Depending on the application area, the application owner might enforce a requirement of a specific (end-to-end, and therefore) replication latency threshold, which we denote as . Therefore, this threshold bounds the related system configurations as follows:

\[ \frac{P \cdot r}{b} \cdot l_r \leq L \]  

(5)

D. Unavailability

The intra-cluster replication of Apache Kafka leads to higher availability and durability. However, when a broker fails, partitions with a leader on that broker become temporarily unavailable. Apache Kafka then automatically assigns the leader role of those unavailable partitions to other replicas that continue serving the consumers. This is performed vis-à-vis one of the Apache Kafka brokers designated as the controller, typically in serial fashion.

In specific cases, the observed unavailability can be proportional to the number of partitions. Indicatively, for the case of a broker that has a total of partitions, each with replicas: Roughly, this broker will be the leader for about partitions. If this broker fails, the partitions become unavailable at the same time. If ms time is required to elect a new leader for one partition, then it will require up to ms to elect a new leader for all partitions. Therefore, for several partitions, the observed unavailability can be ms plus the time taken to detect the failure. Therefore, given an observed unavailability time during a broker failure, the application unavailability requirement threshold shall bound the configuration as follows:

\[ \frac{P}{b} \cdot u \leq U \]  

(6)

IV. THE PROBLEM

Based on the descriptions of section III, there are contrasting forces defining the number of partitions to be used, so choosing the “right” number of partitions per topic requires knowledge of many factors. Increasing the partition density (the number of partitions per broker) adds an overhead related to metadata operations and per partition request/response between the partition leader and its followers. Increasing the number of partitions in a cluster though will lead to increased parallelism of data consumption, which in turn improves the throughput of an Apache Kafka cluster; however, the time required to replicate data across replica sets will also increase.

Even though Apache Kafka provides some out of the box optimizations, the well-formulated fine-tuning that is needed in order to improve cluster performance is still an open research problem. Based on equations/inequalities 1-6, we formulate the problem as the following program (the program variables are marked in bold font):

Objective:

\[ \max P \]  

(7)

Constraints:

\[ P - \max \left( \frac{T}{T_p}, \frac{T}{T_c}, c \right) \geq 0 \]  

(8)

\[ P \cdot r - b \cdot H_{\text{max}} \leq 0 \]  

(9)

\[ P \cdot r \cdot l_e - b \cdot L \leq 0 \]  

(10)

\[ P \cdot u - b \cdot U \leq 0 \]  

(11)

\[ r \leq b \leq B \]  

(12)

\[ P, b \in \mathbb{Z}^+ \]  

(13)

The objective function (7) maximizes the number of partitions in the cluster. Constraint (8) guarantees that the selected number of partitions renders the resulting throughput viable. Constraint (9) guarantees that the OS load in terms of open file handles can be supported by the system in place. Constraint (10) guarantees that the replication latency does not exceed the maximum latency threshold provided by the operator. Constraint (11) guarantees that potential broker unavailability do not exceed the maximum unavailability threshold provided by the operator. Constraint (12) guarantees that the number of selected brokers does not exceed the actual number of available brokers in the cluster.

The problem is computationally intractable, since it is formulated as an integer program (all of the variables are restricted to be nonzero positive integers, through constraints (13)). This means that we are not able to optimally maximize the exact number of partitions needed to satisfy all the system constraints for any given instance of the problem in polynomial time.
Algorithm 1: BroMin

**Parametrical input:** $T,c,r,L,U,B$

**Measured input:** $T_p,T_c,H_{\text{max}},l_r,u$

**Output:** $P, b$

1. for $b = r; b \leq B; b++$
   2. for $P = \left\lfloor \frac{H_{\text{max}}}{r} \right\rfloor ; P \geq \max \left( \frac{T_p}{T_c}, \frac{T}{c} \right); P --$
      3. if $P \cdot r \cdot l_r \leq b \cdot L$ and $P \cdot u \leq b \cdot U$
         then
            return $P, b$;
   4. return \textbf{“No feasible solution found.”}

Algorithm 2: BroMax

**Parametrical input:** $T,c,r,L,U,B$

**Measured input:** $T_p,T_c,H_{\text{max}},l_r,u$

**Output:** $P, b$

1. for $b = B; b \geq r; b--$
   2. for $P = \left\lfloor \frac{H_{\text{max}}}{r} \right\rfloor ; P \geq \max \left( \frac{T_p}{T_c}, \frac{T}{c} \right); P --$
      3. if $P \cdot r \cdot l_r \leq b \cdot L$ and $P \cdot u \leq b \cdot U$
         then
            return $P, b$;
   4. return \textbf{“No feasible solution found.”}

V. Maximizing the Number of Partitions

The naive way to solve the problem is to simply remove the constraint that $P$ and $b$ are integers (therefore enforce $b, P \in \mathbb{R}$ instead of constraints (13)), solve the corresponding linear relaxation of the integer program, and then round the entries of the solution to the linear relaxation. But, not only may this solution not be optimal, it may not even be feasible, as it could potentially violate some constraint.

In order to address this challenge, we designed Algorithms 1 and 2 for a topic partitioning with ensuring adequate throughput, low OS load, low replication latency and high availability. Each of the two algorithms targets at fully exploiting a given broker’s resources and at minimizing (Algorithm 1 - BroMin) or maximizing (Algorithm 2 - BroMax) the number of brokers used. Although the two approaches seem to follow an opposite line of thought, they both try to maximize the number of partitions needed in the Apache Kafka cluster to satisfy the constraints, but with a different side-objective: use as few HW resources as possible in the first case and take advantage of all the available HW resources in the second case.

More specifically, both algorithms receive a set of parametrical inputs $(T, c, r, H_{\text{max}}, L, U, B)$ and a set of measured inputs $(T_p, T_c, l_r, u)$. Each algorithm starts gradually increasing or decreasing correspondingly the number of brokers to be investigated, with a lowest number equal to the replication factor $r$ and highest equal to the number of available brokers $B$ (line 1). Then, for the selected broker number, both algorithms start decreasing the number of investigated partitions $P$, starting from the maximum allowed number per broker w.r.t. open file handles, and finishing at the minimum allowed number w.r.t. the desired cluster throughput and consumer support (line 2). The algorithms then return as a solution, the first occurrence of $P, b$ combination that satisfies the replication latency and unavailability time constraints (line 3-4). As usual in the case of heuristic approaches, the inherent disadvantage is that if the algorithm fails to find a solution (line 5), it cannot be determined whether it is because there is no feasible solution or whether the algorithm simply was unable to find one. Further, it is usually impossible to quantify how close to optimal a solution returned by these methods are. In order to address the last concern, we perform a large scale simulation study in section VI.

VI. Performance Evaluation

In this section we perform an extensive simulation evaluation of our algorithms in Octave 6.2.0.

A. Parameters’ configuration

We assign values to the algorithm measured inputs according to verified state-of-the-art measurements. For example, the per-partition throughput $T_p$ that one can achieve on the producer depends on configurations such as the batching size, compression codec, type of acknowledgement, replication factor, etc. However, as shown in [31], in general, one can produce at $T_p = 10$ MB/sec on just a single partition. The consumer throughput $T_c$ is often application dependent since it corresponds to how fast the consumer logic can process data. In our case we set it indicatively to $T_c = 20$ MB/sec. Furthermore, in [28], it is noted that it can take around 5 ms to elect a new leader for a single partition, and therefore set the equivalent unavailability time to $u = 5$ ms. The same report, also claims that production Apache Kafka clusters can run with $> 30.000$ open file handles per broker. In our case, in order to be able to capture also weaker settings, we set $H_{\text{max}} = 10.000$. Next, from the report’s contents, it can be assumed that the replication latency for a single partition (without considering other partitions) could be as low as $l_r = 1$ ms. Last but not least, the report states that leader election for a single partition can take 5 ms, and therefore we set the unavailability time as $u = 5$ ms. The parametrical inputs $T, c, r, L, U$ and $B$, depend on the application requirements. Different applications might come with completely different values of those parameters. In our simulations, we variate the values of $c, B$ and $r$, and we set $T = 100$ MB/s, $L = 200$ ms and $U = 2000$ ms.

B. Performance metrics and benchmark

According to [30], there are three main metrics that can reflect the performance of an Apache Kafka cluster:

1) System throughput: In our case, this is captured by the ultimate number of partitions selected by each algorithm; as mentioned earlier, the number of partitions is the unit of parallelism in Apache Kafka. In our two algorithms, the desired throughput $T$ is also taken into account as a hard constraint.
those two sets of configuration recommendations, we arrive at the following benchmark method, which we call MS-CNFL: $P = \min (P \in \mathbb{R}[1...100 \cdot B], P \in \mathbb{R}[1...100 \cdot B])$ and $b \in \mathbb{R}[1...B]$, where $\in \mathbb{R}$ denotes uniformly random selection.

C. Performance results

Figure 2 displays the four selected metrics for a variable number of consumers. BroMax and MS-CNFL maintain a constant number of partitions, regardless of the number of consumers in the system (Fig. 2a), with MS-CNFL maintaining a larger number of partitions. On the contrary, BroMin is gradually increasing the number of partitions according to the number of the consumers in the system. A similar behavior is observed in the number of brokers used by each method (Fig. 2b). BroMax and MS-CNFL maintain a constant number of brokers, regardless of the number of consumers in the system, and BroMin is gradually increasing the number of brokers according to the number of the available consumers in the system. In this case, we can see that BroMin is choosing to use more brokers than MS-CNFL for more than 400 consumers in the system. Regarding the hard constraints of latency, unavailability and OS load (Fig. 2c, Fig. 2d and Fig. 2e respectively), we can see that while BroMin and BroMax respect both application constraints, MS-CNFL is violating the latency constraint. This performance can be explained by simultaneously observing Fig. 2a and Fig. 2b: MS-CNFL is maintaining more partitions than BroMin and BroMax, but at
the same time, tries to distribute them to a non-optimized, insufficient number of brokers. This choice is especially aggravated for more than 400 consumers in the system, where even BroMin (which tries to minimize the number of brokers required to perform well) uses more brokers than MS-CNFL. But even in the cases where the hard constraints are not violated by MS-CNFL (OS load and unavailability), BroMin and BroMax achieve a better performance with a lower number of partitions.

Figure 3 displays the four selected metrics for a variable number of available brokers in the cluster. Unlike the previous case of variable consumers, BroMax and MS-CNFL are gradually increasing the number of partitions according to the number of the available brokers in the cluster (Fig. 3a), with MS-CNFL maintaining a larger number of partitions. On the contrary, BroMin maintains a constant number of partitions regardless of the replication factor, and BroMin is gradually increasing the number of brokers according to the replication factor. In this case, we can see that BroMin is choosing to use more brokers than MS-CNFL for a replication factor value of more than 10. Regarding the hard constraints of latency, unavailability and OS load (Fig. 4a, Fig. 4b and Fig. 4e respectively), we can see that, in this case, while BroMin and BroMax respect both application constraints, MS-CNFL is violating the latency constraint. This performance can be again explained by simultaneously observing Fig. 3a and Fig. 3b: MS-CNFL is maintaining more partitions than BroMin and BroMax, but at the same time, tries to distribute them to a non-optimized, insufficient number of brokers. Even in the cases where the hard constraints are not violated by MS-CNFL (OS load and unavailability), BroMin and BroMax achieve a better performance with a lower number of partitions.

Figure 4 displays the four selected metrics for a variable replication factor. BroMax and MS-CNFL are gradually decreasing the number of partitions according to the replication factor (Fig. 4a), with MS-CNFL maintaining a larger number of partitions. On the contrary, BroMin maintains a constant number of partitions regardless of the replication factor. A different behavior is observed in the number of brokers used by each method (Fig. 4b). BroMax and MS-CNFL maintain a constant number of brokers, regardless of the replication factor, and BroMin is gradually increasing the number of brokers according to the replication factor. In this case, we can see that BroMin is choosing to use more brokers than MS-CNFL for a replication factor value of more than 10. Regarding the hard constraints of latency, unavailability and OS load (Fig. 4c, Fig. 4d and Fig. 4e respectively), we can see that, in this case, while BroMin and BroMax respect both application constraints, MS-CNFL is not only violating the latency constraint but the violation extent is significantly aggavated for higher replication factor values. This performance can be explained by simultaneously observing Fig. 4a and Fig. 4b: MS-CNFL is maintaining more partitions than BroMin and BroMax, but at the same time, tries to distribute them to a non-optimized, insufficient number of brokers. This choice is especially aggravated for a replication factor of more than 10, where even BroMin (which tries to minimize the number of brokers required to perform well) uses more brokers than MS-CNFL. But even in the cases where the hard constraints are not violated by MS-CNFL (OS load and unavailability), BroMin and BroMax achieve a better performance with a lower number of partitions.
VIII. CONCLUSIONS AND FUTURE WORK

In this paper, after taking into account the Apache Kafka basics, we provided a modeling approach that considers the most important application constraints and requirements. For the first time in the state-of-the-art, given an Apache Kafka topic, we formulated the topic partitioning the problem and we showed its computational intractability, being expressed as an integer program with an objective function of maximizing the topic’s partitions. Then, we designed two heuristic algorithms for addressing the problem and we conducted a performance evaluation against Apache Kafka partitioning configuration recommendations provided by Microsoft and Confluent. We demonstrated that both our heuristics use the system resources in a more prudent way than the benchmark method, and address well the constraints of replication latency, resource usage, OS load and unavailability. Our simulation-based study led us to the conclusion that systematic topic partitioning makes sense in Apache Kafka from the point of view of efficiency. As future work, we are planning to perform real-world tests on the Apache Kafka infrastructure that is under development in the EU H2020 MARVEL project.
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