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Abstract: The technical innovation of the fourth industrial revolution (Industry 4.0—I4.0) is based on the following respective perspectives: horizontal and vertical integration of manufacturing systems, decentralization of computing resources and continuous digital engineering throughout the product life cycle. The reference architecture model for Industry 4.0 (RAMI 4.0) is a common model for systematizing, structuring and mapping the complex relationships and functionalities required in I4.0 applications. Despite its adoption in I4.0 projects, RAMI 4.0 is an abstract model, not an implementation guide, which hinders its current adoption and full deployment. As a result, many papers have recently studied the interactions required among the elements distributed along the three axes of RAMI 4.0 to develop a solution compatible with the model. This paper investigates RAMI 4.0 and describes our proposal for the development of an open-source control device for I4.0 applications. The control device is one of the elements in the hierarchy-level axis of RAMI 4.0. Its main contribution is the integration of open-source solutions of hardware, software, communication and programming, covering the relationships among three layers of RAMI 4.0 (assets, integration and communication). The implementation of a proof of concept of the control device is discussed. Experiments in an I4.0 scenario were used to validate the operation of the control device and demonstrated its effectiveness and robustness without interruption, failure or communication problems during the experiments.
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1. Introduction

The term Industry 4.0 (I4.0) or the Fourth Industrial Revolution represents the next step in the organization and control of the flow of value over the life cycle of a product [1]. The concept of I4.0 was presented as a strategy by the German government to develop cutting-edge technologies to revolutionize the organization of global value chains [2]. The I4.0 stands out for presenting the horizontal/vertical integration of manufacturing systems, digital engineering throughout the product life cycle and the decentralization of computational resources [3]. A common model within a reference architecture is necessary to support and organize the implementation of I4.0 [1,4]. Thinking of a systematic and sustainable development process within the industry, it is essential to build system architectures in a set of stable, consensual and standardized reference models [5]. As a result, in April 2015, it was presented at the Hannover Messe fair (Germany), the reference architecture model for Industry 4.0 (RAMI 4.0) [6].

The RAMI 4.0 makes the components inserted in I4.0 compatible in a three-dimensional layered model, in which technologies based on I4.0 can be integrated and developed [7]. The RAMI 4.0 structure is formed by three axes: hierarchy levels, life cycle and value stream and layers. Figure 1 represents RAMI 4.0.
In this way, complex relationships can be divided and developed into smaller and simpler clusters. The big challenge for the adoption of RAMI 4.0 is the implementation of compatible solutions, such as equipment, systems and standards that support the functionalities of each layer and the interactions required among the elements distributed along the three axes of RAMI 4.0 [8]. Reference [8] also emphasizes that Industry 4.0 represents a concept, not a standard, which does not specify integration tools, communication technologies and programming standards to be used. As a result, it is mandatory to integrate different technologies to provide the functionalities required by these new industrial applications, and RAMI 4.0 was defined to help with that. Even though there is much literature dealing with RAMI 4.0 related approaches based on conceptual or simulated frameworks for I4.0 applications, the presentation and discussion of experimental results and proofs-of-concept are scarce.

Currently, solutions readily available on the market covering all the aspects of RAMI 4.0 are very few, if any. For instance, the control device, which is the subject of this paper, is one element of the hierarchy levels of RAMI 4.0, comprising relationships among the following layers: asset, integration and communication. However, despite the idea of implementing a programmable logic controller (PLC) as an I4.0 component can be dated back to 2016 [9], it struggles to emerge from laboratories. The control device comprises additional requirements that traditional automation controllers (e.g., PLC) cannot yet fulfill [10], such as the support to service-oriented paradigm, the interoperability between heterogeneous systems, the reconfigurability and support to plug-and-play features and the usage of information models to overcome the strict information encapsulation of controllers. The automation companies have been working on compatible RAMI 4.0 solutions, mainly in Europe. Therefore, there are on the market automation hardware, such as PLCs and software, such as Codesys, that could be used in order to develop a RAMI 4.0 compatible control device. However, these are high-cost solutions besides being proprietary and black boxes, which means that no developer customizations are allowed. Open-source technology is lately gaining increasing attention and adoption in industrial applications, such as automation systems and industrial Internet of Things (IIoT) [11–13]. These papers show that open-source hardware and software can provide adequate robustness required in industrial applications, with the advantage of open and customizable solutions.

Therefore, the main contribution of our paper is showing that it is possible to develop a control device for I4.0 compatible with RAMI 4.0 only using open-source solutions of hardware, software, communication and programming. As far as we know from our literature review, this contribution is unprecedented. Differently from previous works, as the aforementioned [9] and [10], authors focus on the exclusive use of open-source solutions for implementing such a device. Other paper original contributions are the
proposal of a specific integration of these technologies, the implementation of a proof-of-concept prototype of the control device and the reporting of experimental results related to RAMI 4.0 developments. Besides the common advantages of open-source solutions (such as reduced cost, enabling the easy update of the overall system and avoiding any constraints imposed by a proprietary one), other features and innovations of the proposed control device can be listed, such as an open and no-cost tool for programming, online and remote network programming using a web browser, built-in wireless communication and integration, open integration of the device with external solutions, and highly customizable information model using the open platform communication unified architecture (OPC UA) address space compatible with RAMI 4.0 administration shell.

This article is organized as follows: Section 2 presents the main concepts and elements of RAMI 4.0 and a literature review about implementations using this model. Section 3 discusses the integration of open-source technologies to compose the control device. Section 4 describes the implementation of a proof of concept of the control device, detailing the operation of the selected technologies. Section 5 brings a survey of the results obtained from tests carried out in a real I4.0 scenario of a manufacturing process. Finally, Section 6 reports the final considerations and future works and improvement opportunities.

2. Background and Current Research about RAMI 4.0

Currently, a large part of human activities is related to different communications systems connected to the Internet. Among such systems, the following stand out: Internet of Services and Internet of Things. In addition to the traditional technological pillars of I4.0, such as the IIoT and cloud computing, the usage of advanced techniques, such as Blockchain [14] and explainable artificial intelligence (AI) [15], have been recently researched. These technologies were widely developed individually and integrated into the context of I4.0. Such integration was structured based on main standards, existing methods and approaches of the industrial scenario; this whole set being modeled in a three-dimensional structure in which each axis represents an individual aspect around I4.0 [16]. Furthermore, given this integration, it is possible for all entities in an I4.0 network to search for mutual communication throughout the life cycle of a product, regardless of any type of border between companies, states and nations [17]. Reference [8] states that all entities involved in the production chain will be able to access all the data necessary for the specific needs of each sector. For example, in the production chain, industrial machine manufacturers and developers will be able to develop their products based on a range of information regarding prior knowledge of the system components.

Through the effects of such comprehensive chains, German companies and institutions, including BITCOM, VDI/VDE, and ZVEI [17], developed and launched RAMI 4.0 [6]. This reference model allows the step-by-step migration from today’s world to that of I4.0 and the definition of application domains with special requirements [18,19]. The use of RAMI 4.0 as a project standard in the context of I4.0 results in some benefits. Among these, the following stand out: the use of service-oriented architecture (SOA), the combination of information technology layers representing aspects of the physical and virtual worlds, and the division of all processes and equipment as a component of the production system, which facilitates communication between different business levels and the more robust processing of information contained in the factory environment.

Therefore, recent work focuses on the development of solutions compatible with RAMI 4.0 that use and integrate, based on the available model, different technologies within I4.0 [2]. Reference [20] addresses the steps for the migration of the ICT (information and communication Technology) infrastructure associated with control management to a digitalized industrial system, according to the requirements established by RAMI 4.0. A toolkit classified using RAMI 4.0 and developed to integrate customers in the design and manufacture of products within I4.0 is presented in [21]. In [19], an architecture compatible with RAMI 4.0 for the discovery of equipment and the operation of processes according to the product requirements is developed.
The article in [3] proposes a universal model oriented to applications to promote the easier use of RAMI 4.0 in a practical context, thus improving the applicability of the model. It is worth noting that in [3], the authors bring the topological approach to production in an illustrative way through the use of application-oriented RAMI 4.0. In this article, for example, the control device element has interactions in almost all layers, going from the \textit{asset} layer to the \textit{Functional} layer, not having a direct relationship only with the \textit{business} layer since this layer is focused on business models in the I4.0 scenario. In [22], the authors highlight some stages of a product design and assembly planning in a network company concept and associate these steps for a mapping of RAMI 4.0, using \textit{business} and \textit{information} layers.

RAMI 4.0 recommended the open platform communication unified architecture (OPC UA) protocol [23] for the \textit{communication} layer. Thus, several papers are already focusing their proposal on this protocol [24,25]. A configurable and adaptable human–machine-interface (HMI) for monitoring production plants based on OPC UA and AutomationML is presented in [26]. For this, the authors point out the presence of the HMI element in the \textit{integration} layer, taking into account that the solution employs the use of various technologies and, therefore, occupies a volume in RAMI 4.0. Reference [27] describes some scenarios based on the use of the OPC UA protocol as the communication technology for flexible, transparent and adaptable production when using RAMI 4.0. It provides a list of possible building blocks that can be realized through the OPC UA, in which the \textit{integration} layer is used to separate the structured data from the information model and the database (\textit{information} layer). The \textit{communication} layer is responsible for minimum functionality that a client must be able to access within the I4.0 architecture, and finally, the \textit{information} layer is in charge of defining the graphical information models, visualizing the common information and aggregating the functionalities provided by the OPC UA server.

The fusion of physical and virtual systems is another characteristic in I4.0 applications, such as augmented, virtual and mixed reality [28,29] and digital twin [30]. These applications emphasize the need for a unified and standardized information model, and they can be mapped through RAMI 4.0 layers. Reference [31] describes the use of the asset administration shell in the \textit{integration} layer to structure virtual components in virtual reality applications. The OPC UA address space in the \textit{communication} layer can also be used to provide interoperability for these applications. Reference [30] presents an architecture for digital twin applications and discusses how it is mapped through RAMI 4.0.

According to the literature review, most works currently focus on migrating production systems and retrofitting or adapting equipment to be compatible with RAMI 4.0 model. Although some works implement a subset of RAMI 4.0 layers, our work differs from those and focuses on the development of a control device compatible with RAMI 4.0. This article extends our embryonic proposal for a controller interface based on RAMI 4.0 [8], discussing the development of additional modules and presenting an experimental scenario for validation and performance analysis. In addition, a discussion is presented about the opportunities and proposal to update the control device in an I4.0 (I4.◦C) component of RAMI 4.0 model.

\textbf{RAMI 4.0: Three-Dimensional Model}

As previously stated, RAMI 4.0 is divided based on three structural axes: hierarchy levels, life cycle and value stream and layers, as shown in Figure 1. For the sake of completeness, a short description is provided in the following.

\textbf{Axis of Hierarchy Levels}

The axis referring to hierarchical levels concerns the connection of all elements of the productive system (IEC 62264 and IEC 61512), ranging from the product to the connected world. This axis includes information, people and machines as part of the network management that characterizes an I4.0 scenario [4]. The hierarchy levels axis is based on seven elements:
Product: that characteristic element or product is manufactured. In addition, it also corresponds to the ease of production and the interdependence between the various elements of the model.

Field device: represents the functional level of an intelligent device, for example, a smart sensor or actuator. Basically, they are electronic devices used to detect and identify sensor components and technologies [4];

Control device: defined as the brain of industrial control systems and usually represented by programmable devices, such as programmable logic controller (PLC) and distributed control systems (DCS) with enhanced I4.0 functionalities;

station: the place where operators perform administrative activities to examine the entire operation in the industrial environment based on events and processes, using, for example, Supervisory control and data acquisition (SCADA);

Work centers: maintains manufacturing information, defines the state of production and supervises the renewal of raw materials for refined products;

Enterprise: usually defined in terms of enterprise resource planning (ERP) and business management systems, such as, for example, production planning, service provision, marketing, sales, financial modules, retail and other expenses;

Connected world: this component describes the group of plants and the integration with external companies, customers and component suppliers.

Axis of Life Cycle and Value Stream

I4.0 claims a great potential for improvement throughout the life cycle of products, machines and factories. The axis of the life cycle and value stream is responsible for organizing and standardizing these relationships. This axis was based on the IEC 62890 standard that takes care of the life cycle management for systems and products used in industrial processes [32]. Within this axis, types and instances are structured. A type is always created with the initial idea. This includes placing design, development and testing orders that range from the first sample to prototype production. The product type can be created during this step. Reference [32] informs that the products are manufactured based on this type created, and each product can contain an instance represented, for example, by a unique serial number.

Axis of Layers

The layers, also called information technologies (IT) layers, are related to detailing or mapping a virtual object, which is a machine or even the same process. These layers are representations used in ICT, where the properties of a complex system can be divided into layers to facilitate the implementation and visualization of new features [7]. Reference [4] highlights that this axis is responsible for defining the standards, protocols and interconnectivity for the verticalization of information, ranging from its interfaces, requirements, and accessibility. RAMI 4.0 has six IT layers:

Business: Covers abstract business models and the logic of the process, in addition to ensuring the integrity of functions along the value chain. In addition, this layer is responsible for organizing any exchange of information on industrial processes that have a commercial vision focus. In this way, it becomes possible to map all the political and economic structures of the company for eventual strategic decision making;

Functional: This layer represents the runtime manufacturing system for services and applications. In addition, the functional layer is responsible for the horizontal integration of various functions, such as rule generation, production planning and application logic.

Information: Responsible for preprocessing the events received from the communication layer. The information generated by the lower layers is checked for integrity and, subsequently, summarized in a new and higher quality data structure (information model). In this way, a standard interface or information model is provided for the functional and business layers to consume this data.

Communication: This layer is responsible for making the information from the asset and integration layers available to the upper layers of RAMI 4.0. It is responsible for the
communication between the elements of the I4.0 network based on standardized and uniform communication protocols, such as the OPC UA.

**Integration**: Responsible for providing information related to physical resources (assets) for the higher layers. This information is provided in a structured form called an administration shell (AS), which organizes the asset information. This layer contains all the elements associated with IT operations (including HMI) and logic control execution. Additionally, [4] states that the integration layer contains elements associated with the identification of materials and products, such as radio frequency identification (RFID) or barcode readers;

**Asset**: The lowest layer of RAMI 4.0. It represents all physical reality, containing objects, which are: processes, sensors, actuators, machines and even technical documentation. In this layer, products and parts are identified in relation to the execution requirements for a given machine and/or workstation.

3. The Proposed Open-Source Control Device Architecture

This paper discusses the development and the implementation of an open-source control device for Industry 4.0 applications compatible with RAMI 4.0. Considering RAMI 4.0, the developed control device, one of the items in the hierarchy-level axis, integrates the following elements of the layers axis: asset, integration and communication, as shown in Figure 2.

Figure 2. Relationship between the reference architecture model for Industry 4.0 (RAMI 4.0) layers and the open-source control device.

The control device is responsible for providing the programming of processes, identification of parts (e.g., through radio frequency identification—RFID), network communication through the standardized and interoperable protocol (e.g., through OPC UA, which is RAMI 4.0 recommended protocol for the communication layer), data management and information modeling, and supervision of equipment. All the information related to the controlled process will be available in real time for any type of platform connected to the communication infrastructure. Briefly, the open-source solutions for the proposed control device, described in the following subsections, are:

- **Software—OpenPLC project**: tasks of programming, identification of parts and network communication;
- **Software—OPC UA server project**: tasks of data management, information modeling and network integration;
- **Software—Human–machine interface (OPC UA client) project**: tasks of process supervision;
- **Hardware—single-board computer**: operational system with all processing and logic tasks;
- **Hardware—RFID system**: radio frequency identification reader and interface;
- **Hardware—IO connection board**: physical connection of industrial inputs and outputs (voltage, current) and data acquisition;

In the following, the design of the asset, integration and communication layers for the proposed open-source control device are better detailed.

### 3.1. Design of the Asset Layer

An essential resource for the development of I4.0 applications is the identification of products in relation to the activities to be performed by machines and stations. This functionality is defined in the assets layer. In addition, some assets can also perform a controlled process through equipment contained in the integration layer, such as a PLC, implemented under the IEC 61131-3 standard [33]. The assets are usually located in work units and stations of the production system [34]. In the case of the asset layer of the developed control device, RFID tags are used for product identification. In this way, it is possible to automate the tasks to be performed in a manufacturing process according to the need for different products, as each part contains a set of information customized for certain workstations.

### 3.2. Design of the Integration Layer

In the integration layer, all the elements associated with IT are listed, such as software for PLC programming, HMI visualization and generation of events based on the information acquired and supervision of the processes [3]. In this paper, the OpenPLC project was used [35] for the development of the integration layer of the proposed control device.

OpenPLC is an open-source project for integrating software and hardware for automation and process supervision applications [35] compatible with the IEC 61131-3. Complementing the OpenPLC, there are two additional parts: the HMI and the RFID reader. The HMI is used for data manipulation of the control device by operators. The RFID reader is responsible for processing the information from the tags fixed on the parts/products. Once the information is extracted from the RFID tags, they are stored in internal OpenPLC variables and made available for PLC programming. A communication driver was required and developed for the integration of the Sirit RFID reader API to the OpenPLC project.

### 3.3. Design of the Communication Layer

The communication layer of RAMI 4.0 is responsible for standardizing the communication between different networked elements based on uniform communication protocols. In view of the developed control device, the OPC UA protocol was used with the deployment of an OPC UA server and client.

The OPC UA application server developed was based on the node-opcua open-source project [36]. This server is responsible for providing the information of all products and parts (sensors, actuators) managed by the control device. This information is provided in a standardized form called OPC UA address space. In the case of the control device, the logical states of the inputs and outputs controlled by the OpenPLC are provided. An object containing the identified parts from the RFID system is also provided. In addition, another object provides information related to the hardware of the control device. The following information is available: percentage of free memory, percentage of CPU usage, CPU temperature, processor architecture and the operating system. Based on this information, it is possible to identify the hardware’s proper capabilities before the application on a real system. It is important to highlight that another communication driver was necessary for the integration between the OPC UA server and the OpenPLC.

With the OPC UA server, any OPC UA customer (client) can access in real time any of the described information available at the control device. To provide the HMI functionality for the control device, a local OPC UA client was included. The open-source project opcua-
client-gui [37] (based on freeopcua) was chosen since it provides a graphical user interface (GUI) for easy usability, information visualization and data manipulation. This OPC UA client HMI provides to the operator information about the OPC UA server, navigation through OPC UA address space and subscription of any variables from the control device. The standardized data provided by the OPC UA server enables the data exchange between the control device and the information, Functional and business layers.

For the sake of clarity, Figure 3 presents a block diagram of the control device architecture and shows how the different parts are interconnected one with another.

Figure 3. Architecture of the control device for I4.0.

In the asset layer, there are the identification of parts and the manufacturing system. The integration layer is comprised of the RFID reader, the OpenPLC project and the HMI. Finally, the communication layer is based on the integration of an OPC UA client–server data exchange.

4. Proof-of-Concept Implementation of the Control Device

Based on the control device architecture described in the previous section, a proof-of-concept prototype has been realized as described in the following. Considering the need for open-source hardware, the control device consists of a single-board computer (SBC), specifically the Raspberry Pi (RPi) Model 3B+, acting as the host device of the system. The choice for the RPi platform is due to its widespread availability, open-source resources, adequate processing capacity and memory availability besides the native Wi-Fi connectivity in addition to the wired ethernet. The connection of inputs and outputs to the RPi is done using an expansion board. In particular, the UniPi1.1 open-source IO connection board was chosen, as this is not only fully compatible with the RPi but is also supported by the OpenPLC project. Considering the need for open-source software of the control device, the Node.js platform running on a Raspberry Pi OS (Linux distribution for RPi) was used. Once the main hardware and software elements of the control device are defined, it is necessary to detail the software implementations related to RAMI 4.0 layers.

4.1. Interface of Integration and Communication Layers

The interface between the integration and communication layers of the control device uses a driver developed to enable the communication between the OpenPLC and the OPC UA server. The driver implemented for the proof-of-concept prototype transparently maps all variables of the controlled process and products (RFID tags) on the OPC UA server, using a built-in Modbus TCP/IP functionality included in OpenPLC. The OpenPLC has a
Modbus server that provides access to its internal variables. In addition, the driver may in the future provide a way to connect the control device to any remote IO device that supports the Modbus TCP/IP protocol.

Concerning the OPC UA server of the control device, the development was based on the stack and the SDK provided by the node-opcua project. The address space, which is the most important item of the OPC UA protocol, is used to customize the object model that the server will make available to clients. It standardizes and organizes the information in any OPC UA server. The control device has an internal function that creates the server address space with the necessary variables to define the required information model following RAMI 4.0 administration shell.

Thus, as shown in Figure 4, the control device OPC UA server provides an address space (information model) with five main objects: server, RPi hardware, RFID tags, discrete outputs, discrete inputs and internal registers. It is important to clarify that the visualization (icons, windows frames) of the information model in Figure 4 depends on the software used (OPC UA client). The control device OPC UA server programmatically defines the structure (folders, objects) and the contents of the model.

![Control device address space of the open platform communication unified architecture (OPC UA) server.](image)

The server object in Figure 4 contains general information about the OPC UA server, such as release date and info, product name, software version, current date, server start date, current server status, among others. The RPi Hardware object exposes operational information about the hardware, such as percentages of CPU usage and free memory and the CPU temperature (°C), among others. The RFID Tags object contains the information related to the parts/products identification using RFID. In accordance with the RFID reader used and configuration, variables are created containing the parts identified. In our case, the control device provides information about the tag (TagId—identification number and, TagData—data) and the identification of the antenna used (usually, an RFID reader may have up to 4 antennas). The last three objects are related to information about the inputs...
and outputs of the control device (available on the UniPi expansion board used). It is important to note that all of these objects created in the server address space used FolderType as a reference. This structure allows information to be viewed in a hierarchical manner, improving interoperability between applications. For each of the objects created, classes of Variable Nodes were defined, representing within the proposal, data attributes of these objects. In the case of Discrete Outputs and Discrete Inputs objects, the DataType defined server was Boolean. For the Internal Register and RFID Tags, the defined type was Double.

Finally, security mechanisms of the OPC UA protocol were included at the control device server. These mechanisms include the device Security Type Configuration (based on the policies None, Basic, Basic128Rsa15, and Basic256), the device authentication and certification, and communication encryption. The information available in the OPC UA server address space of the control device is updated within 100 ms, using the interface driver described previously. Figure 4 presents in a systematic way the variables created for the different types of objects within the address space of the OPC UA server of the control device.

4.2. Interface of Integration and Asset Layers

The relationship between the asset and integration layers in the control device occurs in two ways: parts identification (radio frequency identification—RFID system) and controlled process (manufacturing system and OpenPLC). RFID tags attached to the parts were used for the identification. The information about the parts identified in the asset layer using the RFID reader must be available at the OpenPLC. Using this part information, the OpenPLC can perform customized actions at the workstation following the part. The interface between the integration and asset layers of the controller Interface uses a driver developed to enable the communication between the OpenPLC and RFID readers. This driver implements the reader API (ethernet TCP/IP) and transparently maps the part information (RFID tags) to the OpenPLC workspace. The driver was developed within the OpenPLC hardware layer and compiled with the project. It configures the RFID reader in active reading mode, based on asynchronous events. Given the occurrence of arrival and/or departure of RFID tags in any of the reader antennas, events are transmitted. These events are processed, and the information from TagId, TagData and Antenna are stored in internal OpenPLC variables.

4.3. Interaction of the Control Device with Other RAMI 4.0 Elements

Even though the developed prototype is focused on the control device operation validation, it comprised interactions between elements of the hierarchy levels and the layers axes of RAMI 4.0, as shown in Figure 5. The compatibility of the control device with RAMI 4.0 was described detailing the interactions using numbered arrows.

The arrow 1—product refers to the parts with RFID identification, generating information about the product (TagId and TagData) for RAMI 4.0 communication layer. The arrow 2—field device within the represents the manufacturing system data from the RFID system. In this case, it is possible to identify which workstation is being used in the process, as the information of the antenna (Antennald) is also available for the communication layer. The interaction that occurs in the arrow 3—control device concerns the operation of OpenPLC, being able to receive the information from the station and control the manufacturing process (ladder program following the IEC 61131-3 standard), as well as assigning this information to the communication layer. At the controlled station, whenever a registered product is identified by the RFID system, the integration layer obtains this information and executes a specific logic (instructions) for each identified part. Arrow 4—communication structure represents the display of organized information regarding the identification of product parts, identification of the manufacturing system, hardware performance information and logic states of the sensors/actuators through the address space of the OPC UA server. Finally, the arrow 5—station lists the use by users/operators (OPC UA clients).
of all information available (server), which can be provided through HMIs and used for supervision tasks.

Figure 5. Interactions among elements of RAMI 4.0 axes in the experiment of the control device validation.

5. Proof-of-Concept Experimental Results

5.1. Experimental Setup

A laboratory experiment in an I4.0 scenario was performed using the previously described proof-of-concept for validating the development of the open-source control device based on RAMI 4.0. Industrial equipment related to a modular production system by FESTO MPS (sorting station) was used in an application of customized realization of tasks in machines and workstations in accordance with the type of product provided by the identification of parts. The idea is to process and sort different parts (different colors) at the workstation using the information from the RFID tags included in each part (https://youtu.be/1miDnc7bpCY (accessed on 21 March 2021)). The control device is responsible for all logic and control tasks. The connection diagram of the experiment is presented in Figure 6. A picture showing the equipment and the production system used in the experiment is presented in Figure 7.

Figure 6. Connection diagram of the experiment.
The equipment used in the experiment is wirelessly connected to a 2.4 GHz Wi-Fi network. The developed control device has built-in support for Wi-Fi communication and executes the OpenPLC runtime, the OPC UA server with the information model and the HMI (which is an internal OPC UA client) for local monitoring and supervision. The control device was connected to the Festo Sorting station IO (sensors/actuators) using 24 Vdc digital signals (discrete inputs and outputs). During the experiment, other OPC clients were connected to the control device for monitoring. These clients were executed on a computer (PC) and in a smartphone.

The computer also executes the OpenPLC editor, which is used only during the logical programming part. The logical programming of the FESTO station manufacturing process was created using an IEC 61131-3 ladder language using the OpenPLC editor. Subsequently, the generated file referring to the programming logic is loaded to the OpenPLC runtime (at the control device) remotely through the network. At the end of this process, the control device can perform the required logic control for the process automation and control.

The previously highlighted programming is performed physically at the Festo workstation, presented by Figure 7, in which (1) represents the RFID antenna, (2) separation of parts, (3) the developed control device and (4) Parts with RFID tag.

In Figure 7, the control device controls the station operation according to the requirements of the application. In this way, the parts (white, red and black colors) at that station are identified using the RFID system that has the antenna attached to the station’s belt (1). According to the identified part (color), the control device controls the station for sorting the parts in different stocks (2). It is important to note that, in its original configuration, the classification station has specific sensors and a PLC responsible for the I/O interface and programming of the logic that controls the operation of the station. However, this equipment was not used in this paper, as the control device (3) was responsible for managing all functions within the operation of the station and the classification of the part using RFID.

5.2. Operational Results

Operational data acquired during the experiment described in Section 5.1 were collected to evaluate the control device. Considering the nature of the control device operation in I4.0 scenarios, multiple connections from OPC UA clients are expected to happen. These connections to the control device OPC UA server were done during its operation for controlling the Festo sorting station as described before. Up to five OPC UA clients were connected simultaneously to the control device using a Wi-Fi connection. It is important
to clarify that the communication between the client/server is asynchronous in OPC UA. Usually, this communication happens in two ways: during the connection and after the connection is established for data communication. During the OPC UA client/server connection, the client uses the browse service to communicate with the server and receive its address space (information model). For data communication, the client uses the subscribe or read/write services to communicate with the server. With the read/write, the client polls the server each time the data are needed. With the subscribe, the server automatically sends the data to the client every time its value changes.

Figure 8 shows a complete view of the experimental setup, in which five clients (numbered from 1 to 5) were connected to the OPC UA server of the control device (A).

![Figure 8. External OPC UA clients (1 to 4) and internal OPC UA client (5) connected to the OPC UA server.](image)

The experiment was designed in the following way: a new client connection to the control device’s OPC UA server was established every two minutes (de facto increasing the server load as time goes by). Each connection used a different OPC UA security policy and type to verify the control device security compatibility and evaluate the impact on its operation. Table 1 details the connection sequence, the type of OPC UA client, the security mode, the security policy and the time at which the connection with the control device server takes place.

| Client ID | Client OPC UA                  | Security Type | Security Policy | First Connection Time (min) |
|-----------|--------------------------------|---------------|-----------------|-----------------------------|
| 1         | Prosys software                | None          | None            | 0                           |
| 2         | Prosys software                | Sign          | Basic128Rsa15   | 2                           |
| 3         | UAExpert software              | Sign          | Basic256        | 4                           |
| 4         | OPC UA mobile                  | Sign/encrypt  | Basic256Sha256  | 6                           |
| 5         | Control device internal (HMI OPC UA client) | None          | None            | 8                           |

It is worth mentioning that the five clients connected to the control device for receiving the values of three variables from the “RPi hardware” object: CPU usage (%), free memory (%) and temperature (°C). The graph of Figure 9 shows changes in these acquired data of the control device during the experiment and the connection of the users (clients).
The control device operation was robust, with no interruption or failure, neither communication problems, nor OPC UA disconnection during the experiments. The control device was kept in operation for 12 h within the experiment. However, as the results of the monitored variables maintained the same patterns and values, it was chosen to show in Figure 9 only the first 10 min. Considering that the production cycle of the experiment (time interval between consecutive input of pieces in the system) is around 15 s, a great number of pieces were processed, or production cycles were executed by the control device. In addition, it is worth mentioning that the logical results of the control device or the correct execution of programming tasks and control of the manufacturing process were validated during the experiment.

The operational results in Figure 9 show normal hardware usage of the control device during the experiment with the control of the Festo station and with the connections of several users (clients). There were no significant temperature changes during the control device operation, and the temperature was in a suitable interval. The CPU usage was approximately 30%. Some short-time peaks in CPU usage happened when each external client (ID1 to 4) connected to the control device. The change in the percentage of free memory with the connection of the external clients was small and up to 5% (from 75 to 70%). The external clients were kept connected (after their connections) during the whole experiment, showing that there was no significant change in the CPU usage and free system memory related to the connection and communication of external clients with the control device. In addition, this result shows that the control device would be able to support many simultaneous connections of users (OPC UA clients).

The execution of the internal HMI, which is an OPC UA client (ID-5), had a significant impact on the hardware usage of the control device. It was expected as the internal HMI client execution consumes resources of the control device hardware for processing and video interface (visualization). A relevant decrease in the percentage of free system memory, as well as a relevant increase in CPU usage, can be seen in Figure 9 with the execution and connection of the internal HMI client (ID-5). The CPU usage peak oscillated but maintained a high value of around 60%, while the internal HMI was kept running. The usage only returned to normal values around 30% after the internal HMI was turned off.

Finally, the results of the experiment also showed that the use of different types and security policies supported by the control device do not significantly impact its performance and hardware usage. In a nutshell, the logical and operational results validated the control device development and shown the availability of capacity for future deployments and improvements.

6. Discussion and Final Remarks

The great challenge in developing a RAMI 4.0 compatible solution is the comprehension of the required relationships among technologies, equipment and systems related to RAMI 4.0 axes for each type of I4.0 application. As RAMI 4.0 is abstract, different
perspectives and interpretations may be feasible according to the intended solution. The developed control device was conceived as a proof-of-concept, focusing on the integration of open-source solutions and covering the relationships among three layers of RAMI 4.0: assets, integration and communication.

The control device integrated a set of different technologies, such as the OpenPLC project, the RFID system and the OPC UA (server/client) projects, in a one package solution. To do that, it used built-in communication and integration functionalities available in these projects as well as it was necessary to develop additional drivers. For example, the industrial IO connection board used (UniPi) was selected because it is already supported in the OpenPLC project. However, in case of using other not supported IO board, a driver would need to be developed for integration of the IO data on the Open PLC. It was the case of the RFID system. As the OpenPLC project does not support any RFID reader, an API of the reader used was developed and added to the core of the OpenPLC project. As a result, the data from the RFID tags became available at the OpenPLC. This fact can be seen as the main disadvantage of the control device, as it limits its application flexibility or at least would require any integration rework in case of using different solutions from the ones described.

Reference [38] describes that an I4.0 component is the combination of objects from both the physical and the digital world. The physical world is composed of elements of the asset and integration layers of RAMI 4.0. The digital world is composed of the upper layers, from the communication up to the business, depending on the element. Considering the control device element of RAMI 4.0, the digital world would include interactions up to the information layer. The majority of the required functionalities related to the asset and integration layers (physical world) and to the communication layer (digital world) were included in the developed control device.

Analogies between the information structure of the developed control device with the administration shell (AS) of the I4.0 component in [38] can be cited. The OPC UA address space of the control device contains the definition of physical objects that are accessed by different types of clients. These objects are basically modeled in terms of views, attributes, variables, methods and relationships with other objects. Therefore, both methodologies structurally have a similar meaning in the specification of concepts, such as assets x nodes; property of assets x attributes and variables of objects, submodels x object; resource manager x address space.

7. Conclusions

This paper presented the development of an open-source control device for Industry 4.0 (I4.0) based on RAMI 4.0. The control device comprised elements of the communication, integration and asset layers of RAMI 4.0. This development serves as a proof of concept of a RAMI 4.0 compatible open-source control device and can be adapted for a manufacturing system aiming to fulfill the requirements of I4.0 applications.

The architecture of the control device is modular and integrates different components and open-source technologies to fulfill the development requirements of the included RAMI 4.0 layers. The OpenPLC project was used in the integration layer for IEC 61131-3 compatible logic control of manufacturing processes. Additional support for parts identification using RFID required at the asset layer was included using the hardware abstraction layer of the project. The node-opcua project was used for the implementation of the OPC UA protocol, which is RAMI 4.0 recommended protocol for the communication layer. The developed address space of the control device relates to RAMI 4.0 administration shell and provides information related to the controlled process in a standardized and fully interoperable manner.

Future work will focus on updating the control device towards an I4.0 component of RAMI 4.0. Even with the current similarities between the control device address space with the Administration of RAMI 4.0, a standardized model for the information layer, with
additional information from the assets, such as manuals, configuration and communication parameters, maintenance history and functional profile, is required for the update.
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