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Intent classification, to identify the speaker’s intention, and slot filling, to label each token with a semantic type, are critical tasks in natural language understanding. Traditionally the two tasks have been addressed independently. More recently joint models that address the two tasks together have achieved state-of-the-art performance for each task and have shown there exists a strong relationship between the two. In this survey, we bring the coverage of methods up to 2021 including the many applications of deep learning in the field. As well as a technological survey, we look at issues addressed in the joint task and the approaches designed to address these issues. We cover datasets, evaluation metrics, and experiment design and supply a summary of reported performance on the standard datasets.
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1 INTRODUCTION

The efficacy of virtual assistants becomes more important as their popularity rises. Central to their performance is the ability for the electronic assistant to understand what the human user is saying to act, or reply, in a way that meaningfully satisfies the requester. The human-device interface may be text based but is now most frequently voice and will probably in the near future include image or video. To put the understanding of human utterances within a framework, within the natural language processing (NLP) stack lies spoken language understanding (SLU). SLU starts with automatic speech recognition (ASR), the task of taking the sound waves or images of expressed language, and transcribing to text. Natural language understanding (NLU) then takes the text and extracts the semantics for use in further processes—information gathering, question answering, dialogue management, request fulfilment, and so on.
Table 1. An Example of an Utterance as a Semantic Frame with Domain, Intent, and IOB Slot Annotation [32]

| query         | find | recent | comedies | by | james | cameron |
|---------------|------|--------|----------|----|-------|---------|
| slots         | O    | B-date | B-genre  | O  | B-director | I-director |
| intent        | find_movie | | | | | |
| domain        | movies | | | | | |

The concept of a hierarchical semantic frame has developed to represent the levels of meaning within spoken utterances [40]. At the highest level is a domain, then intent, and then slots. The domain is the area of information with which the utterance is concerned. The intent (a.k.a. goal in early papers) is the speaker’s desired outcome from the utterance. The slots are the types of the words or spans of words in the utterance that contain semantic information relevant to the fulfillment of the intent. An example is given in Table 1 for the domain movies. Within this domain the example has intent find_movie and the individual tokens are labelled with their slot tag using the inside-outside-beginning (IOB) tagging format. The NLU task is thus the extraction of the semantic frame elements from the utterance. NLU is central to devices that desire a linguistic interface with humans: conversational agents, instruction in vehicles (driverless or otherwise), Internet of Things (IoT), virtual assistants, online helpdesks/chatbots, robot instruction, and so on. Improving the quality of the semantic detection will improve the quality of the experience for the user, and from here NLU draws its importance and popularity as a research topic.

In many datasets, and indeed real-world applications, the domain is limited; it is concerned only with hotel bookings or air flight information, for example. In these cases, the domain level is generally not part the analysis. However, in wider ranging applications, for example the SNIPS dataset discussed later or the manifold personal voice assistants that are expected to field requests from various domains, inclusion of the domain detection in the problem can lead to better results. This leaves us with intent and slot identification. What does the human user want from the communication, and what semantic entities carry the details? The two sub-tasks are known as intent detection and slot filling. The latter may be a misnomer as the task is more correctly slot labelling or slot tagging. Slot filling is more precisely giving the slot a value of a type matching the label. For example, a slot labelled “B-city” could be filled with the value “Sydney.” Intent detection is usually approached as a supervised classification task, mapping the entire input sentence to an element of a finite set of classes. Slot filling seeks to attach a class or label to each of the tokens in the utterance, making it within the sequence labelling class of problems.

While early research looked at the tasks separately, or put them in a series pipeline, it was quickly noted that the slot labels present and the intent class should and do influence each other in ways that solving the two tasks simultaneously should garner better results for both tasks [40, 104]. A joint model that simultaneously addresses each sub-task must capture the joint distributions of intent and slot labels, with respect also to the words in the utterance, their local context, and the global context in the sentence. A joint model has the advantage over pipeline models that it is less susceptible to error propagation [12], and over separate models that there is a only a single model to train and fine-tune. A drawback is that a large annotated corpus is usually required [85], though this is also true of separate models. The model may also be relatively complicated and take time to train. It has also been observed that joint models may not generalise well to unseen data, due to the variety of natural language expressions of similar intent [23, 81, 123]. In real-world applications the domains and label sets may change over time.

In many ways the development of the field has followed a similar path to other areas of NLP, starting with classical (statistical or probabilistic) models [40]. Neural networks were applied as computing power increased. In particular, due to the sequential nature of the slot labelling
sub-task, recurrent neural networks (RNNs) have been a technology frequently used in the field (from Reference [84] onward, see Tables 2–3). In more recent years the Transformer architecture has debuted to address issues like long-range dependency [91, 120]. As far as feature creation goes, convolution, word embeddings, and pre-trained language models have all been applied, amongst many other methods covered in Section 3.3. The use of external knowledge bases has been observed in more recent papers [101]). The most regularly used datasets are two freely available sets—the Air Travel Information System (ATIS) and SNIPS. A common experiment is implied by the literature, from which the reported results are compared in this survey. One of the aims of this survey is to address further standardisation, in terms of the parameters of the experiment and the evaluation metrics used. The approaches to the joint task have been manifold and have shown excellent results in standard supervised training/test experiments. As new techniques make what may appear to be incremental increases to the state of the art it is perhaps time to recast the measures of success in the field. Rather than just developing new, more challenging annotated datasets, increasingly important must be the development of unstructured semantic detection in new domains.

The motivation for this survey is to take stock of the state of the field at the end of 2021 following a surge of ideas and approaches over recent years. We collect information on the approaches pursued so far and the issues encountered and addressed. With the survey completed we propose some future directions for the field. While surveying the field we consider three questions:

Q1: How do joint models achieve and balance the two aspects, intent classification and slot filling?
Q2: Have syntactic features been fully exploited or does semantics override this consideration?
Q3: Can models successfully trained on a supervised dataset from one domain be made more generalisable to different domains or languages or to unseen data?

1.1 Scope
The focus of this survey is on extraction of the intent and slots of single utterances. Papers on the following aspects will be reviewed but the information considered as ancillary only: (1) multi-domain datasets with annotated domain. Extraction of the domain is a classification task like intent detection, albeit less granular. Inclusion of the domain identification task may aid the two sub-tasks of interest and this will be mentioned; (2) dialogue action is the identification of the next action to be taken by a dialogue management system once intent and slots have been identified. In some cases dialogue action is a direct substitute for intent and in others a mapping is made from intent and slot labels to the action. We review papers that include a strong focus on intent and slot detection; (3) ASR. Some papers look at error propagation from ASR to intent or slot prediction. We do not consider this aspect.

1.2 Related Surveys
Reference [93] is a complete summary of the SLU field at the advent of the neural era (2011). Reference [99] concentrates on models that jointly address sub-tasks in dialogue systems, including NLU, dialogue management, and Natural Language Generation. Similarly, Reference [77] (pre-print only) places NLU as a step in a dialogue system preceding Dialogue Management and Response Generation and focuses on multilingual aspects. Goal-oriented conversational language understanding is the focus of Reference [92] and within that field they provide an excellent precursor to this survey, covering the state of the art to 2017 in the two sub-tasks and 2016 in the joint task. Reference [37] is a small overview of the separate and joint tasks. A good survey of intent detection methods up to 2018 is given in Reference [54] including multi-intent detection and evaluation methods. Tangentially related surveys include a survey of dialogue datasets available for research [80] and an overview of evaluation methods for dialogue systems [21].
Table 2. Historical Overview of Intent Detection Papers

| Year | # papers | Feature engineering          | Technologies                             |
|------|----------|------------------------------|------------------------------------------|
| 2011 | 3        | Dependency parse             | SVM, DBN, multi-layer NN, AdaBoost       |
| 2012 | 1        | Bag-of-words                 | C4.5, RF, NB, KNN, Linear SVM            |
| 2013 | 1        | n-gram                       | SVM, SVM-HMMs                            |
| 2015 | 4        | n-gram, word2vec             | LSTM, RNN, ensemble, RF, clustering, SVM, AdaBoost, NN, J48, FFN |
| 2016 | 1        | CNN                          | RF                                       |
| 2018 | 7        | GloVe, word2vec, character, grammar features, dependency parse, knowledge base, POS, CRF, Regex, PCFG-ML, fastText | (Bi)CNN/LSTM/GRU/RNN, ensemble, capsule network, attention, adversarial network, gradient reversal layer, SVM, Logistic regression, PPN, RF, Gaussian Naïve Bayes, softmax regression |
| 2019 | 4        | n-gram, character, word2vec, CNN, BiLSTM | BiLSTM/GRU, attention, Ridge, KNN, MLP, passive aggressive, RF, linear SVC, SGD, nearest centroid, multinominal & Bernoulli NB, K-means, CNN, density-based, local outlier factor |
| 2020 | 1        | BERT, word2vec, CNN          | Siamese, triple loss                     |
| 2021 | 13       | keyword, USE, ConveRT, pseudo-labels | transformer, capsule                     |

1.3 Structure of the Survey

The survey begins with a broad overview of the literature in Section 2. We then give a detailed description of the technological methods for the joint task, along with the issues addressed and solutions proposed, in Section 3. In Section 4, a survey of the datasets encountered takes place. In Sections 5 and 6, there is a description of the experiments and evaluation methods applied and a discussion of standardisation of these. A summary of the results achieved over the history of the field is given in Section 7. We finish with a review of the research questions in Section 8.

2 OVERVIEW OF THE LITERATURE

Intent classification is a form of text classification where the text is a single sentence that comes from a spoken or written utterance. Much effort has been made to construct features that encapsulate the sentence, both semantically and syntactically, and the words within it. These features have been passed to classifiers from the suite of classical and, from 2011, deep learning methods, as outlined in Table 2. Issues around ambiguity, shortness of sentences, treatment of out-of-vocabulary words, and emerging label sets are among those covered in the literature. Slot tagging (see Table 3) is framed as a sequence labelling problem and in early years drew from methods for statistically modelling the dependencies within sequences, like conditional random fields (CRFs) and Hidden Markov models (HMMs). Around 2013, the strength of RNNs in this area had been observed and was applied to the task and developed over the ensuing years. Interestingly the use of CRFs returned, often as a post-RNN step, due to their efficacy at handling label dependency issues. As far as feature creation goes the general goal of the task is to use the semantic information within the words and various context windows from small to long-range within the sentence. Attention is used as one approach for eliciting useful context. Slot tagging has experimented with external knowledge base.
Table 3. Historical Overview of Slot Labelling Papers

| Year | # papers | Feature engineering | Technologies |
|------|----------|---------------------|--------------|
| 2010 | 1        | Neural network, observation feature vector, n-gram, K-DCN | Deep learning, CRF |
| 2012 | 1        | Discriminative embedding, dependency parse, named entity, POS, RNNLM, bag-of-words | Kernel learning, deep learning, DCN, log-linear |
| 2013 | 3        | Discriminative embedding, dependency parse, named entity, POS, RNNLM, bag-of-words | DBN, RNN, RNN-LM |
| 2014 | 2        | RNN, lexicon feature | CRF, LSTM, regression model, deep learning |
| 2015 | 3        | Word, named entity | RNN, sampling approach, external memory |
| 2016 | 3        | Word, RNN, CNN, context window | BiRNN, attention, LSTM, encoder-labeler, CNN |
| 2017 | 1        | Word | (Bi)LSTM, encoder-decoder, focus mechanism, entity position-aware attention |
| 2018 | 5        | BiLSTM, word, character, CNN, delexicalisation | CRF, MTL, segment tagging, NER, BiLSTM, attention, DNN, reinforcement learning, GRU, pointer network |
| 2019 | 6        | Word, character, web-data, context information, expert feedback, GloVe, POS, BERT | BiLSTM/GRU, different knowledge sources, context gate, MTL, CNN |
| 2020 | 2        | ResTDNN | Prior knowledge driven label embedding, CRF, TDNN, RNN |
| 2021 | 16       | GCN, syntax embedding | cross-domain transfer, machine comprehension, decoupled local/global context |

Methods used by both sub-tasks to extend their features include looking at metadata from the data collection. Multi-task learning has also been used by both tasks to look for synergistic learning from other related tasks. Of course, the joint task itself is an example of this synergistic approach. Both tasks have also considered methods for transfer learning to other languages and to data with new, unseen tag sets. The two earliest papers (2008–2009) addressing the joint task drew methods from classical NLP [40, 60]. Features were constructed from words, n-grams, and suffixes or from a semantic parsing of the utterances. A CRF or a support vector machine (SVM) was used for the analysis. In 2013, the first neural network was used though it really just constructed convolutional neural network (CNN) features for use in the CRF model from 2008 [108]. In 2014, a recursive neural network (RecNN), which works over trees, was applied to the dependency parse of the utterances [29]. In 2015, the first completely neural network was devised, using a RNN (different to a recursive neural network) embedding of words, CNN sentences, and a feed forward network (FFN) for the analysis [84].

By 2016, the RNN encoder-decoder architecture had been found to be useful for sequence-to-sequence (seq2seq) tasks and started to make its impact in the joint task [32, 53, 122, 127]. Unidirectional and bidirectional Long Short Term Memory (LSTM) and Gated Recurrent Unit (GRU) cells were tested within circuits. Attention made its first appearance [52]. On the input feature side knowledge-guided structural attention networks (K-SAN) graphs were used as a knowl-
Table 4. Historical Overview of Joint Task Papers

| Year | # papers | Feature engineering                        | Technologies                      |
|------|----------|------------------------------------------|-----------------------------------|
| 2008 | 1        | words/n-grams/suffixes                   | CRF                               |
| 2009 | 1        | semantic tree                            | SVM                               |
| 2013 | 1        | CNN                                      | CRF                               |
| 2014 | 1        | dependency parse                         | RecNN (diff to RNN)               |
| 2015 | 1        | RNN words, CNN sentence, bag-of-words    | MLP                               |
| 2016 | 6        | RNN, K-SAN                               | (Bi)LSTM/GRU, encoder-decoder RNN, attention |
| 2017 | 4        | character, word, CNN                     | BiLSTM                            |
| 2018 | 18       | word2vec, GloVe, ELMo, CNN, attention sentence | BiLSTM/GRU, encoder-decoder RNN, capsule NN, Bi-directional |
| 2019 | 29       | BERT, GloVe, character, knowledge base (tuples), delexicalisation | memory NN, transformer, CRF, attention, Bi-directional |
| 2020 | 10       | BERT, Graph embedding                    | Graph S-LSTM, Bi-directional, GCN, capsule |
| 2021 | 13       | mBERT, syntax GCN, sentiment, transformer | Bi-directional, transformer adaptations |

In 2017, the field appeared to stay progress, with only character embedding being added to the input features [42] and no improvement of performance results on the major datasets. Perhaps though, researchers were working on the many developments that exploded in 2018. Word embeddings were introduced: word2vec, Global Vectors (GloVe), and Embeddings From Language Models (ELMo) [85]. The circuits were still largely RNN based. For new architectures a capsule neural network [117] and bi-directional circuits were introduced [102]. Here bi-directional refers to explicit influence paths through the circuit: intent2slot refers to intent information being used as part of slot prediction and slot2intent the opposite, slot information being used as part of intent prediction.

In 2019, Bidirectional Encoder Representations from Transformers (BERT) debuted as a contextual Transformer-based word embedding technology and ELMo (a contextual LSTM-based model) fell away [11, 122]. More knowledge bases were used as input features [101]. Work on pre-processing the datasets included delexicalisation [75], augmentation [17], and sparse word embeddings using a lasso method [82]. In architecture, RNN and attention continued to be used and CRF made a return to handle label dependency issues [26]. Newly applied architectures included the Transformer [120] and memory neural networks [55]. The indications from 2020 are that graph embeddings are being used more to capture slot-intent and word-slot-intent relationships [89, 119]. In 2021, researchers looked more deeply at Transformer models in the context of the joint task. They addressed the architecture’s agnosticism to the importance of global versus local context and the weaker approach to sequence via positional encoding [14, 39, 70, 126]. Multilingual semantic frame parsing also rose in importance [57].

3 JOINT INTENT AND SLOT MODELS

The joint task marries the objectives of the two sub-tasks. As most papers point out there is a relationship between the slot labels we should expect to see conditional on the intent and vice versa. A statistical view of this is that a model needs to learn the joint distributions of intent and slot labels. The model should also pay regard to the distributions of slot labels within utterances, and one would expect to inherit approaches to label dependency from the slot-labelling sub-task.
Approaches to the joint task range from implicit learning of the distribution through explicit learning of the conditional distribution of slot labels over the intent label, and vice versa, to fully explicit learning of the full joint distribution.

### 3.1 Major Areas of Research

Research in the joint task has largely come from the personal assistant or chatbot fields. Chatbots are usually task oriented within a single domain, while the personal assistant may be single or multi-domain. Other areas to contribute papers are IoT instruction, robotic instruction (there is also a different concept of intent in robotics to describe what action the robot is attempting), and in-vehicle dialogue for driverless vehicles. These areas also need to filter out utterances not applied to the device. Researchers have also drawn data from question answering systems, for example Reference [122] annotated a Chinese question dataset from Baidu Knows.

### 3.2 Overview of Technological Approaches

A summary of the technological approaches in joint NLU can be found in Figure 1. Detailed descriptions for each approach are found in this section.

#### 3.2.1 Classical Methods

The earliest work on the joint task used a tri-level CRF with the three layers being token features, slot labels, and intent labels [40]. This architecture performed better than performing the two sub-tasks in a pipeline. Other early statistical models used a **maximum entropy model (MEM)** for intent and a CRF for slot labelling [104] and a multilayer HMM [9].

#### 3.2.2 Recursive Neural Networks

The first neural model to address the joint task used RecNNs (different to recurrent neural networks) [29]. RecNNs work over trees, in this case the constituency parse tree of the utterance, with leaves corresponding to the words (represented by word vectors). A neural network is applied at each node of the tree, recursively upwards to the root, computing a
state for each node. At each node the states from children nodes are combined with a weight vector representing the node’s syntactic type. Individual slot label classifiers are applied to each leaf using a combination of the word vectors of itself and its neighbours and the state vectors along the path from the leaf to the root. The state at the root is passed to an intent classifier. A combined loss over the slots and intent (and domain) is back-propagated. An optional post-processing, Viterbi decoded Markov layer, is applied to the slots. Results were close to, but below, the then state of the art for the tasks treated separately.

3.2.3 Recurrent Neural Networks. In 2016, the power of the RNN circuit for seq2seq tasks was explored in multiple papers. Features representing tokens are passed in temporal sequence to RNN units that have a hidden state. Intermediate hidden states may be used for slot labelling. The final hidden state is an embedding of the entire utterance and may be used for intent prediction. Bidirectional RNNs (BiRNNs, including BiLSTMs and BiGRUs), where the input sequence is passed in both forward and backward directions, address issues with unidirectional capturing of context. The classic encoder-decoder, which produces a sequential output, is the most commonly used architecture. A typical example of the encoder-decoder RNN model for joint intent detection and slot filling is illustrated in Figure 2 in Reference [52]: The bidirectional RNN encoder first encodes the utterance into a sequence of hidden states, from which the last hidden state is used for intent classification and to initialise the decoder RNN state for generating slot labels. The difference among the three sub-figures in that figure is whether to use (a) context representation $c_i$ only, which is derived as the attended representation over the encoded utterance sequence; (b) encoder hidden state $h_i$ only; or (c) both as the input for intent detection and slot filling, mainly to explore ways of better aligning the encoded utterance with the slot label decoding process. Issues with the original RNN cells (vanishing gradient, long term dependency) are addressed by LSTM and GRU cells. Other architectures include (a joint loss is back-propagated unless mentioned):

- a two layer LSTM with the top hidden states informing slot labelling and the first layer final state informing intent classification [127];
- the slot tagging task is softmax classifiers applied to the output of a simple BiLSTM using the concatenated hidden states. A special token is added to encapsulate the whole utterance for use in intent classification [32];
- a BiLSTM encoder decoder but with separate losses for intent and slot prediction [125];
- rather than seq2seq, perform a global slot prediction (learning the joint distribution) from a matrix of the hidden states to a matrix of slot tag probabilities for each word, intent is predicted from a sum of hidden states [42];
- use both a hierarchical (multi-layer) and a contextual (BiLSTM or LSTM) approach, investigating various combinations and using differing layers for intent and slot prediction [106];
- an ensemble using BiLSTM and BiGRU fed to separate multilayer perceptrons (MLPs) whose outputs are fused then projected and a softmax applied to predict intent and slots concurrently is proposed in Reference [23].

For RNNs the input is typically token feature by token feature in temporal sequence. Reference [32] compared that to using context windows with superior results. However, Reference [125] showed inferior results with context windows.

3.2.4 Attention. One critical observation made of many purely recurrent models is that the sharing of the information between the two sub-tasks is implicit. That is, while the sub-tasks are addressed jointly, it is often only through back-propagation of a joint loss. Attention is an obvious technique for forcing an interaction between information from the two sub-tasks, in a learned way. Some attention constructions may still be seen as an implicit way of sharing information,
but stronger methods start to force explicit learning. In early papers a basic concept of attention used was the weighted sum of Bi-RNN hidden states (i.e., the context representation $c_i$ in Figure 2 in Reference [52]) as an input to slot and intent prediction. In this way, attention is used to connect the encoded utterance separately to the two sub-tasks that are implicitly jointly learned via the joint loss. Then Reference [28] used a stronger, more explicit attention. The base circuit is a BiLSTM taking word vectors in sequence and using a different learned weighted sum of the intermediate states of the BiLSTM for each slot prediction (the slot attention) and the final state for intent detection. As is shown in their major equations, Equations (1)–(3), the new addition is a slot gate $g$ that takes the current slot attention vector $c^S_i$ and combines it with the current intent attention vector $c^I$ via an attention-like gating operation. The output of the slot gate then explicitly feeds the slot prediction to derive the slot label $y^S_i$. Here $h_i$ and $h_j$ denote the BiLSTM hidden states, $v$ and $W$ are a trainable vector and matrix in the gate, and $W^S_{hy}$ is a trainable matrix in the slot prediction layer. This circuit is an early example of intent2slot, a path through the circuit where intent prediction information is also fed explicitly to the slot prediction element. Another variation on intent2slot is provided in Reference [49],

$$
\begin{align}
    c^S_i &= \sum_{j=1}^{T} \alpha^S_{i,j} h_j, \\
    c^I_i &= \sum_{j=1}^{T} \alpha^I_{i,j} h_j, \\
    g &= \sum_i v \cdot \tanh(c^S_i + W \cdot c^I_i), \\
    y^S_i &= \text{softmax}(W^S_{hy}(h_i + c^S_i \cdot g)).
\end{align}
$$

Reference [69] also use an intent2slot architecture but with BERT encoding and using stack propagation. Rather than a gate like Reference [28], the intent detection is conducted for each word level and itself directly feeds the slot filling. As is denoted in their major equations, Equations (4) and (5), at each slot decoding step $i$, the utterance input is not only the encoded BERT encoded representation $e_i$ but also the intent prediction $y^I_i$ at the current timestep, which indicates the explicit contribution from intent classification to the final slot labeling for $y^S_i$. Here $h^S_{i-1}$ and $y^S_{i-1}$ are the decoder hidden state and slot prediction from previous timestep while $W^S_{hy}$ is the trainable matrix in the slot prediction layer. The final intent is taken by vote over all the timesteps. Reference [98] also uses an intent2slot gate with BERT embeddings,

$$
\begin{align}
    h^S_i &= f(h^S_{i-1}, y^S_{i-1}, y^I_i \oplus e_i), \\
    y^S_i &= \text{softmax}(W^S_{h^S} h^S_i),
\end{align}
$$

Reference [114] in a sense provide the dual approach to that of Reference [28], providing an attended slot prediction as the main input into intent prediction. The attention is additive on the weighted hidden states of a BiLSTM encoder and the weighted sum of the predicted slot labels. We call this explicit feed of slot information to the intent slot2intent.

Then, Reference [121] extends the intent2slot gate of Reference [28] with a pair of slot gates, one carrying the global intent information to the slot task, and one taking it to each slot location individually. Reference [123] also apply intent2slot but only to tokens determined to be not labelled “O.”

Self-attention was introduced to the BiLSTM architecture to force a stronger learning “at the semantic level” between the slots and the intent [48]. A first self-attention layer performs attention on word and convolutional character embeddings. This is concatenated with the word embeddings and fed to a BiLSTM layer. The final state informs intent detection, producing the intent embedding $v^{int}$. Another self-attention is then performed between the BiLSTM hidden states $H = [h_1, \ldots, h_T]$. 

ACM Computing Surveys, Vol. 55, No. 8, Article 156. Publication date: December 2022.
as is shown in Equation (6). This self-attended representation $s_t$ is combined with the intent prediction embedding $v^{int}$ via a MLP-based gate as in Equation (7), which explicitly contributes to the slot tagging of $o_t$ in Equation (8). Similarly, Reference [10] starts with word and character embeddings from a BiLSTM layer and then performs multi-head self-attention on these, followed by a BiLSTM encoder whose final state informs intent prediction. Another multi-head self-attention on the second BiLSTM hidden states, combined with the masked intent prediction, feed a CRF for slot prediction,

$$s_t = \text{self-attention}(h_t, H), H = [h_1, \ldots, h_T],$$  

$$h_t^* = \text{MLP}(\left[ s_t, v^{int} \right]),$$  

$$o_t = h_t \odot h_t^*.$$  

In Reference [12], a BiLSTM layer takes the word inputs. State attention is performed as follows. For slots each hidden state is combined with the softmax of a weighted sum of all the hidden states passed through a feed forward network. Intent detection takes the last hidden state in combination with a similar weighted sum of the intermediate states. A similar formulation is used for word attention by weighting sums of word vectors rather than hidden states. All these features are combined in a fusion layer to inform the two tasks. Reference [126] uses a standard encoder-decoder LSTM that incorporates a length variable attention, that is, attention of a sub-sequence of learned width over the hidden states.

**Transformer.** The transformer architecture [96], a non-recurrent model useful for capturing global dependencies via multi-head self-attention (among other strengths) appears in Reference [91] to construct contextual embeddings of the word tokens. In their model, attention is applied between all these to inform the intent prediction sub-task where it gives a superior result. In Reference [120] word embeddings are passed to a three-level transformer layer, then a global output informs intent detection, and token level output is passed to a CRF for slot detection. Differently to Reference [91], a special token is added to represent the whole utterance. Both these models only use the bidirectional encoder of Reference [96]. After the initial success of the architecture researchers looked to address some potential weaknesses, especially affecting slot filling. First, the positional encoding is not as strong as recurrence in representing sequence. This may lead to label dependency issues, so Reference [14] added back the decoder and performed a sequential slot label generation task as well as the intent and slot classification performed by the encoder. They further perform a prediction step in each transformer layer and embed the results with the layer output, all to enhance learning the probability distributions over intent and slots. Second, the Transformer is seen as agnostic to the importance of global versus local context, with an intuition that intent may be better served by global and slot filling by local. Hence, Reference [126] used a Gaussian Transformer that is designed to better highlight local context to aid the slot task. Alternatively, Reference [70] and Reference [39] performed separate encodings for slot and intent representations at the start of their circuits; each should learn different contextual balance to aid the separate tasks. The former using separate Transformer encoders while the latter used a BiLSTM for slots and a Transformer for intent.

### 3.2.5 Hierarchical Models.

A hierarchical model passes information learned to be relevant through ordered levels. While this flow is explicit, it is often unidirectional. For example, Reference [45] supplies a hierarchical approach with slot, intent, and domain levels. Each element of the intent level is represented as the vector sum of the components in the slot layer coming from the same utterance.

In the capsule network solution of Reference [117] relevant feedback is provided from the highest level back to the lowest, an approach that sought to explicitly capture the words-slots-intent...
hierarchy. A capsule represents a group of neurons whose output can be used for predictions at the next level; word capsules can be used to make slot label predictions, and so on. The hierarchy is learned using a routing-by-agreement mechanism: The prediction is only endorsed when there is strong agreement from the incoming capsule. The authors also propose a mechanism whereby a strong intent message at the highest level can be fed back to the earlier levels to help them in their task. This explicit and direct feedback is stronger than the implicit or indirect joint learning typically found in RNN models. The work was extended to a multi-task setting with extra mid-level capsules for Named Entity Recognition (NER) and Part-Of-Speech (POS) labels, with mixed results [86].

3.2.6 Bi-directional Models. A model where there is a pipeline from one sub-task to the other may be seen as unidirectional, for example, a model that predicts intent first and then incorporates that intent prediction (or some precursor) in slot labelling. A bi-directional model has an explicit path from slot processing into intent prediction and also one from intent processing into slot prediction. This can form two parallel paths through the circuit, often with a fusion layer or a joint loss. This is different to the bidirectionality seen in RNNs, where the temporal sequence of inputs is fed in a forward and backward order to separate RNN cells, whose outputs are combined. The first such bi-directional circuit was proposed in Reference [102]. There, each path is a separate BiLSTM, encoding the utterance into a sequence of hidden states \((h^1_i, h^2_i, \ldots, h^n_i)\), where \(i = 1\) corresponds to the intent BiLSTM and \(i = 2\) refers to the slot BiLSTM. The hidden states from each path are shared with the other to form the cell output \(S^i_t\), as is shown in Equations (9) and (11), which is another form of explicit influence between the tasks. An optional LSTM decoder is then supplied one each side to generate the intent (Equation (10)) and slots (Equation (12)). The \(\hat{y}^1_t\) in Equation (10) contains the predicted probabilities for all intent labels at the last timestep \(n\), whereas the \(\hat{y}^2_t\) in Equation (12) represents the slot output at each timestep \(t\). Interestingly, the loss is not a joint loss, but the circuit alternates between predicting intent for a batch, and back-propagating intent loss, and then predicting slots for the same batch and back-propagating slot loss. They call this asynchronous training.

\[
S^1_t = \phi(S^1_{t-1}, h^1_{n-1}, h^2_{n-1}), \quad (9)
\]
\[
y^1_{t\text{intent}} = \operatorname{argmax}_{\hat{y}^1_t} P(\hat{y}^1_t | S^1_{t-1}, h^1_{n-1}, h^2_{n-1}), \quad (10)
\]
\[
S^2_t = \phi(h^2_{n-1}, h^1_{t-1}, S^2_{t-1}, y^2_{t-1}), \quad (11)
\]
\[
y^2_t = \operatorname{argmax}_{\hat{y}^2_t} P(\hat{y}^2_t | h^1_t, h^2_t, S^2_{t-1}, y^2_{t-1}). \quad (12)
\]

Bi-directional paths also appear in Reference [4]. Starting with GloVe word embeddings, an intent path converts them to convolutional features that are concatenated and then projected. The slot path passes the word vectors through a BiLSTM with a CRF on top with the results also projected. Three types of fusion of the paths (after reshaping/broadcasting) were tested: addition, average, and concatenation.

Reference [22] also considers bi-directionality. They start with a BiLSTM encoder. A weighted sum of intermediate states for each step (the slot contexts) feeds a slot sub-net, while the weighted final hidden state (the intent context) feeds an intent sub-net. These two interact in either a slot2intent fashion (slot affects intent) or intent2slot. The outputs then feed a softmax intent classifier and a CRF, respectively. In slot2intent mode a learned combination of the slot contexts and intent context then feed the intent sub-net, where they are combined with the intent context for prediction. In intent2slot mode the intent context is combined with the slot contexts to form a
slot informed intent context. This is then fed to the slot sub-net where it is combined with the slot contexts to feed the CRF for prediction. As may be expected intent2slot gave better slot results and slot2intent gave better intent results. That only one can be applied is a weakness of the architecture.

Strong, direct bi-directionality with explicit intent2slot and slot2intent paths is used in the Bi-ED circuit of Reference [33]. The intent2slot path uses attention between an initial intent prediction on a BERT sentence embedding and the BERT word token embeddings. Dually, slot2intent uses attention between initial slot predictions on BERT word embeddings and the BERT utterance embedding. A similar usage of preliminary probabilities occurs in Reference [87].

Increased focus was paid to Transformers in 2021 and explicit bi-directionality has borne fruit there. References [70] and [39] extract separate slot and intent representations then add sections within Transformer layers to facilitate interaction between the two. Reference [126] uses a Gaussian Transformer for encoding to correct the balance between local and global context. These encodings then pass through intent2slot and slot2intent paths similarly to Reference [33] and Reference [87], using preliminary predictions that they call Intuitive and secondary that they call Rational. Their fusion layer learns to balance between the Intuitive and Rational predictions.

3.2.7 Memory Networks. Reference [55] considers that even with the inclusion of feedback that the circuit of Reference [117] is still overly unidirectional. To overcome this, they consider the use of memory networks. As they see the typical interaction as a pipeline from words to slots to intent, they alternate interaction from slots to intent and vice versa via multiple blocks of memory nets. The network begins with GloVe embeddings and max pooled convolutional character embeddings. These feed the first memory block, which constructs slot features, intent features, and hidden states. Further memory blocks in the stack take the previous block’s hidden states as inputs. Memory blocks perform three operations, striving to capture local context and global sequential patterns:

- Deliberate Attention: A slot memory (with number of cells equal to number of slot labels) and intent memory (ditto for number of intent labels) are randomly initialised then updated. At each word position each memory is updated as a weighted sum of the other memory and of the block hidden states for the current word. Diffusion of influence between slots and intents thus takes place and can inform the hidden states for the next word.
- Local Calculation: An LSTM network receives the input embeddings or previous block’s hidden states. It calculates slot and intent representations as interactions between its inputs and the slot and intent memories.
- Global Recurrence: A BiLSTM layer that encodes global sequential interactions.

After the stacked blocks a final prediction takes place. Slots are labelled via a CRF on the final hidden states. Intent is via an average of the final hidden states.

3.2.8 Meta-studies of Flow Architectures. In an approach that considers both feature creation and architecture [68] gives an interesting generalisation of multi-task learning architectures then apply it to the joint task. For example, a three sub-task parallel architecture would take samples with training labels for each sub-task; develop universal features, task specific features, and grouped features; concatenate them; and then feed them to task specific decoders. Series architectures are also given. Their base circuit uses word and character embeddings and is a standard BiLSTM encoder feeding an LSTM decoder for slots and a softmax classifier on the final hidden states for intent. No attention or slot gating occur. The base circuit is then adjusted to match some of the series and parallel architectures. Varieties of series architectures from multi-task circuit design are also tested in Reference [25].
3.2.9 Graph Networks. Graph networks can be used to address shortcomings of limited context windows suffered by RNNs and CRFs, as they can learn global relationships between words and labels. For example, Reference [119] uses a graph S-LSTM network to overcome perceived shortcomings of RNNs, being lack of parallelisation (due to sequential nature), weak local context use, and lack of long-range detection. The graph has as nodes the word representations and sentence representation from an LSTM, and hence the network simultaneously works on the whole sentence. Only word nodes within a context window are connected by edges. The sentence node is connected to all word nodes. Messages are passed between the nodes to enable global coordination. The final node states for each slot go through a convolution unit and self-attention before being used for slot filling. The final sentence node state is used directly for intent detection.

Reference [89] sees shortcomings of linear chain CRFs as being limited context and only applicable to the slot sequence. They construct a graph-based CRF graph convolutional network (GCN) that learns relationships among words, slot labels, and intent labels. BERT embeddings are passed through a BiLSTM that feeds the GCN for prediction. A weighted joint loss is back-propagated.

Incorporating syntactic information, Reference [90] uses a GCN to build a matrix representing the dependency parses of the training sentences, with words as nodes and labelled dependency arcs as edges in the graph. A gate filters the most useful edge labels. The matrix acts on BERT token embeddings that pass through simple softmax classifiers with good results.

3.2.10 Importing Methods from Analogous Fields. An interesting analogy, proposed in Reference [5], is that the relationship between intent and slots is similar to that between the query and image in visual question answering. Thus they borrow an idea from the latter field—Multimodal Low Rank Bilinear fusion—between the features of each part. Similarly, Reference [63] consider an analogy with the joint task of clinical domain detection and entity recognition in medical literature. Coming from the IoT field they also propose a pipeline structure where intent is detected first and then slots determined in a closed domain setting. Staying within NLP, Reference [62] recast the joint task as Question Answering and use a Transformer to ask binary intent questions ("is the intent asking about _____?") and information gathering slot questions ("what cuisine is mentioned?").

3.3 Feature Creation and Enhancement

Feature creation is a critical part of the design of circuits in NLU as it ideally should capture, at least, semantic information of the individual tokens, their context, and of the entire sentence. Then any other extension to the feature set that may be used to enhance the result may be considered, including internal (syntactic, word context) or external (metadata, sentence context) information.

3.3.1 Token Embedding. The earliest models used features familiar from methods like POS tagging and included one-hot word embedding, n-grams, affixes, and so on [40]. Another approach was to incorporate entity lists from sites such as IMDB (movie titles) or Trip Advisor (hotel names) [9].

Neural models enable the embedding of diverse natural language without such feature engineering. The first neural features were convolutional embeddings of the utterance words in Reference [108], which fed to a statistical model after Reference [40]. The first to use RNN-based token embeddings was Reference [84], but they also combined those into a CNN-based sentence embedding. Instead of just using the tokens as input, Reference [59] used at each step a convolution of the current word and the previously predicted slot labels. Reference [103] used multiple convolutional features of the embedding words but also maintained the order of the words within the convolutions. These were then fed to an RNN layer.
The gamut of word embedding methods have been used including word2vec ([67, 103]), fastText [25], GloVe ([4, 5, 17, 55, 65, 68, 91, 122]), ELMo ([43, 85, 119]), BERT ([33, 34, 38, 43, 63, 69, 123]), and References [8, 11] (pre-print only). References [23, 26] used concatenated GloVe and word2vec embeddings to capture more word information.

While BERT displays impressive performance, Reference [98] identified a limitation (logical dependency for slot filling) and countered it by feeding it to an intent2slot gate, an attention layer, and a CRF.

Reference [30] tested 10 different word contextualisation embeddings from four different method groups (feed forward, CNN, attention, and LSTM) with different depths.

A combination of character and word embedding has been widely used [10, 26, 42, 55, 68]. However, Reference [18] use only character embedding.

Pre-computed syntactic features, for example POS tags for each token using the nltk library [23], have been included with word embeddings.

A different approach from the service robotics field identifies the importance of a key verb in an instruction in informing the slot labels [121]. The key verb is deduced from a dependency parsing. A feature is constructed from the training data to encode a priori dependencies between words and key verbs. The circuit takes the key verb feature and concatenates it with each word’s one hot encoding. These are passed to a BiLSTM layer to produce token embeddings. Reference [90] modifies BERT embeddings using a syntactic GCN based on a graph built from the dependency parses of the training sentences.

A recent approach from intent classification proposed training triples of samples—an anchor sample, a positive sample in the same class, and a negative sample from a different class [78]. Combining convolutional and BERT encodings of each one and mapping them to Euclidean space with Siamese shared weights, an intermediate loss of the anchor-positive distance minus the anchor-negative distance is minimised. The Euclidean mapping of the anchor is used for classification. This latter approach feeds into the emerging field of contrastive learning and methods from there should be deployed in the NLU field.

3.3.2 Sentence Embedding. The final hidden state in an RNN was frequently used as the sentence embedding [52, 103, 127]. Sentences were also embedded by using a special token for the whole sentence in References [32, 120], as a max pooling of the RNN hidden states [122], as a learned weighted sum of Bi-RNN hidden states [52], as an average pooling of RNN hidden states [59], as a convolutional combination of the input word vectors [4, 124], and as self-attention over BERT word embeddings [123]. Reference [59] also applies a sparse attention mechanism that evaluates word importance over a batch and applies weights within each sample utterance for the intent detection.

Extra sentence encapsulation tokens were used in Reference [18], which used an extra <TAGG> token after the end-of-sentence <EOS> token and saw better intent prediction performance. Similarly, Reference [65] encodes both a <BOU> and <EOU> token at the beginning and end of the utterance in their BiLSTMs.

In a paper from the intent detection only field [95], the authors tried to simplify short query input to search engines by using a dependency parser to generate syntactically well-formed queries. They simply kept the top level predicate and its dependants for the query simplification and combined it with the sentence input for further classification using AdaBoost. The essence is to provide the extracted key word pieces as auxiliary information, which proved to decrease the intent classification error rate. Because some semantic and syntactic information contained in the sentence is filtered out, when this simplified syntactic structure of a sentence was used alone as input for classification, a decrease in performance was reported.
3.4 Target Variations

The targets are typically the annotated intent and slot labels. However, Reference [118] constructs a single tag for each token that incorporates the slot tag and the sentence intent. Their circuit then just performs a single sequence labelling task and the sentence intent is deduced by a majority vote of the intent portion of the predicted tags. Related approaches include Reference [107], which uses the same single tag set, and Reference [69], which performs the intent detection at token level though separate to the slot prediction, and the final intent is taken by vote. An intent detection paper [46] used an IOB intent tagging where the B and I labels are attached to sub-sentences key to the intent, effectively turning intent detection into a slot labelling task. Reference [87] gives an alternative slot tagging scheme where each utterance has two labellings: One labels the tokens that start spans with the slot type, and all else "O"; the other labels the tokens that end spans similarly.

Embedding of targets was experimented with in Reference [45], which works with learned embeddings of slot labels, intents, and domains where the sum of slot label embeddings for an utterance is close to the intent embedding in vector space. A network can then be trained to map tokens to vectors close to the slot labels and intent for the utterance.

Similarly, Reference [41] proposes a vector embedding of the entire semantic frame (intent, slot labels, slot values) as the target. In training the utterance and the semantic frame are input and vectorised. A semantic frame vector is output. The distance between the output vector and input frame vector is minimised. In testing the text is input and a vector is output and the nearest semantic frame vector is chosen. Finally, Reference [65] proposed an extra token tag for intent keywords, for example the word “play” in an utterance with intent PlayMusic. In one of their models only intent keywords and non-Other slot tokens contribute to intent detection.

3.5 Issues Addressed and Solutions Proposed

Table 5 summarises by paper and year the issues addressed in the joint task and the approaches to address these issues. We expand on this table in this section.

3.5.1 Narrowness of Approach. The use of features constructed only from the tokens in the sentences may be too narrow an approach. External knowledge about the words’ places in the language, the syntactic structure of the sentence, or of co-occurrence statistics amongst word and labels may aid the task.

Knowledge bases. Knowledge bases are constructs containing information or statistical priors that may be useful to the task at hand. They may be constructed independent of the task or as a preliminary step using information from the training data. They have been used for feature construction, as features themselves, and to be consulted via attention. The first to use an extra knowledge base to inform the joint task was Reference [13]. They use a K-SAN input, being a structured knowledge network. Two K-SANs are constructed, one taking a dependency parse of the utterance (syntactic) and the other an Abstract Meaning Representation graph (semantic). Each representation is tested separately. A CNN encodes the representation into a vector, while a separate CNN encodes the sentence itself into another vector. Attention is applied between the two vectors, and the results combined to give a “knowledge guided representation” of the utterance. This is included as an input to a GRU cell along with the word encodings in sequence. A second RNN just takes the utterance words as input. A weighted sum of the hidden states of the two RNNs is used for prediction.

Reference [101] incorporated the ConceptNet framework as a knowledge base source. (Head, Relation, Tail) triples are extracted for each word in the utterance. The TransE model [7] for
| Paper (Year) | Addressed issue | Approach |
|-------------|----------------|----------|
| 40 (2008)   | Joint solution of related tasks | Tri-layer CRF, extra layer for classification |
| 104 (2010)  | Small training sets | MEM and CRF, joint task versus pipeline |
| 9 (2012)    | Small training sets | Tri-level HMM, bolstered features |
| 108 (2013)  | Automated feature creation | CNN features into TriCRF |
| 29 (2014)   | Incorporate constituency parse | RecNN on word vecs and parse tree |
| 84 (2015)   | Context from multi-turn dialogue | RNN (token) and CNN (sentence) features, MLP |
| 127 (2016)  | Hierarchical task relationship | RNN, LSTM |
| 32 (2016)   | Seq2seq, joint model, architectures | BiLSTM |
| 13 (2016)   | Incorporate language knowledge | K-SAN attention network, GRU |
| 122 (2016)  | Apply RNN to intent | GRU |
| 52 (2016)   | Employ encoder-decoder | Encoder-decoder with attention |
| 53 (2016)   | Real time analysis | LSTM, MLP |
| 125 (2017)  | NLP in navigation dialogue | BiLSTM encoder decoder, seq2seq |
| 59 (2017)   | No long term memory, linearity | LSTM, sparse attention |
| 42 (2017)   | Error propagation, information sharing between tasks | Word and character RNN embedding |
| 28 (2018)   | Relationship between slot & intent attention | Slot gate, BiLSTM |
| 67 (2018)   | Multiple utterance dialogue | Utterance to utterance attention |
| 106 (2018)  | Use hierarchy and context | Two layer (Bi)LSTM |
| 103 (2018)  | Capture local semantic information | CNN, BiLSTM encoder decoder |
| 23 (2018)   | Domain dependence | Ensemble model, GRU |
| 83 (2018)   | Slow training time | Progressive multitask model using user information |
| 47 (2018)   | Correlation of different tasks | Multi-task model incl. POS tag |
| 48 (2018)   | Sharing semantic information | Self-attention |
| 118 (2018)  | Tagging strategy | Token tags include intent and slot |
| 124 (2018)  | Spatial (context) & serial (order) information | Encoder-decoder, CNN |
| 102 (2018)  | slot2intent and intent2slot | Bi-directional architecture |
| 85 (2018)   | Unsupervised learning | ELMo on unused utterances, BiLSTM |
| 114 (2018)  | Use slot labelling output for intent | Cross attention, BiLSTM, CRF |
| 45 (2018)   | Hierarchical vector approach | Learn vectors representing elements of frame |
| 41 (2018)   | Model relationship between text and its semantic frame | Vector representation of frame |
| 74 (2018)   | Rare, OOV words | Paraphrasing input utterances |
| 117 (2019)  | Hierarchical structure | Capsule network with rerouting (feedback) |
| 55 (2019)   | Unidirectional information flow | Memory network |
| 81 (2019)   | Poor generalisation in deployment | Sparse word embedding (prune useless words) |
| 75 (2019)   | Many-valued slots perform poorly | Delexicalisation |
| 101 (2019)  | Language knowledge base, multturn | Attention over knowledge base & multturn history |
| 49 (2019)   | Implicit sharing between tasks | BiLSTM, multi-task (DA) |
| 30 (2019)   | Speed | Non-recurrent and label recurrent networks |
| 31 (2019)   | Multi-turn dialogue, using context | Token attention, previous history |
| Paper (Year) | Addressed issue                        | Approach                                                                 |
|-------------|----------------------------------------|---------------------------------------------------------------------------|
| [10] (2019) | Capturing intent-slot correlation      | Multi-head self-attention, masked intent                                  |
| [11] (2019) | Poor generalisation                    | BERT                                                                      |
| [4] (2019)  | Learning joint distribution            | CNN, BiLSTM, cross-fusion, masking                                        |
| [91] (2019) | Lack of annotation, flexibility        | Language transfer, multi-tasking, modularisation                         |
| [121] (2019)| Key verb-slot correlation              | Key verb in features, BiLSTM, attention                                  |
| [120] (2019)| Learning joint distribution            | Transformer architecture                                                  |
| [18] (2019) | Efficient model of temporal dependency | Character embedding and RNN                                                |
| [17] (2019) | Lack of annotation, small datasets     | Augmented dataset                                                        |
| [12] (2019) | Learning joint distribution            | Word embedding attention                                                  |
| [22] (2019) | Learning joint distribution            | Bi-direction architecture, feedback                                       |
| [123] (2019)| Poor generalisation                   | BERT encoding, multi-head self-attention                                 |
| [69] (2019) | Weak influence of intent on slot       | Use intent prediction in slot task                                        |
| [27] (2019) | Multi-intent samples                   | Multi-label classification methods                                         |
| [26] (2019) | Multi-turn history, learning joint     | RNN, CRF                                                                  |
| [68] (2019) | Optimal architecture                  | BiLSTM, different architectures                                          |
| [8] (2019)  | Non-recurrent model, transfer learning | BERT, language transfer                                                  |
| [79] (2019) | Low-resource languages                 | Transfer methods with SLU test case                                       |
| [65] (2019) | Natural language                      | Locate intent keywords, non-other slots                                   |
| [107] (2020)| Good performance in one sub-task      | Joint intent-slot tagging, length variable attention                      |
| [5] (2020)  | Learning joint distribution            | Multimodal Low-rank Bilinear Attention Network                           |
| [25] (2020) | Learning joint distribution            | Stacked BiLSTM                                                           |
| [119] (2020)| Limitations of sequential analysis    | Graph representation of text                                              |
| [100] (2020)| Non-convex optimisation               | Convex combination of ensemble of models                                 |
| [98] (2020) | BERT issue with logical dependency     | CRF and self-attention over BERT                                          |
| [63] (2020) | Model transfer, IoT                   | Pipeline structure from medical analogue                                 |
| [43] (2020) | Unseen labels                          | Few-shot meta-learning                                                   |
| [6] (2020)  | Unseen labels, language transfer       | Few-shot meta-learning                                                   |
| [89] (2020) | Linear chain CRF limitations          | GCN-based CRF                                                            |
| [86] (2020) | Extend capsule network                 | Capsule network with MTL                                                  |
| [15] (2021) | Multi-turn                             | Bi-direction, attention                                                  |
| [14] (2021) | Non-autoregression in Transformer      | Sequential decoder task                                                  |
| [34] (2021) | Data scarcity                          | WordNet knowledge base                                                   |
| [33] (2021) | Explicit interaction                   | Context and prediction attention                                          |
| [38] (2021) | Explicit interaction, multitask        | Bi-direction, sentiment labelling                                         |
| [39] (2021) | Diff. info for each sub-task           | BiLSTM + Transformer                                                     |
| [51] (2021) | Noisy unannotated data                 | Meta-learning                                                             |
| [57] (2021) | Multilingual chat                      | mBERT, multilingual network                                              |
| [62] (2021) | Scarce data                            | Transfer from QnA                                                        |
| [70] (2021) | Explicit interaction                   | Bi-directional Transformer                                                |
| [87] (2021) | Explicit interaction                   | Bi-directional Bi-GRU                                                     |
| [90] (2021) | Syntactic clues                        | Syntactic GCN                                                             |
| [126] (2021)| Explicit interaction, global/local     | Bi-directional Gaussian Transformer                                       |
|            | balance                                |                                                                           |
embedding multi-relational data is used to encode the knowledge. Attention is applied between words and the knowledge base encoding. Similarly, Reference [34] uses BERT embeddings of similar concepts for each input token from the WordNet\(^2\) knowledge base as a supplementary input.

In Reference [72] a graph representation captures the interaction between multiple intents and slots. For multi-intent a score is calculated for each intent and those above a threshold are returned. The graphs use graph attention networks. Tokens are encoded by a BiLSTM, and then multiple intents are predicted. The slot path takes the token embeddings through an LSTM that provides a feature for each token that interacts with the intent predictions and the slot-intent graph to make slot predictions.

### 3.5.2 Multi-turn Dialogue

Typically in NLU, only the current single utterance is analysed. Temporal information or previous utterance context or previous dialogue action are not considered. A single sentence in a conversation can be ambiguous, but the ambiguity can be eliminated if previous utterances are considered. This was shown to give a significant reduction in error rate in Reference [3], which included the context from previous queries for the intent classification and slot filling of the current query. Each sub-task is treated separately, so this is not a joint model.

There are several datasets available that contain a multi-turn dialogue around a single intent or set of related intents. In these cases the previous turns’ history can be incorporated. Reference [84] fed a sentence embedding along with the predicted intent and domain labels of previous turns into the intent prediction for the current turn. Alternatively, Reference [67] calculated attention between the BiGRU embeddings of successive utterances that make up a single sample and contribute to a single intent. Similarly, Reference [101] uses attention between the BiLSTM encoding of each utterance and the previous utterances in the history. In a pattern seen elsewhere in the joint task [15] perform two separate encodings, learning two weighted sums of BiGRU embeddings of previous turns, one for intent and one for slot usage. These are concatenated with the token embeddings of the current turn.

Reference [31] looks at multiple contextual inputs in multi-turn dialogues for the current utterance. For the current utterance, they apply token2token attention and sentence2token attention at the input. Information from previous turns, including intents, slots, and dialogue actions can then be attached.

While it is sensible for the research to focus on single utterance analysis it should be noted that SLU devices are often listening to all dialogue and that filtering out-of-domain utterances and incorporating lead in dialogue can be useful to the joint task.

**Multi-task learning.** Looking for synergies with related tasks has been an approach in the two sub-tasks and has been actively applied in the joint task. The full semantic frame contains three levels—domain, intent, and slots. Simultaneously solving the domain with the other layers has been explored [32, 84]. An extra task was introduced in Reference [83] that predicted tags for known user information from metadata (for example location, timestamp). The metadata task is preliminary and informs the BiLSTM word embedding. The results of the preliminary task feed the regular joint task training.

Reference [47] proposes that adding a further sequential task (POS tagging) will aid the joint tasks. A single LSTM layer takes word embeddings and performs an intent and slot prediction at each step, feeding those predictions with the LSTM hidden state to a next-word POS tagger. A joint loss across all tasks is calculated. The results show that the extra task helps improve intent detection. Conversely, Reference [38] proposes a preliminary token level sentiment labelling task.

\(^2\)https://wordnet.princeton.edu/.
Echoing pre-trained models the network first learns to predict these labels in an LSTM then the hidden states are used as inputs to a joint model.

Reference [110] claims that noisy SLU output can be mitigated by making it part of an end-to-end network including dialogue action prediction in the dialogue manager, with errors back-propagating from the dialogue manager refining the NLU prediction. The hidden states of a BiLSTM SLU model also feed a second BiLSTM that performs the dialogue action prediction. A joint loss across all tasks is back-propagated. In related work, Reference [49] also tied together an SLU network and a network to predict the next dialogue action. They use a stronger NLU segment to improve overall results. A joint loss across intent, slots, and actions was back-propagated, and performance exceeded the SLU model alone. Dialogue action in a multi-turn dataset was explored in Reference [31]. In Reference [25] dialogue action is the first task in a multi-task pipeline rather than the last.

Using multiple auxiliary tasks, Reference [86] incorporated POS and NER tagging simultaneously with slot tagging and intent detection using a capsule network; however, the results were generally poorer when both NER and POS were included rather than just one and mixed for different datasets indicating a generalisability issue. The method of using SLU as fine-tuning with pre-training on another task, or vice versa, has shown improvements in the SLU performance. However, the results of Reference [86], echoing those of Reference [58] on slot tagging, indicate a parsimonious approach to adding extra tasks simultaneously more often yields a better result.

### 3.5.3 Generalisability

**Domain dependence.** An issue found is that a model trained successfully on one domain or dataset does not perform as well on a different domain or dataset, implying it has simply learned statistical properties of the training dataset. One issue suggested in Reference [23] is that the language in the datasets is not particularly “natural.” Though their ensemble model with syntactic POS features performed well on ATIS it is unclear whether it generalised to a second dataset. A domain-invariant model proposed in Reference [23] used an ensemble of word embeddings in an ensemble circuit with a BiGRU unit and a BiLSTM unit. While together they outperform each unit used alone, the circuit did not transfer well to a new dataset. This approach of using multiple methods in one circuit for generalisability appears to rely too much on chance than good design.

Post-deployment, some state-of-the-art architectures show a drop-off in performance [81]. Some issues that cause drop-off in performance are personalised language of users not matching the training data, and the cost of annotated training sets (and hence their limited size and spread). Focusing on the vocabulary, they propose a sparse vocabulary embedding that they apply to two existing architectures and show improved results. The embedding uses lasso regularisation to penalise words useless to the tasks. They apply the method to the networks of Reference [52] and Reference [28] and find that while using sparse vocabulary that intent accuracy increases but slot f1 decreases. They qualitatively discuss these results with observations on what words/structures help the two sub-tasks and the joint task. A pre-trained model should address the poor generalisability of models that perform their own embedding. Following this claim, Reference [123] uses a two-step decoder where the first step decodes intent that feeds the intent classifier and also the second decoder that works on slot labelling. The intent decoder performs multi-head self-attention on BERT encodings. In the slot decoder, a BERT embedding for a word is concatenated with the attended intent in training only if it is a “real slot,” i.e., non-“O”; otherwise, it is concatenated with a random vector. Each concatenation feeds a softmax classifier for the token. A joint loss is back-propagated. The results are good for ATIS and SNIPS.

**Non-English data and transfer learning.** NLU is eventually required in many languages, most of which do not have the large annotated training datasets required. An aspect of generalisability of
models is thus whether they can be used outside the language on which they are trained. Papers have used the same architecture for both English and non-English datasets to give comparative studies across languages: Reference [40] used ATIS and a Korean banking dataset; Reference [122] used ATIS and Chinese questions collected from Baidu Knows; Reference [67] works only with a Chinese dataset where word boundaries are not clearly identified. With the advent of multilingual BERT (mBERT) (BERT trained on a multilingual corpus) in 2021 [57] compared a multilingual model versus multiple monolingual models on the joint task finding that at this stage the latter outperforms. This question and the related linguistic concept of code switching, where a speaker switches frequently between different languages offers areas for further work in the joint task. Other papers considered the transfer of the model from English to other languages to address lack of annotated data in those languages. For example, Reference [91] consider a simple weight transfer from an English model for use in German. Reference [8] (pre-print only) consider transfer learning from English to Italian. Transfer to low-resource languages is studied in Reference [79], in this case from English to Spanish and Thai. The circuit is a basic BiLSTM with CRF. They evaluate three different cross-lingual transfer methods: (1) translating the training data, (2) using cross-lingual pre-trained embeddings, and (3) using a multilingual machine translation encoder as contextual word representations. They find that using cross-lingual transfer well outperforms training on limited data from the low-resource language. The work is extended by Reference [56], Reference [6], and Reference [71] but moves into cross-lingual transfer theory and out of the scope of this survey. This issue of generalisability is still very much open and in demand by end users. Methods discussed in Section 3.5.4 for using few-shot methods to boost performance of existing models in new domains or datasets warrant further investigation.

3.5.4 Limited Training Data. Annotated training data are costly in time and resources to produce. With new domains and applications for SLU appearing, with existing domains changing, and with colloquial language shifting, there is a need for methods to perform well with limited training data.

Small datasets. An early statistical model [104] tests two-pass (pipeline, intent then slot) versus one-pass (simultaneous solving) for a small training set. They show that intent classification is much better in the two-pass model while token level slot f1 suffers slightly. Reference [88] proposed using an RNN network to learn the word/label dependency distributions from available training data. For intent, the intent label is attached to each word in an utterance. Synthetic samples are then generated for use in training. They showed that this can lead to better results for slot tagging using a CRF on three datasets but that the results for intent were inconsistent. Dataset augmentation is explored in Reference [17] where new training samples are generated from existing ones via three methods: labelled word replacement from an external synonym lexicon, random replacement of outside words with a synonym, and “sequence order mutation”—change of order of spans for utterances with one labelled span. They showed that augmentation can improve the slot f1 result, and more so for smaller datasets, but has little effect on intent accuracy. There is a further literature on dataset augmentation for SLU that we will not cover here.

Lack of annotated data. As new domains appear, it takes time and cost to develop annotated datasets for training. One approach is to train on user metadata as a preliminary step [83]. They show they can achieve higher slot f1 scores on smaller training sets and with fewer epochs than only using the intent and slot annotations. Alternatively, Reference [85] constructs an unlabelled utterance dataset collected from ASR interactions with their agent. They train an ELMo-style word embedding on this dataset. For the joint task, they find their embedding outperforms fastText. As well as language transfer, Reference [6] also address the transfer to new label domains with
minimal samples available via a few-shot meta-learning approach. Reference [51] also use few-shot meta-learning on datasets with noise added, proposing a new robustness benchmark test.

**Unseen labels.** Reference [43] addresses the issue of unseen test classes by applying two few-shot algorithms, model agnostic meta-learning and prototypical networks, in combination with three word embeddings—GloVe, BERT, and ELMo. They find the prototypical network algorithm performs best, that joint training significantly improves slot filling span-based f1, and that ELMo and BERT share the spoils from the word embeddings.

### 3.5.5 The OOV Issue.

Out-of-vocabulary (OOV) words in the test set may lead to lower test performance. Similarly, the use of rare words in the training set may introduce unwanted bias. This issue is related to generalisability and also to changing vocabulary from user to user or over time. Delexicalisation was investigated in Reference [122], which sets all words that only appear once in the training set to an unknown UNK token. Then new words in the test set are also set to the UNK token. They also replace all numbers with a generic DIGIT token. This is also applied in Reference [48] and Reference [119]. Paraphrasing of input utterances to cater for rare or OOV words, or for unusually phrased requests, was used in Reference [74]. The paraphrasing is performed by an encoder-decoder RNN and is performing a kind of translation. The paraphrase can be applied to any downstream model. Another approach proposes BERT embeddings as a sop to rare or OOV words [11]. BERT uses word-piece encoding to provide a meaningful embedding for all words. Reference [75] addresses the issue of networks having trouble with slots with large semantic variability—that is, there are many values the slot can take during training and many unseen values during testing/deployment. They call these out-of-distribution (OOD) slots. They propose a new delexicalisation method. This replaces values in OOD slot locations with default values in pre-processing.

### 3.5.6 Obfuscation and Speed.

Taking a contrary view, Reference [30] considers how joint modelling may obfuscate, or hide, information and may also be unnecessarily slow. They propose a modularised network with separated tasks after a common word contextualisation pre-processing. The modularisation enables easier analysis of results. They perform speed analysis within their model suite. Then Reference [100] proposed a convex combined multiple model approach to counter limitations of non-convex optimisation, one of which is slow speed of convergence due to being stuck near non-optimal solutions. Each network in the circuit has the same structure but different initialised weights. A convex combination of label predictions from each network is used as the label prediction for each slot and the intent. Both a local loss function for each network and a global loss function on the combination are back-propagated. The networks are BiLSTMs with a context layer. The convex combination outperforms single classifiers. The speed improvements are significant.

### 3.5.7 Real-time Learning.

In Reference [53], the authors consider real-time analysis where the whole utterance is not analysed but a prediction is made at each timestep. In this RNN, the intent is predicted at each step and used as context to the slot prediction (as well as a next word language model). Thus, the current slot prediction is conditional on the input words to that point, the previous slot predictions, and the previous intent predictions. The recurrent unit is an LSTM, but the current intent and slot predictions use MLPs on the current hidden state.

### 3.5.8 Label Dependency.

There are dependencies between slot labels, meaning that some slots appear more commonly with some other slots in the same utterance. For example, in a travel dataset it is highly probable that B-FromCity and B-ToCity are in the same sentence. Capturing such label dependencies would help find the best slot combinations and generate better prediction.
results. This is an issue covered in the slot filling literature and the methods used there including CRFs [111, 112] and encoder-decoder seq2seq models [44, 128] have been used in the joint task. We note particularly that the use of CRFs after a deep learning solution became popular again from 2018 (see Table 4) to address this issue [22, 26, 114, 120]. In Reference [98], a CRF is used to counter a label dependency limitation for slot filling in using BERT due to its non-recurrent nature. However, Reference [10] claims earlier models neither perform slot filling realistically enough (so reflecting the language priors) nor explore intent-slot correlation well. They propose to use a CRF for the former and a masked intent prediction as an input to the CRF for the latter. The mask is “a conditional probability distribution of slot given intent, obtained from training data.” Similarly, Reference [4] uses a CRF with masking, prior conditional probabilities of slot/intent co-occurrence obtained from training data, for slot prediction. Label dependency issues may occur in Transformers due to their non-recurrent nature. Reference [14] address this with a sequential slot label generation task in the decoder. Reference [39] also identify the different type of information to be useful for each subtask and perform separate embeddings—a BiLSTM with its stronger positional information for slot filling and a transformer for intent semantics. The embeddings later interact via attention.

3.5.9 Handling Multi-labels. Most annotated queries in training datasets express only one intent. In real life, however, queries may contain more than one intent. For example, the query “find Beyonce’s movie and music” has two intents, “find_movie” and “find_music.” An NLU system should be able to handle multi-intent queries.

Approaches in the joint task include simply removing multi-label samples from the dataset [106] or using both the first label as the only label and merging labels to a compound label [17]. Reference [72] considered multi-intent datasets, including their own extension of SNIPS to multi-intent. For multi-intent a score is calculated for each intent and those above a threshold are returned.

A study of both sentence level and token level multi-intent detection took place in Reference [27]. For ATIS, they split the compound multi-labels, giving about 2% of the dataset with multi-labels. They also use an internal dataset with 52% of the samples having multi-labels. Although the assignment method is unclear, a sentence may be assigned multi-labels during prediction, and these are then assigned to individual tokens in the sentence to aid with slot filling.

4 DATASETS

A summary of the most commonly used datasets is presented in Table 6. Here we cover the most commonly used datasets, ATIS and SNIPS, popular due to their easy availability and ubiquity of use allowing comparison between models. We then briefly cover the other datasets.

4.1 The Air Travel Information System

ATIS was introduced in 1990 in Reference [35], and its history is instructive in understanding some of the conventions of the field. The domain is air travel information including “information about flights, fares, airlines, cities, airports, and ground services.” The first release, ATIS-0, collected 740 evaluable samples. Each sample contained a sound file of a single utterance question, a transcription of the question, a set of tuples constituting the answer, and the SQL query that produced the tuples. Tokens were generated according to Standard Normal Orthographic Representation (SNOR) rules: white-space-separated lexical tokens using case-insensitive alphabetic text; spelled letters represented with the letter followed by a fullstop (e.g., “a. b. c.”); no non-alphabetic characters (except apostrophes for contractions and possessives and hyphens for hyphenated words and fragments). The average length of the SNOR translated utterances was 11.3 tokens.
Table 6. Major Datasets Used in the Literature, Single Turn in English Unless Noted, Train-Val-Test Gives the Number of Utterances

| Name                  | Public | Train-Val-Test | Num Intent | Num Slots | Domain, Notes                      |
|-----------------------|--------|----------------|------------|-----------|-----------------------------------|
| ATIS                  | Y      | 4478/500/893   | 21         | 128       | air travel                        |
| SNIPS-NLU             | Y      | 13084/700/700  | 7          | 72        | personal assist.                  |
| FRAMES                | Y      | 20066/37/6598  | 24         | 136       | hotel, multiturn                  |
| CQUD                  | N      | 3286           | 43         | 20        | Chinese, question answering        |
| TREC                  | Y      | 5500/100/500   | 6(50)      | —         | question classification            |
| TRAINS                | N      | 5355/1336      | 12         | 32        | problem solving, multiturn        |
| Microsoft Cortana     | N      | 10k/1k/15k     | 10–20      | 15–63     | personal assist., multidomain      |
| Facebook              | Y      | 30521/4181/8621| 12         | 11        | multi-lingual task oriented       |
| SRTS FrameNet         | N      | 2803/—/312     | 12         | 61        | robotics                          |
| Alexa                 | N      | 264000/—/—     | 246        | 3409      | 17 domains                        |
| DSTC2                 | Y      | 4790/1579/4485 | 13         | 9         | multiturn, restaurant search      |
| DSTC4                 | Y      | 5648/1939/3178 | 87         | 68        | multiturn, tourism dialogue       |
| DSTC5                 | Y      | 27528/3441/3447| 84         | 533       | dialogue with social robots        |
| CMRS                  | N      | 2901/969/967   | 5          | 11        | Chinese, room reservations         |
| CU-Move               | N      | 57584/—/—      | 5          | 38        | in-vehicle dialogue               |
| AMIE                  | N      | 3418/—/—       | 10         | 7         | in-vehicle dialogue               |
| TeleBank              | N      | 2238/—/—       | 25         | 17        | Korean, banking                    |
| CONDA                 | Y      | 26921/8974/8974| 4          | 6         | in-game chat                      |
| MTOP                  | Y      | 73174/10453/20907| 117       | 78        | 11 domains, 6 languages           |
| MIT Movie_Eng         | Y      | 8798/97/2443   | —          | 25        | movies, slot only                 |
| MIT Restaurant        | Y      | 6894/766/1521  | —          | 17        | restaurants, slot only            |

Extensions to the dataset were made available in subsequent years ATIS-1 [66], ATIS-2 [36], and ATIS-3 [19] in late 1993 to mid-1994. The set that evolved to become the standard ATIS for NLU analysis was drawn from the annotated samples in ATIS-2 and -3. Reference [115] was the first to use the combined set for language understanding. Then Reference [76] used the same set but tweaked the annotation to something more closely resembling the ATIS set used today. The set contains 4,978 training samples and 893 test samples. In more recent years with the advent of neural net models, 500 of the training samples are set aside as a validation set. Work toward formalising the ATIS dataset took place in Reference [94], using the same samples as in Reference [115] and Reference [76]. The intents listed in Reference [94] are not the current ones, as they list 17 intents each of which have non-zero frequency in train and test set. In later releases, some joint intents are included to give 21 intents. Also, in later releases, the SNOR rules are relaxed. For example, punctuation is allowed (“st. louis”), utterances are all lowercase, and numbers are allowed for times and years but not dates. We note that in the version of the dataset used today that the intents are highly imbalanced with 75% of the samples in a single intent.

Reference [94] performs an AdaBoost classification on word n-gram features for intent classification and then separately a CRF method to label slots and then performs a classification of error types into six types for intent and five types for slots. They suggest research directions based on these errors as follows: use of parsers to identify head words or clauses, \textit{a priori} information (knowledge bases), and methods to enable long-distance pattern identification, as opposed to more local, shorter patterns. They also measure the high misannotation rate (2.5% for intent and 8.4% for slots). In 2018, Reference [1] performed the next analysis specifically to question the usefulness of
ATIS. They ran a set of different methods from a boosted tree ensemble to a BiLSTM net on ATIS slot tagging with and without named entity tag labelling. They use the same data as in Reference [76], which removes issues with position labels (B,I,O) by collapsing semantic spans as single tokens. For example, “san jose” is a single token not two. While this weakens their approach, the results are worth looking at.

They chose their five best models and cluster the predicted slots according to (1) **agree/correct** (AC) (all models get the slot correct and agree on the answer), (2) **non-agreement/error** (NE) (all models got the slot wrong but there is no agreement on the errors), (3) **agree/error** (AE) (all models got the wrong slot, but they all made the same error), and (4) **non-agreement/correct** (NC) (models do not agree on the solution, but at least one is correct).

These clusters suggest future directions for research. While AC is “solved,” AE and NE are open problems (aspects of the dataset not captured by the models), and NC are useful for model comparison between those that got them right and those that did not. They also highlight issues with the dataset—bad annotations, ambiguity “where slots could be labelled with different labels,” and repetition errors where “only the first mention of an entity is labelled,” e.g., in “show flight and prices Kansas city to Chicago on next Wednesday arriving in Chicago by 7pm” Chicago is only labelled once. They estimate that about 2.5% of the utterances are erroneously slot-tagged and conclude that ATIS is at the end of its useful life for analysis. The next deep analysis of the ATIS dataset took place in Reference [64] where the authors extensively reviewed the shortcomings of the dataset. They have subsequently re-annotated the dataset fixing what they deem errors. Even without this re-annotated version of ATIS, results reported in the literature show that the test intent accuracy being achieved is now above 99% and slot f1 above 98%. It appears that the models to date have successfully captured the joint distributions of words, slots, and intents in the dataset. Further models may only make improvements at the edges and, while useful, may be hidden by what appear non-significant increase in the evaluation measures.

### 4.2 SNIPS

The SNIPS Natural Language Understanding dataset and its creation are fully described in Reference [16]. It contains 15,884 utterances in seven balanced intent classes. In training, there are 72 slot labels and a vocabulary size of 11,241 words. The average sequence length is 9.05. Unlike ATIS, SNIPS covers different domains—weather, restaurants, and entertainment. Reference [55] showed an interesting visualisation that the slot labels used for different domains form largely disjoint sets. These differences have made it a useful counterpoint for experimentation in NLU, and models addressing both ATIS and SNIPS successfully show they can handle imbalanced data. However, the reported test results for SNIPS too are very high—intent accuracy above 99% and slot f1 around 98%.

### 4.3 Other Datasets

Microsoft have several non-publicly available sets that have been used by Microsoft researchers. For example, FRAMES is multi-turn dialogues around hotel bookings. The Microsoft Cortana personal voice assistant datasets have at least six domains—weather, calendar, communication, reminder, alarm, and places. Other software houses with datasets include Facebook (public) and Alexa (private). Some competitions have applicable datasets, for example the DSTC 2, 3, and 5 competitions have been used in papers. These often contain multi-turn dialogues. Also the Chinese competition-based CCKS dataset has been used for research. The TRAINS dataset, a collection of problem-solving dialogues, has been used in four papers. Datasets from diverse but relevant fields have been FrameNet from robotics, CU-Move and AMIE from in-vehicle communication, CONDA [105] from in-game dialogue, and from question answering CQUD (from Baidu Knows), Yahoo,
and TREC (only intent annotated). Non-English datasets have been generated: Reference [2] derived an Italian dataset starting by translating SNIPS and then using Italian words for tokens like cities or movie names; ATIS has been translated into multiple languages as MultiATIS++ [109]. For multilingual transfer learning [79] provide their own tri-lingual dataset and MTOP provides nearly parallel utterances across 11 domains and 6 languages [50].

4.4 Discussion

ATIS and SNIPS have reached near to the end of their useful lives as benchmarks for the joint task. Very high test results show that the methods developed in this survey can successfully learn the joint distributions of intent and slot labels, and slot labels with each other, in a supervised learning setting. They appear to be set to continue being the benchmarks due to the ability to compare a new approach to previous ones, though this should be tempered by the use of non-standard experimental set up discussed in Section 6. They are useful for study, because they are single utterance, have reasonable numbers of intents and slots, are task focused (so have a clear intent), and have reasonable utterance lengths. Challenges include mis-annotation, OOV issues, and perhaps the level of unnaturalness of the language. In their defence, they provide differences—class imbalance versus imbalance and single versus multi-domain—and a model that scores well on both can claim to have some generalised ability. However, as noted in the literature, the greater generalisability of such supervised learning models to new domains is in question. It is probable that more naturally conversational data should be tested. To avoid costly annotation this should be largely unannotated, encouraging research in zero- or few-shot methods. Such methods can still be tested on ATIS and SNIPS (as in Reference [43]). Metrics for measuring the efficacy of such models in the absence of annotation need to be considered. We further note that all the few- and zero-shot papers reviewed use annotated datasets for evaluation, and hence still need to be transferred to new unseen datasets.

5 EVALUATION METRICS

5.1 Intent Classification

5.1.1 Intent Accuracy. For intent classification the widely used metric of accuracy is used for evaluation. Accuracy is the ratio of the number of correct predictions of intent to the total number of sentences. Some papers instead use error rate, the ratio of wrongly classified samples to the total number of samples, equivalent to accuracy subtracted from 100%, to measure intent classification performance [61]. Some utterances in the ATIS have more than one intent label. Most researchers, since they are not doing multiple label detection, consider the combined label as a new label type, e.g., atis_airfare#atis_flight_time. Reference [119] notes that “some researchers [48, 52] count an utterance as a correct classification if any ground-truth label is predicted. Others [22, 28] require that all of these intent labels have to be correctly predicted if an utterance is to be counted as a correct classification.”

5.1.2 Intent Precision, Recall, and f1. Less frequently micro-averaged precision, recall, and f1 are used to evaluate intent prediction [49, 110]. For an intent class C, True positives (TP) are intents that are correctly classified as of class C, False positives (FP) are intents that belong to other classes but are incorrectly classified as class C, and False negatives (FN) are intents of class C that are incorrectly classified as other classes. These are then used in the standard equations for precision, recall, and f1. A variation used for multi-label identification is precision and recall at the top-k predictions. Here precision is the ratio of correct labels in the top-k predictions divided by k and recall is the ratio of correct labels in top-k predictions over the total number of correct labels [116].
5.1.3 Tests of Significance. Several standard tests are used to investigate whether the difference in intent metric between two models is significant. Welch’s $t$-test has been used with the $p$-value threshold set to 0.05 [24, 26]. Others use the Student’s $t$-test for similar purposes [85]. McNemar’s test is also applied to test paired binary classified data to evaluate how well two tests agree with each other. Reference [40] used this for a classification of ATIS intents into two domains.

5.2 Slot Labelling Evaluation

5.2.1 Span-based Slot Precision, Recall, and $f_1$. A span (sometimes called a chunk) refers to a sequence of words labelled from the same meta-class. For example the labelling B-MISC I-MISC I-MISC is a span of meta-class MISC. For a meta-class $C$, we can thus define at the span level: TP is the number of spans of meta-class $C$ that are wholly correctly predicted; FP is the number of spans of a different meta-class that are incorrectly predicted as of meta-class $C$; FN is the number of spans of meta-class $C$ that are incorrectly predicted, partially or wholly, to another meta-class. Micro-averaged and macro-averaged precision and recall and $f_1$ can then be calculated. In most papers, slot $f_1$ is reported as the span-based micro-averaged $f_1$ over all meta-classes excluding “O.” The conlleval.py script is regularly used to calculate this micro-averaged precision, recall, and $f_1$ [18, 20, 55].

5.2.2 Token-based Slot Precision, Recall, and $f_1$. Token-based slot measures are used in Reference [49]. In this evaluation metric, TP, FP, and FN are calculated at the token level, with the same definitions as in Section 5.1.2. B-MISC and I-MISC are treated as separate unrelated classes, so some label dependency information captured by the span-based metric is lost.

5.2.3 Slot Accuracy. Slot accuracy is the ratio of the number of correctly labelled slots to the total number of slots. This is used in Reference [113] where it is referred to as word labelling accuracy.

5.3 Semantic Accuracy

A sentence is correctly analysed if both the intent is correctly predicted and all the slots (including O labels) are correctly predicted. Semantic accuracy is then the number of correctly analysed sentences divided by the number of sentences.

6 EXPERIMENTAL SETUP

The standard experiment trains on annotated utterances, creates features, and learns to predict an intent and slot labels for each utterance. A held-out, unseen test set is used for evaluating performance. This experimental setup varies for different papers. Further, many do not clearly state their setup with respect to datasets and hyper-parameters. In those papers that do specify the setup for datasets, most utilised a train-test split, usually as 80–20%. The training data may be split further to make a validation set. Alternatively, papers use 5-fold or 10-fold cross-validation for evaluation. Results are sometimes reported to be averaged over a number of runs. For parameter tuning, dropout rates ranged from 0.003 to 0.5 and the size of hidden states was normally between 100 and 200, with as low as 64. Some models use the Adam optimiser with a learning rate between 0.0001 and 0.01 or started with 0.02 and halved it after 10 epochs [97] or halved the learning rate when the loss reduced below a threshold [73]. Some papers mention that they set parameters randomly in the beginning and then apply 5-fold validation when tuning parameters. Word embedding dimensions vary from 64 to 1,024. The problem of lack of reporting also occurred with the number of epochs. When stated, most models were trained for less than 50 epochs, with some of these

---

3https://github.com/sighsmile/conlleval.
using early stopping. Reference [28] applied 10 epochs for ATIS and 20 epochs for SNIPS in all of their experiments. While Reference [30] allowed unlimited number of epochs with a stopping criteria, Reference [69] used 300 epochs with no early stopping. Further, some models report the final epoch results while other report the best results. Considering that many papers did not clearly state their experimental setup, it may bring difficulties in model result replication. Therefore, it is recommended that papers include detailed information about setup in the experiments section.

7 PERFORMANCE SUMMARY

To summarise performance in the joint task, we list the models and their reported test results for the ATIS and SNIPS for the standard evaluation metrics (if available) in Table 7. Papers are included in this table if at least one of their results is better than the benchmarks reported in papers from the previous calendar year. Several interesting patterns can be observed based on the results available: (1) The overall improvement on slot f1 (from 87.3 in 2016 to 98.78 in 2019) and semantic accuracy (from 73.2 in 2016 to 93.6 in 2020) for SNIPS over time is much more significant than ATIS (from 93.96 in 2014 to 98.75 in 2019 for f1 and from 78.9 in 2016 to 91.6 in 2020 for semantic accuracy), while intent accuracy moves in the opposite way (from 98.32 in 2016 to 99.76 in 2019 for ATIS and from 96.7 in 2016 to 99.98 in 2019 for SNIPS). (2) For those models that reported slot f1 and intent accuracy on both datasets, 16 of 29 perform better in slot f1 for ATIS and in intent accuracy for SNIPS. (3) Before 2019, the best performance for semantic accuracy come from ATIS while a shift to SNIPS starts from 2019 ending with the best semantic accuracy in that dataset.

As mentioned in the previous section, there is a wide variety in the number of epochs from which NLU models derive their reported performance for comparison with others. Reference [28] made an early attempt at performance comparison under the same epoch settings (10 epochs for ATIS and 20 epochs for SNIPS). Reference [30] clearly specified the epochs to converge for each of the models being compared. We view these as two alternative ways to compare performance with regards to the epochs and suggest that they can provide an auxiliary aspect in model comparison and selection for future research. Thus, similarly to Reference [28], we extracted those models that use 10 epochs for ATIS and 20 epochs for SNIPS and provide the test results in Table 8. These results are from papers who follow this etiquette or from the reproduction in Reference [28] or are replicated by us using the GitHub code supplied by the authors when indicated by ††. In the latter case, we also confirm the consistent calculation of intent and semantic accuracy as well as span-based slot f1. A similar pattern can be observed: that a significant improvement in slot f1 and semantic accuracy for SNIPS has been made since 2019 and that most of the models perform better in slot f1 for ATIS and intent accuracy for SNIPS. These patterns may be related to the various distributions of slot and intent labels and the different nature of domains of the two datasets with regard to different architectures of the models.

In summary, we note that the results are now high enough for the two most commonly used datasets that any fruitful new developments may be lost in results that appear to not significantly increase the metrics for these datasets. Just as SNIPS grew to become standard, and offered different aspects to ATIS (balanced data, multi-domain), it is probable that a new dataset should become part of the SLU reporting canon. It should address the issues of unlabelled data and emerging domains, as these problems should be the focus of newer models.

8 CONCLUSIONS

Section 1 presented three questions concerning joint intent detection and slot filling. Following the survey we now address these questions.
Table 7. NLU Performance on ATIS and SNIPS-NLU Datasets (%)

| Paper, Model | ATIS | | | SNIPS | | |
|--------------|------|------|------|------|------|------|
|              | Slot f1 | Int acc | Sem acc | Slot f1 | Int acc | Sem acc |
| [40] (2008) Joint 2 | 94.42 | 93.07 | — | 94.3 | 92.6 | 80.7 |
| [108] (2013) CNN TriCRF | 95.42 | 94.09 | — | — | — | — |
| [29] (2014) RecNN+Viterbi | 93.96 | 95.4 | — | — | — | — |
| [84] (2015) RNN Joint + NE | 96.83 | 95.4 | — | — | — | — |
| [32] (2016) in Reference [28] (2018)* | 94.3 | 92.6 | 80.7 | 87.3 | 96.9 | 73.2 |
| [13] (2016) K-SAN Syntax | 95.38 | 94.3 | 83.2 | 96.9 | 74.1 | — | — |
| [103] (2018) Attention and aligned | 97.76 | 97.17 | — | 94.2 | 91.1 | 80.9 |
| [23] (2018) | 98.02 | 98.43 | — | — | — | — |
| [48] (2018) † | 96.52 | 97.87 | — | — | — | — |
| [47] (2018) | 94.81 | 95.4 | — | — | — | — |
| [102] (2018) † | 96.89 | 98.99 | — | — | — | — |
| [114] (2018) ACJIS Model | 96.43 | 98.57 | — | — | — | — |
| [85] (2019) ELMo | 95.62 | 97.42 | 87.35 | 93.9 | 99.29 | 85.43 |
| [22] (2019) SF First (with CRF) i † | 95.8 | 97.8 | 86.8 | 91.4 | 97.4 | 80.6 |
| [117] (2019) Capsule i † | 95.2 | 95.0 | 83.4 | 91.8 | 97.3 | 80.9 |
| [30] (2019) CNN 3L, 5 kern, label recur | 96.95 | 98.36 | — | 94.22 | 99.1 | — |
| [30] (2019) CNN 3L, 5 kern, label rec.* | 95.27 | 97.37 | — | 92.3 | 97.57 | — |
| [10] (2019) | 96.54 | 98.91 | — | 93.94 | 99.71 | — |
| [120] (2019) | 95.1 | 97.2 | — | 93.3 | 98.9 | — |
| [18] (2019) BiLSTM-CRF | 95.6 | 96.6 | 86.2 | 94.6 | 97.4 | 87.2 |
| [55] (2019) CM-Net with GloVe | 96.2 | 99.1 | — | 97.15 | 99.29 | — |
| [55] (2019) CM-Net with BERT | — | — | — | 97.31 | 99.32 | — |
| [69] (2019) † | 95.9 | 96.9 | 86.5 | 94.2 | 98 | 86.9 |
| [69] (2019) Model+BERT | 96.1 | 97.5 | 88.6 | 97 | 99 | 92.9 |
| [26] (2019) HCNN+CRF,word+char emb | 97.32 | 99.09 | — | 94.38 | 98.24 | — |
| [8] (2019) | 95.7 | 97.8 | 88.2 | 96.2 | 99 | 91.6 |
| [123] (2019) | 98.75 | 99.76 | — | 98.78 | 99.98 | — |
| [68] (2019) Base | 95.4 | 96.1 | — | 94.8 | 98 | — |
| [68] (2019) Base+BERT | 95.8 | 96.6 | — | 94.5 | 97.6 | — |
| [11] (2019) BERT † | 96.1 | 97.5 | 88.2 | 97 | 98.6 | 92.8 |
| [11] (2019) BERT+CRF † | 96 | 97.9 | 88.6 | 96.7 | 98.4 | 92.6 |
| [98] (2020) SASGBC | 96.69 | 98.21 | 91.6 | 96.43 | 98.86 | 92.57 |
| [89] (2020) fully-E@EMG-CRF | 96.4 | 99.0 | 89.6 | 97.2 | 99.7 | 93.6 |
| [33] (2021) | 96.3 | 98.6 | 88.6 | 97.2 | 99.2 | 92.8 |
| [38] (2021) | 96.4 | 98.2 | 88.5 | 97.6 | 99.3 | 93.0 |
| [70] (2021) BERT | 97.1 | 98.8 | 93.1 | 96.1 | 98.0 | 88.8 |
| [90] (2021) | 97.3 | 98.3 | 90.2 | 98.3 | 98.9 | 90.2 |

* denotes ATIS 10 epoch, SNIPS 20 epoch, † indicates GitHub available, — denotes not reported.
Table 8. NLU Performance on ATIS and SNIPS-NLU Datasets (%) Using ATIS 10 Epoch and SNIPS 20 Epoch (i Denotes Epoch Count Implied)

| Paper, Model | ATIS |  |  | SNIPS |  |  |
|--------------|------|---------|---------|-------|---------|---------|
| 32 (2016) in Reference 28 (2018) | 94.3 | 92.6 | 80.7 | 87.3 | 96.9 | 73.2 |
| 52 (2016) in Reference 28 (2018) | 94.2 | 91.1 | 78.9 | 87.8 | 96.7 | 74.1 |
| 28 (2018) Slot-Gate (Full Att)† | 94.8 | 93.6 | 82.2 | 88.8 | 97.0 | 75.5 |
| 28 (2018) Slot-Gate (Int. Att)† | 95.2 | 94.1 | 82.6 | 88.3 | 96.8 | 74.6 |
| 48 (2018) †† | 94.82 | 97.00 | 84.00 | 88.93 | 97.71 | 76.43 |
| 102 (2018) †† | 95.14 | 96.08 | 84.87 | 88.46 | 96.71 | 75.39 |
| 22 (2019) SF First (with CRF) i† | 95.8 | 97.8 | 86.8 | 91.4 | 97.4 | 80.6 |
| 117 (2019) Capsule i† | 95.2 | 95.0 | 83.4 | 91.8 | 97.3 | 80.9 |
| 30 (2019) CNN3L,5 kern,lab rec | 95.27 | 97.37 | — | 92.3 | 97.57 | — |
| 69 (2019) †† | 93.15 | 95.9 | 80.4 | 90.88 | 97.14 | 79.71 |
| 11 (2019) BERT †† | 95.54 | 97.54 | 87.35 | 96.91 | 98.43 | 92.43 |
| 11 (2019) BERT+CRF †† | 96.03 | 97.76 | 88.47 | 96.60 | 98.57 | 92.14 |
| 33 (2021) Bi-ED | 96.3 | 98.6 | 88.6 | 97.2 | 99.2 | 92.8 |

†† reproduced by this article, — denotes not reported.

Q1: How do joint models balance the two aspects, intent classification and slot filling?

In NLU intent detection, features are constructed to represent the input sentences. The features look to capture semantic information in the words. Many approaches have been made to extend the feature set using internal (syntactic, word context) or external (metadata, sentence context) information. These features are passed to classifiers from classical and deep learning methods that look to discover a well-defined decision boundary between the features. A triple loss may be used to better define the decision boundary. Attention mechanisms have also been integrated in models for identifying which parts of sentences should contribute to the classification. Slot filling is a sequence labelling problem, and in early years drew from methods for statistically modelling the dependencies within sequences, like CRFs and HMMs. The strength of RNNs in this area was noted and applied, leading to improved performance. Interestingly, the use of CRFs returned as a post-RNN step, due to their efficacy at handling label dependency issues that were sub-optimally addressed by RNNs (impossible slot sequences for example). For feature creation, the semantic information within the words is used. Context windows from small to long range within the sentence are also used, with attention being one approach for eliciting useful context. Slot tagging has experimented with external knowledge bases for extra performance. Long-range dependency has been addressed with deep CRFs and Transformer architectures.

Multi-task learning has been used by both tasks to look for synergistic learning from other related tasks. The joint task itself is an example of this approach. A joint model needs to learn the joint distributions of intent and slot labels, while also paying regard to the distributions of slot labels within utterances. Approaches to the joint task range from implicit learning of these distributions, through explicit learning of the conditional distribution of slot labels over the intent label, or vice versa, to fully explicit learning of the full joint distributions.

The RNN architecture has been exploited, as it not only provides a state at each temporal token step but also a final state that encapsulates the sentence. One critical observation made of many purely recurrent models was that the sharing of the information between the two sub-tasks is implicit. Attention was used to make this more explicit. Self-attention between the word tokens has been used to learn label dependency and as a stronger alternative to learned weighted sum attention. Transformer encoders are a prevalent non-recurrent architecture that perform self-attention...
amongst tokens, address long-range dependency, and can form a sentence representation from the transformed token representations or by using a special sentence token. This clearly points to the BERT pre-trained model architecture that has been used as input to classifiers as well as in more integrated architectures.

Another method to make influence between the tasks explicit is hierarchical models. Capsule models pass slot deductions of sufficient confidence to an intent detection capsule and vice versa. Memory networks also use a form of explicit feedback. An explicit influence between the two sub-tasks comes even further to the forefront in bi-directional models (see Section 3.2.6). Reference [22] proves slot2intent and intent2slot influence improve results but did not fuse the two approaches. Fusion approaches here include alternating between slot2intent and intent2slot [102], post-processing fusion [4], and Reference [33], in which bi-directional, direct, and explicit influence is central to the model architecture. Even within the joint task some researchers highlight non-optimal handling of label dependency in slot labelling. Adding CRFs to a deep joint model is the common solution to this problem. Graph networks have been designed to garner knowledge from the training data of word-slot, slot-slot, word-intent, and slot-intent correlations. The use of sentence context in multi-turn dialogues would seem to provide even more fuel for explicit influence by incorporating intent to intent dependency albeit unidirectionally in time through a conversation. Multi-dialogue also offers the interesting, aligned problems of identifying out-of-domain utterances and change of intent within a conversation.

Q2: Has syntactics been fully exploited or does semantics override this consideration?

The early experiments using classical syntactic features were ambivalent about their efficacy for the NLU tasks. In intent detection [95] used a simplified syntactic representation of a sentence as input but found this reduced performance and had to be used alongside the full input sentence for any gain. In slot filling the use of syntactic features gave a small uplift in NLU for text data [20]. The features they constructed included head words from dependency parsing and POS tags over windows and were designed to capture long-range influence beyond the n-grams they used. As can now be expected, deep learning methods would be much more effective at solving this issue. The earliest attempt at a neural model to address the joint task did in fact use a syntactic structure on top of word vectors [29]. Their recursive neural networks work over the constituency parse tree of the utterance, with leaves corresponding to the words (represented by word vectors). As described in Section 3.2.2, this recursively constructed a state at the root that was used for intent classification. However, the result did not improve on what had been achieved for the separate tasks. POS tags features have been used as pre-computed syntactic features in deep learning to address issues like short query length. The use of features constructed only from the tokens in the sentences may be too narrow an approach. External knowledge about the words’ places in the language, or even just in the dataset, may be useful. For example, the use of a priori dependencies between key verbs obtained from dependency parsing and other words used by Reference [121] was a novel approach. This external syntactic knowledge may be encoded in knowledge bases as explored by Reference [13], which uses attention between a syntactic and a semantic K-SAN, and Reference [101], which embed (Head, Relation, Tail) triples for each word in the utterance as a knowledge base, then use attention between word embeddings and the base. The inclusion of knowledge embedded in graph representations or networks that perform tasks on such graphs has borne fruit in the very recent literature [90]. Further research in this area could include other types of graphical representations and incorporate information not just from the current training set or external knowledge bases but some combination of the two or data from several training sets. In some ways, this points to the implicit capture of features of the syntax of a language by the representations produced by large, bi-directionally contextual, pre-trained models like BERT and the Generative Pre-Trained Transformer (GPT) series. While the results produced by using these
models have been impressive there is incremental gains to be made by explicit representation using knowledge bases. Finally, as suggested in Reference [23], the language in the standard NLU datasets is not particularly “natural,” usually following a set of standard query structures relevant to the service provided by the device and almost developing a query shorthand. This should lend itself to a knowledge base that represents these patterns well, as in Reference [61], for example, but the field should be extending itself to more general and natural human language patterns.

Q3: Can models successfully trained on a supervised dataset from one domain be made more generalisable to different domains or languages or to unseen data?

The issue of generalisability is still very much open and in demand by end users. Deployed models may show a drop-off from experimental performance. New intents and slots may appear and changes in language used may degrade performance. Then a model for a new domain with no or little training data may be required, and NLU is eventually required in many languages, most of which do not have the annotated training datasets required. One issue is that the standard datasets are fully annotated and have their own particular patterns and language that many models have now successfully learned. Ensemble models have been used to address this though with mixed success, as have delexicalisation and other methods to generalise the language in training. Ultimately though, the use of pre-trained models has better addressed the poor generalisability of models that perform their own embedding. Cross-lingual generalisation is covered in the Section 3.5.3 and includes methods like same training architecture for datasets in different languages, same architecture and weight transfer, and translation of datasets (including substitution of named entities with target language examples). The work in Reference [79] showing the better performance of cross-lingual pre-trained embeddings is another feather in the cap of pre-training for generalisability. Some research in few- and zero-shot training methods has begun in recent years to address the development of models in new domains and this promising area should be given further attention. For unseen data and emerging intents, clustering has been used to identify new intents. Creation of new intent representations by adding anomalous differences to existing intent representations has been used successfully. Unseen slot labels were addressed with pointer networks or slot description representations. Meta-learning algorithms are a more recent development addressing unseen labels and are an active area of research.

9 FUTURE DIRECTIONS

There are two major future directions for joint Natural Language Understanding.

**NLU Dataset.** As mentioned in Section 4.1, most of the existing NLU research uses ATIS and SNIPS, which are single turn, small in size, and have several quality issues in their annotation. It is now easy to achieve very high performance in both intent classification and slot filling. To test the performance of the joint learning aspect for NLU models, it is worth the further development of datasets and benchmark tasks incorporating multi-turn tasks, multi-language and code switching, and generalisability to different subject domains and paradigms. These paradigms move from task focused utterances (as in ATIS and SNIPS) to conversational, instructional (IoT, robotic, or vehicle instruction), or third party (surveying in-game chat).

**Joint Learning Evaluation.** It is clearly shown that joint learning between intent classification and slot filling is better than the individual training models. What is less explored is any aspect of how each sub-task improves performance in the other. Recent work in separating the input encoding, and the paths through the circuit, for slot and intent, should add clarity to this research. Experiments investigating the effect of adjusting aspects of the network on either side can be measured on the separate or joint metrics. These can be reported via correlation analysis metrics, like $p$ value or Receiver Operator Characteristic (ROC) curve, and should deliver deeper understanding of the interactions.
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