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Abstract

Multi-task learning (MTL) is a subfield of machine learning with important applications, but the multi-objective nature of optimization in MTL leads to difficulties in balancing training between tasks. The best MTL optimization methods require individually computing the gradient of each task’s loss function, which impedes scalability to a large number of tasks. In this paper, we propose Scaled Loss Approximate Weighting (SLAW), a method for multi-task optimization that matches the performance of the best existing methods while being much more efficient. SLAW balances learning between tasks by estimating the magnitudes of each task’s gradient without performing any extra backward passes. We provide theoretical and empirical justification for SLAW’s estimation of gradient magnitudes. Experimental results on non-linear regression, multi-task computer vision, and virtual screening for drug discovery demonstrate that SLAW is significantly more efficient than strong baselines without sacrificing performance and applicable to a diverse range of domains.

1 Introduction

As machine learning models become more powerful, they gain the ability to perform tasks which were previously thought impossible. With a growing pool of potential tasks, it is less feasible to obtain a labeled dataset and train a model from scratch for each new task. Multi-task learning (MTL) [3] can alleviate this scalability issue by training models to perform multiple tasks simultaneously, sharing parameters and supervision. Along with increased data and compute efficiency, knowledge sharing can create an implicit regularization which leads to performance improvements over single-task models [36].

Unfortunately, achieving this boost in efficiency and performance through MTL isn’t easy, due to the fact that multi-task optimization requires optimizing several (potentially competing) objectives. Previous methods have been proposed to ease the difficulties of multi-task optimization by balancing learning between tasks [18, 5, 22, 42] or addressing negative transfer [38, 21], where learning on one task hinders learning on another.

The best performing of these recent methods, such as GradNorm [5], PCGrad [38], and IMTL [21] compute the gradients of each individual task’s loss function, which requires one additional backwards pass per task for each training step. Even when these methods are sped up by only computing gradients for a subset of network weights, scalability to a large number of tasks is still an issue, since the number of required gradient computations scales linearly with the number of tasks.

To address this issue of scalability, we introduce Scaled Loss Approximate Weighting (SLAW), an efficient method for multi-task optimization that can be applied in any gradient-based multi-task learning setting. Instead of computing task-specific gradients, SLAW balances learning between tasks by assigning weight to tasks based on the estimated magnitude of each task’s gradient. This estimation is theoretically and empirically justified, and by shedding the need to directly compute gradients of each task’s loss function, SLAW is faster than existing methods and better able to scale to a large number of tasks. We also show that SLAW is closely related to existing optimization methods. In particular, we demonstrate that SLAW directly estimates a solution to a special case of the optimization problem iteratively solved by GradNorm [5].

Our experiments show that SLAW performs as well or better than existing methods while being much more efficient. For a collection of 10 non-linear regression tasks, SLAW converges to the ideal optimization trade-off between tasks. For joint semantic segmentation, surface normal estimation, and depth prediction on NYUv2 [27], SLAW performs as well or better than GradNorm and PCGrad while running about twice as fast. Finally, for a collection of 128 virtual screening tasks for drug discovery with the PubChem BioAssay (PCBA) dataset [37], SLAW runs 24.4 times faster than GradNorm and 33.0 times faster than PCGrad, while outperforming GradNorm and being com-
petitive with PCGrad.

Our contributions can be summarized as follows:

- We propose Scaled Loss Approximate Weighting (SLAW), an efficient, simple, and general method for multi-task optimization. Unlike existing methods, SLAW does not compute the gradient of each task’s loss function, which greatly reduces computational cost.

- We provide theoretical and empirical justification for SLAW’s estimation of the magnitudes of task-specific gradients, demonstrating that SLAW can accurately balance learning between tasks without performing additional backwards passes.

- We analyze the relationship between SLAW and existing methods. In particular, we show that SLAW directly estimates a solution to a special case of the optimization problem that GradNorm [5] iteratively solves to balance learning between tasks.

- We provide experiments on a collection of non-linear regression tasks, NYUv2 [27], and a collection of virtual screening tasks from PCBA [37] showing that SLAW quickly learns ideal loss weights, has strong overall performance, exhibits efficiency and scalability to a large number of tasks, and is applicable to many different domains.

The rest of this paper is structured as follows. In Section 2, we review work related to ours. Section 3 provides background, a derivation of SLAW, and an analysis of SLAW’s relationship with existing methods. We present experimental evaluations in Section 4, and conclude with Section 5.

2 Related Work

Multi-task learning [3] has a long history both within and outside of deep learning. MTL eases deep learning’s need for huge amounts of training data and to start learning each new task from scratch. Training shared parameters on multiple tasks allows for supervision of one task to aid in the learning for another, and a set of trained shared features can often be reused to instantiate learning on a new task, yielding faster learning through feature reuse [28]. However, achieving increased data efficiency, transfer robustness, and regularization from MTL is never guaranteed and highly dependent on the relationships between the tasks involved [36, 2].

Many families of methods for MTL have arisen, including multi-task architectures [26, 34, 29, 24], optimization strategies [11, 4, 18, 38], and methods for learning task relationships [2, 39, 36, 1]. In this paper, we focus on optimization. Weighting by Uncertainty [18] treats loss weights as learnable parameters that model the uncertainty for each task. GradNorm [5] also treats the weights as learnable parameters, but the weights are optimized separately from network parameters to encourage ideal magnitudes of each task loss’s gradient. Dynamic Weight Averaging [22] (or DWA) was introduced as a computationally efficient alternative to GradNorm that doesn’t deal with individual task gradients. Recently, methods like PCGrad [38] and Impartial MTL [21] balance learning across tasks by considering the relationships between directions of gradients of each task’s loss function. For a review of MTL as a whole, see [40, 8].

MTL has been applied in many domains, such as computer vision [26], natural language processing [7], reinforcement learning [29], bioinformatics [31], and more. Of these domains, this paper applies MTL to computer vision and bioinformatics. Computer vision lends itself well to MTL since many tasks rely on common visual features. Earlier works [41, 12, 9] focus on training a shared feature extractor jointly on many tasks. Other architectures leverage task-specific networks with information flow between networks, such as Cross-Stitch Networks [26], Sluice Networks [34], and NDDR-CNN [14]. Bioinformatics has historically been less popular as an application domain for MTL researchers, though there are some examples, most notably [31]. [6] and [25] provide surveys of deep learning for biology and healthcare.

3 Methods

3.1 Background

In the usual formulation of machine learning, a parameterized model $f_\theta$ is trained to approximate a target function by finding a value of $\theta$ which minimizes a loss function $L(\theta)$. In contrast, MTL involves training multiple parameterized models that share parameters on multiple tasks; $f_1(\theta), f_2(\theta), \ldots, f_n(\theta)$ are jointly trained by minimizing a sum of loss functions $\sum_{i=1}^n w_i L_i(\theta)$. Here $L_i$ is a loss function for task $i$ and the coefficients $w_i$ are called loss weights, traditionally hand-picked to control the optimization trade-off between various task losses. Parameter sharing across tasks decreases memory cost, and multi-task models may outperform their single-task counterparts. However, there is no guarantee of this performance boost.

Although the coefficients $w_i$ in the MTL loss are traditionally hand-picked, these loss weights can also be chosen algorithmically to ease multi-task optimization. Several methods have been proposed to automatically choose loss weights based on task uncertainty [18], learning speed [5, 22, 42, 23], and task performance [15].

Previous work [5] pointed out that loss weighting can serve to balance the norms of each task loss’s gradient. Specifically, let $g_i = \nabla L_i(\theta)$. If the task loss functions
$L_i$ are such that the norms of the task gradients $\|g_i\|$ are varying in their magnitude, then the tasks with large $\|g_i\|$ will dominate the training process. In this case, some tasks are “left behind” and not trained adequately. To offset this, loss weights can be chosen so that the weighted task gradient norms $w_i \|g_i\|$ have similar magnitudes, resulting in all tasks being trained equally.

### 3.2 Scaled Loss Approximate Weighting

In this section, we derive our algorithm for multi-task optimization: Scaled Loss Approximate Weighting (SLAW). SLAW is motivated by the idea that loss weighting in MTL can balance the norms of task loss gradients. However, SLAW does so without explicitly computing the gradient of each task’s loss, significantly improving on the scalability and efficiency of recent methods without sacrificing performance. In the following, we omit the dependence of $L_i$ and $f_i$ on $\theta$ for convenience of notation.

The goal of SLAW is to choose loss weights $w_i$ so that the weighted gradient norms of each task loss are equal:

$$w_i \|g_i\| = w_j \|g_j\| \quad \forall i, j$$

(1)

If we treat each $w_i$ as unknown and each $\|g_i\|$ as known, then Equation 1 yields a homogeneous linear system of $n-1$ equations with $n$ unknowns, so that there are infinitely many solutions of $w_i$. One such solution is:

$$w_i = \frac{1}{\|g_i\|}$$

(2)

Following previous works [5, 22], we also decouple the global learning rate from the loss weights $w_i$ by enforcing a constraint on the sum of the loss weights:

$$\sum_{i=1}^{n} w_i = n$$

(3)

So that the mean value of $w_i$ is 1. Adding Equation 3 to our system of equations from Equation 1, we obtain a homogeneous linear system of $n$ equations with $n$ unknowns. Combining Equations 2 and 3, we can see that the following values of $w_i$ are a valid solution to this system:

$$w_i = \frac{n}{\|g_i\|} \left/ \sum_{j=1}^{n} \frac{1}{\|g_j\|} \right.$$  

(4)

Setting the loss weights in this way at each training step would satisfy the equal gradient condition in Equation 1 as well as the temperature condition in Equation 3, balancing the task gradients as originally desired. However, this would require computing the gradient $g_i$ of each task’s loss function.

To avoid this computational cost, we can approximate the RHS of Equation 4 by approximating the values of each $\|g_i\|$. Notice that Equation 4 only depends on the magnitude of each task’s gradient, so that an approximation of $\|g_i\|$ is sufficient to approximate Equation 4. The following theorem gives a method for such an approximation:

**Theorem 1.** Let $f : \mathbb{R}^d \to \mathbb{R}$ be continuously differentiable and Lipschitz continuous with Lipschitz constant $K$. Then for any $x_0 \in \mathbb{R}^d$ and $\epsilon > 0$, there exists $\delta > 0$ and constants $K_1, K_2$ (which depend only on $n$, $K$, $\delta$, and $\epsilon$) so that:

$$|\text{Var}[f(X)] - (K_1 \|\nabla f(x_0)\|^2 + K_2)| < \epsilon$$

(5)

where $X$ is a random variable which is uniformly distributed over $\{x_0 + d : \|d\| < \delta\}$.

The proof is given in Appendix A. Put simply, this theorem tells us that the standard deviation of a “well-behaved” function in a neighborhood around a point is nearly proportional to the norm of the gradient at that point. If we assume that the task loss functions $\{L_i\}_{i=1}^{n}$ are continuously differentiable and Lipschitz continuous (a relatively weak assumption), then we can conclude that the norm of the task gradient $\|g_i\|$ at a point $\theta_0$ is proportional to the standard deviation of loss values $L_i(\theta)$ as $\theta$ varies in a neighborhood around $\theta_0$. Proportional, in this case, is sufficient. We only need to compute the relative magnitudes of the task gradients in order to approximate Equation 4, since the loss weights $w_i$ are linearly scaled to fit Equation 3.

To implement the approximation described by Theorem 1, we simply keep a running estimate of the standard deviation of $L_i$ through consecutive training steps. Treating each $L_i$ as a random variable, we compute an exponential moving average of the first and second moments of $L_i$, and use this to approximate the standard deviation of $L_i$:

$$a_i \leftarrow \beta a_i + (1 - \beta) L_i^2,$$

(6)

$$b_i \leftarrow \beta b_i + (1 - \beta) L_i,$$

(7)

$$s_i \leftarrow \sqrt{a_i - b_i^2},$$

(8)

where $\beta$ is a parameter of the moving average. Since $s_i$ estimates the standard deviation of $L_i$, by Theorem 1, $s_i$ is nearly proportional to $\|g_i\|$. We can then use $s_i$ as an approximation to $\|g_i\|$ in Equation 4, which gives us SLAW:

$$w_i = \frac{n}{s_i} \left/ \sum_{j=1}^{n} \frac{1}{s_j} \right.$$  

(9)

In the full algorithm, shown in Algorithm 1, we replace $s_i$ with $\max(s_i, 10^{-5})$ for numerical stability. The only hyperparameter of SLAW is the moving average coefficient $\beta$.

Lastly, it should be noted that the approximation of $\|g_i\|$ by $s_i$ in SLAW does not exactly match the conditions specified by Theorem 1. Theorem 1 says that we can approximate the norm of a function’s gradient at a given point by
measuring the standard deviation of that function in a neighborhood around that point. In SLAW, we approximate the gradients of task losses by measuring the standard deviation of each task loss not in a neighborhood around the current $\theta$, but over recent values of $\theta$ during training. However, an empirical comparison shows that SLAW’s estimates of task gradient norms are still reasonably proportional to the true gradient norm during training (see Appendix B for details).

### 3.3 Relation to Existing Methods

SLAW has a strong relationship with GradNorm [5], Dynamic Weight Averaging [22], and Adam [19]. We discuss their similarities and differences below.

GradNorm [5] is a well-known method for loss weighting in MTL with a similar motivation as SLAW: to balance the norms of the gradients of each task’s loss function. GradNorm learns loss weights $w_i$ by minimizing the distance from the weighted gradient norms to target values. Specifically, for task gradients $g_i = \nabla L_i$, let $G = \frac{1}{n} \sum_{i=1}^{n} ||g_i||$, let $L_t = L_i/L_0$, where $L_0$ is the loss of the $i$-th task on the first step of training, and let $r_i = L_i/\frac{1}{n} \sum_{j=1}^{n} L_j$. The GradNorm loss weights $w_i$ are learned by minimizing the following loss function:

$$L_{\text{grad}}(\{w_i\}_{i=1}^{n}) = \sum_{i=1}^{n} |w_i||g_i|| - Gr_i^\alpha$$

where $\alpha$ is a hyperparameter that controls the degree to which the magnitude of gradients from different tasks may differ under GradNorm. After each optimization step, the loss weights are scaled so that their average value is 1.

On the surface, the GradNorm algorithm doesn’t bear much resemblance to SLAW. We can gain insight into the relationship between these two algorithms by directly computing the global minimum of $L_{\text{grad}}$. We know that $L_{\text{grad}} \geq 0$, since $L_{\text{grad}}$ is a sum of absolute values. We can achieve $L_{\text{grad}} = 0$ with the following values of $w_i$:

$$w_i = \frac{Gr_i^\alpha}{||g_i||}$$

(11)

Further, these are the only loss weights with $L_{\text{grad}} = 0$. Therefore, Equation 11 gives a unique minimizer of $L_{\text{grad}}$.

Scaling these weights so that their average value is 1, we see that GradNorm’s optimal loss weights are:

$$w_i = n \frac{r_i^\alpha}{\|g_i\|} / \sum_{j=1}^{n} \frac{r_j^\alpha}{\|g_j\|}$$

(12)

In the case where $\alpha = 0$, where weights are learned so that all tasks have equal gradient norms, this becomes:

$$w_i = \frac{n}{\|g_i\|} / \sum_{j=1}^{n} \frac{1}{\|g_j\|}$$

(13)

In summary, Equation 13 describes the global minimizer of $L_{\text{grad}}$ in the case that $\alpha = 0$. However, Equation 13 is the exact same as Equation 4, which is approximated by SLAW.

Therefore, SLAW approximates the global solution to the GradNorm loss weight optimization problem for the case that $\alpha = 0$. SLAW does this without computing the task-specific gradients $g_i$, greatly reducing computational cost.

Dynamic Weight Averaging [22] was introduced as a simpler and faster alternative to GradNorm, similarly to SLAW. It works by assigning more weight to tasks for which learning is slow. The learning speed of a task is defined as the ratio of that task’s loss function on recent training steps: $L_i(t-1)/L_i(t-2)$. DWA is efficient: it does not require individual task gradients.

However, our experiments show that DWA does not learn meaningful loss weights. For a variety of tasks and architectures, we found that each loss weight $w_i$ learned by DWA oscillates around 1.0. DWA isn’t theoretically justified, and the empirical results from [22] do not show that DWA outperforms the naive constant weight method with statistical significance. Our theoretical and empirical evidence shows that SLAW provides what DWA does not: an efficient, effective alternative to GradNorm.

Adam [19] is a widely-used stochastic optimization method. Adam, like SLAW, keeps estimates of gradient statistics that are used to normalize model updates:

$$\theta \leftarrow \theta - \eta \cdot \hat{m}_t/(\sqrt{\hat{v}_t} + \epsilon)$$

(14)

where $\eta$ is the learning rate, $\epsilon$ is a small constant included for numerical stability, and $\hat{m}_t$ and $\hat{v}_t$ are running estimates of the first and second moments, respectively, of the gradient of the function being optimized. Adam’s scaling of the update by a factor of $1/(\sqrt{\hat{v}_t} + \epsilon)$ is very similar to SLAW’s, which approximately scales the update from each loss function $L_i$ by a factor of $1/\|g_i\|$ (before normalization of $w_i$).
The key difference between Adam and SLAW is the fact that SLAW scales task loss functions, whereas Adam scales updates for each model parameter. These two normalizations have independent effects: SLAW balances training of the entire model across tasks, while Adam balances training on the aggregate MTL task across parameters.

4 Experiments

With our experiments, we seek to answer the following questions: (1) How accurately and quickly do loss weights learned by SLAW converge to the ideal loss weights compared to existing methods? (2) How does the performance of multi-task networks trained with SLAW compare to that of existing methods? (3) How does SLAW’s running time compare to that of existing methods?

We investigate each one of these questions by evaluating SLAW and various baselines on a different application domain. To evaluate loss weight quality, we use a set of non-linear regression tasks proposed in [5], where the ideal loss weights are known. We refer to this collection of non-linear regression tasks proposed in [5], where the ideal weights. To evaluate performance on MTRegression, the task is defined so that loss functions of various tasks have independent effects: SLAW balances training of the entire model across tasks, while Adam balances training on the last shared layer of the network, following the original work [5]. The unified code ensures a fair comparison between methods, and the code is publicly available for transparency and reproducibility. Experiments were run on a single NVIDIA RTX 3090.

4.1 Loss Weight Quality (MTRegression)

Training Settings

[5] introduces a collection of n synthetic non-linear regression tasks defined by the following functions:

\[ f_i(x) = \sigma_i \tanh((B + \epsilon_i)x) \]  

(15)

where the matrix \( B \) is shared between all tasks, while \( \sigma_i \) and \( \epsilon_i \) are specific to each task. We refer to this collection of tasks as MTRegression. The task is defined so that loss functions of various tasks have significantly different scale, posing a testbed for multi-task optimization. The input and output dimensions are 250 and 100, respectively, and the elements of \( B \) and \( \epsilon_i \) are sampled independently from \( \mathcal{N}(0,10) \) and \( \mathcal{N}(0,3.5) \), respectively. In our experiments, we set \( \sigma_i = i \) and \( n = 10 \). The dataset has 9000 training samples and 1000 testing samples, where each sample has an input value and a label for each of the \( n \) tasks.

Following [5], we train a fully connected network made of a shared trunk with 4 fully-connected layers, ReLU activations, and a hidden size of 100, followed by \( n \) one-layer task-specific output heads that produce the prediction for each task. Each task’s loss function is a standard squared error between model output and ground-truth. In each experiment the network is trained to minimize the weighted sum of the \( n \) task losses: \( \sum_{i=1}^{n} w_i L_i \), where \( w_i \) is determined differently by each method evaluated.

We run training for 300 epochs with a batch size of 304, following the table of hyperparameters in Appendix C. For each method, we run 10 training runs with different random seeds and report the average metric values over all runs.

We evaluate both the model performance and the quality of learned loss weights for each method considered. Since the task loss functions \( L_i \) are artificially scaled by a factor of \( \sigma_i^2 \), the ideal value of each \( w_i \) to balance the magnitude of task loss functions is \( w_i = 1/\sigma_i^2 \). Using this information, we define a loss weight error of a set of loss weights \( \{w_i\}_{i=1}^{n} \) as the mean squared error from \( \{w_i\}_{i=1}^{n} \) to the ideal weights. To evaluate performance on MTRegression, we follow [5] and compute a normalized loss that considers

\[ \text{error} = \frac{1}{n} \sum_{i=1}^{n} (w_i - \sigma_i^2)^2 \]  

1https://github.com/mtcrawshaw/meta
all tasks equally: the mean of loss functions \( L_i \) scaled by a factor of \( 1/\sigma_i^2 \).

**Results**

Figure 1 shows the loss weight error of each method throughout training, averaged over 10 training runs, and the normalized losses achieved at the end of training are shown in Table 1. The loss weight error is only plotted for the first 2000 of 9900 training steps in order to better visualize the differences between methods, since the loss weight errors remained stable after this point in training. Since PCGrad doesn’t explicitly compute loss weights, we do not include it in the comparison of loss weight error.

SLAW outperforms all non-oracle baselines in terms of loss weight quality. Both SLAW and GradNorm are able to learn ideal loss weights, but SLAW’s weights converge faster than GradNorm. This is likely because GradNorm iteratively tunes the weights to minimize \( L_{\text{grad}} \) while SLAW directly estimates a solution to the minimization. On the other hand, DWA is unable to learn meaningful loss weights, and its loss weight error does not decrease throughout training.

Further, SLAW achieves the lowest normalized loss among all non-oracle baselines, and is even competitive with the oracle IdealConstant. We conclude that SLAW can ideally balance learning between tasks, and achieves this balance during training faster than existing methods.

Results for Weighting by Uncertainty \([18]\) are omitted, because training with this method became unstable after the loss became sufficiently small. As pointed out in \([5]\), Weighting by Uncertainty yields values of \( w_i \) proportional to \( 1/L_i \). If the loss gets very low, then the loss weights will grow similarly large, resulting in a huge effective learning rate and therefore instability. We believe that this issue will not arise in real-world problems, where the loss will not become extremely small.

### 4.2 Performance (NYUv2)

**Training Settings**

NYUv2 \([27]\) consists of 1449 RGB images which are densely labeled for semantic segmentation (13 classes), surface normal estimation, and depth prediction. The 795 training images and 654 testing images depict indoor scenes with resolution 640x480, though we downscale the images to 160x120.

Our multi-task architecture for NYUv2 is designed following \([18]\), with some simplifications. The network consists of a feature extractor shared by all tasks, followed by task-specific output branches. The shared feature extractor is a ResNet-50 \([16]\) pretrained on ImageNet classification \([35]\), cut off before the final average pooling layer. Each task-specific branch has 3 3x3 Conv-BN-ReLU layers with 256 channels in the first two layers.

This unified architecture is trained by minimizing the weighted sum of task-specific losses: \( w_1 L_1 + w_2 L_2 + w_3 L_3 \). Here \( L_1, L_2, \) and \( L_3 \) represent the loss functions for semantic segmentation, surface normal estimation, and depth prediction respectively. \( L_1 \) is the pixel-wise mean of the cross entropy loss, \( L_2 \) is the negative pixel-wise mean of cosine similarity, and \( L_3 \) is the scale-invariant loss for depth prediction used for training in \([13]\).

We train for 20 epochs with a batch size of 36, following the table of hyperparameters given in Appendix C. For each method, we run 10 training runs with different random seeds and report the average metric values over the 10 runs.

To evaluate all tasks on common ground, we define an accuracy metric for each task. For semantic segmentation we measure the percentage of correctly classified pixels.
Performance on normal estimation is measured as the percentage of pixels for which the angle between the ground truth normal and the predicted normal is less than 11.25 degrees. Lastly, for depth prediction we define accuracy as the percentage of pixels for which the ratio between the ground truth and predicted depth is between 0.8 and 1.25. We then report the mean of task accuracies as a measure of overall performance and the standard deviation of task accuracies as a measure of inequity across tasks.

Results

Results are shown in Table 2. SLAW and GradNorm achieve the highest average accuracy across the three tasks, with a statistically significant difference between these two methods and the other baselines. In addition, the spread of accuracies across the three tasks is smallest when training with SLAW. Therefore, SLAW exhibits the best overall performance and the most equitable training of tasks.

However, the increased average performance of SLAW and GradNorm doesn’t come from an increase on every task; these two methods incur a trade-off between task performances. For example, SLAW and GradNorm are superior in surface normal estimation and depth prediction, respectively, but both methods are outperformed by the other baselines in semantic segmentation.

While GradNorm reaches the highest average accuracy, each of its training steps requires more than double the time of any other method. SLAW retains the strong performance of GradNorm while enjoying a significant boost in speed.

4.3 Efficiency (PCBA)

Training Settings

The PubChem BioAssay (PCBA) dataset [37] contains data for 128 virtual screening tasks. Virtual screening [33] is the process of predicting whether a candidate molecule will bind to a biological target in order to identify promising compounds for new drugs. The 128 tasks are binary classification of candidate molecules as either active or inactive for 128 different biological targets. In total, about 440K candidate molecules are labeled, though each molecule is labeled for an average of 78 tasks, yielding over 34 million labeled candidate/target pairs. The classes are not balanced; on average, only about 2% of input molecules will bind to a given target. We use the PCBA data hosted in the DeepChem [30] repository.

Each input molecule is featurized as a 2048-length binary vector using RDKit [20] to compute ECFP features [32] (radius 4). We use the Pyramidal architecture of [31]: a fully-connected network made of a 2-layer shared feature extractor and 1-layer task-specific output heads. The feature extractor layers have 2000 and 100 units, respectively. Our loss function is the weighted sum of the cross-entropy classification loss for each task. To account for class imbalance, we scale the loss for each class by a factor inversely proportional to the number of samples of that class.

We train on datasets with varying number of tasks and analyze each method’s computation time as a function of the number of tasks. From the 128 tasks in PCBA, we construct four multi-task datasets with 32, 64, 96, and 128 tasks. Since some molecules aren’t labeled for any of the tasks in the first three datasets, we restrict these experiments to the subset of input molecules which are labeled for at least one of the first 32 tasks, leaving about 390K input molecules. Of these remaining inputs, we use 90% for training and 10% for testing. For each dataset, we train for 100 epochs with a batch size of 40000, following the table of hyperparameters from Appendix C. Efficiency and performance are evaluated with time per training step and the mean of the Average Precision (AP) over all tasks, averaged over 5 random seeds.

Results

Results are shown in Figure 2. The training step time for GradNorm and PCGrad grows significantly with the number of tasks, since these methods compute one (at least par-
Figure 2: Average precision (AP) and time per training step vs. number of tasks on PCBA. As the number of tasks grows from 32 to 128, training time stays nearly constant for SLAW, while the train step times for GradNorm and PCGrad grow by factors of 13.1 and 12.2, respectively (right). SLAW achieves a higher AP than GradNorm and is competitive with PCGrad (left).

Despite the efficiency gains, SLAW consistently achieves a larger average precision than GradNorm, and is competitive with PCGrad. Interestingly, GradNorm is outperformed by even the naive baseline Constant, but the gap between these methods shrinks as the number of tasks increases. We conclude that SLAW can be efficiently scaled to a large number of tasks without sacrificing performance.

5 Conclusion

In this paper, we introduced Scaled Loss Approximate Weighting (SLAW), an efficient and general method for multi-task optimization that requires little to no hyperparameter tuning. SLAW matches the performance of existing methods, but runs much faster by estimating the norms of the gradients of each task’s loss function instead of computing gradients directly. We provided theoretical and empirical justification for the estimation of these gradient norms, and we showed that SLAW directly estimates a solution to a special case of the optimization problem that GradNorm [5] iteratively solves. Experimental results on a collection of non-linear regression tasks, NYUv2, and virtual screening for drug discovery show that SLAW can learn to ideally balance learning between tasks, matches or exceeds the performance of existing methods, is much more efficient than existing methods, and is scalable to many tasks.

Efficiency and scalability to large collections of tasks are key qualities for MTL algorithms. Until MTL [40, 8] and the related fields of meta-learning [17] and lifelong learning [10] reach their potential, we will be trapped in the era of gathering huge labeled datasets and slowly retraining from scratch on each new task. The compute and data efficiency gains afforded by MTL may help us leave this era, but making this a reality will require improving the speed, performance, and flexibility of MTL methods.
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A Proof of Theorem 1

Proof. For a given $x_0 \in \mathbb{R}^d$ and $\epsilon > 0$, let $\epsilon_1 = \sqrt{\epsilon}$ and $\epsilon_2 = \frac{\epsilon}{2K}$. Let $\delta_1$ be such that $|f(x) - f(x_0)| < \epsilon_1$ whenever $|x - x_0| < \delta_1$ and let $\delta_2$ be such that $\|\nabla f(x) - \nabla f(x_0)\| < \epsilon_2$ whenever $|x - x_0| < \delta_2$. Let $\delta = \min(\delta_1, \delta_2, 1)$. Let $X$ be a random variable which is uniformly distributed over $[x_0 + d : \|d\| < \delta]$. Then let $K_1 = \mathbb{E} \|\cos^2 \theta \|X - x_0\|^2\|$ (where $\theta$ is the angle between $X - x_0$ and $(1, 0, ..., 0)$), $K_3 = \mathbb{E} \|X - x_0\|^2$, and $K_2 = \epsilon_2^2 K_3 - \epsilon_1^2/2$.

Now, let $\mu = \mathbb{E}[f(X)]$. Then by linearity of expectation:

\[
\text{Var}[f(X)] = \mathbb{E}[(f(X) - \mu)^2] = \mathbb{E}[[f(X) - f(x_0) - (\mu - f(x_0))]^2] + 2\mathbb{E}[(f(X) - f(x_0))(\mu - f(x_0))] + (\mu - f(x_0))^2 = \mathbb{E}[(f(X) - f(x_0))^2] - (\mu - f(x_0))^2,
\]

We will bound $\text{Var}[f(X)]$ by bounding each of the two terms in Equation 19 individually. Starting with $(\mu - f(x_0))^2$, we know that $\mu = f(a)$ for some $a$ with $\|a - x_0\| < \delta$ by applying the intermediate value theorem. Therefore

\[
(\mu - f(x_0))^2 = (f(a) - f(x_0))^2 \leq \epsilon_1^2
\]

where the upper bound comes from the fact that $\|a - x_0\| < \delta < \delta_1$. This gives the bound

\[
0 \leq (\mu - f(x_0))^2 \leq \epsilon_1^2
\]

To bound $\mathbb{E}[(f(X) - f(x_0))^2]$, the second term from Equation 19, let $x \in \mathbb{R}^d$ with $\|x - x_0\| < \delta$, $u = (x - x_0)/\|x - x_0\|$. For $t \in [0,\|x - x_0\|]$, let $x_t = x_0 + tu$ and $d_t = \nabla f(x_t) - \nabla f(x_0)$. By the fundamental theorem of calculus, we have:

\[
|f(x) - f(x_0)| = \left| \int_0^{\|x - x_0\|} D_u f(x_t) \ dt \right| \\
= \left| \int_0^{\|x - x_0\|} \nabla f(x_t) \cdot u \ dt \right| \\
= \left| \int_0^{\|x - x_0\|} \nabla f(x_0) \cdot u \ dt + \int_0^{\|x - x_0\|} d_t \cdot u \ dt \right| \\
= \left| \nabla f(x_0) \cdot (x - x_0) + \int_0^{\|x - x_0\|} d_t \cdot u \ dt \right| .
\]

Applying the triangle inequality to Equation 25, we obtain:

\[
|f(x) - f(x_0)| \leq |\nabla f(x_0) \cdot (x - x_0)| + \int_0^{\|x - x_0\|} d_t \cdot u \ dt \\
\leq |\nabla f(x_0) \cdot (x - x_0)| + \int_0^{\|x - x_0\|} |d_t| \cdot |u| \ dt \\
\leq |\nabla f(x_0) \cdot (x - x_0)| + \int_0^{\|x - x_0\|} |d_t| \ dt \\
< |\nabla f(x_0) \cdot (x - x_0)| + \epsilon_2 \|x - x_0\| \\
= \|\nabla f(x_0)\| \cos \theta + \epsilon_2 \|x - x_0\| ,
\]

where $\theta$ is the angle between $\nabla f(x_0)$ and $x - x_0$. We can obtain a similar lower bound by again applying the triangle inequality in a slightly different form to Equation 25:

\[
|f(x) - f(x_0)| \geq |\nabla f(x_0) \cdot (x - x_0)| - \int_0^{\|x - x_0\|} d_t \cdot u \ dt \\
\]
which, by an identical computation as above, leads to the lower bound:

\[ |f(x) - f(x_0)| > |(\|\nabla f(x_0)\| \cos \theta - \epsilon_2)\|x - x_0\|, \]

(32)

Therefore, from Equation 30, we have

\[ \mathbb{E}[(f(X) - f(x_0))^2] < \mathbb{E}[(\|\nabla f(x_0)\| \cos \theta - \epsilon_2)^2]\]

(33)

\[ < \|\nabla f(x_0)\|^2 \mathbb{E}[(\cos^2 \theta \cdot \|X - x_0\|^2) + 2\epsilon_2 \|\nabla f(x_0)\| \|X - x_0\|^2] + \epsilon_2^2 \mathbb{E}[(\|X - x_0\|^2)] \]

(34)

Since \( f \) is \( K \)-Lipschitz, we have \( \|\nabla f(x_0)\| \leq K \). So

\[ \mathbb{E}[(f(X) - f(x_0))^2] < K_1 \|\nabla f(x_0)\|^2 + 2\epsilon_2 KK_3 + \epsilon_2^2 K_3, \]

(35)

Performing the same operations with the lower bound of \( |f(x) - f(x_0)| \) from Equation 32, we obtain:

\[ \mathbb{E}[(f(X) - f(x_0))^2] > K_1 \|\nabla f(x_0)\|^2 - 2\epsilon_2 KK_3 + \epsilon_2^2 K_3, \]

(36)

We can now derive an upper bound for \( \text{Var}[f(X)] \) by plugging Equations 21 and 35 into Equation 19:

\[ \text{Var}[f(X)] < K_1 \|\nabla f(x_0)\|^2 + 2\epsilon_2 KK_3 + \epsilon_2^2 K_3 \]

(37)

\[ \text{Var}[f(X)] - (K_1 \|\nabla f(x_0)\|^2 + \epsilon_2^2 K_3) < 2\epsilon_2 K K_3 \]

(38)

\[ \text{Var}[f(X)] - (K_1 \|\nabla f(x_0)\|^2 + \epsilon_2^2 K_3 - \epsilon_1^2/2) < 2\epsilon_2 K K_3 + \epsilon_1^2/2, \]

(39)

Similarly, to derive a lower bound for \( \text{Var}[f(X)] \), we plug Equations 21 and 36 into Equation 19:

\[ \text{Var}[f(X)] > K_1 \|\nabla f(x_0)\|^2 - 2\epsilon_2 K K_3 + \epsilon_2^2 K_3 - \epsilon_1^2 \]

(40)

\[ \text{Var}[f(X)] - (K_1 \|\nabla f(x_0)\|^2 + \epsilon_2^2 K_3) > -2\epsilon_2 K K_3 - \epsilon_1^2 \]

(41)

\[ \text{Var}[f(X)] - (K_1 \|\nabla f(x_0)\|^2 + \epsilon_2^2 K_3 - \epsilon_1^2/2) > -2\epsilon_2 K K_3 - \epsilon_1^2/2, \]

(42)

Recall that \( \delta < 1 \), so \( K_3 < 1 \). Finally, combining Equations 39 and 42:

\[ |\text{Var}[f(X)] - (K_1 \|\nabla f(x_0)\|^2 + \epsilon_2^2 K_3 - \epsilon_1^2/2)| < 2\epsilon_2 K K_3 + \epsilon_1^2/2 \]

(43)

\[ |\text{Var}[f(X)] - (K_1 \|\nabla f(x_0)\|^2 + \epsilon_2^2 K_3 - \epsilon_1^2/2)| < 2\epsilon_2 K + \epsilon_1^2/2 \]

(44)

\[ |\text{Var}[f(X)] - (K_1 \|\nabla f(x_0)\|^2 + K_2)| < \epsilon/2 + \epsilon_1/2 \]

(45)

\[ |\text{Var}[f(X)] - (K_1 \|\nabla f(x_0)\|^2 + K_2)| < \epsilon \]

(46)

\[ \square \]

**B Empirical Validation of SLAW**

We conduct an empirical validation of SLAW by checking the accuracy of SLAW’s estimate of gradient magnitudes. Specifically, for task gradient \( g_i = \nabla L_i \), SLAW estimates \( \|g_i\| \) with \( s_i \) as defined in Equations 6, 7, and 8. However, \( s_i \) is not an unbiased estimate of \( \|g_i\| \). Theorem 1 only tells us that \( s_i \) is nearly proportional to \( \|g_i\| \). For our case, nearly proportional is good enough. The end goal of this estimation is not to estimate the magnitudes \( \|g_i\| \) exactly, but to estimate the relative magnitudes of each \( \|g_i\| \) as described by Equation 4. We postulate that this can be estimated with the relative magnitudes of each \( s_i \).

To evaluate whether SLAW can accurately estimate the weights specified by Equation 4, we collect samples of SLAW’s estimation \( s_i \) along with the true gradient norms \( \|g_i\| \) during training on the MTRegression dataset. For each sample of \( s_i \) and \( \|g_i\| \), we plot the pair \((x, y)\) defined as follows:

\[ x = \frac{n}{\|g_i\|} \sum_{j=1}^{n} \frac{1}{\|g_j\|} \]

(47)

\[ y = \frac{n}{s_i} \sum_{j=1}^{n} \frac{1}{s_j} \]

(48)
Figure 3: Empirical validation of SLAW’s estimate of the gradient norm while training on MTRegression dataset. Each data point shows the value of a loss weight $w_i$ as assigned by Equation 4 on a random training step (x-axis) and SLAW’s weight value as assigned by Equation 9 on the same step (y-axis). The color and marker shape of each point corresponds to the task index $i$ for which the true and estimated gradients are plotted. Each data point is generated from a different training run to ensure independence.

Each sample is taken during a randomly chosen step of training between training step 10 and training step 1000. We cut off the sampling at training step 1000 in order to ensure that the experiment ran in a reasonable amount of time. Also, each sample is generated from a different training run, to ensure that all points on the plot are independently generated. The color and marker of each data point corresponds to the task whose gradient is being estimated by SLAW.

Figure 3 shows the result of plotting 120 such $(x, y)$ pairs. The figure shows that each $x$ provides a close approximation to the corresponding $y$. From this, we conclude that SLAW computes a valid estimation of the task gradient norms, and the loss weights learned by SLAW are close to the loss weights specified by Equation 4.

### C Experiment Hyperparameters

All hyperparameters specific to the loss weighting method were chosen to match the values provided by the original papers.

| Hyperparameter                              | MTRegression | NYUv2 | PCBA  |
|---------------------------------------------|--------------|-------|-------|
| Epochs                                      | 300          | 20    | 100   |
| Batch size                                  | 304          | 36    | 40000 |
| Learning rate                               | $7 \times 10^{-4}$ | $7 \times 10^{-4}$ | $3 \times 10^{-4}$ |
| Gradient clipping (max gradient norm)       | 0.5          | 0.5   | 0.5   |
| Backbone architecture                       | FC (4 layer) | ResNet-50 | Pyramidal [31] |
| Hidden size                                 | 100          | N/A   | 2000, 100 |
| Activation function                         | Tanh         | ReLU  | ReLU  |
| Moving average coefficient (SLAW/DWA)       | 0.99/0.9     | 0.99/0.9 | 0.99/0.9 |
| Loss weight LR (GradNorm)                   | 0.025        | 0.025 | 0.025 |
| Asymmetry (GradNorm)                        | 0.12         | 1.5   | 0.12  |
| Loss weight temperature (DWA)               | 2.0          | 2.0   | 2.0   |