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Abstract

Colloidal gels constitute an important class of materials found in many contexts and with a wide range of applications. Yet as matter far from equilibrium, gels exhibit a variety of time-dependent behaviours, which can be perplexing, such as an increase in strength prior to catastrophic failure. Remarkably, such complex phenomena are faithfully captured by an extremely simple model—‘sticky spheres’. Here we review progress in our understanding of colloidal gels made through the use of real space analysis and particle resolved studies. We consider the challenges of obtaining a suitable experimental system where the refractive index and density of the colloidal particles is matched to that of the solvent. We review work to obtain a particle-level mechanism for rigidity in gels and the evolution of our understanding of time-dependent behaviour, from early-time aggregation to ageing, before considering the response of colloidal gels to deformation and then move on to more complex systems of anisotropic particles and mixtures. Finally we note some more exotic materials with similar properties.
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1. Background and motivation

The formation of a network of arrested material with high but finite zero-shear viscosity upon slight quenching is among the most striking features of condensed matter [1–5]. Such gels are absolutely the stuff of everyday life, for example gels comprise our tissues, numerous foods, cosmetics, coatings, crop protection suspension formulations, pharmaceutical suspension formulations, pigment printing inks, dispersions for 3D printing, ceramic preparations, food preparations, detergent formulations and numerous home care products [6–9]. A wide range of materials also exhibit gelation including proteins [10–14], granular matter [15, 16], phase-demixing oxides [17], and metallic glassformers [18]. Indeed so wide is the range of materials that are commonly termed gels—from polymer gels, hydrogels, and colloidal gels—that these materials in fact obey very different physics. Some materials, notably polymers and some colloidal systems [19], can undergo equilibrium gelation, and from a thermodynamic perspective can be regarded as being rather similar to supercooled liquids [20].

Some of these systems form a network stabilised by their microtubules [41] and active colloidal systems [129].

Unlike equilibrium gels, many (but not all [19, 20, 22]) colloidal gels form via the process of arrested phase separation. The system begins to phase separate, typically in a spinodal-like fashion [23] and often with a bicontinuous texture (figures 1 and 2). After demixing is initiated, what then happens is that one (or, in principle, both) demixing phases undergo dynamical arrest which results in a solid-like material, a gel. This is an example of viscoelastic phase separation, which pertains to the case where the demixed phases have significantly different viscosities [1]. These gels then represent an example of matter far from equilibrium as the thermodynamic equilibrium would be phase separated colloid-rich and colloid-poor states [2]. The colloid-rich phase can exist as colloidal crystals for colloids of low polydispersity in shallow quenches [2, 24] and amorphous networks for deeper quenches [25–27]. This has two interesting consequences: first the properties of the network are not constant but age over time, and second they depend on the shear and processing history, which is of particular importance for formulated products and their manufacturing process.

To obtain such ‘spinodal’ gels, a few systems are suitable candidates. Typically (though not always [28]), an attraction between the colloidal particles is present. Such an attraction may result from van der Waals attractions [29, 30], or from polymer-induced depletion [2, 24, 31, 32], bridging by telechelic (triblock) copolymers [33–35] or critical Casimir interactions [36–40]. Some evidence has been found for gelation-like behaviour, in the form of a percolating network, in active colloidal systems [41] and colloids with dipolar interactions [42]. Of these, the most common and most well-studied in real space, are depletion gels of spherical colloids and non-absorbing polymer, and these form our primary focus [2]. Indeed so dominant are studies of ‘spinodal gels’ and even of one particular system (see section 4.1) that we may argue in favour of studying a wider range of systems with a view to exploring other gelation mechanisms for example. We consider work that has been carried out on other systems towards the end of the review in section 7. Often these also exhibit ‘spinodal gelation’, so the mechanism can be quite similar, even if the interactions have a different origin (such as critical Casimir interactions [39]).

Here, we consider what has been learnt about the nature of colloidal gelation using the technique of real space analysis, and in particular imaging of individual colloidal particles via confocal microscopy—particle-resolved studies [43]. We enquire as to the utility of this technique to address the challenges presented by colloidal gels. We note that a salient strength of the technique is its ability to investigate local phenomena, and thus to address the perceived wisdom of materials science that the microscopic structure determines the dynamics and macroscopic behaviour of the material [44].

The case for ‘sticky spheres’.—It is worth noting that if hard spheres may be taken as being surprisingly rich in their behaviour, given that the system is driven only by entropy, then, since the seminal work of Baxter [45] the addition of a short-range attraction, i.e. ‘sticky spheres’, opens up a plethora of new phenomena. These include (metastable) liquid–gas phase coexistence and accompanying criticality [46], in addition to gelation and a multitude of arrest mechanisms [2, 5, 47, 48]. We suggest that such sticky spheres may be taken as a minimal model for certain classes of matter far from equilibrium and emphasise that approximations to sticky spheres concern much of the material presented here.

1.1. Pressing challenges in colloidal gelation

We have seen from the discussion above that gels sit at the overlap between phase separation via spinodal decomposition (section 2.1) and the glass transition (section 2.2). If this is how colloidal gels come about, what can we say about their properties?

- As non-equilibrium systems, gels age.
- A consequence of ageing is that the properties of gels change over time, and one such property is an increase in mechanical strength.
Bars points). Statepoints (a)–(d) are located as shown in the phase diagram. Percolation is indicated by the grey line and is distinct from gelation.

Experimental data for a colloid–polymer mixture with a short-ranged interaction, is that they maintain their physical stability and performance among everyday formulated products and a key requirement improved knowledge on ageing of colloidal gels and a betteringly important role. There is therefore an important need for these, the size and shape of the container plays a surpris-rienced during storage. Notably, in the material response to during transport and handling) and gravitational stresses expe-

3.2. Scope and aims of this review

Gels constitute a wide and somewhat ill-defined range of mate-
rials. Here we consider colloidal gels, which themselves have been subjected to a very wide range of analysis, including theory \[24, 49–54\] and computer simulation \[55–58\]. Experimental techniques include rheology \[59–61\], direct observation and video imaging \[62, 63\] and scattering \[2, 64–66\]. This has led to great insight, and has been reviewed previously \[3, 5\]. However we focus here on real space analysis using 3D confocal microscopy with an emphasis on particle-resolved studies. To our knowledge, while particle resolved techniques for colloids have been reviewed \[43\] which briefly covers some early work on gels, no review focussing on gels exists, and that forms the purpose of this work. Where possible, we have referenced relevant review papers, but in any case humbly ask for patience on the part of readers regarding those papers we have missed, or where our opinion seems at odds with theirs. We nevertheless hope to convey the exciting progress made by using real space analysis to study colloidal gels.

This review is organised as follows. Given the wide variety of materials which undergo colloidal gelation, and the broad interest from the basic physics of model far-from-equilibrium systems to a large number of applications, those working with colloidal gels come from a number of disciplines. We have therefore made some attempt to provide sufficient material to cover the underlying physics. Those familiar with spinodal decomposition and/or dynamical arrest may wish to skip the overviews in sections 2.1 and 2.2 respectively. In section 3 we detail mechanisms of attraction between colloids that lead to gelation. Similarly, readers familiar with these may wish to skip this section. In section 4.1 we review early work on real space analysis of colloidal gels and discuss the consequences of the unexpected degree of electrostatic charging present in the refractive index matched and density matched systems used. In section 4.2, we review key developments that provided compelling evidence for spinodal decomposition as the mechanism for colloidal gelation in the context of other proposed mechanisms. In section 4.3, we consider the use of real space analysis to provide local mechanisms for dynamical arrest in colloidal gels. Section 5 details the dynamical properties of colloidal gels, and these fall into the following categories. Short-time dynamics with little change in the overall properties are discussed in section 5.1, while changes in the nature of the gel are reviewed in section 5.2. Gravitational collapse is considered in section 5.3 and this leads us to emphasise connections between model systems and real world products in section 5.4. The response to deformation is considered in section 5.5. We then move on to consider the introduction of complexity in depletion systems in section 6 before discussing more exotic forms of (colloidal) gels in section 7. We conclude with an outlook in section 8.

![Phase diagram for spinodal decomposition for spheres with a short-ranged attraction (square well with range 0.03σ). Blue shaded region bounded by thick black dashed line denotes region of spinodal decomposition. Dynamical arrest due to vitrification is shown in shaded yellow regions. Pale shaded region (cl) pertains to cluster-growth driven gelation reflecting the fact that at low volume fraction, there are insufficient colloids to form a percolating network at short times. However the system as still thermodynamically unstable and undergoes spinodal decomposition (section 2.1). Here gelation is time-dependent with a percolating network emerging after some time [77, 80]. Experimental data for a colloid–polymer mixture with a short-ranged interaction, q \approx 0.18 is mapped onto this phase diagram (green data points). State points (a)–(d) are located as shown in the phase diagram. Percolation is indicated by the grey line and is distinct from gelation. Bars = 20 μm. Reprinted from [48], with the permission of AIP Publishing.](Image)
2. The mechanism of gelation via arrested spinodal decomposition: matter far-from-equilibrium meets the glass transition

Understanding gelation—and the mechanism by which gels form invokes two grand challenges of modern physics: matter far from equilibrium and dynamical arrest. Firstly, at least in the context of gelation, the matter far-from-equilibrium aspect pertains to spinodal decomposition, which at a mean field level is reasonably well understood, beginning with the seminal work of Cahn and Hilliard [23, 67, 68].

The second, the glass transition was famously described as ‘the deepest problem in condensed matter physics’ by Philip Anderson in 1996 and since then great progress has been made, see e.g. [58, 69–71] for reviews and [72–75] for shorter perspectives. However it is fair to say that the problem of the glass transition may be regarded as being solved only for hyperspheres in high dimension (which is also mean field) [76].

2.1. Brief overview of spinodal decomposition

We now outline spinodal decomposition in the context of colloidal gelation. Figure 1 is a schematic of a phase diagram for a colloid–polymer mixture whose effective colloid–colloid interaction is long-ranged, the polymer–colloid size ratio is $q > 0.3$. For such a system, the colloidal liquid (L in figure 1) is thermodynamically stable (see section 3) [24]. At the binodal line in a colloid–polymer mixture, the chemical potential of the demixed colloidal gas–colloidal liquid system is the same as the one-phase fluid. However, for sufficient quenching (or, in the case of colloid–polymer mixtures, polymer concentration) the system is unstable even to small fluctuations in composition—spinodal decomposition—as shown by the dashed line in figure 1. Here we shall denote composition by $c$ noting that for colloid–polymer mixtures this means the colloid volume fraction $\phi_c$ and polymer concentration $c_p$ which are coupled [24]. The canonical treatment is Cahn–Hilliard theory [67, 68].

We start with a Landau–Ginzburg free energy, which amounts to the observation that because any gradients in concentration $c$ are vectors, and the free energy itself is a scalar, then the lowest-order term will be $\mathcal{O}(\nabla c)^2$. The free energy of the system of volume $V$ is then

$$F = \int_V f + \kappa (\nabla c)^2 \, dV,$$

where $f$ is the bulk free energy density and $\kappa$ is a constant.

We expect that the system will be unstable to small fluctuations in concentration with respect to the mean concentration $c'$, $(c - c') = \delta c = a \sin(k \cdot \mathbf{r})$. Here the wavevector $k = 2\pi / \lambda_{\text{pin}}$ with $\lambda_{\text{pin}}$ a characteristic lengthscale.

Expanding the free energy density about $c'$ we have

$$f(c) \approx f(c') + (c - c') \left. \frac{\partial f}{\partial c} \right|_{c=c'} + \frac{1}{2} (c - c')^2 \left. \frac{\partial^2 f}{\partial c^2} \right|_{c=c'} + \cdots$$

(2)

The integrand in equation (1) is then

$$f(c) + \kappa (\nabla c)^2 \approx f(c') + a \sin(k \cdot \mathbf{r}) \left. \frac{\partial f}{\partial c} \right|_{c=c'} + \frac{1}{2} a^2 \sin^2(k \cdot \mathbf{r}) \left. \frac{\partial^2 f}{\partial c^2} \right|_{c=c'} + a^2 \kappa^2 \sin(k \cdot \mathbf{r}) + \cdots$$

(3)

If we now integrate to obtain the change in free energy over the whole system, we have

$$\frac{\delta F}{V} = \frac{a^2}{4} \left[ \left. \frac{\partial f}{\partial c} \right|_{c=c'} + 2 \kappa k^2 \right].$$

(4)

Thermodynamic stability requires that the term inside the square brackets is positive. So for instability, i.e. spinodal decomposition, we identify a critical (maximum) wavevector

$$k^c = \sqrt{-\frac{1}{2} \left. \frac{\partial f}{\partial c} \right|_{c=c'}}$$

(5)

and corresponding lengthscale $\lambda^c = 2\pi / k^c$. What this tells us is that for length scales above $\lambda^c$, fluctuations are unstable. Now if we consider diffusion we can obtain a fastest growing lengthscale (see figure 3). The diffusion equation $\partial \phi / \partial t = M \nabla^2 \phi$ where $M$ is a constant and the chemical potential in Cahn–Hiilliard theory

$$\mu = \left. \frac{\partial F}{\partial c} \right|_{c=c'} - 2\kappa \nabla^2 c.$$

(6)

We can then relate the free energy density to the rate of change of concentration

$$\frac{\partial \phi}{\partial t} = M \left( \left. \frac{\partial f}{\partial c} \right|_{c=c'} \nabla^2 c + 2\kappa \nabla^4 c \right)$$

(7)

and as before consider a concentration fluctuation now with a time-dependent component $\delta c = a \exp(\omega t) \sin(k \cdot \mathbf{r})$. From equation (7) and dividing by $\delta c$ we have

$$\omega = M \left( \left. \frac{\partial f}{\partial c} \right|_{c=c'} k^2 c + \kappa k^4 \right).$$

(8)

We arrive at a wavevector for the fastest growing fluctuations as

$$k_{\text{pin}} = \sqrt{-\frac{1}{8\kappa} \left. \frac{\partial^2 f}{\partial c^2} \right|_{c=c'}}$$

(9)

and corresponding lengthscale $\lambda_{\text{pin}} = 2\pi / k_{\text{pin}}$. Therefore, at short timescales, domains of $\lambda_{\text{pin}}$ increase in colloidal volume fraction with growth rate related to $\partial \phi / \partial t = \omega$. For arrested spinodal decomposition, once the volume fraction in the colloidal-rich regime is $\phi_c \approx 0.6$, the system undergoes dynamical arrest (see section 2.2 and figure 4(a)) [66, 77–79].

This need not be the case, as larger polymer–colloid size ratios lead to colloidal liquids for which $\phi_c < 0.6$, and phase separation proceeds to completion (figure 3). In this case, at longer
Figure 3. Confocal microscopy data of a colloid–polymer mixture undergoing spinodal decomposition without arrest. Here the polymer–colloid size ratio is around $q = 2.5$, i.e. the polymers are larger than the colloids. The colloidal liquid does not reach volume fractions at which arrest sets in and phase separation proceeds. The early stage of spinodal decomposition (as described by equations (1)–(5)) is approached in the first two panels. Later stages with coarsening are shown panels corresponding to longer times. Reprinted from [81], with the permission of AIP Publishing.

Figure 4. Differences in dynamical arrest between vitrification and gelation. (a) The glass transition in hard-sphere colloids. Here $Z_{CS}$ is the compressibility factor according to the Carnahan–Starling equation of state. Increasing the volume fraction leads to a continuous increase in relaxation time from the colloidal fluid ($F$) to the supercooled liquid (SC). Here VFT is a fit with the Vogel–Fulcher–Tamman equation (equation (10)), red and blue data are from particle-resolved experiments and pink are computer simulation. Reproduced from [94]. CC BY 4.0. (b) Gelation. The fluid to gel transition is abrupt, as the system passes through the spinodal line to form the gel (see figure 2). Note that there is also some acceleration for small polymer concentration, this is thought to be due to cage-opening [47]. Pink data are computer simulation, green are particle-resolved experiments. Reprinted from [48], with the permission of AIP Publishing.

timelines, the network coarsens following a power-law $\lambda \sim r^n$ where the power $n$ depends on the particular dynamics of the system.

2.2. The colloidal glass transition in the context of spinodal gelation

Central to the emergence of solidity in colloidal gels is the glass transition that occurs upon densification of the ‘colloidal liquid’ phase of the demixing system. We have noted that the colloidal liquid undergoes densification under spinodal decomposition. In colloid–polymer mixtures, partition of the colloids and polymers is such that the colloid-rich phase is largely devoid of polymers. Of course the polymer chemical potential (or, osmotic pressure) is taken to be equal in both phases [24]. However it is nevertheless tempting to view the arrest of the colloid-rich phase as being similar to the glass transition in hard spheres\(^8\), and indeed it is hard to avoid the conclusion that the arrest is driven by the steric effects of the colloids. However it is important to note that in a gel of course there are interfaces between colloid-rich and colloid-poor phases and this is likely where the majority of the particle motion takes place (see section 5.1) [55, 83–86].

As noted above, the glass transition is a challenge, but one which real space analysis of colloidal hard spheres is amenable to [48, 87–89]. Before reviewing some contributions, we give the briefest of outlines of what we consider to be the state of the art. The glass transition is a scientific revolution as introduced by Kuhn [90]. That is to say, there are interpretations (or theories, depending on one’s position), which start from fundamentally different standpoints, and yet which describe the available data equally well. It is far beyond the remit of this review of real space analysis of colloidal gels to address the glass transition, other than to give reference to some of the many reviews [58, 69, 71] and shorter perspectives [72–75] of the glass transition. The best-known first-principles theory, mode-coupling theory (MCT) describes the first 4–5 decades of increase in relaxation time (or viscosity) [91, 92]. However, at deeper supercooling, (higher volume fraction in the case of colloids), it has been shown e.g. in (figure 4(a)) that although MCT in its conventional form predicts a transition to a solid with infinite relaxation time, in practice relaxation does occur, through mechanisms not captured by MCT [89, 93, 94]. MCT can be improved, to remove some of the approximations by

\(^8\)While the discovery of the ‘attractive glass’ [47] has received much attention, in fact it has recently been shown that while adding attraction to hard spheres does initially accelerate a supercooled hard sphere fluid, but arrest under further attraction is interrupted by gelation for volume fractions at least up to $\phi \approx 0.6$ [48, 82].
considering higher-order correlations [95], but we are some way from viewing it as a full description.

Mechanisms for the relaxation at deeper supercooling (or higher volume fraction in the case of colloidal hard-sphere-like systems) postulated by theories such as Adam–Gibbs theory [96] random first-order theory [97], replica theory [76, 98], and geometric frustration [99] are (like MCT) based on thermodynamic principles but are highly approximate. Other interpretations such as dynamic facilitation postulate that it is the dynamical behaviour of the system (not the thermodynamics) which drives arrest [100]. It has been suggested that these seemingly disparate approaches built on either thermodynamics [76, 91, 92, 96–99] or dynamics [100] may in fact be reconciled [75, 101].

To summarise, it is fair to say that for the purposes of colloidal gelation, colloids at high density may be treated as a viscoelastic system, that is to say, a material that is solid-like on short timescales but ultimately flowing at sufficiently long timescales. It is worth noting that the structural relaxation time $\tau_\alpha$,  or viscosity of hard-sphere-like colloidal systems increases continuously in response to increasing the volume fraction. This, along with the deviation from MCT, is plotted in figure 4(a). These data are well-fitted by the celebrated Vogel–Fulcher–Tamman (VFT) ‘law’

$$
\tau_\alpha(\phi) = \tau_\infty \exp \left( \frac{A}{(\phi_0 - \phi)^\delta} \right),
$$

where $\tau_\infty$ is the relaxation time in a dilute system, $\phi_0$ is the point at which the relaxation time would diverge, $A$ is a measure of the fragility and $\delta$ is an exponent typically set to one to recover the conventional VFT form. The VFT form has some theoretical justification [69], but is far from the only choice, [102, 103], although the VFT fit in figure 4 is clearly better than MCT.

At the end of this section, we identify four characteristics of spinodal gelation [1, 5, 28], (i) The system must undergo spinodal decomposition; (ii) there must be dynamic asymmetry between the phases (that is to say, one phase is substantially more viscous that the other) [1]; (iii) the more viscous phase must percolate [104]; (iv) the non-equilibrium nature of the gel leads to ageing, in particular coarsening.

### 2.3. The quest for a theory of gelation

This continuous increase in viscosity in vitrification is very different from that of gelation, where the viscosity of the material increases abruptly as the gelation line (the spinodal) is traversed (figure 4(b)) following the path indicated in figure 2 [48]. This is significant, as it emphasises that the glass transition and spinodal gelation are fundamentally different phenomena. One would therefore not expect the same theory to describe both and indeed while it is possible to use advanced liquid state theories to predict the structure of colloidal fluid approaching gelation [52] and mode coupling theory to predict dynamical arrest upon increasing interaction between colloids [50], it is unclear that this is really referring to gelation, as the phase separation is not included by default [48].

We emphasise that gelation via spinodal decomposition is far from the only class of gelation [3, 5]. It forms our focus here because the vast majority of real space studies of colloidal gelation pertain to spinodal gelation. Other standpoints have been put forward including cluster growth [105], a glass transition of ramified clusters [106] and an emphasis has been placed on percolation [107]. In the case of the latter, dynamical arrest was associated with an inferred percolation line in a rheological study [107]. The relation between percolation and gelation was subsequently probed in real space (figure 2) and also in computer simulation, where no change in dynamics at percolation was found [48]. This is consistent with fluids of, e.g. square well particles whose second virial coefficient is insufficient for gelation (see below [78]), which can be prepared a volume fractions up to $\phi \lesssim 0.58$ without undergoing arrest which of course percolate if one considers the interactions between the particles to constitute a bond. In other words, percolation is a necessary but insufficient condition for gelation. It is possible that the system studied previously [107] may perhaps have had some additional interactions which might have complicated the situation.

An emphasis has been laid on cluster growth in the approach to gelation [108] and analogies with the sol–gel transition have been made, lengthscales intermediate between single-particle (microscopic) and macroscopic have been considered. Very recently, gelation has been associated with a non-equilibrium percolation transition [39, 40]. This is an interesting perspective, playing as it does to particle-level analysis, and is likely to be broadly compatible with the spinodal decomposition mechanism (see section 4.1 and figure 2).

As it stands, while a number of approaches are being pursued [50, 51, 53, 54, 108, 109] theoretical understanding of gelation beyond that outlined here is rather limited, with motivation for future work. Furthermore, this discussion pertains to the process of gelation, the emergence of solidity. The failure of gels under gravity, or external loading is an exciting and challenging research area. Concerning the response of soft materials to external loading, we direct the reader to some excellent reviews [110–113].

### 3. Brief overview of (effective) attractions between colloidal particles

Here we mention some interactions specific to the formation of colloidal gels, and in particular we discuss certain factors pertinent to the work reviewed in the later sections. Interactions between colloids are detailed in a number of textbooks, e.g. [43].

**Van der Waals interactions.**—The van der Waals interactions between colloids result from the sum of these interactions between the constituent molecules, and may be taken to have a $1/\rho^n$ form,

$$
\nu_{vdW}(r) \equiv -\frac{C_\rho \rho_1 \rho_2}{\rho^n},
$$

where $C$ is a constant, and $\rho_{1,2}$ is the number density of molecules in colloids 1 and 2. Integrating over the colloids of
volumes $V_{1,2}$ then yields

$$u_{vdW}(r) = - A \sum V_1 \int V_2 \frac{C \rho_1 \rho_2}{r^6} \, dr. (12)$$

In the case of two spherical colloids of radii $a_1$ and $a_2$, we have

$$u_{vdW}(r) = - A \sum \frac{a_1 a_2}{r^2 - (a_1 + a_2)^2} + \frac{a_1 a_2}{r^2 - (a_1 - a_2)^2}$$

$$+ \frac{1}{2} \ln \left( \frac{r^2 - (a_1 + a_2)^2}{r^2 - (a_1 - a_2)^2} \right), (13)$$

where $A = \pi^2 C \rho_1 \rho_2$ is the Hamaker constant. For colloids close together, such that the separation of their surfaces $h = r - (a_1 + a_2) \ll \min(a_1, a_2)$

$$u_{vdW}(h) \approx - A \frac{a_1 a_2}{6h a_1 + a_2}. (14)$$

Refractive index matching.—Typically the van der Waals interactions between two colloids at contact are thousands of times the thermal energy and result in irreversible aggregation of colloids, if the electrostatic repulsions between the particles are sufficiently screened by the addition of salt. However, refractive index matching of colloids and solvent changes all that. The constant $C$ is related to the (mean) polarisability $\alpha$ of the constituent molecules, which is related to the refractive index $n$ through the Lorentz–Lorenz equation

$$n^2 - 1 = \frac{4 \pi}{3} \rho \alpha, (15)$$

where $\rho$ is now averaged. Thus, if the colloids and the solvent have the same refractive index, the net force on the particles will sum to zero and the van der Waals contribution will vanish. In practice, refractive index matching of solvent and colloids is sufficient that the residual van der Waals interactions are a small fraction of $k_B T$ and can often be neglected.

The depletion interaction.—In addition to the short-ranged van der Waals interaction mentioned above, in monospecific colloidal mixtures attraction can be caused by the depletion interaction. This was first introduced by Asakura and Oosawa (AO) [31] and rediscovered by Long and co-workers [32]. This depletion interaction is driven by the entropy of the smaller species which can either be colloids or polymers. In the latter case a reasonable approximation is found, so that the polymers are treated as ideal and one can formally integrate them out [114]. This AO model leads to an effective pair interaction between two hard colloidal spheres in a solution of ideal polymers, which is illustrated in figure 5(a).

$$\beta u_{\text{AO}}(r) = \begin{cases} \infty & \text{for } r < \sigma \\ \pi(2R_0)^2 \frac{1 + q}{q^3} & \text{for } r \geq \sigma < \sigma_c + (2R_0) \\ \frac{3\pi}{2} \frac{r^3}{(1 + q)^3} & \text{for } r \geq \sigma_c + (2R_0). \end{cases} (16)$$

where $\beta = 1/k_B T, R_0$ is the polymer radius of gyration and the polymer–colloid size ratio $q = 2R_0/\sigma$, the polymer fugacity $\mu_{\text{AO}}$ is equal to the number density $\rho_0$ of ideal polymers in a reservoir at the same chemical potential as the colloid–polymer mixture. Thus, because the prefactor is proportional to the polymer reservoir concentration, the effective temperature is inversely proportional to the polymer reservoir concentration. The result is an effective interaction between the colloids of range $q \sigma$ and well-depth $u^\text{min}_{\text{AO}}$. For $q \leq 0.1547$ it is formally accurate, in the sense that many-body effects due to integrating out the polymer degrees of freedom are absent [114, 115]. The Morse interaction is a useful, variable ranged attractive interaction which reproduces very well the AO interaction as shown in figure 5(a).

$$\beta u_{\text{Morse}}(r) = \beta \mu_{\text{Morse}} \exp \left[ \rho_0 \left( 1 - r/\sigma \right) \right] \times \left( \exp \left[ \rho_0 \left( 1 - r/\sigma \right) \right] - 2 \right). (17)$$

In fact, for some parameters, the Morse interaction appears to reproduce the higher order structure of colloidal fluids better than the one-component AO interaction [116].

4. Real space analysis

Here we take real space analysis to pertain to microscope-based studies of colloidal systems. Particle-resolved studies is then a subset of real space analysis where the individual colloidal particles are visible [43] and in which the coordinates of colloidal particles may be obtained [43, 118–120]. Particle-resolved studies have had a major impact in a number of fields since their inception in the pioneering and far-sighted work of van Blaaderen and co-workers [87, 121]. Such areas include the glass transition [87, 88] and crystal nucleation [122, 123]. Crucial to this breakthrough was the use of a confocal microscope, to enable 3D optical imaging and a colloidal system

![Figure 5.](image-url)

(a) Spherically symmetric interactions between colloids pertinent to gelation. The AO interaction is shown for a short range ($q = 0.18$) system where the colloidal liquid is not thermodynamically stable (pink) and a longer range ($q = 0.5$) where the liquid is stable (maroon). Also shown is the Morse interaction for range parameter $\rho_0 = 33$ (red) and Lennard-Jones interaction (teal). Finally a competing interaction which is the sum of a short-ranged attraction and long-ranged repulsion (SALR, blue), as postulated for gelation in the density matched PMMA system (see section 4.1). (b) Early particle-resolved confocal microscopy image of a colloidal gel. Density matched PMMA colloids with diameter $\sigma = 1500$ nm and polystyrene polymer with size ratio $q = 0.11$ and colloid volume fraction $\phi_c = 0.03$. Bar = 10 $\mu$m. Reproduced from [117]. © IOP Publishing Ltd. All rights reserved.
whose particles were sufficiently large and which were refractive index matched to the solvent. The advent of coordinate tracking algorithms [124–127] meant that the 3D coordinates of the particles could be extracted. In some cases, it is even possible for the diameter of every particle to be obtained, which is useful in the case of polydisperse systems [128]. The technique of particle-resolved studies has been extensively reviewed previously [43, 118, 119]. We refer the reader to those reviews and now focus the use of real space analysis in colloidal gelation.

4.1 Early work and the mysteries of electrostatics in density-refractive index matched colloids

The first use of 3D real space analysis for colloidal crystallisation driven by depletion attractions appears to be that of Koenenderink et al., who used silica rods as the depleting agent [129]. Note that silica is typically not density matched, due to its high density. Indeed to our knowledge, this has only been achieved with a highly volatile solvent [130]. De Hoog et al carried out pioneering particle-resolved studies in a refractive index and (nearly) density matched system with depletion interactions, revealing the interplay between self-assembly and geometric frustration [131]. This was followed by Dinsmore and Weitz [117], which we understand to be the first particle-level structural characterisation of a colloidal gel. The system considered was the poly-methyl methacrylate (PMMA) colloids with polystyrene polymer in a refractive index and (mass) density-matching solvent. This system, with some variants, has been used extensively since, and some comments are in order.

PMMA colloids were used to mimic hard spheres in the seminal work of Pusey and van Megen [132]. The thin (∼5–10 nm [133, 134]) layer of steric stabilisation afforded a degree of softness small in comparison to the diameter of the particles (typically around 400 nm). That and later work which used light scattering for structural analysis of the system was able to use smaller colloids, where the effect of gravity was relatively small. The effect of gravity may be quantified via the gravitational length, which is the height that a colloid may be raised such that the gravitational potential energy is equal to the thermal energy $k_B T$, $λ_g = k_B T/\delta \rho \sigma^3 g/6$ where $\delta \rho$ is the mass density difference between the solvent and the colloids and $\sigma$ is the colloid diameter. Substituting typical values in (assuming that the solute is the commonly used cis-decalin, whose density is less than that of PMMA), we find a gravitational length of around 100$\sigma$ for 400 nm diameter particles.

However, particle resolved studies requires larger colloids of 2–3 $\mu$m if the coordinates are to be tracked [43]. In the same solvent considering the gravitational length in units of the colloid diameter, we have a gravitational length of just 0.03$\sigma$, putting such 3 $\mu$m particles firmly in the regime of granular matter where the effects of gravity dominate the thermal energy. Clearly, something must be done to reduce the effects of gravity if these larger particles are to behave as colloids and be dominated by the thermal energy. The solution was to match the density of the solvent and particles, by mixing two solvents together, for example adding cyclo-hexyl bromide (whose density is greater than that of PMMA, and whose refractive index is, like that of cis-decalin, conveniently close to that of PMMA), then the $\delta \rho$ term becomes small and colloidal behaviour is regained with $\lambda_g \gg \sigma$. It is worth noting that perfect density matching is not possible, due for example to the different thermal expansivities of the PMMA colloids and the solvent mixture, and the inevitable temperature fluctuations that occur during experiments. Good density matching might correspond to a gravitational length of (say) ~100$\sigma$ [135].

Although the sedimentation issues of the larger PMMA colloids were resolved by using the cyclo-hexyl bromide (CHB)–cis-decalin solvent mixture, the larger particles behaved in a manner very unlike the earlier work with smaller sub-micron colloids. The reason for this was the fact that the electrostatic charge borne by the larger PMMA colloids was sufficient to massively change the phase behaviour. The cause for the electrostatics becoming significant is two-fold: firstly the solvent is different: the dielectric constant of the density matching CHB–cis-decalin mixture is 5.37, while that of cis-decalin alone is 2.4 [136]. Although ion dissociation is weak in the density matching mixture, it is very much more than in pure cis-decalin, and indeed the solvents used in the early work with light-scattering of small particles had dielectric constants around 2, in which there is less ion dissociation with respect to the CHB–cis-decalin density matching mixture. Secondly, the particles are much larger. If we make the not entirely unreasonable assumption that the surface charge per unit area is fixed, then an increase in particle size from 400 nm to 3 $\mu$m corresponds to an increase in surface area by a factor of 56. Given that the electrostatic interaction scales with the square of the charge it is clear that the electrostatic interactions would be very much stronger. For example, if we consider the case of a 400 nm colloid system with 7 electronic charges per colloid and Debye length of 1 micron, this would have a contact potential of $k_B T$ with little effect upon phase behaviour. A 3 micron colloid, in the same solvent with the same Debye length with a similar surface charge density would have a carry a charge of 415, corresponding to a contact potential of around $100 k_B T$—which is substantially larger than any attraction driven by depletion, so there should be no gelation at all [137, 138]. Moreover in the lower dielectric constant solvents used previously with the smaller colloids, the charge carried on each colloid would be even less than seven elementary charges and often safely neglected. While some experiments on colloids in micro-gravity have been carried out (using techniques other than particle-resolved studies) [77], it is hard to see how a confocal microscope would survive a launch in order to be operated in space, so for now, particle-resolved studies remains earthbound. This need not mark the end of the story. For example it has been shown that by simulating microgravity on Earth through slow rotation, that sedimentation can be suppressed [139].

In retrospect, then, we can see that while Pusey and van Megen found excellent agreement with hard sphere like behaviour with 400 nm colloids in a solvent with dielectric constant around 2 [132], Yethiraj and van Blaaderen [142] found that the larger PMMA crystallised at a volume fraction $\phi \lesssim 0.01$, some 50 times less than hard spheres [136, 143], and Wigner glasses (dynamical arrest driven by electrostatics)
have been found at similar volume fractions $\sim 0.01$ [137]. The effects of such electrostatic behaviour have been reviewed in some detail [134, 138], but before leaving this topic we note that the interaction of these nonaqueous systems with water can be very complex [144], and depends on the amount of water the system comes into contact with. What this means is that even the same system may not exhibit the same behaviour, if environmental factors, like the humidity, change. For now we note that electrostatic interactions can have a profound, complex and sometimes uncontrollable, effect upon real space analysis of gelation in colloids.

In applying the then newly-developed density-matched, refractive index-matched PMMA–CHB–cis-decalin system to gelation, the work of Dinsmore and Weitz [117] demonstrated the power of particle-resolved studies. The characteristics of colloidal gels, the fractal dimension, mass distribution of clusters and neighbour distributions were obtained. Also, local measures, inaccessible to bulk techniques such as scattering, like the chain topology and the number of pivots for each particle in an ‘arm’ of a gel were found. Soon after, the same lab exploited the effect of the range of the depletion interaction: small polymers ($R_c \approx 6$ nm) lead to very short-ranged attractions (equation (16)) which are of the same order as the stabiliser layer on the PMMA colloids. This suppresses the rotation of the colloids around one another, presumably as the stabiliser ‘hairs’ would interdigitate. Longer ranged interactions with ($R_c \approx 35$ nm) led to structures consistent with the particles rotating around each other. Thus it is possible to include an angular dependence into a depletion interaction through a judicious choice of polymer size [145]. We note that surface roughness has been explored to considerable effect in the elegant work of Zhao and Mason [146].

The work of Dinsmore and Weitz was followed from the same lab, by Lu et al’s work on clusters [147]. This demonstrated a truly exceptional degree of density matching, as clusters of hundreds or even thousands of particles were studied. Given the discussion above, to density match such large assemblies (of already rather large colloids), represented a truly Herculean task of exquisite control over the sample preparation and experimental conditions. Lu et al used a large amount of salt to screen the electrostatics. While Yethiraj and van Blaaderen [142] had demonstrated the use of salt to screen the electrostatic interactions, they used relatively small quantities, and indeed it was later determined by Leunissen and co-workers that the saturation concentration of the tetrabutyl ammonium bromide (TBAB) salt often used is a mere 260 nM [136, 148]. At this salt concentration, the Debye length ($\approx 100$ nm) is similar to the range of the depletion interaction and the electrostatics strongly influence gelation [149]. Lu et al used 4 mM of the same salt, and it is possible that, due to the low ionic strength and slow approach to equilibrium in these systems [136] some non-equilibrium salt concentrations above the 260 nM were possible. While ion-dependent non-equilibrium phenomena might seem surprising, given that small ions ‘should’ relax in the timescale of picoseconds, over a timescale of hours to days, a variety of peculiar, time-dependent phenomena have been observed: the low density crystals noted above melt [136, 143] and clusters in the ‘mermaid-like’ systems undergo electrostatically-induced fission [137]. In any case, Lu et al’s work found good agreement with expectations from theory (e.g. [24, 114]), except that the clusters observed would be expected to be a metastable state, with the equilibrium being a (colloidal) gas-crystal phase coexistence. It is worth noting that the approach to equilibrium for such a system can be extremely slow, in principle running to years or more [19].

An important advance around this time was to explicitly investigate the interplay of solvent composition (and density matching) and electrostatics, by Sedgwick et al [140]. It is clear from the discussion above that this is an important issue, and three scenarios were considered. The first used a pure cis-decalin solvent, which was not density matched but the behaviour was otherwise consistent with expectations. The second case was to consider a density-matched solvent but with added salt, which was also found to be consistent with expectations. The third case where no salt was added was more intriguing as although gels were formed, more polymer was needed than in the case where the electrostatics were screened. This was not surprising, because now the stronger, unscreened electrostatic repulsions needed to be overcome for aggregation, but what was intriguing was the observation of elongated clusters (figure 6(a)). These were interpreted as being a result of the electrostatic repulsions [150], and indeed similar behaviour was observed in Lysozyme protein solutions, where the attractions came from van der Waals interactions between the protein molecules [151]. For proteins, it is important to emphasise that while some observations are possible with real space analysis using optical microscopy (see section 7 [14]), we required techniques such as x-ray scattering to probe the length scales appropriate to interactions between protein molecules [152–155]. Indeed, x-ray scattering was used to infer the protein clusters in question, however the results were later disputed [156]. It is worth noting that while such spherically symmetric short-range attraction—long-range repulsion (or ‘mermaid’) interactions (figure 5(a)) are a simple model for protein–protein interactions, in reality the situation is far more complex, due not least to the relatively small number of discrete charged sites on the protein and side-chains [12, 14, 157].

Unlike the protein clusters, due to the larger size of the particles, the elongated colloidal clusters were clearly visible in the confocal images in figure 6(a). Gels of such particles with these ‘mermaid’ interactions were even shown to be resistant to gravitational collapse (section 5.3) [158]. However the behaviour of the electrostatic interactions in this and other work [137, 141, 149, 159] have been analysed in some detail. In the case that the electrostatics are strongly screened through the addition of salt [149, 160], behaviour consistent with a superposition of attractive (depletion) and repulsive (electrostatic) contributions can be realised. However in this case the range of the electrostatic interactions is comparable to, or less than, the depletion-induced attractions. In the case that the screening is weak, such that the electrostatic repulsions are longer-ranged than the attractions a breakdown in spherical symmetry of the interactions has been identified [138, 159], not to mention large inconsistencies in the calculated strengths.
of the attractive and repulsive components \cite{137,138}. Even in the case that the dielectric constant is around 2 through a suitable choice of solvents, so that electrostatic interactions are small, surpirses can still occur \cite{159}. In the multicomponent index and density matching solvents used, one or other component can be absorbed by the colloids and this breaks the refractive index matching, leading (in addition to poor imaging) to significant van der Waals attractions between the colloids \cite{134,161}.

Other work showed fascinating Bernal spirals (figure 6(b)) \cite{141} which were attributed to the interplay between long-ranged electrostatics and polymer-induced depletion attractions. These spirals were subsequently reproduced by computer simulation \cite{162}, although the experimental system likely exhibited the breakdown in spherical symmetry of the interactions noted above.

The interplay of electrostatics and depletion in the PMMA system continues to arouse interest. Recently, Kohl et al suggested that directed percolation, in which percolation occurs through steps through the network only in a preferred direction could be identified in gelation of the charged PMMA system \cite{163}. This was curious, as there is no obvious reason for the symmetry breaking implicit in a preferred direction for directed percolation. Percolation (that is to say, un-directed percolation) had previously been linked to gelation \cite{164}, but subsequent work has shown that while percolation is a necessary condition for gelation, no change in dynamical behaviour could be identified upon percolation \cite{48}. The same holds for directed percolation which occurs at higher colloid volume fraction than does (undirected) percolation, but there was found to be no change in dynamical behaviour at the directed percolation transition \cite{165}.

4.2. Evidence for spinodal decomposition as a mechanism for gelation

While we have assumed that spinodal decomposition is the mechanism by which a colloid-rich network is formed (the beginnings of phase separation), and local dynamical arrest prevents gels of ‘sticky spheres’ from fully phase separating, in fact we have provided little hard evidence in that direction. Spinodal decomposition had been proposed for some time \cite{64–66,77}, but was not the only proposed mechanism, others included MCT \cite{50} and arrest of fractal clusters \cite{106}, along with cluster aggregation \cite{39,105}. It is fair to say that the tour de force of Lu et al in 2008 \cite{78,79} provided, if not unequivocal proof then very compelling evidence in support of spinodal decomposition. In an ingenious approach, they mapped the experimental PMMA with salt system onto the square well interaction potential, whose phase diagram is well known. Now there are various ways to map colloidal systems onto well-known models \cite{133,134,136}, but it is often challenging and confounded by poorly controlled phenomena like electrostatics (see above) \cite{138}. The method employed here was novel and elegant: the size distribution of clusters in the ergodic fluid phase was compared between simulation and experiment and from this equivalent state points were identified as shown in figure 7. This mapping of equivalent state points enabled the reduced second virial coefficient \( B_2 \) to be determined in the experiment (it can readily be calculated for the simulation). It is known that we expect spinodal decomposition for the square well system for \( B_2 \approx 3/2 \) \cite{166}, and this is precisely what Lu et al found. They were also able to use their particle-resolved data to measure the volume fraction of the dense phase for the first time and arrived at a value of \( \phi_c = 0.60, \) certainly sufficient for dynamical arrest (see figure 4(a)) \cite{48}. The strength in Lu et al’s work lay at least in part in its precision: at the very attraction strength at which phase separation and spinodal decomposition is expected, is when gelation is observed. Later work showed that the dynamics change abruptly at the point of gelation figure 4(b) \cite{48}. This does not mean that other mechanisms do not contribute and particularly at low volume fractions, there is strong evidence for the role of cluster growth \cite{77,80} (see also the discussion in section 5.1). However such clusters almost certainly lie within the region of the phase diagram where spinodal demixing occurs, with percolation taking longer to occur at these low volume fractions (see the pale blue region where cluster growth is important in figure 2). Percolation is of course a necessary (but insufficient) condition for gelation \cite{104}.

One may enquire as to the nature of gelation (if any) of systems in which spinodal decomposition does not occur. In a most elegant work, Bianchi et al showed that by reducing the ‘valency’ of colloidal particles, the liquid–gas transition can be suppressed to low volume fraction \cite{21}. Such empty liquids thus enable attraction-driven arrest without spinodal decomposition intervening. As shown schematically in figure 8 one may ‘quench’ the system by increasing the attraction strength higher volume fraction than the liquid–gas binodal and spinodal decomposition is avoided. It has been shown that under

\footnote{Strictly this holds only at criticality, however the spinodal of the square well system for these short interaction ranges is so flat, that for practical purposes the same interaction strength induces gelation for off-critical colloid volume fractions also \cite{48}.}
Figure 7. Mapping interactions in particle-resolved experiments to computer simulation using cluster size distributions. Note that the measured gel point coincides precisely with that predicted for the system to undergo phase separation. Reprinted by permission from Springer Nature Customer Service Centre GmbH: [Springer Nature] [Nature] [78] (2008).

Figure 8. Schematic of inducing dynamical arrest in ‘empty liquids’ via increasing the attraction strength. An ergodic fluid with weak interactions will exhibit progressively slower dynamics (yellow shaded region) upon an increase in the attraction strength (blue arrow marked ‘quench’). By passing to the high-density side of the liquid–gas phase separation (which occurs at very low volume fraction in ‘empty liquids’) spinodal decomposition is bypassed. The dynamics are expected slow in a manner than is Arrhenius (or close to Arrhenius) [20], consistent with strong glassforming systems like silica [70]. This is quite unlike the drastic change upon crossing the spinodal (figure 4(b)). Such a continuous increase in the structural relaxation time is indistinguishable from vitrification from a thermodynamic point of view [48].

such conditions, the increase in structural relaxation time is continuous and gradual [20], quite unlike the drastic increase in structural relaxation time that occurs in the case of spinodal gelation (figure 4(b)). In fact, such systems are thermodynamically indistinguishable from strong glasses formed from network glassformers like silica [70, 58, 70], and thus in a sense, are not gels at all—unless we recast most famous glass of all as a gel!

4.3. A local mechanism for arrested spinodal decomposition

The mechanism of dynamical arrest in glasses, and, by implication, colloidal gels, has long confounded our understanding, as discussed in section 2.2. Among the key challenges is the noted perceived wisdom that the microscopic structure underlies the macroscopic behaviour [44]. The near-absence of any change in the two-point structure (for example the static structure factor) in atomic and molecular [70] or colloidal [167] systems approaching the glass transition thus presented a challenge. Higher-order correlation functions, for example three-body correlations or geometric motifs such as the icosahedron, were studied by Frank originally proposed by Sir Charles Frank, due to their low potential energy with respect to crystalline structures [168] and later incorporated in the theory of geometric frustration by Tarjus and co-workers [99] are hard, though not impossible [70] to identify in atomic and molecular systems.

However, in particle-resolved studies, access to higher-order correlation functions is afforded by the particle coordinates, which was recognised by van Blaaderen and Wiltzius [87], in their determination of the Steinhardt bond-orientational order parameter $W_6$ [169], whose negative value was interpreted as evidence for fivefold symmetry, consistent with the conjecture of Frank [168]. Some of us built on Frank’s ideas and applied them to colloidal gelation. Frank’s conjecture was that because the icosahedron was the minimum energy structure for 13 Lennard-Jones atoms and because a common coordination number in bulk liquids is 12, one should expect such geometric motifs in supercooled liquids. It was therefore tempting in the case of colloidal gels, to test this idea. This was done and the $W_6$ distribution in a colloidal system undergoing gelation is shown in figure 9(a). The results were extremely disappointing, with hardly any change in the $W_6$ distribution upon gelation [85].

Now colloidal gels, as figures 2(a) and 5(b) make plain, are not homogenous materials like liquids, rather they are highly inhomogenous. Moreover the AO interaction between the colloids is rather different to the Lennard-Jones interaction (figure 5(a)). Notably it exhibits a hard core, and hard spheres and ‘sticky spheres’ have a distinct and more complex energy landscape than does the longer-ranged Lennard-Jones interaction [170–173]. Indeed it turns out that only in the limit of infinite interaction range, i.e. infinitely large polymers, does the icosahedron acquire the same binding energy as the crystal structures, suggesting that Frank’s hypothesis might not apply to colloid–polymer mixtures at all. This is due to the hard core in the AO model, and packing of spheres in an icosahedron requires either a small compression of the inner sphere or that the outer spheres do not touch one another, see figures 9(b) and (c).

Doye et al explored the effect of the interaction range on the minimum energy clusters [174], by considering the variable-ranged Morse potential (equation (17)). The Morse potential is controlled by its range parameter, $\rho_0$, and for $\rho_0 = 6$, it is rather similar to the Lennard-Jones interaction, and indeed the minimum energy cluster for $m = 13$ particles is indeed the icosahedron. However, as shown in figure 5(a), for a range parameter
order parameter dramatic, especially given the failure of the bond-orientational five-fold symmetry. Eight-membered clusters rendered in red, the five-membered triangular bipyramid rendered in white and to the gel which is dominated by particles in clusters, such as if the bonds between the central particle and the shell particles. Reprinted from [70], Copyright (2015), with permission from Elsevier.

\( \rho_0 = 33 \), the interaction is very similar to an AO interaction for a polymer–colloid size ratio \( q = 0.18 \) and in this case, the icosahedron is not the minimum energy structure.

There is further consideration which suggests that minimum energy clusters may be appropriate when considering the local structure of colloidal gels. Loosely speaking, clusters may be thought of as ‘zero-dimensional’ objects. Bulk liquids, of course, are three-dimensional. What this means is that while, for example, the icosahedron is the minimum energy cluster of 13 particles in isolation, this is not \textit{a priori} valid in a bulk liquid. In fact, taking a mean-field treatment of the surrounding liquid, Mossa and Tarjus showed that indeed the icosahedron is still the minimum energy structure in a bulk Lennard-Jones liquid, albeit with a significantly reduced energy benefit with respect to other structures, compared to 13 particles in isolation [175]. More troubling is the observation than in the Lennard-Jones liquid at the triple point, only one particle in a thousand is part of an icosahedron [176], although upon supercooling (in the absence of crystallisation) the population increases markedly in a variety of systems [89, 94, 177–179]. Consideration of colloidal gels, as shown in figures 5(b) and 6(b), suggests that in thinking of the ‘arms’ of the gel to be quasi-one dimensional, we may expect that the clusters might be a reasonable description of the local structure of a colloidal gel.

The idea of Frank, of 13-particle icosahedra, could therefore be extended in two ways. Firstly, minimum energy clusters appropriate to colloid–polymer mixtures should be considered, and here we appeal to the work of Doye et al [174]. Secondly, given the inhomogenous nature of the material, we expect that cluster sizes other than \( m = 13 \) would be appropriate. To address this, the topological cluster classification (TCC) was developed [85, 180, 181]. This algorithm detects groups of particles whose bond network is identical to the minimum energy clusters depicted in figure 10. The transition in cluster population from the ergodic fluid (dominated by particles not in a cluster, rendered in grey in figure 10) to the gel which is dominated by particles in clusters, such as the five-membered triangular bipyramid rendered in white and five-fold symmetric eight-membered cluster rendered in red is dramatic, especially given the failure of the bond-orientational order parameter \( W_6 \) (figure 9(a)).

\[ \rho_0 = 33, \quad \text{the interaction is very similar to an AO interaction for a polymer–colloid size ratio } q = 0.18 \text{ and in this case, the icosahedron is not the minimum energy structure.} \]

The importance of clusters was later emphasised in work which related long-lived and stable clusters to the mechanical properties of gels, and also explored the role of isostaticity [182]. The role of isostaticity gained further traction in an ingenious series of experiments performed by Tsurusawa et al [183]. Here the process of gelation was observed \textit{in situ}. The emergent rigidity of the gel network was identified with a strong increase in the population of six-fold coordinated (isostatic) particles, and in particular a network of these. Related ideas have been expressed recently, this time focussing on contacts between clusters [184]. And indeed, clusters have been postulated as a mechanism for gelation due to their packing [106]. Given that many of these papers use one or other method to analyse their data, it is hard to escape the impression that the different analyses are different facets of the same phenomenon: there is a clear motivation to apply a range of analysis techniques to a single set of data.

Criticality.—Spinodal gelation in sticky sphere-like systems with short-ranged attractions is intimately related to liquid–gas demixing (figure 2) [48]. One may enquire what happens around the critical point. Naively one imagines the fluid side is similar to a system with long-ranged interactions where liquid–gas demixing is thermodynamically stable. It is as if the system does not ‘know’ that it will undergo gelation upon crossing the phase boundary rather than demixing. Thus one can determine the correlation length \( \xi \) of density–density fluctuation approaching criticality. As shown in figure 11(a) it is consistent with the onset of critical scaling [165], which is known to apply rather far from criticality, indeed until \( \xi \approx \sigma / 2 \) [186]. On the gel side, the correlation length does not obey critical scaling, as the system is not in equilibrium. These density fluctuations lead to a substantial increase in the cluster population (figure 11(b)), though little evidence of crystalline clusters is found even close to criticality (which might have been expected from the increase in nucleation rate in the vicinity of the critical point see section 5.2).

5. Dynamical properties of colloidal gels

We have discussed above mechanisms for solidification in colloidal gels. We now turn our attention to dynamical behaviour.
This can be interpreted at three levels, pertaining to different timescales:

- Timescales where the properties of the gel as a whole remain largely unchanged. In this regime, most results concern single-particle motion and the timescales are short, on the order of the Brownian time $\tau_B$.
- Timescales, over which there is significant ageing or even failure of the gel. Here the properties of the gel change measurably over time. Depending on the age of the gel, these can be short ($\sim \tau_B$) or long ($\gg \tau_B$).
- Timescales related to (periodic) deformation such as through shear or flow. In this instance the dynamical mechanisms at play are strongly related to the choice of deformation rate.

Before discussing each case, we emphasise that for particle-resolved studies, an important consideration is particle-tracking errors [43, 187]. In the case that particles move rather little, say $\lesssim 0.1 \sigma$, it is likely that particle tracking errors can contribute significantly to the measured displacements, it is often hard to distinguish what is a ‘real’ movement and what emerges from the limitations of the tracking analysis, and this should be borne in mind when interpreting data.

5.1. Short-time dynamics

In the case of short-time dynamics, it is natural to consider dynamic heterogeneity. This has been extensively studied in supercooled liquids and glasses since its discovery by Harrowell and co-workers in the early 1990s [188]. In the case of glasses and supercooled liquids, which are rather homogenous, dynamic heterogeneity pertains to regions where the particles relax at different rates, but the structure is often rather similar between slow and fast regions [70].

Gels, with their inhomogeneous nature present many interfaces between the ‘arms’ of the gel and voids in between the arms and indeed here the particles have fewer neighbours and can move more easily [83–85, 161, 190]. Thus we expect that the most mobile particles may be located at these interfaces, and indeed the first study of dynamic heterogeneity in gels, using computer simulation, found precisely that [55].Particle-resolved studies of dynamic heterogeneity in gels began with Gao and Kilfoil who found distinct populations of slow and fast particles [83]. Later work confirmed this [85, 86, 191, 192] as shown in figure 12(a). It is important to note that in this sense, dynamic heterogeneity in gels is profoundly different to that in the more homogenous supercooled liquids and glasses where there are no interfaces. Furthermore gels are far-from-equilibrium and the ageing is much more significant: supercooled liquids are typically metastable to crystallisation, but their properties are usually stable over many relaxation times, unlike the case of colloidal gels formed via spinodal decomposition. It is possible that, deep inside the ‘arms’ of a gel, there may be dynamic heterogeneity of a similar nature to that in supercooled liquids [188], but to our knowledge, no such investigation has been made.

Curiously, in the density-matched PMMA system (section 4.1), Solomon and co-workers found a peculiar kind of dynamic heterogeneity [84]. The observation was that
the mobility depended on the number of neighbours that a particle had in a weakly quenched gel (with a small amount of polymer) and not in the case that more polymer was added such that the gel could be regarded as more deeply quenched. In the former case, the gel had a cluster-like structure while the latter case the structure was described as ‘stringlike’. It is worth noting that this was inferred from 2D measurement of the dynamics, and revisiting this phenomenon with 3D tracking and/or computer simulation (subject to the discussion above in section 4.1 and reference [138]) would be interesting. Some work has been carried out in this direction: in a study with a solvent of dielectric constant $\sim 2$ so that electrostatics were very weak, Ohtsuka et al [161] found that close to gelation, the colloidal fluid exhibits transient but rather long-lived clusters where again mobility depended on the number of neighbours.
5.2. Evolution: aggregation, ageing and crystallisation

Ageing of quiescent (unperturbed) colloidal gels has been studied on two timescales. Short timescales ($\sim \tau_\text{B}$), prior to arrest under which the gel assembles and follows spinodal decomposition and long timescales ($\gg \tau_\text{B}$) of post-arrest coarsening. A major effect on the former, short timescale case, is the role of hydrodynamic interactions induced by the solvent. This effect was first emphasised by Furukawa and Tanaka using computer simulation with the hydrodynamics included [193]. It was later shown that including hydrodynamics in simulation gives a much more accurate reproduction of the experimental formation of gels than does Brownian dynamics simulations, which do not consider the effect of hydrodynamic interactions between particles [189]. The principle effect appears to be that the outflow of solvent in condensing clusters of colloids in the very initial stage when density inhomogeneities emerge leads to much ‘stringier’ clusters of colloids than those found in Brownian dynamics simulations, though nevertheless the particles in the experiments have been found to be isostatic [194]. As shown in figure 12(b), these then percolate at a volume fraction $\phi$ of two less than is the case for Brownian dynamics simulations under the same conditions. It is important to note, however, that any link between volume fraction and percolation must have a timescale associated with it. This is because the clusters formed by aggregating colloids have a fractal dimension less than three (typically 1.8–2) so that in the limit of long timescales of aggregation, the volume fraction required for percolation vanishes. This was first emphasised by Weitz and co-workers [195] and later demonstrated with computer simulation [80]. Very recently, novel particle-resolved experiments where the cluster aggregation could be initiated in-situ have been carried out (which are similar in spirit to reference [196] in section 4.3). The cluster size as a function of time can be followed directly, as shown in figure 13. This has been made possible by the use of critical Casimir forces [39, 40].

At longer timescales, where dynamical arrest of the colloidal-rich phase occurs, ageing, the irreversible change of the properties of the gel is a significant feature. This is essentially due to the fact that the colloid dynamics is not totally arrested, it is rather slowed. Moreover, relative to the homogeneous supercooled liquid the interfaces in the gels mean that there is another mechanism of relaxation. Thus on long timescales the gel network will exhibit the coarsening dictated by the spinodal decomposition (section 2.1). Such a scenario is shown in figure 14(a), an early 3D analysis of a very dilute (volume fraction $\sim 0.01$) gel of 50 nm polystyrene particles formed through van der Waals attractions. It is possible that the strong van der Waals interactions in this system acted to suppress creaming (sedimentation where gravity ‘points in an unusual direction’) due to the polystyrene particles being lighter than the water solvent [197].

Another means to investigate the coarsening dynamics is to controllably accelerate the time-evolution of the system. Such an approach was used by Zhang et al [86] who reduced the volume fraction of the colloid-rich phase such that the dynamics accelerated (recall figure 4(a)). Zhang et al were thus able to observe coarsening prior to sedimentation even in non-density matched depletion gels. This reduction in volume fraction was achieved in two ways. Firstly, a larger polymer–colloid size ratio $q$ means that, for a given degree of effective ‘cooling’ with respect to the critical point, by adding more polymer, corresponds to a colloidal liquid of lower volume fraction [24]. That is to say, if one adds (say) 10% more polymer than that corresponding to criticality, the volume fraction of the colloid-rich phase is lower in the case of larger size ratio $q$. Secondly, if one reduces the concentration of polymer (approaching criticality), the volume fraction of the colloidal liquid decreases and, in principle, even very short-ranged effective attractions can result in colloidal liquids without arrest [199].

The local structural analysis underlying the process by which gels become rigid (section 4.3 and e.g. figure 10) can also be used to probe the change in local structure during ageing. It is seen here in figure 15 that for the system studied (with 8% polydispersity to suppress crystallization), ageing is consistent with an increase in local fivefold symmetry, via in the increase in population of the 10-membered defective icosahedron. This structure also happens to be the locally favoured structure in hard spheres upon supercooling [89, 94, 177]. In figure 15(a) we also see strong evidence for stiffening in the form of the increase in the structural relaxation time.

A further key aspect of ageing is crystallisation. For suitably monodisperse systems, gels are metastable to colloidal fluid-crystal phase coexistence [24], as shown in the early work on particle resolved studies of crystallisation in colloid–polymer mixtures by de Hoog et al [131]. Simulations found that a slow increase in attraction strength gave a higher degree of crystallinity in monodisperse systems interacting via the Morse potential (equation (17)). In a system with just 4% polydispersity system the effect was similar, although the degree of crystallisation was rather reduced [200]. Even highly polydisperse systems have been predicted to fractionate and crystallise for hard spheres [201] and there seems little reason to suppose that the same mechanism would not apply here. Around criticality, fluctuations have been shown to accelerate crystallisation [202] and this has been reproduced in real space analysis of colloidal–polymer mixtures [203, 204]. Alternatively, crystallisation can occur in the ‘arms’ of the gels, as shown in figure 14(b) [198]. Interestingly it has been shown that this is an unexpected example of the Bergeron process which underlies atmospheric ice crystallisation, where particles ‘evaporate’ from the amorphous arms of the gel and then condense onto a crystalline region [196].

5.3. Failure: collapse under gravity

A particularly intriguing and challenging problem in colloidal gels is collapse under gravity [53, 205–207]. While we have noted above in section 4.1 that considerable efforts have been made to density match colloids and solvent to mitigate the effects of gravity, firstly, perfect density matching does not exist, secondly and more importantly, colloidal gelation is exploited to suppress sedimentation in a wide range of products such as coatings, crop protection suspension formulations, pharmaceutical suspension formulations, various cosmetic...
formulations, pigment printing inks, dispersions for 3D printing, ceramic preparations, food preparations, detergent formulations and home care products among many others for example. In equilibrium, or at least, in well-aged systems, many intriguing phenomena of hard and sticky spheres have been explored in the elegant work of Piazza and co-workers, who have largely focussed on rather smaller colloids than are amenable to real space imaging. From this and related work, at least equilibrium sedimentation is quite well understood [208, 209].

Collapse falls into two categories. Rapid collapse, in which the system starts to collapse as soon as it is prepared [210] and delayed collapse in which little happens to the height of the top of the gel for some considerable time until, rather suddenly, it fails catastrophically and collapses in a timescale much shorter than the waiting time [62, 205]. Intriguingly, rheological work
Figure 15. Stiffening (increase of relaxation time) and change in local structure in ageing gels. (a) Intermediate scattering functions from simulation data for a square well with range 0.03σ, volume fraction φ = 0.35 and c_p/c_f = 1.864. Different waiting times are expressed in units of the Brownian time τ_B. Here the results from simulation (black lines) are fitted with a stretched exponential (grey lines). (b) Topological cluster classification analysis (see section 4.3 [180]) of the structural evolution as a function of waiting time t_w. TCC structures are illustrated in the legend right. Reprinted from [48], with the permission of AIP Publishing.

does suggest a coupling between collapse times, interaction strength and mechanical properties [211]. Overall, however, gel collapse is a poorly understood phenomenon, combining as it does highly non-equilibrium behaviour and two very distinct time-evolutions. It has been observed that often, larger systems (say > 1 cm in sample height) tend to exhibit delayed collapse while smaller systems can undergo rapid collapse. Some of us looked at the behaviour of a small system undergoing rapid collapse, see figure 16 [210]. Notably, these small, rapidly collapsing systems can be captured with particle-level computer simulation. It is worth noting that in the small system sizes as studied by Razali et al [210], even a drop of a few microns is readily measured, which would likely go unnoticed in larger systems. Moreover, in these small systems, the gravitational length of the colloids may be comparable to the system size. In this way, a hard sphere system would not sediment, but, as we see in figure 16, a gelling system does. This shows that, the interplay between gelation and sedimentation is qualitatively different between large and small systems. For now, the longer timescales and larger system sizes pertaining to delayed collapse remain beyond the grasp of direct particle-level simulation.

An example of the combination of real space analysis and rheology and direct observation is shown in figure 17. Here we see that little happens to the height of the gel h(t_w) but the storage and loss shear moduli both show an increase as a function of waiting time. In other words, the gel becomes stronger as it ages prior to catastrophic collapse, here after around 10^5 s storage and loss shear moduli both show an increase as a function of waiting time [63]. Here real-space analysis reveals coarsening of the gel prior to collapse, concurrent with a significant increase in the storage modulus, indicating that the gel is becoming stiffer.

5.4. Bridging the gap between model systems and real world products

In the real world, the particles comprising colloidal gels are often no longer monodisperse or even spherical, sample sizes can be significantly larger (e.g. 0.1 to 10 L). Gels have greater strength, stability timescales are much longer, secondary network ageing effects can occur such as Ostwald ripening (droplet/crystal growth) of colloidal emulsion droplets or suspensions of crystalline organic compounds such as active ingredients, many products are water based and importantly nearly all are opaque. Polydisperse silicone oil emulsions index matched in water/glycol/glycerol mixtures gelled with non-adsorbing polymers (hydroxyethyl cellulose, xanthan) which are more representative of real products have been developed and studies exploring how ageing of the network structure influences the rheology and gravitational stability in larger sample sizes [25, 63, 86, 212].

Interestingly such systems can reproduce features of both academic and industrial systems allowing academic research to be applied to real-world challenges with a key finding coming from in-situ vane rheology measurements in relatively large samples (height ≈ 4 cm) that the gel strength increases during ageing until collapse occurs, rather than collapse occurring because the network is becoming weaker, and therefore that the gravitational stress within the sample must also be increasing until it exceeds the strength of the gel (see figure 17) [25, 63]. Such systems are invaluable in exploring the larger scale ageing and gravitational stability of colloidal gels since they can be readily prepared in large volumes (5–10 L) and help to answer the pressing challenges of colloidal gelation. Another interesting feature of polydisperse systems is that they do not form colloidal crystals on experimental timescales, allowing ageing to be studied in shallow quenches closer to the spinodal line.

5.5. Deformation

In many real world applications of gels, they undergo deformation as they are squeezed or scraped out of their containers. Therefore it is pertinent to ask how these materials change when they are sheared or when they flow. While solids respond elastically and liquids flow in response to deformation, complex fluids such as gels can show a combination of both responses: they respond elastically below a critical strain or stress, while beyond a characteristic yield strain or stress they
Figure 16. Time-sequence of sedimenting gels captured from a PMMA system in cis-decalin with a contact potential of around 7.0k_B T. The scale bar in corresponds to 7.5 μm, the system is around 100 μm in height. Reproduced from [210] with permission of The Royal Society of Chemistry.

Figure 17. Combining techniques to investigate delayed collapse. Direct observation reveals the macroscopic height of the sample h(tw). Storage and loss moduli determined from rheology show a change in the mechanical properties, particularly the storage modulus G'(tw). This indicates an increase in stiffness of the material over time. Binarised confocal images (bars = 40 μm) show the time-evolution of the structure. Reprinted (figure) with permission from [63], Copyright (2012) by the American Physical Society.

5.5.1. Shear. As with a polymer gel, shear can act to coarsen or melt the gel structure. Further (detectable) complexity is also accessible in the formation of locally favoured and/or crystalline structures. Smith et al [215] used a custom parallel plate shear cell where both plates were moved in opposite directions, accessing a stationary plane in the centre of the sample (as opposed to a stage with a single mobile plate, for which the stationary plane is the fixed plate) to shear a very stiff (u_dSC/k_B T = −46 ± 16) colloid–polymer mixture (PMMA-polystyrene in a density and refractive index matching solvent mixture, section 4.1). They found that gel yielding and crystallisation occur concurrently, and that the strain required increased with decreasing shear frequency, while for high strain values the crystallites were melted. Figure 18 shows the rich variety of shear-induced structure for a typical sample, including small crystalline, large crystalline domains and large voids.
The ability to encode structural or mechanical properties into a gel through specific shear conditions as a form of ‘memory’ was recently explored by Schwen et al. [220] using a custom biaxial shear stage [216] on a confocal microscope. By using many shear cycles at a given strain to ‘train’ the gel, strain memories were embedded, such that a reversible structural rearrangement (where the image difference before and after strain was small) in response to further strains below the training strain amplitude was observed: in effect, a new yield strain is set for the gel at the training strain. However for large strains this was not the case—the applied strain would always result in rearrangements. Remarkably the memory was also encoded orthogonally to the shear direction: that is, shear applied along the x–z shear plane also resulted in a new yield strain along the x–y shear plane. The main structural transformation during this process appeared to be an increase in mean contact number for the trained gel. Indeed, particles most likely to move between shear cycles were those with fewer number of contacts.

Shear banding, a commonly observed feature in colloidal glasses and yield stress fluids [112] has been observed using magnetic resonance imaging for a colloidal gel [221]. This real space technique, with less resolution than microscopy, but not requiring special preparation of the material such as (refractive index matching) serves as a useful complement to confocal microscopy. It is also possible to study shear banding using the set-up noted above, combining a confocal microscope and a rheometer [222]. Bonn and co-workers demonstrated the role of using rods as a bridging mechanism between emulsion droplets to cause gelation and were able to relate the rheological behaviour of thixotropic and so-called simple yield stress fluids [222]. Shear banding is intimately related to so-called viscosity bifurcating fluids, where for certain stresses the material can catastrophically fail, with a massive drop in its viscosity [111, 112]. A predominantly rheological study which incorporated some real space imaging by Sprakel et al. showed intriguing scaling of the increase in strength of the gel prior to yielding which could be accounted for by a simple model [223].

5.5.2. Flow. The behaviour of colloidal gels flowing under narrow confinement is widely applicable to many real-world situations, such as in biological systems or soft robotics. In most shear measurements the shear is typically uniform, whereas a real-world system might combine nonuniform shear and hydrodynamic forces as the fluid experiences different levels of constriction, such as in a dispensing nozzle. Various experiments and simulations have attempted to address these differences.

Han et al. [224] used hydrodynamic simulations to explore the behaviour of a colloidal gel subject to microchannel flow. High shear flow acts to disrupt any clustering, while for low shear flow the colloids form gel like clusters and small crystal nuclei. For intermediate shear flows (where the global shear forces approach the same magnitude as the attractive forces between the particles) crystallisation is greatly enhanced. In the regime between crystallisation and melting the
non-uniform shear results in crystalline cluster cores localised in the channel centre, but melting at the cluster surfaces. This effect was reduced for wider channels as the flow becomes more uniform. Remarkably they also noted gel-strand formation along the channel axis, that repeatedly break up into increasingly crystalline droplets. This is shown in figure 20 for average shear forces 1.4 times attractive forces.

Conrad and Lewis used confocal microscopy to study the flow of a silica-polyelectrolyte colloidal gel in a microchannel of width \( \sim 50 \) diameters [225]. High flow rates prevented 3D imaging during measurements (owing to the slow framerate of recording a 3D stack). As with the simulations, they note that the network structure of a quiescent gel is disrupted during shear flow, first into small clusters, then smaller clusters and individual particles with increasing pressure. They also note a transition from pluglike to fluidlike flow beyond a critical shear rate. They also used a similar setup to study the structure of a colloidal gel passing through a channel constriction [226], and found evidence of filter pressing as the particle concentration increased in the constriction. They also noted failure of the gel network at cluster boundaries. For small shear pluglike flow was observed, but as for the straight channel, at high shear the flow became fluid-like. They also found that a stagnation zone developed close to the constriction, resulting in transient wall jamming and further disruption of the gel network, leading to fluidization further downstream.

6. Introducing complexity: anisotropy and mixtures

Gels can be formed from systems other than spherical colloids with an (effective) attraction. Complexity may be introduced via anisotropic particles such as rods and platelets. Depletion gels formed of colloidal rods may form at very low volume fractions for suitably high aspect ratio rods and have been reviewed by Solomon and Spicer, who suggested that the structures assumed by the rods could be interpreted as ranging from fractal clusters to homogeneous rod networks [227]. An important observation in the case of gels formed of rods is that percolation can occur at very low volume fraction, with implications for materials based on percolation such as photovoltaic cells (which rely on percolation of conducting particles) [228, 229]. It is important to note that the equilibrium phase diagrams of rods interacting through depletion interactions are rather more complex than those of spheres, due in no small part to the emergence of a number of liquid crystalline phases [230] and thus one may expect complex mechanisms of gelation. Real space analysis of rods took a step forward with the development of polyamide rods in the group of Solomon, which revealed a novel bundling transition, as shown in figures 21(a) and (b). The same group managed to form discoids, by compressing
PMMA above its glass transition temperature and then redispersing it. The resulting discoids formed chains with their flatter sides oriented towards one another, which would maximise the overlap volume and thus be favoured by the depletion interaction (figure 21(c)) [231]

Another form of anisotropy was explored by Rice et al [233]. As shown in figures 21(d)–(g), here colloidal ‘rocks’ assembled into gels. Notably, the rocks developed highly rigid bonds between the particles, as it was hard for the rocks to roll around one another compared to spheres (figure 21(d)). These rigid bonds led to rather linear chains one particle thick, markedly different from the more compact clusters formed of spheres and in fact reminiscent of the ‘empty liquids’ mentioned in section 4.2 [21]

A further means to increase the complexity of the system is to introduce further species. This was done by Zhang and co-workers, where binary colloids and polymer were investigated, as shown in figure 22 [234]. The size ratios were approximately 4:2:1 for the large colloids, small colloids and polymer, respectively. A superficial analysis of equation (16) might suggest that, upon increasing the polymer concentration, the larger colloids would start to demix prior to the smaller particles as the big–big depletion interaction is much stronger than the small–small depletion interaction, as indicated in figure 22(a2). However, the reality is more intricate with a single critical point for the entire three-component system, which separates into two mixed phases (figure 22(a1)). Further addition of polymer results in a complex composition inversion phenomenon, where upon demixing the colloid-rich phase is initially dominated by the larger colloids but this effect lessens dramatically as further polymer is added, ultimately resulting in arrest of the colloid-rich phase and gelation [234].

(a)–(c) Confocal microscopy images (see text) with larger colloids (blue) and small (orange). Insets show $\chi_2$ profiles which are 10 µm in height. (a) $c_p/c_p^*>0.059$; possible two- or three-phase demixing as indicated by dashed lines in inset. (b) $c_p/c_p^*=0.069$; (c) $c_p/c_p^*=0.090$, gelation. Scale bars denote 10 µm. Possible scenarios by which the experimental data may be interpreted: (a1) two-phase coexistence—the lower (liquid) phase is rich in large particles and the upper (vapour) phase is rich in small particles and polymer; (a2) the colloidal mixture exhibits liquid–liquid demixing. (b1) Upon deeper quenching more small particles become entrained in the colloid-rich liquid. Reproduced from [234], with the permission of AIP Publishing.

7. Exotic gels in real space

Most of what we have discussed pertains to real space analysis of gels formed in colloid–polymer mixtures. While these have received the lion’s share of the attention, gels analysed in real space take many forms. Sometimes the behaviour is similar, sometimes it is profoundly different. Given the nature of spinodal gelation, among the more surprising systems to undergo gelation is polydisperse hard rods (without any appreciable attraction between the particles) [28]. Ferreiro-Córdova and co-workers used real space analysis of a model system of polydisperse hard rods to demonstrate such non-sticky gelation. These sepiolite colloidal rods exhibited two important features. Firstly, any attractions were small that they could be accurately modelled as hard rods secondly, the rods are rather polydisperse (with an effective aspect ratio $\langle L'/D'\rangle = 24.6 \pm 9.5$) leading to a large gap in volume fraction between isotropic and nematic phases at phase coexistence. This large gap in volume fraction meant that the relaxation in the nematic phase was around 1000 times slower than that in the isotropic phase (depending on the direction of motion with respect to the director). This leads to viscoelastic phase separation and, for suitable state points, spinodal decomposition. The four characteristics of spinodal gelation noted in the introduction are then met. Such a gel of hard particles is shown in figure 23(a) and computer simulation with similar behaviour revealing local rod orientation in (b).

Bijels are formed for two demixing liquids [237]. However, a novel mechanism is used to prevent full demixing. The bijel is formed by the interface between the two liquids—to which colloids are strongly absorbed, as in a pickering emulsion. Since full phase separation leads to a loss of interfacial area, if one can arrest the decrease in interfacial area between

---

10 The case of very small polymers which lead to stabiliser interdigitation not withstanding, see section 4.1 [145].
the two phases, a gel-like material can be formed. The interface- 
cial area is then fixed by (2D) close packing of colloids which 
are strongly absorbed to it. Such a bijel is shown schematically
in figure 24(a) [235].

Hegelson and co-workers used polymer bridging of emul-
sion droplets as a mechanism to drive colloidal gelation 
[34]. Here the ‘sticky ends’ of the triblock copolymer tend

to be absorbed by two neighbouring emulsion droplets, so

that the polymer effectively bridges the droplets. Sim-
ilar mechanisms had been developed by Porte and co-

workers at a much smaller lengthscale [238]. Binary gels

between poly(N-isopropylacrylamide) (pNIPAM) microgels

and triblock-copolymer surfactant have been investigated by

Fussell and co-workers (figure 24(b)), these gels only from at

temperatures above the collapse temperature of the microgels.

This results in the ability to form gels reversibly with heating.

The gelation is caused by the temperature responsive asso-
ciation (i.e. bridging) of the microgel colloids and triblock-
copolymer, driven at elevated temperatures by hydrophobic

interactions [35, 239].

An exciting development in the context of designing nano-
architectures was the work of Varrato and co-workers [236].

Here a binary colloidal system with controllable specific

interactions (unlike polymer-induced depletion which ‘sticks
everything to everything’—see section 6) was designed using

DNA-coated colloids. The interactions in the binary system

were designed such that each species was attracted to itself, 

but there was no significant attraction between the two species. 

Thus, the simultaneous formation of two independent net-

works in the same suspension was possible, as shown in

figure 24(c). Similar behaviour has since been obtained in

protein gels [240].

Protein gels—we have noted that proteins can form gels.

Often the small length scales of proteins have led to scatter-
ing studies being carried out [12, 151–155]. However, fluo-

rescent proteins are amenable to real space analysis [240]. It

is thought that the mechanism of gelation in proteins is often

similar to that discussed here [12]. However, the interactions

of protein molecules are far more complex, enabling novel

assembly pathways to be designed. In figure 24(d) we show

a gel of the fluorescent proteins eGFP and mCherry, whose

interactions have been tailored such that the size of domains 
of each protein can be controlled. Notably, because here the

proteins retained their fluorescence, we may infer that they

retain their functionality, with potential for the assembly of

novel nanomaterials [14]. Very recently, depletion driven gel-

ation in a protein system has been quantitatively mapped to a

colloid–polymer model. Given the usually complex nature of

protein–protein interactions, mapping of eGFP dimers to hard

spherocylinders was thought to be possible due to polymer-

induced passivation which led the protein molecules to interact

more like hard particles [241].

Active gels—active gels of actin tubules form a fascinat-
ingly rich system [41]. Our opinion is that the underlying

physics is so different to the systems considered here that we

refer the reader to the appropriate literature [242, 243]. How-

ever, recently, colloidal gel-like assembly has been achieved

with in experiments active colloids with dipolar interactions

figure 24(e) [42] and computer simulation of active particles

with Lennard-Jones interactions [244]. The former feature a

steady-state ‘labyrinthine’ structure which is reminiscent of a

transient state of the passive dipolar system [245].

8. Outlook

We close with some conclusions about what has been learned

and identify some open questions. We begin with what we

understand.

• Perhaps surprisingly, given that colloidal systems are

prized as simple models, it proved more challenging than

expected to realise the simplest colloidal gelformer, sticky

spheres in experimental systems suitable for real space

analysis with index and in particular density matching

(section 4.1). That now seems to be under control, but

care should be exercised when preparing experimental

systems: it is harder than it seems.

• We understand the mechanisms of how a rigid network

emerges from spinodal decomposition, see sections 4.3

and 5.1. Rigidity seems largely geometric and we empha-

sise the role of hydrodynamics in the early stages of

aggregation.

• Beyond these broad statements, a comprehensive analysis

of means of identifying rigidity would be highly desirable.

In this way, the different characterisation methods might

be compared and contrasted in a meaningful manner.

Moving to open questions, loosely speaking it seems that we

understand how gels form. Much less clear is what happens

next.

• How do gels fail? In the quiescent case (section 5.3),

small systems collapse rapidly, but the delayed collapse

phenomenon, important though it is in application, con-

tinues to elude our understanding. It is perhaps not the

ideal task for real space analysis, suited as the technique

is to detailed analysis of local phenomena, due to the

desire to study the whole sample. While excellent work

has been carried out with scattering techniques [246] and

Figure 23. Non-sticky spinodal gelation in polydisperse hard rods. Spinodal decomposition leads to a bicontinuous network of isotropic (I) and nematic (N). (a) Confocal image of gel at rod volume fraction \( \phi = 0.043 \), bright regions of nematic phase. Scale bar represents 4\( \mu \)m. (b) Snapshot of a thin slice of a simulation box of rods at \( \phi = 0.140 \). The colours indicate the local order parameter of each rod and range from dark blue for rods in the isotropic phase to bright green for the nematic. Inset shows that rods align parallel to the director, indicated as \( \mathbf{n} \). We expect that the viscosity parallel to the director is low enough to permit flow, while perpendicular flow is strongly suppressed. Reproduced from [28]. CC BY 4.0.
Figure 24. Exotic gels and gel-like systems. (a) Schematic geometry of a bijel. The bicontinuous morphology of the bijel allows two immiscible fluids to be passed through the material in opposite directions via a continuous process. Reproduced from [235] with permission of The Royal Society of Chemistry. (b) Confocal images of an example binary gel that forms in mixtures of pNIPAM microgels (3 wt%) and triblock-copolymer (3 wt%) at elevated temperatures, the combined signal from the fluorescein labelled microgels and Nile red labelled triblock-copolymer is shown. Images are taken at 50°C, bar = 10 μm. Reproduced from [35] with permission of The Royal Society of Chemistry. (c) Bigel of binary colloidal system with specific DNA-mediated interactions assembled into two independent networks. Bar = 25 μm. Reproduced from [236]. CC BY 4.0. (d) Binary protein gel with tunable domain sizes [14]. (e) Labyrinth topology in active dipolar gel [42].

computer simulation can yield much insight [55, 56, 247, 248], one cannot help but feel that real space analysis is nevertheless a good way to pinpoint the origins of this phenomenon, perhaps combined with magnetic resonance imaging [221].

- Although investigations have been made (section 5.5), a consensus on how the ‘arms’ of a gel fail seems to be lacking. A detailed, particle-resolved analysis of this process, even in perhaps a somewhat artificial set up, would be most useful.

- The response to shear may provide a good starting point to tackle gel failure. Whether failure mechanisms under shear are the same as those in a gravitational field is unclear, but at least shear provides a means to ‘cause’ failure in such a way that it can be analysed in a reasonably straightforward manner. It may be possible to build on this and use theoretical approaches such as soft glassy rheology [111] or elasto plastic models [113] which may access the relevant timescales (hours to years) and system sizes (at least 10^{13} particles) pertinent to delayed collapse which currently lie out with the reach of computer simulation of particles.

- The potential of computer simulation of particle-based for improving our understanding of gelation lies, if not in the system sizes and timescales, rather in its precision. This is exemplified in the work of van Doorn et al [191] where local mechanisms for failure are investigated in an idealised set-up. Other possibilities include the use of advanced sampling techniques to address the challenges of timescales of up to years important for example in gel failure. However, gels age during this time, rather more obviously than do glasses, for example. One expects that, given a suitable order parameter for ageing techniques like forward flux sampling may be one way to generate gels which have been ‘aged’ in an accelerated manner [249].

- What is the nature of the colloidal glass which leads to the arrest of the phase separation? In recent years, evidence has emerged for a Gardner transition in hard sphere glasses between a stable (thermal) glass and a marginal glass or ‘Gardner phase’, depending on the compression rate [76, 250]. The volume fraction of the ‘arms’ of the gel has been determined as φ_c ≈ 0.60 [48, 78], which may place the system in the Gardner phase, with notable consequences for the mechanical properties [76].

- We may expect to see more exotic systems. It is notable and perhaps remarkable that the vast majority of work reviewed here has concerned the polymethyl methacrylate–polystyrene system (see section 4.2). This is a most amenable system for study, but surely others are suitable, and an obvious candidate would seem to be soft colloids, e.g. microgels [35]. Furthermore, although the colloidal ‘rocks’ (figures 24(d)–(g)) share some characteristics [233], as yet there is no particle-resolved work on ‘empty liquids’ [21], with their intriguing dynamic behaviour [20]. While such systems do not necessarily undergo spinodal gelation and indeed thermodynamically, their behaviour is more akin to that of network glassformers like silica than the systems we have discussed here (see section 4.1 and figure 8), it would certainly be interesting to explore empty liquids in real space used ‘patchy particle’ systems.

- The age of dynamic arrest of active colloids is in its infancy [251], and we expect to see more. Meanwhile the protein gels in figure 24(d) raise the following question: if proteins may be naïvely though of as sticky spheres, then why is that protein gels have ‘arms’ on the same lengthscale as colloidal gels when the molecules are a thousand times smaller in diameter. That is to say, a lengthscale of a few microns corresponds to a few (<10) colloid diameters while that same lengthscale corresponds to thousands of protein molecules. How is it that if proteins and colloids somehow obey the same physics (here), then why such a massive difference in lengthscale (in units of the diameter)? It is tempting to speculate that because proteins are so much smaller, and the Brownian time τ_B ∼ σ^3, then in a sense, time runs 10^9 times faster in the case of proteins. So we are looking at a gel at a much later stage than is the case with the colloids—for the same laboratory timescale. Such speculations of course warrant careful investigation.

We close by concluding that in the 18 years since the pioneering work of Dinsmore and Weitz [117] a great deal has been done with real space analysis of colloidal gels, and many open questions remain.
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