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Abstract

Prior plays an important role in providing the plausible constraint on human motion. Previous works design motion priors following a variety of paradigms under different circumstances, leading to the lack of versatility. In this paper, we first summarize the indispensable properties of the motion prior, and accordingly, design a framework to learn the versatile motion prior, which models the inherent probability distribution of human motions. Specifically, for efficient prior representation learning, we propose a global orientation normalization to remove redundant environment information in the original motion data space. Also, a two-level, sequence-based and segment-based, frequency guidance is introduced into the encoding stage. Then, we adopt a denoising training scheme to disentangle the environment information from input motion data in a learnable way, so as to generate consistent and distinguishable representation. Embedding our motion prior into prevailing backbones on three different tasks, we conduct extensive experiments, and both quantitative and qualitative results demonstrate the versatility and effectiveness of our motion prior. Our model and code are available at https://github.com/JchenXu/human-motion-prior.

1. Introduction

Human motion modeling plays an important role in many applications such as video games and computer animation. Many tasks study the human motion under different circumstances [52, 22, 30, 55, 25]. Most of them ask for the physically plausible human motion, which means that any independent pose of the motion is plausible, as well as the transition between poses is reasonable.

Several works study pose priors by exploring the constraint on human poses \cite{4, 17, 34, 51}. However, a plausible motion asks for both the continuity between poses and the feasibility of the independent pose. Hence, recent works try to design the prior for human motion. Kocabas \textit{et al.} \cite{22} design an adversarial prior to discriminate between generated and real human motions so as to keep the predicted motion plausible. In addition, Holden \textit{et al.} \cite{13} learn a motion manifold, where each motion data is embedded into a low-dimensional representation. However, they design the motion prior only for specific tasks. We argue that a pre-trained and task-agnostic human motion prior is essential for those motion generation tasks because of the insufficient paired 3D motion data. Therefore, we summarize the indispensable properties of the motion prior, and design a versatile motion prior according to these properties.

First, \textit{a tractable and continuous distribution} over the latent representation is required to model the inherent probability distribution of human motions. It is important for solving ambiguity in ill-posed tasks, such as motion infill-
ing and prediction. Because some common motions have a high probability of occurrence, while the probability of rare or impossible motions is lower. For example, in Fig. 1, the full motion (a) and (b) have the same undersampled observation (i.e., start and end position pointed by the blue arrow), leading to the ambiguity in the ill-posed motion infilling. If the prior models the probability distribution of the human motion data, the ambiguity can be solved by offering a more probable solution which is more likely to conform to human behavior. Therefore, we construct a motion prior based on the probabilistic model, variational auto-encoder (VAE) [21], to model the inherent motion distribution.

Second, a complete and efficient space is significant for constructing a versatile prior, since the prior needs to generalize to various tasks and datasets without fine-tuning. Specifically, the complete and efficient space means that we can accurately reconstruct any plausible motion from a low-dimensional representation. A large-scale dataset with a variety of long-term motions is usually adopted for the completeness. However, it leads to a complex data space that is hard to be represented in low dimension. So, we propose to learn an efficient representation space from two aspects: reducing the complexity of the data space to be modeled and encoding each motion data efficiently.

For the reduction of complexity of the data space, Luo et al. [28] resort to shorter-term motions to be modeled. However, more context information provided by long-term motion is beneficial for downstream tasks. By contrast, we introduce a global orientation normalization, which normalizes the global orientation of each motion around yaw axis while retaining the relative orientation transition between frames. Since the direction in which a person moves is related to the environment, the global orientations of motion in the dataset are biased on the environment information. So it is non-trivial to remove the redundant environment information in the data space as well as reducing the complexity.

For the efficient motion encoding, motion segments with slower changes between frames should be efficiently compressed, while motion segments with higher degree of variation deserve more attention. For instance, in a motion sequence, the dancer may stand still for a while before dancing. Compared with standing segments, dancing segments carry more information and details, and deserve to be well retained [46]. Thus, we introduce a two-level motion frequency guidance to efficiently encode the motion into the low-dimensional prior representation. One level is sequence-based and the other is segment-based. The sequence-based frequency guidance captures the difference between frequency patterns of motions and provides category cues from the frequency [14]. The segment-based frequency guidance exploits the frequency difference between segments within a motion to adaptively compress segments with different amount of high-frequency information.

Third, a consistent and distinguishable representation should be learnt in the motion prior. As aforementioned, the same motion, consisting of same poses and relative transitions, may have different global orientations as the environment changes. For example, in Fig. 1, (c) and (d) correspond to the same motion with different orientations, but they are supposed to have the consistent representation. A straightforward solution is to take our orientation normalized motions as both input and output of our motion prior, so as to explicitly remove the global orientation for each input motion during training and inference phase. Yet, this solution may cause the prior fail to capture underlying distinguishable features for the motion. Thus, we introduce a denoising training scheme to disentangle the global orientation (environment information) from the human motion data in a learnable way, so as to learn a consistent representation while keeping the representation distinguishable [3, 15].

To demonstrate the versatility and effectiveness, we integrate our pre-trained motion prior into different backbones without fine-tuning for different tasks, such as human motion reconstruction, motion prediction and action recognition. Then, we conduct experiments on 3DPW [45], Human3.6M [16] and BABEL [35] to evaluate the performance on different tasks. Results show that our motion prior improves the baseline and achieves the state-of-the-art performance on all three benchmarks.

In summary, our contributions in this paper are: (1) We first summarize three indispensable properties for the motion prior to achieve versatility, and accordingly, (2) We introduce the global orientation normalization and a two-level motion frequency guidance to learn the versatile motion prior with a denoising training scheme. (3) We integrate the proposed prior into prevailing backbones and achieve the state-of-the-art performance on different benchmarks, which demonstrates the versatility of our motion prior.

2. Related Work

Human pose and motion prior. Constructing a kind of prior is commonly used in pose [4, 17, 34, 51] and motion [43, 13, 22, 28] modeling. Pavlakos et al. [34] utilize VAE [21] to build a non-linear manifold as the human pose prior and provide plausibility constraint. Zanfir et al. [51] construct a wrapped prior space with normalizing flow. Compared with pose priors, motion priors have constraints on both independent poses and transition between poses. Kocabas et al. [22] train an adversarial discriminator as motion prior to discriminate between generated motions and real human motions. Holden et al. [13] employ the autoencoder to encode all plausible motion into a compact manifold, where each latent code can represent a plausible human motion. Luo et al. [28] try to compress a large-scale dataset, AMASS [29], with VAE into a representation space. In this paper, we first analyze the properties of a ver-
satile motion prior and the characteristics of human motion itself. Then, we accordingly propose the global orientation normalization and a two-level motion frequency guidance.

**Frequency in motion modeling.** Previous works convert the motion into frequency domain and take the frequency coefficients as input to combine both spatial and temporal information [31, 5]. Mao et al. [30] represent historical sub-sequences of each motion as frequency coefficients, and aggregate them with attention mechanism to predict the future motion. Zhang et al. [55] encode the motion into different DCT spaces to decompose the motion into several frequency bands. By contrast, we exploit the characteristic of frequency that it represents the amount of information, to adaptively compress the human motion data.

**Human motion reconstruction.** Reconstructing the 3D human pose or motion has attracted significant interest [4, 17, 23, 41, 18, 22, 51]. Compared with poses, reconstructing human motion has more demanding requirements for shape consistency and smoothness. Kanazawa et al. [18] present a temporal encoder to learn 3D human dynamics from video and generate smooth motion. Kocabas et al. [22] design a GRU-based network with the adversarial prior to guide the motion inference. Choi et al. [9] explicitly try to improve the past and future frames to achieve smoother and better results. Meanwhile, [40, 50, 36, 39] try to improve the physical fidelity of generated motion through reinforcement learning and other physical constraints.

**Motion Prediction.** Motion prediction from past pose sequence is studied from two aspects: deterministic [1, 12, 30, 52] and stochastic [54, 47, 49, 2]. Instead of using a sequence of past poses, Chao et al. [6] forecast human dynamics from static images and Yuan et al. [48] predict future motions from egocentric videos. Zhang et al. [52] utilize the SMPL model to represent the human body and predict future motions with pose and shape from videos.

**Action Recognition.** To understand human motion, skeleton-based action recognition attracts much attention [38, 8, 26, 7]. Most of them carefully design and train a GraphConv network in a supervised way on the widely-used NTU-RGBD [37], which has two major problems: the discontinuity of action and the lack of modeling the long-tailed distribution. Recently, the BABEL [35] dataset is proposed to tackle these two problems, which is closer to the real life.

By contrast, we take the learnt prior representation, referring to a plausible motion, as the intermediary to generate the final outputs, which benefits from the context and probability information encoded in the prior.

3. Motion Prior

3.1. Human Motion Representation

We use the parametric human model, SMPL [27], to represent each human pose in the motion. SMPL model, which can be regarded as a differential function $M(\cdot)$, parameterizes the human body pose and shape through $\theta \in \mathbb{R}^{72}$ and $\beta \in \mathbb{R}^{10}$, respectively. Pose parameter $\theta$ consists of global orientation $\theta^g$ and local body pose $\theta^l$ determined by relative rotation of 23 joints in axis-angle format. Given $\theta$ and $\beta$, $M(\theta, \beta)$ outputs a triangulated mesh with $N = 6,980$ vertices. Then, we denote the motion sequence with $K$ frames as $X = \{\Theta_i\}_{i=1}^{K}$, where $\Theta_i = (\theta_i, \beta_i)$ represents the human model for $i$-th frame.

**Global Orientation Normalization.** As aforementioned, the global orientation around yaw axis of each motion in the dataset is related to the environment, while we argue that the motion prior should focus on the human motion itself. Hence, to remove the redundant environment information in the motion data and reduce the complexity of data space, we propose the global orientation normalization.

As shown in Fig. 2, we normalize the orientation of entire motion around yaw axis according to the first frame while remaining the internal relative orientation transition, so as to make all input sequences start in the same forward direction. Specifically, given an input motion sequence $X$, we first normalize the first frame by clipping the yaw rotation and generate normalized orientation $\hat{\theta}^g_1$. Then we generate the correction rotation $R_{cor}$ between the original orientation $\theta^g_1$ and $\hat{\theta}^g_1$ of the first frame, and normalize the global orientation of the motion sequence as follows:

$$R_{cor} = \hat{\theta}^g_{1} \cdot \theta^g_{1}^{-1} = \hat{\theta}^g_{1} \cdot \theta^g_{1}^{*},$$

$$\hat{\theta}^g_{1} = R_{cor} \cdot \theta^g_{1},$$

where $\theta^g$ is the rotation matrix format of $\theta^g$.

3.2. Frequency Guiding Prior Framework

To construct our motion prior, we exploit the variational auto-encoder (VAE) [21] and learn a 256-dimensional latent representation space. We first introduce the input data, then the encoder where we perform the two-level frequency guidance. Finally, we will introduce the decoder.

**Input data.** Given a set of pose and body parameters, $\theta$ and $\beta$, human motion can be expressed through SMPL model. However, the relative rotation and global orientation is less intuitive and straightforward. Therefore, we also take the joint sequence $J \in \mathbb{R}^{K \times J \times 3}$ of each motion as input, where $J$ is the number of body joints. Also, we explicitly calculate velocity $J^{vel}$ and acceleration $J^{acc}$ for each joint to better reveal the dynamic features.

Following [34], we also ignore the variance of shape information and take the same shape for each motion. Therefore, the motion input used to construct our motion prior is denoted as $\Phi = \{(\theta^g_i, \theta^l_i, \beta, J_i, J^{vel}_i, J^{acc}_i)\}_{i=1}^{K}$.

**Encoder.** RNN-based networks, which mainly focus on temporal correlations, usually fail to capture the spatial-temporal dynamics in human motion [24]. Hence, as shown
in Fig. 2, we construct a convolutional encoder, which takes \( \Phi \) as input and consists of three residual blocks to extract both the fine-grained information and global context.

To introduce the sequence-based and segment-based frequency guidance for efficient representation learning, we take the joint sequence \( J \in \mathbb{R}^{N \times J \times 3} \) and further divide \( J \) into \( S \) segments of length \( n \), i.e., \( \tilde{J} \in \mathbb{R}^{S \times n \times J \times 3} \). Then, for each motion, we make use of the discrete cosine transform (DCT) to extract the sequence-based frequency components \( \mathcal{F}_{seq} \in \mathbb{R}^{C_m \times J \times 3} \) from \( \tilde{J} \) and the segment-based frequency \( \mathcal{F}_{seg} \in \mathbb{R}^{S \times C_s \times J \times 3} \) from \( \tilde{J} \), where \( C_m \) and \( C_s \) represent the number of kept frequency components.

Then, to perform the segment-based frequency guidance, we extract the segment attention value \( \alpha_{seg} \in \mathbb{R}^S \) from \( \mathcal{F}_{seg} \) and re-weight the segment features \( f_{seg} \) extracted by the residual block for each segment, so as to adaptively compress the information according to the frequency:

\[
f'_{seg} = f_{seg} \cdot \alpha_{seg} = f_{seg} \cdot \sigma(\phi(\mathcal{F}_{seg})),
\]

where \( f'_{seg}, f_{seg} \in \mathbb{R}^{S \times n \times c} \), \( n \) and \( c \) are the length of each segment and the channel number of the feature. \( \sigma(\cdot) \) and \( \phi(\cdot) \) are the softmax function and multi-layer perceptron and are used to predict the segment attention value \( \alpha_{seg} \). Besides, this compressing process is conducted in the first layer for efficient compression for the entire motion.

Furthermore, we combine features from different scales as the motion dynamic feature to keep both the global context information and the fine-grained local pose information. Also, we exploit the sequence-based frequency \( \mathcal{F}_{seq} \) and introduce the global motion category information from \( \mathcal{F}_{seq} \) into the dynamic feature. Finally, we encode both category information and dynamic feature into the latent representation \( z_{mot} \in \mathbb{R}^{256} \) with re-parameterization trick [21].

**Decoder.** Different from the encoder, an overly complex decoder may hurt the test log-likelihood and cause the overfitting [11, 44]. Therefore, as shown in Fig. 2, our decoder consists of two residual blocks containing one fully connected layer each. The final layer outputs the reconstructed normalized global orientation \( \phi^g \) represented by 6D continuous rotation feature [56] and a latent local pose representation \( \varphi' \in \mathbb{R}^{32} \), in VPoser latent space [34], which is a reasonable sub-manifold for human pose. Furthermore, \( D_{cont} \) converts \( \phi^g \) to the axis-angle format and the decoder \( D_{vp} \) of VPoser [34] with pre-trained and fixed weights decodes \( \varphi' \) into predicted local body pose \( \theta^v \) in axis-angle format.

### 3.3. Denoising Training Scheme

To learn a consistent and distinguishable representation for the same motion, we design a denoising training scheme. Given a motion sample \( \Phi \) after orientation normalization, we randomly apply a rotation around yaw axis to it, which can be regarded as an inverse process of normalization in Sec. 3.1 with random degree, and generate a corrupted sample \( \Phi^c \). Then, our prior is trained to reconstruct normalized motion \( \{ \theta^g, \theta^v \} \) from \( \Phi \) instead of \( \Phi \) as follows:

\[
\mathcal{L} = \lambda_{rec} \mathcal{L}_{rec} + \lambda_{kl} \mathcal{L}_{kl} + \lambda_{vposer} \mathcal{L}_{vposer},
\]

where \( \mathcal{L}_{rec} = \mathcal{M}(\hat{\theta}^g || \theta^g, \beta) - \mathcal{M}(\mathcal{D}_{cont}(\hat{\phi^g}) || \mathcal{D}_{vp}(\hat{\varphi}), \beta), \)

\[
\mathcal{L}_{kl} = KL(q(z_{mot} || \hat{\Phi}) || N(0, I)),
\]

and \( \mathcal{L}_{vposer} = || \varphi' ||^2 \).

### 4. Versatility of Motion Prior

To demonstrate the versatility and effectiveness of our proposed motion prior, in this section, we integrate our motion prior into several prevailing backbones in different human motion modeling tasks.
4.1. Human Motion Reconstruction

**Problem definition.** Given a video sequence \( \{I_t\}_{t=1}^T \), we reconstruct the 3D human pose and shape \( \{\Theta_t\}_{t=1}^T \) (defined the same as Sec. 3.1) from each frame. It is noteworthy that the reconstructed shape parameter \( \beta_t \) should be consistent across the whole sequence for a person.

**Architecture.** We utilize the VIBE [22] as our backbone and embed our motion prior into it as shown in Fig. 3. VIBE extracts temporal feature for each frame through Gated Recurrent Units (GRU). Then, for each frame, they produce pose \( \theta_t \), shape \( \beta_t \), and scale and translation \([s; t]\) of camera using a shared regressor [17] from each temporal feature.

However, we predict the pose for each frame in the sequence at once from our motion prior, instead of predicting frame-wisely through the regressor. As illustrated in Fig. 3, we construct a motion encoder \( E_{\text{mot}} \), consisting of two convolutional layers and a fully-connected layer, to predict the motion representation \( z_{\text{mot}} \in \mathbb{R}^{256} \). Then, the pre-trained motion prior decodes \( z_{\text{mot}} \) into the motion with \( K \) frames. However, the length \( T \) of input video is required to be less than \( K \) and we use the first \( T \) poses \( \{(\theta^p_t, \theta^l_t)\}_{t=1}^T \) as the output. Compared with producing poses for consecutive frames one by one, our motion prior provides more context information between poses for accurate prediction. Also, we discard the motion discriminator in VIBE, which acts as a prior to generate plausible motion but fails to solve ambiguity. By contrast, our motion prior generates more probable motion to solve ambiguity while keeping plausibility.

In addition, due to the global orientation normalization (see Sec. 3.1), the predicted global orientation sequence \( \{\theta^g_t\}_{t=1}^T \) has been normalized according to the first frame. Therefore, we construct another branch to predict the residual rotation \( R_{\text{res}} \) around yaw axis for the first frame and rectify the \( \{\theta^e_t\}_{t=1}^T \) by \( \bar{\theta}^e_t = R_{\text{res}} \cdot \theta^e_t \).

Furthermore, we also introduce a branch to directly predict the \( \beta \) from the first frame and use the predicted \( \beta \) for all rest frames to ensure the shape consistency across a video, where the regressor in VIBE may fail. However, given the 2D keypoints supervision, the camera model for each frame is still needed and we keep regressing \([s; t]\) based on predicted shape and pose from each temporal feature.

4.2. Motion Prediction

**Problem definition.** In this task, we aim to predict the future 3D human motion \( \{\Theta_{T+1}, \Theta_{T+2}, \ldots, \Theta_{T+N}\} \) conditioning on a past 2D video sequence \( \{I_1, I_2, \ldots, I_T\} \).

**Architecture.** An auto-regressive framework PHD [52] is taken as our backbone. It conducts auto-regressive prediction in the feature space, where each feature is regularized by an adversarial pose prior [17]. Given a video, PHD first extracts the temporal feature \( \{f^i_t\}_{t=1}^T \) for each input frame, and then predicts \( \{f^i_{T+1}\}_{i=1}^{T+N} \) in an auto-regressive manner, and accordingly generate poses for future motion.
Table 2. Evaluation on 3DPW and Human3.6M dataset with the SMPL annotations of Human3.6M. “Ours‡” denotes that we directly take the orientation normalized motion as input and output without denoising training scheme.

| Method          | MPJPE ↓ | PA-MPJPE ↓ | MPVPE ↓ | Accel Error ↓ | MPJPE ↓ | PA-MPJPE ↓ | Accel Error ↓ |
|-----------------|---------|------------|---------|---------------|---------|------------|---------------|
| Frame-based     |         |            |         |               |         |            |               |
| SPIN [23]       | 96.9    | 59.2       | 116.4   | 29.8          | -       | 41.1       | -             |
| I2L-MeshNet [33]| 93.2    | 58.6       | 110.1   | 30.9          | 55.7    | 41.7       | -             |
| Pose2Mesh [10]  | 88.9    | 58.3       | 106.3   | -             | 64.9    | 46.3       | -             |
| Video-based     |         |            |         |               |         |            |               |
| HMNR [18]       | 116.5   | 72.6       | 139.3   | 15.2          | -       | 56.9       | -             |
| Sun et al. [42] | -       | 69.5       | -       | -             | 59.1    | 42.4       | -             |
| VIBE [22]       | 93.9    | 55.9       | 112.6   | 27.0          | 65.6    | 41.4       | 27.3          |

“Ours‡” means without denoising training scheme.

Table 3. Evaluation on 3DPW without the SMPL annotations of Human3.6M. “Ours‡” means without denoising training scheme.

| Method          | MPJPE ↓ | PA-MPJPE ↓ | MPVPE ↓ | Accel Error ↓ |
|-----------------|---------|------------|---------|---------------|
| VIBE [23]       | 91.9    | 57.6       | -       | 25.4          |
| MEVA [28]       | 86.9    | 54.7       | -       | 11.6          |
| TCMR [9]        | 86.5    | 52.7       | 103.2   | 6.8           |
| Ours‡           | 85.5    | 53.6       | 102.6   | 15.9          |
| Ours            | 85.2    | 53.2       | 102.1   | 14.3          |

5.2. Motion Prior Evaluation

To demonstrate the effectiveness of our proposed methods, we conduct experiments on the test set of 3DPW. The VAE reconstruction error reported in Tab. 8 shows that our prior generalizes well from AMASS to the unseen 3DPW, which is important for the versatility. Then, we train a vanilla VAE with the global orientation normalization. As shown in Tab. 8, compared with MEVA [28] which reduces the complexity of data space by resorting to shorter-term motions, we achieve the better performance and it demonstrates the effectiveness of our global orientation normalization. Also, the proposed frequency guidance further improves the performance of vanilla VAE, and it proves that sequence-based and segment-based frequency guidance are effective. Compared with sequence-based frequency that indicates the category information mainly determined by the local poses, segment-based frequency focuses on both
orientation transition and local poses compression, leading to better tradeoff between MPJPE and PA-MPJPE.

To qualitatively show that we construct an expressive prior space for plausible motions, we randomly sample the latent variable $z_{mot} \in \mathbb{R}^{256}$ from the normal distribution and generate the human motion. The top and bottom rows in Fig. 4 show two motions generated from sampled latent variables $z_{mot}^{\alpha}$ and $z_{mot}^{\beta}$. Also, we average these two variables and get the interpolated motion in the middle row of Fig. 4. These reasonable results demonstrate our prior is plausible while tractably and continuously distributed.

### 5.3. Human Motion Reconstruction

**Dataset.** Following [22], in training phase, we use the InstaVariety [18] dataset to provide pseudo ground-truth 2D annotations. Also, we utilize 3DPW and Human3.6M [16] for SMPL parameters supervision, while employing MPI-INF-3DHP [32] for 3D joints supervision. For evaluation, we show results on the test set of 3DPW and Human3.6M. Specifically, on Human3.6M, we use [S1, S5, S6, S7, S8] as the training set and [S9, S11] as the test set.

**Experimental results.** As introduced in Sec. 4.1, we take the VIBE [22] as our backbone while keeping the same setting, e.g., the length of video $T = 16$. Tab. 2 shows the quantitative results compared with the state-of-the-art methods on 3DPW and Human3.6M. Compared with VIBE, our motion prior improves the smoothness and reduces the acceleration error from 27.0 mm/s$^2$ to 12.7 mm/s$^2$ on 3DPW and from 27.3 mm/s$^2$ to 13.9 mm/s$^2$ on Human3.6M. Also, because our motion prior naturally encodes the reasonable transition between poses and provides the context information, the reconstruction error (e.g., MPJPE, PA-MPJPE and MPVPE) is also improved. Fig. 5 illustrates the qualitative results in presence of occlusion. Compared with the adversarial prior in VIBE, which only offers a plausible prediction, our motion prior generates a predicted motion with higher probability and achieves better results. More qualitative results are provided in Sup. Mat.

Furthermore, following [28], we also show the performance without SMPL parameters of Human3.6M and the results are shown in Tab. 3. Compared with previous works which are carefully designed for reconstruction task and output the prediction in a frame-wise manner, the MPJPE and MPVPE are improved. Specifically, compared with MEVA [28] that constructs the motion prior with more complex latent space and shorter-term motion, the improvement also demonstrates the efficiency of our motion prior.

**Effectiveness of denoising scheme.** Furthermore, we also conduct experiments to prove the effectiveness of our proposed denoising training scheme. From Tab. 2 and 3, we can see that the performances are improved on both two settings, especially in MPJPE, which shows that the denoising scheme of rotation noise helps to learn a better representa-

### Table 4. Results of motion prediction from video without Dynamic Time Warping. We report the PA-MPJPE for the 1th, 5th, 10th, 20th, 30th frame in the future motion.

| Method   | PA-MPJPE ↓ |
|----------|------------|
|          | 1th | 5th | 10th | 20th | 30th |
| Zhang et al. [52] | 57.7 | 61.2 | 64.4 | 67.1 | 81.1 |
| Ours     | **51.9** | **61.1** | **63.3** | **63.9** | **80.2** |

### Table 5. Evaluation on BABEL dataset. “Ours” means that we only train the MLP and freeze the pre-trained encoder. “Ours†” denotes that we train the whole framework from scratch.

| Loss     | Method     | BABEL-60  | BABEL-120 |
|----------|------------|-----------|-----------|
|          | Top1       | Top1-norm | Top1       | Top1-norm |
| CE       | 2s-AGCN [35] | 44.9 | 17.2 | 43.6 | 11.3 |
|          | Ours†      | 38.6 | 22.4 | 36.0 | 17.4 |
|          | Ours       | 40.3 | **23.6** | 37.8 | **18.2** |
| Focal    | 2s-AGCN [35] | 37.6 | 25.7 | **31.7** | 19.2 |
|          | Ours†      | 32.7 | 26.2 | 30.4 | 22.3 |
|          | Ours       | **38.1** | **27.2** | 31.5 | **25.5** |

### 5.4. Motion Prediction

**Dataset.** Following [52], we train our network on the combination of InstaVariety, PennAction [53] and Human3.6M. Specifically, the Human3.6M is split into train/val/test set as [S1, S6, S7, S8]/[S5]/[S9, S11].

**Experimental results.** In Sec. 4.2, we introduce that PHD [52] is taken as our backbone and we also use the past $T = 15$ frames as input and train the network to predict future 25 frames. Then, we discard the Dynamic Time Warping in [52] and compare with them under the same setting. As shown in Tab. 4, the performance of first 20 frames are improved with our prior. Following [52], we also report result of the 30th frame, which is not supervised in the training phase and directly taken from the motion generated by $z_{mot}$, and we can see that our motion prior still improve the result, because it naturally encodes a sequence of plausible motion starting from the given frames.

### 5.5. Action Recognition

**Dataset.** As introduced in Sec. 2, BABEL [35] provides more diversity and long-tailed distribution of samples, that is more close to real-world applications. Therefore, we conduct experiments on BABEL dataset and follow the official split in [35] to use the long-tailed BABEL-60 and BABEL-120, containing 60 and 120 action categories, respectively.

**Experimental results.** In Tab. 5, we report two metrics: Top1 and Top1-norm accuracy (the mean Top1 across categories). Compared with Top1, Top1-norm better reveals the performance of tackling the long-tailed distribution prob-
Figure 5. Qualitative comparison between VIBE (top) and our method (bottom) on the in-the-wild 3DPW.

| Method          | 60 Frames ↓ | 120 Frames ↓ |
|-----------------|-------------|--------------|
| Interpolation   | 10.45 (± 15.5) | 17.04 (± 24.4) |
| Holden et al. [13] | 15.28 (± 19.1) | 18.26 (± 24.5) |
| Kaufmann et al. [20] | 4.96 (± 8.5)  | 12.00 (± 19.5) |
| Ours            | 2.01 (± 2.15) | 2.51 (± 2.52) |

Table 6. Results of motion infilling tasks. 3D joint errors are reported by the mean and standard deviation in cm computed over all joints and frames on the validation set.

lem. In addition, following [35], we use both cross-entropy and focal loss in the training phase. On BABEL-60 and BABEL-120, our method achieves better performance in Top1-norm compared with the baseline, which is end-to-end trained on the dataset. It demonstrates the effectiveness and generalization ability of learnt representation. Also, we retrain the skeleton encoder together with MLP in Sec. 5.5 from scratch in an end-to-end way. As shown in Tab. 5, the result is worse, and it is because, decoupling representation learning may help to retain more distinguishable information and lead to more generalizable representation [19].

5.6. Motion Infilling

To show that our prior encodes the transition between poses, we exploit the motion filling task, which aims to fill in missing frames in a human motion. Instead of designing a network, we utilize our pre-trained decoder with fixed weights and perform the motion infilling in an optimizing manner. We refer the reader to Sup. Mat. for more details.

**Dataset.** We use the dataset released by [13], where each pose is represented as 22 joints. Following [20], we evaluate the performance on the validation set, and T frames are randomly selected as the missing frames in each motion.

**Experimental results.** Because the data is represented in skeleton, we regress the 22 joints from predicted SMPL model so as to optimize the z_mot. Tab. 6 shows the results in two settings: i) T = 60 and ii) T = 120. We outperform previous methods trained on this dataset, which shows the generalization ability of our motion prior and proves that it naturally represents the inherent transition between poses. Also, Fig. 10 illustrates the qualitative results and the comparison between ground truth is in Sup. Mat.

6. Conclusion

In this paper, we summarize the indispensable properties of a motion prior and propose a versatile motion prior which models the inherent probability distribution of motions. To keep the learnt representation space efficient, we introduce a global orientation normalization and a two-level frequency guidance. Then, we adopt a denoising training scheme to provide the consistent and distinguishable representation for each motion. Finally, we embed our proposed motion prior into different prevailing backbones and conduct extensive experiments on different tasks. The results show that the motion prior can improve the baseline and achieve the state-of-the-art performance, and it demonstrates the versatility and effectiveness of our prior.

**Acknowledgments.** This work is sponsored by the National Key Research and Development Program of China (2019YFC1521104), National Natural Science Foundation of China (61972157), Shanghai Municipal Science and Technology Major Project (2021SHZDZX0102), Shanghai Science and Technology Commission (21511101200), Art major project of National Social Science Fund (18ZD22), National Natural Science Foundation of China under Grant (62176092), Shanghai Science and Technology Commission (21511100700) and SenseTime Collaborative Research Grant.
References

[1] Emre Aksan, Manuel Kaufmann, and Otmar Hilliges. Structured prediction helps 3d human motion modelling. In Proceedings of the IEEE/CVF International Conference on Computer Vision, pages 7144–7153, 2019.

[2] Sadegh Aliakbarian, Fatemeh Sadat Saleh, Mathieu Salzmann, Lars Petersson, and Stephen Gould. A stochastic conditioning scheme for diverse human motion prediction. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 5223–5232, 2020.

[3] Yoshua Bengio, Aaron Courville, and Pascal Vincent. Representation learning: A review and new perspectives. IEEE transactions on pattern analysis and machine intelligence, 35(8):1798–1828, 2013.

[4] Federica Bogo, Angjoo Kanazawa, Christoph Lassner, Peter Gehler, Javier Romero, and Michael J Black. Keep it smpl: Automatic estimation of 3d human pose and shape from a single image. In European conference on computer vision, pages 561–578. Springer, 2016.

[5] Yujun Cai, Lin Huang, Yiwei Wang, Tat-Jen Cham, Jianfei Cai, Junsong Yuan, Jun Liu, Xu Yang, Yiheng Zhu, Xiaohui Shen, et al. Learning progressive joint propagation for human motion prediction. In European Conference on Computer Vision, pages 226–242. Springer, 2020.

[6] Yu-Wei Chao, Jimei Yang, Brian Price, Scott Cohen, and Jia Deng. Forecasting human dynamics from static images. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 548–556, 2017.

[7] Ke Cheng, Yifan Zhang, Congqi Cao, Lei Shi, Jian Cheng, and Hanqing Lu. Decoupling gcn with droppath module for skeleton-based action recognition. In Proceedings of the European Conference on Computer Vision (ECCV), 2020.

[8] Ke Cheng, Yifan Zhang, Xiangyu He, Weihan Chen, Jian Cheng, and Hanqing Lu. Skeleton-based action recognition with shift graph convolutional network. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 183–192, 2020.

[9] Hongsuk Choi, Gyeongsik Moon, Ju Yong Chang, and Kyounghoon Mu Lee. Beyond static features for temporally consistent 3d human pose and shape from a video. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 1964–1973, 2021.

[10] Hongsuk Choi, Gyeongsik Moon, and Kyounghoon Mu Lee. Pose2mesh: Graph convolutional network for 3d human pose and mesh recovery from a 2d human pose. In European Conference on Computer Vision, pages 769–787. Springer, 2020.

[11] Chris Cremer, Xuechen Li, and David Duvenaud. Inference suboptimality in variational autoencoders. In International Conference on Machine Learning (ICML), pages 1078–1086. PMLR, 2018.

[12] Qiongjie Cui, Huaijiang Sun, and Fei Yang. Learning dynamic relationships for 3d human motion prediction. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 6519–6527, 2020.

[13] Daniel Holden, Jun Saito, and Taku Komura. A deep learning framework for character motion synthesis and editing. ACM Transactions on Graphics (TOG), 35(4):1–11, 2016.

[14] Guyue Hu, Bo Cui, and Shan Yu. Skeleton-based action recognition with synchronous local and non-local spatio-temporal learning and frequency attention. In 2019 IEEE International Conference on Multimedia and Expo (ICME), pages 1216–1221. IEEE, 2019.

[15] Daniel Im Im, Sungjin Ahn, Roland Memisevic, and Yoshua Bengio. Denoising criterion for variational auto-encoding framework. In Proceedings of the AAAI Conference on Artificial Intelligence, volume 31, 2017.

[16] Catalin Ionescu, Dragos Papava, Vlad Olaru, and Cristian Sminchisescu. Human3. 6m: Large scale datasets and predictive methods for 3d human sensing in natural environments. IEEE transactions on pattern analysis and machine intelligence, 36(7):1325–1339, 2013.

[17] Angjoo Kanazawa, Michael J Black, David W Jacobs, and Jitendra Malik. End-to-end recovery of human shape and pose. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), pages 7122–7131, 2018.

[18] Angjoo Kanazawa, Jason Y Zhang, Panna Felsen, and Jitendra Malik. Learning 3d human dynamics from video. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 5614–5623, 2019.

[19] Bingyi Kang, Saining Xie, Marcus Rohrbach, Zhicheng Yan, Albert Gordo, Jiashi Feng, and Yannis Kalantidis. Decoupling representation and classifier for long-tailed recognition. In International Conference on Learning Representations, 2019.

[20] Manuel Kaufmann, Emre Aksan, Jie Song, Fabrizio Pecc, Remo Ziegler, and Otmar Hilliges. Convolutional autoencoders for human motion infilling. In 8th international conference on 3D Vision (3DV 2020), page 263, 2020.

[21] Diederik P Kingma and Max Welling. Auto-encoding variational bayes. In Proceedings of the International Conference on Learning Representations (ICLR), 2014.

[22] Muhammed Kocabas, Nikos Athanasiou, and Michael J Black. Vibe: Video inference for human body pose and shape estimation. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), pages 5253–5263, 2020.

[23] Nikos Kolotouros, Georgios Pavlakos, Michael J Black, and Kostas Daniilidis. Learning to reconstruct 3d human pose and shape via model-fitting in the loop. In Proceedings of the IEEE/CVF International Conference on Computer Vision, pages 2252–2261, 2019.

[24] Chen Li, Zhen Zhang, Wee Sun Lee, and Gim Hee Lee. Convolutional sequence to sequence model for human dynamics. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), pages 5226–5234, 2018.

[25] Hung Yu Ling, Fabio Zinno, George Cheng, and Michiel Van De Panne. Character controllers using motion vaes. ACM Transactions on Graphics (TOG), 39(4):40–1, 2020.

[26] Ziyu Liu, Hongwen Zhang, Zhenghao Chen, Zhiyong Wang, and Wanli Ouyang. Disentangling and unifying graph convolutions for skeleton-based action recognition. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 143–152, 2020.
Abhinanda R. Punnakkal, Arjun Chandrasekaran, Nikos Georgios Pavlakos, Vasileios Choutas, Nima Ghorbani, Gyeongsik Moon and Kyoung Mu Lee. I2l-meshnet: Image-difference on Computer Vision (ECCV), 2020.

Naureen Mahmood, Nima Ghorbani, Nikolaus F Troje, Gerard Pons-Moll, and Michael J Black. Amass: Archive of motion capture as surface shapes. In Proceedings of the IEEE/CVF International Conference on Computer Vision, pages 5442–5451, 2019.

Wei Mao, Miaomiao Liu, and Mathieu Salzmann. History repeats itself: Human motion prediction via motion attention. In European Conference on Computer Vision, pages 474–489. Springer, 2020.

Wei Mao, Miaomiao Liu, Mathieu Salzmann, and Hongdong Li. Learning trajectory dependencies for human motion prediction. In Proceedings of the IEEE/CVF International Conference on Computer Vision, pages 9489–9497, 2019.

Dushyant Mehta, Helge Rhodin, Dan Casas, Pascal Fua, Oleksandr Sotnychenko, Weipeng Xu, and Christian Theobalt. Monocular 3d human pose estimation in the wild using improved cnn supervision. In 2017 international conference on 3d vision (3DV), pages 506–516. IEEE, 2017.

Gyeongsik Moon and Kyoung Mu Lee. I2l-meshnet: Image-to-voxel prediction network for accurate 3d human pose and mesh estimation from a single rgb image. In European Conference on Computer Vision (ECCV), 2020.

Georgios Pavlakos, Vasilieos Choutas, Nima Ghorbani, Timo Bolkart, Ahmed AA Osman, Dimitrios Tzionas, and Michael J Black. Expressive body capture: 3d hands, face, and body from a single image. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), pages 10975–10985, 2019.

Abhinanda R. Punnakkal, Arjun Chandrasekaran, Nikos Athenasiou, Alejandra Quiros-Ramírez, and Michael J Black. BABEL: Bodies, action and behavior with english labels. In Proceedings IEEE/CVF Conf. on Computer Vision and Pattern Recognition (CVPR), pages 722–731, June 2021.

Davis Rempe, Leonidas J Guibas, Aaron Hertzmann, Bryan Russell, Ruben Villegas, and Jimei Yang. Contact and human dynamics from monocular video. In European Conference on Computer Vision, pages 71–87. Springer, 2020.

Amir Shahroudy, Jun Liu, Tian-Tsong Ng, and Gang Wang. Ntu rgb-d: A large scale dataset for 3d human activity analysis. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 1010–1019, 2016.

Lei Shi, Yifan Zhang, Jian Cheng, and Hanqing Lu. Two-stream adaptive graph convolutional networks for skeleton-based action recognition. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 12026–12035, 2019.

Soshi Shimada, Vladislav Golyanik, Weipeng Xu, Patrick Pérez, and Christian Theobalt. Neural monocular 3d human motion capture with physical awareness. ACM Transactions on Graphics, 40(4), aug 2021.

Soshi Shimada, Vladislav Golyanik, Weipeng Xu, and Christian Theobalt. Physcap: Physically plausible monocular 3d motion capture in real time. ACM Transactions on Graphics (TOG), 39(6):1–16, 2020.

Jie Song, Xu Chen, and Otmar Hilliges. Human body model fitting by learned gradient descent. In European Conference on Computer Vision (ECCV), 2020.

Yu Sun, Yun Ye, Wu Liu, Wenpeng Gao, Yili Fu, and Tao Mei. Human mesh recovery from monocular images via a skeleton-disentangled representation. In Proceedings of the IEEE/CVF International Conference on Computer Vision, pages 5349–5358, 2019.

Raquel Urtasun, David J Fleet, and Pascal Fua. 3d people tracking with gaussian process dynamical models. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), volume 1, pages 238–245. IEEE, 2006.

Arash Vahdat and Jan Kautz. NVAE: A deep hierarchical variational autoencoder. In Neural Information Processing Systems (NeurIPS), 2020.

Timo von Marcard, Roberto Henschel, Michael J Black, Bodo Rosenhahn, and Gerard Pons-Moll. Recovering accurate 3d human pose in the wild using imus and a moving camera. In Proceedings of the European Conference on Computer Vision (ECCV), pages 601–617, 2018.

Mingqing Xiao, Shuxin Zheng, Chang Liu, Yao long Wang, Di He, Guolin Ke, Jian Bian, Zhouchen Lin, and Tie-Yan Liu. Invertible image rescaling. In European Conference on Computer Vision, pages 126–144. Springer, 2020.

Xinchen Yan, Akash Rastogi, Ruben Villegas, Kalyan Sunkavalli, Eli Shechtman, Sunil Hadap, Ersin Yumer, and Honglak Lee. Mt-vae: Learning motion transformations to generate multimodal human dynamics. In Proceedings of the European Conference on Computer Vision (ECCV), pages 265–281, 2018.

Ye Yuan and Kris Kitani. Ego-pose estimation and forecasting as real-time pd control. In Proceedings of the IEEE/CVF International Conference on Computer Vision, pages 10082–10092, 2019.

Ye Yuan and Kris Kitani. Dlow: Diversifying latent flows for diverse human motion prediction. In European Conference on Computer Vision, pages 346–364. Springer, 2020.

Ye Yuan, Shib-En Wei, Tomas Simon, Kris Kitani, and Jason Saragih. Simpose: Simulated character control for 3d human pose estimation. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 7159–7169, 2021.

Andrei Zanfir, Eduard Gabriel Bazavan, Hongyi Xu, William T Freeman, Rahul Sukthankar, and Cristian Sminchisescu. Weakly supervised 3d human pose and shape reconstruction with normalizing flows. In European Conference on Computer Vision, pages 465–481. Springer, 2020.

Jason Y Zhang, Panna Felsen, Angjoo Kanazawa, and Jitendra Malik. Predicting 3d human dynamics from video. In Proceedings of the IEEE/CVF International Conference on Computer Vision (CVPR), pages 7114–7123, 2019.
Weiyu Zhang, Menglong Zhu, and Konstantinos G Derpanis. From actemes to action: A strongly-supervised representation for detailed action understanding. In Proceedings of the IEEE International Conference on Computer Vision, pages 2248–2255, 2013.

Yan Zhang, Michael J Black, and Siyu Tang. Perpetual motion: Generating unbounded human motion. arXiv preprint arXiv:2007.13886, 2020.

Yan Zhang, Michael J Black, and Siyu Tang. We are more than our joints: Predicting how 3d bodies move. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), pages 3372–3382, 2021.

Yi Zhou, Connelly Barnes, Jingwan Lu, Jimei Yang, and Hao Li. On the continuity of rotation representations in neural networks. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), pages 5745–5753, 2019.
Appendix

7. Data Preparation

Because AMASS [29] consists of diverse motion capture data with SMPL [27] parameters. Therefore, to provide a unified training and validation set, we first downsample the original sequence into 30 fps and divide each sequence into sub-sequence with $K = 128$ frames. The overlap between every two sub-sequences is 30 frames. Second, we randomly select 15% of the sub-sequence dataset as the validation set to evaluate the performance of our proposed motion prior, and ensure that there are no overlapping sub-sequences with the training set.

| Method    | Parameters (M) |
|-----------|----------------|
| VIBE [22] | 21.31          |
| MEVA [28] | 58.74          |
| TCMR [9]  | 81.91          |
| Ours      | 28.14          |

Table 7. The amount of network parameters compared with the state-of-the-art methods.

8. Model Complexity

Here, we compare the model complexity of our method and previous works in Tab. 7. As we can see, we achieve the better performance as well as maintain the low complexity of network.

9. Number of Representation Dimension

To show the impact of the number of representation dimension, we conduct the ablation study and results are shown in Tab. 8. As we can see, compared with the 256-dimensional space that we adopt in our motion prior, the 128-dimensional latent space has the inferior performance. Because the expressive ability is limited. Furthermore, the 512-dimensional representation space does not significantly improve the performance. Because it is hard for the high-dimensional latent space to balance between maintaining favorable performance and following the normal distribution regularization. Therefore, we choose to construct our motion prior with the 256-dimensional latent space which provides both satisfied performance and compact representation space.

10. Implementation in Motion Infilling

In the motion infilling task, a 3D human motion sequence $X'$ with missing frames is given. Using our pretrained decoder with fixed weights, we aim to complete the missing frames by directly optimizing a zero-initialized latent variable $z_{mot}$ to generate the human motion. Then, we use the available frames in $X$ to supervise the corresponding frames in the output motion and optimize for 30 iterations with learning rate $0.2$.

11. Qualitative Results

Fig. 7 visualizes the motion randomly sampled from our motion prior. Then, in Fig. 8, we compare the visualization results with VIBE [22] on 3DPW [45] dataset, so as to show that embedding our motion prior to VIBE can improve the performance. We suggest that you can zoom in for more details. Additionally, we upload some video demo here. For fair comparison, we use the same roughly estimated camera for 2D rendering of both VIBE and our results. In Fig. 9, we visualize the predicted future motion results given $T = 15$ past frames on the Human3.6M dataset [16]. Fig. 10 illustrates the comparison between ground truth and predicted results of motion infilling. Note that, even given the known frames as the supervision, the predicted poses in the known frames may still different from the ground truth.
Figure 8. Qualitative comparison between VIBE and our method on the in-the-wild 3DPW.

Figure 9. Visualization of motion prediction results on the Human3.6M dataset. Results are shown at every 5 frames.
Figure 10. Illustration of motion infilling. We visualized six consecutive poses, with an interval of ten frames. Poses in gray mean the known frame and green ones denote the generated pose.