A Pragmatic Approach to the Design of Advanced Precision Terrain-Aided Navigation for UAVs and Its Verification
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Abstract: Autonomous unmanned aerial vehicles (UAVs) require highly reliable navigation information. Generally, navigation systems with the inertial navigation system (INS) and global navigation satellite system (GNSS) have been widely used. However, the GNSS is vulnerable to jamming and spoofing. The terrain referenced navigation (TRN) technique can be used to solve this problem. In this study, to obtain reliable navigation information even if a GNSS is not available or the degree of terrain roughness is not determined, we propose a federated filter based INS/GNSS/TRN integrated navigation system. We also introduce a TRN system that combines batch processing and an auxiliary particle filter to ensure stable flight of UAVs even in a long-term GNSS-denied environment. As an altimeter sensor for the TRN system, an interferometric radar altimeter (IRA) is used to obtain reliable navigation accuracy in high altitude flight. In addition, a parallel computing technique with general purpose computing on graphics processing units (GPGPU) is applied to process a high resolution terrain database and a nonlinear filter in real-time on board. Finally, the performance of the proposed system is verified through software-in-the-loop (SIL) tests and captive flight tests in a GNSS unavailable environment.
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1. Introduction

Recently, much research has been conducted on surveillance and reconnaissance technologies for autonomous unmanned aerial vehicles (UAVs). These UAVs require navigation information with utmost reliability and survivability. Traditionally, a navigation algorithm integrated with an inertial navigation system (INS) and a global navigation satellite system (GNSS) has been widely used [1,2]. The conventional INS has the advantage of providing continuous navigation information without external assistance. However, there is a disadvantage in that the navigation error increases due to sensor errors accumulated over time. In contrast, the GNSS cannot operate independently as it provides information with outside help and is vulnerable to hostile jamming and spoofing. To overcome such weaknesses, the vision-based navigation technique is commonly used for UAVs [3–5], but a problem with the camera adapting to the changing conditions of a real flight is not completely solved yet, so vision-based navigation is mainly used in drone systems that fly at low altitude for a relatively short time [6] and autonomous driving vehicles [7]. As another technique that can resolve the problems of GNSS, the terrain referenced navigation (TRN) can be used.
TRN is a navigation technology that estimates the aircraft’s precise position by comparing the altitude measured by an altimeter with the loaded digital elevation model (DEM) [8,9]. Existing TRN techniques use a radio altimeter to measure the distance between the ground level and the aircraft [10]. If a radio altimeter (RA) is used at a low altitude, a precise altitude measurement can be obtained because the radio wave reflection area is narrow, but if the altitude is higher than 800 m, the radio wave reflection area is wide, which increases the uncertainty of the reflected location of the wave and errors in the measured altitude increase. This makes the RA unsuitable for UAVs with reconnaissance missions at high altitudes. To overcome such deficiencies, Honeywell developed a TRN technique called precision terrain-aided navigation (PTAN) that is employed an interferometric radar altimeter (IRA) and was designed for the purpose of applying to the Tomahawk cruise missiles [11,12]. The IRA outputs the range and cross-track angle from aircraft to the nearest point on the zero Doppler line using two or more antennas [11]. As the output of the IRA can be converted to three-dimensional relative distances on an east-north-up (ENU) coordinate system, TRN based on an IRA can be used at high altitudes. We present a domestically developed IRA that can operate up to an altitude of 10 km.

On the other hand, to ensure the survivability and high reliability of UAVs, a TRN system should be able to obtain its current position even when a GNSS is unavailable for a long time and still guarantees a precise navigation performance similar to that of the INS/GNSS integrated navigation system. To ensure the survivability of UAVs when a GNSS is unavailable for a long time, a batch processing was used for the acquisition mode. The acquisition mode is a TRN technique that roughly estimates the current position when it has a large initial position error. To guarantee high reliability, a particle filter (PF) was used for the tracking mode and a high resolution DEM. The tracking mode is a TRN technique that precisely estimates the current position. To estimate precise location information from irregularly changing terrains, nonlinear estimation problems must be solved in real-time. As the extended Kalman filter (EKF)-based TRN may diverge due to local linearization [13], the PF was selected for the tracking mode. In addition, a parallel computing technology using general purpose computing on graphics processing units (GPGPU) was applied to implement the TRN algorithm based on PF and process the high-resolution DEM in real-time on board.

As mentioned above, unlike the GNSS, TRN is not affected by external interference, but its performance can be degraded in flat and repetitive terrain [14]. In order to mitigate individual deficiencies of TRN and GNSS and to ensure the high stability of UAVs, INS/GNSS/TRN integrated navigation is constantly being studied [15–18]. In [15,16], the INS/GNSS/TRN integrated navigation based on centralized filter was presented. However, it is very difficult to determine the logic of switching aiding sources or the conditions of determining priorities in a real flight environment. We designed a INS/GNSS/TRN-based on a federated filter that does not need to consider these problems. The federated filter is widely used in information fusion navigation systems because of its high computing efficiency [19]. All navigation sources are processed by local filters before they are merged into a master filter. The master filter of the INS/GNSS/TRN integrated navigation system uses the estimates and covariances of two local filters—INS/GNSS- and INS/TRN-aided filters. The local filters are designed with an EKF, which is a feedforward type of filter and is composed of the 18th state variables, and the INS/GNSS-aided navigation includes the barometer error compensation method.

Finally, before the proposed advanced precision terrain aided navigation system (AP-TAN) is applied to UAVs, it is necessary to complete a performance verification step on a real aircraft platform. Therefore, in this study, the captive flight tests were performed under various conditions to verify the proposed system. As it is expensive to carry out a captive flight test, various simulations and software-in-the-loop (SIL) experiments using the IRA, GNSS, Barometer simulators were performed in advance with the flight tests.

In Section 2, we introduce the design of the INS/GNSS/TRN integrated navigation algorithm based on the federated filter. First, we introduce the overall design of the proposed AP-TAN. Next, the master filter of the integrated navigation is described. In Section 3, we propose the design of a hybrid TRN based on the combination of batch processing and a PF using an IRA and a high-resolution DEM.
First, the three-dimensional relative distance from the aircraft to a nearest point was derived from an IRA measurement. Next, the TRN algorithm based on batch processing for the acquisition mode and a PF for the tracking mode is explained. In Section 4, the simulation results are shown in various terrain conditions with the SIL experiments. Finally, we describe the captive flight tests that were conducted to analyze the navigation performance of the proposed system.

2. Design of the Proposed AP-TAN System

2.1. Overall Design of the AP-TAN System

As shown in Figure 1, the proposed AP-TAN consists of the following.

- A inertial measurement unit (IMU) consists of three ring laser gyros (RLGs) and three silicon pendulum accelerometers to measure the motion of the vehicle without external helps.
- A parallel process unit (PPU) processes the outputs of a IMU and auxiliary sensors. It also performs navigation algorithms including pure navigation, INS/GNSS-aided navigation, TRN, INS/TRN-aided navigation, and INS/GNSS/TRN integrated navigation.
- A GNSS receiver provides the navigation information of the vehicle using GNSS outputs.
- A barometer provide the altitude information of the vehicle by measuring the air pressure from the average sea level.
- A IRA provides 3D terrain elevation information for the nearest point.
- A control and display unit (CDU) gives control commands to the PPU and monitors the navigation results in real time.
- A signal and power distributor (SPD) delivers the commands from the CDU and the outputs of the auxiliary sensors to the PPU. It also delivers the navigation results from the PPU to the CDU. In addition, it provides adequate power for the entire system components.

![Figure 1. Overview of an advanced precision terrain aided navigation system (AP-TAN).](image)

In this study, we mainly deal with the software of the proposed AP-TAN. However, as pure navigation and GNSS navigation are already widely known, they are omitted. In this section, we introduce the INS/GNSS/TRN integrated navigation system.

2.2. Design of an INS/GNSS/TRN Integrated Navigation System

To achieve integrated navigation, an appropriate design of an information fusion filter is necessary, it can be divided into centralized and federated filters according to the method of processing measurements. The centralized filter is a method of selectively using the measurements of sensors in one filter, while the federated filter is composed of local filters using the measurements of each sensor and fuses the weighted estimates of local filters using their covariances \[20,21\]. With a centralized filter, an optimal solution can be found, but if a sensor fails, the performance degrades. Moreover, implementing the logic to properly select measurements in one filter is not
easy. In addition, proper fusion of information from auxiliary sensors in one filter requires much experience. On the other hand, with a federated filter, only estimates and covariances are used, which reduces the number of variables passed to the master filter and reduces the burden of designing selective decision logic of measurements. Therefore, in this section, we describe our design of a federated filter-based INS/GNSS/TRN integrated navigation using INS/GNSS-aided navigation and INS/TRN-aided navigation filters as local filters. The local filters are designed with an EKF, which is an indirect feedforward type and composed of the 18th state variables. Along with two local filters, the INS/GNSS-aided navigation includes the barometer error compensation method.

2.2.1. Design of the Master Filter Based on the Federated Filter

The federated filter consists of local filters and a master filter, and has a structure that obtains the master filter estimate by fusing the estimates of the local filters. This structure allows local filters to be designed independently to prevent cross contamination between them and to reduce the amount of computation as there is no need to calculate their mutual covariance [20]. In this system, we designed a federated filter-based integrated navigation system in the fault-tolerant (FT) mode that does not guarantee an optimal solution but is robust against sensor failure. Figure 2 shows a block diagram of the federated filter-based INS/GNSS/TRN integrated navigation with INS/GNSS-aided navigation and INS/TRN-aided navigation as local filters.

The pure navigation in Figure 2 is a navigation algorithm that calculates the position, velocity, and attitude using the outputs of the gyro and accelerometer. The position output of pure navigation is used in the time propagation of the TRN filter. In addition, the position, velocity, and attitude information of pure navigation is used to update the system matrix of the local filters. However, as the altitude error estimated by pure navigation increases exponentially with time, it is replaced by the output of the vertical damping loop with the barometer to obtain a stable vertical navigation performance. As shown in Figure 2, the local and master filters are updated at 10 Hz periods. In INS/GNSS-aided navigation, GNSS measurements are updated every 1 Hz, so the filter is designed to perform only the time propagation in the intervals between measurement updates. The longitude, latitude, and altitude estimates of GNSS, $\lambda_g$, $\phi_g$, and $h_g$, are used as measurements for the INS/GNSS-aided navigation, and the diagonal elements of the measurement noise covariance matrix are set at fixed values. In this system, the IRA and barometer were used to obtain altimeter measurements to compare with the DEM altitude. As shown in Figure 2, the IRA measurement...
is updated at 45.25 Hz cycles, so it is synchronized by latching pure navigation results. When the measurement is not updated within the TRN filter period of 50 Hz, it is designed to perform only time propagation. As mentioned in the previous section, the TRN of this system used batch processing as an acquisition mode for estimating the approximate position when the initial position error was large, and an auxiliary particle filter (APF) as a tracking mode for estimating the precise position. INS/TRN aided navigation is designed to be performed only in the APF-based tracking mode. The INS/TRN-aided navigation uses the longitude, latitude, and altitude estimates of TRN $\lambda_i$, $\phi_i$, and $h_i$ and their covariance matrix $P_i$ as the measurement and the measurement noise covariance matrix, respectively.

The INS/GNSS/TRN integrated navigation algorithm using INS/GNSS-aided navigation and INS/TRN aided navigation as local filters is as follows. The INS/GNSS/TRN integrated navigation algorithm using INS/GNSS-aided navigation and INS/TRN-aided navigation uses the longitude, latitude, and altitude estimates of TRN $\lambda_i$, $\phi_i$, and $h_i$ and their covariance matrix $P_i$ as the measurement and the measurement noise covariance matrix, respectively.

The INS/GNSS/TRN integrated navigation algorithm using INS/GNSS-aided navigation and INS/TRN aided navigation as local filters is as follows.

**Case 1.** The state variables and covariances when GNSS is not available.

$$P_{IGT}(k) = P_{TRN}(k), \quad X_{IGT}(k) = X_{TRN}(k)$$  \hfill (1)

**Case 2.** The state variables and covariances when TRN is not available.

$$P_{IGT}(k) = P_{GNSS}(k), \quad X_{IGT}(k) = X_{GNSS}(k)$$  \hfill (2)

**Case 3.** The state variables and covariances when both GNSS and TRN are available.

$$P_{IGT}(k) = \left[ \left( P_{GNSS}(k) \right)^{-1} + \left( P_{TRN}(k) \right)^{-1} \right]^{-1}$$

$$X_{IGT}(k) = P_{IGT}(k) \left[ P_{GNSS}(k)^{-1} X_{GNSS}(k) + P_{TRN}(k)^{-1} X_{TRN}(k) \right]$$  \hfill (3)

**Case 4.** The state variables and covariance when both GNSS and TRN are not available.

$$X_{IGT}(k) = (I + A_{IGT}\Delta t) X_{IGT}(k - 1) = \Phi_{IGT} X_{IGT}(k - 1)$$  \hfill (5)

$$P_{IGT}(k) = \Phi_{IGT}P_{IGT}(k - 1)\Phi_{IGT}^T + Q_{IGT}$$  \hfill (6)

Here, $X_{IGT}(k)$ and $P_{IGT}(k)$ are the estimated state variable vector and the estimated covariance matrix of the master filter, respectively. The estimated state variable vectors and estimated covariance matrices of the INS/GNSS and INS/TRN local filters are represented as $X_{GNSS}(k)$, $P_{GNSS}(k)$, $X_{TRN}(k)$, and $P_{TRN}(k)$, respectively, and $Q_{IGT}$ and $R_{IGT}$ represent the process noise covariance and measurement noise covariance of the master filter, respectively. $A_{IGT}$ and $\Delta t$ are the system matrix and filter update period, respectively. The first-order Taylor expansion of the system matrix, $A_{IGT}$, is computed for the discrete system matrix, $\Phi_{IGT}$. The master filter and local filters use the 18th state variables composed of the errors of latitude, longitude, altitude, velocity and attitude, accelerometer bias, gyro bias, barometer error compensation acceleration, barometer bias, and barometer scale factor. If both TRN and GNSS are not available, as in Case 4, the master filter only performs time propagation in Equations (5) and (6). If there is any available local filter, the master filter performs not only the time propagation but also the appropriate measurement update for each case. The unavailability of GNSS and TRN in Cases 1 and 2 means that the system itself is inoperable. Case 3 applies when GNSS or TRN is temporarily unavailable.

### 2.2.2. Design of the Local Filters Based on the EKF

As mentioned in the previous section, the local filters of this system are composed of 18th state variables as follows.

$$X_{GNSS or TRN} = \begin{bmatrix} \delta \lambda \delta \phi \delta h \delta v_z \delta v_n \delta v_u \delta \varphi_z \delta \varphi_n \delta \varphi_u \delta B_x^a \delta B_y^a \delta B_z^a \delta B_x^w \delta B_y^w \delta B_z^w \delta \alpha \delta h_b \delta h_{sf} \end{bmatrix}^T$$  \hfill (7)
Here, $[\delta \lambda, \delta \phi, \delta h]$ is the error vector of longitude, latitude, and altitude, and $[\delta v_e, \delta v_n, \delta v_u]$ is the velocity error vector in the ENU coordinate system. $[\delta \varphi_r, \delta \varphi_n, \delta \varphi_a]$ is the error vector of roll, pitch, and yaw; $[\delta B_x^b, \delta B_y^b, \delta B_z^b]$ and $[\delta B_w^b, \delta B_y^b, \delta B_z^b]$ are the accelerometer bias error and the gyro bias error vector in the body frame, respectively; and $\delta v_m, \delta h_b$, and $\delta h_{sf}$ denote the barometer error compensation acceleration, barometer bias, and barometer scale factor, respectively. The state variable configuration is identical to the two local filters and the master filter, but the barometer bias and scale factor error compensation is designed to be performed only in the local filter corresponding to the INS/GNSS-aided navigation. As mentioned in the previous section, APF-based TRN was designed to compensate for the vertical bias error in the IRA and barometer when the likelihood function is calculated. Therefore, if the barometer error is additionally compensated for the INS/TRN-aided navigation, the vertical bias error estimation of the APF, the filter used in the TRN tracking mode, may not normally be performed. Considering this point, our system is designed not to perform barometer error compensation in INS/TRN aided navigation.

First, we describe the barometer error estimation and compensation technique as well as the overall 18th local filter design. Barometer errors include bias errors modeled in the first-order Markov process, scale factor errors in the form of random constants, and white Gaussian noise. Applying the linear perturbation method to a system with a third-order vertical damping loop, the following vertical error model is derived [22].

$$\delta h = \delta v_u - K_1 \left( \delta h - \delta h_b - h \delta h_{sf} \right)$$  \hspace{1cm} (8)

$$\delta v_u = \delta A_z - K_2 \left( \delta h - \delta h_b - h \delta h_{sf} \right) - \delta a + 2 \omega_s^2 \delta h$$  \hspace{1cm} (9)

$$\delta a = K_3 \left( \delta h - \delta h_b - h \delta h_{sf} \right)$$  \hspace{1cm} (10)

$$\delta h_b = -\frac{1}{\tau} \delta h_b + \omega_B$$  \hspace{1cm} (11)

$$\delta h_{sf} = 0$$  \hspace{1cm} (12)

Here, $\omega_B$ is the white noise of the barometer. If the 2nd and 1st gains and the bias of the damping loop characteristic equation are $K_1, K_2, \text{ and } K_3$, respectively, it can be calculated as follows,

$$K_1 = \frac{3}{\tau}, \quad K_2 = 2 \omega_s^2 + \frac{3}{\tau^2}, \quad K_3 = \frac{1}{\tau^3}$$  \hspace{1cm} (13)

Here, $\tau$ is the time constant of the system and $\omega_s$ is the Sculler frequency. The above barometer bias and scale factor error estimation and compensation are applied only to INS/GNSS-aided navigation. However, in the initialization step of INS/TRN-aided navigation, the barometer bias and scale factor error estimated by the INS/GNSS-aided navigation are taken once. Two local filters were designed with an indirect feedforward EKF using the system matrix $A(k)$ and the measurement matrix $H$ are described in [23].

Unlike INS/GNSS-aided navigation, we designed semi-tightly coupled structure when combining TRN and INS. Therefore, an aircraft movement input vector is required for the prior pdf for time propagation of APF-based TRN. In this study, we used the INS position increments and the integrated navigation velocity increments. The design of the filter has the excellent initial transient characteristic and overall performance, and is applied as shown in Figure 2.

3. Hybrid TRN Algorithm Based on an Interferometric Radar Altimeter

The three key parameters that determine the performance of TRN are a precision altimeter, an optimal TRN algorithm, and a high-resolution terrain database. In addition to developing a precision altimeter, it is also important to design an appropriate error compensation method and a measurement validity check logic for an altimeter. Next, to enhance the performance of TRN even when GNSS is unavailable for a long time, an optimal TRN algorithm should be designed. The TRN algorithm should
include the validity check logic of the terrain roughness and uniqueness to prevent performance degradation on flat or repetitive terrain. Finally, we need to build a high-resolution DEM and develop appropriate matching technology with altimeter measurements for precise TRN. Moreover, the TRN algorithm with the high-resolution DEM must be capable of real-time processing on board. Considering these requirements, we propose the hybrid TRN algorithm that uses batch processing for the acquisition mode and a PF for the tracking mode. We used an IRA as the altimeter and a multi-resolution terrain database with a combination of a 3 m DEM level 4 and a 10 m resolution DEM level 3. To guarantee the real-time implementation on board, we used a parallel computing technology based on GPGPU in the proposed TRN system.

3.1. Error Compensation Method of IRA Measurements

An IRA outputs not only the relative distance (slant range, \( R \)), but also the cross-track angle (look angle, \( \theta \)) from an aircraft to the nearest point on the zero Doppler line using the principle of interferometry [11]. The zero Doppler line is perpendicular to the velocity vector of the aircraft [11]. When the direction cosine matrix (DCM) required for converting IRA measurements to relative positions in the ENU coordinate system was calculated using Euler angles as shown in [24], there was performance degradation in a real flight environment [11]. This degradation is due to the angle of attack and the side slip angle caused by wind during flight. Therefore, in this study, to extract precision 3D position information, the effective look angle \( \xi \) should be calculated with the IRA look angle \( \theta \), and the virtual attitude calculated by the velocity of the aircraft, as shown in Figure 3 [25].

\[
\begin{align*}
\mathbf{x}_{IRA,k} &= \begin{bmatrix}
    p_{e,k} \\
    p_{n,k} \\
    p_{u,k}
\end{bmatrix} = \begin{bmatrix}
    \rho \cos \xi \sin \alpha \sin \beta + \rho \sin \xi \cos \beta \\
    \rho \cos \xi \sin \alpha \cos \beta - \rho \sin \xi \sin \beta \\
    -\rho \cos \xi \cos \alpha
\end{bmatrix} \\
\beta &= \begin{cases}
    \frac{\pi}{2} - \tan^{-1} \frac{V_n}{V_e}, & \frac{V_n}{V_e} > 1 \\
    \tan^{-1} \frac{V_n}{V_e}, & \frac{V_n}{V_e} \leq 1
\end{cases}
\end{align*}
\]
was determined as the position with the minimum MAD or MSD value in the reference matrix. Therefore, in this study, we designed the following conditions where the acquisition mode is converted to a tracking mode.

Remote Sens. 2020, 12, 1396 8 of 23

\[ \alpha = \tan^{-1} \frac{V_u}{\sqrt{V_x^2 + V_y^2}} \]  

\[ \xi = \sin^{-1} \frac{\sin \theta}{\sqrt{\alpha^2 \sin^2 (\psi - \beta) + \cos^2 (\psi - \beta)}} - \tan^{-1} \frac{-\alpha \sin (\psi - \beta)}{\cos (\psi - \beta)} \]  

Here, \( \psi \) is the yaw of the aircraft. A detailed derivation process is given in Section 2 in [25]. 

3.2. Acquisition Mode Based on Batch Processing

TRN based on batch processing calculates the navigation solution by comparing the terrain elevation profile collected during a certain correction period with the reference matrix [26]. Here, the reference matrix refers to a matrix with the terrain elevations extracted from the DEM around the current position of the aircraft as elements. When the correction period of TRN is reached, the matching reference elevation set can be acquired by comparing the measured terrain elevation profile with the DEM reference matrix. In that case, the mean absolute difference (MAD) and the mean square difference reference matrix (MSD) are defined as follows [11].

\[ \text{MAD}_{ij} = \frac{1}{N} \sum_{k=1}^{N} |(h_{\text{baro},k} - p_{u,k}) - h_{\text{DB}}(\lambda + i \Delta \lambda + p_{\text{lon},k}, \phi + j \Delta \phi + p_{\text{lat},k})| \]  

\[ \text{MSD}_{ij} = \frac{1}{N} \sum_{k=1}^{N} [(h_{\text{baro},k} - p_{u,k}) - h_{\text{DB}}(\lambda + i \Delta \lambda + p_{\text{lon},k}, \phi + j \Delta \phi + p_{\text{lat},k})]^2 \]  

Here, \( N \) is the number of samples in the measured terrain elevation profile. \( h_{\text{DB}} \) is the terrain elevation value of the DEM. \( \Delta \lambda \) and \( \Delta \phi \) are the longitude and latitude, respectively, estimated by INS. \( \Delta \lambda \) and \( \Delta \phi \) are the longitudinal and latitudinal cell size of the reference matrix, respectively. \( i \) and \( j \) are the column and row index for the reference matrix, respectively. \( p_{\text{lon},k} \) and \( p_{\text{lat},k} \) are the east and north direction relative positions to the nearest point, respectively. These are calculated using Equation (14) as follows.

\[ p_{\text{lon},k} = \frac{p_{e,k}}{R_{\text{ew}} \cos \phi'} \quad p_{\text{lat},k} = \frac{p_{n,k}}{R_{\text{ns}}} \]  

Here, \( R_{\text{ew}} \) and \( R_{\text{ns}} \) represent the radius of the curvature of the Earth ellipsoid in the east–west and north–south directions, respectively. As shown in [26], the TRN output based on batch processing was determined as the position with the minimum MAD or MSD value in the reference matrix. Therefore, in this study, we designed the following conditions where the acquisition mode is converted to a tracking mode.

\[ \sqrt{\text{MSD}_{\text{min}}} < \sigma_{\text{MSD}1}, \quad \sqrt{\text{MSD}_{\text{sec,min}}} - \sqrt{\text{MSD}_{\text{min}}} > \sigma_{\text{MSD}2} \]  

\[ |\text{MSD}_{\text{min}} - \text{MAD}_{\text{min}}| \leq \sigma_{\text{MSD}3} \]  

Here, \( \text{MSD}_{\text{min}} \) and \( \text{MSD}_{\text{sec,min}} \) represent the minimum and the second minimum values of the MSD, respectively. \( \text{MAD}_{\text{min}} \) represents the minimum value of the MAD. In this study, \( \sigma_{\text{MSD}1}, \sigma_{\text{MSD}2}, \) and \( \sigma_{\text{MSD}3} \) are the thresholds for the conditions, respectively. Moreover, we designed to update the correction period when a certain number of measurements are collected without fixing the period. In other words, the acquisition is completed quickly in rough and unique terrain and the acquisition is
performed for a long time in a flat and repetitive area. This batch processing has the disadvantage of having a long update period, but the calculation is relatively simple, which is suitable for the purpose of finding a coarse position in a wide search area. Therefore, in this study, we applied batch processing for the acquisition mode to estimate the current position roughly when the initial position error is large. The size of the reference matrix was set to 1001×1001 so that it can be searched for even when there is an initial position error of up to 2.5 km.

3.3. Tracking Mode Based on a Particle Filter

To estimate the precise position by TRN, nonlinear estimation problems have to be solved in real-time [14]. As the EKF locally linearizes the highly nonlinear characteristics of terrains, the EKF-based TRN algorithm can diverge or degrade performance. Recently, to solve this problem, PF-based TRN techniques have been actively studied [27–30]. Among the various PFs, the auxiliary particle filter (APF) was applied for the tracking mode of TRN in this study. The APF was first introduced by Pitt and Shephard in [28] to improve deficiencies in the general sequential importance resampling (SIR) algorithm. In this study, we used the APF, which is easy to implement and shows stable performance in IRA-based TRN. The APF-based TRN algorithm execution flowchart is shown in Figure 4.

![Figure 4. Execution flowchart of the auxiliary particle filter (APF)-based TRN algorithm.](image)

Assume the state vector of the APF is $x_{k|k} = [\delta x_e, \delta x_n, \delta x_u]^T$. It is a state vector composed of the position errors on the ENU coordinate at the time step $k$. First, the state vector and the weight of the particles must be initialized using the estimates by the batch processing. Next, the time propagation of the states and weights is calculated as follows.

$$x_{k|k-1}^{[i]} \approx q \left( x_{k-1|k-1}^{[i]} \right)$$

$$w_{k-1}^{[i]} \approx p \left( y_{k-1} | x_{k-1|k-1}^{[i]} \right) p \left( x_{k|k-1}^{[i]} | x_{k-1|k-1}^{[i]} \right) w_{k-1}^{[i]}$$

### Figure 4. Execution flowchart of the auxiliary particle filter (APF)-based TRN algorithm.
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\[ p \left( x^{i}_{k|k} | x^{i}_{k-1|k-1} \right) = p_{w_k} \left( x^{i}_{k|k} - x_{k-1|k-1} - u_k \right) \]  

(25)

Here, \( x^{i}_{k|k} \) and \( w^{i}_{k|k} \) are the state vector and the weight of the \( i \)-th particle in the prediction step, respectively. \( x^{i}_{k-1|k-1} \) and \( w^{i}_{k-1|k-1} \) are the values of the \( i \)-th particle in the previous update step. The current value of the state vector is determined by the previous value using a Markov process. \( y_{k-1} \) is the terrain height calculated by the difference between the measurements of the IRA and the barometer in the previous step. The transition pdf, \( p \left( x^{i}_{k|k} | x^{i}_{k-1|k-1} \right) \) is obtained via the Chapman–Kolmogorov equation [14]. \( \omega_k \) is the white system process noise that meets \( E(\omega_k) = 0 \) and \( E(\omega_k \omega_k^T) = Q_c \Delta t \). Here, \( Q_c \) is the system process noise covariance in the PF, which was set to \([0.04, 0.04, 0.04]^T\), and \( \Delta t \) is the execution period, which was set to 0.02 in this study. \( p_{w_k}(x^{i}_{k|k} - x_{k-1|k-1} - u_k) \) is a Gaussian pdf with a standard deviation of \( \omega_k \). \( u_k \) is an aircraft movement input vector between \( k-1 \) and \( k \) time step. By using transition density as the proposal distribution, \( q \left( x^{i}_{k|k} | x^{i}_{k-1|k-1}, y_{k-1} \right) = p \left( x^{i}_{k|k} | x^{i}_{k-1|k-1}, y_{k-1} \right) \), the sequential weight update Equation (24) is simplified as follows:

\[ w^{i}_{k|k} \approx p \left( y_k | x^{i}_{k|k} \right) w^{i}_{k-1|k-1} \]  

(26)

This is the general SIR algorithm used in the bootstrap particle filter and prevents us from optimizing the proposal density by ignoring the measurement at \( k \) time step. In this study, the APF was used for TRN in order to design the proposal distribution optimally. The APF introduces an auxiliary variable, \( a^{[i]} \), which represents the index of the \( i \)-th particle at \( k-1 \) time step. The auxiliary weight, \( q \left( a^{[i]} | y_k \right) \), is updated as follows:

\[ q \left( a^{[i]} | y_k \right) = p \left( y_k | a^{[i]}_{k-1} \right) w^{a^{[i]}_{k-1}}_{k-1} \]  

(27)

Here, \( a^{[i]}_{k-1} \) is an expected value conditioned on \( x^{a^{[i]}_{k-1}}_{k-1} \) in a noise free system model. If the measurement is available, the likelihood of the APF is as follows:

\[ p \left( y_k | a^{[i]}_{k-1} \right) = p_{v_k} \left( y_k - h_{DB} \left( \lambda^{a^{[i]}_{k-1}}_{k-1} + p_{lon,k} \phi^{a^{[i]}_{k-1}}_{k-1} + p_{lat,k} \right) - \delta x^{a^{[i]}_{k-1}}_{u,k|k-1} \right) \]  

(28)

Here, \( v_k \) is the measurement white noise, \( h_{DB} \left( \lambda^{a^{[i]}_{k-1}}_{k-1} + p_{lon,k} \phi^{a^{[i]}_{k-1}}_{k-1} + p_{lat,k} \right) \) denotes the terrain elevation from the DEM at the horizontal position of the nearest point, and \( \lambda^{a^{[i]}_{k-1}}_{k-1} \) and \( \phi^{a^{[i]}_{k-1}}_{k-1} \) are the estimated longitude and latitude of the \( a^{[i]} \)-th particle in the prediction step. When this algorithm is run for several steps, a degeneracy phenomenon occurs in which the weights of all particles except one particle are too small. Among the various resampling methods used to solve this degeneracy problem, we used the stratified sampling method [27]. Resampling can solve the degeneracy problem. However, the particles with large weights are replicated when the filter is updated, so a sampling impoverishment problem occurs where the diversity disappears over time. In this study, a roughening was added to the resampled particles. Using the likelihood, the weight of the \( a^{[i]} \)-th resampled particle is updated as follows:

\[ w^{a^{[i]}_{k}}_{k} \approx p \left( y_k | a^{a^{[i]}_{k-1}}_{k-1} \right) w^{a^{[i]}_{k-1}}_{k-1} \]  

(29)

The state variable estimate and covariance that has the minimum mean square error (MMSE) are as follows [27].

\[ x_{k|k} = [\delta x_e \quad \delta x_n \quad \delta x_u]^T \approx N \sum_{j=1}^{w^{a^{[i]}_{k}}_{k}} a^{a^{[i]}_{k}}_{k} x^{a^{[i]}_{k}}_{k-1} \]  

(30)
with the 8192 particles divided into 32 work groups consisting of 256 work items on the AMD E8860 we designed a three-dimensional APF with 8192 particles. Generally, the larger the number of particles, we propose a stochastic terrain roughness as another condition for measurement update. TRN is as follows.

\[
P_{k|k} \approx \sum_{j=1}^{N} u_{k|k} \left( x_{k|k}^{a[j]} - x_{k|k} \right) \left( x_{k|k}^{a[j]} - x_{k|k} \right)^T
\]

Here, \( N \) is the number of particles, which was set at 8192. The estimated position by APF-based TRN is as follows.

\[
x_k = \left[ \lambda + \frac{\delta x_e}{R_{ew} \cos \phi'}, \hat{\phi} + \frac{\delta x_n}{R_{ns}}, \hat{h} + \delta x_u \right]^T
\]

Here, \( \lambda, \phi, \) and \( h \) are the longitude, latitude, and height estimated by the INS, respectively.

As mentioned in the previous section, as the TRN performance degrades on flat or repetitive terrains, the validity check technique of measurements by terrain roughness and uniqueness is an important technique that determines the navigation performance. In areas with flat or repetitive terrain, the likelihood in Equation (28) does not have any useful information for the TRN performance. Moreover, although the roughening is applied after the resampling process to alleviate the impoverish problem, it can increase TRN error rapidly on flat or repetitive terrain. Therefore, in this paper, we propose a stochastic terrain roughness as another condition for measurement update.

\[
\sigma_{T,k} = \sqrt{\frac{\overline{h^2}_{k|k-1} - \overline{h}_{k|k-1}^2}{N}} > \sigma_1
\]

\[
\overline{h^2}_{k|k-1} = \sum_{i=1}^{N} w_i^{k|k-1} h_{DB}^2 \left( \lambda_{k|k-1} + p_{lon,k}, \phi_{k|k-1} + p_{lat,k} \right)
\]

\[
\overline{h}_{k|k-1} = \sum_{i=1}^{N} w_i^{k|k-1} h_{DB} \left( \lambda_{k|k-1} + p_{lon,k}, \phi_{k|k-1} + p_{lat,k} \right)
\]

Details of the residual sequence and the stochastic terrain roughness are given in [31]. Moreover, we designed the system to perform the batch processing-based acquisition mode again if no measurements were available consecutively for 15 s during the tracking mode. As mentioned, we designed a three-dimensional APF with 8192 particles. Generally, the larger the number of particles, the better the performance. This causes the computational complexity. In this study, we developed a parallel computing acceleration technology using a GPGPU chipset. The OpenCL-based parallel processing framework uses the i7-4700EQ CPU of a single-board computer (SBC) as its host and the AMD E8860 GPGPU as the device for kernel function execution. We used PCIe 3.0 16 lane to link the CPU and GPGPU boards for high speed communication of the TRN results. Parallel computing acceleration is a technology of computing in which the execution of processes are carried out simultaneously [32,33]. In this study, we divided 23 kernel functions to perform the operations corresponding to the blocks in Figure 4 and designed the system to perform the various operations with the 8192 particles divided into 32 work groups consisting of 256 work items on the AMD E8860 GPGPU. We confirmed that the openCL-based parallelized code of the proposed APF-based TRN algorithm shows the same performance as the double precision C-based sequential code of that, and its operation speed is 14 times faster. The one step execution time of the filter was 13.37 msec in C-based sequential code and 0.94 msec in parallel code based on openCL. Considering the DEM processing, the sequential code may be difficult to perform in real time within the filter update period of 50 Hz. In contrast, the proposed parallel code can be implemented in real time on board.

3.4. Real-Time Processing of a High-Resolution Terrain Database

A high-resolution DEM is an essential element for improving the performance of TRN. However, large amounts of memory space are needed to store a high-resolution DEM and additional time is needed to load the DEM in a separate storage space [34]. In the past, the memory capacity of the navigation computer was insufficient, so only part of the DEM around the pre-planned route was loaded into the memory [35]. In this study, we applied a 64 GB solid-state drive (SSD) to store 3 m
resolution digital terrain elevation data (DTED) level 4 in the mission area and 10 m resolution DTED level 3 in the rest of the flight area. At the Korean peninsula area, DTED level 4 requires about 15 GB of memory space and DTED level 3 requires about 3.7 GB of memory space. As these high-resolution terrain DBs are large files, they are difficult to process in real-time. Typically, as the AMD E8860 GPGPU, where the TRN algorithm performs, has a 2 GB synchronous dynamic random access memory (SDRAM), it is impossible to load the entire DEM.

Therefore, in this study, as shown in Figure 5, the DEM patch corresponding to a 10 km × 10 km area is generated based on the current estimated position of the aircraft in the CPU, and then transferred to the SDRAM of the GPGPU. For the aircraft flight from \( t_1 \) to \( t_2 \) in Figure 5, there is a 4 km difference from the boundary of the DEM patch generated at the point \( t_1 \). At this time, another DEM patch with a 10 km × 10 km area is generated at point \( t_2 \). When a DEM patch is generated, the highest resolution DEM among the available DEMs present in the region is selected, and one patch may be made of a combination of several DEMs. When combining DEMs with more than two resolutions, the boundary processing uses the linear interpolation method. Two buffers are created in the GPGPU’s memory for the purpose of storing DEM patches. One (Memory 2 in Figure 5) stores the DEM patch used in the TRN algorithm, and the other (Memory 1 in Figure 5) loads the newly generated DEM patch. When loading of the new DEM patch in Memory 1 is completed, the DEM patch is decoded. This is because the high-resolution DEM is encoded so that the terrain DB can be completely preserved from enemies even when the aircraft crashes. After the decoding step, the new DEM patch must be moved to Memory 2 for the TRN algorithm. If the DEM and TRN processes sequentially, as in Case 1 of Figure 5, and the maximum time of one TRN loop execution exceeds 20 msec, then real-time computation is not guaranteed. Therefore, in this study, two queues (Que[0] and Que[1]) were created in GPGPU as in Case 2 of Figure 5, and the DEM and TRN are processed using a task parallel computing method. The DEM processing itself was also divided in order to prevent the moment of accessing Memory 2 at the same time as the TRN processing.

![Figure 5. Transmission scheme of the high resolution DEM information segmentation.](image)

4. Verification of a Three-Dimensional Terrain Based System

4.1. Experiment Results in a SIL Environment

Before the proposed AP-TAN is applied to UAVs, we investigated the feasibility of the navigation performance on a real aircraft platform. As the verification on the aircraft platform through captive flight tests is expensive, the pre-verification through Monte Carlo offline simulation or SIL tests is necessary. In particular, this section deals with SIL test results for real-time verification of the proposed navigation software on the PPU prior to flight tests. Among the navigation algorithms, inertial navigation and INS/GNSS-aided navigation can generally be verified by vehicle testing. However,
because the IRA is inoperable on the ground, we developed the SIL test equipment, shown in Figure 6, to verify the TRN and INS/TRN aided navigation.

**Figure 6.** Software-in-the-loop (SIL) experiment configuration for the proposed AP-TAN.

The main functions of the equipment are the creation of flight scenarios (Flight Control Simulator in Figure 6), the generation of simulated sensor data along the scenarios (Sensor Model Simulator in Figure 6), the real-time outputs of the generated signals, and the analysis of navigation results carried out on a PPU (Control and Display Unit in Figure 6). The SPD in Figure 6 delivers the commands from the control and display unit and the sensor data from the sensor model simulator to the PPU, and delivers the navigation results from the PPU to the control and display unit. In addition, real-time simulations using sensor data and flight trajectory data acquired through captive flight tests can be performed, so the proposed system has been continuously validated and modified through the SIL tests. As the modeling of the IRA is the most important sensor in the proposed system, we developed a sensor model simulator including the IRA signal processing method and verified the simulator through captive flight tests.

Figure 7 and Table 1 show flight trajectories and simulation conditions for three SIL tests. The area enclosed by black lines in Figure 7 is the mission area, and the 3m resolution DTED level 4 was constructed using light detection and ranging (LiDAR) equipment. The 10 m resolution DTED Level 3 was used for the remaining. The mission area was chosen close to the runway after excluding urban areas, flat areas such as seas and rivers, and military training areas. In SIL Tests 1 and 2, the GNSS was set to be not available within the mission area, and the GNSS was set to be available again after leaving the mission area. On the other hand, in Test 3, GNSS was set to be unavailable after the aircraft had risen above 1km. As shown in Table 1, the average flight altitudes of SIL Tests 1, 2, and 3 were set to 1.3 km, 5.3 km, and 2.3 km, respectively. When GNSS is not available, the INS/GNSS-aided navigation only performs a propagation.

As INS/GNSS-aided navigation has been validated in many previous studies, we dealt with the results of the performance analysis on a mission area on which TRN was performed and GNSS was unavailable. For SIL Test 3, we performed TRN simulation without GNSS for all flight times except for take-off time. The simulation results are shown in Figures 8–10 and Table 2.
1, three tests were conducted in the mission area, and the test resumed after a long flight without GNSS before entering the second mission area. This was done to analyze the effect of the absence of GNSS for a long time on TRN. For this reason, the slope of the INS/GNSS-aided navigation error increased rapidly in the second test section of Figure 8a, but this did not affect the TRN. Because GNSS was temporarily available before flying into the mission area, there was a moment when the INS/GNSS-aided navigation error decreased between the three missions, as shown in Figure 8a. In SIL Test 1, the inertial navigation altitude through the 3rd damping loop was stable because no error is applied to the barometer model, and the altitude performance of the INS/GNSS-aided navigation is stable as shown in Figure 8b. On the other hand, the altitude error of TRN was relatively large, but it was due to the discrepancy between the altitude bias model predicted by the APF and the ideal barometer model without error.

![Figure 7. Trajectories for SIL tests.](image)

**Table 1. Simulation conditions of the SIL tests.**

| No. of Test | Total Flight Time | Mission Time | Flight Altitude | GNSS Unavailable Area |
|-------------|-------------------|--------------|-----------------|-----------------------|
| SIL Test 1  | 1 h. 20 min.      | 13 min.      | 1.3 km          | Mission Area          |
| SIL Test 2  | 42 min.           | 23 min.      | 5.3 km          | Mission Area          |
| SIL Test 3  | 1 h. 50 min.      | 1 hr. 40 min.| 2.3 km          | Whole Area            |

![Figure 8. Results of SIL Test 1 when GNSS is unavailable in the mission area. (a) Horizontal position error. (b) Altitude error.](image)
As shown in Figure 9, SIL Test 2 was the simulation result using real flight test data with an average flight altitude of 5.3 km. As the trajectory data used in the simulation, the carrier differential global positioning system (CDGPS) data obtained from the real flight test was used. For SIL Test 2, one test was conducted in the mission area. Comparing Figures 8a and 9a shows that the TRN performance was somewhat degraded as the altitude increased, but the navigation results were stable even in the GNSS unavailable environment. In addition, unlike in Figure 8b, Figure 9b shows that when we used real flight data with a barometer error, the altitude error of TRN was properly estimated. As shown in Figures 8a and 9a, the INS/GNSS/TRN integrated navigation performed slightly better than the INS/TRN aided navigation when the GNSS error was small, even in the GNSS available environment. However, as the GNSS error increased the performance was almost equivalent to that of the INS/TRN-aided navigation. In SIL Test 3, a TRN simulation was performed in over the entire Korean peninsula using 10 m resolution DTED Level 3.

Figure 9. Results of SIL Test 2 when GNSS is unavailable in the mission area. (a) Horizontal position error. (b) Altitude error.

As shown in Figure 10a, because GNSS was unavailable during one hour and 40 min of flight time, the INS/GNSS-aided navigation error increased significantly to the inertial navigation level. In contrast, both the INS/TRN-aided navigation and INS/GNSS/TRN integrated navigation maintained stable performance. As shown in Figure 10b, the INS/TRN performance was degraded because the enough terrain roughness for the reliable TRN performance was not guaranteed between 100 and 1400 s through urban areas. However, it can be seen that the performance of the INS/TRN-aided navigation was restored soon after the roughness was secured. As shown in Figure 10c,d, the INS/TRN-aided navigation and INS/GNSS/TRN integrated navigation altitude errors were generally stable, although they were somewhat larger than the INS/GNSS-aided navigation altitude error, which was almost the same as the barometer’s third damping loop output.

Table 2 reveals that the SIL Test 1 with 3 m resolution DTED Level 4 had a 3.54 m circular error probability (CEP) for the INS/TRN-aided navigation and a 3.50 m CEP for the INS/GNSS/TRN integrated navigation at a 1.3 km flight altitude. Moreover, the SIL Test 2 with 3 m resolution DTED Level 4 had a 5.62 m CEP for the INS/TRN-aided navigation and a 5.43 m CEP for the INS/GNSS/TRN integrated navigation at a 5.3 km flight altitude. Even under conditions where the GNSS was unavailable for one hour and 40 min, the SIL Test 3 with 10 m resolution DTED Level 3 had a 7.23 m CEP for the INS/TRN-aided navigation and a 6.73 m CEP for the INS/GNSS/TRN integrated navigation at a 2.3 km flight altitude. In addition, in all SIL tests, the TRN acquisition mode by batch processing delivered a coarse position with errors less than a 30 m CEP within 40 s in the APF-based TRN tracking mode.
Table 2. Simulation results of the SIL tests in a GNSS-denied environment.

| Hor. Pos. Error [m CEP] | SIL Test 1 | SIL Test 2 | SIL Test 3 |
|-------------------------|------------|------------|------------|
| TRN                     | 4.89 m     | 6.74 m     | 9.13 m     |
| INS/TRN                 | 3.54 m     | 5.62 m     | 7.23 m     |
| INS/GNSS                | 20.06 m    | 39.52 m    | 2242.68 m  |
| INS/GNSS/TRN            | 3.50 m     | 5.43 m     | 6.73 m     |

| Altitude Error [m PE]   | SIL Test 1 | SIL Test 2 | SIL Test 3 |
|-------------------------|------------|------------|------------|
| TRN                     | 2.29 m     | 1.35 m     | 1.49 m     |
| INS/TRN                 | 1.91 m     | 1.13 m     | 1.35 m     |
| INS/GNSS                | 0.14 m     | 1.86 m     | 0.26 m     |
| INS/GNSS/TRN            | 1.53 m     | 0.90 m     | 1.18 m     |

4.2. Verification Using Captive Flight Tests

Captive flight test techniques include a full range of techniques for verifying real-time inertial navigation, integrated navigation and TRN performance by equipping a real aircraft with the proposed AP-TAN. In this study, we designed and manufactured a testbed including an IRA, an INS, a GNSS
receiver, a barometer, a PPU, and a SPD, as shown in Figure 11. Prior to the test evaluation, digital surface model (DSM) and DEM with a 3m resolution were constructed using LiDAR. The captive flight tests used a CESSNA 172 Skyhawk with a hole to mount the IRA antenna on the bottom of the fuselage as shown in Figure 11. To minimize the mounting errors between the IRA antenna assembly and the INS, the testbed was manufactured to be mounted on the same mounting plate. The IRA antenna assembly was installed at the bottom of the mounting plate towards the ground. The INS was installed on the opposite side of the plate where the IRA antenna assembly was installed. All other equipments were mounted inside the aircraft using a separate rack. The PPU developed in this study was equipped with an ×86 series i7-4799EQ SBC with a 8 GB DDR3 memory, AMD E8860 embedded GPGPU, and 64 GB SSD for high-resolution DEMs. In the SBC, inertial navigation and integrated navigation were performed, whereas TRN and DEM real-time processing were performed in the GPGPU board. The GNSS measurements obtained by compensating the lever arm between the GNSS antenna and the INS were used. In addition, the mounting misalignment angle between the INS and the IRA antenna was measured and this misalignment angle was compensated when converting the IRA measurement into the three-dimensional relative distance on the ENU coordinate. The threshold of the misalignment angle error was set to ~0.1° through simulations and the measured error was ~0.032°.

![Figure 11. Testbed and proposed AP-TAN for captive flight tests.](image)

In this section, we analyze the results of three system performance evaluation tests when a GNSS was not available, as shown in Table 3 and Figure 12. The three flight tests had the same purpose as the SIL tests mentioned in Section 4.1 above. However, in the case of CFT 3, unlike in the SIL Test 3, the flight altitude was freely determined by the operator within a range of 1.3 km to 3.3 km. The shorter mission time than flight time in CFT 2 was due to the long waiting time for entry permission into the mission area. On the other hand, in the case of CFT 3, the waiting time was necessary to confirm whether the proposed system operates normally even when the GNSS is unavailable for a long time.

![Figure 12. Trajectories for captive flight tests.](image)

Figures 13–15 below show the results of the three CFTs. For the objectivity of test evaluation, the CDGPS data was logged during captive flight test, postprocessed, and used as reference data. In Figures 13a, 14a and 15a, the INS altitude represents the barometer’s third damping loop output.
As shown in Figure 13a, the INS altitude error was about 15.99 m probable error (PE) compared to CDGPS data at a 1.4 km flight altitude. On the other hand, the remaining TRN and integrated navigation show similar performance within 5 m PE. Based on these results, we can confirm that the proposed barometer error compensation scheme works in a real environment. As shown in Figures 13b, the CFT 1 performed three tests in the mission area. Before each test set, the GNSS was made available temporarily and then re-entered into the mission area and was again unavailable. Accordingly, the INS/GNSS integrated navigation error decreased momentarily at 1500 s and 3250 s and then increased continuously after entering the mission area as shown in Figure 13b. On the other hand, as shown in Figure 13c,d, the TRN, INS/TRN-aided navigation and INS/GNSS/TRN integrated navigation provided stable performances at a flight altitude of 1.5 km when GNSS was unavailable. However, even if the terrain was rough enough, the IRA availability decreased at 1500 s and 3250 s when the aircraft was turning, leading to poor performance of the TRN, as shown in Figure 13a.

Table 3. Conditions of captive flight tests.

| No. of Test | Total Flight Time | Mission Time | Flight Altitude | GNSS Unavailable Area |
|-------------|-------------------|--------------|-----------------|-----------------------|
| CFT 1       | 3 hr. 33 min.     | 1 hr. 58 min.| 1.5 km          | Mission Area          |
| CFT 2       | 2 hr. 33 min.     | 23 min.      | 5.1 km          | Mission Area          |
| CFT 3       | 3 hr. 40 min.     | 1 hr. 42 min.| 1.3 km~3.3 km   | Whole Area            |

Figure 13. Results of CFT 1 when GNSS is unavailable in the mission area. (a) Attitude profile. (b) Horizontal position error. (c) Horizontal position error without INS/GNSS-aided navigation error. (d) Altitude error.
Figure 14. Results of CFT 2 when GNSS is unavailable in the mission area. (a) Attitude profile. (b) Horizontal position error. (c) Horizontal position error without INS/GNSS-aided navigation error. (d) Altitude error.

Figure 14a shows that the INS altitude error was about 92.74 m PE compared to the CDGPS data at a 5.1 km flight altitude. Comparing Figure 13a and Figure 14a reveals that the INS altitude error of CFT 2 was larger than that of CFT 1. This was because there was a barometer scale factor error, so the altitude error for flying at 5.1 km was larger than for flying at 1.5 km. In addition, the scale factor error of the barometer was affected not only by altitude, but also by temperature. In the case of CFT 2, as the waiting time increased before the mission was performed, the temperature deviation between the takeoff and the mission was large, which resulted in a larger INS altitude error. On the other hand, the remaining TRN and integrated navigation had similar performances within 4 m PE. Based on these results, we can confirm that the proposed barometer error compensation scheme works in a real environment. As shown in Figure 14b, the CFT 2 performed one test in the mission area in consideration of flight safety under the restrictions of operating with an oxygen mask at altitudes above 5 km. The INS/GNSS integrated navigation error increased continuously after entering the mission area. On the other hand, as shown in Figure 14c,d, the TRN, INS/TRN-aided navigation and INS/GNSS/TRN integrated navigation provided stable performances at a flight altitude of 5.1 km when GNSS was unavailable.

As shown in Figure 15a, the INS altitude error was ~12.47 m PE compared to CDGPS data. On the other hand, the remaining TRN and integrated navigation had similar performances within 7 m PE.
The CFT 1 and 2 were performed during a level flight, but in the case of the CFT 3, the altitude error was slightly increased because it was freely flown between 1.3 km and 3.3 km altitudes as shown in Figure 15d, but the results were improved compared to the third damping loop output. In Figure 15b, the INS/GNSS integrated navigation error increases continuously after entering the mission area. On the other hand, as shown in Figure 15c,d, the TRN, INS/TRN-aided navigation and INS/GNSS/TRN integrated navigation provide stable performances at any flight altitude when GNSS is unavailable. As shown in Figure 15d, when the altitude changes, the longer the GNSS is unavailable, the larger the altitude error of INS/GNSS-aided navigation. On the other hand, the altitude of INS/TRN-aided navigation showed stable performance even with altitude change.

![Figure 15](image)

**Figure 15.** Results of CFT 3 when GNSS is unavailable in the whole area. (a) Attitude profile. (b) Horizontal position error. (c) Horizontal position error without INS/GNSS-aided navigation error. (d) Altitude error.

Table 4 below summarizes the TRN acquisition results based on batch processing. In CFT 1, the conditions for converting from acquisition mode to tracking mode were so severe that the coarse position error was small but the acquisition time was slightly longer. Therefore, the conversion conditions were designed to be alleviated as shown in Equations (21) and (22) of Section 3.2 so that the acquisition time would be within 30 s. The position root mean square (RMS) errors of acquisition mode were within 20 m. Table 5 summarizes the navigation results of CFTs in a GNSS unavailable environment. Applying DTED Level 4 in a GNSS unavailable environment, Table 5 shows a 3.07 m
CEP and a 5.90 m CEP for INS/TRN-aided navigation errors at 1.4 km and 5.1 km, respectively. On the other hand, when DTED Level 3 was applied, the error of the INS/TRN-aided navigation was 8.87 m CEP. In addition, even if there were many barometer errors, the altitude of the proposed system had a stable performance.

Table 4. Batch processing-based TRN acquisition position error of the captive flight tests.

| No. of Test | Acquisition Time | Latitude Error | Longitude Error |
|-------------|------------------|----------------|-----------------|
| CFT 1       | 47 sec           | 5 m            | 3.5 m           |
| CFT 2       | 30 sec           | -10 m          | -10 m           |
| CFT 3       | 24 sec           | -16 m          | -1 m            |

Table 5. Experiment results of the captive flight tests in a GNSS-denied environment.

| Hor. Pos. Error [m CEP] | CFT 1 | CFT 2 | CFT 3 |
|-------------------------|-------|-------|-------|
| TRN                     | 3.97 m| 6.45 m| 9.85 m|
| INS/TRN                 | 3.07 m| 5.90 m| 8.87 m|
| INS/GNSS                | 78.92 m| 164.85 m| 1212.85 m|
| INS/GNSS/TRN            | 3.75 m| 6.28 m| 8.39 m|

| Altitude Error [m PE]   | CFT 1 | CFT 2 | CFT 3 |
|-------------------------|-------|-------|-------|
| TRN                     | 4.62 m| 3.33 m| 6.79 m|
| INS/TRN                 | 4.60 m| 3.29 m| 6.74 m|
| INS/GNSS                | 4.76 m| 3.62 m| 6.47 m|
| INS/GNSS/TRN            | 4.46 m| 3.16 m| 6.48 m|

5. Conclusions

In this study, we introduced the AP-TAN, which can be used even in environments where a GNSS is unavailable or terrain roughness cannot be determined. First, an IRA was used as the altimeter of the proposed system, and a suitable error compensation method was introduced. Next, to secure UAV survivability and reliability in an environment where a GNSS is unavailable for a long time, we developed an optimal combination TRN algorithm consisting of an acquisition mode based on batch processing and a tracking mode based on an APF. In order to improve the performance of TRN, a high-resolution DEM was constructed. A GPGPU-based parallel computing technology was applied to deal with a large amount of computational APF-based TRN and high-resolution DEM real-time processing. We also developed the INS/GNSS/TRN integrated navigation based on the federated filter to guarantee the navigation performance even in environments where either GNSS or TRN is unavailable. Finally, SIL tests and CFTs were performed to verify the performance of the proposed system when GNSS was denied. As a result, an INS/TRN-aided navigation performance of about a 3.1 m CEP at 1.5 km flight altitude and about a 5.9 m CEP at 5.1 km altitude was obtained using 3 m resolution DTED. Moreover, the INS/TRN/GNSS integrated navigation performance of about 8.4 m CEP was obtained using 10 m resolution DTED between 1.3 km to 3.3 km altitude when there is no GNSS for about two hours. Based on the test results of the proposed system, it was confirmed that reliable navigation performance can be obtained through the TRN even in environments where the GNSS is not available. Moreover, it has been shown that the AP-TAN can be applied to UAV for surveillance and reconnaissance purposes by verifying the performance of an IRA-based TRN at various altitudes ranging from 1 km to 5 km. Of course, in situations where the GNSS and TRN are not available at the same time, as only pure navigation is performed, the error increased over time. However, the proposed federated filter-based integrated navigation system has the advantages that it is easy to add the various aiding sensors to solve the problem and to detect and separate the faulty sensors. Further, the proposed hybrid TRN algorithm can also be applied to autonomous underwater vehicles (AUVs).
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