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Abstract

In this paper we examine language modeling for text simplification. Unlike some text-to-text translation tasks, text simplification is a monolingual translation task allowing for text in both the input and output domain to be used for training the language model. We explore the relationship between normal English and simplified English and compare language models trained on varying amounts of text from each. We evaluate the models intrinsically with perplexity and extrinsically on the lexical simplification task from SemEval 2012. We find that a combined model using both simplified and normal English data achieves a 23% improvement in perplexity and a 24% improvement on the lexical simplification task over a model trained only on simple data. Post-hoc analysis shows that the additional unsimplified data provides better coverage for unseen and rare n-grams.

1 Introduction

An important component of many text-to-text translation systems is the language model which predicts the likelihood of a text sequence being produced in the output language. In some problem domains, such as machine translation, the translation is between two distinct languages and the language model can only be trained on data in the output language. However, some problem domains (e.g. text compression, text simplification and summarization) can be viewed as monolingual translation tasks, translating between text variations within a single language. In these monolingual problems, text could be used from both the input and output domain to train a language model. In this paper, we investigate this possibility for text simplification where both simplified English text and normal English text are available for training a simple English language model.

Table 1 shows the n-gram overlap proportions in a sentence aligned data set of 137K sentence pairs from aligning Simple English Wikipedia and English Wikipedia articles (Coster and Kauchak, 2011a). The data highlights two conflicting views: does the benefit of additional data outweigh the problem of the source of the data? Throughout the rest of this paper we refer to sentences/articles/text from English Wikipedia as normal and sentences/articles/text from Simple English Wikipedia as simple.

On the one hand, there is a strong correspondence between the simple and normal data. At the word level 96% of the simple words are found in the normal corpus and even for n-grams as large as 5, more than half of the n-grams can be found in the normal text. In addition, the normal text does represent English text and contains many n-grams not seen in the simple corpus. This extra information may help with data sparsity, providing better estimates for rare and unseen n-grams.

On the other hand, there is still only modest overlap between the sentences for longer n-grams, particularly given that the corpus is sentence-aligned and that 27% of the sentence pairs in this aligned data set are identical. If the word distributions were very similar between simple and normal text, then the overlap proportions between the two languages would be similar regardless of which direction the comparison is made. Instead, we see that the normal text has more varied language and contains more n-grams.

Previous research has also shown other differences between simple and normal data sources that could impact language model performance including average number of syllables, reading

1http://www.cs.middlebury.edu/~dkauchak/simplification
complexity, and grammatical complexity (Napoles and Dredze, 2010; Zhu et al., 2010; Coster and Kauchak, 2011b). In addition, for some monolingual translation domains, it has been argued that it is not appropriate to train a language model using data from the input domain (Turner and Charniak, 2005).

Although this question arises in other monolingual translation domains, text simplification represents an ideal problem area for analysis. First, simplified text data is available in reasonable quantities. Simple English Wikipedia contains more than 60K articles written in simplified English. This is not the case for all monolingual translation tasks (Knight and Marcu, 2002; Cohn and Lapata, 2009). Second, the quantity of simple text data available is still limited. After pre-processing, the 60K articles represents less than half a million sentences which is orders of magnitude smaller than the amount of normal English data available (for example the English Gigaword corpus (David Graff, 2003)). Finally, many recent text simplification systems have utilized language models trained only on simplified data (Zhu et al., 2010; Woodsend and Lapata, 2011; Coster and Kauchak, 2011a; Wubben et al., 2012); improvements in simple language modeling could translate into improvements for these systems.

| n-gram size | 1   | 2   | 3   | 4   | 5   |
|-------------|-----|-----|-----|-----|-----|
| simple in normal | 0.96 | 0.80 | 0.68 | 0.61 | 0.55 |
| normal in simple  | 0.87 | 0.68 | 0.58 | 0.51 | 0.46 |

Table 1: The proportion of n-grams that overlap in a corpus of 137K sentence-aligned pairs from Simple English Wikipedia and English Wikipedia.

2 Related Work

If we view the normal data as out-of-domain data, then the problem of combining simple and normal data is similar to the language model domain adaption problem (Suzuki and Gao, 2005), in particular cross-domain adaptation (Bellegarda, 2004) where a domain-specific model is improved by incorporating additional general data. Adaptation techniques have been shown to improve language modeling performance based on perplexity (Rosenfeld, 1996) and in application areas such as speech transcription (Bacchiani and Roark, 2003) and machine translation (Zhao et al., 2004), though no previous research has examined the language model domain adaptation problem for text simplification. Pan and Yang (2010) provide a survey on the related problem of domain adaptation for machine learning (also referred to as “transfer learning”), which utilizes similar techniques. In this paper, we explore some basic adaptation techniques, however this paper is not a comparison of domain adaptation techniques for language modeling. Our goal is more general: to examine the relationship between simple and normal data and determine whether normal data is helpful. Previous domain adaptation research is complementary to our experiments and could be explored in the future for additional performance improvements.

Simple language models play a role in a variety of text simplification applications. Many recent statistical simplification techniques build upon models from machine translation and utilize a simple language model during simplification/decoding both in English (Zhu et al., 2010; Woodsend and Lapata, 2011; Coster and Kauchak, 2011a; Wubben et al., 2012) and in other languages (Specia, 2010). Simple English language models have also been used as predictive features in other simplification sub-problems such as lexical simplification (Specia et al., 2012) and predicting text simplicity (Eickhoff et al., 2010).

Due to data scarcity, little research has been done on language modeling in other monolingual translation domains. For text compression, most systems are trained on uncompressed data since the largest text compression data sets contain only a few thousand sentences (Knight and Marcu, 2002; Galley and McKeown, 2007; Cohn and Lapata, 2009; Nomoto, 2009). Similarly for summarization, systems that have employed language models trained only on unsummarized text (Banko et al., 2000; Daume and Marcu, 2002).

3 Corpus

We collected a data set from English Wikipedia and Simple English Wikipedia with the former representing normal English and the latter simple English. Simple English Wikipedia has been previously used for many text simplification approaches (Zhu et al., 2010; Yatskar et al., 2010; Biran et al., 2011; Coster and Kauchak, 2011a; Woodsend and Lapata, 2011; Wubben et al., 2012) and has been shown to be simpler than normal English Wikipedia by both automatic measures and human perception (Coster and Kauchak, 2011b;
Woodsend and Lapata, 2011). We downloaded all articles from Simple English Wikipedia then removed stubs, navigation pages and any article that consisted of a single sentence, resulting in 60K simple articles.

To partially normalize for content and source differences we generated a document aligned corpus for our experiments. We extracted the corresponding 60K normal articles from English Wikipedia based on the article title to represent the normal data. We held out 2K article pairs for use as a testing set in our experiments. The extracted data set is available for download online.

Table 2 shows count statistics for the collected data set. Although the simple and normal data contain the same number of articles, because normal articles tend to be longer and contain more content, the normal side is an order of magnitude larger.

|          | simple | normal |
|----------|--------|--------|
| sentences| 385K   | 2540K  |
| words    | 7.15M  | 64.7M  |
| vocab size| 78K    | 307K   |

Table 2: Summary counts for the simple-normal article aligned data set consisting of 60K article pairs.

4 Language Model Evaluation: Perplexity

To analyze the impact of data source on simple English language modeling, we trained language models on varying amounts of simple data, normal data, and a combination of the two. For our first task, we evaluated these language models using perplexity based on how well they modeled the simple side of the held-out data.

4.1 Experimental Setup

We used trigram language models with interpolated Kneser-Ney discounting trained using the SRI language modeling toolkit (Stolcke, 2002). To ensure comparability, all models were closed vocabulary with the same vocabulary set based on the words that occurred in the simple side of the training corpus, though similar results were seen for other vocabulary choices. We generated different models by varying the size and type of training data:

- simple-only: simple sentences only
- normal-only: normal sentences only
- simple-X+normal: X simple sentences combined with a varying number of normal sentences

To evaluate the language models we calculated the model perplexity (Chen et al., 1998) on the simple side of the held-out data. The test set consisted of 2K simple English articles with 7,799 simple sentences and 179K words. Perplexity measures how likely a model finds a test set, with lower scores indicating better performance.

4.2 Perplexity Results

Figure 1 shows the language model perplexities for the three types of models for increasing amounts of data.

![Figure 1: Language model perplexities on the held-out test data for models trained on increasing amounts of data.](image)

- **simple-only**: simple sentences only
- **normal-only**: normal sentences only
- **simple-X+normal**: X simple sentences combined with a varying number of normal sentences

To evaluate the language models we calculated the model perplexity (Chen et al., 1998) on the simple side of the held-out data. The test set consisted of 2K simple English articles with 7,799 simple sentences and 179K words. Perplexity measures how likely a model finds a test set, with lower scores indicating better performance.

However, the results also show that the normal data does have some benefit. The perplexity for the simple-ALL+normal model, which starts with all available simple data, continues to improve as normal data is added resulting in a 23% improvement over the model trained with only simple data (from a perplexity of 129 down to 100). Even by itself the normal data does have value. The normal-only model achieves a slightly better perplexity than the simple-only model, though only by utilizing an order of magnitude more data.
To better understand how the amount of simple and normal data impacts perplexity, Figure 2 shows perplexity scores for models trained on varying amounts of simple data as we add increasing amounts of normal data. We again see that normal data is beneficial; regardless of the amount of simple data, adding normal data improves perplexity. This improvement is most beneficial when simple data is limited. Models trained on less simple data achieved larger performance increases than those models trained on more simple data.

Figure 2 also shows again that simple data is more valuable than normal data. For example, the simple-only model trained on 250K sentences achieves a perplexity of approximately 150. To achieve this same perplexity level starting with 200K simple sentences requires an additional 300K normal sentences, or starting with 100K simple sentences an additional 850K normal sentences.

4.3 Language Model Adaptation

In the experiments above, we generated the language models by treating the simple and normal data as one combined corpus. This approach has the benefit of simplicity, however, better performance for combining related corpora has been seen by domain adaptation techniques which combine the data in more structured ways (Bacchiani and Roark, 2003). Our goal for this paper is not to explore domain adaptation techniques, but to determine if normal data is useful for the simple language modeling task. However, to provide another dimension for comparison and to understand if domain adaptation techniques may be useful, we also investigated a linearly interpolated language model.

A linearly interpolated language model combines the probabilities of two or more language models as a weighted sum. In our case, the interpolated model combines the simple model estimate, $p_s(w_i|w_{i-2}, w_{i-1})$, and the normal model estimate, $p_n(w_i|w_{i-2}, w_{i-1})$, linearly (Jelinek and Mercer, 1980; Hsu, 2007):

$$p_{\text{interpolated}}(w_i|w_{i-2}, w_{i-1}) = \lambda p_s(w_i|w_{i-2}, w_{i-1}) + (1 - \lambda) p_n(w_i|w_{i-2}, w_{i-1})$$

where $0 \leq \lambda \leq 1$.

Figure 3 shows perplexity scores for varying lambda values ranging from the simple-only model on the left with $\lambda = 0$ to the normal-only model on the right with $\lambda = 1$. As with the previous experiments, adding normal data improves perplexity. In fact, with a lambda of 0.5 (equal weight between the models) the performance is slightly better than the aggregate approaches above with a perplexity of 98. The results also highlight the balance between simple and normal data; normal data is not as good as simple data and adding too much of it can cause the results to degrade.

5 Language Model Evaluation: Lexical Simplification

Currently, no automated methods exist for evaluating sentence-level or document-level text simplification systems and manual evaluation is time-consuming, expensive and has not been validated. Because of these evaluation challenges, we chose to evaluate the language models extrinsi-
With the physical market as \textit{tight} as it has been in memory, silver could fly at any time.

Candidates: constricted, pressurised, low, high-strung, tight

Human ranking: tight, low, constricted, pressurised, high-strung

Figure 4: A lexical substitution example from the SemEval 2012 data set.

Figuratively based on the lexical simplification task from SemEval 2012 (Specia et al., 2012).

Lexical simplification is a sub-problem of the general text simplification problem (Chandrasekar and Srinivas, 1997); a sentence is simplified by substituting words or phrases in the sentence with “simpler” variations. Lexical simplification approaches have been shown to improve the readability of texts (Urano, 2000; Leroy et al., 2012), are useful in domains such as medical texts where major content changes are restricted, and they may be useful as a pre- or post-processing step for general simplification systems.

5.1 Experimental Setup

Examples from the lexical simplification data set from SemEval 2012 consist of three parts: \( w \), the word to be simplified; \( s_1, \ldots, s_{i-1}, w, s_{i+1}, \ldots, s_n \), a sentence containing the word; and; \( r_1, r_2, \ldots, r_m \), a list of candidate simplifications for \( w \). The goal of the task is to rank the candidate simplifications according to their simplicity in the context of the sentence. Figure 4 shows an example from the data set. The data set contains a development set of 300 examples and a test set of 1710 examples. For our experiments, we evaluated the models on the test set.

Given a language model \( p(\cdot) \) and a lexical simplification example, we ranked the list of candidates based on the probability the language model assigns to the sentence with the candidate simplification inserted in context. Specifically, we scored each candidate simplification \( r_j \) by

\[
p(s_1 \ldots s_{i-1} r_j s_{i+1} \ldots s_n)
\]

and then ranked them based on this score. For example, to calculate the ranking for the example in Figure 4 we calculate the probability of each of:

- With the physical market as \textit{constricted} as it has been...
- With the physical market as \textit{pressurised} as it has been...
- With the physical market as \textit{low} as it has been...
- With the physical market as \textit{high-strung} as it has been...
- With the physical market as \textit{tight} as it has been...

with the language model and then rank them by their probability. \textit{We do not suggest this as a complete lexical substitution system}, but it was a common feature for many of the submitted systems, it performs well relative to the other systems, and it allows for a concrete comparison between the language models on a simplification task.

To evaluate the rankings, we use the metric from the SemEval 2012 task, the Cohen’s kappa coefficient (Landis and Koch, 1977) between the system ranking and the human ranking, which we denote the “kappa rank score”. See Specia et al. (2012) for the full details of how the evaluation metric is calculated.

We use the same setup for training the language models as in the perplexity experiments except the models are open vocabulary instead of closed. Open vocabulary models allow for the language models to better utilize the varying amounts of data and since the lexical simplification problem only requires a comparison of probabilities within a given model to produce the final ranking, we do not need the closed vocabulary requirement.

5.2 Lexical Simplification Results

Figure 5 shows the kappa rank scores for the simple-only, normal-only and combined models. As with the perplexity results, for similar amounts of data the simple-only model performs better than the normal-only model. We also again see that the performance difference between the two models grows as the amount of data increases. However,
Figure 6: Kappa rank scores for models trained with varying amounts of simple data combined with increasing amounts of normal data.

Unlike the perplexity results, simply appending additional normal data to the entire simple data set does not improve the performance of the lexical simplifier.

To determine if additional normal data improves the performance for models trained on smaller amounts of simple data, Figure 6 shows the kappa rank scores for models trained on different amounts of simple data as additional normal data is added. For smaller amounts of simple data adding normal data does improve the kappa rank score. For example, a language model trained with 100K simple sentences achieves a score of 0.246 and is improved by almost 40% to 0.344 by adding all of the additional normal data. Even the performance of a model trained with 300K simple sentences is increased by 3% (0.01 improvement in kappa rank score) by adding normal data.

5.3 Language Model Adaptation

The results in the previous section show that adding normal data to a simple data set can improve the lexical simplifier if the amount of simple data is limited. To investigate this benefit further, we again generated linearly interpolated language models between the simple-only model and the normal-only model. Figure 7 shows results for the same experimental design as Figure 6 with varying amounts of simple and normal data, however, rather than appending the normal data we trained the models separately and created a linearly interpolated model as described in Section 4.3. The best lambda was chosen based on a linear search optimized on the SemEval 2012 development set.

For all starting amounts of simple data, interpolating the simple model with the normal model results in a large increase in the kappa rank score. Combining the model trained on all the simple data with the model trained on all the normal data achieves a score of 0.419, an improvement of 23% over the model trained on only simple data. Although our goal was not to create the best lexical simplification system, this approach would have ranked 6th out of 11 submitted systems in the SemEval 2012 competition (Specia et al., 2012).

Interestingly, although the performance of the simple-only models varied based on the amount of simple data, when these models are interpolated with a model trained on normal data, the performance tended to converge. This behavior is also seen in Figure 6, though to a lesser extent. This may indicate that for some tasks like lexical simplification, only a modest amount of simple data is required when combining with additional normal data to achieve reasonable performance.

6 Why Does Unsimpifified Data Help?

For both the perplexity experiments and the lexical simplification experiments, utilizing additional normal data resulted in large performance improvements; using all of the simple data available, performance is still significantly improved when combined with normal data. In this section, we investigate why the additional normal data is beneficial for simple language modeling.

6.1 More n-grams

Intuitively, adding normal data provides additional English data to train on. Most language models are
Table 3: Proportion of $n$-grams in the test sets that occur in the simple and normal training data sets.

| $n$-gram size | Perplexity test data | Lexical simplification |
|---------------|----------------------|------------------------|
|               | simple | normal | % inc. | simple | normal | % inc. |
| 1-grams       | 0.85   | 0.93   | 9.4%   | 0.74   | 0.78   | 6.2%   |
| 2-grams       | 0.66   | 0.82   | 24%    | 0.34   | 0.54   | 56%    |
| 3-grams       | 0.39   | 0.57   | 46%    | 0.088  | 0.19   | 117%   |

Table 4: Proportion of $n$-grams in the test sets that occur in the combination of both the simple and normal data.

| $n$-gram size | Perplexity test data | Lexical simplification |
|---------------|----------------------|------------------------|
|               | simple | normal | % inc. over normal | simple | normal | % inc. over normal |
| 1-grams       | 0.93   | 0.2%   |            | 0.78   | 0.0%   |            |
| 2-grams       | 0.83   | 0.8%   |            | 0.54   | 1.1%   |            |
| 3-grams       | 0.58   | 2.5%   |            | 0.20   | 2.6%   |            |

trained using a smoothed version of the maximum likelihood estimate for an $n$-gram. For trigrams, this is:

$$p(a|bc) = \frac{\text{count}(abc)}{\text{count}(bc)}$$

where $\text{count}(\cdot)$ is the number of times the $n$-gram occurs in the training corpus. For interpolated and backoff $n$-gram models, these counts are smoothed based on the probabilities of lower order $n$-gram models, which are in-turn calculated based on counts from the corpus.

We hypothesize that the key benefit of additional normal data is access to more $n$-gram counts and therefore better probability estimation, particularly for $n$-grams in the simple corpus that are unseen or have low frequency. For $n$-grams that have never been seen before, the normal data provides some estimate from English text. This is particularly important for unigrams (i.e. words) since there is no lower order model to gain information from and most language models assume a uniform prior on unseen words, treating them all equally. For $n$-grams that have been seen but are rare, the additional normal data can help provide better probability estimates. Because frequencies tend to follow a Zipfian distribution, these rare $n$-grams make up a large portion of $n$-grams in real data (Ha et al., 2003).

To partially validate this hypothesis, we examined the $n$-gram overlap between the $n$-grams in the training data and the $n$-grams in the test sets from the two tasks. Table 3 shows the percentage of unigrams, bigrams and trigrams from the two test sets that are found in the simple and normal training data.

For all $n$-gram sizes the normal data contained more test set $n$-grams than the simple data. Even at the unigram level, the normal data contained significantly more of the test set unigrams than the simple data. On the perplexity data set, the 9.4% increase in word occurrence between the simple and normal data set represents an over 50% reduction in the number of out of vocabulary words. For larger $n$-grams, the difference between the simple and normal data sets are even more pronounced. On the lexical simplification data the normal data contained more than twice as many test trigrams as the simple data. These additional $n$-grams allow for better probability estimates on the test data and therefore better performance on the two tasks.

6.2 The Role of Normal Data

Estimation of rare events is one component of language model performance, but other factors also impact performance. Table 4 shows the test set $n$-gram overlap on the combined data set of simple and normal data. Because the simple and normal data come from the same content areas, the simple data provides little additional coverage if the normal data is already used. For example, adding the simple data to the normal data only increases the number of seen unigrams by 0.2%, representing only about 600 new words. However, the experiments above showed the combined models performed much better than models trained only on normal data.

This discrepancy highlights the key problem with normal data: it is out-of-domain data. While it shares some characteristics with the simple data, it represents a different distribution over the language. To make this discrepancy more explicit, we created a sentence aligned data set by aligning the simple and normal articles using the approach from Coster and Kauchak (2011b). This approach has been previously used for aligning English Wikipedia and Simple English Wikipedia with reasonable accuracy. The resulting data set contains 150K aligned simple-normal sentence pairs.

Figure 8 shows the perplexity scores for language models trained on this data set. Because the data is aligned and therefore similar, we see the perplexity curves run parallel to each other as more data is added. However, even though these
sentences represent the same content, the language use is different between simple and normal and the normal data performs consistently worse.

6.3 A Balance Between Simple and Normal

Examining the optimal lambda values for the linearly interpolated models also helps understand the role of the normal data. On the perplexity task, the best perplexity results were obtained with a lambda of 0.5, or an equal weighting between the simple and normal models. Even though the normal data contained six times as many sentences and nine times as many words, the best modeling performance balanced the quality of the simple model with the coverage of the normal model.

For the simplification task, the optimal lambda value determined on the development set was 0.98, with a very strong bias towards the simple model. Only when the simple model did not provide differentiation between lexical choices will the normal model play a role in selecting the candidates. For the lexical simplification task, the role of the normal model is even more clear: to handle rare occurrences not covered by the simple model and to smooth the simple model estimates.

7 Conclusions and Future Work

In the experiments above we have shown that on two different tasks utilizing additional normal data improves the performance of simple English language models. On the perplexity task, the combined model achieved a performance improvement of 23% over the simple-only model and on the lexical simplification task, the combined model achieved a 24% improvement. These improvements are achieved over a simple-only model that uses all simple English data currently available in this domain.

For both tasks, the best improvements were seen when using language model adaptation techniques, however, the adaptation results also indicated that the role of normal data is partially task dependent. On the perplexity task, the best results were achieved with an equal weighting between the simple-only and normal-only model. However, on the lexical simplification task, the best results were achieved with a very strong bias towards the simple-only model. For other simplification tasks, the optimal parameters will need to be investigated.

For many of the experiments, combining a smaller amount of simple data (50K-100K sentences) with normal data achieved results that were similar to larger simple data set sizes. For example, on the lexical simplification task, when using a linearly interpolated model, the model combining 100K simple sentences with all the normal data achieved comparable results to the model combining all the simple sentences with all the normal data. This is encouraging for other monolingual domains such as text compression or text simplification in non-English languages where less data is available.

There are still a number of open research questions related to simple language modeling. First, further experiments with larger normal data sets are required to understand the limits of adding out-of-domain data. Second, we have only utilized data from Wikipedia for normal text. Many other text sources are available and the impact of not only size, but also of domain should be investigated. Third, it still needs to be determined how language model performance will impact sentence-level and document-level simplification approaches. In machine translation, improved language models have resulted in significant improvements in translation performance (Brants et al., 2007). Finally, in this paper we only investigated linearly interpolated language models. Many other domain adaptations techniques exist and may produce language models with better performance.
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