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Abstract

Background: Systematic reviews often require substantial resources, partially due to the large number of records identified during searching. Although artificial intelligence may not be ready to fully replace human reviewers, it may accelerate and reduce the screening burden. Using DistillerSR (May 2020 release), we evaluated the performance of the prioritization simulation tool to determine the reduction in screening burden and time savings.

Methods: Using a true recall @ 95%, response sets from 10 completed systematic reviews were used to evaluate: (i) the reduction of screening burden; (ii) the accuracy of the prioritization algorithm; and (iii) the hours saved when a modified screening approach was implemented. To account for variation in the simulations, and to introduce randomness (through shuffling the references), 10 simulations were run for each review. Means, standard deviations, medians and interquartile ranges (IQR) are presented.

Results: Among the 10 systematic reviews, using true recall @ 95% there was a median reduction in screening burden of 47.1% (IQR: 37.5 to 58.0%). A median of 41.2% (IQR: 33.4 to 46.9%) of the excluded records needed to be screened to achieve true recall @ 95%. The median title/abstract screening hours saved using a modified screening approach at a true recall @ 95% was 29.8 h (IQR: 28.1 to 74.7 h). This was increased to a median of 36 h (IQR: 32.2 to 79.7 h) when considering the time saved not retrieving and screening full texts of the remaining 5% of records not yet identified as included at title/abstract. Among the 100 simulations (10 simulations per review), none of these 5% of records were a final included study in the systematic review. The reduction in screening burden to achieve true recall @ 95% compared to @ 100% resulted in a reduced screening burden median of 40.6% (IQR: 38.3 to 54.2%).

Conclusions: The prioritization tool in DistillerSR can reduce screening burden. A modified or stop screening approach once a true recall @ 95% is achieved appears to be a valid method for rapid reviews, and perhaps systematic reviews. This needs to be further evaluated in prospective reviews using the estimated recall.
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Background

Systematic reviews (SRs) aim to minimize bias by using systematic and rigorous methods [1]. This process, however, can require substantial resources (e.g., cost and humans), and in some cases can require more than 12 months to complete. An analysis of 195 reviews registered in PROSPERO reported a mean time (from registration to publication) of 67.3 weeks (standard deviation 31 weeks, range 6 to 186 weeks) and a mean author team of 5 people [standard deviation (SD): 3, range 1 to 27 people] [2].

It is not uncommon for a systematic search to yield a large number of records, many of which are irrelevant (i.e., low precision) [2, 3]. In a recent study, of 139,467 citations among 25 reviews, 5.48% (95% confidence interval (CI) 2.38 to 8.58%) of the citations were included in the final reviews [3]. Such volume introduces opportunity for human error in the screening process [3–5]. While screening of titles and abstracts represents one only step in the series of tasks involved in the conduct of SRs, due to the high screening burden, the resources for this step can be a large proportion of the total human resource time spent on the review [6]. Several strategies have been evaluated to decrease time spent screening titles and abstracts, including the use of dual monitors for screening [7], title only screening [8], a staged title only followed by abstract screening [6], screening by one reviewer [5, 9–12], and using artificial intelligence (AI) tools (e.g., text mining, prioritization) [11, 13–17].

Several software tools exist that support title and abstract screening in SRs [18], however not all packages currently include the capacity to implement machine learning techniques for citation screening [19]. Among those that do, there is variation in the level of sophistication of the machine learning tool, the algorithms used, the cost of the software package, and if and how often it is updated and supported. The most commonly evaluated software are Abstrackr, DistillerSR, EPPI-Reviewer, RobotAnalyst, SWIFT-Active Screener, and SWIFT-Review [13–16, 20–24], with varying success depending on the size of the datasets, the machine learning algorithm, and the level of replacement of humans with AI [25]. While AI may not be ready to fully replace human screeners in the task of study selection, studies suggest that optimizing, accelerating, and reducing screening burden through the use of AI-informed screening methods represents a viable option. This includes prioritized screening, where the presentation of titles and abstracts to reviewers is continually adjusted, through active machine learning, based on the AI’s estimated likelihood of relevance [17]. In circumstances of present day where the requestors (end users) of a particular knowledge synthesis frequently are in search of a rapidly generated synthesis of the available evidence for a research question of interest, such tools may offer attractive gains to research teams if safely implemented to minimize the risk of falsely excluding relevant evidence.

A 2015 systematic review concluded that there is almost no replication between studies or collaboration between research teams evaluating text mining methods, which makes it difficult to establish overall conclusions about best approaches [17]; this represents an especially troublesome barrier toward wider adoption of the use of such methods globally in knowledge syntheses. Another important barrier to uptake for many research teams is uncertainty as to the proper set-up and implementation, both in terms of settings within the software as well as incorporation into the well-established SR process.

Objectives

Using the AI simulation tool (which uses the prioritization algorithm) in DistillerSR, the primary objectives of this study were to:

1. Empirically evaluate the reduction in screening burden (the number of records not required to be screened) once a true recall @ 95% was achieved (i.e., once 95% of the studies included based on the title/abstract to be further evaluated based on the full-text were identified).
2. Evaluate the performance using a true recall @ 95%. Specifically, to identify if any of the studies that were included in the systematic review were among the 5% of records that were not yet identified as included based on the title/abstract [i.e., title/abstract false negatives (FN)].

We chose DistillerSR software (Evidence Partners Incorporated; Ottawa, Canada), as it is amongst the most widely used systematic review management software programs worldwide, and because our research teams are long-time users of this software. A list of terminology (italicized terms) used in the manuscript with descriptions are provided in Table 1.

There is currently no agreed upon modified screening or stop screening approach where a review team may decide to modify how records are being screened (e.g., changing from dual-independent screening to single-reviewer screening) or stop screening the remaining records. For the current study, we are evaluating a true recall @ 95%. In other words, once the AI simulation tool has identified 95% of the studies that were included based on the title/abstract to be further reviewed based on the full text [i.e., title/abstract true positives (TP)], we would assign the AI reviewer to exclude the remaining studies which would include approximately 5% of the title/abstract records that were included but not yet identified (i.e., title/abstract FP) and the title/abstract
Table 1 Terminology and descriptions

| Terminology                          | Description                                                                                                                                 |
|--------------------------------------|---------------------------------------------------------------------------------------------------------------------------------------------|
| Estimated recall                     | The estimated percent of how many studies at title/abstract level have been identified among those that will be passed through to full-text screening. As this is calculated based on a set of records that have not been completely screened, the estimated recall may differ from the true recall. |
| Final include                        | A primary study included in the completed systematic review.                                                                                   |
| Iteration                            | A set of records that is used to assign a score around the likeliness of inclusion and prioritize the remaining unscreened records in order from highest relevance to lowest relevance. |
| Modified screening approach          | An approach to modify how screening is being performed. For example, changing from: (i) dual-independent screening to liberal accelerated screening; (ii) dual-independent screening to single-reviewer screening; or (iii) assigning the remaining records to the AI reviewer to exclude, with a human reviewer(s) also screening these records as a second reviewer. |
| Prioritized screening                | Through active machine learning, the presentation of records to reviewers is continually adjusted based on the AI's estimated likelihood of relevance. The frequency of adjustment may differ by software application. |
| Screening burden                     | The total number of records at title/abstract to be screened.                                                                                   |
| Stop screening approach              | An approach to screening whereby the remaining records are not screened once a certain threshold has been achieved (e.g., estimated recall @ 95%). These records are assumed to be excluded. |
| Record not yet identified [i.e., title/abstract false negative (FN)] | When an estimated recall (at any %) or true recall of less than 100% is used, these are the records that would have been included based on the title/abstract to be further reviewed at full-text screening, but were not yet identified. Had these records been screened at title/abstract and further screened based on the full text, they may have been excluded or included in the final review (i.e., a final include). |
| Title/abstract include [i.e., title/abstract true positive (TP)] | Records included based on the title/abstract to be further reviewed based on the full text. These records may then be excluded at full-text review or included in the final review. |
| Training set                         | One or more iterations which inform the machine learning to score and prioritize the remaining unscreened records.                             |
| Title/abstract exclude [i.e., true negative (TN)] | This is only known once all references have been screened and includes the percentage of the actual number of records that were title/abstract excludes. True recall % calculated as: [(title/abstract TP / (title/abstract TP + title/abstract FN)] |
| True recall                          |                                                                                                                                               |

excludes [i.e., true negatives (TN)]. This number (95%) was selected as it is a common recall number used when measuring the reduction in workload; it also approximates the level of human error in screening [3, 16, 26]. Therefore, true recall @ 95% is calculated as [(title/abstract TP / (title/abstract TP + title/abstract FN)]. The distinction between true recall and estimated recall (as would be calculated in a prospective review) is that, as we used completed reviews, we know the actual number of studies that were included based on the title/abstract screening to be further evaluated based on the full text [23]. The findings from this study will help toward establishing the validity of this approach to citation screening as a potential additional source of time savings in the context of conducting systematic reviews and other knowledge synthesis products, including rapid reviews [27–30] and living systematic reviews [31, 32]. Furthermore, given that challenges in set-up are a known barrier amongst knowledge synthesis teams toward the decision to implement machine learning methods for their research [25], a secondary objective of the study was to provide transparent, repeatable methods for other review teams to replicate in their own research. This will allow for further testing of this process, thereby increasing the sample size and external validity of the results presented in this study.

Study methods
The protocol for this study was registered on the Open Science Framework (OSF: https://osf.io/2fgz7/) and was conducted using the AI simulation module within DistillerSR Software (May 2020 release). This version (2.31.0) of DistillerSR has fully replaced all existing AI functionality from earlier versions and includes prioritized reference screening (i.e., re-sorting records at regular screening intervals based on the AI tool’s estimated probability of relevance for each remaining record) and the development of a system in which to create custom classifiers [e.g., automatically labeling randomized controlled trials (RCTs)].

This study used information from 10 previously completed SRs (i.e., responses to screening at title/abstract and the final list of included studies) that were undertaken by research teams that perform a high volume of knowledge synthesis reviews, led by our co-authors,
located at the Ottawa Hospital Research Institute and
the University of Ottawa Heart Institute in Ottawa,
Canada. We selected 10 reviews in this pilot experiment
to capture a variety of topic areas, review sizes, and in-
clusion rates. An overview of the characteristics of these
reviews, with brief descriptions of the objectives and
PICO elements (participants, interventions, comparators,
outcomes) is provided in Additional file 1.

Methods on how we implemented DistillerSR’s AI simu-
lation tool for citation screening have been described in de-
tail in Additional file 2 for researchers who are interested in
running simulations using their own review projects. In the
context of the current study, DistillerSR’s AI simulation
tool selects a random set of records which contains 2% of
the dataset (with a minimum of 25 records and a maximum
of 200 records). Each set of these records is called an iteration.
and the simulation tool uses the responses already
provided (title/abstract included and excluded responses,
based on our previous SRs) to build the first iteration (i.e.,
the initial training set). Subsequently, the remaining un-
screened records are assigned a score (by the software)
relating to the likelihood of inclusion, and references are
re-ranked (i.e., prioritized) in order of this score (from most
to least likely to be relevant). The next iteration (i.e., the
next 2% of the records) is then run, and all remaining re-
cords are assigned an updated score based on the likelihood
of inclusion estimated using the information gathered from
all iterations, which creates the newest training set. This
process continues until all records are screened. The AI
simulation tool mimics the process of human screening. In
a prospective review, responses from the reviewers would
be used to build the iterations (e.g., using single reviewer,
dual independent review with conflicts resolved), but would
otherwise function in the same manner. Once prioritization
is set up (i.e., one click when managing levels), the process
of prioritization occurs automatically in the background
without intervention from the reviewers, making it easy to
use, and thereby providing the potential to identify relevant
literature more efficiently.

Figure 1 represents how the simulation tool uses the
existing information (i.e., responses) to simulate the per-
formance of the prioritization tool.

![Diagram of AI simulation flow](image)

**Fig. 1 AI simulation flow**

Data collection
For each of the 10 SRs that served as experimental units for this work, we ran the AI simulation 10 times to account for any variation in the simulations, and to introduce randomness (through shuffling the references, which is automatically performed by the software) into the initial training sets. After each simulation was run, the following information was recorded at the first iteration that identified 95% of the studies included from title/abstract to be further evaluated at full text (i.e., true recall @ 95%):

- The number of records per iteration and the number of iterations. An iteration contains 2% of the total number of records, with a minimum of 25 and a maximum of 200 records per iteration. This allowed for measuring the variation within a review around the number of records at title/abstract not yet identified (i.e., title/abstract FN).
- The total number of records screened (i.e., screening burden). This is composed of 95% of the title/abstract included studies and a portion of the title/abstract excluded studies. Calculation: (title/abstract TP + title/abstract TN).
- The number of records included at title/abstract to be further reviewed at full-text screening once a true recall @ 95% was achieved (title/abstract TP). This could account for slightly more than 95% of the studies, depending on the how many of these studies at title/abstract were located in the iteration which captured 95% of the title/abstract included studies.
- The number of records screened that were excluded (title/abstract TN). Reviews that have a large number of records that were included based on the title/abstract to be further reviewed at full text will likely have a higher rate of total number of records screened. Therefore, the number of excluded records screened was also recorded as this is the number of records that should be reduced to accurately report the reduction in screening burden.
- The list of reference identification numbers (IDs) of the 5% of included records at title/abstract not yet identified (title/abstract FN). This allowed for evaluation if any of these studies were on the list of final included studies in the systematic review (i.e., final include).

Outcomes
The combined results from the 10 simulations per SR allowed for the calculation of the mean (SD) and median (range), when reporting results for a specific review, or median [interquartile range (IQR)] when reporting results across reviews for each outcome of interest:

1. The number and percent of records (at title/abstract) needed to screen to identify a true recall @ 95% (i.e., screening burden). Calculation: title/abstract TP + title/abstract TN (at a true recall @ 95%)
2. The number and percent of studies at title/abstract not yet identified at true recall @ 95% (title/abstract FN) among all studies that were included for further evaluation at full-text (title/abstract TP) at a true recall @ 100%. Calculation: [(title/abstract TP – title/abstract FN) / title/abstract TP]. As we are using a true recall @ 95%, this should approximate 5%.
3. The number and percent of final includes (i.e., those in the final list of included studies in the systematic review) among the title/abstract FN.
4. Number of hours saved, which was calculated using a modified screening approach, in which the AI reviewer would exclude all remaining records and a human reviewer would review these records. The number of hours saved was calculated by multiplying the expected time to review a record (i.e., one record per minute, based on Shemilt 2016 [11] and the experience of our own research groups) by the total number of records that did not need to be screened by one reviewer (i.e., the total number of records remaining once a true recall @ 95% was achieved). As this outcome is based on true recall, rather than estimated recall, the number of hours saved is an estimate as, in a prospective review, a review team would not know for certain if the estimated 95% was in fact 95% of the studies that would have been passed through to full-text screening, as not all references would have been screened.

Deviations from the protocol
In the protocol, we stated that we would measure total cost savings as an outcome. However, the research team subsequently decided it would be of greater information and generalizability to knowledge synthesis researchers if we instead presented the number of hours saved. This would allow other researchers to calculate cost savings in different currencies at different salaries, as appropriate. Additionally, as the 95% modified screening approach resulted in a substantial number of records that did not need to be screened for some of the SRs, we performed an additional analysis to evaluate the difference in the relative screening burden when comparing how much of the total dataset was required to be screened to achieve a true recall @100% compared to a true recall @ 95%.
Results
Overview of SRs assessed
Ten SRs, consisting of 69,663 records, were used in this experiment. Four SRs included only RCTs, and the remaining SRs included both RCTs and observational studies. Using the review typology by Munn et al. (2018) [33], eight SRs were classified as effectiveness reviews [including both SR and network meta-analysis (NMAs)], and two SRs were effectiveness and etiology reviews. All SRs covered clinical areas and primarily evaluated the efficacy and safety of pharmacological, non-pharmacological (e.g., behavioural therapies), and surgical interventions. One SR each evaluated depression screening effectiveness, the use of e-cigarette for smoking cessation, and interventional/behavioural exposure to sugar sweetened beverages (SSBs) (Additional file 1).

Reviews ranged in size from 2250 to 22,309 records to be assessed at title and abstract level, of which 3.0 to 39.2% (median: 16.2%) were included, based on the title/abstract, to be further reviewed at full text. A median of 41.2% excluded records needed to be screened to identify the studies requiring further review at full text. A median of 39.2% (median: 16.2%) were included, based on the title/abstract, to be further reviewed at full text. A median of 41.2% excluded records needed to be screened to achieve a true recall @ 95%. All of these reviews had more than 50% of records to be screened to achieve a true recall @ 95%. Among all reviews, when considering only the number of excluded records required to be screened to achieve true recall @ 95%, a median of 41.2% excluded records needed to be screened (IQR: 33.4 to 46.9%) (Additional file 3: Suppl. Table 1).

Figure 2a presents the mean percentage of records that were not yet identified in the 10 simulations. In these 10 reviews, 4.8 to 6.2% of the same records were not yet identified in the 10 simulations. There was little variation in the magnitude of screening burden within each of the 10 SRs among the 10 simulations. Three SRs achieve true recall @ 95% in the same number of iterations, while five SRs had a range of one iteration, and two SRs had a range of four iterations. It was common for the same references to be missed in each iteration. The difference between the total number of unique title/abstract included studies not yet identified (i.e., title/abstract FN that were listed in at least one of the ten simulations) and the largest number of title/abstract FN (i.e., the iteration with the largest number of title/abstract FNs) was 0 to 13 records [mean (SD): 5.3 records (4.03); median (IQR): 5 (2–8) records].

Using estimates from Shemilt et al. [11] of 4 min per person to retrieve a full text record and 5 min per person to screen a full text record, this would increase the total hours saved by not having to access and screen the 5% of title/abstract false negatives (Additional file 3: Suppl. Table 2). For example, in the review where AI was the least efficient in reducing the screening burden (i.e., smoking cessation), an average of 40 records did not need to be screened at title/abstract, a time savings of 11.3 h. However, adding the time to retrieve these records saved between 11.3 to 36 h. SRs with more than 5000 records (i.e., prophylaxis for influenza, opioid use disorder, and SSBs), saved totals of 88, 158 and 197 h (up to approximately 5 weeks of work time), respectively.
| Project                  | Project details a | Iteration details | # of records needed to screen to achieve true recall @ 95% b | Title/abstract includes not yet identified | Hours saved at title/abstract b c | Final included studies missed |
|-------------------------|------------------|-------------------|---------------------------------------------------------------|---------------------------------------------|----------------------------------|-------------------------------|
| Hot flashes             | 2569; 451 (17.6%); 38 (1.48%) | 51 records; 17 or 18 iterations | 892.5 (34.7%) [26.9]; 892.5 (867–918) | 19.2 (43%); [2.04]; 19 (15–22) | 279 [0.45]; 279 (27.5–28.4) | 0 |
| Opioid use disorder     | 16,282; 984 (6.0%); 71 (0.44%) | 200 records; 23 or 23 iterations | 4480 (27.5%) [103.3]; 4400 (4400–4600) | 46.1 (47%); [3.38]; 48 (41–49) | 196.7 [1.72]; 1980 (194.7–1980) | 0 |
| Meniere’s disease       | 2889; 332 (11.5%); 23 (0.80%) | 57 records; 19–22 iterations | 1168.5 (405%); 1140 (1083–1254) | 15.0 (45%); [1.33]; 15.5 (12–16) | 287 [0.92]; 292 (27.3–30.1) | 0 |
| Non-small cell lung cancer | 3145; 795 (25.3%); 13 (0.40%) | 62 records; 29 or 30 iterations | 1829 (58.2%); 1829 (1798–1860) | 33.7 (42%); [3.53]; 32.5 (29–39) | 219 [0.54]; 219 (21.4–22.5) | 0 |
| Prophylaxis for influenza | 8278; 395 (4.8%); 104 (1.26%) | 165 records; 18 or 19 iterations | 3019.5 (36.5%); 2970 (2970–3135) | 18.8 (48%); [0.42]; 19 (18–19) | 876 [1.33]; 885 (85.7–88.5) | 0 |
| Smoking cessation       | 2250; 881 (39.2%); 14 (0.62%) | 45 records; 35 iterations | 1575 (70.0%); 1575 (0) | 39.9 (45%); [2.60]; 40 (34–44) | 113 [0]; 113 (0) | 0 |
| Asthma/ Urticaria        | 3265; 482 (14.8%); 12 (0.36%) | 65 records; 22 or 23 iterations | 1488.5 (45.6%); 1495 (1430–1495) | 22.5 (47%); [1.51]; 23 (20–24) | 296 [0.34]; 295 (29.5–30.6) | 0 |
| Depression screening    | 4174; 126 (3.0%); 1 (0.02%) | 83 records; 23–26 iterations | 2025 (48.5%); 1992 (1909–2158) | 5.8 (46%); [0.42]; 6 (5–6) | 358 [1.17]; 364 (33.6–37.8) | 0 |
| Prophylaxis for HIV      | 4502; 1184 (26.4%); 46 (1.02%) | 90 records; 30 iterations | 2700 (60.0%); 2700 (0) | 53.7 (45%); [1.49]; 53.5 (52–56) | 300 [0]; 300 (0) | 0 |
| SSBs                    | 22,309; 4993 (22.4%); 127 (0.57%) | 200 records; 64 iterations | 12,800 (57.4%); 12800 (0) | 242.7 (4.9%); [2.06]; 243 (238–246) | 1585 [0]; 1585 (0) | 0 |

**Notes:**
- Human immunodeficiency virus, SD Standard deviation, SSB Sugar sweetened beverage
- a Total number of records; Number of includes at title/abstract (% of all records); Number of included studies in the SR (% of all records)
- b Where there was no SD or range, this is identified by a 0
- c Hours saved at title/abstract = [(Total records - # of records needed to screen to identify 95% of includes)/60]
Fig. 2  

a) % SCREENED AND REDUCTION IN SCREENING BURDEN

| Condition                        | Title/abstract include | Title/abstract exclude | Reduction in screening burden |
|----------------------------------|------------------------|------------------------|------------------------------|
| Hot flashes                      |                        |                        |                              |
| Opioid use disorder              |                        |                        |                              |
| Meniere’s disease                |                        |                        |                              |
| Non-small cell lung cancer       |                        |                        |                              |
| Prophylaxis for influenza        |                        |                        |                              |
| Smoking cessation                |                        |                        |                              |
| Asthma/Urticaria                 |                        |                        |                              |
| Depression screening             |                        |                        |                              |
| Prophylaxis for HIV              |                        |                        |                              |
| SSBs                             |                        |                        |                              |

b) Relationship of mean % reduction in screening burden and % of title/abstract includes

1. Hot flashes
2. Opioids use disorder
3. Meniere’s disease
4. Non-small cell lung cancer
5. Prophylaxis for influenza
6. Smoking cessation
7. Asthma/Urticaria
8. Depression screening
9. Prophylaxis for HIV
10. SSBs

Fig. 2 a) Title/abstract includes and excludes and screening burden reduction. b) Relationship of mean % reduction in screening burden and % of title/abstract includes.
articles (40 @ 4 min/record = 2.7 h) and the time for two reviewers to screen at full text (40 @ 5 min/record × 2 = 6.7 h), this results in an additional 9.4 h of time savings, nearly doubling the time savings. The Asthma/Urticaria review (which approximated the median for total records, % of includes at title/abstract, and time savings in hours) would result in a total time savings of 35.3 h (title/abstract screening: 30 h; retrieving full texts: 1.5 h; screening full texts: 3.8 h). The largest review, SSBs, would result in a total time savings of 215.1 h (title/abstract screening: 158.5 h; retrieving full texts: 16.2 h; screening full texts: 40.5 h). These numbers do not
include any ordering fees for articles not accessible without a journal subscription, plus any additional time to resolve conflicts at full text (which has been estimated to take 5 min per conflict [11]).

Figure 5 shows that the extra time to retrieve the full text and perform full-text screening represents 4 to 45% of the estimated total time saved (median: 14%).

Findings: performance (accuracy) of the prioritization algorithm

Across the 10 SRs studied, a median of 4.57% of the records were title/abstract FN (IQR: 18.9 to 44.6). Among the 100 iterations (10 iterations in 10 SRs), no final included studies were not yet identified at a true recall @ 95% (Table 2).

A post-hoc analysis was subsequently performed to evaluate the difference in the screening burden to achieve a true recall @ 100% compared to a true recall @ 95%. In measuring this, using the mean over three simulations, this resulted in a median difference in the number required to screen of 40.6% (IQR: 38.3 to 54.2%). It is important to note that the additional screening burden to identify the last 5% of the records included at title/abstract would not have identified any final included studies in the systematic reviews, as they were all identified in the true recall @ 95%.

Figure 6 displays the reduction in screening burden over the 10 reviews at a true recall rate of 95 and 100%. Seven of the 10 reviews required over 90% of the records to be screened to achieve a true recall @ 100%. Two of these were the largest reviews (i.e., Opioids use disorder = 16,282 records, SSBs = 22,309 records).

Discussion

The new prioritization tool in DistillerSR reduced the screening burden in these 10 SRs by 30.0 to 72.5% when using a true recall @ 95% modified screening approach. Smaller studies with a high inclusion rate will take longer to identify 95% of the title/abstract includes and resulted in poorer performance for the machine learning algorithm. Although some of the larger studies had high rates of title/abstract includes, due to the size of the dataset, the reduction in screening burden would still result in a large time and potentially lead to a subsequent cost savings. A recently published study evaluated the accuracy of screening prioritization of Abstrackr and EPPI-Reviewer [15]. Screening burden to identify all title/abstract includes for the de novo review was 85% or more for seven of the nine reviews for both Abstrackr (median: 93.8%, range: 71.1 to 99.0%) and EPPI-Reviewer (median: 91.3%, range: 39.9 to 97.9%). However, six of the nine included reviews had fewer than 1000 records, thereby not starting with a particularly large screening burden. Although not a direct comparison to our experiment, as different datasets were used, identifying 100% of the title/abstract includes using...
DistillerSR produced similar results (median: 96.6%, range: 70.3 to 100%). As there were no final includes missed with the true recall @ 95%, the extra screening burden to identify the last 5% of studies would not have changed the final results and conclusions, and may not be worth the additional efforts. Although this could be further evaluated, this suggests this last 5% of records where passed through for full-text screening due to either human error or a tendency toward over-inclusiveness while screening titles/abstract, and/or title/abstracts that were unclear, or records with no abstract which were included based on the title only. Other research teams are encouraged to use the information we have provided in order to build the evidence base.

There are several considerations to keep in mind when deciding to use prioritized screening in prospective reviews. It is important to have a clean (e.g., all duplicates removed) dataset, as any duplicates with conflicting decisions on whether to pass through for full-text screening or exclude based on the title/abstract would confuse the machine learning algorithm. Due to the retrospective nature of this experiment, this was not checked, as the assumption was made that this was performed when the SRs were originally conducted. Second, as the success of machine learning is dependent on the quality of the training set created by human reviewers, a precise training set (i.e., correctly designating title/abstract records) is required. A 2020 study by Wang et al. reported a 10.8% (95% confidence interval 7.4 to 14.1%) error rate (i.e., incorrectly included or incorrectly excluded at title/abstract screening) among 139,467 citations that underwent 329,332 inclusion and exclusion decisions [3]. Although incorrectly excluding a record at title and abstract level is more concerning, as this record is no longer considered for inclusion, incorrectly passing a record at title and abstract for further review at full text increases screening burden at full text, in addition to the time and costs associated with retrieving the full-text articles. It is therefore important to ensure that a pilot test is first performed with conflicts resolved, that all reviewers are confident in their assessments (i.e., do not include because of uncertainty of reviewer rather than uncertainty of relevance), and that conflict resolution is performed throughout screening. Review team may also choose to set up reviewer compatibility (if the software permits), where junior reviewers are unable to screen the same references. This may decrease the number of records that are incorrectly included due to uncertainty.

Limitations
There were some limitations in the conducted study. First, screening at the title and abstract level in the set of systematic reviews we studied was performed using the liberal accelerated method [34], which requires two reviewers to exclude a reference, but requires only one reviewer to include a reference to be further evaluated at full text. Further, any conflicts resulting from the first reviewer excluding and the second reviewer including were not resolved. This presents two limitations: (i) there may be a tendency to be over-inclusive while screening titles/abstracts as only one reviewer is required to pass the reference through for further full-text screening, and (ii) by using retrospective responses, the machine-learning algorithm is not able to distinguish between records that were excluded by the first reviewer and later included by the second reviewer. These records...
Implications for future research
In this pilot experiment evaluating the AI simulation tool in DistillerSR, we selected 10 reviews which included a variety of review types (e.g., NMAs, SRs of RCTs, SRs including observational studies), sizes (ranging from 2250 to 22,309 records), and inclusion rates (ranging from 3.0 to 39.2% at title/abstract screening). We encourage other review teams to use the guidance provided in Additional file 2 to evaluate the AI simulation tool on their own projects. For review teams who do not have access to DistillerSR or who do not have the resources to run these experiments, the authorship team of this study plans on increasing the sample size of this experiment by asking other review teams to provide their databases so this experiment can be run. We plan to establish a website for this work that will allow for the provision of updated findings in an ongoing fashion. Offers to contribute to this initiative will be shared with other teams in the future through email, social media and other forms of communication.

In the context of rapid reviews, a form of knowledge synthesis that accelerates the process of conducting a traditional systematic review through streamlining or omitting a variety of methods to produce evidence in a timely and resource-efficient manner [27–30], identification of fewer than 95% of the title/abstract true positives may be acceptable. A survey of stakeholders (e.g., policy-makers, healthcare providers) reported that the median acceptable incremental risk of getting an incorrect answer from a rapid review is 10% (interquartile range of 5–15%) [35]. A missed study (or studies) does not imply there will be an incorrect answer, depending on the study (ies), as missed studies may not change the overall conclusion appreciably in terms of either direction or magnitude of effects studied. Therefore, the decision to stop screening or change the method of screening (e.g., from dual-independent to single screener) once another percentage of studies passed through for full-text screening. Estimated recall rates may be further evaluated to determine the difference between estimated and true recall rates and how many more records should be screened once a certain estimated recall threshold has been achieved.

Prospective studies using the prioritization tool should be performed that report transparent and repeatable methods. These steps might change the process by which review teams currently conduct their systematic reviews. For example, although not an option when using the AI simulation on a previously completed review, in a prospective review using prioritization, review teams are encouraged to use dual-independent screening at the title and abstract level, with conflicts resolved throughout the screening process (e.g., after every 10% of references screened, at the end of each day) to minimize over-inclusiveness and maximize the performance of the AI prioritization tool. Review teams are also encouraged to use the Check for Error audit throughout screening to ensure that no references are incorrectly excluded, although this should be rare when performing dual-independent screening. Prospective studies may contribute to a set of best practices for using prioritized screening, and may also help to inform a future reporting checklist for protocols and manuscripts for these types of experiments or for reviews (e.g., systematic, rapid) using AI.

Conclusion
Our findings from this study suggest that the prioritization tool in DistillerSR can reduce screening burden. Even for reviews where the tool performed less efficiently, the time savings were still appreciable. Modified or stop screening approaches once a true recall @ 95% has been achieved appears to be a valid method for rapid reviews, and perhaps systematic reviews, as it did not miss any of the final includes studies in the systematic review.
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Additional file 1. Systematic review details [36–44].
Additional file 2. Steps for Testing Prioritization in DistillerSR through AI Simulation.
Additional file 3. Supplementary Tables: Table 1. Records required to screen to achieved true recall @ 95%. Table 2. Total hours saved.

Abbreviations
AI: Artificial intelligence; HIV: Human immunodeficiency viruses; IQR: Interquartile range; NMA: Network meta-analysis; RCT: Randomized

may be less likely to be true includes. As a training set with high accuracy (i.e., true title/abstract includes and true excludes) will result in fewer excluded references required to be screened to achieve true recall @ 95%, over-inclusiveness of records likely resulted in poorer performance of the AI tool. Second, this experiment was only conducted using DistillerSR, which might not be generalizable to all prioritization algorithms and related software.
controlled trial; SD: Standard deviation; SR: Systematic review; SSBr: Sugar sweetened beverages

Acknowledgements
Not applicable.

Authors’ contributions
CH and BH designed the experiment. CH wrote the original draft of the manuscript. All authors (CH, SEK, KT, DBR, GAW, BH) reviewed the manuscript, provided input and were involved in development of the associated funding application for this work. The author(s) read and approved the final manuscript.

Funding
This research is being funded by a bridge grant provided by the Canadian Institutes of Health Research. The funder has not had any role in study design; in the collection, analysis and interpretation of data; in the writing of the report; or in the decision to submit the article for publication.

Availability of data and materials
The datasets used and/or analysed during the current study are available from the corresponding author on reasonable request.

Ethics approval and consent to participate
Not applicable.

Availability of data and materials
The datasets used and/or analysed during the current study are available from the corresponding author on reasonable request.

Ethics approval and consent to participate
Not applicable.

Consent for publication
Not applicable.

Competing interests
The authors declare that they have no competing interests.

Author details
1Clinical Epidemiology Program, Ottawa Hospital Research Institute, 501 Smyth Road, Box 211b, Ottawa, Ontario K1H 8L6, Canada. 2Department of Medicine, University of Split, Split, Croatia. 3Cardiovascular Research Methods Centre, University of Ottawa Heart Institute, Ottawa, Ontario, Canada. 4School of Epidemiology and Public Health, University of Ottawa, Ottawa, Ontario, Canada. 5Department of Psychology, McGill University, Montreal, Quebec, Canada.

Received: 11 June 2020 Accepted: 22 September 2020

Published online: 15 October 2020

References
1. About Cochran reviews 2020. https://www.cochranelibrary.com/about-about-cochrane-reviews. Accessed 16 Jan 2020.
2. Borah R, Brown A, Capers P, Kaiser K. Analysis of the time and workers needed to conduct systematic reviews of medical interventions using data from the PROSPERO registry. BMJ Open. 2017;7:e012545.
3. Wang Z, Nayfeh T, Tetzlaff J, Ollens P, Murad MH. Error rates of human reviewers during abstract screening in systematic reviews. PLoS One 2020; 15:e0227742. doi: https://doi.org/10.1371/journal.pone.0227742.
4. Taljaard M, McGowan J, Ghimire JM, Breault JC, McRae A, Errico MP, el al. Electronic search strategies to identify reports of cluster randomized trials in MEDLINE: low precision will improve with adherence to reporting standards. BMC Med Res Methodol. 2010;10:15. https://doi.org/10.1186/1471-2288-10-15.
5. Waffenschmidt S, Knelangen M, Sieben W, Bühn S, Pieper D. Single screening versus conventional double screening for study selection in systematic reviews: a methodological systematic review. BMC Med Res Methodol. 2019;19:132. https://doi.org/10.1186/s12874-019-0782-0.
6. Mateen FJ, Oh J, Tergas AI, Bhayani NH, Kamdar BB. Titles versus titles and abstracts for initial screening of articles for systematic reviews. Clin Epidemiol. 2013;5:89–95. https://doi.org/10.2147/CEP.S34118.
7. Wang Z, Asi N, Elayyah TA, Abu Dabrh AM, Undavalli C, Glassiou P, et al. Dual computer monitors to increase efficiency of conducting systematic reviews. J Clin Epidemiol. 2014;67:1353–7. https://doi.org/10.1016/j.jclinepi.2014.06.011.
8. Rathbone J, Albarracín L, Balkht M, Beller E, Byamasesen O, Hoffmann T, et al. Expediting citation screening using RCo-based title-only screening for identifying studies in scopeing searches and rapid reviews. Syst Rev. 2017;6:233. https://doi.org/10.1186/s13643-017-0629-x.
9. Pham MT, Waddell L, Rajić A, Sarageant JM, Papadopoulos A, McEwen SA. Implications of applying methodological shortcuts to expedite systematic reviews: three case studies using systematic reviews from Agri-food public health. Res Synth Methods. 2016;7:433–46. https://doi.org/10.1002/jrsm.1215.
10. Edwards P, Clarke M, DiGuiseppi C, Pratap S, Roberts I, Wentz R. Identification of randomized controlled trials in systematic reviews: accuracy and reliability of screening records. Stat Med. 2002;21:1635–40. https://doi.org/10.1002/sim.1190.
11. Shemilt I, Khan N, Park S, Thomas J. Use of cost-effectiveness analysis to compare the efficiency of study identification methods in systematic reviews. Syst Rev. 2016:5:140. https://doi.org/10.1186/s13643-016-0315-4.
12. Gartlehner G, Affengruber L, Titscher V, Noël-Storr A, Dooley G, Ballarinis N, et al. Single-reviewer abstract screening missed 13 percent of relevant studies: a crowd-based, randomized controlled trial. J Clin Epidemiol. 2020. https://doi.org/10.1016/j.jclinepi.2020.01.005.
13. Gartlehner G, Wagner G, Lux L, Affengruber L, Dobrescu A, Kaminski-Hartenthaler A, et al. Assessing the accuracy of machine-assisted abstract screening with DistillerRAT: a user study. Syst Rev. 2019;8:277. https://doi.org/10.1186/s13643-019-1221-3.
14. Gates A, Guitard S, Pillay J, Elliott SA, Dyson MP, Newton AS, et al. Performance and usability of machine learning for screening in systematic reviews: a comparative evaluation of three tools. Syst Rev. 2019;8:278. https://doi.org/10.1186/s13643-019-1222-2.
15. Tsou AT, Treadwell JR, Erinoth EE, Schoelles K. Machine learning for screening prioritization in systematic reviews: comparative performance of Abstrackr and EPPI-reviewer. Syst Rev. 2020;9:73.
16. Howard BE, Phillips J, Miller K, Tandon A, Dav M, Shah MR, et al. SWIFT-review: a text-mining workbench for systematic reviews. Syst Rev. 2016;5:87.
17. O’Mara-Eves A, Thomas J, McNaught A, Miwa M, Anandadasu S. Using text mining for study identification in systematic reviews: a systematic review of current approaches. Syst Rev. 2015;4:5. https://doi.org/10.1186/s13643-015-0064-5.
18. Harrison H, Giffin SJ, Kuhn I, Usher-Smith JA. Software tools to support title and abstract screening for systematic reviews in healthcare: an evaluation. BMC Med Res Methodol 2002;0207. doi: https://doi.org/10.1186/s12874-0020-0097-3.
19. Marshall J, Wallace BC. Toward systematic review automation: a practical guide to using machine learning tools in research synthesis. Syst Rev. 2019; 8:163. https://doi.org/10.1186/s13643-019-1074-9.
20. Gates A, Johnson C, Hartling L. Technology-assisted Title and Abstract Screening for Systematic Reviews: A Retrospective Evaluation of the Abstrackr Machine Learning Tool. Systematic Reviews. 2018;7:45. https://doi. org/10.1186/s13643-018-0707-8.
21. Rathbone J, Hoffmann T, Glassiou P. Faster Title and Abstract Screening? Evaluating Abstrackr, a Semi-Automated Online Screening Program for Systematic Reviews. Syst Rev 2015;4:80. doi: https://doi.org/10.1186/s13643-015-0067-6.
22. Giummarra MJ, Lau G, Gabbe BJ. Evaluation of text mining to reduce screening workload for injury-focused systematic reviews. Inj Prev. 2020;26: 55–60. https://doi.org/10.1136/injuryprev-2019-043247.
23. Howard BE, Phillips J, Tandon A, Maharana A, Elmore R, Dav M, et al. SWIFT-active reviewer: accelerated document screening through active learning and integrated recall estimation. Environ Int. 2020;138:105623. https://doi.org/10.1016/j.envint.2020.105623.
24. Gates A, Gates M, Sebastianski M, Guitard S, Elliott SA, Hartling L. The semi-automation of title and abstract screening: a retrospective exploration of ways to leverage Abstrackr’s reliance predictions in systematic and rapid reviews. BMC Med Res Methodol 2020;20:139. doi: https://doi.org/10.1186/s12874-020-01031-w.
25. O’Connor AM, Tsfat N, Thomas G, Glassiou P, Gilbert SB, Hutton B. A question of trust: can we build an evidence base to gain trust in systematic review automation technologies? Syst Rev. 2019;8:143. https://doi.org/10.1186/s13643-019-1062-9.
26. Cohen AM, Hersh WR, Peterson K, Yen P-Y. Reducing workload in systematic review preparation using automated citation classification. J Am Med Inform Assoc. 2006;13:206–19. https://doi.org/10.1197/jamia.M1092.
27. Ganann R, Ciliska D, Thomas H. Expediting citation screening: methods and implications of rapid reviews. Implement Sci. 2010;5:56. https://doi.org/10.1186/1748-5908-5-56.
28. Tricco AC, Antony J, Zarin W, Strifler L, Ghassemi M, Ivory J, et al. A scoping review of rapid review methods. BMC Med. 2015;13:224. https://doi.org/10.1186/s12916-015-0465-6.

29. Watt A, Cameron A, Sturm L, Babidge W, Blamey S, et al. Rapid reviews versus full systematic reviews: an inventory of current methods and practice in health technology assessment. Int J Technol Assess Health Care. 2008;24:133–9.

30. Grant MJ, Booth A. A typology of reviews: an analysis of 14 review types and associated methodologies. Health Inf Libr J. 2009;26:91–108. https://doi.org/10.1111/j.1471-1842.2009.00848.x.

31. Elliott JH, Symott A, Turner T, Simmonds M, Akk EA, McDonald S, et al. Living systematic review: 1. Introduction—the why, what, when, and how. J Clin Epidemiol. 2017;91:23–30. https://doi.org/10.1016/j.jclinepi.2017.08.010.

32. Thomas J, Noel-Storr A, Marshall I, Wallace B, McDonald S, Mavergames C, et al. Living systematic reviews: 2. Combining human and machine effort. J Clin Epidemiol. 2017;91:31–7. https://doi.org/10.1016/j.jclinepi.2017.08.011.

33. Munn Z, Stern C, Aromataris E, Lockwood C, Jordan Z. What kind of systematic review should I conduct? A proposed typology and guidance for systematic reviewers in the medical and health sciences. BMC Med Res Methodol. 2018;185. https://doi.org/10.1186/s12874-017-0468-4.

34. Khangura S, Konnyu K, Cushman R, Grimshaw J, Moher D. Evidence summaries: the evolution of a rapid review approach. Syst Rev. 2012;1:10. https://doi.org/10.1186/2046-4053-1-10.

35. Wagner G, Nussbaumer-Streit B, Greimel J, Ciapponi A, Gantlechner G. Trading certainty for speed - how much uncertainty are decisionmakers and guideline developers willing to accept when using rapid reviews: an international survey. BMC Med Res Methodol. 2017;17:121. https://doi.org/10.1186/s12874-017-0406-5.

36. Hutton B, Yazdi F, Bordeleau L, Morgan S, Cameron C, Kanji S, et al. Comparison of physical interventions, behavioral interventions, natural health products, and pharmacologics to manage hot flashes in patients with breast or prostate cancer: protocol for a systematic review incorporating network meta-analyses. Syst Rev. 2015;4:114. https://doi.org/10.1186/s13643-015-0099-y.

37. Rice DB, Hutton B, Poulin P, Sproule BA, Wolfe D, Moher D, et al. Evaluating comparative effectiveness of psychosocial interventions for persons receiving opioid agonist therapy for opioid use disorder: protocol for a systematic review. BMJ Open. 2018;8:e023902. https://doi.org/10.1136/bmjopen-2018-023902.

38. Ahmadiani N, Cheng W, Wolfe D, Bonaparte J, Schramm D, Fitzpatrick E, et al. Pharmacologic and surgical therapies for patients with Meniere’s disease: a protocol for a systematic review and meta-analysis. Syst Rev. 2019;8:941. https://doi.org/10.1186/s13643-019-1195-1.

39. Elliott J, Bai Z, Hsieh S-C, Kelly SE, Chen L, Skidmore B, et al. ALK inhibitors for non-small cell lung cancer: a systematic review and network meta-analysis. PLoS One. 2020;15:e0229179. https://doi.org/10.1371/journal.pone.0229179.

40. Hersi M, Traversy G, Thombs BD, Beck A, Skidmore B, Groulx S, et al. Effectiveness of stop smoking interventions among adults: protocol for an overview of systematic reviews and an updated systematic review. Syst Rev. 2019;8:28. https://doi.org/10.1186/s13643-018-0928-x.

41. Johnston A, Smith C, Zheng C, Aaron SD, Kelly SE, Skidmore B, et al. Influence of prolonged treatment with omalizumab on the development of solid epithelial cancer in patients with atopic asthma and chronic idiopathic urticaria: a systematic review and meta-analysis. Clin Exp Allergy. 2019;49:1291–305. https://doi.org/10.1111/cea.13457.

42. Hamel C, Lang E, Motissette K, Beck A, Stevens A, Skidmore B, et al. Screening for depression in women during pregnancy or the first year postpartum and in the general adult population: a protocol for two systematic reviews to update a guideline of the Canadian task force on preventive health care. Syst Rev. 2019;8:27. https://doi.org/10.1186/s13643-018-0930-3.

43. Hamel C, Stevens A, Singh K, Ansari MT, Myers E, Ziegler P, et al. Do sugar-sweetened beverages cause adverse health outcomes in adults? A systematic review protocol. Syst Rev. 2014;3:108. https://doi.org/10.1186/2046-4053-3-108.

44. Stevens A, Hamel C, Singh K, Ansari MT, Myers E, Ziegler P, et al. Do sugar-sweetened beverages cause adverse health outcomes in children? A systematic review protocol. Syst Rev. 2014;3:96. https://doi.org/10.1186/2046-4053-3-96.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.