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Abstract

This work proposes the first strategy to make distributed training of neural networks resilient to computing errors, a problem that has remained unsolved despite being first posed in 1956 by von Neumann. He also speculated that the efficiency and reliability of the human brain is obtained by allowing for low power but error-prone components with redundancy for error-resilience. It is surprising that this problem remains open, even as massive artificial neural networks are being trained on increasingly low-cost and unreliable processing units. Our coding-theory-inspired strategy, “CodeNet,” solves this problem by addressing three challenges in the science of reliable computing: (i) Providing the first strategy for error-resilient neural network training by encoding each layer separately; (ii) Keeping the overheads of coding (encoding/error-detection/decoding) low by obviating the need to re-encode the updated parameter matrices after each iteration from scratch. (iii) Providing a completely decentralized implementation with no central node (which is a single point of failure), allowing all primary computational steps to be error-prone. We theoretically demonstrate that CodeNet has higher error tolerance than replication, which we leverage to speedup computation time. Simultaneously, CodeNet requires lower redundancy than replication, and equal computational and communication costs in scaling sense. We first theoretically demonstrate the benefits of using CodeNet over replication in reducing the expected computation time accounting for checkpointing. Our experiments show that CodeNet achieves the best accuracy-runtime tradeoff compared to both replication and uncoded strategies. CodeNet is a significant step towards biologically plausible neural network training, that could hold the key to orders of magnitude efficiency improvements.

I. INTRODUCTION

Inspired by the success of Shannon’s theory of information [1] in addressing errors in communication, and the remarkable efficiency and speed of the human brain in processing information with seemingly error-prone components, von Neumann began the study of computing in presence of noisy and erroneous computational elements in 1956 [2], as is also evident from the influence of the McCulloch-Pitts model of a neuron [3] in his work. It is often speculated [4] that the error-prone nature of brain’s hardware helps it be more efficient: rather than paying the cost at a component level, it may be more efficient to accept component-level errors, and utilize sophisticated error-correction mechanisms for overall reliability of the computation\(^1\). The brain operates at a surprisingly low power of about 15 W [7], and attains high accuracy and speeds, despite individual neurons in the brain being slow and error-prone [4], [5], [8]–[10]. Even today, the brain’s system-level energy requirement is orders of magnitude smaller than the most efficient computers, despite substantial efforts in imitating the brain, going as far as using spiking neural

\(^{1}\text{See also the “Efficient Coding Hypothesis” of Barlow [5] and a recent validation of this concept in computing linear transforms [6].}\)
networks [11]. While there is growing interest in training using low-cost and unreliable hardware [12]–[16], they still use significantly more power-consuming and reliable components than that used in the brain. Thus, von Neumann’s original motivation of training neural networks in presence of noise and errors still remains open today, and might hold the key to orders of magnitude improvements in efficiency while maintaining high speed in training neural networks. Towards addressing this important intellectual question, this work provides the first unified strategy that addresses error-resilience in every operation during the training of Deep Neural Networks (DNNs), which are a form of Artificial Neural Networks (ANNs).

ANNs, proposed in mid 1900s [17], [18], have revolutionized modern machine learning and data mining. Training large-scale neural networks with millions of parameters [19]–[21] often requires large training time exceeding a few days. The ever-increasing size of neural networks creates a pressing demand for resources and power for fast and reliable training. In our experiments that appear later, we demonstrate that ignoring errors entirely during neural network training can severely degrade the performance, even with a probability of error as low as $3 \times 10^{-4}$ (see Fig. 1). Instead, by embracing errors in computing, one may be able to reduce the power budget of each individual computational node. And, use of system-level error-correction can provide high reliability on error-prone components as long as the overhead is kept small.

In this paper, we propose CodeNet, a novel strategy that enables fast and reliable training of Deep Neural Networks (DNNs) in distributed and parallelized architectures that use unreliable processing components. We advance on ideas from information and coding theory to design novel error-correction mechanisms that use redundancy to compute reliably in presence of “soft-errors,” i.e., undetected errors that can corrupt the computation of a node, producing garbage outputs that are far from the true (noiseless) output. CodeNet is completely decentralized, allowing for all primary computational operations to be error-prone, including the nonlinear step which is an obstacle for coding in computing because most coding techniques are linear. Further, even error-detection and decoding are allowed to be erroneous and are accomplished in a decentralized manner, by introducing some very low-complexity verification steps that are assumed to be error-free. Error-prone detection and decoding is important because of two reasons: (a) it avoids having a single point-of-failure in the system (if central node fails, so does the algorithm) and

2Interestingly, errors can sometimes be useful in non-convex minimization because they can help the computation to exit local minima and saddle points. However, this occurs only when the error-magnitude is small. Soft-errors can cause bit-flips in most-significant bits, and thus the corresponding error-magnitudes can be quite large.
allows for all computations to be error-prone including encoding/decoding/nonlinear activation/diagonal matrix post-multiplication; (b) it is also an important requirement for biological plausibility of any neural computation algorithm (see e.g. [8]). Lastly, CodeNet also ensures that the additional overheads due to coding are kept low and comparable to replication, since matrices are not required to be encoded afresh even though they update at each iteration, and only vectors are encoded at each iteration which is much cheaper computationally.

Summary of Theoretical and Experimental Results: We first analytically characterize the worst-case error tolerance of CodeNet in Theorem 1. Then, we show in Theorem 2 that, accounting for errors and checkpointing time, CodeNet can offer unboundedly large reductions in the expected training time under fixed storage per node over classical replication, while also requiring fewer redundant nodes. We also compare the computational and communication complexity of CodeNet with classical replication in Theorem 3, showing that the additional overhead due to coding is negligible using an efficient decentralized implementation with standard communication protocols [22] across the nodes. Finally, our experiments on Amazon EC2 clusters (with artificially introduced errors) reveal that even seemingly small error probabilities can severely degrade the performance of classical non-error-resilient training. In specific instances, we observe that CodeNet offers 6x speedup over replication under equal storage per node (see Fig. 1) to complete the same number of iterations (and achieve the same accuracy) even while using fewer redundant nodes.

A. Related Works

Because of their potential to go undetected, soft-errors are receiving increasing attention (sometimes even regarded as “the scariest aspect of supercomputing’s monster in the closet” [23]). Common causes for soft-errors include: (i) Exposure of chips to cosmic rays from outer space causing unpredictable bit-flips; (ii) Manufacturing and soldering defects; and (iii) Memory and storage faults etc. [23], [24]. Even for specialized nanoscale circuits, the International Technology Roadmap for semiconductors predicts that as devices become smaller, thermal noise itself will cause systems to fail catastrophically during normal operation even without supply voltage scaling [7], thus increasing the need for fault-tolerant training.

Fault tolerance has been actively studied since von Neumann’s work [2] (see [6], [25]–[28]). Existing techniques fall into two categories: roll-backward and roll-forward error correction. Roll-backward error correction refers to different forms of checkpointing [29], where the computation-state is transmitted to,
Fig. 1: Experimental results on Amazon EC2: we train a 3 layer DNN of configuration $[784 \ 10^4 \ 10^4 \ 10]$ on MNIST dataset using backpropagation with Stochastic Gradient Descent (batch size 1). We assume that each node can be affected by soft-errors with probability 0.0003 independently, either during the matrix-vector product in feedforward or backpropagation stage, or during the rank-1 update in update stage at any layer, which happen to be the three most computationally intensive operations at any layer during training. CodeNet uses 38 nodes and completes 2000 iterations of training in 2322 seconds, achieving an accuracy of 89%. A comparable replication strategy, with equal storage per node, uses more nodes (40) but takes much longer (14140 seconds) to complete 2000 iterations and achieve the same accuracy. However, an Uncoded strategy with no error-correction has very poor accuracy. CodeNet thus improves the wall-clock runtime over comparable strategies while also providing acceptable performance. It enables forward computing when an error occurs and reduces the need to roll-back to the iteration of the last checkpoint.

and stored in, a disk at regular programmer-defined intervals. When errors are detected, the last stored state is retrieved from the disk, and the computation is resumed from the previous checkpoint. However checkpointing comes with immense communication costs [29]. Retrieving the state of the system from the disk is extremely time-intensive, and can significantly slow down the computation if the errors are frequent.

An alternative (and often complementary) approach is roll-forward error correction where redundancy is introduced into the computation itself, and detected errors are corrected prior to proceeding. Use of sophisticated (i.e., non-replication) based error-correcting codes in roll-forward error correction dates at least as far back as 1984, when Algorithm-Based-Fault-Tolerance (ABFT) was proposed by Huang and Abraham [30] for certain linear algebraic operations. ABFT techniques [29], [30] mainly use parity checks to detect and sometimes correct faults, so that computation can proceed without the need to roll back,
when the number of errors are limited. Here, we are interested in soft-errors in a completely decentralized setup, which impose further difficulties because the error correction mechanisms are themselves required to be decentralized and error-prone.

Recently, “Coded Computation” [31]–[40], [40]–[83] has emerged as an evolution on ABFT techniques to address the problem of straggling nodes, i.e., when a few delay-prone nodes delay the entire computation [84] as the master node has to wait for all to finish. These works provide strategies that are, in some cases [37], [40], [42], [44], scaling sense improvements over ABFT, and also obtain fundamental limits on resilience under given storage or communication constraints. Please refer to [41], [85] for our follow-up work on coded neural network training.

B. Key Novelties of CodeNet

We are required to make all the stages of DNN training, namely, feedforward, backpropagation and update (see next section), resilient to errors. We note that for each of these stages, there are similarities that our strategy shares with the existing ABFT and coded computing literature (e.g. [86]). The strategies for feedforward and backpropagation resilience are similar to those for matrix-vector products, and that for the update stage is similar to rank-1 updates that arise in some matrix multiplication algorithms (e.g., see [87], [88]). Our key contribution is in observing that a unified coding strategy, that advances on these existing
strategies, can be weaved into the architecture of DNN training, that automatically makes all three stages error-resilient, without significant overhead. Furthermore, our strategy incorporates three key advances over the existing literature in coded computing and ABFT that are critical to achieving error-resilience in DNN training in practical systems:

(i) **Dealing with nonlinear activations:** An important conceptual difficulty is the nonlinearity of the element-wise activation function after matrix-vector computation in the feedforward stage. Because the most commonly used techniques of error-correcting codes are linear, nonlinear operations can prevent them from preserving codeword structures. Here, we first circumvent this problem by encoding the most computationally intensive operations [89] (matrix-vector and matrix-update steps) separately at each layer. We demonstrate the utility of CodeNet under two error models, one where only the longer, most computationally intensive steps are vulnerable to errors and one where all the primary steps including the nonlinear activations are allowed to be error-prone, by introducing some extremely low-complexity verification steps in the latter, which are assumed to be error-free.

(ii) **Decentralized architecture allowing for all primary operations to be error-prone:** Unlike much of the literature in coded computing (with few exceptions, e.g. [6]), we assume that there is no single master node that is available to distribute tasks and collect outputs from parallel nodes. In centralized systems, the master node is a single point-of-failure: if it is erroneous, the entire computation can fail. Even in ABFT literature, where decentralization is common, it is assumed that encoding, error-detection and decoding are reliable. In this work, our implementation is completely decentralized, and allows all the primary steps, including the less computationally intensive steps, such as, encoding, error-detection, decoding, as well as, the nonlinear activation and diagonal matrix post-multiplication, to incur errors. To achieve error-resilient detection and decoding, we only introduce two verification steps of very low-complexity as compared to the primary steps, that are assumed to be error-free.

(iii) **Reducing communication and computing overhead of coding:** Our careful choice of unified coding strategy enables low overhead of coding in two ways: (a) the same initial encoding on the weight matrices introduces resilience in the feedforward, backpropagation and update stages; (b) the overhead of this encoding, which can be prohibitively large for matrices that evolve across iterations, is kept low by performing encoded updates that preserve the coded structure of weight matrices while only requiring
encoding of \textit{vectors} used in the update stage$^3$.

We compare with two natural competing strategies: (i) an \textit{uncoded} strategy that uses no redundancy. This strategy performs no error detection, and simply ignores soft-errors at every iteration. This can cause errors to keep accumulating, which can severely degrade the performance of the neural network, as demonstrated by our experimental results. (ii) \textit{replication} of the entire network, followed by looking for mismatch between outputs of nodes that perform identical computations at every iteration to detect errors. While this provides fault-tolerance: (a) it requires high redundancy (a factor of 2); and (b) it can increase the training time substantially because the training has to return to the last checkpoint every time an error occurs and restart from that state. CodeNet also uses checkpointing when the number of errors exceeds its error tolerance, but it requires much less frequent checkpointing as compared to replication. This is because CodeNet detects and corrects errors without the expensive roll-back to previous checkpoint (when the number of errors are limited), and is thus able to proceed forward with the computation.

\section*{II. Background and Problem Formulation}

In this section, we first discuss the primary computational operations that are required to be performed at each layer during error-free DNN training and then move on to the problem formulation and goals. The background we provide is limited; we refer to Appendix A for more details. Throughout the paper, we use bold-face letters to denote matrices and vectors.

\subsection*{A. Background: Primary Operations of DNN Training}

Assume that we are training a DNN with $l=1,2,\ldots,L$ layers (excluding the input layer that can be thought of as layer 0) using backpropagation algorithm [18] with Stochastic Gradient Descent (SGD) with a mini-batch size of 1. The DNN thus consists of $L$ parameter matrices (also called weight matrices), one for each layer, as illustrated in Fig. 2. Let $N_l$ denote the number of neurons in the $l$-th layer. Thus, for layer $l$, the weight matrix to be trained is of dimension $N_l \times N_{l-1}$ as it represents the connections between the neurons of layer $l$ and $l-1$. Note that for $l=1$, the weight matrix is of dimension $N_1 \times N_0$, where $N_0$ is the dimension of the input data vector. In every iteration, the DNN (\textit{i.e.} the $L$ weight matrices) is trained based on a single data point and its true label through three stages, namely, feedforward, backpropagation

$^3$Straightforward use of existing works on ABFT [30], [87] and coded computing [36], [37], [44] for a matrix-vector product (e.g. $W_{N \times N}x_{N \times 1}$) requires encoding $W$ from scratch in each iteration. Because encoding, in scaling sense, is of the same computational complexity as the matrix-vector product itself, \textit{i.e.}, $\Theta(N^2)$, it can introduce significant overhead and unreliability.
and update, as shown in Fig. 2. At the beginning of every iteration, the first layer (layer 1) accesses the data vector (input to layer 1) from memory, and starts the feedforward stage which propagates recursively across layers, from \( l=1 \) to \( L \). For a generic layer, we denote the weight matrix and feedforward input to the layer as \( W^l \) and \( x^l \) respectively. The operations performed at layer \( l \) during feedforward stage (see Fig. 2a) are:

**[Step O1]** Compute matrix-vector product: \( s^l = W^l x^l \).

**[Step C1]** Compute input for \((l+1)\)-th layer as: \( x^{(l+1)} = f(s^l) \), by applying nonlinear activation function \( f(\cdot) \) element-wise.

At the last layer (layer \( l=L \)), the backpropagated error vector is generated by accessing the true label from memory and the estimated label (see Fig. 2b), which is the final feedforward output of the last layer. Then, the backpropagation stage propagates recursively across layers, from \( l=L \) to 1, generating backpropagated error vectors for the next layer. Let the backpropagated error vector for a layer be denoted by \( \delta^l \). The operations in the backpropagation stage (see Fig. 2c) for \( l \)-th layer are:

**[Step O2]** Compute matrix-vector product: \( (c^l)^T = (\delta^l)^T W^l \).

**[Step C2]** Compute backpropagated error vector for \((l−1)\)th layer as: \( (\delta^{(l−1)})^T = (c^l)^T D^l \), where \( D^l \) is a diagonal matrix whose \( i \)-th diagonal element is a function \( g(\cdot) \) of the \( i \)-th element of \( x^l \), such that \( g(f(u)) = f'(u) \) for the chosen nonlinear activation function \( f(\cdot) \) in the feedforward stage.

Finally, every weight matrix moves on to the update stage (see Fig. 2b) as follows:

**[Step O3]** Perform a rank-1 update: \( W^l \leftarrow W^l + \eta \delta^l (x^l)^T \) where \( \eta \) is the learning rate.

B. Desirable Parallelization Schemes

We are interested in completely decentralized, model-parallel architectures where each layer is parallelized across multiple nodes (that can be reused across layers) because the nodes cannot store the entire matrix \( W^l \) for each layer. Because the steps O1, O2 and O3 are the most computationally intensive steps at each layer, we restrict ourselves to schemes where these three steps for each layer are parallelized across the \( P \) nodes. A small number of additional nodes can be used as redundant nodes for error resilience.

**Remark:** We consider model-parallel strategies where during an iteration at any layer, error detection or correction will happen only twice, *i.e.*, at step C1 (after O1) and step C2 (after O2). As there is no communication immediately after O3, all errors in step O3 will be detected and corrected in the next iteration at that layer, when that erroneous node produces an output again for the first time for that layer,

either after step O1 or O2. Thus, in the worst case, we should be able to correct \((t_1 + t_3)\) errors after step O1 and \((t_2 + t_3)\) errors after step O2 under Error Models 1 or 2. Moreover, under Error Model 2, we should be able to detect if more errors have occurred even if we cannot correct them.

C. Assumptions

a) Data and Label Access: We assume that there is a source or shared memory from where all nodes can access the data (for the first layer, during feedforward stage) and its label (for the last layer, while transitioning from feedforward stage to backpropagation stage).

b) Error Models: We use two error models:

Error Model 1 (Worst-case model): Any node can be affected by soft-errors but only during the steps O1, O2 and O3, which are the most computationally intensive operations in DNN training [89]. There are no errors in encoding, error-detection, decoding, nonlinear activation or diagonal matrix post-multiplication, which require negligible time and number of operations because most of the time and resources are spent on steps O1, O2 and O3. The total number of nodes in error at any layer during O1, O2 and O3 are bounded by \(t_1\), \(t_2\) and \(t_3\) respectively. There is no assumption on the distribution of the errors for this model.

Error Model 2 (Probabilistic model): Any node can be affected by soft-errors during any primary operation (including encoding/error-detection/decoding/nonlinear activation/diagonal matrix post-multiplication), and there is no upper bound on the number of errors. For conceptual simplicity, the output of an erroneous node is assumed to be the correct output corrupted by an additive continuous valued random noise. However, we introduce two verification steps under Error Model 2 to check for errors during error-detection and decoding, that have very low complexity as compared to any other primary step, and hence, are assumed to be error-free.

Remark: Error Model 1 is a “worst-case” abstraction which is used when it is difficult to place probabilistic priors on errors. Error Model 2, while allowing for errors in all of these operations, also makes simplifying assumptions. In particular, the continuous distribution of noise simplifies our analyses by avoiding complicated probability distributions that arise in finite number of bits representations. This simplification can lead to somewhat optimistic conclusions, e.g., it allows us to detect the occurrence of errors (“garbage

\[^4\text{In general, the shorter the computation, the lower is the probability of soft-errors. E.g., the occurrence of soft-errors is assumed to be a Poisson process in [90], so that the number of soft-errors in a time interval becomes a Poisson random variable with mean proportional to the interval length.}\]
outputs”) in a coded computation with probability 1 even if they are too many errors to be corrected (because the noise takes any specific value with probability zero; see [Lemma 2, Appendix B]). This model is increasingly accurate in the limit of large number of bits of precision. In practical implementations, our results that hold with probability 1 should be interpreted as holding with high probability (e.g. it is unlikely, but possible, that two erroneous nodes produce the same garbage output). Further, we note that, because both replication and coding are able to exploit Error Model 2 for error-detection, it does not bias our results towards CodeNet relative to replication.

c) **Error-free checkpoint:** We allow for checkpointing the entire DNN (i.e., saving the weight matrices for every layer) at a disk periodically, so that we can revert to the last checkpoint when errors can be detected but not corrected, under Error Model 2. As in most existing literature, we assume this process of checkpointing is error-free. However, the cost of checkpointing is very high as compared to the computation or communication costs of the algorithm otherwise, as one has to access the disk. Thus, we aim to employ checkpointing less frequently.

**D. Goal**

Our goal is to design a unified, model-parallel DNN training strategy resilient to errors, that uses \( P \) “base” nodes, along with few redundant nodes, and checkpointing, such that: every node can store only a \( \frac{1}{P} \) fraction of the number of elements of each of the \( L \) weight matrices. Thus, the storage per node for layer \( l \) is \( \frac{N_l N_{l+1}}{P} \), with negligible extra storage of \( o\left(\frac{N_l N_{l+1}}{P}\right) \) to store vectors, e.g., \( x^l, \delta^l \).

Essentially, we are required to perform all the operations of DNN training given \( P \) “base” nodes (i.e., the minimal number of nodes needed by the zero-redundancy “uncoded” counterpart) with minimum number of additional redundant nodes to be able to correct errors at each layer. Additionally, it is desirable that the additional communication complexities as well computational overheads, e.g., encoding, error-detection, decoding etc. are kept as low as possible. It is preferable that both the computational and communication costs are comparable to classical replication in scaling sense.

**III. Main Results**

In this section, we first provide our theoretical results that highlight the three benefits of our proposed strategy CodeNet over classical replication strategy with error-detection and checkpointing, namely, (A) Error-tolerance with lower resource overhead; (B) Speedup in computation time; and, (C) Comparable computational and communication costs. Our findings are complemented with experimental results.
A. Error-tolerance with Lower Resource Overhead

The error-tolerance of our proposed strategy CodeNet is as follows:

**Theorem 1** (Error Tolerance). Let \( m \) and \( n \) be two integers such that \( mn=P \). The CodeNet strategy uses a total of \( \hat{P} = P + 2n(t_1+t_3) + 2m(t_2+t_3) \) nodes to detect and correct any \( t_1 + t_3 \) erroneous nodes after step \( O1 \), and any \( t_2 + t_3 \) erroneous nodes after step \( O2 \), at a single layer during an iteration, under both the Error Models 1 and 2. Moreover, under Error Model 2, if there are more errors, it is able to detect the occurrence of errors with probability 1 even though it cannot correct them.

When \( t_1 + t_3 = t_2 + t_3 = t \), the total number of nodes required to be able to correct any \( t \) errors after steps \( O1 \) or \( O2 \) is thus \( \hat{P} = P + 2(m+n)t \), that again reduces to \( \hat{P} = P + 4\sqrt{P}t \) for \( m=n=\sqrt{P} \). We include a proof of this result in Appendix B. Throughout the rest of the paper, we will primarily restrict ourselves to the simpler (and symmetric) case of \( t_1 + t_3 = t_2 + t_3 = t \), though the strategy easily generalizes. In the Materials and Methods section, we describe in detail the proposed CodeNet strategy (with toy examples for \( t=1 \)), which will also provide intuition on the proof of Theorem 1.

**The Comparable Replication Strategy:** In the replication strategy, we assume that the system uses a total of \( 2P \) nodes, where each node has the same memory limitations, i.e., it can store only a fraction \( \frac{1}{P} \) of each of the weight matrices. For every layer, the matrix \( W^l \) is divided across a grid of \( m \times n \) base nodes (such that \( mn=P \)) and a replica of this entire grid is created using the other set of \( P \) nodes. After every matrix-vector product, the replicas performing the same computation exchange their computational outputs and compare. If the outputs do not match, the system detects an error and resumes computation from the iteration of its last checkpoint, retrieving the saved DNN from disk.

**Comparison with CodeNet:** First observe that the replication strategy requires \( 2P \) nodes as compared to CodeNet which uses \( P + 4\sqrt{P} \) nodes (for the case of \( t=1 \)). And more importantly, in spite of using more resources, the replication strategy is only able to detect and not correct any errors, while CodeNet can detect as well as correct errors. For error correction in the replication strategy, we would need to have more than 2 replicas to be able to do a majority voting, but this would require even higher resource overhead.
Fig. 3: Theoretical Plot: We assume the total number of soft-errors in each iteration to follow a Poisson distribution [90] with parameter \( \lambda \). For \( t=1 \), thus \( p_0=e^{-\lambda} \) and \( p_1 \geq \lambda e^{-\lambda} \). We also fix \( \tau_{opt}=\tau_b=1000 \) and \( \tau_f=1 \) and vary \( \lambda \) from 0.1 to 10. For each case, we also vary the period of checkpointing, i.e., \( I_0 \) and choose the \( I_0 \) that minimizes the expected time. The plot shows that as \( \lambda \) scales, the ratio of the expected time of replication with CodeNet diverges to infinity.
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B. Speedup in Computation Time

Here we show that CodeNet has significant speedups in expected computation time over replication that scales as the error probability scales. This is because every time a single error occurs under Error Model 2, the replication based strategy rolls backward to the iteration of its last checkpoint while CodeNet is able to correct errors and proceed forward to the next iteration.

For this theorem, we make some assumptions:

(i) Errors (under Error Model 2) at any node may or may not have dependence on other nodes. Error events in an iteration are simply divided into three disjoint sets: (1) zero errors (probability \( p_0 \)); (2) error patterns correctable by CodeNet (probability \( p_1 \)); and (3) error patterns not correctable by CodeNet (probability \( p_2=1-p_0-p_1 \)). E.g., if CodeNet can correct any \( t \) errors, then \( p_1 \) includes the probability of all error-patterns with at most \( t \) errors. Observe that, for the errors captured by \( p_1 \), CodeNet proceeds forward to the next iteration after regenerating the corrupt sub-matrices, but the replication strategy simply reverts to the iteration of its last checkpoint. For error patterns captured by \( p_2 \), both strategies have to revert to their last checkpoint.

(ii) Period of checkpointing (number of iterations after which we checkpoint), \( I_0 \) is fixed, but can vary for different strategies.

(iii) Time taken by both replication and CodeNet for an error-free iteration is \( \tau_f \). We justify this in
Theorem 3 by showing that the communication and computation complexities of replication and CodeNet are comparable. Denoting the time to resume from previous checkpoint (by reading from disc) by $\tau_b$, we assume that $\tau_b \gg \tau_f$ as fetching data from the disk is extremely time-intensive. We also pessimistically assume that the time to run an iteration with error correction and regeneration by CodeNet be $\tau_b$. When an error occurs, CodeNet proceeds forward in computation, but it also regenerates some of the sub-matrices of $W^l$. This regeneration comes with extra communication cost, increasing the time of the iteration. But because it does not require reading from the disk, letting it be as high as $\tau_b$ is a actually a pessimistic assumption in evaluation of the performance of our strategy.

(iv) Time to save the entire state using checkpointing is $\tau_{cpt}$.

**Theorem 2.** The ratio of the expected time taken to complete $M$ iterations by replication to CodeNet scales as

$$\frac{E[T_{Rep}]}{E[T_{CodeNet}]} = \frac{\min_I M I_0 \tau_{cpt} + \frac{M}{I_0} (\tau_f p_0 + \tau_b (1-p_0))}{\min_I M I_0 \tau_{cpt} + \frac{M}{I_0} (\tau_f p_0 + \tau_b (1-p_0))}.$$

The proof is provided in Appendix D. In Fig. 3 we show how this ratio of theoretical expected times can diverge to infinity as $\frac{p_1}{p_0}$ scales. In particular, if the number of errors in an iteration follow Poisson distribution [90] with parameter $\lambda$, then the ratio of expected time scales with $\lambda$. Again, if any node fails independently with probability $p$ whenever it is used for one of the 3 most complexity-intensive ($\Theta(N_l N_{l-1}/P)$) computations (O1, O2, or O3), in each layer, in an iteration, then $p_0=(1-p)^3\hat{P}L$ and $p_1 \geq \binom{3\hat{P}L}{1} p (1-p)^{3\hat{P}L-1}$ where $\hat{P}$ is the total number of nodes used and $3L$ is the number of times a node is used in an iteration, i.e., thrice for each layer.

C. Comparable Computational and Communication Overheads

Next, we compare the computational and communication complexity of CodeNet and replication in an error-free iteration. The result has two major implications: firstly, it shows that the computational and communication complexity of both CodeNet and replication are comparable in a scaling sense and hence, justifies the assumption that $\tau_f$ might be assumed to be the same for both. Secondly, it also shows that all other computational steps in an error-free iteration like addition of partial results (all-reduce), consistency check contribute negligible overhead when compared with the per-node computational complexity.
**Theorem 3.** For \( m=n=\sqrt{P} \), the following hold for each layer in a single error-free iteration. (i) The ratio of the communication complexity of CodeNet to replication is less than:

\[
\frac{6\alpha \log(\hat{P}) + \beta(6t+3)(N_l+N_{l-1}) + 2\beta \hat{P}t}{2\alpha \log(P) + 2\beta(N_l+N_{l-1}) \sqrt{P}}
\]

which scales as \( O(3t) \) as \( P,\hat{P},N_l,N_{l-1}\to\infty \) in the regime \( \hat{P}^{3/2}=o\left(\min\{N_l,N_{l-1}\}\right) \).

(ii) The ratio of the computational complexity of CodeNet to replication is less than:

\[
\frac{6\frac{N_lN_{l-1}}{P} + (1+4t)\left(\frac{N_l}{\sqrt{P}} + \frac{N_{l-1}}{\sqrt{P}}\right) + 2\hat{P}t}{6\frac{N_lN_{l-1}}{P} + \left(\frac{N_l}{\sqrt{P}} + \frac{N_{l-1}}{\sqrt{P}}\right)}
\]

which is \( \Theta(1) \) as \( P,N_l,N_{l-1}\to\infty \) with \( \hat{P}^{3/2}=o\left(\min\{N_l,N_{l-1}\}\right) \).

The proof is provided in Appendix E.

**D. Experimental Results**

**TABLE I: Comparison of Accuracy and Runtime for different strategies after 2000 iterations**

| Strategy   | Checkpointing Period \( I_0 \) (No. of Iterations) | Accuracy (%) | Runtime (Seconds) |
|------------|---------------------------------|--------------|-------------------|
| CodeNet    | 200                             | 89           | 2322              |
| Replication| 10                              | 89           | 18453             |
| Replication| 20                              | 89           | 14140             |
| Replication| 30                              | 89           | 19238             |
| Uncoded    | N.A.                            | <50          | 730               |

We perform experiments on Amazon EC2 clusters (m3.medium instances) using Starcluster to test the performance of CodeNet on a three layer DNN. The dimensions of the weight matrices are \( 10^4 \times 784 \), \( 10^4 \times 10^4 \) and \( 10 \times 10^4 \) respectively. We train this DNN on the MNIST dataset [91]. We divide each of these matrices individually into smaller sub-matrices over a \( 5 \times 4 \) grid. For CodeNet, we add two more rows of 5 nodes each and two more columns of 4 nodes each for error tolerance, resulting in a total of \( 20+2 \times (5+4)=38 \) nodes. For comparison, we also implemented the competing replication strategy using 40 nodes (greater than CodeNet), with equal storage per node. For the replication strategy, all the three matrices of dimensions \( 10^4 \times 784 \), \( 10^4 \times 10^4 \) and \( 10 \times 10^4 \) are also divided across a \( 5 \times 4 \) grid, \( i.e., \) across 20 nodes and another 20 nodes are used to store a replica. We also implemented an uncoded strategy, which simply ignores soft-errors entirely. To compare uncoded and CodeNet assuming equal number of nodes, we allow the uncoded strategy to use either 20 nodes or all 40 nodes (while utilizing less storage per
node in the latter case, and hence less computational complexity per node). However, for both uncoded strategies, the experimental behavior is similar. It finishes its iterations faster, but the accuracy is very poor as it ignores soft-errors. Thus, uncoded has a poor performance in accuracy-time tradeoff. In Fig. 4, we only show the case using equal nodes, i.e., 40 nodes. The matrices are divided across these 40 nodes across a $5 \times 8$ grid of nodes.

We also assume that every node is affected by a soft-error with probability $3 \times 10^{-4}$ during the three most computationally intensive steps: matrix-vector products of the feedforward/backpropagation stage (O1/O2) and the rank-1 update (O3). When a soft-error occurs, we add a random sparse matrix (density 0.005) to the stored sub-matrix of $W^l$ at any node whose non-zero values are drawn from a uniform distribution between $-5$ and 5. Unlike our theoretical model, we choose a sparse matrix-error here so that only some elements of $W^l$ are corrupted by soft-errors. In the event of error, this reduces the extent to which convergence of the training is affected for the uncoded strategy (i.e., this assumption is more favorable to the uncoded strategy in comparison with our “garbage-output” model). The performance of coded and replication strategies remains the same because they correct any errors before proceeding. While pessimistic for our results, this different model helps us better understand the effect of small errors in convergence rate of the uncoded strategy. However, even with this favorable modeling for uncoded, the convergence of the strategy is substantially affected to the degree that it does not seem to converge at all.

Our results are shown in Fig. 4. The experiments show that ignoring soft-errors entirely (as in Uncoded) is not a good idea as it severely degrades the convergence. Alternately, using replication slows down the runtime substantially as every time an error occurs, the system has to revert to the last checkpoint and start afresh from that iteration. CodeNet has the best accuracy-runtime tradeoff as it can correct and proceed forward in case of a single soft-error, and needs to revert to the last checkpoint only in case of more errors. For the replication strategy, we also varied the period of checkpointing, but CodeNet still outperform replication with the best chosen checkpoint period by a factor of more than 6.

IV. THE PROPOSED CODENET STRATEGY

In this section, we describe in detail our proposed strategy – CodeNet – that is based on a class of error-correcting codes called Maximum Distance Separable (MDS) codes [92]. As mentioned before, a naive extension of existing coded computing or ABFT techniques would require encoding of updated $W^l$ at each layer, in every iteration. By carefully choosing a unified coding strategy, we are able to exploit
Fig. 4: The experiments compare the runtime and performance of three strategies: Uncoded, Replication and CodeNet. In this plot, we illustrate the wall-clock runtime required by the three strategies to complete 2000 iterations of training. For replication, we consider three values of the period of checkpointing, i.e. $I_0=10, 20$ and 30. Of these, $I_0=20$ gives the lowest values of runtime. We observe that CodeNet (with $I_0=200$) offers $6.1\times$ speed-up compared to Replication with $I_0=20$. For every plot, there are steep jumps at iteration indices that are multiples of $I_0$ as every time an error occurs, the system reverts to the iteration where it checkpointed last. Uncoded is slightly faster as it proceeds with forward computing ignoring errors, but its performance is much worse as we highlight in Table I.

the check-sum invariance [87] of DNN training and update operations. This allows the matrix $W^l$ to be encoded only once at the beginning of the training and obviates the need to encode $W^l$ afresh at every iteration. Instead, at every iteration, we encode the feedforward input vectors ($x^l$) and the backpropagated error vectors ($\delta^l$), and perform coded updates that still maintain the coded structure of initial $W^l$ across updates, adding only a negligible overhead to the overall computation.

A. Some Notations

We choose two integers $m$ and $n$ such that $mn=P$. We use the notation $W_{i,j}^l$ to denote the sub-matrix (block of size $\frac{N_l}{m} \times \frac{N_{l-1}}{n}$) of the matrix $W^l$, at block-index $(i,j)$, when $W^l$ is block-partitioned in 2 dimensions across an $m \times n$ base grid. When we consider only the horizontal or vertical partitioning of $W^l$, we use the notation $W_{i,:}^l$ or $W_{:,j}^l$ respectively, to denote the entire $i$-th row block (of size $\frac{N_l}{m} \times N_{l-1}$) or the entire $j$-th column block (of size $N_l \times \frac{N_{l-1}}{n}$) respectively. E.g.,

$$W^l = \begin{bmatrix} W_{0,0}^l & \cdots & W_{0,n-1}^l \\ \vdots & \ddots & \vdots \\ W_{m-1,0}^l & \cdots & W_{m-1,n-1}^l \end{bmatrix} = \begin{bmatrix} W_{0,:}^l \\ \vdots \\ W_{m-1,:}^l \end{bmatrix} \quad \text{Row Blocks}$$

$$= \begin{bmatrix} W_{:,0}^l & \cdots & W_{:,n-1}^l \end{bmatrix} \quad \text{Column Blocks}$$
Fig. 5: The node layout for CodeNet: The same \( P=P+4\sqrt{P} \) nodes are used in the grid for every layer. The nodes \( S^0, S^1, \ldots, S^L \) are error-free (virtual) nodes introduced here for the ease of explanation, but the actual implementation is decentralized with no single source of failure as described in details later.

We will use **Systematic MDS Codes** [92] to encode these sub-matrices. The generator matrix of a **systematic** \((b,a)\) MDS Code with \( b \geq a \) is a matrix of dimension \( a \times b \) such that: (i) The first \( a \) columns form an \( a \times a \) identity matrix; (ii) Any \( a \) out of \( b \) columns are linearly independent.

The coded blocks (or parity blocks) arising due to encoding of the sub-matrices of size \( \frac{N_l}{m} \times \frac{N_{l-1}}{n} \) in the grid that are denoted by \( \tilde{W}_{i,j}^l \) where \((i,j)\) denotes their index in the grid. Note that, these parity blocks are redundant blocks that will lie outside the \( m \times n \) grid of base nodes. The total number of nodes used by a strategy, including base nodes and redundant nodes, is denoted by \( \hat{P} \).

Similarly, the vectors \( x^l \) and \( e^l \) are also divided into \( n \) equal sub-vectors, each of length \( \frac{N_{l-1}}{n} \) while the vectors \( \delta^l \) and \( s^l \) are divided into \( m \) equal sub-vectors, each of length \( \frac{N_l}{m} \) respectively. A superscript \( \tilde{\cdot} \) denotes a coded sub-vector (parity sub-vector). E.g. \( x^l = \begin{bmatrix} x^l_0 \\ \vdots \\ x^l_{n-1} \end{bmatrix} \) and \( \tilde{x}^l_j \) denotes the additional coded or parity sub-vectors for index \( j > m-1 \).

**B. Layout of Nodes**

We use a set of \( P \) base nodes arranged in an \( m \times n \) grid. We add \( 2(t_1+t_3) \) redundant rows of \( n \) nodes each for error correction after step O1, and add \( 2(t_2+t_3) \) redundant columns of \( m \) nodes each for error correction after step O2. For simplicity and symmetry, let us choose \( t_1+t_3=t_2+t_3=t \). In Fig. 5, we illustrate the node layout for the special case of \( m=n=\sqrt{P} \) and \( t=1 \), thus using \( 4\sqrt{P} \) redundant nodes.

For every layer, the weight matrix \( W^l \) of dimension \( N_l \times N_{l-1} \) is divided into \( P \) equal sub-matrices across a grid of \( m \times n \) base nodes, thus satisfying the storage constraint (each node can only store \( \frac{N_lN_{l-1}}{P} \) elements of the weight matrix for each layer). This is illustrated in Fig. 5, again for the special case of \( m=n=\sqrt{P} \) and \( t=1 \). We will also add redundant rows and columns of redundant nodes to obtain error resilience.
For conceptual simplicity, between any two consecutive layers of the DNN, let us first assume that there is an error-free “virtual” node. These error-free virtual nodes will not be used in our actual algorithm, where we will allow all operations to be error prone under Error Model 2, including encoding, error-detection, decoding, nonlinear activation and diagonal matrix post-multiplication as we will clarify afterwards.

In Fig. 5, the virtual node between layers $l$ and $l-1$, i.e., node $S_{l-1}^l$ acts as the sink (which also performs error-check/decoding) for the previous $(l-1)$-th layer and the source (which also performs encoding) for the $l$-th layer in the feedforward stage. In the backpropagation stage, the flow of data is reversed. So, now the virtual node $S_{l-1}^l$ collects partial results and acts as the error-detector/decoder for the $l$-th layer, and the encoder for the $(l-1)$-th layer. Errors in the update stage of layer $l$ are detected and corrected after step O1 or O2 of the next iteration at layer $l$, when the erroneous node produces an output for the first time for that layer.

C. Strategy Description (Using Virtual Nodes)

1) Pre-processing: Initial Encoding of weight matrices once prior to the start of training: All the weight matrices ($W^l$ of dimension $N_l \times N_{l-1}$ at the $l$-th layer) are first initialized with a random initial value at the start of training (same as the uncoded algorithm). For CodeNet, this initial matrix is then encoded and stored in appropriate nodes for the first iteration. For all subsequent iterations, CodeNet only encodes and decodes vectors instead of matrices. Surprisingly, since the code is designed to be that way, we will show that the weight matrices are able to update themselves in each iteration, while maintaining their coded structure, using just these coded vectors.

Let us consider an example with $t=1$ and $P=4$ base nodes, arranged in a $2 \times 2$ grid. Assume that $W^l$ is block-partitioned row-wise and column-wise to get $2 \times 2$ blocks of dimension $N_l/2 \times N_l/2$ each, as follows:

$$W^l = \begin{bmatrix} W_{0,0}^l & W_{0,1}^l \\ W_{1,0}^l & W_{1,1}^l \end{bmatrix}.$$ 

Now, we add 2 redundant rows and 2 redundant columns of processing nodes, each containing $N_l/2 \times N_l/2$ sized coded blocks (or parity blocks) for a single error correction ($t=1$) under Error Models 1 or 2.

Observe the encoding for the redundant rows of processing nodes. Each coded block is an independent linear combination of all the blocks of $W^l$ in the same column in the grid. For example, here we choose $\tilde{W}_{2,j}^l = W_{0,j}^l + W_{1,j}^l$, and $\tilde{W}_{3,j}^l = W_{0,j}^l - W_{1,j}^l$ for all $j=0,1$. Here $W_{0,j}^l$ and $W_{1,j}^l$ denote the first and second blocks of $W^l$, while $\tilde{W}_{2,j}^l$ and $\tilde{W}_{3,j}^l$ denote the two coded blocks for column $j$ in the grid.
The encoding for the redundant columns of nodes is also similar. Each coded block is an independent linear combination of all the blocks of $W^l$ in the same row. Here, we choose $\tilde{W}^l_{i,2} = W^l_{i,0} + W^l_{i,1}$ and $\tilde{W}^l_{i,3} = W^l_{i,0} + 2W^l_{i,1}$ for $i = 0, 1$. Here, $\tilde{W}^l_{i,2}$ and $\tilde{W}^l_{i,3}$ denote the two coded blocks for row $i$ in the grid.

Rewriting in matrix notation, the sub-matrices that are stored in the grid can be written as:

$$
\begin{pmatrix}
W^l_{0,0} & W^l_{0,1} & \tilde{W}^l_{0,2} & \tilde{W}^l_{0,3} \\
W^l_{1,0} & W^l_{1,1} & W^l_{1,2} & W^l_{1,3} \\
\tilde{W}^l_{2,0} & \tilde{W}^l_{2,1} & x & x \\
\tilde{W}^l_{3,0} & \tilde{W}^l_{3,1} & x & x \\
\end{pmatrix} = (G_r^T \otimes I_{N_l/2}) W^l (G_c \otimes I_{N_l-1/2}).
$$

Here $x$ denotes that there is no node in that location, and the corresponding sub-matrix is not required to be computed. Observe that the matrices $G_r = \begin{bmatrix} 1 & 0 & 1 & 1 \\ 0 & 1 & 1 & -1 \end{bmatrix}$ and $G_c = \begin{bmatrix} 1 & 0 & 1 & 1 \\ 0 & 1 & 1 & 2 \end{bmatrix}$ that are used here to generate the linearly independent linear combinations, are actually the generator matrices of two systematic $(4,2)$ MDS codes. Also $I_{N_l/2}$ and $I_{N_l-1/2}$ denote two identity matrices of sizes $N_l/2$ and $N_l-1/2$ respectively and, $\otimes$ denotes the Kronecker product of two matrices. The Kronecker product is required as the operations on $W^l$ are performed block-wise instead of element-wise. We will again return to this example and explain how this technique can help detect and correct errors due to the MDS code.

**Claim 1.** For the general case, to be able to correct any $t$ errors at each layer after steps $O1$ or $O2$, under Error Models 1 or 2, the initial encoding is as follows:

$$(G_r^T \otimes I_{N_l/m}) W^l (G_c \otimes I_{N_l-1/n}).$$

Here $G_r$ and $G_c$ are the generator matrices of a systematic $(m+2t,m)$ MDS code and a systematic $(n+2t,n)$ MDS code respectively. The blocks of $W^l$ are of size $N_l/m \times N_l-1/n$, hence the Kronecker product with $I_{N_l/m}$ and $I_{N_l-1/n}$ respectively.

We formally justify this claim in Appendix B.

**Remark:** Recall that, this encoding of $W^l$ is error-free and is done only once prior to the start of training. For all subsequent iterations, we will show that the nodes can perform coded updates that maintain the coded structure of $W^l$ without the need to encode the entire matrix afresh at every iteration. Thus the cost of encoding $W^l$ initially is amortized as we train the network over several iterations.
2) **Feedforward stage on a single layer:** The feedforward stage consists of computing a matrix-vector product \( s^l = W^l x^l \) (step O1) followed by an element-wise nonlinear operation \( f(s^l) \). The key idea of error correction (inspired from [30], [36]) is illustrated in the following example: let us examine only the horizontal partitioning of \( W^l \), i.e., \( W^l = \begin{bmatrix} W^l_{0,0} & W^l_{0,1} \\ W^l_{1,0} & W^l_{1,1} \end{bmatrix} = \begin{bmatrix} W^l_{0,·} \\ W^l_{1,·} \end{bmatrix} \). The MDS coding discussed before, i.e., \( \tilde{W}^l_{2,j} = W^l_{0,j} + W^l_{1,j} \) and \( \tilde{W}^l_{3,j} = W^l_{0,j} - W^l_{1,j} \) for all \( j = 0, 1 \) actually results in two redundant row blocks which are linearly independent combinations of \( W^l_{0,·} \) and \( W^l_{1,·} \), given by \( \tilde{W}^l_{2,·} = W^l_{0,·} + W^l_{1,·} \) and \( \tilde{W}^l_{3,·} = W^l_{0,·} - W^l_{1,·} \) respectively. Consider these computations:

\[
\begin{bmatrix}
W^l_{0,0} \\
W^l_{1,0} \\
\tilde{W}^l_{2,0} \\
\tilde{W}^l_{3,0}
\end{bmatrix}
\begin{bmatrix}
x^l
\end{bmatrix}
= 
\begin{bmatrix}
W^l_{0,0} & W^l_{0,1} \\
W^l_{1,0} & W^l_{1,1} \\
\tilde{W}^l_{2,0} & \tilde{W}^l_{2,1} \\
\tilde{W}^l_{3,0} & \tilde{W}^l_{3,1}
\end{bmatrix}
\begin{bmatrix}
x^l
\end{bmatrix}
= 
\begin{bmatrix}
s^l_0 \\
s^l_1
\end{bmatrix}
= 
\begin{bmatrix}
s^l_0 \\
s^l_1
\end{bmatrix}.
\]

We claim that \( s^l (= W^l x^l) \) can still be successfully decoded from these 4 outputs if one of them is erroneous, under Error Models 1 and 2. More generally, the claim is as follows:

**Claim 2.** Using a systematic \((m+2t,m)\) MDS code to encode the horizontally-split blocks of \( W^l \), the result \( s^l = W^l x^l \) can still be successfully decoded from the \( m+2t \) computations \( W^l_{i,·} x^l \) for \( 0 \leq i \leq m-1 \) or \( \tilde{W}^l_{i,·} x^l \) for \( m \leq i \leq m+2t-1 \), in presence of any \( t \) errors, under both the Error Models 1 and 2.

We formally show this in Appendix B. For an intuition, we return to the example with \( m = n = 2 \) and \( t = 1 \). First let us assume that only one of the 4 outputs \( s^l_0, s^l_1, \tilde{s}^l_2 \) and \( \tilde{s}^l_3 \) is erroneous, i.e., corrupted with an additive random noise. As an example, say \( s^l_1 \rightarrow s^l_1 + e_1 \) where \( e_1 \) is the noise. Consider all subsets of size 3 as follows: \( \{s^l_0, s^l_1 + e_1, \tilde{s}^l_2\} \), \( \{s^l_0, \tilde{s}^l_2, \tilde{s}^l_3\} \), \( \{s^l_0, s^l_1 + e_1, \tilde{s}^l_3\} \) and \( \{s^l_1 + e_1, \tilde{s}^l_2, \tilde{s}^l_3\} \). For each subset, one can perform a consistency check for errors as follows:

- \( \{s^l_0, s^l_1 + e_1, \tilde{s}^l_2\}: \) Is \( s^l_0 + s^l_1 + e_1 = \tilde{s}^l_2 \) ?
- \( \{s^l_0, \tilde{s}^l_2, \tilde{s}^l_3\}: \) Is \( 2s^l_0 = \tilde{s}^l_2 + \tilde{s}^l_3 \) ?
- \( \{s^l_0, s^l_1 + e_1, \tilde{s}^l_3\}: \) Is \( s^l_0 - (s^l_1 + e_1) = \tilde{s}^l_3 \) ?
- \( \{s^l_1 + e_1, \tilde{s}^l_2, \tilde{s}^l_3\}: \) Is \( 2(s^l_1 + e_1) = \tilde{s}^l_2 + \tilde{s}^l_3 \) ?

If there is only one erroneous output, one of the four subsets of size 3 would pass the consistency check (in this case \( \{s^l_0, \tilde{s}^l_2, \tilde{s}^l_3\} \)) and the three correct outputs would be determined. From this subset, one can correctly decode \( s^l_0 \) and \( s^l_1 = \tilde{s}^l_2 - s^l_0 \) which constitute \( s^l \).
**General Error-Detection Method:** Instead of checking all possible subsets, a more efficient and general technique to detect errors is to first perform $2t$ consistency checks using the parity check matrix of $G_r$. This can be done, as is standard, by examining a full-rank matrix $H$ of dimension $2t \times (m + 2t)$ such that $HG_r^T = 0$. Thus, first we pre-multiply $(H \otimes I_{N_{i/m}})$ with the output as a check. If there are no erroneous blocks, this result will be zero under both Error Models 1 and 2, as we elaborate in Appendix B. Otherwise, we will perform decoding, e.g. using decoding algorithms based on sparse-reconstruction [93].

Our next claim is that under Error Model 2, if there is more than 1 erroneous output, it is still possible to detect the occurrence of error with probability 1, even though the error cannot be corrected. More generally, our claim is as follows:

**Claim 3.** If the erroneous outputs are corrupted by an additive noise whose every element is drawn independently from real-valued continuous distribution (Error Model 2), then it is still possible to detect the occurrence of erroneous outputs with probability 1, even if their number is more than $t$.

We formally show this in Appendix B. For the particular example with $m = n = 2$ and $t = 1$, this means that if there is more than one erroneous output, then all four of the consistency checks will fail with probability 1. Thus, the system will be able to detect the occurrence of errors, even though it might not be able to correct them.

With this key idea in mind, we now describe the strategy for the feedforward stage (with $m = n = 2$ and $t = 1$). First, assume that the virtual node $S_l^{-1}$ has the vector $x_l$ required at a particular iteration for layer $l$. We will justify this assumption at the end of this subsection. We also assume that the sub-matrices (blocks) of the updated $W^l$ for the current iteration are also available at the appropriate nodes. For the matrix-vector product $W^l x^l$, we only use the 8 nodes containing the following sub-matrices (blocks):

$$
\begin{bmatrix}
W_{0,0}^l & W_{0,1}^l \\
\tilde{W}_{1,0}^l & \tilde{W}_{1,1}^l \\
\tilde{W}_{2,0}^l & \tilde{W}_{2,1}^l \\
\tilde{W}_{3,0}^l & \tilde{W}_{3,1}^l
\end{bmatrix}
= \left[
\begin{bmatrix}
1 & 0 \\
0 & 1 \\
1 & 1 \\
1 & -1
\end{bmatrix} \otimes I_{N_l/2}
\right]
\begin{bmatrix}
W_{0,0}^l & W_{0,1}^l \\
W_{1,0}^l & W_{1,1}^l
\end{bmatrix} = (G_r^T \otimes I_{N_l/2}) W^l.
$$

For the feedforward stage, each of these 8 sub-matrices, i.e., $W_{i,j}^l$ or $\tilde{W}_{i,j}^l$, are available in 8 nodes

---

5We encoded the $W^l$ matrix and stored it in this manner before the first iteration. We will also show that in the backpropagation stage, all the nodes are able to update their sub-matrices without requiring encoding of matrices at every iteration, and thus the updated sub-matrix or coded sub-matrix of $W^l$ is available at every node, prior to each new iteration.
Now, even if any one of the nodes is corrupted by soft-errors, the error-detector/decoder $S^l$ can still decode $s^l$, apply the nonlinear activation $f(\cdot)$ and generate the feedforward input for the next layer. This also justifies our initial assumption that the virtual node has the feedforward input for each layer at the beginning of feedforward stage in that layer. If there is more than 1 erroneous output, the virtual node $S^l$ detects the occurrence of errors with probability 1, and reverts the system to the last checkpoint. The feedforward stage is illustrated in Fig. 6, where the nodes not used for computation are faded. The steps are as follows:

**[Step 1]**: The virtual node $S^{l-1}$ (which serves as encoder/source node for feedforward stage) divides the vector $x^l$ into $n (=2)$ parts and multi-casts appropriate portions of the vector, i.e., $x^l_j$ to the $j$-th column.

---

*Our actual implementation is decentralized with no virtual nodes. These consistency checks are performed using efficient collective communication protocols (All-Reduce) [22] among the relevant nodes, without communicating all the sub-vectors to any particular node, that we will elaborate further when we discuss Decentralized Implementation.*
of nodes in the grid, as shown in Fig. 6a.

[Step 2]: All the active nodes then perform their individual computations, i.e., \( W_{i,j}x_j \) or \( \tilde{W}_{i,j}x_j \), as shown in Fig. 6b.

[Step 3]: For each of the \( m+2 \) (=4 here) rows in the grid, the partial results are added along the horizontal dimension and the sum is sent to the sink node \( S^l \) for error detection through consistency checks (parity checks), as shown in Fig. 6c. The sink node \( S^l \) can correct up to \( t \) errors, under Error Models 1 or 2, and thus decodes \( s^l = W^lx^l \). Then, it generates input for the next layer \((l+1)\) as follows: \( x^{l+1} = f(s^l) \). If there are more errors under Error Model 2, then the system reverts to the last checkpoint.

[Step 4]: Meanwhile, the node \( S^{l-1} \) encodes the sub-vectors of \( x^l \) and sends coded sub-vectors to the nodes that were inactive during the feedforward stage multiplication as shown in Fig. 6d. This additional encoding step does not affect the computation \( s^l = W^lx^l \) in the feedforward stage but will be useful in the update stage. The sub-vectors of \( x^l \) are encoded using the same \( (n+2t,n) \) systematic MDS code used to encode the vertically-split blocks of \( W^l \). E.g., for \( m=n=2 \) and \( t=1 \), the encoding is,

\[
\begin{bmatrix}
x^l_0 \\ x^l_1 \\ \tilde{x}^l_2 \\ \tilde{x}^l_3
\end{bmatrix} = (G^T_e \otimes I_{Nl-1/2}) \begin{bmatrix} x^l_0 \\ x^l_1 \end{bmatrix} = \begin{bmatrix} 1 & 0 & 0 & 1 & 1 & 1 \end{bmatrix} \otimes I_{Nl-1/2} \begin{bmatrix} x^l_0 \\ x^l_1 \end{bmatrix}.
\]

The 2 parity sub-vectors (or coded sub-vectors) \( \tilde{x}^l_2 \) and \( \tilde{x}^l_3 \) are sent to the entire column of nodes indexed 2 and 3 respectively, as shown in Fig. 6d.

3) Backpropagation stage on a single layer: In the backpropagation stage, the key operation is the computation of the matrix-vector product \( (c^l)^T = (\delta^l)^T W^l \) (step O2), followed by a diagonal matrix post-multiplication. The computation of \( (c^l)^T = (\delta^l)^T W^l \) is performed in a way similar to the feedforward stage, as shown in Fig. 7. For the matrix-vector product, we now use the nodes that contain

\[
\begin{bmatrix}
W^l_{0,0} & W^l_{0,1} & \tilde{W}^l_{0,2} & \tilde{W}^l_{0,3} \\
W^l_{1,0} & W^l_{1,1} & \tilde{W}^l_{1,2} & \tilde{W}^l_{1,3}
\end{bmatrix}
= \begin{bmatrix}
W^l_{0,0} & W^l_{0,1} \\
W^l_{1,0} & W^l_{1,1}
\end{bmatrix} \begin{bmatrix} 1 & 0 & 1 & 1 \\ 0 & 1 & 1 & 2 \end{bmatrix} \otimes I_{Nl-1/2}.
\]

Similar to the feedforward stage, each of these 8 sub-matrices are available at 8 nodes before backpropagation starts. The node \( S^l \) now serves as the encoder/source for the backpropagation stage as the direction of flow of computation is reversed from feedforward stage. Assume that node \( S^l \) has the backpropagated
error from the \((l+1)\)-th layer, \(i.e., \((\delta^l)^T\) at the beginning of backpropagation at layer \(l\). We will justify this assumption towards the end of this subsection. Observe that,

\[
\begin{bmatrix}
(\bar{c}_1^l)^T & (\bar{c}_1^l)^T & (\bar{c}_2^l)^T & (\bar{c}_3^l)^T
\end{bmatrix} = \begin{bmatrix}
(\delta_0^l)^T W_{0,0} & (\delta_0^l)^T W_{0,1} & (\delta_0^l)^T W_{0,2} & (\delta_0^l)^T W_{0,3} \\
+ (\delta_1^l)^T W_{1,0} & + (\delta_1^l)^T W_{1,1} & + (\delta_1^l)^T W_{1,2} & + (\delta_1^l)^T W_{1,3}
\end{bmatrix}.
\]

Each node only needs \((\delta_0^l)^T\) or \((\delta_1^l)^T\) to compute its small matrix-vector product. The partial results are then added along the vertical dimension and sent to decoder \(S^{l-1}\). If any 1 of \{\((c_0^l)^T,(c_1^l)^T,(\bar{c}_2^l)^T,(\bar{c}_3^l)^T\}\) is in error, the decoder \(S^{l-1}\) can still decode \(c\) and proceed with the computation. The steps of the backpropagation stage are as follows (also illustrated in Fig. 7):

**[Step 1]**: First \(S^l\) divides the row-vector \((\delta^l)^T\) into \(m(=2)\) equal parts and multi-casts \((\delta^l)^T\) to the \(i\)-th rows of nodes as shown in Fig. 7a.

**[Step 2]**: Then, each active node performs its individual computations, \(i.e., (\delta_1^l)^T W_{i,j}^l\) or \((\delta_1^l)^T \tilde{W}_{i,j}^l\), as shown in Fig. 7b.

**[Step 3]**: After that, the partial results for each node are summed along the vertical dimension and sent to the virtual node \(S^{l-1}\) for error detection through consistency checks (parity checks). The sink node can correct up to \(t\) errors, as shown in Fig. 7c. Observe that, the virtual node \(S^{l-1}\) now has \((\delta^l)^T\) and \(x^l\), and thus it can generate the backpropagated error for the layer \((l-1)\) through the diagonal matrix post-multiplication step. If there are more than \(t\) errors under Error Model 2, the system detects the occurrence of errors with probability 1, and reverts to the last checkpoint.

**[Step 4]**: An additional step at \(S^l\) is to encode and send coded sub-vectors of \((\delta^l)^T\) to the inactive nodes, that were not used for the matrix-vector product in the backpropagation stage, as shown in Fig. 7d). The encoding uses the same \((m+2t,m)\) systematic MDS code used to encode the horizontally-split blocks of \(W^l\). For \(m=n=2\) and \(t=1\), the encoding is given by,

\[
\begin{bmatrix}
(\delta_0^l)^T \mid (\delta_1^l)^T \mid (\tilde{\delta}_2^l)^T \mid (\tilde{\delta}_3^l)^T
\end{bmatrix} = \begin{bmatrix}
(\delta_0^l)^T \mid (\delta_1^l)^T
\end{bmatrix} (G_r \otimes I_{N/2})
\]

\[
= \begin{bmatrix}
(\delta_0^l)^T \mid (\delta_1^l)^T
\end{bmatrix} \begin{bmatrix}
1 & 0 & 1 & 1 \\
0 & 1 & 1 & -1
\end{bmatrix} \otimes I_{N/2}.
\]

The parity sub-vectors (or coded sub-vectors) \((\tilde{\delta}_2^l)^T\) and \((\tilde{\delta}_3^l)^T\) are sent to the row of nodes indexed 2 and 3 respectively.
4) Update stage on a single layer: After these steps, each node is able to update its own sub-matrix without additional communication, and all overheads associated are negligible compared to the complexity of the update at each node. Recall that the update rule (O3) is given by $W^l + \eta \delta^l (x^l)^T$. Observe that,

$$W^l + \eta \begin{bmatrix} \delta^l_0 \\ \delta^l_1 \end{bmatrix} [(x^l_0)^T (x^l_1)^T] = \begin{bmatrix} W^l_{0,0} + \eta \delta^l_0 (x^l_0)^T & W^l_{0,1} + \eta \delta^l_1 (x^l_1)^T \\ W^l_{1,0} + \eta \delta^l_0 (x^l_0)^T & W^l_{1,1} + \eta \delta^l_1 (x^l_1)^T \end{bmatrix}.$$  

Therefore, any sub-matrix of $W^l$, e.g. $W^l_{i,j}$, only requires the sub-vectors $\delta^l_i$ and $x^l_j$ to update itself (crucial observation).

**Claim 4.** CodeNet ensures that every node has both the appropriate parts of $\delta^l$ and $x^l$ to update itself, including the coded (or parity) nodes.

As an example, refer to Fig. 8. The node with $W^l_{0,0}$, also receives $x^l_0$ in feedforward stage and $\delta^l_0$ in the backpropagation stage. Thus, it can update itself as $W^l_{0,0} + \eta \delta^l_0 (x^l_0)^T$ without requiring any further communication. Interestingly, our strategy also ensures this for the coded sub-matrices due to the additional encoding steps at the end of feedforward and backpropagation stages. Consider the node at location (0,3) containing $\tilde{W}^l_{0,3} = W^l_{0,0} + 2W^l_{0,1}$. This node gets $\tilde{x}^l_3 = x^l_0 + 2x^l_1$ in the additional encoding step in the
feedforward stage and $\delta_l^l$ in the backpropagation stage. Thus it can update itself as,

$$
\tilde{W}_{0,3}^{l} + \delta_0^l(\tilde{x}_3^l)^T = W_{0,0}^l + 2W_{0,1}^l + \eta \delta_0^l(x_l^0 + 2x_l^1)^T
$$

$$
= W_{0,0}^l + \eta \delta_0^l(x_l^0)^T + 2(W_{0,1}^l + \eta \delta_0^l(x_l^1)^T). \tag{1}
$$

More generally, every node can update itself using one of the three rules (for the example, $m=n=2$ and $t=1$):

$$
W_{i,j}^l \leftarrow W_{i,j}^l + \delta_i^l(x_j^l)^T \quad \forall 0 \leq i \leq m-1 \text{ and } 0 \leq j \leq n-1 \tag{2}
$$

$$
\tilde{W}_{i,j}^l \leftarrow \tilde{W}_{i,j}^l + \delta_i^l(\tilde{x}_j^l)^T \quad \forall 0 \leq i \leq m-1 \text{ and } n \leq j \leq n+2t-1 \tag{3}
$$

$$
\tilde{W}_{i,j}^l \leftarrow \tilde{W}_{i,j}^l + \delta_i^l(x_j^l)^T \quad \forall m \leq i \leq m+2t-1 \text{ and } 0 \leq j \leq n-1 \tag{4}
$$

Any errors that occur during the update stage, i.e., step O3 at layer $l$, corrupt the sub-matrices $W_{i,j}^l$ (or $\tilde{W}_{i,j}^l$) and are thus propagated into the next iteration of layer $l$\(^7\). As an example, suppose error occurs at node $(i,j)$ at layer $l$. Then the updated sub-matrix $W_{i,j}^l$ (or $\tilde{W}_{i,j}^l$) is now erroneous. For $0 \leq j \leq n-1$, the erroneous sub-matrix is used to compute an output first after step O1 at layer $l$ in the next iteration, while for $n \leq j \leq n+2t-1$, the output is produced first after step O2 at layer $l$ in the next iteration. Thus, the errors can be detected and corrected (if within CodeNet’s error tolerance) after either step O1 or step O2 of layer $l$ in the next iteration, whenever the erroneous node produces an output first for that layer.

![Fig. 8: Update Stage: Each node is able to update itself.](image)

D. Decentralized Implementation of CodeNet by Removing Virtual Nodes

While we described our strategy assuming presence of error-free virtual nodes $S^0, S^1, ..., S^L$, in an actual implementation such nodes would become a single point of failure. Thus, in our actual implementation, all the operations of these virtual nodes including encoding/error-detection/decoding/nonlinear activation/diagonal matrix post-multiplication are performed in a decentralized manner (also allowing for errors in these steps)

\(^7\)Note that this error in the update stage does not affect the computations in the layer $l+1$, i.e., the next layer (for the same iteration). It only affects the following iteration.
under Error Model 2). To address these errors, intuitively, we replicate the functionality of each of the virtual nodes $S^{0}, S^{1}, \ldots, S^{L}$ at multiple distributed nodes.

We ensure, using efficient collective communication protocols [22], that our implementation also has same scaling of additional communication costs as an uncoded or replication strategy under equal storage per node (for fixed $t$; see Theorem 3). This is desirable because communication is often much more expensive in computational systems [22] than computing.

Before proceeding further, we introduce two standard “collective” communication protocols (see [22] for details) that can be implemented with low communication cost. In a cluster of $P$ nodes, let the $p$-th node initially have only vector $a_p$.

**Reduce and All-Reduce:** After Reduce (or All-Reduce), one node (or all the $P$ nodes) gets the sum $\sum_{p=1}^{P} a_p$.

**Gather and All-Gather:** After Gather (or All-Gather), one node (or all the $P$ nodes) gets all the vectors $\{a_p | p=1,2,\ldots,P\}$.

The communication protocols will be used to make various operations in the aforementioned algorithm decentralized, that includes aggregating sum of partial results, performing $2t$ consistency checks for error detection, additional encoding etc. Now, we describe our decentralized implementation in detail (see Appendix C for formal description).

The pre-processing step is performed only once before training as described earlier. Also assume that before every iteration, the updated sub-matrix $W_{i,j}^l$ or $\tilde{W}_{i,j}^l$ is available at the respective nodes, because every node will be able to update its own sub-matrix in the update stage.

1) **Feedforward stage on a single layer:** The nodes $(i,j)$ with indices $0 \leq i \leq m+2t-1$ and $0 \leq j \leq n-1$ are the active nodes (not faded in Fig. 6a). As there is no virtual node $S^{l-1}$ to multi-cast portions of $x^l$, let us skip Step 1 for now, and assume that, in every iteration at layer $l$, every active node has $x^l_j$ (or an erroneous $x^l_j$) at the beginning of computation in that layer. We will justify this assumption shortly. Now, for Step 2, each active node computes its individual matrix-vector product (which may be erroneous), i.e. $W_{i,j}^l x^l_j$ if $0 \leq i \leq m-1$ or $\tilde{W}_{i,j}^l x^l_j$ if $m \leq i \leq m+2t-1$. However, Step 3 has to be modified as there is no virtual node $S^l$. Thus, in the decentralized implementation, all the active nodes in each row compute the sum $s^l_i=\sum_{j=0}^{n-1} W_{i,j}^l x^l_j$ or $s_i^l=\sum_{j=0}^{n-1} \tilde{W}_{i,j}^l x^l_j$ using an All-Reduce operation, so that every active node in row $i$ has $s^l_i$ (or $\tilde{s}_i^l$).
a) Error-Detection: Now, instead of communicating the outputs $s_i^l$ (or $\tilde{s}_i^l$) to a centralized node $S^l$ for consistency checks, each of the active nodes performs those $2t$ consistency checks (or parity checks) individually. However, each of the $2t$ parity check-sums are computed distributedly and shared among the nodes using efficient collective communication protocols, as opposed to sending all the outputs $s_i^l$ (or $\tilde{s}_i^l$) to every node. For each column, note that node $(i, j)$ already has $s_i^l$ (or $\tilde{s}_i^l$). Thus, each of the $2t$ consistency checks, which essentially consist of a different linear combination of all the $s_i^l$'s and $\tilde{s}_i^l$'s, is performed by an All-Reduce communication operation for each column. Thus, we require $2t$ All-Reduce operations for each column in parallel to detect errors.

b) Errors in Error-Detection under Error Model 2: To check for errors during this process (only for Error Model 2), we include an additional verification step where all the active nodes exchange their evaluation of the consistency checks, i.e., a vector of length $2t$ among each other and compare them (additional communication overhead of $\alpha \log \hat{P} + 2\beta \hat{P} t$). Because the complexity of this verification step is low in scaling sense (does not depend on $N_l, N_{l-1}$ and $\hat{P} \ll N_l, N_{l-1}$), we assume that it is error-free. The probability of errors occurring within such a small duration is negligible as compared to other computations of longer durations. If there is any disagreement among the nodes, the entire DNN (i.e., the weight matrices for every layer) is restored from the last checkpoint. Otherwise, if there is an agreement among all nodes, the algorithm moves forward.

c) Additional Encoding Step (If no errors): For the inactive set of nodes of the feedforward stage, the additional encoding step (Step 4) is performed now, once for each column. The encoding of $\tilde{x}_{ij}^l$ at inactive node $(i, j)$ is performed by linearly combining all the stored $x_{ij}^l$'s at the active nodes in that row through an All-Reduce operation, in parallel for all rows.

d) Generate input for $(l+1)$-th layer (If no errors): Each active node in column $j$ needs to generate $x_{ij}^l$ for the $(l+1)$-th layer. For this, first each active node in rows $0$ to $m-1$ computes the element-wise nonlinear activation $f(s_i^l)=x_i^{(l+1)}$ where $x_i^{(l+1)}$ is the $i$-th sub-vector obtained when $x^{(l+1)}$ is divided into $m$ equal parts (instead of $n$), for $i=0, 1, ..., m-1$. Each active node in column $j$ then obtains the appropriate elements of $x_j^{(l+1)}$ from the nodes that have it in that column through one or more broadcasts. E.g., if $m=n=\sqrt{P}$, only the diagonal nodes can broadcast $x_j^{(l+1)}$ to all nodes in that column. Thus, every active node has $x_j^{(l+1)}$ at the beginning of the feedforward stage at $(l+1)$-th layer, which also justifies our initial assumption.
e) Decoding (Only if errors): When errors are detected, each active column starts an All-Gather in parallel, to get all the $s_l^i$'s and $\tilde{s}_l^i$'s from all the rows and attempts to decode $s_l^i$.

f) Errors in decoding under Error Model 2: Decoding errors can occur under Error Model 2. So, we include one more verification step where all nodes exchange their assessment of node outputs, i.e., a list of nodes that they found erroneous and compare these lists (additional overhead of $\Theta(\alpha(\log \hat{P})+\beta \hat{P}^2)$). If there is a disagreement at one or more nodes during this process, the decoding is deemed erroneous, and the entire DNN is restored from the last checkpoint. Once again, as the complexity of this step is low, we assume the verification step is error-free.

g) Regeneration (If no decoding errors): If there are no decoding errors and the number of errors is within the tolerance $t$ under Error Models 1 and 2, every node is able to detect which nodes were erroneous. Then, all the stored sub-matrices ($W_{i,j}^l$) or coded sub-matrices ($\tilde{W}_{i,j}^l$) and the vectors $x_j^l$ and $\delta_i^l$ at the erroneous nodes are first deleted assuming they are erroneous, and then generated again by accessing some of the nodes that are known to be correct before the algorithm proceeds forward. The process of deleting the stored content and generating it again by accessing other nodes is called regeneration.

E.g., suppose that during the feedforward stage (after O1), every node found out that one of the outputs, $s_1^l$ is erroneous. Then, it is possible that one or both of the nodes located at index (1,0) or (1,1) might be corrupt. Therefore, both $W_{1,0}^l$ and $W_{1,1}^l$, as well as the stored vectors $x_0^l$ or $x_1^l$ in these nodes are required to be regenerated. Because the blocks (or sub-matrices) of $W^l$ are encoded using (4,2) MDS codes, any 2 blocks in the same row or column in the grid might be accessed. As an example, $W_{0,0}^l$ and $\tilde{W}_{2,0}^l=W_{0,0}^l+W_{1,0}^l$ in the same column may be accessed to regenerate $W_{1,0}^l$. The stored vectors $x_j^l$ can be regenerated by accessing any correct node in column $j$. If errors are found during the backpropagation stage (after O2), both $x_j^l$ and $\delta_i^l$ are regenerated.

Both decoding and regeneration are expensive because sub-vectors and sub-matrices need to be communicated across nodes resulting in communication complexities of $\Theta(\frac{N_i N_j}{P})$, but still the computation proceeds forward to the next iteration as compared to a strategy with no error correction (but that can still detect errors, e.g. replication), where the system would resume from its last checkpoint even with a single error. We also show theoretically in Theorem 2 (see next section) how error correction with regeneration can provide scaling sense advantages in expected computation time over a comparable replication strategy with no error correction. Note that any error occurring during regeneration of a sub-matrix can be detected.
and corrected in the next iteration, when these erroneous nodes produce an output for the first time for that layer using the erroneous sub-matrix.

After successful decoding and regeneration, the inactive nodes perform the additional encoding step while the active nodes generate \( x_j^{(l+1)} \) for the next layer (no communication is needed as during decoding they already produced the entire \( s_l \)). Under Error Model 2, if the number of errors exceeds the error tolerance \( t \) (in this case \( t=1 \)), then the nodes can still detect the occurrence of error with probability 1, even though they cannot locate or correct it. So, the entire DNN is again restored from the last checkpoint.

2) Backpropagation and Update Stages on a single layer: For the backpropagation stage at layer \( l \), the nodes with indices \((i,j)\) for \(0 \leq i \leq m-1\) and \(0 \leq j \leq n+2t-1\) are the active nodes. We again skip Step 1 and assume that every node has \( \delta_i \) for that layer, similar to the feedforward stage (see Appendix C). The steps 2 and 3, i.e., the computation of \( (c^l_j)^T \) or \( (\tilde{c}^l_j)^T \) are also carried out similar to the feedforward stage. When there are no errors, every active node computes \( \delta_i^{(l-1)} \) by performing the diagonal matrix post-multiplication \( (\delta_i^{(l-1)})^T = (c_i^l)^T D_j^l \) where \( \delta_i^{(l-1)} \) is a sub-matrix of \( \delta^{(l-1)} \) when it is divided into \( n \) equal parts (instead of \( m \)) and \( D_j^l \) is a diagonal matrix whose entries only depend on \( x_j^l \) which is already available at column \( j \). After this, every active node fetches the appropriate parts of \( \delta_i^{(l-1)} \) from the nodes in that row that have it, through one or more broadcasts. Thus, every active node has \( \delta_i^{(l-1)} \) at the beginning of backpropagation in the \((l-1)\)-th layer, as assumed. Decoding and regeneration are also performed in a manner similar to the feedforward stage.

Since each node has the vectors \( x_j^l \) (or \( \tilde{x}_j^l \)) and \( \delta_i^l \) (or \( \tilde{\delta}_i^l \)) for a layer, it can also update itself by computing an outer product. As mentioned before, the errors in the update stage (step O3) will show up as noise in the output of step O1 or O2 at layer \( l \), in the next iteration, when the erroneous updated sub-matrix is used next.

**Errors in additional encoding/nonlinear activation/diagonal matrix post-multiplication:** Under Error Model 2, errors can also occur either at the inactive nodes during the additional encoding steps, or at the active nodes during the generation of \( x_j^{(l+1)} \) (after the nonlinear activation) or generation of \( \delta_i^{(l-1)} \) (after the diagonal matrix post-multiplication step). If the error is during additional encoding, e.g. in encoded sub-vector \( \tilde{x}_j^l \), then it will corrupt the update of \( \tilde{W}_{i,j}^l \). This error will be detected in the next iteration, when \( \tilde{W}_{i,j}^l \) is used in computation, because the error will show up as an additive noise in the output. Alternately, if the error is in sub-vector \( x_j^{(l+1)} \), it propagates into the feedforward sum \( s_i^{(l+1)} = \sum_{j=0}^{n-1} W_{i,j}^{(l+1)} x_j^{(l+1)} \)
or \( \tilde{s}_{l+1}^{i} = \sum_{j=0}^{n-1} \tilde{W}_{i,j} a_{j}^{l+1} \), and shows up as an additive noise in \( s_{l+1}^{i} \) or \( \tilde{s}_{l+1}^{i} \) respectively in the feedforward stage of layer \((l+1)\). Errors in \( \delta_{l}^{i} \) are also detected in the backpropagation stage of layer \((l-1)\) similarly.

V. Discussion and Conclusions

While the decentralized nature of neural network training proposed here is essential for biological plausibility, it is not sufficient. For instance, one would want to code Hebbian learning [94], instead of backpropagation, because it is thought to be a closer approximation of how biological neural networks learn. This is left for future work. We therefore believe that this paper is only a step in attaining biologically plausible mechanisms for reliable neural network training. Nevertheless, coded computation in biological neural networks is largely ignored in the discussion on efficient coding hypothesis [5], even though the hypothesis is largely driven by Shannon-theoretic principles. We believe that understanding how the brain attains reliability using error-prone computation – the motivation of von Neumann’s work [2] – is a key step towards the broader goal of understanding how neural circuits work, but is an aspect that has received little attention from the theory community.

Finally, we note that biologically-plausible algorithms are not simply of interest from a neuroscience and HPC perspective; they are also desirable when chips for artificial neural networks are fabricated, e.g. in neuromorphic computing. Thus, the results here could be of interest to neuromorphic computing community as well.

Appendix is provided after References.
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APPENDIX A
DNN BACKGROUND AND NOTATIONS

We follow the standard notation used in DNN literature (e.g. [18]), so familiar readers can merely skim this part. We assume that we are training a DNN with layers \( l = 1, 2, \ldots, L \) with backpropagation algorithm using Stochastic Gradient Descent (with batch size 1). We also use the index \( k \) to denote the iteration number of the training. At the \( k \)-th iteration (for every \( k \)), the neural network is trained based on a single data point using three stages: a feedforward stage, a backpropagation stage and an update stage. At the \( l \)-th layer, \( N_l \) denotes the number the neurons. We assume the following:

1) \( N_1, N_2, \ldots, N_L \): Number of neurons at layers 1, 2, \ldots, \( L \). We also introduce the notation \( N_0 \) to denote the dimension of the original data vector, which serves as the input to the first layer.
2) $W_{i,j}^l(k)$: At iteration $k$, the weight of the connection from neuron $j$ on layer $l-1$ to neuron $i$ on layer $l$ for $i = 0, 1, ..., N_{l-1}$ and $j = 0, 1, ..., N_{l-1} - 1$. Note that the weights form a matrix $W^l(k)$ of dimension $N_i \times N_{i-1}$ for layer $l$.

3) $x^l(k) \in \mathcal{R}^{N_{l-1}}$: The input of layer $l$ at the $k$-th iteration. Note that, for the first layer, $x^1(k)$ is the data used for the $k$-th iteration of training.

4) $\hat{y}^l(k) \in \mathcal{R}^{N_l}$: The output of layer $l$ at the $k$-th iteration.

5) $s^l_i(k)$: The summed output of the neurons of layer $l$ before a nonlinear function $f(.)$ is applied on it, at the $k$-th iteration. Note that, for $i = 0, 1, ..., N_{l-1}$, the scalar $s^l_i(k)$ is the $i$-th entry of the vector $s^l(k)$, i.e. the summed output of neuron $i$ on layer $l$.

We now make some observations:

1) Input to any layer is the output of the previous layer (except, of course, for the first layer whose input is the actual data vector itself):

$$x^l(k) = \begin{cases} 
\hat{y}^{l-1}(k) \in \mathcal{R}^{N_{l-1}}, & \text{if } l=2,3,\ldots,L \\
x^1(k), & \text{otherwise}
\end{cases}$$

2) At each layer, the input to that layer is summed with appropriate weights of that layer (elements $W^l_{i,j}$) to produce the summed output of each neuron, given by:

$$s^l_i(k) = \sum_{j=0}^{N_{l-1} - 1} W^l_{i,j}(k)x^l_j(k)$$

(5)

$$= \sum_{j=0}^{N_{l-1} - 1} W^l_{i,j}(k)x^l_j(k) = \sum_{j=0}^{N_{l-1} - 1} W^l_{i,j}(k)\hat{y}^{l-1}_j(k)$$

(6)

3) The final output of each layer is given by a nonlinear function applied on the summed output of each neuron as below:

$$\hat{y}^l_i(k) = f(s^l_i(k)) = f \left( \sum_{j=1}^{N_{l-1}} W^l_{i,j}(k)\hat{y}^{l-1}_j(k) \right)$$

(7)

4) Observe that $\hat{y}^L(k)$ of the last layer denotes the estimated output of the DNN and is to be compared with the true label vector $y(k)$ for the corresponding data point $x^1(k)$.

**Training of a DNN:** We now detail the steps of the training algorithm. Note that the “loss function” in the $k$-th iteration is defined as:
\[ e^2(k) = \sum_{i=0}^{N_l-1} \epsilon_i^2 = \sum_{i=0}^{N_l-1} (\hat{y}_i^l(k) - y_i)^2 \]  

(8)

While we choose a squared error loss function here, the analysis easily generalizes to any loss function, such as regularized squared error loss, or soft-max loss function. At the \( k \)-th iteration, the weights of every layer \( l \) of the DNN are updated as follows:

\[ W_{i,j}^l(k+1) = W_{i,j}^l(k) - \eta \frac{\partial e^2(k)}{\partial W_{i,j}^l(k)} \]  

(9)

Backpropagation algorithm helps us to compute the errors and updates in a recursive form, so that the update of any layer \( l \) depends only on the backpropagated error vector of its succeeding layer, i.e. layer \( l+1 \) and not on the layers \( \{l+1,l+2,\ldots,L\} \). Here, we provide the rules of the update stage. Let us define the backpropagated error vector as \( \delta^l(k) \):

\[ \delta_{i}^l(k) = -\frac{\partial e^2(k)}{\partial s_{i}^l(k)} \quad \forall \ i=0,1,\ldots,N_l-1 \]  

(10)

As a special case, we have that,

\[ \delta_{i}^L(k) = 2\epsilon_{i}(k)f'(s_{i}^L(k)) \]  

(11)

Now, observe that \( \delta_{i}^l(k) \) can be calculated from \( \delta_{i}^{l+1}(k) \) as we derive here in Lemma 1.

**Lemma 1.** During the training of a neural network using backpropagation algorithm, the backpropagated error vector \( \delta_{i}^l(k) \) for any layer \( l \) can be expressed as a function of the backpropagated error vector of the previous layer as given by:

\[ \delta_{i}^l(k) = \left( \sum_{j=0}^{N_l+1-1} \delta_{j}^{l+1}(k)W_{j,i}^l(k) \right) f'(s_{i}^l(k)) \]  

(12)

**Proof of Lemma 1.**

\[
\delta_{i}^l(k) = -\frac{\partial e^2(k)}{\partial s_{i}^l(k)} = -\sum_{j=0}^{N_l+1-1} \frac{\partial e^2(k)}{\partial s_{j}^{l+1}(k)} \frac{\partial s_{j}^{l+1}(k)}{\partial s_{i}^l(k)} = -\sum_{j=0}^{N_l+1-1} \frac{\partial e^2(k)}{\partial s_{j}^{l+1}(k)} W_{j,i}^l(k)f'(s_{i}^l(k)) = \left( \sum_{j=0}^{N_l+1-1} \delta_{j}^{l+1}(k)W_{j,i}^l(k) \right) f'(s_{i}^l(k)).
\]  

(13)

(14)

Now, using the fact that \( s_{i}^l(k) = \sum_{j=0}^{N_l-1} W_{i,j}^l(k)x_{j}^l(k) \), we have

\[
\frac{\partial e^2(k)}{\partial W_{i,j}^l(k)} = \frac{\partial e^2(k)}{\partial s_{i}^l(k)} \frac{\partial s_{i}^l(k)}{\partial W_{i,j}^l(k)} = -\delta_{i}^l(k)x_{j}^l(k).
\]  

(15)
Thus, the update rule for backpropagation algorithm is derived as follows:

$$W_{ij}^{l+1} = W_{ij}^{l}(k) - \eta \frac{\partial \epsilon^2(k)}{\partial W_{ij}^{l}(k)} = W_{ij}^{l}(k) + \eta \delta_{i}^{l}(k)x_{j}^{l}(k). \quad (16)$$

**Training of a single layer:**

Let us first look into the operations that are performed in a single layer of DNN in matrix notation:

- **Feedforward stage:** In this stage, the data for the $k$-th iteration, i.e. $x^{l}(k)$ is obtained and the goal is to pass it through all the layers to compute the estimate of the label $\hat{y}^{L}(k)$. Thus, the operation at each layer is given by:
  - Obtain $x^{l}(k)$ from $(l-1)$-th layer
  - Compute $s^{l}(k) = W^{l}(k)x^{l}(k)$
  - Send $x^{l+1}(k) = \hat{y}(k) = f(s^{l}(k))$ to $(l+1)$-th layer

- **Backpropagation stage:** Given the true label vector $y$ and the estimate $\hat{y}^{L}(k)$, the goal is to find the backpropagated errors for all the layers, and update the weights $W_{ij}^{l}(k)$. We also assume that the nonlinear function is such that $f'(u) = g(f(u))$ for some function $g(u)$.
  - Obtain $\delta^{l}(k)$ from $(l+1)$-th layer
  - Compute backpropagated error for $(l-1)$-th layer as:
    - $\delta^{l-1}(k) = \begin{bmatrix} g(x^{l}_{0}(k)) & 0 & 0 & \vdots & \vdots & \vdots \\ \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & g(x^{l}_{N_{l}-1}(k)) \end{bmatrix} [W^{l}(k)]^{T} \delta^{l}(k) = \begin{bmatrix} g(x^{l}_{0}(k)) & 0 & 0 & \vdots & \vdots & \vdots \\ \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & g(x^{l}_{N_{l}-1}(k)) \end{bmatrix} \epsilon^{l}(k)$
  - Send $\delta^{l-1}(k)$ to $(l-1)$-th layer

- **Update stage:**
  - Update: $W^{l}(k+1) = W^{l}(k) + \eta \delta^{l}(k)[x^{l}(k)]^{T}$

**Remark:** Note that, the operations of the DNN training are same across all the layers, with the matrix-vector products and rank-1 update being the most complexity-intensive steps (also proved formally in Theorem 3). Moreover, to circumvent the nonlinear activation step between two consecutive layers, we apply linear coding on each layer separately, making the overall strategy very similar for each layer. Thus, it is sufficient to describe the strategy for a single layer in a single iteration. For the purpose of understanding as it naturally applies to all the layers at all iterations. So we simplify our notations in the
main part of the paper as follows: For any layer, we denote the feedforward input $x^l(k)$, the weight matrix $W^l(k)$ and the backpropagated error $\delta^l(k)$ as $x^l$, $W^l$ and $\delta^l$ respectively.

APPENDIX B
ERROR DETECTION AND CORRECTION MECHANISM OF CODENET

Here, we describe the error detection and correction mechanism of CodeNet and also provide proofs of Theorem 1, and Claims 1, 2 and 3. For the general case, to be able to correct $(t_1+t_3)$ errors after step O1 and $(t_2+t_3)$ errors after step O2, we use a set of $P=mn$ “base” nodes arranged in an $m \times n$ grid, and an additional $2n(t_1+t_3)+2m(t_2+t_3)$ “redundant” nodes for error resilience. We add $2(t_1+t_3)$ rows of $n$ nodes each for error-detection and correction after step O1 and $2(t_2+t_3)$ columns of $m$ nodes each for the same after step O2. For simplicity, we restrict our description to the case with $(t_1+t_3)=(t_2+t_3)=t$, though the same techniques easily generalizes.

For every layer, the weight matrix $W^l$ of dimension $N_l \times N_l-1$ is first divided into $P$ equal sub-matrices across the grid of $m \times n$ base nodes, thus satisfying the storage constraint (each node can only store $\frac{N_l N_{l-1}}{P}$ elements) for each layer. Thus,$W^l = \begin{bmatrix}
W^l_{0,0} & \ldots & W^l_{0,n-1} \\
\vdots & \ddots & \vdots \\
W^l_{m-1,0} & \ldots & W^l_{m-1,n-1}
\end{bmatrix} = \begin{bmatrix}
W^l_{0,:} \\
\vdots \\
W^l_{m-1,:}
\end{bmatrix}
\bigg\{
\text{Row Blocks}
\bigg\}
= \begin{bmatrix}
W^l_{:,0} & \ldots & W^l_{:,n-1}
\end{bmatrix}.
\bigg\{\text{Column Blocks}\bigg\}

Brief Overview of the coding technique: To be able to correct any $t$ errors under Error Model 1 or 2 after steps O1 and O2, the encoding is as follows:

$$\left( G^T_r \otimes I_{N_l/m} \right) W^l \left( G_c \otimes I_{N_{l-1}/n} \right). \quad (17)$$

Here $G_r$ and $G_c$ are the generator matrices of a systematic $(m+2t,m)$ MDS code and a systematic $(n+2t,n)$ MDS code respectively. The blocks of $W^l$ are of size $\frac{N_{l-1}}{m} \times \frac{N_l}{n}$, which explains the Kronecker product with $I_{N_{l-1}/m}$ and $I_{N_l/n}$ respectively. To remind the reader, the Kronecker Product between two matrices $A$ and $B$ is defined as follows: Suppose $A$ is an $m \times n$ matrix and $B$ is a $p \times q$ matrix, then $A \otimes B$ is an $mp \times nq$ matrix given by

$$
\begin{bmatrix}
A_{0,0}B & \ldots & A_{0,n-1}B \\
\vdots & \ddots & \vdots \\
A_{m-1,0}B & \ldots & A_{m-1,n-1}B
\end{bmatrix}.
Thus, after encoding, the matrices on the grid are as follows:

\[
\begin{bmatrix}
W^l_{0,0} & \ldots & W^l_{0,n-1} & \tilde{W}^l_{0,n} & \ldots & \tilde{W}^l_{0,n+2t-1} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
W^l_{m-1,0} & \ldots & W^l_{m-1,n-1} & \tilde{W}^l_{m-1,n} & \ldots & \tilde{W}^l_{m-1,n+2t-1} \\
\tilde{W}^l_{m,0} & \ldots & \tilde{W}^l_{m,n-1} & x & x & x \\
\vdots & \ddots & \vdots & x & x & x \\
\tilde{W}^l_{m+2t-1,0} & \ldots & \tilde{W}^l_{m+2t-1,n+2t-1} & x & x & x
\end{bmatrix}
\]

As before, \(x\) means that there is no node in that location in the grid and a superscript \(\tilde{}\) denotes a coded block.

Recall that, this pre-processing step is performed only once at the beginning of training. Subsequently, in each iteration, before the feedforward or backpropagation stage at any layer, assume that every node has the appropriate updated sub-matrix or coded sub-matrix of \(W\) for that iteration. This is because each node is able to update its own sub-matrix without additional communication, and all overheads associated with coding are negligible compared to the complexity of the rank-1 update at each node.

Then, the feedforward stage and backpropagation stage proceed as described in the main section. For ease of understanding, one can stick to the strategy description with virtual nodes for now.

Recall that the update rule for backpropagation algorithm is given by \(W^l + \eta \delta^l(x^l)^T\) (step O3). Observe that:

\[
W^l + \eta \begin{bmatrix}
\delta^l_0 \\
\vdots \\
\delta^l_{m-1}
\end{bmatrix} [ (x^l_0)^T \ldots (x^l_{n-1})^T ] =
\begin{bmatrix}
W^l_{0,0} + \eta \delta^l_0(x^l_0)^T & W^l_{0,1} + \eta \delta^l_0(x^l_1)^T & \ldots & W^l_{0,n-1} + \eta \delta^l_0(x^l_{n-1})^T \\
\vdots & \ddots & \ddots & \vdots \\
W^l_{m-1,0} + \eta \delta^l_{m-1}(x^l_0)^T & W^l_{m-1,1} + \eta \delta^l_{m-1}(x^l_1)^T & \ldots & W^l_{m-1,n-1} + \eta \delta^l_{m-1}(x^l_{n-1})^T
\end{bmatrix}
\]

Therefore, any sub-matrix of \(W^l\), e.g. \(W^l_{i,j}\), only requires the sub-vectors \(\delta^l_i\) and \(x^l_i\) to update itself. Interestingly, our strategy also ensures this for the coded sub-matrices due to the additional encoding steps at the end of feedforward and backpropagation. Thus, every node can update itself in the update stage using one of the three rules:

\[
W^l_{i,j} \leftarrow W^l_{i,j} + \delta^l_i(x^l_j)^T \quad \forall \ 0 \leq i \leq m-1 \text{ and } 0 \leq j \leq n-1
\]

\[
\tilde{W}^l_{i,j} \leftarrow \tilde{W}^l_{i,j} + \delta^l_i(x^l_j)^T \quad \forall \ 0 \leq i \leq m-1 \text{ and } n \leq j \leq n+2t-1
\]

\[
\tilde{W}^l_{i,j} \leftarrow \tilde{W}^l_{i,j} + \delta^l_i(x^l_j)^T \quad \forall \ m \leq i \leq m+2t-1 \text{ and } 0 \leq j \leq n-1
\]
Note that if any of \(x^i_j, \bar{x}^i_j, \delta^i_l, \text{ or } \bar{\delta}^i_l\) are erroneous, the updated sub-matrix matrix \(W^l_{i,j}\) or \(\bar{W}^l_{i,j}\) is erroneous. However, in the next feedforward stage in that layer, the sub-matrix \(W^l_{i,j}\) or \(\bar{W}^l_{i,j}\) would again be used to compute matrix-vector products and hence would produce erroneous outputs that would propagate into \(s^i_l\) or \(\bar{s}^i_l\) and eventually be detected.

Now we provide proof of Theorem 1 and then justify our Claims 1, 2 and 3 in the paper. For the proofs, we will use the following lemma.

**Lemma 2.** Consider a matrix \(W^l_{N_l\times N_{l-1}}\) which is split horizontally into \(m\) equal sized row-blocks \(W^l_{0,:}, W^l_{1,:}, \ldots, W^l_{m-1,:}\), and then encoded using the generator matrix \(G_r\) of a systematic \((m+2t,m)\) MDS code as follows:

\[
\begin{bmatrix}
W^l_{0,:} \\
\vdots \\
W^l_{m-1,:} \\
\bar{W}^l_{m,:} \\
\vdots \\
\bar{W}^l_{m+2t-1,:}
\end{bmatrix} = (G_r^T \otimes I_{N_l/m}) W^l.
\]

Then, the following holds:

1) The result \(s^l=W^l x^l\) can be decoded correctly from the \(m+2t\) computations \(W^l_{i,:} x^l\) for \(0 \leq i \leq m-1\) and \(\bar{W}^l_{i,:} x^l\) for \(m \leq i \leq m+2t-1\) if any \(t\) or fewer computations suffer from a soft-error, under either of the Error Models 1 or 2.

2) Moreover, under Error Model 2, if the number of erroneous computations is more than \(t\), and the error is assumed to be an additive noise whose individual elements are drawn independently from a real-valued continuous distribution, then the occurrence of erroneous computations can still be detected with probability 1, even if they cannot be corrected.

The proof of this lemma follows from the properties of MDS codes, as we discuss towards the end of this Appendix. First, we provide the proof of Theorem 1 using this Lemma 2. Again, we will stick to the simpler case \((t_1+t_3)=(t_2+t_3)=t\), though the technique easily generalizes.

**Proof of Theorem 1.** Observe that in the feedforward stage, CodeNet uses \(P=mn\) base nodes arranged in an \(m \times n\) grid, with \(2t\) rows of \(n\) nodes each. The matrix \(W^l\) is divided into blocks both horizontally and vertically. In the vertical direction, one uses a systematic \((m+2t,m)\) MDS code to encode the horizontally-split blocks, and performs the \(m+2t\) computations \(W^l_{i,:} x^l\) for \(0 \leq i \leq m-1\) and \(\bar{W}^l_{i,:} x^l\) for \(m \leq i \leq m+2t-1\).
Thus, in the feedforward stage at any layer, after step O1, CodeNet is able to correct any $t$ of fewer errors (using Lemma 2). Note that, CodeNet might be able to correct more than $t$ errors for some error patterns, e.g., when more than one node in a row is erroneous but still the total number of erroneous rows is at most $t$. However, in the worst case, e.g. error patterns where $t$ errors occur in different rows in the grid, it can only correct $t$ errors.

Similarly, in the backpropagation stage, the main computation (step O2) is $(c^T) = (\delta^T) W^T$, which is also a matrix-vector product. CodeNet reuses the $P=mn$ base nodes arranged in an $m \times n$ grid, with $2t$ additional columns of $m$ nodes each for error correction. The matrix $W^T$ is divided into blocks both vertically and horizontally. One uses a systematic $(n+2t,n)$ MDS code to encode the vertically-split blocks, and performs $n+2t$ computations $(\delta^T W^T_{:,j})$ for $0 \leq j \leq n-1$ and $(\delta^T \tilde{W}^T_{:,j})$ for $n \leq j \leq n+2t-1$. Thus, again using Lemma 2, CodeNet can correct any $t$ (or fewer) errors in the worst case, and the worst case pattern occurs when all the errors occur in different columns.

Errors that occur during the update stage corrupt the stored $W^T_{i,j}$ or $\tilde{W}^T_{i,j}$ Thus, using a total of $mn+2tn+2tm=P+2(m+n)t$ nodes, CodeNet can correct any $t$ errors in the worst case at any layer during feedforward or backpropagation stages respectively.

\begin{remark}
Substituting $m=n=\sqrt{P}$, we get the number of required nodes to be $P+4\sqrt{Pt}$.
\end{remark}

\textit{Justification of Claims 1, 2 and 3.} Claim 1 follows directly from Theorem 1. It might also be noted that Claim 2 is justified from the first condition of Lemma 2, and Claim 3 from the second condition of Lemma 2 respectively.

Now what remains to be proved is Lemma 2.

\textit{Proof of Lemma 2.} Let $s^l = \begin{bmatrix} s^l_0 \\ \vdots \\ s^l_{m-1} \end{bmatrix}$. Observe that,

$$x^l = (G_r^T \otimes I_{N_l/m}) W^l x^l = (G_r^T \otimes I_{N_l/m}) s^l = \begin{bmatrix} s^l_0 \\ \vdots \\ s^l_{m-1} \\ \tilde{s}^l_{m+2t-1} \end{bmatrix}$$
Thus, the \( m+2t \) computations actually form a codeword obtained by encoding \( s^t_0, s^t_1, \ldots, s^t_{m-1} \) using the systematic \((m+2t,m)\) MDS code with generator matrix \( G_r \). Now suppose that any \( t \) of the computations \( s^t_0, \ldots, s^t_{m-1}, \tilde{s}^t_m, \ldots, \tilde{s}^t_{m+2t-1} \) are erroneous. Then, using the properties of MDS codes [92], any \( t \) erroneous computations can be corrected in the codeword of an \((m+2t,m)\) MDS code. This proves the first part of the lemma. However, for completeness, we also provide a rigorous proof using linear algebra arguments.

Let \( \text{out} \) denote the vector consisting of \( m+2t \) sub-vectors, each of length \( \frac{N_l}{m} \), which is the entire codeword corrupted by an additive vector \( e \). Thus,

\[
\text{out} = \begin{bmatrix}
\text{out}_0 \\
\vdots \\
\text{out}_{m+2t-1}
\end{bmatrix} = \begin{bmatrix}
 \tilde{s}^t_0 \\
 \vdots \\
 \tilde{s}^t_m \\
 \vdots \\
 \tilde{s}^t_{m+2t-1}
\end{bmatrix} + e = \begin{bmatrix}
 \tilde{s}^t_0 \\
 \vdots \\
 \tilde{s}^t_m \\
 \vdots \\
 \tilde{s}^t_{m+2t-1}
\end{bmatrix} + \begin{bmatrix}
 e_0 \\
 \vdots \\
 e_m \\
 \vdots \\
 e_{m+2t-1}
\end{bmatrix} = (G^T_r \otimes I_{N_l/m}) \begin{bmatrix}
 s^t_0 \\
 \vdots \\
 s^t_m \\
 \vdots \\
 s^t_{m+2t-1}
\end{bmatrix} + \begin{bmatrix}
 e_0 \\
 \vdots \\
 e_m \\
 \vdots \\
 e_{m+2t-1}
\end{bmatrix}.
\]

Note that \( e \) is a vector, consisting of \( m+2t \) sub-vectors, each of length \( \frac{N_l}{m} \). When any of the \( m+2t \) sub-vectors, e.g., \( \text{out}_i \), is erroneous, then the sub-vector \( e_i \) is non-zero (in accordance with our Error Models). Otherwise, if there are no errors in \( \text{out}_i \), then \( e_i = 0 \). The non-zero sub-vectors of \( e \) thus correspond to the locations of errors among the \( m+2t \) computations. In what follows, we utilize ideas from [93], [95] to show that any vector \( e \) with number of non-zero sub-vectors \( \{i.e., e_0, e_1, \ldots, e_{m+2t-1}\} \) less that or equal to \( t \) can be reconstructed uniquely, and thus given \( \text{out} \) and \( G_r \), the vector \( s^t \) can also be reconstructed uniquely because \( G_r \) is full-rank.

Observe that, because the matrix \( G^T_r \) of size \((m+2t) \times m\) is full-rank, there exists a full-rank annihilating matrix \( H \) of dimension \( 2t \times (m+2t) \) such that \( HG^T_r = 0 \). This leads to:

\[
(H \otimes I_{N_l/m}) e = (H \otimes I_{N_l/m}) \text{out} \triangleq \hat{\text{out}}.
\]

The solution \( e \), for this linear system of equations, is unique if the number of non-zero sub-vectors in \( e \) \( \{i.e., \), the non-zero sub-vectors out of \( e_0, e_1, \ldots, e_{m+2t-1}\} \) is less than \( \frac{\text{Spark}(H)}{2} \). Here, \( \text{Spark}(H) \) is the minimum number of columns of \( H \) that are linearly dependent (see [93], [95]), or equivalently the minimum number of non-zero elements in any vector in \( \text{Null} - \text{space}(H) \setminus \{0\} \). Also note that for the Kronecker product \( (H \otimes I_{N_l/m}) \), the \( \text{Spark}(H) \) becomes equal to the minimum number of non-zero sub-vectors of length \( N_l/m \) out of the total \( m+2t \) sub-vectors in any vector in \( \text{Null} - \text{space}(H \otimes I_{N_l/m}) \setminus \{0\} \).

Now we show that \( \text{Spark}(H) = 2t+1 \). We dismiss the case of \( \text{Spark}(H) > 2t+1 \) because \( \text{Spark}(H) \leq \text{Rank}(H) + 1 \), and \( \text{Rank}(H) = 2t \). Now, for proof by contradiction, we assume that \( \text{Spark}(H) < 2t+1 \).
Then, there must be a vector $\beta$ such that $\beta \in \text{Null-space}(H)$, and has less than $2t+1$ non-zero elements.

Note that, the dimension of the null-space of $H$ is $m$ because the $m$ linearly independent columns of the matrix $G_r$ lie in the null-space of $H$ and also form a basis. Thus

$$G_r \alpha = \beta$$

for some vector $\alpha$.

The vector $\beta$ has strictly more than $(m+2t-(2t+1))$ zeros, i.e., $m-1$ zeros. Or, $\beta$ has at least $m$ zeros. However, this is not possible as the sub-matrix formed by picking any $m$ rows of $G^T_r$ is non-singular. This contradicts with our assumption.

Thus, $\text{Spark}(H)=(2t+1)$. Thus, if

$$\text{No. of non-zero sub-vectors in } e \leq t < \frac{2t+1}{2} = \frac{\text{Spark}(H)}{2},$$

then there exists a unique $e$ that satisfies $\widehat{\text{out}}=(H \otimes I_{N/m})e$. Thus, the first part of the lemma is proved.

Now, we proceed to the next part. We need to show that if each element in the non-zero sub-vectors of $e$ is drawn independently from a real-valued continuous distribution, then the occurrence of erroneous $\text{out}_i$'s can still be detected with probability $1$, even if these errors can not be corrected.

Observe that if there are no erroneous sub-vectors in $\text{out}$ and $e=0$, then $\widehat{\text{out}}=(H \otimes I_{N/m})\text{out}=(H \otimes I_{N/m})e=(H \otimes I_{N/m})0=0$. Thus, if there are actually erroneous sub-vectors in $\text{out}$, then we will obtain $\widehat{\text{out}}=(H \otimes I_{N/m})\text{out}=(H \otimes I_{N/m})e \neq 0$, unless $e$ lies in $N\text{ull-space}((H \otimes I_{N/m}) \setminus \{0\}$.

Utilizing the assumption (see our Error Model 2) that each element in a non-zero block of $e$ is drawn independently from a real-valued continuous distribution, we now show that the event that $e \in N\text{ull-space}(H \otimes I_{N/m}) \setminus \{0\}$, given that $e \neq 0$ occurs with probability 0.

Suppose that $e \in N\text{ull-space}(H \otimes I_{N/m}) \setminus \{0\}$ have $k$ non-zero blocks, for any $k>0$.

Let $A_k \subset \{0,1,\ldots,m+2t-1\}$ denote the set of all the $k$ indices of the non-zero blocks (or sub-vectors) of $e$. Clearly, $k \geq 2t+1$ since $\text{Spark}(H)=2t+1$ and thus no vector can lie in the $N\text{ull-space}(H \otimes I_{N/m}) \setminus \{0\}$ which has less than $2t+1$ non-zero blocks. Now,

$$(H_{A_k} \otimes I_{N/m})e_{A_k}=0$$

where $H_{A_k}$ is a sub-matrix consisting of the columns of $H$ that are indexed in $A_k$ and $e_{A_k}$ denotes the column vector consisting of only the non-zero blocks of $e$, i.e., the blocks whose locations are indexed in $A_k$. 
We will first show that the dimension of the null-space of $H_{Ak}$ is $k-2t$. Recall that the $\text{Spark}(H)=2t+1$ which implies that any $2t$ columns of $H$ are linearly independent. Thus, any $2t$ columns of $H_{Ak}$ are also linearly independent. The rank of $H_{Ak}$ is thus $2t$ and the dimension of $H_{Ak}$ is $2t \times k$. Using Rank-Nullity theorem, the dimension of the null-space of $H_{Ak}$ is thus $k-2t$.

Now observe that $e_{Ak}$ has $k(>k-2t)$ non-zero blocks. Because every element of $e_{Ak}$ are iid real-valued continuous random variables, the probability that $e_{Ak}$ with $kN_{l}/m$ independent elements lies in $\text{Null-space}(H_{Ak} \otimes I_{N_{l}/m})$ of lower dimension $(k-2t)N_{l}/m$, is 0. In other words, $\text{Null-space}(H_{Ak} \otimes I_{N_{l}/m})$ of lower dimension $(k-2t)N_{l}/m$ becomes a measure 0 subset in a the space of $kN_{l}/m$ independent dimensions. Thus, the event that $e \in \text{Null-space}(H \otimes I_{N_{l}/m}) \setminus \{0\}$, given that $e \neq 0$, occurs with probability 0.

\textbf{Decoding Algorithm:} Using Lemma 2, we arrive at the following decoding technique: first compute $(H \otimes I_{N_{l}/m}) \text{ out}=\widehat{\text{out}}$. If $\widehat{\text{out}}=0$, one can declare that there are no errors with probability 1. Otherwise, one can use standard sparse reconstruction algorithms (e.g. [93], [95]) to find a solution for the under-determined system of linear equations $(H \otimes I_{N_{l}/m})e=\widehat{\text{out}}$ with number of non-zero blocks of $e$ (i.e., sub-vectors $e_0,e_1,\ldots,e_{m+2t-1}$) less than or equal to $t$. If a solution is found with number of non-zero sub-vectors at most $t$, the errors are corrected. Otherwise, the node declares that the errors cannot be uniquely determined, and thus reverts to the last checkpoint.

\textbf{Remark:} One might also consider the following possibility: if the true error vector $e=e^{(1)}+h$ where $e^{(1)}$ is any vector with at most $t$ non-zero blocks or sub-vectors and $h \in \text{Null-space}(H \otimes I_{N_{l}/m}) \setminus \{0\}$. In this case, $(H \otimes I_{N_{l}/m})e=(H \otimes I_{N_{l}/m})e^{(1)}=\widehat{\text{out}}$, and the sparse reconstruction algorithm would give $e^{(1)}$ as the solution even though the correct solution is $e$. However, we now show that the probability of the occurrence of an error $e$ of the form $e^{(1)}+h$ is also 0 under Error Model 2.

Let $h$ have $k$ non-zero blocks, indexed by $B_{k}\subset \{0,1,\ldots,m+2t-1\}$. Because the number of non-zero blocks in $e^{(1)}$ is at most $t$, and $e=e^{(1)}+h$, there are at least $k-t$ non-zero blocks in $e$ that match exactly with those in $h$. We also let $B_{k}^{(a)}$ and $B_{k}^{(b)}$ denote two disjoint sets of indices of the non-zero blocks of $h$ that exactly match, and do not match, with $e$ respectively. Note that $B_{k}^{(a)} \cup B_{k}^{(b)}=B_{k}$ and $|B_{k}^{(a)}|+|B_{k}^{(b)}|=|B_{k}|$.

First observe that $|B_{k}^{(a)}|\geq k-t\geq 2t+1-t+1$ where the second inequality follows since $k \geq \text{Spark}(H)=2t+1$. We also have, $|B_{k}^{(b)}|\leq t$ since $e^{(1)}$ has at most $t$ non-zero blocks. The dimension of the Range-
\( \text{space}(H_{B_k^{(b)}}) \) can thus be at most:

\[
|B_k^{(b)}| \leq t < t+1 \leq \min\{ |B_k^{(a)}|, 2t \}.
\]

Now from definition of these sets,

\[
(H_{B_k} \otimes I_{N_l/m}) h_{B_k} = (H_{B_k^{(a)}} \otimes I_{N_l/m}) h_{B_k^{(a)}} + (H_{B_k^{(b)}} \otimes I_{N_l/m}) h_{B_k^{(b)}} = 0
\]

implying

\[
(H_{B_k^{(a)}} \otimes I_{N_l/m}) h_{B_k^{(a)}} = - (H_{B_k^{(b)}} \otimes I_{N_l/m}) h_{B_k^{(b)}}.
\]

Observe that the \(|B_k^{(a)}|\) sub-vectors (or blocks) of \(h_{B_k^{(a)}}\) exactly match with \(e_{B_k^{(a)}}\) and are thus drawn independently from a continuous multivariate distribution of \( \frac{N_l}{m} \) i.i.d. random variables. Thus, the vector \((H_{B_k^{(a)}} \otimes I_{N_l/m}) h_{B_k^{(a)}}\) of length \(2t(N_l/m)\) also has a real-valued, continuous distribution where \( \text{Rank}(H_{B_k^{(a)}} \otimes I_{N_l/m}) = \min\{ |B_k^{(a)}| (N_l/m), 2t(N_l/m) \} \). Now, the \(\text{Range-space} (H_{B_k^{(b)}} \otimes I_{N_l/m})\) becomes a measure 0 subset in a subspace of dimension:

\[
\min\{ |B_k^{(a)}| (N_l/m), 2t(N_l/m) \},
\]

as \(|B_k^{(b)}|(N_l/m) < \min\{ |B_k^{(a)}|(N_l/m), 2t(N_l/m) \}\). Thus, the probability that \((H_{B_k^{(a)}} \otimes I_{N_l/m}) h_{B_k^{(a)}}\) lies in a lower dimensional space, \(i.e.,\) in \(\text{Range-space} (H_{B_k^{(b)}} \otimes I_{N_l/m})\), is 0.

**APPENDIX C**

**DECENTRALIZED ALGORITHM FOR CODENET**

Here, we formally describe the decentralized algorithm in Algorithm 1, to complement the description in the section on Decentralized Implementation in the main paper. Note that, for data and label access, we assume that there is a source or shared memory from where all nodes can access the data (for the first layer, during feedforward stage) and its label (for the last layer, while transitioning from feedforward stage to backpropagation stage).
Algorithm 1  Decentralized CodeNet Algorithm for General t

1: Pre-processing Step: Encode and store appropriate sub-matrices of $W^l$ initially as described
2: In each iteration: If iteration number $\% I_0=0$, Checkpoint at Disk.
3: FEEDFORWARD STAGE (Active Nodes: $0 \leq i \leq m+2t-1$, $0 \leq j \leq n-1$)
4: For layers $l=1,2,\ldots,L$ serially:
5: Compute $W^l_{i,j}x^l_j$ or $\tilde{W}^l_{i,j}x^l_j$ at all active nodes in parallel
6: [All-Reduce] Sum $s^l_i=\sum_{j=0}^{n-1} W^l_{i,j}x^l_j$ or $\tilde{s}^l_i=\sum_{j=0}^{n-1} \tilde{W}^l_{i,j}x^l_j$ at each active row in parallel
7: [All-Reduce 2t times] Perform 2t consistency checks (error-detection) using all $s^l_i$ or $\tilde{s}^l_i$’s at each active column in parallel
8: Verification step to check for disagreement among active nodes (implies errors during error-detection step):
9: If disagreement, Return to last checkpoint
10: Else If no errors detected:
11: Additional Encoding step at all inactive nodes:
12: [Reduce 2t times] Encode $\tilde{x}^l_j$ for all inactive columns, at rows 0 to $m-1$ in parallel
13: Generate $x^{(l+1)}_j$ at all active nodes:
14: Compute $x^{(l+1)}_i=f(s^l_i)$ at rows 0 to $m-1$ in parallel
15: [Broadcast] Fetch appropriate parts of $x^{(l+1)}_j$ from the nodes that have it, at each active column in parallel
16: Else Decoding at all active nodes attempting to correct detected errors:
17: [All-gather] Get all $s^l_i$ or $\tilde{s}^l_i$’s at each column in parallel and attempt to decode $s^l$ at every active node
18: If more than $t$ errors, Return to last checkpoint
19: Else Verification step to check for decoding errors:
20: If disagreement, Return to last checkpoint
21: Else Regeneration of possible erroneous nodes,
22: Additional Encoding step and Generation of $x^{(l+1)}_j$. 


24: **BACKPROPAGATION STAGE** (Active Nodes: $0 \leq i \leq m-1$, $0 \leq j \leq n+2t-1$)

25: **For** layers $l=L,L-1,...,1$ serially:

26: Compute $(\delta_i^l)^T W_{i,j}^l$ or $(\delta_i^l)^T \tilde{W}_{i,j}^l$ at active nodes in parallel

27: [All-reduce] Sum $(c_j^l)^T=\sum_{i=0}^{m-1} (\delta_i^l)^T W_{i,j}^l$ or $(\tilde{c}_j^l)^T=\sum_{i=0}^{m-1} (\delta_i^l)^T \tilde{W}_{i,j}^l$ at each active column in parallel

28: [All-Reduce $2t$ times] Perform $2t$ consistency checks (error-detection) using all $(c_j^l)^T$ or $(\tilde{c}_j^l)^T$'s at each row in parallel

29: Verification step to check for disagreement among all nodes (implies errors during error-detection):

30: **If** disagreement, **Return** to last checkpoint

31: **Else If** no errors detected:

32: **Additional Encoding** step at all inactive nodes:

33: [Reduce $2t$ times] Encode $(\delta_i^{l-1})^T$ for all inactive rows, at columns 0 to $n-1$ in parallel

34: **Generate** $\delta_i^{l-1}$ at all active nodes:

35: Compute $(\delta_j^{l-1})^T=(c_j^l)^T D_j^l$ at cols. 0 to $n-1$ in parallel

36: [Broadcast] Fetch appropriate parts of $\delta_i^{l-1}$ from the nodes that have it, at each active row in parallel

37: **Else Decoding** at all active nodes:

38: [All-gather] Get all $(c_j^l)^T$ or $(\tilde{c}_j^l)^T$'s at each row in parallel and attempt to decode $(c_j^l)^T$ at every active node

39: **If** more than $t$ errors, **Return** to last checkpoint

40: **Else** Verification step to check for decoding errors:

41: **If** disagreement, **Return** to last checkpoint.

42: **Else Regeneration** of possible erroneous nodes,

43: **Additional Encoding** step and **Generation** of $\delta_i^{l-1}$.

44: **UPDATE STAGE** (All nodes)

45: $W_{i,j}^l \leftarrow W_{i,j}^l + \delta_i^l (x_j^l)^T \forall 0 \leq i \leq m-1 \text{ and } 0 \leq j \leq n-1$

46: $W_{i,j}^l \leftarrow W_{i,j}^l + \tilde{\delta}_i^l (x_j^l)^T \forall 0 \leq i \leq m-1 \text{ and } n \leq j \leq n+2t-1$

47: $W_{i,j}^l \leftarrow W_{i,j}^l + \tilde{\delta}_i^l (x_j^l)^T \forall m \leq i \leq m+2t-1 \text{ and } 0 \leq j \leq n-1$. 
APPENDIX D
THEORETICAL ANALYSIS OF RUNTIME

We first elaborate the assumptions here:

(i) Errors (under Error Model 2) at any node may or may not have dependence on other nodes. Error events in an iteration are simply divided into three disjoint sets: (1) zero errors (probability $p_0$); (2) error patterns correctable by CodeNet (probability $p_1$); and (3) error patterns not correctable by CodeNet (probability $p_2=1-p_0-p_1$). E.g., if CodeNet can correct any $t$ errors, then $p_1$ includes the probability of all error-patterns with at most $t$ errors. Observe that, for the errors captured by $p_1$, CodeNet proceeds forward to the next iteration after regenerating the corrupt sub-matrices, but the replication strategy simply reverts to the iteration of its last checkpoint. For error patterns captured by $p_2$, both strategies have to revert to their last checkpoint.

(ii) Period of checkpointing (number of iterations after which we checkpoint), $I_0$ is fixed, but can vary for different strategies.

(iii) Time taken by both replication and CodeNet for an error-free iteration is $\tau_f$. We justify this in Theorem 3 by showing that the communication and computation complexities of replication and CodeNet are comparable.

(iv) Denoting the time to resume from previous checkpoint (by reading from disc) by $\tau_b$, we assume that $\tau_b \gg \tau_f$ as fetching data from the disk is extremely time-intensive. We also pessimistically assume that the time to run an iteration with error correction and regeneration by CodeNet be $\tau_b$. When an error occurs, CodeNet proceeds forward in computation, but it also regenerates some of the sub-matrices of $W$. This regeneration comes with extra communication cost, increasing the time of the iteration. But because it does not require reading from the disk, letting it be as high as $\tau_b$ is a actually a pessimistic assumption in evaluation of the performance of our strategy.

(v) Time to save the entire state using checkpointing is $\tau_{cpt}$.

In particular, if the number of errors in an iteration follow Poisson distribution [90] with parameter $\lambda$, then the ratio of expected time scales with $\lambda$. Again, if any node fails independently with probability $p$ whenever it is used for one of the $3$ most complexity-intensive ($\Theta(N_l N_{l-1}/P)$) computations (O1, O2, or O3), in each layer, in an iteration, then $p_0=(1-p)^3\hat{P}L$ and $p_1 \geq \binom{3\hat{P}L}{1}p^1(1-p)^{3\hat{P}L-1}$ where $\hat{P}$ is the total number of nodes used and $3L$ is the number of times a node is used in an iteration, i.e., thrice for each
Now, we proceed to the proof.

**Proof of Theorem 2.** Let us consider the iterations over a single checkpointing iteration-period of $I_0$. Within one period, let $k$ denote the iteration index. The index takes values from $k=0$ to $k=I_0$. For all $k>0$, let $T_k$ be a random variable that denotes the time taken to reach iteration $k$ starting from $k=0$. We need to find $\mathbb{E}[T_{I_0}]$, i.e. the expected time to reach iteration $k=I_0$ starting at $k=0$. Then, the expected time to complete $M$ iterations would be determined by $\frac{M}{I_0} \tau_{cpt} + \frac{M}{I_0} \mathbb{E}[T_{I_0}]$. The figure below shows the Markov Chain of the different states starting at state 0 till state $k+1$. Note that, at any state the algorithm can perform one of the following:

1) Move one step forward taking time $\tau_f$ with probability $p_0$, i.e. when no error occurs.
2) Move one step forward but taking time $\tau_b$ with probability $p_1$, i.e. when errors occur but are corrected.
3) Move backward to last checkpoint taking time $\tau_b$ with probability $p_2$, i.e. when errors occur and cannot be corrected.

Now we use the following lemma.

**Lemma 3.** The expected time to reach state $k$ starting from state 0 for this Markov Chain is given by

$$\mathbb{E}[T_k] = (\tau_f p_0 + \tau_b (1-p_0)) \sum_{i=0}^{k-1} \frac{1}{(p_0+p_1)^i}.$$ 

The proof of Lemma 3 is provided at the end of this section. First, using Lemma 3, we can derive that the total time for $n$ iterations, including the time for checkpointing. This is given by

$$\frac{M}{I_0} \tau_{cpt} + \frac{M}{I_0} (\tau_f p_0 + \tau_b (1-p_0)) \frac{1}{(p_0+p_1)^0} \frac{1}{(p_0+p_1)^0} - 1.$$ 

For the replication strategy, the algorithm moves forward with probability $p_0$, and moves to the last checkpoint with probability $1-p_0$. The expected time can be derived by setting $p_1=0$ in the expression of CodeNet strategy. Thus, the total time for $M$ iterations, including the time for checkpointing, is given by

$$\frac{M}{I_0} \tau_{cpt} + \frac{M}{I_0} (\tau_f p_0 + \tau_b (1-p_0)) \frac{1}{p_0^0} \frac{1}{p_0^0} - 1.$$
What remains now is the proof of Lemma 3.

**Proof of Lemma 3.** Observe the following:

\[
\mathbb{E}[T_{k+1}] = \mathbb{E}[T_{k+1}|\text{no error}] \Pr(\text{no error}) + \mathbb{E}[T_{k+1}|\text{recoverable error}] \Pr(\text{recoverable error}) + \mathbb{E}[T_{k+1}|\text{non-recoverable error}] \Pr(\text{non-recoverable error})
\]

\[
= (\mathbb{E}[T_k + \tau_f])p_0 + (\mathbb{E}[T_k + \tau_b])p_1 + (\mathbb{E}[T_k + \tau_b + T_{k+1}])p_2
\]

\[
= \mathbb{E}[T_k] + (\tau_f p_0 + \tau_b p_1 + \tau_b p_2) + p_2 \mathbb{E}[T_{k+1}]
\]

\[
= \mathbb{E}[T_k] + (\tau_f p_0 + \tau_b (1-p_0)) + p_2 \mathbb{E}[T_{k+1}]
\]

(23)

This leads to the following recursion:

\[
\mathbb{E}[T_{k+1}] = \frac{1}{1-p_2} (\mathbb{E}[T_k] + (\tau_f p_0 + \tau_b (1-p_0))) = \frac{1}{p_0+p_1} (\mathbb{E}[T_k] + (\tau_f p_0 + \tau_b (1-p_0)))
\]

(24)

We solve the recursion using induction.

**Induction Hypothesis:**

\[
\mathbb{E}[T_k] = (\tau_f p_0 + \tau_b (1-p_0)) \sum_{i=0}^{k-1} \frac{1}{(p_0+p_1)^i}
\]

**Initial Case:** \( k=1 \)

\[
\mathbb{E}[T_1] = (\tau_f p_0 + \tau_b) + (\tau_b + \mathbb{E}[T_1])p_2
\]

\[
\implies \mathbb{E}[T_1] = (\tau_f p_0 + \tau_b (1-p_0)) \quad \text{(satisfies induction hypothesis)}.
\]

(25)

Now assume that the induction hypothesis holds for any \( k>1 \). Then, using (24), we now show that it also holds for \( k+1 \):

\[
\mathbb{E}[T_{k+1}] = \frac{1}{p_0+p_1} (\mathbb{E}[T_k] + (\tau_f p_0 + \tau_b (1-p_0)))
\]

\[
= \frac{1}{p_0+p_1} \left( (\tau_f p_0 + \tau_b (1-p_0)) \sum_{i=0}^{k-1} \frac{1}{(p_0+p_1)^i} + (\tau_f p_0 + \tau_b (1-p_0)) \right)
\]

\[
= (\tau_f p_0 + \tau_b (1-p_0)) \sum_{i=0}^{k} \frac{1}{(p_0+p_1)^i}.
\]

(26)
Thus, from induction we obtain that,
\[
\mathbb{E}[T_{i_0}] = (\tau_f p_0 + \tau_b (1-p_0)) \sum_{i=0}^{I_0-1} \frac{1}{(p_0+p_1)^i} = (\tau_f p_0 + \tau_b (1-p_0)) \frac{1}{(p_0+p_1)^{I_0-1}}.
\]
(27)

\[\Box\]

APPENDIX E
COMPUTATIONAL AND COMMUNICATION COMPLEXITY ANALYSIS

Before proceeding to the proof of Theorem 3, we first briefly discuss our definition of communication complexity and then briefly state the computation and communication complexities of some of the standard collective communication protocols that we discussed [22].

**Definition 1** (Communication Complexity). *The communication complexity of communicating \( N \) real-valued numbers from one node to another in a single round is defined as \( \alpha + \beta N \) where \( \alpha \) and \( \beta \) are system dependent constants.***

**Remark:** Note that \( \alpha \) denotes the latency associated with setting up the communication protocol between two nodes and \( \beta \) denotes the cost or bandwidth consumed for each item sent. We also use the constant \( \gamma \) as a system dependent scaling constant for computation complexity. Typically \( \gamma \ll \beta \ll \alpha \).

Now, we will be stating the computation and communication complexities of the standard collective communication protocols that will be used in the proof of Theorem 3. A detailed analysis and discussion is provided in [22].

- **Reduce:** In a cluster of \( P \) total nodes, each node initially has a vector, e.g., \( a_p \) of length \( N \). After Reduce, one node gets the sum \( \sum_{p=1}^{P} a_p \). The computation cost is \( \gamma \frac{P-1}{P} N \) and the communication cost is \( \alpha \log P + \beta N \).

- **All-Reduce:** In a cluster of \( P \) total nodes, each node initially has a vector, e.g., \( a_p \) of length \( N \). After All-Reduce, each node gets the sum \( \sum_{p=1}^{P} a_p \). The computation cost is \( \gamma \frac{P-1}{P} N \) and the communication cost is \( \alpha \log P + 2\beta \frac{P-1}{P} N \).

- **Gather and All-Gather:** In a cluster of \( P \) total nodes, each node initially has a vector, e.g., \( a_p \) of length \( N \). After Gather (or All-Gather), one node (or all the nodes) gets all the vectors \( \{a_p|p=1,2,...,P\} \). There is no computation cost, and the communication cost is \( \alpha \log P + 2\beta (P-1)N \).
• Broadcast: In a cluster of \( P \) total nodes, one node initially has a vector, e.g., \( \mathbf{a}_p \) of length \( N \). After Broadcast, all the nodes get the vector \( \mathbf{a}_p \). There is no computation cost, and the communication cost is \( \alpha \log P + \beta N \).

**Remark:** These communication complexities are achievable using tree-type communication algorithms [22], that efficiently use all the nodes to reduce the total communication cost.

**Proof of Theorem 3.** For the first part of the theorem, we will calculate the communication cost of CodeNet and Replication at a single layer, in an error-free iteration. We let \( m = n = \sqrt{P} \) for simplicity.

For CodeNet, the steps involving communication in the feedforward stage are as follows:

- All-Reduce operation to compute the sums at each active row in parallel:

  Communication complexity is: \( \alpha \log(\sqrt{P}) + 2\beta(\sqrt{P} - 1) \frac{N_t}{P} \).

- All-Reduce operation \( 2t \) times to detect errors at each active column in parallel:

  Communication complexity is: \( \alpha \log(\sqrt{P} + 2t) + 4t \beta \left(\sqrt{P} + 2t - 1\right) \frac{N_t}{\sqrt{P} + 2t} \).

- Verification Step under Error Model 2 to check for errors during detection:

  Communication complexity is: \( \alpha \log(\hat{P}) + \beta \hat{P} t \).

- Reduce operation for the additional encoding at the \( 2t \) inactive columns, at rows 0 to \( m - 1 \) in parallel:

  Communication complexity is: \( \alpha \log(\sqrt{P} + 2t) + 2t \beta \frac{N_{l-1}}{\sqrt{P}} \).

- Broadcast \( \mathbf{a}_{j}^{(t+1)} \) from node \((j,j)\) to all nodes in the \( j \)-th active column, for each columns 0 to \( n - 1 \) in parallel:

  Communication complexity is: \( \alpha \log(\sqrt{P} + 2t) + \beta \frac{N_t}{\sqrt{P}} \).

Similarly, the steps involving communication in the backpropagation stage are as follows:

- All-Reduce operation to compute the sums at each active column in parallel:

  Communication complexity is: \( \alpha \log(\sqrt{P}) + 2\beta(\sqrt{P} - 1) \frac{N_{l-1}}{P} \).

- All-Reduce operation \( 2t \) times to detect errors at each active row in parallel:

  Communication complexity is: \( \alpha \log(\sqrt{P} + 2t) + 4t \beta \left(\sqrt{P} + 2t - 1\right) \frac{N_{l-1}}{\sqrt{P} + 2t} \).
Verification Step under Error Model 2 to check for errors during detection:

Communication complexity is: $\alpha \log(\hat{P}) + \beta \hat{P} t$.

Reduce operation for the additional encoding at the $2t$ inactive rows, at columns 0 to $n-1$ in parallel:

Communication complexity is: $\alpha \log(\sqrt{P} + 2t) + 2\beta t \frac{N_i}{\sqrt{P}}$.

Broadcast $\delta^{(l-1)}_i$ from node $(i,i)$ to all nodes in the $i$-th active row, for rows 0 to $m-1$ in parallel:

Communication complexity is: $\alpha \log(\sqrt{P} + 2t) + \beta \frac{N_{i-1}}{\sqrt{P}}$.

There is no more communication in the update stage. Thus, the total communication cost of CodeNet at a single layer, in an error-free iteration, is upper-bounded by:

$$8\alpha \log(\sqrt{P} + 2t) + \beta \left( 2\frac{\sqrt{P} - 1}{\sqrt{P}} + 4t \frac{\sqrt{P} + 2t - 1}{\sqrt{P} + 2t} + 2t + 1 \right) \left( \frac{N_i}{\sqrt{P}} + \frac{N_{i-1}}{\sqrt{P}} \right) + 2(\alpha \log(\hat{P}) + \beta \hat{P} t)$$

$$\leq 8\alpha \log(\sqrt{P}) + \beta (6t + 3) \left( \frac{N_i}{\sqrt{P}} + \frac{N_{i-1}}{\sqrt{P}} \right) + 2(\alpha \log(\hat{P}) + \beta \hat{P} t)$$

$$= 6\alpha \log(\hat{P}) + \beta (6t + 3) \left( \frac{N_i}{\sqrt{P}} + \frac{N_{i-1}}{\sqrt{P}} \right) + 2\beta \hat{P} t. \quad (28)$$

To compare, the steps of the replication strategy that involve communication are primarily a Reduce and a Broadcast at the matrix-vector products in the feedforward and backpropagation stages, along with additional communication across nodes computing the same output for comparing the outputs (or parts of it) to detect errors. The additional communication for exchange of outputs can be kept low, particularly if, only a part of the whole output and not the whole of it is exchanged. As an optimistic estimate for replication, we therefore ignore the communication cost for exchanging the outputs for error detection, and calculate the communication cost only from the Reduce and Broadcast. The total complexity is thus given by:

$$4\alpha \log(\sqrt{P}) + 2\beta \left( \frac{N_i}{\sqrt{P}} + \frac{N_{i-1}}{\sqrt{P}} \right) = 2\alpha \log(P) + 2\beta \left( \frac{N_i}{\sqrt{P}} + \frac{N_{i-1}}{\sqrt{P}} \right). \quad (29)$$

Thus, an upper-bound on the ratio of the communication complexities of CodeNet to replication for a single layer, in an error free iteration, is given by:

$$\frac{\text{Comm. Complexity (CodeNet)}}{\text{Comm. Complexity (replication)}} \leq \frac{6\alpha \log(\hat{P}) + \beta (6t + 3) \left( \frac{N_i}{\sqrt{P}} + \frac{N_{i-1}}{\sqrt{P}} \right) + 2\beta \hat{P} t}{2\alpha \log(P) + 2\beta \left( \frac{N_i}{\sqrt{P}} + \frac{N_{i-1}}{\sqrt{P}} \right)}. \quad (30)$$

In the limit of $\hat{P}, P, N_i, N_{i-1} \to \infty$, this ratio scales as $O(3t)$ as long as $\frac{\hat{P}^{3/2}}{\varnothing} = o(\min\{N_i, N_{i-1}\})$.
Next, we prove the second part of the theorem which compares the computational complexity of CodeNet and replication. In the feedforward stage for both CodeNet and replication, each node primarily computes a matrix-vector product of complexity $2\gamma \frac{N_l N_{l-1}}{P}$, followed by either an All-Reduce or Reduce operation, both with the same computational complexity of $\gamma \frac{P-1}{\sqrt{P}} \frac{N_l}{\sqrt{P}}$. Then, CodeNet performs $2t$ consistency checks to detect errors which contribute to a computational complexity of $\gamma(2t) \frac{\sqrt{P}+2t-1}{\sqrt{P}+2t} \frac{N_l}{\sqrt{P}}$. Under Error Model 2, CodeNet then performs a verification step to check for errors during the detection step of computational complexity $\gamma(2t) \frac{\sqrt{P}+2t}{\sqrt{P}+2t} \frac{N_l}{\sqrt{P}}$.

Similarly, in the backpropagation stage for both CodeNet and replication, each node primarily computes a matrix-vector product of complexity $2\gamma \frac{N_l N_{l-1}}{P}$, followed by either an All-Reduce or Reduce operation, both with the same computational complexity of $\gamma \frac{P-1}{\sqrt{P}} \frac{N_l}{\sqrt{P}}$. Then, CodeNet performs $2t$ consistency checks to detect errors which contribute to a computational complexity of $\gamma(2t) \frac{\sqrt{P}+2t-1}{\sqrt{P}+2t} \frac{N_l}{\sqrt{P}}$. Under Error Model 2, CodeNet then performs a verification step to check for errors during the detection step of computational complexity $\gamma(2t) \frac{\sqrt{P}+2t}{\sqrt{P}+2t} \frac{N_l}{\sqrt{P}}$.

Finally, in the update stage, the computational complexity is again $2\gamma \frac{N_l N_{l-1}}{P}$ which is the complexity of performing a rank-1 update on a matrix of size $\frac{N_l}{\sqrt{P}} \times \frac{N_l-1}{\sqrt{P}}$.

Thus, the ratio of the communication complexities of CodeNet to replication is upper-bounded by:

$$\frac{\text{Comp. Complexity (CodeNet)}}{\text{Comp. Complexity (Replication)}} \leq \frac{6\gamma \frac{N_l N_{l-1}}{P} + \gamma(1+4t) \left( \frac{N_l}{\sqrt{P}} + \frac{N_l-1}{\sqrt{P}} \right) + 2\gamma \hat{P}t}{6\gamma \frac{N_l N_{l-1}}{P} + \gamma \left( \frac{N_l}{\sqrt{P}} + \frac{N_l-1}{\sqrt{P}} \right)}.$$  \hspace{1cm} (31)

In the limit of $\hat{P}, P, N_l, N_{l-1} \rightarrow \infty$, the ratio scales as $\Theta(1)$ as long as $\hat{P}^{3/2} = o(\min\{N_l, N_{l-1}\})$. \quad \Box