Upper and Lower Critical Decay Exponents of Ising Ferromagnets with Long-range Interaction
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We investigate the universality class of the finite-temperature phase transition of the two-dimensional Ising model with the algebraically decaying ferromagnetic long-range interaction, $J_{ij} = |\vec{r}_i - \vec{r}_j|^{-(d + \sigma)}$, where $d (=2)$ is the dimension of the system and $\sigma$ the decay exponent, by means of the order-N cluster-algorithm Monte Carlo method. In particular, we focus on the upper and lower critical decay exponents, the boundaries between the mean-field-universality, intermediate, and short-range-universality regimes. At the critical decay exponents, it is found that the critical amplitude of the standard Binder ratio of magnetization exhibits the extremely slow convergence as a function of the system size. We propose more effective physical quantities, the combined Binder ratio and the self-combined Binder ratio, both of which cancel the leading finite-size corrections of the conventional Binder ratio. Utilizing these techniques, we clearly demonstrate that in two dimensions the lower and upper critical decay exponents are $\sigma = 1$ and $7/4$, respectively, contrary to the recent Monte Carlo and the renormalization-group studies [M. Picco, arXiv:1207.1018; T. Blanchard, et al., Europhys. Lett. 101, 56003 (2013)].

PACS numbers: 64.60.De, 75.10.Hk, 05.50.+q, 05.10.Ln

I. INTRODUCTION

A system with Long-range interaction can exhibit substantially different physics from the corresponding system only with short-range interaction [1, 2]. Many materials show non-trivial phenomena to which long-range nature of the interactions, such as the dipole-dipole interaction [3] and the Ruderman-Kittel-Kasuya-Yoshida (RKKY) interaction [4], plays an essential role. The competition between the short-range and the long-range interactions has been studied in the cold-atom systems [5].

One of the simplest and the most fundamental playgrounds for long-range interaction is the Ising model with the algebraically decaying interaction:

$$\mathcal{H} = - \sum_{i<j}^N J_{ij} S_i S_j,$$

where $S_i (=\pm1)$ is the Ising spin on the $i$-th site, $J_{ij}$ the coupling constant between two spins ($S_i$ and $S_j$), and $N$ the total number of spins. The summation in Eq. (1) runs over all spin pairs. The algebraically decaying ferromagnetic long-range interaction is expressed as

$$J_{ij} = \frac{1}{|\vec{r}_i - \vec{r}_j|^{d + \sigma}},$$

where $d$ is the dimension of the system, and $\vec{r}_i$ is the coordinate of the $i$-th site on the square lattice. The decay exponent, $\sigma$, in Eq. (2) should be positive to ensure the extensiveness of the energy, i.e., finite energy density in the thermodynamic limit. Otherwise, one has to introduce an appropriate system-size-dependent normalization factor. The system with the algebraically decaying long-range interaction shows the richer critical phenomena than those with only nearest-neighbor interaction. For sufficiently small $\sigma$, the finite-temperature phase transition is expected to belong to the mean-field universality class: in the limit of $d + \sigma \to 0$, the system becomes the fully connected model, or the Husimi-Temperley model [6, 7]. On the other hand, when $\sigma$ is sufficiently large, the nearest neighbor interaction dominates and the transition belongs to the short-range universality class. In the “intermediate regime” between the mean-field and the short-range limits, the critical exponents that characterize the universality class vary continuously [6, 2]. For the $d$-dimensional system with the long-range interaction, this continuous change of the critical exponents between the short-range and the mean-field universalities can be interpreted as the continuous change of the effective dimension between $d$ and four (or possibly more). Although a number of theoretical and numerical studies [6, 2, 3, 10, 11] have been conducted in order to interpret the intermediate regime as non-integral dimensions, precise identification between the decay exponent, $\sigma$, and the effective dimension has not been well established so far, in spite of the simple form of the Hamiltonian [6].

The main difficulty in precise estimation of the critical decay exponents is the strong (likely logarithmic) correction-to-scaling near the boundaries [11, 14, 15]. In the present paper, we propose new physical quantities, the combined Binder ratio and the self-combined Binder ratio, both of which cancel the leading corrections of the conventional Binder ratio. Using these combined Binder ratios, we investigate the critical amplitude dependence on the decay exponent ($\sigma$) precisely for the two-dimensional case. It is clarified that the lower and upper critical decay exponents are $\sigma = 1$ and $7/4$, re-
The present paper is organized as follows: in the next section, the previous theoretical and numerical works on the present model are briefly reviewed. In Sec. III we introduce the Fukui-Todo cluster-algorithm Monte Carlo method \[16\] that reduces the computational cost of simulating long-range interacting systems to $O(N)$. In Sec. IV new physical quantities, the combined Binder ratio, are proposed together with the demonstration for the fully connected and the nearest neighbor models. In Sec. V, we show our results of Monte Carlo simulations for the model (1) with coupling constant (2). Our study is concluded in Sec. VI. The details on the generalized Ewald-summation technique and the improved estimators are given, respectively, in Appendices A and B.

### II. SUMMARY OF PREVIOUS WORKS

The Ising model with the long-range interaction \[2\] has two limits, the fully connected Ising model $[(d + \sigma) \to 0]$ and the Ising model only with short-range interaction ($\sigma \to \infty$). The critical property of the phase transition in these limits is well established. The coupling constants of the former model are given by

$$J_{ij} = \frac{1}{N}. \tag{3}$$

On the other hand, those of the latter are

$$J_{ij} = \begin{cases} 1 & \text{if } i \text{ and } j \text{ are nearest neighbor}, \\ 0 & \text{otherwise}. \end{cases} \tag{4}$$

In Table II the critical exponents of these models are summarized. Note that the critical exponents of the fully connected (mean-field) model depends on its dimension because its physical quantities scale with the total number of sites $N = L^d$ instead of system length $L$. The well known values $\nu = 1/2$ and $\eta = 0$ for the mean-field model are those at the upper critical dimension, i.e., $d = 4$. A number of theoretical and numerical studies have been conducted mainly based on the renormalization-group (RG) argument and the Monte Carlo simulations.

| $\sigma$ | $\eta$ |
|---------|-------|
| mean field regime | $\sigma < d/2$ | 1 |
| intermediate regime | $d/2 < \sigma < 2 - \eta_{hr}$ | $2 - \sigma$ |
| short range regime | $2 - \eta_{hr} < \sigma$ | $\eta_{hr}$ |

For the $O(n)$ model with the long-range interaction, Fisher et al. \[1\] performed the RG analysis. The $O(n)$ model is a generalization of the Ising model ($n = 1$). They found three different regimes, depending on the value of the exponent $\sigma$ as listed in Table III. In the intermediate regime, the critical exponent of the correlation function, $\eta$, varies linearly to $\sigma$. The results of their RG analysis have a flaw that $\eta$ at $\sigma = 2$, on the boundary between the intermediate regime and the short range regime, is not determined uniquely. The exponent $\eta$ becomes zero if one approaches to $\sigma = 2$ from the side of the intermediate regime, while the finite value ($\eta_{hr} = 1/4$) in the short range regime; thus, $\eta$ changes discontinuously at $\sigma = 2$.

The boundary between the intermediate and the short-range regimes was more carefully considered by Sak \[2\] taking into account the higher-order terms in the RG calculations. In Ref. 2 it was concluded that the boundary is $\sigma = 2 - \eta_{hr}$ instead of $\sigma = 2$ as listed in Table III. Then, the exponent $\eta$ becomes a continuous function of $\sigma$. Its derivative, nevertheless, is discontinuous at $\sigma = 2 - \eta_{hr}$ (and also at $\sigma = 1$).

Several theoretical studies have reported different conclusions. Most are based on the RG approach and the $\epsilon$ expansion of the Landau-Ginzburg effective Hamiltonian where the propagator contains the $p^2$ term in addition to the ordinary $p^4$ term. For example, van Enter \[8\] pointed out that the long-range perturbation is relevant for $2 - \eta_{hr} \leq \sigma \leq 2$ in contradiction to the result obtained by Sak \[2\].

In the meantime, the first numerical study of the Ising model with the long-range interaction was reported by Luijtjen and Böttig \[4\]. By means of the cluster-algorithm Monte Carlo method, they calculated the exponent $\eta$ for $d = 2$ as a function of $\sigma$, concluding that $\eta = 2 - \sigma$ up to $2 - \sigma = \eta_{hr}$ and $\eta = \eta_{hr} = 1/4$ for larger $\sigma$. This result seems consistent with the RG prediction by Sak \[2\]. Its error bar, however, is too large to exclude the possi-

### TABLE I. Critical exponents of the $d$-dimensional fully connected Ising model and the two-dimensional short-range Ising model \[17\].

| | fully connected | short-range |
|---|---|---|
| $\alpha$ | 0 (discontinuous) | 0 (log) |
| $\beta$ | 1/2 | 1/8 |
| $\gamma$ | 1 | 7/4 |
| $\delta$ | 3 | 15 |
| $\nu$ | $2/d$ | 1 |
| $\eta$ | $2 - d/2$ | 1/4 |

### TABLE II. Renormalization-group prediction for the critical exponent $\eta$ by Fisher et al. \[1\].

| $\sigma$ | $\eta$ |
|---------|-------|
| mean field regime | $\sigma < d/2$ | 1 |
| intermediate regime | $d/2 < \sigma < 2 - \eta_{hr}$ | $2 - \sigma$ |
| short range regime | $2 - \eta_{hr} < \sigma$ | $\eta_{hr}$ |

### TABLE III. Renormalization-group prediction for the critical exponent $\eta$ by Sak \[2\].

| $\sigma$ | $\eta$ |
|---------|-------|
| mean field regime | $\sigma < d/2$ | 1 |
| intermediate regime | $d/2 < \sigma < 2 - \eta_{hr}$ | $2 - \sigma$ |
| short range regime | $2 - \eta_{hr} < \sigma$ | $\eta_{hr}$ |
bility proposed by van Enter [8]. Recently, Picco [10] showed the more precise Monte Carlo data than before and concluded that the exponent $\eta$ varies smoothly, connecting the intermediate regime and the short range regime, which disagrees with the previous RG analysis. Blanchard et al. [11] then supported the numerical result by means of the renormalization-group analysis with the double expansion. Nonetheless, another Monte Carlo calculation by Angelini et al. [17] and RG study by Defenu et al. [18] agree with the result by Sak [2]. This discrepancy between the previous researches has been an enigma for years.

III. MONTE CARLO METHOD FOR SYSTEMS WITH LONG-RANGE INTERACTION

The main difficulty in simulating the system with the long-range interaction is the large calculation cost. The number of pairs is $N(N - 1)/2 \sim N^2$ for an $N$-spin system. A naive update in the Monte Carlo simulation will suffer from the $O(N^2)$ computational cost. To make matters worse, the system with the long-range interaction is known for the egregious finite-size and boundary effects compared to the short-range model. Much larger systems thus need to be calculated, for the estimation of critical exponents, than the case of the short-range interaction. In addition, it becomes important to take into account interactions from mirror-image cells across the periodic boundaries and the Ewald summation to further reduce the finite-size effect.

A first efficient algorithm for the Ising model with the long-range interaction was proposed by Luijten and Blöte [19], whose computational cost scales in $O(N \log N)$. We will adopt the Fukui-Todo cluster algorithm [10] that is a more powerful approach; it further reduces the computational cost down to $O(N)$ for generic (unfrustrated) long-range interacting spin models [17, 20, 21].

The Fukui-Todo cluster algorithm is based on the Swendsen-Wang cluster algorithm [22]. In the original Swendsen-Wang algorithm for inverse temperature $\beta$, we first activate each (interaction) bond with probability

$$P_{ij} = 1 - \exp(-2\beta J_{ij}),$$

when $S_i = S_j$. Then spin clusters, each of which consists of spins connected by activated bonds, are flipped independently to generate a next spin configuration.

In the Fukui-Todo cluster algorithm, first we introduce the extended Fortuin-Kasteleyn representation [22, 23]. The partition function of the Ising model (1) is rewritten into the extended Fortuin-Kasteleyn representation:

$$Z = \sum_{\{S_i\}} \prod_{i<j} \Delta(\sigma_{ij}, k_{ij}) \cdot V_{ij}(k_{ij})$$

where $\sigma_{ij} = S_i S_j$ and $k_{ij}$ is a non-negative integer assigned to each spin pair $(i, j)$. The “compatibility function” $\Delta(\sigma_{ij}, k_{ij})$ and the “weight” $V_{ij}(k_{ij})$ in Eq. (6) are defined as

$$\Delta(\sigma_{ij}, k_{ij}) = \begin{cases} 1 & \text{if } \sigma_{ij} = 1 \text{ or } k_{ij} = 0 \\ 0 & \text{otherwise} \end{cases}$$

and

$$V_{ij}(k_{ij}) = \frac{\exp(-2\beta J_{ij})(2\beta J_{ij})^{k_{ij}}}{k_{ij}!}$$

respectively. Due to the property of the compatibility function, antiparallel spin configuration ($\sigma_{ij} = -1$) is prohibited when $k_{ij} \geq 1$. Then one can interpret a bond with $k_{ij} \geq 1$ and $k_{ij} = 0$ as an activated and deactivated bond, respectively, in a similar way to the original Swendsen-Wang algorithm. Note that $V_{ij}(k_{ij})$ is the probability mass function of the Poisson distribution with mean $2\beta J_{ij}$, and satisfies the normalization condition,

$$\sum_{k_{ij}=0}^{\infty} V_{ij}(k_{ij}) = 1 \text{ for all } (i, j).$$

Based on the generalized Fortuin-Kasteleyn representation [6], one Monte Carlo step of the Fukui-Todo cluster algorithm is performed as follows:

(i) Generate an integer $k$ from the Poisson distribution $f(k; \lambda_{\text{tot}}) = \exp(-\lambda_{\text{tot}})\lambda_{\text{tot}}^k/k!$, where $\lambda_{\text{tot}} = 2\beta \sum_{i<j} J_{ij}$.

(ii) Choose a pair $(i, j)$ according to the probability $\lambda_{ij}/\lambda_{\text{tot}}$, and increase $k_{i,j}$ by one if $\sigma_{ij} = 1$, where $\lambda_{ij} = 2\beta J_{ij}$.

(iii) Repeat (ii) $k$ times in total.

(iv) Spins connected by bonds with $k_{ij} > 0$ are considered to belong to the same cluster. Flip clusters at random and generate a new spin configuration as in the original Swendsen-Wang method.

The probability that bond $(i, j)$ is activated can be expressed as

$$P_{ij} = \sum_{k=1}^{\infty} f(k; \lambda_{\text{tot}}) \prod_{m=1}^{k} (k-m)!m! \left( \frac{\lambda_{ij}}{\lambda_{\text{tot}}} \right)^m \left( 1 - \frac{\lambda_{ij}}{\lambda_{\text{tot}}} \right)^{k-m}$$

since it is the probability that bond $(i, j)$ is chosen at least once. By using the normalization condition

$$\sum_{m=0}^{k} \frac{k!}{(k-m)!m!} \left( \frac{\lambda_{ij}}{\lambda_{\text{tot}}} \right)^m \left( 1 - \frac{\lambda_{ij}}{\lambda_{\text{tot}}} \right)^{k-m} = 1$$

of the binomial distribution, Eq. (9) can be rewritten as

$$P_{ij} = 1 - \sum_{k=0}^{\infty} f(k; \lambda_{\text{tot}}) \left( 1 - \frac{\lambda_{ij}}{\lambda_{\text{tot}}} \right)^k$$

$$= 1 - \exp(-\lambda_{\text{tot}}) \sum_{k=0}^{\infty} \frac{1}{k!} (\lambda_{\text{tot}} - \lambda_{ij})^k$$

$$= 1 - \exp(-2\beta J_{ij}).$$
That is, the activation probability in the Fukui-Todo method is equal to the one in the original Swendsen-Wang algorithm. Thus the both stochastic processes are equivalent with each other, satisfying the detailed balance.

The computational cost of the Fukui-Todo method is proportional to the repeat count, \( k \), of step (ii). The average of \( k \) is \( \lambda_{\text{tot}} \), obeying the Poisson distribution, \( f(k; \lambda_{\text{tot}}) \). For a system with \( N \) spins, \( \lambda_{\text{tot}} \) is expressed as

\[
\lambda_{\text{tot}} = 2\beta \sum_{i<j} N \frac{J_{ij}}{N^{1/d}} = \beta \sum_{i<j} N \frac{J_{ij}}{N^{1/d}}
\]

\[
\approx \beta \sum_{i} \int_{1}^{N^{1/d}} \frac{dr}{r} r^{d-1} J(r)
\]

\[
= \beta N \int_{1}^{N^{1/d}} \frac{dr}{r} r^{d-1} J(r).
\]

Here, we assume the translational invariance and that \( J_{ij} \) depends only on the distance between spins. If \( J(r) \) decays faster than \( r^{-d} \), which is equivalent to the condition of the convergence of energy density for the ferromagnetic ordered state, the integral in the last line of Eq. (12) converges to a finite value even in the thermodynamic limit. The convergence condition is unchanged even when the mirror-image cells are considered and the dynamic limit. The convergence condition is unchanged even when the mirror-image cells are considered and the Ewald summation is taken (see Appendix A). Thus, at a finite temperature, \( \lambda_{\text{tot}} \) increases in proportional to \( N \) instead of \( N^2 \) as long as \( \sigma > 0 \) and the energy density converges to a finite value. Because step (ii) is done in \( O(1) \) computational cost thanks to the Walker’s method of alias (see the appendices of Ref. 16), the total cost of the one Monte Carlo step of the Fukui-Todo cluster algorithm is \( O(\lambda_{\text{tot}}) \sim O(N) \).

IV. COMBINED BINDER RATIO

In the next section, instead of the critical exponents, we use critical amplitudes for investigating the universality class of the phase transition. A critical amplitude is the ratio of two physical quantities that have the same anomalous dimension at the critical point, being constant at the critical point. It can be usually calculated more accurately than the critical exponents, which leads to more reliable identification of the universality class. One of the simplest examples of such physical quantities is so-called the Binder ratio.

\[
Q = \frac{(m^2)^2}{\langle m^4 \rangle},
\]

where \( m = \sum_i S_i \) and \( \langle \cdot \rangle \) denotes the Monte Carlo average.

In practice, the Binder ratio exhibits some system-size dependence that is called the correction-to-scaling. We write the Binder ratio at the critical temperature as follows:

\[
Q(T_c, L) = Q_\infty + f(L),
\]

where \( Q_\infty \) denotes the critical amplitude and \( f(L) \) does the finite-size correction. Note that the finite-size correction is not universal; i.e., it can be a different form even if the universality class is the same. Although it is generally difficult to know the explicit form of \( f(L) \), the expression of the leading correction term is known for the fully connected Ising model:

\[
Q(T_c, N) = \frac{(m^2)^2}{\langle m^4 \rangle} = \frac{4\Gamma(3/4)^2}{\Gamma(1/4)^2} + \frac{16\sqrt{3}\Gamma(3/4)^3}{5\Gamma(1/4)^3} N^{-\frac{1}{2}} + O(N^{-1}),
\]

where \( \Gamma(x) \) is the gamma function. In the case of the two-dimensional fully connected Ising model (\( N = L^2 \)), the leading correction is proportional to \( L^{-1} \). One can consider different combinations of the moment of magnetization to build various “Binder ratios,” whose critical amplitude and leading correction term at the critical point are also written explicitly as

\[
\frac{(m^2)^3}{\langle m^4 \rangle} \approx \frac{4\Gamma(3/4)^2}{9\Gamma(1/4)^2} + \left( \frac{16\sqrt{3}\Gamma(3/4)^3}{15\Gamma(1/4)^3} \right) N^{-\frac{1}{2}};
\]

\[
\frac{(m^2)^4}{\langle m^6 \rangle} \approx \frac{1}{3} + \left( \frac{8\sqrt{3}\Gamma(3/4)}{15\Gamma(1/4)^3} \right) N^{-\frac{1}{2}},
\]
where ratio”.

Unfortunately, the construction of the combined Binder ratio requires an explicit form of the leading correction term. The application to other universality classes rather than the mean-field universality is not practical. We then introduce another quantity that also has smaller finite-size corrections, the “self-combined Binder ratio”:

\[ S(T, L) = \frac{1}{Q_{\infty}} Q(T, L) + Q_{\infty} \frac{1}{Q(T, L)} - 2. \]  

This quantity is a linear combination of \( Q \) and \( Q^{-1} \). It is easily seen that regardless of the form of \( f(L) \), leading correction of the critical amplitude is reduced from \( O(f(L)) \) to \( O(f(L)^2) \) if \( Q_{\infty} \) is chosen as the exact critical amplitude:

\[
S(T, L) = \frac{1}{Q_{\infty}} Q(T, L) + Q_{\infty} \frac{1}{Q(T, L)} - 2 = \frac{Q_{\infty} + f(L)}{Q_{\infty}} + \frac{1}{Q_{\infty}} f(L) - 2
\]

(22)

In our analysis, we use the following self-combined Binder ratios:

\[
S_{MF}(T, L) = \frac{1}{Q_{MF}} Q(T, L) + \frac{1}{Q_{MF}} Q(T, L) - 2, \quad (23)
\]

\[
S_{SR}(T, L) = \frac{1}{Q_{SR}} Q(T, L) + \frac{1}{Q_{SR}} Q(T, L) - 2, \quad (24)
\]

where \( Q_{MF} = 0.456947 \) and \( Q_{SR} = 0.856216 \) are the critical amplitude of the mean-field universality \([19]\) and short-range universality \([27]\) respectively. The former, \( S_{MF}(T, L) \), converges to zero at the critical point for the mean-field universality class, and the latter, \( S_{SR}(T, L) \), does for the short-range universality class. Both should exhibit faster convergence than the conventional Binder ratio, \( Q(T, L) \), since the leading correction is eliminated.

In Figs. 1 and 2, we compare the convergence of the conventional Binder ratio, the combined Binder ratio, and the self-combined Binder ratio to the limiting values for the fully connected model and the nearest neighbor model in order to demonstrate the effectiveness of our new quantities. For the both models, the (self-)combined Binder ratios converge much faster, in the double powers, than the conventional Binder ratio. Again note that the combined Binder ratio, \( C(T, L) \) is available only for the mean-field universality class and not for the short-range case. We will apply these combined quantities to the phase transition of the Ising model with the algebraically decaying interaction.

V. RESULTS

By means of the Fukui-Todo cluster method, the Monte Carlo simulation was performed on the two-dimensional \( L \times L \) square lattice up to \( L = 4096 \) for \( \sigma = 0.8, 0.9, 1.0, \ldots, 1.75, 1.9, \) and 2.0. The periodic boundary conditions were imposed and the effect of the mirror images was taken into account by the generalized Ewald summation (Appendix A). The thermal averages of the moments of the magnetization \( \langle m^\alpha \rangle \) \( (\alpha = 2, 4, \ldots) \) were calculated by the improved estimator (Appendix B). Measurement of physical quantities are performed for 16384 Monte Carlo steps, which is longer enough than the integrated autocorrelation time, e.g., \( \tau_{int} = 4.3 \) and 4.0 for \( \langle m^2 \rangle \) and \( \langle m^4 \rangle \), respectively, for \( L = 4096 \) and \( \sigma = 1.75 \), after discarding 128 Monte Carlo steps for thermalization.
TABLE IV. $\sigma$-dependence of the critical temperature, $T_c$, and the normalized critical temperature, $\tilde{T}_c$. The exact results for the fully connected model (FC) and the nearest neighbor model (NN) are also included.

| $\sigma$ (NN) | $T_c$ | $\tilde{T}_c$ |
|-----------|------|-------------|
| 0.8       | 10.0880(7) | 0.95404(7) |
| 0.9       | 8.8077(29)  | 0.90656(3)  |
| 1.0       | 8.03007(1)  | 0.88891(1)  |
| 1.1       | 7.38234(25) | 0.87085(3)  |
| 1.2       | 6.83428(16) | 0.85262(2)  |
| 1.4       | 5.95806(14) | 0.81666(1)  |
| 1.6       | 5.29314(13) | 0.78283(2)  |
| 1.75      | 4.89493(12) | 0.75956(2)  |
| 1.9       | 4.56402(6)  | 0.73853(1)  |
| 2.0       | 4.37431(6)  | 0.72581(1)  |

A. Critical temperature

The critical temperature, $T_c$, was estimated by the finite-size scaling of the Binder ratio. First, we estimated the critical temperature for each system size, $T_c(L)$, as the crossing point of the conventional Binder ratios of system size $L$ and $2L$ ($L = 64, 128, 256, 512, 1024, 2048$). The crossing point is estimated by the Bayesian scaling analysis [28, 29]. Then, we extrapolated the value in the thermodynamic limit by assuming the following form:

$$T_c(L) = T_c + \frac{a}{L} + \frac{b}{L^2}. \quad (25)$$

The critical temperature for each $\sigma$ is summarized in Table. IV. We have also estimated the critical temperature by using the self-combined Binder ratio. The results are consistent with the values in Table. IV. In the table, the normalized critical temperature is also listed, which is defined as $\tilde{T}_c = T_c/\bar{J}$ with $\bar{J} = \sum_{i\neq j} J_{ij}/N$, the sum of coupling constants connecting a single site to all the other sites. One can see that the normalized critical temperature, $\tilde{T}_c$, increases slowly as $\sigma$ decreases. This shift of $\tilde{T}_c$ can be interpreted as the suppression of fluctuations due to the increase of the effective dimension.

B. Critical amplitude of Binder ratio

Next, let us discuss the universality class of the phase transition by using the critical amplitude of the Binder ratio. As we have already discussed in Sec. II, the three
different regions are expected: the mean-field, the intermediate, and the short-range regime. We will focus on the boundary, the critical decay exponent, separating the mean-field and the intermediate regimes, and the intermediate and the short-range regimes.

We calculated the Binder ratio at the critical temperature (Table I) for each σ and L, and extrapolated the value in the thermodynamic limit by assuming the following form:

$$Q(T_c, L) = Q_\infty + aL^{-b}$$  \hspace{1cm} (26)

for each σ, where a and b are σ-dependent fitting parameters.

In Fig. 3 the critical amplitude of the conventional Binder ratio, Q, is plotted as a function of σ. The extrapolated values of Q are consistent with Q_{MF} in the cases for σ = 0.6 and 0.8, and consistent with Q_{SR} for σ = 1.9 and 2. Meanwhile, the values deviate from Q_{MF} or Q_{SR} even outside the region, 1 < σ < 7/4, which is similar to the Monte Carlo result by Picco [10] and in contradiction to the conclusion by Sak [2]. We will show below, however, that this deviation and the smooth change are artifacts due to strong corrections to scaling.

Next, we examine the behavior of the self-combined Binder ratio. In Fig. 4, S_{SR} [Eq. (23)] is plotted as a function of σ, which has smaller corrections if the transition belongs to the mean-field universality class. In contrast to the conventional Binder ratio, S_{MF} becomes zero within the error bar for σ ≤ 1. Moreover, it is observed that S_{MF} grows as ∼ (σ - 1)^2 for σ > 1. Thus, we conclude that the transition belongs to the mean-field universality for σ ≤ 1 and the conventional Binder ratio changes linearly as |Q - Q_{MF}| ∼ (σ - 1) for σ > 1; i.e., the critical decay exponent between the mean-field and the intermediate regimes is one and Q (probably the critical exponents as well) is non-analytic at σ = 1.

The boundary between the intermediate and the short-range regimes was investigated precisely by the use of the self-combined Binder ratio, S_{SR} [Eq. (23)], as shown in Fig. 5. In a similar way to the previous case, S_{SR} decreases as ∼ (7/4 - σ)^2 for σ < 7/4 and becomes zero for σ ≥ 7/4. Thus, we conclude that the critical decay exponent is σ = 7/4.

The apparent deviation of the conventional Binder ratio from the mean-field and short-range values at σ = 1 and 7/4, respectively, is due to the existence of strong (likely logarithmic) corrections to the critical decay exponents. Indeed the nearest neighbor model exhibits the logarithmic correction-to-scaling at the upper critical dimension (d = 4) [14]. In Figs. 6 and 7 we compare the system-size dependence of the conventional Binder ratio, the combined Binder ratio (only for σ = 1), and the self-combined Binder ratio for σ = 1 and 7/4, respectively. We observe that in the both cases the combined or the self-combined Binder ratio converges to zero smoothly. On the other hand, the conventional Binder ratio has the stronger size dependence than the combined Binder ratios, which yields large error bars in the extrapolated values (open symbols). This observation indicates that the conventional Binder ratio presumably suffers from logarithmic-type corrections, while the (self-)combined Binder ratio is free from the strong corrections. In other words, we successfully remove the leading corrections of the conventional Binder ratio by considering the appropriate combination. Note that the combined and the self-combined Binder ratios have smaller error bars than the conventional Binder ratio. It is expected that the statistical fluctuations of the terms of the combined quantities cancel with each other in the linear combination.

At last, it is quite interesting to see, in Fig. 6, that the combined Binder ratio [Eq. (19)] has even smaller corrections than the self-combined Binder ratio at σ = 1. The behavior of the conventional Binder ratio (red circles in Fig. 6) indicates that the leading correction term might have a different exponent (smaller than 1/2) and have a quite different form from Eq. (15). In such a case, Eq. (19) with coefficient (20) usually cannot eliminate the leading correction. The reason of this accidental cancellation is not clear at the moment. It remains as a future problem.

VI. CONCLUSION

We have performed the large-scale Monte Carlo simulations of the two-dimensional Ising model with the algebraically decaying long-range interaction and clarified the universality-regime boundaries that were in debate for decades. For overcoming the difficulties that make the conventional analysis ineffective, we have utilized the several important techniques, the O(N) Fukui-Todo cluster algorithm (Sec. III), the (self-)combined Binder
ratio (Sec. [1]), the generalized Ewald summation (Appendix [A]), and the generalization of the improved estimator for the magnetization (Appendix [B]). We conclude that in two dimensions the lower and upper critical decay exponents are \( \sigma = 1 \) and \( 7/4 \), respectively. Our result is consistent with the renormalization-group prediction by Sak [2], but contrary to the recent Monte Carlo and renormalization studies by Picco [10] and Blanchard et al. [11]. The reason of the discrepancy is expected to be the strong (logarithmic) correction-to-scaling effect near the critical decay exponents. We have observed that the logarithmic corrections hamper the standard analysis by the use of the conventional Binder ratio. Nevertheless, our (self-)combined Binder ratio removes the leading corrections of the conventional quantity and allows for the reliable identification of the universality class.

The “self-combined” technique proposed in the present paper does not require a concrete expression of the correction terms. The leading terms of a quantity are always eliminated as long as the correct limiting value is used. This property is expected to be quite useful not only for the present case but also for a wide range of problems, especially for the case with logarithmic corrections. The effectiveness of our approach in other problems needs to be investigated in the future.
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Appendix A: Generalized Ewald Summation

In the simulation of systems with the long-range interaction under the periodic boundary conditions, we generally need to take into account interactions from mirror-image cells, which are imaginary systems across the periodic boundaries, in order to reduce strong finite-size corrections. The interaction between \( S_i \) and \( S_j \) is thus expressed as

\[
H_{ij} = -\sum_{\tilde{\rho}} \frac{1}{|\tilde{L} \cdot \tilde{\rho} + \tilde{r}_i - \tilde{r}_j|^{d+\sigma}} S_i S_j, \tag{A1}
\]

where \( \tilde{L} = (L_1, L_2, \cdots, L_d) \) denotes the size of the hypercubic system, and \( \tilde{\rho} = (\nu_1, \nu_2, \cdots, \nu_d) \) with \( \nu_\alpha = 0, \pm1, \pm2, \cdots \) \( (\alpha = 1, 2, \cdots, d) \) represents the indices of image cells. In the following we consider only the case where \( \sigma > 0 \). The summation in Eq. (A1) are taken for all the image cells. The simplest way to get an approximate value of Eq. (A1) is truncating the summation up to some threshold, \( \nu_{\text{max}} \), but this does not work well in practice, because the summation of an algebraically decaying function converges very slowly. The Ewald-summation technique [32, 33] is an efficient approach to calculate the contribution from image cells much faster [34, 35]; the summation is broken into two parts, the short-range term and the long-range term, and taken separately in the real space and the reciprocal space, respectively. Although the Ewald summation is usually formulated only for integer exponents, \( \sigma = 0, 1, 2, \cdots \), such as the Coulomb interaction and the dipole interaction, here we generalize the Ewald summation for exponent of arbitrary positive real numbers.

Let us consider the potential of the following form:

\[
\phi_m(i,j) = \sum_{\tilde{\rho}} \frac{1}{|\tilde{\rho}|^m}, \tag{A2}
\]

where \( m = d + \sigma \) and \( \tilde{\rho} = \tilde{\rho}(\tilde{\rho}, \tilde{r}_i, \tilde{r}_j) \equiv \tilde{L} \cdot \tilde{\rho} + \tilde{r}_i - \tilde{r}_j \). We separate Eq. (A2) into two terms by using the gamma function:

\[
\phi_m(i,j) = \sum_{\tilde{\rho}} \frac{1}{\Gamma(m/2)} \int_0^\infty \frac{1}{|\tilde{\rho}|^m \Gamma\alpha^{-1} e^{-\tilde{\rho} t} dt}
= \sum_{\tilde{\rho}} \Gamma(m/2) \int_0^\infty \frac{1}{|\tilde{\rho}|^m \Gamma\alpha^{-1} e^{-\tilde{\rho} t} dt}
+ \frac{2}{\Gamma(m/2)} \int_0^\kappa \rho^{m-1} e^{-|\tilde{\rho}|^2 \rho^2} d\rho
= \phi^{(1)}_m(i,j) + \phi^{(2)}_m(i,j). \tag{A3}
\]

Here, \( \Gamma(x) \) denotes the gamma function:

\[
\Gamma(x) = \int_0^\infty t^{x-1} e^{-t} dt, \tag{A4}
\]

\( \kappa \) is an arbitrary positive real number,

\[
\phi^{(1)}_m(i,j) = \sum_{\tilde{\rho}} \frac{1}{\Gamma(m/2)} \frac{1}{|\tilde{\rho}|^m} \int_{|\tilde{\rho}|^2}^\infty t^{\alpha^{-1} - 1} e^{-t} dt \tag{A5}
\]
represents the short-range term, and

$$\phi_m^{(2)}(i,j) = \sum_\nu \frac{2}{\Gamma(m/2)} \int_0^\infty \rho^{m-1} e^{-|\vec{r}|^2 \rho^2} d\rho \quad \text{(A6)}$$

does the long-range term. Note that in Eq. (A6) we have replaced the integration variable, \( t \), by \((|\vec{r}|^2)^2\).

Next, we transform Eq. (A6) from the integration in the real space into that in the reciprocal space. Let us consider the two-dimensional case, i.e., \( d = 2 \), \( L = (L_x, L_y) \), \( \nu = (\nu_x, \nu_y) \), \( \vec{r}_i = (r_{ix}, r_{iy}) \), etc. We factor \( \sum_\nu e^{-|\vec{r}|^2 \rho^2} \) in Eq. (A6) into the two components for each coordinate axis as

$$G(\vec{r}_i, \vec{r}_j) = \sum_\nu e^{-|\vec{r}|^2 \rho^2} = G_x(r_{ix}, r_{jx})G_y(r_{iy}, r_{jy}) \quad \text{(A7)}$$

where

$$G_x(r_{ix}, r_{jx}) = \sum_{\nu_x = -\infty}^{\infty} \exp[-(L_x \nu_x + r_{ix} - r_{jx})^2 \rho^2] \quad \text{(A8)}$$

and

$$G_y(r_{iy}, r_{jy}) = \sum_{\nu_y = -\infty}^{\infty} \exp[-(L_y \nu_y + r_{iy} - r_{jy})^2 \rho^2] \quad \text{(A9)}$$

Then, Eq. (A8) is rewritten by taking the Fourier transform on \( r_{ix} \) as

$$G_x(r_{ix}, r_{jx}) = \int_{-\infty}^{\infty} G_x(h_x, r_{jx}) \exp \left( \frac{2\pi h_x}{L_x} r_{ix} \right) \frac{1}{L_x} A_x(h_x, r_{jx}) \exp \left( \frac{2\pi h_x}{L_x} r_{ix} \right) \quad \text{(A10)}$$

where

$$A_x(h_x, r_{jx}) = \int_0^{L_x} G_x(r_{ix}, r_{jx}) \exp \left( \frac{2\pi h_x}{L_x} r_{ix} \right) d r_{ix}$$

$$= \sum_{\nu_x} \int_{-L_x}^{L_x} \sum_{\nu_x = -\infty}^{\infty} \exp \left( -\xi^2 \rho^2 \right) \frac{2\pi h_x}{L_x} \xi + i 2\pi h_x \nu_x - i \frac{2\pi h_x}{L_x} r_{jx} \right) d\xi$$

$$= \int_{-\infty}^{\infty} \exp \left[ -\xi^2 \rho^2 - i \frac{2\pi h_x}{L_x} \xi - i \frac{2\pi h_x}{L_x} r_{jx} \right] d\xi$$

$$\text{(A11)}$$

with \( \xi = L_x \nu_x + r_{ix} - r_{jx} \). Note that \( \exp(i 2\pi h_x \nu_x) \) vanishes because \( h_x \nu_x \) takes integral values. Performing the Gaussian integration then yields

$$A_x(h_x, r_{jx}) = \frac{\sqrt{\pi}}{\rho} \exp \left( -\frac{\pi^2 h_x^2}{\rho^2 L_x^2} - i \frac{2\pi h_x}{L_x} r_{jx} \right) \quad \text{(A12)}$$

Next, by using Eq. (A10) with Eq. (A12) and the similar expression for \( G_y(r_{iy}, r_{jy}) \), Eq. (A7) is expressed as

$$G(\vec{r}_i, \vec{r}_j) = \sum_{h_x, h_y} \frac{\pi}{L_x L_y \rho^2} \exp \left[ -\frac{\pi^2 h_x^2}{L_x^2} - \frac{\pi^2 h_y^2}{L_y^2} \right]$$

$$+ i 2\pi \left( \frac{h_x}{L_x} (r_{ix} - r_{jx}) + \frac{h_y}{L_y} (r_{iy} - r_{jy}) \right)$$

$$\text{(A13)}$$

Introducing \( \tilde{k} = \left( \frac{h_x}{L_x}, \frac{h_y}{L_y} \right) \), Eq. (A13) is further simplified as

$$G(\vec{r}_i, \vec{r}_j) = \sum_k \frac{\pi}{L_x L_y \rho^2} \exp \left[ -\frac{\pi^2}{\rho^2} |\vec{k}|^2 \right]$$

$$\times \left( \cos[2\pi \tilde{k} \cdot (\vec{r}_i - \vec{r}_j)] + i \sin[2\pi \tilde{k} \cdot (\vec{r}_i - \vec{r}_j)] \right) \quad \text{(A14)}$$

Here, \( \exp(-\pi^2 |\vec{k}|^2) \) and \( \cos[2\pi \tilde{k} \cdot (\vec{r}_i - \vec{r}_j)] \) are even functions of \( \vec{k} \). On the other hand, \( \sin[2\pi \tilde{k} \cdot (\vec{r}_i - \vec{r}_j)] \) is an odd function. Therefore, \( \sin[2\pi \tilde{k} \cdot (\vec{r}_i - \vec{r}_j)] \) and \( \sin[2\pi \tilde{k} \cdot (\vec{r}_i - \vec{r}_j)] \) are counterbalanced if summation is taken for all \( \vec{k} \).

Extension of the above argument to arbitrary dimensions is straightforward. For the \( d \)-dimensional case, Eq. (A14) should be replace by

$$G(\vec{r}_i, \vec{r}_j) = \frac{\pi^{d/2}}{\Gamma(m/2)} \sum_k \exp \left[ -\frac{\pi^2}{\rho^2} |\vec{k}|^2 \right] \cos[2\pi \tilde{k} \cdot (\vec{r}_i - \vec{r}_j)]$$

$$\text{(A15)}$$

where \( V = \Pi_{n=1}^d L_n \) is the volume of the system. The long-range term (A10) is finally expressed as

$$\phi_m^{(2)}(i,j) = \frac{2\pi^{d/2}}{\Gamma(m/2)V} \sum_k \cos \left[ 2\pi \tilde{k} \cdot (\vec{r}_i - \vec{r}_j) \right]$$

$$\times \int_0^\infty \rho^{m-1-d} \exp \left[ -\frac{\pi^2}{\rho^2} |\vec{k}|^2 \right] d\rho \quad \text{(A16)}$$

In summary, the Ewald summation for generic exponent \( \sigma \) is expressed as Eq. (A2) with the short-range term (A5) and the long-range term (A10). The terms in Eqs. (A5) and (A10) become small quite rapidly as \( |\vec{v}| \) and \( |\vec{k}| \) increase, respectively, due to the presence of the exponential functions. Note that the choice of the crossover parameter \( \kappa \) affects the speed of convergence of the summations over \( \vec{v} \) and \( \vec{k} \) (or \( \vec{h} \)). We find empirically that \( \kappa = 2/L \) is a reasonable choice, by which the both summations converge in double precision for \( \max(|\nu_x|, |\nu_y|) \leq 4 \) and \( \max(|h_x|, |h_y|) \leq 4 \).

The integrals in Eqs. (A5) and (A10) are calculated numerically. These integrals are known as the (upper) incomplete gamma function, which is defined as

$$\Gamma(s,x) = \int_x^\infty t^{s-1} e^{-t} dt \quad \text{(A17)}$$

Eqs. (A5) and (A10) are expressed by the incomplete gamma function as

$$\phi_m^{(2)}(i,j) = \sum_\nu \frac{1}{\Gamma(m/2)} \frac{1}{|\vec{r}|^m} \Gamma \left( \frac{m}{2}, (\kappa |\vec{r}|)^2 \right) \quad \text{(A18)}$$
\[
\phi_m^{(2)}(i, j) = \frac{2\pi^{d/2}}{\Gamma(m/2)} V \sum_k \cos \left[ 2\pi \vec{k} \cdot (\vec{r}_i - \vec{r}_j) \right]
\]
\[
\times \frac{1}{2} \left( \pi |\vec{k}| \right)^{-d} \Gamma \left( -\frac{1}{2} (m-d), \frac{\pi^2 |\vec{k}|^2}{k^2} \right), \quad (A19)
\]
respectively.

In the present simulation, we calculated the incomplete gamma function numerically by the Boost C++ library. The function (A17), however, is defined only for positive real \( s \). For negative \( s \), we used the following recursion formula obtained by integrating by parts:
\[
\Gamma(s, x) = \int_x^\infty t^{s-1} e^{-t} dt = \left[ \frac{1}{s} t^s e^{-t} \right]_x^\infty + \int_x^{\infty} \frac{1}{s} t^se^{-t} dt
\]
\[
= -\frac{1}{s} x^s e^{-x} + \frac{1}{s} \Gamma(s+1, x)
\]
\[
= -\frac{1}{s} x^s e^{-x} - \frac{1}{s(s+1)} x^{s+1} e^{-x}
\]
\[
+ \frac{1}{s(s+1)} \Gamma(s+2, x)
\]
\[
\vdots
\]
\[
= -\sum_{i=1}^n \left\{ x^{s+i-1} e^{-x} \prod_{j=1}^i \left( \frac{1}{s+j-1} \right) \right\}
\]
\[
+ \prod_{i=1}^n \left( \frac{1}{s+i-1} \right) \Gamma(s+n, x), \quad (A20)
\]
where \( n = -|s| \). Note that this recursion formula breaks down when \( s \) is an even (positive) integer since \(-(m-d)/2 = -\sigma/2\) becomes a negative integer. The denominator in Eq. (A20) then becomes zero during the recursion. For even \( \sigma \), we stopped the recursion when the first argument of the incomplete gamma function becomes zero, and used
\[
\Gamma(0, x) = \int_x^\infty t^{-1} e^{-t} dt = \text{Ei}(-x), \quad (A21)
\]
where \( \text{Ei}(-x) \) is the exponential integral.

### Appendix B: Improved Estimator

In the cluster algorithm Monte Carlo methods, so-called the improved estimators for physical quantities are available, which are defined in terms of the cluster configuration instead of the spin configuration. Some improved estimators can drastically reduce the asymptotic variance of physical quantities because they take the average of a number of spin configurations generated from a cluster configuration automatically. In the present work, we used the improved estimators for measuring the moments of magnetization, i.e., \( \langle m^2 \rangle \), \( \langle m^4 \rangle \), \( \langle m^6 \rangle \), ···, to calculate the (combined) Binder ratios.

Let us consider a snapshot of graph configuration \( g \) composed of \( k \) clusters, and let \( n_1, n_2, \cdots, n_k \) be the number of spins included in each cluster. We define \( m^\alpha(g) \) as an average of \( m^\alpha \) over all possible \( 2^k \) different spin configurations that can be generated by flipping \( k \) clusters independently:
\[
m^\alpha(g) = \frac{1}{2^k} \sum_{n_1, \cdots, n_k} \left( \sum_i n_i s_i \right)^\alpha
\]
\[
= \frac{1}{2^k} \left\{ (+n_1 + n_2 + \cdots + n_k)^\alpha
\right.
\]
\[
\left. + (-n_1 + n_2 + \cdots + n_k)^\alpha
\right.
\]
\[
\vdots
\]
\[
\left. + (+n_1 - n_2 + \cdots + n_k)^\alpha \right\},
\]
where \( s_i = \pm 1 \) denotes the spin direction of the \( i \)-th cluster. In Eq. (B1), terms including an odd power of \( n_1, n_2, \cdots, n_k \) are counterbalanced by another terms with the opposite sign. Hence we only have to consider the terms with even powers for all \( n_i \). Thus, we can rewrite Eq. (B1) as
\[
m^\alpha(g) = \frac{1}{2^k} 2^k \left( n_1 + n_2 + \cdots + n_k \right)^\alpha_{\text{even terms}}
\]
\[
= \left( n_1 + n_2 + \cdots + n_k \right)^\alpha_{\text{even terms}}, \quad (B2)
\]
Now we assume that \( m^\alpha(g) \) can be expressed as
\[
m^\alpha(g) = \sum_p a_p \prod_{j \in p} C_j, \quad (B3)
\]
with coefficients \( \{a_p\} \) and
\[
C_j = \sum_i n_i^j, \quad (B4)
\]
The summation \( \sum_p \) in Eq. (B3) is taken over all possible partitions of \( \alpha \) into a set of even integers \( \{j\} \). We do not need, nevertheless, to consider the combinations with odd \( j \) since they do not contribute after taking the average over the spin configurations as already mentioned.

We introduce a simple way to obtain \( \{a_p\} \) by expanding the r.h.s. of Eqs. (B2) and (B3), and comparing their coefficients.

#### 1. Second moment: \( m^2(g) \)

In order to determine the improved estimator for the second moment of magnetization, it is enough to consider a graph configuration composed of only one cluster. In this case, Eq. (B2) becomes
\[
m^2(g) = n_1^2 \quad (B5)
\]
On the other hand, Eq. (B3) is expressed as

\[ m^2(g) = a_1 \sum_i n_i^2 = a_1 n_1^2. \]  

(B6)

By comparing Eqs. (B5) and (B6), we obtain

\[ a_1 = 1. \]  

(B7)

The improved estimator \( m^2(g) \) is thus given by

\[ m^2(g) = C_2. \]  

(B8)

2. Fourth moment: \( m^4(g) \)

Consider a graph configuration composed of two clusters. From Eq. (B2), we obtain

\[ m^4(g) = (n_1 + n_2)^4_{\text{even terms}} = (n_1^4 + n_2^4) + 6n_1^2n_2^2 \]  

(B9)

On the other hand, Eq. (B3) is expanded as

\[ m^4(g) = a_1C_4 + a_2C_2^4 = (a_1 + a_2)(n_1^4 + n_2^4) + 2a_2n_1^2n_2^2. \]  

(B10)

By comparing Eqs. (B9) and (B10), we obtain

\[ a_1 = -2 \quad a_2 = 3. \]  

(B11)

The improved estimator \( m^4(g) \) is thus given by

\[ m^4(g) = -2C_4 + 3C_2^4. \]  

(B12)

3. Sixth moment: \( m^6(g) \)

Consider a graph configuration composed of three clusters. From Eq. (B2), we obtain

\[ m^6(g) = (n_1 + n_2 + n_3)^6_{\text{even terms}} = (n_1^6 + n_2^6 + n_3^6) 
+ 15\{n_1^4(n_2^2 + n_3^2) + n_2^4(n_1^2 + n_3^2) + n_3^4(n_1^2 + n_2^2)\} 
+ 90n_1^2n_2^2n_3^2 \]  

(B13)

On the other hand, Eq. (B3) is expanded as

\[ m^6(g) = a_1C_6 + a_2C_4C_2 + a_3C_2^3 
= (a_1 + a_2 + a_3)(n_1^6 + n_2^6 + n_3^6) 
+ (a_2 + 3a_3)\{n_1^4(n_2^2 + n_3^2) + n_2^4(n_1^2 + n_3^2) 
+ n_3^4(n_1^2 + n_2^2)\} 
+ 6a_3n_1^2n_2^2n_3^2. \]  

(B14)

By comparing Eqs. (B13) and (B14), we obtain

\[ a_1 = 16 \quad a_2 = -30 \quad a_3 = 15. \]  

(B15)

The improved estimator \( m^6(g) \) is thus given by

\[ m^6(g) = 16C_6 - 30C_4C_2 + 15C_2^3 \]  

(B16)

4. Eighth moment: \( m^8(g) \)

Consider a graph configuration composed of four clusters. From Eq. (B2), we obtain

\[ m^8(g) = (n_1 + n_2 + n_3 + n_4)^8_{\text{even terms}} = (n_1^8 + n_2^8 + n_3^8 + n_4^8) 
+ 28\sum_i n_i^6\sum_{j \neq i} n_j^2 \n + 420\sum_i n_i^4\sum_{j \neq i} n_j^2 \sum_{j \neq i} n_j^2 \n + 70\sum_i n_i^4\sum_{j \neq i} n_j^2 \sum_{j \neq i} n_j^2 \n + 2520n_1^2n_2^2n_3^2n_4^2. \]  

(B17)

On the other hand, Eq. (B3) can be expanded as

\[ m^8(g) = a_1C_8 + a_2C_6C_2 + a_3C_4C_2^2 + a_4C_2^4 + a_5C_2^6 
= (a_1 + a_2 + a_3 + a_4 + a_5)\sum_i n_i^8 
+ (a_2 + 2a_3 + 4a_5)\sum_i n_i^6\sum_{j \neq i} n_j^2 \n + (2a_3 + 12a_5)\sum_i n_i^4\sum_{j \neq i} n_j^2 \sum_{j \neq i} n_j^2 \n + (2a_3 + 2a_4 + 6a_5)\sum_i n_i^4\sum_{j \neq i} n_j^2 \n + 24a_5n_1^2n_2^2n_3^2n_4^2. \]  

(B18)

By comparing Eqs. (B17) and (B18), we obtain

\[ a_1 = -272 \quad a_2 = 448 \quad a_3 = -420 \quad a_4 = 140 \quad a_5 = 105. \]  

(B19)

The improved estimator \( m^8(g) \) is thus given by

\[ m^8(g) = -272C_8 + 448C_6C_2 - 420C_4C_2^2 + 140C_2^4 + 105C_2^6. \]  

(B20)

---
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