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Abstract

We show that for the multi-antenna Gaussian multi-access channel (MAC) and broadcast channel (BC) with perfect feedback, the rate regions achieved by linear-feedback coding schemes (called linear-feedback capacity regions) coincide when the same total input-power constraint is imposed on both channels and when the MAC channel matrices are the transposes of the BC channel matrices. Such a pair of MAC and BC is called dual. We also identify sub-classes of linear-feedback coding schemes that achieve the linear-feedback capacity regions of these two channels and present multi-letter expressions for the linear-feedback capacity regions. Moreover, within the two sub-classes of coding schemes that achieve the linear-feedback capacity regions for a given MAC and its dual BC, we identify for each MAC scheme a BC scheme and for each BC scheme a MAC scheme so that the two schemes have the same total input power and achieve the same rate regions.

In the two-user case, when the transmitters or the receiver are single-antenna, the capacity region for the Gaussian MAC is known \cite{ozarow, jafar_goldsmith} and the capacity-achieving scheme is a linear-feedback coding scheme. With our results we can thus determine the linear-feedback capacity region of the two-user Gaussian BC when either transmitter or receivers are single-antenna and we can identify the corresponding linear-feedback capacity-achieving coding schemes. Our results show that the control-theory inspired linear-feedback coding scheme by Elia \cite{elia}, by Wu et al. \cite{wu_cai}, and by Ardestanizadeh et al. \cite{ardestanizadeh} is sum-rate optimal among all linear-feedback coding schemes for the symmetric single-antenna Gaussian MAC with feedback.

In the $K \geq 3$-user case, Kramer \cite{kramer} and Ardestanizadeh et al. \cite{ardestanizadeh2} determined the linear-feedback sum-capacity for the symmetric single-antenna Gaussian MAC with equal channel gains to be equal to the sum-rate achieved by Ardestanizadeh et al.’s linear-feedback coding scheme \cite{ardestanizadeh}.

Our results extend also to the setup where only a subset of the feedback links are present.
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I. INTRODUCTION

Unlike for point-to-point channels, in multi-user networks feedback can enlarge capacity. For most multi-user networks the capacity region with feedback is however still unknown. Notable exceptions are the two-user memoryless single-input single-output (SISO) Gaussian multi-access channel (MAC) whose capacity region with feedback was determined by Ozarow \cite{ozarow}, and the two-user single-input multi-output (SIMO) and multi-input single-output (MISO) memoryless Gaussian MACs, whose capacity regions were determined by Jafar and Goldsmith \cite{jafar_goldsmith}. For more than two users or in the general multi-input multi-output (MIMO) case, the capacity region of the memoryless Gaussian MAC with feedback is still open. For $K > 2$ transmitters, Kramer \cite{kramer} determined the sum-capacity of the SISO Gaussian MAC under equal power constraints $P$ at all the transmitters when this $P$ is sufficiently large.

Ozarow’s coding scheme \cite{ozarow}, which achieves the capacity region of the two-user SISO Gaussian MAC with feedback, is a variation of the Schalkwijk-Kailath scheme for point-to-point channels. Each transmitter maps its message to a message point and sends this message point during one of the first two channel uses. In channel uses 3 and thereafter both transmitters send scaled versions of the linear minimum mean squared estimation (LMMSE) errors of their message points when observing all previous outputs. Ozarow showed that this scheme achieves the sum-capacity of the two-user SISO Gaussian MAC with perfect feedback. To achieve the entire capacity region, one of the two transmitters has to combine this scheme with a nofeedback scheme using rate-splitting. The described scheme falls into the class of linear-feedback coding schemes \cite{ardestanizadeh}, where the transmitters can use the feedback signals only in a linear way. That means, a transmitter’s channel input for a given channel use is a linear combination of the previously observed feedback signals and some information-carrying code symbols which only depend on the transmitter’s message but not on the feedback.
Jafar and Goldsmith’s capacity-achieving schemes for the two-user SIMO and MISO Gaussian MACs and Kramer’s scheme for the \( K \)-user SISO Gaussian MAC are variations of Ozarow’s scheme and also belong to the class of linear-feedback coding schemes. It has recently been shown [7] that under equal input-power constraints \( P \) at all \( K \) transmitters, irrespective of the values of \( P \) and \( K \), Kramer’s scheme achieves the largest sum-rate among all linear-feedback coding schemes.

The capacity region of the memoryless Gaussian BC with perfect feedback is unknown even with only two receivers and in the SISO case. Achievable regions have been proposed by Ozarow & Leung [8], Elia [3], Kramer [6], Wu et al. [4], Ardestanizadeh et al. [5], Gastpar et al. [9], Wu & Wigger [10], Shayevitz & Wigger [11], and Venkataramanan & Pradhan [12]. The schemes in [8], [3], [6], [4], [5], [9] are linear-feedback coding schemes and outperform the other schemes [10], [11], [12] when these latter are specialized to the SISO Gaussian BC. For example, for some setups where the noises at the two receivers are correlated, the scheme in [9] provides the largest achievable rates known to date. Also, in the asymptotic regime where the allowed input power \( P \to \infty \) it achieves the sum-capacity, irrespective of the correlation between the noise sequences at the two receivers.

For finite input power \( P \) and when the two noise sequences are uncorrelated, the largest achievable sum-rate known to date for the symmetric SISO Gaussian BC is attained by the linear-feedback coding schemes in [3], [4], and [5], which are designed based on control-theoretic considerations. Specifically, they achieve the same sum-rate over the symmetric SISO Gaussian BC under power constraint \( P \) as Ozarow’s scheme [1] achieves over the Gaussian MAC under a sum-power constraint \( P \). Thus, there is a duality in terms of achievable sum-rate between the control-theoretic schemes for the BC in [3], [4], and [5] and Ozarow’s capacity-achieving scheme for the MAC. It is unknown whether the schemes in [3], [4], and [5] achieve the sum-capacity with perfect feedback for symmetric BCs, and previous to this work, it was also unknown whether for the symmetric SISO Gaussian BC it is sum-rate optimal among all linear-feedback coding schemes. As detailed shortly, our results in this paper show that this is indeed the case.

Without feedback, the following duality relation is well known [13], [14], [15]: under the same sum-input-power constraint the capacity regions of the MIMO Gaussian MAC and BC coincide when the channel matrices of the MAC and BC are transposes of each other. Such a pair of MAC and BC is called dual.

Our main contribution in this work is the following new duality result: with perfect feedback and when restricting to linear-feedback coding schemes, the set of all achievable rates, coincide for the MIMO Gaussian MAC and BC when the two channels are dual and when the same sum-input-power constraint is imposed on their inputs. This result is particularly interesting in the two-user case and when either transmitter(s) or receiver(s) are single-antenna (SISO, MISO, and SIMO setups) because for these setups computable single-letter characterizations of the linear-feedback capacity regions of the Gaussian MAC are known. With our duality result, we thus immediately obtain single-letter characterizations of the linear-feedback capacity regions for the two-user SISO, SIMO, and MISO Gaussian BC. For more than \( K \geq 3 \) users the linear-feedback sum-capacity of the SISO Gaussian MAC is known when the channel gains are equal [6], [7]; with our results we thus obtain the linear-feedback sum-capacity of the SISO Gaussian BC when the channel gains are equal. Our results in particular show that the control-theory inspired linear-feedback coding schemes proposed by Elia [3], by Wu et al. [4], and by Ardestanizadeh et al. [5] are sum-rate optimal among all linear-feedback coding schemes for the symmetric SISO Gaussian BC with equal channel gains, irrespective of the number of receivers \( K \geq 2 \).

We also introduce a class of (multi-letter) linear-feedback schemes for the MIMO Gaussian MAC and BC that achieve the linear-feedback capacity regions. Within this class we can identify the pairs of schemes that achieve the same rate-regions over dual MACs and BCs. Since we know the optimal linear-feedback schemes for the two-user SISO, SIMO, and MISO Gaussian MAC [11], [2], we can identify the optimal linear-feedback schemes for the two-user SISO, SIMO, and MISO Gaussian BC.

Our results extend also to a setup where only some of the feedback links are present.

The remainder of this paper is organized as follows. In Section [II] we explain the notations used in this paper and introduce some preliminaries. In Section [III] we consider the two-user MIMO Gaussian BC with perfect feedback and in Section [IV] the two-user MIMO Gaussian MAC with perfect feedback: specifically, we describe the channel model, introduce the class of linear-feedback coding schemes, and summarize previous results. Section [V] presents our main results on MAC-BC duality with linear-feedback schemes, and the linear-feedback capacity-achieving schemes for MAC and BC. In Sections [VI] and [VII] we explain how our results extend to setups with partial feedback and to arbitrary \( K \geq 2 \) users. Finally, Section [VIII] contains the major proofs.

II. Notation and Preliminaries

In the following, a random variable is denoted by an upper-case letter (e.g. \( X, Y, Z \)) and its realization by a lower-case letter (e.g. \( x, y, z \)). An \( n \)-dimensional random column-vector and its realization are denoted by boldface symbols (e.g. \( \mathbf{X}, \mathbf{x} \)). We use \( \| \cdot \| \) to indicate the Euclidean norm and \( E[\cdot] \) for the expectation operator. The abbreviation i.i.d. stands for independently and identically distributed.

Sets are denoted by calligraphic letters (e.g., \( \mathcal{X}, \mathcal{Y}, \mathcal{Z} \)) and \( \mathcal{X} \times \mathcal{Y} \) denotes the Cartesian product of the sets \( \mathcal{X} \) and \( \mathcal{Y} \). The set of real numbers is denoted by \( \mathbb{R} \) and its \( d \)-fold Cartesian product by \( \mathbb{R}^d \). We use \( \text{cl}(X) \) to denote the convex closure of the set \( X \).

Throughout the paper, \( \log(\cdot) \) refers to the binary logarithm-function.
To denote matrices we use the font \( \mathbf{A} \). For the transpose of a matrix \( \mathbf{A} \) we write \( \mathbf{A}^T \), for its determinant \( |\mathbf{A}| \), and for its trace \( \text{tr}(\mathbf{A}) \). For the Kronecker product of two matrices \( \mathbf{A} \) and \( \mathbf{B} \) we write \( \mathbf{A} \otimes \mathbf{B} \). We use \( \mathbf{I}_d \) to denote the \( d \times d \) identity matrix, where we drop the subscript whenever the dimensions are clear from the context. The symbol \( \mathbf{E}_d \) denotes the \( d \times d \) exchange matrix which is 0 everywhere except on the counter-diagonal where it is 1. For example,

\[
\mathbf{E}_3 = \begin{bmatrix}
0 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{bmatrix}.
\]  

Again, we drop the subscript whenever the dimensions are clear. We can now define the reverse image matrix operator \( \hat{\mathbf{A}} \): For a given \( d_1 \times d_2 \) matrix \( \mathbf{A} \),

\[
\hat{\mathbf{A}} \triangleq \mathbf{E}_{d_2} \mathbf{A}^T \mathbf{E}_{d_1}.
\]  

**Note 1.** The reverse image matrix operator satisfies the following properties:

1. Applying the operator twice results in the identity operation: \( \hat{\mathbf{A}} = \mathbf{A} \).
2. The operator commutes with the matrix inverse-operator and the product operator:

\[
(\hat{\mathbf{A}})^{-1} = (\mathbf{A}^{-1})
\]

\[
\hat{\mathbf{A}} \mathbf{B} = (\mathbf{BA})^T.
\]

3. The operator maps a strictly-lower block-triangular \( \eta_{\kappa_1} \)-by-\( \eta_{\kappa_2} \) matrix of block sizes \( \kappa_1 \times \kappa_2 \) into a strictly-lower block-triangular \( \eta_{\kappa_2} \)-by-\( \eta_{\kappa_1} \) matrix of block sizes \( \kappa_2 \times \kappa_1 \).

### III. MIMO Gaussian BC with Feedback

#### A. Setup

![Fig. 1. Two-user MIMO Gaussian BC with feedback.](image)

We consider the two-user memoryless MIMO Gaussian BC with perfect-output feedback depicted in Figure 1. The transmitter is equipped with \( \kappa \) transmit-antennas and each Receiver \( i \), for \( i \in \{1, 2\} \), is equipped with \( \nu_i \) receive-antennas. At each time \( t \in \mathbb{N} \), if \( x_t \) denotes the real vector-valued input symbol sent by the transmitter, Receiver \( i \), \( i \in \{1, 2\} \) observes the real vector-valued channel output

\[
Y_{i,t} = H_i x_t + Z_{i,t},
\]  

where \( H_i \), for \( i \in \{1, 2\} \), is a deterministic real \( \nu_i \)-by-\( \kappa \) channel matrix known to transmitter and receivers and \( \{Z_{1,t}\}_{t=1}^n \) and \( \{Z_{2,t}\}_{t=1}^n \) are independent sequences of i.i.d. centered Gaussian random vectors of identity covariance matrix.

The transmitter wishes to convey a message \( M_1 \) to Receiver 1 and an independent message \( M_2 \) to Receiver 2. The messages are independent of the noise sequences \( \{Z_{1,t}\}_{t=1}^n \) and \( \{Z_{2,t}\}_{t=1}^n \) and uniformly distributed over the sets \( M_1 \triangleq \{1, \ldots, 2^{nR_1}\} \) and \( M_2 \triangleq \{1, \ldots, 2^{nR_2}\} \), where \( R_1 \) and \( R_2 \) denote the rates of transmission and \( n \) the blocklength.

The transmitter observes causal, noise-free output feedback from both receivers. Thus, the time-\( t \) channel input \( x_t \) can depend on both messages \( M_1 \) and \( M_2 \) and on all previous channel outputs \( Y_{1,1}, \ldots, Y_{1,t-1} \) and \( Y_{2,1}, \ldots, Y_{2,t-1} \):

\[
x_t = \varphi_t^{(n)}(M_1, M_2, Y_{1,1}, \ldots, Y_{1,t-1}, Y_{2,1}, \ldots, Y_{2,t-1}), \quad t \in \{1, \ldots, n\},
\]  

for some encoding function of the form:

\[
\varphi_t^{(n)} : \mathcal{M}_1 \times \mathcal{M}_2 \times \mathbb{R}^{\nu_1(t-1)} \times \mathbb{R}^{\nu_2(t-1)} \to \mathbb{R}^n.
\]
We impose an expected average block-power constraint
\[ \frac{1}{n} \sum_{t=1}^{n} \mathbb{E}[\|X_t\|^2] \leq P, \]
where the expectation is over the messages and the realizations of the channel.

Each Receiver \( i \) decodes its corresponding message \( M_i \) by means of a decoding function \( \phi_i^{(n)} \) of the form
\[ \phi_i^{(n)} : \mathbb{R}^{{\nu}_i^{(n)}} \rightarrow \mathcal{M}_i, \quad i \in \{1, 2\}. \]

That means, based on the output sequence \( Y_{i,1}, \ldots, Y_{i,n} \), Receiver \( i \) produces the guess
\[ \hat{M}_i^{(n)} = \phi_i^{(n)}(Y_{i,1}, \ldots, Y_{i,n}). \]

An error occurs in the communication if \( (\hat{M}_1 \neq M_1) \) or \( (\hat{M}_2 \neq M_2) \).

Thus, the average probability of error is
\[ P_e^{(n)} \triangleq \mathbb{P}[(\hat{M}_1 \neq M_1) \lor (\hat{M}_2 \neq M_2)]. \]

A \((|2^{nR_1}|, |2^{nR_2}|, n)\) MIMO BC feedback-code of power \( P \) is composed of a sequence of encoding functions \( \{g_t^{(n)}\}_{t=1}^{n} \) as in (7) and satisfying (8) and of two decoding functions \( \phi_1^{(n)} \) and \( \phi_2^{(n)} \) as in (9).

We say that a rate-pair \( (R_1, R_2) \) is achievable over the MIMO Gaussian BC with feedback under a power constraint \( P \), if there exists a sequence of \( \{(|2^{nR_1}|, |2^{nR_2}|, n)\}_{n=1}^{\infty} \) MIMO BC feedback-codes such that the average probability of error \( P_e^{(n)} \) tends to zero as the blocklength tends to infinity. The closure of the union of all achievable regions is called capacity region. We denote it by \( C_{BC}^{fb}(H_1, H_2, P) \). The supremum of the sum \( R_1 + R_2 \), where \( (R_1, R_2) \) are in \( C_{BC}^{fb}(H_1, H_2, P) \) is called sum-capacity and is denoted \( \bar{C}_{BC}(H_1, H_2, P) \).

B. Linear-feedback schemes for MIMO BC

We restrict attention to linear-feedback coding schemes where the transmitter’s channel input is a linear combination of the previous feedback signals and an information-carrying vector that depends only on the messages \( (M_1, M_2) \) (but not on the feedback). Specifically, we assume that the channel input vector has the form
\[ X_t = W_t + \sum_{i=1}^{2} \sum_{\tau=1}^{t-1} A_{i,\tau,t} Y_{i,\tau}, \quad t \in \{1, \ldots, n\}, \]

where \( W_t = \xi_t^{(n)}(M_1, M_2) \) and where \( \{A_{i,\tau,t}\} \) are arbitrary \( \kappa \)-by-\( \nu_i \) matrices.

The mappings \( \{\xi_t^{(n)} : \mathcal{M}_1 \times \mathcal{M}_2 \rightarrow \mathbb{R}^{\kappa}\}_{t=1}^{n} \) and the decoding operations \( \phi_1^{(n)} \) and \( \phi_2^{(n)} \) can be arbitrary.

Taking a linear combination of the information-carrying vector \( W_t \) and the past output vectors \( Y_{1,1}, \ldots, Y_{1,t-1} \) and \( Y_{2,1}, \ldots, Y_{2,t-1} \) is equivalent to taking a (different) linear combination of (a different information-carrying vector) \( \tilde{W}_t \) and the past noise vectors \( Z_{1,1}, \ldots, Z_{1,t-1} \) and \( Z_{2,1}, \ldots, Z_{2,t-1} \). Hence, we can equivalently write (13) as
\[ X_t = \tilde{W}_t + \sum_{i=1}^{2} \sum_{\tau=1}^{t-1} B_{i,\tau,t} Z_{i,\tau}, \quad t \in \{1, \ldots, n\}, \]

where \( \tilde{W}_t = \tilde{\xi}_t^{(n)}(M_1, M_2) \), for some arbitrary function \( \tilde{\xi}_t^{(n)} : \mathcal{M}_1 \times \mathcal{M}_2 \rightarrow \mathbb{R}^{\kappa} \), and \( \{B_{i,\tau,t}\} \) are arbitrary \( \kappa \)-by-\( \nu_i \) matrices.

The set of all rate-pairs achieved by linear-feedback schemes is called linear-feedback capacity region and is denoted \( C_{BC}^{linfb}(H_1, H_2; P) \). The largest sum-rate achieved by a linear-feedback scheme is called linear-feedback sum-capacity and is denoted \( \bar{C}_{BC}^{linfb}(H_1, H_2; P) \).

C. Previous Results

Without feedback, the capacity region of the MIMO Gaussian BC, \( C_{BC}^{nofb}(H_1, H_2; P) \) was determined by Weingarten, Steinberg, and Shamai \[15]\.

With feedback, the capacity region is unknown even in the scalar case. Achievable regions—based on linear-feedback schemes—have been proposed in \[6, 8, 9, 10, 11, 12\]. Non-linear feedback schemes have been proposed in \[10, 11, 12\]. The best known achievable regions are due to linear-feedback schemes.

\[1\] Recently, Nair has extended their result to also allow for an additional common message to be sent to the two receivers.
A. Setup

IV. MIMO GAUSSIAN MAC WITH FEEDBACK

The goal of communication is that Transmitters 1 and 2 convey the independent messages

\[
\text{receiver}, \quad \text{where the pair } (M_1, M_2) \text{ is independent of the noise sequence } \{Z_t\}. \quad \text{(Recall that } M_i \text{ is uniformly distributed over } \mathcal{M}_i = \{1, \ldots, [2^{nR_i}]\})
\]

The two transmitters observe perfect feedback from the channel outputs. Thus, Transmitter \(i\)'s, \(i \in \{1, 2\}\), channel input at time \(t\), \(X_{i,t}\), can depend on its message \(M_i\) and the prior output vectors \(Y_1, \ldots, Y_{t-1}\) :

\[
X_{i,t} = \varphi_{i,t}^{(n)}(M_i, Y_1, \ldots, Y_{t-1}), \quad t \in \{1, \ldots, n\},
\]

for some encoding functions of the form:

\[
\varphi_{i,t}^{(n)} : \mathcal{M}_i \times \mathbb{R}^{k(t-1)} \rightarrow \mathbb{R}.
\]

The channel input sequences \(\{X_{1,t}\}_{t=1}^n\) and \(\{X_{2,t}\}_{t=1}^n\) have to satisfy a total expected average block-power constraint \(P\):

\[
\frac{1}{n} \sum_{t=1}^{n} \left( \mathbb{E}[\|X_{1,t}\|^2] + \mathbb{E}[\|X_{2,t}\|^2] \right) \leq P,
\]

where the expectation is over the messages and the realizations of the channel.

The receiver decodes the messages \((\hat{M}_1, \hat{M}_2)\) by means of a decoding function \(\phi^{(n)}\) of the form

\[
\phi^{(n)} : \mathbb{R}^{en} \rightarrow \mathcal{M}_1 \times \mathcal{M}_2.
\]

This means, based on the output sequence \(Y_1, \ldots, Y_n\), the receiver produces its guess

\[
(\hat{M}_1, \hat{M}_2) = \phi^{(n)}(Y_1, \ldots, Y_n).
\]

An error occurs in the communication if

\[
(\hat{M}_1, \hat{M}_2) \neq (M_1, M_2),
\]

and thus the average probability of error is defined as

\[
P_{e,\text{MAC}}^{(n)} \triangleq \text{Pr}[\hat{M}_1, \hat{M}_2) \neq (M_1, M_2)].
\]

A \([2^{nR_1}], [2^{nR_2}], n)\) MIMO MAC feedback-code of sum-power \(P\) is a triple

\[
\left(\{\varphi_{1,t}^{(n)}\}_{t=1}^n, \{\varphi_{2,t}^{(n)}\}_{t=1}^n, \phi^{(n)}\right)
\]

where \(\{\varphi_{1,t}^{(n)}\}_{t=1}^n\) and \(\{\varphi_{2,t}^{(n)}\}_{t=1}^n\) are of the form \(\{1\}\) and satisfy \((18)\) and \(\phi^{(n)}\) is as in \(\{19\}\).
We say that a rate-pair \((R_1, R_2)\) is achievable over the Gaussian MIMO MAC with feedback under a sum-power constraint \(P\), if there exists a sequence of \(\{([2^nR_1], [2^nR_2], n)\}_{n=1}^{\infty}\) MIMO MAC feedback-codes such that the average probability of a decoding error \(P_{e,\text{MAC}}^{(n)}\) tends to zero as the blocklength \(n\) tends to infinity. The closure of the union of all achievable regions is called capacity region. We denote it by \(C_{\text{MAC}}^f(H_1^T, H_2^T; P)\). The supremum of the sum \(R_1 + R_2\) over all pairs \((R_1, R_2)\) in \(C_{\text{MAC}}^f(H_1^T, H_2^T; P)\) is called sum-capacity and is denoted by \(C_{\text{MAC},\Sigma}(H_1^T, H_2^T, P)\).

**B. Linear-feedback schemes for MIMO MAC**

In the present paper, we focus on the class of linear-feedback coding schemes where the channel inputs at Transmitter \(i\), for \(i \in \{1, 2\}\), are given by linear combinations of the previous feedback signals and an information-carrying vector that only depends on the message \(M_i\) (but not on the feedback).

Specifically, we assume that the channel input vectors have the form

\[
X_{i,t} = W_{i,t} + \sum_{\tau=1}^{t-1} C_{i,\tau,t} Y_\tau, \quad i \in \{1, 2\}, \quad t \in \{1, \ldots, n\},
\]

where \(W_{i,t}\) is an information-carrying vector

\[
W_{i,t} = \xi_{i,t}(M_i),
\]

and \(\{C_{i,\tau,t}\}\) are arbitrary \(\nu_t\)-by-\(\kappa\) matrices.

The mappings \(\{\xi_{i,t} : M_i \to \mathbb{R}^{\nu_t}\}\) as well as the decoder mapping \(\phi^{(n)}\) can be arbitrary (also non-linear).

The set of all rate-pairs achievable by linear-feedback schemes is called linear-feedback capacity region and is denoted \(C_{\text{MAC}}^{\text{linfb}}(H_1^T, H_2^T; P)\). The largest sum-rate achieved by a linear-feedback scheme is called linear-feedback sum-capacity and is denoted \(C_{\text{MAC},\Sigma}^{\text{linfb}}(H_1^T, H_2^T; P)\).

**Remark 1.** For any channel matrices \(H_1^T\) and \(H_2^T\) and power constraint \(P > 0\):

\[
C_{\text{MAC}}^{\text{linfb}}(H_1^T, H_2^T; P) = C_{\text{MAC},\Sigma}^{\text{linfb}}(H_1^T, H_2^T; P).
\]

**Proof:** Consider the MIMO MAC with channel matrices \((H_1^T, H_2^T)\). If each transmitter multiplies its input vectors by \(E\) (from the left) before sending the result over the MAC and if the receiver and the transmitters multiply their observed vectors by \(E\) (from the left) before attempting to decode the messages or before using the feedback, then the MIMO MAC is transformed into a MIMO MAC with channel matrices \((H_1, H_2)\). And in the same way the MIMO MAC with channel matrices \((H_1, H_2)\) can be transformed into a MIMO MAC with channel matrices \((H_1^T, H_2^T)\). This proves the remark. \(\blacksquare\)

**C. Previous Results**

Without feedback, the capacity region of the Gaussian MIMO MAC under a sum-power constraint \(P\), \(C_{\text{MAC}}(H_1^T, H_2^T; P)\) is readily obtained from the results in [16].

With perfect feedback, the capacity region of the MIMO Gaussian MAC under sum-power constraint \(P\) is known only in few special cases. An example is the scalar case \(\nu_1 = \nu_2 = \kappa = 1\), which we also call single-input single-output (SISO) setup. In this setup, the channel matrices \((H_1^T, H_2^T)\) reduce to the scalar coefficients \((h_1, h_2)\). Ozarow [11] determined the capacity region of the scalar Gaussian MAC with perfect feedback under individual power constraints \(P_1\) and \(P_2\) on the two transmitters’ input sequences. It is given by

\[
\mathcal{R}_{\text{MAC}}(h_1, h_2; P_1, P_2) = \bigcup_{\rho \in [0, 1]} \mathcal{R}_{\text{MAC}}^\rho(h_1, h_2; P_1, P_2)
\]

where for each \(\rho \in [0, 1]\), \(\mathcal{R}_{\text{MAC}}^\rho(h_1, h_2; P_1, P_2)\) denotes the set of all nonnegative rate-pairs \((R_1, R_2)\) that satisfy

\[
\begin{align*}
R_1 &\leq \frac{1}{2} \log (1 + h_1^2 P_1 (1 - \rho^2)) , \\
R_2 &\leq \frac{1}{2} \log (1 + h_2^2 P_2 (1 - \rho^2)) , \\
R_1 + R_2 &\leq \frac{1}{2} \log \left(1 + h_1^2 P_1 + h_2^2 P_2 + 2 \sqrt{h_1^2 h_2^2 P_1 P_2 \rho}\right).
\end{align*}
\]
From Ozarow’s result, we can directly deduce the capacity region of the scalar Gaussian MAC with perfect feedback under a sum-power constraint:

\[ C_{\text{MAC,SISO}}^\text{fb} (h_1, h_2; P) = \bigcup_{P_1, P_2 \geq 0; P_1 + P_2 = P} R_{\text{Oz}} (h_1, h_2; P_1, P_2). \]

Thus the capacity region \( C_{\text{MAC,SISO}}^\text{fb} \) is achieved by applying Ozarow’s scheme with different power splits between the two transmitters. The sum-capacity \( C_{\text{MAC,SISO,Σ}}^\text{fb} (h_1, h_2; P) \) is

\[ C_{\text{MAC,SISO,Σ}}^\text{fb} (h_1, h_2; P) = \sup_{P_1, P_2 \geq 0; P_1 + P_2 = P} \frac{1}{2} \log \left( 1 + h_1^2 P_1 + h_2^2 P_2 + 2 \sqrt{h_1^2 h_2^2 P_1 P_2 (1 + \rho^* (h_1, h_2; P_1, P_2))} \right) \]

where \( \rho^* (h_1, h_2; P_1, P_2) \) is the unique solution in \([0, 1]\) to the following quartic equation in \( \rho \)

\[ 1 + h_1^2 P_1 + h_2^2 P_2 + 2 \sqrt{h_1^2 h_2^2 P_1 P_2} \rho = (1 + h_1^2 P_1 (1 - \rho^2)) (1 + h_2^2 P_2 (1 - \rho^2)) \]

In Appendix A-A we show that in a symmetric setup where \( h_1 = h_2 = h \),

\[ C_{\text{MAC,SISO,Σ}}^\text{fb} (h, h; P) = \frac{1}{2} \log \left( 1 + h^2 P (1 + \rho^* (h, h; P/2, P/2)) \right). \]

Ozarow’s scheme is a linear feedback scheme since it combines a Schalkwijk-Kailath \([17]\) type scheme at both transmitters with a no feedback scheme at one of the two transmitters. Specifically, one transmitter sends scaled versions of the linear minimum mean squared estimation (LMMSE) errors when estimating its message point (which depend only on the message) based on the previous feedback signals. The other transmitter sends the sum of the symbols of a no-feedback scheme and the scaled LMMSE errors about its message point based on the previous feedback signals. Since any no-feedback scheme is a linear-feedback scheme and also the LMMSE errors are by definition linear in the feedback, the overall Ozarow-scheme is also a linear-feedback scheme. Thus, in the SISO case,

\[ C_{\text{MAC,SISO}}^\text{fb} (h_1, h_2; P) = C_{\text{MAC,SISO}}^\text{linfb} (h_1, h_2; P), \]

and

\[ C_{\text{MAC,SISO,Σ}}^\text{fb} (h_1, h_2; P) = C_{\text{MAC,SISO,Σ}}^\text{linfb} (h_1, h_2; P). \]

Jafar et al. \([2]\) derived the capacity region with perfect feedback under individual power constraints in the multi-input single-output (MISO) case \( (\nu_1, \nu_2 \text{ arbitrary and } \kappa = 1) \) and in the single-input multi-output (SIMO) case \( (\nu_1 = \nu_2 = 1 \text{ and } \kappa \text{ arbitrary}) \). In both cases the capacity is achieved by a variation of Ozarow’s scheme. Based on these results we immediately obtain the linear-feedback capacity region under a total sum-power constraint. In the MISO case, the channel matrices \( H_1 \) and \( H_2 \) reduce to the \( \nu_1 \times \nu_1 \) and \( \nu_2 \times \nu_2 \) vectors \( h_1^T \) and \( h_2^T \) and the channel output can be written as

\[ Y_t = h_1^T x_{1,t} + h_2^T x_{2,t} + Z_t. \]

The linear-feedback capacity region is given by

\[ C_{\text{MAC,MISO}}^\text{linfb} (h_1^T, h_2^T; P) = C_{\text{MAC,MISO}}^\text{fb} (h_1^T, h_2^T; P) = C_{\text{MAC,MISO}}^\text{fb} (||h_1||, ||h_2||; P), \]

where notice that the last expression involves the SISO capacity region \( C_{\text{MAC,SISO}}^\text{fb} (||h_1||, ||h_2||; P) \). In the SIMO case, the channel matrices reduce to the \( \kappa \times 1 \) vectors \( h_1^T \) and \( h_2^T \) and the channel output vector can be written as

\[ Y_t = h_1 x_{1,t} + h_2 x_{2,t} + Z_t. \]

The linear-feedback capacity region is given by:

\[ C_{\text{MAC,SIMO}}^\text{linfb} (h_1^T, h_2^T; P) = C_{\text{MAC,SIMO}}^\text{fb} (h_1^T, h_2^T; P) = \bigcup_{P_1, P_2 \geq 0; P_1 + P_2 = P} \bigcup_{\rho \in [0, 1]} R_{\text{Jaf}}^\rho (h_1^T, h_2^T; P_1, P_2) \]

where for each \( \rho \in [0, 1] \), \( R_{\text{Jaf}}^\rho (h_1^T, h_2^T; P_1, P_2) \) denotes the set of all nonnegative rate-pairs \( (R_1, R_2) \) that satisfy

\[ R_1 \leq \frac{1}{2} \log (1 + ||h_1||^2 P_1 (1 - \rho^2)). \]
\[ R_2 \leq \frac{1}{2} \log \left( 1 + \|h_2\|^2 P_2 (1 - \rho^2) \right), \]  
\[ R_1 + R_2 \leq \frac{1}{2} \log \left( 1 + \|h_1\|^2 P_1 + \|h_2\|^2 P_2 \right) + 2\rho^2 \sqrt{\|h_1\|^2 \|h_2\|^2 P_2 P_1 (1 - \rho^2)(1 - \beta^2)} . \]  

(39b)

(39c)

V. MAIN RESULTS

A. Main Results: MAC-BC Duality with Linear-Feedback

Theorem 1.

\[ C_{\text{linfb}}^{\text{BC}} (H_1, H_2; P) = C_{\text{linfb}}^{\text{MAC}} (H_1^\top, H_2^\top; P) . \]  

(40)

Proof: Follows by Propositions 1, 2, and 3 ahead, by point 2 of Note 1, and because the capacity regions of the MACs with channel matrices \( H_1^\top \) and \( H_2^\top \) and \( H_1 \) and \( H_2 \) coincide, see Remark 1.

Theorem 1 implies the following corollary on the sum-capacities:

Corollary 1.

\[ C_{\text{linfb}}^{\text{BC},\Sigma} (H_1, H_2; P) = C_{\text{linfb}}^{\text{MAC},\Sigma} (H_1^\top, H_2^\top; P) . \]  

(41)

In the scalar case, Theorem 1 and Corollary 1 combined with (32) and (33) specialize to:

Corollary 2.

\[ C_{\text{linfb}}^{\text{BC},\text{SISO}} (h_1, h_2; P) = C_{\text{linfb}}^{\text{MAC},\text{SISO}} (h_1, h_2; P) = C_{\text{fb}}^{\text{MAC},\text{SISO}} (h_1, h_2; P) . \]  

(42)

(43)

(44)

(45)

Fig. 3. Achievable regions for the symmetric SISO Gaussian BC with perfect feedback, with channel coefficients \( h_1 = h_2 = 1 \) and power constraint \( P = 10 \).

Figures 3 and 4 compare the linear-feedback capacity region for the SISO Gaussian BC to the nofeedback capacity region [18], [19] and to Ozarow & Leung’s achievable region [8].

Using also (31), in the symmetric case we obtain:

Corollary 3. If \( h_1 = h_2 = h \), then

\[ C_{\text{linfb}}^{\text{BC},\text{SISO},\Sigma} (h, h; P) = \frac{1}{2} \log \left( 1 + h^2 P + h^2 P \cdot \rho^* (h, h; P/2, P/2) \right) , \]  

(46)

where recall that \( \rho^* (h_1, h_2; P_1, P_2) \) is defined as the solution to the quartic equation in (30).
Let now \( h \) and \( h_2 \) be \( \kappa \)-dimensional row-vectors. Then,
\[
 C_{\text{BC, SIMO}}^{\text{linfb}}(h_1, h_2; P) = C_{\text{MAC, SIMO}}^{\text{fb}}(h_1^\top, h_2^\top; P)
\]
(47)
Let now \( h_1 \) and \( h_2 \) be \( \nu_1 \) and \( \nu_2 \)-dimensional column-vectors. Then,
\[
 C_{\text{BC, SIMO}}^{\text{linfb}}(h_1, h_2; P) = C_{\text{MAC, SIMO}}^{\text{fb}}(h_1^\top, h_2^\top; P)
 = C_{\text{MAC, SISO}}^{\text{fb}}(\|h_1\|, \|h_2\|; P).
\]
(49)
See (28), (35), and (37) for computable single-letter characterizations of \( C_{\text{MAC, SISO}}^{\text{fb}}, C_{\text{MAC, SIMO}}^{\text{fb}}, \) and \( C_{\text{MAC, MISO}}^{\text{fb}}, \)

B. Linear-Feedback Capacity-Achieving Schemes for MAC and BC

We first describe a class of linear-feedback coding schemes for the BC and the MAC that can achieve the linear-feedback capacity regions \( C_{\text{BC}}^{\text{linfb}}, C_{\text{MAC}}^{\text{linfb}}, \) This allows us to find multi-letter expressions for these capacity regions. We then identify pairs of linear-feedback schemes for the BC and the MAC that are dual in the sense that they achieve the same rate-regions.

The idea of our schemes is to divide the blocklength \( n \) into subblocks of equal length \( \eta \) (\( \eta \) is a design parameter of our schemes) and to apply an inner code that uses the feedback to transform each subblock of \( \eta \) channel uses of the original MIMO BC or MAC into a single channel use of a new MIMO BC or MAC with more transmit and receive antennas. An outer code is then applied to communicate over the new MIMO BC or MAC without using the feedback.

We now explain this class of schemes in more detail.

1) A class of linear-feedback schemes for the BC: Fix the blocklength \( n \). The schemes in our class are characterized by the following parameters:

- a positive integer \( \eta \);
- \( \kappa \)-by-\( \nu_1 \) matrices \( \{A_{1, \tau, \ell}\} \), for \( \ell = 2, \ldots, \eta \) and \( \tau = 1, \ldots, \ell - 1 \);
- \( \kappa \)-by-\( \nu_2 \) matrices \( \{A_{2, \tau, \ell}\} \), for \( \ell = 2, \ldots, \eta \) and \( \tau = 1, \ldots, \ell - 1 \);
- an encoding mapping \( f^{(n')} : M_1 \times M_2 \to \mathcal{R}^{(\kappa \eta)n'} \) that produces \( n' \) \( \left\lfloor \frac{n}{\eta} \right\rfloor \) codevectors (column-vectors) of size \( \kappa \eta \) and
- two decoding mappings \( g_1^{(n')} : \mathcal{R}^{(\nu_1 \eta)n'} \to M_1 \) and \( g_2^{(n')} : \mathcal{R}^{(\nu_2 \eta)n'} \to M_2 \) that each decode a block of \( n' \) output vectors (column-vectors) of size \( \nu_1 \eta \) and \( \nu_2 \eta \).

As already mentioned, the parameter \( \eta \) characterizes the length of the subblocks in our scheme. That means, in our scheme the total blocklength \( n \) is divided into \( n' \) subblocks of equal length \( \eta \). The matrices \( \{A_{1, \tau, \ell}\} \) and \( \{A_{2, \tau, \ell}\} \) describe the inner code.

\footnote{For general blocklength \( n \) there will be a few spare channel uses at the end of each block which we do ignore in our schemes. Since throughout we are interested in the performance limits as \( n \to \infty \), this technicality does not influence our results and will therefore be ignored in the sequel.}
that is used within each of the \( n' \) subblocks of length \( \eta \). Finally, the parameters \( f(n'), g_1^{(n')}, g_2^{(n')} \) describe the outer code that is applied to code over the \( n' \) subblocks without using the feedback.

Before describing how the inner code works and how we should choose the encoding and decoding functions of the outer code, we need some definitions. Let

\[
X \triangleq (X_1^T, \ldots, X_{\eta}^T),
\]

(50)
denote the \( \eta \times \kappa \)-dimensional column-vector that is obtained by stacking the first \( \eta \) channel input vectors \( X_1, \ldots, X_\eta \) (which are all \( \kappa \)-dimensional column-vectors) on top of each other. Similarly, for \( i \in \{1,2\} \), let

\[
Z_i \triangleq (Z_{i,1}^T, \ldots, Z_{i,\eta}^T),
\]

(51)
\[
Y_i \triangleq (Y_1^T, \ldots, Y_{\eta}^T),
\]

(52)
denote the \( \eta \nu_i \)-dimensional column-vectors that are obtained by stacking the first \( \eta \) noise vectors \( Z_{1,i}, \ldots, Z_{\eta,i} \) or channel output vectors \( Y_{1,i}, \ldots, Y_{\eta,i} \) on top of each other. Define for \( i \in \{1,2\} \), the channel matrices of the \( \eta \)-length subblocks:

\[
H_i^B \triangleq I_\eta \otimes H_i.
\]

(53)
The input-output relation for the first block of \( \eta \) channel uses is then summarized as

\[
Y_i = H_i^B X + Z_i, \quad i \in \{1,2\}.
\]

(54)

Let \( U \) denote the \( \eta \times \kappa \)-dimensional vector produced by outer encoder \( f(n') \) for this first block, and define, for \( i \in \{1,2\} \), the \( \eta \times \eta \nu_i \)-strictly-lower block-triangular matrix

\[
A_i^B = \begin{bmatrix}
0 & \cdots & 0 \\
A_{i,1,2} & \cdots & 0 \\
\vdots & \ddots & \ddots \\
A_{i,1,\eta} & A_{i,2,\eta} & \cdots & A_{i,(\eta-1),\eta} & 0
\end{bmatrix},
\]

(55)

where here \( 0 \) denotes the \( \kappa \times \nu_i \) matrix with all zero entries.

We now describe how the inner code—specified by the matrices \( \{A_{1,\tau,\ell}\} \) and \( \{A_{2,\tau,\ell}\} \)—transforms the first block of \( \eta \) channel uses of our original MIMO Gaussian BC into a single channel use of the new MIMO BC. All the other blocks are transformed in a similar way. In our scheme, we choose the encoder to produce the following \( \eta \) channel inputs in the first block:

\[
X = (I - A_1^B H_1^B - A_2^B H_2^B) U + A_1^B Y_1 + A_2^B Y_2.
\]

(56)

(The reason for precoding the codeword vector \( U \) by the matrix \( (I - A_1^B H_1^B - A_2^B H_2^B) \) will become clearer shortly, see (59).) By (54), the inputs can also be written as

\[
X = (I - A_1^B H_1^B - A_2^B H_2^B) U + A_1^B (H_1^B X + Z_1) + A_2^B (H_2^B X + Z_2).
\]

(57)

and thus,

\[
(I - A_1^B H_1^B - A_2^B H_2^B) X = (I - A_1^B H_1^B - A_2^B H_2^B) U + A_1^B Z_1 + A_2^B Z_2.
\]

(58)

Multiplying both sides of (58) from the left by the invertible matrix \( (I - A_1^B H_1^B - A_2^B H_2^B)^{-1} \) results in:

\[
X = U + B_1^B Z_1 + B_2^B Z_2,
\]

(59)

where we defined

\[
B_i^B \triangleq (I - A_1^B H_1^B - A_2^B H_2^B)^{-1} A_i^B, \quad i \in \{1,2\}.
\]

(60)

By (54) the corresponding outputs can be written as

\[
Y_1 = H_1^B U + (I + H_1^B B_1^B) Z_1 + H_1^B B_2^B Z_2,
\]

(61a)
\[
Y_2 = H_2^B U + (I + H_2^B B_2^B) Z_2 + H_2^B B_1^B Z_1.
\]

(61b)

Inspecting (59), we see that the channel inputs \( \{X_\tau\}_{\tau=1}^\gamma \) to our original MIMO BC satisfy the average block-power constraint (8) if

\[
\text{tr} \left( B_1^B (B_1^B)^\top \right) + \text{tr} \left( B_2^B (B_2^B)^\top \right) \leq \eta P
\]

(62)
and if the $n'$ codevectors produced by the outer encoder $f^{(n')}$ are average block-power constrained to power

$$\eta P - \text{tr} \left( B_1^T (B_1^B) \right) - \text{tr} \left( B_2^T (B_2^B) \right).$$  \hspace{1cm} (63)

**Definition 1.** Let $R_{BC}(\eta, B_1^B, B_2^B, H_1^B, H_2^B; P)$ denote the capacity region of the MIMO Gaussian BC in (61) without feedback when the vector-input $U$ is average block-power constrained to (63).

The outer code $\{f^{(n')}, g_1^{(n')}, g_2^{(n')}\}$ is designed to achieve the nofeedback capacity of the new MIMO Gaussian BC in (61) under average input-power constraint $\eta P - \text{tr}(B_1^T (B_1^B)) - \text{tr}(B_2^T (B_2^B))$.

Combining all this, we conclude that over the original MIMO Gaussian BC with feedback our overall scheme (consisting of inner and outer code) achieves the rate region $R_{BC}(\eta, B_1^B, B_2^B, H_1^B, H_2^B; P)$ scaled by a factor $\frac{1}{\eta}$. In view of the following Note 2, it thus follows that our schemes achieve the rate region in (63) ahead.

**Note 2.** Let $T \triangleq T_1 \times T_2$ where $T_i$, for $i \in \{1, 2\}$, denotes the set of strictly-lower block-triangular matrices with block matrices of size $\kappa \times \nu_i$. The mapping described by (60) has the form

$$\omega: \ T \rightarrow T \ \ \ (A_1^B, A_2^B) \mapsto (B_1^B, B_2^B),$$

and is bijective.

**Proof:** See Appendix A-B.

**Proposition 1.** The linear-feedback capacity region of the MIMO Gaussian BC with channel matrices $H_1$ and $H_2$ under a sum-power constraint $P$ is:

$$C_{BC}^{\text{linfb}}(H_1, H_2; P) = \text{cl} \left( \bigcup_{\eta, B_1^B, B_2^B} \frac{1}{\eta} R_{BC}(\eta, B_1^B, B_2^B, H_1^B, H_2^B; P) \right)$$

where the union is over all positive integers $\eta$ and all strictly-lower block-triangular $(\eta\kappa)$-by-$(\eta\nu_1)$ and $(\eta\kappa)$-by-$(\eta\nu_2)$ matrices $B_1^B$ and $B_2^B$ with blocks of sizes $\kappa \times \nu_1$ and $\kappa \times \nu_2$ that satisfy

$$\text{tr}(B_1^T (B_1^B)) + \text{tr}(B_2^T (B_2^B)) \leq \eta P.$$

**Proof:** We already concluded the achievability part (see the paragraphs preceding Note 2). The converse is proved in Section VIII-A.

2) A class of linear-feedback schemes for the MAC: We fix the blocklength $n$. The schemes in our class are parametrized by

- a positive integer $\eta$;
- $\nu_1$-by-$\kappa$ matrices $\{C_1^{(\ell, \tau)}\}$, for $\ell = 2, \ldots, \eta$ and $\tau = 1, \ldots, \ell - 1$;
- $\nu_2$-by-$\kappa$ matrices $\{C_2^{(\ell, \tau)}\}$, for $\ell = 2, \ldots, \eta$ and $\tau = 1, \ldots, \ell - 1$;
- two encoding mappings $f_1^{(n')}: M_1 \rightarrow R^{(\nu_1\kappa)\eta'}$ and $f_2^{(n')}: M_2 \rightarrow R^{(\nu_2\kappa)\eta'}$ that produce $n'$\,\,-by-\,$\nu_1\kappa\,$\,$\eta'$ codevectors (column-vectors) of sizes $\nu_1\kappa\eta$ and $\nu_2\kappa\eta$, respectively; and
- a decoding mapping $g^{(n')}: R^{(\nu_\eta)\eta'} \rightarrow M_1 \times M_2$ that decodes a block of $n'$ output vectors (column-vectors) of length $\kappa\eta$.

Similar to the BC schemes, the parameter $\eta$ characterizes the length of the subblocks in our scheme. That means, the total blocklength $n$ is again divided into $n'$ subblocks of equal length $\eta$. The matrices $\{C_1^{(\ell, \tau)}\}$ and $\{C_2^{(\ell, \tau)}\}$ describe the inner code that is used within each of the $n'$ subblocks of length $\eta$. Finally, the parameters $f_1^{(n')}, f_2^{(n')}, g^{(n')}$ describe the outer code that is applied to codevectors over the $n'$ subblocks without using the feedback.

Before describing how the inner code works and how to design the outer code, we need to introduce some notation. Let, for $i \in \{1, 2\}$,

$$X_i \triangleq (X_{i,1}^{(\eta)}, \ldots, X_{i,\eta}^{(\eta)})^T,$$

denote the $\eta\nu_i$-dimensional column-vector that is obtained by stacking the first $\eta$ channel input vectors $X_{i,1}, \ldots, X_{i,\eta}$ (which are all $\nu_i$-dimensional column-vectors) on top of each other. Similarly, let

$$Y \triangleq (Y_1^{(\eta)}, \ldots, Y_\eta^{(\eta)})^T$$

and

$$Z \triangleq (Z_1^{(\eta)}, \ldots, Z_\eta^{(\eta)})^T.$$
denote the $\eta k$-dimensional column vectors that are obtained by stacking the first $\eta$ noise vectors $Z_1, \ldots, Z_\eta$ and channel output vectors $Y_1, \ldots, Y_\eta$ on top of each other. Using the definition of the block channel matrices in (53), we can summarize the input-output relation for the first block of $\eta$ channel uses as

$$ Y = (H_1^B)^T X_1 + (H_2^B)^T X_2 + Z. $$  \hfill (70)

Let $U_1$ and $U_2$ denote the $\nu_1 \eta$- and $\nu_2 \eta$-length codevectors (column-vectors) produced by $f_1^{(n')}$ and $f_2^{(n')}$ for this first block, and define the strictly-lower block-triangular matrices

$$ C_i^B = \begin{bmatrix} 0 & \cdots & 0 \\ C_{i,1,2} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ C_{i,1,\eta} & \cdots & C_{i,\eta-1,\eta} \\ 0 & \cdots & 0 \end{bmatrix}, \quad i \in \{1, 2\}, $$  \hfill (71)

where here 0 denotes an $\nu_i$-by-$\kappa$ zero matrix. Also, let

$$ D_i^B \triangleq C_i^B (I - (H_1^B)^T C_i^B - (H_2^B)^T C_2^B)^{-1}, \quad i \in \{1, 2\}, $$  \hfill (72)

and let $Q_1$ be the unique positive square root of the (positive-definite) $\nu_1 \eta$-by-$\nu_1 \eta$ matrix

$$ M_1 \triangleq (I + D_1^B (H_1^B)^T)^T (I + D_1^B (H_1^B)^T)^T + (D_2^B (H_1^B)^T)^T (D_2^B (H_1^B)^T) $$  \hfill (73a)

and $Q_2$ be the unique positive square root of the (positive-definite) $\nu_2 \eta$-by-$\nu_2 \eta$ matrix

$$ M_2 \triangleq (I + D_2^B (H_2^B)^T)^T (I + D_2^B (H_2^B)^T)^T + (D_1^B (H_2^B)^T)^T (D_1^B (H_2^B)^T). $$  \hfill (73b)

We can now describe how the inner code—specified by the matrices $\{C_1, \tau, \ell\}$ and $\{C_2, \tau, \ell\}$—transforms the first block of $\eta$ channel uses into a single channel use of the new MIMO MAC. The transformation of the other blocks is done in a similar way. Transmitter $i$'s, $i \in \{1, 2\}$, $\eta$ inputs in the first block are

$$ X_i = Q_i^{-1} U_i + C_i^B Y. $$  \hfill (74)

Thus, by (70), the corresponding outputs $Y$ satisfy

$$ Y = (H_1^B)^T Q_1^{-1} U_1 + (H_2^B)^T Q_2^{-1} U_2 + ((H_1^B)^T C_1^B + (H_2^B)^T C_2^B) Y + Z $$  \hfill (75)

Subtracting $((H_1^B)^T C_1^B + (H_2^B)^T C_2^B) Y$ from both sides of (75) and then multiplying both sides from the left by the matrix $(I - (H_1^B)^T C_1^B - (H_2^B)^T C_2^B)^{-1}$, we obtain

$$ Y = (I - (H_1^B)^T C_1^B - (H_2^B)^T C_2^B)^{-1} \cdot ((H_1^B)^T Q_1^{-1} U_1 + (H_2^B)^T Q_2^{-1} U_2 + Z). $$  \hfill (76)

In view of the definition in (72), the inputs in (74) satisfy

$$ X_i = Q_i^{-1} U_i + D_i^B ((H_1^B)^T Q_1^{-1} U_1 + (H_2^B)^T Q_2^{-1} U_2 + Z). $$  \hfill (77)

**Lemma 1.** In our scheme, the channel inputs $\{X_1, \ell\}_{\ell=1}^{t_1}$ and $\{X_2, \ell\}_{\ell=1}^{t_2}$ to the original MIMO Gaussian MAC satisfy the total average block-power constraint (18) whenever

$$ \text{tr} \left( D_1^B (D_1^B)^T \right) + \text{tr} \left( D_2^B (D_2^B)^T \right) \leq \eta P $$  \hfill (78)

and the codevectors produced by $f_1^{(n')}$ and $f_2^{(n')}$ are total average block-power constrained to power

$$ \eta P - \text{tr} \left( D_1^B (D_1^B)^T \right) - \text{tr} \left( D_2^B (D_2^B)^T \right). $$  \hfill (79)

**Proof: See Section VIII-B.**

**Definition 2.** Let $\mathcal{R}_{MAC}(\eta, D_1^B, D_2^B, (H_1^B)^T, (H_2^B)^T, P)$ denote the capacity region of the MIMO Gaussian MAC without feedback in (76) under average block-power constraint (79) on the input vectors $U_1$ and $U_2$.

The outer code $\{f_1^{(n')}, f_2^{(n')}, g^{(n')}\}$ is designed so that it achieves the no-feedback capacity of the new MIMO Gaussian MAC in (77) under average input-power constraint $\eta P - \text{tr}(D_1^B (D_1^B)^T) - \text{tr}(D_2^B (D_2^B)^T)$.

Combining all this, we conclude that over the original MIMO Gaussian MAC our overall scheme (consisting of inner and outer code) achieves the rate region $\mathcal{R}_{MAC}(\eta, D_1^B, D_2^B, (H_1^B)^T, (H_2^B)^T, P)$ scaled by a factor $\frac{1}{\eta}$. In view of the following Note 3 it thus follows that our schemes achieve the rate region in (81).
Note 3. Let $\tilde{T} \triangleq \bar{T}_1 \times \bar{T}_2$ where, for $i \in \{1, 2\}$, $\bar{T}_i$ denotes the set of strictly-lower block-triangular matrices with block matrices of size $\nu_i \times \kappa$. The mapping described in (72) is of the form

$$\tilde{\omega}: \tilde{T} \rightarrow \tilde{T},$$

$$(C_1^B, C_2^B) \mapsto (D_1^B, D_2^B),$$

and is bijective.

Proof: Analogous to the proof of Note 2. Details omitted.

Proposition 2. The linear-feedback capacity of the Gaussian MIMO MAC with channel matrices $H_1^1$ and $H_2^2$ under a sum-power constraint $P$ satisfies

$$C_{\text{linb}}^{\text{MAC}}(H_1^1, H_2^2; P) = \text{cl} \left( \bigcup_{\eta, \nu \in \mathbb{N}} \frac{1}{\eta} R_{\text{MAC}}(\eta, D_1^B, D_2^B, \left( H_1^1 \right)^\tau, \left( H_2^2 \right)^\tau; P) \right)$$

where the union is over all positive integers $\eta$ and all strictly-lower block-triangular $(\eta \nu_1)$-by-$\eta \nu_2$ matrices $D_1^B$ and $D_2^B$ with blocks of sizes $\nu_1 \times \kappa$ and $\nu_2 \times \kappa$ that satisfy

$$\text{tr} \left( D_1^B \left( D_1^B \right)^\tau \right) + \text{tr} \left( D_2^B \left( D_2^B \right)^\tau \right) \leq \eta P.$$ 

Proof: The achievability follows from the considerations above. The converse is proved in Section VIII-C.

3) Dual linear-feedback schemes for MAC and BC: Recall that for any matrix $M$, we defined $\overline{M} \triangleq EM^T E$, where $E$ denotes the exchange matrix with appropriate dimensions.

Proposition 3. Let $\overline{H}_i^1 \triangleq I_{\nu_i} \otimes H_i$. If

$$B_i^B = \overline{D}_i^B, \quad i \in \{1, 2\},$$

then the following two regions coincide:

$$R_{\text{BC}}(\eta, B_1^B, B_2^B, H_1^1, H_2^2; P) = R_{\text{MAC}}\left( \eta, D_1^B, D_2^B, \overline{H}_1^1, \overline{H}_2^2; P \right).$$

Proof: See Section VIII-D.

When $\{A_i^B, B_i^B\}_{i=1}^2$ satisfy (60) and $\{C_i^B, D_i^B\}_{i=1}^2$ satisfy (72), Condition (83) is equivalent to

$$A_i^B = \overline{C}_i^B.$$

(85)

Combining Proposition 3 Equality (85), and Remark 1 we obtain:

Corollary 5. Consider a MIMO Gaussian BC with channel matrices $(H_1^1, H_2^2)$ and its dual MAC with channel matrices $(\overline{H}_1^1, \overline{H}_2^2)$. Fix the MAC-scheme parameters $\eta$, $\{C_1, \tau, \ell\}$, $\{C_2, \tau, \ell\}$, and let $f_1^{(n)}$, $f_2^{(n)}$, $g_1^{(n)}$ be an optimal outer code for these choices. Choose now the BC-scheme parameters

$$A_{i, \tau, \ell} = \overline{C}_{i, \eta-\tau, \eta-\ell+2},$$

(86)

and an optimal outer code $f^{(n')}$, $g_1^{(n')}$, and $g_2^{(n')}$ as described in (15). Then, our MAC and BC-schemes achieve the same rate regions:

$$R_{\text{BC}}(\eta, B_1^B, B_2^B, H_1^1, H_2^2; P) = R_{\text{MAC}}(\eta, D_1^B, D_2^B, \left( H_1^1 \right)^\tau, \left( H_2^2 \right)^\tau; P).$$

(87)

In the SISO case, all conditions (86) are summarized by

$$A_1^B = \overline{C}_1^B.$$

(88)

Proof: See Section VIII-E.

In view of Corollary 5 and the capacity-achieving schemes in [11] and [2], for the SISO, the SIMO, and the MISO MAC, we can readily deduce the parameters of our linear-feedback schemes in Section V-B1 that achieve the linear-feedback capacity of the dual BCs.

VI. EXTENSION I: ONE-SIDED FEEDBACK

In this section we assume that there is feedback from only one side. That means, in the BC, there is feedback from only one of the two receivers, and in the MAC only one of the two transmitters has feedback.
A. MIMO Gaussian BC with One-Sided Feedback

Consider the Gaussian MIMO BC described in (5), Section III, but with feedback only from Receiver 1 (see Figure 5). The inputs are thus of the form

$$X_t = \varphi_t^{(n)}(M_1, M_2, Y_{1,1}, \ldots, Y_{1,t-1}), \quad t \in \{1, \ldots, n\}. \quad (89)$$

We will again restrict to linear-feedback schemes where the inputs are generated as

$$X_t = W_t + \sum_{\tau=1}^{t-1} A_{1,\tau,t} Y_{1,\tau}, \quad t \in \{1, \ldots, n\}, \quad (90)$$

where $W_t = \xi_t^{(n)}(M_1, M_2)$ for arbitrary functions $\xi_t^{(n)}$ and where $A_{1,\tau,t}$ are arbitrary $\kappa$-by-$\nu_1$ matrices.

Decodings, power constraint, and the definitions of error probabilities and capacity regions are as described in Section III.

We denote the linear-feedback capacity region with one-sided feedback from Receiver 1 by $C_{\text{linfb}}^{\text{BC}, \text{One}}(H_1, H_2; P)$. It is unknown to date. Inner bounds (i.e., achievable regions) have been proposed by Bhaskaran [20] and Steinberg, Lapidoth, and Wigger [21].

Analogous to Proposition 1, we can derive a multi-letter expression for the linear-feedback capacity region $C_{\text{linfb}}^{\text{BC}, \text{One}}(H_1, H_2; P)$.

Recall the definition of the regions $R_{\text{BC}}$ in Definition 1.

**Proposition 4.**

$$C_{\text{linfb}}^{\text{BC}, \text{One}}(H_1, H_2; P) = \text{cl} \left( \bigcup_{\eta, B_{11}} \frac{1}{\eta} R_{\text{BC}} \left( \eta, B_{11}^B, 0, H_1^B, H_2^B, P \right) \right)$$

where the union is over all positive integers $\eta$ and all strictly-lower block-triangular $(\eta\kappa)$-by-$(\eta\nu_1)$ matrices $B_{11}^B$ with blocks of sizes $\kappa \times \nu_1$ that satisfy $\text{tr} \left( B_{11}^B (B_{11}^B)^{-1} \right) \leq \eta P$, and where 0 denotes the $(\eta\kappa)$-by-$(\eta\nu_2)$ all-zero matrix.

**Proof:** Analogous to the proof of Proposition 1 but where the matrix $B_{22}^B$ needs to be the $(\eta\kappa)$-by-$(\eta\nu_2)$ all-zero matrix, which by (60) implies that also $A_{2,\tau,\ell} = 0$ for all $\tau, \ell$. \hfill \qed

B. MIMO Gaussian MAC with One-Sided Feedback

---

Fig. 6. Two-user MIMO Gaussian MAC with one-sided feedback.
Consider the Gaussian MIMO MAC described in (15), Section IV, but where only Transmitter 1 has feedback from the receiver (see Figure 6). The inputs are thus of the form

\[
\begin{align*}
X_{1,t} &= \varphi_{1,t}^{(n)}(M_1, Y_{1,1}, \ldots, Y_{t-1}) \\
X_{2,t} &= \varphi_{2,t}^{(n)}(M_2).
\end{align*}
\]  \hspace{1cm} (91a)

We will again restrict to linear-feedback schemes where the inputs at Transmitter 1 are generated as

\[
X_{1,t} = W_{1,t} + \sum_{\tau=1}^{t-1} C_{1,\tau,t} Y_{\tau},
\]  \hspace{1cm} (92)

where \( W_{1,t} \) is a vector that only depends on the message \( M_1 \) but not on the feedback, \( W_{1,t} = \xi_{1,t}^{(n)}(M_1) \) for arbitrary functions \( \xi_{1,t}^{(n)} \).

Decoding, power constraint, and the definitions of error probabilities and capacity regions are as described in Section IV.

We denote the linear-feedback capacity region of the Gaussian MIMO MAC with one-sided feedback from Receiver 1 by \( C_{\text{linfb MAC,One}}^{\eta}(H_1^B, H_2^B; P) \). It is unknown to date. Inner bounds (i.e., achievable regions) were presented in [22, 23, 24, 25].

Analogous to Proposition 2 we can derive a multi-letter expression for the linear-feedback capacity region \( C_{\text{linfb MAC,One}}^{\eta}(H_1^B, H_2^B; P) \). Recall the definition of the regions \( \mathcal{R}_{\text{MAC}} \) in Definition 2.

**Proposition 5.**

\[
C_{\text{linfb MAC,One}}^{\eta}(H_1^B, H_2^B; P) = \text{cl} \left( \bigcup_{\eta, D^B_1} \mathcal{R}_{\text{MAC}} \left( \eta, D^B_1, 0, (H_1^B)\tau, (H_2^B)\tau; P \right) \right)
\]

where the union is over all positive integers \( \eta \) and all strictly-lower block-triangular \( (\eta \nu_1) \)-by-(\( \eta \nu_2 \)) matrices \( D^B_1 \) with block sizes \( \nu_1 \times \nu_2 \) that satisfy \( \text{tr} \left( D^B_1 (D^B_1)\tau \right) \leq \eta P \), and where 0 denotes the \( (\eta \nu_2) \)-by-(\( \eta \nu_2 \)) all-zero matrix.

**Proof:** Analogous to the proof of Proposition 2 but where the matrix \( D^B_1 \) needs to be the \( (\eta \nu_2) \)-by-(\( \eta \nu_2 \)) all-zero matrix which implies that \( \{C_{2,\tau,t}\} \) are all equal to the \( \nu_2 \)-by-\( \nu_2 \) all-zero matrix.

\[ \blacksquare \]

**C. Duality Result**

**Theorem 2.**

\[
C_{\text{linfb BC,One}}^{\eta}(H_1, H_2; P) = C_{\text{linfb MAC,One}}^{\eta}(H_1^B, H_2^B; P).
\]  \hspace{1cm} (93)

**Proof:** Follows from Propositions 4 and 5 and Remark 1 which continues to hold in the one-sided feedback setup, and because \( 0 = 0 \) and Proposition 5 imply the following:

If \( B^B_1 = D^B_1 \), then

\[
\mathcal{R}_{\text{BC}} \left( \eta, B^B_1, 0, H_1^B, H_2^B; P \right) = \mathcal{R}_{\text{MAC}} \left( \eta, D^B_1, 0, H_1^B, H_2^B; P \right).
\]  \hspace{1cm} (94)

\[ \blacksquare \]

VII. EXTENSION II: \( K \geq 2 \) USERS

In this section we consider the \( K \)-user Gaussian BC and MAC with feedback, when \( K \geq 2 \).

**A. \( K \geq 2 \)-user MIMO Gaussian BC with Feedback**

We consider the \( K \geq 2 \)-receiver Gaussian BC with perfect output-feedback depicted in Figure 7. At each time \( t \in \mathbb{N} \), if \( x_t \) denotes the real vector-valued input symbol sent by the transmitter, Receiver \( i \), for \( i \in \{1, \ldots, K\} \), observes the real vector-valued channel output

\[
Y_{i,t} = H_i x_t + Z_{i,t},
\]  \hspace{1cm} (95)

where \( H_i \) is a deterministic nonzero real \( \nu_i \)-by-\( \nu_i \) channel matrix known to transmitter and receivers, and the sequence of noises \( \{Z_{1,t}, \ldots, Z_{K,t}\}_{t=1}^{n} \) is a sequence of i.i.d. centered Gaussian random vectors, each of identity covariance matrix.

We will again restrict to linear-feedback schemes where the inputs, at each time \( t \in \{1, \ldots, n\} \), are generated as

\[
X_t = W_t + \sum_{i=1}^{K} \sum_{\tau=1}^{i-1} A_{i,\tau,t} Y_{i,\tau},
\]  \hspace{1cm} (96)
where $W_t = \xi_t^{(n)}(M_1, \ldots, M_K)$, for an arbitrary function $\xi_t^{(n)}$, is thus a vector that only depends on the messages but not on the feedback.

Decodings, power constraint, and the definitions of error probabilities and capacity regions are similar to Section III when we consider $K$ instead of two users.

We denote the linear-feedback capacity region for this setup by $C_{\text{linfb}}^{\text{BC}}(H_1, \ldots, H_K; P)$. It is unknown to date. Achievable regions are presented in [8] and [5].

Analogous to the definition of the regions $\mathcal{R}_{\text{BC}}$ in Definition 1, we define $\mathcal{R}_{\text{BC}}(\eta, B^1_1, \ldots, B^K_K; H^B_1, \ldots, H^K_K; P)$ as the capacity region of the MIMO BC

$$Y_i = H^B_iU + H^B_i \left( \sum_{j=1}^{K} B^B_j Z_j \right) + Z_i, \quad i \in \{1, \ldots, K\},$$

when the channel inputs $U$ is average block-power constrained to

$$\eta P - \sum_{j=1}^{K} \text{tr} \left( B^B_j (B^B_j)^\dagger \right).$$

**Proposition 6.**

$$C_{\text{linfb}}^{\text{BC}}(H_1, \ldots, H_K; P) = \text{cl} \left( \bigcup_{\eta, B^1_1, \ldots, B^K_K} \frac{1}{\eta} \mathcal{R}_{\text{BC}}(\eta, B^B_1, \ldots, B^B_K, H^B_1, \ldots, H^B_K; P) \right)$$

where the union is over all positive integers $\eta$ and all strictly-lower block-triangular $((\eta \kappa) \times (\eta \eta_i))$ matrices $B^B_i$ with blocks of sizes $\kappa \times \eta_i$, for $i \in \{1, \ldots, K\}$, that satisfy $\sum_{j=1}^{K} \text{tr} \left( B^B_j (B^B_j)^\dagger \right) \leq \eta P$.

**Proof:** Similar to the proof of Proposition 1 if the linear-feedback schemes described in Section V-B1 and the converse are modified so as to allow for an arbitrary number $K \geq 2$ of users. Details omitted.

**B. $K \geq 2$-user MIMO Gaussian MAC with Feedback**

$$Y_i = H^B_iU + H^B_i \left( \sum_{j=1}^{K} B^B_j Z_{ij} \right) + Z_i, \quad i \in \{1, \ldots, K\},$$

when the channel inputs $U$ is average block-power constrained to
We consider the $K \geq 2$-transmitter Gaussian MAC with perfect output-feedback depicted in Figure [8]. At each time $t \in \mathbb{N}$, if $x_{i,t}$, for $i \in \{1, \ldots, K\}$ denotes the real vector-valued input symbol sent by Transmitter $i$, the receiver observes the real vector-valued channel output

$$ Y_t = \sum_{i=1}^{K} H_i^T x_{i,t} + Z_t, \quad (99) $$

where $H_i$, for $i \in \{1, \ldots, K\}$, is a constant nonzero real $\nu_i$-by-$\kappa$ channel matrix and the sequence of noises $\{Z_t\}_{t=1}^n$ is a sequence of i.i.d. centered Gaussian random vectors of identity covariance matrices.

We will again restrict to linear-feedback schemes where the inputs at Transmitter $i$, for $i \in \{1, \ldots, K\}$, are generated as

$$ X_{i,t} = W_{i,t} + \sum_{\tau=1}^{t-1} \sum_{\tau'=\tau}^{t-1} C_{i,\tau',t} Y_{\tau}, \quad (100) $$

where $W_{i,t} = \xi_{i,t}^{(n)}(M_i)$ for an arbitrary function $\xi_{i,t}^{(n)}$ is thus a vector that only depends on the message $M_i$ but not on the feedback.

Decoding, power constraint, and the definitions of error probabilities and capacity regions are as described in Section [V] extended to $K \geq 2$ users. The linear-feedback capacity region is denoted by $C_{\text{MAC, linfb}}^{\text{MAC, SISO}}(h_1, \ldots, h_K; P)$. It is unknown when $K > 2$.

We will be specially interested in the SISO case ($\nu_i = \kappa = 1$) when the channel matrices $H_1, \ldots, H_K$ reduce to scalars $h_1, \ldots, h_K$. We denote the linear-feedback capacity region for this case by $C_{\text{MAC, SISO}}(h_1, \ldots, h_K; P)$. Also this SISO capacity region is unknown when $K > 2$. However, for equal channel coefficients $h_1 = \ldots, h_K = h$, the results by Kramer [6] and Ardenistaza deh et al. [7] combined with a symmetry argument as presented in Appendix A-A immediately yield:

$$ C_{\text{MAC, linfb}}^{\text{MAC, SISO}}(h, \ldots, h; P) = \frac{1}{2} \log (1 + P \phi(K, P)), \quad (101) $$

where $\phi(K, P)$ is the unique solution in $[1, K]$ to the following equation in $\phi$:

$$ (1 + P \phi)^{K-1} = \left(1 + \frac{P}{K} \phi(K - \phi)\right), \quad (102) $$

Analogous to the definition of the regions $R_{\text{MAC}}$ in Definition [2] we define $R_{\text{MAC}}\left(\eta, D_1^B, \ldots, D_K^B, (H_1^B)^\top, \ldots, (H_K^B)^\top; P\right)$ as the capacity region of the MIMO MAC:

$$ Y = \left(1 + \sum_{i=1}^{K} (H_i^B)^\top D_i^B\right) v^\top \left(\sum_{i=1}^{K} (H_i^B)^\top Q_i^{-1} U_i + Z\right), \quad (103) $$

when the inputs $U_1, \ldots, U_K$ are average block-sumpower constrained to

$$ \eta P - \sum_{j=1}^{K} \text{tr} \left(D_j^B (D_j^B)^\top\right), \quad (104) $$

where $Q_i$, for $i \in \{1, \ldots, K\}$, is the unique positive square root of

$$ M_i = (1 + D_i^B (H_i^B)^\top)^\top (1 + D_i^B (H_i^B)^\top) + \sum_{j=1; j \neq i}^{K} (D_j^B (H_j^B)^\top)^\top (D_j^B (H_j^B)^\top). \quad (105) $$

**Proposition 7.**

$$ C_{\text{MAC, SISO}}(H_1^B, \ldots, H_K^B; P) = \text{cl} \left( \bigcup_{\eta, D_1^B, \ldots, D_K^B} \frac{1}{\eta} R_{\text{MAC}}\left(\eta, D_1^B, \ldots, D_K^B, (H_1^B)^\top, \ldots, (H_K^B)^\top; P\right) \right), $$

where the union is over all positive integers $\eta$ and all strictly-lower block-triangular $(\nu_i)$-by-$(\kappa)$ matrices $D_i^B$ of blocks with sizes $\nu_i \times \kappa$, for $i \in \{1, \ldots, K\}$, that satisfy $\sum_{j=1}^{K} \text{tr} \left(D_j^B (D_j^B)^\top\right) \leq \eta P$.

**Proof:** Analogous to the proof of Proposition [2] but where the linear-feedback schemes described in Section [V-B3] and the converse need to be modified so as to allow for an arbitrary number $K \geq 2$ of users. Details omitted.
C. Duality Result

Our main result on duality can also be extended to the MIMO BC and MAC with more than two users.

**Theorem 3.** The linear-feedback capacity regions of the \( K \geq 2 \)-user MIMO Gaussian BC with channel matrices \( H_1, \ldots, H_K \) under sum-power constraint \( P \) and the \( K \geq 2 \)-user MIMO Gaussian MAC with channel matrices \( H_1^T, \ldots, H_K^T \) under sum-power constraint \( P \) coincide:

\[
C_{\text{linf}}^{\text{BC}}(H_1, \ldots, H_K; P) = C_{\text{MAC}}^{\text{linf}}(H_1^T, \ldots, H_K^T; P).
\]  

**Proof:** The proof follows by Proposition 6 and Remark 11 which continues to hold for this setup, and Proposition 3 which can be extended to \( K \geq 2 \) users since the no-feedback MAC-BC duality holds for \( K \geq 2 \) users [13].

Specializing this theorem to the SISO case under equal channel gains \( h_1 = \ldots, h_K = h \), we obtain:

**Corollary 6.**

\[
C_{\text{linf}}^{\text{BC,SISO,Σ}}(h, \ldots, h; P) = C_{\text{MAC,SISO,Σ}}^{\text{linf}}(h, \ldots, h; P)
\]

where a computable expression for \( C_{\text{MAC,SISO,Σ}}^{\text{linf}}(h, \ldots, h; P) \) is given in (101).

The achievability of the sum-rate in (107) for the \( K \)-user scalar Gaussian BC with equal channel gains was already established by the control-theory-inspired scheme in [5]. Our result here establishes that for the symmetric scalar Gaussian BC and arbitrary number of users \( K > 2 \) this scheme is indeed sum-rate optimal among all linear-feedback schemes.

**VIII. PROOFS**

**A. Converse to Proposition 7**

We wish to prove

\[
C_{\text{linf}}^{\text{BC}}(H_1, H_2; P) \leq \text{cl} \left( \bigcup_{(\eta, B_{11}, B_{22})} \frac{1}{\eta} R_{\text{BC}}(\eta, B_1^B, B_2^B, H_1^B, H_2^B; P) \right).
\]  

Fix \( (R_1, R_2) \in C_{\text{linf}}^{\text{BC}}(H_1, H_2; P) \) and for these rates and for each blocklength \( n \) we fix encoding and decoding functions \( \hat{\xi}^{(n)}, \phi_1^{(n)}, \phi_2^{(n)} \) and linear-feedback matrices \( \{B_{i,\tau,\ell}^{(n)}\} \) such that the sequence of probabilities of error \( P_{e_{\text{BC}}}^{(n)} \to 0 \) as \( n \to \infty \) and the power constraint (5) is satisfied for each \( n \). (Thus, we use the form in (14) to describe the channel inputs.)

Applying Fano’s inequality, we obtain that for each \( i \in \{1,2\} \) and for each positive integer \( n \),

\[
nR_i \leq I(M_i; Y_i^{(n)}) + \epsilon_n,
\]

where \( \frac{\epsilon_n}{n} \to 0 \) as \( n \to \infty \) and where \( Y_i^{(n)} \) denotes the \( n\nu_i \)-dimensional column-vector that is obtained by stacking on top of each other all the \( n \) vectors observed at Receiver \( i \) when the blocklength-\( n \) scheme is applied.

Letting \( n \to \infty \), we have

\[
R_i = \lim_{n \to \infty} \frac{1}{n} I(M_i; Y_i^{(n)}), \quad i \in \{1,2\}.
\]  

Since the RHS of (108) is closed, it suffices to prove that for all \( \delta > 0 \), the pair \((R'_1, R'_2)\),

\[
R'_1 \triangleq \eta(R_1 - \delta), \quad R'_2 \triangleq \eta(R_2 - \delta),
\]

lies in \( R_{\text{BC}}(\eta, B_1^B, B_2^B, H_1^B, H_2^B; P) \) for some positive integer \( \eta \) and strictly-lower block-triangular \( \eta \kappa \)-by-\( \eta \nu_1 \) and \( \eta \kappa \)-by-\( \eta \nu_2 \) matrices \( B_1^B \) and \( B_2^B \) of block sizes \( \kappa \times \nu_1 \) and \( \kappa \times \nu_2 \).

By (110) and (111), there exists a finite blocklength \( n \) such that

\[
R'_1 \leq I(M_1; Y_1^{(n)}), \quad R'_2 \leq I(M_2; Y_2^{(n)}).
\]

In the sequel, let \( n \) be so that (112) holds. Also, based on the parameters \( \{B_{i,\tau,\ell}^{(n)}\} \) of the blocklength-\( n \) scheme, define

\[
B_i^B = \begin{bmatrix}
0 & \cdots & 0 \\
B_{i,1,2}^{(n)} & \ddots & 0 \\
\vdots & & \ddots \\
B_{i,1,n}^{(n)} & \cdots & B_{i,(n-1),n}^{(n)}
\end{bmatrix}, \quad i \in \{1,2\}.
\]
The corresponding channel outputs $Y_1^{(n)}$ and $Y_2^{(n)}$ are
\begin{align}
Y_1^{(n)} &= \mathbf{H}_1^n \tilde{\mathbf{W}}^{(n)} + (I + \mathbf{H}_1^n \mathbf{B}_1^n) \mathbf{Z}_1^{(n)} + \mathbf{H}_1^n \mathbf{B}_1^n \mathbf{Z}_2^{(n)}, \quad (114a) \\
Y_2^{(n)} &= \mathbf{H}_2^n \tilde{\mathbf{W}}^{(n)} + (I + \mathbf{H}_2^n \mathbf{B}_2^n) \mathbf{Z}_2^{(n)} + \mathbf{H}_2^n \mathbf{B}_2^n \mathbf{Z}_1^{(n)}, \quad (114b)
\end{align}
where $\mathbf{Z}_1^{(n)} = (\mathbf{Z}_{1,1}^{(n)}, \ldots, \mathbf{Z}_{1,n}^{(n)})^\top$, $\mathbf{Z}_2^{(n)} = (\mathbf{Z}_{2,1}^{(n)}, \ldots, \mathbf{Z}_{2,n}^{(n)})^\top$, and $\tilde{\mathbf{W}}^{(n)}$ is the $n\kappa$-dimensional vector that is obtained when stacking on top of each other all the $n$ codevectors ($\kappa$-dimensional column-vectors) that are produced by the encoding function $\tilde{\xi}^{(n)}$. Notice that the power-constraint (8) is equivalent to requiring that
\begin{align}
E\left[\|\tilde{\mathbf{W}}^{(n)}\|^2\right] &\leq nP - \text{tr}\left(\mathbf{B}_1^n (\mathbf{B}_1^n)^\top\right) - \text{tr}\left(\mathbf{B}_2^n (\mathbf{B}_2^n)^\top\right). \quad (115)
\end{align}

Let now $\eta = n$ and consider the BC in (114), where the transmitter is equipped with $\eta\kappa$ antennas and Receiver $i$ with $\eta \nu_i$ antennas, for $i \in \{1, 2\}$, and where $\tilde{\mathbf{W}}^{(n)}$ denotes the $\eta\kappa$-dimensional input-vector. Recall that we denoted by $\mathcal{R}_{BC}(\eta, \mathbf{B}_1^n, \mathbf{B}_2^n, \mathbf{H}_1^n, \mathbf{H}_2^n; P)$ the capacity region of this channel under an expected average block-power constrained $(\eta P - \text{tr}\left(\mathbf{B}_1^n (\mathbf{B}_1^n)^\top\right) - \text{tr}\left(\mathbf{B}_2^n (\mathbf{B}_2^n)^\top\right))$ on the input $\tilde{\mathbf{W}}^{(n)}$. Using random coding and joint typicality decoding, it can be shown that the nonnegative rate-pair $(\hat{R}_1, \hat{R}_2)$ lies in this capacity region $\mathcal{R}_{BC}(\eta, \mathbf{B}_1^n, \mathbf{B}_2^n, \mathbf{H}_1^n, \mathbf{H}_2^n; P)$ if it satisfies
\begin{align}
\hat{R}_1 &\leq I(\Theta_1; Y_1^{(n)}) \quad (116a) \\
\hat{R}_2 &\leq I(\Theta_2; Y_2^{(n)}) \quad (116b)
\end{align}
for some independent auxiliary random variables $\Theta_1$ and $\Theta_2$ and a choice of $\tilde{\mathbf{W}}^{(n)}$ such that $(\Theta_1, \Theta_2, \tilde{\mathbf{W}}^{(n)})$ are independent of $(\mathbf{Z}_1^{(n)}, \mathbf{Z}_2^{(n)})$.

Specializing this last argument to $\Theta_1 = M_1$ and $\Theta_2 = M_2$, by (1172), we conclude that for any $\delta > 0$ the rate-pair $(\hat{R}_1', \hat{R}_2')$ defined in (1171) lies in $\mathcal{R}_{BC}(\eta, \mathbf{B}_1^n, \mathbf{B}_2^n, \mathbf{H}_1^n, \mathbf{H}_2^n; P)$, which concludes the proof.

**B. Proof of Lemma 1**

For the inputs transmitted in the first $\eta$-length block and described by (14), it holds:
\begin{align}
E\left[\|X_1\|^2\right] &= \text{tr}(E[X_1 X_1^\top]) \\
&= \text{tr}\left(\left(Q_1^{-1} + D_1^n (H_1^n)^\top Q_1^{-1}\right) E[U_1^\top U_1] \left(Q_1^{-1} + D_1^n (H_1^n)^\top Q_1^{-1}\right)^\top\right) \\
&\quad + \text{tr}\left(\left(D_1^n (H_1^n)^\top Q_1^{-1} E[U_2^\top U_2] D_1^n (H_1^n)^\top Q_1^{-1}\right)^\top\right) + \text{tr}\left(D_1^n D_1^n\right),
\end{align}
and similarly,
\begin{align}
E\left[\|X_2\|^2\right] &= \text{tr}(E[X_2 X_2^\top]) \\
&= \text{tr}\left(\left(Q_2^{-1} + D_2^n (H_2^n)^\top Q_2^{-1}\right) E[U_2^\top U_2] \left(Q_2^{-1} + D_2^n (H_2^n)^\top Q_2^{-1}\right)^\top\right) \\
&\quad + \text{tr}\left(\left(D_2^n (H_2^n)^\top Q_2^{-1} E[U_1^\top U_1] (D_2^n (H_2^n)^\top Q_2^{-1})\right)^\top\right) + \text{tr}\left(D_2^n D_2^n\right). 
\end{align}

Notice now that since $\text{tr}(AB) = \text{tr}(BA)$, by the definition of $M_1$ in (13a) and because $Q_1^{-1}$ is symmetric
\begin{align}
\text{tr}\left(\left(Q_1^{-1} + D_1^n (H_1^n)^\top Q_1^{-1}\right) E[U_1^\top U_1] \left(Q_1^{-1} + D_1^n (H_1^n)^\top Q_1^{-1}\right)^\top\right) \\
&\quad + \text{tr}\left(\left(D_1^n (H_1^n)^\top Q_1^{-1} E[U_1^\top U_1] (D_1^n (H_1^n)^\top Q_1^{-1})\right)^\top\right) \\
&= \text{tr}\left(\left(Q_1^{-1} (I + D_1^n (H_1^n)^\top Q_1^{-1} (I + D_1^n (H_1^n)^\top)\right)^\top \right) \\
&\quad + \text{tr}\left(D_1^n (H_1^n)^\top Q_1^{-1} E[U_1^\top U_1] (D_1^n (H_1^n)^\top Q_1^{-1})\right) \\
&= \text{tr}\left(\left(Q_1^{-1} M_1 \text{tr}(E[U_1^\top U_1])\right)\right) \\
&= E\left[\|U_1\|^2\right]. \quad (117)
\end{align}

Similarly,
\begin{align}
\text{tr}\left(\left(Q_2^{-1} + D_2^n (H_2^n)^\top Q_2^{-1}\right) E[U_2^\top U_2] \left(Q_2^{-1} + D_2^n (H_2^n)^\top Q_2^{-1}\right)^\top\right) \\
&\quad + \text{tr}\left(\left(D_2^n (H_2^n)^\top Q_2^{-1} E[U_2^\top U_2] (D_2^n (H_2^n)^\top Q_2^{-1})\right)^\top\right) \\
&= E\left[\|U_2\|^2\right]. \quad (118)
\end{align}
Combining all these equalities, by the linearity of the trace, we obtain that
\[
\mathbb{E} \left[ \|X_1\|^2 \right] + \mathbb{E} \left[ \|X_2\|^2 \right] = \mathbb{E} \left[ \|U_1\|^2 \right] + \mathbb{E} \left[ \|U_2\|^2 \right] + \text{tr} \left( D_1^B (D_1^B)^\top \right) + \text{tr} \left( D_2^B (D_2^B)^\top \right)
\]
and can thus conclude that the input sequences satisfy the average total input-power constraint \( P \) whenever \( \eta P - \text{tr} \left( D_1^B (D_1^B)^\top \right) - \text{tr} \left( D_2^B (D_2^B)^\top \right) \geq 0 \) and the vectors \( U_1 \) and \( U_2 \) produced by the outer code satisfy the average total input-power constraint \( \left( \eta P - \text{tr} \left( D_1^B (D_1^B)^\top \right) - \text{tr} \left( D_2^B (D_2^B)^\top \right) \right) \).

C. Converse Proof to Proposition 2

We wish to prove
\[
C^{\text{linf}}_{\text{MAC}} (H_1^2, H_2^2; P) \subseteq \text{cl} \left( \bigcup_{(\eta,D_1^B,D_2^B)} \frac{1}{\eta} R_{\text{MAC}} \left( \eta, D_1^B, D_2^B, (H_1^B)^\top, (H_2^B)^\top; P \right) \right). \tag{119}
\]

Fix \((R_1,R_2) \in C^{\text{linf}}_{\text{MAC}} (H_1^2, H_2^2; P)\) and for these rates and for each blocklength \( n \) we fix encoding and decoding functions \( \xi_1^{(n)}, \xi_2^{(n)}, \phi^{(n)} \), and linear-feedback matrices \( \{C_{i,\tau,\ell}^{(n)}\} \) such that the sequence of probabilities of error \( P_e^{(n)} \rightarrow 0 \) as \( n \rightarrow \infty \) and the power constraint \( (18) \) is satisfied.

Applying Fano’s inequality, we obtain that for each positive integer \( n \),
\[
\begin{align*}
n R_1 & \leq I(M_1; Y^{(n)}) + \epsilon_n, \tag{120a} \\
n R_2 & \leq I(M_2; Y^{(n)}) + \epsilon_n, \tag{120b}
\end{align*}
\]
where \( \frac{\epsilon_n}{n} \rightarrow 0 \) as \( n \rightarrow \infty \) and where \( Y^{(n)} \) denotes the \( n \)-dimensional column-vector that is obtained by stacking on top of each other all the \( n \) vectors observed at the receiver when the blocklength-\( n \) scheme is applied.

Letting \( \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} I(Y^{(n)}; X_i) = \mathbb{E} \left[ \|X_i\|^2 \right] \), we have
\[
R_1 = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} I(Y^{(n)}; X_i)
\]
\[
R_2 = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} I(Y^{(n)}; X_i).
\]

Since the RHS of (119) is closed, it suffices to prove that \( \forall \delta > 0 \), the pair \((R_1', R_2')\),
\[
\begin{align*}
R_1' & \triangleq \eta (R_1 - \delta) \\
R_2' & \triangleq \eta (R_2 - \delta),
\end{align*}
\]
lies in \( R_{\text{MAC}}(\eta, D_1^B, D_2^B, (H_1^B)^\top, (H_2^B)^\top; P) \) for some positive integer \( \eta \) and strictly-lower block-triangular \( \eta \mu_1 \)-by-\( \eta \kappa \) and \( \eta \mu_2 \)-by-\( \eta \kappa \) matrices \( D_1^B \) and \( D_2^B \) of block sizes \( \mu_1 \times \kappa \) and \( \mu_2 \times \kappa \), respectively.

By (121) and (122), there exists a finite blocklength \( n \) such that
\[
\begin{align*}
R_1' & \leq I(M_1; Y^{(n)}), \tag{123a} \\
R_2' & \leq I(M_2; Y^{(n)}). \tag{123b}
\end{align*}
\]

In the sequel, let \( n \) be fixed and so that (123) holds. Also, based on the parameters \( \{C_{i,\tau,\ell}^{(n)}\} \) of the blocklength-\( n \) scheme, let
\[
C_i^B = \begin{bmatrix}
0 \\
C_{i,1,2}^{(n)} & 0 & \cdots & 0 \\
C_{i,1,3}^{(n)} & C_{i,2,2}^{(n)} & 0 & \cdots \\
\vdots & \ddots & \ddots & \ddots \\
C_{i,1,n}^{(n)} & C_{i,2,n}^{(n)} & \cdots & C_{i,(n-1),n}^{(n)} & 0 \\
\end{bmatrix}, \quad i \in \{1, 2\}, \tag{124}
\]
and
\[
D_i^B = C_i^B \left( I - (H_i^B)^\top C_i^B \right)^{-1} \left( I - (H_i^B)^\top C_i^B \right)^{-1}, \quad i \in \{1, 2\}. \tag{125}
\]
Let moreover, \( Q_1 \) and \( Q_2 \) be the unique positive square roots of the (positive-definite) matrices
\[
M_1 = (I + D_1^B (H_1^B)^\top) (I + D_1^B (H_1^B)^\top) + (D_2^B (H_1^B)^\top D_2^B (H_1^B)^\top)
\]
That means $\text{MAC}$ equals the capacity region of the $\text{MAC}$: where now

$$D. \text{Proof of Proposition 3}$$

Recall that we denoted by $Q_1$ and $Q_2$. We now turn to the $BC$ (61). Let $D_1$ and $D_2$. In the same way as in Lemma 1 it can be shown that the power constraint (18) is equivalent to requiring that

$$E[\|U_1^{(n)}\|^2] + E[\|U_2^{(n)}\|^2] \leq \eta P - \text{tr}(D_1^D(D_1^T)^T) - \text{tr}(D_2^D(D_2^T)^T).$$

Let now $\eta = n$ and consider the MIMO MAC (128), where Transmitter $i$, for $i \in \{1, 2\}$, is equipped with $\eta \nu_i$ antennas, the receiver is equipped with $\eta \rho_i$ antennas, and where $U_1^{(n)}$ and $U_2^{(n)}$ denote the $\eta \nu_i$-dimensional independent input-vectors. Recall that we denoted by $R_{\text{MAC}}(\eta, D_1, D_2, H_1^B, H_2^B, P)$ the capacity region of this channel under an expected total average block-power constraint $(\eta P - \text{tr}(D_1^D(D_1^T)^T) - \text{tr}(D_2^D(D_2^T)^T))$ on the inputs $U_1^{(n)}$ and $U_2^{(n)}$. Using random coding and joint typicality decoding, it can be shown that the nonnegative rate-pair $(R_1, R_2)$ lies in $R_{\text{MAC}}(\eta, D_1, D_2, (H_1^B)^T, (H_2^B)^T; P)$ if it satisfies

$$R_1 \leq I(\Theta_1; Y^{(n)}),$$

for some auxiliary random variables $\Theta_1$ and $\Theta_2$ and some choice of the inputs $U_1^{(n)}$ and $U_2^{(n)}$ such that the pairs $(\Theta_1, U_1^{(n)})$ and $(\Theta_2, U_2^{(n)})$ are independent of each other and of the noise vectors $Z_1^{(n)}, Z_2^{(n)}$.

Specializing this last argument to $\Theta_1 = M_1$ and $\Theta_2 = M_2$, by (122), we conclude that the rate-pair $(R_1', R_2')$ defined in (122) lies in $R_{\text{MAC}}(\eta, D_1, D_2, (H_1^B)^T, (H_2^B)^T; P)$, which establishes the desired proof.

**D. Proof of Proposition 3**

Fix $\eta$, channel matrices $H_1$ and $H_2$, and strictly-lower block-triangular matrices $B_1^B, B_2^B$. Also, let $D_1^D, D_2^D$ be given as in (83). Notice that since $B_1^B$ and $B_2^B$ are strictly-lower block-triangular, so are $D_1^D$ and $D_2^D$. Also, let $H_1^B$ and $H_2^B$ be defined by (83) and for $i \in \{1, 2\}$ let $\tilde{H}_i^B = I_\eta \otimes \tilde{H}_i$.

We consider the MIMO MAC in (76), but where now $H_1^B$ and $(H_2^B)^T$ are replaced by $\tilde{H}_1$ and $\tilde{H}_2^B$. So, we consider the MIMO MAC:

$$\mathbf{Y}' = (I + \tilde{H}_1^B D_1^B + \tilde{H}_2^B D_2^B) \cdot (\tilde{H}_1^B Q_1^{-1} U_1 + \tilde{H}_2^B Q_2^{-1} U_2 + Z),$$

where now $Q_1$ and $Q_2$ are the unique positive-definite square-roots of the matrices

$$M_1 = (I + D_1^B \tilde{H}_1^B)^T (I + D_1^B \tilde{H}_1^B) + (D_1^B \tilde{H}_1^B)^T (D_1^B \tilde{H}_1^B),$$

$$M_2 = (I + D_2^B \tilde{H}_2^B)^T (I + D_2^B \tilde{H}_2^B) + (D_2^B \tilde{H}_2^B)^T (D_2^B \tilde{H}_2^B).$$

That means $Q_1$ and $Q_2$ are the unique positive-definite symmetric matrices that satisfy

$$Q_1 Q_1 = M_1,$$

$$Q_2 Q_2 = M_2.$$  

Since the matrix $(I + \tilde{H}_1^B D_1^B + \tilde{H}_2^B D_2^B)$ is invertible, the capacity region of the MAC in (131) under any input power constraint equals the capacity region of the MAC

$$Y_{\text{MAC}} = \tilde{H}_1^B Q_1^{-1} U_1 + \tilde{H}_2^B Q_2^{-1} U_2 + Z$$

under the same input power constraint. This holds because the receiver can multiply its output vectors by an invertible matrix without changing the capacity region of the MAC.

We now turn to the BC (61). Let $S_1$ and $S_2$ be the positive square roots of the positive-definite matrices

$$S_1 \triangleq (I + H_1^B B_1^B)^T + (H_1^B B_1^B)(H_1^B B_2^B)^T.$$
\[
N_2 \triangleq (H_2^B B_2^B)(H_2^B B_2^B)^\top + (I + H_2^B B_2^B)(I + H_2^B B_2^B)^\top.
\] (135b)

That means, \(S_1\) and \(S_2\) are the unique positive-definite symmetric matrices that satisfy

\[
S_1 S_1 = N_1 \quad (136a)
\]
\[
S_2 S_2 = N_2. \quad (136b)
\]

The matrices \(S_1\) and \(S_2\) are invertible. Therefore, since in a MIMO BC each receiver can multiply its output vectors by an invertible matrix (here \(ES_i^{-1}\)) without changing the capacity of the BC, under any power constraint on the input vectors \(W\), the MIMO BC in (61) has the same capacity region as the MIMO BC

\[
Y'_{i} \triangleq E S_i^{-1} H_i^B U + \tilde{Z}_i, \quad i \in \{1, 2\},
\] (137)

where \(\tilde{Z}_1\) and \(\tilde{Z}_2\) denote independent centered Gaussian vectors of identity covariance matrices.

Define now a new input-vector \(\hat{U}\) which is obtained from \(U\) by reversing the order of the elements:

\[
\hat{U} \triangleq EU.
\] (138)

Notice that \(\|\hat{U}\|^2\) and \(\|U\|^2\) are equal. Thus, when the input vectors \(U\) are average block-power constrained to

\[
\eta P - \text{tr}(B_i^B(B_i^B)^\top) - \text{tr}(B_i^B(B_i^B)^\top),
\] (139)

the MIMO BC in (137) has the same capacity region as the MIMO BC

\[
Y'_{i,BC} \triangleq E S_i^{-1} H_i^B E \hat{U} + \tilde{Z}_i, \quad i \in \{1, 2\},
\] (140)

when the input vectors \(\hat{U}\) are average block-power constrained to the same power (139).

We conclude the proof by showing that the capacity region of the MIMO BC in (140) under average input power constraint (139) and the capacity region of the MIMO MAC (134) under average input-power constraint

\[
\eta P - \text{tr}(D_i^B(D_i^B)^\top) - \text{tr}(D_i^B(D_i^B)^\top)
\] (141)

are the same. To this end, we first notice that by Assumption (83), the two power constraints (139) and (141) coincide. In fact, for \(i \in \{1, 2\}\),

\[
\text{tr}(B_i^B(B_i^B)^\top) = \text{tr}(E(D_i^B)^\top EDD_i^B E)
\]
\[
= \text{tr}(E(D_i^B)^\top E)
\]
\[
= \text{tr}(D_i^B EE(D_i^B)^\top)
\]
\[
= \text{tr}(D_i^B (D_i^B)^\top),
\] (142)

where the first, second, and fourth equality hold because \(E = E^\top\) and \(E^{-1} = E\), and the third equality holds because \(\text{tr}(AB) = \text{tr}(BA)\) for any matrices \(A\) and \(B\). Moreover, we shall shortly show that the BC in (140) and the MAC in (134) are dual in the sense that

\[
ES_i^{-1} H_i^B E = (H_i^B Q_i^{-1})^\top,
\] (143)

The desired equality (84) in the proposition follows then immediately from the nofeedback duality of the MIMO Gaussian MAC and BC, \(c_{BC}^{\text{nofb}}(H_1^B, H_2^B; \eta P) = c_{BC}^{\text{nofb}}((H_1^B)^\top, (H_2^B)^\top; \eta P)\) \(13\), \(14\), \(15\).

In the remaining of this section we prove (143). Notice that by Assumption (83),

\[
EM_1 = E(I + D_i^B \bar{H}_i^B)^\top(I + D_i^B \bar{H}_i^B) + E(D_i^B \bar{H}_i^B)^\top(D_i^B \bar{H}_i^B)E
\]
\[
= E(I + E(B_i^B)^\top)(H_i^B)^\top E)(I + E(B_i^B)^\top)(H_i^B)^\top E)E
\]
\[
+ E(E(B_i^B)^\top)(H_i^B)^\top E)(E(B_i^B)^\top)(H_i^B)^\top E)E
\]
\[
= (I + H_i^B B_i^B)^\top(I + H_i^B B_i^B)^\top + (H_i^B B_i^B)^\top(H_i^B B_i^B)^\top
\]
\[
= N_1,
\] (144)

where in the second and third equalities we used again that \(E = E^\top\) and \(EE = I\), and in the second equality we also used

\[
\bar{H}_1^B = I_{\eta} \otimes (E_{\eta} H_1^B E_{\nu_1})
\]
\[
= (E_{\eta} I_{\eta} E_{\eta}) \otimes (E_{\eta} H_1^B E_{\nu_1})
\]
\[
= (E_{\eta} \otimes E_{\eta})(I_{\eta} \otimes H_1^B)(E_{\eta} \otimes E_{\nu_1})
\]
\[
= E_{\eta \nu_1}(I_{\eta} \otimes H_1^B)^\top E_{\nu_1}
\]
where here in the last equality we used that
and construct the strictly-lower block-triangular matrices
which by Proposition 3 establishes (153). Notice first that Condition (86) implies
In a similar way we can also prove that
\[ S_2 = EQ_2E. \] (148)
Equality (143) follows now because for each \( i \in \{1, 2\} \):
\[
ES_i^{-1}H_i^B E = Q_i^{-1}EH_i^BE
= Q_i^{-1}(\bar{H}_i^B)^T
= (H_i^BQ_i^{-1})^T
= (\bar{H}_i^BQ_i^{-1})^T,
\] (149)
where here in the last equality we used that \( Q_i \) is symmetric and thus \( Q_i^{-1} = Q_i^{-T} \).

**E. Proof of Corollary 5**

As a first step, define the matrices
\[
C'_{i,\tau,\ell} \triangleq EC_{i,\tau,\ell}E,
\] (150)
and construct the strictly-lower block-triangular matrices \( C'_1 \) and \( C'_2 \) similarly to (71)
\[
C'_i = \begin{bmatrix}
C'_{i,1,2} & 0 & \ldots & 0 \\
C'_{i,1,3} & C'_{i,2,3} & 0 & \ldots \\
\vdots & \ddots & \ddots & \ddots \\
C'_{i,1,\eta} & C'_{i,2,\eta} & \ldots & C'_{i,(\eta-1),\eta} & 0
\end{bmatrix}, \quad i \in \{1, 2\},
\] (151)
Also, let
\[
D'_i \triangleq C'_i \left(1 - \bar{H}_1^B C'_1 - \bar{H}_2^B C'_2\right)^{-1}, \quad i \in \{1, 2\}.
\] (152)
We now show that under Assumption (86),
\[
\mathcal{R}_{BC}(\eta, B_1^B, B_2^B, H_1^B, H_2^B; P) = \mathcal{R}_{MAC}(\eta, D_1^{B'}, D_2^{B'}, \bar{H}_1^B, \bar{H}_2^B; P)
\] (153)
and moreover,
\[
\mathcal{R}_{MAC}(\eta, D_1^{B'}, D_2^{B'}, (H_1^B)^T, (H_2^B)^T; P) = \mathcal{R}_{MAC}(\eta, D_1^{B'}, D_2^{B'}, \bar{H}_1^B, \bar{H}_2^B; P),
\] (154)
which combined establish the desired proof.
Equation (154) follows by Remark 1 and because through the operation (150) the encoders transform the channel matrix \( H_i^P \) into \( \bar{H}_i \). The multiplication from the left by \( E \) makes that the inputs are premultiplied by \( E \) before they are sent over the channel and the multiplication from the right makes that the feedback outputs are first multiplied by \( E \) before further use, see (74). (See also the proof of Remark 1.)
To prove (155), we shall show that
\[
\bar{D}'_i = B_i^B,
\] (155)
which by Proposition 3 establishes (153). Notice first that Condition (86) implies
\[
\bar{A}_i = C'_i\!
\] (156)
Therefore, by (152), and by the properties in Note 1,

\[
\bar{D}_B = \bar{A}_1 (I - \bar{H}_1^B \bar{A}_1^B - \bar{H}_2^B \bar{A}_2^B) \bar{A}_1^B \bar{A}_2^B = B_i^B
\]

and thus concludes the proof.

### APPENDIX A

**Proofs of Auxiliary Results**

A. Proof of (31)

Fix a nonzero real number \( h \) and a positive real number \( P \). By (29),

\[
C_{\text{MAC,SISO,Σ}}^P(h, h; P) = \max_{P_1, P_2 \geq 0: P_1 + P_2 = P} \frac{1}{2} \log \left( 1 + h^2 P + 2h^2 P_1 P_2 \rho^* \right),
\]

where the function \( \zeta_{P, h} \) is defined as

\[
\zeta_{P, h}(\alpha) : [0, 1] \rightarrow \left[ 0, \frac{1}{4} \right], \quad \alpha \rightarrow \sqrt{\alpha(1 - \alpha) \rho^* (h, h; \alpha P, (1 - \alpha) P)}.
\]

We argue in the following that irrespective of the values of \( h \) and \( P \):

\[
\arg \max_{\alpha \in [0, 1]} \zeta_{P, h}(\alpha) = \frac{1}{2},
\]

and thus the sum-capacity \( C_{\text{MAC,SISO,Σ}}^P(h, h; P) \) is as in (31). More specifically, we show that if (160) was violated, then the sum-capacity of the scalar Gaussian MAC with symmetric channel gains \( h \) and symmetric individual power constraints \( P/2 \) differs from \( \frac{1}{2} \log(1 + h^2 P + 2h^2 P \zeta_{P, h}(1/2)) \), which contradicts the results in [1]. In fact, let’s assume for contradiction that there exists a \( \alpha^* \in [0, 1] \) such that

\[
\zeta_{P, h}(\alpha^*) > \zeta_{P, h}(1/2).
\]

By symmetry of the function \( \zeta_{P, h} \), also

\[
\zeta_{P, h}(1 - \alpha^*) > \zeta_{P, h}(1/2).
\]

We consider the following time-sharing scheme over the scalar Gaussian MAC with symmetric channel gains and power constraints. During the first half of the channel uses we apply Ozarow’s scheme [1] where Transmitter 1 uses average power \( \alpha^* P \) and Transmitter 2 uses average power \( (1 - \alpha^*) P \). During the second half we again apply Ozarow’s scheme, but now Transmitter 1 uses average power \( (1 - \alpha^*) P \) and Transmitter 2 uses average power \( \alpha^* P \). Over the entire block of transmission, each transmitter thus uses average power \( P/2 \) and satisfies the individual average power constraint. The described scheme achieves a sum-rate of

\[
R_\Sigma = \frac{1}{4} \log(1 + h^2 P + 2h^2 P \zeta_{P, h}(\alpha^*)) + \frac{1}{4} \log(1 + h^2 P + 2h^2 P \zeta_{P, h}(1 - \alpha^*))
\]

By (161) and (164) the rate of our scheme thus exceeds the sum-capacity of the channel under symmetric individual power constraints, which establishes the desired contradiction.
B. Proof of Note 2

Recall the mapping \( \omega \) defined by (60)

\[
B_i^B \triangleq (1 - A_i^B H_i^B - A_2^B H_2^B)^{-1} A_i^B, \quad i \in \{1, 2\}. \tag{165}
\]

One can verify that

\[
A_i^B \triangleq (1 + B_i^B H_1^B + B_2^B H_2^B)^{-1} B_i^B, \quad i \in \{1, 2\}. \tag{166}
\]

Observe now that:

- If a matrix \( A \) is strictly-lower block-triangular with block sizes \( \kappa_1 \times \kappa_2 \) and a matrix \( B \) is lower block-triangular with block sizes \( \kappa_2 \times \kappa_3 \), then the product \( AB \) is strictly-lower block-triangular with block sizes \( \kappa_1 \times \kappa_3 \).
- The inverse of a lower block-triangular matrix with block sizes \( \kappa \)-by-\( \kappa \) is again lower block-triangular with the same block sizes.

With these observations and inspecting the expressions in (165) and (166), the lemma follows.

References

[1] L. Ozarow, “The capacity of the white Gaussian multiple access channel with feedback,” IEEE Trans. on Inf. Th., vol. 30, no. 4, pp. 623-629, 1984.
[2] S. Jafar and A. Goldsmith, “On the capacity of the vector MAC with feedback,” IEEE Trans. on Inf. Theory, vol. 52, no. 7, pp. 3259-3264, 2006.
[3] N. Elia, “When Bode meets Shannon: control-oriented feedback communication schemes,” IEEE Trans. Automat. Contr., vol. 49, no. 9, pp. 1477-1488, 2004.
[4] W. Wu, S. Vishwanath, and A. Arapostathis, “Gaussian interference networks with feedback: duality, sum capacity and dynamic team problems,” in Proc. 43rd Ann. Allerton Conf., pp. 926-935, 2005.
[5] E. Ardestanizadeh, P. Minero, and M. Franceschetti, “LQG control approach to Gaussian broadcast channels with feedback,” IEEE Trans. on Inf. Theory, vol. 58, no. 8, pp. 5267-5278, 2012.
[6] G. Kramer, “Feedback strategies for white Gaussian interference networks,” IEEE Trans. on Inf. Theory, vol. 48, no. 6, pp. 1423-1438, 2002.
[7] E. Ardestanizadeh, M. Wigger, Y. H. Kim, and T. Javidi, “Linear-feedback sum-capacity for Gaussian multiple access channels,” IEEE Trans. on Inf. Theory, vol. 58, no. 1, pp. 224-236, 2012.
[8] L. Ozarow and S. Leung-Yan-Cheong, “An achievable region and outer bound for the Gaussian broadcast channel with feedback,” IEEE Trans. on Inf. Theory, vol. 20, no. 2, pp. 667-671, 1984.
[9] M. Gastpar, A. Lapidoth, Y. Steinberg, and M. Wigger, “New achievable rates for the Gaussian broadcast channel with feedback,” in Proceedings of ISWCS, pp. 579-583, 2011.
[10] Y. Wu and M. Wigger, “Any positive feedback rate increases the capacity of strictly less-noisy broadcast channels,” in Proceedings of ITW, pp. 1-5, 2013.
[11] O. Shayevitz and M. Wigger, “On the capacity of the discrete memoryless broadcast channel with feedback,” IEEE Trans. on Inf. Theory, vol. 59, no. 3, pp. 1329-1345, 2013.
[12] R. Venkataramanan and S. S. Pradhan, “An achievable rate region for the broadcast channel with feedback,” IEEE Trans. on Inf. Theory, vol. 59, no. 10, pp. 6175-6191, 2013.
[13] S. Vishwanath, N. Jindal, and A. Goldsmith, “Duality, achievable rates, and sum-rate capacity of Gaussian MIMO broadcast channels,” IEEE Trans. on Inf. Theory, vol. 49, no. 10, pp. 2658-2668, 2003.
[14] P. Viswanath and D. N. C. Tse, “Sum capacity of the vector Gaussian broadcast channel and uplink-downlink duality,” IEEE Trans. on Inf. Theory, vol. 49, no. 8, pp. 1912-1921, 2003.
[15] H. Weingarten, Y. Steinberg, and S. Shamai, “The capacity region of the Gaussian multiple-input multiple-output broadcast channel,” IEEE Trans. on Inf. Theory, vol. 52, no. 9, pp. 3963-3964, 2006.
[16] R. S. Cheng and S. Verdu, “Gaussian multiaccess channels with ISI: capacity region and multiuser water-filling,” IEEE Trans. on Inf. Theory, vol. 39, no. 3, pp. 773-785, 1993.
[17] J. Schalkwijk and K. Kailath, “A coding scheme for additive noise channels with feedback-I: No bandwidth constraint,” IEEE Trans. on Inf. Theory, vol. 12, no. 2, pp. 172-182, 1966.
[18] T. Cover, “Broadcast channels,” IEEE Trans. on Inf. Theory, vol. 18, no. 1, pp. 2-14, 1972.
[19] P. Bergmans, “A simple converse for broadcast channels with additive white Gaussian noise (Corresp.),” IEEE Trans. on Inf. Theory, vol. 20, no. 2, pp. 279-280, 1974.
[20] S. R. Bhaskaran, “Gaussian broadcast channel with feedback.” IEEE Trans. on Inf. Theory, vol. 54, no. 11, pp. 5252-5257, 2008.
[21] A. Lapidoth, Y. Steinberg, and M. Wigger, “Gaussian broadcast channel with partial feedback,” in Proc. 2010 IEEE 26-th Convention of Electrical and Electronics Engineers in Israel, (Eilath, Israel), p. 641, Nov. 2010
[22] F. M. J. Willems, E. C. van der Meulen, and J. P. M. Schalkwijk, “A coding scheme for the additive white Gaussian noise multiple access channel with semi-feedback,” Tijdschrift van het Nederlands Elektronica-en Radiogenootschap, 48(3):103-107, 1983.
[23] A. B. Carleial, “Multiple-access channels with different generalized feedback signals,” IEEE Trans. on Inf. Theory, vol. 28, pp. 841-850, 1982.
[24] T. M. Cover and C. S. K. Leung, “An achievable rate region for the multiple-access channel with feedback,” IEEE Trans. on Inf. Theory, vol. 27, pp. 292-298, 1981.
[25] A. Lapidoth and M. Wigger, “On the AWGN MAC with imperfect feedback,” IEEE Trans. on Inf. Theory, vol. 56, no. 11, pp. 5432-5476, 2010.