An embedded deep learning system for augmented reality in firefighting applications
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Abstract—Firefighting is a dynamic activity, in which numerous operations occur simultaneously. Maintaining situational awareness (i.e., knowledge of current conditions and activities at the scene) is critical to the accurate decision-making necessary for the safe and successful navigation of a fire environment by firefighters. Conversely, the disorientation caused by hazards such as smoke and extreme heat can lead to injury or even fatality. This research implements recent advancements in technology such as deep learning, point cloud and thermal imaging, and augmented reality platforms to improve a firefighter’s situational awareness and scene navigation through improved interpretation of that scene. We have designed and built a prototype embedded system that can leverage data streamed from cameras built into a firefighter’s personal protective equipment (PPE) to capture thermal, RGB color, and depth imagery and then deploy already developed deep learning models to analyze the input data in real time. The embedded system analyzes and returns the processed data to the commander or other relevant firefighting personnel.

Index Terms—deep learning, embedded platform, augmented reality, firefighting, situational awareness.

I. INTRODUCTION

Firefighting is an inherently dangerous and potentially fatal activity. Even the most experienced firefighters can be affected by stress and anxiety during a fire, leading to disorientation and the corresponding impairment of situational awareness. Furthermore, these stressors are only exacerbated by the smoke, high temperatures, and low visibility at the scene, further compromising a firefighter’s ability to effectively respond to the situation. Situational awareness, or the real-time knowledge of continuously changing conditions at the scene, is essential to accurate decision-making and the ability of a firefighter to maintain situational awareness in these conditions is likewise critical. The firefighter’s life and the lives of those needing rescue are reliant on the firefighter’s ability to make accurate decisions during scene navigation, and recent advancements in deep learning [1], data processing, and embedded systems technologies now offer a new way to assist and improve this decision-making process.

Indeed, such technologies are already being implemented in firefighting applications. Just within the last decade, these applications have grown to include the use of wireless sensor networks (WSN) for early fire detection and response [2], virtual reality platforms for firefighter training [3]–[5], and autonomous or semi-autonomous firefighting robots [6]–[8]. But fighting fires poses many challenges to the firefighters themselves that are not adequately addressed by these solutions. Continuously changing life-threatening situations can engender severe stress and anxiety, and induce disorientation that can lead to inaccurate decision making and decreased situational awareness. Recent research [9] has demonstrated a discrepancy between the information available during fire emergencies and the information required for critical situational awareness, as well as the importance of information accuracy to error-free decision making.

In fact, inaccurate judgment calls are consistently among the top causes of firefighter fireground injuries each year, and firefighter personal protective equipment (PPE), contrary to its purpose, is often a contributing factor [10]. Although firefighter PPE is designed to protect the wearer during extreme fire conditions, it is not without its drawbacks, including reduced visibility and range of motion [10], [11]. These drawbacks have led to the integration of various sensors, such as infrared cameras, gas sensors, and microphones, into firefighter PPE to assist and monitor firefighters remotely [11]. The data acquired by these sensors can also be leveraged for an additional purpose: to provide firefighters with object recognition and tracking and 3D scene reconstruction in real-time, creating a next generation smart and connected firefighting system.

The procedure for object and human detection can be used to describe the scene by using human language, prioritize the presentation of images to the commander depending on the contents of the image, or to find different scenarios on demand (by presenting those scenes that contain fire, procumbent humans, or other situations of interest). Another interesting application is to produce augmented reality for the fire fighter in the scene. The situations of interest where this implementation can be applied are diverse. For instance, fire fighters may find themselves in a scenario where their vision is impaired due to dense smoke or dust particles, or where there are no visible light, so the scene has to be illuminated with a handheld or helmet flashlight. In general, in these situations, the thermal cameras can assist and improve the visual clarity of the scenario. Nevertheless, thermal images are more difficult to interpret than visible light-based images. A way to improve the perceptual experience of the fire fighters is to use the...
detected images to reconstruct the scenario using augmented reality glasses. We have developed preliminary prototypes of an augmented reality system that projects the images detected and segmented by a neural network to the Hololens augmented reality glasses, commercialized by Microsoft. They project the image from a computer over a semitransparent screen, so the user can see the projected images, and also through them. The images are projected so their virtual focal point is about 10 inches away from the user’s eyes, thus producing the illusion of seeing a semitransparent screen floating over the user. Their see-through effect allows the user to interact with the environment without being impeded or disoriented by a virtual experience. The headset has an incorporated inertial measurement unit (IMU) that is used to determine the position of the head. This information is useful to maintain the position of the image when the user rotates their head.

The aim of this paper is to demonstrate the hardware deployment of the firefighter aid system. This proposed system integrates FLIR One G2 and Intel RealSense D435i thermal and depth cameras with an NVIDIA Jetson embedded Graphics Processing Unit (GPU) platform that deploys already developed machine and deep learning models [12] to process captured datasets and then wirelessly stream the augmented images in real time to a secure local network router based on a mesh node communication topology [13]. The augmented images are then relayed to a Microsoft HoloLens augmented reality platform incorporated into a firefighter’s PPE as part of a system that is insusceptible to environmental stressors while also being able to detect objects that can affect safe navigation through a fire environment with a greater than 98% test accuracy rate [12]. This relay, interpretation process and return of interpreted and projected data is real-time.

The contributions to the field delivered by this paper are targeted towards application oriented research. We present a system that demonstrates the effective combination of existing technologies to cyber-human systems, applied to fire fighters, with the aim to improve the on-duty fire fighter safety. From a technical point of view, our contribution consists of the design of a unified tracking and segmentation framework for infrared imagery and performing an online computation in an embedded platform.

II. THE DEEP CNN MODEL

This research deploys a trained deep Convolutional Neural Network (CNN) based autonomous system to identify and track objects of interest from thermal images captured at the fireground. While most applications of CNN systems to date are found in the related fields of surveillance and defense, some recent work has explored applications in unmanned aerial vehicles (UAVs) to detect pedestrians [14] and avalanche victims [15] from the air. Other recent work has demonstrated the use of CNN systems on embedded NVIDIA Jetson platforms, such as the TX1 and TX2, for traffic sign identification (with applications for autonomous vehicles) [16].
and autonomous image enhancement [17]. Other work has deployed fully-Convolutional Neural Networks (FCNNs) on the TX2 to provide single-camera real-time, vision-based depth reconstruction [18] and demonstrated an attention-based CNN model that can learn to identify and describe image content that can then be generated as image captions [19].

Prior to the development of deep learning models, various feature engineering techniques such as Histogram of the Oriented Gradient (HOG) [20], Scale Invariant Feature Transform (SIFT) [21], optical flow [22], Fischer vectors [23] and machine learning techniques such as Support vector machines (SVM) [24], logistic regression [25], random forest [26] and decision trees [27] were applied to the extracted features for classification and detection task. Despite the optimal hyper-parameter search, the methods performed poorly. This is due to the limited color, texture and contour information present in the infrared imagery. Also, the shallow machines could not reach the level of complexity needed for the classification and detection tasks. Besides, the tracking and segmentation frameworks are based on the classification and regression blocks which are needed to be trained separately, making difficult their integration in a combination of subsystems as the one in 1.

The embedded system described in this paper deploys a deep CNN system, but is a novel approach that, to the best of our knowledge, is the first of its kind [12]. In order to implement the augmented reality system, we constructed a light weight Mask R-CNN [28] with a Faster R-CNN [29] backbone as shown in Figure 1. Objects are identified and tracked in images from the thermal imaging dataset using Faster R-CNN, and then instances of significant objects are masked and shaded using Mask R-CNN. This framework is built on top of a VGG-16 like model [12]. To accomplish the object segmentation and tracking tasks, we extended the VGG model framework with proposal networks to construct a region-based CNNs (RCNNs). These models are able to localize each one of the objects in the scene and continuously track them. The model was further modified with the addition of a 1x1 Convolutional layer constructing a Mask R-CNN to achieve better detection and to produce, at the same time, a semantic segmentation of the scene. The system was trained with a large quantity of images recorded in real fire training situations by firefighters to identify and track objects in real time.

The detection and segmentation framework is based on Faster R-CNN backbone. The detection and tracking process involves region proposal generation and classification process. Faster R-CNN uses a region-proposal network (RPN) at the end of the feature extraction network to process the feature maps generated and produce region proposals which are used by classification and regression heads for bounding box and label generation. The region proposal network is a fully convolutional network which operates on the extracted features with different anchor boxes generating scores. Anchor boxes are a sliding window with variable size that act on CNN feature maps and for each window, output k potential bounding boxes and scores which measure the amount of accuracy of each box i.e. bounding box co-ordinates and score indicating how likely the image in the given bounding box will be an object of interest. These bounding box are further processed by the classification heads and regression heads to generate classification and tighten the bounding boxes. Mask R-CNN is an extension to the Faster R-CNN for pixel level segmentation. Faster R-CNN are only able to produce the bounding boxes for each object and might be confusing when the objects of interest are highly overlapped in an image. Mask R-CNN addresses this issue by locating exact pixels of each object. Mask R-CNN adds a fully convolutional network (FCN) branch to Faster R-CNN that processes the CNN feature map and outputs a binary mask indicating whether the pixel in question belongs to the object or not. Mask R-CNN uses RoIPool to generate the masks which are then combined with classification and bounding boxes from faster R-CNN to generate precise segmentation maps. The training loss comprises classification error, bounding box regression error and mask generation error.

Furthermore, the backbone VGG16-based system [12] is capable of performing human recognition and posture detection to deduce a victim’s condition and guide firefighters ac-

Fig. 2: Overview of relationships between system components
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Accordingly, which can assist in prioritizing victims by urgency. Processed information can be relayed back to the firefighter via an augmented reality platform that enables them to visualize the results of the analyzed inputs and draws their attention to objects of interest, such as doors and windows otherwise invisible through smoke and flames. This visualization also provides localized information related to those objects.

III. THE EMBEDDED SYSTEM

A. System Overview

The embedded system consists of the following commercial off-the-shelf (COTS) hardware components:

- NVIDIA Jetson TX2 Development Kit
- FLIR One G2 for Android thermal camera
- Intel RealSense D435i depth camera
- Wireless network router

An overview of the interactions between these components and their place within the smart and connected firefighting system is illustrated in Figure 2. The components can be further categorized into those that acquire data (FLIR One and RealSense cameras), those that process data (NVIDIA Jetson), those that communicate data (NVIDIA Jetson and wireless router), and those that ultimately augment data (HoloLens). Each of these categories is described here in detail.

B. System Architecture

1) Data Acquisition: The system acquires data utilizing the live streaming of thermal, RGB, and depth image datasets captured by both the FLIR One and Intel RealSense cameras. Examples of such datasets are shown in Figure 3. Each camera has the option to adjust frame rate, but for the purposes of consistency, all tests were conducted at a rate of 30 frames per second (fps). Both cameras are attached to Jetson platforms via USB cables, and the acquired datasets are transmitted from the camera sensors to the embedded Jetson platforms through the same USB connections.

2) Data Processing: The camera-acquired datasets, which include thermal, RGB, and depth images, are processed by the deep learning models deployed on the Jetson GPU platforms. Each captured frame is processed by the algorithms and the rendered images are then streamed to a secure wireless network router, along with the original raw images. In addition, the images are also saved locally on the Jetson’s onboard flash memory; available storage on the embedded platform is limited however, and stored images are only stored until a limit is reached (up to 100 captured frames), at which point the saved frames are removed and a new stored set is begins.

The specific information processed by the deep learning model is object detection, object tracking, instance segmentation, and scene description.

3) Data Communication: The processed and raw images are wrapped in HTML code and made available for access by connected devices on the secure local network through a wireless router as a video stream. This allows access to both the firefighter whose sensors captured the data and also to commanding officers overseeing and guiding the response effort as well as any other firefighters at the scene.

4) Data Augmentation: The processed data is relayed in real time through the network for visualization on the Microsoft HoloLens, thus providing the firefighter with the visualized augmented information to assist navigation and enhance situational awareness.

C. System Implementation

Camera Sensor Implementation: Both the FLIR One and the RealSense D435i cameras are available commercially; however, neither camera was designed for the ARM64 architecture of the NVIDIA Jetson platforms, which run a version of embedded Ubuntu Linux OS developed specifically for the Jetson’s Tegra processor (a system on a chip, or SoC). Therefore, in order for the system to recognize and capture data from the USB connected cameras, it was first necessary to build each camera its own kernel driver module for the Tegra Ubuntu kernel. These modules are variations of the open source v4l2loopback Ubuntu Linux kernel module, modified for the individual camera.
The cameras are controlled at the user level by the Python language wrapper programs for the FLIR One and RealSense cameras. These programs implement the FLIR One and RealSense classes where each class provides the necessary user-level controls to initialize the cameras and acquire and save frames. These individual camera wrapper programs also initialize the cameras and implement OpenCV to process the individual captured frames with the trained deep CNN system using the Jetson’s onboard GPU.

D. System Deployment

The data acquisition, data processing, and augmented data hardware components of the embedded system seen in Figure 2 will be integrated with the firefighter’s personal protective equipment (PPE) as shown in Figure 4 to provide the firefighter the real time information processing and augmentation that will enhance situational awareness and assist in minimizing the number of poor decisions made due to stress, anxiety, and disorientation. The system is lightweight and can easily be integrated with the firefighter suit.

IV. DISCUSSION AND RESULTS

The resulting live stream output comprising both raw and processed thermal images is illustrated in Figure 5. Similarly, the live stream output comprising the RGB color and color mapped depth images captured by the RealSense camera is illustrated in Figure 6. The results of the algorithm of the thermal captured feeds in firefighting scenarios is shown in Figure 7a and Figure 7b.

Figure 7a shows the result of the object detection and tracking, where each object is confided in a bounding box with a detection probability. This is performed by the Faster R-CNNs described in section II. By using our modified R-CNNs, the objects are segmented in different colors and tracked in real time as shown in Figure 7b. The sequences of segmented images are represented in the Hololens. The raw depth maps and RGB feeds presented in Figure 6 are combined to construct the 3D map of the scene via Intel Realsense built in a 3D reconstruction algorithm. We are currently working to combine these feeds with the thermal feed to construct a better 3D map in low light conditions.

The latency of the current system is about 0.1 seconds, which includes the computational time plus the communications time. The lower communication and communication time is due to the low resolution of the data and the fact that the number of floating point operations in test is relatively low so can be executed with the used GPU in a short time. The latency is, in any case, noticeable by the user, and it can only be reduced by the use of more powerful processors. Therefore, there is a technological limitation in this aspect, that will only be overcome as the computer technology advances.

The connection between the Hololens and the processor is local, and it is performed through a personal area network, which is then assumed to be on at all times, since the signals do not need to reach more than one foot (the distance between antennas in the firefighter gear). A separate research the team proposed prototypes for nodal communications that are based on nodes carried by each one of the fire fighters, whose redundant nature make communications robust in inconsistent indoor communications channels [13].

The work presented here lays a foundation for the development of a real-time situational map of the structural configuration of a building that is actively built and updated via the live thermal imagery being recorded by firefighters moving through the scene. An initial demonstration of indoor positioning and path planning is presented in [30] which is based on the estimation of camera movement through estimation of the relative orientation with SIFT and Optical flow. This map, which is updated in real-time, could be used by firefighters to assist them in safely navigating the burning structure and improve the situational awareness necessary in decision making by tracking exits that may become blocked and finding alternatives. Utilizing the features detected via the approach presented in this paper, a robust localization and tracking system to track objects of interest in sequences of frames can be built. The visual features from this framework have also been coupled with a Natural Language Processing (NLP) system for scene description and allow the framework to autonomously make human-understandable descriptions of the environment to aid firefighters to improve their understanding of the immediate surroundings and assist them when anxiety levels are heightened. Our future work seeks to join these two components with a deep reinforcement learning (Q-learning) algorithm that utilizes the continuously updated state map to assist in path planning and the navigation steps computed by this algorithm can be vocalized through the NLP system. The deep Q-learning based approach provides a navigation system that actively avoids hazardous paths. These three components, built on the backbone of the research presented here, can be fused to accomplish the ultimate goal of providing an artificially intelligent solution capable of guiding firefighters to safety in worst-case scenarios. Further to compress the neural net parameters into an embedded platform for a real time performance, we would like to explore the tensor train...
(a) Demonstration of object detection and tracking implemented with Faster R-CNN. The green boxes bind the object of interest. The label on top infers corresponding object and detection probability. Selected objects of interest include firefighters and civilians, doors, windows, and ladders.

(b) Demonstration of object instance segmentation implemented with Mask R-CNN. Every instance of significant object is enclosed with different masks. The instances for firefighters are shaded with distinct colors. Doors and windows are shaded with instance boundaries.

Fig. 7: Results of the proposed framework

networks [31] and distributed implementation [32] for large scale data. In moments of panic, our system may assist firefighters to regain a sense of their surroundings and the best path they can take to exit the burning structure.

A. Conclusion

We have created an automated system that is capable of real-time object detection and recognition using data gathered on site. The algorithms developed are able to provide detailed analyses of the surroundings. The improvements made to the firefighter’s ability to maintain a constant and consistent situational awareness also greatly improves their ability to correctly interpret surroundings, maximizing rescue efficiency and effectiveness.

The embedded system is capable of initializing and capturing real-time thermal images from a FLIR One G2 camera, processing those images for object detection, object tracking, instance segmentation, and scene description on an NVIDIA Jetson TX2 embedded GPU development platform, and returning the output as a real-time live stream over a secure wireless network to first responders and commanding officers alike. In addition, the embedded system is also able to acquire and process RGB color and depth images captured by an Intel RealSense D435i camera on an NVIDIA Jetson AGX Xavier embedded GPU development platform and to return the output as a second real-time live stream over the same secure wireless network.

There are a number of challenges to the successful implementation of a smart and connected firefighter system, and primary among them is the challenge of providing robust, real-time data acquisition, processing, communication, and augmentation. This research provides a foundation on which solutions to these challenges can be built. Among these challenges is the integration of such technology into the gear of first responders. In numerous interviews with first responder crews, the main concern raised centers on this integration of the proposed system in their gear in a way that is not cumbersome or distracting given their small field of view through their masks. It is very difficult for them to add equipment to their standard gear without disturbing their normal operation. Therefore, the accommodation of this equipment and the design of adequate interfaces for firefighters needs further investigation. Nevertheless, the present proposal is a proof of concept of the usage of these technologies by first responders. The design of a usable prototype is out of the scope of the research but is the objective of future work. The final prototype must take into account the usability of the interface and the elimination of all interference with the emergency response.

Our next steps will focus on fusing the data collected from the different cameras to form a 3D map of the building. The data will form the foundation of a new AI system that assists the firefighters with path planning through cataloging of doors, windows, and paths clear of fire. We will also address the hardware issues which currently limit the application of the
embedded system at the fireground.
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