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ABSTRACT To achieve efficient and accurate remaining life prediction and effectively express the uncertainty of prediction results, this paper proposes a remaining life prediction method based on fuzzy evaluation-Gaussian process regression (FE-GPR). First, the prediction of the remaining useful life (RUL) is affected by unknown variables, such as the environment, and it is difficult to achieve accurate predictions. It is necessary to effectively express the uncertainty of such prediction results. In this paper, we have put forward a RUL prediction method based on GPR, which can realize the RUL prediction with a confidence interval. Second, combined with the characteristics of the GPR method, an observation data preprocessing method based on fuzzy evaluation is proposed. The initial fuzzy evaluation method is established based on expert knowledge. Then, the classification nodes are optimized by the gravitational search algorithm (GSA) and historical data. This method, which uses fuzzy logic combined with expert knowledge, can avoid over-fitting in the case of limited data, and effectively improves the prediction accuracy of the GPR model. Finally, we use NASA PCoE lithium battery data for a case study. The results show that the FE-GPR method achieves a more accurate RUL prediction and effectively reflects the uncertainty of the prediction results.

INDEX TERMS Fuzzy evaluation, gaussian process regression, remaining life prediction, gravitational search algorithm.

I. INTRODUCTION

With the development of science and technology, the remaining useful life (RUL) prediction of complex systems has increasingly received attention. The existing remaining life prediction methods can be divided into three categories [16]: the reliability model, physical model and data driven. On the one hand, with increasing device complexity, the internal structure is difficult to describe by quantitative physical model; on the other hand, due to the environment and state of each device being different, the reliability model is not universally applicable. Therefore, it is difficult to make an accurate RUL prediction, especially in high-tech and high-energy fields such as aerospace [18]. The data-driven method based on observation data has a bright application prospect. The data-driven remaining life prediction method can be transformed into a time series data feature mining and prediction problem [12]. In this type of method, the RUL prediction process can be divided into four parts: observation data feature extraction, health index construction, degradation trend prediction, and RUL conversion. Researchers around the world have also proposed various prediction methods. However, achieving an accurate RUL prediction and reflecting the uncertainty of the results, with a limited amount of data, has both theoretical research and engineering practice significance. Two aspects of research in this paper have been carried out, which achieve a unified measurement of limited but diverse observation data, and effectively reflect the uncertainty of the remaining life prediction results. To carry out related research better, one must first analyze the research status of these two parts.

The existing RUL prediction models, such as the auto regressive (AR) [4] approach, are time-order data processing methods that predict the subsequent changes in the data by
the pre-order variation in the same data, and assume that it is a linear change. The support vector machine (SVM) [5] is a data classification and prediction method for the binary classification and prediction of data through supervised learning. The artificial neural network (ANN) [7] is a nonlinear prediction model, which is modeled after the human brain working mode, and possesses a strong nonlinear input and output mapping ability. These above methods use the historical data to learn the characteristics of the observation data of the target system, and do not rely on expert knowledge and specific physical models. They are suitable for suitable for life prediction research [2], [14].

However, the traditional GPR method also has shortcomings such as a poor performance in large data learning and a large computational overhead. When the GPR model is applied to the RUL prediction, it is necessary to effectively preprocess the observation data according to their characteristics. Existing methods, such as the principal component analysis (PCA) method [11], converts the variables that may be coupled in the system into linear irrelevance through an orthogonal transformation; similar methods include independent component analysis (ICA) [22] and linear discriminant analysis (LDA) [10]. These methods primarily identify and extract linear features from the data. Among the processing methods of nonlinear observation data, singular value decomposition (SVD) [9] is a feature decomposition method for arbitrary matrices. The empirical mode decomposition (EMD) method [8] is suitable for the analysis and processing of nonlinear and nonstationary signals. The minimum noise fraction (MNF) [19] analysis separates noise data and reduces the complexity of the calculation process. The above methods use the kernel transformation to reduce the dimensionality of the observed data. However, due to the increasing complexity of the device, these feature extraction methods require abundant historical data. In signal processing, the classic time-frequency representation (Fourier transform) can no longer meet such requirements, so a nonlinear time-frequency representation is needed, such as the MFCC [6]. When extracting feature parameters in the time and frequency domains, the process needs to be improved based on traditional methods such as Euclidean distance and angle [20]. Once the amount of data is insufficient, these methods become difficult to apply. The fuzzy evaluation method shows a certain advantage in the normalization of observation data [17], [23]. Although the problem of uncertainty variables cannot be completely overcome, in the case of the amount of data being insufficient, combining certain expert knowledge with fuzzy evaluation method can achieve a more effective feature extraction. Based on the above discussion, combined with the characteristics of the GPR method, an observation data processing method based on fuzzy evaluation is proposed. First, the initial fuzzy evaluation calculation method based on expert knowledge is proposed. The expert knowledge can effectively improve the initial computational efficiency of the method. Based on the GSA and historical data, the classification node parameters are optimized. The new data can be used to update the parameters and improve the practicality of the algorithm. The method proposed in this paper effectively combines the advantages of expert knowledge and parameter learning methods and can improve the prediction accuracy of the GPR method, especially when the data set is not large enough.

Therefore, this paper proposes a RUL prediction model based on fuzzy evaluation-Gaussian process regression (FE-GPR) to realize the RUL prediction with confidence interval. This method uses the fuzzy evaluation to normalize the observation data, combines the GPR model to achieve a more accurate RUL prediction, and effectively reflects the uncertainty expressed in the result of the remaining life prediction.

The implementation process of the method proposed in this paper is shown in Figure 1.

II. GPR-BASED RUL PREDICTION

Gaussian process regression (GPR) is a kind of Bayesian nonparametric model. It is a Bayesian model defined in an infinite dimensional parameter space. The model exhibits a good adaptability to an input data set, and it is not necessary to specify the input dimensions and the number of parameters. The output set of this method has an indeterminate expressive ability and is adapted to characterize the RUL.

Given a training data set \((x_i, y_i)\), setting \(G\) as the conversion relationship between input and output, the GPR model is defined, as in

\[
\begin{align*}
y_i &= G(x_i) + \epsilon \\
G &= GP(m, \sigma)
\end{align*}
\]

(1)

where \(\epsilon\) is a noise function, \(m\) is satisfied as a mean function and \(\sigma\) is a covariance function. Since the Gaussian process is a stochastic process, each component satisfies the multivariate Gaussian distribution. Set the training data input matrix consisting of \(x_i\) to \(X\), the training output vector to \(y\), and \(g\) to its theoretical vector value. Then, the corresponding test data input matrix is \(X_s\), and its theoretical vector value is \(g_s\); therefore, \(y\) and \(g_s\) satisfy the joint Gaussian distribution. This Gaussian process regression is defined, as in

\[
g_s | X, y, X_s \sim GP(m(X_s), cov(g_s))
\]

(2)

Let \(\sigma(X, X)\) be the covariance matrix formed by the training data. Similarly, we can obtain \(\sigma(X, X_s)\) and \(\sigma(X_s, X)^T\), and the calculation method for \(m(X_s)\) and \(cov(g_s)\) are defined,
as in

\[
\begin{align*}
    m(X_s) &= \sigma + \sigma(X, X_s)\sigma(X, X)^{-1}(y - m) \\
    \text{cov}(g_s) &= \sigma(X, X_s)\sigma(X, X)^{-1}\sigma(X, X_s)
\end{align*}
\]  

(3)

From the above analysis, after training the model with the training data set, and then inputting the test data set, the Gaussian distribution of \( g_s \sim GP(m(X_s), \text{cov}(g_s)) \) can be obtained, where \( m(X_s) \) is the mean value, and \( \text{cov}(g_s) \) is the covariance. Using the above method, a prediction interval value with a 95% confidence level is output, as in

\[
[m(X_s) - 2\sqrt{\text{cov}(g_s)}, m(X_s) + 2\sqrt{\text{cov}(g_s)}]
\]  

(4)

In the GPR method, it is first necessary to select the corresponding mean function and covariance function according to the characteristics of the applied object. Second, by adding noise terms, the inaccurate data acquisition effect in reality is simulated. Third, the initialization of the hyperparameters and the training of the GPR model are performed. Fourth, hyperparameters are optimized, and the observed data is inputted. Finally, the predicted value is given along with its corresponding confidence interval, and the simplified implementation process is shown in Figure 2.

In the actual application process, the input training data in the GPR model needs to be normalized, and the average value is zero. In the method proposed in this paper, all the data are processed by the fuzzy evaluation mechanism, and the classification node parameters are optimized to make it suitable for the GPR method.

### III. FE-GPR METHOD

#### A. FE METHOD BASED ON EXPERT KNOWLEDGE

In the process of predicting the RUL of an actual device, the magnitudes and dimensions of each observation datum are quite different, and even the value range of the same parameter may be large. Traditional health index extraction methods, such as ratios, distances, and angles, often fail to explain the meaning intuitively. Furthermore, the range of the calculation results is large, which is not suitable for further prediction models, and cannot be effectively used to compare with that of others. The normalized evaluation of known feature quantities using expert knowledge can effectively improve the readability of the data, and the entire feature quantity is included as the same magnitude for analysis; this treatment is convenient for the processing of the later prediction model, especially when the data set is not sufficiently large. However, how to effectively avoid the subjective nature of expert knowledge that can produce errors in the model has become an important part of this method.

On the one hand, through the Delphi method, multiple experts comprehensively evaluate the multidimensional observation data then synthesize the results, effectively avoiding the impact of a single expert on the evaluation results. On the other hand, through the key node optimization method presented in the next section, combined with historical data, the fuzzy evaluation method proposed in this paper is further optimized.

To achieve consistency with the following GPR method, the fuzzy evaluation method proposed in this paper satisfies the basic Gaussian distribution characteristics, and its mean value approaches zero. The initial value of each classification node is given by expert knowledge, and the fuzzy evaluation...
The observation data set $T_k = \{T_{k1}, \ldots, T_{ki}, \ldots, T_{ks}\}$ is subjected to a fuzzy evaluation. Let $f$ be the 5-segment membership function of the fuzzy evaluation. When the $T_{ki}$ value falls in the interval $(T_{dj}, T_{dj+1})$, where $j = 1, \ldots, 5$, then the fuzzy evaluation is defined, as in

$$x_{ki} = f(x_{ki}) = \frac{T_{ki} - T_{dj}}{T_{dj+1} - T_{dj}} \ast [f(T_{dj+1}) - f(T_{dj})] + f(T_{dj})$$  

(5)

**B. OPTIMIZATION METHOD BASED ON GSA**

The fuzzy evaluation method proposed above can be achieved by a relatively simple and efficient calculation. However, the value of its classification node $T_{dj}$ is highly dependent on expert knowledge and fails to effectively utilize the observation data accumulated by the test system. Therefore, it is necessary to optimize the classification node $T_{dj}$. Thus, this paper proposes a classification node optimization method based on information entropy and GSA, which can effectively optimize the classification effect.

Because the value of the classification node $T_{dj}$ has a complex coupling relationship with the fuzzy evaluation effect, to simplify the problem, the node value is discretized, which converts the problem into a discrete optimization problem. In the process of discretization parameter optimization, a good parameter selection should make the whole system tend to be stable so that the data are more concentrated near the midpoint of the classification interval, which makes the fuzzy evaluation method more effective in characterizing the current observation data distribution. Information entropy is a metric commonly used to select features in this type of problem, and its value can effectively reflect the stability of the current system. Therefore, the difference between the current fuzzy evaluation value and the evaluation value of the median value in the classification interval is defined as a probability function, and the calculation of the information entropy is defined, as in

$$\begin{align*}
F_i &= 1 - \frac{x_{ki}}{f(T_{dj+1} - T_{dj})} \\
H_i &= -\sum_{k=1}^{n} p_i \log_2 p_i
\end{align*}$$  

(6)

Taking the information entropy of the current input set as the objective function, the GSA is used to find the minimum value, and the parameters of each classification node are optimized. The GSA has a strong global search capability and is suitable for the experimental environment established in this paper. Its implementation process is shown in Figure 3.

The implementation process can be described as follows: first, initializing the relevant parameters; second, updating the value of the fitness; third, updating the values of $M$ and $a$; fourth, updating the location; fifth, determining the termination condition; and sixth, outputting the optimized results.

In this algorithm, the calculation method of the particle mass $M_i(t)$ is defined, as in

$$M_i(t) = \frac{\text{fit}(t) - \text{worst}(t)}{\text{best}(t) - \text{worst}(t)}$$  

(7)

where $\text{fit}(t)$ represents the fitness value of the particle, which is represented by the fuzzy evaluation value in this paper; $\text{best}(t)$ represents the optimal solution at time $t$; and $\text{worst}(t)$ represents the worst solution at time $t$, which is calculated as

$$\text{best}(t) = \max_{i \in \{1, 2, \ldots, N\}} \text{fit}(t)$$  

$$\text{worst}(t) = \min_{i \in \{1, 2, \ldots, N\}} \text{fit}(t)$$  

(8)

At time $t$, the gravitational force between the object $j$ and the object $i$ in the $k$th dimension is $F_{ij}^k(t)$, and its calculation method is defined, as in

$$F_{ij}^k(t) = G(t) \frac{M_{pt}^i(t) \times M_{aj}^j(t)}{R_{ij}(t) + \varepsilon} (x_{j}^k - x_{i}^k(t))$$  

(9)

where $\varepsilon$ represents a very small constant, $M_{aj}(t)$ represents the inertial mass of the active object $j$, and $R_{ij}(t)$ represents the Euclidean distance between the particles $X_i$ and $X_j$, from which the sum of the forces received by the particles in the $k$th dimension can be obtained.

During the iterative process of the algorithm, the velocity and position of the particle centroid is calculated from the acceleration. The acceleration is known from the fundamental theorem of physics and will not be described again. The speed
and position update calculation method are defined, as in
\[
\begin{align*}
    v_i^f(t+1) &= \text{rand}_i \times v_i^f(t) + \Delta v_i^f(t) \\
    x_i^f(t+1) &= \text{rand}_i \times x_i^f(t) + v_i^f(t+1)
\end{align*}
\tag{10}
\]

The above method is the standard execution process of the GSA, but the algorithm also has the practical problem that it is easy to be limited to the local optimal solution and the solution precision is not high enough. To solve the above problems, an improved method based on simulated annealing algorithm is proposed.

The simulated annealing algorithm is also a heuristic intelligent algorithm, and its implementation process is relatively simple and presents a strong robustness. The performance of the GSA can be effectively improved by solving multidimensional nonlinear problems.

In the above equation, \(\text{rand}_i\) is adopted to perform the update operation with strong randomness. The random number can be changed to the probability value \(p(t)\), and the calculation method is defined, as in
\[
p(t+1) = \frac{p(t)}{\log(10 + g \times AS)}
\tag{11}
\]
where \(AS\) is the simulated annealing speed, and the introduction of the above operator can effectively improve the global optimization capability of GSA. This improved method is called the GSA-AS algorithm.

When performing the particle speed and position update operation, it is necessary to judge whether the termination conditions are met in real time, and if so, the update operation is not performed, and if not, the iteration is continued. At the same time, the number of iterations and the objective function attenuation value are set as the termination conditions of the algorithm. When the termination condition is satisfied, the algorithm ends iteratively and outputs the parameter result of the algorithm optimization.

### IV. FORECAST VALUE EVALUATION METHOD

To effectively compare the accuracy of each method in the RUL prediction, this paper utilizes the index \(RA\) as the relative accuracy of the prediction [3]. When there are \(n\) prediction values, \(T_{RL}(k)\) represents the index \(RA\) as the actual value and the \(E_{RL}(k)\) is the \(k\)th predicted expectation value. The calculation method of \(RA\) is defined, as in
\[
RA_k = 1 - \frac{|T_{RL}(k) - E_{RL}(k)|}{T_{RL}(k)}
\tag{12}
\]

However, the commonly used performance evaluation indicators are \(PH\) and \(\alpha - \lambda\). \(PH\) indicates the time difference between when the accuracy requirement is first met and the failure time of the device under test, while \(\alpha - \lambda\) indicates whether the prediction accuracy reaches the accuracy requirement of \(\alpha\). These two indicators are fused using the method in [1] which is defined, as in
\[
PH = T_{FT} - \lambda^*
\tag{13}
\]

where \(T_{FT}\) represents the actual time to failure of the device under test; \(\lambda^*\) indicates that the time that the probability of the predicted value within the \(\pm \alpha\) interval of the true value is greater than \(\beta\) for the first time, and \(T_p\) is the time for prediction; \(\pi(r(\lambda))\) is the sum of the probabilities that the prediction result is within the \(\pm \alpha\) interval of the true value, where the \(\pi\) value can be used to evaluate the prediction accuracy; and \(\lambda^*\) is calculated, as in
\[
\lambda^* = \min \{\lambda | \lambda \in T_p, x \wedge (\pi(r(\lambda)) \pm \alpha) \geq \beta\}
\tag{14}
\]
where \( \alpha \) and \( \beta \) are constant parameters, and generally, \( \beta = 0.5 \). In this paper, \( \pi \) and the RA index are selected as the RUL prediction performance evaluation indicators. The larger the \( \pi \) and RA values are, the higher accuracy of the prediction method performs.

**V. CASE STUDY**

The experimental data in this paper uses the public data set NASA PCoE. The lithium battery data from the NASA “Battery Data Set 1” contains charge and discharge data for \( B_5, B_6, B_7 \) and \( B_{18} \) in 4 groups. The lithium battery has a standard capacity of 2 Ah, and defines a 70% standard capacity as its failure value. By predicting the trend of the remaining capacity value and comparing it with the set failure threshold, the predicted number of remaining charging cycles is obtained, and the remaining life of the lithium battery can be predicted. In the degradation process of each group of batteries, the remaining capacity can directly characterize its health state. The corresponding relationships between the remaining capacity and the number of charge and discharge cycles are shown in Figure 4.

In the prediction of the lithium battery RUL, the charging and discharging times are related to the environment in which the battery is used, and the difference is large. Therefore, this paper uses the number of charging cycles as the remaining life evaluation value, which can more accurately reflect the remaining life of the lithium battery. Thus, the RUL prediction of a lithium battery can be achieved using the FE-GPR method, and the expected capacity value and its confidence interval would be given.

In this experiment, \( B_{18} \) is taken as an example, and the other groups of data can produce similar results. The relevant parameters are set as follows: to shorten the optimization time, the initial fuzzy evaluation classification interval is divided into equal parts, and the basic step size is selected as 0.02. While ensuring a certain experimental precision, the algorithm optimization rate can be effectively improved. In the execution process, the maximum number of iterations is set to 200, \( G_0 \) is 100, and \( a = 20 \). The squared exponential kernel is selected as the kernel function of the GPR model.

In the lithium battery RUL prediction experiment.

First, the classification node parameter optimization experiment is carried out, and the \( B_6 \) battery is selected as the parameter optimization training data set. To achieve the consistency of \( B_{18} \) in the data amount, only the first 130 sets of data are taken, and the obtained results are shown in Table 2, with the information entropy \( H_i \) as the evaluation indicator.

Second, by analyzing the amount of data in each group, the rationality of the classification result can be understood intuitively, and \( B_6 \) is taken as an example to determine the amount of each classification after optimization, as shown in Table 3.

It can be seen from Table 2 and Table 3 that the fuzzy evaluation method proposed in this paper significantly reduces \( H_i \), effectively improves the classification effect of the data set, and achieves a better classification effect.

The above contents can be used to analyze the classification effect of the proposed fuzzy evaluation method. Next, the efficiency of the proposed GSA-AS algorithm is analyzed. The computational complexity, computational work-load and computational efficiency of the method need to be analyzed. The classical BP neural network algorithm and GSA are meaningful as comparison targets. However, due to the relatively mature research on computational analysis of the above methods, we would not repeat the related work. In engineering applications, the running time of the algorithm is the most intuitive and significant efficiency. In this experiment, the algorithms are implemented on the MATLAB R2019b platform. And the computer used is as follows: i5 processor, frequency 1.80GHz, memory 4GB and win10 system. In addition, the running time and \( H_i \) values of each method are the comparison indicator. In the BP neural network method, the neural network was set as the 11-14-2 hierarchical structure, and the gradient descent method was used to adjust the input weight and offset between layers. The GSA and its improvements use the classic open source code.

| Table 2. Parameter optimization. |
|-----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| \( Td_1 \) | \( Td_2 \) | \( Td_3 \) | \( Td_4 \) | \( Td_5 \) | \( H_i \) |
| Initial | 1.3 | 1.4 | 1.6 | 1.8 | 2.0 | 2.1 | 2.714 |
| Optimal | 1.30 | 1.40 | 1.50 | 1.76 | 1.92 | 2.02 | 2.263 |

| Table 3. The amount of data. |
|----------------|----------------|----------------|----------------|----------------|
| Failure | Low | Mid | High | Full |
| Initial | 23 | 47 | 24 | 31 | 5 |
| Optimal | 23 | 29 | 36 | 25 | 17 |
Since the calculation accuracy ($H_i$) and the calculation speed (Time/s) are a natural contradiction, it is difficult for a single algorithm to achieve a fast solution with a high precision. The experimental results show that the running time of the GSA-AS algorithm is larger than that of the GSA, which is due to the AS factor, but the proposed algorithm is still better than the classic BP method. Moreover, the GSA-AS algorithm shows an excellent classification accuracy and is suitable for the RUL prediction service environment with a low real-time requirement.

However, the accuracy of the FE-GPR method will be discussed in the following part.

Third, the first 40 sets of the $B_{18}$ data are used for modeling and training, and the latter 80 sets of data are used to verify and analyze the model. The failure threshold was 1.4 Ah, so the number of unfailed data sets was 96. To facilitate the analysis, the Bayesian LS-SVR method proposed in [3] is selected, and the GPR method proposed in [15] is compared with the FE-GPR method proposed in this paper. For an intuitive comparison, GPR and FE-GPR only reflect their expected values, and the confidence interval values are analyzed and will be explained later. The experimental results are shown in Figure 6.

From the experimental results, we can conclude that the GPR method can better reflect the degradation trend of the device under testing conditions, but the accuracy is insufficient. The prediction accuracy of LS-SVR method increases with the increase of data amount. The prediction accuracy is the highest after 80 sets of data; however, but the predictive effect is not good, and the practicability needs to be improved. The FE-GPR method can better reflect the degradation trend of the effective life interval, and has a better prediction accuracy. For the prediction of remaining life, when the first 40 sets of data are used, the actual number of remaining charge and discharge cycles is 56, whereas the predicted value of the LS-SVR method is 63. In addition, the predicted value of the GPR method is 42, and the predicted value of the FE-GPR method is 53. It is obvious that the FE-GPR method has a higher prediction accuracy.

Fourth, in order to further analyze the validity of the uncertainty prediction of the FE-GPR method, the upper and lower limits of the confidence interval and the true degradation trajectory are taken as shown in Figure 7.

It can be seen that the degradation trajectory of the battery basically falls within the confidence interval of the FE-GPR method. Therefore, the method proposed in this paper provides a solution to the uncertainty expression of the prediction results. At the same time, since the battery had uncertain charging time intervals, the battery capacity has a significant rebound phenomenon. This brings some difficulties to the remaining life prediction of the battery, but the uncertainty output of the FE-GPR method solves this problem better.

Finally, the influence of the amount of training data on the prediction results is analyzed. The historical data of 40 groups, 60 groups and 80 groups are selected for training. The mean RUL prediction results and corresponding evaluation indicators of each method are shown in Table 4.
From the above results, we can obtain these following conclusions: as the amount of training data increases, the prediction accuracy of each method is improved to some extent. Among them, the LS-SVR method has the best prediction accuracy when the sample size is the largest, and its RA value reaches 0.916. However, although the traditional GPR method can better reflect the degradation trend, the prediction accuracy is always lower than the other two. The FR-GPR method has a good prediction accuracy for small samples. When the training data is 40 sets, the π value reaches 0.256, which is better than other methods, and its prediction accuracy is also being further improved with the increase in training data. On the other hand, the confidence intervals for the predicted remaining lifetimes from the GPR method and the FE-GPR method are given in the table. It can be seen that the real remaining lifetime values all fall in the output confidence interval of the FE-GPR method. Therefore, the FE-GPR method proposed in this paper has a better prediction accuracy and uncertainty of predictive expression.

VI. CONCLUSION

With the continuous development of device technology, the RUL prediction has increasingly attracted attention. However, there are difficulties regarding in feature extraction of the observation data and the inability of the prediction result to effectively reflect the uncertainty of the remaining life. This paper presents related research on the above two aspects and proposes the FE-GPR method.

For one aspect, the observation data is processed by the fuzzy evaluation method. The FE method can effectively combine expert knowledge and historical data, which could effectively improve the accuracy of remaining life predictions. Through experiments, the FE method can effectively improve the accuracy of prediction. The classification accuracy of the GSA-AS method is lower than that of the BP and GSA methods, but it has a good data feature extraction ability. In addition, the average value of the prediction accuracy RA index reaches 0.832, which is 0.119 higher than that of classic GPR method, which achieves a more accurate RUL prediction, especially when the data set is not large enough. Additionally, for the uncertainty characteristics of the remaining life prediction, the life prediction is performed by the GPR method. The GPR method can effectively deal with the data prediction problems of high dimensions and small samples, besides the FE method to effectively improve the applicability and accuracy of this prediction method. Through experiments, the RA value of the small sample (40 sets of training data) reached 0.739, which is better than that of LS-SVR and the GPR methods. In summary, the FE-GPR method proposed in this paper has performed some research to improve the accuracy of the remaining life prediction method.

This method has been verified by NASA lithium battery data and can be generalized to other equipment. Due to space limitations and the insufficient credibility of our own data, this method is no longer verified by other data sets. However, this theoretical method has a certain generality, and with minor changes, it could be applied to other objects. Other than that, just as fuzzy evaluation values are easy to understand, it is convenient for science and technology workers to interpret and understand the observation data more intuitively by this method. Additionally, it could also reduce the personnel skill requirements for device maintenance, which has certain value for engineering applications.

In the future, it is necessary to do certain further research while combining the knowledge reasoning method and more refined prediction model for key components.
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