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Featured Application: Our work can be applied as an IoT system to capture important events in daily life for later storage. From wearable devices with camera such as smart glasses, photos of events can be periodically taken and processed into description in text format. The description is then stored in a database on server and can be retrieved via another smart device such as smartphone. This let users easily retrieve the information they want for sharing or reminiscence. The descriptions of photos taken each day can also be gathered as a diary. Furthermore, the database is also a huge resource for analyzing user behavior.

Abstract: During a lifetime, a person can have many wonderful and memorable moments that he/she wants to keep. With the development of technology, people now can store a massive amount of lifelog information via images, videos or texts. Inspired by this, we develop a system to automatically generate caption from lifelog pictures taken from wearable cameras. Following up on our previous method introduced at the SoICT 2018 conference, we propose two improvements in our captioning method. We trained and tested the model on the baseline MSCOCO datasets and evaluated on different metrics. The results show better performance compared to our previous model and to some other image captioning methods. Our system also shows effectiveness in retrieving relevant data from captions and achieve high rank in ImageCLEF 2018 retrieval challenge.
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1. Introduction

People usually want to keep footage of the events that happen around them for many purposes such as reminiscence [1], retrieval [2] or verification [3]. However, it is not always convenient for them to record those events because they do not have the time or tool at that moment. People also could miss some events because they do not consider those events important or worth keeping until later. With the development of technology, especially IoT system, smart environment such as smart home and smart office can be established and give people easy access to ubiquitous service. In a
smart environment, people can easily upload and download data to the cloud server using just a small device. Motivated by this, we found it is possible and necessary to develop a system that can help people automatically capture the events happening around them as personal lifelog.

The method to capture and store lifelog data is the key issue in this problem. Lifelog data [3] can be stored in various formats such as text, audio, photo, video or biometric data. Each format can be collected in various ways. Biometric data format can be collected from sensors of smart device such as smart phones, smart watches or activities trackers. A generic framework [4] is also developed for continuously recording information from mobile phones. Regular recorder or recorder in smart phones can record daily conversation as audio format data. Visual format such as photo or video can be taken from wearable or regular camera.

Visual format has the most potential because it is rich in information and easy to collect. However, raw visual data consume large storage capacity and it is difficult for users to conduct a query of a specific event. When retrieving a certain event, large amount of images needs to be analyzed to find the matching image. One common approach is breaking the image into set of entities appear in the image using different object detectors [5,6]. Another approach is to describe the content of the image into text format [7]. Retrieving based on text format is a lot easier than visual format. Therefore, we propose a framework that can generate description in text format from images taken from wearable cameras. Given an image taken from users’ device, the image is then processed into a sentence that describes the content of the image. In other words, the data in visual format are transferred into text format but still maintain the information. Users can easily retrieve the information they need via simply text retrieval method. Furthermore, text format will also reduce the consumption of storage capacity. This helps save resources as well as increases the amount of events that can be kept.

However, generating description from image is a challenging problem due to the complexity of the image content. There has been many approaches proposed for this problem. In 2010, Farhadi et al. [8] proposed using a triplet of (object, action, scene) to represent the image and retrieve a caption from a set of sentences. In work of Kulkarni et al. in 2011 [9], a Conditional Random Field (CRF) is used to represent the relationship between objects and attributes. Words describing objects and attributes are then filled into a template sentence based on their relationship. Yatskar et al. [10] added generative grammar in their work to generate better captions. Inspired by methods in machine translation, Vinyals et al. [11] treated the image as “a special language” and used an encoder-decoder model to “translate” it into caption. The encoder uses a Convolutional Neural Network to extract features from images and the decoder uses a Recurrent Neural Network to generate captions. Karpathy et al. [12] further improved this method using a LSTM model [13].

Some recent works show breakthrough in the image captioning problem. In 2015, Kelvin Xu et al. [14] proposed a model using the attention mechanism. This mechanism is based on human’s ability to focus on certain part of the image and extract local features. During generating the caption, the model can focus on the region that is relevant to the current generated word. In 2016, Quanzeng You et al. [15] applied the attention mechanism on conceptual tags extracted from detectors. In 2018, Peter Anderson et al. [16] used attention on regional feature to help the model focus on meaningful part of the image. We follow these work to develop an image captioning model for our system. Our contributions in this article are as follows:

- We propose a system for automatically capture footage of users’ daily event and convert the collected images into text format via image captioning method. The system will enable users to keep track of special events in their daily life. The system will keep the information of the events in text format, helping save storage capacity. We also develop smart glasses with cameras. This device not only can easily capture images automatically for processing but also is wearable and fashionable.
- We also propose two improvements in the image captioning method. The first is using more tags to enhance the information input into the caption generator module. The second is adding a new criterion for selecting longer caption during beam search strategy.
In more details, based on our previous method presented in [17], we propose an improvement in our captioning method for better generating the lifelog description. In our previous method, images are processed through a feature extraction module and a tags extraction module. In the feature extraction module, we use a convolutional neural network to extract features from the image. In the tags extraction module, an object detector to extract names of the objects that exist in the images. The two kinds of features are then processed with attention mechanism similar to the models in [14,15]. The combination of the two features will be fed into a LSTM model [13] to generate captions. In this work, we consider replacing the model in the tags extracting module with a different model. We use an object detector with more tag names than the previous one. We also add a new criterion into the beam search strategy of the previous work. In our previous work, the caption will be selected via a beam search strategy that ensures the model to select complete caption. In this work, we add a criterion that prefers longer captions because long captions have more potential to describe the contents in more details.

We trained and tested our image captioning method on MSCOCO dataset. The results were evaluated on different metrics and compared to some previous methods. Our method shows comparable performance to other methods. We also evaluated the application of our system. The results show high potential for real life application.

Details of our system and the image captioning method are described in Section 2. In Section 3, we present the results on the dataset compared to some other methods. Discussion and conclusions are presented in Sections 4 and 5, respectively.

2. Materials and Methods

2.1. System Overview

Our system contains three main parts: a wearable camera to capture images of daily activities, an image captioning module to transfer the image into description in text format and a database to store the description for later retrieval. Figure 1 illustrates the overview of our proposed personal lifelog generating system. We transmit the images captured from user’s wearable camera to a sever periodically. The images can also be stored in a storage device such as an SD card, and then loaded to the server. The next step is generating image captions. We use our model to process each image and produce corresponding caption. With GPU support, about 15–20 images can be processed per second. The captions are stored instead of the images in a database for lower storage capacity. Users can easily retrieve the information of activities and objects by comparing the captions and the queries. In the case of events that users want to keep image for reminiscence, users can define some certain descriptions of what they want to keep. The events that have captions that match the descriptions will be highlighted and images of that special events can be kept for advanced retrieval. Please refer to Figure 1.

Figure 1. An overview of our lifelog generating system.
2.2. System Implementation

2.2.1. Smart Glasses With Camera

Our intention is to develop a device for users to wear in order to capture their lifelog. This requires three main properties: good design, low energy consumption and stable transmission. The device needs to be small and easy to carry. Users may feel uncomfortable carrying a heavy device or if the device makes them look not pretty. Because the user needs to use the device for a long time, it needs to have enough power to last until the users are available for charging. Because of small design and low energy consumption, directly processing data in the device would be impossible. This leads to the need of a stable transmission method to transmit data to the server for processing and storage. In the implementation of our system, we use smart glasses with camera to capture the image. The smart glasses have two main advantage: power consumption and data transmission. They are also easy to wear and can be used as a fashion accessory. We handle the processing tasks in smart glasses with Raspberry Pi Zero W. This module has a Broadcom BCM2835 CPU (up to 1 GHz) and 512 MB RAM. We also have stretch-lite OS installed on board. The OS we use is Raspbian, which supports all versions of Raspberry Pi. It is also the official operating system recommended by Raspberry producers. Besides Raspbian, other operating systems such as Debian, Yocto or Windows IoT can also be used. We choose to turn off the Tvservice, which is also called the HDMI status. This status is the status of the signal from Raspberry Pi to the HDMI gate. When turned off, it will help save energy for the system. We use 5 V power supply through GPIO instead of USB, which can bypass some energy-consuming part such as USB hub or registers and save energy for the system. With these configurations, the amount of energy consumption can be dropped from 80 mAh to 66 mAh. Please refer to Figure 2.

![Figure 2. The smart glasses with camera.](image)

There are various standards for camera connectivity that are supported with A Raspberry Pi board such as SPI, I2C, CSI1, CSI3, Usb Serial, etc. In this work, we use Usb Serial camera. Its small size is suitable for a wearable device. Furthermore, it is also supported with a Usb OTG adapter. We also select the cameras that support MJPEG standard. Such devices allow built-in data compression, therefore the amount of data in transmission and storage can be reduced. In our system, the delay for MJPEG data capture and transmitted to the Raspberry Pi board is less than 0.1 s. The camera consumes 4 mA in idle mode, and 10 mA in photo mode. The camera is set to capture photos after every 1 min, thus about 1440 photos are taken per day.

After tuning the system, the board consumes on average 66 mA (without WiFi) and 106 mA (with WiFi). In total, the device (board and camera) consumes 70 mA in idle mode (without WiFi) and 116 mA in active mode (with WiFi). To reduce energy consumption, WiFi is only used for data synchronization, i.e. when it captures a new photo and sends this photo to the server. In our experiments, it takes 8 s for each WiFi connection session on Raspberry Pi Zero W for indoor environment. As the time interval between two continuously taken photos is set to be 1 min, we can estimate the average energy to be consumed in each cycle (for one photo) as follows: $52 \times 70 \text{ mA} + 8 \times 116 \text{ mA} = 4568 \text{ mAs}$. 
The device is supplied by a PowerBank with 5000 mAh (= 18,000,000 mAs). The power supply can be used for 18,000,000/4568 = 3940 cycles, which means the device can be running for up to 65.5 h (more than 2.5 days).

2.2.2. Connection and Server

The transmission of images from the smart glasses to our server is conducted using MQTT. MQTT is a standard for lightweight publish and subscribe systems, especially for constrained devices and with low- bandwidth as the device in our work. Using MQTT, a device can send and receive messages as a client. We handle the processing tasks in our server using Nodejs. We also use Node-RED, an open source solution developed by IBM, to link the operations between devices and the server.

MQTT is a stable transmission method. However, in the case users lose their connection to the server, we also use local storage to keep the photos, and then upload to the server when connection is reestablished. The capacity of the local storage is about 16 GB, divided into 4 GB for operating system and 12 GB for data storage. An image taken from our device consumes about 130–220 KB. Thus, our device can keep over 90,000 photos.

2.3. Our Image Captioning Method

2.3.1. Model Overview

Our model in this work is based on our previous model [17]. Our model follows the encoder–decoder framework, which consists of an encoder to extract features from the images and a decoder to generate captions from the extracted features. Our encoder extracts tags features and regional features from the image, and then processes tag features and regional features with attention mechanism to produce the final combined features. Our decoder produces image captions from the combination of the two features by generating one word at each time step.

Figure 3 shows the overview of our model. From a given image, tags and regional features are extracted by two models (YOLO9000 and Faster R-CNN, respectively). Each kind of features is processed through an attention module to produce local features that represent the part the model is currently focused on. The two local features are combined and fed into an LSTM model [13] to generate the probabilities of the words in the vocabulary set at each time step. The generated results are processed with a beam search strategy to choose the best candidate caption.

![Figure 3. Model overview.](image-url)

2.3.2. Extracting Image Features

The image features extracting module in our model is similar to our previous work [17]. We use a convolutional neural network to extract the features from the images. We choose ResNet [18] to be...
our feature extracting module. The ResNet model [18] uses residual blocks in its structure to create shortcuts between layers. This helps the model keep information through layers of the network, resulting better performance compared to VGG [19].

Given an input image, we first resize the image into the shape of 224 × 224. The image is then processed through a pretrained model of ResNet to produce the image features. We extract the feature map from the last convolutional layer of the ResNet model with the shape of 14 × 14 × 1024. The feature map is then fed into the image attention module.

2.3.3. Extracting Tags with YOLO9000

We extracted the tags feature using YOLO9000 model [20]. The YOLO9000 model is based on the previous YOLO model [6]. Joseph Redmon et al. [20] proposed various improvements to the YOLO model and then jointly trained it on both classification dataset and detection dataset to create YOLO9000 model. Due to the jointly training, the model is able to predict detections for objects that do not have labeled data in the detection dataset. The YOLO9000 model also shows better performance in both speed and accuracy compared to some other methods such as Faster R-CNN [21] and SSD [22] (Table 1). In our previous work [17], we used a Mask R-CNN model [5] trained on MSCOCO dataset [23] as our tags detector. The Mask R-CNN [5] can only detect up to 80 different tags of the MSCOCO dataset while the YOLO9000 can detect over 9000 different tags. This motivates us to replace the Mask R-CNN model with the YOLO9000 model. The increased number of different tags can help the model deal with concepts not in 80 different concepts of MSCOCO dataset and also enhance the information for the captions generating module.

From a given image as input, we first extract a list of tags using YOLO9000. We only keep top 20 tags with highest probabilities. We then break each tag into words if the tag contains more than one word. Redundant words are eliminated so that the list will contain only unique words. After this process, an image will produce at most 23 words. Therefore, we choose the maximum size of our list to be 23. If the list has fewer than 23 words, we pad special <NULL> tokens into the list to keep all the lists at the same size.

Table 1. Comparison between YOLO9000 and other methods. The higher is the mAP score, the better (source from [20]).

| Detection Frameworks | mAP  | FPS |
|----------------------|------|-----|
| Faster R-CNN VGG-16 [21] | 73.2 | 7   |
| Faster R-CNN ResNet [21] | 76.4 | 5   |
| SSD300 [22] | 74.3 | 46  |
| SSD500 [22] | 76.8 | 19  |
| YOLO9000 [20] 480 × 480 | 77.8 | 59  |
| YOLO9000 [20] 544 × 544 | 78.6 | 40  |

Each word $i$, including <NULL> token, is represented by a one-hot vector $V_i$ of N dimensions (N is the size of the vocabulary set). We then embed each word into d-dimension space using word embedding method [24]. Concretely, we use an embedding matrix $E$ and compute the dot product $v_i$ between the one-hot representation $V_i$ of a word and the embedding matrix $E$ as in Equation (1).

$$v_i = V_i \cdot E$$ (1)

The embedding matrix is initially assigned with random value and then trained along with the whole model. The purpose of using embedding matrix is to transfer representation of a word into a more meaningful space that can represent the semantic relationship between words. After the embedding process, a list of words from the image will be represented by a list of d-dimension
embedded vectors. This tags features will be fed into the tag attention module to produce the feature vector for generating captions.

2.3.4. Attention Modules

In our work, we use two different attention modules, one for tags feature and one for image features. We based our attention mechanism on the method in work of Kelvin Xu et al. [14].

In the image attention module, given the feature map with shape of $14 \times 14 \times 1024$ extracted from ResNet model [18], we assign a weight value $\alpha$ within the interval $(0,1)$ to each of $14 \times 14 = 196$ regions. The value of $\alpha$ represents how much the model is paying attention on that corresponding region. If $\alpha$ is high (closer to 1), the information of that region is kept. Otherwise (closer to 0), the information of that region is suppressed. The value of $\alpha$ is computed from the information from the previous hidden state combined with the feature of the corresponding region (as in Equation (2)).

$$
\alpha_{ti} = \frac{\text{softmax}(f_{\text{attend1}}(a_i, h_{t-1}))}{(2)}
$$

where $\alpha_{ti}$ is the weight value of region $i$ at time step $t$. $a_i$ is the 1024-dimension feature vector of the region $i$. $h_{t-1}$ is the hidden state from the previous time step. The $f_{\text{attend1}}$ is in fact a small network that is trained along with our whole model to learn to adjust the weights $\alpha$ automatically based on training data. The weights $\alpha$ is then used to produce the context vector $z_1$ of the image as follows:

$$
z_{1t} = \sum_{i=1}^{N \times N} \alpha_{ti} \cdot a_i \tag{3}
$$

The region with $\alpha$ closer to 1 contributes more to the final context vector. Because $\alpha$ is changed for each time step, the context vector is also changed, resulting in the model focusing on different regions while generating the caption.

We also apply this mechanism in the tags attention module. Given a set of $K$ 512-dimension tag vectors, the tags attention module computes a set of weight values $\beta$ that represents the attention the model pays on each tag. Each value $\beta_i$ assigned for the tag vector $i$ is computed as follows:

$$
\beta_{ti} = \frac{\text{softmax}(f_{\text{attend2}}(v_i, h_{t-1}))}{(4)}
$$

Similar to Equation (2), $h_{t-1}$ is the hidden state from the previous time step. $f_{\text{attend2}}$ is a network that is trained on the data along with the whole model. $v_j$ is the tag vector $i$ in the list. We then compute the second context vector $z_2$ using the weight values $\beta$.

$$
z_{2t} = \sum_{j=1}^{K} \beta_j \cdot v_j \tag{5}
$$

The two context vector along with the embedded vector of the word generated from previous times step are then combined via concatenating to produce the final context vector $z$. The final context vector $z$ is then fed into the LSTM model for generating captions.
2.3.5. Beam Search Strategy

The LSTM model [13] takes the context vector \( z \) from the attention module and computes the hidden state \( h_t \) at each time step \( t \), as follows:

\[
\begin{align*}
    f_t &= \sigma_g(W_f z_t + U_f h_{t-1} + b_f) \\
    i_t &= \sigma_g(W_i z_t + U_i h_{t-1} + b_i) \\
    o_t &= \sigma_g(W_o z_t + U_o h_{t-1} + b_o) \\
    c_t &= f_t \odot c_{t-1} + i_t \odot \sigma_c(W_c z_t + U_c h_{t-1} + b_c) \\
    h_t &= o_t \odot \sigma_h(c_t)
\end{align*}
\]

where \( f_t, i_t, o_t \) are forget gate, input gate and output gate, respectively. The forget gate \( f_t \) adjusts the information from the previous time step used to compute the new hidden state while input gate \( i_t \) adjusts the information from the input vector \( z_t \). The output is the processed through the output gate \( o_t \) to compute the final hidden state \( h_t \). The hidden state is then processed through a classifier to compute the probabilities of all words in the vocabulary set. The generated word is chosen based on the probability of each word. The hidden state \( h_t \) is also fed back into the attention modules to compute new context vector \( z_t \). The process is repeated until the model generates a special <END> character that mark the end of the sentence.

During training, we use the word from ground truth to compute the context vector \( z_t \) in order to avoid error from the previous time step. The generated caption is compared with the ground truth to compute the loss function. We train our whole model by minimizing the loss function stochastic gradient descent with momentum.

During testing, the ground truth is not accessible. Therefore, the previous generated word is used to compute the context vector \( z \). This could lead to a chain of errors if the previous word is wrongly selected. To avoid this, we apply our modified beam search strategy presented in [17]. Figure 4 shows our beam search strategy. Given probabilities of all words in the vocabulary set, we choose top \( k \) words with the highest probabilities, excluding the special <END> character. Then, each of the \( k \) words is used to generate a new list of probabilities. The new generated probabilities is combined with the probability of their ascendants to compute the scores of the sequences as follows:

\[
\text{score}(w) = \log P(w) + \log P(\text{Ascendants}(w))
\]

From the scores of the sequences, we choose the next top \( k \) for the next time step. Unlike beam search strategy in some other methods, beside choosing the sequence with the highest score to be
the final candidate, we apply a heuristic to adjust the result. Choosing the sequence with the highest score may lead to an incomplete sentence because longer sentences get lower scores due to more multiplication. To avoid this, we use the probability of the <END> character to select the final candidate. If the probability of the <END> character is in the top k, we consider that sequence could be a complete sentence. If the current candidate is an incomplete sentence, it is immediately replaced by the new sequence that has high probability of the <END> character. If both are complete sentences, the scores are compared to choose the better candidate. With this heuristic, our model favors complete sentences over incomplete ones. Additionally, our previous work [17], in this work, we add one more heuristic to favor long sentences over short sentences because longer sentences can describe more details than a shorter one. We apply the formula in [25] to adjust the score at each time step. Concretely, we divide the score with the length normalization score so that the scores of long sentences do not reduce rapidly due to the multiplication of small numbers. The length normalization is computed as follows:

\[
\text{normalize}(w) = \frac{\text{score}(w)}{lp(w)}
\]  

\[
lp(w) = \frac{(5 + |w|)^\gamma}{(5 + 1)^\gamma}
\]  

where \(\text{score}(w)\) is the probability of the sequence computed as in Equation (11). We conducted experiments on different beam size and \(\gamma\) to find the most suitable configuration for our model. The training and testing results are reported in the next section.

3. Results

In this section, we report our experiment on the MSCOCO dataset. The results were evaluated on four different metrics: BLEU [26], METEOR [27], ROUGE-L [28] and CIDEr [29]. We also report results from some other methods for comparison.

3.1. Datasets

We trained and tested our model on MSCOCO dataset version 2017 [23] (the MSCOCO dataset can be downloaded via this http://cocodataset.org). The dataset was divided into training set, validation set and testing set, which had about 118,000 images, 5000 images and 41,000 images, respectively. Each image was annotated with five different captions from different people using Amazon Mechanical Turk. The context of the images mainly focus on objects that belong to 80 common categories including animal, vehicle, food or kitchen furnitures.

3.2. Evaluation Metrics

We evaluated the results of our method using four metrics: BLEU [26], METEOR [27], ROUGE-L [28] and CIDEr [29]. These metrics are used to compute the similarity between two sentences. They are first introduced in the domain of machine translation and brought into image captioning to measure the similarity of the generated captions and the ground truth. Each metric computes the similarity in a different way. BLEU [26] uses the n-gram precision to calculate the similarity score. The higher n is, the more precise the generated captions need to be in order to get high scores. We report the BLEU metric with n from 1 to 4. METEOR [27] calculates the score using matching method. Synonym and stem are also considered in the matching method. ROUGE-L [28] calculates based on the longest common subsequence (LCS) between the generated captions and the ground truth. CIDEr metric uses n-gram combined with TF-IDF to represent a sentence as a vector and then computes the cosine similarity between the vectors.

We use these metrics to measure the similarity between the generated captions and the ground truth in the dataset. The implementation of these metrics are also provided along with the MSCOCO dataset. For comparison, we use the same implementation of these metrics as in some other methods.
3.3. Experimental Results

We trained our model on MSCOCO dataset on a computer with support of GPU NVIDIA Tesla K80 11 GB. We combined the 1024-dimension feature vector from the image attention module, the 512-dimension tag vector from the tags attention module and the 512-dimension embedded vector of the previously generated word to create the 2048-dimension context vector. The context vector was then fed into LSTM model to generate one word at each time step. We optimized the loss function to train the LSTM model and the two attention modules. We chose batch size to be 64. The procedure took about 40 h. We also used early stopping with patient value of 20 to find the best set of parameters.

We tried different beam size with the above training configuration to find the best beam size in our method. The results are shown in Table 2. As shown in Table 2, the scores may vary with different beam size but models with beam size in of 2–4 showed highest scores on different metrics. Therefore, we chose beam size for our model to be 3, which showed highest scores on most metrics.

Table 2. Results our model on different beam size.

| Beam Size | B-1   | B-2   | B-3   | B-4   | METEOR | Rouge-L | CIDEr |
|-----------|-------|-------|-------|-------|--------|---------|-------|
| 1         | 0.713 | 0.542 | 0.397 | 0.291 | 0.245  | 0.525   | 0.934 |
| 2         | 0.727 | 0.560 | 0.420 | 0.316 | 0.252  | 0.536   | 0.984 |
| 3         | 0.727 | 0.560 | 0.422 | 0.321 | 0.254  | 0.538   | 0.989 |
| 4         | 0.725 | 0.559 | 0.423 | 0.322 | 0.253  | 0.537   | 0.990 |
| 5         | 0.724 | 0.557 | 0.422 | 0.322 | 0.253  | 0.536   | 0.985 |
| 6         | 0.722 | 0.556 | 0.421 | 0.322 | 0.252  | 0.535   | 0.984 |
| 7         | 0.721 | 0.555 | 0.420 | 0.320 | 0.252  | 0.534   | 0.983 |
| 8         | 0.720 | 0.555 | 0.420 | 0.321 | 0.252  | 0.534   | 0.981 |
| 9         | 0.720 | 0.554 | 0.419 | 0.320 | 0.252  | 0.534   | 0.980 |
| 10        | 0.720 | 0.554 | 0.419 | 0.319 | 0.252  | 0.533   | 0.980 |

With beam size set to 3, we tried experiments on different $\gamma$ value for length normalization. We tried value of $\gamma$ from 0 to 1 with step of 0.1. The results are shown in Table 3. The scores of different $\gamma$ values were quite similar. The lowest on BLEU-1 metric was 0.726 with $\gamma = 0.9$ and the highest was 0.728 with $\gamma = 0.4$ and 0.5. We chose $\gamma$ for our model to be 0.4 because it had the most highest scores in all evaluation metrics.

Table 3. Results of our model on different length normalization $\gamma$.

| Length Norm | B-1   | B-2   | B-3   | B-4   | METEOR | Rouge-L | CIDEr  |
|-------------|-------|-------|-------|-------|--------|---------|--------|
| 0.0         | 0.727 | 0.560 | 0.422 | 0.321 | 0.254  | 0.538   | 0.989  |
| 0.1         | 0.727 | 0.560 | 0.422 | 0.321 | 0.254  | 0.539   | 0.991  |
| 0.2         | 0.727 | 0.560 | 0.423 | 0.321 | 0.254  | 0.539   | 0.991  |
| 0.3         | 0.727 | 0.560 | 0.423 | 0.322 | 0.254  | 0.539   | 0.992  |
| 0.4         | 0.728 | 0.562 | 0.424 | 0.323 | 0.254  | 0.539   | 0.995  |
| 0.5         | 0.728 | 0.561 | 0.424 | 0.322 | 0.254  | 0.539   | 0.993  |
| 0.6         | 0.727 | 0.560 | 0.423 | 0.321 | 0.254  | 0.538   | 0.990  |
| 0.7         | 0.727 | 0.561 | 0.423 | 0.322 | 0.254  | 0.539   | 0.992  |
| 0.8         | 0.727 | 0.560 | 0.423 | 0.322 | 0.254  | 0.538   | 0.992  |
| 0.9         | 0.726 | 0.560 | 0.422 | 0.320 | 0.253  | 0.538   | 0.990  |

We set the beam size to be 3 and the $\gamma$ value to be 4 in our final model. We then tested our model on MSCOCO test server. Table 4 shows result of our model on MSCOCO test set with five captions per image. We also report results from other methods and result from our previous model for comparison. More discussion about the results are presented in Section 4.
Table 4. Results of our models compared to other methods.

|                        | BLEU-1 | BLEU-2 | BLEU-3 | BLEU-4 | METEOR | ROUGE-L | CIDEr |
|------------------------|--------|--------|--------|--------|--------|---------|-------|
| Watson Multimodal [30] | 0.781  | 0.619  | 0.470  | 0.352  | 0.270  | 0.563   | 1.147 |
| Postech_CV [31]       | 0.743  | 0.575  | 0.431  | 0.321  | 0.255  | 0.539   | 0.987 |
| ATT [15]               | 0.731  | 0.565  | 0.424  | 0.316  | 0.250  | 0.535   | 0.943 |
| Google-NIC [11]       | 0.713  | 0.542  | 0.407  | 0.309  | 0.254  | 0.530   | 0.943 |
| Montreal/Toronto [14] | 0.707  | 0.492  | 0.344  | 0.243  | 0.239  | -       | -     |
| Nearest Neighbor [32] | 0.697  | 0.521  | 0.382  | 0.28   | 0.237  | 0.507   | 0.886 |
| NeuralTalk [12]       | 0.650  | 0.464  | 0.321  | 0.224  | 0.21   | 0.475   | 0.674 |
| 80_tags_model [17]    | 0.701  | 0.527  | 0.384  | 0.277  | 0.230  | 0.511   | 0.835 |
| 9000_tags_model (ours) | 0.723  | 0.554  | 0.414  | 0.310  | 0.250  | 0.532   | 0.942 |

We also visualized the results of our captioning method. Figure 5 shows some example captions that were generated by our captioning method. The images were taken from the COCO test set, which means that the model did not see the image during training. The generated captions were relevant to their corresponding image. The captions also described the content using clear and precise words such as “dog”, “cat”, “banana”, and “park” instead of general words such as “animal” or “fruit”. This made retrieval based on the captions more accurate. However, our model still made some mistakes. For example, in the third image, it hallucinated a table while there was no table in the images. The model may have assume that a bowl is often put on a table. This requires more research to be done to solve this problem.

![Image](A woman is sitting on a bench in a park. A dog laying on bed with a cat. A bowl of oranges and bananas on a table.)

Figure 5. Some generate captions of our model from MSCOCO test set.

We also tried our model on real life images collected by ourselves. The results illustrated in Figure 6 show that our model could do well on real life images. Keywords such as beach were used in the description. When a user wants to retrieve when he/she went to a beach, a simple query with the keyword “beach” would help retrieve such events easily. Our model could also reason where to look while generating the description, as shown in Figure 7.

We used our trained model in our system. It took about 2 s to process an input image and our model could process 64 images simultaneously in one forward running. In real time running, the server would take 2 s to process the image taken from camera every minute.
4. Discussion

In this section, we discuss more details about the result of our method. As shown in Table 4, our replacement of the tags extracting module with YOLO9000 showed great improvement. Compared to our previous method [17], we achieved better results on all evaluation metrics. On BLEU metric, we obtained about 0.03 higher score on average. On METEOR and ROUGE-L metric, we obtained about 0.02 higher scores. Especially on CIDEr metric, we achieved a significant improvement with 0.11 higher value, an increase from 0.835 to 0.942. This shows that, with more detected tag names, the model receives more information, therefore can generate more accurate captions. We compared the results with other methods. We achieved higher results on all metrics compared to some previous method such as NeuralTalk [12], Nearest Neighbor [32], and Montreal/Toronto [14], and slightly higher compared to Google-NIC [11]. However, our work was still lower than some current state-of-the-art methods such as Watson Multimodal [30]. Despite not achieving high scores in the evaluation metrics, our model could generate captions with clear and rich information that is helpful for retrieval. As shown in Figure 5, the generated captions were relevant to the main content of the image and describe enough detail such as the name of the fruits or the location in the image. These information can be used to easily retrieve relevant content given a query. Our model can also focus on certain regions to generate the corresponding words. This let us keep track of the generating process in case of wrong caption is generated.

We developed our system for generating personal lifelog caption using our proposed image captioning method. From photos take from smart glasses, our system can generate description relevant to the content. When a user is staying in the smart environment where connection to the server is available, such as a smart home or smart office, photos can be transmitted periodically (1 photo/minute) to the server, and then our model will process the image and add the description of that photo to the database within 2 s. This allows real time capturing of important events for the user. When the user moves out of the smart environment and loses connection, photos can be stored in a SD-card of the smart glasses and will be uploaded to our server later. The design and implementation of smart glasses are also optimized for more effective transmission and energy consumption.
For future research, we aim to extend the proposed method with more domain knowledge to further improve the quality of image description. Besides, security features should be considered. Some security methods should be integrated into the system of personal lifelog generation to protect communications between devices and the server. We also intend to apply document embeddings into our system for better querying. Users can query the events of interest based on semantic similarity of the needs and the captions.

5. Conclusions

In this article, we propose two adjustments to our previous method for image captioning. First, we use a new objects detector, YOLO9000, as tags extracting module to enhance the tags features. Second, we apply a new normalization method to the beam search strategy in order to make the model favor longer captions. These adjustments work as intended and show improvement in our results. Although our system still needs more improvement, it does show great potential application in capturing personal lifelog in real time.
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Abbreviations

The following abbreviations are used in this manuscript:

- **MDPI**: Multidisciplinary Digital Publishing Institute
- **LSTM**: Long short-term memory
- **TF-IDF**: Term Frequency-Inverse Document Frequency
- **IoT**: Internet of Things
- **SoICT**: Symposium on Information and Communication Technology
- **MS**: Microsoft
- **COCO**: Common Objects in COntext
- **CLEF**: Conference and Labs of the Evaluation Forum
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