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Abstract

Learning powerful feature representations with CNNs is hard when training data are limited. Pre-training is one way to overcome this, but it requires large datasets sufficiently similar to the target domain. Another option is to design priors into the model, which can range from tuned hyperparameters to fully engineered representations like Scattering Networks. We combine these ideas into structured receptive field networks, a model which has a fixed filter basis and yet retains the flexibility of CNNs. This flexibility is achieved by expressing receptive fields in CNNs as a weighted sum over a fixed basis which is similar in spirit to Scattering Networks. The key difference is that we learn arbitrary effective filter sets from the basis rather than modeling the filters. This approach explicitly connects classical multiscale image analysis with general CNNs. With structured receptive field networks, we improve considerably over unstructured CNNs for small and medium dataset scenarios as well as over Scattering for large datasets. We validate our findings on ILSVRC2012, Cifar-10, Cifar-100 and MNIST. As a realistic small dataset example, we show state-of-the-art classification results on popular 3D MRI brain-disease datasets where pre-training is difficult due to a lack of large public datasets in a similar domain.

1. Introduction

Where convolutional networks have appeared enormously powerful in the classification of images when ample data are available [14], we focus on smaller image datasets. We propose structuring receptive fields in CNNs as linear combinations of basis functions to train them with fewer image data.

The common approach to smaller datasets is to perform pre-training on a large dataset, usually ImageNet [30]. Where CNNs generalize well to domains similar to the domain where the pre-training came from [28, 41], the performance decreases significantly when moving away from the pre-training domain [41, 38]. We aim to make learning more effective for smaller sets by restricting CNNs parameter spaces. Since all images are spatially coherent and human observers are considered to only cast local variations up to a certain order as meaningful [11, 18] our key assumption is that it is unnecessary to learn these properties in the network. When visualizing the intermediate layers of a trained network, see e.g. [40] and Figure 2, it becomes evident that the filters as learned in a CNN are locally coherent and as a consequence can be decomposed into a smooth compact filter basis [12].

We aim to maintain the CNN’s capacity to learn general variances and invariances in arbitrary images. Following from our assumptions, the demand is posed on the filter set that i) a linear combination of a finite basis set is capable of forming any arbitrary filter necessary for the task at hand, as illustrated in Figure 1 and ii) that we preserve the full learning capacity of the network. For i) we choose the family of Gaussian filters and its smooth derivatives for which it has been proven [12] that 3-rd or 4-th order is sufficient to capture all local image variation perceivable by humans. According to scale-space theory [11, 36], the Gaussian family constitutes the Taylor expansion of the image function which guarantees completeness. For ii) we maintain back-propagation parameter optimization in the network, now applied to learning the weights by which the filters are summed into the effective filter set.

Figure 1: A subset of filters of the first structured receptive field CNN layer as trained on 100-class ILSVRC2012 and the Gaussian derivative basis they are learned from. The network learns scaled and rotated versions of zero, first, second and third order filters. Furthermore, the filters learn to recombine the different input color channels which is a crucial property of CNNs.
2. Related Work

2.1. Scale-space: the deep structure of images

Scale-space theory [36] provides a model for the structure of images by steadily convolving the image with filters of increasing scale, effectively reducing the resolution in each scale step. While details of the image will slowly disappear, the order by which they do so will uniquely encode the deep structure of the image [11]. Gaussian filters have the advantage in that they do not introduce any artifacts [18] in the image while Gaussian derivative filters form a complete and stable basis to decompose any realistic image. The set of responses to the derivative filters describing one patch is called the N-jet [5].

In the same vein, CNNs can be perceived to also model the deep structure of images, this time in a non-linear fashion. The pooling layers in a CNN effectively reduce resolution of input feature maps. Viewed from the top of the network down, the spatial extent of a convolution kernel is increased in each layer by a factor 2, where a 5x5 kernel at the higher layer measures 10x10 pixels on the layer below. The deep structure in a CNN models the image on several discrete levels of resolution simultaneously, precisely in line with Scale-space theory.

Where CNNs typically reduce resolution by max pooling in a non-linear fashion, Scale-space offers a linear theory for continuous reduction of resolution. Scale-space theory treats an image as a function of the mathematical apparatus to reveal the local image structure. In this paper, we exploit the descriptive power of Scale-space theory to decompose the image locally on a fixed filter basis of multiple scales.

2.2. CNNs and their parameters

CNNs [15] have large numbers of parameters to learn [13]. This is their strength as they can solve extremely complicated problems [13, 35]. At the same time, their number of unrestricted parameters is a limiting factor in terms of the large amounts of data needed to train. To prevent overfitting, which is an issue even when training on large datasets like the million images of the ILSVRC2012 challenge [30], usually regularization is imposed with methods like dropout [33] and weight decay [22]. Regularization is essential to achieving good performance. In cases where limited training data are available, CNN training quickly overfits regardless and the learned representations do not generalize well. Transfer learning from models pre-trained in similar domains to the new domain is necessary to achieve competitive results [23]. One thing pre-training on large datasets provides is knowledge about properties inherent to all natural images, such as spatial coherence and robustness to uninformative variability. In this paper, we aim to design these properties into CNNs to improve generalization when limited training data are available.
2.3. The Scattering representation

To reduce model complexity we draw inspiration from the elegant convolutional Scattering Network [2, 20, 31]. Scattering uses a multi-layer cascade of a pre-defined wavelet filter bank with nonlinearity and pooling operators. It computes a locally translation-invariant image representation, stable to deformations while avoiding information loss by recovering wavelet coefficients in successive layers. No learning is used in the image representation: all relevant combinations of the filters are fed into an SVM-classifier yielding state-of-the-art results on small dataset classification. Scattering is particularly well-suited to small datasets because it refrains from feature learning. Since all filter combinations are pre-defined, their effectiveness is independent of dataset size. In this paper, we also benefit from a fixed filter bank. In contrast to Scattering, we learn dependent of dataset size. In this paper, we also benefit from a fixed filter bank. In contrast to Scattering, we learn linear combinations of a filter basis into effective filters and non-linear combinations thereof.

The wavelet filter bank of Scattering is carefully designed to sample a range of rotations and scales. These filters and their properties are grounded in wavelet theory [19] and exhibit precisely formulated properties. By using interpretable filters, Scattering can design invariance to finite groups such as translation [2], scale and rotation [31]. Hard coding the invariance into the network is effective when the problem and its invariants are known precisely, but for many applications this is rarely the case. When the variability is unknown, additional Scattering paths have to be computed, stored and processed exhaustively before classification. This leads to a well-structured but very high dimensional parameter space. In this paper, we use a Gaussian derivatives basis as the filter bank, firmly grounded in scale-space theory [11, 18, 36]. Our approach incorporates learning effective filter combinations from the very beginning, which allows for a compact representation of the problem at hand.

2.4. Recent CNNs

Restriction of parameter spaces has led to some major advances in recent CNNs performance. Network in Network [17] and GoogleNet [34] illustrate that fully connected layers, which constitute most of Alexnet’s parameters, can be replaced by a global average pooling layer reducing the number of parameters in the fully connected layers to virtually zero. The number of parameters in the convolution layers is increased to enhance the expressiveness of each layers features. Overall the total number of parameters is not necessarily decreased, but the function space is restricted, allowing for bigger models while classification accuracy improves [17, 34].

The VGG Network [32] improves over Alexnet in a different way. The convolution layers parameter spaces are restricted by splitting each 5x5 convolution layer into two 3x3 convolution layers. 5x5 convolutions and 2 subsequent 3x3 convolutions have the same effective receptive field size while each receptive field has 18 instead of 25 trainable parameters. This regularization enables learning larger models that are less prone to overfitting. In this paper, we follow a different approach in restricting the free parameter space without reducing filter size.

3. Deep Receptive Field Networks

3.1. Structured receptive fields

In our structured receptive field networks we make the relationship between Scale-space and CNNs explicit. Whereas normal CNNs treat images and their filters as pixel values, we aim for a CNN that treats images as functions in Scale-space. Thus, the learned convolution kernels become functions as well. We therefore approximate an arbitrary CNN filter \( F(x) \) with a Taylor expansion around \( a \) up to order \( M \)

\[
F(x) = \sum_{m=0}^{M} \frac{F^m(a)}{m!} (x-a)^m.
\]  

(1)

Scale-space allows us to use differential operators on images, due to linearity of convolution we are able to compute the exact derivatives of the scaled underlying function by convolution with derivatives of the Gaussian kernel

\[
G(\cdot; \sigma) * F(x) = \sum_{m=0}^{N} \frac{(G^m(\cdot; \sigma) * F)(a)}{m!} (x-a)^m,
\]  

(2)

where * denotes convolution, \( G(\cdot; \sigma) \) is a Gaussian kernel with scale \( \sigma \) and \( G^m(\cdot; \sigma) \) is the \( m^{th} \) order Gaussian derivative with respect to it’s spatial variable. Thus, a convolution with a basis of weighted Gaussian derivatives receptive fields is the functional equivalent to pixel values in a standard CNN operating on a scaled infinitely differentiable version of the image.

To construct the full basis set in practice, one can show that the Hermite polynomials emerge from a sequence of Gaussian derivatives up to order \( M \) [29]. A Gaussian derivative of arbitrary order can be obtained from the orthogonal Hermite polynomials \( H_m \) through pointwise multiplication with a Gaussian envelope

\[
G^m(\cdot; \sigma) = (-1)^m \frac{1}{\sqrt{\sigma^m}} H_m \left( \frac{x}{\sigma \sqrt{2}} \right) \circ G(x; \sigma).
\]  

(3)

The resulting operators allow computation of an image’s local geometry at scale \( \sigma \) and location \( x \) up to any order of precision \( M \). This basis is thus a complete set. Each derivative corresponds to an independent degree of freedom, making it also a minimal set. Thus, an RFNN is a general CNN when a complete polynomial up to infinite order is considered. We restrict
the basis based on the requirement that one can construct quadrature pair filters as suggested by Scattering and by evidence from Scale-space theory [12] that considers all orders up to a maximum of 4, as it has been suggested that orders beyond that do not carry any information meaningful to visual perception.

3.2. Transformation properties of the basis

The isotropic Gaussian derivatives exhibit multiple desirable properties. It is possible to create complex multi-orientation pyramids that constitute wavelet representations similar to the Morlet Wavelet pyramids used in Scattering Networks [2]. A complex multiresolution filterbank can be constructed from a dilated and rotated Gaussian derivative quadrature. The exact dilated versions of an arbitrary Gaussian derivative \( G^m \) can be obtained through convolution with a Gaussian kernel of scale \( \sigma = n \) according to

\[
G^m(\cdot; \sqrt{j^2 + n^2}) = G^m(\cdot; j) * G(\cdot;n). \tag{4}
\]

Arbitrary rotations of Gaussian derivative kernels can be obtained from a minimal set of basis filters without the need to rotate the basis itself. This property is referred to as steerability [6]. Steerability is a property of all functions that can be expressed in a polynomial in \( x \) and \( y \) times an isotropic Gaussian. This certainly holds for the Gaussian derivatives according to equation 3. For example a quadrature pair of 2nd and 3rd order Gaussian derivatives \( G^{xx} \) and \( G^{xx} \) rotated by an angle \( \theta \) can be obtained from a minimal 3 and 4 x-y separable basis set given by

\[
\begin{align*}
G_{\theta}^{xx} &= \cos^2(\theta)G^{xx} - 2 \cos(\theta)\sin(\theta)G^{xy} + \sin^2(\theta)G^{yy} \\
G_{\theta}^{xx} &= \cos^3(\theta)G^{xx} - 3 \cos^2(\theta)\sin(\theta)G^{xy} + 3 \cos(\theta)\sin^2(\theta)G^{yy} - \sin^3(\theta)G^{yy}
\end{align*}
\]  

A general derivation of the minimal basis set necessary for steering arbitrary orders can be found in [6]. Note that the anisotropic case can be constructed in analogous manner according to [26]. This renders Scattering as a special case of the RFNN for fixed angles and scales, given a proper choice of pooling operations and possibly skip connections to closely resemble the architecture described in [2]. In practice this allows for seamless integration of the Scattering concept into CNNs to achieve a variety of hybrid architectures.

3.3. Learning basis filter parameters

Learning a feature representation boils down to convolution kernel learning. Where a classical CNN learns pixel values of the convolutional kernel, a RFNN learns Gaussian derivative basis function weights that combine to a convolution kernel function. A 2D filter kernel function \( F(x, y) \) in all layers, is a linear combination of \( i \) unique (non-symmetric) Gaussian derivative basis functions \( \phi \)

\[
F(x, y) = \alpha_1 \phi_1 + \cdots + \alpha_i \phi_i, \tag{6}
\]

where \( \alpha_1, \ldots, \alpha_i \) are the parameters being learned.

We learn the filter’s weights \( \alpha \) by mini-batch stochastic gradient descent and compute the derivatives of the loss function \( E \) with respect to the parameters \( \alpha \) through back-propagation. It is straightforward to show the independence between the basis weights \( \alpha \) and the actual basis (see Appendix for derivation). Thus, we formulate the basis learn-
ing as a combination of a fixed basis layer with a 1x1 convolution layer that has a kernel depth equal to the basis order. Propagation through the 1x1 layer is done as in any CNN while propagation through the basis layer is achieved by a convolution with flipped versions of the Gaussian filters. This makes it straightforward to include into any existing deep learning framework. The basic structured receptive field building block is illustrated in figure 3, showing how each effective filter is composed out of multiple basis filters. Note that the linearity of convolution allows us to never actually compute the effective filters. Convolving with effective filters is the same as convolving with the basis and then recombining the feature maps, allowing for efficient implementation. Algorithm 1 shows how the parameters are updated.

3.4. The network

In this work, we choose the Network in Network (NiN) architecture [17] as the basis into which we integrate the structured receptive fields. It is particularly suited for an analysis of the RFNN approach, as the absence of a fully connected layer ensures all parameters to be fully concerned with re-combining basis filter outcomes of the current layer. At the same time, it is powerful, similar in spirit to the state of the art Googlenet [34], while being comparably small and fast to train.

NiN alternates one spatial convolution layer with 1x1 convolutions and pooling. The 1x1 layers form non-linear combinations of the spatial convolution layers outputs. This procedure is repeated four times in 16 layers, with different number of filters and kernel sizes for the spatial convolution layer. The final pooling layer is a global average pooling layer. Each convolution layer is followed by a rectifier nonlinearity. Details on the different NiNs for Cifar and Imagenet can be found in the Caffe model zoo [9].

In the RFNN version of the Network in Network model, the basis layer including the Gaussian derivatives set is replacing the spatial convolution layer and corresponds to \( \phi_m \) in equation 6. Thus, each basis convolution layer has a number of filters depending on order and scale of the chosen basis set. The basis set is fixed: no parameters are learned in this layer. The linear re-combination of the filter basis is done by the subsequent 1x1 convolution layer, corresponding to \( \alpha_{ij} \) in equation 6. Note that there is no non-linearity between \( \phi_m \) and \( \alpha_{ij} \) layer in the RFNN case, as the combinations of the filters are linear. Thus the RFNN model is almost identical to the standard Network in Network.

We evaluate the model with and without multiple scales \( \sigma_s \). When including scale, we extract 4 scales, as the original model includes 3 pooling steps and thus operates on 4 scales at least. In the first layer we directly compute 4 scales, sampled continuously with \( \sigma_s = 2^s \) where \( s = scale \) as done in [2]. In each subsequent layer we discard the lowest scale. The dimensionality reduction by max pooling renders it meaningless to insert the lowest scale of the previous layer into the filter basis set as it is already covered by the pyramidal structure of the network. This enables us to save on basis filters in the higher layers of the network. In conclusion we reduce the total number of 2D filters in the network from 520,000 in the standard Network in Network to between 12 and 144 in the RF Network in Network (RFNiN), while retaining the models expressiveness as shown in the experimental section.

4. Experiments

The experiments are partitioned into four parts. i) We show insight in the proposed model to investigate design choices; ii) we show that our model combines the strengths of Scattering and CNNs; iii) we show structured receptive fields improve classification performance when limiting training data; iv) we show a 3D version of our model that outperforms the state-of-the-art, including a 3D-CNN, on two brain MRI classification datasets where large pre-training datasets are not available. We use the Caffe library [9] and Theano [1] where we added RFNN as a separate module. Code is available on github\(^1\).

4.1. Experiment 1: Model insight

The RFNN used in this section is the structured receptive field version of the Network in Network (RFNiN) introduced in section 3.3. We gain insight into the model by evaluating the scale and order of the basis filters. In addition, we analyze the performance compared to the standard Network in Network (NiN) [17] and Alexnet [13] and show that our proposed model is not merely a change in architecture. To allow overnight experiments we use the 100 largest classes of the ILSVRC2012 ImageNet classification challenge [30]. Selection is done by folder size, as more than 100 classes have 1,300 images in them, yielding a dataset size of 130,000 images. This is a real-world medium sized dataset in a domain where CNNs excel.

**Experimental setup.** The Network in Network (NiN) model and our Structured Receptive Field Network in Network (RFNiN) model are based on the training definitions provided by the Caffe model zoo [9]. Training is done with the standard procedure on Imagenet. We use stochastic gradient descent, a momentum of 0.9, a weight decay of 0.0005. The images are re-sized to 256x256, mirrored during training and the dataset mean is subtracted. The base learning rate was decreased by a factor of 10, according to the reduction from 1,000 to 100 classes, to i) we show insight in the proposed model to investigate design choices; ii) we show that our model combines the strengths of Scattering and CNNs; iii) we show structured receptive fields improve classification performance when limiting training data; iv) we show a 3D version of our model that outperforms the state-of-the-art, including a 3D-CNN, on two brain MRI classification datasets where large pre-training datasets are not available. We use the Caffe library [9] and Theano [1] where we added RFNN as a separate module. Code is available on github\(^1\).

\(^1\)https://github.com/jhjacobsen/RFNN
The scale component increases the effective filter kernels. The figure indicates that weights decrease towards higher orders as expected. Furthermore zero order filters have relatively high weights in higher layers, which hints to passing on scaled incoming features.

Analysis of network layers. For the network RFNiN 4th-order Figure 4 provides an overview of the range of basis weights per effective filters in all layers, where the x-axis indexes the spatial derivative index and y-axis the mean value plus standard deviation of weights per layer over all effective filter kernels. The figure indicates that weights decrease towards higher orders as expected. Furthermore zero order filters have relatively high weights in higher layers, which hints to passing on scaled incoming features.

Comparison to Network in Network. The champion RFNiN in Table 1 slightly outperforms the Network in Network with the same setting and training circumstances while only having 94 instead 520,000 spatial filters in the network in total. Note that the number of parameters is relatively similar though, as the scale component increases the number of basis functions per filter significantly. The result shows that our basis representation is sufficient for complex tasks like Imagenet.

Refactorize Network in Network. To illustrate that our proposed model is not merely a change in architecture we compare to a third architecture. We remove the Gaussian basis and we re-factorize the NiN such that it becomes identical to RFNiN. Both have almost the same number of parameters, but the NiN-factorize has a freely learnable basis. Re-factorizing only the first layer and leaving the rest of the network as in the original NiN, in Table 2 we show that a Gaussian basis is superior to a learned basis. When re-factorizing all layers, RFNiN-Scale 3rd-order results are superior by far to the identical NiN-factorize All Layers.

![Figure 4: Mean of filter weights and variances per layer for 15 basis filters with no scale, as trained on ILSVRC2012-100 subset. Note that the lower order filters have the highest weights while zero-order filters are most effective in higher layers for combinations of lower responses.](image-url)
**4.2. Experiment 2: Scattering and RFNNs**

**Small simple domain.** We compare an RFNN to Scattering in classification on reduced training sizes of the MNIST dataset. This is the domain where Scattering outperforms standard CNNs [2]. We reduce the number of training samples when training on MNIST as done in [2]. The network architecture and training parameters used in this section are the same as in [39]. The RFNN contains 3 layers with a third order basis on one scale as a multiscale basis didn’t provide any gain. Scale and order are determined on a receptive field set. Each basis layer is followed by a layer of $\alpha N = 64 \times 1 \times 1$ units that linearly re-combine the basis filters outcomes. As comparison we re-implement the same model as a plain CNN. The CNN and Scattering results on the task are taken from [2, 27].

Results are shown in Figure 5, each number is averaged over 3 runs. For the experiment on MNIST the gap between the CNNs and networks with pre-defined filters increases when training data is reduced, while RFNN and Scattering perform on par even at the smallest sample size. **Large complex domain.** We compare against Scattering on the Cifar-10 and Cifar-100 datasets, as reported by the recently introduced Deep Roto-Translation Scattering approach [24], a powerful variant of Scattering networks explicitly modeling invariance under the action of small rotations. This is a domain where CNNs excel and learning of complex image variabilities is key.

The RFNiN is again a variant of the standard NiN for Cifar-10. It is similar to the model in experiment 1, just that it has one basis layer, two $1 \times 1$ convolution layers and one pooling layer less and the units in the $1 \times 1$ convolution layers are 192 in the whole network. Furthermore, we show performance of the state-of-the-art recurrent convolutional networks (RCNNs) [16] for comparison.

The results in Table 3 show a considerable improvement on Cifar-10 and Cifar-100 when comparing RFNiN to Roto-Translation Scattering [24], which was designed specifically for this dataset. RCNNs performance is considerably higher as they follow a different approach to which structured receptive fields can also be applied if desired.

**RFNNs are robust to dataset size.** From these experiments, we conclude that RFNNs combine the best of both worlds. We outperform CNNs and compete with Scattering when training data is limited as exemplified on subsets of MNIST. We capture complex image variabilities beyond the capabilities of Scattering representations as exemplified on the datasets Cifar-10 and Cifar-100 despite operating in a similarly smooth parameter space on a receptive field level.

**4.3. Experiment 3: Limiting datavolume**

To demonstrate the effectiveness of the RF variant compared to the Network in Network, we reduce the number of classes in the ILSVRC2012-dataset from 1000 to 100 to 10, resulting in a reduction of the total number of images on which the network was trained from 1.2M to 130k to 13k and subsequent decrease in visual variety to learn from. To demonstrate performance is not only due to smaller number of learnable parameters, we evaluate two RFNiN versions. RFNiN-v1 is RFNiN-Scale $3^{rd}$-order from table1. RFNiN-v2 is one layer deeper and wider [128/128/384/512/1000] version of the RFNiN-v1, resulting in 3 million additional parameters, which is 2.5 million more than NiN.

The results in table 4 show that compared to CNNs the
RFNiN performance is better relatively speaking when the number of samples and thus the visual variety decreases. For the 13k ILSVRC2012-10 image dataset the gap between RFNiN and NiN increased to 8.0% from 2.4% for the 130k images in ILSVRC2012-100 while the best RFNiN is inferior to NiN by 2.98% for the full ILSVRC2012-1000. This supports our aim that RFNiN is effectively incorporating natural image priors, yielding a better performance compared to the standard NiN when training data and variety is limited, even when having more learnable parameters. Truly large datasets seem to contain information not yet captured by our model.

4.4. Experiment 4: Small realistic data

We apply an RFNiN to 3D brain MRI classification for Alzheimer’s disease [4] on two popular datasets. Neuroimaging is a domain where training data is notoriously small and high dimensional and no truly large open access databases in a similar domain exist for pre-training.

We use a 3-layer RFNiN with filters sizes $[128,96,96]$ with a third order basis in 3 scales $\sigma \in \{1,4,16\}$. This time wider spaced, as the brains are very big objects and are centered due to normalization to MNI space with the FSL library [8]. Each basis layer is followed by one 1x1 convolution layer. Global average pooling is applied to the final feature maps. The network is implemented in Theano [1] and trained with Adam [10].

The results are shown in table 5. Note that [7, 25] train on their own subset and use an order of magnitude more training data. We follow standard practice [4] and train on a smaller subset. Nevertheless we outperform all published methods on the ADNI dataset. The same 3 layer NiN as our RFNiN model has 84.21% accuracy, more than 10% worse while being hard to train due to unstable convergence. On the OASIS AD-126 Alzheimer’s dataset [21], we achieve an accuracy of 80.26%, compared to 74.10% with a SIFT-based approach [3]. Thus, we show our RFNiN can effectively learn comparably deep representations even when data is scarce and exhibits stable convergence properties.

5. Discussion

The experiments show that structuring convolutional layers with a filter basis grounded on Scale-space principles improves performance when data is limited. The filter basis provides regularization especially suited for image data by restricting the parameter space to smooth features up to fourth order. The Gaussian derivative basis opens up a new perspective for reasoning in CNNs, connecting them with a rich body of prior multiscale image analysis research that can now be readily incorporated into the models. This is especially interesting for applications where model insight and control is key.

We illustrated the effectiveness of RFNNs on multiple subsets of Imagenet, Cifar-10, Cifar-100 and MNIST. The choice of a third order Gaussian basis is sufficient to tackle all datasets which is in accordance with prior research [12, 2]. While it remains an open problem to match the performance of CNNs on very large datasets like the 1000-class ILSVRC2012, our results show that the RFNN method outperforms CNNs by large margins when data are scarce. It can also outperform CNNs on challenging medium sized datasets while being superior to Scattering on large datasets despite having more parameters as the pre-defined basis restriction allows the network to devote its full capacity to a sensible feature spaces. As a small data real world example, we verify our claims with 3D MRI Alzheimer’s disease classification on two datasets where we consistently achieve competitive performance including the best results on the widely used ADNI dataset.
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