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Abstract. We construct SO(p) × SO(q)-invariant special Lagrangian (SL) cones in C^(p+q). These SL cones are natural higher-dimensional analogues of the SO(2)-invariant SL cones constructed previously by MH and used in our gluing constructions of higher genus SL cones in C^3. We study in detail the geometry of these SO(p) × SO(q)-invariant SL cones, in preparation for their application to our higher dimensional special Legendrian gluing constructions. In particular the symmetries of these cones and their asymptotics near the spherical limit are analysed.

All SO(p) × SO(q)-invariant SL cones arise from a more general construction of independent interest which we call the special Legendrian twisted product construction. Using this twisted product construction and simple variants of it we can construct a constellation of new special Lagrangian and Hamiltonian stationary cones in C^n. We prove the following theorems: A. there are infinitely many topological types of special Lagrangian and Hamiltonian stationary cones in C^n for all n ≥ 4, B. for n ≥ 4 special Lagrangian and Hamiltonian stationary torus cones in C^n can occur in continuous families of arbitrarily high dimension and C. for n ≥ 6 there are infinitely many topological types of special Lagrangian and Hamiltonian stationary cones in C^n that can occur in continuous families of arbitrarily high dimension.

1. Introduction

Let M be a Calabi-Yau manifold of complex dimension n with Kähler form ω and non-zero parallel holomorphic n-form Ω. Suitably normalised Re Ω is a calibrated form whose calibrated submanifolds are called special Lagrangian (SL) submanifolds [16]. Beginning in the mid 1990s moduli spaces of SL submanifolds appeared in string theory [4,24,25,28,47]. On physical grounds, Strominger, Yau and Zaslow argued that a Calabi-Yau manifold M with its mirror partner \( \tilde{M} \) admits a (singular) fibration by SL tori, and that \( \tilde{M} \) should be obtained by compactifying the dual fibration \( \tilde{\omega} \). To make these ideas rigorous one needs control over the singularities and compactness properties of families of SL submanifolds. In dimensions three and higher these properties are not well understood. As a result there has been considerable recent interest in singular SL subvarieties [6, 13–15, 17–19, 29, 39, 44, 45].

One natural class of singular SL n-folds is the class of SL varieties with isolated conical singularities [29]. These are compact SL n-folds of Calabi-Yau manifolds which are singular at a finite number of points, near each of which they resemble asymptotically some SL cone C in C^n with the origin as the only singular point of C. This motivates the recent interest in constructing SL cones in C^n with an isolated singularity at the origin [7,17,18,27,42]. Until recently few examples of such SL cones were known. Between 2000 and 2005, many new families of examples were constructed using techniques from equivariant differential geometry, symplectic geometry and integrable systems [7,17,18,27,42]. In contrast, PDE techniques were not used in the construction of new special Lagrangian cones during this period (see Joyce’s series of papers [30,32] on U(1)-invariant special Lagrangians in C^3 for PDE constructions of other special Lagrangian 3-folds.)

In 2007 we used geometric PDE gluing methods to construct a plethora of new special Lagrangian cones in C^3 [22]. The basic building blocks of our gluing constructions were the SO(2)-invariant special Lagrangian cones first constructed in [17,18] and studied further in [22]. It is very natural to ask if one can also use geometric PDE gluing methods to construct a variety of new special
Lagrangian cones in \( \mathbb{C}^n \) for \( n > 3 \). Recently we achieved such a construction (as announced in our detailed survey article \[23\]). The current paper is the first in a series of three \[20,21\] in which the constructions announced and summarised in our survey \[23\] are carried out in detail.

Higher dimensional building blocks for gluing constructions. The main purpose of the current article is to construct the appropriate higher dimensional building blocks, analogous to the \( SO(2) \)-invariant SL cones we used in \[22\], and to describe them at the level of detail needed for the gluing applications in \[20,21\]. Appropriate higher dimensional building blocks are provided by \( SO(p) \times SO(q) \)-invariant SL cones in \( \mathbb{C}^{p+q} \). When \( (p,q) = (1,2) \), these are exactly the \( SO(2) \)-invariant SL cones we used as building blocks in our three-dimensional constructions. \( SO(p) \times SO(q) \)-invariant SL cones share many features of the \( SO(2) \)-invariant SL cones in \( \mathbb{C}^3 \).

A variety of building blocks. Because in dimension \( n \) there are \( \left[ \frac{n}{2} \right] \) possible building blocks available, there are many different ways to attempt gluing constructions of higher dimensional special Legendrian submanifolds. In the forthcoming articles \[20,21\] and in our survey \[23\] we describe how to use both the \( SO(n-1) \)-invariant and \( SO(p) \times SO(p) \)-invariant special Legendrians as the basic building blocks for two different gluing constructions of a plethora of higher dimensional special Legendrian submanifolds. The constructions using the \( SO(n-1) \)-invariant special Legendrians are the most direct high-dimensional analogues of our previous three-dimensional gluing constructions. By contrast, the geometry and the analysis for constructions based on the \( SO(p) \times SO(p) \)-invariant special Legendrians turns out to be rather different to the three-dimensional construction.

\( SO(p) \times SO(q) \)-invariant special Legendrians. In this article we will describe in detail the geometry of \( SO(p) \times SO(q) \)-invariant special Legendrians for all \( p \) and \( q \), even though in our present gluing constructions we will only use the \( SO(n-1) \)-invariant and \( SO(p) \times SO(p) \)-invariant ones. We view the \( SO(p) \times SO(q) \)-invariant special Legendrians as very natural geometric objects worthy of study themselves and there is little extra effort (and indeed some economy) in studying them for all values of \( p \) and \( q \). Also while a direct analogue of the gluing constructions described in \[20,21,23\] will fail using these other building blocks (for reasons discussed in our survey article \[23\]) there are certainly other plausible gluing constructions in which they might profitably be deployed in the future. While many features of the \( SO(p) \times SO(q) \)-invariant special Lagrangian cones do not depend on \( p \) and \( q \), there are some crucial geometric differences between the cases (i) \( p = 1 \), (ii) \( p = q \) and (iii) \( p \neq q \) and \( p \neq 1 \). These differences are important for our gluing constructions and for this reason we will at a later stage separate our study of \( SO(p) \times SO(q) \)-invariant special Lagrangian cones into these three cases.

As we remarked earlier for \( (p,q) = (1,2) \) the \( SO(p) \times SO(q) \)-invariant special Legendrians are precisely the \( SO(2) \)-invariant ones studied previously in \[17,18,22\]. To our knowledge, for general \((p,q)\), \( SO(p) \times SO(q) \)-invariant special Legendrians were first studied by Castro-Li-Urbano \[8\]. We study the geometry of \( SO(p) \times SO(q) \)-invariant special Legendrians in considerably more detail than in \[8\]: we pay particular attention to the geometric features central to their use as the building blocks for our gluing constructions of higher dimensional special Legendrian submanifolds. In particular: (a) we prove the the existence of countably infinitely many closed embedded \( SO(p) \times SO(q) \)-invariant special Legendrians for any admissible \( p \) and \( q \), (b) we classify the extra discrete symmetries enjoyed by \( SO(p) \times SO(q) \)-invariant special Legendrians, and (c) we study the geometry and detailed asymptotics of the family of \( SO(p) \times SO(q) \)-invariant special Legendrians close to the equatorial sphere limit where the family degenerates. All three components play an essential role in the use of \( SO(p) \times SO(q) \)-invariant special Legendrians as building blocks in our higher dimensional gluing constructions \[20,21,23\].

Special Legendrian twisted products. The construction of \( SO(p) \times SO(q) \)-invariant special Legendrians can be viewed as a special case of what we call the twisted product construction. This twisted product construction (see Definition \[8,10\]) gives a way to combine a pair of lower-dimensional Legendrian immersions \( X_1 : \Sigma_1 \to S^{2p-1} \) and \( X_2 : \Sigma_2 \to S^{2q-1} \) with a Legendrian curve \( w : I \to S^3 \subset \mathbb{C}^2 \) to produce a new Legendrian immersion \( X_1 \ast_w X_2 : I \times \Sigma_1 \times \Sigma_2 \to S^{2p+2q-1} \subset \mathbb{C}^{p+q} \). If the twisting
curve $w : I \rightarrow S^3$ is appropriately chosen then the cone over $X_1 \ast_w X_2$ is just the product of the cones over $X_1$ and $X_2$, hence the origin of the term twisted product.

The Lagrangian phase of the twisted product $X_1 \ast_w X_2$ is determined by the Lagrangian phases of $X_1$, $X_2$ and the twisting curve $w$ (see 3.19). This formula implies that if the twisting curve $w : I \rightarrow S^3$ satisfies a certain condition depending on $p$ and $q$ (see 3.25) then the $w$-twisted product $X_1 \ast_w X_2$ is special Legendrian whenever both $X_1$ and $X_2$ are also special Legendrian. Twisting curves $w : I \rightarrow S^3$ satisfying the condition 3.25 we call $(p,q)$-twisted SL curves in $S^3$. The crucial point here about condition 3.25 is that it depends on $p$ and $q$ but not on the immersions $X_1$ and $X_2$. Thus we can use the twisted product construction to produce special Legendrian immersions from lower-dimensional special Legendrian immersions provided that we can find $(p,q)$-twisted SL curves. To produce special Legendrian immersions of closed manifolds via $(p,q)$-twisted SL curves we need to find closed $(p,q)$-twisted SL curves.

In the special case where the two Legendrian immersions $X_1$ and $X_2$ are the standard real equatorial embeddings $S^{p-1} \rightarrow S^{2p-1} \subset \mathbb{C}^p$ and $S^{q-1} \rightarrow S^{2q-1} \subset \mathbb{C}^q$ respectively the resulting twisted product $X_1 \ast_w X_2$ is an $SO(p) \times SO(q)$-invariant Legendrian. If additionally, the twisting curve $w$ is a $(p,q)$-twisted SL curve then the twisted product of these two equatorial embeddings is an $SO(p) \times SO(q)$-invariant special Legendrian. Conversely, every $SO(p) \times SO(q)$-invariant special Legendrian arises in this way as a twisted product with some $(p,q)$-twisted SL curve. Thus the study of $SO(p) \times SO(q)$-invariant special Legendrians in $S^{2p+2q-1}$ essentially reduces to the study of $(p,q)$-twisted SL curves in $S^3$. The twisted product construction first appeared in the work of Castro-Li-Urbano [8], although the terminology twisted product is our invention.

A plethora of new special Lagrangian and Hamiltonian stationary cones. Although our main interest in $(p,q)$-twisted SL curves in $S^3$ is their intimate connection to $SO(p) \times SO(q)$-invariant special Legendrians, surprisingly good mileage can be obtained by applying our results about $(p,q)$-twisted SL curves in $S^3$ to more general twisted products, i.e. where $X_1$ and $X_2$ are not just standard equatorial embeddings of spheres.

Our results about $(p,q)$-twisted SL curves in $S^3$ together with our previous gluing constructions of higher genus SL cones in $\mathbb{C}^3$ [22] allow us to construct a wealth of new topological types of higher-dimensional special Lagrangian and Hamiltonian stationary cones.

**Theorem A.**

(i) For any $n \geq 4$ there are infinitely many topological types of special Lagrangian cone in $\mathbb{C}^n$, each of which is diffeomorphic to the cone over a product $S^1 \times \Sigma'$ for some smooth manifold $\Sigma'$, and each of which admits infinitely many distinct geometric representatives.

(ii) For any $n \geq 4$ there are infinitely many topological types of Hamiltonian stationary cone in $\mathbb{C}^n$ which are not minimal Lagrangian, each of which is diffeomorphic to the cone over a product $S^1 \times \Sigma'$ for some smooth manifold $\Sigma'$, and each of which admits infinitely many distinct geometric representatives.

Similarly combining our results about $(p,q)$-twisted SL curves with the work of Carberry-McIntosh [7] on special Legendrian 2-tori via integrable systems methods we obtain the following

**Theorem B.**

(i) For $n \geq 3$ there exist special Legendrian immersions of $T^{n-1}$ in $S^{2n-1}$ which come in continuous families of arbitrarily high dimension.

(ii) For $n \geq 4$ there exist contact stationary (and not minimal Legendrian) immersions of $T^{n-1}$ in $S^{2n-1}$ which come in continuous families of arbitrarily high dimension.

Finally, by combining the twisted product construction with both integrable systems methods and our gluing methods for special Legendrian surfaces in $S^5$ we obtain the following striking results

**Theorem C.**

(i) For any $n \geq 6$ there are infinitely many topological types of special Lagrangian cone in $\mathbb{C}^n$ of product type which can occur in continuous families of arbitrarily high dimension.
(ii) For each $n \geq 6$ there are infinitely many topological types of Hamiltonian stationary cone in $\mathbb{C}^n$ of product type which are not minimal Lagrangian and which can occur in continuous families of arbitrarily high dimension.

It is difficult to see how either integrable systems methods or gluing methods by themselves could yield a result like Theorem C.

$(p,q)$-twisted SL curves, ODEs and $SO(p) \times SO(q)$-invariant special Legendrians. The key to our study of $(p,q)$-twisted SL curves in $S^3$ is the simple Lemma 3.27 which shows that there is a very natural system of complex 1st order ODEs (3.28) whose integral curves are $(p,q)$-twisted SL curves in $S^3$ and conversely that $(p,q)$-twisted SL curves in $S^3$ always admit parametrisations satisfying 3.28. Since the generic isotropic orbit of $SO(p) \times SO(q)$ has dimension $p + q - 2$ one expects that the 1st order PDEs for special Legendrians should reduce to a system of 1st order ODEs under this symmetry assumption. When $(p,q) = (1, 2)$ 3.28 reduces to the fundamental ODEs used to study $SO(2)$-invariant special Legendrians in [22, eqn. 3.18]. The ODEs 3.28 for $(p,q)$-twisted SL curves in $S^3$ can be studied by methods similar to those used in our earlier work [22].

The 1-parameter family $X_\tau$ and its geometry as $\tau \to 0$. Many features of the $SO(2)$-invariant special Legendrians in $S^5$ have analogues for $SO(p) \times SO(q)$-invariant special Legendrians in $S^{2p+2q-1}$. For instance, for each $(p,q)$ there is a real 1-parameter family of distinct $SO(p) \times SO(q)$-invariant special Legendrian cylinders $X_\tau : \mathbb{R} \times S^{p-1} \times S^{q-1} \to S^{2p+2q-1}$ depending real analytically on $\tau$ (see Proposition 4.48). Geometrically, the parameter $\tau$ controls the maximum of the absolute value of the curvature that occurs on the cylinder $X_\tau$ and this value tends to infinity as $\tau \to 0$. Hence as $\tau \to 0$, the family $X_\tau$ must degenerate in some way. In all our cases as $\tau \to 0$, $X_\tau$ approaches a necklace of equatorial $n - 1$ spheres. In this sense our building blocks are reminiscent of building blocks used in other gluing constructions—Delaunay surfaces in the construction of CMC surfaces in $\mathbb{R}^3$ [33, 40] and Delaunay/Fowler metrics in the construction of constant scalar curvature metrics [19]. The fact that the family $X_\tau$ degenerates to a union of very simple geometric objects is fundamental to our gluing constructions in [20, 22, 23].

Spherical SL necklaces of type $(p,q)$. For a given value of $p + q = n$, but different values of $p$ and $q$, the $SO(p) \times SO(q)$-invariant special Legendrian submanifolds all approach a necklace of equatorial $n - 1$ spheres as $\tau \to 0$. For different values of $(p,q)$ these give rise to different kinds of spherical necklaces, in which the geometry of the transition regions that connects two adjacent almost spherical regions, and thus the relative positioning of adjacent almost spherical regions, changes. For $SO(n - 1)$-invariant special Legendrians each limiting equatorial sphere has two identical transition regions which localise on two antipodal points of the equatorial sphere. Suitably enlarged the core of each of these transition regions resembles a Lagrangian catenoid as $\tau \to 0$. If $p > 1$, the geometry of the transition regions of the $SO(p) \times SO(q)$-invariant special Legendrians is more complicated. In this case there are two different kinds of transition regions: one which localises on a $p - 1$ dimensional equatorial subosphere and another which localises on a $q - 1$ dimensional equatorial subosphere. In the former case the core of the transition region resembles the product of a unit $p - 1$ sphere with a small $q$ dimensional Lagrangian catenoid, and in the latter case the product of a small $p$ dimensional Lagrangian catenoid with a unit $q - 1$ sphere. In the special case $p = q$ these two kinds of transition regions are isometric and there exist discrete symmetries that exchange the two kinds of transition regions; these symmetries cannot exist in the case $p \neq q$. The geometry of the almost spherical regions and the different kinds of transition regions are described in detail in Section 7.

Symmetries of the building blocks $X_\tau$. The $SO(p) \times SO(q)$-invariant special Legendrians $X_\tau$ possess additional discrete symmetries beyond the $SO(p) \times SO(q)$ symmetry. An important feature of the gluing constructions carried out in [20, 21] is that we exploit fully these discrete symmetries to simplify the later analysis (as described in our survey article [23]). Hence we give a detailed description of all symmetries the building blocks $X_\tau$ enjoy.
Closed special Legendrian immersions from $X_{\tau}$ and closed $(p,q)$-twisted SL curves. The immersions $X_{\tau}$ give us special Legendrian immersions of the generalised cylinder $\mathbb{R} \times S^{p-1} \times S^{q-1}$. As in the SO(2)-invariant case a single angular period $\hat{\tau}_{\tau}$ (defined precisely in (3.20)) determines when $X_{\tau}$ factors through a closed special Legendrian embedding and hence gives rise to a SL cone in $\mathbb{C}^n$ with closed link. By studying the dependence of $\hat{\tau}_{\tau}$ on $\tau$ (see Proposition (3.45)) we prove that for a dense set of $\tau$, $X_{\tau}$ factors as above; this is intimately connected with understanding for what values of $\tau$ we can find closed $(p,q)$-twisted SL curves in $S^3$ (see (10.1) and (10.2)). The latter is important for the applications to construct new special Legendrian immersions of the closed manifold $S^1 \times \Sigma_1 \times \Sigma_2$ from a pair of lower-dimensional special Legendrian immersions of $\Sigma_1$ and $\Sigma_2$.

Asymptotics of the angular period $\hat{\tau}_{\tau}$ as $\tau \to 0$. The behaviour of the angular period $\hat{\tau}_{\tau}$ and its derivative $\frac{d\hat{\tau}_{\tau}}{d\tau}$ as $\tau \to 0$ is needed to understand quantitatively how the geometry of $X_{\tau}$ changes when we make a small change in $\tau$ (and $\tau$ itself is also small). Understanding this behaviour is crucial to the gluing applications in (20) (23). The angular period $\hat{\tau}_{\tau}$ can be expressed as an integral, which for SO(2)-invariant SL cones is an elliptic integral (of the third kind) (22 eqn. 3.34 & Appendix A). In (22) we exploited results about elliptic integrals to prove our small $\tau$ asymptotics for $\frac{d\hat{\tau}_{\tau}}{d\tau}$ (22, 3.30). In higher dimensions $\hat{\tau}_{\tau}$ has an expression in terms of hyperelliptic rather than elliptic integrals. In this paper, rather than studying the hyperelliptic integrals directly we adopt a more geometric approach that we hope will find application in other similar problems.

Every minimal submanifold of $S^{m-1}$ has an associated homological invariant called the torque which arises directly from the First Variation Formula applied to Killing fields $\sigma(m)$ of $S^{m-1}$. We show that the torque detects the difference between the $X_{\tau}$ for different values of $\tau$. By studying the linearisation of the torque for small rotationally invariant perturbations of $X_{\tau}$ and combining it with the Legendrian neighbourhood theorem we derive an exact formula for the derivative $\frac{d\hat{\tau}_{\tau}}{d\tau}$ in terms of the values of a distinguished solution $Q$ to the rotationally invariant linearised operator. This formula is valid for all values of $\tau$ not just small $\tau$ and may itself be useful for other purposes.

By studying the behaviour of the distinguished solution $Q$ for small $\tau$ we are able to prove our result on the small $\tau$ asymptotics of $\frac{d\hat{\tau}_{\tau}}{d\tau}$ and $\hat{\tau}_{\tau}$.

Organisation of the Paper. The paper is organised in ten sections and an Appendix. Section 1 consists of the introduction, this section and some remarks on notation. In Section 2 we recall basic facts and definitions from symplectic, contact, special Lagrangian and Hamiltonian stationary geometry. The reader already familiar with these basics could skip this section.

In Section 3 we describe two ways to generate new special Lagrangian or special Legendrian immersions from other simpler or lower-dimensional special Lagrangian or special Legendrian immersions and a curve either in $\mathbb{C}$ or $S^3$ satisfying some additional geometric condition.

The first construction leads to the construction of the so-called Lagrangian catenoids—the unique family of nonflat special Lagrangian $n$-folds in $\mathbb{C}^n$ foliated by round $n-1$ spheres. Although well-known, we describe the Lagrangian catenoid and the associated ODEs in detail as a warmup for the second construction and because we will see the Lagrangian catenoids reappear in the “necks” of the SO($p$) $\times$ SO($q$)-invariant special Legendrians constructed later in the paper.

The second construction (see Definition 3.10 and Proposition 3.18), which we call the twisted product construction, is at the heart of the paper. Definition 3.24 introduces the notion of a $(p,q)$-twisted special Legendrian (SL) curve in $S^3$. Corollary 3.26 explains how to use $(p,q)$-twisted SL curves in $S^3$ to construct new special Legendrian immersions from a pair of lower-dimensional special Legendrian immersions via the twisted product construction. Lemma 3.27 reduces the study of $(p,q)$-twisted SL curves in $S^3$ to a 1st order system of complex ODEs 3.28.

We also sketch briefly the extension of the twisted product construction to the contact stationary realm. Definition 3.30 introduces $(p,q)$-twisted contact stationary (CS) curves in $S^3$ and Lemma 3.39 gives the contact stationary analogue of Corollary 3.26. We do not systematically study $(p,q)$-twisted CS curves in this paper and instead content ourselves with exhibiting a very simple but still countably infinite family of closed $(p,q)$-twisted CS curves (see 3.41). The existence of this
simple family of closed \((p, q)\)-twisted CS curves nevertheless suffices to construct many new contact stationary (and non minimal Legendrian) immersions of closed manifolds from lower dimensional special Legendrian immersions. In the rest of the section, assuming results on the existence of countably infinitely many closed \((p, q)\)-twisted SL curves proved later in Theorem \ref{thm:existence}, we prove Theorems A–C quoted above by combining the SL and CS twisted product constructions with (a) our gluing constructions of special Legendrian surfaces of higher genus in \(S^5\) \cite{carbery-mcintosh} and (b) the integrable systems constructions of special Legendrian tori in \(S^5\) of Carberry-McIntosh \cite{carbery-mcintosh}.

In Section \ref{sec:1-param} we begin our detailed study of \(\text{SO}(p) \times \text{SO}(q)\)-invariant special Legendrians in \(S^{2p+2q-1}\). Lemma \ref{lem:iso-orbits} describes the isotropic \(\text{SO}(p) \times \text{SO}(q)\) orbits \(O \subset S^{2(p+q)-1}\) and leads to Corollaries \ref{cor:iso-orbits} and \ref{cor:iso-orbits-count} on the correspondence between \(\text{SO}(p) \times \text{SO}(q)\)-invariant special Legendrians in \(S^{2(p+q)-1}\) and \((p, q)\)-twisted SL curves in \(S^3\). Proposition \ref{prop:SL-CS} establishes the basic facts about solutions to the \((p, q)\)-twisted SL ODEs \ref{eq:SL-ODE} its conserved quantities, its symmetries, stationary points, local and global existence and dependence on initial data. Proposition \ref{prop:SL-CS} gives a normal form for any solution \(w\) to \ref{eq:SL-ODE}. Using Propositions \ref{prop:SL-CS} and \ref{prop:SL-CS} we define the 1-parameter family \(w_\tau\) of solutions of the fundamental ODE for \((p, q)\)-twisted SL curves by specifying appropriate initial conditions (see \ref{eq:SL-ODE} and \ref{eq:SL-ODE}). In Definition \ref{def:1-param} we use the 1-parameter family of solutions \(w_\tau\) to define the 1-parameter family \(X_\tau\) of \(\text{SO}(p) \times \text{SO}(q)\)-invariant special Legendrian immersions in \(S^{2p+2q-1}\). Proposition \ref{prop:1-param} establishes some basic properties of \(X_\tau\).

Section \ref{sec:discrete} studies the discrete symmetries of the 1-parameter family \(w_\tau\) of \((p, q)\)-twisted SL curves defined in Section \ref{sec:1-param}. We also introduce the \emph{periods} and \emph{half-periods} of \(w_\tau\); the periods of \(w_\tau\) control when \(w_\tau\) forms a closed curve in \(S^3\), while the half-periods control when the curve of \(\text{SO}(p) \times \text{SO}(q)\) orbits associated with \(w_\tau\) is closed. The half-periods of \(w_\tau\) also control the embedding properties of \(X_\tau\) (see Proposition \ref{prop:half-periods}). The discrete symmetries of \(w_\tau\) give rise to symmetries of \(X_\tau\) beyond the \(\text{SO}(p) \times \text{SO}(q)\) symmetry implicit in the construction of \(X_\tau\). Many of these discrete symmetries do not belong to \(\text{SU}(n)\), the obvious subgroup of \(\text{O}(2n)\) that sends SL \(n\)-folds in \(\mathbb{C}^n\) to other SL \(n\)-folds. For this reason and because the discrete symmetries play an important role in our subsequent gluing constructions it is important to give a careful study of the symmetries of \(X_\tau\).

Thus Section \ref{sec:discrete} gives an in-depth analysis of all symmetries enjoyed by the 1-parameter family of \(\text{SO}(p) \times \text{SO}(q)\)-invariant special Legendrian immersions \(X_\tau\). A \emph{symmetry} of \(X_\tau\) is a pair \((M, \tilde{M})\) \(\in \text{Diff}(\text{Cyl}^{p,q}) \times \text{O}(2n)\) such that
\[
\tilde{M} \circ X_\tau = X_\tau \circ M.
\]
If \((\tilde{M}, M)\) is any symmetry of \(X_\tau\) then \(M \in \text{Isom}(\text{Cyl}^{p,q}, g_\tau)\) where \(g_\tau := X_\tau^* g_{S^{2n-1}}\) is the pullback metric on \(\text{Cyl}^{p,q}\) induced by the immersion \(X_\tau\) (see Remark \ref{rem:pullback}). Propositions \ref{prop:1-param-structure} and \ref{prop:1-param-structure} determine the structure of the group \(\text{Isom}(\text{Cyl}^{p,q}, g_\tau)\). Propositions \ref{prop:periods} \ref{prop:half-periods} and \ref{prop:half-periods} (for the three cases \(p = 1\), \(p > 1\), \(p = q\) respectively) show that in fact every element of \(\text{Isom}(\text{Cyl}^{p,q}, g_\tau)\) gives rise to a symmetry of \(X_\tau\). Using this fact and our results on the structure of \(\text{Isom}(\text{Cyl}^{p,q}, g_\tau)\) we determine the structure of the group of domain symmetries \(\text{Sym}(X_\tau)\) (defined in \ref{def:domain-sym}) in Corollaries \ref{cor:domain-sym} \ref{cor:domain-sym} and \ref{cor:domain-sym}. Together with the results from Section \ref{sec:discrete} on the half-periods of \(w_\tau\) this also allows us to determine the structure of the group of target symmetries \(\tilde{\text{Sym}}(X_\tau)\) (defined in \ref{def:target-sym}) in Lemmas \ref{lem:target-sym} \ref{lem:target-sym} and \ref{lem:target-sym}.

Section \ref{sec:tori} studies two related topics. The first part of the section introduces subsets of \(\text{Cyl}^{p,q}\) called the \emph{waists} (Definition \ref{def:waists}) and \emph{bulges} (Definition \ref{def:bulges}) of \(X_\tau\) and associates to each bulge an equatorial \(n-1\) sphere in \(S^{2n-1}\) called its \emph{approximating sphere} (Definition \ref{def:approx}). We study the action of \(\text{Sym}(X_\tau)\) on the waists and bulges of \(X_\tau\) and the action of \(\tilde{\text{Sym}}(X_\tau)\) on the approximating spheres of \(X_\tau\) (see Lemmas \ref{lem:waists} \ref{lem:waists} and \ref{lem:approx}).

The second part of the section studies the geometry of \(X_\tau\) as \(\tau \to 0\). We define subsets of the bulges, called almost spherical regions, and show that as \(\tau \to 0\) the image of an almost spherical region under \(X_\tau\) is close to its associated approximating sphere, thereby justifying the terminology. We also study the geometry of the necks of \(X_\tau\) — the core of the transition regions connecting two adjacent almost spherical regions centred around one of the waists — and show that as \(\tau \to 0\)
the necks approach a limiting geometry: if \( p = 1 \) the necks all resemble small \( n - 1 \) dimensional Lagrangian catenoids, while if \( p > 1 \) there are two kinds of necks both of which resemble the product of a unit sphere with a small Lagrangian catenoid of the appropriate dimensions.

Section 9 introduces a homological invariant of minimal submanifolds of \( S^{2n-1} \) call its *torque* and a variant called the *restricted torque* for special Legendrian submanifolds of \( S^{2n-1} \). Proposition 9.3 determines the restricted torque for the \( SO(p) \times SO(q) \)-invariant SL immersions \( X_\tau \). This torque calculation is used later in the proof of the \( \tau \rightarrow 0 \) asymptotics of the angular period \( \hat{\tau}_\tau \).

Section 10 studies the asymptotics of the period \( 2\pi \tau \) and the angular period \( \hat{\pi}_\pi \) as \( \tau \rightarrow 0 \). To prove the small \( \tau \) asymptotics of \( \frac{d\hat{\pi}}{d\tau} \) we need Lemma 9.3 which calculates the linearisation of the torque of \( X_\tau \) when perturbed by a small rotationally-invariant function \( \phi \). Lemma 9.3 is a key ingredient of Lemma 9.28 which gives an precise formula for \( \frac{d\hat{\pi}}{d\tau} \) valid for any \( 0 < \tau < \tau_{\text{max}} \), in terms of the values of a particular solution to the rotationally-invariant linearised operator 9.11.

The small \( \tau \) asymptotics of \( \hat{\pi}_\pi \) and \( \frac{d\hat{\pi}}{d\tau} \), are easy consequences of this formula (see 9.15).

Section 11 uses Proposition 10.1 to prove the existence of a countably infinite family of closed \((p,q)\)-twisted SL curves for every admissible pair of integers \((p,q)\) (see Theorem 10.1). Similar methods prove the existence of a countable dense set of \( \tau \) for which \( X_\tau \) factors through an embedding of a closed special Legendrian manifold (see Theorem 10.2). In particular we find an infinite sequence of \( \tau \) converging to 0 for which \( X_\tau : \text{Cyl}^{p,q} \rightarrow S^{2n-1} \) factors through an embedding of a \( S^1 \times S^{n-2} \) if \( p = 1 \) or \( S^1 \times S^{p-1} \times S^{q-1} \) if \( p = q \geq 2 \) (see Lemma 10.3). These closed special Legendrian “necklaces” with small \( \tau \) are the building blocks for our subsequent gluing constructions [20, 21, 23].

The Appendix contains material of a more general nature. Appendix A recalls some elementary group theory used to describe the structure of various symmetry groups that arise in the paper. Appendix B describes all *Lagrangian isometries* and *special Lagrangian isometries* of \( \mathbb{C}^n \): elements of \( O(2n) \) that preserve the Lagrangian Grassmannian or special Lagrangian Grassmannian respectively. The structure of the special Lagrangian isometries and more generally the anti-special Lagrangian isometries (isometries that take all special Lagrangian planes to special Lagrangian planes with the wrong orientation) underpins the structure of the group \( \text{Sym}(X_\tau) \) analysed in Section 6. Every element of \( \text{Sym}(X_\tau) \) is either a special Lagrangian or anti-special Lagrangian isometry.

**Notation and conventions.** Throughout the paper we use the following notation to express elements of \( \text{Isom}(\mathbb{R}) \), the isometries of the real line. We denote by \( T_x \), translation by \( x, t \mapsto t + x \). We denote by \( \overline{t} \) reflection in the origin \( t \mapsto -t \) and reflection in \( x, t \mapsto 2x - t \) by \( \overline{t} \).
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2. **Special Lagrangian cones and special Legendrian submanifolds of \( S^{2n-1} \)**

In this section we recall basic facts about special Lagrangian geometry in \( \mathbb{C}^n \), special Lagrangian cones in \( \mathbb{C}^n \) and their connection to minimal Legendrian submanifolds of \( S^{2n-1} \). Special Lagrangian geometry is an example of a *calibrated geometry* [16].

**Calibrations and Special Lagrangian geometry in \( \mathbb{C}^n \).**

Let \((M,g)\) be a Riemannian manifold. Let \( V \) be an oriented tangent \( p \)-plane on \( M \), i.e. a \( p \)-dimensional oriented vector subspace of some tangent plane \( T_x M \) to \( M \). The restriction of the Riemannian metric to \( V \), \( g|_V \), is a Euclidean metric on \( V \) which together with the orientation on \( V \) determines a natural \( p \)-form on \( V \), the volume form \( \text{Vol}_V \). A closed \( p \)-form \( \phi \) on \( M \) is a *calibration* on \( M \) if for every oriented tangent \( p \)-plane \( V \) on \( M \) we have \( \phi|_V \leq \text{Vol}_V \). Let \( L \) be an oriented submanifold of \( M \) with dimension \( p \). \( L \) is a \( \phi \)-calibrated submanifold if \( \phi|_{T_xL} = \text{Vol}_{T_xL} \) for all \( x \in L \). There is a natural extension of this definition to singular calibrated submanifolds.
Geometric Measure Theory and rectifiable currents [16, §II.1]. The key property of calibrated submanifolds (even singular ones) is that they are homologically volume minimising [16, Thm. II.4.2]. In particular, any calibrated submanifold is automatically minimal, i.e. has vanishing mean curvature.

Let $z_1 = x_1 + iy_1, \ldots, z_n = x_n + iy_n$ be standard complex coordinates on $\mathbb{C}^n$ equipped with the Euclidean metric. Let

$$\omega = \frac{i}{2} \sum_{j=1}^{n} dz_j \wedge d\overline{z}_j = \sum_{j=1}^{n} dx_j \wedge dy_j,$$

be the standard symplectic 2-form on $\mathbb{C}^n$. Define a complex $n$-form $\Omega$ on $\mathbb{C}^n$ by

$$\Omega = dz_1 \wedge \cdots \wedge dz_n.$$  

The real $n$-form $\text{Re} \, \Omega$ is a calibration on $\mathbb{C}^n$ whose calibrated submanifolds we call special Lagrangian submanifolds of $\mathbb{C}^n$, or SL $n$-folds for short. There is a natural extension of special Lagrangian geometry to any Calabi-Yau manifold $M$ by replacing $\Omega$ with the natural parallel holomorphic $(n,0)$-form on $M$. Special Lagrangian submanifolds play an important role in a number of interesting geometric properties of Calabi-Yau manifolds, e.g. Mirror Symmetry [47, 48].

Let $f : L \to \mathbb{C}^n$ be a Lagrangian immersion of the oriented $n$-manifold $L$, and $\Omega$ be the standard holomorphic $(n,0)$-form defined in (2.1). Then $f^* \Omega$ is a complex $n$-form on $L$ satisfying $|f^* \Omega| = 1$ [16, p. 89]. Hence we may write

$$f^* \Omega = e^{i\theta} \text{Vol}_L \quad \text{on} \quad L,$$

for some phase function $e^{i\theta} : L \to S^1$. We call $e^{i\theta}$ the phase of the oriented Lagrangian immersion $f$. $L$ is a SL $n$-fold in $\mathbb{C}^n$ if and only if the phase function $e^{i\theta} \equiv 1$. Reversing the orientation of $L$ changes the sign of the phase function $e^{i\theta}$. The differential $d\theta$ is a closed 1-form on $L$ satisfying

$$d\theta = \iota_H \omega,$$

where $H$ is the mean curvature vector of $L$. In particular, (2.3) implies that a connected component of $L$ is minimal if and only if the phase function $e^{i\theta}$ is constant. (2.3) may also be restated as

$$H = -J \nabla \theta,$$

where $J$ and $\nabla$ denote the standard complex structure and gradient on $\mathbb{C}^n$ respectively. For a general Lagrangian submanifold of $\mathbb{C}^n$ it is not possible to find a global lift of the $S^1$ valued phase function $e^{i\theta}$ to a real function $\theta$, although of course such a lift always exists locally. When a global lift $\theta$ exists we call $\theta : L \to \mathbb{R}$ the Lagrangian angle of $L$. In particular, any Lagrangian submanifold which is sufficiently close to a special Lagrangian submanifold will have a globally well-defined Lagrangian angle $\theta$.

If the Lagrangian phase $e^{i\theta} : L \to S^1$ of a Lagrangian submanifold $L$ is a harmonic map, or equivalently if the 1-form $d\theta$ is harmonic, then $L$ is said to be Hamiltonian stationary. Hamiltonian stationary submanifolds are so-called because the condition that $d\theta$ be harmonic is equivalent to $L$ being a critical point of volume with respect to compactly supported Hamiltonian variations [43].

**Contact geometry.**

We recall some basic definitions from contact geometry [2, 11, 40, 41]. Let $M$ be a smooth manifold of dimension $2n+1$, and let $\xi$ be a hyperplane field on $M$. $\xi$ is a (cooriented) contact structure on $M$ if there exists a 1-form $\gamma$ so that $\ker \gamma = \xi$ and

$$\gamma \wedge (d\gamma)^n \neq 0.$$  

The pair $(M, \xi)$ is called a contact manifold, and the 1-form $\gamma$ a contact form defining $\xi$. Condition (2.5) is equivalent to the condition that $(d\gamma)^n|_\xi \neq 0$. In particular, for each $p \in M$ the 2$n$-dimensional subspace $\xi_p \subset T_p M$ endowed with the 2-form $d\gamma|_\xi_p$ is a symplectic vector space. Given a contact form $\gamma$ on $M$, the Reeb vector field $R_\gamma$ is the unique vector field on $M$ satisfying

$$\iota(R_\gamma)d\gamma \equiv 0, \quad \gamma(R_\gamma) \equiv 1.$$
Let \((M, \xi = \ker \gamma)\) be a contact manifold. A submanifold \(L\) of \((M, \xi)\) is an integral submanifold of \(\xi\) (also called an isotropic submanifold) if \(T_x L \subset \xi_x\) for all \(x \in L\). Equivalently \(L\) is an integral submanifold of \(\xi\) if \(\gamma|_L = 0\). A submanifold \(L\) of \((M^{2n+1}, \xi)\) is Legendrian if it is an integral submanifold of maximal dimension \(n\).

**Special Legendrian submanifolds and special Lagrangian cones.**

For any compact oriented embedded (but not necessarily connected) submanifold \(\Sigma \subset S^{2n-1}(1) \subset \mathbb{C}^n\) define the cone on \(\Sigma\),

\[
C(\Sigma) = \{ tx : t \in \mathbb{R}^\geq, x \in \Sigma \}.
\]

A cone \(C\) in \(\mathbb{C}^n\) (that is a subset invariant under dilations) is regular if there exists \(\Sigma\) as above so that \(C = C(\Sigma)\), in which case we call \(\Sigma\) the link of the cone \(C\). \(C'(\Sigma) := C(\Sigma) - \{0\}\) is an embedded smooth submanifold, but \(C(\Sigma)\) has an isolated singularity at 0 unless \(\Sigma\) is a totally geodesic sphere. Sometimes it will also be convenient to allow \(\Sigma\) to be just immersed not embedded, in which case \(C'(\Sigma)\) is no longer embedded. Then we call \(C(\Sigma)\) an almost regular cone.

Let \(r\) denote the radial coordinate on \(\mathbb{C}^n\) and let \(X\) be the Liouville vector field

\[
X = \frac{1}{2} r^2 \frac{\partial}{\partial r} = \frac{1}{2} \sum_{j=1}^n x_j \frac{\partial}{\partial x_j} + y_j \frac{\partial}{\partial y_j}.
\]

From its embedding in \(\mathbb{C}^n\), the unit sphere \(S^{2n-1}\) inherits a natural contact form

\[
\gamma = i_X \omega|_{S^{2n-1}} = \sum_{j=1}^n x_j dy_j - y_j dx_j|_{S^{2n-1}}.
\]

There is a one-to-one correspondence between regular Lagrangian cones in \(\mathbb{C}^n\) and Legendrian submanifolds of \(S^{2n-1}\). The Lagrangian angle or the phase of a Lagrangian cone in \(\mathbb{C}^n\) is homogeneous of degree 0. We define the Lagrangian angle of a Legendrian submanifold \(\Sigma\) of \(S^{2n-1}\) to be the restriction to \(S^{2n-1}\) of the Lagrangian angle of the Lagrangian cone \(C'(\Sigma)\). We call a submanifold \(\Sigma\) of \(S^{2n-1}\) special Legendrian if the cone over \(\Sigma\), \(C'(\Sigma)\) is special Lagrangian in \(\mathbb{C}^n\). In other words, \(\Sigma\) is special Legendrian if and only if its Lagrangian phase is identically 1 or its Lagrangian angle is identically 0 modulo 2\(\pi\).

A special Legendrian submanifold of \(S^{2n-1}\) is minimal. Conversely, any minimal Legendrian submanifold of \(S^{2n-1}\) has constant Lagrangian phase. Hence up to rotation by a constant phase \(e^{i\theta}\) any connected minimal Legendrian submanifold of \(S^{2n-1}\) is special Legendrian. The goal of our paper is thus to construct special Legendrian immersions of (orientable) \(n-1\)-manifolds into \(S^{2n-1}\).

**Contact stationary submanifolds and Hamiltonian stationary cones.**

A Legendrian submanifold \(\Sigma\) of \(S^{2n-1}\) is said to be contact stationary if it is a stationary point of volume with respect to all contact deformations of \(\Sigma\). One can show that an oriented Legendrian submanifold \(\Sigma\) is contact stationary if and only if the Lagrangian phase \(e^{i\theta} : \Sigma \rightarrow S^1\) is harmonic [8 Prop 2.4]. Contact stationary submanifolds in \(S^{2n-1}\) are to Hamiltonian stationary cones in \(\mathbb{C}^n\) as special Legendrian submanifolds in \(S^{2n-1}\) are to special Lagrangian cones in \(\mathbb{C}^n\). Namely, a regular cone \(C(\Sigma)\) in \(\mathbb{C}^n\) is Hamiltonian stationary if and only if the link \(\Sigma \subset S^{2n-1}\) is a contact stationary submanifold [8 Prop. 5.1].

Hamiltonian stationary cones play an important role in analysing singularities of Lagrangian minimisers in the variational programme initiated by Schoen-Wolfson [45]. For 2-dimensional Lagrangian minimisers Schoen-Wolfson developed a rather complete theory. Their singularity analysis in two dimensions involves at a key stage the classification of 2-dimensional Hamiltonian stationary cones and the stability analysis of these cones [45 §7]. The classification of 2-dimensional Hamiltonian stationary cones is rather straightforward; the Hamiltonian stationary cones are parametrised by a pair of relatively prime positive integers \((m, n)\) and the corresponding contact stationary
curves in $S^3$ are (up to unitary equivalence) the following explicit curves (see Theorem 7.1 in [45])
\begin{equation}
\gamma_{m,n}(s) = \frac{1}{\sqrt{m+n}} \left( \sqrt{m e^{is\sqrt{m/n}}}, i\sqrt{m e^{-is\sqrt{n/m}}}, \right), \quad s \in [0, 2\pi \sqrt{mn}].
\end{equation}
The simple explicit form (2.6) permits the second variation operator of these Hamiltonian stationary cones to be written down very explicitly.

By contrast, we will show that in high dimensions there is a plethora of Hamiltonian stationary cones (besides the ones that are special Lagrangian). This suggests that higher-dimensional versions of the Schoen-Wolfson programme may run into problems if one needs to rely on a classification of Hamiltonian stationary cones.

3. Twisted products of Legendrian immersions: new immersions from old

In this section we describe two ways to generate new special Lagrangian or special Legendrian immersions from other (simpler or lower dimensional) special Lagrangian or special Legendrian immersions and a curve either in $\mathbb{C}$ or $\mathbb{C}^2$ satisfying certain ODEs.

In the first simpler construction, given a curve in $w : I \to \mathbb{C}$ and a Legendrian immersion in $X : \Sigma \to S^{2n-1}$ we obtain a Lagrangian immersion $X_w : I \times \Sigma \to \mathbb{C}^n$. If the curve $w$ satisfies a certain ODE and $X$ is special Legendrian then $X_w$ is a new special Lagrangian immersion. In the second more powerful construction, given a Legendrian immersion $w : I \to \mathbb{S}^3$ and a pair of Legendrian immersions $X_1 : \Sigma_1 \to S^{2p-1}$ and $X_2 : \Sigma_2 \to S^{2q-1}$ we obtain a new Legendrian immersion $X_1 *_w X_2 : I \times \Sigma_1 \times \Sigma_2 \to S^{2p+2q-1}$, that we call the $w$-twisted product of $X_1$ and $X_2$. If the curve $w : I \to \mathbb{S}^3 \subset \mathbb{C}^2$ is chosen appropriately then the cone over the $w$-twisted product is precisely the product of the cone over $X_1$ with the cone over $X_2$—hence the name twisted product for the general case. If $w$ satisfies an appropriate ODE and both $X_1$ and $X_2$ are special Legendrian then the $w$-twisted product $X_1 *_w X_2$ is also special Legendrian. We call solutions of these ODEs, $(p, q)$-twisted special Legendrian curves. To construct new special Legendrian immersions of closed manifolds, the key point is to find closed $(p, q)$-twisted special Legendrian (SL) curves. We achieve a good understanding of closed $(p, q)$-twisted SL curves in Section [10].

Combining this understanding of closed $(p, q)$-twisted SL curves with our earlier work on gluing constructions of special Legendrian immersions in $S^3$ [22] and constructions of special Legendrian 2-tori via integrable systems methods [7,42] we are able to prove the existence of a plethora of new special Legendrian immersions with interesting geometric properties in dimensions greater than three. Very minor modifications also allow us to construct a similar variety of contact stationary Legendrian immersions and hence of new Hamiltonian stationary (and not special Lagrangian) cones. However, all closed special Legendrians constructed via $(p, q)$-twisted SL curves are topologically products of the form $S^1 \times \Sigma$. We construct infinitely many topological types of higher dimensional special Legendrians which are not topologically products using gluing methods in [20,21,23].

When the immersions $X_1$ and $X_2$ are chosen to be the simplest possible special Legendrian immersions, namely the standard totally real equatorial embeddings of $S^{p-1} \subset \mathbb{R}^p \subset \mathbb{C}^p$ and $S^{q-1} \subset \mathbb{R}^q \subset \mathbb{C}^q$, then $w$-twisted special Legendrian immersions $X_1 *_w X_2$ turn out to be suitable building blocks for higher dimensional gluing constructions of special Legendrian immersions. When $p = 1$ and $q = 2$ these turn out to be precisely the building blocks used in our previous gluing construction of special Legendrian surfaces in $S^3$ [7][13][22].

Throughout this section, given a Legendrian immersion $Y$ into an odd-dimensional sphere or a Lagrangian immersion $Y$ into $\mathbb{C}^n$, we shall denote its Lagrangian phase by $e^{i\theta_Y}$.

$n$-twisted SL curves in $\mathbb{C}$ and the Lagrangian catenoid. In the first construction we combine a curve $w$ in $\mathbb{C}$ and a Legendrian immersion $X$ in $S^{2n-1}$ to obtain a new Lagrangian immersion in $\mathbb{C}^n$ as follows.

**Lemma 3.1.** Let $w : I \subset \mathbb{R} \to \mathbb{C}$ be a smooth immersion and let $X : (\Sigma, g) \to S^{2n-1}$ be a Legendrian isometric immersion. At points where $w \neq 0$ the map $X_w : I \times \Sigma \to \mathbb{C}^n$ defined by $X_w(t, \sigma) = w(t)X(\sigma)$,
is a Lagrangian immersion whose Lagrangian phase $e^{i\theta}$ satisfies
\[ e^{i\theta} = e^{i\theta_w} e^{i(n-1) \arg w}, \]
and the metric $g_w$ induced by $X_w$ is
\[ g_w = |\dot{w}|^2 dt^2 + |w|^2 g. \]

**Proof.** It is straightforward to check that $X_w$ is a Lagrangian immersion away from $w = 0$, using the fact that $X$ is a Legendrian immersion in $S^{2n-1}$. The form for the Lagrangian phase of $X_w$ in terms of the Lagrangian phase of $X$ and the curve $w$ follows easily from the definition of the Lagrangian phase in \[2.2\] \[\square\]

**Definition 3.2** (cf. Definition \[3.24\]). A smooth immersed curve $w : I \to \mathbb{C}$ is called an $n$-twisted SL curve if the Lagrangian phase of $w$ satisfies
\[ e^{i\theta} = e^{-i(n-1) \arg w}. \] (3.3)

The next simple result characterises $n$-twisted SL curves as solutions of a nonlinear ODE for $w$.

**Lemma 3.4** (cf. Lemma \[3.27\]). A curve $w : I \to \mathbb{C}^*$ is an $n$-twisted SL curve if and only if admits a parametrisation such that
\[ \dot{w} = \overline{w}^{n-1}. \] (3.5)

**Proof.** The Lagrangian angle of a smooth immersed curve $w : I \to \mathbb{C}$ is given by $e^{i\theta} = \frac{\dot{w}}{|\dot{w}|}$. Hence if $w$ satisfies \[3.5\] then
\[ e^{i\theta} = \frac{\dot{w}}{|\dot{w}|} = \frac{\overline{w}^{n-1}}{|\overline{w}|^{n-1}} = e^{-i(n-1) \arg w}. \]

Conversely, if $w : I \to \mathbb{C}^*$ is an $n$-twisted SL curve then
\[ \frac{\dot{w}}{|\dot{w}|} = \frac{\overline{w}^{n-1}}{|\overline{w}|^{n-1}}. \]

Since $w$ is a smooth immersed curve in $\mathbb{C}^*$ we can reparametrise it so that $|\dot{w}| = |w|^{n-1}$, and then in this parametrisation we have $\dot{w} = \overline{w}^{n-1}$. \[\square\]

**Corollary 3.6** (cf. Corollary \[3.20\]). If $X : \Sigma \to S^{2n-1}$ is a special Legendrian immersion and $w : I \to \mathbb{C}^*$ is an $n$-twisted SL curve, then $X_w : I \times \Sigma \to \mathbb{C}^n$ is a special Lagrangian immersion.

In fact, one can also easily show that if $X$ is a contact stationary Legendrian immersion (which is not special Legendrian) and $w$ is an $n$-twisted SL curve, then $X_w$ is a Hamiltonian stationary immersion of $I \times \Sigma$ which is not special Lagrangian.

If $n = 2$ then \[3.3\] becomes the linear ODE $\dot{w} = \overline{w}$. Straightforward calculation shows that any solution to this linear ODE has the form
\[ w(t) = ae^{t} + ibe^{-t}, \quad \text{for } a, b \in \mathbb{R}, \]
and that $\text{Im } w^2(t) \equiv 2ab$. In particular when $n = 2$ all solutions of \[3.3\] are defined for all $t \in \mathbb{R}$ (in contrast to the case when $n > 2$). Solutions with either $a$ or $b$ zero but not both zero give horizontal or vertical half-lines through the origin in the complex plane which approach the origin either as $t \to \infty$ or $t \to -\infty$ and tend to infinity at the other end. Any solution with $ab \neq 0$ gives a connected curve (one of the two components of $\text{Im } w^2 = 2ab$) contained in a single quadrant asymptotic as $t \to \pm \infty$ to either a vertical or a horizontal half-line.

From now on we assume $n > 2$. We will analyse \[3.3\] its symmetries and solutions in detail as a warmup for the more complicated analysis of $(p,q)$-twisted SL curves we will encounter shortly. We will see that equation \[3.3\] reoccurs when analysing limiting behaviour of certain $(p,q)$-twisted SL curves.

The ODE \[3.3\] has the following five obvious types of symmetry:

1. Time translation invariance, i.e. $t \mapsto t + t_0$ for some constant $t_0 \in \mathbb{R}$. 


Lemma 3.7 (cf. Proposition 4.17). Assume that \( n \geq 3 \).

(i) Solutions to the \( n \)-twisted SL ODEs \( 3.5 \) admit the conserved quantity
\[
I := \Im w^n.
\]
Symmetries (1) and (2) preserve \( I \), (3) and (4) send \( I \mapsto -I \) and (5) sends \( I \mapsto \lambda I \).
Hence by scaling as in (5) we may assume either \( I = 0 \) or \( I = \pm 1 \), and also by using symmetry (4) we can assume \( I = 1 \).

(ii) The origin is the only stationary point of \( 3.5 \).

(iii) The initial value problem for \( 3.5 \) with any initial data \( w(0) \in \mathbb{C}^* \) has a unique real analytic solution \( w: J \to \mathbb{C} \) defined on a bounded interval \( J \subset \mathbb{R} \).

(iv) For any solution of \( 3.5 \) with \( I(w) = \lambda \neq 0 \) write \( w(t) = \sqrt{y(t)} e^{i\psi(t)} \) where \( y := |w|^2 \). Then \( y \) and \( \psi \) satisfy the following
\[
\frac{1}{2} \dot{y} + i\lambda = w^n, \quad \dot{y} = 2y^{n/2} \cos n\psi, \quad \lambda = y^{n/2} \sin n\psi, \quad \dot{\psi} = 4(y^n - \lambda^2), \quad \dot{\psi} = -\lambda.
\]
In particular \( y(t) \) is increasing when \( \cos n\psi(t) = \Re(w^n)(t) > 0 \), decreasing when \( \cos n\psi(t) = \Re(w^n)(t) < 0 \) and has a stationary point if and only if \( \cos n\psi(t) = \Re(w^n)(t) = 0 \), and for \( \lambda > 0 \) \( \psi(t) \) is a decreasing function of \( t \).

(v) Any solution of \( 3.5 \) with \( I(w) = \lambda > 0 \) can be written in the form
\[
w_{\lambda,t_0,k}(t) = \lambda^{1/n} e^{2\pi ki/n} w_1(\lambda^{1-2/n}(t + t_0)),
\]
for some \( k \in \mathbb{Z}/n\mathbb{Z} \) and \( t_0 \in \mathbb{R} \), where \( w_1 \) is the unique solution of \( 3.5 \) with
\[
w(0) = e^{i\pi/2n}
\]
(and hence \( I(w_1) = 1 \)).

(vi) The solution \( w_1 \) defined in part (v) has the symmetry
\[
w_1 \circ \overline{I} = e^{-i\pi/n} \overline{w_1},
\]
where \( \overline{I} \) denotes reflection in the origin \( t \mapsto -t \).

(vii) The solution \( w_{\lambda,t_0,k} \) from (v) is defined on the time interval
\[
I_{\lambda,t_0} = \lambda^{-1+2/n} (-T_1 - t_0, T_1 - t_0),
\]
where
\[
T_1 := \int_1^\infty \frac{dy}{2\sqrt{y^n - 1}} = \frac{\Gamma(\frac{1}{2}) \Gamma(\frac{1}{n} - \frac{1}{n})}{2\Gamma(-\frac{1}{n})} = \frac{\sqrt{\pi} \Gamma(\frac{1}{2} - \frac{1}{n})}{2\Gamma(-\frac{1}{n})},
\]
and \( \Gamma \) denotes the gamma function.

Proof. (i) For any solution of \( 3.5 \) we have
\[
\frac{d}{dt} w^n = n w^{n-1} \dot{w} = n w^{n-1} \overline{w}^{n-1} = n |w|^{2(n-1)} \in \mathbb{R},
\]
and hence \( I := \Im w^n \) is conserved. It is straightforward to check the action of the symmetries on \( I \) is as claimed.
(ii) Stationary points are zeros of the vector field \( V(w) := w^{n-1} \).

(iii) The vector field \( V \) from (ii) defining (3.5) is clearly real algebraic. Hence from standard local existence and uniqueness results for the initial value problem, locally (3.5) admits a unique real analytic solution for any initial data and this local solution depends really analytically on the initial data. In (vii) we show that for \( n > 2 \) any nonstationary solution exists only on a finite interval \( J \).

(iv) Once we prove the first equation the others follow from looking at real and imaginary parts or comparing the modulus squared of both sides. 3.5 implies 2 Re \( w^n = 2 \Re(\overline{w}^n) = 2 \Re(\overline{w}\overline{\overline{w}}) = \dot{y} \) and \( \Im(w^n) = \lambda \).

(v) By time translation invariance we can assume \( \dot{y}(0) = 0 \) and therefore by (iv) \( w^n(0) = i\lambda \). By scaling we can assume that \( \lambda = 1 \) and hence \( w^n(0) = i \). Multiplying by an \( n \)th root of unity we can assume \( w(0) = e^{i\pi/2n} \) and the result follows.

(vi) Define \( \dot{w} = e^{i\pi/n} \sigma \circ T \). \( \dot{w} \) is also a solution of (3.5) and \( \dot{w}(0) = w(0) \). Hence by uniqueness of the initial value problem \( \dot{w} \equiv w_1 \).

(vii) It suffices to prove the result for \( w_1 \): the result for \( w_{1,\lambda,\nu,k} \) then follows immediately by applying the scaling symmetry (5) to \( w_1 \) and a time translation. We can apply local existence repeatedly until \( y = |w|^2 \) goes to infinity. Hence it suffices to study the maximal interval of existence for \( y \). By the symmetry (vi) of \( w_1, y := |w_1|^2 \) is an even function of \( t \), and hence is defined on a symmetric interval \((-T_1, T_1)\) and \( T_1 \) is given by

\[
T_1 = \int_{-1}^{1} \frac{1}{2(1-y^{n-1})} dy.
\]

By choosing the 1-parameter family of solutions \( w_{\lambda,0,0} \) from (3.7)\ v) we obtain

**Proposition 3.8** (Thm A, [27]). Let \( \Sigma \) be any special Legendrian submanifold in \( \mathbb{S}^{2n-1} \). For any \( d \in \mathbb{R} \), let \( \Sigma_d \) denote the set

\[
\{ w p \in \mathbb{C}^n : p \in \Sigma, w \in \mathbb{C}, \ \text{with} \ \Im w^n = d, \ \arg w \in (0, \frac{\pi}{n}) \}.
\]

Then for \( d \neq 0 \), \( \Sigma_d \) is an immersed asymptotically conical special Lagrangian submanifold of \( \mathbb{C}^n \) with two ends asymptotic to the two SL cones \( C(\Sigma) \) and \( e^{i\pi/n} C(\Sigma) \).

When we apply Proposition 3.8 to \( \Sigma = \mathbb{S}^{n-1} \subset \mathbb{R}^n \subset \mathbb{C}^n \) the asymptotically conical SL \( n \)-folds we obtain are known as the **Lagrangian catenoids** \( L \). The Lagrangian catenoids \( L \) can be characterised in a number of ways. For example, they are the only non-flat SL \( n \)-folds in \( \mathbb{C}^n \) foliated by round \( n-1 \)-spheres [1]. Also any nonsingular SL \( n \)-fold in \( \mathbb{C}^n \) invariant under the standard complex linear action of \( \SO(n) \) on \( \mathbb{C}^n \) is (conjugate to a piece of) a Lagrangian catenoid.

**Definition 3.9** (Standard embeddings of the Lagrangian catenoid).

(i) Suppose \( n > 2 \). Let \( w_1 : \mathbb{R} \to \mathbb{C}^n \) be the unique solution of (3.5) with \( w_1(0) = e^{i\pi/2n} \) as in (3.4)\ v) and let \( T_1 \) denote the lifetime defined in (3.7)\ vi). We call the special Lagrangian embedding \( X_1 : (-T_1, T_1) \times S^{n-1} \to \mathbb{C}^n \) defined by

\[
X_1(t, \sigma) = w_1(t)\sigma, \quad \text{for} \ t \in (-T_1, T_1), \quad \sigma \in S^{n-1} \subset \mathbb{R}^n,
\]

the standard embedding of the Lagrangian catenoid of size 1 or just the standard unit Lagrangian catenoid for short.

(ii) Suppose \( n = 2 \). Let \( w_1 : \mathbb{R} \to \mathbb{C}^* \) be the unique solution of (3.5) with \( w_1(0) = e^{i\pi/4} \), i.e.

\[
w_1(t) = \frac{1}{\sqrt{2}}(e^t + ie^{-t}).
\]

We call the special Lagrangian embedding \( X_1 : \mathbb{R} \times S^1 \to \mathbb{C}^2 \) defined by

\[
X_1(t, \sigma) := w_1(t)\sigma, \quad \text{for} \ t \in \mathbb{R}, \ \sigma \in S^1 \subset \mathbb{R}^2,
\]

the standard embedding of the 2-dimensional Lagrangian catenoid of size 1 or just the standard unit 2-dimensional Lagrangian catenoid for short.
More generally, if we replace \( w_1 \) above with the rescaled solution \( w_\lambda(t) := \lambda^{1/n} w_1(\lambda^{1-2/n} t) \) and define \( X_\lambda(t, \sigma) = w_\lambda(t) \sigma \) then we obtain the standard embedding of the Lagrangian catenoid of size \( \lambda^{1/n} \). We call it size \( \lambda^{1/n} \) because the waist of \( X_\lambda \), i.e. the sphere \( w_\lambda(t) \cdot S^{n-2} \) of minimal radius has radius \( \lambda^{1/n} \). Symmetry \( 3.7 \) vi implies the following discrete symmetry of the standard embedding of the Lagrangian catenoid of any size \( \lambda \)

\[
\bar{\tau} \circ X_\lambda = X_\lambda \circ \tau,
\]

where \( \tau \in \text{Diff}(\mathbb{R} \times S^{n-1}) \) is given by \( \tau(t, \sigma) = (-t, \sigma) \) and \( \bar{\tau} \in O(2n) \) is defined by

\[
\bar{\tau}(z) = e^{-i\pi/n} \bar{z} \quad \text{for} \quad z \in \mathbb{C}^n.
\]

**Twisted products of spherical Legendrian immersions.** We turn now to a similar mechanism for producing a new Legendrian immersion \( X_1 \ast_w X_2 \) into a higher-dimensional odd sphere from a Legendrian curve \( w \) in \( S^3 \) and a pair of Legendrian immersions \( X_1 \) and \( X_2 \) into lower-dimensional odd spheres. We call \( X_1 \ast_w X_2 \) the \( w \)-twisted product of \( X_1 \) and \( X_2 \) for reasons explained in \( 3.14 \).

**Definition 3.10.** Let \( I \subseteq \mathbb{R} \) be a connected interval, \( \Sigma_1 \) and \( \Sigma_2 \) be two smooth manifolds of dimensions \( n_1 \) and \( n_2 \) respectively, and \( X_i : \Sigma_i \rightarrow S^{2m_i-1} \) for \( i = 1, 2 \) be smooth maps into odd-dimensional spheres. Let \( w = (w_1(t), w_2(t)) : I \rightarrow S^1 \) be a smooth immersed curve in \( S^3 \). Then the \( w \)-twisted product of \( X_1 \) and \( X_2 \), denoted \( X_1 \ast_w X_2 \), is the smooth map

\[
X_1 \ast_w X_2 : I \times \Sigma_1 \times \Sigma_2 \rightarrow S^{2m_1+2m_2-1} \subset C^{m_1+m_2} = C^{m_1} \times C^{m_2},
\]

defined by

\[
(3.11) \quad X_1 \ast_w X_2(t, \sigma_1, \sigma_2) = (w_1(t) X_1(\sigma_1), w_2(t) X_2(\sigma_2)).
\]

**Remark 3.12.** In the definition of a twisted product above it is also convenient to allow the degenerate case where \( \Sigma_1 \) is \( 0 \)-dimensional. We will need the case where \( \Sigma_1 \) is a single point \( p \) and the map \( X_1 \) maps \( p \mapsto (1, 0) \in S^3 \). In this case we will drop the reference to \( X_1 \) and \( \Sigma_1 \) and the subscript for \( X_2 \) and \( \Sigma_2 \) and write \( X_w : I \times \Sigma \rightarrow S^{2m-1} \) for the map defined by

\[
(3.13) \quad X_w(t, \sigma) = (w_1(t), w_2(t) X(\sigma)).
\]

We will still refer to this degenerate case as a twisted product.

The following extended remark explains the origin of the term \( \text{twisted product} \) in Definition \( 3.10 \).

**Remark 3.14.** Let \( C_1 \) and \( C_2 \) be cones in \( C^{m_1} \) and \( C^{m_2} \) respectively. The product \( C_1 \times C_2 \subset C^{m_1} \times C^{m_2} \cong C^{m_1+m_2} \) is also a cone. Suppose now that \( C_1 \) and \( C_2 \) are both regular cones, i.e. \( C_i = C(\Sigma_i) \) is the cone over a smooth closed submanifold \( \Sigma_i \subset S^{2m_i-1} \) and hence has an isolated singularity at \( 0 \in \mathbb{C}^{m_i} \). Let \( \Sigma_{12} \subset S^{2m_1+2m_2-1} \) denote the link of the product cone \( C_1 \times C_2 \subset C^{m_1+m_2} \). Clearly

\[
(3.15) \quad \Sigma_{12} = \{(\cos t \sigma_1, \sin t \sigma_2) \mid t \in [0, \frac{1}{2} \pi], \sigma_1 \in \Sigma_1, \sigma_2 \in \Sigma_2 \} \subset S^{2m_1+2m_2-1}.
\]

There is an obvious surjective map

\[
\Pi : [0, \pi/2] \times \Sigma_1 \times \Sigma_2 \rightarrow \Sigma_{12}
\]

from the manifold with boundary \( [0, \pi/2] \times \Sigma_1 \times \Sigma_2 \) to the link of our product cone \( \Sigma_{12} \) defined by

\[
(3.16) \quad \Pi(t, \sigma_1, \sigma_2) = (\cos t \sigma_1, \sin t \sigma_2).
\]

Clearly, the map \( \Pi \) can be written as a \( w \)-twisted product by taking \( X_1 \) and \( X_2 \) to be the inclusion maps \( i_1 : \Sigma_1 \rightarrow S^{2m_1-1} \) and \( i_2 : \Sigma_2 \rightarrow S^{2m_2-1} \) respectively and \( w : I \rightarrow S^1 \) to be the equatorial curve \( w : [0, \pi/2] \rightarrow S^1 \subset S^3 \) defined by

\[
(3.17) \quad w(t) = (\cos t, \sin t).
\]

We therefore view the \( w \)-twisted product defined in \( 3.10 \) as a "twisted" version of taking the product of two regular cones. It "twists" the product construction by allowing a general curve
$w \in S^3$ instead of the standard equatorial curve $S^1 \subset S^3$ defined in (3.17). It is natural therefore to call the curve $w : I \to S^3$ the \textit{twisting curve}.

The degenerate case discussed in Remark~3.12 also specialises to a product of cones $C_1 \times C_2$ when the twisting curve is the equatorial curve of $S^3$ and $C_1 = \mathbb{R}^+ \subset \mathbb{C}$ and $C_2 = C(\Sigma)$. Thus we can still view $X_w$ (defined in (3.13)) as a twisted version of the product of two cones $\mathbb{R}^+ \times C$ and hence the name twisted product is appropriate even in this degenerate case.

The product cone $C_1 \times C_2$ is not a regular cone even when both $C_1$ and $C_2$ are regular cones. Equivalently, the link $\Sigma_{12} \subset S^{2m_1+2m_2-1}$ is not a smooth submanifold. As a topological space we can think of $\Sigma_{12}$ as being obtained from the generalised cylinder $[0, \pi/2] \times \Sigma_1 \times \Sigma_2$ by a modified “coning-off the boundary” construction. Namely, at the endpoint $t = 0$ we cone-off $\Sigma_2$ inside $\{0\} \times \pi_1 \times \Sigma_2$ but leave $\Sigma_1$ untouched, whereas at the endpoint $t = \pi/2$ we instead cone-off $\Sigma_1$ but leave $\Sigma_2$ alone. Thus $\Sigma_{12}$ has two different types of singularities: conical singularities modelled on $\Sigma_1$ and conical singularities modelled on $\Sigma_2$ along a copy of $\Sigma_1$ along a copy of $\Sigma_2$.

$\Pi$ is a smooth embedding away from the endpoints of the interval $[0, \pi/2]$ and induces a Riemannian metric $g$ on $(0, \pi/2) \times \pi_1 \times \Sigma_2$ defined by

$$g = dt^2 + \cos^2 t g_1 + \sin^2 t g_2,$$

where $g_1$ and $g_2$ are the Riemannian metrics induced on $\Sigma_1$ and $\Sigma_2$ by the spherical inclusions $i_1$ and $i_2$. In particular, we see that the metric $g$ degenerates at $t = 0$ and $t = \pi/2$ in a manner consistent with the description of the singularities of $\Sigma_{12}$ we gave in the previous paragraph.

In the exceptional case where $C_1 = \mathbb{R}^{m_1} \subset \mathbb{C}^{m_1}$ and $C_2 = \mathbb{R}^{m_2} \subset \mathbb{C}^{m_2}$ then obviously $C_1 \times C_2 \cong \mathbb{R}^{m_1+m_2}$ and therefore $\Sigma_{12} = S^{m_1+m_2-1} \subset S^{m_1+2m_2-1}$ is not singular. In this case the images of the hypersurfaces with $t$ constant under the map

$$\Pi : [0, \frac{1}{2}\pi] \times S^{m_1-1} \times S^{m_2-1} \to S^{m_1+m_2-1}$$

give a (singular) codimension one foliation of $S^{m_1+m_2-1}$ by hypersurfaces isometric to the product of spheres $S^{m_1-1}(\cos t) \times S^{m_2-1}(\sin t)$. As $t \to 0$ the second spherical factor shrinks to radius 0, while the first spherical factor shrinks to radius 0 as $t \to \pi/2$. Restricting $\Pi$ to the open interval $(0, \pi/2)$ gives a foliation of $S^{m_1+m_2-1} \setminus (S^{m_1-1}, 0) \cup (0, S^{m_2-1})$ that omits the two singular leaves corresponding to the endpoints $t = 0$ and $t = \pi/2$. The leaves of this singular foliation of $S^{m_1+m_2-1}$ are exactly the orbits of the group $SO(m_1) \times SO(m_2) \subset SO(m_1 + m_2)$. When $m_1 = m_2 = 2$ the singular foliation above yields the standard singular foliation of $S^3$ by an open interval of 2-tori which degenerates at the ends of the interval to the linked Hopf circles $(S^1, 0) \subset S^3$ and $(0, S^1) \subset S^3$.

Moving from the smooth to the Legendrian category we can refine the notion of twisted product to generate new Legendrian immersions from a pair of lower-dimensional Legendrian immersions, provided the twisting curve itself is Legendrian in $S^3$.

\begin{proposition}[Legendrian twisted products, (3) Thm 3.1] Suppose that the twisting curve $w$ is a Legendrian curve in $S^3$, that $(\Sigma, g_1)$ and $(\Sigma_2, g_2)$ are oriented Legendrian manifolds of dimension $p-1 > 0$ and $q-1 > 0$ respectively, and that $X_1 : \Sigma_1 \to S^{2p-1}$ and $X_2 : \Sigma_2 \to S^{2q-1}$ are Legendrian isometric immersions. Away from points where $w_1$ or $w_2$ vanish the $w$-twisted product

$$X_1 \star_w X_2 : I \times \Sigma_1 \times \Sigma_2 \to S^{2p+2q-1} \subset C^{p+q} = C^p \times C^q,$$

defined in (3.17), is a Legendrian immersion whose Lagrangian phase $e^{i\theta X}$ satisfies the following twisted product relation

$$(3.19)\quad e^{i\theta X} = (-1)^{p-1}e^{i\theta X_1}e^{i\theta X_2}e^{i\theta w + i(p-1)\arg w_1 + i(q-1)\arg w_2},$$

and the metric $g$ induced by $X_1 \star_w X_2$ is

$$(3.20)\quad g = |\mathbf{w}|^2 dt^2 + |w_1|^2 g_1 + |w_2|^2 g_2.$$
Definition 3.24. We call a Legendrian curve \( S \) a Legendrian curve. The obvious analogue of 3.23 holds for the degenerate case \((\Sigma, g)\) is a oriented Riemannian manifold of dimension \( n - 2 \) and that \( X : \Sigma \rightarrow S^{2n-3} \) is a Legendrian isometric immersion. Away from points where \( w_2 \) vanishes the \( w \)-twisted product
\[
X_w : I \rightarrow \Sigma \rightarrow S^{2n-1} \subset \mathbb{C}^n = \mathbb{C} \times \mathbb{C}^{n-1},
\]
defined in \( X_w \) is a Legendrian immersion whose Lagrangian phase \( e^{i\theta} \) satisfies the twisted product relation
\[
e^{i\theta} = e^{i\theta X} e^{i\theta w + i(n-2) \arg w_2},
\]
and the metric induced by \( X_w \) is \( |\ddot{w}|^2 dt^2 + |w_2|^2 g \).

Remark 3.22. \( X_1 \ast_w X_2 \) fails to be an immersion at points where either \( w_1 \) or \( w_2 \) vanish. Away from such points we have \( \operatorname{Vol}_g = |w_1| |w_1|^{p-1} |w_2|^{q-1} \operatorname{Vol}_{g_1} \operatorname{Vol}_{g_2} \), and hence when both \( \Sigma_1 \) and \( \Sigma_2 \) are closed the \( w \)-twisted product has volume
\[
(3.23) \quad \operatorname{Vol} (X_1 \ast_w X_2) = \operatorname{Vol}(X_1) \operatorname{Vol}(X_2) \int_I |\ddot{w}| |w_1|^{p-1} |w_2|^{q-1} dt.
\]

The obvious analogue of (3.23) holds for the degenerate case \( p = 1 \).

Twisted products of special Legendrians and \((p, q)\)-twisted special Legendrian curves. From now on we will always consider the case where the integers \( p \) and \( q \) satisfy \( p \leq q, \; p \geq 1 \) and \( q \geq 2 \). There is no loss of generality in making this assumption. We call such a pair \((p, q)\) of positive integers admissible. For each admissible pair of integers \((p, q)\) we define a distinguished class of Legendrian curves in \( S^3 \).

Definition 3.24. We call a Legendrian curve \( w \) in \( S^3 \) a \((p, q)\)-twisted special Legendrian (SL) curve if the Lagrangian phase of \( \Sigma \) satisfies
\[
(3.25) \quad e^{i\theta w} = (-1)^{p-1} e^{-i(p-1) \arg w_1 - i(q-1) \arg w_2}.
\]

Proposition 3.21 (and 3.24) for the degenerate case \( p = 1 \) has the following easy corollary which allows us to generate a new special Legendrian immersion in \( S^{2(p+q)-1} \) from a \((p, q)\)-twisted SL curve in \( S^3 \) and a pair of special Legendrian immersions into \( S^{2p-1} \) and \( S^{2q-1} \) respectively.

Corollary 3.26 (Special Legendrian twisted products). Let \( X_1, \; X_2 \) and \( w \) be as in Proposition 3.24. If additionally, \( X_1 \) and \( X_2 \) are both special Legendrian then the \( w \)-twisted product \( X_1 \ast_w X_2 \) is special Legendrian if and only if \( w \) is a \((p, q)\)-twisted SL curve in \( S^3 \). Similarly, let \( X \) and \( w \) be as in Proposition 3.24. If additionally, \( X \) is special Legendrian then the \( w \)-twisted product \( X \ast_w w \) is special Legendrian if and only if \( w \) is a \((1, n-1)\)-twisted SL curve in \( S^3 \).

The following characterisation of \((p, q)\)-twisted SL curves in \( S^3 \) is central to the rest of this paper.

Lemma 3.27 (8 Cor 1]). Any curve \( w : I \rightarrow \mathbb{C}^2 \) satisfying
\[
(3.28) \quad \ddot{w}_1 - \ddot{w}_2 = (-1)^p \ddot{w}_1^p \ddot{w}_2^q, \quad |w(0)| = 1,
\]
is a \((p, q)\)-twisted SL curve in \( S^3 \). Conversely, any \((p, q)\)-twisted SL curve in \( S^3 \) containing no points with \( w_1(t) = 0 \) or \( w_2(t) = 0 \) admits a parametrisation satisfying (3.28).

Proof. First notice that the Lagrangian phase \( e^{i\theta w} \) of any Legendrian curve \( w \) in \( S^3 \) can be expressed as
\[
(3.29) \quad e^{i\theta w} = \frac{w_1 \ddot{w}_2 - \ddot{w}_1 w_2}{|\ddot{w}|},
\]
since \( w \) has norm 1 and is hermitian orthogonal to \( \dot{w} \).

Now suppose \( w \) is a curve in \( \mathbb{C}^2 \) satisfying (3.28). The real part of the equality \( \ddot{w}_1 + \ddot{w}_2 = 0 \) implies that \( \frac{d}{dt} |w|^2 = 0 \), and hence \( w \) lies in \( S^3 \). The imaginary part of the same equality implies that \( w \) is a Legendrian curve. Straightforward calculation using (3.28) shows that \( w \) satisfies
\[
(3.30) \quad |\ddot{w}| = |w_1|^{p-1} |w_2|^{q-1},
\]
and
\begin{equation}
(3.31) \quad w_1 \dot{w}_2 - w_1 w_2 = (-1)^{p-1} \frac{w_1^{p-1} w_2^{q-1}}{|w_1|^{p-1} |w_2|^{q-1}}.
\end{equation}
Combining \ref{3.29} \ref{3.30} and \ref{3.31} it follows that the Lagrangian phase of \( w \) satisfies \ref{3.25} as required.

For the converse, notice that any Legendrian curve \( w \) in \( S^3 \) satisfies the first and third equalities in \ref{3.28}, i.e. \( \overline{w}_1 \dot{w}_1 = -\overline{w}_2 \dot{w}_2 \) and \( |w(0)| = 1 \). Also we can rewrite \ref{3.29} as
\begin{equation}
e^{i \theta_w} = (-1)^{p-1} \frac{w_1^{p-1} w_2^{q-1}}{|w_1|^{p-1} |w_2|^{q-1}},
\end{equation}
and hence using \ref{3.29} also as
\begin{equation}
\frac{w_1 \dot{w}_2 - w_1 w_2}{|w|} = (-1)^{p-1} \frac{w_1^{p-1} w_2^{q-1}}{|w_1|^{p-1} |w_2|^{q-1}}.
\end{equation}
Now if we reparametrise \( w \) so that it satisfies \ref{3.30} then from the previous equality we see that \ref{3.25} is equivalent to equation \ref{3.31}. Multiplying \ref{3.31} by \( \overline{w}_1 w_2 \) and using the fact that \( w \) satisfies \( |w|^2 = 1 \) and \( \overline{w}_1 \dot{w}_1 = -\overline{w}_2 \dot{w}_2 \), we get the second equality of \ref{3.28} as required. \( \square \)

Remark 3.32. By changing the parameter \( t \) of the curve \( w \) to \( -t \) if necessary one can always absorb the dimension-dependent sign \( (-1)^p \) from \ref{3.28} and therefore it suffices to study curves \( w \) in \( S^3 \) satisfying
\begin{equation}
(3.33) \quad \overline{w}_1 \dot{w}_1 = -\overline{w}_2 \dot{w}_2 = w_1^p w_2^q,
\end{equation}
with initial condition \( |w(0)| = 1 \). Moreover, away from points where \( w_1 w_2 = 0 \) these ODEs are equivalent to
\begin{equation}
(3.34) \quad \dot{w}_1 = w_1^{p-1} w_2^q, \quad \dot{w}_2 = -w_1^p w_2^{q-1}.
\end{equation}
\ref{3.34} will be the most convenient form of the equations to use since it allows the cleanest treatment of the degenerate solutions where \( w_1 \) or \( w_2 \) can become zero.

Remark 3.34. If \( w \) is a \((p,q)\)-twisted SL curve in \( S^3 \) with \( p > 1 \), parametrized as in \ref{3.28} then by combining \ref{3.23} and \ref{3.30} we see that when \( \Sigma_1 \) and \( \Sigma_2 \) are both closed
\begin{equation}
(3.35) \quad Vol(X_1 \ast_w X_2) = Vol(X_1) Vol(X_2) \int_I |\dot{w}|^2 dt.
\end{equation}
Again the obvious analogue of \ref{3.30} holds in the degenerate case \( p = 1 \). Therefore there is a close relation between volume of special Legendrian twisted products and the energy of \((p,q)\)-twisted SL curves in \( S^3 \) when using the parametrisation forced by \ref{3.28}.

Twisted products of contact stationary immersions. Although the main focus of this paper is the construction of \( SO(p) \times SO(q) \)-invariant special Lagrangian cones in \( \mathbb{C}^n \) or equivalently \( SO(p) \times SO(q) \)-invariant special Legendrian submanifolds of \( S^{2n-1} \) with very little extra effort one can also construct many Hamiltonian stationary cones in \( \mathbb{C}^n \) or equivalently contact stationary submanifolds in \( S^{2n-1} \) via the twisted product construction.

To this end we define the following class of Legendrian curves in \( S^3 \) generalising \ref{3.28}.

Definition 3.36. We call a curve \( w : I \subset \mathbb{R} \to S^3 \) a \((p,q)\)-twisted contact stationary (CS) curve if it satisfies the ODEs
\begin{equation}
(3.37) \quad \overline{w}_1 \dot{w}_1 = -\overline{w}_2 \dot{w}_2 = e^{i(a+b)t} \overline{w}_1^a \overline{w}_2^b, \quad t \in I,
\end{equation}
for some \( a, b \in \mathbb{R} \).

Remark 3.38. Note in the degenerate case \( p = q = 1 \) these ODEs occur as equation \( (7.1) \) in Schoen-Wolfson’s work on the classification of 2-dimensional Hamiltonian stationary cones in \( \mathbb{C}^2 \). The system \ref{3.37} is very simple to understand in this case because \( w \) satisfies a system of linear equations. Moreover, by direct differentiation of the equations for \( \dot{w}_1 \) and \( \dot{w}_2 \), \( w_1 \) and \( w_2 \) each satisfy autonomous second order linear equations.
For each fixed $p$ curves that are closed. We call Legendrian immersions which arise this way, congruent to a $(p,q)$-twisted SL curve if and only if $m/n = p/q$.

Similarly, let $X$ and $w$ be as in Proposition 3.27. If additionally, $X$ is an oriented contact stationary immersion then the $w$-twisted product $X_w$ is an oriented contact stationary immersion if $w$ is a $(1, n - 1)$-twisted CS curve in $S^3$.

Proof. The proof follows from Proposition 3.18 together with the characterisation of contact stationary and minimal Legendrian submanifolds of $S^{2n-1}$ in terms of harmonicity and constancy of the Lagrangian phase $e^{i\beta}$ respectively. We sketch the proof. Using the form of the metric $g$ induced by $X_1 \ast_w X_2$ given by 3.20 and the Lagrangian phase $e^{i\beta}$ of $X_1 \ast_w X_2$ given by 3.19 we calculate $\Delta e^{i\beta}$. Using the fact that $X_1$ and $X_2$ are contact stationary we have $\Delta g_1 e^{i\beta X_1} = \Delta g_2 e^{i\beta X_2} = 0$, which together with the fact that $w$ satisfies 3.37 allows us to conclude that $\Delta g e^{i\beta X} = 0$ and hence that $X_1 \ast_w X_2$ is contact stationary.

The proof in the case $p = 1$ follows in the same way using Proposition 3.21 in place of 3.18. □

Remark 3.40. Clearly, 3.28 is a special case of 3.37 where $a = p\pi$ and $b = 0$. If $w$ is a solution of 3.37 with parameters $(a,b)$ the solution of 3.37 with parameters $(a',b') = (a + (p + q)d,b)$. Hence if $b = 0$ then by choosing $d$ appropriately we can reduce 3.37 to 3.28. The analysis of 3.37 when $b \neq 0$ is more complicated than that of 3.28 because the system 3.37 is no longer autonomous. In this paper we will analyse in great detail solutions of 3.28 and say almost nothing further about solutions of 3.37 with $b \neq 0$. However, following [8, eqn. 13] we note that for any $c \in (0, \pi/2)$ the Legendrian curve $w : \mathbb{R} \to S^3$

$$w(t) = (\cos c \exp(it \sin^2 c \cos^2 c), \sin c \exp(-it \sin^2 c \cos^2 c)), \quad t \in \mathbb{R}$$

satisfies 3.37 with $a = \pi/2$ and $b = \sin^2 c \cos^2 c (p \sin^2 s - q \cos^2 c)$. Clearly $b = 0$ if and only if $\tan^2 c = q/p$.

The $(p,q)$-twisted CS curve 3.41 is closed if and only if $\tan^2 c \in \mathbb{Q}$. In particular given relatively prime positive integers $m$ and $n$ choose the unique value of $c_{m,n} \in (0, \pi/2)$ so that $\tan^2 c_{m,n} = m/n$, and therefore $\cos c_{m,n} = \sqrt{n/(m + n)}, \sin c_{m,n} = \sqrt{m/(m + n)}$. Hence for each fixed $(p,q)$ there is a countably infinite family of closed $(p,q)$-twisted CS curves $w_{m,n}$ of the form 3.41 parametrised by the pair of relatively prime positive integers $m$ and $n$. In the degenerate case when $p = q = 1$ these closed curves $w_{m,n}$ are (up to a unitary transformation) nothing but the closed contact stationary curves $\gamma_{m,n}$ described in 2.6.

Remark 3.42. Combining Lemma 3.39 and Remark 3.40 gives us two ways to construct contact stationary submanifolds that are not minimal Legendrian using the twisted product construction:

(i) we take at least one of our initial immersions $X_i$ to be contact stationary but not minimal Legendrian and $w$ to be a $(p,q)$-twisted SL curve or (ii) we take the twisting Legendrian curve $w$ to be a $(p,q)$-twisted CS curve of the form 3.41 with $\tan^2 c \neq q/p$. In the latter case we can allow both $X_1$ and $X_2$ to be special Legendrian, yielding a very simple method to generate higher-dimensional contact stationary immersions from a pair of lower-dimensional special Legendrians.

To construct special Legendrian or contact stationary immersions of the closed manifold $S^1 \times \Sigma_1 \times \Sigma_2$ from a pair of immersions of closed manifolds $\Sigma_1$ and $\Sigma_2$ we need $(p,q)$-twisted SL or CS curves that are closed. We call Legendrian immersions which arise this way, closed twisted products. For each fixed $p$ and $q$ Remark 3.40 exhibited a countably infinite family of closed $(p,q)$-twisted CS curves $w_{m,n}$ parametrised by relatively prime positive integers $m$ and $n$. Moreover, $w_{m,n}$ is congruent to a $(p,q)$-twisted SL curve if and only if $m/n = p/q$. 

The reason for making this definition is the following

Lemma 3.39 (Contact stationary twisted products [8, Cor 3.2]). Let $X_1$, $X_2$ and $w$ be as in Proposition 3.18. If additionally $X_1$ and $X_2$ are both oriented contact stationary immersions and $w$ is a $(p,q)$-twisted contact stationary curve then the $w$-twisted product $X_1 \ast_w X_2 : I \times \Sigma_1 \times \Sigma_2 \to S^2(p+q)-1$ is also a contact stationary immersion away from points where $w_1$ or $w_2$ vanish. Moreover, if either $X_1$ or $X_2$ is contact stationary but not minimal Legendrian or if $w$ is a $(p,q)$-twisted CS curve with $b \neq 0$ then $X_1 \ast_w X_2$ is contact stationary but not minimal Legendrian.

Proposition 3.18. If additionally

1. (Contact stationary twisted products [8], Cor 3.2)
We study closed \((p,q)\)-twisted SL curves in Section 10 by analysing the periodicity conditions for solutions \(w\) of \(3.28\). We will prove the following result (Theorem 10.1).

For each admissible pair \((p,q)\) of positive integers there exists a countably infinite number of distinct closed \((p,q)\)-twisted SL curves in \(S^3\).

By the SL twisted product construction of Corollary 3.26, Theorem 10.1 implies that every pair of closed special Legendrian submanifolds \(\Sigma_1\) and \(\Sigma_2\) in \(S^{2p-1}\) and \(S^{2q-1}\) respectively, gives rise to a countably infinite family of closed SL twisted products, \(i.e.\) special Legendrian immersions of \(S^1 \times \Sigma_1 \times \Sigma_2\) in \(S^{2p+2q-1}\). Similarly, by using closed \((1, n-1)\)-twisted SL curves every closed special Legendrian submanifold \(\Sigma\) in \(S^{2n-3}\) gives rise to a countably infinite family of closed special Legendrian submanifolds in \(S^{2n-1}\) with topology \(S^1 \times \Sigma\).

By combining the closed twisted product construction with existing constructions of closed special Legendrian immersions we generate a plethora of new closed special Legendrian and contact stationary immersions in essentially all dimensions. For example, we have the following result on topological types of special Lagrangian and Hamiltonian stationary cones

**Theorem A** (Ininitely many topological types of SL and HS cones in \(\mathbb{C}^n\) for \(n \geq 4\)).

(i) For any \(n \geq 4\) there are infinitely many topological types of special Lagrangian cone in \(\mathbb{C}^n\), each of which is diffeomorphic to the cone over a product \(S^1 \times \Sigma\) for some smooth manifold \(\Sigma\), and each of which admits infinitely many distinct geometric representatives.

(ii) For any \(n \geq 4\) there are infinitely many topological types of Hamiltonian stationary cone in \(\mathbb{C}^n\) which are not minimal Lagrangian, each of which is diffeomorphic to the cone over a product \(S^1 \times \Sigma\) for some smooth manifold \(\Sigma\), and each of which admits infinitely many distinct geometric representatives.

**Proof.** In [22] we proved the existence of infinitely many special Legendrian surfaces in \(S^5\) of every odd genus (and also of genus 4). By Theorem 10.1 there is a countably infinite family of closed \((1,3)\)-twisted SL curves. Appealing to 3.26 using this infinite family of closed \((1,3)\)-twisted SL curves and the infinite number of topological types of SL surfaces in \(S^5\) described above we conclude that there are infinitely many topological types of special Legendrian \(3\)-folds in \(S^7\) of the form \(S^1 \times \Sigma\), where \(\Sigma\) is an oriented surface and that each topological type is realised by infinitely many distinct geometric representatives. To prove part (i) for any \(n > 4\) we can keep iterating the process using the fact that by Theorem 10.1 for each \(n \geq 3\) there is a countably infinite family of closed \((1,n-1)\)-twisted SL curves. To prove (ii) we simply substitute Lemma 3.39 on CS twisted products for Corollary 3.26 and Remark 3.40 for Theorem 10.1 and argue as before using our gluing results for SL surfaces in \(S^3\) as the starting point once again. \(\square\)

We can also combine the twisted product construction with the SL 2-tori produced by integrable systems methods. McIntosh [42] proved that all SL 2-tori in \(S^5\) can be constructed by integrable systems methods and more specifically by so-called spectral curve methods. Using these methods Carberry-McIntosh [14] produced a very rich variety of special Legendrian 2-tori; in particular they proved the existence of appropriate SL spectral data in which the genus of the spectral curve genus can be any positive even integer. A simple consequence of their result is the remarkable fact that SL 2-tori can come in continuous families of arbitrarily high dimension, by choosing SL spectral data of higher and higher spectral curve genus. We can extend Carberry-McIntosh’s result to every dimension and also to contact stationary tori of dimension at least 3 using the closed twisted product construction.

**Theorem B** (SL/CS tori in \(S^{2n-1}\) occur in families of arbitrarily high dimension).

(i) For \(n \geq 3\) there exist special Legendrian immersions of \(T^{n-1}\) in \(S^{2n-1}\) which come in continuous families of arbitrarily high dimension.

(ii) For \(n \geq 4\) there exist contact stationary (and not minimal Legendrian) immersions of \(T^{n-1}\) in \(S^{2n-1}\) which come in continuous families of arbitrarily high dimension.
Proof. (i) For $n = 3$ we simply appeal to the results of Carberry-McIntosh \[7\]. For $n = 4$ we use the $(1,3)$-twisted SL product of a 2-torus coming from the Carberry-McIntosh construction and any closed $(1,3)$-twisted SL curve. Clearly, the resulting twisted product depends continuously on the input 2-torus. Hence by Carberry-McIntosh’s work for any $d \in \mathbb{N}$ we can find a special Legendrian immersion of $S^1 \times T^d$ which moves in a continuous family of dimension at least $d$. For $n = 5$ we use the $(2,3)$-twisted product where $X_1 : S^1 \to S^3 \subset \mathbb{C}^2$ is the standard totally real equatorial circle, $X_2 : T^2 \to S^5 \subset \mathbb{C}^3$ is a 2-torus coming from the Carberry-McIntosh construction and $w$ is any closed $(2,3)$-twisted SL curve. For $n \geq 6$ we use the twisted $(n-3,3)$-twisted SL product where $X_1 : T^{n-3} \to S^{2n-7}$ is the unique SL $n-3$ torus invariant under the diagonal subgroup $T^{n-3} \subset SU(n-3)$, $X_2 : T^2 \to S^5$ is a 2-torus coming from the Carberry-McIntosh construction and $w$ is any closed $(n-3,3)$-twisted SL curve. Part (ii) is proved in the same way using the twisted CS product construction \[3.39\] and the closed $(p,q)$-twisted CS curves exhibited in Remark 3.40. □

Finally, by combining the twisted product construction with both integrable systems constructions and our gluing methods we obtain the following striking result

**Theorem C.**

(i) For any $n \geq 6$ there are infinitely many topological types of special Lagrangian cone in $\mathbb{C}^n$ of product type which can come in continuous families of arbitrarily high dimension.

(ii) For each $n \geq 6$ there are infinitely many topological types of Hamiltonian stationary cone in $\mathbb{C}^n$ of product type which are not minimal Lagrangian and which can come in continuous families of arbitrarily high dimension.

**Proof.** (i) Since $n-3 \geq 3$ by the gluing results of \[22\] and Theorem A(i) there are infinitely many topological types of SL $n-3$ fold in $S^{2(n-3)-1}$. The result follows by applying the $(n-3,3)$-twisted SL product construction where $X_1$ is any of these SL $n-3$ folds, $X_2$ is a SL 2-torus coming from the Carberry-McIntosh construction and $w$ is any closed $(n-3,3)$-twisted SL curve.

Part (ii) follows in the same way using the twisted CS product construction and the closed $(p,q)$-twisted CS curves exhibited in Remark 3.40. □

It is difficult to see how integrable systems methods or gluing methods alone could yield a result like Theorem C.

4. $SO(p) \times SO(q)$-invariant special Legendrian submanifolds

**Introduction.** Given an admissible pair of integers $p$ and $q$ (i.e., satisfying $1 \leq p \leq q$ and $q \geq 2$) we set $n = p + q$ and define round cylinders of type $(p,q)$, $\text{Cyl}_{I}^{p,q}$, by

$$\text{Cyl}_{I}^{p,q} := \begin{cases} I \times S^{p-1} \times S^{q-1}, & \text{if } p > 1; \\ I \times S^{n-2}, & \text{if } p = 1, \end{cases}$$

where $I \subset \mathbb{R}$ is an interval which we omit in the notation when $I = \mathbb{R}$.

This section studies $SO(p) \times SO(q)$-invariant special Legendrian immersions from $\text{Cyl}_{I}^{p,q}$ to $S^{2(p+q)-1}$. When we specialise to $p = 1$ and $q = 2$ we obtain the $SO(2)$-invariant cylindrical special Legendrian immersions $X_r : \mathbb{S}^1 \times \mathbb{R} \rightarrow S^5$ used as building blocks in the gluing constructions of \[22\]. To generalise the gluing methods of \[22\] to construct higher dimensional special Legendrian submanifolds, building blocks analogous to the $SO(2)$-invariant special Legendrian cylinders $X_r$ are needed in higher dimensions. The most natural such generalisations of the $SO(2)$-invariant special Legendrian cylinders are the $SO(p) \times SO(q)$-invariant special Legendrian cylinders in $S^{2(p+q)-1}$ first studied by Castro-Li-Urbano in \[8\]. Many features of the $SO(2)$-invariant special Legendrian cylinders generalise to these $SO(p) \times SO(q)$-invariant special Legendrian submanifolds.

First, $SO(p) \times SO(q)$-invariant special Legendrians are governed by a first order system of complex ODEs generalising 3.18 in \[22\]; we will see that all such special Legendrians arise from the twisted product construction and hence are governed by the ODEs \[3.33\] as in Remark 3.32.
Second, for fixed $p$ and $q$, the set of $\SO(p) \times \SO(q)$-invariant special Legendrian submanifolds of $\mathbb{S}^{2p+1}$ depends essentially on one real parameter $\tau$. For any admissible value of $\tau$ we get a special Legendrian immersion $X_\tau$ of a generalised cylinder $\text{Cyl}^{p,q}$ in $\mathbb{S}^{2n-1}$ (see Proposition 4.4). Moreover, there is one angular period $\hat{p}_\tau$—defined precisely in (5.25)—which determines when $X_\tau$ factors through a special Legendrian embedding of $S^1 \times S^{p-1} \times S^{q-1}$ or $S^1 \times S^{n-2}$ for the case $p = 1$. When $X_\tau$ factors through an embedding of a closed manifold it gives rise to a SL cone in $\mathbb{C}^n$ with link $S^1 \times S^{p-1} \times S^{q-1}$ or $S^1 \times S^{n-2}$ (or a $\mathbb{Z}_2$ quotient of these). By studying the behaviour of $p_\tau$ as $\tau$ varies we prove that for a dense set of $\tau$, $X_\tau$ factors as above (Theorem (10.2)).

Third, the $\tau \to 0$ limit is singular and geometrically $X_\tau$ degenerates in interesting ways in this limit. Fully understanding these degenerations is a major part of this paper and crucial to the applications to gluing constructions.

Relation with work of other authors. $\SO(p) \times \SO(q)$-invariant SL submanifolds of $\mathbb{C}^n$ are studied in 10, §3 and $\SO(p) \times \SO(q)$-invariant Legendrian submanifolds of $\mathbb{S}^{2n-1}$ are studied in 8, §3. The ODEs for $\SO(p) \times \SO(q)$-invariant special Legendrian submanifolds of $\mathbb{S}^{2n-1}$ appear in 10, Lemma 2 and 8, Cor 1. However, Castro-Li-Urbano did not prove results about the behaviour of the angular period $p_\tau$. Therefore almost all of the closed $\SO(p) \times \SO(q)$-invariant SL cones over $S^1 \times S^{p-1} \times S^{q-1}$ (or $S^1 \times S^{n-2}$ for $p = 1$) described in this paper appear to be new SL cones.

The special case of $\SO(n-1)$-invariant special Legendrians (for $n > 3$) has also recently been studied by Anciaux [1] from a slightly different point-of-view. Anciaux [1, Thm 2] gives the following nice geometric characterisation of $\SO(n-1)$-invariant special Legendrians: any minimal Legendrian submanifold of $\mathbb{S}^{2n-1}$ which is foliated by round $n-2$ spheres is either a totally geodesic $\mathbb{S}^{n-1}$ or congruent to an $\SO(n-1)$-invariant special Legendrian. Anciaux goes on to study $\SO(n-1)$-invariant special Legendrians in $\mathbb{S}^{2n-1}$ noting that they arise from a Legendrian curve $w$ in $\mathbb{S}^3$ satisfying (3.25) with $(p,q) = (1,n-1)$. Rather than working directly with this first order condition and deriving an equation like (3.25) from it, Anciaux differentiates (3.25) and interprets the resulting second order equation (see 1, eqn. 3) as an equation on the projected curve $\pi(w) \subset \mathbb{C}^p$ where $\pi: \mathbb{S}^3 \to \mathbb{C}^1$ denotes the Hopf projection. Using this approach he can prove the existence of a countable family of closed integral curves in $\mathbb{C}^1$ and this suffices to prove the existence of closed minimal Lagrangian submanifolds of $\mathbb{C}^{n-1}$ (see [1] Thm 3). However, the horizontal lift to $\mathbb{S}^3$ of a closed integral curve in $\mathbb{C}^1$ is not necessarily closed. In Anciaux’s approach an additional period condition must be satisfied for the spherical lift to be closed and because of this his method does not prove the existence of suitable closed curves in $\mathbb{S}^3$ (see his discussion following Theorem 3).

The key to overcoming this period problem is to work directly with the first order system $\{1,18\}$ rather than the second order system that Anciaux exploits. This approach allows us to prove the existence of countably infinitely many closed $(p,q)$-twisted special Legendrian curves in $\mathbb{S}^3$ for general $p$ and $q$. For our gluing constructions $\{20,21,23\}$ it is crucial that we have closed $\SO(p) \times \SO(q)$-invariant special Legendrians at our disposal.

$\SO(2) \times \SO(2)$-invariant SL cones in $\mathbb{C}^4$ can be constructed in a different manner, namely as a special case of Joyce’s work on $\mathbb{C}^{n-2}$-invariant SL cones in $\mathbb{C}^n$. To obtain this $\SO(2) \times \SO(2)$ action we should set $n = 4$ and take $a_1 = a_2 = -1$, $a_3 = a_4 = 1$ in 27, Prop. 7.6. Among all $T^2$-actions allowed in Joyce’s constructions, the $\SO(2) \times \SO(2)$ action is distinguished by having the largest fixed point set. This is directly related to the fact that the $\tau \to 0$ limit of $X_\tau$ is singular and geometrically interesting in this case.

Isotropic orbits of the $\SO(p) \times \SO(q)$ action on $\mathbb{C}^{p+q}$. As previously we assume that $(p,q)$ is an admissible pair of positive integers, i.e. $p \leq q$, $q \geq 2$ and $p \geq 1$, and we set $n = p + q$. $\SO(p) \times \SO(q)$ acts via isometries on $\mathbb{C}^{p+q} \cong \mathbb{C}^p \times \mathbb{C}^q$ via the product of the standard complex linear actions of $\SO(p)$ and $\SO(q)$ on the $\mathbb{C}^p$ and $\mathbb{C}^q$ factors respectively. Since $\SO(p) \times \SO(q) \subset \SO(p+q) \subset \SU(n)$ it is natural to look for $\SO(p) \times \SO(q)$-invariant special Lagrangians in $\mathbb{C}^{p+q}$ and in particular for special Lagrangian cones or equivalently special Legendrian submanifolds of $\mathbb{S}^{2n-1}$ invariant under $\SO(p) \times \SO(q)$. If a Legendrian submanifold of $\mathbb{S}^{2n-1}$ is a union of orbits
then each orbit $O$ must be $\gamma$-isotropic, i.e. $\gamma|_O = 0$. The following simple lemma describes the $\gamma$-isotropic orbits of $\text{SO}(p) \times \text{SO}(q)$ in $\mathbb{S}^{2n-1}$.

**Lemma 4.2** (Isotropic orbits of $\text{SO}(p) \times \text{SO}(q)$).

(i) If $p \geq 2$, $q \geq 2$ then any $\gamma$-isotropic $\text{SO}(p) \times \text{SO}(q)$ orbit $O \subset \mathbb{S}^{2(p+q)-1}$ has the form

$$O_w = (w_1 \cdot \mathbb{S}^{p-1}, w_2 \cdot \mathbb{S}^{q-1})$$

for some $w = (w_1, w_2) \in \mathbb{S}^3$. Moreover, if $w$ and $w' \in \mathbb{S}^3$ then $O_w = O_{w'}$ if and only if $w' = \rho_{jk} w$ for some $(j,k) \in \mathbb{Z}_2 \times \mathbb{Z}_2$ where $\rho: \mathbb{Z}_2 \times \mathbb{Z}_2 \to O(2) \subset U(2)$ is the homomorphism defined by

$$(j,k) \mapsto \rho_{jk} := \begin{pmatrix} (-1)^j & 0 \\ 0 & (-1)^k \end{pmatrix}.$$ 

In particular, spherical isotropic $\text{SO}(p) \times \text{SO}(q)$ orbits are in one-to-one correspondence with points in $\mathbb{S}^3/\mathbb{Z}_2 \times \mathbb{Z}_2$.

(ii) Similarly, for $n \geq 3$ any $\gamma$-isotropic $\text{SO}(n-1)$ orbit $O \subset \mathbb{S}^{2n-1}$ has the form

$$O_w = (w_1, w_2 \cdot \mathbb{S}^{n-2})$$

for some $w = (w_1, w_2) \in \mathbb{S}^3$. Moreover, if $w$ and $w' \in \mathbb{S}^3$ then $O_w = O_{w'}$ if and only if $w' = \rho_{jk} w$ for $(j,k) \in \{(+1)\} \equiv \mathbb{Z}_2 \subseteq \mathbb{Z}_2 \times \mathbb{Z}_2$. In particular, isotropic $\text{SO}(n-1)$ orbits in $\mathbb{S}^{2n-1}$ are in one-to-one correspondence with points in $\mathbb{S}^3/\mathbb{Z}_2$, where $\mathbb{Z}_2 = \langle \rho_{+-} \rangle$.

**Proof.** We begin with a more general result that applies to isotropic orbits of any connected Lie subgroup of $SU(n)$. Let $G$ be any connected Lie subgroup of $SU(n)$, $\mathfrak{g}$ denote the Lie algebra of $G$ and $x$ be any point in $\mathbb{S}^{2n-1}$. Then the orbit $O_x := G \cdot x$ is contained in $\mathbb{S}^{2n-1}$ and is $\gamma$-isotropic if and only if $\gamma(v) = 0$ for all $v \in T_x O_x$ and $y \in O_x$. By homogeneity it suffices to check this at $x$. But since $O_x$ is a $G$-orbit we have $T_x O_x = \mathfrak{g} \cdot x$. Therefore $O_x$ is isotropic if and only if $\gamma_x (\mathfrak{g} \cdot x) = 0$. Hence using the definition of the standard contact form $\gamma$ on $\mathbb{S}^{2n-1}$ we see that $O_x$ is isotropic if and only if

$$\text{Im} \left< x, Ax \right> = 0,$$

for any $A \in \mathfrak{g}$ where $\langle \cdot, \cdot \rangle$ denotes the standard Hermitian inner product on $\mathbb{C}^n$. In the language of moment maps this is equivalent to the condition $x \in \mu^{-1}(0)$ where $\mu: \mathbb{C}^n \to \mathfrak{g}^*$ is the moment map associated to the action of $G \subset SU(n)$. (For the definition and basic properties of the moment map we refer the reader to Section 4 of [27].)

Specialising to $G = \text{SO}(p) \times \text{SO}(q)$ and $\mathfrak{g} = \mathfrak{so}(p) \times \mathfrak{so}(q)$ (with $p \geq 2$ and $q \geq 2$) we have $O_x$ is isotropic if and only if

$$\text{Im} \left< x, Ax \right> = 0, \quad \text{for any } A \in \mathfrak{so}(p) \times \mathfrak{so}(q).$$

To analyse this decompose $x = (x', x'') \in \mathbb{C}^p \times \mathbb{C}^q$ and $A = (A', A'') \in \mathfrak{so}(p) \times \mathfrak{so}(q)$. By considering $x = (x', 0)$ and $A = (A', 0)$ or $x = (0, x'')$ and $A = (0, A'')$ we find it is equivalent to

$$\text{Im} \left< x', A' x' \right> = \text{Im} \left< x'', A'' x'' \right> = 0, \quad \text{for all } A' \in \mathfrak{so}(p), \quad A'' \in \mathfrak{so}(q).$$

One can check that $\text{Im} \left< z, A_z \right> = 0$ for all $A \in \mathfrak{so}(m)$ if and only if $z \in \mathbb{C}^m$ has the form $z \in w \cdot \mathbb{S}^{m-1}$ for some $w \in \mathbb{C}$. Applying this to twice (for different values of $m$) we obtain $x' \in w_1 \cdot \mathbb{S}^{p-1}$ and $x'' \in w_2 \cdot \mathbb{S}^{q-1}$ for some $w = (w_1, w_2) \in \mathbb{C}^2$. But since $O_x \subset \mathbb{S}^{2(p+q)-1}$ we have $w \in \mathbb{S}^3$ and hence (4.3) follows. It is straightforward to verify the conditions on $w$ and $w'$ under which the orbits $O_w$ and $O_{w'}$ coincide are as stated.

The proof of Lemma 4.2 for $O(n-1)$ is a minor modification of the proof above and therefore we omit it. The main difference is the condition under which two orbits $O_w$ and $O_{w'}$ coincide.

By Lemma 4.2 the generic $\gamma$-isotropic orbit of $\text{SO}(p) \times \text{SO}(q)$ has dimension $n - 2$ and therefore we can look for $\text{SO}(p) \times \text{SO}(q)$-invariant special Legendrians that are curves of $\text{SO}(p) \times \text{SO}(q)$ orbits, and these curves will satisfy some first order system of ODEs.
**SO***(p) × **SO**(q)-invariant special Legendrians and *(p, q)-twisted SL curves.** An immediate consequence of Lemma 3.14 is that all **SO***(p) × **SO**(q)-invariant Legendrian submanifolds of **S***(2p−1)* arise from the twisted product construction of 3.10.

**Corollary 4.8** (**SO***(p) × **SO**(q)-invariant Legendrians are twisted products).  
(i) For p ≥ 2, q ≥ 2 a Legendrian immersion Y : Σ → **S**(2p+q−1) is **SO***(p) × **SO**(q)-invariant if and only if Y is locally congruent to a twisted product X1 *w X2 where X1 : **S**(p−1) → **S**(2p−1) and X2 : **S**(q−1) → **S**(2q−1) are the standard totally geodesic special Legendrian embeddings.  
(ii) If p = 1 a Legendrian immersion Y : Σ → **S**(2n−1) is **SO**(n−1)-invariant if and only if Y is locally congruent to a (degenerate) twisted product Xw (as defined in 3.13) where the immersion X : **S**(n−2) → **S**(2n−3) is the standard totally geodesic special Legendrian embedding.

In particular, by combining Corollary 4.8 with Corollary 5.20 we obtain

**Corollary 4.9** (**SO***(p) × **SO**(q)-invariant special Legendrians and *(p, q)-twisted SL curves).  
(i) For p, q ≥ 2 any **SO***(p) × **SO**(q)-invariant special Legendrian immersion is locally congruent to a twisted product with X1 and X2 as in 4.8 where the twisting curve w is a (p, q)-twisted SL curve in **S**.  
(ii) For p = 1 any **SO**(n−1)-invariant special Legendrian immersion is locally congruent to a (degenerate) twisted product with X : **S**(n−2) → **S**(2n−3) the standard totally geodesic Legendrian embedding and w a (1, n−1)-twisted SL curve in **S**.

Corollary 4.8 appears in Castro-Li-Urbano in the statement of Thm 3.1 [8]. Note, however, the assumption p, q ≥ 3 made in their statement can be relaxed as in our statement. We could also derive these results about **SO***(p) × **SO**(q)-invariant special Legendrians using the methods Joyce developed to study cohomogeneity one special Legendrians. We describe this approach briefly. The following result is a minor rephrasing of Theorem 6.3 in [27].

**Proposition 4.10.** Let G be a connected Lie subgroup of SU(n) with Lie algebra g and moment map μ : Cn → g* (with μ(0) = 0). Let O be an oriented orbit of G in **S**(2n−1) of dimension n − 2, and suppose O ⊂ μ−1(0). Then there exists a locally unique, G-invariant special Legendrian Σ containing O. Furthermore, Σ ⊂ μ−1(0) ∩ **S**(2n−1) and near O, Σ is fibred by G-orbits isomorphic to O. Thus Σ is locally diffeomorphic to (−ε, ε) × O for some ε > 0 and we can view Σ as a smooth curve of G-orbits.

Moreover, one can also use Joyce’s methods (see [27] §7) where he treats the case of **T**(n−2) actions on **S**(2n−1) to derive explicit ODEs for cohomogeneity one G-invariant special Legendrians. In this way one always gets a system of 1st order ODEs on the space of (generic) isotropic orbits of G. Locally one has existence and uniqueness for these ODEs but problems may develop if we run into singular G-orbits. To study the global geometry of the G-invariant special Legendrians one needs to understand the possible singular G-orbits and how solutions to the ODEs behave on approach to these orbits.

We now explain the link between Joyce’s approach applied to G = **SO**(p) × **SO**(q) and the approach via (p, q)-twisted SL curves in **S**3 we have discussed. Recall Lemma 4.2 shows that the space of isotropic orbits in **S**(2p+q−1) for G = **SO**(p) × **SO**(q) is **S**3/**Z**2 if p = 1 or **S**3/**Z**2 × **Z**2 if p > 1. Thus the ODEs for **SO***(p) × **SO**(q)-invariant special Legendrians should be a 1st order ODE on this space of orbits. These ODEs are essentially the fundamental ODEs 3.28 for *(p, q)-twisted SL curves in **S**. The only difference is that to describe the evolution of the isotropic orbits we should consider the equivalence class of w in **S**(p−1)/**Z**2 or **S**(q−1)/**Z**2 × **Z**2 rather than the point w ∈ **S**3.

Both methods therefore yield local classification results for **SO***(p) × **SO**(q)-invariant special Legendrians in **S**(2p+q−1). The global structure of **SO***(p) × **SO**(q)-invariant special Legendrians is then studied as a later step.
The fundamental ODE system for \((p, q)\)-twisted SL curves.

As before we fix \(1 \leq p \leq q\), \(2 \leq q\) and define \(n := p + q\). We now study the basic properties of the first order system of complex ODEs \(3.33\) which describe all (appropriately parametrised) \((p, q)\)-twisted SL curves. We begin by discussing symmetries of these ODEs.

For any \(p\) and \(q\) the \((p, q)\)-twisted SL ODEs \(3.33\) have six obvious types of symmetry:

1. Time translation invariance \(w \mapsto w \circ T_{t_0}\) for any \(t_0 \in \mathbb{R}\).
2. Multiplication by an \(n\)th root of unity \(w \mapsto z^i w\), where \(z^n = 1\).
3. \(w \mapsto \hat{T}_x \circ w\) where \(\hat{T}_x \in U(1) \times U(1) \subset U(2)\) is the 1-parameter subgroup (depending on \(p\) and \(q\))

\[
(4.11) \quad \hat{T}_x = \begin{pmatrix} e^{ix/p} & 0 \\ 0 & e^{-ix/q} \end{pmatrix}.
\]

4. Complex conjugation \(w \mapsto \overline{w}\).
5. The simultaneous time reflection and spatial rotation given by \(t \mapsto -t, \quad w \mapsto z w\)

where \(z\) is any \(n\)th root of \(-1\).

6. The simultaneous time and spatial rescaling given by \(t \mapsto \lambda^{1-2/n} t, \quad w \mapsto \lambda^{1/n} w\), for any \(\lambda > 0\).

More precisely, \(w\) is a solution of \(3.33\) if and only if \(w_{\lambda}(t) := \lambda^{1/n} w(\lambda^{1-2/n} t)\) is.

Before establishing the basic facts about solutions to the \((p, q)\)-twisted SL ODEs we discuss the geometry of the 1-parameter group of symmetries \(\{\hat{T}_x\}_{x \in \mathbb{R}}\) (which depends on \(p\) and \(q\)) appearing in symmetry (3) above. As in \(4.2\) for any \(w \in S^3\) let \(\mathcal{O}_w \subset S^{2(p+q)-1}\) denote the associated isotropic \(SO(p) \times SO(q)\) orbit.

**Definition 4.12.** For fixed integers \(p\) and \(q\) define a period of the 1-parameter group \(\{\hat{T}_x\}\) by

\[
\text{Per}(\{\hat{T}_x\}) := \{x \in \mathbb{R} \mid \hat{T}_x = \text{Id}\}.
\]

Clearly, if \(x \in \text{Per}(\{\hat{T}_x\})\) then \(\mathcal{O}_{\hat{T}_x w} = \mathcal{O}_w\) for any \(w \in S^3\). In other words, for any \(x \in \text{Per}(\{\hat{T}_x\})\), \(\hat{T}_x\) leaves invariant all isotropic \(SO(p) \times SO(q)\) orbits in \(S^{2(p+q)-1}\).

More generally, we call \(x \in \mathbb{R}\) a half-period of \(\{\hat{T}_x\}\) if \(\hat{T}_x\) leaves invariant all isotropic \(SO(p) \times SO(q)\) orbits in \(S^{2(p+q)-1}\). In other words,

\[
\text{Per}_{\frac{1}{2}}(\{\hat{T}_x\}) := \{x \in \mathbb{R} \mid \mathcal{O}_{\hat{T}_{x w}} = \mathcal{O}_w \forall w \in S^3\}.
\]

A half-period of \(\{\hat{T}_x\}\) which is not a period of \(\{\hat{T}_x\}\) we call a strict half-period of \(\{\hat{T}_x\}\).

Define the finite subgroup \(\text{Stab}_{p,q} \subset U(2)\) by

\[
\text{Stab}_{p,q} = \begin{cases} 
\begin{pmatrix} \pm 1 & 0 \\ 0 & \pm 1 \end{pmatrix} & \cong \mathbb{Z}_2 \times \mathbb{Z}_2 \quad \text{if } p > 1; \\
\begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} & \cong \mathbb{Z}_2 \quad \text{if } p = 1.
\end{cases}
\]

It follows from \(4.2\) that

\[
(4.14) \quad x \in \text{Per}_{\frac{1}{2}}(\{\hat{T}_x\}) \iff \hat{T}_x \in \text{Stab}_{p,q}.
\]

An immediate consequence of \(4.14\) is that \(2 \text{Per}_{\frac{1}{2}}(\{\hat{T}_x\}) \subset \text{Per}(\{\hat{T}_x\})\); this explains the choice of the terminology half-period. If \(\hat{T}_x = \rho_{jk}\) for some \((j, k) \in \mathbb{Z}_2 \times \mathbb{Z}_2\) with \(\rho_{jk} \in \text{Stab}_{p,q}\) as defined in \(4.2\) we call \(x\) a half-period of type \((j, k)\). If \(x\) is a half-period of type \((j, k)\) then \(e^{ix} = (-1)^{jp}\) and \(e^{-ix} = (-1)^{kq}\) and hence \(jp + kq \equiv 0 \mod 2\).
The following lemma describes the periods and half-periods of \( \{ \hat{T}_x \} \).

**Lemma 4.15.** Fix a pair of admissible integers \( p \) and \( q \) and let \( \{ \hat{T}_x \} \) denote the 1-parameter subgroup defined in (4.11).

(i) The periods of \( \{ \hat{T}_x \} \) are given by

\[
\text{Per}(\{ \hat{T}_x \}) = 2\pi \text{lcm}(p,q)\mathbb{Z}.
\]

(ii) If \( p > 1 \) then the half-periods of \( \{ \hat{T}_x \} \) are given by

\[
\text{Per}_\frac{1}{2}(\{ \hat{T}_x \}) = \frac{1}{2} \text{Per}(\{ \hat{T}_x \}) = \pi \text{lcm}(p,q)\mathbb{Z}.
\]

Moreover, any strict half-period of \( \{ \hat{T}_x \} \) is of type \((jk)\) where \( j = q/\text{hcf}(p,q) \mod 2 \) and \( k = p/\text{hcf}(p,q) \mod 2 \). In particular, for any fixed \( p \) and \( q \) exactly one type of strict half-period occurs.

(iii) If \( p = 1 \) then the half-periods of \( \{ \hat{T}_x \} \) are given by

\[
\text{Per}_\frac{1}{2}(\{ \hat{T}_x \}) = \begin{cases} 
\frac{1}{2} \text{Per}(\{ \hat{T}_x \}) = \pi \text{lcm}(p,q)\mathbb{Z} & \text{if } n \text{ is odd}; \\
\text{Per}(\{ \hat{T}_x \}) = 2\pi \text{lcm}(p,q)\mathbb{Z} & \text{if } n \text{ is even}.
\end{cases}
\]

**Proof.** The proof is a straightforward use of the various definitions; the case \( p = 1 \) being different because \( \text{Stab}_{p,q} \) (defined in 4.13) is defined differently in this case. In either case \( p = 1 \) or \( p > 1 \)

\[
x \in \text{Per}(\{ \hat{T}_x \}) \iff e^{ix/p} = e^{-ix/q} = 1 \iff x \in 2\pi p\mathbb{Z} \cap 2\pi q\mathbb{Z} = 2\pi (p\mathbb{Z} \cap q\mathbb{Z}) = 2\pi \text{lcm}(p,q)\mathbb{Z}.
\]

Suppose now that \( p > 1 \) then

\[
x \in \text{Per}_\frac{1}{2}(\{ \hat{T}_x \}) \iff e^{ix/p} = \pm 1, e^{-ix/q} = \pm 1 \iff e^{2ix/p} = e^{-2ix/q} = 1 \iff 2x \in \text{Per}(\{ \hat{T}_x \}).
\]

Since \( \{ \hat{T}_x \} \) is a 1-parameter group, by the definition of \( \text{Per}(\{ \hat{T}_x \}) = 2\pi \text{lcm}(p,q)\mathbb{Z} \) we have

\[
\hat{T}_{k\pi \text{lcm}(p,q)} = \begin{cases}
\text{Id} & \text{if } k \in 2\mathbb{Z}; \\
\hat{T}_{\pi \text{lcm}(p,q)} & k \in 2\mathbb{Z} + 1;
\end{cases}
\]

for any \( k \in \mathbb{Z} \). Let \( x_0 = \text{lcm}(p,q)\pi = pq\pi/\text{hcf}(p,q) \). Then \( x_0/p = q\pi/\text{hcf}(p,q) = j\pi \) and \( x_0/q = p\pi/\text{hcf}(p,q) = k\pi \), with \( j \) and \( k \) as defined in the statement of Lemma 4.13. Hence

\[
\hat{T}_{x_0} = \begin{pmatrix}
e^{ix_0/p} & 0 \\
0 & e^{-ix_0/q}
\end{pmatrix} = \begin{pmatrix}
(-1)^j & 0 \\
0 & (-1)^k
\end{pmatrix} = \rho_{jk}.
\]

Similarly the result in the case \( p = 1 \) follows taking into account that the only strict half-periods that belong to \( \text{Stab}_{p,q} \) in this case are of type \((+)\).

**Remark 4.16.** Notice that \( j \) and \( k \) defined in 4.13 \( jp + kq = 2pq/\text{hcf}(p,q) \equiv 0 \mod 2 \) as required.

The following result establishes basic facts about solutions to the \((p,q)\)-twisted SL ODEs.

**Proposition 4.17.** (cf. equation (3.33) and Remark 3.32)

(i) Solutions to the \((p,q)\)-twisted SL ODEs

\[
(4.18)
\]

admit two conserved quantities

\[
\mathcal{I}_1(w) := |w|^2 \text{ and } \mathcal{I}_2(w) := \text{Im}(w^p w^q).
\]

The symmetries (1), (2) and (3) preserve both conserved quantities \( \mathcal{I}_1 \) and \( \mathcal{I}_2 \). Symmetries (4) and (5) preserve \( \mathcal{I}_1 \) but send \( \mathcal{I}_2 \mapsto -\mathcal{I}_2 \). Symmetry (6) sends \( (\mathcal{I}_1, \mathcal{I}_2) \mapsto (\lambda^{2/n} \mathcal{I}_1, \lambda \mathcal{I}_2) \).
Hence if \( w \) is a solution of (4.18) with \( \mathcal{I}_1(w) \neq 0 \) then we may rescale using symmetry (6) to obtain another solution of (4.18) with \( \mathcal{I}_1(w) = 1 \). For any solution with \( \mathcal{I}_1(w) = 1 \), the possible range of values of \( \mathcal{I}_2 = \text{Im}(w_1^q w_2^q) \) is \([-2\tau_{\text{max}}, 2\tau_{\text{max}}]\), where

\[
2\tau_{\text{max}} = \sqrt{\frac{p^q q^q}{n^n}}.
\]

(ii) The stationary points of (4.18) are

\[
\mathbb{C} \times \{0\} \cup \{0\} \times \mathbb{C} \quad \text{if } p > 1 \quad \text{or} \quad \mathbb{C} \times \{0\} \quad \text{if } p = 1.
\]

(iii) The initial value problem for (4.18) with any initial data \( w(0) \in \mathbb{C}^2 \) has a unique real analytic solution \( w : \mathbb{R} \to \mathbb{C}^2 \) defined for all \( t \in \mathbb{R} \), which depends real analytically on the initial data.

(iv) For any solution of (4.18) with \( \mathcal{I}_1(w) = 1 \) and \( \mathcal{I}_2(w) = \text{Im}(w_1^p w_2^q) = -2\tau \) (and hence by part (i) \( \tau \in [-\tau_{\text{max}}, \tau_{\text{max}}] \)) the function \( y := \|w_2\| : \mathbb{R} \to [0, 1] \) satisfies the equation

\[
\frac{1}{2} \ddot{y} + 2\tau \dot{y} = -w_1^p w_2^q.
\]

Therefore \( y \) satisfies the energy conservation equation

\[
\ddot{y}^2 = 4(f(y) - 4\tau^2) = 4y^q(1 - y)^p - 16\tau^2,
\]

and hence also the second-order ODE

\[
\ddot{y} = 2f'(y) = 2y^{q-1}(1 - y)^{p-1}(q - ny),
\]

where we define the function \( f : \mathbb{R} \to \mathbb{R} \) (depending on \( p \) and \( q \)) by

\[
f(y) = y^q(1 - y)^p.
\]

Remark 4.24. The difference between the stationary points of (4.18) in the case \( p > 1 \) and the case \( p = 1 \) reflects the difference in the geometry of the nongeneric isotropic orbits of \( \text{SO}(p) \times \text{SO}(q) \) and \( \text{SO}(n-1) \) respectively. For \( p > 1 \) the nongeneric isotropic orbits of \( \text{SO}(p) \times \text{SO}(q) \) have the form \((w_1 \cdot \mathbb{S}^{p-1}, 0)\) and \((0, w_2 \cdot \mathbb{S}^{q-1})\). For \( p = 1 \) the only nongeneric isotropic orbits are of the form \((w_1, 0)\). In particular, the orbits of the form \((0, w_2 \cdot \mathbb{S}^{n-2})\) are generic provided \( w_2 \neq 0 \).

Proof. (i) Conserved quantities. We verify \( \mathcal{I}_1 \) and \( \mathcal{I}_2 \) are conserved by direct calculation. Firstly,

\[
\dot{\mathcal{I}}_1 = \frac{d}{dt} |w|^2 = \frac{d}{dt} (w_1 \overline{w_1}) + \frac{d}{dt} (w_2 \overline{w_2}) = 2 \text{Re}(w_1 \overline{\dot{w}_1} + w_2 \overline{\dot{w}_2}) = 0,
\]

where we have used (4.18) in the final equality. Secondly, since

\[
\frac{d}{dt} (w_1^p w_2^q) = pw_1^{p-1} w_2^q \dot{w}_1 + qw_1^p w_2^{q-1} \dot{w}_2,
\]

using (4.18) we obtain

\[
\frac{d}{dt} (w_1^p w_2^q) = |w_1|^{2p-2} |w_2|^{2q-2} (p|w_2|^2 - q|w_1|^2) \in \mathbb{R}.
\]

Hence \( \frac{d}{dt} \mathcal{I}_2 = \frac{d}{dt} \text{Im}(w_1^p w_2^q) = 0 \). It is straightforward to check the action of the symmetries on \( \mathcal{I}_1 \) and \( \mathcal{I}_2 \) is as claimed. Define \( y = |w_2|^2 \). When \( \mathcal{I}_1(w) = 1 \)

\[
|\mathcal{I}_2(w)| = |\text{Im}(w_1^p w_2^q)| \leq |w_1|^p |w_2|^q = \sqrt{y^q(1 - y)^p} = \sqrt{f(y)},
\]

for the function \( f \) defined in (4.23). A short calculation shows that

\[
f'(y) = y^{q-1}(1 - y)^{p-1}(q - ny),
\]

and therefore the critical points of \( f \) are

\[
\text{Crit}(f) = \begin{cases} 
\{0, \frac{q}{p}, 1\} & \text{if } p > 1; \\
\{0, \frac{q}{p}\} & \text{if } p = 1.
\end{cases}
\]
Figure 1. The graph of $f(y) = y^q(1 - y)^p$ on the interval $[0, 1]$ for various choices of $(p, q)$. $y_{\text{min}}$ and $y_{\text{max}}$ — the two solutions of $f(y) = 4\tau^2$ in the interval $[0, 1]$ — are shown for $\tau = \frac{1}{2} \tau_{\text{max}}$. The maximum value $f_{\text{max}} = 4\tau_{\text{max}}^2$ which occurs at $y = \frac{q}{n}$ is marked by $\circ$.

Since $f$ is non-negative on $[0, 1]$ and vanishes only at the two endpoints, the maximum value of $f$ for $y \in [0, 1]$ occurs when $y = \frac{q}{n}$ and hence

$$f_{\text{max}} = f\left(\frac{q}{n}\right) = \frac{p^q q^q}{n^p} = 4\tau_{\text{max}}^2.$$
where $\tau_{\text{max}}$ is defined in 4.19. Hence $|I_2(w)| \leq \sqrt{\tau_{\text{max}}} \leq 2\tau_{\text{max}}$ as claimed. See Figure 4 for the graph of the function $f$ on the interval $[0, 1]$ for various choices of $(p, q)$.

(ii) Stationary points. Stationary points of $f$ are given by common zeros of the two polynomials

$$w_1^{p-1}w_2^q = 0 = w_1^p w_2^{q-1}. \quad (4.28)$$

(iii) Global existence, uniqueness and analyticity. The vector field

$$V(w) = (\frac{w_1^{p-1}w_2^q}{w_1^p w_2^{q-1}})$$

on $\mathbb{C}^2$ defining $f$ is clearly real algebraic. It follows then from the standard local existence and uniqueness results for the initial value problem that locally $f$ admits a unique real analytic solution for any initial data and this solution depends real analytically on the initial condition. Since $I_1(w) = |w|^2$ is constant, this local solution remains in a compact subset of $\mathbb{C}^2$ and hence global existence follows immediately.

(iv) ODEs for $y := |w|^2$. Using $f$ we have

$$\dot{y} = 2 \Re (\bar{w}_1 w_2) = -2 \Re (\bar{w}_2 w_1) = -2 \Re (w_1 w_2^q),$$

$$2\tau = \Im (\bar{w}_1 w_1) = \Im (\bar{w}_2 w_2) = -\Im (w_1 w_2^q).$$

Hence we obtain $\dot{y}$ satisfies 4.20. Taking the modulus squared of both sides of 4.20 proves that $\dot{y}$ satisfies 4.21. Differentiating 4.20 with respect to $t$ and using 4.23 we see that $y$ satisfies the second-order equation 4.22. Note that the stationary points of 4.22 are exactly the critical points of $f$ and hence by 4.27 are 0 and $\frac{\pi}{2}$ when $p = 1$ and 0, $\frac{3\pi}{2}$ and 1 when $p > 1$. \hfill $\square$

To understand the space of solutions to 4.18 modulo the action of the symmetries (1)–(6) we need the following auxiliary result about solutions of 4.21.

**Lemma 4.29.** Let $w$ be any solution of 4.18 with $I_1(w) = 1$ and $I_2(w) = \Im (w_1^p w_2^q) = -2\tau$ and let $y := |w|^2 : \mathbb{R} \to [0, 1]$ be the associated solution of 4.22.

(i) If $0 < |\tau| < \tau_{\text{max}}$, the following holds:

a. $y$ is periodic of period $2p_\tau > 0$ and hence any two solutions of 4.22 with the same value of $\tau$ differ only by a time translation. Moreover, the period $p_\tau$ satisfies

$$\lim_{\tau \to \tau_{\text{max}}} 2p_\tau = \frac{\pi}{\tau_{\text{max}}} \sqrt{\frac{pq}{2n^3}}. \quad (4.29)$$

b. The range of $y$ is $[y_{\text{min}}, y_{\text{max}}]$, where $0 < y_{\text{min}} < \frac{q}{n} < y_{\text{max}} < 1$ are the only two solutions of the degree $n$ polynomial equation

$$f(y) = y^n(1 - y)^p = 4\tau^2, \quad (4.30)$$

that lie in the interval $[0, 1]$.

c. As $\tau \to 0$ we have

$$y_{\text{min}} = (2\tau)^{2/q}(1 + O(\tau^{2/q})), \quad y_{\text{max}} = 1 - (2\tau)^{2/p}(1 + O(\tau^{2/p})). \quad (4.31)$$

(ii) If $|\tau| = \tau_{\text{max}}$, then $y \equiv \frac{q}{n}$.

(iii) If $\tau = 0$ and $p > 1$ then one of the following holds:

a. $y \equiv 0$

b. $y \equiv 1$

c. $y$ is strictly monotone and satisfies

$$y = \begin{cases} y_0 \circ T_{t_0} & \text{some } t_0 \in \mathbb{R}; \text{ if } y \text{ is decreasing} \\ y_0 \circ T_{t_0} \circ \text{Id} & \text{some } t_0 \in \mathbb{R}; \text{ if } y \text{ is increasing} \end{cases}$$

where $y_0 : \mathbb{R} \to (0, 1)$ denotes the unique (decreasing) solution to the initial value problem

$$\dot{y} = -2\sqrt{f(y)}, \quad y(0) = \frac{q}{n}.$$
Alternatively, $y_0$ can be characterised as the unique solution to (4.22) with initial conditions 

$$y(0) = \frac{q}{n}, \quad \dot{y}(0) = -4\tau_{\text{max}}.$$

Moreover, $y_0$ satisfies 

$$\lim_{t \to -\infty} y_0(t) = 1 \quad \text{and} \quad \lim_{t \to \infty} y_0(t) = 0.$$

(iv) If $\tau = 0$ and $p = 1$ then one of the following holds:

(a) $y = 0$,

(b) $y = y_0 \circ T_{t_0}$ for some $t_0 \in \mathbb{R}$, where $y_0 : \mathbb{R} \to (0, 1]$ is the unique solution to (4.22) with initial conditions 

$$y(0) = 1, \quad \dot{y}(0) = 0.$$

Moreover, $y_0$ is even, increasing on $(-\infty, 0)$ and satisfies $\lim_{t \to \pm \infty} y_0(t) = 0$.

Remark 4.33.

(i) Detailed asymptotics for the $\tau \to 0$ limit of the period $2p_\tau$ are established in Section 9.

(ii) Since $y$ satisfies an equation of the form $\dot{y}^2 = P(y)$ where $P$ is a polynomial of degree $n$, any solution of (4.22) can be expressed in terms of hyperelliptic functions. When $n = 3$ or 4 $y$ can be expressed in terms of Jacobi elliptic functions—see [18, 22] for such expressions in $y$.

Moreover, since $y$ depends only on $\tau$,

$$\lim_{t \to \pm \infty} y_0(t) = 1 \quad \text{and} \quad \lim_{t \to \infty} y_0(t) = 0.$$

Therefore all solutions of (4.21) with $0 < |\tau| < \tau_{\text{max}}$ can be expressed in terms of hyperelliptic functions. When $\tau \to 0$ the modulus $k^2$ of the elliptic functions tends to 1. In this limit these elliptic functions become hyperbolic trigonometric functions. For $p = 1$, $q = 2$ and $y_0 = \frac{1}{2}(1 - \tanh t)$ when $p = q = 2$.

(iii) Figure 1 shows $y_{\text{min}}$ and $y_{\text{max}}$ on the graph of $f(y)$ for various $(p, q)$ for $\tau = \frac{1}{2}\tau_{\text{max}}$.

Proof. Motivated by (4.22) we define the 2-variable polynomial $P_\tau : \mathbb{R}^2 \to \mathbb{R}$

$$P_\tau(y, z) = z^2 - 4f(y) + 16\tau^2 = z^2 - 4y^q(1 - y)^p + 16\tau^2.$$

Let $C_\tau$ denote the real affine curve in $\mathbb{R}^2$ defined by $P_\tau = 0$. We can also view $P_\tau$ as a 2-variable complex polynomial and consider the complex affine curve $C^C_\tau$ in $\mathbb{C}^2$ defined by $P_\tau = 0$. We find

$$(y, z) \in \text{Sing}(C^C_\tau) \iff f(y) = 4\tau^2, \quad f'(y) = 0, \quad z = 0.$$ 

Hence from (4.20) we have

$$\text{Sing}(C^C_\tau) = \text{Sing}(C_\tau) = \begin{cases} 
\emptyset, & \text{for } 0 < |\tau| < \tau_{\text{max}}; \\
\left(\frac{q}{n}, 0\right), & \text{for } |\tau| = \tau_{\text{max}}; \\
(0, 0), & \text{for } \tau = 0 \text{ and } p = 1; \\
(0, 0) \cup (1, 0), & \text{for } \tau = 0 \text{ and } p > 1.
\end{cases}$$

Since $P_{zz} = 2$, all singular points of $C^C_\tau$ are double point singularities. Further calculation yields:

(0, 0) is an ordinary double point if $q = 2$ but a node if $q \geq 3$,

(1, 0) is an ordinary double point if $p = 2$ but a node if $p \geq 3$.

See also Figure 2.

(i) : $0 < |\tau| < \tau_{\text{max}}$. If $0 < |\tau| < \tau_{\text{max}}$, (4.33) implies that the real affine curve $C_\tau$ is non-singular. $C_\tau$ is not necessarily connected, so let $C^0_\tau$ denote the component containing the point $(\frac{q}{n}, 4\sqrt{\tau^2_{\text{max}} - \tau^2})$. $(y, z) \in C_\tau$ implies $f(y) \geq 4\tau^2$. The set $f^{-1}([4\tau^2, \infty)) \subset \mathbb{R}$ is not necessarily connected but the component containing $\frac{q}{n}$ is the closed interval $[y_{\text{min}}, y_{\text{max}}] \subset (0, 1)$. Since $f(y) \leq 4\tau^2_{\text{max}}$ for $y \in (0, 1)$ any point $(y, z) \in C^0_\tau$ satisfies $(y, z) \in [0, 1] \times [-4\tau_{\text{max}}, 4\tau_{\text{max}}]$. In particular, the component $C^0_{\tau_{\text{max}}}$ is a compact nonsingular curve and hence is diffeomorphic to $S^1$.

Hence all solutions of (4.22) with $0 < |\tau| < \tau_{\text{max}}$ are non-constant and periodic with period $2p_\tau > 0$ depending only on $\tau$. In particular two solutions of (4.22) with the same values of $\tau$ differ only by time translation.
Figure 2. The curves $C_0^\tau$ for $\tau \in [0, \tau_{\text{max}}]$ and various choices of $(p, q)$. Singular points are marked: ordinary double points as $\times$ and nodes as $\circ$.

The geometry of the curves $C_0^\tau$ is illustrated for various choices of $(p, q)$ in Figure 2. The different types of singular points which can occur in the $\tau = 0$ energy level are clearly visible in this figure.

a. Asymptotics of $p_\tau$ as $\tau \to \tau_{\text{max}}$: we consider the first order corrections to the stationary point $y \equiv q/n$ when $\tau = \tau_{\text{max}}$. If we write $\tilde{y} = y - q/n$, then (4.22) becomes

$$\ddot{\tilde{y}} = -\omega^2 \tilde{y} + O(\tilde{y}^3),$$
where

$$\omega^2 = 2n \left( \frac{q}{n} \right)^{q-1} \left( \frac{p}{n} \right)^{p-1} = \frac{8n^3}{p q \tau_{\text{max}}^2}.$$ 

Hence \( \lim_{\tau \to \tau_{\text{max}}} 2p \tau = 2\pi/\omega \), as claimed.

b. Since \( |w| = 1 \) and \( y = |w|^2 \), we have \( 0 \leq y \leq 1 \) for all \( t \in \mathbb{R} \). At any critical point of \( y \), \( 4.21 \) implies that \( y \) satisfies equation \( 4.30 \). It follows from the definitions of \( y_{\text{max}} \) and \( y_{\text{min}} \) in terms of roots of the polynomial \( 4.30 \) that the maximum and minimum values of \( y \) are therefore \( y_{\text{max}} \) and \( y_{\text{min}} \) respectively.

c. The stated asymptotics of \( y_{\text{min}} \) and \( y_{\text{max}} \) as \( \tau \to 0 \) follow immediately from the characterisation of \( y_{\text{min}} \) and \( y_{\text{max}} \) as the only solutions of \( 4.30 \) in the range \( [0, 1] \).

(ii): \( |\tau| = \tau_{\text{max}} \). When \( \tau^2 = \tau_{\text{max}}^2 \), from \( 4.21 \) we have \( y^2 = 4(f(y) - 4\tau_{\text{max}}^2) \leq 4(f_{\text{max}} - 4\tau_{\text{max}}^2) \leq 0 \), with equality if and only if \( f(y) = f_{\text{max}} \), i.e. if and only if \( y = q/n \). Hence we have \( \dot{y} = 0 \) for all \( t \in \mathbb{R} \) and \( y \equiv q/n \).

(iii): \( \tau = 0 \) and \( p > 1 \). Recall from \( 4.24 \) that for \( p > 1 \) both \( y = 0 \) and \( y = 1 \) are critical points of \( f \) and hence give rise to constant solutions \( y \equiv 0 \) and \( y \equiv 1 \) of \( 4.22 \). \( 4.24 \) implies \( \dot{y} = 0 \) if and only if \( y = 0 \) or \( y = 1 \). Since \( y \in [0, 1] \) and \( \{0, 1\} \subset \text{Crit}(f) \) a non-constant solution \( y \) contains no points with \( \dot{y} = 0 \) and is therefore monotone with \( 0 < y < 1 \) for all \( t \). If \( y \) is increasing then \( y \circ T \) is decreasing and hence by composing with \( T \) if necessary we can assume \( y \) satisfies the 1st order ODE

$$\dot{y} = -2\sqrt{f(y)}.$$ 

Since \( y \) is monotone and bounded it must approach constant values \( c_- \) and \( c_+ \) as \( t \to \pm\infty \). Recall the elementary fact that if \( \gamma \) is an integral curve of a vector field \( V \) and \( \lim_{t \to \infty} \gamma(t) = \gamma_{\infty} \), then \( \gamma_{\infty} \) must be a zero (or stationary point) of the vector field \( V \). Hence we see that \( c_{\pm} \) must be stationary points of \( 4.22 \) which also belong to the zero energy level. Therefore \( c_{\pm} \in \text{Crit}(f) \cap f^{-1}(0) = \{0, 1\} \).

Since \( y \) is strictly decreasing we must have \( \lim_{t \to -\infty} y(t) = 1 \) and \( \lim_{t \to \infty} y(t) = 0 \). In particular, for any such solution of \( 4.34 \) there exists \( t_0 \in \mathbb{R} \) so that \( y(t_0) = q/n \). Hence \( \dot{y} := y \circ T_{t_0} \) is a solution of \( 4.34 \) with \( \dot{y}(0) = q/n \), and so by uniqueness of the initial value problem \( \dot{y} \equiv y_0 \).

(iv): \( \tau = 0 \) and \( p = 1 \). Recall from \( 4.27 \) that for \( p = 1 \), \( y = 0 \) (but not \( y = 1 \)) is a critical point of \( f \) and so gives rise to the stationary point \( y \equiv 0 \) of \( 4.22 \).

Again from \( 4.21 \), \( \dot{y} = 0 \) if and only if \( y = 0 \) or \( y = 1 \). For \( p = 1 \), \( y = 0 \) is a stationary point of \( 4.22 \) but \( y = 1 \) is not. If \( y \) is non-constant, then \( y \) cannot attain an interior minimum since \( \dot{y}(t) = 0 \) implies \( y(t) = 1 \). Therefore, as \( \text{Crit}(f) \cap f^{-1}(0) = \{0\} \) for \( p = 1 \), \( y \) must approach \( 0 \) as \( t \to \pm\infty \). Since \( y \in [0, 1] \) and non-constant and tends to \( 0 \) as \( t \to \pm\infty \), \( y \) attains an interior maximum at some time \( t_0 \in \mathbb{R} \). Hence \( \dot{y}(t_0) = 0 \) and therefore \( y(t_0) = 1 \). Then by uniqueness of the initial value problem \( y \circ T_{t_0} = y_0 \). Evenness of \( y_0 \) follows from the invariance of \( 4.22 \) and the initial conditions \( y(0) = 1, \dot{y}(0) = 0 \) under \( t \mapsto -t \). \( \square \)

We can use Lemma \( 4.29 \) to establish normal forms for solutions of \( 4.18 \).

**Proposition 4.36.** Fix a pair of admissible integers \( p \) and \( q \) and let \( w \) be any solution of \( 4.18 \) with \( I_1(w) = 1 \) and \( I_2(w) = -2\tau \) with \( 0 \leq \tau \leq \tau_{\text{max}} \).

(i) If \( p > 1 \) and \( 0 < |\tau| \leq \tau_{\text{max}} \) then \( w \) is equivalent under symmetries \( (1)-(3) \) to \( w_\tau : \mathbb{R} \to S^3 \) defined as the unique solution to \( 4.18 \) with initial value

$$w_\tau(0) = \left( \sqrt{\frac{p}{n} e^{i\alpha_\tau/2p}}, \sqrt{\frac{q}{n} e^{i\alpha_\tau/2q}} \right),$$

where \( \alpha_\tau \in [-\frac{\pi}{2}, \frac{\pi}{2}] \) is defined by

$$\alpha_\tau := \arcsin \left( -\frac{\tau}{\tau_{\text{max}}} \right).$$

(ii) If \( p > 1 \) and \( \tau = 0 \) then \( w \) is equivalent under symmetries \( (1)-(3) \) to the unique solution of \( 4.17 \) with one of the following four initial conditions
a. \( w(0) = (1, 0) \),
b. \( w(0) = (0, 1) \),
c. \( w(0) = \left( \sqrt{\frac{2}{\pi}}, \sqrt{\frac{2}{\pi}} \right) \),
d. \( w(0) = \left( e^{i\pi/2p}, e^{i\pi/2q}, \sqrt{\frac{2}{p}} \right) \).

(iii) If \( p = 1 \) and \( 0 < |\tau| \leq \tau_{\text{max}} \) then \( w \) is equivalent under symmetries (1)-(3) to \( w_\tau : \mathbb{R} \to S^3 \) defined as the unique solution to (4.18) with initial value 

\[
(\mu, \nu, \sqrt{\frac{2}{\pi}}, \sqrt{\frac{2}{\pi}}).
\]

(iv) If \( p = 1 \) and \( \tau = 0 \) then \( w \) is equivalent under symmetries (1)-(3) to the unique solution of (4.17) with one of the following two initial conditions

a. \( w(0) = (1, 0) \),
b. \( w(0) = (0, 1) \).

Proof. Let \( w \) be any solution of (4.17) with \( \mathcal{I}_j(w) = |w|^2 = 1 \), \( \mathcal{I}_2(w) = -2\tau \) and \( 0 < |\tau| \leq \tau_{\text{max}} \).

Set \( y = |w|^2 \) and write \( w(0) = (\sqrt{1 - y(0)}, \sqrt{y(0)} e^{i\theta_1}, \sqrt{y(0)} e^{i\theta_2}) \).

(i) Case \( p > 1 \) and \( \tau \neq 0 \). If \( \tau = \pm \tau_{\text{max}} \) then by (4.29) \( y \equiv q/n \) and hence \( y(0) = q/n \) and \( \dot{y}(0) = 0 \). If \( 0 < |\tau| < \tau_{\text{max}} \) then by (4.29) and using the time translation invariance of (4.18) (symmetry 1) we can arrange that \( y(0) = |w|^2(0) = \frac{q}{n} \) and that \( \dot{y}(0) < 0 \). In both cases we have

\[
y(0) = \frac{q}{n} \quad \text{and} \quad \dot{y}(0) \leq 0.
\]

The former together with (4.20) implies that

\[
\sin(p\theta_1 + q\theta_2) = -\frac{\tau}{\tau_{\text{max}}},
\]

while the latter together with (4.20) implies

\[
\cos(p\theta_1 + q\theta_2) \geq 0.
\]

Acting with the \( n \)th root of unity \( z_k = e^{2\pi ki/n} \) (symmetry 2) leaves \( y(0) \) invariant and sends \( p\theta_1 + q\theta_2 \to p\theta_1 + q\theta_2 + 2k\pi \). Hence by using symmetry (2) we can arrange that \( p\theta_1 + q\theta_2 \in [-\pi, \pi) \).

Finally by using symmetry (3) we can arrange that \( p\theta_1 = q\theta_2 \). Therefore we have

\[
\sin 2p\theta_1 = \sin 2q\theta_2 = -\frac{\tau}{\tau_{\text{max}}} = \sin \alpha, \quad \cos 2p\theta_1 \geq 0 \quad \text{and} \quad 2p\theta_1 \in [-\pi, \pi).
\]

Hence \( 2p\theta_1 = 2q\theta_2 = \alpha \) as claimed. Notice that in this case

\[
w_1^p w_2^q(0) = \left( \sqrt{\frac{2}{p}} \right)^p \left( \sqrt{\frac{2}{q}} \right)^q e^{i\alpha \tau} = 2\tau_{\text{max}} e^{i\alpha \tau}.
\]

(ii) Case \( p > 1 \) and \( \tau = 0 \). By (4.29) (iii) \( y = |w|^2 \) must be one of the following: (a) \( y \equiv 0 \),

(b) \( y \equiv 1 \), (c) \( y = y_0 \circ T_{t_0} \), (d) \( y = y_0 \circ T_{t_0} \circ \mathcal{T}_j \) for some \( t_0 \in \mathbb{R} \), where \( y_0 : \mathbb{R} \to (0, 1) \) is the function defined in (4.20) (iii). It is easily seen that (a) implies \( w \) is a stationary point of the form \( w = (e^{i\theta_1}, 0) \), while (b) implies \( w \) is a stationary point of the form \( w = (0, e^{i\theta_2}) \). Hence \( w \) is equivalent using symmetry (3) to the stationary points \((1, 0) \) or \((0, 1) \) in cases (a) and (b) respectively. Suppose we are now in case (c) or (d) and hence \( y = y_0 \circ T_{t_0} \circ \mathcal{T}_j \) for some \( t_0 \in \mathbb{R} \) and \( j \in \{0, 1\} \). By time translation invariance of (4.18) we can arrange that \( y(0) = \frac{q}{n} \) (i.e. that \( t_0 = 0 \)). Thus we have

\[
y(0) = \frac{q}{n}, \quad \text{and} \quad \dot{y}(0) = (-1)^j 4\tau_{\text{max}}.
\]

Substituting these initial conditions into (4.20) and simplifying yields

\[
e^{i(p\theta_1 + q\theta_2)} = (-1)^j.
\]

As in case (i) by using symmetry (2) we may arrange that \( p\theta_1 + q\theta_2 \in [-\pi, \pi) \) and then use symmetry (3) to arrange that also \( p\theta_1 = q\theta_2 \). Hence the previous equality reduces to \( e^{2i\theta_1} = (-1)^j \) with \( 2p\theta_1 \in [-\pi, \pi) \). In case (c) \( j = 0 \) and so \( 2p\theta_1 = 2q\theta_2 = 0 \) is the unique solution in the required range, whereas in case (d) \( j = 1 \) and so \( 2p\theta_1 = 2q\theta_2 = \pi \) as claimed.
(iii) Case $p = 1$ and $\tau \neq 0$. If $0 < |\tau| < \tau_{\text{max}}$ by using time translation invariance of \ref{thm:twisted-sl-curves} (symmetry 1) we may assume that $y(0) = y_{\text{max}}$ and therefore also $y(0) = 0$. If $\tau = \pm \tau_{\text{max}}$ then by \ref{thm:twisted-sl-curves} ii) $y \equiv q/n = y_{\text{max}}$ and $y(0) = 0$. Hence in either case from \ref{eq:4.29} we have

$$2i\tau = -w_1 w_2^{-1}(0) = -i\sqrt{f(y_{\text{max}})}\sin(\theta_1 + (n - 1)\theta_2) = -2i|\tau|\sin(\theta_1 + (n - 1)\theta_2),$$

and therefore

$$\sin(\theta_1 + (n - 1)\theta_2) = -\frac{\tau}{|\tau|} - \text{sgn} \tau.$$

As in the previous cases by acting with an $n$th root of unity we can arrange that $\theta_1 + (n - 1)\theta_2 \in [-\pi, \pi]$ and by acting with symmetry (3) that $\theta_2 = 0$. Therefore we have $\sin \theta_1 = -\text{sgn} \tau$ with $\theta_1 \in [-\pi, \pi]$. Hence $\theta_1 = -\text{sgn} \tau \cdot \frac{1}{n} \pi$ as claimed.

(iv) Case $p = 1$ and $\tau = 0$. By \ref{thm:twisted-sl-curves} iv) $y = |u_2|^2$ must be one of the following: (a) $y \equiv 0$ or (b) $y = y_0 \circ T_{t_0}$ where $t_0 \in \mathbb{R}$ and $y_0 : \mathbb{R} \to (0,1]$ is the function defined in \ref{thm:twisted-sl-curves} b. As in (ii), case (a) implies that $w$ is a stationary point of the form $e^{i\theta_2} 0$ and hence is equivalent using symmetry (3) to $(1,0)$ as claimed. Suppose now that we are in case (b). By time translation invariance we can arrange that $t_0 = 0$ and hence $y(0) = 1$. This implies $w_1(0) = 0$ and $w_2(0) = e^{i\theta_2}$ for some $\theta_2 \in \mathbb{R}$. Using symmetry (3) we can arrange that $\theta_2 = 0$ and hence that $w(0) = (0,1)$ as claimed.

\[\square\]

**Remark 4.37.** Note that in cases (ii)a and (ii)b of Proposition \ref{thm:twisted-sl-curves} the initial conditions are stationary points of \ref{thm:twisted-sl-curves} and hence the corresponding solutions with this initial data are $w \equiv (1,0)$ and $w \equiv (0,1)$ respectively. Let $w_0$ denote the unique solution to \ref{thm:twisted-sl-curves} with initial condition $w_0(0) = \left(\sqrt{\frac{p}{n}}, \sqrt{\frac{q}{n}}\right)$ as in (ii)c. Then by uniqueness of the initial value problem for \ref{thm:twisted-sl-curves} we see that

$$w_0(t) = (\sqrt{1 - y_0(t)}, \sqrt{y_0(t)}),$$

where $y_0(t) : \mathbb{R} \to (0,1)$ is the even function defined in \ref{eq:4.37} iii). Note that $(0,1)$ is not a stationary point of \ref{thm:twisted-sl-curves} for $p = 1$. Let $w_0$ denote the unique solution of \ref{thm:twisted-sl-curves} with initial condition $w_0(0) = (0,1)$ as in (iv)b. Then by the uniqueness of the initial value problem for \ref{thm:twisted-sl-curves} we see that

$$w_0(t) = (\text{sgn} t \sqrt{1 - y_0(t)}, \sqrt{y_0(t)}),$$

where $y_0 : \mathbb{R} \to (0,1)$ is the even function defined in \ref{eq:4.37} iv)b. (Since $u_2(t) = \sqrt{y_0(t)}$ is real and positive for all $t$, the equation for $w_1$ in \ref{thm:twisted-sl-curves} implies that $w_1 > 0$ for all $t$. By \ref{eq:4.38} $\sqrt{1 - y_0(t)}$ is decreasing for $t < 0$ and increasing for $t > 0$, so $\text{sgn} t \sqrt{1 - y_0(t)}$ is increasing for all $t$ as required.)

**Remark 4.40.** The argument from \ref{thm:twisted-sl-curves} iii) applied in the case $p > 1$ implies that any solution of \ref{thm:twisted-sl-curves} with $I_1(w) = 1$ and $I_2(w) = -2\tau$ and $0 < |\tau| \leq \tau_{\text{max}}$ is equivalent under symmetries (1) to (3) to

$$w_\tau = \left(-e^{i\pi/2p} \text{sgn}(\tau) \sqrt{1 - y_{\text{max}}}, \sqrt{y_{\text{max}}}\right).$$

Similarly, the argument from \ref{thm:twisted-sl-curves} i) works for $p = 1$ as well as $p > 1$. However, we will only make use of the normal forms stated in \ref{thm:twisted-sl-curves}. The difference in our choice of normal form for $p = 1$ and $p > 1$ reflects differences in the geometry of the resulting special Legendrian immersions in these cases as we will explain later.

**$w_\tau$ and the $SO(p) \times SO(q)$-invariant special Legendrian immersions $X_\tau$.**

We now define the particular 1-parameter family of $(p, q)$-twisted SL curves we will use throughout the rest of the paper by specifying initial data $w_\tau(0)$ as in the normal form Proposition \ref{thm:twisted-sl-curves}. Associated to the 1-parameter family $w_\tau$ is the 1-parameter family $X_\tau$ of $SO(p) \times SO(q)$-invariant special Legendrians. Proposition \ref{thm:twisted-sl-curves} implies that any $SO(p) \times SO(q)$-invariant special Legendrian in $\mathbb{R}^{2p+2q}$ is congruent to $X_\tau$ for some $\tau$. 
Proposition 4.41. Fix a pair of admissible integers $p$ and $q$ and choose any $\tau \in [-\tau_{\text{max}}, \tau_{\text{max}}]$. Define $w_\tau : \mathbb{R} \to S^3$ as the unique solution of (4.18) with initial data
\begin{equation}
(4.41) \quad w_\tau(0) = \left( \sqrt{\frac{2}{n}} e^{i\alpha_\tau/2p}, \sqrt{\frac{2}{n}} e^{i\alpha_\tau/2q} \right) \quad \text{if } p > 1;
\end{equation}
where $\alpha_\tau \in \left[ -\frac{\tau}{n}, \frac{\tau}{n} \right]$ is defined by
\begin{equation}
(4.42) \quad \alpha_\tau := \arcsin \left( -\frac{\tau}{\tau_{\text{max}}} \right),
\end{equation}
or
\begin{equation}
(4.43) \quad w_\tau(0) = (-i \text{ sgn } \tau \sqrt{1 - y_{\text{max}}}, \sqrt{y_{\text{max}}}) \quad \text{if } p = 1.
\end{equation}
Then $w_\tau$ depends real analytically on $\tau \in (-\tau_{\text{max}}, \tau_{\text{max}})$ and satisfies $w_{-\tau} = w_\tau$. In particular, $w_0 : \mathbb{R} \to S^3 \subset \mathbb{C}^2$ is contained in $\mathbb{R}^2 \subset \mathbb{C}^2$.

Proof. To prove that $w_\tau$ depends analytically on $\tau$ it suffices by (4.15)iii to prove that the initial condition $w_\tau(0)$ given by (4.41) or (4.43) depends analytically on $\tau$ for $\tau \in (-\tau_{\text{max}}, \tau_{\text{max}})$. For $p > 1$ it is clear from (4.42) that $\alpha_\tau$ depends real analytically on $\tau$ for $|\tau| < \tau_{\text{max}}$. Hence by (4.41) $w_\tau(0)$ depends analytically on $\tau$ for $|\tau| < \tau_{\text{max}}$. For $p = 1$ we have $f'(y_{\text{max}}) = y_{\text{max}}^{-1/2}(q - n y_{\text{max}}) \neq 0$ for $|\tau| < \tau_{\text{max}}$. Hence by the real analytic Implicit Function Theorem (see e.g. [37, Thm 2.3.5]) $y_{\text{max}}$ is an analytic function of $\tau \in (-\tau_{\text{max}}, \tau_{\text{max}})$. Therefore $\sqrt{y_{\text{max}}}$ is also an analytic function of $\tau \in (-\tau_{\text{max}}, \tau_{\text{max}})$ (recall $y_{\text{max}} \geq (n-1)/n$). Write $w_\tau(0) = (iv_\tau, \sqrt{y_{\text{max}}})$. Because $I_2(w_\tau(0)) = w_1 w_2^{-1}(0) = -2i\tau$
\begin{align*}
\tau &= -\frac{2\tau}{\sqrt{y_{\text{max}}}}
\end{align*}
and hence is an analytic function of $\tau \in (-\tau_{\text{max}}, \tau_{\text{max}})$. From (4.15) or (4.43) we have $w_{-\tau}(0) = w_\tau(0)$ and hence $w_{-\tau} = w_\tau$ by uniqueness of the initial value problem for (4.18). \hfill \Box

The associated function $y_\tau := |w_2|^2$ and its initial value characterisation. For the solution $w_\tau$ defined in (4.41) define $y_\tau := |w_2|^2$. By (4.17) $y_\tau$ satisfies equations (4.21) and (4.22). Analytic dependence of $y_\tau$ on $\tau \in (-\tau_{\text{max}}, \tau_{\text{max}})$ follows immediately from analytic dependence of $w_\tau$.

For $p = 1$, $y_\tau$ is the unique solution of (4.22) satisfying the initial conditions
\begin{equation}
(4.44) \quad y(0) = y_{\text{max}}, \quad \dot{y}(0) = 0.
\end{equation}
In particular, $y_0$ is the unique solution of (4.22) satisfying $y(0) = 1$, $\dot{y}(0) = 0$ introduced in (4.29)iv.b.

Similarly, for $p > 1$, $y_\tau$ is the unique solution of (4.22) satisfying the initial conditions
\begin{equation}
(4.45) \quad y(0) = \frac{q}{n}, \quad \dot{y}(0) = -4\tau_{\text{max}} \cos \alpha_\tau = -4\sqrt{\tau_{\text{max}}^2 - \tau^2}.
\end{equation}
y_0 coincides with the solution of (4.22) satisfying $y(0) = q/n$, $\dot{y}(0) = -4\tau_{\text{max}}$ introduced in (4.29)iii.c.

For both $p = 1$ and $p > 1$ it follows from these initial value characterisations of $y_\tau$ that $y_{-\tau} = y_\tau$ which is consistent with the fact that $w_{-\tau} = w_\tau$.

Earlier we thought about $SO(p) \times SO(q)$-invariant special Legendrians by treating our special Legendrians as (unparametrised) subsets of $S^{2(p+q)-1}$. From now on it will be more convenient to deal with special Legendrian immersions $X_\tau : \text{Cyl}^{p,q} \to S^{2(p+q)-1}$ and to talk about $SO(p) \times SO(q)$-equivariant immersions with respect to the obvious actions of $SO(p) \times SO(q)$ on both domain and target. This will facilitate future discussion of additional discrete symmetries possessed by $X_\tau$.

We now define the family of special Legendrian immersions $X_\tau : \text{Cyl}^{p,q} \to S^{2(p+q)-1}$ using the $(p,q)$-twisted SL curves $w_\tau$ defined in Proposition 4.41, where $\text{Cyl}^{p,q}$ denotes the round cylinder of type $(p,q)$ defined in 4.1.

Definition 4.47. For $\tau \in [-\tau_{\text{max}}, \tau_{\text{max}}]$ define an immersion $X_\tau : \text{Cyl}^{p,q} \to S^{2(p+q)-1}$ by
\[ \begin{align*}
X_\tau(t,\sigma_1,\sigma_2) &= (w_1(t) \cdot \sigma_1, w_2(t) \cdot \sigma_2), \quad \text{for } p > 1; \\
X_\tau(t,\sigma) &= (w_1(t), w_2(t) \cdot \sigma), \quad \text{for } p = 1,
\end{align*} \]
where $t \in \mathbb{R}$, $\sigma_1 \in \mathbb{S}^p-1$, $\sigma_2 \in \mathbb{S}^q-1$, $\sigma \in \mathbb{S}^{n-2}$ and $w_\tau = (w_1, w_2)$ is the unique solution to specified in Proposition 4.4.11.

We now establish some basic properties of $X_\tau$.

**Proposition 4.48.** For $\tau \in [-\tau_{\max}, \tau_{\max}]$ the immersion $X_\tau : \text{Cyl}^{p,q} \to \mathbb{S}^{2(p+q)-1}$ defined has the following properties:

(i) $X_\tau$ is a smooth special Legendrian immersion depending analytically on $\tau$ for $\tau \in (-\tau_{\max}, \tau_{\max})$, and satisfies $X_{-\tau} = X_\tau$. In particular, $X_0$ is contained in $\mathbb{S}^{p+q-1} \subset \mathbb{R}^{p+q} \subset \mathbb{C}^{p+q}$.

(ii) For $p > 1$, the metric $g_\tau$ on $\text{Cyl}^{p,q}$ induced by $X_\tau$ is

$$|\dot{w}|^2 dt^2 + |w_1|^2 g_{\mathbb{S}^p-1} + |w_2|^2 g_{\mathbb{S}^q-1} = y^{-1} (1 - y)^{p-1} dt^2 + (1 - y) g_{\mathbb{S}^p-1} + y g_{\mathbb{S}^q-1}.$$ 

For $p = 1$, the induced metric $g_\tau$ on $\text{Cyl}^{1,n-1}$ is

$$|\dot{w}|^2 dt^2 + |w_2|^2 g_{\mathbb{S}^{n-2}} = y^{-2} dt^2 + y g_{\mathbb{S}^{n-2}}.$$ 

(iii) $X_\tau$ is $SO(p) \times SO(q)$-equivariant, i.e., for any $M = (M_1, M_2) \in SO(p) \times SO(q)$ we have

$$\tilde{M} \circ X_\tau = X_\tau \circ M,$$

where $M = (M_1, M_2)$ acts on $\text{Cyl}^{p,q}$ by $M \cdot (t, \sigma_1, \sigma_2) = (t, M_1 \sigma_1, M_2 \sigma_2)$, and

$$\tilde{M} = \left( \begin{array}{cc} M_1 & 0 \\ 0 & M_2 \end{array} \right) \in SO(p) \times SO(q) \subset SO(p + q).$$

(iv) When $\tau = 0$ we have

$$X_0(\text{Cyl}^{p,q}) = \begin{cases} \mathbb{S}^{p+q-1} \setminus \{(\mathbb{S}^p-1, 0) \cup (0, \mathbb{S}^q-1), & \text{for } p > 1; \\
\mathbb{S}^{n-1} \setminus (\pm 1, 0) \subset \mathbb{R} \oplus \mathbb{R}^{n-1}, & \text{for } p = 1. \end{cases}$$

(v) When $\tau = \tau_{\max}$ we have

$$(4.48) X_{\tau_{\max}} = \begin{cases} \left( \begin{array}{c} -i \sqrt{\frac{n}{2}} e^{2i\pi t} \sqrt{\frac{n}{2}} e^{-2i\pi t/(n-1)} \\ 0 \end{array} \right), & \text{for } p = 1; \\
\left( \begin{array}{c} \frac{n}{2} e^{-i\pi/(4p)} e^{2i\pi t/p} \sqrt{\frac{n}{2}} e^{-i\pi/(4q)} e^{-2i\pi t/q} \\ 0 \end{array} \right), & \text{for } p > 1. \end{cases}$$

(vi) If $X : \text{Cyl}^{p,q} \to \mathbb{S}^{2(p+q)-1}$ is any non totally geodesic $SO(p) \times SO(q)$-invariant special Legendrian immersion then $X = e^{i\omega} \tilde{T}_x \circ X_\tau \circ T_y$ for some $x, y \in \mathbb{R}$, $0 < |\tau| < \tau_{\max}$ and $n$th root of unity $\omega \in \mathbb{S}^1$ where $\tilde{T}_x \in SU(n)$ is defined by

$$(4.49) \tilde{T}_x = \begin{pmatrix} e^{i\alpha / p} Id_p & 0 \\ 0 & e^{-i\alpha / q} Id_q \end{pmatrix}.$$ 

**Proof.** (i) For $\tau \neq 0$ we have $|w_1|^2 \geq y_{\min} > 0$ and $|w_2|^2 \geq 1 - y_{\max} > 0$. Because there are no points where $w_1$ or $w_2$ vanish, $3.18$ implies that $X_\tau$ is a Legendrian immersion. Since $w_\tau$ is a solution of $4.18$ and $3.27$ imply that $X_\tau$ is special Legendrian. We deal with the exceptional case $\tau = 0$ separately in part (iv). Analytic dependence of $X_\tau$ on $\tau$ follows from the analytic dependence of $w_\tau$ on $\tau$ proved in Proposition 4.4.11. The final part follows from the fact that $w_{-\tau} = w_\tau$ (see 4.4.11).

(ii) follows immediately from equations $4.20$ and $3.30$

(iii) The $SO(p) \times SO(q)$-equivariance of $X_\tau$ is clear from the definition of $X_\tau$ in 4.4.7.

(iv) $\tau = 0$ limit. From part (i), $X_0(\text{Cyl}^{p,q}) \subset \mathbb{S}^{p+q-1}$.

Consider first the case where $p > 1$. From $4.34$

$$X_0(t, \sigma_1, \sigma_2) = (\sqrt{1 - y_0(t)} \sigma_1, \sqrt{y_0(t)} \sigma_2)$$

where $y_0 : \mathbb{R} \to (0, 1)$ is the decreasing function defined in 4.29iii.c. Recall from Remark 3.14 that the map $\Pi : [0, \pi/2] \times \mathbb{S}^{p-1} \times \mathbb{S}^{q-1} \to \mathbb{S}^{p+q-1}$ given by

$$\Pi(t, \sigma_1, \sigma_2) = (\cos t \sigma_1, \sin t \sigma_2).$$
In this section we study the discrete symmetries of \( w_{\tau} \) and the conditions under which \( w_{\tau} \) corresponds to a closed curve of \( \text{SO}(p) \times \text{SO}(q) \) orbits. We will use these results in the following section to study the full group of symmetries of \( X_{\tau} \).

**Symmetries of \( y_{\tau} \).** We begin by establishing the symmetries of \( y_{\tau} := |w_2|^2 \) in the three cases (i) \( p = 1 \), (ii) \( p > 1 \) and \( p \neq q \) and (iii) \( p > 1 \) and \( p = q \).

To state these results we need to introduce some notation to describe the basic properties of \( y_{\tau} \). For \( p > 1 \), recall from (4.35) that \( y_{\tau} \) satisfies the initial conditions

\[
\begin{align*}
\dot{y}(0) &= \frac{q}{n} \\
\ddot{y}(0) &= -4\tau_{\max} \cos \alpha_{\tau} = -4\sqrt{\tau_{\max}^2 - \tau^2} 
\end{align*}
\]

whereas for \( p = 1 \) from (4.34) it satisfies

\[
\begin{align*}
y(0) &= y_{\max} \\
\dot{y}(0) &= 0 
\end{align*}
\]

The different initial conditions for \( y_{\tau} \) affect where the \( 2p_{\tau} \)-periodic function \( y_{\tau} \) attains its maxima and minima in the cases \( p = 1 \) and \( p > 1 \). In the case \( p > 1 \) the choice of initial data for \( y_{\tau} \) implies that there exist unique real numbers \( p_{\tau}^+, p_{\tau}^- \in (0, p_{\tau}) \) satisfying

\[
\begin{align*}
y_{\tau}(-p_{\tau}^-) &= y_{\max}, \\
y_{\tau}(p_{\tau}^+) &= y_{\min},
\end{align*}
\]

and so that \( y_{\tau} \) is strictly decreasing on \((-p_{\tau}^-, p_{\tau}^+)\). We call these two numbers the partial-periods of \( y_{\tau} \), since

\[
2p_{\tau} = 2p_{\tau}^+ + 2p_{\tau}^-.
\]

In general, \( p_{\tau}^+ \) and \( p_{\tau}^- \) are not related except when \( p = q \) when we will prove shortly that they are equal. Illustrative plots of \( y_{\tau} \) are shown in Figures 3 and 4 for \( p = 1 \) and \( p > 1 \), \( p \neq q \) respectively.

Throughout the following lemma we assume \( 0 < |\tau| < \tau_{\max} \) and discuss the exceptional cases \( \tau = 0 \) and \( |\tau| = \tau_{\max} \) in Remark 5.11 below. Recall, also the notation for elements in \( \text{Isom}(\mathbb{R}) \) introduced in Section 1 in Notation and Conventions.

**Lemma 5.3 (Symmetries of \( y_{\tau} \)).**

![Figure 3. Profile of \( y_{\tau} := |w_2|^2 \) for \( p = 1 \)](image)
(5.4) For $p = 1$, $q = n - 1$ the symmetries of $y_\tau = |w_2|^2$ are generated by
\[ y_\tau \circ T_{2p_\tau} = y_\tau \quad \text{and} \quad y_\tau \circ \mathbb{I} = y_\tau. \]
That is, $y_\tau$ is an even $2p_\tau$-periodic function. Moreover, we have
\[ y_\tau(0) = y_{\max} \quad \text{and} \quad y_\tau(p) = y_{\min}. \]
(ii) For $p > 1$ and $p \neq q$ the symmetries of $y_\tau$ are generated by
\[ y_\tau \circ T_{2p_\tau} = y_\tau, \quad y_\tau \circ \mathbb{I}_{p_\tau/2} = y_\tau \quad \text{and} \quad y_\tau \circ \mathbb{I}_{-p_\tau/2} = y_\tau. \]
(iii) For $p > 1$ and $p = q$ the symmetries of $y_\tau$ are generated by
\[ y_\tau \circ T_{2p_\tau} = y_\tau, \quad y_\tau \circ \mathbb{I}_{p_\tau/2} = y_\tau \quad \text{and} \quad y_\tau \circ \mathbb{I}_{-p_\tau/2} = y_\tau. \]
and the partial-periods defined in 5.2 satisfy
\[ p_\tau^+ = p_\tau^- = \frac{1}{2}p_\tau \quad \text{and} \quad y_\tau(\frac{1}{2}p_\tau) = y_{\min}. \]

Remark 5.9. It follows from the partial-period relation 5.2 that the reflections $\mathbb{I}_{p_\tau^+}$ and $\mathbb{I}_{-p_\tau^-}$ satisfy
\[ \mathbb{I}_{-p_\tau^-} \circ \mathbb{I}_{p_\tau^+} = T_{-2p_\tau}, \quad \mathbb{I}_{p_\tau^+} \circ \mathbb{I}_{-p_\tau^-} = T_{2p_\tau}. \]

Hence the first symmetry of $y_\tau$ in 5.6 is a consequence of the second and third symmetries.

Similarly, it is straightforward to check that $\mathbb{I} \circ \mathbb{I}_{p_\tau/2} = \mathbb{I} \circ \mathbb{I}_{-p_\tau/2}$. It follows that the two symmetries $\mathbb{I}$ and $\mathbb{I}_{p_\tau/2}$ are sufficient to generate all four symmetries in 5.7.

Remark 5.11. For $\tau = 0$, $y_\tau$ is no longer periodic (the period $2p_\tau \to \infty$ as $\tau \to 0$). For $p = 1$ we have already seen in 4.29 iv.b that $y_0$ is still even. For $p = q$, $y_\tau(0)$ is invariant under $y \mapsto 1 - y$, and hence $y_0$ retains the reflectional symmetry
\[ y_0 \circ \mathbb{I} = 1 - y_0. \]

When $|\tau| = \tau_{\max}$, $y_\tau$ is the constant function $q/\eta$, as noted in Proposition 4.29.

Proof of Lemma 5.3 Since the ODE 4.21 is autonomous we have time translation symmetry, i.e.
for any solution $y$ of 4.21 and any $t_0 \in \mathbb{R}$, $y \circ T_{t_0}$ is also a solution of 4.21. Moreover, if $y$ is a solution of 4.21 then so is $y \circ \mathbb{I}$. Hence 4.21 is invariant under the whole of Isom($\mathbb{R}$). 4.21 is also invariant under $y \mapsto 1 - y$ when $p = q$.

(i) Proof of 5.3. The first equality is immediate since $y_\tau$ has period $2p_\tau$ by Proposition 4.29(i) and 4.41. The second symmetry follows from the fact that $y_\tau(0) = y_{\max}$ as in 4.44.

(ii) Proof of 5.6. $y_\tau$ is periodic of period $2p_\tau$ by Proposition 4.29(i). Since $y_\tau$ has a maximum and a minimum at $-p_\tau^+$ and $p_\tau^+$ respectively it has the two additional reflection symmetries listed in 5.6.

(iii) We need to prove that $y_\tau$ admits the new symmetry $y_\tau \circ \mathbb{I} = 1 - y_\tau$. The rest of the claims made will then follow by combining this symmetry with the ones already established in part (ii).

Define $\tilde{y} := (1 - y_\tau) \circ \mathbb{I}$. $\tilde{y}$ is also a solution of 4.21 and see from 4.45 that $\tilde{y}$ satisfies the same initial
conditions as \( y_\tau \). Hence by the uniqueness of solutions of the initial value problem \( y_\tau \equiv (1 - y_\tau) \circ \mathbb{T} \) as required. It follows that
\[
y_{\text{max}} + y_{\text{min}} = 1, \tag{5.12}
\]
and that \( y_\tau(p^\tau_+) = 1 - y_\tau(-p^\tau_-) = 1 - y_{\text{max}} = y_{\text{min}} = y_\tau(p^\tau_+) \). Hence 
\( p^\tau_- = p^\tau_+ = \frac{1}{2} p_\tau \). Since \( p^\tau_+ = \frac{1}{2} p_\tau \), the existing reflectional symmetries 
\( y_\tau \circ \mathbb{T}_{p^\tau_+} = y_\tau \) and \( y_\tau \circ \mathbb{T}_{-p^\tau_-} = y_\tau \) become \( y_\tau \circ \mathbb{T}_{p^\tau/2} = y_\tau \) and 
\( y_\tau \circ \mathbb{T}_{-p^\tau/2} = y_\tau \) respectively. \( \square \)

**Corollary 5.13.** The discrete subgroup \( D \) of \( \text{Isom}(\mathbb{R}) \) generated by the symmetries of \( y_\tau \) is
\[
D = \begin{cases}
(\mathbb{T}, \mathbb{T}_{2p_\tau}) & \text{if } p = 1; \\
(\mathbb{T}_{p_\tau^+}, \mathbb{T}_{-p^\tau_-}) & \text{if } p > 1, p \neq q; \\
(\mathbb{T}, \mathbb{T}_{p^\tau/2}) & \text{if } p > 1, p = q.
\end{cases}
\]
In all three cases \( D \cong D_\infty \) the infinite dihedral group.

**Proof.** Recall the two standard presentations for the infinite dihedral group \( D_\infty \)
\[
\langle r, f \mid f^2 = 1, frf = r^{-1} \rangle,
\]
and
\[
\langle s, t \mid s^2 = 1, t^2 = 1 \rangle.
\]
The commutation relation
\[
\mathbb{T} \circ \mathbb{T}_x \circ \mathbb{T} = \mathbb{T}_{-x}
\]
together with the first presentation of \( D_\infty \) shows that \( D \cong D_\infty \) in the case \( p = 1 \). The commutation relations \( [5.10] \) for the reflection symmetries \( \mathbb{T}_{p^\tau_+} \) and \( \mathbb{T}_{-p^\tau_-} \) together with the second presentation of \( D_\infty \) yield the result for \( p > 1 \) and \( p \neq q \). Similarly, for \( p = q \), \( D \) is a group generated by two independent reflections \( s \) and \( t \) with no relation of the form \( (st)^k = 1 \), hence isomorphic to \( D_\infty \). \( \square \)

**Symmetries of \( w_\tau \).** In this section we study the symmetries of \( w_\tau \). Since \( X_\tau \) is determined by \( w_\tau \), these symmetries are intimately connected to the extrinsic geometry of \( X_\tau \). However, from the point of view of more general twisted products the symmetries of the \((p,q)\)-twisted SL curves \( w_\tau \) are of their own interest. The symmetries of \( w_\tau \) are themselves closely related to the symmetries of \( y_\tau \) studied in the previous section. Since by Propositions \( [4.41] \) and \( [4.48] \), \( w_{-\tau} = w_\tau \) and \( X_{-\tau} = X_\tau \), it suffices to consider the case where \( \tau \geq 0 \).

If \( w_\tau = (w_1, w_2) \), \( y_\tau = |w_2|^2 \) and \( \psi_1 \) and \( \psi_2 \) denote the arguments of \( w_1 \) and \( w_2 \) respectively then the equations
\[
\text{Im}(\bar{w}_1 \psi_1) = -\text{Im}(\bar{w}_2 \psi_2) = 2\tau, \tag{5.15}
\]
are equivalent to
\[
(1 - y_\tau)\psi_1 = 2\tau, \quad y_\tau \psi_2 = -2\tau.
\]
To study the symmetries of \( w_\tau \) it is convenient to write \( w_\tau \) in the form
\[
w_1(t) = \begin{cases}
\text{sgn} t \sqrt{1 - y_\tau(t)}, & \text{for } \tau = 0; \\
- i \sqrt{1 - y_\tau(t)} e^{i \psi_1}, & \text{for } \tau > 0;
\end{cases} \quad w_2(t) = \begin{cases}
\sqrt{y_\tau(t)}, & \text{for } \tau = 0; \\
\sqrt{y_\tau(t)} e^{i \psi_2}, & \text{for } \tau > 0;
\end{cases}
\tag{5.16}
\]
if \( p = 1 \) and
\[
w_1(t) = \begin{cases}
\sqrt{1 - y_\tau(t)}, & \text{for } \tau = 0; \\
1 - y_\tau(t) e^{i \alpha_\tau/2 p} e^{i \psi_1}, & \text{for } \tau > 0;
\end{cases} \quad w_2(t) = \begin{cases}
\sqrt{y_\tau(t)}, & \text{for } \tau = 0; \\
\sqrt{y_\tau(t)} e^{i \alpha_\tau/2 q} e^{i \psi_2}, & \text{for } \tau > 0;
\end{cases}
\tag{5.17}
\]
if \( p > 1 \), where \( \alpha_\tau \in [-\pi/2, \pi/2] \) was defined in \( [4.42] \) and where in both cases for \( 0 < \tau \leq \tau_{\text{max}} \), \( \psi_1, \psi_2 : \mathbb{R} \to \mathbb{R} \) are the unique solutions of \( [5.13] \) with initial conditions
\[
\psi_1(0) = \psi_2(0) = 0. \tag{5.18}
\]
The slightly different forms the above \( w_i \) take in the cases \( p = 1 \) and \( p > 1 \) stem from the fact that we have chosen the initial data \( w(0) \) for \( w_\tau \) differently in these two cases (recall (4.11) and (4.13)).

Define the function \( \Psi \) by
\[
(5.19) \quad \Psi := p\psi_1 + q\psi_2.
\]
\( \Psi \) plays an important role at several points later in the paper. Written in terms of \( y \) and \( \Psi \) the real and imaginary parts of equation (5.20) are equivalent to
\[
(5.20) \quad \dot{y}_\tau = -2\sqrt{f(y)} \sin \Psi, \\
(5.21) \quad 2\tau = \sqrt{f(y)} \cos \Psi,
\]
for \( p = 1 \) and to
\[
(5.22) \quad \dot{y}_\tau = -2\sqrt{f(y)} \cos(\Psi + \alpha_\tau), \\
(5.23) \quad -2\tau = \sqrt{f(y)} \sin(\Psi + \alpha_\tau)
\]
for \( p > 1 \) with \( \alpha_\tau \) as defined in (4.22).

**Definition 5.24.** For any \( \tau \) with \( 0 < |\tau| < \tau_{\text{max}} \) we define the angular period \( \tilde{\tau}_\tau \) in terms of \( \psi_1 \) by
\[
(5.25) \quad 2\tilde{\tau}_\tau := p\psi_1(2\tau_\tau).
\]

In Section 9 we prove that the angular period \( 2\tilde{\tau}_\tau \) is an analytic function of \( \tau \) for \( 0 < |\tau| < \tau_{\text{max}} \) that satisfies
\[
(5.26) \quad \lim_{\tau \to 0} \tilde{\tau}_\tau = \frac{\pi}{2}.
\]

More precise asymptotics for \( \tilde{\tau}_\tau \) as \( \tau \to 0 \) will be important in our subsequent gluing constructions and are also established in Section 9.

**Lemma 5.27** (Discrete symmetries of \( w_\tau \) for \( p = 1 \)). For \( p = 1, q = n - 1 \) and \( 0 < \tau < \tau_{\text{max}} \) the angular period \( \tilde{\tau}_\tau \) defined in (5.25) satisfies
\[
(5.28) \quad 2\tilde{\tau}_\tau := \psi_1(2\tau_\tau) = 2\psi_1(\tau_\tau) = -2(n - 1)\psi_2(\tau_\tau) = -(n - 1)\psi_2(2\tau_\tau).
\]
\( w_\tau \) has the following symmetries:
\[
(5.29) \quad w_\tau \circ T_{2\tilde{\tau}_\tau} = \tilde{T}_{2\tilde{\tau}_\tau} \circ w_\tau, \quad w_\tau \circ \tilde{T} = \tilde{T} \circ w_\tau, \quad w_\tau \circ \tilde{T}_{\tau_p} = \tilde{T}_{2\tilde{\tau}_\tau} \circ \tilde{T} \circ w_\tau,
\]
where \( \tilde{T}_\tau \in U(2) \) was defined in (4.11) and \( \tilde{T} \in O(4) \) is defined by
\[
(4.11) \quad \tilde{T}(w_1, w_2) = (-\overline{w_1}, \overline{w_2}).
\]

Using the fact that \( \overline{w_\tau} = -w_\tau \), the symmetries of \( w_\tau \) for \( \tau < 0 \) can be inferred immediately from the symmetries in the case \( \tau > 0 \).

We have the following analogue of Lemma 5.27 for \( p > 1 \).

**Lemma 5.30** (Discrete symmetries of \( w_\tau \) for \( p > 1 \)). Fix a pair of admissible integers \( p \) and \( q \) with \( p > 1 \), then for \( 0 < \tau < \tau_{\text{max}} \), the angular period \( \tilde{\tau}_\tau \) satisfies
\[
(5.31) \quad 2\tilde{\tau}_\tau := p\psi_1(2\tau_\tau) = 2p(\psi_1(\tau_\tau) + \psi_1(-\tau_\tau)) = -2q(\psi_2(\tau_\tau) - \psi_2(-\tau_\tau)) = q\psi_2(2\tau_\tau).
\]
\( w_\tau \) has the following symmetries:
\[
(5.32) \quad w_\tau \circ T_{2\tilde{\tau}_\tau} = \tilde{T}_{2\tilde{\tau}_\tau} \circ w_\tau, \quad w_\tau \circ \tilde{T} = \tilde{T} \circ w_\tau, \quad w_\tau \circ \tilde{T}_{\tau_p} = \tilde{T}_{2\tilde{\tau}_\tau} \circ \tilde{T} \circ w_\tau,
\]
where \( \tilde{T}_\tau \in U(2) \) was defined in (4.11) and \( \tilde{T}_+, \tilde{T}_- \in O(4) \) are defined by
\[
\tilde{T}_+(w_1, w_2) = (e^{i\alpha_\tau/p}e^{i\psi_1(2p\tau_\tau)}\overline{w_1}, e^{i\alpha_\tau/q}e^{i\psi_2(2p\tau_\tau)}\overline{w_2}), \\
\tilde{T}_-(w_1, w_2) = (e^{i\alpha_\tau/p}e^{i\psi_1(-2p\tau_\tau)}\overline{w_1}, e^{i\alpha_\tau/q}e^{i\psi_2(-2p\tau_\tau)}\overline{w_2}).
\]

When \( p = q \), \( w_\tau \) has the following extra symmetry:
\[
(5.33) \quad w_1 \circ \tilde{T} = w_2 \quad \text{and} \quad w_2 \circ \tilde{T} = w_1.
\]
Hence $\psi_1$ and $\psi_2$ have the following additional symmetries:

$$
(5.34) \quad \psi_1 \circ \mathbb{T} = \psi_2, \quad \psi_2 \circ \mathbb{T} = \psi_1, \quad \psi_1 \circ \mathbb{T}_{p_r} = -\psi_2 + \psi_1(p_r), \quad \psi_2 \circ \mathbb{T}_{p_r} = -\psi_1 + \psi_2(p_r).
$$

The angular period $\hat{p}_r$ satisfies

$$
(5.35) \quad 2\hat{p}_r := p\psi_1(2p_r) = p(\psi_1(p_r) - \psi_1(-p_r)) = -p\psi_2(2p_r).
$$

The proofs of Lemmas 5.27 and 5.30 are very similar. First, we establish symmetries of $\psi_1$ using the symmetries of $y_r$ from Lemma 5.3 together with the definitions of $\psi_i$ in terms of $y_r$ (recall 5.15). The symmetries of $w_r$ then follow by using the definition of $w_r$ in terms of $y_r$ and $\psi_i$ and their symmetries. For completeness, we give details in each case.

Proof of Lemma 5.27. Proof of 5.28 and 5.29. The discrete symmetries of $y_r$ given in 5.27 and the definition of $\psi_i$ in terms of $y_r$ given in 5.15 imply the following symmetries for $\psi_i$ ($i = 1, 2$)

$$
(5.36) \quad \psi_i \circ \mathbb{T}_{2p_r} = \psi_i + \psi_i(2p_r), \quad \psi_i \circ \mathbb{T} = -\psi_i, \quad \psi_i \circ \mathbb{T}_{p_r} = -\psi_i + \psi_i(p_r).
$$

Proof of 5.28. $\psi_i(2p_r) = 2\psi_i(p_r)$ for $i = 1, 2$ follows from the third symmetry of (5.30) when $t = p_r$. It remains to prove that $\Psi(p_r) = \psi_1(p_r) + (n - 1)\psi_2(p_r) = 0$. Since $\Psi(0) = 0$ and $\sqrt{f(y)(t)}$ is continuous in $t$ and positive, 5.21 implies that $\Psi(t) \in (-\frac{\pi}{2}, \frac{\pi}{2})$ for all $t \in \mathbb{R}$. Then since $\psi(p_r) = 0$, from 4.21 it follows that $\sqrt{f(y)(p_r)} = 2\pi$ and hence from 5.21 that $\cos(\Psi)(p_r) = 1$ as required.

The symmetries of $\psi_i$ given in 5.36 together with the fact that $\Psi(2p_r) = 2\Psi(p_r) = 0$, imply the following simpler symmetries for $\Psi$:

$$
(5.37) \quad \psi \circ \mathbb{T}_{2p_r} = \psi, \quad \psi \circ \mathbb{T} = -\psi, \quad \psi \circ \mathbb{T}_{p_r} = -\psi.
$$

In other words (unlike $\psi_1$ or $\psi_2$ individually), $\Psi$ is an odd periodic function of $t$, $\psi$ is an even periodic function of $t$, $\psi_1$ and $\psi_2$.

Proof of Lemma 5.31. Symmetries of $\psi_i$: The symmetries of $y_r$ given in 5.6 and the definition of $\psi_i$ in terms of $y_r$ given in 5.15 imply the following symmetries for $\psi_i$ ($i = 1, 2$)

$$
(5.38) \quad \psi_i \circ \mathbb{T}_{2p_r} = -\psi_i + \psi_i(2p_r), \quad \psi_i \circ \mathbb{T}_{-p_r} = -\psi_i + \psi_i(-2p_r), \quad \psi_i \circ \mathbb{T}_{p_r} = \psi_i + \psi_i(2p_r).
$$

Proof of 5.31. The first two symmetries of $\psi_i$ in 5.38 imply that $\psi_i(2p_r) = 2\psi_i(p_r)$ and $\psi_i(-2p_r) = 2\psi_i(-p_r)$. The third symmetry of 5.38 with $t = -2p_r$ implies that

$$
2\hat{p}_r = p\psi_1(2p_r) = p(\psi_1(2p_r) - \psi_1(-2p_r)) = 2p(\psi_1(p_r) - \psi_1(-p_r)).
$$

It remains to prove the last equality of 5.31. By the equalities on the previous line it suffices to prove that $\Psi(2p_r) = p\psi_1(2p_r) + q\psi_2(2p_r) = 0$. Since $\tau > 0$, $\alpha_r = \frac{\pi}{2}$ for all $t \in \mathbb{R}$. Now since $\Psi(0) = 0$ and $\sqrt{f(y)(t)}$ is continuous in $t$ and positive, 5.22 implies that $\Psi(t) \in (-\pi, \pi)$ for all $t \in \mathbb{R}$. At $t = 2p_r$, we have $f(y) = f_{\max} = 4\tau^2$ and $\dot{y} = -4\tau\cos \alpha_r$. Hence 5.22 and 5.23 imply that $e^{i(\Psi + \alpha_r)} = e^{i\alpha_r}$ holds at $t = 2p_r$. Hence $\Psi(2p_r) = 0$, since $\Psi + \alpha_r \in (-\pi, 0)$.

Proof of 5.32. The symmetries of $w_r$ claimed in 5.32 follow from 5.6, 5.31 and 5.38 and the expression 5.16 for $w_r$ in terms of $y_r$, $\psi_1$ and $\psi_2$.

Extra symmetries for the case $p = q$: Define $z : \mathbb{R} \to \mathbb{S}^3$ by $z = (w_2 \circ \mathbb{T} w_1 \circ \mathbb{T})$. Since $p = q$, we see that $z$ also satisfies 4.18. Moreover, since $p = q$ the initial data $w_r(0)$ (recall 4.41) is invariant under exchange of $w_1$ and $w_2$, and therefore $z(0) = w_r(0)$. Hence by uniqueness of the initial value problem $z$ coincides with $w_r$, as claimed.

The first two symmetries of 5.34 follow from 5.33 and the relation between $w_1$ and $\psi_i$, given in 5.17. The final two symmetries of 5.34 follow from the first two and the existing symmetry $\psi_i \circ \mathbb{T}_{p_r/2} = -\psi_i + \psi_i(p_r)$ for $i = 1, 2$ (obtained from 5.38 using the fact that $p_r/2 = \hat{p}_r$). \qed
Periods and half-periods of $\mathbf{w}_\tau$. To understand the extrinsic geometry of $X_\tau$ and in particular when $X_\tau$ factors through a closed embedding we need to understand when the $(p,q)$-twisted SL curves $\mathbf{w}_\tau$ form closed curves in $S^3$. In fact, as we remarked earlier to understand when $X_\tau$ closes up we need to understand when $\mathbf{w}_\tau$ gives rise to a closed curve in the space of isotropic $SO(p) \times SO(q)$ orbits. As described in Lemma 5.42 this orbit space is $S^3/\text{Stab}_{p,q}$ where $\text{Stab}_{p,q} \subset U(2)$ is the finite subgroup defined in 4.13.

To this end we define the periods and half-periods of $\mathbf{w}_\tau$. The periods and half-periods of $\mathbf{w}_\tau$ control when the curve of isotropic orbits $O_{\mathbf{w}_\tau}$ determined by $\mathbf{w}_\tau$ is a closed curve in the space of $SO(p) \times SO(q)$ orbits. Recall from 4.12 the definitions of the periods and half-periods of the 1-parameter group (5.46) $\text{T}_x$ defined in 4.11. The periods and half-periods of $\{T_x\}$ are intimately connected because of the first discrete symmetry of $\mathbf{w}_\tau$ listed in (5.52) for $p = 1$ and $p > 1$ respectively.

**Definition 5.39.** Fix a pair of admissible integers $p$ and $q$ and let $\mathbf{w}_\tau$ be any of the $(p,q)$-twisted SL curves defined in 4.47. We define the period lattice of $\mathbf{w}_\tau$ by

$$\text{Per}(\mathbf{w}_\tau) := \{ x \in \mathbb{R} | \mathbf{w}_\tau \circ T_x = \mathbf{w}_\tau \},$$

and the half-period lattice of $\mathbf{w}_\tau$ by

$$\text{Per}_1(\mathbf{w}_\tau) := \{ x \in \mathbb{R} | O_{\mathbf{w}_\tau \circ T_x (t)} = O_{\mathbf{w}_\tau (t)} \ \forall t \in \mathbb{R} \},$$

where as previously $O_{\mathbf{w}} \subset S^{2(p+q)-1}$ denotes the isotropic $SO(p) \times SO(q)$ orbit associated with any point $\mathbf{w} \in S^3$. In other words, $x$ is a half-period of $\mathbf{w}_\tau$ if $\mathbf{w}_\tau \circ T_x$ and $\mathbf{w}_\tau$ give rise to the same parametrised curve of isotropic $SO(p) \times SO(q)$-orbits in $S^{2(p+q)-1}$. We call elements of $\text{Per}_1(\mathbf{w}_\tau)$ the half-periods of $\mathbf{w}_\tau$, and elements of $\text{Per}(\mathbf{w}_\tau)$ the periods of $\mathbf{w}_\tau$. A strict half-period is any half-period which is not a period of $\mathbf{w}_\tau$.

Using 4.12 we see that $x$ is a half-period of $\mathbf{w}_\tau$ if and only if

$$\mathbf{w}_\tau \circ T_x = \rho_{jk} \circ \mathbf{w}_\tau \quad \text{for some } \rho_{jk} \in \text{Stab}_{p,q},$$

where as above $\text{Stab}_{p,q}$ is the finite subgroup of $U(2)$ defined in 4.13. More explicitly, we have

$$\text{Per}_1(\mathbf{w}_\tau) := \{ x \in \mathbb{R} | \exists (j,k) \in \{(+,\pm)\} \leq \mathbb{Z}_2 \times \mathbb{Z}_2 \text{ such that } \rho_{jk} \circ \mathbf{w}_\tau = \mathbf{w}_\tau \circ T_x \}, \quad \text{if } p = 1;$$

or

$$\text{Per}_1(\mathbf{w}_\tau) := \{ x \in \mathbb{R} | \exists (j,k) \in \mathbb{Z}_2 \times \mathbb{Z}_2 \text{ such that } \rho_{jk} \circ \mathbf{w}_\tau = \mathbf{w}_\tau \circ T_x \}, \quad \text{if } p > 1.$$

If $x$ satisfies 5.42 for $(j,k) \in \mathbb{Z}_2 \times \mathbb{Z}_2$ then we call $x$ a half-period of $\mathbf{w}_\tau$ of type $(jk)$. We see immediately from 5.42 that $2\text{Per}_1(\mathbf{w}_\tau) \subset \text{Per}(\mathbf{w}_\tau)$; this explains the terminology half-period.

The importance of the half-periods of $\mathbf{w}_\tau$ is explained by the following

**Proposition 5.45.** Suppose $0 < |\tau| < \tau_{\text{max}}$ and let $X_\tau$ be one of the $SO(p) \times SO(q)$-invariant special Legendrian cylinders defined in 4.47. Suppose there exist triples $(t_1, \sigma_1, \sigma_2), (t_2, \sigma_1', \sigma_2') \in \text{Cyl}^{p,q}$ such that

$$X_\tau(t_1, \sigma_1, \sigma_2) = X_\tau(t_2, \sigma_1', \sigma_2').$$

Then $t_2 - t_1 \in \text{Per}_1(\mathbf{w}_\tau)$. Moreover, if $t_2 - t_1 \in \text{Per}(\mathbf{w}_\tau)$ then $\sigma_1 = \sigma'_1$ and $\sigma_2 = \sigma'_2$.

**Proof.** From the definition of $X_\tau$ in terms of $\mathbf{w}_\tau$ and the isotropic $SO(p) \times SO(q)$ orbits $O_{\mathbf{w}_\tau}$ we see that 5.46 implies that $O_{\mathbf{w}_\tau(t_1)} \cap O_{\mathbf{w}_\tau(t_2)} \neq \emptyset$ and therefore $O_{\mathbf{w}_\tau(t_1)} = O_{\mathbf{w}_\tau(t_2)}$. Hence by 4.12 we have

$$\mathbf{w}_\tau(t_1) = \rho_{jk} \mathbf{w}_\tau(t_2) \quad \text{for some } \rho_{jk} \in \text{Stab}_{p,q};$$

and

$$\sigma_1 = (-1)^j \sigma_2, \quad \sigma_2 = (-1)^k \sigma'_2.$$
Using conservation of \( I_2 = \text{Im}(w_1^p w_2^q) \) and (5.47) we have
\[
\text{Im} w_1^p w_2^q(t_2) = \text{Im} w_1^p w_2^q(t_1) = (-1)^{jp + kq} \text{Im} w_1^p w_2^q(t_2).
\]
Hence we have
\[
(5.49) \quad jp + kq \equiv 0 \pmod{2}.
\]
Now define \( \tilde{w} \) by
\[
\tilde{w}(t_1) = \rho_{jk} \circ w_\tau \circ T_{t_2 - t_1}.
\]
Using the definition of \( \tilde{w} \) and (5.47) we have
\[
\tilde{w}(t_1) = \rho_{jk} \circ w_\tau (t_2) = w_\tau(t_1).
\]
Because \( j \) and \( k \) satisfy (5.49) \( \tilde{w} \) is another solution of (4.18) and therefore by uniqueness of the initial value problem \( \tilde{w} \equiv w_\tau \). It follows that \( t_2 - t_1 \in \text{Per}_\frac{1}{4} (w_\tau) \). The final statement in (5.48) follows from (5.48).

For completeness here is the analogue of (5.45) for the case \( \tau = \tau_{\text{max}} \).

**Lemma 5.50.** Let \( X_\tau : \text{Cyl}^{p,q} \to S^{2(p+q)-1} \) be the \( \text{SO}(p) \times \text{SO}(q) \)-equivariant special Legendrian immersion defined in (4.47) with \( \tau = \tau_{\text{max}} \). Then there exist a pair of triples \( (t_1, \sigma_1, \sigma_2), (t_2, \sigma_1', \sigma_2') \in \mathbb{R} \times S^{p-1} \times S^{q-1} \) such that
\[
(5.51) \quad X_\tau(t_1, \sigma_1, \sigma_2) = X_\tau(t_2, \sigma_1', \sigma_2'),
\]
if and only if
\[
t_2 - t_1 = \frac{\text{lcm}(p, q)}{n_{\tau_{\text{max}}}} l, \quad \sigma_1 = (-1)^j \sigma_1', \quad \sigma_2 = (-1)^k \sigma_2', \quad \text{for any } l \in \mathbb{Z},
\]
where \( j = q/ \text{hcf}(p, q) \) and \( k = p/ \text{hcf}(p, q) \).
\[
\text{Per}(X_\tau) = \langle (\tau_2^{\frac{1}{2}} \text{Id}_{\mathbb{R}^p-1}, (\tau_2^{\frac{1}{2}} \text{Id}_{\mathbb{R}^q-1}) \rangle \quad \text{where } x = \frac{\text{lcm}(p, q) \pi}{n_n_{\tau_{\text{max}}}}.
\]

**Proof.** This is a straightforward computation using the explicit expression for \( w_\tau \) (see (1.16) v). \( \square \)

As a simple corollary of (5.45) we have

**Corollary 5.52.** Suppose there exist \( t_0 \in \mathbb{R} \) and \( x_0 \in \mathbb{R}^+ \) such that \( w_\tau(t_0 + x_0) = w_\tau(t_0) \), i.e. the curve \( w_\tau \) has a point of self-intersection, then \( x_0 \in \text{Per}(w_\tau) \). Hence either
(i) \( \text{Per}(w_\tau) = \{0\} \) in which case \( w_\tau : \mathbb{R} \to \mathbb{S}^3 \) is an injective immersion, or
(ii) there exists \( T > 0 \), such that \( \tau \in \text{Per}(w_\tau) \) is the smallest nontrivial period of \( w_\tau \) and the restriction \( w_\tau : [0, T] \to \mathbb{S}^3 \) is a closed embedded curve.

In particular, \( w_\tau \) forms a closed curve in \( \mathbb{S}^3 \) if and only if \( \text{Per}(w_\tau) = 0 \).

We now completely determine the periods and half-periods of \( w_\tau \). We see from (5.29) and (5.32) that \( \tilde{T}_{2p'} \in \text{U}(2) \) (\( \tilde{T}_x \in \text{U}(2) \)) is defined in (4.11) and \( \tilde{p}_r \) is defined by (5.25) plays a fundamental role in the geometry of \( w_\tau \). We call \( \tilde{T}_{2p} \), the rotational period of \( w_\tau \), since by (5.29) and (5.32) \( \tilde{T}_{2p} \) controls how \( w_\tau \) gets rotated as we move from one domain of periodicity of \( y_\tau \) to the next. This motivates the following definition.

**Definition 5.53.** Define \( k_0 \in \mathbb{N} \cup \{+\infty\} \) to be the order of the rotational period \( \tilde{T}_{2p} \in \text{U}(2) \). We set \( k_0 = +\infty \) if the rotational period has infinite order.

We have the following simple result relating the periods and half-periods of \( w_\tau \) to the periods and half-periods of \( \{ \tilde{T}_x \} \).

**Lemma 5.54.** For \( 0 < |\tau| < \tau_{\text{max}} \), we have
(i) \( x \in \text{Per}_\frac{1}{2} (w_\tau) \iff x = 2kp_r \) for some \( k \in \mathbb{Z} \) and \( 2k\tilde{p}_r \in \text{Per}_\frac{1}{2} (\{ \tilde{T}_x \}) \).
(ii) $x \in \text{Per}(w_\tau) \iff x = 2kp_\tau$ for some $k \in \mathbb{Z}$ and $2kp_\tau \in \text{Per}(\{\hat{T}_x\}) = 2\pi \text{lcm}(p, q)$.

If the rotational period $k_0$ of $\hat{T}_{2\hat{p}_\tau}$ defined in (5.55) has infinite order then $\text{Per}(w_\tau) = \text{Per}_{\hat{\tau}}(w_\tau) = (0)$, otherwise

$$\text{Per}(w_\tau) = 2k_0p_\tau \mathbb{Z}.$$ 

$k_0$ the order of the rotational period $\hat{T}_{2\hat{p}_\tau}$ defined in (5.55) can also be characterised as

$$k_0 = \min\{k \in \mathbb{Z}^+ | k\hat{p}_\tau \in \pi \text{lcm}(p, q)\mathbb{Z}\}.$$ 

Proof. (i). Suppose $x \in \text{Per}_{\hat{\tau}}(w_\tau)$. From the definition of $\text{Per}_{\hat{\tau}}(w_\tau)$, $w_2 \circ T_x = \pm w_2$. Since $y_\tau = |w_2|^2$ this implies $y_\circ \hat{T}_x = y_\tau$ and hence $x \in \text{Per}(y_\tau) = 2p_\tau \mathbb{Z}$. Then from [5.20] or [5.24] (according to whether $p = 1$ or $p \neq 1$) we have

$$w_\tau \circ \hat{T}_{2kp_\tau} = \hat{T}_{2k\hat{p}_\tau} \circ w_\tau.$$ 

Hence $2kp_\tau$ is a half-period of $w_\tau$ of type $(jk)$ if and only if $\hat{T}_{2k\hat{p}_\tau} = \rho_{jk}$. This is equivalent to $2k\hat{p}_\tau$ being a half-period of $\{\hat{T}_x\}$ of type $(jk)$ and (i) now follows using [4.15].

(ii) follows from (i) by looking only at half-periods of type $(++)$ and using [4.15]. The structure of $\text{Per}(w_\tau)$ claimed follows from (ii).

Remark 5.57. For $\tau = 0$, $X_0$ is an embedding whose image is contained in the standard totally real equatorial sphere $S^{n-1} \subset \mathbb{R}^n \subset \mathbb{C}^n$. In this case $\text{Per}(w_\tau) = \text{Per}_{\hat{\tau}}(w_\tau) = (0)$. For $\tau = \tau_{\text{max}}$, we leave it as an elementary exercise for the reader to use the explicit expression given in [4.48] to write down the period and half-period lattices of $w_\tau$ in this case (see also Proposition [5.50]).

For the rest of this section we always assume $0 < |\tau| < \tau_{\text{max}}$ unless stated otherwise. We can completely describe the half-period lattice $\text{Per}_{\hat{\tau}}(w_\tau)$ as follows:

Lemma 5.58. Fix a pair of admissible integers $p$ and $q$ and let $n = p + q$. Then

$$\hat{p}_\tau \notin \pi \mathbb{Q} \iff k_0 = \infty \iff \text{Per}_{\hat{\tau}}(w_\tau) = \text{Per}(w_\tau) = (0).$$ 

If $\hat{p}_\tau \in \pi \mathbb{Q}$, then

(i) If $k_0$ is odd then $\text{Per}_{\hat{\tau}}(w_\tau) = \text{Per}(w_\tau) = 2k_0p_\tau \mathbb{Z}$, i.e. $w_\tau$ has no strict half-periods.

(ii) If $k_0$ is even and $p > 1$ then $\text{Per}_{\hat{\tau}}(w_\tau) = \frac{1}{2}\text{Per}(w_\tau) = k_0p_\tau \mathbb{Z}$. Moreover, for fixed $p$ and $q$ every strict half-period of $w_\tau$ is of type $(jk)$ where $j = q / \text{lcm}(p, q)$ mod 2 and $k = p / \text{lcm}(p, q)$ mod 2.

(iii) a. If $k_0$ is even, $p = 1$ and $n$ is even then $\text{Per}_{\hat{\tau}}(w_\tau) = \text{Per}(w_\tau) = 2k_0p_\tau \mathbb{Z}$, i.e. $w_\tau$ has no strict half-periods.

b. If $k_0$ is even, $p = 1$ and $n$ is odd then $\text{Per}_{\hat{\tau}}(w_\tau) = \frac{1}{2}\text{Per}(w_\tau) = k_0p_\tau \mathbb{Z}$ (and every strict-half-period is necessarily of type $(-\tau)$.)

Proof. The equivalences in the first line of the statement follow from the characterisation of $k_0$ given in [5.50] together with [5.48]. Now suppose $x \in \text{Per}_{\hat{\tau}}(w_\tau)$ and $\hat{p}_\tau \in \pi \mathbb{Q}$, so that the rotational period $k_0$ is finite. Then from [5.54] we have

$$x \in 2p_\tau \mathbb{Z} \cap \frac{1}{2}\text{Per}(w_\tau) = 2p_\tau \mathbb{Z} \cap k_0p_\tau \mathbb{Z} = \text{lcm}(2, k_0)p_\tau \mathbb{Z} = \begin{cases} 2k_0p_\tau \mathbb{Z} & k_0 \text{ odd;} \\ k_0p_\tau \mathbb{Z} & k_0 \text{ even.} \end{cases}$$ 

(i) If $k_0$ is odd then from [5.59] $x \in 2k_0p_\tau \mathbb{Z} = \text{Per}(w_\tau)$ and hence $\text{Per}_{\hat{\tau}}(w_\tau) = \text{Per}(w_\tau)$ as required.

If $k_0$ is even, then from [5.59] $x \in k_0p_\tau \mathbb{Z}$. Furthermore, if $x$ is a strict half-period of $w_\tau$ then $x \in k_0p_\tau(2\mathbb{Z} + 1)$.

(ii) Suppose now that $p > 1$ and hence by [5.44] we should consider all types of half-period. Given any $x \in k_0p_\tau(2\mathbb{Z} + 1)$ notice that $w_\tau \circ T_x = w_\tau \circ T_{k_0p_\tau}$ since $2k_0p_\tau \mathbb{Z} = \text{Per}(w_\tau)$. Since $k_0$ is assumed even, $k_0p_\tau \in \text{Per}(y_\tau)$ and hence $w_\tau \circ T_{k_0p_\tau} = \hat{T}_{k_0p_\tau} \circ w_\tau$. By [5.58] and the definition of $k_0$,
It follows that if \( \tilde{\tau}_M \sim \tilde{\text{Sym}}(\cdot) \) and \( \tilde{\tau}_M \neq \text{Id} \), but \( \tilde{\tau}_M \neq \text{Id} \). Hence from the diagonal form of \( \tilde{T}_x \) we must have \( \tilde{T}_x \sim \tilde{\text{Sym}}(\cdot) \neq \text{Id} \) for some \( (jk) \neq (++) \). Hence \( x \) is a strict half-period as claimed. Moreover, since \( k_0 \rho_\tau \) is a strict half-period of \( \{ \tilde{T}_x \} \) then by \( [1.15] \) it must be a half-period of type \( (jk) \) with \( j \) and \( k \) as in \( [5.58] \).ii.

(iii) If \( p = 1 \) the result follows using the structure of \( \text{Per}_+(\{ \tilde{T}_x \}) \) established in \( [1.15] \)iii. \( \square \)

By combining Proposition \( [5.45] \) with our results on \( \text{Per}(w_\tau) \) and \( \text{Per}_+(w_\tau) \) in \( [5.54] \) and \( [5.58] \) we have a complete understanding of the self-intersection points of \( X_\tau \).

6. Discrete symmetries of \( X_\tau \)

In addition to its intrinsic interest, the full group of symmetries of our \( \text{SO}(p) \times \text{SO}(q) \)-equivariant building blocks \( X_\tau \) plays a fundamental role in our subsequent gluing constructions \([20,21]\). These additional discrete symmetries that the \( X_\tau \) possess allow us to impose certain symmetries throughout our entire gluing construction (see the discussion in our survey paper \([23]\).) The imposition of these symmetries simplifies some aspects of the gluing construction.

General features of the symmetries of \( X_\tau \). Fix a pair of admissible integers \( p \) and \( q \) and set \( n = p + q \). We define a symmetry of \( X_\tau \) to be a pair \( (\tilde{M},M) \in O(2n) \times \text{Diff}(\text{Cyl}^{p,q}) \) such that

\[
\tilde{M} \circ X_\tau = X_\tau \circ M,
\]

where \( \text{Diff}(\text{Cyl}^{p,q}) \) denotes the group of diffeomorphisms of the domain of \( X_\tau \). The set of all symmetries of \( X_\tau \) forms a group with the obvious multiplication.

Recall from Appendix \([\text{B}]\) the definition and structure of the groups \( \text{Isom}^{\text{SL}} \subset O(2n) \) and \( \text{Isom}^{\pm \text{SL}} \subset O(2n) \), the groups of all special Lagrangian and \( \pm \)-special Lagrangian isometries of \( \mathbb{C}^n \) respectively. \( \pm \)-special Lagrangian isometries are the natural class of symmetries of special Legendrian immersions in \( S^{2n-1} \) in the following sense: if \( (M,M) \) is a symmetry of a special Legendrian immersion \( X \) then we expect \( \tilde{M} \) to be a special Lagrangian isometry if \( M \) is orientation-preserving and \( \tilde{M} \) to be an anti-special Lagrangian isometry if \( M \) is orientation-reversing. More precisely, we will see later in this section that for any symmetry \( (\tilde{M},M) \) of \( X_\tau \) then \( \tilde{M} \in \text{Isom}^{\pm \text{SL}} \) and moreover \( \tilde{M} \in \text{Isom}^{\pm \text{SL}} \) if and only if \( M \) is orientation preserving.

Rather than thinking of the symmetries of \( X_\tau \) as a subgroup of \( O(2n) \times \text{Diff}(\text{Cyl}^{p,q}) \) we prefer to work with subgroups of the domain or target separately. To this end we define a subgroup of \( \text{Diff}(\text{Cyl}^{p,q}) \)

\[
\text{Sym}(X_\tau) := \{ M \in \text{Diff}(\text{Cyl}^{p,q}) \mid \exists \tilde{M} \in O(2n) \text{ s.t. } \tilde{M} \circ X_\tau = X_\tau \circ M \}.
\]

(6.2)

We define the subgroup \( \text{Per}(X_\tau) \subset \text{Sym}(X_\tau) \) by

\[
\text{Per}(X_\tau) := \{ M \in \text{Diff}(\text{Cyl}^{p,q}) \mid \text{Per}(X_\tau) := \{ M \in \text{Diff}(\text{Cyl}^{p,q}) \mid \text{M} \circ X_\tau = X_\tau \circ M \} \}.
\]

(6.3)

It follows that if \( M \in \text{Per}(X_\tau) \) then \( M \) must be orientation-preserving. We also define a subgroup \( \text{Sym}(X_\tau) \subset \text{Isom}(S^{2n-1}) = O(2n) \) by

\[
\text{Sym}(X_\tau) := \{ \tilde{M} \in O(2n) \mid \tilde{M} \circ X_\tau = X_\tau \circ M \text{ for some } M \in \text{Sym}(X_\tau) \}.
\]

(6.4)

As already mentioned above we will see later in the section that \( \text{Sym}(X_\tau) \subset \text{Isom}^{\pm \text{SL}} \). In particular, since \( \text{Isom}^{\pm \text{SL}} \) has four connected components then we can consider various subgroups of \( \text{Sym}(X_\tau) \) namely: (i) \( \text{Sym}(X_\tau) \cap \text{SU}(n) \), (ii) \( \text{Sym}(X_\tau) \cap \text{Isom}_{\pm \text{SL}} = \text{Sym}(X_\tau) \cap U(n) \) or (iii) \( \text{Sym}(X_\tau) \cap \text{Isom}_{\pm \text{SL}} \).

The three groups \( \text{Sym}(X_\tau), \text{Per}(X_\tau) \) and \( \text{Sym}(X_\tau) \) are related by the following

**Lemma 6.5.** For \( \tau \neq 0 \) there exists a canonical surjective homomorphism \( \rho : \text{Sym}(X_\tau) \to \text{Sym}(X_\tau) \) with \( \text{ker}(\rho) = \text{Per}(X_\tau) \). Hence \( \text{Per}(X_\tau) \) is a normal subgroup of \( \text{Sym}(X_\tau) \) and \( \text{Sym}(X_\tau) \cong \text{Sym}(X_\tau)/\text{Per}(X_\tau) \).
Proof. Using the fact that any Legendrian submanifold of $S^{2n-1}$ that is not totally geodesic is linearly full \cite[Lemma 3.13]{[9]}, one can see that if $M_1, M_2 \in O(2n)$ and $M_1 \circ X_\tau = M_2 \circ X_\tau$ for some $\tau \neq 0$, then $M_1 = M_2$. Hence, by the definitions of $\text{Sym}(X_\tau)$ and $\text{Sym}(X_\tau)$, given any $M \in \text{Sym}(X_\tau)$ there exists a unique element $\tilde{M} \in O(2n)$ such that $M \circ X_\tau = X_\tau \circ \tilde{M}$. We define the map $\rho : \text{Sym}(X_\tau) \to \text{Sym}(X_\tau)$ by $M \mapsto \tilde{M}$. $\rho$ is readily seen to be a homomorphism which by the definitions of $\text{Sym}(X_\tau)$ and $\text{Sym}(X_\tau)$ is surjective. It follows immediately from the definition of $\text{Per}(X_\tau)$ that $\ker \rho = \text{Per}(X_\tau)$. 

Remark 6.6. For any $M \in \text{Sym}(X_\tau)$ we observe that

$$
M^* (X^*_\tau g_{S^{2n-1}}) = (X_\tau \circ M)^* g_{S^{2n-1}} = (\tilde{M} \circ X_\tau)^* g_{S^{2n-1}} = X^*_\tau \circ \tilde{M}^* g_{S^{2n-1}} = X^*_\tau g_{S^{2n-1}}.
$$

Therefore any $M \in \text{Sym}(X_\tau)$ must be an isometry of the pullback metric $g_\tau := X^*_\tau g_{S^{2n-1}}$ on $\text{Cyl}^{p,q}$. For this reason we want to determine the isometry group of $\text{Cyl}^{p,q}$ endowed with the pullback metric $g_\tau$. In fact, we will below see that $\text{Sym}(X_\tau)$ is $\text{Isom}(\text{Cyl}^{p,q}, g_\tau)$.

**Symmetries of the pullback metric** $g_\tau$. In this section we study $\text{Isom}(\text{Cyl}^{p,q}, g_\tau)$ the group of isometries of the pullback metric $g_\tau := X^*_\tau g_{S^{2n-1}}$ on the cylinder $\text{Cyl}^{p,q}$. In other words we study the symmetries of the intrinsic geometry of $X_\tau$. We will study the extrinsic geometry of $X_\tau$ and the related isometries of $S^{2n-1}$ beginning in \cite[6.25]{[25]}. Recall from \cite[4.48(ii)]{[25]} that the pullback metric $g_\tau$ on $\text{Cyl}^{p,q}$ depends only on the function $y_\tau$; isometries of $g_\tau$ are thus intimately connected with the symmetries of $y_\tau$ studied in \cite[5.3]{[25]}

We begin by establishing notation. If $p > 1$ any $M = (M_1, M_2) \in O(p) \times O(q)$ acts as an element of $\text{Diff}(\text{Cyl}^{p,q})$ by

$$
(t, \sigma_1, \sigma_2) \mapsto (t, M_1 \sigma_1, M_2 \sigma_2).
$$

Similarly, any element of $M \in O(n-1)$ acts as an element of $\text{Diff}(\text{Cyl}^{1,n-1})$ by

$$
(t, \sigma) \mapsto (t, M \sigma).
$$

We also define the exchange map $E \in \text{Diff}(\text{Cyl}^{p,q})$ by

$$
E(t, \sigma_1, \sigma_2) = (t, \sigma_2, \sigma_1).
$$

Finally, any element $T \in \text{Isom}(\mathbb{R})$ acts as an element of $\text{Diff}(\text{Cyl}^{p,q})$ by

$$
(t, \sigma_1, \sigma_2) \mapsto (T t, \sigma_1, \sigma_2).
$$

Finally the reader should also consult Appendix \[\text{A}\] for a review of some elementary group theory assumed throughout the rest of this section and in Section \[\text{A}\].

The main result of this section is the following

**Proposition 6.11** (Isometries of the pullback metric). Let $g_\tau := X^*_\tau g_{S^{2n-1}}$ denote the metric induced on $\text{Cyl}^{p,q}$ by the immersion $X_\tau : \text{Cyl}^{p,q} \to S^{2(p+q)-1}$. For $0 < |\tau| < \tau_{\text{max}}$,

$$
\text{Isom}(\text{Cyl}^{p,q}, g_\tau) = \text{Diff}(\text{Cyl}^{p,q}) \cdot O
$$

where

(i) for $p = 1$, $\text{Diff}(\text{Cyl}^{p,q}) = (T_{2p}, T_{2q})$ and $O = O(n-1)$.

(ii) for $p > 1$ and $p \neq q$, $\text{Diff}(\text{Cyl}^{p,q}) = (T_{p+q}, T_{p+q})$ and $O = O(p) \times O(q)$.

(iii) for $p > 1$ and $p = q$, $\text{Diff}(\text{Cyl}^{p,q}) = (T \circ E, T_{p+q})$ and $O = O(p) \times O(p)$.

Proof. Recall from \cite[4.48]{[25]} that $g_\tau$ can be written in terms of $y_\tau$ as

$$
g_\tau = \begin{cases} 
y^{q-1}_\tau (1 - y_\tau)^{p-1} dt^2 + (1 - y_\tau) g_{S^{p-1}} + y_\tau g_{S^{q-1}}, & \text{for } p > 1; 
y^{n-2}_\tau dt^2 + y_\tau g_{S^{n-2}}, & \text{for } p = 1.
\end{cases}
$$

It follows immediately from \cite[6.12]{[25]} that for $p > 1$ any element of $O(p) \times O(q)$ acting as in \cite[6.7]{[25]} is an isometry of $g_\tau$. Similarly, for $p = 1$ we have $O(n-1) \subset \text{Isom}(\text{Cyl}^{p,q}, g_\tau)$. For any $S \in \text{Isom}(\mathbb{R})$
satisfying \( y_r \circ S = y_r \), extend \( S \) to a diffeomorphism of \( \text{Cyl}^{p,q} \) as described in \([6,12]\). Since \( S \) preserves \( y_r \), it follows from \([6,12]\) that \( S \in \text{Isom}(\text{Cyl}^{p,q}, g_r) \). Recall from \([5,7]\) that in the special case \( p = q \), \( y_r \) possesses an additional symmetry \( \Gamma \) sending \( y_r \mapsto 1 - y_r \). Because of this symmetry and the form of \([6,12]\) the map \( \Gamma \circ \Theta \in \text{Diff}(\text{Cyl}^{p,q}) \) defined by \((t, \sigma_1, \sigma_2) \mapsto (-t, \sigma_2, \sigma_1) \) also belongs to \( \text{Isom}(\text{Cyl}^{p,q}, g_r) \). By using the symmetries of \( y_r \), established in \([5,3]\) it follows that \( D \) forms a subgroup of \( \text{Isom}(\text{Cyl}^{p,q}, g_r) \) where \( D \) is the discrete group defined for three cases: (i) \( p \neq q \), (ii) \( p > q \), (iii) \( p > q \), \( p = q \) in the statements \([6,11]\)-(iii)\(-\)(iii) respectively. Hence we have established that \( D \cdot O \subseteq \text{Isom}(\text{Cyl}^{p,q}) \) where \( O = O(p) \times O(q) \) if \( p > 1 \) and \( O = O(n-1) \) if \( p = 1 \).

It remains to prove that any element in \( \text{Isom}(\text{Cyl}^{p,q}, g_r) \) belongs to \( D \cdot O \). We begin by introducing some useful terminology. Define \( \text{Mer}^{p,q} \) by

\[
\text{Mer}^{p,q} := \begin{cases} 
\mathbb{S}^{p-1} \times \mathbb{S}^{q-1}, & \text{if } p > 1; \\
\mathbb{S}^{n-2}, & \text{if } p = 1,
\end{cases}
\]

so that \( \text{Cyl}^{p,q} = \mathbb{R} \times \text{Mer}^{p,q} \), i.e. \( \text{Mer}^{p,q} \) is the cross section of \( \text{Cyl}^{p,q} \). A **meridian** of \( \text{Cyl}^{p,q} \) is any hypersurface of the form \( \{ t \} \times \text{Mer}^{p,q} \) for any fixed \( t \in \mathbb{R} \). Let \( \Pi : \text{Cyl}^{p,q} \to \text{Mer}^{p,q} \) denote projection \((t, \sigma) \mapsto \sigma\). The **generator of \( \text{Mer}^{p,q} \)** through the point \( \sigma \in \text{Mer}^{p,q} \) is the curve \( \gamma_\sigma : \mathbb{R} \to \text{Cyl}^{p,q} \) given by \( t \mapsto (t, \sigma) \), i.e. a generator is a curve \( \gamma_\sigma \) whose projection \( \Pi \circ \gamma_\sigma \) to the cross section \( \text{Mer}^{p,q} \) is the constant map \( \sigma : \mathbb{R} \to \text{Mer}^{p,q} \). Suitably parametrised any generator is a minimising geodesic, i.e. it minimises the \( g_r \)-distance between any two points on its image. Note that the meridians can be characterised as the integral manifolds of the distribution \( D = \langle \partial_t \rangle \) of hyperplanes normal to the tangent lines to the generators of \( \text{Cyl}^{p,q} \).

The key to proving \( \text{Isom}(\text{Cyl}^{p,q}, g_r) = D \cdot O \) is to establish that any \( l \in \text{Isom}(\text{Cyl}^{p,q}, g_r) \) maps meridians to meridians. It suffices to prove that any minimising geodesic of \( g_r \) must be a generator, since then any isometry must map generators to generators, preserve the hyperplane distribution \( D \) and therefore map meridians to meridians. To prove that any minimising geodesic is a generator we will make use of some special isometries of \( \text{Isom}(\text{Cyl}^{p,q}, g_r) \) which we now describe.

If \( t_c \) is any critical point of \( y_r \), then reflection \( \sum_{t_c} \in \text{Diff}(\text{Cyl}^{p,q}) \) across the meridian \( \{ t_c \} \times \text{Mer}^{p,q} \) is contained in the group \( D \) and hence by the first part of the proposition an isometry of \( \text{Isom}(\text{Cyl}^{p,q}, g_r) \). For \( p = 1 \) and any \( \sigma \in \mathbb{S}^{n-2} \) we denote by \( R_\sigma \in O(n-1) \) reflection with respect to the line through \( \sigma \) in \( \mathbb{R}^{n-1} \). For \( p > 1 \) and \( \sigma = (\sigma', \sigma'') \in \mathbb{S}^{p-1} \times \mathbb{S}^{q-1} \) we define \( R_\sigma := (R_{\sigma'}, R_{\sigma''}) \in O(p) \times O(q) \) where \( R_{\sigma'} \in O(p) \) and \( R_{\sigma''} \in O(q) \) denote reflections in the line through \( \sigma' \) in \( \mathbb{R}^p \) and the line through \( \sigma'' \) in \( \mathbb{R}^q \) respectively. By the first part of the proposition \( \sum_{t_c} \circ R_\sigma \in D \cdot O \subseteq \text{Isom}(\text{Cyl}^{p,q}, g_r) \).

The key properties of the isometry \( \sum_{t_c} \circ R_\sigma \) are that it fixes the point \((t_c, \sigma) \in \{ t_c \} \times \text{Mer}^{p,q} \) and acts by \(-\text{Id}\) on the tangent space \( T_{(t_c, \sigma)} \text{Cyl}^{p,q} \). Therefore \( \sum_{t_c} \circ R_\sigma \) sends any geodesic \( \gamma \) passing through \((t_c, \sigma)\) to another geodesic passing through \((t_c, \sigma)\) whose tangent vector at this point is the negative of the tangent vector of the initial geodesic. Hence uniqueness of the initial value problem for geodesics implies the following symmetry of \( \gamma \)

\[
\gamma \circ \sum_{t_c} = \sum_{t_c} \circ R_\sigma \circ \gamma, \quad \text{where } \gamma(s) = (t_c, \sigma).
\]

Let \( 2d \) denote the distance between the boundary meridians of any domain of periodicity of \( g_r \). Equivalently, \( d \) is the distance between two consecutive critical meridians (a meridian of the form \( \{ t_k \} \times \text{Mer}^{p,q} \) for some critical point \( t_k \) of \( y_r \)) \( d \) is realised along any generator and any other curve connecting two such meridians has strictly greater length. (Also \( 2d \) depends smoothly on \( \tau \) and \( \sigma \), the diameter of the unit sphere \( S^{p+q-1} \)) as \( \tau \to 0 \).

Suppose \( \gamma : \mathbb{R} \to \text{Cyl}^{p,q} \) is a geodesic parametrised by arc-length which is minimising. By using the obvious piecewise smooth comparison curve, we see that the diameter of \( k \) consecutive domains of periodicity of \( g_r \) is bounded above by \( 2kd + D \) where \( D \) is the largest diameter of any meridian in a domain of periodicity of \( g_r \). Since \( \gamma \) is a minimising geodesic the diameter of its image is infinite,
and therefore $\gamma$ intersects every meridian $\{t\} \times \text{Mer}^{p,q}$. $y_\tau$ is non-constant and $2p_\tau$-periodic and therefore has countably infinitely many critical points $t_\tau$ that we label by the strictly increasing sequence $(t_k)_{k \in \mathbb{Z}}$. By 6.3 and 5.10 the sequence $(t_k)$ satisfies

$$t_k - t_l = (k - l)p_\tau, \quad \text{for any } k > l. \tag*{(6.15)}$$

(If $p = 1$ we could normalise so that $t_0 = 0$ and hence $t_k = kp_\tau$. If $p > 1$ we could normalise so that $t_0 = p_\tau^*$ and therefore $t_{-1} = -p_\tau^*$.) Since $\gamma$ intersects every meridian, there exists an increasing sequence $(s_k)_{k \in \mathbb{Z}}$ and a unique sequence of points $\sigma_k \in \text{Mer}^{p,q}$ so that

$$\gamma(s_k) = (t_k, \sigma_k). \tag*{(6.16)}$$

In other words, $s_k$ is the arc-length parameter at which the minimising geodesic $\gamma$ intersects the $k$th critical meridian $\{t_k\} \times \text{Mer}^{p,q}$. By time-translation invariance of geodesics without loss of generality we may assume that $s_0 = 0$. Applying the isometry $\text{I}_t \circ \text{R}_{\sigma_k}$ as in 6.15 we deduce that the minimising geodesic $\gamma$ has the symmetries

$$\gamma \circ \text{I}_k = \text{I}_k \circ \text{R}_{\sigma_k} \circ \gamma, \quad \text{for any } k \in \mathbb{Z}, \tag*{(6.17)}$$

for the sequence $(s_k)$ defined above in 6.15. Composing the two reflectional symmetries arising from 6.17 by setting $k = 0$ and $k = 1$ and using 5.13 together with the fact that $\text{I}_t \in \text{Diff}(\text{Cyl}^{p,q})$ commute with $O(p) \times O(q)$ for $p > 1$ (respectively with $O(n - 1)$ for $p = 1$) we obtain

$$\gamma \circ \text{I}_{2s_1} = \text{I}_{2(t_1 - t_0)} \circ \text{R}_{\sigma_1} \circ \text{R}_{\sigma_0} \circ \gamma = \text{I}_{2t_2p} \circ \text{R}_{\sigma_1} \circ \text{R}_{\sigma_0} \circ \gamma. \tag*{(6.18)}$$

By iteration of 6.17 we have

$$\gamma \circ \text{I}_{2ks_1} = (\text{I}_{2t_2p} \circ \text{R}_{\sigma_1} \circ \text{R}_{\sigma_0})^k \circ \gamma = \text{I}_{2kp_t} \circ (\text{R}_{\sigma_1} \circ \text{R}_{\sigma_0})^k \circ \gamma, \quad \text{for any } k \in \mathbb{N}$$

and hence that

$$\gamma(2ks_1) \in \{2kp_t + t_0\} \times \text{Mer}^{p,q} = \{t_{2k}\} \times \text{Mer}^{p,q}. \tag*{(6.19)}$$

It follows from the definition of $s_k$ given in 6.15 that $s_{2k} = 2ks_1$. Therefore since $\gamma$ is a minimising geodesic parametrised by arc-length we have

$$\text{dist}(\gamma(s_{2k}), \gamma(0)) = s_{2k} = 2ks_1, \quad \text{for all } k \in \mathbb{N}. \tag*{(6.20)}$$

On the other hand, by our previous (crude) diameter bound for the union of any $k$ consecutive domains of periodicity of $g_\tau$ we have

$$2ks_1 \leq 2kd + D, \quad \text{for any } k \in \mathbb{N}, \tag*{(6.21)}$$

where as previously $D$ denotes the largest diameter of any meridian and $d$ is the distance between two consecutive critical meridians (which as we have already stated is attained only by generators). Dividing by $k$ and taking $k \to \infty$ we conclude that $s_1 \leq d$ and hence that $\gamma$ is a generator.

It remains to use the fact that any $l \in \text{Isom}(\text{Cyl}^{p,q}, g_\tau)$ maps meridians to prove that $l \in \text{D} \cdot \text{O}$. For the case $p > 1$ we will need the following standard facts about the geometry of the product of two spheres of radii $r_1$ and $r_2$

$$\text{Isom}(S^{p-1}_{r_1} \times S^{q-1}_{r_2}) = \begin{cases} O(p) \times O(q) & \text{if } p \neq q \text{ or } r_1 \neq r_2; \\ O(p) \times O(p) \rtimes \langle E \rangle & \text{if } p = q \text{ and } r_1 = r_2. \end{cases} \tag*{(6.22)}$$

(The semidirect product structure in the latter case is discussed in more detail in 6.22 and that for $p \neq q$, $S^{p-1}_{r_1} \times S^{q-1}_{r_2}$ and $S^{p-1}_{r_1} \times S^{q-1}_{r_2}$ are isometric if and only if $r_1 = r_1'$ and $r_2 = r_2'$ and for $p = q$ are isometric if and only if the sets $\{r_1, r_2\}$ and $\{r_1', r_2'\}$ are the same.

Let $l$ be any element in $\text{Isom}(\text{Cyl}^{p,q}, g_\tau)$. Choose any meridian $M = \{t_k\} \times \text{Mer}^{p,q}$ so that $k \in \mathbb{Z}$ satisfies $y_\tau(t_k) = y_{\text{min}}$, i.e. so that $y_\tau$ is minimal on $M$. We established above that $l$ maps any meridian of $\text{Cyl}^{p,q}$ to another (isometric) meridian. In particular, when $p = 1$ or when $p > 1$ and $p \neq q$ this implies (using the standard facts about when products of two spheres are isometric) that $l$ maps $M$ to another meridian where $y_\tau$ is minimal. If $p > 1$ and $p = q$ then $l$ maps $M$ to another meridian where $y_\tau$ is either minimal or maximal (recall 5.12). In any case of the three cases (i)–(iii), it follows that by composing with a suitable isometry $\text{D} \in \text{D}$ we can arrange that $\text{D} \circ l$
fixes \( M \) as a set. Hence \( D \cdot O \) restricted to \( M \) yields an isometry of \( M \). Since \( M \) is a meridian with \( y_r \) minimal by \( 6.18 \) we have \( \text{Isom}(M) = O \) with \( O \) as in \( 6.11 \)–(iii). Hence there exists \( M \in O \) such that \( M \circ D \circ I \) fixes \( M \) pointwise. Therefore \( M \circ D \circ I \) sends any generator \( \gamma_r \) to itself and hence we have

\[
M \circ D \circ I = \begin{cases} 
\text{Id}, \\
\mathcal{I}_k,
\end{cases}
\]

according to whether \( M \circ D \circ I \) fixes or reflects all generators. In either case it follows that \( I \in D \cdot O \) for any \( I \in \text{Isom}(\text{Cy}^{p,q}, g_r) \) as claimed.

\[\square\]

**Remark 6.19.** When \( |\tau| = \tau_{\max} \) by \( 6.29 \) \( y_r \equiv \frac{q}{p} \) and therefore \( y_r \) is invariant under the whole of \( \text{Isom}(\mathbb{R}) \). In particular all meridians \( \{t| \times \text{Met}_{p,q} \} \) of \( \text{Cy}^{p,q} \) are isometric. When \( p \neq q \) the isometry group of each meridian is the group \( O \) (defined in 6.11). If \( p = q \) then each meridian is a product of two \( p - 1 \) spheres of the same radius and hence the isometry group of each meridian is the extension of \( O(p) \times O(p) \) given in case two of \( 6.18 \). For \( p \neq q \) the isometry group of \( g_r \) for \( |\tau| = \tau_{\max} \) is \( \text{Isom}(\mathbb{R}) \cdot O \), whereas for \( p = q \) it is \( \text{Isom}(\mathbb{R}) \cdot \text{Isom}(S_p^{-1} \times S_p^{-1}) \). In all cases the action of the isometry group is transitive on \( \text{Cy}^{p,q} \) thus making it into a Riemannian homogeneous space.

When \( \tau = 0 \) we have from \( 6.18 \) that \( g_0 \) is isometric to the restriction of the round metric to \( S_p^p \setminus S_p^{-1} \setminus (0, S_p^1) \) if \( p > 1 \) or to \( (\pm 1, 0) \) if \( p = 1 \). Hence for \( p = 1 \) we have \( \text{Isom}(\text{Cy}^{1, n-1}, g_0) = O(1) \times O(n-1) \) the subgroup of \( O(n) \) leaving invariant the line through \( e_1 \) (the \( O(1) \) factor being generated by \( \mathcal{T} \in \text{Diff}(\text{Cy}^{1, n-1})) \). Similarly, for \( p > 1 \) and \( p \neq q \) we have \( \text{Isom}(\text{Cy}^{p,q}, g_0) = O(p) \times O(q), \) the subgroup of \( O(n) \) leaving invariant the subset \( (S_p^{-1, 0}) \cup (0, S_p^{-1}) \subset S_p^p \). Finally, for \( p > 1 \) and \( p = q \) we have \( \text{Isom}(\text{Cy}^{p,p}, g_0) = (\mathcal{T} \circ \mathcal{E}) \cdot O(p) \times O(p), \) which is isomorphic to the subgroup of \( O(n) \) leaving invariant the subset \( (S_p^{-1, 0}) \cup (0, S_p^{-1}) \subset S_p^p \).

**Lemma 6.20 (Structure of the discrete part \( D \) of \( \text{Isom}(\text{Cy}^{p,q}, g_r) \).** All three discrete groups \( D \) defined in Proposition 6.11(i)-(iii) are isomorphic to the infinite dihedral group \( D_\infty \).

**Proof.** This is essentially already proved in \( 6.13 \) although when \( p = q \) we are considering the subgroup of \( \text{Isom}(\text{Cy}^{p,q}) \) generated by \( \mathcal{T} \circ \mathcal{E} \) and \( \mathcal{T}_{p,r/2} \), rather than the subgroup of \( \text{Isom}(\mathbb{R}) \) generated by \( \mathcal{T} \) and \( \mathcal{T}_{p,r/2} \). Nevertheless, the same argument applies. \[\square\]

**Remark 6.21.** When \( p = q \) the subgroup \( \mathcal{D}' \subset \mathcal{D} \) generated by the two elements \( \mathcal{T}_{p,r/2} \) and \( \mathcal{T}_{-p,r/2} = (\mathcal{T} \circ \mathcal{E}) \cdot \mathcal{T}_{p,r/2} \circ \mathcal{T} \circ \mathcal{E} \) is also isomorphic to the infinite dihedral group \( D_\infty \), and corresponds to the symmetries that are shared with the case \( p \neq q \). Alternatively, \( \mathcal{D}' \subset \mathcal{D} \) is the subgroup consisting of all words containing an even number of copies of \( \mathcal{T} \circ \mathcal{E} \).

Conjugation by the exchange map \( E \) defined in \( 6.21 \) defines an involution \( E' \in \text{Aut Diff}(\text{Cy}^{p,p}) \). \( E' \) leaves the subgroup \( O(p) \times O(p) \subset \text{Diff}(\text{Cy}^{p,q}) \) invariant and on it acts by

\[
E'(A, B) = (B, A).
\]

There is an obvious isomorphism \( \rho_E : \langle E \rangle \to \langle E' \rangle \subset \text{Aut } O(p) \times O(p) \subset \text{Aut Diff }(\text{Cy}^{p,p}) \) given by

\[E \mapsto E'.\]

implies that \( \langle E \rangle \cdot (O(p) \times O(p)) = (O(p) \times O(p)) \cdot (E) \) and hence by the discussion in Appendix A the set \( \langle E \rangle \cdot (O(p) \times O(p)) \subset \text{Isom}(S_p^{-1} \times S_p^{-1}) \subset \text{Diff}(\text{Cy}^{p,q}) \) forms a group \( G \). Moreover \( O(p) \times O(p) \) is a normal subgroup of \( G \) and clearly \( O(p) \times O(p) \cap \langle E \rangle = (\text{Id}) \). Hence \( G \) is the semidirect product of \( O(p) \\times O(p) \) by \( (E) \cong Z_2 \) where the twisting homomorphism \( \rho : \langle E \rangle \to \text{Aut } O(p) \times O(p) \) is defined above, i.e. \( G = (O(p) \times O(p)) \rtimes \rho_E(E) \). In fact, \( G \cong \text{Isom}(S_p^{-1} \times S_p^{-1}) \) as in \( 6.18 \).

An easy consequence of Proposition 6.11 is the following structure result for \( \text{Isom}(\text{Cy}^{p,q}, g_r) \)

**Proposition 6.23 (Structure of \( \text{Isom}(\text{Cy}^{p,q}, g_r) \) for \( 0 < |\tau| < \tau_{\max} \)).**

(i) For \( p = 1 \), the isometry group \( \text{Isom}(\text{Cy}^{1, n-1}, g_r) \cong D_\infty \times O(n-1) \).

(ii) For \( p > 1 \) and \( p \neq q \), the isometry group \( \text{Isom}(\text{Cy}^{p,q}, g_r) \cong D_\infty \times O(p) \times O(q) \).
Proposition 6.25
(Discrete symmetries of $X$

where the twisting homomorphism $\rho : (\mathbb{T} \circ E, \mathbb{T}_{\rho,r}/2) \cong D \to \text{Aut}(O(p) \times O(p))$

is defined by

$$\rho(\gamma) = \begin{cases} 
\text{Id} & \text{if } \gamma \text{ is a word containing an even number of copies of } \mathbb{T} \circ E, \\
E' & \text{if } \gamma \text{ is a word containing an odd number of copies of } \mathbb{T} \circ E,
\end{cases}$$

where $E'$ is the involution defined in (6.26a).

Proof. (i) By Proposition 6.11.i $\text{Isom}(\text{Cyl}^{p,q}, g_r) = D \cdot O(n-1)$ where $D = (\mathbb{T}, T_{2p,r})$. Since $D$ acts only on the $\mathbb{R}$ factor of $\text{Cyl}^{p,q}$ and $O(n-1)$ acts only on the $\mathbb{S}^{n-2}$ factor it is clear that $D$ centralises $O(n-1)$ and also that $D \cap O(n-1) = (\text{Id})$. Hence $D \cdot O(n-1) \cong D \times O(n-1)$.

(ii) By Proposition 6.11.ii $\text{Isom}(\text{Cyl}^{p,q}, g_r) = D \cdot O(p) \times O(q)$ where $D = (\mathbb{T}_{\rho,r}, \mathbb{T}_{2p,r})$. By the same argument as in part (i) $D \cdot O(p) \times O(q) \cong D \times O(p) \times O(q)$.

(iii) By Proposition 6.11.iii $\text{Isom}(\text{Cyl}^{p,q}, g_r) = D \cdot O(p) \times O(p)$ where $D = (\mathbb{T} \circ E, \mathbb{T}_{\rho,r}/2)$. $D$ does not centralise $O(p) \times O(p)$, since $D$ no longer acts only on the $\mathbb{R}$ factor of $\text{Cyl}^{p,q}$. However, conjugation by any element of $D$ does preserve the subgroup $O(p) \times O(p) \subset \text{Diff}(\text{Cyl}^{p,q})$. More precisely, if $\gamma \in (\mathbb{T} \circ E, \mathbb{T}_{\rho,r}/2)$ then

$$\gamma(M_1, M_2)\gamma^{-1} = \begin{cases} 
(M_1, M_2) & \text{if } \gamma \text{ is a word containing an even number of copies of } \mathbb{T} \circ E, \\
(M_2, M_1) & \text{if } \gamma \text{ is a word containing an odd number of copies of } \mathbb{T} \circ E.
\end{cases}$$

It follows that the set $D \cdot O(p) \times O(p)$ coincides with the set $O(p) \times O(p) \cdot D$ and hence that $D \cdot O(p) \times O(p)$ is a group, containing the subgroup $O(p) \times O(p)$ as a normal subgroup of this group. Since clearly $O(p) \times O(p) \cap D = (\text{Id})$, we have the semidirect product structure claimed. □

Remark 6.24. The kernel ker $\rho$ of the twisting homomorphism $\rho : D \to \text{Aut}(O(p) \times O(p))$ is precisely the (normal) subgroup $D' \subset D$ introduced in (6.24). Hence $\text{Isom}(\text{Cyl}^{p,q})$ contains a subgroup isomorphic to $O(p) \times O(p) \times D'$. This subgroup is exactly the subgroup of isometries of $g_r$ we obtained in the case $p \neq q$.

Discrete symmetries of $X_r$. In this section we exhibit all the discrete symmetries enjoyed by $X_r$ building on the work of the previous section and the symmetries of $w_r$ established in Section 5. In particular we establish that $\text{Sym}(X_r) = \text{Isom}(\text{Cyl}^{p,q}, g_r)$.

Discrete symmetries of $X_r$ for $p = 1$.

Proposition 6.25 (Discrete symmetries of $X_r$ for $p = 1$). For $p = 1$ and $0 < |\tau| < \tau_{\max}$, $X_r$ admits the following symmetries

\begin{align}
(6.26a) & \quad M \circ X_r = X_r \circ M, \quad \text{for all } M \in O(n-1), \\
(6.26b) & \quad \tilde{T}_{2p,r} \circ X_r = X_r \circ \tilde{T}_{2p,r}, \\
(6.26c) & \quad \tilde{\mathbb{T}} \circ X_r = X_r \circ \tilde{\mathbb{T}}, \\
(6.26d) & \quad \tilde{T}_{\rho,r} \circ X_r = X_r \circ \tilde{T}_{\rho,r},
\end{align}

where $\tilde{T}_x \in \text{SU}(n)$ is defined in (4.44) $\tilde{\mathbb{T}} \in O(2n)$ is defined by

$$\tilde{\mathbb{T}}(z_1, \ldots, z_n) = (-z_1, z_2, \ldots, z_n),$$

and $\tilde{T}_{\rho,r} \in O(2n)$ is defined by

$$\tilde{T}_{\rho,r} = \tilde{T}_{2x} \circ \tilde{T}_{r}.$$
Proof. The \( \text{O}(n-1) \)-equivariance expressed by \( 6.26a \) follows immediately from the definition of \( X_\tau \) (and extends the \( \text{SO}(n-1) \)-invariance used to construct \( X_\tau \) in the first place). The symmetries \( 6.26b \) \( 6.26c \) and \( 6.26d \) of \( X_\tau \) are equivalent to the three symmetries of \( w_\tau \) established in \( 5.29 \). \( \square \)

Remark 6.29. Symmetries when \( \tau = 0 \): from \( 1.48 \) \( X_0 : \text{Cyl}^{1,n-1} \to \mathbb{S}^{2n-1} \) is an embedding whose image is the totally real equatorial sphere \( \mathbb{S}^{n-1} \subset \mathbb{R}^n \subset \mathbb{C}^n \) minus the two antipodal points \( \pm e_1 \). Clearly the subgroup \( \text{O}(n)\subset \text{O}(2n) \) leaves this equatorial \( n-1 \) sphere invariant. \( \text{O}(n-1) \subset \text{O}(n) \) is the subgroup of \( \text{O}(n) \) fixing the line spanned by \( e_1 \). There is no analogue of the symmetries in \( 6.26b \) and \( 6.26d \) in this case since the period \( 2q_\tau \to \infty \) as \( \tau \to 0 \) (see Section 9). However, the isometry \( \bar{T} \in \text{O}(2n) \) leaves \( \mathbb{S}^{n-1} \) invariant and sends \( e_1 \) to \( -e_1 \) (cf. Remark 6.19). Hence the symmetry \( 6.26c \) still holds in the case \( \tau = 0 \). This symmetry is equivalent to the fact that \( y_0 \) is even in the case \( p = 1 \) (recall \( 4.29 \)).

Symmetries when \( |\tau| = \tau_{\text{max}} \): In this case \( y_\tau \) is constant and hence \( X_\tau \) has the additional continuous symmetries

\[
\bar{T}_x \circ X_\tau = X_\tau \circ T_x, \quad \text{for all } x \in \mathbb{R}.
\]

The discrete symmetry \( 6.26c \) still holds in this case and so the analogue of \( 6.26d \) holds for all \( x \in \mathbb{R} \).

Corollary 6.30 (Structure of Sym(\( X_\tau \)) for \( p = 1 \)). For \( p = 1 \) and \( 0 \leq |\tau| < \tau_{\text{max}}, \)

\[
\text{Sym}(X_\tau) = \text{Isom}(\text{Cyl}^{1,n-1}, g_\tau) \cong D \times \text{O}(n-1),
\]

where \( D = \langle T_{2q_\tau}, \bar{T} \rangle \equiv D_{\infty} \).

Proof. If \( (\bar{M}, M) \) is a symmetry of \( X_\tau \) then by \( 6.6 \) and \( 6.11 \) \( M \in \text{Isom}(\text{Cyl}^{1,n-1}, g_\tau) = D \cdot \text{O}(n-1) \).

Hence \( \text{Sym}(X_\tau) \leq \text{Isom}(\text{Cyl}^{1,n-1}, g_\tau) \). But since \( \bar{T} \) and \( T_{2q_\tau} \) generate \( D \), \( 6.26 \) shows that also \( D \cdot \text{O}(n-1) \leq \text{Sym}(X_\tau) \).

Hence by \( 6.23 \), \( \text{Sym}(X_\tau) = \text{Isom}(\text{Cyl}^{1,n-1}, g_\tau) = D \cdot \text{O}(n-1) \cong D \times \text{O}(n-1) \) as claimed. \( \square \)

Using the definitions \( 4.39, 6.27 \) and \( 6.28 \) it is easy to check the following

Proposition 6.31 (Properties of discrete symmetries of target for \( p = 1 \)).

(i) \( \bar{T} \circ \bar{T}_x \circ \bar{T} = \bar{T}_{-x} \).

(ii) The \( \text{O}(2) \) subgroup generated by \( \bar{T} \) and \( \{ \bar{T}_x \} \) centralises \( \text{O}(n-1) \subset \text{O}(n) \subset \text{O}(2n) \).

(iii) \( \bar{T}_x \) commutes with \( J \), while \( \bar{T} \) and \( \bar{T}_x \) anticommute with \( J \).

(iv) \( \bar{T}_x \) preserves both \( \Omega \) and \( \omega \).

(v) \( \bar{T} \Omega = -\Omega, \quad \bar{T} \omega = -\omega \).

Remark 6.32. We see from \( 6.31 \) that \( \bar{T} \) is both an anti-special Lagrangian and anti-holomorphic isometry. While for any \( x \in \mathbb{R}, \bar{T}_x \in \text{SU}(n) \subset \text{Isom}_{\text{SL}} \subset \text{Isom}_{\text{ SUSL}} \).

Since \( \bar{T} \) is reflection in the origin in \( \mathbb{R} \), we have the commutation relation \( \bar{T} \circ T_x \circ \bar{T} = T_{-x} \).

Part (i) above says that the same relations also hold for \( \bar{T} \) and \( \bar{T}_x \) and that \( \bar{T}_x \) and \( \bar{T} \) generate a subgroup of \( \text{O}(2n) \) isomorphic to \( \text{O}(2) \cong \mathbb{S}^1 \times \mathbb{Z}_2 \), where \( \bar{T} \) generates the \( \mathbb{Z}_2 \) factor and acts by inversion (thinking of the group generated by \( T_x \) as an abelian group) on the \( \mathbb{S}^1 \) factor.

Also, since they act on different factors of \( \mathbb{R} \times \mathbb{S}^{n-2} \), every element in \( \text{Isom}(\mathbb{R}) \subset \text{Isom}(\text{Cyl}^{1,n-1}) \) commutes with every element in \( \text{O}(n-1) \subset \text{Isom}(\text{Cyl}^{1,n-1}) \). Part (ii) above is the analogue of this result for the group \( \text{O}(2) \) generated by \( \bar{T} \) and \( \bar{T}_x \).

Discrete symmetries of \( X_\tau \) for \( p > 1 \) and \( p \neq q \).
**Proposition 6.33** (Discrete symmetries of $X_\tau$ for $p > 1$; cf. Prop. 6.26). For $p > 1$ and $0 < |\tau| < \tau_{\text{max}}$, $X_\tau$ admits the following symmetries

\begin{align*}
(6.34a) & \quad M \circ X_\tau = X_\tau \circ M, \quad \text{for all } M \in O(p) \times O(q), \\
(6.34b) & \quad \tilde{T}_{2p_r} \circ X_\tau = X_\tau \circ \tilde{T}_{2p_r}, \\
(6.34c) & \quad \tilde{T}_+ \circ X_\tau = X_\tau \circ \tilde{T}^*_p, \\
(6.34d) & \quad \tilde{T}_- \circ X_\tau = X_\tau \circ \tilde{T}^*_{-p_r}
\end{align*}

where $\tilde{T}_x \in SU(n)$ is defined by $\mathcal{4.49}$ and $\tilde{T}_+, \tilde{T}_- \in O(2n)$ (which depend on $\tau$) are defined by

\begin{align*}
(6.35) & \quad \tilde{T}_+(z, w) = (e^{i\alpha_\tau/p} e^{i\psi_1(2p_r)} z, e^{i\alpha_\tau/q} e^{i\psi_2(2p_r)} w), \\
(6.36) & \quad \tilde{T}_-(z, w) = (e^{i\alpha_\tau/p} e^{i\psi_1(-2p_r)} z, e^{i\alpha_\tau/q} e^{i\psi_2(-2p_r)} w),
\end{align*}

where $z \in \mathbb{C}^p$ and $w \in \mathbb{C}^q$.

**Proof.** $6.34a$ follows immediately from the definition of $X_\tau$ (and extends the $SO(p) \times SO(q)$-invariance used to construct $X_\tau$ in the first place). The symmetries $6.34b$, $6.34c$, and $6.34d$ of $X_\tau$ are equivalent to the symmetries of $w_\tau$ established in 5.32. \hfill \Box

**Remark 6.37.** Symmetries when $\tau = 0$: by $\mathcal{1.48}$, $X_0 : \text{Cyl}_{p,q} \to S^{2n-1}$ is an embedding whose image is the totally real equatorial sphere $S^{2n-1} \subset \mathbb{R}^n \subset \mathbb{C}^n$ minus the two equatorial subspheres $S^{n-1} \cap (\mathbb{R}^p, 0)$ and $S^{n-1} \cap (0, \mathbb{R}^q)$. Clearly the subgroup $O(n) \subset O(2n)$ leaves this equatorial $n - 1$ sphere invariant. $O(p) \times O(q) \subset O(n)$ is the subgroup of $O(n)$ fixing this distinguished pair of orthogonal equatorial subspheres. Therefore $X_0$ is still $O(p) \times O(q)$-equivariant as in $6.34a$.

However, there is no analogue of any of the other symmetries in $6.34d$ in this case. This is consistent with the fact that from $\mathcal{6.19}$ we have $\text{Isom}(\text{Cyl}_{p,q}, g_0) = O(p) \times O(q)$ when $p > 1$ and $p \neq q$.

Symmetries when $|\tau| = \tau_{\text{max}}$: As in the $p = 1$ case discussed in Remark 6.29, $\tau_{\text{max}}$ is constant and hence $X_\tau$ has the additional continuous symmetries

\[ \tilde{T}_x \circ X_\tau = X_\tau \circ T_x, \quad \text{for all } x \in \mathbb{R}, \]

and $X_\tau$ is therefore homeomorphic rather than cohomogeneity one as for other values of $\tau$.

**Corollary 6.38** (Structure of $\text{Sym}(X_\tau)$ for $p > 1$ and $p \neq q$). For $p > 1$, $p \neq q$ and $0 < |\tau| < \tau_{\text{max}},$

\[ \text{Sym}(X_\tau) = \text{Isom}(\text{Cyl}_{p,q}, g_\tau) \cong D \times O(p) \times O(q), \]

where $D = \langle \tilde{T}^*_p, \tilde{T}^*_{-p_r} \rangle \cong D_{\infty}$.

**Proof.** We use the same argument as in the proof of 6.30. If $(\tilde{M}, M)$ is a symmetry of $X_\tau$ then $M \in \text{Isom}(\text{Cyl}_{p,q}, g_\tau) = D \cdot O(p) \times O(q)$. Hence $\text{Sym}(X_\tau) \leq \text{Isom}(\text{Cyl}_{p,q}, g_\tau)$. But since $\tilde{T}^*_p$ and $\tilde{T}^*_{-p_r}$ generate $D,$ $6.34$ shows that also $D \cdot O(p) \times O(q) \leq \text{Sym}(X_\tau)$. Hence by 6.23(ii), $\text{Sym}(X_\tau) = \text{Isom}(\text{Cyl}_{p,q}, g_\tau) = D \cdot O(p) \times O(q) \cong D \times O(p) \times O(q)$ as claimed. \hfill \Box

Using definitions $\mathcal{4.49}$, $\mathcal{6.33}$, and $\mathcal{6.36}$, one can check the following:

**Proposition 6.39** (Properties of target discrete symmetries for $p > 1$, $p \neq q$, cf. 6.33).

(i) $\tilde{T}_+ \circ \tilde{T}_x \circ \tilde{T}_+ = \tilde{T}_+ \circ \tilde{T}_x \circ \tilde{T}_- = \tilde{T}_{-x}$.

(ii) $\tilde{T}_- \circ \tilde{T}_+ = \tilde{T}_{2p_r}, \quad \tilde{T}_- \circ \tilde{T}^*_p = \tilde{T}^*_{-p_r}$.

(iii) the dihedral subgroup $D := \langle \tilde{T}_+, \tilde{T}_- \rangle$ centralises $O(p) \times O(q) \subset O(n) \subset O(2n)$.

(iv) $\tilde{T}_x$ commutes with $J$, while $\tilde{T}_+$ and $\tilde{T}_-$ anticommute with $J$.

(v) $\tilde{T}_x$ preserves both $\Omega$ and $\omega$.

(vi) $\tilde{T}_x^* \Omega = \tilde{T}_x^* \Omega = -\Omega, \quad \tilde{T}_x^* \omega = \tilde{T}_x^* \omega = -\omega.$
To prove the first two equalities of (6.39) vi one also needs to use (6.22) and (6.38) vi implies that both $\tilde{T}_+ \circ M$ and $\tilde{T}_- \circ E$ are anti-special Lagrangian, anti-holomorphic isometries in $\text{Isom}_{\pm \SL}$.

**Remark 6.40.** Remark (5.39) showed that the group generated by $\tilde{\tau}_+, \tilde{\tau}_-$ is isomorphic to the infinite dihedral group $D_\infty$. Part (ii) above gives the analogous result for the subgroup $\tilde{D}$ of $O(2n)$ generated by $\tilde{\tau}_+$ and $\tilde{\tau}_-$, See Lemma (6.55) for the precise structure of $\tilde{D}$.

Part (iii) is the analogue of the fact that $D$ and $O(p) \times O(q) \subset \text{Isom}(\text{Cyl}^p \times \text{Cyl}^q)$ centralise each other.

**Discrete symmetries of $X_\tau$ for $p > 1$ and $p = q$**.

**Proposition 6.41** (Discrete symmetries of $X_\tau$ for $p = q$; cf. Props. (6.21) and (6.33)). For $p > 1$, $p = q$ and $0 < |\tau| < \tau_{\max}$, $X_\tau$ admits the following symmetries

(6.42a) \[ M \circ X_\tau = X_\tau \circ M, \quad \text{for all } M \in O(p) \times O(p), \]

(6.42b) \[
\tilde{T}_{2p}^\tau \circ X_\tau = X_\tau \circ \tilde{T}_{2p}^\tau,
\]

(6.42c) \[
\tilde{T}_p^\tau \circ X_\tau = X_\tau \circ \tilde{T}_p^\tau/2,
\]

(6.42d) \[
\tilde{T}_{-p}^\tau \circ X_\tau = X_\tau \circ \tilde{T}_{-p}^\tau/2,
\]

(6.42e) \[
\tilde{T} \circ X_\tau = X_\tau \circ \tilde{T} \circ E,
\]

(6.42f) \[
\tilde{T}_{p}^\tau \circ \tilde{S} \circ X_\tau = X_\tau \circ \tilde{T}_{p}^\tau \circ E,
\]

where $\tilde{T}_+, \tilde{T}_-$ and $\tilde{T}_{-}$ are defined as in (6.33) $\tilde{T} \in O(2p) \subset U(2p)$ is defined by

(6.43) \[
\tilde{T}(z, w) = (w, z) \quad \text{where } w, z \in \mathbb{C}^p,
\]

and $\tilde{S} \in O(4p)$ is defined by

(6.44) \[
\tilde{S}(z, w) = e^{-i\pi/2p}(\overline{w}, \overline{z}), \quad \text{where } w, z \in \mathbb{C}^p.
\]

Furthermore, the reflections $\tilde{T}_+$ and $\tilde{T}_-$ can also be expressed as

(6.45) \[
\tilde{T}_+ = \tilde{T}_{p}^\tau \circ \tilde{S} \circ \tilde{T}_{-},
\]

and

(6.46) \[
\tilde{T}_- = \tilde{T}_{-p}^\tau \circ \tilde{S} \circ \tilde{T}_{+}.
\]

**Proof.** The $O(p) \times O(p)$-equivariance expressed by (6.42a) follows as a special case of (6.34a). Similarly, since $p_+^\tau = p_-^\tau = 1/2p$, (6.42b), (6.42c) and (6.42d) are each special cases of (6.34b), (6.34d) and (6.34d) respectively. (6.42d) is equivalent to the symmetry of $w_\tau$ with respect to $\tilde{T}$ given in (6.33) (6.42f) follows from the symmetries (6.42a) and (6.42d), using (6.45). \( \square \)

**Remark 6.47.** (6.42c) and (6.42d) express the two additional symmetries that $X_\tau$ possesses when $p = q$ and both utilise the additional exchange isometry $E \in \text{Isom}(\text{Cyl}^p \times \text{Cyl}^q)$. (6.42c) expresses an additional reflectional symmetry of $X_\tau$ about the $\text{SO}(p) \times \text{SO}(p)$-orbit for which the radii of both $p - 1$ spheres are equal.

**Corollary 6.48** (Structure of $\text{Sym}(X_\tau)$ for $p > 1$ and $p = q$). For $p > 1$, $p = q$ and $0 < |\tau| < \tau_{\max}$,

\[
\text{Sym}(X_\tau) = \text{Isom}(\text{Cyl}^p \times \text{Cyl}^q, g_\tau) \cong (O(p) \times O(p)) \rtimes_\rho D,
\]

where $D = (\tilde{T} \circ E, \tilde{T}_{p}^\tau/2) \cong D_\infty$ and $\rho$ is the homomorphism defined in (6.23)(iii).

**Proof.** We use the argument of (6.39) again. If $(\tilde{M}, M)$ is a symmetry of $X_\tau$ then $M \in \text{Isom}(\text{Cyl}^p \times \text{Cyl}^q) = D \cdot O(p) \times O(p)$. Hence $\text{Sym}(X_\tau) \leq \text{Isom}(\text{Cyl}^p \times \text{Cyl}^q, g_\tau)$. But since $\tilde{T} \circ E$ and $\tilde{T}_{p}^\tau/2$ generate $D$, (6.42) shows that also $D \cdot O(p) \times O(p) \leq \text{Sym}(X_\tau)$. Hence by (6.23)(iii), $\text{Sym}(X_\tau) = \text{Isom}(\text{Cyl}^p \times \text{Cyl}^q, g_\tau) = D \cdot O(p) \times O(p) \cong (O(p) \times O(p)) \rtimes_\rho D$ as claimed. \( \square \)
Using Proposition 6.49, one can check the following:

**Proposition 6.49** (Properties of target discrete symmetries for $p = q$, cf. [6.31] [6.39]).

$\tilde{T}_x$, $\tilde{T}_r$, $\tilde{T}_x$ have all the properties detailed in Proposition 6.39. Additionally, the new isometries $\tilde{\tau}$ and $\tilde{T}$ satisfy

(i) $\tilde{T} \circ \tilde{T}_x \circ \tilde{T} = \tilde{T}_{-x}$ and $\tilde{T} \circ \tilde{T}_r \circ \tilde{T} = \tilde{T}_{-r}$.

(ii) $\tilde{\tau}$ commutes with $\tilde{T}_k$, $\tilde{T}_r$, $\tilde{T}$ and with $\tilde{T}_x$.

(iii) $\tilde{T}$ commutes with $J$ while $\tilde{\tau}$ anticommutes with $J$.

(iv) $\tilde{\tau}^\varphi = (1)^{p-1} \varphi$, $\tilde{\tau}^\omega = -\omega$, $\tilde{T}^\varphi = (1)^{p} \varphi$, $\tilde{T}^\omega = \omega$.

Proposition 6.49 implies that $\tilde{T} \in SU(2p)^\pm = Isom_J^{\pm,SL}$ and that $\tilde{T} \in SU(2p)$ if and only if $p$ is even.

The rotational period of $X_r$. 6.11 implies that for any admissible $p$ and $q$ and $0 < |\tau| < \tau_{max}$ the translation $\tilde{T}_{2p, r} \in \text{Diff}(\text{Cyl}^{p,q})$ belongs to $\text{Sym}(X_r) = \text{Isom}(\text{Cyl}^{p,q}, g_r)$. Therefore for any such $\tau$ we can call the immersion $X_r : \text{Cyl}^{p,q} \to S^{2(p+q)-1} 2p_r$-periodic; the corresponding element $\tilde{T}_{2p, r} = \rho(T_{2p, r}) \in \text{Sym}(X_r)$ we call the rotational period of $X_r$. $(\tilde{T}_x \in SU(p+q)$ is defined in 6.12 and $p > 1$ respectively and $2p_r$ is the angular period defined in 5.26. In 6.12 we defined the rotational period $\tilde{T}_{2p, r}$ of $w_r$ and also its order $k_0 \in \mathbb{N} \cup \{\infty\}$. Using the definition of $X_r$ in terms of the $(p, q)$-twisted SL curve $w_r$ we see that symmetries of $X_r$ corresponding to $\tilde{T}_{2p, r}$, (6.26b, 6.34b, 6.42b) in the three cases (i) $p = 1$, (ii) $p > 1$ and $p \neq q$, and (iii) $p > 1$ and $p = q$ are equivalent to the symmetry of $w_r$

$$\tilde{T}_{2p, r} \circ w_r = w_r \circ \tilde{T}_{2p, r},$$

described earlier. Similarly, it follows directly from the definitions that $k_0$ the order of the rotational period $\tilde{T}_{2p, r} \in U(2)$ of $w_r$ is equal to the order of the rotational period $\tilde{T}_{2p, r} \in SU(p+q)$ of $X_r$ just defined. Hence we will simply refer to $k_0$ as the order of the rotational period.

The structure of $\tilde{\text{Sym}}(X_r)$. In this section we determine the structure of $\tilde{\text{Sym}}(X_r) \subset O(2n)$ as an abstract group in the three cases (i) $p = 1$, (ii) $p > 1$ and $p \neq q$ and (iii) $p > 1$ and $p = q$.

The structure of $\tilde{\text{Sym}}(X_r)$ for $p = 1$.

**Lemma 6.50** (Structure of $\tilde{\text{Sym}}(X_r)$ for $p = 1, q = n - 1$). Let $\tilde{D}$ be the subgroup of $\tilde{\text{Sym}}(X_r) \subset O(2n)$ generated by $\tilde{T}$ and $\tilde{T}_{2p, r}$. For $0 < |\tau| < \tau_{max}$, we have

$$\tilde{D} \cong \begin{cases} D_\infty & \text{if } k_0 = \infty; \\
 D_k & \text{if } k_0 \text{ is finite}; \end{cases}$$

and

$$\tilde{D} \cap \text{Isom}_{J,SL}^{\pm} = \tilde{D} \cap U(n) = \langle \tilde{T}_{2p, r} \rangle \subset SU(n).$$

The structure of $\tilde{\text{Sym}}(X_r)$ is given as follows:

(i) If $k_0$, the order of the rotational period, is infinite or odd or the dimension $n$ is even then

$$\tilde{\text{Sym}}(X_r) \cong \tilde{D} \times O(n-1).$$

(ii) If $k_0$ is even and $n$ is odd then

$$\tilde{D} \cap O(n-1) = \langle \tilde{T}_{k_0}\tilde{T}_{2p, r} \rangle = \left\langle \begin{pmatrix} 1 & 0 \\ 0 & \text{Id}_{n-1} \end{pmatrix} \right\rangle \cong \mathbb{Z}_2,$$

and this $\mathbb{Z}_2$ subgroup belongs to the centre of $\tilde{\text{Sym}}(X_r)$. $\tilde{\text{Sym}}(X_r)$ is the internal central product of $\tilde{D}$ and $O(n-1)$ identifying the central subgroup $\tilde{D} \cap O(n-1) \cong \mathbb{Z}_2$ [13, p. 29].
Proof. Recall the presentation $\langle r, f | r^k = 1, f^2 = 1, frf = f^{-1} \rangle$ for the finite dihedral group $D_k$ and the presentation $\langle r, f | f^2 = 1, frf = f^{-1} \rangle$ for the infinite dihedral group $D_\infty$. The structure of $\tilde{D}$ claimed follows from [6.33]i and the definition of $k_0$. Any element in $D = \langle \tilde{T}_{2\tilde{p}_r}, \tilde{T} \rangle$ is of the form $\tilde{T}_{k\tilde{p}_r}$ (recall [6.25]) or $\tilde{T}_{2k\tilde{p}_r}$ for some $k \in \mathbb{Z}$. By [6.33]iii $\tilde{T}_{k\tilde{p}_r}$ acts antiholomorphically while $\tilde{T}_{2k\tilde{p}_r}$ acts holomorphically. Hence $D \cap \text{Isom}_{\pm \text{SL}}(\mathbb{C}^n) = \langle \tilde{T}_{2\tilde{p}_r} \rangle \subset SU(n)$ as claimed.

By [6.33]ii $D$ centralises $O(n-1)$, and hence the set $D \cdot O(n-1)$ forms a group in which both $D$ and $O(n-1)$ are normal subgroups. In general $D \cap O(n-1) \neq (\text{Id})$, and hence in general the isomorphism $D \cdot O(n-1) \cong D \times O(n-1)$ fails. We analyse the intersection $D \cap O(n-1)$ as follows. Clearly, $D \cap O(n-1) \subset D \cap U(n) = \langle \tilde{T}_{2\tilde{p}_r} \rangle$. Using the definitions of $\tilde{T}_x$, $\tilde{T}$, and $O(n-1) \subset O(n) \subset U(n)$ we have

\[ \tilde{T}_{k\tilde{p}_r} \in O(n-1) \iff \tilde{T}_{2k\tilde{p}_r} = \begin{pmatrix} 1 & 0 \\ 0 & \pm 1 \end{pmatrix}. \]

Hence by Lemma [5.54] $D \cap O(n-1) \neq (\text{Id})$ if and only if $w_r$ admits half-periods of type $(+\ldots-)$. By Lemma [5.58]iii $w_r$ admits half-periods of type $(+\ldots-)$. Hence by Lemma 5.54

\[ \tilde{T}_{k\tilde{p}_r} = \begin{pmatrix} 1 & 0 \\ 0 & \pm 1 \end{pmatrix}. \]

One can verify that the $\mathbb{Z}_2$ subgroup generated by $\tilde{T}_{k\tilde{p}_r}$ belongs to the centre of $\tilde{\text{Sym}}(X_r)$.

Remark 6.52. With reference to the central product structure discussed above for $\tilde{\text{Sym}}(X_r)$ we remark that the centre of the finite dihedral group $D_k$ is trivial if $k$ is odd and isomorphic to $\mathbb{Z}_2$ if $k$ is even. In the presentation $D_k \cong \langle r, f | r^k = 1, f^2 = 1, frf = f^{-1} \rangle$ the centre of $D_k$ is generated by $r^{k/2}$ when $k$ is even. Applied to the group $D = \langle \tilde{T}_{2\tilde{p}_r}, \tilde{T} \rangle \cong D_{k_0}$, this is consistent with [6.51].

Remark 6.53. Lemma [6.50] implies that every element $\tilde{M} \in \tilde{\text{Sym}}(X_r)$ can be written (not uniquely) in the form

\[ \tilde{M} = \tilde{T}^i \circ \tilde{T}_{2k\tilde{p}_r} \circ M, \quad \text{where} \quad i \in \mathbb{Z}_2, \ k \in \mathbb{Z} \text{ and } M \in O(n-1). \]

In particular, every element of $\tilde{\text{Sym}}(X_r)$ belongs to $\text{Isom}_{\pm \text{SL}}$ and hence acts on $\mathbb{C}^n$ either by holomorphic (if $i = 0$) or antiholomorphic (if $i = 1$) isometries. Also, $\tilde{M} \in \tilde{\text{Sym}}(X_r)$ is special unitary if and only if $i = 0$ and $M \in \text{SO}(n-1) \subset O(n-1)$.

Corollary 6.54 (Structure of $\text{Per}(X_r)$ for $p = 1$). For $0 < |\tau| < \tau_{\text{max}}$, we have

\[ \text{Per}(X_r) = \begin{cases} (\text{Id}) & \text{if } k_0 = \infty; \\ \langle T_{2k_0\tilde{p}_r} \rangle & \text{if } k_0 \text{ is odd or } k_0 \text{ is even and } n \text{ is even;} \\ \langle T_{k_0\tilde{p}_r} \circ -\text{Id}_{\mathbb{C}^{n-1}} \rangle & \text{if } k_0 \text{ is even and } n \text{ is odd.} \end{cases} \]

Proof. This follows from the results for the structures of $\text{Sym}(X_r)$ and $\tilde{\text{Sym}}(X_r)$ proved in [6.30] and [6.50] together with the fact that $\text{Per}(X_r) = \ker \rho$ where $\rho : \text{Sym}(X_r) \rightarrow \tilde{\text{Sym}}(X_r)$ is the homomorphism described in [6.3].

Alternatively, we can see more directly that determining $\text{Per}(X_r)$ is essentially equivalent to determining the intersection $D \cap O(n-1)$ and therefore also equivalent to finding half-periods of $w_r$ of type $(+\ldots-)$. From [6.30] any element in $\text{Sym}(X_r)$ can be written in the form $\tilde{T}^i \circ \tilde{T}_{2k\tilde{p}_r} \circ M$, for some $i \in \mathbb{Z}_2, \ k \in \mathbb{Z}$ and $M \in O(n-1)$. From [6.26] we obtain

\[ X_r \circ \tilde{T}^i \circ \tilde{T}_{2k\tilde{p}_r} \circ M = \tilde{T}^i \circ \tilde{T}_{2k\tilde{p}_r} \circ M \circ X_r, \]
and hence $T_i \circ T_{2kp} \circ M \in \text{Per}(X_r)$ if and only if $\hat{T}_i \circ T_{2kp} \circ M = \text{Id} \in O(2n)$. Hence $T_i \circ T_{2kp} \circ M \in \text{Per}(X_r)$ if and only if $\hat{T}_i \circ T_{2kp} = M^{-1}$ for some $k \in \mathbb{Z}$ and $M \in O(n - 1) \subset O(n) \subset O(2n)$. But this is equivalent to finding all points in the intersection $\hat{D} \cap O(n - 1)$. Hence the result follows from Lemma 6.50.

The structure of $\tilde{\text{Sym}}(X_r)$ for $p > 1$ and $p \neq q$. The analogous results for $p > 1$ and $p \neq q$ follow. First for any $(j, k) \in \mathbb{Z}_2 \times \mathbb{Z}_2$ define the involution $\tilde{\rho}_{jk} \in O(p) \times O(q) \subset O(n) \subset U(n)$ by

$$\tilde{\rho}_{jk} := \begin{pmatrix} (-1)^j \text{Id}_p & 0 \\ 0 & (-1)^k \text{Id}_q \end{pmatrix}.$$  

**Lemma 6.55** (Structure of $\tilde{\text{Sym}}(X_r)$ for $p > 1, p \neq q$). Let $\tilde{D}$ be the group generated by $\tilde{T}_+$ and $\tilde{T}_-$. (defined in 6.39 and 6.36). For $0 < |\tau| < \tau_{\max}$ we have

$$\tilde{D} \cong \begin{cases} D_\infty & \text{if } k_0 = \infty; \\ D_{k_0} & \text{if } k_0 \text{ is finite}; \end{cases}$$

and

$$\tilde{D} \cap \text{Isom}^J_{\pm \text{SL}} = \tilde{D} \cap U(n) = \langle \tilde{T}_{2p} \rangle \subset SU(n).$$

The structure of $\tilde{\text{Sym}}(X_r)$ is given as follows:

(i) If $k_0$, the order of the rotational period, is infinite or odd then

$$\tilde{\text{Sym}}(X_r) \cong \tilde{D} \times O(p) \times O(q).$$

(ii) If $k_0$ is even then

$$\tilde{D} \cap O(p) \times O(q) = \langle \tilde{T}_{k_0} \rangle = \langle \tilde{\rho}_{jk} \rangle \cong \mathbb{Z}_2,$$

where $\tilde{\rho}_{jk}$ is the involution defined above and $i = q / \text{hcf}(p, q)$ and $j = p / \text{hcf}(p, q)$. Furthermore, $\langle \tilde{\rho}_{jk} \rangle$ belongs to the centre of $\tilde{\text{Sym}}(X_r)$. Hence $\tilde{\text{Sym}}(X_r)$ is an internal central product of $\tilde{D}$ and $O(p) \times O(q)$ identifying the central subgroup $\tilde{D} \cap O(p) \times O(q) = \langle \tilde{\rho}_{jk} \rangle \cong \mathbb{Z}_2$.

**Proof.** This is very similar to the proof of Lemma 6.50.

Recall the presentation $\langle x, y \mid x^2 = y^2 = (xy)^k = 1 \rangle$ for the finite dihedral group $D_k$ and the presentation $\langle x, y \mid x^2 = y^2 = 1 \rangle$ for the infinite dihedral group $D_\infty$. Since by 6.39 ii $\tilde{T}_+ \circ \tilde{T}_- = \tilde{T}_{2p}$, we have $\tilde{D} \cong D_{k_0}$ if the rotational period has finite order $k_0$ and $\tilde{D} \cong D_\infty$ otherwise. Any nontrivial element in $\tilde{D}$ can be written as an alternating word in its two generators $\tilde{T}_+$ and $\tilde{T}_-$. By 6.39 iv both generators act antiholomorphically, and hence so does any word with an odd number of letters. By 6.39 iii any word in $\tilde{D}$ with an even number of letters lies in the cyclic subgroup $\tilde{C} = \langle \tilde{T}_{2p} \rangle \subset SU(n)$ and hence $\tilde{D} \cap \text{Isom}^J_{\pm \text{SL}} = \tilde{C} = \langle \tilde{T}_{2p} \rangle$ as claimed.

By 6.39 iii $\tilde{D} = \langle \tilde{T}_+, \tilde{T}_- \rangle$ centralises $O(p) \times O(q)$ and therefore $\tilde{D} \cdot O(p) \times O(q)$ forms a group in which both factors are normal subgroups. As in the $p = 1$ case in general $\tilde{D} \cap O(p) \times O(q) \neq (\text{Id})$. Clearly, $\tilde{D} \cap O(p) \times O(q) \subset \tilde{D} \cap SU(n)^\pm = \langle \tilde{T}_{2p} \rangle$. Using the definitions of $\tilde{T}_x, \tilde{T}_y$ and $O(p) \times O(q) \subset O(n) \subset SU(n)^\pm$ we find

$$\tilde{T}_{2kp} \in O(p) \times O(q) \iff \tilde{T}_{2kp} = \begin{pmatrix} \pm 1 & 0 \\ 0 & \pm 1 \end{pmatrix} = \tilde{\rho}_{jk}, \text{ for some } (j, k) \in \mathbb{Z}_2 \times \mathbb{Z}_2.$$  

Hence by 5.54 $\tilde{D} \cap O(p) \times O(q) \neq (\text{Id})$ if and only if $w_\tau$ admits strict half-periods. By 5.58 $w_\tau$ admits strict half-periods if and only if $k_0$ is even. Moreover, for fixed $p$ and $q$ only strict half-periods of type $(jk)$ occur where $j = q / \text{hcf}(p, q)$ and $k = p / \text{hcf}(p, q)$. Finally, it easy to check that $\langle \tilde{\rho}_{jk} \rangle$ belongs to the centre of $\tilde{\text{Sym}}(X_r) = \tilde{D} \cdot O(p) \times O(q)$.  

\qed
Remark 6.56. Lemma 6.55 implies that every element \( \tilde{M} \in \tilde{\text{Sym}}(X_\tau) \) can be written (non-uniquely) in the form

\[
\tilde{M} = D \circ M,
\]

where \( D \in \tilde{D} \) is an alternating word in \( \tilde{T}_+ \) and \( \tilde{T}_- \) and \( M \in O(p) \times O(q) \subset SU(n)^\pm \). In particular, every element of \( \tilde{\text{Sym}}(X_\tau) \) belongs to \( \text{Isom}_{\pm SL} \) and hence acts on \( \mathbb{C}^n \) either holomorphically (if and only if \( D \) is a word with an even number of letters) or anti-holomorphically. Moreover, the subgroup of holomorphic symmetries of \( X_\tau \), \( \tilde{\text{Sym}}(X_\tau) \cap \text{Isom}_{\pm SL} = \langle \tilde{T}_{2p_\tau} \rangle \cdot O(p) \times O(q) \). Finally \( \tilde{M} = (M_1, M_2) \in O(p) \times O(q) \) belongs to \( SU(n) \) if and only if \( \det(M_1) \det(M_2) = 1 \).

**Corollary 6.57 (Structure of Per\((X_\tau)\) for \( p > 1, p \neq q \)).** For \( 0 < |\tau| < \tau_{\text{max}} \), we have

\[
\text{Per}(X_\tau) = \begin{cases} 
(\text{Id}) & \text{if } k_0 = \infty; \\
(\tilde{T}_{2k_0p_\tau}) & \text{if } k_0 \text{ is odd}; \\
(\tilde{T}_{k_0p} \circ (-1)^j \text{Id}_{2^{q-1}} \circ (-1)^k \text{Id}_{2^{q-1}}) & \text{if } k_0 \text{ is even},
\end{cases}
\]

where \( j = q / \text{hcf}(p,q) \) and \( k = p / \text{hcf}(p,q) \).

The proof follows from Lemma 6.55 in the same way that Corollary 6.54 followed from 6.50.

The structure of \( \tilde{\text{Sym}}(X_\tau) \) for \( p > 1 \) and \( p = q \). Finally we determine the structure of \( \tilde{\text{Sym}}(X_\tau) \) in the case \( p = q \). Recall from 6.49 that

\[
\tilde{T}_+ = \tilde{T} \circ \tilde{T}_+ \circ \tilde{T}.
\]

Hence the involutions \( \tilde{T}_+ \) and \( \tilde{T} \) generate a subgroup \( \tilde{D} = \langle \tilde{T}, \tilde{T}_+ \rangle \subset \tilde{\text{Sym}}(X_\tau) \).

**Lemma 6.58 (Structure of \( \tilde{\text{Sym}}(X_\tau) \) for \( p = q \)).** Let \( \hat{D} = \langle \tilde{T}, \tilde{T}_+ \rangle \subset \tilde{\text{Sym}}(X_\tau) \). For \( 0 < |\tau| < \tau_{\text{max}} \), we have

\[
\tilde{D} \cong \begin{cases} 
D_{\infty} & \text{if } k_0 = \infty; \\
D_{2k_0} & \text{if } k_0 \text{ is finite};
\end{cases}
\]

and

\[
\hat{D} \cap \text{Isom}_{\pm SL} = \hat{D} \cap SU(n)^\pm = \langle \tilde{T}, \tilde{T}_{2p_\tau} \rangle.
\]

The structure of \( \tilde{\text{Sym}}(X_\tau) \) is given as follows:

(i) If \( k_0 \), the order of the rotational period, is infinite or odd then

\[
\tilde{D} \cap O(p) \times O(p) = (\text{Id})
\]

and

\[
\tilde{\text{Sym}}(X_\tau) \cong O(p) \times O(p) \rtimes p \hat{D},
\]

where the twisting homomorphism \( \tilde{\rho} : \hat{D} \to \text{Aut} O(p) \times O(p) \) is given by

\[
\tilde{\rho}(\gamma) = \begin{cases} 
\text{Id} & \text{if } \gamma \in D \text{ is a word containing an even number of copies of } \tilde{T}; \\
E' & \text{if } \gamma \in D \text{ is a word containing an odd number of copies of } \tilde{T},
\end{cases}
\]

where \( E' \) is the involution defined in (6.22).

(ii) If \( k_0 \) is even then

\[
\tilde{D} \cap O(p) \times O(p) = \langle \tilde{T}_{k_0p_\tau} \rangle = \langle - \text{Id} \rangle \cong \mathbb{Z}_2.
\]

Furthermore, \( \langle \tilde{T}_{k_0p_\tau} \rangle = \langle - \text{Id} \rangle \cong \mathbb{Z}_2 \) belongs to the centre of \( \tilde{\text{Sym}}(X_\tau) \).

N.B. for \( k_0 \) finite, \( \tilde{D} \cong D_{2k_0} \), not \( D_{k_0} \) as in the cases \( p = 1 \) and \( p \neq q \).
Proof. Recalling again the presentations \( \langle x, y \mid x^2 = y^2 = (xy)^k = 1 \rangle \) and \( \langle x, y \mid x^2 = y^2 = 1 \rangle \) for the finite dihedral group \( D_3 \) and infinite dihedral group \( D_\infty \) respectively, we see that \( \tilde{D} \) is isomorphic to a finite or infinite dihedral group depending on whether or not \( (\tilde{T}_+ \circ \tilde{T})^k = \text{Id} \) for some \( k \in \mathbb{Z} \). From \cite{6.49} and \cite{6.39} we have

\[
(6.60) \quad (\tilde{T}_+ \circ \tilde{T})^2 = \tilde{T}_+ \circ \tilde{T} = \tilde{T}_{2p}.
\]

Hence if \( k_0 \) is finite then \( (\tilde{T}_+ \circ \tilde{T})^{2k_0} = \text{Id} \) by the definition of \( k_0 \). If \( k \) is any even natural number less than \( k_0 \) then \( (\tilde{T}_+ \circ \tilde{T})^k \neq \text{Id} \) (again by the definition of \( k_0 \)). By \cite{6.39} and \cite{6.49} we have \( \tilde{T}_+ \) and \( \tilde{T}_- \) are holomorphic and antiholomorphic respectively. Hence \( (\tilde{T}_+ \circ \tilde{T})^k \) is antiholomorphic for any odd integer \( k \) and so cannot be the identity. Therefore \( (\tilde{T}_+ \circ \tilde{T}) \) has order exactly \( 2k_0 \) as claimed. If \( k_0 \) is infinite then \( \tilde{T}_+ \circ \tilde{T} \) cannot have finite order (the order cannot be odd by the antiholomorphic argument above and by \cite{6.60} an even order would imply \( k_0 \) is finite) and hence \( \tilde{D} \cong D_\infty \) as claimed.

Any nontrivial element in \( \tilde{D} \) can be written as an alternating word in its two generators \( \tilde{T}_+ \) and \( \tilde{T}_- \). An element of \( \tilde{D} \) acts holomorphically if and only if it contains the antiholomorphic isometry \( \tilde{T}_- \) an even number of times. Hence a holomorphic isometry in \( \tilde{D} \) has either (a) an even number of both generators or (b) an even number of \( \tilde{T}_+ \)s and an odd number of \( \tilde{T}_- \)s. In case (b) any such element is equal to \( \tilde{T}_{2k_0} \circ \tilde{T} \) for some \( k \in \mathbb{Z} \). In case (a), by \cite{6.60} any such word is of the form \( \tilde{T}_{2k_0} \), for some \( k \in \mathbb{Z} \). Hence \( \tilde{D} \cap \text{Isom}^f_{\pm \text{SL}} = \langle \tilde{T}_+, \tilde{T}_{2p} \rangle \) as claimed.

By considering the conjugation action of \( \tilde{D} \) on \( O(p) \times O(p) \subset O(2p) \) we see that the set \( \tilde{D} \cdot O(p) \times O(p) \) coincides with the set \( O(p) \times O(p) \cdot \tilde{D} \), and hence forms a group, which coincides with \( \text{Sym}(X_\tau) \). It is easy to see that \( O(p) \times O(p) \) is a normal subgroup of \( \text{Sym}(X_\tau) = \tilde{D} \cdot O(p) \times O(p) \). It remains only to analyse the intersection \( \tilde{D} \cap O(p) \times O(p) \). As in the previous cases \( \tilde{D} \cap O(p) \times O(p) \subset \tilde{D} \cap \text{Isom}^f_{\pm \text{SL}} = \langle \tilde{T}_+, \tilde{T}_{2p} \rangle \). Written in block diagonal form (using \cite{4.49} and \cite{6.43} \( \tilde{T}_{2kp} \circ \tilde{T} \) is purely off-diagonal and hence not contained in \( O(p) \times O(p) \) for any \( k \in \mathbb{Z} \). Arguing as in the \( p = 1 \) and \( p \neq q \) cases we find that \( \tilde{T}_{2kp} \in O(p) \times O(p) \) if and only if \( \tilde{T}_{2kp} = \pm \text{Id} \) and hence by \cite{5.54} \( \tilde{D} \cap O(p) \times O(p) \neq \{ \text{Id} \} \) if and only if \( w_\tau \) admits strict half-periods of type \( (--). \). Thus by \cite{5.58} \( \tilde{D} \cap O(p) \times O(p) = \{ \text{Id} \} \) if \( k_0 \) is odd and finite. If \( k_0 \) is even then any odd multiple of \( k_0 \) is a strict half-period of type \( (--) \). Therefore in this case \( \tilde{D} \cap O(p) \times O(p) = \{ \tilde{T}_{ko_\tau} \} = \{ \text{Id} \} \cong \mathbb{Z}_2 \). It is easy to see that \( \{ \tilde{T}_{ko_\tau} \} \) belongs to the centre of both \( \tilde{D} \) and \( O(p) \times O(p) \) and hence also to the centre of \( \text{Sym}(X_\tau) = \tilde{D} \cdot O(p) \times O(p) \).

\[ \square \]

Remark 6.61. Lemma \cite{6.58} implies that every element \( \tilde{M} \in \text{Sym}(X_\tau) \) can be written (non-uniquely) in the form

\[
\tilde{M} = D \circ \text{M},
\]

where \( D \in \tilde{D} \) is an alternating word in \( \tilde{T}_+ \) and \( \tilde{T}_- \) and \( \text{M} \in O(p) \times O(p) \subset \text{SU}(n) \). In particular, every element of \( \text{Sym}(X_\tau) \) belongs to \( \text{Isom}^f_{\pm \text{SL}} \) and hence acts on \( \mathbb{C}^n \) \( \pm \)-holomorphically. The subgroup of holomorphic symmetries of \( X_\tau \) is \( \text{Sym}(X_\tau) \cap \text{Isom}^f_{\pm \text{SL}} = \langle \tilde{T}_+, \tilde{T}_{2p} \rangle \cdot O(p) \times O(p) \).

Corollary 6.62 (Structure of Per\((X_\tau)\) for \( p = q \)). For \( 0 < |\tau| < \tau_{\text{max}} \), we have

\[
\text{Per}(X_\tau) = \begin{cases} 
\{ \text{Id} \} & \text{if } k_0 = \infty; \\
\langle \tilde{T}_{ko_\tau} \rangle & \text{if } k_0 \text{ is odd}; \\
\langle \tilde{T}_{ko_\tau} \circ (-\text{Id}_{2p-1}, -\text{Id}_{2p-1}) \rangle & \text{if } k_0 \text{ is even}, 
\end{cases}
\]

The proof follows from Lemma \cite{6.58} as in the cases \( p = 1 \) and \( p > 1 \), \( p \neq q \).
7. Geometric features of \( X_\tau \)

This section describes various geometric features of \( X_\tau \) with particular emphasis on its geometry as \( \tau \to 0 \), the action of \( \text{Sym}(X_\tau) \) on various subdomains of \( \text{Cyl}^{p,q} \) and the action of \( \text{Sym}(X_\tau) \) on various equatorial spheres associated with \( X_\tau \).

### Waists, bulges and approximating spheres.

In this section we describe distinguished subsets of \( \text{Cyl}^{p,q} \) called the *waists* and *bulges* of \( X_\tau \) and describe the action of \( \text{Sym}(X_\tau) \) on these subsets. We also attach to each bulge a \( p+q-1 \) dimensional equatorial subsphere of \( S^{2(p+q)-1} \), called the *approximating sphere* of the bulge and describe symmetries associated with these approximating spheres. The terminology approximating sphere is justified by (7.2) where we show that for \( \tau \) sufficiently close to 0 the image of each bulge under \( X_\tau \) is close to its approximating sphere.

Fix admissible integers \( p \) and \( q \) and let \( X_\tau : \text{Cyl}^{p,q} \to S^{2(p+q)-1} \) be the 1-parameter family of \( \text{SO}(p) \times \text{SO}(q) \)-equivariant special Legendrian immersions defined in (4.4) and \( g_\tau \) denote the pullback metric on \( \text{Cyl}^{p,q} \) induced by \( X_\tau \). Throughout this section we assume that \( |\tau| < \tau_{\text{max}} \).

**Definition 7.1.** A waist of \( \text{Cyl}^{p,q}, g_\tau \) is a meridian \( \{t\} \times \text{Mer}^{p,q} \) of \( \text{Cyl}^{p,q} \) on which the radius of one spherical factor of the meridian is minimal.

**Waists for \( p = 1 \).** If \( p = 1 \) then a waist is any meridian \( \{t\} \times S^{n-2} \) such that \( y_\tau(t) = y_{\text{min}} \). Recall from (5.5) that our choice of initial conditions for \( w_\tau \) in the case \( p = 1 \) forces \( y_\tau \) to have a maximum at \( t = 0 \) and a minimum at \( t = p_\tau \). Hence using the symmetries of \( y_\tau \) described in (5.4), \( y_\tau \) has maxima at precisely \( 2kp_\tau \) and minima at precisely \( (2k+1)p_\tau \) for each \( k \in \mathbb{Z} \). See Figure 3 for an illustration. Therefore the meridian \( \{t\} \times S^{n-2} \) is a waist of \( X_\tau \) if and only if \( t \in (2k+1)\mathbb{Z} \). For any \( k \in \mathbb{Z} \) we define the \( k \)-th waist \( W[k] \) of \( \text{Cyl}^{1,n-1} \) to be

\[
W[k] = \{(2k-1)p_\tau \} \times S^{n-2}.
\]

**Waists for \( p > 1 \).** If \( p > 1 \) then a waist is any meridian \( \{t\} \times \text{Mer}^{p,q} \) such that either \( y_\tau(t) = y_{\text{min}} \) or \( y_\tau(t) = y_{\text{max}} \); we call a waist on which \( y(t) = y_{\text{max}} \) a *waist of type 1*, since it is the radius of the first spherical factor \( S^{p-1} \) which is minimal on such a waist. Similarly, a waist on which \( y(t) = y_{\text{min}} \) is called a *waist of type 2*, since the radius of the second spherical factor \( S^{q-1} \) is minimal on such a waist. Recall from (5.1) that \( y_\tau \) attains a maximum at \( t = -p_\tau^- \), a minimum at \( t = p_\tau^+ \), is decreasing on \( (-p_\tau^-, p_\tau^+) \) and increasing on \( (p_\tau^+, p_\tau^- + p_\tau^+) \)—see Figure 4. Hence \( \{t\} \times \text{Mer}^{p,q} \) is a waist of type 1 if and only if \( t + p_\tau^- \in 2p_\tau^+ \mathbb{Z} \) and a waist of type 2 if and only if \( t - p_\tau^+ \in 2p_\tau^- \mathbb{Z} \). For any \( k \in \mathbb{Z} \) we define the \( k \)-th waist \( W[k] \) of \( \text{Cyl}^{p,q} \) by

\[
W[2l+1] := \{2lp_\tau + p_\tau^+ \} \times \text{Mer}^{p,q} \quad \text{if } k = 2l+1 \text{ some } l \in \mathbb{Z};
\]

\[
W[2l] := \{2lp_\tau - p_\tau^- \} \times \text{Mer}^{p,q} \quad \text{if } k = 2l \text{ some } l \in \mathbb{Z}.
\]

**The action of Isom(\( \text{Cyl}^{p,q}, g_\tau \)) on waists.** Any element of Isom(\( \text{Cyl}^{p,q}, g_\tau \)) permutes the waists of \( \text{Cyl}^{p,q} \). If \( p = 1 \) then all waists are isometric and Isom(\( \text{Cyl}^{1,n-1}, g_\tau \)) acts transitively on the set of waists. If \( p > 1 \) and \( p \neq q \) then waists of type 1 and type 2 are not isometric and therefore Isom(\( \text{Cyl}^{p,q}, g_\tau \)) cannot act transitively on the set of all waists. However, all waists of fixed type are isometric and Isom(\( \text{Cyl}^{p,q}, g_\tau \)) acts transitively on the set of waists of fixed type.

If \( p > 1 \) and \( p = q \), waists of type 1 and type 2 are isometric (recall (5.12)). Recall from (6.11) that Isom(\( \text{Cyl}^{p,p}, g_\tau \)) acts transitively on the set of waists.

\[ \text{Isom}(\text{Cyl}^{p,p}, g_\tau) = D \cdot \bar{O}(p) \times \bar{O}(p) \text{ where } D = (\bar{I} \circ \bar{E}, \bar{I}_{p,p}), \] Isometries containing an even number of copies of \( \bar{I} \circ \bar{E} \) preserve the type of any waist, while isometries containing an odd number of copies of \( \bar{I} \circ \bar{E} \) exchange the two types of waist. The full group Isom(\( \text{Cyl}^{p,p}, g_\tau \)) acts transitively on the set of all waists.
Proof. An element of Sym($W$) is a connected component of $(\text{Cyl}^{p,q} \setminus W)$. For any $k \in \mathbb{Z}$ the $k$th bulge $\tilde{S}[k]$ of $(\text{Cyl}^{p,q}, g_r)$ is the unique connected component of $(\text{Cyl}^{p,q} \setminus W)$ whose closure contains the two consecutive waists $W[k]$ and $W[k+1]$. We call $W[k]$ and $W[k+1]$ the boundary waists of the bulge $\tilde{S}[k]$.

More concretely, for $p = 1$ the $k$th bulge of $\text{Cyl}^{1,n-1}$ is

$$\tilde{S}[k] = \left((2k-1)p_r, (2k+1)p_r\right) \times S^{n-2} = T_{2kp_r} \tilde{S}[0],$$

while for $p > 1$ the $k$th bulge of $\text{Cyl}^{p,q}$ is

$$\tilde{S}[2l] = (-p^+_r + 2lp_r, -p^-_r + (2l+1)p_r) \times \text{Mer}^{p,q} = T_{2lp_r} \tilde{S}[0] \quad \text{if } k = 2l;$$

$$\tilde{S}[2l+1] = (p^+_r + 2lp_r, p^-_r + (2l+1)p_r) \times \text{Mer}^{p,q} = T_{2lp_r} \tilde{S}[1] \quad \text{if } k = 2l + 1.$$ 

Since any isometry in Isom($\text{Cyl}^{p,q}, g_r$) permutes the waists of $(\text{Cyl}^{p,q}, g_r)$ it also permutes the bulges of $\text{Cyl}^{p,q}$. Moreover Isom($\text{Cyl}^{p,q}, g_r$) acts transitively on the set of all bulges.

Definition 7.7. For any $k \in \mathbb{Z}$ we define $\text{Sym}_k(X_r)$ to be the subgroup of $\text{Sym}(X_r) = \text{Isom}(\text{Cyl}^{p,q}, g_r)$ leaving the $k$th bulge $\tilde{S}[k]$ invariant.

Since Isom($\text{Cyl}^{p,q}, g_r$) = $\text{Sym}(X_r)$ acts transitively on the set of all bulges the subgroups $\text{Sym}_k(X_r)$ are all conjugate in $\text{Sym}(X_r)$. In particular they are all isomorphic as groups.

Lemma 7.8 (Structure of $\text{Sym}_k(X_r)$; cf. Lemma 7.13). For any fixed $k \in \mathbb{Z}$ we have

$$\text{Sym}_k(X_r) = \begin{cases} \langle T_{2kp_r} \rangle \cdot O(n-1) \cong O(1) \times O(n-1) & \text{if } p = 1; \\ \langle T_{kp_r} \circ E \rangle \cdot O(p) \times O(p) \cong O(p) \times O(p) \times \mathbb{Z}_2 & \text{if } p > 1 \text{ and } p \neq q; \\ \langle T_{kp_r} \rangle \cdot O(p) \times O(p) \equiv O(p) \times O(p) \times \mathbb{Z}_2 & \text{if } p > 1 \text{ and } p = q. \end{cases}$$

Proof. An element of $\text{Sym}(X_r)$ belongs to $\text{Sym}_k(X_r)$ if and only if leaves invariant the union of the two boundary waists $W[k]$ and $W[k+1]$. The lemma now follows using the structure of Isom($\text{Cyl}^{p,q}, g_r$) = $\text{Sym}(X_r)$ established in 6.11 to determine its action on the set of waists $W$. See also the proof of Lemma 7.13 for a more detailed proof of the analogous result in the case of the action of $\text{Sym}(X_r)$ on the approximating spheres.

$(p,q)$-marked special Legendrian spheres and approximating spheres. Fix admissible integers $p$ and $q$. We now define the important concept of a $(p,q)$-marked special Legendrian sphere. We will see shortly that we can associate a $(p,q)$-marked SL sphere $S[k]$ to every bulge of $X_r : \text{Cyl}^{p,q} \to S^{2(p+q)}$. Moreover, for $\tau$ sufficiently small the image of the $k$th bulge $\tilde{S}[k]$ under $X_r$ is close to the marked SL sphere $S[k]$.

Definition 7.9. If $(p,q) = (1,n-1)$ then a $(p,q)$-marked SL sphere is a pair $\{\pm e, S\}$ consisting of an equatorial sphere $S$ of dimension $2n-1$ which is special Legendrian (for the correct orientation) and a pair of antipodal points $\pm e \in S$. We call $\pm e \subset S$ the attachment set (or alternatively the marked set) of the $(1,n-1)$-marked SL sphere $\{\pm e, S\}$.

If $p > 1$ then a $(p,q)$-marked SL sphere is a triple consisting of an equatorial special Legendrian (for the correct orientation) $p + q - 1$ sphere $S$ of dimension $p - 1$ and the orthogonal equatorial subsphere $S_p \subset S$ of dimension $p - 1$.

A $(1,n-1)$-marked SL sphere is equivalent to a pair $\{l, \Pi_n\}$ where $\Pi_n \subset \mathbb{C}^n$ is a special Lagrangian $n$-plane and $l = \langle \pm e \rangle \subset \Pi_n$ is an unoriented real line in the $n$-plane $\Pi_n$. We call
\(S^{n-1} \subset \mathbb{R}^n \subset \mathbb{C}^n\) the standard special Legendrian sphere and \(\{\pm e_1, S^{n-1}\}\) the standard \((1, n-1)\)-marked special Legendrian sphere, where \(e_1, \ldots, e_n\) is the standard oriented orthonormal basis of \(\mathbb{R}^n\).

For \(p > 1\) a \((p, q)\)-marked SL sphere is equivalent to a triple \(\{\Pi_p, \Pi_q = \Pi_p^\perp, \Pi_{p+q}\}\) where \(\Pi_{p+q} \subset C^{p+q}\) is a special Lagrangian \(p + q\)-plane and \(\Pi_p \subset \Pi_{p+q}\) is a real \(p\)-plane in \(\Pi_{p+q}\) and \(\Pi_q = \Pi_p^\perp \subset \Pi_{p+q}\). The \((p, q)\)-marked SL sphere with \(\Pi_{p+q} = \mathbb{R}^{p+q} \subset C^{p+q}\), \(\Pi_p = \mathbb{R}^p \times \{0\} \subset \Pi_{p+q}\) and \(\Pi_q = \{0\} \times \mathbb{R}^q = \Pi_p^\perp \subset \Pi_{p+q}\) we call the standard \((p, q)\)-marked SL sphere. The choice of a real \(p\)-plane \(\Pi_p \subset \Pi_{p+q}\) determines the \(q\)-plane \(\Pi_q\) as the orthogonal complement of \(\Pi_p\) inside \(\Pi_{p+q}\). For each \(\text{Definition 7.10.}\)

**Proof.** Fix admissible integers \(p\) and \(q\) and \(\tau\) satisfying \(|\tau| < \tau_{\max}\). To each bulge \(\tilde{S}[k]\) of \(X_\tau\) we now associate a \((p, q)\)-marked SL sphere called its approximating (marked) sphere \(S[k]\).

**Definition 7.10.** For each \(k \in \mathbb{Z}\) we define a \((p, q)\)-marked sphere \(S[k]\) as follows. For \(k = 0\) we define \(S[0]\) to be the standard \((p, q)\)-marked SL sphere defined following \(7.14\).

For \(p > 1\) we define

\[
S[k] := \begin{cases} 
\tilde{T}_{2kp}\cdot S[0] & \text{if } k \neq 0, \\
\tilde{T}_{2kp} \cdot \tilde{T}_{2lp} \cdot S[0] & \text{if } k = 2l + 1.
\end{cases}
\]

\(S[k]\) is called the approximating \((p, q)\)-marked sphere (or more simply the approximating sphere) associated with the \(k\)th approximating \(\tilde{S}[k]\) of \(X_\tau\).

Note that since \(\tilde{T}_x \in \text{SU}(n) \subset \text{Isom}_{SL}\) for all \(x\), for \(p = 1\) if we orient the central marked sphere \(S[0]\) so that it is special Legendrian then the orientation \(S[k] = \tilde{T}_{2kp}\cdot S[0]\) inherits from \(S[0]\) via \(\tilde{T}_{2kp}\), also makes \(S[0]\) special Legendrian. However, for \(p > 1\) recall from \(6.39\) that \(\tilde{T}_x \in \text{Isom}_{\pm SL} \setminus \text{Isom}_{SL}\); this occurs because the corresponding symmetry \(\tilde{T}_{2kp} \in \text{Sym}(X_\tau) \subset \text{Diff}(\text{Cyl}^{p,q})\) reverses orientation on \(\text{Cyl}^{p,q}\). Hence if we orient the central marked sphere \(S[0]\) so that it is special Legendrian then the orientation inherited on any odd approximating sphere \(S[2l + 1] = \tilde{T}_{2kp} \cdot \tilde{T}_{2lp} \cdot S[0]\) from \(S[0]\) makes it anti-special Legendrian.

**Lemma 7.13** (Action of \(\tilde{\text{Sym}}(X_\tau)\) on the approximating spheres; cf. Lemma \(7.8\)).

(i) \(\tilde{\text{Sym}}(X_\tau)\) acts transitively on the approximating marked spheres of \(X_\tau\)

(ii) \(\tilde{\text{Sym}}_k(X_\tau)\), the subgroup of \(\text{Sym}(X_\tau)\) leaving the \(k\)th approximating sphere \(S[k]\) invariant is

\[
\tilde{\text{Sym}}_k(X_\tau) = \begin{cases} 
(\tilde{T}_{2kp}) \cdot \text{O}(n - 1) & \text{if } p = 1; \\
O(p) \times O(q) & \text{if } p > 1 \text{ and } p \neq q; \\
(\tilde{T}_{kp}) \cdot O(p) \times O(p) & \text{if } p > 1 \text{ and } p = q.
\end{cases}
\]

**Proof.** The main point of (i) is to verify that \(\tilde{\text{Sym}}(X_\tau)\) maps every approximating sphere to another approximating sphere. Transitivity of the action then follows immediately from the definitions \(7.11\) and \(7.12\) and the structure of \(\text{Sym}(X_\tau)\) already established. The proof that \(\text{Sym}(X_\tau)\) permutes the approximating spheres is straightforward using the definitions \(7.11\) and \(7.12\); the structure results for \(\text{Sym}(X_\tau)\) and the properties of the generators of \(\tilde{D}\) described in \(6.31\), \(6.32\) and \(6.40\) (for the three cases \(p = 1\), \(p > 1\) and \(p \neq q\) and \(p > 1\) and \(p = q\) respectively). For completeness, we give the details below since we use these results in the proof of part (ii).

(i) Case \(p = 1\): Recall from \(6.31\) that \(\text{Sym}(X_\tau) = \tilde{D} \cdot \text{O}(n - 1)\) where \(\tilde{D} = \tilde{T}_x \tilde{T}_{2kp}\). First we show that \(M \cdot S[k] = S[k]\) for any \(k \in \mathbb{Z}\) and any \(M \in \text{O}(n - 1)\). Clearly, \(M \in \text{O}(n - 1) \subset \text{O}(n)\)
preserves the standard special Legendrian sphere $S^{n-1} \subset \mathbb{R}^n \subset \mathbb{C}^n$ and the vector $e_1 \in S^{n-1}$ and hence the approximating marked sphere $S[0]$. Hence using definition (7.11) and (6.31)i we have

\[(7.15) \quad M S[k] = M \circ \tilde{T}_{2k\rho}, S[0] = \tilde{T}_{2k\rho} \circ M S[0] = \tilde{T}_{2k\rho}, S[0] = S[k], \quad \forall k \in \mathbb{Z}, \ M \in O(n-1).\]

Using the structure of $\text{Sym}(X_{\tau})$ recalled above it suffices to show that $\tilde{T}$ and $\tilde{T}_{2\rho}$, the generators of $\tilde{D}$, permute the approximating spheres. From the definition of $S[k]$ we have

\[(7.16) \quad \tilde{T}_{2\rho}, S[k] = \tilde{T}_{2\rho} \circ \tilde{T}_{2k\rho}, S[0] = S[k+1] \quad \text{for any } k \in \mathbb{Z}.
\]

From the definition of $\tilde{T}$ (in (6.27)) we see immediately that it leaves the approximating marked sphere $S[0]$ invariant (it exchanges the two points in the marked set $\pm e_1$). Hence we have

\[(7.17) \quad \tilde{T} S[k] = \tilde{T} \circ \tilde{T}_{2k\rho}, S[0] = \tilde{T}_{2k\rho} \circ \tilde{T} S[0] = \tilde{T}_{2k\rho}, S[0] = S[-k], \quad \text{for any } k \in \mathbb{Z},
\]

where we have used (6.31)i to obtain the second equality.

Case $p > 1$ and $p \neq q$: Recall from (6.35) that $\text{Sym}(X_{\tau}) = \tilde{D} \cdot O(p) \times O(q)$ where $\tilde{D} = (\tilde{T}_+, \tilde{T}_-)$ (defined in (6.36) and (6.36) respectively). Clearly, $O(p) \times O(q) \subset O(p+q)$ preserves the standard $(p, q)$-marked sphere and hence the approximating marked sphere $S[0]$. Using definition (7.20) and (6.39)iii it follows that any $M \in O(p) \times O(q)$ leaves every approximating sphere invariant. As in the case $p = 1$ it suffices now to exhibit the action of the generators $\tilde{T}_+$ and $\tilde{T}_-$ of $\tilde{D}$ on the approximating spheres.

We claim that for any $k \in \mathbb{Z}$ we have

\[(7.18a) \quad \tilde{T}_+, S[k] = S[1 - k],
\]

\[(7.18b) \quad \tilde{T}_-, S[k] = S[-1 - k].
\]

To prove (7.18a) we consider the cases $k$ even and odd separately. For even $k = 2l$ using the definition of $S[k]$ given in (7.12) we have

\[(7.18c) \quad \tilde{T}_+ S[2l] = \tilde{T}_+ \circ \tilde{T}_{2l\rho}, S[0] = \tilde{T}_{-2\rho} \circ \tilde{T}_{-2l\rho}, S[0] = \tilde{T}_{2\rho}, S[1] = S[1 - 2l],
\]

where we used (6.39)i in the second equality. In a similar way for odd $k = 2l + 1$ we obtain

\[(7.18d) \quad \tilde{T}_+ S[2l + 1] = \tilde{T}_+ \circ \tilde{T}_{2l\rho}, S[1] = \tilde{T}_{-2\rho} \circ \tilde{T}_{-2l\rho}, S[1] = \tilde{T}_{-2\rho}, S[0] = S[-2l],
\]

where we used (6.39)i in the second equality and the fact that $\tilde{T}_+ S[1] = S[0]$ (because by definition $S[1] = \tilde{T}_+ S[0]$ and $\tilde{T}_+$ is an involution). Using the fact that by (6.39)i $\tilde{T}_+ \circ \tilde{T}_x = \tilde{T}_{x-} \circ \tilde{T}_-$ the proof of (7.18c) is almost identical to the proof of (7.18a) given above.

**Remark 7.19.** It follows immediately from (7.18) and (6.39)ii) that

\[(7.20) \quad \tilde{T}_{2\rho}, S[k] = \tilde{T}_+ \circ \tilde{T}_-, S[k] = S[k + 2] \quad \text{for any } k \in \mathbb{Z},
\]

i.e. the rotational period $\tilde{T}_{2\rho}$ maps $S[k] \rightarrow S[k + 2]$ unlike the case $p = 1$ (recall (7.16) where it maps $S[k] \rightarrow S[k] + 1$). This reflects a fundamental difference in the geometry of $X_{\tau}$ in the cases $p = 1$ and $p > 1$.

Case $p > 1$ and $p = q$: recall from (6.38) that $\tilde{\text{Sym}}(X_{\tau}) = \tilde{D} \cdot O(p) \times O(p)$ where $\tilde{D} = (\tilde{T}_+, \tilde{T}_-)$ with $\tilde{T}$ as defined in (6.44). Given the results of the previous part it suffices to exhibit the action of $\tilde{T}$ on the approximating spheres. We want to prove that

\[(7.21) \quad \tilde{T} S[k] = S[-k] \quad \text{for any } k \in \mathbb{Z}.
\]

It follows immediately from (6.43) that $\tilde{T}$ preserves the standard $(p, p)$-marked sphere (but exchanges the two components of the marked set) and therefore the approximating marked sphere $S[0]$. Using the invariance of $S[0]$ under $\tilde{T}$ we see that for even $k = 2l$ then by (7.12) we have

\[\tilde{T} S[2l] = \tilde{T} \circ \tilde{T}_{2l\rho}, S[0] = \tilde{T}_{-2\rho} \circ \tilde{T} S[0] = \tilde{T}_{-2\rho}, S[0] = S[-2l],\]
where we used (6.49) i) to obtain the second equality. For \( k = 1 \) we have
\[
\hat{T} S[1] = \hat{T} \circ \hat{T} \circ \hat{T} \circ S[0] = \hat{T} \circ \hat{T} \circ S[0] = \hat{T} \circ \hat{T} \circ S[0] = S[1],
\]
where we have used (6.49) ii) and (6.39) iii) to obtain the second and fourth inequalities respectively. From this we see more generally that for odd \( k = 2l + 1 \)
\[
\hat{T} S[2l + 1] = \hat{T} \circ \hat{T} \circ \hat{T} \circ S[0] = \hat{T} \circ \hat{T} \circ \hat{T} \circ S[0] = \hat{T} \circ \hat{T} \circ \hat{T} \circ S[0] = S[2l + 1],
\]
(ii) Case \( p = 1 \): any element in \( \tilde{\text{Sym}}(X_r) \) can be written in the form \( \tilde{T}^i \circ \tilde{T}^j \circ M \) for some \( i \in \mathbb{Z}, j \in \mathbb{Z}_2 \) and \( M \in \text{O}(n - 1) \). Using (7.15) \( \text{(7.14)} \) and \( \text{(7.17)} \) we have
\[
\tilde{T}^i \circ \tilde{T}^j \circ M S[k] = S[i + (-1)^j k] \quad \text{for any } k \in \mathbb{Z}.
\]
It follows that for any fixed \( k \in \mathbb{Z} \), \( \tilde{\text{Sym}}_k(X_r) = (\tilde{\text{T}}_{2k}) \cdot \text{O}(n - 1) \) as claimed.

Case \( p > 1 \) and \( p \neq q \): any element in \( \tilde{\text{Sym}}(X_r) \) can be written in the form \( \tilde{T}^i \circ \tilde{T}^j \circ M \) for some \( i \in \mathbb{Z}, j \in \mathbb{Z}_2 \) and \( M \in \text{O}(p) \times \text{O}(q) \). Using (7.18a) and (7.20) we have
\[
\tilde{T}^i \circ \tilde{T}^j \circ M S[k] = \begin{cases} S[k + 2l] & \text{if } j = 0; \\ S[1 - k + 2l] & \text{if } j = 1. \end{cases}
\]
It follows that for any \( k \in \mathbb{Z} \), \( \tilde{\text{Sym}}_k(X_r) = \text{O}(p) \times \text{O}(q) \) as claimed.

Case \( p > 1 \) and \( p = q \): Since any element \( \tilde{M} \in \tilde{\text{Sym}}(X_r) \) acts on the approximating spheres it therefore defines a map \( \tilde{m} : \mathbb{Z} \to \mathbb{Z} \) (in fact \( \tilde{m} \in \text{Isom } \mathbb{Z} \)) by
\[
\tilde{M} S[k] = S[\tilde{m}(k)].
\]
We say that \( \tilde{M} \in \tilde{\text{Sym}}(X_r) \) is a parity preserving symmetry if \( \tilde{m}(k) - k \equiv 0 \mod 2 \) for all \( k \in \mathbb{Z} \) and a parity reversing symmetry if \( \tilde{m}(k) - k \equiv 1 \mod 2 \) for all \( k \in \mathbb{Z} \). Since any element \( M \in \text{O}(p) \times \text{O}(q) \) leaves each \( S[k] \) invariant it is parity preserving, and from (7.21) and (7.18a) respectively we see that \( \hat{T} \) is parity preserving while \( \hat{T} \circ \hat{T} \) is parity reversing. The composition of parity preserving and reversing symmetries satisfies the obvious properties: the composition of two symmetries of the same parity is parity preserving, while composition of two symmetries of the opposite parity is parity reversing. Since \( \tilde{\text{Sym}}(X_r) = \hat{D} \cdot \text{O}(p) \times \text{O}(p) \) where \( \hat{D} = (\hat{T} \circ \hat{T} \circ \hat{T}) \) it follows that any \( \tilde{M} \in \tilde{\text{Sym}}(X_r) \) has a definite parity. The set of all parity preserving symmetries in \( \tilde{\text{Sym}}(X_r) \) forms a subgroup \( \tilde{\text{Sym}}_+ \). Clearly, if \( \tilde{M} \in \tilde{\text{Sym}}_k(X_r) \) for some \( k \in \mathbb{Z} \) then \( \tilde{M} \in \tilde{\text{Sym}}_+ \). One can verify that the subgroup \( \tilde{\text{Sym}}_+ \) coincides with the subgroup of holomorphic isometries of \( \text{Sym}(X_r) \) and hence by (6.68) any element in \( \tilde{\text{Sym}}_+(X_r) \) can be written in the form \( \tilde{T}^i \circ \tilde{T}^j \circ M \) for some \( i \in \mathbb{Z}, j \in \mathbb{Z}_2 \) and \( M \in \text{O}(p) \times \text{O}(p) \). Using (7.20) and (7.21) we have
\[
\tilde{T}^i \circ \tilde{T}^j \circ M S[k] = S[2i + (-1)^j k] \quad \text{for all } k \in \mathbb{Z}.
\]
It follows that for any fixed \( k \in \mathbb{Z} \), \( \tilde{\text{Sym}}_k(X_r) = (\tilde{T}_{2k}) \cdot \text{O}(p) \times \text{O}(p) \) as claimed. \( \square \)

It follows from (7.18) and (7.13) together with (6.25), (6.33) and (6.41) that \( \tilde{\text{Sym}}_k(X_r) = \rho(\text{Sym}_k(X_r)) \) where \( \rho : \text{Sym}(X_r) \to \tilde{\text{Sym}}(X_r) \) is the homomorphism defined in (6.20) and \( \text{Sym}_k(X_r) \) is defined in (7.7).

**Repositioning** \( X_r \) **and marked spheres.** Recall from Appendix B the groups \( \text{Isom}_{\pm \text{SL}} \) and \( \text{Isom}_{\pm \text{SL}} \) defined in (B.1). Fix \( 0 < |\tau| < \tau_{\max} \) and let \( X_r \) be the corresponding \( \text{SO}(p) \times \text{SO}(q) \)-invariant special Legendrian immersion. We can use elements of \( \text{Isom}_{\pm \text{SL}} \) to reposition the image \( X_r(Cyl[p,q]) \subset S^{2(\dim Cyl[p,q]) - 1} \) to another subset of \( S^{2(\dim Cyl[p,q]) - 1} \) that is also special Legendrian (with the correct choice of orientation). As we reposition \( X_r \) in this way, the approximating spheres of \( X_r \) are also repositioned. In our gluing constructions we will “fuse” a finite number of repositioned copies of \( X_r \) at one shared approximating sphere. To achieve this we need to be able to reposition \( X_r \) keeping some particular approximating sphere fixed, but changing its marking.
To this end we study the action of Isom$\pm_{SL}$ on $(p,q)$-marked approximating spheres.

**Definition 7.22.** Let $\mathcal{S}$ be a $(p,q)$-marked special Legendrian sphere. We define

$$\text{Stab}(\mathcal{S}) := \{ A \in \text{Isom}_{\pm SL} \mid A\mathcal{S} = \mathcal{S} \},$$

where $A\mathcal{S} = \mathcal{S}$ means $A\mathcal{S}$ and $\mathcal{S}$ are equal as $(p,q)$-marked spheres.

**Lemma 7.23 (Action of Isom$\pm_{SL}$ on $(p,q)$-marked spheres).**

(i) For the standard $(p,q)$-marked special Legendrian sphere $\mathcal{S}$ (defined following (7.24) we have (7.24)

$$\text{Stab}(\mathcal{S}) = \begin{cases} O(1) \times O(n-1) \cdot \langle C \rangle \cong O(1) \times O(n-1) \times \mathbb{Z}_2 & \text{if } (p,q) = (1,n-1); \\ O(p) \times O(q) \cdot \langle C \rangle \cong O(p) \times O(q) \times \mathbb{Z}_2 & \text{if } p > 1 \text{ and } p \neq q; \\ (O(p) \times O(p) \cdot \langle 1 \rangle) \cdot \langle C \rangle \cong (O(p) \times O(p) \times \mathbb{Z}_2) \times \mathbb{Z}_2 & \text{if } p > 1 \text{ and } p = q \end{cases}$$

where $C \in O(2n)$ is defined in (7.23) and $\overline{T} \in O(2p)$ is the restriction to $\mathbb{R}^{2p} \subset \mathbb{C}^{2p}$ of the $O(4p)$ transformation defined in (6.8).

(ii) For any $(p,q)$-marked special Legendrian sphere $\mathcal{S}$, Stab$(\mathcal{S})$ is conjugate to the group given in (7.24).

(iii) The set of all $(p,q)$-markings of the standard (unmarked) special Legendrian sphere $\mathcal{S}$ is parametrised by the homogeneous space

$$O(n) \cdot \langle C \rangle / \text{Stab}(\mathcal{S}).$$

**Proof.** (i) Since $n \geq 3$, from (3.3) we have Isom$\pm_{SL} = SU(n)^{\pm} \cdot \langle C \rangle$ where

$$SU(n)^{\pm} = \{ U \in U(n) \mid \det U = \pm 1 \}.$$

Clearly, the subgroup of SU$(n)^{\pm}$ which leaves $\mathbb{R}^n \subset \mathbb{C}^n$ invariant is O$(n)$ and from its definition C also leaves $\mathbb{R}^n$ invariant. Hence the subgroup of Isom$\pm_{SL}$ that sends the (unmarked) standard special Legendrian sphere $S^{n-1}$ to itself is O$(n) \cdot \langle C \rangle \cong O(n) \times \mathbb{Z}_2$ (since C centralises O$(n)$ we have a direct rather than semidirect product structure). Hence for any $(p,q)$, the group Stab$(\mathcal{S})$ for the standard marked $(p,q)$-sphere $\mathcal{S}$ is a subgroup of O$(n) \cdot \langle C \rangle \subset \text{Isom}_{\pm SL}$.

For any $(p,q)$ $C$ fixes the standard $(p,q)$-marked SL sphere $\mathcal{S}$ (since it fixes $\mathbb{R}^n$ pointwise). For $p = 1$ the subgroup of O$(n)$ fixing $e_1 \in S^{n-1}$ is clearly O$(1) \times O(n-1)$. Similarly, for $p > 1$ and $p \neq q$ the subgroup of O$(n)$ fixing $\mathbb{R}^p \times \{ 0 \} \cup \{ 0 \} \times \mathbb{R}^q \subset \mathbb{R}^p \times \mathbb{R}^q$ is clearly O$(p) \times O(q)$. If $p > 1$ and $p = q$ then the subgroup of O$(n)$ fixing $(\mathbb{R}^p \times \{ 0 \} \cup \{ 0 \} \times \mathbb{R}^p) \subset \mathbb{R}^p \times \mathbb{R}^p$ is the semidirect product group O$(p) \times O(p) \cdot \langle \overline{T} \rangle$. This proves (7.24) (ii) follows from the fact that Isom$\pm_{SL}$ acts transitively on marked $(p,q)$-spheres. (iii) follows immediately. \qed

One should compare the results of Lemmas (7.13) and (7.23) Specialising to $k = 0$ in (7.14) and comparing with (7.22) we see that for any admissible $(p,q)$ we have

$$\text{Stab}(\mathcal{S}|0) = \text{Sym}_0(X_\tau) \cdot \langle C \rangle,$$

and moreover, we have

$$\text{Sym}_0(X_\tau) \cong \begin{cases} \langle C \rangle \cong \mathbb{Z}_2 & \text{if } p > 1; \\ (R_1) \cdot \langle C \rangle / (R_1 \cdot C) \cong (\mathbb{Z}_2 \times \mathbb{Z}_2) / \mathbb{Z}_2 & \text{if } p = 1 \end{cases}$$

where $R_1 \in O(n) \subset U(n)$ denotes reflection in the complex hyperplane $z_1 = 0$.

**The limiting geometry of $X_\tau$ as $\tau \to 0$.** This section describes the geometry of $X_\tau$ as $\tau \to 0$ concentrating on the almost spherical regions of $X_\tau$ that asymptotically resemble equatorial spheres and on the necks which asymptotically resemble small Lagrangian catenoids or the product of a unit sphere with a small Lagrangian catenoid. The fact that $X_\tau$ degenerates to a union of very simple geometric objects is fundamental to our gluing constructions in (20,23).
Almost spherical regions of $X_\tau$ and approximating spheres. Recall that by \ref{thm:existence}, $w_\tau$ depends analytically on $\tau \in (-\tau_{\text{max}}, \tau_{\text{max}})$ and the image of $w_0$ is contained in $S^1 \subset \mathbb{R}^2 \subset \mathbb{C}^2$. This implies that $X_\tau$ depends analytically on $\tau$ and that $X_0$ gives a parametrisation of $S[0] \setminus M[0]$ where $S[0]$ denotes the standard $(p,q)$-marked special Legendrian sphere (recall \ref{thm:existence}, and $M[0]$ is its marked set (two orthogonal equators of dimension $p-1$ and $q-1$ if $p > 1$ or two antipodal points if $p = 1$).

Because of the analytic dependence on $\tau$, $X_\tau$ smoothly converges to $X_0$ as $\tau \to 0$ on any compact subset $K \subset \subset \text{Cyl}^{p,q}$. Define

$$S[0] := [-b, b] \times \text{Mer}^{p,q},$$

then by choosing $b \in \mathbb{R}^+$ sufficiently large we can ensure the image $X_0(S[0])$ contains any given compact subset of $S[0] \setminus M[0]$. If $|\tau|$ is small enough in terms of $b$, then $w_\tau$ and therefore $X_\tau$ satisfy

$$\|w_\tau - w_0 : C^k([-b, b])\| \leq C(b,k)|\tau|,$$

$$\|X_\tau - X_0 : C^k(S[0])\| \leq C(b,k)|\tau|,$$

where we can use the standard metric of the cylinder to define the $C^k$ norm and the constant $C(b,k)$ depends only on $b$ and $k$. This motivates us to call $S[0]$ an almost spherical region of $X_\tau$. Note that the definition of $S[0]$ depends on a choice of $b$ which we do not make precise here, but which is supposed to be chosen large enough as needed. The freedom to choose an appropriate $b$ to define the almost spherical regions is needed in our gluing constructions \cite{20, 22, 23}. \ref{eq:almost-spherical-region} implies that for $\tau$ sufficiently small the image under $X_\tau$ of the almost spherical region $S[0] \subset S[0]$ is close to its approximating sphere $S[0]$ and converges as $\tau \to 0$ to a fixed compact subset of $S[0] \setminus M[0]$ (depending on the choice of $b$). This explains the origin of the terminology approximating sphere and also one of the roles played by the marked set.

If we have fixed the almost spherical region $S[0]$ as above, then we can mimic the definition of $\hat{S}[\ell]$ in terms of $\hat{S}[0]$ (recall \ref{eq:almost-spherical-region}, \ref{eq:almost-spherical-region}) to define the $k$th almost spherical region $S[\ell] \subset \subset \hat{S}[\ell] \subset \text{Cyl}^{p,q}$ of $X_\tau$ in terms of $S[0]$ by

$$S[\ell] := \begin{cases} T_{2k_p} S[0] & \text{if } p = 1; \\
T_{2l_p} S[0] & \text{if } p > 1 \text{ and } k = 2l; \\
T_{2l_p} \circ \bigcup_{p=1}^k S[0] & \text{if } p > 1 \text{ and } k = 2l + 1. \end{cases}$$

Because $p_\tau \to \infty$ when $p = 1$ and $p_\tau \to \infty$ as $\tau \to 0$ (see \ref{thm:limit-point} for a precise statement), every almost spherical region $S[\ell]$ with $k \neq 0$ “slides off the end” of $\text{Cyl}^{p,q}$ as $\tau \to 0$. However, by using an element of $\text{Isom}(\text{Cyl}^{p,q}, g_\tau)$ to bring $\hat{S}[\ell]$ back to $S[0]$ we can also infer the small $\tau$ behaviour of $X_\tau$ on the other almost spherical regions $S[\ell]$. Using the relevant symmetries of $X_\tau$ (from \ref{thm:almost-spherical-region} and \ref{thm:almost-spherical-region}) we see that on the $k$th almost spherical region $S[\ell] \subset \subset \hat{S}[\ell]$, $X_\tau$ satisfies the analogue of \ref{eq:almost-spherical-region} with $X_0$ replaced by the embedding $X[\ell] : \text{Cyl}^{p,q} \to S^{2(p+q)-1}$ defined as

$$X[\ell] := \begin{cases} T_{2k_p} \circ X_0 \circ T_{-2k_p} & \text{if } p = 1; \\
T_{2l_p} \circ X_0 \circ T_{-2l_p} & \text{if } p > 1 \text{ and } k = 2l; \\
T_{2l_p} \circ \bigcup_{p=1}^k X_0 \circ T_{-2l_p} & \text{if } p > 1 \text{ and } k = 2l + 1. \end{cases}$$

For $k \neq 0$ $X[\ell]$ itself depends on $\tau$. The image of $\text{Cyl}^{p,q}$ under $X[\ell]$ is $S[\ell] \setminus M[\ell]$, where $S[\ell]$ denotes the $k$th $(p,q)$-marked approximating sphere and $M[\ell]$ is its marked set, both of which also depend on $\tau$ for $k \neq 0$. Nevertheless, we have that for $\tau$ sufficiently small the image of the almost spherical region $S[\ell] \subset \subset \hat{S}[\ell]$ under $X_\tau$ is close to its approximating sphere $S[\ell]$.

Each almost spherical region $S[\ell]$ of $\text{Cyl}^{p,q}$ connects to its neighbouring almost spherical regions $S[\ell-1]$ and $S[\ell+1]$ in the two adjacent bulges $\hat{S}[\ell-1]$ and $\hat{S}[\ell+1]$ via a pair of transition regions whose images under $X_\tau$ for $\tau$ sufficiently small localise near the two components of the marked set $M[\ell]$ of the $k$th approximating marked sphere $S[\ell]$. This pair of transition regions is centred on the two boundary waists $W[\ell]$ and $W[\ell+1]$ of $S[\ell]$ (recall \ref{thm:transition-regions}). In the next section we study the geometry of $X_\tau$ in the vicinity of the waists as $\tau \to 0$. 

Waists, necks and Lagrangian catenoids. Recall (4.21) that a waist \( W[k] \) is a meridian of \( \text{Cyl}^{p,q} \) on which the radius of one spherical factor of the meridian is minimal. The vicinity of any meridian we call a neck. The necks are the regions of \( (\text{Cyl}^{p,q}, g_r) \) where the magnitude of the curvature is largest and where as \( \tau \to 0 \) the curvature becomes unbounded. We will show below that for \( \tau \) sufficiently small any neck of \( X_r \)—appropriately scaled and repositioned—is a small perturbation of a (truncated) Lagrangian catenoid (recall 3.9) in the case \( p = 1 \), or the product of a large round sphere with a Lagrangian catenoid in the case \( p > 1 \). This is reminiscent of the Delaunay surfaces 3.14 Lemma A.2.1] whose highly curved regions approximate a scaled repositioned catenoid.

We first study in detail the case \( p = 1 \). Recall that for \( p = 1 \) all waists are isometric and \( \text{Isom}(\text{Cyl}^{0,0}, g_r) \) acts transitively on the waists. Hence without loss of generality we can concentrate on the neck containing the first waist \( W[1] := \{p_r\} \times S^{n-2} \). We first magnify the immersion \( X_r \) while simultaneously repositioning and scaling the \( t \) variable, by taking

\[
(7.26) \quad \tilde{X}_r(\tilde{t}, \sigma) = \frac{1}{\beta} W X_r(\beta^{3-n} \tilde{t} + p_r, \sigma),
\]

where \( W \in U(n) \) and \( \beta > 0 \) are defined by

\[
(7.27) \quad \beta := |w_2(p_r)| = \sqrt{y_{\text{min}}}, \quad W = \begin{pmatrix} |w_1(p_r)| & 0 \\ \frac{w_1(p_r)}{w_2(p_r)} & e^{i\pi/2(n-1)} \frac{|w_2(p_r)|}{w_2(p_r)} Id_{n-1} \end{pmatrix}.
\]

Geometrically, \( \beta \) is the radius of the sphere \( S^{n-2} \) on the waist. Note that using 4.20 and that \( \dot{y}(p_r) = 0 \) we have det \( W = -1 \). We can write (recall 4.47)

\[
(7.28) \quad \tilde{X}_r(\tilde{t}, \sigma) = \left( z_1(\tilde{t}) + \frac{\sqrt{1 - \beta^2}}{\beta}, z_2(\tilde{t}) \cdot \sigma \right),
\]

where

\[
(7.29) \quad z_1(\tilde{t}) = \sqrt{1 - \beta^2} \left( \frac{w_1(\beta^{3-n} \tilde{t} + p_r)}{w_1(p_r)} - 1 \right), \quad z_2(\tilde{t}) = e^{i\pi/2(n-1)} \frac{w_2(\beta^{3-n} \tilde{t} + p_r)}{w_2(p_r)}.
\]

In terms of the new coordinates \( z_1, z_2 \) and the rescaled time parameter \( \tilde{t} \), 4.18 is equivalent to

\[
(7.30) \quad \frac{dz_1}{dt} = \beta z_2^{n-1}, \quad \frac{dz_2}{dt} = (\sqrt{1 - \beta^2} + \beta z_2^{n-2}),
\]

with initial data \( z_1(0) = 0, \quad z_2(0) = e^{i\pi/2(n-1)} \).

By standard ODE theory 7.30 has a unique (real analytic) maximal solution for each \( \beta \in \mathbb{R} \) which we denote by \( z_\beta = (z_{1,\beta}, z_{2,\beta}) \), and which depends analytically on \( \beta \in (-1, 1) \). When \( \beta = 0 \) the system simplifies: we obtain \( z_{1,0} \equiv 0 \) and \( z_{2,0} \) satisfies equation 3.5 with \( n \) replaced by \( n - 1 \) and with initial condition \( z_{2,0}(0) = e^{i\pi/2(n-1)} \). Hence (recall 3.9) \( X(t, \sigma) := z_{2,0}(\tilde{t}) \cdot \sigma \) is the standard embedding of the unit Lagrangian catenoid in \( \mathbb{C}^{n-1} \). By modifying 7.28 we define a new \( \text{SO}(n-1) \)-invariant embedding \( \hat{X}_r : (-T, T) \times S^{n-2} \to \mathbb{C}^n \) by

\[
(7.31) \quad \hat{X}_r(\tilde{t}, \sigma) = \left( \frac{\sqrt{1 - \beta^2}}{\beta}, z_{2,0}(\tilde{t}) \cdot \sigma \right),
\]

where \( 2T \) is the lifetime of the standard embedding of the unit Lagrangian catenoid in \( \mathbb{C}^{n-1} \); as discussed in 3.9 the lifetime \( T \) is finite when \( n - 1 > 2 \) and infinite when \( n - 1 = 2 \). \( \hat{X}_r \) is independent of \( \tau \) except for the translation by \( \sqrt{1 - \beta^2}/\beta \) in the first factor and its image is the standard unit \( n - 1 \) dimensional Lagrangian catenoid in \( \{0\} \times \mathbb{C}^{n-1} \subset \mathbb{C} \times \mathbb{C}^{n-1} \) translated in the \( x \) direction of the extra \( \mathbb{C} \) factor. As \( \tau \to 0 \) the translation makes the Lagrangian catenoid drift to infinity.

If we take \( b \) large if \( n = 3 \) or \( b < T \) but close to \( T \) if \( n > 3 \), and we restrict \( |\tilde{t}| \leq b \), the image under \( \hat{X}_r \) is a truncated Lagrangian catenoid which exhausts the whole Lagrangian catenoid as
$b \to T^-$ ($b \to \infty$ when $n = 3$). By the smooth dependence of $z_\beta$ on $\beta$, we conclude that if $\tau$ is small enough depending on $b$, and $\beta$ is defined as in (7.27) we have
\begin{equation}
\|z_\beta - z_0 : C^k([-b, b])\| \leq C(b, k)\beta,
\end{equation}
\begin{equation}
\|\tilde{X}_\tau - \tilde{X}_\tau : C^k([-b, b] \times \text{Mer}^1_{n-1})\| \leq C(b, k)\beta,
\end{equation}
where we can use the standard metric of the cylinder or alternatively the pullback of the Euclidean metric by $\tilde{X}_\tau$ to define the $C^k$ norm, and the constant $C(b, k)$ depends only on $b$ and $k$.

Now we study the limiting geometry of the necks when $p > 1$. Recall that for $p > 1$ waists (and hence necks) come in two types: type 1 waists where the radius of the first spherical factor $S^{p-1}$ is minimal and type 2 waists where the radius of the second spherical factor $S^{q-1}$ is minimal. We concentrate now on the case of a type 2 neck.

Since all type 2 waists are isometric and $\text{Isom}(\text{Cyl}^{p,q}, g_\tau)$ acts transitively on them we can without loss of generality deal with the waist $W[1] = \{p_+^\tau\} \times \text{Mer}^{p,q}$ (recall (7.33)). As in the case $p = 1$ we magnify the immersion $X_\tau$, while repositioning and scaling the $t$ variable, by taking
\begin{equation}
\tilde{X}_\tau(\tilde{t}, \sigma_1, \sigma_2) = \frac{1}{\beta} W X_\tau(\beta^{-q} \tilde{t} + p_+^\tau, \sigma_1, \sigma_2),
\end{equation}
where $W \in \text{U}(n)$ and $\beta > 0$ are defined by
\begin{equation}
\beta := |w_2(p_+^\tau)| = \sqrt{y_{\min}}, \quad W = \begin{pmatrix} |w_1(p_+^\tau)| & 0 & e^{i\pi/2q} |w_2(p_+^\tau)| \\ w_1(p_+^\tau) & 0 & w_2(p_+^\tau) \end{pmatrix}. \end{equation}

Geometrically, $\beta$ is the radius of the second spherical factor $S^{q-1}$ on the waist. As in the previous case using (4.20) and that $\dot{y}(p_+^\tau) = 0$ we have $\det W = -1$. We can write (recall (4.47))
\begin{equation}
\tilde{X}_\tau(\tilde{t}, \sigma_1, \sigma_2) = \left( z_1(\tilde{t}) + \frac{1 - \beta^2}{\beta} \right) \cdot \sigma_1, \quad \tilde{z}_2(\tilde{t}) = e^{i\pi/2q} \frac{w_2(\beta^{-q} \tilde{t} + p_+^\tau)}{w_2(p_+^\tau)}.
\end{equation}

In terms of the new coordinates $z_1, \tilde{z}_2$ and the rescaled time parameter $\tilde{t}$, (4.18) is equivalent to
\begin{equation}
\frac{dz_1}{d\tilde{t}} = \beta \left( \sqrt{1 - \beta^2} + \beta \pi_1 \right)^{p-1} z_2,
\end{equation}
\begin{equation}
\frac{d\tilde{z}_2}{d\tilde{t}} = \left( \sqrt{1 - \beta^2} + \beta \pi_1 \right)^{q-1} z_2^{-1},
\end{equation}
with initial data $z_1(0) = 0$, $\tilde{z}_2(0) = e^{i\pi/2q}$.

As in the case $p = 1$ (7.31) has a unique maximal solution $z_\beta = (z_1, z_2, \beta)$, for any $\beta \in \mathbb{R}$ which depends analytically on $\beta \in (-1, 1)$. When $\beta = 0$ (7.37) again simplifies: $z_{1,0} \equiv 0$ and $z_{2,0}$ satisfies the equation for the standard embedding of the unit Lagrangian catenoid in $\mathbb{C}^q$. Therefore following (7.34) we define a new $\text{SO}(p) \times \text{SO}(q)$-invariant embedding $\hat{X}_\tau : (-T, T) \times \text{Mer}^{p,q} \to \mathbb{C}^{p+q}$
\begin{equation}
\hat{X}_\tau(\tilde{t}, \sigma_1, \sigma_2) = \left( \frac{\sqrt{1 - \beta^2}}{\beta} \cdot \sigma_1, \tilde{z}_{2,0}(\tilde{t}) \cdot \sigma_2 \right),
\end{equation}
where $2T$ denotes the lifetime of the standard embedding of the unit Lagrangian catenoid in $\mathbb{C}^q$ (which as we already discussed is finite if $q > 2$ and infinite if $q = 2$). The image of $\hat{X}_\tau$ is the product of a $p-1$ sphere $r \cdot S^{p-1}$ of large radius $r = \sqrt{1 - \beta^2}/\beta \approx \beta^{-1}$ with a unit $q$-dimensional
standard Lagrangian catenoid. Arguing as before we conclude that if $\tau$ is small enough depending on $b$, and $\beta$ is defined as in (7.34), we have

$$\|z_\beta - z_0 : C^k([-b, b])\| \leq C(b, k)\beta,$$

$$\|\tilde{X}_\tau - \tilde{X}_0 : C^k([-b, b] \times SO(p,q))\| \leq C(b, k)\beta,$$

where we use the pullback of the Euclidean metric by $\tilde{X}_\tau$ to define the $C^k$ norm, the constant $C(b, k)$ depends only on $b$ and $k$, and $b < T$ where $T = T_1$ is the lifetime for the standard unit Lagrangian catenoid in $\mathbb{C}^q$ defined in (3.9). Finally the case of any type 1 neck is similar except that $\tilde{X}_\tau$ now becomes an $SO(p) \times SO(q)$-invariant embedding of the product of the unit standard Lagrangian catenoid in $\mathbb{C}^p$ with a large round $q-1$ sphere in $\mathbb{C}^q$. We omit the details.

**Synthesis.** We combine the results from the previous two sections to describe qualitatively the geometry of $X_\tau$ for small $\tau$.

We begin our discussion with the case $p = 1$. In this case each domain of periodicity of $g_\tau$ contains a single bulge $\tilde{S}[k] \subset \mathbb{C}Y^{p,q}$. Inside each bulge we fixed a compact subset $S[k] \subset \tilde{S}[k]$ (depending on the choice of a sufficiently large real number $b$) which we called an almost spherical region of $X_\tau$. As $\tau \to 0$ the image of the $k$th almost spherical region $S[k]$ under $X_\tau$ tends to the complement of a small tubular neighbourhood of the marked set $M[k] \subset S[k]$ inside the $k$th approximating sphere $S[k] = \tilde{T}_{2k\beta}S[0]$. $S[k]$ connects to its neighbouring almost spherical regions $S[k-1]$ and $S[k+1]$ via two small transition regions which are localised near the marked set $M[k] = \pm\tilde{T}_{2k\beta}, (e_1)$ of $S[k]$. The core of each transition region—the necks—are the vicinity of the two boundary waists $W[k]$ and $W[k+1]$ of $\tilde{S}[k]$.

As $\tau \to 0$ each neck $X_\tau$ approaches an embedding of the $n-1$ dimensional Lagrangian catenoid of size $\sqrt{\gamma_{\text{min}}} \simeq (2\tau)^{1/n-1}$ located close to one of the two points $\pm\tilde{T}_{2k\beta}, (e_1)$.

In the limit as $\tau \to 0$ almost spherical regions tend to (subsets) of the approximating spheres, while a transition region connecting neighbouring almost spherical regions tends to a point of intersection of the corresponding approximating spheres. It follows from (5.26) and (9.45) that as $\tau \to 0$ the rotational period of $X_\tau$ satisfies

$$\tilde{T}_{2k\beta} \to \begin{pmatrix} -1 & 0 \\ 0 & e^{-i\pi/(n-1)} \text{Id}_{n-1} \end{pmatrix}.$$  

Hence in the $\tau \to 0$ limit, the real $n$-planes in $\mathbb{C}^n$ associated to the almost spherical region $S[0]$ and the almost spherical region $S[1]$ are $\mathbb{R} \oplus \mathbb{R}^{n-1}$ and $\mathbb{R} \oplus e^{-i\pi/(n-1)}\mathbb{R}^{n-1}$ respectively. This is consistent with the fact that the Lagrangian catenoid in $\mathbb{C}^{n-1}$ is asymptotic to the union of two $n-1$ planes (which up to rotation we can take to be) $\mathbb{R}^{n-1}$ and $e^{-i\pi/(n-1)}\mathbb{R}^{n-1}$. See Figure 5 for a schematic illustration of the intrinsic geometry of $X_\tau$ in the case $p = 1$.
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**Figure 5.** Schematic presentation of the intrinsic geometry of a special Legendrian cylinder $X_\tau$ with small $\tau$ and $p = 1$.
We now discuss the limiting geometry of \( X_\tau \) when \( p > 1 \). In this case each domain of periodicity of \( g_\tau \) contains not one but two bulges \( \hat{S}[k] \) and \( \hat{S}[k+1] \). For each bulge one of its two boundary waists is a waist of type 1 (where the radius of the first spherical factor \( \mathbb{S}^{p-1} \) is minimal) and the other is a waist of type 2 (where the radius of the second spherical factor \( \mathbb{S}^{q-1} \) is minimal). Moreover, since waists of type 1 and 2 alternate along \( \text{Cyl}^{p,q} \) one of the two bulges in a domain of periodicity will have a type 1 waist at its left-hand boundary and a type 2 waist at its right-hand boundary, while the other bulge will have a type 2 waist at its LH boundary and a type 1 waist at its RH boundary. Hence while the reflectional symmetry \( T_{2kp} \circ T_{p} \) exchanges the adjacent almost spherical regions \( S[k] \) and \( S[k+1] \) there is no purely translational symmetry that achieves this (unlike the case \( p = 1 \)). Instead the basic rotational period \( T_{2kp} \) of \( X_\tau \) sends \( S[k] \) to \( S[k+2] \). This reflects a fundamental difference in the geometry of \( X_\tau \) between the cases \( p = 1 \) and \( p > 1 \).

Inside each bulge we fixed a compact subset \( S[k] \subset \hat{S}[k] \) (depending on the choice of a sufficiently large real number \( b \)) which we called the \( k \)th almost spherical region of \( X_\tau \). As \( \tau \to 0 \) the image of the \( k \)th almost spherical region \( S[k] \) under \( X_\tau \) tends to the complement of a small tubular neighbourhood of the marked set \( \hat{M}[k] \subset S[k] \) inside the \( k \)th approximating sphere. The marked set \( \hat{M}[k] \) is a generalised \((p,q)\)-Hopf link, i.e. two orthogonal equatorial subspheres in \( \mathbb{S}^{p+q-1} \) of dimensions \( p-1 \) and \( q-1 \). \( S[k] \) connects to its neighbouring almost spherical regions \( S[k-1] \) and \( S[k+1] \) via two transition regions which are localised near the two components of the marked set \( \hat{M}[k] \). The core of each transition region—the necks—is the vicinity of one of the waists \( W[k] \) and \( W[k+1] \): one of type 1 and one of type 2. On the neck containing the type 1 waist \( X_\tau \) approaches an embedding of the product of a Lagrangian catenoid in \( \mathbb{C}^p \) of size \( \sqrt{1-y_{\text{max}}} \simeq (2\tau)^{1/p} \), with a round sphere \( \mathbb{S}^{q-1} \) of radius 1 as \( \tau \to 0 \). This type 1 neck localises to the equatorial \( q-1 \) sphere of the marked set \( \hat{M}[k] \). On the type 2 neck \( X_\tau \) approaches an embedding of the product of a round sphere \( \mathbb{S}^{p-1} \) of radius 1 with a Lagrangian catenoid in \( \mathbb{C}^q \) of size \( \sqrt{y_{\text{min}}} \simeq (2\tau)^{1/q} \) which localises to the equatorial \( p-1 \) sphere of the marked set \( \hat{M}[k] \). In particular, when \( p \neq q \) necks of type 1 and necks of type 2 are not isometric and hence no symmetry can take a type 1 neck to a type 2 neck.

However, when \( p = q \) type 1 and type 2 necks are isometric and extra symmetries exist that exchange the two neck types: the symmetry \( T_{kp} \circ E \) (recall \( \text{LS} \)) sends the bulge \( \hat{S}[k] \) to itself but exchanges its two boundary waists \( W[k] \) and \( W[k+1] \).

In the limit as \( \tau \to 0 \) almost spherical regions tend to (subsets) of the approximating spheres, while a transition region connecting neighbouring almost spherical regions tends to the equatorial subsphere formed by the intersection of the corresponding approximate spheres. It follows from \( \text{LM} \) and \( \text{OJ} \) that as \( \tau \to 0 \) the reflection \( T_{p} \) that sends \( S[0] \) to \( S[1] \) converges to the reflection
\[
(z, w) \mapsto (\overline{z}, e^{-i\pi/q}\overline{w}), \quad \text{for } (z, w) \in \mathbb{C}^p \times \mathbb{C}^q.
\]

Hence in the \( \tau \to 0 \) limit, the real \( n \)-planes in \( \mathbb{C}^n \) associated to the almost spherical regions \( S[0] \) and \( S[1] \) are \( \mathbb{R}^p \oplus \mathbb{R}^q \) and \( \mathbb{R}^p \oplus e^{-i\pi/q}\mathbb{R}^q \). This is consistent both with the asymptotic geometry of the Lagrangian catenoid in \( \mathbb{C}^q \) and the fact that the neck concentrates on a round \( \mathbb{S}^{p-1} \). Similarly, the reflection \( \overline{T} \) that sends \( S[0] \) to \( S[-1] \) converges as \( \tau \to 0 \) to the reflection
\[
(z, w) \mapsto (e^{-i\pi/p}\overline{z}, \overline{w}), \quad \text{for } (z, w) \in \mathbb{C}^p \times \mathbb{C}^q.
\]

Hence in the \( \tau \to 0 \) limit the real \( n \)-planes in \( \mathbb{C}^n \) associated to the almost spherical regions \( S[0] \) and \( S[-1] \) are \( \mathbb{R}^p \oplus \mathbb{R}^q \) and \( e^{-i\pi/p}\mathbb{R}^p \oplus \mathbb{R}^q \) respectively, which is again consistent with the asymptotic geometry of the \( p \) dimensional catenoid and concentration of the neck on a round \( \mathbb{S}^{q-1} \).

8. Torques

Suppose \( M \) is an oriented \( m \)-dimensional submanifold of the ambient manifold \( (\overline{M}, \overline{g}) \) and \( k \in \text{iso}(\overline{M}, \overline{g}) \) is a Killing field on \( (\overline{M}, \overline{g}) \). Given any oriented hypersurface \( \Sigma \subset M \) we define the \( k \)-flux...
through $\Sigma$ by

$$F_k(\Sigma) := \int_{\Sigma} g(k, \eta) \, d\nu \Sigma,$$

where $\eta$ is the unit conormal to $\Sigma$, chosen so that the orientation defined by $\Sigma$ and $\eta$ agrees with that of $M$. An immediate consequence of the First Variation of Volume formula [66, 7.6] is

**Lemma 8.2.** If $M$ is an oriented $n$-dimensional minimal submanifold of $(\overline{M}, \overline{g})$, $\Sigma$ is an oriented hypersurface of $M$ and $k \in \mathfrak{so}(\overline{M}, \overline{g})$ then the $k$-flux through $\Sigma$, $F_k(\Sigma)$, depends only on the homology class $[\Sigma] \in H_{n-1}(M, \mathbb{R})$.

In other words, when $M$ is a minimal submanifold of $(\overline{M}, \overline{g})$ the $k$-flux map defined in (8.1) induces a linear map $F : H_{n-1}(M, \mathbb{R}) \to \mathfrak{so}(\overline{M}, \overline{g})^*$. In particular, if $(\overline{M}, \overline{g}) = (\mathbb{S}^{2n-1}, g_{std})$ then $\mathfrak{so}(\overline{M}, \overline{g}) = \mathfrak{o}(2n)$ and we call the map $F : H_{n-1}(M, \mathbb{R}) \to \mathfrak{o}(2n)^*$ the torque of $M$. For special Legendrian submanifolds of $\mathbb{S}^{2n-1}$ it is also convenient to define the restricted torque of $M$, which is the restriction of the torque to the subalgebra $\mathfrak{su}(n) \subset \mathfrak{o}(2n)$.

**Proposition 8.3.** For $p > 1$ the $\mathfrak{su}(n)$ restricted torque of the $\text{SO}(p) \times \text{SO}(q)$-invariant special Legendrian immersion $X_\tau : \text{Cyl}^{p,q} \to \mathbb{S}^{2(p+q)-1}$ is given by

$$F_k(X_\tau) = \begin{cases} 2\tau \left( \frac{1}{p} \sum_{i=1}^{p} \lambda_i - \frac{1}{q} \sum_{j=1}^{q} \mu_j \right) \text{Vol}(\mathbb{S}^{p-1}) \text{Vol}(\mathbb{S}^{q-1}) & k = i \text{ diag}(\lambda_1, \ldots, \lambda_p, \mu_1, \ldots, \mu_q); \\ 0 & \text{if } k \in \mathfrak{su}(n) \text{ is off-diagonal}, \end{cases}$$

where we implicitly use the homology class of any meridian in $\text{Cyl}^{p,q}$.

For $p = 1$ the $\mathfrak{su}(n)$ restricted torque of the $\text{SO}(n-1)$-invariant special Legendrian immersion $X_\tau : \text{Cyl}^{1,n-1} \to \mathbb{S}^{2n-1}$ is given by

$$F_k(X_\tau) = \begin{cases} 2\tau \left( \lambda - \frac{1}{n-1} \sum_{j=1}^{n-1} \mu_j \right) \text{Vol}(\mathbb{S}^{n-2}) & k = i \text{ diag}(\lambda, \mu_1, \ldots, \mu_{n-1}); \\ 0 & \text{if } k \in \mathfrak{su}(n) \text{ is off-diagonal}. \end{cases}$$

In particular, if we take $k = t$ to be the generator of the 1-parameter subgroup $\{ \tilde{T}_t \}_{t \in \mathbb{R}}$ (defined in (4.49) associated to the rotational period $\tilde{T}_{2\pi}$ of $X_\tau$ then we obtain

$$F_t(X_\tau) = \begin{cases} 2\tau \frac{\mu}{pq} \text{Vol}(\mathbb{S}^{p-1}) \text{Vol}(\mathbb{S}^{q-1}), & \text{if } p > 1; \\ 2\tau \frac{\mu}{n-1} \text{Vol}(\mathbb{S}^{n-2}), & \text{if } p = 1. \end{cases}$$

**Proof.** We give the proof in the case $p > 1$. The result in the case $p = 1$ follows by making the obvious adjustments to the argument below.

**Case $p > 1$:** By the homological invariance of $F_k(\Sigma)$ we may evaluate the $k$-flux on any meridian $\{t_0\} \times \text{Mer}^{p,q}$ of $\text{Cyl}^{p,q}$. From (4.48) iii the vector field $\partial_t$ is orthogonal to any meridian $\{t_0\} \times \text{Mer}^{p,q}$. Hence the unit conormal is given by $\eta = \partial_t X_\tau / |\partial_t X_\tau|$. By the definition of $X_\tau$ in terms of $w_\tau$ we have $|\partial_t X_\tau| = |w|$. Using (3.50) and (4.48) ii the volume form induced on the meridian $\{t_0\} \times \text{Mer}^{p,q}$ is

$$|w_1|^{p-1} |w_2|^{q-1} \, dv_{\mathbb{S}^{p-1}} \wedge dv_{\mathbb{S}^{q-1}} = |\partial_t X_\tau| \, dv_{\mathbb{S}^{p-1}} \wedge dv_{\mathbb{S}^{q-1}}.$$

Therefore

$$F_k = \int_{t=t_0} k \cdot \frac{\partial_t X_\tau}{|\partial_t X_\tau|} |\partial_t X_\tau| \, dv_{\mathbb{S}^{p-1}} \wedge dv_{\mathbb{S}^{q-1}} = \int_{t=t_0} k \cdot \partial_t X_\tau \, dv_{\mathbb{S}^{p-1}} \wedge dv_{\mathbb{S}^{q-1}},$$

where $t = t_0$ is a shorthand for the meridian $\{t_0\} \times \text{Mer}^{p,q}$ on which the $\mathbb{R}$ coordinate $t$ equals $t_0$.

$k \in \mathfrak{su}(n)$ is diagonal: If $k = i \text{ diag}(\lambda_1, \ldots, \lambda_p, \mu_1, \ldots, \mu_q) \in \mathfrak{su}(n)$ a short computation shows that

$$k \cdot \partial_t X_\tau = \text{Im}(\overline{w}_1 \dot{w}_1) \sum_{i=1}^{p} \lambda_i (\sigma_i^1)^2 + \text{Im}(\overline{w}_2 \dot{w}_2) \sum_{j=1}^{q} \mu_j (\sigma_j^2)^2,$$
where \( \sigma_1 = (\sigma_1^1, \ldots, \sigma_1^p) \in \mathbb{S}^{p-1} \subset \mathbb{R}^p \) and \( \sigma_2 = (\sigma_2^1, \ldots, \sigma_2^q) \in \mathbb{S}^{q-1} \subset \mathbb{R}^q \). Hence using (8.11) and the definition of \( \tau \) we have

\[
(8.7) \quad k \cdot \partial_t X_\tau = 2\tau \left( \sum_{i=1}^{p} \lambda_i (\sigma_1^i)^2 - \sum_{j=1}^{q} \mu_j (\sigma_2^j)^2 \right).
\]

By symmetry we have

\[
(8.8) \quad \int_{S^{p-1}} (\sigma_1^i)^2 \, dv_{S^{p-1}} = \frac{1}{p} \text{Vol} S^{p-1} \quad \text{and} \quad \int_{S^{q-1}} (\sigma_2^j)^2 \, dv_{S^{q-1}} = \frac{1}{q} \text{Vol} S^{q-1},
\]

for \( 1 \leq i \leq p \) and \( 1 \leq j \leq q \). Combining (8.6), (8.7) and (8.8) we obtain

\[
F_k = 2\tau \left( \frac{1}{p} \sum_{i=1}^{p} \lambda_i - \frac{1}{q} \sum_{j=1}^{q} \mu_j \right) \text{Vol}(S^{p-1}) \text{Vol}(S^{q-1}).
\]

Here \( k \in \text{su}(n) \) is off-diagonal; Off-diagonal elements \( k \in \text{su}(n) \) can be decomposed as \( \mathfrak{so}(n) \oplus i \text{Sym}_{\text{off}}(n, \mathbb{R}) \) where \( \text{Sym}_{\text{off}}(n, \mathbb{R}) \) denotes the off-diagonal real symmetric \( n \times n \) matrices. By linearity it suffices to prove \( F_k = 0 \) for any \( k \in \mathfrak{so}(n) \) and \( k \in i \text{Sym}_{\text{off}}(n, \mathbb{R}) \).

First we show that \( F_k \) vanishes for any \( k \in \mathfrak{so}(n) \subset \text{su}(n) \). Let \( e_1, \ldots, e_n \) denote the standard unitary basis of \( \mathbb{C}^n \). For \( i \neq j \in \{1, \ldots, n\} \) define \( R_{ij} \in \mathfrak{so}(n) \) by

\[
R_{ij}(v) = (e_i \cdot v) e_j - (e_j \cdot v) e_i,
\]

for any \( v \in \mathbb{R}^n \).\{\( R_{ij} \}\} for \( i < j \in \{1, \ldots, n\} \) forms a basis for \( \mathfrak{so}(n) \subset \text{su}(n) \). Using the definition of \( X_\tau \) and \( R_{ij} \) we find

\[
R_{ij} X_\tau = \begin{cases} 
 w_1(\sigma_1^i e_j - \sigma_1^j e_i) & \text{for } i, j \in \{1, \ldots, p\}; \\
 w_2(\sigma_2^i e_j - \sigma_2^j e_i) & \text{for } i', j' \in \{1, \ldots, q\}; \\
 w_1\sigma_1^i e_j - w_2\sigma_2^j e_i & \text{for } i \in \{1, \ldots, p\}, \ j' \in \{1, \ldots, q\},
\end{cases}
\]

where \( i' = i - p \) and \( j' = j - p \). Taking the inner product with \( \partial_t X_\tau \) we obtain

\[
(8.9) \quad R_{ij} X_\tau \cdot \partial_t X_\tau = \begin{cases} 
 0 & \text{for } i, j \in \{1, \ldots, p\}; \\
 0 & \text{for } i', j' \in \{1, \ldots, q\}; \\
 \text{Re}(\overline{w}_1 \dot{w}_2 - \overline{w}_2 \dot{w}_1)\sigma_1^i \sigma_2^{j'} & \text{for } i \in \{1, \ldots, p\}, \ j' \in \{1, \ldots, q\}.
\end{cases}
\]

Clearly we have

\[
(8.10) \quad \int_{S^{p-1} \times S^{q-1}} \sigma_1^i \sigma_2^{j'} \, dv_{S^{p-1}} \wedge dv_{S^{q-1}} = \int_{S^{p-1}} \sigma_1^i \, dv_{S^{p-1}} \int_{S^{q-1}} \sigma_2^{j'} \, dv_{S^{q-1}} = 0.
\]

Combining (8.7), (8.9) and (8.10) we conclude \( F_k = 0 \) for \( k = R_{ij} \) and hence by linearity \( F_k = 0 \) for all \( k \in \mathfrak{so}(n) \subset \text{su}(n) \).

Now we show that \( F_k = 0 \) for any \( k \in i \text{Sym}_{\text{off}}(n, \mathbb{R}) \). For \( i < j \in \{1, \ldots, n\} \) define \( S_{ij} \in \text{Sym}_{\text{off}}(n, \mathbb{R}) \) by

\[
S_{ij}(v) = (e_i \cdot v) e_j + (e_j \cdot v) e_i,
\]

for any \( v \in \mathbb{R}^n \).\{\( S_{ij} \}\} for \( i < j \in \{1, \ldots, n\} \) forms a basis for \( i \text{Sym}_{\text{off}}(n, \mathbb{R}) \subset \text{su}(n) \). Using the definition of \( X_\tau \) and \( S_{ij} \) we find

\[
\sqrt{-1} S_{ij} X_\tau = \sqrt{-1} \begin{cases} 
 w_1(\sigma_1^i e_j + \sigma_1^j e_i) & \text{for } i, j \in \{1, \ldots, p\}; \\
 w_2(\sigma_2^i e_j + \sigma_2^j e_i) & \text{for } i', j' \in \{1, \ldots, q\}; \\
 w_1\sigma_1^i e_j + w_2\sigma_2^j e_i & \text{for } i \in \{1, \ldots, p\}, \ j' \in \{1, \ldots, q\},
\end{cases}
\]
where as above \( i' = i - p \) and \( j' = j - p \). Taking the inner product with \( \partial_i X_\tau \) we obtain

\[
(8.11) \quad S_{ij} X_\tau \cdot \partial_i X_\tau = \begin{cases} 
2 \text{Im}(\overline{w}_1 \overline{w}_1) \sigma_1^i \sigma_1^j & \text{for } i, j \in \{1, \ldots, p\}; \\
2 \text{Im}(\overline{w}_2 \overline{w}_2) \sigma_2^i \sigma_2^j & \text{for } i', j' \in \{1, \ldots, q\}; \\
\text{Im}(\overline{w}_1 \overline{w}_2 + \overline{w}_2 \overline{w}_1) \sigma_1^i \sigma_2^j & \text{for } i \in \{1, \ldots, p\}, j' \in \{1, \ldots, q\}.
\end{cases}
\]

For any \( i \neq j \) we have

\[
(8.12) \quad \int_{\mathbb{S}^{p-1} \times \mathbb{S}^{q-1}} \sigma_1^i \sigma_1^j \, dv_{\mathbb{S}^{p-1}} \wedge dv_{\mathbb{S}^{q-1}} = \text{Vol}(\mathbb{S}^{q-1}) \int_{\mathbb{S}^{p-1}} \sigma_1^i \sigma_1^j \, dv_{\mathbb{S}^{p-1}} = 0,
\]

since for any \( i \neq j \), \( \sigma_1^i \sigma_1^j \) is an eigenvalue of the Laplacian on \( \mathbb{S}^{p-1} \) with eigenvalue \( \lambda = 2p \), and hence is \( L^2 \)-orthogonal to the constant functions. (Alternatively, one can consider the involution mapping \( \sigma_1^i \mapsto -\sigma_1^i \) and \( \sigma_1^j \mapsto -\sigma_1^j \) for any \( k \neq \{i, j\} \) and fixing all other components of \( \sigma_1 \). Clearly this symmetry preserves \( dv_{\mathbb{S}^{p-1}} \) but sends \( \sigma_1^i \sigma_1^j \mapsto -\sigma_1^j \sigma_1^i \). Hence the integral in (8.12) is odd under this symmetry and therefore vanishes.) Similarly, we have

\[
(8.13) \quad \int_{\mathbb{S}^{p-1} \times \mathbb{S}^{q-1}} \sigma_2^i \sigma_2^j \, dv_{\mathbb{S}^{p-1}} \wedge dv_{\mathbb{S}^{q-1}} = \text{Vol}(\mathbb{S}^{q-1}) \int_{\mathbb{S}^{p-1}} \sigma_2^i \sigma_2^j \, dv_{\mathbb{S}^{p-1}} = 0,
\]

for any \( i \neq j \). For any \( i \neq j \), combining (8.6), (8.10), (8.13) implies that \( \mathcal{F}_k = 0 \) for \( k = \sqrt{-1} S_{ij} \) and hence by linearity \( \mathcal{F}_k = 0 \) for all \( k \in i \text{Sym}_n(\mathbb{R}) \subset \mathfrak{su}(n) \).

\[\square\]

Remark 8.14. If \( \tilde{M} \in SU(n) \) then \( \tilde{M} \circ X_\tau : \text{Cyl}^{p+q} \to \mathbb{S}^{2(p+q)-1} \) is also a 1-parameter family of special Legendrian immersions and hence we may consider its torque or restricted torque. A simple computation shows that the torque or restricted torque of \( X_\tau \) determines the torque of \( M \circ X_\tau \) by

\[
(8.15) \quad \mathcal{F}_k(\tilde{M} \circ X_\tau) = \mathcal{F}_k(X_\tau), \quad \text{where } \tilde{k} = \tilde{M}^k k \tilde{M} \text{ and } k \in \mathfrak{su}(n).
\]

Remark 8.16. If \( G \) is a Lie subgroup of \( O(m) \) then one can obtain restrictions on the possible torques \( \mathcal{F} \) of any \( G \)-invariant minimal submanifold of \( \mathbb{S}^{m-1} \), in terms of the coadjoint action of \( G \subset O(m) \) on \( \mathfrak{o}(m)^* \). We will describe this in detail elsewhere.

9. PRECISE ASYMPTOTICS AS \( \tau \to 0 \)

In order to describe the asymptotics it helps to introduce the following notation: We define functions of \( \tau \) by

\[
(9.1) \quad T_k(\tau) := \begin{cases} 
\tau^{-1+2/k} & \text{for } k > 2; \\
\log \tau^{-1} & \text{for } k = 2,
\end{cases}
\]

and introduce the notation \( f_1 \sim f_2 \) for functions \( f_1 \) and \( f_2 \) of \( \tau \) to mean that

\[
(9.2) \quad \frac{f_2(\tau)}{f_1(\tau)} \to 1 \quad \text{as } \tau \to 0.
\]

Using this notation we have the following :

**Proposition 9.3** (Small \( \tau \) asymptotics of the period and partial-periods).

(i) For \( p > 1 \), \( p_+^\tau \) and \( p_-^\tau \) are analytic functions of \( \tau \) for \( 0 < |\tau| < \tau_{\max} \). For \( p = 1 \), \( p_\tau \) is an analytic function of \( \tau \) for \( 0 < |\tau| < \tau_{\max} \).

(ii) In the case \( p > 1 \) we have

\[
(9.4) \quad p_+^\tau \sim b_1 T_k^\tau(\tau), \quad p_-^\tau \sim b_p T_p^\tau(\tau),
\]

where

\[
(9.5) \quad b_2 := 1, \quad b_k := 4^{-1+1/k} \int_{1}^{\infty} \frac{dz}{\sqrt{2^k - 1}} = 4^{-1+1/k} \frac{\sqrt{\pi} \Gamma(\frac{1}{2} - \frac{1}{k})}{\Gamma(-\frac{1}{k})} \quad \text{for } k \geq 2.
\]
where $\Gamma$ is the gamma function. We also have

\begin{align}
(9.6) \quad p_r & \sim b_q T_q(\tau) \quad \text{when} \quad 1 \leq p < q, \quad p_r \sim 2b_q T_q(\tau) \quad \text{when} \quad 2 \leq p = q.
\end{align}

Remark 9.7. For $k > 2$ we note that by [3, vii], the expression $b_k T_k(\tau)$ appearing in (9.4) is exactly half the lifetime of a Lagrangian catenoid in $\mathbb{C}^k$ of size $2\tau$ parametrised by $3.3$. In light of the geometry of the high curvature regions of $X_\tau$ described in Section 7 this does not come as a surprise.

Proof. For $p = 1$, $\dot{y}_r(p_r) = 0$ and for $p > 1$, $\dot{y}_r(p_r^+ \tau) = \dot{y}_r(-p_r^- \tau) = 0$ and locally the vanishing of $\dot{y}$ determines $p_r^+$ and $p_r^-$. Moreover, $\dot{y} = 2f'(y(t))$ is nonzero at $t = p_r$ if $p = 1$ or at either $p_r^+$ and $-p_r^-$ if $p > 1$ for all $\tau \in (0, \tau_{\text{max}})$. Analyticity of $p_r^+, p_r^-$ in the case $p > 1$ (and hence $p_r = p_r^+ + p_r^-$) and $p_r$ in the case $p = 1$ now follows from the real analytic Implicit Function Theorem.

Assume now that $p > 1$. By using [4.21, 4.43] and (9.1) we have that

\begin{align}
P_r^+ &= \int_{y_{\text{min}}}^{q/n} \frac{dy}{2\sqrt{y^q(1 - y)^p - 4\tau^2}}, \quad P_r^- = \int_{q/n}^{y_{\text{max}}} \frac{dy}{2\sqrt{y^q(1 - y)^p - 4\tau^2}}.
\end{align}

Clearly if we substitute the limits $y_{\text{min}}$ and $y_{\text{max}}$ in the above integrals by $y_{\text{min}} + \delta$ and $y_{\text{max}} - \delta$ where $\delta$ is a small positive number, the integrals we get converge as $\tau \to 0$ to constants which depend only on $\delta$. Moreover since for $y \in [y_{\text{min}}, y_{\text{min}} + \delta]$ we have

\begin{align}
(1 - y_{\text{min}} - \delta)^{p/2} \sqrt{\max(0, y^q - 4(\tau^2)^2)} \leq \sqrt{y^q(1 - y)^p - 4\tau^2} \leq \sqrt{y^q - 4\tau^2},
\end{align}

where $\tau' := \tau(1 - y_{\text{min}} - \delta)^{-p/2}$, and for $y \in [y_{\text{max}} - \delta, y_{\text{max}}]$ we have

\begin{align}
(y_{\text{max}} - \delta)^{q/2} \sqrt{\max(0, (1 - y)^p - 4(\tau^2)^2)} \leq \sqrt{y^q(1 - y)^p - 4\tau^2} \leq \sqrt{(1 - y)^p - 4\tau^2},
\end{align}

where $\tau'' = (y_{\text{max}} - \delta)^{-q/2}$, it is enough to prove

\begin{align}
\int_{y_{\text{min}}}^{y_{\text{min}} + \delta} \frac{dy}{\sqrt{y^q - 4\tau^2}} \sim 2b_q T_q(\tau), \quad \int_{y_{\text{min}} - \delta}^{y_{\text{max}}} \frac{dy}{\sqrt{(1 - y)^p - 4\tau^2}} \sim 2b_q T_q(\tau).
\end{align}

This follows easily by using [4.31] and integration by substitution (substituting $z = y(4\tau^2)^{-1/q}$ or $z = (1 - y)(4\tau^2)^{-1/p}$ respectively), and concludes the proof when $p > 1$ (recall also 5.2).

When $p = 1$ by using [4.21, 4.44] and (5.3) we have

\begin{align}
P_r = \int_{y_{\text{min}}}^{y_{\text{max}}} \frac{dy}{2\sqrt{y^{n-1}(1 - y) - 4\tau^2}}
\end{align}

and as before the proof reduces to

\begin{align}
\int_{y_{\text{min}}}^{y_{\text{min}} + \delta} \frac{dy}{\sqrt{y^{n-1} - 4\tau^2}} \sim 2b_{n-1} T_{n-1}(\tau).
\end{align}

We introduce now some convenient notation. Note that the definition of $\Phi_v$ is motivated by the fact that if $\Phi$ is Legendrian then $\Phi_v$ is also Legendrian (see e.g. [38, Lemma 2.4]).

Definition 9.8. If $\Phi : \Sigma \to \mathbb{S}^{2n-1} \subset \mathbb{C}^n$ is an immersion and $V$ is a normal (to $\Phi$ in $\mathbb{S}^{2n-1}$) small vector field, we define $\Phi_V : \Sigma \to \mathbb{S}^{2n-1}$ by

\begin{align}
\Phi_V = \frac{\Phi + V}{|\Phi + V|},
\end{align}

where we consider $\Phi$ and $V$ as $\mathbb{C}^n$-valued and $|\cdot|$ is the standard length. If $\Phi$ is Legendrian and $v : \Sigma \to \mathbb{R}$ a function with locally small enough $C^1$ norm, we also write $\Phi_v$ for $\Phi_{2vJ\frac{\partial}{\partial v} + J\nabla v}$.

In order to understand the asymptotics of $\Phi_v$ we prove first the following lemma:
Lemma 9.9. Let $t = \frac{d\tilde{T}}{dx} \big|_{x=0} \in \text{su}(n)$ be the generator of the 1-parameter subgroup $\{\tilde{T}_x\}$. Suppose that $(X_\tau)_\phi$ is special Legendrian where $\phi : \text{Cyl}^{p,q} \to \mathbb{R}$ is a smooth function which depends only on $t$. The $t$-flux through the meridian $(\{t\} \times \text{Mer}^{p,q})$ of $(X_\tau)_\phi$ is given by

$$F_t = \frac{n}{pq} \text{Vol(Mer}^{p,q}) \left(2\tau + (q - ny)\dot{\phi} + n\dot{\psi}\phi\right) + \text{h.o.t.},$$

where $\text{Vol(Mer}^{p,q}) = \text{Vol(S}^{p-1}) \text{Vol(S}^{q-1})$ if $p > 1$ or $\text{Vol(Mer}^{p,q}) = \text{Vol(S}^{n-2})$ if $p = 1$, and “h.o.t.” stands for terms which are quadratic or higher order in $\phi$ and its derivatives.

Remark 9.10. Since $\phi$ depends only on $t$ the linearised equation

$$\Delta x^{n,2n-1} \phi + 2n\phi = 0$$

reduces to

$$\ddot{\phi} = -2n|\dot{\omega}|^2 \phi.$$  

By 3.30 and 4.22 we have

$$(q - ny)\dot{\phi} + n\dot{\psi}\phi = (q - ny)|\dot{\omega}|^2 (\Delta x^{n,2n-1} \phi + 2n\phi),$$

which shows that the first order linear ODE

$$(q - ny)\dot{\phi} + n\dot{\psi}\phi = A$$

for any constant $A$, is a first integral of the second order linearised equation 9.11. Clearly, $\phi = q - ny$ satisfies 9.12 with $A = 0$ and hence is a solution of the linearised equation 9.11. One can also establish this directly by taking its second derivative and using 4.22 and 3.30.

There is a simple geometric explanation for the solution $q - ny$ to the rotationally invariant linearised equation and for the fact that this solution satisfies 9.12 with constant $A = 0$. For any special Legendrian $X$ the variation vector field $V$ associated with the 1-parameter variation $\tilde{T}_x \circ X$ arises from a function $\phi$ which solves the linearised equation. The function $\phi$ is $f_t \circ X$, where

$$f_t(z_1, ..., z_n) = \frac{1}{2p} \sum_{i=1}^{p} |z_i|^2 - \frac{1}{2q} \sum_{i=p+1}^{n} |z_i|^2,$$

which satisfies

$$J\nabla f_t = \frac{d\tilde{T}_x}{dx} \big|_{x=0},$$

i.e. it is the function whose associated Hamiltonian vector field is $t$, the infinitesimal generator of $\{\tilde{T}_x\}$. Recall that the 1-parameter subgroup $\{\tilde{T}_x\}$ commutes with every $M \in \text{SO}(p) \times \text{SO}(q)$.

Hence for any $x$, $\tilde{T}_x \circ X_\tau$ is also an $\text{SO}(p) \times \text{SO}(q)$-invariant special Legendrian congruent to $X_\tau$. Thus $f_t \circ X_\tau$ should be a rotationally invariant function which is just

$$f_t \circ X_\tau = \frac{q - ny}{2pq}.$$  

$q - ny$ satisfies 9.12 with $A = 0$ because $\tilde{T}_x \circ X_\tau$ is just a repositioning of $X_\tau$ and does not correspond to changing the value of $\tau$ to some nearby $\tau'$. The variation vector field corresponding to varying $\tau$ in $X_\tau$ also arises from a rotationally invariant solution $\phi$ of the linearised equation, but by 0.9 it must satisfy 9.11 with a nonzero constant $A$ because it corresponds to changing the value of $\tau$.

Finally, recall (see e.g. [3, §27]) that if $\psi$ and $\phi$ are solutions of the second order linear equation 9.11 then the Wronskian

$$W_{\psi, \phi}(t) := \psi\dot{\phi} - \psi\dot{\phi},$$

is constant and $\psi$, $\phi$ span the space of solutions of 9.11 if and only if this constant is nonzero. The expression on the LHS of 9.12 is precisely the Wronskian where $\psi = q - ny$. Hence to find a basis of solutions for 9.11 it suffices to find a function $\phi$ satisfying 9.12 with say $A = 1$. 


Proof. The proof is a rather long calculation making full use of the expression for $X_\tau$ in terms of $\mathbf{w}_\tau$, the definition of the perturbation of a Legendrian submanifold by a function and repeated use of the equations satisfied by $\mathbf{w}_\tau$, in particular (3.30) [1.18] [1.20] and [1.21]. Because of the importance of the lemma for calculating the asymptotics of $\mathbf{b}_\tau$ as $\tau \to 0$ we give the main steps in the calculation.

To simplify the notation we write $X = X_\tau$ and $Y = (X_\tau)_\phi$. To compute the $t$-flux through the meridian $((\{t\}) \times \operatorname{Mer}^{p,q})$ of $Y$ using (3.31) we need to compute the following: the pullback metric $\gamma^* g_{\mathbb{S}^{2n-1}}$, the unit conormal $\eta$ to the meridian, the volume form induced on the meridian by $\gamma^* g_{\mathbb{S}^{2n-1}}$ and the inner product $\eta \cdot \mathbf{t}$.

We proceed to calculate $\gamma^* g_{\mathbb{S}^{2n-1}}$. We first assume that $p > 1$. The definition of $(X)_\phi$ yields

$$Y = X + i|\mathbf{w}|^{-2}\phi \hat{X} + 2i\phi X + \mathrm{h.o.t.},$$

and therefore

$$\dot{Y} = \dot{X} + i\dot{X} (|\mathbf{w}|^{-2}\phi) + iX (\phi (|\mathbf{w}|^{-2})') + |\mathbf{w}|^{-2}(2\phi) + 2iX \phi + \mathrm{h.o.t.}$$

We compute that

$$|\dot{Y}|^2 = |X|^2 + 2|\hat{w}|^{-2}\phi X \cdot i\hat{X} + \mathrm{h.o.t.}$$

(many terms vanish using the fact that $X$ is Legendrian in $\mathbb{S}^{2n-1}$ and because we only keep terms linear in $\phi$ and its derivatives). From the definition of $X_\tau$ in terms of $\mathbf{w}_\tau$ we find

$$\dot{X} \cdot i\hat{X} = \Im(\dot{w}_1 \mathbf{\bar{w}}_1 + \dot{w}_2 \mathbf{\bar{w}}_2).$$

Differentiation of (4.18) to compute the second derivatives of $\mathbf{w}$ and subsequent persistent use of (4.18) to replace all first derivatives of $\mathbf{w}$ eventually yields

$$\dot{w}_1 \mathbf{\bar{w}}_1 + \dot{w}_2 \mathbf{\bar{w}}_2 = \mathbf{\bar{w}}_1 \mathbf{\bar{w}}_2 (1 - y)^{p-1} y^{q-1} \left( (p - 1) \frac{|w_1|^2}{|w_1|^2} + (p - q) - (q - 1) \frac{|w_1|^2}{|w_2|^2} \right).$$

Using (3.30) and (1.20) and some algebraic manipulation we obtain

$$\dot{X} \cdot i\hat{X} = 2\tau|\mathbf{w}|^2 \left( \frac{p - 1}{|w_1|^2} - \frac{q - 1}{|w_2|^2} \right),$$

and hence

$$|\dot{Y}|^2 = |\mathbf{w}|^2 + 4\tau \left( \frac{p - 1}{|w_1|^2} - \frac{q - 1}{|w_2|^2} \right) + \mathrm{h.o.t.}$$

We denote by $x$ and $y$ parametrisations of $\mathbb{S}^{p-1}$ and $\mathbb{S}^{q-1}$ with coordinates $\{x^j\}$ and $\{y^k\}$ respectively and calculate

$$\frac{\partial Y}{\partial x^j} = \frac{\partial X}{\partial x^j} + i \frac{\partial^2 X}{\partial t \partial x^j} |\mathbf{w}|^{-2} \phi + i \frac{\partial X}{\partial x^j} 2\phi + \mathrm{h.o.t.}$$

and similarly for $\partial Y/\partial y^k$. Using $X = w_1 x + w_2 y$ one can verify that

$$\dot{X} \cdot \frac{\partial X}{\partial x^j} = \dot{X} \cdot i \frac{\partial X}{\partial x^j} = \dot{X} \circ i \frac{\partial^2 X}{\partial t \partial x^j} = \frac{\partial X}{\partial x^j} \cdot i\hat{X} = 0,$$

for all $j$. The same vanishing is also true if we use the coordinates $y^k$ in place of $x^j$. Since the only terms in $\dot{Y} \cdot \frac{\partial Y}{\partial x^j}$ or $\dot{Y} \cdot \frac{\partial Y}{\partial y^k}$ that are linear in $\phi$ and its derivatives are linear combinations of these vanishing terms above we conclude that

$$\dot{Y} \cdot \frac{\partial Y}{\partial x^j} = \dot{Y} \cdot \frac{\partial Y}{\partial y^k} = 0 + \mathrm{h.o.t.} \quad \text{for all } j \text{ and } k.$$

One also has

$$\frac{\partial Y}{\partial x^j} \cdot \frac{\partial Y}{\partial y^k} = 0 + \mathrm{h.o.t.} \quad \text{for any } j \text{ and } k.$$

We compute

$$\frac{\partial X}{\partial x^j} \cdot i \frac{\partial^2 X}{\partial t \partial x^j} = \Im(\dot{w}_1 \mathbf{\bar{w}}_1) \frac{\partial x}{\partial x^j} \frac{\partial x}{\partial x^j} = -2\tau \frac{\partial x}{\partial x^j} \cdot \frac{\partial x}{\partial x^j}.$$


and
\[ \frac{\partial X}{\partial y^k} \cdot i \frac{\partial^2 X}{\partial t \partial y^k} = \operatorname{Im}(w_2 \bar{w}_2) \frac{\partial y}{\partial y^k} \cdot \frac{\partial y}{\partial y^k} = 2 \tau \frac{\partial y}{\partial y^k} \cdot \frac{\partial y}{\partial y^k}. \]

Hence using the fact that
\[ \frac{\partial X}{\partial x^j} \cdot i \frac{\partial^2 X}{\partial x^j} = 0, \]

for all \( j, j' \) and \( k, k' \) we obtain
\[ \frac{\partial Y}{\partial x^j} \cdot \frac{\partial Y}{\partial x^j} = \left( |w_1|^2 - 4 \tau |\hat{w}|^{-2} \hat{\phi} \right) \frac{\partial x}{\partial x^j} \cdot \frac{\partial x}{\partial x^j} + \text{h.o.t.}, \]

and
\[ \frac{\partial Y}{\partial y^k} \cdot \frac{\partial Y}{\partial y^k} = \left( |w_2|^2 + 4 \tau |\hat{w}|^{-2} \hat{\phi} \right) \frac{\partial y}{\partial y^k} \cdot \frac{\partial y}{\partial y^k} + \text{h.o.t.} \]

Combining (9.17), (9.18), (9.19), (9.20), and (9.21) we have
\[ \eta \cdot t \, dv \]

for \( p > 1 \). By the same methods for \( p = 1 \) we obtain
\[ \eta \cdot t \, dv \]

Hence in both cases the unit conormal \( \eta \) to the meridian \( \{ t \} \times \operatorname{Mer}^{p,q} \) is
\[ \eta = \frac{\dot{Y}}{|Y|} + \text{h.o.t.} \]

Combining this with (9.22) and (9.23) we have
\[ \eta \cdot t \, dv = \begin{cases} \left( |Y|^{-2} \left( |w_1|^2 - 4 \tau |\hat{w}|^{-2} \hat{\phi} \right)^{p-1} \left( |w_2|^2 + 4 \tau |\hat{w}|^{-2} \hat{\phi} \right)^{q-1} \right)^{1/2} \dot{Y} \cdot t \, dv_{S^{p-1}} \, dv_{S^{q-1}} & \text{if } p > 1; \\ \left( |Y|^{-2} \left( |w_2|^2 + 4 \tau |\hat{w}|^{-2} \hat{\phi} \right)^{n-2} \right)^{1/2} \dot{Y} \cdot t \, dv_{S^{n-2}} & \text{if } p = 1; \end{cases} \]

up to higher order terms. Expanding and keeping only the lowest order terms we find
\[ \left( |Y|^{-2} \left( |w_1|^2 - 4 \tau |\hat{w}|^{-2} \hat{\phi} \right)^{p-1} \left( |w_2|^2 + 4 \tau |\hat{w}|^{-2} \hat{\phi} \right)^{q-1} \right)^{1/2} = 1 - 4 \tau |\hat{w}|^{-2} \left( \frac{p-1}{|w_1|^2} - \frac{q-1}{|w_2|^2} \right) \hat{\phi} \]

and
\[ \left( |Y|^{-2} \left( |w_2|^2 + 4 \tau |\hat{w}|^{-2} \hat{\phi} \right)^{n-2} \right)^{1/2} = 1 + 4 \tau (n-2) |\hat{w}|^{-2} |w_2|^{-2} \hat{\phi}, \]

up to higher order terms. Hence we have
\[ \eta \cdot t \, dv = \begin{cases} \left( 1 - 4 \tau |\hat{w}|^{-2} \left( \frac{p-1}{|w_1|^2} - \frac{q-1}{|w_2|^2} \right) \hat{\phi} \right) \dot{Y} \cdot t \, dv_{S^{p-1}} \, dv_{S^{q-1}} + \text{h.o.t.} & \text{if } p > 1; \\ \left( 1 + 4 \tau (n-2) |\hat{w}|^{-2} |w_2|^{-2} \hat{\phi} \right) \dot{Y} \cdot t \, dv_{S^{n-2}} + \text{h.o.t.} & \text{if } p = 1. \end{cases} \]

It remains to calculate \( \dot{Y} \cdot t \). Recall that \( t \) at the point \( (z_1, \ldots, z_n) \in \mathbb{C}^n \) is given by
\[ t(z_1, \ldots, z_n) = i (z_1/p, \ldots, z_p/p, -z_{p+1}/q, \ldots, -z_n/q). \]
Since \( Y \) is special Legendrian, and \( \phi \) depends only on \( t \) it satisfies the linearized equation \( 9.11 \). Substituting \( 9.11 \) into \( 9.16 \) and also using the expression for \( Y \) from \( 9.15 \) we calculate that

\[
\dot{Y} \cdot t = \frac{1}{p} \Re \left( -i\dot{w}_1 \overline{w}_1 + \dot{w}_1 \overline{w}_1 |\dot{w}|^{-2} \phi + \dot{w}_1 \overline{w}_1 (|\dot{w}|^{-2})' \right) - \frac{1}{q} \Re \left( -i\dot{w}_2 \overline{w}_2 + \dot{w}_2 \overline{w}_2 |\dot{w}|^{-2} \phi + \dot{w}_2 \overline{w}_2 (|\dot{w}|^{-2})' \right).
\]

We claim that this expression for \( \dot{Y} \cdot t \) can be simplified to

\[
(9.25) \quad \dot{Y} \cdot t = \frac{n}{pq} \left( 2\tau + \left( q|w_1|^2 - p|w_2|^2 + 8\tau^2|\dot{w}|^{-2} \left( \frac{p - 1}{|w_1|^2} - \frac{q - 1}{|w_2|^2} \right) \right) \phi + n\dot{y}\phi \right).
\]

Granted this claim the Lemma follows by using \( 9.24 \) and \( 9.25 \) to evaluate the t-flux integral \( 8.1 \) up to higher order terms.

For completeness we indicate how to obtain \( 9.25 \). The zero order terms and the terms involving only \( \phi \) are easily computed using \( 4.18, 4.20 \) and \( 3.30 \). Combining the eight terms involving \( \phi \) in the expression above \( 9.25 \) to yield the coefficient of \( \phi \) in \( 9.25 \) is more involved. First we rewrite the eight terms appearing as the coefficient of \( \phi \) in the form

\[
(9.26) \quad \frac{1}{p} \left( \partial_t (\Re (\overline{w}_1 \dot{w}_1) |\dot{w}|^{-2}) + 2|w_1|^2 - 2|w_2|^2 \right) - \frac{1}{q} \left( \partial_t (\Re (\overline{w}_2 \dot{w}_2) |\dot{w}|^{-2}) + 2|w_2|^2 - 2|w_1|^2 \right) = \frac{n}{pq} \left( \partial_t (\Re (\overline{w}_1 \dot{w}_1) |\dot{w}|^{-2}) + 2|w_1|^2 - 2|w_2|^2 \right).
\]

Rewrite \( \Re (\overline{w}_1 \dot{w}_1) |\dot{w}|^{-2} \) as \( \Re (\overline{w}_1 \overline{w}_2 w_1^{1-p} w_2^{1-q}) \) using \( 4.18 \) and \( 3.30 \). Repeated use of \( 4.18 \) yields

\[
\partial_t (\overline{w}_1 \overline{w}_2 w_1^{1-p} w_2^{1-q}) = |w_2|^2 - |w_1|^2 + \overline{w}_1 \overline{w}_2 \left( (1-p)|w_2|^2 - (1-q)|w_1|^2 \right),
\]

while \( 3.30, 4.20 \) and \( 4.21 \) imply that

\[
\Re \left( \overline{w}_1 \overline{w}_2 \right) = 1 - \frac{8\tau^2}{f(y)} = 1 - \frac{8\tau^2}{|\dot{w}|^2|w_1|^2|w_2|^2}.
\]

Hence

\[
(9.27) \quad \partial_t (\Re (\overline{w}_1 \dot{w}_1) |\dot{w}|^{-2}) = (2 - p)|w_2|^2 - (2 - q)|w_1|^2 + 8\tau^2 |\dot{w}|^{-2} \left( \frac{p - 1}{|w_1|^2} - \frac{q - 1}{|w_2|^2} \right).
\]

Combining \( 9.26 \) with \( 9.27 \) gives us the coefficient of \( \phi \) as it appears in \( 9.25 \) \( \square \)

The asymptotics of the angular period \( \hat{p}_r \) as \( \tau \to 0 \) will follow from the following result which expresses the derivative of the angular period for all values of \( \tau \) in terms of the behaviour of a particular (rotationally invariant) solution \( Q \) (depending on \( \tau \)) of the linearised equation \( 9.11 \).

**Lemma 9.28.** The angular period \( \hat{p}_r \) is an analytic function of \( \tau \) for \( \tau \in (0, \tau_{\text{max}}) \). For any \( 0 < \tau < \tau_{\text{max}} \) the derivative of the angular period \( \hat{p}_r \) satisfies

\[
(9.29) \quad \frac{d\hat{p}_r}{d\tau} = 4(n-1) \left( \frac{Q(p_r)}{q - ny(p_r)} - \frac{Q(0)}{q - ny(0)} \right), \quad \text{when} \ p = 1;
\]

\[
(9.30) \quad \frac{d\hat{p}_r}{d\tau} = 4pq \left( \frac{Q(p_r^+)}{q - ny(p_r^+)} - \frac{Q(-p_r^+)}{q - ny(-p_r^+)} \right), \quad \text{when} \ p > 1;
\]

\text{where} \( p_r(\tau) \geq 0 \) is the real solution of the differential equation \( 9.40 \).
where \( Q(t) \) is the unique solution to the rotationally-invariant linearised equation \( 9.11 \) with initial data

\[
\begin{align*}
(9.31) & \quad n \, \dot{y}(p^*_r) \, Q(p^*_r) = 1, \quad \dot{Q}(p^*_r) = 0, \quad \text{when } p = 1; \\
(9.32) & \quad n \, \dot{y}(0) \, Q(0) = 1, \quad \dot{Q}(0) = 0, \quad \text{when } p > 1;
\end{align*}
\]

where for \( p = 1 \) \( p^*_r \) is the unique \( t \in (0, p_r) \) such that \( y(p^*_r) = \frac{n-1}{n} = \frac{q}{n} \).

Remark 9.33. For \( p = 1 \) \( y(p^*_r) = q/n \) and \( p^*_r \) is locally characterised by this property. Also \( \dot{y}(p^*_r) = -4\sqrt{\tau_{\text{max}}^2 - \tau^2} \neq 0 \) for \( \tau \in (-\tau_{\text{max}}, \tau_{\text{max}}) \). Hence by the real analytic Implicit Function Theorem \( p^*_r \) is an analytic function of \( \tau \) in \( (-\tau_{\text{max}}, \tau_{\text{max}}) \). In particular it is bounded independent of \( \tau \) as \( \tau \to 0 \). For \( p > 1 \) \( y(0) = q/n \) and \( \dot{y}(0) = -4\sqrt{\tau_{\text{max}}^2 - \tau^2} \).

Hence in both cases the initial conditions for \( Q \) vary analytically with \( |\tau| < \tau_{\text{max}} \). Also by 4.48 i the coefficients of the linearised equation \( 9.11 \) depend analytically on \( \tau \in (-\tau_{\text{max}}, \tau_{\text{max}}) \). Combining all these facts we see that the solution \( Q(t) \) to \( 9.11 \) defined above depends analytically on \( \tau \in (-\tau_{\text{max}}, \tau_{\text{max}}) \). Therefore, if \( t \) stays in a bounded interval \( I \subset \mathbb{R} \) then \( \sup_{t \in I} |Q(t)| \) is bounded independent of \( \tau \) as \( \tau \to 0 \). In particular, the term \( Q(0) \) appearing in \( 9.29 \) is bounded as \( \tau \to 0 \).

**Proof.** Real analyticity of \( \hat{p}_r \) for \( \tau \in (0, \tau_{\text{max}}) \) follows from real analyticity of \( w_r, p^+_r, p^-_r \) and \( p_r \) and the definition of \( \hat{p}_r \) \( 5.25 \). We fix any \( \tau \in (0, \tau_{\text{max}}) \) and consider \( \sigma \) sufficiently close to \( \tau \) which we will allow to vary.

Consider first the case \( p = 1 \). By \( 6.25 \) \( X := X_\tau \) has the symmetries

\[
\begin{align*}
\tilde{T} \circ X &= X \circ T, \quad \tilde{T}_{\hat{p}_r} \circ X = X \circ T_{\hat{p}_r}, \\
Y := X_\sigma &\text{ shares the } \tilde{T} \text{ symmetry}
\end{align*}
\]

\[
(9.34) \quad \tilde{T} \circ Y = Y \circ \tilde{T},
\]

but not the symmetry with respect to \( \tilde{T}_{\hat{p}_r} \) (because we have changed from \( \tau \) to \( \sigma \)). However, the following repositioned and reparametrised version of \( X_\sigma \)

\[
Z := \tilde{T}_{\hat{p}_r, -\hat{p}_r} \circ X_\sigma \circ T_{p^-_r - p^+_r},
\]

does share the other (\( \sigma \)-independent) symmetry of \( X \), i.e.

\[
(9.35) \quad \tilde{T}_{\hat{p}_r} \circ Z = Z \circ \tilde{T}_{\hat{p}_r}.
\]

Since \( \{ \tilde{T}_x \} \) commutes with \( O(n-1) \) by \( 6.33 \) i the immersion \( Z \) is \( O(n-1) \)-invariant like \( X \) and \( Y \). When \( p > 1 \) we write

\[
X := X_\tau, \quad Y := \tilde{T}_{x^-} \circ X_\sigma \circ T_{p^-_r - p^+_r}, \quad Z := \tilde{T}_{\hat{p}_r, -\hat{p}_r} \circ Y \circ T_{p^-_r - p^+_r},
\]

where \( x^- \) is defined to be the small number which ensures that the symmetries of \( X \) in \( 6.34 \)d and \( 6.34 \)c (or \( 6.42 \)a and \( 6.42 \)c) apply to \( Y \) and \( Z \) respectively as

\[
(9.36) \quad \tilde{T}_- \circ Y = Y \circ \tilde{T}_{-p^-_r}
\]

and

\[
(9.37) \quad \tilde{T}_+ \circ Z = Z \circ \tilde{T}_{p^+_r},
\]

where \( \tilde{T}_- \) and \( \tilde{T}_+ \) are defined in \( 6.36 \) and \( 6.35 \) respectively (and are independent of \( \sigma \)).

Provided \( \sigma \) is sufficiently close to \( \tau \) we clearly have unique small vector fields \( V \) and \( W \) normal to \( X |_{(-2p_r, 2p_r) \times \text{Mer}^{p,q}} \) and diffeomorphisms close to the identity \( D_\sigma, E_\sigma : (-2p_r, 2p_r) \times \text{Mer}^{p,q} \to \text{Cyl}^{p,q} \), such that on \( (-2p_r, 2p_r) \times \text{Mer}^{p,q} \)

\[
Y = X_V \circ D_\sigma, \quad \text{and} \quad Z = X_W \circ E_\sigma.
\]
Clearly $V, W, D_\sigma, E_\sigma$ are smooth and depend smoothly on $\sigma$. Moreover by the appropriate version of the Legendrian neighbourhood theorem (see e.g. [38, Lemma 2.4]) there are unique small smooth functions $\tilde{\phi}_\sigma, \tilde{\varphi}_\sigma : (-2p, 2p) \times \text{Mer}^{p,q} \to \mathbb{R}$ depending smoothly on $\sigma$ such that

$$V = 2\tilde{\phi}_\sigma J \frac{\partial}{\partial t} + J \nabla \tilde{\phi}_\sigma, \quad W = 2\tilde{\varphi}_\sigma J \frac{\partial}{\partial t} + J \nabla \tilde{\varphi}_\sigma,$$

and therefore by [9.8] $X_V = X_{\tilde{\phi}_\sigma}$ and $X_W = X_{\tilde{\varphi}_\sigma}$.

We want to show that $\tilde{\phi}_\sigma$ and $\tilde{\varphi}_\sigma$ inherit certain symmetries from the symmetries of $X$, $Y$ and $Z$ given above. We claim that $\tilde{\phi}_\sigma$ and $\tilde{\varphi}_\sigma$ depend only on $t$ and that

$$-\tilde{\phi}_\sigma \circ \mathbb{T} = \tilde{\phi}_\sigma, \quad -\tilde{\varphi}_\sigma \circ \mathbb{T} = \tilde{\varphi}_\sigma \quad \text{if } p = 1;$$

$$-\tilde{\phi}_\sigma \circ \mathbb{T} = \tilde{\phi}_\sigma, \quad -\tilde{\varphi}_\sigma \circ \mathbb{T} = \tilde{\varphi}_\sigma \quad \text{if } p > 1. \quad (9.39)$$

To see the first symmetry of (9.38) we combine [6.31]iii with the $\mathbb{T}$ symmetry of $X$ to obtain

$$\mathbb{T} \circ X_{\tilde{\phi}_\sigma} = (\mathbb{T} \circ X)_{\tilde{\phi}_\sigma} = (X \circ \mathbb{T})_{\tilde{\phi}_\sigma} = X_{\tilde{\phi}_\sigma \circ \mathbb{T}} \circ \mathbb{T}.$$

Combining this with the symmetry (9.34) of $Y$ we conclude

$$X_{\tilde{\phi}_\sigma \circ \mathbb{T}} \circ D_\sigma = X_{\tilde{\phi}_\sigma} \circ D_\sigma \circ \mathbb{T}.$$

The uniqueness statement in the Legendrian neighbourhood theorem now implies that $-\tilde{\phi}_\sigma \circ \mathbb{T} = \tilde{\phi}_\sigma$ as required. Arguing in the same way using the symmetry of $X$ and $Z$ (9.34) with respect to $\mathbb{T}$, we conclude that $\tilde{\varphi}_\sigma$ satisfies the second symmetry of (9.38). The analogous argument using the symmetry of $X$, $Y$ and $Z$ under any $M \in O(n-1)$ (recall 6.26a) implies that

$$\tilde{\phi}_\sigma \circ M = \tilde{\phi}_\sigma, \quad \tilde{\varphi}_\sigma \circ M = \tilde{\varphi}_\sigma, \quad \text{for any } M \in O(n-1),$$

and therefore $\tilde{\phi}_\sigma$ and $\tilde{\varphi}_\sigma$ depend only on $t$. For $p > 1$ the same sort of arguments establish the symmetries in (9.39) and the rotational symmetry of $\tilde{\phi}_\sigma$ and $\tilde{\varphi}_\sigma$.

Linearising $Z := \mathbb{T} \circ Y \circ \mathbb{T}$ around $\sigma = \tau$, using (9.14) and comparing normal components we obtain the following important equality

$$\varphi = \phi - \left( \frac{d\tilde{\phi}}{dt} \right) \bigg|_{t=\tau} f_t \circ X, \quad (9.40)$$

with $f_t$ as defined in (9.13) and

$$\varphi = \frac{d\tilde{\varphi}}{d\tau} \bigg|_{\sigma=\tau} \quad \text{and} \quad \phi = \frac{d\tilde{\phi}}{d\sigma} \bigg|_{\sigma=\tau}. \quad (9.41)$$

Recall that

$$f_t \circ X = \frac{q - ny}{2pq}.$$

Differentiating the expression for the linearised $t$-flux from lemma 9.9 we find that $\phi$ satisfies

$$\dot{q} - ny \ddot{\phi} + n\dot{\phi} = 2. \quad (9.42)$$

Using the initial conditions for $Q$ given in (3.11) and (3.32) we see that the Wronskian $W(t)$ of $q - ny$ with $Q$ satisfies

$$W(t) := (q - ny)\dot{Q} + n\dot{Q} = 1, \quad (9.43)$$

and hence by Remark 9.10 $Q$ and $q - ny$ span the solution space of the linearised equation (9.11). Hence from (9.41) there is a unique constant $b$ such that

$$\phi = 2 \cdot \left( 2(q - ny) + Q \right).$$
We determine \( b \) is sufficiently small, once we have proved that

\[
\phi(0) = 0, \quad \phi(p_r) = 0 \quad \text{when} \quad p = 1;
\]

and

\[
\phi(-p_r^-) = 0, \quad \phi(p_r^+) = 0 \quad \text{when} \quad p > 1.
\]

We determine \( b \) by using the values of \( \phi \) given above

\[
(9.44) \quad b = -\frac{Q(0)}{q - ny(0)} \quad \text{if} \quad p = 1, \quad \text{or} \quad b = -\frac{Q(-p_r^-)}{q - ny(-p_r^-)} \quad \text{if} \quad p > 1.
\]

Similarly (9.40) together with the above values of \( \phi \) implies

\[
\frac{d\hat{p}_r}{d\tau} = \frac{2(n - 1)}{q - ny(p_r)} \phi(p_r) \quad \text{if} \quad p = 1,
\]

and

\[
\frac{d\hat{p}_r}{d\tau} = \frac{2pq}{q - ny(p_r^+)} \phi(p_r^+) \quad \text{if} \quad p > 1.
\]

Combining these expressions with (9.43) and (9.44) yields (9.29) and (9.30).

**Proposition 9.45.** For \( \tau > 0 \) the angular period satisfies

\[
(9.46) \quad \frac{d\hat{p}_r}{d\tau} \sim \frac{4p}{q} \frac{\hat{p}_r - \frac{\pi}{2}}{\frac{4p}{q} \tau p_r}.
\]

**Proof.** This will follow easily from Lemma (9.28) by estimating the appropriate values of \( Q \) when \( \tau \) is sufficiently small, once we have proved that \( \hat{p}_r \rightarrow \frac{\pi}{2} \) as \( \tau \rightarrow 0 \).

We deal first with the case \( p = 1 \). Recall that \( p_r^* \) is the unique \( t \in (0, p_r) \) such that \( y(p_r^*) = \frac{n-1}{n} \) and that it approaches a finite limit as \( \tau \rightarrow 0 \). Recall the function \( \Psi \) defined in (5.19). The initial condition for \( y \) together with (5.20) and (5.21) implies that \( \Psi \in (0, \frac{\pi}{2}) \) for \( t \in (0, p_r) \). From (5.20) we have \( \cos \Psi(p_r^*) = \frac{\pi}{2} \) and therefore

\[
(9.47) \quad \Psi(p_r^*) = \frac{\pi}{2} - \arcsin\left(\frac{\tau}{\tau_{\text{max}}}\right) = \frac{\pi}{2} + \alpha_\tau,
\]

where \( \alpha_\tau = -\arcsin(\tau/\tau_{\text{max}}) \) as in (4.42) (9.47) implies that

\[
\lim_{\tau \rightarrow 0} \Psi(p_r^*) = \psi_1(p_r^*) + (n - 1)\psi_2(p_r^*) = \frac{\pi}{2}.
\]

Using (5.15) we calculate

\[
\frac{d\psi_2}{dy} = \frac{\dot{\psi}_2}{\dot{y}} = \frac{2\tau}{y\dot{y}} \quad \text{and} \quad \frac{d\psi_1}{dy} = \frac{\dot{\psi}_1}{\dot{y}} = \frac{2\tau}{(1 - y)\dot{y}}.
\]

and therefore

\[
\psi_2(p_r^*) = \int_{y_{\text{min}}}^{y_{\text{max}}} \frac{2\tau}{y\dot{y}} dy \quad \text{and} \quad \psi_1(p_r) - \psi_1(p_r^*) = \int_{(n-1)/n}^{y_{\text{max}}} \frac{2\tau}{(1 - y)\dot{y}} dy.
\]

We claim that both these integrals converge to zero and hence \( \hat{p}_r = \psi_1(p_r) \) (recall (7.28)) converges to \( \pi/2 \) as desired. We can see that these integrals converge to zero as follows. Since in the integral for \( \psi_2(p_r^*) \), \( y \) belongs to the interval \((\frac{n-1}{n}, y_{\text{max}}) \subset (\frac{n-1}{n}, 1)\) we have

\[
2\tau p_r^* < -\psi_2(p_r^*) < 2\frac{2\tau}{n-1} p_r^*.
\]

Since \( p_r^* \) is bounded as \( \tau \rightarrow 0 \), \( \psi_2(p_r^*) \) converges to zero as \( \tau \rightarrow 0 \). Similarly, using the obvious upper and lower bounds for \( 1 - y \) in the integral for \( \psi_1(p_r) - \psi_1(p_r^*) \) we obtain

\[
2\tau(p_r - p_r^*) < \psi_1(p_r) - \psi_1(p_r^*) < 2\tau n(p_r - p_r^*).
\]

Hence by the asymptotics for \( p_r \) established in (9.3) we see \( \psi_1(p_r) - \psi_1(p_r^*) \rightarrow 0 \).
The argument in the case $p > 1$ is very similar. At $t = p^+_\tau$ (or $t = p^-_\tau$) we have $\dot{y} = 0$ and $y = y_{\min}$ (or $y = y_{\max}$). Hence \[5.22\] and \[5.23\] imply that $e^{i\Psi + \alpha_c} = e^{-i\pi/2}$ and therefore $\Psi = -\frac{\pi}{2} - \alpha_c$ at $t = p^+\tau$ (or $t = p^-\tau$). It follows using \[6.31\] that

\[(9.48)\quad \hat{\rho}_\tau = \frac{\pi}{2} + \alpha_c + p \psi_1(p^+\tau) + q \psi_2(-p^-\tau).\]

By analysing the functions $\psi_1$ on $(0,p^+\tau)$ and $\psi_2$ on $(-p^-\tau,0)$ as above we find

\[2p\tau p^+\tau < p\psi_1(p^+\tau) < 2n\tau p^+\tau, \quad \text{and} \quad 2q\tau p^-\tau < q\psi_2(-p^-\tau) < 2n\tau p^-\tau.\]

Hence by \[9.48\] and the definition of $\alpha_c$, all three nonconstant terms on the RHS of \[9.48\] converge to zero as $\tau \to 0$.

It remains only to understand the small $\tau$ asymptotics of the values of $Q$ which appear in \[9.31\] and \[9.32\]. To achieve this we subdivide the interval $(0,\tau_\bullet)$ when $p = 1$ or $(-p^-\tau, p^+\tau)$ when $p > 1$ as in the proof of \[9.28\]. By Remark \[9.33\] we obtain bounds on $Q(t)$ independent of $\tau$ except when $y(t)$ is close to $y_{\min}$ and in the case $p > 1$ also when $y(t)$ is close to $y_{\max}$. To deal with these regions we notice that away from zeros of $q - ny$ the first order ODE for $\hat{Q}$ \[9.42\] can be rewritten as

\[(9.49)\quad \left(\frac{Q}{q - ny}\right) = \frac{1}{(q - ny)^2}.\]

Using \[1.21\] and \[9.49\] we see that in the vicinity of $y_{\max}$ or $y_{\min}$, $\dot{Q}$ is close to $(q - ny)^{-1}$, which is close to either $-1/p$ or $1/q$ respectively. Using the asymptotics from \[9.3\] we conclude

\[Q(\rho_\tau) \sim \frac{1}{n - 1} \rho_\tau \quad \text{when} \quad p = 1,\]

or

\[Q(-\rho^-_\tau) \sim \frac{1}{p} \rho^-_\tau \quad \text{and} \quad Q(\rho^+_\tau) \sim \frac{1}{q} \rho^+_\tau \quad \text{when} \quad p > 1,\]

which together with Lemma \[9.28\] implies the result for $\frac{d\bar{\rho}_\tau}{d\tau}$ claimed. \hfill \Box

We also need the limiting behaviour of $\hat{\rho}_\tau$ as $\tau \to \tau_{\max}$

**Lemma 9.50.** In the limit as $\tau \to \tau_{\max}$ we have

\[(9.51)\quad \lim_{\tau \to \tau_{\max}} \hat{\rho}_\tau = \pi \sqrt{\frac{2pq}{n}}.\]

**Proof.** When $\tau = \tau_{\max}$, we have $y \equiv q/n$ and $p \psi_1 \equiv 2n\tau_{\max}$. Hence we have

\[\lim_{\tau \to \tau_{\max}} 2\hat{\rho}_\tau = \lim_{\tau \to \tau_{\max}} p \psi_1(2p\tau) = 4n\tau_{\max} \lim_{\tau \to \tau_{\max}} \rho_\tau.\]

The asymptotics for $\hat{\rho}_\tau$ now follow from the asymptotics for $\rho_\tau$ established in \[1.21\]. \hfill \Box

10. Closed twisted SL curves and closed embedded special Legendrians.

In this section we combine our results about the behaviour of $\hat{\rho}_\tau$ with our earlier results about periods and half-periods of $w_\tau$ to prove the existence of infinitely many closed $(p,q)$-twisted SL curves. Whether the curve $w_\tau$ closes is determined by the period lattice $\text{Per}(w_\tau)$, since by Corollary \[5.32\] $w_\tau$ is a closed curve if and only if $\text{Per}(w_\tau) \neq (0)$. We are also interested in $\text{SO}(p) \times \text{SO}(q)$-invariant special Legendrian embeddings of closed manifolds arising from $X_\tau$; this is equivalent to looking for curves $w_\tau$ for which the associated curve of isotropic $\text{SO}(p) \times \text{SO}(q)$-orbits $\mathcal{O}_w$ is closed and this is determined by the half-period lattice $\text{Per}_\mathcal{O}(w_\tau)$ (recall \[5.39\] and \[5.43\]).

**Theorem 10.1.** Fix admissible integers $p$ and $q$. There exists a countably infinite dense subset $N \subset (0,\tau_{\max})$ such that $\tau \in N$ if and only if the $(p,q)$-twisted SL curve $w_\tau$ is closed.
Proof. Define
\[ N := \{ \tau \in (0, \tau_{\text{max}}) \mid \hat{\mathbf{p}}_\tau \in \pi \mathbb{Q} \}. \]
By Corollary 5.52 \( w_\tau \) is a closed curve if and only if \( \text{Per}(w_\tau) \neq (0) \) and by Lemma 5.53 \( \text{Per}(w_\tau) \neq 0 \) if and only if \( \hat{\mathbf{p}}_\tau \in \pi \mathbb{Q} \). Hence \( w_\tau \) is closed if and only if \( \tau \in N \). 9.25 and 9.30 imply that \( \hat{\mathbf{p}}_\tau \) is a nonconstant analytic function of \( \tau \) on the interval \( (0, \tau_{\text{max}}) \). For any \( \delta > 0 \) sufficiently small \( \hat{\mathbf{p}}_\tau|_{[\delta, \tau_{\text{max}}-\delta]} \) is also nonconstant analytic and hence the closed interval \([\delta, \tau_{\text{max}}-\delta]\) contains only finitely many points at which \( \hat{\mathbf{p}}_\tau \) vanishes. In fact, it follows from the small \( \tau \) asymptotics of \( \hat{\mathbf{p}}_\tau \) given in 9.43 that \( \frac{\hat{\mathbf{p}}_\tau}{d\tau} > 0 \) on \( (0, \delta] \) for any \( \delta \) sufficiently small. Hence for any \( \delta > 0 \) sufficiently small there exists a countable dense subset of \( (0, \tau_{\text{max}} - \delta) \) for which \( \hat{\mathbf{p}}_\tau \in \pi \mathbb{Q} \). \( \square \)

From 5.53 the condition \( \tau \in N \) is equivalent to the condition that the rotational period \( \hat{T}_{2\hat{\mathbf{p}}_\tau} \) (recall 4.11) of \( w_\tau \) is of finite order \( k_0 \) (recall Definition 5.53).

**Theorem 10.2.** Choose \( \tau \in N \) and let \( k_0 \) be the order of the rotational period \( \hat{T}_{2\hat{\mathbf{p}}_\tau} \). The \( \text{SO}(p) \times \text{SO}(q) \)-invariant special Legendrian immersion \( X_\tau : \text{Cyl}^{p,q} \to \mathbb{S}^{2(p+q)-1} \) factors through a special Legendrian embedding of the closed manifold \( \text{Cyl}^{p,q}/\text{Per}(X_\tau) \) where \( \text{Per}(X_\tau) \cong \mathbb{Z} \subset \text{Sym}(X_\tau) \subset \text{Diff}(\text{Cyl}^{p,q}) \) is the following infinite cyclic subgroup
\[
\text{Per}(X_\tau) = \begin{cases} 
(T_{k_0p_\tau}, -\text{Id}_{\mathbb{S}^n-1}) & \text{if } p = 1 \text{ and } k_0 \text{ is even and } n \text{ is odd;} \\
(T_{k_0p_\tau}, (-1)^j \text{Id}_{\mathbb{S}^n-1}, (-1)^k \text{Id}_{\mathbb{S}^n-1}) & \text{if } p > 1 \text{ and } k_0 \text{ is even and } n \text{ is odd;} \\
(T_{2k_0p_\tau}) & \text{otherwise;}
\end{cases}
\]
where \( j = q/\text{hcf}(p,q) \) and \( k = p/\text{hcf}(p,q) \).

In the third case above the closed manifold is diffeomorphic to \( S^1 \times \mathbb{S}^{p-1} \times \mathbb{S}^{q-1} \) if \( p > 1 \) and to \( S^1 \times \mathbb{S}^{n-2} \) if \( p = 1 \). In the first case the manifold is diffeomorphic to a \( \mathbb{Z}_2 \) quotient of \( S^1 \times \mathbb{S}^{n-1} \) and in the second case to a \( \mathbb{Z}_2 \) quotient of \( S^1 \times \mathbb{S}^{p-1} \times \mathbb{S}^{q-1} \).

Proof. 6.25 6.33 and 6.41 give us the structure of \( \text{Per}(X_\tau) \) in the cases \( p = 1, p > 1, p \neq q \) and \( p > 1, p = q \) respectively. The result follows by combining the structure of \( \text{Per}(X_\tau) \) with 5.45. \( \square \)

For our gluing applications it will be convenient to use special Legendrian “necklaces” with topology \( S^1 \times \mathbb{S}^{n-2} \) if \( p = 1 \) or \( S^1 \times \mathbb{S}^{p-1} \times \mathbb{S}^{q-1} \) if \( p > 1 \) and \( p = q \) as in the third case of Theorem 10.2 By 10.2 it suffices to find \( \tau \in N \) so that the rotational period has odd order \( k_0 \). By using the asymptotics of \( \hat{\mathbf{p}}_\tau \) as \( \tau \to 0 \) we can prove that there are infinitely many such special Legendrian necklaces by using a well-chosen sequence of values of \( \tau \) going to 0.

**Lemma 10.3** (Existence of special Legendrian necklaces for \( p = 1 \) and \( p = q, p \geq 2 \)).

(i) Suppose \( p = 1, q = n - 1 \). For any \( m \in \mathbb{N} \) sufficiently large, there exists a unique small positive number \( \tau \) satisfying
\[
\hat{\mathbf{p}}_\tau = \left( \frac{(n-1)m}{2(n-1)m-1} \right) \pi > \frac{\pi}{2}.
\]
By choosing \( m \) sufficiently large, \( \tau \) can be chosen as close to 0 as desired (see 10.3). Let \( k_0 \) be the \( (large) \) positive odd integer defined in terms of \( m \) by
\[
k_0 = 2(n-1)m - 1.
\]
Then \( \text{Per}(X_{\tau}) = \langle T_{2k_0p_\tau} \rangle, \tilde{T}_{k_0p_\tau} = \tilde{T}_{-k_0p_\tau}, \tilde{T}_{2k_0p_\tau} = \tilde{T}_{-2k_0p_\tau}, \text{ and } X_\tau \) factors through an embedding of \( \langle R/2k_0p_\tau \rangle \times \mathbb{S}^{n-2} \).

(ii) Suppose \( p = q \geq 2 \). For any \( m \in \mathbb{N} \) sufficiently large, there exists a unique small positive number \( \tau \) satisfying
\[
\hat{\mathbf{p}}_\tau = \left( \frac{pm}{2pm-1} \right) \pi > \frac{\pi}{2}.
\]
By choosing $m$ sufficiently large, $\pi$ can be chosen as close to 0 as desired (see (10.3)). Let $k_0$ be the (large) positive odd integer defined in terms of $m$ by

$$k_0 = 2pm - 1.$$  

Then $\text{Per}(X, \pi) = \langle T_{2k_0p\pi} \rangle$, $\tilde{T}_{k_0p\pi} = \tilde{T}_{-k_0p\pi}$, $\tilde{T}_{k_0\pi} = \tilde{T}_{-k_0\pi} = \tilde{1}$, and $X_{\pi}$ factors through an embedding of $(\mathbb{R}/2k_0\pi\mathbb{Z}) \times \mathbb{Z}^{p-1} \times \mathbb{Z}^{p-1}$.

When $n = 3$, (10.4) specialises to

$$\hat{\pi} = \pi \left( \frac{4m}{4m-1} \right) = \frac{\pi}{2} \left( 1 + \frac{1}{m} \right),$$

where $m = 4m - 1$.

This agrees with equation 4.3 in [22] and hence Lemma 10.3 generalises [22, Lemma 4.5].

**Proof.** Existence and uniqueness of small $\pi > 0$ satisfying (10.4) or (10.6) follow from (9.46). Moreover, using (10.6) we conclude also that

$$m \sim \begin{cases} c_{n-1}/(2^m T_{n-1}(\pi)) & \text{where } c_{n-1} = \pi/16(n-1) b_{n-1} \text{ if } p = 1; \\ d_p/(2^m T_{m}(\pi)) & \text{where } d_p = \pi/32p b_p \text{ if } p > 1 \text{ and } p = q; \end{cases}$$

and $b_k$ are the constants defined in (9.5). The rest of the lemma follows from Theorem 10.2 once we show (10.5) and (10.7) since in both cases $k_0$ is odd. From (5.56) the order of the rotational period, $k_0$, can be found as

$$k_0 = \min\{k \in \mathbb{Z}^+ | k\hat{p}_\pi \in \text{lcm}(p,q)\pi \mathbb{Z} \}.$$  

(i) Using the form of $\hat{\pi}$ assumed in (10.4) we see

$$k\hat{\pi} \in (n-1)\pi \mathbb{Z} \iff km \in (2n-1) \mathbb{Z} \iff km \in (2n-1) \mathbb{Z} \cap m\mathbb{Z}.$$  

It is easily check that $\text{hcf}(m, 2(n-1)m - 1) = 1$ and hence $(2n-1)m \mathbb{Z} \cap m\mathbb{Z} = m(2n-1)m \mathbb{Z}$. Therefore $k_0 = 2(n-1)m - 1$ as claimed.

(ii) Similarly from (10.6) we have

$$k\hat{\pi} \in p \pi \mathbb{Z} \iff km \in (2mp - 1) \mathbb{Z} \iff km \in (2mp - 1) \mathbb{Z} \cap m\mathbb{Z} \iff km \in m(2mp - 1) \mathbb{Z}$$

since $\text{hcf}(m, 2mp - 1) = 1$. Hence $k_0 = 2mp - 1$ as claimed. 



**Appendix A. Direct, central and semidirect products of groups**

We recall some elementary group theory needed in several parts of the paper. Let $K, N \subset G$ be any two subsets of a group $G$. We write $KN = \{kn \mid k \in K, n \in N\} \subset G$. Sometimes we will also use the notation $K \cdot N$. If both $K$ and $N$ are subgroups of $G$, then $KN$ is a subgroup if and only if $KN = NK$ [26, p.22]. Moreover, $N$ is a normal subgroup of $KN$ if and only if $kNk^{-1} = N$ for all $k \in K$ and similarly for $K$.

In particular, if $N$ centralises $K$, i.e. every element of $N$ commutes with every element of $K$, then clearly $KN = NK$ and both $K$ and $N$ are normal subgroups of the group $H = KN$. In this case we have $K \cap N \subseteq Z(H)$, where $Z(H)$ denotes the centre of $H$, and we say that $KN$ is an (internal) central product of $K$ and $N$ identifying $K \cap N$ [12, p. 29]. If in fact $K \cap N = 1$, then $KN$ is the (internal) direct product of $K$ and $N$, and $KN$ is isomorphic to the (external) direct product $K \times N$.

If $K$ is a normal subgroup of $KN$ then conjugation by any element of $N$ gives a homomorphism $\rho : N \to \text{Aut} K$ and the kernel of $\rho$ is the centraliser of $K$ in $KN$. If $K$ is a normal subgroup of $KN$ and $K \cap N = 1$, then $KN$ is the semidirect product of $K$ by $N$, $K \rtimes N$. To make explicit the conjugation action of $N$ on $K$ we often write, $K \rtimes_\rho N$ and write down the twisting homomorphism $\rho : N \to \text{Aut} K$. 

APPENDIX B. LAGRANGIAN AND SPECIAL LAGRANGIAN ISOMETRIES OF $\mathbb{C}^n$

Let $\text{Lag}$ denote the Grassmannian of unoriented Lagrangian $n$-planes in $\mathbb{C}^n$, $\text{SL}$ denote the Grassmannian of (necessarily oriented) special Lagrangian $n$-planes in $\mathbb{C}^n$ and define $\pm \text{SL} := \{ \Pi | \pm \Pi \in \text{SL} \}$.

**Definition B.1** (Lagrangian and special Lagrangian isometries).

(i) Define $\text{Isom}_{\text{Lag}} := \{ A \in O(2n) | A(\Pi) \in \text{Lag} \text{ for all } \Pi \in \text{Lag} \}$. Elements of $\text{Isom}_{\text{Lag}}$ we call Lagrangian isometries.

(ii) Define $\text{Isom}_{\text{SL}} := \{ A \in O(2n) | A(\Pi) \in \text{SL} \text{ for all } \Pi \in \text{SL} \}$. Elements of $\text{Isom}_{\text{SL}}$ we call special Lagrangian isometries.

(iii) Define $\text{Isom}_{\pm \text{SL}} := \{ A \in O(2n) | A(\Pi) \in \pm \text{SL} \text{ for all } \Pi \in \text{SL} \}$. Elements of $\text{Isom}_{\pm \text{SL}}$ we call $\pm$-special Lagrangian isometries and elements of $\text{Isom}_{\pm \text{SL}} \setminus \text{Isom}_{\text{SL}}$ we call anti-special Lagrangian isometries.

Note we do not assume a priori that $\text{Isom}_{\text{SL}} \subset \text{Isom}_{\text{Lag}}$ (see also Lemma B.3), but from our definitions we do have $\text{Isom}_{\text{SL}} \subset \text{Isom}_{\pm \text{SL}}$.

Define $C \in O(2n)$ by

\begin{equation}
C(z) = \overline{z}, \quad \text{where } z \in \mathbb{C}^n.
\end{equation}

Since $C$ satisfies

$$C^*J = -J, \quad C^*\omega = -\omega, \quad C^*\Omega = \overline{\Omega},$$

we see in particular that $C$ belongs to both $\text{Isom}_{\text{Lag}}$ and $\text{Isom}_{\text{SL}}$.

The following result on the structure of $\text{Isom}_{\text{Lag}}$ and $\text{Isom}_{\text{SL}}$ is presumably well-known but since it is important for our study of the discrete symmetries of $\text{SO}(p) \times \text{SO}(q)$-invariant special Legendrians and we are not aware of a suitable reference we give its proof. For completeness, we state the result also for dimension 2 although it is not used in this paper.

**Lemma B.3** (Structure of $\text{Isom}_{\text{Lag}}, \text{Isom}_{\text{SL}}$ and $\text{Isom}_{\pm \text{SL}}$).

(i) $\text{Isom}_{\text{Lag}} = U(n) \cdot \langle C \rangle \simeq U(n) \rtimes \mathbb{Z}_2$ where the twisting homomorphism $\rho : \mathbb{Z}_2 \to \text{Aut} U(n)$ is determined by $\rho(1)U = \overline{U}$ for any $U \in U(n)$.

(ii) For $n > 2$, we have

$$\text{Isom}_{\text{SL}} = SU(n) \cdot \langle C \rangle \simeq SU(n) \rtimes \mathbb{Z}_2,$$

$$\text{Isom}_{\pm \text{SL}} = SU(n)^\pm \cdot \langle C \rangle \simeq SU(n)^\pm \rtimes \mathbb{Z}_2,$$

where

$$SU(n)^\pm := \{ U \in U(n) | \det cU = \pm 1 \} \simeq SU(n) \rtimes \mathbb{Z}_2,$$

and $\rho$ is the restriction of the twisting homomorphism defined in (i) to $SU(n)^\pm$. In particular, $\text{Isom}_{\text{SL}}$ and $\text{Isom}_{\pm \text{SL}}$ are subgroups of $\text{Isom}_{\text{Lag}}$.

(iii) $\text{Isom}_{\text{SL}}(2) = U(2) \text{ and } \text{Isom}_{\pm \text{SL}} = U(2) \cdot \langle R_1 \rangle \simeq U(2) \rtimes \mathbb{Z}_2$ where $U(2)$ denotes the unitary group of $\mathbb{C}^2$ with respect to the complex structure $I$ on $\mathbb{C}^2$ defined by right multiplication by the imaginary quaternion $I \in \text{Im } \mathbb{H}$, $R_1(z_1, z_2) := (-z_1, z_2)$ and $\rho : \mathbb{Z}_2 \to U(2)$ is the homomorphism defined by $\rho(1)U = R_1UR_1$. $U(2)$ satisfies

$$U(2) \cap U(2) = SU(2),$$

where $U(2)$ and $SU(2)$ are the unitary and special unitary groups with respect to the standard complex structure $J$ on $\mathbb{C}^2$ (defined by right multiplication by $J \in \text{Im } \mathbb{H}$). In particular, there exist special Lagrangian isometries of $\mathbb{C}^2$ which are not Lagrangian isometries.

In fact, the following stronger version of Lemma B.3 holds: if $n > 2$ any diffeomorphism of $\mathbb{C}^n$ which preserves the special Lagrangian differential ideal $\mathcal{I}$ generated by $\omega$ and $\text{Im } \Omega$ is a product of a dilation with some element of $\text{Isom}_{\pm \text{SL}}$ [3].
Proof of (i) We first prove that $U(n) \cdot \langle C \rangle$ forms a subgroup of $O(2n)$ isomorphic to the semidirect product claimed above. To prove that $U(n) \cdot \langle C \rangle$ forms a subgroup of $O(2n)$ it suffices, by the group theory discussion in Appendix A, to prove that $U(n) \cdot \langle C \rangle = \langle C \rangle \cdot U(n)$. Since conjugation by $C$ acts on $GL(n, \mathbb{C})$ by CMC = $\overline{M}$, conjugation by $C$ leaves $U(n)$ invariant and hence $U(n) \cdot \langle C \rangle$ forms a group in which $U(n)$ is a normal subgroup. Since $C \not\in U(n)$ we have $\langle C \rangle \cap U(n) = 1$ and therefore $U(n) \cdot \langle C \rangle$ has the semidirect product structure claimed.

Since both $U(n)$ and $C$ belong to $\text{Isom}_{\text{Lag}}$, the subgroup generated by them $U(n) \cdot \langle C \rangle$ is clearly a subgroup of $\text{Isom}_{\text{Lag}}$. We want to show that any element in $\text{Isom}_{\text{Lag}}$ belongs to $U(n) \cdot \langle C \rangle$. Recall that $U(n)$ acts transitively on the set of all (unoriented) Lagrangian planes in $\mathbb{C}^n$ with stabiliser conjugate to $O(n) \subset U(n)$. Hence given any $L \in \text{Isom}_{\text{Lag}}$ there exists $U \in U(n)$ so that $U^{-1}L$ maps the standard Lagrangian plane $\mathbb{R}^n \subset \mathbb{C}^n$ to itself and moreover fixes $\mathbb{R}^n$ pointwise. Given any $v \in S^{n-1} \subset \mathbb{R}^n$, consider the $n-1$ dimensional isotropic plane $I_v := \langle v \rangle^\perp \subset \mathbb{R}^n \subset \mathbb{C}^n$. The pencil $LP_v$ of all Lagrangian n-planes containing the isotropic plane $I_v$ is given by

$$LP_v = \bigcup_{\theta \in S^1} L_{v, \theta} = \bigcup_{\theta \in S^1} I_v \oplus \langle \cos \theta \, v + \sin \theta \, Jv \rangle.$$

Since $U^{-1}L$ fixes $I_v$ pointwise it maps the pencil of Lagrangian planes $LP_v$ to itself and therefore leaves the complex line $l_v$ spanned by $v$ and $Jv$ invariant. Moreover, since $U^{-1}L|_{l_v}$ is an isometry of the complex line $l_v$ which fixes $v \in l_v$ we must have

$$U^{-1}L(Jv) = \pm Jv.$$

By continuity the same sign must occur for any $v \in S^{n-1} \subset \mathbb{R}^n$ and hence we have either $U^{-1}L = \text{Id}$ or $U^{-1}L = i \text{Id}$ as required.

(ii) Structure of $\text{Isom}_{\text{SL}}$: Since $SU(n)$ and $C$ are contained in $\text{Isom}_{\text{SL}}$, $SU(n) \cdot \langle C \rangle$ is a subgroup of $\text{Isom}_{\text{SL}}$. We want to show that every element in $\text{Isom}_{\text{SL}}$ belongs to $SU(n) \cdot \langle C \rangle$. Recall that $SU(n)$ acts transitively on the set of all special Lagrangian n-planes in $\mathbb{C}^n$ with stabiliser conjugate to $SO(n)$. Hence given any $L \in \text{Isom}_{\text{SL}}$ there exists $S \in SU(n)$ so that $S^{-1}L$ maps the standard special Lagrangian n-plane $\mathbb{R}^n \subset \mathbb{C}^n$ to itself preserving its orientation. Therefore $S^{-1}L$ restricted to $\mathbb{R}^n$ is some element of $SO(n)$. Hence by using the freedom to change $S$ by an element of the stabiliser $SO(n)$ we can arrange that $S^{-1}L = \text{Id}$ on $\mathbb{R}^n$. Therefore given any $L \in \text{Isom}_{\text{SL}}$ there exists $S \in SU(n)$ such that $L' := S^{-1}L \in \text{Isom}_{\text{SL}}$ restricted to $\mathbb{R}^n \subset \mathbb{C}^n$ is the identity. The result follows if we can prove that this implies that $L' = \text{Id}$ or $L' = C$. To prove this we need to assume that $n > 2$.

Given any isotropic $n - 2$ plane $\Pi \subset \mathbb{C}^n$ we consider the space of all Lagrangian n-planes containing $\Pi$. Given any n-plane extension $\Pi''$ of $\Pi$ we can choose orthonormal vectors $v_{n-1}$ and $v_n$ which are orthogonal to $\Pi$ and so that $\Pi'' = \Pi \oplus \langle v_{n-1}, v_n \rangle$. Since $\Pi$ is isotropic, $\Pi'' = \Pi \oplus \langle v_{n-1}, v_n \rangle$ is Lagrangian if and only if $v_{n-1}$ and $v_n$ are also orthogonal to $J\Pi$ and $\omega(v_{n-1}, v_n) = 0$. In other words, Lagrangian n-planes containing $\Pi$ are in one-to-one correspondence with 2-planes in the complex 2-plane $(\Pi \oplus J\Pi)\perp$ that are Lagrangian with respect to the symplectic structure given by restriction of the symplectic form $\omega$ on $\mathbb{C}^n$ to $(\Pi \oplus J\Pi)\perp$ (the restriction of $\omega$ to any complex subspace is nondegenerate). A refinement of this correspondence shows that special Lagrangian extensions of the oriented isotropic $n - 2$ plane $\Pi$ are in one-to-one correspondence with 2-planes in the complex 2-plane $(\Pi \oplus J\Pi)\perp$ that are special Lagrangian with respect to the holomorphic $(2,0)$-form $\Omega_2 = \langle v_{n-1} \wedge \ldots \wedge v_{n-2} \rangle \wedge \Omega$ where $v_1, \ldots, v_{n-2}$ is an oriented orthonormal basis of $\Pi$.

Let $e_1, \ldots, e_n$ denote the standard oriented orthonormal basis of $\mathbb{R}^n$. Since $L'$ leaves invariant $\mathbb{R}^n$ it also leaves invariant the perpendicular n-plane $i\mathbb{R}^n \subset \mathbb{C}^n$. Hence $L'|_{i\mathbb{R}^n} \in O(n)$. Let $(L'_{jk})$ denote the matrix of $L'|_{i\mathbb{R}^n}$ with respect to the basis $i\epsilon_1, \ldots, i\epsilon_n$. Choose any pair of integers $1 \leq j < k \leq n$ and consider the oriented codimension two isotropic subspace of $\mathbb{R}^n \subset \mathbb{C}^n$ defined by $\Pi_{j,k} := \langle e_j, e_k \rangle_{\perp} \subset \mathbb{R}^n$. Since $L'$ fixes $\mathbb{R}^n$ pointwise it fixes $\Pi_{j,k} \subset \mathbb{R}^n$ and hence takes any special Lagrangian n-plane containing $\Pi_{j,k}$ into another special Lagrangian n-plane containing $\Pi_{j,k}$. Hence by the previous paragraph $L'$ sends the complex 2-plane $C_{e_j, e_k}$ spanned by $e_j$ and $e_k$ to itself and
also it fixes $\mathbb{R}_{e_j, e_k}^2 \subset \mathbb{C}_{e_j, e_k}^2$ pointwise. Hence $L'|_{\mathbb{R}_{e_j, e_k}^2} \in (\text{Id}) \times O(2) \subset O(2) \times O(2) \subset O(4)$ (with this splitting thought of with respect to the basis $e_j, e_k, ie_j, ie_k$ and therefore $l'^{ij}_m = l'^{km}_j = 0$ for any $m \notin \{j, k\}$ (consider the norm of the vectors formed by the $j$th and $k$th rows or columns of $L'|_{\mathbb{R}_{e_j, e_k}^2} \in O(n)$). Since we are free to choose any $1 \leq j < k \leq n$ this forces all off-diagonal terms of $(l'^{ij}_{jk})$ to vanish and hence $l'_{jj} = \pm 1$ for all $j = 1, \ldots, n$.

Finally we have to show that either $l'_{jj} = 1$ for all $j$ or $l'_{jj} = -1$ for all $j$. Suppose $L'|_{\mathbb{R}_{e_j, e_k}^2} \neq \pm \text{Id}$, then without loss of generality we may suppose that $l'_{11} = 1$ and $l'_{22} = -1$ and $l'_{ij} = \pm 1$ for $j > 2$.

The oriented $n$-plane $\xi = -Je_1 \wedge Je_2 \wedge e_3 \wedge \ldots \wedge e_n$ is a special Lagrangian $n$-plane which as an unoriented $n$-plane is invariant under $L'$, but by our choice of $l'_{11}$ and $l'_{22}$ $L'$ reverses the orientation of $\xi$ and hence $L' \not\in \text{Isom}_{\text{SL}}$. Therefore $L = \text{Id}$ or $L = C$ as claimed.

**Structure of $\text{Isom}_{\pm \text{SL}}$:** It follows directly from the definition that $\text{SU}(n)^\pm$ forms a subgroup of $\text{U}(n)$ which is invariant under complex conjugation. Hence by the first part of (i) $\text{SU}(n)^\pm \cdot (\mathbb{C})$ has the semidirect product structure claimed. The semidirect product structure of $\text{SU}(n)^\pm$ itself can be seen as follows. Consider the subgroup of $\text{U}(n)$ generated by $\text{SU}(n)$ and reflection in the complex hyperplane $z_1 = 0, R_1 \in \text{O}(n) \subset \text{U}(n)$ defined by

$$R_1(e_i) = \begin{cases} -e_i & \text{if } i = 1; \\ e_i & \text{otherwise.} \end{cases}$$

Since $\det_C(R_1) = -1$ any element in $\text{SU}(n)^\pm$ can be written in the form $(R_1) \cdot \text{SU}(n)$, conjugation by $R_1$ defines an involution of $\text{SU}(n)$ and $R_1 \notin \text{SU}(n)$. Hence $(R_1) \cdot \text{SU}(n) \simeq \text{SU}(n) \rtimes \mathbb{Z}_2$ where the twisting homomorphism $\rho: \mathbb{Z}_2 \to \text{Aut} \text{SU}(n)$ is determined by $\rho(1)U = R_1UR_1$. It is straightforward to check that $R_1$ satisfies $R_1^2 \text{Re} \Omega = -\text{Re} \Omega$ and hence belongs to $\text{Isom}_{\pm \text{SL}} \backslash \text{Isom}_{\text{SL}}$. Moreover, we see that $L \in \text{Isom}_{\pm \text{SL}} \backslash \text{Isom}_{\text{SL}}$ if and only if $R_1 \cdot L \in \text{Isom}_{\text{SL}}$. Hence the structure of $\text{Isom}_{\pm \text{SL}}$ now follows from the structure of $\text{Isom}_{\text{SL}}$ already established.

(iii) Using the standard basis $e_1 = 1, e_2 = I, e_3 = J$ and $e_4 = K$ for the quaternions $\mathbb{H} \cong \mathbb{C}^2$, the standard complex structure $J$ on $\mathbb{C}^2$ can be represented by the action of right multiplication by the unit imaginary quaternion $J \in \text{Im}(\mathbb{H})$. With respect to the complex structure $I$ defined by right multiplication by the unit imaginary quaternion $I$ we have

$$\omega_I := g(\cdot, I \cdot) = \text{Re} \, \Omega J.$$

Hence the special Lagrangian $2$-planes of $(\mathbb{C}^2, J, \omega_J, \Omega_J)$ are exactly the $J$-complex lines in $\mathbb{C}^2$. The rest of (iii) follows from this well-known fact. We omit the details since we do not use the result in this paper. However, for concreteness we exhibit special Lagrangian isometries which are not Lagrangian isometries. The $1$-parameter subgroup $\{M_\theta\} \cong \text{SO}(2) \subset \text{U}(2) \subset \text{O}(4)$ defined by

$$M_\theta = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & \cos \theta & \sin \theta \\ 0 & 0 & -\sin \theta & \cos \theta \end{pmatrix}$$

acts on the standard symplectic form $\omega = \omega_J$ and standard holomorphic $(2, 0)$-form $\Omega = \Omega_J$ on $\mathbb{C}^2$ by

$$M_\theta^*\omega = \cos \theta \omega - \sin \theta \text{Im} \Omega, \quad M_\theta^*\Omega = \text{Re} \Omega + i(\cos \theta \text{Im} \Omega + \sin \theta \omega).$$

In particular $\{M_\theta\}$ is not a subgroup of $\text{Isom}_{\text{Lag}}$ but is a subgroup of $\text{Isom}_{\text{SL}}$. When $\theta = \pi$, $M_\pi$ reduces to $\omega \mapsto -\omega$ and $\Omega \mapsto \overline{\Omega}$, which is consistent with the fact that $M_\pi = C$ where $C$ denotes the complex conjugation on $\mathbb{C}^2$ defined with respect to the standard complex structure $J$.

**Corollary B.6.** If $n > 2$ then any special Lagrangian isometry $L \in \text{Isom}_{\text{SL}}$ satisfies

$$L^*\omega = \omega, \quad L^*\Omega = \Omega,$$

while any anti-special Lagrangian isometry $L \in \text{Isom}_{\pm \text{SL}} \backslash \text{Isom}_{\text{SL}}$ satisfies

$$L^*\omega = \omega, \quad L^*\Omega = -\Omega, \quad L^*\omega = -\omega, \quad L^*\Omega = -\overline{\Omega}.$$
Corollary \[\text{B.6}\] implies that every \pm\text{-special Lagrangian isometry of } \mathbb{C}^n \text{ sends the complex structure } J \text{ to } \pm J. In other words, every \pm\text{-special Lagrangian isometry of } \mathbb{C}^n \text{ is either a holomorphic or anti-holomorphic isometry of } \mathbb{C}^n. \text{ Hence we may also define another subgroup of } \text{Isom}_{\pm \mathbb{C}}^J \text{ by } \text{Isom}_{\pm \mathbb{C}}^J := \{A \in \text{Isom}_{\pm \mathbb{C}}^J \mid AJ = JA\} \text{ where } J \text{ denotes the standard complex structure on } \mathbb{C}^n. \text{ Corollary } \[\text{B.6}\] \text{ also implies that every special Lagrangian isometry of } \mathbb{C}^n \text{ preserves the calibration } \text{Re} \Omega \text{ and that every anti-special Lagrangian isometry of } \mathbb{C}^n \text{ sends } \text{Re} \Omega \text{ to } -\text{Re} \Omega. \text{ Clearly, an isometry of } \mathbb{C}^n \text{ that preserves the calibration } \text{Re} \Omega \text{ defines a special Lagrangian isometry. However, in general it is not always the case that an isometry sending calibrated planes to calibrated planes must preserve the calibration. For example, for any } c \in (0, 1) \text{ the calibration on } \mathbb{R}^4 \text{ defined by } \phi = dx_1 \wedge dy_1 + c dx_2 \wedge dy_2, \text{ calibrates only the 2-plane } \xi = e_1 \wedge Je_1. \text{ The isometry } (x_1, x_2, y_1, y_2) \mapsto (x_1, x_2, y_1, -y_2), \text{ leaves } \xi \text{ invariant but does not preserve } \phi.
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Mirror symmetry is a significant area of research in mathematics, particularly in the field of geometry and theoretical physics. Andrew Strominger, Shing-Tung Yau, and Eric Zaslow have contributed significantly to the understanding of mirror symmetry, a phenomenon that relates seemingly different geometric objects.

In addition to these authors, several other mathematicians have made important contributions to the study of mirror symmetry and related topics. For example, R. P. Thomas and S.-T. Yau have explored Special Lagrangians, stable bundles, and mean curvature flow, which are central concepts in this field. Dominic Joyce and Leon Simon have also made notable contributions through their work on Special Lagrangians and Lectures on geometric measure theory, respectively.

Other notable works include the study of minimization problems among Lagrangian submanifolds by Hông-Van Lê, and the exploration of constant mean curvature surfaces in Euclidean three-space by Nikolaos Kapouleas. The existence of weak solutions for a conformally invariant scalar equation has been studied by R. Schoen and J. Wolfson, while the moduli space of special Lagrangian submanifolds has been analyzed by Nigel Hitchin.

Further contributions to the field include the study of mirror symmetry in Calabi-Yau manifolds by Nigel Hitchin and the exploration of special Lagrangian cones by Ian McIntosh. The existence of special Lagrangian 3-folds has been a focus of research by I. Martin Isaacs, and the existence of weak solutions with prescribed singular behavior for a conformally invariant scalar equation has been a subject of study by R. Schoen.

The moduli space of special Lagrangian submanifolds and its applications have been discussed by A. Chiribella and E. Zaslow in their work on mirror symmetry and duality. The study of special Lagrangian submanifolds with isolated conical singularities has been explored by Steven G. Krantz and Harold R. Parks.

This body of work reflects the ongoing and diverse research in mirror symmetry and related fields, showcasing the intricate connections between geometry, algebra, and physics.