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Abstract—Symbolic control techniques aim to satisfy complex logic specifications. A critical step in these techniques is the construction of a symbolic (discrete) abstraction, a finite-state system whose behaviour mimics that of a given continuous-state system. The methods used to compute symbolic abstractions, however, require knowledge of an accurate closed-form model. To generalize them to systems with unknown dynamics, we present a new data-driven approach that does not require closed-form dynamics, instead relying only on the ability to evaluate successors of each state under given inputs. To provide guarantees for the learned abstraction, we use the Probably Approximately Correct (PAC) statistical framework. We first introduce a PAC-style behavioural relationship and an appropriate refinement procedure. We then show how the symbolic abstraction can be constructed to satisfy this new behavioural relationship. Moreover, we provide PAC bounds that dictate the number of data required to guarantee a prescribed level of accuracy and confidence. Finally, we present an illustrative example.

I. INTRODUCTION

Research at the interface between formal methods and control theory has given rise to symbolic control [1], [2], [3], which deals with control of dynamical systems with logic specifications [4]. A key ingredient of symbolic control is a finite abstraction, i.e. a dynamical system with a finite number of states and inputs, also called symbolic model, constructed from the original system. When the concrete and abstract systems are related by a behavioural relation, such as an approximate alternating simulation relation [1], showing that the trajectories of the abstraction mimic the ones of the original system, the discrete controller synthesized for the abstraction can be refined into a hybrid controller for the original system. Finite abstractions enable the use of techniques developed in the areas of supervisory control of discrete event systems [5] and algorithmic game theory [6].

The abstractions studied in the literature generally rely on a mathematical model of the system, such as a physics-based first principle model. A closed-form model, however, may not be available when dealing with cyber-physical systems consisting of components of a different nature, described by differential equations, lookup tables, transition systems and hybrid automata. In this case, a common practice is to make use of learning-based approaches.

A number of learning-based approaches have been proposed recently for control of unknown systems without using symbolic models. These results study particular classes of systems, such as feedback-linearizable systems in [7], linear-time invariant systems in [8], [9], [10], and address particular types of specifications, such as safety in [11], stability in [12], [8], [7], [9], [13], and trajectory tracking in [10]. Learning a symbolic abstraction offers several benefits over the aforementioned results. First, our approach is universal and makes it possible to deal with general nonlinear systems subject to constraints. Second, we can deal with complex specifications, such as those expressed in linear temporal logic over finite traces [14].

In this paper, we propose a data-driven approach to construct system abstractions whose fidelity to the continuous system is guaranteed by a PAC bound [15]. In contrast to classical asymptotic statistical guarantees, which only guarantee certain behaviours in the limiting case of infinite data, PAC bounds restrict the probability of error that a statistical estimate makes with finite data. Additionally, PAC bounds are distribution-free, meaning that the guarantee holds regardless of the specific probabilistic nature of the problem. This makes PAC bounds a suitable type of guarantee for statistical approaches to control theory, where random variables are propagated through unknown functions (e.g. the state transition function), and guarantees must be made with finite data. Indeed, PAC analysis is already a popular tool for data-driven methods in safety-critical control, being used for such applications as reachability analysis [16], [17], model-predictive control [18], and safety verification of autonomous vehicles [19], [20]. However, PAC analysis has not, to the best of our knowledge, been applied to the construction of finite abstractions for symbolic control.

Classical approaches to the construction of model-based symbolic abstractions rely on reachability analysis. In this paper, the construction of data-driven abstractions is based on the PAC approach, where the discrete successors are computed as solutions to a statistical problem of empirical risk minimization. The contribution of the paper is twofold: First, we generalize the classical concept of alternating simulation relation [1] to incorporate the types of guarantees made by PAC learning, together with an appropriate refinement procedure. Second, for a given dynamical system with unknown dynamics, we present a new approach to the construction of data-driven symbolic abstractions that are related to the original dynamical system by a PAC approximate alternating relation. Moreover, we show that the provided statistical guarantees of the constructed symbolic abstraction, in terms of accuracy and confidence, can be made arbitrarily small by an appropriate choice of the number of data.

Related results in the literature include [21], which studies discrete-time nonlinear control systems with unmodeled...
dynamics, represented as a Gaussian Process. A symbolic model is constructed using Lipschitz continuity bounds of the unmodeled dynamics, learned from training data. Another related reference is [22], which constructs abstractions for stochastic discrete time nonlinear systems and co-safe LTL specifications. Again, a Lipschitz continuity bound is learned from data and used to build a model, which is then used to construct the symbolic abstraction. In this paper, we learn the abstraction directly from data without resorting to the model, which enables us to construct the abstraction for larger classes of systems without imposing any smoothness or regularity assumptions on the model.

The remainder of this paper is organized as follows. In Section II we recall the classical approach to the construction of symbolic abstractions for the considered class of systems and the statistical learning tools used in the paper. In Section III we introduce the concept of PAC-approximate alternating simulation and show how this new concept makes it possible to learn the symbolic abstraction from data, while providing statistical guarantees. Finally, Section IV presents numerical results highlighting the merits of the proposed approach.

Notations: The symbols \( \mathbb{N} \), \( \mathbb{N}_{>0} \), and \( \mathbb{R} \) and \( \mathbb{R}_{>0} \) denote the set of positive integers, non-negative integers, real and non-negative real numbers, respectively. Given a relation \( R \subseteq X_1 \times X_2 \) and \( x_1 \in X_1 \) we define \( R(x_1) = \{ x_2 \in X_2 \mid (x_1, x_2) \in R \} \). Similarly, for \( x_2 \in X_2 \) we define \( R^{-1}(x_2) = \{ x_1 \in X_1 \mid (x_1, x_2) \in R \} \). For a set \( A \), \( \text{card}(A) \) denotes the cardinality of \( A \). A relation \( R \subseteq X_1 \times X_2 \) is said to be deterministic if \( \forall x_1 \in X_1, \text{card}(R(x_1)) \leq 1 \).

Given \( N \in \mathbb{N}_{>0} \) and a metric space \( X \) equipped with a metric \( d \), \( Y^{\leq N} \) denotes the set of finite sequences of elements of \( Y \) with length bounded by \( N \). For a set \( C \subseteq Y^{\leq N} \) and \( \varepsilon \geq 0 \), \( B_{\varepsilon}(C) \subseteq Y^{\leq N} \) is defined by \( B_{\varepsilon}(C) = \{ z_0, z_1, \ldots, z_m \in Y^{\leq N} \mid \exists y_0, y_1, \ldots, y_m \in C \text{ such that } d(z_i, y_i) \leq \varepsilon, \forall i \in \{1, \ldots, m\} \} \). Given sets \( A_1, \ldots, A_n \subseteq X \), let \( \prod_{i=1}^{n} A_i = \{ (x_1, \ldots, x_n) : x_i \in A_i, i = 1, \ldots, n \} \) denote their Cartesian product.

II. SYMBOLIC ABSTRACTIONS FOR DYNAMICAL SYSTEMS

In this section, we first define the class of systems considered in the paper. We then recall the classical approach to construct their symbolic abstractions.

A. Preliminaries

First, we review the notion of a transition system [1]. This notion allows us to describe the concrete dynamical system and its symbolic abstraction in a unified framework.

Definition 1: A transition system is a tuple \( S = (X, X^0, U, \Delta, Y, H) \), where \( X \) is the set of states, \( X^0 \subseteq X \) is the set of initial states, \( U \) is the set of inputs, \( \Delta \subseteq X \times U \times X \) is the transition relation, \( Y \) is the set of outputs and \( H \) is the output map. When \( (x, u, x') \in \Delta \), we use the alternative representation \( x' \in \Delta(x, u) \), where state \( x' \) is called a \( u \)-successor (or simply successor) of state \( x \) under input \( u \in U \).

The transition system is said to be:

- finite (or symbolic), if sets \( X \) and \( U \) are finite.
- deterministic, if there exists at most one \( u \)-successor of \( x \), for any \( x \in X \) and \( u \in U \).

Given \( x \in X \), the set of enabled (admissible) inputs for \( x \) is denoted by \( U^e(x) \) and defined as \( U^e(x) = \{ u \in U \mid \Delta(x, u) \neq \emptyset \} \). A trajectory of the transition system \( S \) is a finite or infinite sequence of transitions \( \sigma = (x_0, u_0), (x_1, u_1), (x_2, u_2), \ldots \) where \( x_{i+1} \in \Delta(x_i, u_i) \) for \( i \in \mathbb{N} \). The output behavior associated with the trajectory \( \sigma \) is the sequence of outputs \( y_0, y_1, y_2, \ldots \) where \( y_i = H(x_i) \) for all \( i \in \mathbb{N} \). In this paper, we are interested in finite-time specifications. Given a constant \( N \in \mathbb{N}_{>0} \), a specification \( \phi \subseteq Y^{\leq N} \) for the transition system \( S \) encodes a set of finite-time desirable behaviors for which the length of the output behaviour is bounded by \( N \).

We now define the concept of control policy for transition systems.

Definition 2: A control policy for the transition system \( S = (X, X^0, U, \Delta, Y, H) \) is a pair \( (X^0, C) \) consisting of:

- A set of initial states \( X^0 \);
- A control law \( C : X^{\leq N} \rightarrow U \) that takes a finite state sequence \( x_0 x_1 \ldots x_k \) and outputs a control \( u_k \) for all time \( k \in \mathbb{N} \).

When the control policy is placed in closed loop with the transition system \( S \), a controlled output behaviour \( \sigma_y = y_0, y_1, y_2, \ldots, y_{m-1} \) satisfies: \( x_0 \in X^0, x_{k+1} \in \Delta(x_k, u_k) \) with \( u_k = C(x_0 x_1 \ldots x_k) \) and \( y_k = H(x_k) \) for all \( k \in \{0, 1, \ldots, m-1\}, m \leq N \). We use \( B_S(X^0, C) \subseteq Y^{\leq N} \) to denote the set of all possible output behaviours when the control policy is placed in closed loop with the transition system \( S \).

In the sequel, we consider the approximate relationship for transition systems based on the notion of alternating simulation relation to relate abstractions to concrete systems.

Definition 3: Let \( S_1 = (X_1, X^0_1, U_1, \Delta_1, Y_1, H_1) \) and \( S_2 = (X_2, X^0_2, U_2, \Delta_2, Y_2, H_2) \) be two transition systems such that \( Y_1 \) and \( Y_2 \) are subsets of the same metric space \( Y \) equipped with a metric \( d \). For \( \varepsilon \geq 0 \), a deterministic relation \( R \subseteq X_1 \times X_2 \) is said to be an \( \varepsilon \)-approximate alternating simulation relation from \( S_2 \) to \( S_1 \), if it satisfies:

(i) \( \forall x_2' \in X^0_2, \exists x_1' \in X^0_1 \text{ such that } (x_1', x_2') \in R; \)
(ii) \( \forall (x_1, x_2) \in R, d(H_1(x_1), H_2(x_2)) \leq \varepsilon; \)
(iii) \( \forall (x_1, x_2) \in R, \forall u_2 \in U^e_2(x_2), \exists u_1 \in U^e_1(x_1) \text{ such that } \exists x_1' \in \Delta_1(x_1, u_1), \exists x_2' \in \Delta_2(x_2, u_2) \text{ satisfying } (x_1', x_2') \in R. \)

We denote the existence of an \( \varepsilon \)-approximate alternating simulation relation from \( S_2 \) to \( S_1 \) by \( S_2 \approx_\varepsilon S_1 \).

B. Symbolic abstraction

In this paper, we model a dynamical system \( S = (X, X^0, U, \Delta, Y, H) \) as a transition systems (see Definition 1), where \( X \subseteq \mathbb{R}^n \) is the set of states, \( X^0 \subseteq X \) is the set of initial states, \( U \subseteq \mathbb{R}^p \) is the set of inputs, \( \Delta : X \times U \rightarrow X \) is a deterministic transition relation, \( Y = X \) is the set of outputs and \( H \) is the output map satisfying \( H(x) = x \) for all \( x \in X \). The dynamical
system $S$ is generally equipped with a continuous state and input spaces $X$ and $U$, respectively, and has an infinity of possible transitions. The objective of this part is to recall the classical approach to construct a symbolic (finite or discrete) abstraction $S_d = (X_d, X^0_d, U_d, \Delta_d, Y_d, H_d)$ for the concrete system $S$.

1) **Discretization:** To construct the state and input sets $X_d$ and $U_d$ for the symbolic abstraction $S_d$, we rely on the discretization of the continuous state-space $X$ and input sets $U$. First, we approximate the set of inputs $U$ with a finite number of values $u_0, U_d = \{u \in U \mid \ell = 0, \ldots, n_u - 1\}$. We discretize the state-space, using a discretization precision $\eta > 0$, into $n_x \geq 1$ states using a finite partition $X_d$ of the set $X$. Each element $q$ of the partition is a half-closed interval $q = ([a^l, a^u])$. We also define the quantizer $Q_{X_d} : X \rightarrow X_d$ associating each continuous state to its symbolic counterpart: for $x \in X$ and $q \in X_d$, $Q_{X_d}(x) = q$ if and only if $x \in q$. The set of discrete initial states is defined as $X^0_d = X_d \cap X^0$. The discrete output set is $Y_d = X$ and the output map is defined for $q = ([a^l, a^u]) \in X_d$ as $H_d(q) = [a^l, a^u]$.

2) **Transition relation:** The transition relation $\Delta_d \subseteq X_d \times U_d \times X_d$ abstracting the continuous dynamics can be defined as follows: for $q, q' \subseteq X_d, u \in U_d, \Delta_d(q, u)$ if and only if $\Delta(q, u) \subseteq ([a^l^q, a^u^q] \times [a^l^{q'}, a^u^{q'}])$, where

$$\Delta(q, u) = \{z \mid z = \Delta(x, u), x \in q\}$$

Using such a construction for the symbolic abstraction, one can show that the abstraction $S_d$ is approximately alternatingly simulated by the concrete system $S$, i.e., $S_d \approx_n S$, where $\eta > 0$ is the state-space discretization parameter used to construct the symbolic abstraction [1].

In model-based approaches the key ingredient for finding the discrete successors is the computation of reachable sets. In this paper, the construction of the abstraction is based on the PAC approach, where the discrete successors are computed as solutions to a statistical problem of empirical risk minimization which satisfies a PAC bound.

### C. Empirical Risk Minimization and PAC Bounds

An empirical risk minimization problem comprises a class $C$ of sets $c \subseteq X$, called the concept class, a loss function $\ell : (C \times X) \rightarrow \mathbb{R}$, and a set of sample points $x^{(1)}, \ldots, x^{(M)}$ that are independent and identically distributed according to an unknown probability measure $P$. These components define the risk function $r(c) = \int_X \ell(c, x) dP(x)$. The goal is to find the concept $c \in C$ that minimizes $r(c)$, but this is not possible since $P$ is unknown. We instead find the concept that minimizes the empirical risk $\hat{r}(c) = \frac{1}{M} \sum_{i=1}^{M} \ell(c, x^{(i)})$.

Under certain conditions on the concept class $C$ the difference between $r(c)$ and $\hat{r}(c)$ can be uniformly bounded with high probability by any constant $\mu > 0$ for a sufficiently large (but finite) sample size $M$. In the case of concept classes of finite cardinality, we have the following bound:

Proposition 1 ([23], Theorem 2.2): Consider the confidence parameter $\delta \in (0, 1)$ and the accuracy parameter $\mu \in (0, 1)$. Let $r$ be the risk function and $\hat{r}$ the empirical risk function, defined above. If the sample size is chosen such that $M \geq \frac{1}{\mu} \log \frac{\text{card}(C)}{\delta}$, then the following holds:

$$P^M \left( \sup_{c \in C} |r(c) - \hat{r}(c)| \leq \mu \right) \geq 1 - \delta,$$

where $P^M$ denotes the product measure of $M$ copies of $P$.

Bounds of the form [2] are called PAC bounds after the Probably Approximately Correct (PAC) framework of Valiant [15]. Since the product measure $P^M$ is the probability measure of the random vector $(x^{(1)}, \ldots, x^{(M)})$, equation [2] asserts that the probability of choosing samples $(x^{(1)}, \ldots, x^{(M)})$ that yield, for all concepts, an empirical risk that is within $\mu$ of the actual risk, is at least $1 - \delta$. This ensures that the empirical risk is an acceptable proxy for the actual risk, satisfying a quantitative error bound with high probability.

We consider in particular the zero-one membership loss $\ell(c, x) = 1\{x \notin c\}$. For this loss function, the associated risk is $r(c) = \int_X \ell(c, x) dP(x) = 1 - P(c)$, the probability mass of the complement of $c$ under the measure $P$, and the PAC bound [2] becomes the double probability inequality

$$P^M \left( \sup_{c \in C} |P(c) - \hat{P}(c)| \leq \mu \right) \geq 1 - \delta,$$

which assures with confidence $1 - \delta$ that $\hat{P}(c)$ estimates $P(c)$ with an error bounded by $\mu$ for all $c$.

### III. MAIN RESULT

#### A. Problem formulation and standing assumptions

The goal of this paper is to construct a PAC-guaranteed symbolic abstraction of the concrete dynamical system $S = (X, X^0, U, D, Y, H)$ for the case where the transition relation $\Delta$ is unknown. In particular, we propose here a statistical learning-based approach, in which the symbolic model is learned from data. Moreover, we will provide a constructive procedure to collect these data.

To provide the statistical structure to the problem, we use the probability measure space $(X, \mathcal{B}(X), \mathbb{P})$, where $X$ denotes the state space of the concrete system, $\mathcal{B}(X)$ denotes the Borel sets of $X$, and $\mathbb{P}$ denotes a probability measure on $\mathcal{B}(X)$.

For the statistical approach, we require that the unknown transition relation $\Delta$ be a deterministic function that is measurable with respect to $\mathcal{B}(X)$ for fixed $u \in U$, so that

\[\text{The product of measures } P_i, \ i = 1, \ldots, n, \text{ is defined as a measure } P_{\text{prod}} \text{ which satisfies } P_{\text{prod}}(\bigotimes_{i=1}^{n} A_i) = \prod_{i=1}^{n} P_i(A_i) \text{ when } A_i \text{ is } P_i\text{-measurable for all } i. \text{ If the } P_i \text{ are all probability measures, which is always the case in this paper, then the product measure is unique.}

3. We do not require that the measure $\mathbb{P}$ be explicitly defined: it serves to formally define the random variables in the sequel, but explicit knowledge of $\mathbb{P}$ is not necessary for calculations.

Since the transition system $S$ corresponds to the concrete dynamical system, the determinism assumption is generally satisfied.
the image of a random variable on $X$ under $\Delta$ with fixed $u$, i.e. $\Delta(\cdot, u)$, is itself a well-defined random variable on $X$. We also assume that we may make any finite number of evaluations $\Delta(x, u)$ for $x \in X$, $u \in U$. Essentially, the transition relation is treated as a black-box model: while we assume no direct knowledge of $\Delta$ (other than determinism and measurability), we assume that the system is available for collecting data. The measurability assumption required in this paper is less restrictive than the global Lipschitz assumption on the unknown transition function $\Delta$, which is stipulated in [21] for the construction of symbolic abstractions for (partially) unknown dynamical systems.

B. PAC behavioural relationship

To incorporate the types of guarantees made by PAC learning into the refinement procedure, we require a generalized alternating relation which admits PAC bounds. In this section we construct such a generalization, which recovers the classical alternating simulation relation as a limiting case.

Consider the transition systems $S_1 = (X_1, X_1^0, U_1, \Delta_1, Y_1, H_1)$, $S_2 = (X_2, X_2^0, U_2, \Delta_2, Y_2, H_2)$ and a relation $R \subseteq X_1 \times X_2$, assume that the transition system $S_1$ is deterministic and that $U_2 \subseteq U_1$. For each $x_2 \in X_2$, let $x_2$ denote a random variable supported on $X_2$. For instance, if $R^{-1}(x_2)$ is compact, then we may choose $x_2$ to be the uniform random variable on $R^{-1}(x_2)$. Given $x_2$, let $z_{x_2}, \ldots, z_{x_2}$ denote a set of $M$ independent and identically distributed samples drawn from $x_2$. Note that $(z_{x_2}^{(1)}, \ldots, z_{x_2}^{(M)})$ is itself a random variable, whose probability measure $P_{z_{x_2}^{(1)}, \ldots, z_{x_2}^{(M)}}$ is simply the product measure of $M$ copies of $P_{z_{x_2}}$. For a fixed $u_2 \in U_2 \subseteq U_1$, let $\Delta_{1,2,u_2} = \Delta_1(\cdot, u_2)$ denote the image of $x_2$ under $\Delta_1(\cdot, u_2)$, and let $P_{\Delta_{1,2,u_2}}$ denote the probability measure corresponding to $\Delta_{1,2,u_2}$. In order to define a PAC-approximate alternating simulation relation, we choose a measure $P_{z_{x_2}}$ and a corresponding sample set $z_{x_2}^{(1)}, \ldots, z_{x_2}^{(M)}$ for each $x_2 \in X_2$.

We have now all the ingredients to define the concept of PAC-approximate simulation relation.

Definition 4: Let $S_1 = (X_1, X_1^0, U_1, \Delta_1, Y_1, H_1)$ be a deterministic transition system and $S_2 = (X_2, X_2^0, U_2, \Delta_2, Y_2, H_2)$ be a finite transition system such that $U_2 \subseteq U_1$, and $Y_1, Y_2$ are subsets of the same metric space $Y$, equipped with a metric $d$. Let $n_x = \text{card}(X_2)$ and $n_u = \text{card}(U_2)$. For a precision $\varepsilon \geq 0$, a confidence parameter $\delta \in (0, 1)$, and an accuracy parameter $\mu \in (0, 1)$, a deterministic relation $R \subseteq X_1 \times X_2$ is said to be an $(\varepsilon, \delta, \mu)$-PAC approximate simulation relation from $S_2$ to $S_1$ if it satisfies:

(i) $\forall x_2^0 \in X_2^0$, $\exists x_1^0 \in X_1^0$ such that $(x_1^0, x_2^0) \in R$;
(ii) $\forall (x_1, x_2) \in R$, $d(H_1(x_1), H_2(x_2)) \leq \varepsilon$;
(iii) $\forall (x_1, x_2) \in R$, $\exists u_2 \in U_2$, $\exists u_1 \in U_1$ such that

$satisfying

$$P_{\Delta_1(z_{x_2}^{(1)}, u_1), \ldots, z_{x_2}^{(M)}, u_1} \left( P_{\Delta_1,2,2} \left( x_1 = \Delta_1(x_1, u_1) : \right) \exists x_2' \in \Delta_2(x_2, u_2) \text{ s.t. } \left( x_1', x_2' \right) \in R \right) \geq 1 - \mu$$

$$\geq 1 - \delta/n_x n_u$$

(4)

We denote the $(\varepsilon, \delta, \mu)$-PAC approximate alternating simulation relation from $S_2$ to $S_1$ by $S_2 \approx_{(\varepsilon, \delta, \mu)} S_1$.

In this definition, $S_1$ represents the concrete system and $S_2$ represents the abstract one. While conditions (i) and (ii) are the same as in the classical notion of approximate alternating simulation relation in Definition 3, condition (iii) generalizes the one in Definition 3: it states that for each pair of concrete and discrete states $x_1$ and $x_2$ that are in relation and for each enabled discrete input $u_2$, there exists an enabled concrete input $u_1$ such that equation (4) is satisfied. Equation (4) can be interpreted as follows:

- **Accuracy.** The inner inequality “$P_{\Delta_1,2,2} \left( \cdot \right) \geq 1 - \mu$” asserts that for a sample drawn at random from $R^{-1}(x_2) \subseteq X_1$ according to $z_{x_2}$, and for the successor $\Delta_1(x_2, u_1)$ of $x_2$ under $u_1$, the probability of the existence of a successor $x_2' \in \Delta_2(x_2, u_2)$ of $x_2$ under $u_2$ that is related to $\Delta_1(x_2, u_1)$ is greater than $1 - \mu$. This quantity serves as a probabilistic measure of the accuracy of the alternating simulation relation, implying that a given concrete transition is simulated by an abstract transition with probability of at least $1 - \mu$.

- **Confidence.** $P_{\Delta_1(z_{x_2}^{(1)}, u_1), \ldots, z_{x_2}^{(M)}, u_1} \left( \cdot \right)$ in the outer inequality is the probability that the samples $\Delta_1(z_{x_2}^{(1)}, u_1), \ldots, \Delta_1(z_{x_2}^{(M)}, u_1)$ are sufficiently informative about the transitions in order to construct an abstraction of $1 - \mu$ accuracy. Thus, the probability $1 - \delta/n_x n_u$ may be taken as the confidence that a given transition in the abstraction achieves $1 - \mu$ accuracy. Equivalently, the quantity $\delta/n_x n_u$ upper bounds the probability that a given transition is not $(1 - \mu)$-accurate. By a union bound argument, the probability that any one of the $n_x n_u$ transitions is not $(1 - \mu)$-accurate is at most $\delta$. Therefore, the probability that all of the transitions in the abstraction achieve a probabilistic accuracy of at least $1 - \mu$ is at least $1 - \delta$.

One can readily see that when $\mu$ and $\delta$ converge to zero, the proposed PAC approximate alternating simulation relation recovers the classical notion of approximate alternating simulation relation in Definition 3. In the following result we use the concept of PAC alternating simulation to refine a controller satisfying the specification from one system to the other.

Theorem 1: Let $S_1 = (X_1, X_1^0, U_1, \Delta_1, Y_1, H_1)$ be a deterministic transition system and $S_2 = (X_2, X_2^0, U_2, \Delta_2, Y_2, H_2)$ be a finite transition system such that $S_2 \approx_{(\varepsilon, \delta, \mu)} S_1$, with a PAC approximate alternating simulation relation $R$, for probability distributions $z_{x_2}$, $x_2 \in X_2$, and constants $\varepsilon \geq 0$, $\delta, \mu \in (0, 1)$. Consider a specification $\phi \subseteq Y_2^{\leq N}$ on the output behaviour of the transition system $S_2$. If there exists a control policy $(X_1^{\text{C}}, C)$ such that the closed loop...
behaviour $B_{S_1}(X^0_{C_1}, C_2)$ of the system $S_2$ under $(X^0_{C_1}, C_2)$ satisfies the specification $\phi$, then there exists a control policy $(X^0_{C_1}, C_2)$ such that any closed-loop behaviour $(x_{1,0}, u_{1,0}), (x_{1,1}, u_{1,1}), \ldots, (x_{1,m}, u_{1,m})$, with length $m \leq N$, of $S_1$ under $(X^0_{C_1}, C_2)$ satisfies

$$P_{S}(P_u((H_1(x_{1,0}), \ldots, H_1(x_{1,m}))) \in B_{C}(\phi)) \geq (1 - \mu)^m \geq 1 - \delta,$$

where $P_u$ denotes the product measure of $P_{\Delta x_{1}, x_{2}, u_2}$, $i = 1, \ldots, m$, $x_{2,i} = R(x_{1,i}), i = 1, \ldots, m$, $P_S$ denotes the product measure of $P_{\Delta x_{1}, x_{2}, u_2}, \ldots, \Delta x_{2}^{(M)}$ for all $x_2 \in X_2, u_2 \in U_2$, and $H_1$ is the output map of the transition system $S_1$.

**Proof:** Let the set of initial condition $X^0_{C_1} = R(X^0_{C_2})$. Using the fact that $X^0_{C_1}$ is non-empty, one has from (i) in Definition 4 that $X^0_{C_1}$ is non-empty. By construction of the set $X^0_{C_1}$, we have for any $x_{1,0} \in X^0_{C_1}$, the existence of $x_{2,0} \in X^0_{C_2}$ such that $(x_{1,0}, x_{2,0}) \in R$. By iterating $m$ times condition (ii) in Definition 4 the inner probability in (5) can be factored as

$$P_u(H_1(x_{1,0}), \ldots, H_1(x_{1,m})) \in B_{C}(\phi)$$

$$\geq P_u(\prod_{i=1}^{m}(x_{1,i} = \Delta_1(x_{1,i-1}, u_{1,i-1}));$$

$$\exists x_{2,i} \in \Delta_2(x_{2,i-1}, u_{2,i-1}) \text{ s.t. } (x_{1,i}, x_{2,i}) \in R)$$

$$= \prod_{i=1}^{m} P_{\Delta x_{1}, x_{2}, u_2}(x_{1,i} = \Delta_1(x_{1,i-1}, u_{1,i-1});$$

$$\exists x_{2,i} \in \Delta_2(x_{2,i-1}, u_{2,i-1}) \text{ s.t. } (x_{1,i}, x_{2,i}) \in R).$$

where the first inequality follows from (ii) in Definition 4 and the fact that $H_2(x_{2,0}), \ldots, H_2(x_{2,m}) \in \phi$, and the first equality follows from the construction of the product measure $P_u$.

Next, we show that the factors in the product (7) can with probability $1 - \delta$, all be lower-bounded by $1 - \mu$. Let $H$ denote a collection of $M$ samples for each discrete state and input, that is $H = \{((\Delta_1(x_{2}^{(1)}, u_2), \ldots, \Delta_1(x_{2}^{(M)}, u_2)) : x_2 \in X_2, u \in U_2).$ Since $X_2$ and $U_2$ are finite, and $\Delta_1$ is a deterministic transition relation, the set $H$ is a finite set. Let $A_{x, u_2}$ denote the set of samples $H$ such that the inner inequality in (4) holds for the pair $(x, u_2)$. Then we have

$$P_S(A_{x, u_2}) = P_{\Delta x_{1}, x_{2}, u_2}, \ldots, \Delta x_{2}^{(M)}(A_{x, u_2}) = \delta/\nu_x \nu_u,$$

where $A^c$ denotes the set-theoretic complement of the set $A$. The first equality holds because the event that the inner inequality in (4) holds for a fixed $(x, u_2)$ depends only on the samples $\Delta_1(x_{2}^{(1)}, u_2), \ldots, \Delta_1(x_{2}^{(M)}, u_2)$.

The event that the inner inequality in (4) fails to hold for at least one $(x, u_2)$ pair is the union of the $\nu_x \nu_u$ events $\bigcup_{x_2 \in X_2, u_2 \in U_2} A_{x, u_2}$, whose probability can be bounded by the union bound:

$$P_S\left( \bigcup_{x_2 \in X_2, u_2 \in U_2} A_{x, u_2} \right) \leq \sum_{x_2 \in X_2, u_2 \in U_2} P_S(A_{x, u_2}) = \delta.$$  

Therefore, the event that the inner inequality in (4) holds for all $(x, u_2)$ is at least $1 - \delta$, which we can also express as $P_S(H \notin \bigcup_{x_2 \in X_2, u_2 \in U_2} A_{x, u_2}) \geq 1 - \delta$.

Now, suppose $H \notin \bigcup_{x_2 \in X_2, u_2 \in U_2} A_{x, u_2}$; then we may apply the inner inequality in (4) to each factor of the product in (7), yielding

$$P_u((H_1(x_{1,0}), \ldots, H_1(x_{1,m})) \in B_{C}(\phi)) \leq (1 - \mu)^m.$$  

Since $P_S(H \notin \bigcup_{x_2 \in X_2, u_2 \in U_2} A_{x, u_2}) \geq 1 - \delta$, we have

$$P_S(P_u((H_1(x_{1,0}), \ldots, H_1(x_{1,m}) \in B_{C}(\phi)) \geq (1 - \mu)^m \geq 1 - \delta.$$  

The result of Theorem 1 can be interpreted as follows: if a transition system $S_2$ is related to a transition system $S_1$ by a $(\varepsilon, \delta, \mu)$-PAC approximate alternating simulation relation and one can synthesize a controller for $S_2$ to achieve a specification $\phi$, then we can refine the controller for $S_2$ into a controller for $S_1$ ensuring, with a confidence $1 - \delta$, that the system $S_1$ will satisfy an approximate version of the specification $\phi$ (given by $B_{C}(\phi)$).

C. PAC symbolic abstraction

Given the concrete system $S = (X, X^0, U, \Delta, Y, H)$ with an unknown transition function $\Delta$, a precision $\varepsilon \geq 0$, a confidence parameter $\delta \in (0, 1)$, and an accuracy $\mu \in (0, 1)$, in this section we propose a randomized algorithm to construct a symbolic abstraction $S_d = (X_d, X^0_d, U_d, \Delta_d, Y_d, H_d)$ that is related to concrete system $S$ by a $(\varepsilon, \mu, \delta)$-PAC alternating simulation relation. This algorithm is a data-driven generalization of the classical abstraction algorithm described in Section II-B.

The algorithm is made up of two steps:

1) We construct the discrete set of states $X_d$, initial states $X^0_d$, inputs $U_d$, outputs $Y_d$ and output map $H_d$ following the same approach in step 1 of Section II-B.

2) To construct the discrete transition relation $\Delta_d$, we first select a sample size $M \in \mathbb{N}_{>0}$ according to (15). Then for a discrete state $q = (x^q, \pi^q) \in X_d$ we select a distribution $p_q$ such that for $x \in X, p_q(x) > 0 \iff x \in q = (x^q, \pi^q)$. We then select a discrete input $u \in U_d$ draw $M$ samples $x^{(1)}, \ldots, x^{(M)}$ from the set $(x^q, \pi^q)$ according to the distribution $p_q$, and compute the successors $\Delta_d(x^{(1)}, u), \ldots, \Delta_d(x^{(M)}, u)$. The discrete transition relation is then defined as follows:

for $q, q' \in X_d, u \in U_d, q' \in \Delta_d(q, u)$ if and only if there exists $i \in \{1, \ldots, M\}$ such that $\Delta_d(x^{(i)}, u) = q'$.
Theorem 2: Given a concrete system \( S = (X, X^0, U, \Delta, Y, H) \), a precision \( \varepsilon \geq 0 \), a confidence parameter \( \delta \in (0,1) \), and an accuracy \( \mu \in (0,1) \). Let \( S_d \) be a symbolic abstraction of the system \( S \) constructed according to Algorithm 1. Then \( S_d \approx_{(\varepsilon, \delta, \mu)} S \).

Algorithm 1: Randomized algorithm to construct an \((\varepsilon, \mu, \delta)\)-PAC symbolic abstraction

**Input:** Concrete system \( S = (X, X^0, U, \Delta, Y, H) \); parameters \( \varepsilon > 0 \), \( \mu \), \( \delta \in (0,1) \).

**Output:** Abstract system \( S_d = (X_d, X_d^0, U_d, \Delta_d, Y_d, H_d) \) satisfying \( S_d \approx_{(\varepsilon, \mu, \delta)} S \).

1. Construct \( U_d \), \( X_d \), \( X_d^0 \) and \( H_d \), and \( Y_d \) according to the procedure in step 1 of Section II-B with a state-space discretization parameter \( \varepsilon \), and with \( \text{card}(X_d) = n_x \) and \( \text{card}(U_d) = n_u \);
2. Select a sample size \( M \geq \frac{1}{\mu} \left( n_x \log 2 + \log \frac{2n_x n_u}{\varepsilon} \right) \);
3. for all \( q \in X_d \) do
   a. Select a distribution \( p_q \) such that for \( x \in X \)
      \[ p_q(x) > 0 \iff x \in q; \]
   b. for all \( u \in U_d \) do
      1. Draw \( M \) samples \( x^{(1)}, \ldots, x^{(M)} \) from \( q \) according to the distribution \( p_q \), and compute the successors \( \Delta(x^{(1)}, u), \ldots, \Delta(x^{(M)}, u) \);
      2. Define \( \Delta_d(q, u) = \{ q' \in X_d : \exists \mu \in \{1, \ldots, M \} \text{ s.t. } \Delta(x^{(\mu)}, u) \in q' \}; \)
5. end
6. end

Proof: Consider the relation \( R \subseteq X \times X_d \) defined for \((x, q) \in X \times X_d \) as \((x, q') \in R\) if and only if \( x \in q \). Let us show that \( R \) is an \((\varepsilon, \delta, \mu)\)-PAC approximate alternating simulation relation from \( S_d \) to \( S \). First, we have that, for any \( q \in X_d \), there exists an \( x \in X \) such that \( x \in q \); hence condition (i) of Definition 4 is directly satisfied. Now for \((x, q) \in R\) with \( q \in (\mathbb{Q}^d, \pi^0)\), by considering \( d \) to be the Euclidean distance on \( X \subseteq \mathbb{R}^n \), we have that \( d(H(x), H_d(q)) = d(x, \frac{x^+ + x^-}{2}) \leq \varepsilon \), where the inequality follows from the fact that we are using \( \varepsilon \) as a state-space discretization parameter. Hence, condition (ii) of Definition 4 is satisfied. Let us now show that condition (iii) in Definition 4 is satisfied. Consider \((x, q) \in R\), \( u_d \in U^q(x) \) and choose \( u = u_d \in U^q(x) \).

To prove that equation (3) is satisfied, we show that equation (4) is equivalent to a PAC bound of the form asserted by Proposition 1 for an empirical risk minimization problem that is solved by the construction of \( \Delta_d(q, u_d) \) in step 7 of Algorithm 1. First, we note that

\[
\begin{align*}
P_{\Delta_d, u_d}(x' = \Delta(x, u)) : \\
\forall q' \in \Delta_d(q, u) \text{ s.t. } (x', q') \in R \\
= P_{\Delta_d, u_d} \left( \bigcup_{q' \in \Delta_d(q, u)} R^{-1}(q') \right),
\end{align*}
\]

by the definition of \( R^{-1} \). Now, consider the probability in (13), this is the complement of the risk function corresponding to an empirical risk minimization problem whose concept class is the set of \( 2^{n_x} \) unions of the form \( \bigcup_{q' \in J} R^{-1}(q') \) indexed by \( J \subseteq X_d \), whose loss function is the set membership loss, and whose data are the successor samples \( \Delta(x^{(1)}, u), \ldots, \Delta(x^{(M)}, u) \). For this problem, the empirical risk for the concept corresponding to the discrete states \( J \subseteq X_d \) is

\[
\hat{r}(J) = \frac{1}{N} \sum_{i=1}^{M} \left\{ \Delta(x^{(i)}), u \notin \bigcup_{q' \in J} R^{-1}(q') \right\}.
\]

By construction, the set \( \bigcup_{q' \in \Delta_d(q, u)} R^{-1}(q') \) satisfies \( \hat{r}(\Delta_d(q, u)) = 0 \), since \( q' \in \Delta_d(q, u) \) only if \( \Delta(x^{(i)}, u) \in R^{-1}(q') \) for some \( i \in \{1, \ldots, M\} \).

To attain the PAC bound, we now apply Proposition 1 to the empirical risk minimization problem described above. We must first check that the sample size is sufficient: since there are \( 2^{n_x} \) concepts, and we want to ensure accuracy \( \mu \) and confidence \( \delta/\varepsilon n_x n_u \), we must have

\[
M \geq \frac{1}{\mu} \log \frac{2^{n_x}}{\delta/\varepsilon n_x n_u} = \frac{1}{\mu} \left( n_x \log 2 + \log \frac{n_x n_u}{\varepsilon} \right),
\]

which is precisely the sample size requirement stipulated in Algorithm 1. Therefore, by Proposition 1 and the fact that \( \hat{r}(\Delta_d(q, u)) = 0 \), we have

\[
P_{\Delta_d(q, u), \ldots, \Delta_d(M), u} \left( \bigcup_{q' \in \Delta_d(q, u)} R^{-1}(q') \right) \leq \mu \geq 1 - \delta/\varepsilon n_x n_u.
\]
This inequality is equivalent to

\[
P_{\Delta_q^{(1)},\ldots,\Delta_q^{(M)},\mu}\left(\bigcup_{q' \in \Delta_u(q,u)} R^{-1}(q') \right) \geq 1 - \mu \geq 1 - \delta/n_x n_u,
\]

which in turn is equivalent to (5) by the reasoning of Eqs. (12) through (13).

Note that any precision \( \varepsilon > 0 \) of the PAC alternating simulation relation can achieved by choosing an appropriate state-space discretization parameter. Moreover, for a given precision \( \varepsilon > 0 \), a confidence parameter \( \delta \in (0,1) \), and an accuracy \( \mu \in (0,1) \), there always exists \( M \in \mathbb{N} \) sufficiently large such that equation (15) holds, which reflects the fact that any confidence parameter \( \delta \) and accuracy \( \mu \) can be achieved by an appropriate choice of the sample size \( M \).

IV. NUMERICAL EXAMPLE

In this section, we demonstrate the practicality of our approach on a marine vessel control problem [24]. In the following, the numerical implementations has been done in MATLAB, Processor 2.6 GHz 6-Core Intel Core i7, Memory 16 GB 2667 MHz DDR4.

The dynamics of the kinematic model of the marine vessel is given by:

\[
\begin{align*}
\dot{x}_1 &= u_1 \cos(x_3) - u_2 \sin(x_3) + d_1 \\
\dot{x}_2 &= u_2 \sin(x_3) + u_2 \cos(x_3) + d_2 \\
\dot{x}_3 &= u_3 + d_3
\end{align*}
\]

The state of model consists of the planar position \((x_1, x_2)\) and the heading \(x_3\) of the marine vessel. The control inputs \(u \in \mathbb{R}^3\) are the surge velocity, sway velocity, and yaw rate.

We consider a state space defined as the interval \(X = [0, 10] \times [0, 6.5] \times [-\pi, \pi]\) with a target subset \(X_T = [7, 10] \times [0, 6.5] \times [\pi/3, 2\pi/3]\) and two static obstacles \(X_{O_1} = [2, 2.5] \times [0, 3] \times [-\pi, \pi]\) and \(X_{O_2} = [5, 5.5] \times [3.5, 6.5] \times [-\pi, \pi]\). The control objective is to reach the target set \(X_T\) in less than 2 minutes while remaining in the safe region \(X \setminus (X_{O_1} \cup X_{O_2})\). The input constraints are given by \(U = [0, 0.18] \times [-0.05, 0.05] \times [-0.1, 0.1]\).

From the continuous-time model described above, we generate a discrete-time model using the sampling period \(\tau = 5s\). Then, we use the symbolic approach presented in Algorithm 1 to construct a symbolic model of the marine vessel model. For the symbolic model, a controller is synthesized to achieve the time bounded reach avoid specification by combining the safety and reachability games (See [1, Sections 6.2 and 6.3]). The abstract controller is then refined into a concrete controller ensuring the satisfaction of the control objective. The parameter of the construction of the abstraction are the following. The precision \(\varepsilon = 1\), the number of discrete states is \(n_x = 3375\) (corresponding to 15 interval per dimension) and the number of discrete inputs is \(n_u = 64\) (corresponding to 4 inputs per dimension).

For the construction of the transition relation, we choose a confidence parameter \(\delta = 10^{-6}\), and an accuracy \(\mu = 0.1\). This choice of \(\mu\) and \(\delta\) ensures, by Theorem 2, that the event that any one of the estimated transitions achieves less than 90\% probabilistic accuracy is a “one in a million” event. According to step 2 in Algorithm 1, the number of samples should be greater than \(M = 23655\). The computation time for generating the symbolic model took 18 hours and the controller synthesis took 4 minutes. The controllable space for the reach–avoid specification covers more than 92\% of the state space. Figure 2 provides two examples of trajectories of the controlled system. For the trajectory in blue, the system is initialized at \(x^0 = [0.1; 0.1; -\pi/4]\) and for the trajectory in black, the system is initialized at \(x^0 = [4.5; 6; 0]\). One can readily see that the controlled trajectories avoid the obstacles (in red) and eventually reaches the target set corresponding to the 2D docking area (in light blue).

V. CONCLUSION

In this paper, a new data-driven approach for computing guaranteed finite abstractions has been proposed. The proposed approach does not require closed-form dynamics, but instead only the ability to evaluate successors of individual points for given inputs. A new PAC behavioural relationship has been proposed, with an algorithmic procedure to construct symbolic abstractions. Statistical guarantees are made on the constructed symbolic model in terms of accuracy and confidence, where any degree of precision can be achieved by appropriately choosing the number of required data. An illustrative example shows the merits of the proposed approach.

Several directions will be explored in future works. A first objective is to generalize the results to deal with systems under disturbances. Another objective which is critical for practical application is to reduce the size of the sample bound of Algorithm 1. The result of Theorem 2 allows for the

![Fig. 2. Illustration of two controlled trajectories of the marine vessel in the x_1 - x_2 plane, the target set (light blue region) and the obstacles (red regions).](image)
possibility that the discrete transition could be any union of discrete cells: with some additional system information, the number of possible transitions, and thereby the number of samples needed to ensure a given statistical accuracy and confidence could be significantly reduced. Additionally, Algorithm 1 possesses a parallel structure which was not fully leveraged in this paper. Specifically, steps 3 through 8 of Algorithm 1 may be executed in parallel for each $q \in X_d$, since construction of the discrete transition $\Delta_d(q, u)$ for the state $q$ does not depend on the transitions for any other states. Since the number of discrete states is typically very large, this state-level parallelism is sufficient to fully utilize the parallel capabilities of many high-performance computing systems, such as those available in the AWS EC2 platform. Another advantage of the statistical approach is that it does not rely on the methods of reachability analysis, which are typically restricted to some specific class of sets [25] which can reduce the fidelity of the discrete transitions. Effectively, the fidelity of the statistical approach is limited only by the fidelity of the discretization. Finally, in order to deal with large scale interconnected systems, a compositional data-driven approach can be developed along the same lines of [26].

**References**

[1] P. Tabuada, *Verification and control of hybrid systems: a symbolic approach*. Springer Science & Business Media, 2009.

[2] C. Belta, B. Yordanov, and E. A. Gol, *Formal methods for discrete-time dynamical systems*. Springer, 2017, vol. 15.

[3] A. Saoud, "Compositional and efficient controller synthesis for cyber-physical systems," Ph.D. dissertation, Université Paris-Saclay (Co-mUE), 2019.

[4] C. Baier and J.-P. Katoen, *Principles of model checking*. MIT press, 2008.

[5] C. Cassandras and S. Lafortune, *Introduction to discrete event systems*. Springer Science & Business Media, 2009.

[6] R. Bloem, B. Jobstmann, N. Piterman, A. Pnueli, and Y. Sa’ar, "Synthesis of reactive (1) designs," *Journal of Computer and System Sciences*, vol. 78, no. 3, pp. 911–938, 2012.

[7] P. Tabuada, W.-L. Ma, J. Grizzle, and A. D. Ames, "Data-driven control for feedback linearizable single-input systems," in *2017 IEEE 56th Annual Conference on Decision and Control (CDC)*. IEEE, 2017, pp. 6265–6270.

[8] C. De Persis and P. Tesi, "Formulas for data-driven control: Stabilization, optimality, and robustness," *IEEE Transactions on Automatic Control*, vol. 65, no. 3, pp. 909–924, 2019.

[9] J. Berberich, J. Kohler, M. A. Muller, and F. Allgower, "Data-driven model predictive control with stability and robustness guarantees," *IEEE Transactions on Automatic Control*, 2020.

[10] J. Coulson, J. Lygeros, and F. Dörfler, "Data-enabled predictive control: In the shallows of the deep," in *2019 18th European Control Conference (ECC)*. IEEE, 2019, pp. 307–312.

[11] J. F. Fisac, A. K. Akametalu, M. N. Zeilinger, S. Kaynama, J. Gillula, and C. J. Tomlin, "A general safety framework for learning-based control in uncertain robotic systems," *IEEE Transactions on Automatic Control*, vol. 64, no. 7, pp. 2737–2752, 2018.

[12] F. Berkenkamp, M. Turchetta, A. Schoellig, and A. Krause, "Safe model-based reinforcement learning with stability guarantees," in *Advances in neural information processing systems*, 2017, pp. 908–918.

[13] A. Devonport, H. Yin, and M. Arcak, "Bayesian safe learning and control with sum-of-squares analysis and polynomial kernels," in *2020 59th IEEE Conference on Decision and Control (CDC)*. IEEE, 2020, pp. 3159–3165.

[14] G. De Giacomo and M. Y. Vardi, "Linear temporal logic and linear dynamic logic on finite traces," in *IJCAI’13 Proceedings of the Twenty-Third international joint conference on Artificial Intelligence*. Association for Computing Machinery, 2013, pp. 854–860.

[15] L. G. Valiant, "A theory of the learnable," *Communications of the ACM*, vol. 27, no. 11, pp. 1134–1142, 1984.

[16] A. Devonport and M. Arcak, "Data-driven reachable set computation using adaptive Gaussian process classification and Monte Carlo methods," in *2020 American Control Conference (ACC)*. IEEE, 2020, pp. 2629–2634.

[17] ——, "Estimating reachable sets with scenario optimization," ser. *Proceedings of Machine Learning Research*, A. M. Bayen, A. Jadbabaie, G. Pappas, P. A. Parrilo, B. Recht, C. Tomlin, and M. Zeilinger, Eds., vol. 120. PMLR, 10–11 Jun 2020, pp. 75–84.

[18] L. Hewing and M. N. Zeilinger, "Scenario-based probabilistic reachable sets for recursively feasible stochastic model predictive control," *IEEE Control Systems Letters*, vol. 4, no. 2, pp. 450–455, 2019.

[19] C. Fan, B. Qi, S. Mitra, and M. Viswanathan, "DryVR: data-driven verification and compositional reasoning for automotive systems," in *International Conference on Computer Aided Verification*. Springer, 2017, pp. 441–461.

[20] B. Qi, C. Fan, M. Jiang, and S. Mitra, "DryVR 2.0: a tool for verification and controller synthesis of black-box cyber-physical systems," in *Proceedings of the 21st International Conference on Hybrid Systems: Computation and Control (part of CPS Week)*, 2018, pp. 269–270.

[21] K. Hashimoto, A. Saoud, M. Kishida, T. Ushio, and D. Dimarogonas, "Learning-based safe symbolic abstractions for nonlinear control systems," *arXiv preprint arXiv:2004.01879*, 2020.

[22] A. Lavaei, F. Somenzi, S. Soudjani, A. Trivedi, and M. Zamani, "Formal controller synthesis for continuous-space mdps via model-free reinforcement learning," in *2020 ACM/IEEE 11th International Conference on Cyber-Physical Systems (ICCPP)*. IEEE, 2020, pp. 98–107.

[23] A. Blumer, A. Ehrenfeucht, D. Haussler, and M. K. Warmuth, "Learnability and the vapnik-chervonenkis dimension," *Journal of the ACM (JACM)*, vol. 36, no. 4, pp. 929–965, 1989.

[24] P.-J. Meyer, A. Devonport, and M. Arcak, "Abstraction-based control approach" in *Interval Reachability Analysis*. Springer, 2021, pp. 93–101.

[25] M. Althoff, G. Frehse, and A. Girard, "Set propagation techniques for reachability analysis," *Annual Review of Control, Robotics, and Autonomous Systems*, vol. 4, 2020.

[26] A. Saoud, P. Jagtap, M. Zamani, and A. Girard, "Compositional abstraction-based synthesis for interconnected systems: An approximate composition approach," *IEEE Transactions on Control of Network Systems*, 2021.