ON THE STABILITY OF THE WULFF SHAPE

JULIEN ROTH

Abstract. Given a positive function $F$ on $\mathbb{S}^n$ satisfying an appropriate convexity assumption, we consider hypersurfaces for which a linear combination of some higher order anisotropic curvatures is constant. We define the variational problem for which these hypersurfaces are critical points and we prove that, up to translations and homotheties, the Wulff shape is the only stable closed hypersurface of the Euclidean space for this problem.

1. Introduction

The stability of hypersurfaces for volume preserving variational problem has a long history since the first result for the stability of constant mean curvature in the Euclidean space by Barbosa and do Carmo [3]. Many authors have been interested in stability problems in various contexts, like for other space forms and/or higher order mean curvatures (see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] for instance). In 2013, Velásquez, de Sousa and de Lima [21] defined the notion of $(r,s)$-stability which generalizes the classical notion of stability for the mean curvature or $r$-stability for higher order mean curvatures. They prove that the only compact $(r,s)$-stable hypersurfaces in the sphere or the hyperbolic space are geodesic hyperspheres. This result was recently extended for hypersurfaces of the Euclidean space by da Silva, de Lima and Velásquez [20].

On the other hand, during the last decade, an intensive interest has been brought to the study of hypersurfaces of Euclidean spaces in an anisotropic setting. Many of the classical characterizations of the geodesic hyperspheres have an analogue with the Wulff Shape as characteristic hypersurface, like anisotropic Hopf or Alexandrov-type theorems (see [11] [13] [14] [15] [17] [18]). In particular, in [17], Onat proved that a closed convex hypersurface of the Euclidean space with linearly related anisotropic mean curvatures $H_F = a_0 H^F_0 + a_1 H^F_1 + a_2 H^F_2 + \cdots + a_{r-1} H^F_{r-1}$ is the Wulff shape. The hypothesis that $X(M)$ is convex is crucial in Onat’s result.

The aim of this short note is to prove an anisotropic analogue to [20]. This extend to the anisotropic $(r,s)$-stability the results of [13] [15] and [16] and give an other characterization of the Wulff shape as the only hypersurface (up to translations and homotheties) which have linearly related anisotropic mean curvatures, without assuming that $X(M)$ is convex. Namely, we prove the following
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**Theorem 1.1.** Let \( n, r, s \) three integers satisfying \( 0 \leq r \leq s \leq n - 2 \). Let \( F : \mathbb{S}^n \to \mathbb{R}_+ \) be a smooth function satisfying the following convexity assumption
\[
A_F = (\nabla dF + F \text{Id}|_{T_x \mathbb{S}^n}) x > 0,
\]
for all \( x \in \mathbb{S}^n \) and let \( X : M^n \to \mathbb{R}^{n+1} \) be a closed hypersurface with positive anisotropic \((s + 1)\)-th mean curvature \( H_{s+1}^F \). Assume that the quantity
\[
\sum_{j=r} \alpha_j b_j H_{j+1}^F \text{ is constant},
\]
where \( \alpha_r, \cdots, \alpha_s \) are some nonnegative constants (with at least one non zero) and \( b_j = (j + 1)(\binom{n}{j}) \) for any \( j \in \{r, \cdots, s\} \).
Then \( X : M^n \to \mathbb{R}^{n+1} \) is \((r, s, F)\)-stable if and only \( X(M) \) is the Wulff shape \( W_F \), up to translations and homotheties.

The notion of \((r, s, F)\)-stability will be defined in Section 2.2.

## 2. Preliminaries

### 2.1. Anisotropic mean curvatures.
Here, we recall the basics of anisotropic mean curvatures. These facts are classical, hence, we will not recall their proofs. First, let \( F : \mathbb{S}^n \to \mathbb{R}_+ \) be a smooth function satisfying the following convexity assumption
\[
A_F = (\nabla dF + F \text{Id}|_{T_x \mathbb{S}^n}) x > 0,
\]
Let \((M^n, g)\) be a compact, connected, oriented Riemannian manifold without boundary isometrically immersed into \( \mathbb{R}^{n+1} \) by \( X \) and denote by \( \nu \) a normal unit vector field. Let \( X^T = X - \langle X, \nu \rangle \nu \) be its projection on the tangent bundle of \( X(M) \).

The (real-valued) second fundamental form \( B \) of the immersion is defined by
\[
B(X, Y) = \langle \nabla_X \nu, Y \rangle,
\]
where \( \langle \cdot, \cdot \rangle \) and \( \nabla \) are respectively the Riemannian metric and the Riemannian connection of \( \mathbb{R}^{n+1} \). We also denote by \( S \) the Weingarten operator, which is the \((1,1)\)-tensor associated with \( B \).

Let \( S_F = A_F \circ S \). The operator \( S_F \) is called the \( F \)-Weingarten operator and its eigenvalues \( \kappa_1, \cdots, \kappa_n \) are the anisotropic principal curvatures. Now let us recall the definition of the anisotropic high order mean curvature \( H^F \). First, we consider an orthonormal frame \( \{e_1, \cdots, e_n\} \) of \( T_x M \). For all \( k \in \{1, \cdots, n\} \), we set
\[
\sigma_r = \binom{n}{r}^{-1} \sum_{\begin{array}{c} 1 \leq i_1, \cdots, i_r \leq n \\ 1 \leq j_1, \cdots, j_r \leq n \end{array}} \epsilon \left( \begin{array}{c} i_1 \cdots i_r \\ j_1 \cdots j_r \end{array} \right) S^F_{i_1 j_1} \cdots S^F_{i_r j_r},
\]
where the \( S^F_{ij} \) are the coefficients of the \( F \)-Weingarten operator. The symbols \( \epsilon \left( \begin{array}{c} i_1 \cdots i_r \\ j_1 \cdots j_r \end{array} \right) \) are the usual permutation symbols which are zero if the sets \( \{i_1, \cdots, i_r\} \) and \( \{j_1, \cdots, j_r\} \) are different or if there exist distinct \( p \) and \( q \) with \( i_p = i_q \). For all other cases, \( \epsilon \left( \begin{array}{c} i_1 \cdots i_r \\ j_1 \cdots j_r \end{array} \right) \) is the signature of the permutation...
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Then, the $r$-th anisotropic mean curvature of the immersion is defined by

$$H_r^F = \left( \frac{n}{r} \right)^{-1} \sigma_r.$$

We denote simply $H^F$ the anisotropic mean curvature $H_1^F$. Moreover, for convenience, we set $H_0^F = 1$ et $H_{n+1}^F = 0$ by convention.

For $r \in \{1, \cdots, n\}$, the symmetric $(1,1)$-tensor associated to $H_r^F$ is

$$P_r = \frac{1}{r!} \sum_{1 \leq i, i_1, \cdots, i_r \leq n} \varepsilon \left( \frac{i, i_1, \cdots, i_r}{j, j_1, \cdots, j_r} \right) S_{i,j}^F \cdots S_{i_r,j_r}^F e_i^r \otimes e_j^r.$$

We also define the following useful operators $T_r = P_r A_F$. Note that $T_r$ is symmetric.

Moreover, we have these classical facts about the anisotropic mean curvatures (see [10] for instance).

**Lemma 2.1.** For any $r$, we have

1. $P_r$ is divergence-free,
2. $\text{tr}(P_r) = (n-r)\sigma_r$,
3. $\text{tr}(P_r S_F) = (r+1)\sigma_{r+1}$,
4. $\text{tr}(P_r S_p^2) = \sigma_1\sigma_{r+1} - \sigma_{r+2}$.

**Lemma 2.2.** Let $r \in \{1, \cdots, n-1\}$. If $H_{r+1} > 0$, then For all $j \in \{1, \cdots, r\}$,

1. $H_j^F > 0$,
2. $H_F^F H_{j+1}^F - H_{j+2}^F \geq 0$. Moreover, equality occurs at a point $p$ if and only if all the anisotropic principal curvatures at $p$ are equal. Hence, equality occurs everywhere if and only if $M$ is the Wulff shape, up to translations and homotheties.

Finally, we recall the anisotropic analogue of the classical Hsiung-Minkowski formulas [15]. The proof can be found in [10] and uses in particular the fact that $P_r$ is divergence-free.

**Lemma 2.3.** Let $r \in \{0, \cdots, n-1\}$. Then, we have

$$\int_M (F(\nu)H_r^F + H_{r+1}^F(X, \nu)) \, dv_g.$$

2.2. The variational problem. In this section, we describe the stability problem that we will consider. For this we introduce the anisotropic $r$-area functionals

$$A_{r,F} = \left( \int_M F(\nu)\sigma_r dv_g \right),$$

for $r \in \{0, \cdots, n-1\}$ and where $dv_g$ denotes the Riemannian volume form on $M$. Now we consider a variation of the immersion $X$. Precisely, let $\varepsilon > 0$ and

$$X: (-\varepsilon, \varepsilon) \times M \rightarrow \mathbb{R}^{n+1},$$
such that for all \( t \in (-\varepsilon, \varepsilon) \), \( \mathcal{X}_t := \mathcal{X}(t, \cdot) \) is an immersion of \( M \) into \( \mathbb{R}^{n+1} \) and \( \mathcal{X}(0, \cdot) = X \). We denote by \( \sigma_r(t) \) the corresponding curvature functions, by \( \mathcal{A}_{r,F}(t) \) the \( r \)-area of \( \mathcal{X}_t \) and finally we set

\[
(4) \quad f_t = \left\langle \frac{dX}{dt}, \nu_t \right\rangle,
\]

where \( \nu_t \) is the unit normal to \( M \) induced by \( \mathcal{X}_t \). Finally, we denote by \( g_t \) the induced metric on \( M \).

Note that

\[
(5) \quad \mathcal{A}_{r,F}'(t) = -b_{r+1} \int_M f H_{r+1}^F(t) dv_{g_t},
\]

where \( b_{r+1} = (r + 1) \binom{n}{r+1} \) cf. [13]. We also consider the volume functional

\[
(6) \quad V(t) = \int_{[0,t] \times M} \mathcal{X}^* dv.
\]

It is easy to see, cf. [4, Lemma 2.1], that \( V \) satisfies

\[
(7) \quad V'(t) = \int_M f_t dv_{g_t},
\]

and so \( \mathcal{X} \) preserves the volume if and only if \( \int_M f_t dv_{g_t} = 0 \) for all \( t \). Moreover, according to [4, Lemma 2.2], for any function \( f_0 : M \to \mathbb{R} \) such that \( \int_M f_0 dv_g = 0 \), there exists a variation of \( X \) preserving the volume and with normal part given by \( f_0 \).

Now, let \( r \) and \( s \) two integers satisfying \( 0 \leq r \leq s \leq n-2 \) and \( a_j, \ j = r, \ldots, s \) some nonnegative real numbers with at least one non zero. We consider the following anisotropic \((r, s)\)-area functional \( \mathcal{B}_{r,s,F} \) defined by

\[
(8) \quad \mathcal{B}_{r,s,F} = \sum_{j=r}^s a_j A_{j,F}.
\]

This functional appears naturally when considering hypersurfaces with linearly related higher order anisotropic mean curvatures. Indeed, we consider variations of \( M \) that preserve the balanced volume, the Jacobi functional associated with this anisotropic \((r, s)\)-area is given by

\[
\mathcal{J}_{r,s,F} : (\varepsilon, \varepsilon) \times M \to \mathbb{R}
\]

\[
\begin{array}{c}
(\varepsilon, \varepsilon) \\
t \\
\to \\
\mathcal{B}_{r,s,F}(t) + \Lambda V(t),
\end{array}
\]

where \( \Lambda \) is a constant to be determined. From [3] and (7), we have immediately

\[
\mathcal{J}_{r,s,F}(t) = \int_M \left(-\sum_{j=r}^s a_j b_j H_{j+1}^F + \Lambda\right) f_t dv_{g_t}.
\]

Hence, we have, like in the isotropic context, that \( X \) satisfies \( \sum_{j=r}^s a_j b_j H_{j+1}^F = \) \text{constant} if and only if \( X \) is a critical point of the functional \( \mathcal{J}_{r,s,F} \), or equivalently, if and only if \( X \) is a critical point of \( \mathcal{B}_{r,s,F} \) for variations that preserve the balanced volume. Now, we give the definition of the anisotropic \((r, s, F)\)-stability that we call \((r, s, F)\)-stability.
Definition 2.4. Let $n, r, s$ three integers satisfying $0 \leq r \leq s \leq n - 2$. Let $F : S^n \rightarrow \mathbb{R}_+$ be a smooth function satisfying the following convexity assumption and let $X : M^n \rightarrow \mathbb{R}^{n+1}$ be a closed hypersurface satisfying

$$\sum_{j=r}^{s} a_j b_j H_{j+1}^F = \text{constant}.$$ 

Then, $X$ is said $(r, s, F)$-stable if $\mathcal{B}''(r, s, F)(0) \geq 0$ for all volume-preserving variations of $X$.

We consider the Jacobi operator $\mathcal{J}''(r, s, F)(0)$ defined on the set $\mathcal{F}$ of smooth functions on $M$ with $\int_M f d\nu_g = 0$. From the definitions, we have clearly $\mathcal{B}''(r, s, F)(0) = \mathcal{J}''(r, s, F)(0)[f]$ where $f \in \mathcal{F}$ defines the variation $\mathcal{X}$. Therefore, the $(r, s, F)$-stability corresponds to the nonnegativity of the Jacobi operator.

We finish this section by giving the second variation formula for this variational problem.

Lemma 2.5. For any variation of $\mathcal{X}$ of $X$ preserving the balanced volume, the second variation formula of $\mathcal{B}_{r,s,F}$ at $t = 0$ is given by

$$\mathcal{B}_{r,s,F}''(0)[f] = \mathcal{J}_{r,s,F}''(0)[f] = -\sum_{j=r}^{s} (j + 1) a_j \int_M \left( L_j f + \langle T_j \circ \nu, \nu \rangle f \right) d\nu_g,$$

where $f \in \mathcal{F}$ is the normal part of the variation $\mathcal{X}$.

Proof: The proof comes directly from the second variation formula for each functional $\mathcal{A}_{j,F}$. Indeed, from [13], we have

$$\mathcal{A}_{j,F}''(0) = -(j + 1) a_j \int_M \left( L_j f + \langle T_j \circ \nu, \nu \rangle f \right) d\nu_g.$$

Then, we have just to multiply by $a_j$ and sum from $r$ to $s$ to get the result. □

2.3. Some lemmas. Now, we fix some notations and give some useful lemmas. First, we define the following operators. For any $f \in C^\infty$, we set

$$I_{j,F}[f] = L_j f + \langle T_j \circ \nu, \nu \rangle f$$

and

$$\mathcal{R}_{r,s,F} = \sum_{j=r}^{s} (j + 1) a_j I_{j,F}[f].$$

Obviously from this definition and Lemma 2.6 we have

$$\mathcal{J}_{r,s,F}''(0)[f] = -\int_M f \mathcal{R}_{r,s,F}[f] d\nu_g.$$

First, we recall this lemma due to He and Li [13]. The proof of this lemma follows the idea of [19] and uses Lemma 2.1

Lemma 2.6. For any $j \in \{r, \cdots, s\}$, we have

1. $I_{j,F}[\langle X, \nu \rangle] = -(\nabla \sigma_{j+1}, X^T) - (j + 1) \sigma_{j+1},$
2. $I_{j,F}[F(\nu)] = -\langle \nabla \sigma_{j+1}, (\nabla \sigma_{j+1}, F \circ \nu) + \sigma_1 \sigma_{j+1} - (j + 2) \sigma_{j+2}.$
Now, we have this last lemma about the symmetry of $R_{r,s,F}$ w.r.t. the $L_2$-scalar product. Namely, we have

**Lemma 2.7.** For any two smooth functions $f$ and $h$ over $M$, we have

$$
\int_M h R_{r,s,F}[f] dv_g = \int_M f R_{r,s,F}[h] dv_g.
$$

**Proof:** The proof is fairly standard. First, we compute

$$
\int_M h L_j f dv_g = \int_M h \text{div} (T_j \nabla f) dv_g
$$

$$
= - \int_M \langle T_j \nabla f, \nabla h \rangle dv_g
$$

$$
= \int_M f \text{div} (T_j \nabla h) dv_g
$$

$$
= \int_M f L_j h dv_g,
$$

where we have used the symmetry of $T_j$ and the divergence theorem.

Hence, from the defintion of $I_{j,F}$ and the above identity, we get immediately that

$$
\int_M h I_{j,F}[f] dv_g = \int_M f I_{j,F}[h] dv_g.
$$

Finally, multiplying by $a_j b_j$ and taking the sum over $j$ from $r$ to $s$, we get

$$
\int_M h R_{r,s,F}[f] dv_g = \int_M f R_{r,s,F}[h] dv_g.
$$

This concludes the proof. $\Box$

Now, we have all the ingredients to prove the main result of this note.

### 3. Proof of Theorem 1.1

First, it is not difficult to see that the Wulff shape $W_F$ is $(r, s, F)$-stable. Indeed, the Wulff shape has all its mean curvatures $H^F_j$ constant and is $(j, F)$-stable, that is, $A''_{j,F}(0) \geq 0$, for any $j \in \{0, \cdots, n-1\}$ (see [13]). Therefore, $\sum_{j=r}^s a_j b_j H^F_{j+1}$ is clearly constant and since the constants $a_j$ are nonnegative, it is also clear that

$$
\mathcal{B}_{r,s,F}(0) = \sum_{j=r}^s a_j A''_{j,F}(0) \geq 0,
$$

which means that the Wulff shape is $(r, s, F)$-stable.

Conversely, suppose that $X : M^n \rightarrow \mathbb{R}^{n+1}$ is $(r, s, F)$-stable. By definition, we have $J''_{r,s,F}(0)[f] \geq 0$ for any smooth function on $M$ satisfying $\int_M f dv_g = 0$. We choose the particular test function $f$ defined by

$$
f = \alpha F(\nu) + \beta \langle X, \nu \rangle,
$$
with \( \alpha = \frac{\int_M \left( \sum_{j=r}^s a_j b_j F(\nu) H_j^F \right) dv_g}{\int_M F(\nu)} \) and \( \beta = \sum_{j=r}^s a_j b_j H_j^{F+1} \). First, remark that \( \beta \) is a constant by assumption. Moreover, using the anisotropic Hsiung-Minkowski formulas (Lemma 2.3) we have

\[
\int_M f dv_g = \int_M (\alpha F(\nu) + \beta \langle X, \nu \rangle) dv_g
\]

\[
= \alpha \int_M F(\nu) dv_g + \sum_{j=r}^s a_j b_j \int_M H_j^{F+1} \langle X, \nu \rangle dv_g
\]

\[
= \alpha \int_M F(\nu) dv_g - \sum_{j=r}^s a_j b_j \int_M F(\nu) H_j^F dv_g
\]

\[
= \alpha \int_M F(\nu) dv_g - \sum_{j=r}^s a_j b_j \alpha F(\nu) dv_g = 0
\]

Hence, the integral of \( f \) vanishes and \( f \) is eligible as a test function. Hence, we have

\( J''_{r,s,F}(0)[f] = - \int_M \mathcal{R}_{r,s,F}[f] dv_g \geq 0 \). Now, let’s compute \( \mathcal{R}_{r,s,F}[f] \). We have

\[
\mathcal{R}_{r,s,F}[f] = \sum_{j=r}^s (j+1) a_j I_{j,F}[f]
\]

\[
= \sum_{j=r}^s (j+1) a_j I_{j,F}[\alpha F(\nu) + \beta \langle X, \nu \rangle]
\]

\[
= \sum_{j=r}^s (j+1) a_j \left( \alpha I_{j,F}[F(\nu)] + \beta I_{j,F}[\langle X, \nu \rangle] \right).
\]

From Lemma 2.6 we have

\[
\mathcal{R}_{r,s,F}[f] = \sum_{j=r}^s (j+1) a_j \left[ \alpha \left( - \langle \text{grad} \sigma_{j+1}, (\text{grad} \circ \nu) \rangle + \sigma_1 \sigma_{j+1} - (j+2) \sigma_{j+2} \right) + \beta \left( - \langle \text{grad} \sigma_{j+1}, X^T \rangle - (j+1) \sigma_{j+1} \right) \right]
\]
Since $\sum_{j=r}^{s}(j+1)a_j\sigma_{j+1} = \sum_{j=r}^{s} a_j b_j H^F_{j+1} = \text{constant}$, we get

\[
R_{r,s,F}[f] = \sum_{j=r}^{s} (j+1)a_j \left( \alpha(\sigma_1 \sigma_{j+1} - (j+2)\sigma_{j+2}) - \beta(j+1)\sigma_{j+1} \right)
= \sum_{j=r}^{s} a_j b_j \left[ \alpha\left(n H^F H^F_{j+1} - (n-j-1)H^F_{j+2}\right) - \beta(j+1)H^F_{j+1} \right]
\]

Moreover, we have

\[
J''_{r,s,F}(0)[f] = -\int_M fR_{r,s,F}[f]dv_g
= -\int_M \left( \alpha F(\nu) + \beta \langle X, \nu \rangle \right)R_{r,s,F}[f]dv_g
= -\int_M \left( \alpha F(\nu)R_{r,s,F}[f] + \beta fR_{r,s,F}[(X, \nu)] \right)dv_g.
\]

where we have used Lemma 2.7. The first term in this integral is

\[
\alpha F(\nu)R_{r,s,F}[f] = \sum_{j=r}^{s} a_j b_j F(\nu) \left[ \alpha^2\left(n H^F H^F_{j+1} - (n-j-1)H^F_{j+2}\right) - \alpha \beta(j+1)H^F_{j+1} \right]
= \sum_{j=r}^{s} a_j b_j F(\nu) \left[ \alpha^2(n-j-1)(H^F H^F_{j+1} - H^F_{j+2}) + \alpha^2(j+1)H^F_{j+1} \right]
\]

\[
= -\alpha \beta(j+1)H^F_{j+1} \right].
\]

The second term in (9) is, using Lemma 2.6 and the fact that $\sum_{j=r}^{s} a_j b_j H^F_{j+1}$ is constant,

\[
\beta fR_{r,s,F}[(X, \nu)] = \beta f \sum_{j=r}^{s} (j+1)a_j I_{j,F}[(X, \nu)]
= \beta f \sum_{j=r}^{s} (j+1)a_j \left( -\langle \text{grad} \sigma_{j+1}, X^F \rangle - (j+1)\sigma_{j+1} \right)
= -\beta f \sum_{j=r}^{s} a_j (j+1)^2\sigma_{j+1}
= -\beta f \sum_{j=r}^{s} a_j b_j (j+1)H^F_{j+1}
\]

\[
= -\sum_{j=r}^{s} a_j b_j (j+1)\beta(\alpha F(\nu) + \beta \langle X, \nu \rangle)H^F_{j+1}.
\]
Now, putting (10) and (11) in (11), we get

\[
\mathcal{J}_{r,s,F}(0)[f] = - \sum_{j=r}^{s} a_j b_j (n - j - 1) \alpha^2 \int_M F(\nu) \left( H_1 F H_{j+1}^F - H_{j+2}^F \right) dv_g \\
- \sum_{j=r}^{s} a_j b_j (j + 1) \alpha^2 \int_M F(\nu) H_1 H_{j+1}^F dv_g \\
+ \sum_{j=r}^{s} 2a_j b_j (j + 1) \alpha \int_M F(\nu) H_{j+1}^F dv_g \\
+ \sum_{j=r}^{s} a_j b_j (j + 1) \beta^2 \int_M H_{j+1}^F(X, \nu) dv_g.
\]

Using the anisotropic Hsiung-Minkowski formulas again, we have

\[
\sum_{j=r}^{s} 2a_j b_j (j + 1) \beta^2 \int_M H_{j+1}^F(X, \nu) dv_g = - \sum_{j=r}^{s} 2a_j b_j (j + 1) \beta^2 \int_M F(\nu) H_{j+1}^F dv_g,
\]

and therefore, (12) becomes

\[
\mathcal{J}_{r,s,F}(0)[f] = - \sum_{j=r}^{s} a_j b_j (n - j - 1) \alpha^2 \int_M F(\nu) (H_1^F H_{j+1}^F - H_{j+2}^F) dv_g \\
- \sum_{j=r}^{s} a_j b_j (j + 1) \int_M F(\nu) (H_1^F H_{j+1}^F \alpha^2 - 2H_{j+1}^F \alpha \beta + H_{j+1}^F \beta^2) dv_g
\]

(13)

Now, at a point \( x \) on \( M \), we consider the following second order polynomial

\[
P_{j,F,x}(z) = F(\nu) \left( H_1^F H_{j+1}^F z^2 - 2H_{j+1}^F \alpha \beta z + H_{j+1}^F \beta^2 \right).
\]

The discriminant of \( P_{j,F,x} \) is

\[
\Delta = 4 \beta^2 F(\nu)^2 \left( (H_1^F)^2 - H_1^F H_{j+1}^F \right) = 4 \beta^2 F(\nu)^2 H_{j+1}^F \left( H_{j+1}^F - H_{j+1}^F \right).
\]

Since, by assumption, \( H_{j+1} > 0 \), by Lemma 2.2, we have that \( H_{j+1}^F > 0 \) and \( H_{j+1}^F - H_{j+1}^F \geq 0 \). Hence, \( \Delta \) is nonnegative and since the term of degree 2 is \( F(\nu) H_{j+1}^F > 0 \), then \( P_{j,F,x}(z) \geq 0 \) for any \( z \in \mathbb{R} \). In particular, for \( z = \alpha \), we obtain

\[
H_1^F H_{j+1}^F \alpha^2 - 2H_{j+1}^F \alpha \beta + H_{j+1}^F \beta^2 \geq 0.
\]

Reporting this in (13), we get

\[
\mathcal{J}_{r,s,F}(0)[f] \leq - \sum_{j=r}^{s} a_j b_j (n - j - 1) \alpha^2 \int_M F(\nu) (H_1^F H_{j+1}^F - H_{j+2}^F) dv_g.
\]

Finally, since \( F(\nu) > 0 \) and \( H_{j+1}^F - H_{j+2}^F \geq 0 \) by Lemma 2.2, we get that

\[
\mathcal{J}_{r,s,F}(0)[f] \leq 0.
\]

Since, by the \((r,s,F)\)-stability assumption, we have \( \mathcal{J}_{r,s,F}(0)[f] \geq 0 \), we deduce that

\[
\mathcal{J}_{r,s,F}(0)[f] = 0.
\]
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This means that each term in the right-hand side of (13) vanishes. In particular, we have
\[ \sum_{j=r}^{s} a_j b_j (n-j-1) \alpha^2 \int_M F(\nu) \left( H^F_{j+1} - H^F_{j+2} \right) \, dv_g = 0, \]
and so for each \( j \in \{r, \ldots, s\} \),
\[ \int_M F(\nu) \left( H^F_{j+1} - H^F_{j+2} \right) \, dv_g = 0. \]
Since \( F(\nu) > 0 \) and \( H^F_{j+1} - H^F_{j+2} \geq 0 \), we get that at any point \( x \) of \( M \),
\[ H^F_{j+1} - H^F_{j+2} = 0. \]
Thus, by Lemma 2.2, we conclude that \( X(M) \) is the Wulff shape, up to translations and homotheties. This concludes the proof of Theorem 1.1. \( \square \)
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