Cosmic-ray propagation with DRAGON2: II. Nuclear interactions with the interstellar gas.
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Abstract. Understanding the isotopic composition of cosmic rays (CRs) observed near Earth represents a milestone towards the identification of their origin. Local fluxes contain all the known stable and long-lived isotopes, reflecting the complex history of primaries and secondaries as they traverse the interstellar medium. For that reason, a numerical code which aims at describing the CR transport in the Galaxy must unavoidably rely on accurate modelling of the production of secondary particles.

In this work we provide a detailed description of the nuclear cross sections and decay network as implemented in the forthcoming release of the galactic propagation code DRAGON2. We present the secondary production models implemented in the code and we apply the different prescriptions to compute quantities of interest to interpret local CR fluxes (e.g., nuclear fragmentation timescales, secondary and tertiary source terms). In particular, we develop a nuclear secondary production model aimed at accurately computing the light secondary fluxes (namely: Li, Be, B) above 1 GeV/n. This result is achieved by fitting existing empirical or semi-empirical formalisms to a large sample of measurements in the energy range 100 MeV/n to 100 GeV/n and by considering the contribution of the most relevant decaying isotopes up to iron. Concerning secondary antiparticles (positrons and antiprotons), we describe a collection of models taken from the literature, and provide a detailed quantitative comparison.
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1 Introduction

The latest years have witnessed an extraordinary upsurge in the quantity and accuracy of cosmic-ray (CR) observations. The dramatic increase in the quality of data, when considering the impressive experimental efforts from the present and next generation of instruments (e.g., AMS-02 [1], BESS [2], CALET [3], DAMPE [4], ISS-CREAM [5], PAMELA [6]), has emphasised the necessity of a much more accurate and realistic modeling of CR transport in the Galaxy. With this ambitious goal in mind, we are currently working on the development of DRAGON2, the new version of the public code DRAGON.

DRAGON2 serves as a tool to solve the CR transport equation for all CR species. The project mainly focuses on CRs produced in astrophysical sources, such as supernova remnants (SNRs) or pulsars, and also accounts for an hypothetical contribution from beyond-standard-model processes (e.g., particle dark matter annihilation/decay). In this effort DRAGON2 joins a list of numerical packages that originated from the well-known GALPROP code [8–11], and that includes the USINE [12] and PICARD [13, 14] packages. Among the peculiar features of DRAGON2, we remark the modeling of the coefficients appearing in the transport equation, which are implemented as fully position- and energy-dependent operators and are discretized on a non-uniform and adaptable spatial grid. This makes DRAGON2 a suitable tool to model CR transport in a three-dimensional and anisotropic setup. Moreover, DRAGON2 adopts a time-integrating scheme for the transport equation and can therefore operate also beyond the steady-state assumption, e.g., to model CR transients (see also [15] for time-dependent solutions obtained with GALPROP).

This work is the second in a series of papers aimed at presenting DRAGON2. While in [16] we provided a description of the transport equation solver, and discussed all the relevant astrophysical ingredients related to the modeling of CR injection and energy losses, here we focus our attention on the topic of secondary CRs, i.e., the particles and antiparticles that are produced as the result of a complex network of radioactive decays and spallation reactions taking place during the journey of primary CRs across the Interstellar Medium (ISM) of our Galaxy. Due to this composite chain of processes, the spectrum of a given isotope includes contributions from the primary CR source and from the fragmentation of many different parents, that can in turn fragment into the observed isotope: This pattern of multiple parentage gives to each observed isotope a potentially very complex history (see [17] as a seminal work for modelling propagation of heavier than helium nuclei).

On the other hand, secondary antiparticles – antiprotons and positrons being the prime example – enter as an irreducible background in the search for imprints of new physics (e.g., dark matter annihilation/decay [18–20]) or in the study of non-standard astrophysical processes (e.g., the hadronic production and acceleration in aged SNRs [21]).

In both situations, an accurate knowledge of nuclear cross sections is required. It is with this necessity in mind that we have approached the modeling of the spallation and decay processes in DRAGON2.

In fact, while the previous version of our code benefited from using the cross section routines and the nuclear reaction network derived from the GALPROP code, within the DRAGON2 project we have performed a critical re-evaluation of the main models in the literature, and

\footnote{Publicly available from galprop.stanford.edu. An extended version of GALPROPv54 can be found at gitlab.mpcdf.mpg.de/aws/galprop [7].}

\footnote{With the exception of [22] where a comprehensive calculation of the secondary yields were calculated using FLUKA.}
developed an independent algorithm to compute the relevant nuclear cross sections. This paper contains then a detailed and fully reproducible description of the cross-section network as implemented in our code, and presents a comprehensive comparison with an updated database of experimental measurements.

In an effort to meet the needs of the community of people working in the field of CR physics, and as an anticipation of the upcoming DRAGON2 release, this paper is accompanied by the numerical library D2XSECS, and which can be used to compute all the cross sections discussed here.

2 The nuclear chain

For a CR species $i$ with atomic number $Z_i$, mass number $A_i$, kinetic energy per nucleon $T$ and total momentum $p$, the number density per total momentum $N_i(T, \vec{x})$ in the Galaxy is described by the steady-state solution of the transport equation [23]:

$$
\nabla \cdot (\vec{J}_i - \vec{v}_w N_i) + \frac{\partial}{\partial p} \left[ p^2 D_{pp} \frac{\partial}{\partial p} \left( \frac{N_i}{p^2} \right) \right] - \frac{\partial}{\partial p} \left[ \frac{p}{3} (\vec{v} \cdot \vec{v}_w) N_i \right] = Q_{\text{source}} - \frac{N_i}{\tau_i} + \sum_j \Gamma_{j \rightarrow i}^s (N_j) - \frac{N_i}{\tau_i} + \sum_j \frac{N_j}{\tau_j} \rightarrow i (T)$$

(2.1)

where $\vec{J}$ is the diffusive flux, $D_{pp}$ is the momentum diffusion coefficient, $Q_{\text{source}}$ describes the distribution and the energy spectra of primary sources, $\vec{v}_w(\vec{r})$ is the Galactic wind velocity responsible for CR advection and $\dot{p}(\vec{r}, p)$ accounts for the momentum losses. See [16] for more details.

The fragmentation timescale, $\tau_i^f$, is associated with the total inelastic scattering of a nucleus $i$ with the interstellar gas targets, while $\Gamma_{j \rightarrow i}^s$ describes the source term of a secondary nucleus $i$ by spallation of a heavier species $j$. The summations in equation (2.1) are over all CR species heavier than $i$.

In their most general form, $\tau_i^f$ and $\Gamma_{j \rightarrow i}^s$ can be defined as:

$$
\frac{1}{\tau_i^f(T)} = \beta(T) c n_H \left[ \sigma_{H,i}(T) + f_{\text{He}} \sigma_{\text{He},i}(T) \right]
$$

(2.2)

and

$$
\Gamma_{j \rightarrow i}^s(T) = c n_H \int dT' \beta(T') N_j(T') \left[ \frac{d\sigma_{H,j \rightarrow i}}{dT}(T, T') + f_{\text{He}} \frac{d\sigma_{\text{He},j \rightarrow i}}{dT}(T, T') \right]
$$

(2.3)

where $T'$ is the kinetic energy per nucleon of the parent particle, $n_H = n_{\text{HI}} + 2n_{\text{H2}} + n_{\text{HII}}$ is the interstellar hydrogen density and $f_{\text{He}} \equiv n_{\text{He}}/n_H = 0.11$ is the helium fraction (by number). In doing so, we assume constant H-to-He ratio in the ISM and we ignore the contribution of heavier elements as targets.

The inelastic cross sections $\sigma_{k,i}(T)$ in equation (2.2) represent the probability that the CR nucleus $i$ undergoes a reaction with an interstellar nucleus of kind $k$ (see section 3). Since in this interaction the incoming and outgoing particles differ in most cases, this process is an effective “sink” for the CR species $i$. Equation (2.3) represents the opposite process, that is the gain of CRs of kind $i$ as a result of the fragmentation of the heavier species $j$. It involves

---

3It can be downloaded from https://github.com/cosmicrays/D2XSECS
the partial interaction cross sections \( \frac{d\sigma_{\text{in},j \rightarrow i}}{d\ell} \) which describe the production of \( i \) in processes where CRs of the species \( j \) collide with the hydrogen and helium of the ISM.

Lastly, \( \tau_i^f \) is the lifetime of a nucleus of type \( i \) with respect to radioactive decays (and it is infinite for stable nuclei), while the last term in equation (2.1) describes the appearance of nuclei \( i \) due to decays of other nuclei. The typical disintegration modes are: \( \beta^\pm \) decay, where the nucleus decays spontaneously, and electron-capture (EC) decay where the nucleus decays by capturing an electron after one has been previously attached [24]. In the latter case, the decay rate depends on the ambient electron density and on the typical attachment time.

Since the lighter species can originate from the spallation or decay of the heavier ones, we start the evaluation of CR number densities from the heaviest primary. Then, we compute the flux of the next-to-heaviest nucleus, whose spallation term only depends on the heaviest (already evaluated the previous step). This procedure is iterated for all the nuclei in reverse mass order, all the way down to Hydrogen \((A = 1)\). To account for beta-decays, we repeat twice the propagation of beta-coupled nuclei as described in section 4. As a last step, electrons, positrons (see section 6) and antiprotons (see section 7) are propagated.

We start the nuclear network with Iron \((Z = 26)\), since heavier species contribute to the LiBeB source term for less than 1%.

3 Inelastic scattering

The inelastic cross section as a function of energy entering equation (2.2) is usually given in terms of semi-empirical formulæ, which typically reproduce all existing data quite well, while first-principle approaches cannot be considered fully successful so far (see the discussion in [25]).

We describe below two different parameterizations implemented in the DRAGON2 code. In figure 1 we show the ratio between the fragmentation timescale (computed with the two different models) and the diffusive escape timescale (obtained from fitting recent AMS-02 data in [19]). The ratio is computed under the assumption that the gas (where fragmentation takes place) uniformly fills a disk of height \( h = 100 \) pc with density \( n_H = 1 \) cm\(^{-3}\). Moreover, to compute the relative contribution of He in the target, we adopt the phenomenological scaling proposed in [26]:

\[
\frac{\sigma_{\text{He},i}}{\sigma_{\text{H},i}} = 2.10 A_i^{0.055}
\] (3.1)

As it can be seen in figure 1, the heavier nuclei have larger cross sections and break more easily during their wandering across the Galaxy. As a consequence, fragmentation is negligible with respect to diffusion for lighter nuclei \((Z \lesssim 6)\), becoming more and more important for heavier species. At high energies \((T > 2 \text{ GeV}/n)\) the two parametrizations are nearly constant and in good agreement with each other, while at lower energies they may differ up to \(\sim 20\%\).

Tripathi99 We describe here our implementation of this model, based on [27–29]

\footnote{The transport parameters corresponding to the best fit are: \( D_0/H = 0.75 \times 10^{28} \) cm\(^2\)/s/kpc, \( \delta = 0.42 \), \( v_A = 27 \) km/s, \( dV_C/dz = 14 \) km/s/kpc.}
The formulation is similar to the geometrical picture in which the target \((t)\) and projectile \((p)\) areas are summed with some corrections:

\[
\sigma_{t,p} = \pi r_0^2 (A_t^{1/3} + A_p^{1/3} + \delta_E)^2 \left(1 - \frac{R_e B}{E_{\text{cm}}}\right)
\]  

where \(r_0 = 1.1 \text{ fm}\) and \(E_{\text{cm}}\) is the center of mass energy of the colliding system.

The correction term \(\delta_E\) takes into account the overlapping volume of the colliding system, the energy dependence of nucleus transparency and isospin effects:

\[
\delta_E = 1.85 S + 0.16 S (E_{\text{cm}}^{1/3})^{-1/3} - C_E + 0.91 \frac{(A_t - 2Z_t)Z_p}{A_t A_p}\]

where \(S\) is the mass asymmetry term and is given by:

\[
S = \frac{A_t^{1/3} A_p^{1/3}}{(A_t^{1/3} + A_p^{1/3})}
\]  

The term \(C_E\) is related to the transparency and Pauli blocking and is given by:

\[
C_E = D \left[1 - \exp \left(-\frac{T}{T_1}\right)\right] - 0.292 \exp \left(-\frac{T}{792 \text{ MeV}/n}\right) \cos \left[0.229 \left(\frac{T}{\text{MeV}/n}\right)^{0.453}\right]
\]

where \(T_1\) and \(D\) are parameters related to the specific reaction and are given in \([29]\).

In equation (3.2), \(B\) is the energy-dependent Coulomb interaction barrier:

\[
B = \frac{1.44Z_t Z_p}{R}
\]
where $R$ is the distance at which the barrier is evaluated,

$$R = r_p + r_t + 1.2(A_t^{1/3} + A_p^{1/3})(E_{\text{cm}}^{\text{MeV}})^{-1/3}$$  \hspace{1cm} (3.7)$$

with $r_p(r_t)$ being the equivalent radius of the hard sphere of projectile (target) nucleus for which we take $r(A) = 1.29 \text{ fm } A^{1/3}$.

Finally, $R_{C}$ has been introduced in [29] to apply the same formalism also for the case of light nuclei. This parameter is different from 1 only for the reactions p+d, p+\(^3\)He and p+\(^4\)He, for which $R_{C}$ is assumed to be 13.5, 21 and 27, respectively (values taken from Table 2 of [29]).

**CROSEC** In this approach we make use of the CROSEC fortran code\(^5\) authored by Barashenkov and Polanski. CROSEC allows to compute the cross sections (total, nonelastic, elastic) for interactions from MeV/n to TeV/n energies. The cross sections have been evaluated by fitting parametric models to measurements at energies above several MeV/n (a detailed list of these measurements, together with the respective references, can be found at \texttt{http://www.oecd-nea.org/dbdata/bara.html}).

As far as protons are concerned, the transport equation has to take into account the inelastic interactions with the ISM in which the particles lose a substantial part of their energy via pion production. Pion production is also responsible for gamma-ray emission, which allows to indirectly infer the proton Galactic distribution [30–32].

We consider here an additional approach to this process with respect to the one presented in our previous paper [16]: We treat it by splitting the proton propagation in two steps: We first propagate the “primary” population with the pion production modeled as an inelastic loss term, and then consider a “secondary” proton component made up by the particles that already suffered an inelastic collision and lost part of their energy. Both approaches are available in the code to test the differences in the propagated fluxes.

As said, we assign a fragmentation rate to primary component as:

$$\frac{1}{\tau(T)} = c n_H \beta(T) \left[ \sigma_{pp}(T) + f_\text{He} \sigma_{pHe}(T) \right]$$  \hspace{1cm} (3.8)$$

where the cross section for the pp reaction has been evaluated in [33] from a fit to the total and elastic cross sections measurements:

$$\sigma_{pp}(x = T/T_{\text{th}}) = (30.7 - 0.96 \log x + 0.18 \log^2 x) \times (1 - x^{1.9})^3 \text{ mb}$$  \hspace{1cm} (3.9)$$

where $T_{\text{th}} = 2m_e + m_\pi^2/2m_p \sim 0.2797 \text{ GeV}$ is the threshold kinetic energy. The inelastic pHe cross section is taken from the parametrisation of Tripathi99 as discussed above. In the right panel of figure 2 we show that even when including the contribution of interstellar helium as target, the fragmentation timescale is always much longer than the escape time in the Galaxy.

The source term for the proton secondary component can be obtained from equation (2.3) as:

$$Q_{p}^{\text{sec}}(T) = c n_H \int_0^\infty dT' \beta(T') \left[ \frac{d\sigma_{pp}}{dT}(T, T') + f_\text{He} \frac{d\sigma_{pHe}}{dT}(T, T') \right] N_p(T')$$  \hspace{1cm} (3.10)$$

\(^5\)The original CROSEC code is available as a fortran file of the public GALPROPv54 package.
Figure 2. Left panel: Ratio between the inelastic and diffusion timescales for protons (blue lines) and antiprotons (red lines). For antiprotons also annihilation is taken into account. The propagation parameters are the same as in footnote 4. The dotted lines correspond to the case in which only ISM hydrogen is considered. Right panel: The secondary proton production rate as a function of energy (red line) is compared with the primary source term (blue line).

where the differential cross sections can be further expanded as

\[
\frac{d\sigma_i}{dT}(T, T') = \sigma_{in}^i(T') \frac{dN}{dT}(T, T') \sim \sigma_{in}^i(T') \frac{T'}{T} \tag{3.11}
\]

using for the distribution of protons after scattering the approximation \(dN/dE \sim 1/T'\) as in [34]\(^6\).

The relative contribution of the secondary source term to the total galactic population is shown, in comparison to the primary term, in the right panel of figure 2. We compute the secondary source term by assuming that the proton spectrum \(N_p\) in equation (3.10) is the proton local interstellar spectrum obtained by means of the analysis discussed in [35]. From figure 2, one can deduce that at energies below \(\sim 10\) GeV, secondary production contributes less than \(\sim 10\%\) to the total source term, and it becomes irrelevant at higher energies.

4 Nuclear decays

In case of unstable particles the radioactive decay rate is determined by

\[\frac{1}{\tau_i(T)} = \frac{1}{\gamma(T)\tau_i^0}\]

where \(\tau^0\) is the isotope lifetime at rest\(^7\). Among all the radioactive nuclei, those with lifetimes of the order of the propagation time (e.g., \(^{10}\)Be) may bring interesting information about the primary residence time in the Galaxy [23].

\(^6\)Notice that \(dN/dE = dN/dT\)

\(^7\)Lifetime is related to half-life in the following way: \(\tau_{1/2} = \tau_0 \ln 2\).
If the decay lifetime at rest is much shorter than the minimum propagation timescale (but larger than \( \sim 1 \) ms) the isotope may be assumed to decay immediately after production. In this case we simply add the contribution of all the “intermediate lived” parent nuclei to the corresponding secondary source term (see discussion in section 5).

Similarly to the other codes as GALPROP or USINE, in DRAGON2 the CR abundances are evaluated from the heaviest to the lightest element. This means that, when modeling spallation reactions, the code creates a network where the different particle species are sorted in descending order according to their atomic number. It is clear that such an approach cannot be adopted when dealing with radioactive species that decay via \( \beta^- \) emission, since a decay of this kind causes an increase in the atomic number.

We overcome this problem by inverting the order of the two nuclei, such that we evaluate the lighter first and then we use it as an input for the decayed one. We repeat the evolution of the two coupled species twice, hence we are able to take into account the spallation of the heavier species into the lighter one.

We do not implement EC capture and decay in the current version of the code. Indeed, we tested with the public version of GALPROP that considering these nuclei as stable does not impact on our results on Li, Be and B local fluxes for more than 1%. We plan to implement this process in a future work focused on the sub-Fe/Fe ratio.

Decay rates and modes are taken from the National Nuclear Data Centre Database\(^8\) and are reported the table available at https://github.com/cosmicrays for the isotopes included in DRAGON2.

5 Fragmentation processes

Spallations (or fragmentations) are processes in which the interaction of a CR nucleus with a light target (in our case, interstellar proton or helium nuclei) causes the emission of a large number of hadrons (mostly neutrons) or heavier fragments \(^{[38]}\).

We assume conservation of kinetic energy per nucleon in all fragmentation processes, as typically done in both numerical and semi-analytic approaches \(^9\):

\[
\frac{d\sigma_{k,j\rightarrow i}}{dT}(T, T') = \tilde{\sigma}_{k,j\rightarrow i}(T - T') \tag{5.1}
\]

where the terms \(\tilde{\sigma}_{k,j\rightarrow i}\) represent the spallation cross sections associated to the production of species \(i\) from the projectile \(j\) impinging on the gas component \(k\).

Under this simplifying assumption, the source term associated to the secondary products of spallation can be written as:

\[
\Gamma^a_{j\rightarrow i}(T) = \beta(T)c n_H N_j(T) \left[ \tilde{\sigma}_{H,j\rightarrow i}(T) + f_{He} \tilde{\sigma}_{He,j\rightarrow i}(T) \right] \tag{5.2}
\]

Adequate assessment of secondary production (and consequently of the Galactic grammar) requires accurate methods aimed at computing these quantities.

At present, there is no accurate theory that predicts the spallation cross sections for all collision pairs and energies of interest in CR physics.

However, some scaling relations have been found, for instance: the isoscaling phenomenon, the m-scaling\(^{10}\), and the isobaric ratio difference scaling (see, e.g., \([40]\)). These

---

\(^8\)http://www.nndc.bnl.gov

\(^9\)see \([39]\) for an attempt to quantify the accuracy of this approximation in the case of B/C

\(^{10}\)where \(m\) is defined, in terms of the atomic number, mass number and neutron number of the fragment, as \(m = (N - Z)/A\)
scaling phenomena for fragments reflect general properties of the reaction, and play a crucial role in the determination of semi-empirical formulæ.

At energies of interest for CR studies, the two relevant results on this line of research are (see [39] and [41] for a longer discussion):

- In [42, 43], Silberberg and Tsao took advantage of the observed regularity in the mass difference between target and daughter nuclei and on the ratio between the number of neutrons and protons in the daughter nucleus to provide a fast estimator of spallation cross sections up to $Z = 83$.

- In the 1990s, Webber and coworkers obtained many new data from various targets, allowing them to develop a different approach fully based upon experimental regularities [44–47].

In DRAGON2 for each species that receives a secondary contribution, the spallation cross sections are computed by following this algorithm:

- We first search for the spallation channel in the cross section table provided by Webber, and corresponding to the results reported in [47]. These tables provide cumulative cross-
sections, i.e., they already include the contribution that comes from intermediate lived parent nuclei.

- If the channel is not present in the Webber table, we use the WNEWTR (version 1983) code\textsuperscript{11} to compute the direct channel. Whereas data are available, we tune the overall normalization of the cross section on the existing measurements in the energy range of interest $0.1 \leq T \leq 100$ GeV/n. This is different than the GALPROP approach where a combination of methods is adopted, partly based on their fits of a compilation of cross-section measurements and code evaluations, partly based on interpolation of measurements based on the Webber and Silberberg models \textsuperscript{48–50}.

Figures 3, 4, 5, 6 show the agreement between the model and measurements for the most relevant channels. The measurements shown in these plots are mainly taken from:

**EXFOR** (Experimental Nuclear Reaction Data)\textsuperscript{12} which is an extensive database containing experimental data, their bibliographic information, experimental information and source of uncertainties \textsuperscript{51}. Additional information about the experimental setup (most of them provided by the authors) is available through the web interface allowing to perform a reasoned comparison with theoretical predictions.

\textsuperscript{11} The original code by Webber is available as a FORTRAN file within the GALPROPv54 package.

\textsuperscript{12} https://www-nds.iaea.org/exfor/exfor.htm
GALPROP includes a database of cross-sections measurements\textsuperscript{13} for most of the relevant channels in the energy range from \(\sim\) MeV/n to 300 GeV/n. Additionally, we make use of the WNEWTR code to compute the contribution of all the intermediate lived parent nuclei (lifetime shorter than 1 hour and longer than 1 ms) as in \cite{52}:

\[
\tilde{\sigma}_{\text{eff}}^{H,j \rightarrow i} = \tilde{\sigma}_{H,j \rightarrow i} + \sum_X \tilde{\sigma}_{H,j \rightarrow X} B(X \rightarrow i)
\]  

(5.3)

where \(B\) is the branching ratio of the channel \(X \rightarrow i\). In fact, we extend the decay chain up to 3 generations of parent nuclei. As a comparison, GALPROP accounts up to 5 generations of the decay products \cite{11, 53}.

- For secondary Li production, we use the parametrization provided by Silberberg and Tsao, since Webber at al. parameterisations do not include Li production cross sections. In this case, we compute the cross sections by using the YIELDX (version 1999) code\textsuperscript{14}.

- For nuclear fragmentation cross sections in \(^2\)H, \(^3\)H, and \(^3\)He we adopt the fitting functions reported in \cite{54}. In particular an useful factorization of the proton-induced reac-

---

\textsuperscript{13} In the file isotope_cs.dat

\textsuperscript{14} The original code by Silberberg and Tsao is available as a fortran file of the GALPROPv54 package.
Figure 6. The same as in figure 3 for $^{10}$B and $^{11}$B.

To account for interstellar helium, an empirical formula for the ratio of partial cross sections as a function of the energy and the charge change is provided by [26]. In this approximation:

$$\frac{\tilde{\sigma}_{He,j\to i}}{\tilde{\sigma}_{H,j\to i}}(Z_i, Z_f, T) = \exp \left[ \mu(T) |Z_i - Z_f - f_Z(Z_i)|^{1.43} \right]$$

where each of the functions $\mu(T)$, $\delta(T)$ and $f_Z(Z_i)$ is measured for three values of energy or atomic number. To implement this prescription in DRAGON2, we fit the data with a second order polynomial and we assume that the functions are constants outside the data range as in figure 8.

In figure 7, we show the fractional contribution to the secondary source term for Li, Be, B at 10 GeV/n from heavier CR parents. The primary spectra that we use to compute the source terms have been obtained by fitting with a single power-law all the available measurements at $T \gtrsim 10$ GeV/n as obtained from CRDB. We conclude that to account for the 90% of the total source term it is sufficient to start the nuclear chain from Mg. The

\[\text{https://lpsc.in2p3.fr/cosmic-rays-db/}\]
relative contribution of intermediate lived nuclei is also shown. They account for \(\sim 35\%\) to the B source term, becoming less relevant for lighter elements.

The effect of cross section systematics was studied by [55], who parameterised it in terms of a systematic shift with respect to the energy. They conclude that different choice of the production cross section model gives a 20\% of systematic uncertainty on the determination of transport parameters. With a similar approach but assuming anti-correlated modifications in the destruction and production cross sections, the authors of [56] estimated a systematic uncertainty of \(\sim 10\%\) on the diffusion coefficient slope \(\delta\) and of 40\% on the coefficient normalization, \(D_0\).
In [57], a data-driven re-evaluation of isotopic cross section involving the production of B-Be nuclei is presented. By comparing these with other sources of uncertainties, it has been found that these represent a major limiting factor for the interpretation of the recent B/C data from AMS. Hence, they stress once more the urgent need for establishing a program of cross section measurements at the $O(100 \text{GeV})$ (an experimental program to measure carbon-proton and oxygen-proton interactions at 13$A$ GeV/c at the CERN SPS has been proposed in [58]).

More recently, [41] has discussed in full detail how to rank the most important reactions for the production of light secondary CR nuclei and provided a comprehensive discussion about the impact on the CR flux determination of current and future experimental efforts aimed at measuring the relevant cross sections.

6 Secondary leptons

The differential cross section describing the production of secondary electrons and positrons, originated by CR species $j$ colliding on the ISM particle $k$, can be written as:

$$\left. \frac{d\sigma}{dT} \right|_{k,j \rightarrow e^\pm} (T, T') = \sigma_{k,j}(T') \frac{dn}{dT}(T, T')$$

(6.1)

where $T$ is the lepton energy, $T'$ represents the energy of the particle $j$, $\sigma_{k,j}(T')$ is the total inelastic cross section for the $j + k$ reaction and $dn/dT$ is the energy distribution of the electrons and positrons produced in a single collision.

The production of electrons and positrons in spallation processes happens through the decay of charged or neutral pions ($\pi^0 \rightarrow e^+ + e^-$ or $\pi^\pm \rightarrow \mu^\pm + \nu_\mu \rightarrow e^\pm + \nu_e + 2\nu_\mu$), which, in turn, are produced either directly, or through the decay of other particles, in a multi-step process.

If we denote $f = dn/dT$, we can write:

$$f_{e,k}(T, T') = \int_{T_{\pi,min}}^{T_{\pi,max}} dT_\pi f_{\pi,k}(T_\pi, T') f_{e,\pi}(T, T_\pi)$$

(6.2)

where $f_{e,k}$ is the energy distribution of $e^\pm$ produced in $pk$ collisions (where $k = H, He$), while:

- $f_{\pi,k}$ is the energy distribution of the pions that are produced in $pk$ collisions. This process involves non-perturbative effects and therefore cannot be computed exactly: one should use either semi-empirical or Monte Carlo methods.

- $f_{e,\pi}$ is the energy distribution of $e^\pm$ produced by the pion decay. This is an electroweak process and can be computed exactly with analytical methods.

From these considerations, we can clearly conclude that all the differences among leptonic cross sections models deal with the $f_{\pi,k}$ term.

While semi-empirical models have been widely used in the past (e.g., [59–61]), these models have been showing several shortcomings in particular concerning diffractive processes or the violation of the Feynman scaling (for a detailed discussion see [62]).

One can try to overcome these limitations by simulating lepton production via Monte Carlo event generators. In DRAGON2 we implement two different models based on this approach:
Kamae2006 This model [62, 63] is a combination of Monte Carlo and semi-empirical methods. In particular, it employs the parameterization taken from Blattnig et al. [61] to model non-diffractive processes at low energy ($T_p \leq 52.6 \text{ GeV}$), the Monte Carlo event generator Pythia 6.2 to account for non-diffractive high-energy ($52.6 \text{ GeV} \leq T_p \leq 512 \text{ TeV}$) reactions, and a specifically built MC model for diffractive processes based on [64–66]. The resonant production of pions (through the resonances $\Delta(1232)$ and $\text{res}(1600)$) is also taken into account in this model, as described in detail in [63]. We include in DRAGON2, as an external library, the public code available at this link, which provides the inclusive differential cross sections for positron and electron production in pp reactions.

Within this model, we parametrize the reactions involving Helium (either as the projectile or as the target) in terms of an empirical rescaling of the cross section relative to the proton-proton channel. In particular, we adopt the rescaling proposed in [67], where the cross sections for the production of $\pi^+$ and $\pi^-$, in a collision between a projectile (with mass number $A_P$) and a target (with mass number $A_T$) are given by:

$$
\sigma_{AA\rightarrow\pi^+X} = \frac{(A_P A_T)^{2/3}}{K} \sigma_{pp\rightarrow\pi^+X}$$

$$
\sigma_{AA\rightarrow\pi^-X} = \frac{\sigma_{AA\rightarrow\pi^+X}}{K}
$$

with:

$$
K = \frac{Z_P Z_T}{A_P A_T} \left( \frac{A_P - Z_P}{A_T - Z_T} \right) \left( \frac{\sigma_{pp\rightarrow\pi^-X}}{\sigma_{pp\rightarrow\pi^+X}} \right) \frac{\sigma_{pp\rightarrow\pi^+X}}{\sigma_{pp\rightarrow\pi^+X}}
$$

and we further assume that the cross section for the production of electrons (positrons) is characterised by the same scaling as the cross section for the production of $\pi^-$ ($\pi^+$).

Huang2006 This model [68] is based on the Monte Carlo event generator DPMJET-III, that is used in the regime $E_p \geq 20 \text{ GeV}$ (at lower energies, where DPMJET-III appears to be not reliable, the same analytical parameterizations used in the Kamae2006 model are adopted). Also the reactions that involve helium are modeled by means of the same Monte Carlo event generator. The differential cross sections for the production of positrons and electrons in the different processes are publicly available at this link.

The source terms per unit of hydrogen atom for electrons and positrons, as given by the Kamae and Huang models, are plotted in figure 9. The source terms have been obtained by assuming the proton and the helium LIS determined by [35].

Together with the mechanism of their production, it is important to model also the mechanism through which positrons can annihilate as they propagate across the ISM. Such a process can take place as positrons scatter off free electrons:

$$
e^+ + e^- \rightarrow \gamma \gamma.
$$

The cross section associated to this reaction has been computed by Dirac in [69] and can be written as:

$$
\sigma_{\text{ann}} = \frac{\pi r_e^2}{\gamma + 1} \left[ \frac{\gamma^2 + 4\gamma + 1}{\gamma^2 - 1} \ln \left( \frac{\gamma + \sqrt{\gamma^2 - 1}}{\sqrt{\gamma^2 - 1}} \right) - \frac{\gamma + 3}{\sqrt{\gamma^2 - 1}} \right]
$$

where $\gamma$ is the positron Lorentz factor, while $r_e$ is the classical electron radius.
Figure 9. Secondary positron production term (left), electron (right). The solid lines include the contribution of helium both in the targets and in the primary flux.

The cross section described above enters in the positron transport equation as a “fragmentation” term:

$$\frac{1}{\tau_{\text{ann}}} = \sigma_{\text{ann}} c n_e$$  \hspace{1cm} (6.7)

where $n_e$ is the local free electron density. As it has been found in [70], including the annihilation process in the transport of positrons can impact the very low energy tail (i.e., around 10 MeV) of the interstellar positron flux up to 10%.

7 Secondary antiprotons

Similarly to what discussed in the lepton section, in the antiproton case as well one can rely on two different approaches: semi-empirical parametrizations tuned on experimental data and Monte Carlo event generators.

Concerning the former method, the parameterisation that was most in use until recently is the one obtained by Tan and Ng [71] which is tuned on a series of measurements performed mainly in the 1960s and 70s. More recently, in [20, 72–74], new parametrizations have been derived from the data provided by the NA49 [75] and BRAHMS [76] experiments, which performed accurate measurements of the antiproton production in $pp$ collisions, in the antiproton energy range from 4 to 550 GeV. In this energy range, the accuracy of the analytical parametrizations in reproducing the data has been shown to be remarkably good (e.g., about 10% in the case of [73]). However, when extrapolated beyond the energy range of the available data, the different parameterizations differ of at least 50% [73].

On the other hand, as far as the use of Monte Carlo event generators is concerned, several codes (EPOS LHC, EPOS 1.99 [77], SIBYLL[78], and QGSJET-II-04[79]) have been used to simulate both $pp$ and $pHe$ processes and compute the relevant cross sections. These MC generators are widely used in the simulation of extensive CR air showers and have been recently tuned to reproduce minimum bias LHC Run-1 data [77, 79]. Some additional
tuning is however necessary to reproduce the recent $\bar{p}$ data reported by NA49, BRAHMS and ALICE [80].

When computing the antiproton production in the different processes under consideration, it is important to properly take into account the contribution that comes from the decay of secondary antineutrons. In the past (e.g., [71, 72]) this was typically done by multiplying the antiproton yield by a factor of 2. An approach of this kind is obviously neglecting any possible isospin effect that could make the two cross sections different. Such an effect has been observed by the NA49 collaboration [75] which has reported an isospin-dependence in the measurements of secondary yields in $n-p$ and $p-p$ collisions. This results in $\sigma_{pp\to\bar{n}} = k_n \sigma_{pp\to\bar{p}}$ with $k_n \approx 1.5$ for $x_F \approx 0^{16}$, although the effect depends on $x_F$ to some extent. Given the still rudimentary knowledge of these effects, an energy-independent rescaling has been considered by different authors, e.g., $k \approx 1.3 \pm 0.2$ in [73] or $k \approx 1.2 \pm 0.2$ in [74]. The authors of [80], by making use of EPOS-LHC MC simulations, found that the ratio $k$ is not constant over the phase space and it ranges from 1 to $\sim 1.9$.

As for the case of leptons, also in the case of secondary antiprotons, an important contribution comes from the reactions that involve helium either as a primary CR species or as a target in the ISM. Until very recently, the cross sections associated to these processes have been plagued by large uncertainties. In fact, because of the absence of experimental data on $p$He collisions, predictions on the cross section associated to this process were made by interpolating between $p-p$ and heavier nuclei cross sections like $p$-C, Cu, Al, Pb and Be (see [72] for a collection of these datasets). This situation is expected to see a significant improvement now that the LCHb experiment has started a systematic investigation of the antimatter production in $p$He collisions [81].

With all of this considered, in **DRAGON2** three different models to describe $\bar{p}$ production in spallation processes:

**DiMauro2014** The differential cross section can be obtained from:

$$
\frac{d\sigma}{dT_{\bar{p}}} = 2\pi p_{\bar{p}} \int_0^\infty \frac{1}{\cosh^2(\eta)} \sigma_{\text{inv}} \ (7.1)
$$

where $\eta = -\ln[\tan(\theta/2)]$ is the pseudo-rapidity defined in terms of the the scattering angle ($\theta$) and the invariant cross section:

$$
\sigma_{\text{inv}} \equiv E \frac{d^3\sigma}{dp_{\bar{p}}^3}(\sqrt{s}, x_R, p_T) \ (7.2)
$$

depends only on Lorentz invariant quantities: the center of mass (CM) energy ($\sqrt{s}$), the transverse momentum of the produced antiproton ($p_T$) and the ratio of the $\bar{p}$ energy to the maximally possible energy in the CM frame ($x_R$). The lower limit in the integral in 7.1 is set to 0 since it corresponds, in good approximation, to the kinetic limits of the angular integration [82].

In [73], an analytic formula is proposed to reproduce the new NA49 data and with an explicit dependence on $s$:

$$
\sigma_{\text{inv}}[\text{mb}] = \sigma_{\text{in}}(s)(1-x_R)C_1 e^{-C_2x_R} \times \frac{C_8}{||C_3(\sqrt{s})C_1 e^{-C_5p_T^2} + C_6(\sqrt{s})C_7 e^{-C_9p_T^2} + C_9(\sqrt{s})C_{10} e^{-C_{11}p_T^2}||} \ (7.3)
$$

$^16x_F$ is a Feynman scaling variable and it is defined as $x_F = 2p_{\bar{p}}^L/\sqrt{s}$ where $p_{\bar{p}}^L$ is the antiproton longitudinal momentum.
where $\sigma_{\text{in}}(s)$ is the inelastic proton cross section and is defined as the difference between the total $pp$ scattering cross section and its elastic counterpart. In [73], $\sigma^p_{\text{in}}$ is obtained by fitting the latest data provided by the Particle Data Group (PDG) on the total and elastic $pp$ cross sections [83].

To describe proton-nucleus production within this model we adopt the formula given in [72] which reproduces the experimental cross sections to within a few tens of percent for incident energies from 12 GeV up to 400 GeV, and for target mass $1 \leq A \leq 208$:

$$
\sigma_{\text{inv}}[\text{mb}] = \sigma_{\text{in}} A C_1 \ln(\sqrt{s}/C_2) \ln(1 - x_R) C_2 \left[ C_3 \sqrt{s} C_5 e^{-C_6 x_R} + C_7 \sqrt{s} C_9 e^{C_8 x_R} \right] 
$$

(7.4)

where $A$ is the target mass and $\sigma_{\text{in}}$ is the total inelastic cross section for $pA$ collisions.

Winkler2017 In [20], the author has evaluated the antiproton production cross sections by fitting several analytical parametrisations to proton-proton scattering data of RHIC and LHC. The violation of Feynman scaling as well as an enhanced strange hyperon production (suggested by experimental data on $\Lambda^-$ production) are investigated and are found to increase the antiproton cross sections at high energies with respect to similar analysis.

Finally, he employed proton-proton, neutron-proton and proton-nucleus scattering data to determine the strength of isospin effects which induce an asymmetry between antiproton and antineutron production.

In DRAGON2, we interpolate the publicly available tables of cross sections for $p-p$, $p-\text{He}$, $\text{He}-p$ and $\text{He}-\text{He}$ scattering\(^{17}\).

Feng2016 In this model, Monte-Carlo generators (such as EPOS LHC, EPOS 1.99, SIBYLL, and QGSJET-II-04) and accelerator data (NA49, BRAHMS, and ALICE) are used to assess the antiproton production cross sections and their uncertainties. The comparison of data with MC generators presented in [80] shows a better agreement with EPOS LHC and QGSJET-II-04 with respect to SIBYLL at all $p_T$-values. In DRAGON2 we then implement only these two cases. The production cross sections for the channel $pp$, $p-\text{He}$, $\text{He}-p$, and $\text{He}-\text{He}$ have been provided by the authors in a ROOT file.

We remark here that while in DRAGON2 we adopt [80] as a reference for the antiproton production within MC event generators, other relevant results have been obtained in the recent literature. In particular, we mention the analysis carried out in [84], where a modification of the QGSJET-II-04 hadronization model (denoted as QGSJET-II-04m) has been introduced in order to make QGSJET suitable to treat collisions occurring in the low-energy regime.

As mentioned above, the LHCb experiment has recently released the results of the first measurement of the antiproton production cross section in $p\text{He}$ collisions [81] at $\sqrt{s} = 110$ GeV. We use these data to investigate the accuracy of the Winkler2017 and DiMauro2014 parametrisations\(^{18}\). Results are shown in figure 10, where the predictions given by the two parametrisations are compared with a representative set of the LHCb results. As it can be

\(^{17}\)https://arxiv.org/abs/1701.04866

\(^{18}\)We leave aside here the Feng2016 model, as a detailed comparison between LHCb data and the results of the MC event generators included in this model (EPOS LHC, EPOS 1.99, QGSJET-II-04) has already been carried out in [81].
Figure 10. Double differential antiproton production cross section in the pHe channel at $\sqrt{s} = 110$ GeV as a function of the antiproton transverse momentum $p_t$, as measured by the LHCb experiment (black points) compared with the predictions of the Winkler2017 (red solid lines) and DiMauro2014 (blue dashed lines) models. The different plots correspond to the different bins in the antiproton total momentum (for each bin we report the average momentum $\langle p \rangle$) in the label above the plot). The panels below the plots show the accuracy of the two models in reproducing data, intended as $|\text{data} - \text{model}|/\text{data}$. 

Figure 11. Left panel: the antiproton source term for the cross-section models in DRAGON2. For Feng+16 we plot only the EPOS-LHC model. The solid lines show the source term due to pp interactions, the dotted lines the total contribution from He (in the target and in CRs). Right panel: the relative ratio of the antiproton source term for the models Winkler2017 and Feng2016 models with respect to DiMauro2014.

seen, once that the uncertainty in the determination of the antiproton transverse momentum $p_t$ is taken into account, both models are in a relatively good agreement with LHCb data. It appears also that, while at low antiproton momenta (approximately $\langle p \rangle < 30$ GeV) the performances of the two models can be considered to be comparable (the relative displacement between predictions and data ranging between the 20% and the 80%), at higher energies the Winkler2017 model is in a better agreement with data, with an accuracy that in vast regions of the $(\langle p \rangle, p_t)$ parameter space is even around, or better than, the 10% level. A more detailed discussion about the impact of LHCb data on the parametrisations of the antiproton production cross section will be presented in [85].

In figure 11 the contributions to the total antiproton source term coming from the pp, He$^-$p and pHe channels are shown for the different models. As it can be seen, the difference between the approaches can amount up to 20% at around 10 GeV.

As the other CR species, also antiprotons can interact with the particles of the ISM as they propagate through the Galaxy. As a result of such interactions, antiprotons can either annihilate or simply lose a fraction of their energy [53].

The former process is described by the term:

$$\frac{1}{\tau (T)} = \beta (T) n_H \left[ \sigma_{H,\bar{p}}(T) + f_{He} \sigma_{He,\bar{p}}(T) \right]$$

where $\sigma_{k,\bar{p}}$ is the total inelastic cross section associated to the $\bar{p}$-k collision. In the case of hydrogen, this cross section is given as a function of the antiproton rigidity ($R$ in GV) by [86]:

$$\sigma_{H,\bar{p}}[mb] = -107.9 + 29.43 \ln R - 1.655 \ln^2 R + 189.9 R^{-1/3}.$$
In the case of helium, we adopt the prescription proposed in [87], where the inelastic scattering of $\bar{p}$ on target nuclei of mass $A$ is given by:

$$\sigma_{\text{He},\bar{p}}[\text{mb}] = A^{2/3} \times \left[48.2 + 19(T - 0.02)^{-0.55} - 0.106 A^{0.927} T^{-1.2} + 0.059 A^{0.927} + 0.00042 A^{1.854} T^{-1.5}\right]$$

(7.7)

Non-annihilation inelastic interactions of antiprotons with interstellar protons yield lower energy antiprotons in the final state. This component dominates the local flux at low energies. As in [88], we treat inelastically scattered secondary antiprotons as a separate “tertiary” component whose source function is in the form:

$$\Gamma_{\bar{p} \rightarrow \bar{p}'}(T) = c n_H \int dT' \beta(T') N_{\bar{p}}(T') \left[\frac{d\sigma_{\text{H},\bar{p} \rightarrow \bar{p}'}(T,T')}{dT} + f_{\text{He}} \frac{d\sigma_{\text{He},\bar{p} \rightarrow \bar{p}'}(T,T')}{dT}\right]$$

(7.8)

notice that the tertiary source term depends on the secondary antiproton density which we obtain beforehand in the nuclear chain.

The antiproton density after propagation is given by the sum of the secondary and tertiary components. This procedure provides an accurate solution as long as the transport equation is linear. The differential cross section is taken in agreement with [71]:

$$\frac{d\sigma_{\text{H},\bar{p} \rightarrow \bar{p}'}(T,T')}{dT} = \frac{\sigma_{\text{non}-\text{ann}}(T')}{T'}$$

(7.9)

where $\sigma_{\text{non}-\text{ann}}$ is obtained as the difference between the total inelastic cross section and the inelastic annihilation cross section:

$$\sigma_{\bar{p}p}[\text{mb}] = \begin{cases} 
661 \left(1 + 0.0115 T^{-0.774} - 0.948 T^{0.0151}\right) & T < 15.5 \text{ GeV} \\
36 T^{-0.5} & T \geq 15.5 \text{ GeV}
\end{cases}$$

and we rescale with $A^{2/3}$ for taking into account helium in the target.
We stress that tertiary antiprotons can in turn be subject to fragmentation, however further terms in the series, such as antiprotons produced by tertiary interactions constitutes a subdominant component.

A comparison between secondary and tertiary antiproton source terms is shown in figure 12.

8 Conclusions

In the second paper of a series (see also [16]) we presented a detailed and comprehensive description of how we implement the network of nuclear interactions between charged Galactic CRs and the interstellar gas in DRAGON2.

We first discussed and compared two widely used parametrizations for the total inelastic scattering, which are in good agreement with each other, and then presented a procedure to determine the fragmentation cross sections in the energy range 100 MeV/n to 100 GeV/n, mainly based on a set of parameterizations produced by Webber and colleagues (properly re-tuned to available data).

We then focused our attention to the production of antiparticles, given their crucial role in CR physics, e.g., as background for dark matter searches.

For positron (and secondary electron) production we compared the results obtained by [63] with those in [68]. The differences between the two models computed by means of different Monte Carlo codes are still sizable being up to 50% in the 1-100 GeV energy range. Regarding antiprotons, we first used the results of [80] to compute the $\bar{p}$ source term by different Monte Carlo generators. We then considered the models presented in [73] and [20], who provided their production cross sections in terms of a global fit of $\bar{p}$ production measurements. We obtained differences among the models of $\sim 20\%$. Furthermore, for the first time, we employed the very recent LHCb data to investigate the validity of the two parametrisation in describing antiproton production in pHe reactions.

Current experiments are measuring the high-energy charged CR spectra with unprecedented accuracy. However, the inclusive and partial cross sections of CRs with the interstellar gas still induce a significant uncertainty on the interpretation of these great data, thus weakening our ability to reconstruct the CR parentage and origin. An extended program of cross section measurements at energies much larger than GeV/n, either for hydrogen and helium targets, and interpreted by modern Monte Carlo codes, as FLUKA [89] or GEANT4 [90], appears now compelling in order to provide a much more robust estimate of the uncertainties associated to these processes affecting our understanding of CR transport processes.

| C_1  | C_2  | C_3      | C_4  | C_5  | C_6  | C_7  | C_8  | C_9  | C_{10} | C_{11} |
|------|------|----------|------|------|------|------|------|------|--------|--------|
| 4.448 | 3.735 | 5.02e-3  | 0.708 | 3.527 | 0.236 | -0.729 | 2.517 | -1.822e-11 | 3.527  | 0.384  |
| 0.1699 | 10.28 | 2.269    | 3.707 | 9.205e-3 | 0.4812 | 3.360 | 0.06394 | -0.1824 | 2.485  |        |

Table 1. Best-fit parameters of equation 7.3 and 7.4.
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