Transport Properties of One-Dimensional Hubbard Models
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We present results for the zero and finite temperature Drude weight $D(T)$ and for the Meissner fraction of the attractive and the repulsive Hubbard model, as well as for the model with next nearest neighbor repulsion. They are based on Quantum Monte Carlo studies and on the Bethe ansatz. We show that the Drude weight is well defined as an extrapolation on the imaginary frequency axis, even for finite temperature. The temperature, filling, and system size dependence of $D$ is obtained. We find counterexamples to a conjectured connection of dissipationless transport and integrability of lattice models.

I. INTRODUCTION

An ideal conductor is characterized at zero temperature by a nonvanishing Drude weight $D$ in the real part of the conductivity,

$$\text{Re}\{\sigma(\omega)\} = D \, \delta(\omega) + \sigma_{\text{reg}}(\omega);$$  \hspace{1cm} (1)

as first introduced by Kohn in the context of the Mott transition [8]. For finite temperature, the Drude weight $D(T)$ can be introduced by a formal extension of eq. (1):

$$\text{Re}\{\sigma(\omega, T)\} = D(T) \, \delta(\omega) + \sigma_{\text{reg}}(\omega, T).$$  \hspace{1cm} (2)

A superconductor is characterized by an additional quantity probing the Meissner effect, the superfluid density $\lambda_c$. There are similar transport quantities for spin degrees of freedom $\lambda$.

Recently there has been a lot of interest in transport properties at finite temperature, and especially in the Drude weight, since the High-Tc materials exhibit an unusual low-frequency behavior of the optical conductivity in the underdoped regime [8]. Based on analytical and numerical results, a very interesting possible connection between the integrability of a lattice-model and its finite-temperature Drude weight has been proposed, conjecturing [7] that an integrable system is characterized by a finite Drude weight $D(T > 0) \neq 0$ when $D(T = 0) \neq 0$, and remains an ideal insulator $D(T > 0) = 0$ when $D(T = 0) = 0$, whereas a nonintegrable system should exhibit a vanishing Drude weight at $T > 0$.

The results of our finite temperature Quantum Monte Carlo simulations do not confirm such a connection in the repulsive Hubbard model with and without next nearest neighbor interaction. We also show that the Drude weight can be extracted directly by an extrapolation of the current-current correlations on Matsubara frequencies, even at finite temperature, thus avoiding an analytic continuation to real frequencies.

We investigate the one-dimensional Hubbard model on a ring of $L$ sites threaded by a flux $L\Phi$. The Hamiltonian is

\begin{equation}
H_H(\Phi) = -t \sum_{i,\sigma} c_{i,\sigma}^\dagger c_{i+1,\sigma} e^{-i e \Phi(\vec{x}_i, t)} + e^{i e \Phi(\vec{x}_i, t)} + U \sum_i n_{i\uparrow} n_{i\downarrow},
\end{equation}

where $c, c^\dagger$ are annihilation and creation operators and the Peierls phase $\Phi(\vec{x}_i, \omega) = \int_{\vec{x}_{i+1}}^{\vec{x}_i} \vec{A}(\vec{z}, \omega) \, d\vec{z}$ in general is a function of position and frequency. We set $\hbar, e$ and the lattice spacing to unity, and we specify energies in units of $t$. We use periodic boundary conditions $c_{i+L,\sigma} = c_i,\sigma$.

The Drude weight of the one-dimensional Hubbard model at zero temperature has been investigated in several papers, including studies of the scaling behavior of $D$ at half-filling by Stafford, Millis, and Shastry [8], close to half-filling by Stafford and Millis [10] and by Fye et al. [11]. For arbitrary filling, results were given by Schulz [12], and by Fye et al. with the Lanczos method for small systems [13]. Rømer and Pumplouze [14] computed both Drude weight and spin stiffness. Some related properties of charge and spin currents at finite temperature were recently computed by Peres et al. [14] in a perturbation theory based on the Bethe ansatz. For the limit $L \to \infty$, expressions for the Drude weight based on the Bethe ansatz at finite temperature were very recently given by Fujimoto and Kawakami [15].

In section II we discuss representations of the finite temperature Drude weight, and show that it can be obtained by an extrapolation purely in imaginary frequencies. In section III we briefly review the conjectured connection to integrability. In section IV we compute the filling dependence of $D(T = 0)$ at zero temperature via the Bethe ansatz equations, and use these equations to approximate $D(T)$ at half-filling for low temperature and small system sizes. In section V we present a systematic Quantum Monte Carlo study of the finite temperature Drude weight in the Hubbard model, both repulsive and attractive. Results for a closely related property, the Meissner fraction, are presented in section V and we study $D(T)$ in the extended Hubbard model in section VII.
II. THE DRUDE WEIGHT

Applying a Kramers-Kronig relation to eq. (6) results in

\[ D(T) = \pi \lim_{\omega \to 0} (\omega \text{Im} \{\sigma(\omega, T)\}). \tag{4} \]

Using linear response, the Drude weight is given by [3]

\[ \frac{D(T)}{\pi e^2} = -\langle k_x \rangle - \text{Re}\{\Lambda(0, \omega \to 0)\} \tag{5} \]

at \( \Phi = 0 \), where \( \langle k_x \rangle \) denotes the average kinetic energy per site and \( \Lambda(q, \omega) \) is the current-current correlation function in frequency space [6] (see appendix A for details).

There are two different ways to obtain the Drude weight from the imaginary frequency correlation function. One can therefore take the limit of \( D \) for \( \omega \to 0 \), this immediately reduces to Kohn’s Drude weight in the thermodynamic limit is [13,14]

\[ D(T) \to \pi e^2 \lim_{\omega \to 0} \langle k_x \rangle - \text{Re}\{\Lambda(0, \omega)\}, \tag{6} \]

where \( \langle k_x \rangle \) is the partition function. In the limit \( T \to 0 \), this immediately reduces to Kohn’s Drude weight

\[ D(T) = \lim_{L \to \infty} \frac{\beta \langle j A \rangle^2}{L} \neq 0. \tag{9} \]

Thus, a weaker condition than integrability might suffice to make the Drude weight finite.

IV. ZERO AND LOW TEMPERATURE: BETHE ANSATZ

We employ the Bethe ansatz equations for the Hubbard model, first obtained by Lieb und Wu in 1968 [20], to calculate \( D(T) \) and its filling dependence exactly at zero temperature, and to provide an approximation for \( D(T) \) at low finite temperature. As was shown by Shastri and Sutherland [21], the Hubbard model with nearest neighbor repulsion, which is non-integrable [19].

For a non-integrable model, the eigenvalues follow a GOE distribution (Gaussian Orthogonal Ensemble) [17]. It can be shown for lattice models which are solvable by the Bethe ansatz that the eigenvalues are Poisson distributed in one-dimensional systems. Hence the Hubbard model eq. (3) is integrable. In section VII we will study the extended Hubbard-model with nearest neighbor repulsion, which is non-integrable [19].

Based on analytical and numerical results, Zotos et al. [14] have conjectured a very interesting connection between the integrability of a lattice model and its finite-temperature Drude weight, stating that for a one-dimensional model the finite temperature Drude weight in the thermodynamic limit is [13,14]

(1) nonzero for an integrable system when it is nonzero at \( T = 0 \),

(2) zero for an integrable system when it is zero at \( T = 0 \), and

(3) zero for a non-integrable system.

Conjecture (2) is different from the original suggestion [1] of a direct equivalence between integrability and finite Drude weight at \( T > 0 \) in one-dimensional systems. It was motivated by an explicit example in which the authors computed the Drude weight for a one-dimensional model of interacting fermions in the insulating regime with a “Mott-Hubbard” gap, and found a vanishing Drude value in the insulating regime even at high temperatures.

Note that there is no rigorous proof of a connection between integrability and a finite Drude weight. However, subject to some assumptions, Zotos et al. have shown in their most recent paper [14] that the Drude weight is finite whenever there exists an operator \( A \) such that \( [A, H] = 0 \) and

\[ \lim_{L \to \infty} \frac{\beta \langle j A \rangle^2}{L} \neq 0. \tag{9} \]

Thus, a weaker condition than integrability might suffice to make the Drude weight finite.
can be solved with an appropriate ansatz for the wave function. Here \( \phi = eL \Phi \) is the overall phase acquired along the chain of length \( L \). The Bethe ansatz equations derived by Shastry and Sutherland are:

\[
Lk_n = 2\pi I_n + \phi + 2 \sum_{j=1}^{M} \arctan(4(\Lambda_j - \sin k_n)/U) \tag{11}
\]

\[
2 \sum_{n=1}^{N} \arctan \left[ 4(\Lambda_j - \sin k_n)/U \right] = 2\pi J_j + 2 \sum_{i \neq j}^{M} \arctan(2(\Lambda_j - \Lambda_i)/U), \tag{12}
\]

where \( N \) is the total number of electrons, \( M \) is the number of electrons with spin down, \( \Lambda \) are parameters associated with the spin dynamics, and the quantum numbers \( I_n \) and \( J_m \) characterize charge and spin excitations. The quantum numbers have to be chosen such that \( \zeta = 4 \).

\( I_n \) is integer/half-integer if \( M \) is even/odd,

\( J_m \) is integer/half-integer if \( N - M \) is odd/even,

all \( I_n (n = 1, \ldots, N) \) (all \( J_m (m = 1, \ldots, M) \)) are different from each other, and

\[
|I_n| \leq (L - 1)/2 \tag{13}
\]

\[
|J_m| \leq (N - M)/2.
\]

The energy of a state with given quantum numbers is given by \( \phi \)

\[
E = -2 \sum_{n} \cos(k_n). \tag{14}
\]

Following ref. \( \phi \), we then calculate the Drude weight from eq. (15) as

\[
D = 2\pi e^2 L \sum_{n} \left\{ \cos k_n \left[ \frac{dk_n}{d\phi} \right]^2 + \sin k_n \frac{d^2 k_n}{d\phi^2} \right\} |_{\phi = 0}. \tag{15}
\]

**A. Zero Temperature**

At half-filling and zero temperature the asymptotic \( L \)-dependence of the Drude-weight is

\[
D(L; T = 0) = -(1)^{L/2} C(U) L^{1/2} \exp[-L/\zeta(U)], \tag{16}
\]

(\( L \) even) as was shown by Stafford and Millis. The correlation length \( \zeta \) is defined by eq. (14). For \( L \to \infty \) the Drude weight in eq. (16) vanishes, indicating the finite charge gap at half-filling. We show results for half-filling in fig. 3. For \( L \mod 4 = 0 \) the ring becomes paramagnetic. This has already been discussed in refs. \( \phi \) and \( \psi \).

We find that the effective correlation length \( \zeta \approx 4.25 \) at the system sizes of fig. 3 is slightly larger than the value \( \zeta = 4.06 \) at \( U = 4 \) found numerically in \( \psi \).

Away from half-filling the Hubbard model describes an ideal metal, with a finite Drude weight at \( L \to \infty \). We show the system size dependence at quarter filling in fig. \( \phi \). We find that the \( L \)-dependence is very similar to the half-filled case, shifted by \( D(L = \infty) \). Even though eq. (15) was only derived for the half-filled case, it fits the approach to \( D(L = \infty) \) very well, albeit with a different exponent for \( L \) and a very large value of \( \zeta \), as shown in the inset of fig. 3.
We determined the complete filling dependence of the Drude weight by solving the Bethe ansatz equations numerically for system sizes up to \( L = 80 \), and extrapolating to infinite system size using eq. (16). The results are shown in fig. 3. As expected, the Drude weight vanishes in the thermodynamic limit. The Drude weight for fixed system size \( L = 100 \) has also been obtained by Römer and Punnoose [13], and our results agree.

B. Partial Drude weight at finite temperature

We now turn to finite temperatures and half-filling. Whereas ground state properties depending only on the energy can be calculated easily using the Bethe ansatz equation eq. (11), dynamical properties are much harder to determine via the usual Bethe ansatz. One recent method by Klümpner et al. reduces the problem to finding the solution of two coupled nonlinear integral equations [23]. Here we will be content with a much simpler procedure to calculate the spin triplet contribution to the finite temperature Drude weight at half-filling. We neglect excitations across the charge gap. As we will see, this approximation is valid for small values of \( LT/U \), i.e. for low temperatures and not too large systems.

Low energy excitations are described by variations of the quantum numbers around the ground state configuration. We choose \( N \mod 4 = 2 \) whence the ground state is a singlet [10]. As excitations around this state we consider spin triplet states, with \( M = N/2 - 1 \), that is, we consider the \( S = 1 \) and \( S_z = -1 \) excitations. To include singlet excitations one has to refer to the general Bethe ansatz equations introduced by Takahashi [24], with a phase included as in ref. [14]. The generalized equations describing all four branches of singlet and triplet excitations (the afore mentioned ones and the \( S = 1 \) and \( S_z = 0 \) excitations) are given in [23].

Due to the charge gap at half-filling, there are no low lying charge excitations. The charge quantum numbers \( I_n \) therefore remain unchanged from the ground state. For the spin quantum numbers we get from eq. (13) with \( M = N/2 - 1 \) that

\[
|J_j| \leq \frac{N}{4},
\]

and the \( J_j \) are now half-integer. Thus there are \( N/2 + 1 \) possible values for the \( M = N/2 - 1 \) spin quantum numbers. All possibilities to distribute the \( J_j \)'s according to eq. (17) that differ from the ground state constellation describe excited states. These are the lowest possible excitations. In addition, there is a singlet excitation, degenerate in energy with the three triplet excitations [22]. This singlet excitation also contains two holes in the spin quantum numbers compared with the ground state constellation. It is described by complex quantum numbers. Due to the degeneracy, its contribution just multiplies the partition function by a constant factor.

The quantity \( D^{\text{triplet}}(\beta, L) \) calculated via eq. (17), using only the triplet spin excitations is of course only part of the Drude weight, but as we will see it should be a good approximation for small temperatures and small system sizes.

For the temperature and system size dependence of \( D^{\text{triplet}}(\beta, L) \) (at \( L \mod 4 = 2 \)) we find again a relation similar to the \( T = 0 \) result of Stafford and Millis [10], eq. (18):

\[
\frac{D^{\text{triplet}}(\beta, L)}{2e^2} = a(\beta) L^b \exp[-c \cdot L],
\]

where only \( a(\beta) \) is a function of the temperature. The results for \( D^{\text{triplet}} \) are shown in fig. 4, and the fitted parameters \( a \) and \( c \) in table 1.

We conclude that in the thermodynamic limit, \( L \to \infty \), triplet excitations do not contribute to the Drude weight. This also remains true for higher spin excitations [20].

| Inverse Temperature | \( \beta = 60 \) | \( \beta = 80 \) | \( \beta = 100 \) | \( \beta = 120 \) |
|---------------------|-----------------|-----------------|-----------------|-----------------|
| \( a \) \( \pm \) \( c \) \( \pm \) \( 1 \) | 16.65 \( \pm \) 0.16 | 0.2400 \( \pm \) 0.0003 | 7.140 \( \pm \) 0.068 | 0.2400 \( \pm \) 0.0003 |
| \( \beta \) \( \pm \) \( c \) \( \pm \) \( 1 \) | 11.90 \( \pm \) 0.11 | 0.2400 \( \pm \) 0.0003 | 7.140 \( \pm \) 0.068 | 0.2400 \( \pm \) 0.0003 |
| \( \beta \) \( \pm \) \( c \) \( \pm \) \( 1 \) | 7.140 \( \pm \) 0.068 | 0.2400 \( \pm \) 0.0003 | 7.140 \( \pm \) 0.068 | 0.2400 \( \pm \) 0.0003 |
| \( \beta \) \( \pm \) \( c \) \( \pm \) \( 1 \) | 2.379 \( \pm \) 0.023 | 0.2400 \( \pm \) 0.0003 | 2.379 \( \pm \) 0.023 | 0.2400 \( \pm \) 0.0003 |

TABLE I. Parameters \( a \) and \( c \) obtained by fitting the curves in fig. 4 to eq. (18).
V. FINITE TEMPERATURE: QMC RESULTS

In this section we present our results for the Drude weight at large finite temperature and compare them with the prediction for the temperature and system size dependence obtained in the previous section.

The simulations were carried out using the grand canonical Quantum Monte-Carlo method [27]. The calculation yields the current-current correlation function at discrete imaginary times $\tau$. Performing a fourier transformation results in the current-current correlation function at the bosonic Matsubara frequencies $i\omega_n$. The analytic continuation of this function onto real frequencies at zero momentum gives $\Lambda(0,\omega)$ of eq. (16). However, the analytic continuation is a numerically ill-conditioned problem, which we can avoid. As pointed out in section I, one can take the limit $\omega \rightarrow 0$ directly along the imaginary axis. We therefore calculate $D$ by fitting $\Lambda$ on the Matsubara frequencies. This is still an ill-conditioned problem when only information about a finite number of Matsubara frequencies is available. It is therefore important to use a fitting function with the proper analytical form.

From the analytic continuation of eq. (16) it can be seen that $\Lambda(0,\omega)$ is a well-behaved function on the imaginary axis, namely a sum of Lorentz curves:

$$\Lambda(0,\omega) = \sum_j c_j \frac{\Delta_j}{\omega^2 + \Delta_j^2}. \quad (22)$$

We approximate it by a finite series

$$\Lambda_{\text{FIT}}(0,\omega) = \frac{a}{\omega^2 + b^2} + \frac{c}{\omega^2 + d^2} + \frac{e}{\omega^2 + f^2}, \quad (23)$$

and determine the constants $a, b, c, d, e, f$ by a $\chi^2$-fit. This ansatz fits the data very well. Fig. 5 shows an example of our fit. We find that the third term in eq. (23), $e/(\omega^2 + f^2)$, and often also the second term, do not contribute significantly, indicating that eq. (23) is a good approximation. However, it should be noted that the constants $a, c$ and $e$ are not identical to the differences of the energy eigenvalues of $H$ appearing in $\Lambda(0, i\omega)$, since they result from a fit to a truncated series. We have verified that our procedure to calculate the Drude weight produces results compatible with those using the f-sum rule eq. (16), but with smaller errors.

We used this procedure to determine $D(T)$ from finite temperature Quantum Monte Carlo runs. We typically collected about 180000 Monte Carlo sweeps for each data point, with a discrete time step of $\Delta\tau = 1/32$ for $\beta = 3$ and $\Delta\tau = 1/10$ for $\beta = 8$. We obtained the following results.

Fig. 6 shows the Drude weight for repulsive interaction $U = 4$ and inverse temperature $\beta = 8$. The system size dependence is compatible to that of $D_{\text{triplet}}(L)$, eq.
We determined the parameters by a \( \chi^2 \)-fit. For the case shown in fig. 6, the result is \( A = 10.12 \pm 1.14, \quad B = 0.75 \pm 0.88, \quad C = 0.22 \pm 0.09, \quad \text{and} \quad d = 0.020 \pm 0.003. \)

Thus, in the thermodynamic limit, we obtain a finite Drude weight \( D(\beta = 8, \nu = 1, U = 4)/(\pi e^2) = 0.02 \pm 0.003. \) The system size behavior of the full Drude weight \( D(L, \beta = 8) \) (eq. (24)) appears to be similar to that of the partial Drude weight \( D^{\text{triplet}}(L, \beta) \) obtained by Bethe ansatz in eq. (18), within the large error of \( B, \) even though \( D(L, \beta = 8) \) contains charge excitations, as well as higher spin and charge-spin-excitations.

Towards higher temperatures, the Drude weight increases rapidly. Results at \( \beta = 3 \) are shown in fig. 7. The approach to the asymptotic value is very fast now, and there is no longer a clear exponential behavior.

We checked that for lattice sizes \( L = 4n + 2 \) the finite value of the Drude weight remains the same within errors. One might be concerned that at temperature \( \beta = 3 \) and lattice size \( L = 40 \) the effects of the finite size gap could still be important. We therefore verified that at very high temperature (\( \beta = 0.5, L = 20 \)) the Drude weight remains finite. In fact, its value increases further, to about \( D/(\pi e^2) = 0.23(1). \) In fig. 8, our results for the Drude weight at various temperature in the half-filled case are shown.

Away from half-filling, the finite temperature Drude weight remains finite. Results at quarter filling are shown in fig. 9. The asymptotic value is already reached for very small system sizes. Note that away from half-filling, there was some fluctuation of the actual filling for different \( L \) in the grand canonical QMC, which is not reflected in the error bars. This can cause the outlying point at \( L = 28 \) in fig. 9.

For the attractive Hubbard model at half-filling the situ-
FIG. 9. At quarter filling $\nu \approx 0.500$ ($\beta = 3$, $U = 4$) the Drude weight is finite. Small variations in filling of the grand canonical simulations may be responsible for the large deviation of the data at $L = 28$.

FIG. 10. Attractive Hubbard model at high temperature: $\beta = 3$, $U = -4$, $\nu = 1$. The Drude weight (upper points) quickly converges to a large finite value, whereas the Meissner fraction $\kappa$ vanishes (lower points; see section VI). For comparison: $\langle k_x \rangle \approx -0.890$, with little size dependence.

VI. THE MEISSNER FRACTION

A property closely related to the Drude weight is the Meissner fraction $\kappa$ defined as

$$\kappa = \frac{\pi D}{e^2} \left. \frac{\partial^2 F}{\partial \Phi^2} \right|_{\Phi=0, \vec{q} \to 0},$$

where $F$ is the free energy. It reduces to Kohn’s Drude weight for $T = 0$.

Evaluation of eq. (25) results in

$$\frac{\kappa}{e^2} = -\langle k_x \rangle - \Lambda(0, i\omega_n = 0).$$

Note that $\Lambda(0, i\omega_n = 0)$ at the zeroeth Matsubara frequency, given in eq. (A5), is in general not equal to the analytically continued correlation function at $\omega \to 0$, eq. (A6), so that at finite temperature $\kappa$ differs from the Drude weight $D$ by the contributions from degenerate states

$$D(T) - \kappa = \lim_{\vec{q} \to 0} \frac{\beta}{L} \sum_{E_m = E_n} P_n |\langle n | j^p(\vec{q}) | m \rangle|^2.$$  

In the thermodynamic limit $L \to \infty$ and in a transverse vector field, $\kappa$ measures the superfluid density [6,16,28]. In our one-dimensional case it will thus become zero. For a finite system, the Meissner fraction can be finite.

We show results for the Meissner fraction on finite systems [14] in figures 7,10,12 and 13. For $L \to \infty$, $\kappa$ vanishes. We find a finite size behavior similar to that of the Drude weight. As for the Drude weight at $T = 0$ (see fig. 1), $\kappa$ is positive when $L = 4n + 2$ and negative when $L = 4n$. At high temperature $\beta = 3$, $\kappa$ converges to zero very quickly both for the repulsive and for the attractive model (figures 7 and 10). At low temperature the approach to zero is exponential in system size, but much slower, as shown in figures 12 and 13. For very small systems, $\kappa$ is of similar magnitude as the Drude weight.
VII. EXTENDED HUBBARD MODEL

In section V we showed that for the integrable Hubbard model eq. (3) the finite temperature Drude weight both at half-filling and away from it is nonzero even in the thermodynamic limit. This is in contrast to the $T = 0$ case, where the Drude weight vanishes at half-filling due to the charge gap.

Let us now examine a nonintegrable case, provided by the extended Hubbard model with nearest neighbor interaction:

$$ H_e = H_H + V \sum_i (n_i \uparrow + n_i \downarrow)(n_{i+1} \uparrow + n_{i+1} \downarrow). $$

(28)

We have measured the Drude weight and the Meissner fraction at finite temperature in this model. Results for a weak extended interaction of $V = 1/2$ and away from half-filling are shown in fig. 14. The Meissner fraction drops to zero quickly, similar to the behavior in fig. 7. The Drude weight has a large value already at small system sizes. It shows a very slow falloff, consistent with $D \sim e^{-(0.00081 \pm 0.00004) \cdot L}$. This falloff may entirely be caused by a very small systematic increase in the filling factor measured in the grand canonical simulations. If the exponential falloff is real, then the Drude weight would drop to small values only at extremely large system sizes, but would be zero in the thermodynamic limit, in agreement with the conjecture of Zotos et al.. However, from our data it appears more likely that the thermodynamic limit of $D$ is finite, which would be in disagreement with conjecture (3). This would imply that, even though the model is not integrable, there is an operator satisfying eq. (\ref{integ}) in the extended Hubbard model. A similar conclusion has been drawn for a related model recently.

We have also measured the Drude weight at $\beta = 5$, $U = 4$ and larger repulsion $V = 1.6$, on a large system $L = 60$. Both at quarter filling $\nu = 0.5$ and at $\nu = 0.633$ we find a finite value $D/(\pi e^2) = 0.21(2)$, even though the model is not integrable.

VIII. CONCLUSIONS

We have presented results for the Drude weight $D(T)$, on mesoscopic systems and extrapolated to the thermodynamic limit, for zero and finite temperature in several
versions of the 1D Hubbard model, including the dependence on system size, filling, and temperature.

At zero temperature we provided the full filling dependence of $D$, by solving the Bethe ansatz equations on large systems. For small finite temperatures we computed the dominant contribution to $D(T, L)$ on small systems from the Bethe ansatz. At larger finite temperature we used Quantum Monte Carlo. We showed that the Drude weight can be obtained by an extrapolation of the current-current correlation function purely in imaginary frequencies. We found a non-vanishing Drude weight at $\Phi = 0$. Here $e^{i\omega n \tau}$ is the average kinetic energy per site and $\Lambda(q, \omega)$ is the current-current correlation function in frequency space [6]. It can be obtained from analytic continuation of $\langle \hat{\mathbf{q}}, \mathbf{p} \rangle$ at $\Phi = 0$. Here $\langle \mathbf{k} \rangle$ is the momentum of the applied external vector potential, and $e^{i\mathbf{p}(\mathbf{q})}$ is the Fourier transform of the paramagnetic current density,

\[
j^p(\mathbf{q}) = i t \sum_{k = 1, \ldots, L \at \sigma = \uparrow, \downarrow} e^{-i\mathbf{q}\mathbf{k}} \left( c_k^\dagger \sigma c_k, \sigma - c_k^\dagger \sigma c_{k+1, \sigma} \right). \tag{A3}
\]

In an eigenbasis of the Hamiltonian eq. (3), the current-current correlation function at nonzero frequency is given by

\[
\Lambda(q, i\omega \neq 0) = \sum_{n, m} \frac{P_n}{\beta} \frac{1}{\sum_{n, m} \frac{P_n}{E_m - E_n}} \left| \langle \mathbf{n} \rangle \mathbf{j}^p(\mathbf{q}) | \mathbf{m} \rangle \right|^2,
\]

and exactly at zero Matsubara frequency it is

\[
\Lambda(q, i\omega = 0) = \frac{2}{\beta} \sum_{n, m} \frac{P_n}{E_m - E_n} \left| \langle \mathbf{n} \rangle \mathbf{j}^p(\mathbf{q}) | \mathbf{m} \rangle \right|^2 + \frac{2}{\beta} \sum_{n, m} \frac{P_n}{E_n = E_m} \left| \langle \mathbf{n} \rangle \mathbf{j}^p(\mathbf{q}) | \mathbf{m} \rangle \right|^2. \tag{A4}
\]

Here $\langle \mathbf{n} | \mathbf{m} \rangle$ are matrix elements of the current operator in the eigenbasis and $P_n = \exp(-\beta E_n)$ denotes the Boltzman factor for the $n$th eigenvalue of the Hamiltonian.

The current-current correlation function is well defined [30] in the upper complex plane by specifying its values on an infinite set of finite Matsubara frequencies, eq. (A4). The analytic continuation can easily be performed by taking $i\omega \rightarrow \omega + i\delta$ in eq. (A4). Performing the zero frequency limit $\omega \rightarrow 0$ then yields

\[
\Re \left( \Lambda(q, \omega = 0) \right) = \frac{2}{\beta} \sum_{n, m} \frac{P_n}{E_m - E_n} \left| \langle \mathbf{n} \rangle \mathbf{j}^p(\mathbf{q}) | \mathbf{m} \rangle \right|^2,
\]

which is identical to the first term in eq. (A5). Thus

\[
\frac{D(T)}{\pi e^2} = -\langle \mathbf{k} \rangle - \frac{2}{\beta} \sum_{E_n \neq E_m} \frac{P_n}{E_m - E_n} \left| \langle \mathbf{n} \rangle \mathbf{j}^p(\mathbf{q}) | \mathbf{m} \rangle \right|^2.
\]

Using second order perturbation theory and assuming that $\Phi$ removes all degeneracies, the expression takes the same form as eq. (3), so that then the two definitions eq. (3) and eq. (6) agree.

The second term in eq. (A3) is a nonanalytical part of the thermal Greens function [11], which does not contribute to the Drude weight, but instead to the Meissner fraction, discussed in section VI.
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