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Abstract

The $\mathcal{N} = 2^*$ theory (mass deformation of $\mathcal{N} = 4$ Super-Yang-Mills) undergoes an infinite number of quantum phase transitions in the large-$N$ limit. The phase structure and critical behavior can be analyzed with the help of supersymmetric localization, which reduces the problem to an effective matrix model. We study its strong-coupling phase.

To Andrei Alexeevich Slavnov on occasion of his 75th birthday

1 Introduction

The $\mathcal{N} = 4$ superconformal Yang-Mills (SYM) theory possesses remarkable hidden symmetries and its strong-coupling behavior can be understood in detail by virtue of the AdS/CFT duality. Among massive theories, the ones most likely to inherit this intrinsic simplicity are relevant perturbations of $\mathcal{N} = 4$ SYM. We concentrate the mass perturbation of $\mathcal{N} = 4$ SYM known
as the $\mathcal{N} = 2^*$ theory. While this theory has less symmetries and more complicated dynamics compared to $\mathcal{N} = 4$ SYM, some of the non-perturbative results do extend from $\mathcal{N} = 4$ to $\mathcal{N} = 2^*$. One such result is the exact computation of the path integral on $S^4$ by supersymmetric localization [2].

The path integral on $S^4$ reduces to a zero-dimensional matrix model in any $\mathcal{N} = 2$ gauge theory. In the $\mathcal{N} = 4$ case the matrix model is Gaussian [3, 1], while in the $\mathcal{N} = 2^*$ case it is not [4], moreover the localization matrix model of the $\mathcal{N} = 2^*$ theory has a very complicated phase structure at large-$N$ (the regime where the gauge/string duality operates in the simplest way) [4, 5]. The model has been studied in detail in some corners of the parameter space [6, 7]. In particular, its asymptotic strong-coupling solution is known and allows for non-trivial tests of holographic duality beyond AdS/CFT [6]. In particular, one can calculate the free energy and the Wilson loop expectation values for sufficiently large contours directly from path integral and then compare them with the geometric data of the supergravity dual in flat space [8], as well as on $S^4$ [9].

Compactification on $S^4$ may be viewed as formal means to pick a unique vacuum and to make the path integral well-defined without imposing boundary conditions (this point of view was articulated in [10]). The radius $R$ of the four-sphere then plays the rô le of an IR regulator, to be sent to infinity at the end of the calculation. The resulting theory in infinite volume turns out to possess a rather intricate phase structure, undergoing an infinite number of quantum phase transitions when the ’t Hooft coupling is varied from zero to infinity [4]. The large-$N$ phase transitions are common in matrix models [11], but those in the $\mathcal{N} = 2^*$ theory are of a novel type [5], and the associated critical behavior has not been completely understood.

The exact solution of the localization matrix model in the weak-coupling phase was obtained in [4], following the methods developed in [12, 13], while the strong-coupling phases have been only studied in the infinitesimal vicinity of the first phase transition [5]. The goal of this paper is to investigate the strong-coupling phases of $\mathcal{N} = 2^*$ SYM in more detail.

A phase structure similar to that of $\mathcal{N} = 2^*$ SYM was found in three-dimensional massive theories amenable to localization [14]. The associated matrix model is quite a bit simpler and can be solved analytically in the decompactification limit [15]. We are going to transplant the method of [15] to four dimensions. Although not leading to a full analytic solution, this method provides a detailed picture of the vacuum structure across the whole
phase diagram.

2 Localization matrix model

The field content of $\mathcal{N} = 2^*$ SYM consists of the vector multiplet, containing the gauge fields $A_\mu$, scalars $\Phi$, $\Phi'$ plus fermions, and two CPT conjugate hypermultiplets that contain complex scalars $Z$, $\tilde{Z}$ and fermions. All fields are in the adjoint representation of the $SU(N)$ gauge group. An overall energy scale is set by the explicit mass term for the hypermultiplets. The mass parameter in the Lagrangian will be denoted by $M$. Once $M$ is set to zero, the Lagrangian becomes that of the $\mathcal{N} = 4$ SYM.

The gauge symmetry of the $\mathcal{N} = 2^*$ theory is spontaneously broken by an expectation value of the vector multiplet scalar:

$$\langle \Phi \rangle = \text{diag} \left( a_1, \ldots, a_N \right), \quad (2.1)$$

which Higgses $SU(N)$ down to $U(1)^{N-1}$ and gives masses to almost all of the fields, except for the gauge bosons of the unbroken $U(1)^{N-1}$. The masses of the $ij$ components of the vector multiplet ($i$ and $j$ are the color indices) are $|a_i - a_j|$, while the hypermultiplet masses are $|a_i - a_j \pm M|$. The eigenvalues $a_i$ and $a_j$ which are distance $M$ apart form a resonance – there is a massless hypermultiplet associated with them. The phase transitions in the matrix model are caused precisely by these resonances.

The path integral of the $\mathcal{N} = 2^*$ theory on $S^4$ localizes to an eigenvalue integral over the Coulomb moduli $a_i$ [$\Pi$]:

$$Z = \int d^{N-1}a \prod_{i<j} \frac{(a_i - a_j)^2 H^2(a_i - a_j)}{H(a_i - a_j - M)H(a_i - a_j + M)} e^{-\frac{8\pi^2 N}{\lambda} \sum a_i^2}, \quad (2.2)$$

where $\lambda = g_{\text{YM}}^2 N$ is the 't Hooft coupling. The Gaussian term in the action descends from the gravitational coupling of the vector multiplet to the background metric of $S^4$. The rest of the degrees of freedom have been integrated out leaving behind the one-loop contribution that depends on the single function

$$H(x) \equiv \prod_{n=1}^{\infty} \left( 1 + \frac{x^2}{n} \right)^n e^{-\frac{x^2}{n}}. \quad (2.3)$$

The exact partition function also contains an instanton contribution which however remains exponentially suppressed at large $N$ [5]. As we are interested in the large-$N$ limit, we set instantons to zero from the outset.
Localization cannot compute arbitrary correlation functions. Among the few that can be calculated is the Wilson loop for the big circle of $S^4$, whose expectation value maps to the exponential average in the matrix model [1]:

\[ W(C_{\text{circle}}) \equiv \left( \frac{1}{N} \operatorname{tr} \exp \oint_{C_{\text{circle}}} ds \left( iA_\mu \dot{x}^\mu + \Phi |\dot{x}| \right) \right)^{1/2} \left( \frac{1}{N} \sum_i e^{2\pi a_i} \right). \] (2.4)

Another quantity of interest is the vacuum susceptibility, which can be related to the mean square of the matrix eigenvalues:

\[ \chi \equiv \frac{\lambda^2}{8\pi^2 N^2} \frac{\partial \ln Z}{\partial \lambda} = \left( \frac{1}{N} \sum_i a_i^2 \right). \] (2.5)

This again can be computed exactly using localization.

In the leading order of the large-$N$ expansion the eigenvalue integral can be evaluated in the saddle-point approximation. The saddle-point equations, upon introducing the eigenvalue density

\[ \rho(x) = \left( \frac{1}{N} \sum_{i=1}^{N} \delta(x - a_i) \right), \] (2.6)

take the form of a singular integral equation:

\[ \int dy \rho(y) \left( \frac{1}{x - y} - K(x - y) + \frac{1}{2} K(x - y + M) + \frac{1}{2} K(x - y - M) \right) = \frac{8\pi^2}{\lambda} x, \] (2.7)

where $K = -H' / H$. This equation was studied in a number of papers [16, 6, 4, 5, 10, 7], but its general analytic solution is not known [1].

The equations above are written in the dimensionless variables with radius of the four-sphere set to one. The dependence on $R$ is recovered by rescaling $a_i \rightarrow a_i R$, $M \rightarrow MR$, $x \rightarrow xR$ and $y \rightarrow yR$, such that the mass and the Coulomb moduli get back their normal scaling dimensions. In this paper we regard $R$ as a regularization parameter, and are mainly interested in the decompactification limit $R \rightarrow \infty$. The saddle-point equation then considerably

\[ \text{An equation with a similar kernel arises in the } \mathcal{N} = 4 \text{ SYM compactified on the squashed four-sphere [17]. In that case the argument in the kernel is shifted by the squashing parameter of the sphere rather than by the mass of the hypermultiplet. Once this model is mass-deformed it also develops a non-trivial phase structure [18].} \]
simplifies. The argument of the kernel function $K(Rx)$ becomes large, and the function can be replaced by its asymptotics at infinity: $K(x) \to x \ln x^2$. Differentiating the resulting equations twice, we arrive at

$$\int_{-\mu}^{\mu} dy \rho(y) \left( \frac{2}{x-y} - \frac{1}{x-y+M} - \frac{1}{x-y-M} \right) = 0. \quad (2.8)$$

This is the saddle-point equation of the decompactified theory, and it is this equation that we are going to study in the rest of the paper.

This equation looks very simple, but in spite of its simple appearance, it describes rather complicated behavior, including an infinite number of phase transitions which happen as the ratio $\mu/M$, the only dimensionless parameter in the game, changes from zero to infinity. The equation can be solved exactly for sufficiently small $\mu/M$\,[4, 5], using the methods of \[12, 13\]. This analytic solution describes the weak-coupling phase of the theory and terminates at a fourth-order quantum phase transition at $\mu = M/2$ \[4, 5\]. We are going to concentrate on the strong-coupling phases at $\mu > M/2$, where no analytic results were available so far.

In the decompactification limit, the density blows up at the edges of the interval:

$$\rho(x) \sim \frac{\text{const}}{\sqrt{\mu \pm x}} \quad (x \to \pm \mu). \quad (2.9)$$

These boundary conditions are slightly unfamiliar. In matrix models, the square-root asymptotics is typically found \[19\]. In fact, the exact solution in finite volume has this normal boundary behavior. But when $R$ (more precisely, $MR$) becomes large, the density develops two peaks near the endpoints of the eigenvalue distribution, whose width is proportional to $1/R$ and the height grows with $R$. In the strict $R \to \infty$ limit the structure of the peaks is no longer resolved, and the peaks become infinite one-over-square-root spikes, hence leading to the boundary conditions (2.9). The qualitative reasons for this behavior are explained in \[20\].

Another way to see that the square root boundary conditions are inconsistent with eq. (2.8) is to notice that the solution with such boundary conditions would have to be unique, while the unconventional boundary conditions (2.9) admit a one-parameter family of solutions \[21\]. This extra degree of freedom is built in the equations, because they are invariant under rescaling of the density by an arbitrary constant: $\rho(x) \to C \rho(x)$. The rescaling ambiguity is fixed by normalizing the density to one. In a more familiar setting,
the normalization condition constitutes an extra constraint that determines
the endpoint of the eigenvalue distribution.

Now imposing the normalization condition is not sufficient to find $\mu$. To
fix $\mu$, we need to go one step back, and write down an equation that is
obtained from (2.7) by single differentiation. This will be an integral form of
(2.8), with a specific constant of integration. It thus suffices to impose this
condition at one single point, which we choose to be $x = -\mu$:

$$\int_{-\mu}^{\mu} dy \rho(y) \ln \frac{|M^2 - (\mu + y)^2|}{(\mu + y)^2} = \frac{8\pi^2}{\lambda}.$$ (2.10)

The correctly normalized solution of the saddle-point equations is unique for
any given $\mu$. If we manage to find this solution, the last equation determines
$\lambda$ as a function of $\mu$ and $M$. Instead of inverting this function, it is more
convenient to treat $M$ and $\mu$ (rather than $M$ and $\lambda$) as independent variables.

Knowing $\mu$ we can compute the Wilson loop expectation value from (2.4).
In the decompactification limit $R \to \infty$, the Wilson loop gets the largest
contribution from the largest eigenvalues, and thus obeys the perimeter law:

$$\ln W(C_{\text{circle}}) = 2\pi R \mu.$$ (2.11)

The perimeter law should apply to any sufficiently large contour, not just to
the big circle of $S^4$. This has been checked holographically and the coefficient
of proportionality was found to match with the one found from solving the
matrix model at strong coupling [6].

The qualitative structure of the solution to (2.8) depends on the relationship
between the width of the eigenvalue distribution $2\mu$ and the mass $M$. If
$M > 2\mu$, only the first term in the kernel has a pole in the integration region,
the equation is of the Hilbert type and is solvable in elliptic integrals [4].
As mentioned above, the solution hits a singularity at $\mu = M/2$, equivalently
at $\lambda_c \approx 35.425$, signalling a transition to a new phase [4]. The origin of the
phase transition is easy to understand. When $2\mu$ exceeds $M$, some pairs of
eigenvalues become separated by $M$. The resonant pairs correspond to mass-
less hypermultiplets (actually, nearly massless, with $1/N$ accuracy). These
resonances lead to poles in the two other terms in the integral equation which
were regular in the weak-coupling phase. As a result, the density develops
two cusps at $\pm (M - \mu)$, the resonance images of the endpoint positions.

The structure of the resonances in the infinitesimal vicinity of the phase
transition was delineated in [3]. It was found that the cusps have a lambda-
like shape, such that the density approaches a finite limiting value from the
inside of the cusp and has an inverse-square-root singularity on the outside. Thermodynamic singularity associated with the appearance of the first pair of resonances is likely to be a fourth-order phase transition \[5\]. The resonances multiply with the increase of the coupling, appearing in pairs each time \(2\mu\) crossed an integer multiple of \(M\). The system thus undergoes an infinite number of phase transitions on the way from weak to strong coupling. At strictly infinite coupling, an analytic solution with infinitely many cusps was obtained in \[7\], by first solving the system at finite \(MR\) and then taking the decompactification limit \(R \to \infty\). Since the corner \((\lambda, MR) = (\infty, \infty)\) of the phase diagram is an accumulation point of an infinite number of phase transitions, the physics may as well depend on the direction along which one approaches the critical point. We show, nevertheless, that the solution of \[7\] also emerges if one takes the limit \(R \to \infty\) first and then approaches the critical point by taking \(\lambda \to \infty\).

We will study the strong-coupling phases of \(\mathcal{N} = 2^*\) SYM by combining the ansatz of \[5\] with the method that has led to an exact solution of the mass-deformed ABJM theory \[15\]. We start with the simplest strong-coupling phase in which the density has two resonances.

### 3 Two-resonance phase

When \(\mu\) is very small \((\mu \ll M)\), the system is in the weak-coupling phase, and the density is equal to \(1/\pi \sqrt{\mu^2 - x^2}\). As \(\mu\) grows and becomes comparable to \(M\) the density gets deformed but qualitatively does not change too much. The exact shape is actually known for any \(\mu < M/2\) \[4\], even though the analytic expression is not particularly simple. Once \(\mu\) exceeds \(M/2\), the density changes dramatically by developing resonance cusps at \(\pm \mu \pm nM\). For the time being we assume that \(2\mu > M\) but \(\mu < M\), such that there are exactly two resonances at \(M - \mu\) and \(-M + \mu\).

We then take the following ansatz, that generalizes the structure found at \(2\mu - M \ll M\):

\[
C \rho(x) = \begin{cases} 
  r(x), & x \in (-M + \mu, M + \mu) \\
  \frac{4}{3} r(x) + \frac{2}{3} r(x - M), & x \in (M - \mu, \mu) \\
  \frac{4}{3} r(x) + \frac{2}{3} r(x + M), & x \in (-\mu, -M + \mu).
\end{cases}
\]  

\(\text{(3.1)}\)

\(^2\text{This ansatz was initially suggested to us by D. Volin.}\)
The function $r(x)$ can be pictured as an analytic continuation of the density from the region between the two resonance points. The key assumption is that such analytic continuation is well defined on the whole interval $(-\mu, \mu)$ and obeys the same boundary conditions (2.9) as the density, in other words has inverse square root branch points at $x = \pm \mu$. The shift operator in the map from $r(x)$ to $\rho(x)$ takes into account points connected to $x$ by massless hypermultiplets (notice that for $x$ between $-\mu + M$ and $\mu - M$ such resonance points lie outside the eigenvalue distribution). It will become clear shortly why the coefficients of the shift operator are taken to be $4/3$ and $2/3$. An overall normalization factor $C$ is introduced for later convenience, and is eventually fixed by the normalization condition.

Quite importantly, the map from $r(x)$ to $\rho(x)$ is non-local. As a consequence, the endpoint singularities of $r(x)$ induce discontinuities in the middle of the eigenvalue interval. Even if $r(x)$ itself is a smooth function between $-\mu$ and $\mu$ (which we tacitly assume), the density $\rho(x)$ will have induced singularities at $M - \mu$ and $-M + \mu$. These singularities arise as images of the endpoints under the map $x \to x \pm M$, and are associated with resonances on the nearly massless hypermultiplets.

The coefficients in (3.1) are adjusted in way that guarantees cancellation of the resonance terms (those terms which have poles at $y = x \pm M$) in the integral equation (2.8). Indeed upon substituting the ansatz (3.1) into the saddle-point equation (2.8), many different terms cancel. Collecting what is
left, we get an integral equation of the Hilbert type:

\[
\int_{-\mu}^{\mu} dy r(y) \frac{2}{x-y} = \int_{-M-\mu}^{M-\mu} dy r(y) \left( \frac{1}{x-y-M} + \frac{1}{x-y+M} \right) + \frac{2}{3} \int_{M-\mu}^{\mu} dy r(y) \left( \frac{2}{x-y-M} + \frac{1}{x-y+2M} \right) + \frac{2}{3} \int_{-M+\mu}^{-\mu} dy r(y) \left( \frac{2}{x-y+M} + \frac{1}{x-y-2M} \right).
\] (3.2)

All three integrals on the right hand side are proper and consequently define a smooth function on \((-\mu, \mu)\). Basic theory of singular integral equations [21] guarantees the existence of solution with the boundary conditions

\[
r(x) \to \frac{1}{\sqrt{\mu \mp x}} \quad (x \to \pm \mu).
\] (3.3)

Notice that here we fix the constant in front of the square root, which removes the rescaling ambiguity. The solution is thus unique and has a shape illustrated in fig. 1(a).

From the ansatz (3.1) we then find that the density behaves as

\[
\rho(x) \to \frac{4}{3C\sqrt{\mu \mp x}} \quad (x \to \pm \mu)
\] (3.4)

at the boundaries of the interval. When \(x\) approaches one of the resonance points from the outside, the density diverges as

\[
\rho(x) \to \frac{2}{3C\sqrt{\pm x - M + \mu}} \quad (x \to \pm M \mp \mu \pm 0).
\] (3.5)

On the inside, the density approaches a finite value \(r(M - \mu)/C\). This structure is illustrated in fig. 1(b).

Finally, the constant \(C\) is determined by the normalization condition. In terms of the auxiliary function \(r(x)\), the normalization condition reads:

\[
\left( \int_{-\mu}^{\mu} + \int_{-\mu}^{-M+\mu} + \int_{M-\mu}^{\mu} \right) dx r(x) = C.
\] (3.6)
Figure 2: The resonance points divide the eigenvalue interval into subintervals $a_k$ and $b_k$, on which the density is non-singular.

4 General structure

More resonances appear with growing $\mu$, leading to secondary phase transitions each time $2\mu$ passes an integer multiple of $M$. In the $n$-th phase the eigenvalue density has $2n$ spikes inside the interval $(-\mu, \mu)$. To characterize different phases, it is convenient to introduce two variables $[15]$

$$\begin{align*}
    n &= \left[ \frac{2\mu}{M} \right], \\
    \Delta &= \left\{ \frac{2\mu}{M} \right\}, \\
    2\mu &= (n + \Delta)M.
\end{align*}$$

(4.1)

where $[\cdot]$ and \{\cdot\} denote integer and fractional parts, respectively.

The spikes are located at the resonance points $-\mu + kM$ and $\mu - kM = -\mu + (n - k + \Delta)M$, which divide the interval $(-\mu, \mu)$ into $2n + 1$ subintervals, $a_k$ and $b_k$ $[15]$, as shown in fig. 2:

$$\begin{align*}
    a_k &= (-\mu + (k - 1)M, -\mu + (k - 1 + \Delta)M), \quad k = 1, \ldots, n + 1 \\
    b_k &= (-\mu + (k - 1 + \Delta)M, -\mu + kM), \quad k = 1, \ldots, n.
\end{align*}$$

(4.2) (4.3)

The key assumption we make is that the density can be obtained from a unique analytic function $r(x)$ by applying an appropriate shift operator. We thus take the following ansatz that generalizes (3.1) to the case of arbitrary number of subintervals:

$$C\rho(x) = \begin{cases}
    \sum_{l=-k+1}^{n-k} A_{k+l, l} r(x + lM), & x \in a_k \\
    \sum_{l=-k+1}^{n-k} B_{k+l, l} r(x + lM), & x \in b_k.
\end{cases}$$

(4.4)

The numerical coefficients $A_{mp}, B_{mp}$ are to be determined later.

After substituting this ansatz into the saddle-point equation $[2.8]$, we get a linear combination of integrals of the form

$$I_{mp} = \int_{a_k} dy \frac{r(y)}{x - y + pM}, \quad J_{mp} = \int_{b_k} dy \frac{r(y)}{x - y + pM}. \quad (4.5)$$
More precisely,
\[
\mu - \mu \int_{-\mu}^{\mu} dy \rho(y) \left( \frac{2}{x-y} - \frac{1}{x-y+M} - \frac{1}{x-y-M} \right) = \sum_{m=1}^{n+1} \sum_{l=m-n-1}^{m-1} A_{ml} \left( 2I_{ml} - I_{m,l+1} - I_{m,l+1} \right) + \sum_{m=1}^{n} \sum_{l=m-n}^{m-1} B_{ml} \left( 2J_{ml} - J_{m,l+1} - J_{m,l+1} \right).
\]

This results in an integral equation for \( r(x) \). The goal is to cancel all singular terms in this equation (except for those with the Hilbert kernel) by adjusting the coefficients \( A_{mp} \) and \( B_{mp} \). The equation will then be of the Hilbert type and the existence of solution will be guaranteed by general theorems. The dangerous integrals to cancel are \( I_{mp} \) with \( m-n-1 \leq p \leq m-1 \), \( p \neq 0 \), and \( J_{mp} \) with \( m-n \leq p \leq m-1 \), \( p \neq 0 \). Imposing the condition that the coefficients in front of these integrals vanish, and normalizing the coefficient of the Hilbert term to 2, we get a system of linear equations on \( A_{mp} \) and \( B_{mp} \):

\[
2A_{mp} - A_{m,p+1} - A_{m,p-1} = 2\delta_{p0}, \quad p = m-n-1, \ldots, m-1 \tag{4.6}
\]
\[
2B_{mp} - B_{m,p+1} - B_{m,p-1} = 2\delta_{p0}, \quad p = m-n, \ldots, m-1 \tag{4.7}
\]

The solution with the correct boundary conditions is

\[
A_{mp} = \begin{cases} 
\frac{2(n+2-m)(m-p)}{n+2}, & p \geq 0 \\
\frac{2m(n+2-m+p)}{n+2}, & p \leq 0 
\end{cases} \tag{4.8}
\]

and

\[
B_{mp} = \begin{cases} 
\frac{2(n+1-m)(m-p)}{n+1}, & p \geq 0 \\
\frac{2m(n+1-m+p)}{n+1}, & p \leq 0 
\end{cases} \tag{4.9}
\]

An easy check is to see that (3.1) is reproduced when \( n = 1 \).

The resulting integral equation for \( r(x) \) takes the form:

\[
\int_{-\mu}^{\mu} dy \frac{r(y)}{x-y} = \frac{1}{n+1} \sum_{m=1}^{n+1} \int_{a_m} dy r(y) \left[ \frac{m}{x-y-(n+2-m)M} + \frac{n+2-m}{x-y+mM} \right]
\]
\[
+ \frac{1}{n+1} \sum_{m=1}^{n} \int_{b_m} dy r(y) \left[ \frac{m}{x-y-(n+1-m)M} + \frac{n+1-m}{x-y+mM} \right]. \tag{4.10}
\]
The right-hand side is indeed analytic on the interval \((-\mu, \mu)\). Hence the solution to this equation with the asymptotics \([3.3]\) exists and is unique. The analog of equation \([3.6]\) now reads
\[
\left[ \sum_{m=1}^{n+1} m (n + 2 - m) \int_{a_m} dx r(x) + \sum_{m=1}^{n} m (n + 1 - m) \int_{b_m} dx r(x) \right] = C. \quad (4.11)
\]
This condition determines the normalization constant \(C\) once the function \(r(x)\) is known.

Generic average, for instance the one that determines the coupling constant as a function of \(\mu\) via \([2.10]\), can be computed as follows. For a function \(F(x)\), define a projection on the \(m\)-th interval:
\[
\hat{F}_{ma}(x) = \frac{2m}{n + a} \sum_{l=0}^{n+a-1-m} (n + a - m - l) F(x + lM) + \frac{2(n + a - m)}{n + a} \sum_{l=1}^{m-1} (m - l) F(x - lM), \quad (4.12)
\]
where \(a = 1, 2\) distinguishes between the \(a\) and \(b\) intervals. In these notations,
\[
C \rho(x) = \begin{cases} 
\hat{r}_{m2}(x), & x \in a_m \\
\hat{r}_{m1}(x), & x \in b_m.
\end{cases} \quad (4.13)
\]
The average can thus be calculated by applying the projection to \(r(x)\). Alternatively, the projection can be applied to the function itself:
\[
\langle F(x) \rangle = \sum_{m=1}^{n+1} \int_{a_m} dx r(x) \hat{F}_{m2}(x) + \sum_{m=1}^{n} \int_{b_m} dx r(x) \hat{F}_{m1}(x). \quad (4.14)
\]
This defines an unnormalized average of \(F(x)\). The normalized expectation value is obtained by dividing with \(\langle 1 \rangle\):
\[
\langle F(x) \rangle = \frac{\langle F(x) \rangle}{\langle 1 \rangle}. \quad (4.15)
\]
For instance,
\[
\hat{1}_{ma} = m(n + a - m), \quad (4.16)
\]
so the condition \([4.11]\) is indeed equivalent to
\[
\langle 1 \rangle = C, \quad (4.17)
\]
12
guaranteeing that \( 1 = 1 \). For \( \langle x^2 \rangle \) that determines the vacuum susceptibility \( (2.5) \), we get:

\[
\tilde{x}_{ma}^2 = m(n + a - m) \left\{ \left[ x + \frac{M}{3} (n + a - 2m) \right]^2 + \frac{M^2}{18} \left[ (n + a)^2 - m(n + a) + m^2 - 3 \right] \right\}. 
\] (4.18)

It is convenient to introduce a dimensionless variable

\[
\xi = \frac{x + \mu}{M} - m + 1, 
\] (4.19)

that takes values from 0 to \( \Delta \) on \( a_m \) and from \( \Delta \) to 1 on \( b_m \), and regard \( (4.12) \) as a function of \( \xi \):

\[
\hat{F}_{ma}(\xi) = 2 \frac{n + a - 1}{n + a} \sum_{l=1}^{n+a-1} \left[ \theta(l - m) m(n + a - l) + \theta(m - l) l(n + a - m) \right] 
\times F(-\mu + (l - 1 + \xi) M). 
\] (4.20)

The average \( (4.14) \) can be compactly written as

\[
\langle F(x) \rangle = M \int_0^1 d\xi \sum_{m=1}^{n+\theta(\Delta-\xi)} r(-\mu + (m - 1 + \xi) M) \hat{F}_{m,1+\theta(\Delta-\xi)}(\xi). 
\] (4.21)

For example, defining

\[
F(x) = \ln \frac{|M^2 - (\mu + x)^2|}{(\mu + x)^2}, 
\] (4.22)

we find:

\[
\hat{F}_{ma}(\xi) = 2 \ln \frac{1 - \xi}{\xi + m - 1} + \frac{2m}{n + a} \ln \frac{\xi + n + a - 1}{1 - \xi}. 
\] (4.23)

The condition \( (2.10) \) now becomes

\[
\frac{8\pi^2}{\lambda} = \frac{\langle F(x) \rangle}{\langle 1 \rangle}, 
\] (4.24)

and can be easily handled with the help of \( (4.16) \) and \( (4.23) \).

To summarize, the density, the coupling constant and any matrix-model average are all determined through one universal function \( r(x) \), which is a
solution of the singular integral equation (4.10) with the boundary conditions (3.3). While we do not know how to solve this equation analytically, a numerical solution can be easily obtained by iterations. The salient features of the density can be actually inferred from the map (4.13) alone, without knowing the detailed form of the function \( r(x) \). This concerns, for instance, the structure of singularities. As can be seen from the definition of the map (4.13), the density is non-singular on all the \( b \)-intervals, and has singularities at both ends of the \( a \)-intervals. The relative strength of these singularities is completely determined by the \( r(x) \rightarrow \rho(x) \) map and the boundary condition on \( r(x) \):

\[
\rho(x) \approx \frac{2(n+1-l)}{C(n+2)\sqrt{x+\mu-lM}}, \quad x \to -\mu + lM + 0 \tag{4.25}
\]

\[
\rho(x) \approx \frac{2l}{C(n+2)\sqrt{lM + \Delta - \mu - x}}, \quad x \to -\mu + lM + \Delta - 0. \tag{4.26}
\]

The structure of singularities is illustrated in fig. 3.

5 Critical behavior

When \( \Delta \) approaches one from below, \( \Delta \to 1^- \), \( n \) jumps by one unit and the system undergoes a transition to a new phase in which \( \Delta \) starts growing again from zero. Similarly, \( \Delta \to 0^+ \) corresponds to approaching the critical
Figure 4: The critical behavior in $\mathcal{N} = 2^*$ SYM: (a) when the critical point is approached from above, the $a$-intervals shrink to zero size ($\Delta \to 0$); (b) when the critical point is approached from below, the $b$-intervals shrink ($\Delta \to 1$).

point from above. In each case, either $b$ or $a$-intervals shrink to a point, as in fig. 4. Exactly at the critical point a distinction between $a$ and $b$ interval disappears. Moreover, the boundary conditions (3.3) cannot be imposed any more and the endpoint behavior of the density is governed by a non-trivial critical exponent.

To study the critical behavior, it is convenient to invert the Hilbert kernel in the integral equation (4.10). First we notice that the equation can be compactly written as

$$
\int_{-\mu}^{\mu} dy \frac{r(y)}{x - y} = -M x \int_{0}^{1} d\xi \frac{\hat{r}_{1,1+\theta(\xi-1+\Delta)}(1 - \xi)}{(\mu + M\xi)^2 - x^2}, \tag{5.1}
$$

where $\hat{r}_{ma}$ was introduced in (4.20). Solving for $r(x)$, we get:

$$
r(x) = \frac{M^2}{\pi \sqrt{\mu^2 - x^2}} \int_{0}^{1} d\xi \frac{\hat{r}_{1,1+\theta(\xi-1+\Delta)}(1 - \xi)}{(\mu + M\xi)^2 - x^2}. \tag{5.2}
$$

This is just another form of the integral equation – the right-hand side still depends on the unknown function through the non-local map (4.20). But this form is far more convenient than (5.1) for iterative numerical solution, as well as for perturbative analysis at strong coupling, to be discussed later.

The function $\hat{r}_{1,1+\theta(\xi-1+\Delta)}(1 - \xi)$ that enters the integral representation (5.2) has a shape illustrated in fig. 5. It has integrable singularities at $\xi = 1$.
and \( \xi = 1 - \Delta \), which are images of the endpoint singularity of \( r(x) \), but is regular at zero. This is crucial for consistency of the boundary conditions. Indeed the integral in (5.2) converges well at zero and as a consequence defines an analytic function in the vicinity of the cut \((-\mu, \mu)\), which guarantees the correct boundary conditions (3.3).

However, the function in fig. 5 has a shadow singularity at \( \xi = -\Delta \), outside of the integration domain in (5.2). When the critical point is approached from above, \( \Delta \to 0 \), and the singularity hits the integration region. Exactly at the critical point, the integrand becomes singular at zero invalidating the boundary conditions (3.3). The main contribution to the integral then comes from small \( \xi \) and, if \( x \) is close to \( \mu \) we get:

\[
r(\mu - M\eta) \approx \frac{1}{2\pi \sqrt{\eta}} \int_0^\Delta d\xi \hat{r}_{11}(1 - \xi) \frac{\sqrt{\xi}}{\xi + \eta}.
\]  

Since the boundary conditions (3.3) cannot be imposed any more, the edge-point behavior of the density changes. Assuming that the modified asymptotics is power-like:

\[
r(\mu - M\eta) \approx \frac{A}{\eta^\alpha}
\]  
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we find that
\[ \hat{r}_{11}(1 - \xi) \simeq \frac{2}{n+1} r(\mu - M\xi) \simeq \frac{2A}{(n+1)\xi^\alpha}, \] (5.5)
because the sum in (4.20) receives the main contribution from the last term. Substituting this back into (5.3), we get a consistency condition on the critical exponent \( \alpha \):
\[ \frac{1}{\eta^\alpha} \simeq \frac{1}{\pi(n+1)\sqrt{\eta}} \int_0^\infty d\xi \frac{\xi^{\frac{\alpha}{2}}} {\xi + \eta} \simeq \frac{1}{(n+1)\cos \pi \alpha} \frac{1}{\eta^\alpha}, \] (5.6)
The critical exponent at the \( n \)-th phase transition consequently is equal to
\[ \alpha = \frac{1}{\pi} \arccos \left( \frac{1}{n+1} \right). \] (5.7)
For \( n = 1 \), we get \( \alpha = 1/3 \), reproducing the result of [5] for the critical exponent at the weak-strong coupling phase transition. The transitions between different strong-coupling phases \( (n > 1) \) are milder, in the sense that at larger \( n \) the critical index becomes closer and closer to 1/2, the unperturbed endpoint exponent away from criticality.

6 Strong coupling

The strong-coupling regime of the planar \( \mathcal{N} = 2^* \) SYM is of particular interest, because of possible connections to the holographic duality. The holographic dual of \( \mathcal{N} = 2^* \) theory, known as the Pilch-Warner background [8], is an asymptotically \( AdS_5 \times S^5 \) solution of type IIB supergravity with a domain wall in the bulk. The density of Higgs eigenvalues (2.6) can be calculated holographically from the D-brane probe analysis of this background, with the result that [22]
\[ \rho_\infty(x) = \frac{2}{\pi \mu^2} \sqrt{\mu^2 - x^2}, \] (6.1)
where the width of the eigenvalue distribution is related to the 't Hooft coupling and the mass scale of the dual SYM theory as
\[ \mu = \frac{\sqrt{\lambda}M}{2\pi}. \] (6.2)
This prediction is supposed to be accurate at large $\lambda$, up to possible $1/\sqrt{\lambda}$ corrections, where $\sqrt{\lambda}/2\pi$ is identified with the string tension measured in the curvature units.

On the matrix model side, the width of the eigenvalue distribution becomes parametrically larger than the mass scale at strong coupling: $\mu \gg M$. In that case one can use a simple approximate scheme to solve the saddle-point equations [6]. The resulting solution reproduces the Wigner density (6.1) and its correct width [7] thus confirming the predictions of holography. Moreover, perimeter law for the Wilson loop vev (2.11) can be matched to the area law in the dual geometry [6].

These simple results almost contradict the preceding discussion, from which we may expect that the density becomes increasingly more compli-

\[\text{Figure 6: The eigenvalue density at strong coupling, computed numerically. On small scales the density has a complicated spiky structure with a large number of singularities. However, the averaged density (black dots) is well approximated by the Wigner semicircle, shown in the dashed line.}\]
cated at bigger and bigger \( \mu \). Indeed, when \( \mu \gg M \), the number of intervals \( 2n + 1 \) gets very large, and the density acquires an irregular, spiky structure, with an increasing number of singularities. However, upon averaging over sufficiently large interval the small-scale irregularities are smoothened out, and one indeed finds a nearly perfect agreement with the simple Wigner distribution, as illustrated in fig. [6]. We will now develop a systematic strong-coupling expansion for the eigenvalue density, which as we shall see reproduces the Wigner distribution at the leading order and at the next-to-leading order agrees with the results obtained in [7]. The infinite-volume \( (R \to \infty) \) and strong-coupling \( (\lambda \to \infty) \) limits were taken in [7] in the opposite order. The agreement that we find means that there are no order-of-limits ambiguities, in spite that \( (R, \lambda) = (\infty, \infty) \) is an accumulation point of an infinite number of phase transitions.

At strong coupling when \( x \sim \mu \gg M \), we can compute the master function \( r(x) \) by expanding (5.2) in power series in \( M \):

\[
r(x) = \frac{M^2 K_0}{\pi (\mu^2 - x^2)^{3/2}} - \frac{M^3 K_1 (3\mu^2 + 5x^2)}{4\pi \mu (\mu^2 - x^2)^{5/2}} + \ldots,
\]

where the coefficients \( K_n \) are defined as

\[
K_n = \sqrt{\frac{2\mu^3}{M}} \int_0^1 d\xi \hat{r}_{1,1+\theta(\xi-1+\Delta)} (1 - \xi)\xi^{n+\frac{1}{2}}.
\]

Since the sizes of \( a_m \) and \( b_m \) intervals are much smaller than the total width of the eigenvalue distribution, \( m \) and \( n \) in the projection operator (4.20) can be replaced by \( (x + \mu)/M \) and \( 2\mu/M \). Summation over \( l \) becomes integration and we get:

\[
\hat{F}(x) \simeq \frac{1}{\mu M^2} \int_{-\mu}^{\mu} dy \left[ \theta(y - x) (\mu + x) (\mu - y) + \theta(x - y) (\mu - x) (\mu + y) \right] F(y).
\]

We can now compute the density from (4.13), by applying this operator to (6.3). Keeping only the first term, we get:

\[
\rho(x) = \frac{1}{C} \hat{r}(x) \simeq \frac{2K_0}{\pi \mu^2 C} \sqrt{\mu^2 - x^2}.
\]
For the normalization constant we find:

\[ C = \langle 1 \rangle \simeq \frac{1}{M^2} \int_{-\mu}^{\mu} dx \left( \mu^2 - x^2 \right) r(x) \simeq K_0, \quad (6.7) \]

where we used (4.14) and (4.16) and again replaced summation with integration. Together with (6.6), this reproduces the leading-order Wigner distribution (6.1).

To compute the coupling constant from (4.23), (4.24), we first need to average over \( \xi \):

\[ \langle F(x) \rangle = \frac{1}{\mu} \int_{-\mu}^{\mu} dx r(x) \int_{0}^{1} d\xi \left[ (\mu - x) \ln \frac{M(1 - \xi)}{2\mu} + 2\mu \ln \frac{2\mu}{x + \mu} \right] \simeq \frac{2M^2K_0}{\mu^2}, \quad (6.8) \]

and we then get:

\[ \frac{8\pi^2}{\lambda} = \frac{\langle F(x) \rangle}{\langle 1 \rangle} = \frac{2M^2}{\mu^2}, \quad (6.9) \]

in complete agreement with (6.2).

It is quite straightforward to include the next term in the expansion (6.3). We then get:

\[ \langle 1 \rangle = K_0 + \frac{5K_1M}{4\mu} + \ldots \]

\[ \langle F(x) \rangle = \frac{2M^2}{\mu^2} \left( K_0 - \frac{K_1M}{12\mu} + \ldots \right), \quad (6.10) \]

thus

\[ \frac{4\pi^2}{\lambda} = \frac{M^2}{\mu^2} \left( 1 - \frac{4K_1M}{3K_0\mu} + \ldots \right), \quad (6.11) \]

and

\[ \mu = \frac{\sqrt{\lambda}M}{2\pi} \left( 1 - \frac{4\pi K_1}{3K_0\sqrt{\lambda}} + \ldots \right). \quad (6.12) \]

The constants \( K_1, K_0 \) are defined in (6.4). Their ratio is just a number, to compute which we need to know \( \hat{r}_{1a}(\xi) \). As we shall see, the expansion (6.3) is insufficient for this purpose.

For the second moment of the density we get:

\[ \langle x^2 \rangle = \frac{1}{6M^2} \int_{-\mu}^{\mu} dx r(x) \left( \mu^4 - x^4 \right) = \frac{K_0\mu^2}{4} + \frac{31K_1M\mu}{48} + \ldots, \quad (6.13) \]
from which we can find the vacuum susceptibility:

\[ \chi = \frac{\langle x^2 \rangle}{\langle 1 \rangle} = \frac{\mu^2}{4} \left( 1 + \frac{4K_1M}{3K_0\mu} + \ldots \right) \]  

(6.14)

The leading order is just the Gaussian average in the matrix model. Interestingly, the first correction to this result cancels when expressed in terms of the coupling constant:

\[ \chi = \frac{\lambda M^2}{16\pi^2} \left( 1 + \frac{0}{\sqrt{\lambda}} + \ldots \right). \]  

(6.15)

The next term in the expansion (6.3) is of relative order \( \frac{M}{\mu} \sim \frac{1}{\sqrt{\lambda}} \), in accord with string-theory expectations, because \( \frac{1}{\sqrt{\lambda}} \) is the natural parameter of the \( \alpha' \) perturbation theory on the string worldsheet. The first correction to the effective string tension in (6.12) is \( O(1/\sqrt{\lambda}) \) in line with these expectations. But the density of eigenvalues itself, it turns out, receives more subtle corrections at relative order \( \sqrt{M/\mu} \sim \lambda^{-1/4} \) which are hence more important than stringy \( \frac{1}{\sqrt{\lambda}} \) corrections.

One may notice that (6.3) does not actually satisfy the correct boundary conditions (3.3). This happens because the expansion parameter in (6.3) is not really \( \frac{M}{\mu} \), but rather \( \frac{M}{\sqrt{\mu^2 - x^2}} \). As soon as \( x \) approaches one of the endpoints of the interval, the expansion breaks down and the simple approximation (6.3) then does not hold any more. To find the correct endpoint behavior of the master function, the integral equation (5.2) has to be re-analyzed in the endpoint region, the importance of which for critical behavior has been recognized in [7]. To this end, we introduce a dimensionless function

\[ R(\xi) = Mr(-\mu + M\xi), \]  

(6.16)

defined in the endpoint region, that is for \( \xi \sim 1 \). As follows from (3.3),

\[ R(\xi) \to \frac{1}{\sqrt{\xi}} \quad (\xi \to 0). \]  

(6.17)

Matching to the bulk solution (6.3) requires

\[ R(\xi) \to \text{const} \frac{1}{\xi^{\frac{3}{2}}} \quad (\xi \to \infty). \]  

(6.18)
The main contribution to the function $\tilde{r}_{1a}(\xi)$, as can be seen from the definition (4.20), comes from the endpoint region. The boundary condition (6.18) allows us to extend the summation range in the $\hat{\cdot}$-projection to infinity, leading to:

$$\tilde{r}_{1a}(\xi) \approx \frac{2}{M} \sum_{l=0}^{\infty} R(l + \xi). \quad (6.19)$$

Substituting this result into (5.2) and taking $x = -\mu + \eta M$, we get a self-consistent equation for $R(\eta)$:

$$R(\eta) = \frac{1}{\pi \sqrt{\eta}} \int_0^1 d\xi \frac{\sqrt{\xi}}{\eta + \xi} \sum_{l=1}^{\infty} R(l - \xi). \quad (6.20)$$

The solution to this equation with the prescribed boundary conditions is

$$R(\xi) = \frac{1}{\sqrt{\xi}} - \frac{1}{\sqrt{\xi} + 1}. \quad (6.21)$$

Then

$$\sum_{l=1}^{\infty} R(l - \xi) = \frac{1}{\sqrt{1 - \xi}}, \quad (6.22)$$

and it is straightforward to check that eq. (6.20) is indeed satisfied.

For the functions $\hat{r}_{1a}(\xi)$ we get:

$$\hat{r}_{1a}(\xi) \equiv \frac{2}{M} \sum_{l=0}^{\infty} R(l + \xi) = \frac{2}{M \sqrt{\xi}}, \quad (6.23)$$

At this order there is no difference between $\hat{r}_{11}$ and $\hat{r}_{12}$. Having $\hat{r}_{1a}(\xi)$, we can now calculate the constants $K_n$ defined in (6.4). For the first two appearing in (6.3) we get:

$$K_0 = \pi \sqrt{\frac{2\mu^3}{M^3}}, \quad K_1 = \frac{3\pi}{4} \sqrt{\frac{2\mu^3}{M^3}}. \quad (6.24)$$

In particular, from (6.12) we can calculate the first $1/\sqrt{\lambda}$ correction to the effective string tension:

$$\mu = \frac{\sqrt{\lambda} M}{2\pi} \left( 1 - \frac{\pi}{\sqrt{\lambda}} + \ldots \right), \quad (6.25)$$

reproducing the result of [7].
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At large $\xi$, the function (6.21) behaves as expected from (6.18) thus matching with the bulk solution (6.3), but at smaller $\xi$ the exact master function strongly deviates from the bulk approximation. The near-edge modification of the master function feeds back into the density. Computing the contribution from the boundaries in the projection (4.13), (4.12) we get:

$$
\delta \rho(x) = \frac{1}{C_{\mu M}} \left[ (\mu - x) R_1(\xi) + (\mu + x) R_1(\Delta - \xi + \theta(\xi - \Delta)) \right]_{\xi = \left( \frac{\mu + x}{M} \right)} , \quad (6.26)
$$

where

$$
R_1(\xi) = \sum_{l=1}^{\infty} \left( l R(l - 1 + \xi) - \frac{1}{2\sqrt{l}} \right) + \frac{1}{2} \zeta(\frac{1}{2}) = \zeta\left( \frac{1}{2}, \xi \right) . \quad (6.27)
$$

Taking $C$ from (6.7), and combining this result with the leading order (6.1), we get:

$$
\rho(x) \approx \frac{2}{\pi \mu^2} \sqrt{\mu^2 - x^2} \\
+ \frac{1}{\pi} \sqrt{\frac{M}{2\mu^5}} \left[ (\mu - x) \zeta\left( \frac{1}{2}, \xi \right) + (\mu + x) \zeta\left( \frac{1}{2}, \Delta - \xi + \theta(\xi - \Delta) \right) \right] \quad (6.28)
$$

The second line is a correction of relative order $O(\sqrt{M/\mu}) \sim O(\lambda^{-1/4})$. One may wonder if it were legitimate to keep the $O(M/\mu)$ terms in the normalization constant and the average in (6.10), (6.13) while neglecting potentially more important boundary contributions. The leading boundary contributions to the normalization, the coupling and the second moment of the density, however, cancel as demonstrated in the appendix A. It would be interesting to understand at which order non-integer powers in $1/\sqrt{\lambda}$ show up in $\mu(\lambda)$.

The second term in (6.28) describes the comb-like structure of resonances on top of the enveloping Wigner distribution. In fact, just these two terms give a very good approximation to the exact density for rather moderate $n$, for instance in the plot in fig. 6 the difference would be invisible as the error is smaller than the line thickness. The shape of each resonance is described by the zeta-function, in accord with the analysis of the edge behavior [7]. In the bulk, the zeta functions associated with left and right edges are added with coefficients $\left( \mu \pm x \right)$, which become small near the endpoints, and thus the left (respectively, right) resonances become increasingly more pronounced.
towards the left (right) edge of the eigenvalue distribution, cf. figs. 3, 4 and 6.

Actually, the approximations used to arrive at the result (6.28) break down near the endpoints [7], where instead we have from (4.13), (4.20):

\[ MC\rho(x) = 2 \sum_{l=1}^{m-1} lR(l-1+\xi) + 2m \sum_{l=m}^{\infty} R(l-1+\xi) - \frac{2m}{n} \sum_{l=1}^{\infty} lR(l-1+\xi) + \frac{2m}{n} \sum_{l=1}^{\infty} lR(l-1+\Delta-\xi + \theta(\xi - \Delta)), \tag{6.29} \]

where, as before,

\[ m = \left\lfloor \frac{x + \mu}{M} \right\rfloor + 1, \quad \xi = \left\{ \frac{x + \mu}{M} \right\}. \tag{6.30} \]

Using the explicit solution for \( R(\xi) \), we get:

\[ \pi \sqrt{\frac{\mu^3}{2M}} \rho(x) = \sum_{l=0}^{m} \frac{1}{\sqrt{\xi + l}} + \frac{m}{n} \left( \zeta \left( \frac{1}{2}, \Delta - \xi + \theta(\xi - \Delta) \right) - \zeta \left( \frac{1}{2}, \xi \right) \right). \tag{6.31} \]

The first term reproduces the result of [7]. The second term is a \( \lambda^{-1/4} \) correction that contains a contribution from the opposite boundary, so that the density has singularities on both sides of the \( \alpha \)-intervals, albeit one of them is parametrically stronger than the other.

7 Conclusions

The \( \mathcal{N} = 2^* \) SYM theory has a rich phase structure, which can be studied with the help of supersymmetric localization. Although at present the localization matrix model cannot be solved exactly in the strong-coupling phase, it is possible to get a fairly detailed picture of the eigenvalue density, which has rather irregular shape. The critical behavior is associated with the mutations in the singularity structure of the density.

The most interesting open question is how to describe this complex behavior on the string side of the holographic duality. Since the majority of the phase transitions happen at strong coupling, one may hope to address this question without going far into quantum regime of the dual string theory. In principle, the eigenvalue density can be probed rather directly in holography,
by placing a D-brane in the dual geometry \[22, 24\]. However, a classical D-brane seems to be sensitive to the averaged density and apparently cannot resolve the rigged and rather singular structure on the small scales \[22, 6\]. The string description of the phase transitions observed in the matrix model thus remains an open problem, but since similar transitions appear quite generally in localization matrix models \[4, 5, 25, 15, 26, 18\] one may hope to find equally universal holographic description.
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A Boundary contribution to averages

Here we show that the boundary contributions to \(\langle 1 \rangle\), \(\langle F(x) \rangle\) and \(\langle x^2 \rangle\) cancel at strong coupling to the leading order in \(M/\mu\).

For \(\langle 1 \rangle\) we have from (4.21), (4.16) and (6.16):

\[
\delta \langle 1 \rangle \simeq 2n \int_0^1 d\xi \sum_{m=1}^{\infty} mR(m - 1 + \xi).
\]  

(A.1)

Regularization of the divergent sum over \(m\) is dictated by matching to the bulk contribution. Careful analysis shows that the correct prescription is defined by (6.27), and then

\[
\delta \langle 1 \rangle = 2n \int_0^1 d\xi R_1(\xi) = 2n \int_0^1 d\xi \zeta \left( \frac{1}{2}, \zeta \right) = 0.
\]  

(A.2)

Similarly, from (4.18) we find:

\[
\delta \langle x^2 \rangle \simeq \frac{M^2 n^3}{18} \int_0^1 d\xi R_1(\xi) = 0.
\]  

(A.3)
For the leading contribution to $\langle F(x) \rangle$ we get from (4.23):

$$\delta \langle F(x) \rangle \simeq 2 \int_0^1 d\xi \sum_{m=1}^{\infty} R(m-1+\xi) \ln \frac{1-\xi}{\xi + m - 1}. \quad (A.4)$$

The sum now converges. Taking $R(\xi)$ from (6.21), and doing the integral first, we get a telescoping sum, which leaves no boundary terms:

$$\delta \langle F(x) \rangle = 4 \sum_{m=1}^{\infty} \left[ \sqrt{m-1} \ln(m-1) + \sqrt{m} \ln \frac{4m}{(m-1)(\sqrt{m} + \sqrt{m-1})} \right.
\left. + \ln \frac{\sqrt{m-1}}{\sqrt{m} + 1} - (m \to m + 1) \right] = 0,$$

so this average is also zero. In principle, to check the validity of (6.12), we need to calculate the next term in $\langle F(x) \rangle$, but for that we need to know the boundary function $R(\xi)$ to the next-to-leading order accuracy, and this is beyond the scope of the present paper.
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