Generating Tree Structures for Hyperbolic Tessellations

Dorota Celińska-Kopczyńska, Eryk Kopczyński
Institute of Informatics, University of Warsaw

March 18, 2022

Abstract

We show an efficient algorithm for generating geodesic regular tree structures for periodic hyperbolic and Euclidean tessellations, and experimentally verify its performance on tessellations.

Hyperbolic geometry is characterized by tree-like, exponential growth: in the hyperbolic plane $\mathbb{H}^2$, a circle of radius $r$ has area and circumference exponential in $r$. This property has recently found applications in data visualization [16, 20], social network and data analysis [21, 8]. However, numerical precision errors are a serious issue in computational hyperbolic geometry. Since the area and circumference of a circle of radius $r$ is exponential, any coordinate system based on a fixed tuple of coordinates will fail to distinguish two points in distance 1 already in distance proportional to the number of bits used to represent the coordinates. One way to handle this issue is to use tessellations. Hyperbolic tessellations can be generated combinatorically, avoiding the numerical issues altogether, and have many applications by themselves, e.g., in art [6], game design [13], data visualization [5]. Of course, tessellations are also a beautiful area of pure mathematics.

While generating combinatorial structures for simple hyperbolic tessellations, such as the order-3 heptagonal tessellation [12] is relatively straightforward, finding them for arbitrary tessellations is a challenging problem. In this paper, we present an algorithm for generating geodesic regular tree structures (GRTS) for a given tessellation description, which in turn can be used to efficiently generate the graph. The core of our algorithm is conceptually similar to Angluin’s algorithm of learning regular languages [?]. The core algorithm runs in polynomial time (under specific assumptions) when given the correct graph of the tessellation; however, giving the correct structure is challenging when we do not know the tree structure yet, and we can only provide an approximation. We present methods of constructing an efficient approximation, that is, one that causes our whole algorithm to run efficiently. Based on the experimental evaluation, we conjecture that our algorithm works in time polynomial in the number of tile types for a fixed bound on the degrees of tiles and vertices.
**Structure of the paper.** In Section 1 we define the periodic tessellations we are working with. In Section 2 we describe the tree structure, and explain how to use such a tree structure to generate a periodic tessellation – such tree structures are used both in our algorithm and in earlier methods. In Section 3 we discuss the limitations of earlier methods. Our algorithm is described in Section 4. In 5 we provide some applications, and in 6 we provide the experimental results of our algorithm.

1 Periodic tessellations

We will work with periodic tessellations of \( X \), which can be either the Euclidean plane \( \mathbb{E}^2 \) or the hyperbolic plane \( \mathbb{H}^2 \). While our main focus is \( \mathbb{H}^2 \) where tree structures are essential, \( \mathbb{E}^2 \) is useful for constructing counterexamples. While concrete periodic tessellations in \( X \) are important for visualization and presentation purposes, we can also consider abstract descriptions which describe their combinatorial structure as periodic planar graphs.

A periodic tessellation \( C \) has a finite set of polygonal tile types (orbits) \( T \). Each tile type \( t \in T \) has a shape \( S_t \), which is a polygon with \( s_t \)-fold rotational symmetry and \( N_t = n_t \cdot s_t \) edges, indexed clockwise from 0 to \( n_t s_t - 1 \). For convenience, we will consider this ordering cyclic, so e.g. the edge \( N_t + 3 \) is the same as edge 3. Every tile \( c \) in the tessellation \( C \) is assigned \( t(c) \in T \) and a clockwise enumeration of its edges. There is an isometry between the tile \( c \) and \( S_t \), which takes \( i \)-th edge of \( c \) to \( i \)-th edge of \( S_t \). Furthermore, if \( t(c_1) = t(c_2) \) and \( r \in \mathbb{Z} \), there is an orientation-preserving isometry \( f \) of \( X \) which maps \( c_1 \) to \( c_2 \), \( i \)-th edge of \( c_1 \) to \( (i + rn_t) \)-th edge of \( c_2 \), every other tile \( c \in C \) to some tile \( f(c) \in C \) such that \( t(c) = t(f(c)) \).

Because of periodicity, for every \( i \in \mathbb{Z} \) and \( t \in T \) there exists \( i' \in \mathbb{Z} \) and \( t' \in T \) such that edge \( i + r n_t \) (for all \( r \in \mathbb{Z} \)) of \( t \) always connects to edge \( i' + r' n_{t'} \) of \( t' \) for some \( r' \in \mathbb{Z} \). We say that \( t(i) \) connects to \( (t', i') \), \( (t', i') = c(t,i) \). The shapes \( S_t \) and the connection rules for every \( t \in T \) determine the periodic tessellation \( C \) uniquely (up to isometry).

The \( i \)-th vertex of a tile \( c \in C \) is the one incident to edges \( i - 1 \) and \( i \). The valence of a vertex is the number of tiles in \( C \) which are adjacent to it. Because of periodicity, the valence \( v(t,i) \) is uniquely determined by \( t(c) \) and \( i \).

An **abstract tessellation description** (ATD) is \( D = (T, n, s, v, c) \), where \( T \) is a finite set, \( n : T \to \mathbb{N} \) and \( s : T \to \mathbb{N} \) determine the sizes and symmetries of tiles, \( v : T' \to \mathbb{N} \) determines the valences of vertices, and \( c : T' \to T' \) determine the connection rules. By \( T' \) here we denote the set of edge types \( \{ t, i \} : 0 \leq i < n_t \). An abstract tessellation description is **consistent** iff \( c(c(t')) = t'' \) and for every \( t' \in T' \), we have \( v(t') = v(n(t')) \) and \( n^{v(t')}(t') = t', \) where \( n \) is the next edge around the vertex, i.e., if \( c(t,i) = (t', i'), n(t,i) = (t', i' + 1 \mod n_{t'}) \).

A consistent ATD uniquely determines the structure of the tessellation \( C \). Furthermore, most abstract combinatorial structures can be realized as concrete periodic tessellations of \( \mathbb{H}^2 \). Indeed, such a \( C \) can be realized as a topological surface \( M \) by gluing \( N_{t(c)} \)-gons for all tiles \( c \) of \( C \) according to the connection.
rules. By identifying the points of $M$ according to its symmetries, we obtain a quotient orbifold. We can compute the Euler characteristics $\chi \in \mathbb{Q}$ of this orbifold based on $D$. Except for a few bad orbifolds, such an orbifold can be realized as a quotient (by some discrete group of isometries) of a hyperbolic tessellation if $\chi < 0$, Euclidean tessellation if $\chi = 0$, spherical tessellation if $\chi > 0$ (Theorem 2.4, [?]).

2 Tree structure

In this section we describe the main tool we will be using to generate tessellations.

A regular tree structure (RTS) is $(Q, t : Q \to T, e : Q \times \mathbb{Z} \to Q \cup \{L, R, P\})$. The tree structure generates a tessellation $C$ as follows. Every tile $c \in C$ is assigned a state $q(c)$ such that $t(q(c)) = t(c)$. The transition rule $e(q, i)$ denotes every edge of $c$ as a parent ($P$), left ($L$), right ($R$), or child ($q \in Q$) connection. For convenience we index transition rules with all integers $i$, but we have $c(q, i) = c(q, i + N_t(q))$, so all information is finite. Every tile has at most one parent connection, and if $c(q, i) = q'$, $(t(q), i)$ must connect to $(t(q'), p(q'))$, where $p(q')$ is the index of the parent connection in $q'$.

**Example 1.** The simplest tessellation is $\{7, 3\}$, the order-3 heptagonal tessellation (Figure 2h). We have only one tile type $t$ which is a heptagon, with $s_t = 7$ and $n_t = 1$. For every $i, i'$, $(t, i)$ connects to $(t, i')$. This tessellation has tree states $Q = \{0, 1, 2\}$. The connection rules for each $q \in Q$ and indices $i = 0..6$ are: $e(0) = (1, 1, 1, 1, 1, 1, 1)$, $e(1) = (P, L, 2, 1, 1, R, R)$, $e(2) = (P, L, L, 2, 1, R, R)$.

A RTS lets us generate the tessellation $C$ combinatorially. The tessellation will be generated lazily; let $G$ be the set of tiles generated so far. For every $g \in G$,
we keep the following information: its state \( q(e) \), and for every \( i = 0 \ldots N_i - 1 \),
its connection \( e(g, i) \), which is either a pointer to another tile \( g' \in G \) and an
index \( i' \) (meaning that edge \( i \) of \( g \) connects to edge \( i' \) of \( g' \)) or NULL (meaning
that we do not know this connection yet).

A treewalker is a structure consisting of a pointer to a cell \( g \in G \), and edge
index \( i \). Intuitively, a treewalker is currently in \( g \) and facing the direction given
by \( i \). A walker can step forward (compute \( e(g, i) \) if it is currently NULL, and
then move to \( e(g, i) \), rotate counterclockwise to \( (c, i-1) \) or clockwise to \( (c, i+1) \).

We start with \( G = \{ q_0 \} \), where \( q(g_0) = q_0 \in Q \) such that \( q_0 \) has no parent.
We will generate the other tiles as needed. Suppose we want to check what tile
is adjacent to an already generated tile \( g \), at edge \( i \). If \( e(g, i) \) is known, nothing
needs to be done. Otherwise, let \( x = e(q(g), i) \).

(1) If \( x \in Q \), we generate a new tile of type \( t(x) \) and connect to edge \( p(x) \) of
the new tile. (Connecting means setting \( e \) on both sides.) This way, we generate
a tree of tiles.

(2) If \( x \in R \), we construct the connection by going counterclockwise around
the \( i + 1 \)-th vertex of \( c \). Take the treewalker \( (g, i + 1) \), and \( v(\text{\vartriangle}(g, i)) \).
Step forward \( i-1 \) and rotate clockwise. (Stepping forward may require calling
our algorithm recursively if the given edge is not yet generated). After
\( i-1 \) iterations our treewalker is in state \( (g', i') \), where \( e(q(g'), i') = L \).
We connect \( (g, i) \) to \( (g', i') \).

(3) The situation \( x = L \) is symmetrical.

(4) By construction, the situation \( x = P \) may not happen: we have started
in \( q_0 \) which has no parent connection, and for every tile \( g \) generated later, its
parent connection starts connected to a previously generated vertex.

**Example 2.** The tessellation in Figure 1(bc) is a more complex tessellation
with 5 tile types. The algorithm described in the sequel generates a RTS with
\( |Q| = 69 \).

Rule (1) lets us connect all the tree edges (colored green). For clarity, assume
that the parent of every tile is indexed by 0. Suppose we now want to find
neighbor 1 of tile \( A \) in state 43. The transition rule \( e(43, 1) = L \), so we should
go clockwise around the vertex ABFHC. The first move (AB) is a parent edge,
and the second move (BF) is a child edge, \( e(4, 1) = 42 \) (rule 1). For the next
move FH we see \( e(2, 4) = L \), so the connection algorithm will have to be called
recursively. (Note that 42 and 43 are different states because \( e(43, 2) = R \).
Then, \( e(4, 2) = 66 \) so we have a child edge to \( C \). We connect the 2nd edge of \( C \)
to the 1st edge of \( A \).

In the recursive call, we go around the vertex FRQH, in turn recursively
going around the vertices REQ and FBER.

If the tree structure is correct, the tree obtained by connecting every tile
according to rules (1) and (4) will generate a tree, and every tile \( c \in C \) of the
actual tessellation will appear exactly once in \( G \). Furthermore, if the assignment
of \( L \) and \( R \) is correct, rules (2) and (3) will let us combinatorially determine
all the connections, and the resulting \( G \) is essentially a copy of \( C \), constructed
combinatorially.
We also want our RTS to be geodesic (GRTS), i.e., if tile $g'$ is a child of $g$, we have $\delta(g') = \delta(g) + 1$, where $\delta(g)$ is the length of the shortest path from $g_0$ to $g$. That is, the depth of a tile $g$ equals its distance from the root tile $g_0$.

### 3 Previous methods

A naïve method of generating hyperbolic tessellations is to compute the coordinates of every tile. If we get the same coordinates as a previously existing tile, we know that we connect to it. More precisely, we represent every point in $H^2$ using three coordinates in the Minkowski hyperboloid model [4], and its isometries as $3 \times 3$ matrices. For every tile $g \in G$ we compute the matrix of the isometry which takes the shape $S_t(g)$ to $g$. When creating a new connection to a tile of type $t$ at the location given by isometry $T$, we see if there is already a tile $g'$ of that type at locating given by isometry $T \cdot R_2 \pi i/n$ for $i \in \mathbb{Z}$, where $R_\alpha$ is the matrix of rotation by angle $\alpha$; if yes, we know that we connect to $g'$, if no, we create a new $g'$ there.

This method is not suitable because of the precision issues inherent to computations in hyperbolic geometry. To explain the issue, let $d(A, v, r)$ be the point $r$ units from the given point $A$ in direction $v$. Suppose that, due to the numerical precision issues, we represent the direction $v$ as $v'$, where $|v - v'| \leq \epsilon$. However, a circle of radius $r$ has circumference of $2\pi \sinh(r)$, which is exponential in $r$, and thus the distance between $d(A, v, r)$ and $d(A, v', r)$ can be of order $\epsilon \times e^r$ [11]. In general, the number of tiles in $r$ steps from the center is exponential in $r$, so any representation using a fixed number of bits will not be able to discern between the coordinates of two tiles if $r$ is large enough, on the order of the number of bits. For points faraway from the center of the model, we also get representation issues when points are too close to the boundary in the Poincaré model, or too large in the Minkowski hyperboloid model [9]. Thus, while this method works without significant problems in Euclidean geometry, and also can be used when we are only interested in generating small neighborhoods of some point in $H^2$, it behaves very badly when we want to generate tiles of a hyperbolic tessellation in a large radius. Thus, better methods of working with hyperbolic tessellations involve representing them in a purely combinatorial way.

One such combinatorial representation is based on the theory of automatic groups [7, 17]. Consider a tessellation of the hyperbolic plane with a Coxeter triangle with angles $180^\circ/p$, $180^\circ/q$ and $90^\circ$. Let $a$, $b$, and $c$, respectively, be the reflections of this triangle in its edges opposite of the angles. By considering all the possible sequences of reflections, we obtain a tessellation of the hyperbolic plane; this is the same tessellation one can obtain by subdividing every tile of the $\{p, q\}$ tessellation into $2p$ Coxeter triangles. We can represent every tile as a sequence of reflections $a$, $b$, $c$ which take some origin Coxeter triangle $t_0$ to it; thus, the set of all triangles is a group $G$ generated by $a$, $b$, and $c$, where $a^2 = b^2 = c^2 = (ab)^2 = (ac)^q = (bc)^p = e$.

Let $\phi : \{a, b, c\}^* \rightarrow G$ be the group homomorphism which maps a sequence of symbols $a$, $b$ and $c$ to the group element it represents. A word $w \in \{a, b, c\}^*$ is
a geodesic if there is no \( w_2 \in \{a, b, c\}^* \) such that \( \phi(w_2) = \phi(w) \) and \( |w_2| < |w| \).

The group \( G \) is hyperbolic and thus it is strongly geodesically automatic \([7]\), which means that the set of all geodesic words is regular, there is a transducer \( T_a \) which takes two words \( v, w \) and accept them iff \( \phi(v) = \phi(w) \), and for every \( x \in a, b, c \) there exists a transducer \( T_x \) which takes two words \( v, w \) and accepts them iff such that \( \phi(v)x = \phi(w) \).

Let \( \preceq \) be an order on words in \( \{a, b, c\}^* \) that can be recognized by a transducer and such that \( u \preceq v \) implies \( uw \preceq vw \). (A transducer here is a deterministic finite automaton over \( \{a, b, c, \$\}^2 \) which reads two words in parallel; \$ is used to pad the word which ends earlier.) For every element \( g \), let \( s(g) \) be the word in \( \{a, b, c\}^* \) such that \( \phi(s(g)) = g \) and \( s(g) \) is the smallest according to the order \( \preceq \). By the closure properties of regular languages, \( s(G) \) is also a regular language. We can find a deterministic finite automaton (DFA) recognizing this regular language, which is essentially a GRTS that can be used to generate the tessellation. The Knuth-Bendix completion algorithm \([8]\) can be used to easily find this DFA based on our relators \( a^2 = b^2 = c^2 = (ab)^2 = (ac)^2 = (bc)^p = e \).

This method works for for tessellations by Coxeter triangles and also their higher-dimensional analogs. Since these tessellations are strongly related to regular tessellations, we can also build regular tessellations on top of them (possibly not geodesic). However, the process is quite complex, and it is not clear how to generalize the Coxeter triangle approach to more complex tessellations.

The theory of automatic groups can be adapted to any periodic hyperbolic tessellation, by considering symbols corresponding to all possible moves through the edges. We will again describe the possible paths in our tessellations as sequences of symbols. Imagine a walker at some tile of type \( t \) facing edge \( j \) such that \( n_t | j \). A symbol \((t, i)\) for every \( i \in \{0, \ldots, N_t - 1\} \) rotates us by \( i \) edges to face edge \((j + i) \mod N_t\), steps forward to tile of type \( t' \) and edge number \( i' \), and rotate back by \( i' \mod n_{t'} \) so that the obtained facing \( j' \) again satisfies \( n_{t'} | j' \). The set of all sequences of symbols describing a valid path is a hyperbolic groupoid, and most of the theory above is still sound for hyperbolic groupoids, in particular, the set of shortlex smallest representations is again a regular language. However, outside of the simplest cases such as Coxeter triangles, the Knuth-Bendix completion algorithm is not likely to terminate.

In \([12]\) a method is presented for generating the tessellations obtained using the Goldberg-Coxeter construction on a regular tessellation \( \{p, 3\} \). This method uses a GRTS, and is similar to the methods used in \([13, 19, 18]\). It relies on the fact that, in such tessellations, the set of tiles in \( d \) steps from the chosen root tile \( g_0 \) forms a cycle. A similar approach also works for the regular tessellation \( \{p, 4\} \) (and tessellations obtained from it using the Goldberg-Coxeter construction). However, this assumption is not satisfied even in very simple cases, for example, the face-transitive tilings with face configuration \( V5.8.8 \) or \( V14.14.3 \) \([12]\).

In \([10]\) GRTS are used to determine the coordination sequences for Euclidean tessellations. This is more of an informal method rather than an algorithm working on all tessellations.
4 Generating a tree structure

In this section we describe our algorithm for generating a tree structure. The input is an ATD $D$. The output will be a GRTS generating a tessellation consistent with $D$.

In the first two subsections we present the general idea of our algorithm. In these subsections, we assume that we have access to our tessellation, i.e., we have a set $G$ which correctly represents the set of all tiles, and for each tile $g \in G$ we know its type $t(g) \in T$, connections $e(g, i) \in G \times \mathbb{N}$, and $\delta(g)$, the distance from the root.

In practice, we do not have that information – while it can be easily obtained if we already have a GRTS, during the run of our RTS-constructing algorithm we can use only an approximation. This approximation is detailed in the later subsections.

![Tessellation with threefold symmetry](image)

Figure 2: This tessellation has threefold symmetry at the dark tile. Surprisingly, every direction gets us closer to the origin. Snapshot at the time of checking the parent direction for the dark tile.

4.1 Determining the parent and sides

In a GRTS, every $g \neq g_0$ will have a parent $p(g)$. We know $\delta(p(g)) = \delta(g) - 1$. If there is only one neighbor with this property, we can assume that it will be the parent (as long as the assumed values of $\delta$ are correct); otherwise, we need to use some tiebreaker rule to pick between the possible candidates. Once we pick the parent for every tile, we can consider two tiles equivalent if their subtrees have the same shape (Myhill-Nerode equivalence). The minimal GRTS producing that tree will have a state for every equivalence class. Picking a correct tiebreaker rule is crucial – an incorrect rule potentially corresponds to a tree with infinitely many differently shaped subtrees. As an example, consider...
the Euclidean square grid with tiles indexed by their pair of coordinates \((\mathbb{Z}^2)\), and the tiebreaker rule which chooses that the parent of \((x, y)\) \((x, y > 0)\) is \((x - 1, y)\) if \(x < y\), and \((x, y - 1)\) if \(x \geq y\). With such a tiebreaker rule, \((1, y)\) would have a different finite number of descendants for every \(y > 2\), and thus they all would have to be in different states.

Let \(I\) be the set of parent candidates. We use the following tiebreakers for a tile of type \(t\):

- for every \(i \in I\), compute \(i \mod n_t\) – pick the smallest one.

- the rule above may not yield a winner if parent candidates surround \(g\) (Figure 2). In that rare case, construct the shortest paths generated by every candidate parent as sequences of integers (by how many edges should the treewalker rotate at every point in the path), and pick the lexicographically earliest one.

**Theorem 3.** For hyperbolic tessellations, the rules above generate a GRTS (with finitely many states).

This follows from the theory of automatic groups (see Section 3) for an appropriate order \(\preceq\). Since our main focus is on hyperbolic tessellations, we have not proven this in the Euclidean case, although our extensive testing on Euclidean periodic tessellations suggests this is also true.

We also need to classify non-tree edges into left edges and right edges, corresponding to \(L\) and \(R\) transitions of the tree structure. Non-tree edges form a forest, where every connected component is infinite (if it was finite, we could go around the wall, and so the tree structure given by parent directions would not be a tree) but it does not split \(X\) into two regions (it has only one infinite branch). We call these connected components walls (imagine a wall placed on every non-tree edge). Remember that a treewalker represents being at a given tile and facing the given direction. Start at \(s\) and face edge \(i\). Try moving around the wall. If we eventually reach \((t, j)\) by moving right, we know that \(t\) is to the right; if we eventually reach \((s, i)\) by moving left, we know that \(s\) is to the left.

We use the procedure \(\text{GetSide}(t, j)\) to determine the side of a non-tree edge \((t, j)\). This procedure works by creating two walkers at \((t, j)\), one moving left and one moving right. The one which is closer to the root moves first, which guarantees that eventually one of them will reach \((s, i)\) and thus determine the side. This procedure can be greatly optimized by caching. We cache the result for the next call of \(\text{GetSide}\); also note that this will also determine the side for every wall edge touched on the way, so we cache these too. Also, if the left (right)-moving treewalker is on a known left (right) edge, it can immediately cross the wall. This way, a call of \(\text{GetSide}\) which takes \(m\) moves generates \(\Theta(m)\) new information.
4.2 Determining the states and transition rules

Our algorithm of determining the GRTS is conceptually similar to Angluin’s classical algorithm of learning regular languages [?]. We keep the list of tiles $S$ that represent distinct states, and a set of rules $E : G \to Q$ which determine the state a given tile belongs to. We are looking for a pair of $(S, E)$ which is closed (for every $g \in S$, and every child $g'$ of $g$, $E(g') = E(g_1)$ for some $g_1 \in S$) and consistent (if $E(g_1) = E(g_2)$ and $g_1$ and $g_2$ are matching children of $g_1$ and $g_2$ respectively then $E(g_1') = E(g_2')$). In each iteration, if the pair $(S, E)$ is not closed, we add every such $g'$ to $S$. If it is not consistent, we extend $E$ in such a way that $E(g_1) \neq E(g_2)$. Eventually, we obtain a pair $(S, E)$ which is both closed and consistent. In this situation, we can use the information obtained to build a regular tree structure, and check whether this regular tree structure correctly builds the tessellation $C$. If yes, we return this structure. Otherwise, we add any find inconsistencies we find to the set $S$.

Initially $S$ contains only the root $g_0$, and the rules $(E)$ are initially as follows. Initially, to classify $g \in G$, take the walker $w = (g, p(g))$. For every $i \in N_{g_0}$, we rotate the walker $w$ by $i$ steps, to $w^i = (g, i')$. Let $v^i = (g', i')$ be the walker obtained by stepping $w_i$ forward. We classify the relationship of $g$ and $g'$ as one of the 8 cases: parent, child, or 6 possibilities of non-tree edges, corresponding to $\delta(g) - \delta(g') \in \{-1, 0, 1\}$ and whether $i$ is to the right or to the left of $s$, according to $\text{GETSIDE}(w)$. Initially, $g_1$ and $g_2$ are classified as the same state if $t(g_1) = t(g_2), p(g_1) = p(g_2) \mod n_{t(g)}$, and their neighbor classifications are equal.

Inconsistency happens when we have $E(g_1) = E(g_2)$ but for some $i$, $v_1^i$ and $v_2^i$ are children of $g_1$ and $g_2$, but $E(v_1^i) \neq E(v_2^i)$. To handle such inconsistencies, we allow the rules to similarly classify edges of the descendants of $g$. We use an approach based on decision trees. The rules are based on a series of queries of form “consider the edge we asked about in the earlier $i$-th query and that turned out to be a child edge, let $w = (g', p(g'))$ be this child; what is the classification of $w$ rotated by $j$ steps?” (the 0-th query is $g$ itself, and the first $N_{t(g)}$ queries are about the neighbors of $g$). Each node of the decision tree is characterized by $i, j$, and has branches corresponding to the 8 possible answers. In the case of inconsistency, we find the point in the decision trees for $v_1^i$ and $v_2^i$ which caused $E$ to characterize them as different states, and we extend the leaf corresponding $E(g_1)$ to ask the same questions.

Once we obtain a pair $(S, E)$ which is closed and consistent, generating a candidate GRTS is straightforward. Now, we validate whether the obtained tree structure is correct. To this end, for every state $q \in Q$ obtained, we determine whether it is a dead branch or a live branch – a branch is dead if it has finitely many descendants, and live otherwise. We determine dead branches by applying the criterion “a branch is dead if all its children are dead” until all dead branches are known.

The tree structure is correct if it correctly generates the structure of all the walls (i.e., non-tree edges). For every state $q$, we find out all pairs of its live children $(i_1, i_2)$ such that there is no other live child nor a parent between $i_1$, $i_2$.
and \(i_2\). Every pair of this kind corresponds to a wall – the tile of state \(q\) is the tile at the bottom of the wall (i.e., one adjacent to the tile adjacent to the wall with the smallest \(\delta\)). We need to check whether this wall correctly splits the subtree starting at a tile of state \(q\) into the left and right side.

The function to validate the wall is called \textsc{ExamineBranch}. Again, we use two treewalkers touching the wall, both starting at \((t, i_1)\), where \(q(t) = q\), one always moving to the left and one always moving to the right. If the two treewalkers touch the two sides of the same edge, and the transition rule labels the non-tree edge as "right" for the left treewalker and as "left" for the right treewalker, we advance both of them. If the right treewalker touches a non-tree edge labelled as "right", we push that edge to a stack, and move forward; when it touches one labelled as "left", we first pop edges from the stack before consulting the other treewalker. We also use a similar stack for the left treewalker (by symmetry).

We also need to know when to stop. When both treewalkers are advanced, we note the current state of both, and if they are currently in dead branches, also all the dead ancestors. If we see the same sequence of states twice (possibly during an examination of another triple \((q, i_1, i_2)\)), we know that the sequence will repeat, and thus the wall correctly splits the subtree rooted at \(q\). Whenever one of the two treewalkers moves from a tile \(g\) to its child \(g'\), we check whether the code of \(g'\) is what was expected from the transition rules for \(q(g)\). If no, we add \(g\) to the list of important tiles \(L\), and we need to repeat the main loop of our algorithm.

\textbf{Theorem 4.} If \(G = C\) and \(\delta\) are correct, this algorithm will generate a GRTS for \(C\) in time polynomial in the number of different subtree shapes (according to the chosen parent rule), degrees of tiles and vertices, and the size of dead branches.

We conjecture that, for a fixed bound on the degrees of tiles and vertices, the number of states and the size of dead branches are polynomial.

\subsection*{4.3 Generating approximate tessellations without a GRTS}

The problem with Theorem 4 is that satisfying its assumptions about \(G\) and \(\delta\) is not straightforward. Here we describe our method of dealing with the issue. Rather than using \(G = C\), our algorithm will lazily generate (better and better) approximations of the tessellation \(C\) and \(\delta\) for its own use.

For every already generated tile \(g \in G\) we know its type \(t(g) \in T\), and connections \(e(g, i)\), which again can be either NULL or \((g', i') \in G \times \mathbb{Z}\). We start with \(G = \{g_0\}\), where \(g_0\) is an unconnected tile of arbitrary type.

Whenever a treewalker \((g, i)\) steps forward and \(e(g, i)\) is NULL, we consult the connection rules to learn that \((t(g), i)\) connects to \((t', i')\), create a new tile \(g'\) of type \(t(g') = t'\), and connect \((g, i)\) to \((g', i')\). We also perform the \textit{valence check}: how many of tiles around the \(i\)-th vertex of \(g\) we already know. If we know \(v(t(g), i)\) of them, we also connect the first and last one of them in the obvious way. Symetrically, we also similarly check the \((i + 1)\)-th vertex of \(g\).
It may happen that an inconsistency (unification error) is detected, i.e., we know more than \( v(t(g), i) \) of them. This is because the generation rule above can effect in generating two tiles \( g_1 \) and \( g_2 \) which correspond to the same tile \( c \in C \). While the connection in the valence check prevents this in most cases, double generation is still possible if our sequence of generations has managed to go around a tile \( c \in C \) which has not been generated yet (and in that case, the valence check detects non-uniqueness after \( c \) is generated). Avoiding such inconsistency is the the main issue that we need the regular tree structure to avoid.

We solve the inconsistency by using the union-find data structure, that is, we learn that the first \( g_1 \) and \( v(t(g), i) \) in the cycle are actually the same cell, and unify them; such an unification may also recursively cause unification of other cells. Our union-find data structure is a bit more complex than the usual one − we don’t only learn that \( g_1 \) and \( g_2 \) of type \( t \) are the same cell, but also the orientation matters. Thus, the unification method \( \text{Unify} \) is called for a pair of walkers \((g_1, i_1)\) and \((g_2, i_2)\) (it may happen that \( i_1 = i_2 + rn \) for some \( r \neq 0 \)).

Every cell \( g \in G \) remembers the representative \( u(g) \in G' \times \mathbb{Z} \), which means that the treewalker \((g, 0)\) has been unified with \( u(g) \). The unification method \( \text{Unify} \) works as follows:

- make sure that \( g_1 \) and \( g_2 \) are the current representatives, i.e., \( u(g_1) = (g_1, i_1) \) and \( u(g_2) = (g_2, i_2) \) (if not, find their representatives)
- rotate the second treewalker so that \( i_2 = 0 \), and rotate the first treewalker accordingly
- set \( u(g_2) \) to \((g_1, i_1)\)
- move all the connections of \( g_2 \) to \( g_1 \), recursively unifying them in the case if we already knew a (different) neighbor for both \( g_1 \) and \( g_2 \)

4.4 Calculating distances from \( g_0 \)

Our algorithm also needs to know \( \delta(g) \) for every generated tile, where \( \delta(g) \) is the length of the shortest path from \( g_0 \) to \( g \). This is again a major challenge, because what we need is not the length of the shortest path in \( G \), but the length of the shortest path in \( C \) (i.e., taking not generated tiles into account). Again, solving this challenge is one of the main issues that we generate a geodesic regular tree structure to avoid. Standard graph algorithms such as Breadth First Search are impractical because of the exponential expansion of \( \mathbb{H}^2 \).

We simply assign the distance of \( \infty \) to every tile we generate, and whenever we find out that two tiles \( g_1 \) and \( g_2 \) are adjacent and the currently known value of \( \delta(g_2) \) is greater than the currently value of \( \delta(g_1) + 1 \), we set \( \delta(g_2) = \delta(g_1) + 1 \) and recursively check all the known neighbors of \( g_2 \). In case of unification, we set \( \delta \) for the new cell to \( \min(\delta(g_1), \delta(g_2)) \).

If the rest of the algorithm needs to know \( \delta(g) \), we mark \( g \) as solid. In case if \( \delta \) changes for a solid tile, we have a distance error. We note this fact – we
know that the results obtained so far are not reliable, and we will need to redo a part of our computations.

Additionally, we try to prevent the same happening in the future by recording shortcuts. We use the following method. When we set $\delta(g_2)$ to $\delta(g_1) + 1$, we also save the direction from $g_2$ to $g_1$ in memory. By checking the saved directions recursively, we can thus generate the whole path of length $\delta(g_2)$ from $g_2$ to $g_0$.

In the case of a distance error, we get two paths: the old one $\pi_1$ and the new, shorter one $\pi_2$. Let $g_3$ be the first intersection of $\pi_1$ and $\pi_2$, and $p_1$ and $p_2$ be the sequence on turns of paths $\pi_1$ and $\pi_2$ until $g_3$. Let $p$ be the loop obtained by concatenating $p_1$ and the reverse of $p_2$. We record the loop $p$ for the type $t(g)$.

Later, whenever the rest of the algorithm asks for $\delta(g')$, we loop over all recorded shortcuts $p$ for $t(g')$, and call the procedure TryShortcut($g', p$). This procedure tries to replicate the sequence of treewalker movements given by $p$, but starting from $g'$. In the case when during this replication we get to a move which leads to a yet ungenerated connection $e(g'', i) = \text{NULL}$, we check whether continuing $p$ would yield a shortest path to $g'$, by comparing $\delta(g'')$ with $\delta(g'') + n$, where $n$ is the number of remaining steps in the loop $p$. If no, we exit the procedure; if yes, we continue, eventually reaching $g'''$. In case if $g''' \neq g'$ we know that $g'$ and $g'''$ should be unified, and thus, we have obtained a shorter path to $g'$ than the one previously known.

When a new shortcut is added, we also call TryShortcut($g', p$) for all the solid cells of type $t(g)$.

We compute the parent of every tile according to the rules from Section 4.1. In most cases, applying the first rule will be sufficient to yield a winner. Since this rule is local, the winner can be determined very quickly. We cache the parent direction for every tile $g \in G$; in case if $\delta$ is updated for some $g$, we clear the cache for $g$ and its neighbors. The same shortcut method is also used when we find out that the information about the parent of $g$ we have been using was incorrect.

**Theorem 5.** If $G$ and $\delta$ approximate $C$ as above, and the algorithm finishes successfully, the GRTS obtained for $C$ is correct.

4.5 Other optimizations and special cases

The running time of our algorithm depends of its implementation details. In this section we list the most important details for our implementation.

- Rather than keeping the set $S$, we keep the list of important tiles $S'$; the set $S$ is constructed in every iteration, starting from $S'$, and adding its closure on the fly.

- We cache $E(g)$ for every tile $g$ for which it has been computed. For every $q \in Q$ we also cache the list of tiles $g$ such that $E(g) = q$, so that in the case of inconsistency at $q$, we can easily remove all states $q$ from the cache.
• After finding the closed set \( S \), in every iteration we examine all the inconsistencies and extend the decision trees according to all of them. Likewise, we call ExamineBranch for all tuples \( (q, i_1, i_2) \) — however, if the same incorrect transition rule is found multiple times, we add just the first witness to the list of important tiles.

• In the case of a distance error, we clear the GetSide cache, and restart the iteration.

• Unification and distance errors may mislead our algorithm, extending branches and decision trees further and further. To deal with this, we periodically refresh all the sets of important tiles and decision trees back to their initial state. We do this after every \( 2^n \) iterations \( (n \in \mathbb{N}) \).

• Similarly, unification and distance errors may mislead GetSide and ExamineBranch procedures. If the number of iterations in these procedures exceeds the variable \( s \), we restart the iteration.

• The algorithm as described above starts the tree from only one root \( g_0 \). For practical reasons (Section 5), it is useful to know the tree structures starting from root of every possible tile type \( t \in T \). Thus, our initial \( G \) and the initial \( L \) consists of root tiles of all types, these root types generate separate tessellations each with its own \( \delta \). The obtained tree structure will contain many roots (states without parents) and descendant states will likely be shared between the various roots.

While we have no proof that our methods of dealing with unification and distance issues always yield a solution (in time polynomial in \( |T| \) for bounded degrees of tiles and vertices), our extensive testing lets us conjecture that it is the case.

5 Applications

In this section we briefly list the applications of geodesic tree structures.

**Computing distances from the origin, or an arbitrary fixed tile.** In a geodesic tree structure, we immediately know the distance from every tile \( g \) to the origin tile \( g_0 \). We can also compute the origin from multiple fixed tiles \( g_0' \) — simply by creating another tree structure \( T' \) rooted in \( g_0' \neq g_0 \), and remembering the mapping between \( T' \) and \( T \).

**Computing relative distances from an ideal point.** In section 2 we have said that the situation \( x = P \) may not happen, because we start \( g_0 \) in a state which has no parent. However, there is also an alternative structure where we start in \( g_0 \in G \) which does have a parent. In this case, we generate an unrooted tree that is descending infinitely. If we need to extend the tree at \( (g, i) \) and find \( x = P \), we connect \( (g, i) \) to a new tile \( (g_1, i') \) of state \( q(g_1) \) such that \( e(q(g_1), i') = q(g) \). We pick \( q_1 \) randomly from all the possible states that can be indefinitely extended downwards, and having live branches on both left and
right. Effectively, the tree structure is rooted at the set of tiles is the discrete analog of a horocycle. This generalizes the algorithm used in HyperRogue [13] to generate discrete horocycles.

Computing shortest paths between two tiles. It is also important to determine the shortest paths between two arbitrary tiles $g_1$ and $g_2$.

In a Gromov hyperbolic tiling, we know that every shortest path from $g_1$ to $g_2$ lies inside the $\delta$-neighborhood of the shortest path from $g_1$ to $g_2$ going through $g_0$, where $\delta$ is a constant depending on the tessellation. This gives us an algorithm to determine $\delta(g_1, g_2)$ in time $O(\delta(g_1, g_2))$ [12]—simply generate the shortest path from $g_1$ to $g_0$ and the shortest path from $g_2$ to $g_0$, and generate $\delta$-neighborhoods of every tile on the way. For a fixed tessellation, this gives an algorithm with time complexity $O(\delta(g_1, g_2))$. Finding $\delta$ efficiently is the subject of further work.

**Theorem 6.** In a fixed periodic tiling of Euclidean space $\mathbb{E}^n$, we can compute the distance $d$ between two tiles (given their coordinates) in time polylogarithmic in $O(\log d)$.

The proof based on the computational properties of Parikh images [15] can be found in the Appendix.

**Representing arbitrary points in $\mathbb{H}^d$.** Geodesic tree structures can be used to represent points in $\mathbb{H}^d$ while avoiding precision errors: each point $x_1$ is represented by a tile $g_1$ it is in, and its coordinates relative to the tile $g_1$. To transform $g_2$-relative coordinates to $g_1$-relative coordinates, we need to determine the shortest path from $g_2$ and $g_1$, and compose the isometries along this path. This is straightforward in a periodic tessellation.

**Coordination sequences.** The coordination sequence of a tessellation with the starting tile $g$ is the sequence $a_0, \ldots$ such that $a_n$ is the number of tiles in distance $n$ from $g$. Coordination sequences are studied in the foundations of crystallography; see [10] for an extensive literature. A regular tree structure rooted at the tile $g$ lets us easily find the system of linear recursive formulae for the coordination sequence: for a tree state $q \in Q$, let $a_q(n)$ be the number of tiles in distance $n$ in state $q$. For $n > 0$ we have $a_q(n) = \sum_{p \in Q} a_p(n-1)d(p,q)$, where $d(p,q)$ is the number of children of $p$ in state $q$.

6 Experimental results

We have tested our algorithm on 149629 tessellations, including all the Euclidean (102251) and hyperbolic (47378) tessellations from [23]. We analyzed average running time (in seconds on Intel(R) Core(TM) i7-9700K CPU @ 3.60GHz), memory consumed by the algorithm (counted as the number of tiles generated), and the number of tree states. Figure 3 depicts the results in division by geometry. In Appendix, Figure 5 depicts division by the number of shapes. The are

---

1 Our software, tessellation data and experimental results can be found at https://figshare.com/articles/software/Generating_Tree_Structures_for_Hyperbolic_Tessellations_code_and_data_v2/19165922
no hyperbolic tessellations that took longer than 10 seconds, and in the case of Euclidean geometry, only 44 tessellations took longer than 30 seconds.

Figure 3: Average running time [s], memory consumed, and the number of tree states in division by geometry.

No matter the characteristic analyzed, Euclidean tessellations need more resources on average, however this result significantly stems from the difficulty of the tessellations we analyzed. Interestingly, the distributions for hyperbolic tessellations are steeper. Whereas one expects that the number of shapes correlates positively with the amount of resources, we notice that the usage of the higher number of shapes comes with decreasing variance for hyperbolic geometry (Fig. 8 in Appendix: note the triangular pattern – the range for tessellations based on low number of shapes is much greater than the range for tessellations with the highest number of shapes). When it comes to Euclidean tessellations, we notice that no matter the characteristic, the range of values for small number of shapes (1-8) is significantly lower than for large number of shapes. Moreover, within those two groups, the ranges are similar – we do not notice the triangular shape known from the results for hyperbolic geometries. Appendix contains Figures 9 and 10 that show the tessellations which achieve the highest time, memory, and number of tree states.

Our dataset includes all \(k\)-uniform tilings of the Euclidean plane for \(k \leq 12\). These are tilings by regular polygons with \(k\) orbits of vertices (under isometries including orientation-changing isometries). There is a specific family which achieves the largest number of states for every \(3 \leq k \leq 12\), consisting of a row of squares followed by \(\Theta(k)\) rows of triangles. This number of states grows quadratically with \(k\). Changing the square into a hexagon (by changing its \(s_t\) from 2 to 3) yields a family of similarly difficult hyperbolic tessellations (one state less). Thus, we conjecture that the number of states is quadratic with the number of tile types when tile and vertex degrees are bounded by a fixed constant.

We have also compared the performance of our implementation to other approaches. Below we present a short summary of our results; see Appendix for more details. BFS, numerical unification, and Knuth-Bendix procedure all achieve significantly worse results. Running our algorithm on \(G = C\) and correct values of \(\delta\) yields better results, but not much so. We conclude that our algo-
Algorithm is successful at dealing with unification and distance errors. The shortcut recording optimization described in Section 4.4 is crucial to this success.
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A Omitted proofs

Proof of Theorem 6. In a fixed periodic tiling of the Euclidean plane, the group of isometries of the tessellation $G$ is one of the 17 wallpaper groups, and has a subgroup $G_1$ of translations of finite index. By considering two tiles $g$ and $g'$ to be of the same type only if there exists an isometry in $G_1$ which takes $g$ to $g'$, and thus, we can assume without loss of generality that, for every tile type $t \in T$, the set of all tiles of type $t$ forms a lattice. For two tile types, $t_1$, $t_2$, the set of $(x, y, d) \in \mathbb{Z}^3$ such that the number of steps between the copy of $t_1$ at lattice coordinates $(0, 0)$ and the copy of $t_2$ at lattice coordinates $(x, y)$ is at least $d$ is a Parikh image of a finite automaton, and thus by Parikh theorem [22] a semilinear set. Membership in such a semilinear set can be recognized in time polylogarithmic in $x + y + d$ [15], and by easy reduction we can also find the smallest $d$ for given $(x, y)$ in polylogarithmic time. The same argument holds in higher dimensions (the existence of $G_1$ follows from the Bieberbach theorem [1, 2]).

B Further experimental results

B.1 Naïve approaches

We will compare alternative approaches on a reduced dataset, excluding $k$-uniform Euclidean tilings for $k \geq 10$. As a result, the final sample contains 16132 Euclidean tessellations and 47378 hyperbolic ones. The distributions of shapes per tessellation resemble distributions in the full sample (Fig. 7). We allow the alternative approaches to generate 80,000,000 tiles, run for 600 seconds, and run 9999 iterations of the main loop. These limits are significantly greater than what our main algorithm achieves (outliers are 2700850 tiles, 32 seconds, 2346 iterations).

Single Origin. As explained in Subsection 4.5 we start from roots of every possible type $t \in T$. This increases our test coverage and has practical advantages. We can also start from only single root (chosen in an arbitrary way). The naïve approaches explained above are also based on single origin, for the sake of simplicity and memory usage reduction.

Since the measurements of running time tend to be unstable, we compare the number of dominating operations. We take the move, i.e., the operation of finding $i$-th neighbor of a tile $t$, as the dominating operation. Usage of single origin rarely worsens the performance of the algorithm in terms of move count for Euclidean tessellations (0.18% of cases); for hyperbolic tessellations, the share of worse results due to usage of single origin is noticeable: 35.52% of cases (Figure 4). Generally, it should need no more memory than the original proposition (63.91% of the hyperbolic tessellations and 100% of the Euclidean tessellations). Single origin also comes with lower number of tree states (there were 8 cases where there were less states in the multiple origin version, probably due to unification/distance errors).
Numerical implementation. One serious difficulty in our implementation is the unification error. A naïve attempt of avoiding this kind of error is to compute the coordinates of every tile. If we get the same coordinates as a previously existing tile, we know that we connect to it. See Section 3 for an overview of this approach. However, we use a modified version which prevents dealing with large values. We use a tessellation for which the tree structure is known (the \{7,3\} tessellation from Figure 1d), and we compute the isometry coordinates relative to it \[14\].

We compare two matrices \(T\) and \(U\) by checking the hyperbolic distance from \(T\_h_0\) to \(U\_h_0\), and from \(T\_v\) to \(U\_v\), where \(h_0\) is the origin, and every vertex \(v\) of the tessellation. If the distance is over \(10^{-2}\), we assume the points are different; if it is over \(10^{-3}\), we stop computation and report a numerical precision issue. We encountered 586 cases of precision errors, all of them occurred in hyperbolic tessellations.

We have noticed that one of the reasons why our algorithm works better than the numerical approach is the valence checks (see Section 4.3). The naïve numerical approach does not perform the valence checks, which causes it to not be aware of some connections. Even controlling for this issue, the algorithm still yields numerical errors, including 252 cases of precision errors, again all of them for hyperbolic tessellations, either using low number of shapes (1 or 2) or a large number of shapes (over 31, 3.17% of cases).

BFS. Another serious issue is distance errors. A naïve attempt of avoiding this kind of error is to use Breadth-First Search algorithm.

This is a very bad idea due to the exponential growth of hyperbolic tessellations. In our case, we succeeded in only 41.55% of the cases, in 58.45% of the cases we the algorithm stopped because of the overflow of our memory limit. Note that even if in our simulation we did not encounter distance errors, they are still possible when using BFS because of the unification issues, although such a situation did not occur in our experiments.

One could also prevent both kinds of errors by using both BFS and numerical implementation. This shares the disadvantages of both approaches.

Knuth-Bendix method. We have run the Knuth-Bendix completion al-
algorithm as outlined in Section 3 on our data. Our implementation seems not to terminate for most tessellations. We run the algorithm until 10 seconds pass (14144 cases) or a rewriting rule that has at least 250 symbols is generated (44176 cases); the algorithm was successful in only 5188 cases. Out of unsuccessful attempts, 75.51% were hyperbolic tessellations.

Figure 5 shows the percentage of successful cases depending on geometry and the number of shapes (0 = success, 1 = timeout, 2 = too long rules). The Knuth-Bendix method tends to work better for hyperbolic tessellations (10.74% of correct cases in comparison to 0.63% of correct cases).

When it comes to successful attempts, the algorithm took more than 5 seconds in only 105 cases and generated temporary rules of length over 150 in only 295 cases, which suggests that the algorithm does never terminate in most failed cases in our database.

### B.2 The effect of unification and distance errors

To measure the effect of unification and distance errors, we run the algorithm twice: in the first run we determine the correct tree structure, and in the second run, we use the correct tree obtained to generate the tessellation correctly, and see the performance of our algorithm given the correct data. There are two approaches: (divine) use the correct tiles and distances (avoiding both unification and distance errors), (demigod) use the correct tiles but do not use the information about distances (avoiding unification errors, but not distance errors). In both cases we perform the valence checks.

Figure 6 shows the effect of unification and distance errors by comparing the move count of our algorithm to the move count achieved by “demigod” and “divine” versions. In the case of demigod, the mode is close to zero, suggesting that unification errors occur less frequent than we supposed. The divine ap-
Figure 6: Difference in the log(move count) if demigod (left) or divine (right) are used. Values greater than 0 mean that demigod or divine was better than our approximation.

The shortcut recording optimization described in Section 4.4 is crucial to this success. If we do not generate shortcuts, serious distance errors make our algorithm run noticeably worse. The algorithm fails in 17.8% of Euclidean tessellations and 1.8% of hyperbolic tessellations. Resets mentioned in Section 4.5 are also important. Without resets, the algorithm fails in 22 cases. That happens only in Euclidean tessellations.

C Figures

This appendix contains the Figures which could not fit in the page limit. Figures 9 and 10 show the tessellations which achieve the highest time, memory, and number of tree states. In each geometry, the selection includes the tessellation which achieves the worst case across all tessellations. In many cases, the next top places are achieved by tessellations of the same family, which tend to be very similar. Therefore, the remaining tessellations in Figures 9 and 10 are those which also achieve high values while being very different.

Figure 7: Distributions of number of shapes per tessellation for full data (left) and the experimental subset (right) in division by geometry.
Figure 8: The comparison of time, memory and tree states, in division by geometry (left Euclidean, right hyperbolic) and the number of shapes.
Figure 9: Hyperbolic tessellations which achieve the highest time usage (in seconds), highest memory usage (k = thousands of cells), and the largest number of tree states. The red boundary shows which cells have been generated during the run of the algorithm. Each tile gives distance from the center / tree state (if computed by the algorithm). Top row: 7.1s, 2701k, 138 states; 2.8s, 1676k, 255 states; 1.1s, 902k, 129 states. Bottom row: 0.6s, 143k, 625 states; 0.5s, 39k, 534 states; 0.3s, 193k, 501 states.
Figure 10: Euclidean tessellations which achieve the highest time usage (in seconds), highest memory usage (k = thousands of cells), and the largest number of tree states. The red boundary shows which cells have been generated during the run of the algorithm. Each tile gives distance from the center / tree state (if computed by the algorithm). Top row: 257.7s, 1039k, 2538 states; 22.7s, 191k, 7297 states. Bottom row: 19.5s, 121k, 4440 states; 31.2s, 1187k, 1021 states.