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Abstract: Extremal black branes are of interest because they correspond to the ground states of field theories at finite charge density in gauge/gravity duality. The geometry of such a brane need not be translationally invariant in the spatial directions along which it extends. A less restrictive requirement is that of homogeneity, which still allows points along the spatial directions to be related to each other by symmetries. In this paper, we find large new classes of homogeneous but anisotropic extremal black brane horizons, which could naturally arise in gauge/gravity dual pairs. In 4 + 1 dimensional spacetime, we show that such homogeneous black brane solutions are classified by the Bianchi classification, which is well known in the study of cosmology, and fall into nine classes. In a system of Einstein gravity with negative cosmological term coupled to one or two massive Abelian gauge fields, we find solutions with an additional scaling symmetry, which could correspond to the near-horizon geometries of such extremal black branes. These solutions realize many of the Bianchi classes. In one case, we construct the complete extremal solution which asymptotes to AdS space.
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1. Introduction

Nature can exist in many varied and beautiful phases. String theory too has many varied and beautiful phases, which correspond to the huge landscape of vacua in the theory. It is natural to hope that some of the phases of string theory might help describe those in Nature. This hope has spurred recent progress attempting, for example, to build connections between string theory and condensed matter physics.

Some of the work in this direction has involved the study of black branes in gravity theories, with a particular focus on their role as holographic duals to field theories at finite temperature and/or chemical potential. Extremal branes are particularly interesting, since they correspond to zero temperature ground states. Without a temperature quantum fluctuations come into “their own”, especially in strongly correlated systems, leading to interesting and novel phenomena like quantum phase transitions. The description of these ground states in terms of an extremal brane allows such effects to be studied in a non-trivial and often tractable mean field approximation.

So far only a few different kinds of extremal brane solutions have been found. The analogy with the phases of matter, mentioned above, would suggest that many more should exist. The main point of this paper is to show that this expectation is indeed true. We will argue below that the known types of extremal black branes are only the “tip of the iceberg”, and that there is a much bigger zoo of solutions, obtainable in theories of gravity with reasonable matter, waiting to be discovered.

Symmetries are a good place to start in classifying the solutions of general relativity and also in classifying the phases of matter. The known extremal solutions mostly have the usual translational symmetries along the spatial directions in which the brane extends. The solutions we consider here differ by having a generalised version of translational invariance. Any two points along the spatial directions can still be connected by a symmetry transformation, but the generators of the symmetries now do not necessarily commute with each other. This generalised notion of translations is well known in general relativity. Space-times with such symmetries are said to be homogeneous.

To be more precise, we will study brane solutions of the form

\[ ds^2 = dr^2 - g_{00} dt^2 + g_{ij} dx^i dx^j \]  

(1.1)

where \( i, j = 1, \ldots, d - 1 \) are the spatial directions along which the brane extends. We will find that often, for reasonable matter Lagrangians, there are brane solutions where the \( x^i \) coordinates span a homogeneous space with isometries which do not commute. Most of our discussion will be for the case \( d = 4 \) where the brane extends in 3 space dimensions \(^1\). The different kinds of generalised translational symmetries

\(^1\)Towards the end of the paper we will briefly discuss examples where the time direction could also be involved in the generalised translations.
that can arise along three spatial directions are well known in general relativity. They lie in the Bianchi classification and fall into 9 different classes, e.g., see [1], [2]. These classes therefore classify all homogeneous brane solutions of the type eq.(1.1).

Of particular interest in the study of extremal branes is their near-horizon geometry. The near-horizon geometry encodes information about the low energy dynamics of the dual field theory and often turns out to be scale invariant. The near horizon geometry is also often an attractor, with differences from the attractor geometry far away dying out as one approaches the horizon. This feature corresponds to the fact that much of the UV data in the field theory is often irrelevant in the IR. These properties mean that the near-horizon geometry is often easier to find analytically than the full solution. The attractor nature also makes the near-horizon geometry more universal than the full extremal solution. Thus one is in the happy situation that the IR region, which being more universal is of greater interest anyway, is also the region one can obtain with relative ease.

In this paper we will focus mostly on the near-horizon region. We will consider solutions which are scale invariant in this region, along with being homogeneous along the spatial directions \( r \). We will show that solutions lying in many of the 9 Bianchi classes mentioned above can be obtained by coupling gravity to relatively simple kinds of matter. In the examples we consider, one or two massive Abelian gauge fields in the presence of a negative cosmological constant will suffice. In one case we will also find interpolating solutions for the full extremal brane which interpolate between the scaling near-horizon region and asymptotic AdS space.

A simple example of the kind of generalised translation invariance we have in mind arises in condensed matter physics when a non-zero momentum mode condenses, leading to a vector order parameter which varies in a helical manner in space with a pitch determined by the momentum of the condensed mode. For example, in spin systems this is known to happen when a spin wave of non-zero momentum condenses, resulting in the magnetisation order parameter varying in a helical pattern (see [3], [4] for a discussion). In superconductors, it has been argued that such spatially modulated phases can arise due to the FFLO instability [5], [6]. Similar behavior can also occur in QCD [4] and other systems [8]. It has also been discussed recently in the context of AdS/CFT in [1], [10] and [11]. In the context of our discussion such situations lie in the Type VII class of the Bianchi classification. We will discuss this case below quite extensively since it is relatively simple and illustrates many of the features which arise in the other classes as well.

The paper is structured as follows. We begin with a discussion of the generalised translations and various Bianchi classes in §2. Then we discuss one illustrative example of a Bianchi Type VII near-horizon geometry in §3. Other examples giving rise to Bianchi Types II, III, V, VI, and IX are discussed in §4. A concrete exam-
ple where a Type VII near-horizon geometry can arise from an asymptotically AdS spacetime is given in §5. A brief discussion of subtleties which might arise when time is involved in the generalised translations is contained in §6. The paper ends with some discussion in §7. Important supplementary material is contained in the Appendices §A–§D.

Before closing the introduction, let us comment on related literature. There is a formidable body of work on brane solutions in the string theory and general relativity literature; for a recent review with further references, see [12]. A classification of extremal black holes (as opposed to black branes), quite different from ours, has been discussed in [13]. Our solutions can be viewed as black branes with new kinds of “hair”; simple discussions of how branes in AdS space can violate the black hole no-hair theorems are given in the papers on holographic superconductivity, see e.g. [14] and [15] for discussions with additional references. Early examples of black branes with interesting horizon structure were discussed in studies of the Gregory-Laflamme instability; the original papers are [16] and a recent discussion appears in [17]. As we mentioned previously, solutions with instabilities of the Type VII kind have appeared already in the context of AdS/CFT duality in the interesting papers [9, 10, 11]. Lifshitz symmetry has characterized one new type of horizon to emerge in holographic duals of field theories at finite charge density in many recent studies; this was discussed in [18] and [19] (see also [20] for string theory and supergravity embeddings of such solutions). The attractor mechanism has also inspired a considerable literature. The seminal paper is [21]. For a recent review with a good collection of references, see [22]. Some references on attractors without supersymmetry are [23, 24, 25, 26, 27]. A recent discussion of how the attractor mechanism may be related to new kinds of horizons for black branes, including e.g. Lifshitz solutions, appears in [28].

2. Generalised Translations and The Bianchi Classification

It is worth beginning with a simple example illustrating the kind of generalised translational symmetry we would like to explore. Suppose we are in three dimensional space described by coordinates $x^1, x^2, x^3$ and suppose the system of interest has the usual translational symmetries along the $x^2, x^3$ directions. It also has an additional symmetry but instead of being the usual translation in the $x^1$ direction it is now a translation accompanied by a rotation in the $x^2 - x^3$ plane. The translations along the $x^2, x^3$ direction are generated by the vectors fields,

$$\xi_1 = \partial_2, \quad \xi_2 = \partial_3,$$  \hspace{1cm} (2.1)

whereas the third symmetry is generated by the vector field,

$$\xi_3 = \partial_1 + x^2 \partial_3 - x^3 \partial_2.$$  \hspace{1cm} (2.2)
It is easy to see that the three transformations generated by these vectors transform any point in the three dimensional plane to any other point in its immediate neighborhood. This property, which is akin to that of usual translations, is called homogeneity. However, the symmetry group we are dealing with here is clearly different from usual translations, since the commutators of the generators, eq.(2.1), eq.(2.2), take the form

\[
[\xi_1, \xi_2] = 0; \ [\xi_1, \xi_3] = \xi_2; \ [\xi_2, \xi_3] = -\xi_1,
\]

and do not vanish, as they would have for the usual translations.\(^3\)

In this paper we will be interested in exploring such situations in more generality where the symmetries are different from the usual translations but still preserve homogeneity, allowing any point in the system of interest to be transformed to any other by a symmetry transformation.\(^4\)

When can one expect such a symmetry group to arise? Let us suppose that there is a scalar order parameter, \(\phi(x)\), which specifies the system of interest. Then this order parameter must be invariant under the unbroken symmetries. The change of this order parameter under an infinitesimal transformation generated by the vector field \(\xi_i\) is given by

\[
\delta \phi = \epsilon \xi_i(\phi)
\]

and this would have to vanish for the transformation to be a symmetry. It is easy to see that requiring that this is true for the three symmetry generators mentioned above, eq.(2.1), eq.(2.2), leads to the condition that \(\phi\) is a constant independent of the coordinates, \(x^1, x^2, x^3\). Now, such a constant configuration for \(\phi\) is invariant under the usual translation along \(x^1\), generated by \(\partial_1\), besides being invariant also under a rotation in the \(x^2 - x^3\) plane (and the other rotations). Thus we see that with a scalar order parameter a situation where the generalised translations are unbroken might as well be thought of as one that preserves the usual three translations along with additional rotations.

Now suppose that instead of being a scalar the order parameter specifying the system is a vector \(V\), which we denote by \(V^i \partial_i\). Under the transformation generated by a vector field \(\xi_i\), this transforms as

\[
\delta V = \epsilon [\xi_i, V].
\]

Requiring that these commutators vanish for all three \(\xi_i\)'s leads to the conditions,

\[
V^1 = \text{constant}, \quad V^2 = V_0 \cos(x^1 + \delta), \quad V^3 = V_0 \sin(x^1 + \delta)
\]

\(^3\)In fact this symmetry group is simply the group of symmetries of the two dimensional Euclidean plane, its two translations and one rotation.

\(^4\)In a connected space this follows from the requirement that any point is transformed to any other point in its immediate neighborhood by a symmetry transformation.
where \( V_0, \delta \) are constants independent of all coordinates. In other words the \( V^2, V^3 \) components are not constant but rotate in the \( 2 - 3 \) plane as one advances along the \( x^1 \) direction. In contrast, for the usual translations all three components \( V^1, V^2, V^3 \) would be constant and the behavior of the order parameter would be different. Thus we see that with a vector order parameter, instead of a scalar, one can have situations where the generalised translational symmetries generated by eq.(2.1), eq.(2.2) are preserved but the usual translation group is not. Such a situation could also arise if the order parameter were a tensor field.

In fact situations with this type of a vector order parameter are well known to arise in condensed matter physics as was mentioned in the introduction. For example this can happen in spin systems, where the order parameter is the magnetisation. In the presence of parity violation in such a system a helical spin density wave of appropriate wavelength can be set up \[3\], \[4\].

### 2.1 The Bianchi Classification

The example discussed above shares many features in common with other symmetry groups which preserve homogeneity. Luckily all such groups in three dimensions have been classified and are easily found in the physics literature since they have been of interest in the study of homogeneous situations in cosmology \[1\], \[2\]. It is known that there are 9 such inequivalent groups and they are described by the Bianchi classification. The idea behind this classification is quite simple. As we have seen above the Killing vectors which generate the symmetries form a Lie Algebra. Homogeneity requires that there should be 3 such Killing vectors in 3 dimensions. The 9 groups, and related 9 classes in the Bianchi classification, simply correspond to the 9 inequivalent real Lie Algebras one can get with 3 generators.

The familiar case of translational invariance, which includes \( AdS \) space and Lifshitz spacetimes, corresponds to the case where the three generators commute and is called Bianchi Class I. The remaining 8 classes are different from this one and give rise to new kinds of generalised translational symmetries. The symmetry group discussed above in eq.(2.1), eq.(2.2) falls within Class VII in the Bianchi classification, with the parameter \( h = 0 \) in the notation of \[2\], see page 112. We will refer to this case as Type \( V II_0 \) below. As mentioned above it corresponds to the group of symmetries of the two-dimensional Euclidean plane. Like the example above, in the more general case as well, a scalar order parameter will not lead to a situation where the usual translations are broken. Instead a vector or more generally a tensor order parameter is needed. Such an order parameter, when it takes a suitable form, can preserve the symmetry group characterizing any of the other 8 classes.

In Appendix A we give some details of the algebras for all 9 Bianchi classes. In our discussion below we will consider specific examples which lie in the Bianchi Classes, II, III, V, VI, VII and IX. Some extra details on these classes, including the generators, invariant one-forms etc, can also be found in Appendix A.
3. General Set-Up and A Simple Example

Here we turn to describing more explicitly a spacetime metric incorporating the generalised translational symmetries described above and to asking when such a metric can arise as the solution to Einstein’s equations of gravity coupled with matter. Mostly we will work in 5 dimensions, this corresponds to setting $d = 4$ in eq. (1.1). In addition, to keep the discussion simple, we assume that the usual translational symmetry along the time direction is preserved so that the metric is time independent and also assume that there are no off-diagonal components between $t$ and the other directions in the metric. This leads to

$$ds^2 = dr^2 - a(r)^2 dt^2 + g_{ij} dx^i dx^j$$

(3.1)

with the indices $i, j$ taking values 1, 2, 3. For any fixed value of $r, t$, we get a three dimensional subspace spanned by $x^i$. We will take this subspace to be a homogeneous space, corresponding to one of the 9 types in the Bianchi classification.

As discussed in [2], for each of the 9 cases there are three invariant one forms, $\omega^i, i = 1, 2, 3$, which are invariant under all 3 isometries. A metric expressed in terms of these one-forms with $x^i$ independent coefficients will be automatically invariant under the isometries. For future reference we also note that these one-forms satisfy the relations

$$d\omega^i = \frac{1}{2} C^i_{jk} \omega^j \wedge \omega^k$$

(3.2)

where $C^i_{jk}$ are the structure constants of the group of isometries [2].

We take the metric to have one additional isometry which corresponds to scale invariance. An infinitesimal isometry of this type will shift the radial coordinate by $r \rightarrow r + \epsilon$. In addition we will take it to rescale the time direction with weight $\beta$, $t \rightarrow t e^{-\beta t}$, and assume that it acts on the spatial coordinates $x^i$ such that the invariant one forms, $\omega^i$ transform with weights $\beta_i$ under it, $\omega^i \rightarrow e^{-\beta_i} \omega^i$.

These properties fix the metric to be of the form

$$ds^2 = R^2 [dr^2 - e^{2\beta t} dt^2 + \eta_{ij} e^{(\beta_i + \beta_j) r} \omega^i \otimes \omega^j]$$

(3.3)

with $\eta_{ij}$ being a constant matrix which is independent of all coordinates.

In the previous section we saw that a situation where the usual translations were not preserved but the generalised translations were unbroken requires a vector (or possibly tensor) order parameter. A simple setting in gravity, which could lead to such a situation, is to consider an Abelian gauge field coupled to gravity. We will allow the gauge field to have a mass in the discussion below. Such a theory with a massive Abelian gauge field is already known to give rise to Lifshitz spacetimes [18],

---

5The dilatation generator could act more generally than this. A discussion of the more general case is left for the future.
Here we will find that it has in fact an even richer set of solutions, exhibiting many possible phases and patterns of symmetries, as parameters are varied.

The action of the system we consider is therefore

$$S = \int d^5x\sqrt{-g} \left\{ R + \Lambda - \frac{1}{4}F^2 - \frac{1}{4}m^2A^2 \right\}$$  \hspace{1cm} (3.4)$$

and has two parameters, $m^2, \Lambda$. We note that in our conventions $\Lambda > 0$ corresponds to AdS space.

The three isometries along the $x^i$ directions, time translation and scale invariance restrict the form for the gauge potential to be

$$A = A_t e^{\beta r} dt + A_i e^{\beta r} \omega^i$$ \hspace{1cm} (3.5)$$

where $A_t, A_i$ are constants independent of all coordinates.

### 3.1 A Simple Example Based on Type VII

To construct a simple and explicit example we now return to the case of Type $VII_0$ with which we began our discussion of generalised translational symmetry in §2. We will show here that a metric with this type of symmetry can arise as a solution to Einstein’s equations.

The one-forms which are invariant under the isometries for this case are given, see [2], page 112, by

$$\omega^1 = dx^1; \quad \omega^2 = \cos(x^1)dx^2 + \sin(x^1)dx^3; \quad \omega^3 = -\sin(x^1)dx^2 + \cos(x^1)dx^3.$$  \hspace{1cm} (3.6)$$

As discussed above we are assuming that the $x^i$ coordinates transform under the scaling isometry in such a way that the one-forms, $\omega^i$, transform with definite weights. It is clear from eq.(3.6) that the only way this can happen is if $x^1$ is invariant, and $(x^2, x^3) \rightarrow e^{-\beta}(x^2, x^3)$, under $r \rightarrow r + \epsilon$, so that $\omega^2, \omega^3$ have equal weights and transform as $(\omega^2, \omega^3) \rightarrow e^{-\beta}(\omega^2, \omega^3)$. To keep the discussion simple we also assume that the metric coefficients $\eta_{ij}$ which appear in eq.(3.3) are diagonal. After some rescaling this allows the metric to be written as

$$ds^2 = R^2[dr^2 - e^{2\beta r}dt^2 + (dx^1)^2 + e^{2\beta r}((\omega^2)^2 + \lambda^2(\omega^3)^2)]$$ \hspace{1cm} (3.7)$$

The only unknowns that remain in the metric are the two constants, $R, \lambda$ and the two scaling weights, $\beta_t$ and $\beta$.

Before proceeding let us comment on the physical significance of the parameter $R$. From eq.(3.4) we see that the coordinate distance in the $x^1$ direction needed to complete one full rotation in the $x^2 - x^3$ plane is $2\pi$. From eq.(3.7) it follows that the

---

6A possible $A_r dr$ term, where $A_r$ only depends on $r$ to be consistent with the symmetries, can always be gauged away.
physical distance along the \( x^1 \) direction that is needed is \( 2\pi R \). Thus \( R \) determines
the pitch of the helix.

We will see below that a metric of the type in eq.(3.7) arises as a solution for
the system, eq.(3.4), when the gauge field takes the form

\[
A = e^{\beta r} \left( \sqrt{\tilde{A}_2 \omega^2 + \sqrt{\tilde{A}_3 \omega^3}} \right) .
\]  (3.8)

Let us begin with the gauge field equation of motion

\[
d \ast_5 F = -\frac{1}{2} m^2 \ast_5 A .
\]  (3.9)

As discussed in Appendix B this gives rise to the conditions eq.(B.19), eq.(B.20)
(with the index \( i \) taking values 2, 3). For the metric eq.(3.7), eq.(B.19) is met.
From eq.(B.13), (B.17), (B.18) in Appendix B, and also from [2], page 112, we
have \( k^1 = 0, k^2 = k^3 = -1 \). Also comparing eq.(3.7) and eq.(B.3) we see that
\( \lambda_1 = \lambda_3 = 1, \lambda_3 = \lambda, \) and \( \beta_1 = 0, \beta_2 = \beta_3 = \beta \). If both \( \tilde{A}_2 \) and \( \tilde{A}_3 \) are non-vanishing
eq.(B.20) then gives

\[
\lambda^2 (m^2 - 2\beta (\beta + \beta_t)) + 2 = 0 \quad (3.10)
\]

\[
(m^2 - 2\beta (\beta + \beta_t)) + 2\lambda^2 = 0 . \quad (3.11)
\]

Assuming \( \lambda \neq 1 \) these conditions cannot both be met. Thus we are lead to conclude
that either \( \tilde{A}_2 \) or \( \tilde{A}_3 \) must vanish. We will set \( \tilde{A}_3 = 0 \) without loss of generality \(^7\), so
that the gauge field is given by

\[
A = \sqrt{\tilde{A}_2} e^{\beta r} \omega^2 .
\]  (3.12)

and the gauge field EOM gives

\[
\lambda^2 (m^2 - 2\beta (\beta + \beta_t)) + 2 = 0 . \quad (3.13)
\]

Note that the solution we are seeking has five parameters, \( R, \beta_t, \beta, \lambda \), which enter
in the metric and \( \tilde{A}_2 \), which determines the gauge field. These are all constants.

Next, turn to the Einstein equations

\[
R^\mu_\nu - \frac{1}{2} \delta^\mu_\nu R = T^\mu_\nu .
\]  (3.14)

with

\[
T^\mu_\nu = \frac{1}{2} F^\mu_\lambda F^\lambda_\nu + \frac{1}{4} m^2 A^\mu A_\nu + \frac{1}{2} \delta^\mu_\nu \left( \Lambda - \frac{1}{4} F^{\rho \sigma} F_{\rho \sigma} - \frac{1}{4} m^2 A^\rho A_\rho \right) .
\]  (3.15)

\(^7\)From eq.(3.7) and eq.(3.4) we see that when \( \lambda = 1 \) the symmetries in the \((x^1, x^2, x^3)\) directions
are enhanced to the usual translations and rotations.
Along the $tt$, $rr$, and $x^1x^1$ directions these give:

\[
\frac{2(1 + \tilde{A}_2)}{\lambda^2} + 2\lambda^2 + \tilde{A}_2(m^2 + 2\beta^2) + 24\beta^2 - 4(1 + \Lambda) = 0 \quad (3.16)
\]

\[
\frac{2(1 + \tilde{A}_2)}{\lambda^2} + 2\lambda^2 + \tilde{A}_2(m^2 - 2\beta^2) + 8\beta(\beta + 2\beta_t) - 4(1 + \Lambda) = 0 \quad (3.17)
\]

\[
\frac{2(1 + \tilde{A}_2)}{\lambda^2} + 2\lambda^2 - \tilde{A}_2(m^2 + 2\beta^2) - 8(3\beta^2 + 2\beta_t\beta + \beta_t^2) - 4(1 - \Lambda) = 0. \quad (3.18)
\]

The components along the $x^2, x^3$ directions lead to

\[
\frac{2(3 + \tilde{A}_2)}{\lambda^2} - 2\lambda^2 - \tilde{A}_2(m^2 + 2\beta^2) + 8(\beta^2 + \beta_t\beta + \beta_t^2) - 4(1 + \Lambda) = 0 \quad (3.19)
\]

\[
\frac{2(1 + \tilde{A}_2)}{\lambda^2} - 6\lambda^2 - \tilde{A}_2(m^2 + 2\beta^2) - 8(\beta^2 + \beta_t\beta + \beta_t^2) + 4(1 + \Lambda) = 0. \quad (3.20)
\]

In obtaining these equations we have set $R$, which appears as the overall scale in front of the metric eq.(3.7), to be unity. The equations can then be thought of as determining the dimensionful parameters $\Lambda, m^2, \tilde{A}_2$ in terms of $R$. Counting eq.(3.13) these are 6 equations in all. One can check that only 5 of these are independent. These 5 equations determine the 5 parameters ($\Lambda, \beta, \beta_t, \lambda, \tilde{A}_2$), which then completely determines the solution.

Solving, we get:

\[
m^2 = \frac{2(11 + 2\lambda^2 - 10\lambda^4 + 3\lambda^6)}{\lambda^2(5\lambda^2 - 11)} \quad (3.21)
\]

\[
\Lambda = \frac{1}{50} \left( 95\lambda^2 + \frac{25}{\lambda^2} - \frac{50}{\lambda^2 - 2} + \frac{144}{5\lambda^2 - 11} - 146 \right) \quad (3.22)
\]

\[
\beta = \sqrt{2} \sqrt{\frac{2 - 3\lambda^2 + \lambda^4}{5\lambda^2 - 11}} \quad (3.23)
\]

\[
\beta_t = \frac{\lambda^2 - 3}{\sqrt{2} (\lambda^2 - 2)} \sqrt{\frac{2 - 3\lambda^2 + \lambda^4}{5\lambda^2 - 11}} \quad (3.24)
\]

\[
\tilde{A}_2 = \frac{2}{2 - \lambda^2} - 2. \quad (3.25)
\]

The first of these equations can be thought of as determining $\lambda$ in terms of $m^2$, the second then as determining $\Lambda$ in terms of $m^2$, and so on, all in units where $R = 1$.

Requiring $\tilde{A}_2 > 0$ gives

\[
1 \leq \lambda < \sqrt{2}. \quad (3.26)
\]

Actually eq.(3.23) and eq.(3.24) only determine $\beta$ and $\beta_t$ up to an overall sign. We have chosen the sign so that in the range eq.(3.26) $\beta_t$ are positive, and the $g_{tt}$ component of the metric in particular vanishes at the horizon, $r \to -\infty$. Also we note that in this range, $m^2$ is a monotonic function of $\lambda$, and takes values in the range $-2 \leq m^2 < 1$, where $m^2(\lambda = 1) = -2$. 


3.1.1 Some Concluding Remarks

We end this section with some concluding remarks.

An important question which remains is about the stability of the solution we have found above. We leave this for future study except to note that in general, negative values of $m^2$ do not necessarily imply an instability, as is well known from the study of $AdS$ space, as long as the magnitude of $m^2$ is not very large.

It is also worth comparing our solution to the well known Lifshitz solution obtained from the same starting point eq.(3.4). This solution is discussed in Appendix C for completeness. We see that with a spatially oriented gauge field the Lifshitz solution can arise only if $m^2$ is positive, eq.(C.15). In the parametric range $1 > m^2 > 0$ both the Type $VII_0$ solution and the Lifshitz solution are allowed.

Finally, it is worth noting that like the Lifshitz case, the curvature invariants are finite in the solution found above the tidal forces experienced by a freely falling observer can diverge at the horizon. The curvature invariants for the solution take values

$$R_{\mu} = \frac{123}{25} + \frac{72}{275 - 125\lambda^2} + \frac{1}{\lambda^2 - 2} - \frac{5 + 39\lambda^4}{10\lambda^2}$$

$$R_{\mu\nu}R_{\mu\nu} = \frac{(\lambda^2 - 1)^2}{4\lambda^4(22 - 21\lambda^2 + 5\lambda^4)^2}(1452 - 1804\lambda^2 + 8229\lambda^4 - 14304\lambda^6 + 10114\lambda^8 - 3204\lambda^{10} + 381\lambda^{12})$$

$$R_{\mu\nu\rho\sigma}R_{\mu\nu\rho\sigma} = \frac{(\lambda^2 - 1)^2}{4\lambda^4(22 - 21\lambda^2 + 5\lambda^4)^2}(5324 - 6732\lambda^2 + 12063\lambda^4 - 19128\lambda^6 + 14126\lambda^8 - 4700\lambda^{10} + 583\lambda^{12})$$

and are indeed finite. To see that the tidal forces can diverge we note that a family of geodesics can be found for the metric eq.(3.7) where $x^1, x^2, x^3$ take any constant values and $(r, t)$ vary with a functional dependence on the proper time, $\tau$, given by $(r(\tau), t(\tau))$ that is independent of these constant values. Now take any two geodesics with the same $(r(\tau), t(\tau))$ which are separated along $x^2, x^3$. The proper distance separating them in the $x^2, x^3$ directions vanishes rapidly as the geodesics go to the horizon, $r \to -\infty$ leading to a diverging tidal force.

It is worth trying to find the small temperature deformation of the Type VII solution above. Such a deformation will probably allow us to control the effects of these diverging tidal forces.

4. Solutions of Other Bianchi Types

The discussion so far has mostly focused on examples of Bianchi Type VII. Solutions which lie in Bianchi Type I, e.g. Lifshitz solutions, are of course well known.\footnote{All three of the curvature scalar diverges at $\lambda = 0, \pm\sqrt{2}, \pm\sqrt{11}$, but these values lie outside the range of validity of the solution given by eq.(3.26).}
In this section we will give examples of some of the other Bianchi types. Our purpose in this section is not to give a very thorough or complete discussion of these other classes, but rather to illustrate how easy it is to obtain solutions of these other types as well.

As in the discussion in section §3 for Type VII we focus on solutions which have in addition the usual time translational invariance as well as the scaling symmetry involving a translation in the radial direction. The presence of the scaling symmetry will simplify the analysis. Also, such scaling solutions are often the attractor end points of more complete extremal black brane geometries. Accordingly we expect the scaling solutions we discuss to be more general than the specific systems we consider, and to arise in a wide variety of settings.

A remarkable feature is that so many different types of solutions can be obtained from relatively simple gravity + matter Lagrangians. Mostly, we will consider the system described in eq.(3.4) consisting of only one massive Abelian gauge field and gravity. Towards the end, to get a non-trivial Type IX case, we will consider two massive gauge fields.

Our analysis has two important limitations. We will not investigate the stability of these solutions. And we will not investigate whether the scaling solutions discussed in this section can be obtained as IR end points of more general geometries which are say asymptotically $AdS$. We leave these questions for the future. For the Type VII case discussed in the previous section, we will construct an example in §5 of a full extremal solution which asymptotes to $AdS$ space.

The discussion in this section is a bit brief since it shares many similarities with the Type VII case studied in section §3.

4.1 Type II

We begin by considering an example which lies in Type II. The system we consider is given by eq.(3.4). The symmetry group for Type II is the Heisenberg group. The generators in a convenient basis are given in Appendix A. The invariant one-forms are

$$\omega^1 = dx^2 - x^1 dx^3, \quad \omega^2 = dx^3, \quad \omega^3 = dx^1.$$  \hspace{1cm} (4.1)

We take the metric to be of the form eq.(3.3) and diagonal,

$$ds^2 = R^2[dr^2 - e^{2(\beta_2 + \beta_3)r} dt^2 + e^{2(\beta_2 + \beta_3)r}(\omega^1)^2 + e^{2\beta_3r}(\omega^2)^2 + e^{2\beta_3r}(\omega^3)^2].$$  \hspace{1cm} (4.2)

We take the massive gauge field to be along the time direction

$$A = \sqrt{A_{t}} e^{\beta_{r} r} dt.$$  \hspace{1cm} (4.3)

As in the discussion of section §3 we will find it convenient to set $R = 1$. The gauge field equation of motion is

$$m^2 - 4(\beta_2 + \beta_3) \beta_t = 0.$$  \hspace{1cm} (4.4)
The rr, tt, 11, 22, 33 components of the trace reversed Einstein equations\(^9\) are:

\[ 6(\beta_2^2 + \beta_2 \beta_3 + \beta_3^2) - (A_t - 3)\beta_t^2 - \Lambda = 0 \]  
\[ A_t(3m^2 + 4\beta_t^2) + 4(-3\beta_t(2\beta_2 + \beta_3) + \beta_t + \Lambda) = 0 \]  
\[ 3 + 12\beta_3(\beta_2 + \beta_3) + 6\beta_3\beta_t + A_t\beta_t^2 - 2\Lambda = 0 \]  
\[ 12(\beta_2 + \beta_3)^2 + 6(\beta_2 + \beta_3)\beta_t + A_t\beta_t^2 - 3 - 2\Lambda = 0 \]  
\[ 3 + 12\beta_2(\beta_2 + \beta_3) + 6\beta_2\beta_t + A_t\beta_t^2 - 2\Lambda = 0. \]

We have 6 parameters: \(m^2, \Lambda, \beta_t, \beta_2, \beta_3,\) and \(A_t.\) There are 5 independent equations, so we will express the 5 other parameters in terms of \(\beta_t.\)

The solution is given as,

\[ m^2 = \beta_t \left(-\beta_t + \sqrt{16 + \beta_t^2} \right), \quad \Lambda = \frac{1}{16} \left(72 + 19\beta_t^2 - 3\beta_t \sqrt{16 + \beta_t^2} \right), \]  
\[ A_t = \frac{19}{8} - \frac{3\sqrt{16 + \beta_t^2}}{8\beta_t}, \quad \beta_2 = \beta_3 = \frac{1}{8} \left(-\beta_t + \sqrt{16 + \beta_t^2} \right). \]

Note that \(A_t \geq 0, \beta_t > 0\) implies \(\beta_t \geq \frac{3}{\sqrt{22}}.\)

**4.2 Type VI, III and V**

Next we consider the three classes Type VI, III and V. Type VI is characterized by one parameter, \(h.\) The Killing vectors take the form, see Appendix A,

\[ \xi_1 = \partial_2, \xi_2 = \partial_3, \xi_3 = \partial_1 + x^2 \partial_2 + hx^3 \partial_3. \]

When \(h = 0\) we get Type III and when \(h = 1\) we get Type V. Thus these two classes can be thought of as limiting cases of Type VI.

Looking at the Killing vectors in eq. (4.13) we see that translations along the \(x^2, x^3\) directions are of the conventional kind, but a translation along \(x^1\) is accompanied by a rescaling along both \(x^2\) and \(x^3\) with weights unity and \(h\) respectively.

The invariant one-forms are

\[ \omega^1 = e^{-x^1} dx^2, \omega^2 = e^{-hx^1} dx^3, \omega^3 = dx^1. \]

We consider again the system of a massive Abelian gauge field, eq. (3.4). We take the metric to be

\[ ds^2 = R^2[dr^2 - e^{2\beta_t} dt^2 + (\omega^3)^2 + e^{2\beta_t}(\omega^1)^2 + e^{2\beta_t}(\omega^2)^2] \]  
\[ R_{\mu}^\nu = T_{\mu}^\nu - \frac{1}{d-1} \delta_{\mu}^\nu T, \quad T = T_{\mu\nu} g^{\mu\nu}. \)
and the gauge field to be
\[ A = \sqrt{A_t} e^{\beta t} \; dt. \] (4.16)
We also set \( R = 1 \) below.

The gauge field equation of motion is then
\[ m^2 - 2(\beta_1 + \beta_2)\beta_t = 0. \] (4.17)

The \( rr, tt, 11, 22, 33 \) component of the trace reversed Einstein equations are
\[ 3\beta_1^2 + 3\beta_2^2 - (A_t - 3)\beta_t^2 - \Lambda = 0 \] (4.18)
\[ \beta_t(\beta_1 + \beta_2 + \beta_t) - \frac{1}{12}(3A_t m^2 + 4A_t \beta_t^2 + 4\Lambda) = 0 \] (4.19)
\[ 6 + 6h + 6\beta_1(\beta_1 + \beta_2) + 6\beta_1\beta_t + A_t \beta_t^2 - 2\Lambda = 0 \] (4.20)
\[ 6h + 6\beta_2(\beta_1 + \beta_2) + 6\beta_2\beta_t + A_t \beta_t^2 - 2\Lambda = 0 \] (4.21)
\[ 6 + 6h^2 + A_t \beta_t^2 - 2\Lambda = 0. \] (4.22)

Whereas the \( r3 \) component of Einstein’s equation gives
\[ \beta_1 + h\beta_2 = 0. \] (4.23)

The resulting solution is conveniently expressed as follows:
\[ m^2 = 2(1 - h)^2(1 - \beta_2^2) \] (4.24)
\[ \Lambda = 4h + \frac{(1 - h)^2}{\beta_2^2} + 2(1 - h + h^2)\beta_2^2 \] (4.25)
\[ A_t = \frac{2(1 - h)^2 - 4(1 - h + h^2)\beta_2^2}{(1 - h)^2(1 - \beta_2^2)} \] (4.26)
\[ \beta_1 = -h\beta_2 \] (4.27)
\[ \beta_t = \frac{(1 - h)(1 - \beta_2^2)}{\beta_2}. \] (4.28)

Choosing the radial coordinate so that the horizon lies at \( r \to -\infty \), we get \( \beta_t > 0 \). If we require that \( \beta_1, \beta_2 \geq 0 \) also, and impose that \( A_t \geq 0 \), as is required for the solution to exist, we get the constraints:
\[ h \leq 0 \quad \text{and} \quad 0 < \beta_2 \leq \frac{1 - h}{\sqrt{2}\sqrt{1 - h + h^2}}. \] (4.29)

Having chosen a value of \( h \) which satisfies eq. (4.29) and thus a Bianchi Type VI symmetry, we can then pick a value of \( \beta_2 \) also meeting eq. (4.29). The rest of the equations can then be thought of as follows. Eq. (4.25) determines \( R \) in units of \( \Lambda \), eq. (4.24) then determines \( m^2 \) required to obtain this value of \( \beta_2 \) and the remaining equations determine the other parameters that enter in the solution.

Let us briefly comment on the limits which give Type V and Type III next.
4.2.1 Type V

To obtain this class we need to take the limit $h \to 1$. To obtain a well defined limit where $A_t$ does not blow up requires, eq.(4.26), that $\beta_2 \to 0$ keeping $\beta_t/(1-h)$ fixed.

It is easy to see that the solution can then be expressed as follows: $m^2 \to 0$, $\beta_1 = 0$ and

$$\Lambda = 4 + \beta_t^2 \quad \text{and} \quad A_t = 2 \frac{\beta_t^2 - 2}{\beta_t^2} \quad (4.30)$$

with the condition,

$$\beta_t^2 \geq 2. \quad (4.31)$$

After a change of coordinates $x^1 = \log(\rho)$ the metric becomes,

$$ds^2 = [dr^2 - e^{2\beta_t r} dt^2] + \left[ d\rho^2 + (dx^2)^2 + (dx^3)^2 \right]. \quad (4.32)$$

We see that this is simply $AdS_2 \times EAdS_3$, where $EAdS_3$ denotes the three-dimensional space of constant negative curvature obtained from the Euclidean continuation of $AdS_3$.

The resulting limit is in fact a one parameter family of solutions determined by the charge density. To see this note that one can think of the first equation in eq. (4.30) as determining $R$ in terms of $\Lambda$, and the second equation as determining $\beta_t$ in terms of $A_t$ which fixes the charge density. $R$ determines the radius of $EAdS_3$ and $\beta_t$ then determines the radius of $AdS_2$.

Also, in this example the symmetries of the spatial manifold are enhanced from those of Type V to the full $SO(3,1)$ symmetry group of $EAdS_3$.  

4.2.2 Type III

The limit $h \to 0$ is straightforward. One gets

$$m^2 = 2(1 - \beta_2^2) \quad (4.33)$$

$$\Lambda = \frac{1}{\beta_2^2} + 2\beta_2^2 \quad (4.34)$$

$$A_t = \frac{2 - 4\beta_2^2}{1 - \beta_2^2} \quad (4.35)$$

$$\beta_1 = 0 \quad (4.36)$$

$$\beta_t = \frac{1 - \beta_2^2}{\beta_2} \quad (4.37)$$

---

Footnote 10: One natural way in which such a solution can be obtained is as the near horizon geometry of an extremal black brane in asymptotic $AdS_5$ space with non-normalizable metric deformations turned on so that the boundary theory lives in $EAdS_3$ space. One expects that the near-horizon geometry can arise without such a metric non-normalizable deformation being turned on as well.
The metric is
\[ ds^2 = dr^2 - e^{2\beta_t} dt^2 + e^{2\beta_t} (dx^3)^2 + \frac{1}{\rho^2} (d\rho^2 + (dx^2)^2) \] (4.38)
where \( x^1 = \log(\rho) \). We see that \( \rho, \ x^2 \) span two dimensional \( EAdS_2 \) space.

4.3 Type IX and Type VIII

In the Type IX case the symmetry group is \( SO(3) \). The invariant one-forms are,
\[ \omega^1 = -\sin(x^3) dx^1 + \sin(x^1) \cos(x^3) dx^2 \] (4.39)
\[ \omega^2 = \cos(x^3) dx^1 + \sin(x^1) \sin(x^3) dx^2 \] (4.40)
\[ \omega^3 = \cos(x^1) dx^2 + dx^3. \] (4.41)

We consider a metric ansatz
\[ ds^2 = dr^2 - e^{2\beta_t} dt^2 + (\omega^1)^2 + (\omega^2)^2 + \lambda (\omega^3)^2. \] (4.42)
This corresponds to \( AdS_2 \times \text{Squashed } S^3 \). We take the system to have two gauge fields. One will be massless with only its time component turned on, and the other will have mass \( m^2 \) and an expectation value proportional to the one-form \( \omega^3 \):
\[ A_1 = \sqrt{A_t} e^{\beta_t} dt, \quad A_2 = \sqrt{A_s} \omega^3 = \sqrt{A_s}(\cos(x^1) dx^2 + dx^3). \] (4.43)

The equation of motion for the first gauge field is automatically satisfied, while the equation of motion for the second yields
\[ m^2 + 2\lambda = 0. \] (4.44)

The independent trace reversed Einstein equations are
\[ A_s + 2[(A_t - 3) \beta_t^2 + \Lambda] = 0 \] (4.45)
\[ 6 - 2A_s - A_t \beta_t^2 - 3\lambda + 2\Lambda = 0 \] (4.46)
\[ A_s - A_t \beta_t^2 - \frac{3}{2\lambda} A_s m^2 + 3\lambda + 2\Lambda = 0. \] (4.47)

Solving these four equations we express \( m^2, A_t, A_s, \Lambda \) in terms of \( \beta_t, \lambda \). The solution is
\[ m^2 = -2\lambda; \quad A_t = \frac{1 + 2\beta_t^2}{\beta_t^2}; \] (4.48)
\[ A_s = 1 - \lambda; \quad \Lambda = \frac{1}{2}(2\beta_t^2 + \lambda - 3). \] (4.49)

Then, \( A_s \geq 0, \ \Lambda > 0, \ \beta_t > 0 \) implies
\[ \lambda \leq 1; \quad \beta_t > \sqrt{\frac{3 - \lambda}{2}}. \] (4.50)
Finally, let us briefly also comment on the Type VIII case\textsuperscript{11}. Here the symmetry group is $SL(2, R)$. An example would be the case already considered in sec §4.2 in which case the spatial directions span $EAdS_3$ and the group of symmetries of the spatial manifold is enhanced to $SO(3, 1)$. However, we expect that more interesting examples, where the symmetry is only $SL(2, R)$ symmetry and not enhanced, can also easily be found. These would be the analogues of the squashed $S^3$ example for the Type IX case above.

5. An Extremal Brane Interpolating From Type VII to $AdS_5$

So far, our emphasis has been on finding solutions which have a scaling symmetry along with the generalised translational symmetries discussed above. One expects such scaling solutions to describe a dual field theory in the far infra-red and to arise as the near-horizon limit of non-scale invariant solutions in general. An interesting feature of the field theory, suggested by the geometric description, is that in the IR it effectively lives in a curved spacetime. For example, consider the scaling solution of Type VII type which was described in section §3.1. One expects, roughly, that the spacetime seen by the dual field theory is given by a hypersurface at constant $r = r_0$ with $r_0 \gg 1$. From eq.(3.7) we see that at $r = r_0$ this hypersurface is described by the metric,

\[ ds^2 = R^2 \left[ -e^{2\beta r_0} dt^2 + (dx^1)^2 + e^{2\beta r_0} \left( \omega^2 + \lambda^2 (\omega^3)^2 \right) \right]. \tag{5.1} \]

From eq. (3.10) we see that this is a non-trivial curved spacetime.

This observation raises a question: can the scaling solutions of non-trivial Bianchi type, arise in situations where the field theory in the ultraviolet is in flat spacetime? Or do they require the field theory in the UV to itself be in a curved background? The latter case would be much less interesting from the point of view of possible connections with condensed matter systems. In the gravity description when the scaling solution arises from the near-horizon limit of a geometry which is asymptotically $AdS$ or Lifshitz, this question takes the following form: is a normalizable deformation of the metric (or its analogue in the Lifshitz case) enough? Or does one necessarily have to turn on a non-normalizable metric deformation to obtain the scaling solution of non-trivial Bianchi type in the IR?

In this section we will examine this question for the Type VII solution discussed in section §3.1. We will find, after enlarging the matter content to include two gauge fields, that normalizable deformations for the metric suffice. More specifically,

\textsuperscript{11}In the Type IX case studied above the spatial directions span a squashed $S^3$ which is compact. In the Type VIII case the corresponding manifold is non-compact and is more likely to arise starting with an asymptotic geometry where the spatial directions are along $R^3$ with no non-normalizable metric perturbations.
in this example we will find solutions where the metric starts in the UV as being $AdS$ space with a normalizable metric perturbation being turned on and ends in the IR as a scaling Type VII solution. However, the gauge fields do have a non-normalizable mode turned on in the UV\(^{12}\). From the dual field theory point of view this corresponds to being in flat space but subjecting the system to a helically varying external current. In response, the gravity solution teaches us that the field theory flows to a fixed point in the infra-red with an “emergent” non-trivial metric of the Type VII kind.

The Type VII geometry breaks parity symmetry, as was discussed in section \(\S 3\). The Lagrangian for the example we consider preserves parity. In the solutions we find the parity violation is introduced by the non-normalizable deformations for the gauge fields, or in dual language, by the external current source.

In condensed matter physics there are often situations where the Hamiltonian itself breaks parity and the ground state of the system, in the absence of any external sources, has a helically varying order parameter. This happens for example in the cases discussed in [3], [4]. It will be interesting to examine how such situations might arise in gravitational systems as well. In 5 dimensions a Chern-Simons term can be written for a gauge field and we expect that with parity violation incorporated in this way gravity solutions showing similar behaviour can also be easily found. For a discussion of helical type instabilities along these lines see [9], [10], [11].

A similar analysis, asking whether a non-trivial asymptotic metric along the spatial directions is needed in the first place, should also be carried out for the other Bianchi classes. As a first pass one can work in the thin wall approximation and ask whether the solution in the IR with the required homogeneity symmetry can be matched to $AdS$ or a Lifshitz spacetime using a domain wall with a tension that meets reasonable energy conditions. We leave this for future work.

5.1 The System And The Essential Idea

We will consider a system consisting of gravity with a cosmological constant and two gauge fields $A_1, A_2$, with masses, $m_1, m_2$ described by the Lagrangian

\[
S = \int d^5 x \sqrt{-g} \left\{ R + \Lambda - \frac{1}{4} F_1^2 - \frac{1}{4} F_2^2 - \frac{1}{4} m_1^2 A_1^2 - \frac{1}{4} m_2^2 A_2^2 \right\}. \tag{5.2}
\]

We show that this system has a scaling solution of Type VII with parameters determined by $\Lambda, m_1^2, m_2^2$. This scaling solution will be the IR end of the full solution we will construct which interpolates between the Type VII solution and asymptotic $AdS_5$ space in the UV.

\(^{12}\)One of the gauge fields corresponds to a current which is a relevant operator in the IR and the other to an irrelevant operator. The current which breaks the symmetries of $AdS$ to those of Type VII is relevant in the IR.
The essential idea in constructing this full solution is as follows. It will turn out that the scaling solution, as one parameter is made small, becomes $^{13} \text{AdS}_2 \times \mathbb{R}^3$. We will call this parameter $\lambda$ below. Now it is well known that $\text{AdS}_2 \times \mathbb{R}^3$ arises as the near-horizon geometry of an extremal RN brane which asymptotes to $\text{AdS}_5$ space. This means the $\text{AdS}_2 \times \mathbb{R}^3$ solution has a perturbation$^{14}$ which grows in the UV and takes it to $\text{AdS}_5$ space. Since the Type VII solution we find is close to $\text{AdS}_2 \times \mathbb{R}^3$ when $\lambda$ is small, it is easy to identify the corresponding perturbation in this solution as well. Starting with the Type VII solution in the IR in the presence of this perturbation, we find, by numerically integrating the solution, that it asymptotes to $\text{AdS}_5$ in the UV as well with only a normalizable perturbation for the metric being turned on.

The Type VII solution, for small $\lambda$, is close to $\text{AdS}_2 \times \mathbb{R}^3$ in the following sense. At values of the radial coordinate which are not too big in magnitude the Type VII solution becomes approximately $\text{AdS}_2 \times \mathbb{R}^3$ with a small perturbation being turned on. This means that when one starts with the Type VII solution in the IR, with the perturbation that takes it to $\text{AdS}_5$ being now turned on, the solution first evolves to being close to $\text{AdS}_2 \times \mathbb{R}^3$ at moderate values of $r$ and then further evolves to $\text{AdS}_5$ in the UV.

Below we first describe the Type VII solution and the limit where it becomes $\text{AdS}_2 \times \mathbb{R}^3$. Then we describe the extreme RN geometry and its near horizon $\text{AdS}_2 \times \mathbb{R}^3$ limit and finally we identify the perturbation in the Type VII case and numerically integrate from the IR to UV showing that the geometry asymptotes to $\text{AdS}_5$.

### 5.2 Type VII Solutions

Let us take the metric to be of the form

$$\text{ds}^2 = R^2 \left\{ dr^2 - e^{2\beta r} dt^2 + (dx^1)^2 + e^{2\beta r} [(\omega^2)^2 + (\lambda + 1)(\omega^3)^2] \right\}. \tag{5.3}$$

This metric is the same as in eq.(3.7) and has the same symmetries. The only difference is that the parameter $\lambda$ has been redefined. With our new definition when $\lambda \rightarrow 0$ the metric becomes of Lifshitz type. This follows from noting that $(\omega^2)^2 + (\omega^3)^2 = (dx^2)^2 + (dx^3)^2$, eq.(3.6). In fact, once the equations of motion are imposed in this system, we will see that the $\lambda \rightarrow 0$ limit gives $\text{AdS}_2 \times \mathbb{R}^3$.

We take the gauge fields to have the form

$$A_2 = e^{\beta r} \sqrt{A_c} \omega^2 \tag{5.4}$$

$$A_1 = e^{\beta r} \sqrt{A_t} dt. \tag{5.5}$$

---

$^{13}$In the Type VII case the symmetries are generalised translations involving a combination of the usual translations and rotations along the spatial directions. In the $\text{AdS}_2 \times \mathbb{R}^3$ case these symmetries are enhanced to include both the usual translations and rotations along the spatial directions.

$^{14}$These perturbations are given in eq.(5.47) and eq.(5.48) in §5.3.
Note that the 6 variables, $R, \beta_t, \beta, \lambda, \tilde{A}_c, \tilde{A}_t$, are all constants and fully determine the solution. We will now solve the equations of motion to determine these constants in terms of the parameters $\Lambda, m_1^2, m_2^2$, which enter in the action eq.(5.2). As in the discussion of section §3 it will be convenient to work in units where $R = 1$.

The gauge field equations of motion then give

\begin{align*}
\sqrt{\tilde{A}_t} [4\beta \beta_t - m_1^2] &= 0 \quad (5.6) \\
\sqrt{\tilde{A}_c} \left[ 2\beta (\beta_t + \beta) - \frac{2}{1+\lambda} - m_2^2 \right] &= 0. \quad (5.7)
\end{align*}

The trace reversed Einstein equations with components along $tt, rr, x^1x^1$ directions give:

\begin{align*}
\frac{2\tilde{A}_c}{1+\lambda} + 2\tilde{A}_c \beta^2 + \tilde{A}_t(3m_1^2 + 4\beta_t^2) + 4 [\Lambda - 3\beta_t^2 - 6\beta_t \beta] &= 0 \quad (5.8) \\
\tilde{A}_c \frac{2(1+\lambda)}{\tilde{A}_t} - \tilde{A}_c \beta^2 + \beta_t^2 (\tilde{A}_t - 3) - 6\beta_t^2 + \Lambda &= 0 \quad (5.9) \\
\frac{3\lambda^2 + 2\tilde{A}_c}{1+\lambda} + \tilde{A}_t\beta_t^2 - \tilde{A}_c \beta^2 - 2\Lambda &= 0. \quad (5.10)
\end{align*}

While the components with indices along the $x^2, x^3$ directions lead to

\begin{align*}
\frac{6\lambda(2+\beta) - 2\tilde{A}_c}{1+\lambda} + 3m_2^2\tilde{A}_c + 4\beta(\tilde{A}_c\beta + 3\beta_t + 6\beta) + 2\tilde{A}_t\beta_t^2 - 4\Lambda &= 0 \quad (5.11) \\
\frac{3\lambda(2+\lambda) - 2\tilde{A}_c}{1+\lambda} + \tilde{A}_c \beta^2 - \tilde{A}_t\beta_t^2 - 6\beta_t\beta - 12\beta_t^2 + 2\Lambda &= 0. \quad (5.12)
\end{align*}

These are 7 equations in all, but one can check that only 6 of them are independent and these 6 independent equations determine the 6 parameters mentioned above. It turns out to be convenient to express the resulting solution as follows. Working in $R = 1$ units, we express the parameters in the Lagrangian, $\Lambda$ and $m_2^2$, along with the constants in the solution $\beta_t, \beta, \tilde{A}_t, \tilde{A}_c$, in terms of $m_1^2$ and $\lambda$. This gives:

\begin{align*}
m_2^2 &= -\frac{2}{1+\lambda} + \lambda(2 - \epsilon \lambda) \quad (5.13) \\
\Lambda &= \frac{2}{\epsilon} + 3\epsilon \lambda^2 + \lambda \left( -3 + \frac{\lambda}{1-\lambda^2} \right) \quad (5.14) \\
\tilde{A}_c &= \frac{2\lambda}{1-\lambda} \quad (5.15) \\
\tilde{A}_t &= \frac{4 + \lambda(-4 + \epsilon(5\lambda - 6))}{2(\lambda - 1)(\epsilon\lambda - 1)} \quad (5.16) \\
\beta_t &= \sqrt{\frac{2}{\epsilon}(1 - \epsilon \lambda)} \quad (5.17) \\
\beta &= \sqrt{\frac{\epsilon}{2} \lambda} \quad (5.18) 
\end{align*}
where we have introduced a new parameter \( \epsilon \) (not necessarily small) which is related to \( m_1^2 \) by
\[
m_1^2 = 4(1 - \epsilon \lambda)\lambda. \tag{5.19}
\]

Requiring \( \tilde{A}_t \geq 0, \tilde{A}_c \geq 0 \), and also requiring that \( \beta_t, \beta \) have the same sign, leads to the conditions \(^{15}\)
\[
0 < \lambda < 1, \quad 0 < \epsilon \leq \frac{4}{\lambda} \frac{(1 - \lambda)}{(6 - 5\lambda)}. \tag{5.20}
\]

We have chosen both \( \beta_t > 0, \beta \geq 0 \), so that the horizon lies at \( r \to -\infty \).

As in section §3, we leave the important question about the stability of these solutions for future work.

### 5.2.1 The Limit

Now consider the limit where \( \lambda = 0 \). In this limit, we get
\[
m_2^2 = -2 \quad m_1^2 = 0 \quad \tilde{A}_c = 0 \quad \beta = 0 \tag{5.21}
\]
\[
\Lambda = \frac{2}{\epsilon} \quad \tilde{A}_t = 2 \quad \beta_t = \sqrt{\frac{2}{\epsilon}}. \tag{5.22}
\]

It is easy to see that the resulting geometry is \( AdS_2 \times R^3 \). It is sourced entirely by the gauge field \( A_1 \) which becomes massless. The second gauge field vanishes, since \( \tilde{A}_c = 0 \).

Next consider a Type VII solution close to the limit \( \lambda \to 0, \) with \( \epsilon \) being held fixed and of order unity. In this limit,
\[
\beta_t = \beta_t^{(0)} - \sqrt{2\epsilon \lambda} \quad \text{where} \quad \beta_t^{(0)} = \sqrt{\frac{2}{\epsilon}} \tag{5.23}
\]
\[
\beta = \sqrt{\frac{2 \epsilon}{\lambda}} \tag{5.24}
\]
\[
\tilde{A}_t = 2 - \epsilon \lambda + \mathcal{O}(\lambda^2) \tag{5.25}
\]
\[
\tilde{A}_c = 2\lambda + \mathcal{O}(\lambda^2). \tag{5.26}
\]

Also we note that in this limit it follows from eq.(5.13), eq.(5.14), eq.(5.19) that
\[
m_2^2 = -2 + 4\lambda \tag{5.27}
\]
\[
\Lambda = \frac{2}{\epsilon} - 3\lambda \tag{5.28}
\]
\[
m_1^2 = 4\lambda \tag{5.29}
\]

up to \( \mathcal{O}(\lambda^2) \) corrections.

\(^{15}\)The equations allow for \( \beta_t, \beta \) to have opposite sign, this would correspond to a strange dispersion relation for fluctuations though and probably would be unstable.
Now consider an intermediate range for the radial variable where

\[ |r| \ll \frac{1}{\lambda}. \]  

(5.30)

In this intermediate region we can expand various components of the metric. E.g.,

\[ e^{2\beta r} \simeq 1 + 2\beta r \]  

(5.31)

e etc. This gives for the metric

\[
ds^2 = \left[ dr^2 - e^{2\sqrt{\Lambda}r}dt^2 + (dx^1)^2 + (dx^2)^2 + (dx^3)^2 \right] + \delta ds^2 \]

(5.32)

\[
A_1 = \sqrt{2}e^{\sqrt{\Lambda}r}dt + \delta A_1 \]

(5.33)

\[
A_2 = \delta A_2 \]  

(5.34)

where

\[
\delta ds^2 = (\lambda r) \left[ e^{2\sqrt{\Lambda}r}dt^2 + \sqrt{2}(dx^2)^2 + (dx^3)^2 \right] + \lambda(\omega^3)^2 \]  

(5.35)

\[
\delta A_1 = -\left[ \frac{\lambda r}{\sqrt{2}} + \frac{\lambda}{\sqrt{8}} \right] e^{\sqrt{\Lambda}r}dt \]  

(5.36)

\[
\delta A_2 = \sqrt{2}\lambda\omega^2. \]  

(5.37)

In obtaining these expressions we have used eq.(5.23) and eq.(5.28) to express \( \beta_t^{(0)} \) in terms of \( \Lambda \).

We see that when \( \lambda \ll 1 \) and eq.(5.30) is met the solution does reduce to \( AdS_2 \times R^3 \) with only \( A_1 \) being turned on. There are additional perturbations in the metric and gauge fields, given by eq.(5.35), eq.(5.36), eq.(5.37). These are small in this region.

### 5.3 Extremal RN Brane

In this subsection we turn off the gauge field \( A_2 \) and consider a system consisting of just gravity, with \( \Lambda \), and \( A_1 \), with no mass. It is well known that this system has an extremal Reissner Nordstrom black brane solution with metric

\[
ds^2 = -a(\tilde{r})dt^2 + \frac{1}{a(\tilde{r})}d\tilde{r}^2 + b(\tilde{r})[dx^2 + dy^2 + dz^2] \]

(5.38)

where

\[
a(\tilde{r}) = \frac{(\tilde{r} - \tilde{r}_h)^2(\tilde{r} + \tilde{r}_h)^2(\tilde{r}^2 + 2\tilde{r}_h^2)\Lambda}{12\tilde{r}^4} \quad \text{and} \quad b(\tilde{r}) = \tilde{r}^2 \]

(5.39)

and gauge field

\[
A = A_t dt \]

(5.40)

where

\[
A_t(\tilde{r}) = -\tilde{r}_h\sqrt{\frac{\Lambda}{2}} \left( \frac{\tilde{r}_h^2}{\tilde{r}^2} - 1 \right). \]

(5.41)
The parameter $\tilde{r}_h$ determines the location of the horizon and is determined by the charge density carried by the extremal brane.

Near the horizon, as $\tilde{r} \to \tilde{r}_h$, the geometry becomes of $AdS_2 \times R^3$ type. As discussed in Appendix D by changing variables

$$r = \int \frac{d\tilde{r}}{\sqrt{a(\tilde{r})}}$$

(5.42)

one can express the metric and gauge fields for $\tilde{r} \to \tilde{r}_h$ as

$$ds^2 = dr^2 - e^{2\sqrt{\lambda}r} \left( 1 - \frac{14}{3} e^{\sqrt{\lambda}r} \right) dt^2 + \left( 1 + 2e^{\sqrt{\lambda}r} \right) (dx^2 + dy^2 + dz^2)$$

(5.43)

$$A_t = \sqrt{2} e^{\sqrt{\lambda}r} \left( 1 - \frac{8}{3} e^{\sqrt{\lambda}r} + \cdots \right) dt.$$  

(5.44)

It is useful to write these expressions as the leading terms

$$ds^2 = dr^2 - e^{2\sqrt{\lambda}r} dt^2 + (dx^1)^2 + (dx^2)^2 + (dx^3)^2$$

(5.45)

$$A_{1t} = \sqrt{2} e^{\sqrt{\lambda}r},$$

(5.46)

which correspond to $AdS_2 \times R^3$ sourced by a gauge field in the time-like direction, and corrections,

$$\delta ds^2 = \frac{14}{3} e^{3\sqrt{\lambda}r} dt^2 + 2e^{\sqrt{\lambda}r} ((dx^1)^2 + (dx^2)^2 + (dx^3)^2)$$

(5.47)

$$\delta A_{1t} = -\frac{8}{3} \sqrt{2} e^{2\sqrt{\lambda}r}.$$  

(5.48)

We see that the perturbations are small if

$$e^{\sqrt{\lambda}r} \ll 1,$$

(5.49)

which is the condition for being close enough to the horizon of the extremal brane. Note that this condition requires that $r$ be negative.

5.4 The Perturbation in Type VII

We can now identify the perturbation in Type VII, with small $\lambda$, which becomes eq. (5.47), eq. (5.48) in the $\lambda \to 0$ limit. We write

$$ds^2 = dr^2 - f(r) dt^2 + g(r)(dx^1)^2 + h(r)(\omega^2)^2 + j(r)(\omega^3)^2$$

(5.50)

$$A_1 = A_{1t}(r) dt$$

(5.51)

$$A_2 = A_2(r) \omega^2,$$

(5.52)
with
\begin{align*}
f(r) &= e^{2\beta r}(1 + \tilde{\epsilon} f_c e^{\nu r}) \quad (5.53) \\
g(r) &= 1 + \tilde{\epsilon} g_c e^{\nu r} \quad (5.54) \\
h(r) &= e^{2\beta r}(1 + \tilde{\epsilon} h_c e^{\nu r}) \quad (5.55) \\
j(r) &= e^{2\beta r}(\lambda + 1)(1 + \tilde{\epsilon} j_c e^{\nu r}) \quad (5.56) \\
A_{1t}(r) &= \sqrt{\tilde{A}_t e^{\beta r}(1 + \tilde{\epsilon} A_{1t} e^{\nu r})} \quad (5.57) \\
A_2(r) &= \sqrt{\tilde{A}_c e^{\beta r}(1 + \tilde{\epsilon} A_{2c} e^{\nu r})}. \quad (5.58)
\end{align*}

The parameters $\beta_t, \beta, A_{1c}, A_{2c}$ take values given in eq.(5.23), eq.(5.24), eq.(5.25), eq.(5.26), and $\tilde{\epsilon}$ is the small parameter which keeps the perturbation small.

It is easy to see that there is a solution to the resulting coupled linearized equations in which
\[ \nu = \sqrt{\frac{2}{\epsilon}} \left( 1 - \lambda \frac{20}{9} \epsilon \right). \quad (5.59) \]

By shifting $r$ we can always rescale $f_c$. For comparing with eq.(5.47), eq.(5.48) we take
\[ \tilde{\epsilon} f_c = -\frac{14}{3}. \quad (5.60) \]

The other parameters then take the values
\begin{align*}
\tilde{\epsilon} g_c &= 2 \left( 1 + \lambda \frac{\epsilon}{378}(167 + 54\epsilon) \right) \quad (5.61) \\
\tilde{\epsilon} h_c &= 2 \left( 1 + \lambda \frac{\epsilon(548 - \epsilon(89 + 81\epsilon))}{756(\epsilon - 1)} \right) \quad (5.62) \\
\tilde{\epsilon} j_c &= 2 \left( 1 + \lambda \frac{\epsilon(170 - \epsilon(467 + 81\epsilon))}{756(\epsilon - 1)} \right) \quad (5.63) \\
\tilde{\epsilon} A_{1c} &= -\frac{8}{3} \left( 1 + \lambda \frac{(32 - 27\epsilon)\epsilon}{2016} \right) \quad (5.64) \\
\tilde{\epsilon} A_{2c} &= -\frac{1}{2} \epsilon + O(\lambda). \quad (5.65)
\end{align*}

Note the $O(\lambda)$ correction to $A_{2c}$ will contribute at higher order since $\tilde{A}_c$ is of order $\lambda$.

It is easy to see that as $\lambda \to 0$ this perturbation becomes exactly the one given in eq.(5.47), eq.(5.48).

### 5.5 The Interpolation

We are finally ready to consider what happens if we start with the Type VII solution we have found in section §5.2 but now with the perturbation identified in the previous section being turned on. We work with the cases where $\lambda \ll 1$. 
Since $\nu > 0$ we see that as $r \to -\infty$ the effects of the perturbation becomes very small and the solutions becomes the Type VII solution discussed in section 5.2.

In the region where $r$ is negative and both conditions eq.(5.30) and eq.(5.49) are met we see that the resulting solution can be thought of as being approximately $\text{AdS}_2 \times R^3$ with only $A_1$ being turned on along the time direction. There are corrections to this approximate solution given by the sum of the perturbations in eq.(5.35), eq.(5.36), eq.(5.37) and eq.(5.47), eq.(5.48).

To numerically integrate we will start in this region and then go further out to larger values of $r$. We take the metric and gauge fields to be given by eq.(5.50), eq.(5.51), eq.(5.52).

We are interested in a solution which asymptotes to $\text{AdS}_5$. It is best to work with values of $\epsilon$ for which $m_2^2$ lies above the $\text{AdS}_5$ BF bound. This condition gives $m_2^2/\Lambda > -\frac{1}{6}$. Working with the leading order terms in eq.(5.27), eq.(5.28) this condition is met if

$$\epsilon < \frac{1}{6}. \quad (5.66)$$

In the figures which are included below we have taken $\epsilon = \frac{1}{7}$. In addition, we take $\lambda = 10^{-2}$. And we start the numerical integration at $r = -3$, which meets the conditions eq.(5.30), eq.(5.49). Varying these parameters, within a range of values, does not change our results in any essential way.

The reader will see from Fig.1, 2, 3, 4, that the metric coefficients $f(r), g(r), h(r), j(r)$ become exponential in $r$ as $r \to \infty$. We have fitted the slope and find agreement with the behavior in $\text{AdS}$ space with cosmological constant given in eq.(5.28).

Notice that when $\lambda$ is small and positive the gauge field $A_1$ has a small and positive $m_2^2$, eq.(5.29). In asymptotic $\text{AdS}_5$ space such a gauge field has two solutions
behaving like

$$A_1 \sim e^{r \left( -\sqrt{\frac{1}{12} \pm \sqrt{\frac{1}{12} + \frac{m^2}{2}}} \right)}.$$  \hspace{1cm} (5.67)

In particular one branch grows exponentially as $r \to \infty$. It is easy to see that this behavior agrees with the Fig. 5 at large $r$. The small value of $m_1^2$ means one has to go out to relatively large values of $r$ to see this behavior. In contrast, since $A_2$ has negative $m^2$ both the solutions asymptotically die out, which agrees with Fig. 6.

One comment is worth making here. The reader might wonder why the asymptotically growing $A_1$ gauge field does not back react and lead to a departure from $AdS_5$ space. The reason is that $m_1^2$ is very slightly positive, i.e., $m_1^2/\Lambda \ll 1$, and as a result the stress energy due to this field is still subdominant compared to the
cosmological term at large $r$.

In summary, the numerical integration shows that the resulting geometry is asymptotically $AdS_5$ with small corrections which correspond to normalizable perturbations being turned on. The gauge fields in contrast have both their normalizable and non-normalizable modes turned on. This is clear in the $A_1$ case which grows exponentially, but it is also true for $A_2$ which has negative $m^2$ so that both modes for it die away asymptotically.

We have thus established that the Type VII geometry discussed in section §5.2 can arise starting from a flat boundary metric with non-normalizable gauge field deformations turned on.
6. Generalised Translations Involving Time and Closed Time-Like Curves

So far, we have been discussing examples where the usual time translation symmetry is preserved and the generalised translations only involve the spatial directions. However, one can also have situations where the generalised translations involve the time direction in a non-trivial manner. For example, a case of Type $V II_0$ type can arise when a translation in the time direction is accompanied by a rotation in a spatial two-plane. This could happen if there is a vector order parameter which is time dependent and rotates in the spatial two-plane as time advances. The time dependent order parameter might arise as a response to a suitable periodic time dependent external source.

We should note that a situation where time gets non-trivially involved in the generalised translations does not necessarily require the spacetime to be time dependent. For example it could have been that one has the standard translational symmetry along time and all the spatial directions except for one, $x^1$, and in the $x^1$ direction the translation is accompanied by a boost in the $t,x^2$ plane. In this case the metric would depend on $x^1$ but not $t$, just as in the case of Type VII discussed in section §3.1, the metric depended on $x^1$ but not $x^2,x^3$. Another example will be presented below where this point will also become clear.

Here, as in the discussion earlier, we will be interested in geometries which have scale invariance, along with the generalised translational symmetries mentioned above. Such gravitational solutions, from the point of view of possible connections with condensed matter physics, could describe dynamical critical phenomenon which arise when a system is subjected to time varying external forces.
In general, in the 9 Bianchi classes, the three generators of the symmetry algebra are inequivalent. Once we allow for the generalised translations to also involve time one typically finds that each Bianchi class gives rise to more than one physically distinct possibility depending on the role time translations play in the symmetry algebra.

We have not systematically examined which of the many resulting cases arising in this way can be realized by coupling reasonable kinds of matter fields to gravity, or even examined systematically which of these cases are allowed by the various energy conditions. These conditions could well impose fairly stringent restrictions in these cases where time is more non-trivially involved.

A few simple examples which we have constructed already illustrate some novel aspects which arise in such situations and we will limit ourselves to commenting on them here. In particular we will discuss below one example in which the resulting space-time may be physically unacceptable since it involves closed time-like curves. This example illustrates the need to proceed with extra caution in dealing with situations where the generalised translations also involve time.

The case we have in mind is most simply discussed in 4 total spacetime dimensions and is based on the Bianchi Type II algebra, which involves translations of a generalised sort along \( t, x^1, x^2 \), generated by Killing vectors
\[
\xi_1 = \partial_t, \quad \xi_2 = \partial_1, \quad \xi_3 = \partial_2 + x^1 \partial_t.
\]
(6.1)
The invariant one-forms are given by (see Appendix A)
\[
\omega^1 = dt - x^2 dx^1; \quad \omega^2 = dx^1; \quad \omega^3 = dx^2.
\]
(6.2)
We assume the full metric to be also invariant under a translation in \( r \) accompanied by a rescaling of \( t, x^1, x^2 \). Also we will take the metric to be diagonal in the basis of the invariant one-forms given above which gives
\[
ds^2 = R^2 \left[ dr^2 - e^{2 \beta_1 r} (dt - x^2 dx^1)^2 + e^{\beta_1 r} ((dx^1)^2 + (dx^2)^2) \right].
\]
(6.3)
The gauge field is taken to be along the invariant one-form \( \omega^1 \) given in eq.(6.2) and of the form
\[
A = \sqrt{A_1} e^{\beta_1 r} \omega^1.
\]
(6.4)
The gauge field equation of motion for this system gives
\[
m^2 - 2(1 + \beta_1^2) = 0.
\]
(6.5)
The trace reversed Einstein equations along \( r, t, x^1 \) respectively are
\[
A_1 - 6 \beta_1^2 + A_1 \beta_1^2 + 2\Lambda = 0
\]
(6.6)
\[
-2 + A_1 + A_1 m^2 - 8 \beta_1^2 + A_1 \beta_1^2 + 2\Lambda = 0
\]
(6.7)
\[
2 - A_1 - 4 \beta_1^2 - A_1 \beta_1^2 + 2\Lambda = 0.
\]
(6.8)
\[\text{Note that this metric is not time dependent, also note that for simplicity we are assuming that both spatial coordinates } x^1 \text{ and } x^2 \text{ scale similarly, but in general that is not required.}\]
The Einstein equation along $x^2$ gives the same equation as along $x^1$.

It can be easily verified that the solution to these equations is

$$m^2 = 2(1 + \beta_1^2) \quad \Lambda = \frac{1}{2}(5\beta_1^2 - 1) \quad A_1 = 1.$$  \hfill (6.9)

So we see that reasonable matter in the form of a massive Abelian gauge field, in the presence of a cosmological constant, can give rise to a geometry of Type II where time enters in a non-trivial way in the generalised translations.

However, as we will now see, this metric has closed time-like curves. This is a cause for physical concern, although similar solutions were investigated in [29] and suggestions about how CTCs may sometimes be acceptable features in such solutions were described there.

With a redefinition of the form,

$$t - \frac{x_1 x_2}{2} \rightarrow t \quad ; \quad x_1 \rightarrow \rho \sin \theta \quad ; \quad x_2 \rightarrow \rho \cos \theta$$  \hfill (6.10)

the metric becomes

$$ds^2 = dr^2 - e^{2\beta_1 r} dt^2 + e^{\beta_1 r} d\rho^2 + e^{\beta_1 r} \rho^2 \left(1 - \frac{\rho^2}{4} e^{\beta_1 r}\right) d\theta^2 + \rho^2 e^{2\beta_1 r} d\theta dt.$$  \hfill (6.11)

Here the coordinate $\theta$ is periodic with period $2\pi$. Now notice that for $\left(1 - \frac{\rho^2}{4} e^{\beta_1 r}\right) < 0$, $\theta$ becomes time-like and the closed curve, $\theta = [0, 2\pi]$, becomes a closed time-like curve $^{17}$.

7. Discussion

In this paper, we argued that black branes need not be translationally invariant along the spatial directions in which they extend, and could instead have the less restrictive property of homogeneity. We showed that such black brane solutions in 4+1 dimensions are classified by the Bianchi classification and fall into 9 classes. We mostly considered extremal black branes and focused on their near-horizon attractor region, which we took to be of scale invariant type. We found that such scale invariant solutions, realizing many of the non-trivial Bianchi classes, can arise in relatively simple gravitational systems with a negative cosmological constant and one or two massive Abelian gauge fields as matter. From the point of view of the holographically dual field theory, and of possible connections with condensed matter physics, these solutions correspond to new phases of matter which can arise when translational invariance is broken$^{18}$.

$^{17}$This observation was made by R. Loganayagam. We thank him for some very helpful conversations.

$^{18}$Massive gauge fields in the bulk correspond to currents in the boundary theory which are not conserved. One expects that similar solutions should also arise when the symmetry is spontaneously broken in the bulk, corresponding to a superfluid in the boundary. It will be interesting to check if superfluids found in nature exhibit all of the phases we have found.
It is clear that this paper has merely scratched the surface in exploring these new homogeneous brane solutions, and much more needs to be done to understand them better. Some directions for future work are as follows:

- One would like to analyze the stability properties of the near-horizon solutions we have found in more detail. In the examples we constructed, sometimes solutions in two different classes are allowed for the same range of parameters. For example, with one gauge field, both Lifshitz and Type VII can arise for the same mass range. In such cases especially one would like to know if both solutions are stable or if one of them has an instability.

- It seems reasonable to suggest that the scaling solutions we have obtained arise as the near-horizon limits of extremal black brane solutions. For the case of Type VII we showed that this was indeed true by obtaining a full extremal black brane solution which asymptotes to AdS space at large distance. It would be worthwhile to check if this is true for the other classes as well 19.

- One would like to find the small temperature deformation of these solutions. This can be done working in the near-horizon limit itself. This is important in characterizing the thermodynamics of these systems better, and also in establishing that the solutions are the end points of non-extremal solutions. It is known that while curvature invariants are finite in the Lifshitz solutions, tidal forces do blow up (for a recent discussion of the nature of Lifshitz singularities, see e.g. [30]). We saw that this was also true in the Type VII case investigated in §3.1.1, and expect it to be true in many solutions in the other Bianchi classes as well. It would be worth investigating this issue further. If a finite temperature deformation exists, it would probably allow us to control the effects due to these large tidal forces.

- One should understand these solutions more deeply from the point of view of the attractor mechanism. The solutions are tightly constrained by symmetries, since they have the generalised translational invariances and scaling invariance (this involves a translation along the radial direction). These symmetries are enough to determine the solution completely up to a few constants, e.g. $R, \beta_1, \beta_i, A_t$ in eq.(3.3), eq.(3.5). It should be straightforward to formulate an entropy function for any given Bianchi class which can be extremised to obtain these constants, thereby determining the full solution from purely algebraic considerations 20. It would also be interesting to ask when a given scaling solution is an attractor in terms of varying the asymptotic data and studying how the solution changes, and to understand how to encode the attractor behavior (or lack thereof) in terms of suitable near-horizon data. We hope to report on this development soon.

---

19 In particular it is worth checking whether the asymptotic geometry along the spatial directions can be taken to be flat space for the other classes as well, as happens in the Type VII example we have constructed. We expect this to be true in several cases, for suitable matter content.

20 We are thankful to Ashoke Sen for very helpful discussions in this regard.
• Going beyond solutions with scaling symmetry, one would like to incorporate the possibility that the near-horizon geometry does not have a scaling isometry, but instead has a conformal Killing vector corresponding to a shift of the radial direction and a rescaling of the other directions. Such metrics have been analyzed in [31], [32], [33], [34], [35], [36], [37] and shown to lead to interesting behaviours.

• It is quite amazing to us that even the relatively simple matter systems we have explored here, consisting of just a couple of massive gauge fields, can yield such a large diversity of solutions. It would be fascinating to explore within a simple system of this type, which of the solutions are related to each other by RG flow.

• Naturally, one would like to know whether the kinds of simple gravitational systems we have analyzed here (with their required values of parameters) can arise in string theory\textsuperscript{21}. To be even more ambitious, one would ultimately like to ask about all of the phases that can be realized in gravitational systems which admit a consistent UV completion. The homogeneous phases we have investigated here are many more than were previously considered, but one suspects that even they are only a tiny subset of all possibilities!

Clearly, in gravity, as in condensed matter physics, more is different and there is much left to be done.

\textsuperscript{21} Some brane solutions of supergravity theories with instabilities which break translational invariance have been identified in the literature [10], [11]. It would also be interesting to ask whether the attractor solutions we have found describe the end points for these instabilities.
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A. Three Dimensional Homogeneous spaces

A three dimensional homogeneous space has three linearly independent Killing vector fields, $\xi_i$, $i = 1, 2, 3$. The infinitesimal transformations generated by these Killing vectors take any point in the space to any other point in its immediate vicinity. The Killing vectors satisfy a three dimensional real algebra with commutation relations

$$[\xi_i, \xi_j] = C_{ij}^k \xi_k. \quad (A.1)$$

As discussed in [1, 2], there are 9 different such algebras, up to basis redefinitions, and thus 9 different classes of such homogeneous spaces. This classification is called the Bianchi classification and the 9 classes are the 9 Bianchi classes.

Also, as is discussed in [1, 2], in each case there are three linearly independent invariant vector fields, $X_i$, which commute with the three Killing vectors

$$[\xi_i, X_j] = 0. \quad (A.2)$$

The $X_i$’s in turn satisfy the algebra

$$[X_i, X_j] = -C_{ij}^k X_k. \quad (A.3)$$

There are also three one-forms, $\omega^i$, which are dual to the invariant vectors $X_i$. The Lie derivatives of these one-forms along the $\xi_i$ directions also vanish making them invariant along the $\xi_i$ directions as well. The $\omega^i$’s satisfy the relations

$$d\omega^i = \frac{1}{2} C_{jk}^i \omega^j \wedge \omega^k. \quad (A.4)$$

Below we give a list which contains the structure constants for the 9 Bianchi algebras, in a particular basis of generators. For all the classes that arise in this paper we also give the Killing vector fields, invariant one-forms and invariant vector fields, in a particular coordinate basis. See [2] for more details.

- **Type I**: $C_{ijk}^i = 0$

  $$\xi_i = X_i = \partial_i, \quad \omega^i = dx^i, \quad d\omega^i = 0 \quad (A.5)$$

- **Type II**: $C_{ijk}^{12} = -C_{ijk}^{13} = 1$ and rest $C_{ijk}^i = 0$

  $$\begin{align*}
  \xi_1 &= \partial_2, \quad X_1 = \partial_2, \quad \omega^1 = dx^2 - x^1 dx^3, \quad d\omega^1 = \omega^2 \wedge \omega^3 \\
  \xi_2 &= \partial_3, \quad X_2 = x^1 \partial_2 + \partial_3, \quad \omega^2 = dx^3, \quad d\omega^2 = 0 \\
  \xi_3 &= \partial_1 + x^3 \partial_2, \quad X_3 = \partial_1, \quad \omega^3 = dx^1, \quad d\omega^3 = 0
  \end{align*}$$

- **Type III**: $C_{ijk}^{13} = -C_{ijk}^{31} = 1$ and rest $C_{ijk}^i = 0$

  $$\begin{align*}
  \xi_1 &= \partial_2, \quad X_1 = e^{x^1} \partial_2, \quad \omega^1 = e^{-x^1} dx^2, \quad d\omega^1 = \omega^1 \wedge \omega^3 \\
  \xi_2 &= \partial_3, \quad X_2 = \partial_3, \quad \omega^2 = dx^3, \quad d\omega^2 = 0 \\
  \xi_3 &= \partial_1 + x^2 \partial_2, \quad X_3 = \partial_1, \quad \omega^3 = dx^1, \quad d\omega^3 = 0
  \end{align*}$$
• **Type V**: $C^i_{13} = -C^i_{31} = 1$, $C^i_{23} = -C^i_{32} = 1$ and rest $C^i_{j,k} = 0$
  
  $\xi_1 = \partial_2$
  $X_1 = e^{x^1} \partial_2$
  $\omega^1 = e^{-x^1} dx^2$
  $d\omega^1 = \omega^1 \wedge \omega^3$

  $\xi_2 = \partial_3$
  $X_2 = e^{x^1} \partial_3$
  $\omega^2 = e^{-x^1} dx^3$
  $d\omega^2 = \omega^2 \wedge \omega^3$

  $\xi_3 = \partial_1 + x^2 \partial_2 + x^3 \partial_3$
  $X_3 = \partial_1$
  $\omega^3 = dx^1$
  $d\omega^3 = 0$

• **Type VI**: $C^i_{13} = -C^i_{31} = 1$, $C^i_{23} = -C^i_{32} = h$ with $(h \neq 0, 1)$ and rest $C^i_{j,k} = 0$

  $\xi_1 = \partial_2$
  $X_1 = e^{x^1} \partial_2$
  $\omega^1 = e^{-x^1} dx^2$
  $d\omega^1 = \omega^1 \wedge \omega^3$

  $\xi_2 = \partial_3$
  $X_2 = e^{hx^1} \partial_3$
  $\omega^2 = e^{-hx^1} dx^3$
  $d\omega^2 = h \omega^2 \wedge \omega^3$

  $\xi_3 = \partial_1 + x^2 \partial_2 + hx^3 \partial_3$
  $X_3 = \partial_1$
  $\omega^3 = dx^1$
  $d\omega^3 = 0$

• **Type VII**. $C^i_{23} = -C^i_{32} = -1$, $C^i_{13} = -C^i_{31} = 1$ and rest $C^i_{j,k} = 0$.

  $\xi_1 = \partial_2$
  $X_1 = \cos(x^1) \partial_2 + \sin(x^1) \partial_3$

  $\xi_2 = \partial_3$
  $X_2 = -\sin(x^1) \partial_2 + \cos(x^1) \partial_3$

  $\xi_3 = \partial_1 - x^3 \partial_2 + x^2 \partial_3$
  $X_3 = \partial_1$

And also,

$\omega^1 = \cos(x^1) dx^2 + \sin(x^1) dx^3$
$\omega^2 = -\sin(x^1) dx^2 + \cos(x^1) dx^3$
$\omega^3 = dx^1$
$\omega^1 \wedge \omega^3 = \omega^2 \wedge \omega^3$
$\omega^2 \wedge \omega^3 = \omega^1 \wedge \omega^3$
$\omega^3 = 0$

• **Type IX**: $C^i_{23} = -C^i_{32} = 1$, $C^i_{31} = -C^i_{13} = 1$, $C^i_{12} = -C^i_{21} = 1$ and rest are zero.

  $\xi_1 = \partial_2$

  $\xi_2 = \cos(x^2) \partial_1 - \cot(x^1) \sin(x^2) \partial_2 + \frac{\sin(x^2)}{\sin(x^1)} \partial_3$

  $\xi_3 = -\sin(x^2) \partial_1 - \cot(x^1) \cos(x^2) \partial_2 + \frac{\cos(x^2)}{\sin(x^1)} \partial_3$

With

$X_1 = -\sin(x^3) \partial_1 + \frac{\cos(x^3)}{\sin(x^1)} \partial_2 - \cot(x^1) \cos(x^3) \partial_3$
$X_2 = \cos(x^3) \partial_1 + \frac{\sin(x^3)}{\sin(x^1)} \partial_2 - \cot(x^1) \sin(x^3) \partial_3$
$X_3 = \partial_3$

And also,

$\omega^1 = -\sin(x^3) dx^1 + \sin(x^1) \cos(x^3) dx^2$
$\omega^2 = \cos(x^3) dx^1 + \sin(x^1) \sin(x^3) dx^2$
$\omega^3 = \cos(x^1) dx^2 + dx^3$

For Types IV and VIII we give the structure constants only. For more explicit data on these Types, see [2]

• **Type IV**: $C^i_{13} = -C^i_{31} = 1$, $C^i_{23} = -C^i_{32} = 1$, $C^i_{23} = -C^i_{32} = 1$ and rest $C^i_{j,k} = 0$
• Type VII\textsubscript{h} \((0 < h^2 < 4)\): \(C_{13}^2 = -C_{31}^2 = 1, C_{23}^1 = -C_{32}^1 = -1, C_{23}^2 = -C_{32}^2 = h\) and rest \(C_{j,k}^i = 0\)

• Type VIII: \(C_{13}^1 = -C_{31}^1 = -1, C_{23}^2 = -C_{32}^2 = 1, C_{12}^3 = -C_{21}^3 = 1\) and rest \(C_{i,j,k}^i = 0\)

**B. Gauge Field Equation of Motion**

In this appendix we will consider a system with action eq.(3.4) and metric of form

\[ds^2 = dr^2 - e^{2\beta r} dt^2 + \eta_{ij}(r)\omega^i \omega^j\]  \hspace{1cm} (B.1)

and derive the equation of motion for the gauge field. In eq.(B.1) \(\omega^i, i = 1, 2, 3\), are the three invariant one-forms along the spatial directions in which the brane extends.

To preserve the generalised translation symmetries along the spatial directions the gauge potential must take the form

\[A = \sum_i f_i(r)\omega^i + A_t(r)dt.\]  \hspace{1cm} (B.2)

Eventually, we will take \(\eta_{ij}\) to be diagonal

\[\eta_{ij} = (\lambda_1^2 e^{2\beta_1 r}, \lambda_2^2 e^{2\beta_2 r}, \lambda_3^2 e^{2\beta_3 r})\]  \hspace{1cm} (B.3)

and the functions appearing in the gauge field to be of the form

\[f_i(r) = \tilde{A}_i e^{\beta_i r}, \quad A_t(r) = A_t e^{\beta_t r}.\]  \hspace{1cm} (B.4)

where \(\lambda_i, \beta_i, \beta_t, \tilde{A}_i, A_t\) are all constants independent of all coordinates. For now though, we keep them to be general and proceed.

The gauge field equation of motion is

\[d \ast F = -\frac{1}{2} m^2 \ast A.\]  \hspace{1cm} (B.5)

Only two cases are relevant for the discussion above. Either the gauge field has components only along the spatial directions or only along time. We discuss them in turn below.

**B.1 Gauge Field With Components Along Spatial Directions**

Using \(d\omega^i = \frac{1}{2} C_{jk}^i \omega^j \wedge \omega^k\), we get the field strength to be\(^{22}\)

\[F = dA = f_i'(r)dr \wedge \omega^i + \frac{1}{2} f_i(r)C_{jk}^i \omega^j \wedge \omega^k.\]  \hspace{1cm} (B.6)

\(^{22}\)Note in our convention \(F = \frac{1}{2} F_{\mu\nu} dx^\mu \wedge dx^\nu\).
With a choice of orientation so that in the basis \((\omega^1, \omega^2, \omega^3, dr, dt)\), \(\epsilon_{123rt} > 0\), we have the following Hodge dualities:

\[
\star_5 \omega^i = \frac{e^{\beta r}}{2} \sqrt{\eta} \eta^{ij} \epsilon_{jkl} \omega^k \wedge \omega^l \wedge dr \wedge dt
\]  
(B.7)

\[
\star_5 (\omega^j \wedge \omega^k) = \frac{e^{\beta r}}{\sqrt{\eta}} \epsilon^{jkl} \omega^i \wedge dr \wedge dt
\]  
(B.8)

\[
\star_5 (dr \wedge \omega^i) = -\frac{\sqrt{\eta} \epsilon^{ijk}}{2} \epsilon_{jkl} \omega^k \wedge \omega^l \wedge dt.
\]  
(B.9)

Here we are using notation such that \(\epsilon_{ijk} = \epsilon^{ijk} = 1\).

Thus the R.H.S of the gauge field equation, eq(B.5), becomes,

\[
-\frac{1}{2} m^2 \star_5 A = -\frac{1}{4} m^2 f_i(r) \eta_{ij} \sqrt{\eta} e^{\beta r} \epsilon_{jnp} \omega^n \wedge \omega^p \wedge dr \wedge dt.
\]  
(B.10)

The L.H.S of the gauge field equation, eq(B.5), becomes,

\[
d \star_5 F = d \left( -\frac{\sqrt{\eta} e^{\beta r}}{2} f'_i(r) \eta^{ij} \epsilon_{jkl} \omega^k \wedge \omega^l \wedge dt + \frac{e^{\beta r}}{2 \sqrt{\eta}} f_i(r) C^i_{jk} \eta_{le} \epsilon^{ejk} \omega^l \wedge dr \wedge dt \right)
\]

\[
= \left[ -\frac{1}{2} \left( f'_i(r) e^{\beta r} \sqrt{\eta} \eta^{ij} \epsilon_{jkl} \right) \epsilon_{jnp} + \frac{1}{4 \sqrt{\eta}} f_i(r) e^{\beta r} C^i_{jk} \eta_{le} C^l_{np} \epsilon^{ejk} \right] \omega^n \wedge \omega^p \wedge dr \wedge dt
\]

\[
-\frac{1}{2} \sqrt{\eta} f'_i(r) e^{\beta r} \eta^{ijkl} \epsilon_{jkl} \omega^q \wedge \omega^n \wedge \omega^l \wedge dt.
\]  
(B.11)

Comparing eq.(B.10), eq.(B.11) we see that

\[
f'_i(r) e^{\beta r} \sqrt{\eta} \eta^{ij} \epsilon_{jkl} C^k_{qn} \epsilon^{qlm} = 0.
\]  
(B.12)

Defining

\[
\epsilon^{ijl} C^k_{ij} = 2 C^{lk}
\]  
(B.13)

\[
\epsilon_{ijk} C_{ij} = 2 a_k
\]  
(B.14)

as in [1], we get the condition that

either \(a_k = 0\) or \(f'_i(r) e^{\beta r} \sqrt{\eta} \eta^{ij} (r) a_j = 0\).  
(B.15)

Here we consider the case when \(a_k = 0\), this includes Type I, II, III, VII\(_0\), VIII, IX. In particular it covers all cases discussed in the main text where \(A\) is oriented along the spatial directions.

Now comparing the \(\omega \wedge \omega \wedge dr \wedge dt\) terms in eq.(B.10), eq.(B.11) and multiplying by \(\epsilon^{mnp}\) on both sides we get

\[
\frac{1}{2} m^2 \sqrt{\eta} f_i(r) e^{\beta r} \eta^{im} = (f'_i(r) e^{\beta r} \sqrt{\eta})' \eta^{im} - \frac{e^{\beta r}}{\sqrt{\eta}} f_i(r) C^i_{jkl} \eta_{jkl}.
\]  
(B.16)
To proceed let us consider the metric to be of form eq. (B.3). Also note that the
gauge field is assumed to be of form as in eq. (B.4) but with \( A_t = 0 \). Also we take
\( C^{ji} \) to be diagonal of form
\[
C^{ji} = \delta^{ji}k^j \quad \text{(with no sum over the index j),} \tag{B.17}
\]
for some constants \( k^j \) such that \( 2a_k = \epsilon_{ijk}C^{ij} = 0 \). This is equivalent to
\[
C_{jk}^i = \epsilon_{ijk}k^i \quad \text{(with no sum over the index i).} \tag{B.18}
\]
Then eq. (B.16) says that for every value of the index \( i = 1, 2, 3 \), such that \( \tilde{A}_i \) is
non-vanishing, following two conditions must be met:
\[
\sum_j \beta_j = 2\beta_i \tag{B.19}
\]
and
\[
\left[ \frac{1}{2}m^2 - \beta_i(-\beta_i + \beta_t + \sum_j \beta_j) \right] = -\frac{\lambda^4}{\lambda^2}(k^i)^2, \tag{B.20}
\]
where \( \lambda = \lambda_1\lambda_2\lambda_3 \).

**B.2 Gauge Field With Components Only Along Time**

Next take the case where the gauge field has only a component along the time
direction,
\[
A = A_t(r)dt. \tag{B.21}
\]
The field strength becomes
\[
F = dA = A'_t(r)dr \wedge dt. \tag{B.22}
\]
Using the Hodge star relations,
\[
*_5(dr \wedge dt) = -\frac{\sqrt{\eta}e^{-\beta r}}{6}\epsilon_{ijk} \omega^i \wedge \omega^j \wedge \omega^k \tag{B.23}
\]
\[
*_5(dt) = \frac{\sqrt{\eta}e^{-\beta r}}{6}\epsilon_{ijk} dr \wedge \omega^i \wedge \omega^j \wedge \omega^k, \tag{B.24}
\]
we get
\[
d*_5 F = -\frac{\epsilon_{ijk}}{6} \left( \sqrt{\eta}e^{-\beta r}A'_t(r) \right)' dr \wedge \omega^i \wedge \omega^j \wedge \omega^k \tag{B.25}
\]
\[
*_5 A = A_t(r)\frac{\sqrt{\eta}e^{-\beta r}}{6}\epsilon_{ijk} dr \wedge \omega^i \wedge \omega^j \wedge \omega^k. \tag{B.26}
\]
Thus the gauge field equation of motion eq. (B.5) becomes
\[
\left( \sqrt{\eta}e^{-\beta r}A'_t(r) \right)' = \frac{m^2}{2}A_t(r)\sqrt{\eta}e^{-\beta r}. \tag{B.27}
\]
With a metric eq.(B.3) and gauge field

\[ A_t(r) = A_t e^{\beta_t r}, \]  

we get

\[ 2\beta_t \sum_i \beta_i = m^2, \]  

where \( \tilde{\lambda} = \lambda_1 \lambda_2 \lambda_3 \).

**C. Lifshitz Solutions**

In this appendix we examine Lifshitz solutions which are known to arise in the system, eq.(3.4). Let us consider an ansatz,

\[ ds^2 = dr^2 - e^{2\beta_t r} dt^2 + e^{2\beta_t r} (dx^i)^2 \]  

where \( i = 1, 2, 3 \). Let us first turn on the gauge field along time direction,

\[ A_t e^{\beta_t r} dt. \]  

The Maxwell equation gives

\[ m^2 = 2\beta_t (\beta_1 + \beta_2 + \beta_3) \]  

and the trace reversed Einstein equations give

\[ A_t \beta_t^2 - 3(\beta_t^2 + \beta_1^2 + \beta_2^2 + \beta_3^2) + \Lambda = 0 \]  

\[ A_t(3m^2 + 4\beta_t^2) - 12\beta_t (\beta_t + \beta_1 + \beta_2 + \beta_3) + 4\Lambda = 0 \]  

\[ A_t \beta_t^2 + 6\beta_1 (\beta_t + \beta_1 + \beta_2 + \beta_3) - 2\Lambda = 0 \]  

\[ A_t \beta_t^2 + 6\beta_2 (\beta_t + \beta_1 + \beta_2 + \beta_3) - 2\Lambda = 0 \]  

\[ A_t \beta_t^2 + 6\beta_3 (\beta_t + \beta_1 + \beta_2 + \beta_3) - 2\Lambda = 0. \]

The last three equations show \( \beta_i = \beta \) for all \( i \). Using this in the Maxwell equation we get

\[ m^2 = 6\beta \beta_t. \]

Then solving the other equation of motion gives the solution as

\[ \beta_i = \beta \forall i \]  

\[ m^2 = 6\beta \beta_t \]  

\[ \Lambda = \beta_t^2 + 2\beta \beta_t + 9\beta^2 \]  

\[ A_t = 2(1 - \frac{\beta}{\beta_t}). \]
If $\beta_t > 0, \beta_i > 0$, then $m^2$ is always positive. For the gauge field to be real, $\beta_t > \beta_i$.

Now, with the same metric ansatz, we choose the gauge field to be oriented along any one of $x^i$ directions. Without loss of generality, let us choose it to be oriented along $x^1$:

$$A = \sqrt{A_1} e^{\beta_1 r} dx^1. \quad (C.14)$$

The equation of motion can be obtained from the previous case by $\beta_t \leftrightarrow \beta_1$ and $A_t \rightarrow -A_1$. Then solving the equation of motion gives

$$\begin{align*}
\beta_t = \beta_i = \beta & \forall i \neq 1 \quad (C.15) \\
m^2 = 6\beta_1 \beta_i & \quad (C.16) \\
\Lambda = \beta_1^2 + 2\beta_1 \beta + 9\beta^2 & \quad (C.17) \\
A_1 = 2(\frac{\beta}{\beta_1} - 1). & \quad (C.18)
\end{align*}$$

Again, if $\beta_t > 0, \beta_i > 0$, then $m^2$ is always positive. For the gauge field to be real $\beta > \beta_1$.

**D. Extremal RN solution**

Starting with the action eq.(3.4), and setting $m^2 = 0$, one gets the well known Reissner Nordstrom black brane solution.

It has the metric

$$ds^2 = -a(\tilde{r}) dt^2 + \frac{1}{a(\tilde{r})} d\tilde{r}^2 + b(\tilde{r})[dx^2 + dy^2 + dz^2] \quad (D.1)$$

with

$$a(\tilde{r}) = \frac{Q^2}{12\tilde{r}^4} + \frac{\tilde{r}^2 \Lambda}{12} - \frac{M}{\tilde{r}^2} \quad (D.2)$$

and the gauge field,

$$A = - \left( \frac{Q}{2\tilde{r}^2} - \frac{Q}{2\tilde{r}_h^2} \right) dt. \quad (D.3)$$

Here $Q$ is charge and $M$ is the mass of the black brane.

In the extremal limit we get $a'(\tilde{r}_h) = 0$ and also $a(\tilde{r}_h) = 0$. This allows us to solve for $Q$ and $M$ in terms of $\tilde{r}_h$,

$$\begin{align*}
M &= \frac{\tilde{r}_h^4 \Lambda}{4} \quad (D.4) \\
Q^2 &= 2\tilde{r}_h^6 \Lambda. \quad (D.5)
\end{align*}$$

giving eq.(5.39), eq.(5.41).
Now consider a new radial coordinate, $\tilde{r}$, given by eq. (5.42). The relation between the coordinates near $\tilde{r} = \tilde{r}_h$ is given by
\[
\sqrt{\Lambda} \tilde{r} = \log \left( \frac{\tilde{r} - \tilde{r}_h}{\tilde{r}_h} \right) + \frac{7}{6} \frac{\tilde{r} - \tilde{r}_h}{\tilde{r}_h} + \cdots. \tag{D.6}
\]
This can be inverted (as $\tilde{r} \to \tilde{r}_h$, $r \to -\infty$) to give
\[
\frac{\tilde{r} - \tilde{r}_h}{\tilde{r}_h} = e^{\sqrt{\Lambda} \tilde{r}} \left[ 1 - \frac{7}{6} e^{\sqrt{\Lambda} \tilde{r}} + \cdots \right]. \tag{D.7}
\]
In the new coordinates the metric near $r = -\infty$ becomes
\[
ds^2 = dr^2 - \tilde{r}_h^2 e^{2\sqrt{\Lambda} \tilde{r}} \left( 1 - \frac{14}{3} e^{\sqrt{\Lambda} \tilde{r}} + \cdots \right) dt^2 + \tilde{r}_h^2 \left( 1 + 2 e^{\sqrt{\Lambda} \tilde{r}} + \cdots \right) (dx^2 + dy^2 + dz^2) \tag{D.8}
\]
and the gauge field becomes
\[
A = \tilde{r}_h \sqrt{\Lambda} \sqrt{2 e^{\sqrt{\Lambda} \tilde{r}}} \left( 1 - \frac{8}{3} e^{\sqrt{\Lambda} \tilde{r}} + \cdots \right) dt. \tag{D.9}
\]
If we rescale the coordinates as $t \to \frac{t}{\tilde{r}_h \sqrt{\Lambda}}$ and $\{x, y, z\} \to \frac{1}{\tilde{r}_h} \{x, y, z\}$, then the solution up to first order in deviation near $r = -\infty$ can be written as, eq.(5.43), eq.(5.44).
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