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Abstract

A general invariant manifold theorem is needed to study the topological classes of smooth dynamical systems. These classes are often invariant under renormalization. The classical invariant manifold theorem cannot be applied, because the renormalization operator for smooth systems is not differentiable and sometimes does not have an attractor. Examples are the renormalization operator for general smooth dynamics, such as unimodal dynamics, circle dynamics, Cherry dynamics, Lorenz dynamics, Hénon dynamics, etc. A general method to construct invariant manifolds of non-differentiable non-linear operators is presented. An application is that the $C^{4+\epsilon}$ Fibonacci Cherry maps form a $C^{1}$ codimension one manifold.

1 Introduction

The classical invariant manifold theorem assures the existence of a submanifold preserved by a given map. The map has to satisfy two crucial conditions, namely, it has to be differentiable and it has to have an hyperbolic invariant set (for example an hyperbolic fixed point). The invariant manifold theorem has many applications in smooth hyperbolic dynamics where it supplies the framework for a complete topological description of the dynamics in phase space.

The invariant manifold theorem also plays an important role in the description of parameter space of families of dynamical systems. Namely, in one and two dimensional dynamics, the topology of systems can sometimes be characterized in terms of renormalization schemes. This is the case for circle diffeomorphisms, critical circle maps, unimodal maps, quadratic-like maps and dissipative Hénon maps at the boundary of chaos. A topological class is a collection of systems which share a topological property. For example, systems which are conjugate on their attractors form topological classes. A topological class is often an invariant manifold of renormalization. The renormalization operator acts on parts of the corresponding spaces of systems.

In the analytic setting of circle diffeomorphisms, unimodal maps, quadratic-like maps or strongly dissipative Hénon-like maps at the boundary of chaos, the classical invariant manifold theorem can be applied and it assures that many topological classes are indeed finite codimension analytic manifolds. In these contexts the renormalization operators are indeed differentiable and have hyperbolic attractors.
One expects that many topological classes are also smooth submanifolds in the context of smooth systems, like the ones mentioned before, as well as Lorenz dynamics, Hénon dynamics, Cherry dynamics, etc.

Unfortunately, in the smooth context, the renormalization operators are not differentiable and sometimes they don’t have attractors at all. The only results in this direction so far has been realized for the particular case of smooth unimodal dynamics, see [2, 4]. In this case the renormalization operator is not differentiable, however it has an hyperbolic attractor which is part of the space of analytic maps. The convergence of renormalization towards the space of analytic systems allows to extend a topological class of analytic unimodal maps into the corresponding topological class of smooth unimodal maps.

Anticipating that renormalization will be a powerful tool to describe the topological classes of dynamical systems in many different contexts, one would like to have a general invariant manifold theorem which gives a method to prove that the topological classes are smooth manifolds also when the renormalization operator is not differentiable, like in smooth dynamics and when the renormalization does not have an attractor, like in Fibonacci unimodal dynamics, [18], Lorenz dynamics, [22] and Cherry dynamics, [6, 27, 29]. The main theorem presented here, namely Theorem 2.8, provides such a method.

The method has two parts. The first one is very general and is the same in all different contexts. The second part has a quantitative aspect which depends on the specific setting. We illustrate it in the most difficult situation where the renormalization operator is not differentiable and does not have an attractor, namely in Fibonacci Cherry dynamics. A very similar situation occurs for Fibonacci unimodal dynamics and Lorenz dynamics. However, the method is applicable in much broader contexts, for example smooth one dimensional dynamics and Hénon dynamics. One has to adapt the quantitative aspect of the method following the guidline given in the application to Cherry dynamics.

The two main ingredients of the classical invariant manifold theorem, such as the differentiability and the hyperbolicity of the operator are substituted by weaker versions: jump-out differentiability, see Definition 2.1 and topological hyperbolicity, see Theorem 2.8. One of the reason why the renormalization operator is not differentiable in the smooth context is that composition is not differentiable. We replace the space of systems by decomposed systems in which renomalization is jump-out differentiable and the jump-out derivative is described, see Section 5. The construction of the invariant manifold uses the classical graph transform which is studied with the non conventional method of curve dynamics. Curve dynamics does rely on Lipschitz regularity instead of differentiability.

The main theorem, Theorem 2.8 is stated in the context of Cherry dynamics. Renormalization of Cherry dynamics is introduced in Section 3. This concerns the dynamics of circle maps with a flat spot and critical exponents greater than one. For those maps whose critical exponent is between one and two and the rotation number is the Fibonacci number, the renormalizations diverge and in particular the Fibonacci renormalization operator does not have an attractor. The specific degeneration of the renormalizations is quantified by three invariants given in Proposition 4.2. These invariants determine the specific form of the quantitative aspects in the Invariant Manifold Theorem 2.8 which applied in this case gives the following. Refer to Theorem 6.1.

**Theorem A.** The $C^{4+\varepsilon}$ Fibonacci Cherry maps form a $C^1$ codimension one manifold.

The ingredients developed to construct the smooth Fibonacci class of Theorem A. can also be used to study one of the fundamental questions in low-dimensional dynamics.
whether two systems with the same topological properties have also the same geometrical properties. More precisely, consider two dynamical systems defined by two functions $f$ and $g$ and suppose that there exists an homeomorphism $h$ which conjugates $f$ and $g$ on their attractors. Is $h$ a $C^{1+\beta}$, $\beta > 0$, diffeomorphism? Such a regularity of the conjugacy implies that the geometry of the two systems is rigid, it is not possible to modify it on asymptotical small scales. The fact that the conjugacy has any regularity is by itself very surprising. It tells that as soon the topology of a systems is known, the asymptotic small scale geometry is also determined. The rigidity question has been studied for circle diffeomorphisms [10] [33], critical circle homeomorphisms [3], [32], [31], [8], [7], unimodal maps [14], [30], [23], [15], [16], [24], [4], circle maps with breakpoints [13], [11] and for Kleinian groups [26].

In all these cases the topological conjugacy is indeed smooth, $C^{1+\beta}$, $\beta > 0$. In the context of Fibonacci Cherry dynamics one encounter a different behavior, also detected in unimodal Fibonacci dynamics, see [18]. Given a Fibonacci Cherry map $f$ with critical exponent bigger than one and smaller than two, the smoothness of the conjugacy is determined by the three geometrical invariants, $C(f) = (C_u(f), C_-(f), C_s(f))$. Refer to Theorem 7.4.

**Theorem B.** Two $C^{4+\epsilon}$ Fibonacci Cherry maps, $f$ and $g$ with the same critical exponent bigger than one and smaller than two, are $C^{1+\beta}$, $\beta > 0$, conjugate if and only if the three geometrical invariants are the same, $C(f) = C(g)$.

Different phenomena concerning rigidity of systems has been detected also for strongly dissipative Hénon-like maps, see [1] [17] and Lorenz maps, see [22]. A new rigidity conjecture, taking into account the recent phenomena detected for one and two dimensional dynamical systems, has been formulated in [20].

**Standing notation.** Let $\alpha_n$ and $\beta_n$ be two sequences of positive numbers. We say that $\alpha_n$ is of the order of $\beta_n$ if there exists an uniform constant $K > 0$ such that, for $n$ big enough $\alpha_n < K\beta_n$. We will use the notation $\alpha_n = O(\beta_n)$. Moreover we denote by $[a, b] = [b, a]$ the shortest interval between $a$ and $b$ regardless of the order of these two points. The length of that interval in the natural metric will be denoted by $|[a, b]|$.
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### 2 Smooth invariant manifolds

The classical invariant manifold theorem assures the existence of a submanifold preserved by a given map. The map has to satisfy two crucial conditions, namely, it has to be differentiable and it has to have an hyperbolic invariant set. Here a general invariant manifold theorem is given. The two crucial conditions needed for the classical invariant manifold theorem are substituted by weaker ones: jump-out differentiability and topological hyperbolocity, see Theorem 2.8.
2.1 Jump-out differentiability

**Definition 2.1.** Let \((B_0, \| \cdot \|_0)\) and \((B_1, \| \cdot \|_1)\) be two normed spaces such that \(B_1 \subset B_0\) and \(\|b\|_0 \leq \|b\|_1\) for all \(b \in B_1\). Let \(U \subset B_1\) be an open subset and let

\[ F : U \subset B_1 \to B_1 \subset B_0. \]

We say that \(F\) is jump-out-differentiable if, for every \(p \in U\),

\[ F : U \subset B_1 \to B_0 \]

is differentiable in \(p\). Moreover the derivative \(DF_p\) extends to a bounded operator

\[ DF_p : B_0 \to B_0, \]

and \(DF_p\) depends continuously on \(p\).

**Remark 2.2.** The word "jump-out-differentiability" describes the following situation. The differentiable map \(F : U \to B_0\) is not necessarily differentiable as map \(F : U \to B_1\), although \(F(U) \subset B_1\). The derivative jumps-out \(B_1\), namely for some \(p \in B_1\), \(\text{Image}(DF_p(B_1)) \not\subset B_1\). Observe that in finite dimensional vector spaces all norms are equivalent. As consequence the notion of jump-out-differentiability and differentiability are in fact equivalent when the dimension of \(B_0\) is finite. The jump-out-differentiability is purely an infinite dimensional phenomenon.

The following example will illustrate jump-out differentiability. It is similar to what we will encounter when discussing renormalization in Section 6.1. Let \(\eta \in C^1(\mathbb{R}, \mathbb{R})\) and \(Z : \mathbb{R} \to C^1(\mathbb{R}, \mathbb{R})\) defined by

\[ Z(t)(x) = t \eta(tx). \]

Then \(Z\) is not differentiable. However,

\[ Z : \mathbb{R} \to C^0(\mathbb{R}, \mathbb{R}) \]

is differentialble with derivative \(DZ_t : \mathbb{R} \to C^0(\mathbb{R}, \mathbb{R})\) given by

\[ DZ_t(x) = tx D\eta(tx) + \eta(tx). \]

Observe that \(\text{Image}(DZ_t) \not\subset C^1(\mathbb{R}, \mathbb{R})\).

**Remark 2.3.** The chain rule holds for jump-out differentiable maps. More in detail, the composition of two jump-out differentiable maps \(F\) and \(G\) is again jump-out differentiable and the extension of the derivative of the composition is the composition of the extended derivatives of \(F\) and \(G\).

2.2 Cone field

In the following we introduce a cone field which will be used to study the graph transform in the proof of the main theorem. The role of the cone field here is the same as in the proof of the classical invariant manifold theorem. Observe that the cone field in Definition 2.4 is degenerating when \(y\) goes to infinity. The form of the cone is inspired by the specific degeneration of renormalization of Fibonacci Cherry dynamics. This specific choice of the
cone field is one of the quantitative aspect of the method discussed in the introduction which has to be adapted in other applications.

We fix two normed spaces $(B_0, \| \cdot \|_0)$ and $(B_1, \| \cdot \|_1)$ with $B_1 \subset B_0$ and $\|b\|_0 \leq \|b\|_1$ for all $b \in B_1$. If $(B, \| \cdot \|)$ is a normed space then we will use the norm $|p| = |y| + \|b\|$ with $p = (y, b) \in \mathbb{R} \times B$ on $\mathbb{R} \times B$. Moreover, we fix $\theta > 0$, $0 < \kappa < 1$, we chose an open set $U \subset B_1$ and we define a cone field on $\mathbb{R} \times B_0$.

**Definition 2.4.** Let $p = (y, b) \in \mathbb{R} \times B_0$. The cone at $p$ is defined as

$$C_p = \{(\Delta y, \Delta b) \in \mathbb{R} \times B_0| \theta|y|\kappa\|\Delta b\|_0 < |\Delta y|\}.$$

### 2.3 Almost horizontal curves and almost vertical graphs

**Definition 2.5.** An almost horizontal curve $\gamma$ is the graph of a continuous function $\hat{\gamma} : [t_-, t_+] \subset [0, 1] \to B_1$ having the following properties:

- $\hat{\gamma} : [t_-, t_+] \to B_0$ is continuously differentiable,
- for every $p \in \gamma$, the tangent space satisfies $T_p \gamma \subset C_p$.

The set of almost horizontal curves is denoted by $\Gamma_0$.

**Lemma 2.6.** Let $\gamma \in \Gamma_0$ and $p_1, p_2 \in \gamma$. Then there exist $V_1$ neighborhood of $p_1$ and $V_2$ neighborhood of $p_2$ such that, for all $p'_1 \in V_1$ and $p'_2 \in V_2$ there exists $\gamma' \in \Gamma_0$ such that $p'_1, p'_2 \in \gamma'$.

**Proof.** Let $p'_1 = (y_1, b_1)$ and $p'_2 = (y_2, b_2)$ any two points. Let $\varphi$ be the affine function in $y$ with $\varphi(y_1) = b_1 - \hat{\gamma}(y_1)$ and $\varphi(y_2) = b_2 - \hat{\gamma}(y_2)$. Consider the function

$$\hat{\gamma}'(y) = \hat{\gamma}(y) + \varphi(y).$$

Then $\gamma' = \text{graph}(\hat{\gamma}')$ is a smooth curve passing through $p'_1$ and $p'_2$. Let $y$ be in the domain of $\hat{\gamma}$ and $(\Delta y, \Delta b)$ be a tangent vector to the curve $\gamma'$ in the point $(y, \hat{\gamma}'(y))$. Then $\Delta b = (D\hat{\gamma} + D\varphi) \Delta y$. By continuity, there exists $\epsilon > 0$, independent on $y$, such that $\theta y^\kappa \|D\hat{\gamma}\|_0 \leq 1 - \epsilon$. As consequence

$$\theta y^\kappa \|\Delta b\|_0 \leq (1 - \epsilon + \theta y^\kappa \|D\varphi\|_0) |\Delta y|.$$

Notice that if $p'_1 = p_1$ and $p'_2 = p_2$, then $\varphi \equiv 0$. Hence, for $p'_1$ close enough to $p_1$ and $p'_2$ close enough to $p_2$, $\theta y^\kappa \|\Delta b\|_0 \leq |\Delta y|$. As consequence $\gamma' \in \Gamma_0$. \qed

**Definition 2.7.** An almost vertical graph $\omega$ is the graph of a continuous function $\hat{\omega} : U \subset B_1 \to \mathbb{R}$ such that, for all almost horizontal curve $\gamma \in \Gamma_0$, $\gamma \cap \omega$ is at most one point. The set of almost vertical graphs is denoted by $\Omega_0$.

### 2.4 Invariant Manifold Theorem

We are now ready to state our main theorem.
Theorem 2.8 (Invariant Manifold Theorem). Let \((B_0, \| \cdot \|_0)\) and \((B_1, \| \cdot \|_1)\) be two normed spaces with \(B_1 \subset B_0\) and \(\| b \|_0 \leq \| b \|_1\) for all \(b \in B_1\). Let \(U \subset B_1\) be open, \(\partial_{\pm} \in \Omega_0\) be the almost vertical graphs corresponding to \(\hat{\partial}_{\pm}\) with \(1 > \hat{\partial}_+(b) > \hat{\partial}_-(b) > 0\), for \(b \in U\) and
\[
D = \{(y, b) \in [0, 1] \times U | \hat{\partial}_-(b) \leq y \leq \hat{\partial}_+(b)\}.
\]
For all \(p = (y, b) \in D\) with \(F(p) = (\tilde{y}, \tilde{b})\) assume the map
\[
F : D \rightarrow \mathbb{R} \times B_1 \subset \mathbb{R} \times B_0
\]
has the following properties.

- \(F\) is jump-out-differentiable.
- \(F\) has derivatives of the form: there exist \(E \neq 0\) and \(0 \leq \kappa < 1\) such that, if
  \[
  DF_p(\Delta y, \Delta b) = \left(\Delta \tilde{y}, \Delta \tilde{b}\right),
  \]
  then
  \[
  \begin{align*}
  \Delta \tilde{y} &= \frac{E}{\tilde{y}} \Delta y + O(\| \Delta b \|_0) \\
  \| \Delta \tilde{b} \|_0 &= O\left(\frac{1}{\tilde{y}}|\Delta y| + \| \Delta b \|_0\right)
  \end{align*}
  \]
  where \(1/E \leq |E_p| \leq E\).

Let \(1/4 > \delta > 0\) and let \(U_\delta \subset U\) such that, for all \(b \in U_\delta\), \(\hat{\partial}_+(b) < \delta\). Let \(D_\delta \subset D\) be the set of \((y, b) \in D\), with \(b \in U_\delta\).

- \(F : D_\delta \rightarrow \mathbb{R} \times B_1 \subset \mathbb{R} \times B_0\) is topologically hyperbolic for all \(\delta > 0\), i.e.
  \[
  \begin{align*}
  &\text{If } F(\hat{\partial}_+(b), b) = (\tilde{y}, \tilde{b}) \text{ then } \tilde{y} \leq \hat{\partial}_-(\tilde{b}), \\
  &\text{If } F(\hat{\partial}_-(b), b) = (\tilde{y}, \tilde{b}) \text{ then } \tilde{y} \geq \hat{\partial}_+(\tilde{b}), \\
  &\text{If } F(y, b) = (\tilde{y}, \tilde{b}) \text{ then } \tilde{b} \in U_\delta.
  \end{align*}
  \]
- \(F\) has vertical \(\xi\)-expansion, \(\xi > 0\), i.e.
  \[
  \frac{y}{\tilde{y}^\kappa} \geq \xi. \tag{2.10}
  \]
- \(F\) has \(\eta\)-dominating horizontal expansion, \(\eta > 0\), i.e.
  \[
  \frac{y^2}{\tilde{y}^\kappa} \leq \eta. \tag{2.11}
  \]

For \(\theta > 0\), \(\delta > 0\), \(\eta > 0\) small enough and \(\xi > 0\) large enough, the invariant set
\[
W = \{p \in D | \forall n \in \mathbb{N} \ F^n(p) \in D\}
\]
is an almost vertical graph of a \(C^1\) function \(\hat{\omega} : U_\delta \rightarrow \mathbb{R}\).

Remark 2.12. Lemma 2.14 states that the expansion along vertical graphs is of the order \(y/\tilde{y}^\kappa\). This motivates the name of "vertical \(\xi\)-expansion". Lemma 2.14 and Lemma 2.15 state that the expansion along almost horizontal curves dominates the expansion along almost vertical graphs by a factor of order \(y^2/\tilde{y}^\kappa\). This motivates the name of "\(\eta\)-dominating horizontal expansion".
Remark 2.13. Observe that \( W \) is not necessarily the stable manifold of an hyperbolic fixed point, as in the most classical context. Theorem 2.8 will in fact be applied to the context of Cherry maps whose renormalization does not have a fixed point. \( W \) will correspond to the class of maps with Fibonacci rotation number. The renormalizations diverge to infinity.

From now on we assume the conditions of the Theorem 2.8. The proof involves adjustments of parameters \( \delta, \theta, \chi, \xi \) and \( \eta \). When these adjustments are required in a proof of a lemma, then they are expressed in the statement of the lemma and assumed in the sequel.

Lemma 2.14. For \( \theta > 0 \) small enough and \( \xi > 0 \) large enough, there exists \( K > 0 \) such that if \( p = (y, b) \in D \) with \( \tilde{p} = F(p) = (\tilde{y}, \tilde{b}) \in D \) and \( \Delta q = (\Delta y, \Delta b) \) with \( \Delta \tilde{q} = D_{\tilde{F}}(\Delta q) \notin C_{F(p)} \), then

1. \( |\Delta y| \leq Ky|\Delta b|_0 \),
2. \( |\Delta \tilde{q}| \leq K \left( \frac{y}{y^\kappa} \right) |\Delta q| \).

Proof. Let \( \Delta \tilde{q} = (\Delta \tilde{y}, \Delta \tilde{b}) \). By (2.9) and the fact that \( \Delta \tilde{q} \notin C_{F(p)} \) we get

\[
\frac{E_p}{y^\kappa} |\Delta y| + O(\|\Delta b\|_0) \leq |\Delta \tilde{y}| < \theta \tilde{y}^\kappa \|\Delta \tilde{b}\|_0 = \theta \tilde{y}^\kappa \left( \frac{1}{y^\kappa} |\Delta y| + |\Delta b|_0 \right).
\]

As consequence, for \( \theta > 0 \) small enough we get property 1. For proving property 2, it is enough to use (2.9), (2.10) and property 1, namely

\[
|\Delta \tilde{q}| \leq \frac{E_p}{y^\kappa} |\Delta y| + O \left( \frac{1}{y^\kappa} |\Delta y| + |\Delta b|_0 \right) = O \left( \frac{y}{y^\kappa} \|\Delta b\|_0 \right) = O \left( \frac{y}{y^\kappa} |\Delta q| \right).
\]

The following lemma states that the cone field \( C_p \) is expanding and invariant.

Lemma 2.15. For \( 1/4 < \delta > 0 \) small enough, the following holds. Let \( p = (y, b) \in D \) and \( \Delta q = (\Delta y, \Delta b) \in C_p \) with \( \Delta \tilde{q} = D_{\tilde{F}}(\Delta x) = (\Delta \tilde{y}, \Delta \tilde{b}) \), then \( \Delta \tilde{q} \in C_{F(p)} \) and

\[
|\Delta \tilde{y}| \geq \frac{1}{2Ey^\kappa} |\Delta y| \geq 2|\Delta y|.
\]

Proof. By (2.9) and by the fact that \( \Delta x \in C_p \) we get

\[
|\Delta \tilde{y}| \geq \frac{1}{Ey^\kappa} |\Delta y| + O(\|\Delta b\|_0) = \frac{1}{Ey^\kappa} |\Delta y| + O \left( \frac{1}{\theta y^\kappa} |\Delta y| \right) = \frac{1}{Ey^\kappa} |\Delta y| \left( 1 + O \left( \frac{y^{1-\kappa}}{\theta} \right) \right).
\]

The expansion estimate follows by taking \( \delta > 0 \) small enough. Left is to show the cone invariance. From (2.9), the fact that \( \Delta q \in C_p \) and the expansion estimate we get

\[
\theta \tilde{y}^\kappa |\Delta \tilde{b}|_0 = O \left( 1 + \tilde{y}^\kappa \right) |\Delta y| = O \left( y + \tilde{y}^\kappa y^{1-\kappa} \right) |\Delta \tilde{y}|.
\]

The cone invariance follows by taking \( \delta \) small enough. \( \square \)
We denote by $\Gamma$ the subset of $\Gamma_0$ of all almost horizontal curves having the additional property that $\gamma \cap \partial_-$ and $\gamma \cap \partial_+$ consist each of exactly one point. We denote by $\Omega$ the subset of $\Omega_0$ of all almost vertical graphs having the additional property that $\omega \subset D_\delta$. The next lemma states that the set of almost vertical graphs is invariant. This crucial property reduces the method to curve dynamics.

**Lemma 2.16.** If $\gamma \in \Gamma$, then $F(\gamma \cap D_\delta) \in \Gamma$.

*Proof.* Observe that, by the definition of $\Omega$, $\gamma \cap D_\delta$ is itself and almost horizontal curve, it only contains one component. Hence, we may assume that $\gamma \subset D_\delta$. We introduce the map 

$$F\gamma : [t_- , t_+] \ni t \mapsto (t, \hat{\gamma}(t)) \subset B_1.$$ 

By Remark 2.3, $F\gamma : [t_- , t_+] \rightarrow B_0$ is continuously differentiable and by the cone invariance, Lemma 2.15, for every $p \in \gamma$, $T_{F\gamma(p)}F(\gamma) = DF_p(T_p\gamma) \subset C_{F\gamma(p)}$. Suppose now that $F(\hat{\gamma})$ is not a graph. Then, there exists $\tilde{p} \in F(\gamma)$ such that the tangent vector of $F(\gamma)$ in $\tilde{p}$ is of the form $(0, \Delta b)$ which is not in the cone $C_p$. This contradict the cone invariance. We proved that $F(\gamma) \in \Gamma_0$. Because $F$ is topologically hyperbolic we have that $F(\gamma) \cap \partial_+ \neq \emptyset$. Hence $F(\gamma) \in \Gamma$. \hfill \Box

**Corollary 2.17.** If $\gamma \in \Gamma_0$, then $F(\gamma \cap D_\delta) \in \Gamma_0$.

**Corollary 2.18.** If $\gamma \in \Gamma$, then $F|_{\gamma \cap D_\delta}$ is injective.

The proof of Theorem 2.8 is divided into 2 steps inspired by the graph transform method. In the following 2 subsections, discussing these steps, we assume the hypotheses of Theorem 2.8.

### 2.5 The graph transform

In this section we introduce the graph transform. The invariant manifold of $F$ will be the fixed point of the graph transform.

We define a distance $d$ on $\Omega$. Let $\omega_1, \omega_2 \in \Omega$ and $\gamma \in \Gamma$. Let $p_1 = (y_1, b_1) = \gamma \cap \omega_1$ and let $p_2 = (y_2, b_2) = \gamma \cap \omega_2$. We define the distance

$$d(\omega_1, \omega_2) = \sup_{\gamma \in \Gamma} |y_1 - y_2| \leq 1.$$ 

**Lemma 2.19.** $(\Omega, d)$ is complete.

*Proof.* Notice that the uniform distance on the functions $\hat{\omega}$ is bounded by $d$. As consequence, any Cauchy sequence $\omega_n$ in $\Omega$ has a limit $\omega$ which is the graph of a continuous function $\hat{\omega}$. Because $D_\delta$ is closed, $\hat{\omega} \in D_\delta$. Moreover, for any $\gamma \in \Gamma$, $\gamma \cap \omega \neq \emptyset$. It remains to prove that this intersection consists of only one point. By contradiction, suppose there is a $\gamma \in \Gamma$ such that $\gamma \cap \omega \supset \{p_1, p_2\}$. By Lemma 2.6 there exists $\hat{\gamma} \in \Gamma$ such that, for $n$ large enough, $\hat{\gamma} \cap \omega_n$ contains at least two points. This is a contradiction and hence $\omega \in \Omega$. \hfill \Box

We are ready to define the graph transform $T : \Omega \rightarrow \Omega$. Let $\omega \in \Omega$, $b \in U_\delta$ and $\gamma_b$ the (almost) horizontal curve at $b$, given by $\gamma_b(t) = (t, b)$. By Lemma 2.16, we know that $F\gamma_b \in \Gamma$, hence $F\gamma_b \cap \omega = \{\tilde{b}\}$ and by Corollary 2.18 $F^{-1}(\omega)$ is the graph of a function. We call this graph $T\omega$. [8]
Lemma 2.20. $T\omega \in \Omega$.

Proof. Let $\gamma \in \Gamma$. We have to prove that $\gamma \cap T\omega$ is a point. By Lemma 2.16, $F\gamma \in \Gamma$, hence $F\gamma \cap \omega = \{\tilde{p}\}$. As a consequence,

$$\gamma \cap T\omega = F^{-1}(\tilde{p}),$$

which is a unique point by Corollary 2.18. □

In this section we prove that

$$2.6 \text{ Differentiability}$$

Lemma 2.21. For $\delta > 0$ small enough, $T$ is a contraction.

Proof. Let $\omega_1, \omega_2 \in \Omega$ and $\gamma \in \Gamma$. Denote by $p_1 = (y_1, b_1) = \gamma \cap T\omega_1$, by $p_2 = (y_2, b_2) = \gamma \cap T\omega_2$, by $\tilde{p}_1 = (\tilde{y}_1, \tilde{b}_1) = F\gamma \cap \omega_1$ and by $\tilde{p}_2 = (\tilde{y}_2, \tilde{b}_2) = F\gamma \cap \omega_2$. By Lemma 2.15, for $\delta$ small enough,

$$|y_1 - y_2| \leq 2Ey|\tilde{y}_1 - \tilde{y}_2| \leq \frac{1}{2} |\tilde{y}_1 - \tilde{y}_2|,$$

and as a consequence

$$d(T\omega_1, T\omega_2) \leq \frac{1}{2} d(\omega_1, \omega_2).$$

□

The graph transform is then a contraction on a complete space. It follows the next proposition:

Proposition 2.22. $T$ has a unique fixed point $\omega^* \in \Omega$.

Lemma 2.23. Let $\omega^*$ be the fixed point of $T$. Then

$$\omega^* = W = \{p \in D_\delta | \forall n \in \mathbb{N} \ F^n(p) \in D_\delta\}.$$ 

Proof. Take $p \in \omega^* \subset D_\delta$. Because $\omega^*$ is a fixed point for $T$, $\omega^* = F^{-1}\omega^*$. As a consequence, $F(p) \in \omega^* \subset D_\delta$. Hence $\omega^* \subset W$. Take now $p = (y, b) \in W$. Notice that, for all $n \in \mathbb{N}$, $p_n = F^n(p) = (y_n, b_n) \in D_\delta$. Let $\hat{p} = (\hat{y}, \hat{b}) \in \omega^* \subset D_\delta$ with $\hat{y} = \omega^*(b)$. Observe that, because $\omega^*$ is a fixed point for $T$, for all $n \in \mathbb{N}$, $\hat{p}_n = F^n(\hat{p}) = (\hat{y}_n, \hat{b}_n) \in \omega^* \subset D_\delta$. In particular $\hat{y}_n \leq \frac{1}{2}$. We want to prove that $p = \hat{p} \in \omega^*$. Suppose not. Let $\gamma$ be the line segment between $p$ and $\hat{p}$ and let $\gamma_n = F^n\gamma$. Observe that $\gamma_n \subset D_\delta$. By Lemma 2.15, for all $n \in \mathbb{N},$

$$|y_n - \hat{y}_n| \geq 2^n |y - \omega^*(b)|.$$

We get to a contradiction, noticing that, for $n$ big enough, either $p_n$ or $\hat{p}_n$ is not in $D_\delta$. □

2.6 Differentiability

In this section we prove that $W = \omega^*$ is a $C^1$ codimension one manifold. This will conclude the proof of Theorem 2.8.

A plane is a codimension one subspace of $\mathbb{R} \times B_0$ which is the graph of a functional $b^* \in \text{Dual}(B_0)$. We identify the plane with the corresponding functional $b^*$. In particular, $\text{Dual}(B_0)$ is the space of planes and carries a corresponding complete distance $d'_{B_0}$. Fix a constant $\chi > 0$. 

9
Definition 2.24. Let \( p = (y, b) \in \omega^* \). A plane \( V_p \) is admissible for \( p \) if it has the following properties:

1. if \( (\Delta y, \Delta b) \in V_p \) then \( |\Delta y| \leq \chi y \| \Delta b \|_0 \),

2. \( V_p \) depends continuously on \( p \) with respect to \( d_{B_0}^* \).

The set of planes admissible for \( p \) is denoted by \( \text{Dual}_p(B_0) \). A plane field is a continuous assignment \( V : p \mapsto V_p \) where \( V_p \) is admissible for \( p \). The set of plane fields is denoted by \( \Omega_1 \).

Remark 2.25. Observe that, for \( \delta > 0 \) small enough, if \( p \in \omega^* \) and \( V_p \) is an admissible plane for \( p \), then for all straight lines \( \gamma \) with direction in \( C_p \), \( \gamma \cap V_p \) is a unique point.

We fix \( p = (y, b) \in \omega^* \) and we define a distance on \( \text{Dual}_p(B_0) \). Let \( V_p, V'_p \in \text{Dual}_p(B_0) \) and let \( \gamma \) be a straight line with direction in \( C_p \), not necessarily passing through the origin. Let \( \delta > 0 \) be small enough such that Remark 2.25 can be applied. Denote by \( \Delta q = (\Delta y, \Delta b) = V_p \cap \gamma \), \( \Delta q' = (\Delta y', \Delta b') = V'_p \cap \gamma \). The distance \( d_{1,p} \) on \( \text{Dual}_p(B_0) \) is defined as

\[
d_{1,p}(V_p, V'_p) = \sup_{\gamma} \frac{|\Delta y - \Delta y'|}{\min\{ |\Delta q|, |\Delta q'| \}}.
\]

This is a complete metric. The distance \( d_1 \) on \( \Omega_1 \) is the corresponding uniform distance. Namely, if \( V, V' \in \Omega_1 \) then

\[
d_1(V, V') = \sup_p d_{1,p}(V_p, V'_p).
\]

Lemma 2.26. For \( \delta > 0 \) small enough, \( d_1 \) is a distance.

Proof. We only have to show that \( d_1 \) is bounded. We use the notations from the definition of \( d_1 \). Without lose of generality we assume \( |\Delta q| \leq |\Delta q'| \) and we estimate \( |\Delta y| + |\Delta y'|/|\Delta q'| \). By the definition of \( V_p \) and \( V'_p \) we get

\[
|\Delta y| + |\Delta y'| \leq \chi y \left( \| \Delta b \|_0 + \| \Delta b' \|_0 \right).
\]

Define \( \Delta = \Delta b' - \Delta b \). Because the direction of \( \gamma \) is in the cone \( C_p \) and by (2.27), we get

\[
\| \Delta \|_0 \leq \frac{y^{1-\kappa}}{\theta} \left( \| \Delta b \|_0 + \| \Delta b' \|_0 \right),
\]

and

\[
\| \Delta b' \|_0 \leq \| \Delta b \|_0 + \frac{y^{1-\kappa}}{\theta} \left( \| \Delta b \|_0 + \| \Delta b' \|_0 \right).
\]

As a consequence, for \( \delta \) small enough,

\[
\frac{1}{2} \leq \frac{\| \Delta b' \|_0}{\| \Delta b \|_0} \leq 2.
\]

Observe that, for \( \delta \) small enough,

\[
|\Delta q| \geq \frac{1}{2} \| \Delta b \|_0,
\]

and by (2.27), (2.28) and (2.29) we get

\[
\frac{|\Delta y| + |\Delta y'|}{|\Delta q|} \leq 2.
\]

\( \Box \)
Lemma 2.30. For $\delta > 0$ small enough, $(\Omega_1,d_1)$ is complete.

Proof. Let $V(n) \in \Omega_1$ be a $d_1$-Cauchy sequence. Then, for all $p$, $V_p(n)$ is a $d_{1,p}$-Cauchy sequence. Hence $V_p(n)$ converges to $V_p$ in $\text{Dual}_{p}(B_0)$. Let $V : \omega^* \rightarrow \text{Dual}(B_0)$ be the point-wise limit. Observe now that, for $\delta$ small enough,

$$d_{B_0}^*(V_p,V'_p) \leq 2d_{1,p}(V_p,V'_p),$$

for all $p \in \omega^*$. Hence $V(n)$ is also a Cauchy sequence in the space of continuous functions $\omega^* \rightarrow \text{Dual}(B_0)$ carrying the uniform distance corresponding to $d_{B_0}^*$. This space is complete, hence $V$ is continuous. \hfill \Box

The next step is to define the plane field transform $T_1 : \Omega_1 \rightarrow \Omega_1$. Let $V \in \Omega_1$ and $p \in \omega^*$, then

$$T_1 V_p = DF_p^{-1} \left( V_{F(p)} \right).$$

Lemma 2.31. For $\delta > 0$ small enough and for $\chi > 0$ large enough, $T_1 V \in \Omega_1$, for all $V \in \Omega_1$.

Proof. We prove that, for all $p \in \omega^*$, $T_1 V_p$ is an admissible plane for $p$. Consider the vectors $(\Delta y, \Delta b) \in T_1 V_p$ and $DF_p(\Delta y, \Delta b) = (\Delta \tilde{y}, \Delta \tilde{b}) \in V_{F(p)}$. From (2.9) and from the fact that $V_{F(p)}$ is admissible in $F(p)$ we get

$$\frac{1}{E\tilde{y}}|\Delta y| + \chi \tilde{y}^{1-\kappa}O(\|\Delta y\|) \leq \chi \tilde{y}O(\|\Delta b\|) + O(\|\Delta b\|_0).$$

As consequence, for $\delta > 0$ small enough and $\chi > 0$ large enough, we get

$$|\Delta y| \leq \chi y\|\Delta_0\|_0.$$ 

In particular $DF_p^{-1}(V_{F(p)})$ is a codimension one subspace and this implies that $DF_p$ is transversal to $V_{F(p)}$. This transversality gives that $T_1 V_p$ depends continuously on $p$. \hfill \Box

Lemma 2.32. For $\eta > 0$ small enough, $T_1$ is a contraction.

Proof. We use the notations from the definition of $d_1$ and we denote by $\Delta \tilde{q} = DF_p(\Delta q) = (\Delta \tilde{y}, \Delta \tilde{b})$ and by $\Delta \tilde{q}' = DF_p(\Delta q') = (\Delta \tilde{y}', \Delta \tilde{b}')$. By Lemma 2.14 and Lemma 2.15 we get

$$\frac{|\Delta \tilde{q}' - \Delta \tilde{q}|}{\min \{|\Delta \tilde{q}|, |\Delta \tilde{q}'|\}} = O \left( \tilde{y}^{\kappa} \right), \quad \frac{|\Delta \tilde{q} - \Delta \tilde{q}'|}{\min \{|\Delta \tilde{q}|, |\Delta \tilde{q}'|\}} \leq \frac{1}{2}d_{1,F(p)}(V_{F(p)}),$$

when $\eta$ is small enough. Hence $d_1(T_1 V, T_1 V') \leq \frac{1}{2}d_1(V, V')$. \hfill \Box

Proposition 2.33. For $\delta > 0$ small enough and $\chi > 0$ large enough, $T_1$ has a unique fixed point $V^* \in \Omega_1$.

Although $V^*_p$ is a subspace of $\mathbb{R} \times B_0$, in the sequel we abuse the notation by denoting the set $\{p + v|v \in V^*_p\}$ also by $V^*_p$. Let $p \in \omega^*$ and take $\gamma \in \Gamma$ close enough to $p$ such that $\gamma \cap \omega^* = \{p + \Delta q = p + (\Delta y, \Delta b)\}$ and $\gamma \cap V^*_p = \{p + \Delta q' = p + (\Delta y', \Delta b')\}$. We define by

$$A = \sup_{p} \limsup_{\gamma \rightarrow p} \frac{|\Delta y - \Delta y'|}{|\Delta q|}.$$ 

Observe that $V^*$ describes the tangent bundle of $\omega^*$ if and only if $A = 0$.
Lemma 2.34. For $\delta > 0$ small enough, $A \leq 1$.

Proof. Let $p = (y, b)$ and denote by $\Delta = \Delta b' - \Delta b$. From the definition of admissible planes we get

$$|\Delta y'| \leq \chi y (\|\Delta b'\|_0),$$

(2.35)

and by the definition of almost horizontal lines,

$$\frac{1}{2} \theta y^\kappa \|\Delta\|_0 \leq |\Delta y| + |\Delta y'|,$$

(2.36)

when $\gamma$ is close enough to $p$. Consider the straight line $L$ going to $p$ and $p + \Delta q$. $L$ intersect $\omega^*$ in two points. Hence, $L$ is not an almost horizontal curve and $\Delta q \notin C_p$. As consequence, when $\gamma$ is close enough to $p$.

$$|\Delta y| \leq 2\theta y^\kappa \|\Delta b\|_0.$$  

(2.37)

By (2.35), (2.36) and (2.37) we get

$$\|\Delta\|_0 \leq \frac{2\theta + \chi y^{1-\kappa}}{2\theta - \chi y^{1-\kappa}} \|\Delta b\|_0,$$

and

$$\|\Delta b'\|_0 \leq 6 \|\Delta b\|_0,$$

(2.38)

when $\delta > 0$ is small enough. By (2.35), (2.37) and (2.38) we get

$$\frac{|\Delta y - \Delta y'|}{|\Delta q|} \leq \frac{|\Delta y| + |\Delta y'|}{\|\Delta b\|_0 + |\Delta y|} \leq 12\chi y + 4\theta y^\kappa \leq 1,$$

for $\delta > 0$ is small enough. □

Lemma 2.23 and the following proposition conclude the proof of Theorem 2.8. Namely $W = \omega^*$ is a $C^1$ manifold.

Proposition 2.39. For $\delta > 0$ and $\eta > 0$ small enough, each point $p \in \omega^*$ has a tangent plane $T_p \omega^* = V_p^*$.

Proof. One has to show that $A = 0$. We use the notation from the definition of $A$ and we introduce the following.

$$F(p) = (\tilde{y}, \tilde{b}),$$

$$F(\gamma) \cap \omega^* = \tilde{q} = F(p) + \Delta \tilde{q} = F(p) + \left(\Delta \tilde{y}, \Delta \tilde{b}\right),$$

$$F(\gamma) \cap V_{F(p)}^* = z = F(p) + \Delta z,$$

$$F(q') = \tilde{q}' = F(p) + \Delta \tilde{q}' = F(p) + \left(\Delta \tilde{y}', \Delta \tilde{b}'\right),$$

$$z - \tilde{q}' = (\Delta h_1, \Delta v_1),$$

$$\tilde{q}' - z = (\Delta h_2, \Delta v_2),$$

$$\Delta \tilde{q}' = DF_p(\Delta q') + \Delta \epsilon,$$

$$DF_p(\Delta q') - \Delta z = (\Delta h_2, \Delta v_2).$$
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Figure 1: Notation for the proof of Proposition 2.39

For curves $\gamma \in \Gamma$ close enough to $p$ and by Lemma 2.14 the differentiability of $F$, Lemma 2.15 $V_{F(p)}^*$ is admissible, $\gamma \in \Gamma$ and $F(\gamma) \in \Gamma$, we get

$$|\Delta \tilde{q}| = O\left(\frac{y}{\bar{y}}\right)|\Delta q|, \quad (2.40)$$

$$|\Delta \epsilon| = o(|\Delta q'|), \quad (2.41)$$

$$|\Delta h_1| + |\Delta h| \geq \frac{1}{3y}|\Delta y - \Delta y'|, \quad (2.42)$$

$$|\Delta h_2| \leq 2\tilde{c}\bar{y}\|\Delta v_2\|_0, \quad (2.43)$$

$$\frac{1}{2}\theta y^\kappa \|\Delta b' - \Delta b\|_0 \leq |\Delta y - \Delta y'|, \quad (2.44)$$

$$\frac{1}{2}\theta \tilde{y}^\kappa \|\Delta v_1\|_0 \leq |\Delta h|, \quad (2.45)$$

$$\|\Delta v_2 - \Delta v_1\|_0 \leq |\Delta \epsilon|. \quad (2.46)$$

By (2.43), (2.46) and (2.45) we have

$$|\Delta h| \leq |\Delta \epsilon| + 2\bar{y}\left(\frac{2}{\theta \tilde{y}^\kappa}|\Delta h| + |\Delta \epsilon|\right).$$
Figure 2: Notation for the proof of Proposition 2.39

Hence, for $\delta > 0$ small enough,

$$|\Delta h| \leq 2|\Delta \epsilon|. \quad (2.47)$$

By (2.41) and (2.44), we have

$$|\Delta \epsilon| = o \left( |\Delta q| + 4 \left( 1 + \frac{1}{\theta y}\right) |\Delta y - \Delta y'| \right) = o \left( |\Delta q| \left( 1 + 4 \left( 1 + \frac{1}{\theta y}\right) A \right) \right).$$

Hence

$$|\Delta \epsilon| = o \left( |\Delta q| \right). \quad (2.48)$$

By (2.42), (2.40), (2.47) and (2.48) we get

$$\frac{|\Delta y - \Delta y'|}{|\Delta q|} \leq O \left( \frac{3y^2}{y^c} \right) \frac{|\Delta h_1|}{|\Delta q|} + 6y |\Delta \epsilon| \frac{|\Delta q|}{|\Delta q|} = \leq O \left( \frac{3y^2}{y^c} \right) \frac{|\Delta h_1|}{|\Delta q|} + o(1).$$

As consequence,

$$\limsup_{\gamma \to p} \frac{|\Delta y - \Delta y'|}{|\Delta q|} \leq O \left( \frac{3y^2}{y^c} \right) A.$$ 

Finally, from (2.11) we get $A = 0$ for $\eta$ small enough.

\[ \Box \]

**Lemma 2.49.** Let $W \subset \mathbb{R} \times B_1$ with the following properties:
W is a $C^1$ codimension one manifold,
- for all $p \in W$, the tangent space $T_p W$ extends to a plane in $\mathbb{R} \times B_0$ also denoted by $T_p W$,
- the dependence of $p$ to $T_p W$ is continuous.

Let $V$ be a normed vector space and $H : V \to \mathbb{R} \times B_0$ be such that
- $H : V \to \mathbb{R} \times B_0$ is continuously differentiable,
- if $H(v) \in W$, then $DH_v \cap T_{H(v)} W$.

Then $H^{-1}(W)$ is a $C^1$ codimension one manifold.

**Proof.** Let $v \in H^{-1}(W)$ and $p = H(v)$. Observe that $DH_v^{-1}(T_p W)$ is a codimension one subspace which depends continuously on $v$. We denote it by $T_v H^{-1}(W)$. By a similar argument as in the proof of Proposition 2.39 it follows that $T_v H^{-1}(W)$ is the tangent space at $v$ to $H^{-1}(W)$. As consequence $H^{-1}(W)$ is a $C^1$ codimension one manifold. □

**Remark 2.50.** Observe that Lemma 2.49 is not the usual pull back lemma. Namely, $H : V \to \mathbb{R} \times B_0$ is continuously differentiable but $W \subset R \times B_0$ has infinite codimension. It has codimension one in $\mathbb{R} \times B_1$.

### 3 Renormalization of Cherry dynamics

This section presents the dynamical systems of interest, namely the circle maps with a flat interval and the action of the renormalization operator. Because of their close connection with Cherry flows, we call circle maps with a flat interval, Cherry maps.

#### 3.1 The class of functions

We fix $1 < \ell < 2$ and we denote by $\Sigma^{(X)}$ the simplex

$$
\Sigma^{(X)} = \{(x_1, x_2, x_3, x_4, s) \in \mathbb{R}^5 \mid x_1 < 0 < x_3 < x_4 < 1, 0 < x_2 < 1 \text{ and } 0 < s < 1\},
$$

by $\text{Diff}^r([0,1])$ the space of $\mathcal{C}^r$, $r \geq 2$, orientation preserving diffeomorphisms of $[0,1]$. The space of $\mathcal{C}^r$ circle maps with a flat interval is denoted by

$$
\mathcal{L}^{(X,r)} = \Sigma^{(X)} \times \text{Diff}^r([0,1]) \times \text{Diff}^r([0,1]) \times \text{Diff}^r([0,1]).
$$

The space $\mathcal{L}^{(X,r)}$ is equipped by a distance which is the sum of the usual distances: the euclidian distance on $\Sigma^{(X)}$ and the sum of the $\mathcal{C}^r$ distance on $\text{Diff}^r([0,1])$. Usually we will suppress the index indicating the smoothness of the maps and simply use the notation $\mathcal{L}^{(X)}$. A point $f = (x_1, x_2, x_3, x_4, s, \varphi, \varphi', \varphi'') \in \mathcal{L}^{(X)}$ represents the following interval map $f : [x_1, 1] \to [x_1, 1]$:

$$
f(x) := \begin{cases} 
(1-x_2)q_s \circ \varphi \left(1-\frac{x}{x_1}\right) + x_2 & \text{if } x \in [x_1, 0) \\
 x_1 \left(\varphi' \left(\frac{x_3-x}{x_3}\right)^\ell\right) & \text{if } x \in [0, x_3] \\
 0 & \text{if } x \in (x_3, x_4) \\
x_2 \left(\varphi'' \left(\frac{x-x_4}{1-x_4}\right)^\ell\right) & \text{if } x \in [x_4, 1]
\end{cases} \quad (3.1)
$$
and \( q_s : [0,1] \to [0,1] \) is a diffeomorphic part of \( x^\ell \) parametrized by \( s \in (0,1) \), namely
\[
q_s(x) = \frac{[(1-s)x+s]^{\ell} - s^\ell}{1-s^\ell}.
\]

The meaning of the parts of \( f \) is illustrated in figures 3, 4, 5 and 6. The role of \( q_s \) will become clear in the study of the asymptotical behavior of the renormalization operator, see Section 4.

![Figure 3: A function in \( \mathcal{L}^{(X)} \)](image)

Depending on the situation, we use different coordinate systems. Given a system \( f = (x_1, x_2, x_3, x_4, s, \varphi, \varphi^l, \varphi^r) \in \mathcal{L}^{(X)} \) we represent it in \( S \)–coordinates as follows: \( f = (S_1, S_2, S_3, S_4, S_5, \varphi, \varphi^l, \varphi^r) \) where
\[
S_1 = \frac{x_3 - x_2}{x_3}, \quad S_2 = \frac{1 - x_4}{1 - x_2}, \quad S_3 = \frac{x_3}{1 - x_4}, \quad S_4 = \frac{x_2}{x_1}, \quad S_5 = s^{\ell-1}.
\]

As a consequence, we define
\[
\Sigma^{(S)} = \{(S_1, S_2, S_3, S_4, S_5) \in \mathbb{R}^5 | 0 < S_2, 0 < S_3, 0 < S_4 \text{ and } 0 < S_5 < 1\},
\]
and
\[
\mathcal{L}^{(S)} = \Sigma^{(S)} \times \text{Diff}^r([0,1]) \times \text{Diff}^r([0,1]) \times \text{Diff}^r([0,1]).
\]

Similarly, given a system \( f = (S_1, S_2, S_3, S_4, S_5, \varphi, \varphi^l, \varphi^r) \in \mathcal{L}^{(S)} \) we represent it in \( Y \)–coordinates as follows: \( f = (y_1, y_2, y_3, y_4, y_5, \varphi, \varphi^l, \varphi^r) \) where
\[
y_1 = S_1, \quad y_2 = \log S_2, \quad y_3 = \log S_3, \quad y_4 = \log S_4, \quad y_5 = \log S_5.
\]

As a consequence, we define
\[
\Sigma^{(Y)} = \{(y_1, y_2, y_3, y_4, y_5) \in \mathbb{R}^5 | y_5 < 0\},
\]
and
\[
\mathcal{L}^{(Y)} = \Sigma^{(Y)} \times \text{Diff}^r([0,1]) \times \text{Diff}^r([0,1]) \times \text{Diff}^r([0,1]).
\]

Observe that these coordinates changes induce diffeomorphisms between \( \mathcal{L}^{(X)} \), \( \mathcal{L}^{(S)} \) and \( \mathcal{L}^{(Y)} \). In particular by explicit calculations the following lemma holds.
Lemma 3.2. The inverse of \((x_1, x_2, x_3, x_4) \to (S_1, S_2, S_3, S_4)\) is given by

1. \(x_1 = -\frac{S_4(1-S_1)S_3}{(1+S_3(1-S_1)S_2)S_4}\),
2. \(x_2 = \frac{S_3(1-S_1)S_2}{1+S_3(1-S_1)S_2}\),
3. \(x_3 = \frac{S_2}{1+S_3(1-S_1)S_2}\),
4. \(x_4 = 1 - \frac{S_2}{1+S_3(1-S_1)S_2}\).

From the context and the notation it will be clear which parametrization of our space we are using. The space will then be simply denoted by \(\mathcal{L}\) instead of \(\mathcal{L}^{(X)}\), \(\mathcal{L}^{(S)}\) or \(\mathcal{L}^{(Y)}\). If we want to specify that our maps are \(C^r\) smooth, then we use the notation \(\mathcal{L}^r\). When needed we use the notation \(x_3(f)\) to denote the \(x_3\) coordinate of \(f\). Similarly for all others.

3.2 Renormalization

In this section we define the renormalization operator. The renormalization scheme that we use is adapted to study circle maps with Fibonacci rotation number. For basic concepts concerning circle maps, see [10].

Definition 3.3. A map \(f \in \mathcal{L}\) is renormalizable if \(0 < x_2 < x_3\). The space of renormalizable maps is denoted by \(\mathcal{L}_0\).

Let \(f \in \mathcal{L}_0\) and let \(\text{pre}R(f)\) be the first return map of \(f\) to the interval \([x_1, x_2]\). Let us consider the function \(h : [x_1, x_2] \to [0, 1]\) defined as \(h(x) = x/x_1\) for all \(x \in [x_1, x_2]\).
Then the function

$$Rf := h \circ \text{pre} R(f) \circ h^{-1}$$

is again a map in $\mathcal{L}$. Notice that $Rf$ is nothing else than the first return map of $f$ to the interval $[x_1, x_2]$ rescaled and flipped. This defines the renormalization operator

$$R : \mathcal{L}_0 \to \mathcal{L}.$$ 

**Definition 3.4.** A map $f \in \mathcal{L}$ is $\infty$-renormalizable if for every $n \geq 0$, $R^n f \in \mathcal{L}_0$. The set of $\infty$-renormalizable functions will be denoted by $\mathcal{W} \subset \mathcal{L}$. The maps in $\mathcal{W}$ are called Fibonacci maps.

**Remark 3.5.** Observe that, if $f \in \mathcal{W}$, by identifying $x_1$ with 1 we obtain a map of the circle having Fibonacci rotation number.

In Definition 3.6 we introduce the concept of the zoom operator needed later to describe the action of the renormalization operator on the space of diffeomorphisms.

**Definition 3.6.** Let $I = [a, b] \subset [0, 1]$. The zoom operator $Z_I : \text{Diff}^0([0, 1]) \to \text{Diff}^0([0, 1])$ is defined as

$$Z_I \varphi(x) = \frac{\varphi((b - a)x + a) - \hat{a}}{b - \hat{a}}$$

where $\varphi \in \text{Diff}^0([0, 1])$, $x \in [0, 1]$, $\hat{a} = \varphi(a)$ and $\hat{b} = \varphi(b)$.

The following two lemmas are a direct consequence of the definition of the renormalization operator.
Lemma 3.7. Let $f = (x_1, x_2, x_3, x_4, s, \varphi, \varphi^l, \varphi^r) \in \mathcal{L}_0$ and let $Rf = (\bar{x}_1, \bar{x}_2, \bar{x}_3, \bar{x}_4, \bar{s}, \bar{\varphi}, \bar{\varphi}^l, \bar{\varphi}^r)$. Then

1. $\bar{x}_1 = \frac{x_2}{x_1}$,
2. $\bar{x}_2 = \left( \varphi^l \left( \frac{x_3 - x_2}{x_3} \right) \right)^{\ell}$,
3. $\bar{x}_3 = 1 - (\varphi^{-1} \circ q_s^{-1}) \left( \frac{x_4 - x_2}{1 - x_2} \right)$,
4. $\bar{x}_4 = 1 - (\varphi^{-1} \circ q_s^{-1}) \left( \frac{x_3 - x_2}{1 - x_2} \right)$,
5. $\bar{s} = \varphi^l \left( \frac{x_3 - x_2}{x_3} \right)$,
6. $\bar{\varphi} = Z_{\left[ \frac{x_3 - x_2}{x_3} \right]} \varphi^l$,
7. $\bar{\varphi}^l = \varphi^r \circ Z_{\left[ \frac{x_3 - x_2}{x_3} \right]} (q_s \circ \varphi)$,
8. $\bar{\varphi}^r = Z_{\left[ \frac{x_3 - x_2}{x_3} \right]} \varphi^l \circ Z_{\left[ \frac{x_3 - x_2}{x_3} \right]} (q_s \circ \varphi)$.

Lemma 3.8. Let $f = (S_1, S_2, S_3, S_4, S_5, \varphi, \varphi^l, \varphi^r) \in \mathcal{L}_0$ and
\( Rf = (\tilde{S}_1, \tilde{S}_2, \tilde{S}_3, \tilde{S}_4, \tilde{S}_5, \tilde{\varphi}, \tilde{\varphi}^l, \tilde{\varphi}^r) \). Then

1. \( \tilde{S}_1 = 1 - \left( \frac{\ell S^1}{S^2} \right) \cdot \left[ \frac{S^2}{1 - (\varphi^{-1} \circ q_s^{-1})(1 - S^2)} \right] \),

2. \( \tilde{S}_2 = \frac{S_1 S_2 S_3}{\ell S_5} \cdot \left[ \frac{\ell S_5 (\varphi^{-1} \circ q_s^{-1})(S_1 S_2 S_3)}{S_1 S_2 S_3} \cdot \frac{1}{1 - (\varphi^l(S_1))^{\ell}} \right] \),

3. \( \tilde{S}_3 = \frac{S_3}{S_1 S_3} \cdot \left[ \frac{S_1 S_3 (1 - (\varphi^{-1} \circ q_s^{-1})(1 - S_2))}{S_5 (\varphi^{-1} \circ q_s^{-1})(S_1 S_2 S_3)} \right] \),

4. \( \tilde{S}_4 = \frac{S^4_1}{S_4} \cdot \left[ \left( \frac{\varphi^l(S_1)}{S_1} \right)^{\ell} \right] \),

5. \( \tilde{S}_5 = S^{\ell-1}_1 \cdot \left[ \left( \frac{\varphi^l(S_1)}{S_1} \right)^{\ell-1} \right] \),

6. \( \tilde{\varphi} = Z_{[S_1,1]} \varphi^l \),

7. \( \tilde{\varphi}^l = \varphi^r \circ Z_{[q_s^{-1}(1-S_2),1]}(q_s) \circ Z_{[\varphi^{-1} q_s^{-1}(1-S_2),1]}(\varphi) \),

8. \( \tilde{\varphi}^r = Z_{[0,S_1]}(\varphi^l) \circ Z_{[0,q_s^{-1}(S_1 S_2 S_3)]}(q_s) \circ Z_{[0,\varphi^{-1} q_s^{-1}(S_1 S_2 S_3)]}(\varphi) \).

### 3.3 Fibonacci rotation number

In the sequel we fix the critical exponent \( 1 < \ell < 2 \) and we use the following notation. If \( f \in \mathcal{W} \) the coordinates of \( R^n(f) \) are indicated with a lower index \( n \), for example

\[ x_{3,n} = x_3(R^n f), \]

and \( S_{2,n} = S_2(R^n f) \). Similarly for the other coordinates.

Moreover, let \( U_f = [x_3, x_4] \) be the flat interval of \( f \). Observe that \( R^n f_{[0,1]} \) is a rescaled version of \( f^{q_n} \) where the sequence \( (q_n)_{n \in \mathbb{N}} \) is the Fibonacci sequence satisfying that: \( q_1 = 1, q_2 = 2 \) and for all \( n \geq 3, q_n = q_{n-1} + q_{n-2} \). Observe that if \( R^n f = (x_{1,n}, x_{2,n}, x_{3,n}, x_{4,n}, s_n, \varphi_n, \varphi^l_n, \varphi^r_n) \) then the points \( x_{1,n}, x_{2,n}, x_{3,n}, x_{4,n} \) correspond to dynamical points of the original function \( f \). Namely,

- \( \hat{x}_{1,n} = f^{q_n+1}(x_3) = f^{q_n}(x_4) = f^{q_n}(0) \),
- \( \hat{x}_{2,n} = f^{q_n+1}(x_3) = f^{q_n+1}(x_4) = f^{q_n+1}(0) \),
- \( \hat{x}_{3,n} = f^{-q_n+1}(x_3) \),
- \( \hat{x}_{4,n} = f^{-q_n+1}(x_4) \).

### 4 The asymptotics of renormalization

This section explores the asymptotic behaviour of the renormalization operator. Let \( f \in \mathcal{W} \subset \mathcal{L}^\infty(Y) \). For all \( n \in \mathbb{N} \) we define

\[ w_n(f) = \begin{pmatrix} y_2(R^n f) \\ y_3(R^n f) \\ y_4(R^n f) \\ y_5(R^n f) \end{pmatrix}, \]

where \( \mathcal{W} \) is the space of H"older continuous functions.
Theorem 4.3. For every 

\[ \varphi_n(f) = \varphi(R^n f), \varphi_n^l(f) = \varphi^l(R^n f) \text{ and } \varphi_n^r(f) = \varphi^r(R^n f). \]

Definition 4.1. Let \( \varphi : N \to \mathcal{N} \) be a \( C^1 \) map where \( N \) is an interval. If \( T \subset \mathcal{N} \) is an interval such that \( D\varphi(x) \neq 0 \) for every \( x \in T \), we define the distortion of \( \varphi \) in \( T \) as:

\[ \text{dist}(\varphi, T) = \sup_{x,y \in T} \frac{|D\varphi(x)|}{|D\varphi(y)|}. \]

Here \( |D\varphi(x)| \) denoted the norm or absolute value of the derivative of \( \varphi \) in \( x \).

Proposition 4.2. Let \( 1 < \ell < 2 \). Then there exist \( \lambda_1 > 1, |\lambda_2| < 1, E_u, E_s, E_{-1}, w_{\text{fix}} \in \mathbb{R}^4 \) such that the following holds. Given \( f \in \mathcal{W} \subset \mathcal{L}(\gamma) \) with critical exponent \( \ell \) then there exist \( C_u(f) < 0, C_s(f) \) and \( C_{-}(f) \) such that for all \( n \in \mathbb{N} \)

\[ w_n(f) = C_u(f)\lambda_u^n E_u + C_s(f)\lambda_s^n E_s + C_{-}(f)(-1)^n E_{-} + O \left( e^{\frac{C_u(f)\lambda_u^{n-2}}{\ell}} \right) + w_{\text{fix}}, \]

and

\[ \text{dist}(\varphi_n(f)) = O \left( e^{\frac{C_u(f)\lambda_u^{n-3}}{\ell}} \right), \]
\[ \text{dist}(\varphi_n^l(f)) = O \left( e^{\frac{C_u(f)\lambda_u^{n-2}}{\ell}} \right), \]
\[ \text{dist}(\varphi_n^r(f)) = O \left( e^{\frac{C_u(f)\lambda_u^{n-1}}{\ell}} \right). \]

The rest of the section is devoted to prove this proposition. In particular we show that

1. \( \lambda_1 = -\sqrt{\frac{\ell}{2}} \in (-1,0) \),
2. \( \lambda_2 = \sqrt{\frac{\ell}{2}} > 1 \),
3. \( E_u = \left( 1, \frac{-\lambda_2 + \ell - 1}{\ell \lambda_2 (1 + \lambda_2)}, \frac{1}{1 + \lambda_2}, \frac{\ell - 1}{\ell \lambda_2} \right) \),
4. \( E_s = \left( 1, \frac{-\lambda_2 + \ell - 1}{\ell \lambda_2 (1 + \lambda_2)}, \frac{1}{1 + \lambda_2}, \frac{\ell - 1}{\ell \lambda_2} \right) \),
5. \( E_{-} = (0,0,1,0) \).

4.1 Asymptotics of the scaling ratio

We define the following sequence of scaling ratio which plays a main role in the rest of the paper. Let \( f \in \mathcal{W} \), the scaling ratio \( \alpha_n \) is

\[ \alpha_n := \frac{[0,x_{3,n}]}{[0,x_{4,n}]} = \frac{x_{3,n}}{x_{4,n}} = \frac{S_{3,n}}{1 - S_{2,n} + (1 - S_{1,n}) S_{2,n} S_{3,n}}. \]

Theorem 4.3. For every \( f \in \mathcal{W} \), there exists \( \alpha_0 < 1 \) such that

\[ \alpha_n = O \left( \alpha_0^{\left( \frac{n}{2} \right)} \right). \]
Proof. Let \( f \in \mathcal{W} \subset \mathcal{L}^r \), \( r \geq 2 \) and \( \pi : \mathbb{R} \to \mathbb{S}^1 \) the natural projection with period \( 1 - x_1(f) \). Consider the lift of \( f \), \( F : \mathbb{R} \to \mathbb{R} \) such that \( F(0) = x_1(f) \). Then, there exists \( H : \mathbb{R} \to \mathbb{R} \) which is a lift of a circle homeomorphism and satisfies the following properties:

- \( H(x + 1 - x_1) = H(x) + 1 - x_1 \),

- \( H|_{[0,1]} = id \),

- \( H : [x_1, 0] \to [x_1, 0] \) is a polynomial diffeomorphism,

- \( G = H \circ F \circ H^{-1} \) is a \( C^r \) map except in \( \pi^{-1}(x_3(f)) \) and \( \pi^{-1}(x_4(f)) \).

Observe that close to \( \pi^{-1}(x_3(f)) \) and \( \pi^{-1}(x_4(f)) \), \( G \) has the form of \( x^\ell \) up to a \( C^r \) coordinate change. Let \( g : \mathbb{S}^1 \to \mathbb{S}^1 \) be the projection of \( G \). Then \( g \) belongs to the class of circle maps studied in [6, 27, 29] and that the theorem is valid for \( g \) (see Appendix in [27]). Because \( H|_{(0,1) \cup (x_1,0)} \) is a diffeomorphism and \( H \) is a conjugacy between \( F \) and \( G \) we get \( \alpha_n(f)/\alpha_n(g) \to 1 \) when \( n \) goes to infinity. The theorem follows. \( \Box \)

Remark 4.4. Observe that, by Proposition 2 in [6], for every \( f \in \mathcal{W} \) and for \( n \in \mathbb{N} \) large enough,

\[
\frac{x_{3,n}}{x_{4,n} - x_{3,n}} \leq 2\alpha_n.
\]

### 4.2 Asymptotics of the diffeomorphisms

In this section we show that the distortion of the diffeomorphic parts of the renormalizations behave as the sequence \( \alpha_n \). As a consequence, the diffeomorphisms tend to identity double exponentially fast.

**Proposition 4.5.** Let \( f \in \mathcal{W} \), then for all \( n \in \mathbb{N} \),

\[
\text{dist}(\varphi_n) = O\left(\frac{1}{\alpha_{n-2}}\right), \quad \text{dist}(\varphi_n^l) = O\left(\frac{1}{\alpha_{n-1}}\right), \quad \text{dist}(\varphi_n^r) = O\left(\frac{1}{\alpha_n}\right).
\]

The following Proposition is a preparation for proving Proposition 4.5.

**Proposition 4.6.** Let \( f \in \mathcal{W} \). There exists a constant \( K > 0 \) such that for every \( \alpha > 0 \) the following holds. Let \( T \) and \( M \subset T \) be two intervals and let \( S, D \) be the left and the right component of \( T \setminus M \) and \( n \in \mathbb{N} \). Suppose that

1. for every \( 0 \leq i \leq n - 1 \) the intervals \( f^i(T) \) are pairwise disjoint,
2. \( f^n : T \to f^n(T) \) is a diffeomorphism,
3. \( |f^n(M)|/|f^n(S)|, |f^n(M)|/|f^n(D)| < \alpha \).

Then

\[
\text{dist}(f^n(M)) \leq K\alpha.
\]

The proof of the previous proposition can be found in [25]. We are now ready to prove Proposition 4.5.

**Proof.** In this proof we use the notation introduced in Subsection 3.3. We start by proving the statement for \( \varphi_n^l \). We define

\[22\]
Observe that

\[ \varphi_n = Z_M f^{q_n - 1}. \]

We claim that:

1. for every \( 0 \leq i \leq q_n - 2 \) the intervals \( f^i(T) \) are pairwise disjoint,
2. \( f^{q_n - 1} : T \to f^{q_n - 1}(T) \) is a diffeomorphism,
3. \(|f^{q_n - 1}(M)|/|f^{q_n - 1}(S)|, |f^{q_n - 1}(M)|/|f^{q_n - 1}(D)| = O\left(\frac{\alpha_n}{\alpha_{n-1}}\right)\).

Points 1 and 2 comes from general properties of circle maps. For point 3, observe that

\[ \frac{|f^{q_n - 1}(M)|}{|f^{q_n - 1}(S)|} = \frac{||f^{q_n}(x_3), x_3||}{||f^{q_n}(x_3), f^{q_n}(x_3)||}. \]

As consequence, under the image of \( f \),

\[ \frac{|f^{q_n}(M)|}{|f^{q_n}(S)|} = \frac{||\hat{x}_{2,n-1}, 0||}{||\hat{x}_{4,n-1}, \hat{x}_{2,n-1}||} = O\left(\frac{||\hat{x}_{3,n-1}, 0||}{||\hat{x}_{4,n-1}, \hat{x}_{3,n-1}||}\right) = O\left(\alpha_{n-1}\right), \]

where we also used Remark 4.4. Hence, because of the form of the map near to the boundary points of the flat interval

\[ \frac{|f^{q_n - 1}(M)|}{|f^{q_n - 1}(S)|} = O\left(\frac{1}{\alpha_{n-1}}\right). \]

Observe that, for \( n \) large enough,

\[ \frac{|f^{q_n - 1}(M)|}{|f^{q_n - 1}(D)|} = \frac{||f^{q_n}(x_3), x_3||}{||x_3, x_4||} \leq \frac{|f^{q_n - 1}(M)|}{|f^{q_n - 1}(S)|} = O\left(\frac{1}{\alpha_{n-1}}\right). \]

By Proposition 4.6, we get the desired distortion estimate for \( \varphi_n^t \).

For the distortion estimate of \( \varphi_n \), it is enough to repeat the previous argument for

- \( T = [\hat{x}_{4,n-1}, \hat{x}_{4,n}] \),
- \( M = [f(x_3), \hat{x}_{3,n}] = [0, \hat{x}_{3,n}] \),
- \( S = [\hat{x}_{4,n-1}, f(x_3)] = [\hat{x}_{4,n}, 0], \)
- \( D = [f(x_3), \hat{x}_{4,n}] = [0, \hat{x}_{4,n}] \),

and to notice that \( \varphi_n = Z_M f^{q_n - 1}. \)

For the distortion estimate of \( \varphi_n^r \), take

- \( T = [\hat{x}_{3,n}, \hat{x}_{3,n-2}] \),

and to notice that \( \varphi_n = Z_M f^{q_n - 1}. \)
- $M = [\hat{x}_{4,n}, \hat{x}_{2,n-2}]$,
- $S = [\hat{x}_{3,n}, \hat{x}_{4,n}]$,
- $D = [\hat{x}_{2,n-2}, \hat{x}_{3,n-2}]$,

and notice that $\varphi_n^r = Z_M f_{q_n}^{-1}$. We claim that:

1. for every $0 \leq i \leq q_n - 2$ the intervals $f^i(T)$ are pairwise disjoint,
2. $f_{q_n}^{-1} : T \rightarrow f_{q_n}^{-1}(T)$ is a diffeomorphism,
3. $|f_{q_n}^{-1}(M)| / |f_{q_n}^{-1}(S)|, |f_{q_n}^{-1}(M)| / |f_{q_n}^{-1}(D)| = O \left( \alpha_n^{\frac{1}{2}} \right)$.

Points 1 and 2 come from general properties of circle maps. For point 3, observe that

$$\frac{|f_{q_n}^{-1}(M)|}{|f_{q_n}^{-1}(D)|} = \frac{||x_4, f_{q_n+1}(x_3)||}{||f_{q_n+1}(x_3), f_{q_n-1}(x_3)||} \leq \frac{||x_4, f_{q_n+1}(x_3)||}{||f_{q_n}(x_3), f^{-q_n}(x_4)||}.$$  

As a consequence, under the image of $f$,

$$\frac{|f_{q_n}(M)|}{|f_{q_n}(D)|} \leq \frac{||0, \hat{x}_{3,n}||}{||\hat{x}_{3,n}, x_4||} = O (\alpha_n),$$

where we also used Remark 4.4. Hence

$$\frac{|f_{q_n}^{-1}(M)|}{|f_{q_n}^{-1}(D)|} = O \left( \alpha_n^{\frac{1}{2}} \right).$$

Observe that, for $n$ large enough,

$$\frac{|f_{q_n}^{-1}(M)|}{|f_{q_n}^{-1}(S)|} = \frac{||x_4, f_{q_n+1}(x_3)||}{||x_3, x_4||} \leq \frac{|f_{q_n}^{-1}(M)|}{|f_{q_n}^{-1}(D)|} = O \left( \alpha_n^{\frac{1}{2}} \right).$$

By Proposition 4.6, we get the desired distortion estimate for $\varphi_n^r$. ∎

### 4.3 Asymptotic linear behaviour of renormalization

We are now ready to prove Proposition 4.2. The proof will be presented in a series of lemmas.

**Lemma 4.7.** Let $f \in \mathcal{W}$, then for all $n \in \mathbb{N}$,

1. $S_{1,n} = O \left( \alpha_{n+1}^{\frac{1}{4}} \right)$,
2. $S_{2,n} = O \left( \alpha_{n-1}^{\frac{7}{4}} \right)$,
3. $s_n = O \left( \alpha_n^\frac{7}{4} \right)$,
4. $S_{1,n} S_{2,n} S_{3,n} = O (\alpha_n)$,
5. $S_{2,n} S_{3,n} = \frac{S_{2,n-1}}{\ell} \left( 1 + O \left( \alpha_{n-3}^{\frac{1}{4}} \right) \right)$. 


Proof. Because \( \varphi_n^l \) has bounded distortion (see Proposition 4.5), we have that \( S_{1,n} = O \left( \varphi_n^l \left( S_{1,n} \right) \right) \). Observe that

\[
\left( \varphi_n^l \left( S_{1,n} \right) \right)^\ell = x_{2,n+1}.
\]

Hence

\[
S_{1,n} = O \left( x_{2,n+1}^{\frac{1}{2}} \right) = O \left( x_{2,n+1}^{\frac{1}{2}} \right) = O \left( \alpha_{n+1}^{\frac{1}{2}} \right).
\]

Point 1 follows. In order to prove point 3, we use point 1 of this lemma, point 5 of Lemma 3.8

\[
\text{Hence, by point 1 and Proposition 4.5 we get } S_{2,n+2} \leq K_1 \left[ \frac{\left| x_{3,n+2}, x_{3,n} \right|}{\left| x_{3,n+2}, x_{3,n} \right|} \right] \leq K_1 K_2 \left[ \frac{\left| f^{-n+1}(x_4), x_3 \right|}{\left| f^{-n+1}(x_3), x_3 \right|} \right].
\]

Moreover,

\[
\left( \frac{\left| f^{-n+1}(x_4), x_3 \right|}{\left| f^{-n+1}(x_3), x_3 \right|} \right)^\ell = O \left( \frac{x_{3,n+1}}{x_{4,n+1}} \right).
\]

Combining the two previous inequalities, we find

\[
S_{2,n+2}^\ell = O \left( \frac{x_{3,n+1}}{x_{4,n+1}} \right) = O \left( \alpha_{n+1} \right).
\]

Point 2 follows. For proving point 3, we use point 1 of this lemma, point 5 of Lemma 3.8

\[
\text{Namely,}
\]

\[
s_{n}^{l-1} = S_{5,n} = S_{1,n-1}^{\ell-1} \cdot \left( \frac{\varphi_n^l \left( S_{1,n-1} \right)}{S_{1,n-1}} \right)^{\ell-1} = O \left( \frac{\ell-1}{\alpha_n^\ell} \right) \cdot (1 + O \left( \alpha_{n-2} \right)) = O \left( \alpha_n \right).
\]

Point 3 follows. The proof of point 4 is a consequence of Remark 4.4

\[
\text{Namely,}
\]

\[
S_{1,n} S_{2,n} S_3, n = \frac{x_{3,n} - x_{2,n}}{1 - x_{2,n}} \leq \frac{x_{3,n}}{x_{4,n} - x_{3,n}} = O \left( \alpha_{n} \right).
\]

For point 5, by points 2 and 3 of Lemma 3.8

\[
S_{2,n} S_{3,n} = \frac{S_{2,n-1}}{\ell} \left[ \frac{\ell}{S_{2,n-1}} \cdot \frac{1 - \left( \varphi_n^{-1} \circ q_{s_{n-1}}^{-1} \right) \left( 1 - S_{2,n-1} \right)}{1 - \left( \varphi_n^{-1} \left( S_{1,n-1} \right) \right)^\ell} \right].
\]

Observe that by Proposition 4.5 we get

\[
1 - \left( \varphi_n^{-1} \circ q_{s_{n-1}}^{-1} \right) \left( 1 - S_{2,n-1} \right) = \frac{S_{2,n-1}}{D q_{s_{n-1}} \left( \theta_{n-1} \right) \left( 1 + O \left( \alpha_n^\ell \right) \right)}, \quad (4.8)
\]

where \(|\theta_n - 1| \leq S_{2,n} \). By points 2 and 3 we find

\[
D q_{s_{n-1}} \left( \theta_{n-1} \right) = \ell \cdot \left( 1 + O \left( \alpha_n^\ell \right) \right), \quad (4.9)
\]

For point 5, by point 1 and Proposition 4.5 we get

\[
\frac{1}{1 - \left( \varphi_n^{-1} \left( S_{1,n-1} \right) \right)^\ell} = (1 + O \left( \alpha_n \right)), \quad (4.10)
\]

Point 5 follows. \( \Box \)
Proposition 4.11. Let \( f \in \mathcal{W} \) and \( R^n f = (S_{1,n}, S_{2,n}, S_{3,n}, S_{4,n}, S_{5,n}, \varphi_n, \varphi_n^l, \varphi_n^r) \). Then

1. \( S_{1,n+1} = 1 - \left( \frac{\ell S_{1,n}^l}{S_{2,n}} \right) \left( 1 + O \left( \alpha_{n-2}^{\frac{1}{2}} \right) \right) \),
2. \( S_{2,n+1} = \frac{S_{1,n} S_{2,2} S_{3,2}}{\ell S_{5,n}} \left( 1 + O \left( \alpha_{n-2}^{\frac{1}{2}} \right) \right) \),
3. \( S_{3,n+1} = \frac{S_{5,n}}{S_{1,n} S_{3,n}} \left( 1 + O \left( \alpha_{n-2}^{\frac{1}{2}} \right) \right) \),
4. \( S_{4,n+1} = \frac{S_{1,n}^l}{S_{4,n}} \left( 1 + O \left( \alpha_{n-1}^{\frac{1}{2}} \right) \right) \),
5. \( S_{5,n+1} = S_{1,n}^{\ell-1} \left( 1 + O \left( \alpha_{n-1}^{\frac{1}{2}} \right) \right) \).

Proof. Let us prove point 1. By (4.8) and (4.9)

\[
1 - (\varphi_n^{-1} \circ q_s^{-1}) (1 - S_{2,n}) = \frac{S_{2,n}}{\ell} \left( 1 + O(\alpha_{n-2}^{\frac{1}{2}}) \right).
\] (4.12)

Finally, by point 1 of Lemma 3.8, point 1 of Lemma 4.7 (4.12) and Proposition 4.5 we get

\[
\ell \left( 1 + O \left( \alpha_{n-1}^{\frac{1}{2}} \right) \right) \left( 1 + O \left( \alpha_{n-2}^{\frac{1}{2}} \right) \right) \cdot \frac{1}{\ell} \left( 1 + O \left( \alpha_{n-1}^{\frac{1}{2}} \right) \right) = 1 + O \left( \alpha_{n-2}^{\frac{1}{2}} \right).
\]

Notice that the previous estimate

\[
\frac{(\varphi_n^l (S_{1,n}))^\ell}{S_{1,n}^l} = \left( 1 + O \left( \alpha_{n-1}^{\frac{1}{2}} \right) \right),
\]

proves point 4 and 5 by using Lemma 3.8. Let us prove point 2. By Proposition 4.5 we get

\[
\ell S_{5,n} (\varphi_n^{-1} \circ q_s^{-1}) (S_{1,n} S_{2,n} S_{3,n}) \leq \frac{\ell S_{5,n}}{D q_{s,n} (0) \left( 1 + O \left( \alpha_{n-2}^{\frac{1}{2}} \right) \right)}.
\]

By calculations and points 3 of Lemma 4.7 we find

\[
D q_{s,n} (0) = \ell \left( 1 + O \left( \alpha_{n}^{\frac{1}{2}} \right) \right) S_{5,n}.
\]

Finally, by point 2 of Lemma 3.8 by (4.10) and by the previous two estimates we have

\[
\left[ \frac{\ell S_{5,n} (\varphi_n^{-1} \circ q_s^{-1}) (S_{1,n} S_{2,n} S_{3,n})}{S_{1,n} S_{2,n} S_{3,n}} \cdot \frac{1}{1 - (\varphi_n^l (S_{1,n}))^\ell} \right] = \left( 1 + O \left( \alpha_{n-2}^{\frac{1}{2}} \right) \right) \left( 1 + O \left( \alpha_{n}^{\frac{1}{2}} \right) \right) \cdot (1 + O (\alpha_{n+1})) = 1 + O \left( \alpha_{n-2}^{\frac{1}{2}} \right).
\]

Notice that point 1 and 2 proves that

\[
\frac{\ell S_{1,n}^l}{S_{2,n}} = \left( 1 + O \left( \alpha_{n-2}^{\frac{1}{2}} \right) \right).
\] (4.13)
By point 5 of Lemma 4.7 (4.13) and point 5 of this proposition we get
\[
\frac{S_{1,n} S_{2,n} S_{3,n}}{s_n^\ell} = S_{1,n} \left( 1 + O \left( \alpha_{1,n}^{\frac{1}{7}} \right) \right). \tag{4.14}
\]

We are now ready to prove point 3. Notice that
\[
(\varphi_n^{-1} \circ q_n^{-1}) (S_{1,n} S_{2,n} S_{3,n}) = \frac{S_{1,n} S_{2,n} S_{3,n}}{D q_n (\zeta_n) \left( 1 + O \left( \alpha_{1,n}^{\frac{1}{7}} \right) \right)},
\]
where \( q_n(\zeta_n) \leq S_{1,n} S_{2,n} S_{3,n} \left( 1 + O \left( \alpha_{1,n}^{\frac{1}{7}} \right) \right) \). In particular, because \( q_n(x) \geq x^\ell \), we get
\[
0 < \zeta_n \leq (S_{1,n} S_{2,n} S_{3,n})^{\frac{1}{7}} \left( 1 + O \left( \alpha_{1,n}^{\frac{1}{7}} \right) \right). \tag{4.15}
\]

By Lemma 3.8 (4.8) and the previous estimate we get
\[
S_{3,n+1} = \frac{S_{5,n}}{S_{1,n} S_{3,n}} \left[ \frac{1}{S_{5,n}} \cdot \frac{(1 - s_n) \zeta_n + s_n}{(1 - s_n) \theta_n + s_n}^{\ell - 1} \left( 1 + O \left( \alpha_{1,n}^{\frac{1}{7}} \right) \right) \right].
\]

Now, by point 2 and 3 of Lemma 4.7 and by the definition of \( S_{5,n} \)
\[
S_{3,n+1} = \frac{S_{5,n}}{S_{1,n} S_{3,n}} \left[ \frac{(1 - s_n) \zeta_n + s_n}{S_{5,n}}^{\ell - 1} \left( 1 + O \left( \alpha_{1,n}^{\frac{1}{7}} \right) \right) \right]
= \frac{S_{5,n}}{S_{1,n} S_{3,n}} \left[ \left( 1 - s_n \right) \zeta_n + 1 \right]^{\ell - 1} \left( 1 + O \left( \alpha_{1,n}^{\frac{1}{7}} \right) \right).
\]

Finally, by (4.15), (4.14) and point 1 of Lemma 4.7 we find
\[
S_{3,n+1} = \frac{S_{5,n}}{S_{1,n} S_{3,n}} \left[ \left( 1 + O \left( S_{1,n}^{\frac{1}{7}} \right) \right) \left( 1 + O \left( \alpha_{1,n}^{\frac{1}{7}} \right) \right) \right]
= \frac{S_{5,n}}{S_{1,n} S_{3,n}} \left( 1 + O \left( \alpha_{1,n}^{\frac{1}{7}} \right) \right).
\]

Point 3 follows. \( \square \)

**Corollary 4.16.** Let \( f \in \mathcal{W} \) and \( R^\alpha f = (S_{1,n}, S_{2,n}, S_{3,n}, S_{4,n}, S_{5,n}, \varphi_n, \varphi_n^l, \varphi_n^r) \). Then

1. \( \frac{\ell S_{1,n}^\ell}{S_{2,n}} = \left( 1 + O \left( \alpha_{1,n}^{\frac{1}{7}} \right) \right) \),
2. \( \frac{S_{2,n} S_{3,n}}{s_n^\ell} = \left( 1 + O \left( \alpha_{1,n}^{\frac{1}{7}} \right) \right) \).

Let \( f \in \mathcal{W} \). Recall that for all \( n \in \mathbb{N} \) we defined
\[
w_n = \begin{pmatrix} \log S_{2,n} \\ \log S_{3,n} \\ \log S_{4,n} \\ \log S_{5,n} \\ y_{2,n} \\ y_{3,n} \\ y_{4,n} \\ y_{5,n} \end{pmatrix}.
\]

27
We define now
\[
M = \begin{pmatrix}
1 + \frac{1}{\ell} & 1 & 0 & -1 \\
-\frac{1}{\ell} & -1 & 0 & 1 \\
1 & 0 & -1 & 0 \\
1 - \frac{1}{\ell} & 0 & 0 & 0
\end{pmatrix},
\]
and
\[
w^* = \begin{pmatrix}
-(1 + \frac{1}{\ell}) & \log \ell \\
\frac{1}{\ell} \log \ell \\
-\log \ell \\
-(1 - \frac{1}{\ell}) & \log \ell
\end{pmatrix}.
\]
Point 1 of Corollary 4.16 allows to eliminate \(S_{1,n}\) which asymptotically is determined by \(S_{2,n}\). With the notations introduced above, the new estimates of Proposition 4.11 obtained by the substitution of \(S_{1,n}\) takes the following linear form.

**Proposition 4.17.** Let \(f \in \mathcal{W}\), then
\[
w_{n+1} = Mw_n + O\left(\alpha_{n-2}\right) + w^*.
\]

**Lemma 4.18.** The eigenvalues of \(M\) are
\[-1, 0, \lambda_s = \frac{1}{2} - \sqrt{\left(\frac{1}{2}\right)^2 + \frac{\ell}{2}} \in (-1, 0), \lambda_u = \frac{1}{2} + \sqrt{\left(\frac{1}{2}\right)^2 + \frac{\ell}{2}} > 1,\]
and the corresponding eigenvectors
\[
E_- = (e^-_i)_{i=2,3,4,5} = (0, 0, 0, 0),
E_0 = (e^0_i)_{i=2,3,4,5} = (0, 0, 0, 0),
E_s = (e^s_i)_{i=2,3,4,5} = \left(1, \frac{-\lambda_s + \ell - 1}{\ell \lambda_s (1 + \lambda_s)}, \frac{1}{1 + \lambda_s}, \frac{\ell - 1}{\ell \lambda_s}\right),
E_u = (e^u_i)_{i=2,3,4,5} = \left(1, \frac{-\lambda_u + \ell - 1}{\ell \lambda_u (1 + \lambda_u)}, \frac{1}{1 + \lambda_u}, \frac{\ell - 1}{\ell \lambda_u}\right).
\]
Let \(w_{fix}\) be the fixed point of the equation \(Lw_{fix} + w^* = w_{fix}\).

### 4.4 Asymptotics in \(Y\)-coordinates

**Lemma 4.19.** For every \(f \in \mathcal{W}\) there exist \(C_u(f), C_s(f)\) and \(C_-(f)\) such that, for all \(n \in \mathbb{N}\),
\[
w_n = C_u(f)\lambda_u^n E_u + C_s(f)\lambda_s^n E_s + C_-(f)(-1)^n E_- + O\left(\alpha_{n-2}^{\frac{n+3}{2}}\right)^{\frac{1}{2}} + w_{fix}. \quad (4.20)
\]

**Proof.** For all \(n \in \mathbb{N}\) let \(v_n = w_n - w_{fix}\). Then by Proposition 4.17
\[
v_{n+1} = Mv_n + \epsilon_n,
\]
where \(\epsilon_n = O\left(\alpha_{n-2}^{\frac{1}{2}}\right) = O\left(\alpha_0^{\frac{n+2}{2}}\right)^{\frac{1}{2}}\), see Theorem 4.3. By iterating this formula we get
\[
v_n = M^n v_0 + \sum_{k=0}^{n-1} L^{n-k-1} \epsilon_k. \quad (4.21)
\]
By expressing \( v_0 \) and \( \epsilon_n \) in the eigenbasis we find the following equalities:

\[
v_0 = C_u^0 E_u + C_s^0 E_s + C_-^0 E_- + C_0^0 E_0,
\]

\[
\epsilon_n = \epsilon_{u,n} E_u + \epsilon_{s,n} E_s + \epsilon_{-,n} E_- + \epsilon_{0,n} E_0.
\]

We consider now the following quantities depending on \( f \):

\[
C_u(f) = C_u^0 + \sum_{k=0}^{\infty} \frac{\epsilon_{u,k}}{\lambda_u^{k+1}}, \tag{4.22}
\]

\[
C_s(f) = C_s^0 + \sum_{k=0}^{\infty} \frac{\epsilon_{s,k}}{\lambda_s^{k+1}}, \tag{4.23}
\]

\[
C_{-}(f) = C_{-}^0 + \sum_{k=0}^{\infty} \frac{\epsilon_{-,k}}{(-1)^{k+1}}. \tag{4.24}
\]

Moreover, equation (4.21) in the coordinates becomes

\[
v_n = \left( C_u^0 + \sum_{k=0}^{n-1} \frac{\epsilon_{u,k}}{\lambda_u^{k+1}} \right) \lambda_u^n E_u + \left( C_s^0 + \sum_{k=0}^{n-1} \frac{\epsilon_{s,k}}{\lambda_s^{k+1}} \right) \lambda_s^n E_s + \left( C_{-}^0 + \sum_{k=0}^{n-1} \frac{\epsilon_{-,k}}{(-1)^{k+1}} \right) (-1)^n E_- + \epsilon_{0,n-1} E_0
\]

\[
= C_u(f) \lambda_u^n E_u + C_s(f) \lambda_s^n E_s + C_{-}(f) (-1)^n E_- + C_0^0 E_0 + \left( \sum_{k=n}^{\infty} \frac{\epsilon_{u,k}}{\lambda_u^{k+1}} \right) \lambda_u^n E_u + \left( \sum_{k=n}^{\infty} \frac{\epsilon_{s,k}}{\lambda_s^{k+1}} \right) \lambda_s^n E_s + \left( \sum_{k=n}^{\infty} \frac{\epsilon_{-,k}}{(-1)^{k+1}} \right) (-1)^n E_- + \epsilon_{0,n-1} E_0
\]

\[
\leq C_u(f) \lambda_u^n E_u + C_s(f) \lambda_s^n E_s + C_{-}(f) (-1)^n E_- + O \left( \left( \frac{\alpha_0^{\frac{n+1}{2}}}{} \right)^{\frac{n}{2}} \right).
\]

Notice that the three tail terms were estimated in the following way. Let us start with the tail term corresponding to \( E_s \). The others are treated in a similar way. Notice that for \( k \) large enough we have

\[
\frac{\left( \frac{\alpha_0^{\frac{n+1}{2}}}{} \right)^{\frac{n}{2}}}{\lambda_s} \leq \frac{1}{2}.
\]
As a consequence

\[\sum_{k=n}^{\infty} \frac{\epsilon_{s,k}}{\lambda_s^{k+1}} \lambda_s^n = O \left( \sum_{k=n}^{\infty} \frac{(\alpha_0(\frac{2}{2})\lambda_s^{n-1})^{\frac{1}{2}}}{\lambda_s^n} \lambda_s^n \right)\]

\[= O \left( \frac{(\alpha_0(\frac{2}{2})\lambda_s^{n-1})^{\frac{1}{2}}}{\lambda_s^n} \lambda_s^n \sum_{k=0}^{\infty} \left(\frac{1}{2}\right)^k \right)\]

\[= O \left( \left(\frac{\alpha_0(\frac{2}{2})\lambda_s^{n-1}}{\lambda_s^n}\right)^{\frac{1}{2}} \right).\]

Finally, observe that the largest estimation comes from the term

\[\epsilon_{0,n-1} = O \left( \left(\frac{\alpha_0(\frac{2}{2})\lambda_s^{n-1}}{\lambda_s^n}\right)^{\frac{1}{2}} \right).\]

\[\text{Lemma 4.25.}\ Let f \in W\text{ then}\]

\[\alpha_n = O \left( e^{C_u(f)\lambda_s^{n-1}} \right),\]

and \(C_u(f) < 0.\)

\[\text{Proof.}\ By\ the\ definition\ of\ \alpha_n\]

\[\alpha_n = \frac{S_{2,n}S_{3,n}}{1 - S_{2,n} + (1 - S_{1,n}) S_{2,n}S_{3,n}},\]

and by applying point 2 and 5 of Lemma 4.7, we have

\[\frac{\alpha_n}{S_{2,n-1}} = 1 + O(S_{2,n-1}) = 1 + O \left( \alpha_{n-2} \right).\]

From the previous estimate and from (4.20), we get

\[\log \alpha_n = \log S_{2,n-1} + O \left( \alpha_{n-2}^{\frac{1}{2}} \right) = C_u(f)e^{\frac{1}{2}} \lambda_s^{n-1} + C_s(f)e^{\frac{1}{2}} \lambda_s^{n-1} + O \left( \left(\frac{\alpha_0(\frac{2}{2})\lambda_s^{n-3}}{\lambda_s^n}\right)^{\frac{1}{2}} \right).\]

From Lemma 4.18 and Lemma 4.3 it follows that

\[\alpha_n = O \left( e^{C_u(f)\lambda_s^{n-1}} \right),\]

and \(C_u(f) < 0.\)

\[\text{Lemma 4.19 and Lemma 4.25 proves Proposition 4.2 which was the aim of this section.}\]
4.5 Asymptotics in X-coordinates

In the previous section we described the asymptotics of the renormalizations in the S and Y-coordinates. Here we deduce the asymptotics of the renormalizations in the X-coordinates. This is needed in Section 7.

Lemma 4.26. Let \( f \in \mathcal{W}^{(X)} \), then

\[
\begin{align*}
\log |x_{1,n}| &= C_u(f) \lambda^n \left( e_2^n + e_3^n - e_4^n \right) + C_s(f) \lambda^n \left( e_2^s + e_3^s - e_4^s \right) - C_-(f) (-1)^n + \delta_{1,n}, \\
\log x_{2,n} &= C_u(f) \lambda^n \left( e_2^n + e_3^n \right) + C_s(f) \lambda^n \left( e_2^s + e_3^s \right) + \delta_{2,n}, \\
\log x_{3,n} &= C_u(f) \lambda^n \left( e_2^n + e_3^n \right) + C_s(f) \lambda^n \left( e_2^s + e_3^s \right) + \delta_{3,n}, \\
\log |1 - x_{4,n}| &= C_u(f) \lambda^n \left( e_2^n \right) + C_s(f) \lambda^n \left( e_2^s \right) + \delta_{4,n}, \\
\end{align*}
\]

where

\[
\delta_{1,n}, \delta_{2,n}, \delta_{3,n}, \delta_{4,n} = O \left( e^{\frac{C_u(f) \lambda^n}{e}} \right).
\]

Proof. By Lemma 3.2

\[
x_{1,n} = - \frac{S_{3,n} (1 - S_{1,n}) S_{2,n}}{(1 + S_{3,n} (1 - S_{1,n}) S_{2,n}) S_{4,n}}.
\]

As consequence

\[
\log |x_{1,n}| = y_{2,n} + y_{3,n} - y_{4,n} + O \left( S_{1,n} \right) + O \left( S_{2,n} S_{3,n} \right),
\]

and by points 1, 2 and 5 of Lemma 4.7

\[
\log |x_{1,n}| = y_{2,n} + y_{3,n} - y_{4,n} + O \left( \alpha_{n+1}^{\frac{1}{2}} \right) + O \left( \alpha_{n-2}^{\frac{1}{2}} \right).
\]

By Proposition 4.2 and by Lemma 4.25 the estmates for \( \log |x_{1,n}| \) follows. Similarly one obtains the other estimates. \( \square \)

5 Renormalization of decomposed maps

The renormalization operator in the space \( \mathcal{L} \) is not differentiable. We cannot use the standard cone field method for the construction of invariant manifolds. The reason for which our renormalization operator is not differentiable is that the composition of \( C^3 \) diffeomorphisms is not differentiable. In this section we introduce a space \( L \) and a corresponding renormalization \( R : L_0 \to L \) in such a way that \( R \) does not involve composition\(^1\). Moreover, there is a natural projection \( O : L \to \mathcal{L} \) such that \( R : L_0 \to L \) is a lift of \( R : \mathcal{L}_0 \to \mathcal{L} \). The space \( L \) is called the space of decompositions. The corresponding renormalization \( R \) on \( L \) is still not differentiable, but it is jump-out-differentiable. This will allow us to apply Theorem 2.8 to obtain the invariant manifold formed by Fibonacci Cherry maps in the space \( L \) which we will pull in \( \mathcal{L} \) by using the natural projection \( O \).

\(^1\)We will abuse the notation denoting both renormalization operators by \( R \).
5.1 The space of decompositions

To discuss the differentiability of \( R \) we need the space \( \text{Diff}^{3+\epsilon}([0,1]) \), with \( \epsilon > 0 \), to be a normed vector space. This is achieved by using the concept of non-linearity.

**Definition 5.1.** Let \( r \geq 2 \). The non linearity \( \eta : \text{Diff}^r([0,1]) \to C^{r-2}([0,1]) \) is defined as

\[
\varphi \mapsto \eta_\varphi = D\log D\varphi.
\]

**Lemma 5.2.** \( \eta \) is a bijection.

**Proof.** There is an explicit inverse of \( \eta \). Namely,

\[
\varphi(x) = \int_0^x e^{\int_0^s \eta ds} \int_0^1 e^{\int_0^s \eta ds}.
\]

We can now identify \( \text{Diff}^r([0,1]) \) with \( C^{r-2}([0,1]) \) and use the Banach space structure of \( C^{r-2}([0,1]) \) on \( \text{Diff}^r([0,1]) \). The norm of a diffeomorphism \( \varphi \in \text{Diff}^r([0,1]) \) is defined as

\[
|\varphi|_r = |\eta_\varphi|_{C^{r-2}}.
\]

**Lemma 5.3.** Let \( r \geq 2 \). The metric defined on \( \text{Diff}^r([0,1]) \) by the norm \( |\cdot|_r \), is equivalent to the \( C^r \) distance. Namely,

\[
|\varphi_n - \varphi|_r \to 0 \iff |\varphi_n - \varphi|_{C^r} \to 0.
\]

We are now ready for the definition of decomposition. Let

\[
T = \left\{ \frac{k}{2^n} | n \geq 0, 0 < k < 2^n \right\} \subset (0,1)
\]

be the dyadic rationals with his natural order. Let \( \theta : T \to T \) the doubling map

\[
\theta : \tau \to 2\tau \mod 1.
\]

Let \( X_r, r \geq 2 \), be the space of decomposed diffeomorphisms

\[
X_r = \left\{ \varphi = (\varphi_\tau)_{\tau \in T} | \varphi_\tau \in \text{Diff}^r([0,1]), \sum |\varphi_\tau|_r < \infty \right\}.
\]

We define the norm of \( \varphi \in X_r \) as

\[
|\varphi|_r = \sum |\varphi_\tau|_r.
\]

**Remark 5.4.** One should think of \( \varphi \) as a chain of diffeomorphisms labeled by \( T \). Their use allows to avoid composition. When \( r = 3 + \epsilon \) we suppress the lower index and we simply use the notation \( X = X_{3+\epsilon} \) and \( |\varphi| = |\varphi|_{3+\epsilon} \).

Let \( O_n : X \to \text{Diff}^2([0,1]) \) be the partial composition defined as

\[
O_n \varphi = \varphi_1 \circ \cdots \circ \varphi_{\frac{1}{2^n}} \circ \cdots \circ \varphi_{\frac{1}{2^n}} \circ \varphi_{\frac{1}{2^n}}.
\]
Proposition 5.5. The limit
\[ O\varphi := \lim_{n \to \infty} O_n\varphi \]
exists and it is called the composition of \( \varphi \). The composition
\[ O : X \to \text{Diff}^2([0, 1]) \]
is Lipschitz on bounded sets.

Proof. The proof is a minor variation of the proof of the Sandwich Lemma from [19]. □

We are now ready to define the space of decompositions \( L \). Recall that functions in
\[ \mathcal{L}^{(Y, 3+\varepsilon)} = \Sigma^{(Y)} \times \text{Diff}^{3+\varepsilon}([0, 1]) \times \text{Diff}^{3+\varepsilon}([0, 1]) \times \text{Diff}^{3+\varepsilon}([0, 1]) \]
are represented in \( Y \)-coordinates as follows:
\[ f = (y_1, y_2, y_3, y_4, y_5, \varphi, \varphi', \varphi^r) \text{ where} \]
\[ y_1 = S_1, \quad y_2 = \log S_2, \quad y_3 = \log S_3, \quad y_4 = \log S_4, \quad y_5 = \log S_5, \]
and
\[ \Sigma^{(Y)} = \{ (y_1, y_2, y_3, y_4, y_5) \in \mathbb{R}^5 | y_5 < 0 \}. \]
The space of decompositions is similar to \( \mathcal{L}^{(Y, 3+\varepsilon)} \) except that the diffeomorphisms are replaced by decomposed diffeomorphisms. Namely,
\[ L = \Sigma^{(Y)} \times X \times X \times X, \]
and similarly as before, a point \( f \in L \) is represented by
\[ f = (y_1, y_2, y_3, y_4, y_5, \varphi, \varphi', \varphi^r). \]
Observe that \( L \subset \mathbb{R}^5 \times X \times X \times X \) which carries a norm defined by the euclidian norm of \( \mathbb{R}^5 \) and the non-linearity norm of \( X \). Namely, if
\[ f = (y_1, y_2, y_3, y_4, y_5, \varphi, \varphi', \varphi^r) \in L \text{ then} \]
\[ |f| = \sum |y_i| + |\varphi| + |\varphi'| + |\varphi^r|. \]
Let \( O : L \to \mathcal{L}^{(Y, 2)} \) be the composition defined as
\[ O : f = (y_1, y_2, y_3, y_4, y_5, \varphi, \varphi', \varphi^r) \to f = (y_1, y_2, y_3, y_4, y_5, O\varphi, O\varphi', O\varphi^r) \]
Observe that \( \mathcal{L}^{(Y, 3+\varepsilon)} \) is an open subset of \( \mathbb{R}^5 \times \text{Diff}^{3+\varepsilon}([0, 1]) \times \text{Diff}^{3+\varepsilon}([0, 1]) \times \text{Diff}^{3+\varepsilon}([0, 1]) \)
which carries a norm defined by the euclidian norm of \( \mathbb{R}^5 \) and the non-linearity norm of \( \text{Diff}^{3+\varepsilon}([0, 1]) \). There is a natural embedding of \( \mathcal{L}^{(Y, 3+\varepsilon)} \) into \( L \).

5.2 Renormalization on the space of decompositions
Recall the definition of zoom, \( Z_I \), from Definition 3.6. The following lemmas hold.

Lemma 5.6. Let \( r \geq 2 \) and let \( I \) be an interval in \([0, 1]\). The norm of the linear operator
\[ Z_I : \text{Diff}^r([0, 1]) \to \text{Diff}^r([0, 1]) \]
satisfies
\[ |Z_I|_r = |I|. \]

Lemma 5.7. Let \( I \) be an interval of \([0, 1]\). Then \( Z_I\varphi \) is the diffeomorphism obtained by rescaling the restriction of \( \varphi \) to \( I \).
We are now ready to define the renormalization operator on $L$. We consider the subset of renormalizable maps $L_0 \subset L$,

$$L_0 = \{ f \in L | 0 < y_1 < 1 \}.$$

Let $\tau \in T$ and let $\pi^\tau : X \to X$ be defined as

$$(\pi^\tau \varphi)_{\tau'} = \begin{cases} 0 & \tau' > \tau \\ \varphi_{\tau'} & \tau' \leq \tau \end{cases}$$

Let $\tau \in T$. To describe the orbit of a point $x \in [0,1]$ in a decomposition we define the function $\gamma_\tau : X \times [0,1] \to [0,1]$ as

$$\gamma_\tau(\varphi, x) = O \circ \pi^\tau(\varphi)(x).$$

Let $f = (y_1, y_2, y_3, y_4, y_5, \varphi, \varphi^l, \varphi^r) \in L_0$. The renormalization of $f$ is

$$Rf = (\tilde{y}_1, \tilde{y}_2, \tilde{y}_3, \tilde{y}_4, \tilde{y}_5, \tilde{\varphi}, \tilde{\varphi}^l, \tilde{\varphi}^r)$$

which is defined in the following way. Let $f = O(f) = (y_1, y_2, y_3, y_4, y_5, O\varphi, O\varphi^l, O\varphi^r)$, then

$$Rf = (\tilde{y}_1, \tilde{y}_2, \tilde{y}_3, \tilde{y}_4, O\tilde{\varphi}, O\tilde{\varphi}^l, O\tilde{\varphi}^r).$$

This defines the $\tilde{y}_k$ of $Rf$. It is left to define $\tilde{\varphi}$, $\tilde{\varphi}^l$ and $\tilde{\varphi}^r$. The definition is the same as the definition of $\tilde{\varphi}$, $\tilde{\varphi}^l$ and $\tilde{\varphi}^r$ except that the diffeomorphisms are now decomposed diffeomorphisms, see Lemma 3.8.

Let $\tau \in T$, then

$$y_1(\tau) = \gamma_\tau(\varphi^l, y_1),$$

and

$$\tilde{\varphi}_\tau = Z_{(y_1(\tau), 1)} \varphi^l.$$

Let $\tau \in T$, define

$$\varphi^{-1} \circ q_s^{-1} (1 - e^{y_2}) (\tau) = \gamma_\tau(\varphi, (O\varphi)^{-1} \circ q_s^{-1} (1 - e^{y_2})), $$

and

$$\tilde{\varphi}_\tau = \begin{cases} Z_{[e^{-1}q_s^{-1}(1-e^{y_2})(\theta\tau), 1]} \varphi_{\theta\tau} & \tau < 1/2 \\
Z_{[q_1^{-1}(1-e^{y_2}), 1]} q_s & \tau = 1/2 \\
\varphi_{\theta\tau} & \tau > 1/2 \end{cases}$$

where $s = e^{y_5/\ell - 1}$.

Let $\tau \in T$, define

$$\varphi^{-1} \circ q_s^{-1} (y_1e^{y_2}e^{y_3}) (\tau) = \gamma_\tau(\varphi, (O\varphi)^{-1} \circ q_s^{-1} (y_1e^{y_2}e^{y_3})), $$

and

$$\tilde{\varphi}_\tau = \begin{cases} Z_{[0, e^{-1}q_s^{-1}(y_1e^{y_2}e^{y_3})(\theta\tau)]} \varphi_{\theta\tau} & \tau < 1/2 \\
Z_{[0, q_1^{-1}(y_1e^{y_2}e^{y_3})]} q_s & \tau = 1/2 \\
Z_{[0, y_1(\theta\tau)]} \varphi_{\theta\tau} & \tau > 1/2 \end{cases}$$
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The renormalization operator $R : L_0 \to L$ is now defined.

**Definition 5.8.** A map $f \in L$ is $\infty$-renormalizable if for every $n \geq 0$, $R^n f \in L_0$. The set of $\infty$-renormalizable functions is denoted by $W \subset L$.

Renormalization on $L_0$ is naturally defined to be the lift of renormalization on $\mathcal{L}_0$. Namely,

**Lemma 5.9.** The renormalization operator on $L_0$ commutes with the renormalization operator on $\mathcal{L}_0$ under the composition $O$, i.e

$$O \circ R = R \circ O.$$

Moreover

$$W = O^{-1}(\mathcal{W}).$$

### 6 The manifold structure of the Fibonacci class

In this section we prove that the class of Fibonacci maps is a $C^1$ codimension one manifold.

**Theorem 6.1.** $\mathcal{W}$ is a $C^1$ codimension one manifold in $L^{4+\epsilon}$.

In order to apply Theorem 2.8 we use the following notation. Let $B_1 = \mathbb{R}^4 \times X \times X \times X$ and $B_0 = \mathbb{R}^4 \times X_2 \times X_2 \times X_2$. Observe that,

$$R : L_0 \subset \mathbb{R} \times B_1 \to \mathbb{R} \times B_1 \subset \mathbb{R} \times B_0.$$  

The renormalization operator $R$ does not globally satisfies the hypothesis of Theorem 2.8. However these hypothesis are satisfied on a domain $D$ introduced in the following.

Let $1 \geq \epsilon^* > 0$, $C^* \geq 1$ and $C_* \geq 1$. A map $f = (y_1, y_2, y_3, y_4, y_5, \varphi, \varphi^l, \varphi^r) \in D_{\epsilon^*, C^*, C_*}$ if the following holds.

Express the vector $w = (y_2, y_3, y_4, y_5)$ in the eigenvectors of the matrix $M$ as defined in Lemma 4.18,

$$w = C_u E_u + C_s E_s + C_{-} E_{-} + C_0 E_0.$$  

Define $U = U_{\epsilon^*, C^*, C_*} \subset B_1$ by

$$\begin{cases}
C_u < -C_*^*, \\
|C_0|, |C_s| < C^*, \\
16|\varphi| + 8|\varphi^l| + 3|\varphi^r| < \epsilon^*,
\end{cases}$$

and $\partial_{\pm} : U \to \mathbb{R}$ by

$$\begin{cases}
\partial_+(b) = \left( \frac{3}{2\ell} e^{y_2} \right)^{\frac{1}{3}}, \\
\partial_-(b) = \left( \frac{1}{4\ell} e^{y_2} \right)^{\frac{1}{3}},
\end{cases}$$

where $b = (y_2, y_3, y_4, y_5, \varphi, \varphi^l, \varphi^r)$. The map $f = (y_1, b)$ is in $D_{\epsilon^*, C^*, C_*}$ if

$$\begin{cases}
b \in U, \\
\partial_-(b) \leq y_1 \leq \partial_+(b).
\end{cases}$$

In the sequel, we suppress the indices and use the notation $D = D_{\epsilon^*, C^*, C_*}$. Observe that $D \subset L_0$ when $C_*^*$ is large enough.
6.1 Jump-out-differentiability and structure of the derivatives

**Proposition 6.2.** Let \( D = D_{\epsilon^*, C^*, C_u} \) be a domain or a closed bounded set, then the map \( R : D \to L \subset \mathbb{R} \times B_1 \subset \mathbb{R} \times B_0 \) is jump-out-differentiable.

**Proof.** By Propositions 9.7, 9.15, 9.11, 9.18, 9.21, 9.25, 9.28, 9.33, 9.30, 9.36, 9.39 we get that \( DR : \mathbb{R}^5 \times X_2 \times X_2 \times X_2 \to \mathbb{R}^5 \times X_2 \times X_2 \times X_2 \) as described by (9.1), is bounded and it depends continuously on \( f \). The same propositions imply that

\[
\lim_{|\Delta f| \to 0} \frac{|R(f + \Delta f) - R(f) - DR_f(\Delta f)|}{|\Delta f|} = 0.
\]

This shows that \( R : D \to L \) is jump-out differentiable. \( \square \)

**Proposition 6.3.** There exists \( E > 0 \) and \( 0 \leq \kappa < 1 \) such that every domain \( D_{\epsilon^*, C^*, C_u} \) has the following property. Let \( f = (y_1, b) \in D_{\epsilon^*, C^*, C_u} \) with \( Rf = (\tilde{y}_1, \tilde{b}) \) then \((\Delta \tilde{y}, \Delta \tilde{b}) = DR_f(\Delta y, \Delta b)\) satisfies,

\[
\begin{align*}
\Delta \tilde{y} &= \frac{E_f}{y_1} \Delta y + O(\Delta b), \\
\|\Delta \tilde{b}\|_0 &= O\left(\frac{1}{y_1} |\Delta y| + \|\Delta b\|_0\right),
\end{align*}
\]

with \( 1/E < |E_f| < E \).

**Proof.** Consider \( D = D_{1,1,1} \). From Propositions 9.7, 9.15, 9.11, 9.18, 9.21, 9.25, 9.28, 9.33, 9.30, 9.36, 9.39 we get that

\[
\begin{align*}
\frac{\partial \tilde{y}_1}{\partial b} &= O(1), \\
\frac{\partial \tilde{b}}{\partial b} &= O(1),
\end{align*}
\]

and from Lemma 9.2 we get that there exists \( E > 0 \) such that

\[
\frac{1}{E y_1} \leq \frac{\partial \tilde{y}_1}{\partial y_1} \leq E \frac{1}{y_1}.
\]

By Propositions 9.18, 9.21, Lemma 9.3, 9.4, 9.5, 9.6, 9.22, 9.23, 9.24 we get

\[
\frac{\partial \tilde{b}}{\partial y_1} = O\left(\frac{1}{y_1} + S_2^{1/2} S_3^{1/2} S_5^{-\frac{2}{\tau + 1}}\right).
\]

Observe that, by point 2 of Lemma 3.8 and Lemma 8.1 we get

\[
\tilde{S}_1 S_2^{1/2} S_3^{1/2} S_5^{-\frac{2}{\tau + 1}} = O\left(S_2^{\frac{2\tau + 1}{\tau + 1}} S_3^{\frac{\tau + 1}{\tau + 1}} S_5^{-\frac{2\tau + 1}{\tau + 1}}\right).
\]
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Expressing the \( S \)-coordinates in terms of the coordinates in the eigenbasis of the matrix \( M \), see Lemma 9.1, we obtain

\[
\log \left[ S_1 \text{d}^2 S_2 \text{d}^2 S_3 S_4 \right] = C_u \left[ \lambda_u^2 (\ell^2 + \lambda_u - \ell + 1) + \lambda_u (2\ell + 1 - 2\ell) \right] + O(C).
\]

A calculation shows that the coefficient of \( C_u \) is positive. A similar expression holds for

\[
\log \left[ \text{d}^2 S_2 \text{d}^2 S_3 S_4^{-\frac{1}{2}} \right]
\]

and when \( 0 < \kappa < 1 \) is close enough to 1, the coefficient of \( C_u \), which depends continuously on \( \kappa \), is again positive. Because \( C_u \leq -1 \) we get

\[
\tilde{S}_1 \text{d}^2 S_2 \text{d}^2 S_3 S_4^{-\frac{1}{2}} = O(1).
\]

Using again point 2 of Lemma 3.8 and Lemma 8.1 we get

\[
\tilde{y}_1 = O \left( S_2 \text{d}^2 S_3 S_4^{-1} \right).
\]

Expressing the \( S \)-coordinates in terms of the coordinates in the eigenbasis of the matrix \( M \), see Lemma 9.1, and because \( C_u \leq -1 \) we obtain

\[
\log \left[ \tilde{y}_1 \right] \leq - \left[ \lambda_u + 1 - \ell \right] + O(C).
\]

As before, for \( 0 < \kappa < 1 \) close enough to 1 we also have that

\[
\frac{1}{y_1} = O \left( \frac{1}{\tilde{y}_1} \right).
\]

Finally, by (6.4) and (6.5) we get

\[
\frac{\partial \tilde{b}}{\partial y_1} = O \left( \frac{1}{\tilde{y}_1} \right).
\]

The uniform bounds follow from the fact that \( D_{\epsilon^*, C^*, \rho} \subseteq D_{1,1,1} \).

\[ \square \]

**Proposition 6.6.** For every \( \epsilon^* < 1 \), \( C^* > 1 \) and \( \xi > 0 \), if \( \vec{f} = (y_1, b) \in D_{\epsilon^*, C^*, \rho} \) with \( Rf = (\tilde{y}_1, \tilde{b}) \), then \( R \) has vertical \( \xi \)-expansion for \( C^*_u > 1 \) large enough, i.e.

\[
\frac{y_1}{\tilde{y}_1} \geq \xi.
\]

**Proof.** Using point 2 of Lemma 3.8 and Lemma 8.1 we get

\[
\frac{\tilde{y}_1}{y_1} = O \left( S_2 \text{d}^2 S_3 S_4^{-1} \right).
\]

Expressing the \( S \)-coordinates in terms of the coordinates in the eigenbasis of the matrix \( M \), see Lemma 9.1, we obtain

\[
\log \left[ \frac{\tilde{y}_1}{y_1} \right] \leq -C_u \left[ \frac{\lambda_u + 1 - \ell}{\ell (1 + \lambda_u)} \right] + O(C).
\]

For \( 0 < \kappa < 1 \) close enough to 1 and \( C^*_u > 1 \) large enough, we also have that

\[
\frac{\tilde{y}_1^\kappa}{y_1} \leq \frac{1}{\xi}.
\]

\[ \square \]
Proposition 6.7. For every $\epsilon^* < 1$, $C^* > 1$ and $\eta > 0$, if $f = (y_1, b) \in D_{\epsilon^*, C^*, C_u^*}$ with $Rf = \left( \tilde{y}_1, \tilde{b} \right)$, then $R$ has $\eta$-dominating horizontal expansion for $C_u^* > 1$ large enough, i.e.

$$\frac{y_1^2}{\tilde{y}_1^c} \leq \eta.$$ 

Proof. Using point 2 of Lemma 3.8 and Lemma 8.1 we get

$$\frac{y_1^2}{\tilde{y}_1^c} = O \left( S_2^{\ell - 1} S_3^{-1} S_5 \right).$$

Expressing the $S$-coordinates in terms of the coordinates in the eigenbasis of the matrix $M$, see Lemma 9.1, we obtain

$$\log \left[ \frac{y_1^2}{\tilde{y}_1^c} \right] \leq -C_u \left[ \frac{\lambda_u (\ell - 1) + 2 \ell - 1}{\ell (1 + \lambda_u)} \right] + O(C).$$

For $0 < \kappa < 1$ close enough to 1 and $C_u^* > 1$ large enough, we also have that

$$\frac{y_1^2}{\tilde{y}_1^c} \leq \eta.$$ 

6.2 Topological hyperbolicity

In this section we prove that, for an appropriate choice of $\epsilon^*, C^*, C_u^*$, $R : D_{\epsilon^*, C^*, C_u^*} \to L$ is topologically hyperbolic. The choice needs some preparation.

The largest eigenvalue of

$$Q = \begin{pmatrix} 0 & 1 & 0 \\ \frac{1}{16} & 0 & 1 \\ \frac{1}{16} & \frac{1}{16} & 0 \end{pmatrix}$$

is $\frac{1}{2}$ with eigenvector $E = (16, 8, 3)$. Let $\mathcal{f} = (y_1, y_2, y_3, y_4, y_5, \varphi, \varphi^l, \varphi^r) \in L_0$ and $R\mathcal{f} = (\tilde{y}_1, \tilde{y}_2, \tilde{y}_3, \tilde{y}_4, \tilde{y}_5, O\varphi, O\varphi^l, O\varphi^r)$. Define

$$m = m(\mathcal{f}) = (|\varphi|, |\varphi^l|, |\varphi^r|),$$

and $\tilde{m} = m(R\mathcal{f})$.

Lemma 6.8. For every $\epsilon^* < 1$ and $C^* \geq 1$ we have

$$\tilde{m} \leq Qm + \frac{\epsilon^*}{33} \begin{pmatrix} 0 \\ 1 \\ 1 \end{pmatrix},$$

when $C_u^*$ is large enough. In particular,

$$(E, \tilde{m}) \leq \frac{1}{2} (E, m) + \frac{1}{3} \epsilon^*.$$
Proof. We estimate the norms \( \tilde{w}, \tilde{w}^l \) and \( \tilde{w}^r \). Observe,
\[
|[y_1(\tau), 1]| \leq 1.
\]
This implies, using Lemma 5.6 and the definition of renormalization,
\[
\tilde{w} \leq w^l. \tag{6.9}
\]
Moreover, for \( C_u^* > 1 \) large enough we have
\[
|[\varphi^{-1} \circ q^{-1}_s (1 - e^{y_2}) (\tau), 1]| = O \left( S_2 (1 + \epsilon^*) \right) \leq \frac{1}{16}. \tag{6.10}
\]
The previous inequality, Lemma 5.6 and Lemma 8.2 imply,
\[
\tilde{w}^l \leq \frac{1}{16} w + w^r + \frac{\epsilon^*}{33}. \tag{6.11}
\]
For \( C_u^* > 1 \) large enough and Lemma 8.4 we get
\[
\varphi^{-1} \circ q^{-1}_s (y_1 e^{y_2} e^{y_3}) (\theta \tau) = O \left( S_2 S_3 S_4 S_5 \right) = O \left( S_2^{1 + \ell} S_3 S_5 \right) \leq \frac{1}{16}, \quad \tag{6.12}
\]
where we used \( \ell S_2^l / S_2 \leq 3/2 \) and log \( S_2 S_3 S_4 S_5 \leq -C_u^* (\lambda_u^2 (\ell + 1) - 1/\ell \lambda_u (1 + \lambda_u)) + O(C^*) \), see Lemma 4.18. Furthermore, for \( C_u^* > 1 \) large enough,
\[
|[0, y_1(\theta \tau)]| = O(y_1) = O \left( S_2^{\ell} \right) \leq \frac{1}{16}, \tag{6.13}
\]
and by Lemma 8.5 we obtain
\[
\tilde{w}^r \leq \frac{1}{16} w + \frac{1}{16} w^l + \frac{\epsilon^*}{33}. \tag{6.14}
\]
Estimates (6.9), (6.11), and (6.14) conclude the proof of the lemma.

Let \( f_\pm = (\partial_\pm(b), b) \in \partial D \) with \( Rf_\pm = (\tilde{y}_\pm, \tilde{b}_\pm) \). The following holds.

**Lemma 6.15.** For every \( C^* \geq 1 \) we have
\[
\tilde{y}_+ \leq -\frac{1}{8} \text{ and } \tilde{y}_- \geq \frac{7}{16},
\]
when \( C_u^* > 1 \) is large enough and \( \epsilon^* < 1 \) is small enough.

**Proof.** Observe that
\[
\frac{S_2}{1 - (\varphi^{-1} \circ q^{-1}_s (1 - S_2) \ell (1 + O(\epsilon^*)),
\]
and
\[
\frac{(\varphi^l (S_1))^{\ell}}{\ell S_1^l} = 1 + O(\epsilon^*).
\]
Then for \( \epsilon^* \) small enough we get, by using point 1 of Lemma 3.8,
\[
\tilde{y}_+ \leq 1 - \frac{3}{2} \left( 1 - \frac{1}{4} \right) = -\frac{1}{8},
\]
and
\[
\tilde{y}_- \geq 1 - \frac{1}{4} \left( 2 + \frac{1}{4} \right) \geq \frac{7}{16}.
\]

**Proposition 6.16.** For \( C^* > 1 \) large enough \( R : D_{C^*,C^*,C^*} \to \mathbb{R} \times B_1 \) is topologically hyperbolic when \( C_u^* > 1 \) is large enough and \( \epsilon^* < 1 \) is small enough.

**Proof.** Apply Lemma 3.8 and Lemma 8.7 to obtain
\[
\hat{C}_u \leq \lambda_u C_u + \log 2, \\
\hat{C}_s \leq \lambda_s C_s + \log 2, \\
\hat{C}_0 \leq \log 2.
\]
This implies, when \( C^* > 1 \) and \( C_u^* > 1 \) are large enough, that
\[
\hat{C}_u \leq -C_u^* \text{ and } |\hat{C}_0|, |\hat{C}_s| \leq C^*.
\]
From Lemma 6.8 we get
\[
(E, \hat{w}) \leq \frac{1}{2} \epsilon^* + \frac{1}{3} \epsilon^* \leq \epsilon^*.
\]
Finally when \( C_u^* > 1 \) is large enough, for every \( b \in U_{\epsilon^*,C^*,C_u^*} \)
\[
0 \leq \partial_-(b) < \partial_+(b) \leq \frac{1}{4}.
\]
Lemma 6.15 concludes the proof that \( R : D \to \mathbb{R} \times B_1 \) is topologically hyperbolic.

### 6.3 The Fibonacci class

In this section we prove Theorem 6.1 which states that the class of Fibonacci maps in \( \mathcal{L}_{A+}^{4+} \) is a \( C^1 \) codimension one manifold.

Consider \( B_1^{4+} = \mathbb{R}^4 \times X_{4+} \times X_{4+} \times X_{4+} \) and observe that \( (B_1^{4+}, | \cdot |_{3+}) \subset B_1 \) as a normed vector space. Similarly, \( (B_1, | \cdot |_2) \) is a normed vector space in \( B_0 \). Define
\[
L_{4+}^{4+} = \Sigma(Y) \times X_{4+} \times X_{4+} \times X_{4+} \subset L \subset \mathbb{R} \times B_1,
\]
and
\[
L_{2+}^{3+} = \Sigma(Y) \times X_{3+} \times X_{3+} \times X_{3+} \subset \mathbb{R} \times B_0.
\]
By Proposition 6.2
\[
R : L_{3+}^{4+} \to L_{2+}^{3+}
\]
is continuously differentiable. Apply Theorem 2.8 to get \( D \subset [0,1] \times U \) with \( U \subset B_1 \)
maximal and a \( C^1 \) function \( \hat{\omega}^* : U \to \mathbb{R} \) such that the invariant set
\[
\omega^* = \{ p \in D | \forall n \in \mathbb{N} \ \ R^n(p) \in D \}
\]
is the graph of \( \hat{\omega}^* \). Consider
\[
W = \{ f \in L | \exists n \in \mathbb{N} \text{ s.t. } R^n f \in \omega^* \},
\]
and notice that
\footnote{See Lemma 2.23}
- \( \omega^* \) is a \( C^1 \) graph in \( W \),
- for all \( n \in \mathbb{N} \), \( R^n(W) \subset W \).

**Lemma 6.17.** Given \( f \in \mathcal{W} \subset \mathcal{L}^{4+\epsilon} \) there exists a family \( f_t \in \mathcal{L}^{4+\epsilon} \), smooth in \( t \in (-1,1) \), with \( f_0 = f \) and \( b_0 > 0 \) such that

\[
\{ f' \in \mathcal{L}^{4+\epsilon} \mid \exists t \neq 0 \text{ with } |f' - f_t|_{C_0} \leq b_0 \cdot t \} \cap \mathcal{W} = \emptyset. 
\]

**Proof.** Let \( f \in \mathcal{W} \) with \( x_1 = x_1(f) \) and \( \pi : \mathbb{R} \to [x_1,1) \) be a piece wise smooth projection with period \( 1 - x_1 \) such that the lift \( F : \mathbb{R} \to \mathbb{R} \) of \( f \) is smooth. The proof of Lemma 4.3 assures that such a projection \( \pi \) exists. Moreover, we may assume that \( \pi : [0,1) \to [0,1) \) is identity and \( \pi : [x_1,0) \to [x_1,0) \) is a diffeomorphism. Let \( F_t : \mathbb{R} \to \mathbb{R} \) be given by an added rotation

\[
F_t(x) = F(x) + t.
\]

Then for every lift \( G \) of a map \( g \in \mathcal{L}^{4+\epsilon} \) with period \( 1 - x_1 \) and

\[
|G(x) - F_t(x)| \leq \frac{1}{2} t,
\]

(6.18)
the circle map \( g \) is not a Fibonacci map.

Using an appropriate projection of period \( 1 - x_1 \), each map \( F_t \) is the lift of a map \( f_t \in \mathcal{L}^{4+\epsilon} \). This needs some preparation. Observe that \( J = [x_3(f),x_4(f)] \) is the flat interval of any \( F_t \). Let

\[
o(t) = F_t(J) = t, \quad x_1(t) = F_t(o(t)) 1(t) = x_1(t) + 1 - x_1.
\]

The interval \([x_1(t),1(t)]\) is a fundamental domain for \( F_t \). Let \( \pi_t : \mathbb{R} \to \mathbb{R} \) be the \( 1 - x_1 \) periodic piece wise smooth map given by

\[
\pi_t(x) = \begin{cases} 
\pi \left( \frac{x - o(t)}{1(t) - o(t)} \right) & \text{when } x \in [o(t),1(t)) \\
\pi \left( x_1(f) \frac{x - o(t)}{x_1(t) - o(t)} \right) & \text{when } x \in [x_1(t),o(t)) 
\end{cases}
\]

Consider the smooth family \( f_t \in \mathcal{L}^{4+\epsilon} \) with \( f_t : [x_1,1) \to [x_1,1) \) defined by

\[
f_t = \pi_t \circ F_t \circ \pi_t^{-1},
\]

with \( t \) in a small interval centered around 0. For \( b_0 > 0 \) small enough we have that every \( f' \in \mathcal{L}^{4+\epsilon} \) with \( |f' - f_t|_{C_0} \leq b_0 t \) there exists a \( 1 - x_1 \) periodic lift \( F' \) with \( |F'(x) - F_t(x)| \leq (1/2)t \). According to 6.18 \( f' \) is not a Fibonacci map. Hence \( f' \notin \mathcal{W} \). \( \square \)

Define the embedding \( i : \mathcal{L}^{4+\epsilon} \to L \) as follows. If \( f = (y_1,y_2,y_3,y_4,y_5,\varphi,\varphi^l,\varphi^r) \in \mathcal{L}^{4+\epsilon} \), then

\[
i(f) = (y_1,y_2,y_3,y_4,y_5,\varphi,\varphi^l,\varphi^r),
\]

with

\[
\varphi_1 = \varphi, \quad \varphi^l_2 = \varphi^l, \quad \varphi^r_2 = \varphi^r,
\]

and \( \varphi_\tau = \varphi^l_\tau = \varphi^r_\tau = 0 \) for \( \tau \neq 1/2 \). This is a \( C^1 \) map with \( O \circ i = id \).
Lemma 6.19. Let $f \in W \cap L_{3+\varepsilon}^{4+\varepsilon}$ such that $W$ is locally a $C^1$ codimension 1 manifold in $L$ containing $Rf_{\perp}$, then

$$DR_{\perp} f \cap T_{Rf_{\perp}} W.$$  

Proof. Let $f = O(f)$. Consider the family $f_t$ through $f$ from Lemma 6.17. The Lipschitz continuity of $O$, see Proposition 5.5, implies that for $b > 0$ small enough

$$\{f' \in L \mid \exists t \neq 0 \text{ with } |f' - i(f_t)|_{C_0} \leq b \cdot t \} \cap W = \emptyset.$$  

Moreover, for every $f' \in L$ with $|f' - i(f_t)|_{C_0} \leq b \cdot t$ for some $t \neq 0$ we have

$$Rf' \notin W.$$  

Let $\Delta v = \frac{\partial i(f_t)}{\partial t}$. Then $DR_{\perp}(\Delta v) \in \mathbb{R}^5 \times X_{3+\varepsilon} \times X_{3+\varepsilon} \times X_{3+\varepsilon}$ and because (6.20)

$$DR_{\perp}(\Delta v) \cap T_{Rf_{\perp}} W.$$  

Corollary 6.21. Let $f \in W \cap L_{3+\varepsilon}^{4+\varepsilon}$ such that $W$ is locally a $C^1$ codimension 1 manifold in $L$ containing $i(f)$, then

$$Di_f \cap T_{i(f)} W.$$  

Proposition 6.22. Let $f \in W \cap L_{3+\varepsilon}^{4+\varepsilon}$ then $W$ is locally a $C^1$ codimension 1 manifold in $L$ containing $f$.

Proof. By contradiction, suppose that there exists $f \in W \cap L_{3+\varepsilon}^{4+\varepsilon}$ such that $W$ is not locally a $C^1$ codimension 1 manifold in $L$ containing $f$. Then we may assume that $W$ is locally a $C^1$ codimension 1 manifold containing $Rf_{\perp}$. Such an $f$ exists because $\omega^*$ is a $C^1$ graph in $W$. Let $n \geq 1$ such that $R^n f \in \omega^*$. The derivative of $R^n$ extends to a bounded operator $DR^n_{\perp} : \mathbb{R}^5 \times X_3 \times X_2 \times X_2 \rightarrow \mathbb{R}^5 \times X_3 \times X_2 \times X_2$ because $R$ is jump-out-differentiable. Hence the tangent space at $Rf_{\perp}$ to $W$, $T_{Rf_{\perp}} W$, extends to a plane in $\mathbb{R}^5 \times X_3 \times X_2 \times X_2$. Namely, $T_{Rf_{\perp}} W = (DR^n_{\perp})^{-1}(DR^n_{\perp} \omega^*)$. The contradiction comes straight from Lemma 6.19 and Proposition 5.5.

Lemma 6.23. If $f \in W$, then $i(f) \in W$.

Proof. Fix $\varepsilon^*$, $C^*$ and $C_{u}^*$ as in Proposition 6.16 and let $f \in W$. The aim is to prove that there exists $n \in \mathbb{N}$ such that $R^n i(f) \in \omega^*$. Proposition 4.2 ensures that, for $n$ large enough, $C_u (R^n i(f)) = C_u (R^n f) < -C_{u}^*$ and $|C_s (R^n i(f))| = |C_s (R^n f)| < C^*$. It remains to prove that, for $n$ large enough, $(E, w(R^n i(f))) \leq \varepsilon^*$. For all $n \in \mathbb{N}$, denote by $w_n = w(R^n i(f)), w'_n = w'(R^n i(f))$ and $w''_n = w''(R^n i(f))$. By the definition of renormalization on $L$, see Section 5.1 and Lemma 5.6 we get

$$|w_{n+1}| + |w'_{n+1}| + |w''_{n+1}| \leq |w_n| + |w'_n| + |w''_n| + |Z_{[\alpha^{-1}(1-S_2), 1]} q_s| + |Z_{[0, \alpha^{-1}(S_1 S_2 S_3)]} q_s|.$$  

Applying (8.3) and (8.6) we get

$$|w_{n+1}| + |w'_{n+1}| + |w''_{n+1}| \leq |w_n| + |w'_n| + |w''_n| + O(S_2) + O \left( S_1 S_2 S_3 S_5^{-\frac{1}{3}} \right).$$  
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Writing the affine terms in the eigenvector base, see Lemma 4.18, we notice that they tend to zero double exponentially fast. As consequence,

$$|w_n| + |w^l_n| + |w^r_n| \leq O(1).$$

By the definition of renormalization on $L$, see Section 5.2, Lemma 5.6, (8.3), (8.6), (6.10), (6.12) and (6.13) we get

$$\begin{cases}
|w^{n+1}_n| \leq |w^l_n|, \\
|w^{n+1}_n| \leq O(S_2)|w_n| + |w^r_n| + O(S_2), \\
|w^{r+1}_n| \leq O\left(S_1 S_2 S_3 S_0^{-\frac{r}{r+1}}\right) |w_n| + O\left(S_2^\frac{1}{r}\right) |w^l_n| + O\left(S_1 S_2 S_3 S_0^{-\frac{r}{r+1}}\right).
\end{cases}$$

As before, the coefficients in the orders decay double exponentially fast. Iterating the above estimates three times, we obtain

$$|w^{n+1}_n| + |w^{l+1}_n| + |w^{r+1}_n| \leq \lambda^{n-2}\left(|w_{n-2}| + |w^l_{n-2}| + |w^r_{n-2}|\right) + \lambda^{n-2},$$

where $\lambda < 1$. The lemma follows.

By Corollary 6.21, Proposition 6.22, Lemma 6.23 and Lemma 2.49, $i^{-1}(W) = \mathcal{W}$ is a $C^1$ codimension one manifold in $L$. This concludes the proof of Theorem 6.1.

7 Rigidity

For any function $f \in \mathcal{W}$, the non-wandering set $K_f$ of $f$ is $K_f = S^1 \setminus \bigcup_{i \geq 0} f^{-i}(U_f)$, where $U_f = [x_3(f), x_4(f)]$ is the flat interval of $f$, see [6, 21].

Definition 7.1. Let $f \in \mathcal{L}$. The set $A_f$ is the attractor of $f$ if $A_f$ is the limit set of every point.

The following lemma holds. For its proof, the reader can refer to [6] and [21].

Lemma 7.2. Let $f \in \mathcal{W}$. The non-wandering set $K_f$ is a Cantor set and it is the attractor of the system.

Let $f, g \in \mathcal{W}$ and let $h$ be an homeomorphism which conjugates $f$ and $g$. Observe that $h$ is such that $h(U_f) = U_g$ but $h$ is not uniquely defined inside $U_f$. However, $h_{|K_f}$ is uniquely defined. Being interested in the geometry of the Cantor set $K_f$, from now on we only discuss the quality of $h_{|K_f}$ which is simply denote by $h$.

Definition 7.3. Let $K \subset \mathbb{R}$ be a Cantor set. A function $h : K \to \mathbb{R}$ is differentiable if there exists a function $Dh : K \to \mathbb{R}$ such that, for every $x_0 \in K$,

$$h(x) = h(x_0) + Dh(x_0)(x - x_0) + o(|x - x_0|)$$

for every $x \in K$. Moreover $h$ is $C^1$ differentiable if $Dh$ is continuous and $h$ is $C^{1+\beta}$ differentiable if $Dh$ is Hölder with exponent $\beta > 0$. 

---

3The non wandering set of a map $f$ is the set of the points $x$ such that for any open neighborhood $V \ni x$ there exists an integer $n > 0$ such that the intersection of $V$ and $f^n(V)$ is non-empty.
We are now ready to state the main theorem of this section.

**Theorem 7.4.** Let $1 < \ell < 2$ and let $\beta = \frac{\lambda_\ell - 1}{2\ell} > 0$. If $f, g \in \mathcal{W}$ with critical exponent $\ell$ and if $h$ is the topological conjugacy between $f$ and $g$, then $h$ is a Hölder homeomorphism. Moreover the following holds.

$h$ is a Lipschitz homeomorphism $\iff$ $C_u(f) = C_u(g)$,

$h$ is a $C^1$ diffeomorphism $\iff$ $C_u(f) = C_u(g), C_-(f) = C_-(g)$,

$h$ is a $C^{1+\beta}$ diffeomorphism $\iff$ $C_u(f) = C_u(g), C_-(f) = C_-(g), C_s(f) = C_s(g)$.

**Proposition 7.5.** Let $f, g \in \mathcal{W}$ with different critical exponents $\ell_f \neq \ell_g$, $1 < \ell_f, \ell_g < 2$. Then $h$ is not Hölder.

**Proof.** Because $\ell_f \neq \ell_g$, then $\lambda_u(f) \neq \lambda_u(g)$. Without loose of generality we may assume $\lambda_u(g) < \lambda_u(f)$. Observe that

$$\frac{x_{2,n}}{-x_{1,n}} = \frac{f^{q_n+1}(0)}{-f^{q_n}(0)} = x_{2,n} \sim S_{4,n}.$$  

As a consequence, by Proposition 4.2,

$$\tilde{x}_{2,n} = f^{q_n+1}(0) = \prod_{k \leq n} S_{4,k} |\tilde{x}_{1,0}| \sim e^{C_u(f)\lambda_u(f)^n} e_1^n(f). \quad (7.6)$$

In the same way

$$g^{q_n+1}(0) \sim e^{C_u(g)\lambda_u(g)^n} e_1^n(g).$$

Notice that, if $h$ conjugates $f$ and $g$ then $h(f(U_f)) = g(U_g)$. Suppose now that $h$ is Hölder continuous with exponent $\beta > 0$ then

$$\lim_{n \to \infty} \frac{g^{q_n+1}(0)}{(f^{q_n+1}(0))^{\beta}} \sim \lim_{n \to \infty} e^{C_u(g)\lambda_u(g)^n} e_1^n(g)^{-\beta C_u(f)\lambda_u(f)^n} = \infty$$

where we used that $C_u(f) < 0$ (see Lemma 4.25) and that $\lambda_u(g) < \lambda_u(f)$. Finally, $h$ cannot be Hölder.

We would like to compare Proposition 7.5 with the main Theorem in [28]. The author proves that, if $f, g \in \mathcal{W}$ correspond to smooth circle maps with different critical exponents $\ell_f \neq \ell_g$ both belonging to $(2, +\infty]$, then $h$ is a quasi-symmetric homeomorphism, in particular it is Hölder. The reason for the regularity of $h$ under such a weak condition is related with the fact that, for functions with critical exponent $\ell > 2$, the sequence $\alpha_n$ is bounded away from zero (see [27]). In the setting of our paper, of functions with critical exponent $\ell < 2$, the sequence $\alpha_n$ goes to zero double exponentially fast and this causes the loss of regularity of the conjugacy.

### 7.1 Proof of Theorem 7.4

**Proposition 7.7.** Let $1 < \ell < 2$. If $f, g \in \mathcal{W}$ with critical exponent $\ell$ and if $h$ is the topological conjugacy between $f$ and $g$ then, the following holds.

$h$ is a Lipschitz homeomorphism $\implies$ $C_u(f) = C_u(g)$,

$h$ is a $C^1$ diffeomorphism $\implies$ $C_u(f) = C_u(g), C_-(f) = C_-(g)$.
Proof. Without loss of generality we may assume that \( C_u(g) \geq C_u(f) \). From \([7.6]\) and Proposition 4.2 we get

\[
D = \limsup_{n \to \infty} \frac{\tilde{g}^{q_n+1}(0)}{f^{q_n+1}(0)} = \limsup_{n \to \infty} e^{(C_u(g) - C_u(f))\lambda^n u + (C_-(g) - C_-(f))(-1)^n}.
\]

Observe that \( h(f^{q_n+1}(0)) = (g^{q_n+1}(0)) \). If \( h \) is a Lipschitz homeomorphism then \( D \) is bounded by a positive constant. Hence, \( C_u(g) = C_u(f) \). If \( h \) is a \( C^1 \) diffeomorphism then \( D = \lim_{n \to \infty} \frac{\tilde{g}^{q_n+1}(0)}{f^{q_n+1}(0)} \). Hence, \( C_u(g) = C_u(f) \) and \( C_-(g) = C_-(f) \). \qed

For all \( n \in \mathbb{N} \) we define the following intervals:

- \( A_n(f) = [\hat{x}_{1,n}, 0] \),
- \( B_n(f) = [0, \hat{x}_{3,n}] \),
- \( C_n(f) = [\hat{x}_{3,n}, \hat{x}_{4,n}] \),
- \( D_n(f) = [\hat{x}_{4,n}, \hat{x}_{1,n-1}] \),

and their iterates

- \( A^i_n(f) = f^i(A_n(f)) \) for \( 0 \leq i < q_n - 1 \),
- \( B^i_n(f) = f^i(B_n(f)) \) for \( 0 \leq i < q_n \),
- \( C^i_n(f) = f^i(C_n(f)) \) for \( 0 \leq i < q_n \),
- \( D^i_n(f) = f^i(D_n(f)) \) for \( 0 \leq i < q_n \).

Observe that, for all \( n \in \mathbb{N} \),

\[
\mathcal{P}_n(f) = \left\{ A^i_n(f), B^j_n(f), C^j_n(f), D^j_n(f) \mid 0 \leq i < q_n - 1, 0 \leq j < q_n \right\}
\]

is a partition of the domain of \( f \) and that

- \( h(A^i_n(f)) = A^i_n(g) \) for \( 0 \leq i < q_n - 1 \),
- \( h(B^i_n(f)) = B^i_n(g) \) for \( 0 \leq i < q_n \),
- \( h(C^i_n(f)) = C^i_n(g) \) for \( 0 \leq i < q_n \),
- \( h(D^i_n(f)) = D^i_n(g) \) for \( 0 \leq i < q_n \).

For all \( n \in \mathbb{N} \) we define the measurable function \( Dh_n : [0, 1] \to \mathbb{R}^+ \) as

\[
Dh_n(x) = \frac{|h(I)|}{|I|},
\]

with \( I \in \mathcal{P}_n \) and \( x \in \text{Interior}(I) \). Observe that, if \( T = \cup I_i \) with \( I_i \in \mathcal{P}_n \), then for all \( m \geq n \),

\[
|h(T)| = \int_T Dh_m. \tag{7.8}
\]
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Lemma 7.9. Let $1 < \ell < 2$. There exists $C > 0$ such that, for every interval $I \in \mathcal{P}_n$, $I \neq C_n^i$, then

$$|I| \geq \frac{1}{C} e^{C_u(f)\lambda_n^u} \cdot \frac{\lambda_n^u}{\ell^{\lambda_n^u - 1}}.$$  

Proof. Let $J \in \mathcal{P}_{n-1}$ with $I \subset J$. By the construction of $\mathcal{P}_n$ from $\mathcal{P}_{n-1}$ we see that

$$\frac{|I|}{|J|} \geq \left(1 + O\left(\alpha_n^{1 \ell^{-3}}\right)\right) \min\{1 - x_{4,n}, x_{3,n}, S_{1,n-1}\},$$

where we used Lemma 4.5. From Lemma 4.25, Lemma 4.26, Corollary 4.16 and Proposition 4.2, there exists a positive constant $K > 0$ such that

1. $1 - x_{4,n} \geq e^{C_u\lambda_n^u(e_2^x - K\lambda_n^u)}$,
2. $x_{3,n} \geq e^{C_u\lambda_n^u(e_3^x + e_3^y) - K\lambda_n^u}$,
3. $S_{1,n-1} \geq e^{C_u\lambda_n^{u-1}(e_2^x - K\lambda_n^u) - \frac{1}{2} \log \ell}$.

From Proposition 4.2, Lemma 4.18 and the value of $\lambda_u$, we get that

$$\frac{|I|}{|J|} \geq e^{C_u\lambda_n^u - K\lambda_n^u}.$$  

Finally, because $J \neq C_{n-1}^j$, we can repeat this estimates and we get

$$|I| \geq e^{\sum_{k=0}^n C_u\lambda_n^k - K\lambda_n^k}.$$  

The lemma follows. \qed

Lemma 7.10. Let $1 < \ell < 2$. There exists $C > 0$ such that, for every interval $I \in \mathcal{P}_n$, $I \neq C_n^i$, then

$$|I| \leq Ce^{\frac{C_u(f)\lambda_n^u - 3}{\ell}}.$$  

Proof. By Lemma 4.5,

- $\max |A_n^i| \leq \max |B_n^i| \left(1 + O\left(\alpha_n^{1 \ell^{-3}}\right)\right)$,
- $\max |B_n^i| \leq \max \left[ x_{3,n} \max |A_{n-1}^i|, \max |D_{n-1}^i| \right] \left(1 + O\left(\alpha_n^{1 \ell^{-3}}\right)\right)$,
- $\max |D_n^i| \leq \max \left[ (1 - x_{4,n}) \max |A_{n-1}^i|, S_{1,n-1} \max |B_{n-1}^i| \right] \left(1 + O\left(\alpha_n^{1 \ell^{-3}}\right)\right),$

and by recursion

- $\max |D_n^i| \leq O\left(\max [1 - x_{4,n}, S_{1,n-1}]\right)$,
- $\max |B_n^i| \leq O\left(\max [x_{3,n}, 1 - x_{4,n-1}, S_{1,n-2}]\right)$,
- $\max |A_n^i| \leq O\left(\max [x_{3,n-1}, 1 - x_{4,n-2}, S_{1,n-3}]\right)$.

From Lemma 4.26, Corollary 4.16 and Proposition 4.2,

- $1 - x_{4,n-2} = O\left(e^{C_u\lambda_n^{u-2}e_2^x}\right)$,
Let $x_{3,n-1} = O \left( e^{C_u \lambda_u^{n-1} (e_3^u + e_3^f)} \right)$,

$- S_{1,n-3} = O \left( e^{C_u \lambda_u^{n-3} \left( \frac{e_3^f}{2} \right)} \right)$.

By Lemma 4.18 we have that $1/\ell \leq \min \left( \lambda_u^2 (1 + e_3^u), \lambda_u \right)$ and by the fact that $C_u < 0$, the lemma follows.

**Lemma 7.11.** Let $1 < \ell < 2$. If $f, g \in \mathcal{W}$ with critical exponent $\ell$ and $C_u = C_u(f) = C_u(g)$ then

$$\log \frac{Dh_{n+1}}{Dh_n} = O \left( \alpha_{n-2}(f)^{1/2} + |(C_s(g) - C_s(f)) \lambda_u^n| \right).$$

**Proof.** The hypothesis $C_u = C_u(f) = C_u(g)$ implies that $\log (\alpha_n(g)/\alpha_n(f)) = O(\lambda_u^{n-1})$, see Lemma 4.25. By Lemma 4.5 and point 1 of Lemma 4.7 we get

$$\frac{Dh_{n+1}[A_{n+1}]}{Dh_n[A_{n+1}]} = \frac{|A_{n+1}(g)|/|A_{n+1}(f)|}{|B_n(g)|/|B_n(f)|} = \frac{|A_{n+1}(g)|/|B_n(g)|}{|A_{n+1}(f)|/|B_n(f)|} \left( 1 + O\left(\alpha_{n-2}(f)^{1/2}\right) \right)$$

$$= \frac{x_{2,n}(g)/x_{3,n}(g)}{x_{2,n}(f)/x_{3,n}(f)} \left( 1 + O\left(\alpha_{n-2}(f)^{1/2}\right) \right)$$

$$= \frac{1 - S_{1,n}(g)}{1 - S_{1,n}(f)} \left( 1 + O\left(\alpha_{n-2}(f)^{1/2}\right) \right)$$

$$= 1 + O\left(\alpha_{n-2}(f)^{1/2}\right).$$

Observe that, for $i \geq q_{n-1}$, $B_{n+1}(f) = D_{n+1}(g)$ and in particular

$$\frac{Dh_{n+1}[B_{n+1}]}{Dh_n[B_{n+1}]} = 1.$$ 

Let $i < q_{n-1}$. With a similar calculation as before, we get

$$\frac{Dh_{n+1}[B_{n+1}]}{Dh_n[B_{n+1}]} = \frac{|B_{n+1}(g)|/|B_{n+1}(f)|}{|A_{n+1}(g)|/|A_{n+1}(f)|} = \frac{|B_{n+1}(g)|/|A_{n+1}(g)|}{|B_{n+1}(f)|/|A_{n+1}(f)|} \left( 1 + O\left(\alpha_{n-2}(f)^{1/2}\right) \right)$$

$$= \frac{x_{3,n+1}(g)}{x_{3,n+1}(f)} \left( 1 + O\left(\alpha_{n-2}(f)^{1/2}\right) \right)$$

$$= e^{(C_s(g) - C_s(f)) \lambda_u^{n+1} (e_3^u + e_3^f) + O\left(\alpha_{n-2}(f)^{1/2}\right)} \left( 1 + O\left(\alpha_{n-2}(f)^{1/2}\right) \right)$$

$$= 1 + O\left(\alpha_{n-1}(f)^{1/2} + |(C_s(g) - C_s(f)) \lambda_u^n| \right).$$

where we used Lemma 4.26. Observe that, for $i \geq q_{n-1}$, $C_{n+1}(f) = C_{n+1}(g)$ and in particular

$$\frac{Dh_{n+1}[C_{n+1}]}{Dh_n[C_{n+1}]} = 1.$$
Let $i < q_{n-1}$. With a similar calculation as before, we get
\[
\frac{Dh_{n+1}[C_{n+1}(f)]}{Dh_n[C_{n+1}(f)]} = \frac{|C_{n+1}(g)|/|C_{n+1}(f)|}{|A_n(g)|/|A_n(f)|} \left(1 + O\left(\alpha_{n-2}(f)^{1/2}\right)\right)
\]
where we used Lemma 4.26 and Lemma 4.25.

We denote by $\Delta_n(f) = (f^{q_{n+1}}(0), f^{-q_n}(0)) = (\hat{x}_2, \hat{x}_3)$ and its iterates by $\Delta^i_n(f) = f^i(\Delta_n(f))$ for $0 \leq i < q_n$. Observe that, for $i \geq q_{n-1}$, $D^i_{n+1}(f) = \Delta^{i-q_{n-1}}_n(f)$ and in particular
\[
\frac{Dh_{n+1}[D^i_{n+1}(f)]}{Dh_n[D^i_{n+1}(f)]} = \frac{|\Delta^{i-q_{n-1}}_n(g)|/|\Delta^{i-q_{n-1}}_n(f)|}{|B^{i-q_{n-1}}_n(g)|/|B^{i-q_{n-1}}_n(f)|} \left(1 + O\left(\alpha_{n-2}(f)^{1/2}\right)\right)
\]
where we used point 1 of Lemma 4.7. Let $i < q_{n-1}$, then
\[
\frac{Dh_{n+1}[D^i_{n+1}(f)]}{Dh_n[D^i_{n+1}(f)]} = \frac{|D_{n+1}(g)|/|D_{n+1}(f)|}{|A_n(g)|/|A_n(f)|} \left(1 + O\left(\alpha_{n-2}(f)^{1/2}\right)\right)
\]
where we used Lemma 4.26 and Lemma 4.25.

Observe that every boundary point of an interval in $\mathcal{P}_n$ is in the orbit of the critical point Orbit(0). As a consequence, if $x \in \text{Orbit}(0)$, then $Dh_n(x)$ is well defined and Lemma 7.11 implies that the following limit exists. Observe that,
\[
0 < \inf_x D(x) < \sup_x D(x) < \infty. \quad (7.12)
\]
Lemma 7.13. Let $1 < \ell < 2$. If $f, g \in \mathcal{W}$ with critical exponent $\ell$ and $C_u = C_u(f) = C_u(g)$ then, the function $D : [0, 1] \setminus \text{Orbit}(0) \to (0, \infty)$ is continuous. In particular for all $n \in \mathbb{N}$,

$$\left| \log \frac{D(x)}{Dh_n(x)} \right| = O \left( \alpha_{n-2}(f)^{\frac{1}{\ell}} + |(C_s(g) - C_s(f)) \lambda_s^n| \right).$$

Moreover, if $x, y \in I \in \mathcal{P}_n$,

$$\left| \log \frac{D(x)}{D(g)} \right| = O \left( \alpha_{n-2}(f)^{\frac{1}{\ell}} + |(C_s(g) - C_s(f)) \lambda_s^n| \right).$$

Proof. Fix $n_0 \in \mathbb{N}$, then by Lemma 7.11

$$\left| \log \frac{D(x)}{Dh_{n_0}(x)} \right| \leq \sum_{k \geq 0} \left| \log \frac{Dh_{n_0+k+1}(x)}{Dh_{n_0+k}(x)} \right|$$

$$\leq \sum_{k \geq 0} O \left( \alpha_{k-2}(f)^{\frac{1}{\ell}} + |(C_s(g) - C_s(f)) \lambda_s^k| \right)$$

$$= O \left( \alpha_{n_0-2}(f)^{\frac{1}{\ell}} + |(C_s(g) - C_s(f)) \lambda_s^{n_0}| \right).$$

As a consequence, if $x, y \in I \in \mathcal{P}_{n_0}$, then

$$\left| \log \frac{D(x)}{D(y)} \right| \leq \left| \log \frac{D(x)}{Dh_{n_0}(x)} \right| + \left| \log \frac{D(y)}{Dh_{n_0}(y)} \right| = O \left( \alpha_{n_0-2}(f)^{\frac{1}{\ell}} + |(C_s(g) - C_s(f)) \lambda_s^{n_0}| \right)$$

which means that $D$ is continuous.

Let $T$ be an interval in $\text{Domain}(f)$, then by (7.14) we have

$$|h(T)| = \lim_{n \to \infty} |h_n(T)| = \lim_{n \to \infty} \int_T Dh_n \leq \int_T D < \sup_x D(x)|T|.$$  

(7.14)

Proposition 7.15. Let $1 < \ell < 2$ and let $f, g \in \mathcal{W}$ with critical exponent $\ell$. If $h$ is the topological conjugacy between $f$ and $g$, then the following holds.

$h$ is a Lipschitz homeomorphism $\iff$ $C_u(f) = C_u(g)$,

$h$ is a $C^1$ diffeomorphism $\iff$ $C_u(f) = C_u(g), C_-(f) = C_-(g)$.

Proof. Observe that, by (7.14) and by Lemma 7.13 it follows immediately that if $C_u(f) = C_u(g)$ then $h$ is a Lipschitz homeomorphism. Assume now that $C_u(f) = C_u(g)$ and $C_-(f) = C_-(g)$. We prove that, under these conditions, $D$ extends to a continuous function of the $\text{Domain}(f)$. This extension together with (7.14) implies that $h$ is differentiable with $Dh(x) = D(x)$ for all $x \in \text{Domain}(f)$ and by (7.12), $h$ is a diffeomorphism. The only problematic points to extend $D$ could be $c_k = f^k(0)$ with $k \geq 0$. We prove that

$$\lim_{x \to c_k} D(x) = \lim_{x \to c_k} D(x),$$

and in particular $D$ extends to a continuous function $D : \text{Domain}(f) \to \mathbb{R}$.

Fix $k \geq 0$ and let $n \in \mathbb{N}$ large enough, such that $q_{n-1} > k$. Define

$$D_+(c_k) = \lim_{x \to c_k} D(x) = \lim_{n \to \infty} \frac{|B_{2n}^k(g)|}{|B_{2n}^k(f)|}.$$
and

\[ D_-(c_k) = \lim_{x \to c_k} D(x) = \lim_{n \to \infty} \frac{|A_{2n}(g)|}{|A_{2n}(f)|} \]

By Lemma 4.5 and Lemma 4.26 it follows that

\[
\frac{D_+(c_k)}{D_-(c_k)} = \lim_{n \to \infty} \frac{|B_{2n}(g)|/|A_{2n}(g)|}{|B_{2n}(f)|/|A_{2n}(f)|} = \lim_{n \to \infty} \frac{|B_{2n}(g)|}{|B_{2n}(f)|} = \lim_{n \to \infty} \frac{x_{3,2n}(g)/-x_{1,2n}(g)}{x_{3,2n}(f)/-x_{1,2n}(f)} = \lim_{n \to \infty} e^{O(\lambda^n)} = 1.
\]

\[ \square \]

**Proposition 7.16.** Let \( 1 < \ell < 2, \beta = \frac{\lambda - 1}{\lambda \ell} > 0 \) and \( f, g \in \mathcal{W} \) with critical exponent \( \ell \). If \( h \) is the topological conjugacy between \( f \) and \( g \), then the following holds.

\[ h \text{ is a } C^{1+\beta} \text{ diffeomorphism} \iff C_u(f) = C_u(g), C_-(f) = C_-(g), C_s(f) = C_s(g) \]

**Proof.** Assume that \( h \) is \( C^{1+\beta} \), then by Proposition 7.15, \( C_u(f) = C_u(g) \) and \( C_-(f) = C_-(g) \). Because \( C_0 = C_u(f) = C_u(g) \) we have that \( \log(\alpha_n(g)/\alpha_n(f)) = O(\lambda_n^{-1}) \), see Lemma 4.25.

Observe that

\[
\frac{Dh(f^{q_{n+1}}(0))}{Dh(f^{q_n}(0))} = \frac{Dg^{q_{n-1}}(g^{q_n}(0))}{Df^{q_{n-1}}(f^{q_n}(0))}
\]

\[ = \frac{Dq_n(g)(0)}{Dq_n(f)(0)} \frac{(1 - x_{2n}(g)/x_{1n}(g))}{(1 - x_{2n}(f)/x_{1n}(f))} \left( 1 + O(\alpha_{n-2}(f)^{\frac{1}{\ell}}) \right) \]

\[ =\frac{S_{5n}(g)}{S_{5n}(f)} \frac{(1 + O(s_n(g)))}{(1 + O(s_n(f)))} \] \( \frac{(1 - x_{2n}(g)/x_{1n}(g))}{(1 - x_{2n}(f)/x_{1n}(f))} \left( 1 + O(\alpha_{n-2}(f)^{\frac{1}{\ell}}) \right) \]

\[ = \frac{S_{5n}(g)/x_{1n}(g)}{S_{5n}(f)/x_{1n}(f)} \left( 1 + O(x_{2n}(f)) + O(s_n(f)) + O(\alpha_{n-2}(f)^{\frac{1}{\ell}}) \right) \]

\[ = e^{-4(C_u(g) - C_u(f))} \left( 1 + O\left( e^{C_u(g)(\lambda_n^{-1})} \right) \right), \]

where we used Proposition 4.2, Lemma 4.26, point 3 of Lemma 4.7 and Lemma 4.25.

From Lemma 4.18 it follows that

\[ (e_s^2 + e_s^3 - e_s^4 - e_s^5) \neq 0. \]

Moreover, by the hypothesis that \( h \) is \( C^{1+\beta} \) and by (7.12) we get

\[ Dh(f^{q_{n+1}}(U))Dh(f^{q_n+1}(U)) = O(\|f^{q_n}(0), f^{q_n}(0)\|^\beta) = O(\|f^{q_n}(0), 0\|^\beta) \]

\[ = O\left( e^{C_u(f)(\lambda_n^{-1})} (e_s^2 + e_s^3 - e_s^4) \right), \]

where, by Lemma 4.18

\[ (e_s^2 + e_s^3 - e_s^4) \neq 0. \]

The two above estimates imply that \( C_s(f) = C_s(g) \). This proves one side of the implication.

Assume now that \( C_u(f) = C_u(g), C_-(f) = C_-(g) \) and \( C_s(f) = C_s(g) \). Let \( x, y \in K_f \) and choose \( n \) maximal such that, there exists \( I \in \mathcal{P}_n \) containing \( x \) and \( y \). Because of the fact that \( B_n^{i+q_{n-1}} = D_i^n \) and by the maximality of \( n \), we have \( I \neq D_i^n \). Moreover, because
Lemma 7.9 we have

By (7.19) and (7.20) we find

Observe now that, by Lemma 7.13 and Lemma 4.25 we have

Moreover, by Lemma 7.13 and by Lemma 4.25 we have

Proposition 7.21. Let $m \geq n + 1$ maximal such that there exists $x \in A_m^{i+q_n+1}$ and $y \in B_m^{i+q_n+1}$. As a consequence, using Lemma 7.9 we have

$$|x - y| \geq \frac{1}{2} |A_n^i| \geq \frac{1}{2C} e^{C_u(f) \lambda_n^u \lambda_n^{-r}}. \quad (7.17)$$

Moreover, by Lemma 7.13 and by Lemma 4.25 we have

$$\log \frac{Dh(x)}{Dh(y)} = O \left( e^{\frac{C_u m - 3}{r}} \right). \quad (7.18)$$

By (7.17) and (7.18) we find

$$\frac{|Dh(x) - Dh(y)|}{|x - y|^\beta} = O \left( e^{\frac{C_u m - 3}{r}} \right) = O(1),$$

for $0 < \beta < \frac{\lambda_n^u}{\lambda_n^{-r}}$, see Lemma 4.18.

Suppose now that $I = B_n^i$, then $x \in A_n^i$ and $y \in D_n^{i+q_n+1}$. Moreover, $x \leq f^{q_n+i}(0) \leq y$. Let $m \geq n + 1$ maximal such that $x \in A_m^{i+q_n+1}$ and $y \in B_m^{i+q_n+1}$. As a consequence, using Lemma 7.9 we have

$$|x - y| \geq \frac{1}{2} \min \left( |A_m^{i+q_n+1}|, |B_m^{i+q_n+1}| \right) \geq \frac{1}{2C} e^{C_u f \lambda_u^m \lambda_u^{-r}}. \quad (7.19)$$

Observe now that, by Lemma 7.13 and Lemma 4.25 we have

$$\left| \log \frac{Dh(x)}{Dh(y)} \right| = \left| \log \frac{Dh(y)}{Dh(f^{q_n+i}(0))} \right| + \left| \log \frac{Dh(x)}{Dh(f^{q_n+i+1}(0))} \right| = O \left( e^{\frac{C_u m - 3}{r}} \right) \quad (7.20)$$

By (7.19) and (7.20) we find

$$\frac{|Dh(x) - Dh(y)|}{|x - y|^\beta} = O \left( e^{\frac{C_u m - 3}{r}} \right) = O(1),$$

for $0 < \beta < \frac{\lambda_n^u}{\lambda_n^{-r}}$, see Lemma 4.18.

\[\square\]

**Proposition 7.21.** Let $1 < \ell < 2$. If $f, g \in \mathcal{W}$ with critical exponent $\ell$, then the topological conjugacy between $f$ and $g$ is $\mathcal{C}^\beta$ with $\beta = \frac{C_u(g) \lambda_n^{-1}}{C_u(f) \lambda_n^\ell} > 0$.

**Proof.** Let $x, y \in K_I$ and choose $n$ maximal such that there exists $I \in \mathcal{P}_n$ containing $x$ and $y$. Because of the fact that $B_{n+1}^{i+q_n-1} = D_n^i$ and by the maximality of $n$, then $I \neq D_n^i$. Moreover, because $x, y \in K_I$, then $I \neq C_n^i$. It remains to study two cases: either $I = A_n^i$ or $I = B_n^i$.

Suppose that $I = A_n^i$, then by the maximality of $n$, $x \in D_{n+1}^i$ and $y \in B_{n+1}^i$. From this, the fact that $1 - x_{4,n+1}, x_{3,n+1} << 1$, Lemma 4.5 and Lemma 7.9 it follows that

$$|x - y| \geq \frac{1}{2} |A_n^i| \geq \frac{1}{2C} e^{C_u(f) \lambda_n^u \lambda_n^{-r}}. \quad (7.22)$$

Observe now that, by Lemma 7.10

$$|h(y) - h(x)| \leq |h(I)| = O \left( e^{\frac{C_u(g) \lambda_n^u - 3}{r}} \right). \quad (7.23)$$
By (7.22) and (7.23) we find
\[
\frac{|h(y) - h(x)|}{|x - y|^{\beta}} = O\left(e^{\frac{C_u(g)\lambda_u^{n-3}}{\ell^S} - \beta C_u(f)\lambda_u^{n} \frac{\lambda_u}{\lambda_u-1}}\right) = O(1),
\]
for \(0 < \beta \leq \frac{C_u(g)\lambda_u^{n-1}}{\lambda_u^{n} \beta^S}\), see Lemma 4.18.

Suppose now that \(I = B_i^n\), then \(x \in A_{n+1}^i\) and \(y \in D_{n+1}^{i+q_{n+1}}\). Moreover, \(x \leq f^{q_{n+1}+i}(0) \leq y\). Let \(m \geq n + 1\) maximal such that \(x \in A_{m+q_{n+1}}^i\) and \(y \in B_{m+q_{n+1}}^i\). As a consequence, using Lemma 7.9 we have
\[
|x - y| \geq \frac{1}{2} \min\left(|A_{m+q_{n+1}}^i|, |B_{m+q_{n+1}}^i|\right) \geq \frac{1}{2C} e^{C_u(f)\lambda_u^{m-n} \frac{\lambda_u}{\lambda_u-1}}.
\]
(7.24)

Observe now that, by Lemma 7.10 we have
\[
|h(y) - h(x)| \leq |h(A_{m+q_{n+1}}^i)| + |h(B_{m+q_{n+1}}^i)| = O\left(e^{\frac{C_u(g)\lambda_u^{m-3}}{\ell^S} - \beta C_u(f)\lambda_u^{m} \frac{\lambda_u}{\lambda_u-1}}\right).
\]
(7.25)

By (7.24) and (7.25) we find
\[
\frac{|h(y) - h(x)|}{|x - y|^{\beta}} = O\left(e^{\frac{C_u(g)\lambda_u^{m-3}}{\ell^S} - \beta C_u(f)\lambda_u^{m} \frac{\lambda_u}{\lambda_u-1}}\right) = O(1),
\]
for \(0 < \beta \leq \frac{C_u(g)\lambda_u^{n-1}}{\lambda_u^{n} \beta^S}\), see Lemma 4.18.}

\[\square\]

# 8 Appendix I: technical lemmas

We collect here technical lemmas which are needed in Subsections 6.1 and 6.2. The proofs of the lemmas are based on calculations.

Let \(D \subset L \subset \mathbb{R}^5 \times X_{4+\epsilon} \times X_{3+\epsilon} \times X_{3+\epsilon}\) as defined in Section 6 or a bounded closed set. Refer to Section 6 for the definitions of \(\epsilon^*, C^*\) and \(C_n^*\) and to Definition 3.6 for the definition of the zoom operator \(Z_I\).

**Lemma 8.1.** On \(D = D_{1,1}\) the following holds:
\[
\frac{\ell S_5 \xi^{-1}_s(S_1 S_2 S_3)}{S_1 S_2 S_3} = O(1).
\]

**Proof.** A calculation shows that,
\[
\frac{\ell S_5 \xi^{-1}(S_1 S_2 S_3)}{S_1 S_2 S_3} \leq \frac{\ell S_5}{5 \xi_s(0)} = \frac{1 - s^l}{1 - s} = O(1),
\]
where we used \(\log s \leq -1/\ell \lambda_u + 1/\ell \lambda_s + 1/\ell - 1\), see Lemma 4.18. \(\square\)

**Lemma 8.2.** For every \(\delta > 0\) and \(C^* \geq 1\) we have \(\left|Z_{[q_s^{-1}(1-E \eta^2),1]}q_s\right| \leq \delta\) when \(C_n^*\) is large enough.

**Proof.** A calculation shows
\[
\left|Z_{[q_s^{-1}(1-E \eta^2),1]}q_s\right| = \left|Z_{[q_s^{-1}(1-S_2),1]}q_s\right| \leq \left|Z_{[1-S_2,1]}q_s\right| \leq 2(\ell - 1) S_2 \frac{S_2}{1 - S_2} \leq \delta
\]
(8.3)
where we used \(S_2 \leq e^{C^*} e^{-C_n^*}\), see Lemma 4.18. \(\square\)
Lemma 8.4. For every $\delta > 0$ and $C^* \geq 1$ we have

$$1 - 2\delta \leq \frac{\ell S_5 q_s^{-1}(S_1 S_2 S_3)}{S_1 S_2 S_3} \leq 1 + 2\delta$$

when $C^*_u$ is large enough.

Proof. A calculation shows for $C^*_u$ is large enough,

$$\frac{\ell S_5 q_s^{-1}(S_1 S_2 S_3)}{S_1 S_2 S_3} \leq \frac{\ell S_5}{D q_s(0)} = 1 - s^\ell \frac{1 - s}{1 - s} \leq 1 + 2\delta,$$

where we used $\log s \leq -C^*_u (1/\ell \lambda_u) + C^* (1/\ell \lambda_u) + C^* (1/\ell - 1)$, see Lemma 4.18. A calculation shows for $C^*_u$ is large enough,

$$\frac{\ell S_5 q_s^{-1}(S_1 S_2 S_3)}{S_1 S_2 S_3} \geq \frac{\ell S_5}{D q_s(q_s^{-1}(S_1 S_2 S_3))} \geq \left(1 - \frac{S_1 S_2 S_3}{S_5^{\ell \lambda}}\right) \geq 1 - \frac{S_1 S_2 S_3}{S_5^{\ell \lambda}} \geq 1 - 2\delta,$$

where we used $\ell S_5^\ell / S_2 \leq 3/2$ and $\log \left(\frac{S_1 S_2 S_3}{S_5^{\ell \lambda}}\right) \leq -C^*_u (\lambda_u^2 (\ell + 1) - 1/\ell \lambda_u (1 + \lambda_u)) + O(C^*)$, see Lemma 4.18. □

Lemma 8.5. For every $\delta > 0$ and $C^* \geq 1$ we have $|Z_{[0,q_s^{-1}(y_1 e^{y_2 e y_3})]} q_s| \leq \delta$. when $C^*_u$ is large enough.

Proof. A calculation shows for $C^*_u$ is large enough,

$$|Z_{[0,q_s^{-1}(y_1 e^{y_2 e y_3})]} q_s| = |Z_{[0,q_s^{-1}(S_1 S_2 S_3)]} q_s| \leq 2S_1 S_2 S_3 \frac{\ell - 1}{\ell} S_5^{-\ell \lambda} \leq \delta,$$

where we used $\ell S_5^\ell / S_2 \leq 3/2$ and $\log \left(\frac{S_1 S_2 S_3}{S_5^{\ell \lambda}}\right) \leq -C^*_u (\lambda_u^2 (\ell + 1) - 1/\ell \lambda_u (1 + \lambda_u)) + O(C^*)$, see Lemma 4.18. □

Lemma 8.7. For every $C^* \geq 1$ we have

1. $\frac{1}{2} \leq \left[\frac{\ell S_5 (\varphi^{-1} q_s^{-1}) (S_1 S_2 S_3)}{S_1 S_2 S_3}, \frac{1}{1 - (\varphi^l (S_1))^{\ell}}\right] \leq 2$,

2. $\frac{1}{2} \leq \left[\frac{S_1 S_3 (1 - (\varphi^{-1} q_s^{-1}) (S_2 S_3))}{S_5 (\varphi^{-1} q_s^{-1}) (S_1 S_2 S_3)}\right] \leq 2$,

3. $\frac{1}{2} \leq \left[\frac{(\varphi^l (S_1))^{\ell}}{S_1}\right] \leq 2$,

4. $\frac{1}{2} \leq \left[\frac{(\varphi^l (S_1))^{\ell - 1}}{S_1}\right] \leq 2$,

when $C^*_u > 1$ is large enough and $\epsilon^* < 1$ is small enough.
Proof. Properties 3 and 4 hold when $\epsilon^* < 1$ is small enough. Moreover, for $C_u^*$ large enough,

$$\frac{S_1 S_3 (1 - (\varphi^{-1} \circ q_s^{-1})(1 - S_2))}{\ell S_1 S_2 S_3} = 1 + O(\epsilon^*),$$

(8.8)

where we used $S_2 \leq e^{C_u^*}$. For $C_u^*$ large enough and Lemma 8.4 we get

$$\frac{S_1 S_2 S_3}{\ell S_5 (\varphi^{-1} \circ q_s^{-1})(S_1 S_2 S_3)} = 1 + O(\epsilon^*).$$

(8.9)

The equations (8.8) and (8.9) imply property 2 by taking $\epsilon^* < 1$ small enough. Finally, for $C_u^*$ large enough,

$$\frac{1}{1 - (\varphi^l(S_1))^\ell} = 1 + O(\epsilon^*).$$

(8.10)

The estimates (8.9) and (8.10) imply property 1 by taking $\epsilon^* < 1$ small enough. 

The following lemma is needed in Appendix II.

Lemma 8.11. On $D$,

$$\left| \frac{\partial q_s^{-1}(1 - S_2)}{\partial s} \right| = O(S_2) = O(1),$$

(8.10)

$$\left| \frac{\partial q_s^{-1}(S_1 S_2 S_3)}{\partial s} \right| = O\left( S_2^{\frac{\ell}{2}} S_3 S_5^{\frac{\ell}{2}} \right) = O(1),$$

$$\left| S_2 S_3 D q_s^{-1}(S_1 S_2 S_3) \right| = O\left( S_2^{\frac{\ell}{2}} S_3^2 \right) = O(1),$$

$$\left| S_2 S_3 D q_s^{-1}(S_1 S_2 S_3) \right| \mid_{g_s = 3} = O\left( S_2^{\frac{\ell}{2}} S_3^{\frac{\ell}{2}} S_5^{\frac{\ell}{2}} \right) = O(1),$$

$$\left| S_2^{\frac{\ell}{2}} \frac{\partial q_s^{-1}(S_1 S_2 S_3)}{\partial s} \right| \mid_{g_s = 3} = O\left( S_2^{\frac{\ell}{2}} S_3^{\frac{\ell}{2}} S_5^{\frac{\ell}{2}} \right) = O(1).$$

Proof. A calculation shows

$$\frac{\partial q_s^{-1}(y)}{\partial s} = (1 - y)(1 - s) s^{\ell - 1} [(1 - s) q_s^{-1}(y) + s]^{1-\ell} - 1 + (1 - s) q_s^{-1}(y) + s.$$  

Observe, $q_s^{-1}(1 - S_2) = 1 - O(S_2)$. This implies $|\partial q_s^{-1}(1 - S_2)/\partial s| = O(S_2)$. The first statement of the lemma follows. From Lemma 8.4 we have $q_s^{-1}(S_1 S_2 S_3) = O(S_1 S_2 S_3/S_5)$. Using the expression for $\partial q_s^{-1}(y)/\partial s$ above we obtain

$$\left| \frac{\partial q_s^{-1}(S_1 S_2 S_3)}{\partial s} \right| = O\left( S_2^{\frac{\ell}{2}} S_3 S_5^{\frac{\ell}{2}} \right),$$

(8.12)

where we used that $S_1^l = O(S_2)$ and $s_{\ell-1} = S_5$. By expressing log $S_2$, log $S_3$, log $S_5$ in the base of the eigenvectors of the matrix $M$, see Lemma 4.18, we have

$$S_2^{\frac{\ell}{2}} S_3 S_5^{\frac{\ell}{2}} = e^{O(C_u^*)} = O(1).$$

A calculation shows that

$$D q_s^{-1}(S_1 S_2 S_3) = O\left( \left| S_1 S_2 S_3 (1 - s^l) + s^l \right|^{\frac{1}{2}} \right).$$
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With a similar procedure as before one can show that

\[ S_1 S_2 S_3 = e^{-KC_s} s^\ell \ll s^\ell, \]

and as consequence,

\[ Dq_s^{-1} (S_1 S_2 S_3) = O \left( s^{1-\ell} \right). \] (8.13)

Notice that

\[ \left| q_s \right|_3 = O \left( \frac{1}{s^2} \right). \] (8.14)

The third and fourth equations are achieved by using (8.13), (8.14) and the previous procedure of using coordinates corresponding to the base of the eigenvectors of \( M \). For the last bound one should use (8.12), (8.14) and the eigenvectors procedure.

9 Appendix II: differentiability properties of renormalization

Let \( D \subset L \subset \mathbb{R}^5 \times X_{3+\epsilon} \times X_{3+\epsilon} \times X_{3+\epsilon} \) as defined in Section 6 or a bounded closed set. We show that

\[ R : D \to \mathbb{R}^5 \times X_2 \times X_2 \times X_2, \]

is differentiable and the derivative in a point \( f \) extends to a bounded operator

\[ DR_f : \mathbb{R}^5 \times X_2 \times X_2 \times X_2 \to \mathbb{R}^5 \times X_2 \times X_2 \times X_2, \]

and \( f \mapsto DR_f \) is continuous. Let us start introducing some notation.

We denote by

\[ f = (y_1, y_2, y_3, y_4, y_5, \varphi, \varphi^t) \in L_0, \]

the composition by

\[ f = O(f) = (y_1, y_2, y_3, y_4, y_5, O(\varphi), O(\varphi^t), O(\varphi^t)) \in \mathcal{L}_0 \]

and the renormalization by

\[ Rf = (\tilde{y}_1, \tilde{y}_2, \tilde{y}_3, \tilde{y}_4, \tilde{y}_5, \tilde{\varphi}, \tilde{\varphi}^t, \tilde{\varphi}^t) \in \tilde{L} \]

The partial derivatives are denoted accordingly.

\[ DR_f = \begin{pmatrix} A & B_s & B_l & B_r \\ C_s & D_{ss} & D_{sl} & D_{sr} \\ C_l & D_{ls} & D_{ll} & D_{lr} \\ C_r & D_{rs} & D_{rl} & D_{rr} \end{pmatrix} = \begin{pmatrix} A & B_s & B_l & 0 \\ C_s & 0 & D_{sl} & 0 \\ C_l & D_{ls} & 0 & D_{lr} \\ C_r & D_{rs} & D_{rl} & 0 \end{pmatrix} \] (9.1)

where, for example,

\[ A = \frac{\partial \tilde{y}}{\partial y} : \mathbb{R}^5 \to \mathbb{R}^5, \]

\[ B_l = \frac{\partial \tilde{\varphi}^t}{\partial \varphi^t} : X_2 \to \mathbb{R}^5, \]

\[ C_s = \frac{\partial \tilde{\varphi}}{\partial y} : \mathbb{R}^5 \to X_2, \]

\[ D_{lr} = \frac{\partial \tilde{\varphi}^t}{\partial \varphi^t} : X_2 \to X_2. \]

Observe, \( B_r = 0, D_{ss} = D_{sr} = D_{ll} = D_{rr} = 0. \)
9.1 The partial derivative \( A \)

The partial derivative \( A \) can be calculated explicitly by using Lemma 3.8. In particular, \( A \) depends continuously on \( f \). The operator \( A \) does not cause that \( \tilde{R} : L_0 \to L \) is not differentiable. In this subsection, the expressions for the partial derivatives follow from short explicit calculations which are left to the reader. The bounds on the norms follow from the definition of the domain \( D \), Lemma 8.4 and Lemma 8.11.

First observe that

\[
\frac{\partial \tilde{y}_1}{\partial y_1} = \frac{\partial \tilde{y}_1}{\partial y_4} = \frac{\partial \tilde{y}_2}{\partial y_4} = \frac{\partial \tilde{y}_3}{\partial y_4} = 0,
\]

\[
\frac{\partial \tilde{y}_1}{\partial y_j} = 0 \text{ when } j = 2, 3, 5
\]

and

\[
\frac{\partial \tilde{y}_5}{\partial y_j} = 0 \text{ when } j = 2, 3, 4, 5.
\]

**Lemma 9.2.** Let \( f \in D \). The partial derivatives of

\[
\Delta y_j \mapsto \tilde{y}_1(f + \Delta y_j),
\]

\( i = 1, 2, 5 \), are given by

\[
\frac{\partial \tilde{y}_1}{\partial y_1} = -\frac{\ell}{S_1} \left[ D \varphi'(S_1) \varphi'(S_1)^{\ell-1} S_1 \right],
\]

\[
\frac{\partial \tilde{y}_1}{\partial y_2} = \left[ D(\varphi^{-1} \circ q_s^{-1})(1 - S_2) \varphi'(S_1)^{\ell} S_2 \right],
\]

\[
\frac{\partial \tilde{y}_1}{\partial y_5} = -1 \cdot \left[ \frac{1}{\ell - 1} \frac{D \varphi^{-1}(q_s^{-1}(1 - S_2)) \varphi'(S_1)^{\ell} S_s^{-1}}{(1 - \varphi^{-1} \circ q_s^{-1}(1 - S_2))^2} \cdot \frac{\partial q_s^{-1}(1 - S_2)}{\partial s} \right],
\]

with norms

\[
\left| \frac{\partial \tilde{y}_1}{\partial y_1} \right| = O\left( \frac{1}{S_1} \right),
\]

\[
\left| \frac{\partial \tilde{y}_1}{\partial y_2} \right| = O(1),
\]

\[
\left| \frac{\partial \tilde{y}_1}{\partial y_5} \right| = O\left( S_s^{\frac{1}{\ell}} \right),
\]

and there exists \( E > 0 \) such that

\[
\left| \frac{\partial \tilde{y}_1}{\partial y_1} \right| > E \frac{1}{S_1}.
\]

The dependance \( f \mapsto \partial \tilde{y}_1 / \partial y_j \) is continuous.

**Lemma 9.3.** Let \( f \in D \). The partial derivatives of

\[
\Delta y_j \mapsto \tilde{y}_2(f + \Delta y_j),
\]
\[ \frac{\partial \tilde{y}_2}{\partial y_1} = \frac{1}{S_1} \cdot \left[ \frac{D(\varphi^{-1} \circ q_s^{-1})(S_1S_2S_3)S_1S_2S_3}{\varphi^{-1} \circ q_s^{-1}(S_1S_2S_3)} + \frac{\ell \varphi^l(S_1)^{\ell - 1} D\varphi^l(S_1)S_1}{1 - \varphi^l(S_1)^\ell} \right], \]

\[ \frac{\partial \tilde{y}_2}{\partial y_2} = 1 \cdot \left[ \frac{D(\varphi^{-1} \circ q_s^{-1})(S_1S_2S_3)S_1S_2S_3}{\varphi^{-1} \circ q_s^{-1}(S_1S_2S_3)} \right], \]

\[ \frac{\partial \tilde{y}_2}{\partial y_3} = 1 \cdot \left[ \frac{D(\varphi^{-1} \circ q_s^{-1})(S_1S_2S_3)S_1S_2S_3}{\varphi^{-1} \circ q_s^{-1}(S_1S_2S_3)} \right], \]

\[ \frac{\partial \tilde{y}_2}{\partial y_5} = -1 \cdot \left[ \frac{1}{1 - \ell} \frac{D\varphi^{-1}(q_s^{-1}(S_1S_2S_3))S_5^{\ell - 1}}{\varphi^{-1} \circ q_s^{-1}(S_1S_2S_3)} \cdot \frac{\partial q_s^{-1}(S_1S_2S_3)}{\partial s} \right], \]

with norms

\[ \left| \frac{\partial \tilde{y}_2}{\partial y_1} \right| = O \left( \frac{1}{S_1} \right), \]

\[ \left| \frac{\partial \tilde{y}_2}{\partial y_2} \right| = O (1), \]

\[ \left| \frac{\partial \tilde{y}_2}{\partial y_3} \right| = O (1), \]

\[ \left| \frac{\partial \tilde{y}_2}{\partial y_5} \right| = O (1). \]

The dependance \( f \mapsto \tilde{y}_i / \partial y_j \) is continuous.

**Lemma 9.4.** Let \( f \in D \). The partial derivatives of

\[ \Delta y_j \mapsto \tilde{y}_3(f + \Delta y_j), \]

\[ i = 1, 2, 3, 5, \] are given by

\[ \frac{\partial \tilde{y}_3}{\partial y_1} = \left[ \begin{array}{c} \frac{1}{S_1} \cdot \left[ \frac{D(\varphi^{-1} \circ q_s^{-1})(S_1S_2S_3)S_1S_2S_3}{\varphi^{-1} \circ q_s^{-1}(S_1S_2S_3)} \right] \\ \frac{D(\varphi^{-1} \circ q_s^{-1})(1 - S_2)S_2}{1 - \varphi^{-1} \circ q_s^{-1}(1 - S_2)} - \frac{D(\varphi^{-1} \circ q_s^{-1})(S_1S_2S_3)S_1S_2S_3}{\varphi^{-1} \circ q_s^{-1}(S_1S_2S_3)} \end{array} \right], \]

\[ \frac{\partial \tilde{y}_3}{\partial y_2} = \left[ \begin{array}{c} \frac{D(\varphi^{-1} \circ q_s^{-1})(S_1S_2S_3)S_1S_2S_3}{\varphi^{-1} \circ q_s^{-1}(S_1S_2S_3)} \end{array} \right], \]

\[ \frac{\partial \tilde{y}_3}{\partial y_3} = \left[ \frac{D(\varphi^{-1} \circ q_s^{-1})(S_1S_2S_3)S_1S_2S_3}{\varphi^{-1} \circ q_s^{-1}(S_1S_2S_3)} \right], \]

\[ \frac{\partial \tilde{y}_3}{\partial y_5} = 1 \cdot \left[ \frac{1}{1 - \ell} \left\{ \frac{D\varphi^{-1}(q_s^{-1}(S_1S_2S_3))S_5^{\ell - 1}}{\varphi^{-1} \circ q_s^{-1}(S_1S_2S_3)} \cdot \frac{\partial q_s^{-1}(S_1S_2S_3)}{\partial s} \right\} \right] + \]

\[ 1 \cdot \left[ \frac{1}{1 - \ell} \left\{ \frac{D\varphi^{-1}(q_s^{-1}(1 - S_2))S_5^{\ell - 1}}{1 - \varphi^{-1} \circ q_s^{-1}(1 - S_2)} \cdot \frac{\partial q_s^{-1}(1 - S_2)}{\partial s} \right\} \right], \]
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with norms
\[
\left| \frac{\partial \tilde{y}_3}{\partial y_1} \right| = O \left( \frac{1}{S_1} \right), \\
\left| \frac{\partial \tilde{y}_3}{\partial y_2} \right| = O(1), \\
\left| \frac{\partial \tilde{y}_3}{\partial y_3} \right| = O(1), \\
\left| \frac{\partial \tilde{y}_3}{\partial y_5} \right| = O(1).
\]

The dependance \( f \mapsto \partial \tilde{y}_1 / \partial y_j \) is continuous.

**Lemma 9.5.** Let \( f \in D \). The partial derivatives of
\[
\Delta y_j \mapsto \tilde{y}_4(f + \Delta y_j),
\]
\( j = 1, 4 \), are given by
\[
\frac{\partial \tilde{y}_4}{\partial y_1} = \frac{\ell}{S_1} \cdot \left[ \frac{D\varphi^l(S_1)}{\varphi^l(S_1)} \cdot S_1 \right], \\
\frac{\partial \tilde{y}_4}{\partial y_4} = -1,
\]
with norms
\[
\left| \frac{\partial \tilde{y}_4}{\partial y_1} \right| = O \left( \frac{1}{S_1} \right), \\
\left| \frac{\partial \tilde{y}_4}{\partial y_4} \right| = O(1).
\]

The dependance \( f \mapsto \partial \tilde{y}_4 / \partial y_j, j = 1, 4 \), is continuous.

**Lemma 9.6.** Let \( f \in D \). The partial derivative of
\[
\Delta y_1 \mapsto \tilde{y}_5(f + \Delta y_1),
\]
is given by
\[
\frac{\partial \tilde{y}_5}{\partial y_1} = \frac{\ell - 1}{S_1} \cdot \left[ \frac{D\varphi^l(S_1)}{\varphi^l(S_1)} \cdot S_1 \right],
\]
with norm
\[
\left| \frac{\partial \tilde{y}_5}{\partial y_1} \right| = O \left( \frac{1}{S_1} \right).
\]

The dependance \( f \mapsto \partial \tilde{y}_5 / \partial y_1 \) is continuous.

Let \( A = A(f) = (\partial \tilde{y}_i / \partial y_j) : \mathbb{R}^5 \to \mathbb{R}^5 \).

**Proposition 9.7.** The dependance \( f \mapsto A(f) \) is continuous and
\[
|\tilde{y}(f + \Delta y) - [\tilde{y}(f) + A \Delta y]| = O_L(|\Delta y|^2).
\]
9.2 The partial derivative $B_l$

Recall the identification of $\text{Diff}^r([0, 1])$ with $C^{r-2}([0, 1]), \ r \geq 2$. Given a non-linearity $\eta \in C^{r-2}([0, 1])$ denote the corresponding diffeomorphism with

$$ \varphi_\eta(x) = \frac{\int_0^x e^{\int_0^s \eta ds}}{\int_0^1 e^{\int_0^s \eta ds}}. $$

The following lemma is obtained by a straightforward calculation. The proof is left to the reader.

**Lemma 9.8.** Let $x \in [0, 1]$. The evaluation operator $E : \text{Diff}^2([0, 1]) = C^0([0, 1]) \rightarrow \mathbb{R}$

$$ E : \varphi \mapsto \varphi(x) $$

is differentiable with derivative $\partial \varphi(x)/\partial \varphi : C^0([0, 1]) \rightarrow \mathbb{R}$ given by

$$ \frac{\partial \varphi(x)}{\partial \varphi}(\Delta \eta) = \left( \frac{\int_0^x [\int_0^s \Delta \eta e^{\int_0^t \eta dt} ds]}{\int_0^1 e^{\int_0^s \eta ds}} - \frac{\int_0^1 [\int_0^s \Delta \eta e^{\int_0^t \eta dt} ds]}{\int_0^1 e^{\int_0^s \eta ds}} \right) \varphi(x), $$

where $\varphi = \varphi_\eta$. The norm is bounded by

$$ \left| \frac{\partial \varphi(x)}{\partial \varphi} \right| \leq 2 \min \{ \varphi(x), 1 - \varphi(x) \}. $$

Moreover,

$$ \left| E(\varphi + \Delta \varphi) - \left[ E(\varphi) + \frac{\partial \varphi(x)}{\partial \varphi}(\Delta \varphi) \right] \right| = O(|\Delta \varphi|_2^2). $$

**Corollary 9.9.** Let $\psi^+, \psi^- \in \text{Diff}^2([0, 1])$ and $x \in [0, 1]$. The evaluation operator $E^{\psi^+, \psi^-} : \text{Diff}^2([0, 1]) = C^0([0, 1]) \rightarrow \mathbb{R}$,

$$ E^{\psi^+, \psi^-} : \varphi \mapsto \psi^+ \circ \varphi \circ \psi^-(x) $$

is differentiable with derivative $\partial (\psi^+ \circ \varphi \circ \psi^-(x))/\partial \varphi : C^0([0, 1]) \rightarrow \mathbb{R}$ given by

$$ \frac{\partial (\psi^+ \circ \varphi \circ \psi^-(x))}{\partial \varphi} = D\psi^+(\varphi \circ \psi^-(x)) \frac{\partial \varphi(\psi^-(x))}{\partial \varphi}, $$

with norm

$$ \left| \frac{\partial (\psi^+ \circ \varphi \circ \psi^-(x))}{\partial \varphi} \right| \leq 2 \max \{ D\psi^+, \varphi(\psi^-(x)) \}. $$

Moreover,

$$ \left| E^{\psi^+, \psi^-}(\varphi + \Delta \varphi) - \left[ E^{\psi^+, \psi^-}(\varphi) + \frac{\partial (\psi^+ \circ \varphi \circ \psi^-(x))}{\partial \varphi}(\Delta \varphi) \right] \right| = O(|\Delta \varphi|_2^2). $$

Let $\tau \in T$ and recall that $\pi^\tau : X_3 \rightarrow X_3$ is defined as

$$ \pi^\tau_{\mathcal{X}_\tau} = \begin{cases} 0 & \tau' > \tau \\ \varphi_{\tau'} & \tau' \leq \tau \end{cases} $$

---

4 We identify $\Delta \varphi$ with $\Delta \eta$.  
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Also define \( \pi_\tau : X_3 \to X_3 \) is defined as
\[
\pi_\tau \varphi = \begin{cases} 
\varphi & \text{if } \tau' > \tau \\
0 & \text{if } \tau' \leq \tau
\end{cases}
\]

Let
\[
\varphi_{+\tau} = O \circ \pi_\tau(\varphi') \quad \text{and} \quad \varphi_{-\tau} = O \circ \pi^\tau(\varphi').
\]

Observe, \( O_{\varphi} = \varphi_{+\tau} \circ \varphi \circ \varphi_{-\tau} \). The proof of the following lemma is a straight forward calculation of derivatives using Lemma 3.8. The estimates on the norms follow from Corollary 9.9.

**Lemma 9.10.** Let \( f \in D \) and \( \tau \in T \). The maps
\[
\text{Diff}^{3+\epsilon}([0,1]) \ni \Delta \varphi^l \mapsto \tilde{y}_i(\varphi^l + \Delta \varphi^l) \in \mathbb{R}
\]
are differentiable, \( i = 1, 2, 3, 4, 5 \). The derivatives are given by
\[
\frac{\partial \tilde{y}_1}{\partial \varphi^l} = D \varphi_{+\tau}(\varphi_{+\tau} \circ \varphi_{-\tau}(S_1)) \cdot \frac{\ell \varphi^l(S_1)^{\ell-1}}{1 - \varphi^{-1} \circ q^{-1}(1 - S_2)} \cdot \frac{\partial \varphi_{-\tau}^l(\varphi_{-\tau}^l(S_1))}{\partial \varphi_{+\tau}^l},
\]
\[
\frac{\partial \tilde{y}_2}{\partial \varphi^l} = D \varphi_{+\tau}(\varphi_{-\tau} \circ \varphi_{-\tau}(S_1)) \cdot \frac{\ell \varphi^l(S_1)^{\ell-1}}{1 - (\varphi^l(S_1))^\ell} \cdot \frac{\partial \varphi_{-\tau}^l(\varphi_{-\tau}^l(S_1))}{\partial \varphi_{+\tau}^l},
\]
\[
\frac{\partial \tilde{y}_3}{\partial \varphi^l} = 0,
\]
\[
\frac{\partial \tilde{y}_4}{\partial \varphi^l} = D \varphi_{+\tau}(\varphi_{+\tau} \circ \varphi_{+\tau}(S_1)) \cdot \frac{\ell \varphi^l(S_1)^{\ell-1}}{\varphi^l(S_1)} \cdot \frac{\partial \varphi_{+\tau}^l(\varphi_{+\tau}^l(S_1))}{\partial \varphi_{+\tau}^l},
\]
\[
\frac{\partial \tilde{y}_5}{\partial \varphi^l} = D \varphi_{+\tau}(\varphi_{-\tau} \circ \varphi_{-\tau}(S_1)) \cdot \frac{\ell - 1}{\varphi^l(S_1)} \cdot \frac{\partial \varphi_{-\tau}^l(\varphi_{-\tau}^l(S_1))}{\partial \varphi_{+\tau}^l}.
\]

In particular, the partial derivatives extend to bounded functionals on \( \text{Diff}^2([0,1]) \) with norms
\[
\left| \frac{\partial \tilde{y}_1}{\partial \varphi^l} \right| = O(1),
\]
\[
\left| \frac{\partial \tilde{y}_2}{\partial \varphi^l} \right| = O(S^l),
\]
\[
\left| \frac{\partial \tilde{y}_3}{\partial \varphi^l} \right| = 0,
\]
\[
\left| \frac{\partial \tilde{y}_4}{\partial \varphi^l} \right| = O(1),
\]
\[
\left| \frac{\partial \tilde{y}_5}{\partial \varphi^l} \right| = O(1).
\]

The dependence \( f \mapsto \partial \tilde{y}_i / \partial \varphi^l \) is continuous and
\[
\left| \tilde{y}_i(f + \Delta \varphi^l) - \left[ \tilde{y}_i(f) + \frac{\partial \tilde{y}_i}{\partial \varphi^l} \Delta \varphi^l \right] \right| = O_\mathbb{R}(\Delta \varphi^l_{1+\epsilon}).
\]

The functionals \( \partial \tilde{y}_i / \partial \varphi^l \) define the operator \( \partial \tilde{y} / \partial \varphi^l : \text{Diff}^2([0,1]) \to \mathbb{R}^5 \). Let the operator \( B_1 : X_2 \to \mathbb{R}^5 \) be defined by
\[
B_1 : \Delta \varphi^l \mapsto \sum_{\tau \in T} \frac{\partial \tilde{y}_i}{\partial \varphi^l} \Delta \varphi^l.
\]
This is a uniformly bounded operator. This follows from Lemma 9.10. We obtain the following.

**Proposition 9.11.** The dependance $f \mapsto B_l(f)$ is continuous and

$$|\tilde{y}(f + \Delta \varphi^l) - [\tilde{y}(f) + B_l \Delta \varphi^l]| = O((|\Delta \varphi^l|_2^2))$$

Moreover, the partial derivative extends to a uniformly bounded operator $B_l : X_2 \to \mathbb{R}^5$.

### 9.3 The partial derivative $B_s$

The following lemma is obtained by a straight forward calculation. The proof is left to the reader.

**Lemma 9.12.** Let $x \in [0, 1]$. The evaluation operator $E_- : \text{Diff}^2([0, 1]) = C^0([0, 1]) \to \mathbb{R},$

$$E_- : \varphi \mapsto \varphi^{-1}(x)$$

is differentiable with derivative $\partial \varphi^{-1}(x)/\partial \varphi : C^0([0, 1]) \to \mathbb{R}$ given by

$$\frac{\partial \varphi^{-1}(x)}{\partial \varphi} = -\frac{1}{D\varphi(\varphi^{-1}(x))} \cdot \frac{\partial \varphi(\varphi^{-1}(x))}{\partial \varphi}.$$ 

The norm is bounded by

$$\left| \frac{\partial \varphi^{-1}(x)}{\partial \varphi} \right| \leq 2 \max \left\{ \frac{1}{D\varphi} \right\} \cdot \min \{x, 1 - x\}.$$ 

Moreover,

$$\left| E_-(\varphi + \Delta \varphi) - \left[ E_-(\varphi) + \frac{\partial \varphi^{-1}(x)}{\partial \varphi}(\Delta \varphi) \right] \right| = O(|\Delta \varphi|_2^2).$$

**Corollary 9.13.** Let $\psi^+, \psi^- \in \text{Diff}^2([0, 1])$ and $x \in [0, 1]$. The evaluation operator $E_-^{\psi^+, \psi^-} : \text{Diff}^2([0, 1]) = C^0([0, 1]) \to \mathbb{R},$

$$E_-^{\psi^+, \psi^-} : \varphi \mapsto \psi^+ \circ \varphi^{-1} \circ \psi^-(x)$$

is differentiable with derivative $\partial (\psi^+ \circ \varphi^{-1} \circ \psi^-(x))/\partial \varphi : C^0([0, 1]) \to \mathbb{R}$ given by

$$\frac{\partial (\psi^+ \circ \varphi^{-1} \circ \psi^-(x))}{\partial \varphi} = D\psi^+(\varphi^{-1} \circ \psi^-(x)) \frac{\partial \varphi^{-1}(\psi^-(x))}{\partial \varphi},$$

with norm

$$\left| \frac{\partial (\psi^+ \circ \varphi^{-1} \circ \psi^-(x))}{\partial \varphi} \right| \leq 2 \max \frac{D\psi^+}{\min D\varphi} \cdot \min \{\psi^-(x), 1 - \psi^-(x)\}.$$ 

Moreover,

$$\left| E_-^{\psi^+, \psi^-}(\varphi + \Delta \varphi) - \left[ E_-^{\psi^+, \psi^-}(\varphi) + \frac{\partial (\psi^+ \circ \varphi^{-1} \circ \psi^-(x))}{\partial \varphi}(\Delta \varphi) \right] \right| = O(|\Delta \varphi|_2^2).$$
Let
\[ \varphi_{+\tau} = O \circ \pi_{\tau}(\varphi) \] and \[ \varphi_{-\tau} = O \circ \pi_{\tau}(\varphi). \]
Observe, \( O\varphi = \varphi_{+\tau} \circ \varphi_{-\tau} \). The proof of the following lemma is a straightforward calculation of derivatives using Lemma 3.8. The estimates on the norms follow from Corollary 9.13.

**Lemma 9.14.** Let \( f \in D \) and \( \tau \in T \). The maps
\[ \text{Diff}^3([0,1]) \ni \Delta \varphi_{\tau} \mapsto \tilde{y}_i(f + \Delta \varphi_{\tau}) \in \mathbb{R} \] are differentiable, \( i = 1, 2, 3, 4, 5 \). The derivatives are given by
\[
\begin{align*}
\frac{\partial \tilde{y}_1}{\partial \varphi_{\tau}} &= D_{\varphi_{-\tau}}^{-1}(\varphi_{+\tau}^{-1}(\varphi_{+\tau}^{-1}(q_s^{-1}(1 - S_2)))) \cdot \frac{\varphi'(S_1)^{f}}{[1 - \varphi^{-1}(q_s^{-1}(1 - S_2))]^2} \cdot \frac{\partial \varphi_{\tau}^{-1}(q_s^{-1}(1 - S_2))}{\partial \varphi_{\tau}}, \\
\frac{\partial \tilde{y}_2}{\partial \varphi_{\tau}} &= D_{\varphi_{-\tau}}^{-1}(\varphi_{+\tau}^{-1}(\varphi_{+\tau}^{-1}(q_s^{-1}(S_1S_2S_3)))) \cdot \frac{1}{\varphi^{-1}(q_s^{-1}(S_1S_2S_3))} \cdot \frac{\partial \varphi_{\tau}^{-1}(q_s^{-1}(S_1S_2S_3))}{\partial \varphi_{\tau}}, \\
\frac{\partial \tilde{y}_3}{\partial \varphi_{\tau}} &= D_{\varphi_{-\tau}}^{-1}(\varphi_{+\tau}^{-1}(\varphi_{+\tau}^{-1}(q_s^{-1}(1 - S_2)))) \cdot \frac{\varphi'(S_1)^{f}}{1 - \varphi^{-1}(q_s^{-1}(1 - S_2))} \cdot \frac{\partial \varphi_{\tau}^{-1}(q_s^{-1}(1 - S_2))}{\partial \varphi_{\tau}}, \\
&\quad - D_{\varphi_{-\tau}}^{-1}(\varphi_{+\tau}^{-1}(\varphi_{+\tau}^{-1}(q_s^{-1}(S_1S_2S_3)))) \cdot \frac{1}{\varphi^{-1}(q_s^{-1}(S_1S_2S_3))} \cdot \frac{\partial \varphi_{\tau}^{-1}(q_s^{-1}(S_1S_2S_3))}{\partial \varphi_{\tau}}, \\
\frac{\partial \tilde{y}_4}{\partial \varphi_{\tau}} &= 0, \\
\frac{\partial \tilde{y}_5}{\partial \varphi_{\tau}} &= 0.
\end{align*}
\]

In particular, the partial derivatives extend to bounded functionals on \( \text{Diff}^2([0,1]) \) with norms
\[
\begin{align*}
\left| \frac{\partial \tilde{y}_1}{\partial \varphi_{\tau}} \right| &= O(1), \\
\left| \frac{\partial \tilde{y}_2}{\partial \varphi_{\tau}} \right| &= O(1), \\
\left| \frac{\partial \tilde{y}_3}{\partial \varphi_{\tau}} \right| &= O(1), \\
\left| \frac{\partial \tilde{y}_4}{\partial \varphi_{\tau}} \right| &= 0, \\
\left| \frac{\partial \tilde{y}_5}{\partial \varphi_{\tau}} \right| &= 0.
\end{align*}
\]

The dependance \( f \mapsto \partial \tilde{y}_i / \partial \varphi_{\tau} \) is continuous and
\[
\left| \tilde{y}_i(f + \Delta \varphi_{\tau}) - \left[ \tilde{y}_i(f) + \frac{\partial \tilde{y}_i}{\partial \varphi_{\tau}} \Delta \varphi_{\tau} \right] \right| = O(|\Delta \varphi_{\tau}|^3 + \epsilon).
\]

The functionals \( \partial \tilde{y}_i / \partial \varphi_{\tau} \) define the operator \( \partial \tilde{y} / \partial \varphi_{\tau} : \text{Diff}^2([0,1]) \to \mathbb{R}^5 \). Define the operator \( B_s : X_2 \to \mathbb{R}^5 \) by
\[
B_s : \Delta \varphi_{\tau} \mapsto \sum_{\tau \in T} \frac{\partial \tilde{y}_i}{\partial \varphi_{\tau}} \Delta \varphi_{\tau}.
\]
This is a uniformly bounded operator, see Lemma 9.14. We obtain the following.
Proposition 9.15. The dependance \( f \mapsto B_s(f) \) is continuous and
\[
\left| \hat{y}(f + \Delta \varphi) - [\hat{y}(f) + B_s \Delta \varphi] \right| = O_L(|\Delta \varphi|^2_{3+\epsilon})
\]
Moreover, the partial derivative extends to a uniformly bounded operator \( B_s : X_2 \to \mathbb{R}^5 \).

9.4 The partial derivatives \( C_s \)

The proof of the following lemma is a straightforward calculation and it is left to the reader. Recall that we identify \( \text{Diff}^r([0,1]) \) with \( C^{-2}([0,1]) \), diffeomorphisms with their non-linearities.

Lemma 9.16. Let \( \varphi \in \text{Diff}^{3+\epsilon}([0,1]) \). The zoom curve \( Z : [0,1]^2 \ni (a,b) \mapsto Z_{[a,b]} \varphi \in \text{Diff}^2([0,1]) \) is differentiable with partial derivatives
\[
\frac{\partial Z_{[a,b]} \varphi}{\partial a} = (b-a)(1-x)D\eta((b-a)x + a) - \eta((b-a)x + a),
\]
and
\[
\frac{\partial Z_{[a,b]} \varphi}{\partial b} = (b-a)x D\eta((b-a)x + a) + \eta((b-a)x + a).
\]

The norms are bounded by
\[
\left| \frac{\partial Z_{[a,b]} \varphi}{\partial a} \right|_2, \left| \frac{\partial Z_{[a,b]} \varphi}{\partial b} \right|_2 \leq 2|\varphi|_3,
\]
and
\[
\left| Z_{[a+\Delta a,b+\Delta b]} \varphi - Z_{[a,b]} \varphi + \frac{\partial Z_{[a,b]} \varphi}{\partial a} \Delta a + \frac{\partial Z_{[a,b]} \varphi}{\partial b} \Delta b \right|_2
\leq |\varphi|_{3+\epsilon} (|\Delta a|^{1+\epsilon} + |\Delta b|^{1+\epsilon}) .
\]

Observe, \( \partial \tilde{\varphi}_r / \partial y_i = 0 \) when \( i = 2, 3, 4, 5 \).

Lemma 9.17. Let \( f \in D \) and \( \tau \in \mathcal{T} \). The map
\[
\mathbb{R} \ni \Delta y_1 \mapsto \tilde{\varphi}_r(f + \Delta y_1) \in \text{Diff}^2([0,1])
\]
is differentiable. The derivative is given by
\[
\frac{\partial \tilde{\varphi}_r}{\partial y_1} = D(O \circ \pi^r(\varphi^r))(y_1) \cdot \frac{\partial Z_{[y_1(\tau),1]} \varphi^r}{\partial y_1(\tau)},
\]
with norm
\[
\left| \frac{\partial \tilde{\varphi}_r}{\partial y_1} \right|_2 \leq 2e^\varepsilon |\varphi^r|_3 = O(1).
\]
The dependance \( f \mapsto \partial \tilde{\varphi}_r / \partial y_1 \) is continuous and
\[
\left| \tilde{\varphi}_r(f + \Delta y_1) - \tilde{\varphi}_r(f) + \frac{\partial \tilde{\varphi}_r}{\partial y_1} \Delta y_1 \right|_2 \leq O_L(|\varphi^r|_{3+\epsilon} |\Delta y_1|^{1+\epsilon}) .
\]

Define the operator \( C_s : \mathbb{R}^5 \to X_2 \) by
\[
C_s(\Delta y)_r = \frac{\partial \tilde{\varphi}_r}{\partial y_1} \Delta y_1.
\]
This is a uniformly bounded operator, see Lemma 9.17. We obtain the following.

Proposition 9.18. The dependance \( f \mapsto C_s(f) \) is continuous and
\[
\left| \tilde{\varphi}(f + \Delta y) - [\tilde{\varphi}(f) + C_s \Delta y] \right|_2 = O_L(|\Delta y|^{1+\epsilon}).
\]
Moreover, the partial derivative extends to a uniformly bounded operator \( C_s : \mathbb{R}^5 \to X_2 \).
9.5 The partial derivatives $C_i$

Observe, $\partial \varphi_i^l / \partial y_i = 0$ when $i = 1, 3, 4$ and $\tau \in T$. Moreover, $\partial \varphi_i^l / \partial y_i = 0$ when $i = 1, 2, 3, 4, 5$ and $\tau > 1/2$. The following lemmas describe the nonzero partial derivatives. The bounds on the norms of the derivatives follow from Lemma 8.11

Lemma 9.19. Let $f \in D$. The maps

$$\mathbb{R} \ni \Delta y_i \mapsto \varphi_i^l(f + \Delta y_i) \in \text{Diff}^2([0, 1])$$

are differentiable, $i = 2, 5$ and $\tau < 1/2$. The derivatives are given by

$$\begin{align*}
\frac{\partial \varphi_2^l}{\partial y_2} &= -S_2 D(\varphi_{+1/\theta \tau}^{-1} q_2^{-1})(1 - S_2) \cdot \frac{\partial Z_{[\varphi_{-1/\theta \tau}^{-1} (1-S_2)(\theta \tau), 1]} \varphi_{\theta \tau}}{\partial \varphi_{-1/\theta \tau}^{-1} q_2^{-1}(1 - S_2)(\theta \tau)}, \\
\frac{\partial \varphi_5^l}{\partial y_5} &= \frac{S_5^{-1}}{\ell - 1} D \varphi_{+1/\theta \tau}^{-1} q_2^{-1}(1 - S_2) \frac{\partial q_2^{-1}(1 - S_2)}{\partial s} \cdot \frac{\partial Z_{[\varphi_{-1/\theta \tau}^{-1} (1-S_2)(\theta \tau), 1]} \varphi_{\theta \tau}}{\partial \varphi_{-1/\theta \tau}^{-1} q_2^{-1}(1 - S_2)(\theta \tau)},
\end{align*}$$

with norms

$$\begin{align*}
\left| \frac{\partial \varphi_2^l}{\partial y_2} \right|_{2} &\leq 2S_2 D(\varphi_{+1/\theta \tau}^{-1} q_2^{-1})(1 - S_2)|\varphi_{\theta \tau}|_3 = O(1), \\
\left| \frac{\partial \varphi_5^l}{\partial y_5} \right|_{2} &\leq 2\frac{S_5^{-1}}{\ell - 1} D \varphi_{+1/\theta \tau}^{-1} q_2^{-1}(1 - S_2) \frac{\partial q_2^{-1}(1 - S_2)}{\partial s} |\varphi_{\theta \tau}|_3 = O(1).
\end{align*}$$

The dependance $f \mapsto \partial \varphi_i^l / \partial y_i$ is continuous and

$$\begin{align*}
\left| \varphi_i^l(f + \Delta y) - \left[ \varphi_i^l(f) + \frac{\partial \varphi_i^l}{\partial y_1} \Delta y_1 + \frac{\partial \varphi_i^l}{\partial y_5} \Delta y_5 \right] \right|_{2} &\leq \\
&\leq O_{\ell} \left( |\varphi_{\theta \tau}|_{3+\epsilon} \{ |\Delta y_2|^{1+\epsilon} + |\Delta y_5|^{1+\epsilon} \} \right).
\end{align*}$$

Lemma 9.20. Let $f \in D$. The maps

$$\mathbb{R} \ni \Delta y_i \mapsto \varphi_2^l(f + \Delta y_i) \in \text{Diff}^2([0, 1])$$

are differentiable, $i = 2, 5$. The derivatives are given by

$$\begin{align*}
\frac{\partial \varphi_2^l}{\partial y_2} &= -S_2 D q_2^{-1}(1 - S_2) \frac{\partial Z_{[q_2^{-1} (1-S_2), 1]} q_2}{\partial q_2^{-1}(1 - S_2)}, \\
\frac{\partial \varphi_5^l}{\partial y_5} &= \frac{S_5^{-1}}{\ell - 1} q_2^{-1}(1 - S_2) \frac{\partial Z_{[q_2^{-1} (1-S_2), 1]} q_2}{\partial q_2^{-1}(1 - S_2)},
\end{align*}$$

with norms

$$\begin{align*}
\left| \frac{\partial \varphi_2^l}{\partial y_2} \right|_{2} &\leq 2S_2 D q_2^{-1}(1 - S_2)2\ell \leq 4S_2 = O(1), \\
\left| \frac{\partial \varphi_2^l}{\partial y_5} \right|_{2} &\leq 4\ell \frac{\partial q_2^{-1}(1 - S_2)}{\partial s} S_5^{-1} = O(1).
\end{align*}$$
The dependance $f \mapsto \partial^y \frac{\partial^l}{\partial y_i}$ is continuous and

$$\left| \frac{\partial^l}{\partial y_i} (f + \Delta y) - \left[ \frac{\partial^l}{\partial y_i} f + \frac{\partial^l}{\partial y_2} \Delta y_2 + \frac{\partial^l}{\partial y_5} \Delta y_5 \right] \right| \leq O_{f} (|\Delta y_2|^{1+\varepsilon} + |\Delta y_5|^{1+\varepsilon}).$$

Define the operator $C_i : \mathbb{R}^5 \rightarrow X_2$ by

$$C_i(\Delta y)_\tau = \partial^y \frac{\partial^l}{\partial y_2} \Delta y_2 + \partial^y \frac{\partial^l}{\partial y_5} \Delta y_5.$$ 

This is a uniformly bounded operator, see Lemma 9.19 Lemma 9.20 We obtain the following.

**Proposition 9.21.** The dependance $f \mapsto C_i(f)$ is continuous and

$$\left| \frac{\partial^l}{\partial y_i} (f + \Delta y) - \left[ \frac{\partial^l}{\partial y_i} f + C_i \Delta y \right] \right| \leq O_{f} (|\Delta y_2|^{1+\varepsilon}).$$

Moreover, the partial derivative extends to a uniformly bounded operator $C_i : \mathbb{R}^5 \rightarrow X_2$.

**9.6 The partial derivatives $C_i$.**

Observe that, $\partial^y \frac{\partial^l}{\partial y_4} = 0$ when $\tau \in T$. Moreover, $\partial^y \frac{\partial^l}{\partial y_i} = 0$ when $i = 2, 3, 5$ and $\tau > 1/2$. The following lemmas describe the nonzero partial derivatives. The bounds on the norms of the derivatives follow from Lemma 8.11.

**Lemma 9.22.** Let $f \in D$. The maps

$$\mathbb{R} \ni \Delta y_i \mapsto \frac{\partial^l}{\partial y_i} (f + \Delta y_i) \in \text{Diff}^{2}([0,1])$$

are differentiable, $i = 1, 2, 3, 5$ and $\tau < 1/2$. The derivatives are given by

$$\frac{\partial^l}{\partial y_1} = S_2 S_3 D(\varphi^{-1}_{+,\theta} \circ q^{-1}_s)(S_1 S_2 S_3) \cdot \frac{\partial Z_{[0,\varphi^{-1} q^{-1}_{s-1}}(S_1 S_2 S_3)(\theta \tau), \varphi_{\theta \tau}}{\partial q^{-1}_{s-1}(S_1 S_2 S_3)(\theta \tau)},$$

$$\frac{\partial^l}{\partial y_2} = S_1 S_2 S_3 D(\varphi^{-1}_{+,\theta} \circ q^{-1}_s)(S_1 S_2 S_3) \cdot \frac{\partial Z_{[0,\varphi^{-1} q^{-1}_{s-1}}(S_1 S_2 S_3)(\theta \tau), \varphi_{\theta \tau}}{\partial q^{-1}_{s-1}(S_1 S_2 S_3)(\theta \tau)},$$

$$\frac{\partial^l}{\partial y_3} = S_1 S_2 S_3 D(\varphi^{-1}_{+,\theta} \circ q^{-1}_s)(S_1 S_2 S_3) \cdot \frac{\partial Z_{[0,\varphi^{-1} q^{-1}_{s-1}}(S_1 S_2 S_3)(\theta \tau), \varphi_{\theta \tau}}{\partial q^{-1}_{s-1}(S_1 S_2 S_3)(\theta \tau)},$$

$$\frac{\partial^l}{\partial y_5} = S_5 \frac{\partial}{\partial y_5} D(\varphi^{-1}_{+,\theta} q^{-1}(S_1 S_2 S_3)) \cdot \frac{\partial q^{-1}_{s-1}(S_1 S_2 S_3)}{\partial q^{-1}_{s-1}(S_1 S_2 S_3)(\theta \tau)},$$

with norms

$$\frac{\partial^l}{\partial y_1} \leq 2 S_2 S_3 D(\varphi^{-1}_{+,\theta} q^{-1}_{s-1})(S_1 S_2 S_3)(\theta \tau) = O (|\varphi_{\theta \tau}|_3),$$

$$\frac{\partial^l}{\partial y_2} \leq 2 S_1 S_2 S_3 D(\varphi^{-1}_{+,\theta} q^{-1}_{s-1})(S_1 S_2 S_3)(\theta \tau) = O (|\varphi_{\theta \tau}|_3),$$

$$\frac{\partial^l}{\partial y_3} \leq 2 S_1 S_2 S_3 D(\varphi^{-1}_{+,\theta} q^{-1}_{s-1})(S_1 S_2 S_3)(\theta \tau) = O (|\varphi_{\theta \tau}|_3),$$

$$\frac{\partial^l}{\partial y_5} \leq 2 S_5 \frac{\partial}{\partial y_5} D(\varphi^{-1}_{+,\theta} q^{-1}_{s-1})(S_1 S_2 S_3)(\theta \tau) = O (|\varphi_{\theta \tau}|_3).$$
The dependence $\bar{\varphi}^r(D)/\partial y_i$ is continuous and
\[
\left| \bar{\varphi}^r_i(f + \Delta y) - \bar{\varphi}^r_i(f) + \frac{\partial \bar{\varphi}^r_i}{\partial y_1} \Delta y_1 + \frac{\partial \bar{\varphi}^r_i}{\partial y_2} \Delta y_2 + \frac{\partial \bar{\varphi}^r_i}{\partial y_3} \Delta y_3 + \frac{\partial \bar{\varphi}^r_i}{\partial y_5} \Delta y_5 \right|_2 \leq O_\ell \left( |\Delta y_1|^{1+\epsilon} + |\Delta y_2|^{1+\epsilon} + |\Delta y_3|^{1+\epsilon} + |\Delta y_5|^{1+\epsilon} \right).
\]

Lemma 9.23. Let $f \in D$. The maps
\[
\mathbb{R} \ni \Delta y_i \mapsto \varphi_\ell^r(f + \Delta y) \in \text{Diff}^2([0, 1])
\]
are differentiable, $i = 1, 2, 3, 5$. The derivatives are given by
\[
\begin{align*}
\frac{\partial \varphi_\ell^r}{\partial y_1} &= S_2 S_3 D q_s^{-1}(S_1 S_2 S_3) \cdot \frac{\partial Z_{|0, q_s^{-1}(S_1 S_2 S_3)} q_s}{\partial q_s^{-1}(S_1 S_2 S_3)}, \\
\frac{\partial \varphi_\ell^r}{\partial y_2} &= S_1 S_2 S_3 D q_s^{-1}(S_1 S_2 S_3) \cdot \frac{\partial Z_{|0, q_s^{-1}(S_1 S_2 S_3)} q_s}{\partial q_s^{-1}(S_1 S_2 S_3)}, \\
\frac{\partial \varphi_\ell^r}{\partial y_3} &= S_1 S_2 S_3 D q_s^{-1}(S_1 S_2 S_3) \cdot \frac{\partial Z_{|0, q_s^{-1}(S_1 S_2 S_3)} q_s}{\partial q_s^{-1}(S_1 S_2 S_3)}, \\
\frac{\partial \varphi_\ell^r}{\partial y_5} &= S_5^{\frac{1}{\ell - 1}} \frac{\partial q_s^{-1}(S_1 S_2 S_3)}{\partial s} \cdot \frac{\partial Z_{|0, q_s^{-1}(S_1 S_2 S_3)} q_s}{\partial q_s^{-1}(S_1 S_2 S_3)},
\end{align*}
\]
with norms
\[
\begin{align*}
\left| \frac{\partial \varphi_\ell^r}{\partial y_1} \right|_2 &= 2 S_2 S_3 D q_s^{-1}(S_1 S_2 S_3) |q_s|_3, \\
\left| \frac{\partial \varphi_\ell^r}{\partial y_2} \right|_2 &= 2 S_1 S_2 S_3 D q_s^{-1}(S_1 S_2 S_3) |q_s|_3 = O(1), \\
\left| \frac{\partial \varphi_\ell^r}{\partial y_3} \right|_2 &= 2 S_1 S_2 S_3 D q_s^{-1}(S_1 S_2 S_3) |q_s|_3 = O(1), \\
\left| \frac{\partial \varphi_\ell^r}{\partial y_5} \right|_2 &= 2 S_5^{\frac{1}{\ell - 1}} \frac{\partial q_s^{-1}(S_1 S_2 S_3)}{\partial s} |q_s|_3 = O(1).
\end{align*}
\]
The dependence $\bar{\varphi}^r(D)/\partial y_i$ is continuous and
\[
\left| \bar{\varphi}^r_i(f + \Delta y) - \bar{\varphi}^r_i(f) + \frac{\partial \bar{\varphi}^r_i}{\partial y_1} \Delta y_1 + \frac{\partial \bar{\varphi}^r_i}{\partial y_2} \Delta y_2 + \frac{\partial \bar{\varphi}^r_i}{\partial y_3} \Delta y_3 + \frac{\partial \bar{\varphi}^r_i}{\partial y_5} \Delta y_5 \right|_2 \leq O_\ell \left( |\Delta y_1|^{1+\epsilon} + |\Delta y_2|^{1+\epsilon} + |\Delta y_3|^{1+\epsilon} + |\Delta y_5|^{1+\epsilon} \right).
\]

Lemma 9.24. Let $f \in D$. The maps
\[
\mathbb{R} \ni \Delta y_1 \mapsto \varphi^r(f + \Delta y_1) \in \text{Diff}^2([0, 1])
\]
are differentiable, $\tau > 1/2$. The derivative is given by
\[
\frac{\partial \varphi^r}{\partial y_1} = D(\varphi^r_{|0, \theta_1}(y_1)) \cdot \frac{\partial Z_{|0, y_1(\theta_1)} \varphi^l_\theta}{\partial y_1(\theta_1)},
\]
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with norm
\[ \left| \frac{\partial \tilde{\phi}_r}{\partial y_1} \right|_2 \leq 2D \left( \phi^l_{\theta r}(y_1) \right) |\phi^l_{\theta r}|_3. \]

The dependance \( f \mapsto \frac{\partial \tilde{\phi}_r(\tau)}{\partial y_1} \) is continuous and
\[
\left| \tilde{\phi}_r(f + \Delta y) - \left[ \tilde{\phi}_r(f) + \frac{\partial \tilde{\phi}_r}{\partial y_1} \Delta y_1 \right] \right|_2 \leq O \left( \left| \phi^l_{\theta r} \right|_{1+\epsilon} \right).
\]

Define the operator \( C_r : \mathbb{R}^5 \to X_2 \) by
\[
C_r(\Delta y) = \frac{\partial \tilde{\phi}_r}{\partial y_1} \Delta y_1 + \frac{\partial \tilde{\phi}_r}{\partial y_2} \Delta y_2 + \frac{\partial \tilde{\phi}_r}{\partial y_3} \Delta y_3 + \frac{\partial \tilde{\phi}_r}{\partial y_5} \Delta y_5.
\]

This is a bounded operator, see Lemma 9.22, Lemma 9.23 and Lemma 9.24. We obtain the following.

**Proposition 9.25.** The dependance \( f \mapsto C_r(f) \) is continuous and
\[
\left| \tilde{\phi}_r(f + \Delta y) - \left[ \tilde{\phi}_r(f) + C_r \Delta y \right] \right|_2 = O \left( \left| \Delta y \right|^{1+\epsilon} \right).
\]

The operator \( C_r : \mathbb{R}^5 \to X_2 \) is bounded. Moreover the operator \( C_r : \mathbb{R}^4 \to X_2 \) with
\[
C_r(\Delta y) = \frac{\partial \tilde{\phi}_r}{\partial y_2} \Delta y_2 + \frac{\partial \tilde{\phi}_r}{\partial y_3} \Delta y_3 + \frac{\partial \tilde{\phi}_r}{\partial y_5} \Delta y_5
\]
is uniformly bounded.

### 9.7 The partial derivatives \( D_{sl} \)

Observe that, \( \frac{\partial \tilde{\phi}_r}{\partial \phi^l_{\tau r}} = 0 \) when \( \tau' > \tau \). The following lemmas describe the nonzero partial derivatives.

**Lemma 9.26.** Let \( f \in D \). The maps
\[
\mathbb{R} \ni \Delta \phi^l_{\tau r} \mapsto \tilde{\phi}_r(f + \Delta \phi^l_{\tau r}) \in \text{Diff}^2([0, 1])
\]
are linear. Namely,
\[
\tilde{\phi}_r(f + \Delta \phi^l_{\tau r}) = \tilde{\phi}_r(f) + \frac{\partial \tilde{\phi}_r}{\partial \phi^l_{\tau r}} \Delta \phi^l_{\tau r},
\]
where
\[
\frac{\partial \tilde{\phi}_r}{\partial \phi^l_{\tau r}} = Z_{[y_1(\tau), 1]},
\]
with norm
\[
\left| \frac{\partial \tilde{\phi}_r}{\partial \phi^l_{\tau r}} \right|_2 \leq 1.
\]

Let \( \tau > \tau' \). For \( \varphi \in X_3 \), we define
\[
\varphi_{(\tau, \tau')} = O \circ \pi_{\tau'} \circ \pi^\tau(\varphi).
\]

By Lemma 9.16 and Lemma 9.8 we get the following.
Lemma 9.27. Let $f \in D$ and let $\tau > \tau'$. The maps

$$\mathbb{R} \ni \Delta \phi' \mapsto \tilde{\phi}(f + \Delta \phi') \in \text{Diff}^2([0, 1])$$

are differentiable. The derivatives are given by

$$\frac{\partial \tilde{\phi}}{\partial \phi'} = D_{\phi'} \tilde{\phi}(f(y_1(\tau))) \cdot \frac{\partial \phi'}{\partial y_1(\tau)} \frac{\partial y_1(\tau')}{\partial \phi'},$$

with norms

$$\left| \frac{\partial \tilde{\phi}}{\partial \phi'} \right|_2 = O\left( |\phi'|^{3 + \epsilon} |\Delta \phi'|^{1+\epsilon} \right).$$

The dependance $f \mapsto \partial \tilde{\phi}/\partial \phi'$ is continuous and

$$\left| \tilde{\phi}(f + \Delta \phi') - \left[ \tilde{\phi}(f) + \frac{\partial \tilde{\phi}}{\partial \phi'} \Delta \phi' \right] \right|_2 = O_L\left( |\phi'|^{3+\epsilon} |\Delta \phi'|^{1+\epsilon} \right).$$

Define the operator $D_s : X_2 \to X_2$ by

$$(D_s (\Delta \phi'))_\tau = \sum_{\tau' \leq \tau} \frac{\partial \tilde{\phi}}{\partial \phi'} \Delta \phi'.$$

This is a uniformly bounded operator, see Lemma 9.26 and Lemma 9.27. We obtain the following.

Proposition 9.28. The dependance $f \mapsto D_s(f)$ is continuous and

$$\left| \tilde{\phi}(f + \Delta \phi') - \left[ \tilde{\phi}(f) + D_s \Delta \phi' \right] \right|_2 = O_L\left( |\Delta \phi'|_{2}^{1+\epsilon} \right).$$

Moreover, the partial derivative extends to a uniformly bounded operator $D_s : X_2 \to X_2$.

9.8 The partial derivatives $D_{lr}$

Observe that, $\partial \tilde{\phi}_l/\partial \phi'_r = 0$ when $\tau \leq \frac{1}{2}$ and when $\tau > \frac{1}{2}, \theta \tau \neq \tau'$. The following lemma describe the nonzero partial derivatives.

Lemma 9.29. Let $f \in D$, let $\tau > \frac{1}{2}$ and $\theta \tau = \tau'$. The maps

$$\mathbb{R} \ni \Delta \phi' \mapsto \tilde{\phi}_r(f + \Delta \phi') \in \text{Diff}^2([0, 1])$$

are linear. Namely,

$$\tilde{\phi}_r(f + \Delta \phi') = \tilde{\phi}_r(f) + \frac{\partial \tilde{\phi}_l}{\partial \phi'_r} \Delta \phi'_r,$$

where

$$\frac{\partial \tilde{\phi}_l}{\partial \phi'_r} = \text{Id},$$

with norms

$$\left| \frac{\partial \tilde{\phi}_l}{\partial \phi'_r} \right|_2 = 1.$$
Define the operator \( D_{lr} : X_2 \rightarrow X_2 \) by
\[
\left( D_{lr} \left( \Delta \varphi^\tau \right) \right)_\tau = \Delta \varphi^\theta_{\theta \tau},
\]
where \( \tau > \frac{1}{2} \). This is a uniformly bounded operator, see Lemma 9.29. We obtain the following.

**Proposition 9.30.** The dependance \( f \mapsto D_{lr}(f) \) is continuous and
\[
\left| \dot{\varphi}^\tau(f + \Delta \varphi^\tau) - [\dot{\varphi}^\tau(f) + D_{lr}\Delta \varphi^\tau] \right|_2 = 0.
\]
Moreover, the partial derivative extends to a uniformly bounded operator \( D_{ls} : X_2 \rightarrow X_2 \).

### 9.9 The partial derivatives \( D_{ls} \)

Observe that, \( \partial \dot{\varphi}^\tau_\tau / \partial \varphi^\tau = 0 \) when \( \tau \geq \frac{1}{2} \) and when \( \tau < \frac{1}{2}, \tau' < \theta \). The following lemmas describe the nonzero partial derivatives.

**Lemma 9.31.** Let \( f \in D \) and let \( \tau < \frac{1}{2} \). The maps
\[
\mathbb{R} \ni \Delta \varphi^\theta_{\theta \tau} \mapsto \dot{\varphi}^\tau_\tau(f + \Delta \varphi^\theta_{\theta \tau}) \in \text{Diff}^2([0, 1])
\]
are differentiable. The derivatives are given by
\[
\frac{\partial \dot{\varphi}^\tau_\tau}{\partial \varphi^\theta_{\theta \tau}} = \left[ \frac{\partial \varphi^\tau_\tau}{\varphi^\theta_{\theta \tau}} \right]^+ + \frac{\partial \varphi^\tau_\tau}{\partial \varphi^\theta_{\theta \tau}} \circ \frac{\theta_{\theta \tau}}{\partial \varphi^\theta_{\theta \tau}} \left( 1 - \frac{\Delta \varphi^\theta_{\theta \tau}}{2} \right),
\]
with norms
\[
\left| \frac{\partial \dot{\varphi}^\tau_\tau}{\partial \varphi^\theta_{\theta \tau}} \right|_2 = O(\varphi^\theta_{\theta \tau}).
\]
The dependance \( f \mapsto \partial \dot{\varphi}^\tau_\tau / \partial \varphi^\theta_{\theta \tau} \) is continuous and
\[
\left| \dot{\varphi}^\tau_\tau(f + \Delta \varphi^\theta_{\theta \tau}) - \left[ \dot{\varphi}^\tau_\tau(f) + \partial \dot{\varphi}^\tau_\tau / \partial \varphi^\theta_{\theta \tau} \Delta \varphi^\theta_{\theta \tau} \right] \right|_2 = O \left( |\varphi^\theta_{\theta \tau}|^{\theta_{\theta \tau}} |\Delta \varphi^\theta_{\theta \tau}|^{\theta_{\theta \tau}} \right).
\]
By Lemma 9.16 and Lemma 9.12 we get the following.

**Lemma 9.32.** Let \( f \in D, \tau < \frac{1}{2} \) and \( \theta \tau < \tau' \). The maps
\[
\mathbb{R} \ni \Delta \varphi^\theta_{\theta \tau} \mapsto \dot{\varphi}^\tau_\tau(f + \Delta \varphi^\theta_{\theta \tau}) \in \text{Diff}^2([0, 1])
\]
are differentiable. The derivatives are given by
\[
\frac{\partial \dot{\varphi}^\tau_\tau}{\partial \varphi^\theta_{\theta \tau}} = \left[ \frac{\partial \varphi^\tau_\tau}{\varphi^\theta_{\theta \tau}} \right]^+ \cdot \frac{1}{D_{\varphi^\theta_{\theta \tau}, \varphi^\tau_{\tau'} \varphi^\theta_{\theta \tau}} \left( \varphi^\theta_{\theta \tau} \frac{1}{\varphi^\theta_{\theta \tau}} \right) \left( \varphi^\theta_{\theta \tau} - \varphi^\theta_{\theta \tau} \right) \left( \varphi^\theta_{\theta \tau} - \varphi^\theta_{\theta \tau} \right) \left( \varphi^\theta_{\theta \tau} - \varphi^\theta_{\theta \tau} \right),
\]
with norms
\[
\left| \frac{\partial \dot{\varphi}^\tau_\tau}{\partial \varphi^\theta_{\theta \tau}} \right|_2 = O \left( |\varphi^\theta_{\theta \tau}|^{\theta_{\theta \tau}} \varphi^\theta_{\theta \tau} \right).
\]
The dependance \( f \mapsto \partial \dot{\varphi}^\tau_\tau / \partial \varphi^\theta_{\theta \tau} \) is continuous and
\[
\left| \dot{\varphi}^\tau_\tau(f + \Delta \varphi^\theta_{\theta \tau}) - \left[ \dot{\varphi}^\tau_\tau(f) + \partial \dot{\varphi}^\tau_\tau / \partial \varphi^\theta_{\theta \tau} \Delta \varphi^\theta_{\theta \tau} \right] \right|_2 = O \left( |\varphi^\theta_{\theta \tau}|^{\theta_{\theta \tau}} |\Delta \varphi^\theta_{\theta \tau}|^{\theta_{\theta \tau}} \right).
Define the operator $D_{ls} : X_2 \to X_2$ by
\[
(D_{ls} (\Delta \varphi))_\tau = \sum_{\tau' > \theta \tau, \tau' < \frac{1}{2}} \partial \tilde{\varphi}_{\tau'}^{l} \Delta \varphi_{\tau'}.
\]

This is a uniformly bounded operator, see Lemma 9.31 and Lemma 9.32. We obtain the following.

**Proposition 9.33.** The dependence $f \mapsto D_{ls}(f)$ is continuous and
\[
|\tilde{\varphi}^l(f + \Delta \varphi) - [\tilde{\varphi}^l(f) + D_{ls} \Delta \varphi]|_2 = O_L(\|\Delta \varphi\|_2^{1+\epsilon}).
\]
Moreover, the partial derivative extends to a uniformly bounded operator $D_{ls} : X_2 \to X_2$.

**9.10 The partial derivatives $D_{rs}$**

Observe that, $\partial \tilde{\varphi}_{\tau}^{r}/\partial \varphi_{\tau'}^{r} = 0$ when $\tau \geq \frac{1}{2}$ and when $\tau < 1/2, \tau' < \theta \tau$. The following lemmas describe the nonzero partial derivatives.

**Lemma 9.34.** Let $f \in D$ and let $\tau < \frac{1}{2}$. The maps
\[
\mathbb{R} \ni \Delta \varphi_{\theta \tau} \mapsto \tilde{\varphi}_{\tau}^{r}(f + \Delta \varphi_{\theta \tau}) \in \text{Diff}^2([0, 1])
\]
are differentiable. The derivatives are given by
\[
\frac{\partial \tilde{\varphi}_{\tau}^{r}}{\partial \varphi_{\theta \tau}} = Z[0, \varphi_{\theta \tau}^{-1}(S_1S_2S_3)\theta \tau]_+ \cdot \frac{\partial \tilde{\varphi}_{\tau}^{r}}{\partial \varphi_{\theta \tau}} + \frac{\partial \tilde{\varphi}_{\tau}^{r}}{\partial \varphi_{\theta \tau}} \circ \frac{\partial \varphi_{\theta \tau}^{-1}(\varphi_{\theta \tau}^{-1} \circ q_{\theta \tau}^{-1}(S_1S_2S_3)\theta \tau))}{\partial \varphi_{\theta \tau}},
\]
with norms
\[
\left\| \frac{\partial \tilde{\varphi}_{\tau}^{r}}{\partial \varphi_{\theta \tau}} \right\|_2 = O(q_{\theta \tau}^{-1}(S_1S_2S_3)).
\]
The dependance $f \mapsto \partial \tilde{\varphi}_{\tau}^{r}/\partial \varphi_{\theta \tau}$ is continuous and
\[
\left| \tilde{\varphi}_{\tau}^{r}(f + \Delta \varphi_{\theta \tau}) - \left[ \tilde{\varphi}_{\tau}^{r}(f) + \frac{\partial \tilde{\varphi}_{\tau}^{r}}{\partial \varphi_{\theta \tau}} \Delta \varphi_{\theta \tau} \right] \right|_2 = O_L\left( |\varphi_{\theta \tau}|_{3+\epsilon} |\Delta \varphi_{\theta \tau}|_2^{1+\epsilon} \right).
\]

By Lemma 9.16 and Lemma 9.12 we get the following.

**Lemma 9.35.** Let $f \in D$, let $\tau < \frac{1}{2}$ and $\theta \tau < \tau'$. The maps
\[
\mathbb{R} \ni \Delta \varphi_{\tau'} \mapsto \tilde{\varphi}_{\tau'}^{r}(f + \Delta \varphi_{\tau'}) \in \text{Diff}^2([0, 1])
\]
are differentiable. The derivatives are given by
\[
\frac{\partial \tilde{\varphi}_{\tau'}^{r}}{\partial \varphi_{\tau'}} = \frac{1}{D_{\tilde{\varphi}_{\tau'}^{r} \theta \tau}}(\varphi_{\theta \tau}^{-1} \circ q_{\theta \tau}^{-1}(S_1S_2S_3)\theta \tau)) \cdot \frac{\partial \tilde{\varphi}_{\tau}^{r}}{\partial \varphi_{\theta \tau}} \circ \frac{\partial \varphi_{\theta \tau}^{-1}(\varphi_{\theta \tau}^{-1} \circ q_{\theta \tau}^{-1}(S_1S_2S_3)\theta \tau))}{\partial \varphi_{\theta \tau}}.
\]
with norms

\[ \left| \frac{\partial \bar{\varphi}_r}{\partial \varphi_{r'}} \right|_2 = O \left( |\varphi_{\theta \tau}|_3 S_4^{-1} (S_1 S_2 S_3) \right). \]

The dependance \( f \mapsto \partial \bar{\varphi}_r / \partial \varphi_{r'} \) is continuous and

\[ \left| \bar{\varphi}_r(f + \Delta \varphi_{r'}) - \left[ \bar{\varphi}_r(f) + \frac{\partial \bar{\varphi}_r}{\partial \varphi_{r'}} \Delta \varphi_{r'} \right] \right|_2 = O \left( \left| \varphi_{\theta \tau} \right|_{3+ \epsilon} \right). \]

Define the operator \( D_{rs} : X_2 \rightarrow X_2 \) by

\[ (D_{rs} (\Delta \varphi))_{\tau} = \sum_{\tau' > \theta \tau, \tau < \frac{1}{2}} \frac{\partial \bar{\varphi}_r}{\partial \varphi_{r'}} \Delta \varphi_{r'}. \]

This is a uniformly bounded operator, see Lemma 9.34 and Lemma 9.35. We obtain the following.

**Proposition 9.36.** The dependance \( f \mapsto D_{rs}(f) \) is continuous and

\[ \left| \bar{\varphi}_r(f + \Delta \varphi) - \left[ \bar{\varphi}_r(f) + D_{rs} \Delta \varphi \right] \right|_2 = O \left( \left| \Delta \varphi \right|_{1+ \epsilon} \right). \]

Moreover, the partial derivative extends to a uniformly bounded operator \( D_{rs} : X_2 \rightarrow X_2 \).

### 9.11 The partial derivatives \( D_{rl} \)

Observe that, \( \partial \bar{\varphi}_r / \partial \varphi_{r'} = 0 \) when \( \tau \leq 1/2 \) and when \( \tau > 1/2 \) with \( \tau' > \theta \tau \). The following lemmas describe the nonzero partial derivatives.

**Lemma 9.37.** Let \( f \in D \) and let \( \tau > \frac{1}{2} \). The maps

\[ \mathbb{R} \ni \Delta \varphi_{\theta \tau} \mapsto \bar{\varphi}_r(f + \Delta \varphi_{\theta \tau}) \in \text{Diff}^2([0, 1]) \]

are linear. Namely,

\[ \bar{\varphi}_r(f + \Delta \varphi_{\theta \tau}) = \bar{\varphi}_r(f) + \frac{\partial \bar{\varphi}_r}{\partial \varphi_{r'}} \Delta \varphi_{\theta \tau}, \]

where

\[ \frac{\partial \bar{\varphi}_r}{\partial \varphi_{r'}} = Z_{\theta \tau}(y_1(\theta \tau)), \]

with norms

\[ \left| \frac{\partial \bar{\varphi}_r}{\partial \varphi_{r'}} \right|_2 = O(S_1). \]

By Lemma 9.16 and Lemma 9.8, we get the following.

**Lemma 9.38.** Let \( f \in D \) and let \( \tau > \frac{1}{2} \) with \( \theta \tau > \tau' \). The maps

\[ \mathbb{R} \ni \Delta \varphi_{\tau'} \mapsto \bar{\varphi}_r(f + \Delta \varphi_{\tau'}) \in \text{Diff}^2([0, 1]) \]

are differentiable. The derivatives are given by

\[ \frac{\partial \bar{\varphi}_r}{\partial \varphi_{r'}} = D_{\xi_{\theta \tau}} \text{Diff}^2 \left( \frac{\bar{\varphi}_r(y_1(\theta \tau))}{\varphi_{\tau'}} \cdot \frac{\partial \bar{\varphi}_r}{\partial y_1(\theta \tau)} \cdot \frac{\partial \varphi_{\tau'}}{\partial y_1(\theta \tau)} \right), \]
with norms
\[ \left| \frac{\partial \tilde{\varphi}_r}{\partial \varphi_{r, r}' \theta} \right|_2 = O \left( |\varphi_{r, r}'|_3 S_1 \right). \]

The dependence \( f \mapsto \partial \tilde{\varphi}_r / \partial \varphi_{r, r}' \) is continuous and
\[ \left| \varphi_{r} (f + \Delta \varphi_{r, r}') - \left[ \varphi_{r} (f) + \frac{\partial \tilde{\varphi}_r}{\partial \varphi_{r, r}'} \Delta \varphi_{r, r}' \right] \right|_2 = O \left( \left| \varphi_{r, r}' \right|_3 S_1 + |\Delta \varphi_{r, r}'|_2^{1+\epsilon} \right). \]

Define the operator \( D_{rl} : X_2 \to X_2 \) by
\[ (D_{rl} (\Delta \varphi_{r}'))_{r} = \sum_{\tau' \leq \theta r} \frac{\partial \tilde{\varphi}_r}{\partial \varphi_{r, r}'} \Delta \varphi_{r, r}'. \]

This is a uniformly bounded operator, see Lemma 9.37 and Lemma 9.38. We obtain the following.

**Proposition 9.39.** The dependence \( f \mapsto D_{rl}(f) \) is continuous and
\[ \left| \varphi' (f + \Delta \varphi_{r}') - \left[ \varphi' (f) + D_{rl} \Delta \varphi_{r}' \right] \right|_2 = O \left( |\Delta \varphi_{r}'|_2^{1+\epsilon} \right). \]

Moreover, the partial derivative extends to a uniformly bounded operator \( D_{rl} : X_2 \to X_2 \).
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