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Abstract

The image classification based on cloud computing suffers from difficult deployment as the network depth and data volume increase. Due to the depth of the model and the convolution process of each layer will produce a great amount of calculation, the GPU and storage performance of the device are extremely demanding, and the GPU and storage devices equipped on the embedded and mobile terminals cannot support large models. So it is necessary to compress the model so that the model can be deployed on these devices. Meanwhile, traditional compression based methods often miss many global features during the compression process, resulting in low classification accuracy. To solve the problem, this paper proposes a lightweight neural network model based on dilated convolution and depthwise separable convolution with twenty-nine layers for image classification. The proposed model employs the dilated convolution to expand the receptive field during the convolution process while maintaining the number of convolution parameters, which can extract more high-level global semantic features to improve the classification accuracy. Also, the depthwise separable convolution is applied to reduce the network parameters and computational complexity in convolution operations, which reduces the size of the network. The proposed model introduces three hyperparameters: width multiplier, image resolution, and dilated rate, to compress the network on the premise of ensuring accuracy. The experimental results show that compared with GoogleNet, the network proposed in this paper improves the classification accuracy by nearly 1%, and the number of parameters is reduced by 3.7 million.
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Introduction

In recent years, deep networks have made significant progress in many fields, such as image processing, object detection, and semantic segmentation. Krizhevsky, et al. [1] first adopted deep learning algorithm and the AlexNet and won the champion of ImageNet Large Scale Visual Recognition Challenge in 2012, which improved the recognition accuracy by 10% compared to the traditional machine learning algorithm. Since then, various convolutional neural network models have been proposed in the computer vision community, including the VGGNet proposed by the Visual Geometry Group at the University of Oxford [2] in 2014, the GoogLeNet [3, 4] by Google researchers, and the ResNet by He et al. [5, 6] in 2015. These networks are superior to AlexNet [7, 8]. The trend of improvement is using deeper and more complex networks for higher accuracy. With a higher precision for computer vision tasks, the model depth and parameters are also increasing exponentially, making these models dependent more on computationally-powerful GPUs [4, 9]. As a consequence, existing deep neural network models cannot be deployed on resource-constrained devices [10, 11], such as smart-phones and in-vehicle...
devices, due to their limited computing power. The emerging cloud computing has the potential to solve this challenge [12].

Cloud computing technology, which combines the characteristics of distributed computing, parallel computing and grid computing, provides users with scalable computing resources and storage space by using massive computing clusters built by ordinary servers and storage clusters built by a large number of low-cost devices. At present, a large number of enterprises have enterprise-level cloud computing platforms: amazon cloud computing, alibaba cloud computing, baidu cloud computing, and so on. Compared with the traditional application platform, cloud computing platform has many fine characteristics, such as strong computing capacity, infinite storage capacity, convenient and fast virtual service and so on. However, renting the cloud computing servers need extra cost for individuals and small companies. For example, the model training in this article can be run on an NVIDIA P4 cloud server with 8g memory. This server is the most basic server and costs $335 per month. Although the cost is not too expensive for a company, it is a huge expenditure for students without salary. Therefore, there is the need to design a lightweight network to reduce the model's dependence on high-performance devices [13, 14].

To reduce the network's dependence on high-performance servers and reduce the cost of cloud computing, various new lightweight networks are proposed for object detection. By compressing the model, the size of neural network is reduced [15, 16]. Typical strategies involve avoiding full connection in the network, reducing the number of channels and the size of convolution kernel, as well as optimizing down-sampled, weight pruning, weight discretization, model representation and coding [17, 18]. For example, GoogleNet [3, 19] increased the width of the network to reduce the network complexity; the subsequent Xception network extended the depthwise separable filter to overcome the shortcomings in the InceptionV3 network [5, 20]. The article MobileNet [21] proposes a deep separable convolution, which shows great potential for decomposing networks. However, the classification accuracy of these models cannot be guaranteed during the compression due to omitting excessive image features for simplified convolution operation [22, 23].

Aimed to address the above issues, this paper proposes a lightweight neural network combining dilated convolution and depthwise separable convolution. Inspired by the MobileNet, this paper adopts a depthwise separable convolution architecture and hyperparameters, width multiplier, and resolution multiplier to obtain a small network model that can be applied to resource-constrained devices such as smartphones [24, 25]. The convolution process is divided into two processes by depthwise separable convolution to reduce network computation. Because the depthwise separation convolution cannot guarantee the classification accuracy of the model [26], the proposed model integrates the dilated convolution into the depthwise separable convolution architecture. The dilated convolution can increase the receptive field of the network in the convolution process without increasing convolution parameters, which can extract more global features and higher-level semantic features, thus improving the classification accuracy of the network [27, 28]. Finally, the proposed model is further compressed by reducing the number of input channels and the resolution of input image using hyperparameter strategy. Compared with other networks, the network proposed in this paper can ensure higher classification accuracy while using fewer resources. In addition, the joint dilated convolution and depthwise separable convolution method proposed in this paper effectively solves the problem that model size and classification accuracy cannot coexist.

Related work
In the current state-of-the-art, deep neural network compression can be conducted in two approaches: i) compressing the trained models by optimizing the network parameters and ii) designing and training small network models directly [29].

For the first approach, Han introduced compression methods such as cropping, weight sharing, quantization, and coding to deep network model in 2015. In general, a complex network has good performance, but its parameters may also be redundant [20]. Therefore, for a network that has already been trained, unimportant hierarchical connections or filters can be tailored to reduce model parameters and redundancy. In the training process, a weight update strategy is introduced to make it sparser, but the commonly used sparse matrix operation is not efficient on the hard-ware platform and is susceptible to hardware devices [30].

The second approach has become popular with the introduction of lightweight models such as SqueezeNet [31], ShuffleNet [32], and MobileNet [21]. The SqueezeNet proposed by Landola et al. applies a convolution kernel to convolve and dimension the upper features and a feature convolution to perform feature stacking, which greatly reduces the number of parameters of convolution layers. SqueezeNet uses a bottleneck method to design a small network that greatly reduces the parameters and computational complexity while maintaining accuracy [19]. Zhang et al. [32] proposed the ShuffleNet, which groups multi-channel feature lines and then performs convolution to avoid unsmooth information flow. ShuffleNet network reduces the amount of network computation through channel shuffling and point-group convolution. Howard et al. [21] proposed the depthwise separable convolution model, named MobileNet, where
the features of each channel convolved separately and then uses $1 \times 1$ convolution to splice all features of different channels. These lightweight models reduce the number of network parameters and computational cost. However, during the compression process, the classification accuracy of the model cannot be guaranteed because only local information of the image is utilized [33–35].

Aimed to achieve a lightweight model while ensuring the classification accuracy, this paper combines the above two methods. Firstly, directly design and train a small network model by combining depthwise separable convolution and dilated convolution. The depthwise separable convolution is used to reduce the parameter number and computation burden, and the dilated convolution improves the accuracy of the model. Secondly, inspired by the MobileNet, the proposed model applies the hyperparameters to further compress the trained model, thereby making the model to adapt to source-constrained devices.

**Approach**

This paper uses dilated convolution as a filter to extract image features. Compared to the traditional filters, the dilated convolution yields more full-image information without increasing the number of network parameters, where the dilated rate $\delta$ controls the size of each convolution dilation. Then, we apply depthwise separable convolution instead of traditional convolution to reduce the computational complexity. To compress the model further, we introduce two hyperparameters proposed in MobileNet: width multiplier $\alpha$ and resolution multiplier $\rho$, to evenly reduce the computational burden of each layer of the network [30, 36]. This paper combines the dilated convolution and the depthwise separable convolution to ensure the classification accuracy while maintaining the model to be lightweight by adjusting hyperparameters. This section first presents the idea of building a joint module of dilated convolution and depthwise separable convolution, which is then used to build the deep convolution network.

**Joint module**

As shown in Fig. 1, the proposed model dilates each filter to obtain more image information without increasing the computation burden and the number of channels. The dilated filter is then used to convolve each input channel, and the final filter is used filter to combine the output of different convolution channels.

Figure 2 illustrates the dilation process of the $3 \times 3$ filter for the dilated convolution process in Fig. 1. The position of the node without the dot mark in Fig. 2 indicates that there is a zero weight, and the node with the dot mark represents non-zero weight to that position. It represents filters having different dilated rates, respectively, in Fig. 2a, b, and c. The parameters of the convolution layer remain the same, so the amount of convolution process remains the same too. The fields of the filters (a), (b), and (c) are defined as $3 \times 3 = 9$, $7 \times 7 = 49$, and $11 \times 11 = 121$, respectively. Filter (c) has the largest receptive field, indicating that each node on the feature map corresponds to more feature information. With the increase of the receptive field, it means that each node contains higher semantic features, which can improve the classification accuracy of the network. To factor the influence of different dilated convolution on model accuracy, we apply hyperparameter $\delta$ to control the size of each dilated convolution. As illustrated by Fig. 2, the relationship between the receptive field and the original filter size can be represented as:

$$C = (S \times \delta + (\delta - 1))^2.$$  \hspace{1cm} (1)

where $C$ denotes the size of the receptive field, $S$ represents the size of the initial filter, and $\delta$ represents the dilated rate.

The separable convolution operation is carried out on the obtained dilated convolution filter. The size of the dilation filter is $L_k \times L_k$ with $L_k = \sqrt{C}$. Figure 3 shows the process of constructing a $L_i \times L_i \times H$ feature map and a $L_i \times L_i \times N$ feature map. This process shows how to reduce the number of parameters in the model.

Figure 3a, b, and c represent the traditional convolution filter, depthwise convolution filter, and pointwise convolution filter, respectively. Figure 3b and c together represent a separable convolution process, where $L_i \times L_i$ is the width and height of the input feature map, $N$ is the number of filters, $L_k \times L_k$ is the width and height of the dilated filter, and $H$ is the number of channels. For example, a single dilated filter of $L_k \times L_k$ is firstly used to carry out the convolution operation on each channel. If the number of the feature map channels is $H$ here are $H$ filters with the same size to participate in the convolution operation, and the number of channels of each filter is 1. The image is then convolved by $N$ filters with $1 \times 1$ size and convolution channels. Figure 3 shows that the traditional convolution
Fig. 2 Dilated convolution process
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Fig. 3 Dilated convolution process
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Layer takes a $L_i \times L_i \times H$ feature map as the input and produces a $L_i \times L_i \times N$ feature map, in which $L_i \times L_i$ is the width and height of input feature map, $H$ is the number of input channels, $N$ is the number of output channels, $L_k \times L_k$ is the width and height of the dilated filter. $G_t$ represents the amount of parameters in the traditional convolution process.

$$G_t = L_k \times L_k \times H \times N \times L_i \times L_i. \quad (2)$$

$G_d$ is the number of parameters of the depthwise separable convolution process.

$$G_d = L_k \times L_k \times H \times L_i \times H \times N \times L_i \times L_i. \quad (3)$$

Therefore, the ratio of separable convolution to the traditional convolution can be represented by:

$$\frac{G_d}{G_t} = \frac{1}{N} + \frac{1}{L_k^2}. \quad (4)$$

Equation (4) shows that the calculation can be reduced to $\frac{1}{N} + \frac{1}{L_k^2}$ compared to the conventional convolution process, which lowers computational complexity.
Network architecture
To avoid the gradient disappearance problem and speed up the network training, we apply the BN layer (Batch Normalization) and the ReLU layer to make the gradient larger [37, 38] after introducing the joint module above. We call the process presented as a basic network structure, shown in Fig. 4.

Using only one basic structure is not enough to form a usable neural network, because we cannot receive deep information about the image if the network is too shallow. Therefore, there is the need to construct a lightweight neural network based on Fig. 4. As shown in Fig. 5, several basic network structures are combined with the average pooling layer, the full connection layer, and the Softmax layer to form the overall network structure. Table 1 shows the entire composition of this lightweight neural network in detail. Class represents the category of the dataset in the table. In total, the model includes one average pooling layer and one fully connected layer, nine dilated convolution layers, nine depthwise separable convolution layers, and nine BN layers.

The model dilates the $3 \times 3$ convolution kernel before implementing each depthwise separable convolution. Through the dilated rate to obtain a convolution kernel with a larger receptive field. The obtained $3 \times 3$ dilated convolution is applied to each channel of the feature map, and then $1 \times 1$ convolution is used to combine the output of the channel convolution. Adding a BN layer and a ReLu linear activation function after each $1 \times 1$ convolution operation can accelerate training speed and improve the generalization capability of the network [39, 40].

Hyperparameters
This study adjusts the dilated rate $\delta$ to change the size of the dilated convolution. The specific experimental results will be introduced in the next section. Different devices require smaller and faster models. Therefore, this paper refers to two hyperparameters, the width multiplier $\alpha$ and resolution multiplier $\rho$, to obtain a smaller model. The two hyperparameters reduce the computational complexity of the entire network by reducing the computational complexity of the depthwise separable convolution process. The role of the width multiplier is to thin a network uniformly at each layer. The number of input channels changes from $H$ to $\alpha H$, and the number of output channels becomes $\alpha N$ from $N$. As a result, the complexity of the depthwise separable convolution is:

$$G_\alpha = L_k \times L_k \times \alpha H \times L_i \times L_i + \alpha H \times \alpha N \times L_i \times L_i.$$ 

(5)
Table 1  Overall architecture

| Type          | Filter shape | Stride | Input size |
|---------------|--------------|--------|------------|
| Dilated Conv  | 3 x 3 x 32  | 1      | 224 x 224 x 3 |
| Depthwise     | 3 x 3 x 32  | 2      | 224 x 224 x 32 |
| Separable Conv| 1 x 1 x 64  | 1      | 112 x 112 x 32 |
| Dilated Conv  | 3 x 3 x 64  | 1      | 112 x 112 x 64 |
| Depthwise     | 3 x 3 x 64  | 2      | 56 x 56 x 64 |
| Separable Conv| 1 x 1 x 128 | 1      | 56 x 56 x 64 |
| Dilated Conv  | 3 x 3 x 128 | 1      | 1 x 1 x 128 |
| Depthwise     | 3 x 3 x 128 | 1      | 56 x 56 x 128 |
| Separable Conv| 1 x 1 x 128 | 1      | 56 x 56 x 128 |
| Dilated Conv  | 3 x 3 x 128 | 1      | 56 x 56 x 128 |
| Depthwise     | 3 x 3 x 128 | 2      | 28 x 28 x 128 |
| Separable Conv| 1 x 1 x 256 | 1      | 28 x 28 x 128 |
| Dilated Conv  | 3 x 3 x 256 | 1      | 28 x 28 x 256 |
| Depthwise     | 3 x 3 x 256 | 1      | 28 x 28 x 256 |
| Separable Conv| 1 x 1 x 256 | 1      | 28 x 28 x 256 |
| Dilated Conv  | 3 x 3 x 256 | 1      | 28 x 28 x 256 |
| Depthwise     | 3 x 3 x 256 | 2      | 14 x 14 x 256 |
| Separable Conv| 1 x 1 x 512 | 1      | 14 x 14 x 256 |
| Dilated Conv  | 3 x 3 x 512 | 1      | 14 x 14 x 512 |
| Depthwise     | 3 x 3 x 512 | 1      | 14 x 14 x 512 |
| Separable Conv| 1 x 1 x 512 | 1      | 14 x 14 x 512 |
| Dilated Conv  | 3 x 3 x 512 | 1      | 14 x 14 x 512 |
| Depthwise     | 3 x 3 x 512 | 2      | 14 x 14 x 512 |
| Separable Conv| 1 x 1 x 1024| 1      | 7 x 7 x 512 |
| Dilated Conv  | 3 x 3 x 1024| 1      | 7 x 7 x 1024 |
| Depthwise     | 3 x 3 x 1024| 1      | 7 x 7 x 1024 |
| Separable Conv| 1 x 1 x 1024| 1      | 7 x 7 x 1024 |
| Avg Pool      | 7 x 7       | 1      | 7 x 7 x 1024 |
| FC            | 1024 x class| 1      | 1 x 1 x 1024 |
| softmax       | Classifier  | 1      | 1 x 1 x class |

where $G_a$ indicates the amount of calculation, where $\alpha \in (0, 1]$ with a typical value of 1, 0.75, or 0.5. It represents compression factor. Note that $\alpha < 1$ represents a narrow network. The second hyperparameter $\rho$ is a resolution multiplier. By applying this strategy to the input image, the internal representation of every layer is subsequently reduced. For example, the size of the feature map of each layer of the convolution becomes $\rho^2$ compared to the original input image. The computational complexity of the depthwise separable convolution is:

$$G_\rho = L_k \times L_k \times H \times \rho L_i \times \rho L_i + H \times N \times \rho L_i \times \rho L_i.$$  

(6)

where $\rho \in (0, 1]$ which is set implicitly so that the input resolution of the network is 224, 192, or 160. It represents the size of input images. When $\rho < 1$ it is named the reduced computation network. We use $\rho$ to further compress the trained model. Accordingly, the computational complexity of two hyperparameters is shown as follows:

$$G_a \rho = L_k \times L_k \times \alpha H \times \rho L_i \times \rho L_i + \alpha H \times \alpha N \times \rho L_i \times \rho L_i.$$  

(7)

The computational complexity of the model is reduced by adopting these two hyperparameters, which can be applied to various source-constrained devices. Meanwhile, to ensure the classification accuracy, we need to compromise the hyperparameters $\alpha$, $\rho$, $\delta$ to get the best model in sections experiments.

Loss function and optimization

We adopt cross-entropy as the loss function of neural network, using Adam as the network optimizer [41]. The formula for cross-entropy is as follows:

$$W(p, q) = \sum_i p(i) \ast \log \left( \frac{1}{q(i)} \right)$$  

(8)

where $W(p, q)$ represents cross-entropy, $p$ represents the distribution of the true mark, $q$ is the predicted mark distribution of the trained model, and cross-entropy loss function can measure the similarity between $p$ and $q$.

Adam is considered to be robust in selecting hyperparameters [11]. Therefore, this paper adopts an adaptive Adam learning rate to optimize the proposed model. In Adam, momentum is incorporated directly as an estimate of the first-order moment (with exponential weighting) of the gradient. Meanwhile, Adam includes bias corrections to the estimates of both the first-order moments (the momentum term) and the (uncentered) second-order moments to account for their initialization at the origin [41]. The optimization steps are presented in Table 2.

Experiments

To verify the effectiveness of the proposed method, we constructed an experimental platform and selected a typical dataset. The proposed network model was compared with other models to verify its effectiveness. Furthermore, we investigated the influence of the dilated convolution size on the classification accuracy of the model and verified the classification accuracy. We also verified the compression effect and accuracy of the proposed model through hyperparameters. All experiments were carried out on a computer with Intel Core i7-7700k CPU, 4.20Ghz × 8 frequency, and GTX 1080Ti graphics card. CUDA version 9.0 and cuDNN version 7.3.1 were installed. The proposed model and algorithm were compiled and operated on TensorFlow 1.12.2.

There are many datasets available on the Internet. We select the CIFAR-10 dataset to verify the proposed model,
Table 2  Optimization algorithm

| Algorithm: The optimization with the improved loss function |
|----------------------------------------------------------|
| Input: Sample a minibatch of m examples from the training set \( \{x^{(1)}, \ldots, x^{(m)}\} \) with corresponding targets \( y^{(i)} \). |
| Initialization: Step size \( \varepsilon = 0.001 \), exponential decay rates for moment estimates \( \rho_1 = 0.9 \), \( \rho_2 = 0.999 \) and small constant \( \delta \) used for numerical stabilization \( \delta = 10^{-8} \). |
| Output: Network parameters \( \theta \). |
| 1. Initialize: Network parameters \( \theta \), 1st and 2nd moment variables \( s = 0 \), \( r = 0 \) and time step \( t = 0 \). |
| 2. While stopping criterion not met do |
| 3. Compute gradient: \( g \leftarrow \frac{1}{m} \nabla_{\theta} \sum_{i=1}^{m} l(f(x^{(i)}; \theta), y^{(i)}) \). |
| 4. \( t \leftarrow t + 1 \). |
| 5. Update biased first moment estimate: \( s \leftarrow \rho_1 s + (1 - \rho_1) g \).
| 6. Update biased second moment estimate: \( r \leftarrow \rho_2 r + (1 - \rho_2) g \odot g \).
| 7. Correct bias in first moment: \( \tilde{s} \leftarrow \frac{s}{1 - \rho_1^t} \).
| 8. Correct bias in second moment: \( \tilde{r} \leftarrow \frac{r}{1 - \rho_2^t} \).
| 9. Compute update: \( \Delta \theta \leftarrow -\varepsilon \frac{\tilde{s}}{\sqrt{\tilde{r} + \delta}} \).
| 10. Apply update: \( \theta \leftarrow \theta + \Delta \theta \). |
| 3. end while. |
| 4. Return \( \theta \). |

because it applies recognition to ubiquitous objects and applies to multiple classifications and the dataset size is also suitable for most classifier training. In addition, according to experimental requirements, the experiment requires different-resolution pictures. CIFAR-10 dataset contains 60,000 color images, all of which are 32 \( \times \) 32 pixels. The dataset has been divided into 10 categories, each of which includes 6000 images. We selected 50,000 images from the dataset as the training set. The training set constitutes five training batches, and each batch includes 10,000 images. Another 10,000 images are used for testing, forming a separate batch. In the test batch, 1000 images are randomly selected from each of the 10 categories, and the rest are randomly arranged to form the training batch again. The number of images with different categories in each training batch is not necessarily the same. Meanwhile, The Tiny ImageNet dataset is used to verify the generalization capability of the proposed net-work. The dataset spans 200 image classes with 500 training examples per class. The dataset also has 50 validation and 50 test examples per class. The images are down-sampled to 64 \( \times \) 64 pixels.

Training results and optimal selection

As shown above, the complete network structure has been set up and the dataset has been selected. Next, we need to train the built model. In the training of the network, the best training result is selected by observing the change of the loss function to test the classification accuracy of the model. The change of the loss function on different datasets is shown in Fig. 6. The abscissa in Fig. 6 represents the epoch, and the ordinate represents the cross-entropy, which is regarded as the loss function. The whole picture shows the change in cross-entropy after each epoch training. It can be seen from the Fig. 6a that on the CIFAR-10 dataset, as the training progresses, the value of the loss function continuously decreases. The loss function stabilizes and reaches a minimum at 13 epoch. But epoch is greater than 13, the value of the loss function becomes larger and no longer decreases. This is because the model may be overfitting. In order to get better accuracy, this paper chooses the model parameters when the epoch is 12 for testing. On the Tiny Image dataset, Fig. 6b shows that the loss function decreased steadily in the first few epochs. Although there are some slight fluctuations, the loss function is still converging towards the optimal solution. After the epoch is 10, the loss function is nearly unchanged and does not increase, which indicates that the model has reached the optimal solution. This article chose the training results at epoch 15 as the parameters of the model on the Tiny Image dataset.

Comparison of the proposed network with other networks

To demonstrate the performance of the proposed model in network compression while ensuring accuracy of classification, we compare the proposed network to other mainstream networks and illustrate their classification accuracy based on the dataset CIFAR - 10. The parameters of the proposed network are specified as follows: the dilated rate \( \delta = 3 \), width multiplier \( \alpha = 1.0 \), and resolution multiplier \( \rho = 1 \). The results are shown in Table 3.
Table 3 shows that, compared to mainstream networks, the proposed network model is more accurate on the CIFAR-10 dataset. With the same width factor and the input image resolution of the MobileNet network, the proposed network retains a high accuracy while reducing the number of network parameters compared to MobileNet and GoogleNet. The SqueezeNet model typically acquires fewer parameters, however, at the cost of low accuracy.

Table 3 The proposed network vs popular networks in CIFAR-10

| Model               | Classification Accuracy | Parameters (Million) |
|---------------------|-------------------------|----------------------|
| 3 x1.0 224 this paper | 84.25%                  | 4.1                  |
| 1.0 MobileNet 224   | 83.91%                  | 4.2                  |
| GoogleNet           | 83.84%                  | 6.8                  |
| SqueezeNet          | 69.83%                  | 1.25                 |
| VGG 16              | 86.17%                  | 138                  |

Although the proposed network requires more parameters than SqueezeNet, it is much better in terms of classification accuracy. Because SqueezeNet sacrifices classification accuracy, it is not suitable for practical applications requiring high accuracy. Therefore, in the compromise of classification accuracy and model size, the proposed network is superior to SqueezeNet model. By contrast, although the VGG16 network has slightly higher classification accuracy than the proposed network, its model size is dozens more than the proposed model, resulting in computational difficulty when computing power is limited. Due to fewer network parameters, the proposed network can be easily transplanted on mobile devices with less storage capacity while having better classification accuracy.

**Different dilated rate**

This study applies the dilated rate to control the size of the dilated convolution, which affects the size of the receptive field, and the receptive field will lead to the change of...
classification accuracy. Therefore, we compared the network classification accuracy under different dilated rates, as summarized in Table 4.

Table 4 shows the classification accuracy changes with the dilated rate given the width multiplier $\alpha = 1.0$, and resolution multiplier $\rho = 1$. It shows that the joint dilated convolution and the depthwise separable convolution improve classification accuracy by two percent compared to networks without joint convolutions on the dataset CIFAR-10. It also shows that the maximum classification accuracy is achieved when the dilated rate is 3. Note that the classification accuracy of the network decreases slightly as the dilated rate increases continue. As the dilated rate increases, the receptive field becomes larger, which may contain more global and semantic features. However, blindly expanding its receptive field will lose a lot of local and detailed information during the convolution process, affecting the classification accuracy of small targets and distant objects.

### Accuracy after hyperparameter compression

This section is aimed to verify the classification accuracy when applying the width multiplier and the input resolution to compress the model after adding dilated rate. Figure 7 compares the classification accuracy of the proposed model with different width multiplier and input image resolution.

Figure 7 presents the classification accuracy of the proposed model under different dilated rates after further compression with hyperparameters. The triangle label indicates the change of network classification accuracy when $\alpha = 1.0$, $\rho = 1$; the square label indicates the change of the compression network classification accuracy when $\alpha = 1.0$ and $\rho = 0.8571$; the diamond label indicates the network classification accuracy when $\alpha = 0.75$ and $\rho = 1$. Figure 7 shows that the proposed network has improved the classification accuracy with the increasing of the dilated rate and using compression parameters to further compress the model will not affect the effectiveness of the proposed model. Comparing the results with different input resolutions when the width multiplier is constant, we can see that the increasing trend of the classification accuracy is not affected by the resolution of the input image. When the input image resolution is unchanged, the square label polyline and the diamond label polyline are compared. When the dilated rate increases from 1 to 3, we can see that the network reaches the maximum classification accuracy when the dilated rate is 3. In addition, the model accuracy of the width multiplier $\alpha = 1.0$ is increased from 82.04% to 84.25%, and the model accuracy of the width multiplier $\alpha = 0.75$ is improved from 78.75% to 80.35%. When the dilated rate is greater than 3, the network classification accuracy slightly decreases, but it is still better than the original network. Therefore, in order to make the network more effective, we have selected a dilated ratio of 3 in subsequent experiments. The classification accuracy has also improved. In summary, even if the model is further compressed by the width multiplier and the input picture resolution, the proposed method can improve the classification accuracy.

### Result on different dataset

The results in previous sections show that the proposed network performs well on the CIFAR-10 dataset. To
investigate the transferability of the proposed model, we conducted training and testing on Tiny ImageNet dataset.

Table 5 shows that the proposed network has good accuracy on Tiny ImageNet Dataset. Compared to the MobileNet with width multiplier $\alpha = 1.0$ and the picture size is $224 \times 224$, the proposed network improves the accuracy of both datasets. Compared to GoogleNet, the proposed network enhances the accuracy rate on Tiny ImageNet dataset from 82.94% to 85.01%. These comparisons demonstrate that the proposed network can consistently improve classification accuracy, indicating a good generalization ability. The proposed model also reduces the size under the premise of ensuring accuracy, which makes it possible to achieve better classification accuracy on mobile devices.

Table 6 shows the influence of different dilated rates on the classification accuracy of the model in the Tiny ImageNet dataset. As the dilated rate increases, the model accuracy increases from 81.73% to 85.01%. It shows that the proposed network improve classification accuracy by close to four percent compared to without dilated convolution on the dataset Tiny ImageNet. In addition, the best classification accuracy can be obtained when the dilated rate reaches 3. The results are the same as network in the CIFAR-10 dataset. Therefore, when use the proposed network in this article for testing or training, set the dilated rate to 3 to get the best classification accuracy. What is more, Fig. 7 shows that different dilated rate can effectively increase the robustness of the model. The proposed network in this paper can also improve the classification accuracy of the model on the different dataset and the proposed network has good generalization ability and good accuracy in different datasets.

### Discussion

The model proposed is mainly used for image classification, aiming at balancing the network size and classification accuracy for a lightweight and efficient model. The experimental results on different datasets demonstrate that the proposed model has a good generalization ability and classification accuracy. In addition, the network proposed in this paper can be used as the basic network of SSD or YOLO models to realize pedestrian detection, or it can be transplanted to different devices to realize real-time pedestrian detection in portable devices [42, 43]. Applications developed on the basis of this model can convey additional practical values.

### Conclusion

This paper proposes a lightweight neural network model combining dilated convolution and depthwise separable convolution. This joint module reduces the computational burden with depthwise separable convolution, making it possible to apply the network model to resources or computationally constrained devices. Meanwhile, the dilated convolution is used to increase the receptive field in the process of convolution without increasing the number of convolution parameters. It extracts global features and higher semantic level features in the convolution process, which improves classification accuracy. The hyperparameters (i.e., width multiplier and resolution multiplier) are used to further compress the model to be lightweight so that the proposed model can be applied to devices with limited computational power. Compared with the previous network, this paper combines dilated convolution and depthwise separable convolution, which not only solves the problem that the calculation amount is too large to apply to resource-constrained equipment, but also solves the problem that model size and model classification accuracy cannot coexist. Experimental results demonstrate that the proposed model makes a good compromise between the classification accuracy and the model size while maintaining the classification accuracy when the network is compressed. Moreover, it uses hyperparameters and dilated rate to further compress the trained model effectively. The proposed network can greatly reduce the size and computation of the network, making it easier to transplant to devices. For example, the network can be transplanted in Android mobile devices, embedded devices such as MCU or FPGA [44, 45]. In addition, companies or individuals using the network proposed in this paper can reduce the performance of cloud computing servers and reduce the cost of renting cloud computing servers. At the same time, it can be seen from experiments that the amount of calculation and parameters of the lightweight network proposed in this article are quite small, which allows some companies to train on personal servers, which has better security.
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