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Abstract According to one picture of the mind, decisions and actions are largely the result of automatic cognitive processing beyond our ability to control. This picture is in tension with a foundational principle in ethics that moral responsibility for behavior requires the ability to control it. The discovery of implicit attitudes contributes to this tension. According to the ability argument against moral responsibility, if we cannot control implicit attitudes, and implicit attitudes cause behavior, then we cannot be morally responsible for that behavior. The purpose of this paper is to refute the ability argument. Drawing on both scientific evidence in cognitive science and philosophical arguments in ethics and action theory, I argue that it is invalid and unsound because current evidence is insufficient to establish the premises that (1) implicit attitudes are uncontrollable, (2) that they significantly cause behavior, (3) that responsibility always requires ability, and (4) that even if uncontrollable attitudes did fully cause behavior, this entails that the behavior they cause is uncontrollable. The rejection of the ability argument questions the priority of the unconscious over the conscious mind in cognitive science, deprivitizes ability in theories of moral responsibility in ethics, and provides a strong reason to uphold moral responsibility for implicitly biased behavior.
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1 Introduction

According to one conception of the mind popular for over three decades, cognitive processes can be grouped into two basic systems (Evans 2003; Moskowitz et al. 1999; Sloman 1996). One system contains “lower level” automatic processes that reside below full conscious awareness or ability to control. The other set of processes are “higher level” executive cognitive processes. These are conscious processes within our ability to intentionally control. This basic dual-process understanding of human cognition raises a fundamental question at the intersection of philosophy and psychology: which system has priority over our beliefs, evaluations, decisions, and ultimately, how we live our lives?

On one answer, the automatic takes priority (Bargh 1999; Bargh and Chartrand 1999; Bargh and Williams 2006). According to this picture of the mind, “most of a person’s everyday life is determined not by their conscious intentions and deliberate choices but by mental processes that are put into motion by features of the environment and that operate outside of conscious awareness and guidance” (Bargh and Chartrand 1999: 462). Other researchers have argued that automatic processes “often act as key levers in complex systems that give rise to social problems” and that while “social problems are complex and multicaused…nearly every problem involves psychology” (Walton 2014: 80). Supporting this view is a mountain of social psychological claims on the influence of automatic processes over beliefs and behavior of moral and social significance. For example, heuristics and biases (Kahneman 2011; Tversky and Kahneman 1974), implicit procedural learning (Cleeremans and Jimenez 2002), unconscious social priming (Payne et al. 2016), subtle wording effects on voter turnout (Bryan et al. 2011), growth mindset (Blackwell et al. 2007), and stereotype threat (Steele and Aronson 1995) all appear to support, to one degree or other, what Bargh and Chartrand call the “unbearable automaticity of being”.

Some of the most well researched automatic processes in social psychology are implicit attitudes (Greenwald and Banaji 1995; Nosek et al. 2007a). This is the discovery that we automatically form unconscious attitudes towards groups, people, or objects that can sometimes conflict with our conscious attitudes and considered judgments toward them. One important focus of research in implicit social cognition studies implicit attitudes involving socially and morally significant categories. For example, while many might explicitly report the egalitarian belief that they have no preference for whites over African Americans, they are also likely to be implicitly biased against African Americans (e.g. Nosek et al. 2007b). Similar implicit biases have been demonstrated against women (Dasgupta and Asgari 2004), Muslims (Park et al. 2007), the elderly (Castelli et al. 2005), the obese (O’Brien et al. 2007; Teachman et al. 2003), and persons with mental illness (Rusch et al. 2010; Teachman et al. 2006).

The existence of implicit attitudes involving significant social and moral categories such as race, gender, religion, or disability has motivated a large body of research on the role that implicit attitudes might play in explaining persistent discriminatory behavior and unjust social outcomes. Subsequent research has
investigated the possible link between implicit attitudes and employment discrimination (Bendick et al. 1994; Moss-Racusin et al. 2012), housing practices (Ahmed and Hammerstedt 2008), health care disparities (Sabin et al. 2009), and policing (Correll et al. 2002; Payne 2006; Sim et al. 2013). For example, researchers studying implicit bias in policing find evidence for implicit attitudes associating race with the presence of weapons, and that this sometimes predicts results in laboratory first-person shooter video game experiments (Glaser and Knowles 2008). Researchers study these connections, in part, to uncover whether implicit attitudes could predict or explain real world cases of mistaken shootings.

The discovery of implicit social cognition has also dominated philosophical inquiry in ethics, action theory, and philosophy of mind (Fricker 2007; Levy 2015; Machery 2016; Mandelbaum 2016; Saul 2012; Schwitzgebel 2010). One important focus in this line of research also involves the possibility that implicit attitudes predict or explain our beliefs and real-world behavior. For example, one central question in this line of research is whether agents can be morally responsible for discriminatory behaviors when those behaviors are caused by implicit attitudes (Brownstein 2016; Brownstein and Saul 2016; Holroyd 2012; Kelly and Roedder 2008; King and Carruthers 2012; Levy 2014, 2017; Washington and Kelly 2016). Is an agent morally responsible for a mistaken shooting, for instance, if this action was caused by attitudes that are beyond their ability to control?

According to one foundational principle in ethics, the answer is “no”. This is the principle that having a moral responsibility for an action at a certain time requires that an agent have the ability to control that action at that time. Versions of this principle weave their way through the history of western philosophy and continue to loom large in present day discussions of responsibility. For example, the principle is shared by the majority of philosophers who accept that ought implies can (Cicero and Edmonds 1856; Copp 2008; Feldman 1986; Hare 1965; Kant 1998; Moore 1922; Van Fraassen 1973; Vranas 2007). Versions of this principle are held by theorists who believe that moral responsibility requires the ability to do otherwise (Blum 2000; Copp 2008) and is invoked in discussions of determinism, incompatibilism, and free will (Fischer 2003; van Inwagen 1983; Widerker 1991; Woolfolk et al. 2006). According to one theorist, the claim that “an agent is morally responsible for an action or for the consequences of an action only if she exercised ‘freedom-level’ control over that action or that consequence” is a condition on responsibility that “almost every prominent theorist accepts,” in some form or another (Levy 2017: 5).

The ability condition stands in tension with the view that the automatic takes priority in human cognition. If most of our actions are not determined by deliberate choices, then it is possible that we regularly lack control over our actions, which according to the ability condition, would undermine moral responsibility for them. The discovery of implicit biases in cognitive science and their possible association with discriminatory behavior makes this tension with a foundational principle of ethical theorizing pointed and concrete. This tension is perhaps best articulated by Neil Levy, who argues that the control we have over our actions is “greatly diminished” by the existence of implicit attitudes and that “the decrease in control is significant enough to make it highly plausible that the agent lacks responsibility-
level control” for certain actions and consequences that occur as a result of them (2017: 6).

Applying this foundational condition on moral responsibility in ethics to implicit bias research, the condition motivates the following argument against moral responsibility (for other versions of this argument see Brownstein 2017; Holroyd 2012). Call this the ability argument against implicit attitudes:

1. S does not have the ability to control implicit attitude $p$.
2. Implicit attitude $p$ causes action $\phi$.
3. If S is morally responsible for $\phi$, then S has the ability to control $\phi$.
4. Therefore S cannot be morally responsible for $\phi$.

If the conclusion of the ability argument against moral responsibility were correct, this would rule out moral responsibility for actions caused by implicit attitudes, such as the case of the mistaken shooting or other police misconduct, when it follows as the direct result of implicit bias.

The purpose of the paper is to reject the ability argument against moral responsibility. To do this I draw on both scientific evidence and philosophical arguments concerning implicit attitudes, agency, and moral responsibility. First, I argue that the ability argument is unsound. Current evidence does not establish its premises, and at present writing, at least, it appears likely that each premise of the ability argument is false. Instead, it is likely that implicit attitudes are controllable, that they do not significantly cause behavior, and that responsibility may not always require ability. Second, and perhaps more importantly, the ability argument against moral responsibility for implicitly biased behavior is invalid. Granting these premises does not rule out moral responsibility for behavior caused by implicit attitudes because even if uncontrollable attitudes cause a behavior, this does not entail that a behavior they cause is uncontrollable. These challenges to the ability argument question the priority of the unconscious over the conscious mind in cognitive science, deprioritize ability in theories of moral responsibility in ethics, and provide a strong reason to uphold moral responsibility for implicitly biased behavior of important social concern.

Before proceeding, it is important to empathize that these assessments should not be viewed as settling the question regarding moral responsibility for actions caused by implicit attitudes rather than evaluating a specific argument against it given a current state of evidence. Implicit social cognition is a dynamic area of social scientific and philosophical research in which new evidence is rapidly being discovered and disseminated. It is also a research area where consensus has not been reached on some key issues pertaining to the structure, impact, and content of implicit attitudes. Thus, the best way to make progress on philosophical questions pertaining to implicit attitudes is to charitably evaluate ongoing research as discoveries are made or questioned and to update beliefs accordingly. In light of this, the present contribution might best be perceived as identifying what has not been sufficiently demonstrated to make the ability argument for moral responsibility go, isolating the specific things that need to be shown in the future to make that
argument go, and invite future philosophical and scientific exploration of those things as research in this area continues to progress.

2 Control of implicit attitudes

The first premise of the ability argument is that we do not have the ability to control implicit attitudes. However, this premise is not sufficiently demonstrated and current evidence appears to point in the opposite direction. Some early characterizations of implicit attitudes presumed that implicit attitudes are inflexible (Bargh 1999; Wilson et al. 2000). But subsequent research suggests that implicit attitudes are malleable, to various extents (Blair 2002; Chapman et al. 2018; Dasgupta and Greenwald 2001; Forscher et al. 2018; Frankish 2016; Lai et al. 2013; Lenton et al. 2009; Olson and Fazio 2006). The most recent and perhaps most compelling evidence for this comes from a meta-analysis examining different procedures for changing several kinds of states and actions, including implicit attitudes, implicit stereotypes, explicit beliefs, and behavior (Forscher et al. 2018). The analysis represented over eighty thousand participants across over three hundred articles published over the last 20 years. It included between-subjects experiments measuring implicit attitude change using assorted measures of implicit bias (e.g. the implicit association test, lexical decision tasks, affect misattribution procedures, go/no-go association tasks), that associated a variety of attributes (e.g. good/bad, presence of stereotype) toward a wide range of implicit targets (e.g. whites, the elderly). The analysis also included studies incorporating a diverse range of experimental procedures for changing implicit bias (e.g. association priming, evaluative conditioning). The principle finding of this research was to confirm that implicit attitudes can change and to identify which procedures were effective at changing them over others that were not effective.

One set of experimental procedures that were found to change implicit attitudes most effectively were classified as attempts to “strengthen or weaken implicit associations directly”. Included in this group were a number of different experimental manipulations such as counter-stereotypical exemplars (Dasgupta and Greenwald 2001), deliberative information processing (Horcajo et al. 2010), and evaluative conditioning (Olson and Fazio 2006). In one set of studies involving deliberative information processing, for example, researchers showed that some implicit attitudes are responsive to rhetorically persuasive arguments (Horcajo et al. 2010). In one experiment, the researchers demonstrated that participants showed more positive implicit attitudes toward vegetable consumption when asked to carefully consider the argument that “vegetables have more vitamins than most supplements on the market, making them particularly beneficial during exam and workout periods” than those presented with advertisements for a neutral topic (Experiment 1, 943). The researchers also demonstrated that explicit arguments in favor of one concept could impact implicit attitudes toward other concepts related to it. For example, researchers demonstrated that participants who saw arguments advocating for the color green (used in a University logo) also had more positive implicit associations with the brand Heineken (a brand associated with the color
green) than those presented with arguments not advocating for green (2010; Experiment 2). The researchers take these findings as evidence that argumentation and persuasion can change implicit attitudes.

Other studies included in this category include mitigating bias through exposure to counter-stereotypical exemplars and intergroup contact (Blair et al. 2001; Dasgupta and Greenwald 2001; Dasgupta and Rivera 2008; Gonsalkorale et al. 2010; Ramasubramanian 2011; Turner and Crisp 2010). In one classic paper, for example, researchers demonstrated that implicit attitudes (though not explicit attitudes) against African Americans and the elderly were reduced when participants were presented with pictures of admired African Americans (e.g. Denzel Washington) or old (e.g. Mother Teresa) individuals (Dasgupta and Greenwald 2001). Other researchers have replicated and expanded these findings by demonstrating that reduction of negative implicit attitudes occurs by simply imagining intergroup contact with members of certain groups, for example, the elderly and Muslims (Turner and Crisp 2010), and immigrants (Vezzali et al. 2011). This research indicates that implicit bias is malleable and can be reduced through pictures of counterstereotypical exemplars or imagined contact with group members.

Another category of effective experimental procedures identified by Forscher et al. (2018) involved directly or indirectly invoking goals to strengthen or weaken implicit attitudes (for a review, also see Lai et al. 2013). Included in this group were a number of different experimental manipulations involving the use of norm or value priming (Blincoe and Harris 2009; Jonas et al. 2010), implementation intentions (Mendoza et al. 2010; Stewart and Payne 2008), motivation priming (Legault et al. 2011), and training (Plant et al. 2005). For example, researchers found that participants were able to reduce stereotypes in a weapon sorting task when they adopted the goal to respond as accurately as possible by intentionally thinking the word “safe” whenever they saw a black face (Stewart and Payne 2008: Experiment 2). Other researchers found that implicit attitudes were impacted by simple directives (Wallaert et al. 2010). More specifically, these researchers found that participants showed greater pro-white bias on a race IAT when instructed to respond like “someone who holds a strong preference for Whites over Blacks” and less pro-white bias after they were directly told to “please be careful not to stereotype on the next section of the test” (2010: 4–5).

Other researchers have expanded upon these effects by demonstrating that the efficacy of directives to promote egalitarian goals may depend on the kind of motivations they invoke (Legault et al. 2011). More specifically, researchers found that participants primed with self-determined motivation to reduce prejudice (e.g. “I can freely decide to be a nonprejudiced person”) showed significantly less implicit bias against blacks than those primed with motivations that involved social control (e.g. “It is socially unacceptable to discriminate based on cultural background”). In fact, use of the controlling prime resulted in higher implicit bias scores against blacks than doing nothing, while participants who saw the self-determined prime displayed no preference for white or blacks in the experiment at all (Legault et al. 2011: Experiment 2). The researchers concluded that implicit biases are malleable and that emphasizing personal autonomy may actually be crucial for reducing them.
These results support the conclusion that implicit attitudes are changeable, with four important caveats. First, it is important not to exaggerate the effect size of implicit attitude change. While meta-analysis indicated that the attitudes were malleable, the effect size was small. Second, this research did not show how long the changes to implicit attitudes by these experimental procedures persisted, and subsequent research suggests the duration may be short (Lai et al. 2016). Third, biases can also sometimes change as a result of situational factors, for example, those that lead to extraneous cognitive load (Allen et al. 2009). Fourth, most studies were conducted in laboratory settings among university students, which might question their generalizability to other domains or samples. These caveats notwithstanding, however, research to date strongly suggests that implicit attitudes are malleable in principle, and that some of the most effective procedures for changing them emphasize the agency, goals, intentions, and motivations of individuals.

Supposing that implicit biases are changeable, a further philosophical question is whether “changeable” means “controllable”, in the sense that is denied by the first premise of the ability argument. The answer to this question will likely depend on substantive accounts of control and distinctions between types of responsibility and control that one accepts. According to at least one such distinction, there are two important senses of “responsibility” relevant to these discussions, namely, “indirect” and “direct” responsibility (see Arpaly 2003; Holloyd 2012; Levy 2017). The difference between them involves the kind of control we have over the behavior in question. On one account of this difference, an implicitly biased agent has an indirect responsibility for their behavior at time t when it is “reasonable to expect her to try to change her implicit attitudes prior to t” but lacks “direct” responsibility when it would not be reasonable to expect her to control her behavior at t (Levy 2017: 4). Many agree that implicitly biased agents have indirect responsibilities for their behavior. For example, it is reasonable for implicitly biased agents to control future discriminatory behavior by adopting institutional policies and procedures widely known to mitigate biased outcomes. Anonymous grading, employee evaluation, or resume searchers, for instance, could prevent biases from influencing evaluations. The techniques researched above continue to suggest that control of attitudes is consistent with this type of responsibility.

However research also strongly questions whether the kind of control we have over implicit attitudes rules out “direct” responsibility for implicitly biased behavior. Whether or not the ability to change an implicit attitude is necessary for control of a behavior is the topic of subsequent sections of this paper. The present question is whether it has been demonstrated that we lack a kind of immediate control over implicit states at the time of an action, such that, given what an agent’s implicit attitudes are at t, it is reasonable to expect her to control her behavior at t, even if this does require changing implicit attitudes. Here again, however, research has not ruled out this possibility and even suggests that it may be possible. It appears

---

1 Also pertaining to this issue are related research questions concerning the temporal stability, test–retest reliability, and measurement of implicit attitudes (Cooley and Payne 2017; Gawronski et al. 2017).
that some of the most effective mechanisms for implicit attitude change involve emphasizing agency, and perhaps even a kind of direct or conscious engagement with attitudes, goals, intentions, and reasons. For example, to the extent that strategies like thinking the word “safe” to oneself or contemplating one’s goals about safety when trying to avoid harming someone are successful, these mechanisms are likely to be part of the underlying processes that are associated with and invoked with those when one is typically trying not to harm someone. If the nature of several successful techniques reviewed above have this character, emphasizing agency and associated underlying processes with goals and intention, then it suggests that the amount of control one ultimately has over these states does not make it unreasonable to expect implicitly biased agents to control attitudes and actions of social and ethical significance.

This growing body of evidence also suggests that, in some cases at least, implicit attitudes are more easily changed than explicit beliefs (Dasgupta and Greenwald 2001; Forscher et al. 2018). For example, in addition to implicit measures, Forscher et al. (2018) also studied the impact of experimental procedures on several explicit measures (e.g. modern racism scale, self-reports). The researchers found that effects on explicit biases were smaller overall and that effect sizes for implicit attitude change were significantly greater than explicit attitude change for the procedures that weakened goals and associations. This comparison usefully helps situate the question of implicit attitude control within discussions of mental state control in philosophy of mind. By way of analogy, a foundational research question is whether explicit beliefs are voluntarily controllable at will. Most contemporary philosophers agree that beliefs are not voluntarily controllable, at least directly (see, for example Alston 1988; Bennett 1990; Williams 1973). The research above suggests that implicit attitudes are sometimes subject to direct control, for example, when implicit attitudes change in response to instructions, motivations, or goals. But if implicit biases are just as malleable as explicit biases, or perhaps even more so using some procedures, then it is unclear how the issue of controllability of implicit attitudes creates a distinct problem in ethics over and above the question of moral responsibility for behavior caused by explicit states such as explicit prejudicial beliefs.

To summarize, there is insufficient evidence to support the premise that implicit attitudes are not controllable in at least two important senses of control. Instead, evidence to date suggests that they may be controllable, undermining this premise in the ability argument, with two important caveats. First, research about the controllability of implicit states is ongoing and research to date has largely been conducted in the lab, online, and other experimental settings. These experiments demonstrate how implicit attitudes can be changed not whether people in the real world do in fact change them. It is an open question whether or how often these effects, if reliable, practically extend to real world situations at the time of a behavior. At the same time, of course, the same is true of a significant portion of implicit attitude research concerning the presence of an implicit attitudes in the first place. Second, it is possible that implicit attitudes are controllable but that it is nonetheless more or less difficult to control them in some situations over others, just as it sometimes more or less difficult to control various physical actions in different
situations. Further research might explore how this related but distinct issue of difficulty, rather than controllability of behavior causing attitudes could potentially be developed into a separate argument for reducing the degree of moral responsibility that is present for those actions.

3 Behavior and causation

Understanding how implicit attitudes change is crucial for furthering our understanding of implicit social cognition in psychology and cognitive science. The research is also motivated by the promise that identifying and changing implicit attitudes may promote positive social outcomes, for example, by reducing prejudicial or discriminatory behavior. This possibility assumes that there is a causal link between individual differences in implicit attitudes and behavior whereby changing implicit attitudes will translate into changes in real-world behavior. While this is an open empirical possibility that merits continued research, the current evidence for this claim is mixed. Some evidence speaks against the claim that implicit attitudes are causal, while other evidence is at least consistent with the claim they are causal, by demonstrating that implicit attitudes do make contributions to predicting behavior. This section reviews these sources of evidence for implicit attitudes as understood through measures of individual differences and evaluates whether they are sufficient for accepting the causal premise of the ability argument.

The first source of evidence comes from meta-analyses that either find modest predictive relationships or no relationships between implicit attitudes and person-level behavioral outcomes (Carlsson and Agerstrom 2016; Correll et al. 2014; Greenwald et al. 2009; Mitchell 2018; Oswald et al. 2013, 2015). There is disagreement between researchers stemming from the use of different inclusion criteria and bias correction procedures between meta-analyses about the correct size of this association. Some researchers estimate the effect as small, ranging from $d = .14$ to $.24$ (Greenwald et al. 2009; Oswald et al. 2013) while others argue that by using more fine-grained criteria for what counts as discriminatory behavior, the predictive relationship is or is near zero (Carlsson and Agerstrom 2016). These ongoing debates notwithstanding, there is agreement that implicit attitudes are likely to be only modestly associated with individual behavior.

A second source of evidence of association comes from studies that investigate the relationship between implicit attitudes and specific actions of social concern, with mixed results. For example, researchers have found that although implicit attitudes do impact performance in laboratory first-person shooter simulations, implicit attitudes are better predictors of certain individual behaviors over others. This is shown in a recent meta-analysis of forty-two shooter task studies of racial prejudice (Mekawi and Bresin 2015). The researchers confirmed the existence of racial bias in individual shooter task performance. Specifically, the research showed that participants do shoot simulated black targets more quickly and more often than white targets when those targets were armed (i.e. did predict non-mistaken shootings). However, the research also found that participants do not shoot simulated black targets more than white targets when the targets were unarmed (i.e.
did not predict mistaken shootings). Similar results were found by other researchers studying shooter bias among law enforcement professionals. Specifically, these researchers found that although race does impact response times in shooter simulations, the officers were no more likely to mistakenly shoot unarmed black or white targets during shooter simulations (Correll et al. 2014, 2007). This evidence is mixed, since it is consistent with the hypothesis that implicit states may predict some individual behaviors, such as non-mistaken shootings, on the one hand, but questions the hypothesis that it predicts other kinds of behaviors of ethical concern, such as mistaken shootings, on the other. Alternatively, subsequent research suggests that implicit attitudes may be predictive of this on the group or aggregate level (Hehman et al. 2018; see also Payne et al. 2017). Researchers have found that regional implicit attitudes do correlate with crowd-sourced reports of lethal force against African Americans disproportionally to regional population rates. Of course, there are many possible interpretations of these results. However, one interpretation is that implicit attitudes may correlate with disparate outcomes on the aggregate or societal level without necessarily needing to posit significant person-level associations to explain those outcomes. For example, they might arise due to situational factors rather than individual differences.

A third source of evidence comes from studies challenging the idea that implicit attitudes make unique contributions to predicting behavior over and above other related factors. Researchers have found evidence that some explicit measures are more strongly correlated with behavioral outcomes than IAT scores are across several important social domains (Greenwald et al. 2009; Oswald et al. 2013). For example, in a large meta-analysis, researchers found that implicit attitudes measured through IATs were no better predictors of policy preferences, interpersonal behavior, person perceptions, reaction times or misbehavior (Oswald et al. 2013: 183). Other researchers have questioned whether implicit attitudes aren’t actually consciously accessible after all (Hahn et al. 2014). To that end, these researchers demonstrate that participants predict their own implicit attitudes with a high degree of accuracy. Relatedly, and contrary to how it may at first appear, other researchers have questioned whether implicit attitudes and explicit attitudes don’t actually tap into the same underlying construct or whether certain implicit measures have been shown to provide evidence of a distinctly unconscious process (Hofmann et al. 2005; Schimmac 2017). These results suggest that the correlation between implicit attitudes and discriminatory behavior could largely be explained by explicit attitudes, without necessarily needing to posit a causal relationship with implicit attitudes to explain that behavior.

Contrary to this, however, a subsequent meta-analysis argues that implicit attitudes do correlate with criterion measures of intergroup behavior after controlling for explicit attitudes (Kurdi et al. forthcoming). In an analysis of 217 studies, researchers demonstrate that implicit and explicit measures each make unique contributions to predicting behavior ($\beta = .14$ and $.11$, respectively) across various domains (with a prediction interval ranging from $r = -.14$ to $.32$, across domain of intergroup discrimination). This is encouraging evidence that implicit attitudes are uniquely associated with behavior on par with explicit states, with two caveats. First, the study uses inclusive criteria for intergroup behavior that include
items that are not typically the focus of ethical evaluation or discussions of discriminatory behavior, such as physiological indicators. A better assessment of the link to discriminatory behavior would exclude these from the analysis. Second, given prior findings on the relationship between implicit and explicit states, it is possible that the development of better or different explicit measures could account for more of the variance than is presently accounted.

Lastly, a fourth source of evidence comes from Forscher et al. (2018)’s meta-analysis of implicit bias change. In addition to analyzing the effect of experimental procedures on implicit and explicit attitude change, the researchers also investigated their impact on behavior and the relationship between these things. Several measures of behavior were used across studies included in the meta-analysis, including for example, budget allocation (Yoshida et al. 2012), resume rating (Gapinski et al. 2006), or seating distance (Mann and Kawakami 2012). The researchers found that experimental procedures did result in changes to implicit attitudes and explicit attitudes. However, the researchers found that the changes measured in implicit bias did not mediate changes in explicit attitude or behavior. In other words, though experimental procedures significantly impacted change to implicit attitudes, those changes did not appear to effect change in either explicit bias or behavior.

This finding provides important evidence bearing on the present discussion in two ways. First, unlike several other meta-analyses primarily investigating if and when implicit attitudes predict behavior, studying whether changes in implicit attitudes produce changes in behavior could potentially provide decisive evidence in favor of a causal relationship between these variables over and above a predictive relationship. Instead however, that is not what researchers found. Changes in the former did not produce changes in the latter. Though implicit states were predictive at levels found by past researchers, they did not mediate behavioral change, suggesting they association may not be causal. Second, a potential explanation for the finding that implicit attitudes are predictive of but do not produce changes in behavior is that discriminatory behavior could actually be explained by an underlying common cause of both implicit and explicit attitudes, without the need to posit a causal link with implicit attitudes to explain them. If this rather than implicit attitudes cause the discriminatory behavior in question, it further questions whether implicit attitudes themselves are causal and obviates the philosophical challenge to moral responsibility stemming from the supposed properties implicit states have.

Putting these pieces of positive and negative evidence together and evaluating this body of evidence as a whole, it appears that assuming causation is premature. Though there is continued disagreement between researchers, implicit attitudes likely predict a small proportion of variance such that only a small proportion of discriminatory behavior correlates with implicit attitude measures. The results are largely predictive and correlational in nature rather than causal and the strength of those associations uncovered to date casts doubt on the claim that implicit attitudes will be found to be significant causes of behavior. At present writing, then, the second premise of the ability argument is not adequately supported and should be rejected pending further evidence to the contrary.
At the same time, however, evidence in support of the claim that implicit attitudes are not causal also has limitations and should not be overstated. First, a limited number of studies, including those in Forscher et al. (2018)’s meta-analysis, directly compare implicit attitudes with behavioral measures. Further research may yet reveal robust causal links between implicit attitudes and other real-world behaviors that were not included. Second, behavioral change can be difficult to measure and this may be obscuring the relationship to implicit attitude change measured in the lab. Third, it is possible that small effects detected on the individual level could nonetheless still have an important and significant social impact in the aggregate (Greenwald et al. 2015) and that this is morally evaluable on the group level. For example, even if, as some researchers have suggested, IAT measures predict around 4% variance in measures of racial discrimination, this “represents potential for discriminatory impacts with very substantial societal significance” (Greenwald et al. 2015: 560). Thus, it is important to continue to study whether, and, if so, how implicit attitudes contribute to social outcomes. These caveats notwithstanding, however, research to date questions the likelihood that implicit attitudes will be shown to cause more than a small amount of behavioral variance on the individual level (see “Invalid Reasoning” for continued discussion).

Though there is currently insufficient evidence for the causal premise of the ability argument at present writing, future research may provide compelling evidence for it. To do this, research investigating moral responsibility for actions caused by implicit bias can be improved in several ways. First, researchers could identify the actions in question implicated in the argument against moral responsibility. The causal premise is largely idle until the specific actions implicit attitudes are said to cause are identified. Perhaps in future research this may result in subsequent challenges from implicit bias to moral responsibility that focus on specific discriminatory behaviors in a narrower subset of domains. Second, researchers could characterize with greater precision the nature and strength of the causal link between implicit attitudes and the behaviors in question to better understand the ethical significance of this link. This characterization will need to include a philosophical analysis of the strength of a causal contribution necessary to question control and moral responsibility. Third, researchers could continue to rule out plausible alternative explanations of correlations between implicit bias and behavior, for example, contextual factors, perceived control over a behavior, intentions, social norms, explicit attitudes that are not fully measured, or an underlying cause of both explicit and implicit attitudes.

4 The ability condition on moral responsibility

The normative core of the ability argument is the premise that moral responsibility for a behavior requires the ability to control it. The idea that ability limits responsibility is a foundational principle of ethics, often glossed in the slogan that “ought implies can”. According to this principle, the presence of a genuine moral responsibility entails that an agent has the ability to fulfill it (Cicero and Edmonds 1856; Copp 2008; Feldman 1986; Hare 1965; Kant 1998; Van Fraassen 1973;
Vranas 2007). If an agent becomes unable to act, this rules out responsibility for the behavior. In other words, agents can never have a responsibility to do something after they become unable to do it. Unlike the first two empirical premises of the ability argument against moral responsibility, which can be confirmed or falsified by appealing to scientific evidence about how implicit attitudes work, the ability condition is a normative premise that requires philosophical arguments about the limits of responsibility and what morality requires.

One of the main arguments supporting the ability condition on moral responsibility is that ought implies can is an intuitively correct feature of moral psychology (Moore 1922; O’Neill 2004; Stocker 1971). However, there is good evidence that the ability condition on moral responsibility is not intuitively correct and that there are intuitive exceptions. Several philosophers have offered counterexamples demonstrating that it is sometimes intuitively correct to ascribe a moral responsibility to agents who lacks the ability to fulfill them (Graham 2011; Ryan 2003; Sinnott-Armstrong 1984; Spencer 2013). Perhaps the most well-known set of counterexamples against the condition from Walter Sinnott-Armstrong (1984) involve protagonists who limit their own ability to act in order to avoid fulfilling a promise:

Suppose Adams promises at noon to meet Brown at 6:00 p.m. but then goes to a movie at 5:00 p.m. Adams knows that if he goes to the movie, he will not be able to meet Brown on time. But he goes anyway, simply because he wants to see the movie. The theater is 65 min from the meeting place, so by 5:00 it is too late for Adams to keep his promise (Sinnott-Armstrong 1984: 252).

According to the ability condition, the moral responsibility Adams has to fulfill his promise to Brown depends on having the ability to fulfill it by meeting Brown. Since he is not able to fulfill his promise after going to the movie, he no longer has a moral responsibility to fulfill his promise. Sinnott-Armstrong argues that Adams is morally required to fulfill his promise after he becomes unable to do so. Moreover, if obligations can be nullified simply by placing oneself in a situation that makes them impossible to fulfill, the ability condition risks trivializing the moral significance of genuine promises.

This intuition was recently confirmed in a series of experimental studies in moral psychology on ability and obligation judgments (Buckwalter 2017b; Buckwalter and Turri 2014, 2015; Chituc et al. 2016; Mizrahi 2015; Turri 2017). In one series of experiments, for example, researchers presented participants with materials similar to the case originally presented by Sinnott-Armstrong above (Chituc et al. 2016: Experiment 3):

Brown is excited about a new movie that is playing at the cinema across town. He hasn’t had a chance to see it, but the latest showing is at 6 o’clock that evening. Brown’s friend, Adams, asks Brown to see the movie with him, and Brown promises to meet Adams there. It takes Brown fifteen minutes to drive to the cinema, park, purchase a ticket, and enter the movie. It would take 30 min if Brown decided to ride his bike. The cinema has a strict policy of not admitting anyone after the movie starts, and the movie always starts right on
time. As Brown gets ready to leave at 5:45, he decides he really doesn’t want to see the movie after all. He passes the time for five minutes, so that he will be unable to make it to the cinema on time. Because Brown decides to wait, Brown can’t make it to the movie by 6 (Chituc et al. 2016: 23).

Participants agreed that “Brown ought to make it to the theater by 6” even though they strongly disagreed that “at 5:50, Brown can make it to the theater by 6”. The researchers also found that participants strongly agreed that Brown should be blamed for failing to make it to the theater, and that these judgments about blame correlated with their obligation judgments. The researchers take this as evidence that obligations can sometimes intuitively extend beyond ability.

It might be objected that while protagonists like Adam and Brown do have moral responsibilities in the cases above, they did have at least some ability to fulfill them. For example, though Adams lacked the ability to fulfill his promise at the end of the story, he did have the ability to control this earlier in the story. Recalling the definition above, if it is reasonable to expect Adams to control his behavior at this earlier point, then Adams has “indirect” responsibility for his behavior at the later point. If this response to the counterexample is correct, it suggests that the ability condition is false because agents can be morally responsible for things beyond their direct control in virtue of being indirectly responsible for them. In other words, this suggests that moral responsibility is compatible with inability when the source of an inability can be traced back to the agent in certain respects, such as their free choices or negligence.

This response might be offered in defense of ought implies can, but is unlikely to support the argument against moral responsibility for implicitly biased behavior. It is likely that agents are morally responsible for implicitly biased behaviors in virtue of being at least indirectly responsible for them. For instance, agents could be responsible in virtue of failing to take prior courses of action to reduce biased behavior in the social sphere, including failing to educate themselves about the possibility of bias in environments that this knowledge is readily available (Washington and Kelly 2016). If agents are regularly responsible for biases they cannot directly control in virtue of being indirectly responsible for them, then the ability condition may be irrelevant to determining responsibilities in the majority of cases of implicitly biased behavior. In other words, defending ought implies can by disqualifying cases of morally evaluable inability as a counterexample to the inability rule will probably also end up proffering moral responsibility in the majority of bias cases. But, that said, suppose there are cases where no prior action, decision, or choice could prevent an agent from engaging in biased behavior. The question then arises, is the ability requirement intuitive even when agents lack both direct and indirect control of a behavior?

Further counterexamples to the ability condition suggest that the condition is not intuitively correct even when an inability to fulfill a responsibility cannot be traced to a prior ability. In the following case, proposed by Sharron Ryan (2003), for example, a protagonist is forced to act in a certain way due to an uncontrollable psychological compulsion:
Suppose Sticky Fingers, your new friend, is keeping a little secret from you. She is a very serious kleptomaniac. She cannot ever help but steal the things she wants and she has an urgent desire for your CD music collection. After she comes to visit your house for the first time, you notice that all of your CDs are missing (Ryan 2003: 54).

According to Ryan, it is true that Sticky Fingers morally ought not steal the CDs, even though it is false she is able to stop from stealing them. While kleptomania may serve as a genuine excuse for why Sticky Fingers deserves less blame or punishment than others for stealing, it does not rule out the presence of the moral responsibility not to steal. If an agent lacks the ability to refrain from stealing due to a psychological compulsion they cannot control or choose but still has a moral responsibility not to steal, this is another counterexample to the ability condition on moral responsibility.

Researchers have also replicated the intuition that moral responsibility can sometimes persist despite psychological compulsion and other psychological disorders among members of the general public (Buckwalter and Turri 2015; Turri 2017). In one study, for example, researchers presented participants with the following vignette where an agent is unable to act as a result of brain chemistry (Turri 2017: Experiment 4):

A man is walking his dog in a public park. The dog is very violent. Given the current condition of the man’s brain, it is impossible for him to warn people about the dog. As a matter of brain chemistry, it is literally impossible that he can warn people. He does not warn anyone. The dog bites someone (Turri 2017: 12).

Researchers found that participants strongly disagreed that the protagonist could have warned others or chose to warn others about the dog. The majority of participants also indicated there was a zero percent chance that the man would warn others. Despite these judgments, however, participants strongly agreed that the man had a moral responsibility to warn others. Researchers also found that participants ascribed blame to the protagonist ambivalently, or at about chance rates. These patterns of responses provide another counterexample to the ability condition and strongly question whether it is an intuitively true feature of moral responsibility.

It still might be objected that these protagonists had the ability to indirectly fulfill their obligations at some prior point. However, researchers have also replicated this finding in cases where an inability was lifelong, leaving no ambiguity about indirect ability. In one experiment, for example, researchers presented participants with the following case about an innocent bystander who is unable to act due to a physical disability (Buckwalter and Turri 2015: Experiment 5):

Ironically, supporters of ought implies can are relatively unpersuaded by counterexamples involving psychological compulsion on the ground that they “are not true cases of incapacity, but, rather, are merely cases in which it would be very hard for the psychologically compelled person to refrain from doing what he or she is compelled to do” (Graham 2011: 342).
Michael is relaxing in the park when he sees a small girl fall into a nearby pond. She is drowning and definitely will die unless someone quickly pulls her out. This part of the park is secluded and Michael is the only person around. But Michael’s legs have been paralyzed since birth. As a result, Michael is not physically able to save the girl (Buckwalter and Turri 2015: 10).

Researchers found that the overwhelming majority of participants answered that Michael had an obligation to save the girl but was literally unable to do so. The researchers also found that participants strongly denied that Michael should be blamed for failing to fulfill this obligation. The researchers replicated this basic finding across many different conditions and cover stories. This result suggests that the ability condition is not intuitively true because having a moral responsibility is sometimes thought to be present despite the inability to fulfill it. This was shown even in cases where inability is lifelong and cannot plausibly be traced back to prior choices of the agent, as well as cases where agents are excused from blame.

While evidence suggests that the ability condition is not an intuitive requirement on moral responsibility, theorists have also argued that there are antecedent theoretical reasons to reject it that moved beyond what is intuitive (for a review, see Buckwalter 2017a; Talbot 2016). For example, one major theoretical reason, it is often suggested, to accept the condition is to preserve the conclusion that morality is motivational or action guiding. More specifically, the basic idea is that if morality requires us to do things beyond direct control, and impossible obligations cannot motivate or guide action, then morality would no longer be motivational or action guiding. Avoiding this result, it might be thought, provides a powerful motivation to accept the ability condition on moral responsibility.

This result does not follow for cases of implicit attitudes for three reasons. First, there is evidence that implicit attitudes are controllable and no evidence that the behavior they cause is impossible to control. Second, granting that both implicit attitudes are not directly controllable and that the impossible can never motivate, morality could still largely be motivational or action guiding. Even if some moral obligations fail to motivate (e.g. impossible ones), it does not follow that moral obligations fail to motivate. Third, it is false that impossible obligations fail to motivate. In the case of implicit biases, for example, recognizing that responsibilities persist in conditions where we lack direct control can be a powerful motivation to avoid future instances where we might lack it. For example, this might motivate us to adopt egalitarian policies or change the structure of our social institutions to avoid future discriminatory outcomes. The very fact that the ability condition is false may be what best motivates, as Ruth Barcan Marcus has called more generally, a “second-order regulative principle” that states that “as rational agents with some control of our lives and institutions, we ought to conduct our lives and arrange our institutions so as to minimize predicaments of moral conflict” (Marcus 1980: 121). These observations question a main theoretical reason to accept the ability condition, namely that rejecting it would render morality non-action guiding. It could be that rejecting the ability argument, in the long run, would make moral demands more motivational. There is reason to believe that this has already
occurred, to some extent, as it may partially explain why millions of dollars have been spent on bias reduction training programs (Huet 2015).

To summarize, two distinct lines of research suggest that the third premise of the ability argument is false. One of the main arguments for the ability condition is that ought implies can is intuitively correct. However, several philosophers, cognitive scientists, and many ordinary speakers do not find the principle intuitive. Moral responsibilities are sometimes ascribed to agents beyond their direct or indirect ability to fulfill them. This finding was replicated across several narrative contexts, probing methods, types of moral requirements, and kinds of inability. The findings refute a central argument for the ability condition and provide some reason that it is false. Researchers have also questioned antecedent theoretical support for the principle beyond the claim that it is intuitive. One of the main theoretical reasons to accept the principle is that failing to do so would undermine the motivational nature of morality. However, rejecting the principle does not undermine this and may even partially explain why we are so motivated to avoid future discriminatory behavior through education, training, or institutional change.

Evidence against the ability condition also suggests one possible reason why it might have appeared intuitive to some. While researchers found that participants ascribed moral responsibilities beyond ability, they also discovered a nuanced connection between perceptions of ability and attributions of blame. For example, Chituč et al. (2016) found that agents were highly blameworthy when purposely limiting abilities. In the study presented above, Turri (2017) found that participants ascribed blame for unfulfilled responsibilities due to psychological compulsions ambivalently. Buckwalter and Turri (2015) found that blame was strongly denied to agents who were unable to act when this originated from a lifelong disability. This suggests that assessing the presence of a moral responsibility is different from evaluating agents for unfulfilled responsibilities, through assigning or excusing blame. Thus, it could be that the ability condition may have appeared intuitive because theorists sensed it would be wrong to blame protagonists in some circumstances. In other words, it could be that blame is more sensitive to facts about ability than judgments about responsibility are, and what appeared to be intuitive support for the ability condition was actually tracking this more nuanced connection between ability and individual cases of blame.

Lastly, distinguishing between moral responsibility on the one hand, and blame, punishment, or other social sanctions, on the other, may also lead to progress by improving our public dialog about implicit bias. Often public discussions of implicit bias are stymied by the perception that the identification of implicit attitudes is tantamount to an accusation of blame (Saletan 2016). Distinguishing between concepts of moral responsibility and blame may help correct this misrepresentation. The issue of whether a moral responsibility for behavior is present is separable from the issue of evaluating agents when those responsibilities are unfulfilled. According to this conceptual distinction, then, it is possible to acknowledge a responsibility for implicitly caused discriminatory behavior, while leaving open the question of whether different agents should or should not be blamed or otherwise sanctioned in particular circumstances in which ability is absent or impaired.
5 Invalid reasoning

For the sake of argument, suppose that each premise of the ability argument is true: implicit attitudes are uncontrollable, these uncontrollable states cause behavior, and moral responsibility for a behavior requires control of that behavior. Accepting these premises does not guarantee the conclusion that we are not morally responsible for implicitly biased behavior. To see why, notice that the premise regarding control pertains to the state \( p \), not the action \( \phi \). For controllability to follow for \( \phi \) from \( p \), an additional premise is needed linking the properties that a cause has to the properties of its effect. Call this the control transfer principle:

\[
\text{(CTP)} \quad \text{If } p \text{ causes } \phi \text{ then the inability to control } p \text{ entails the inability to control } \phi.
\]

This premise would render the ability argument against moral responsibility for implicitly biased behavior valid. However intuitive the principle might seem initially, though, there are strong reasons to reject it. In what follows, I argue that it should be rejected on logical, empirical, and conceptual grounds.

First, the principle should be rejected on logical grounds familiar to discussions of free will and moral responsibility. The present principle involves whether lacking control of a state entails that something that follows as a consequence of it was uncontrollable. Put this way, the principle closely resembles arguments against free will, and in particular, Peter van Inwagen’s consequence argument for incompatibilism between determinism and free will (Campbell 2017; van Inwagen 1983, 1989). Briefly stated, the consequence argument is that:

If determinism is true, then our acts are the consequence of laws of nature and events in the remote past. But it’s not up to us what went on before we were born, and neither is it up to us what the laws of nature are. Therefore, the consequences of these things (including our present acts) are not up to us (van Inwagen 1983: 56).

The present discussion about implicit attitudes does not assume that determinism is true of course, but it does have a similar structure to van Inwagen’s argument. Much like the laws of nature and past events, it might be thought, behavior is also not freely chosen if it is a consequence of implicit mental states beyond our ability to choose or to control. This connects the inability to control implicit attitudes to the inability to control behavior that follows from them.

Essential to the consequence argument is van Inwagen’s well-known “Beta Principle” (van Inwagen 1989: 404–405). Given that “N\(p\)” stands for “\(p\) and no one has, or ever had, any choice about whether \(p\)” it says that:

\[
\text{(Beta) From } \text{N}p \text{ and N}(p \supset q), \text{ deduce N}q.
\]

In short, if you have no choice \(p\) is true, and you have no choice that \(p\) implies \(q\) is true, then you have no choice that \(q\) is true.

However, the Beta Principle, as stated above at least, has been challenged by several theorists. Specifically, theorists have offered counterexamples
demonstrating that it is invalid (Huemer 2000; McKay and Johnson 1996; Widerker 1987). One counterexample by Michael Huemer, for instance, asks us to imagine a device that shoots “R-particles” into a basket if and only if you freely decide to activate it (2000: 532–533). However you cannot control which half of the basket the particles will hit once it is turned on: there is a 50/50 chance that the particles will land on the left side or the right side of the basket. Further imagine that you decide not to activate the device. Given this initial setup, now consider the following propositions given by Huemer:

(A) No R-particle lands in the left half of the basket.

(C) No R-particle lands in the basket.

Since you have no choice which side of the basket would be hit if you turned on the device, you have no choice that A is true. For the same reason, you cannot choose whether A ⊃ C is true. Negating A ⊃ C is logically equivalent to A & ~ C, and thus to falsify would require you to guarantee that R-particles hit the right side of the basket. Nonetheless, you can choose whether C is true, by simply choosing to turn on the device, which in turn, falsifies Beta and undermines the consequence argument.

This research suggests that if CTP is understood in terms of choice, then it is false. Understood in this way, having no choice about holding an implicit bias would imply that one has no choice about what follows as a consequence of it, namely, that the behavior it causes is inevitable. The consequence argument was one formal attempt to establish the conclusion that future outcomes are inevitable given that they are a consequence of determinism and other prior states of affairs that were not chosen. Counterexamples from this line of research suggest that, even after assuming determinism is true, the inevitability of φ would not follow from having no choice whether p. This gives us a logical reason to reject the similar pattern of inference operationalized in the discussion of moral responsibility for behavior caused by implicit attitudes we supposedly did not choose.

Researchers continue to debate whether alternative formulations of Beta are valid or whether there are other counterexamples to the consequence argument (Bailey 2012; Blum 2003; Vihvelin 2011). One response, for example, is that counterexamples can be avoided if the principle is adapted using modal verbs or the concept of alterability (van Inwagen 2000: 9, 2015: 19). Instead of invoking the inevitability of p, the revised principle invokes the notion of a “humanly unalterable truth that p”, such that there is nothing a human being is or is ever able to do that “might” or “possibly” alter p. Further research is required to chart the implications of adapted Beta principles for the application to discussions of implicit bias. From the outset, however, such an adaptation appears unlikely to succeed in the present context. The ability argument against moral responsibility is premised on the claim that we lack the ability to control behavior caused by implicit attitudes, not that there is nothing humans can do that might alter behavior they cause. There are many things one can do to alter implicitly biased behaviors. And even if one is not fully convinced by the efficacy of experimental manipulations for implicit bias change on offer to date
applied to various contexts, current evidence indicates, at the very least, that there is something an agent can do that might or possibly alter them.

It might be objected however, that framing the discussion in terms of conditionalization and logical consequence does not accurately characterize what is intuitive about CTP and what is at stake in the ability argument. Instead, it might be thought, CTP is a principle about how causation works in the world between specific sorts of mental states and behaviors. Refocusing the discussion in this way, it might be thought that CTP should be replaced by a more specific principle concerning behavior and implicit attitudes in particular. Call this the implicit control transfer principle:

\[(ICTP) \text{ If implicit attitude } p \text{ causes } \phi \text{ then the inability to control } p \text{ entails the inability to control } \phi.\]

In other words, perhaps we cannot control actions caused specifically by implicit attitudes that we cannot control. After refocusing the discussion in this way, however, ICTP should be rejected in light of what we know so far about implicit attitudes and how they likely influence behavior. As reviewed above, there is insufficient evidence that implicit attitudes are uncontrollable or causal. Furthermore, current findings suggest that if implicit attitudes do cause behavior, their causal influence will most likely be small. Of course, the fact that an effect is small does not necessarily mean it is not significant or important. But it does suggest something about causation and control on the individual level. Namely, we should expect that if implicit attitudes do cause behavior, they will almost certainly only ever partially cause it, along with all the other mechanisms, situational factors, external influences, beliefs, desires, and judgments relevant to human decision-making. As a result of this, even if a behavior was “caused” by an implicit attitude, and controllability did transfer from causal relata in the relevant way in the case of implicit attitudes specifically as in ICTP, it is doubtful that their causal contribution would be shown to come close to undermining control individuals ultimately had over their behavior.

In other words, it is unlikely that the causal impact of implicit bias on behavior is inevitable or unalterable, that the behavior in question owes its moral character to an implicit attitude, or that implicitly biased agents lack so-called “responsibility-level control” of their behavior.\(^3\) To render these claims plausible, it would need to be demonstrated that these states impact us in ways that compromise significant amounts of freedom or agency. To show this, future research in both cognitive science and philosophy is needed to demonstrate both the causal impact of specific biases and to provide a theoretical framework specifying the threshold at which what are very likely to be small causal forces selectively undermine moral responsibility.

Some researchers have noted the issue of causal impact or behavioral prediction but have not recognized its full significance. Levy, for example, in arguing against moral responsibility correctly notes that “there is ongoing debate about what

\(^3\) Thanks to Joe Campbell for discussion on this point.
proportion of behavior is predicted by implicit attitudes” (2017: 6). He does not engage with this debate, however, on the grounds that it only involves the matter of “how often” implicit attitudes cause morally relevant behavior rather than “whether” they cause it. Yet it is odd to bracket a debate about whether implicit attitudes can predict behavior for the purposes of analyzing an imagined case in which a behavior supposedly owes the entirety of its moral character to an implicit attitude. It is odd because the fact that there is a debatable relationship between these things questions the very idea any such behavior determined solely in that way exists. Conversely, it is more probable that no behavior owes its entire character to implicit attitudes and that vague causal language has exaggerated their influence on the control we ultimately retain over our behavior.

Lastly, the principle should be rejected on conceptual grounds stemming from ordinary evaluations of behavior and uncontrollable states more broadly. In the mental realm, it’s not only possible but quite common to attribute the ability to control actions even though those actions happen to have been caused by mental states beyond control. For example, suppose hearing an insult causes an agent to become angry and this anger causes them to make an inappropriate comment towards a coworker. Further suppose this anger is beyond their control, and is the sole cause of their behavior. But that state of anger entails little about whether or not they had the ability to refrain from making the inappropriate comment towards the coworker or whether we hold them morally responsible for making it. In fact, controlling the behavior in spite of having the uncontrollable state is often referred to as “doing the right thing” and we often do hold others responsible for not doing that. And while we probably wouldn’t blame the agent for becoming angry when insulted, we probably would blame or otherwise criticize the agent for behaving wrongly towards others in light of it.

The same is true for actions caused by many different kinds of mental states including explicit beliefs. For example, consider agents who hold explicit prejudicial beliefs as the result of some combination of upbringing, lack of education, and a lifetime of indoctrination. Continue to grant for the sake of argument that they are unable to change these beliefs and that these beliefs end up being the sole cause of prejudicial behavior. Tracking these features of a belief might help us to understand where the belief came from or why it continues to persist. But the causal etiology tells us very little about their abilities to have behaved otherwise. And the fact such agents cannot control that belief does not mean these individuals have no responsibility for prejudicial or racist actions.

Similar counterexamples exist in attitude control cases involving addiction. Suppose an agent has an uncontrollable desire to drink. And on many occasions, that desire does happen to be the sole cause of their drinking. Try as they might, they cannot change the desire. In fact, the desire might have deep physiological or psychological roots impervious to reason or intention. This desire, of course might make it extremely difficult for the agent to avoid drinking in excess, and in many cases, that might happen. But having an uncontrollable desire does not itself rule out the ability to act in addiction-discordant ways. The fact that addiction-concordant behaviors are not guaranteed by an addiction underlies positive treatments and outcomes of addiction.
If there can be control for behaviors that follow as a consequence of a range of mental states and other phenomena, including uncontrollable beliefs, desires, emotions, or even some cases of addiction, then it is unclear why the same cannot be said for behavioral consequences of implicit attitudes. Moreover, we regularly ascribe moral responsibility for behaviors these mental states cause. Of course, appealing to uncontrollable states can sometimes serve as legitimate excuses that mitigate blame or punishment for a behavior, in for example, some cases of addiction. But this is not to say that the possibility of moral responsibility being present is ruled out. These facts suggest that controllable behavior can follow from uncontrollable states.

Though there is reason to reject the claim that actions caused by uncontrollable states in general, or implicit attitudes specifically, entails that those actions are uncontrollable, this argument also has limitations. Rejecting this claim does not entail that there is no implicitly caused behavior we cannot control. For example, future research might find that some specific kinds of behavior are beyond control. The present discussion focuses primarily on complex or relatively high-level discriminatory behaviors of ethical concern, such as hiring or policing. However, it is possible that implicit attitudes could cause low-level behaviors that are themselves independently at the threshold of conscious awareness very difficult or impossible to fully control, such as minor adjustments to eye contact or tone of voice. To assess this possibility, future research is needed to isolate a unique causal role of implicit attitudes in these matters, evaluate whether behaviors such as speaking in a slightly lower tone of voice to someone is beyond our ability to control, and argue that these behaviors are morally evaluable with but not without that ability.4

To review, the ability argument against moral responsibility is invalid because it requires a premise transferring the controllability of attitudes to the controllability of behavior. Adding this premise renders the ability argument valid but attempts to defend it are not promising. As a logical matter, it remains unclear whether the fact that one proposition is uncontrollable entails another proposition is uncontrollable because it is a consequence of it. As an empirical matter, if implicit attitudes do cause behavior, evidence to date suggests they are likely to be just one among many other causes, including explicit attitudes, which questions their ability to undermine control. And lastly, the fact an uncontrollable state happens to cause a behavior does not rule out the possibility of control for that behavior because uncontrollable attitudes do not guarantee behavioral outcomes.

6 Conclusion

The question of ability and control looms large in scientific and philosophical research. According one picture of the mind in cognitive science, automaticity threatens to undermine the ability we have to control everyday decisions and

---

4 Thanks to an anonymous reviewer for discussion on this point.
actions. According to one picture of moral responsibility in ethics, automaticity threatens the idea that we can be morally responsible for how we live our lives. The question of moral responsibility for implicitly biased behavior forces these two research traditions to a head. According to the ability argument against moral responsibility, if implicit attitudes that we cannot control explain a significant amount of discriminatory behaviors, and ability is necessary for moral responsibility, then we cannot be morally responsible for those discriminatory behaviors.

Fortunately, each premise of the ability argument against moral responsibility is unsupported and appears unlikely to be true. Evidence from cognitive science has not sufficiently demonstrated that we do not have control over implicit attitudes, that they cause behavior or that changing them leads to changes in our behavior. Neither is there sufficient support for the claim that behavior that is caused by an uncontrollable state is itself uncontrollable. Evidence to date may even suggest we actually do have the ability to control implicit biases and subsequently biased behavior. Pending future evidence, the rejection of these premises undermines the ability argument against moral responsibility.

The findings also question the priority of automatic processes over the conscious mind in human cognition and decision making. This fits a recent pattern of evidence across several domains of cognitive science suggesting that previously reported effects relating to the unconscious in various senses are either exaggerated or unreliable. For example, recent research suggests that contrary to conventional wisdom, procedural learning may take place with conscious awareness of implicit skills (Tran and Pashler 2017). Contrary to a widespread assumption of contemporary evaluation theory, automatic evaluations are probably not any less sensitive to validity information than deliberate evaluation are (Moran et al. 2017). Researchers have demonstrated that people can accurately predict and consciously report their own implicit attitudes (Hahn et al. 2014). Longitudinal studies find that individual differences in explicit measures are more stable over time than implicit measures are (Gawronski et al. 2017). Research casts doubt on social priming (Gerber et al. 2017; Pashler et al. 2012) or the reality of power posing (Jonas et al. 2017).

Researchers have demonstrated that people can accurately predict and consciously report their own implicit attitudes (Hahn et al. 2014). Longitudinal studies find that individual differences in explicit measures are more stable over time than implicit measures are (Gawronski et al. 2017). Research casts doubt on social priming (Gerber et al. 2017; Pashler et al. 2012) or the reality of power posing (Jonas et al. 2017). And research questions the degree to which intelligence mindsets (Bahnı ´k and Vranka 2017) or stereotype threat (Finnigan and Corker 2016; Flore and Wicherts 2015) explain performance outcomes. Though these are but a few examples, and the issue requires a systematic review to properly address, the present research on implicit attitudes joins a trend that lends credence to view that it is the conscious rather than unconscious mind that often takes priority in determining behavior.

In philosophy and moral psychology, the role of ability might also be overstated. Theorists have questioned the notion that ability is always required for moral responsibility. Several philosophers have provided counterexamples in which an agent has a moral responsibility to do something they are unable to do. The findings suggest that while ability is clearly importantly related to responsibility and plays an important role in moral judgment and decision-making, positing it as a necessary condition is too strong and exaggerates its role in moral responsibility. These findings challenge the ability argument against moral responsibility because they suggest we can sometimes have a responsibility for things beyond our ability to
control. At the same time, the research leaves open the question of whether and to what degree agents should or should not be blamed or punished for actions in different circumstances.

Finally, even if uncontrollable attitudes do cause behavior, the inference that the behavior they cause must be uncontrollable is an invalid one. For one, the inference relies on a control transfer principle heavily criticized in literature on free will and moral responsibility. For another, if implicit attitudes cause behavior they are likely to be but one cause among many that may make it more difficult but not impossible to act as morality requires. The use of causal language obscures this reality and renders ethical theories of implicit attitudes that exaggerate the causal relation idle. However, the fact that the behavioral contribution of implicit attitudes is likely small or that behavior could largely be explained by other factors does not make implicit attitudes any less important or ethically meaningful. To the contrary, attending to these facts clarifies why we are morally responsible for implicitly biased behavior.
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