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Abstract—In this paper, we study a large population game with heterogeneous dynamics and cost functions solving a consensus problem. Moreover, the agents have communication constraints which appear as: (1) an Additive-White Gaussian Noise (AWGN) channel, and (2) asynchronous data transmission via a fixed scheduling policy. Since the complexity of solving the game increases with the number of agents, we use the Mean-Field Game paradigm to solve it. Under standard assumptions on the information structure of the agents, we prove that the control of the agent in the MFG setting is free of the dual effect. This allows us to obtain an equilibrium control policy for the generic agent, which is a function of only the local observation of the agent. Furthermore, the equilibrium mean-field trajectory is shown to follow linear dynamics, hence making it computable. We show that in the finite population game, the equilibrium control policy prescribed by the MFG analysis constitutes an $\epsilon$-Nash equilibrium, where $\epsilon$ tends to zero as the number of agents goes to infinity. The paper is concluded with simulations demonstrating the performance of the equilibrium control policy.

I. INTRODUCTION

In distributed real-world applications, like networked control systems [1], ecosystem monitoring [2], and energy harvesting [3], we rarely have the luxury of pure persistent communication. Hence, in this work, we study multi-agent systems under a constrained communication structure. The communication constraints may appear in the form of limited sensor energy levels [3], noisy transmission medium [4], [5], limits on the communication frequency [6], [7] or some combination thereof, as we investigate in this work. Additionally, scalability becomes a huge challenge with increasing number of agents in a multi-agent system.

In this paper, we consider a discrete-time multi-agent game problem. Each agent is coupled with other agents through its cost function, which incentivizes the agent to form consensus with other players. In addition to a plant and a controller, the agent’s control system (See Figure 1) also consists of a scheduler and an Additive White Gaussian Noise (AWGN) channel. The scheduler controls the flow of information using a fixed scheduling policy. The communication through the AWGN channel is regulated by an encoder/decoder pair which constitutes a predictive encoder [8] to encode sequential data and a minimum mean-square estimation (MMSE) decoder to produce the best estimate of the plant state.

Related Work: There have been several works in the literature studying estimation and control problems under communication constraints. Reference [9] considers simultaneous design of measurement and control strategies for a class of Linear Quadratic Gaussian (LQG) problems under soft constraints on both. The LQG problem has been further studied for a noisy analog channel [8] and a noiseless digital channel [4] in the forward loop. All these works however, consider single agent problems with uninterrupted communication, unlike the setting of this work. In [1], the authors consider a problem where a network of plants share a noiseless communication medium via a state-based scheduling policy. The system has been shown to be dual effect free under a symmetry condition on the scheduling policy. Similarly the optimality of certainty equivalent control laws has been characterized under an event-triggered communication policy with a noiseless channel in [10], [11]. Our work on the other hand proposes a multi-agent game where each agent has intermittent access to its state measurement through a noisy channel.

A key difficulty in multi-agent systems is that of scalability. To alleviate this challenge, a mean-field game (MFG) framework was proposed in [12], [13] by Huang, Malhamé and Caines and simultaneously in [14], by Lasry and Lions. The essential idea in the MFG framework is that as the number of agents goes to infinity, agents become indistinguishable and the effect of individual deviation becomes negligible (that is, the effect of strategic interaction disappears). This leads to an aggregation effect, which can be modelled by an exogenous mean-field (MF) term. Consequently, the game problem reduces to a stochastic optimal control problem for a representative agent along with a consistency condition.

Linear Quadratic MFGs (LQ-MFGs), which combine linear agent dynamics with a quadratic cost function, serve as a significant benchmark in the study of MFGs. Recent works on LQ-MFGs [15], [16] in the discrete-time setting are free of communication constraints or consider partially observed dynamics involving packet drop-outs [17], thereby making the underlying communication link unreliable. Furthermore, Secure MFGs [18] capture the setting where the agents deliberately obfuscate their state information with the goal of subverting an eavesdropping adversary. In these works, however, communication occurs at every time instance, in contrast to our setting here, where the communication is intermittent and the channel adds noise to the incoming signal.

Contribution: In this paper, we prove that under a fixed scheduling policy, an AWGN channel and a standard information structure, the dual effect of control [19] does not show up. The result is presented in Lemma 1 and is one of the key observations of the paper. This renders the covariance of estimation error independent of control signals (for both
transmission and non-transmission times). Under the mean-field setting, this insight enables us to reduce the game to solving a standard optimal control tracking problem [16] along with a consistency condition. We prove the consistency condition of the mean-field equilibrium (MFE) under standard assumptions and characterize the linear dynamics of the equilibrium MF trajectory. Finally, we prove that the policies prescribed by the MFE constitute an \( \epsilon \)-Nash equilibrium for the finite population game and provide simulations to illustrate the performance of the equilibrium control policy.

The paper is organized as follows. Following this introduction, Section II introduces the finite-agent game formulation of the multi-agent system and the underlying information structures of each of the its entities (see Fig. 1). In Section III, we formulate the LQ-MFG problem, characterize its MFE and demonstrate the \( \epsilon \)-Nash property of the MFE. In Section IV, we provide simulations to analyze the performance of the MFE and conclude the paper in Section V sharing some highlights. The proofs of Lemma 2 and Theorems 1, 3 are omitted, and that of Theorem 2 is given only in abbreviated form due to page limitations; an extended version of the paper is available online [20].

Notations: Let \( X^i_k \) denote the \( i^{th} \) agent’s state at time instance \( k \) and \( X^i_{k:k'} \), the \( i^{th} \) agent’s state history from instant \( k \) to \( k' \), i.e., \( X^i_{k:k'} = (X^i_k, \ldots, X^i_{k'}) \). Let the set of non-negative integers and real numbers be denoted by \( \mathbb{Z}^+ \) and \( \mathbb{R}^+ \), respectively. The transpose of matrix \( A \) is denoted by \( A' \) and trace of a square matrix \( M \) by \( \text{Tr}(M) \). For some vector \( z \) and positive semi-definite matrix \( S \), let \( \|z\|_S = z' S z \). Unless stated otherwise, let \( \| \cdot \| \) denote the 2-norm.

II. PROBLEM FORMULATION

Consider an \( N \)-player game on infinite time horizon. Each agent’s dynamics evolves according to a linear discrete-time controlled stochastic process as

\[
X^i_{k+1} = A(\phi^i_i)X^i_k + B(\phi^i_i)U^i_k + W^i_k, \quad i \in [1, N],
\]

(1)

where \( X^i_k \in \mathbb{R}^n \) and \( U^i_k \in \mathbb{R}^m \) are the state process and the control input, respectively, for the \( i^{th} \) agent. \( W^i_k \in \mathbb{R}^n \) is an i.i.d. Gaussian process with zero mean and finite covariance \( \Sigma_w \). The initial state \( X^i_0 \) has mean \( \nu_{\phi^i,0} \) and covariance \( \Sigma_w \), and is assumed to be statistically independent of \( W^i_k \), \( \forall k \in \mathbb{Z}^+ \). All covariance matrices are assumed to be positive definite. \( A(\phi^i_i) \) and \( B(\phi^i_i) \) are constant matrices with appropriate dimensions. \( \phi^i_i \) denotes the type of the \( i^{th} \) agent drawn from a finite set \( \Phi := \{\phi_1, \cdots, \phi_m\} \) and is chosen according to the empirical distribution

\[
F_N(\phi) = \frac{1}{N} \sum_{i=1}^{N} \mathbb{1}_{\{\phi_i \leq \phi\}}, \quad \phi \in \Phi,
\]

(2)

where \( \mathbb{1}_{(\cdot)} \) is the indicator function. It is further assumed that \( \lim_{N \to \infty} F_N(\phi) = F(\phi) \) weakly, for some probability distribution \( F \) over the support of \( \Phi \), with corresponding probability mass functions \( P_N(\phi) \) and \( P(\phi) \), respectively.

To complete the problem formulation, we define the information structure on each of the blocks in Fig. 1. Such information structures are standard and appear in applications like industrial and process control [1] and wireless sensor networks [6]. First, we define a transmission time as an instant when information is sent over the channel. Let the history of transmission times up to the current instant \( k \) \((k > 0)\) be denoted by the set \( \mathcal{C}(k) := \{l \mid l \leq k, \gamma_l = 1\} \), where \( \gamma_l \) denotes the transmission instant as formalized in the next paragraph. By convention, we take \( \mathcal{C}(0) = \{0\} \).

The information states, information spaces, and the input-output maps defining the scheduler, encoder, decoder and controller are as defined in Table I. The scheduler has access to the history of plant states and the decoded outputs, based on which, it decides the transmission times of plant state through the channel. The decision whether to transmit or not is taken based on an (innovations based) threshold scheduling policy (of the form \( \delta_k S \delta_k \geq \alpha \), where \( \delta_k \) is the error between plant and decoder output at instant \( k \), to be defined later, \( S > 0 \) is a user-defined constant positive definite matrix and \( \alpha > 0 \) is the threshold parameter). Note that here, by innovations-based process, we mean, given a process \( \{z_k\} \), the innovation process \( \{\tilde{z}_k\} \) contains new information not carried in the sequences \( z_{k-1}, z_{k-2}, \cdots \) [21, Section 5.3]. We define \( \gamma_k := \xi_k^i (I_k, \iota) \), where \( \gamma_k = 1 \) signifies that \( k \) is a transmission instant and \( \gamma_k = 0 \) signifies no transmissions \((\varphi)\).

Next, the encoder transmits encoded state information \( (c^i_k) \) at transmission times over the channel. The signal \( c^i_k \) in Figure 1 is given as:

\[
\begin{align*}
  c^i_k = \begin{cases} 
    c^i_k, & \text{if } \gamma_k = 1, \\
    \varphi, & \text{if } \gamma_k = 0.
  \end{cases}
\end{align*}
\]

The encoder is assumed to have full knowledge of the system as in Table I, which leads to better control performance compared to structures where only partial information is available [4] (cf. [4] for a detailed study on other encoder information structures and how they may be realized). Such a situation emerges when the encoder and the scheduler are collocated with the plant, and hence, can observe both its state as well as the control actions applied to it [4]. In addition, we assume that the encoder is predictive, i.e., it transmits over the channel, functions of the true state minus the decoder output at the same instant. Such encoders are used in practice while encoding sequential data [8].
It is imperative to note here that the above assumptions on the encoder and the scheduler information structures, as we prove in the next section, will entail no dual-effect of control, and hence, lead to a simple controller design. The dual effect of control refers to the dual role of the controller in the evolution of the system dynamics and to probe the scheduler and new measurements to reduce its uncertainty on the system state [10]. Finally, we note, in the table, \( c_{k}(k) := \{c_{l} \mid l \leq k, \gamma_{l} = 1 \} \) and \( d_{k}(k) := \{d_{l} \mid l \leq k, \gamma_{l} = 1 \} \).

The encoded signal is sent over an AWGN channel, which is analog, memoryless and is modeled as:

\[
d_{i} = c_{i} + v_{i}, \quad l \in K(k)
\]

where \( v_{l} \) is an i.i.d. zero mean Gaussian process with finite positive-definite covariance \( \Sigma_{v} \) and represents the channel noise. The input and output alphabets of the channel lie in \( \mathbb{R}^{n} \). The signal \( \bar{d}_{k} \) in Figure 1 is given as:

\[
\bar{d}_{k} = \begin{cases} 
    d_{k}, & \text{if } \gamma_{k} = 1, \\
    \varphi, & \text{if } \gamma_{k} = 0.
\end{cases}
\]

Next, the decoder at the controller end serves two purposes. Firstly, it decodes the noisy channel output to produce a MMSE estimate [8] of the input signal whenever new information is received via the channel. Secondly, between transmission times, it calculates a recursive estimate of the plant state to send information to the controller at all times \( k \). Thus, the complete decoder mapping is given by

\[
Y_{k} = \begin{cases} 
   \mathbb{E}\{X_{k}^i|I_{k}^{\gamma_{l}}\}, & \text{if } \gamma_{k} = 1, \\
   AY_{k-1} + BU_{k-1}, & \text{if } \gamma_{k} = 0,
\end{cases}
\]

where \( AY_{k-1} + BU_{k-1} \) is the recursive estimate calculated by the decoder between transmission instants, and \( Y_{k} \) is the input to the controller.

Finally, the controller calculates control actions by minimizing an infinite-horizon average cost function

\[
J^{N}_{k}(\pi^{i}, \pi^{-i}) := \limsup_{T \to \infty} \frac{1}{T} \mathbb{E} \left\{ \sum_{k=0}^{T-1} \left( \frac{1}{N} \sum_{j=1}^{N} X_{k}^{j} - \frac{\sum_{j=1}^{N} X_{k}^{j}}{Q(\phi_{j})} + \frac{\sum_{j=1}^{N} U_{k}^{j}}{R(\phi_{j})} \right) \right\}
\]

where \( Q(\phi_{j}) \geq 0, R(\phi_{j}) > 0 \) and the parameter \( \phi_{j} \in \Phi \) determines the tuple \((A(\phi), B(\phi), Q(\phi), R(\phi))\) for each agent. Further, \( \pi^{-i} := (\pi^{1}, \cdots, \pi^{i-1}, \pi^{i+1}, \cdots, \pi^{N}) \), where \( \pi^{i} \) is as defined in Table I. The control law for agent \( i \) over the sequence of deterministic control policies \( \pi^{i} := (\pi_{0}^{i}, \pi_{1}^{i}, \cdots, \in \mathcal{M}_{i} \), where \( \mathcal{M}_{i} \) is the space of admissible decentralized control laws. The coupling between agents enters via the consensus term \( \frac{1}{N} \sum_{j \neq i} X_{k}^{j} \) in the objective.

Now, that the problem description is complete, the aim is to design a decentralized control policy for each agent in (1) minimizing its local objective (4), which is done using the MFG framework in the next section.

**III. MEAN-FIELD GAMES**

In this section, we solve the problem for the \( N \)-player system (1) with objective (4) by considering the limiting case as \( N \to \infty \). In this setting, the consensus term in (4) can be approximated by a known deterministic sequence (also termed the mean-field trajectory) following the Nash Certainty Equivalence Principle [12]. This reduces the problem to a tracking control problem and a consistency condition as shown later. First, we obtain the solution (to a fully observed tracking problem constructed from a partially observed one) for this infinite agent (mean-field) system. This solution, called the MFE, consists of computing an equilibrium control policy and the equilibrium MF trajectory. Finally, we demonstrate its \( \epsilon \)-Nash property.

**A. Optimal Tracking Control**

Consider a generic agent (from an infinite population system) of type \( \phi \) with dynamics

\[
X_{k+1} = A(\phi)X_{k} + B(\phi)U_{k} + W_{k}, \quad k \in \mathbb{Z}^{+}
\]

where \( X_{k} \in \mathbb{R}^{n} \) and \( U_{k} \in \mathbb{R}^{m} \) are the state process and the control input, respectively. The initial state \( X_{0} \) has mean \( \nu_{0,0} \) and finite positive-definite covariance \( \Sigma_{x} \). Further, \( W_{k} \in \mathbb{R}^{n} \) is an i.i.d. Gaussian process with zero mean and finite positive-definite covariance \( \Sigma_{x} \). Let us denote the generic agent’s controller information space at time \( k \) as \( I^{\mu}_{k} \). Then, its information state at any time \( k \) is \( I_{k}^{\mu} \equiv (U_{0:k-1}, Y_{0:k}) \in I^{\mu}_{k} \).

Let us define the map \( \mu_{k} : I_{k}^{\mu} \to \mathcal{U} \), or more specifically, \( \mu_{k} \) maps \( I_{k}^{\mu} \) to \( U_{k} \). The control law can then be given as

\[
J(\mu, X) := \limsup_{T \to \infty} \frac{1}{T} \mathbb{E} \left\{ \sum_{k=0}^{T-1} \left( \frac{1}{N} \sum_{j \neq i} X_{k}^{j} + \frac{\sum_{j=1}^{N} U_{k}^{j}}{R(\phi_{j})} \right) \right\}
\]

\[
J(\mu, X) := \limsup_{T \to \infty} \frac{1}{T} \mathbb{E} \left\{ \sum_{k=0}^{T-1} \left( \frac{1}{N} \sum_{j=1}^{N} X_{k}^{j} + \frac{\sum_{j=1}^{N} U_{k}^{j}}{R(\phi_{j})} \right) \right\}
\]
where the expectation is taken over the noise statistics, initial state and the joint laws \( \mu \). In addition, \( \bar{X} = (\bar{X}_1, \ldots) \) is the MF trajectory, which represents the infinite player approximation to the coupling term in (4). The introduction of this term leads to indistinguishability between the agents, thereby making the effect of state deviations of individual agents negligible. Consequently, the game problem reduces to a stochastic optimal control problem for the generic agent followed by a consistency condition, whose solution is given by the MFE. Before we formally define the MFE, we state the following assumption on the mean-field system.

**Assumption 1.** (i) The pair \((A(\phi), B(\phi))\) is controllable and \((A(\phi), Q(\phi)^{\frac{1}{2}})\) is observable.

(ii) The MF trajectory \( \bar{X} \in \mathcal{X} \), where \( \mathcal{X} := \{X_k \in \mathbb{R}^n : \|X\|_\infty := \sup_{k \geq 0} X_k < \infty\} \) is the space of bounded vector-valued functions.

Now, to define an MFE, we introduce two operators [16]:

1) \( \Psi : \mathcal{X} \to \mathcal{M} \) given by \( \Psi(\bar{X}) := \arg\min_{\mu \in \mathcal{M}} J(\mu, \bar{X}) \), which outputs the optimal control policy minimizing the cost (6), and

2) \( \Lambda : \mathcal{M} \to \mathcal{X} \) given by \( \Lambda(\mu) = \bar{X} \), also called the consistency operator, which generates a MF trajectory consistent with the optimal policy \( \Psi(\bar{X}) \) as obtained above.

Then, we have the following definition.

**Definition 1.** (Mean-field equilibrium [16]) The pair \((\mu^*, \bar{X}^*) \in \mathcal{M} \times \mathcal{X} \) is an MFE if \( \mu^* = \Psi(\bar{X}^*) \) and \( \bar{X}^* = \Lambda(\mu^*) \). More precisely, \( \bar{X}^* \) is a fixed point of the map \( \Lambda \circ \Psi \).

The trajectory \( \bar{X}^* \) is the MF trajectory at equilibrium with \( \mu^* \) as the equilibrium control policy. The aim now is to design an optimal tracking control policy for (5) minimizing (6) under the information structure discussed above.

Before proceeding, we point out that with some abuse of notation, we retain the same notations (as in Figure 1) of a generic agent’s control system except by removing the superscript \( i \). We now construct the fully observed problem (in Proposition 1 below) using decoder estimates \( (Y_k) \) from the noisy observations output from the channel. This will follow from two results, namely: the control policy is free of dual-effect [19], [22], and the optimal control policy is certainty equivalent, as we prove next. Define the error between the plant and the decoder output as:

\[
\bar{e}_k := X_k - Y_k = \begin{cases} e_k, & \gamma_k = 1 \\ \delta_k, & \gamma_k = 0 \end{cases},
\]

where from (3), we let \( e_k := X_k - \mathbb{E}\{X_k | I_{k}^d \} \) and \( \delta_k := X_k - AY_{k-1} - BU_{k-1} \), as the error at the transmission and non-transmission times, respectively. Then, we have the following lemma.

**Lemma 1.** Consider the system (5) for the generic agent under the information structure as in the previous section. Then:

(i) The relative error \( \bar{e}_k \) is independent of all control choices for all \( k \).

(ii) The expected value of \( \bar{e}_k \) and the conditional correlation between \( Y_k \) and \( \bar{e}_k \) given \( F_{k}^d \), are both zero. Consequently, the control is free of dual-effect.

**Proof.** We prove the Lemma in two parts, first for transmission and then for non-transmission times.

**Part 1:** Consider a transmission instant \( l_r \in K(k) \). Then, we have

\[
\bar{e}_{l_r+1} = e_{l_r+1} = X_{l_r+1} - Y_{l_r+1},
\]

\[
= X_{l_r+1} - \mathbb{E}\{X_{l_r+1} | I_{l_r+1}^d\} + A(\phi)e_{l_r+1} - W_{l_r+1}
\]

\[
- \mathbb{E}\{A(\phi)e_{l_r+1} - W_{l_r+1} | I_{l_r+1}^d\}.
\]

Using simple manipulations, the error at the \( l_r+1 \)-th transmission time can be recursively in terms of the preceding one as

\[
e_{l_r+1} = \eta_1(\phi)e_l + \eta_2(\phi)W_{l_r+1}\]

\[
- \mathbb{E}\{\eta_1(\phi)e_l + \eta_2(\phi)W_{l_r+1} | I_{l_r+1}^d\},
\]

for matrices \( \eta_1(\phi) \) and \( \eta_2(\phi) \) of appropriate dimensions.

Now, we prove that \( e_l \) is independent of control actions by induction on the parameter \( l_r \). Note that the first event time is assumed to be \( l_0 = 0 \). Fix \( Y_{l_0} = 0 \). Then, \( e_{l_0} = X_{l_0} \) is independent of all control actions. Now, assume that \( e_{l_r} \) is independent of all controls. Now, by assumption, we have that the process noise is independent of controls, \( \forall l_r \). Consequently, from (8) and the induction hypothesis, we have that \( e_{l_r+1} \) is independent of all controls. Finally, by the principle of mathematical induction, (i) holds for Part 1.

Next, since \( e_{l_r} = X_{l_r} - \mathbb{E}\{X_{l_r} | I_{l_r}^d\} \), we have \( \mathbb{E}\{e_{l_r} | I_{l_r}^d\} = 0 \). Also, \( \mathbb{E}\{Y_{l_r}, e_{l_r} | I_{l_r}^d\} = \mathbb{E}\{Y_{l_r}, e_{l_r} | I_{l_r}^d, Y_{l_r}\} = Y_{l_r}, \mathbb{E}\{e_{l_r} | I_{l_r}^d\} = 0 \), where the second equality follows since \( Y_{l_r} = \mathbb{P}_{l_r}(I_{l_r}^d) \) is \( \sigma(I_{l_r}^d) \)-measurable (the sigma-algebra generated by \( I_{l_r}^d \)). Hence, (ii) holds.

**Part 2:** Now, we prove (i) and (ii) for the non-transmission times. Suppose \( l_r \) and \( l_{r+1} \) are some consecutive transmission times. Then, for any \( k \in (l_r, l_{r+1}) \), \( \bar{e}_k = \delta_k = \bar{\eta}_1(\phi)\bar{e}_{l_r} + \bar{\eta}_2(\phi)W_{l_r,k-1} \), for appropriate matrices \( \bar{\eta}_1(\phi) \) and \( \bar{\eta}_2(\phi) \). Then, by Part 1, (i) holds for all non-transmission times.

Next, we prove (ii). It is easy to see that the information state of the decoder is updated with new information only at the transmission instants. More specifically, any estimate between two transmission times \( l_r \) and \( l_{r+1} \), for some \( r \), can be recovered from its information state \( I_{l_r}^d \). Thus,

\[
\mathbb{E}\{\delta_k | I_{l_r}^d\} = \mathbb{E}\{\bar{\eta}_1(\phi)e_{l_r} + \bar{\eta}_2(\phi)W_{l_r,k-1} | I_{l_r}^d\}
\]

\[
= \mathbb{E}\{\bar{\eta}_1(\phi)e_{l_r} + \bar{\eta}_2(\phi)W_{l_r,k-1} | I_{l_r}^d\}
\]

\[
= \mathbb{E}\{\bar{\eta}_1(\phi)e_{l_r} | I_{l_r}^d\} + \mathbb{E}\{\bar{\eta}_2(\phi)W_{l_r,k-1} | I_{l_r}^d\} = 0.
\]

The last equality follows from Part 1 and the fact that \( W_{l_r} \) is an independent zero mean process. Finally, \( \mathbb{E}\{Y_{l_r}, \bar{\delta}_k | I_{l_r}^d\} = 0 \).
follows in the same manner as in Part 1. Thus (ii) holds and the proof is complete.

Note that the proof of Lemma 1 is made possible due to the information structure of the scheduler, encoder and decoder. Since the information maps of the scheduler and the controller entail partially nested σ-algebras, the scheduler is able to recover the controller output information at its own end. This, in addition to the deterministic nature of control policies, allows the scheduler to compute the scheduling policy based on innovations and consequently take complete authority over transmission of new information. As a result, the control is dual-effect free.

Next, we show that due to the no dual-effect, the separation principle holds for the underlying tracking problem. Consequently, the optimal control law under the information structure in Table I, is certainty equivalent [1].

**Theorem 1.** Consider the information structure on the generic agent as in Table I. Then, the control design problem separates into designing a state decoder and a certainty equivalent controller.

Certainty equivalence of the optimal control policy is a consequence of no dual-effect [19], [22] of control as in Lemma 1. When the control is free of dual-effect, the covariance of the estimation error is independent of the control signals used. Thus, the controller can no longer benefit from probing the scheduler for information and can be designed independently of the scheduler and the decoder. We are now ready to state the following Proposition.

**Proposition 1** (Separated Stochastic Optimal Control Problem). Using Theorem 1, the fully observed system can be constructed using the partially observed one (due to the presence of noisy channel) as:

\[
Y_{k+1} = \left\{ \begin{array}{ll}
A(\phi)Y_k + B(\phi)U_k + W_k, & \gamma_{k+1} = 1 \\
A(\phi)Y_k + B(\phi)\bar{U}_k, & \gamma_{k+1} = 0 
\end{array} \right.,
\]

where \( W_k = A(\phi)\bar{e}_k + W_k - \bar{e}_{k+1} \), with the associated cost-to-go \( (Y_k - X_k)^{T}Q(\phi)(Y_k - X_k) + \mathbb{E}\{ U_k^{T}R(\phi)U_kI_k \} + \text{Tr}(Q(\phi)\Delta_k) \}. \) Then, under Assumption 1,

(i) The optimal control policy for the separated problem (9) is given as

\[
U^*_k = -\Pi(\phi)Y_k - \Gamma(\phi)\bar{e}_{k+1}
\]

where \( \Gamma(\phi) = (R(\phi) + B(\phi)^{T}K(\phi)B(\phi))^{-1}B(\phi)^{T} \), \( \Pi(\phi) = \Gamma(\phi)K(\phi)A(\phi) \) and \( K(\phi) \) is the unique positive definite solution to the algebraic Riccati equation

\[
K(\phi) = A(\phi)^{T}K(\phi)A(\phi) - A(\phi)^{T}K(\phi)B(\phi)\Pi(\phi) + Q(\phi)
\]

and the trajectory \( g_k \) is given as

\[
g_k = H(\phi)g_{k+1} - Q(\phi)\bar{X}_k,
\]

where \( H(\phi) := A(\phi)^{T}[I - K(\phi)B(\phi)\Gamma(\phi)] \) is Hurwitz.

**Proof.** The separated problem follows from (5) and (7) and Theorem 1. The rest of the proof follows from [23] and [17] and is thus omitted.

**B. MFE Analysis**

Using Proposition 1, we now prove the existence and uniqueness of the MFE by introducing an operator \( T \) as shown in this section. First note from (12) that \( H(\phi) = A(\phi) - B(\phi)\Pi(\phi) \). Then, substituting (10) in (9), we arrive at the closed-loop system as:

\[
Y_{k+1} = \left\{ \begin{array}{ll}
H(\phi)Y_k - B(\phi)\Gamma(\phi)g_{k+1} + \bar{W}_k, & \gamma_{k+1} = 1 \\
H(\phi)Y_k - B(\phi)\Gamma(\phi)g_{k+1}, & \gamma_{k+1} = 0 
\end{array} \right.,
\]

Then, using \( \bar{W}_k \) from Proposition 1 and (7), we can rewrite the above closed-loop system as

\[
X_{k+1} = H(\phi)X_k - B(\phi)\Gamma(\phi)g_{k+1} + B(\phi)\Pi(\phi)\bar{e}_k + W_k.
\]

It is to be noted that \( g_k \in \mathcal{X}, \) if \( g_0 = -\sum_{j=0}^{\infty} (H^{j}(\phi))^{T}Q(\phi)\tilde{X}_j \), which further gives \( g_k = -\sum_{j=k}^{\infty} (H^{j-k}(\phi))^{T}Q(\phi)\tilde{X}_j \). Substituting this value of \( g_k \) in (13), we get

\[
X_{k+1} = H(\phi)X_k + B(\phi)\Gamma(\phi)\sum_{j=k+1}^{\infty} (H^{j-k-1}(\phi))^{T}Q(\phi)\tilde{X}_j
\]

\[
+ B(\phi)\Pi(\phi)\bar{e}_k + W_k.
\]

Now, taking expectation and denoting \( \tilde{X}_k(\phi) = \mathbb{E}\{ X_k \} \) as the aggregate trajectory of agents of type \( \phi \), we get

\[
\tilde{X}_{k+1}(\phi) = \sum_{j=0}^{k-1} H^{j-k-1}(\phi)B(\phi)\Gamma(\phi)\sum_{s=j+1}^{\infty} (H^{s-j-1}(\phi))^{T}Q(\phi)\tilde{X}_s.
\]

where we use the tower property of conditional expectation and Lemma 1, to get \( \mathbb{E}\{ \bar{e}_k \} = \mathbb{E}\{ \bar{e}_k I_k \} \} = 0 \). Finally, (14) can be simplified further as:

\[
\hat{\tilde{X}}_{k}(\phi) = \sum_{j=0}^{k-1} H^{j-k}(\phi)B(\phi)\Gamma(\phi)\sum_{s=j+1}^{\infty} (H^{s-j-1}(\phi))^{T}Q(\phi)\tilde{X}_s.
\]

Now, using the empirical distribution (2), define the operator \( T \) as:

\[
T(\hat{X})(k) := \sum_{\phi \in \Phi} \hat{X}(\phi)P(\phi),
\]

where \( T(\hat{X})(\cdot) \) maps the input sequence to another sequence at time \( k \). Using this operator, we prove existence and uniqueness of the equilibrium MF trajectory by finding the fixed point of (16), under the following assumption.

**Assumption 2.** We assume \( \Xi := \| H(\phi) \| + \zeta < 1, \forall \phi, \) where \( \zeta := \sum_{\phi \in \Phi} \frac{\| Q(\phi) \|\| B(\phi) \|\Gamma(\phi)}{1-\| H(\phi) \|} \).

Assumption 2 is motivated by results from [13], [16], [17]. While it is stronger than the ones in [15], [17], it entails linear MF trajectory dynamics, which is easily tractable.

**Theorem 2.** Under Assumptions 1-2, the following hold true:

(i) The operator \( T(\hat{X})(\cdot) \in \mathcal{X}, \) \( \forall \hat{X} \in \mathcal{X}. \) Furthermore, there exists unique \( \hat{X}^* \in \mathcal{X} \) such that \( T(\hat{X}^*) = \hat{X}^*. \)
(ii) \( \bar{X}_k^* \) follows linear dynamics, i.e., \( \exists L^* \in \mathcal{L} := \{ L \in \mathbb{R}^{n \times n} : \| L \| \leq 1, \bar{X}_{k+1}^* = L \bar{X}_k^* \} \), where \( \bar{X}_k^* \) is the aggregate trajectory of the agents at equilibrium, and \( \bar{X}_0^* = \sum_{\phi \in \Phi} \nu_{\phi,0} P(\phi) \).

Proof. (i) The proof is straightforward.

(ii) Define the operator \( \bar{T}_\Phi(L) := H(\phi) + B(\phi) \Gamma(\phi) \sum_{\alpha=0}^{\infty} (H^\alpha(\phi))^\prime Q(\phi) L^{\alpha+1} \), with \( L^* = \bar{T}(L^*) \) and \( \bar{X}_{k+1}^* = L^* \bar{X}_k^* \). To prove that such a \( L^* \) indeed exists, we follow the same lines of proof as in [16] to arrive at

\[
\| \bar{T}(L_2) - \bar{T}(L_1) \| \leq \sum_{\phi \in \Phi} \frac{\| B(\phi) \Gamma(\phi) \||\| Q \|\}}{(1 - \| H(\phi) \|)^2} \| L_2 - L_1 \| \| P(\phi) \|, 
\]

which, under Assumption 2, establishes that \( \bar{T} \) is a contraction. Using completeness of \( \mathcal{L} \) and Banach’s fixed point theorem, we indeed have the existence of such an \( L^* \). Finally, from (i) above, we get that the unique MF trajectory \( \bar{X}_k^* \) can be constructed recursively as \( \bar{X}_k^* = (L^*)^k \bar{X}_0^* \) with \( \bar{X}_0^* = \nu_{\phi,0} \).

Theorem 2 (i) provides us with a unique MFE while the linearity of the MF trajectory in (ii) gives a control law which is linear in the state of the agent and the equilibrium trajectory [16]. This further makes the computation of this trajectory tractable which would otherwise have involved a non-causal infinite sum.

C. \( \epsilon \)-Nash Equilibrium

We now show that under the information structure in Table I, the MFE constitutes an \( \epsilon \)-Nash equilibrium for the \( N \)-player game. Before doing that, we first provide the definition of \( \epsilon \)-Nash equilibrium for the discrete-time MFG under communication constraints. Let us denote the space of admissible centralized control policies for agent \( i \) as \( \mathcal{M}_i^c \), under a centralized information structure, where each agent is assumed to have access to other agents’ output histories. Then, we have the following:

Definition 2. [17, 24] The set of control policies \( \{ \mu^i \in \mathcal{M}_i^c, i \in [1, N] \} \) constitute an \( \epsilon \)-Nash equilibrium with respect to the cost functions \( \{ J_i^N, i \in [1, N] \} \), if, for some \( \epsilon > 0 \),

\[
J_i^N(\mu^i, \mu^{-i}) - \epsilon \leq \inf_{\pi^i \in \mathcal{M}_i^c} J_i^N(\pi^i, \mu^{-i}).
\]

We start by providing the following Lemma, which states that the mass behaviour in (4) converges to the equilibrium MF trajectory as in Theorem 2 (i). Note henceforth, signals superscripted by an asterisk (\( * \)) will represent quantities in the equilibrium, e.g., \( X_{k}^* \) denotes the state of agent \( i \) at time \( k \) under equilibrium control policy.

Lemma 2. Suppose Assumptions 1-2 hold and all the agents operate under the equilibrium control policy. Then, the coupling term in (4) converges (in the mean-square sense) to the equilibrium mean-field trajectory, i.e.,

\[
\lim_{N \to \infty} \limsup_{T \to \infty} \frac{1}{T} \mathbb{E} \left\{ \sum_{k=0}^{T-1} \frac{1}{N} \sum_{i=1}^{N} \| X_k^i - \bar{X}_k^* \|^2 \right\} = 0. \quad (17)
\]

Now, we prove the \( \epsilon \)-Nash property of the MFE. Toward that end, consider the following cost functions:

\[
J_i^N(\mu^i, \mu^{-i}) = \sum_{k=0}^{T-1} \mathbb{E} \left\{ \frac{1}{N} \sum_{j=1}^{N} X_k^j - \bar{X}_k^* \|_Q^2 + \| U_k^i \|_R^2 \right\},
\]

\[
J_i^N(\pi^i, \mu^{-i}) = \sum_{k=0}^{T-1} \mathbb{E} \left\{ \frac{1}{N} \sum_{j=1}^{N} X_k^j - \bar{X}_k^* \|_Q^2 + \| V_k^i \|_R^2 \right\},
\]

where \( \bar{X}_k^* \) is the equilibrium MF trajectory (Theorem 2) and \( X_k^i \) is the state of agent \( i \) at time \( k \) when it chooses a control law \( \pi^i \) from the set of centralized policies \( M_i^c \). Notice that this set is strictly larger than the set \( M \). Furthermore, the control action \( V_k^i \) is derived from \( \pi^i \in M_i^c \). Now, we have the following theorem stating the \( \epsilon \)-Nash result, i.e., that the control laws prescribed by the MFE are also \( \epsilon \)-Nash in the finite population case.

Theorem 3. Under the Assumptions 1-2, the set of \( N \) decentralized control laws \( \{ \mu^i, i \in [1, N] \} \), where \( \mu^i = \mu^* \), constitutes an \( \epsilon \)-Nash equilibrium for the LQ-MFG with communication constrained AWGN channel, more precisely, we have

\[
J_i^N(\mu^i, \mu^{-i}) \leq \inf_{\pi^i \in \mathcal{M}_i^c} J_i^N(\pi^i, \mu^{-i}) + \mathcal{O} \left( \limsup_{T \to \infty} \sqrt{\epsilon_T} \right), \quad (21)
\]

where \( \epsilon_T = \frac{1}{T} \mathbb{E} \left\{ \sum_{k=0}^{T-1} \frac{1}{N} \sum_{j=1}^{N} X_k^j - \bar{X}_k^* \|_Q^2 \right\}. \)

Before concluding this section, we remark that according to Theorem 3, the decentralized equilibrium policy provides an \( \epsilon \)-Nash equilibrium for the centralized policy structure in the \( N \)-player game. Consequently, it also provides an \( \epsilon \)-Nash equilibrium for the decentralized policy structure in the original \( N \)-player game formulated in Section II.

IV. SIMULATIONS

In this section we demonstrate the performance of MFE under different scheduling policies. We simulate a finite population game with scalar dynamics and a single type \( \phi \). The dynamics and cost parameters of the agents satisfy Assumptions 1 and 2. For Figure 2a we simulate a game
of $N = 100$ agents and show that in spite of significant channel noise the estimation error decreases allowing the agents to form a consensus in a very short time. Note that the output does not perfectly mimic the true state due to the asynchronous nature of communication.

![Fig. 2: Performance of the equilibrium policy under communication constraints](image)

For Figure 2b, we simulate the behavior of $N=1000$ agents and plot the average cost per agent on a logarithmic axis against scheduling threshold of $\alpha = 0.0, 0.2, 0.4, 0.6, 0.6$. The figure shows a box plot depicting the median (red line) and spread (box) of the average cost per agent over 100 runs for each value of $\alpha$. The plot shows a clear increase in average cost per agent as $\alpha$ is increased, indicating that an increase in $\alpha$ leads to an increase in estimation error, which in turn causes a higher average cost per agent. This indicates that a compromise can be reached between performance (average cost) vs communication frequency through a judicious choice of the threshold parameter $\alpha$.

V. CONCLUSION

In this paper, we have studied LQ-MFGs under communication constraints, namely when there is intermittent communication over an AWGN channel. Under the defined information structure involving the scheduler, encoder, decoder and controller, we have proved that the control is free of the dual-effect in the mean field limit. Consequently, the optimal control policy has been shown to be certainty equivalent. Under appropriate assumptions, we have established the existence, uniqueness and characterization (linearity) of the mean-field trajectory, shown to have the $\varepsilon$-Nash property. We have also empirically demonstrated that the performance of the equilibrium policies deteriorates for decreasing communication frequency, aligned with intuition.
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