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Abstract—Indirect methods for visual SLAM are gaining popularity due to their robustness to environmental variations. ORB-SLAM2 [1] is a benchmark method in this domain, however, it consumes significant time for computing descriptors that never get reused unless a frame is selected as a keyframe. To overcome these problems, we present FastORB-SLAM which is light-weight and efficient as it tracks keypoints between adjacent frames without computing descriptors. To achieve this, a two stage descriptor-independent keypoint matching method is proposed based on sparse optical flow. In the first stage, we predict initial keypoint correspondences via a simple but effective motion model and then robustly establish the correspondences via pyramid-based sparse optical flow tracking. In the second stage, we leverage the constraints of the motion smoothness and epipolar geometry to refine the correspondences. In particular, our method computes descriptors only for keyframes. We test FastORB-SLAM on TUM and ICL-NUIM RGB-D datasets and compare its accuracy and efficiency to nine existing RGB-D SLAM methods. Qualitative and quantitative results show that our method achieves state-of-the-art accuracy and is about twice as fast as the ORB-SLAM2.

Index Terms—Visual SLAM, ORB SLAM, Keypoint Matching, Optical Flow, Motion Model.

I. INTRODUCTION

VISUAL simultaneous localization and mapping (SLAM) has been an active field of research in recent years [1]–[8]. SLAM provides a powerful solution for mobile robots to estimate six degrees-of-freedom (DoF) pose (position and orientation) and recover the 3D structure of the surroundings from a camera’s video stream. Visual SLAM is gaining importance in many application areas [9], such as virtual reality (VR), augmented reality (AR), unmanned aerial vehicle (UAV) or unmanned ground vehicle (UGV) navigation, and autonomous mobile robots.

High-accuracy and low-computational cost are the two core requirements of visual SLAM [10]–[17]. Current methods are divided into photometric-based direct methods, e.g., DSO [4] and SVO [5], and feature-based indirect methods [18]–[20]. Direct methods recover pose by minimizing the pixels’ photometric errors whereas indirect methods leverage discriminative image features to recover camera pose by minimizing the reprojection errors between the feature correspondences, and implement loop closure (relocation) to eliminate the global drift based on the feature descriptors. Point-based methods track discriminative keypoints along successive frames and then recover the camera motion trajectory. These methods are robust because the discriminative keypoints are relatively invariant to changes in viewpoint and illumination. Recently, many indirect SLAM methods were proposed for real-time applications [8], [18]. Among these, ORB-SLAM2 is considered to be the current state-of-the-art SLAM method [38], [53], [54]. It is developed based on many excellent works, e.g., the first real-time visual SLAM system, PTAM [21], a fast place recognition method, BoW2 [22], and an efficient graph-based bundle adjustment (BA) algorithm, covisibility graph [23]. Therefore, ORB-SLAM2 achieves better accuracy and robustness than other existing solutions.

Mainstream indirect methods such as ORB-SLAM2 implement three threads: Tracking, Local Map and Loop Closure. The Tracking thread establishes keypoint correspondences in adjacent frames based on descriptor matching, and then estimates and outputs camera pose in real time. Once a current
frame is selected as a keyframe, the last two threads are activated to refine camera motion but not in real time. The Tracking part is considered as the foundation of any SLAM system, since it not only has an immediate impact on accuracy and robustness but also provides association information for the other two threads. Naturally, it takes up most of the computational resources.

We observe that the computation of keypoint descriptors in indirect methods is time-consuming and the descriptors are not reused except in the case of keyframes. This wastes significant computational sources. If we can establish reliable keypoint correspondences without extracting descriptors between adjacent frames (or equivalently in Tracking), it will greatly reduce the computational cost without loss of precision.

Based on the above, we present FastORB-SLAM, a fast and lightweight visual SLAM system that outputs high-accuracy 6-DoF pose estimates in real time. Unlike indirect methods such as ORB-SLAM2, our method matches keypoints between adjacent frames in Tracking without extracting descriptors (see Fig. [1]). The keypoint matching method is designed into two stages: The first stage is for robust keypoint matching where we predict the initial keypoint correspondences by a uniform acceleration motion (UAM) model and then use a pyramid-based sparse optical flow algorithm to establish coarse keypoint correspondences. The second stage is for finer refinement where we exploit grid-based motion statistics to filter out outliers and then utilize the epipolar constraint to further refine the correspondences. Our main contributions are summarized as follows:

- We present a light-weight SLAM system, coined FastORB-SLAM, which is developed based on ORB-SLAM2 and sparse optical flow. FastORB-SLAM exploits a new structure where matching keypoints between adjacent frames is based on minimizing the grayscale errors and matching keypoints between non-adjacent frames (keyframes) is based on keypoint descriptors. This design balances the competing needs between the localization accuracy and computational complexity.

- We propose a two-stage keypoint matching algorithm to establish reliable keypoint correspondences between adjacent frames without descriptors. Our algorithm exploits the UAM model to predict initial keypoint correspondences which not only improves the accuracy of keypoint matching but also reduces the computational complexity of correspondence search.

- FastORB-SLAM was compared with nine (almost all) existing representative open-source RGB-D SLAM systems in terms of localization accuracy (RMSE) and computation time on well-known RGB-D datasets: TUM [50] and ICL-NUIM [51]. Qualitative and quantitative results show our method achieves state-of-the-art performance.

- FastORB-SLAM is about twice as fast as the benchmark ORB-SLAM2 with highly competitive localization accuracy. See our demo at https://b23.tv/dJqNkU4.

II. RELATED WORK

High accuracy and low-computational cost are the two core requirements of visual SLAM [2]. [3]. Current visual SLAM methods are divided into photometric-based direct methods and feature-based indirect methods:

**Photometric-based Direct SLAM**: These methods solve pose estimation by minimizing pixel-level intensity errors of images [5]. Recent representative works include semi-direct methods [5] and sparse direct methods [4]. Forster et al. proposed semi-direct visual odometry (SVO) [5], a two-thread framework that consists of Tracking and Local Mapping. It tracks sparse pixels at the FAST corners [7] to recover motion in Tracking, and refines the pose in Local Mapping. SVO uses a depth filter model to estimate pixel depth values and filters outliers. It models the triangulated depth observations with a Gaussian Uniform distribution. If the triangulated depths of the same feature point are within a small range, then the mean and variance of the depth values can be obtained using a Gaussian distribution. However, if the depth values are spread out, then they follow a uniform distribution. If a feature contains many outliers, it is filtered out as it does not converge to a Gaussian distribution with a small variance. To solve this problem, Loo et al. proposed CNN-SVO [7] which uses a mono depth prediction network to predict depth values at corners to improve upon the robustness of SVO.

Engel et al. proposed direct sparse odometry (DSO) [4], a probabilistic model that directly minimizes photometric error without computing keypoints or descriptors. Similar to CNN-SVO, Yang et al. leveraged deep learning based depth prediction to improve the performance of DSO [25], [26]. Wang et al. proposed Stereo DSO, where the depth value of a pixel is estimated by multi-view geometry [27]. Schubert et al. adopted a rolling shutter model to improve robustness [28]. Von et al. integrated an Inertial Measurement Unit (IMU) sensor to improve the robustness in case of quick movements [29]. Similar works with an IMU include [30]–[32]. Gao et al. added a Loop Closure thread to eliminate global drift errors [33]. Extensive experiments show that direct methods have an obvious advantage in computing speed [4], however, they have poor robustness and accuracy.

Direct methods generally use a coarse-to-fine strategy to improve robustness where the camera pose is successively solved for in a multi-level image pyramid, such as in [3]. In other works, the term “coarse-to-fine” is used for a two-stage process that estimates a coarse value in the first stage, and then refines the coarse value to improve accuracy in the second stage. For example, Ding et al. proposed a two-stage (coarse-to-fine) retrieval framework called CamNet for camera re-localization [53]. CamNet first obtains a coarse relative pose estimate using an image-based retrieval module and then refines the estimate using a pose-based retrieval module. Mori et al. adopted a two-stage (coarse-to-fine) convolutional neural network (CNN)-based framework that first estimates a coarse keypoint orientation and then refines it [59]. The proposed FastORB-SLAM not only adopts a two stage process to establish accurate keypoint correspondences, but also uses an image pyramid to iteratively solve for the movement vector in the first stage. As a result, FastORB-SLAM can establish reliable keypoint correspondences.

**Feature-based Indirect SLAM**: This group of methods leverage salient image features, such as point or line features, to
recover and refine camera motion by minimizing reprojection errors of the feature correspondences [18], [20], [21].

Georg et al. [21] proposed PTAM, the first real-time feature indirect SLAM method, which includes two parallel threads. PTAM estimates pose in real-time in the Tracking thread, and refines the camera motion in the Local Mapping thread. Many follow-up works have been proposed based on PTAM for real-time applications [8], [14]. Among these, ORB-SLAM2 is known as the current state-of-the-art as it achieves unprecedented performance [2]. In addition to the above mentioned two parallel threads, ORB-SLAM2 adds a Loop Closure thread as a global constraint. This thread builds on the bag of words (BoWs) model [22] and the covisibility graph [23]. The former is used to measure similarity of two frames and the latter is used for high-efficiency large-scale Bundle Adjustment.

Subsequently, many methods have been proposed based on the ORB-SLAM2. Point-based methods give poor localization accuracy and even fail in scenes with low-texture where they cannot track enough keypoints. For this problem, Gomez-Ojeda et al. [18] and Fu et al. [20] integrated line features into the ORB-SLAM2 system to improve robustness in low-texture scenes. To meet the requirement of pose estimation in dynamic scenes, Bescos et al. proposed Dyna-SLAM [38] which adds a preprocessing step based on ORB-SLAM2 to recognize and then cull dynamic objects using the Mask-RCNN network [55]. ORB-SLAM2 has also been extended for other applications, such as robot navigation [39], [40], semantic SLAM [41], [42], etc. Recently (in Aug 2020), ORB-SLAM3 was released on arXiv [43] which integrates IMU with ORB-SLAM2.

Apart from point detection, binary feature description and efficient matching play important roles in point-based SLAM [62]. For the description problem, Fan et al. [63] leveraged an unsupervised framework to learn binary descriptors, which produce higher accuracy than previous unsupervised and even most supervised methods. Similar unsupervised learning-based works include DBD-MQ [64] and Deepbit [65]. Binary descriptors are generally based on intensity only, however, [66] proposed intensity and gradient-based features which obtain SOTA performance. For the matching problem, [67] proposed a Euclidean space-based descriptor matching method, instead of the conventional Hamming space-based, to achieve improved search accuracy.

Indirect methods extract sparse features/descriptors, match descriptors of successive frames, recover camera motion and refine pose and map structure through minimizing reprojection errors between feature correspondences. Hence, compared with direct methods, indirect methods take more computational resources to extract salient indirect features. Robust features make the system more reliable at the additional computational cost of feature extraction.

Summary: A complete SLAM system (direct or indirect) must include three threads: Tracking, Local Mapping, and Loop Closure. Tracking runs at front-end and outputs current camera pose in real-time. Local Mapping and Loop Closure run at back-end but not in real-time. They are designed to refine (optimize) camera motion and map structure with local or global constraints. Loop Closure is an essential thread to improve robustness in a life-time operation because it provides a powerful constraint to correct globally accumulated errors. Moreover, it can also be used for re-localization when the system fails to track the efficient features [24]–[36].

Whether minimizing photometric errors in direct methods or reprojection errors in indirect methods, it boils down to a non-linear least-squares optimization problem, which can be efficiently solved by the BA algorithm [18]. Once correspondences are established, pose estimation or refinement problem can be solved through the BA optimization. Hence, it is extremely important for visual SLAM to establish accurate feature correspondences.

III. SYSTEM OVERVIEW

We propose FastORB-SLAM, a fast and light-weight visual SLAM system as shown in Fig.2. In a nutshell, the structure of FastORB-SLAM is developed based on the ORB-SLAM2 and implements three threads: Tracking, Local Mapping, and Loop Closure. Tracking runs at front-end and outputs real-time camera pose estimates as well as provides observation information between frames for the other two threads. Local Mapping and Loop Closure run at back-end but not in real-time. The are activated only when a frame is selected as a keyframe to eliminate local or global drift errors for highly accurate pose estimation. Camera pose estimation and optimization are implemented based on a Map structure.

Compared with ORB-SLAM2, a conventional indirect method, our method establishes keypoint correspondences between adjacent frames based on grayscale matching instead of descriptor matching. Hence, our method does not need to compute keypoint descriptors during Tracking. In particular, the descriptors are computed only when the current frame is selected as a keyframe, whereas ORB-SLAM2 computes the descriptors for every frame.

Compared with DSO [4], a conventional direct method, our method leverages salient point features to improve robustness instead of directly using pixel grayscale values, and is able to eliminate global errors with the extracted keypoint descriptors at back-end.

Compared with SVO [5], a conventional semi-direct method, there are three main differences. Firstly, our method adopts different keypoint detector. Secondly, SVO cannot implement a loop closure as it does not extract descriptors. Finally, SVO tracks keypoints to recover motion by directly minimizing photometric errors which has a limitation that if keypoint correspondences contain many outliers, these outliers will lead to a very poor localization accuracy (details in Section I). FastORB-SLAM first establishes keypoint correspondences and then deals with the outlier problem with an explicit two-stage descriptor-independent keypoint matching method. After that, the camera motion is recovered by minimizing the reprojection errors between the keypoint correspondences.

FastORB-SLAM exploits a new structure where matching keypoints between adjacent frames is based on the grayscale invariance and matching keypoints between non-adjacent frames (keyframes) is based on descriptor invariance. To achieve this, a two-stage descriptor-independent keypoint matching method is proposed. Hence, our method only extracts
Local Mapping in real-time.

Fig. 2. System overview. FastORB-SLAM consists of three threads: Tracking, Local Mapping, and Loop Closure. Tracking estimates 6-DoF camera pose in real-time. Local Mapping adds a new keyframe and optimizes local keyframes by BA optimization. Loop Closure constantly checks a loop and corrects the global drift with BA optimization. The Map structure contains information of keyframe, map points, covisible graph, and spanning tree. The structure is compact and designed for efficient computation [2], it maintains useful observations and timely culls useless information to avoid redundant computation.

descriptors when the current frame is selected as a keyframe. This design balances the competing needs between the localization accuracy and computational complexity. More details of FastORB-SLAM are given below:

Map: The map structure is compact and designed for high-efficiency computation when the system performs BA [2], it retains useful observations and timely culls useless information to avoid unnecessary computation. The structure consists of:

- **Keyframes**: Each keyframe contains camera pose parameters, observed keypoints, and descriptors.
- **Mappoints**: Each mappoint consists of a 3D landmark that is observed by the corresponding keypoint and its 3D position in the world coordinate system.
- **Covisibility graph**: This graph contains covisibility information of keyframes [23], where each node represents a keyframe, and the edges between keyframes are created only when sharing a minimum number of landmarks (set to 20 in our experiments). Implementing local BA means to optimize the current keyframe and its neighbor keyframes (nodes) in the graph for fast pose refinement.
- **Spanning tree**: Spanning tree stands for the minimum connected representation of a graph that includes all keyframes. Once a spanning tree is established, a corresponding essential graph is created. Unlike covisibility graph, an edge in essential graph is created only when two keyframes share over 100 landmarks, hence, it is more sparse. The spanning tree and essential graph proposed by ORB-SLAM [2] allow for a fast global BA.

Optimizing the graph is equivalent to optimizing keyframe poses (nodes) based on observation constraints (edges). Controlling graph scale (nodes and edges) controls computational requirements.

**Tracking**: This thread outputs real-time pose results and provides the observation information between frames for the remaining two threads. Each frame is pre-processed by the adaptive histogram equalization algorithm [44] to reduce the effects of illumination variation (see Fig. 3). Next, keypoints are detected with the improved ORB algorithm [1] and an initial camera pose is predicted with the proposed UAM model. Keypoint correspondences are then established via two stage (coarse-to-fine) descriptor-independent matching (details in Section VI). Similar to other SOTA methods such as ORB-SLAM2 and SVO, the keypoint correspondences are searched from the last frame, the nearest keyframe, and local Map. Once the correspondences are established, the pose estimate is refined with the BA optimization. Compared with ORB-SLAM2, efficiency of this thread comes from two aspects: there is no need to compute keypoint descriptors or detect keypoints when the inlier number is high (300), as shown in Fig. 4.

After obtaining the camera pose of the current frame, the system judges whether the current frame is a keyframe i.e. it is over 20 frames apart from the rest, has at least 50 keypoints, or the Local mapping thread is idle.

**Local Mapping**: This thread is activated when a frame is selected as a keyframe. The system computes keypoint descriptors for the keyframe and the thread looks for previous keyframes that connect to the current one in the Covisibility graph based on descriptor matching. All mappoints that are seen by those keyframes are also extracted. Finally, the corresponding graph structure is created in Covisibility graph. Next, the current keyframe and connected keyframe poses are optimized to smooth local drift errors. Note that this thread only optimizes the keyframe poses that are observed by the current frame, which is a local BA process. After that, redundant keyframes are discarded to control the graph size.

**Loop Closure**: After Local Mapping, this thread is activated to look for a possible loop closure to eliminate global drift errors. In this work, we follow ORB-SLAM2 and adopt the DBoW2 model [22] to search and measure the similarity...
between the newest keyframe and other remaining keyframes. If loop closure is established, a spanning tree that contains all nodes (keyframes) is created. The spanning tree is a minimum connected representation of the graph where each node is connected to a sole parent node and a sole child node. Finally, an essential graph is created according to the spanning tree and the global BA is applied to optimize the essential graph. Whereas ORB-SLAM2 detects a loop by loading a text-format dictionary \([22]\) (~3000 ms) in advance, the proposed FastORB-SLAM converts the dictionary to a binary format for quick upload on startup (~30 ms).

**Camera Motion Model:** Camera motion in visual SLAM is considered as a three-dimension rigid motion including 3-DoF in translation and 3-DoF in rotation. We represent the motion group \(SE(3)\) as:

\[
SE(3) = \{ T = \begin{bmatrix} R & t \\ 0 & 1 \end{bmatrix} \in \mathbb{R}^{4 \times 4} \},
\]

where \(T\) denotes the camera pose, \(R \in SO(3)\) and \(t \in \mathbb{R}^3\) denote rotation and translation respectively. The Lie algebra \(se(3)\) and the vector tangents are formed by elements of the type:

\[
\xi = \begin{bmatrix} \phi \\ \rho \end{bmatrix} \in \mathbb{R}^6, \xi^\wedge = \begin{bmatrix} [\phi]_\times & \rho \\ 0 & 0 \end{bmatrix} \in se(3),
\]

where \(\phi\) and \(\rho\) denotes the rotation vector and the translation vector, respectively. \([\phi]_\times\) denotes the skew-symmetric matrix of \(\phi\). In particular, for every \(T \in SE(3)\) there exist twist coordinates \(\xi = [\phi, \rho]^T \in \mathbb{R}^6\) such that:

\[
T = \exp(\xi^\wedge).
\]

Let \(T_{cw}\) and \(T_{rw}\) be the current (frame) pose and reference (previous) pose in the world coordinate system. Let \(T_{rw}^{-1}\) be a relative motion transformation between the two poses. \(T_{cw}, T_{rw},\) and \(T_{rw}^{-1}\) belong to the Lie group \(SE(3)\) which is a smooth manifold such that the multiplication: \(SE(3) \cdot SE(3) \rightarrow SE(3)\). We have:

\[
T_{cw} = T_{rw}^{-1} T_{cw} T_{rw}, T_{rw}^{-1} = T_{cw} T_{rw}^{-1}.
\]

The camera motion is coded using the Sophus library.

**Algorithm 1** Descriptor-Independent Keypoint Matching with the UAM model.

**Input:** Reference frame \(I_r\), A keypoint on the reference frame \(I_r(x, y)\); current frame \(I_c\); Last three frame poses \(T_{cw-1}, T_{cw-2},\) and \(T_{cw-3}\).

**Output:** Movement vector \(m\) and keypoint correspondence \(I_r(x, y) \leftrightarrow I_c(x + dx, y + dy)\).

1: Model camera motion with the UAM model, then predict the relative motion translation matrix \(T_{cw-1}\) by Eq. (14) based on \(T_{cw-1}, T_{cw-2},\) and \(T_{cw-3}\).

2: According to the predicted \(T_{cw-1}\), predict current frame pose \(T_{cw}\) by Eq. (15), and then cast \(T_{cw} \in SE(3) \rightarrow T^* \in \mathbb{R}^{3 \times 4}\).

3: According to \(T^*\), predict an initial keypoint correspondence \(I_c(x^*, y^*)\) by Eq. (16).

4: Solve the movement vector \(m\) with Algorithm 2.

5: return \(m\) and \(I_c(x, y) \rightarrow I_c(x + dx, y + dy)\).

**Stage one** is implemented by Algorithm 1 for all keypoints to robustly establish coarse keypoint correspondences.
Given a reference frame pose and a predicted current frame pose, a keypoint on the reference frame and its 3D landmark can be obtained with the projection model. Note that in this case (see Section II-B), \( T_{cw} = T_{cw}^r \) and \( T_{rw} = T_{rw}^r - 1 \).

1) Predict keypoint correspondences with the UAM model giving the algorithm a good initial guess and potentially reducing the search space and computations;
2) Establish keypoint correspondences in an eight-level pyramid structure based on the sparse optical flow algorithm.

Stage two is for inlier refinement:
1) Leverage camera motion smoothness constraint to filter outliers;
2) Adopt the RANSAC-based strategy to further refine the keypoint correspondences.

Compared with the classical sparse optical flow algorithm, KLT [24], our descriptor-independent method is designed for the indirect SLAM problem, and focuses on keypoint matching instead of direct velocity vector estimation. Specifically, we use the UAM model to predict the initial correspondences and solve for the movement vector in an eight-level image pyramid for improved robustness. Whereas KLT does not include an outlier filtering process, we add outlier removal in our proposed solution for SLAM. Specifically, we exploit grid-based motion statistics [46] to filter outliers that do not conform to the motion smoothness constraint. This makes our method suitable for the SLAM problem.

Recent advances improve performance of optical flow by leveraging deep networks, however, they do not give real time performance on machines with limited computing power, e.g., Selflow [68], Flownet [69], and Liteflownet [70]. Moreover, some SLAM methods use optical flow simply to recognize moving objects and improve the localization accuracy in dynamic environments [71]–[73]. In contrast, our method uses optical flow to address the keypoint matching problem instead of the velocity estimation or the moving object recognition problem, and gives real time performance on a 1.10 GHz CPU.

Our method is largely descriptor-independent and extracts descriptors only when the current frame is selected as a keyframe. This makes our SLAM system efficient as shown in Fig. 2. In the rest of this section, we formulate the descriptor-independent keypoint matching problem, and then describe the specific steps in detail.

### A. Problem Model

In this work, the goal of the descriptor-independent keypoint matching method is defined as:

**Goal:** given a keypoint \((x, y)\) in a reference frame \(I_r\), find its corresponding location \((x + dx, y + dy)\) in the current frame \(I_c\), or equivalently, find the movement vector \(m = (dx, dy)\). Thus a correspondence can be established by:

\[
I_r(x, y) \leftrightarrow I_c(x + dx, y + dy).
\]

#### Theoretical Foundation

The proposed matching method works on two assumptions [24]:

- Grayscale invariance: Pairs of matched keypoints between adjacent frames should share the same brightness/grayscale value.
- Neighborhood motion consistency: All points in the neighborhood of a keypoint must have consistent motion.

Let us define \(I_{x,y,t}\) to be the grayscale value of a keypoint coordinate \((x, y)\) at \(t\) in the first frame. After \(dt\) time, the keypoint moves to \((x + dx, y + dy)\) in the next frame. We introduce the process of the problem formulation based on the above two assumptions.

**Assumption 1:** for grayscale invariance we have:

\[
[I_x \ I_y] \begin{bmatrix} u \\ v \end{bmatrix} = -I_t,
\]

where \(u = dx/dt, v = dy/dt\), \(I_x = \partial I/\partial x, I_y = \partial I/\partial y\), \(I_t = \partial I/\partial t\). \(I_x, I_y\) and \(I_t\) are the known image gradients along the \(x, y\) and \(time\) axes, respectively. Thus, the keypoint matching problem translates into solving keypoint movement over time. However, this equation cannot be solved as it has two unknown variables \(u\) and \(v\). Hence, we need the second assumption.

**Assumption 2:** The neighborhood motion consistency assumption means that all pixels in an \(\omega \times \omega\) patch around the keypoint must have consistent movement:

\[
[I_x \ I_y]_k \begin{bmatrix} u \\ v \end{bmatrix} = -(I_t)_k, k = 1,...,\omega^2.
\]

Eq. (7) is over-determined. The problem of keypoint matching boils down to solving for two unknowns \((u, v)\) given \(k\) equations using least squares fitting. Note that considering \(t\) is a fixed scalar between two adjacent frames e.g., Kinect 1 captures images at 30 Hz, which means \(t = 1/30\) s. In this work, we consider \(m = (u, v) = (dx, dy)\).

### B. Correspondence Prediction with UAM

Recall the **Goal** in last Section. Given a good initial guess to solve the movement vector \(m\) (see Fig. 3), it is not only able to improve the robustness of keypoint tracking, but also potentially reduce the iterative optimization computation. Based on this, we predict the keypoint correspondences in the current frame with the UAM model.

Previous methods generally use a motion model to mitigate the delay or fuse information from multiple sensors. Specifically, a motion model like Kalman filter is used to predict the vehicle pose when no pose estimation is available, enabling the system to obtain a smoother trajectory. For example, Feng et al. [60] used two motion models including an approximate
uniform motion and approximate uniform acceleration to fuse IMU and ultra-wideband measurement information for smooth motion trajectory estimation and reduced jitter in positioning data. Martínez-Carranza et al. [61] used a motion model-based stochastic filter to predict vehicle pose in those frames where no pose estimate is available due to differences in the sensor measurement frequencies. In contrast, we use a single sensor (RGB-D camera) instead of multi-sensor inputs, and predict the initial pose of the current frame with the UAM model for keypoint matching instead of direct pose estimation.

As shown in Fig. 5, we first cast the camera motion to the UAM model, and then estimate the velocity between the reference (last) frame and the current frame. Next, the current frame pose is predicted via the velocity. Finally, initial keypoint correspondences are obtained by projecting the 3D landmarks that are observed by the keypoints in the reference frame to the current frame using the predicted current camera pose (see Fig. 5). The specific operations are given below:

**Notation:** Let $T_{cw-3}, T_{cw-2}, T_{cw-1}, T_{cw} \in SE(3)$ be four sequential adjacent frame poses in the world coordinate system, where $T_{cw}$ denotes the current frame pose. Let $T_{cw-1} \in SE(3)$ be the relative motion transformation matrix between $T_{cw-1}$ and $T_{cw}$. Let $V_{cw-1}$ and $V_{cw}$ denote the average velocities from $T_{cw-1}$ to $T_{cw}$, from $T_{cw-2}$ to $T_{cw}$, and from $T_{cw-3}$ to $T_{cw-2}$, respectively, as shown in Fig. 6.

**Motion Model:** We first define the camera motion before describing the motion model. The velocity $V$ in time $t$ can be given in multiple view geometry by introducing the twist coordinates

$$V(t) = \begin{bmatrix} \phi(t) & \rho(t) \end{bmatrix} \in se(3),$$

or equally, we follow the definition in [74]:

$$\xi = (Vt) = V^t \in se(3).$$

Now, we assume that the camera motion conforms to the UAM model as shown in Fig. 6. This model assumes that the acceleration is constant i.e. the increment between two adjacent velocities is assumed to be equal. We have:

$$V_{cw-1} \otimes V_c = V_{cw-1} \otimes V_{cw-2},$$

where $\otimes$ represents the computation of increment between two velocities. Further, observe that $T_{cw-1} \otimes T_{cw}$ essentially denotes the displacement between $T_{cw-1}$ and $T_{cw}$. With Eq. (3), mapping the velocity to the displacement by the exponential map:

$$\exp(V_c^t \delta t) = T_{cw-1} \otimes V_{cw-1} = T_{cw} T_{cw-1} \in SE(3).$$

where $\delta t$ denotes the elapsed time. Observe that $\delta t$ is typically considered as a fixed scalar in visual SLAM. For instance, we use Kinect 1 as the RGB-D camera whose frame rate is 30 Hz, or $\delta t = 1/30 \approx 0.033$ s. Since $\delta t$ is fixed and small in magnitude, within the context of robot navigation, Eq. (10) can be transformed into the following:

$$T_{cw} T_{cw-1} = T_{cw-2} T_{cw} T_{cw-1}.$$  \hfill (12)

Now, the problem of velocity prediction changes to predicting the relative transformation matrix between the current and reference frame. The relative transformation matrix belongs to $SE(3)$, with Eq. (4), the increment operation can be computed by:

$$T_{cw-1} \otimes T_{cw-2} = T_{cw-2} T_{cw-1} T_{cw-2} T_{cw-1}.$$  \hfill (13)

Combining the above equations, we have:

$$T_{cw-1} = T_{cw-1} ^ {T_{cw-2} T_{cw-1}} T_{cw-3} ^ {T_{cw-2} T_{cw-3} T_{cw-2}} T_{cw-1} ^ {T_{cw-2} T_{cw-1}}.$$  \hfill (14)

Such a compact computation makes the implementation easy in terms of engineering and proves very effective in our experiments.

**Correspondences Prediction:** Once the predicted transformation matrix $T_{cw-1}$ is estimated, an initial current frame pose $T_{cw}$ can be predicted by:

$$T_{cw} = T_{cw-1} ^ {T_{cw-2} T_{cw-1}}.$$  \hfill (15)

For intuitive understanding, we use a $3 \times 4$ matrix to denote the transformation instead of $SE(3)$, which is $T_{cw} * \in SE(3) \rightarrow T_{cw} = [R, t] \in \mathbb{R}^{3 \times 4}$, where $R$ is a $3 \times 3$ rotation matrix, $t$ is a $3 \times 1$ translation matrix.

As shown in Fig. 5, a keypoint $I_c(x, y)$ on the reference frame and a 3D landmark observed by $I_m(x, y)$ in the world coordinate system, by projecting the 3D landmark $(X, Y, Z)$ to the current frame with $T$, an initial guess of keypoint correspondence $I_c(x^*, y^*)$ on the current frame can be obtained:

$$p^* \propto KT^*P = sKT^*P,$$

where $p^* = [x^*, y^*, 1]^T$, $p = [x, y, z, 1]^T$, $s$ represents the scale factor and $K$ denotes the Camera Intrinsics Matrix which is computed in advance. For all keypoints, the initial predicted correspondences can be obtained by Eq. (16).

**C. Movement Vector based on an Eight-level Image Pyramid**

**Pyramid Model:** The movement vector is computed in an image pyramid for robustness. Similar to ORB-SLAM2, we detect the keypoints in an eight-level image pyramid with scale ratio = 1.2. Let the pyramid levels be $L = 1, \ldots, L_m$ (where $L_m = 8$ is the deepest pyramid level), $m^2$ be the keypoint movement vector on the $L^t$-th image pyramid, hence, $m = m^1$ is the solution. The steps are summarized in Algorithm 2.

**Solving for the Movement Vector:** We solve the two variables $dx$ and $dy$ in a fixed-size integration window. Specifically, we set the size as $\omega_x = \omega_y = 2$. For such a window, the problem boils down to solving $dx$ and $dy$ with a system of
Fig. 7. Keypoint tracking examples of our method. We detect 1000 keypoints for every image. The left and right images in (a) represent the reference and current frame, respectively. (b) and (c) represent the results produced by KTL (w/o UAM) and ours (w/ UAM), respectively. (d) represents our results after inlier refinement including motion smoothness and epipolar constraint.

Algorithm 2: Solve for Movement Vector Based on an Eight-Level Image Pyramid.

Input: Reference frame $I_r$, current frame $I_c$, a keypoint $I_r(x, y)$ on the reference frame, initial (predicted) keypoint correspondence $I_c(x^*, y^*)$ on the current frame;
Output: The movement vector $m$ to establish Eq. (5);

1: Describe $I_c$ and $I_r$ in an eight-level Pyramid: $L_1, ..., L_m$, scale ratio = 1.2, where $L_m = 8$ denotes the deepest layer;
2: Compute movement vector $m^{L_m}$ at $L_m$ via an iterative KLT method for the iterative optimization process:
   - Objective function: Eq. (17);
   - Gradient: Eq. (18);
   - Termination condition: Eq. (20).
3: Propagate the result $m^{L_m}$ to upper layer $L_{m-1}$ as an initial guess for keypoint movement $m^{L_{m-1}}$;
4: Refine the movement vector $m^{L_{m-1}}$ at Level $L_{m-1}$ by Eq. (17);
5: Propagate the result $m^{L_{m-1}}$ to the level $L_{m-2}$ and so on up to the 1-st level to get $m^1$;
6: return $m = m^1$;

25 equations (points). Thus, the objective function is modeled as:

$$\arg\min_{dx, dy} \frac{1}{k} \sum_{i=1}^{k} ||I_r(x_i, y_i) - I_c(x^* + dx, y^* + dy)||^2,$$  \hspace{1cm} (17)

where $k$ denotes the pixels in integration window (we use $k = 25$), $i \in 1, 2, ..., k$. This equation can be solved with an iterative Lucas-Kanade (KLT) method [24].

An essential observation in KLT is that image derivatives $I_x$ and $I_y$ can be computed directly from the reference image $I_r$ in the neighborhood of the keypoint independently from the second image $I_c$. Hence, the gradient expression can be defined as:

$$\frac{\partial \epsilon(m)}{\partial m} = \sum_{i=1}^{k} \left[ I_x(x, y)I_x(x, y) \quad I_x(x, y)I_y(x, y) \quad I_y(x, y)I_x(x, y) \right]$$  \hspace{1cm} (18)

where $I_x(x, y)$ and $I_y(x, y)$ denote the image derivatives of the position $(x_i, y_i)$ in $x$ and $y$ axes, respectively. Finally, we define an accuracy evaluation function $\epsilon(w)$ to determine termination criterion for the iterations. We have

$$\epsilon(w) = \frac{1}{k} \sum_{i=1}^{k} ||I_r(x_i, y_i) - I_c(x_i + dx, y_i + dy)||,$$  \hspace{1cm} (19)

which denotes the average grayscale residual between the windows (patches). Let $N_{iter}$ be the iteration number. The termination condition is defined as

$$\epsilon(w) < w_{errormin} N_{iter} > N_{itermax},$$  \hspace{1cm} (20)
where \( w_{error_{min}} \) denotes the minimum value of the window error and \( N_{iter_{max}} \) denotes the maximum number of iterations allowed. We set \( w_{error_{min}} = 0.02 \) and \( N_{iter_{max}} = 10 \).

### D. Inlier Refinement

The previous steps establish robust keypoint correspondences between the reference and current frame, however, incorrect matches are still possible. In this stage, we adopt two efficient strategies to refine inliers:

1) motion smoothness constraint proposed in [45], [46] to filter out outliers;
2) epipolar constraint to further refine the inliers.

To process 1000 keypoints, the motion smoothness constraint takes \(-0.15\)ms, and the epipolar constraint, implemented via RANSAC-based fundamental matrix, takes \(-0.25\)ms.

### V. Experiments

We evaluate the performance of FastORB-SLAM using an RGB-D camera for localization accuracy and efficiency. We first test the proposed keypoint matching in Section V-A to demonstrate that our method can establish reliable keypoint correspondences and build a foundation for high-accuracy pose estimation. In Section V-B, we compare the proposed system to almost all (nine) open-source RGB-D SLAM systems to demonstrate the performance of FastORB-SLAM.

We used two well-known public RGB-D datasets, TUM [50] and ICL-NUIM [51]. All experiments were performed on a laptop computer with Intel Core i7-10710U CPU @1.10 GHz without GPU parallelization. FastORB-SLAM was implemented in C++ on Ubuntu 18.04 LTS and based on OpenCV 3.4, Sophus, Eigen, and the g2o [52] libraries.

#### A. Keypoint Matching

We evaluate the performance of the proposed descriptor-independent keypoint matching method in terms of inlier ratio and computation time. The method includes two stages: robust keypoint matching and inlier refinement. Since the former stage is based on KLT [24], we adopt that as a benchmark for comparison. The major difference is that we employ the UAM model to predict keypoint correspondences as an initial guess (see Section IV). Therefore, we test its effect in the following experiments. Considering the keypoints (ORB) are extracted in an image pyramid with \( L_m = 8 \) with scale ratio 1.2, KLT and our method are implemented using the same pyramid. The condition for terminating the iterations is set to \( w_{error_{min}} = 0.02 \) or \( N_{iter_{max}} = 10 \).

Figure 7 shows qualitative results where the images are from ICL-NUIM (row 1-3 and 7) and TUM (row 4-6) datasets. In Fig. 7(a), the left and right represent reference and current frame, respectively. Fig. 7(b) and Fig. 7(c) represent results produced by KLT and our method, respectively. Fig. 7(d) represent results after inlier refinement (ours). The baseline produced by KTL and our method, respectively. Fig. 7(d) demonstrate the performance of FastORB-SLAM.

#### B. Localization Accuracy and Efficiency Experiments

We evaluate the performance of FastORB-SLAM in terms of the localization accuracy and computation time. We use two popular accuracy metrics, APE (absolute pose error) and RPE (relative pose error), to measure the error between the estimated trajectory and the ground-truth.

APE measures the global accuracy of the estimated trajectory. For a estimated trajectory \( X = \{x_1, x_2, ..., x_n\} \) and its corresponding ground-truth \( X = \{\bar{x}_1, \bar{x}_2, ..., \bar{x}_n\} \), the root mean square error (RMSE) of APE can be computed by

\[
APE_{RMSE} = \left( \frac{1}{n} \sum_{i=1}^{n} \left| \left| \bar{x}_i - x_i \right| \right|^2 \right)^{1/2}.
\]

Similarly, RPE measures the local accuracy over a fixed time interval. More details about APE and RPE is available at [53].

**ICL-NUIM dataset**: Since our method is developed based on the benchmark ORB-SLAM2, we use it as a baseline for comparison. Experiments are conducted on all 8 sequences of the ICL-NUIM dataset. Quantitative and qualitative results are presented in Table II and Fig. 8 respectively. All values are computed in a real reproduction test. RMSE represents the root mean square translation error in meters and “Time” represents average computation time per frame in seconds. A values are medians of 5 executions for each sequence. Our method and ORB-SLAM2 both show high robustness, as they successfully run on all test sequences. However, our method has an obvious advantage over ORB-SLAM2 in terms of run time (see Fig. 8 left and Time statistics in Table II). In Living 3, our method takes 0.12s compared to 0.22s by ORB-SLAM2. The frame rate (FPS) of our method is nearly 84 Hz because we do not extract keypoint descriptors during Tracking. In the Living 1 and Office 3 sequences, our method obtains much higher localization accuracy than ORB-SLAM2. For visual comparison, we plot the corresponding trajectories.

---

1. https://vision.in.tum.de/data/datasets/rgbd-dataset/tools
“Ratio” represents inlier ratio where inliers are the number of keypoints on the current frame after verification of the epipolar constraint. “Time” represents the time taken for the verification. Both algorithms spent 6-7 ms on keypoint matching which is not counted in this Table. Row n represents the n-th row in Fig. 7. Our method is faster and achieves higher accuracy.

All statistics are collected via real reproduction test i.e. median over 5 executions for each sequence. RMSE represents translation in meters. Time represents average time per frame in seconds. On the Office 3 and Living 1 sequences, our method achieves much higher localization accuracy than ORB-SLAM2 with less computation time. Our method is also highly competitive on the other sequences.

**Discussion:** We compared FastORB-SLAM with nine RGB-D SLAM methods on 17 sequences (8 from ICL-NUIM, 9 from TUM). Quantitative results (Table IV) show that our method and ORB-SLAM2 are both achieve better localization performance than other methods by achieving the best accuracy on 4 sequences while others achieve only one best performance at most, such as DVO-SLAM, ElasticFusion, and Kintinuous. 

**TUM dataset:** We use the TUM dataset to compare our FastORB-SLAM to those methods which report results on this dataset. These methods include RGB-D SLAM systems such as ORB-SLAM2, DVO-SLAM [13], RGBD-SLAM2 [14], BundleFusion [15], BAD-SLAM [16], Lei et al. [17], Fu et al. [20], ElasticFusion [48], and Kintinuous [49].

Quantitative results are presented in Table IV where the localization accuracy is evaluated as the translation RMSE. All statistics are from [1], [14]–[17], [20] and real reproduction experiments. “X” means that the system failed or lost its position in the sequence. “-” means that we cannot obtain the corresponding value in the literature. Table IV shows that ORB-SLAM2 and our method both achieve better localization performance than other methods by achieving the best accuracy on 4 sequences while others achieve only one best performance at most, such as DVO-SLAM, ElasticFusion, and Fu et al.. For fr1-desk sequence, we plot the 3D motion trajectory of ORB-SLAM2, RBD-SLAM2, and our method in Fig. 10(a). Our method achieves the best accuracy in terms of APE (Fig. 10(b)) and RPE (Fig. 10(c)).
Fig. 9. Localization accuracy comparison of our method with ORB-SLAM2 on (a) ICL-NUIM-Office 3 and (b) ICL-NUIM-Living 1. Top row contains 3D motion trajectories and second row compares the APE and RPE errors. Our method particularly stands out in the sequence (b) with low-texture episode.

| Sequence | Ours | ORB-SLAM2 | ElasticFusion | Kintinuous | DVO-SLAM | RGBD-SLAM2 | BundleFusion | BAD-SLAM | Lei et al. | Fu et al. |
|----------|------|-----------|---------------|------------|----------|------------|--------------|----------|-----------|----------|
| fr1-xyz  | 0.010 | 0.012     | 0.016         | 0.018      | 0.023    | 0.012      | 0.012        | –        | –         | 0.011    |
| fr1-desk | 0.014 | 0.015     | 0.020         | 0.037      | 0.021    | 0.026      | 0.016        | 0.017    | 0.021    | 0.020    |
| fr1-desk2 | 0.025 | 0.022     | 0.048         | 0.071      | 0.046    | 0.025      | –            | –        | –         | 0.009    |
| fr1-room | 0.050 | 0.047     | 0.068         | 0.075      | 0.043    | 0.087      | –            | –        | –         | –        |
| fr2-desk | 0.009 | 0.008     | 0.071         | 0.034      | 0.017    | 0.057      | –            | –        | –         | 0.009    |
| fr2-xyz  | 0.006 | 0.006     | 0.011         | 0.029      | 0.018    | 0.026      | 0.011        | 0.011    | 0.013    | 0.007    |
| fr2-large | 0.181 | 0.140     | –             | –         | –        | X          | –            | –        | –         | 0.102    |
| fr3-office | 0.011 | 0.008     | 0.017         | 0.030      | 0.035    | –          | 0.022        | 0.017    | 0.027    | 0.018    |
| fr3-nst  | 0.018 | 0.019     | 0.018         | 0.031      | 0.018    | X          | X            | –        | –         | 0.018    |

Our method achieves SOTA performance when compared with ORB-SLAM2 [1], ElasticFusion [18], Kintinuous [19], DVO-SLAM [13], RGBD-SLAM2 [14], BundleFusion [15], BAD-SLAM [16], Lei et al. [17], Fu et al. [20]. “X” means the system failed or lost its position at some point in the sequence. “-” means that we cannot obtain the value from literature.

method clearly stands out in terms of computation time as shown in Fig. [8]. We also demonstrated that the brightness invariance and the neighborhood motion consistency are two reasonable assumptions in time-varying sequences, and can be used to speed up the process of keypoint matching between adjacent frames without descriptor extraction.

VI. CONCLUSION

We presented FastORB-SLAM, a fast and light-weight visual SLAM method based on ORB-SLAM2 and sparse optical flow. FastORB-SLAM exploits a new structure that matches keypoints between adjacent frames based on minimizing grayscale errors and matches keypoints between non-adjacent frames (keyframes) based on keypoint descriptors. Such a design balances the competing needs between the localization accuracy and computational complexity. To achieve this, a two-stage descriptor-independent keypoint matching method was introduced where the UAM model is used to predict the initial keypoint correspondences and an eight-level image pyramid is used in a coarse-to-fine way to solve for the movement vector in the first stage. The GMS algorithm and RANSAC-based epipolar constraints were then adopted to filter outliers. The proposed FastORB-SLAM extracts descriptors only when necessary saving valuable computational resources for online and embedded systems. For future work, we plan to improve FastORB-SLAM from two aspects: (1) Further improve computational efficiency by leveraging fewer but more reliable keypoints; (2) Extend FastORB-SLAM to multiple sensors (e.g. stereo cameras, IMU) to improve robustness in challenging scenes with quick movement.
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