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Abstract A b-coloring of the vertices of a graph is a proper coloring where each color class contains a vertex which is adjacent to each other color class. The b-chromatic number of $G$ is the maximum integer $\chi_b(G)$ for which $G$ has a b-coloring with $\chi_b(G)$ colors. A graph $G$ is b-continuous if $G$ has a b-coloring with $k$ colors, for every integer $k$ in the interval $[\chi(G), \chi_b(G)]$. It is known that not all graphs are b-continuous. Here, we investigate whether the lexicographic product $G[H]$ of b-continuous graphs $G$ and $H$ is also b-continuous.

Using homomorphisms, we provide a new lower bound for $\chi_b(G[H])$, namely $\chi_b(G[K_t])$, where $t = \chi_b(H)$, and prove that if $G[K_t]$ is b-continuous for every positive integer $t$, then $G[H]$ admits a b-coloring with $k$ colors, for every $k$ in the interval $[\chi(G[H]), \chi_b(G[K_t])]$. We also prove that $G[K_t]$ is b-continuous, for every positive integer $t$, whenever $G$ a $P_4$-sparse graph, and we give further results on the b-spectrum of $G[K_t]$, when $G$ is chordal.
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1 Introduction

Given a simple graph $G$ and a function $c : V(G) \rightarrow \{1, \cdots, k\}$, we say that $c$ is a proper coloring of $G$ with $k$ colors if $c(u) \neq c(v)$ for every $uv \in E(G)$. A value $i \in \{1, \cdots, k\}$ is called color $i$, while the subset $c^{-1}(i)$ is called color $i$.
class $i$. Graph colorings are a very useful model for situations in which a set of objects is to be partitioned according to some prescribed rules. For example, problems of scheduling [28], frequency assignment [11], register allocation [7, 8], and the finite element method [24], are naturally modelled by colourings. In these applications, one is interested in finding a proper coloring with the smallest number of colors. This motivates the definition of the chromatic number of $G$, denoted $\chi(G)$, the smallest integer $k$ for which $G$ has a proper coloring with $k$ colors. Deciding if a graph admits a proper colouring with $k$ colours is an NP-complete problem, even if $k$ is not part of the input [16]. The chromatic number is also hard to approximate: for all $\epsilon > 0$, there is no algorithm that approximates the chromatic number within a factor of $n^{1-\epsilon}$ unless P = NP [17, 29].

One approach to obtain proper colorings of a graph is to use coloring heuristics. Consider a proper coloring $c$ of graph $G$, for which we want to reduce the number of colors. A vertex $v$ in color class $i$ is called a $b$-vertex of color $i$ if $v$ has at least one neighbor in color class $j$, for every $j \neq i$. If color $i$ has no $b$-vertices, we may recolor each $v$ in color class $i$ with some color that does not appear in the neighborhood of $v$. In this way, we eliminate color $i$, and obtain a new coloring for $G$ that uses $k - 1$ colors. The procedure may be repeated until we reach a coloring in which every color contains a $b$-vertex. Such a coloring is called a $b$-coloring. Clearly, the described procedure cannot decrease the number of colors used in a proper coloring of $G$ with $\chi(G)$ colors. Therefore, we are actually interested in investigating the worst-case scenario for the described procedure. This motivates the definition of the $b$-chromatic number of a graph $G$, denoted $\chi_b(G)$, being the largest $k$ such that $G$ has a $b$-coloring with $k$ colors.

This concept was introduced by Irving and Manlove in [18], where they prove that determining the $b$-chromatic number of a graph is an NP-complete problem. In fact, it remains so even when restricted to bipartite graphs [23], connected chordal graphs [13], and line graphs [9].

In [23] it is proved that $K_{p,p}'$, the graph obtained from $K_{p,p}$ by removing a perfect matching, admits $b$-colorings only with 2 or $p$ colors. And in [3], the authors prove that, for every finite $S \subseteq \mathbb{N} - \{1\}$, there exists a graph $G$ that admits a $b$-coloring with $k$ colors if and only if $k \in S$. These facts motivate the definition of b-spectrum and of b-continuous graphs, introduced in [2]. The b-spectrum of a graph $G$, denoted by $S_b(G)$, is the set containing every positive value $k$ for which $G$ admits a $b$-coloring with $k$ colors; and $G$ is said to be b-continuous if $S_b(G)$ contains every integer in the closed interval $[\chi(G), \chi_b(G)]$. In the same article, they prove that interval graphs are b-continuous. This result was generalized for chordal graphs independently in [9] and [22]. Other examples of b-continuous graphs are cographs and $P_4$-sparse graphs [5], as well as the more general class of $P_4$-tidy graphs [22]: Kneser graphs $K(n, 2)$ for $n \geq 17$ [21]; regular graphs with girth at least 6 and not containing cycles of length 7 [1]; and, more recently, graphs with girth at least 10 [26].

Given graphs $G = (V, E)$ and $H = (V', E')$, the lexicographic product of $G$ by $H$ is the graph $G[H] = (V', E')$, where $V' = V(G) \times V(H)$ and
(x, y)(x', y') ∈ E' if and only if either x = x' and yy' ∈ E(H) or xx' ∈ E(G).

Intuitively, G[H] is the graph obtained from G and H by replacing each vertex of G with a copy of H and adding every possible edge between two copies of H if and only if the corresponding vertices of G are adjacent. For every x ∈ V(G), we denote the copy of H related to x in G[H] by x[H]. The b-chromatic number of the lexicographic product of graphs was studied in [19]. In [25], which was co-authored by the authors, they considered the following question, which we continue to investigate in this paper.

**Question 1** Is it true that G[H] is b-continuous whenever G and H are?

We mention that a similar question is answered in the negative for the cartesian product and strong product of graphs. For the cartesian product, it suffices to observe that the cube Q₃, which is known to be non-b-continuous, can also be viewed as the cartesian product of C₄ by C₄. As for the strong product, consider G = K₂ and H = Kₙ, n > 3. Observe that G × H is isomorphic to Kₙ′ × Kₙ, and as mentioned before, the b-spectrum of Kₙ′ × Kₙ is {2, n}.

In [19], the authors show that χ₀(G[H]) ≥ χ₀(G)χ₀(H), while in [12] it is shown that χ(G[H]) = χ(G[K_χ(H)]) ≤ χ(G)χ(H). Therefore, if G[H] is b-continuous, then the closed interval [χ(G)χ(H), χ₀(G)χ₀(H)] must be contained in the b-spectrum of G[H]. In [25], the authors show that this is the case when χ₀(H) > χ(H).

**Theorem 1** ([25]) If G and H are b-continuous and χ₀(H) > χ(H), then [χ(G)χ(H), χ₀(G)χ₀(H)] ⊆ S₀(G[H]).

In Section 2, we apply the concept of b-homomorphism to show that χ₀(G[H]) is in fact at least χ₀(G[Kₙ]), where t = χ₀(H). This improves the lower bound χ₀(G)χ₀(H) given in [19]. We also show that if G[Kₙ] is b-continuous for every integer n, then S₀(G[H]) contains every integer in the closed interval [χ(G)χ(H), χ₀(G[Kₙ])], which by what is said before, contains the interval [χ(G)χ(H), χ₀(G)χ₀(H)]. This shows that an important step to answer Question 1 is to first answer the particular case below. Observe that this is complementary to Theorem 1.

**Question 2** Let G be a b-continuous graph and ℓ be any positive integer. Is G[Kₖ] b-continuous?

In [25], the authors have answered this question positively for chordal graphs, and in Section 3 we show that this is also the case for P₄-sparse graphs. Below, we show that if the roles of G and Kₖ are reversed, then the answer is yes.

**Theorem 2** If H is a b-continuous graph, then Kₖ[H] is b-continuous, for every positive integer k.

**Proof** Denote Kₖ by G. First observe that χ(G[H]) = |V(G)|(χ(H)). Now, take any b-coloring c of G[H] with k colors, k > χ(G[H]). Then, for some
Let $f: V(G) \to V[H]$ be a b-homomorphism from $G$ to $H$, respectively, and let $f = f_1 \circ f_2$ (composition function of $f_1$ and $f_2$). It is known that $f$ is a homomorphism from $F$ to $H$, therefore we just need to prove that it is also a b-homomorphism. So, let $w \in V(H)$ be any vertex. Then, there exists $v \in f_2^{-1}(w)$ such that $f_2(N(v)) = N(w)$; in turn, there exists $u \in f_2^{-1}(w)$ such that $f_1(N(u)) = N(v)$. Therefore, $u \in V(F)$ is such that $f_2(f_1(N(u))) = f_2(N(v)) = N(w)$, as desired.

**Lemma 1** If $F \xrightarrow{b} H$, then $G[F] \xrightarrow{b} G[H]$ and $F[G] \xrightarrow{b} H[G]$, $\forall G$.

**Proof** Let $f$ be a b-homomorphism from $F$ to $H$ and define $f': V(G[F]) \to V(G[H]) = f'(u, v) = (u, f(v))$. We prove that $f'$ is a b-homomorphism. First, note that if $(u, v)(u', v')$ is an edge in $G[F]$, then either $u \neq u'$ and $uu' \in E(G)$, in which case $(u, f(v))(u', f(v'))$ is an edge in $G[H]$, or $u = u'$ and $vv' \in E(F)$,
in which case } f(v)f(v') \in E(H) \text{ and } (u, f(v))(u', f(v')) \text{ is an edge in } G[H]. 

Therefore, } f' \text{ is a homomorphism.

Now, denote } G[F] \text{ by } F' \text{ and } G[H] \text{ by } H'. \text{ Consider } (x, y) \in V(H'), \text{ and let } v \in f^{-1}(y) \text{ be such that } f(N_F(v)) = N_H(y). \text{ We want to prove that } f'(N_{F'}(x, v)) = N_{H'}(x, y). \text{ Note that } f'(N_{F'}(x, v)) \subseteq N_{H'}(x, y) \text{ since } f' \text{ is a homomorphism. Therefore, it remains to prove that } N_{H'}(x, y) \subseteq f'(N_{F'}(x, v)), \text{ i.e., we need to prove that for each } (x', y') \in N_{H'}(x, y), \text{ there exists } (x'', v') \in N_{F'}(x, v) \text{ such that } f'(x'', v') = (x', y'). \text{ So, consider any } (x', y') \in N_{H'}(x, y). \text{ Then, either } x \neq x' \text{ and } xx' \in E(G), \text{ or } x = x' \text{ and } yy' \in E(H). \text{ If the latter occurs, by the choice of } v, \text{ there must exist } v' \in N_{F'}(v) \text{ such that } f(v') = y'; \text{ hence, } (x, v') \text{ is the desired vertex. If the former occurs, because } f \text{ is surjective, there must exist } v' \in V(F') \text{ such that } f(v') = y'. \text{ Then, } (x', v') \in N_{F'}(x, v) \text{ and } f'(x', v') = (x', y'), \text{ as desired.} 

Now we want to prove the second part of the lemma. So now let } F', H' \text{ denote } F[G], H[G], \text{ respectively, and consider } f' \text{ defined as } f'(u, v) = (f(u), v). \text{ If } (u, x)(v, y) \in F', \text{ then either } u = v \text{ and } xy \in E(G), \text{ or } u \neq v \text{ and } uv \in E(F). \text{ If the former occurs, then } f'(u, x)f'(u, y) = (f(u), x)(f(u), y) \text{ is also an edge in } H'; \text{ and if the latter occurs, then } f(u)f(v) \in E(H) \text{ and again } f'(u, x)f'(v, y) = (f(u), x)(f(v), y) \text{ is also an edge in } H'. \text{ Therefore, } f' \text{ is an homomorphism and it remains to show that it is a b-homomorphism.} 

So, consider any } (x, y) \in V(H'), \text{ and let } v \in f^{-1}(x) \text{ be such that } f(N_F(v)) = N_H(x). \text{ We prove that } f'(N_{F'}(v)) = N_{H'}(x, y). \text{ For this, consider any } (u, w) \in N_{H'}(x, y). \text{ Then one of two cases occurs. If } u = x \text{ and } uw \in E(G), \text{ then we know that } (v, w) \in N_{F'}(v) \text{ and clearly } f'(v, w) = (x, w) = (u, w). \text{ So consider } u \neq x \text{ and } ux \in E(H). \text{ Then, by the choice of } v, \text{ there must exist } u' \in N_{F'}(v) \text{ such that } f(u') = u. \text{ Therefore, } (u', w) \in N_{F'}(v, x) \text{ is such that } f'(u', w) = (u, w). 

It is easy to verify that the following holds.

**Proposition 2** \( H \rightarrow\ b \rightarrow K_m \) if and only if \( H \) has a b-coloring with \( m \) colors.

The next lemma and corollary show the importance of Question 2.

**Lemma 2** Consider any \( G, H \), and let \( h = \chi(H), g = \chi(G), p = \chi_b(H) \text{ and } q = \chi_b(G). \text{ Then, the following hold:} 

1. \( \chi_b(G[H]) \geq \chi_b(G[K_p]) \geq p \cdot q = \chi_b(K_{pq}[H]); \)
2. \( \chi(G[H]) = \chi(G[K_q]) \leq g \cdot h = \chi(K_{qh}[H]) \leq p \cdot q; \text{ and} \)
3. \( \bigcup_{x \in S_b(H)} S_b(G[K_x]) \subseteq S_b(G[H]). \)

**Proof** Recall that \( \chi_b(F[J]) \geq \chi_b(F)\chi_b(J) \) [10]; this explains the second inequality in (1). Also, recall that \( \chi(F[J]) = \chi(F[K_{\chi(J)}]) \leq \chi(F)\chi(J) \) [12], which explains the first equality and first inequality in (2). Now, consider any positive integer \( \ell \), and let \( c \) be a proper coloring of \( H' = K_{\ell}H \). Note that the colors used in any pair of distinct copies of \( H \) in \( H' \) are disjoint. Therefore we get \( \chi(K_{\ell}H) = \ell \chi(H) \) and \( \chi_b(K_{\ell}H) = \ell \chi_b(H) \). This explains the equality in (1) and the second equality in (2). Also, because \( \chi(F) \leq \chi_b(F) \) for every
graph $F$, we get: $\chi(K_g[H]) \leq \chi_b(K_g[H]) = g\chi_b(H) \leq \chi_b(G)\chi_b(H) = p \cdot q$.
This explains the last inequality in (2).

Now, we prove the first inequality in (1). Let $p' = \chi_b(G[K_p])$. By Proposition 2, we get $H \xrightarrow{b} K_p$, and $G[K_p] \xrightarrow{b} K_{p'}$; by Lemma 1, we get $G[H] \xrightarrow{b} G[K_p]$; and by Proposition 1, we get $G[H] \xrightarrow{b} K_{p'}$. Therefore, by Proposition 2, we get $\chi_b(G[H]) \geq p'$.

It remains to prove (3). Let $x \in S_0(H)$ and $y \in S_0(G[K_x])$. By Proposition 2, $H \xrightarrow{b} K_x$ and $G[K_x] \xrightarrow{b} K_y$, and by Lemma 1 and Proposition 1, $G[H] \xrightarrow{b} K_y$. Hence, $y \in S_0(G[H])$.

The next corollary easily follows from Lemma 2.

**Corollary 1** If $G[K_x]$ is $b$-continuous, for every positive integer $x$, and $H$ is $b$-continuous, then (below, $t$ denotes $\chi_b(H)$)

$$[\chi(G[H]), \chi_b(G[K_t])] \subseteq S_0(G[H]).$$

Given a graph $H$, let $x$ denote the value $2|V(H)| + \Delta(H) + 1$. In [19], the authors prove that if $n \geq 2x + 1$, then $\chi_b(P_n[H]) = x$. Therefore, for any $k \geq 5$ and $n \geq 4k + 7$, we have that $\chi_b(P_n[K_k]) = 2k + 3$, while $\chi_b(K_3[K_2]) = \chi_b(P_3[K_2]) = 9$. This tells us that $\chi_b(G[H])$ can be arbitrarily larger than $\chi_b(G[K_{\chi_b(H)}])$. Nevertheless, we give an example where $\chi_b(G[K_t])$ is strictly larger than $\ell\chi_b(G)$, showing that our lower bound improves the best previously known lower bound for $\chi_b(G[H])$, namely $\chi_b(G)\chi_b(H)$ [19].

For this, consider the tree $T$ obtained from the $P_5$, $(v_1, v_2, x, v_3, v_4)$, by adding one pendant leaf at $v_2$, one at $v_3$, two at $v_1$ and two at $v_4$. It is not hard to verify that $\chi_b(T) = 3$. On the other hand, one can verify that the precoloring $\{(3, 4), (1, 2), (3, 6), (4, 7), (5, 6)\}$ of $P_5[K_2]$ can be completed into a $b$-coloring of $T[K_2]$ with 7 colors, thus showing that $\chi_b(T[K_2]) > 2\chi_b(T)$.

Corollary 1 shows the importance of knowing the value $\chi_b(G[K_t])$. In [18], the authors introduce an upper bound for $\chi_b(G)$. Observe that if $G$ has a $b$-coloring with $k$ colors, then $G$ has at least $k$ vertices with degree at least $k - 1$, namely the $b$-vertices. Therefore, if $m(G)$ is the largest $k$ for which $G$ has at least $k$ vertices with degree at least $k - 1$, then $\chi_b(G) \leq m(G)$. Observe that $m(G)$ can be easily computed by ordering the vertices of $G$ according to their degrees in a non-increasing way. As a consequence of the following proposition, we get that the distance $\chi_b(G[K_t]) - \ell\chi_b(G)$ is at most $\ell(m(G) - \chi_b(G))$.

**Proposition 3** Let $G$ be any graph and let $\ell$ be any positive integer. Then,

$$m(G[K_t]) = \ell m(G).$$

**Proof** Denote $G[K_t]$ by $G'$ and $m(G)$ by $m$. First, we prove that there are at least $\ell m$ vertices of degree at least $\ell m - 1$ in $G'$. For this, let $D$ be the subset of vertices of $G$ with degree at least $m - 1$. By the definition of $m(G)$, there are at least $m$ such vertices. Also, for each $u \in D$ and each $v \in V(K_t)$, we have $d(u, v) = \ell d(u) + \ell - 1 \geq (m - 1)\ell + \ell - 1 = \ell m - 1$. Therefore, the set $\bigcup_{u \in D} \{(u, v) \mid v \in V(K_t)\}$ contains the desired vertices.
Now, we prove that there are at most $\ell m$ vertices of degree at least $\ell m$, which implies that $m(G')$ cannot exceed $\ell m$. For this, just consider any $(u,v) \in V(G')$ such that $d_{G'}(u,v) \geq \ell m$. Since $d_{G'}(u,v) = \ell d(u) + \ell - 1$, we get that $d(u) \geq \frac{1}{\ell} (\ell m - \ell + 1) \geq m - 1 + \frac{1}{\ell} > m - 1$. Therefore, each such vertex in $G'$ defines a vertex of $G$ with degree at least $m$. By the definition of $m(G)$, one can see that there are at most $m$ such vertices in $G$, which implies that there are at most $\ell m$ vertices of degree at least $\ell m$ in $G'$.

In the following sections, we investigate the answer to Question 2 restricted to some known b-continuous classes.

3 $P_4$-sparse graphs

In this section, we prove the following theorem.

**Theorem 3** Let $G$ be a $P_4$-sparse graph and $\ell$ be any positive integer. Then, $G[K_\ell]$ is b-continuous.

We mention that in [5], the authors prove that $P_4$-sparse are b-continuous. Our proof generalizes theirs, since it also holds when $\ell = 1$. It is also worth mentioning that $P_4$-tidy graphs, a superclass of $P_4$-sparse graphs, are also b-continuous [24]. A good question is whether our result can be generalized to $P_4$-tidy graphs.

Before we proceed, we need some definitions. Consider a graph $G$; we say that $G$ is complete if $E(G)$ contains every possible edge, and that $G$ is empty if $E(G)$ is empty. Let $X \subseteq V(G)$; the subset $X$ is called a clique if $G[X]$ is complete, and it is called a stable set if $G[X]$ is empty. A matching in $G$ is a collection of pairwise non-adjacent edges, while an antimatching in $G$ is a matching in $\overline{G}$ (complement graph of $G$). Given disjoint subsets of vertices $U, W \subseteq V(G)$, we say that $U$ is complete to $W$ if every possible edge between $U$ and $W$ exists in $G$, and that $U$ is anti-complete to $W$ if $U$ is complete to $W$ in $\overline{G}$.

Given disjoint graphs $G_1$ and $G_2$, the union of $G_1$ and $G_2$ is the graph $(V(G_1) \cup V(G_2), E(G_1) \cup E(G_2))$, while the join of $G_1$ and $G_2$ is obtained from their union by adding every possible edge between $G_1$ and $G_2$. Finally, let $C$ and $S$ be the complete and empty graphs on $n$ vertices, respectively, $C \cap S = \emptyset$, and add either a matching or an anti-matching between $C$ and $S$. Also, let $R$ be any subset disjoint from both $K$ and $S$. The spider operation applied to $(C,S)$ and $R$ is obtained by adding every possible edge between the sets $R$ and $C$. The obtained graph is called a spider and we say that $R$ is the head of the spider. If $R = \emptyset$, we say that $(C,S)$ is a spider with empty head.

The following decomposition theorem is an important tool in our proof.

**Theorem 4** ([15, 20]) If $G$ is a non-trivial $P_4$-sparse graph, then exactly one of the following holds:

1. $G$ is the union of two $P_4$-sparse graphs; or
Given a \( P_4 \)-sparse graph \( G \), let \((T, t, X)\) be a tuple, where \( T \) is a rooted tree having \( I \) as internal vertices, \( t \) is a function \( t : I \to \{ \text{union, join, spider} \} \), and \( X = \{X_j\}_{j \in V(T) \setminus I} \) associates to each leaf \( i \) of \( T \) a subset \( X_i \subseteq V(G) \), disjoint from \( X_j \) for every \( j \neq i \), and such that \( X_i \) is either a clique, or a stable set, or induces a spider with empty head. We say that \( D = (T, t, X) \) is a primeval decomposition of \( G \) if \( G \) can be constructed from \( X \) by searching the tree in an upward way and applying the operation defined by the label on \( a \) primeval decomposition of \( D \) to \( x \) adjacent to leaves \( X \) and \( I \) having \( \emptyset \). We denote by \( D \) stable set, or induces a spider with empty head. We say that \( D \) disjoint from \( t \) be done when \( i \) at \( X \) formed by \( V \) and \( I \) having \( \emptyset \) is either complete or anti-complete to \( V \). We mention that if \( i \) is a internal node or \( X_i \) is not a spider, then \( V(G') \) is a module in \( G \), i.e., for every \( v \in V(G) \setminus V(G') \), we get that \( v \) is either complete or anti-complete to \( V(G') \).

In our proof, we start with a \( b \)-coloring \( \psi \) of \( G[K_4] \) and iteratively try to remove a fixed color, namely color 1, from some \( X_i[K_4] \), where \( i \) is a leaf in the primeval decomposition of \( G \). While doing this, we allow for the \( b \)-vertices to lose color 1 in their neighborhoods. Therefore, if at the end no more vertex is colored with 1, then the obtained coloring is a \( b \)-coloring of \( G[K_4] \) with \( k-1 \) colors. However, removing color 1 from a leaf is not always possible. When this happens, we restrict our attention to a subgraph \( G' \) of \( G \) such that \( \psi \) restricted to \( G'[K_4] \) is also a \( b \)-coloring with \( k \) colors. If eventually we arrive at a clique and color 1 cannot be removed, we get that \( \chi(G[K_4]) = \omega(G[K_4]) = \omega(G'[K_4]) = k \); hence no \( b \)-coloring with \( k-1 \) colors can exist and we are done. Before we proceed to our proof, we need some further definitions that tell us what is an acceptable coloring and how we can reduce the subgraph being investigated.

Consider any graph \( H \) and let \( c \) be a proper coloring of \( V(H) \). We say that \( u \in V(H) \) is a \( b^* \)-vertex in \( c \) if \( c(u) \neq 1 \) and \( u \) is adjacent to a vertex colored with \( i \), for every color \( i \) distinct from 1 and \( c(u) \); and we say that \( c \) is a \( \text{miss-1-b-coloring} \) of \( H \) if there exists a \( b^* \)-vertex colored with \( i \), for every color \( i \) distinct from 1. Note that \( b^* \)-vertices are not necessarily non-adjacent to 1; therefore any \( b \)-vertex of \( c \) satisfies the condition, i.e., a \( b \)-coloring with \( k \) colors is also a \( \text{miss-1-b-coloring} \). In addition, note that a \( \text{miss-1-b-coloring} \) where no vertex is colored with color 1 is a \( b \)-coloring with \( k-1 \) colors. In our proof, starting with a \( b \)-coloring with \( k \) colors, we manipulate miss-1-b-colorings until color 1 disappears, or until we can prove that \( k = \omega(G[K_4]) \).

Now, consider a minimal primeval decomposition \( D = (T, t, X) \) of \( G \). Given a leaf \( i \) of \( T \), let \( p_i \) be the parent node of \( i \) in \( T \). We know that \( p_i \) is an internal
node labeled with one of the operations in \{union, join, spider\}, which are binary operations. This means that \( p_i \) has exactly one other child different from \( i \), say \( j \), and that, when constructing \( G \), the subgraph \( G[X_i] \) is operated with the subgraph \( G^j \) by applying the operation \( t(p_i) \). We introduce some reduction operations on \( G \) that allow us to restricted our attention to a subgraph \( G^* \) of \( G \). Below, we show that \( D \) can be easily adapted to a minimal primeval decomposition of \( G^* \). We implicitly use these decompositions in the proof.

- If \( X_i \) is a clique and \( t(p_i) \neq \text{join} \), we say that \( G^* \) is a c-reduction of \( G \) if it is obtained from \( G \) by removing every vertex of \( G^j \) non-adjacent to \( X_i \). A primeval decomposition \( D^* \) of \( G^* \) can be obtained from \( D \) by removing the subtree rooted in \( j \) from \( T \), and relating \( p_i \) either with \( X_i \) when \( t(p_i) = \text{union} \), or with \( X_i \cup C \) when \( t(p_i) = \text{spider} \), where \( G^j \) is a spider with empty head and clique set \( C \);
- If \( X_i \) is a stable set, we say that \( G^* \) is an s-reduction of \( G \) if it is obtained from \( G \) by removing every vertex of \( X_i \) except one, say \( \{v\} \). A primeval decomposition \( D^* \) of \( G^* \) can be obtained from \( D \) by relating \( i \) to \( \{v\} \). Denote node \( i \) by \( p \) and note that it is a clique leaf node in the new decomposition;
- If \( X_i \) is a spider with partition \( (C,S) \), we say that \( G^* = G - S \) is a p-reduction of \( G \). A primeval decomposition \( D^* \) of \( G^* \) can be obtained from \( D \) by changing the label of \( p_i \) to \( \text{join} \).

Note that the decomposition \( D^* \) may not be a minimal decomposition anymore, but that it is not hard to obtain a minimal decomposition from \( D^* \) simply by removing \( X_j, X_h \) that have a common parent \( p \) and relating \( p \) to \( X_j \cup X_h \), whenever either \( X_j, X_h \) are stable sets and \( t(p) = \text{union} \), or \( X_j, X_h \) are cliques and \( t(p) = \text{join} \). Therefore, at all times we consider the decomposition being used to be a minimal decomposition. We also want the reader to remark that the c-reduction and p-reduction are not the same. The main difference is that, in the c-reduction, vertices from \( G^j \) are removed, while in the p-reduction, it is \( X_i \) that loses vertices. If \( G^* \) is a c-reduction, or an s-reduction, or a p-reduction of \( G \), we say that it is a reduction of \( G \). Observe that if \( G^* \) is a reduction of \( G \), then \( G^* \) is an induced subgraph of \( G \). In the proof, we iteratively reduce the graph. For this, if \( G_i \) is the current subgraph being considered, we implicitly deal with a minimal primeval decomposition \( D = (T,t,X) \) of \( G_i \) and with a b-coloring \( \psi_i \) of \( G_i[K_d] \), and we say that a leaf node \( j \in V(T) \) contains color \( i \) if \( 1 \in \psi_i(X_j[K_d]) \).

**Proof of Theorem 3** We construct a sequence of pairs \( (G_i,\psi_i)_{i\geq0} \) such that:

(i) \( \psi_i \) is a miss-1-b-coloring of \( G_i[K_d] \) with \( k \) colors, for every \( i \in \{0,\cdots,p\} \);
(ii) For each \( i \in \{1,\cdots,p\} \), either \( G_i \) is a reduction of \( G_{i-1} \), or \( G_i = G_{i-1} \) and in \( \psi_i \) there is either one less leaf or one less clique leaf containing color \( 1 \); and
(iii) Either color class \( 1 \) is empty in \( \psi_p \), or \( \omega(G_p[K_d]) = k \).

For the reader to better understand Condition (ii), we mention that sometimes we are able to decrease the number of clique leaves containing color \( 1 \),
but without decreasing the number of leaves containing color 1. This is because a recoloring is made in a way that color 1 appears in a non-clique leaf that did not contain color 1 before.

Naturally, we start by setting \((G_0, \psi_0)\) to \((G, \psi)\). We show how to construct the sequence and prove that if \(\psi_p\) is a b-coloring of \(G_p[K_k]\) with \(k - 1\) colors (which is the case if \(\omega(G_p[K_k]) < k\)), then a b-coloring of \(G[K_k]\) with \(k - 1\) colors can be obtained. In fact, throughout the construction, whenever \(G_{i+1}\) is a reduction of \(G_i\), we explain how to obtain a b-coloring of \(G_i[K_k]\) with \(k - 1\) colors, given a b-coloring of \(G_{i+1}[K_k]\) with \(k - 1\) colors. This gives us what we need. Because \(G_p[K_k] \subseteq G[K_k]\), we get that if \(\omega(G_p[K_k]) = k\), then \(\chi(G[K_k]) \geq \omega(G[K_k]) \geq \omega(G_p[K_k]) = k\) and we are done (no b-colorings of \(G[K_k]\) with \(k - 1\) colors can exist).

Consider we are at step \(i\) of the construction and let \(f\) be any leaf of \(G_i\) containing color 1 (if no such leaf exists, we are done since there are no more vertices colored with 1). If \(X_f = V(G_i)\), by the definition of miss-1-b-coloring we get that each color class distinct from 1 is also non-empty; hence either \(G_i[K_k]\) is the complete graph with \(k\) vertices, in which case we are done, or \(G_i\) is a spider with empty head. So suppose the latter occurs and let \((C, S)\) be the partition of \(V(G_i)\) such that \(C\) is a clique and \(S\) is a stable set of \(G_i\). Note that \(k \geq \ell(C) = \omega(G_i[K_k])\), and that \(d(u) \leq \ell(|C| - 1) + \ell - 1 = \ell|C| - 1\), for every \(u \in S[K_k]\). Therefore, if \(k > \ell|C| + 1\), then no vertex of \(S[K_k]\) can be a \(b^*\)-vertex; but then we have at most \(\ell|C| < k - 1\) \(b^*\)-vertices, namely the vertices in \(C[K_k]\), contradicting the fact that \(\psi_1\) is a miss-1-b-coloring of \(G_i[K_k]\). Hence, either \(k = \omega(G_i[K_k])\) and we are done, or \(k = \omega(G_i[K_k]) + 1\) and a b-coloring with \(k - 1\) colors of \(G_i[K_k]\) can be easily obtained.

Therefore, suppose that \(X_f \neq V(G_i)\), and let \(\circ\) be the label of the parent node of \(f\) in \(T\). Also, let \(G'\) be the subgraph operated with \(X_f\) in the construction of \(G_i\), and denote by \(H\) the graph \(X_f \circ G'\).

First, suppose that \(X_f\) is a stable set, and let \(u \in V(X_f)\) be such that \(1 \in \psi_1(u[K_k])\). We suppose that \(|V(X_f)| > 1\) as otherwise we can treat \(X_f\) as a clique. If there exists \(c \in \psi_1(X_f[K_k]) \setminus \psi_1(u[K_k])\), we switch colors 1 and \(c\) in \(u[K_k]\). We can repeat this argument for other vertices of \(X_f\) containing color 1. Therefore, we can suppose that \(\psi_1(X_f[K_k]) \subseteq \psi_1(u[K_k])\). In this case, we obtain an s-reduction \(G_{i+1}\) of \(G_i\) by removing every vertex of \(X_f \setminus \{u\}\), and we let \(\psi_{i+1}\) be \(\psi_i\) restricted to \(G_{i+1}[K_k]\). Clearly (i) and (ii) hold. Also, if \(\gamma\) is a b-coloring of \(G_{i+1}[K_k]\) with \(k - 1\) colors, then by coloring \(v[K_k]\) with \(\gamma(u[K_k])\), for each \(v \in V(X_f) \setminus \{u\}\), we obtain a b-coloring of \(G_i[K_k]\) with \(k - 1\) colors.

Now, suppose that \(X_f\) is a spider with empty head. Let \((C, S)\) be the partition of \(V(X_f)\) where \(C\) is a clique and \(S\) is a stable set; denote by \(C', S'\) the subsets \(C[K_k], S[K_k]\), respectively. Observe that \(\psi_1(G'_i[K_k]) \cap \psi_1(C') = \emptyset\). If \(1 \notin \psi_1(C')\), change the color of every \(u \in S'\) colored with 1 to \(c \in \psi_1(C') \setminus N_{C'}(u)\); such a color exists since \(u\) is not complete to \(C'\). If \(1 \in \psi_1(C')\) and there exists \(c \in \psi_1(S') \setminus \psi_1(C' \cup G'_i[K_k])\), then switch colors 1 and \(c\) in \(X_f[K_k]\) and proceed as before. Finally, if \(\psi_1(S') \subseteq \psi_1(C' \cup V(G'_i[K_k]))\), then let \(G_{i+1}\) be a p-reduction of \(G_i\) obtained by removing \(S\), and let \(\psi_{i+1}\) be equal to \(\psi_1\) restricted
to $G_{i+1}[K_t]$. One can verify that (i) and (ii) hold. Now, consider $u$ to be any vertex of $G'$ (recall that $V(G') \neq \emptyset$ since $X_f \neq V(G_i)$). If $\gamma$ is a $b$-coloring of $G_{i+1}[K_t]$ with $k - 1$ colors, then a $b$-coloring of $G_1[K_t]$ with $k - 1$ colors can be obtained by giving colors $\gamma(u[K_t])$ to $v[K_t]$ for every $v \in S$.

Now, suppose that $X_f$ is a clique. If $\circ \neq \text{join}$, let $c \in \psi_\ell(G'[K_t])$ and let $\psi_{i+1}$ be obtained by switching colors 1 and $c$ in $H[K_t]$. Since $V(H)$ is a module and $u$ is complete to $V(H[K_t]) \setminus \{u\}$ for every $u \in X_f[K_t]$, we know that color $c$ cannot lose all of its $b^\ast$-vertices, and that any $t \in V(G_i[K_t]) \setminus V(H)$ is adjacent to the same set of colors (i.e., (i) holds). Also, because $D$ is minimal, we know that $G'$ is not a clique; hence $\psi_{i+1}$ has one less clique leaf containing color 1, i.e., (ii) holds for $\psi_{i+1}$. We can therefore suppose that $\circ \neq \text{join}$. Let $N$ denote $N_{G'}(X_f)$, and first suppose that there exists a color $c \neq 1$ that appears in $G'[K_t]$ but does not appear in $X_f[K_t] \cup N[K_t]$. Note that color $c$ cannot appear in $N(H[K_t])$ because $V(H)$ is a module in $G_i$. If $\psi_{i+1}$ is obtained by switching colors 1 and $c$ in $X_f[K_t]$, then (i) and (ii) hold.

Finally, suppose that $X_f$ is a clique, $\circ \neq \text{join}$, and that $\psi_\ell(G'[K_t]) \subseteq \psi_\ell(X_f[K_t] \cup N[K_t])$. Note that $\circ \neq \text{join}$ implies that $V(G') \setminus N \neq \emptyset$. Let $G_{i+1}$ be a $c$-reduction of $G_i$ obtained by removing $V(G') \setminus N$, and let $\psi_{i+1}$ be equal to $\psi_\ell$ restricted to $G_{i+1}[K_t]$. Note that the colors in $V(G'[K_t]) \setminus N[K_t]$ are redundant in $N(t)$, for every $t \in V(H[K_t])$. Therefore, we get that $\psi_{i+1}$ is a miss-1-$b$-coloring of $G_{i+1}[K_t]$. It remains to show that if $\gamma$ is a $b$-coloring of $G_{i+1}[K_t]$ with $k - 1$ colors, then a $b$-coloring of $G_i[K_t]$ with $k - 1$ colors can be obtained. If $\circ$ is a spider operation, note that $G'[K_t] \setminus N[K_t]$ is the union of cliques of size $\ell$. Consider any $u \in V(X_f)$, and give colors $\gamma(u[K_t])$ to each such clique. So suppose that $\circ = \text{union}$. Because $X_f[K_t]$ is a clique and $\psi_\ell(G'[K_t]) \subseteq \psi_\ell(X_f[K_t]) = \ell X_f$, we get that $\chi(G'[K_t]) \leq \ell |X_f|$ and we can simply optimally color $G'[K_t]$ with the colors in $X_f[K_t]$.

Because there is a finite number of vertices colored with 1, the previous process eventually stops, i.e., condition (iii) holds for some $p \geq 1$.

4 Chordal graphs

It has been proved that chordal graphs are $b$-continuous [9]. Here, we investigate some aspects regarding the lexicographic product involving chordal graphs. We first recall the following result, which gives us the corollary below by applying Corollary [1].

Theorem 5 ([25]) Let $G$ be a chordal graph and $n$ be any positive integer. Then $G[K_n]$ is chordal.

Corollary 2 Let $G$ be a chordal graph and $H$ be any $b$-continuous graph. Then $[\chi(G[H]), \chi_b(G[K_t])] \subseteq S_b(G[H])$, where $t = \chi_b(H)$.

In the next lemma, we further increase the known $b$-spectrum of $G[H]$, when $G$ is chordal. A simplicial vertex is a vertex whose neighborhood is a clique. An order $(v_1, \ldots, v_n)$ of the vertices of a graph $G$ is called a perfect
elimination order if \( v_i \) is a simplicial vertex in \( G[\{v_i, \cdots, v_n\}] \), for every \( i \in \{1, \cdots, n\} \). It is well known that \( G \) is chordal if and only if \( G \) admits a perfect elimination order \([10]\). Below, \( \omega(G) \) denotes the maximum size of a clique in \( G \).

**Lemma 3** Let \( G \) be a chordal graph and \( H \) be any graph. If \( \psi \) is a \( b \)-coloring of \( G[H] \) with \( k \) colors and \( k > n_H \omega(G) \), where \( n_H = |V(H)| \), then there exists a \( b \)-coloring of \( G[H] \) with \( k - 1 \) colors.

**Proof** Let \( (v_1, \cdots, v_n) \) be a perfect elimination order of \( G \), and for each \( i \) denote by \( G_i \) the subgraph \( G[\{v_1, \cdots, v_n\}] \), and by \( \psi_i \) the coloring \( \psi \) restricted to \( G_i[H] \). Also, for each color \( c \) and index \( i \), denote by \( B_{i,c} \) the set of \( b \)-vertices of color \( c \) in \( \psi_i \). Now, let \( i \) be minimum such that \( \psi_{i+1} \) is not a \( b \)-coloring of \( G_{i+1}[H] \) with \( k \) colors. This means that there exists a color \( c \) such that \( B_{i,c} \subseteq N_{G_i[H]}(v_i[H]) \), and a color \( c' \in \psi_i(v_i[H]) \) such that every neighbor of \( (v_j, u) \) colored with \( c' \) is contained in \( v_i[H] \), for every \( (v_j, u) \in B_{i,c} \). Also, because \( v_i \) is simplicial in \( G_i \), we get that in fact there exists \( v_j \in N_{G_i}(v_i) \) such that \( B_{i,c} \subseteq v_j[H] \). Finally, since \( k > n_H \omega(G) \) and \( N_{G_i}(v_i) \) is a clique, there exists a color \( c'' \) that does not appear in \( v_j[H] \cup N_{G_i[H]}(v_i[H]) \).

Now, switch colors \( c \) and \( c' \) in \( v_j[H] \), and colors \( c' \) and \( c'' \) in \( v_i[H] \). Because \( B_{i,c} \subseteq v_j[H] \), we know that there are no remaining \( b \)-vertices in color class \( c \), so let \( \psi' \) be obtained by changing the color of each \( x \) colored with \( c \) to any color that does not appear in its neighborhood. By the choice of colors, one can verify that \( \psi' \) is a \( b \)-coloring of \( G_i[H] \) with \( k - 1 \) colors. Finally, for \( \ell \) equal to \( i - 1 \) down to \( 1 \), because \( N_{G_i}(v_i) \) is a clique, we know that at most \( n_H(\omega(G) - 1) \) colors appear in \( N_{G_i[H]}(v_i[H]) \). Therefore, since \( k > n_H \omega(G) \), there are at least \( n_H \) colors with which we can color \( v_i[H] \).

**Corollary 3** Let \( G \) be a chordal graph and \( H \) be a graph with \( n_H \) vertices. If \( \chi_b(G[H]) \geq n_H \chi(G) \), then \([n_H \chi(G), \chi_b(G[H])] \subseteq \mathcal{S}_b(G[H]) \).
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