Velocity Centroids Anisotropy and the Signature of different MHD Modes in the Turbulent ISM
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ABSTRACT

Magnetic turbulence is anisotropic as the directions of motion are constrained by the magnetic field. Such anisotropy can be observed in velocity centroids obtained from spectroscopic observations. We use magnetohydrodynamics (MHD) simulations to produce synthetic spectroscopic observations (position-position-velocity data) and study the anisotropy in the structure function of velocity centroid maps. We decomposed the velocity in the simulations into Alfvén, slow and fast-modes and studied how each of them contribute to the observed anisotropy. We found that when the angle between the line of sight and the mean magnetic field is large the Alfvén-mode dominates the observed anisotropy, while for smaller angles the anisotropy is not large enough to be used to probe the magnetization of the media, and it is dominated by the slow-mode. Our results are in fair agreement with the theoretical predictions in Kandel et al. (2016, 2017).
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1. INTRODUCTION

Given the large Reynolds numbers (defined as the ratio of inertial to viscous forces) prevailing in the interstellar medium (ISM), its natural state is turbulent. Evidence of this turbulence has been observed in scales that range from kiloparsecs to sub-astronomical units (Armstrong et al. 1995; Chepurnov & Lazarian 2010; Xu & Zhang 2016a,b). The implications of such turbulence are just as ubiquitous in the ISM. For instance, it is of paramount importance in the process of star formation (Mac Low & Klessen 2004; Balistreres-Paredes et al. 2007; McKee & Ostriker 2007), in the acceleration and propagation of cosmic-rays (Yan & Lazarian 2004), heat transfer (Narayan & Medvedev 2001; Lazarian 2006), and in many other transport phenomena in the ISM (Elmegreen & Scalo 2004).

At the same time, there is a magnetic field that permeates the ISM and it has been recognized as well as an essential ingredient in many processes that take place in the ISM. Turbulence and magnetic fields are intertwined, and their interplay is complex (see Brandenburg & Lazarian 2013; Beresnyak & Lazarian 2019).

The MHD turbulence has been studied for decades (see Biskamp 2003). However, the radical shift of the understanding of magnetohydrodynamic (MHD) turbulence can be traced to the model suggested in (Goldreich & Sridhar 1995, hereafter GS95). That model predicted that while motions perpendicular to the magnetic field follow a Kolmogorov (1941) type cascade, the motions along the magnetic field are different. The coupling between motions perpendicular and parallel to the magnetic field in GS95 is achieved by the so-called critical balance condition which in the original formulation was $k_\perp v_\perp \sim k_\parallel v_A$. This formulation assumed that the anisotropy is in terms of mean field. In fact, the further work clarified that this is not true. Indeed, adopting the picture of turbulent reconnection in (Lazarian & Vishniac 1999) it is possible to show that the reconnection is fast enough to enable eddy-like motions perpendicular to the direction of magnetic field local to the eddies. As a result instead of $k_\perp$ and $k_\parallel$ measured in respect to
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the global mean field, one should use the \( l_1^{-1} \) and \( l_2^{-1} \) where the latter two quantities are measure in respect to the local direction of magnetic field. In other words, the MHD turbulence should be described not in \( k \)-space, but in real space. In terms of reconnecting eddies, the Kolmogorov statistics of perpendicular motions follows trivially, as the corresponding eddies are not constrained by magnetic field tension. Combining this with the critical balance condition written in real space one easily gets \( l_1 \sim l_1^{2/3} \). This scale dependent anisotropy with respect to the local magnetic field was later confirmed by numerical simulations (Cho & Vishniac 2000; Maron & Goldreich 2001; Cho et al. 2002).

The GS95 is the theory of incompressible MHD turbulence. In a realistic compressible case, MHD turbulence can be modeled as a superposition of three fundamental modes, the Alfvén, slow and fast modes (see Lithwick & Goldreich 2001). This was numerically demonstrated in (Cho & Lazarian 2002, 2003; Kowal & Lazarian 2010), where these the properties of these modes were explored and quantified. It was found there that the transfer of energy between the modes is relatively small, which allows one to talk about the three cascades of modes. The compressible nature of ISM turbulence is contained in the slow and fast modes. The interplay between the compressible and incompressible (Alfvén) modes has far-reaching consequences. For instance, turbulence can induce star formation by forming overdense regions via compressible modes, but at the same time the incompressible part of turbulence can produce additional support against gravity collapse. Compressible turbulence also plays a crucial role in cosmic ray diffusion and acceleration (Yan & Lazarian 2004; Beresnyak et al. 2011; Xu et al. 2016).

Several methods have been also developed to study ISM turbulence from observations, using for instance the line-widths in spectroscopic observations (Larson 1981, 1992; Scalo 1984, 1987), velocity centroids (von Hoerner 1951; Münch 1958; Kleiner & Dickman 1985; Dickman & Kleiner 1985; Miesch & Bally 1994), or measuring the fluctuations of electron density from scintillations (Narayani & Goodman 1989; Spangler & Gwinn 1990). In the last couple of decades several new techniques have been put forward to obtain turbulence information from the widely available radio spectroscopic observations. Among these techniques the Velocity Channel Analysis and Velocity Coordinate Spectrum (VCA and VCS respectively Lazarian & Pogosyan 2000, 2004; Lazarian et al. 2002; Esquivel et al. 2003; Esquivel & Lazarian 2005; Chepurnov & Lazarian 2009) are the technique based on the analytical theory of the mapping of velocity fluctuations from the real space into the Position-Position-Velocity (PPV) space. The Spectral Correlation Function (SCF; Rosolowsky et al. 1999; Padoan et al. 2001) is in many respects an empirical analog of the VCA, the Principal component Analysis (PCA; Heyer & Schloerb 1997; Brunt & Heyer 2002) is another empirical technique for turbulence studies.

Magnetic fields have been traditionally studied with a number of observational techniques suited particularly for that purpose (see reviews by van de Hulst 1967; Heiles 1976; Crutcher 2012). Among them the Zeeman splitting is intended for studies of the parallel to the line of sight component of magnetic field, while dust polarization reveals the plane of the sky direction of magnetic field.

Due to better understanding of the nature of MHD turbulence it became possible to propose statistical techniques that can also trace the plane of sky direction of magnetic field. This, for instance, can be obtained measuring the anisotropy in the structure functions of centroids of velocity (Lazarian et al. 2002; Esquivel et al. 2003; Esquivel & Lazarian 2005). It is also important that besides the direction of the mean magnetic field in the plane of the sky, one can also obtain information about the degree of media magnetization, i.e. about the Alfvén Mach number \( M_A = V_L/V_A \), where \( V_L \) is a turbulent injection velocity and \( V_A \) is the Alfvén velocity, from the degree of anisotropy of velocity centroids (Esquivel & Lazarian 2011; Burkhardt et al. 2014; hereafter Paper I, and Paper II, respectively), or, equivalently, of velocity channel maps (Esquivel et al. 2015).

The theory of emissivity fluctuations in PPV space proposed by Lazarian & Pogosyan (2000, 2004) has been recently extended to account for the anisotropy in velocity channels (Kandel, Lazarian, & Pogosyan 2016; hereafter KLP16) and in velocity centroids (Kandel, Lazarian, & Pogosyan 2017; hereafter KLP17), arising from the different fast, slow, and Alfvén MHD modes. KLP16 and KLP17 papers are important because the provide with a theoretical framework for studying the anisotropy using velocity centroids. Moreover, they allow to determine the contribution of different MHD modes. This provides an important insight in the picture of the magnetized turbulence in the ISM. With a better understanding of the behavior of the different modes one can improve the current techniques, or develop new ones\(^1\) with better accuracy by removing some of the modes (Yuen et al. 2018). In this work we revisit our previous studies of the anisotropy in velocity centroids done in Paper I and Paper II, but we analyze each of the MHD modes separately and compare the results with the theoretical predictions in KLP17.

The paper is organized as follows: we describe the set of numerical models used in Section 2, we review the anisotropy of velocity centroids and layout our method

---

\(^1\)For instance, on the basis of the understanding of the nature of MHD turbulence and the relation between the fluctuations in the PPV and real space the Velocity Gradient Technique (VGT) (VGT; González-Casanova & Lazarian 2017; Yuen & Lazarian 2017; Yuen et al. 2018; González-Casanova et al. 2019) has been proposed.
in Section 3. The results are presented in Section 4, followed by a summary in Section 5.

2. MODELS

We use a grid of MHD simulations of compressible, isothermal, fully developed turbulence. The grid is similar to the one used in Esquivel et al. (2015), but all the models have been updated to the same resolution (of 512^3 cells). The simulations are obtained with a second-order hybrid essentially non-oscillatory (ENO) method that solves the ideal MHD equations with a turbulence forcing term, in a periodic Cartesian box (see Cho & Lazarian 2002). The driving is purely solenoidal and it is imposed in Fourier space at a fixed wave-number \( k = 2.5 \) (which corresponds to a scale that is 1/2.5 of the computational domain). The magnetic field is composed by a uniform background \( B_0 \) plus a fluctuating part \( b \). The simulations start with a homogeneous medium of constant density \( \rho_0 = 1 \), and a uniform magnetic field aligned with the \( x \)-axis (\( B_0 = B_0 \hat{x} \), and initially \( b = 0 \)).

The simulations are evolved, constantly driven, until they reach a stationary state, where the rms velocity is of order unity (see Table 1). Each model can be characterized by two parameters: the sonic Mach number, and the Alfvénic Mach numbers, \( M_s = \langle V_L/v_s \rangle \), and \( M_A = \langle V_L/v_A \rangle \), respectively; where \( V_L = v_{\text{rms}} \) is the velocity at the injection scale, \( c_s = \sqrt{P/\rho} \) the sound speed, \( v_A = |B|/\sqrt{4\pi \rho} \) the Alfvén speed, and \( \langle \ldots \rangle \) denotes an average over the entire domain. These parameters are in turn controlled by the values of the initial Alfvén speed \( v_{A,0} = |B_0|/\sqrt{4\pi \rho_0} \), and the initial gas pressure \( P_{\text{gas,0}} \).

When the simulations reach a stationary state, the fluctuations of the magnetic field can be of the order of the uniform field, but the mean field remains aligned in the original orientation (along \( x \)). The different models are summarized in Table 1, where the initial conditions and the resulting Mach numbers are listed. The parameters explored cover a wide range of sub-sonic and supersonic, along with sub-Alfvénic and super-Alfvénic turbulence regimes. In the Table we also include the plasma \( \beta = P_{\text{gas}}/P_{\text{mag}} \), which also covers the regimes in which the magnetic fields are dynamically dominant (\( \beta \ll 1 \)), or dynamically unimportant (\( \beta \gg 1 \)).

2.1. MHD mode decomposition

In a compressible and magnetized plasma there are three waves (or modes) that propagate, namely the Alfvén, slow and fast MHD waves. Since each of them has a different anisotropy, we follow the procedure in Cho & Lazarian (2002, 2003) to decompose the original velocity field into each of the MHD modes. The decomposition is obtained by projecting the Fourier components of the velocity onto the direction of the displacement vectors of the Alfvén, slow, and fast modes \( \xi_A, \xi_s, \xi_f \), respectively. The directions of the plasma displacement are defined as:

\[
\hat{\xi}_A = -\hat{\varphi} = \hat{k}_\perp \times \hat{k}_\parallel,
\]

\[
\hat{\xi}_s \propto (-1 + \alpha - \sqrt{D}) k_\parallel \hat{k}_\parallel + \left(1 + \alpha - \sqrt{D} \right) k_\perp \hat{k}_\perp,
\]

\[
\hat{\xi}_f \propto (-1 + \alpha + \sqrt{D}) k_\parallel \hat{k}_\parallel + \left(1 + \alpha + \sqrt{D} \right) k_\perp \hat{k}_\perp.
\]

Where \( \hat{k}_\parallel \), and \( \hat{k}_\perp \) are the components of \( k \) (the direction of the velocity in Fourier space), which are parallel and perpendicular to \( B_{\text{ext}} = B_0 \), respectively; \( \alpha = c_s^2/v_A^2; D = (1 - \alpha)^2 - 4 \alpha \cos^2 \theta; \theta \) being the angle between \( \hat{k} \), and \( B_{\text{ext}} \) and \( \hat{\varphi} \) the azimuthal coordinate in Fourier space.\(^2\) The Fourier projection of each mode is transformed back to real space to obtain the corresponding velocity field. The result is that from each velocity field \( \mathbf{u} \) we have three velocity fields (each one with \( x, y, \) and \( z \) components), \( \mathbf{u}_A, \mathbf{u}_s \) and \( \mathbf{u}_f \) (for the Alfvén, slow and fast modes, respectively).

We show in the last three columns of Table 1 the percentage of kinetic energy contained in each mode with respect to the original kinetic energy, the values quoted are with respect to the total kinetic energy \( \langle \rho u^2 \rangle /2 \). We can see that on most of the kinetic energy is contained in the Alfvén modes, with 52% of the energy on average considering all the models. This average becomes 56.4% if we consider only the sub-Alfvénic models, and close to 43.9% for the super-Alfvénic cases. The slow modes contain globally 40.8% of the kinetic energy, being stronger for super-Alfvénic turbulence (47.9%) and weaker in sub-Alfvénic models (37.3%). The Fast mode is the weakest of the three, with only 6.9% of the energy in general. We can see an increase on the strength of the fast modes with the Mach number for Models with \( v_{A,0} \leq 1 \). All this trends are consistent with the findings by Kowal & Lazarian (2010), which used an extension of the method of mode decomposition used here that makes use of wavelets to obtain a local measure of the \( \alpha \) and \( D \) coefficients in the decomposition. For \( v_{A,0} \geq 2 \) we see an opposite trend in the the fast modes, in which their strength becomes weaker for higher \( M_s \), this deserves future investigation.

The percentages described above were obtained using the entire 3D velocity field, irrespective of the direction of the magnetic field. However, it is important to note that the magnitude of the velocity in each mode does vary significantly with respect of the direction of the magnetic field (hence the anisotropy). In our simulations the \( x \)-component of the velocity field is parallel to the mean magnetic field, whereas the \( y \) and \( z \) components are perpendicular to \( B_0 \). This would ultimately be reflected on the observed centroids which

\(^2\) For further detail see figure 1, and appendix A in Cho & Lazarian 2003
only map the velocity projected along a given line of sight (LOS).

3. VELOCITY CENTROIDS AND THEIR ANISOTROPY

As mentioned before, the (scale dependent) anisotropic MHD turbulence described in the model of GS95 should only be interpreted within the local magnetic field for each turbulent eddy (Lazarian & Vishniac 1999). In observations, however, the resulting local anisotropy can not be studied directly because we do not have access to the three dimensional distribution of the emitting material. For instance, in spectroscopic observations one obtains instead the distribution of emitting material in velocity at a certain position (or a set of positions) on the plane of the sky. And, since at a given velocity one can have contribution from any position along the LOS, the anisotropy measured would correspond to a global magnetic field. In Paper I and Paper II we study the anisotropy in velocity centroids in such a global frame of reference, and found the anisotropy to be mostly scale independent within the inertial range.

Recently, KLP16 extended the theoretical framework of VCA to study the statistics of velocity centroids from an analytical perspective. The theoretical description therein, allowed for a natural follow up to address their anisotropy from an analytical perspective as well in KLP17.

In view of this progress, in the present work we revisit our previous studies (Paper I; Paper II) of the anisotropy in synthetic observations to compare with the predictions of KLP17. We are also interested in exploring the contribution to the observed anisotropy by each of the MHD modes. To do this, we take the results of the

| Model | \(v_{A,0}\) | \(P_{\text{gas,0}}\) | \(v_{\text{rms}}\) | \(M_A\) | \(M_a\) | \(\langle \rho u_A^2 \rangle\) | \(\langle \rho u_a^2 \rangle\) | \(\langle \rho u_A^2 \rangle\) |
|-------|--------------|------------------|------------|-------|-------|-----------------|-----------------|------------------|
| M1    | 0.1          | 0.01             | \(\sim 0.79\) | \(7.90\) | \(7.90\) | 2               | \(\sim 43.4\)   | \(\sim 41.1\)   | \(\sim 15.5\)   |
| M2    | 0.1          | 0.10             | \(\sim 0.78\) | \(7.80\) | \(2.47\) | 20              | \(\sim 42.7\)   | \(\sim 46.9\)   | \(\sim 10.4\)   |
| M3    | 0.1          | 1.00             | \(\sim 0.77\) | \(7.71\) | \(0.77\) | 200             | \(\sim 48.0\)   | \(\sim 48.4\)   | \(\sim 3.6\)    |
| M4    | 0.1          | 2.00             | \(\sim 0.75\) | \(7.49\) | \(0.53\) | 400             | \(\sim 48.8\)   | \(\sim 47.9\)   | \(\sim 3.3\)    |
| M5    | 0.5          | 0.01             | \(\sim 0.72\) | \(1.43\) | \(7.16\) | 0.08            | \(\sim 40.8\)   | \(\sim 44.5\)   | \(\sim 14.7\)   |
| M6    | 0.5          | 0.10             | \(\sim 0.69\) | \(1.37\) | \(2.17\) | 0.8             | \(\sim 42.8\)   | \(\sim 44.9\)   | \(\sim 12.3\)   |
| M7    | 0.5          | 1.00             | \(\sim 0.67\) | \(1.34\) | \(0.67\) | 8               | \(\sim 42.8\)   | \(\sim 53.8\)   | \(\sim 3.4\)    |
| M8    | 0.5          | 2.00             | \(\sim 0.66\) | \(1.32\) | \(0.47\) | 16              | \(\sim 42.1\)   | \(\sim 55.5\)   | \(\sim 2.5\)    |
| M9    | 1.0          | 0.01             | \(\sim 0.75\) | \(0.75\) | \(7.54\) | 0.02            | \(\sim 45.5\)   | \(\sim 44.5\)   | \(\sim 10.0\)   |
| M10   | 1.0          | 0.10             | \(\sim 0.72\) | \(0.72\) | \(2.28\) | 0.2             | \(\sim 47.5\)   | \(\sim 43.6\)   | \(\sim 8.9\)    |
| M11   | 1.0          | 1.00             | \(\sim 0.76\) | \(0.76\) | \(0.76\) | 2               | \(\sim 39.5\)   | \(\sim 55.2\)   | \(\sim 5.3\)    |
| M12   | 1.0          | 2.00             | \(\sim 0.77\) | \(0.77\) | \(0.54\) | 4               | \(\sim 38.1\)   | \(\sim 58.4\)   | \(\sim 3.4\)    |
| M13   | 2.0          | 0.01             | \(\sim 0.76\) | \(0.38\) | \(7.62\) | 0.005           | \(\sim 52.2\)   | \(\sim 45.9\)   | \(\sim 1.9\)    |
| M14   | 2.0          | 0.10             | \(\sim 0.77\) | \(0.39\) | \(2.45\) | 0.05            | \(\sim 58.8\)   | \(\sim 38.7\)   | \(\sim 2.5\)    |
| M15   | 2.0          | 1.00             | \(\sim 0.84\) | \(0.42\) | \(0.84\) | 0.5             | \(\sim 62.6\)   | \(\sim 33.9\)   | \(\sim 3.4\)    |
| M16   | 2.0          | 2.00             | \(\sim 0.83\) | \(0.42\) | \(0.59\) | 1               | \(\sim 61.3\)   | \(\sim 34.7\)   | \(\sim 4.0\)    |
| M17   | 3.0          | 0.01             | \(\sim 0.80\) | \(0.27\) | \(8.05\) | 0.0022          | \(\sim 63.6\)   | \(\sim 35.5\)   | \(\sim 0.9\)    |
| M18   | 3.0          | 0.10             | \(\sim 0.81\) | \(0.27\) | \(2.57\) | 0.022           | \(\sim 64.0\)   | \(\sim 34.6\)   | \(\sim 1.4\)    |
| M19   | 3.0          | 1.00             | \(\sim 0.84\) | \(0.28\) | \(0.84\) | 0.22            | \(\sim 64.9\)   | \(\sim 30.5\)   | \(\sim 4.6\)    |
| M20   | 3.0          | 2.00             | \(\sim 0.82\) | \(0.27\) | \(0.58\) | 0.44            | \(\sim 62.1\)   | \(\sim 30.7\)   | \(\sim 7.2\)    |
| M21   | 5.0          | 0.01             | \(\sim 0.86\) | \(0.17\) | \(8.61\) | 0.0008          | \(\sim 67.5\)   | \(\sim 31.6\)   | \(\sim 0.9\)    |
| M22   | 5.0          | 0.10             | \(\sim 0.85\) | \(0.17\) | \(2.70\) | 0.008           | \(\sim 68.5\)   | \(\sim 30.6\)   | \(\sim 0.9\)    |
| M23   | 5.0          | 1.00             | \(\sim 0.83\) | \(0.17\) | \(0.83\) | 0.08            | \(\sim 58.5\)   | \(\sim 28.8\)   | \(\sim 13.5\)   |
| M24   | 5.0          | 2.00             | \(\sim 0.81\) | \(0.16\) | \(0.57\) | 0.16            | \(\sim 47.7\)   | \(\sim 20.2\)   | \(\sim 32.1\)   |

Note: \(M_A = \frac{v_{\text{rms}}}{v_A}\), \(M_a = \frac{v_{\text{rms}}}{c_a}\), and \(\beta = P_{\text{gas}}/P_{\text{mag}} = 2 \left(\frac{M_A^2}{M_a^2}\right)\). All the models have a resolution of 512³ cells.
MHD simulations and obtain synthetic observations in the form of position-position-velocity (PPV) data cubes. The PPV data cubes can be treated in the same manner as real observations, for instance we can get 2D maps of integrated intensity, and velocity centroids. In order to obtain mock observations with different orientations we obtain several synthetic PPV data cubes, rotating the data from the simulations by an angle $\gamma$ with respect to the $y$-axis, and taking the LOS in the direction of the original $x$-axis. Thus, $\gamma$ corresponds to the angle between the LOS and the mean magnetic field.

From the PPV cubes, the integrated intensity (proportional to the column density in the case on an optically thin media with emissivity proportional to density, e.g. cold H I) can be obtained as

$$I_\gamma(X) = \int \rho_{s,\gamma}(X,v_{\text{los}}) \, dv_{\text{los}}, \quad (4)$$

where $\rho_{s,\gamma}$ is the density of emitters arranged in PPV space, obtained for an angle $\gamma$, while $X$ is the position in the plane of the sky, and $v_{\text{los}}$ the velocity projection in the LOS.

As with real observations, from the PPV data one can obtain the velocity centroids as the first moment of the spectral lines:

$$C_\gamma(X) = \frac{\int \rho_{s,\gamma}(X,v_{\text{los}}) \, v_{\text{los}} \, dv_{\text{los}}}{I_\gamma(X)}, \quad (5)$$

This is the usual definition of velocity centroids, which we have often termed as normalized centroids, in order to distinguish them from the unnormalized centroids which are not divided by the column density (Esquivel & Lazarian 2005). The normalization decreases the impact of density fluctuations to the observed maps, but it is somewhat difficult to include in an analytical study of the statistics. Thus, the description by KLP16; KLP17 was cast in terms of unnormalized centroids. Moreover, KLP16; KLP17, neglected the effects of density fluctuations while constructing the centroids, this is equivalent to compute the centroids with a constant density.

The anisotropy mentioned above is easier to characterize if we observe the structure or correlation functions. We obtained the (2D) structure function from all the maps shown in 1 (for model M13, $\mathcal{M}_A \sim 0.4$ and $\mathcal{M}_s \sim 7.6$). Ordered by rows, from top to bottom we display the integrated intensity (column density), centroids with the original velocity field, and centroids obtained with the Alfvén, slow and fast MHD velocities, respectively. By columns we vary the viewing angle $\gamma$, from 0° (LOS || to $B_0$) to 90° (LOS ⊥ to $B_0$).

In Figure 1 we show some examples of two-dimensional maps obtained from one of the simulations (model M13, $\mathcal{M}_A \sim 0.4$ and $\mathcal{M}_s \sim 7.6$). Ordered by rows, from top to bottom we display the integrated intensity (column density), centroids with the original velocity field, and centroids obtained with the Alfvén, slow and fast MHD velocities, respectively. By columns we vary the viewing angle $\gamma$, from 0° (LOS || to $B_0$) to 90° (LOS ⊥ to $B_0$).

We can see from the figure that the structures integrated parallel to the magnetic field (leftmost column) are quite isotropic. In the subsequent columns the structures become increasingly anisotropic and align with the direction of the mean magnetic field projected onto the plane of the sky (horizontally). From the maps in the figure we see for this model (but it holds true for all) that the Alfvén modes dominate the contribution to the centroids when the LOS is perpendicular to the mean magnetic field. This can be readily understood by noting that Alfvén modes are transverse waves that travel in the direction of the magnetic field, thus the plasma displacement takes place in a perpendicular direction, thus having little plasma velocity along a LOS parallel to the mean field. At the same time, when the LOS is parallel to the mean field the slow modes have the largest contribution.

The anisotropy mentioned above is easier to characterize if we observe the structure or correlation functions. We obtained the (2D) structure function from all the two-dimensional maps, and normalize it in such a way that they lie in the range between 0 and 1. For instance we compute the structure function of the column density as

$$SF_{\ell_\gamma}(R) = \frac{\langle |I_\gamma(X) - I_\gamma(X + R)|^2 \rangle}{\max \{\langle |I_\gamma(X) - I_\gamma(X + R)|^2 \rangle\}}, \quad (7)$$

where $\langle \ldots \rangle$ denotes averaging over all the plane of the sky ($X$), and the lag $R$ is a two dimensional vector on the plane of the sky (for isotropic turbulence the structure function only depends on the magnitude of $R$, and not on its direction).

In Figure 2 we show as colormaps the 2D structure functions of all the maps shown in 1 (for model M13,
Figure 1. Two dimensional maps obtained from one of the simulations (model M13, $M_A \sim 0.4$ and $M_s \sim 7.6$). By columns, from left to right, the maps obtained with $\gamma = 0^\circ$, $22.5^\circ$, $40^\circ$, $60^\circ$, $90^\circ$ (respectively). By rows, from top to bottom: integrated intensity (proportional to column density, first row), centroids obtained with the original velocity (second row), centroids with the Alfvén mode velocity (third row), with the slow mode (fourth row), and with the fast mode velocity (fifth row). Notice that all centroids maps, except those for the fast-MHD modes, are shown with the same range of values (as indicated in the colorbar at the right. The fast modes are considerably smaller in magnitude, and thus to be visible are plotted with a smaller dynamical range.

$M_A \sim 0.4$ and $M_s \sim 7.6$). We can see from the first row in the Figure (integrated intensities) that the structure functions are somewhat anisotropic. However, the direction of alignment is neither parallel nor perpendicular to the B field. At the same time one can see more clearly how the centroids become increasingly anisotropic as the angle between the LOS and the mean magnetic field changes from $0^\circ$ to $90^\circ$, aligning in the direction of the mean magnetic field (horizontally). The model chosen for the figure has a large magnetization, so the anisotropy is quite evident, but the same trend is observed in general. We can see that at the extreme values of $\gamma$ the structure function of the original centroids is almost identical to that of the Alfvén-mode centroids (for $\gamma = 90^\circ$), or to the slow-mode centroids (for $\gamma = 0^\circ$). At intermediate angles the structure function of the original centroids is a combination of the two (with a marginal contribution of the fast modes), resembling more to the slow-mode centroids for low values of $\gamma$, and to the Alfvén modes for larger values of $\gamma$.

In order to quantify the anisotropy in the 2D structure function maps we can define (see Paper I) an isotropy
Model M13

Figure 2. Two dimensional structure functions of the maps shown in Figure 1 (M13, $M_A \sim 0.4$ and $M_s \sim 7.6$). The maps have the same arrangement of Figure 1, with the corresponding 2D map indicated in the title of each plot.
degree:

\[
\text{Isotropy degree}(\ell) = \frac{SF(\ell \hat{e}_\parallel)}{SF(\ell \hat{e}_\perp)},
\]

where \(\ell\) is the magnitude of the lag, which is taken in two orthogonal directions, \(\hat{e}_\parallel\) along the direction of the elongation of the contours (which is parallel to the magnetic field in the plane of the sky), and \(\hat{e}_\perp\). In the structure functions shown in Figure 2 these two correspond roughly to horizontal for the parallel direction, and vertical for the perpendicular direction, except for the leftmost column in which both are perpendicular to the mean magnetic field. This isotropy degree will be equal to one if the structure functions are isotropic, less than one if the contours are elongated in the direction of the magnetic field, and larger than one if their elongation occurs perpendicular to it. We must note that the anisotropy degree is different from the alignment measure used in dust grain alignment studies, and adopted in the context of the VGT (González-Casanova & Lazarian 2017; Yuen et al. 2018), in which the ratio of an ellipse axes fit to a given iso-contour of correlation function was measured.

A problem, which is exclusive to numerical simulations, is the limited range of inertial range available to measure the anisotropy. The smallest scales (< 10 cells) are dominated by numerical diffusion and should be avoided for anisotropy studies. The largest scales should also be avoided, as they are dominated by the driving scale. The driving of the turbulence in our models is at a scale of \(\sim\) 200 cells. Thus we restrict our analysis to scales only between 10 to 102 cells (one fifth of the entire domain). However, as can be seen in Figure 2, even at intermediate scales the contours often become misaligned from the horizontal towards large lags. This distortion is not physical but the result of not having enough inertial range, in other words it is the effect of the turbulent cascade not having fully decoupled from the driving at such scale. This issue was addressed in Yuen et al. (2018), where a rotation of the 2D maps (correlation function in their case, structure function in ours) was performed in order to align the iso-contours horizontally (see figure 3 therein) to compensate for the distortion. We follow a similar approach, which is described in the next section.

In Figure 3 we show examples of the isotropy degree for some of the models with increasing magnetization from top to bottom; on the left column observed in a LOS parallel to the mean magnetic field (\(\gamma = 0^\circ\)), and on the right column observed perpendicular to it (\(\gamma = 90^\circ\)). From the figure it is evident that the structure functions are quite isotropic if the LOS is aligned with the mean magnetic field (left column). And at the same time that the structure functions are increasingly anisotropic for higher magnetization, when the LOS is perpendicular to the average magnetic field. It is also noticeable that the isotropy degree depends only slightly on the scale (\(\ell\)). Also, for \(\gamma = 0^\circ\), we see that the anisotropy in the original centroids (that is with the full —original— velocity field, blue lines) coincides with that of the centroids obtained with the slow-mode velocity (magenta, dashed line). Whereas for \(\gamma = 90^\circ\), the anisotropy seen in the original centroids coincides with that obtained with the Alfvén-mode velocity field (green, dotted line).

4. RESULTS

In what follows we calculate an average isotropy degree, considering all scales that are approximately within the inertial range. As the inertial range is difficult to determine exactly from the simulations, and since it varies slightly from model to model, we consider a range between 10 and 102 cells (one fifth of the computational domain). However, as mentioned in the previous section, in many of the models we see a distortion of the direction of the contours towards large scales. This numerical artifact was noted by Yuen et al. (2018), and we follow a similar procedure to compensate such distortion. For each model and angle \(\gamma\) we take the structure function maps of velocity centroids (e.g. second row from the top in Figure 2) and calculate the orientation of the iso-contours at three values 0.24, 0.59, and 0.65. We then rotate all the structure function maps to align the 0.24 iso-contour with the horizontal axis, and calculate the anisotropy degree from \(\ell = 10\) cells to \(\ell_{0.24}\) (the scale at which the 0.24 contour cuts the horizontal axis). We then repeat the procedure with the next two contours, obtaining the isotropy degree from \(\ell_{0.24}\) to \(\ell_{0.59}\), and from \(\ell_{0.59}\) to \(\ell_{0.65}\). We finally average the isotropy degree within these scale ranges. In the averaging procedure we restrict the largest scale to the shortest length of 102 cells, or \(\ell_{0.65}\).

4.1. Mean velocity anisotropy

The theoretical framework put forth recently by KLP16; KLP17 is based in the structure/correlation-tensor of each of the velocity MHD modes, and an expansion in spherical harmonics of their power spectra. We must note that the bulk of their predictions consider only velocity. That is, they neglected the density structure-tensor because the expressions for the centroids become rather complicated and cumbersome. In other words, their predictions are strictly applicable to the anisotropy of mean velocity maps (see Equation 6). However, as we pointed out earlier, these maps are cannot be obtained from observations; but they can be obtained from the simulations and thus can be used to estimate the importance of including the density fluctuations.

In Figure 4 we show the average isotropy degree for maps of mean LOS velocity for all the models at five different viewing angles \(\gamma\), as a function of the Alfvénic Mach number. Each symbol shown in the figure shows the average isotropy degree from the structure functions.
Figure 3. Isotropy degree for some selected models (indicated at the top of each plot), as a function of the scale $\ell$. The plots in the top row are obtained with PPVs with an angle of $\gamma = 0^\circ$ (LOS $\parallel$ to $B_0$), and at the bottom with $\gamma = 90^\circ$ (LOS $\perp$ to $B_0$). The different lines correspond to the centroids with the original velocity ($C_\gamma$), with the Alfvén mode velocity ($C_{A,\gamma}$), the fast mode ($C_{f,\gamma}$), and the slow mode ($C_{s,\gamma}$), as indicated in the legend in the bottom left panel. The vertical lines (dotted and dashed) denote the ranges over which the average isotropy is calculated, the dotted line at the lower end (10 cells), and at the upper end the dashed line (at 1/5 of the computational box). The vertical solid lines denote the scales used to rotate the structure function to fix large scale distortions (in the iso-contours values 0.24, 0.59, and 0.65), see the text for further details.

calculated as described at the end of Section 3. Each column in the figure corresponds to a different angle between the LOS and the mean magnetic field (indicated in the title of each plot). Each row corresponds to the results from different 2D maps, from top to bottom: mean (original) velocity, mean velocity obtained with the Alfvén mode, mean velocity of the slow-mode, and mean velocity of the fast mode. In addition we group models with similar $M_s$ (same $P_{\text{gas},0}$, see Table 1) by color, and denote the $\beta$ regime with symbols of different shapes, as shown in the legend inside the top-left plot. We also include in the figure, the analytical predictions for the anisotropy from KLP17, for the Alfvén mode (thick black line), the and slow and fast mode (for high $\beta$ in orange, and low $\beta$ in green). The error bars included in the figure correspond to the variability with scale (taken from the minimum and maximum of the isotropy degree within the range of scales used for averaging).

The first thing to notice from the mean LOS velocity anisotropy is a gradual increase with the viewing angle (see top row in Fig. 4), which is more pronounced for higher magnetized runs (smaller $M_A$), this is consistent with previous findings in Paper I and Paper II. By adding the velocity fields resulting from the decomposition procedure (the three MHD modes) the original velocity field is recovered, thus it is natural that the resulting anisotropy would be a combination of the anisotropy in each of the MHD modes. This can be confirmed noting that top row in Figure 4 is a combination of the bottom three rows. However, it is important to note that different modes have different anisotropy, and different dependence with the viewing angle. For instance, we can see that for small viewing angles ($\gamma \lesssim 30^\circ$) the anisotropy of the mean velocity is dominated by that of
Figure 4. Average isotropy of the structure functions of mean velocity vs. the Alfvénic Mach number for all the models. In rows, by descending order we show the results for the original velocity field, the Alfvén mode, the slow mode, and the fast mode. In columns, from left to right we vary the viewing angle, from 0 (LOS $\parallel B_0$), 30, 45, 60, and 90° (LOS $\perp B_0$). The shape of the symbols separate the models with high-$\beta$ (mostly hydrodynamic, diamonds), intermediate ($\beta \sim 1$, squares), and low-$\beta$ (magnetically dominated, circles). The color of the symbols group models with similar $M_\alpha$, as labelled in the legend at the top left panel. We also include the analytic predictions in KLP17 for the Alfvén mode (black line), and the slow and fast modes (for high $\beta$ in orange and low $\beta$ in green). The anisotropy predictions for the Alfvén mode at $\gamma = 0°$, and for the slow mode at $\gamma = 90°$ are shown in dashed lines as they are only a formal limit at zero intensity of the signal (see text).

We can also see that the measured anisotropies in mean LOS velocity maps are in fair agreement with the analytical predictions in KLP17.

The Alfvén mode anisotropies follow the trends with $M_\alpha$ of the theory predictions. Note that formal theoretical anisotropy limit is non-zero at $\gamma \to 0°$, but such limit occurs at vanishing intensity of the signal and cannot be measured in any realistic simulations or data where the isotropic numerical or experimental noise contribution will always dominate. A similar situation occurs for the slow mode in the limit of $\gamma \to 90°$. At such viewing angle the structure function of slow modes both for high and low $\beta$ vanishes (KLP17); but interestingly the ratio of the moments is finite (e.g. they approach zero at the same rate), yielding a finite anisotropy. Such anisotropy cannot be expected to be measured realistically.

We see that the slow mode is less anisotropic than the Alfvén mode, and the anisotropy in our models...
reflects that fact, with some systematic departure at higher magnetization, where the measured anisotropy is smaller than the prediction. We must note also that the panel for $\gamma = 90^\circ$ is very noisy for the fast and slow modes, as most of the velocity from the decomposition method is assigned to the Alfvén mode in that case. The same is true for the Alfvén mode at $\gamma = 0^\circ$ where most of the velocity is contained in the slow MHD modes.

The fast modes have an isotropic energy spectrum, thus their anisotropy could only be due to the structure tensor. In the case of high $\beta$ the tensor structure is also isotropic, therefore the prediction is an isotropy degree of 1. For low $\beta$ the anisotropy does not depend on the magnetization but only on the viewing angle. The correspondence between the predictions and the isotropy measured is not perfect, but we do see an increase of isotropy degree (anti-aligned with the mean magnetic field, i.e. $> 1$) with an increase with $\gamma$ for models with $\beta < 1$. The small amplitude of the fast modes (at all angles) makes their signal difficult to pick-up since it is typically contained in only a few channels centered at zero velocity. Thus, they are most susceptible to be affected by noise and/or density fluctuations.

4.2. Observable Anisotropies

To make a more realistic interpretation of the anisotropies observed, we present in this subsection the results obtained from the simulations arranged into PPV arrays. These can be directly related with observations in which both the density and velocity contribute to the emission in each velocity channel. This anisotropy has been previously studied in Paper I and Paper II, but the theory developed in KLP16 and KLP17 allows us to get an insight of the contribution of the different MHD modes. Unfortunately, it is not possible now to distinguish the contribution of each mode directly from observations, but by constructing centroids with their associated velocity field we are able to start looking for signatures of the compressible modes in ISM turbulence, as well as to gauge how much the density fluctuations affect the analytical predictions.

In Figure 5 we present the results in a similar arrangement as in the previous subsection (see Figure 4), but we include an additional row at the top with the results of the integrated intensity (e.g. column density).

4.2.1. Anisotropy in column density maps

A simple inspection shows that column density (integrated intensity) maps are qualitatively different to maps of velocity centroids, with an anisotropy that is not evident at first glance, and a richer small scale structure compared with velocity centroid maps (see e.g. Fig 1). Such small scale structures are well known to translate into a shallower power-spectra with increasing sonic Mach number (Beresnyak et al. 2005; Koval et al. 2007).

As for the anisotropy of the structure function maps (see Figure 2), they are also different from that seen in velocity centroids. For small viewing angles ($\gamma \lesssim 45^\circ$) column density structure functions are basically isotropic within the inertial range. For larger viewing angles the structure functions are anisotropic, with contours of equal structure aligned with the mean magnetic field. However, the degree of isotropy is mostly independent on $M_A$, and only slightly dependent on $M_A$. We also see some evidence of scale dependence (larger error bars) in column density maps when observed at large viewing angles.

4.2.2. Anisotropy in velocity centroids

From a visual inspection of the velocity centroid maps in Figure 1, and from the results of with the mean velocity maps, one should expect a gradual change from a mostly isotropic structure at an observing angle $\gamma = 0^\circ$, to a more anisotropic map when $\gamma = 90^\circ$. Naturally, as seen previously with the mean LOS velocity, for the case of velocity centroids the map obtained with the original velocity (second row from top to bottom) is a combination of the three MHD modes (three bottom rows). And, of the three MHD modes we can see that the fast modes have the smallest amplitude (thus the smallest imprint on the observed centroids), while Alfvén modes dominate for large values of $\gamma$, and the slow modes for small values of $\gamma$.

This can be confirmed in the average anisotropy shown in Figure 5 where the anisotropy of the centroids obtained with the slow-mode velocity traces the original centroids (with the full velocity field) for small values of the viewing angle ($\gamma \lesssim 30^\circ$). At the same time, for large viewing angles ($\gamma \gtrsim 60^\circ$) the anisotropy of the Alfvén-mode centroids dominates the anisotropy of the original centroids.

In agreement with Paper I and Paper II, the anisotropy of the velocity centroids increases with the level of magnetization (decreasing $M_A$), and increases also with $\gamma$, having a maximum level of anisotropy when the LOS is perpendicular to the mean magnetic field ($\gamma = 90^\circ$).

The isotropy degree calculated for the velocity centroids in Figure 5 is remarkably similar to that of the mean velocity maps (Figure 4). We see a clear increase of the anisotropy with the observing angle $\gamma$. Also seen in the mean velocity maps, the isotropy in centroids at small viewing angles ($\gamma \lesssim 30^\circ$) resembles that of the slow-modes, while for larger viewing angles ($\gamma \gtrsim 60^\circ$) it resembles that of the Alfvén modes.

With the exception of the Alfvén mode at $\gamma = 0^\circ$ and the slow modes at $\gamma = 90^\circ$ the isotropy is in fair agreement with the analytical predictions (KLP17. The Alfvén anisotropy increases with viewing angle and decreases with $M_A$). A similar behavior, but with a smaller anisotropy and a systematic departure at higher magnetization (lower $M_A$) is seen in the slow-modes. We must note that for such high magnetization the energy is dominated by the Alfvén mode (see Table 1),
and the rest of the MHD modes are confined to a small number of velocity channels and thus they become more prone to be affected by statistical noise.

It is also worth noting that, also in agreement with our previous findings, that the anisotropy in the velocity centroids is mostly scale independent (their error bars in Figure 5 are small).

4.3. Impact of density fluctuations in velocity centroids

As mentioned above the results obtained in terms of velocity centroids show the same general trends seen already with the mean LOS velocities. One thing to notice comparing the results from Figures 4 and 5 is that the inclusion of the density fluctuations makes for a larger spread of the average anisotropy degree. In fact such spread tends to separate the data with respect to the
sonic Mach number, yielding a slightly more pronounced anisotropy in subsonic models and less pronounced as the sonic Mach number increases. The reason for this is the formation of shocks in supersonic turbulence.

Since we are mostly interested in the dependence of the anisotropy in the different modes as a function of the magnetization (Alfvén Mach number), the plots in Figures 4 and 5 are in terms of $M_A$ for selected angles. In addition, in appendix A we present the same results as a function of the viewing angle $\gamma$ (Figures 6 and 7), splitting the plots in columns with similar magnetization ($M_A$) and separating $M_s$ by colors. Such version of the plots allow to identify more clearly the dependence on the sonic Mach number.

5. SUMMARY

We study the anisotropy of the structure function of the mean LOS velocity and velocity centroids in synthetic observations obtained with a grid of MHD simulations of fully developed isothermal turbulence following the methodology presented in Paper I and Paper II. Recently, the analytical description of fluctuations of emission in PPV channels started in Lazarian & Pogosyan (2000) has been extended to study anisotropy in velocity channels (KLP16), and to velocity centroids (KLP17). In there, predictions of the anisotropy arising from different MHD modes, namely the Alfvén, slow, and fast modes are provided. Understanding the relative contribution of the different modes in interstellar turbulence is of particular importance, as the role of compressibility in ISM turbulence is often overlooked. In this paper we extend our previous works, with an updated grid of simulations, and study the contribution to the observed anisotropy arising from all the different MHD modes.

We use the procedure in Cho & Lazarian (2002, 2003) to decompose the velocity field from the simulations and obtain that corresponding to each of the three different MHD modes (Alfvén, slow and fast modes). With the resulting velocity fields we obtain 2D maps of centroids to analyze their structure function anisotropy.

We found, in agreement with previous results, that the structure function of velocity centroids is anisotropic, and aligns with the direction of the mean magnetic field in the plane of the sky. Such anisotropy increases with the magnitude of the projection of the field in the plane of the sky. Thus, models with higher magnetization and a small viewing angle (angle between the mean field and the line of sight) are not distinguishable from models with a lower magnetization and a larger viewing angle.

After decomposing the velocity into the three MHD modes the kinetic energy associated with the Alfvén and slow modes dominate the total kinetic energy, with only a minor contribution (of $\lesssim 15$ percent) contained in the fast mode (with the exception of one model that has as much as 32 percent).

The analytical predictions in KLP16; KLP17 were obtained by considering the expected structure tensor and power spectra of the different velocity modes, but assuming that the density fluctuations are small. Thus, as a first step we study the anisotropy in mean LOS velocity maps, which is directly comparable to the theoretical predictions, but which can not be obtained from observations. The results are in reasonably good agreement with the the analytical predictions made in KLP17, recovering most of the general trends and the level of anisotropy for the various modes. The velocity anisotropy for large viewing angles ($\gamma \gtrsim 45^\circ$) is found to be determined by the Alfvén mode, while for smaller angles the slow-mode dominates the contribution to the velocity anisotropy.

In order to estimate how important the density fluctuations are to the centroids anisotropy, something that is now missing in the analytical description, we also study maps of integrated intensity (e.g. column density), and maps of velocity centroids. The integrated intensity maps show some anisotropy, but it is significantly smaller than that observed in velocity. Such density anisotropy also increases with the viewing angle, but is does not have an appreciable dependence on the Alfvén Mach number, and only a slight dependence on the sonic Mach number (see Appendix A).

Our results for the velocity centroids are very similar to those obtained with the mean LOS velocity, confirming that the density fluctuations do not change qualitatively the results. The anisotropy in the centroids, however, has a slight dependence with the sonic Mach number, which decrease (yet does not disappear) in the mean velocity maps.
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APPENDIX
A. ANISOTROPY AS A FUNCTION OF THE VIEWING ANGLE

In Section 4 we presented the isotropy degree in all the models in groups (columns) of viewing angle, and as a function of $M_A$ to highlight the dependence on the Magnetization. In this appendix we present the same results grouping in columns by similar $M_A$, as a function of the viewing angle, and the symbols colored by $M_s$. The anisotropy degree for the mean LOS velocity can be found in Figure 6, and for the integrated intensity and the various velocity centroids in Figure 7. Similarly to the results presented in the main body of the paper we include the KLP17 predictions.

From Figure 6 we can see how the models trace the general shape of the analytical predictions. We must note however, that implicitly, the MHD mode decomposition and particular form of anisotropy relations dependent on $M_A$ was assuming a value than or in the range of 1.

In the synthetic observations the lowest magnetization models are essentially isotropic. However, the theory prediction does not have perfect anisotropy for the Alfvén mode. The reason is that at high $M_A$ the energy spectrum is
Figure 7. Average isotropy degree as a function of the viewing angle \( \gamma \). The top row shows the results for the integrated intensity. In the subsequent rows (in downward progression) we show the results for the different velocity centroids, starting with the original velocity field, and then the Alfvén, slow, and fast modes, respectively. The arrangement in columns is the same as in Figure 6. We also include the analytic predictions in KLP17 for the Alfvén mode (black line), and the slow and fast modes (for high \( \beta \) in orange and low \( \beta \) in green).

isotropized, but the structure tensor remains anisotropic. The high beta slow modes show isotropy degree less than unity for small \( M_A \), and larger than unity for large \( M_A \). This can be attributed to the tensor structure and energy spectrum being of different nature (KLP16; KLP17). The quadrupole moment due to tensor structure alone is positive (assuming isotropic energy spectrum), whereas the quadrupole moment due to energy spectrum alone (assuming isotropic tensor) is negative. At low \( M_A \), the energy spectrum dominates the nature, whereas at high \( M_A \) tensor
structure dominates the nature of isotropy degree. Fast modes have isotropic energy spectrum, so anisotropy is due to tensor structure only. The tensor structure for high $\beta$ fast mode is isotropic, so isotropy degree is always $\sim 1$. For low $\beta$ fast modes, the isotropy degree only depends on the viewing angle.

The anisotropy seen in velocity centroids (Figure 7) is very similar to that of the mean LOS velocity (Figure 6). The noticeable differences are a small, but more clear separation with the sonic Mach number.
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