Large deviations analysis for random combinatorial partitions with counter terms
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Abstract

In this paper, we study various models for random combinatorial partitions using large deviation analysis for diverging scale of the reference process. The large deviation rate functions are normalised limiting free energies and the main focus is to study their minimiser for various Gibbsian ensembles with respect to the reference measure which is a probabilistic version of the ideal Bose gas. Scaling limits of similar models have been studied recently (Fatulllin and Slastikov 2018 arXiv:1801.00812v2; Fatkullin and Xue 2021 J. Stat. Phys. 183 22) going back to (Vershik 1996 Func. Anal. Appl. 30 90–105). After studying the reference model, we provide a complete analysis of two mean field models, one of which is well-known (Benfatto et al 2005 J. Math. Phys. 46 033303) and the other one is the cycle mean field model. Both models show critical behaviour despite their rate functions having unique minimiser. The main focus is then a model with negative counter term, the probabilistic version of the so-called Huang–Yang–Luttinger model (van den Berg et al 1988 Commun. Math. Phys. 118 61–85). Criticality in this model is the existence of a critical parameter for which two simultaneous minimiser exists. At criticality an order parameter is introduced as the double limits for the density of cycles with diverging length, and as such it extends recent work in (Adams and Dickson 2021 Ann. Henri Poincaré 22 1535–60).
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1. Introduction

In this paper, we study various models for random combinatorial partitions using large deviation analysis for diverging scale of the reference process.

1.1. The reference measure

Random combinatorial partitions arise in many areas of mathematics including number theory, combinatorics, probability and statistical mechanics, as illustrated in [Ver96] and further developed in recent work [FS18a, FS18b].

The problem relates to decomposing an integer \( N \in \mathbb{N} \) into a sum of positive integers,
\[ N = x_1 + \cdots + x_m, \quad m \in \mathbb{N}. \]
A partition of \( N \) is then the equivalence class of sequences \((x_1, \ldots, x_m)\) whose terms sum up to \( N \) and where two sequences are equivalent if they differ by a permutation. Following Vershik [Ver96], we describe partitions by their occupation sequences \( \lambda = (\lambda_k)_{k \in \mathbb{N}} \), where \( \lambda_k \) denotes the number of elements equal to \( k \) in a sequence representative of the partition, thus \( \sum_{k \in \mathbb{N}} k \lambda_k = N \). The occupation numbers \( \lambda_k \) also represent the number of cycles of length \( k \) in a permutation of \( \{1, \ldots, N\} \) and in this way the sequence \( \lambda = (\lambda_k)_{k \in \mathbb{N}} \) gives the cycle structure of permutations.

We are concerned with random partitions models where we assign statistical weights for various models. All weights are so-called tilts of the reference measure. For the reference weights we denote by \( N_k, k \in \mathbb{N} \), the Poisson distributed occupation number with parameter \( |\Lambda_N|^q(\alpha) \), where \( |\Lambda_N| = (2N)^d \), with \( d, N \in \mathbb{N} \), and
\[
q_k^{(\alpha)} = \frac{e^{ik\alpha}}{(4\pi\beta)^{d/2}2^{d/2}}, \quad \text{with } \alpha \leq 0, \beta > 0, \quad k \in \mathbb{N}.
\]
(1.1)

The reference measure is then the superposition of all Poisson processes and is itself a Poisson process with parameter
\[
\eta := \sum_{k \in \mathbb{N}} q_k^{(\alpha)},
\]
see, e.g. [Raf09]. We are concerned with diverging scales \( |\Lambda_N| \to \infty \) as \( N \to \infty \) and therefore introduce the empirical cycle count or the empirical occupation count as
\[
\lambda_N := \left( N_k/|\Lambda_N| \right)_{k \in \mathbb{N}}.
\]
(1.2)

For a sequence \( x = (x_k)_{k \in \mathbb{N}} \in \ell_1(\mathbb{R}_+) \) with \( |\Lambda_N|x_k \in \mathbb{N}_0 \), we denote \( Q \) the probability distribution of the reference process, that is, the probability that the empirical cycle count is equal to \( x \) is given by
\[
Q(\lambda_N = (x_k)_{k \in \mathbb{N}}) = e^{-|\Lambda_N|\|x\|} \prod_{k \in \mathbb{N}} \frac{|\Lambda_N|^q(\alpha)|\Lambda_N|x_k^{(\alpha)}}{(|\Lambda_N|x_k)!}.
\]
(1.3)

The probability weights for the reference process are a special class of multiplicative weights. Formula (1.3) reveals that the reference process is a superposition of all Poissonian distributed cycle number densities. The reference process is a probabilistic model of the ideal Bose gas, see section 1.2 for details. The partition function in the grand canonical ensemble of the ideal
Bose gas in finite volume $\Lambda_N$ with inverse temperature $\beta$ and chemical potential $\alpha \leq 0$ is given by $e^{i\Lambda_N}q_\Lambda$, and thus the pre-factor in (1.3) normalises the multiplicative weights. General multiplicative weights have been introduced by Vershik [Ver96] and are studied and analysed for scaling limits in [FS18a, FS18b]. Our study is not concerned with scaling limits but with large deviation limits as $N \to \infty$. All our models are given as probability measures in the sequence space $\ell_1(\mathbb{R}_+)$, and we denote $\nu_{N,\alpha} = Q \circ \Lambda_N^{-1}$ the reference measure on $\ell_1(\mathbb{R}_+)$. 

1.2. Physical background of the reference process

Before we introduce our tilted models in section 1.3, we motivate the specific weights of the reference measure. The idea to rewrite traces in quantum statistical mechanics as expectations of probability models involving Brownian motions goes back to Feynman [Fe53] and is mathematically proved by Ginibre in [G70].

A quantum statistical partition function $Z_{\Lambda_N}(\beta, N)$ in the canonical ensemble for inverse temperature $\beta$ and $N$ particles in $\Lambda_N \subset \mathbb{R}^d$ is given by the trace of the Gibbs density operator (Boltzmann factor) $e^{-\beta H_N}$ where $H_N$ is the Hamilton operator for $N$ particles. The partition function in the grand canonical ensemble in $\Lambda_N$ with inverse temperature $\beta$ and chemical potential $\alpha \leq 0$ is then the sum

$$Z_{\Lambda_N}(\beta, \alpha) = \sum_{N=0}^{\infty} e^{\beta N}Z_{\Lambda_N}(\beta, N).$$

For the reference process we consider an ideal (non-interacting) gas of bosons, a class of quantum particles obeying certain permutations statistics according to the representation of the permutation group of $N$ particle indices. As identical quantum particles cannot be distinguished, one needs to symmetrise their labels. Using the Feynman–Kac formula [Fe53, G70] one obtains the trace as an expectation for $N$ Brownian bridges under symmetrised initial-terminal conditions, see [Ada08, ACK11] and [AD08, AK08] for the symmetrisation and random permutations and partitions. In the so-called grand canonical ensemble with random number $N$ of particles we recover our reference weights for a special choice of the scales $\Lambda_N = [-N, N]^d \subset \mathbb{R}^d$ and empty boundary conditions, see for instance [AD21, ACK11], in the following way. The thermodynamic limit of the pressure of the ideal Bose gas for inverse temperature $\beta$ and chemical potential $\alpha \leq 0$ is

$$p(\beta, \alpha) = \lim_{N \to \infty} \frac{1}{|\Lambda_N|} \log Z_{\Lambda_N}(\beta, \alpha) = \frac{1}{\beta} q(\alpha) = \frac{1}{\beta} \sum_{k=1}^{\infty} \frac{e^{\beta k}}{(4\pi \beta)^{d/2}} k^{d/2},$$

see proposition B.3. In appendix B we summarise the results for the reference measure and well-known results for the ideal Bose gas and its condensation phenomenon.

In parts our work is related to [BCMP05] and [BLP88, Lew86]. However, it should be noted that in these studies the random weights for the partitions originate from an energy (Fourier space) representation of the underlying physical models. In this energy setting, condensation is concerned with the zero energy mode in the systems whereas in our study we are concerned with infinitely long cycles, see [Ada08, AK08, ACK11, AV20, Sü02]. Other related work in the energy setting includes [CLM07] where the authors show that the density of states in the ideal Bose gas can be represented by scaling limits of various extreme value statistics. The distribution and the scaling limits for Young diagrams of various partition models is studied in [CMO07] and [CMOS07].
Recently there is some work on random Euclidean permutations [EP19] which are different from the ones studied in this paper as their weights depend on the spatial distance as well. It can be promising to extend our models to include spatial dependence in the future.

1.3. Models

Our models are given as probability measures on $\ell_1(\mathbb{R}_+)$ by various tilts of the reference measures. The tilts are so-called Hamiltonian functions $H$ on $\ell_1(\mathbb{R}_+)$ such that the new measure is given by the Radon–Nikodym density $e^{-\beta|\Lambda_N|H}$ with respect to the reference measure, where $Z_N$ is the normalising constant also called partition function. The Radon–Nikodym densities represent the Boltzmann factors of our various Gibbsian models. All models represent various degrees of interaction in quantum statistical grand canonical ensembles. Under the given tilts the new measures put higher probability weight to cycle counts with lower values of the Hamiltonian function. We define two so-called mean field models and another model with counter terms.

For $a \geq 0$, define the cycle-mean field model (CMF),

$$H^{(CMF)}(x) = \frac{a}{2} \left( \sum_{k=1}^{\infty} x_k \right)^2, \quad x \in \ell_1(\mathbb{R}_+),$$

and

$$\nu^{(CMF)}_{N,\alpha}(dx) = e^{-\beta|\Lambda_N|H^{(CMF)}(x)} \frac{\nu_N(dx)}{Z^{(CMF)}_{N,\beta,\alpha}}.$$

The measure $\nu^{(CMF)}_{N,\alpha}$ gives higher weight to cycle counts with smaller values of the total number of cycles. Any given cycle count is a partition of the number

$$N_N := \sum_{k \in \mathbb{N}} kN_k,$$

which we also call the ‘number of particles’. The number $N_N$ is only lower semi continuous and not upper semi continuous (see [ACK11]). For $a \geq 0$ and any $\mu \in \mathbb{R}$, define the particle-mean-field model (PMF),

$$H^{(PMF)}_{\mu}(x) = -\mu \sum_{k=1}^{\infty} kx_k + \frac{a}{2} \left( \sum_{k=1}^{\infty} kx_k \right)^2, \quad x \in \ell_1(\mathbb{R}_+),$$

and

$$\nu^{(PMF)}_{N,\alpha,\mu}(dx) = e^{-|\Lambda_N|H^{(PMF)}_{\mu}(x)} \frac{\nu_N(dx)}{Z^{(PMF)}_{N,\beta,\alpha,\mu}}.$$

This models puts lower probability weight on cycle counts with large number of particles and has been studied in the literature, see [BCMP05] for a nice summary. The name refers to the number of physical particles in the system. The measure, though well-known in the physics literature, is different in character from the partitions weights studied in [Ver96] and [FS18a, FS18b]. Namely, as the earlier weights are just product of the single weights, the squared term in the Hamiltonian $H^{(PMF)}_{\mu}$ creates product of weights of pairwise different weight numbers.
The major novelty of our large deviation analysis concerns a substantial extension of the so-called HYL-model (Huang–Yang–Luttinger model) studied in [BLP88]. On one hand we replace the cycle weights originating from the energy representation in [BLP88] by our cycle weights stemming from spatial representation of the partition function, and on the other hand we obtain higher level large deviation principles allowing a detailed insight in the structure of the minimiser and possible phases and phase transitions. But significantly, we can dispense a major technical assumption in [BLP88], see details on this in [AD21]. For any $a \geq b > 0$ and any $\alpha \leq 0$, $\mu \in \mathbb{R}$, define the HYL-model by

$$H_{\mu}^{HYL}(x) = -\mu \sum_{k=1}^{\infty} k x_k + \frac{a}{2} \left( \sum_{k=1}^{\infty} k x_k \right)^2 - \frac{b}{2} \sum_{k=1}^{\infty} k^2 x_k^2, \quad x \in \ell_1(\mathbb{R}_+),$$

$$\nu_{N,\alpha,\mu}(dx) = \frac{e^{-|\Lambda_N|/\beta H_{\mu}^{HYL}(x)}}{Z_{N,\alpha,\mu}^{HYL}(\beta, \alpha, \mu)} \nu_{N,\alpha}(dx), \quad Z_{N,\alpha,\mu}^{HYL}(\beta, \alpha, \mu) = E_{\nu_{N,\alpha}} \left[ e^{-|\Lambda_N|/\beta H_{\mu}^{HYL}} \right].$$

(1.8)

**Aims.** In summary, our aims are as follows. For various physical relevant mean-field type models we develop a rigorous large deviation analysis. All our models are Gibbs ensembles of varying degree of complexity and thus our study amounts to seeking free energy respectively pressure representations. The large deviation rate function zeros correspond to the minimiser of the free energy and thus reveal critical thermodynamic behaviour. Another main aim is to prove the conjectured phase transition [HYL57] by finding critical values for which two simultaneous minimisers exist.

1.4. Organisation and summary of the paper

The papers is structured into four chapters and an appendix. The first two sections present our results and the remaining ones collect our proofs. The appendix has three parts: appendix A introduces the Bose functions as a class of poly-logarithmic functions. In appendix B we present a rigorous large deviation analysis of the reference process (ideal Bose gas) as courtesy for the reader and to present a new proof method using Baldi’s theorem [DZ09]. Appendix C defines the Lambert $W$ function and collects some properties. This function is vital for the analysis of our rate functions for the CMF and the HYL model. All our large deviation results are in section 2. The main focus is on large deviation results for the empirical cycle counts, for the reference measure and the PMF model we complement this with large deviation principles for the empirical density

$$\rho_N := \frac{1}{|\Lambda_N|} N_N. \quad (1.9)$$

Note that $\rho_N = D(\lambda_N)$, where $D : \ell_1(\mathbb{R}_+) \to \mathbb{R} \cup \{+\infty\}$,

$$D(x) := \sum_{k=1}^{\infty} k x_k, \quad (1.10)$$

which is given in section 2.2. The large deviation principle (LDP) for the CMF model in theorem 2.1 uses standard large deviation methods. The major obstacle for the large deviation principles for remaining models is that the number of ‘particles’ $N_N$ or its density $D$ is
only lower semi continuous and not upper semi continuous. We prove the LDP for the PMF model in theorem 2.2 using a lower semi continuous regularisation of the Hamiltonian function following [GZ93] in conjunction with a finite-dimensional approximation. The proof of the LDP of the HYL model in theorem 2.4 combines the methods for the PMF with two different representations of the Hamiltonian function adapted to the lower and the upper bound of the LDP, all of which is in section 4.3. The second main body of work is the variational analysis of the rate functions and models in section 3. We analyse the zeroes of our rate functions and derive representations of the so-called limiting pressures, that is, the limiting logarithmic moment generating functions of our models. We analyse the pressure functions as function of the parameter $\alpha$ (CMF model) and $\mu$ (PMF and HYL model) whose derivative give the density of particles. Critical behaviour is present when the derivative of the pressure is different from the expected density which is given by the density of the zeroes of the rate function.

For the CMF model we find that the unique zeroes are given as functions of the Lambert $W$ function, and the zeroes and the analysis of the pressure show that the CMF model has similar properties as the reference measure including the so-called criticality in terms of Bose–Einstein condensation (BEC) defined for the ideal Bose gas in appendix B. The difference is only in terms of the critical density which is now a function of the parameter $\alpha$ and the Lambert $W$ function.

The corresponding analysis of the PMF model in section 3.1.2 shows also unique zeroes for the rate function but this time the phase transitions establishes as a change in the pressure density relation in propositions 3.6 and 3.8. This leads to the conjecture that the condensate density is given by $\left(\frac{\mu}{\alpha} - \varrho(\alpha)\right)_+$, see for illustration figure 2, where the dashed red line represents the expected density and the horizontal line the derivative. Naturally, the analysis of the rate function for the HYL model is more complex, see proposition 3.11. Here, the Lambert $W$ function plays a major role and uniqueness of the zeroes is only given for certain parameter regimes, see theorem 3.12. The main result concerns a critical parameter $\mu = \mu^*$ in theorem 3.14 when two simultaneous zeroes of the rate function exist. We believe that the zero with the lower density represents the system out of the condensate whereas the other one represents the system with condensation. The condensate itself is then the leftover probability mass and is conjecture to be the probability mass of the \textit{infinitely long cycles}, see [Ada08, ACK11, Sü02]. In order to shed some light on the condensation of cycles of diverging length we introduce in section 3.2 an order parameter as a double limit of the density of diverging cycle length. The most complete results on mean-field type models is [DMP05] where the existence of infinite cycles is shown for a full diagonal model but not the HYL model.

\textbf{Physical relevance.} We have analysed physical relevant mean-field type models which are given in terms of cycle densities. Unlike in traditional approaches our densities are labelled by the cycle length instead of the energy level where we follow Feynman ideas [Fe53]. We have obtained a rigorous thermodynamic analysis for the well-known ideal Bose gas and the particle mean-field gas and extended this analysis to a newly proposed model, the CMF. Interestingly, the CMF model resembles the ideal Bose gas with lower critical density. Finally we prove an old conjecture in the physics literature, the criticality of the HYL model [HYL57]. We are able to extend the model in [HYL57] and to show that for a critical value of the chemical potential two simultaneous minimiser for the free energy respectively pressure representation exist. This proves that the criticality in this model is closer to an ordinary liquid–gas transition as already conjectured in [HYL57].

In future work we shall address scaling limits as in [FS18a, FS18b, Ver96] where we hope that the detailed analysis of the rate function zeroes can help establishing different scaling limits. Another question concerns the concentration of measure around the two zeroes belonging to the HYL rate function at criticality.
2. Large deviation principles

2.1. Large deviations of the empirical cycle count

We present our large deviation results which are all based on the LDP for the reference measure $\nu_{N,\alpha}$ in appendix B. The LDP and thermodynamic results are given in appendix B. For the convenience of the reader and better understanding of our main results we present all details of the proofs of the LDP and the exponential tightness using Baldi’s lemma in appendix B. For the following we recall the rate function for the ideal Bose gas, (see theorem B.1)

$$I_{\alpha}(x) = \sum_{k=1}^{\infty} \frac{x_k}{\beta} \left( \log \frac{x_k}{q_k} - 1 \right) + q^\alpha / \beta.$$

From the construction of the CMF, PMF and HYL models via the ideal Bose gas model, it is natural to expect that their LDPs may be derived with an application of Varadhan’s lemma. Nevertheless our results are more sophisticated because the tilts are not continuous in the latter two cases.

**Theorem 2.1 (Large deviations principle for CMF models).** For any $d \in \mathbb{N}, a > 0$ and $\alpha \leq 0$ the following holds. The sequence $\left( \nu_{N,\alpha}^{\text{CMF}} \right)_{N \geq 1}$ satisfies an LDP on $\ell_1(\mathbb{R})$ with rate $\beta |\Lambda_N|$ and rate function

$$I_{\alpha}^{\text{CMF}}(x) = H^{\text{CMF}}(x) + I_{\alpha}(x) - \inf_{y \in \ell_1(\mathbb{R})} \{ H^{\text{CMF}}(y) + I_{\alpha}(y) \}. \quad (2.1)$$

**Theorem 2.2 (LDP for PMF models).** For any $d \in \mathbb{N}, a > 0, \alpha \leq 0,$ and $\mu \in \mathbb{R}$ the following holds. The sequence $\left( \nu_{N,\alpha,\mu}^{\text{PMF}} \right)_{N \geq 1}$ satisfies a LDP on $\ell_1(\mathbb{R})$ with rate $\beta |\Lambda_N|$ and rate function

$$I_{\alpha,\mu}^{\text{PMF}}(x) = I_{\alpha}(x) + H_{\mu,\text{l.s.c.}}^{\text{PMF}}(x) - \inf_{y \in \ell_1(\mathbb{R})} \{ I_{\alpha}(y) + H_{\mu,\text{l.s.c.}}^{\text{PMF}}(y) \}, \quad (2.2)$$

with
\[ H^{\text{PMF}}_{\mu, s.c.}(x) = H^{\text{PMF}}(x) - \frac{1}{2a}(\mu - aD(x))^2_+ \]
\[ = \begin{cases} 
-\mu D(x) + \frac{a}{2} D(x)^2, & D(x) \geq \frac{\mu}{a}, \\
\frac{\mu^2}{2a}, & D(x) < \frac{\mu}{a}.
\end{cases} \] (2.3)

**Remark 2.3.**

(a) In figure 1 we illustrate the lower semi continuous regularisation \( H^{\text{PMF}}_{\mu, s.c.} \) as a function of the density.

(b) For \( \mu \leq 0 \), the rate function in theorem 2.2 reads
\[ I^{\text{PMF}}(x) = I(x) + H^{\text{PMF}}_{\mu, s.c.}(x) - \inf_{y \in \ell_1(\mathbb{R}_+)} \{I(y) + H^{\text{PMF}}_{\mu, s.c.}(y)\}. \]

**Theorem 2.4 (Large deviations principle for HYL models).** For any \( d \in \mathbb{N}, a \geq b \geq 0, \alpha \leq 0, \) and \( \mu \in \mathbb{R} \) the following holds. The sequence \( (\nu^{\text{HYL}}_{d, \alpha, \mu})_{N \geq 1} \) satisfies a LDP on \( \ell_1(\mathbb{R}_+) \) with rate \( \beta|\Lambda_N| \) and rate function
\[ I^{\text{HYL}}_{\alpha, \mu}(x) = I(x) + H^{\text{HYL}}_{\mu, s.c.}(x) - \inf_{y \in \ell_1(\mathbb{R}_+)} \{I(y) + H^{\text{HYL}}_{\mu, s.c.}(y)\}, \] (2.4)

with
\[ H^{\text{HYL}}_{\mu, s.c.}(x) = H^{\text{HYL}}(x) - \frac{1}{2(a - b)}(\mu - aD(x))^2_+ \]
\[ = -\frac{b}{2} \sum_{k=1}^\infty k^2 x_k^2 + \begin{cases} 
-\mu D(x) + \frac{a}{2} D(x)^2, & D(x) \geq \frac{\mu}{a}, \\
-\frac{b}{a - b} \left(-\mu D(x) + \frac{a}{2} D(x)^2\right) - \frac{\mu^2}{2(a - b)}, & D(x) < \frac{\mu}{a}.
\end{cases} \] (2.5)

In both, theorems 2.2 and 2.4, we have presented the lower semicontinuous regularisations of the interaction energy densities. It is this that allows us to overcome the lack of continuity in the original energy densities.

### 2.2. Large deviations of the empirical density

The large deviation principles for the empirical density require an independent proof as the contraction principle does not work directly. To see that, recall that the ‘particle’ number \( \sum_{k \in \mathbb{N}} k \Lambda_k \) is only lower semicontinuous and not upper semicontinuous, a proof via the contraction principle is only feasible if one considers cut-off versions of the empirical density \( H^{\text{PMF}}_{\mu} = \frac{1}{N} \sum_{k=1}^N k \Lambda_k \) followed by analysing the limit \( K \to \infty \) for the corresponding rate functions. We do not follow this approach here and briefly outline a direct approach as follows.

**Proposition 2.5.** Let \( \alpha \leq 0 \), then for all \( t \in \mathbb{R} \), the logarithmic moment generating function is
\[ \mathcal{L}(t) := \lim_{N \to \infty} \frac{1}{\beta |\Lambda_N|} \log \mathbb{E}_{\gamma_{N\alpha}} \left[ e^{\beta |\Lambda_N| \sum_{k=1}^N \lambda_k^{(n)}} \right] \]
\[ = \sum_{k=1}^{\infty} \frac{q_k^{(n)}}{\beta} (e^{\beta k} - 1) = \begin{cases} +\infty, & \text{if } t > |\alpha|, \\ \in \mathbb{R}, & \text{if } \alpha + t \leq 0. \end{cases} \quad (2.6) \]

The following large deviation results uses the critical density for the ideal Bose gas, the thermodynamic limit of the pressure and the free energy defined, respectively, in appendix B. Denote \( Q_{\beta, \alpha} = Q \circ \rho_N^{-1} \) the distribution of \((\rho_N)_{N \geq 1}\) with chemical potential \( \alpha \leq 0 \) and define the distribution \( Q^{(PMF)}_{N, \beta, \alpha} \) via its Radon–Nikodym density
\[ \frac{dQ^{(PMF)}_{N, \beta, \alpha}}{dQ_{N, \beta}}(x) = \exp \left( -|\Lambda_N| \beta (-\mu x + \frac{a}{2} x^2) \right). \quad (2.7) \]

**Theorem 2.6.** Let \( d \in \mathbb{N} \) and \( \beta > 0 \).

(a) For any \( \alpha < 0 \), the sequence \( (Q_{N, \beta, \alpha})_{N \geq 1} \) satisfies a LDP on \( \mathbb{R} \) with rate \( \beta |\Lambda_N| \) and rate function
\[ J_\alpha(x) = \begin{cases} p(\beta, \alpha) + f(\beta, x) - \alpha x, & \text{if } x \in [0, \varrho(d)], \text{ for } d \geq 3 \land x \in [0, \infty) \text{ for } d = 1, 2, \\ +\infty, & \text{if } x \notin [0, \varrho(d)]. \end{cases} \quad (2.8) \]

(b) For any \( \alpha < 0 \) and \( \mu \in \mathbb{R} \), the sequence \( (Q^{(PMF)}_{N, \mu, \alpha})_{N \geq 1} \) satisfies a LDP on \( \mathbb{R} \) with rate \( \beta |\Lambda_N| \) and rate function
\[ f^{(PMF)}_{\mu, \alpha}(x) = \begin{cases} J_\alpha(x) - (\mu + \alpha) x + \frac{a}{2} x^2 - N, & \text{if } x \in [0, \varrho(d)], \text{ for } d \geq 3 \land x \in [0, \infty) \text{ for } d = 1, 2, \\ +\infty, & \text{if } x \notin [0, \varrho(d)]. \end{cases} \quad (2.9) \]

where
\[ N = \inf_{y \in \mathbb{R}} \left\{ J_\alpha(y) - (\mu + \alpha) y + \frac{a}{2} y^2 \right\}. \]

**Remark 2.7.** The results in theorem 2.6 make the heuristic derivations in [Lew86] rigorous and extend them to all \( \alpha < 0 \) and \( \mu \in \mathbb{R} \). The free energy of the PMF model is \( f^{(PMF)}(\beta, \rho) = f(\beta, \rho) + \frac{a}{2} \rho^2 \), whereas the pressure
\[ p^{(PMF)}(\beta, \mu, \alpha) = \sup_{x \in \mathbb{R}} \left\{ (\mu + \alpha) x - \frac{a}{2} x^2 - f(\beta, x) \right\} \]
\[ = \sup_{x \in \mathbb{R}} \left\{ (\mu + \alpha) x - f^{(PMF)}(\beta, x) \right\}. \quad (2.10) \]

The HYL model requires higher level empirical functionals as the energy cannot be expressed as a functional of the empirical particle density.
3. Variational analysis, pressure representations, and condensation

Our large deviation analysis in section 2 is complemented by a complete analysis for the rate functions and pressure representations in section 3.1. In section 3.2, we finally study the onset of criticality known as the BEC and discuss the relevance of our results.

3.1. Variational analysis and pressure representations

The results for our reference measure are collected in appendix B in propositions B.3–B.5. Both mean field models, the CMF and the PMF model, are closely related to the ideal Bose gas. Using our large deviation principles in section 2 and the zeroes of the rate functions we obtain the thermodynamic limit of the pressure in our various models.

3.1.1. CMF model. We collect the results for the first mean-field model. All proofs of this section are in section 5.1.

Proposition 3.1.

(a) The rate function $I^{\text{CMF}}_k$ has a unique zero at $\xi^{\text{CMF}}(\alpha) \in \ell_1(\mathbb{R})$ given by

$$\xi^{\text{CMF}}(\alpha) = \frac{W_0 \left( a \beta \tilde{q}^{(\alpha)} \right)}{a \beta \tilde{q}^{(\alpha)}}, \quad k \in \mathbb{N}, \quad (3.1)$$

where $W_0$ is the real branch of the Lambert W function for non-negative arguments.

(b) Let $\beta > 0$, $\alpha \leq 0$ and $a \geq 0$, then

$$p^{\text{CMF}}(\beta, \alpha) = \lim_{N \to \infty} \frac{1}{\beta |\Lambda_N|} \log Z_N^{\text{CMF}}(\beta, \alpha) = \frac{1}{a \beta^2} W_0 \left( a \beta \tilde{q}^{(\alpha)} \right) \left( 1 + \frac{1}{2} W_0 \left( a \beta \tilde{q}^{(\alpha)} \right) \right). \quad (3.2)$$

Remark 3.2. Definition and properties of the Lambert function are given in appendix C.

Proposition 3.3.

(a) For $\beta > 0$, we define $p^{\text{CMF}}(\beta, \alpha) = +\infty$ for $\alpha > 0$. Then $p^{\text{CMF}}(\beta, \cdot)$ is a closed convex function on $\mathbb{R}$.

(b) For $\beta > 0$, $\alpha < 0$, the pressure $p^{\text{CMF}}(\beta, \alpha)$ is smooth with respect to $\alpha$. In particular,

$$\frac{d p^{\text{CMF}}}{d \alpha} = D \left( \xi^{\text{CMF}} \right) = \frac{W_0 \left( a \beta \tilde{q}^{(\alpha)} \right)}{a \beta \tilde{q}^{(\alpha)}} D \left( \tilde{q}^{(\alpha)} \right).$$

(c) In the thermodynamic limit $N \to \infty$,

$$\varrho^{\text{CMF}}_c(d) := \lim_{\alpha \to 0} \left( \frac{d}{d \alpha} p^{\text{CMF}}_\Lambda(\beta, \alpha) \right) = \begin{cases} +\infty, & d = 1, 2, \\
\frac{W_0(a \beta \tilde{q}^{(0)})}{a \beta \tilde{q}^{(0)}} \varrho_0(d), & d \geq 3,
\end{cases} \quad (3.3)$$

where $\varrho_c(d)$ is the critical density for the ideal Bose gas, see (B.4) in appendix B.
Proposition 3.4. For $\varrho > 0$, the free energy of the CMF model is defined as the Legendre–Fenchel transform of the pressure.

$$f^{(\text{CMF})}(\beta, \varrho) := \sup_{\alpha \in \mathbb{R}} \left\{ \alpha \varrho - p^{(\text{CMF})}(\beta, \alpha) \right\}$$

$$= \begin{cases} 
\varrho \alpha - p^{(\text{CMF})}(\beta, \alpha), & \varrho \leq \varrho_c^{(\text{CMF})}(d), \\
- p^{(\text{CMF})}(\beta, 0), & \varrho \geq \varrho_c^{(\text{CMF})}(d), 
\end{cases} \quad (3.4)$$

where $\alpha$ is a solution to

$$\frac{1}{a \beta q^{(\alpha)}_0} W_0 \left( a \beta q^{(\alpha)}_0 \right) D(q^{(\alpha)}) = \varrho,$$

which exists and is unique for $\varrho \leq \varrho_c^{(\text{CMF})}(d)$.

Remark 3.5 (Conclusions CMF model). The CMF model shows similar results as the reference measure (ideal Bose gas) in appendix B, e.g., the free energy is constant in the density beyond its specific critical density. The critical density of the CMF model is different from the ideal Bose gas one. Using properties of the Lambert function, see appendix C, we know that

$$\lim_{c \downarrow 0} \frac{W_0(cx)}{cx} = 1,$$

$$\lim_{c \to \infty} \frac{W_0(cx)}{cx} = 0.$$

Hence, as the coupling parameter $a \to 0$ vanishes, we obtain the critical ideal Bose gas density, and as $a \to \infty$ the critical density decreases indicating BEC for much lower particle densities. Here, we refer to the definition of BEC for the ideal Bose gas as outlined in appendix B. It is shown by [Sü02] and [BCMP05], that BEC corresponds to loss of probability weights on finite cycles. When the coupling parameter $a$ increases the number of finite cycles is suppressed in the probability measure, and therefore the system undergoes a transition to a regime where the particle density is realised in so-called infinite cycles. The CMF model has not been studied in the literature so far, it shows similar behaviour as the ideal Bose gas because the Hamiltonian adds only weight on large numbers of cycles present.

3.1.2. PMF model. We collect our findings for the PMF model. We obtain all results in [BCMP05] with a completely different method for all values of the chemical potential, in addition, we compute the condensate density in theorem 3.17 below. We identify regimes where the expected particle density equals the density of the rate function zero or not. All proofs of this section are in section 5.2.

Proposition 3.6.

(a) The rate function $I_{\mu, \delta}^{(\text{PMF})}$ has a unique zero at $\xi^{(\text{PMF})} \in \ell_1([\mathbb{R}])$ where

$$\xi^{(\text{PMF})}_k = q^{(\alpha)}_k \exp \left( \beta k \left( \mu - a \delta^* \right)_- \right), \quad k \in \mathbb{N},$$

and $\delta^* = \delta^*(\beta, \alpha, \mu, a)$ is given implicitly as the unique solution to the equation

$$\frac{1}{a \beta q^{(\alpha)}_0} W_0 \left( a \beta q^{(\alpha)}_0 \right) D(q^{(\alpha)}) = \varrho.$$
\[ \delta^* = \sum_{k=1}^{\infty} k q_k^{(\alpha)} \exp \left( \beta k (\mu - a \delta^*) \right) = D(\xi^{\text{PMF}}), \quad (3.5) \]

where

\[ \varrho(\alpha) := \sum_{k \in \mathbb{N}} k q_k^{(\alpha)}, \quad \alpha \leq 0. \quad (3.7) \]

\[ p^{\text{PMF}}(\beta, \alpha, \mu) = \begin{cases} p(\beta, \alpha) + \mu^2 / 2a, & \text{for } \mu \geq a \varrho(\alpha), \delta^* = \varrho(\alpha), \\ \frac{a}{2} (\delta^*)^2 + p(\beta, \alpha + \mu - a \delta^*), & \text{for } \mu < a \varrho(\alpha), \delta^* \in (\mu/a, \varrho(\alpha)). \end{cases} \quad (3.8) \]

\[ \frac{dp^{\text{PMF}}}{d\mu} = \begin{cases} \varrho(\alpha + \mu - a \delta^*), & \text{for } \mu < a \varrho(\alpha), \delta^* \in (\mu/a, \varrho(\alpha)), \\ \mu/a, & \text{for } \mu \geq a \varrho(\alpha), \delta^* = \varrho(\alpha), \end{cases} \]

where \( \delta^* \) is solution of (3.5). The following conclusion shows differences of the density as function of the dimension and \( \alpha \leq 0 \). The critical density \( \varrho_c(d) \) is derived in (B.4) for the reference measure.

\[ \varrho_c(d) = \begin{cases} +\infty, & d = 1, 2, \\ \frac{1}{(4\pi \beta)^{d/2}} \zeta \left( \frac{d}{2} \right), & d \geq 3, \end{cases} \]

where \( \zeta \) is the Riemann zeta function defined in (A.2).

**Corollary 3.7.** We have that

\[ \varrho(\alpha) = \begin{cases} +\infty, & \alpha < 0, \ d \geq 1, \\ \varrho_c(d) \in (0, \infty), & \alpha \equiv 0 \land d = 1, 2, \\ \varrho_c(d) \in (0, \infty), & \alpha \equiv 0 \land d \geq 3. \end{cases} \]

In figure 2 we observe in case (B) that for large values of \( \mu > a \varrho(\alpha) \) the density \( D(\xi^{\text{PMF}}) \) of the zero of the rate functions differs from the expected density which is represented by the dashed line. This signals a so-called condensate density which we will investigate further below in section 3.2. For \( d = 1, 2 \) and \( \alpha = 0 \), we do not have any critical behaviour as the density \( D(\xi^{\text{PMF}}) \) is a growing function of \( \mu \), see left-hand side (A) of figure 2.

We conclude the analysis of the rate function deriving the free energy function from the pressure function.
Figure 2. Total particle density of the zero of \( E^{\text{PMF}} \). The limiting expected particle density (including the condensate) only differs for \( \mu > a \rho(\alpha) \), where it follows the dashed plot.

**Proposition 3.8.** Let \( \beta > 0 \). For \( \varrho > 0 \), the free energy of the PMF model is defined as the Legendre–Fenchel transform of the pressure,

\[
 f^{\text{PMF}}(\beta, \varrho) := \sup_{\mu \in \mathbb{R}, \alpha \leq 0} \left\{ (\mu + \alpha) \varrho - p^{\text{PMF}}(\beta, \mu, \alpha) \right\} = f(\beta, \varrho) + a \frac{\varrho^2}{2}. \tag{3.9}
\]

**Remark 3.9.** The free energy of the PMF model shows that the density square term in the definition of the measure stabilises the distribution and contributes towards the free energy.

**Remark 3.10 (Conclusion).** The so-called BEC phase transition, see appendix B, is established in various equivalent ways, in theorem 3.17 below it is shown that the excess particle density is carried by so-called loops of unbounded length. Alternatively, propositions 3.6 and 3.8 establish the phase transition via the change of the pressure density relation. The advantage of our LDP approach is that the rate function has unique zero and not an approximating sequence of minimiser. This is due to the fact that we are using the lower semicontinuous regularisation of the energy proving the LDP. A close inspection of figure 2 reveals this. For \( d \geq 3 \) and \( \alpha \leq 0 \) or \( d \geq 1 \) and \( \alpha < 0 \), we know that \( a \rho(\alpha) < \infty \), and thus the density of the zero of the rate function is constant for all \( \mu \geq a \rho(\alpha) \). In this region, the total particle density is the dashed line intersecting the point \((a \rho(\alpha), \varrho(\alpha))\). The so-called condensate density is then \((\xi - \varrho(\alpha))_+\). This will be confirmed in theorem 3.17 below.

3.1.3. HYL model. The zeroes and the analysis for the HYL model are more complex and involved. We collect different statements, the main ones are theorems 3.12 and 3.14 for uniqueness and non-uniqueness of the rate function zeroes respectively. All proofs of this section are in section 5.3.

**Proposition 3.11.**

(a) The zeroes \( \{ \xi^{\text{HYL}} \} \subset \ell_1(\mathbb{R}_+) \) of rate the function \( p_{\epsilon,\rho}^{\text{HYL}} \) satisfy the following expression,
Theorem 3.12. For all \( d \geq 1, \alpha \leq 0 \) and \( \beta > 0 \), there exist \( \mu_+(d, \beta, \alpha, a, b) \geq \mu_-(d, \beta, \alpha, a, b) \) such that for \( \mu < \mu_- \) and \( \mu > \mu_+ \) the function \( F_\mu \) has a unique minimiser, corresponding to the parameter \((\delta, 0)\) where \( \delta \) is the unique solution to the equation

\[
\delta = g^\chi(\delta),
\]

where \( g^\chi \) is defined in (3.10).

Theorem 3.12 establishes parameter regimes for which the rate function has a unique zero and thus no phase transition or critical behaviour is present. In these ‘unique zero’ regimes, we have an expression for the derivative of the thermodynamic pressure.

Proposition 3.13.

(a) For the regime described in theorem 3.12, i.e., for \( \mu < \mu_- \) and \( \mu > \mu_+ \), the pressure \( \PiH^\chi(\beta, \alpha, \mu) \) is smooth and convex in \( \mu \). In particular,

\[
\frac{d \PiH^\chi}{d \mu} = \begin{cases} 
D(\xiH^\chi), & \mu < \mu_- \\
\frac{b}{a-b}(\frac{\mu}{b} - D(\xiH^\chi)), & \mu > \mu_+,
\end{cases}
\]

for such \( \mu \).
(b) The zeroes $\xi_{d}^{\text{HYL}}$ in the uniqueness regime $\mu < \mu_-$ and $\mu > \mu_+$ are $\xi_{d}^{\text{HYL}} \in \ell_1 \left(\mathbb{R}_+\right)$ where

$$\xi_{d}^{\text{HYL}} = -\frac{1}{b\beta k^2} W_0 \left(-b\beta k^2 q_k^{(o)} \exp \left[\beta k \left(\mu - a\delta^*\right)\right]\right), \quad k \in \mathbb{N},$$

and $\delta^* = \delta^*(\beta, \mu + \alpha, a, b)$ is given implicitly as the unique solution to the equation

$$\delta^* = g^0(\delta^*), \quad \text{where } g^0 = g^{\chi=0}.$$

The remaining crucial question is whether within the other parameter regimes one can identify parameter values with multiple zeros of the rate function. This in turn signals critical behaviour and is of fundamental interest.

Before we present our non-uniqueness results in the next theorem we collect some facts about the possible solutions for $\chi \equiv 0$. Recall that then

$$\xi_{d}^{\text{HYL}} = -\frac{1}{b\beta k^2} W_0 \left(-b\beta k^2 q_k^{(o)} \exp(\mathcal{E}_k(\delta))\right), \quad \text{where } \delta$$

solves

$$\delta = g^0(\delta) = \sum_{k \in \mathbb{N}} \xi_{d}^{\text{HYL}},$$

and

$$\mathcal{E}_k(\delta) = \beta k \left(\mu - a\delta^*\right) \left\{ \begin{array}{cl} 1 & : a\delta^* \geq \mu \\ b & : a\delta^* < \mu \end{array} \right. \leq 0 \quad \text{and } \mathcal{E}_k(\delta) \uparrow 0 \quad \text{as } \delta \uparrow \mu/a \quad \text{and } \mathcal{E}_k(\delta) \to -\infty \quad \text{as } \delta \to \infty.$$

The solution in (3.13) is only well-defined as long as

$$0 \geq -b\beta k^2 q_k^{(o)} \exp(\mathcal{E}_k(\delta)) \geq -e^{-1}, \quad \text{for all } k \in \mathbb{N}. \quad (3.14)$$

In case (3.14) fails for some $k$ we have no solution for that value of $\delta$, and hence no stationary point and zero. The condition (3.14) is satisfied for every $\delta$ as long as

$$\beta \geq \beta^* := \left(\frac{eb^2}{4\pi q_1^{(o)}}\right)^{1/3} \quad \text{or equivalently } b \leq \frac{1}{e\beta q_1^{(o)}} = \left(\frac{4\pi \beta}{e\beta}\right)^{d/2} = b^*. \quad (3.15)$$

The cases $d = 1, 2$ are noteworthy: in $d = 2$ the upper bound for $b$ does not depend on $\beta$ whereas in $d = 1$ that upper bound is a decreasing function of $\beta$.

In order to formulate the conditions for different cases we introduce the parameters $\mu_p$ and $\mu_{\text{ang}}$. To define them, it will be convenient to define the function $\tilde{h} : (-\infty, 0] \to \mathbb{R}_+$ as

$$\tilde{h}(x) := -\frac{1}{b\beta} \sum_{k=1}^{\infty} \frac{1}{k} W_{k, k} \left(-b\beta k^2 q_k^{(o)} \exp \left(\frac{ab}{\alpha - b} \beta x\right)\right). \quad (3.16)$$

Note that $g^0(\delta) = \tilde{h}(\delta - \frac{a}{b})$ for $\delta \leq \frac{a}{b}$. We then define $\mu_p$ as the chemical potential that produces a solution to (3.13) at the peak of $g^0(\delta)$—represented pictorially in figure 3. This value is given by

$$\mu_p := a\tilde{h}(0). \quad (3.17)$$
Figure 3. Sketch of $g^0(\delta)$ against the diagonal $g^0(\delta) = \delta$ for $d = 3, 4$, $\beta \geq \beta^*$ and $\mu = \mu_p$ and $\mu = \mu_{\text{tang}} < \mu_p$. The chemical potential $\mu_p$ is defined so that there is an intersection at the peak of $g^0(\delta)$, and $\mu_{\text{tang}}$ is defined so that there is a tangential intersection. Note that $g^0(\delta)$ translates with $\mu$.

Then there is only an unique solution to $\delta = g^0(\delta)$ possible for any $\mu > \mu_p$, and this solution is for small values of $\delta$. Note that $\mu_p = \mu_p(b)$ is increasing in $b \leq b^*$. For values of $\mu < \mu_p$, the peak wanders to the left and lies above the diagonal identity line. The blue line in figure 3 may have up to three intersections with the graph $g^0$ (red line). Now define

$$\mu_{\text{tang}} := a \inf_{x \leq 0} \left\{ \tilde{h}(x) - x \right\}. \quad (3.18)$$

At $\mu = \mu_{\text{tang}}$ there is a tangential intersection whereas for $\mu < \mu_{\text{tang}}$ there is a unique intersection at some $\delta^* > \mu/a$. We see from the construction that $\mu_{\text{tang}} \leq \mu_p$. In particular, if $\lim_{x \to 0} \tilde{h}'(x) > 1$ then the inequality is strict. This is always the case for $d = 3, 4$ which can be seen calculating the derivative. For the remaining cases $d \geq 5$ we need the assumption (3.19) below.

Figure 3 demonstrates how up to three possible minimisers can exist. There are three cases to distinguish. (i) The blue line intersects the red line only once. This happens for $\mu < \mu_{\text{tang}}$ at some $\delta^* > \mu/a$ and for $\mu > \mu_p$ at some $\delta^* < \mu/a$. This case is the unique regime in theorem 3.12 above with $\mu_- = \mu_{\text{tang}}$ and $\mu_+ = \mu_p$. (ii) For $\mu = \mu_{\text{tang}}$ the blue line is tangent to $g^0$ on the left-hand side of the peak and intersects $g^0$ to the right-hand side of the peak. Likewise for $\mu = \mu_p$, the blue line intersects once to the left-hand side of the peak and once to the right-hand side of the peak. (iii) For $\mu \in (\mu_{\text{tang}}, \mu_p)$, the blue line has two intersections with $g^0$ to the left-hand side of the peak and one with $g^0$ to the right-hand side of the peak.

In the context of the following theorem, for $d \geq 5$ the following condition on the $\chi = 0$ solutions is required

$$\lim_{\delta \to \frac{\mu}{a}} (g^0)'(\delta) \equiv \lim_{x \to 0} \tilde{h}'(x) > 1 \text{ for } \mu \leq \mu_p. \quad (3.19)$$

If this condition does not hold, then the behaviour is qualitatively different. In particular, the simultaneous minimiser behaviour in the following theorem does not occur.

**Theorem 3.14.** Let $d \geq 3$, $\beta > 0$, $a > 0$ and $0 < b < \min \left\{ a, (\beta q_1^{(a)})^{-1} e^{-\beta \mu_p/a} \right\}$. If $d \geq 5$, suppose that (3.19) also holds. Then there exist a unique $\mu^* \in (\mu_{\text{tang}}, \mu_p)$, such that $F_\mu$ has a unique minimiser for $\mu < \mu^*$ and for $\mu > \mu^*$, and two simultaneous minimiser at $\mu = \mu^*$. In particular, $\inf \{ F_\mu \}$ is differentiable on $(-\infty, \mu^*) \cup (\mu^*, \infty)$, and not on any open
neighbourhood of $\mu^*$. The densities of the two simultaneous minimisers $\xi^1(\mu^*)$ and $\xi^2(\mu^*)$ satisfy $D(\xi^1(\mu^*)) > \mu^*/a > D(\xi^2(\mu^*))$.

**Remark 3.15.** This theorem proves our conjectures above. The critical value $\mu^*$ for the two simultaneous minimiser is not known explicitly but we can see that for dimensions $d \geq 3$, the value decreases with increasing the parameter $\beta$. If we increase the parameter $b$ of the negative counter terms in the measure (Hamiltonian) we obtain smaller values in the critical parameter as well. This behaviour of the system is been expected and our result establishes a proof for the whole parameter regime $b \in [0, b^*)$.

3.2. Criticality and Bose–Einstein condensation

The results in section 3.1 signal three different types of criticality in our analysis. First the so-called BEC according to the reference measure and the CMF model, see appendix B and section 3.1.1: the reference measure and the CMF model show some critical behaviour, namely, the density and chemical potential relation breaks down in dimensions $d \geq 3$. The excess density above the critical value of the density is identified as the BEC condensate density. The free energy is constant for all densities above the critical one, showing that the condensate density does not contribute to the free energy. In [BCMP05], using the energy (Fourier) representation, it is shown that the excess density for the reference measure (for dimensions $d \geq 3$) equals the expected density of particles in the zero-energy mode. We believe that the same holds for our CMF model.

For the PMF model in section 3.1.2 critical behaviour is the change in the derivative of the pressure-density relation, see figure 2, where the dashed line in (B) shows the density and signals that the excess density is given by $(\frac{\mu}{a} - \rho(\alpha))_+$. The third type of criticality is established only for the HYL model and is given as the existence of two simultaneous minimiser (zeroes) of the LDP rate function for a critical parameter $\mu = \mu^*$, see theorem 3.14. As one of the two densities is strictly smaller than the other one, the difference shall represent the so-called condensate density. However, we do not know if this excess density corresponds to the density of the so-called infinitely long loops.

To investigate this further, we shall find an order parameter. In [Gir60], Girardeau suggests an order parameter for the (so-called generalised) Bose–Einstein condensation phase transition which has been further studied by [BLP88, Lew86]. Having in mind the density of particles with zero single particle energy in the thermodynamic limit, they first take the finite volume expected density of particles with energy below some cut-off. Then the thermodynamic limit is taken before finally the cut-off goes to zero. In contrast to these momentum-space perspectives, we do not keep track of the particles’ energy. Instead, we partition our gas by loop type, and expect the condensate to occupy loops of diverging length. Therefore we want to evaluate the ‘condensate density’ given by

$$\Delta(\beta, \alpha) := \lim_{K \to \infty} \lim_{N \to \infty} \mathbb{E}_{\nu_{N,N}} [D - D_K], \quad D_K(x) := \sum_{k=1}^{K} k x_k.$$

We analyse first the reference measure (ideal gas) and the CMF model in the following theorem.
Theorem 3.16. The following statements hold for the reference measure and the CMF model. For \( \beta > 0, \alpha < 0, a \geq 0 \), we have \( \Delta (\beta, \alpha) = \Delta^{(CMF)} (\beta, \alpha) = 0 \), and for \( \beta > 0, \alpha = 0, a \geq 0 \)

\[
\Delta (\beta, 0) = \Delta^{(CMF)} (\beta, 0) = \begin{cases} +\infty, & \text{for } d = 1, 2, \\ 0, & \text{for } d \geq 3. 
\end{cases}
\]

Mathematically, the critical behaviour is seen in the thermodynamic limit of distribution function of the empirical particle density (called Kac distribution, see [BP83]), the limit of the Kac distribution exists only for densities \( \rho < \rho_c \) and is the degenerated distribution

\[
K(x) = \begin{cases} 0, & x < \rho, \\ 1, & x \geq \rho. 
\end{cases}
\]

This critical behaviour is also seen in the rate function for the density LDP in theorem 2.6. We believe that the unexpected results in theorem 3.16 are due to this degeneracy.

The next theorem confirms the conjecture that \((\mu/a - \rho(\alpha))_+\) represents the condensate density.

Theorem 3.17. For all \( \beta > 0, \mu \in \mathbb{R} \) and \( \alpha \leq 0 \),

\[
\Delta^{(PMF)} (\beta, \alpha, \mu) = \left( \frac{\mu}{a} - \rho(\alpha) \right)_+ = \left( \frac{\partial}{\partial \mu} (H^{(PMF)} - H^{(PMF)}_{\mu, l, \rho, c}) \right) (\xi^{(PMF)}),
\]

where \( \xi^{(PMF)} \) is the unique minimiser (zero) of the rate function \( I^{(PMF)}_{\alpha, \mu} \). Furthermore,

\[
\lim_{\alpha \to 0} \Delta^{(PMF)} (\beta, \alpha, \mu) = \left( \frac{\mu}{a} - \rho_c (d) \right)_+ = \begin{cases} 0, & \text{for } d = 1, 2, \\ +, & \text{for } d \geq 3, \mu > a \rho_c (d). 
\end{cases}
\]

The following result shows that the condensate density has a limit for certain regimes of thermodynamic parameters \( \beta \) and \( \mu \) and energy parameter \( a \) and \( b \). Explicit expressions for the minimiser and condensate density in the critical regime are not available.

Theorem 3.18. For \( \beta > 0, \mu \in \mathbb{R}, \alpha \leq 0 \), where the derivative is defined,

\[
\Delta^{HYL} (\beta, \mu, \alpha) = -\lim_{k \to \infty} \frac{d}{ds} \left. \left( \inf_{l(\mathbb{R}_+)} \left\{ P^{HYL}_{l, \mu + s} + s D_k \right\} - P^{HYL} (\beta, \alpha, \mu + s) \right) \right|_{s=0}. \tag{3.20}
\]

In particular, if the infimum is achieved by \( \xi (s) \in C^1 (-\epsilon, \epsilon) : \xi_l (\mathbb{R}_+) \) for some \( \epsilon > 0 \), then

\[
\Delta^{HYL} (\beta, \alpha, \mu) = \frac{a}{a-b} \left( \frac{\mu}{a} - D (\xi (0)) \right)_+ = \left( \frac{\partial}{\partial \mu} (H^{HYL}_\mu - H^{HYL}_{\mu, l, \rho, c}) \right) (\xi (0)). \tag{3.21}
\]

Remark 3.19 (Conclusion HYL model). The BEC phase transition for the HYL model is established as follows. Proposition 3.13 establishes a subcritical regime for which the pressure is smooth and its derivative gives the particle density with no condensation. Depending on the density \( D (\xi (0)) \), for large enough \( \mu \) the particle density in loops of unbounded length is not
vanishing, see theorem 3.18. In figure 5 we can identify the regime \( \mu \geq \mu_p \) when the density of the zero of the rate function is decreasing with increasing \( \mu \) such that the excess density is carried by loops of unbounded length. According to our theorem 3.14 at criticality \( \mu = \mu^* \) we have two zeroes \( \xi_1(\mu^*) \) and \( \xi_2(\mu^*) \) of the rate function with \( D(\xi_1(\mu^*)) > \mu^* / a > D(\xi_2(\mu^*)) \). Using (3.21) in theorem 3.18, we can see that \( \Delta_{HYL}(\beta, \alpha, \mu^*) = a a - b (\mu^* a - D(\xi_2(\mu^*)) > 0 \) but we are unable to establish that the difference of the densities of the two simultaneous minimiser equals \( \Delta_{HYL}(\beta, \alpha, \mu^*) \).

Finally, if we choose \( a = 2b \) in (3.21), we can recover the results in [Lew86] and [BLP88]. It shows in fact, that for increasing values of the coupling parameter \( a \), the condensate density decreases. On the other hand, if the parameter for the counter energy term, \( b \), is approaching \( a \), the condensate density increases. This is due to the fact that with large counter terms the system distributes the physical particles in as few as possible different cycles lengths. To accommodate the particle density, the only way is to put them in infinitely long cycles. Our analysis actually shows that the BEC phase transition for HYL is more complex and requires further detailed study. For example, at criticality \( \mu = \mu^* \) one would like to study concentration of the underlying measure around the two distant rate function zeroes.

Finally, we shall compare our results with the conjectures in [HYL57] where the authors propose a similar model to our HYL model above. The main difference to our model is that they consider densities for cycles labeled by energy levels instead of cycles length, secondly, their version is closer to the model studied in [AD21] in that the counter term in the Hamiltonian is only for longer cycles. However, the criticality we proved at \( \mu = \mu^* \) in our model is similar to the conjecture transition in [HYL57] where they claim that this transition closely resembles an ordinary gas–liquid transition. More insight into the type of transition may be revealed by analyzing the canonical ensemble setting as outlined in [HYL57]. We hope to address this in the future.

4. Proof of the large deviations principles

This section contains the proofs for all large deviation principles. We use the LDP of the reference measure in appendix B as a stepping stone towards arriving at LDPs for our models. Sections 4.1 and 4.2 give the proofs for both mean-field models, i.e., CMF model and PMF model respectively, and section 4.3 the proof for the HYL model.

4.1. Proof of theorem 2.1—cycle mean field LDP

We are going to apply Varadahn’s lemma in [DZ09, theorem 4.3.1]. To show continuity of \( H^{CMF} \), let us show sequential continuity. This implies continuity since \( \ell_1(\mathbb{R}) \) is a metric space. Let \( x^{(n)} \rightarrow x \) be a convergent sequence in \( \ell_1(\mathbb{R}) \), so \( \lim_{n \rightarrow \infty} \sum_{j \in \mathbb{N}} |x_j^{(n)} - x_j| = 0 \). Let \( S(x) := \sum_{k \in \mathbb{N}} x_k \). Then

\[
\lim_{n \rightarrow \infty} |S(x^{(n)}) - S(x)| = \lim_{n \rightarrow \infty} \left[ \sum_{k \in \mathbb{N}} x_k^{(n)} - \sum_{k \in \mathbb{N}} x_k \right| \leq \lim_{n \rightarrow \infty} \sum_{k \in \mathbb{N}} |x_k^{(n)} - x_k| = 0.
\]

Hence \( S \) is continuous. We can then write the Hamiltonian as the composition of continuous functions \( H^{CMF} = T \circ S \), where \( T : \mathbb{R} \rightarrow \mathbb{R}, x \rightarrow \frac{a}{b} x^2 \). We can now simply apply Varadhan’s
lemma. The lower bound

\[
\liminf_{N \to \infty} \frac{1}{\beta |A_N|} \log E_{x_0,\nu} \left[ e^{-\beta |A_N|H(x)} \right] \geq \sup_{x \in \ell_1(\mathbb{R})} \left\{ -H^{(\text{CFM})}(x) - I_\alpha(x) \right\} \tag{4.1}
\]

follows easily with [DZ09, lemma 4.3.4]. For the corresponding upper bound we simply note that the tail-condition in [DZ09, theorem 4.3.1] holds due to theorem 4.3.1. Therefore, with [DZ09, lemma 4.3.6] we obtain the corresponding upper bound

\[
\limsup_{N \to \infty} \frac{1}{\beta |A_N|} \log E_{x_0,\nu} \left[ e^{-\beta |A_N|H(x)} \right] \leq \sup_{x \in \ell_1(\mathbb{R})} \left\{ -H^{(\text{CFM})}(x) - I_\alpha(x) \right\} . \tag{4.2}
\]

We conclude with the statement in theorem 2.1 by combining the lower bound (4.1) and the upper bound (4.2).

\[\square\]

### 4.2. Proof of theorem 2.2 — particle mean field LDP

To prove the LDP for \(\nu^{(\text{PMF})}_{n,\mu}\), one would simply use Varadhan’s lemma. However, the first term of the Hamiltonian \(H^{(\text{PMF})}_{\mu}\) for \(\mu > 0\) is not lower semicontinuous whereas the second term is only lower semicontinuous. Using [GZ93], one would arrive at lower and upper bounds for \(E_{x_0,\nu}[e^{-\beta |A_N|H^{(\text{PMF})}_{\mu}}]\) using the upper and the lower semicontinuous regularisation of \(H^{(\text{PMF})}_{\mu}\), respectively. Unfortunately, the upper semicontinuous regularisation of the Hamiltonian equals infinity, and thus it does not provide a lower bound for the LDP. Our strategy is therefore twofold. For the large deviation upper bound we use the lower semicontinuous regularisation in conjunction with the corresponding bound in Varadhan’s lemma. We obtain the corresponding large deviation lower bound by conditioning that the empirical cycle count is supported on a finite-dimensional subspace. On this event we can replace our measure by the corresponding measure with finite dimensional mark space. On this subspace the Hamiltonian is in fact continuous and thus application of Varadhan’s lemma provides a lower bound. To remove the cutoff parameter we will construct finite-dimensional sequences approximating the infimum of the corresponding lower bound. We start with a couple of observations.

**Lemma 4.1.** For all \(\mu > 0\), the lower semicontinuous regularisation of \(H^{(\text{PMF})}_{\mu}\) is given as

\[
H^{(\text{PMF})}_{\mu,\text{l.s.c.}}(x) = H^{(\text{PMF})}_{\mu}(x) - \frac{1}{2a}(\mu - aD(x))^2_+
\]

\[
= \begin{cases} 
-\mu D(x) + \frac{a}{2}D(x)^2, & D(x) \geq \frac{\mu}{a}, \\
\frac{\mu^2}{2a}, & D(x) < \frac{\mu}{a},
\end{cases} \quad x \in \ell_1(\mathbb{R}_+), \tag{4.3}
\]

whereas for all \(\mu \leq 0\), \(H^{(\text{PMF})}_{\mu,\text{l.s.c.}} \equiv H^{(\text{PMF})}_{\mu}\).

**Proof.** Suppose \(h\) is lower semicontinuous and \(h(x) \leq H^{(\text{PMF})}_{\mu}(x)\) for all \(x \in \ell_1(\mathbb{R}_+)\). Let \(x^{(n)} \to x\) in \(\ell_1(\mathbb{R}_+)\). Then \(h(x) \leq \liminf_{n \to \infty} h(x^{(n)}) \leq \liminf_{n \to \infty} H^{(\text{PMF})}_{\mu}(x^{(n)})\). Let \(x_k^{(n)} = x_k + \frac{1}{m}(\mu - aD(x))_+ 1\{n = k\}\), so this inequality implies that \(h(x) \leq H^{(\text{PMF})}_{\mu,\text{l.s.c.}}(x)\).
Note that $H^{(\text{PMF})}_{\mu_{\ell}, s.c.}(x) = g \circ D(x)$, where $g : D \mapsto -\mu D + \frac{\alpha}{2}D^2 - \frac{1}{2\alpha}(\mu - aD)^2$, for $0 \leq D < +\infty$ and $+\infty \mapsto +\infty$. Since $g$ is continuous and non-decreasing (see figure 1), and $D(x)$ is lower semicontinuous, the composition is also lower semicontinuous.

Proposition 4.2 (Upper bound PMF model). For all $\mu \in \mathbb{R}$, $\alpha \leq 0$, and $a > 0$,

$$\limsup_{N \to \infty} \frac{1}{|\Lambda_N|} \log \mathbb{E}_{\nu_{\beta, N, \alpha}} \left[ e^{-\beta |\Lambda_N| H^{(\text{PMF})}_{\beta}} \right] \leq - \inf_{x \in \ell_1(\mathbb{R}_+)} \left\{ l_\alpha(x) + H^{(\text{PMF})}_{\mu_{\ell}, s.c.}(x) \right\}. \quad (4.4)$$

Proof. The statement follows easily with the upper bound estimate in Varadhan’s lemma given in [DZ09, lemma 4.3.6] using the inequality $H^{(\text{PMF})}_{\beta}(x) \geq H^{(\text{PMF})}_{\mu_{\ell}, s.c.}(x)$ for all $x \in \ell_1(\mathbb{R}_+)$, the lower semicontinuity of $H^{(\text{PMF})}_{\mu_{\ell}, s.c.}$, and the fact that $H^{(\text{PMF})}_{\mu_{\ell}, s.c.}(x) \geq -\frac{\alpha^2}{2a}$. The later estimate provides the tail-condition necessary to apply [DZ09, lemma 4.3.6].

Proposition 4.3 (Lower bound PMF model). For all $\mu \in \mathbb{R}$, $\alpha \leq 0$, and $a > 0$,

$$\liminf_{N \to \infty} \frac{1}{|\Lambda_N|} \log \mathbb{E}_{\nu_{\beta, N, \alpha}} \left[ e^{-\beta |\Lambda_N| H^{(\text{PMF})}_{\beta}} \right] \geq - \inf_{x \in \ell_1(\mathbb{R}_+)} \left\{ l_\alpha(x) + H^{(\text{PMF})}_{\mu_{\ell}, s.c.}(x) \right\}. \quad (4.5)$$

Proof. The strategy for proving the lower bound is to first introduce a cut-off parameter as done in [ACK11], that is, we change the measure to obtain a finite-dimensional problem which gives continuity of the Hamiltonian and thus a large deviation lower bound for the finite-dimensional space. The final step is then to remove the cut-off parameter. As our Hamiltonian is not positive, removing of the cut-off is not as straightforward as in [ACK11]. We thus need to construct a sequence for the finite dimensional spaces which allows for energy estimates and at the same time gives convergence towards the lower semicontinuous regularisation. The last step is crucial as a lower bound can be obtained via the upper semicontinuous regularisation which in our case is identical to infinity.

Step 1: restriction of the mark space. We will approximate the infinite-dimensional space $\ell_1(\mathbb{R}_+)$ by finite-dimensional spaces. Pick some $K \in \mathbb{N}$, and the corresponding measure on $\mathbb{R}_+^K$ which is isomorphic to $\pi_K(\ell_1(\mathbb{R}_+))$ with $\pi_K : \ell_1(\mathbb{R}_+) \to \mathbb{R}_+^K$, $x \mapsto (x_1, \ldots, x_k)$, is denoted $\nu_{N, \alpha}^{(K)} = \nu_{N, \alpha} \circ \pi_K^{-1}$.

We obtain a LDP for the cut-off version in the following.

Lemma 4.4. For given $K \in \mathbb{N}$ and $\alpha \leq 0$, the sequence $(\nu_{N, \alpha}^{(K)})_{N \in \mathbb{N}}$ satisfies a LDP on $\mathbb{R}_+^K$ with rate $\beta |\Lambda_N|$ and rate function
Lemma 4.5.

\[ I_o^K(x) = \sum_{k=1}^{K} \left[ \frac{x_k}{\beta} \left( \log \frac{x_k}{q_k^{(\alpha)}} - 1 \right) + \frac{q_k^{(\alpha)}}{\beta} \right]. \]  \hspace{1cm} (4.6)

**Proof.** Since the projection \( \pi_K \) is continuous, we can apply the contraction principle to obtain a variational form of the rate function

\[ I_o^K(x) = \inf_{\alpha \in \ell_1(\mathbb{R}_+)} I_o(\tilde{x}), \]

where \( I_o \) is the rate function for \( \nu_{N,o} \) in theorem B.1. We conclude using that projection is continuous. \( \square \)

**Step 2: lower bound.** We obtain a lower bound

\[ \mathbb{E}_{\nu_{N,o}} \left[ e^{-\beta |\Lambda_N| H_{\mu,K}^{(\text{PMF})}} \right] \geq \mathbb{E}_{\nu_{N,o}} \left[ e^{-\beta |\Lambda_N| H_{\mu,K}^{(\text{PMF})}} I(\lambda^{(N)} \in \mathbb{R}^K_+) \right], \]

where we identified \( \mathbb{R}^K_+ \) with the corresponding subspace in \( \ell_1(\mathbb{R}_+) \). On that event we can replace \( H_{\mu,K}^{(\text{PMF})} \) by

\[ H_{\mu,K}^{(\text{PMF})}(x) = -\mu \sum_{k=1}^{K} k x_k + \frac{a}{2} \left( \sum_{k=1}^{K} k x_k \right)^2, \]

and \( \mathbb{E}_{\nu_{N,o}} \) by \( \mathbb{E}_{\nu_{N,o}} \left[ e^{-\beta |\Lambda_N| H_{\mu,K}^{(\text{PMF})}} I(\lambda^{(N)} \in \mathbb{R}^K_+) \right] \). The finite-dimensional approximation \( H_{\mu,K}^{(\text{PMF})} \) is in fact continuous, and thus we obtain a large deviation lower bound using lemma 4.4 and Varadhan’s lemma, see [DZ09, lemma 4.3.4],

\[ \liminf_{N \to \infty} \frac{1}{|\Lambda_N|} \log \mathbb{E}_{\nu_{N,o}} \left[ e^{-\beta |\Lambda_N| H_{\mu,K}^{(\text{PMF})}} \right] \geq - \inf_{x \in \mathbb{R}^K_+} \left\{ I_o^K(x) + H_{\mu,K}^{(\text{PMF})}(x) \right\} - \sum_{k=K+1}^{\infty} q_k^{(\alpha)}. \]  \hspace{1cm} (4.7)

**Step 3: removing the cut-off parameter.** We are left to remove the cut-off by taking \( K \to \infty \) and to prove that the \( K \to \infty \) limit of \( H_{\mu,K}^{(\text{PMF})} \) is replaced by the lower semicontinuous regularisation of \( H_{\mu}^{(\text{PMF})} \). The sum vanishes in the \( K \to \infty \) limit because it converges.

**Lemma 4.5.**

\[ \limsup_{K \to \infty} \inf_{x \in \mathbb{R}^K_+} \left\{ I_o^K(x) + H_{\mu,K}^{(\text{PMF})}(x) \right\} \leq \inf_{x \in \ell_1(\mathbb{R}_+)} \left\{ I_o(x) + H_{\mu}^{(\text{PMF})}(x) \right\}. \]  \hspace{1cm} (4.8)

**Proof.** Fix \( \tilde{x} \in \ell_1(\mathbb{R}_+) \) satisfying \( I_o(\tilde{x}) + H_{\mu}^{(\text{PMF})}(\tilde{x}) < \infty \). For \( K \in \mathbb{N} \), consider \( x^K = \pi_K(\tilde{x}) \). By (4.6), we have \( I_o^K(x^K) \leq I_o(\tilde{x}) \). We shall replace \( x^K \) by \( \hat{x}^K \), defined as

\[ \hat{x}^K_k = \begin{cases} x^K_k, & k = 1, \ldots, K-1, \\ x^K_k + \frac{1}{K} \left( \frac{\mu}{a} - D(\tilde{x}) \right) x^K_k, & k = K. \end{cases} \]
Clearly, \( \| x^K - \hat{x}^K \|_{\ell_1} \to 0 \) as \( K \to \infty \), and \( x^K \to \bar{x} \) as \( K \to \infty \). Furthermore, 

\[
I_o^K(\hat{x}^K) \leq I_o^K(x^K) + |I_o^K(\hat{x}^K) - I_o^K(x^K)| \leq I_o(\bar{x}) + O\left( \frac{1}{K} \log K \right).
\]

We turn to the energy term which needs extra care as the Hamiltonian is not positive. Observe that 

\[
D(\hat{x}^K) = \begin{cases} 
\frac{\mu}{a} + D(x^K) - D(\bar{x}), & D(\bar{x}) < \frac{\mu}{a} \\
D(x^K), & D(\bar{x}) \geq \frac{\mu}{a} 
\end{cases}
\]

Assume that \( D(\bar{x}) \geq \frac{\mu}{a} \), so 

\[
H_{\mu, K}^{\text{PMF}}(\hat{x}^K) = -\mu \sum_{k=1}^{K} k x_k^K + \frac{a}{2} \left( \sum_{k=1}^{K} k x_k^K \right)^2 \leq H_{\mu, l.s.c.}^{\text{PMF}}(\bar{x}).
\]

In the other case, \( D(\bar{x}) < \frac{\mu}{a} \), for every \( \varepsilon > 0 \) choose \( K \) sufficiently large such that \( |D(x^K) - D(\bar{x})| < \varepsilon \), and estimate 

\[
H_{\mu, K}^{\text{PMF}}(\hat{x}^K) = -\mu \left( \frac{\mu}{a} + D(x^K) - D(\bar{x}) \right) + \frac{a}{2} \left( \frac{\mu}{a} + D(x^K) - D(\bar{x}) \right)^2 
\leq H_{\mu, l.s.c.}^{\text{PMF}}(\bar{x}) + 2 \mu \varepsilon + \varepsilon^2 
\]
to conclude with (4.8). 

We finally combine lemma 4.4 and proposition 4.3 to finish the proof for theorem 2.2.

4.3. Proof of theorem 2.4

This section proves theorem 2.4 using techniques which are similar to the ones in the proof in section 4.2. However, there are significant differences to address due to the fact that the Hamiltonian \( H_{\mu}^{\text{HYL}} \) has positive and negative contributions. We rewrite the Hamiltonian in two equivalent ways for any \( a \geq b > 0 \) and \( \mu \in \mathbb{R} \),

\[
H_{\mu}^{\text{HYL}}(x) = -\mu \sum_{k=1}^{\infty} k x_k + \frac{(a - b)}{2} \left( \sum_{k=1}^{\infty} k x_k \right)^2 + \frac{b}{2} \sum_{j, \ell=1, j \neq \ell}^{\infty} j k x_j x_\ell 
\]

\[
= -\mu \sum_{k=1}^{\infty} k x_k + \frac{a}{2} \left( \sum_{k=1}^{\infty} k x_k \right)^2 - \frac{b}{2} \sum_{k=1}^{\infty} k^2 x_k^2. 
\]

Note that the right-hand side in (4.9) is the sum of a PMF Hamiltonian with interaction strength \((a - b)\) and a lower semicontinuous and non-negative term. On the other hand, (4.10) expresses \( H_{\mu}^{\text{HYL}} \) as the sum of a PMF Hamiltonian, and an upper semicontinuous and non-positive term. Let us introduce the following notations...
\[ H_{\mu,a}^{(\text{PMF})}(x) = -\mu \sum_{k=1}^{\infty} kx_k + \frac{a}{2} \left( \sum_{k=1}^{\infty} kx_k \right)^2, \quad a > 0, \]

\[ H_+(x) = \frac{b}{2} \sum_{j,k=1 \atop j \neq k}^{\infty} jkx_j x_k, \quad H_-(x) = -\frac{b}{2} \sum_{k=1}^{\infty} k^2 x_k^2. \]

Thus \( H_\mu^{\text{HYL}} = H_{\mu,a}^{(\text{PMF})} + H_- = H_{\mu,a}^{(\text{PMF})} + H_+ \).

**Lemma 4.6.** For \( b > 0 \), \( H_- \) is upper semicontinuous and \( H_+ \) is lower semicontinuous on \( \ell_1(\mathbb{R}^+) \).

**Proof.** We shall show that \( \sum_{j,k=1 \atop j \neq k}^{\infty} jkx_j x_k \) and \( \sum_{k=1}^{\infty} k^2 x_k^2 \) are both lower semicontinuous on \( \ell_1(\mathbb{R}^+) \). Suppose \( x^{(n)} \to x \) in \( \ell_1(\mathbb{R}^+) \). Clearly, \( |x_j^{(n)} - x_k| \leq \|x^{(n)} - x\|_{\ell_1} \) for all \( k \in \mathbb{N} \). Furthermore, due to the \( \ell_1 \)-convergence and \( \ell_1 \subset \ell_{\infty} \), the term \( |x_k^{(n)} - x_k| \) is bounded in both \( k \) and \( n \). Hence

\[ |(x_k^{(n)})^2 - x_k^2| = |x_k^{(n)} - x_k||x_k^{(n)} + x_k| \to 0 \quad \text{as } n \to \infty. \]

Applying Fatou’s lemma here proves that \( H_- \) is upper semicontinuous. Similarly, for all \( (j, k) \in \mathbb{N}^2 \),

\[ |x_j^{(n)} x_k^{(n)} - x_j x_k| \leq |x_j^{(n)}||x_k^{(n)} - x_k| + |x_k^{(n)}||x_j^{(n)} - x_j| \to 0 \quad \text{as } n \to \infty. \]

This convergence in conjunction with Fatou’s lemma shows that \( H_+ \) is lower semicontinuous.

**Lemma 4.7.** For \( a > b \), the \( \ell_1(\mathbb{R}^+) \) lower semicontinuous regularisation of \( H_\mu^{\text{HYL}} \) is given by

\[ H_{\mu,a},_{\text{l.s.c.}}^{\text{HYL}}(x) = H_\mu^{\text{HYL}}(x) - \frac{(\mu - aD(x))^2}{2(a - b)}, \quad x \in \ell_1(\mathbb{R}^+). \quad (4.11) \]

**Proof.** Denote the right-hand side of (4.11) by \( h \). Clearly, \( h(x) \leq H_\mu^{\text{HYL}}(x) \) and \( H_{\mu,a},_{\text{l.s.c.}}^{(\text{PMF})}(x) \leq h(x) = H_{\mu,a},_{\text{l.s.c.}}^{(\text{PMF})}(x) \). \( H_+(x) \leq H_\mu^{\text{HYL}}(x) \) for all \( x \in \ell_1(\mathbb{R}^+) \). We need to show that \( h \) is the greatest lower semicontinuous function less or equal to \( H_\mu^{\text{HYL}} \).

Suppose that \( x \in \ell_1(\mathbb{R}^+) \) with \( D(x) = \infty \). Then since \( H_{\mu,a},_{\text{l.s.c.}}^{(\text{PMF})}(x) = \infty \), we have \( h(x) = \infty \). Suppose now that \( x \in \ell_1(\mathbb{R}^+) \) with \( D(x) < \infty \). For any sequence \( (x_n)_{n \in \mathbb{N}} \) with \( x_n \to x \) as \( n \to \infty \) there exists \( (\varepsilon^{(n)})_{n \in \mathbb{N}} \subset \ell_1(\mathbb{R}) \) such that \( x_n = x + \varepsilon^{(n)} + \varepsilon^{(n)} \to 0 \) as \( n \to \infty \), and \( x + \varepsilon^{(n)} \in \ell_1(\mathbb{R}^+) \). Furthermore, \( \lim_{n \to \infty} (D(x^{(n)}) - D(x)) \geq 0 \) and thus \( \lim_{n \to \infty} D(\varepsilon^{(n)}) \geq 0 \).

We show that \( h \) is lower semicontinuous by proving that
\[
\liminf_{n \to \infty} \left( h(x^{(n)}) - h(x) \right) \\
= \liminf_{n \to \infty} \left\{ -\mu (D(x^{(n)}) - D(x)) + \frac{a}{2} (D(x^{(n)})^2 - D(x)^2) \right. \\
\left. \quad - \frac{b}{2} \left( \sum_{k=1}^{\infty} k^2 \left( x_k^{(n)} - x_k^2 \right) \right) \right. \\
\left. \quad + \frac{1}{2(a-b)} \left( (\mu - aD(x))^2_+ - (\mu - aD(x^{(n)})^2)_+ \right) \right\} \geq 0. \quad (4.12)
\]

If \( D \left( \varepsilon^{(n)} \right) \to +\infty \), then \( \liminf_{n \to \infty} h \left( x^{(n)} \right) = +\infty \), so we suppose that \( D \left( \varepsilon^{(n)} \right) \) is finite and bounded.

We write \( \varepsilon_k^{(n)} = \varepsilon_k^{+(n)} - \varepsilon_k^{-(n)} \) with \( \varepsilon_k^{-(n)} \geq 0 \). Clearly, \( \varepsilon_k^{-(n)} \leq x_k \) for all \( k \in \mathbb{N} \). We shall show both

\[
\limsup_{n \to \infty} \sum_{k=1}^{\infty} k^2 x_k \varepsilon_k^{(n)} = 0, \quad (4.13)
\]

\[
\limsup_{n \to \infty} \sum_{k=1}^{\infty} k^2 (x_k + \varepsilon_k^{(n)})^2 \leq \sum_{k=1}^{\infty} k^2 x_k^2 + \limsup_{n \to \infty} (D(\varepsilon^{(n)}))^2. \quad (4.14)
\]

As \( D(x) < \infty \), for all \( C > 0 \) there exists \( K_C \in \mathbb{N} \) such that \( k x_k < C \) for all \( k > K_C \). Therefore we have \( \sum_{k=K+1}^{\infty} k^2 x_k \varepsilon_k^{(n)} < C \sum_{k=K+1}^{\infty} k \varepsilon_k^{(n)} \leq CD \left( \varepsilon^{(n)} \right) \). Then since \( \lim_{n \to \infty} \sum_{k=1}^{K} k^2 x_k \varepsilon_k^{(n)} = 0 \), and \( D \left( \varepsilon^{(n)} \right) \) is bounded, we can choose \( C \) arbitrarily small to get (4.13). To obtain (4.14) we just expand

\[
\sum_{k=1}^{\infty} k^2 (x_k + \varepsilon_k^{(n)})^2 \leq \sum_{k=1}^{\infty} k^2 x_k^2 + 2 \sum_{k=1}^{\infty} k^2 (x_k - \varepsilon_k^{-(n)}) \varepsilon_k^{+(n)} + (D(\varepsilon^{+(n)}))^2. \quad (4.15)
\]

The middle term vanishes due to (4.13). To show that

\[
\limsup_{n \to \infty} (D(\varepsilon^{+(n)}))^2 \leq \limsup_{n \to \infty} (D(\varepsilon^{(n)}))^2, \quad (4.16)
\]

note that \( D(x) < \infty \) implies that \( D(\varepsilon^{(n)}) - D(\varepsilon^{+(n)}) = D(\varepsilon^{-(n)}) \leq D(x) < \infty \). Hence, for any \( \delta \) there exists \( K \in \mathbb{N} \) such that \( \sum_{k=K+1}^{\infty} k \varepsilon_k^{-(n)} \leq \sum_{k=K+1}^{\infty} k x_k < \frac{\delta}{2} \). On the other hand, for this \( \delta \) there exists a \( n(K) \in \mathbb{N} \) such that

\[
\sum_{k=1}^{K} k \varepsilon_k^{-(n)} < \frac{\delta}{2}, \quad \text{for all } n \geq n(K). \quad (4.17)
\]

thus showing (4.14). We continue with

\[
\text{r.h.s. of (4.12)} \geq \liminf_{n \to \infty} \left\{ \frac{1}{2(a-b)} \left( (\mu - aD(x))^2_+ - (\mu - aD(x^{(n)})^2)_+ \right) \\
\quad - (\mu - aD(x))D(\varepsilon^{(n)}) + \frac{a-b}{2} (D(\varepsilon^{(n)}))^2 \right\}, \quad (4.18)
\]
Recall that \( \liminf_{n \to \infty} D(e^{(n)}) \geq 0 \), and thus we know that \((\mu - aD(x)) < 0 \) implies that eventually \((\mu - aD(x) - aD(e^{(n)})) < 0 \) and \((\mu - aD(x) - aD(e^{(n)}) + bD(e^{(n)})) < 0 \). Suppose that \( \mu/a < D(x) \).

Then

\[
\text{r.h.s. of (4.18)} = \liminf_{n \to \infty} \left\{ - (\mu - aD(x)) D(e^{(n)}) + \frac{a - b}{2} D(e^{(n)})^2 \right\} \geq 0.
\]  
(4.19)

Suppose \( \mu/a \geq D(x) \) and \( \mu - aD(x) - aD(e^{(n)}) \leq 0 \). Then

\[
\text{r.h.s. of (4.18)} \geq \frac{1}{2(a-b)} \liminf_{n \to \infty} \left\{ (\mu - aD(x) - aD(e^{(n)})) + bD(e^{(n)}) \right\} \geq 0,
\]  
(4.20)

and likewise for \( \mu/a \geq D(x) \) and \( \mu - aD(x) - aD(e^{(n)}) > 0 \),

\[
\text{r.h.s. of (4.18)} \geq \frac{1}{2(a-b)} \liminf_{n \to \infty} \left\{ (\mu - aD(x) - aD(e^{(n)})) + bD(e^{(n)}) \right\} \geq 0.
\]  
(4.21)

We have established (4.12) and thus the lower semicontinuity of \( h \). Suppose \( f \) is lower semicontinuous and \( f(x) \leq H^{HYL}_{\mu}(x) \) for all \( x \in \ell_1(\mathbb{R}^+) \). Let \( x^{(n)} \to x \) in \( \ell_1(\mathbb{R}^+) \). Then \( f(x) \leq \liminf_{n \to \infty} f(x^{(n)}) \leq \liminf_{n \to \infty} H^{HYL}_{\mu}(x^{(n)}) \). Let \( x^{(n)} = x + e^{(n)} \) with

\[
e^{(n)}_k = 1 \{ k = n \} \frac{(\mu - aD(x))_+}{n(a-b)},
\]  
(4.22)

so this inequality implies that \( f(x) \leq h(x) \). \qed

**Proposition 4.8 (Upper bound HYL model).** For all \( \mu \in \mathbb{R}, \alpha \leq 0, \) and \( a > b \geq 0 \),

\[
\limsup_{N \to \infty} \frac{1}{\beta |\Lambda_N|} \log \mathbb{E}_{\gamma_N} \left[ e^{-\beta \lambda_N \mathbb{H}^{HYL}_\mu} \right] \leq - \inf_{x \in \ell_1(\mathbb{R}^+)} \left\{ I_0(x) + H^{HYL}_{\mu,\beta,\lambda,c}(x) \right\}.
\]  
(4.23)

**Proof.** The statement follows easily with the upper bound estimate in Varadhan’s lemma given in [DZ09, lemma 4.3.6] using the inequality \( H^{HYL}_{\mu}(x) \geq H^{PMF}_{\mu,\lambda,\beta,\lambda,c}(x) \) for all \( x \in \ell_1(\mathbb{R}^+) \), the lower semicontinuity of \( H^{HYL}_{\mu,\beta,\lambda,c} \), and the fact that \( H^{PMF}_{\mu,\beta,\lambda,c}(x) \geq -\frac{\alpha^2}{2(b-a)} \). The latter estimate provides the tail-condition necessary to apply [DZ09, lemma 4.3.6]. \qed

For the lower bound we are using the lower bound (4.5) for the PMF model and \( H^{HYL}_{\mu} = H^{PMF}_{\mu} + \mathcal{H} \) with \( \mathcal{H} \) being upper semicontinuous.

**Proposition 4.9 (Lower bound HYL model).** For all \( \mu \in \mathbb{R}, \alpha \leq 0, \) and \( a > b \geq 0 \),

\[
\liminf_{N \to \infty} \frac{1}{\beta |\Lambda_N|} \log \mathbb{E}_{\gamma_N} \left[ e^{-\beta \lambda_N \mathbb{H}^{HYL}_\mu} \right] \geq - \inf_{x \in \ell_1(\mathbb{R}^+)} \left\{ I_0(x) + H^{HYL}_{\mu,\beta,\lambda,c}(x) \right\}.
\]  
(4.24)
Proof. Using
\[
\mathbb{E}_{\eta_N} \left[ e^{-\beta |\Lambda_N| \mu_H^{\text{HYL}}} \right] = \mathbb{E}_{\eta^\text{(PMF)}} \left[ e^{-\beta |\Lambda_N| \mu_H} \right] \mathbb{E}_{\eta_N} \left[ e^{-\beta |\Lambda_N| \mu_P^\text{PMF}} \right]
\]
in conjunction with the LDP in theorem 2.2 and in particular the lower bound (4.5) we arrive at
\[
\liminf_{N \to \infty} \frac{1}{\beta |\Lambda_N|} \log \left( \mathbb{E}_{\eta^\text{(PMF)}} \left[ e^{-\beta |\Lambda_N| \mu_H} \right] \mathbb{E}_{\eta_N} \left[ e^{-\beta |\Lambda_N| \mu_P^\text{PMF}} \right] \right) \\
\geq - \inf_{x \in \ell_1(\mathbb{R}^+)} \left\{ I_\alpha(x) + H_\mu^\text{PMF}(x) + H_- \right\} - \inf_{x \in \ell_1(\mathbb{R}^+)} \left\{ I_\alpha(x) + H_{\mu,\text{LSC},c}^\text{PMF}(x) \right\} \\
= - \inf_{x \in \ell_1(\mathbb{R}^+)} \left\{ I_\alpha(x) + H_{\mu,\text{LSC},c}^\text{PMF}(x) + \beta H_- \right\} \\
= - \inf_{x \in \ell_1(\mathbb{R}^+)} \left\{ I_\alpha(x) + H_{\mu,\text{LSC},c}^{\text{HYL}}(x) \right\},
\]
where the last equality follows from lemma 4.10 below. \(\square\)

Lemma 4.10.
\[
\inf_{x \in \ell_1(\mathbb{R}^+)} \left\{ I_\alpha(x) + H_{\mu,\text{LSC},c}^{\text{PMF}}(x) + H_- \right\} = \inf_{x \in \ell_1(\mathbb{R}^+)} \left\{ I_\alpha(x) + H_{\mu,\text{LSC},c}^{\text{HYL}}(x) \right\}.
\]

Proof. The infimum of any function on an open set is equal to the infimum of its lower semicontinuous regularisation over the same set. Note that the \(\ell_1\) topology restricted to \(\ell_1(\mathbb{R}^+)\) has \(\ell_1(\mathbb{R}^+)\) as open. We thus need to show that
\[
\left( H_{\mu,\text{LSC},c}^{\text{PMF}} + H_- \right)_{1,c} (x) = H_{\mu,\text{LSC},c}^{\text{HYL}} (x) \quad \text{for all } x \in \ell_1(\mathbb{R}^+). \tag{4.25}
\]
Note that \(H_{\mu,\text{LSC},c}^{\text{HYL}}(x) = H_{\mu,\text{LSC},c}^{\text{PMF}}(x) + H_-(x) \geq H_{\mu,\text{LSC},c}^{\text{PMF}}(x) + H_-(x) \geq H_{\mu,\text{LSC},c}^{\text{PMF}}(x) + H_- \left( H_{\mu,\text{LSC},c}^{\text{PMF}} + H_- \right)_{1,c} (x).\)

To show (4.25) we use the proof of lemma 4.7 and choose the sequence according to (4.22).

We thus obtain \(H_{\mu,\text{LSC},c}^{\text{HYL}}(x) \geq \left( H_{\mu,\text{LSC},c}^{\text{PMF}} + H_- \right)_{1,c} (x).\) \(\square\)

We finally combine propositions 4.8 and 4.9 to finish the proof for theorem 2.4. \(\square\)

4.4. Proof of theorem 2.6

To prove the first part of theorem 2.6 requires the limiting logarithmic moment generating function in proposition 2.5 and an application of the Gärtner–Ellis theorem.

Proof of proposition 2.5. For \(t \in \mathbb{R}\) we get, using the independence of the Poisson point processes,
\[ E \left[ e^{\beta \sum_{k=1}^{\infty} k N_k} \right] = \prod_{k=1}^{\infty} E \left[ e^{\beta \sum_{m=0}^{\infty} e^{\beta k m} (N_k = m)} \right] = \prod_{k=1}^{\infty} e^{\lambda_p(N_k)(e^{\beta k} - 1)}, \]

and thus

\[ L(t) = \lim_{N \to \infty} \frac{1}{\beta |\Lambda_N|} \log E \left[ e^{\beta \sum_{k=1}^{\infty} k N_k} \right] = \sum_{k=1}^{\infty} \frac{q_k^{(\alpha)}}{\beta} (e^{\beta k} - 1). \]

\[ \square \]

**Proof of theorem 2.6.**

(a) This is a straightforward application of the Gärtner–Ellis theorem, see [DZ09]. To ensure that 0 is in the domain of the logarithmic moment generating function we need to have \( \alpha < 0 \). Then the rate function is given as the Legendre–Fenchel transform

\[ J_\alpha(x) = \sup_{t \in \mathbb{R}} \left\{ tx - \sum_{k=1}^{\infty} \frac{q_k^{(\alpha)}}{\beta} (e^{\beta k} - 1) \right\} = \left( p(\beta, \alpha) + \sup_{t \in \mathbb{R}} \left\{ (t + \alpha) x - p(\beta, \alpha + t) \right\} - \alpha x \right) = (p(\beta, \alpha) + f(\beta, x) - \alpha x), \]

where we used that for \( x \leq \varrho_c \),

\[ f(\beta, x) = \sup_{\alpha \in \mathbb{R}} \{ \alpha x - p(\beta, \alpha) \}. \]

Clearly, \( J_\alpha(x) = \infty \) when \( x < 0 \) as the empirical density only takes positive values. Suppose that \( x > \varrho_c \) for dimensions \( d \geq 3 \) (\( \varrho_c = \infty \) for \( d = 1, 2 \)). Then

\[ \sup_{t \in \mathbb{R}} \left\{ (t + \alpha) \varrho_c + (t + \alpha) (x - \varrho_c) - p(\beta, \alpha + t) \right\} \geq f(\beta, \varrho_c) + \sup_{t \in \mathbb{R}} \left\{ (t + \alpha) (x - \varrho_c) \right\} = +\infty, \]

and thus \( J_\alpha(x) \equiv +\infty \) for \( x \notin [0, \varrho_c] \).

(b) This is straightforward application of Varadhan’s lemma in [DZ09, theorem 4.3.1] using that \( h(x) := x \mapsto -\mu x + \frac{\varrho_c}{2} x^2 \) is continuous and the fact that the tail-condition is satisfied

\[ \lim_{M \to \infty} \limsup_{N \to \infty} \frac{1}{\beta |\Lambda_N|} \log E \left[ e^{-\beta |\Lambda_N| h(\rho_0)} \mathbb{1} \{ h(\rho_0) \geq M \} \right] = -\infty. \]

\[ \square \]
5. Variational analysis, pressure representation and condensation—proofs

This section collects all variational analysis proofs. We use frequently the following technical lemma for calculating derivatives of the rate functions.

**Lemma 5.1.** Let $I \subset \mathbb{R}$ be an open interval, $F : \ell_1 \times I \to \mathbb{R}$, and $\xi \in C^1 (I; \ell_1)$. Also define

$$G : I \to \mathbb{R}; \quad s \mapsto F (\xi (s), s).$$

Then if $F (x, s)$ is Gâteaux differentiable in its first argument at $\xi (s)$ with $\frac{\partial F}{\partial x_k} \bigg|_{\xi} = 0$ $\forall k \in \mathbb{N}$, then

$$\frac{dG}{ds} = \frac{\partial F}{\partial s} \bigg|_{\xi}. \quad \square$$

**Proof.** An application of the chain rule gives $\frac{dF}{ds} = \frac{\partial F}{\partial \xi} \bigg|_{\xi} + \sum_{j=1}^{\infty} \frac{d\xi_j}{ds} \frac{\partial F}{\partial x_k} \bigg|_{x = \xi}. \quad \square$

5.1. Proofs for the CMF model

**Proof of proposition 3.1.** Recall that $I_{(CMF)}^{(0)}$ is lower semicontinuous and has compact level-sets. Also note that $I_{(CMF)}^{(1)}$ is strictly convex where it is finite, and that $H_{(CMF)}^{(0)}$ is convex. Therefore $I_{(CMF)}^{(0)}$ is strictly convex where it is finite (a non-empty set) and uniqueness of the minimiser follows.

To calculate the minimiser, we search for stationary points. Since $I_{(CMF)}^{(0)}$ is strictly convex where it is finite, if we find a stationary point then it is the global minimiser. By considering the coordinate derivatives, we know that the minimiser must satisfy all the following equations

$$\frac{1}{\beta} \log \frac{x_k}{q_{(\ell_1)}^k} + a \sum_{k=1}^{\infty} x_k = 0, \quad k \in \mathbb{N}.$$
To make this more manageable, we introduce the dummy variable $\Gamma \in \mathbb{R}_+$ and corresponding equation $\Gamma = \sum_{k=1}^{\infty} x_k$. We shall solve

$$\log \frac{x_k}{q_k} + a\beta \Gamma = 0, \quad k \in \mathbb{N}, \quad (5.1)$$

$$\Gamma - \sum_{k=1}^{\infty} x_k = 0. \quad (5.2)$$

Given $\Gamma$, (5.1) is uniquely solved by $x_k = q_k^{(\alpha)} \exp(-a\beta \Gamma)$, $k \in \mathbb{N}$, and therefore (5.2) becomes

$$\Gamma = \exp(-a\beta \Gamma) \bar{q}^{(\alpha)}.$$

This has the unique solution $\Gamma = \frac{1}{a\beta} W_0 \left( a\beta \bar{q}^{(\alpha)} \right)$, and so (5.1) and (5.2) are uniquely jointly solved by $x = \xi$ given by

$$\xi_k = \frac{W_0 \left( a\beta \bar{q}^{(\alpha)} \right)}{a\beta \bar{q}^{(\alpha)}} q_k^{(\alpha)}, \quad k \in \mathbb{N}. \quad \square$$

**Proof of proposition 3.3.**

(a) The continuity of $p^{(\text{CMF})}$ for $\alpha \leq 0$ follows from (3.2) and the continuity of $a\beta \bar{q}^{(\alpha)}$ and $W_0$. Convexity follows from considering the derivatives of $W_0$ with respect to $\alpha$ for $\alpha < 0$, see appendix C for derivatives of the Lambert function.

(b) Smoothness follows from $W_0$ and the Bose functions being differentiable on the appropriate regions. The form of the first derivative can be found by directly differentiating (3.2), or by using lemma 5.1 with the zero found in proposition 3.1.

(c) We obtain (3.3) from (B.4) and the continuity of $W_0$ and $\bar{q}^{(\alpha)}$. \quad \square

**Proof of proposition 3.4.** This is proven in the same way as proposition B.5. \quad \square

5.2. Proofs for the PMF model

We collect our proofs for the PMF model.

**Proof of proposition 3.6.**

(a) To obtain the unique zero of the rate function we shall find the unique minimiser of the un-normalised rate function $F(x) := I_n(x) + H_{\mu,\lambda,c}^{(\text{PMF})}(x)$. For the existence of a minimiser, recall that $F$ is lower semicontinuous and has compact level-sets. Also note that $I_n$ is strictly convex where it is finite, and $H_{\mu,\lambda,c}^{(\text{PMF})}$ is also convex in the linear function $D(x)$. Therefore $F$ is strictly convex where it is finite (a non-empty set) and uniqueness of the minimiser follows. To calculate the minimiser, we search for stationary points. Since $F$ is strictly convex where it is finite, if we find a stationary point then it is the global minimiser. By considering again as in the proof of proposition B.3 the coordinate derivatives, we know that the minimiser must satisfy all the following equations

$$\frac{1}{\beta} \log \frac{x_k}{q_k^{(\alpha)}} + k(aD(x) - \mu)_+ = 0, \quad k \in \mathbb{N}. \quad (5.3)$$
To make this more manageable, we introduce the dummy variable \( \delta \in \mathbb{R}_+ \) and corresponding equation \( \delta = D(x) \).

\[
\frac{1}{\beta} \log \frac{x_k}{q_k} + k(\alpha - \mu)_+ = 0, \quad k \in \mathbb{N}, \quad (5.3)
\]

\[
\delta - D(x) = 0. \quad (5.4)
\]

Given the value \( \delta \), (5.3) is uniquely solved by \( x_k = q_k^{(\alpha)} \exp \left( \beta k(\mu - a\delta)_- \right) \), \( k \in \mathbb{N} \), and therefore (5.4) becomes

\[
\delta = \sum_{k=1}^{\infty} k q_k^{(\alpha)} \exp \left( \beta k(\mu - a\delta)_- \right). \quad (5.5)
\]

Denote the right-hand side in (5.5) by \( h(\delta) \), and note that \( h(\delta) \to 0 \) as \( \delta \to \infty \). Furthermore,

\[
\lim_{\delta \to 0} h(\delta) = \begin{cases} 
\sum_{k \in \mathbb{N}} k q_k^{(\alpha)} & \text{if } \alpha < 0, \quad d \geq 1,
\infty & \text{if } \alpha \equiv 0 \land d = 1, 2,
\varrho(d) \in (0, \infty) & \text{if } \alpha \equiv 0 \land d \geq 3,
\end{cases}
\]

see figure 4. In all cases there exists a unique solution which we denote \( \delta^* \). For \( \mu \leq 0 \) the solution is \( \delta^* \in (0, \varrho(\alpha + \mu - a\delta^*)) \), and for \( \mu > 0 \) we have two additional cases, that is,

\[
\delta^* = \begin{cases} 
(0, \varrho(\alpha + \mu - a\delta^*)) & \text{for } \mu \leq 0, \\
(\mu/a, \varrho(\alpha)) & \text{for } \mu < \varrho(\alpha),
\varrho(\alpha) & \text{for } \mu \geq \varrho(\alpha), \end{cases}
\]

(b) For the thermodynamic pressure we use the large deviation rate function and obtain, using the unique zero in (a),

\[
p^{\text{PMF}}(\beta, \alpha, \mu) = - \inf_{y \in (\mathbb{R}_+)} \left\{ I_n(y) + H_{\mu, \xi, \gamma}^{\text{PMF}}(y) \right\}
\]

\[
= p^{\text{PMF}}(\beta, \alpha, \mu)
\]

\[
= \begin{cases} 
p(\beta, \alpha) + \mu^2/2a, & \text{for } \mu \geq \varrho(\alpha), \delta^* = \varrho(\alpha), \\
\frac{a}{2} (\delta^*')^2 + p(\beta, \alpha + \mu - a\delta^*), & \text{for } \mu < \varrho(\alpha), \delta^* \in (\mu/a, \varrho(\alpha)).
\end{cases}
\]

(c) This follows from either directly differentiating (3.8), or by using lemma 5.1 with the zero found in (a). Convexity also follows from (a) and (b), noting that \( D(\xi^{\text{PMF}}) \) is continuous and increasing in \( \mu \).
Proof of proposition 3.8. For $\mu \geq a\varrho(\alpha)$ we have
\[
\frac{d\rho_{\text{PMF}}}{d\alpha} = \varrho(\alpha) \quad \text{and} \quad \frac{d\rho_{\text{PMF}}}{d\mu} = \frac{\mu}{a} - \delta^* = \varrho(\alpha).
\]
Thus $\mu\varrho(\alpha) - \mu^2/2a = \frac{1}{2}\varrho(\alpha)^2$, and then the supremum over $\alpha \leq 0$ gives the free energy for the ideal Bose gas and therefore the statement for this case. For the remaining case $\mu < a\varrho(\alpha)$, we note that
\[
\frac{d\rho_{\text{PMF}}}{d\alpha} = \frac{d\rho_{\text{PMF}}}{d\mu} = \varrho(\alpha + \mu - a\delta^*)
\]
with $\delta^* \in (\mu/a, \varrho(\alpha))$. Thus
\[
\sup_{\alpha \leq 0, \mu \in \mathbb{R}} \left\{ (\alpha + \mu)\varrho(\alpha + \mu - a\delta^*) - a/2(\delta^*)^2 - p(\beta, \alpha, \mu - a\delta^*) \right\} = \sup_{\alpha \leq 0, \mu \in \mathbb{R}} \left\{ (\alpha + \mu - a\delta^*)\varrho(\alpha + \mu - a\delta^*) + a(\delta^*)^2 + a(\delta^*)^2 - p(\beta, \alpha, \mu - a\delta^*) \right\} = f(\beta, \varrho) + a/2\varrho^2.
\]

5.3. Proofs variational analysis of the HYL model

We present the variational analysis proofs for the HYL model.

Proof of proposition 3.11.

(a) Suppose that the partial derivative $\frac{\partial H_{\text{HYL}}}{\partial x_k}$ is defined and non-zero at $x \in \text{Int} \{ \ell_1 (\mathbb{R}_+) \}$. Then $H_{\text{HYL}}$ does not achieve its infimum at $x$. Since the boundary $\partial \ell_1 (\mathbb{R}_+) = \{ x \in \ell_1 (\mathbb{R}_+) : \exists k \text{ s.t. } x_k = 0 \}$, and $\frac{\partial H_{\text{HYL}}}{\partial x_k} = -\infty$ here, the infimum is not achieved here.

For $x \in \text{Int} \{ \ell_1 (\mathbb{R}_+) \}$ we have
\[
\frac{\partial H_{\text{HYL}}}{\partial x_k}(x) = \beta^{-1} \log \frac{x_k}{q_k} - bk^2x_k
\]
\[
- k(\mu - aD(x)) \begin{cases} \frac{1}{b} & aD(x) \geq \mu \\ \frac{a}{a-b} & aD(x) \leq \mu \end{cases}, \quad k \in \mathbb{N},
\]
which is defined everywhere in $\text{Int} \{ \ell_1 (\mathbb{R}_+) \}$. Hence a solution $\xi$ must solve $\frac{\partial H_{\text{HYL}}}{\partial x_k}(\xi) = 0$ for all $k \in \mathbb{N}$. To make this more manageable, we introduce the dummy variable $\delta \in \mathbb{R}_+$ and corresponding equation $\delta = D(x)$. Our problem is then to solve
\[
\log \frac{x_k}{q_k} - b/\beta k^2x_k - \beta k(\mu - a\delta) \begin{cases} \frac{1}{b} & a\delta \geq \mu \\ \frac{a}{a-b} & a\delta \leq \mu \end{cases} = 0, \quad k \in \mathbb{N}, \quad (5.6)
\]
\[ \delta - D(x) = 0. \] (5.7)

Unfortunately—unlike in the corresponding PMF case—even when we are given \( \delta \) we are not guaranteed to have a solution for (5.6), or that such a solution would be unique. If we fix \( \delta \), then the \( k \)th equation of (5.6) either has no solution or is solved by

\[ x_k = -\frac{1}{b\beta k^2} W_{x_k} \left( -b\beta k^2 q_k^{(0)} \exp \left[ \beta k (\mu - a\delta) \left\{ \begin{array}{ll} 1, & a\delta \geq \mu \\ \frac{b}{a-b}, & a\delta \leq \mu \end{array} \right. \right] \right), \quad k \in \mathbb{N}, \]

for all \( \chi_k \in \{0, -1\} \), where \( W_0 \) and \( W_{-1} \) are the two real branches of the Lambert \( W \) function. The ‘no solution’ case corresponds precisely to \( W_0 \) and \( W_{-1} \) not being defined for this input. Substituting these \( x_k \) back into (5.7) gives the condition (3.10) as required.

(b) This follows immediately from the LDP in theorem 2.4.

**Proof of theorem 3.12.** We know that the global minimiser \( \xi \) of \( F_\mu \) will equal

\[ \xi_k = \xi_\alpha(\delta, \chi) = -\frac{1}{b\beta k^2} W_{\chi_k} \left( -b\beta k^2 q_k^{(0)} \exp \left[ \beta k (\mu - a\delta) \left\{ \begin{array}{ll} 1, & a\delta \geq \mu \\ \frac{b}{a-b}, & a\delta \leq \mu \end{array} \right. \right] \right), \quad k \in \mathbb{N}, \]

for a choice of \((\delta, \chi) \in \mathbb{R}_+ \times \{0, -1\}^N\) that satisfies

\[ \delta = g^\chi(\delta) := \sum_{k \in \mathbb{N}} k \xi_k(\delta, \chi). \] (5.9)

We first observe that the argument of the Lambert function in (5.8) is decreasing in \( k \) and in \( \delta \geq \mu / a \). Therefore, to ensure that the function \( g^\chi \) is finite and well-defined (i.e., series converges) the only admissible sequences \( \chi \) as such that only finitely many indices are equal with all remaining ones pointing to the zero branch of the Lambert function. Furthermore, note that \( W_{-1}(x) \geq \log(-x) \) for \( x \in [-e^{-1}, 0) \). So if \( \chi_k = -1 \), then for \( \delta > \mu / a \) we have

\[ g^\chi(\delta) > \frac{(a\delta - \mu)}{b} k - \frac{1}{b\beta} \log \left( b\beta k^2 q_k^{(0)} \right). \]

Therefore there exists \( \mu_1 \in \mathbb{R} \) such that for \( \mu < \mu_1 \) the equation \( \delta = g^\chi(\delta) \) has no solution for any of these \( \chi \) with a finite number of negative branches. Furthermore, if \( \chi = 0 \), then \( g^\chi \) is strictly decreasing and continuous for sufficiently small values of \( \mu \). Note that \( g^\chi \) in this case is decreasing for any \( \delta > \mu / a \) with maximum at \( \mu / a \). Hence for sufficiently small values of \( \mu < \mu_\Delta = \mu_\Delta(d, \beta, \alpha, a, b) \) there is a unique solution for \( \delta = g^\chi(\delta) \) (5.9).

For the large positive \( \mu \) case, we need to reduce the admissible number of values of \((\delta, \chi) \) we are investigating. We do this separately for the two regimes of \( \delta, \delta < \mu / a \) and \( \delta > \mu / a \). First suppose \( \delta < \mu / a \) and there exists \( k \in \mathbb{N} \) such that we have a negative branch \( \chi_k = -1 \). Then we compute the second derivative

\[ \frac{\partial^2 F_\mu}{\partial \chi^2} \bigg|_{x = (\delta, \chi)} = \frac{1}{\xi(\delta, \chi)} - b\beta k^2 \left( 1 + \frac{a}{a-b} \right) < -\frac{ab}{(a-b)\beta k^2}, \] (5.10)
where the inequality holds because $\chi_k = -1$ implies that $\xi_k > \frac{1}{\beta_k^\ast}$. Since this one-dimensional Hessian is negative, this $\xi(\delta, \chi)$ cannot be a local minimum and therefore not a global minimum. Now suppose that $\delta > \mu/a$ and there exist $k_1, k_2 \in \mathbb{N}$ with $k_1 \neq k_2$ such that $\chi_{k_1} = \chi_{k_2} = -1$. We then consider the two-dimensional Hessian in the $k_1$ and the $k_2$ coordinate directions. We find

$$
\det \left( \frac{\partial^2 F_\mu}{\partial x_i \partial x_j} \right)_{i,j \in \{k_1,k_2\}} = \left( \frac{1}{\xi_{k_1}} + (a-b)\beta_{k_1}^2 \right) \left( \frac{1}{\xi_{k_2}} + (a-b)\beta_{k_2}^2 \right) - a^2 \beta^2 k_1^2 k_2^2 < 0,
$$

where the inequality follows from $\xi_k > \frac{1}{\beta_k^\ast}$ if $\chi_k = -1$ like before. Since this two-dimensional Hessian has a negative eigenvalue, this $\xi(\delta, \chi)$ cannot be a local minimum and therefore not a global minimum. A similar analysis shows this for a finite number of distinct negative branches.

In summary, we are left with solution of $\delta = g^\chi(\delta) \ (5.9)$ for which $\chi \equiv 0$ or there exists at most a single negative branch $k$ with $\chi_k = -1$ and $\delta \gg \mu/a$. In order to compare the remaining different candidates for minimiser, we calculate

$$
F_\mu(\xi) = -\sum_{k \in \mathbb{N}} \frac{\xi_k}{\beta} + \frac{b}{2} \sum_{k \in \mathbb{N}} k^2 \xi_k^2 - \frac{a}{2} \delta^2 - \frac{(\mu - a\delta)^2}{2(a-b)}.
$$

Here we used (5.9) and the property of the Lambert $W$ function that $W_\mu(\chi) \exp(W_\mu(\chi)) = x$. We then approximate the remaining candidates for large values of $\mu$. For $\mu \gg 1$, $g^\chi(\delta) = \delta$ is solved only by a $\delta \ll 1$. We refer to this $\chi \equiv 0$ solution as $\xi^{(0)}$. Then

$$
F_\mu(\xi^{(0)}) = -\frac{\mu^2}{2(a-b)} + o(1),
$$

as $\mu \to \infty$. For the remaining competitors for minimiser, we let $\xi^{(k)}$ refer to any solution corresponding to $\chi_k = -1 \{k = K\}, k \in \mathbb{N}$. We are solely concerned with $\delta \gg \mu/a$ for these cases.

Hence $\xi_k^K = \frac{1}{K}(\delta + O(1))$, and $\xi_k^{(0)} < \frac{1}{\beta K}$ otherwise. This means

$$
F_\mu(\xi^{(K)}) = -\frac{\delta}{K} \frac{(a-b)}{2} \beta^2 + O(1),
$$

for $\mu \to \infty$.

If we investigate the difference $F_\mu(\xi^{(K)}) - F_\mu(\xi^{(0)})$, we find that $\xi^{(K)}$ is preferred if

$$
\delta \gg \frac{1}{\beta K(a-b)} \left( 1 + \sqrt{1 + \frac{\beta^2 \mu^2 K^2}{(a-b)} } \right) < \frac{\mu}{(a-b)} = \frac{1}{\beta K(a-b)}.
$$

Conversely, $\xi^{(0)}$ is preferred if

$$
\delta \ll \frac{\mu}{(a-b)} - \frac{1}{\beta K(a-b)}.
$$

In particular, this means that we need $a\delta \gg \mu$ if $\xi^{(K)}$ is to stand a chance. Now for $a\delta \gg \mu$, and $\chi_k = -1 \{k = K\}$ we have

$$
g^\chi(\delta) = \frac{a\delta - \mu}{a} + \frac{1}{b \beta K} \log(a\delta - \mu) + O(1).
$$
For this calculation we use that
\[ W_{-1}(x) = \log(-x) - \log(-\log(-x)) + o(1) \quad \text{as } x \uparrow 0. \]

Using this approximation with \( \delta - g^\chi(\delta) \) tells us that
\[ \delta = \frac{\mu}{(a-b)} - \frac{1}{\beta K(a-b)} \log(a\delta - \mu) + O(1), \]
and therefore \( \xi^{(0)} \) is always preferred for large values of \( \mu \geq \mu^+(d, \beta, \alpha, a, b) \). \( \square \)

**Proof of Theorem 3.14.** We split the proof into three parts. In part I we discuss general solutions for selections of \( \chi \). In step II we show that for the parameter regime given in the theorem one can rule out all \( \chi \neq 0 \) solutions. In the final step III we prove the existence of the critical \( \mu^+ \) with two simultaneous minimiser (zeros) for the \( \chi = 0 \) solution.

**Step I:** note that for \( d \geq 3 \), the arguments for the Lambert \( W \) functions are strictly increasing in the summation index \( k \), approaching 0. This means that since the difference \( W_0(x) - W_{-1}(x) \geq 0 \) is strictly increasing in \( x \) and equals 0 if and only if \( x = -e^{-1} \), we only need to consider finitely many \( \chi \) for a given \( \mu \) (all of which are eventually 0). Now since any non-convexity in \( g^\chi \) can only arrive via the finitely many \( \chi_k = -1 \) terms, solutions to \( \delta = g^\chi(\delta) \) are locally finite in \( \mathbb{R} \). To complement this, note that \( \lim_{\delta \to \pm \infty} g^\chi(\delta) = 0 \) whilst for \( \chi \neq 0 \) we have \( g^\chi(\delta) \geq \delta \). Hence we only need to consider a finite range of \( \delta \), and therefore for a given \( \mu \) there are only finitely many solutions for \( \delta \).

Because \( g^\chi \) is continuous for each \( \chi \), we can collect solutions uniquely and maximally into continuous paths \( \xi^I(\mu) \) defined on closed (possibly infinite) intervals \( I^I \) with non-empty interior. We allow families to overlap at endpoints of these intervals. Because we are only considering \( \mu \leq \mu_p \) and there are only finitely many solutions for each \( \mu \), we will only have finitely many families being relevant to our discussion.

For each of these families, we will denote
\[ D^I(\mu) := D(\xi^I(\mu)), \quad P^I(\mu) := - (I_0 + H^{\text{HYL}}_{\mu, l, c}) \left( \xi^I(\mu) \right), \]
defined on the interval \( I^I \). From proposition 3.11 we know that
\[ P^{\text{HYL}}(\beta, \alpha, \mu) = - \inf_{y \in (0, \beta)} \{ I_0(y) + H^{\text{HYL}}_{\mu, l, c}(y) \} = \max P^I(\mu). \]

Therefore for each \( \mu \), there exists a \( J \) such that \( P^{\text{HYL}}(\beta, \mu) = P^J(\mu) \).

From the continuity of \( g^\chi \) we know that all \( D^I \) are continuous on their \( I^I \). Then lemma 5.1 tells us that each \( P^I \) is differentiable on the interior \( \text{Int}(I^I) \), with derivative
\[ \frac{dP^I}{d\mu} = D^I + \frac{(\mu - aD^I)}{a - b}. \]

Continuity of this derivative follows from the continuity of \( D^I \).

**Step II:** we show that for the following values of \( b \) and \( \mu \), i.e.,
\[ b < \min \left\{ a, \frac{1}{\beta d_{10}} e^{-\mu_p/a} \right\} \quad \text{and} \quad \mu < \mu_p, \]
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we do not need to consider the $\chi \neq 0$ solutions of $\delta = g^0(\delta)$. Note that if $\chi \neq 0$, then $g^0(\delta) > g^0(\delta)$, where $\chi_k^{(i)} = -1 \{k = 1\}$. By using $W_{-1}(x) \leq \log(1-x)$, we find that if $\chi \neq 0$ we have

$$g^0(\delta) > \frac{a}{b} \delta - \frac{1}{b} \log(\beta d\chi_k^{(i)}) + \frac{1}{\beta} \log(1/b).$$

Therefore we have no solutions if

$$b < \frac{1}{\beta d\chi_k^{(i)}} \exp \left( \beta \left( \frac{(a-b) \delta - \mu}{b} \right) \right).$$

The right-hand side of the last inequality is bounded by $\frac{1}{\beta d\chi_k^{(i)}} e^{-\beta \mu/a}$, which is in turn bounded below by $\frac{1}{\beta d\chi_k^{(i)}} e^{-\beta \mu/a}$ for the range of $\mu$ we are considering. Since—by our assumptions—$b$ is smaller than this bound, we can ignore $\chi$ other than $\chi = 0$.

**Step III:** let us now consider the $\chi = 0$ solutions. Since $g^0$ is convex when restricted to $\delta \leq \frac{a}{\beta}$, $\frac{a}{\beta} \to +\infty$ as $\delta \to +\infty$, and $g^0$ is decreasing for $\delta > \frac{a}{\beta}$, there exists $\mu_{\tan} < \mu_p$ such that this branch has multiple solutions if and only if $\mu \in [\mu_{\tan}, \mu_p]$. Let us label these $\xi^0$, $\xi^1$, and $\xi^2$ such that $D^0 > D^1 \geq D^2$. Note that $P^0 = (-\infty, \mu_p)$, $I^1 = [\mu_{\tan}, \mu_p]$, and $I^2 = [\mu_{\tan}, +\infty)$. For a visualisation of these solutions, see figure 5.

Since $\xi^0 (\mu_p) = \xi^1 (\mu_p)$ and $\xi^2 (\mu_{\tan}) = \xi^1 (\mu_{\tan})$, we have $P^0 (\mu_p) = P^1 (\mu_p)$ and $P^1 (\mu_{\tan}) = P^2 (\mu_{\tan})$. Because $D^0 > \frac{b}{a}$ and $D^1, 0 < \frac{a}{\beta}$, we have

$$\frac{dp^0}{d\mu} = D^0, \quad \frac{dp^1}{d\mu} = \frac{b}{a-b} \left( \frac{\mu}{b} - D^1 \right) < \frac{b}{a-b} \left( \frac{\mu}{b} - D^2 \right) = \frac{dp^2}{d\mu},$$

on $(\mu_{\tan}, \mu_p)$. Together these mean that $P^2 (\mu_p) > P^1 (\mu_p) > P^0 (\mu_p)$. Now extending our attention to all $\xi^i$ defined on some part of $(-\infty, \mu_p]$, we define

$$M := \{ \mu \leq \mu_p : \exists j such that P^j (\mu) > P^0 (\mu) \}.$$

We have just shown that $M \neq \emptyset$, so $\mu^* := \inf M \in (-\infty, \mu_p]$. Since $P^2$ and $P^0$ are continuous, $\mu^* < \mu_p$. If $\mu^* \in M$, then $\max_j P^j (\mu)$ is discontinuous at $\mu = \mu^*$. In this case we are done. If otherwise $\mu^* \notin M$, then since the $P^j$ are each continuous, $\exists J$ and $\epsilon > 0$ such that $P^J (\mu) > P^0 (\mu)$ for $\mu \in (\mu^*, \mu^* + \epsilon)$. Now we have to show that the derivatives of $P^0$ and $P^j$ necessarily have different limits as we take $\mu \to \mu^*$ from their respective sides. First note that

$$\lim_{\mu^0 \to \mu^*} \frac{dp^0}{d\mu} = D^0 (\mu^*).$$

Note that $g^1 (\delta) \geq g^0 (\delta)$ with equality only if $\chi = 0$ or if we have both $\beta = \beta^*$ and $\delta = \frac{a}{\beta}$. Therefore $D^j \neq \frac{b}{a}$ and

$$D^j < \frac{b}{a} \quad \Rightarrow \quad D^j \in [D^2, D^1],$$

$$D^j > \frac{b}{a} \quad \Rightarrow \quad D^j > D^0.$$

This last inequality is strict because equality could only occur at $\mu = \mu_p$, but $\mu^* < \mu_p$. If $D^j > \frac{b}{a}$, then

$$\lim_{\mu \to \mu^*} \frac{dp^j}{d\mu} = D^j (\mu^*) > D^0 (\mu^*) = \lim_{\mu \to \mu^*} \frac{dp^0}{d\mu}.$$
and we are done. From the symmetry of $g^0$ about $\delta = \frac{\mu}{a}$ and from $g^0$ being decreasing for $\delta \geq \frac{\mu}{a}$, we have

$$D^0 - \frac{\mu}{a} < \frac{b}{a-b} \left( \frac{\mu}{a} - D^1 \right)$$

(5.12)

for $\mu \in [\mu_{\text{ang}}, \mu_p)$, see figure 6. To see that, note that from the definition of $g^0(d)$, there is a symmetry to the function: the function to the right of $\mu/a$ is a scaled and reflected version of the function to the left. In figure 6, this means that the distance from the leftmost intersection (the $D^1$ intersection) to $\mu/a$ gives you the distance from $\mu/a$ to the imagined rightmost point. Since $g^0$ is decreasing to the right of $\mu/a$, this imagined point is to the right of the $D^2$ intersection, giving the inequality. This implies that if $D^1 < \frac{\mu}{a}$,

$$\frac{dP^1}{d\mu} = \frac{b}{a-b} \left( \frac{\mu}{b} - D^1 \right) > \frac{b}{a-b} \left( \frac{\mu}{b} - D^1 \right) > D^0 = \frac{dP^0}{d\mu}.$$ 

Taking the limit to $\mu^*$ gives our result.

\[\square\]

**Proof of theorem 3.16.** Let us begin with the $\alpha < 0$ case. For $s \leq -\alpha$, fixed $N$, and fixed $K$, define

$$g_N^{(K)}(s) := \frac{1}{\beta |\Lambda_N|} \log E_{\nu_N} \left[ \exp \left( |\Lambda_N| s \beta (D - D_K) \right) \right].$$
Then
\[
\left. \frac{dg^{(K)}_N}{ds} \right|_{s=0} = \mathbb{E}_{\nu_{N,n}} [D - D_K] \quad \text{and} \quad \Delta (\beta, \alpha) = \lim_{K \to \infty} \lim_{N \to \infty} \left. \frac{dg^{(K)}_N}{ds} \right|_{s=0}.
\]

Since \(g^{(K)}_N\) are all convex in \(s\), we will use Griffith’s lemma to get the point-wise limit of the derivative from the derivative of the point-wise limit. To calculate the point-wise limit of \(g^{(K)}_N\), we first rewrite \(g^{(K)}_N\) as
\[
g^{(K)}_N(s) = \frac{1}{\beta |\Lambda_N|} \log \mathbb{E}_{\nu_{N,n+s}} \left[ \exp \left( -|\Lambda_N| s \beta D_K \right) \right] + \frac{1}{\beta |\Lambda_N|} \log \frac{Z_N(\beta, \alpha + s)}{Z_N(\beta, \alpha)}.
\]

We use Varadhan’s lemma with the tilt \(\Phi = -s \beta D_K\). This \(\Phi\) is continuous, but we need to pay attention to the boundedness conditions. We need to show that
\[
\lim_{M \to \infty} \limsup_{N \to \infty} \frac{1}{\beta |\Lambda_N|} \mathbb{E}_{\nu_{N,n+s}} \left[ e^{\beta |\Lambda_N| \Phi} \mathbb{1} \{ \Phi \geq M \} \right] = -\infty. \quad (5.13)
\]

For \(0 \leq s \leq -\alpha\), we have \(\Phi \leq 0\) almost surely, so (5.13) holds trivially. For \(s < 0\) we have to work a little harder. Since \(\Phi\) is continuous, the set \(\{ \Phi = m \}\) is closed (and measurable). Hence the upper bound of the LDP gives
\[
\limsup_{N \to \infty} \frac{1}{\beta |\Lambda_N|} \log \nu_{N,\alpha+s} (\Phi = m) \leq - \inf_{y: \Phi = m} \{ I_{\alpha+s}(y) \}
\]
\[
\leq \tilde{q}^{(\alpha+s)} - \tilde{q}^{(\alpha)} + (\alpha + s) \left( \frac{m}{|s|^{\beta}} \right).
\]

This means that for sufficiently large \(N\) there exists a \(m\) and \(N\) independent constant \(C > \tilde{q}^{(\alpha+s)} - \tilde{q}^{(\alpha)}\), such that
\[
e^{m|\Lambda_N|} \nu_{N,\alpha+s} (\Phi = m) \leq \exp \left( |\Lambda_N| \left[ C + \frac{\alpha}{|s|^{\beta}} m \right] \right).
\]
Since $\alpha < 0$, we have sufficiently fast decay in $m$ to prove that (5.13) holds even for $s < 0$, and Varadhan gives us
\[
\lim_{N \to \infty} g_N^{(K)}(s) = - \inf_{y \in \ell_1} \{ L_{\alpha,y} + sD_K(y) \}
+ p(\beta, \alpha + s) - p(\beta, \alpha), \quad \forall s \leq -\alpha.
\]

In the style of lemma B.3, we can find that this infimum is achieved at $\xi = \xi(s) \in \ell_1(\mathbb{R}_+)$, where
\[
\xi_k = \begin{cases} 
q_k^{(\alpha)}, & k = 1, \ldots, K, \\
q_k^{(\alpha+s)}, & k > K.
\end{cases}
\]
Hence
\[
\lim_{N \to \infty} g_N^{(K)}(s) = \frac{1}{\beta} \sum_{k=K+1}^{\infty} (q_k^{(\alpha+s)} - q_k^{(\alpha)}), \quad \frac{d}{ds} \left( \lim_{N \to \infty} g_N^{(K)}(s) \right) \bigg|_{s=0} = \sum_{k=K+1}^{\infty} kq_k^{(\alpha)}.
\]

Finally the sum vanishes as $K \to \infty$.

For the case $\alpha = 0$ with $d = 1, 2$, we take a more direct approach. It is clear from our construction that the point-wise limit $\lim_{N \to \infty} \mathbb{E}_{q_N} [kx_k] = kq_k^{(\alpha)}$. Then for all $M \in \mathbb{N}$,
\[
\lim_{N \to \infty} \inf_{q_N} \mathbb{E}_{\omega_N,n} \left[ \sum_{k=K+1}^{\infty} kx_k \right] \geq \lim_{N \to \infty} \mathbb{E}_{\omega_N,n} \left[ \sum_{k=K+1}^{M} kx_k \right] = \sum_{k=K+1}^{M} kq_k^{(\alpha)}.
\]

Since this lower bound diverges as $M \to \infty$ if $\alpha = 0$ and $d = 1, 2$, we have our result for this case.

For $\alpha = 0$ and $d \geq 3$ we use direct methods similar to the $\alpha > 0$ case to get the required results. For the CMF-model we follow the same steps as above. For $s \leq -\alpha$, fixed $N$, and fixed $K$, define
\[
g_N^{(K)}(s) := \frac{1}{\beta |\Lambda_N|} \log \mathbb{E}_{\omega_N^{(\text{CMF})}} \left[ \exp \left( |\Lambda_N| s\beta \left( D - D_K \right) \right) \right].
\]

Then by rearranging terms and applying Varadhan, we find that for $s \leq -\alpha$,
\[
\lim_{N \to \infty} g_N^{(K)}(s) = - \inf_{t \in (\mathbb{R}_+)} \left\{ \frac{1}{\beta t^{\alpha+s}} + sD_K \right\}
+ p^{(\text{CMF})}(\beta, \alpha + s) - p^{(\text{CMF})}(\beta, \alpha), \quad \forall s \leq -\alpha.
\]

In the style of proposition 3.1, we can find that this infimum is achieved at $\xi(s) \in \ell_1(\mathbb{R}_+)$, where
\[
\xi_k = \begin{cases} 
\frac{W_0 (\alpha \beta q_k^{(\alpha)})}{a \beta q_k^{(\alpha)}} q_k^{(\alpha)}, & k \leq K, \\
\frac{W_0 (\alpha \beta q_k^{(\alpha+s)})}{a \beta q_k^{(\alpha+s)}} q_k^{(\alpha+s)}, & k > K.
\end{cases}
\]
Substituting this into the infimum, and then taking the derivative gives us
\[
\frac{d}{ds} \left( \lim_{N \to \infty} g_N^K (s) \right) \bigg|_{s=0} = \frac{W_0 \left( a \beta q^{(\alpha)} \right)}{a \beta q^{(\alpha)}} \sum_{k=K+1}^{\infty} k q^{(\alpha)}.
\]
Finally the sum vanishes as \( K \to \infty \), and Griffith’s lemma gives us the result. \( \square \)

**Proof of theorem 3.17.** Our proof begins similarly to that of theorem 3.16. For \( \mu, s \in \mathbb{R} \), fixed \( N \), and fixed \( K \), define
\[
g_N^K (s) = \frac{1}{\beta |\Lambda_N|} \log \mathbb{E}_{\nu_{N,\alpha}^{(\text{PMF})}} [ \exp \left( |\Lambda_N| s \beta (D - D_K) \right) ].
\]
We once again rearrange terms to get
\[
g_N^K (s) = \frac{1}{\beta |\Lambda_N|} \log \mathbb{E}_{\nu_{N,\alpha}^{(\text{PMF})}} [ \exp \left( -|\Lambda_N| s \beta D_K \right) ] + \frac{1}{\beta |\Lambda_N|} \log \frac{Z_{\nu_{N,\alpha}^{(\text{PMF})}} (\beta, \alpha, \mu + s)}{Z_{\nu_{N,\alpha}^{(\text{PMF})}} (\beta, \alpha, \mu)}.
\]
Then we want to use Varadhan’s lemma with our LDP for the PMF measure and the tilt \( \phi = -s \beta D_K \). This \( \phi \) is continuous, but we need to pay attention to the boundedness conditions. We will show
\[
\lim_{M \to \infty} \limsup_{N \to \infty} \frac{1}{|\Lambda_N|} \mathbb{E}_{\nu_{N,\alpha}^{(\text{PMF})}} [ e^{\chi_{\Lambda_N} / \beta |\Lambda_N|} 1 \{ \phi \geq M \} ] = -\infty. \quad (5.14)
\]
For \( s \geq 0 \), we have \( \phi \leq 0 \) almost surely, so (5.14) holds trivially. For \( s < 0 \) we have to work a little harder. Our LDP for the PMF model gives us a bound on the probability of this set:
\[
\limsup_{N \to \infty} \frac{1}{|\Lambda_N|} \log \nu_{N,\alpha,\mu+s}^{(\text{PMF})} (\phi = m) \leq -\inf_{\phi = m} \left( \log \nu_{N,\alpha,\mu+s}^{(\text{PMF})} (\phi = m) \right) \leq -\inf_{I_1} \left( I_0 + H_{\mu+s,\infty}^{(\text{PMF})} \right) + a \beta s \left( \frac{m}{|s|} \right),
\]
This means that given \( m \geq |s| \beta \mu \), then for sufficiently large \( N \) there exists a \( m \) and \( N \) independent constant \( C > \inf_{I_1} \left( I_0 + \beta H_{\mu+s,\infty}^{(\text{PMF})} \right) \), such that
\[
e^{m / |\Lambda_N|} \nu_{N,\alpha,\mu+s}^{(\text{PMF})} (\phi = m) \leq \exp \left( C + \frac{\mu}{|s|} \left( \frac{m}{2 \beta |s|^2} \right)^2 \right).
\]
The very fast decay with \( m \) proves that (5.14) holds even for \( s < 0 \), and Varadhan gives us
\[
\lim_{N \to \infty} g_N^K (s) = -\inf_{I_1} \left( \log \nu_{N,\alpha,\mu+s}^{(\text{PMF})} (\phi = m) + p_{\nu_{N,\alpha,\mu+s}}^{(\text{PMF})} (\beta, \alpha, \mu + s) \right) - p_{\nu_{N,\alpha,\mu+s}}^{(\text{PMF})} (\beta, \alpha, \mu), \quad \forall s \in \mathbb{R}.
\]
In the style of proposition 3.6, we can find that this infimum is achieved at $\xi(s) \in \ell_1(\mathbb{R}_+)$, where

$$\xi_k = q_k^{(2)} \exp \left( \beta k \left( (\mu + s - a\delta^*)_+ - s1 \{ k \leq K \} \right) \right), \quad k \in \mathbb{N},$$

and $\delta^*(s)$ is given implicitly as follows for the different cases. For $\mu + s \leq 0$ and $\mu \leq 0$, we have that

$$\delta^* = \sum_{k=1}^K kq_k^{(2)} \exp(\beta k(\mu - a\delta^*)) + \sum_{k>K} kq_k^{(2)} \exp(\beta k(\mu + s - a\delta^*)) =: g^K(\alpha + \mu + s),$$

that is, $\delta^* < g^K(\alpha + \mu + s)$, and for $\mu + s > 0$ we have two cases as follows

$$\delta^* = \begin{cases} \sum_{k=1}^K kq_k^{(2)} \exp(\beta k(\mu - a\delta^*)) + \sum_{k>K} kq_k^{(2)} \exp(\beta k(\mu + s - a\delta^*)), & \text{for } \delta^* \geq \frac{\mu + s}{a}, \\ \sum_{k=1}^K kq_k^{(2)} \exp(-\beta ks) + \sum_{k>K} kq_k^{(2)} ) =: g^K(\alpha, s), & \text{for } \delta^* \leq \frac{\mu + s}{a}. \end{cases}$$

(5.16)

Thus

$$\delta^* = \begin{cases} \in (0, g^K(\alpha + \mu + s)), & \text{for } \mu + s \leq 0, \mu \leq 0, \\ \in \left[ \frac{\mu + s}{a}, g^K(\alpha, s) \right], & \text{for } \mu + s < ag^K(\alpha, s), \\ g^K(\alpha, s), & \text{for } \mu + s \geq ag^K(\alpha, s). \end{cases}$$

(5.17)

If we denote

$$\delta^*_k = \begin{cases} \sum_{k=1}^K kq_k \exp(\beta k (\mu - a\delta^*)), & \text{for } \delta^* \geq \frac{\mu + s}{a}, \\ \sum_{k=1}^K kq_k \exp(-s\beta k), & \text{for } \delta^* \leq \frac{\mu + s}{a}. \end{cases}$$

(5.18)

then lemma 5.1 tells us that

$$\frac{d}{ds} \left( \lim_{N \to \infty} g_N^K(s) \right) = (\delta^* - \delta^*_k)(s) + \left( \frac{\mu + s}{a} - g^K(\alpha, s) \right) +$$

$$\frac{d}{ds} \left( \lim_{N \to \infty} g_N^K(s) \right) \bigg|_{s=0} = \begin{cases} (\delta^* - \delta^*_k)(0), & \text{for } \mu \leq ag^K(\alpha, 0), \\ \frac{\mu}{a} - \delta^*_k(0), & \text{for } \mu \geq ag^K(\alpha, 0), \end{cases}$$

$$\lim_{K \to \infty} \frac{d}{ds} \left( \lim_{N \to \infty} g_N^K(s) \right) \bigg|_{s=0} = \begin{cases} \left( \frac{\mu}{a} - g(\alpha) \right) +, & \text{for } \mu \leq ag^K(\alpha, 0), \\ \left( \frac{\mu}{a} - (\alpha) \right) +, & \text{for } \mu \geq ag^K(\alpha, 0), \end{cases}$$

□
Proof of theorem 3.18. The proof of (3.20) follows very similarly to the corresponding stage of the proof of theorem 3.17. Note that the HYL version of (5.14) follows because $H_{\mu,\ell,s,c}^{\text{HYL}} \geq H_{\mu,\ell^{-1},s,c}^{\text{PMF}}$ almost surely. The proof of (3.21) uses lemma 5.1.  

Data availability statement

All data that support the findings of this study are included within the article (and any supplementary files).

Appendix A. Bose function

The Bose functions are poly-logarithmic functions defined by

$$g(n, \alpha) := \sum_{k=1}^{\infty} k^{-n} e^{-\alpha k},$$

for all $n$ and $\alpha > 0$, and also for $\alpha = 0$ and $n > 1$. In the latter case,

$$g(n, 0) = \sum_{k=1}^{\infty} k^{-n} = \zeta(n),$$

which is the zeta function of Riemann. The behaviour of the Bose functions about $\alpha = 0$ is given by

$$g(n, \alpha) = \begin{cases} \Gamma(1-n)\alpha^{n-1} + \sum_{k=0}^{\infty} \zeta(n-k)(-\alpha)^k, & n \neq 1, 2, 3, \ldots, \\ (-\alpha)^{n-1} \left[ -\log \alpha + \sum_{m=1}^{n-1} \frac{1}{m} \right] + \sum_{k=0}^{n-1} \zeta(n-k)(-\alpha)^k, & n \in \mathbb{N}. \end{cases}$$

Appendix B. The ideal Bose gas

We review the LDP for the ideal Bose, that is, LDP for the empirical cycles counts. However, we present this well-known result by using rigorous large deviation proofs based on Baldi’s theorem and exponential tightness. Denote $\nu_{N,\alpha}$ the distribution of the empirical cycle count with chemical potential $\alpha \leq 0$. 

\[42\]
Theorem B.1 (Ideal Bose gas). For \( d \in \mathbb{N}, \beta > 0, \) and \( \alpha \leq 0, \) the sequence \((\nu_N)_{N \in \mathbb{N}}\) satisfies an LDP on \( \ell_1(\mathbb{R}_+)\) with rate \( \beta |\Lambda_N| \) and rate function

\[
I_\alpha(x) = \sum_{k=1}^{\infty} \frac{x_k}{\beta} \left( \log \frac{x_k}{q(\alpha)^k} - 1 \right) + \bar{q}(\alpha) \beta
\]

Since each entry in the \( \ell_1\)-valued empirical cycle count is independent and related to a Poisson random variable under the ideal Bose gas model, theorem B.1 is proven by applying Baldi’s lemma.

Remark B.2. The condition that \( \alpha \leq 0 \) arises from the \( \bar{q}(\alpha) \) term. Clearly, \( \bar{q}(\alpha) \) is finite if and only if \( \alpha \leq 0. \)

Proposition B.3 (Pressure).
(a) The rate function for the ideal Bose gas model, \( I_\alpha, \) has a unique zero \( \xi \in \ell_1(\mathbb{R}_+) \) given by

\[
\xi_k = q_k(\alpha), \quad k \in \mathbb{N}. \tag{B.1}
\]

(b) Let \( \beta > 0 \) and \( \alpha \leq 0, \) then the thermodynamic limit of the pressure

\[
p(\beta, \alpha) = \lim_{N \to \infty} \frac{1}{\beta |\Lambda_N|} \log Z_{\Lambda_N}(\beta, \alpha) = \inf_{y \in \ell_1(\mathbb{R}_+)} \left\{ \sum_{k=1}^{\infty} \frac{y_k}{\beta} \left( \log \frac{y_k}{q(\alpha)^k} - 1 \right) \right\} = \bar{q}(\alpha) \beta \tag{B.2}
\]

exists.

We denote

\[
p_{\Lambda_N} = \frac{1}{\beta |\Lambda_N|} \log Z_{\Lambda_N}(\beta, \alpha)
\]

the average finite-volume pressure.

Proposition B.4 (Thermodynamics).
(a) For \( \beta > 0, \alpha > 0, \) we define \( p(\beta, \alpha) = +\infty. \) Then the pressure \( p(\beta, \cdot) \) is a closed convex function on \( \mathbb{R}. \)

(b) For \( \beta > 0, \alpha < 0, \) the ideal gas pressure \( p(\beta, \alpha) \) is smooth with respect to \( \alpha. \) In particular,

\[
\frac{dp}{d\alpha} = D \left( q(\alpha) \right).
\]

(c) For \( \beta > 0, \alpha < 0, \) and any \( N \in \mathbb{N}, \)
\[
\frac{1}{|\Lambda_N|} E \left[ N_{\Lambda_N}^{(\ell)} \right] = \frac{d}{d\alpha} p_{\Lambda_N}(\beta, \alpha). \tag{B.3}
\]

The function \( \alpha \mapsto \frac{d}{d\alpha} p_{\Lambda_N}(\beta, \alpha) \) is increasing on \((-\infty, 0)\). It follows that we can give \( \frac{1}{|\Lambda_N|} E \left[ N_{\Lambda_N}^{(\ell)} \right] \) any pre-assigned value \( \varrho \in (0, \infty) \) by choosing \( \alpha = \alpha_N(\varrho) \in (-\infty, 0) \).

(d) In the thermodynamic limit \( N \to \infty \),

\[
\varrho_c := \lim_{\alpha \to 0} \left( \frac{d}{d\alpha} p_{\Lambda_N}(\beta, \alpha) \right) = \begin{cases} +\infty, & d = 1, 2, \\ \frac{1}{(4\pi \beta)^{\frac{d}{2}}} \zeta \left( \frac{d}{2} \right), & d \geq 3. \end{cases} \tag{B.4}
\]

Let \( \alpha_N(\varrho) \) denote the unique root of

\[
\frac{d}{d\alpha} (p_{\Lambda_N}(\beta, \alpha)) = \varrho \tag{B.5}
\]

then \( \alpha(\varrho) = \lim_{N \to \infty} \alpha_N(\varrho) \) exists and is equal to the unique root of

\[
\frac{d}{d\alpha} (p(\beta, \alpha)) = \varrho \quad \text{if} \ \varrho < \varrho_c, \tag{B.6}
\]

and it is equal to zero otherwise.

**Proposition B.5 (Free energy).** For \( \varrho > 0 \), we define the ideal Bose gas free energy as the Legendre–Fenchel transform of the pressure,

\[
\varrho_c := \lim_{\gamma \to 0} \left( \frac{d}{d\alpha} p_{\Lambda_N}(\beta, \alpha) \right) = \begin{cases} +\infty, & \varrho \leq \varrho_c, \\ \frac{1}{(4\pi \beta)^{\frac{d}{2}}} \zeta \left( \frac{d}{2} \right), & \varrho \geq \varrho_c. \end{cases}
\]

where \( \gamma \leq 0 \) is a solution to

\[
\frac{1}{(4\pi \beta)^{\frac{d}{2}}} \zeta \left( \frac{d}{2} \right) = \varrho_c,
\]

which exists and is unique for \( \varrho \leq \varrho_c \).

It is easy to see that \( \varrho \mapsto f(\beta, \varrho) \) is a decreasing convex function; it is given by

\[
f(\beta, \varrho) = \alpha(\varrho) \bar{\varrho} - p(\beta, \alpha(\varrho)) \quad \text{for} \ \varrho < \varrho_c.
\]

The linear segment in the graph of \( f \) where \( f \) is constant and equal to \( -p(\beta, 0) \) for \( \varrho \geq \varrho_c \), signals a phase-transition at \( \alpha = 0 \). This phase-transition is called BEC.
B.1. Proofs for the reference measure (ideal Bose gas)

Proof of theorem B.1. We recall the following theorem for the convenience of the reader.

Lemma B.6 (Baldi’s theorem). Suppose that it exists and is finite for every \( t \in \ell_\infty(\mathbb{R}) \). If \( \Lambda \) is Gâteaux differentiable, and lower semicontinuous on \( \ell_\infty(\mathbb{R}) \), then \((\nu_N)_{N\in\mathbb{N}}\) satisfies an LDP with rate function

\[
\Lambda^*(x) = \sup_{t \in \ell_\infty(\mathbb{R})} \{ (t, x) - \Lambda(t) \}, \quad x \in \ell_1(\mathbb{R}).
\]

We shall now set about establishing that the hypotheses of Baldi’s theorem are satisfied. We adapt a beautiful proof in a recent study of Bosonic loop measures on graphs given in [Dan15].

Lemma B.7 (Exponential tightness). For every \( \alpha \leq 0 \), \((\nu_N, \mu)_{N\in\mathbb{N}}\) is an exponentially tight sequence of measures.

Proof. Suppose there exists an \( x = x(\gamma) \in \ell_1(\mathbb{R}) \) such that for all \( k \geq 1 \),

\[
\limsup_{N \to \infty} \frac{1}{|A_N|} \log \nu_N, (\Lambda_N^k \geq x_k) < -2^{-k} \gamma,
\]

where \( \Lambda_N = \left( \lambda_N^k \right)_{k \in \mathbb{N}} \) is an \( \ell_1(\mathbb{R}) \)-valued random variable with law \( \nu_N, \mu \). Also, define the set

\[ K = \{ y \in \ell_1(\mathbb{R}) : |y_k| \leq |x_k| \quad \forall k \geq 1 \}, \quad x \in \ell_1(\mathbb{R}). \]

To show compactness of \( K \) it is easy to see that \( K \) is bounded and closed. Boundedness follows from \( |y| \leq |x| \) for all \( y \in K \). Suppose that \( K \) is not closed, that is, there exists a sequence \( y^{(n)} \in K \) with \( y^{(n)} \to y \notin K \) as \( n \to \infty \). Suppose that \( |y_k| > |x_k| \) for \( y \notin K \) and some \( k \in \mathbb{N} \). Let \( \varepsilon = \frac{1}{4}(|y_k| - |x_k|) \), then, for \( n \) sufficiently large,

\[
|y^{(n)}_k - x_k| \leq \sum_{j \in \mathbb{N}} |y^{(n)}_j - y_j| < \frac{1}{2}(|y_k| - |x_k|),
\]

which implies that

\[
|y^{(n)}_k| > |x_k| - \varepsilon = \frac{1}{2}(|y_k| + |x_k|) > |x_k|,
\]

contradicting \( y^{(n)} \in K \). Hence, \( K \) is closed. It remains to show that \( K \) is totally bounded. From that, we shall find a finite cover of \( \varepsilon \)-open balls for \( K \). Pick \( \varepsilon > 0 \), and choose \( N \in \mathbb{N} \) such that \( \sum_{k \geq N} |x_k| < \varepsilon/2 \), and define the so-called cut-off sequences \( \tilde{K} = \{ y \in K : x_k = 0, k > N \} \). Clearly, \( \tilde{K} \) is isomorphic to the totally bounded set

\[
[-|x_1|, |x_1|] \times \cdots \times [-|x_N|, |x_N|] \subset \mathbb{R}^N,
\]

and thus it is itself totally bounded. There exist \( u^{(1)}, \ldots, u^{(M)} \in \tilde{K} \) such that

\[
\widetilde{K} \subset \bigcup_{i=1}^M B\left(u^{(i)}, \frac{\varepsilon}{2}\right).
\]
For any $y \in [0,1]$ denote $\tilde{y} \in K$ the sequences which agree with $y$ on the first $N$ terms, and choose $w^{(i)}$ such that $\tilde{y} \in B(u^{(i)}, \frac{\varepsilon}{2})$. Then,

$$\|y - w^{(i)}\|_{1,\mathbb{R}} = \sum_{k=1}^{N} |\tilde{y}_k - y_k| + \sum_{k>N} |y_k| < \frac{\varepsilon}{2} + \frac{\varepsilon}{2}.$$ 

Thus, $K \subset \bigcup_{i=1}^{M} B(u^{(i)}, \frac{\varepsilon}{2})$, and we conclude with the compactness of $K$.

Now, since the $\lambda_N^{(i)}$ are independent, we have

$$\lim_{N \to \infty} \frac{1}{|\Lambda_N|} \log \nu_{N,\alpha}(K^c) = \lim_{N \to \infty} \frac{1}{|\Lambda_N|} \sum_{k \in \mathbb{N}} \log \nu_{N,\alpha}(\lambda_N^{(i)} > x_k) < -\gamma,$$

and conclude with the statement in the lemma. All that remains now is to find such a sequence $x$. We consider each $x_k$ in turn. For all constants $c \geq 0$, and $\tau > 0$, we have the Chernoff bound

$$\nu_{N,\alpha}(\lambda_N^{(i)} > c) = \nu_{N,\alpha}\left(e^{\frac{\lambda_N^{(i)}}{q_k^{(\alpha)}}} > e^c\right) \leq e^{-\tau c} E\left[e^{\frac{\lambda_N^{(i)}}{q_k^{(\alpha)}}}\right] = e^{-\tau c} \exp\left(|\lambda_N^N| q_k^{(\alpha)} \left(e^{\frac{|\lambda_N^N|}{q_k^{(\alpha)}}} - 1\right)\right).$$

Differentiating this bound with respect to $\tau$ gives us that the minimum occurs at $\tau^* = \frac{|\lambda_N^N|}{q_k^{(\alpha)}}$. If $c > 0$, then $\tau^* > 0$ for sufficiently large $N$. This means that we can optimise this form of bound as

$$\nu_{N,\alpha}(\lambda_N^{(i)} > c) \leq \left(\frac{c}{q_k^{(\alpha)}}\right)^{-|\lambda_N^N|} \exp\left(|\lambda_N^N| \left(c - q_k^{(\alpha)}\right)\right).$$

Taking $N \to \infty$ then gives us

$$\lim_{N \to \infty} \frac{1}{|\Lambda_N|} \log \nu_{N,\alpha}(\lambda_N^{(i)} > c) \leq c - q_k^{(\alpha)} - c \log \frac{c}{q_k^{(\alpha)}}.$$

Now note that on $c > 0$, the maps

$$c \mapsto c - q_k^{(\alpha)} - c \log \frac{c}{q_k^{(\alpha)}} + 2^{-k}\gamma, \quad k \in \mathbb{N},$$

are differentiable, strictly decreasing, and have at most a unique zero $c^*_k$. If there does not exist such a zero, then the map is strictly negative, and it will suffice in what follows to set $c^*_k = 0$. Since our maps are strictly negative for $c > c^*_k$, we only need to find a sequence $x$ such that $x_k > c^*_k$ for all $k$. Now we only need to find such an $x \in \ell_1(\mathbb{R})$.

Consider $\xi_k = c^*_k + 2^{-k}$. Therefore $x \in \ell_1(\mathbb{R})$ if and only if $c^* \in \ell_1(\mathbb{R})$. If we defined $c^*_k$ as a zero, then $c^*_k$ solves

$$c^*_k \left(1 - \log \left(\frac{c^*_k}{q_k^{(\alpha)}}\right)\right) = q_k^{(\alpha)} + 2^{-k}\gamma.$$

Otherwise, $c^*_k = 0$ and

$$c^*_k \left(1 - \log \left(\frac{c^*_k}{q_k^{(\alpha)}}\right)\right) = 0.$$
So noting that \( q_k^{(\alpha)} > 0 \) and \( \gamma > 0 \) and that the sum of \( q_k^{(\alpha)} \) converges give us
\[
\sum_{k \in \mathbb{N}} c_k^{*} \left( 1 - \log \left( \frac{c_k^{*}}{q_k^{(\alpha)}} \right) \right) \leq \gamma + \sum_{k \in \mathbb{N}} q_k^{(\alpha)} < \infty.
\]
Suppose, for contradiction, that \( \sum_{k \in \mathbb{N}} c_k^{*} = \infty \). Then, in order for the left-hand side of the above inequality to converge, we require \( 1 - \log \left( \frac{c_k^{*}}{q_k^{(\alpha)}} \right) \to 0 \) as \( k \to \infty \). Consequently, there exists a \( K \geq 1 \) such that for \( k \geq K \),
\[
c_k^{*} q_k^{(\alpha)} < 3,
\]
and hence
\[
\sum_{k \geq K} c_k^{*} q_k^{(\alpha)} < \infty.
\]
We have a contradiction, and \( \sum_{k \in \mathbb{N}} c_k^{*} < \infty \) as required. \( \square \)

**Lemma B.8.** The limit cumulant generating function exists and is given by
\[
\Lambda(t) = \lim_{N \to \infty} \frac{1}{\beta |\Lambda_N|} \log \mathbb{E}_{\nu_n,\alpha} \left[ \exp \left( \beta |\Lambda_N| (t, \lambda_N) \right) \right]
\]
\[
= \sum_{k \in \mathbb{N}} \frac{q_k^{(\alpha)}}{\beta} \left( e^{\beta t_k} - 1 \right) < \infty, \quad t \in \ell_\infty(\mathbb{R}).
\]
Moreover, \( \Lambda \) is Gâteaux differentiable, lower semicontinuous, and strictly convex.

**Proof.** First, let us evaluate the logarithmic moment generating function. Recall, that our reference process is a independent superposition of countably many independent marked Poisson point processes. Denote the marginal law of \( \Lambda_N^{(i)} \) by \( \nu_N^{(i)} \), then we have,
\[
\Lambda(t) = \lim_{N \to \infty} \frac{1}{\beta |\Lambda_N|} \log \mathbb{E}_{\nu_n,\alpha} \left[ \exp \left( \beta |\Lambda_N| (t, \lambda_N) \right) \right]
\]
\[
= \lim_{N \to \infty} \frac{1}{\beta |\Lambda_N|} \sum_{k \in \mathbb{N}} \log \mathbb{E}_{\nu_n,\alpha} \left[ \exp \left( \beta |\Lambda_N| t_k \lambda_k^{(i)} \right) \right]
\]
\[
= \sum_{k \in \mathbb{N}} \frac{q_k^{(\alpha)}}{\beta} \left( e^{\beta t_k} - 1 \right).
\]
To see that \( \Lambda(t) \) is finite, note that \( t \in \ell_\infty(\mathbb{R}) \) implies that \( T := \sup_{j \in \mathbb{N}} t_j \) is finite. Hence
\[
\Lambda(t) \leq (e^T - 1) q^{(\alpha)} < \infty.
\]
To confirm Gâteaux differentiability, let \( t, s \in \ell_\infty(\mathbb{R}) \) and consider
\[
\frac{d}{d\epsilon} \Lambda(t + \epsilon s) = \sum_{k \in \mathbb{N}} \frac{q_k^{(\alpha)}}{\beta} s_k e^{\beta (t_k + \epsilon s_k)}.
\]
This sum is finite because \( t \) and \( s \) are bounded above and \( q^{(\alpha)} \in \ell_1(\mathbb{R}) \) for \( \alpha \leq 0 \). In particular, the derivative is defined at \( \epsilon = 0 \), and hence \( \Lambda \) is Gâteaux differentiable.
Remark B.9. If we do not have where the inequality follows from the strict convexity of the exponential function. This means \( \Lambda \). To see this, let \( t \in [0, 1] \). Then

\[
\Lambda (\lambda s + (1 - \lambda) t) = \sum_{k \in \mathbb{N}} \frac{q_{k(\alpha)}}{\beta} (e^{\beta s_k} + (1 - \lambda) e^{\beta t_k} - 1)
\]

\[
< \lambda \sum_{k \in \mathbb{N}} \frac{q_{k(\alpha)}}{\beta} e^{\beta s_k} + (1 - \lambda) \sum_{k \in \mathbb{N}} \frac{q_{k(\alpha)}}{\beta} e^{\beta t_k} - \frac{q_{k(\alpha)}}{\beta} 
\]

\[
= \lambda \Lambda (s) + (1 - \lambda) \Lambda (t),
\]

where the inequality follows from the strict convexity of the exponential function. \( \square \)

Remark B.9. If we do not have \( \alpha \leq 0 \), then we do not have \( \Lambda (t) < \infty \) for all \( t \in \ell_\infty (\mathbb{R}) \). To see this, let \( t \) be a constant sequence \( t_k = C > 0 \). Then \( \Lambda (t) = C q_{k(\alpha)} = \infty \) unless \( \alpha \leq 0 \).

Lemma B.10. For all \( x \in \ell_1 (\mathbb{R}) \), we have

\[
\Lambda^* (x) := \sup_{t \in \ell_\infty (\mathbb{R})} \{ \langle t, x \rangle - \Lambda (t) \} = I_\alpha (x).
\]

Proof. Let \( g_\alpha (t) \) denote the functional we wish to maximise in the definition of \( \Lambda^* \), so

\[
g_\alpha (t) = \sum_{k = 1}^{\infty} \left[ x_k t_k + \frac{1}{\beta} q_{k(\alpha)} (1 - e^{\beta t_k}) \right].
\]

First let us consider \( x \in \ell_1 (\mathbb{R}) \setminus \ell_1 (\mathbb{R}_+) \). Hence there exists an index \( k' \) such that \( x_{k'} < 0 \). Now let \( t^{(T)} = -T \delta_{k'} \in \ell_\infty (\mathbb{R}) \). Therefore

\[
\Lambda^* (x) \geq g_\alpha (t^{(T)}) = -T x_{k'} + \frac{1}{\beta} q_{k(\alpha)} (1 - e^{-\beta T}) \xrightarrow{T \to \infty} + \infty.
\]

This means \( \Lambda^* (x) = + \infty = I_\alpha (x) \) for all \( x \in \ell_1 (\mathbb{R}) \setminus \ell_1 (\mathbb{R}_+) \).

To show the required inequality on \( \ell_1 (\mathbb{R}) \), let us now search for critical points of \( g_\alpha \). Taking the Gâteaux derivative of \( g_\alpha \) gives us

\[
dg_\alpha (t; s) = \sum_{k = 1}^{\infty} s_k \left( x_k - q_{k(\alpha)} e^{\beta s_k} \right), \quad \forall t, s \in \ell_\infty (\mathbb{R}).
\]

Now \( t \) is a critical point if and only if \( dg_\alpha (t; s) = 0 \) \( \forall s \in \ell_\infty (\mathbb{R}) \). This means that we want to investigate the sequence \( \{ t_k \} = \sum_{k = 1}^{\infty} \frac{1}{q_k} \log \frac{1}{q_k} \). If \( t \in \ell_\infty (\mathbb{R}) \), then this gives us the supremum, and a simple substitution tells us that \( \Lambda^* (x) = I_\alpha (x) \) for such \( x \). Unfortunately, this is not necessarily the case.
Nevertheless, these critical points will give us the supremum over all sequences in $(\mathbb{R} \cup \{-\infty\})^N$. Since $\ell_\infty(\mathbb{R}) \subset (\mathbb{R} \cup \{-\infty\})^N$, we have
\[
\Lambda^*(x) = \sup_{t \in \ell_\infty(\mathbb{R})} g_s(t) \leq \sup_{t \in (\mathbb{R} \cup \{-\infty\})^N} g_s(t) = I_\alpha(x). \tag{B.9}
\]

To find the reverse inequality, let us consider
\[
\ell^K_t = \begin{cases}
1 \{k \leq K\} \beta^{-1} \log \frac{x_k}{q_k^{(\alpha)}}, & x_k \neq 0, \\
-K1 \{k \leq K\}, & x_k = 0.
\end{cases}
\]
Since $\ell^K_t$ truncates, it is clearly in $\ell_\infty(\mathbb{R})$ for all $K$. Now let us substitute it into $g_s$.
\[
g_s(\ell^K_t) = \sum_{k \in K, x_k \neq 0} \frac{1}{\beta} \left( x_k \log \frac{x_k}{q_k^{(\alpha)}} - x_k + q_k^{(\alpha)} \right) + \sum_{k \in K, x_k = 0} \frac{1}{\beta} q_k^{(\alpha)} \left( 1 - e^{-\beta K} \right)
\]
\[
= \sum_{k=1}^K \frac{1}{\beta} \left( x_k \log \frac{x_k}{q_k^{(\alpha)}} - 1 \right) + q_k^{(\alpha)} \left( 1 - e^{-\beta K} \right) \sum_{k \in K, x_k = 0} q_k^{(\alpha)}
\]
\[
\xrightarrow{K \to \infty} I_\alpha(x).
\]

This sequence $(\ell^K_t)_{K \in \mathbb{N}}$ shows that for $x \in \ell_1(\mathbb{R}_+)$,
\[
\Lambda^*(x) = \sup_{t \in \ell_\infty(\mathbb{R})} g_s(t) \geq I_\alpha(x),
\]
as required.

With Baldi’s theorem the proof of theorem B.1 is complete.

**Proof of proposition B.3.**

(a) To find the zeroes of the ideal gas rate function, first let us find the critical points by setting the Gâteaux derivative of the function to zero. That is, we find the set of points $\bar{x} \in \ell_1(\mathbb{R}_+)\) such that
\[
dI_\alpha(\bar{x}; y) = 0 \quad \forall y \in \ell_1(\mathbb{R})
\]
This yields a single equation for each element of the sequence $\bar{x}$. This set of equations has the unique solution $\bar{x} = \xi$ given by $\xi_k = q_k e^{\beta \mu}$, for all $k \in \mathbb{N}$. Since the rate function $I_\alpha$ is strictly convex where it is finite, this critical point is the unique global minimiser.

(b) The existence of the thermodynamic limit and the explicit function follows from the large deviation rate function $I_\alpha$.

**Proof of proposition B.4.**

(a) Clearly, $p(\beta, 0) = \frac{1}{\beta(4\pi \beta)^2} \sum_{k=1}^\infty \frac{1}{k^{d/2}} < \infty$ for all $d \geq 1$. Convexity follows from properties of the Bose functions, $g(1 + \frac{d}{2}, -\beta \mu)$, see (A.1) in appendix A.
(b) This follows from the Bose functions, $g(n, x)$, being differentiable for $x > 0$, and

$$\frac{d}{dx} g(n, x) = -g(n - 1, x), \quad \forall x > 0.$$

Then the first derivative follows from directly differentiating the representation (B.2).

(c) This follows by direct computation. The exponential term ensures that the derivative of the finite-volume pressure is increasing in $\alpha$. As long as the box $\Lambda N$ has finite volume one can give the average particle density any pre-assigned value by choosing a chemical potential.

(d) The limit in (B.4) is obtained by direct calculation in conjunction with basic properties of the Bose function summarised in appendix A. The convergence of the unique root is ensured as long as the expected particle density stays below the critical density which is finite only in dimensions $d \geq 3$. □

Proof of proposition B.5. Since $p(\beta, s) = +\infty$ for $s > 0$, we only need to search $s \leq 0$. On the interior of this region $p$ is differentiable, and we look for stationary points. If $\varrho \geq \varrho_c$, then there are no stationary points for $s < 0$ and $s \varrho - p(\beta, s)$ is increasing in $s$. Hence the supremum is achieved at $s = 0$. If $\varrho < \varrho_c$, then there is a unique stationary point. This is also a local maximum and is given at $s = \alpha$ as required. This has the required limit as $\varrho \uparrow \varrho_c$ implying the continuity for $f$. □

Appendix C. Lambert W function

The Lambert W function (sometimes called elsewhere the Omega function) is defined as the multi-valued inverse of the $\mathbb{C} \rightarrow \mathbb{C}$ function $w \mapsto we^w$. We shall only be concerned with the two branches on $\mathbb{R}$. Figure 7 shows these two real branches, denoted $W_0$ and $W_{-1}$. The $W_0$ branch is defined on $[−e^{-1}, \infty)$, whereas the $W_{-1}$ branch is only defined on $[−e^{-1}, 0)$. Given a branch $W_l$ with $l \in \{0, -1\}$, we can find its (real) derivative $W'_l$ by differentiating the equation $W_l(x) e^{W_l(x)} = x$. This gives us

$$W'_l(x) = \frac{1}{x + W_l(x)} W_l(x).$$

Taking further derivatives and applying induction shows that the branches are smooth on the interior of their respective domains, and gives expressions for each order of the derivative. We make use of some asymptotic expansions of $W_0$ and $W_1$:

$$W_0(x) = x - x^2 + o(x^2) \quad \text{as } x \rightarrow 0,$$
$$W_0(x) = \log x - \log(\log x) + o(1) \quad \text{as } x \rightarrow +\infty,$$
$$W_{-1}(x) = \log(-x) - \log(-\log(-x)) + o(1) \quad \text{as } x \uparrow 0.$$

For more details, see [CGHJK96].
Figure 7. The two real branches of $W$: $W_0$ and $W_{-1}$.
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