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Abstract. A matchstick graph is a plane graph with edges drawn as unit-distance line segments. Harborth introduced these graphs in 1981 and conjectured that the maximum number of edges for a matchstick graph on \( n \) vertices is \( \lfloor 3n - \sqrt{12n - 3} \rfloor \). In this paper we prove this conjecture for all \( n \geq 1 \). The main geometric ingredient of the proof is an isoperimetric inequality related to L’Huilier’s inequality.

1. Introduction

A matchstick graph is a graph drawn in the Euclidean plane with each edge a straight unit-length segment, such that two edges only intersect in a common endpoint. These graphs were introduced by Harborth in 1981. Most of the literature deals with matchstick graphs which are regular or almost regular. There are also a few papers dealing with more general aspects, such as enumeration and algorithmic recognition. Harborth considered the extremal problem of finding the minimum number \( n \) of vertices in a matchstick graph on \( e \) edges, or equivalently, the maximum number of edges for a given number of vertices. He conjectured in [12] that \( e \leq 3n - \sqrt{12n - 3} \) and proved this in the special case of penny graphs using a neat induction on the number of vertices [10] (see also [19, Theorem 13.12]). A penny graph is a matchstick graph with the additional property that the circles of radius 1/2 around the vertices are non-overlapping.

Theorem 1 (Harborth [10]). Let \( G \) be a matchstick graph on \( n \) vertices such that the distance between any two vertices is at least 1. Then the number of edges of \( G \) satisfies \( e \leq 3n - \sqrt{12n - 3} \).

For each \( n \geq 1 \) there are examples on the triangular lattice with \( n \) vertices and the optimal \( 3n - \sqrt{12n - 3} \) edges [10, 19]. Proving Harborth’s conjecture in general turns out to be trickier. Using the isoperimetric inequality (Lemma 1) we showed in [17] that \( e \leq 3n - c\sqrt{12n - 3} \), where \( c = \frac{1}{2}(1 + \sqrt{\pi\sqrt{3}/6}) = 0.976 \ldots \), which implies Harborth’s conjecture for some small values of \( n \). In this paper we settle the conjecture completely.

Theorem 2. Let \( G \) be a matchstick graph with \( n \) vertices and \( e \) edges. Then \( e \leq 3n - \sqrt{12n - 3} \).

As in our previous paper [17], as a first step we use the Euler formula and the isoperimetric inequality.

Lemma 1 (Isoperimetric inequality). For any simple polygon of perimeter \( b \) and area \( A \) we have \( 4\pi A < b^2 \).
However, we will then exploit a different isoperimetric inequality that takes into account that many edges on the outer boundary of $G$ lie on the same triangular lattice. A variant of the isoperimetric inequality in the plane, known as L’Huilier’s inequality, states that among all polygons of a given perimeter for which the sides are constrained to be parallel to a given set of directions, the one of maximum area is circumscribed to a circle [6, pp. 9–10], [7, pp. 12–13]. In particular, among all closed polygons of a given perimeter with each side parallel to one of the sides of a fixed regular hexagon, the regular hexagon is optimal. We prove the following variant of this special case where we allow a certain bounded amount of the perimeter to be unconstrained in direction.

**Lemma 2.** Let $P$ be a simple polygon with perimeter $b$, area $A$, and with the total length of the sides not parallel to any side of some fixed regular hexagon at most $b_\star$. Then

$$8\sqrt{3}A \leq (b + (\frac{2}{\sqrt{3}} - 1)b_\star)^2.$$

Our proof of Theorem 2 has an analytical flavour, with many inequalities appearing in it that are rather weak, with constants that could easily be improved. Surprisingly, this turns out to be unnecessary. The inequalities also often need $n$ to be large, which creates the potential problem that this approach will only work for sufficiently large $n$. However, the original isoperimetric inequality allows us to dismiss all values of $n < 147$ early on in the proof. Then the rest of the proof goes through, although there are many inequalities that have to be checked. This can be done by hand or by apps such as Wolfram Alpha or Desmos. We have to balance the asymptotics with constant terms in order to make the inequalities valid for small $n$. It is rather strange that such an approach manages to make the induction succeed for all values of $n$.

1.1. **Proof outline.** The proof of Theorem 2 is in Section 2. Here we give a high-level summary. The proof is by induction with the induction step split up into 12 claims. As the cases $1 \leq n \leq 4$ of Theorem 2 are easily checked, we assume that $n > 4$ and that the theorem holds for all smaller values of $n$, but not for $n$, and aim for a contradiction.

Starting off, we show that the graph has minimum degree 3 (Claim 1) and is 2-connected (Claim 2). We then apply the Euler formula and count incident edge-face pairs to give an upper bound for the length of the boundary of $G$ in terms of $n$ and a certain weighted count $F$ of the number of non-triangular inner faces (Claim 3), as well as a lower bound for the number of triangles (Claim 4). If this weighted count $F$ equals 0 or 1, then either all inner faces are triangles, a case where Theorem 1 applies, or there is a quadrilateral as well, a case that can be easily dealt with by splitting up the graph at the quadrilateral and applying induction. Thus we can assume that $F \geq 2$ (Claim 5).

We apply the isoperimetric inequality (Lemma 1) to our upper bound of the boundary length of $G$ and the lower bound on its area derived from the lower bound on the number of triangles. This gives an upper bound for $F$ of the form $c\sqrt{12n - 3}$ (we use $c = 1/11$, but $c$ can be made as small as $1/20$) as well as showing that we may assume that $n \geq 147$ otherwise $F \leq 2$ (Claim 6).

We next consider the so-called lattice components of the graph, which we define to be maximal 2-connected subgraphs that each lie on some triangular lattice. We find lower bounds for their boundary lengths (Claim 7) and show that they cover almost all of $G$ without too much overlap (Claim 8). This enables us to show that the largest lattice component, $G_1$, has to be quite large (we show that $n(G_1) > 3n/4$ in Claim 9 but it is possible to go up to $0.97n$ if $n$ is sufficiently large).
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We split $G$ up into $G_1$ and a slight enlargement of $G - G_1$, and apply induction to obtain a lower bound for $F$ in terms of $n$ and $n_1$ (Claim 10) that will be crucial for the final part of the proof. We also bound the number of edges on the boundary of $G$ that are not on the boundary of $G_1$ (Claim 11). Thus, except for a bounded quantity, the boundary edges of $G$ all lie on the same triangular lattice. Our new isoperimetric inequality (Lemma 2) then gives an improved upper bound on the area of $G_1$, which can be bounded from below using the bound on the number of triangles from Claim 4. The upshot of this is that we find a very good upper bound on $F$ (Claim 12), which, together with the lower bound from Claim 10 gives us our final contradiction.

1.2. Definitions. We define a triangular lattice to be any subset of the plane isometric to $\{m(1,0) + n(1/2, \sqrt{3}/2) : m, n \in \mathbb{Z}\}$, and we say that a finite set of points lies on a triangular lattice if it is a subset of some triangular lattice. We will use the following simple observation.

**Lemma 3.** If $a$ and $b$ are distinct points on a triangular lattice and $c$ is a point at distance 1 to both $a$ and $b$, then $c$ lies on the same triangular lattice.

We use standard graph theory terminology as can be found in [5, Sections 1.1–1.4, 4.1, 4.2]. We call the cycle bounding the outer face of a plane graph $G$ the boundary of $G$, its length the boundary length of $G$, and its edges the boundary edges of $G$.

We will occasionally use the function $\phi(x) = \sqrt{12x - 3} - 3$ which is non-negative for all $x \geq 1$. Since $\phi$ is strictly concave, $\phi(x + a) - \phi(x)$ is strictly decreasing in $x$ for all fixed $a > 0$. This implies the following inequality that we will use repeatedly.

**Lemma 4.** $\phi(a) + \phi(b) < \phi(a - c) + \phi(b + c)$ whenever $a > b + c$, $b \geq 1$ and $c > 0$.

2. Proof

2.1. Setting up the induction. Let $G$ be a matchstick graph on $n = n(G)$ vertices in the plane. Denote the number of edges by $e = e(G)$. We prove Theorem 2 by induction. The cases $1 \leq n \leq 3$ are trivial. The case $n = 4$ follows since the complete graph on 4 vertices is not a matchstick graph. So we fix $n > 4$ and assume the theorem is true for all matchstick graphs of less than $n$ vertices. Among all matchstick graphs on $n$ vertices, fix one $G$ with the maximum number $e$ of edges. We assume that

$$e > 3n - \sqrt{12n - 3},$$

and will aim for a contradiction. Claims 112 below will all have as unstated assumptions the induction hypothesis, $n > 4$, the inequality 11, and that $G$ has the maximum number of edges among all matchstick graphs with $n$ vertices.

2.2. Basic properties.

**Claim 1.** Each vertex of $G$ has at least 3 neighbours.

**Proof.** Suppose that there is a vertex $v$ with at most 2 neighbours, and let $G' = G - v$. Then by induction and Lemma 4,

$$e \leq e(G') + 2 \leq 3(n - 1) - \sqrt{12(n - 1) - 3} + 2 = 3n - \phi(n - 1) - 4 \leq 3n - \phi(n) + \phi(5) - \phi(4) - 4 = 3n - \sqrt{12n - 3} + \phi(5) - \phi(4) - 1 < 3n - \sqrt{12n - 3},$$

which contradicts 11. □
Claim 2. \( G \) is 2-connected.

Proof. \( G \) has to be connected, otherwise we can move a connected component until one of its vertices has distance 1 to some other vertex, contradicting maximality.

If \( G \) is not 2-connected, then \( G \) has a cut vertex. Thus there exist two subgraphs \( G_1 \) and \( G_2 \) that cover \( G \) and have only a single vertex in common. Then with \( n_1 = n(G_1), n_2 = n(G_2) \geq 2, e_1 = e(G_1), \) and \( e_2 = e(G_2) \), we have \( n = n_1 + n_2 - 1, \) and

\[
e = e_1 + e_2
\leq 3n_1 - \sqrt{12n_1 - 3} + 3n_2 - \sqrt{12n_2 - 3}
= 3n - \phi(n_1) - \phi(n_2) - 3
< 3n - \phi(n_1 + n_2 - 1) - \phi(1) - 3 = 3n - \sqrt{12n - 3}
\]

by induction and Lemma 4, which contradicts (1). \( \Box \)

2.3. The Euler formula and double counting. Since \( G \) is 2-connected by Claim 2, all of its faces are polygons. Let \( b \) denote the length of the outer face, and for each \( i \geq 3 \), let \( f_i \) denote the number of inner faces bounded by a cycle of length \( i \). Since \( G \) is connected, Euler’s formula gives

\[
n - e + \sum_{i \geq 3} f_i = 1, \tag{2}
\]

and since \( G \) is 2-connected, by counting incident edge-face pairs in two ways, we obtain

\[
2e = b + \sum_{i \geq 3} if_i. \tag{3}
\]

Let \( F = \sum_{i \geq 4} (i - 3)f_i \). Then (2) and (3) imply

\[
e = 3n - 3 - b - F. \tag{4}
\]

From (1) we then obtain

Claim 3. \( b < \sqrt{12n - 3} - 3 - F = \phi(n) - F \).

2.4. Using the isoperimetric inequality. We need the following lower bound on the number of triangular faces, so that we can estimate the area of the region bounded by \( G \), then use the isoperimetric inequality to find a lower bound for \( b \) and from that our first upper bound on \( F \). This upper bound will be needed later in our proof of an improved upper bound for \( F \) (Claim 12).

Claim 4. \( f_3 > 2n + 1 - \sqrt{12n - 3} - F = \phi(n)^2 / 6 - F \).

Proof. Using the Euler formula (2) and our assumption (1), we obtain

\[
f_3 = e - n + 1 - \sum_{i \geq 4} f_i > 2n - \sqrt{12n - 3} + 1 - F. \tag{5}
\]

Claim 5. \( F \geq 2 \).

Proof. If \( F = 0 \), then all inner faces are triangular, and since \( G \) is 2-connected, it lies on a single triangular lattice. Then \( G \) is a penny graph, and Harborth’s Theorem [1] gives \( e \leq 3n - \sqrt{12n - 3} \), a contradiction.

If \( F = 1 \), then there is a single quadrilateral inner face with all other inner faces triangular. Each vertex \( v \) of this quadrilateral must lie on the boundary of \( G \), otherwise, all other faces incident with \( v \) would be equilateral triangles, implying that the angle of the quadrilateral at \( v \) is a multiple of 60°. Then the quadrilateral would have angles 60° and 120°, and we could add an edge between the two opposite vertices at the 120° angles, violating the maximality of \( G \).
For the second part of the claim, we solve for $F$. Denote the area of the boundary polygon of an equilateral triangle of side length 1 is $F$. Decreasing in $h$ implies $\phi < \frac{1}{3}$. By Claim 3 and $b_n$ of Claim 6, contradicting assumption 1. □

Figure 1. Subgraphs $G_1$ and $G_2$ covering $G$ and sharing edge $pq$ of a quadrilateral

We next decompose $G$. Since $n > 5$, at least one of the edges of the quadrilateral is not a boundary edge of $G$. Let $p$ and $q$ be the endpoints of such an edge. Then $G - \{p, q\}$ is not connected and has exactly two connected components $C_1$ and $C_2$. Let $G_i$ be the subgraph of $G$ induced by the vertices of $C_i$ and $p$ and $q$ for $i = 1, 2$. Then $G_1$ and $G_2$ have only an edge of the quadrilateral in common, and cover $G$. Denoting $n_i = n(G_i)$ and $e_i = e(G_i)$, $i = 1, 2$, we have $n_1 + n_2 = n + 2$ and $e_1 + e_2 = e + 1$. Since $pq$ is not on the boundary of $G$, it follows that $n_i \geq 3$ ($i = 1, 2$), and the length $b$ of the boundary of $G$ is at least 5. Then Claim 3 implies that $n > 7$, and

$$e = e_1 + e_2 - 1 \leq 3n - \phi(n_1) - \phi(n_2) - 1 \text{ by induction}$$

$$\leq 3n - \phi(n_1 + n_2 - 3) - \phi(3) - 1 \text{ by Lemma 1}$$

$$< 3n - \phi(n) + \phi(7) - \phi(6) - \phi(3) - 1 \text{ again by Lemma 1}$$

$$< 3n - \sqrt{12n - 3}$$

contradicting assumption 1.

Claim 6. $n \geq 147$ and $F < \frac{1}{12} \sqrt{12n - 3} - 1$.

Proof. Denote the area of the boundary polygon of $G$ by $A$. The area of an equilateral triangle of side length 1 is $\sqrt{3}/4$, hence $A > \sqrt{3}/4$. By Claim 4, $f_3 > \phi(n)^2/6 - F$, and by the isoperimetric inequality (Lemma 1) and Claim 3, $4\pi A < b^2 < (\phi(n) - F)^2$. In the remainder of this proof we write $\phi = \phi(n)$. We thus obtain the inequality $\frac{\pi \sqrt{3}}{6}(\phi^2 - 6F) < (\phi - F)^2$, or when expanded,

$$F^2 - (2\phi - \pi \sqrt{3})F + \left(1 - \frac{\pi \sqrt{3}}{6}\right)\phi^2 > 0. \quad (5)$$

By Claim 3 and $b \geq 3$, we obtain $F < \phi - \pi \sqrt{3}/2$, so the left-hand side of (5) is decreasing in $F$. Thus we can substitute $F = 2$ into (5) to obtain

$$4 - 2(2\phi - \pi \sqrt{3}) + \left(1 - \frac{\pi \sqrt{3}}{6}\right)\phi^2 > 0,$$

hence $\phi < 4.114 \ldots$ or $\phi > 38.849 \ldots$, or in terms of $n$, $n < 4.468 \ldots$ or $n > 146.199 \ldots$. Since $n \geq 5$ by assumption, we conclude that $n \geq 147$, as required.

For the second part of the claim, we solve for $F$ in (5) to obtain

$$F < \phi - \pi \sqrt{3}/2 - \frac{1}{2} \sqrt{\frac{2\pi}{\sqrt{3}}} \phi^2 - 4\pi \sqrt{3}\phi + 3\pi^2.$$ 

In order to show that $F < (\phi - 8)/11$, it is sufficient to show that

$$\phi - \pi \sqrt{3}/2 - \frac{1}{2} \sqrt{\frac{2\pi}{\sqrt{3}}} \phi^2 - 4\pi \sqrt{3}\phi + 3\pi^2 \leq \frac{\phi - 8}{11}.$$
This inequality is equivalent to $\phi \leq 2.084\ldots$ or $\phi \geq 20.506\ldots$. However, we have already shown that $\phi > 38.849\ldots$. Thus we conclude that $F < (\phi - 8)/11$, which proves the second part of the claim.

2.5. **Lattice components.** We define a lattice component of $G$ to be any maximal 2-connected subgraph (on at least 3 vertices) that lies on some triangular lattice. Denote the lattice components of $G$ by $G_1, \ldots, G_k$. Denote the number of vertices by $n_i = n(G_i)$, the number of edges by $e_i = e(G_i)$, and the boundary length of $G_i$ by $b_i$. Assume that $n_1 \geq n_2 \geq \cdots \geq n_k$. Note that no two lattice components have an edge in common, otherwise their union would be a larger 2-connected graph on the same lattice.

**Claim 7.** For each $i = 1, \ldots, k$, $b_i \geq \sqrt{12n_i - 3} - 3$.

**Proof.** $G_i$ is on a triangular lattice and is 2-connected, so its boundary is a cycle. Construct a new graph $G'$ from $G_i$, by filling up all missing lattice vertices and edges inside the boundary of $G_i$. By Theorem 1, $e(G') \leq 3n(G') - \sqrt{12n(G') - 3}$, since $G'$ is also on the triangular lattice. (We cannot use induction here, because $G'$ might have more than $n$ vertices.) By (1) applied to $G'$ (which is still 2-connected and with $F = 0$), we obtain $b_i \geq \sqrt{12n(G') - 3} - 3 \geq \sqrt{12n_i - 3} - 3$, since $G'$ has the same outer boundary as $G_i$. □

We will later need that the largest lattice component is not too small. We first show that the lattice components cover almost all of $G$ and do not overlap too much.

**Claim 8.** $n - 2F \leq \sum_{i=1}^k n_i \leq n + 4F$.

**Proof.** For the lower bound, consider a vertex $v$ of $G$ that does not belong to any lattice component. Let $s$ be the number of inner faces of $G$ incident to $v$. Since $v$ has at least 3 neighbours (Claim 1), $s \geq 2$. Assign a charge of $1/s$ to each inner face incident to $v$. Since these faces are all non-triangular, the total charge is $\leq \frac{1}{2} \sum_{i \geq 4} i f_i \leq 2F$. The total charge on all such vertices counts the number of vertices not covered by any lattice component. Thus, at least $n - 2F$ vertices of $G$ are covered by the lattice components, which gives $\sum_{i=1}^k n_i \geq n - 2F$.

For the upper bound, consider a vertex $v$ that belongs to $t \geq 2$ of the $G_i$. Now let $s$ be the number of non-triangular inner faces of $G$ incident to $v$. Since two adjacent faces incident to $v$ cannot belong to distinct $G_i$, there is at least one non- triangular face between any two faces at $v$ belonging to distinct $G_i$, so $v$ is incident to at least $t$ non-triangular faces, of which one could be the outer face. Hence $s \geq t - 1$. Assign a charge of $(t - 1)/s$ to each non- triangular inner face incident to $v$. This gives a total charge of $t - 1$ for each $v$, which is exactly its contribution to $\sum_{i} n_i - n$. Since $(t - 1)/s \leq 1$, we obtain that the total charge is at most $\sum_{i \geq 4} i f_i \leq 4F$. Thus, $\sum_{i} n_i \leq n + 4F$. □

From now on we concentrate on the largest lattice component $G_1$. We first show that it covers a considerable proportion of $G$.

**Claim 9.** $n_1 > 3n/4$.

**Proof.** Suppose that all $n_i \leq 3n/4$. We will find a contradiction by bounding $\sum_{i=1}^k b_i$ from above and below. Since no two $G_i$ have a common boundary edge, this sum counts the number of edges on the boundaries of all lattice components.

For the upper bound, note that if an edge is on the boundary of some lattice component then it borders a non-triangular face on the outside of the lattice component.
This gives
\[ \sum_{i=1}^{k} b_i \leq b + \sum_{i \geq 4} i f_i < \sqrt{12n - 3} - 3 - F + 4F < \frac{14}{11} \sqrt{12n - 3} - 6 \]  
(6)
from Claims 3 and 4. For the lower bound we just use Claim 7:
\[ \sum_{i=1}^{k} b_i \geq \sum_{i=1}^{k} (\sqrt{12n_i - 3} - 3) = \sum_{i=1}^{k} \phi(n_i). \]  
(7)
We lower bound the right-hand side by relaxing it to a continuous optimisation problem. We have \( k \leq N/3 \), where \( N = \sum_{i=1}^{k} n_i \). For later reference, note that \( 3n/4 + 3 < N < 6n/4 - 3 \) since \( n \geq 13 \), by Claims 3 and 4. In particular, \( k \geq 2 \).

For each \( \ell = 2, \ldots, \lfloor N/3 \rfloor \), define \( \Phi_{\ell}(x_1, \ldots, x_\ell) = \sum_{i=1}^{\ell} \phi(x_i) \) on the domain
\[ D_{\ell} = \left\{ (x_1, \ldots, x_\ell) \in \mathbb{R}^\ell : \frac{4}{3} n \geq x_1 \geq \cdots \geq x_\ell \geq 3, \sum_{i=1}^{\ell} x_i = N \right\}. \]
For each \( \ell \), the function \( \Phi_{\ell} \) has a minimum value \( y_{\ell} \) on \( D_{\ell} \). Among all of these \( \ell \), fix one, say \( m \), that minimises \( y_{\ell} \). Fix \( (x_1, \ldots, x_m) \in D_m \) such that \( \Phi_m(x_1, \ldots, x_m) = y_m \). By strict concavity of \( \phi \) (Lemma 3) we cannot have two \( x_i \) in the open interval \((3, \frac{4}{3} n)\). If \( m \geq 3 \), we cannot have some \( x_i = 3 \) and another \( x_j \leq 3n/4 - 3 \), since we can then replace both by a single variable equal to \( x_j + 3 \), thereby finding
\begin{align*}
y_{m-1} &\leq y_m + \phi(3) (x_j - x_j) - \phi(3) - \phi(3) \\
&\leq y_m + \phi(6) - \phi(3) - \phi(3) & \text{by Lemma 4} \\
&< y_m.
\end{align*}
It follows that we cannot have any \( x_i = 3 \), since this would imply that all other \( x_j \in (3n/4 - 3, 3n/4] \), but \( 3 + 3n/4 < N \) and \( 3 + 2(3n/4 - 3) > N \) as noted before. We cannot have two \( x_i \) equal to \( \frac{4}{3} n \), since \( 6n/4 > N \). Thus necessarily \( m = 2, x_1 = \frac{4}{3} n, x_2 = N - \frac{4}{3} n \). It follows that
\[ \sum_{i=1}^{k} \phi(n_i) = \Phi_k(n_1, \ldots, n_k) \geq \Phi_2(x_1, x_2) \]
\begin{align*}
&\geq \Phi_2(x_1 + 1/16, x_2 - 1/16) & \text{by Lemma 4} \\
&= \sqrt{(3/4)(12n - 3) - 3} + \sqrt{12(N - 3n/4) - 15/4} - 3 \\
&\geq \frac{3}{2} \sqrt{12n - 3} + \sqrt{12(n/4 - 2F) - 15/4} - 6 & \text{by Claim 5} \\
&= \frac{1}{6} (12n - 3) + \phi(6) - \phi(3) - \phi(3) \quad \text{by Lemma 4} \\
&< y_m.
\end{align*}
(8)
Putting (6), (7) and (8) together, we obtain
\[ \frac{1}{6} (12n - 3) > \left( \frac{14}{11} - \frac{\sqrt{3}}{2} \right)^2 (12n - 3) > 12(n/4 - 2F) - 15/4 - \frac{1}{4} (12n - 3) - 3 - 24F. \]
Again using Claim 6 it follows that
\[ \frac{1}{12} (12n - 3) - 3 < 24F < \frac{24}{11} \sqrt{12n - 3} - 24, \]
which has no solutions in \( n \), a contradiction. \( \square \)

The next inequality comes from applying the induction hypothesis to \( G_1 \) and a slight enlargement of the remainder \( G - G_1 \).

Claim 10. \( \sqrt{12(n - n_1)} < 6F + \sqrt{12n - 3} - \sqrt{12n_1 - 3} \).
Proof. Let $K$ be the set of vertices of $G_1$ that are joined to some vertex in $G - G_1$, and let $G'$ be the subgraph of $G$ induced by $V(G - G_1) \cup K$. Since $G_1$ is on the lattice, we already know by Harborth’s Theorem that $e_1 \leq 3n_1 - \sqrt{12n_1 - 3}$. If $K = \emptyset$, then $G_1 = G$ since $G$ and $G_1$ are connected, and then the assumption is contradicted. Thus $K \neq \emptyset$. Let $n' = n(G') = n - n_1 + |K|$ and $e' = e(G')$. Then $G'$ and $G_1$ cover all the edges of $G$, hence $e \leq e_1 + e'$. To bound $e'$ from above, we will apply induction, but then we need to ensure that $K \neq V(G_1)$. We do this by bounding $|K|$ from above.

Each vertex $v$ in $K$ belongs to some inner face of $G$ not lying on the lattice of $G_1$, otherwise all inner faces around $v$ lie on the same lattice, so must be part of $G_1$ by maximality. Consider any inner face $\Gamma$ not lying on the lattice of $G_1$, so with at least one vertex not in $K$. Denote the length of the cycle bounding $\Gamma$ by $i$. Suppose that all but one of the vertices on this cycle lie in $K$ and consider the remaining vertex $v$ with neighbours $u$ and $w$ on $\Gamma$. Since $u$ and $w$ are on the lattice of $G_1$, $v$ also lies on the same lattice by Lemma but then $\Gamma$ lies on the lattice of $G_1$, a contradiction. Hence at most $i - 2$ vertices of $K$ belong to $\Gamma$. Since $\Gamma$ is a non-triangular face of $G$, we find the upper bound

$$|K| \leq \sum_{i \geq 4} (i - 2)f_i \leq 2F.$$ 

By Claims 6 and 9 it follows that $2F < n_1$, hence $K$ cannot be all of $G_1$ so $G'$ is a proper subset of $G$, and we can apply induction to $G'$ to obtain

$$e \leq e_1 + e' \leq 3n_1 - \sqrt{12n_1 - 3} + 3n' - \sqrt{12n' - 3}.$$ 

Using assumption and $n_1 + n' = n + |K|$, we obtain

$$\sqrt{12(n - n_1 + |K|)} - 3 < 3|K| + \sqrt{12n - 3} - \sqrt{12n_1 - 3}. \quad (9)$$ 

The claim now follows from the bounds $1 \leq |K| \leq 2F$. \square

Let $b_*$ be the number of boundary edges of $G$ not on the boundary of $G_1$.

Claim 11. $b_* < \sqrt{12n - 3} - \sqrt{12n_1 - 3}$.

Proof. Each edge on the boundary of $G_1$ borders either the outer face of $G$ or an inner non-triangular face $\Gamma$ of $G$. Let $i$ denote the length of the cycle bounding $\Gamma$. Not all the edges of $\Gamma$ are on the boundary of $G_1$. Thus $\Gamma$ contributes at most $i - 1$ edges to the boundary of $G_1$. If $\Gamma$ has $i - 1$ or $i - 2$ of its edges on the boundary of $G_1$, then by Lemma $\Gamma$ has to be a lattice polygon, so has to be part of $G_1$ by maximality. Thus $\Gamma$ has at most $i - 3$ of its edges on the boundary of $G_1$. Therefore,

$$b_1 \leq b - b_* + \sum_{i \geq 4} (i - 3)f_i = b - b_* + F.$$ 

Figure 2. Decomposition of $G$ into $G_1$ and $G'$ with common vertex set $K$
2.6. An improved isoperimetric inequality. Our next aim is to find a better upper bound for $F$ in a form similar to the upper bound of $b_*$ in Claim 11. This bound (Claim 12) will then be combined with Claim 10 to obtain a contradiction. Claim 12 will follow from our isoperimetric inequality in Lemma 2, which we now restate and prove.

Lemma 2. Let $P$ be a simple polygon with perimeter $b$, area $A$, and with the total length of the sides not parallel to any side of some fixed regular hexagon at most $b_*$. Then

$$8\sqrt{3}A \leq (b + (\frac{2}{\sqrt{3}} - 1)b_*)^2.$$ 

Proof. Let $h$ be a fixed regular hexagon. For any simple polygonal path (open or closed) $Q$, we denote its length by $b(Q)$ and the total length of its sides not parallel to any side of $h$ by $b_*(Q)$. If $Q$ is closed (a polygon), we denote its area by $A(Q)$.

We first modify $P$ into a convex polygon $P'$ with $b(P') = b(P)$, $b_*(P') = b_*(P)$, and $A(P) \leq A(P')$. We say that a simple polygon $Q$ is a rearrangement of $P$ if there is a bijection between the edge set of $Q$ and the edge set of $P$ such that corresponding edges are parallel and have the same length. Note that for any rearrangement $Q$ of $P$ we have $b(P) = b(Q)$ and $b_*(P) = b_*(Q)$. Among all rearrangements of $P$ fix one, $P'$, of maximum area. We claim that $P'$ is convex. If $P'$ is not convex, then it has two vertices $p$ and $q$ such that the boundary of $P'$ between $p$ and $q$ lies in the interior of the convex hull of $P'$. If we replace this part of the boundary by its rotation by $180^\circ$ around the midpoint of $p$ and $q$, then we obtain a new simple polygon that is still a rearrangement of $P'$, but with larger area. Let $H$ denote the hexagon with sides parallel to the sides of $h$ circumscribed around $P'$. Number the sides of $H$ in order from 1 to 6. For each $i = 1, \ldots, 6$, let $p_iq_i$ be the segment of $P'$ on side $i$ of $H$, such that the points lie in the order $p_1, q_1, p_2, q_2, \ldots, p_6, q_6$ around $P'$. Denote the path of $P'$ between $q_i$ and $p_{i+1}$ by $Q_i$, $i = 1, \ldots, 6$, where $p_7 = p_1$. 

Figure 3. The polygon $P'$ and its circumscribed hexagon $H$
Note that in a triangle $pqr$ with $\angle r = 120^\circ$, the cosine rule gives
\[
|pq|^2 = |pr|^2 + |qr|^2 - 2|pr| \cdot |qr| \cos 120^\circ \\
= |pr|^2 + |qr|^2 - |pr| \cdot |qr| \\
= \frac{3}{4}(|pr| + |qr|)^2 + \frac{1}{4}(|pr| - |qr|)^2 \\
\geq \frac{4}{9}(|pr| + |qr|)^2,
\]
hence $|pr| + |qr| \leq \frac{3}{2\sqrt{2}}|pq|$. We now apply this to each triangle $p_{i+1}qr_i$ to obtain an upper bound on the perimeter of $H$ in terms of $b$ and $b_*$:
\[
b = \sum_{i=1}^{6} |p_i q_i| + \sum_{i=1}^{6} b(Q_i) \\
= b(H) - \sum_{i=1}^{6} |q_i r_i| - \sum_{i=1}^{6} |r_i p_{i+1}| + \sum_{i=1}^{6} b(Q_i) \\
\geq b(H) - \sum_{i=1}^{6} |q_i r_i| - \sum_{i=1}^{6} |r_i p_{i+1}| + \sum_{i=1}^{6} |q_i p_{i+1}| \quad \text{by the triangle inequality} \\
\geq b(H) - \frac{2}{\sqrt{3}} \sum_{i=1}^{6} |q_i p_{i+1}| + \sum_{i=1}^{6} |q_i p_{i+1}| \quad \text{since } \angle r_i = 120^\circ \\
= b(H) - \left( \frac{2}{\sqrt{3}} - 1 \right) \sum_{i=1}^{6} |q_i p_{i+1}| \\
\geq b(H) - \left( \frac{2}{\sqrt{3}} - 1 \right) \sum_{i=1}^{6} b(Q_i) \quad \text{again by the triangle inequality} \\
= b(H) - \left( \frac{2}{\sqrt{3}} - 1 \right) b_*.
\]
By the isoperimetric inequality for hexagons (or L'Huilier’s inequality for hexagons with sides parallel to those of a fixed hexagon) the hexagon with a fixed perimeter maximising the area is regular. It follows that
\[
A \leq A(P') \leq A(H) \\
\leq \frac{\sqrt{3}}{27} b(H)^2 \quad \text{by the isoperimetric inequality for hexagons} \\
\leq \frac{\sqrt{3}}{27} (b + (\frac{2}{\sqrt{3}} - 1)b_*)^2,
\]
and Lemma 2 follows. \qed

We now obtain an improved upper bound for $F$ from the above isoperimetric estimate, again bounding the area from below by using the lower bound on $f_3$ from Claim 3.

**Claim 12.** $F < \frac{1}{3}(\sqrt{12n - 3} \cdot \sqrt{12n_1 - 3}) + \frac{1}{4}$.

**Proof.** As before, the area $A$ of the boundary polygon of $G$ is at least $\frac{\sqrt{3}}{27} f_3$. If we substitute this, as well as the upper bounds for $b$ and $b_*$ from Claims 3 and 11 respectively, and the lower bound for $f_3$ from Claim 4 into Lemma 2 we obtain
\[
12n + 6 - 6\sqrt{12n - 3} - 6F \leq (b + cD)^2 < (\sqrt{12n - 3} - 3 + cD - F)^2,
\]
where $D = \sqrt{12n - 3} - \sqrt{12n_1 - 3}$ and $c = 2/\sqrt{3} - 1$.

Suppose that $cD - F \leq -1/2$. Then
\[
12n + 6 - 6\sqrt{12n - 3} - 6F < (\sqrt{12n - 3} - 7/2)^2.
\]
Multiplying out and simplifying, we obtain $F > \frac{1}{6} \sqrt{12n - 3} - \frac{13}{24}$, which contradicts the previous upper bound on $F$ from Claim 6.

Therefore, $cD - F > -1/2$, which gives the claim. \qed

2.7. **The conclusion.** We now combine the new estimate for $F$ from Claim 12 with Claim 10 to obtain a contradiction. Claim 12 together with $F \geq 2$ (Claim 5) imply that

$$D := \sqrt{12n - 3} - \sqrt{12n_1 - 3} > 9. \tag{10}$$

Again by Claim 12,

$$6F < D + 3 < D + \frac{1}{3}D = \frac{4}{3}D \quad \text{by } (10).$$

Then Claim 10 gives

$$\sqrt{12(n - n_1)} < \frac{4}{3}D + D = \frac{7}{3}D = \frac{12(n - n_1)}{\sqrt{12n - 3} + \sqrt{12n_1 - 3}}.$$ 

It follows that

$$\frac{3}{7} \left( \frac{\sqrt{12n - 3} + \sqrt{12n_1 - 3}}{\sqrt{12(n - n_1)}} \right) < \frac{1}{2} \sqrt{12(n - n_1)} \quad \text{by } (11).$$

By Claim 9 and using that $n_1$ and $n$ are integers, we have $n_1 > \frac{3}{4}n + \frac{3}{16}$, which implies $\sqrt{12n_1 - 3} > \sqrt{\frac{7}{2}} \sqrt{12n - 3}$ and $\sqrt{12(n - n_1)} < \frac{1}{2} \sqrt{12n - 3}$. Together with (11) we obtain the contradiction $\frac{3}{7} (1 + \sqrt{3}) < \frac{1}{2}$.

This finishes the induction step and thereby the proof of Theorem 2. \qed
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