Effect of Strong Disorder on 3-Dimensional Chiral Topological Insulators: Phase Diagrams, Maps of the Bulk Invariant and Existence of Topological Extended Bulk States
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The effect of strong disorder on chiral-symmetric 3-dimensional lattice models is investigated via analytical and numerical methods. The phase diagrams of the models are computed using the non-commutative winding number, as functions of disorder strength and model’s parameters. The localized/delocalized characteristic of the quantum states is probed with level statistics analysis. Our study re-confirms the accurate quantization of the non-commutative winding number in the presence of strong disorder, and its effectiveness as a numerical tool. Extended bulk states are detected above and below the Fermi level, which are observed to undergo the so called “levitation and pair annihilation” process when the system is driven through a topological transition. This suggests that the bulk invariant is carried by these extended states, in stark contrast with the 1-dimensional case where the extended states are completely absent and the bulk invariant is carried by the localized states.

INTRODUCTION

The effect of disorder [1–9] is well understood for the entire classes A and AII [10–12] of topological insulators (i.e. all even space dimensions), for both bulk and edge states [13–16]. In the bulk, the existence of a quantized non-trivial topological invariant automatically implies the existence of bulk extended states residing above and below the Fermi energy. Indeed, if such states were absent, then the topological invariants must be zero because, if the entire spectrum is localized, then the Fermi level can be moved all the way to the edges of the spectrum where the topological invariants are de facto zero. Furthermore, the disorder-induced topological-to-trivial transition always happens via the “levitation” of these extended bulk states [7, 8, 16, 17] towards each other and through the annihilation of the topological charges carried by these extended states at their collision. An explicit analysis and simulation of these phenomena in 2-dimensional Chern insulators can be found in Ref. [18].

For the other unitary class of topological insulators, the chiral or AIII class [10,12], the equivalent of the non-commutative topological invariant has been recently introduced [19]: the non-commutative winding number or the odd Chern number. Using similar non-commutative geometry arguments as for the non-commutative Chern number, the non-commutative winding number has been shown [23] to stay quantized and non-fluctuating (from a disorder configuration to another) even after the spectral gap of the insulator was closed by disorder. Even so, the arguments which led us to the “levitation and pair annihilation” phenomenon in class A break down, because the Fermi level is pinned at $E_F = 0$ for chiral-symmetric systems (the definition of the winding number requires that). As such, the existence of extended states in the bulk remains an open problem. The recent studies [19, 20] carried in space-dimension $d = 1$ have found that the bulk extended states are completely absent even for the topological phases, and that the winding numbers are entirely carried by localized states. Then the important question that emerged is if this situation is generic or if it is specific only to the case $d = 1$?

In this paper we consider an explicit 3-dimensional disordered model from the AIII-symmetry class and investigate its phase diagram and the quantum characteristic of the topological states. The goal of our study is three-fold: 1) We want to demonstrate explicitly the topological properties of the non-commutative winding number in $d = 3$ and in the presence of strong disorder; that is, its fine quantization and the non-fluctuating characteristic when the Fermi level is embedded in dense localized spectrum. 2) We want to demonstrate the effectiveness of the non-commutative winding number as a numerical tool. 3) For the topological phases, we want to prove the existence of the bulk extended states (at enormous disorder strengths!) and that the topological transitions proceed through the “levitation and annihilation” mechanism, as described above.

THE 3-DIMENSIONAL MODEL: DEFINITION AND CHARACTERIZATION

The Clean Case

We work with the $Cl_{5,0}$ Clifford algebra:

$$\Gamma_i \Gamma_j + \Gamma_j \Gamma_i = 2\delta_{ij}, \quad i, j = 1, \ldots, 5,$$

and we choose the following $4 \times 4$ explicit irreducible representation:

$$\Gamma_1 = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}, \quad \Gamma_2 = \begin{pmatrix} 0 & a \\ 0 & -a \end{pmatrix}, \quad \Gamma_3 = \begin{pmatrix} 0 & a \\ 0 & -a \end{pmatrix},$$

$$\Gamma_4 = i \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}, \quad \Gamma_5 = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix},$$

(2)
for the $\Gamma$ matrices ($i = 1, \ldots, 5$). Above, $\sigma_i$’s represent the $2 \times 2$ Pauli’s matrices. The models are defined on the space $\ell^2(\mathbb{Z}^3, \mathbb{C}^4)$ of square summable functions $\psi_x$ defined on the lattice $\mathbb{Z}^3$ with values in $\mathbb{C}^4$. The minimal chiral-symmetric topological Hamiltonian that can be built with the aid of these $\Gamma$-matrices takes the following explicit form:

$$ (H\psi)_x = m\Gamma_4\psi_x + \frac{1}{2}\sum_{j=1}^{3} \left\{ i\Gamma_j \left(\psi_{x-\epsilon_j} - \psi_{x+\epsilon_j}\right) + \Gamma_4 \left(\psi_{x-\epsilon_j} + \psi_{x+\epsilon_j}\right) \right\}, $$

(3)

where $\epsilon_j$’s represent the fundamental translations of the lattice. Since $\Gamma_5^3 = -\Gamma_j$ for $j = 1, \ldots, 4$, it is evident that $H$ has the chiral-symmetry which is implemented by $\Gamma_5$. Despite its minimality, the model displays a rich phase diagram as a function of the (unique) parameter $m$.

Indeed, in $k$-space, the model takes the explicit form [12]:

$$ H_k = \sum_{j=1}^{3} \sin k_j \Gamma_j + (m + \sum_{j=1}^{3} \cos k_j) \Gamma_4. $$

(4)

Given the defining properties of the $\Gamma$-matrices, one has:

$$ H_k^2 = \left[ \sum_{j=1}^{3} \sin^2 k_j + (m + \sum_{j=1}^{3} \cos k_j)^2 \right] I_{4\times4}, $$

(5)

hence band spectrum:

$$ E_{k}^\pm = \pm \left[ \sum_{j=1}^{3} \sin^2 k_j + (m + \sum_{j=1}^{3} \cos k_j)^2 \right]^{1/2}, $$

(6)

and the flat-band Hamiltonian $Q_k \equiv \frac{H(k)}{|H(k)|}$:

$$ Q_k = (E_k^+)^{-1} \left[ \sum_{j=1}^{3} \sin k_j \Gamma_j + (m + \sum_{j=1}^{3} \cos k_j) \Gamma_4 \right], $$

(7)

can be explicitly computed. This $Q_k$ has only off-diagonal terms (due to the chiral symmetry): $Q_k = \begin{pmatrix} 0 & U_k \\ U_k^\dagger & 0 \end{pmatrix}$, and the unitary matrix $U_k$, which uniquely determines the ground state of the model, can be easily read from here:

$$ U_k = (E_k^+)^{-1} \left[ \sum_{j=1}^{3} \sin k_j \sigma_j - i(m + \sum_{j=1}^{3} \cos k_j) \sigma_3 \right]. $$

(8)

The bulk invariant is given by the winding number of $U_k$ [21]:

$$ \nu(U_k) = \Lambda_3 \sum_{\rho \in S_3} (-1)^\rho \int_{BZ} d^3k \prod_{j=1}^{3} U_k^{\rho_j} \partial_{\rho_j} U_k, $$

(9)

where the summation is over all permutations of the three indices. A map of $\nu$ as a function of the parameter $m$ is reported in Fig. 1. As one can see, there are three domains of topological phases with $\nu = +1$ and $\nu = -2$, the transition points being located at $m = -3, -1, +1, 3$. At these points, the spectral gap of the model closes.

The minimal model of Eq. [3] has two more symmetries: the time-reversal symmetry implemented by $(\sigma_1 \otimes i\sigma_2)K$ (squaring to $-1$) and the particle hole symmetry implemented by $(\sigma_2 \otimes \sigma_2)K$, where $K$ is the ordinary complex conjugation operator. Note that these two symmetrical operators do not commute with each other henceforth the model cannot be placed in the DIII-symmetry class [10,12]. It is quite interesting to investigate what happens if we break these symmetries. As such we add one more term to the model, which becomes:

$$ (H_0\psi)_x = m\Gamma_4\psi_x + i\Gamma_j \Gamma_3 \Gamma_4 \psi_x + \frac{1}{2}\sum_{j=1}^{3} \left\{ i\Gamma_j \left(\psi_{x-\epsilon_j} - \psi_{x+\epsilon_j}\right) + \Gamma_4 \left(\psi_{x-\epsilon_j} + \psi_{x+\epsilon_j}\right) \right\}, $$

(10)

In $k$-space, the extended model takes the form:

$$ H_k = \sum_{j=1}^{3} \sin k_j \Gamma_j + (m + \sum_{j=1}^{3} \cos k_j) \Gamma_4 + i\Gamma_j \Gamma_3 \Gamma_4, $$

(11)
and the bulk invariant can be computed as before. A map of the winding number for the model in Eq. [10] is reported in Fig. 2. The most important feature in this diagram is the emergence of a metallic (gapless) phase which now surrounds the domains of topological phases.

The last comment for this section is that both models are interesting for our analysis in the presence of disorder. Indeed, while the time-reversal and particle-hole symmetries do not play any topological role, as we shall see, their presence or absence moves the critical points between the topological phases from the symplectic universal class to the unitary universal class, which can induce distinct physically measurable effects.

The Disordered Case

We only consider on-site disorder, induced by random fluctuations of \( m \):

\[
(H_{\omega} \psi)_x = (m + W \omega_x) \Gamma_x \psi_x + i t \Gamma_1 \Gamma_4 \psi_x + \frac{1}{2} \sum_{j=1}^{3} \left[ i \Gamma_1 \left( \psi_{x-e_j} - \psi_{x+e_j} \right) + \Gamma_4 \left( \psi_{x+e_j} + \psi_{x-e_j} \right) \right],
\]

(12)

where \( \omega_x \) are independent random numbers drawn from the interval \([-1/2, 1/2]\) (white noise). As one can easily see, the disordered Hamiltonian continues to display the chiral-symmetry: \( \Gamma_3 H_\omega \Gamma_5 = -H_\omega \).

The following details are of technical nature but nevertheless important for our analysis, and the related mathematic argumentation can be also found in Refs. [20, 22, 23]. Readers who are only interested in physical results on the first reading can skip the following mathematic part. We denote a generic disorder configuration \( \{ \omega_x \}_x \) by \( \omega \), and the latter is seen as a point in \( \Omega = [-1/2, 1/2]^3 \). This is compact metrizable set which admits a probability measure, to be used for disorder averages, which is simply defined by \( dP(\omega) = \prod_{x \in \mathbb{Z}^3} d\omega_x \).

It is important to note that there is a natural action of the lattice translations on \( \Omega \):

\[
(t_a \omega)_x = \omega_{x+a},
\]

(13)

and that the measure \( dP(\omega) \) is ergodic relative to this action. The family of disordered Hamiltonians \( \{ H_\omega \}_{\omega \in \Omega} \) defined in Eq. [12] is covariant, in the sense that:

\[
T_a H_\omega T_a^{-1} = H_{t_a \omega},
\]

(14)

for any lattice translation \( T_a \). Furthermore, any family of operators \( \{ \phi(H_\omega) \}_{\omega \in \Omega} \) produced by the functional calculus with \( H_\omega \) is covariant, and the same can be said for the commutators \( \{ [X, \phi(H_\omega)] \}_{\omega \in \Omega} \) where \( X \) is the position operator. The covariant property, together with the ergodicity of the probability measure, ensures the following self-averaging principle:

\[
\mathcal{T}[F_\omega G_\omega \ldots] = \int_{\Omega} d\omega \ tr_0 \{ F_\omega G_\omega \ldots \}
\]

(15)

for any covariant observables \( F_\omega, G_\omega, \ldots \). Above, \( \mathcal{T}[\cdot] \) represents the trace per volume and \( tr_0 \) is the trace over \( \mathbb{C}^2 \).

The bulk invariant can be defined as before, with the only difference that the calculus must proceed in the real space representation. Indeed, by considering again the flat-band Hamiltonian, the chiral symmetry annihilates the diagonal blocks and:

\[
Q_\omega = \frac{H_\omega}{|H_\omega|} = \begin{pmatrix} 0 & U_\omega \\ U_\omega^\dagger & 0 \end{pmatrix}
\]

(16)

with \( U_\omega \) a unitary operator which generates a covariant family when \( \omega \) is allowed to take values in \( \Omega \). The natural
The following index theorem is adopted from Ref. [23]:

\[ \omega = \text{Index} \Pi U_\omega \Pi. \]  

which for the translational invariant case is just the real space formula in Eq. 9. The phase boundaries of the phase diagram moved quite visibly when compared with Fig. 2, with the topological phases actually occupying more volume after the disorder was turned on. Outside the topological regions, the winding number does not drop to zero immediately, indicating the presence of a substantial metallic region (defined as having a diverging dynamical localization length). Hence, the metallic phase present in Fig. 2 survives the disorder, but this is of course not a surprise in space dimension \( d = 3 \).

Thus, it is easy to see that the topological phases in this 3-dimensional phase diagram are surrounded by a true metallic phase, while in the present case, the \( \nu = +1 \) phase is actually repelled by the other topological phase \( \nu = -2 \).

Together, Figs. 3 and 4 provide a good guidance on how the 3-dimensional phase diagram in the phase space \((m, W)\) might look. From such exercise, it is easy to see that the topological phases in this 3-dimensional phase diagram are surrounded by a true metallic phase, which can explain the slow (i.e. not sharp) decay of \( \nu \) to zero once it exists the topological phases at large \( W \)’s (clearly visible in Fig. 4). Besides, it should be explicitly pointed out that the boundaries of the topological phase are greatly deformed by disorder, which can be clearly seen in Fig. 4 (also Fig. 3). This deformation of topological phase boundaries enable us observe a intriguing topological phase transition from a trivial phase to non trivial one with increasing disorder strength, e.g. \( m = 4 \) in Fig. 3. This fascinating phenomenon was intensively studied before and confirmed to exist in 1-dimensional [19, 20], 2-dimensional [19, 20, 24], and 3-dimensional [5, 25] cases. More often, people would like to call this topological phase induced by disorder as topological Anderson insulator.

In order to illustrate the quality of the data that can be obtained with the non-commutative winding number, in Fig. 5 we report the numerical values of the winding number along the paths (1) and (2) shown in Fig. 4. In this figure we show the results for five independent random

\[ \omega(U_\omega) = \frac{i}{3} \sum_{\rho \in S_3} (-1)^\rho \mathcal{T} \left( \prod_{j=1}^3 U_\omega^{-1} X\rho_j U_\omega \right), \]  

(17)
configurations (the markers) as well as the average over these five random configurations. The calculations have been completed on a larger lattice of size $21 \times 21 \times 21$. Several explicit numerical values of the averaged winding numbers are displayed, showing a quantization with 3 digits of precision. The data also show the self-averaging property of the winding number, which can be deduced from the absence of fluctuations in the non-averaged data.

THE LOCALIZED/DELOCALIZED CHARACTERISTIC OF THE QUANTUM STATES

The localized/delocalized characteristic of the quantum states can be probed by examining the statistics of the energy level spacings \[26\]. Since the only required inputs are the eigenvalues of the disordered Hamiltonians, this technique is fairly efficient and well suited for mapping large phase diagrams. We closely follow the prescription reported in Ref. \[18\], which consists of recording energy level spacings from small windows centered at different energies (as oppose to treating the whole spectrum at once). This is especially useful when the localized/delocalized characteristic of the quantum states changes with the energy. In the following numerical experiments, we used a random number generator to build the $H_\omega$'s on a $21 \times 21 \times 21$ lattice with periodic boundary conditions. The eigenvalues were collected for 100 disordered configurations and for each energy, the width of the energy window was adjusted so that at the end 2000 level spacings were recorded for each energy. The histograms of these ensembles of level spacings were constructed and the variance of these histograms was computed, following the same method as that in Ref. \[18\].

Existence of extended states

Here we comb the entire energy spectrum of the models using the level spacing statistics, in search for the bulk extended states above and below the Fermi level $E_F = 0$.

FIG. 6 refers to the Hamiltonian defined in Eq. \[12\] with $t = 0$, in which case the time-reversal symmetry is restored. The disorder strength was fixed at $W = 4$. Section (a) of this figure refers to the topological phase $\nu = -2$ ($m = 0$) and section (b) to the topological phase $\nu = +1$ ($m = 2$). For both sections, the main panels report the variance of the energy level ensembles recorded at various energies. As one can see, for the most part of the energy range, the variance is pinned to the value 0.104, which is the expected value for a Gaussian symplectic ensemble. At the edges of the spectrum the variance approaches the value 1, appropriate for a Poisson distri-
FIG. 7. (Color online) Statistics of the energy level-spacing ensembles for Hamiltonian defined in Eq. 12 with $t = 0.3$ (broken time-reversal symmetry) and disorder strength $W = 4$, collected at different energies. Section (a) of the figure corresponds to the topological phase $\nu = -2$ ($m = 0$), while section to the topological phase $\nu = +1$ ($m = 2$). For both sections, the main panels show the variance of the ensembles. The dotted lines mark the value 0.178 appropriate for a Gaussian unitary ensemble of random matrices. The side panels show the histograms of the level-spacing ensembles recorded at a few particular energies. This histograms are compared with the Wigner surmise distribution $P_{\text{GUE}}(s) = \frac{32}{\pi^2} s^2 e^{-\frac{4}{\pi} s^2}$.

Levitation and pair annihilation at the topological transition

The previous data give strong evidence that, indeed, extended bulk states are present above and below the Fermi level. Since the models are in space dimension $d = 3$, this in itself is not that surprising. However, when varying the disorder strength and forcing the systems to go through a topological transition, we observed the classical signature of the “levitation and pair annihilation” phenomenon. Indeed, in Fig. 8 we report the evolution of the variance of level spacing ensembles as the disorder strength is increased from $W = 0$ to $W = 20$. As one can clearly see, the energy domains above and below $E_F = 0$ where the variance is pinned at 0.104 (see the blue-shaded regions in Fig. 8) do not disappear as the disordered strength is increased, but instead they move towards each other until they collide and only after the collision they disappear. We point out that the phase diagram presented in Fig. 8 looks very similar with the phase diagram of the 3-dimensional strong topological insulator investigated in Ref. [27] (see Fig. 3 there).

When the time-reversal symmetry and the particle hole symmetry are broken, which leads to the degeneracy of eigenvalues, the variance of the energy level ensembles turns to a Gaussian unitary statistics. As shown in Fig. LevelStatistics2, the variance is pinned again to the value 0.178 for $t = 0.3$, which corresponds to extended states for a Gaussian unitary ensemble. It should
FIG. 8. (Color online) The variance of the ensembles of level spacings for the topological case \(m=0\) (left panel) and \(2\) (right panel), recorded at various disorder strength as a function of Fermi energy. The dotted lines mark the value 0.104 appropriate for a Gaussian symplectic ensemble of random matrices. A total of 100 disorder configurations were used in these simulations and, for each disorder configuration and energy \(E\), 20 level spacings were collected from the immediate vicinity of \(E\). As such, the ensembles contain 2000 level spacings. The size of the lattice for these simulations was \(16 \times 16 \times 16\).

FIG. 9. (Color online) Same as Fig. 8, except for \(t = 0.3\) (broken time-reversal symmetry). The dotted lines mark the value 0.178 appropriate for a Gaussian unitary ensemble of random matrices.

CONCLUSIONS

Using analytical and numerical methods, we studied the effect of strong disorder on 3-dimensional chiral topological insulators, which follows a \(\mathbb{Z}\)-classification. The main conclusions includes as follows:

- The non-commutative winding number continues to be an accurate and effective numerical tool in space dimension \(d = 3\).
- The bulk extended states survive the disorder even at extreme disorder strengths.
- The bulk extended states undergo the “levitation and pair annihilation” when the system is driven through a topological phase transition.

be pointed out explicitly that with breaking the time-reversal symmetry and the particle hole symmetry the “levitation and pair annihilation” phenomenon of extended states is still observed with increasing disorder strength, similar as that in Fig. 8. Therefore, no matter whether the time-reversal and particle hole symmetries persist or not, the bulk extended states for 3-dimensional chiral topological insulators definitely undergo the “levitation and pair annihilation” when the system is driven through a topological phase transition.
This provides strong evidence that the bulk topological invariant is carried by these extended bulk states.

These results are helpful to understand topological phase transitions and strong disorder effects for the 3-dimensional topological insulators.
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