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Abstract

We propose an effectively nonperturbative approach to calculating scattering amplitudes in the perturbative regime. We do this in a discretized momentum space by using the QSE method to calculate all the contributions (to all orders in perturbation theory) to the scattering eigenstates that are above a precision cutoff. We then calculate the scattering amplitude by directly taking the inner product between these eigenstates. In the current work we have analyzed this procedure for a $\lambda\phi^4$ theory in one spatial dimension and compared our results with perturbation theory obtaining favorable results suggestive that further research in this direction might be worthwhile. In particular, we show that the efficiency of our method scales much better than second- and higher-order perturbation theory as the momentum lattice spacing decreases and as the eigenstate energy increases.

The textbook technique for calculating scattering amplitudes is an approximation scheme known as the Feynman diagram method. It is a perturbative approach that expands the scattering amplitude in powers of the coupling constant, with each higher order in the perturbative series being significantly, exponentially more difficult than the previous one. As a result, typically only the tree-level, sometimes the one-loop, and occasionally higher-loop Feynman diagrams are calculated, corresponding with first, second and higher orders in the perturbative expansion. This leads to a precision of calculation that is fundamentally limited by the perturbative order of the calculation. The only way to improve the precision (assuming it is above the precision of the computer algorithm that computes it) is to calculate a higher order in the perturbative series, which can be extremely difficult and even impossible. Although spectacular progress has been and continues to be made in perturbative calculations, for example [1–8], we believe developing new approaches to scattering amplitudes could be useful.

In this paper, we propose a different approximation scheme for calculating scattering amplitudes. One whose fundamental approximation is not due to an order in a perturbative series, but is rather due to a cutoff on contributions to the final result. That is, we propose to calculate all contributions to the scattering amplitude that are above the cutoff (no matter the order of perturbation theory) but ignore all contributions below the cutoff (again no matter the perturbative order). Of course, this is not trivial, and in order to implement it, we must make a major modification of our theory that introduces another level of approximation. We must latticeize momentum space. Of course, we do this with the hope that we will eventually be able to extrapolate to the continuum limit. As expected, this approach has its own limitations as we attempt to increase its precision. It becomes significantly, exponentially more difficult the lower the cutoff is taken and the smaller the momentum spacing becomes. Nevertheless, we believe this new method complements well the current perturbative approach.

Our proposed method is the following. We first propose to directly calculate all contributions (to all orders of perturbation theory), that are above a cutoff, to scattering eigenstates of the Hamiltonian in a discrete momentum space. We do this by using the quasi-sparse eigenvector (QSE) method described in [9]. This is a cyclic algorithm that randomly searches the Hilbert space in the vicinity of the eigenstate for basis states contributing above the cutoff. Briefly, the way it does this is that, during each cycle, it randomly chooses new basis states that are connected by one application of the Hamiltonian to basis states already found to be above the
cutoff in previous cycles. It then tests these new basis states by diagonalizing the Hamiltonian with respect to the new basis states as well as the basis states already found to be above the cutoff. Further details are given in appendix B. Once we have the scattering eigenstates, we propose to calculate the scattering amplitude by directly taking the inner product between the scattering eigenstates. Finally, we propose to calculate the inner product at multiple small values of the momentum lattice spacing and extrapolate the results to the continuum. Before giving more details, we note that although our method is effectively nonperturbative, it only works in the perturbative regime where the important basis states are connected to the main scattering basis state by a small number of applications of the Hamiltonian.

Accomplishing our full proposal for a nontrivial theory is our long-term goal. There will be many challenges, both expected and unexpected. However, we have made a beginning in the present work and summarize what we have accomplished and what we have not. We have written numerical code implementing both the QSE method and perturbation theory up to third order for comparison, for \( \lambda \phi^4 \) theory. We have used this code to calculate three eigenstates: the vacuum, a two-particle eigenstate and a four-particle eigenstate, with the last two being ‘high’ above the vacuum and representative of scattering in and out states. Moreover, we have compared our results with perturbation theory and with what we expect on physical grounds and found agreement (with some important limitations described in detail in the text). We have further calculated the inner product between the two scattering eigenstates and found a null result in agreement with both perturbation theory and physical expectation. We were not able to calculate a nonzero inner product in the present work since all our eigenstates are nondegenerate. Achieving a nonzero inner product is a major goal for a near-future work. Further details will be given in the text. Finally, we studied the dependence of our results on the momentum lattice spacing and found that our inner product was stable as we decrease the momentum spacing. On the other hand, we find that a better understanding of the density of basis states is required for an extrapolation to the continuum limit. Again, this will be a major topic of future research. Beyond this, we also studied the dependence of our results on the coupling constant, the energy of the scattering eigenstates and, very importantly, we analyzed the efficiency of the QSE code relative to higher-order perturbation theory. We show that the QSE method is faster than second-order perturbation theory (often orders of magnitude faster) for the entire range of parameters we studied. Furthermore, we show that the QSE code scales better than second-order perturbation theory both as the momentum lattice spacing decreases and as the eigenstate energy increases.

To the best of our knowledge, nobody else is attempting to directly calculate scattering eigenstates of the Hamiltonian that are high above the vacuum and use them to calculate the scattering amplitude. Our first attempt in this direction used a truncation of the Hilbert space \([10]\) via a cutoff on the energy. However, we have since realized the futility of such an approach (see appendix A) and have come to appreciate the power of the QSE method which we use in the present work. We are not the only ones using the QSE method. However, their purpose is different and they are not interested in the scattering eigenstates as we are \([11–17]\). We also note that there is much important work being done on diagonalizing the Hamiltonian by using an energy cutoff to truncate the Hilbert space. For example, in \( \lambda \phi^4 \) theory, \([18–29]\). Again, their emphasis is different. They are not interested in scattering eigenstates far above the vacuum and their associated S-Matrix elements.

The outline of this paper is as follows. In section 1, we describe our three eigenstates of the Hamiltonian and their comparison with first-order perturbation theory. In section 2, we compare with second- and third-order perturbation theory. In section 3, we describe the dependence of our results on the coupling constant of the theory. In section 4, we describe how our results depend on the momentum lattice spacing. In section 5, we explore the dependence of the QSE code on the size of the reduced Hilbert space (see appendix B). We also briefly look at the dependence on the scattering eigenstate energy. In section 6, we summarize our results and conclude. In appendix A, we describe why diagonalizing the Hamiltonian through brute force methods in a truncated Hilbert space is hopeless for scattering eigenstates. In appendix B, we review the QSE method and give some details of our numerical code. In appendix C, we describe the Hamiltonian of our \( \lambda \phi^5 \) theory. In appendix D, we review perturbation theory.

### 1. Results and comparison with first-order perturbation theory

In order to make this concrete, we have focused on three eigenstates of the Hamiltonian (equation \((C13))\). The first is the vacuum, which is the state of lowest energy. We call this eigenstate \( \Psi_0 \). It can be seen in the first row of figure 1. (We will describe this figure in detail throughout this section.) The second is the two-particle eigenstate where the two particles have equal but opposite momentum. We chose the magnitude of each momentum to be \( 24m \), where \( m \) is the mass parameter. We label this eigenstate \( \Psi_{24, -24} \). For our numerical calculations, we have taken \( m = 1 \). The reason we chose this state was that it was a scattering-type eigenstate far above the vacuum where the Hilbert space is too large to directly diagonalize on a personal computer, yet it was still low enough that second- (and even third-) order perturbation theory could still be achieved for comparison. This two-particle
state is shown in the second row of figure 1. The third state we chose is the parity-even four-particle eigenstate $\psi_{24, -8, -8, -8}$. It is a linear combination of two eigenstates related by a parity transformation. The first has one particle of momentum $24m$ and three particles of momentum $-8m$ and the second has the same momenta but with the opposite sign. We chose this eigenstate because it was close in energy to our two-particle eigenstate, and was thus a potential final state of a scattering event. In other words, we were interested in calculating an S-Matrix element between a two-particle eigenstate and a four-particle eigenstate and this seemed like a good candidate for that calculation. We display this four-particle eigenstate in the third row of figure 1.

The left column of figure 1 is the result of a first-order perturbation-theory calculation (see appendix D for a brief review) while the right column is the result of ten iterations of our cyclic QSE code (described in appendix B). Although they are very similar, there are small, but significant, differences. Our code fills in basis states missed by first-order perturbation theory. We will show (see section 2) that these points are included in second- and third-order perturbation theory, but first, we would like to describe these plots for each eigenstate and the differences between the left and right columns (the results of first-order perturbation theory and our QSE code, respectively.) The vertical axis of these plots is the absolute value of the coefficient of the basis state. The dashed blue line gives the cutoff used in the calculation.

Figure 1. Eigenstates of the Hamiltonian given in equation (C13) with $\Delta p = 2m$ and $\lambda = 0.1m^2$, where $m$ is the mass parameter. The top row is of the vacuum $\psi_v$, the middle row is the two-particle eigenstate $\psi_{24, -24}$, and the bottom row is the four-particle eigenstate $\psi_{24, -8, -8, -8}$. The black, blue, red, green, yellow, and orange dots represent 0, 2, 4, 6, 8, and 10-particle basis states, respectively. The horizontal axis gives the free energy of the basis states divided by the mass while the vertical axis gives the absolute value of the coefficient of the basis state. The dashed blue line gives the cutoff used in the calculation.

The state is shown in the second row of figure 1. The third state we chose is the parity-even four-particle eigenstate $\psi_{24, -8, -8, -8} = (\psi_{24, -8, -8, -8} + \psi_{8, 8, -24})/\sqrt{2}$. It is a linear combination of two eigenstates related by a parity transformation. The first has one particle of momentum $24m$ and three particles of momentum $-8m$ and the second has the same momenta but with the opposite sign. We chose this eigenstate because it was close in energy to our two-particle eigenstate, and was thus a potential final state of a scattering event. In other words, we were interested in calculating an S-Matrix element between a two-particle eigenstate and a four-particle eigenstate and this seemed like a good candidate for that calculation. We display this four-particle eigenstate in the third row of figure 1.

The left column of figure 1 is the result of a first-order perturbation-theory calculation (see appendix D) for a brief review) while the right column is the result of ten iterations of our cyclic QSE code (described in appendix B). Although they are very similar, there are small, but significant, differences. Our code fills in basis states missed by first-order perturbation theory. We will show (see section 2) that these points are included in second- and third-order perturbation theory, but first, we would like to describe these plots for each eigenstate and the differences between the left and right columns (the results of first-order perturbation theory and our QSE code, respectively.) The vertical axis of these plots is the absolute value of the coefficient (e.g. see equation (81)) of the basis states while the horizontal axis gives the free-particle energy of the basis states normalized by the mass. The numerical calculations done to produce these plots used a momentum spacing of $\Delta p = 2m$. This is a rather large momentum spacing and requires explanation since smaller values of $\Delta p \ll m$ give better physical results as described in [10]. Although this is true, perturbation theory becomes impossible
for these scattering states at such small momentum spacings and a critical objective of the current paper is to compare this method with perturbation theory for these scattering states. The final parameter in our calculation is the coupling constant \( \lambda \). We took a value of \( \lambda = 0.1 m^2 \) for the plots in figure 1. We will consider other values of \( \lambda \) in section 3.

We begin by describing the vacuum, which is the top row of figure 1. This is the state of lowest energy. We found its energy to be \( 0 \) at first order in perturbation theory and \( -0.000 119m \) in our cyclic QSE code. This is inline with higher orders in perturbation theory as we will describe in the next section. The color coding of the points is as follows: black, blue, red, green and yellow dots represent \( 0-, 2-, 4-, 6- \) and \( 8- \) particle basis states. We see that the vacuum is dominated by a \( 0- \) particle basis state, with a coefficient of very nearly \( 1 \) (all of the eigenstates described in this paper are normalized so that the sum of the squares equals 1). If the coupling constant \( \lambda \) were equal to zero, the vacuum would be identically equal to the \( 0- \) particle basis state and the contribution from all other basis states would vanish. As the coupling constant is turned on and grows in size, the contribution from the other basis states grows along with it. The next most important basis states to the vacuum are \( 4- \) particle basis state seen in red. The left-most red point is the basis state with 4 free particles at rest. It contributes to the vacuum with a coefficient of approximately \( -0.002 55 \) at first order in perturbation theory (in the left plot) and \( -0.002 44 \) in our QSE code (in the right plot). We have normalized the overall phase so that the coefficient of the \( 0- \) particle basis state is positive. The basis state directly to its right has 2 free particles at rest and 2 free particles with momenta of \( \pm 2m \). It’s coefficient is also approximately \( -0.002 44 \) at first-order in perturbation theory (in the left plot) and \( -0.002 37 \) in our QSE code (in the right plot). We will describe the differences between these coefficients from perturbation theory and our code in greater detail in section 2. Other \( 4- \) particle basis states of greater complexity can be seen exponentially falling off in importance to the right in these plots. Another feature of these plots is that the points come in clusters with a horizontal spacing between the groups. The reason for this is the rather large value of \( \Delta p \) that we chose. In section 4, we will show plots with smaller values of \( \Delta p \), where this feature will be less pronounced or disappear altogether.

The largest difference between the left plots and the right plots is the points that are present in the cyclic QSE code (on the right) but not in first-order perturbation theory (on the left). For the vacuum, there are no \( 2- \) particle basis states (blue points) at first order in perturbation theory. This may seem strange but can be easily understood. At first order in perturbation theory, the coefficient of these \( 2- \) particle basis states is proportional to \( \langle b_{2p} | V | b_{0p} \rangle \) where \( | b_{2p} \rangle \) is the \( 2- \) particle basis state we are interested in and \( | b_{0p} \rangle \) is the \( 0- \) particle basis state (see equation (C20)). \( V \) is the potential of our Hamiltonian and is the second term of equation (C15). In order to give a nonzero result, the potential \( V \) would have to add 2 free particles to the \( 0- \) particle basis state. The only term in the Hamiltonian that could do this is the fourth term of the potential, the term with \( a_{\mu k}^\dagger a_{\nu k}^\dagger a_{\rho k}^\dagger a_{\sigma k} \). However, we see that this term has an annihilation operator at the right-most position and, therefore, annihilates the \( 0- \) particle state on the right, giving zero for this coefficient. As a result, the \( 2- \) particle basis states do not contribute to the vacuum until at least second order in perturbation theory. Our QSE code has no problem discovering these points and found two above the cutoff. The left-most blue point is the basis state with two free particles at rest and has a coefficient of \( 0.000 156 \) while the one directly below and to the right of it has two free particles with momenta \( \pm 2m \) and has a coefficient of \( 0.000 031 \). Other \( 2- \) particle states contribute below the cutoff. Finally, we also see contributions from \( 6- \) particle basis states (green points) in the plot on the right. These were also missed by first-order perturbation theory for a similar reason. Their coefficients are proportional to \( \langle b_{6p} | V | b_{0p} \rangle \) (see equation (D25)) where \( | b_{6p} \rangle \) is any of the basis states that contributes only at second order and \( b_{0p}^\dagger \) is the first-order perturbative eigenstate. For the vacuum, the left-most green point is the basis state with six free particles at rest. It’s coefficient is \( 0.000 068 \). The green point just to the right has four free particles at rest and two free particles with momenta \( \pm 2m \) with a coefficient of \( 0.000 059 \). Other green points have exponentially smaller contributions as the free energy of the basis states increases to the right.

The second row of figure 1 shows the eigenstate with two particles of momenta \( \pm 24m \). We found its energy to be \( 48.041 7m \) at first order in perturbation theory and \( 48.041 6m \) in our cyclic QSE code. As expected, it is dominated by the basis state with two free particles of momenta \( \pm 24m \), which has a coefficient of \( 0.999 94 \) at first order in perturbation theory (on the left) and the same \( 0.999 94 \) in our cyclic QSE code (on the right). If the coupling constant \( \lambda \) were set equal to zero, this coefficients would become 1 and all others would vanish. The \( 0- \) particle basis state does not contribute to this state at first order in perturbation theory. The reason is that it’s contribution is proportional to \( |V|24m, -24m \). This would only be nonzero if \( V \) contained an operator that removed two free particles. The only operator in equation (C13) that does this is \( a_{\mu k}^\dagger a_{-\mu k} a_{-\rho k} a_{\rho k} \) which
completely annihilates $|24m, -24m\rangle$, and so gives zero. (This is the hermitian conjugate of the reason the 2-particle basis state did not appear in the vacuum at first order.) It does contribute at higher order, however, and our cyclic QSE code discovers it but finds its contribution to be below the cutoff. Therefore, it does not appear in either plot. The most important 4-free-particle basis states, that are above the cutoff, are found by first-order perturbation theory and appear in both plots. The most important one is $|24m, -6m, -8m, -10m\rangle$ (where throughout this paper $|p_1, p_2, \ldots\rangle = \left(|p_1, p_2, \ldots\rangle + \left|^\dagger p_1, -p_2, \ldots\rangle\right) / \sqrt{2}$), whose coefficient is $-0.003 73$ at first order in perturbation theory and $-0.003 51$ in our cyclic QSE code. After this is the basis state $|24m, -4m, -6m, -14m\rangle$ with a coefficient of $-0.003 48$ at first order in perturbation theory and $-0.003 28$ in our cyclic QSE code. Other 4-particle basis states have coefficients that fall off exponentially as their free energy increases or are below the cutoff entirely. This is true for the other eigenstates as well. The 6-particle basis states begin with the basis state $|24m, -24m, 0, 0, 0, 0\rangle$ which contributes with a coefficient of $-0.002 55$ at first order in perturbation theory and $-0.002 41$ in our cyclic QSE code. Following this is the basis state $|24m, -24m, 1m, 0, 0, -1m\rangle$ with a coefficient of $-0.002 44$ at first order in perturbation theory and $-0.002 36$ in our cyclic QSE code. Other 6-particle basis states contribute at exponentially smaller levels as their free energy increases as can be seen in the figure.

The third row of figure 1 shows the parity-even 4-particle eigenstate $\Psi_{24, -8, -8, -8}^{+}$. We found its energy to be 48.209 5m at first order in perturbation theory and 48.209 0m in our cyclic QSE code. As expected, its most significant contribution is from the parity-even basis state $|24m, -8m, -8m, -8m\rangle$, with a coefficient of 0.992 39 at first order in perturbation theory and 0.995 08 in our QSE code. The next two most important basis states are also 4-particle basis states. The first is the basis state $|24m, -6m, -8m, -10m\rangle$, with a coefficient of 0.118 69 at first order in perturbation theory and 0.094 77 in our QSE code. After this is the basis state $|24m, -4m, -8m, -12m\rangle$, with a coefficient of 0.026 62 at first order in perturbation theory and 0.022 17 in our cyclic QSE code. There are several more 4-particle basis states contributing at lower values. Some appear only in the right plot. An example of this is the basis state $|24m, -6m, -6m, -12m\rangle$. The reason this does not appear at first order in perturbation theory is because its coefficient is proportional to $(24m, -6m, -6m, -12m)[V|24m, -8m, -8m, -8m\rangle].$ For this to be nonzero, $V$ would have to have an operator that annihilates 3 free particles and creates 3 new free particles, but there is no such operator in $V$. The 0-particle basis state does not contribute above the cutoff. There is one 2-particle basis state above the cutoff. It is $|24m, -24m\rangle$. It has a coefficient of 0.001 54 at first order in perturbation theory and 0.001 06 in our QSE code.

We will see in the next section, however, that these coefficients are inline with higher orders of perturbation theory. The reason this is the approximate precision of the calculation is because we did not include basis states with 10 or more free particles above the cutoff. As we will discuss in the next section, neither did second- nor third-order perturbation theory. We also calculated the inner product between $\Psi_{24, -24}^{+}$ and $\Psi_{24, -8, -8, -8}$. We remind the reader that the eigenvalues (48.041 6m and 48.290 9m respectively) are not exactly the same and so we expect the result to be zero. This is a symptom of the very large $\Delta \rho$ that we used for this calculation. If we magnify the plot of $\Psi_{24, -24}^{+}$ around the basis state $|24m, -24m\rangle$, as in figure 2, we see that there is a gap in basis states around $|24m, -24m\rangle$. In fact, the nearest basis state in this plot is $|24m, -8m, -8m, -8m\rangle$, at the left-most edge of the red points. There are other 4-particle basis states that are closer in free energy to $|24m, -24m\rangle$. For example, the basis state $|12m, 12m, -12m, -12m\rangle$ has a free energy of 48.17m. However, its contribution to $\Psi_{24, -24}^{+}$ is below the cutoff, and therefore does not appear in this plot. Because of this, the eigenstate $\Psi_{12, 12, -12, -12}$ which is dominated by this basis state has an inner product with $\Psi_{24, -24}^{+}$ of $7 \times 10^{-7}$ at first order in perturbation theory and $5 \times 10^{-7}$ in our cyclic QSE code, both below the precision of this calculation. In other words, their inner product is consistent with zero. We chose, instead, to focus on the eigenstate $\Psi_{24, -8, -8, -8}$ because its main basis state $|24m, -8m, -8m, -8m\rangle$, had a larger contribution at leading order in perturbation theory to $\Psi_{24, -24}^{+}$ and would be a better test of the eigenstates. In fact, we found that the inner product between $\Psi_{24, -8, -8, -8}$ and $\Psi_{24, -24}^{+}$ was 0.005 65 at first order in perturbation theory and $5.7 \times 10^{-6}$ in our QSE code. At first order in perturbation theory, we find that the result is above the precision of the calculation, which is approximately $10^{-4}$. (The reason this is the approximate precision of the calculation is because we did not include basis states below this cutoff.) The reason first-order perturbation theory gave a nonzero result for this inner product is that it missed several important basis states, that are above the cutoff as can be seen in the comparison between the
left and right plots of figure 1 and discussed in this section. On the other hand, our cyclic QSE code is able to find all the basis states contributing above this cutoff, and therefore, the calculation of the inner product using our QSE code is in agreement with zero at the precision of the calculation. These important basis states are filled in by higher orders in perturbation theory and the inner product is in agreement with zero at the precision of the calculation at higher order, as we will describe in the next section.

2. Comparison with higher orders of perturbation theory

We also compared the results of our cyclic QSE code with second- and third-order perturbation theory. We review perturbation theory in appendix D including a subtlety regarding nearly degenerate basis states. However, because of its importance for our calculation, we will also briefly discuss it here. The textbook formulas for time-independent perturbation theory (e.g. [30]) are valid when no basis states are degenerate or nearly degenerate with the main basis state. At first order, we have no problem with this issue and that is why we have not brought it up before this point. However, beginning at second order, this is an issue for the two- and four-particle eigenstates, $\Psi_{24, -24}$ and $\Psi_{24, 8, 8, 8}$. We get very good agreement between naive perturbation theory and our QSE code for basis states whose free energies are not nearly degenerate with the main basis state, but very bad agreement for the basis states that are nearly degenerate. The reason for this is a breakdown of perturbation theory for the degenerate and nearly degenerate basis states. The textbook way to handle this at first order is to explicitly diagonalize the degenerate and nearly degenerate basis states before doing perturbation theory. This gives a slightly better than naive perturbation theory for the degenerate and nearly degenerate basis states but the perturbative result for the other basis states. This works well at first order, but our problem does not appear until second order, where the diagonalization step would require basis states that connect the nearly degenerate basis states (via the Hamiltonian), and these intermediate basis states are not necessarily nearby in free energy. Our approach is to find all the basis states given by the naive first- and second- (and third-) order perturbation theory, that are above the cutoff with the naive formulas. This already includes both the nearly degenerate basis states and the basis states that connect them (that are above the cutoff). We then simply diagonalize the Hamiltonian with respect to this entire set. We have done this at both second and third order and find that, for our eigenstates, the results are identical since the basis states above the cutoff are the same for second and third order, and therefore, their diagonalization is the same. Since the results of diagonalized third-order perturbation theory are identical to those of diagonalized second-order perturbation theory, we only show plots for second order. For the rest of this paper, we will assume that whenever we talk about perturbation theory beyond first order, we are discussing the diagonalized versions of perturbation theory.

The columns of figure 3 are as follows. The left column shows the absolute value of the difference between our QSE-code results and first-order perturbation theory. The right column shows the absolute difference with second-order perturbation theory. We used the same parameters as in the previous section, $\lambda = 0.1 m^2$ and $\Delta p = 2m$. Once again, the reason we chose such a large value of $\Delta p$ in these first two sections was to enable comparison with perturbation theory all the way to the third order. We will discuss timing further in section 4, but for now we note that with these parameters, third-order perturbation theory took approximately seven and a half hours and grows exponentially as $\Delta p$ becomes smaller. The three rows represent the same eigenstates as in figure 1 and are the vacuum $\Psi$, at the top, the two-particle eigenstate $\Psi_{24, -24}$ in the middle and the four-particle
eigenstate $\Psi_{24,-24}$ at the bottom. The dashed blue lines give the cutoff below which we did not keep basis states and forms an approximate precision for our calculation. This line is the same as in figure 1. We cannot expect to do any better than this line and the distance below the line is not significant. What is more important are the points above the line. These are the basis states which are present in either perturbation theory or our QSE code but missing in the other or, if the basis state is present, both in perturbation theory and our QSE code, it is the difference between the coefficients.

We begin by focusing on the vacuum, the top row of figure 3. We obtained an energy of $-0.000\ 124\text{m}$ at second-order which is in agreement with the result from our cyclic code. In the left plot, there are six points above the cutoff line. Two (in blue) are 2-particle basis states, two (red) are 4-particle basis states and two (green) are 6-particle basis states. The 2- (blue) and 6- (green) particle basis states are missed by first-order perturbation theory as described in section 1. Because of this, their difference with our code is the full size of their coefficient, which is above the cutoff. The two red points are found by first-order perturbation theory but are given coefficients that are slightly higher than the value achieved by our cyclic QSE code. If all we had were first-order perturbation theory, it would be impossible to tell whether our QSE code was more or less correct than perturbation theory. This is the reason we also implemented second- and third-order perturbation theory. In the right column of the first row, we see the difference with second-order perturbation theory. We immediately see

![Figure 3. Plots of the difference between our cyclic QSE code and first-order (left column) and second-order (right column) perturbation theory. The color coding, the dashed line and the horizontal axis are the same as in figure 1. The vertical axis measures the absolute value of the difference between the coefficients for each basis state.](image-url)
that the points that were above the cutoff line are now at or below it. The 2- (blue) and 6- (green) particle basis states that were missed by first-order perturbation theory were filled in by second-order perturbation theory. Moreover, the coefficients are in agreement with those of our QSE code within the precision of our calculation. The coefficients of the four-particle basis states (in red) are also now in agreement with our QSE code. We find the same agreement with third-order perturbation theory. We note that where our cyclic QSE code disagrees with first-order perturbation theory, it agrees with higher orders of perturbation theory. This suggests that our QSE code is correctly constructing the vacuum.

We now move on to the two-particle eigenstate \( \Psi_{24,-24} \), which is shown in the second row of figure 3. The left column shows the difference with first-order perturbation theory. We see that there are seven 4-particle basis states (in red) and one 6-particle basis state (in green) above the cutoff. All of these basis states were included in first-order perturbation theory but their coefficients are slightly higher than in our cyclic QSE code. In the right column, on the other hand, we see that second-order perturbation theory is in agreement with our QSE code results. We also find the same agreement with third-order perturbation theory. Again, the agreement with higher orders of perturbation theory suggests that our QSE code is working properly.

The four-particle eigenstate \( \Psi_{12,-4,-4,-4} \), shown in the final row of figure 3, is similar to the previous two cases, but with a new twist. At first order of perturbation theory, shown in the left column, there are one 2- (in blue), ten 4- (in red), thirty-seven 6- (in green) and seven 8- (in yellow) particle basis states above the cutoff. All of these, with the exception of thirteen 6- and two 8-particle basis states, are missed by first-order perturbation theory but found by our cyclic QSE code and therefore their difference is above the cutoff. The other fifteen, the thirteen 6- and two 8-particle basis states not missed, were found by both first-order perturbation theory and our QSE code but had slightly different coefficients at first order in perturbation theory. All of the basis states missed by first-order perturbation theory are found at second and third order and all their coefficients are in agreement with our QSE code within the precision of our calculation. The coefficients of the thirteen 6- and two 8-particle basis states are also brought into agreement with our QSE code at second and third order. However, there are four basis states that are missed by both our QSE code and first-order perturbation theory but are found at second and third order. Two of these are 6-particle basis states (green points), one is a 4-particle basis state (red point) and one is a 10-particle basis state (orange point). They can be seen above the blue dashed line in the right plot. The highest of these is the basis state \( \{|24, -4, -4, -4, -4, -8\rangle\} \). To understand the reason that our cyclic QSE code missed these points, we remind the reader of two points described in appendix B. The first is that our code uses a random procedure to discover the important basis states and, therefore, it is always possible that basis states are missed. However, it is also important to note that the way our random procedure chooses new points emphasizes basis states with higher coefficients more strongly than basis states with lower coefficients. Therefore, it is much more likely that a basis state near the precision cutoff is missed than a basis state high above the cutoff. Indeed, the coefficient of this basis state is \( 1.8 \times 10^{-4} \) (as determined by second- and third-order perturbation theory), which is just barely above the cutoff, which is approximately \( 1 \times 10^{-4} \). Whether these points are discovered by our cyclic QSE code or not is very sensitive to the size of the coupling constant \( \alpha \) and the number of new basis states randomly added to the reduced Hilbert space each cycle. We will describe these effects further in sections 3 and 5, respectively.

In the previous paragraphs, we have described the differences between perturbation theory and the tenth and final iteration of our cyclic QSE code. We would now like to explore how our cyclic QSE code builds up its final solution as the iterations progress. In figure 4, we show the first two iterations of our cyclic QSE code for each of the three states under investigation. In the first column, we display the results of first-order perturbation theory for comparison. This is the initial configuration that our QSE code works with. It is the same as the first column of figure 1. We include it for the convenience of the reader. In the second and third columns, we show, respectively, the result of the first and second iterations of our cyclic QSE code. As the iterations progress, our results quickly approach second- and third-order perturbation theory, often filling in most of the missing points within the first few iterations. Focusing on the vacuum (the first row), we remind the reader that first-order perturbation theory misses two 2- (blue) and two 6- (green) particle basis states. We can see these points in the top left plot of figure 3. As we can see in the middle plot of the first row of figure 4, the first iteration of our cyclic QSE code has already found both 2-particle basis states (in blue). By the second iteration, shown in the right plot, one of the 6-particle basis states (in green) has also been found. The other missing 6-particle basis state is found in the third iteration. In the top row of figure 5, we show the largest difference between our cyclic QSE code and second-order perturbation theory as a function of the iteration. We see that after the third iteration the largest difference becomes equal with the precision of our calculation and thus our cyclic QSE code is in agreement with second- and third-order perturbation theory. From this point on, all of the important basis states have been found and the cyclic QSE code is randomly generating less important basis states below the cutoff.

The two-particle eigenstate \( \Psi_{24,-24} \) (shown in the second row of figure 4) has the unique property that it initially begins with all of the important basis states. Consequently, our cyclic QSE code does not add any new basis states above the cutoff. However, the coefficients coming from first-order perturbation theory are not yet
correct. At the first iteration of our cyclic QSE code, although no new basis states are found above the cutoff, our code directly diagonalizes the Hamiltonian with respect to these basis states (as well as some random basis states below the cutoff). This is already sufficient to bring this state into agreement with second- and third-order perturbation theory, as we can see in the second row of figure 5. After the first iteration, our cyclic QSE code continues to randomly add basis states below the cutoff. Because no new important basis states are added, and the change to the coefficients is so small, the three plots in the second row of figure 4 are indistinguishable by eye.

Turning now to the four-particle eigenstate $\Psi_{24, -8, -8, -8}$, the initial iterations are shown in the third row of figure 4. As described earlier in this section, one 2− (in blue), ten 4− (in red), thirty-seven 6− (in green) and seven 8− (in yellow) particle basis states are missing at first order in perturbation theory, and consequently, in the left-most plot. We can see in the middle plot that three of the missing 4-particle basis states, five of the missing 6-particle basis states, and two of the missing 8-particle basis states have been filled in by the first iteration of our cyclic QSE code. In the second iteration, it further adds four 4-particle basis states, six 6-particle basis states, and one 8-particle basis state, as can be seen in the right-most plot. The rest of the missing basis states that are found by our cyclic QSE code appear in the following order: six basis states are found in the third iteration, eight basis states are found in the fourth iteration, zero basis states are found in the fifth through seventh iteration, three basis states are found in the eighth iteration and no basis states are found in the ninth and tenth iterations. In addition to finding missing basis states, the diagonalization of the Hamiltonian improves the coefficients of the basis states as in the previous cases. Since our cyclic QSE code does not find the final four basis state (two green, one red and one orange point above the dashed line in the bottom right plot of figure 3), the largest difference between our cyclic QSE code and second- and third-order perturbation theory never goes below the cutoff line, although it gets very close, as seen in the bottom plot of figure 5. The height of the black line above the dashed blue line is precisely due to the cyclic QSE code missing these basis states. In section 5, we will describe how this basis state can be found by our cyclic QSE code by increasing the number of new basis states randomly chosen each cycle.

Figure 4. Plots of the zeroth, first and second iteration of our cyclic QSE code. The left column is the result of the first order of perturbation theory and is exactly the same as the left column of figure 1. The middle column is the result of the first iteration of our QSE code and the right column is the result of the second iteration of our QSE code. The rows, the color coding, the dashed line and the axes are the same as in figure 1.
3. Dependence on $\lambda$

In this section, we explore the dependence of the eigenstates on $\lambda$, the coupling constant. When $\lambda \to 0$, the theory becomes free. In this limit, the eigenstates become free states with only one basis state (which we call the main basis state) whose coefficient is 1. When $\lambda$ is turned on, other basis states begin to contribute to the eigenstate and grow with $\lambda$ while the coefficient of the main basis state very slowly diminishes, but remains close to 1 while the theory remains perturbative. If a basis state is connected to the main basis state by one application of the Hamiltonian, its coefficient grows linearly with $\lambda$. This is because it appears at first order in perturbation theory. Similarly, if a basis state is connected to the main basis state by two applications of the Hamiltonian, its coefficient grows quadratically with $\lambda$, as expected since it appears at second order in perturbation theory (see equations (D28)–(D30)). We have calculated our eigenstates for a range of values of $\lambda$ from $0.01\,m^2$ to $1\,m^2$, beginning in the deeply perturbative region and ending in the nearly non-perturbative regime. We show these eigenstates for $\lambda = 0.01\,m^2$, $0.05\,m^2$ and $0.5\,m^2$ in figure 6 while the eigenstate for $\lambda = 0.1\,m^2$ can be seen in figure 1. We can see that the coefficients grow as expected in these plots, as we will describe in greater detail below. Moreover, because the importance of the basis states grow with increasing $\lambda$, a greater number of basis

![Figure 5. Plots of the largest differences between our cyclic QSE code and second-order perturbation theory for each iteration. The blue dashed line is the cutoff used in our calculations.](image)
the cutoff for each value of \( \lambda \). States contribute above a fixed precision cutoff. In order to focus on the same region of the eigenstate, we adjust the cutoff for each value of \( \lambda \). States contributing at first order in perturbation theory give us a natural pattern to follow. We scale the precision of the cutoff linearly with \( \lambda \) and present a table of our cutoffs in Table 1. As in previous plots, these cutoffs are displayed as dashed blue lines in the figure. The same \( \Delta p = 2m \) was used in this section as in the previous sections.

The vacuum is shown in the first row of Figure 6. As described in Section 1, the four-particle basis states (in red) enter at first order in perturbation theory. As just described, they grow proportional to \( \lambda \). For example, the two most important 4-particle basis states are \(|0, 0, 0, 0\rangle\) and \(|-2, 0, 0, 2\rangle\). They have coefficients \(-0.000 254\) and \(-0.000 244\) (for \( \lambda = 0.01 m^2 \)), \(-0.001 25\) and \(-0.001 20\) (for \( \lambda = 0.05 m^2 \)), \(-0.002 44\) and \(-0.002 37\) (for \( \lambda = 0.1 m^2 \)), \(-0.010 7\) and \(-0.010 9\) (for \( \lambda = 0.5 m^2 \)), and \(-0.019 4\) and \(-0.020 2\) (for \( \lambda = 1 m^2 \)), respectively. As we can see, the scaling behavior is very nearly linear, especially for smaller \( \lambda \). The small deviation from linearity for larger \( \lambda \) comes from two sources. The first is that as the coefficients grow, the normalization changes. The second is that although the leading contribution to these coefficients is at first order in perturbation theory, there is also a subleading contribution at second order. This is most strongly manifested for larger values of \( \lambda \) as expected. On the other hand, the 2-particle basis state \(|0, 0\rangle\) has its coefficient below the cutoff at \( \lambda = 0.01 m^2 \). Its coefficient is \(0.000 04\) at \( \lambda = 0.05 m^2 \), \(0.000 16\) at \( \lambda = 0.1 m^2 \), \(0.003 2\) at \( \lambda = 0.5 m^2 \), and \(0.010 6\) at \( \lambda = 1 m^2 \). Again, the growth of the coefficient is very nearly quadratic in \( \lambda \) deviating mostly towards larger \( \lambda \), where subleading corrections at third order in perturbation theory become important. We can use this information to estimate when perturbation theory breaks down by evaluating when the contribution from
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**Figure 6.** Plots of the eigenstates of the Hamiltonian for a range of values of \( \lambda \). The left column is for \( \lambda = 0.01 m^2 \), the middle column is for \( \lambda = 0.05 m^2 \) and the right column is for \( \lambda = 0.5 m^2 \). Plots for \( \lambda = 0.1 m^2 \) can be seen in the right column of Figure 1. The rows, the color coding, the dashed line, the vertical axis and the horizontal axis are the same as in Figure 1.

| \( \lambda \)  | 2  | 4  |
|----------|----|----|
| 0.01 \( m^2 \) | \(2.8 \times 10^{-6}\) | \(9.8 \times 10^{-3}\) | \(9.8 \times 10^{-6}\) |
| 0.05 \( m^2 \) | \(1.4 \times 10^{-5}\) | \(4.9 \times 10^{-3}\) | \(4.9 \times 10^{-5}\) |
| 0.1 \( m^2 \)  | \(2.8 \times 10^{-5}\) | \(9.8 \times 10^{-3}\) | \(9.8 \times 10^{-5}\) |
| 0.5 \( m^2 \)  | \(1.4 \times 10^{-4}\) | \(4.9 \times 10^{-4}\) | \(4.9 \times 10^{-4}\) |
| 1 \( m^2 \)   | \(2.8 \times 10^{-4}\) | \(9.8 \times 10^{-4}\) | \(9.8 \times 10^{-4}\) |

Table 1. A table of the coefficient cutoffs used in this section.
second order is as great as that from first order. If we fit the growth of the coefficient of $|0, 0, 0, 0\rangle$ to a straight line and the coefficient of $|0, 0\rangle$ to a parabola, we find a crossing point of $\lambda \sim 1.8m^2$ as shown in figure 7.

However, we think this estimate is rather crude and that it needs further investigation. The two most important 6-particle basis states just barely appear above the cutoff at $\lambda = 0.05m^2$, both with coefficient 0.000 02. Their coefficients also grow quadratically as $\lambda$ increases. The largest is $|0, 0, 0, 0, 0, 0\rangle$ and its coefficient takes the values 0.000 07 at $\lambda = 0.01m^2$, 0.001 0 at $\lambda = 0.5m^2$ and 0.002 8 at $\lambda = 1m^2$. The eight-particle basis states do not appear above the cutoff until $\lambda = 0.5m^2$. The largest of these is $|0, 0, 0, 0, 0, 0\rangle$. Its coefficient takes the values 0.000 2 at $\lambda = 0.5m^2$ and 0.000 4 at $\lambda = 1m^2$. We expect the deviation from quadratic growth is due to subleading corrections from third order at these large values of $\lambda$ since they are connected to the vacuum by two powers of the Hamiltonian. Basis states with 10 or more free particles contribute to the vacuum at third- or higher order perturbation theory. They are all below the cutoff for the values of $\lambda$ that we tested.

The two-particle eigenstate $\Psi_{24,-24}$ is shown in the second row of figure 6. The 4-particle (red) and 6-particle (green) basis states shown in the left plot contribute at first order. They grow linearly with $\lambda$ until higher-order corrections become important. For example, the largest 4-particle basis state is $| -24, 6, 8, 10 \rangle$ for $\Psi_{24,-24}$. Its coefficient is 0.000 371 at $\lambda = 0.01m^2$, 0.001 81 at $\lambda = 0.05m^2$, 0.003 51 at $\lambda = 0.1m^2$, 0.014 4 at $\lambda = 0.5m^2$ and 0.023 7 at $\lambda = 1m^2$. The largest 6-particle basis state is $| -24, 0, 0, 0, 0, 24 \rangle$. Its coefficient is −0.000 254 at $\lambda = 0.01m^2$, −0.001 24 at $\lambda = 0.5m^2$, −0.002 41 at $\lambda = 1m^2$, −0.010 2 at $\lambda = 0.1m^2$, −0.017 8 at $\lambda = 1m^2$. Other 2-particle basis states contribute at first order but are below the cutoff. The 0-particle basis state (the free vacuum) contributes at second order in perturbation theory and does not appear above the cutoff for the range of coupling constants that we tested. Some further 6-particle basis states appear above the cutoff at $\lambda = 0.5m^2$ (green points near the blue dashed line with a free energy of approximately $50m$). One of these is $| -24, 2, 4, 6, 10 \rangle$. It has a coefficient of 0.000 7 at $\lambda = 0.5m^2$ and 0.001 7 at $\lambda = 1m^2$, getting its dominant contribution at second order. Since we only have the coefficient at large values of $\lambda$, subleading corrections are already important. We also see three 8-particle basis states (yellow points) appear above the cutoff when $\lambda = 0.5m^2$. The largest is $| -24, 0, 0, 0, 0, 0, 24 \rangle$ and has a coefficient of 0.001 3 at $\lambda = 0.5m^2$ and 0.003 3 at $\lambda = 1m^2$, which appears to be slightly less than quadratic growth due to subleading effects. We do not see 10-particle basis states above the cutoff for any of our tested values of $\lambda$. The same is true for basis states with 12 or more free particles, which contribute at higher than second order. Because the basis states contributing at second order do not appear above the cutoff until large values of $\lambda$, where subleading contributions are important, we do not use them to estimate the breakdown of perturbation theory.

The four-particle eigenstate $\Psi_{24,-8,-8,-8}$ is shown in the third row of figure 6. Most of the other 4-particle basis states (red points) contribute at first order in perturbation theory. For example, the most important 4-particle basis state (after the main basis state) is $| -10, -8, -6, 24 \rangle$. Its coefficients are 0.011 661, 0.052 91, 0.094 76, 0.254 5 and 0.306 4 at $\lambda = 0.01m^2$, 0.05m, 0.1m$^2$, 0.5m$^2$ and 1m$^2$, respectively. However, a few of the 4-particle basis states contribute only at second order. For example, the basis state $| -10, -10, -4, 24 \rangle$, has coefficients 0.000 053, 0.001 14, 0.003 83, 0.033 7 and 0.042 9 at $\lambda = 0.01m^2$, 0.05m$^2$, 0.1m$^2$, 0.5m$^2$ and 1m$^2$, respectively. The reason that this basis state require the action of the Hamiltonian twice is that at least three of the
momenta are different. So, it has to remove at least three momenta and add at least three new momenta. This requires the application of at least three annihilation operators and at least three creation operators which can only be achieved in two applications of the Hamiltonian. (See equation (C13) where the maximum number of creation and annihilation operators is four.) Using these coefficients, we might attempt to estimate the breakdown of perturbation theory again and see how it correlates with what we found using the vacuum. However, there are two challenges. The first is that the coefficients are already quite large and would naively reach unity levels at $\lambda \sim 1.1 m^2$ and $\lambda \sim 1.8 m^2$ before they even cross each other. Also, as we will shortly see, our results for the four-particle eigenstate at large $\lambda$ appear to be much less trustworthy than for the vacuum. For this reason, in this paragraph, we give the coefficients coming from diagonalized second-order perturbation theory. Moving on to other contributing basis states. The 0-particle basis state also contributes at first order. The lowest 2-particle basis state above the cutoff is the basis state $|24, -24\rangle$. Its coefficients are 0.000 149, 0.000 63, 0.001 05, 0.001 9 and 0.001 2 at $\lambda = 0.01 m^2$, 0.05$m^2$, 0.1$m^2$, 0.5$m^2$ and $1 m^2$, respectively. We can see that it grows nearly quadratically for small $\lambda$. This makes sense because it can be reached from the main basis state by one application of the Hamiltonian. Some 6-particle basis states (green points), contribute at first order. For example, the highest such point is $|24, 2, 2, 4, 8, 8\rangle$ with coefficients 0.000 881, 0.004 22, 0.008 03, 0.030 0 and 0.047 9 at $\lambda = 0.01 m^2$, 0.05$m^2$, 0.1$m^2$, 0.5$m^2$ and $1 m^2$. Others contribute at second order. For example, the basis state $|10, -8, -6, 0, 0, 24\rangle$, appears above the cutoff at $\lambda = 0.05 m^2$ and has coefficients 0.000 20, 0.000 70, 0.003 7 and 0.014 2 at $\lambda = 0.05 m^2$, 0.1$m^2$, 0.5$m^2$ and $1 m^2$. We can see that it grows nearly quadratically for small $\lambda$. The same story applies to the 8-particle basis states (yellow points). Some contribute at first order while others at second order. The basis state $|24, 0, 0, 0, 0, 8, 8, 8\rangle$, has coefficients 0.000 252, 0.001 19, 0.002 23, 0.003 7 and 0.010 1 at $\lambda = 0.01 m^2$, 0.05$m^2$, 0.1$m^2$, 0.5$m^2$ and $1 m^2$ and contributes at first order while the basis state $|10, -8, -6, 0, 0, 0, 24\rangle$, has coefficients 0.000 063, 0.000 21, 0.001 7 and 0.002 3 at $\lambda = 0.05 m^2$, 0.1$m^2$, 0.5$m^2$ and $1 m^2$ and contributes at second order. Finally, the 10-particle basis state can only begin contributing at second order since they require the addition of six new particles and therefore need at least two applications of the Hamiltonian. They first appear above the cutoff at $\lambda = 0.1 m^2$ with a few more appearing at larger $\lambda$. The first one is the basis state $|24, 0, 0, 0, 0, 0, 0, 8, 8, 8\rangle$, which has coefficients 0.000 01, 0.001 6 and 0.003 6 at $\lambda = 0.1 m^2$, 0.5$m^2$ and $1 m^2$.

We have also compared the results of our code with perturbation theory for the range of $\lambda$ that we have tested here. We show plots of the largest absolute difference with second-order perturbation theory in figure 8. Because of the random nature of our cyclic QSE code, each time it is run, we will potentially obtain different results. It is important to analyze this randomness and develop distributions giving the statistics of how frequently it is successful. We have chosen to do that here as it depends on the value of the coupling constant $\lambda$. For each value of $\lambda$ and each eigenstate, we ran our cyclic QSE code 100 independent times. We then compared each run with second-order perturbation theory and found the largest difference. We used the largest difference for each run to determine the statistics. In figure 8, we show the cutoff we used in dashed blue. The solid green curves are for the maximum largest difference and minimum largest difference encountered in the 100 independent runs while the red dotted line is the average largest difference. The top and middle plots are for the vacuum and the two-particle eigenstate, respectively. We can see that our cyclic QSE code is extremely successful at accurately constructing these eigenstates. In fact, if we are able to calculate these two-particle eigenstates in two spatial dimensions with as much success, we should be able to successfully calculate elastic $2 \rightarrow 2$ scattering amplitudes with this method.

On the other hand, we can see that the four-particle eigenstate, shown at the bottom of figure 8, is much more difficult. Our cyclic QSE code seems to do an acceptable job for $\lambda \lesssim 0.1 m^2$. But, it does not appear to be trustworthy above this value. In fact, what is happening is that our cyclic QSE code is sometimes not finding important basis states. In particular, at the very peak at $\lambda = 0.2 m^2$, the maximum largest difference is due to the QSE code not finding the basis state $|18, 6, -8, -16\rangle$, which has a coefficient 0.451 23. At $\lambda = 0.3 m^2$, on the other hand, the maximum largest difference is caused by missing the basis state $|24, -6, -8, -10\rangle$, which has a coefficient 0.010 65. At $\lambda = 0.5 m^2$, it is the basis state $|18, 6, -10, -14\rangle$, with a coefficient of 0.157 0. Whether or not it finds these basis states is very sensitive to what other basis states are present and their coefficients, as well as the size of the reduced Hilbert space (see section 5). It may be possible to fix this deficiency by a more clever random choice of new basis states at each cycle. We spent considerable time tuning this process but believe there is further room for improvement. Clearly, if this method is to be used to calculate 2 \rightarrow 4 scattering amplitudes, this will have to be improved if these larger values of $\lambda$ are important.

To end this section, we calculate the inner product between the eigenstates $\Psi_{24, -24}$ and $\Psi_{24, -8, -8, -8}$ for each value of $\lambda$ and show the results in figure 9, where the dashed blue line gives the approximate precision of this calculation, which is the cutoff we used for the basis states. As we discussed in section 1, we expect this inner product to be zero because the energies of these eigenstates are slightly different so a nonzero result would indicate non-conservation of energy. Our result from first-order perturbation theory is shown as the dotted
green line. We can see that it is above the precision of the calculation for most of the range of $\lambda$, indicating a nonzero result. We are not claiming, by this result, that perturbation theory itself violates energy conservation. The problem with our first-order result is that it is missing important basis states and the coefficients are not yet sufficiently accurate. That combination leads to a violation of energy conservation. On the other hand, the second-order result is shown in dot-dashed purple and is below the precision of the calculation for the entire range of $\lambda$. The result of our cyclic QSE code is also at or below the precision of the calculation for the entire range of $\lambda$ showing that it is also in agreement with a zero result and successfully conserves energy. In fact, we calculated the inner product for the entire set of 100 trials for each value of $\lambda$. We show the smallest and largest values of the inner product we got from our cyclic QSE code as the two solid green lines, while the average inner product is displayed as a dotted red line. The entire range of our results is at or below the precision of the calculation. It might, naturally, be wondered how our inner product did so well at large $\lambda$ when the disagreement between our QSE code and second-order perturbation theory for the eigenstate $\Psi_{24,-8,-8,-8}$ was so large (see the

Figure 8. Plots of the largest differences between our cyclic QSE code and second-order perturbation for a range of the coupling constant $\lambda$. The blue dashed line is the cutoff used in our calculations. The green lines give the maximum and minimum largest differences after 100 independent runs of the code. The red dotted line gives the mean largest difference.
bottom plot of figure 8). The reason is that the basis states that were missed by our cyclic QSE code when constructing $\Psi_{24, -8, -8, -8}$ were below the cutoff for the eigenstate $\Psi_{24, -24}$, so the contribution of these basis states was also below the cutoff. That is to say, these basis states don’t contribute significantly to this inner product.

4. Dependence on $\Delta p$

In this section, we turn to the dependence of our results on the size of the momentum spacing $\Delta p$, while keeping $\lambda = 0.1 m^2$. A major long-term objective is to obtain useful information about the continuum limit $\Delta p \to 0$. In order to do this, we need to do the calculations in this paper at much smaller $\Delta p$ than we have already done. In fact, we would like to do it for a range of small $\Delta p$ so that we can meaningfully extrapolate to $\Delta p \to 0$. This section will be an initial step in that direction. We have calculated our eigenstates at a few values of $\Delta p$, and show plots for $\Delta p = 0.25m$, $0.5m$ and $1m$ in figure 10 while the results for $\Delta p = 2m$ can be seen in the right column of figure 1. For this section, we have kept $\lambda = 0.1 m^2$ and use the same cutoff on each state as we decreased $\Delta p$. Because the cutoff has remained the same as we decrease $\Delta p$, the number of basis states above the cutoff has increased. In particular, we have found that the vacuum $\Psi$, has 109, 360, 1211 and 4168 basis states above the cutoff, the two-particle eigenstate $\Psi_{24, -24}$ has 59, 173, 556 and 1796 basis states above the cutoff, and the four-particle eigenstate $\Psi_{24, -8, -8, -8}$ has 137, 393, 894 and 2486 basis states above the cutoff for $\Delta p = 2m, 1m, 0.5m$ and $0.25m$, respectively. In order to keep the ratio of the reduced Hilbert space size to the number of basis states above the cutoff roughly the same as we decreased $\Delta p$ (in order to make a fair comparison with perturbation theory and ensure the cyclic QSE code is equally effective at each $\Delta p$), we have tripled the reduced Hilbert space size each time we halved $\Delta p$. So, we used a reduced Hilbert space size of 700, 2100, 6300 and 18900 for $\Delta p = 2m, 1m, 0.5m$ and $0.25m$, respectively. This kept our code running at roughly the same effectiveness for each value of $\Delta p$.

As we look at the plots in figure 10, we notice a few general features as we decrease $\Delta p$. The first is that the general structure (the shape of the points on the plot) remains largely the same. This is a good thing as it gives us some confidence that the results at larger $\Delta p$ are approximating those at small $\Delta p$. The second is that the density of basis states (the density of points on the plot) increases as we decrease $\Delta p$. This also makes sense as the free energy of the basis states (the horizontal axis of these plots) is a (nearly linear) function of the momentum spacing. In particular, it takes the form $E_i = \sum_i \sqrt{n_i^2 \Delta p^2 + m^2}$, where $n_i$ is an integer unique to each free particle in the basis state and determines its momentum $p_i = n_i \Delta p$. So, as $\Delta p$ decreases, a greater number of basis states fit into the same free energy region.

Ideally, we would prefer to plot not the bare coefficient of each basis state (as we have done in figure 10 and throughout this paper), but rather the coefficient divided by the free-energy space between the basis states. This would normalize the contribution of the basis states by their density and would allow for a more stable eigenstate as $\Delta p \to 0$. This was done in [10] where only 0- and 2-particle basis states were included and the free-energy spacing between basis states was constant and, consequently, so was their density. In the present work, however,
we keep higher-multiplicity basis states and the free-energy spacing between basis states is not constant. In fact, it is quite complicated. We do not, presently, know the correct free-energy spacing to use for the normalization when higher-multiplicity basis states are included. We feel that this is a very important topic for future research if this method is to succeed. In the meantime, we will simply analyze the bare coefficient for the basis states and make a few comments about how normalizing by the density might affect our results. All the plots in this section, and throughout this paper, use the bare coefficient.

The third feature that stands out about these plots is that, although the general shape remains the same, the fall off of the coefficients is more rapid as \( \Delta p \) decreases. For example, if we focus on the vacuum, we see that the 4-particle basis states extend out to approximately 57 m before falling below the cutoff when \( \Delta p = 2 \text{ m} \), but only out to approximately 46 m when \( \Delta p = 1 \text{ m} \), 35 m when \( \Delta p = 0.5 \text{ m} \) and 26 m when \( \Delta p = 0.25 \text{ m} \). In fact, this can be well fit by a straight line on a log-log plot as seen in the top plot of figure 11, where the best-fit line is given by

\[
\ln(E_f) = 3.80 + 0.39 \ln(\Delta p).
\]

The right-most 2-particle basis state (blue point) can also be fit by a straight line and is presented as the dashed blue line in the same plot. Moving to the two-particle eigenstate \( \Psi_{24, -24} \), the right-most 6-particle basis state (green point) can be well fit by the straight line

\[
\ln(E_f) = 4.27 + 0.11 \ln(\Delta p),
\]

and is shown as the dashed green line in the middle plot of figure 11 where we also present the right-most red point and its best-fit straight (dashed red) line. We note that a straight-line best fit cannot continue to infinitesimal \( \Delta p \) because that would imply that the right-most point in the plots of figure 10 goes to zero. We believe that the reason for this is the lack of a proper density normalization as mentioned earlier in this section. If we properly normalize these coefficients to the density of the basis states, we believe that the free energy of the right-most point would approach a constant nonzero value as \( \Delta p \to 0 \). That is, we believe with the proper normalization, they would not be well fit by a straight line, but rather something like an exponential curve (on a log-log plot).

The four-particle eigenstate \( \Psi_{24, -24, -8, -8, -8} \) on the other hand, did have right-most points that appear to be gradually approaching a nonzero limit. We have plotted the right-most 8-particle basis state (yellow point) for this eigenstate in the bottom plot of figure 11 along with its fit to an exponential curve (on a log-log plot). We did not include the right-most 8-particle basis state at \( \Delta p = 0.25 \text{ m} \) for technical reasons, which we will explain in
the next paragraph. We also plotted the right-most 6-particle basis state (green point) in the same plot and also fit it with an exponential, given by

$$\ln(E_f) = 3.98 + 0.13\Delta p.$$  (3)

If we extrapolate this exponential curve all the way to $\Delta p \to 0$, we estimate that the 6-particle basis states (green points) will end at approximately $E_f = 53.5m$, in the continuum limit for the same cutoff. Of course, properly normalizing by the density of basis states will probably make these curves shallower and affect this extrapolation to $\Delta p \to 0$.

Although the right-most point is moving towards lower free energy as $\Delta p$ decreases, the basis states themselves do not move towards lower free energy. Their free energy is fixed by their free-particle momenta. Instead, what is happening is that their coefficients are diminishing as $\Delta p$ decreases. The basis states that were just above the cutoff at $\Delta p = 2m$ at the far right of the right plot in figure 1 are being reduced to coefficient values below the cutoff so that they no longer appear in the plots for $\Delta p = 1m$, $\Delta p = 0.5m$ or $\Delta p = 0.25m$ in

---

**Figure 11.** Plots of the right-most point of each color from the plots in figure 10 as a function of $\Delta p$ along with their best-fit curves. The horizontal axis is the momentum spacing divided by the mass while the vertical axis is the free energy of the right-most basis state divided by m.
In particular, focusing on the four-particle eigenstate \( \Psi_{24,-8,-8,-8} \) shown in the bottom row of figures 1 and 10, we can see a small hump in the 8-particle basis states (yellow points) at \( E_f \sim 66m \). As \( \Delta p \) decreases and the density of basis states increases, we see this hump resolved in greater detail, however, it remains at the same free-energy position. It’s contribution to the eigenstate, however, does decrease and we see this as the hump sinks lower and lower as \( \Delta p \to 0 \). In particular, the highest point of the hump has coefficients of 0.0003, 0.00003 and 0.000017 at \( \Delta p = 2m \), 1m and 0.5m, respectively. By the time, \( \Delta p = 0.25m \), the hump is completely below the cutoff. This is why we did not include a point at \( \Delta p = 0.25m \) in the extrapolation. This can be seen as the bottom dotted line in the bottom plot of figure 12 passes below the dashed blue line.

In order to explore this behavior further, we have plotted a series of points and curves in figure 12, which we will now explore. The dashed blue line is the cutoff as usual. The color coding of these points is the same as in figure 10. For each plot, we have begun with two points at \( \Delta p = 2m \) as can be seen at the right edge of these plots and then followed what happens with these points as \( \Delta p \) decreases. To understand these plots in detail, we will begin by focusing on the top plot, which is for the vacuum. For this plot, we have focused on 4-particle basis.
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states. The top point at $\Delta p = 2m$ (in the top plot of figure 12) is the basis state $|0, 0, 0\rangle$ which has a free energy of 4 m and a coefficient 0.002 55. It is the highest red point in the top right plot of figure 1. As we move towards smaller $\Delta p$, two things happen. The first is that the coefficient of the highest red point decreases. In order to see this, we have plotted the coefficient of the highest red point for the vacuum at each value of $\Delta p$ as the top four red points of the top plot of figure 12 and have fit a red dotted straight line to them. This is the highest red line in the plot. We can see that it has a very gentle slope downward as $\Delta p$ decreases. However, the highest point is not the same basis state for all $\Delta p$. In fact, at $\Delta p = 1m$, it is the basis state $|-1m, 0, 0, -1m\rangle$ with a coefficient 0.002 499, at $\Delta p = 0.5m$, it is the basis state $|-1m, 0, 0.5m, 0.5m\rangle$ with a coefficient 0.000 95, and at $\Delta p = 0.25m$, it is the basis state $|-0.75m, 0, 0.25m, 0.5m\rangle$ with a coefficient 0.001 61. The original basis state actually moves down at a faster rate, moving inside of the dense region of red points at the same energy. In particular, the basis state $|0, 0, 0, 0\rangle$ that was at the top at $\Delta p = 2m$, has coefficients 0.002 55, 0.001 22, 0.000 61 and 0.000 31 at $\Delta p = 2m, 1m, 0.5m$ and 0.25m, respectively. We plot this as the top red-dashed best-fit line and the points that it passes through. This behavior is not unique to the highest point of a color. Other points along the ridge of the color also do this. The bottom red point (in the top plot of figure 12) at $\Delta p = 2m$ is the basis state $|-8m, 0, 2m, 6m\rangle$, and has free energy of 17.4 m and coefficient 0.000 39. If we follow the top ridge of the red points at the same free energy, we find that it is the basis state $|-7m, -1m, 0, 8m\rangle$, at $\Delta p = 1m$ with a coefficient 0.000 22, it is the basis state $|-8m, 0, 0.5m, 7.5m\rangle$, at $\Delta p = 0.5m$ with a coefficient 0.000 12, and it is the basis state $|-7.5, -0.25, 0.5, 7.25\rangle$, at $\Delta p = 0.25m$ with a coefficient 0.000 06. We also plot these points along with their best fit line (bottom dotted red line) in the top plot of figure 12. However, we also plot the same basis state $|-8m, 0, 2m, 6m\rangle$, and follow its coefficient as the best-fit dashed red line below it. It has coefficients 0.000 14, 0.000 07 and 0.000 03 at $\Delta p = 1m, 0.5m$ and 0.25m. We again see that the coefficient of the basis state is reduced faster than the height of the ridge showing that the basis state sinks into the red points at the free energy 17.4 m. All of these points are well fit by a straight line on a log-log plot. However, as discussed earlier, we believe that this is due to using the bare coefficients of the basis states. If, as we suspect we should, normalized the coefficients by the density of basis states, we believe these curves would flatten out as we approach smaller $\Delta p$ so that the density normalized coefficients would approach a constant nonzero value.

Focusing on the two-particle eigenstate $\Psi_{24,-24}$, we direct our attention to the middle plot of figure 12. Similar to the previous case, we follow the highest green point of this eigenstate, which is at a free energy of 52.0 m. This is the basis state $|-24m, 0, 0, 0, 24m\rangle$, $|-24m, -1m, 0, 0, 24m\rangle$, $|-24m, 0, 0, 1, 24m\rangle$, $|-24m, -0.5m, 0, 1, 24m\rangle$, $|-24m, -0.75m, 0, 0.25m, 0.5m, 24m\rangle$, with coefficient 0.002 40, 0.002 46, 0.001 95 and 0.001 61 at $\Delta p = 2m, 1m, 0.5m$ and 0.25m, respectively. We have plotted this as the four green points along with their best-fit line at the top of the plot. As before, the basis state at the top changes. Each basis state sinks down faster than the height of the top green point. In fact, the basis state $|-24m, 0, 0, 0, 24m\rangle$ has coefficients 0.002 40, 0.001 22, 0.000 61 and 0.000 31 at $\Delta p = 2m, 1m, 0.5m$ and 0.25m, respectively. We have plotted these as the green points and top dashed green line in the plot. Again, to show that this behavior is not special to the highest point, we consider a point at the higher free energy of 58.3 m. We find that the highest basis state at this free energy is $|-24m, -4m, 0, 0, 4m, 24m\rangle$, $|-24m, -5m, 0, 1m, 4m, 24m\rangle$, $|-24m, -4.5m, 0, 0.5m, 4m, 24m\rangle$, and $|-24m, -4.25m, 0, 0.25m, 4m, 24m\rangle$, with coefficients 0.000 82, 0.000 55, 0.000 35 and 0.000 20 at $\Delta p = 2m, 1m, 0.5m$ and 0.25m, respectively. We have plotted this as the lower of the green points and best-fit straight dotted green line. But, as before, the basis state itself falls off more quickly. The basis state $|-24m, 0, 0, 4m, 24m\rangle$ has coefficients 0.000 82, 0.000 41, 0.000 21 and 0.000 10 at $\Delta p = 2m, 1m, 0.5m$ and 0.25m, respectively, and is plotted as the lower four green points and their associated dashed green best-fit line. As before, we believe all of these curves would flatten out and approach a nonzero constant value if we normalized the coefficients with the density of basis states.

Turning to the four-particle eigenstate $\Psi_{24,8,8,8}$, we focus on the bottom plot of figure 12. We again choose two points at $\Delta p = 2m$ to begin with. The first is the highest yellow point from this eigenstate in figure 1. It is the basis state $|-24m, 0, 0, 0, 8m, 8m, 8m\rangle$ at free energy 52.2 m with a coefficient of 0.002 22. The top yellow point changes as $\Delta p$ decreases. At $\Delta p = 1m$, it is $|-8m, -8m, -8m, -1m, 0, 0, 1m, 24m\rangle$, with coefficient 0.002 39, at $\Delta p = 0.5m$, it is $|-8m, -8m, -8m, -0.5m, 0, 0, 0.5m, 24m\rangle$, with coefficient 0.001 73, and at $\Delta p = 0.25m$, it is $|-8m, -8m, -8m, -0.5m, -0.25m, 0.75m, 24m\rangle$, with coefficient 0.001 19. These four points are the top four yellow points of the bottom plot of figure 12 along with their best-fit straight line in dotted yellow. As in the previous eigenstates, the basis state $|-24m, 0, 0, 0, 8m, 8m, 8m\rangle$ itself, sinks down into the middle of the yellow region at a free energy of 52.2 m. It takes coefficients 0.000 82, 0.000 42 and 0.000 21 at $\Delta p = 1m, 0.5m$ and 0.25m. These points are plotted along with their best-fit dashed yellow line (the higher of the two). We also show the behavior of the top of the hump located at a free energy of 65.6 m. At $\Delta p = 2m$, this peak is held by the basis state $|-8m, -8m, -8m, -8m, 0, 2m, 6m, 24m\rangle$, with a coefficient of 0.000 53. As $\Delta p$ decreases, the coefficient of both this peak and this basis state decreases, that of the basis state is faster as before. The peak is given by the basis states $|-8m, -8m, -8m, -8m, 0, 1m, 7m, 24m\rangle$.
(coefficient 0.000 31) at \(\Delta p = 1m\) and \(|-8m, -8m, -8m, -8m, 0, 0.5m, 7.5m, 24m\rangle_\psi\) (coefficient 0.000 17) at \(\Delta p = 0.5m\). On the other hand, the basis state \(|-8m, -8m, -8m, -8m, 0, 0.5m, 7.5m, 24m\rangle_\psi\) has coefficients 0.000 19 and 0.000 09 at \(\Delta p = 1m\) and 0.5m, respectively. They are plotted along with their best fit dotted and dashed lines, respectively at the bottom of the plot. As we can see, both the peak of the hump as well as the basis state itself, sink below the cutoff by the time \(\Delta p = 0.25m\). As in the previous paragraphs, we expect that normalizing the coefficients according to the density of the basis states would reduce the slope of these curves as \(\Delta p \rightarrow 0\) so that they approach constant nonzero values appropriate to the continuum limit.

We have calculated the inner product between the eigenstates \(\Psi_{24, -24}\) and \(\Psi_{24, -8, -8, -8}\) as a function of \(\Delta p\). The color coding is the same as in figure 9.

![Figure 13. Plot of the inner product between the eigenstates \(\Psi_{24, -24}\) and \(\Psi_{24, -8, -8, -8}\) as a function of \(\Delta p\). The color coding is the same](image)

As we have discussed, our goal is eventually to do this calculation at smaller \(\Delta p\) and extrapolate to \(\Delta p \rightarrow 0\). However, each decrease in \(\Delta p\) takes an increase in computational time. We have analyzed this time for the calculations we have done and present it in figure 14 where the vertical axis is the time in seconds and the horizontal axis is the momentum spacing \(\Delta p\) we used. We base this on the time it takes to calculate the 2-particle eigenstate \(\Psi_{24, -24}\). We emphasize that all these calculations have been done on a single cpu on small servers and that improvements in time could certainly be achieved by parallelizing these calculations and potentially using supercomputer resources. Moreover, since these times depend on the machine we used, we do not think the absolute times are the most meaningful aspect of this plot. Rather, we are interested in the trends and how our cyclic QSE code compares to perturbation theory.

The solid curves come from the measured values using our calculations while the dashed, dot-dashed and dotted lines are extrapolations down to \(\Delta p = 0.1m\). We have plotted first-order perturbation theory in blue. It took 0.015s, 0.13s, 2.2s and 66s to complete first-order perturbation theory at \(\Delta p = 2m\), 1m, 0.5m and 0.25m, respectively. We have plotted these points and joined them with a solid blue line that is very nearly linear on a log-log scale. We have also plotted an extrapolation based on only the times at \(\Delta p = 0.25m\) and 0.5m to estimate how the time would grow as we further decreased \(\Delta p\). We estimate that it would take approximately 10’s or approximately 3 h at \(\Delta p = 0.1m\). We were only able to achieve second-order perturbation theory at \(\Delta p = 2m\) and 1m. It took 170s and 84000s, respectively. We plotted this data in orange and joined it with a solid orange line. We also extrapolated this data with a dotted orange line to \(\Delta p = 0.1m\). Looking at the extrapolation, we see that it would have taken approximately 3 years to complete second-order perturbation theory for \(\Delta p = 0.5m\) and much more for smaller \(\Delta p\). Furthermore, we see that the slope of the line for second order is greater than
that of first order, so that as \( \Delta p \) decreases, the time grows faster for second order than it does for first order. Finally, we were only able to achieve third-order perturbation theory at \( \Delta p = 2m \), where it took 26000s. Since we did not achieve third order at \( \Delta p = 1m \), we were not able to do an extrapolation. However, based on first and second order, we expect that the slope would be even greater than that of second order.

The reason that perturbation theory takes longer as \( \Delta p \) decreases is that it has to calculate the contribution of every basis state connected by the Hamiltonian to the main basis state. The number of these basis states grows exponentially with decreasing \( \Delta p \). At first order, it has to do this for every basis state connected by one application of the Hamiltonian. However, at higher orders, the burden is greater because it has to calculate the contribution for every basis state connected to the main basis state by two applications of the Hamiltonian (at second order). This requires a doubling of the number of sums performed in the code, because to determine if a test basis state is connected to the main basis state by two applications of the Hamiltonian, it has to check all intermediate basis state as in \( \sum_j \langle b_m \vert V \vert b_j \rangle \langle b_j \vert V \vert b_i \rangle \), where \( \vert b_m \rangle \) and \( \vert b_i \rangle \) represent the main and test basis states, respectively. At third order, the calculation has to be done for every basis state connected by three applications of the Hamiltonian, thus requiring a tripling of the sums in the code, as in \( \sum_{ij} \langle b_m \vert V \vert b_i \rangle \langle b_i \vert V \vert b_j \rangle \langle b_j \vert V \vert b_i \rangle \). This is the reason that second order has a greater slope than first order and third order is expected to have a greater slope than second order in figure 14.

Our cyclic QSE code, on the other hand, took 52s, 170s, 670s and 80000s per cycle for \( \Delta p = 2m \), 1m, 0.5m and 0.25m. These times are plotted in green and are joined by a solid green line in figure 14. Since we ran our code for ten cycles, the total time is one order of magnitude greater for each of these \( \Delta p \). Our code does significantly better than second-order perturbation theory. Not only does it obtain just-as-good results (even better compared to naive second-order perturbation theory before the diagonalization step we added) but it is orders of magnitude more efficient as \( \Delta p \) decreases. We see that the time increase is nearly linear on a log-log plot between \( \Delta p = 2m \) and 0.5m and has a very shallow slope, shallower even than first-order perturbation theory. But, between \( \Delta p = 0.5m \) and 0.25m, the slope becomes steeper, greater than first-order, but still less steep than second-order perturbation theory. The reason for this change in slope at \( \Delta p = 0.5m \) is that this is where the matrix size (that must be constructed and diagonalized) passes from a small memory footprint to a large one. In particular, our matrix sizes were \( 700 \times 700 \), \( 2100 \times 2100 \), \( 6300 \times 6300 \) and \( 18900 \times 18900 \) for \( \Delta p = 2m \), 1m, 0.5m and 0.25m, respectively. (The matrix size is equal to the reduced Hilbert space size squared.) These matrix sizes are not significant compared to our memory resources until the last step at \( \Delta p = 0.25m \) where a computational bottleneck is encountered. This bottleneck can likely be pushed down to lower \( \Delta p \) with further clever computational techniques, however, it will eventually become impassable and is a critical and very relevant challenge for this technique. On the other hand, we used a relatively large reduced Hilbert space size throughout this paper in order to have very high confidence in our results. We will show in the next section that a much smaller reduced Hilbert space (and therefore a much smaller matrix size) is adequate for the vacuum and two-particle eigenstate, although not for the four-particle eigenstate. However, as mentioned in previous sections, it is likely that the efficiency of the code at finding the important basis states for the four-particle eigenstate can be further improved. Further research is necessary on this point. In any case, it currently looks like there should not be any fundamental challenge to calculating two-particle eigenstates using this method.
5. Dependence on the size of the reduced Hilbert space and the energy of the eigenstate

In this section, we explore the dependence on the size of the reduced Hilbert space and the energy of the eigenstate while keeping $\lambda = 0.1m^2$ and $\Delta p = 2m$. We begin with the size of the reduced Hilbert space which is only a factor for our cyclic QSE code, not for perturbation theory. During each iteration, after removing basis states below the cutoff (see appendix B), our cyclic QSE code randomly adds new basis states to the reduced Hilbert space until it reaches some predetermined size, that we call the reduced Hilbert space size. The results are very sensitive to this size as we show in figure 15, where the horizontal axis is the reduced Hilbert space size. The plots in this figure show the largest absolute difference with second-order perturbation theory for different reduced Hilbert space sizes, with a range going from 200 to 1000 in increments of 100. Since our cyclic QSE code is random, we ran it one-hundred independent times at each reduced Hilbert space size to build up a distribution of results. For each plot in this figure, we show the cutoff we used in dashed blue, as usual. For each value of the reduced Hilbert space size, we plot the maximum largest differences encountered and join them with
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**Figure 15.** Plots of the distribution of largest difference between our cyclic QSE code and second-order perturbation theory for a range of sizes of the reduced Hilbert space. The color coding is the same as in figure 8.
a solid green line. Similarly, we plot the minimum largest differences with a solid green line. We further plot the average largest difference with a dotted red curve.

For the vacuum $\psi_0$ (top plot of figure 15), we see that once the reduced Hilbert space size is equal or greater than 600, our cyclic QSE code never misses any of the basis states above the cutoff. Below this size, it does occasionally miss a basis state. The solid green line begins at a value of approximately $7 \times 10^{-7}$ and remains there until a reduced size of 500. This means that at least once in the one-hundred independent runs, a basis state near the cutoff was missed. On the other hand, we can see by the red dotted line that this is not typical once the reduced size is 400 or greater. Even at 300, our cyclic QSE code typically only misses a basis state which is even closer to the cutoff, and therefore a less severe mistake. However, even when the reduced Hilbert space size is on the smaller size, the difference with second-order perturbation theory is still not very severe and only slightly above the cutoff.

The two particle eigenstate $\psi_{24,-24}$ turns out to do even better. The reason for this is, as we discussed in sections 1 and 2, that first-order perturbation theory finds all the basis states above the cutoff for this value of the coupling constant $\lambda$. Their coefficients are not correct yet, but they are all there. Therefore, all our cyclic QSE code needs to do is diagonalize the basis states found by first-order perturbation theory. We can see this in the middle plot of figure 15 where all three lines are right at the precision of the calculation. This is because all one-hundred independent trials gave exactly the same result, since only the diagonalization step was necessary. The cyclic part of the QSE code and the generation of random basis states to fill the reduced Hilbert space are both irrelevant, even overkill, for the two-particle eigenstate with our cutoff and value of $\lambda$. If a much lower cutoff had been used or a larger $\lambda$, then basis states contributing at second and higher order would begin to contribute above the cutoff and our cyclic QSE code would find them cyclically as it does for the vacuum and four-particle eigenstate. However, at this precision and $\lambda$, in one spatial dimension at least, it is unnecessary. This suggests that if this precision is sufficient for a calculation of an elastic $2 \rightarrow 2$ scattering amplitude in two or three spatial dimensions, it may be sufficient to find the eigenstates at first order, diagonalize them and take the inner product. Of course, we hasten to state that this suggestion must be tested.

The results for the four-particle eigenstate $\psi_{24,-8,8}$ are plotted in the bottom of figure 15 where we see that the size of the reduced Hilbert space is extremely significant for this eigenstate. This is due to the large number of important basis states missed at first order as well as their complex structures. The good news, however, is that these basis states can be found by our cyclic QSE code if we increase the size of the reduced Hilbert space. As we see in the plot, the general trend is towards smaller largest differences as the reduced space size increases. By the time the reduced Hilbert space size is 1000, the maximum largest difference out of one-hundred independent trials is only $2 \times 10^{-4}$, where the cutoff was $1 \times 10^{-2}$ and the average was half of that. On the other hand, when the reduced Hilbert space size is small even the minimum largest difference is significantly above the cutoff, even by an order of magnitude when the size is 200.

Although larger reduced Hilbert space sizes can always be used to increase confidence in the results, this also results in an increase in the time it takes to do the calculation. The reason is that the reduced Hilbert space size directly determines the matrix size, as discussed in section 4. In figure 16, we show a plot of the time it takes our cyclic QSE code per cycle as a function of the size of the reduced Hilbert space. We can see that it is very well fit by a straight line on a log-log scale. This plot is complementary to the plot in figure 14.

As a final note, we would like to explore how the efficiency of our cyclic QSE method compares with perturbation theory when the eigenvalue energy increases and the eigenstate rises higher above the vacuum. We will see that our cyclic QSE code is not very strongly affected by an increase in energy while perturbation theory is. However, to make this comparison more striking, we will use hindsight to tune perturbation theory to be as efficient as possible. To clarify, we will first describe two sets of parameters that have a large influence on the efficiency of perturbation theory but have very little effect on our cyclic QSE code. Strictly speaking, in perturbation theory, we should calculate the contribution of all basis states connected to the main basis state by some number of applications of the Hamiltonian (1 at first order, 2 at second order and so on). So, this means that we should consider all basis states with free energy all the way down to zero and all the way up to infinity. Of course, this is impossible. We have to cut this off for perturbation theory to finish in finite time. Furthermore, only a tiny number of these basis states are important, as we have discussed. So, we have a $E_{\text{min}}$ and $E_{\text{max}}$ in our perturbation theory code that restricts the range of basis states included in the perturbative calculations. We also have these parameters for the cyclic QSE code, but we have found very little sensitivity to them (as long as they are low and high enough, respectively). The reason is clear; the QSE code only deals with basis states connected to the basis states in the reduced Hilbert space by an application of the Hamiltonian. So, if the basis states in the reduced Hilbert space are not very high in free energy, then it is not likely to choose a basis state far above them. For the previous sections of this paper, we used an $E_{\text{min}} = 0$ and an $E_{\text{max}} = 80m$. We could have raised $E_{\text{min}}$ for $\psi_{24,-24}$ and $\psi_{24,-8,8,-8}$ but we wanted to allow the possibility that some basis states below the main basis state were above the cutoff. Indeed, there were several just below the cutoff.
There is another parameter important in the efficiency of the perturbative code. It is \( N_{\text{max}} \), the maximum number of free particles in a basis state. Strictly speaking, perturbation theory should consider all basis states connected by the Hamiltonian once or twice (for first or second order). This means that for \( \Psi_{24,-24} \) we should keep up to 6 free particles in our basis states at first order and up to 10 free particles at second order. For \( \Psi_{24,-8,\ldots,-8} \) we should keep up to 8 and 12 free particles at first and second order, respectively. In our calculations, up until this point, we have used an \( N_{\text{max}} = 10 \) which includes all possible basis states for \( \Psi_{24,-24} \) but falls slightly short for \( \Psi_{24,-8,\ldots,-8} \). We did this because choosing \( N_{\text{max}} = 12 \) just took longer than we wanted to wait, especially since we knew with hindsight that 12-particle basis states were not important for these eigenstates. However, we note that the timing plots in figures 14 and 16 and the times discussed in the text were for \( \Psi_{24,-24} \) and included the full perturbative calculation. On the other hand, with hindsight, we will reduce \( N_{\text{max}} \) to 6 for \( \Psi_{24,-24} \). As we can see in the plots of these eigenstates, higher multiplicity basis states are never above the cutoff for \( \lambda = 0.1m^2 \) and a cutoff of \( 1 \times 10^{-4} \). This will reduce the time for perturbation theory significantly. Although, it should be remembered that a slight increase in \( \lambda \) brings 8-particle basis states above the cutoff. So, the times we show for second-order perturbation theory are extremely generous to the perturbative time. On the other hand, we have found our cyclic QSE code to be largely insensitive to this parameter. Again, the reason is clear. Our QSE code only randomly chooses basis states connected to the basis states already in the reduced Hilbert space. And, it focuses more effort on those that are within \( \pm 2 \) free particles of those already in the reduced Hilbert space. So, as long as \( N_{\text{max}} \) is not too low, our cyclic QSE code is unaffected by this parameter.

In this comparison, then, we will push perturbation theory to near its efficiency limit. We have recalculated \( \Psi_{24,-24} \) with an \( E_{\text{min}} = 40m, E_{\text{max}} = 80m \) and \( N_{\text{max}} = 6 \). We then calculated the analogous eigenstate at twice the energy, namely \( \Psi_{24,-48} \). We did this calculation with \( E_{\text{min}} = 90m, E_{\text{max}} = 130m \) and \( N_{\text{max}} = 6 \). We also calculated the analogous eigenstate with four times the energy, namely \( \Psi_{96,-96} \) with \( E_{\text{min}} = 190m \) and \( E_{\text{max}} = 230m \) and \( N_{\text{max}} = 6 \). Before we did these calculations, we first did the calculations with more generous parameters to make sure that we wouldn’t miss any important basis states when we restricted to these more efficient parameters. On the other hand, we tried our cyclic QSE code both with the original parameters and with these more restricted ones and saw no significant difference in time. We have plotted the times for perturbation theory and our QSE code in figure 17. We have plotted the time it takes first- and second-order perturbation theory in blue and orange, respectively. We see that first-order perturbation theory is much faster than our cyclic QSE code and second-order perturbation theory as before, but it increases in time as the eigenstate grows higher in energy. With our very restrictive settings, the slope is not too steep and we do not expect it to cross the time it takes for our cyclic QSE code until quite high energies. Second-order perturbation theory continues to take longer than our QSE code and also increases in time as the eigenstate increases in energy. It also has a fairly shallow slope for these extreme parameter choices. However, on the other hand, we see a remarkable feature of our QSE code plotted in green. It is essentially flat! Our cyclic QSE code is largely insensitive to the height of the eigenstate above the vacuum. The reason for this is that the QSE code doesn’t try to calculate everything. It just searches the Hilbert space near the basis states it already has that are above the cutoff.
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In section 1, we presented the results of our cyclic QSE code calculations of three eigenstates along with the first-order perturbative result. One of the eigenstates was the vacuum $\Psi_{0}$, while two were ‘high’ above the vacuum. The first was the eigenstate $\Psi_{24,-24}$ with two particles of momentum $24m$ and $-24m$, where $m$ is the mass parameter in the theory. The second eigenstate was $\Psi_{24,-8,-8,8}$, a parity-symmetric four-particle eigenstate with one particle of momentum $24m$ and the other three of momentum $-8m$. We chose these two because they were potentially the type of eigenstates that could represent in and out states of a scattering S-Matrix element. We plotted these eigenstates in figure 1 along with the first-order perturbative approximation to them. In the text, we described and compared and contrasted them. We pointed out that although first-order perturbation theory failed to find many of the important basis states to the eigenstates (because they did not contribute until second order), our cyclic QSE code did find them. We also pointed out that our cyclic QSE code obtained different coefficients for the basis states that were found by both it and first-order perturbation theory and claimed that the difference in coefficients was due to higher-order perturbative corrections.

We ended this section with a calculation of the inner product between $\Psi_{24,-24}$ and $\Psi_{24,-8,-8,8}$ (the S-Matrix between these eigenstates) and found that it was nonzero using the first-order perturbative results and was consistent with zero using the results of our cyclic QSE code. Furthermore, we pointed out that the inner product should be zero because the energies of these eigenstates ($48.042m$ and $48.209m$) were not the same and, therefore, by energy conservation, it must be zero. We noted that the reason first-order perturbation theory did not give a zero result is that we truncated the first-order perturbative state at a cutoff on the coefficients. So, the first-order perturbative calculation of the inner product was not complete in this sense. On the other hand, although our cyclic QSE code also only kept basis states above the cutoff, unlike first-order perturbation theory, it had an essentially complete set of basis states above the cutoff, including basis states that contribute at second order. Moreover, it had more correct coefficients for those basis states. Together, these properties allow it to achieve a more accurate result for the inner product. Indeed, the inner product using the results of the cyclic QSE code was in agreement with what we expect, which is zero.

In section 2, we compare the results of our cyclic QSE code with second- and third-order perturbation theory. In figure 3, we show the difference in coefficients for each basis state at first order on the left and with second order on the right. We show that although the results of our QSE code disagrees with first-order perturbation theory, it is in full agreement with second and third order for the vacuum $\Psi_{0}$, and the two-particle eigenstate $\Psi_{24,-24}$. For the four-particle eigenstate $\Psi_{24,-8,-8,8}$, we show that the agreement with second-order perturbation theory is much better than with first order, but that there are four basis states that are still not in full agreement. We point out that this is due to the random nature of our cyclic QSE code but that these missed basis states are very near the cutoff while basis states high above the cutoff are much more likely to be discovered by our QSE code. We point out that two things are happening as our QSE code works. The first is that it is discovering new basis states missed by first-order perturbation theory while the second is that it is diagonalizing the Hamiltonian with respect to whichever basis states it has found. Although both of these are typically important, we find that for the two-particle eigenstate $\Psi_{24,-24}$, for these parameter values and cutoff, all the important basis states are found by first-order perturbation theory. All that is necessary for this eigenstate is the diagonalization step. For this reason, our QSE code shoots directly to agreement with second-order perturbation.
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We ended this section with a calculation of the inner product between $\Psi_{24,-24}$ and $\Psi_{24,-8,-8,8}$ (the S-Matrix between these eigenstates) and found that it was nonzero using the first-order perturbative results and was consistent with zero using the results of our cyclic QSE code. Furthermore, we pointed out that the inner product should be zero because the energies of these eigenstates ($48.042m$ and $48.209m$) were not the same and, therefore, by energy conservation, it must be zero. We noted that the reason first-order perturbation theory did not give a zero result is that we truncated the first-order perturbative state at a cutoff on the coefficients. So, the first-order perturbative calculation of the inner product was not complete in this sense. On the other hand, although our cyclic QSE code also only kept basis states above the cutoff, unlike first-order perturbation theory, it had an essentially complete set of basis states above the cutoff, including basis states that contribute at second order. Moreover, it had more correct coefficients for those basis states. Together, these properties allow it to achieve a more accurate result for the inner product. Indeed, the inner product using the results of the cyclic QSE code was in agreement with what we expect, which is zero.

In section 2, we compare the results of our cyclic QSE code with second- and third-order perturbation theory. In figure 3, we show the difference in coefficients for each basis state at first order on the left and with second order on the right. We show that although the results of our QSE code disagrees with first-order perturbation theory, it is in full agreement with second and third order for the vacuum $\Psi_{0}$, and the two-particle eigenstate $\Psi_{24,-24}$. For the four-particle eigenstate $\Psi_{24,-8,-8,8}$, we show that the agreement with second-order perturbation theory is much better than with first order, but that there are four basis states that are still not in full agreement. We point out that this is due to the random nature of our cyclic QSE code but that these missed basis states are very near the cutoff while basis states high above the cutoff are much more likely to be discovered by our QSE code. We point out that two things are happening as our QSE code works. The first is that it is discovering new basis states missed by first-order perturbation theory while the second is that it is diagonalizing the Hamiltonian with respect to whichever basis states it has found. Although both of these are typically important, we find that for the two-particle eigenstate $\Psi_{24,-24}$, for these parameter values and cutoff, all the important basis states are found by first-order perturbation theory. All that is necessary for this eigenstate is the diagonalization step. For this reason, our QSE code shoots directly to agreement with second-order perturbation.
theory on the first iteration, as seen in the middle plot of figure 5. On the other hand, for the vacuum and the four-particle eigenstate, our QSE code fills in most of the missing basis states in the first few iterations as seen in figure 4 and figure 5. Since the agreement with second-order perturbation theory is better than that of first-order, we take this as a sign that our cyclic QSE code is working properly.

In section 3, we scanned over the value of $\lambda$ and plotted the eigenstates for several values in figure 6. We described the dependence of several basis states for each eigenstate on $\lambda$ and how its growth related to first- or second-order perturbation theory. In particular, we showed that basis states connected to the main basis state by one application of the Hamiltonian grew linearly with $\lambda$, when $\lambda$ was small and perturbative. On the other hand, we showed that basis states connected to the main basis state by two applications of the Hamiltonian grew quadratically with $\lambda$ again when $\lambda$ was small and perturbative. We also noted that the deviation from linear or quadratic growth at higher $\lambda$ was due to the increasing importance of higher-order corrections. We also compared the results of our cyclic QSE code with second-order perturbation theory over the range of $\lambda$. Since our code is random in nature, we ran our code 100 independent times for each value of $\lambda$ and compared each independent run with second-order perturbation theory. We used these independent runs to build up a distribution of results. In figure 8, we plotted the range of largest differences between our QSE code and second-order perturbation theory. We showed that the vacuum and two-particle eigenstates, $\Psi_0$ and $\Psi_{24, \ldots, 24}$, are nearly always in agreement within the precision of the calculation. On the other hand, we showed that the comparison for the four-particle eigenstate gets worse as $\lambda$ increases and is in bad agreement for $\lambda \gtrsim 0.1 m^2$. We noted that this was due to increasingly missing important basis states as $\lambda$ increases and was a severe challenge for this code properly constructing four-particle eigenstates such as this one. We suggested that it might be possible to further improve the QSE code for four-particle eigenstates and that that would be an important area of future research.

Finally, we also calculated the inner product of $\Psi_{24, \ldots, 24}$ and $\Psi_{24, \ldots, 8, \ldots, 8}$ for this range of $\lambda$ and plotted it in figure 9. Since this result potentially depends on the random nature of our cyclic QSE code, we calculated it for the 100 independent trials of our QSE code and show the range of values in this plot. We found the inner product to be in agreement with zero for the entire range of $\lambda$ and for all 100 trials at each value of $\lambda$. We noted that this was true even though we missed important basis states in $\Psi_{24, \ldots, 8, \ldots, 8}$ at large $\lambda$ because those missed basis states were below the cutoff in $\Psi_{24, \ldots, 24}$ and thus, did not contribute above the cutoff.

In section 4, we analyzed the dependence of our results on the momentum spacing $\Delta p$. We calculated the eigenstates at $\Delta p = 2m, 1m, 0.5m$ and $0.25m$ and show plots for three of these $\Delta p$ in figure 10. We noted several important features of these eigenstates as $\Delta p$ decreased. The first is that the shapes of the eigenstates are largely the same as $\Delta p$ decreases towards smaller values. This gives us some confidence that the results with large $\Delta p$ approximate the results when $\Delta p$ is small. Secondly, the density of basis states increases as $\Delta p$ decreases, filling in the gaps in the plots and resolving the structure with greater detail. We accounted for this by understanding the dependence of the free energy on $\Delta p$ through $F_T = \sum_n \sqrt{n^2 \Delta p^2 + m^2}$. Third, we found that the fall off of the basis states as their free energy increased was greater as $\Delta p$ became smaller. We picked this apart and found that this was due to the coefficients of the basis states decreasing as $\Delta p$ diminished. We claimed that this was mainly due to plotting the coefficients of the basis states directly rather than the coefficients normalized by the density of basis states. If we had instead plotted the coefficients normalized by the density of basis states, we believe the fall of the basis states would stabilize and approach a constant value as $\Delta p \to 0$. But, we noted that we do not yet know the correct density of basis states to use for this normalization. We believe this is an extremely important question to answer if we are to accurately calculate the limit of these eigenstates and the S-Matrix inner product between eigenstates as $\Delta p \to 0$ and plan to research it further in the future. We ended this section with a calculation of the inner product as a function of $\Delta p$ and plotted it in figure 13. We found that the first-order perturbative result continued to be greater than zero for the entire range that we analyzed while both second order and our cyclic QSE code were both in agreement with zero at the precision of our calculation.

Again, this was encouraging that our QSE-code result was in agreement with the higher orders of perturbation theory as well as with expectation based on physical arguments of energy conservation as $\Delta p \to 0$.

In section 5, we explored the dependence of our code on the size of the reduced Hilbert space. As we did with the dependence on $\lambda$, we calculated the eigenstates 100 independent times with our cyclic QSE code for each value of the reduced Hilbert space size. We plotted the distribution of largest differences between the results of our QSE code and second-order perturbation theory in figure 15. We found that for the vacuum and two-particle eigenstate, $\Psi_0$, and $\Psi_{24, \ldots, 24}$, our cyclic QSE code was in very good agreement with second-order perturbation theory for a large range of sizes of reduced Hilbert spaces from 200 up to 1000. We even suggested this might be used to our advantage if we calculate elastic $2 \to 2$ scattering in two spatial dimensions. On the other hand, we found that the four-particle eigenstate $\Psi_{24, \ldots, 8, \ldots, 8}$ was extremely sensitive to the reduced Hilbert space size and that we only obtained good results for larger values on the order, or larger than, 1000. On the one hand, increasing the size of the reduced Hilbert space is a great way to improve the accuracy of the results coming from our QSE code. However, we note that, on the other hand, the time our QSE code takes to do the
calculation is exponentially sensitive to the reduced space size. We plotted the time it took versus the size of the reduced Hilbert space in figure 16.

Also in section 5, we studied how the efficiency of our cyclic QSE code was affected as the eigenstate increased in energy above the vacuum. We compared this with perturbation theory which took exponentially longer the higher the eigenstate was above the vacuum. This was because the density of basis states that must be checked increases exponentially as the free energy increases. On the other hand, we noted that the QSE code was essentially unaffected by an increase in the energy of the eigenstate. We claimed that this was because the QSE code does not try to calculate the contribution of every basis state in the vicinity. It simply searches nearby the basis states it already has and this algorithm seems to work well at a broad range of energies.

There are still several open questions that we feel are very important. We have already mentioned that the search algorithm for new basis states to add to the reduced Hilbert space needs to be improved for four-particle eigenstates if this method is to be useful for their calculation. We also mentioned that, in order to get the limit of these eigenstates and their inner products as $\Delta p \to 0$, it is imperative that we understand the density of basis states better and use it to normalize the coefficients of the basis states. However, there are others. Although this QSE method appears to work well at the values of $\Delta p$ that we have calculated and it appears that it scales better than perturbation theory as $\Delta p \to 0$ and as the eigenstate energy increases, it still grows too large for the very small values of $\Delta p$ that we are interested in. We obtained results as low as $\Delta p = 0.25 m$ in this project but we believe we eventually need to get $\Delta p$ down to perhaps around 0.01$m$ in order to get physically meaningful results in the continuum limit. We think this may be possible with this method on a supercomputer, but we also think there may be significant ways to yet improve on the algorithm itself. This will form a major line of our future research.

Beyond these points, it is our long-term goal to calculate non-trivial, non-zero S-matrix elements between scattering eigenstates. We were unable to do this in the present project because no two eigenstates were degenerate in energy where we could achieve both our QSE-code calculation as well as second- and even, at one value of $\Delta p$, third-order perturbation theory for comparison. In order to calculate non-zero inner products, we will either need to reduce $\Delta p$ to much smaller values where the eigenstates begin to overlap at the precision of the calculation or increase the spatial dimensions to two. In the latter case, there would always be multiple two-particle eigenstates with the same magnitude of momenta, and therefore (due to the rotational symmetry) the same energy. They would be degenerate. On the other hand, the added complexity of increasing the spatial dimension will be a challenge. However, we think that since we can control the granularity of the angle, we might make progress in this direction, and perhaps achieve a nonzero scattering matrix element. In any case, achieving a nonzero scattering amplitude is a major objective of our future research.

Although it is not the purpose of this paper to give the technical details of how to extract the scattering amplitude from the non-zero inner product, perhaps it would be good to give some insight into how we hope to do this in the future. Although our results will be effectively non-perturbative, our intended technique is based on the ideas of ‘old-fashioned’ perturbation theory. Our discussion follows Weinberg [31]. The S matrix can be split into a non-interacting piece and a scattering amplitude. In Weinberg’s very compact notation, this relation reads

$$S_{3\alpha} = \delta(\beta - \alpha) - 2i\pi\delta(E_\beta - E_\alpha)T_{3\alpha}^+, \tag{4}$$

where the greek symbols $\alpha$ and $\beta$ represent the full list of quantum numbers for all the particles in the in and out states, respectively. This includes the momenta, the spins, the charges and masses. When $\alpha = \beta$, the in and out states are exactly the same with no interaction. This is removed in the $\delta(\beta - \alpha)$ term. $T_{3\alpha}^+$ is the scattering amplitude, up to a total-momentum preserving delta function. It is given by the inner product

$$T_{3\alpha}^+ = (\Phi_\beta, V\Psi_\alpha^+), \tag{5}$$

where $\Phi_\beta$ is a free-particle state, analogous to our free-particle states $|p_1, \cdots|\Psi_\alpha^+$ is a scattering eigenstate, and $V$ is the potential, the interacting part of the Hamiltonian. In old-fashioned perturbation theory, the scattering eigenstate $\Psi_\alpha^+$ is expanded in a power-series in the coupling constant. At leading order, $\Psi_\alpha^+ = \Phi_\alpha$, and the leading order contribution is simply $(\Phi_\beta, V\Phi_\alpha)$, or using our discrete basis states, the leading order contribution to the scattering amplitude is given by

$$T_{3\alpha}^{+(0)} = (\beta|V|\alpha). \tag{6}$$

Consider, for example, the elastic scattering of two particles in our $\lambda\phi^4$ theory. The scattering eigenstate is dominated by the free two-particle basis state, say $|p_1, p_2\rangle$, therefore, the leading-order contribution to the elastic scattering amplitude is given by

$$T_{p_1 p_2}^{+(0)} = \langle p_1, p_2|V|p_1, p_2\rangle. \tag{7}$$

If we look at the potential of our Hamiltonian given in equation (C13), we find a term that is $\lambda a_1^+ a_2^+ a_3 a_4$, up to normalization factors. This term will annihilate the two particles in the free-particle state on the right, then re-
create them, leaving us with \( \lambda(p_1, p_2|p_1', p_2') = \lambda \), again up to normalization factors. But, this is the well-known elastic \( 2 \rightarrow 2 \) scattering amplitude at tree level in \( \lambda\phi^4 \) theory! The normalization factors will have to be accounted for properly, of course, but they are the discrete-momentum analogs of the factors in the continuum theory, which has already been worked out in old-fashioned perturbation theory. Naturally, we would like to go beyond tree level. In old-fashioned perturbation theory, we find \( \Psi_{\text{cut}} \) to higher order, as we have done in appendix D, showing the perturbative expansion in terms of the free-particle basis states in equations (D28) through (D30). We then plug these higher-order contributions into equation (5). As a result of these higher-order corrections to the scattering eigenstate, the scattering amplitude will pick up contributions from other basis states, and moreover, the contribution from each basis state will change slightly as higher orders in perturbation theory are included. Additionally, because the contributions of the basis states at higher orders are energy dependent, it will lead to energy dependence in the scattering amplitude.

So far, we are not stating anything new. All of this existed long ago, before Feynman diagrams were even introduced\(^{31}\). Our contribution is to suggest that these scattering eigenstates can be found more efficiently using the QSE algorithm and that the result will be effectively correct to all orders in perturbation theory, at least to the precision of the calculation, without doing the much more difficult perturbative calculations. In this paper, we have shown that we can reproduce the scattering eigenstates with the QSE method and we have shown that it is more efficient and scales much better than perturbation theory as the momentum spacing \( \Delta p \) decreases. Once we have constructed the scattering eigenstate, we can simply plug it into equation (5) to determine the scattering amplitude. We do this in the same way we would do it for perturbation theory, however, we simply do it all at once rather than order by order in the coupling constant. Of course, there will be challenges as we approach this result, both expected and unexpected. Among the most important near-term expected challenges are that we will have to reduce the momentum spacing \( \Delta p \) to be very small and determine \( \lambda \) to be very small and determine \( E_{\text{cut}} \) was outlined in \( J. \ Phys. \ Commun. \ 2(2018)075010 \) N Christensen et al.

Appendix A. Truncated Hilbert space size

In \(^{10}\), after discretizing momentum space, the Hilbert space was truncated by setting an upper limit on the free-particle energy of the basis states. A limit on the number of particles to a maximum of two was also imposed. The reason this was done is that, when all the basis states are kept, even with a cutoff on the free energy of the basis states, the Hilbert space grows too rapidly and quickly overcomes the ability of computers to diagonalize. Indeed, it quickly overcomes the ability of computers to even store the Hamiltonian or the Hilbert space itself. For illustration, we have plotted the size of the truncated Hilbert space as a function of the cutoff on the free-particle energies of the basis states in the top plot of figure 18. We have done this for several momentum step sizes. For example, if we set the momentum step to \( \Delta p = 0.05m \), the Hilbert space already contains over 100 million state at a cutoff of only 12 m. We have also fit straight lines to the results on a log-log plot. As expected, we find that the slope of these lines increases as \( \Delta p \) becomes smaller. We have further plotted the slopes of these lines on the bottom plot of the same figure and fit a straight line to them on a log-log plot. We find that the slope grows roughly as \[ N(\Delta p) \sim E_{\text{cut}}^{\Delta p/m}, \]

which makes sense, since as \( \Delta p \rightarrow 0 \), the slope should become infinite.

On the other hand, in \(^{10}\), we showed that for reasonable results, \( \Delta p \) should be much smaller than \( m \) while \( E_{\text{cut}} \) should be much larger. This means that, in order to achieve good results with a reasonably small \( \Delta p \) and a reasonably high cutoff energy, while including multiple free particles in the basis states, we must find an alternative to diagonalizing the Hamiltonian while keeping all basis states below the cutoff. Such an alternative was outlined in \(^{9}\) and is called the Quasi-Sparse Eigenvector (QSE) method.
Appendix B. The cyclic QSE method

Since the QSE method has been described in detail in [9], we will review it here in the context of our own calculations and invite the reader to refer to [9] for more details on the method itself. Since we are interested in perturbative coupling, each scattering eigenstate is dominated by one basis state (see appendix D). For example, the vacuum approaches the 0-free-particle basis state in the limit \( \lambda \rightarrow 0 \). As the coupling constant turns on, other basis states begin to contribute. Schematically, a perturbative eigenstate looks like

\[
\psi = \sum_{i} c_i |i\rangle
\]

where \( |m\rangle \) is the main basis state, \( |b_i^{(1)}\rangle \) is a basis state contributing at first order, \( |b_i^{(2)}\rangle \) is a basis state contributing at second order, and so on. Although these sums are infinite, the contribution of the vast majority of the basis states is negligible, either because of the smallness of \( \lambda^n \) or because of the smallness of \( c_i \), which depends on the Hamiltonian matrix elements between basis states and inversely on their energy differences. (See appendix D for details.)

Since calculations using these eigenstates will have working precisions, it does not make sense to keep or use basis states whose contributions are below that working precision. So, if possible, we would like to truncate the full eigenstate by keeping only the basis states whose contributions to the eigenstate is greater than the precision of the calculation. We will call this the cutoff on the basis states. After throwing away any basis states whose contribution is smaller than the cutoff, we have something like
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\]
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spacing \( \Delta p \), we might have \( N_1 + N_2 + N_3 \) on the order of one-hundred to one-thousand, out of the infinite number of possible basis states in the full Hilbert space. If possible, we would like to calculate only the contributions from these basis states in perturbation theory, however, unfortunately, we do not know, a priori, which basis states are above the cutoff. So, we must calculate them all, or at least all of the basis states below some reasonable energy cutoff and throw away any below the precision cutoff. Unfortunately, above first order, this is a very inefficient process and we would like to find something better.

What we would like is a search algorithm that explores the Hilbert space and extracts the most important basis states. Once we have these, we can simply construct the Hamiltonian matrix in this reduced Hilbert space and directly diagonalize it. This is what the QSE method does. It accomplishes this cyclically, with each cycle getting closer to the complete set of most important basis states. This algorithm works in the following five steps:

1. Begin with a seed for the scattering state. This seed could be as simple as the main basis state, but since first-order perturbation theory is so efficient, we begin with the first-order perturbative result. Of course, this is not yet sufficiently accurate for our purposes.

2. Remove from the current scattering state all basis states whose contributions are below the desired precision cutoff. Call the remaining basis states the reduced Hilbert space.

3. Randomly add new basis states to the reduced Hilbert space. Do this by choosing random basis states that are already in the reduced Hilbert space and act on them with a randomly chosen operator from the Hamiltonian. This results in a new basis state chosen randomly from the Hilbert space which is, however, close to the basis states already in the reduced Hilbert space.

4. Construct the Hamiltonian matrix with the new reduced Hilbert space and diagonalize.

5. Repeat steps 2–4 until the scattering state is achieved.

The original authors of [9] were not considering scattering states or scattering amplitudes. In fact, their interest was in non-perturbative results. Since every cycle of the QSE method potentially reaches a higher order of perturbation theory and it potentially constructs all the basis states above the precision cutoff, we say that it is ‘effectively’ non-perturbative. However, if the coupling constant were truly above the perturbative range where each higher order in the perturbative series was more important, not less, it is not clear to us how this method can work. Therefore, we do not believe it is truly non-perturbative in a strict sense. It is only effectively non-perturbative in the perturbative regime. As far as we can tell, the coupling can be large, but must still be perturbative for this method to work.

In the rest of this appendix, we’ll give details of how we choose a random basis state from the reduced Hilbert space and how we choose a random operator from the Hamiltonian. Perhaps a reader will have a clever idea for improving it. We will begin with our method for choosing a random basis state. Each time we choose a basis state from the reduced Hilbert space, we begin by randomly choosing an integer. If it is odd, then we choose a random basis state from the reduced Hilbert space with a flat distribution where they are all equally likely. If the random integer is even, then we choose a basis state from the reduced Hilbert space weighted according to the log of their absolute coefficients. We do this using a simple Monte-Carlo technique. We first randomly choose a test basis state with a flat distribution. We then choose a random number between the log of the precision cutoff (because the cutoff is less than one, this is a negative number) and zero. If this random number is less than the log of the absolute value of the coefficient of the test basis state then we keep it. If it is above it, we discard it and randomly choose a new test basis state. We do this until we keep one.

Once we have a basis state chosen randomly from the reduced Hilbert space, we need to randomly choose an operator from the Hamiltonian in equation (C13) to generate a new basis state that we add to the reduced Hilbert space. Our first step is to choose a random integer between 0 and 13. If it is 0, we use the operator \( a_{-p_1} a_{-p_2} a_{-p_3} a_{-p_4} \) which annihilates four momenta. We will come back to how we choose the momenta shortly. First, we complete how we choose which operator we use. If the integer is equal to 1, 2 or 3, we use the operator \( a_{p_1} a_{-p_2} a_{-p_3} a_{-p_4} \) which annihilates three momenta and creates one new momentum. This reduces the number of free particles in the basis state by two and we have found that our code is more successful focusing on basis states with only two more, two fewer particles, or the same number of particles. This is the reason we choose this operator three times more often than the one that annihilates four momenta. In a similar vein, if the integer is equal to 4, 5 or 6, we use the operator \( a_{p_1} a_{p_2} a_{-p_3} a_{-p_4} \) which annihilates two momenta and creates two new momenta. This operator does not change the number of free particles in the basis state. It only changes one or two of the momenta. If the integer is equal to 7, 8 or 9, we use the operator \( a_{p_1} a_{p_2} a_{p_3} a_{-p_4} \) which annihilates one momentum and creates three new momenta. This operator increases the number of free particles in the basis state by two. If the integer is equal to 10, we use the operator \( a_{p_1} a_{p_2} a_{p_3} a_{p_4} \) which creates four new momenta and, as a result, increases the number of free particles in the basis state by four. Again, since we find this is less
important, we choose this operator less frequently. Finally, if the integer is equal to 11, 12 or 13, we choose a special form of the operator $a^\dagger_1 a^\dagger_2 a^\dagger_3 a^\dagger_4 a_1 a_2 a_3 a_4$ which simply shifts exactly two momenta by $\pm \Delta p$. We will describe it in further detail below, but we find this to be one of the most important operators to fill in important basis states directly adjacent to the current basis states in the eigenstate. If any of these operations are unsuccessful, we simply return to the beginning and choose a random new basis state from the reduced Hilbert space and a random new operator from the Hamiltonian. We continue doing this until we fill the requested number of basis states.

When the operator $a_1 a_2 a_3 a_4$ is chosen, we make a list of all combinations of three momenta from the basis state. If no such combination can be found (for example if it is a 2-particle basis state), the function returns failure and the code chooses a new basis state and a new operator as discussed in the previous paragraph. If it does find some momentum combinations that do not annihilate the basis state, then it randomly chooses one of them and annihilates the four corresponding free particles from the basis state. It then returns this as a new basis state that is added to the reduced Hilbert space.

If the operator $a^\dagger_1 a^\dagger_2 a^\dagger_3 a^\dagger_4 a_1 a_2 a_3 a_4$ is chosen, it makes a list of all combinations of three momenta from the basis state. It then randomly chooses one of these combinations and creates a free particle with a momentum equal to the sum of the three momenta. This is followed by annihilations of the three momenta. If this is successful, the new basis state is returned, else failure and the code starts its search for a new basis state over.

If the operator $a^\dagger_1 a^\dagger_2 a^\dagger_3 a^\dagger_4 a_1 a_2 a_3 a_4$ is chosen, first make a list of all combinations of two momenta from the basis state. These two basis states will be annihilated. We then randomly choose a momentum between $-E_{\text{max}}$ and $E_{\text{max}}$, which is a parameter that we can adjust. We always set it to be higher than the highest basis state contributing above the precision cutoff. For example, for the eigenstates shown in figure 1, we set $E_{\text{max}}$ to be 80 m. This should be more than sufficient since the basis state energy is the sum of the energy of all the momenta in it. One individual particle always has a much smaller momentum than this. However, we keep this relatively high $E_{\text{max}}$ to be on the safe side. This same $E_{\text{max}}$ is used for the rest of the operators we discuss in this appendix. Once this random new momentum is chosen, the final momentum is given the value $p_1 = p_3 + p_4 - p_2$, where $p_1$ and $p_4$ are the momenta chosen from those already existing and $p_3$ is the momentum randomly chosen between $\pm E_{\text{max}}$. We then create two new free particles with momenta $p_1$ and $p_3$ followed by annihilation of free particles with momenta $p_3$ and $p_4$. If this is successful, we return the new basis state, if not, we return failure.

When the operator $a^\dagger_1 a^\dagger_2 a^\dagger_3 a^\dagger_4 a_1 a_2 a_3 a_4$ is chosen, we begin by randomly choosing one of the momenta in the basis state. We then choose two new momenta, each randomly between $-E_{\text{max}}$ and $E_{\text{max}}$. The final momentum is taken as $p_1 = p_4 - p_3 - p_2$. Three new free particles are created with momenta $p_1, p_2, p_4$ and $p_3$ followed by one annihilation of a free particle with momentum $p_4$. If this is successful, the new basis state is returned, else failure is returned.

Finally, if the special operator is chosen that simply shifts exactly two momenta by $\pm \Delta p$, then two of the momenta from the basis state are randomly chosen, say $p_1$ and $p_2$. Free particles with momenta $p_1$ and $p_2$ are annihilated and two new free particles with momenta $p_1 + \Delta p$ and $p_2 - \Delta p$ are created. If this is successful, the new basis state is returned. If not, failure is returned.

Appendix C. The $\lambda \phi^4$ theory

We already worked out the discrete Hamiltonian of our theory in two spacetime dimensions in section 1 of [10]. However, we make one modification in the present paper. We renormalize the mass in order to cancel the second term of equation (10) in that paper. We review the derivation and explain the modification here.
We begin with the Lagrangian of our theory
\[ \mathcal{L} = \frac{1}{2} \partial_\mu \phi \partial^\mu \phi - \frac{1}{2} m^2 \phi^2 - \frac{\lambda}{4!} \phi^4, \]  
which, after Legendre transformation, gives the Hamiltonian
\[ H = \int dx \left[ \frac{1}{2} \left( \frac{\partial \phi}{\partial t} \right)^2 + \frac{1}{2} \left( \frac{\partial \phi}{\partial x} \right)^2 + \frac{1}{2} m^2 \phi^2 + \frac{\lambda}{24} \phi^4 \right]. \]
As before we replace the field \( \phi \) with a linear combination of creation and annihilation operators
\[ \phi (x) = \int \frac{dp}{2\pi \sqrt{2\omega}} [a(p)e^{i(x-vt)} + a^\dagger (p)e^{-i(x-vt)}], \]
where \( \Delta \) is the momentum step size and \( \Delta m = m \). After inserting this definition of the fields, expanding and normal ordering, we get the following contribution from the bare-mass term
\[ \int dx \frac{1}{2} m^2 \phi^2 = \frac{1}{2} \int \frac{dp}{(2\pi)(2\omega)} p^2 [a_p a_- e^{i2\omega t} + 2a_p a_p^\dagger + a_p^\dagger a_p^\dagger e^{-i2\omega t}], \]
where we have dropped a non-dynamical constant term. On the other hand, the \( \lambda \phi^4 \) term, after normal ordering, also gives terms quadratic in the creation and annihilation operators, namely
\[ \int dx \frac{\lambda}{24} \phi^4 = \frac{1}{2} \int \frac{dp}{(2\pi)(2\omega)} \Delta m^2 [a_p a_- e^{i2\omega t} + 2a_p a_p^\dagger + a_p^\dagger a_p^\dagger e^{-i2\omega t}] + \ldots, \]
where the dots represent the terms with four creation and annihilation operators that will not contribute to the renormalization of mass. We have again dropped a non-dynamical constant term and defined
\[ \Delta m^2 = \frac{\lambda}{4} \int \frac{dp'}{(2\pi)} \omega'. \]
We see that the contribution to the Hamiltonian in equation (C6) has exactly the same form as the contribution from the bare-mass term in equation (C5), therefore, it has the effect of renormalizing the mass. We now take
\[ \tilde{m}^2 = m^2 + \Delta m^2. \]
We continue here with the rest of the textbook derivation of the free part of the Hamiltonian for the convenience of the reader. The contribution from the spatial derivative is given by
\[ \int dx \frac{1}{2} \left( \frac{\partial \phi}{\partial x} \right)^2 = \frac{1}{2} \int \frac{dp}{(2\pi)(2\omega)} \omega^2 [a_p a_- e^{i2\omega t} + 2a_p a_p^\dagger + a_p^\dagger a_p^\dagger e^{-i2\omega t}], \]
where an overall non-dynamical constant has been dropped. When this is combined with the \( m^2 \) contribution from equation (C5) and the \( \phi^4 \) contribution from equation (C6), we can use \( \omega^2 = p^2 + \tilde{m}^2 \) to obtain
\[ \int dx \left[ \frac{1}{2} \left( \frac{\partial \phi}{\partial x} \right)^2 + \frac{1}{2} m^2 \phi^2 + \frac{\lambda}{24} \phi^4 \right] = \frac{1}{2} \int \frac{dp}{(2\pi)(2\omega)} \omega^2 [a_p a_- e^{i2\omega t} + 2a_p a_p^\dagger + a_p^\dagger a_p^\dagger e^{-i2\omega t}] + \ldots. \]
Finally, the time derivative term gives
\[ \int dx \left[ \frac{1}{2} \left( \frac{\partial \phi}{\partial t} \right)^2 = \frac{1}{2} \int \frac{dp}{(2\pi)(2\omega)} \omega^2 [-a_p a_- e^{i2\omega t} + 2a_p a_p^\dagger - a_p^\dagger a_p^\dagger e^{-i2\omega t}], \]}
where, as usual, we drop a non-dynamical constant. We see that the first and third terms cancel between the time derivative contribution and the other contributions while the second term adds. Our final result is
\[ H = \int \frac{dp}{(2\pi)} \omega a_p a_p^\dagger + \ldots, \]
where the dots, again, represent the terms with four creation and annihilation operators coming from the interaction.

The final step, for our purposes, is to discretize momentum space. We do this by taking
\[ \int dp / (2\pi) \rightarrow \sum_p \Delta p \text{ and } 2\pi \delta (p) \rightarrow \delta_p / \Delta p, \]}
where \( \Delta p \) is the momentum step size and \( \delta_p \) is the Kronecker delta (equal to 1 if \( p = 0 \) and 0, otherwise). Consequently, we take \( a(p) \rightarrow a_p / \sqrt{\Delta p} \) and \( a^\dagger (p) \rightarrow a_p^\dagger / \sqrt{\Delta p} \) for the discrete creation and annihilation operators and find \([a_p, a_p^\dagger] = \delta_{p,p'}\). With this, the final discrete Hamiltonian is
\[ H = \sum_p \omega_q^p a_p^+ a_p + \frac{\lambda \Delta p}{96} \sum_{p_1 + p_2 + p_3 + p_4 = 0} \frac{1}{\sqrt{\omega_1 \omega_2 \omega_3 \omega_4}} \left[ a_{-p_1} a_{-p_2} a_{-p_3} a_{-p_4} e^{i(\omega_1 + \omega_2 + \omega_3 + \omega_4)t} + 4 a_{-p_1}^+ a_{-p_2} a_{-p_3} a_{-p_4} e^{i(-\omega_1 + \omega_2 + \omega_3 - \omega_4)t} + 4 a_{-p_1} a_{-p_2}^+ a_{-p_3} a_{-p_4} e^{i(-\omega_1 - \omega_2 + \omega_3 + \omega_4)t} + 6 a_{-p_1} a_{-p_2}^+ a_{-p_3}^+ a_{-p_4} e^{i(-\omega_1 - \omega_2 - \omega_3 + \omega_4)t} \right], \]

which is the same as equation (10) of [10], except that the second term (quadratic in creation and annihilation operators) has been dropped due to the present mass renormalization.

The reason we did not do this renormalization in [10] is that we only kept basis states with up to two free particles in [10]. A truncated Hilbert space with only zero-particle and two-particle basis states completely decouple after this mass renormalization. We kept the extra term in [10] in order to achieve more interesting results with this highly truncated space. However, now that we are including a large set of basis states, including basis states with greater numbers of free particles, it makes sense to use the renormalized mass from the beginning.

Before ending this appendix, we briefly describe our basis states. They are the same as in [10], however, in this paper, we will write our basis states as \( |p_1, p_2, \ldots, p_n \rangle \) where \( p_1, p_2, \ldots, p_n \) is the list of the momenta of the free particles, where we have dropped the vector symbols for convenience since we are working in 1 spatial dimension. Moreover, because we are dealing with bosons, the order does not matter. In the \( |p_1, p_2, \ldots, p_n \rangle \) example, there are \( n \) free particles. Some of the momenta could be the same. If this is the case, that momentum is listed multiple times. If there are no particles in the basis state, it is written \( |0 \rangle \) and called the vacuum. These basis states are eigenstates of the free part of the Hamiltonian, namely \( \sum_p \omega_p a_p^+ a_p \). We call their free-Hamiltonian eigenvalue the free energy of the basis state and write it as \( \omega_p \). It is simply the sum of the free energy \( \omega_p \) for each particle.

The creation and annihilation operators acting on these states give
\[ a_p^+ |\cdots, p, \cdots \rangle = \sqrt{\sqrt{\omega_p}} |\cdots, p, \cdots \rangle, \]
\[ a_p |\cdots, p, \cdots \rangle = \sqrt{\sqrt{\omega_p}} |\cdots, \cdots \rangle, \]
where \( n_p \) is the number of times the momentum \( p \) appears in the state. (We have only showed it explicitly once, but there may be others in the \( \cdots \)). If it does not appear at all, then \( n_p = 0 \). The Hamiltonian matrix is then constructed by sandwiching the Hamiltonian operator in equation (C13) between all pairs of basis states in the (truncated or reduced) Hilbert space. The inner product between two states is equal to 1 if they have exactly the same list of momenta (although, again, the order does not matter) and 0 otherwise.

### Appendix D. Perturbative solution

In this appendix, for completeness, we review time-independent perturbation theory, which can be found in many textbooks (e.g. [30]). The Schrödinger equation can be written
\[ H|\psi\rangle = E|\psi\rangle, \]
where \( H \) is the Hamiltonian, \( |\psi\rangle \) is an eigenstate and \( E \) is the associated eigenenergy. We assume that the Hamiltonian can be written
\[ H = H_o + \lambda V, \]
where \( H_o \) is the free Hamiltonian and is assumed exactly solvable, \( \lambda \) is a small coupling constant and \( \lambda V \) is the interaction part of the Hamiltonian. Because \( \lambda \) is small, we can expand the eigenstate and the energy as a power series in \( \lambda \) as in
\[ |\psi\rangle = |\psi^0\rangle + \lambda |\psi^1\rangle + \lambda^2 |\psi^2\rangle + \cdots \]
\[ E = E^0 + \lambda E^1 + \lambda^2 E^2 + \cdots, \]
where the superscript on \( \psi \) and \( E \) are labels and not powers. Plugging these expansions into the Schrödinger equation, we obtain
\[ (H_o + \lambda V)(|\psi^0\rangle + \lambda |\psi^1\rangle + \lambda^2 |\psi^2\rangle + \cdots) = (E^0 + \lambda E^1 + \lambda^2 E^2 + \cdots)|\psi^0\rangle + \lambda |\psi^1\rangle + \lambda^2 |\psi^2\rangle + \cdots. \]

Since this equation must be satisfied for any value of the coupling constant \( \lambda \), it must be satisfied order by order in \( \lambda \). Therefore, we get the system of equations
It turns out that this system of equations can be solved recursively. We do this by introducing the eigenstates of the free Hamiltonian as a complete set of basis states. We will call these basis states \( |b_0\rangle, |b_1\rangle, |b_2\rangle, \ldots \) and their associated free Hamiltonian eigenvalues (their free energies) \( \omega_0, \omega_1, \omega_2, \ldots \) so that \( H_f |b_j\rangle = \omega_j |b_j\rangle \).

We have seen above in equation (D6) that \( |\psi^0\rangle \) is an eigenstate of the free Hamiltonian, therefore, for notational convenience, we take it to be \( |b_0\rangle \). This tells us that

\[
E^0 = \omega_0. \tag{D7}
\]

We next expand \( |\psi^j\rangle \) in terms of the basis states so that

\[
|\psi^j\rangle = \sum_j c_j^j |b_j\rangle, \tag{D8}
\]

where \( c_j^j \) are the coefficients of the basis states. We plug this into the second line of equation (D6) to obtain, after moving \( |\psi^j\rangle \) to the left and \( |\psi^0\rangle \) to the right,

\[
\sum_j c_j^j (\omega_j - \omega_0) |b_j\rangle = (E^j - V) |b_0\rangle. \tag{D9}
\]

We can see that this equation does not determine the coefficient of \( |b_0\rangle, c_0^0 \), because that term drops out of the left side \( (\omega_0 - \omega_0 = 0) \). In fact, if we take the inner product of this equation with \( \langle b_0\rangle \), we obtain the equation

\[
E^1 = \langle b_0 | V | b_0 \rangle, \tag{D10}
\]

which determines the first-order contribution to the energy. However, we would get this even if the sum over \( j \) in equation (D8) did not include \( j = 0 \). In fact, there is no way to determine \( c_0^j \) from the perturbation series. It is not unique. This is a result of the perturbation series itself not being unique. In fact, we can multiply the eigenstate \( |\psi\rangle \) by any constant function (that passes through the Hamiltonian) and it will still be an eigenstate. For example, we consider

\[
|\tilde{\psi}\rangle = (a_0 + \lambda a_1 + \lambda^2 a_2 + \cdots) |\psi\rangle. \tag{D11}
\]

We can see that this is also an eigenstate of \( H \) with the same eigenvalue

\[
H |\tilde{\psi}\rangle = E |\tilde{\psi}\rangle. \tag{D12}
\]

We can use this freedom to completely remove the basis state \( |b_0\rangle \) from all but the leading order solution. To see this, suppose \( |\psi^j\rangle \) has a nonzero \( c_0^j \). Now, consider the expansion of \( |\tilde{\psi}\rangle \) in a power series in \( \lambda \). It is given by

\[
|\tilde{\psi}\rangle = a_0 |\psi^0\rangle + \lambda (a_1 |\psi^1\rangle + a_0 |\psi^0\rangle) + \cdots, \tag{D13}
\]

or, after plugging in the expansion in the basis states and focusing on \( |\psi^1\rangle \), we have

\[
|\tilde{\psi}^1\rangle = a_0 |b_0\rangle + a_0 \sum_j c_j^1 |b_j\rangle. \tag{D14}
\]

Therefore, we can completely remove \( |b_0\rangle \) from \( |\tilde{\psi}^1\rangle \) by taking

\[
a_0 = -a_0 c_0^1. \tag{D15}
\]

We can do this, order by order, so that the only place \( |b_0\rangle \) appears is in \( |\tilde{\psi}^0\rangle \). For the rest of this section, we will assume that this has been done and drop the tilde.

Returning to equation (D8), we now write

\[
|\psi^j\rangle = \sum_{j \neq 0} c_j^j |b_j\rangle. \tag{D16}
\]

We again plug this into the second line of equation (D6) to obtain,

\[
\sum_{j \neq 0} c_j^j (\omega_j - \omega_0) |b_j\rangle = (E^j - V) |b_0\rangle. \tag{D17}
\]

If we take the inner product of this equation with \( \langle b_0\rangle \), we obtain the first-order contribution to the energy,

\[
E^1 = \langle b_0 | V | \psi^0 \rangle, \tag{D18}
\]

where we have replaced \( |b_0\rangle \) with \( |\psi^0\rangle \), on the right. If we, on the other hand, take the inner product of equation (D17) with \( \langle b_j\rangle \), where \( j \neq 0 \), we obtain
Solving for $c_j$ gives us,

$$c_j = \frac{\langle b_j | V | \psi^0 \rangle}{\omega_j - \omega_0},$$

where we have again replaced $|b_0\rangle$ with $|\psi^0\rangle$ (and we are assuming that $|b_j\rangle$ is not degenerate with $|b_0\rangle$).

We will also do second order explicitly since an important new term appears in the coefficient. Taking

$$|\psi^2\rangle = \sum_{j=0} c_j^2 |b_j\rangle,$$

We plug this into the third line of equation (D6) to obtain,

$$\sum_{j=0} c_j^2 (\omega_j - \omega_0) |b_j\rangle = (E^2 - V) |\psi^1\rangle + E |\psi^0\rangle.$$

If we take the inner product of this equation with $\langle b_0\rangle$, we obtain the second-order contribution to the energy,

$$E^2 = \langle b_0 | V | \psi^1 \rangle.$$

If we take the inner product with $|b_j\rangle$ where $j \neq 0$, on the other hand, we obtain

$$c_j^2 (\omega_j - \omega_0) = -\langle b_j | V | \psi^1 \rangle + c_j^2 E^2,$$

so that

$$c_j^2 = \frac{1}{\omega_0 - \omega_j} (\langle b_j | V | \psi^1 \rangle - c_j^2 E^2).$$

Continuing in this way, we find the general nth-order energy

$$E^n = \langle b_0 | V | \psi^{n-1} \rangle,$$

where we remind the reader that

$$E = \sum_n \lambda^n E^n.$$

We also find the general nth-order eigenstate

$$c_j^n = \frac{1}{\omega_0 - \omega_j} \left( \langle b_j | V | \psi^{n-1} \rangle - \sum_{k=1}^{n-1} c_j^k E^{n-k} \right),$$

where

$$|\psi^n\rangle = \sum_{j=0} c_j^n |b_j\rangle$$

and

$$|\psi\rangle = \sum_n \lambda^n |\psi^n\rangle.$$

So far, we have only described non-degenerate perturbation theory, which is appropriate when none of the basis states are degenerate, or even nearly degenerate. However, this technique, as so far described, breaks down when a basis state is encountered whose free energy is close to that of the main basis state. The reason is that the difference in free energy $(\omega_0 - \omega_j)$ appears in the denominator of equation (D28) causing the coefficient to be inappropriately large. This signals the breakdown of non-degenerate perturbation theory. The textbook method for dealing with this (e.g. [30]) is to directly diagonalize the degenerate (or nearly degenerate) sector first and then apply the perturbative formulas to the eigenstates of that initial diagonalization along with the other non-degenerate basis states. However, this becomes complicated at higher orders of perturbation theory because the basis states may not be connected by just one factor of the potential. As a result, the diagonalization step may involve many other basis states that may not be degenerate or nearly degenerate. So, in fact, we must diagonalize a much larger sector. However, it is not clear, a priori, what basis states should be included in this diagonalization since it is no longer just the nearby basis states. Our approach is to simply calculate the coefficients using the naive formulas described in this section, realizing that some of them will be incorrectly large due to the breakdown of perturbation theory. However, after doing this naive perturbative calculation, we fortunately have a clear set of basis states that can be directly diagonalized. It may be larger than necessary, but it is certainly sufficient as it includes all the basis states connecting the main basis state and the degenerate and nearly degenerate basis states at the current order. So, after doing the naive perturbative calculation, we simply construct the Hamiltonian using the set of basis states coming from perturbation theory and directly diagonalize it. We do this for second- and third-order perturbation theory in this article. We do not diagonalize the
Hamiltonian for the first-order results because we do not run into a problem with degenerate basis states at first order. We use the perturbative formulas as is at first order.
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