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Abstract

We develop error-control based time integration algorithms for compressible fluid dynamics (CFD) applications and show that they are efficient and robust in both the accuracy-limited and stability-limited regime. Focusing on discontinuous spectral element semidiscretizations, we design new controllers for existing methods and for some new embedded Runge-Kutta pairs. We demonstrate the importance of choosing adequate controller parameters and provide a means to obtain these in practice. We compare a wide range of error-control-based methods, along with the common approach in which step size control is based on the Courant-Friedrichs-Lewy (CFL) number. The optimized methods give improved performance and naturally adopt a step size close to the maximum stable CFL number at loose tolerances, while additionally providing control of the temporal error at tighter tolerances. The numerical examples include challenging industrial CFD applications.
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1 Introduction

Systems of hyperbolic conservation laws are used to model many areas of science and engineering, such as fluid dynamics, acoustics, and electrodynamics. In practical applications, these systems must often be solved numerically. Explicit Runge-Kutta schemes are the most commonly used time discretizations for hyperbolic partial differential equations (PDEs), because of their efficiency and parallel scalability [24, 46, 51]. Overall efficiency of the method also depends on choosing a time step that is as large as possible while still satisfying stability and accuracy requirements. Since stability requirements are frequently more restrictive in this setting, hyperbolic PDE practitioners often adapt the time step size based on a desired Courant-Friedrichs-Lewy (CFL) number. The CFL number involves the ratio of the maximum characteristic speed to the mesh spacing, which is essentially a proxy for the norm of the Jacobian. The optimal CFL number depends on the space and time discretizations chosen, and possibly on the problem; it is often determined by trial and error.

On the other hand, time integration research has long emphasized the efficiency of error-based step size control. Much effort has gone into the design of embedded Runge-Kutta pairs and step size controllers for this purpose. Compared to CFL-based control, error-based control has the advantage of not requiring a manually-tuned CFL number and allowing for control of the temporal error when necessary. CFL-based control has the advantage of (usually) yielding near-optimal efficiency once the appropriate CFL value has been found, as long as the calculation is indeed stability-limited. Error-based step size control for convection-dominated problems has been attempted previously; see e.g., [7, 80]. An ideal time integration algorithm would achieve the efficiency of the CFL-based controller in the stability-limited regime without the need for manually-tuned parameters, while automatically reducing the step size if error control becomes a more restrictive requirement. In this work, we develop such algorithms in the context of computational fluid dynamics (CFD).

Specifically, we focus on low-storage Runge-Kutta pairs (reviewed in Sect. 2) combined with PID step size controllers (reviewed in Sect. 3) and spectral element methods. Spectral element methods can be very efficient for large-scale computations [5, 27, 32, 34, 79]. Because stability is a challenging issue for these schemes, a lot of effort has been devoted to developing energy stable (linearly stable) [3, 54, 78], and entropy stable (nonlinearly stable) spatial discretizations [13, 15, 20, 22, 23, 67, 71, 72]. Stable fully-discrete schemes can be obtained from these semi-discretizations by using a slight modification of classical time integration schemes, based on the relaxation approach [41, 63, 65, 66].

In the paradigm of CFL-based error control, a common approach to time integrator design is to seek a large region of absolute stability (see e.g., [21] for a recent example of this approach in the context of CFD). For error-based control, a large region of absolute stability is again important (for both the main method and the embedded method). Additionally, when automatic error control is used with step sizes near the stability limit, the concept of step size control stability becomes crucial to the design of the controller. We demonstrate the importance of choosing good step size controllers in Sect. 4. There exists some previous work on developing error-based step size control techniques for convection-dominated problems, principally by Berzins et al. [7, 80].
We compare some existing Runge-Kutta pairs in Sect. 5, and develop optimized Runge-Kutta pairs for discontinuous spectral element semidiscretizations of hyperbolic conservation laws in Sect. 6. The spectral element methods applied for the numerical experiments are implemented in the $hp$-adaptive, unstructured, curvilinear grid solver SSDC [55]. SSDC is built on top of the Portable and Extensible Toolkit for Scientific computing (PETSc) [6], its mesh topology abstraction (DMPLEX) [44], and its scalable ODE/DAE solver library [1]. Further details on the spatial semidiscretizations can be found in [13, 14, 20, 56, 57, 67]. We perform numerical experiments using the novel schemes in Sect. 7, both for the compressible Euler and Navier-Stokes equations. Finally, we summarize and discuss our results in Sect. 8. We contributed our optimized methods to the freely available open source library DifferentialEquations.jl [62] written in Julia [8].

2 Runge-Kutta Methods and Adaptive Time Stepping

Using the method of lines, a spatial semidiscretization of a hyperbolic PDE yields an ordinary differential equation (ODE) system

$$\begin{align*}
\frac{d}{dt} u(t) &= f(t, u(t)), \quad t \in (0, T), \\
u(0) &= u_0,
\end{align*}$$

(1)

where $u : [0, T] \to \mathbb{R}^m$ and $m$ is the number of degrees of freedom in the spatial discretization. An explicit first same as last (FSAL) Runge-Kutta pair with $s$ stages can be described by its Butcher tableau [12, 28]

$$\begin{array}{c|c} c & A \\ \hline b^T & \end{array}$$

(2)

where $A \in \mathbb{R}^{s \times s}$ is strictly lower-triangular, $b, c \in \mathbb{R}^s$, and $\hat{b} \in \mathbb{R}^{s+1}$. For (1), a step from $u^n \approx u(t_n)$ to $u^{n+1} \approx u(t_{n+1})$, where $t_{n+1} = t_n + \Delta t_n$, is given by

$$\begin{align*}
y_i &= u^n + \Delta t_n \sum_{j=1}^{i-1} a_{ij} f(t_n + c_j \Delta t_n, y_j), \\
u^{n+1} &= u^n + \Delta t_n \sum_{i=1}^s b_i f(t_n + c_i \Delta t_n, y_i), \quad i \in \{1, \ldots, s\}, \\
\hat{u}^{n+1} &= u^n + \Delta t_n \sum_{i=1}^s \hat{b}_i f(t_n + c_i \Delta t_n, y_i) + \hat{b}_{s+1} f(t_{n+1}, u^{n+1}).
\end{align*}$$

(3)

Here, $y_i$ are the stage values of the Runge-Kutta method and the difference $u - \hat{u}$ is used to estimate the local truncation error. If $\hat{b}_{s+1} = 0$, then (3) is an ordinary Runge-Kutta pair;
otherwise, it is referred to as an FSAL Runge-Kutta pair. The FSAL idea is to use the
derivative of the new solution as an additional input for the error estimator [19]. If the step
is accepted, this costs nothing since the value \( f(t_{n+1}, u^{n+1}) \) must be computed at the next
step anyway. Usually, for a main method of order \( q \), the embedded method is chosen to be
of order \( q = q - 1 \); i.e., the schemes are used in local extrapolation mode.

**Remark 1** There are different notations for FSAL methods. A common alternative to our
choice of using \( A \in \mathbb{R}^{s \times s} \), \( b, c \in \mathbb{R}^s \), and \( \tilde{b} \in \mathbb{R}^{s+1} \) is to embed the baseline \( s \)-stage Runge-
Kutta method in a method with \( s + 1 \) stages and Butcher coefficients

\[
\tilde{A} = \begin{pmatrix} A & 0 \\ b^T & 0 \end{pmatrix} \in \mathbb{R}^{(s+1) \times (s+1)}, \quad \tilde{b} = \begin{pmatrix} b \\ 0 \end{pmatrix} \in \mathbb{R}^{s+1}, \quad \tilde{c} = \begin{pmatrix} c \\ 1 \end{pmatrix} \in \mathbb{R}^{s+1}.
\]  

(4)

Then, the last row of \( \tilde{A} \) is equal to \( \tilde{b} \) and \( \tilde{b} \in \mathbb{R}^{s+1} \) can be defined as usual.

The common assumption \( \sum_j a_{ij} = c_i \) is used throughout this article. For methods with
error-based step size control, the initial step size is chosen using the algorithm described
in [28, p. 169].

### 2.1 Low-Storage Methods

A typical Runge-Kutta implementation requires simultaneous storage of all of the stages
and/or their derivatives. Each stage or derivative occupies \( m \) words; we refer to this
amount of storage (sufficient for holding a copy of the solution on the spatial grid at one
point in time) as a register. A low-storage Runge-Kutta method is one that can be imple-
mented using only a few registers; herein we consider methods that require just three or
four registers. Note that three registers are the fewest possible if one requires an error
estimator and the ability to reject a step.

We consider the low-storage method classes (with and without the FSAL technique):

- 3S*: three-register methods that include an error estimate;
- 3S*+: three-register methods that require a fourth register for the error estimate.

Let \( S_j \) denote a given storage register. The class 3S* methods, introduced in [40], can be
implemented using only three storage registers of size \( m \) if assignments of the form

\[
S_j \leftarrow S_j + f(t, S_j)
\]  

(5)
can be made with only \( m + o(m) \) memory. Otherwise, an additional register is required.
The 3S* method family is parameterized by the coefficients \( c_i, \gamma_{1,i}, \gamma_{2,i}, \gamma_{3,i}, \beta_i, \delta_i \) and can be
implemented as described in Algorithm 1. We will also use 3S* or 3S*+ to denote some
strong stability preserving (SSP) Runge-Kutta methods that can be implemented using a
slight modification of these algorithms, as described in [39].

The FSAL technique has been applied to low-storage methods in [53]; these schemes
append an FSAL stage to 3S* methods to get more coefficients for the embedded error
estimator.
All 3S*ₙ⁺ methods use an additional storage location for the embedded error estimator. If the embedded method is not used, they reduce to 3S* methods without an embedded scheme. Their low-storage implementation is delineated in Algorithm 2.

Algorithm 1 Minimum storage implementation of 3S* methods

\[ S_1 \leftarrow u^n, S_2 \leftarrow 0, S_3 \leftarrow u^n \]

for all \( i \in \{1, \ldots, s\} \) do

\[ S_2 \leftarrow S_2 + \delta^i S_1 \]

\[ S_1 \leftarrow y_i S_1 + y_i S_2 + \beta_i \Delta t_n f(t_n + c_i \Delta t_n, S_1) \]

end for

\[ u^{n+1} \leftarrow S_1 \]

\[ \hat{u}^{n+1} \leftarrow (S_2 + \delta^1 S_1 + \delta^{+1} S_3) / (\sum_{i=1}^{\hat{q}} \delta_i) \]

if \( \hat{b}_{s+1} \neq 0 \) then

\[ \hat{u}^{n+1} \leftarrow \hat{u}^{n+1} + \hat{b}_{s+1} \Delta t_n f(t_{n+1}, u^{n+1}) \]

end if

Algorithm 2 Minimum storage implementation of 3S*ₙ⁺ methods

\[ S_1 \leftarrow u^n, S_2 \leftarrow 0, S_3 \leftarrow u^n, S_4 \leftarrow u^n \]

for all \( i \in \{1, \ldots, s\} \) do

\[ S_2 \leftarrow S_2 + \delta^i S_1 \]

\[ S_1 \leftarrow y_i S_1 + y_i S_2 + \beta_i \Delta t_n f(t_n + c_i \Delta t_n, S_1) \]

\[ S_4 \leftarrow S_4 + \beta_4 \Delta t_n f(t_n + c_4 \Delta t_n, S_1) \]

end for

\[ u^{n+1} \leftarrow S_1 \]

\[ \hat{u}^{n+1} \leftarrow S_4 \]

if \( \hat{b}_{s+1} \neq 0 \) then

\[ \hat{u}^{n+1} \leftarrow \hat{u}^{n+1} + \hat{b}_{s+1} \Delta t_n f(t_{n+1}, u^{n+1}) \]

end if

2.2 Error-Based Step Size Control

We use step size controllers based on digital signal processing [25, 26, 73–75] implemented in PETSc [1, 6]. In particular, we use PID controllers that select a new time step using the formula

\[
\Delta t_{n+1} = e^{\beta_i/k} e^{\beta_i/k} e^{\beta_i/k} \Delta t_n, \tag{6}
\]

where \( q \) is the order of the main method, \( \hat{q} \) is the order of the embedded method (usually \( \hat{q} = q - 1 \)), \( k = \min(q, \hat{q}) + 1 \) (usually \( k = \hat{q} + 1 = q \)), \( \beta_i \) are the controller parameters, and

---

1 Open source libraries such as PETSc [1] and DifferentialEquations.jl [62] where we implemented a PID step size control, will usually limit the factor multiplying the time step size, e.g., using a limiter of the form \( f(x) = 1 + \arctan(x - 1) \) [76].
where \( m \) is the number of degrees of freedom in \( u \), and \( \varepsilon \) are the absolute and relative error tolerances, respectively. Some common controller parameters recommended in the literature are given in Table 1. Unless stated otherwise, we use equal absolute and relative error tolerances. The choice of the weighted/relative error estimate \( w_{n+1} \) is common in the literature [28, Equations (4.10) and (4.11)] and often the default choice in general purpose ODE software such as PETSc [1] or DifferentialEquations.jl [62]. This choice of \( w_{n+1} \) allows to decouple the time integration parameters from a possible spatial semidiscretization. In contrast to a quadrature-based approach, it weighs degrees of freedom of different refinement levels in the same way, which can be beneficial, since refined regions (of interest) are not weighed less than coarse regions (without interesting solution features).

If the factor multiplying the old time step \( \Delta t_n \) is too small or the solution is out of physical bounds, e.g., because of negative density/pressure in CFD, the step is rejected and retried with a smaller time step \( \Delta t_n \). The default options used in all numerical experiments described in this work accept a step if the factor multiplying the step size is at least \( 0.92 \). Otherwise, the step is rejected and retried with the step size predicted by the PID controller. If the solution is out of physical bounds, the step is rejected and retried with a time step reduced by a factor of four.

### 3  CFL- vs. Error-Based Step Size Control

The error-based step size control described above is efficient if the practical time step is limited by the constraint of accuracy. On the other hand, if the allowable time step is determined by stability, and an explicit time discretization is employed, then it is natural to use a step size of the form \( \Delta t_n \propto 1/L_n \), where \( L_n \) is an approximation of the norm of the Jacobian of the ODE system.

In the time integration of hyperbolic PDEs, it is indeed often the case that the step size is limited in practice by stability rather than accuracy. Therefore it is common practice to use a step size control of the kind just described. For such systems, the norm of the Jacobian is proportional to \( \max_i (\lambda_{\text{max}}(u^n_i))/\Delta x_i \), where \( \Delta x_i \) is a local measure of the mesh spacing (at grid point/cell/element \( i \)), and \( \lambda_{\text{max}} \) is the maximal (local) wave speed, related to the largest-magnitude eigenvalue of the flux Jacobian of the hyperbolic system. The step size control thus takes the form (referred to herein as a CFL-based control)

\[
\Delta t_n = \nu \min_i \frac{\Delta x_i}{\lambda_{\text{max}}(u^n_i)},
\]
where $v$ is the desired CFL number. The appropriate choice of $v$ depends on the details of the space and time discretizations; it can be studied theoretically using linearization (see e.g., [49]) but is often determined experimentally. An additional complication is the question of how to define $\Delta x$. Even on uniform Cartesian grids and regular triangulations [48], multiple waves traveling in different directions make an optimal choice of $v$ difficult. This is even more a challenging question for unstructured grids.

A clear advantage of error-based control is the availability of an estimate of the temporal error. At first glance, error-based step size control seems inappropriate in the stability-limited regime, since the local error may not be very sensitive to small differences between stable and unstable step sizes, near the stable step size limit. A tight error tolerance that ensures stability at all steps might result in an excessively small step size. However, as described in [29, Section IV.2] and discussed below, it is possible to design error-based step size controllers that behave appropriately in the stability-limited regime.

Both classes of controllers require some user-determined parameters: $v$ and $\Delta x$ for the CFL-based controller, and $\alpha_{\text{tol}}$ and $\tau_{\text{tol}}$ for the error-based controllers. In this section we show through an example that carefully-designed error-based controllers can achieve near-maximal efficiency in a way that is relatively insensitive to changes in the user parameters. In contrast, the efficiency of the CFL-based controller always bears a linear sensitivity to the parameters $v$ and $\Delta x$.

To demonstrate, we consider the two-dimensional advection equation with constant velocity $a = (1, 1)^T$ in the domain $[-5, 5]^2$ with periodic boundary conditions. An initial sinusoid of one wavelength in each direction is advected over the time interval $[0, 100]$. In space we apply the spectral collocation method of SSDC based on solution polynomials of degree $p = 4$ [55].

For the CFL-based controller, the ratio of the local mesh spacing and the maximal speed at a node $i$ is estimated in this case as

$$\frac{\Delta x_i}{\lambda_{\text{max}}(u^n)} = \sigma \frac{J_i}{\sum_{j=1}^{d} |(J\partial_\xi \hat{x}_j)|_i \cdot a},$$

(9)

where $d$ is the number of spatial dimensions ($d = 2$ for this example), $a = (1, 1)^T$ is the constant advection velocity, $J_i$ is the determinant of the grid Jacobian $\partial_\xi \hat{x}$ at node $i$, $(J\partial_\xi \hat{x}_j)_i$ is the contravariant basis vector in direction $j$ at node $i$ [45, Chapter 6], and $\sigma$ is a normalizing factor depending on the solution polynomial degree, $p$, which is usually chosen such that a real stability interval of 2 corresponds to $v = 1$.

Two grids will be used: a regular, uniform grid with $8^2$ elements and the curvilinear grid shown in Fig. 1. The results are summarized in Fig. 2 for the uniform grid and in Fig. 3 for the unstructured grid. We test three time discretizations: the popular fourth-order, five-stage, low-storage method CK4(3)5[2N] of [35]; the method KCL4(3)5[2R+]C
of [37], which comes with an embedded third-order error estimator; and the SSP method SSP3(2)3[3S*+] of [70], equipped with the embedded method of [18].

Remark 2 We use the same naming convention as [37], referring to an $s$-stage Runge-Kutta method of order $q$ with embedded method of order $\tilde{q}$ as NAME$g(\tilde{q})s$. Additional identifiers indicating low-storage requirements or other properties are appended, e.g., a subscript “F” for FSAL methods. The number of stages $s$ denotes the effective number of RHS evaluations per step, which is one less than the number of stages for FSAL methods.
For low-storage methods, the required amount of memory based on certain assumptions is listed following the notation of [40]. In particular, \( nN \) methods need only \( n \) memory registers of size \( m \) if assignments of the form \( S_j \leftarrow a S_j + f(t, S_j) \) can be made without additional allocations. Similarly, \( nR \) methods use \( n \) memory registers and assignments of the form \( S_j \leftarrow f(t, S_j) \); \( mS \) methods were described in Sect. 2.1. As described there, a subscript \( + \) indicates methods that require an additional storage register if an embedded error estimator is used. Additional parts of the names of Runge-Kutta methods are usually taken directly from their sources. For example, the method \( KCL4(3)5[2R+]C \) is a fourth-order method with embedded third-order error estimator. It has five stages and requires two memory registers based on the \( nR \) assumption. If the embedded error estimator is used, it requires three memory registers. The \( C \) suffix is appended as suggested in [37] to indicate a particular design criterion (in this particular case, looking for a compromise between linear stability and accuracy).

The widely-used method \( CK4(3)5[2N] \) has linear stability properties very similar to \( KCL4(3)5[2R+]C \) — both methods have the same maximum stable CFL number \( \nu = 2.1 \). Thus, they use the same number of RHS evaluations while yielding nearly the same errors. Thus, we omit the method \( CK4(3)5[2N] \) in the following plots and use only the \( KCL4(3)5[2R+]C \) pair, for which it is possible to use error-based step size control. Impressively, the error-based controller manages, for a wide range of tolerances, to use almost exactly the same number of steps as the carefully tuned CFL-based controller. Over this range of tolerances, including \( \text{tol} \in [10^{-5}, 10^{-3}] \), the step size is determined by stability. Hence, the number of RHS evaluations and the error are nearly independent of the tolerance in this regime. For tolerances larger than \( 10^{-3} \), the final error increases for this long-time simulation while the number of RHS evaluations stays nearly the same. For tighter tolerances (below \( 10^{-6} \)), the error-based controller detects accuracy restrictions and increases the number of RHS evaluations. This also leads to a reduction of the final error until it plateaus again because of the dominant spatial error (at ca. \( \text{tol} = 10^{-7} \)). However, the number of RHS evaluations keeps increasing.

Using the same CFL number of \( \nu = 2.1 \) on the unstructured grid still results in a stable simulation. However, the CFL number can be doubled there without increasing the error significantly. Hence, the user has to tune this parameter carefully to get a stable and efficient simulation. In contrast, using error-based step size control we see behavior very similar to what was observed for the uniform grid. The same error tolerance can be used, resulting in the same optimal number of function evaluations determined manually for the CFL-based step size controller. This demonstrates the enhanced robustness properties of error-based step size control.

These examples suggest that error-based control is more robust to changes in the grid and less sensitive to the required user parameters. Similar results have been obtained using other Runge-Kutta schemes for this problem and for more challenging problems, some of which are presented later in this work. For practitioners whose primary interest is in applying the schemes to solve challenging scientific problems or developing spatial semidiscretizations, error-based time step controllers seem favorable, since the most important design choices have to be provided by the developers of the time integration schemes and the practitioners have to choose only the rather robust error tolerance of the solver.
4 Importance of Controller Parameters

Standard error-based controllers will often work acceptably in the asymptotic regime (i.e., the regime where the leading truncation error term strongly dominates all subsequent terms). However, as demonstrated in Sect. 3, applications involving convection-dominated problems are often constrained by stability, so that one may be working outside the asymptotic regime. In this case, the standard theory does not apply; instead, step size control stability has to be considered [30].

Following [29, Section IV.2], step size control stability can be explained using the linear model problem $\frac{d}{dt}u(t) = \lambda u(t)$. Given an explicit Runge-Kutta method with embedded error estimator and a PID controller (6) with parameters $\beta_i$, the update formulae become

\begin{align}
&u^{n+1} = R(\Delta t_n \lambda) u^n, \\
&\varepsilon^{n+1} = E(\Delta t_n \lambda) u^n, \\
&\Delta t_{n+1} = \text{PID}(\beta, \text{atol}, \text{rtol}, \varepsilon^{n+1}, \varepsilon^n, \varepsilon^{n-1}),
\end{align}

where $R$ is the stability polynomial of the main method, $E$ is the difference of the stability polynomials of the embedded and the main method, and $\varepsilon$ is the (local) error estimate. By taking logarithms, this update formula can be reduced to a difference recursion with fixed points on the boundary of the stability region of the main method. To get a stable behavior, the spectral radius of the associated Jacobian has to be less than unity [29, Proposition IV.2.3]. For a PID controller (6), this Jacobian becomes [37]

\begin{align}
J(z) = \begin{pmatrix}
1 & \frac{z R'(z)}{R(z)} & 0 & 0 & 0 & 0 \\
-\frac{\beta_1}{k} & 1 - \frac{z R'(z)}{R(z)} & \frac{\beta_2}{k} & \frac{\beta_2}{k} & \frac{z E'(z)}{E(z)} & -\frac{\beta_3}{k} & \frac{\beta_3}{k} & \frac{z E'(z)}{E(z)} \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0
\end{pmatrix},
\end{align}

where $k$ is the order of the error estimator; if $\hat{q} = q - 1$ is the order of the embedded method, then $k = q = \hat{q} + 1$. To get step size control stability, one can fix a controller such as the standard I controller and optimize the Runge-Kutta pair accordingly as demonstrated in [31]. The other possibility, pursued here, is to optimize the controller parameters for a given Runge-Kutta pair.

While one might hope that a controller designed to work well with one method will also work well with other methods, this is generally not the case. Rather, a controller should be designed for the given error estimator; cf. [4] for the case of linear multistep methods. To demonstrate this, we consider again the linear advection problem described in Sect. 3 with a uniform mesh. We will take the PI34 controller with $\beta_1 = 0.7, \beta_2 = -0.4$ [25], designed for use with the classical DP5(4)6F method of [61], but use instead the BS5(4)7F method of [10]. Note that both are 5(4) pairs designed with similar purposes in mind. Using a tolerance of $\text{tol} = 10^{-5}$, the integration requires 5 015 RHS evaluations and includes many rejected steps. Applying instead the optimized coefficient $\beta = (0.28, -0.23)$ derived later in this manuscript results in only 4 119 RHS evaluations and a nearly identical final error. A significant performance gain is obtained by applying appropriate controller parameters, cf. Table 2.
The spectral radius of the Jacobian (11) determining step size control stability is plotted in Fig. 4. We see that the standard PI34 controller is unstable near the negative real axis while the optimized one is stable.

### 5 Comparison of Existing Methods

Here, we compare some general purpose methods and schemes designed for semidiscretizations of hyperbolic conservation laws. Since we are interested in error-based step size control, we consider only schemes with embedded error estimators. Hence, we consider the general purpose schemes

- BS3(2)3, third-order, four-stage FSAL method of [9],
- BS5(4)7, fifth-order, eight-stage FSAL method of [10],
- DP5(4)6, fifth-order, seven-stage FSAL method of [61],

the SSP schemes

- SSP3(2)3[3S*], third-order, three-stage SSP method of [70] with the embedded method of [18],

**Table 2** Performance of different controllers for BS5(4)7: number of function evaluations (#FE) and rejected steps (#R) for the linear advection problem with uniform grid using polynomials of degree $p = 4$ as in Sect. 3

| Scheme        | $\beta$           | $\text{tol}$ | #FE | #R | Error    |
|---------------|-------------------|--------------|-----|----|----------|
| BS5(4)7      | $(0.70, -0.40, 0.00)$ | $10^{-5}$   | 5 015 | 132 | 9.85E−07 |
|              | $(0.28, -0.23, 0.00)$ | $10^{-5}$   | 4 119 | 0   | 9.79E−07 |

**Fig. 4** Stability region scaled by the effective number of stages and spectral radius of the Jacobian (11) determining step size control stability for BS5(4)7. The standard PI34 controller is unstable near the negative real axis while the optimized PI controller is stable along the boundary of the stability region.

The spectral radius of the Jacobian (11) determining step size control stability is plotted in Fig. 4. We see that the standard PI34 controller is unstable near the negative real axis while the optimized one is stable.
- SSP3(2)4[3S*+], third-order, four-stage SSP method of [47] with the embedded method of [18] which can be implemented efficiently in low-storage form as described in Appendix A,

and the low-storage methods optimized for hyperbolic conservation laws

- KCL3(2)4[2R+]C, third-order, four-stage method of [37],
- KCL4(3)5[2R+]C, fourth-order, five-stage method of [37],
- KCL4(3)5[3R+]C, fourth-order, five-stage method of [37],
- KCL5(4)9[2R+]S, fifth-order, nine-stage method of [37].

The results shown here, obtained with three commonly-used general purpose methods, are typical of what we have found in tests with a much wider range of methods. These results are sufficient to illustrate our main conclusions. We do not consider SSP4(3)10[3S*+] of [39] with the embedded method of [18] because step size control stability cannot be achieved for this method and any PID controller tested. The embedded method for SSP3(2)9[3S*+] proposed in [18] also does not lead to step size control stability. We have created a new embedded method with a stable optimized controller. However, it does not perform better than SSP3(2)4[3S*+], even with manually tuned CFL-based step size control.

In the following, we will use three representative test problems to compare the performance of these schemes. All test problems are semidiscretizations of the compressible Euler equations in $d$ space dimensions

$$\partial_t u + \sum_{j=1}^d \partial_j f^j(u) = \sigma, \quad u(0) = u_0,$$

where the conserved variables $u = (\rho, \rho v^T, \rho e)^T$ are the density $\rho$, the momentum $\rho v$, and the energy $\rho e$. The flux for the spatial coordinate $j$ is

$$f^j(u) = \begin{pmatrix} \rho v_j \\ (\rho v v_j + p \delta_{ij})_i \\ (\rho e + p) v_j \end{pmatrix},$$

where $p = \rho T = (\gamma - 1)(\rho e - \rho v^2/2)$ is the pressure, $T$ is the temperature, and an ideal gas law with ratio of specific heats $\gamma = 7/5$ is assumed. The spatial semidiscretizations use entropy-dissipative nodal DG methods with polynomials of degree $p$ on Legendre-Gauss-Lobatto nodes with upwind interface fluxes implemented in SSDC. We present detailed results for $p = 2$, which is a relevant choice in practical CFD applications. The results are similar for higher-order semidiscretizations such as polynomials of degree $p \in \{3, 4\}$, presented in the supplementary material in more detail.

### 5.1 Inviscid Taylor-Green Vortex

The inviscid Taylor-Green vortex in $d = 3$ space dimensions is a classical test case to study the stability of numerical methods [23]. The initial condition given by
with the Mach number \( Ma = 0.1 \) is evolved in the periodic domain \([-\pi, \pi]^3\). Unless stated otherwise, we use 8 elements per coordinate direction and the final time of \( t = 20 \). This test case is chosen as an example where the time step is mostly restricted by stability, the solution becomes turbulent, and a relatively low Mach number is used.

### 5.2 Isentropic Vortex

The isentropic vortex is a widely used benchmark problem [69] with the analytical solution. For the stationary case, the exact solution is given by

\[
\begin{align*}
\rho(x) &= 1 + \frac{1}{16} (\cos(2x_1) + \cos(2x_2)) (\cos(2x_3) + 2), \\
v_1(x) &= \sin(x_1) \cos(x_2) \cos(x_3), \quad v_2(x) = -\cos(x_1) \sin(x_2) \cos(x_3), \quad v_3(x) = 0, \\
T(x) &= 1,
\end{align*}
\]

(14)

where \( r \) is the distance from the axis of the vortex and \( v_i \) is the tangential velocity. The moving vortex solution is obtained by a uniform translation in the direction of the velocity vector field.

Herein, the simulation domain is a cube \([-5, 5]^3\) with periodic boundaries where the vortex rotates around the axis \((1, 1, 0)^T\), a direction not aligned with the grid. The parameters for this test are \( \gamma = 1.4, Ma = 0.5, \beta = 5\) and \( T_\infty = 1 \). Unless stated otherwise, we use 8 elements per coordinate direction for optimizing controllers and 20 elements for examples with the final time of \( t = 20 \). This test case is chosen as an example where the time step can be restricted by accuracy for tight tolerances and because of the existence of an analytical solution.

### 5.3 Smooth Flow with Source Terms

The analytical solution

\[
\begin{align*}
\rho(t, x) &= \frac{3}{2} + \sin(\pi(x - t)), \quad v(t, x) = 1, \quad p(t, x) = 1 + A_p (1 + \sin(\omega_p t)) \\
\end{align*}
\]

(16)

is imposed as initial condition in the periodic domain \([-1, 1]\) and the source term

\[
\sigma_{pe}(t, x) = \frac{A_p \omega_p}{\gamma - 1} \cos(\omega_p t)
\]

(17)

is added to the right-hand side of the energy equation. The variation of the pressure with amplitude \( A_p = 50 \) and frequency \( \omega_p = \pi/5 \) results in a cyclic variation of the CFL restriction on the time step. Unless stated otherwise, we use 20 elements and the final time of
This test case is chosen to assess the ability of the schemes to adapt to varying time step restrictions and because of the existence of an analytical solution.

### 5.4 Optimization of Step Size Controllers

As explained in Sect. 4, the choice of appropriate step size controller parameters is important to obtain good performance when the schemes are run at the stability limit. Hence, we have optimized controller parameters for each scheme. In general, the optimal time step controller parameters for a given Runge-Kutta pair will depend somewhat on the problem under consideration. No single controller is optimal for all test cases, but for the experiments conducted in this work, good controllers are usually within ca. 5% of the optimal performance.

For the low-storage schemes of [37], we used the PI34 controller proposed originally with them. We also tested the PID controller using \( \beta = (0.49, -0.34, 0.10) \) proposed in [36]. We also performed an optimization of controller parameters for each method, as follows.

We ran simulations of all three test cases described above and measured the performance of each scheme (in terms of the number of right-hand side evaluations). We used a brute-force search over the domain \( \text{tol} \in [10^{-8}, 10^{-1}] \), sampling at each power of ten, and \( \beta_1 \in [0.1, 1.0], \beta_2 \in [-0.4, -0.05], \beta_3 \in [0.0, 0.1] \) sampling at an interval of 0.01 in each parameter, and restricting a priori to parameter values yielding step size control stability for the given scheme (computed using NodePy [43]). The final time for these simulations was set to \( t = 8 \) for (14), \( t = 4 \) for (15), and \( t = 20 \) for (16) to make the brute-force optimization feasible. From the resulting data, consisting of thousands of runs with each method, an overall best choice of parameters was selected as in Sect. 6.1. Usually, this kind of min-max problem was approached by comparing the controllers minimizing the maximum, the median, or the 95% percentile of the RHS evaluations across all CFD simulations. Then, the final choice was made by human interaction taking into account step size control stability and design criteria for PID controllers.
5.5 Results for Existing Schemes

For BS3(2)3F, all of the controllers from Table 1 perform reasonably well, PI42 being slightly better than the others. In general, a wide range of controller parameters is acceptable for this scheme. As typified by the example in Sect. 4, standard controllers do not perform well for BS5(4)7F. We found instead that \( \beta = (0.28, -0.23, 0.00) \) is a reasonable choice for this scheme. For DP5(4)6F, the PI34 controller (which was originally designed for it by Gustafsson [25]) performs reasonably well in our test cases and optimized controllers like \( \beta = (0.61, -0.27, 0.01) \) do not perform significantly better.

Subsequently, we used the optimized controller parameters and ran full simulations (up to \( t = 20 \)) for each method with a range of tolerances. Results are shown in Tables 3, 4, and 5, where polynomials of degree \( p = 2 \) have been used. There, we only show results for a tolerance \( \text{tol} = 10^{-5} \), since this choice is usually good for these small-scale test problems. Extended details are available in the supplementary material. For the inviscid Taylor-Green vortex, the time step is indeed restricted by stability for most tolerances, indicated by the approximately constant number of function evaluations, except for the very tight tolerance \( \text{tol} = 10^{-8} \) and some schemes. For the isentropic vortex (15), the step size is restricted by stability for tolerances \( \lesssim 10^{-6} \). For smaller tolerances, the number of function evaluations increases. However, this does not result in a significant change of the total error, which is determined mostly by the spatial semidiscretization. Finally, for the smooth flow with the source term (16), the step size is again restricted mostly by stability constraints.

| Scheme       | \( \beta \)  | \( \text{tol} \) | TGV (14) | Isent. vortex (15) | Source term (16) |
|--------------|--------------|-----------------|----------|-------------------|-----------------|
|              | \#FE         | \#R             | \#FE     | \#R              | \#FE            | \#R            |
| SSP3(2)3[3S*+1] | (0.70, -0.37, 0.05) | 5.7261 (3)       | 1.646 (0) | 5.77E–4           | 20.681 (3)      | 1.77E–3        |
| SSP3(2)4[3S*+1] | (0.55, -0.27, 0.05) | 3.438 (1)        | 1.902 (0) | 5.78E–4           | 20.638 (3)      | 1.77E–3        |

| Scheme       | \( \beta \)  | \( \text{tol} \) | TGV (14) | Isent. vortex (15) | Source term (16) |
|--------------|--------------|-----------------|----------|-------------------|-----------------|
|              | \#FE         | \#R             | \#FE     | \#R              | \#FE            | \#R            |
| KCL3(2)4[2R+]C | (0.50, -0.35, 0.10) | 6.326 (1)       | 1.874 (0) | 5.78E–4           | 24.886 (3)      | 1.77E–3        |
| KCL4(3)5[2R+]C | (0.29, -0.24, 0.02) | 4.897 (65)      | 1.522 (0) | 5.79E–4           | 23.902 (5)      | 1.77E–3        |
| KCL4(3)5[3R+]C | (0.41, -0.28, 0.08) | 4.587 (42)      | 1.472 (0) | 5.79E–4           | 23.817 (4)      | 1.77E–3        |
| KCL5(4)9[2R+]S | (0.49, -0.34, 0.10) | 6.320 (3)       | 2.108 (0) | 5.78E–4           | 30.374 (3)      | 1.77E–3        |
5.5.1 General Purpose Methods

For very loose tolerances $\geq 10^{-3}$, BS5(4)7F and DP5(4)6F result in a significant overhead caused by step rejections for some test cases. Otherwise, BS5(4)7F performs better than DP5(4)6F. Other fifth-order general purpose schemes like T5(4)6F of [77] perform slightly better, usually yielding an improvement of ca. 5%. However, BS3(2)3F is ca. 50% more efficient as long as the time step is restricted by stability.

These results do not change significantly if slightly higher-order semidiscretizations are employed in space (see supplementary material), up to polynomials of degree $p = 4$, resulting in fifth-order convergence in space. Hence, matching the order of accuracy in space and time is not strictly necessary if one is interested in fixed mesh sizes, especially in common CFD applications. This remains true even if the polynomial degree is increased to $p = 7$ for the test problems considered here. Then, the temporal error becomes significant and the error of the fully discrete method plateaus only at relatively tight tolerances such as $10^{-8}$. Nevertheless, BS3(2)3F is still the most efficient method for such high-order methods and tight tolerances.

5.5.2 SSP Methods

The popular method SSP3(2)[3S*+] can be equipped with the PI34 controller to give acceptable step size control performance; slightly better behavior can be achieved by choosing $\beta = (0.70, -0.37, 0.05)$. For loose and medium tolerances, this scheme performs similarly to BS3(2)3F. BS3(2)3F is significantly more efficient than SSP3(2)[3S*+] at tight tolerances.

SSP3(2)[3S*+] performs ca. 50% better than SSP3(2)[3S*+] or BS3(2)3F at loose and medium tolerances for the inviscid Taylor-Green vortex using the optimized controller $\beta = (0.55, -0.27, 0.05)$. At loose tolerances, it is also ca. 15% more efficient than BS3(2)3F for the isentropic vortex. However, the number of RHS evaluations increases drastically for tighter tolerances, making SSP3(2)[3S*+] less efficient than BS3(2)3F for these parameters. The results for the flow with source term are similar but less pronounced. Hence, SSP3(2)[3S*+] can be more efficient than the best schemes so far but the embedded method does not seem to be reliable enough to make the choice of the tolerance as robust as for other schemes. Additionally, the choice of appropriate controller parameters can be crucial for SSP3(2)[3S*+], since some standard controllers do not perform well.

For higher polynomial degrees $p \in \{3, 4\}$, SSP3(2)[3S*+] is still a very interesting method that can even beat BS3(2)3F. SSP3(2)[3S*+] is less efficient than SSP3(2)[3S*+] also for these higher polynomial degrees. For even higher polynomial degrees such as $p = 7$, the situation changes a bit since the temporal error becomes significant. While SSP3(2)[3S*+] is still the most efficient method so far for medium tolerances, it becomes less efficient than BS3(2)3F for the vortex problems at a tolerance of $10^{-8}$, since it is less optimized for accuracy than that general purpose method.

5.5.3 Low-Storage Methods

Some standard controllers like PI34 perform mostly acceptably well for KCL3(2)[2R+]C (based on the number of step rejections). Nevertheless, an optimized controller with parameter $\beta = (0.50, -0.35, 0.10)$ results in a few percent fewer function evaluations.
However, BS3(2)3F is up to 20% more efficient, in accordance with the real stability interval scaled by the effective number of stages, which is three for BS3(2)3F because of the FSAL property. The PI34 controller does not perform well for the other low-storage schemes. For KCL4(3)5[3R+]C (but not for the other schemes), the PID controller with $\beta = (0.49, -0.34, 0.10)$ proposed in [36] performs much better. An optimized controller with parameter $\beta = (0.41, -0.28, 0.08)$ performs even slightly better, making this scheme more efficient than BS3(2)3F for the inviscid Taylor-Green vortex and slightly more efficient for the isentropic vortex. However, BS3(2)3F is still better for the other test case. KCL4(3)5[2R+]C and KCL5(4)9[2R+]S were more challenging for optimizing controller parameters and less efficient than KCL4(3)5[3R+]C.

As for $p = 2$, KCL4(3)5[3R+]C is usually the most efficient existing low-storage method of [37] for $p \in \{3, 4\}$, which can also be more efficient than BS3(2)3F for the vortex problems. However, SSP3(2)4[3S*+] is even more efficient there. Additionally, the sensitivity of the step size controller for the low-storage methods is bigger than for BS3(2)3F. For $p = 7$, all of the low-storage methods considered here result in a non-negligible amount of step rejections for the inviscid Taylor-Green vortex. Nevertheless, the fourth-order accurate methods can be up to 15% more efficient than BS3(2)3F there. Nevertheless, SSP3(2)4[3S*+] is still more efficient for this test problem. At tight tolerances such as $10^{-8}$, KCL4(3)5[3R+]C is the most efficient method considered so far for the isentropic vortex and the smooth flow with source term.

### 5.5.4 Discussion

All of the general purpose schemes make use of the FSAL technique. Additionally, the stability region of the embedded scheme is always at least as big as the one of the main method. Although the 2R low-storage schemes were optimized for convection-dominated problems, they were outperformed for all test problems and at almost all tolerances by the general purpose method BS3(2)3F. Possible reasons for this are that the 2R method coefficients are chosen subject to more stringent low-storage requirements, they do not exploit the FSAL technique, and they have embedded methods with a stability region that
is smaller than that of the main method in some areas. When the time step is restricted by stability, this can effectively reduce the allowable time step for the main method.

This last point is illustrated in Fig. 5, which shows the stability regions (scaled by the effective number of stages) of the main and embedded method for three pairs. We see that although the stability region of BS3(2)3F includes less of the real axis than that of KCL4(3)[3R+]C, the embedded method for BS3(2)3F extends further than that of KCL4(3)[3R+]C. The last stability region in the figure corresponds to a new method developed in the next section. Like BS3(2)3F, it has the useful property that the stability region of the embedded method contains that of the main method.

In the results described above, the behavior of the methods for the inviscid Taylor-Green vortex was often slightly different from for the other test cases. This can partly be explained by the lower Mach number chosen for this example. Indeed, numerical experiments show that low Mach numbers put more stress on real axis stability than on the rest of the spectrum generated by linear advection. Hence, methods with stability regions that include more parts of the negative real axis but are not optimal for the linear advection spectrum can perform better for low Mach numbers; see also [17]. In this article, we focus on applications in CFD with medium to high Mach numbers. However, flows with small Mach numbers are usually computed using incompressible solvers and implicit time integration methods. Hence, we do not focus on this regime in this article. Nevertheless, we use the inviscid Taylor-Green vortex as test case to study the step size control stability on the negative real axis.

6 New Optimized Runge-Kutta Pairs

In the previous section we developed optimized step size controllers for existing Runge-Kutta pairs. Now we consider the optimization of Runge-Kutta pairs themselves (along with controllers). To do so, we begin with the 3S* methods of [59], without embedded error estimator. Then, we design an embedded method and optimized controller parameters. The embedded method is optimized for step size control stability, good error metrics (see [37] and the supplementary material for the present work), to have a large stability region that includes that of the main method, and to have coefficients that are not too large. The resulting schemes given by double precision floating point numbers are optimized further using extended precision numbers in Julia [8] and the package Optim.jl [52], such that the order conditions are satisfied at least to quadruple precision. Coefficients of the new optimized methods are available in the accompanying repository [64] in full precision. Double precision coefficients are given in Appendix B. The stability region of a representative method is shown in Fig. 5c.

We also developed new pairs from scratch, based on the approach used in [59]. Specifically, we compute the Fourier footprint of the spectral element semidiscretization of the linear advection equation by varying the direction of the wave propagation velocity vector, the solution orientation, and the wave vector module and construct optimized stability polynomials using the algorithm described in [38]. Afterwards, low-storage Runge-Kutta schemes are constructed by minimizing their principal error constants, given their class, the number of stages $s$, the order of accuracy $q$, and the optimized stability polynomial as constraints. These optimizations are carried out using RK-Opt [42], based on the optimization toolbox of MATLAB. However, the resulting methods did not perform better than the pairs based on starting with methods from [59].
6.1 Optimization of Controller Parameters

The controller parameters for these new pairs are optimized using the same approach as described in Sect. 5.

Typical performance results of the optimization procedure are shown in Fig. 6 using RK3(2)5\([3S^*]_+\) as an example. For the isentropic vortex (15) with to1 = 10^{-5}, the temporal accuracy starts to play a role and the controllers are not necessarily limited by stability. In this regime, controllers with larger \(\beta_1\) and \(\beta_2\) closer to zero perform better; they are more near to the simple deadbeat (I-) controller, which is in some sense optimal in the asymptotic regime. In contrast, the controllers operate near the stability boundary for the test case with source term (16). Here, controllers with more damping and smaller \(\beta_1\) perform better. To find an acceptable controller for the scheme RK3(2)5\([3S^*]_+\), both kinds of problems have to be considered, seeking a compromise between efficiency in the asymptotic regime and near the stability boundary.
6.2 Results for New Schemes

Analogously to Tables 3, 4 and 5, results are summarized in Table 6 for the new optimized low-storage schemes with error control for $p = 2$; extended details and results for higher-order spatial semidiscretizations using solution polynomials of degree $p \in \{3, 4, 7\}$ are available in the supplementary material.

In general, the novel schemes are more efficient than all methods tested in Sect. 5. In particular, the novel third-order schemes are up to 18% more efficient than BS3(2)3F, in accordance with the relative lengths of the real stability intervals. They are also up to 5% more efficient than KCL4(3)5[3R,+]C with the optimized PID controller for the inviscid Taylor-Green vortex and up to 13% more efficient for the isentropic vortex. Recall that BS3(2)3F is more efficient than KCL4(3)5[3R,+]C for the other test problem. Only SSP3(2)4[3S+,+] is more efficient than RK3(2)5F[3S,+] for the inviscid Taylor-Green vortex, in accordance with the particularly large real stability interval, cf. Sect. 5.5. However, the new schemes are more efficient at realistic (medium to high) Mach numbers, for which they have been optimized.

The optimized fourth-order schemes can be even more efficient for the inviscid Taylor-Green vortex and the smooth flow with source term at medium tolerances, giving an improvement of a few percent. For the isentropic vortex, the third-order schemes are still up to 6% more efficient. The optimized fourth-order schemes are up to 25% more efficient than the best corresponding methods of [37] with the controller recommended there. However, the fourth-order accurate main methods of [59] make it particularly difficult to design good embedded methods and controllers. This can already be seen in the optimized controller coefficients, where the magnitudes of $\beta_1$ and $\beta_2$ differ less than for other optimized methods. While the controllers can be tuned to result in acceptable performance for these test problems, they do not necessarily lead to good performance for other setups.

The optimized fifth-order schemes are less efficient than the optimized third- and fourth-order schemes for these test cases unless the tolerance is very tight (so the spatial error dominates and the influence of the time integrator is negligible). These schemes (used with the controllers designed here) are much more efficient than the corresponding method of [37] (used with the controller prescribed there), by up to 25% for the source term problem, up to 35% for the isentropic vortex, and up to 18% for the inviscid Taylor-Green vortex.

For $p = 3$, the third-order accurate schemes are the most efficient ones of the optimized low-storage methods, except for the inviscid Taylor-Green vortex, where the fourth-order methods are up to 6% more efficient. For $p = 4$, the fourth-order accurate schemes are the most efficient new ones for these experiments, followed closely by the third-order accurate methods. For $p = 7$, the fourth-order accurate schemes are still the most efficient new ones; the third-order methods do not match the same small errors for tight tolerances and their temporal error dominates the spatial one. However, the fourth-order methods are difficult to control for loose tolerances, resulting in a significant number of step rejections. For sufficiently tight tolerances, the optimized fourth-order methods are more efficient than the fourth-order methods of [37].

In general, FSAL methods are often more efficient than non-FSAL schemes, especially at loose tolerances. Thus, we recommend to use the novel 3S*+ (FSAL) methods for hyperbolic problems where the time step is restricted mostly by stability constraints.

Optimization of Runge-Kutta pairs for higher numbers of stages was not as successful. While we were able to obtain schemes with good theoretical properties, their performance did not show improvement compared to the schemes listed above. Improvements of the
underlying optimization algorithms or the imposition of additional constraints might lead to better schemes in the future. However, the novel schemes developed in this work are already a significant improvement over the state of the art and perform well.

6.3 Further Optimizations

As shown in [59] and the numerical experiments above, the spatial error usually dominates the temporal error. Hence, it is interesting to optimize lower-order time integrators for higher-order spatial discretizations. Such an approach is presented in [58], but focused on first-order accurate time integrators. The results shown there demonstrate some speedup compared to the schemes presented in [59], but these come with a reduced accuracy.

Here, we choose third-order accurate Runge-Kutta methods and optimize them for a fifth-order spatial discretization. This resulted in a speedup compared to the optimized schemes described in the previous sections for some test cases; for other test cases, no speedup could be observed. This is in accordance with the general similarity of the scaled convex hulls of the spectra for different polynomial degrees \( p = 1, 2, 3, 4 \) shown in Fig. 7. Hence, we do not pursue this path of research further.

7 Additional Numerical Experiments and Comparisons

Hitherto, a careful selection of test cases was used to demonstrate issues and design criteria for explicit Runge-Kutta schemes applied to semidiscretizations of hyperbolic conservation laws. Next, more involved examples are used to demonstrate that the novel methods can be applied successfully to large-scale CFD problems including the compressible Navier-Stokes equations.

To be useful for engineering and applied problems in CFD, a CFL-based control must be automated as much as possible. Therefore, we use the approach described in Sect. 3 also for the viscous CFL number. The normalizing factor \( \sigma \) in (9) is chosen depending on the solution polynomial degree such that a method with a real stability interval of 2 is stable for the linear advection-diffusion equation on a uniform grid with a CFL factor \( \nu = 1 \). On top of that, a safety factor of 0.95 is applied, cf. [2].
Except for the viscous shock described next, the other simulations conducted here start from a checkpoint of a developed solution and run on 8 nodes of Shaheen XC40 using 32 CPU cores each (one compute node of Shaheen XC40). The general purpose and SSP methods are implemented using the explicit Runge-Kutta interface of PETSc. The other methods are implemented using their respective low-storage forms in PETSc.

### 7.1 Viscous Shock

The propagating viscous shock is a classical test problem for the compressible Navier-Stokes equations. The momentum $\mathcal{V}$ of the analytical solution satisfies the ODE
\[
\alpha \frac{\partial \mathcal{V}}{\partial x} - (\mathcal{V} - 1)(\mathcal{V} - \mathcal{V}_f) = 0, \quad -\infty \leq x \leq +\infty.
\] (18)

The solution of this ODE can be written implicitly as
\[
x - \frac{1}{2} \alpha \left( \log \left| (\mathcal{V}(x) - 1)(\mathcal{V}(x) - \mathcal{V}_f) \right| + \frac{1 + \mathcal{V}_f}{1 - \mathcal{V}_f} \log \left| \mathcal{V}(x) - 1 \mathcal{V}_f \right| \right) = 0,
\] (19)

where
\[
\mathcal{V}_f \equiv \frac{\mathcal{V}_L}{\mathcal{V}_R}, \quad \alpha \equiv \frac{2 \gamma}{\gamma + 1} \frac{\mu}{\mathcal{M}^2}.
\] (20)

Here, $\mathcal{V}_L/R$ are the known velocities to the left and right of the shock at $\pm \infty$, $\mathcal{M}$ is the constant mass flow across the shock, $Pr = 3/4$ is the Prandtl number, and $\mu$ is the dynamic viscosity. The mass and total enthalpies are constant across the shock. Moreover, the momentum and energy equations become redundant.

---

2 Shaheen XC40 is the petascale supercomputer hosted at KAUST, which features 6 174 dual socket compute nodes based on the 16 core Intel Haswell processors running at 2.3 GHz. Each node is equipped with 128 GB of DDR4 memory running at 2.3 GHz. Overall, the system has a total of 197 568 processor cores and 790 TB of aggregate memory.
For our tests, we compute $V$ from (19) to machine precision using bisection. The moving shock solution is obtained by applying a uniform translation to the above solution. Initially, at $t = 0$, the shock is located at the center of the domain. We use the parameters $Ma = 2.5$, $Re = 10$, and $\gamma = 1.4$ in the domain given by $x \in [-0.5, 0.5]$ till the final time $t = 2$. The boundary conditions are prescribed by penalizing the numerical solution against the analytical solution, which is also used to prescribe the initial condition.

Some results for the most promising methods and optimized controllers are shown in Table 7; extended details are available in the Supplementary Material. The new scheme RK3(2)$5_F[3S^*] +$ is ca. 18% more efficient than BS3(2)$3_F$ for relevant tolerances, in accordance with the relative real stability intervals. SSP3(2)$4[3S^*] +$ is a very promising scheme for this kind of problem because of its improved stability properties around the negative real axis. In particular, SSP3(2)$4[3S^*] +$ is ca. 50% more efficient than BS3(2)$3_F$ for relevant tolerances, also in accordance with the relative real stability intervals. Except for very tight tolerances and low solution polynomial degrees, the step size controllers detect the stability constraint accurately; the spatial error dominates and the error of the time integration schemes is negligible.

### 7.2 NASA Juncture Flow

We consider the NASA juncture flow problem as described in [55, Section 3.8]. The NASA juncture flow test was designed to validate CFD for wing juncture trailing edge separation and progression, and it is a collaborative effort between CFD computationalists and experimentalists [16]. Specifically, the NASA juncture flow experiment is a series of wind tunnel tests conducted in the NASA Langley subsonic tunnel to collect validation data in the juncture region of a wing-body configuration [68].

Here, we simulate the NASA juncture flow with a wing based on the DLR-F6 geometry and a leading edge horn to mitigate the effect of the horseshoe vortex over the wing-fuselage juncture [50]. A general view of the geometry is shown in Fig. 8b. The model crank chord is $\ell = 557.1$ mm, the wing span is $77.89\ell$, and the fuselage length is $f = 8.69\ell$. The wing leading edge horn meets the fuselage at $x_1 = 3.45\ell$, and the wing root trailing-edge is
located at \( x_1 = 5.31 \ell \). In the wind tunnel, the model is mounted on a sting aligned with the fuselage axis. The sting is attached to a mast that emerges from the wind tunnel floor. The Reynolds number is \( Re = 2.4 \times 10^6 \) and the freestream Mach number is \( Ma = 0.189 \). The angle of attack is \( AoA = -2.5^\circ \). We perform simulations in free air conditions, ignoring both the sting and the mast.

As shown in Fig. 8b, the grid is subdivided into three blocks, corresponding to three different approximation degrees, \( p \), for the solution field. In particular, we use \( p = 1 \) in the far-field region, \( p = 3 \) in the region surrounding the model, and \( p = 2 \) elsewhere. In total, we use \( \approx 6.762 \times 10^5 \) hexahedral elements and \( \approx 4.091 \times 10^7 \) degrees of freedom (DOFs). We highlight that the boundary layer thickness over the fuselage for \( x = 1 \times 10^0 \) is about 16 mm, while it is about 20 mm over the wing upstream of the separation bubble [33]. In the present simulation we use between eight and nine solution points in the boundary layer thickness \( \delta_{99} \). The mesh features a maximum aspect ratio of ca. 110. The grid is constructed using the commercial software Pointwise V18.3 released in September 2019; solid boundaries are described using a quadratic mesh.

Figure 9 shows the \( Q \)-criterion colored by the velocity magnitude of flow past the aircraft. The separation of the flow on the wing near the junction with the fuselage is visible.
A summary of the performance of the different methods is presented in Table 8. Here, the CFL adaptor with $\nu = 1.0$ tuned for linear advection-diffusion works for all Runge-Kutta methods. However, it was significantly less efficient than the error-based controller with a conservative tolerance of $10^{-8}$; the CFL controller used ca. 50% more RHS evaluations and wall-clock time. Thus, a tedious manual tuning to increase the CFL factor would be necessary to match the efficiency of the error-based controller which just works out of the box.

$\text{BS3}(2)^3F$ is an efficient general purpose method for this CFD problem. Nevertheless, the optimized third- and fourth-order accurate methods are more efficient. Interestingly, $\text{SSP3}(2)^4[3S^*]_+$ is again significantly more efficient, nearly 50% faster than $\text{BS3}(2)^3F$.

### 7.3 Viscous Flow Past a Formula 1 Front Wing

Here, we consider the flow past a Formula 1 front wing with a relatively complex geometry, supported by the availability of a CAD model and experimental results [60]. We refer to this test case as the Imperial Front Wing, originally based on the front wing and endplate design of the McLaren 17D race car [11]. The panel of Fig. 10 gives an overview of the Imperial Front Wing geometry. We denote by $h$ the distance between the ground and the lowest part of the front wing endplate and by $c$ the chord length of the main element. The position of the wing in the tunnel is further characterized by a pitch angle of $1.094^\circ$. Here we use $h/c = 0.36$ which can be considered as a relatively low front ride height, with high ground effect and hence higher loads on the wing. The corresponding Reynolds number is $Re = 2.2 \times 10^5$, based on the main element chord $c$ of 250 mm and a free stream velocity $U$ of 25 m/s. The Mach number is set to $Ma = 0.036$. This corresponds to a practically incompressible flow.

The computational domain is divided into $3.4 \times 10^6$ hexahedral elements with a maximum aspect ratio of ca. 250. Two different semidiscretizations with solution polynomials of degree $p = 1$ and $p = 2$ are used. The grid is constructed using the commercial software...
Fig. 11  Time-averaged pressure coefficient, $C_p$, on the surface of the Imperial Front Wing

Table 9  Performance of different methods for error and CFL-based step size controllers: number of function evaluations (#FE), rejected steps (#R), and wall-clock time in seconds for the Imperial Front Wing using polynomials of degree $p = 2$

| Scheme          | $\beta$            | $\tau_1/\nu$ | #FE | #R | Wall-clock time/s |
|-----------------|--------------------|---------------|-----|----|-------------------|
| BS3(2)$3_F$     | $(0.60, -0.20, 0.00)$ | $tol = 10^{-8}$ | 3 973 | 0  | 2 699.9         |
|                 |                    | $\nu = 1.0$   | 7 678 | 5  | 188.4            |
| SSP3(2)$4[3S^*+]$ | $(0.55, -0.27, 0.05)$ | $tol = 10^{-8}$ | 2 980 | 0  | 1 971.5         |
|                 |                    | $\nu = 1.0$   | 4 992 | 3  | 298.9            |
| RK3(2)$5_F[3S^*+]$ | $(0.70, -0.23, 0.00)$ | $tol = 10^{-8}$ | 3 400 | 4  | 2 277.8         |
|                 |                    | $\nu = 1.0$   | 6 516 | 4  | 362.3            |
| RK4(3)$9[3S^*+]$   | $(0.25, -0.12, 0.00)$ | $tol = 10^{-8}$ | 3 195 | 1  | 2 115.2         |
|                 |                    | $\nu = 1.0$   | 6 111 | 4  | 4 046.1         |
| RK5(4)$10_F[3S^*+]$ | $(0.45, -0.13, 0.00)$ | $tol = 10^{-8}$ | 4 094 | 3  | 2 714.1         |
|                 |                    | $\nu = 1.0$   | 7 811 | 5  | 1 868.8         |

Table 10  Performance of different methods for error and CFL-based step size controllers: number of function evaluations (#FE), rejected steps (#R), and wall-clock time in seconds for the Imperial Front Wing using polynomials of degree $p = 1$. SSP3(2)$4[3S^*+]$ crashed for $\nu = 1.0$

| Scheme          | $\beta$            | $\tau_1/\nu$ | #FE | #R | Wall-clock time/s |
|-----------------|--------------------|---------------|-----|----|-------------------|
| BS3(2)$3_F$     | $(0.60, -0.20, 0.00)$ | $tol = 10^{-8}$ | 1 411 | 0  | 356.75          |
|                 |                    | $\nu = 1.0$   | 1 579 | 398.55         |
| SSP3(2)$4[3S^*+]$ | $(0.55, -0.27, 0.05)$ | $tol = 10^{-8}$ | 1 352 | 0  | 331.97         |
|                 |                    | $\nu = 0.85$  | 1 304 | 321.54         |
| RK3(2)$5_F[3S^*+]$ | $(0.70, -0.23, 0.00)$ | $tol = 10^{-8}$ | 1 127 | 6  | 280.19         |
|                 |                    | $\nu = 1.0$   | 1 341 | 333.21         |
| RK4(3)$9[3S^*+]$   | $(0.25, -0.12, 0.00)$ | $tol = 10^{-8}$ | 1 233 | 1  | 302.31         |
|                 |                    | $\nu = 1.0$   | 1 260 | 308.34         |
| RK5(4)$10_F[3S^*+]$ | $(0.45, -0.13, 0.00)$ | $tol = 10^{-8}$ | 1 492 | 1  | 366.16         |
|                 |                    | $\nu = 1.0$   | 1 611 | 395.35         |
Pointwise V18.3 released in September 2019; solid boundaries are described using a quadratic mesh.

In Fig. 11, we present the contour plot of the time-averaged pressure coefficient on the surface of the front wing. The statistics have been obtained by averaging the solution for approximately five flow-through time units.

The performance characteristics of the different methods for \( p = 2 \) are summarized in Table 9. The results are in agreement with those obtained for the NASA juncture flow. The CFL adaptor with \( \nu = 1.0 \) works for all methods and is less efficient than error-based step size controllers. Again, BS3(2)3F is an efficient general purpose scheme for this problem. Nevertheless, the optimized third- and fourth-order methods are more efficient and SSP3(2)4[3S*+] is the most efficient scheme for this problem. The fifth-order method is less efficient than the other four schemes, as expected.

The results for \( p = 1 \) summarized in Table 10 are mostly similar to the ones presented before. In contrast to the results for \( p = 2 \), the CFL adaptor with \( \nu = 1.0 \) did not work for SSP3(2)4[3S*+]; the simulation crashed when using \( \nu = 1.0 \) and manual tuning was necessary to get a working setup. For \( \nu = 0.85 \), the CFL adaptor worked and was a few percent more efficient than the error-based controller. However, the latter did not require any manual tuning at all and worked robustly with default parameters for all Runge-Kutta methods. Here, SSP3(2)4[3S*+] is less efficient than RK3(2)5F[3S*+] and RK4(3)9[3S*+]. Otherwise, the results are similar to the ones obtained for the juncture flow and the setup using \( p = 2 \).

### 8 Summary and Conclusions

We studied explicit Runge-Kutta methods applied to dissipative spectral element semidiscretizations of hyperbolic conservation laws and CFD problems based on the compressible Euler and Navier-Stokes equations. In this context, we argued in Sect. 3 that error-based step size control can be advantageous compared to CFL-based approaches, since associated user-defined parameters are usually more robust and can be varied in rather large ranges without affecting accuracy or efficiency. Additionally, error-based step size control moves the burden of constructing critical parts of the controller from the developer of the spatial semidiscretization to the developer of the time integrator, easing the workflow for most researchers. The results for more complex test problems in Sect. 7 also support this conclusion.

In Sect. 4, we demonstrated that choosing good step size controller parameters is especially important if the time step is restricted by stability constraints, as is typical for many convection-dominated problems. We compared existing Runge-Kutta pairs in Sect. 5 and proposed an approach to optimize controller parameters for such methods. In general, the third-order method BS3(2)3F of Bogacki and Shampine [9] performs well compared to both general purpose schemes and methods designed specifically for CFD applications. The strong-stability preserving method SSP3(2)4[3S*+] of [47] with embedded method of [18] also performs well, but is more sensitive to the choice of error tolerance.

---

3 This behavior can be explained by the different shape of the stability region of SSP3(2)4[3S*+] compared to the other methods, with a relatively larger real stability interval, cf. Table 1 in the supplementary material. Another measure of the size of the stability region might help but would not remove the necessity of manual tuning to get good performance for CFL-based controllers.
In Sect. 6, we developed explicit low-storage Runge-Kutta pairs with optimized step size controllers. These novel schemes are more efficient than all of the existing schemes when applied to advection-dominated problems. We demonstrated their performance in several CFD applications with increasing complexity, including the compressible Euler and Navier-Stokes equations. We contributed our optimized methods to the freely available open source library DifferentialEquations.jl [62] written in Julia [8].

Although not demonstrated in this article, another advantage of error-based step size control becomes apparent for a cold startup of CFD problems, i.e., simulations around complex geometries that are initialized with a free stream flow. CFL-based approaches often need to adjust the CFL scaling at the beginning to cope with the initial transient period. In contrast, our error-based approach does not need special tuning and is robust in our experience.

A summary of existing and novel methods with optimized controller parameters is given in Table 11. Depending on whether dissipative/low-Mach effects dominate, SSP3(2)4[3S∗+,] and RK3(2)5[3S∗+,] are the most efficient schemes in our experience. Additionally, BS3(2)3F is a surprisingly efficient general purpose method. It becomes increasingly complicated to design controllers that are stable and efficient across different applications for methods of higher order and/or with more stages. However, this is not necessarily a severe drawback, since third-order accurate methods like RK3(2)5[3S∗+,] SSP3(2)4[3S∗+,] and BS3(2)3F are usually more efficient in CFD applications. As argued in Sect. 3, the error-based control has usually a relatively mild sensitivity with respect to the choice of the tolerance. In our experience, it is usually good to choose a relatively tight tolerance around $10^{-8}$ for applied CFD problems. Since the step size is almost always limited by stability, the tolerance does not matter that much, but a relatively tight tolerance helps for methods that are more difficult to control (e.g., those of higher order or with more stages).

The present work was influenced and partially motivated by the landmark work of Kennedy et al. [37], which focused on developing optimized Runge-Kutta methods for CFD. Herein, we focus on modern spectral element semidiscretizations that introduce dissipation at element interfaces, e.g., using upwind numerical fluxes. Hence, the stability regions of

| Method                  | Reference | $\beta_1$ | $\beta_2$ | $\beta_3$ |
|-------------------------|-----------|-----------|-----------|-----------|
| BS3(2)3F                | [9]       | 0.60      | −0.20     | 0.00      |
| BS5(4)7F                | [10]      | 0.28      | −0.23     | 0.00      |
| DP5(4)6F                | [61]      | 0.70      | −0.40     | 0.00      |
| TS(4)6F                 | [77]      | 0.57      | −0.24     | 0.04      |
| SSP3(2)3[3S∗+,]         | [18, 70]  | 0.70      | −0.37     | 0.05      |
| SSP3(2)4[3S∗+,]         | [18, 47]  | 0.55      | −0.27     | 0.05      |
| KCL3(2)4[2R,]IC         | [37]      | 0.50      | −0.35     | 0.10      |
| KCL4(3)5[3R,]IC         | [37]      | 0.41      | −0.28     | 0.08      |
| RK3(2)5[3S∗+,]          | This article | 0.64      | −0.31     | 0.04      |
| RK3(2)5[3S∗+,]          | This article | 0.70      | −0.23     | 0.00      |
| RK4(3)9[3S∗+,]          | This article | 0.25      | −0.12     | 0.00      |
| RK4(3)9[3S∗+,]          | This article | 0.38      | −0.18     | 0.01      |
| RK5(4)10[3S∗+,]         | This article | 0.47      | −0.20     | 0.06      |
| RK5(4)10[3S∗+,]         | This article | 0.45      | −0.13     | 0.00      |
our methods focus also on the negative real axis, whereas “imaginary axis stability is a high priority to the methods” designed in [37, p. 183]. Furthermore, we concentrate on the common case where the spatial error dominates and the step size is restricted by stability rather than temporal accuracy. Hence, we design Runge-Kutta pairs with large stability regions, for both the main and the embedded methods. In particular, the stability regions of our novel embedded schemes are larger than the ones of the corresponding main methods.

To our knowledge, this article is the first exploring the impact of controller parameters and step size control stability on the efficiency of explicit Runge-Kutta methods for CFD systematically. This provides important insights into the construction of new methods and augments best practices published before. In particular, we think the conventional wisdom that “coping with step size control instability is probably best accomplished by reducing step sizes” [37, p. 208] can be improved upon by instead optimizing the controller, since that results in a more robust and efficient scheme. As noted in [37, p. 208], “doing this optimization requires some caution because it is not sufficient in the design of a good controller for each of the eigensolutions to be damped. The time constants associated with these eigensolutions must not be too large or too small”. Herein, we proposed a way to conduct this optimization systematically and applied it to a wide range of schemes.

Of course, such an approach also comes with limitations, in particular if the main method is fixed such that only the embedded method and the controller can be designed freely. Some methods such as the fourth-order method used in this article constrain the range of embedded methods and controllers such that a good general purpose optimization is not necessarily successful. While the combined method can be efficient for certain problems, it is not necessarily similarly efficient for other problems, e.g., when going from inviscid to viscous flows. Other schemes such as the novel third- and fifth-order accurate optimized methods result in less stability restrictions, making the resulting methods and controllers efficient for a broad range of CFD problems. Thus, we would like to stress that designing a good time integration method should not only focus on the main method but consider the interaction of a main method, an error estimator, and a step size controller. Applying this principle to viscous flows will be a subject of future work.

Some previous work has focused on automated step size control for convection-dominated problems with the goal of achieving a temporal error that is of similar magnitude to that of the spatial error [7, 80]. The addition of such a control on top of the techniques employed here might lead to an even more efficient controller that is not adversely affected by excessively tight temporal error tolerance specification.

We expect the new methods developed in this article to perform well for convection-dominated flows in the subsonic regime; here, we tested them mainly with reference Mach numbers in the range 0.1–0.5. We have demonstrated their improved performance compared to some standard schemes also in other regimes, including viscous flows and the transonic/supersonic regime. For small Mach numbers, incompressible solvers with implicit time discretizations are usually applied. However, if compressible solvers should be used for low Mach numbers, methods could be optimized following the approach of this article.
Appendix A Efficient implementation of SSP3(2)4[3S*+]

The Butcher coefficients of SSP3(2)4[3S*+] are

\[
\begin{array}{c|cccc}
0 & 1/2 & 1/2 & 1/2 & 1/2 \\
1/2 & 1/6 & 1/6 & 1/6 & 1/6 \\
1/2 & 1/4 & 1/4 & 1/4 & 1/4 \\
\end{array}
\]

where spaces indicate zeros. Because of its low-storage structure, the method can be implemented efficiently and memory-friendly as

\[
\begin{align*}
\hat{u} & \leftarrow \frac{1}{3} u^n + \frac{2}{3} u, & u & \leftarrow \frac{2}{3} u^n + \frac{1}{3} u, & u & \leftarrow u + \frac{1}{2} \Delta t_n f\left(t_n + \Delta t_n / 2, u\right), \\
\hat{u} & \leftarrow \frac{1}{2} (\hat{u} + u). & \end{align*}
\]

At the end of one step (A2), \( u^{n+1} \) is stored in \( u \) and \( \hat{u}^{n+1} \) is stored in \( \hat{u} \). Usually, it is not important to know \( \hat{u}^{n+1} \) but \( \hat{u}^{n+1} - u^{n+1} \) to estimate the error; this difference can be obtained as \( (\hat{u} - u)/2 \) instead of \( (\hat{u} + u)/2 \) in the last assignment in (A2). If the low-storage assumption introduced in [40] can be applied, SSP3(2)4[3S*+] can be implemented using only three memory locations for \( u^n, u \) and \( \hat{u} \). Otherwise, an additional storage location is necessary to evaluate the right-hand side \( f \). Note that the previous value \( u^n \) is already included in this count of memory locations.

Appendix B Coefficients of the Novel Runge-Kutta Pairs

The low-storage coefficients of the novel methods are listed in double precision in Tables B1, B2, B3, B4, B5 and B6. Full-precision results in electronic form are available in the accompanying repository [64]. We contributed our optimized methods to the freely available open source library DifferentialEquations.jl [62] written in Julia [8].
Table B1 Coefficients of the optimized, explicit, low-storage Runge-Kutta method RK3(2)5[3S₈⁺₄⁺]

| $r_{1,i}$ | $r_{2,i}$ | $r_{3,i}$ |
|-----------|-----------|-----------|
| +0.000000000000000E + 00 | +1.000000000000000E + 00 | +0.000000000000000E + 00 |
| +2.5876690703520788E − 01 | +5.5284187451021605E − 01 | +0.000000000000000E + 00 |
| −1.324366789450303E − 01 | +6.731844003896738E − 01 | +0.000000000000000E + 00 |
| +5.055612314603993E − 02 | +2.830138045076351E − 01 | +2.7525858134466369E − 01 |
| +5.670528079028777E − 01 | +5.5215088735073936E − 01 | −8.9505487092797853E − 01 |
| $\delta_i$ | $\beta_i$ | $\tilde{\beta}_i$ |
| +1.000000000000000E + 00 | +1.1479315633699007E − 01 | +1.0463633713540937E − 01 |
| +3.4076872093214550E − 01 | +8.933592952328596E − 02 | +9.5204315749567586E − 02 |
| +3.4143992805846252E − 01 | +4.3558587173792318E − 01 | +4.4824466455686685E − 01 |
| +7.2293027328755899E − 01 | +2.4735852952572862E − 01 | +2.449032954613102E − 01 |
| +0.000000000000000E + 00 | +1.1292684944702953E − 01 | +1.0701165301202518E − 01 |

Table B2 Coefficients of the optimized, explicit, low-storage Runge-Kutta method RK3(2)5ₚ[3S₈⁺₄⁺]

| $r_{1,i}$ | $r_{2,i}$ | $r_{3,i}$ |
|-----------|-----------|-----------|
| +0.000000000000000E + 00 | +1.000000000000000E + 00 | +0.000000000000000E + 00 |
| +2.5877719797257331E − 01 | +5.5283549093013895E − 01 | +0.000000000000000E + 00 |
| −1.3243803601407234E − 01 | +6.7318716082030616E − 01 | +0.000000000000000E + 00 |
| +5.0560339481908259E − 02 | +2.8031039632976723E − 01 | +2.7525632733046762E − 01 |
| +5.6705320007393134E − 01 | +5.5215254470206099E − 01 | −8.9505261746740339E − 01 |
| $\delta_i$ | $\beta_i$ | $\tilde{\beta}_i$ |
| +1.000000000000000E + 00 | +1.1479359710235412E − 01 | +9.4841667050357029E − 02 |
| +3.4076558793345252E − 01 | +8.9334428531133159E − 02 | +1.7263713394303537E − 01 |
| +3.4143826550033862E − 01 | +4.3558710250086169E − 01 | +3.9982431890843712E − 01 |
| +7.2292753667897872E − 01 | +2.4735761882014512E − 01 | +1.7180168075801786E − 01 |
| +0.000000000000000E + 00 | +1.1292725304550591E − 01 | +5.8819144221557401E − 02 |
| $R_{1,i}$ | $R_{2,i}$ | $R_{3,i}$ |
|---|---|---|
| +1.00000000000000E+00 | +1.00000000000000E+00 | +1.00000000000000E+00 |
| +2.499262752607826E+00 | +2.499262752607826E+00 | +2.499262752607826E+00 |
| +3.474793767008691E-01 | +3.121354105472731E-01 | +3.519172054695663E-01 |
| +4.55306845427194E-02 | +2.952268113943101E-02 | +2.169318087627035E-02 |

| $\delta_i$ | $\beta_i$ | $\tilde{\beta}_i$ |
|---|---|---|
| +1.00000000000000E+00 | +4.503731961568841E-02 | +4.55659297709452E-02 |
| +1.26293854378065E+00 | +1.859217322019687E-01 | +1.175963104926386E-01 |
| +7.574961775608729E-01 | +3.329727509207630E-02 | +3.658257330515213E-02 |
| +5.163591581112226E-01 | +4.784222612050198E-03 | +5.311558343556296E-03 |
| +2.74633792042873E-02 | +4.055846026375678E-03 | +5.178250127131271E-03 |
| +4.382645693417710E-01 | +4.185027996682794E-01 | +4.954390221168626E-01 |
| +1.273587103668392E-00 | +4.318945047474273E-03 | +5.993031327378659E-03 |
| +2.94740045442794E-01 | +2.712864097324426E-02 | +9.405934345683165E-02 |
| +0.00000000000000E+00 | +2.952268113943101E-02 | +2.169318087627035E-02 |

| $R_{1,i}$ | $R_{2,i}$ | $R_{3,i}$ |
|---|---|---|
| +0.00000000000000E+00 | +1.00000000000000E+00 | +1.00000000000000E+00 |
| +2.499262752607826E+00 | +2.499262752607826E+00 | +2.499262752607826E+00 |
| +3.474793767008691E-01 | +3.121354105472731E-01 | +3.519172054695663E-01 |
| +4.55306845427194E-02 | +2.952268113943101E-02 | +2.169318087627035E-02 |

| $\delta_i$ | $\beta_i$ | $\tilde{\beta}_i$ |
|---|---|---|
| +1.00000000000000E+00 | +4.503731961568841E-02 | +4.55659297709452E-02 |
| +1.26293854378065E+00 | +1.859217322019687E-01 | +1.175963104926386E-01 |
| +7.574961775608729E-01 | +3.329727509207630E-02 | +3.658257330515213E-02 |
| +5.163591581112226E-01 | +4.784222612050198E-03 | +5.311558343556296E-03 |
| +2.74633792042873E-02 | +4.055846026375678E-03 | +5.178250127131271E-03 |
| +4.382645693417710E-01 | +4.185027996682794E-01 | +4.954390221168626E-01 |
| +1.273587103668392E-00 | +4.318945047474273E-03 | +5.993031327378659E-03 |
| +2.94740045442794E-01 | +2.712864097324426E-02 | +9.405934345683165E-02 |
| +0.00000000000000E+00 | +2.952268113943101E-02 | +2.169318087627035E-02 |
Table B5  Coefficients of the optimized, explicit, low-storage Runge-Kutta method RK5(4)10[3S⁺⁺]

| \( r_{1,j} \) | \( r_{2,j} \) | \( r_{3,j} \) |
|----------------|----------------|----------------|
| 0.000000000000000E+00 | +1.000000000000000E+00 | +0.000000000000000E+00 |
| +0.000000000000000E+00 | +1.000000000000000E+00 | +0.000000000000000E+00 |
| +4.000000000000000E+00 | +1.000000000000000E+00 | +0.000000000000000E+00 |
| +8.000000000000000E+00 | +1.000000000000000E+00 | +0.000000000000000E+00 |
| +12.000000000000000E+00 | +1.000000000000000E+00 | +0.000000000000000E+00 |
| +16.000000000000000E+00 | +1.000000000000000E+00 | +0.000000000000000E+00 |
| +20.000000000000000E+00 | +1.000000000000000E+00 | +0.000000000000000E+00 |

\[ \delta_i = \begin{aligned} +1.000000000000000E+00 \\ -1.3317784091338497E-01 \\ +8.2604227852460299E-01 \\ +1.5137004305133324E+00 \\ -1.305810631770482E+00 \\ +3.0366787893425076E+00 \\ -1.4494582670745926E+00 \\ +3.8343138733209576E+00 \\ +4.1222937919233249E+00 \\ +0.000000000000000E+00 \end{aligned} \]

\[ \beta_i = \begin{aligned} +2.2801023055963646E-03 \\ +1.4073930208232305E-02 \\ +2.3326917941728226E-01 \\ +4.8082667004651816E-02 \\ +4.1190032211396227E-01 \\ -1.2914610713647529E-01 \\ +1.2207460110385798E-01 \\ +4.357858031133875E-02 \\ +1.0250768752899050E-01 \\ +1.559323403396062E-01 \end{aligned} \]

\[ \delta_i = \begin{aligned} +5.734588486761938E-02 \\ +1.9714475180397338E-02 \\ +7.2152966056837173E-02 \\ +1.7396594890879398E-01 \\ +3.703693604454879E-01 \\ -1.215590390550650E-01 \\ +1.1803729454911216E-01 \\ +4.155688823364696E-02 \\ +1.227866279103799E-01 \\ +1.456284232236844E-01 \end{aligned} \]
Table B6  Coefficients of the optimized, explicit, low-storage Runge-Kutta method RK5(4)10p[3S∗+]

| \(r_{1,j}\) | \(r_{2,j}\) | \(r_{3,j}\) |
|----------------|----------------|----------------|
| +0.000000000000000E + 00 | +1.000000000000000E + 00 | +0.000000000000000E + 00 |
| +4.043660121685794E - 01 | +6.871467028161465E - 01 | +0.000000000000000E + 00 |
| -8.503427289575840E - 01 | +1.093024789147509E + 00 | +0.000000000000000E + 00 |
| -6.950894175262117E + 00 | +3.225975379671928E + 00 | -2.393405133424948E + 00 |
| +9.238765192731085E - 01 | +1.041153702510104E + 00 | -1.902854224217609E + 00 |
| -2.563178056509891E + 00 | +1.292821487912164E + 00 | -2.820042207399971E + 00 |
| +2.545748793652260E - 01 | +7.391462755788123E - 01 | -1.832698462773810E + 00 |
| +3.125831707411998E - 01 | +1.239129251371800E - 01 | -2.199094830846712E - 01 |
| -7.007114444405084E - 01 | +1.842753472370123E - 01 | -4.082430635847870E - 01 |
| +4.839621016023833E - 01 | +5.712788987965835E - 02 | -1.377669797880289E - 01 |

| \(\delta_i\) | \(\beta_i\) | \(\hat{\beta}_i\) |
|----------------|----------------|----------------|
| +1.000000000000000E + 00 | -2.280100321836989E - 03 | -2.019255440120660E - 02 |
| -1.331778419508803E - 01 | +1.407393115790186E - 02 | +2.7379034809591845E - 02 |
| +8.260422814750207E - 01 | +2.332691775508456E - 01 | +3.028816361459567E - 01 |
| +1.513700425755728E + 00 | +4.808266471353862E - 03 | -3.656843880622223E - 02 |
| -1.305810059935023E + 00 | +4.119003217706951E - 01 | +3.982646747676796E - 01 |
| +3.036678802924163E + 00 | -1.291461678077362E - 01 | -5.7159594211406851E - 02 |
| -1.449458274398985E + 00 | +1.220746013848710E - 01 | +9.8498551038485579E - 02 |
| +3.834313899176362E + 00 | +4.357858531744204E - 02 | +6.654601524560853E - 02 |
| +4.122293760012985E + 00 | +1.0250768775680807E - 01 | +9.0734795427481127E - 02 |
| +0.000000000000000E + 00 | +1.5593923423620598E - 01 | +8.432289325308037E - 02 |
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