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Abstract—A new algorithm for efficient exact maximum likelihood decoding of polar codes (which may be CRC augmented), transmitted over the binary erasure channel, is presented. The algorithm applies a matrix triangulation process on a sparse polar code parity check matrix, followed by solving a small size linear system over GF(2). To implement the matrix triangulation, we apply belief propagation decoding type operations. We also indicate how this decoder can be implemented in parallel for low latency decoding. Numerical simulations are used to evaluate the performance and computational complexity of the new algorithm.

I. INTRODUCTION

The error rate performance of a polar code [1] with a short to moderate blocklength can be significantly improved by concatenating it with a high rate cyclic redundancy check (CRC) code, and using a CRC-aided successive cancellation (SC) list (SCL) decoder [2]. However, both the SC and SCL decoders are sequential and thus suffer from high decoding latency and limited throughput. Improvements to SC and SCL were proposed, e.g., in [3]–[14]. An iterative belief propagation (BP) decoder over the polar code factor graph (FG) was proposed in [15], [16]. This decoder is inherently parallel, and allows for efficient, high throughput implementation, optimizations and extensions [17]–[29]. However, even the CRC aided BP list (BPL) decoder that uses several parallel decoders, one for each permuted FG representation of the polar code, and also incorporates CRC information in the BP decoding, has higher error rate compared to the CRC-aided SCL decoder [29].

In this paper, we consider the problem of decoding polar codes (possibly concatenated with a CRC code) over the binary erasure channel (BEC). We derive a new low complexity algorithm for computing the exact maximum-likelihood (ML) codeword based on inactivation decoding [17], [30]–[33] (see also [34], Chapter 2.6). In [17], it was proposed to use Algorithm C of [30] for improved BP decoding of polar codes. The differences between our work and [17] are as follows. First, rather than using the large standard polar code FG, we use the method in [35] for constructing (offline) a much smaller sparse PCM for polar codes, thus reducing the computational complexity. In addition, we show how to extend our method to CRC-augmented polar codes, which are important in practice. We also analyze the computational complexity of our method, and indicate how the algorithm can be implemented in parallel.

II. BACKGROUND

We use the following notations: We denote by $\mathcal{P}(N,K)$ a polar code of blocklength $N$, information size $K$, and rate $K/N$. The number of stages in the polar code FG is $n = \log_2 N$. The information and frozen index sets are denoted by $\bar{A}$ and $\bar{\bar{A}}$ respectively. We denote by $\bar{u}$, the information bits vector of length $K$, and by $u$ the information word, such that $u_{\bar{A}} = \bar{u}$ and $u_{\bar{\bar{A}}} = 0$. That is, $u$ is the full input (column) vector, including the frozen bits, and we assume that the frozen bits are set to zero. We denote the $N \times N$ polar generator matrix by $G_N = B_N F^{\otimes n} [1]$, where $B_N$ is the bit reversal permutation matrix, and $F = \begin{bmatrix} 1 & 0 \\ 1 & 1 \end{bmatrix}$. The codeword is then generated using $c^T = u^T G_N$. The polar code FG is shown in Fig. 1. It can be seen that this FG consists of $n$ stages of parity check (PC) nodes, and $n + 1$ stages of variable nodes. The variable nodes in the leftmost stage of the graph (denoted in Fig. 1 by red numbers $1 \rightarrow 8$) correspond to the information word $u$, and the nodes on the rightmost stage of the graph correspond to the codeword $c$ (marked by red numbers $25 \rightarrow 32$). There are three types of variable nodes in the FG: Channel variable nodes (CVN), corresponding to the codeword, frozen.
variable nodes (FVN), and the rest are hidden variable nodes (HVN).

A. Sparse parity check matrix for polar codes [35]

The standard polar code PCM [36, Lemma 1] is dense. Hence, it is not suitable for standard BP decoding. For completeness, we briefly review the method in [35] for obtaining a sparse representation of the polar code PCM. It starts with the standard polar FG, which can be represented as a PCM of size \( N \log_2 N \times (N + 1) \), i.e., \( N \log_2 N \) PC nodes, and \( N (1 + \log_2 N) \) variable nodes (out of which, \( N - K \) variable nodes are frozen). The leftmost layer of variable nodes of the standard polar FG, which can be represented as a PCM of size \( N \log_2 N \times (N + 1) \), i.e., \( N \log_2 N \) PC nodes, and \( N (1 + \log_2 N) \) variable nodes (out of which, \( N - K \) variable nodes are frozen). The leftmost layer of variable nodes of the graph corresponds to columns 1 to \( N \) of the PCM, the next layer of variable nodes corresponds to columns \( N + 1 \) to \( 2N \), and so on, such that the rightmost variable nodes (codeword) correspond to the last \( N \) columns of the PCM. In Fig. 1, the column index of variable node \( c_i \) is \( i \). The resulting PCM is sparse since each PC is connected to at most 3 variable nodes, as shown in Fig. 1. Hence, standard BP can be used effectively on this graph with expected good error probability performance. Unfortunately, the dimensions of the resulting matrix are large (instead of \( (N - K) \times N \) for the standard polar code PCM, we now have a matrix of size \( N \log_2 N \times N (1 + \log_2 N) \) as it contains HVNs as well), which increases the decoding complexity. To reduce the matrix size, the authors of [35] suggested the following pruning steps that yield a valid sparse PCM to the code while reducing the size of the \( N \log_2 N \times N (1 + \log_2 N) \) original PCM significantly.

1) **FVN removal**: If a variable is frozen then it is equal to zero. Thus, all columns that correspond to frozen nodes can be removed from the PCM.

2) **Check nodes of degree 1**: The standard polar FG contains check nodes of degrees 2 and 3 only. However, after applying the pruning algorithm, we might get check nodes with degree 1. Their neighboring variable node must be 0. Thus, this check node and its single neighbor variable node can be removed from the FG (the column corresponding to that variable node is removed from the PCM).

3) **A CVN connected to a degree 2 check node with an HVN**: The CVN must be equal to the HVN. Thus, the connecting check node can be removed, and the HVN can be replaced (merged) with the CVN.

4) **HVN of degree 1**: This HVN does not contribute to the decoding of the other variables since it is \( (0, 1) \) with probabilities \( (1/2, 1/2) \). Hence, the variable node and the check node it is connected to can be removed from the graph.

5) **HVN of degree 2**: This HVN can be removed and the two connected check nodes can be merged.

6) **Degree 2 check node that is connected to two HVNs**: The two HVNs must be equal. Hence, the check node can be removed and the two HVNs can be merged.

Iterating over the above mentioned pruning steps until convergence results in the pruned PCM (FG), which is a valid PCM for the code. As mentioned before, the last \( N \) variable nodes of the resulting PCM correspond to the codeword bits (CVNs), while the rest are HVNs. Standard BP decoding can be used on the new FG. Note that the pruned PCM has full row rank. This is due to the fact that after the FVN removal step, the dimensions of the PCM are \( N \log_2 N \times (N \log_2 N + K) \). Then, for each variable node removed from the graph while executing the other pruning steps summarized above, exactly one check node is removed as well. Hence, at the end of the process, the pruned PCM has dimensions \( (N' - K) \times N' \), where \( N' \geq N \) is the total number of variable nodes in the pruned graph. Now, \( K \) is the dimension of the polar code. Hence the \( N' - K \) rows of the pruned PCM must be linearly independent. As an example, for \( P(256, 134) \) (\( P(512, 262) \), respectively), the algorithm yields a pruned PCM with blocklength \( N' = 355 \) and the fraction of ones in the PCM is 0.7% (0.33%).

III. EFFICIENT ML DECODING OVER THE BEC

Consider the BEC, where a received symbol is either completely known or completely unknown (erased). We denote the erasure probability by \( \epsilon \). The channel capacity is \( C(\epsilon) = 1 - \epsilon \). Denote the input codeword by \( c \) and the BEC output by \( y \). Since \( c \) is a codeword it must satisfy \( Hc = 0 \) where \( H \) is a PCM of the code. Denote by \( K \) the set of known bits in \( c \) (available from \( y \)), and by \( \tilde{K} \) the set of erasures. Denote by \( H_K \) (\( H_{\tilde{K}} \), respectively) the matrix \( H \) restricted to columns in \( K \) (\( \tilde{K} \)). We have, \( 0 = Hc = H_Kc_K + H_{\tilde{K}}c_{\tilde{K}} \). Thus we have the following set of linear equations,

\[
H_Kc_K = H_{\tilde{K}}c_{\tilde{K}}.
\]  

As a result, it can be seen that ML decoding over the BEC is equivalent to solving the set \( \{1\} \) for \( c_{\tilde{K}} \). However, the required complexity when using Gaussian elimination is \( O(N^3) \). We now present a much more efficient ML decoding algorithm. This algorithm uses the sparse representation of the polar PCM [35] that was reviewed above. This PCM is obtained offline. Our algorithm is a modified version of the efficient ML decoder [31] that was proposed for efficient ML decoding of LDPC codes over the BEC.

It may be convenient, for computational efficiency, to store the sparse pruned PCM by the locations of ones at each row and column (along with the number of ones). It may also be convenient to address the rows and columns using some permutation. For clarity, we describe the algorithm over the pruned PCM. However, for efficient implementation, some other representation may be preferable (e.g., using the FG for stage 1 described below). The algorithm has the following stages:

1) **Standard BP decoding**: Given the BEC output, apply standard BP decoding on the pruned PCM until convergence. If BP decoding was successful (all variable nodes were decoded), we return the decoded word and exit. Otherwise, we proceed to the next decoding stage. The PCM after BP decoding is shown in Fig. 2. In the end of the decoding we have permuted the rows and columns of the PCM such that the first \( n_d \) columns correspond to the decoded variable nodes, and the first \( n_c \) rows correspond to the decoded PCs (a PC node is said to be
decoded if all its neighbor variable nodes have been decoded).

2) Choosing reference variables and performing triangulation \([39]\). Consider the PCM at the output of the previous stage, shown in Fig. 2. Since the BP decoder has converged on this PCM, the number of unknown variable nodes in each undecoded row is larger than one (otherwise the BP could have continued decoding). The goal of the current stage is to bring the PCM to the form shown in Fig. 3 using only row and column permutations, where the \(n_c \times n_d\) sub-matrix on the top-left corner is the same as in Fig. 2 and where the sub-matrix \(H^{(1,3)}\) is square lower triangular with ones on its diagonal.

We start by considering the reordered PCM in Fig. 2. We mark \(n_r\) unknown variable nodes (variables that have not been decoded by the BP) as reference variables (either by picking them at random or by using a more educated approach as discussed below) and remove them from the list of unknowns. We then permute the matrix columns so that the \(n_r\) columns corresponding to these reference variables are placed immediately after the columns corresponding to the \(n_d\) decoded variables. We then perform a diagonal extension step \([39]\) on this column permuted PCM. This means that we check for rows with a single unknown variable node in the remaining columns (those with indices larger than \(n_d + n_r\)). Assume we found \(l_1\) such rows, and the locations of ones in these rows are \((r_1, c_1), (r_2, c_2), \ldots, (r_{l_1}, c_{l_1})\). Then, for every \(i \in \{1, \ldots, l_1\}\), we permute row \(r_i\) with row \(n_d + i\), and column \(c_i\) with column \(n_d + n_r + i\). The result is shown in Fig. 3 with \(l = l_1\), \(R = 0\) and \(n_r\) reference variables. We proceed by applying additional diagonal extension steps on the rows of the obtained matrix below the \(n_c + l_1\) first ones (\(H\) in Fig. 4 with \(l = l_1\)) repeatedly, until this is not possible anymore (no more rows with a single unknown variable node that has not been diagonalized yet). By doing so we extend the diagonal of size \(l = l_1\) that we have already constructed. Denote the total number of found rows with a single unknown variable node by \(l_2 \geq l_1\). For example, the resulting PCM for two diagonal extension steps is also shown in Fig. 4 but now with \(l = l_2\) and some \((l_2 - l_1) \times l_1\) matrix \(R\). Essentially, after we have chosen \(n_r\) reference variable nodes, we have applied a BP decoding procedure that also incorporates row and column permutations until convergence of the BP decoder in order to obtain the matrix shown in Fig. 4 with the largest possible \(l = l_2\). We now repeat this process by an iterative application of the following basic procedure:

a) Choose \(n_r\) additional reference variables from the unknown variables that have not been diagonalized yet.

b) Permute the PCM columns so that the columns corresponding to these additional reference variables are placed just after the columns of the reference variables from previous applications of the procedure.

c) Apply as many diagonal extension steps as possible.

3) Expressing unknown variables as a combination of reference variables. When we enter this stage the PCM has the form shown in Fig. 3. It contains \(n_d\) BP decoded variables with known value, \(d\), \(n_r\) reference variables and \(n_u\) remaining unknown variables. Both the values of the reference variables, \(r\), and the unknown variables, \(u\), are unknown at this point. In this stage we express \(u\) as an affine transformation of \(r\) (over GF(2)),

\[
\mathbf{u} = \mathbf{A}\mathbf{r} + \mathbf{a} \tag{2}
\]

where \(A\) is a matrix of size \(n_u \times n_r\), and \(a\) is a vector of length \(n_u\). Due to the triangulation and the sparsity of the PCM, this step can be computed efficiently using back-substitution as follows. Using the matrix form in Fig. 3 we have

\[
\begin{bmatrix} s(1) \\ s(2) \end{bmatrix} = \begin{bmatrix} H^{(1,2)} & H^{(1,3)} \\ H^{(2,2)} & H^{(2,3)} \end{bmatrix} \begin{bmatrix} r \\ u \end{bmatrix} \tag{3}
\]

where \(s(1) = H^{(1,1)}d\) and \(s(2) = H^{(2,1)}d\). Since \(H^{(1,3)}\) is a lower triangular, \(n_u \times n_u\) matrix, with ones on its diagonal, we thus have for \(l = 1, 2, \ldots, n_u\),

\[
u_l = s(l) + \sum_{j} H^{(1,2)}_{l,j}r_j + \sum_{j < l} H^{(1,3)}_{l,j}u_j \tag{4}
\]
Suppose that we have already expressed \( u_i \) as
\[
\begin{equation}
 u_i = \sum_j A_{i,j} r_j + a_i
\end{equation}
\]
(5) for \( i = 1, \ldots, k \), and wish to obtain a similar relation for \( i = k + 1 \). Then, by (4),
\[
 u_{k+1} = s_{k+1}^{(1)} + \sum_j H_{k+1,j}^{(1,2)} r_j + \sum_i u_i
\]
where \( C_k = \{ i : i \leq k, H_{k+1,i}^{(1,3)} = 1 \} \). Substituting (5) for \( u_i \) in the last summation and rearranging terms yields,
\[
 u_{k+1} = \sum_j A_{k+1,j} r_j + a_{k+1}
\]
where
\[
 A_{k+1,j} = H_{k+1,j}^{(1,2)} + \sum_i A_{i,j}, \quad a_{k+1} = s_{k+1}^{(1)} + \sum_i a_i
\]
This shows that the rows of \( A \) as well as the elements of the vector \( a = (a_1, \ldots, a_n)^T \) can be constructed recursively for \( k = 1, 2, \ldots \) as follows. Denote the \( k \)'th row of \( A \) by \( \tilde{a}_k \) and the \( k \)'th row of \( H^{(1,2)} \) by \( H_{k}^{(1,2)} \). Then we first initialize by
\[
 \tilde{a}_1 = H_{1}^{(1,2)}, \quad a_1 = s_1^{(1)} \quad (6)
\]
Then, for \( k = 1, \ldots, n_u - 1 \),
\[
 \tilde{a}_{k+1} = H_{k+1}^{(1,2)} + \sum_i \tilde{a}_i, \quad a_{k+1} = s_{k+1}^{(1)} + \sum_i a_i \quad (7)
\]
4) Finding the values of the reference and unknown variables. By (6) and (7),
\[
 s^{(2)} = H^{(2,2)} \mathbf{r} + H^{(2,3)} \mathbf{u} = (H^{(2,2)} + H^{(2,3)} A) \mathbf{r} + H^{(2,3)} \mathbf{a}
\]
where, as was indicated above, \( s^{(2)} = H^{(2,1)} \mathbf{d} \). Hence, \( \mathbf{r} \) is obtained by solving the following linear equation (over GF(2)),
\[
 (H^{(2,2)} + H^{(2,3)} A) \mathbf{r} = s^{(2)} + H^{(2,3)} \mathbf{a} \quad (8)
\]
To solve this system we apply Gaussian elimination on the \( n_e \times (n_r + 1) \) augmented matrix of (6). This system must have a valid solution (the true transmitted codeword). Decoding will be successful if the true transmitted codeword is the unique solution. After we have obtained \( \mathbf{r} \), we can also obtain \( \mathbf{u} \) from (2). Thus we have obtained the decoded codeword.

A. Complexity

Recall that the pruned PCM is obtained offline. We now analyze the complexity of each stage of the efficient ML decoding algorithm described above in terms of the number of XORs (additions over GF(2)).

1) The complexity of BP decoding over the BEC is determined by the number of edges in the Tanner graph \([35]\). We start with a PCM with \( O(N \log_2 N) \) edges (corresponding to the FG in Fig. 1). Then, after applying the pruning, the total number of edges decreases. Hence, the complexity of BP decoding over the pruned PCM is \( O(N \log_2 N) \).

2) A diagonal extension step is equivalent to a BP iteration over the BEC without XORs. The total number of permutations is \( \mathcal{O}(N \log_2 N) \).

3) The number of XORs required to compute \( s^{(1)} = H^{(1,1)} \mathbf{d} \) is the number of ones in \( H^{(1,1)} \). The recursion described by (4) and (7) requires \( (n_r + 1)(\gamma - n_u) \) XORs where \( n_r \) is the number of reference variables and \( \gamma \) is the number of ones in \( H^{(1,3)} \). Denote by \( d^{(1)}_i \) the average number of ones in a row of the final PCM in Fig. 3 (corresponding to the \( H^{(1,1)} \) matrices). Since the final PCM is sparse (it was obtained from the pruned PCM by row and column permutations only), \( d^{(1)}_i \) is small. The total computational cost of this stage is \( \mathcal{O}(d^{(1)}_i \cdot (n_r + 1) \cdot n_u) \). We can also say that the total computational cost of this stage is \( \mathcal{O}(d^{(1)}_i \cdot (n_r + 1) \cdot N \log_2 N) \) (since \( n_u = \mathcal{O}(N \log_2 N) \)).

4) The number of XORs required to compute \( s^{(2)} = H^{(2,1)} \mathbf{d} \) is the number of ones in \( H^{(2,1)} \). We then compute \( H^{(2,2)} + H^{(2,3)} A \) and \( s^{(2)} + H^{(2,3)} \mathbf{a} \), required in (8), the complexity is \( \mathcal{O}(\rho(n_r + 1)) \), where \( \rho \) is the number of ones in \( H^{(2,3)} \). Let \( \rho = d^{(2)}_e \) where \( n_e \) is the number of remaining PCs and \( d^{(2)}_e \) is the average number of ones in the \( n_e \) remaining PC rows of the final PCM. Hence, the above complexity is \( \mathcal{O}(d^{(2)}_e \cdot (n_r + 1) \cdot n_e) \). Finally, the complexity of the Gaussian elimination required to solve the linear system (8) is \( \mathcal{O}(n_e^2) \). After we have obtained \( \mathbf{r} \), we use (2) to obtain \( \mathbf{u} \), the complexity of this additional step is \( \mathcal{O}(n_u \cdot n_r) \).

As can be seen, the complexity of the algorithm will be strongly influenced by \( n_r \) and \( n_e \). We argue the following.

**Proposition 1.** When the code rate is below channel capacity, i.e., \( R < C(\epsilon) = 1 - \epsilon \), we have, for any \( q, p > 0 \),
\[
 \lim_{N \to \infty} \mathbb{E}\{(N \log N) n_q^2 \cdot n_p^2\} = 0
\]
(9)

**Proof.** By [23, Lemma 6], when decoding a polar code transmitted over the BEC, BP on the standard polar FG cannot perform worse than SC. In addition, applying the BP decoder on the standard polar FG is equivalent to its application on the pruned graph (although the pruning steps have changed the message passing schedule, in the BEC case, the result of BP is invariant to the scheduling used). Now, the block error probability when using SC decoding is bounded by \( P_e \leq 2^{-N^{\beta}} \), for any \( \beta < 1/2 \), [40]. Hence, the error probability of the BP algorithm applied in the first stage of our proposed decoder is also bounded by the same term. Now, whenever BP fails to decode all bits, \( n_r, n_e \), are bounded by \( N \log N \). Thus,
\[
 \mathbb{E}\{(N \log N) n_q^2 \cdot n_p^2\} \leq (N \log N)^{1+q+p} \cdot 2^{-N^{0}}
\]
This immediately yields (9) \( \square \).
B. CRC-Polar concatenation

One approach for incorporating CRC in the proposed algorithm is to add the additional PC constraints associated with the CRC to the polar PCM before applying the pruning procedure. Unfortunately, the PCM of the CRC is not sparse, and this degrades the effectiveness of the pruning and results in a larger matrix. As an example, for $P(256, 134)$ ($P(512, 262)$, respectively) with CRC of length 6, the pruned PCM has blocklength $N' = 533$ ($N' = 1150$), compared to $N' = 355$ ($N' = 773$) for a plain polar PCM.

Therefore, we used an alternative approach, where we add the additional CRC constraints after the pruning process. Since the CRC is a high rate code, we only add a small number of equations. First, we need to obtain the CRC constraints in terms of the codeword (last $N$ columns of the pruned polar PCM). Denote by $H_{CRC}$ the PCM of the CRC, i.e., for every information word $u$ (including the frozen bits), we have $H_{CRC} \cdot u = 0$. It is known from [36] that $u^T \cdot G_N$ where $G_N$ is the $N \times N$ generator matrix of the polar code. Hence, the CRC constraints can be expressed in terms of the codeword as $0 = H_{CRC} \cdot u = H_{CRC} \cdot G_N^T \cdot e$. That is, the CRC constraints that we add to the pruned polar PCM constraints are $H_{CRC} \cdot G_N^T$. In order to decrease the density (number of ones) of $H_{CRC} \cdot G_N^T$, we used the greedy algorithm proposed in [29]. This algorithm considers the Hamming weight of the sum of every two rows, $i$ and $j$. If this sum is smaller than that of either row $i$ or row $j$, then the algorithm replaces the row (either $i$ or $j$) with larger Hamming weight, with this sum.

IV. SIMULATION RESULTS

We used the standard concatenated CRC-Polar scheme with a total rate of 1/2 and CRC of length 6. Fig. 5 shows the BER / FER performance and the mean number of reference variables, $n_r$, and remaining equations, $n_e$, (when the codeword was successfully decoded by the BP algorithm, which is applied in the first stage, $n_r = n_e = 0$). Whenever the diagonal cannot be further extended, we choose a single reference variable, that is $n_r' = 1$. We considered two methods for selecting the reference variable. The first chooses the reference variable at random from all remaining unknown CVNs. The second, following [31] Method C], chooses the unknown variable from a PC with the smallest number of remaining unknown variables. The second approach was slightly better and is hence the one used in Fig. 5. Since our decoder is the ML decoder, it achieves the best FER performance compared to all other decoders. As can be seen in Fig. 5, our ML decoder also achieves the best BER performance. We can also see that the number of required reference variables, $n_r$, and the number of remaining equations, $n_e$, are small. For example, for $N = 512$ and $\epsilon \leq 0.37$ the average number of reference variables is less than 0.1% of the code length.

V. PARALLEL IMPLEMENTATION

For efficient parallel implementation, we suggest modifying stage 2 in the decoding algorithm in Section III. This change simplifies stages 3 and 4. Recall that the goal of stage 2 is to obtain the PCM shown in Fig. 5. The revised algorithm further specifies $H^{(1,3)} = I (n_r \times n_e$ diagonal matrix) and $H^{(2,3)} = 0$. For that purpose we modify stage 2 by adding the following row elimination step after each diagonal extension step. For example, suppose that the first diagonal extension step found $l_1$ rows with a single unknown variable node, so that after the first diagonal extension step, the PCM is as shown in Fig. 4 with $l = l_1$, $R = 0$ and $n_r'$ reference variables. At this point, we add a row elimination step: We use row additions (XORs) with the $l = l_1$ rows of the diagonal, in order to zero out the sub-matrix $B$ in Fig. 4 (i.e., after applying these additions, $B = 0$). The point is that these row additions can be executed in parallel. The same row elimination step is added after each diagonal extension step.

Stages 3 and 4 simplify considerably due to the modification in stage 2. Using $H^{(1,3)} = I$ in (5) yields (2) for $A = H^{(1,2)}$, $a = H^{(1,3)}$. Using $H^{(2,3)} = 0$ simplifies (5) to $H^{(2,2)} = s^{(2)}$. To solve this system, which is typically small ($n_r \times n_r$), we can use the parallel Gaussian elimination over GF(2) algorithm proposed in [41].

Although $n_r' = 1$ minimizes the total number of reference variables, $n_r$, used, for efficient parallel implementation of stage 2 it is beneficial to use $n_r' > 1$.
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