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Abstract—Portfolio optimisation is a multi-objective optimisation problem (MOP), where an investor aims to optimise the conflicting criteria of maximising a portfolio’s expected return whilst minimising its risk and other costs. However, selecting a portfolio is a computationally expensive problem because of the cost associated with performing multiple evaluations on test data (“backtesting”) rather than solving the convex optimisation problem itself. In this research, we present ParDen, an algorithm for the inclusion of any discriminative or generative machine learning model as a surrogate to mitigate the computationally expensive backtest procedure. In addition, we compare the performance of alternative metaheuristic algorithms: NSGA-II, R-NSGA-II, NSGA-III, R-NSGA-III, U-NSGA-III, MO-CMA-ES, and COMO-CMA-ES. We measure performance using multi-objective performance indicators, including Generational Distance Plus, Inverted Generational Distance Plus and Hypervolume. We also consider meta-indicators, Success Rate and Average Executions to Success Rate, of the Hypervolume to provide more insight into the quality of solutions. Our results show that ParDen can reduce the number of evaluations required by almost a third while obtaining an improved Pareto front over the state-of-the-art for the problem of portfolio selection.
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I. INTRODUCTION

Portfolio optimisation is a multi-objective optimisation problem (MOP), where an investor aims to optimise the conflicting criteria of maximising a portfolio’s expected return whilst minimising its risk, and other costs [1]. The original mean-variance optimisation problem is specified by a bi-objective criterion, where risk is measured by the variance of the portfolio’s return [2]. These objectives are combined linearly into a single optimisation problem:

\[
\begin{align*}
\text{maximise} & \quad \mathbf{w}' \mathbf{\mu} - \frac{1}{2} \mathbf{w}' \Sigma \mathbf{w} \\
\text{subject to} & \quad \mathbf{w}' \mathbf{1} = 1
\end{align*}
\]

where \( \mathbf{w} \) is the vector of portfolio weights, \( \mathbf{\mu} \) is the vector of expected returns, \( \Sigma \) is the covariance matrix of returns, and \( \gamma \) is known as the risk-aversion parameter, which is used to trade-off the conflicting objectives. The resulting problem is a quadratic program that has an analytical solution. A particular choice of the risk aversion parameter yields a particular optimal solution. By varying the risk-aversion parameter and solving the optimisation problem, we can uncover the set of non-dominated solutions known as the Pareto frontier or, in the finance jargon, the efficient frontier.

In practice, portfolio selection problems are specified more extensively by incorporating a wide range of real-world considerations [1]. For example, the optimisation problem can include additional objectives for trading costs and holding costs, as well as a leverage constraint:

\[
\begin{align*}
\text{maximise} & \quad \mathbf{w}' \mathbf{\mu} - \frac{1}{2} \mathbf{w}' \Sigma \mathbf{w} - \gamma_t \phi^{\text{trade}} (\mathbf{w} - \mathbf{w}_0) - \gamma_h \phi^{\text{hold}} (\mathbf{w}) \\
\text{subject to} & \quad \|\mathbf{w}\|_1 \leq L^{\max}
\end{align*}
\]

Here, \( \mathbf{w}_0 \) is the initial portfolio, the difference \( \mathbf{w} - \mathbf{w}_0 \) denotes the trades required to attain portfolio \( \mathbf{w} \), \( \phi^{\text{trade}} (\mathbf{w}) \) and \( \phi^{\text{hold}} (\mathbf{w}) \) are the trading and holding cost functions with corresponding trade-off parameters \( \gamma_t \) and \( \gamma_h \), and maximum leverage \( L^{\max} \).

Additional considerations can feature in the problem as hard constraints or otherwise can be included as additional objectives (i.e. soft constraints), depending on an investor’s particular needs. In the latter case, these additional objectives are added to the mean-variance objective function and have associated trade-off parameters. The inclusion of hard and soft constraints implies that the mean-variance optimisation is no longer analytically tractable.

The use of metaheuristic algorithms for finding solutions to portfolio-optimisation problems has been covered extensively...
in the literature \cite{3–5}. To motivate new algorithms, the convex sub-problem is contrived with appropriate constraints to make it non-convex. Nonetheless, most real-world considerations can be included in a convex specification of the optimisation problem and hence can be easily solved using Disciplined Convex Programming (DCP) \cite{6}, \cite{7}. Here, a convex solver is used to produce an exact solution to a particular set of trade-off parameters. The Pareto frontier can be uncovered by repeatedly solving the problem for different choices of the trade-off parameters.

Motivated by hyper-parameter search, a standard practice in machine learning, Boyd \textit{et al.}\cite{1} considered the set of trade-off parameters as the hyper-parameters and the portfolio weights as the parameters in a hybrid approach. First, they specify the portfolio weights optimisation as a single-objective convex problem and use DCP to solve the corresponding exact solution. They then used a grid search over the hyper-parameters to uncover the subset of non-dominated solutions making up the Pareto-frontier. However, without prior knowledge of suitable trade-off parameters to evaluate, this process is typically computationally inefficient as many of the chosen trade-off parameters will result in sub-optimal solutions.

Nystrup \cite{8} extends upon the work of Boyd \textit{et al.}\cite{1} by using a metaheuristic algorithm to generate the trade-off parameter set. They investigate using a single metaheuristic algorithm, the Multi-Objective Covariance-Matrix Adaptation Evolution Strategy (MO-CMA-ES), to generate new trade-off parameters to evaluate. By combining a metaheuristic and exact-solution approach, they can generate exact solutions on the frontier using far fewer evaluations than the previous grid search procedure. Other researchers have also considered the hybrid approach with similar success to both Boyd \textit{et al.}\cite{1} and Nystrup \cite{8}, showing its utility over a purely metaheuristic approach when the sub-problem can be solved using convex optimisation \cite{9–13}.

In these scenarios, the computational intractability of evaluating all possible parameter combinations arises from the cost associated with performing multiple evaluations on test data (“backtesting”) rather than from solving the convex optimisation problem itself. In contrast, multi-objective algorithms can solve the Pareto frontier in a single stage by simultaneously solving both the trade-off parameters and the corresponding solutions. However, this gain in computational efficiency is at the expense of finding approximate solutions.

In this research, we adopt the hybrid approach of Boyd \textit{et al.}\cite{1} and consider extensions to reduce the number of evaluations of the backtest. We first extend the research of Nystrup \cite{8} by comparing his usage of MO-CMA-ES against the performance of the alternative metaheuristic algorithms: NSGA-II, R-NSGA-II, NSGA-III, R-NSGA-III U-NSGA-III and COMO-CMA-ES. We then build on this by considering the inclusion of a surrogate model to mitigate the computationally expensive backtest procedure. Our results include both the original grid-search of Boyd \textit{et al.}\cite{1} as well as a random search as baselines for comparison. In order to allow for quantitative comparison, we introduce several performance indicators, including Generational Distance Plus (GD+), Inverted Generational Distance Plus (IGD+) and Hypervolume (HV). We then consider several meta-indicators of the HV to provide more insight into the quality of solutions. In particular, we consider the Success Rate (SR), the Average Evaluations to SR (AESR) and Average Generations to SR (AGSR) \cite{14}.

II. BACKGROUND

A. Metaheuristic Multi-Objective Optimisation Methods

There exists a significant number of metaheuristic MOP algorithms in the literature \cite{15}. Amongst these, certain algorithms have been shown to be successful in applications across several different domains \cite{16–20}. Our objective is to apply various representative metaheuristic algorithms and demonstrate the utility of a surrogate assisted metaheuristic optimisation approach to solving portfolio optimisation problems of the nature described in this paper. To this end, we implement the metaheuristic MOP methods described below.

We use Latin Hyper-cube Sampling for random selection for all our algorithms, we use real Uniform Crossover (UX) for crossover, and we use real Polynomial Mutation (PM) for mutation. For real UX, we set the probability of crossover to 90%. For PM, we set the probability of mutation to 20%. For all techniques, we use a population size of 60 and offspring size of 30. For all techniques, we give a total evaluation budget of 510.

1) MO-CMA-ES: In multi-objective CMAES (MO-CMA-ES), a population of individuals that adapt their search strategy as in the elitist CMA-ES is maintained. The elites are subjected to multi-objective selection pressure. The selection pressure originates from non-dominated sorting using the crowding-distance first and then hypervolume as the second criterion \cite{21}. We set sigma – the initial step size of the complete system - to 0.1. Other parameters to CMA-ES are left as their defaults.

2) NSGA-II: The algorithm follows the form of a genetic algorithm with modified mating and survival. The individuals are chosen Pareto front-wise first. There will arise a situation where a front needs to be split since not all individuals can survive. When splitting the front, solutions are selected based on a Manhattan crowding distance in the objective space. However, we want to hold onto the extreme points from each generation, and as a result, they are assigned a crowding distance of infinity. Furthermore, to increase selection pressure, we use a binary tournament mating selection. Each individual is first compared by rank and then crowding distance \cite{21}.

3) R-NSGA-II: The algorithm follows NSGA-II with modified survival selection. However, unlike NSGA-II, in splitting the front, solutions are selected based on rank. This rank is calculated based on the euclidean distance to a set of supplied reference points. The solution closest to a reference point is assigned a rank of one, with each point taking its best rank. After each reference point has selected the solution with the best rank for survival, all solutions within the epsilon distance of surviving solutions are “cleared”, meaning they can not be selected for survival until all fronts have been processed.
If more solutions are still needed to be selected, the cleared points are considered. The free parameter epsilon has the effect that a smaller value results in a tighter set of solutions \([21]\). For our work, we choose an epsilon of 0.1 by manual tuning.

4) **NSGA-III**: The algorithm is based on reference directions instead of reference points. For survival, after non-dominated sorting, the algorithm has a modified mechanism for dealing with the front splitting. The algorithm fills up the underrepresented reference direction first. If the reference direction does not have any solution assigned, then the solution with the smallest perpendicular distance in the normalised objective space is assigned as the survivor. In the case that additional solutions for a reference direction are required, these are assigned randomly. Consequently, when this algorithm converges, each reference direction attempts to find a suitable non-dominated solution. We use Riesz s-Energy to generate reference directions \([21]\).

5) **U-NSGA-III**: It has previously been shown that tournament selection performs better than random selection. Unlike NSGA-III, which selects parents randomly for mating, this algorithm uses tournament pressure as an improvement \([21]\). We use Riesz s-Energy to generate reference directions \([21]\).

6) **R-NSGA-III**: The algorithm follows the general NSGA-III procedure with a modified survival selection operator. First, non-dominated sorting is done as in NSGA-III. Solutions are associated with aspiration points based on perpendicular distance, then solutions from the underrepresented reference direction are chosen. For this reason, when this algorithm converges, each reference line seeks to find a good representative non-dominated solution \([21]\).

7) **COMO-CMA-ES**: The algorithm is a multi-objective version of the Covariance Matrix Adaptation Evolution Strategy (CMA-ES) single objective optimiser. Each single-objective CMA-ES optimises an indicator function given \(p - 1\) fixed solutions. Dominated solutions try to minimise their distance to the empirical Pareto front defined by these \(p - 1\) solutions. Other parameters to CMA-ES are left as their defaults \([21]\).

### B. Surrogate Assisted Metaheuristic Multi-Objective Optimisation

Although surrogate methods have been extensively applied within a Bayesian framework aimed at single objective optimisation \([22]–[24]\), the applications of surrogate assisted methods within a multi-objective setting are substantially less common. This is especially so for data-driven metaheuristic multi-objective surrogate assisted optimisation \([25]–[28]\). To this end, we present our algorithm, ParDen, which is a Pareto driven multi-objective optimisation. ParDen is sufficiently general that it can be applied together with most metaheuristic multi-objective algorithms. It also allows us to move beyond using generative models as surrogates, allowing for the future integration of discriminative models such as deep neural networks and recurrent neural networks.

ParDen relies on the use of any supervised learning model to act as a surrogate drop-in replacement \(\hat{f}(\cdot)\) to evaluate a computationally resource intensive real-world experiment or simulation \(f_e(\cdot)\). In this research, the “backtesting” procedure, which runs for several minutes per a set of trade-off parameters, is the simulation under consideration.

The core idea of ParDen is to limit our evaluation of candidates using the simulation \(f_e(\cdot)\) to only those that have a high probability of advancing the Pareto front (the non-dominated solution set \(\mathcal{P}\)). The likelihood that a candidate would advance the Pareto front is determined by two things: i) whether the surrogate model predicts that the candidate advances the Pareto front and ii) the extent to which our surrogate is correct. These two criteria allow us to balance exploration and exploitation of the surrogate. In particular, we attempt to estimate the probability that the surrogate is correct, and we use this probability as a threshold within a rejection sampling scheme to select candidates.

In order to determine the extent to which our surrogate is correct, we require a mechanism for assessing the probability \(P[(x_i, y_i) \in \mathcal{P}|\hat{f}]\) that a pretender \((x_i, y_i)\) will be in the current non-dominated set \(\mathcal{P}\) given the surrogate’s prediction \(\hat{y}_i = f(\cdot)\). We employ \(k\)-fold cross-validation \(CV_k(\cdot)\) together with the non-dominating rank \([29]\) of each candidate to estimate this probability as a non-dominated score (NDScore).

To calculate a NDScore we fit surrogates \(\hat{f}_{X_V,Y_V}(\cdot)\) using the training splits \((X_T, Y_T)\) with the multi-objective \(Y_T\) as the target. For each point in the validation split \((X_V, Y_V)\), we assign its non-dominating rank in the split as its class label \(r\). We use the surrogates to estimate \(\hat{Y}_V = \hat{f}_{X_T,Y_T}(X_V)\), the objective values of the validation split. We then assign the non-dominating rank of the estimated values \(\hat{Y}_V\) as the predicted class labels \(\hat{r}\). We can use any classification metric \(\mathcal{E}(\hat{r}, r)\) constrained to sum to one, to compare \(\hat{r}\) with \(r\) with:

\[
\text{NDScore}(\cdot) = \text{aggregation } \mathcal{E}(\hat{r}, r)_{(X_T,Y_T),(X_V,Y_V) \in CV_k(X)}
\]

with

\[
\hat{r} = [Y_V]^\dagger \quad \text{and} \quad r = [\hat{f}_{X_T,Y_T}(X_V)]^\dagger
\]

where \([\cdot]^\dagger\) assigns the non-dominating rank to each vector. Since we are using \(k\)-fold cross-validation to estimate this value and we are interested in the worst case, we use the minimum across all \(k\) runs as our aggregation. We note that accuracy could be replaced with a more balanced metric such as \(F_1\)-Score and that using the mean instead of minimum might be a better aggregation over \(CV_k\). We did not investigate this further.

### III. METHODOLOGY

In order to demonstrate the efficacy of the ParDen algorithm, we first evaluate several MOP EAs on our problem to see which of them performs best and provide a baseline. We then test ParDen in the two best performing EAs: MO-CMA-ES and NSGA-II. Since we cannot clearly ascertain a single best EA, we instead select the best one with a fixed number of points in the front and one with a dynamic number of points
/* Generate warm start candidates */
/* Actual simulated fitness */
/* Add to ground-truth */
/* Update non-dominated set */
/* Generate new candidates */
/* Compute non-dominated set */
/* Set non-dominated score */
/* Actual pretenders' fitness */

while ⌈X⌉

return

### Algorithm 1: ParDen Algorithm

**Input:** Metaheuristic (M), Terminating Criterion (TC), Simulation (f_e), Surrogate Class (H), Loss (L)

**Output:** Approximate Optimal Frontier (P)

**Data:** Daily Trading Data (D)

1. **Initialise** init(M, f_e, ...):
   1. X_W ∼ M /* Generate warm start candidates */
   2. Y_W = f_e(X_W, D) /* Actual simulated fitness */
   3. G = {(X_W, Y_W)} /* Set ground-truth */
   4. P = [G] /* Compute non-dominated set */
   5. NDScore = 0 /* Set non-dominated score */
   6. /\ Train surrogate on G with loss L /*
   7. \hat{f} = \arg\min_{h \in H} E[L(h, G)]
   8. return \hat{f}, G, NDScore, P

2. **Function** main(M, f_e, ...):
   1. X_C ∼ M /* Generate new candidates */
   2. Y_C = \hat{f}(X_C, D) /* Estimate candidates' fitness with surrogate */
   3. /\ Join candidates to non-dominated set */
   4. P_C = [{C ∪ P}] /* Pretenders are non-dominated candidates */
   5. (X_S, Y_S) = {P_C ∪ C} /* Acceptance sampling with NDScore as threshold to add additional pretenders */
   6. X_S append X_C if NDScore ≤ x ∼ [0, 1]
   7. Y_S = f_e(X_S, D) /* Actual pretenders' fitness */
   8. G = {G ∪ (X_S, Y_S)} /* Add to ground-truth */
   9. P = [G] /* Update non-dominated set */
   10. /\ Update non-dominated score */
   11. NDScore = NDScore(\hat{f}, G)
   12. /\ Train new surrogate on G with loss L */
   13. \hat{f} = \arg\min_{h \in H} E[L(h, G)]
   14. return \hat{f}, G, NDScore, P

15. init(M, f_e)
16. while TC = False do
17. main(M, f_e, ...)
18. return P

19. X ∼ I: sample X from candidate generator I
20. [\mathcal{X}]: Return non-dominated set of \mathcal{X}

in the front. Finally, we compare all of these results using the following quality metrics on the HV score.

**Success Rate (SR):** Success is defined as a required quality criterion that needs to be achieved, i.e. a solution within 99% or 95% of the known optimal value. The success rate as a metric is defined as the percentage of algorithm executions in which the success criterion is met.

**Average Evaluations to a Solution (AES):** Average number of evaluations of the simulation required to reach a solution at a given SR, i.e. the AES at a SR of 99%, would be the average number of evaluations it took to reach there. The particular runs of the EA which do not meet the SR criterion are ignored.

**Average Generations to Success Rate (AGSR):** Average number of generations of the simulation required to reach the solution at a given SR, i.e. the AGSR at a SR of 99%, would be the average number of generations required to reach there.

### IV. Results and Discussion

![Fig. 1. Flowchart for the ParDen Algorithm](image)

### Table I: Performance Indicators

| Method                | GD+  | IGD+ | HV       |
|-----------------------|------|------|----------|
| Random 6510           | -    | -    | 1313.0   |
| Grid Search [1]       | .5941| .5703| 1259.1   |
| NSGA-II               | .1137| .1585| 1308.4   |
| R-NSGA-II             | .0259| .2443| 1309.7   |
| NSGA-III              | .1062| .2320| 1305.0   |
| R-NSGA-III            | .1215| .2279| 1304.3   |
| U-NSGA-III            | .1314| .2567| 1302.7   |
| COMO-CMA-ES           | .0413| 1.775| 1141.1   |
| MO-CMA-ES [3]         | .1002| .0965| 1317.4   |
| \*\text{COMO-CMA-ES*} | .0912| .0951| 1320.0   |
| \*\text{MO-CMA-ES*}  | .0999| .1141| 1316.1   |

* ParDen algorithm applied

We note from Table I that all of the EAs perform similarly when comparing them using hypervolume. The difficulty with
using hypervolume as a metric is that it is sensitive to the number of points in the Pareto front; thus, methods with a higher number of points have an advantage when compared via hypervolume. Next, we turn our attention to GD+ and IGD+ but are cognizant that neither of these is being measured with respect to the true Pareto front but instead measured against the Random 6510 points as a reference. Fortunately, both GD+ and IGD+ are semi Pareto respecting, meaning they do not negatively impact the score of methods that outperform the reference Pareto front. In this respect, we note that although COMO-CMA-ES has one of the best GD+ scores, this has come at the cost of excessive crowding as seen in Figure 2 and reinforced by the IGD+ score. Finally, we note that the surrogate assisted $H$:MO-CMA-ES has the best performing IGD+ score and the second-best GD+. Combined with the fact that it has the best HV, this indicates that our ParDen algorithm can outperform all other methods.

Although the ParDen algorithm can achieve superior performance with respect to HV, GD+, and IGD+, of interest is the quality of the algorithm in arriving at that solution. From Table [II], we note that for both surrogate assisted methods, $H$:MO-CMA-ES and $H$:NSGA-II, the number of evaluations required to reach a solution within 99% of random 6510 reference HV is noticeably lower. In fact, $H$:MO-CMA-ES requires almost one third or approximately 100 fewer evaluations. Tuning to Figure [3] and Figure [4] we see the rapid initial gains in HV, GD+ and IGD+ for $H$:MO-CMA-ES. Again, these results lend support to the efficacy of the ParDen algorithm, especially in cases where there is a realisable cost associated with each execution of the simulation.

In previous work, Nydstrup et al. [8] mentions that one need only consider the number of evaluations. However, this is not entirely correct as EAs improve their solutions from generation to generation. As a result the total evaluations of the simulation must be considered with respect to incremental improvements between generations. To this end, we consider the number of generations required as a proxy for Efficiency. It is meaningful to make this assumption as all evaluations within a generation could be done in parallel and the time taken for an evaluation of the backtest is orders of magnitude larger than any of the operations performed by optimisation algorithms. Inspecting the Average number of Generations to a SR@099 (AGSR@099) we note that, although the surrogates assisted models can achieve better results with fewer evaluations of the simulation, they still require the same number of generations. This observation is significant since it highlights the need for further investigations into algorithms that are able to reduce the number of generations required to reach optimal solutions.

V. CONCLUSION

In this paper, we have extended the existing research by applying a number of additional EA algorithms to the constrained multi-objective portfolio optimisation problem. We further built upon this work by introducing ParDen; a Surrogate assisted algorithm that, together with an NDScore, allows any generative or discriminative machine learning model to be used. Our results show the superiority of our ParDen framework across several performance and quality metrics. Our research highlights the need for further investigation into algorithms better suited to problems with computationally resource intensive objective evaluations.
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