Abstract—Vehicular communication systems have been an active subject of research for many years and are important technologies in the 5G and the post-5G era. One important use case is platooning which is seemingly the first step towards fully autonomous driving systems. Furthermore, a key performance parameter in all vehicular communication systems is the end-to-end packet latency. Towards this goal, full-duplex (FD) transceivers can potentially be an efficient and practical solution towards reducing the delay in platooning networks. In this paper, we study the delay performance of dynamic and TDMA-based scheduling algorithms and assess the effect of FD-enabled vehicles with imperfect self-interference cancellation (SIC). By simulations, we demonstrate the performance-complexity trade-off of these algorithms and show that a TDMA centralized scheme with low-complexity and overhead can achieve comparable performance with a fully-dynamic, centralized algorithm.
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I. INTRODUCTION

Vehicular communications, most commonly referred to as vehicle-to-everything (V2X) communication systems, is one of the most promising applications of fifth-generation (5G) systems that have the potential to dramatically increase the efficiency and safety of transportation. By exchanging valuable information, vehicles can interact with each other in a way that the probability of collision can be reduced compared to today’s transportation systems. One of the main applications of V2X communications is platooning. A platoon is a group of vehicles where each vehicle is located behind another, so that they all together form a chain of vehicles (Fig. 1).

The exchange of control messages wirelessly between neighboring vehicles has to be at a high rate and with ultra-low latency, so that the danger of platoon instability is minimized [1]. In order to achieve low end-to-end packet latency, values, FD-enabled vehicles could be introduced as a potential solution. In particular, vehicles having distributed transceivers at different parts of the car body can easily realize full-duplex transmission, i.e. transmit and receive simultaneously at the same frequency.

It has already been demonstrated that FD can be leveraged in V2X scenarios towards increasing the sum-rate throughput of the network as well as reducing the latency [2]. However, the majority of the related literature is focused either on the outage probability or the throughput performance of these networks by distributed resource allocation. In this paper, a centralized resource allocation problem for a platoon network under the coverage of a base-station (BS) is studied. We focus solely on the latency performance associated with the communication between the platoon vehicles and not between the BS and the platoon leader (PL). Furthermore, it is assumed that the serving BS assigns orthogonal resources to neighbouring platoons.

There have been many works in the past that have studied centralized scheduling policies and proposed different solutions [3], [4]. Recently, there have also been studies where different scheduling algorithms are implemented for relay networks, where line networks that are similar to platoon networks are examined [2], [5]. However, the assumption in most of the existing literature is that the network nodes do not have full-duplex (FD) capabilities.

In this work, we study the effect of FD-enabled vehicles in the latency performance of a platoon network under the presence of imperfect self-interference cancellation (SIC). Furthermore, we propose two low-complexity and low-overhead TDMA-based scheduling schemes that allocate resources per frame (frame-based scheduling) and compare their performance with a slot-based scheduling algorithm as a benchmark.

The remainder of the paper is organized as follows. Section II describes the system model. In Section III different scheduling algorithms are presented where the effect of FD is also taken into account. Section IV deals with the performance evaluation of the scheduling algorithms and, finally, Section V contains concluding remarks and suggestions for future work.

II. SYSTEM MODEL

Fig. 2 shows a directed graph representation $G = \{\mathcal{N}, \mathcal{L}\}$, where $\mathcal{N}$ and $\mathcal{L}$ represent the set of vertices and edges of the graph, respectively. Let $\mathcal{N} = |\mathcal{N}|$ and $\mathcal{L} = |\mathcal{L}|$ be the number of vertices (nodes) and edges (links) in the network respectively (we use $|\cdot|$ to represent the cardinality of a set).
while variables $i$ and $l$ denote the elements of sets $N$ and $L$. $N^{HD}$ and $N^{FD}$ represent the set of half-duplex (HD) and FD vehicles, respectively. We allow arbitrary number and positions of HD and FD nodes. $N_r$ represents the number of platoon members (PMs), i.e. $N_r = N - 2$. The terms node and vehicle are used interchangeably in this paper.

Typically, a PM has to exchange information with the PL and with its preceding vehicle. Towards this, the underlying assumption is that several flows are present in this network, where each flow is associated with a distinct transmitter - receiver pair, as illustrated in Fig. 3. The existence of flows between the PL and the platoon tail vehicle in this flow model allows us to evaluate the largest possible end-to-end latency on a platoon network. Let $F$ represent the set of existing flows and $S(f)$ the source node of flow $f$, where $f \in [1 : F]$ and $|F| = F$. Half of these flows are related to the transmission of packets from the PL to all PMs. Due to the distinct direction of the information flow of these flows we will refer to them as the "right-hand" flows. The other half of the flows will be referred to as the "left-hand" flows. The assumption is that a vehicle can communicate directly only with its neighbouring vehicles, i.e. the ones that are only one-hop away (Fig. 2) due to the low transmission power and the blocking effect of the vehicles at the selected frequency.

It is assumed throughout that time is slotted. The capacity of each link $l$ at time slot $t$ is denoted as $C_l(t)$. The transmission rate of flow $f$ over link $l$ at time slot $t$ is given as $\mu_l^f(t)$. At each time slot, packets from only one flow can be transmitted through an activated link. Due to the underlying flow model, routing constraints should be introduced, so that not all flows are allowed to use all links. If the set of links that flow $f$ is allowed to use is denoted as $L_f$, then for all "right-hand" flows, i.e. flows $f \in [1 : \frac{F}{2}]$ we have that $L_f = \{l : l \leq f\}$. For the "left-hand" flows, i.e. $f \in [\frac{F}{2} + 1 : F]$ the set of links they are allowed to use is given by $L_f = \{l : \frac{F}{2} + 1 \leq l \leq f\}$. Hence, $\mu_l^f(t) = 0 \forall t, \text{if } l \notin L_f$.

III. Scheduling Schemes

A. TDMA Scheduling - Flow-based (FB)

Usually the goal in most of the publications related to TDMA scheduling is to obtain the minimum possible number of slots per frame, as in [3]. A TDMA scheduling approach with the minimum frame length for the underlying platoon network activates one link per frame under the assumption of one-hop interference. However, as it is illustrated in Fig. 3 links have to support a varying number of flows, depending on their position in the network. Therefore there is a varying level of (flow) "congestion" at each link. In order to model this effect, let $S_l$ represent the set of links that are co-scheduled for transmission in slot $t$ and $T$ represent the frame length in number of slots. Then, the number of slots that each link $l$ is scheduled per frame is given as

$$a_l = \sum_{i=1}^{T} I\{l \in S_i\}$$

(1)

where $I\{\cdot\}$ is the indicator function (which returns 1 if the argument inside its brackets is true, otherwise it returns 0). In order to model the congestion in each link, we use variable $d_l$ which is equal to the number of flows that have link $l$ in their routing path and is given as

$$d_l = \sum_{f=1}^{F} I\{l \in L_f\}$$

(2)

In order to take the traffic pattern into account, the number of slots per link $a_l$ needs to be proportional to the congestion of this link $d_l$. In the case of a platoon network, where the number of flows $F$ is small, the number of slots per link can be exactly equal to the congestion level of this link, so that $a_l = d_l$. In this way, the slot allocation of each directional link $l \in L$ can be derived very simply from Fig. 3. Particularly, an edge coloring technique similar to the one in [3] can be used towards assigning a specific number of colors (slots) to each link. In the case of our network, the topology in Fig. 3 is a bipartite graph. It was proven in [3] that the minimum number of colors required to color all edges of a bipartite graph is equal to $\Delta$, where $\Delta$ is the maximum degree of the graph. Thus, a per-link color allocation can be easily implemented at the beginning of each frame, where the number of flows that are incident to each node dictate the degree of this node and, hence, the exact edge color allocation.

Instead of assigning a set of colors to each directional link $l$, we could assign the same set of colors to each pair of directional links that connect two neighbouring nodes. Consequently, the color assignment specifies only the bidirectional link that needs to be activated in each slot. In Fig. 4 $l_b$ is the index of bidirectional links of the platoon network and let $L_b$ represent the set that contains all these links. This modification allows an extra degree of freedom on the flow scheduling, since the flow that is activated in every slot can be decided after the...
two nodes that are the endpoints of the activated bidirectional link exchange information on the sizes of their queue backlogs.

Given the bidirectional-links network model in Fig. 4 and the traffic pattern that is illustrated in Fig. 3, the number of colors per bidirectional link is given in a vector format as

\[
\alpha_{lb} = [o_1 \ o_2 \ o_3 \ o_4] = [8 \ 6 \ 4 \ 2]
\]

where the \( l_b \)-th element of this vector is the number of colors allocated to bidirectional link \( l_b \) and is given by

\[
o_{lb} = 2(N_r + 1) - 2(l_b - 1)
\]

Therefore, due to [6] and under the one-hop interference model, the total number of colors (slots) required to support this color allocation is equal to

\[
\Delta = \max_{1 \leq l_b \leq |L_b|-1} \{o_{lb} + o_{lb+1}\} = 8 + 6 = 14
\]

So, according to this slot allocation, the frame consists of \( T = 14 \) slots and is demonstrated in Fig. 5 where the bidirectional links activated in each slot are also demonstrated.

B. Back-pressure

In the previous algorithm, although link congestion is taken into account, there is no consideration for the backlog sizes of the queues. In a V2V platoon environment, where vehicles are expected to transmit in bursts due to random changes of the surrounding environment, an efficient scheduling algorithm ought to take into account the size of the backlogs. In order to incorporate the queue backlog information in the scheduling process, we implemented the back-pressure (BP) algorithm [4]. BP can be modeled as a binary integer programming problem, where a binary vector is introduced to capture the link activations on a slot basis. In particular, this binary scheduler vector \( \Lambda(t) \in \mathbb{R}^L \) is updated every slot as the solution of the following optimization problem

\[
\Lambda(t) = \arg \max_{\Lambda_t} \sum_{l=1}^{2(N_r+1)} W_l(t) \cdot \mu_l(t) \cdot \Lambda_l(t)
\]

where \( i \in [1 : N + 1] \) and \( l \in [1 : \frac{L}{2}] \), \( f \in [1 : \frac{L}{2}] \) for "right-hand" flows (7a) and \( l \in [\frac{L}{2} + 1 : L] \), \( f \in [\frac{L}{2} + 1 : F] \) for "left-hand" flows (7b). In these two expressions, link \( l \) is incident to nodes \( i \) and \( i - 1 \). Finally, the destination node of a flow does not keep an internal queue dedicated to this flow.

In order to resolve the conflicts of the network, a few constraint inequalities need to be added to the optimization problem of (6). These constraints, which can be expressed via the binary scheduler vector \( \Lambda(t) \), basically capture the edge coloring procedure on the topology graph.

\[
\nu_l(t) = \min\{Q_l^f(t), C_l(t)\}, \forall i \in \mathcal{N}, \forall f \in [1 : F]
\]

\[
\Lambda_l(t) \in \{0, 1\}, \forall l \in \mathcal{L}
\]

\[
\sum_{l \in \{i,i+1,i+N_r+1,i+N_r+2\}} \Lambda_l(t) \leq 1, \forall i \in \mathcal{N}^{HD} \cap [1 : N_r], \forall l \in \mathcal{L}
\]

\[
\sum_{l \in \{i,i+1,i+N_r+1,i+N_r+2\}} \Lambda_l(t) \leq 1, \forall i \in \mathcal{N}^{HD} \cap [1 : N_r], \forall l \in \mathcal{L}
\]

\[
\sum_{l \in \{i,i+1,i+N_r+1,i+N_r+2\}} \Lambda_l(t) \leq 1, \forall i \in [1 : N]
\]

\[
\mu_l(t) = 0 \forall t, \forall l \notin \mathcal{L}_f
\]

In particular, constraints (8c) - (8h) are related to the HD constraint, while constraints (8i) and (8j) are necessary in order to assure that no node is allowed to transmit (receive) to (from) more than one other nodes at any given time slot. Finally, (8a), (8b) and (8i) are due to the system model.

C. TDMA Scheduling - Queue-based (QB)

In practice, it is rather difficult to perform an adaptive algorithm such as BP. Additionally, the signalling overhead of an adaptive algorithm such as BP is very large, as information need to be exchanged between the vehicles and the BS at every slot. Note that the main advantage of BP is that it takes into consideration variations in queue backlogs and channel conditions at every slot. But, in a platoon environment, where all links are LOS, the variations of the link capacities are usually small from one slot to the next. Thus, one reasonable assumption could be that link capacities remain the same during each frame. In order to combine the advantage of the low overhead of TDMA schemes and the dynamic behavior of an algorithm such as BP, we introduce a TDMA scheduling scheme that utilizes the information of queue backlogs at the beginning of each frame before the slot allocation.
More formally, the link that maximizes an objective function (similar with BP) can be obtained for each flow $f$ as

$$W_f^f (t_S) = \arg \max_l \{ \frac{\mu_l (t_S)}{\mu_l (t_S)} \}$$

where $t_S$ is the beginning of the $S$-th time frame. This approach indicates that at least one slot is allocated per flow $f$ for the upcoming frame, given that there is at least one non-empty queue in this flow’s path. Then, over these $F$ values, the number of times that each link $l$ is the solution of this optimization problem is the "demand" of each link, which is actually the number of colors that need to be assigned to this link. In order to calculate the demand of each bidirectional link $l_b \in L_b$, simply add the demand of each directional link $l_b$ with the demand of its "mirror" link $l_b + N_r + 1$. As a flow can have at maximum $L/2$ links in its path (Fig. 3), the computational complexity of this step, which has to run at the beginning of each frame only, is of the order of $O(F \cdot L)$. So, each node has a specific degree and the edge coloring can be carried out based on the demand of the bidirectional links.

If the size of the frame is equal to $T$ slots, then the actual number of allocated slots is equal to $T_{act} = \min \{ T, \Delta \}$, where $\Delta$ is the maximum degree of the graph, after the demand of each link has been determined. If $\Delta > T$, the demand of the bidirectional links needs to be reduced (starting from the links with the highest demand) until $\Delta = T$. If $\Delta < T$, the demand of the bidirectional links needs to be increased in, e.g., a sequential manner, until $\Delta = T$. Finally, in (9) we also divide the differential backlogs with the link capacity of each link at the beginning of each frame. Since the assumption is that link capacities remain the same during each frame, this action affects slightly the results. The rationale behind it is that we assign extra priority to links with bad channel conditions.

**D. Full-Duplex Consideration**

The case of heterogeneous platoon networks, where both HD and FD nodes exist, requires special attention, since the conflict-free independent sets that graph’s edges belong to are different when the FD nodes positions vary. For example, if node $i = 1$ is FD, then bidirectional links $l_b = 1$ and $l_b = 2$ can belong to the same independent set and basically form a single "FD link". As a result, these two links can be treated as one and can be assigned the same colors. So, if the number and/or the position of FD nodes in the network changes, the color assignment of the bidirectional links is also changed.

Note that the TDMA schemes return results for the activation of bidirectional links only and do not include any information for the scheduling of flows. At each slot, for each activated bidirectional link, one of the contending flows over this link can be scheduled based on its queue differential backlog. If an “FD” bidirectional link is activated, there are at least three nodes involved in the scheduling decision, so there are more queues involved. In order to satisfy this, the first step would be to calculate the max differential backlog over all directional links. Then, instead of searching and comparing between the max differential backlog of the two "types" of flows (as in the HD case), first we need to sum the max differential backlogs of all flows that belong to the same "type" and then compare these added differential backlogs in order to determine if a "right-hand" or "left-hand" flow will be scheduled. Hence, a more fair flow scheduling is achieved.

**IV. Numerical Results**

In this section, the performance of the previously described scheduling algorithms for a platoon network with both HD and FD vehicles is evaluated. The parameters that were used for the simulations are outlined in Table 1. An example size platoon of 5 vehicles is evaluated and a line-of-sight channel model with associated path loss is assumed between adjacent platoon nodes. The frame length is fixed for fixed HD and FD locations and is given by Fig. 5. In Fig. 6 the mean

| Parameter                          | Value         |
|-----------------------------------|---------------|
| Platoon size, $N$                 | 5             |
| Number of flows, $F$              | 8             |
| Vehicle length and separation     | 5 m and 33.33 m |
| Carrier frequency and bandwidth   | 30 GHz and 200 MHz |
| Transmit power                    | 23 dBm        |
| Shadowing: mean, standard deviation | 0 mean, 8 dB standard deviation |
| Number of slots and slot duration | 400000 slots with 125 $\mu$s/slot |
| Self-interference cancellation level | 10 $\mu$B, 40 $\mu$B |
| Rate of Poisson arrivals, $\lambda$ | 0.04 packets/slot |
and max end-to-end packet latency is demonstrated under the three scheduling algorithms, for varying number and position of FD nodes when the arrival rate is equal to 0.04 packets-slot. The actual values of the input rates are derived from the flow control process in [8], so that network stability is guaranteed. The chosen arrival rates for all flows are assumed to be equal and strictly inside the capacity region. The arriving packet sizes are uniformly distributed in the range of [40 : 32 : 136] kbits. Two distinct SIC levels are also studied.

In Fig. 6 as expected, in the case where the SIC is at an acceptable level (i.e. equal to 40 dB) an algorithm such as BP that takes scheduling decisions at every slot performs much better compared to the two TDMA scheduling schemes. However, the average delay of all these schemes remains low for a SIC of 40 dB, as it is not more than 1.53 msec. Possibly more valuable for practical purposes is the information related to maximum latency in Fig. 6b. It can be seen that a TDMA scheduling scheme that takes queue backlogs into account (QB scheme) delivers latency performance close to the BP scheme and significantly better than the FB algorithm when there are no FD vehicles or a single FD vehicle, while achieving that with much lower complexity and signalling overhead compared to BP.

Note that although the QB algorithm outperforms the FB algorithm, when a single FD vehicle is in position 1, its latency performance becomes worse when adding more FD vehicles. The reason is that this algorithm does not take into account the varying congestion levels in the links and therefore over-schedules links with low congestion levels. In contrast, a simple scheme such as the FB algorithm, that takes into account the congestion can only really take advantage of the existence of FD nodes.

It can also be seen from these two figures that, as shown in [2], relatively low levels of SIC are sufficient for satisfactory latency performance in V2V networks, since, in practise, SIC of around 40 dB could be a reasonable assumption. Nonetheless, there is a limit on the acceptable levels of SIC. In fact, we can see that, even for a dynamic algorithm like BP, its performance deteriorates for SIC = 10 dB when FD vehicles are added. On the other hand, FB scheme is very robust, since its latency performance is improved when adding FD vehicles, even when the SIC is equal to 10 dB.

Regarding the weights $\gamma_f$ that have been used in the differential backlogs expressions in (7a) and (7b), they vary depending on the number of hops in each flow. It is not easy to come up with a deterministic solution for these weights due to the increased coupling between the flows [7]. Given the hop-count, a reasonable choice for flows with one hop in their path would be $\gamma_f = 0.8$, while for flows with 2 and 3 hops, a value of $\gamma_f = 0.9$ appears to produce better results. Finally, for flows with the max possible number of hops, the exponent used in their differential backlog expressions is equal to 1.

In Fig. 7 there is a single FD vehicle in the platoon in different positions. In this figure, the importance of the position of the FD-enabled vehicles is illustrated, which depends on the traffic pattern. Particularly, the best option is to have a single FD vehicle in position 1, since this vehicle relays packets from all flows. One FD vehicle in position 3 or 2 cannot provide significant advantage, as the vehicle in position 1 is HD and, hence, it will always “slow down” its receiving packets. Finally, when there is a single FD vehicle, QB scheme always outperforms the FB scheme and it also keeps a small performance gap from BP for most FD nodes positions.

V. CONCLUSIONS

In this paper, we have proposed extensions to three scheduling algorithms to cover the case of having FD vehicles in a platoon network where the latency performance was presented. It was demonstrated that the maximum latency performance of a TDMA scheme such as QB, that takes the information of the queue backlogs into account, delivers almost the same results with BP in the HD case, but with significantly reduced signalling overhead and complexity. We have verified that the practical SIC level of 40 dB already allows low packet delay. As a future step, distributed scheduling algorithms will be considered for more complex vehicular networks.
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