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Abstract

By employing the technique of enlargement of filtrations, we demonstrate how to incorporate information about the future trend of the stochastic interest rate process into a financial model. By modeling the interest rate as an affine diffusion process, we obtain explicit formulas for the additional expected logarithmic utility in solving the optimal portfolio problem.

We begin by solving the problem when the additional information directly refers to the interest rate process, and then extend the analysis to the case where the information relates to the values of an underlying Markov chain. The dynamics of this chain may depend on anticipated market information, jump at predefined epochs, and modulate the parameters of the stochastic interest rate process. The theoretical study is then complemented by an illustrative numerical analysis.
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1 Introduction

We address the optimal portfolio problem in a market in which a trading agent has some anticipating information on the short rate process. In the literature, it is more common to find examples in which the anticipating information considers the future trend of some risky assets. We refer to [24] and [38] for a detailed introduction on stochastic interest rate models. The availability of anticipating information creates an asymmetry in the market and to analyze it, we assume that there are two agents and only one of them is allowed to make use of the additional information.

The extension of the optimal portfolio problem to the case of anticipating information is generally dealt with by the technique of enlargement of filtrations that consists in analyzing the problem in a new filtration obtained by extending the natural one with the additional information. In order to ensure that in the new filtration all former martingales remain in the class of semimartingales, we assume that the random variable modeling the new information satisfies the so-called Jacod’s hypothesis, see Assumption 2.3 below.

We focus on the initial enlargements, where the additional information is revealed to the informed agent from the beginning. This procedure was originally applied to the optimal portfolio problem in [37].

Assuming that the anticipating information was modeled by a random variable, say $G$, satisfying Jacod’s hypothesis, they explicitly solved for the optimal investment strategy in a variety of examples. [5] showed that the additional expected logarithmic utility is equal to the entropy of $G$ when it is represented by an atomic random variable. Moreover, whenever this random variable is not purely atomic, the additional gain is shown to be unbounded. [5] introduced the information drift, below denoted by $\alpha^G$, to express the semimartingale representation of the assets in the enlarged filtration, and its norm in $L^2(dt \times P)$ was linked with the additional gains measured with the logarithmic utility. [3] considers the conditions that guarantee a martingale representation in the enlarged filtrations, in particular assuming the validity of Jacod’s hypothesis in a closed time interval. Then, in [6], an explicit computation of the information drift is given in a very general situation.

A different approach was taken in [13]. By assuming the existence of a local maximal solution, a semimartingale decomposition of the Brownian motion driving the risky asset is provided in the enlarged filtration.
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We mention [28], in which the authors introduce additional constraints to the set of admissible strategies in order to bound the additional expected logarithmic utility in presence of insider information. In [1], the optimal portfolio problem is solved for utility functions different from the logarithmic one (CRRA and exponential) and the price of the information is introduced as the fair price that an investor would initially pay to acquire the additional information. In [30], Jacod’s hypothesis is weakened by solving the optimal portfolio problem via the Malliavin calculus, while in [2], they discuss the relationship between having additional information and the financial opportunities of arbitrage. Computing the value of the additional information is an active topic of research, as shown by recent results such as in [15], where the authors quantify the value of arbitrage opportunities in a general semimartingale context, or as in [16], where they analyze the relationships between arbitrage, initial enlargements and additional expected logarithmic utility. In [21], the authors compute the value of the information when this refers to the jumps of a Poisson process, and in [17], the additional expected logarithmic gains are obtained in a mixed Brownian-Poisson market with a general set-up. Recently, in [27], the author considers the additional information in a discrete-time market.

In this paper, even if technically we employ techniques similar to the ones developed in the references given above, we use specialized ones to deal with the specific case in which the interest rate is stochastic and not adapted to the filtration generated by the price processes, and when the additional information, which is revealed to the agent, is about characteristics of its future trend. Our aim is to compute the optimal strategy in presence of anticipating information and to give the expected logarithmic gain that an agent could get when the information refers to the future dynamics of the interest rate. An example of an optimal portfolio problem under the stochastic interest rate – but without additional information – is considered in [18], see also [41], where they employ a BSDE approach.

We analyze two different models dealing with anticipating information on the stochastic interest rate. In the first model, we define the interest rate as a general affine diffusion process, as this structure is quite flexible and allows us to get quite explicit expressions. Moreover this class includes, as a special case, the well-known Vasicek model, introduced in [40]. This model allows us to simplify the computations involving the distribution of the process.

In the second model, we introduce an anticipating discrete time Markov chain that modulates the evolution of the interest rate. The existence of such modulation in the market has been deeply studied, however we believe that this is the first time that this modulation has an anticipating nature. This model is sometimes referred to as a regime-switching model, because it leads to scenarios in which the market coefficients switch from some values (e.g. bull market) to other ones (e.g. bear market), to then switch back. A seminal paper solving the modulated version of the optimal portfolio problem is [12]. Explicit solutions for the investment/consumption problem with HARA utilities were obtained in [39]. A similar model, where the modulation is generated by a semi-Markov process, was analyzed in [25]. In [9], a dynamic programming principle was derived for a Markov-switching jump-diffusion process. In [8], they studied the VaR on zero-coupon bonds for a regime-switching model, while in [23] the regime switching is motivated by an irreversible extraction problem.

With respect to the first model, the main contribution of this work is in focusing on problems where the anticipating information is about the short rate, by providing explicit formulas and solving some examples with full details. Moreover, in Section 4.3 we show how to apply, for some specific type of information, a technique based on vector measure theory. As for the second model, our main contribution is in introducing, as far as we know for the first time, a Markov modulated model whose dynamics may be anticipating. To show a non-trivial example of this new model, we consider the case in which the anticipating information is given by the distance of the Brownian motion with respect to its running minimum, see Example 5.4.

The paper is organized as follows. In Section 2 we introduce in detail the general model where the interest rate process is represented by an affine diffusion. In Section 3, we provide the semimartingale decomposition of the risky asset in the enlarged filtration, and we solve the optimal portfolio problem under the logarithmic utility. In Section 4, we introduce a methodology for explicitly computing the information drift in a more general setting by employing vector measures. We use vector measures to represent purely atomic random variables, for instance when the additional information consists in knowing an upper (or lower) bound for the value of the interest rate at a final horizon time. To show an example in which the information is given by a continuous random variable, we consider an initial enlargement of filtrations that includes at the initial time, the value of the n-th power of the terminal value of the Brownian motion driving the interest rate process. In Section 5, we introduce a Markov chain which modulates the evolution of the interest rate process by modifying the parameters of its affine diffusion representation. We provide the additional expected logarithmic gains in this set-up. In Section 6, we present some numerical examples and finally, in Section 7 we end with some concluding remarks.
2 Affine model and notation

As a general set-up, we consider an underlying probability space \((\Omega, \mathcal{F}, \mathbb{P})\), where \(\mathcal{F}\) is the \(\sigma\)-algebra and \(\mathbb{P} = \{\mathcal{F}_t, t \geq 0\}\) is the augmentation of the natural filtration of the process \((B^R, B^S) = ((B^R_t, B^S_t), t \geq 0)\), which is a bi-dimensional process whose components are \(\mathbb{F}\)-Brownian motions with constant correlation \(\rho \neq 0\). Sometimes we use the notation \(\mathbb{F}^R\) and \(\mathbb{F}^S\) (resp. \(\mathbb{P}^R\) and \(\mathbb{P}^S\)) to denote the filtrations (resp. \(\sigma\)-algebras) individually generated by the processes \(B^R\) and \(B^S\). We fix a finite horizon time \(T > 0\), that is, the trader is allowed to invest in the time interval \([0, T]\).

To make the analysis simpler, we consider a portfolio made of only two assets, \(S = (S_t, 0 \leq t \leq T)\) and \(D = (D_t, 0 \leq t \leq T)\). Both processes are \(\mathbb{F}\)-semimartingales, and their dynamics are defined by the following SDEs,

\[
dD_t = D_t R_t dt, \quad D_0 = 1 \tag{2.1a}
\]

\[
dS_t = S_t (\eta_t dt + \xi_t dB^S_t), \quad S_0 = s_0 > 0 \tag{2.1b}
\]

where the stochastic process \(R = (R_t, 0 \leq t \leq T)\) is the instantaneous interest rate, also referred to as the short rate, see Chapter 5 of \([23]\) or \([26]\). The proportional drift, \(\eta = (\eta_t, 0 \leq t \leq T)\), and the volatility, \(\xi = (\xi_t, 0 \leq t \leq T)\), of \(S\) are assumed to be \(\mathbb{F}\)-predictable processes satisfying the following condition

\[
E \left[ \int_0^T \left( \frac{\eta_t - R_t}{\xi_t} \right)^2 dt \right] < +\infty.
\]

In addition, we assume that the condition of No Free Lunch Vanishing Risk (NFLVR) is true under the filtration \(\mathbb{F}\).

The interest rate process \(R\) is assumed to be an affine diffusion, satisfying the following SDE,

\[
dR_t = [a_1(t)R_t + a_2(t)] dt + b_2(t)dB^R_t, \quad R_0 = r_0 > 0, \tag{2.2}
\]

where the functions \(a_1, a_2, b_2\) are supposed to be deterministic and bounded. The benefit of working with this class is that it allows for a quite explicit formula for the conditional distribution of \((\pi_t, 0 \leq t \leq T)\), see Lemma 3.1 below. Moreover, the Ornstein-Uhlenbeck process, introduced as a financial model for the short rate in \([40]\), belongs to this class. See also \([22]\), in which the process models exchange rates. For convenience, we denote the Ornstein-Uhlenbeck process by \(Y = (Y_t, 0 \leq t \leq T)\), which satisfies the following well-known SDE

\[
dY_t = k(\mu - Y_t)dt + \sigma dB^Y_t, \quad Y_0 = y_0 > 0, \tag{2.3}
\]

with \(\mu \in \mathbb{R}\) and \(k, \sigma > 0\) given constants.

The class of processes represented by (2.2) is slightly different from the affine diffusion class defined in [2] and in [24], as more generally, we allow for structural terms that are non-homogeneous in time, while less generally, we do not allow the diffusion term to depend linearly on the value of the process \(R\).

Under the above hypothesis, we assume that an investor employs a strategy \(\pi = (\pi_t, 0 \leq t \leq T)\) with the aim of optimizing the expected logarithmic utility of the wealth at a finite terminal time \(T > 0\). The strategy \(\pi\) makes optimal use of all information at disposal of the agent at each instant, and we assume it is adapted to a filtration \(\mathbb{H} = \{\mathcal{H}_t, t \geq 0\}\) possibly larger than filtration \(\mathbb{F}\), that is \(\mathbb{H} \supseteq \mathbb{F}\). We next define the set of all admissible strategies, \(\mathcal{A}(\mathbb{H})\), among which the trader can choose the one that best fits her objective function.

**Definition 2.1.** The set of admissible strategies \(\mathcal{A}(\mathbb{H})\) is composed of all the self-financing \(\mathbb{H}\)-adapted portfolios \(\pi\) such that \(\int_0^T \xi_t^2 \pi_t^2 dt < +\infty\), \(\mathcal{P}\)-a.s.

Denoting by \(X^\pi = (X^\pi_t, 0 \leq t \leq T)\) the wealth of the portfolio of the investor under an admissible strategy \(\pi\), we can write its dynamics as the solution of the following SDE

\[
\frac{dX^\pi_t}{X^\pi_t} = (1 - \pi_t) \frac{dD_t}{D_t} + \pi_t \frac{dS_t}{S_t}, \quad X_0 = x_0 > 0,
\]

and by (2.1), it can be expressed in the following form

\[
dX^\pi_t = (1 - \pi_t)X^\pi_t R_t dt + \pi_t X^\pi_t (\eta_t dt + \xi_t dB^S_t), \quad X_0 = x_0. \tag{2.4}
\]

We define \(\Psi^\mathbb{H}_t\), as the optimal expected value of the portfolio at time \(t \in (0, T)\), given the information flow \(\mathbb{H}\), that is

\[
\Psi^\mathbb{H}_t := \sup_{\pi \in \mathcal{A}(\mathbb{H})} E[\ln X^\pi_t], \quad 0 < t < T, \tag{2.5}
\]
and, whenever it exists in \( \mathbb{R} \cup \{+\infty\} \), we define \( \mathcal{V}_T^\mathbb{F} := \lim_{t \to T} \mathcal{V}_t^\mathbb{H} \).

In the following sections we consider some examples of initial enlargements constructed from extending the natural information flow \( \mathbb{F} \) by the addition of the sigma algebra of a random variable \( G \) that is measurable in the sigma-algebra \( \mathcal{F}_t^\mathbb{F} \). Indeed, we define the right-continuous enlarged filtration \( \mathcal{G} = \{ \mathcal{G}_t, t \geq 0 \} \) as follows,

\[
\mathcal{G}_t := \bigcap_{s \geq t} (\mathcal{F}_s \vee \sigma(G)).
\]

(2.6)

The additional information provided by the random variable \( G \) generates an advantage to a trader that owns it, which we refer to as the \( \mathcal{G} \)-agent, with respect to an \( \mathbb{F} \)-agent that cannot make use of it. In order to quantify the value of this advantage, we introduce the additional expected logarithmic utility, as stated in the following definition.

**Definition 2.2.** The additional expected logarithmic utility of the information of a filtration \( \mathcal{G} \supseteq \mathbb{F} \) is defined as

\[
\Delta \mathcal{V}_T^\mathbb{G} := \mathcal{V}_T^\mathbb{G} - \mathcal{V}_T^\mathbb{F}.
\]

We next state a standing assumption, known in the literature as Jacod’s hypothesis, which helps to ensure that a stochastic decomposition formula is valid in the enlarged filtration \( \mathcal{G} \) for the semimartingales in the filtration \( \mathbb{F} \).

**Assumption 2.3** (Jacod’s hypothesis). The distribution of the random variable \( G \) is \( \sigma \)-finite and the regular \( \mathcal{F}_t \)-conditional distributions satisfy the following condition

\[
P(G \in \cdot | \mathcal{F}_t) \ll P(G \in \cdot), \quad P \text{-a.s., } \quad 0 \leq t < T.
\]

For any \( g \in \text{Supp}(G) \), this assumption assures the existence of a jointly measurable \( \mathbb{F} \)-adapted process, denoted by \( p^g = (p_t^g, 0 \leq t < T) \), such that

\[
p_t^g = \frac{P(G \in dG | \mathcal{F}_t)}{P(G \in dG)}, \quad 0 \leq t < T.
\]

For any \( g \in \text{Supp}(G) \), the process \( p^g \) is an \( \mathbb{F} \)-martingale, see Amendinger et al. [5 Lemma 2.1], and therefore for any \( \mathbb{F} \)-local martingale \( M \), the bracket process \( \langle M, p^g \rangle^\mathbb{F}_t = \langle (M, p^g)^\mathbb{F} \rangle_t, 0 \leq t < T \) is well-defined. To simplify notation, we are going to use the following definition

\[
\langle M, p^G \rangle_s := \langle M, p \rangle_s^\mathbb{F} \circ G.
\]

(2.7)

As previously announced, the reason to ask for Jacod’s hypothesis, relies on the following proposition that allows us to compute the \( \mathcal{G} \)-semimartingale decomposition of any \( \mathbb{F} \)-local martingale. For the proof, we refer to Jacod [33 Theorem 2.1]. Here, we drop the continuity assumption because the starting filtration is given by the Brownian filtration \( \mathbb{F} \).

**Proposition 2.4.** Let \( M = (M_t, 0 \leq t < T) \) be an \( \mathbb{F} \)-local martingale and let \( G \) be an \( \mathcal{F}_T \)-measurable random variable satisfying Jacod’s hypothesis. Then, the process

\[
\tilde{M}_t := M_t - \int_0^t \frac{d\langle M, p^G \rangle_s^\mathbb{F}}{p_s^G}, \quad 0 \leq t < T
\]

(2.8)
is a \( \mathcal{G} \)-local martingale.

When the compensator of the process \( M \), appearing in (2.8), is absolutely continuous with respect to the Lebesgue measure, its density is usually called the information drift. We denote the information drift related to the process \( B^R \) as \( \alpha^G = (\alpha_t^G, 0 \leq t < T) \), which is going to play a crucial role in our computations. It is defined in the following way

\[
\int_0^t \alpha_t^G ds := \int_0^t \frac{d\langle B^R, p^G \rangle_s^\mathbb{F}}{p_s^G}, \quad 0 \leq t < T,
\]

(2.9)
and it is such that the process \( W^R := B^R - \int_0^t \alpha_t^G ds \) is a \( \mathcal{G} \)-Brownian motion.

We stress that in (2.8), the interval where the stochastic decomposition is valid, does not include the right extreme \( T \) and that, in general, the process \( \tilde{M} \) cannot be extended to the closed interval \([0, T]\).

According to Amendinger et al. [4 Corollaries 2.6 and 2.8], the semimartingale property is preserved on the whole closed interval if the additional information carried by \( \sigma(G) \), is independent of \( \mathcal{F}_T \) under some probability measure equivalent to \( P \) and this is guaranteed by assuming the equivalence version of Jacod’s hypothesis in the closed interval \([0, T]\).
3 Optimization problem

Combining equations 2.2 and 2.4 we get the following system of stochastic differential equations,

\[
\begin{align*}
\begin{cases}
    dX_t^\pi = (1 - \pi_t)X_t^\pi R_t \, dt + \pi_tX_t^\pi (\eta_t \, dt + \xi_t \, dW_t^S) \\
    dR_t = [a_1(t)R_t + a_2(t)] \, dt + b_2(t)dR_t \\
    dW_t^S := \rho \alpha_t^G \, dt + \rho \, dW_t^R + \sqrt{1 - \rho^2} \, dB_t,
\end{cases}
\end{align*}
\]

(3.1)

that, under the assumption that \( \pi \in \mathcal{A}(\mathbb{F}) \), gives the evolution of the interest rate process and the portfolio wealth as seen by an \( \mathcal{F} \)-agent.

To analyze the same processes when \( \pi \in \mathcal{A}(\mathbb{G}) \), with \( \mathbb{G} \) defined as in 2.6, we employ standard techniques of enlargement of filtrations by looking for the \( \mathbb{G} \)-semimartingale decomposition of the pair \((B^R, B^S)\) by employing Proposition 3.2 below.

By applying Itô lemma, see also Example 1.5.4.8 in [32], it follows that the process \( R \) admits the following explicit expression,

\[
R_t = \Psi_t \left[ R_0 + \int_0^t \Psi_s^{-1} a_2(s) \, ds + \int_0^t \Psi_s^{-1} b_2(s) \, dB_s^R \right],
\]

(3.2)

for \( t \in [0, T] \), with \( \Psi_{s,t} := \exp \left( \int_s^t a_1(u) \, du \right) \) and \( \Psi_t := \Psi_{0,t} \). The process \( R \) is Markovian and Gaussian when \( R_0 \) is Normal distributed. The next lemma gives the expression for the conditional distribution of \((R_t|R_s)\), \( 0 \leq s \leq t \), by conveniently handling the explicit expression in (3.2).

**Lemma 3.1.** Let \( R \) be the process defined by (3.2). For \( 0 \leq s \leq t \), the conditioned random variable \((R_t|R_s)\) has the following distribution

\[
(R_t|R_s) \sim \mathcal{N} \left( \Psi_{s,t} R_s + \Psi_t \int_s^t \Psi_s^{-1} a_2(u) \, du, \, \Psi_t^2 \int_s^t \Psi_u^{-2} b_2^2(u) \, du \right).
\]

Proof. The details of the proof are included in Appendix A.

3.1 Optimal portfolio

In order to consider a larger class of strategies, that is \( \pi \in \mathcal{A}(\mathbb{G}) \), we rewrite the SDE (3.1) in terms of a \( \mathbb{G} \)-Brownian motion and \( \mathbb{G} \)-adapted stochastic parameters. This is done in the following proposition.

**Proposition 3.2.** Under the filtration \( \mathbb{G} \), the processes \( X^\pi \) and \( R \) satisfy the following SDE,

\[
\begin{align*}
\begin{cases}
    dX_t^\pi = (1 - \pi_t)X_t^\pi R_t \, dt + \pi_tX_t^\pi (\eta_t \, dt + \xi_t \, dW_t^S) \\
    dR_t = [a_1(t)R_t + a_2(t) + b_2(t)\alpha_t^G] \, dt + b_2(t)dW_t^R \\
    dW_t^S := \rho \alpha_t^G \, dt + \rho \, dW_t^R + \sqrt{1 - \rho^2} \, dB_t,
\end{cases}
\end{align*}
\]

(3.3)

where \( W^R = B^R - \int_0^t \alpha_s^G \) and \( B = (B_t, 0 \leq t \leq T) \) are independent \( \mathbb{G} \)-Brownian motions in \([0, T]\). The additional expected logarithmic utility of the \( \mathbb{G} \)-agent is given by the following formula

\[
\Delta V_G^T = \frac{\rho^2}{2} \int_0^T \mathbb{E}[\Delta \xi_t^2] \, dt.
\]

(3.4)

Proof. See Appendix A for the details of the proof.

Note that, for a \( \mathbb{G} \)-agent, the dynamics of \( S \) are given by

\[
\frac{dS_t}{S_t} = (\eta_t \xi_t \rho^2) \, dt + \xi_t \rho \, dW_t^R + \xi_t \sqrt{1 - \rho^2} \, dB_t,
\]

where \((W^R, B)\) is a bi-dimensional \( \mathbb{G} \)-Brownian motion in \([0, T]\). The expression of the \( \mathbb{G} \)-semimartingale \( X^\pi \), solution of the SDE (3.3), is given by

\[
\frac{X_t^\pi}{x_0} = D_t \exp \left\{ \int_0^t \pi_s(\eta_s - R_s + \rho \xi_s \alpha_s^G - \frac{1}{2} \xi_s^2 \pi_s) \, ds + \rho \int_0^t \xi_s \pi_s \, dW_s^R + \sqrt{1 - \rho^2} \int_0^t \xi_s \pi_s \, dB_s \right\}, \quad 0 \leq t < T,
\]

(3.5)

where \( D \) is defined in (2.1a).
Remark 3.3. Note that the market is incomplete because there are infinitely many Equivalent Local Martingale Measures (ELMMs), see Pham and Quenez [36, Lemma 4.1 and Remark 4.2] for a similar construction of the family of ELMMs. This is due to the stochastic nature of the interest rate. Nevertheless, when dealing with the logarithmic utility, standard optimization techniques can be applied as we show in Example 3.4 below. Under a different utility function, one could use the techniques described in [34].

In the following example we solve the optimal portfolio problem under the logarithmic utility and the information flow $\mathcal{G}$. 

Example 3.4. We show here how to solve the optimal portfolio problem in the interval $[0, t]$ with $t < T$, by employing the explicit expression of $\ln X^n_\pi^T$, given in (3.5). We have that

$$E \left[ \ln \frac{X^n_T}{x_0} \right] = D_t + \int_0^t E [J(\pi_s)] \, ds,$$

where $J(\pi) := \pi (\eta_s - R_s + \rho_s \alpha^G_s - \frac{1}{2} \xi_s^2 \pi)$. Following the lines of Theorem 16.54 of the monograph [19], for each fixed $(s, \omega) \in [0, t] \times \Omega$, we maximize $J(\pi_s)$, so getting

$$\pi^G_s := \frac{\eta_s - R_s}{\xi_s^2} + \frac{\alpha^G_s}{\xi_s}, \quad 0 \leq s \leq t,$$

(3.6)

that is maximum strategy for the optimization problem since $J$ is concave. This solution is valid only in the open interval $(0, T)$, and it could be extended to its closure depending on the integrability conditions of $\alpha^G$, as we show in the following sections.

A well-studied case of initial enlargement of filtrations is

$$G = \int_0^T \varphi(t) dB^R_t,$$

(3.7)

where $\varphi \in L^2([0, T], dt)$ is deterministic. By taking all linear combinations of random variables as in (3.7) we have the following set

$$\langle B^R_t : 0 \leq t \leq T \rangle = \left\{ \int_0^T \varphi(t) dB^R_t : \varphi \in L^2([0, T], dt) \right\},$$

where $\langle \cdot \rangle$ denotes the $L^2(\mathcal{F}_T, P)$-closure of the linear span, with $L^2(\mathcal{F}_T, P)$ being the set of $\mathcal{F}_T$-measurable random variables with finite second moment. It consists of the set of Gaussian $\mathcal{F}_T$-measurable random variables $G$ such that $E[G|\mathcal{F}_T]$ is still Gaussian, see Lemma 3.1 in [10].

Remark 3.5. Non-Gaussian random variables, such as $(B^R_T)^2$, do not belong to the above set as their representation contains a non-deterministic integrand, e.g.

$$(B^R_T)^2 = T + 2 \int_0^T B^R_t dB^R_t.$$

See Subsection 4.3 for an explicit example involving the random variable $G = (B^R_T)^2$.

In the next proposition we give the expression of the information drift defined in Proposition 2.4 for $G$ as in (3.7). This problem has already been studied in Theorem 1.1.1 in [14], see also Example 4.16 in [1], which deals with the case $T = \infty$.

Proposition 3.6. Let $G$ be as in (3.7) with $\int_0^T \varphi^2(s) ds > 0, \forall t < T$, then the information drift process $\alpha^G = (\alpha^G_t, 0 \leq t < T)$, defined in (2.9) is given by

$$\alpha^G_t = \varphi(t) \int_t^T \varphi(s) dB^R_s \int_t^T \varphi^2(s) \, ds, \quad 0 \leq t < T.$$ 

(3.8)

Moreover, the dynamics of the process $R$ in the enlarged filtration $\mathcal{G}$ are given by

$$dR_t = \left[ \alpha_1(t) R_t + (a_2(t) + b_2(t) \alpha^G_t) \right] dt + b_2(t) dW^R_t, \quad 0 \leq t < T.$$ 

(3.9)

Whenever the initial enlargement is generated by the inclusion of the information carried by a not purely atomic random variable, in Amendinger et al. [5] Theorem 4.4], the additional expected logarithmic utility of the $\mathcal{G}$-agent is infinite, that is with $||\varphi||_2 \neq 0$, $\Delta V^\varphi_T = +\infty$. 

Example 3.7. If \( \varphi(t) = \Psi_T \Psi_t^{-1} b_2(t) \), the informed agent knows the stochastic part of \( R_T \) in (3.2), so \( \sigma(G) = \sigma(R_T) \) and \( G = \mathbb{F} \setminus \sigma(R_T) \). In this case (3.8) becomes

\[
\alpha_t^{R_T} = b_2(t) \Psi_t^{-1} \int_t^T \Psi_s^{-1} b_2(s) dR_s, \quad 0 \leq t < T.
\]

In the more specific case where the interest rate is modeled by an Ornstein-Uhlenbeck process, as defined in (2.3), the information drift simplifies in

\[
\alpha_t^Y = \frac{k/\sigma}{\sinh(k(T-t))} \left( (\mu - Y_t) e^{-k(T-t)} - (\mu - Y_T) \right), \quad 0 \leq t < T.
\]

4 Non-linear type information

In this section, we show some examples where the additional information of the \( G \)-agent is less precise and not necessarily described by a Gaussian random variable. Let \( G \in L^2(\mathcal{F}_T^R, \mathcal{P}) \), then there exists a process \( \varphi \in L^2(dt \times \mathcal{P}, \mathcal{F}) \) satisfying the Predictable Representation Property (PRP), that is

\[
G = E[G] + \int_0^T \varphi dB_t^R. \tag{4.1}
\]

Note that in (4.1), the process \( \varphi \) may depend on the outcome \( \omega \in \Omega \).

Let \( B \in \mathcal{B}(\mathbb{R}) \) be a Borel set and consider the following PRP,

\[
\mathbb{1}_{\{G \in B\}} = \mathbb{P}(G \in B) + \int_0^T \varphi_t(B) dB_t^R, \tag{4.2}
\]

where, by the predictable process \( \varphi(B) = (\varphi_t(B) : 0 \leq t \leq T) \), we denote the unique one within the Hilbert space \( L^2(dt \times \mathcal{P}, \mathcal{F}) \) that satisfies (4.2) for any fixed \( B \) with \( \mathbb{P}(G \in B) > 0 \). In Lemma 4.4 below, we prove that \( \varphi(\cdot) \) is a vector measure.

Definition 4.1. A map \( \varphi \) from \( \mathcal{B}(\mathbb{R}) \) to a Banach space \( X \) is called a finitely additive vector measure, or simply a vector measure, if whenever \( E_1, E_2 \in \mathcal{B}(\mathbb{R}) \) are disjoint then \( \varphi(E_1 \cup E_2) = \varphi(E_1) + \varphi(E_2) \).

If, in addition, \( \varphi(\bigcup_{i=1}^\infty E_n) = \sum_{i=1}^\infty \varphi(E_n) \) in the norm topology of \( X \) with \( E_n \in \mathcal{B}(\mathbb{R}) \), \( \forall n \in \mathbb{N} \) of pairwise disjoint such that \( \bigcup_{i=1}^\infty E_n \in \mathcal{B}(\mathbb{R}) \), then \( \varphi \) is called a countably additive vector measure.

We refer to [20] for more details and a general background on the vector measure theory. Similarly to Diestel and Uhl [20 Definition 4], we shall make the following assumption.

Assumption 4.2. The vector measure \( \varphi \) is of bounded variation.

Remark 4.3. Assumption 4.2 is trivially satisfied for a discrete random variable as the variation of the vector measure \( \varphi \) is bounded above by a constant times the number of values assumed by the random variable.

The next lemma shows the Radon-Nikodym derivative of the Hilbert valued random measure \( \varphi \) with respect to the measure, \( \mathcal{P}^G \), induced by \( G \), i.e. \( \mathcal{P}^G(\cdot) = \mathbb{P}(G \in \cdot) \) on \( \sigma(G) \).

Lemma 4.4. The set function \( B \rightarrow \varphi(B) \), with \( B \in \mathcal{B}(\mathbb{R}) \), is a countably additive \( L^2(dt \times \mathcal{P}, \mathcal{F}) \) valued vector measure and there exists a set of processes \( \psi = (\psi_g, g \in \text{Supp}(G)) \) such that \( \psi_B^g = (\psi_{B_t}^g, 0 \leq t \leq T) \in L^1(\mathcal{P}^G) \) satisfying the following relation

\[
\varphi_t(B) = \int_B \psi_t^g \mathcal{P}^G(g) \mathbb{d}g, \quad B \in \mathcal{B}(\mathbb{R}). \tag{4.3}
\]

Proof. Let \( \{B_i\}_{i=1}^\infty \subset \mathcal{B}(\mathbb{R}) \) be a sequence of subsets such that

\[
B := \bigcup_{i=1}^\infty B_i, \quad \emptyset = B_i \cap B_j \forall j \neq i \in \mathbb{N}.
\]

From Diestel and Uhl [20 Example 3] we have that \( \mathbb{1}_{\{G \in B\}} = \sum_{i=1}^\infty \mathbb{1}_{\{G \in B_i\}} \) holds \( \mathbb{P} \)-a.s. in \( L^2(dt \times \mathcal{P}, \mathcal{F}) \), therefore,

\[
\mathbb{1}_{\{G \in B\}} = \sum_{i=1}^\infty \mathbb{1}_{\{G \in B_i\}} = \mathcal{P}^G(B) + \sum_{i=1}^\infty \int_0^T \varphi_t(B_i) dB_t^R = \int_0^T \sum_{i=1}^\infty \varphi_t(B_i) dB_t^R.
\]

In the second equality, we applied the additive property of the probability measure \( \mathcal{P} \) while, in the third one, since \( \varphi(B) \in L^2(dt \times \mathcal{P}, \mathcal{F}) \) for any \( B \in \mathcal{B}(\mathbb{R}) \), we apply the stochastic Fubini theorem. From the uniqueness of the representation, we deduce that \( \varphi(B) = \sum_{i=1}^\infty \varphi(B_i) \), and we conclude that \( \varphi \) is an \( L^2(dt \times \mathcal{P}, \mathcal{F}) \)-vector measure. As \( \varphi \ll \mathcal{P}^G \) on \( \sigma(G) \), the last claim of the lemma follows by applying Proposition 2.1 in [33].
Let $g \in \text{Supp}(G)$, by Lemma 4.4 we know that there exists a process $\psi^g$ such that,
\[
\mathbb{1}_{\{G \in dg\}} = P^G(dg) + \int_0^T \psi^g_s P^G(dg)dB^R_s.
\] (4.4)

When $G$ is purely atomic, (4.4) reduces to $\mathbb{1}_{\{G = g\}} = P^G(g) + \int_0^T \psi^g_s dB^R_s$. By employing the Radon-Nikodym derivative introduced in Lemma 4.4, we can get a more explicit expression of the information drift as the next lemma shows.

The following result is already known, see for example Theorem 2.6 in [6].

**Lemma 4.5.** Let $G \in L^2(\mathcal{F}^B_T, P)$, then the information drift $\alpha^G$ has the following expression
\[
\alpha_t^G = \frac{\psi^G_t}{P^G_t}, \quad 0 \leq t < T.
\] (4.5)

The information drift in (4.5) gets an explicit form as soon as one can compute the Radon-Nikodym derivative appearing in (4.3). For example, we next give the expression of the information drift when $G$ is a Bernoulli random variable.

**Theorem 4.6.** Let $\text{Supp}(G) = \{0, 1\}$, then
\[
\alpha_t^G = (-1)^{G+1} \varphi_t \frac{G}{V[G|\mathcal{F}_t]}, \quad 0 \leq t < T.
\] (4.6)

**Proof.** Rewriting equation (4.4), for the discrete case as $\mathbb{1}_{\{G = g\}} = P^G(g) + \int_0^T \varphi_s dB^R_s$, $g \in \{0, 1\}$, it follows that $\varphi = \varphi^1$ as $G = \mathbb{1}_{\{G = 1\}}$. As $\mathbb{1}_{\{G = 0\}} + \mathbb{1}_{\{G = 1\}} = 1$ we conclude that $\varphi^1 = -\varphi^0$. The result follows since $E[G|\mathcal{F}_t] = P(G = 1|\mathcal{F}_t)$ and $V[G|\mathcal{F}_t] = P(G = 1|\mathcal{F}_t)(1 - P(G = 1|\mathcal{F}_t))$. \hfill $\square$

### 4.1 Half-bounded interval

In this section we assume that the $G$-agent knows if $R_T$ is going to be less or greater than a given value $c \in \mathbb{R}$. To this aim, we consider the random variable $A := \mathbb{1}\{R_T \leq c\}$, and the enlarged filtration $G = \mathbb{F} \vee \sigma(A)$. Similar kind of information, but referring to the risky asset, was proposed by Pikovsky and Karatzas in Example 4.6.

**Proposition 4.7.** Let $A = \mathbb{1}\{R_T \leq c\}$, then
\[
\alpha_t^a = (-1)^a \Psi_t \Psi_t^{-1} b_2(t) f_{R_T|R_t}(c|R_t) \mathbb{P}(A = a|\mathcal{F}_t), \quad a \in \{0, 1\}, \quad t < T,
\] (4.7)

where, by $f_{R_T|R_t}(c|R_t)$, we denote the Gaussian density whose parameters are given in Lemma 3.4.

**Proof.** The proof follows a standard argument, however it is adapted to the explicit expression, (3.2), available for affine processes. See Appendix A for the details. \hfill $\square$

Expression (4.7) simplifies for the Vasicek model to the following one
\[
\alpha_t^a = (-1)^a \sigma e^{-\psi(T-t)} f_{Y_t|Y_{T-t}}(c|Y_{T-t}) \mathbb{P}(A = a|\mathcal{F}_t), \quad a \in \{0, 1\}, \quad t < T.
\]

**Corollary 4.8.** The random variable $\mathbb{1}\{R_T \leq c\}$ admits the following predictable representation,
\[
\mathbb{1}\{R_T \leq c\} = P(R_T \leq c) - \Psi_T \int_0^T \Psi_t^{-1} b_2(t)f_{R_T|R_t}(c|R_t)dB^R_t.
\]

In particular, when $A = \mathbb{1}\{B^R_T \leq c\}$, we get the following expression,
\[
\mathbb{1}\{B^R_T \leq c\} = P(B^R_T \leq c) - \int_0^T \frac{1}{\sqrt{2\pi(T-t)}} \exp \left( -\frac{(c - B^R_t)^2}{2(T-t)} \right) dB^R_t.
\]

**Proof.** The result follows by using (4.4) and applying Theorem 4.6. \hfill $\square$

From Proposition 2.4 there exists a $G$-Brownian motion $W^R$ such that
\[
dR_t = [a_1(t)R_t + (a_2(t) + b_2(t)\alpha^A_t)] dt + b_2(t) dW^R_t, \quad t < T.
\]

The above expression, together with the arguments of Subsection 3.1 allows us to write the dynamics of the portfolio under the information flow $G$ in a way similar to the one shown in Proposition 3.2. However, in this case the additional expected logarithmic utility of the $G$-agent is finite, in agreement with the results in Amendinger et al. [5] Theorem 4.1].
4.2 Bounded interval

In this section, we repeat the same computations of the previous sections assuming that the trader knows if \( R_T \) is going to belong or not to a certain bounded interval, that is \( G = \mathbb{F} \vee \sigma(L) \) with \( L := \mathbb{1}_{\{c_1 \leq R_T \leq c_2\}} \).

We have that the information drift is equal to

\[
\alpha_t^G = (-1)^i \Psi_T^{-1} b_2(t) \frac{f_{R_T|R_i}(c_2|R_t) - f_{R_T|R_i}(c_1|R_t)}{P(L = i|F_t)}, \quad t < T.
\]

or, for \( L := \mathbb{1}_{\{c_1 \leq Y_T \leq c_2\}} \), to

\[
\alpha_t^L = (-1)^i \sigma e^{-k(T-t)} \frac{f_{Y_T|Y_i}(c_2|Y_t) - f_{Y_T|Y_i}(c_1|Y_t)}{P(L = l|F_t)}, \quad t < T.
\] (4.8)

The random variable \( \mathbb{1}_{\{c_1 \leq R_T \leq c_2\}} \) admits the following representation,

\[
\mathbb{1}_{\{c_1 \leq R_T \leq c_2\}} = \mathbb{P}(c_1 \leq R_T \leq c_2) - \Psi_T \int_0^T \Psi_t^{-1} b_2(t) f_{R_T|R_i}(c_2|R_t) dB_t^R
\]

\[+ \Psi_T \int_0^T \Psi_t^{-1} b_2(t) f_{R_T|R_i}(c_1|R_t) dB_t^R.
\]

Also in this case, \( \Delta \mathbb{V}_T^G < \infty \).

4.3 Non-atomic information

In this section, we consider the enlargement of filtration \( G = \mathbb{F} \vee \sigma(G) \) where \( G = (B_T^R)^n \).

**Proposition 4.9.** Let \( G = (B_T^R)^n \), then for \( 0 \leq t < T \),

\[
\alpha_t^G = \begin{cases} 
\sqrt{G} \tanh \left( \frac{\sqrt{G} B_t^R}{T-t} \right) - B_t^R & \text{if } n \text{ is even} \\
\sqrt{G} - B_t^R & \text{if } n \text{ is odd}
\end{cases}
\] (4.9)

**Proof.** When \( n \) is odd we recover the Brownian bridge and the result is well-known. When it is even we solve the case \( n = 2 \) and the rest can be deduced by raising \( G \) to \( 2/n \). We proceed by applying Lemma 4.5. To this end, we apply well-known results on the Brownian bridge.

\[
\mathbb{1}_{\{(B_T^R)^2 \in dg\}} = \mathbb{1}_{\{B_T^R \in \sqrt{g}\}} + \mathbb{1}_{\{B_T^R \in -\sqrt{g}\}}
\]

\[= \mathbb{P}((B_T^R)^2 \in dg) + \int_0^T \left( \psi_T \mathbb{P}(B_T^R \in dg) + \psi_T \mathbb{P}(B_T^R \in -dg) \right) dB_s^R,
\] (4.10)

where \( \psi \) is the Radon-Nikodym derivative appearing in Lemma 4.4 with respect to the random variable \( B_T^R \), for which the information drift is known. Then,

\[
\psi_t^m P(B_T^R \in dm) = P(B_T^R \in dm|F_t) \frac{m - B_t^R}{T-t}, \quad m \in \mathbb{R},
\]

and finally, by using (4.10) and Lemma 4.5 with respect to \( G = (B_T^R)^2 \) we get,

\[
\alpha_t^G = \frac{P(B_T^R \in \sqrt{dg}|F_t) \sqrt{\frac{\sigma-B_t^R}{T-t}} + P(B_T^R \in -\sqrt{dg}|F_t) \sqrt{\frac{\sigma-B_t^R}{T-t}}}{P((B_T^R)^2 \in dg|F_t)}
\]

\[= \exp \left( - \frac{(\sqrt{\frac{\sigma-B_t^R}{T-t}})^2}{2(T-t)} \right) \sqrt{\frac{\sigma-B_t^R}{T-t}} + \exp \left( - \frac{-(\sqrt{\frac{\sigma-B_t^R}{T-t}})^2}{2(T-t)} \right) \sqrt{\frac{\sigma-B_t^R}{T-t}}
\]

\[= \sqrt{g} \tanh \left( \frac{\sqrt{g} B_t^R}{T-t} \right) - B_t^R.
\]

where \( g > 0 \) and the result follows true.

From Theorem 4.4 of [5], \( \Delta \mathbb{V}_T^G = +\infty \) whenever \( \rho \neq 0 \).
5 Markovian modulation

In this section we introduce a discrete-time Markov chain \( \varepsilon \), which modulates the dynamics of the interest rate. Let \( E = \{0, 1\} \) be its state space and denote by \( \mathbb{F}^\varepsilon \) its natural filtration. To embed the discrete time process \( \varepsilon \) in a continuous time model, we assume that \( \varepsilon \) is allowed to change its value only on the fixed time set \( \{t_0 < t_1 < \ldots < t_n = T\} \).

By introducing the stochastic modulation in our model, we are going to assume that the dynamics of the assets are given by the following SDEs,

\[
    dD_t = D_t Y_t^\varepsilon dt, \quad D_0 = 1
\]

\[
    dS_t = S_t (\eta_t dt + \xi_t dB_t^S), \quad S_0 = s_0 > 0,
\]

so that the short rate can switch between two different processes, namely \( \{Y^0, Y^1\} \), where

\[
    dY_t^\varepsilon = k^\varepsilon (\mu^\varepsilon - Y_t^\varepsilon) dt + \sigma dY_t^\varepsilon, \quad t_\kappa \leq t < t_{\kappa + 1},
\]

satisfying the continuity condition \( Y_t^{\epsilon_{t_\kappa}} := \lim_{t \to t_\kappa} Y_t^{\epsilon_{t_\kappa - 1}} \).

To make the notation consistent with the one used for the continuous-time processes, we set, in (5.1) and (5.2), \( \varepsilon_t := \varepsilon_{t_\kappa} \) for \( t_\kappa \leq t < t_{\kappa + 1} \).

If we assume that \( \mathbb{F}^\varepsilon \subset \mathbb{F} \), then the classical Itô integral with respect to \( B^S \) is well-defined, and we recover a modulated version of the Merton problem, discussed already in [12]. If we consider \( \varepsilon \) independent of \( (B^S, Y^\varepsilon) \), then the classical Itô integral continues to be well-defined, see Øksendal [35 Section 3.3]. However, the new source of randomness generates incompleteness in the market. This problem can be seen as a special case of the one dealt with in [34] that has been partially solved, for instance, in [25] and in [39].

Here we are going to generalize the above results, by assuming that \( \varepsilon_t \in \mathcal{F}^{\varepsilon}_{t_{\kappa + 1}} \setminus \mathcal{F}^{\varepsilon}_{t_{\kappa}} \).

The novelty, then, consists of including some anticipating information in the market as a consequence of the knowledge of \( \varepsilon \). In this case, if the strategy \( \pi \) is \( \mathbb{F} \setminus \mathbb{F}^\varepsilon \)-adapted, we may have that the Itô integral \( \int_0^T \pi_t \xi_t dB_t^S \) is not well-defined. The enlargement \( \mathbb{G} \supset \mathbb{F} \), which incorporates the information of \( \varepsilon \) into \( \mathbb{F} \), is a sequence of initial enlargements given by

\[
    \mathcal{G}_t = \bigcap_{s > t} (\mathcal{F}^\varepsilon_s \vee \sigma(\varepsilon_t, \varepsilon_{t_1}, \ldots, \varepsilon_{t_n})) , \quad t_\kappa \leq t < t_{\kappa + 1}, \quad \kappa < n.
\]

We can reduce this problem to the framework of initial enlargements by considering a sequence of problems, one for each interval \( [t_\kappa, t_{\kappa + 1}) \). We still impose that Assumption 2.3 holds true on \( \varepsilon_{t_\kappa} \), for any \( \kappa < n \), so that there exists a family of jointly measurable processes \( p^\varepsilon_{t_\kappa} \) such that

\[
    p^\varepsilon_{t_\kappa} = \frac{P(\varepsilon_t = 1 | \mathcal{F}_t)}{P(\varepsilon_{t_\kappa} = 1)}, \quad e \in \{0, 1\}, \quad \kappa \in \{0, 1, \ldots, n - 1\}, \quad t_\kappa \leq t < t_{\kappa + 1}.
\]

Having assumed that \( \varepsilon_{t_\kappa} \in \mathcal{F}^{Y^\varepsilon}_{t_{\kappa + 1}} \), the following PRP holds

\[
    \varepsilon_{t_\kappa} = P(\varepsilon_{t_\kappa} = 1) + \int_0^{t_{\kappa + 1}} \varphi^\varepsilon_t dB_t^{Y^\varepsilon}. \quad (5.5)
\]

**Proposition 5.1.** With the enlargement of filtrations defined in (5.4), we have that the information drift is given by \( \alpha^\varepsilon_t := \alpha^\varepsilon_t(\kappa) \), as \( t_\kappa \leq t < t_{\kappa + 1} \), where

\[
    \alpha^\varepsilon_t(\kappa) = (1 + \xi_t) \varphi^\varepsilon_t \varepsilon_{t_\kappa} \frac{E[\varepsilon_{t_\kappa} | \mathcal{F}_t]}{V[\varepsilon_{t_\kappa} | \mathcal{F}_t]}.
\]

and the processes \( X^\pi \) and \( Y \) satisfy the following SDE, as \( t_\kappa \leq t < t_{\kappa + 1} \),

\[
\begin{cases}
    dX_t^\varepsilon = (1 - \pi_t) X_t^\varepsilon dt + \pi_t X_t^\varepsilon (\eta_t dt + \xi_t dB_t^S) \\
    dY_t^\varepsilon = [k^\varepsilon (\mu^\varepsilon - Y_t^\varepsilon) + \sigma \alpha^\varepsilon_t(\kappa)] dt + \sigma dW_t^Y \\
    dW_t^S := \rho \alpha^\varepsilon_t(\kappa) dt + pdW_t^R + \sqrt{1 - p^2} dB_t,
\end{cases}
\]

where \( W^Y \) and \( B \) are independent \( \mathbb{G} \)-Brownian motions on \( [t_\kappa, t_{\kappa + 1}) \).
Proof. Let $t_\kappa \leq t < t_{\kappa+1}$, by applying Jacod’s hypothesis and Theorem 4.6 we know that $B^Y - \int_{t_\kappa}^{t} \alpha_s^\kappa(x) ds$ is a $\mathcal{G}$-Brownian motion on $[t_\kappa, t_{\kappa+1})$. Moreover, as we are considering only enlargements with purely atomic random variables, by Theorem 4.1 in [5], we have that
\[
\frac{1}{2} \int_0^T \mathbb{E} \left[ (\alpha_t^\kappa)^2 \right] dt = - \sum_{\kappa=0}^{n-1} H(\varepsilon_{t_\kappa}) < +\infty,
\]
being $H(\varepsilon_{t_\kappa})$ the entropy operator of the random variable $\varepsilon_{t_\kappa}$. Then, we can apply Theorem 3.2 in [29] to get the result up to $T$ included.

In the following, we provide the additional expected logarithmic gains when the anticipating information is related to the modulated stochastic interest rate.

**Theorem 5.2.** Under the previous set-up,
\[
\Delta V_T^G = \frac{1}{2} \int_0^T \mathbb{E} \left[ (\alpha_t^\kappa)^2 \right] dt - \sum_{\kappa=0}^{n-1} \int_{t_\kappa}^{t_{\kappa+1}} \mathbb{E} \left[ \frac{\varphi_t^\kappa \int_t^{t_{\kappa+1}} \varphi_s^\kappa \phi_s^\kappa ds}{V[\varepsilon_{t_\kappa} | F_t]} \right] dt,
\]
for some $\mathcal{F}^Y$-adapted process $\phi^\kappa = (\phi_s^\kappa, t_\kappa \leq s \leq t_{\kappa+1})$.

Proof. By standard arguments, for example see Ankirchner and Imkeller [7, Theorem 2.13], the gains under the filtration $\mathcal{G}$ at $T$ are given by
\[
\Delta V_T^G = V_T^G + \frac{1}{2} \int_0^T \mathbb{E} \left[ (\alpha_t^\kappa)^2 \right] dt + \int_0^T \mathbb{E} \left[ \frac{\partial_t^\kappa - Y_t^\kappa}{\xi_t} \alpha_t^\kappa \right] dt.
\]
However, due to the Markovian modulation, a new term appears in the expression and we can rewrite it in the following way,
\[
\int_0^T \mathbb{E} \left[ \frac{\partial_t^\kappa - Y_t^\kappa}{\xi_t} \alpha_t^\kappa \right] dt = \sum_{\kappa=0}^{n-1} \int_{t_\kappa}^{t_{\kappa+1}} \mathbb{E} \left[ \frac{\partial_t^\kappa - Y_t^\kappa}{\xi_t} \alpha_t^\kappa(\kappa) \right] dt
\]
\[
= \sum_{\kappa=0}^{n-1} \int_{t_\kappa}^{t_{\kappa+1}} \mathbb{E} \left[ \frac{\partial_t^\kappa - Y_t^\kappa}{\xi_t} (-1)^{\xi_{t_\kappa}+1} \varphi_t^\kappa \varepsilon_{t_\kappa} - \mathbb{E}[\varepsilon_{t_\kappa} | F_t] \right] dt
\]
\[
= \sum_{\kappa=0}^{n-1} \int_{t_\kappa}^{t_{\kappa+1}} \mathbb{E} \left[ \frac{\partial_t^\kappa - Y_t^\kappa}{\xi_t} (-1)^{\xi_{t_\kappa}+1} \varphi_t^\kappa \int_t^{t_{\kappa+1}} \varphi_s^\kappa dB_s \right] dt
\]
\[
= - \sum_{\kappa=0}^{n-1} \int_{t_\kappa}^{t_{\kappa+1}} \mathbb{E} \left[ \frac{\varphi_t^\kappa \int_t^{t_{\kappa+1}} \varphi_s^\kappa dB_s}{V[\varepsilon_{t_\kappa} | F_t]} \right] dt.
\]
By using the following PRP,
\[
Y_t^\kappa (-1)^{\xi_{t_\kappa}+1} = \mathbb{E}[Y_t^\kappa (-1)^{\xi_{t_\kappa}+1}] + \int_0^{t_{\kappa+1}} \varphi_s^\kappa dB_s^Y,
\]
we obtain
\[
\int_0^T \mathbb{E} \left[ \frac{\partial_t^\kappa - Y_t^\kappa}{\xi_t} \alpha_t^\kappa \right] dt = - \sum_{\kappa=0}^{n-1} \int_{t_\kappa}^{t_{\kappa+1}} \mathbb{E} \left[ \frac{\varphi_t^\kappa \int_t^{t_{\kappa+1}} \varphi_s^\kappa dB_s^Y}{V[\varepsilon_{t_\kappa} | F_t]} \right] dt
\]
\[
= - \sum_{\kappa=0}^{n-1} \int_{t_\kappa}^{t_{\kappa+1}} \mathbb{E} \left[ \frac{\varphi_t^\kappa \int_t^{t_{\kappa+1}} \varphi_s^\kappa \phi_s^\kappa ds}{V[\varepsilon_{t_\kappa} | F_t]} \right] dt.
\]

The expression (5.8) is hard to compute in general because it follows by an existence result given by the PRP property. In the next corollary, we show the result for a simpler but more explicit case.

**Corollary 5.3.** Under the previous set-up, if $\{Y_0, Y_1\}$ are constant values, then
\[
\Delta V_T^G = \frac{1}{2} \int_0^T \mathbb{E} \left[ (\alpha_t^\kappa)^2 \right] dt + \sum_{\kappa=0}^{n-1} \int_{t_\kappa}^{t_{\kappa+1}} \mathbb{E} \left[ \frac{\varphi_t^\kappa}{\xi_t} \right] dt.
\]
Proof. Under the assumption that \( \{Y_0, Y_1\} \) are constant values, we notice that
\[
\frac{\eta_t - Y^c}{\xi_t} = \frac{\eta_t}{\xi_t} - \frac{Y_0}{\xi_t} + \epsilon_t - \frac{Y_0}{\xi_t}, \quad t \leq t < t_{k+1}.
\]
Then we get,
\[
\int_0^T E \left[ \frac{\eta_t - Y^c}{\xi_t} \right] dt = \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} E \left[ \frac{\epsilon_{t_k} Y_1 - Y_0}{\xi_t} \alpha_t(\kappa) \right] dt
\]
\[
= (Y_1 - Y_0) \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} E \left[ \frac{\epsilon_{t_k} \varphi^c t_{k+1} \varphi^c dB^Y}{\xi_t} \right] dt
\]
\[
= (Y_1 - Y_0) \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \frac{\varphi^c \left( \int_{t_k}^{t_{k+1}} \varphi^c dB^Y \right)^2}{\xi_t} dt
\]
\[
= (Y_1 - Y_0) \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \frac{\varphi^c}{\xi_t} dt.
\]
In the last equality we used that
\[
V[e_{t_k} | F_t] = E[(e_{t_k} - E[e_{t_k} | F_t])^2 | F_t] = E \left[ \left( \int_t^{t_{k+1}} \varphi^c dB^Y \right)^2 | F_t \right].
\]
The result then follows by known properties of the Itô integral.

\[\square\]

Example 5.4. Let \( m = (m_t, 0 \leq t \leq T) \) be the running minimum of \( B^Y \), i.e.,
\[
m_t := \inf_{0 \leq s \leq t} B^Y_s.
\]
We use the Markov property of \( B^Y - m \) in order to define \( \epsilon \) as follows,
\[
\epsilon_t = \mathbb{1}_{(B^Y_{t+1} - m_{t+1} \leq c)} \quad c \in \mathbb{R}^+, \quad \kappa \in \{0, 1, \ldots, n - 1\}.
\]
We compute the information drift \( \alpha^\epsilon \) when \( \{\epsilon_t = 1\} \) by computing the following process,
\[
\alpha^\epsilon_t = \frac{P(B^Y_{t+1} - m_{t+1} \leq c | F_t)}{P(B^Y_{t+1} - m_{t+1} \leq c)}.
\]
The process \( \alpha^\epsilon(\kappa) \) is strongly related with the \( \mathbb{F} \)-local martingale \( p^{c,k} \). Indeed, in Baudoin [11] Remark 5], we can find the following relationship
\[
d \alpha^\epsilon_t = p^{c,k} \alpha_t(\kappa) dB^Y_t.
\]
We operate with the numerator, looking for a more explicit expression. We denote by \( m_{s,t} := \inf_{u \in [s,t]} B^Y_u \) and \( a \wedge b := \min\{a, b\} \), then
\[
P(B^Y_{t+1} - m_{t+1} \leq c | F_t) = P(B^Y_{t+1} - m_{t+1} \leq c, m_t \leq m_{t,t+1} | F_t)
\]
\[
+ P(B^Y_{t+1} - m_{t+1} \leq c, m_t > m_{t,t+1} | F_t)
\]
\[
= P(Y_{t+1-t} \geq K_t - c, X_{t+1-t} \geq K_t)
\]
\[
+ P(X_{t+1-t} - Y_{t+1-t} \leq c, X_{t+1-t} \leq K_t)
\]
where \( K_t := B^Y_t - m_t, \quad X_t := B^Y_{t+1-t} - m_{t+1-t} \) and \( Y_t := B^Y_{t+1-t} - B^Y_{t+1-t} \). From Proposition 3.2.1.1 of [32], the vector \( (X_t, Y_t) \) has the following density function,
\[
p(x, y, \tau) = \frac{2(y - 2x)}{\sqrt{2\pi \tau^3}} \exp \left( -\frac{(2x - y)^2}{2\tau} \right),
\]
so we can rewrite (5.13) as,
\[
P(B^Y_{t+1} - m_{t+1} \leq c | F_t) = \int_{K_t}^{+\infty} \int_{K_t - c}^{+\infty} p(x, y, t_{k+1} - t) dy dx
\]
Going back to (5.11), we conclude that the following representation holds,
\[ dp_{t}^{\varepsilon_{t}} = p_{t}^{\varepsilon_{t}} \frac{\Phi'(\frac{c+m_{t}B_{t}^{Y}}{\sqrt{t_{k+1}-t}}) - \Phi'(\frac{c-m_{t}B_{t}^{Y}}{\sqrt{t_{k+1}-t}})}{P(\varepsilon_{t_{k}} = e| F_{t})} dB_{t}^{Y} \],
and, by using (5.12), we get the result for the case \( e = 1 \). Repeating the same for \( e = 0 \), we have, that for \( t_{k} \leq t < t_{k+1} \),
\[ \alpha_{t}^{v}(k) = \frac{(-1)^{e}}{\sqrt{t_{k+1}-t}} \frac{\Phi'(\frac{c+B_{t}^{Y} - m_{t}}{\sqrt{t_{k+1}-t}}) - \Phi'(\frac{c-m_{t}B_{t}^{Y}}{\sqrt{t_{k+1}-t}})}{P(\varepsilon_{t_{k}} = e| F_{t})}, \quad e \in \{0, 1\}. \] (5.14)

### 6 Numerical example

In this section, we present a numerical experiment that illustrates the results obtained in the previous sections. We set the time horizon to \( T = 1 \) and discretize the time interval into \( n = 100 \) steps, referred to as trading periods. For the dynamics of the assets, we specify the market coefficients as follows:
\[ dD_{t} = D_{t}Y_{t} dt, \quad dS_{t} = S_{t} (0.05 dt + 0.01 dB_{t}^{S}), \]
where we assumed the values \( \eta_{t} = 0.05 \) and \( \xi_{t} = 0.01 \), for all \( 0 \leq t \leq 1 \). The process \( B^{S} = (B_{t}^{S}, 0 \leq t \leq 1) \) is a standard Brownian motion. With respect to the interest rate, we assume that \( Y = (Y_{t}, 0 \leq t \leq 1) \) is an Ornstein-Uhlenbeck process driven by the following SDE,
\[ dY_{t} = 0.25 (0.005 - Y_{t}) dt + 0.01 dB_{t}^{Y}, \quad Y_{0} = 0.005, \]
We have chosen the parameters \( k = 0.25, \mu = 0.005, \) and \( \sigma = 0.01 \). The process \( B^{Y} = (B_{t}^{Y}, 0 \leq t \leq 1) \) is a standard Brownian motion satisfying \( \mathbb{E}[B_{t}^{S}B_{t}^{Y}] = \rho \), where the constant \( \rho \) is left unspecified for now. Our simulation considers three different traders with asymmetric levels of information. The first investor operates.

By letting \( f(t, K) := P(B_{t_{k+1}}^{Y} - m_{t_{k+1}} \leq c|F_{t}) \), we aim to compute \( df(t, K) \) via Itô’s lemma. Since the partial derivatives satisfy the following equation,
\[ \frac{\partial}{\partial K} f(t, K) = \frac{1}{\sqrt{t_{k+1}-t}} \Phi'(\frac{c-K_{t}}{\sqrt{t_{k+1}-t}}) - \frac{1}{\sqrt{t_{k+1}-t}} \Phi'(\frac{c+K_{t}}{\sqrt{t_{k+1}-t}}) \]
\[ 0 = \frac{\partial}{\partial t} f(t, K) + \frac{1}{2} \frac{\partial^{2}}{\partial K^{2}} f(t, K), \]
we conclude that \( df(t, K) = \frac{\partial}{\partial K} f(t, K) dK_{t} \). As the process \( M \) is increasing only in the set \( \{t, K_{t} = 0\} \), it follows that \( \frac{\partial}{\partial K} f(t, 0) dM_{t} = 0 \), and the following relationship holds,
\[ df(t, K_{t}) = - \frac{\partial}{\partial K} f(t, K_{t}) dB_{t}^{Y} = \frac{\Phi'(\frac{c+K_{t}}{\sqrt{t_{k+1}-t}}) - \Phi'(\frac{c-K_{t}}{\sqrt{t_{k+1}-t}})}{\sqrt{t_{k+1}-t}} dB_{t}^{Y}. \]

Going back to (5.11), we conclude that the following representation holds,
\[ dp_{t}^{\varepsilon_{t}} = p_{t}^{\varepsilon_{t}} \frac{\Phi'(\frac{c+B_{t}^{Y} - m_{t}}{\sqrt{t_{k+1}-t}}) - \Phi'(\frac{c-m_{t}B_{t}^{Y}}{\sqrt{t_{k+1}-t}})}{P(\varepsilon_{t_{k}} = e| F_{t})} dB_{t}^{Y}, \]

Based on the arguments developed in the previous sections, we ascertain that the optimal portfolios solving the aforementioned optimization problems are as follows:
\[ \pi_{t}^{\varepsilon} = \frac{0.05 - Y_{t}}{0.01^{2}}, \quad \pi_{t}^{\varepsilon} = \pi_{t}^{\varepsilon} + \frac{\rho}{0.01} \alpha_{t}, \quad \pi_{t}^{G} = \pi_{t}^{\varepsilon} + \frac{\rho}{0.01} \alpha_{t}, \] (6.1)
where $\alpha^L$ is defined in (4.8) and $\alpha^Y_1$ in (3.10). We simulate 100 trajectories of the assets $(D, S)$, and we denote them by $(D(k), S(k))$, with $k \in \{1, 2, \ldots, 100\}$. We compute the optimal strategies for each information level $\pi^H_t(k)$ with $k \in \{1, 2, \ldots, 100\}$ and $H \in \{\mathbb{F}, \mathbb{G}, \mathbb{G}\}$, as well as the corresponding utility gains $\ln X^H_1(k)$ computed according to (3.5).

Table 1 shows a summary of the results where the agents, playing with the filtrations $\mathbb{F}$, $\mathbb{G}$ and $\mathbb{G}$, are respectively denoted as Natural, Interval and Precise.

The row Gains refers to the average gain on the 100 simulation, i.e.,

$$Gains(H) = \frac{1}{100} \sum_{k=1}^{100} \ln X^H_1(k).$$

In order to quantify the risk that the agents accept in each level of information, we compute,

$$\hat{\pi}(H) = \max_k \{\pi^H_t(k)\} - \min_k \{\pi^H_t(k)\}, \quad 0 \leq t \leq 1$$

and we give the quartiles and the range of $\hat{\pi}(H)$. To show the importance of the correlation in our set-up, in Table 1 we compare the optimal portfolios and the corresponding utilities for different values of $\rho \in \{0.75, 0.25, -0.75\}$.

The gains of the Natural agent do not depend on the value of $\rho$, so it is given at the beginning as a reference value for the evaluation of the values of the information for the Interval and Precise agents. For the Interval agent we assume that the interval $(c_1, c_2)$ is equal to $(0.7Y_1, 1.3Y_1)$.

$$\rho = 0.75 \quad \rho = 0.25 \quad \rho = -0.75$$

|                | Natural | Interval | Precise | Natural | Interval | Precise | Natural | Interval | Precise | Natural | Interval | Precise |
|----------------|---------|----------|---------|---------|----------|---------|---------|----------|---------|---------|----------|---------|
| Gains          | 0.25    | 0.53     | 4.71    | 0.32    | 0.66     | 0.55    | 4.53    |
| $Q_1(\pi^G)$   | 198     | 230      | 389     | 182     | 213      | 244     | 432     |
| $Q_2(\pi^G)$   | 298     | 310      | 478     | 315     | 338      | 304     | 379     |
| $Q_3(\pi^G)$   | 391     | 366      | 867     | 349     | 443      | 421     | 775     |
| Range($\pi^G$) | 442     | 453      | 2636    | 396     | 1040     | 472     | 2123    |

Table 1: Results for different values of correlation $\rho$ between $B^S$ and $B^Y$.

In Figure 1 we plot the values $\max_k \{\pi^H_t(k)\}$ and $\min_k \{\pi^H_t(k)\}$ and, in Figure 2 the average of the utility gain in each time, that is

$$\ln X^H_t = \frac{1}{100} \sum_{k=1}^{100} \ln X^H_t(k).$$

Note that $Gains(H) = \ln X^H_1$. We only show the plots for $\rho = 0.75$ and $\rho = 0.25$, because the the ones for $\rho = -0.75$ look like the ones with $\rho = 0.75$.

The simulations show that the logarithmic utility gains are greater if the Brownian motions $B^S$ and $B^Y$ are strongly correlated. If the correlation is negative, the agent can achieve the same gains because investing against the risky asset $S$ is allowed. It is also shown that more accurate information implies higher gains, at the cost of making a riskier investment.

$$\rho = 0.75$$

|                | v = 0.1 | v = 0.25 | v = 0.5 | v = 0.75 | v = 2 |
|----------------|---------|----------|---------|----------|-------|
| Gains          | 4.64    | 0.69     | 0.38    | 0.28     | 0.25  |
| $Q_1(\pi^G)$   | 410     | 325      | 224     | 178      | 195   |
| $Q_2(\pi^G)$   | 518     | 348      | 306     | 315      | 311   |
| $Q_3(\pi^G)$   | 620     | 366      | 363     | 357      | 378   |
| Range($\pi^G$) | 969     | 423      | 415     | 410      | 454   |

Table 2: Results for different values of information for interval type.
Figure 1: Plots for $\max_k \{ \pi^H_k(\omega) \}$ and $\min_k \{ \pi^H_k(\omega) \}$. The black is for the Natural trader, middle-gray for the Interval trader and light-gray for the Precise one.

Figure 2: Comparison of the average of the logarithmic gains for $\rho = 0.75$ (left) and $\rho = 0.25$ (right). The black is for the Natural trader, middle-gray for the Interval trader and light-gray for the Precise one.

In Table 2 we fix $\rho = 0.75$ and study additional information of interval type, for the filtration $\mathcal{G}$, where the interval is always of the following form

$$(c_1, c_2) = ((1-v)Y_1, (1+v)Y_1), \quad 0 < v < 1.$$ 

Whenever $v$ approaches 0, the Interval agent behaves more similarly to the Precise one, as her information is more accurate, while as $v$ is near to 1, the Interval agent plays similarly to the Natural one since her information is less accurate. Again we omit the results for $\rho = -0.75$.

We complete the analysis by simulations with an example related to Section 5, in which the information is revealed to the agent only at certain times, by assuming that, in the market, there is a modulating process. We introduce the Markov chain

$$\varepsilon_{\kappa} = \mathbb{1}_{\{ m_{\kappa+1} - m_{\kappa+1} \leq c \}}, \quad c \in \mathbb{R}^+, \quad \kappa \in \{0, 1, 2, 3\},$$

as in Example 5.4 and we use equation (5.14) and Proposition 5.1 to compute the information drift. Figure 3 shows the strategies adopted by the various agents, and, as expected, they show a pronounced variability close to each time epoch $\varepsilon_{\kappa}$, $\kappa \in \{0, 1, 2, 3\}$.

To compare with the previous simulations, in this analysis we keep considering the Honest and the Precise traders with $\rho = 0.75$. The constant $c$ allows to vary the accuracy of the information, indeed, a small value of $c$ means very accurate information whereas a larger value of $c$ implies less accurate information. This appears evident in Figure 4 where we show the simulation of the gains for different values of $c$, in particular 0.25 and 1.25.
7 Conclusions

Introducing anticipating information on the short rate interest in a portfolio optimization problem may be dealt with by techniques of enlargements of filtrations. When the driving Brownian motion of the short rate process is correlated with the one of the risky asset, the informed agent may obtain unbounded gains depending on the accuracy of the anticipating information. This paper has analyzed in detail the optimal portfolio problem when the short rate is a general affine diffusion, a class that allows for a more explicit analysis and that contains, in particular, the Ornstein-Uhlenbeck process used in the Vasicek model. The kind of additional information analyzed is any that is modeled through the general class of $L^2(\mathcal{F}^R, P)$ random variables. Some explicit examples give, for instance, information modeled by characteristic functions of half-bounded and bounded intervals, as well as the case of the $n$-power of the terminal value of the driving Brownian motion. The analysis is then extended to the case of a market that includes a Markov chain modulating the evolution of the stochastic interest rate. For this case, and assuming anticipating information on the modulating chain, we show how to compute the additional logarithmic utility for an informed trader.
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A Appendix

Proof of Lemma 3.1. By equation (3.2), we can express the value of $R_t$ in terms of its value at time $s$ in the following way,

$$R_t = \Psi_{s,t} R_s + \Psi_t \left[ \int_s^t \Psi_u^{-1} a_2(u) du + \int_s^t \Psi_u^{-1} a_2(u) du \right] + \int_s^t \Psi_u^{-1} b_2(u) dB^R_u + \int_s^t \Psi_u^{-1} b_2(u) dB^R_u.$$

(A.1)
The result then follows by identifying the deterministic and stochastic part of formula (A.1), and the latter gives the variance by applying the Itô isometry.

Proof of Proposition 3.2 Since $B^R$ and $B^S$ have constant correlation $\rho$, we can write

$$B^S_t = \rho B^R_t + \sqrt{1 - \rho^2} B_t, \quad 0 \leq t \leq T,$$

where $B = (B_t, 0 \leq t \leq T)$ is an $\mathcal{F}$-Brownian motion independent of $B^R$. Note that we can express $\mathcal{F}_t = \sigma ((B^R_s, B_s) : 0 \leq s \leq t)$ and $(B^R, B)$ has the predictable representation property in $\mathbb{F}$. Let $g \in \text{Supp}(G)$, then

$$\langle B, p^g \rangle^F_t = \int_0^t p^g_s d\langle B, B^R \rangle^F_s = 0.$$ 

Then we conclude that $B$ is a $\mathcal{G}$-Brownian motion. Finally, from the independence of $B$ and $W^R$ jointly with the fact that $G \in \mathcal{F}^B_T$, we get the last part of the statement.

The proof of the additional expected logarithmic utility follows by applying Ankirchner and Imkeller [7, Theorem 2.13].

Proof of Proposition 4.7 By employing the explicit expression of the process $R$ given in (3.2) we can rewrite the information given by $A$ with respect to the Brownian motion $B^R$. Note that

$$\{R_T \leq c\} = \left\{ \int_0^T \Psi^{-1}_t b_2(t) dB^R_t \leq \hat{c} \right\}, \quad \text{with } \hat{c} = \frac{c}{\Psi_T} - R_0 - \int_0^T \Psi^{-1}_t a_2(t) dt.$$ 

It follows that the process $\alpha^A = (\alpha^A_t, 0 \leq t < T)$ satisfies the following relation

$$dp^A_t = p^A_t a^A_t dB^R_t, \quad \text{with } p^A_t = \frac{P(A = a|\mathcal{F}_t)}{P(A = a)}, \quad a \in \{0, 1\}.$$ 

The conditional probability mass function of $A$ computed for $\{A = 1\}$ may be expressed in terms of Gaussian distribution $\Phi$ as

$$P(A = 1|\mathcal{F}_t) = \Phi \left( \frac{\hat{c} - \int_0^t \Psi^{-1}_u b_2(u) d\langle B^R_u \rangle}{\int_0^T \Psi^{-1}_u b_2(u) du} \right).$$

By Itô lemma, we can compute its derivative,

$$dP(A = 1|\mathcal{F}_t) = -\frac{\Psi^{-1}_t b_2(t)}{\int_0^T \Psi^{-1}_u b_2(u) du} \Phi' \left( \frac{\hat{c} - \int_0^t \Psi^{-1}_u b_2(u) d\langle B^R_u \rangle}{\int_0^T \Psi^{-1}_u b_2(u) du} \right) d\langle B^R \rangle_t$$

$$= -\Psi_T \Psi^{-1}_t b_2(t) f_{R_T|\mathcal{F}_t}(c|R_t) dB^R_t,$$

and finally,

$$\frac{dp^1_t}{p^1_t} = -\Psi_T \Psi^{-1}_t b_2(t) f_{R_T|\mathcal{F}_t}(c|R_t) P(A = a|\mathcal{F}_t) dB^R_t,$$

and we get the result. The case $\{A = 0\}$ follows the same lines.