Application of machine learning algorithm for predicting gestational diabetes mellitus in early pregnancy†
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Abstract: Objective: To study the application of a machine learning algorithm for predicting gestational diabetes mellitus (GDM) in early pregnancy.
Methods: This study identified indicators related to GDM through a literature review and expert discussion. Pregnant women who had attended medical institutions for an antenatal examination from November 2017 to August 2018 were selected for analysis, and the collected indicators were retrospectively analyzed. Based on Python, the indicators were classified and modeled using a random forest regression algorithm, and the performance of the prediction model was analyzed.
Results: We obtained 4806 analyzable data from 1625 pregnant women. Among these, 3265 samples with all 67 indicators were used to establish data set F1; 4806 samples with 38 identical indicators were used to establish data set F2. Each of F1 and F2 was used for training the random forest algorithm. The overall predictive accuracy of the F1 model was 93.10%, area under the receiver operating characteristic curve (AUC) was 0.66, and the predictive accuracy of GDM-positive cases was 37.10%. The corresponding values for the F2 model were 88.70%, 0.87, and 79.44%. The results thus showed that the F2 prediction model performed better than the F1 model. To explore the impact of sacrificial indicators on GDM prediction, the F3 data set was established using 3265 samples (F1) with 38 indicators (F2). After training, the overall predictive accuracy of the F3 model was 91.60%, AUC was 0.58, and the predictive accuracy of positive cases was 15.85%.
Conclusions: In this study, a model for predicting GDM with several input variables (e.g., physical examination, past history, personal history, family history, and laboratory indicators) was established using a random forest regression algorithm. The trained prediction model exhibited a good performance and is valuable as a reference for predicting GDM in women at an early stage of pregnancy. In addition, there are certain requirements for the proportions of negative and positive cases in sample data sets when the random forest algorithm is applied to the early prediction of GDM.
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1. Introduction

Gestational diabetes mellitus (GDM) refers to abnormal glucose tolerance and persistent high blood glucose concentration during pregnancy. It is a serious threat to maternal and fetal health. GDM not only causes adverse perinatal pregnancy outcomes, such as postpartum hemorrhage, infection, preterm delivery, macrosomia, and neonatal respiratory distress syndrome, but also threatens the long-term health of mothers and infants. Compared with normal pregnant mothers, women with GDM had a 7-fold increased risk of developing type 2 diabetes after delivery. At the same time, the risk of metabolism-related diseases such as obesity and type 2 diabetes in offspring will also increase significantly. With the update of GDM diagnostic criteria, the increase of elderly pregnant women, and lifestyle changes, the global prevalence of GDM increased to 5.40–7.71% and showed a trend of increasing year by year. Because of its significant harmfulness and high incidence, GDM has attracted wide attention of researchers all over the world.

Previous studies on high-risk groups of GDM mainly focused on blood glucose control and prevention of complications in the population after the diagnosis of GDM. At present, the diagnosis of GDM needs to be confirmed by an oral glucose tolerance test (OGTT) at 24–28 weeks of pregnancy. However, previous studies have found that before a definitive diagnosis of GDM, the persistent high blood glucose concentration during pregnancy will also have an adverse effect on the outcome of the pregnant woman or fetus. Researchers have put forward the concept of “prediabetes” in diabetes management, which is defined as the blood glucose concentration being higher than normal, but lower than the diagnostic criteria for diabetes. Prediabetes is a high-risk stage of diabetes. At this stage, diabetes can be delayed or prevented if high-risk groups can be identified early enough and given appropriate intervention. This development law is also suitable for the evolution of GDM.

Comprehensive factors, such as genetic factors, environmental factors, and lifestyle, play an important role in the occurrence and development of GDM. The American Diabetes Association believes that the main risk factors for GDM include maternal age ≥35 years, Body Mass Index (BMI) ≥25 kg/m², family history of diabetes, impaired glucose tolerance, and so on. On the other hand, guidelines issued by the National Institute for Clinical Excellence (NICE) in the UK have indicated that BMI ≥30kg/m², macrosomia (≥4.5 kg) delivery history, and high-risk minorities are independent risk factors for GDM. Therefore, there is no consensus about what constitutes GDM high-risk factors, and there are certain limitations in the identification of GDM high-risk populations based on whether or not high-risk factors exist.

In the past 10 years, researchers began to use machine learning algorithms to study the risk factors of some chronic diseases. Different machine learning algorithms, such as logistic regression (LR), decision tree (DT), and artificial neural network (ANN), have been applied to predict diseases. These algorithms can assist in the classification of the risk factors, deduce the correlation between attributes, establish a risk prediction model, and predict the occurrence of disease. In contrast, the previous domestic research methods on the risk of GDM are limited to the classical statistical category, and although studies on the application of machine learning algorithms to diagnose and predict GDM are scarce, one such study is mentioned in the successive paragraph.

Wu et al. retrospectively analyzed the data of early pregnancy in southwest China and used the TreeNet method to establish a prediction model for GDM. Due to the limitations of retrospective methods and a lack of data on pregnant women’s lifestyle, the prediction accuracy is not high (<65%).

In today’s medical industry, the degree of digitization of hospitals is gradually improving. The era of medical big data has come, and it is a result of the rapid accumulation of medical data and the continuous increase in data dimensions. Therefore, to achieve accurate identification of GDM high-risk groups, it is necessary to learn from the application of machine learning algorithms in disease diagnosis and prediction, explore, and form a practical, more accurate, and easier-to-operate prediction model.

In this study, pregnant women in the Qingdao area of China were enrolled. Data including results of physical examination, medical history, other genetic and social environment factors, as well as dietary habits, exercise habits, and pre/post-maternal birth weight, were collected by prospective follow-up as independent variables. The GDM prediction model was established by a machine learning algorithm, which provided a theoretical basis for intervention measures for GDM in early pregnancy.

2. Methods

2.1. Participants

Pregnant women who attended medical institutions for an antenatal examination from November 2017 to August 2018 were selected for this study. Inclusion criteria were as follows: positivity on the human chorionic gonadotropin (HCG) test, agreeing to participate, and providing written informed consent. The exclusion criterion was the existence of diabetes before pregnancy.
2.2. Development of indicators related to gestational diabetes

Through a literature review, the following indicators related to gestational diabetes were identified: physical examination results (age, weight, blood pressure, blood type, etc.); medical history (hypertension, diabetes, heart disease, histories of abnormal pregnancy, polycystic ovary syndrome (PCOS), etc.); personal history (birth weight of the pregnant woman at the time of her own birth, her mother’s weight at birth, her mother’s parity at birth, smoker or nonsmoker, etc.); family history (immediate family suffering from diabetes or not, etc.); specialist examination results (fundal height, abdomen circumference, gravidity, parity, etc.); and laboratory indicators (amniotic fluid index/depth, blood glucose, routine blood tests, routine urine tests, blood biochemical infection indicators, glycated hemoglobin, etc.).

2.2.1. Food frequency questionnaire

Food frequency questionnaire (FFQ) is a widely used tool for assessing dietary intake in nutritional epidemiology. It is used to investigate the long-term patterns of dietary intake in subjects. It is simple to operate and to complete. In this study, food adjustment was carried out based on the dietary intake of residents in Qingdao and the characteristics of their diet during pregnancy were ascertained, including 22 food categories (Table 1). The range of intake frequency was as follows: (1) never; (2) less than once a month; (3) 1–3 times a month; (4) 1–2 times a week; (5) 3–4 times a week; (6) 5–6 times a week; (7) once a day; (8) twice a day; or (9) more than 3 times a day. The range of food intake was as follows: (1) less than 50 g; (2) 100 g; (3) 150 g; (4) 200 g; (5) more than 250 g; and (6) not applicable. Dietary intake = intake frequency × each intake/cycle.

2.2.2. International Physical Activity Questionnaire

The International Physical Activity Questionnaire (IPAQ) short questionnaire was developed by the International Physical Activity Measurement Group to investigate physical activity in the past week. We use this questionnaire as a tool for assessing the physical activity of women during pregnancy. It has good reliability and validity and includes 7 items, as indicated by Table 1 (8.1–8.7).

2.3. Data collection

Investigators with identical training conducted a face-to-face questionnaire survey of participants and reviewed the pregnancy-related medical records to obtain the indicators related to GDM.

2.4. Data analyses

After data collection, some indicators were merged or deleted according to the suggestions of obstetric experts and a statistician. Pre-pregnancy BMI was calculated as follows:

\[
BMI = \frac{weight (kg)}{height (m)^2}
\]

Pregnancy weight gain (WG) was also calculated as follows: \(WG (kg) = birth weight − pre-pregnancy weight\).

Some laboratory indicators (e.g., amniotic fluid index/depth, routine blood tests, routine urine tests, blood biochemistry, infection indicators, and glycated hemoglobin) were also deleted due to lower acquisition rates among the subjects.

All categorical variables were treated as dichotomous variables (0/1). The output variable was based on whether or not diabetes was diagnosed during 24–28 gestational weeks (yes = 1, no = 0). A total of 67 variables were included in our study as model input according to the suggestions of obstetric experts and a statistician (Table 1).

2.5. Technical roadmap

Based on Python, each model was established using a random forest regression algorithm. Random forest is a combinatorial classifier that is based on statistical theory, with the characteristics of selecting data randomly and feature ranking, and is considered suitable to the feature ranking and selection of medical data.

To systematically train the model and evaluate its accuracy, this study used the train_test_split function to randomly divide the data into 2 categories, namely a 70% training data set and a 30% testing data set. The training data were used to train the model, and the test data were used to validate it, the two of which were performed separately.

It was found that the performance of the prediction models trained using the different sets of indicators or data sets with different ratios of negative/positive cases differed. In this study, 3 datasets (F1, F2, and F3) were established and then compared [see Technical Route (Figure 1)].

2.6. Ethical considerations

The study was approved by the medical ethics committee of the study principal investigator’s hospital. All patients were informed about the purposes and methods of the study during the recruitment. Participation was voluntary, and patients could refuse to participate or withdraw at any time. Each participant provided written
### Dimension Variables Input variables

**1. Physical examination**
- 1.1 Age Age
- 1.2 BMI BMI
- 1.3 Blood type-A A
- 1.4 Blood type-B B
- 1.5 Blood type-AB AB
- 1.6 Blood type-O O
- 1.7 Systolic blood pressure SBP
- 1.8 Diastolic blood pressure DBP

**2. Past history**
- 2.1 Hypertension Hypertension
- 2.2 Heart disease Heart disease
- 2.3 Thyroid disease Thyroid disease
- 2.4 Gynecological diseases Gynecological diseases
- 2.5 Kidney disease Kidney disease
- 2.6 Congenital spina bifida Congenital spina bifida
- 2.7 Benign tumor Benign tumor
- 2.8 Past surgical history Past surgical history
- 2.9 HPV HPV
- 2.10 Colpovaginal disorders Colpovaginal disorders
- 2.11 PCOS PCOS
- 2.12 Negative reproductive history Negative reproductive history
- 2.13 History of multiple pregnancies History of multiple pregnancies
- 2.14 Regular menstruation Regular menstruation

**3. Personal history**
- 3.1 Body weight at birth Body weight at birth
- 3.2 Mother’s weight Mother’s weight
- 3.3 Number of births by mother Number of births by mother
- 3.4 Smoking Smoking

**4. Family history**
- 4.1 Family history of diabetes Family history of diabetes

**5. Specialist examination**
- 5.1 Uterine height Uterine height
- 5.2 Abdominal circumference Abdominal circumference
- 5.3 Weight gain Weight gain
- 5.4 Gravida history Gravida history
- 5.5 Parity history Parity history
- 5.6 Multiple pregnancies Multiple pregnancies
- 5.7 Fetus number Fetus number
- 6.1 Fasting glucose Fasting glucose
- 6.2 Hepatitis Hepatitis
- 6.3 HIV HIV
- 6.4 Syphilis Syphilis

**7. Food frequency questionnaire (FFQ)**
- 7.1 Porridge intake Porridge intake (kg/month)
- 7.2 Flour foods intake Flour foods intake (kg/month)
- 7.3 Sweet food intake Sweet food intake (kg/month)
- 7.4 Fried food intake Fried food intake (kg/month)
- 7.5 Filling food intake Filling food intake (kg/month)
- 7.6 Coarse grain intake Coarse grain intake (kg/month)
- 7.7 Potato intake Potato intake (kg/month)
- 7.8 Milk intake Milk intake (kg/month)
- 7.9 Egg intake Egg intake (kg/month)
- 7.10 Red meat intake Red meat intake (kg/month)
- 7.11 Poultry intake Poultry intake (kg/month)
- 7.12 Processed meat intake Processed meat intake (kg/month)
- 7.13 Freshwater fishes intake Freshwater fishes intake (kg/month)
- 7.14 Seafood intake Seafood intake (kg/month)
- 7.15 Bean products intake Bean products intake (kg/month)
- 7.16 Nuts intake Nuts intake (kg/month)
- 7.17 Dark vegetables intake Dark vegetables intake (kg/month)
- 7.18 Light vegetables intake Light vegetables intake (kg/month)
- 7.19 Mushrooms intake Mushrooms intake (kg/month)
- 7.20 Fruit intake Fruit intake (kg/month)
- 7.21 Sweet drinks intake Sweet drinks intake (kg/month)
- 7.22 Alcohol intake Alcohol intake (l/month)

**8. International Physical Activity Questionnaire (IPAQ)**
- 8.1 Heavy physical activity Heavy physical activity (min/week)
- 8.2 Moderate physical activity Moderate physical activity (min/week)
- 8.3 Light physical activity Light physical activity (min/week)
- 8.4 Walking time Walking time (min/week)
- 8.5 Sedentary time Sedentary time (min/day)
- 8.6 Sleep duration on weekdays Sleep duration on weekdays (hour/day)
- 8.7 Sleep duration in rest days Sleep duration in rest days (hour/day)

Note: BMI, body mass index

Table 1. Definition of input data variables for model training.
informed consent. The patients’ IDs were used instead of their names throughout the study.

3. Results

3.1. Sample data and classification

A total of 4806 analyzable data from 1625 pregnant women were collected. Among these, 3265 samples with all 67 indicators were used to establish data set F1, including 326 cases of GDM and 2939 normal cases. Moreover, 4806 samples with 38 identical indicators were used to establish data set F2, including 1867 cases of GDM and 2939 normal cases.

To explore the impact of sacrificial indicators on GDM prediction, the F3 data set was established using 3265 samples (F1) with 38 indicators (F2), including 326 cases of GDM and 2939 normal cases.
3.2. Prediction results of training models for different data sets

A total of 3 prediction models of GDM were established for the different data sets by using a random forest regression algorithm. The results of the prediction models are shown in Table 2. The accuracy curves for the training set and test set of the 3 prediction models are shown in Figures 2–4.

3.3. Prediction performance of the random forest model

Confusion matrixes from the prediction results of the F1, F2, and F3 models are shown in Tables 3–5, respectively.

3.4. Variable weight in models

There are 67 input variables in data set F1, 58 of which were included in the random forest model. The 9 variables that had zero weight are as follows: thyroid disease, kidney disease, congenital spinal bifida, benign tumor, past surgical history, multiple pregnancy history, HIV, syphilis, and human papillomavirus (HPV). The weights of the other variables are shown in Figure 5.

There are 38 input variables in data set F2, 37 of which were enrolled in the random forest model, while 1 variable had zero weight (congenital spinal bifida). Sacrifice indicators are indicators of dietary habits and exercise habits. The weights of the top 20 variables are shown in Figure 6.

The F3 data set was established using 3265 samples (F1) with 38 input variables (F2), 31 of which were included in the random forest model. A total of 7 variables had zero weight, and they are as follows: kidney disease, congenital spinal bifida, benign tumor, past surgical history, HIV, syphilis, and HPV. The other variables are shown in Figure 7.

4. Discussion

In the Python environment, we use the random forest algorithm to establish the prediction model, and the model trained by the F2 data set in this study shows the best stability. The accuracy both of training and test sets in the F1, F2, and F3 models tended to converge, and no overfitting occurred (Figures 2–4).

4.1. Best performance of the F2 prediction model

For more information and to obtain the most complete indicator information, 3265 samples with 67 indicators were enrolled in data set F1. The overall prediction accuracy of the F1 model training with the random forest was 93.10% and area under the receiver operating characteristic curve.

| Data sets | Accuracy for training set | Accuracy for test set | AUC  |
|-----------|---------------------------|-----------------------|------|
| F1        | 0.957                     | 0.931                 | 0.66 |
| F2        | 0.911                     | 0.887                 | 0.87 |
| F3        | 0.930                     | 0.916                 | 0.58 |

Note: AUC, area under the receiver operating characteristic curve.

Table 2. Results of prediction models using random forest.

Figure 2. Accuracy curve of the training set and the test set of the F1 model.
negative cases for which the prediction was correct in all cases; in contrast, the prediction was correct in only 26 out of 82 positive cases, with too many false-negative results.

**Figure 3.** Accuracy curve of the training set and the test set of the F2 model.

**Figure 4.** Accuracy curve of the training set and the test set of the F3 model.

**Table 3.** Confusion matrix from prediction results of GDM incidence in the F1 model.

| Actual value | Total | Predicted value | Prediction accuracy (%) |
|--------------|-------|-----------------|-------------------------|
| 0            | 735   | 735 0           | 100                     |
| 1            | 82    | 56 26           | 31.70                   |
| In all       | 817   |                 | 94.56                   |

**Table 4.** Confusion matrix from prediction results of GDM incidence in the F2 model.

| Actual value | Total | Predicted value | Prediction accuracy (%) |
|--------------|-------|-----------------|-------------------------|
| 0            | 735   | 695 40          | 94.56                   |
| 1            | 467   | 96 371          | 79.44                   |
| In all       | 1202  |                 | 88.69                   |

curve (AUC) was 0.66 (Table 2), indicating the model’s good performance. However, the confusion matrix (Table 3) showed that the high accuracy was derived from 735 negative cases for which the prediction was correct in all cases; in contrast, the prediction was correct in only 26 out of 82 positive cases, with too many false-negative results.
The low accuracy of 93.10% and the low recognition rate of the model for positive cases may have been related to the large disparity in the numbers of GDM-positive/negative cases (3269/293) in the F1 model.

To utilize all of the available data for the analysis, 4806 samples with 38 indicators were enrolled in data set F2. The numbers of positive/negative cases of GDM increased (1867/2939), but some indicators were excluded, mainly those related to dietary and exercise habits (Table 1). The prediction accuracy of the F2 model was 88.70% and AUC was 0.87, indicating stable and reliable performance. The confusion matrix (Table 4) showed that the prediction was correct in 695 of 735 negative cases, while it was correct in 371 of 467 positive cases. The overall accuracy was thus 88.69%, indicating that the F2 model was more stable and reliable than the F1 model.

To explore the impact of sacrificial indicators on GDM prediction, the F3 data set was established using 3265 samples (F1) with 38 indicators (F2). The overall prediction accuracy of the F3 model was 91.60% and AUC was 0.58. The confusion matrix (Table 5) showed that the prediction was accurate in all 735 negative cases, but in only 13 out of 82 positive cases. The prediction accuracy of positive cases was only 15.85%, which was worse than those of both the F1 and F2 models. This

| Actual value | Total  | Predicted value | Prediction accuracy (%) |
|--------------|--------|-----------------|------------------------|
| 0            | 735    | 0               | 100                    |
| 1            | 82     | 69              | 13                     |
| In all       | 817    |                 | 91.55                  |

Table 5. Confusion matrix from prediction results of GDM incidence in the F3 model.
indicated that the sacrifice indicators related to dietary and exercise habits would reduce the predictive performance of the model.

### 4.2. Comparison of variables captured by different models

A total of 58 variables obtained from the F1 model were correlated with the incidence of GDM, the top 20 of which were as follows in this model: BMI, coarse grain intake, bean product intake, porridge intake, mother’s weight, filling food intake, fruit intake, sweet food intake, weight gain, age, light vegetable intake, walking time (min/week), mushroom intake, dark vegetable intake, sedentary time (min/day), flour food intake, gravidity history, light physical activity, body weight at birth, and milk intake (Figure 5).

Moreover, 37 variables obtained from the F2 model were correlated with the incidence of GDM, the top 20 of which were as follows: fasting glucose, colpomycosis, BMI, uterine height, abdominal circumference, mother’s weight, weight gain, body weight at birth, age, family history of diabetes, systolic pressure, diastolic pressure, gravidity history, gynecological diseases, PCOS, number of births by mother, regular menstruation, kidney disease, parity history, and negative reproductive history.

A total of 31 variables obtained from the F3 model were correlated with the incidence of GDM, the top 20 of which were as follows: BMI, age, weight gain, mother’s weight, abdominal circumference, fasting glucose, body weight at birth, systolic pressure, diastolic pressure, uterine height, gravidity history, parity history, number of births by mother, family history of diabetes, blood type B, blood type A, regular menstruation, negative reproductive history, blood type AB, and hepatitis.

Among these top 20 variables in the 3 models, there were 6 overlapping variables (BMI, mother’s weight, weight gain, age and gravidity history, and body weight at birth), which also had similar rankings.
4.2.1. Influence of pre-pregnancy BMI, pregnancy weight gain, age, number of pregnancies/ adverse pregnancy history

The influence of pre-pregnancy BMI, pregnancy weight gain, age, and the number of pregnancies/adverse pregnancy history on GDM was consistent with the results of previous studies. Previous studies showed that overweight before pregnancy, weight gain during pregnancy, and old age were independent risk factors for GDM. The risk of GDM in the obese was also reported to be much higher than that in individuals of normal weight. Even if the weight of pregnant women during 2 pregnancies was within the normal range, excessive weight gain during pregnancy (weight before the second birth minus weight before the first birth) remains an independent risk factor for GDM. The risk of GDM was also found to be 1.74 times higher in pregnant women with a weight gain of ≥0.41 kg per week than that in pregnant women with a weight gain of ≤0.27 kg per week. The rate of weight gain in early pregnancy had a greater impact on the occurrence of GDM. Older gestational age was also shown to be linked to a higher risk of GDM, and the prevalence of GDM in 35-year-old pregnant women was reported to be 2.06 times higher than that in 25-year-old pregnant women. Consistent with these results, the variables of BMI, weight gain, and age were shown to be of particular importance for predicting GDM in all models.

Studies have shown that a negative reproductive history such as history of spontaneous abortion, embryo sterilization, and preterm birth also increased the risk of GDM, which was 3 times higher than that of other pregnant women. Consistent with previous studies, the variables of parity history and negative reproductive history were shown to be of particular importance for predicting GDM in all models.
4.2.2. Influence of birth weight and mothers’ weight on the incidence of GDM

The influence of birth weight and mothers’ weight on the incidence of GDM is consistent with the research hypothesis. In terms of genetic factors, there is a tendency for GDM to be inherited more from the mother than from the father, and there is a significant increase in the risk of metabolic-related diseases in offspring whose mother has been diagnosed with GDM. Therefore, when initiating this study, we proposed that body weight at birth and mother’s weight might be highly correlated with the incidence of GDM during pregnancy. Consistent with this, the variables of body weight at birth and mother’s weight were shown to be of particular importance for predicting GDM in all models, which is a major novel finding of this study.

4.2.3. Influence of diet and exercise variables on the incidence of GDM

The predictive performance of the F3 model was worse than that of the F1 model, indicating that sacrifice indicators related to dietary and exercise habits would reduce the predictive performance of the model.

The most influential indicators related to diet in the F1 model were as follows: coarse grain intake, bean product intake, porridge intake, filling food intake, fruit intake, sweet food intake, light vegetable intake, mushroom intake, dark vegetable intake, flour-based food intake, and milk intake. The most influential indicators related to exercise in the F2 model were as follows: walking time (min/week), sedentary time (min/day), and light physical activity.

Bao et al. followed up 21,079 pregnant women, 847 of whom were diagnosed with GDM. They found that a greater number of times at which pregnant women consumed fried food every week was associated with a higher risk of GDM. Specifically, the risk of GDM was 2.18 times higher in pregnant women who consumed fried food more than 7 times a week than that in pregnant women who consumed it less than once a week. In this study, fried food intake ranked 55 among the 67 indicators as input variables, it can be concluded that 3265 pieces of data would be obtained. The number of cases positive/negative for GDM was 326/2939. The predictive accuracy of the F1 model for positive cases was low. It is necessary to further expand the sample size of positive cases to improve the predictive performance of the model.

5. Conclusions

If we take 67 indicators as input variables, it can be concluded that 3265 pieces of data would be obtained. The number of cases positive/negative for GDM was 326/2939. The predictive accuracy of the F1 model for positive cases was low. It is necessary to further expand the sample size of positive cases to improve the predictive performance of the model.

Based on Python, to acquire a more accurate model, a total of 4806 samples with 38 indicators were selected by the random forest algorithm, and the rate of GDM-positive/negative cases was increased to 1867/2939. The F2 model exhibited stable and reliable performance and high predictive accuracy, enabling its use for the prediction of GDM in early pregnancy.

The sacrifice of indicators related to dietary and exercise habits reduces the predictive performance of the model. The variables BMI, weight gain, age, parity history, negative reproductive history, fasting glucose, uterine height, abdominal circumference, hypertension, family history of diabetes, and PCOS were identified to be strongly predictive of GDM in all models, which is consistent with previous studies.

Consistent with the hypothesis of this study, the variables of body weight at birth and mother’s weight were identified to be strongly predictive of GDM in all models. These 2 indicators can be analyzed in a future study to
Application of machine learning algorithm further verify their potential to predict the emergence of GDM at an early stage.

Some other variables (e.g., colpomycosis, kidney disease, number of births by the mother, regular menstruation, blood type, and hepatitis) that consistently ranked in the top 20 most influential factors were also found to be linked to GDM in this study. However, the effects of these variables on the incidence of GDM are still unclear due to a lack of relevant reports; thus, further research on this issue is required.

In the future, the F2 prediction model will be applied to clinical practice to screen for extremely high-risk cases and carry out early interventions. Early warning and intervention can markedly decrease the occurrence of GDM, saving health education and intervention costs. We plan to continue the cohort study in the future, including more variables such as the dietary and exercise habits of pregnant women. We also plan to include more samples to improve the predictive performance of the F2 model.

Limitations

The prediction model developed in this study has certain limitations in terms of its accuracy and applicability for various reasons. For example, uterine height, abdominal circumference, fasting blood sugar, and other indicators may vary among different examination times. In addition, owing to the fewer indicators of dietary and exercise habits of pregnant women in GDM-positive cases, the predictive accuracy of the F1 model for positive cases was low. Finally, the samples were only derived from Qingdao, but there may be regional differences in the data.
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