ABSTRACT

Accurate and fast scene understanding is one of the challenging tasks for autonomous driving, which requires to take full advantage of LiDAR point clouds for semantic segmentation. In this paper, we present a concise and efficient image-based semantic segmentation network, named CENet. In order to improve the descriptive power of learned features and reduce the computational as well as time complexity, our CENet integrates the convolution with larger kernel size instead of MLP, carefully-selected activation functions, and multiple auxiliary segmentation heads with corresponding loss functions into architecture. Quantitative and qualitative experiments conducted on publicly available benchmarks, SemanticKITTI and SemanticPOSS, demonstrate that our pipeline achieves much better mIoU and inference performance compared with state-of-the-art models. The code will be available at https://github.com/huixiancheng/CENet.
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1. INTRODUCTION

Recently, the rapid development of LiDAR sensors makes the 3D computer vision become an interesting research topic in applications, such as robotics and autonomous driving [2], where accurate, real-time and robust environment perception and understanding is a challenging task. In order to achieve this goal, LiDAR becomes the most popular and widely used choice, since 1) compared with visual cameras, LiDAR is much more robust to varying lighting and weather conditions. 2) and the acquired 3D point clouds provide rich geometric information. Therefore, LiDAR-based semantic scene perception, especially 3D point cloud semantic segmentation, has received increasing attention, aiming to perform point-wise classification.

Fig. 1. LiDAR semantic segmentation accuracy vs speed on SemanticKITTI test set [1]. (The dotted lines represent the performance of the same method at different resolutions.) Best viewed in color and zoomed in for more detail.

In the past few years, the emergence of datasets, such as SemanticKITTI [1] and SemanticPOSS [3], benchmarks the LiDAR semantic segmentation. And they make it possible to apply deep learning techniques to this task. However, we cannot directly perform standard Convolutional Neural Networks (CNNs) on 3D point clouds due to their irregular and sparse structure. To address this problem, many recent new methods have been proposed, which can be classified into raw point-based [4–6], voxel-based [7,8], and range image-based [9,10].

Generally, point-based networks deal with raw 3D LiDAR point clouds directly, which can obtain much better performance with higher computational complexity [5] [6]. Voxel-based methods project unstructured point clouds into regular grid cells, and allows the usage of 3D convolutional neural networks. Although the state-of-the-art accuracy can be achieved, the higher model complexity makes it difficult for these methods to obtain real-time inference speed. For example, the inference speeds of SPVCNN [7] and Cylinder3D [8] on Tesla V100 are only 8.0 and 7.6 fps, respectively. In addition, range image-based approaches choose to represent the raw 3D point clouds as an ordered range image using spherical projection strategy, then the well-designed 2D CNNs can be utilized to carry out LiDAR semantic segmentation task. This kind of methods actually can provide superior inference and accuracy performance, which drives more and more re-
searchers to focus on this field [11], though they inevitably suffer from information loss during projection [12].

On the other hand, the current range image-based methods, such as KPRNet [13] and Lite-HDSeg [14] typically have an extremely large number of parameters, and much lower inference speed or higher model complexity, which limits their applications in autonomous driving to some extent. In order to relieve this issue, FIDNet [15] presents a new range image-based LiDAR semantic segmentation network that keeps the solution as simple as possible while maintaining good performance.

Nevertheless, the performance of FIDNet is not comparable to the current state-of-the-art methods [7,14,16]. So based on the fundamental idea and performance of FIDNet, we attempt to rethink its design choices, and propose a concise and efficient LiDAR semantic segmentation model, termed CENet. Quantitatively experimental results demonstrate that our network performance can outperform current state-of-the-art methods with no increase in the number of effective parameters, and has a much higher inference speed (as shown in Fig. 1). Specifically, the main contributions of this paper are as follows:

• We present a newly-designed LiDAR point cloud segmentation architecture, named CENet, which can improve the inference speed at the cost of no parameters increment.

• In order to improve the nonlinear capability of the network, we use SiLU and Hardswish to adjust the activation functions.

• By introducing multiple auxiliary segmentation heads, we significantly improve the learning power of our network without introducing additional inference parameters.

• We conduct comprehensive experiments on the publicly available datasets, SemanticKITTI and SemanticPOSS. The results show that our method achieves state-of-the-art performance.

2. RELATED WORK

Point-based methods work directly on the raw point clouds. PointNet [17] and PointNet++ [4] are pioneering studies to use shared MLPs to learn the properties of each point, which inspire the appearance of a series of point-based networks. KPConv [5] develops deformable convolutions that can use arbitrary number of kernel points to learn local representations. RandLA-Net [6] adopts a random sampling strategy to considerably improve the efficiency of point cloud processing and uses local feature aggregation to reduce the information loss caused by random operations. BAAF [16] makes full use of the geometric and semantic features of points to obtain more accurate semantic segmentation by using bilateral structures and adaptive fusion methods.

Voxel-based methods first discretize the point clouds into 3D voxel representations, then predict semantic labels for these voxels using 3D CNN frameworks. Minkowski [18] chose to use sparse convolution instead of standard 3D convolution to reduce the computational cost. SPVNAS [7] exploits neural structure search (NAS) to further improve the network’s performance.

Image-based methods project LiDAR point clouds onto 2D multimodal images and then apply the well-designed 2D CNNs for semantic segmentation. SqueezeSeg [9] and SqueezeSegV2 [19] use the lightweight model SqueezeNet and CRF for segmentation. RangeNet++ [10] integrates Darknet into SqueezeSeg and proposes an efficient KNN post-processing method to predict labels for point. SqueezeSegV3 [20] proposes Spatially-Adaptive Convolution (SAC) with different filters depending on the location of the input image. KPRNet [13] achieves promising results by using powerful as backbone together with KPConv as segmentation head. Lite-HDSeg [14] achieves state-of-the-art performance by introducing three different modules, Inception-like Context Module, Multi-class Spatial Propagation Network, and a boundary loss. Although it gets a high inference speed, the higher number of parameters and model complexity make it less suitable for autonomous driving applications.

3. METHODOLOGY

In order to take full advantage of well-optimized conventional convolution functions for real-time LiDAR point cloud segmentation, we use the spherical projection approach to generate 2D multimodal range images by projecting the LiDAR point cloud into the spherical coordinate system, which is formulated as,

\[
\begin{bmatrix}
    u \\
    v
\end{bmatrix} = \left( \begin{bmatrix}
    \frac{1}{2} \left[ 1 - \arctan (y, x) \pi^{-1} \right] W \\
    1 - (\arcsin (z, d^{-1}) + f_u) \frac{1}{f_u+f_d} \end{bmatrix} H \right)
\]

(1)

where \( f = f_u + f_d \) refers to the sensor’s vertical field-of-view. The depth \( d \) of each point is calculated as \( d = \sqrt{x^2 + y^2 + z^2} \). The final result is a projected range image of size \((H, W, 5)\), where each pixel contains 5 channels \((x, y, z, d, r)\) and \( r \) is the intensity information of points. Based on this transformation, the point cloud segmentation problem is turned into an image segmentation task.

3.1. Network Architecture

Our CENet architecture is shown in Fig 2. We will detailledly introduce the core components in the following subsections.

Input Module, Classification Head and Activation Function. The range image is a special two-dimensional image with five channels, where each location actually can be considered as a point representation. Therefore, FIDNet [15] uses 1 × 1 conv layers in Input Module and Classification Head to process the input features, which, the authors think, can achieve the similar effect as MLP used in PointNet for point feature learning. However, it is more reasonable to use 3 × 3 conv layers instead of 1 × 1, due to the following reasons. 1) Unlike disordered and unstructured point cloud, the
generated range images usually have structure features, which makes $3 \times 3$ conv much more suitable than MLP. 2) For $1 \times 1$ conv, the lower number of parameters and computational cost does not mean faster inference speed. As shown in Table 1 from RepVGG [21], it can be concluded that under the same condition, the computational density (theoretical operations divided by time usage) of $3 \times 3$ conv can be up to $4 \times$ that of $1 \times 1$ conv on a 1080Ti GPU. Therefore, we attempt to conduct a simple substitution to improve the inference speed, which will be verified in Sec 4.3 Ablation Studies. In addition, inspired by YoloV5 and MobileNetV3, we can see that the usage of a stronger nonlinear activation function can contribute to the improvement of network’s expressive power without increasing the parameters. Hence, we adopt SiLU and Hardswish activation functions in our model. Experiments in Sec 4.3 also show that both functions can enhance our model’s performance with little influence on inference speed.

**Loss Function.** In order to solve problems 1) Class imbalance, 2) The problem of optimizing the intersection-over-union (IoU), 3) Blurred segmentation boundaries, following [14], we use three different loss functions, namely weighted cross-entropy loss $L_{wce}$, Lovász-Softmax loss $L_{ls}$, and boundary loss $L_{bd}$, to supervise our model.

For segmentation task, the boundary-blurring problems between different objects generally arise from upsampling and downsampling operations. To address this issue, we introduce a boundary loss function, which can be formally defined as,

$$L_{bd}(\hat{y}, y) = 1 - \frac{2Pc Rc}{Pc + Rc}$$  \hspace{1cm} (2)

Where $Pc$ and $Rc$ denote the precision and recall of the predicted boundary map $\hat{y}_{bd}$ with respect to the ground truth $y_{bd}$ for class $c$. We give the definition of boundaries as,

$$\begin{cases} y_{bd}^i = \text{pool}(1 - y_{gt}, \theta_0) - (1 - y_{gt}) \\ y_{pd}^i = \text{pool}(1 - y_{pd}, \theta_0) - (1 - y_{pd}) \end{cases}$$  \hspace{1cm} (3)

Here \text{pool}(\cdot) refers to the max-pooling operation on a sliding window of size $\theta_0$. Finally, our total loss is the weighted combination of these three loss functions. The formulation is

$$L = \alpha L_{wce} + \beta L_{ls} + \gamma L_{bd}$$  \hspace{1cm} (4)

where \alpha, \beta, and \gamma are the corresponding weights and are set to 1.0, 1.5, 1.0 respectively. In addition, we set $\theta_0$ in $L_{bd}$ to be 3.

**Auxiliary Loss.** In FIDNet, the authors integrate bilinear upsampling methods into FID module to interpolate the low-resolution feature maps, which generates five point-wise feature tensors with the same resolution but encoding different levels of information. Compared with conventional decoders used in other networks [13, 14, 22], FID is totally parameter-free and dramatically reduces the complexity and storage cost. However, this simple decoder make model’s performance excessively depend on the low-dimensional and high-dimensional features. Additionally, unlike progressive upsampling decoder, the simple interpolation fusion decoding may results in feature maps at different scales not being fully aligned and decoded. To alleviate this problem, we introduce multiple auxiliary loss heads to refine the feature maps at different resolutions for learning capability improvement.

Specifically, we use the auxiliary segmentation head to predict the output of three feature maps with different resolutions, and compute the weighted loss together with the main loss to supervise our network to produce more semantic features. The final loss function can be defined as,

$$L_{total} = L_{main} + \lambda \sum_{i=1}^{3} L(y_i, \hat{y}_i)$$  \hspace{1cm} (5)

where $L_{main}$ is the main loss, $y_i$ is the semantic output obtained from stage $i$, and $\hat{y}_i$ represents the corresponding semantic label. $L(\cdot)$ is computed according to Equation 4. As shown in Fig. 2, for Plan A, $\hat{y}_i$ is obtained by downsampling

---

**Fig. 2.** The overall architecture of our pipeline. The backbone network can be any feature extraction structure such as BasicBlock in ResNet used in this paper. Plan A and Plan B are two different designs of auxiliary loss. As shown in the dotted line, it can be removed during inference thus not influencing the inference speed.

**Table 1.** Inference speed test with varying kernel size on NVIDIA 1080Ti. The batch size = 32, input channels = output channels = 2048, resolution = $56 \times 56$, stride = 1.

| Kernel size | Theoretical FLOPS (B) | Time usage (ms) | Theoretical TFLOPS |
|-------------|-----------------------|-----------------|--------------------|
| 1 $\times$ 1 | 420.9 | 84.5 | 9.96 |
| 3 $\times$ 3 | 3788.1 | 198.8 | 38.10 |
Table 2. The performance comparison on SemanticKITTI test set.

| Category | Methods               | Scene | FPS (Hz) | car | truck | bicycle | bus | motorcycle | pole | traffic-sign | vegetation |小鸟 | person | rider | car | truck | bicycle | bus | motorcycle | pole | traffic-sign | vegetation |小鸟 | person | rider | car | truck | bicycle | bus | motorcycle | pole | traffic-sign | vegetation |小鸟 | person | rider | car | truck | bicycle | bus | motorcycle | pole | traffic-sign | vegetation |小鸟 | person | rider |
|----------|-----------------------|-------|----------|-----|-------|---------|-----|------------|------|-------------|------------|-----|---------|-------|-----|-------|---------|-----|------------|------|-------------|------------|-----|---------|-------|-----|-------|---------|-----|------------|------|-------------|------------|-----|---------|-------|-----|-------|---------|-----|------------|------|-------------|------------|-----|---------|-------|
| Point-based | RandLa-Net [5]         | 50K pts | 20      | 53.9 | 94.2 | 26.0 | 25.8 | 40.1 | 38.9 | 49.2 | 48.2 | 7.2 | 90.7 | 63.3 | 7.7 | 20.4 | 86.9 | 36.5 | 81.4 | 61.5 | 66.8 | 49.2 | 47.7
| Point-based | RPConv [5]           |       | -       | 56.6 | 90.0 | 30.2 | 42.5 | 33.4 | 44.3 | 62.5 | 62.6 | 11.8 | 66.8 | 61.3 | 7.2 | 73.7 | 31.6 | 90.5 | 62.2 | 64.9 | 69.2 | 61.0 | 56.4 | 47.4
| Point-based | BIAAF [15]          | 5.9   | 35.4 | 31.8 | 35.5 | 48.7 | 46.7 | 49.3 | 51.9 | 53.0 | 48.9 | 62.2 | 74.4 | 23.6 | 10.6 | 60.1 | 92.7 | 63.4 | 67.9 | 57.7 | 52.0
| Voxel-based | SemanticKITTI-Net [11] |        | 6.6  | 57.5 |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |
| Voxel-based | MaskedNetS [16]       |        | 5.4  | 56.1 |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |
| Voxel-based | SPVCNN-lite [17]      |        | 6.1  |     |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |
| Voxel-based | MINet + KNN [24]      |        | 3.2  |     |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |
| Voxel-based | SqueezeSegV2 + CRF [19] |      | 34.7 |     |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |

Table 3. Evaluation on the SemanticKITTI test set.

4. EXPERIMENT

4.1. Dataset and Implementation details

SemanticKITTI is a large-scale dataset for the task of point cloud segmentation of autonomous driving scenes. It contains 43,551 LiDAR scans from 22 sequences collected from a city in Germany, where sequences 00 to 10 (19,130 scans) are used for training, 11 to 20 (35,351 scans) for testing, and sequence 08 (4,071 scans) for validation. All sequences are labeled with dense point-wise annotations.

SemanticPOSS is a much smaller, sparser, and more challenging benchmark collected by Peking University. It consists of 2,988 different, complex LiDAR scenes, each with a large number of sparse dynamic instances (e.g. pedestrians and bicycles). SemanticPOSS is divided into 6 parts, where we use part 2 as test set, and others as training set.

Implementation details. We conduct all the experiments on a single NVIDIA RTX3060 and RTX3090 GPU. The Stochastic Gradient Descent (SGD) optimizer with momentum of 0.9 is used for network optimization. During training, we adopt random rotation, random point dropout, and addition of random noise to X, Y, Z values to perform data augmentation. The weight decay is set to 1e-4. For SemanticKITTI, we train network for 200 epochs with initial learning rate 1e-2, which is dynamically adjusted by a cosine annealing scheduler. For SemanticPOSS, the network is trained for 3 cycles with 45 epochs, the min and max learning rate are set to 1e-5 and 1e-3, respectively.

4.2. Results and Discussion

Quantitative Results on SemanticKITTI: Table 2 shows the quantitative results of several state-of-the-art models on SemanticKITTI benchmark. It reports the input size, frames per second (FPS), mean IoU and class-wise IoU. The best results are highlighted in bold. From these results, it can be seen that for input of size 64 × 2048, our model achieves the state-of-the-art performance (64.7% mIoU) compared to both point-based, voxel-based methods or image-based methods, while maintaining a higher FPS (37.8 FPS) for 64 × 1024 and 64 × 512 input, CENet obtain the superior results, 67.9% mIoU, surpassing the performance of the baseline method FIIDNet [15] and many other methods [20,22,23] under 64 × 2048 input.

Quantitative Results on SemanticPOSS: Table 3 shows the comparison of our proposed CENet with other related works. As can be reported from these results, all methods attain a class-wise mIoU. This further verify the effectiveness and ef-
Table 4. Ablation study evaluated on SemanticKITTI validation set.

| Backbones | Row | KS | S.i.U. | H-swish | Plan A | Plan B | mIoU | Params(M) | Latency(ms) |
|-----------|-----|----|--------|---------|--------|--------|------|-----------|-------------|
| Baseline  | 1   | ✓  | ✓      | ✓       | ✓      | ✓      | 65.3 | 60.83     | 11.936      |
| Ours      | 2   | ✓  | ✓      | ✓       | ✓      | ✓      | 65.9 | 60.51     | 11.956      |
|           | 3   | ✓  | ✓      | ✓       | ✓      | ✓      | 65.7 | 60.83     | 11.936      |
|           | 4   | ✓  | ✓      | ✓       | ✓      | ✓      | 65.7 | 60.83     | 11.936      |
|           | 5   | ✓  | ✓      | ✓       | ✓      | ✓      | 65.5 | 60.81     | 11.936      |
|           | 6   | ✓  | ✓      | ✓       | ✓      | ✓      | 65.7 | 60.81     | 11.936      |
|           | 7   | ✓  | ✓      | ✓       | ✓      | ✓      | 65.2 | 60.78     | 11.936      |
|           | 8   | ✓  | ✓      | ✓       | ✓      | ✓      | 64.3 | 60.72     | 11.936      |
|           | 9   | ✓  | ✓      | ✓       | ✓      | ✓      | 64.3 | 60.72     | 11.936      |
|           | 10  | ✓  | ✓      | ✓       | ✓      | ✓      | 64.3 | 60.72     | 11.936      |

Table 5. Impact of kernel size on time of model inference

| Kernel Size | Input Resolution | Model Latency(ms) | FPS |
|-------------|------------------|-------------------|-----|
| 1 × 1       | 64 × 2048        | 29.17             | 33.7|
|             | 64 × 1024        | 16.151            | 60.9|
|             | 64 × 512         | 11.956            | 82.0|
| 3 × 3       | 64 × 2048        | 26.128            | 37.8|
|             | 64 × 1024        | 14.378            | 67.4|
|             | 64 × 512         | 11.276            | 84.8|

Table 6. Impact of λ in auxiliary loss.

| λ    | mIoU  |
|------|-------|
| 0    | 59.2  |
| 0.1  | 61.1  |
| 0.5  | 62.8  |
| 1.0  | 64.3  |

Table 7. Ablation studies for auxiliary loss module on different backbone.

| Backbones          | Params(M) | mIoU  |
|--------------------|-----------|-------|
| HarDNet(vinilla)   | 2.735     | 55.1  |
| HarDNet(ours)      | 3.138     | 58.7  |
| HarDNet(ours) + Plan B | 3.146   | 61.3  |

Fig. 3. Qualitative analysis on SemanticKITTI validation set. Where (a) and (b) are input data of the LIDAR scan frame and corresponding segmentation ground truth, (c) and (d) are segmentation error maps in this scan frame for FIDNet and our method. (With red indicating wrong prediction)

4.3. Ablation Studies

To quantitatively analyze the effectiveness of different components, we conducted the following ablation experiments on the SemanticKITTI validation set. Here, we exploit a similar setup as SqueezeSegV3 [20] for high efficient training and evaluation. The size of input range image is set to 64 × 512. And we choose to list the accuracy evaluated directly on the projected 2D image instead of original 3D points.

Effects of Module Components. Table 4 demonstrates the experimental results of different design choices of network, which uses the mIoU, training parameters required by models, and inference time as measures. Results in the first row are obtained by using the official FIDNet code. The second line reports the performance achieved using our network, in which the required normal vector has been removed. It still get 3.5% improvement over FIDNet. The third row validates the effectiveness when replacing the 1 × 1 convs with 3 × 3 convs. It can be concluded that although the 3 × 3 conv introduces more parameters than 1 × 1 conv, the former can further reduce the model’s inference time, and slightly improve the performance by 0.3%. This is mainly because large kernel size brings much larger perceptual field, and the modern computational library is highly optimized. Table 5 further reports the difference between 3 × 3 conv and 1 × 1 conv in model latency and total FPS for different input range image resolutions. Overall, 3 × 3 conv can improve the model inference speed significantly. The fourth to seventh rows state the performance using different activation functions. From these results, we can see that the introduction of stronger nonlinearities contributes to the descriptiveness improvement of our model at little cost of inference speed. Results in the eighth to eleventh lines show that 1) both auxiliary segmentation heads can significantly improve the performance of our CENet. Although the integration of the auxiliary heads introduces some additional training parameters and increases the training time, we can remove these auxiliary heads in the inference phase. Therefore, they have no effect on the network’s latency. 2) The combination of 3 × 3 conv and auxiliary loss outperforms the effect in the original 1 × 1 conv with auxiliary loss. And 3) since Plan B module calculates the loss directly based on the up-sampled feature maps, which serves to refinement of features at different stages, Plan B brings a much better performance than Plan A.

Effects of λ in auxiliary loss. The hyperparameter λ contained in Equation 5 play an important role in optimizing the model’s performance. Hence, we evaluate the effectiveness of λ. As illustrated in Table 6, the introductions of additional supervise loss terms can help improve the segmentation performance. And the best results is achieved with λ = 1.0.
Effectiveness on Different Backbone. In Table 7, we use a different feature extraction backbone, HarDNet (Harmonic DenseNet), to verify the generalization ability of the auxiliary loss modules. Compared with ResNet and DenseNet, HarDNet can achieve comparable accuracy in several tasks while significantly reducing GPU running time. First, we use FC-HarDNet-70 to conduct experiment, and obtain 55.1% mIoU. Then, we carefully optimize the structure of HarDNet to construct a more powerful baseline with addition of fewer number of parameters. Finally, we integrate the auxiliary losses, and achieve a consistent model performance improvement.

5. CONCLUSION

In this paper, we propose a newly-designed networks, termed CENet, for LiDAR point cloud segmentation task. It is a concise and efficient model. Based on analysis of previous studies, we choose to use standard convolution with larger kernel size, and the SiLU as well as Hardswish activation functions, to improve learning capability of our network. Then, we embed multiple auxiliary segmentation heads to further improve the power of learned features without introduction of parameters and efficiency cost. Experimental results on SemanticKITTI and SemanticPOSS demonstrate that our CENet can achieve state-of-the-art performance.
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