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Abstract
Production optimization under geological uncertainty is computationally expensive, as a large number of well control schedules must be evaluated over multiple geological realizations. In this work, a convolutional-recurrent neural network (CNN-RNN) proxy model is developed to predict well-by-well oil and water rates, for given time-varying well bottom-hole pressure (BHP) schedules, for each realization in an ensemble. This capability enables the estimation of the objective function and nonlinear constraint values required for robust optimization. The proxy model represents an extension of a recently developed long short-term memory (LSTM) RNN proxy designed to predict well rates for a single geomodel. A CNN is introduced here to processes permeability realizations, and this provides the initial states for the RNN. The CNN-RNN proxy is trained using simulation results for 300 different sets of BHP schedules and permeability realizations. We demonstrate proxy accuracy for oil-water flow through multiple realizations of 3D multi-Gaussian permeability models. The proxy is then incorporated into a closed-loop reservoir management (CLRM) workflow, where it is used with particle swarm optimization and a filter-based method for nonlinear constraint satisfaction. History matching is achieved using an adjoint-gradient-based procedure. The proxy model is shown to perform well in this setting for five different (synthetic) ‘true’ models. Improved net present value along with constraint satisfaction and uncertainty reduction are observed with CLRM. For the robust production optimization steps, the proxy provides $O(100)$ runtime speedup over simulation-based optimization.
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1 Introduction

The goal in production optimization is to find optimal time-varying well settings such that an objective function is maximized or minimized. Because subsurface geology is inherently uncertain, it is important to include this uncertainty in the optimization. In this case, the objective function may be to maximize the expected net present value (NPV) of the operation, with the expectation computed as an average over a set of geological realizations.

Inclusion of geological uncertainty therefore acts to increase computational demands, as each candidate well control schedule encountered during optimization must be evaluated over all geological realizations considered. This can become prohibitively expensive in practice, as it entails a large number of reservoir simulation runs, each of which may be computationally demanding.

In recent work [1], we introduced a recurrent neural network (RNN)-based well control optimization procedure to maximize an objective function subject to nonlinear output constraints (examples of such constraints include maximum well or field-wide water injection/production rate). Our RNN procedure provides the oil and/or water rate time series for each well in a single (deterministic) model for a specified time-varying well bottom-hole pressure (BHP) schedule. Here we extend this methodology to predict well responses over multiple realizations, which enables us to perform robust optimization over an ensemble of geomodels. Specifically, by incorporating a convolutional
neural network (CNN) with the RNN, our proxy model provides oil and water rate time series, for a specified BHP schedule, for every well in each realization in the ensemble. The proxy is incorporated into a closed-loop reservoir management (CLRM) workflow, in which we successively apply history matching followed by production optimization to maximize expected NPV.

A wide range of proxy models have been developed for production optimization (also called well control optimization) for a single deterministic model. These include treatments based on reduced-physics modeling [2–4], reduced-order numerical models constructed using proper orthogonal decomposition [5], machine-learning methods [6, 7], deep-learning procedures [1, 8, 9], etc. We will not review this literature in detail, however, because our focus in this study is on the development of proxy models designed to treat geological uncertainty. Along these lines, Zhao et al. [10] and Zhang and Sheng [11] used kriging as a statistical proxy in well control and hydraulic fracturing robust optimization problems. Petipas et al. [12] applied an adaptive sparse grid interpolation surrogate to optimize CO2 injection rates in carbon storage problems. Babaei and Pan [13] assessed the performance of kriging, multivariate adaptive regression splines, and cubic radial basis function-based surrogates, and combinations of these techniques, in well control optimization problems under geological uncertainty.

Recent developments in machine learning and deep learning have inspired the implementation of proxy models for well control and well placement optimization under geological uncertainty. Guo and Reynolds [6] applied support vector regression (SVR) as the forward model for robust production optimization. They compared two different approaches for constructing SVR-based proxies under geological uncertainty – constructing a single proxy estimating average NPV across all realizations considered, and constructing separate proxies for each realization. They achieved better performance with the single-proxy approach. CNN-based proxy models have also been used to optimize well location. Specifically, Kim et al. [14] processed streamline time of flight and water injection and production well location maps using CNN to estimate NPV for each realization. Wang et al. [15] introduced a theory-guided CNN procedure to predict pressure maps, for multiple geomodels for given production well locations, under primary recovery. Nwachukwu et al. [16] used an extreme gradient boosting-based proxy to optimize well location and water-alternating-gas injection control parameters under geological uncertainty for CO2 enhanced oil recovery.

A proxy that can be applied for optimization over multiple geomodels will be especially useful in a closed-loop reservoir management setting. In CLRM, the model is updated (at a number of update/control steps) based on newly observed production data, and then re-optimized. This leads to uncertainty reduction (from the history matching step) and improved NPVs (from the robust well control optimization step). Traditional CLRM methods are expensive as they require many reservoir simulation runs for both steps [17–19]. Ensemble-based robust optimization [20–22] has been used in CLRM, and this can lead to some improvement in efficiency. Recent studies have focused on further increasing computational efficiency in CLRM. Jiang et al. [23], for example, developed and applied a data-space inversion with variable controls (DSIVC) procedure to quickly generate posterior predictions and optimized controls. Deng and Pan [24] replaced the reservoir simulator with a proxy that used an echo state network coupled with a water fractional flow relationship.

Both CNNs and RNNs are used in this work. CNNs are applicable for processing image data, while RNNs are used for time-series data. Both have been successfully applied in a great many applications [25, 26]. Recent developments relevant to our work entail the combination of CNN and RNN to handle image and time-series data together. Karpathy and Fei-Fei [27] combined CNNs over images and bidirectional RNNs over sentences to successfully generate natural language descriptions of images. In a subsurface flow setting, Tang et al. [28] developed a residual U-Net that used a convolutional long short-term memory (LSTM) RNN to predict dynamic pressure and saturation fields for new geomodels under fixed well control schedules.

In this paper, we develop a CNN-RNN proxy to estimate time-varying well-by-well oil and water rates for each reservoir model in an ensemble. The geomodels, defined in terms of 3D permeability fields, along with the dynamic BHP schedule, provide the inputs processed by the CNN and RNN, respectively. Vectors constructed by the CNN provide the initial long and short-term states for a sequence-to-sequence LSTM RNN [29]. The initial training of the network is based on simulation results from 300 full-order runs. The CNN-RNN proxy enables us to perform robust production optimization over an ensemble of geomodels. The proxy is then incorporated into a CLRM workflow. In this setting, the proxy is retrained after the ensemble is updated in the history matching step. With the algorithms applied in this study, history matching is much less computationally demanding than robust production optimization. Thus, full-order reservoir simulation is used for history matching. A separate proxy, such as the recurrent R-U-Net model [30], could be applied for history matching, but this is not considered here.

Detailed results demonstrating standalone proxy model performance, as well as its use in CLRM, will be presented. The system considered involves multiple 3D geomodels and oil recovery via water-flooding. As in [1], well control
optimization is achieved using the proxy in conjunction with particle swarm optimization (PSO), with a filter-based nonlinear constraint handling treatment [31]. History matching is accomplished using the randomized maximum likelihood method (RML) and gradient-based minimization.

This paper proceeds as follows. In Section 2, we provide a detailed description of the CNN–RNN proxy developed in this work. In Section 3, the robust well control optimization problem is presented, and the incorporation of the proxy into a CLRM workflow is described. Detailed results for proxy performance, both standalone and in CLRM, are provided in Section 4. CLRM results for five different (synthetic) ‘true’ models will be presented. We conclude in Section 5 with a summary and suggestions for future work in this area. Additional CLRM results involving the use of a hybrid procedure analogous to that applied in [1] (proxy followed by simulation-based optimization) are provided in the Appendix.

2 CNN–RNN proxy model

In this section, we describe the key aspects of the CNN–RNN proxy developed in this work, including model architecture and the training process. TensorFlow [32] is used to develop and train this proxy model. Key variables and abbreviations are defined as they are used, and these are also assembled into a Nomenclature section appearing after Section 5.

2.1 Network architecture

Convolutional and recurrent neural network architectures are designed to process spatial data (CNN) and time-sequence data (RNN). In our previous study [1], we developed an RNN-based proxy for well control optimization with a single deterministic geomodel. In this study, a CNN and an RNN are combined to handle spatial geomodel and dynamic well control data together.

Figure 1 depicts the structure of the CNN–RNN proxy developed in this study. The overall proxy accepts a particular 3D permeability realization and time-varying BHP profiles to estimate water injection rates for \( n_I \) injectors, and oil and water production rates for \( n_P \) producers, at each time step for the input geomodel. In the figure, the vectors \( \mathbf{x}(t) \in \mathbb{R}^{N_{in}} \) and \( \mathbf{y}(t) \in \mathbb{R}^{N_{out}} \) correspond to BHPs and well rates, respectively, at time step \( t \). In this study, \( N_{in} = n_I + n_P \) and \( N_{out} = n_I + 2 \times n_P \). The total number of time steps is denoted \( N_t \). We note that, in terms of notation, we use \( N \) with a subscript to specify quantities associated with algorithmic settings, such as the number of neurons, number of inputs, etc., and \( n \) with a subscript to specify parameters related to the reservoir simulation model, such as number of grid blocks and number of injectors or producers.

Table 1 provides the detailed architecture of the CNN–RNN proxy used in this study. Here, Conv, BN, Pool, and FC denote 3D convolutional layer [26], batch normalization [33], 3D max-pooling layer, and fully connected layer, respectively. The parameter \( N_{neu} \) is the number of neurons used in fully connected layers. We expand the 3D permeability field to a 4D tensor to enable processing with a 3D convolutional layer. The geomodel \( \mathbf{m} \), described in terms of an isotropic permeability value in every grid block, is of dimensions \( n_x \times n_y \times n_z \times 1 \), where \( n_x \), \( n_y \), and \( n_z \) are the number of grid blocks in the \( x \), \( y \), and \( z \) directions. If we were treating anisotropic models with different permeability components in each coordinate direction, the input dimensions would be \( n_x \times n_y \times n_z \times 3 \).

The geomodel \( \mathbf{m} \) is first fed through the CNN. Each convolutional layer is followed by batch normalization, ReLU nonlinear activation, and a 3D max-pooling layer. Batch

![Fig. 1 CNN–RNN proxy structure. The CNN and RNN accept the geomodel \( \mathbf{m} \) (permeability field) and time-varying BHP profile \( \mathbf{x}(t) \) as inputs. Proxy outputs are the time-varying well-by-well rates \( \mathbf{y}(t) \). Here feature matrix \( \mathbf{F}_3 \) from the CNN is flattened and then processed by a fully connected layer to generate initial long and short-term state vectors (\( \mathbf{c}(0) \) and \( \mathbf{h}(0) \)) for the RNN](image-url)
normalization is applied to stabilize the training process by shifting the mean to zero and normalizing each input.

The general CNN architecture, as used in this study, can be expressed as follows:

\[ F_l = \text{Pool}[\text{ReLU}(W_l \ast F_{l-1} + b_l)]. \]  \hspace{1cm} (1)

Here, \( F_l \) and \( F_{l-1} \) denote feature maps at layers \( l \) and \( l-1 \) (note that \( F_0 = m \)), \( W_l \) designates a 3D filter, and \( b_l \) is the bias. The symbol \( \ast \) denotes the convolution operation.

A convolutional filter \( W_l \) ‘slides’ over a feature map \( F_{l-1} \) and calculates the sum of the element-wise product of \( W_l \) and the corresponding region of \( F_{l-1} \). Convolution is widely used with spatial (image) data such as the permeability fields considered here. Pooling is the process of extracting a maximum or average value from each particular field, and results in the down-sampling of feature maps. The 3D max-pooling layers, with \( 2 \times 2 \times 2 \) filter, stride 2, and no padding, are applied in this study. The pooling layers reduce each dimension of the feature maps by a factor of 2.

As permeability input \( m \) is processed through the CONV-BN-ReLU-Pool layers recursively, the dimensions of the feature map along the \( x \), \( y \), and \( z \) directions decrease, while the total number of feature maps increases. After the last pooling layer (Pool 3), \( F_3 \) is flattened into a single vector. Two fully connected layers (FC 1 and FC 2) then process the reduced permeability vector to generate the initial long-term (\( c_0(0) \in \mathbb{R}^{N_{neu}} \)) and short-term (\( h(0) \in \mathbb{R}^{N_{neu}} \)) states for the LSTM. The inputs to these fully connected layers are identical, but the resulting \( c_0 \) and \( h(0) \) differ because the parameters associated with FC 1 and FC 2 are different.

We utilize LSTM cells to process time-sequence input and output data. LSTM has been shown to perform well in time-series problems as it is able to capture both long-term and short-term dependencies in the data. This is achieved by tracking long-term (\( c(t) \in \mathbb{R}^{N_{neu}} \)) and short-term (\( h(t) \in \mathbb{R}^{N_{neu}} \)) states. The short-term state carries information from the previous time step, while the long-term state contains key information from time steps prior to \( t \). We use the same LSTM RNN (Fig. 2) as was used in [1]. In [1], however, the initial \( c_0 \) and \( h_0 \) were set as zero vectors. Here, spatial information (related to the permeability field) provided by the CNN defines \( c_0 \) and \( h_0 \).

**Fig. 2** LSTM cell (figure modified from [34])
We now briefly describe the LSTM RNN (for full details, please see [1]). At each time step \( t \), the input vector \( \mathbf{x}(t) \) and the short-term state \( \mathbf{h}(t-1) \) are processed by the four different fully connected layers (shown as the blue boxes in Fig. 2) according to the following expression

\[ \mathbf{z}(t) = f(W_{xz}^T \cdot \mathbf{x}(t) + W_{hz}^T \cdot \mathbf{h}(t-1) + \mathbf{b}_z). \]  

(2)

Here \( \mathbf{z} \) represents each of the quantities \( f, i, o, \) and \( g \), where \( f(t), i(t), \) and \( o(t) \) control the forget gate, the input gate, and the output gate, respectively. The main layer outputs a vector of candidate values, \( g(t) \), that can be added to the long term state.

The function \( f \) corresponds to a nonlinear activation, specifically ReLU (for \( g \)) or sigmoid (for \( f, i, \) and \( o \)). The weight matrices \( W_{xz} \) and \( W_{hz} \) (\( z = g, f, i, o \)) process \( \mathbf{x}(t) \) and the short-term state \( \mathbf{h}(t-1) \). The vectors \( \mathbf{b}_z \) (\( z = g, f, i, o \)) are the bias terms for each of the four layers. The initial short-term state \( \mathbf{h}(0) \) is fed to Eq. 2 when the RNN time step \( t \) is 1.

The long-term state \( \mathbf{c}(t) \) is updated by the forget gate and the input gate through application of

\[ \mathbf{c}(t) = f(t) \otimes \mathbf{c}(t-1) + i(t) \otimes \mathbf{g}(t), \]  

(3)

where \( \otimes \) indicates element-wise multiplication. In Eq. 3, vector \( f(t) \) determines the portion of \( \mathbf{c}(t-1) \) to be removed at time step \( t \), and \( i(t) \) determines the portion of \( \mathbf{g}(t) \) to be saved in the updated long-term state \( \mathbf{c}(t) \). The initial long-term state \( \mathbf{c}(0) \) is used in Eq. 3 when \( t = 1 \). Element-wise multiplication between the updated long-term state \( \mathbf{c}(t) \) and the output vector \( o(t) \) is performed in the output gate to provide the updated short-term state \( \mathbf{h}(t) \), i.e.,

\[ \mathbf{h}(t) = o(t) \otimes f(c(t)). \]  

(4)

The updated short-term state \( \mathbf{h}(t) \) is processed by a fully connected layer (green FC in Fig. 2 and FC 3 in Table 1) without any nonlinear activation function. This provides output vector \( \mathbf{y}(t) \in \mathbb{R}^{N_{out}} \), given by

\[ \mathbf{y}(t) = W_{out}^T \cdot \mathbf{h}(t) + \mathbf{b}_{out}. \]  

(5)

The long-term and short-term state vectors \( \mathbf{c}(t) \) and \( \mathbf{h}(t) \) are updated recurrently using Eqs. 2, 3, and 4. As explained earlier, the CNN constructs the initial states from the input geomodel \( \mathbf{m} \). This enables static permeability information, along with dynamic well control schedules and well rate information saved in \( \mathbf{c}(t) \) and \( \mathbf{h}(t) \), to propagate through the LSTM RNN.

In our previous study [1], we assessed LSTM RNN hyperparameters and network settings by varying the number of hidden layers, the types of nonlinear activation functions, and the number of training samples. The resulting parameter values provided the minimum test-set error and avoided over-fitting. Here, we apply our previous results in specifying the nonlinear activation functions for the LSTM RNN along with the value for \( N_{neu} \) and the number of training samples. Note that, because the number of training samples used in this study is relatively small (compared to some deep-learning procedures), the use of a complex CNN architecture could lead to over-fitting. For this reason, we apply the relatively simple architecture described in Table 1.

### 2.2 Training procedure

We now describe how the CNN–RNN proxy is trained to predict well rates for multiple realizations in an ensemble and a given BHP profile. The training is performed for a set of \( n_r \) permeability realizations. In a closed-loop setting, these are prior geomodels in the initial cycle, and history matched models in later cycles. We generate \( n_r \times N_B \) different BHP profiles by randomly sampling from a uniform distribution within specified bounds. Each realization in the ensemble is then paired with \( N_B \) BHP profiles, and high-fidelity simulation is performed for the \( n_r \times N_B \) cases.

In our setup, the BHP of each well is shifted every \( T_{cs} \) days, a total of \( n_{cs} \) times over the full simulation time frame (\( n_{cs} \) is the number of control steps, each of the same duration). We use \( t \) and \( T \) to denote the RNN time step and the actual time in days. Denoting \( T_{N_l} \) as the final time, we thus have \( T_{cs} = T_{N_l}/n_{cs} \). The total number of BHP control variables is \((n_I + n_P) \times n_{cs}\).

All high-fidelity simulations are performed using Stanford’s Automatic Differentiation-based General Purpose Research Simulator, AD-GPRS [35]. The CNN–RNN proxy predicts well rates every 30 days from day 0 to the final simulation time \( T_{N_l} \). The total number of BHP simulation runs is divided into a training set containing results for \( n_r \times N_{B,train} \) runs and a test (validation) set, containing results for \( n_r \times N_{B,test} \) runs.

During training, the loss function is minimized by adjusting the parameters for the CNN, the LSTM RNN, and the three fully connected layers. The total number of trainable parameters \( N_{param} \) for the CNN–RNN proxy is given by

\[ N_{param} = \sum_{l=1}^{3} \left[ N_f \times N_{l-1} \times N_l + N_l + 2 \times N_l \right] + 2 \times \left[ N_{s} / 8 \times N_{s} / 8 \times N_{c} / 8 \times N_{l=3} \times N_{neu} + N_{neu} \right] + 4 \times (N_{in} \times N_{neu} + N_{neu} \times N_{neu} + N_{neu}) + N_{neu} \times N_{out} + N_{out}. \]  

(6)

Here, \( N_f \) is the size of the filters and \( N_l \) is the number of feature maps at network layer \( l \). From Table 1, \( N_f = 3 \times 3 \times 3 = 27, N_{l=0} = 1, N_{l=1} = 4, N_{l=2} = 8, \) and \( N_{l=3} = 16. \) As noted earlier, \( N_{neu}, N_{in}, \) and \( N_{out} \) are the number of neurons in fully connected layers and the
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number of inputs and outputs at each time step (here we have \( N_{neu} = 200, N_{in} = 7, \) and \( N_{out} = 11 \)). For the 3D example considered in this study, \( n_x = n_y = 40 \) and \( n_z = 8. \) From Eq. 6, the total number of trainable parameters in the proxy is thus 333,523.

We apply the same error metric \( E \) as in [1] for training and evaluation. The error for fluid phase \( f (f = o \text{ for oil and } w \text{ for water}) \) from production or injection well \( j \), for sample \( i \), is defined as

\[
ed_j = \sum_{i=2}^{N_i} \frac{q_{sim,f}(T_i) - q_{proxy,f}(T_i)}{q_{proxy,f}(T_i) + \alpha_{WT} f (T_i)}.
\]

(7)

Here, \( q_{WT,j,i}^f(T) \) denotes the fluid rate for production or injection well \( j \) in sample \( i \) at time \( T \). The superscript \( WT \) denotes well type (\( WT = P \) for producer and \( I \) for injector). The subscripts \( sim \) and \( proxy \) denote the high-fidelity simulation and CNN–RNN proxy results. With this notation, \( e_{o} P,j,i \), for example, denotes the oil production rate error for production well \( j \) in sample \( i \). The constant \( \alpha_{WT} \) enters to prevent \( \epsilon_f \) from becoming very large when \( q_{sim,f}^j(T) \) is close to 0. This is only required for water production (since these rates are zero prior to water breakthrough), in which case we set \( \alpha_w^o = 20 \text{ m}^3/\text{d} \). For oil production and water injection, we set \( \alpha_o^o = \alpha_w^o = 0. \) We define the overall time-average error for sample \( i \) as

\[
E_i = \frac{1}{n_j + 2n_p} \left( \sum_{j=1}^{n_j} e_{o} P,j,i + \sum_{j=1}^{n_p} e_{o} o,j,i + \sum_{j=1}^{n_p} e_{w} P,j,i \right).
\]

(8)

and the error for the entire training set as

\[
E = \frac{1}{n_r \times N_{B,train}} \times \left( \sum_{i=1}^{N_i} E_i \right).
\]

(9)

Consistent with the approach in [1], the loss function \( L \) differs slightly from \( E \) in Eq. 9 in that the sum in Eq. 7 starts at \( t = 1 \). Please see [1] for further discussion. Training is performed to minimize \( L \), though it is terminated when \( E \) reaches a specified tolerance.

In the initial CNN–RNN proxy training, for the 3D case considered here, we consider a total of 20 realizations in the ensemble \( (n_r = 20) \). In [1], we used 256 training simulation runs to train the RNN-based proxy (for a single realization). To have a similar number of training samples, here we specify \( N_{B,train} = 15 \) and \( N_{B,test} = 10 \), which results in 500 total simulation runs. We use the Adam optimizer [36] to minimize \( L \). The initial learning rate is 0.001, which is decreased to 0.0001 as \( E \) decreases. Training is terminated when \( E < 0.05 \). The batch gradient method is used for the gradient calculation. The batch size is \( n_r \times N_{B,train} = 300 \). The initial training process requires about 1.5 hours using a Nvidia Tesla V100 GPU.

In the CLRM setting considered here the proxy is retrained four times, after each of the history matching steps. In the retraining process, we prescribe \( N_{B,train} \) and the learning rate to be 10 and 0.0001. We set \( N_{B,test} = 3 \) for 10 of the realizations and \( N_{B,test} = 2 \) for the other 10 realizations. The retraining steps require from about 2 minutes to 25 minutes, with shorter training times at later CLRM cycles (for reasons explained later).

## 3 Closed-loop reservoir management using CNN–RNN proxy

In this section, we first describe the robust production optimization problem considered in this work. PSO, with a filter-based treatment for nonlinear constraints, is then briefly discussed. We then present the PCA representation of the geomodels, the randomized maximum likelihood (RML) procedure used for history matching, and the overall CLRM workflow with the CNN–RNN proxy.

### 3.1 Robust production optimization problem

Production optimization entails the determination of time-varying well control variables (BHPs in this case) that maximize an objective function, often taken to be cumulative oil produced or NPV. When geological uncertainty is considered, robust optimization, in which the expected value of the objective function is evaluated over multiple geological realizations, is applied. In this study, NPVs for the full set of \( n_r \) realizations are evaluated first. The realizations corresponding to the upper and lower 10% (in terms of NPV) are then excluded from the objective function calculation and nonlinear constraint treatment. This step is not essential, but we proceed in this way to eliminate extreme cases, as we have seen that these cases can have a disproportionate effect in terms of nonlinear constraint satisfaction (we require all geomodels used in the NPV calculation to satisfy all constraints). More specifically, in order to satisfy feasibility, these extreme cases may act to significantly limit the search space, thus yielding overly conservative solutions.

A range of nonlinear constraint treatments have been considered in previous studies involving production optimization under uncertainty. For example, Chen et al. [37] required nonlinear constraints to be satisfied in every realization. Hansen et al. [38] adjusted risk parameters to control the probability of constraint violation, though some amount of violation was tolerated. Aliyev and Durlofsky [39] penalized realizations (in terms of objective function value) that did not satisfy the nonlinear constraints, though again, some violation was allowed. The CNN–RNN proxy developed in this work is compatible with different
approaches for handling nonlinear constraints, as it provides well-by-well rates as a function of time.

In this study, the expected NPV is calculated from the well-rate time series data as follows:

$$E[NPV] = \frac{1}{n_{ro}} \sum_{s=1}^{n_{ro}} \int_{T_1}^{T_1} \left[ P_{p,o} Q_{p,o}^s(T) - C_{p,w} Q_{p,w}^s(T) - C_{i,w} Q_{i,w}^s(T) \right] \frac{(1 + \gamma) dt}{\rho}$$  \hspace{1cm} (10)

Here, $n_{ro} = 0.8n_r$ is the number of realizations considered in the NPV calculation, $s = 1, \ldots, n_{ro}$ denotes a particular realization, $P_{p,o}$ is the price of oil, $C_{p,w}$ and $C_{i,w}$ are the costs for produced-water handling and water injection, with prices and costs in USD/stock-tank barrel (STB). The quantities $Q_{p,o}^s$, $Q_{p,w}^s$, and $Q_{i,w}^s$ are field-wide oil production, water production, and water injection rates, in STB/d, for realization $s$. The yearly discount rate is denoted by $\gamma$.

The constrained robust optimization problem is written as

$$\min_{u \in U} J(p, u) = -E[NPV],$$

subject to $g(p, u) = 0, \ p|_{T=0} = p_0,$

$$u_L \leq u \leq u_U, \ c(p, u) \leq 0.$$  \hspace{1cm} (11)

Here, $J = -E[NPV]$ is the objective function to be minimized. The vector $p$ represents the dynamic reservoir state variables – in the oil-water system considered in this study, these are pressure and saturation in each grid block at each time step. Initial reservoir states are defined as $p_0$. The vector $u \in U \subset \mathbb{R}^{n_u}$, where $n_u = (n_1 + n_p) \times n_{cs}$, contains the well BHP optimization variables. The optimization problem is subject to the reservoir simulation equations $g = 0$, bound constraints $[u^L, u^U]$ (which act to define the space $U$), and nonlinear output constraints $c \in \mathbb{R}^{n_c}$. Nonlinear output constraints must be satisfied for the $n_{ro}$ realizations included in the objective function calculation.

### 3.2 PSO with nonlinear constraints

As in [1], we apply the CNN–RNN proxy for function and nonlinear constraint evaluations within PSO. A key difference here is that multiple realizations are considered. The following description of PSO is brief – please see [1] for more details.

In PSO, a set of $N_p$ particles, referred to as the swarm, moves through the search space from iteration to iteration. The optimization proceeds until a termination criterion is met, here specified to be the number of PSO iterations. At each iteration, the particle locations are updated through application of

$$u_{j,k+1} = u_{j,k} + v_{j,k+1} \quad \forall j \in \{1, 2, \ldots, N_p\},$$  \hspace{1cm} (12)

where $u_{j,k}$ and $u_{j,k+1}$ are the locations of particle $j$ at the end of iterations $k$ and $k + 1$.

The PSO velocity, $v_{j,k+1}$, is a weighted sum of three contributions, referred to as the inertial, cognitive, and social components. The specific form of $v_{j,k+1}$ is

$$v_{j,k+1} = \omega v_{j,k} + c_1 D_1 k u_{j,k}^N + c_2 D_2 k u_{j,k}^M.$$  \hspace{1cm} (13)

Here $u_{j,k}^N$ is the best solution encountered thus far in the optimization by particle $j$, $u_{j,k}^M$ is the best solution in the interaction region (or ‘neighborhood’) of particle $j$, $D_1$ and $D_2$ are diagonal matrices containing uniform random values between 0 and 1, and $c_1$, $c_2$ are user-specified weights. The three terms on the right-hand side of Eq. 13 correspond (from left to right) to the inertial, cognitive and social velocity components. The inertial term involves the particle velocity from the previous iteration and acts to maintain some continuity in the search. The cognitive term moves the particle toward its ‘personal best’ position, while the social term directs it toward the ‘neighborhood best’ location. Consistent with [1], we use a random neighborhood topology and specify $\omega = 0.729$ and $c_1 = c_2 = 1.494$.

The filter method developed by Isebor et al. [31] is applied to enforce feasibility. In the filter method, the optimization is considered to be a biobjective-type problem, where both the objective function $J$ and an aggregate constraint violation function $h$ are minimized. In our approach, minimization of $h$ is the goal as long as $h > 0$ (indicating infeasibility). Once the solution becomes feasible, the goal is to minimize $J$ while maintaining $h = 0$.

In the case of a single realization, the aggregate constraint violation function for particle $j$ at iteration $k$, for a maximum-bound nonlinear constraint, is given by [1]

$$h_{j,k}(u_{j,k}) = \sum_{l=1}^{n_c} c_{j,k,l}(u_{j,k}),$$

where

$$c_{j,k,l}(u_{j,k}) = \begin{cases} 0 & \text{if } M_{k,l}(u_{j,k}) \leq c_{l,cons} \\ \frac{c_{j,k,l}(u_{j,k}) - c_{l,cons}}{M_{k,l}(u_{j,k}) - c_{l,cons}} & \text{if } M_{k,l}(u_{j,k}) > c_{l,cons}. \end{cases}$$  \hspace{1cm} (14)

Here $c_{j,k,l}(u_{j,k})$ is the normalized constraint violation for constraint $l$ and $c_{j,k,l}(u_{j,k})$ denotes the maximum value of $c_{j,k,l}(u_{j,k})$ observed over all time steps. The value $M_{k,l}(u_{j,k})$ is the maximum value of $c_{j,k,l}(u_{j,k})$ over the entire PSO swarm at iteration $k$. The (specified) maximum bound for constraint $l$ is $c_{l,cons}$.

For the case of $n_{ro}$ realizations, $c_{j,k,l}(u_{j,k})$ generalizes to

$$c_{j,k,l}(u_{j,k}) = \max_{i \in \{1, n_{ro}\}} \left( c_{j,k,l}(u_{j,k}) \right),$$  \hspace{1cm} (15)

where $c_{j,k,l}(u_{j,k})$ is the maximum value of constraint $l$ observed over all time steps for realization $i$. The value
$M_{k,j}(u_{j,k})$ is again the maximum of $c_{j,k,l}(u_{j,k})$ over the entire PSO swarm at iteration $k$. In this case, given the definition of $c_{j,k,l}$ in Eq. 15, $M_{k,l}$ is however the maximum over the swarm and over all $n_{ro}$ realizations. Different (but analogous) expressions are used for minimum-bound nonlinear constraints.

For every candidate PSO solution, $n_{ro}$ realizations must be selected from the full set of $n_r$ realizations for function and constraint-violation evaluations. Recall that $n_{ro} = 0.8n_r$, with the realizations corresponding to the upper and lower 10% of NPVs excluded. This selection is performed for each particle at every PSO iteration. The selected realizations can thus differ between PSO particles, which is not a problem for our treatment. Very similar sets of realizations are typically used between particles, however, as extreme cases tend to correspond to the same realizations.

### 3.3 Geomodel parameterization and history matching

Geological realizations are parameterized in this study using principal component analysis (PCA). Such representations have been applied in a number of previous studies – see [18] for discussion. PCA representations are suitable for use with multi-Gaussian models, which are the types of models considered in this work. For non-Gaussian models, e.g., channelized systems, deep-learning-based approaches such as the recent 3D CNN-PCA procedure [40] are applicable.

To construct the PCA representation, we follow the approach described in [40]. The goal is to represent geomodels $\mathbf{m} \in \mathbb{R}^{ng}$, where $ng$ is the number of grid blocks in the geomodel ($ng = n_{x}n_{y}n_{z}$), in terms of a low-dimensional latent variable $\mathbf{\xi} \in \mathbb{R}^l$, with $l \ll ng$. To achieve this, we first generate $n_{rp}$ random prior models conditioned to hard data at well locations. These prior models can be generated using geomodeling software; here we use the Stanford Geostatistical Modeling Software, SGeMS [41].

A centered data matrix $\mathbf{Y} \in \mathbb{R}^{ng \times n_{rp}}$ is then constructed

$$\mathbf{Y} = \frac{1}{\sqrt{n_{rp} - 1}} \begin{bmatrix} \mathbf{m}_1 - \mathbf{\bar{m}} & \mathbf{m}_2 - \mathbf{\bar{m}} & \ldots & \mathbf{m}_r - \mathbf{\bar{m}} \end{bmatrix},$$

(16)

where $\mathbf{\bar{m}}$ denotes the prior mean. A singular value decomposition of $\mathbf{Y}$ is performed, which allows us to write $\mathbf{Y} = \mathbf{U} \Sigma \mathbf{V}^T$, where $\mathbf{U}$ and $\mathbf{V}$ are the left and right singular matrices and $\Sigma$ is a diagonal matrix containing the singular values. The PCA representation allows us to generate new realizations $\mathbf{m}$ through use of

$$\mathbf{m} = \mathbf{U}_l \Sigma_l \mathbf{\xi} + \mathbf{\bar{m}},$$

(17)

where $\mathbf{U}_l \in \mathbb{R}^{ng \times l}$ and $\Sigma_l \in \mathbb{R}^{l \times l}$. The value of $l$ is selected to preserve 85% of the total ‘energy’ in the PCA representation (energy here involves the squared singular values in $\Sigma$; see [40] for discussion). For the models considered in this work, this results in $l = 219$.

To generate random realizations, the components of $\mathbf{\xi}$ are sampled independently from a standard normal distribution. In the context of history matching, these components are determined such that the mismatch between simulation results and observed data is minimized.

The history matching procedure applied in this work is the randomized maximum likelihood method (RML) with gradient-based minimization. The implementation is as described in [42]. The minimization problem is expressed as

$$\mathbf{\xi}_{rml} = \arg \min_{\mathbf{\xi}} [(\mathbf{d}_{sim} - \mathbf{d}_{obs})^T C_d^{-1} (\mathbf{d}_{sim} - \mathbf{d}_{obs}) + (\mathbf{\xi} - \mathbf{\xi}^*)^T (\mathbf{\xi} - \mathbf{\xi}^*)],$$

(18)

where $\mathbf{d}_{sim} = \mathbf{d}_{sim}(\mathbf{m}(\xi))$ denotes simulated flow data, $\mathbf{d}_{obs}$ represents observed data with noise, with noise sampled from $\mathcal{N}(\mathbf{0}, C_d)$, where $C_d$ is the covariance matrix of the measurement error. The vector $\mathbf{\xi}^*$ denotes a prior realization of $\mathbf{\xi}$ sampled from $\mathcal{N}(\mathbf{0}, I)$. The $(\mathbf{\xi} - \mathbf{\xi}^*)^T (\mathbf{\xi} - \mathbf{\xi}^*)$ term is essentially a regularization that acts to keep $\mathbf{\xi}_{rml}$ somewhat ‘close’ to the prior realization $\mathbf{\xi}^*$.

A total of $n_r$ posterior realizations of $\mathbf{\xi}_{rml}$ (and thus $\mathbf{m}$ through application of Eq. 17) are generated by solving the minimization problem $n_r$ times, using different $\mathbf{\xi}^*$ and $\mathbf{\xi}^*$ for each run. This minimization is achieved using an adjoint-gradient-based approach, with the adjoint constructed by AD-GPRS. For a more detailed description of the overall history matching procedure, please refer to [42].

As noted in the Introduction, the history matching computations use high-fidelity flow simulations – a proxy model is not applied in this step. Because the computational demands associated with the optimizations are much larger than those for history matching with the algorithms used in this study (computational requirements will be provided later), substantial overall savings are still achieved. It is important to note that additional savings could be obtained by using a surrogate model for history matching, such as the recurrent R-U-Net described in [30], though this is not done here.

### 3.4 Incorporation of CNN–RNN proxy into CLRM

A flowchart for the full CLRM with the CNN–RNN proxy is shown in Fig. 3. We first construct the PCA representation and train the initial proxy model using simulation results for pairs of permeability realizations and BHP profiles. We then perform robust production optimization using the CNN–RNN proxy for function and constraint evaluations in PSO. The proxy provides estimates of oil and water production and injection rates (in time) for specified BHP schedules for $n_r$ realizations in the ensemble. Speedup in the CLRM is
achieved as a great number of different well control settings, for many realizations, are evaluated using the fast proxy rather than high-fidelity simulation.

In the first CLRM cycle ($n_{cyc} = 1$, where $n_{cyc}$ is the CLRM cycle number), the first $n_r$ realizations from the set of $n_{rp}$ realizations (applied to construct the PCA representation) are used as initial prior models. All realizations are conditioned to well data. Robust production optimization provides optimal well BHP schedules $u^1$ from day 0 to $T_{N_t}$ (superscript 1 denotes optimal BHPs from CLRM cycle 1). The field is operated based on $u^1$ until day $T_{cs}$ is reached. Well production and injection rate data from day 0 to $T_{cs}$ are collected. The first CLRM history matching (using RML and adjoint-gradient minimization) is performed at day $T_{cs}$, using all data observed up to this point.

We next perform retraining with the new (history matched) set of $n_r$ realizations. Random BHP profiles within the allowable bounds are generated as described earlier, except now BHPs from day 0 to $T_{cs}$ are fixed at their values from the first cycle optimization (since we are now proceeding forward from $T_{cs}$). Simulations are performed to provide the quantities needed for retraining. For the 3D example considered in this study, retraining is performed using 200 new simulation runs ($n_r = 20$ and $N_{B,train} = 10$). In general, training time decreases as we proceed through CLRM cycles, both because the geomodels become more similar (due to history matching over progressively longer periods) and because the BHP profiles differ from one another over fewer cycles (since there are progressively fewer future cycles). As noted earlier, retraining requires from $\sim 2–25$ minutes.

The robust optimization at the second cycle provides a new optimal solution $u^2$, which contains optimum BHPs from day $T_{cs}$ to day $T_{N_t}$. These are applied until day $2 \times T_{cs}$, after which the procedure is repeated until the last cycle of the CLRM is reached. In traditional CLRM or closed-loop field development (where high-fidelity simulation is applied for both optimization and history matching), we generally observe that NPV increases over the prior optimum and uncertainty reduces as we proceed through the cycles. These trends are often not monotonic, however, as the models used at the different steps vary, and past decisions cannot be modified [23, 43]. We will observe similar behavior with proxy-based CLRM.
4 Numerical results

In this section, we first present results for CNN–RNN proxy well-rate predictions for multiple realizations for different BHP schedules. The proxy is then used, with retraining, for robust production optimization in a CLRM setting. In the Appendix, we compare proxy-based CLRM results to those from traditional simulation-based CLRM. We also demonstrate that the proxy-based results can be improved through use of a hybrid procedure involving proxy- and simulation-based iterations, though this entails additional computational cost.

4.1 Model setup

We consider 3D reservoir models characterized by Gaussian log-permeability fields. Each realization contains $40 \times 40 \times 8$ grid blocks (12,800 total cells), with the blocks of dimensions $15 \text{ m} \times 15 \text{ m} \times 4 \text{ m}$. A total of 405 geological realizations of log-permeability were generated using sequential Gaussian simulation in SGeMS [41]. The realizations are conditioned to hard data at all locations penetrated by wells. A spherical variogram, with $r_{\text{max}}$ oriented $30^\circ$ relative to the $y$-axis, and maximum, mid-range and minimum correlation lengths of $r_{\text{max}} = 25 \Delta x$, $r_{\text{mid}} = 8 \Delta x$, and $r_{\text{min}} = 2 \Delta z$, was applied. The mean and standard deviation of log-permeability are 4.79 and 1.5, respectively. Porosity is constant at 0.2.

A particular realization, which corresponds to one of the true models considered later, is shown in Fig. 4. The four black circles denote production wells, and the three white inverted triangles indicate injection wells. All wells are vertical, fully penetrating, and perforated over the entire reservoir thickness.

The first 400 of the 405 realizations are used to construct the PCA parameterization ($n_{\text{rp}} = 400$). In this parameterization, we preserve 85% of the ‘energy’ computed from the $\Sigma$ matrix. This results in a reduction of the parameter space from 12,800 to 219. The remaining

![Fig. 4 Log-permeability field (log$_e k$, with $k$ in md) for one realization. Permeability is conditioned to hard data at wells. Fully penetrating vertical production wells (black circles) and injection wells (white inverted triangles) are shown](image)

![Fig. 5 Three prior log-permeability realizations (log$_e k$, with $k$ in md). The colorbar in Fig. 4 also applies here](image)

![Fig. 6 Oil-water relative permeability curves](image)
five realizations are used as true models in the CLRM examples. The first 20 realizations are also used as prior realizations for the initial (first CLRM cycle) robust production optimization and history matching procedures. Three of these prior realizations (without wells) are shown in Fig. 5. It is evident that, although all models honor hard data at the seven well locations, there is still significant variation between realizations.

In the simulations, the initial reservoir pressure is 320 bar and the initial oil saturation is 0.9. Oil and water viscosities are $\mu_o = 2$ cp and $\mu_w = 1$ cp. The oil (red) and water (blue) relative permeability curves are shown in Fig. 6. Capillary pressure effects are neglected in this study.

All wells are BHP controlled, with injector BHPs ranging from 325 to 335 bar and producer BHPs from 300 to 315 bar. The BHPs are changed every 180 days, or a total of five times ($n_{cs} = 5$), over the 900 day simulation time frame. The numbers of BHP optimization variables in each closed-loop cycle are 35, 28, 21, 14, and 7 (7 wells times the number of remaining control periods).

### 4.2 Performance of CNN–RNN proxy

To train the proxy model, we randomly generate 500 different time-varying BHP profiles. These profiles are then used with 20 different permeability realizations, with each realization assigned a different group of 25 BHP schedules (each schedule is used only once). We then perform a flow simulation for each geomodel–BHP profile set (for a total of 500 runs). From each simulation run, we extract oil and water rates every 30 days, from day 0 to day 900. Therefore, the number of total RNN time steps ($N_t$) is 31. For the four producers and three injectors, we thus have $N_{in} = 7$ inputs and $N_{out} = 11$ outputs at each time step. We set $N_{neu} = 200$. The CNN reduces the 3D permeability information into two vectors, each of size of $N_{neu}$, which represent the initial long and short-term state vectors. We train the proxy using 300 simulation runs ($N_{B,train} = 15$), while the remaining 200 runs ($N_{B,test} = 10$) comprise the validation set. Training is performed to minimize $L$ (which is very similar to $E$ in Eq. 9), and is terminated when $E \leq 0.05$.

We now assess the performance of the trained proxy. Figure 7 shows the overall time-average error $E^i$, given by Eq. 8, for all 200 test cases. These error values are sorted in increasing order. The 10th, 50th and 90th percentile errors are 5.1%, 6.8% and 8.7%. These values, and the results in Fig. 7, indicate that the proxy performs reasonably well over a range of realizations and BHP profiles. We obtained similar errors for the single realization case considered in [1]. Specifically, for a 2D Gaussian case assessed in that study, the 10th, 50th and 90th percentile errors were 5.2%, 6.1% and 7.4%.

We now show results for cases with errors $E^i$ near the median. Figures 8 and 9 show input BHP profiles and output well rates for the 50th and 60th percentile error cases (the latter corresponds to 7.2% error). Permeability fields for these cases appear in Fig. 5b and c. In the well-rate plots, the red curves indicate the reference numerical simulation results and the blue curves with the circles depict the CNN–RNN proxy results. Results for the two injectors with the highest cumulative water injection are shown, along with oil and water rates for the producers with the highest and lowest cumulative oil production. The results in both figures demonstrate that the CNN–RNN proxy is able to predict well-by-well oil and water rates, including water breakthrough times, for different BHP profiles and different realizations. Results are presented in both figures for injectors INJ2 and INJ3 and for producer PRD2. The rate profiles for these wells are very different between the two figures, demonstrating the wide range of behavior the proxy model is able to capture.

Additional comparisons, for all 200 test cases, are shown in Fig. 10. There we present cross-plots (proxy model results versus simulation results) for cumulative field-wide oil and water produced and water injected. These cumulative field-wide quantities are calculated from the well-by-well time-series results. The points in the three plots generally fall near the 45° line, again demonstrating the effectiveness of the proxy model. Some deviation is evident in the water production results (Fig. 10b), though it is important to note that these results span a large range – about a factor of four – in cumulative water produced.

We note finally that the CNN–RNN proxy has recently been extended to handle multiple realizations of fractured systems [44]. More specifically, a variant of the approach presented here was shown to perform satisfactorily, both
Fig. 8  Input BHP profiles and corresponding well rates from high-fidelity reservoir simulation (red curves) and CNN-RNN proxy (blue curves with circles) for the 50th percentile error test case. Permeability field for this case shown in Fig. 5b. INJ2 and INJ3 are the highest cumulative water injection wells, PRD4 is the highest cumulative oil production well, and PRD2 is the lowest cumulative oil production well.
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(c) Water rate (INJ2)     (d) Water rate (INJ3)

(e) Oil rate (PRD4)     (f) Water rate (PRD4)

(g) Oil rate (PRD2)     (h) Water rate (PRD2)
Fig. 9 Input BHP profiles and corresponding well rates from high-fidelity reservoir simulation (red curves) and CNN-RNN proxy (blue curves with circles) for the 60th percentile error test case. Permeability field for this case shown in Fig. 5c. INJ2 and INJ3 are the highest cumulative water injection wells, PRD1 is the highest cumulative oil production well, and PRD2 is the lowest cumulative oil production well.
for well-by-well predictions in multiple realizations and in robust optimization, for 2D and 3D embedded discrete fracture models (EDFMs). The history matching treatments described in Section 3.3 are not directly applicable for EDFMs, however, so CLRM results with EDFMs were not provided in [44].

4.3 CLRM results using CNN–RNN proxy

In this section we apply the CNN–RNN proxy in a CLRM workflow. The CLRM is run five separate times, each time with a different (synthetic) ‘true’ model. The true models, used to provide the observation data, are referred to as True model A through True model E. The same 20 initial prior models are used in all cases. The five true models are prescribed to have the same spatial statistics as the realizations in the prior ensemble, so they resemble one another in this sense. Maintaining the same spatial statistics in all prior realizations and true models is convenient, but it is not required by our methods. If we were to consider true models with different spatial statistics in each of the five runs, then for each case a separate prior ensemble would have to be generated, and the PCA parameterization and initial network training performed separately. With our approach, these computations need only be done once.

For the NPV calculation, the price of oil is set to $74/STB, the costs of injected and produced water are $9/STB and $5/STB, respectively, and the discount rate is 0.1. The nonlinear output constraints applied in this study are a maximum field water injection rate of 1400 m³/day, a maximum well water injection rate of 1100 m³/day, and a maximum field water production rate of 1100 m³/day. Thus, we have a total of five nonlinear output constraints. During robust production optimization, these constraints are handled using the filter-based procedure within PSO, as described in Section 3.2. For each CLRM cycle, we run PSO for $N_i = 30$ iterations with a swarm size of $N_s = 35$. The computational requirements for the various CLRM steps will be provided in Section 4.4.

Before presenting CLRM results, we demonstrate the ability of the proxy model to provide accurate estimates of the quantities required for nonlinear constraint evaluation. Figure 11 displays cross-plots of three such quantities – maximum field water production rate, maximum field water injection rate, and INJ2 maximum injection rate – for the 200 test cases. These results correspond to the maximum

![Fig. 10 Test-case cross-plots for cumulative field-wide oil and water production and water injection](image)

![Fig. 11 Test-case cross-plots for maximum field water production, field water injection, and INJ2 rates. Results in all cases are the maximum value observed over the full simulation time frame. Dashed lines indicate nonlinear constraint limits applied in CLRM runs](image)
observed rate for each quantity over the full simulation time frame. The dashed lines indicate the limits that will be specified by the nonlinear output constraints in the CLRM computations. These cross-plots demonstrate that the proxy provides reasonably accurate estimates of these rates, both at the well and field level, indicating that it can indeed give quantitative constraint violation information. Note that the constraint violations evident in Fig. 11 in no way indicate limitations in the proxy, as the job of the proxy is to provide well rates for specified BHP schedules. Rather, it is the job of the optimizer to eliminate constraint violations (using the filter method described in Section 3.2) during the course of the optimization. The fact that many test-case BHP schedules lead to violations of the nonlinear constraints suggests that these constraints will be active (and thus must be handled) in the CLRM optimizations.

For history matching, the well-by-well oil and water injection and production rates are recorded, from the simulation of the true model, every 90 days. The observed data are obtained by adding random (Gaussian) noise to the true-model simulation results. The standard deviation of the Gaussian noise is set to 2% of the simulated value. We run the RML history matching procedure \( n_r = 20 \) times to generate 20 posterior realizations. At each 90-day interval, three water injection rates, four oil production rates, and four water production rates are observed. Thus the number of observations used for history matching at the various CLRM cycles are 22 (at day 180), 44 (at day 360), 66 (at day 540), and 88 (at day 720).

Figure 12 displays box plots of NPVs for the optimized BHPs at different CLRM cycles, for True models A-E. The red lines inside the boxes indicate the median NPV from the \( n_r = 20 \) realizations, and the bottom and top of the boxes represent the 25th and 75th percentile results over the 20 models. The lines extending outside the boxes depict the 10th and 90th percentile results of the \( n_r = 20 \) realizations. Thus, Fig. 12 displays the full range of NPVs from the \( n_{ro} = 16 \) realizations used for optimization and constraint satisfaction. The green boxes (Proxy) represent results from the CNN–RNN proxy, and the yellow boxes (Sim) display simulation results obtained by simulating the \( n_{ro} = 16 \) current models using the optimized BHPs determined from proxy-based optimization. The red circles show the simulated NPV for the particular true model at the current CLRM cycle (at each cycle, these are the same in the yellow and green boxes). The numbering along the x-axis (e.g., ‘Proxy 1’ and ‘Sim 1’) indicates the CLRM cycle number. As noted earlier, the time increment between cycles is 180 days, so cycle 1 results correspond to initial time, cycle 2 to 180 days, cycle 3 to 360 days, etc.

For the five true models, the green boxes are all the same at CLRM cycle 1 because the first robust optimization is performed using the (same) \( n_{ro} \) realizations. The yellow boxes are also the same at cycle 1 for all true models because the same controls (based on prior model optimization) are used for each model. Although the controls are the same, the NPVs for True models A-E (red circles) differ from one another at cycle 1 because the models are different. The first history matching is performed at day 180 (start of CLRM cycle 2), after we operate the field based on the optimum BHPs from the first CLRM cycle. Nonlinear constraints are enforced for the \( n_{ro} \) realizations in every CLRM cycle.

From Fig. 12, we see that the proxy and simulation-based box plots of NPV generally coincide (though there are differences) and show similar ranges of uncertainty. As demonstrated earlier, the proxy provides reasonable predictions of oil and water rates over multiple realizations. Thus it is not surprising that it gives satisfactory estimates of the corresponding NPVs. We also observe in Fig. 12 that the NPVs for the five true models generally trend upward as we proceed from cycle to cycle. The improvement in NPV, from CLRM cycle 1 to cycle 5 for the five true models, is quantified in Table 2. There we see improvements ranging from 2.7% to 6.4% from cycles 1 to 5.

As is typical in CLRM, despite achieving overall improvement in NPV, we do not always observe a monotonic increase in NPV. For example, there is a slight decrease in NPV for True model C from cycle 2 to cycle 3 (Fig. 12c), though NPV for this case does increase at the next cycle. This non-monotonic behavior occurs because the models used for optimization change from cycle to cycle, and there is no guarantee that the updated models provide higher NPVs than the previous set of models. In addition, at later stages the remaining simulation time frame and the number of optimization variables decrease, so there is less scope for improvement. Uncertainty reduction is clearly observed (i.e., the sizes of the boxes decrease) as we proceed through the cycles, though again this decrease is not monotonic.

Field-wide responses for True model A are shown in Fig. 13. Note that True model A corresponds to the median case in terms of improvement in NPV from CLRM cycle 1 to 5 (see Table 2). Figure 13 displays the evolution of cumulative water injected, cumulative water produced, cumulative oil produced, and NPV, for CLRM cycles 1,

| True model | NPV at cyc 1 (10^6 USD) | NPV at cyc 5 (10^6 USD) | Improvement (%) |
|------------|--------------------------|--------------------------|-----------------|
| A          | 209.3                    | 221.7                    | 5.92            |
| B          | 215.0                    | 228.4                    | 6.23            |
| C          | 239.5                    | 248.4                    | 3.72            |
| D          | 232.6                    | 238.8                    | 2.67            |
| E          | 230.2                    | 245.0                    | 6.43            |
**Fig. 12** Box plots of NPVs for True models A–E at different CLRM cycles (see text for description of percentile quantities displayed in boxes). Green boxes show results for the CNN–RNN proxy and yellow boxes are simulation results using the $n_{r.o} = 16$ current models and BHPs from proxy-based optimization. Red circles indicate numerical simulation results for the true model.
Fig. 13 Optimum solutions found by CNN-RNN proxy at CLRM cycles 1, 3 and 5 for True model A. The results shown are obtained by performing simulation using BHPs from proxy-based optimization at different CLRM cycles.

3 and 5. These results are obtained by simulating True model A using the BHPs from proxy-based optimization. The increase in NPV is achieved by increasing cumulative oil production by 8.2%. This is driven by an increase in cumulative water injection of 11.4%, and it results in an 18.0% increase in cumulative water production (from CLRM cycle 1 to 5).

The range of solutions for the \( n_{\text{ro}} \) realizations, and their feasibility in terms of the nonlinear constraints, is shown in Fig. 14. Here we show field-wide water production rate, field-wide water injection rate, and INJ2 water rate for CLRM cycle 1 (left plots) and cycle 5 (right plots). The gray lines represent solutions from the \( n_{\text{ro}} \) realizations considered in the robust optimization, the red curve shows the response of True model A, and the dashed lines indicate the constraint limits. Consistent with the results in Fig. 13, these results are obtained from high-fidelity simulation of True model A and the \( n_{\text{ro}} \) realizations using the BHPs from proxy-based optimization. We see that the constraints are satisfied for the \( n_{\text{ro}} \) realizations and for True model A in all cases. It is not assured, however, that the constraints will be satisfied for the true model even if they are satisfied for all \( n_{\text{ro}} \) realizations, and we have observed small constraint violations at some control steps for some true models.

The reduction in variation over the \( n_{\text{ro}} \) realizations, from cycle 1 to cycle 5, is apparent for all three constraint quantities. We also see that the solution at cycle 1 must be ‘conservative’ to avoid violating constraints over all models. By cycle 5, however, there is less uncertainty in the geological model, and the optimization can ‘push’ the solutions close to the constraint limit.

We now show an analogous set of results for True model C. Less improvement in NPV from cycle 1 to cycle 5 is observed in this case than for True model A (3.7% versus 5.9%). This case is interesting, however, because the true model NPV at cycle 1 is located at the edge of the NPV distribution (Fig. 12c). Figures 15 and 16 show field-wide responses and optimal rates at different CLRM cycles. We
again see increased oil production from cycle 1 to cycle 5, facilitated by an increase in water injection. In Fig. 16, less variation over the $n_{r/o}$ realizations from cycle 1 to cycle 5 is again observed for the constraint quantities. As was the case for True model A (Fig. 14d), field water injection approaches the constraint limit at late time (Fig. 16d). Again, the true model satisfies all constraints over the entire simulation time frame. This case illustrates that the proxy-based CLRM procedure is effective even for models that lie near the edge of the prior distribution.
The computational demands associated with robust optimization and history matching in CLRM will now be assessed. Optimizations using the CNN-RNN proxy do not require any simulations during the optimization run itself, though the proxy must be trained initially and retrained after each data assimilation step. This entails 300 high-fidelity simulation runs for the initial training and 200 high-fidelity simulation runs for each retraining step. The number of simulation runs required to perform robust optimization in the proxy-based CLRM, for one true model, is thus $300 + 200 \times 4 = 1100$.

If traditional CLRM is performed using high-fidelity simulation runs, the number of simulations required in the robust optimization steps is $5 \times 35 \times 30 \times 20 = 105,000$ (5 CLRM cycles, 35 PSO particles, 30 PSO iterations, 20 realizations). The speedup achieved using our proxy model, in terms of the number of high-fidelity simulation runs required for robust optimization, is thus about a factor of 100. Actual speedup is less since the proxy must be trained, which requires about 90 minutes for the initial training and 2–25 minutes for each retraining. This training time, however, is independent of the size of the model (though it will depend on the number of wells), so with large models it will be very small compared to the time required for robust optimization. Note also that the use of restarts could reduce the timings for robust optimization in traditional CLRM, since all runs use the same BHP schedules at previous CLRM cycles.

The computational requirements for history matching are the same in our framework as in traditional CLRM, since we apply a simulation-based RML procedure. The cost of this is, however, much less than that for robust optimization. Specifically, we perform 20 RML runs, with
Fig. 16 Optimized solutions at CLRM cycles 1 and 5 for True model C. Results shown for $n_{ro} = 16$ realizations (gray curves) and for true model. Nonlinear constraint limits shown as dashed lines.

Each run requiring about the equivalent of 110 simulations. The number of runs required for all history matching steps is thus about $4 \times 110 \times 20 = 8800$ (history matching is not performed at the first CLRM cycle). The total number of simulations required for traditional CLRM and proxy-based CLRM are $105,000 + 8800 = 113,800$ and $1100 + 8800 = 9900$, which corresponds to a speedup of 11.5 (not including training time). The computations associated with history matching could be reduced through use of an ensemble-based method, such as the ensemble smoother with multiple
data assimilation [45], or through the use of a deep-learning proxy for history matching, such as those described in [28, 46, 47].

Timings for the hybrid approach, in which both proxy-based and simulation-based optimization iterations are performed, will be provided in the Appendix. In this case there is less speedup, but the CLRM NPVs are slightly higher than those using only the proxy for optimization.

## 5 Concluding remarks

In this work, we developed a CNN–RNN proxy to estimate well-by-well oil and water rates, as a function of time, over multiple realizations in an ensemble. The proxy, which extends the single-realization RNN-based procedure introduced in [1], accepts as input spatial permeability maps and well-by-well BHP schedules. The permeability field is initially processed by the CNN and is then fed into the LSTM RNN, which also accepts the time-varying well BHPs. The well rates provided by the network allow for the evaluation of nonlinear constraints, such as well or field-wide water injection or production rate, which must be treated in many production optimization settings.

The CNN–RNN proxy was tested for oil-water flow in 3D multi-Gaussian geomodels. Initial training involved 300 high-fidelity simulation runs, performed with different combinations of BHP profiles and permeability realizations. This training required about 1.5 hours using a Nvidia Tesla V100 GPU. The trained proxy provided reasonably accurate predictions of well-by-well oil and water rates, with 10th and 90th percentile overall errors of 5.1% and 8.7%.

We then implemented the proxy model into a closed-loop reservoir management workflow. Robust optimization over an ensemble of geomodels was performed using the proxy model, within a PSO framework, in combination with a filter method to treat the nonlinear output constraints. History matching was accomplished using an adjoint-gradient-based randomized maximum likelihood method, with the geomodels parameterized using PCA. Proxy model retraining, which required only 2–25 minutes, was performed at each CLRM cycle. The proxy-based CLRM workflow was evaluated for five different (synthetic) ‘true’ models. The overall procedure was shown to improve NPV from 2.7% to 6.4% relative to performing robust optimization with prior geomodels. Nonlinear constraint satisfaction was also demonstrated. The speedup achieved for the robust production optimization steps relative to a traditional (simulation-based) approach, quantified in terms of the number of simulations required, was about a factor of 100. Speedup factors are reduced if we account for training time or include the history matching computations (which are performed the same way in both the proxy-based and traditional CLRM workflows).

There are a number of directions that should be considered in future work. The overall CLRM workflow could be accelerated by incorporating proxy treatments for the history matching process. Many proxy models for history matching have been suggested, including those in [28, 46, 47], and these could be tested in this setting. It may also be useful to incorporate geomodel parameterization procedures applicable for non-Gaussian models (e.g., CNN–PCA, generative adversarial networks) to treat cases involving channelized systems. Modified CNN–RNN network architectures could be considered, and the impact of the hyperparameters on proxy performance could be further evaluated. It is also of interest to test the CNN–RNN proxy for a range of more complex simulation setups, such as compositional systems and geomodels described on unstructured grids. Finally, testing of some or all components of the workflow should be performed for a range of field cases.

### Nomenclature

- $\alpha_{WT}$: constant applied in $e_{j}^{WT,j,i}$ calculation
- $\bar{C}_{j,k,l}$: normalized constraint violation for constraint $l$ for PSO particle $j$ at iteration $k$
- $\bar{g}$: low-dimensional latent variable
- $\gamma$: annual discount rate
- $\omega$: inertial weight in PSO
- $\Sigma$: diagonal matrix containing singular values
- $b$: bias
- $c$: nonlinear output constraints
- $c_{(t)}$: long-term state at time step $t$
- $D_1, D_2$: diagonal matrices of random numbers in [0, 1]
- $d_{obs}^*$: observed data with noise
- $d_{sim}$: simulated flow data
- $F_l$: feature map at layer $l$
- $g$: reservoir simulation equations
- $h_{(t)}$: short-term state at time step $t$
- $m$: geomodel
- $p$: dynamic reservoir state variables
- $u$: well controls
- $W_l$: 3D filter
- $W_{xz}, W_{hz}$: weight matrices
- $x_{(t)}$: BHPs at time step $t$
- $y_{(t)}$: well rates at time step $t$
- $c_1$: cognitive weight in PSO
- $c_2$: social weight in PSO
- $C_d$: covariance matrix of measurement error
- $C_{i,w}$: cost of injected water, USD/STB
- $c_{i,cons}^*$: maximum or minimum bound for constraint $l$
- $C_{p,w}$: cost of produced water, USD/STB
- $E$: overall time-average error
Appendix: Additional CLRM Results

In this Appendix, we compare the performance of our proxy-based CLRM to that of a traditional CLRM, in which all computations are simulation-based, and to a hybrid procedure involving both proxy-based and simulation-based optimization iterations. The hybrid procedure is analogous to the treatment in [1] for optimization with single (deterministic) realizations, though here it is used for robust optimization over multiple realizations. The proxy-based optimization can lose accuracy as the solution evolves away from the training region. The idea of the hybrid approach is to apply simulation-based iterations to ‘fine-tune’ the proxy result. As in Section 4, the history matching computations here are simulation-based in all cases. Further details on the formulation and results in this Appendix can be found in [44, 48].

We again apply PSO with a swarm size of 35. In the proxy-only and simulation-based optimization cases, 30 PSO iterations are performed (note that in this Appendix the approach used in the body of the paper is referred to as ‘proxy-only’ optimization). For the hybrid case, we run 30 proxy-based PSO iterations followed by 5 or 10 simulation-based PSO iterations (10 PSO iterations are used in CLRM cycle 1, and 5 iterations are used in subsequent CLRM cycles). The final swarm from the proxy-based optimization is used as the initial swarm for the simulation-based iterations. As discussed in Section 4.4, a total of 1100 simulations are required for the robust optimization steps in proxy-only CLRM. In traditional simulation-based CLRM, the number of runs required is $5 \times 30 \times 35 \times 20 = 105,000$ (5 CLRM cycles, 30 PSO iterations/cycle, 35 PSO particles, 20 realizations). In the hybrid approach, we again require 1100 training runs as in the proxy-only procedure. In addition to this, $10 \times 35 \times 20 = 7000$ simulations are required at CLRM cycle 1, and $4 \times 5 \times 35 \times 20 = 14,000$ for all of cycles 2-5. This corresponds to a total of 22,100 simulation runs for the hybrid approach.

The problem set up and the true models considered here are the same as in Section 4. Results for true-model NPV at CLRM cycle 5 for the various procedures are presented in Table 3. The best result for each true model is shown in bold. In four of the five cases, simulation-based CLRM outperforms proxy-based CLRM, with an average difference in NPV at cycle 5 of 1.3%. In one case (True
model D), proxy-only CLRM provides a slightly higher NPV. Thus we see that the proxy-based treatment is very fast and effective, though on average the results using simulation-based optimization are slightly better.

From Table 3, we see that the hybrid procedure outperforms proxy-only optimization for all true models, and it is superior to simulation-based optimization for three of the five true models. The hybrid and simulation-based results are very comparable overall – the average NPV over the five true models with the hybrid procedure is $239.4 \times 10^6$ USD, while for simulation-based optimization it is $238.7 \times 10^6$ USD. The hybrid approach is clearly beneficial as it requires a factor of 105,000/22, 100 ~ 4.75 times fewer simulation runs for the robust optimization steps than the simulation-based procedure.

The results in this Appendix demonstrate that the NPVs from proxy-only optimization can be improved, by about 1.2% on average, through use of the hybrid procedure. This approach does require additional computations, though it is still considerably less expensive than the use of simulation-based optimization. More details and results using proxy-only, simulation-based, and hybrid optimization are provided in [44, 48].
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