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ABSTRACT Object detection methods based on Convolutional Neural Networks (CNNs) require a large number of images with annotation information to train. In aircraft detection from remote sensing images (RSIs), aircraft targets are usually small and the cost of manual annotation is very high. In this article, we tackle the problem of weakly supervised aircraft detection from RSIs, which aims to learn detectors with only image-level annotations, i.e., without bounding-box labeled data during the training stage. Based on the fact that the feature maps learned from the CNN network are localizable, we propose a simple yet efficient aircraft detection algorithm called Weakly Supervised Learning in AlexNet (AlexNet-WSL). In AlexNet-WSL, we utilize the AlexNet CNN as backbone network, but replace the last two fully connected layers with a Global Average Pooling (GAP) and two convolutional layers. Based on the class activation maps, we generate heat maps via reverse weighting for locating the target object. Unlike object detection methods that require object location data for training, our proposal only needs image-level labeled data. We furthermore build a set of remote sensing aircraft images, the Weakly Supervised Aircraft Detection Dataset (WSADD) for algorithm benchmarking. The experimental results on the WSADD show that AlexNet-WSL effectively detects the aircraft and achieves a detection effect equivalent to the Faster R-CNN method and the YOLOv3 method, which both require bounding-box labelled data for training, with a lower false alarm rate and a shorter training time.

INDEX TERMS Aircraft detection, remote sensing image, weakly supervised learning, convolutional neural network.

I. INTRODUCTION

Remote sensing images (RSIs) are generated by acquiring target information from reflected, radiated, or scattered electromagnetic waves through sensors mounted on various remote platforms, which are far away from the target object. With the rapid development of remote sensing technology, various platforms with different imaging methods and different spatial resolutions have emerged and generated a large number of images. Nowadays, remote sensing images have become an indispensable and important resource that are widely used in civil and military applications [1]. As an important research direction of remote sensing image interpretation and analysis, object detection has attracted the interest of academia and industry. Aircraft are one of the most important targets in this field, which brings their recognition from remote sensing image into the focus of attention.

As the spatial resolution of remote sensing image becomes higher and higher, the information contained in the images becomes more and more abundant. With the increasing processing speed of computers, the image processing ability rises and researchers use computer vision to process and analyze...
large numbers of RSIs. The research goal often is to get rid of the bottleneck of manual interpretation and processing and to achieve automated, intelligent interpretation of RSIs.

With the rapid improvement of Graphics Processing Unit (GPU) performance, deep learning-based methods have been used with overwhelming success in computer vision, data mining, and recommendation systems. Many fields such as smart medical care and unmanned driving have made remarkable achievements [2]. In the field of computer vision, Convolutional Neural Networks (CNNs) based deep learning methods have made breakthrough progress in image classification [3]–[5], image segmentation [6], [7], and object detection [8]–[12]. Compared with traditional methods, CNNs can extract richer semantic features and high-level representations, and also can better identify the discriminations between distinct objects. More importantly, the CNN is an end-to-end model structure. The original image is used as the input and the output of the network is the final result for the end user, which removes the need for previously required complex manual operations such as data preprocessing, feature extraction, and characterization.

Researchers have tried to introduce CNNs into aircraft recognition from RSIs, but this application field is still in its infancy and there are many difficulties and challenges: (1) Unlike natural scene images, target objects in RSIs occupy a relatively small part of the image. (2) Under the condition of high spatial resolutions, more complex backgrounds and interference factors that are difficult to distinguish from aircraft targets appear. (3) CNN methods require a large amount of image data with labeled information to learn, while labeling RSIs requires high labor costs.

Feature maps extracted by a CNN network are localizable representations of the image [13], [45]. With this in mind, we propose a simple yet efficient weakly supervised aircraft detection pipeline. Based on class activation maps, it locates the target object in RSIs. With only image-level annotations, i.e., without bounding-box labeled data, the CNN AlexNet [5] is used to implement the aircraft detection. We call our method Weakly Supervised Learning in AlexNet (AlexNet-WSL). Additionally, we build and provide a new remote sensing aircraft detection dataset using Google Earth satellite imagery. The experimental results on the newly-built dataset show that our proposed method effectively detects the aircraft. It achieves a detection effect equivalent to both Faster R-CNN [10] and YOLOv3 [11], which, however, need to use bounding-box labelled data. Additionally, our AlexNet-WSL has a lower false alarm rate and a shorter training time.

Our contributions are summed up as follows:

- We design a new aircraft detection model for RSIs, which integrates Weakly Supervised Learning into a CNN. The proposed method effectively extracts the semantic features of the data with only image-level annotations, thus significantly improving the aircraft detection process.
- We propose a heat map generation method during the feedforward step of the test phase. With the highlighted parts in the heat map, we can generate a binary image indicating the object location.
- We build a benchmark dataset for remote sensing aircraft detection, called the Weakly Supervised Aircraft Detection Dataset (WSADD). We make the WSADD available in an online repository.

The rest of this article is organized as follows. Section 2 provides a brief overview of the related work on aircraft detection and weekly supervised learning. In Section 3, we introduce our novel weekly supervised aircraft detection algorithm along with a model architecture analysis. Then, Section 4 details the experimental results and discussions on the WSADD dataset. Finally, we conclude the paper in Section 5.

The WSADD is downloadable at the website of: https://doi:10.5281/zenodo.3843229.

II. RELATED WORK

A. AIRCRAFT DETECTION FROM RSIs

The process of aircraft detection from RSIs involves processing and analyzing images to estimate whether they contain aircraft targets and then to calibrate the positions of the detected aircraft. Similar to general object detection methods, aircraft target detection from RSIs can be divided into the following three steps: candidate region selection, candidate region feature extraction, and aircraft target recognition.

For candidate region selection, sliding window methods [14], [15] based on saliency [16] are commonly used. The typical approaches for candidate region feature extraction are based on general low-level features [17], [18], middle-level features [19], [20], and the specific design features of the aircraft targets [21], [22]. The methods for aircraft target recognition mainly employ template matching [23], [24] and model-based learning [25]–[27]. These methods have achieved some good results, but also have limitations of ow precision and long runtime [28]. There is a strong correlation among these three steps, as the results of each step will directly affect the next step. Furthermore, the serial connection between each step needs to be carried out manually, which complicates the whole detection process.

Deep neural networks have made rapid progress in the application of object detection in computer vision. Among them, the R-CNN [29] is considered as a milestone work. Based on the R-CNN framework, SPP-Net [8], Fast R-CNN [9], Faster R-CNN [10], YOLO [11], and SSD [12] were developed successively, continuously improving the efficiency of object detection.

As a result, the application of deep neural networks has led to breakthroughs in aircraft detection from RSIs [1]. The work [30] proposes a DBNs based pixel-wise learning method for aircraft detection from RSIs. In [31], an aircraft landmark points matching mechanism is integrated into a vanilla network for object detection in satellite images. Zuo et al. [32] perform a combination of aircraft detection and semantic segmentation using a CNN method. A conditional generative adversarial networks (GANs) based
unsupervised representation learning is proposed for aircraft detection in [33]. Based on multi-class activation mapping, the work [34] constructs two subnetworks, i.e., the target network and the object network for aircraft detection from very high resolution (VHR) images.

Although promising results have been reported in the aforementioned methods, there is still a challenge problem for the aircraft detection in RSIs: It requires a high number of data with object location annotation information, such as the bounding-box annotation shown in Figure 1 (a). The obstacle of high labor cost for the annotation of the object location in the image is encountered. Because of the large sizes of RSIs and the small sizes of aircraft targets, it is difficult to observe the relevant target object with the human eye. Moreover, there is the problem of human subjectivity in labeling, which can easily affect the results of image annotation. Thus, the problem of artificial object annotation is particularly prominent for detecting an aircraft in a remote sensing image.

Different annotations for aircraft detection in a remote sensing image are [35]–[40], [46], [47], as shown in Figure 1 (b). The first attempt to utilize WSL for object detection from RSIs was proposed in [40]. Although this work solves the problem of aircraft detection in a RSI under the image-level annotation, the representation of the aircraft feature still utilizes the bag of visual words (BoVW) [41] method. In [35], Zhang et al. propose to heuristically mine the positive samples and to evaluate the learned detector based on the negative data. A similar idea is used in [36], Han et al. perform geospatial object detection by combining saliency, intra-class compactness, and inter-class separability using a deep Boltzmann machine. A negative bootstrapping idea is used in [37]. This work iteratively learns the detector by selecting the most informative negative samples. In [38], a novel weakly supervised, multi-instance learning algorithm is designed to learn instance-wise vehicle detectors from the region-level group annotation. Zhang et al. [39] build a coupled CNN for simultaneously generating the object proposals and locating the aircraft target from large-scale VHR images.

The latest works on WSL based object detection from RSIs are [46], [47]. In [46], Yao et al. propose a dynamic curriculum learning strategy to perform weakly supervised object detection from high-resolution RSIs. This work can progressively learn the object detectors by feeding training images with increasing difficulty that matches current detection ability. The work [47] designs a dual-contextual instance refinement strategy to divert the focus of detection network from local distinct part to the object and further to other potential instances by leveraging both local and global context information. With this, it can significantly boost object detection accuracy compared with the state of the arts.

Different from the above methods, we propose a simple yet efficient weakly supervised detection strategy for aircraft detection from RSI. We utilize Alex-Net [5] as backbone network, but replace last two fully connected layers with Global Average Pooling (GAP) [42] and two convolutional layers. Based on the class activation maps, we generate heat maps via reverse weighting for locating the target object.

### III. AIRCRAFT DETECTION BASED ON WEAKLY SUPERVISED LEARNING

The framework for aircraft detection using our AlexNet-WSL is shown in Figure 2. It has two stages, namely the training and the testing step.

In the training stage, the labels of the training dataset indicate only whether the image contains an aircraft or not. No annotation information about its position, shape, or size are required. The training dataset is divided into the “positive sample set” with images containing aircraft and a “negative sample set” with those that do not. The AlexNet-WSL is used for a binary classification task, i.e., determining whether a remote sensing image contains aircraft or not.

When the training of AlexNet-WSL is complete, a test image is input into the trained AlexNet-WSL network model for forward propagation. Then, the weight corresponding to the image classification result of “with aircraft” in the fully-connected layer 9 is extracted, weighted, and averaged with the characteristic map output by convolutional layer 7 and then overlapped into a Heat Map. The highlighted area is the basis for the AlexNet-WSL network model to distinguish the test image using the “with aircraft” category. The biggest difference between the “with aircraft” images and the “without aircraft” images is where the former contain an aircraft target, so these areas correspond to the position of the aircraft target in the test image. Then, adaptive threshold based segmentation is used to obtain a binary graph. Finally, according to the minimum circumscribed rectangle corresponding to each connected region in the binary graph, the detection of the aircraft in the test image is completed. Next, we will describe the AlexNet-WSL network model, the pipeline of Heat Map generation, and how to locate aircraft in detail.

![Bounding-box Annotation](image1.png) ![Image-level Annotation](image2.png)

**FIGURE 1.** Different annotations for aircraft detection in a remote sensing image.

**B. WEAKLY SUPERVISED LEARNING**

Weakly supervised learning (WSL) only requires image-level annotations that indicate whether or not an image contains the target objects [35]–[40], [46], [47], as shown in Figure 1 (b). The first attempt to utilize WSL for object detection from RSIs was proposed in [40]. Although this work solves the problem of aircraft detection in a RSI under the image-level annotation, the representation of the aircraft feature still utilizes the bag of visual words (BoVW) [41] method. In [35], Zhang et al. propose to heuristically mine the positive samples and to evaluate the learned detector based on the negative data. A similar idea is used in [36], Han et al. perform geospatial object detection by combining saliency, intra-class compactness, and inter-class separability using a deep Boltzmann machine. A negative bootstrapping idea is used in [37]. This work iteratively learns the detector by selecting the most informative negative samples. In [38], a novel weakly supervised, multi-instance learning algorithm is designed to learn instance-wise vehicle detectors from the region-level group annotation. Zhang et al. [39] build a coupled CNN for simultaneously generating the object proposals and locating the aircraft target from large-scale VHR images.

The latest works on WSL based object detection from RSIs are [46], [47]. In [46], Yao et al. propose a dynamic curriculum learning strategy to perform weakly supervised object detection from high-resolution RSIs. This work can progressively learn the object detectors by feeding training images with increasing difficulty that matches current detection ability. The work [47] designs a dual-contextual instance refinement strategy to divert the focus of detection network from local distinct part to the object and further to other potential instances by leveraging both local and global context information. With this, it can significantly boost object detection accuracy compared with the state of the arts.

Different from the above methods, we propose a simple yet efficient weakly supervised detection strategy for aircraft detection from RSI. We utilize Alex-Net [5] as backbone network, but replace last two fully connected layers with Global Average Pooling (GAP) [42] and two convolutional layers. Based on the class activation maps, we generate heat maps via reverse weighting for locating the target object.

The framework for aircraft detection using our AlexNet-WSL is shown in Figure 2. It has two stages, namely the training and the testing step.

In the training stage, the labels of the training dataset indicate only whether the image contains an aircraft or not. No annotation information about its position, shape, or size are required. The training dataset is divided into the “positive sample set” with images containing aircraft and a “negative sample set” with those that do not. The AlexNet-WSL is used for a binary classification task, i.e., determining whether a remote sensing image contains aircraft or not.

When the training of AlexNet-WSL is complete, a test image is input into the trained AlexNet-WSL network model for forward propagation. Then, the weight corresponding to the image classification result of “with aircraft” in the fully-connected layer 9 is extracted, weighted, and averaged with the characteristic map output by convolutional layer 7 and then overlapped into a Heat Map. The highlighted area is the basis for the AlexNet-WSL network model to distinguish the test image using the “with aircraft” category. The biggest difference between the “with aircraft” images and the “without aircraft” images is where the former contain an aircraft target, so these areas correspond to the position of the aircraft target in the test image. Then, adaptive threshold based segmentation is used to obtain a binary graph. Finally, according to the minimum circumscribed rectangle corresponding to each connected region in the binary graph, the detection of the aircraft in the test image is completed. Next, we will describe the AlexNet-WSL network model, the pipeline of Heat Map generation, and how to locate aircraft in detail.
FIGURE 2. Framework for aircraft detection using AlexNet-WSL.

A. AlexNet-WSL NETWORK MODEL
We utilize Alex-Net [5] as our backbone network. It consists of 12 layers, including 7 convolutional layers, 3 pooling layers (pooling layer 1, 2, and 5), 1 GAP layer (layer 8), and 1 fully-connected layer (layer 9). Table 1 illustrates the structural parameters of the AlexNet-WSL network model.

Every convolutional unit in the CNN is essentially a detector that can locate the target in the image [10]. For example, if a target in the image is located in the upper left corner of the image, the upper left corner of the feature image after the convolutional layer will produce a greater response. If the target appears in the lower right corner, the region in the lower right corner of the feature map will have a larger response.

The fully-connected layer “flattens” the output feature map of the convolutional layer into a one-dimensional characteristic vector, which loses the spatial position information of the image. Most of the parameters in the CNN are occupied by the fully-connected layer. Therefore, we replace the first two fully-connected layers by two convolutional layers and a GAP layer. The last fully-connected layer is used for classification.

This way, the image spatial position information is propagated to the last layer of the network, which provides the basis for the subsequent generation of a heat map.

Another benefit is that the number of parameters in the network model is decreased, which reduces the chance of model overfitting.

After the last convolutional layer in the CNN, a pooling layer is added and an average pooling operation is applied. The size of the pooling window is set as the size of the output feature map of the convolutional layer. For example, in the AlexNet-WSL network model, the last convolutional layer is layer 7, whose output is $43 \times 43 \times 512$, that is, 512 feature maps of size $43 \times 43$. We use GAP to calculate the average value of all pixels on each feature map as output. This way, 512 feature maps are mapped to 512 average values, which will form a one-dimensional feature vector as the output of the GAP layer.

| Layer | Input | Kernel Size | Stride | Pad | Output |
|-------|-------|-------------|--------|-----|--------|
| Conv-1 | $227 \times 227 \times 3$ | $11 \times 1 \times 1$ | 4 | 0 | $55 \times 55 \times 96$ |
| Pool-1 | $55 \times 55 \times 96$ | $3 \times 3$ | 2 | 0 | $27 \times 27 \times 96$ |
| Conv-2 | $27 \times 27 \times 96$ | $5 \times 5$ | 1 | 2 | $13 \times 13 \times 256$ |
| Pool-2 | $27 \times 27 \times 256$ | $3 \times 3$ | 2 | 0 | $13 \times 13 \times 256$ |
| Conv-3 | $13 \times 13 \times 256$ | $3 \times 3$ | 1 | 1 | $13 \times 13 \times 384$ |
| Conv-4 | $13 \times 13 \times 384$ | $3 \times 3$ | 1 | 1 | $13 \times 13 \times 384$ |
| Conv-5 | $13 \times 13 \times 384$ | $3 \times 3$ | 1 | 1 | $13 \times 13 \times 384$ |
| Pool-5 | $13 \times 13 \times 384$ | $3 \times 3$ | 1 | 0 | $11 \times 11 \times 384$ |
| Conv-6 | $11 \times 11 \times 384$ | $3 \times 3$ | 1 | 1 | $11 \times 11 \times 512$ |
| Conv-7 | $11 \times 11 \times 512$ | $3 \times 3$ | 1 | 1 | $11 \times 11 \times 512$ |
| GAP-8 | $11 \times 11 \times 512$ | $1 \times 1$ | 11 | 0 | $1 \times 1 \times 512$ |
| FC-9 | $1 \times 1 \times 512$ | $1 \times 1$ | 1 | 0 | $1 \times 1 \times 2$ |
to image discrimination with the result that “there is an aircraft”, then the corresponding heat map of this value will reflect this contribution. The weight corresponding to “with aircraft” is extracted directly from the output characteristic map of the 7th convolutional layer and the classification result of the 9th fully-connected layer. A heat map is obtained via reverse weighting using Formula (1).

\[
H_c = \sum_{i=1}^{n} W_i^c F_i^c
\]  

**C. OBJECT LOCATION**

To calibrate the aircraft position information in the remote sensing test images, we transform the heat map into a binary image. Then, the maximum inter-class variance is adaptively used to find the threshold values of the foreground and background. By traversing different thresholds, our method calculates the difference between the background and foreground based on gray values. The larger the inter-class difference is, the larger is also the variance between the foreground and background. The threshold is thus the value at which the inter-class difference reaches its maximum.

For a remote sensing image with a size of \(M \times N\), the foreground and background are segmented according to the gray-scale threshold, in which pixels larger than the threshold are marked as the foreground and the rest is the background.

Let the number of pixels in the foreground be \(N_f\), the average gray value be \(G_f\), the number of pixels of the background be \(N_b\), and the average gray value be \(G_b\). The average gray value of the whole image is \(G\), and the class variance between the background and foreground is \(\sigma\). Then

\[
N_f + N_b = M \times N
\]

\[
G = \frac{N_f}{M \times N} G_f + \frac{N_b}{M \times N} G_b
\]

\[
\sigma = \frac{N_f}{M \times N} (G - G_f)^2 + \frac{N_b}{M \times N} (G - G_b)^2
\]

Substitute (3) into (4) to get the equivalent formula:

\[
\sigma = \frac{N_f}{M \times N} \frac{N_b}{M \times N} (G_f - G_b)^2
\]

If \(\sigma (T)\) is the variance between the background and foreground, then:

\[
T_{opt} = \arg \max_{T \in \{0, 1, \ldots, 255\}} (\sigma (T))
\]

where \(T_{opt}\) is the threshold value of the method of maximum variance of inter-class. Then, the foreground and background are segmented and binarized using the obtained threshold \(T_{opt}\). Figure 4 shows that binarization can effectively suppress the response to the background area (the area surrounded by the red circles in the figure). After binarization, the minimum circumscribed rectangles of each connected region in the binary image are calculated. The coordinates of these rectangles are then mapped to the original image to detect aircraft targets.
IV. EXPERIMENTAL STUDY

The environment for all experiments in this section is a Microsoft Window 10 operating system on an Intel Core i7-7700 processor with 16 GB memory and an Nvidia GTX Titan X graphics card. We use the Caffe library [43] and MATLAB interfaces. We now first describe the data set and the criteria for experiment evaluation used. Next, the implementation details and the parameter analysis are provided. Then, we present the quantization and visualization evaluations.

A. DESCRIPTION OF THE DATA SET AND EXPERIMENTAL SETUP

1) WSADD

In order to evaluate the aircraft target detection algorithm based on weak supervised learning, we construct the WSADD data set and make it available in the online repository. The images in this dataset include airports and nearby areas of different countries (mainly from China, the United States, the United Kingdom, France, Japan, and Singapore) taken from the Google Earth satellite. The dataset comprises 700 RSIs in total, of which 400 images contain an aircraft target (the “positive sample set”) and the other 300 do not (the “negative sample set”). In the process of dataset construction, the spatial resolution of the images was controlled between 0.3 m and 2 m, and the size was fixed to 768 × 768 pixels. We sought to collect images from different sensors during different daytimes, different seasons, and different light intensities to ensure that the dataset has a high diversity. Some image samples from the dataset are shown in Figure 5.

As demonstrated in Figure 5, the image scene in the positive sample set of WSADD is very complex. The proportion of aircraft targets inside the whole images is small. The images also contain a large number of background targets, such as oil tanks, hangars, and boarding buildings. The negative sample set mainly includes runway and apron images without aircraft.

2) DATA AUGMENTATION

A data augmentation strategy is adopted to generate new images from the original input images to expand the volume of the dataset and to reduce the chance of overfitting. As shown in Table 1, the input size of the convolutional layer 1 in the AlexNet-WSL network is 736×736. Therefore, the original images of 768×768 pixels can be randomly cropped with a window of 736×736 as well as inverted. Through this process, the data volume can be expanded by factor \((768 - 736)^2 \times 2 = 2048\). During the network test stage, we crop the four corners and the middle of the test image and flip them. This way, ten images are fed into the network and the corresponding results are averaged as output.

3) CRITERIA FOR EXPERIMENT EVALUATION

Beside running time, following [39], we use three criteria for evaluating the aircraft detection performance: false positive rate (FPR), missing ratio (MR), accuracy (AC). Their calculation formulas are as follows:

\[
FPR = \frac{\text{Number of falsely detected aircraft}^*}{\text{Number of detected aircraft}} \times 100\% \quad (7)
\]

\[
MR = \frac{\text{Number of undetected aircraft}^*}{\text{Number of aircraft}} \times 100\% \quad (8)
\]

\[
AC = \frac{\text{Number of detected aircraft}^*}{\text{Number of aircraft}} \times 100\% \quad (9)
\]

When detected aircraft has a fractional intersection overlap with a test aircraft greater than 0.5, we take it as a true detected aircraft. On the other side, we take it as a missed aircraft.
B. PARAMETER SETTING AND KEY PARAMETER ANALYSIS

1) PARAMETER SETTING

We initialize the AlexNet-WSL by perturbing it on the ImageNet [44]. During the fine-tuning training, following [5], we set the initial learning rate of each layer to 0.001 and reduce it to the previous 10% after 5'000 iterations. For the momentum and weight decay, we set to 0.9 and 0.005, respectively. The batch size of each iteration is set to 40, and the total number of iterations depends on the convergence of the net. During testing, we utilize our proposed Heat Map based object location for calibrate the aircraft position information in the test remote sensing image.

2) KEY PARAMETER ANALYSIS

In order to further study the inner characteristics of deep neural networks for processing the RSIs, like our other work [1], we now analyze the key parameter of the learning rate by investigating the different layers of the AlexNet-WSL using different learning rates.

After the initialization of the AlexNet-WSL, we study the impact of the parameter transfer using different initial learning rate settings for the layers in the AlexNet-WSL network. For the 7 convolutional layers and 1 fully-connected layer in the AlexNet-WSL, we orderly increase a “0” learning rate. By this, we can totally get 8 different settings. As shown in Table 2, each setting can be regarded as a model. In Table 2, M indicates “Model”, the learning rate “0” indicates that the layer parameters are transferred from the pre-training stage without fine-tuning on WSADD, and “1” indicates the initial learning rate is 0.001.

TABLE 2. Different learning rate settings the and corresponding model.

|    | C-1 | C-2 | C-3 | C-4 | C-5 | C-6 | C-7 | FC-9 |
|----|-----|-----|-----|-----|-----|-----|-----|------|
| M-1| 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1    |
| M-2| 0   | 1   | 1   | 1   | 1   | 1   | 1   | 1    |
| M-3| 0   | 0   | 1   | 1   | 1   | 1   | 1   | 1    |
| M-4| 0   | 0   | 0   | 1   | 1   | 1   | 1   | 1    |
| M-5| 0   | 0   | 0   | 0   | 1   | 1   | 1   | 1    |
| M-6| 0   | 0   | 0   | 0   | 0   | 1   | 1   | 1    |
| M-7| 0   | 0   | 0   | 0   | 0   | 0   | 1   | 1    |
| M-7| 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1    |

We illustrate the detected results in terms of the AC for different models in Figure 6. As can be seen from Figure 2, when using only low-level parameters of the pre-trained AlexNet-WSL without fine-tune in target domain, the models can achieve an AC equivalent to Model-1. It shows that low-level features of CNN have similar semantics. When high-level parameters is not performed fine-tuning, the experimental results will be affected. We can find such phenomenon for Model-4 to Model-8. Based on the observations, we argue that the low-level parameters of the pre-trained CNNs can be directly used for the target task, and it is necessary for high-level parameter fine-tuning.

C. EVALUATION OF THE AIRCRAFT DETECTION

In order to evaluate the effectiveness of the proposed algorithm, we compare it with Faster R-CNN [23] and YOLOv3 [24], which have achieved excellent results in natural scene object detection. To train the AlexNet-WSL network model, first, 300 images are randomly selected from the positive sample set of the WSADD dataset and labeled as “with aircraft”. The remaining 100 images are used as test data. Then, all 300 images in the negative sample set are selected and labeled as “without aircraft.” The 6th fully-connected layer and 7th layer in the original Alexnet network model were removed in the design of the AlexNet-WSL network model, which reduces the number of parameters of the network model. However, using training data with only 600 images still makes it difficult to effectively train the AlexNet-WSL network model and overfitting might still occur.

Therefore, a strategy of transfer learning is adopted, as discussed in the previous section. The selected 600 images are only used to fine-tune and train the AlexNet-WSL network model. For Faster R-CNN and YOLOv3, pretraining is also carried out on the ImageNet dataset. Fine-tuning training uses the same dataset also used for fine-tuning the AlexNet-WSL, but the bounding box annotation information of the aircraft position is given for the 300 positive samples. Next, the remaining 100 images with aircraft, including 358 aircraft targets in total, are used for testing. The experimental results are listed in Table 3.

In this study, several commonly used performance indicators for the detection of aircraft targets are compared, including the detection rate, missed alarm rate, and false alarm rate. The higher the detection rate of the aircraft target, the better is the performance of the algorithm. In practice, the targets detected by the algorithm may not all be aircraft targets, but also include some interference targets that are mistaken as aircraft targets. The false alarm rate measures this phenomenon. The lower the false alarm rate, the better the ability of the algorithm to distinguish aircraft from the jamming targets.
Table 3 shows that the detection rate of the aircraft target in the images based on the weakly supervised learning proposed in this article is 97.77%. This is remarkable, as the algorithm does not use any target location annotation information, but performs equivalent to the Faster R-CNN and YOLOv3 methods, which require target location annotation information. Moreover, the false alarm rate of our method is low and it only needs to train a CNN for classification. After adopting the migration learning strategy, we only needed to train on the WSADD dataset for 10 minutes, after which the network model had converged. For Faster R-CNN and YOLOv3, although transfer learning is also used, the network model converged only after training for 3 hours and 10 hours, respectively.

Figure 7 shows some resulting images. The false alarms by Faster R-CNN are mainly due to the recognition of other backgrounds (such as the boarding building) as aircraft, while the false alarms by YOLOv3 appear at the edges of the images. These problems, however, do not affect our method.

From the detected results of the third test image in Figure 7, we notice that our method also performs well for the dense aircraft detection. For this effect, we argue that there are four main reasons: (1) AlexNet is a very successful deep network architecture. (2) We have introduced a transfer learning strategy in the experiment. The network model used is first pre-trained on the large-scale data set ImageNet and is further fine-tuned on the domain data set. (3) The feature maps extracted by a CNN classifier are localizable representation of the image. (4) The weakly supervised learning mechanism based on the heat map proposed in this work is feasible.

Our method also has some limitations. For example, the discovered bounding boxes of the aircraft may be slightly too large or slightly too small in some cases. Since the training data used for our method are not labeled with the target position, our method cannot use this information to modify the target position information output.

V. CONCLUSION

At present, object detection methods based on CNNs require a large amount of data with target location annotation information to be trained. However, in the field of remote sensing, the labor cost of image annotation is high. Therefore, we introduced the idea of weakly supervised learning and combined it with a CNN to develop an aircraft target detection algorithm for RSIs. In the experiments given in Section 4, the proposed AlexNet-WSL algorithm achieves similar detection results as the Faster R-CNN and YOLOv3. These two methods require target location annotation information for their training. The FAR of the proposed method is slightly lower than that of Faster R-CNN and YOLOv3, so the effectiveness of AlexNet-WSL is verified. Furthermore, training AlexNet-WSL is about 18 times faster than Faster R-CNN and about 60 times faster than YOLOv3.

Our AlexNet-WSL does not use boundary regression to modify and optimize the position information of the detected aircraft and thus does not need target position annotation information in the training data. Therefore, the coverage of the target position output is naturally a bit lower than what could potentially be achieved in a fully-supervised learning scenario. This drawback is very small compared to the gained ability to train without needing target position annotations and the much higher training speed.
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