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Abstract—Shelves are commonly used to store objects in homes, stores, and warehouses. We formulate the problem of Optimal Shelf Arrangement (OSA), where the goal is to optimize the arrangement of objects on a shelf for access time given an access frequency and movement cost for each object. We propose OSA-MIP, a mixed-integer program (MIP), that finds an optimal solution for OSA under certain conditions, and provide bounds on its suboptimal solutions in general cost settings. We analytically characterize a necessary and sufficient shelf density condition for which there exists an arrangement such that any object can be retrieved without removing objects from the shelf. Experimental data from 1,575 simulated shelf trials and 54 trials with a physical Fetch robot equipped with a pushing blade and suction grasping tool suggest that arranging the objects optimally reduces the expected retrieval cost by 60–80\% in fully-observed configurations and reduces the expected search cost by 50–70\% while increasing the search success rate by up to 2x in partially-observed configurations. Supplementary material is available at https://sites.google.com/berkeley.edu/osa.

I. INTRODUCTION

The ability for robots to retrieve target objects quickly from cluttered shelf environments has wide application in automation. When shelves contain heterogeneous objects, the arrangement of objects plays a significant role in retrieval time. For example, if frequent targets are in the front instead of the back, the robot can spend less time moving other objects out of the way to retrieve the target.

Prior work on robot manipulation of objects in shelf-like environments has explored task and motion planning for object rearrangement [1], [2], [3] and the placement of relocated objects during the rearrangement process [4]. This paper considers what makes a good arrangement—specifically, how to arrange objects on a shelf to reduce robot retrieval time. Shelves often contain objects with varying retrieval frequencies and movement costs. For example, in a refrigerator, objects required frequently such as milk should be near the front for easy retrieval. Olive jars and difficult-to-move objects should be near the back to avoid unnecessarily blocking the retrieval of other objects. In this work, we model the retrieval probability and movement cost of each object and formulate the problem of Optimal Shelf Arrangement (OSA): find an arrangement of objects on a shelf that minimizes the expected cost of retrieval.

We consider a robot with a combined pushing blade and suction grasping end-effector, or bluaction tool [5], that can both push the objects left or right and perform pick-and-place. We assign costs both to each object and to the action type (i.e., the cost is action- and object-specific but path-independent) as in Han et al. [6], where the interpretation of the cost can be the time and effort it takes to relocate each object. The problem is challenging as it requires solving a nested optimization problem: for any arrangement, finding and computing the cost of an optimal action sequence that clears a path to retrieve each target object involves a state-space search itself (see Section III and VII). We bypass this nested optimization and propose OSA-MIP, a mixed-integer program (MIP) that finds a near-optimal solution to the OSA problem. It discretizes the shelf and optimizes the assignment of object locations by minimizing an upper bound on the expected retrieval cost. We characterize situations where the MIP finds an exact optimal solution, and provide bounds on its suboptimality in general cases. We also give a necessary and sufficient shelf-density condition for which there exists an arrangement such that any object can be retrieved without removing objects from the shelf. We also perform simulation experiments exploring how OSA-MIP can change the expected retrieval cost when compared to baselines of Random and Priority-Greedy arrangements.

While the goal of OSA is to optimize object retrieval when the configurations of all objects are known, we conjecture
that an optimally-arranged shelf can also speed up object search when their positions are unknown—known as the mechanical search problem [7]. We evaluate OSA-MIP arrangements by comparing the performance of a lateral-access mechanical search policy, SLAX-RAY [5], in both simulated and physical experiments.

This paper makes the following contributions:

1) A formulation of the Optimal Shelf Arrangement (OSA) problem. Given an access frequency and object and action cost, find an arrangement of the objects on the shelf that minimizes expected retrieval cost.
2) A mixed-integer program (MIP) finding an optimal solution to the OSA problem under certain conditions and a suboptimality gap analysis for general cost settings.
3) Simulated experiments with 225 object sets comparing 3 arrangement policies demonstrating a 60 – 80 % reduction in expected one-time retrieval cost and cumulative retrieval cost (full observability case).
4) Simulated and physical experiments comparing 3 arrangement policies suggesting a 2x increase in search success on dense shelves and up to 70 % reduction in the expected search cost (partial observability case).

II. RELATED WORK

A. Storage Assignment Policies

Warehouse layout design and storage assignment policies in automated storage and retrieval systems (AS/RS) are well-studied [8]. Önüt et al. [9] study the optimal warehouse layout design to minimize the total travel distances of the storage rack weighted by the unit handling cost of each item type and the items’ yearly throughput. Hausman et al. [10] compare random, turnover-based, and class-based turnover policies for storage assignment. In particular, turnover-based assignment minimizes the expected one-way travel time [10], [11] and has been extended to multiple command modes and performance measures [12]. Unlike AS/RS systems in which any pallet can be transported by a crane along a rectangular route, objects in a lateral shelf environment can only be accessed when all the obstacles in front of them are cleared. Thus, computing the total expected retrieval cost requires a rearrangement plan to be computed for each target object.

B. Moving-Block Problems

Motion planning in grid-based storage systems is challenging. One class of widely-studied problems is single-robot motion planning with movable obstacles, represented by the moving-block problems, including the games Sokuban, Pukoban, and Atomix, where a movable block called “the man” tries to move k other movable blocks placed on a grid-square maze into specified target locations through push and/or pull actions. Pereira et al. [13] showed many moving-block problems are NP-hard or PSPACE-complete. Another class is remote motion planning to move a robot from its initial position to a goal position without colliding with obstacles, including the PSPACE-complete game Rush Hour [14] and NP-Hard graph motion planning with one robot (GMP1R) problem [15]. Other related problems include the single-item retrieval planning problem with multiple escorts (SRPME), which seeks to find a multi-robot/item motion plan that brings the requested item to one of the output locations with the minimum total number of item-moves [16], and puzzle-based storage systems [17], [18], [19], [20], where finding the fewest-move solution for a given order is NP-hard [21]. Unlike grid-based storage systems, where all items are routed through conveyors so they can move as long as there is space next to them, in the shelf environment, an item can only be moved when it is accessible by the robot.

C. Memory Allocation

Finding an optimal arrangement of objects on a shelf for easy retrieval has a similar goal to data and memory allocation for chip multiprocessors, and more specifically, the problem of task scheduling of applications on multiple processors to minimize energy consumption or execution time [22]. Integer programming is a commonly used technique [23], [24], [25], [26]. The OSA-MIP proposed in this work shares similarity with those integer program formulations such as Ozturk et al. [26] where the data access frequencies are considered for memory partitioning when minimizing the overall energy consumption, but the constraints of OSA-MIP focus on clearing obstacles for retrieval instead of partitioning memory components.

D. Object Rearrangement and Optimal Arrangement

There is a rich literature on manipulation planning among movable obstacles (MAMO) [27]. MAMO is a generalization of the navigation among movable obstacles (NAMO) problem, which is NP-hard [28]. Prior work [1], [29] study the task and motion planning of rearranging multiple objects from one configuration into another using pick-and-place actions on a tabletop. Shome et al. [30], [31] study the multi-arm extension of the problem and formulate mixed integer programs (MIPs) using a graph representation. Cheong et al. [4] focus on the subproblem of where to place relocated objects for object rearrangement. Wang et al. [3] develop a dynamic programming algorithm for uniform cylindrical-shaped objects that minimizes the number of object transfers to rearrange the objects into a goal configuration while avoiding object-object collision. Researchers [32], [33], [34] have also studied the problem of placing objects onto a cluttered surface where existing objects need to first be rearranged to leave space.

Nam et al. [2] develop a task planner to relocate obstacles using lateral pick-and-place actions until a target object becomes reachable in a shelf environment. However, they assume all objects are cylinders graspable from any angle relative to the normal of the shelf back plane. In contrast, we assume the objects can only be accessed along the normal of the shelf back plane, and focus on finding an arrangement optimized for object retrieval instead of the rearrangement motion planning problem with a given target arrangement.
E. Mechanical Search on Shelves

Mechanical search [35] is the problem of locating and extracting an occluded target object when the arrangement of the objects is partially observable. Gupta et al. [36] interactively explore a cluttered environment until the state of every voxel is known. Dogar et al. [37] propose greedy and $A^*$ search algorithms for object search in a cluttered shelf. Lin et al. [38] extend the problem setting to restrict removal of objects from the shelf and additionally consider pushing actions for large ungraspable objects. Recently, Huang et al. [7], [5] proposed a SLAX-RAY search policy that maximizes the reduction in support area of a target object occupancy distribution using a “blunting tool” that combines a pushing blade and a suction cup gripper. In this work, we demonstrate that an optimal shelf arrangement can both increase the search success rate and reduce cost for SLAX-RAY in partially observable simulated and physical mechanical search settings.

III. OSA Problem Statement

We consider the Optimal Shelf Arrangement (OSA) problem on a rectangular shelf discretized into a $m_x \times m_y$ grid with the coordinate frame shown in Figure 2. Given $n$ objects of similar size, a distribution of object retrieval frequencies, and the cost of moving each object, the goal is to find an arrangement that minimizes the expected cost of retrieval. Each object $l$ occupies one cell $(i, j)$, where $i \in \{1, \ldots, m_x\}, j \in \{1, \ldots, m_y\}$. We call an object accessible if there are no obstacles in front of it.

As in mechanical search [5], we consider two types of actions: pushing with a planar “blade” ($A_p$) and suction pick-and-place ($A_s$). At each timestep $t$, the robot performs an action $a_t \in \mathcal{A}$ and incurs a cost $c : \mathcal{A} \rightarrow \mathbb{R}_{\geq 0}$, where $\mathcal{A} = A_p \cup A_s$.

1) Pushing actions. Pushing actions in $A_p$, parameterized as $a_t = (i, j, d)$, where $d \in \{-1, 1\}$, pushes an object located at $(i, j)$ along the $x$-axis of the shelf frame to $(i + d, j)$. This action is only possible when the object is accessible and pushed to an empty space. We assume there is enough space between objects in neighboring cells to insert the blade and execute the pushing action.

2) Suction actions. Suction actions in $A_s$, parameterized as $a_t = (i, j, i', j')$, start with the robot forming a seal between the suction cup and object, followed by 3 linear motions: (1) lifting, (2) translating the object along the $x$- and $y$-axes to column $i'$, row $j'$, and (3) placing the object at its final position $(i', j')$. This action is only possible if the object to be suctioned is accessible, the target position is empty, and there are no objects in front of the target position.

3) Removal actions. When there are no available placement positions on the shelf, a suction action $a_t = (i, j, -1, -1) \in A_s$ may place the object outside the shelf. The robot incurs a penalty for removing an object from the shelf, as it results in more planning and execution time to move the robot base to access buffer spaces outside the shelf [4].

OSA requires the following parameters:
- $p_l$: a probability distribution for requesting object $l$;
- $c_{lp}$: the cost of moving object $l$ with a pushing action;
- $c_{ls}$: the cost of moving object $l$ with a suction action;
- $c_r$: the penalty for removing an object from the shelf.

Let $\Delta c_l = c_{ls} - c_{lp}$, and $\Delta c_l \geq 0 \forall l$. We assume $\Delta c_l \geq 0$ because suction actions are more prone to failures such as suction seal loss than pushing actions and because prior work [5] empirically found that suction pick-and-place actions take approximately 1.3 times longer than pushing actions. Thus, we set $c_{ls} = 1.3c_{lp}$ in our simulated and physical experiments, but the OSA problem and the proposed OSA-MIP (Section V) allow general $c_{lp}$ and $c_{ls}$ values.

Given an arrangement $S : [1..n] \rightarrow [1..m_x] \times [1..m_y]$, we let $A_S^I = \{a_S^I(l) : l \in [1..m] \} \}$ denote an optimal sequence of actions to retrieve target object $l$ such that all obstacles in front of $l$ have been cleared and the total cost of the action sequence $\text{cost}(S^I) = \sum_{l=1}^m c(a_S^I(l))$ is minimized. The final retrieval action is not included in $A_S^I$ since its cost is the same for all configurations. The cost of an arrangement $S$ is the expected cost of retrieval among all objects: $C(S) = \mathbb{E}_{l \sim p_l}[\text{cost}(S^I)]$. The goal is to find an arrangement $S^* = \arg \min_S C(S)$ that minimizes the expected cost of retrieval.

IV. Shelf Density Analysis

We define the density of a shelf as $\rho := \frac{n}{m_xm_y}$. A shelf is dense if $\rho > 1 - \frac{1}{m_x} + \frac{1}{m_y}$. In Theorem 1, we show that when the density exceeds this threshold, removal is unavoidable for retrieving objects at the back of the shelf. For a square shelf $(m_x = m_y)$, this threshold is at least $\min_{m_x > 0}(1 - \frac{1}{m} + \frac{1}{m}) = 0.75$. An arrangement $S$ is hollow if there exists an empty cell behind an occupied cell, and such empty cell is called a cavity. The consolidation process pushes all objects as far back as possible to remove all cavities from a hollow arrangement, and we denote the resulting configuration $S_{\text{consol}}$.

Theorem 1: There exists an arrangement that does not require removal of objects to retrieve any target if and only if the shelf is not dense.

Proof: First, we observe that for any retrieval target, a hollow arrangement will never reduce the number of removals required compared to its consolidated version. This is because if $k$ objects are in front of the target and need to be relocated, no removal is required if and only if the total number of empty cells in other columns is at least $k$; if some empty cells are cavities, then one may need to first consolidate the arrangement so that these empty cells are in the front of the shelf to be available to place relocated obstacles. Thus, for any $m_x \times m_y$ cell, to calculate the maximum number of objects that can fit onto the shelf without requiring removal for retrieving any objects, we only need to consider consolidated arrangements.

Suppose the back $m_y - k$ rows are full, and there are $r$ objects in the first $k$ rows. We only need to make sure the backmost object can be successfully retrieved without requiring any removal in each column. Consider any column and assume it has $m_y - k + u$ objects. In order to retrieve the backmost object, we need to relocate $m_y - k + u - 1$ objects.
into the other columns, which has space equals \( k(m_x - 1) - (r - u) \) cells. So no removal is required if and only if
\[
k(m_x - 1) - (r - u) \geq m_y - k + u - 1,
\]
which simplifies to \( k \geq \frac{m_u r + 1}{m_x} \). By plugging \( k \) into density
\[
\rho = \frac{(m_y - k)m_x + r}{m_y},
\]
we get \( \rho \leq \frac{(m_y - k)m_x + r}{m_y} = 1 - \frac{1}{m_x + m_y} \). Any denser shelf would not have an arrangement that avoids removal for all target objects.

\[\text{V. MIP FORMULATION}\]

We propose a mixed-integer program (MIP) to solve OSA and analyze its optimality in Section VI. By assumption, to retrieve a target object, all obstacles in front of it must be relocated. For each obstacle to be moved, all objects in front of it must be cleared by pushing or suction actions. As we assume \( c_{ls} \geq c_{lp} \) \( \forall l \), pushing actions are preferred over suction. Given these observations, we formulate the MIP as:

**Indices:**
- \( l \in \{1, \ldots, n\} \): object index;
- \( i \in \{1, \ldots, m_x\} \): x position of the grid;
- \( j \in \{1, \ldots, m_y\} \): y position of the grid.

**Exogenous parameters:**
- \( p_l, c_{lp}, c_{ls}, c_r \): retrieval frequency and moving costs for object \( l \).

**Decision variables:**
- \( x_{l ij} \in \{0, 1\} \): indicates if object \( l \) is at \((i, j)\);
- \( y_{l ij} \geq 0 \): cost of retrieving object \( l \) from \((i, j)\), without including removal penalties;
- \( a_{l ij} \in \{0, 1\} \): indicates if cell \((i, j)\) is occupied;
- \( e_{l ij} \in \{0, \ldots, m_y\} \): the number of objects in front of and including cell \((i, j)\);
- \( f_{l ij} \in \{0, 1\} \): indicates if all cells in front of and including \((i, j)\) are empty;
- \( d_{l i} \in \{0, \ldots, m_y\} \): the number of empty cells at the front of column \( i \);
- \( \delta_{l ij} \in \{0, 1\} \): indicates if either \((i - 1, j)\) or \((i + 1, j)\) are open (i.e., pushes are available);
- \( \delta^p_{l ij} \), \( \delta^s_{l ij} \in \{0, 1\} \): indicates if object \( l \) is at \((i, j)\) and can be pushed or can only be suctioned, respectively;
- \( \tilde{\delta}_{l ij} \in \{0, 1\} \): indicates if there is an object at \((i, j)\) that can be pushed behind another object;
- \( b_{l ij} \in \{0, \ldots, m_y - 1\} \): the number of objects that must be removed from the shelf to retrieve object \( l \) from \((i, j)\).

**Objective:**

\[
\text{Minimize } \sum_{l=1}^{n} \sum_{i=1}^{m_x} \sum_{j=1}^{m_y} p_l (y_{l ij} + c_r b_{l ij}) \quad (1)
\]

The objective (1) minimizes the retrieval cost \( y_{l ij} \) for each object \( l \) (which depends on \( c_{lp} \) and \( c_{ls} \)) plus any removal penalty incurred, weighted by object \( l \)'s retrieval frequency \( p_l \). We show in Section VI that this quantity is an upper bound on the true expected cost \( C(S) \).

**Constraints:**

\[
\sum_{i=1}^{m_x} \sum_{j=1}^{m_y} x_{l ij} = 1, \quad \forall l \quad (2)
\]

\[
\begin{align*}
\delta_{l ij} & = \max(e_{l ij} - x_{l ij} - \sum_{j=1}^{m_y} \delta^s_{l ij} - \sum_{i=1}^{m_x} \delta^p_{l ij}, 0) \quad \text{if } x_{l ij} = 1, \quad \forall l, i, j \\
\tilde{\delta}_{l ij} & = a_{l ij} \wedge \neg((a_{l i-1,j} \wedge a_{l i+1,j}) \wedge (a_{l i+1,j} \wedge a_{l i+1,j})) \quad \forall l, i, j, j
\end{align*}
\]

VI. ANALYSIS OF OSA-MIP

In this section, we analyze the optimality of OSA-MIP's solutions. Because the retrieval cost depends not only on the total number of actions but also on each object acted on, finding an optimal action sequence \( A^* \) to retrieve each object requires a state-space search in the general cost settings (see Section VII). Preemptive actions that first rearrange the available shelf space, instead of only relocating obstacles in front of the target, may end up being cheaper even if they require more action steps. However, finding an optimal arrangement \( S^* = \arg \min_{S} \mathbb{E}_{l \sim p_l} [\text{cost}(S)] \) where each inner cost computation requires solving a tree-search subproblem for every target object can be intractable.

OSA-MIP computes an upper bound for the optimal retrieval cost for each object and minimizes that upper bound. Formally, we call an action sequence \( A^S \) non-preemptive if it only involves relocating obstacles in front of the target object \( l \), and preemptive otherwise. Let \( \text{cost}(S^P) \) be the optimal cost of retrieving target object \( l \) and \( C(S) = \mathbb{E}_{l \sim p_l} [\text{cost}(S^P)] \) be the corresponding expected retrieval cost when only non-preemptive actions are allowed. Then, as OSA-MIP only considers non-preemptive actions for tractability, it optimizes for \( \bar{C}(S) \) instead of \( C(S) \), with \( \bar{C}(S) \geq C(S) \ \forall S \), and may obtain a suboptimal solution \( S_{MIP} \) when \( \bar{C}(S_{MIP}) < \bar{C}(S^*) \) but \( C(S_{MIP}) > C(S^*) \), where \( S^* \) is an optimal arrangement.
Fig. 2: (a) An example where OSA-MIP finds a suboptimal arrangement for retrieving object 6 if \( \Delta c_4 \leq c_7s \leq \Delta c_5 \) and \( (p_5 + p_6)\Delta c_4 > p_6c_7s \) and (b) an optimal arrangement resulting in a lower cost retrieval despite more actions. In (b), the optimal action sequence is to suction object 7 so that object 5 can then be pushed. As OSA-MIP does not consider preemptive actions, it instead leaves a cavity at (3,3) to push object 5.

Figure 2 illustrates an example where OSA-MIP may find a suboptimal solution. In particular, if object 7 has a small suction cost, it may be cheaper to retrieve object 6 in arrangement (2b) than (2a) even though it takes one more action, as illustrated by the arrows in Figure 2. However, as OSA-MIP does not consider preemptive actions (the green arrow) and will use a pushing action on object 4 and a suction action on object 5, it overestimates the retrieval costs for arrangement (2b). It can be shown that if \( p_6(\Delta c_5 - \Delta c_4) > p_5(\Delta c_4 > p_6(c_7s - \Delta c_4) \), OSA-MIP will suboptimally find (2a) even though (2b) is optimal.

Additionally, OSA-MIP may also produce suboptimal consolidated arrangements to avoid removal when in fact hollow arrangements are optimal, as shown in Figure 3. The arrangement in Figure 3b does not require removal, but to retrieve object 4 or 7, object 12 must be pushed backward to make space for relocating objects 1-3 or 5-6, respectively. As OSA-MIP does not consider this backward push, it will think arrangement (3b) requires removal and overestimate its cost, and it will put object 12 at (4,3) position to avoid removing objects, as shown in Figure 3a even though (3b) can be optimal as it enables pushing object 10. The Appendix contains a full cost analysis of Figures 2 and 3.

However, in cases where the cost saving for pushing compared to suctioning is the same for all objects and preemptive actions are not beneficial, OSA-MIP will be exact, as the following theorem states.

**Theorem 2:** If \( c_{ls} - c_{lp} \equiv \Delta c \leq \min_i c_{lp} \forall l \), then OSA-MIP finds an optimal solution.

**Proof:** When \( c_{ls} - c_{lp} \equiv \Delta c \forall l \) is a constant, cavity locations are irrelevant (e.g., Figures 2a and 2b are equivalent). If \( \Delta c \leq \min_i c_{lp} \), preemptive actions to rearrange the space are not beneficial because each preemptive action creates at most one space and 1 suction action is cheaper than 2 pushing actions. Therefore, OSA-MIP’s cost is exact and it will produce an optimal solution.

**Theorem 3:** Let \( S^* \) be an optimal arrangement and \( S_{MIP} \) be an arrangement found by OSA-MIP. Then

\[
C(S^*) \leq C(S_{MIP}) \leq \hat{C}(S_{MIP}) \leq \min \{ \hat{C}(S^*_{consol}), \hat{C}(S^*) \} \leq \min \{ k\hat{C}(S^*), \hat{C}(S^*) \},
\]

where \( k = \max_i \left( \frac{c_{ls}}{c_{lp}} \right) \).

**Proof:** We always have \( \hat{C}(S^*) \leq \hat{C}(S_{MIP}) \leq \hat{C}(S_{MIP}) \leq \min \{ \hat{C}(S^*_{consol}), \hat{C}(S^*) \}, \) where the last inequality follows from OSA-MIP optimizing \( \hat{C}(\cdot) \).

To show \( \hat{C}(S^*_{consol}) \leq k\hat{C}(S^*) \), let \( \hat{C}(S) \) be the expected retrieval cost for arrangement \( S \). If we increase \( c_{lp} \) to be \( c_{ls} \forall l \) and keep \( c_r \) the same. As argued in Theorem 2, when \( c_{lp} = c_{ls} \forall l \), preemptive actions have no benefit. Thus, \( \hat{C}(S^*_{consol}) \leq \hat{C}(S_{consol}) = \hat{C}(S^*) \leq k\hat{C}(S^*) \), where the equality is because when pushing and suction costs are equal, the cost of retrieving each object \( l \), \( \text{cost}(l) \), is simply the cost of relocating (or removing if necessary) all obstacles in front of \( l \), which is equal to \( \text{cost}(l^*_{consol}) \) for all \( S \).

**VII. OSA-MIP PLANNING EXPERIMENTS**

We conduct simulated experiments to evaluate the benefits of OSA-MIP arrangements, as compared to random arrangements or arrangements generated by a priority-greedy algorithm while varying shelf size \( (m_x, m_y) \), density \( \rho \), ratio of suction cost to pushing cost \( \psi \), and removal penalty \( c_r \). Additionally, we evaluate OSA-MIP’s ability to generate arrangements for the sequential retrieval task. We use a Gurobi solver [39] for all of our experiments. For an analysis of OSA-MIP runtime, please refer to the Appendix.

We use 5 shelf sizes \( (m_x, m_y) \in \{ (3, 3), (4, 4), (5, 5), (6, 6), (7, 7) \} \), 5 density values \( \rho \in \{ 0.3, 0.5, 0.7, 0.8, 0.9 \} \), 3 cost ratios \( \psi \in \{ 1.0, 1.3, 2.0 \} \), and 3 removal penalties \( c_r \epsilon \{ 0, 10, 100 \} \). We sample 3 pushing costs \( c_{lp} \) for each object from a discrete uniform distribution on \( \{ 1, \ldots, 10 \} \) and let retrieval frequency be inversely proportional to priority (i.e., the probability of being retrieved is \( n : (n - 1) : \ldots : 2 : 1 \) for \( n \) objects). We compare OSA-MIP to two baseline arrangement algorithms on each of the \( 5 \times 5 \times 3 \times 3 \times 3 = 675 \) object configurations:

1) **Random**: objects are assigned to a position on the shelf drawn uniformly at random.
2) **Priority-Greedy**: we select $n$ positions on the shelf uniformly at random, sort the positions by their depth in the shelf, then assign the $n$ objects to the positions in the order of priority (i.e., the highest priority object is assigned to the frontmost position). We use random positions instead of placing all the objects at the front or back of the shelf because the latter approach will not leave space between objects for pushing actions.

To evaluate the true expected cost $C(S)$ for each arrangement, we use an A* search algorithm to find an optimal action sequence $A^*_S$ for retrieving each object and compute the corresponding optimal cost $C(S)$, weighted by the probability $p_l$. Preemptive actions are considered: at each step, pushing, suction, and removal actions can be performed on the frontmost object in each column. We use the sum of pushing costs of all obstacles in front of the target object as an admissible heuristic since it is a lower bound on the retrieval cost. However, A* search becomes intractable in practice as an admissible heuristic since it is a lower bound on the pushing costs of all obstacles in front of the target object.

When A* search does not find a solution within 1 minute.

Figure 4 plots the cost of OSA-MIP and Priority-Greedy arrangements as a percentage of Random arrangements for each setting. Since retrieval cost increases as the shelf becomes denser and the number of objects, the suction cost, or the removal penalty increases, we normalize the average cost of OSA-MIP and Priority-Greedy arrangements by that of the Random arrangement. We can see that the expected retrieval cost for OSA-MIP arrangements are 20-40% of the cost of Random arrangements, while Priority-Greedy arrangements have 60-80% of the cost of Random arrangements. As the density increases and the shelf becomes larger, the relative benefit of OSA-MIP decreases slightly but remains nearly half the cost of the Priority-Greedy arrangements. The effect of $\psi$ and $c_r$ on the relative cost is small, although OSA-MIP performs relatively better when $c_r$ is large because it directly optimizes to avoid removal, unlike Priority-Greedy and Random.

We also evaluate the cumulative cost for sequential object retrieval. We iteratively sample target objects according to the retrieval distribution normalized by the current objects, execute the retrieval, and repeat until all objects have been retrieved or removed. Figure 4 shows the results, which suggest that OSA-MIP has lower cumulative cost, especially for less-dense shelves. As more objects are retrieved and the initial arrangement is disturbed, the relative benefit of OSA-MIP decreases since it optimizes for a single retrieval.

**VIII. OSA-MIP FOR MECHANICAL SEARCH**

While OSA assumes full observability and optimizes for expected retrieval cost, we hypothesize that an optimal arrangement can also benefit lateral-access mechanical search, where a known target object must be searched from a partially observed shelf of unknown objects. We evaluate OSA-MIP, Priority-Greedy, and OSA-MIP arrangements for mechanical search using SLAX-RAY [5]. SLAX-RAY calculates the target occupancy distribution, which indicates the probability of each object occluding the target object, then greedily reduces the occupancy distribution support through pushing and suction actions using a bluction tool. In contrast to the action set in Section III, removal actions are not
No. Metric Random Priority-Greedy OSA-MIP

% Visible Objects 61 ± 15 % 75 ± 12 % 93 ± 7 %
% Success Hidden 100 ± 0 % 100 ± 0 % 100 ± 0 %
Mean Steps Hidden 1.3 ± 0.5 1.2 ± 0.2 1.1 ± 0.3
Mean Cost Hidden 10.8 ± 4.1 10.0 ± 2.3 6.9 ± 2.9

% Visible Objects 56 ± 13 % 71 ± 9 % 81 ± 7 %
% Success Hidden 100 ± 0 % 100 ± 0 % 100 ± 0 %
Mean Steps Hidden 1.5 ± 0.8 1.3 ± 0.4 1.2 ± 0.5
Mean Cost Hidden 12.5 ± 7.3 11.5 ± 4.7 8.1 ± 2.7

% Visible Objects 51 ± 11 % 67 ± 7 % 73 ± 6 %
% Success Hidden 97 ± 15 % 97 ± 15 % 100 ± 0 %
Mean Steps Hidden 1.8 ± 0.7 1.4 ± 0.4 1.1 ± 0.4
Mean Cost Hidden 15.5 ± 6.4 11.4 ± 4.1 8.7 ± 2.9

% Visible Objects 41 ± 8 % 60 ± 6 % 63 ± 5 %
% Success Hidden 85 ± 33 % 97 ± 7 % 100 ± 0 %
Mean Steps Hidden 1.7 ± 0.9 1.5 ± 0.5 1.4 ± 0.4
Mean Cost Hidden 14.8 ± 7.7 13.1 ± 4.0 10.6 ± 2.7

% Visible Objects 36 ± 7 % 53 ± 5 % 55 ± 7 %
% Success Hidden 71 ± 39 % 77 ± 35 % 100 ± 0 %
Mean Steps Hidden 1.7 ± 1.2 1.3 ± 0.7 1.7 ± 0.4
Mean Cost Hidden 15.2 ± 10.7 11.5 ± 6.6 13.4 ± 3.2

% Visible Objects 31 ± 8 % 51 ± 5 % 51 ± 5 %
% Success Hidden 56 ± 37 % 59 ± 39 % 99 ± 3 %
Mean Steps Hidden 1.6 ± 1.3 1.1 ± 0.9 1.8 ± 0.8
Mean Cost Hidden 14.1 ± 12.1 10.0 ± 8.1 14.2 ± 3.7

TABLE I: Mechanical Search in Sim. Simulation results by SLAX-RAY over 900 trials on a 5 × 4 discretized shelf across 180 total object configurations. All averages are weighted by the retrieval probabilities of each object. Mean steps and cost are computed among successful searches only. OSA-MIP provides arrangements that lead to the highest proportion of requested targets being visible (i.e., directly retrievable) and achieves the highest search success rate when the target is hidden. The smaller mean steps and cost for baselines in higher density shelves are because SLAX-RAY is only able to find objects in the front rows of those arrangements while it can find objects at the back for OSA-MIP.

considered by SLAX-RAY and objects cannot be moved behind other objects, so we set \( c_r \) to a large value in OSA-MIP to discourage removal actions. We use a shelf size of 0.8 m × 0.5 m × 0.5 m in both simulation and physical experiments. A trial is successful when the target is retrievable.

A. Simulation Experiments

We conduct experiments in simulation using the First Order Shelf Simulator (FOSS) simulator [7]. We discretize the shelf into a 5 × 4 grid with 6, 8, 10, 12, 14 or 16 cuboid objects, with each setting repeated 50 times for each arrangement. The objects are generated with random dimensions within the limit of the grid size, and are assigned retrieval probabilities \( p_l \) drawn from a standard uniform and normalized. As heavier objects tend to be more difficult to move, we set the pushing cost of each object to be proportional to its volume and use a cost ratio of \( \psi = 1.3 \). We evaluate each arrangement based on the number of steps, success rate, and retrieval cost SLAX-RAY produces for each object, weighted by \( p_l \). SLAX-RAY fails if it takes \( 2n \) actions without revealing the target object or if there are no allowable actions (e.g., all cells in the front row are occupied).

Table I shows the results. The mean steps and cost are computed only among successful searches. “Visible objects” refer to the case where the target requested is already placed at the front of a column and so is directly retrievable without any steps of search. We see that OSA-MIP arrangements not only have the largest proportion of time when the requested target is readily retrievable, but the search success rate among hidden objects remains 99-100% even for relatively dense shelves, and is 40-43% higher than baselines for 16 objects. The smaller mean steps and cost for baselines in dense shelves are because SLAX-RAY can only successfully find objects in the front rows which has fewer steps, while OSA-MIP leaves sufficient space for SLAX-RAY to manipulate and find deeply-hidden objects at the back so its weighted average steps and cost among all successful trials are larger.

B. Physical Experiments

We use a physical Fetch robot with a “bluction” tool [5] and an Intel RealSense LiDAR Camera L515 for RGBD observations. We discretize the shelf into a 4 × 3 grid, select a set of 4, 6, or 8 household objects (shown in Figure 1), and assign them a priority order and cost based on their weight. We run the same experiments for each object set as in simulation. Table II shows the results. As the shelf is not dense, SLAX-RAY successfully finds all targets in all arrangements so there is no bias in the means due to the exclusion of failures as in Table I. We see that OSA-MIP achieves 2x fewer steps and 3x lower cost to find hidden objects on average, suggesting that mechanical search policies can benefit from optimally arranged objects. A direct comparison with simulation, where the shelf is discretized into a 4 × 3 grid, is included in the Appendix.

TABLE II: Mechanical Search in Real. Results by SLAX-RAY over 54 trials with a Fetch robot on a physical shelf discretized into a 4 × 3 grid. As the shelf is not dense, SLAX-RAY finds all targets successfully in all arrangements. All averages are weighted by the objects’ retrieval probabilities. OSA-MIP produces arrangements for which SLAX-RAY can find the target in 2x fewer steps and 3x lower cost than baselines, suggesting that mechanical search policies can benefit from optimally arranging objects for retrieval.

In this paper, we formalize the Optimal Shelf Arrangement (OSA) problem, and propose OSA-MIP, a mixed-integer program that efficiently optimizes an upper bound of the expected retrieval cost and solves for a near-optimal arrangement. Experiments suggest that optimally arranged shelves achieve significant cost savings compared to randomly and greedily arranged shelves for both object retrieval and search. In future work, we will consider the problem of rearranging the current shelf into a near-optimal arrangement; given an arrangement, instead of completely rearranging the shelf
to place the objects in an optimal arrangement, it may be desirable to find a near-optimal arrangement that also minimizes disturbance from the current configuration.
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