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Abstract
Atmospheric aerosol particles are small, liquid or solid pieces that are floating in the air. They have a significant effect on air quality, human health and cloud formation. Sources of aerosols can be either primary or secondary, meaning that they can directly be emitted from the source to the air (e.g. sea salt, sand or pollen) or they can be formed from the precursor gases in the air. For example, sulphuric acid, ammonia, amines and oxidised organic vapours are gases that affect the nucleation process.

Biogenic Volatile Organic Compounds (VOCs) are gases that are emitted by e.g. boreal forest, and they affect secondary organic aerosol (SOA) population by contributing to the production of oxidised organic vapours that participate in the formation and growth of secondary aerosol particles. In this thesis, thermal desorption inlet gas chromatograph coupled with mass spectrometer (TD-GC-MS) was used to determine how monoterpenes, which are one sub-group of the BVOCs, are emitted from Scots pine and Norway spruce trees. It was discovered that individual trees emit different amounts of various monoterpenes, even when the trees belong to the same species. We concluded that the emissions depend on the chemotype of the trees, which is an inherited property of the individual tree.

Nitrogen containing gases, such as ammonia, amines and nitric acid can also take part in the aerosol formation and growth processes. Ammonia and amines stabilise sulphuric acid clusters, therefore helping the new aerosol particles to form. Another nitrogen contain gas, HONO, strongly affects atmospheric chemistry because it reacts with solar radiation and forms a OH• radical, which is one of the main radicals in the atmosphere. We measured the seasonal and diurnal variation of ammonia, nitric acid and HONO in the boreal forest with an instrument of Measuring AeRosols and Gases in Ambient air (MARGA), which is an online ion chromatograph with a sampling system.

In this thesis, I developed a method for measuring aliphatic amines from the boreal forest air. I also coupled MARGA with a mass spectrometer (MARGA-MS) and used it to measure amine concentrations from the boreal forest air, observing the seasonal and diurnal variation of atmospheric amines. While I was measuring the atmospheric concentrations, the idea that amines could be emitted from the boreal forest floor and also melting snow and thawing ground, was born. To test this hypothesis, I measured with the MARGA-MS connected to a dynamic flow through chamber emissions from the boreal forest floor. I found that the boreal forest floor is indeed a source of amines.
Pohjoisen metsäilman kemiallinen karakterisointi kromatografisilla tekniikoilla

Tiivistelmä
Ilmakehän aerosolihuikkaset ovat pieniä, nestemäisiä tai kiinteitä hippusia, jotka leijuvat ilmassa. Niillä on merkittävä vaikutus ilmanlaatuun, terveyteen ja pilvien muodostumiseen. Aerosolien lähteitä on sekä primäärisiä että sekundäärisiä, mikä tarkoittaa sitä että ne voivat joko suoraan emittoitua lähteestä ilmaan (kuten merisuola, hiekkää tai siltepöly), tai ne voivat muodostua suoraan ilmackhän kaasuista. Esimerkiksi rikihappo, ammoniakki, amiinit ja hapetuneet orgaaniset höyryn ovat kaasuja, jotka voivat vaikuttaa nukleatioprosessiin.

Biogeeneiset haihtuvat orgaaniset yhdisteet (BVOC) ovat kaasuja, jotka emittoituvat mm. pohjoisesta metsästä. Ne tuottavat hapetuneita orgaanisia höyryjä, jotka vaikuttavat sekundäärisien orgaanisten aerosolien muodostumiseen ja kasvuun. Tässä väitöskirjassa termodesorptio-kasukromatografi-massaspektrometri – laitteistoa (TD-GC-MS) käytettiin määrittämään BVOCien alaluokkaan kuuluvien monoterpeenien haihtumista männystä ja kuusista. Havaittiin, että yksittäiset BVOCiem emittoivat erimääriä erilaisia monoterpeeneitä, vaikka ne kuuluisivat samaan lajiin. Johtopäätöksenä oli, että emissiot riippuvat puun kemotyypistä, joka on yksittäisen puun peritty ominaisuus.

Typpä ei sisältävät kaasut kuten ammoniakki, amiinit ja typpihappo voivat myös ottaa osaa aerosolien muodostukseen ja kasvuun. Ammoniakki ja amiinit tuottavat rikihappopyppää auttaen aerosolihuikkikastaa syntyään. Eräs typpä sisältävä kaasu, HONO, vaikuttaa vahvasti ilmakuumeen koska se reagoi auringon säteilyyn kannsa tuottaa OH⁺ radikaalin, joka on yksi tärkeimmistä radikaaleista ilmehässä. Ammoniakki, typpihapon ja HONO:n vuosi- ja vuorokausivaihtelua mitattiin pohjoisessa metsässä jatkuvat ja molemmat BVOCien alaluokkaan kuuluvat yhteen. Hoppingit ovat ottaen myös ottaen näytyteen senkaan ilmenvälistä (MARGA).

Tässä väitöskirjassa kehitettiin menetelmiä mittaamaan afruitaatisia amineja pohjoisesta metsäilmästä. MARGA yhdistettiin massaspektrometriiin (MARGA-MS), ja sitä käytettiin määrittämään pohjoisen metsälävin aminiipitoisuksia, havainnoiden aminiipitoisuuksien vuosi- ja vuorokausivaihtelua. Pitoisuksia mitattessa syntyi ajatus metsäilmaa sekä sulavan lumen ja maan mahdollisuudesta olla amineihin lähde metsäilmastuksi. Hypoteesi testattiin liittämällä MARGA-MS dynaamiseen kammioon ja mittaamaan aminej- ja guanidinienminissioita metsäilmaa. Tulokseksi saatiin, että metsäilmaa tosiaan on amineihin lähde.
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1 Introduction

Atmospheric aerosol particles are small, liquid or solid particles floating in the air. Aerosol number concentrations vary from a few hundred particles per cubic centimetre in very clean air like in Antarctica (Kyrö et al., 2013) to up to several hundred thousand particles in very polluted cities (Zhou et al., 2019). Aerosol particles affect air quality and cause changes in the visibility and also health problems, when inhaled. In 2016, small particulate matter of 2.5µm or less in diameter (PM2.5) was estimated to be involved in 4.2 million deaths globally (WHO, 2018). Climate change and global warming are one of the greatest challenges that humankind has faced (Karl and Trenberth, 2003). The massive increase in greenhouse gas emissions, such as CO₂ and methane, is the largest reason driving climate change. The balance of climate depends on the incoming and outgoing energy described by radiative forcing. Greenhouse gases affect the Earth’s energy balance by creating a positive forcing, when they absorb outgoing long wave radiation and trap the heat in the atmosphere. Most of the atmospheric aerosols have the opposite, cooling effects, because they can scatter solar radiation back to space, but also indirectly as they act as cloud condensation nuclei and affect the properties of clouds. The current estimate is that the aerosol particles have a net cooling effect i.e. negative forcing to the climate (IPCC 2013).

Aerosol particles can be formed via primary or secondary pathways. In other words, they can be emitted or released directly from the source into the air, or they can be formed in the atmosphere, descriptive for primary and secondary processes, respectively. Typical primary aerosols are salt from the ocean, sand, dust, pollen and products of burning processes. The secondary aerosols form from gas-phase precursors (Kulmala et al., 2014), such as sulphuric acid (Sihto et al., 2006), ammonia (Merikanto et al., 2007; Kirkby et al., 2011), amines (Silva et al., 2008; Loukonen et al., 2010; Zhao et al. 2010; Almeida et al., 2013,) and oxidized organic vapors (Ehn et al., 2012; Kulmala et al., 2013; Riccobono et al., 2013; Schobesberger et al., 2013). In specific cases, also atmospheric ions can play a role in secondary aerosol formation (Enghoff and Svensmark, 2008; Jokinen et al., 2018). It has been estimated that up to 50 % of the particles can be formed via new particle formation (NPF) (Merikanto et al. 2009). NPF, which is also referred to as nucleation, is a frequent phenomenon and it is observed on approximately 30 % of the days in the boreal forest measurement station in Hyytiälä, Finland (Dal Maso et al., 2005; Nieminen et al., 2014).

This thesis concentrates on two key groups of compounds that are pertinent to the secondary aerosol formation, namely Volatile Organic Compounds (VOCs) and amines. Both of these groups of compounds have both biogenic and anthropogenic sources (Kansal, 2009; Ge et al., 2011).

Biogenic volatile organic compounds (BVOCs) are a heterogeneous group, including the terpenoids (isoprene, mono- and sesquiterpenes), alkanes, alkenes, carbonyls, alcohols, esters, ethers, and acids, where the terpenoids, that are composed of characteristic C₅-units, are the most remarkable compounds (Kesselmeier and Staudt, 1999). When BVOCs are released in the air, they have important functions in the nature, for example participating
The concentrations of BVOCs are significant in rural areas, and the emissions of them from vegetation are estimated to exceed the respective anthropogenic ones by one order of magnitude (Guenther et al., 1995). BVOCs are important in atmospheric processes, because they e.g. influence aerosol formation and growth (Claeys et al., 2004; Kulmala et al., 2004; Tunved et al., 2006; Dal Maso et al., 2016). They also have an impact on the oxidative capacity of the troposphere (e.g. Atkinson and Arey, 2003; Lelieveld et al., 2008). Hence, BVOCs also affect the atmospheric reactivity significantly. The boreal forest forms an almost continuous belt around the Northern Hemisphere covering vast areas there (FAO, 2010). Different BVOCs are produced and emitted by boreal forests (Bourtsoukidis et al., 2014a, b; Paper I; Cojocariu et al., 2004; Grabmer et al., 2006; Hakola et al., 2001, 2006; Tarvainen et al., 2005; Yassaa et al., 2012), where the most common tree species are Scots pine, Norway spruce and silver and downy birch. Thus, the emissions of BVOCs from these areas play an important role in the atmospheric composition regionally and globally. The main monoterpenes in the ambient boreal forest air in Hyytiälä are α-pinene, Δ3-carene, β-pinene and camphene in wintertime, and in summer also 1,8-cineol and sabinene are found (Hakola et al., 2009). Monoterpenes react with ozone and consequently produce stabilized Criegee intermediates, which further react with sulphur dioxide and produce sulphuric acid (Mauldin et al., 2012, Taipale et al., 2014, Bernt et al., 2012, Sarnela et al., 2018), which is an important precursor gas in the nucleation process (Kulmala et al. 2013).

Sulphuric acid is one of the key gas phase compounds for the secondary aerosol formation (e.g. Sipilä et al., 2010). Base compounds are needed to stabilize the acidic clusters in the initial steps of aerosol formation (e.g. Lehtipalo et al., 2016). Nitrogen containing gases are important to atmospheric processes and to the formation and growth of new aerosol particles. Particularly NH3 and HNO3 are gases that strongly affect the number and mass concentration of aerosol species, e.g. ammonium nitrate, ammonium sulphate, ammonium bisulphate and ammonium chloride (Finlayson-Pitts and Pitts, 2000, Kirkby et al. 2011). Ammonia (NH3) is the most abundant gaseous base in the atmosphere and has a major role in neutralizing acids and in the formation of new particles (Merikanto et al., 2007, Kirkby et al. 2011, Kulmala et al. 2000). It can also react with the hydroxyl radical (OH•) in the atmosphere, forming an amidogen radical (NH2), which reacts further with nitrogen dioxide (NO2) and forms nitrous oxide (N2O) (Park and Lin, 1997). Nitrous oxide is one of the main warming components in the atmosphere (Butterbach-Bahl 2011).

Amines have been suggested to be key compounds in the secondary aerosol formation by both models (Kurten et al., 2008; Paasonen et al., 2012) and laboratory tests (Angelino et al., 2001; Petäjä et al. 2011, Yu et al., 2012; Almeida et al., 2013; Glasoe et al., 2015). Amines are gaseous bases, whose general formula is NR3, where R denotes hydrogen or an alkyl or aryl group. Gas-phase amines cluster efficiently with atmospheric acid clusters (such as sulfuric acid, Kurtén et al., 2011) and therefore participate in neutralisation reactions in the atmosphere, making it hard to detect their free gas-phase atmospheric concentrations.
Globally, the main known anthropogenic amine sources are animal husbandry, industry and composting processes, whereas natural sources are assumed to be the oceans, biomass burning, the vegetation and soil (Ge et al., 2011; Sintermann et al., 2014). The source of the low weight amines in the soils may be the degradation of organic N compounds, especially carboxylation of amino acids (Yan et al., 1996). In aerobic conditions, proteins, carnitine and choline in the soil can be degraded to trimethylamine and further to dimethyl- and methylamines (Rappert and Müller, 2005). From the soil, amines can enter the atmosphere via volatilization (Ge et al., 2011).

However, direct flux measurements of alkylamines are difficult to perform and they are very rare (Sintermann and Neftel, 2015), due to the high reactivity of the amines and the lack of suitable and quantified measurement techniques for the gas-phase amines. One complication is, for example, that amines are “sticky”, so they are easily lost in the inlets of instruments. Kieloaho et al. (2017) estimated the magnitudes of soil-atmosphere fluxes of dimethylamine (DMA) and diethylamine (DEA) using a gradient-diffusion approximation based on measured concentrations in the soil solution and in the canopy air space. They found that the boreal forest soil is a possible source of DMA (170 ± 51 nmol m\(^{-2}\) day\(^{-1}\)) and a sink of DEA (-1.2 ± 1.2 nmol m\(^{-2}\) day\(^{-1}\)).

Other strong bases in addition to ammonia or amines can also be relevant to aerosol formation. A good candidate can be a strong organobase, guanidine, which is a catabolite of arginine and has been found in urine (Marescau et al., 1992; Van Pilsum et al., 1956). Arginine has been detected in a boreal forest in Alaska, USA (Werdin-Pfisterer et al., 2009). In a recent model study, the role of guanidine was examined in a sulphuric acid-driven new-particle formation (Myllys et al., 2018). They concluded that more than a 2000-fold concentration of dimethylamine is needed to yield as efficient particle formation as in the case of guanidine, and thus guanidine was included in the study.

In this thesis, I developed and used a combination of chromatographic and mass spectrometric methods to characterise the chemical composition of the boreal forest atmosphere. Special interest was on biogenic volatile organic compounds, ammonia, amines and guanidine in the gas phase. Fig. 1 summarises the different compounds studied in this thesis, and from where the field studies were conducted.

In summary, the aims of this thesis are:

1) to fill the knowledge gap related to quantification of BVOC-emissions from Scots Pine (Paper I) and Norway Spruce (Paper II) and specifically to discover how the emissions vary between individual trees of the same species,
2) to develop and to quantify a method for in situ, on-line gas-phase amine measurements (Paper IV),
3) to understand the processes governing the concentration variations of gas-phase amine (Paper IV) and inorganic nitrogen compounds (NH\(_3\) and NH\(_4^+\), HONO, HNO\(_3\)) (Paper III) and their concentrations in the boreal forest air,
4) to determine amine and guanidine sources from the boreal forest soil (Paper V).
Figure 1. A schematic picture of the instruments, measurement types and environments, and measured the compounds explored in Papers I – V.
2 Methods

2.1 Site Description

All the measurements presented in Papers II – V were conducted at SMEAR II (Station for Measuring forest Ecosystem – Atmospheric Relations, Hari and Kulmala, 2005) site in Hyytiälä, Southern Finland (61°N, 24°E, 180 m a.s.l.), about 60km North East of the city of Tampere. The SMEAR II station has been operational since 1995. The forest stand at the SMEAR II station is approximately 60 years old surrounded by trees with an average height of 19 m. The governing species is Scots pine (Pinus sylvestris) (>60% of the trees). Some Norway spruce (Picea abies (L) H. Karst), aspen (Populus tremula L.) and birch (Betula L. spp.) grow in the forest around the site. The most common vascular plant species at ground level are lingonberry (Vaccinium vitis-idaea L.), bilberry (Vaccinium myrtillus L.), wavy hair-grass (Deschampsia flexuosa (L.)) and heather (Calluna vulgaris (L.) Hull.), and most common mosses are Schreber’s big stem moss (Pleurozium schreberi (Brid.) Mitt.) and dicranum moss (Dicranum Hedw. sp.) (Ilvesniemi et al, 2009). The soil in the stand is mainly podzolic and characterized by a thin humus layer and a low nitrogen level.

For the in situ studies, the instruments (Papers II – V) were placed in a container owned by Finnish Meteorological Institute (FMI, Fig. 2), and it was kept at a constant temperature of 20 °C. The container was located in a small clearing about 5 m from the nearest trees. In Paper I, the branch samples were cut from different trees (Fig. 3), and analysed later in the laboratory. They were stored in cold (<+4 °C) in plastic bags, and the emissions from the branches were measured immediately after they were transported into the laboratory, not more than 10 days from sampling.
Figure 2. Hyytiälä site map and the location of the FMI container.

Figure 3. Aerial photographs of the Paper I branch sample area. The diameter of the circle is 400 m and it is centred at the SMEAR II mast (red dot). The sampling grid is marked with blue (no sample) and yellow (sampled) circles. (a) SMEAR II stand (marked with a blue line) and neighbouring stands in 1962; (b) The same stands in 1997. Figure adopted from Paper I.
2.2 Instrumentation

2.2.1 TD-GC-MS

Thermal desorption – gas chromatography – mass spectrometry (TD-GC-MS) is a widely used method to determine VOCs from the air. In this work, TD-GC-MS was chosen since it allows differentiation between mono- and sesquiterpenes with gas chromatography. When using only the mass spectrometric methods such as a proton transfer reaction mass spectrometer (PTR-MS, Hansel et al., 1999), all the compounds with the same molecular mass are seen as one peak as the typical mass resolution does not allow peak separation based on differences in the molecular structures only.

In this work, atmospheric samples were collected onto adsorbent tubes actively with a pump. In the TD unit, the collection tubes are heated and the collected VOCs are evaporated into a carrier gas. The sample is subsequently concentrated in a cold trap. After that the cold trap is rapidly heated and the analytes continue their way to the GC separation followed by MS detection.

In Paper II, we used in situ online-TD-GC-MS (Perkin Elmer ATD-400 connected to HP 5890 coupled with HP 5972), in combination with a sampling system directly sampling from the coldtrap. In 2011 the atmospheric samples were collected onto Tenax TA sampling tubes whereas Tenax TA/Carbopack-B were in use in 2014 and 2015. In Paper I, the analysis was done in the laboratory with a different online-TD-GC-MS (Perkin Elmer TurboMatrix 650 ATD connected to Perkin Elmer Clarus 600), and the samples were collected with a pump to Tenax TA/ Carbopack-B absorbent tubes.

2.2.2 MARGA

The instrument for Measuring AeRosols and Gases from Ambient air (ten Brink et al., 2007) was developed to measure the concentration and chemical composition of water-soluble compounds from the atmospheric aerosol particles and trace gases. The MARGA instrument consist of one or two sample boxes, a detector box and a pump box. In the sample box (Fig. 4), there is a wet rotating denuder (WRD, Wyers et al. 1993) and a Steam Jet Aerosol Collector (SJAC, Slanina et al. 2001). The wet rotating denuder includes two glass tubes between which there is water. When the WRD rotates, the water forms a thin layer to the surfaces of glass tubes. When the air flow (1 m$^3$ h$^{-1}$) goes through, the aerosol particles remain within the flow but the gases diffuse into the water surface and are trapped.

The aerosol particles are collected with the Steam Jet Aerosol Collector (SJAC). In SJAC, ambient temperature air flow with aerosol particles is brought into contact with hot steam. This results in a supersaturation with respect to water vapour and therefore water starts to condense to the surface of the particles. The growing droplets drop to the bottom of the SJAC, from where they are sampled to the IC analysis with a conductivity detector. MARGA collects one sample per hour and analyses it during the next hour. The IC connection is performed utilizing sample syringes. From the denuder and from the SJAC, the sample is collected to sample syringes, which are one pair per sample box. From the
syringes, the sample is mixed with an internal standard solution (ISTD, LiBr), and the formed solution continues to the IC-analysis.

In this thesis, MARGA 2s with two sample boxes was used in Paper III to measure inorganic nitrogen compounds at the SMEAR II station. MARGA 1s with one sample box was used in Papers IV and V, coupled with a mass spectrometer to measure organic nitrogen compounds.

Figure 4. A schematic picture of the MARGAs sample box.

2.2.3 AMS

The Aerosol Mass Spectrometer (AMS, Aerodyne Inc. Billerica, MA, USA, REF) measures the chemical composition of aerosol particles directly and quantitatively by using time-of-flight mass spectrometry (TOF-MS) (Jayne et al., 2000, Jimenez et al., 2003). In the AMS, aerosol particles between 40–600nm size are sampled from the atmosphere and then brought into the instrument. Inside the aerosol particles are focused with an aerodynamic lens (Liu et al., 2007) into a beam, and thermal vaporisation element at the temperature 600°C is used to flash-vaporise all non-refractory compounds in the sample. After that, an electron impact ionisation (EI) source with a fixed energy of 70 eV ionises the vaporised sample. Finally, TOF-MS produces a mass spectrum of the compounds in the sampled aerosols and the remaining carrier gas. In Paper III, we used AMS with a compact time-of-flight (C-TOF) mass analyser, described by Drewnick et al. (2005). The inlet cut-off size was 1 µm. This provided a comparison data set about the chemical composition of the aerosols that was compared to the MARGA 2s PM2.5 results (Paper III).

2.2.4 Chamber Methods

Chamber methods are widely used for both branch (e.g. Kempf et al., 1996; Hakola et al., 2012; Paper II) and soil (e.g. Hellén et al., 2006; Aaltonen et al., 2011; Peñuelas et al., 2014; Mäki et al., 2017) VOC emission measurements. Also ammonia emissions have been
measured with the chamber method (e.g. David et al., 2009). Two methods are commonly used to measure soil VOC fluxes: static and dynamic enclosures (Peñuelas et al., 2014). The chamber technique is popular probably, because it is suitable for all types of terrain, and because of its specificity for the soils (Peñuelas et al., 2014).

In Papers II and V, a dynamic flow-through chamber method was used. In the dynamic chamber method, a clean air flow is directed into the chamber and then a sample flow from the chamber is directed to a measurement instrument. The flow through the chamber is higher than the sample flow, to prevent the air outside of the chamber from distorting the results.

With the chamber method, the emission of a compound from an object inside the chamber, can be determined by the difference between the concentrations of the compound in the out-going and in-going air. In Paper II and V, we determined the emission rates (E) and they were calculated by using Eq. 1:

$$E = \frac{(C_2 - C_1) \cdot F_{in}}{X}.$$

where $C_2$ is the concentration in the out-going air (ng m$^{-3}$), $C_1$ is the concentration in the incoming air (ng m$^{-3}$), $F_{in}$ is the flow into the chamber (m$^3$ h$^{-1}$) and X is a descriptive value of the process that allows up-scaling of the results. In Paper II, factor X was the dry weight of the biomass (g), which was determined by drying the needles and shoot from the enclosure at 75°C for 24h after the sampling date. In Paper V, X was the enclosed forest floor surface area (m$^2$).

2.2.4.1 Chamber Method for Amine Measurements from the Forest Floor

The chamber material plays a role in the dynamic flow-through chambers as the sample air interacts with the chamber walls. For an optimized chamber, the losses to the chamber walls needs to be minimized. This can be done with specific material choices. In this work, different chamber materials for amine measurements with MARGA 2s were tested in the laboratory (Hemmilä, 2013). The materials were stainless steel, fluorinated ethylene propylene (FEP) and polymethylmethacrylate (PMMA). When we tested the chambers, we first measured their blank-values without feeding amines in the chamber, and noticed that the blank value for the stainless-steel chamber was too high. It was higher than the expected amine concentration in the boreal forest. In further tests, we noticed that the FEP-chamber was also not suitable, because amines were lost to the surfaces. The best chamber material was PMMA even though the recovery rate for dimethyl amine (DMA) was only around 25%. During the chamber material tests, we had a 12-meter long, heated FEP-inlet tubing from the chamber to the instrument. The inlet was heated to prevent amines from sticking on the surfaces. During the time of real measurements, the same 12-meter inlet was used.

In Paper V, we determined emission rates of amines and guanidine from the boreal forest floor with the optimised chamber setup. Initially the chamber was placed on the snow, but after the snow melted in April, the chamber was placed on a stainless steel collar (Fig. 5). The amine and guanidine emission measurements were conducted every month from March to September 2018 with the MARGA-MS, for about one week at a time.
Figure 5. The PMMA-chamber in different measurement periods in March, April, May, July and September (Paper V). The snow melted between April 13\textsuperscript{th} and April 17\textsuperscript{th}, 2018, and chamber was placed on a stainless steel collar.
3 Chemotypes of Scots Pines and Norway Spruces

Mono- and sesquiterpenes are among the most important volatile organic compounds emitted from the boreal forest, and they form a major proportion of the conifer oleoresin (Fäldt et al., 2001). Individual VOCs differ in their atmospheric lifetime and reactivity. Hence, it is important to know the composition of the emission blend for understanding the atmospheric chemistry and its consequences. In Papers I and II, the chemotypes of Scots pines (n = 40) and Norway spruces (n = 6) were measured from the Hyytiälä stand.

A significant proportion (20%) of the pine population was characterized as high \( \Delta^3 \)-carene emitters (Fig. 6) whereas 37.5% emitted mostly \( \alpha \)- and \( \beta \)-pinene, and the rest of the trees (42.5%) emitted \( \Delta^3 \)-carene and \( \alpha \)-pinene at almost equal proportions. Interspecies diversity has earlier been characterized from essential oils in plant tissues and cortical oleoresin, where it may be related to resistance towards herbivory, pathogens or some other stresses (Sjöldin et al., 2000; Maciag et al., 2007). In Paper I it was shown that similar diversity can also be seen in terpene emissions from the trees. In individual Scots pines, \( \Delta^3 \)-carene was clearly the compound that made the difference between the emission blends. This finding is in accordance with previous studies on the oleoresin composition by e.g. Hiltunen (1975), Yadzani et al. (1985) and Orav et al. (1996). As seen in Fig. 6, some trees did not emit \( \Delta^3 \)-carene at all. The grouping into high and low \( \Delta^3 \)-carene chemotype trees suggested a strong monogenic control of the production of \( \Delta^3 \)-carene in pine needles, which was already inferred by Hiltunen et al. (1975).

![Figure 6](image1.png)

**Figure 6.** The chemodiversity of 40 individual Scots pines in summer 2009. Figure adapted from Paper I.

In June 2014 a qualitative analysis of six different Norway spruces which were growing in the same area, was conducted. The aim of this work was to find out how much variability there was between the spruce trees in their monoterpenes emission patterns (Paper II). Unlike the pines, the spruces did not emit significant amounts of \( \Delta^3 \)-carene. Instead, terpinolene was one of the main monoterpenes emitted by four of the trees (Fig. 7). However, in the emission spectrum of one of the trees terpinolene constituted only 3% of the emitted VOCs. Also limonene and camphene emissions varied between the spruce trees,
from a few percent to about a third of the total monoterpene emissions. α- and β-pinenes were emitted in a rather similar proportion in every tree, although β-pinene emissions were generally low.

**Figure 7.** The chemodiversity of six different Norway spruce individuals on 24 June 2014. Adapted from Paper II.

Speciated monoterpene emission measurements in field conditions are often made with branch enclosures (e.g. Staudt et al., 1997; Tarvainen et al., 2005; Holzke et al., 2006), and the number of replicate trees are often very limited. This is due to the laborious processes related to the sampling and analysis procedures. The plant emissions are almost always composed of several compounds (e.g. Hakola et al., 1998; Cojocariu et al., 2004; Haapanala et al., 2009; Rinne et al., 2009; Paper I; Bourtsoukidis et al., 2014a; Paper II; Cappellin et al., 2017), and Papers I and II showed that both the pines and the spruces have different chemotypes with specific and individual chemical emission fingerprints. These results indicate that both species-specific measurements but also intra-species variability needs to be taken into account, particularly when considering the variable compound specific physico-chemical properties (Copolovici and Niinemets, 2005). Currently, air chemistry models very often use results from measurements of only a few branches (Guenther et al., 2012; Messina et al., 2016) or consider only one compound, typically α-pinene, to represent all the monoterpenes from the vegetation (Friedman and Farmer, 2018). This can lead to biased results e.g. when predicting the emission rates from the vegetation and the resulting atmospheric concentrations. This hinders the use of the model results in e.g. understanding the atmospheric reactivity or connecting the VOCs to the secondary aerosol production (Kanakidou et al., 2005). Overall for a more comprehensive picture, Papers I and II showed, that ecosystem scale flux measurements are more representative than the branch-scale measurements, and for the regional air chemistry models averaging over larger spatial scales could be more descriptive. However, branch scale measurements are needed, since they provide data on the emission factors of more reactive compounds whose fluxes cannot be measured.
4 A New Method to Study Amine Concentrations from Ambient Air: MARGA-MS

Gas-phase amine concentrations can be measured in many ways, both with offline (e.g. filter sampling with High Performance Liquid Chromatography coupled with Mass Spectrometry HPLC-MS or GC-MS) techniques and with online (e.g. Chemical Ionization Mass Spectrometer CIMS, Chemical Ionization Atmospheric Pressure interface Time-Of-Flight CI-API-TOF) instruments. The different techniques are summarized in Table 1 and Table 2 for the offline and online methods, respectively. The main obstacle in the amine measurements arises from very low ambient concentrations. In Paper IV we developed a method to sample and analyse atmospheric amines with MARGA-MS (Fig. 8). MARGA 1s with one sample box was coupled with an electrospray ionization quadrupole mass spectrometer (Shimadzu LCMS-2020; Shimadzu Corporation, Kyoto, Japan). Earlier, we had measured amines only with MARGA with a conductivity detector, but the detection limits were too high for ambient measurements. The retention times of MARGA-MS for monomethylamine (MMA), dimethylamine (DMA), trimethylamine (TMA), ethylamine (EA), diethylamine (DEA), propylamine (PA) and butylamine (BA) and the for the whole mixture are presented in Fig. 9.

Paper III was the first time MARGA was used in the boreal forest environment. During the time of the measurements, it was still a new instrument in Finland, and had only been used for one study in Finnish urban environment (Makkonen et al., 2012). In Paper III the results from MARGA was compared with the chemical composition of aerosol particles determined with the AMS and traditional filter measurements. Overall, the agreement was good, and $R^2$ was in most of the cases higher than 0.8. Only NO$_3^-$ comparison between MARGA and AMS was not acceptable, with $R^2$ of only 0.07. In the same measurement period, the nitrate concentrations measured with MARGA were in a good agreement with the EMEP filter data ($R^2 = 0.87$ and 0.93 for PM$_{2.5}$ and PM$_{10}$, respectively). One of the conclusions of Paper III was that MARGA could replace the traditional filter methods in background sites, if a concentration column would be used for cations. Without one, the concentrations in the ambient forest air are too low to be detected with MARGA. However, in Paper IV, we noticed that keeping the MARGA up and running actually needs a lot of maintenance work. On the other hand, significantly shorter sampling time acquired with the MARGA improved the temporal resolution of the observations but this comes together with the higher maintenance costs.
Table 1. Offline methods for measuring atmospheric amine concentrations.

| Offline methods | Analysis method | Sample collection | Sampling time | Amine phase | Amines | Reference |
|-----------------|-----------------|-------------------|---------------|-------------|--------|-----------|
|                 | HPLC-MS         | Phosphoric-acid-impregnated fiberglass filters | 24–72h | Gas | DMA+EA, TMA+PA, DEA | Kieloaho et al., 2013 |
|                 | GC-MS           | Percolated through an acidic solution | 6 h | Gas | E.g. MMA, DMA, EA, DEA, PA, BA | Akyüz, 2007 |
|                 |                 | Solid-phase micro-extraction fiber | 30 min | Gas | MMA, DMA+TMA, EA | Parshintsev et al., 2015 |
|                 |                 | Pre-fired quartz filters | 24 h | Aerosol | MMA, DMA, TMA, EA, DEA, PA, BA | Huang et al., 2014 |
| IC              | IC              | Ion exchange resin | < 1 h | Gas | MMA, DMA, TMA | Dawson et al., 2014 |
|                 |                 | PTFE-filters with a size selective collection with a MOUDI impacter | 20–46 h (2011), 23 h (2012) | Aerosol | MMA, DMA, TMA+DEA, EA**, TEA | VandenBoer et al., 2011, 2012 |
|                 |                 | Pre-fired quartz filters | 24 h | Aerosol | MMA, DMA, TMA, EA, DEA, TEA, BA | Huang et al., 2014 |
|                 |                 | Pre-fired quartz filters | 24 h | Aerosol | MMA, DMA, DEA | van Pinxteren et al., 2015 |
| IC-MS           | IC-MS           | Midget impingers | 2 h | Aerosol + Gas | E.g. MMA, DMA, TMA, EA, PA, BA | Verriele et al., 2012 |
| LC-MS           | LC-MS           | Filter | 118–331 h | Aerosol + Gas | E.g. DMA, DEA, BA | Ruiz-Jiménez et al., 2012 |

HPLC = High Performance Liquid Chromatography, MOUDI = Micro Orifice Uniform Deposit Impactor
Table 2. Online methods for measuring atmospheric amine concentrations.

| Analyze instrument | Time resolution | Amine phase | Amines                  | Reference                     |
|--------------------|-----------------|-------------|-------------------------|-------------------------------|
| CIMS               | 10 min          | Gas         | DMA, TMA                | Sellegri et al., 2005        |
|                    | 1 min           | Gas         | C1-C6 amines            | You et al., 2014              |
| AmPMS              | 5 min           | Gas         | C1-C6 amines            | Hanson et al., 2011          |
|                    | 5 min           | Gas         | C1-C7 amines            | Freshour et al., 2014        |
| CI-API-TOF         | 30 min          | Gas         | DMA                     | Kulmala et al., 2013         |
|                    | 15 min          | Gas         | DMA+EA, TMA+PA, C4-amin | Sipilä et al., 2015          |
|                    | (5s)            |             |                         |                               |
| TOF-CIMS           | 1 min           | Gas         | C1-C3 amines            | Zheng et al., 2015           |
| HEDS-IC            | 60 min          | Gas         | MMA, DMA, TMA, EA       | Chang et al., 2003           |
| AIM-IC             | 60 min          | Gas+Aerosol | MMA, DMA, TMA, TMA+DEA,| VandenBoer et al., 2011, 2012|
|                    |                 |             | EA, TEA                 |                               |
| MARGA-MS           | 60 min          | Gas+Aerosol | MMA, DMA, TMA, EA, DEA,| Paper IV and Paper V          |
|                    |                 |             | PA, BA, Guanidine       |                               |

CIMS = Chemical Ionization Mass Spectrometer, AmPMS = ambient pressure proton transfer mass spectrometry, CI-API-TOF = chemical ionization atmospheric pressure interface time-of-flight mass spectrometry, HEDS = High-Efficiency planar Diffusion Scrubber, AIM = Ambient Ion Monitor
Figure 8. The MARGA-MS in laboratory environment.

Figure 9. Example of a chromatogram of the standard solution, total chromatogram (top panel) and compounds separated by their mass-to-charge ratio (bottom panel).
The MARGA-system has several operational modes: Measurement, Manual Measurement, Standby, Blank, Standard and Stop. The measurement mode is used, when MARGA operates normally. In the Manual Measurement mode, it is possible to feed samples to the IC-analysis directly. In the manual Measurement mode, the concentration column cannot be used, because of the counterpressure it makes. The standby mode is used, when MARGA needs some maintenance or washing, but it does not have to be in Stop mode. With the Blank and Standard modes, the air flow through the instrument is off and either the absorbance (Blank) or the standard (Standard) solution is fed into the MARGA, and the solution goes through the WRD and SJAC.

In Paper IV, different calibration methods were tested in order to quantify the detected amine concentrations. MARGA offers several opportunities for the calibration. First, in the Standard mode MARGA acquires a sample from a well-known reference concentration from an external bottle, and this sample is then introduced into MARGA through the WRD and SJAC. Unfortunately, in this way the calibration takes 6 hours per concentration level, so we did not perform the calibrations in this manner. The second way, is to perform the calibration via manual injections. In this method, MARGA operates in the Manual Measurement mode and the analytes are brought directly into the IC-separation and mass spectrometric detection. The problem with this method was that the concentration column could not be used. Because amine concentrations are low in boreal forest air, the calibration with the concentration column is a prerequisite for successful atmospheric amine measurements. Third and the adopted way in Paper IV is to feed the calibration solution first into the sampling tubes after the WRD and SJAC while MARGA was in the Measurement mode. Instead of taking a sample from the SJAC and a denuder, in this method, the sample syringes were filled from the standard solution bottle. This method leads to a considerable quicker calibration procedure (1 hour per concentration level) while acquiring two reference samples at the same time. By utilizing the third method, the example calibration curves shown in Fig. 10 were obtained. However, the system still needed to be monitored during the calibration process, because the air flow and heating the SJAC caused some problems almost every time.

As an internal standard (ISTD), MARGA normally uses a LiBr-solution. To have ISTD also for amines, 50.0 μL deuterated diethyl-d10-amine (DEA10, Sigma-Aldrich: Isotec™; Sigma-Aldrich, St. Louis, MO, USA) was added to the 5-liter LiBr-solution bottle. DEA10 was used because it behaves in the same way as normal DEA in the IC separation but since the hydrogen was replaced with heavier deuterium, it had a different mass than the studied amines. In the MARGA-system, the ISTD is mixed with the sample before the IC-analysis. DEA10 was used to correct for possible losses to the instrumentation and to correct the changes in the MS response. A three-point external calibration was used for all measured alkyl amines corresponding to the concentration levels of 10, 50, and 300 ng m⁻³.
Figure 10. The calibration curves of monomethylamine (MMA), dimethylamine (DMA), trimethylamine (TMA), ethylamine (EA) and diethylamine (DEA).

With the MARGA-MS we measured ambient amine concentrations in 2015 (Paper IV), and determined forest floor amine emissions in 2018 (Paper V). During the measurement periods the instrument was calibrated once every two weeks.

The limits of detection (LODs) for the MARGA-MS were calculated from signal-to-noise ratios (3:1) for most of the compounds and they were similar both in the gas and in the aerosol phases. Due to the background concentrations detected in the blank mode measurements, the LODs specifically for DMA and TMA were calculated from the blank values (3 times the standard deviations of the blank values) and the LODs were different for the gas- and aerosol-phase measurements. As can be seen from Table 3, the limits of detection were low with a moderately good precision (10–15 %) and accuracy (11–37 %) for the analytical method of MARGA-MS to determine atmospheric amine concentrations.
In addition to improved LODs compared to the LODs measured only with MARGA, MS detection after MARGA solved the problem with co-elution of amines with different molecular masses (see Fig. 9) and inorganic cations (e.g., K⁺, Mg²⁺). Also, Verriele et al. (2012) noticed that adding MS detection after a conductivity detector overcomes the co-eluting problem of the IC separation, when they developed an IC-MS method for amines with offline sampling with midget impingers. In their method there was a four-step gradient elution and suppression before the conductivity detector. We wanted to keep our method as simple as possible to make it easy to use in the field, and isocratic elution without suppression was a good choice to reach that goal.

**Table 3.** The Limits of Detection (LOD) of different amines, ammonia and ammonium. Conversions from (ng m⁻³) to pptᵥ was performed using a conversion factor pptᵥ = c (ng m⁻³) : (0.0409×(MW)) by Finlayson-Pitts (2000), where MW is the molar mass of the amine, ammonia or ammonium. The precision for the IC-MS analysis was defined by calculating standard deviations of liquid 200 ng m⁻³ standard measured six times in a row. The data included both the gas and the particle side measurements. The accuracy for the IC-MS analysis was calculated by analysing several times the same known standard solution, and subtracting the averages of the results from the expected values, dividing those with the expected values and multiplying them by 100%. Modified from Paper IV.

| Amine          | LOD (ng m⁻³) | LOD (pptᵥ) | Precision (%) | Accuracy (%) |
|----------------|--------------|------------|---------------|--------------|
| MMA, both gas and aerosol | 2.4          | 1.9        | 10            | 24           |
| DMA, (March to August) gas aerosols | 3.1          | 1.7        | 11            | 31           |
| (November to December) gas aerosols | 0.37         | 0.20       | 0.76          |              |
| TMA, gas aerosols | 0.2          | 0.1        | 14            | 11           |
| EA, both gas and aerosol | 0.36         | 0.19       | 11            | 16           |
| DEA, both gas and aerosol | 0.24         | 0.08       | 15            | 37           |
| PA, both gas and aerosol | 0.31         | 0.13       | 11            | 21           |
| BA, both gas and aerosol | 0.26         | 0.09       | 12            | 14           |
5 Inorganic Nitrogen Containing Compounds in the Boreal Forest Atmosphere

5.1 HONO and HNO₃

Nitrous acid (HONO) and nitric acid (HNO₃) concentrations were measured in the boreal forest environment in 2010–2011 (Paper III). The maximum concentrations for both of them were detected in summer time.

5.1.1 HONO

For nitrous acid, the high summer concentrations support the observation that soil nitrite is a strong source of atmospheric HONO (Su et al., 2011). About half of the NOₓ emitted from the Earth’s surface annually arises from fossil fuel combustion and the remainder from biomass burning and emissions from the soil (Mosier, 2001), and the amount of HONO in air depends on the NOₓ concentration. There are indications that HONO may be formed heterogeneously from NO₂ on ground or on airborne surfaces, for instance on aerosol particles, especially soot, or cloud droplets (e.g., Gutzwiller et al., 2002). Positive correlations between NOₓ and HONO have been found. The emission and heterogeneous formation of HONO in a road traffic tunnel was studied by Kurtenbach et al. (2001), and they discovered that the mean HONO-to-NOₓ ratio was 0.008 ± 0.001, which is indicative of domination of HONO from the traffic sources. In earlier studies, when HONO was measured in an urban background site SMEAR III (Järvi et al., 2009) in Helsinki in 2009–2010 (Makkonen et al., 2012), the results indicated that most of the time the concentration of HONO was larger or equal to the HONO-to-NOₓ ratio prediction of Kurtenbach et al. (2001). The same approach was used in Paper III. In the summer, it was noticed that the ratio deviated by up to two orders of magnitude from the expected ratio determined by Kurtenbach et al (2001), which describe the relative contributions between the traffic and other sources of HONO. This result indicates that in the summertime there might be HONO emissions from the soil that influence the observed concentrations at Hyytiälä. This is in line with observations by Su et al. (2011). The results in Paper III indicated that in other seasons, the HONO-to-NHₓ ratio was closer to ratio of Kurtenbach et al. (2001) suggesting a lower relative contribution from the soil.

In Paper III, diurnal variation of nitrous acid was studied in different seasons. Nitrous acid is formed in the reaction of nitrogen monoxide and hydroxyl radical (Eq. 2) and dissociated by solar radiation (Eq. 3) (Finlayson-Pitts and Pitts 2000).

\[
\text{NO} + \text{OH}^\bullet + \text{M} \rightarrow \text{HONO} + \text{M} \quad (2)
\]

\[
\text{HONO} + \text{hv} \rightarrow \text{OH}^\bullet + \text{NO} \quad (3)
\]
Hence, concentrations of HONO are typically higher at night and lower during the day. In Hyytiälä, the diurnal variation of the HONO concentrations was clear in the summer, but imperceptible during the winter and only very modest during the spring (Fig. 11). In the autumn the HONO concentrations still had some diurnal variation. As discussed above, the observed HONO-to-NOx ratios suggest that a significant fraction of the measured HONO is emitted from the soil. However, this data does not distinguish whether or not there is a diurnal cycle in the emission rate or whether the cycle is driven by photochemistry.

5.1.2 HNO₃

Since formation of nitric acid (HNO₃) requires nitrogen dioxide and solar radiation, the highest seasonal average of HNO₃ concentration (0.10 ppb) was measured in summer. The average concentration of nitric acid at Hyytiälä was 0.07 ppb. It is at the same level as what has been measured in south-eastern Scotland (0.05 ppb, Cape 2009), both results were determined with MARGA. The average concentration level was lower than measured in the urban environment in Helsinki (0.13 ppb in winter and 0.22 ppb in spring, Makkonen et al. 2012).

Diurnal variation of nitric acid was explored in Paper III. Nitric acid is formed between the reaction of nitrogen dioxide and hydroxyl radical OH• (Eq. 4), which is formed in photochemical reactions in sunlight (Finlayson-Pitts and Pitts 2000).

\[ \text{NO}_2 + \text{OH}^\cdot + \text{M} \rightarrow \text{HNO}_3 + \text{M} \]  

The results in Paper III are in agreement with the reaction path, and also with the earlier study conducted at Hyytiälä (Janson et al., 2001). A clear diurnal cycle was observed in the summer, with the maximum in the afternoon at 14:00–18:00 (Fig. 11). However, the peak concentration was observed several hours later than expected, since OH-radicals producing HNO₃ from NO₂ typically have their highest concentrations at noon (Petäjä et al., 2009).
Figure 11. The diurnal variation of nitric and nitrous acids during the four seasons. The box represents the 25th to 75th percentile range, the bars illustrate the 5th and 95th percentiles, the horizontal line depicts the median and the circle shows the averages of the hourly-averaged data for each hour. Adapted from Paper III.

5.2 Ammonia and Ammonium

In Papers III–V the nitrogen containing compounds in the boreal forest atmosphere were studied with MARGA 2s (Paper III) and MARGA-MS (Paper IV and V). In Paper III ammonia and ammonium were studied separately in the boreal forest air, and in Paper IV the sum of them: NH$_x$. Here the results of these papers are compared the sum of the gas phase and particulate matter nitrogen compounds. The results from Paper III showed that the NH$_x$ concentrations were the highest (mean ~0.88 µg m$^{-3}$) in summer followed by winter (mean ~0.42 µg m$^{-3}$) and spring and autumn (mean ~0.36 µg m$^{-3}$). A similar seasonal variation for ammonia as was shown in Paper III, have also been noticed in Canada (Zbieranowski and Aherne, 2012). The main reason for seasonal variation of ammonia is that agricultural sources are lower during the cold period. Agricultural outdoor activities start normally in May in Finland, leading to increased ammonia concentrations (Ruoho-Airola et al., 2010).
There are some differences between the sum of ammonia and ammonium presented in Paper III and in Paper IV. In Paper IV, the highest concentrations of NH$_x$ were measured in March (mean 0.48 µg m$^{-3}$), and in July the concentrations were much lower (mean 0.18 µg m$^{-3}$) compared to the results in Paper III. Overall, the NH$_x$ concentrations reported in Paper III were higher than the corresponding concentrations in Paper IV. One of the reasons for this could be that the measurement periods were shorter in Paper IV. Therefore, the mean values were calculated from shorter time periods, that lasted only a couple of days. The meteorological conditions during the different campaigns differed as well. The temperature in the year 2010 (Paper III) summer period was mostly higher than during the July 2015 measurements (Paper V), but when comparing August measurement periods to each other, Paper IV temperatures were significantly higher.

Diurnal variations of ammonia and ammonium from summer 2010 to spring 2011 were presented in Paper III. In summer, the diurnal cycle of the ammonia concentration was significant, with a maximum in the afternoon (Fig. 12). However, at the same time, there was no diurnal variation observed for particulate ammonium. Hence, the summertime diurnal variation of ammonia cannot be explained by the dissociation of NH$_4$NO$_3$ to gas phase NH$_3$ and HNO$_3$. In winter, no clear diurnal variation was observed and the ammonia concentrations remained very low, mainly below 0.1 ppb, for most of the time. In March, there was no diurnal cycle, but the dynamic variation in the concentrations as a whole was stronger, with a maximum concentration of about 1 ppb. From the end of April the diurnal cycle of ammonia was apparent once again when the agricultural activities started after winter.

Figure 12. Diurnal cycle of ammonia during the four seasons. The box represents the 25th to 75th percentile range, the bars the 90% range (5th and 95th percentiles), the horizontal line indicate the median and the circle present the averages of the hourly-averaged data for each hour. The red lines depict the medium ammonium concentrations (µg m$^{-3}$) in PM10 fraction. Adapted from Paper III.
6 Amines in the Boreal Forest Ambient Air and Their Possible Sources

6.1 Ambient Concentrations

Amines were measured in Hyytiälä in 2015 and 2018. In 2015, we measured the concentrations of monomethylamine (MMA), dimethylamine (DMA), trimethylamine (TMA), ethylamine (EA), diethylamine (DEA), propylamine (PA) and butylamine (BA) (Fig. 13) from ambient air (Paper IV). The measurements started in March and ended in December 2015, providing about 8 weeks of quantified data. The gaps in the data were caused by instrument failures. In the following summary of the results, the gas phase amines are marked as amine(g), aerosol phase as amine(a) and their sum as amine(tot) for each of the amine groups. For example, for monomethyl amine as follows: MMA(g), MMA(a), MMA(tot), to make it easier to understand the discussion.

![Chemical structures of amines and guanidine](image.png)

**Figure 13.** The structures of different amines and guanidine.

6.1.1 Monomethylamine (MMA)

The highest concentrations of MMA(tot) were detected in spring (max. 50 ng m\(^{-3}\)), and the concentrations correlated with the sum of NH\(_3\) and NH\(_4^+\) (R\(^2\) = 0.52) (Paper IV). There were also two occasions in spring (Fig. 14), when the concentrations of MMA(tot) and NH\(_3\)+NH\(_4^+\) increased considerably at the same time. In March this increase coincided with rain, and in April the high concentrations were associated with night time with lower wind speed and higher temperature. Based on these observations we speculate that this increase in MMA(tot) could be connected to the melting snow and to the thawing of the soil. This observation was one of the inspirations to start emission measurements that were reported in Paper V. To explain the higher concentrations, Bigg et al. (2001) suggested that water from the melting snow penetrates the soil and leaf litter under the snow, hence displacing the nitrogen containing gases produced in decomposition of the organic material. These gases are then released into the air, where they can participate in the nucleation process.
(Almeida et al., 2013). The hypothesis is that this bubbling of gases is more efficient in humid conditions, but the evaporation and release to the air are more efficient on warm, sunny days. Furthermore, the lack of oxygen in the wet soil can enhance the formation of the nitrogen containing compounds inside the soil while the snow cover would slow down the evaporation of gases and hinder their release into the atmosphere. Later on, when the snow melts, the vapours would be released in an intensive emission peak.

Figure 14. MMA(tot) concentrations and rainfall measured in Hyytiäälä during spring 2015 in March (a) and MMA(tot) concentrations, wind speed and ambient temperature in April (b).

To contrast the results of Paper IV, we compared the concentrations with earlier MMA(g) measurements. The summary is presented in Table 4. Generally, our observations are in line with the results from the literature. For example, You et al. (2014) measured MMA(g) in a rural forest environment in summer time in Alabama, USA, with CIMS. Their maximum concentration for the MMA(g) was ~2 pptv, whereas Freshour et al. (2014) determined a variable concentration between 4-5 pptv in rural, semi-rural and urban areas in the USA with AmPMS. Because many MMA sources are expected in urban areas (e.g. industry and vehicular traffic) as summarized in Ge et al. (2011), it was surprising that the MMA(g) concentrations in the urban areas are approximately at the same level as our results from the boreal forest. On the other hand, Ge et al. (2011) also lists natural sources of MMA, like vegetation and soil (Ge et al., 2011). Our finding is consistent with Akyüz (2007), who
measured MMA(g) in urban area in Turkey during summer (0.005 pptv) and winter time (0.085 pptv).

6.1.2 Dimethylamine (DMA)

DMA(tot) had the highest ambient concentrations in the boreal forest atmosphere in July (Paper IV). The partitioning between the gas and aerosol phases favored the latter i.e. typically there was higher concentration of DMA in the particle phase (max. 55.5 ng m\(^{-3}\)) (Table 4) than in the gas phase (max 4.1 pptv). It is expected that amines can effectively partition in the aqueous aerosols (Ge et al., 2010), and therefore it is not surprising to find them mostly in the aerosol phase taking into account a fairly high average relative humidity (>68 %). The aerosol in the boreal environment is typically at least slightly water soluble (Hämeri et al., 2001; Petäjä et al., 2005; Ehn et al. 2007). Considering that the accumulation mode aerosol particles have underwent several cloud processing cycles during their residence time in the atmosphere, it is plausible that there is liquid water in the aerosol phase, when the ambient RH is higher than 50 % (Swietlicki et al., 2008). The concentrations of DMA(tot) decreased in August, but we still observed a diurnal cycle with a maximum at noon. The maximum at noon could indicate a light-dependent source for DMA, because also the concentration of isoprene, which has a light-dependent source and is thus not emitted in the night, peaks during daytime while BVOCs (e.g. mono- and sesquiterpenes) with temperature-dependent emissions peak during the night (Hakola et al. 2012, Hellén et al. 2018). Temperature dependent emissions are also highest during the daytime, but high night-time concentrations are explained by the very low mixing layer heights during summer nights at the site. The daytime ambient maximum could also be caused by re-emission of DMA from the surfaces. Kieloaho et al. (2013) measured high gas-phase concentrations of the sum of DMA and EA in July, reaching a maximum of ~75 pptv (approximately 138 ng m\(^{-3}\)) at Hyytiälä. Their data showed that the concentration levels decreased in August, which agrees with our results. Schobesberger et al. (2015) and Sipilä et al. (2015) carried out measurements at Hyytiälä in spring 2011 and 2013, respectively, and according to their results, DMA(g) concentrations were mostly below 1–1.5 pptv. In Paper IV, we also observed low concentrations in the spring time, and our maximum gas phase concentration of DMA was 4.1 pptv (Table 4), in agreement with Schobesberger et al. (2015) and Sipilä et al. (2015).

The concentration of DMA(g) had a positive correlation both with air and with soil temperature (Fig. 15). However, the correlation with the soil temperature seemed to depend on the measurement period and the positive correlation was most evident in the summer (Fig. 16). Relative humidity correlated negatively with DMA(g) concentrations (Fig. 15), which is in accordance with the hypothesis that amines partition effectively the aqueous phase aerosol particles (Ge et al., 2010) predominantly in high RH conditions. The most consistent relationships of DMA(g) are with air and soil temperature; the slopes of the linear regressions are positive for all of the data and for summer alone (Fig. 16). In Paper V, we
noticed, that also DMA emissions from the forest floor have dependency on air and soil temperature, confirming our observations from Paper IV.

**Figure 15.** DMA concentration at Hyytiälä in the gas phase as a function of selected ambient conditions: (a) air temperature, (b) relative humidity, (c) wind speed, (d) soil temperature, and (e) soil humidity classified according to the season (March-May represents spring, July is summer, and November and December are classified as early winter). The linear regressions shown in the plots were calculated using the data points of all the seasons. Adapted from Paper IV.

**Figure 16.** DMA concentration in the gas phase as a function of (a) air temperature and (b) soil temperature in summer. Adapted from Paper IV.
6.2.3 Trimethylamine (TMA)

Ambient TMA(tot) concentrations peaked in March, at the time as MMA(tot) and \( \text{NH}_3+\text{NH}_4^+ \). A secondary maximum was in July, being indicative of a biogenic source. Ambient TMA(g) concentrations tended to decrease, when air and soil temperatures increased. Therefore, the behaviour was opposite to DMA(g). As already mentioned, TMA concentrations were high in spring and we speculated in Paper IV, that they could originate partly from the melting snow and ground. DMA might have biogenic sources in summer, which could explain the different correlation behaviour. Compared to other studies conducted in Hyytiälä (Sellegri et al., 2005; Kieloaho et al. 2013, Table 2), the TMA(g) concentrations that we measured were much smaller. Sellegri et al. (2005) measured TMA(g) with CIMS, so their results probably contained all amines with the same mass as TMA i.e. C3 amines, and this is a possible explanation for the difference. Also guanidine has the same mass than TMA and PA. Kieloaho et al. (2013) measured the sum of gaseous TMA and propylamine, which could also explain the differences. It would also be interesting to compare these measurement methods in a campaign, so the differences caused by ambient conditions would be minimized.

6.2.4. Ethylamine (EA)

Ethylamine concentration was the only amine, which had a similar diurnal cycle as the monoterpane concentrations measured at the same time. Both illustrated a maximum concentration in the night (Paper IV). This type of diurnal variation is typical for many reactive compounds that have local sources in the boreal forest (Hakola et al., 2012). The low daytime concentrations were due to strong atmospheric mixing combined with effective oxidation by OH radicals. Kürten et al. (2016) measured C2 amines (i.e., DMA and EA) with a CI-API-TOF in Germany near three dairy farms and a forest from May to June 2014. They did not observe a clear diurnal cycle for the C2 amines. In our measurements, EA and DMA had opposite diurnal variations and it could be that these opposite cycles cancel each other out and thus the total C2 amine concentration determined by Kürten et al. (2016) show not such variation.
### Table 4. Comparison of ambient air concentrations of MMA, DMA, TMA and EA in different sites and seasons, gas and aerosol phase. Adapted from Paper IV.

| Amine | Gas (pptv) | Aerosol (ng m$^{-3}$) | Site description | Location | Season | Year | Reference |
|-------|------------|------------------------|------------------|----------|--------|------|-----------|
| MMA   | <DL−8.8    | <DL−61.2               | Rural forest     | Finland  | Spring-early winter | 2015 | Paper IV  |
|       | max. ~2    |                        | Rural forest     | AL, USA  | Summer | 2013 | You et al. (2014) |
|       | 5          |                        | Semi-rural       | DE, USA  | Summer | 2012 | Freshour et al. (2014) |
|       | 4          |                        | Rural            | OK, USA  | Spring | 2013 | Freshour et al. (2014) |
|       | 4          |                        | Urban            | MN, USA  | Autumn | 2012 | Freshour et al. (2014) |
|       | 0.005      |                        | Urban            | Turkey   | Summer | 2004-2005 | Akyüz (2007) |
|       | 0.085      |                        | Urban            | Turkey   | Winter | 2005-2006 | Akyüz (2007) |
| DMA   | <DL−4.1    | <DL−55.5               | Rural forest     | Finland  | Spring-early winter | 2015 | Paper IV  |
|       | max ~7$^{a}$ |                      | Rural forest     | AL, USA  | Summer | 2013 | You et al. (2014) |
|       | 28$^{a}$   |                        | Semi-rural       | DE, USA  | Summer | 2012 | Freshour et al. (2014) |
|       | 20$^{a}$   |                        | Rural            | OK, USA  | Spring | 2013 | Freshour et al. (2014) |
|       | 42$^{a}$   |                        | Urban            | MN, USA  | Autumn | 2012 | Freshour et al. (2014) |
|       | 1.18       |                        | Urban            | Turkey   | Summer | 2004-2005 | Akyüz (2007) |
|       | 1.61       |                        | Urban            | Turkey   | Winter | 2005-2006 | Akyüz (2007) |
|       | <2.7       | <2.7                   | Urban            | Canada   | Summer | 2009 | VandenBoer et al. (2011) |
|       | 6.5±2.1    | 0.1±0.2                | Rural            | Canada   | Autumn | 2010 | VandenBoer et al. (2012) |
|       | 42±30$^{a}$|                        | Rural forest     | Finland  | May-October | 2011 | Kieloaho et al. (2013) |
|       | max 10     |                        | Urban            | GA, USA  | Summer | 2009 | Hanson et al. (2011) |
|       | 9.3-20.5   |                        | Semi-arid        | AZ, USA  | Whole year | 2012-2013 | Youn et al. (2015) |
| TMA   | <DL−6.1    |                        | Rural forest     | Finland  | Spring-early winter | 2015 | Paper IV  |
|       | 34-80      |                        | Rural forest     | Finland  | Spring | 2002 | Sellegri et al. (2005) |
|       | max.~20$^{b}$ |                     | Rural forest     | USA      | Summer | 2013 | You et al. (2014) |
|       | 6$^{b}$    |                        | Semi-rural       | DE, USA  | Summer | 2012 | Freshour et al. (2014) |
|       | 35$^{b}$   |                        | Rural            | OK, USA  | Spring | 2013 | Freshour et al. (2014) |
|       | 19$^{b}$   |                        | Urban            | MN, USA  | Autumn | 2012 | Freshour et al. (2014) |
|       | 15$^{b}$   |                        | Rural forest     | AL, USA  | Summer | 2013 | You et al. (2014) |
|       | <2.7$^{c}$ | <2.7$^{c}$             | Urban            | Canada   | Summer | 2009 | VandenBoer et al. (2011) |
|       | ~1$^{c}$   | 1±0.6$^{c}$            | Rural            | Canada   | Autumn | 2010 | VandenBoer et al. (2012) |
|       | 21±23      |                        | Rural forest     | Finland  | May-October | 2011 | Kieloaho et al. (2013) |
|       | ≤6.8×10$^{3}$ |                    | Agricultural     | CA, USA  | Autumn | 2013 | Dawson et al. (2014) |
|       | max 9±7    |                        | Wildfire$^{a}$   | Canada   | Summer | 2015 | Place et al. (2017) |
| EA    | <DL−8.2    |                        | Rural forest     | Finland  | Spring-early winter | 2015 | Paper IV  |
|       | 0.19       |                        | Urban            | Turkey   | Winter | 2005-2006 | Akyüz (2007) |

a: Mass 46 i.e. DMA+EA, b: Mass 60 i.e. TMA+PA, c: TMA+DEA, *: Units in ng m$^{-3}$, #: Samples are collected in British Columbia during wildfires.
6.2 Amine Emissions from the Boreal Forest Floor

6.2.1 Seasonal Variability of Emissions

In Paper V, we measured amine (MMA, DMA, TMA, EA, DEA and PA) and guanidine emissions from the boreal forest soil with a dynamic flow through chamber in Hyytiälä year 2018. The chamber measurements lasted for about one week at a time and the measurement months were April, May, July and September. In Paper IV, we measured ambient concentrations of amines in Hyytiälä year 2015. The monthly means of ambient concentrations and forest floor emission rates are shown in Fig. 17.

Figure 17. The mean of total amine and ammonia+ammonium concentrations (ng m$^{-3}$) (a), and the emission rates of amine and guanidine forest floor emissions (ng m$^{-2}$ h$^{-1}$) (b). The NH$_3$+NH$_4^+$ concentrations are divided by a factor of 100 to fit the same scale. The means represent the measurement periods in each month, so the concentrations and emissions rates are not averaging whole months. Fig. 17 a is adapted from supplementary material of Paper IV whereas Fig. 17 b is adapted from Paper V.

When comparing emission rates from 2018 and ambient air concentrations from 2015 (Fig. 17), some similarities can be found. For example, for DMA and TMA, the highest ambient concentrations and the highest emission rates were measured in July. However, MMA had the highest concentrations in the spring (March and April), but the highest emission rates in July. We speculated in Paper IV, that the high MMA concentrations could be caused by the melting snow and thawing of the soil. During the emission measurement period, the snow melted from the chamber in April 2018. This coincided with the higher emissions in the time series during that time. However, the emission rates were lower especially for MMA than we were expecting based on the ambient measurements in Paper IV, where the highest MMA concentrations were measured in March and April. One reason could be the differences between the years and measured periods.
We included guanidine measurements to our method in 2018, because it was shown to be a very efficient compound for new particle formation by Myllys et al. (2018). They concluded that guanidine could be an even more efficient stabilizer for sulphuric acid clusters than amines. Guanidine is a catabolite of arginine and has been found in urine (Marescau et al. 1992, Van Pilsum et al., 1956). Arginine concentrations have been detected in a boreal forest in Alaska, USA (Werdin-Pfisterer et al., 2009). In Paper V we observed guanidine emissions from the boreal forest floor, with maximum emission rates in the spring and decreasing rates towards the autumn. Noteworthy is that ammonia concentrations in Paper IV had a similar pattern. This could indicate a common source for both compounds. Unfortunately, the conductivity detector of MARGA was not working properly in 2018 and we were not able to determine ammonia emissions for the whole period. Therefore, we could not verify the hypothesis of the common source for ammonia and guanidine.

6.2.2 Diurnal Variability of Emissions

We observed a diurnal cycle in different amine (MMA, DMA and TMA) and guanidine emissions in May and especially in July, with maxima in the afternoon (Fig. 18). Also DEA, which did not show a clear diurnal cycle in other measurement periods, had a coinciding peak in July. In Paper IV, we detected a diurnal cycle with a maximum in the afternoon for the DMA ambient concentrations in August, although the absolutely highest concentrations were measured in earlier months. Compared to the emissions of the other amines and guanidine, trimethylamine emissions peaked earlier in the afternoon (Fig. 18), possibly because it has a lower boiling point than the other amines, and therefore it evaporates more easily.
Figure 18. Typical diurnal variation of emissions of different amines and guanidine in May and July.
6.2.3 Effect of Environmental Parameters on the Emission Rates

As in Paper IV with ambient concentrations, we noticed in Paper V that the amine emissions from the forest floor were temperature dependent. Both the DMA emissions (Fig. 19, $R^2 = 0.46$) and the DMA(g) ambient concentrations (Fig. 13, $R^2 = 0.55$, Paper IV) had a reasonable correlation coefficient with the air temperature. Also the TMA emissions had a weak dependency on the air temperature ($R^2 = 0.47$), but MMA had only a moderate dependency ($R^2 = 0.26$) when the air temperature was higher than 15 °C.

Figure 19. Emissions of three amines as a function of the chamber temperature and relative humidity (a) and outdoor air temperature and relative humidity (b). Note that in (a) there are data only until 28th of May due to the malfunctioning of the RH sensor in the chamber and the highest emissions were observed in July. Note also the different scales in both x and y axes in (a) and (b).

In Paper IV, we noticed a positive correlation with the soil temperature and the ambient concentration of DMA(g) (Fig. 20). Also the correlation between the soil humidity and DMA(g) was positive. In Paper V, we observed a positive correlation with the soil temperature and the DMA emissions, but a negative correlation with the soil humidity. As amines are water soluble it is plausible that in the high soil humidity conditions amines would stay in the soil water.
Figure 20. Emission rates of three amines in the chamber as a function of soil surface temperature (t, °C) and soil surface humidity (SH, m$^3$ m$^{-3}$) (color-coded).
7 Review of Papers and Author’s Contribution

**Paper I** presents the chemodiversity of a Scots pine stand in SMEAR II Hyytiälä and discusses its implications for terpene air concentrations and atmospheric models. The chemodiversity and associated emission measurements were conducted from 40 cut branches in the laboratory. The main conclusion of the paper is that the different individual pines indeed have different chemotypes and different chemical emission fingerprints. These results need to be taken into account in atmospheric chemistry modelling. I made the VOC analysis of the cut branches and participated in the writing of the manuscript.

**Paper II** reports the terpenoid and carbonyl emissions from Norway spruce during a growing season. The presence of chemotypes from six different spruces were tested and observed. I participated in the measurement campaign and contributed in the writing of the manuscript.

**Paper III** summarizes the first data set with the MARGA instrument in the boreal forest environment detecting inorganic gases and ions from the air, and it compares the results with other observation methods. The variability of the NH₃, HONO and HNO₃ concentrations in the ambient air was determined in four seasons. I participated in the measurements and contributed to the writing of the paper together with Dr. Ulla Makkonen, who had the overall responsibility.

**Paper IV** introduces a new method, MARGA-MS, targeted for atmospheric amine measurements. The MARGA-MS was used in the boreal forest in **in situ** measurements of ambient concentrations of amines and ammonia/ammonium, and seasonal and diurnal cycles of these compounds are presented. I developed the method for analysing the amines from air with the MARGA-MS and conducted the measurement campaign in Hyytiälä. I was responsible for writing the manuscript.

**Paper V** presents the results from amine and guanidine forest floor emission measurements in Hyytiälä. In this paper, the MARGA-MS was connected to a dynamic flow through chamber, and the emission measurements were made in April, May, July and September, about one week per month. I had the main responsibility to conducting the measurements, analysing the data and writing the manuscript.
8 Conclusions

In the introduction of this thesis we specified four main objectives for it. The first one was to characterise BVOC-emissions of Scots Pine and Norway Spruce, and it was fulfilled in Papers I and II, where we measured monoterpane emissions from 40 different Scots Pine and 6 different Norway Spruces. The second objective was to develop a method for in situ, online amine measurements, and it was fulfilled in Paper IV, where we developed MARGA-MS, which we used to measure ambient amine concentrations in boreal forest, fulfilling also partly the 3rd objective. The 3rd objective was to understand the variability of amine and inorganic nitrogen compounds, and these were fulfilled in Paper III-IV, where we observed seasonal and diurnal variation of concentrations for HONO and HNO$_3$ (Paper III), ammonia and ammonium (Papers III&IV) and amines (Paper IV). In Paper V, we measured the boreal forest floor and observed emissions of different amines and guanidine, finding out that the boreal forest floor indeed is a source of these compounds, which also fulfilled the 4th objective of this thesis.

SOA studies and atmospheric models often use only one monoterpane, typically α-pinene, to represent all monoterpenes and as a descriptive concentration a sum of monoterpane concentrations is commonly used (Friedman and Farmer, 2018). Another simplification is to up-scale from data from a few branches to represent emissions from all the trees (Guenther et al., 2012; Messina et al., 2016). This is problematic, because different monoterpenes have diverse reaction rates and reaction pathways in the atmosphere and one branch with a one specific chemotype does not represent the variability in the monoterpane emission fingerprints of the individual trees (Papers I and II). Although branch-scale emission measurements are necessary for detecting also the most reactive compounds, regional scale measurements are more representative.

In Paper III, MARGA was for the first time used in the boreal forest air measurements. Ammonia, ammonium, HONO and HNO$_3$ were measured during different seasons, and their seasonal and diurnal behaviour were described. All the gases and ammonium had a maximum ambient concentration in summer. HNO$_3$ and NH$_3$ peaked in the daytime, but HONO peaked in the night, because in the day it reacts with solar radiation to form OH$^•$ radical. Based on the data presented in Paper III, the boreal forest floor was thought to be one source of HONO in the summer time, which agreed with the observations of Su et al. (2011). In other seasons, the HONO-to-NH$_3$ ratio was closer to the ratio of Kurtenbach et al. (2001), meaning that the results indicated dominance of traffic as the source of HONO during autumn, winter and spring.

Because MARGA had too high detection limits for amine measurements, it was connected to a mass spectrometer and used for ambient amine measurements in Paper IV. The MARGA-MS was also used for amine emission measurements from the forest floor (Paper V). Myllys et al. (2018) noticed in their computational study, that another base, guanidine, could have even better qualities to stabilize sulphuric acid clusters than amines. Therefore,
in **Paper V**, we included guanidine in our method and detected emissions of it from the boreal forest floor.

Recently, atmospheric amine concentrations and their sources in boreal forest have been a burning research question (Sellegri et al., 2005; Kieloaho et al., 2013, 2017; Sipilä et al., 2015; Schobesberger et al., 2015). **Paper IV** helps to fill this knowledge gap by presenting the seasonal and diurnal cycles of amines. Furthermore, **Paper V** showed that the soil indeed is one of the amine sources in the boreal forest. Ambient air amine measurements have been conducted in boreal forest several times (Kieloaho et al., 2013; Sipilä et al., 2015; Schobesberger et al., 2015, **Paper IV**), but still the question of if the amines in the boreal forest have an effect on nucleation remained unanswered. Different measurement years have different environmental conditions, and it would be interesting to study amine concentrations in the boreal forest with different measurement instruments at the same time and with a longer time series expanding over years to study interannual variability.

In this thesis I widened the understanding regarding the composition of reactive trace gases in the atmosphere and their behaviour in boreal forest air by taking advantage of chromatographic measurement methods. To summarise the results, we observed chemodiversity in the emissions of Scots pines (**Paper I**) and Norway spruces (**Paper II**) using TD-GC-MS. Using the MARGA instrument we were able to measure seasonal and diurnal behaviour of reactive inorganic compounds HONO, HNO$_3$ and ammonia/ammonium, for the first time in the boreal environment (**Paper III**). These measurements gave us the idea to develop a method to measure concentration of amines in the atmosphere. As a follow-up, MARGA-MS was adapted to detect amine and ammonia/ammonium in the ambient air both in gas and aerosol phases (**Paper IV**). In the next step, the instrument was connected to a dynamic flow through chamber in order to quantify amine and guanidine emissions from the forest floor (**Paper V**).

The results from these studies can be used for improving atmospheric chemistry and aerosol formation models. The results clearly show the high variability of the biogenic emissions and ambient concentrations of reactive trace gases. Based on the findings it is clear that the boreal forest is also a significant source of reactive trace gases in addition to monoterpenes. The methods developed within the thesis, especially for the volatile organic amines, will be valuable in future atmospheric and other environmental studies enabling compound specific amine measurements with low enough detection limits and relatively high time resolution simultaneously from the gas and aerosol phases.
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Abstract. Atmospheric chemistry in background areas is strongly influenced by natural vegetation. Coniferous forests are known to produce large quantities of volatile vapors, especially terpenes. These compounds are reactive in the atmosphere, and contribute to the formation and growth of atmospheric new particles.

Our aim was to analyze the variability of mono- and sesquiterpene emissions between Scots pine trees, in order to clarify the potential errors caused by using emission data obtained from only a few trees in atmospheric chemistry models. We also aimed at testing if stand history and seed origin has an influence on the chemotypic diversity. The inherited, chemotypic variability in mono- and sesquiterpene emission was studied in a seemingly homogeneous 48 yr-old stand in Southern Finland, where two areas differing in their stand regeneration history could be distinguished. Sampling was conducted in August 2009. Terpene concentrations in the air had been measured at the same site for seven years prior to branch sampling for chemotypes.

Two main compounds, α-pinene and Δ3-carene formed together 40–97 % of the monoterpane proportions in both the branch emissions and in the air concentrations. The data showed a bimodal distribution in emission composition, in particular in Δ3-carene emission within the studied population. 10 % of the trees emitted mainly α-pinene and no Δ3-carene at all, whereas 20 % of the trees where characterized as high Δ3-carene emitters (Δ3-carene forming >80 % of total emitted monoterpane spectrum). An intermediate group of trees emitted equal amounts of both α-pinene and Δ3-carene. The emission pattern of trees at the area established using seeding as the artificial regeneration method differed from the naturally regenerated or planted trees, being mainly high Δ3-carene emitters. Some differences were also seen in e.g. camphene and limonene emissions between chemotypes, but sesquiterpene emissions did not differ significantly between trees. The atmospheric concentrations at the site were found to reflect the species and/or chemodiversity rather than the emissions measured from any single tree, and were strongly dominated by α-pinene. We also tested the effect of chemodiversity on modeled monoterpane concentrations at the site and found out that since it significantly influences the distributions and hence the chemical reactions in the atmosphere, it should be taken into account in atmospheric modeling.

1 Introduction

Biogenic emissions of volatile organic compounds (BVOC) are significant contributors to air composition in rural areas, and make up roughly 50 % of all atmospheric VOCs (Guenther et al., 1995). BVOCs e.g. influence aerosol growth and formation processes (Claeys et al., 2004; Kulmala et al., 2004; Tunved et al., 2006), and contribute to production and destruction of tropospheric ozone (Atkinson and Arey, 2003), and are thus important factors in atmospheric reactivity. Isoprenoids, such as mono- and sesquiterpenes and isoprene, form a significant proportion of all atmospheric...
reactive BVOCs, and therefore numerous field studies have been conducted to determine their emission rates from vegetation (e.g. Isidorov et al., 1985; Janson, 1992; Tarvainen et al., 2005) and concentrations in the air (e.g. Hakola et al., 2003, 2009).

Monoterpene emission models traditionally use an emission algorithm, where parameters are empirically defined under specific environmental conditions (e.g. Guenther et al., 2002; Sakulayanontvittaya et al., 2008). One of the greatest problems in the empirical approach seems to be in the generalization of emissions into one number, which would describe the variability in emissions over a range of conditions and species. Large seasonal variations exist both in emitted quantities and in the emission composition (e.g. Tarvainen et al., 2005; Holzke et al., 2006), emphasizing the need for a detailed understanding of processes involved, in order to create accurate predictions on emissions and their variations in space and time (Rinne et al., 2009). The empirical algorithms have been recently criticized by Niinemets et al. (2010a, b), based on the missing physico-chemical controls and lack of spatio-temporal resolution in the empirical approach. Monoterpene production is controlled by temperature and light conditions, but also the CO₂ concentration and compound volatility influence either the production or diffusion from tissues, thus some process-based models taking into account these dynamic factors have been developed for isoprene and monoterpenes (Niinemets et al., 2002; Bäck et al., 2005; Possell et al., 2005; Arneth et al., 2007; Schurgers et al., 2009).

Boreal coniferous forests are covering vast areas in the northern hemisphere (FAO, 2010), and thus the emissions of BVOCs from these areas play an important role in the atmospheric composition regionally and globally. Among the most important volatile compounds emitted from boreal coniferous forests are monoterpenes and sesquiterpenes, which form a major proportion of the conifer oleoresin (Fält et al., 2001) and contribute to the constitutive emissions from trunks, needles and roots. The oleoresin is formed in e.g. in epithelial cells of resin ducts of needles (Fig. 1), and liberated from there in the occasion of a mechanical damage. However, monoterpenes and isoprene are also synthesized in mesophyll cells of conifer needles, and most probably the emissions from mesophyll through stomata form a significant part of the constitutive emissions from needles (Ghirardo et al., 2010). The intra-specific variation of monoterpene blend in e.g. Scots pine oleoresin seems to be quite large (Maciag et al., 2007; Thoss et al., 2007), and distinct chemotypes, i.e. genetically determined monoterpene composition, can be defined from needle essential oils. Already in early 1970’s, a clear inherited monoterpene pattern in Scots pine (Pinus sylvestris L.) needle extracts was reported (Hiltunen, 1976). Tarvainen et al. (2005) found that the branch scale emissions of Scots pine individuals were dominated by either Δ^3-carene or pinenes (both α-pinene and β-pinene), depending on the location of measurements.

Individual VOCs differ in their atmospheric lifetime and reactivity, and thus it is important to know the composition of the emission blend for modelling the atmospheric chemistry. However, parameterization of atmospheric chemistry models is often done using data from a single tree at a single point of time. Our hypothesis was that this may not be sufficient in describing the impact of the boreal coniferous forest to chemistry above the stand, due to the variation in the inherited emission pattern, chemotype. Therefore we chose to sample branches from trees in a mature Scots pine stand in Southern Finland, where also detailed air chemistry and VOC emission measurements have been conducted over several years. Chemotypic characterization of the stand can reveal the reasons for observed discrepancy between branch scale emissions and above-canopy concentrations and is therefore a key for understanding the implications on air chemistry at the boundary layer.

2 Methods
2.1 Site description and sampling

The study was carried out at the SMEAR II (Station for Measuring forest Ecosystem – Atmosphere Relations) site in Hyytiälä, Southern Finland (61° N, 24° E, 180 m a.s.l.) in August 2009. The station is situated at a relatively homogenous stand, dominated by 48 yr-old Scots pine with some Norway spruce (Picea abies [L.] Karst.) as understorey (Hari and Kulmala, 2005; Ilvesniemi et al., 2009). The proportion of Scots pine is 93 %, Norway spruce and deciduous trees (mainly silver and downy birch (Betula pendula [Roth.] and Betula pubescens [Ehrh.]) and European aspen
(Populus tremula)) are present with proportions of 2% and 5%, respectively. Within a 200 m radius from the SMEAR II station, all stands are dominated by Scots pine (75%). The Scots pine basal area at the SMEAR II stand is 23 m² ha⁻¹, and the dominating pines have an average DBH of 19.6 cm. The canopy reaches a height of about 17.5 m. Understorey vegetation is mainly formed from woody shrubs (Vaccinium myrtillus, Vaccinium vitis-idaea and Calluna vulgaris) and mosses (Dicranum polysetum, Pleurozium schreberi). The soil at the stand is mainly podzolic, characterized by thin humus layer and low nitrogen level.

The SMEAR II stand was established mainly by sowing after prescribed burning conducted in 1962. According to old stand management information kept by the Metsähallitus (Administration of states forests) (Hämeeninnaa maakunta-arkisto, 2011), some Scots pine and Norway spruce seedlings have been planted to the SMEAR II stand four years after sowing, in 1966 to fill in gaps. However, sowing was the main regeneration method at the stand. On the contrary, sowing was not used as a regeneration method at all in the adjacent stands, which were regenerated from seeds originating from the close-by mature trees, or by planting with commercially available seedlings. Scots pine is dominating also in most of the surrounding stands, but within the 200 m radius also some Norway spruce – mixed deciduous stands exist. Within the 200 m radius the ages of the stands vary from 27 to 85 yr and the proportion of Norway spruce is 15 % and deciduous trees 10%.

We collected branches from 40 pine trees with a systematic sampling scheme (Fig. 2). 25 sample trees were located at the SMEAR II stand and 15 at surrounding pine stands. The middle point of sampling grid was the main mast (length 73 m) located in the center of SMEAR II measurement station area. In respect to the main mast the closest sampled trees were at the distance of 5 m whereas the furthest ones were 185 m away. In the selection of sampling plots more emphasis was given to those plots that were located closer to SMEAR II main mast, in order to compare the branch emissions with air concentrations, measured close to the main mast. The probability of the closest plots to be selected was two-fold when compared to the plots that were located farthest off. Between the closest and the farthest plots the probability changed linearly. Branches were collected from upper part of canopy (height 12–14 m), southward facing direction with the help of pole-clippers, and placed immediately in a styrofoam box at +4 °C. Sampled branches were ca. 20 cm in length, and included the two most recent age classes of one shoot per tree (about 100–200 needle pairs). The ambient ozone concentrations during sampling ranged from 15 to 35 ppb, and those of NO₃ from 0.1 to 1.5 ppb.

2.2 Emission analysis

The collected branches were stored in cold (<+4 °C) in plastic bags before sampling VOC emissions onto Tenax TA-Carbopack-B adsorbent in standard laboratory conditions. Emissions were measured immediately after they were transported to the laboratory, not more than 10 days from sampling. By the time of measurement, the cutting-induced resin leakage had ceased and a dry resin plug was formed in the end of the twig. The branches were taken into room temperature 15–40 min before sampling and enclosed in a Teflon bag. We were interested in monoterpene ratios in the emissions of different trees, and thus the analysis was qualitative.

The adsorbent tubes were analysed using a thermodesorption instrument (Perkin-Elmer TurboMatrix 650 ATD) connected to a gas chromatograph-mass spectrometer (Perkin-Elmer Clarus 600) with HP-1 column (60 m, i.d. 0.25 mm). The detection limits were 10–200 ng m⁻³ for most of the compounds. The measured compounds were identified using authentic standards and NIST library.

For analyzing the seasonal variability in monoterpene proportions in Scots pine emission, we also used an old dataset (monthly average emission values from year 2003), reported earlier in Tarvainen et al. (2005).

2.3 Monoterpene concentrations in the air at the SMEAR II stand

Air samples were collected between years 2001–2007 for ambient air concentration measurements. The air sampling was done initially above the canopy on the upper level of a scaffolding tower, 10 m from the main mast. During the measurement period the average Scots pine canopy height in the footprint area increased with 2.1 m, from 15.1 m to 17.2 m, due to the average annual height growth of 0.3 m (Ilvesniemi et al., 2009).

The full set of data is reported in Hakola et al. (2009). Here we use only monoterpene data obtained in July–August each year. Samples were collected for 60 min about three times a week, two samples at a time, and always around noon. Two MnO₂-coated copper nets placed in a Teflon holder were employed in front of the sampling tubes for removing ozone from the ambient air. The nets were found to destroy about 80% of the ozone but leave α-pinene, β-pinene, limonene and Δ3-carene unaffected.

2.4 Modelling

The one-dimensional chemistry-transport model SOSA (Model to Simulate the concentrations of Organic vapors and Sulphuric Acid, Boy et al., 2011) was used to investigate the atmospheric relevance of monoterpene chemodiversity for the SMEAR II station in Hyytiälä, Finland.

The meteorology of SOSA is described by a one-dimensional version of the SCADIS model (Sogachev et al., 2002; Sogachev and Panferov, 2006). Based on the Reynolds averaged Navier-Stokes (RANS) equations, SCADIS employs a turbulent kinetic energy – specific dissipation closure scheme. The model includes prognostic equations for...
these variables and for wind, heat and moisture. Involving a number of parameterizations the model is capable of describing in a realistic manner the physical processes forming the meteorological regime within and above the forest canopy under different environmental conditions (Boy et al., 2011). Measured data from year 2007 at the SMEAR II were used as input and meteorological data (temperature, humidity and wind speed, at 4, 8, 16, 33, 50 and 67 m heights) were applied for nudging the model variables towards the observations.

The chemistry was calculated using the Kinetic PreProcessor (KPP) (Damian et al., 2002). Most chemical reaction equations were selected from the Master Chemical Mechanism (http://mcm.leeds.ac.uk/MCM/). The photochemistry calculates the photo dissociation constants using data from Atkinson et al. (1992) and spectral irradiance measurements from the SMEAR II station (Boy et al., 2002).

The emissions of organic vapors from the canopy were calculated with a modification of the model MEGAN (Model of Emissions of Gases and Aerosols from Nature), version 2.04 (Guenther et al., 2006). This model, which has been implemented in SOSA, estimates landscape average emission factors for a specific location by combining estimates of plant species composition and representative species-specific emission factors. For each time step, emissions driven by changes in calculated leaf temperature and incident solar radiation on sun and shade leaves at different canopy levels are calculated. We have assumed the landscape to be composed of Scots pine and use standard emission potentials by Hakola et al. (2006). This is a good first order approximation even though it neglects the influence of other plant species in the concentration footprint (e.g. Haapanala et al., 2007). Also 16 different canopy characteristics, such as leaf data together with scattering and reflection coefficients were used to describe the needle forest.

2.5 Statistics

The data was tested for chemotypic differences in monoterpene and sesquiterpene emission patterns using nonparametric tests and $k$-means clustering. The tests were conducted for qualitative emission blend data, which was the emission of the emitted compound divided with the sum of emissions of all measured compounds.

$K$-means clustering was conducted using 3 and 4 clusters as input. Two datasets were used for clustering: (1) proportions of the major compounds $\Delta^3$-carene and total pinenes ($\alpha$-pinene + $\beta$-pinene) and (2) proportions of all measured compounds. When results of SMEAR II stand and surrounding stands were compared, the number of samples was 25 and 15, respectively. The non-parametric Kruskal-Wallis-test was used for testing distributions between groups that were formed using clustering. Correlations between emitted compounds were tested using Pearson correlation coefficient. The non-parametric Mann-Whitney U-test was conducted separately for proportions of $\Delta^3$-carene, $\alpha$-pinene and $\beta$-pinene between samples from SMEAR II stand and surrounding stands.

3 Results

3.1 Proportions of mono- and sesquiterpenes in individual Scots pine trees

The average relative emission content of sampled branches included $\Delta^3$-carene and $\alpha$-pinene in almost equal proportions, about 40 % both. The proportion of $\beta$-pinene was little less than 10 %. The rest, less than 10 %, included all other compounds (in decreasing order): limonene, camphene, isoprene, terpinolene, toluene, benzene, p-cymene, 1,8-cineol, $\beta$-caryophyllene, methylbutenol, alloaromaden-
drene/farnesene, bornylacetate, α-humulene, aromadendrene, iso-longifolene, longicyclene and nopinone (Table 1). Large differences in relative emission contents between the studied Scots pines were found (Table 1). α-pinene and Δ⁢³-carene formed together 40–97 % of the branch monoterpene proportions. Only in one tree the β-pinene proportion overruled these two major components. Variation was also observed in sesquiterpene composition (Table 1).

The data was analyzed with cluster analysis to reveal potential groupings based on emitted compound spectrum. Three separate clusterings were conducted: (I) three clusters, only proportions of major compounds (Δ⁢³-carene and total pinenes (α-pinene + β-pinene)), (II) three clusters, proportions of all measured compounds, (III) four clusters, proportions of all measured compounds. Figure 3 illustrates the average proportions of compounds in 3 clusters based only on the main emitted compounds (type I clustering). This clustering (three clusters, only proportions of major compounds) was used as a basis for further analysis because it is based on the compounds characterizing majority of the variation between trees. These clusters were considered as chemotypes. When all measured compounds were used for dividing trees to 3 clusters (II), the number of high pinene emitters was reduced, and the number of intermediate trees was increased (data not shown). The difference was mainly due to the high β-pinene emitters shifting from the pinene cluster to the intermediate cluster.

A significant proportion (20 %) of the pine population could be characterized as high Δ⁢³-carene emitters. The Δ⁢³-carene emissions of this group were on average 76 % of the total emitted monoterpenes. In minimum their pinene emissions were only one tenth of the Δ⁢³-carene emissions, and the emissions of other monoterpenes were also rather small (on average <2 %). Fifteen trees (37.5 %) emitted mostly α-pinene and β-pinene. From this group, five trees emitted only remnants of Δ⁢³-carene (less than 10 % of total measured emissions), and their pinene emissions were over 90 % of total emission content. In the pinene trees also significant emissions of limonene (ca. 4 %) and β-pinene (ca. 17 %) were measured. However, about half of the trees showed an intermediate emission pattern, with Δ⁢³-carene and α-pinene being emitted in almost equal proportions.

0.01–6.9 % of the total BVOC blend was sesquiterpenes (Table 1). The most abundant sesquiterpene was β-caryophyllene, which formed over 80 % of the total sesquiterpene emissions in more than half of the trees. The proportion of sesquiterpene emission from trees showing intermediate emission composition was on average threefold when compared to trees showing high proportions of Δ⁢³-carene or pinenes. This difference was caused by a couple of high sesquiterpene emitters among intermediate trees.

The proportion of terpinolene was positively correlated with proportions of Δ⁢³-carene (r = 0.68) and α-pinene (r = 0.65). All sesquiterpenes were strongly intercorrelated (r > 0.9, p < 0.01, Pearson correlation) but this phenomenon was caused by a couple of high sesquiterpene emitters. Correlations between monoterpenes and sesquiterpenes were very weak (0.39 < r > −0.14).

### Table 1. Averages and standard deviations (sd) for proportions of monoterpenes and sesquiterpenes in total terpenoid emission, differentiated into chemotype groups, and averaged over the whole dataset.

|                  | Pin trees (n = 15) | Intermediate trees (n = 17) | Carene trees (n = 8) | Average of all trees (n = 40) |
|------------------|-------------------|-----------------------------|---------------------|-------------------------------|
| **MONOTERPENES** |                   |                             |                     |                               |
| α-pinene         | 0.601 ± 0.165     | 0.420 ± 0.061              | 0.169 ± 0.052       | 0.437 ± 0.193                 |
| Δ³-carene        | 0.144 ± 0.104     | 0.445 ± 0.080              | 0.764 ± 0.062       | 0.396 ± 0.246                 |
| β-pinene         | 0.171 ± 0.173     | 0.053 ± 0.043              | 0.018 ± 0.013       | 0.090 ± 0.125                 |
| limonene         | 0.037 ± 0.066     | 0.019 ± 0.021              | 0.003 ± 0.001       | 0.023 ± 0.043                 |
| camphene         | 0.018 ± 0.009     | 0.022 ± 0.015              | 0.008 ± 0.005       | 0.018 ± 0.013                 |
| terpinolene      | 0.003 ± 0.003     | 0.008 ± 0.006              | 0.020 ± 0.010       | 0.009 ± 0.009                 |
| p-cymene         | < 0.0005          | < 0.0005                   | < 0.0005            | < 0.0005                      |
| 1,8-cineol       | < 0.0005          | < 0.0005                   | 0.001 ± 0.001       | 0.001 ± 0.001                 |
| **SESQUITERPENES** | (× 10⁻³)         |                             |                     |                               |
| β-caryophyllene  | 0.39 ± 0.46       | 1.14 ± 2.60                | 0.50 ± 0.49         | 0.73 ± 1.74                   |
| alloaromadendr/farnesene | 0.18 ± 0.47 | 0.84 ± 2.73              | 0.16 ± 0.41         | 0.45 ± 1.81                   |
| α-humulene       | 0.17 ± 0.43       | 0.75 ± 2.55                | 0.19 ± 0.50         | 0.42 ± 1.69                   |
| aromadendrene    | 0.15 ± 0.46       | 0.76 ± 2.75                | 0.13 ± 0.38         | 0.41 ± 1.81                   |
| iso-longifolene  | 0.13 ± 0.36       | 0.62 ± 2.14                | 0.16 ± 0.43         | 0.35 ± 1.42                   |
| longicyclene     | 0.11 ± 0.31       | 0.54 ± 1.86                | 0.12 ± 0.34         | 0.30 ± 1.23                   |
We also re-analyzed the emission rates obtained earlier from one “Δ³-carene” chemotype tree (Tarvainen et al., 2005), in order to see if the seasonal emission pattern influences the chemotype (Fig. 4). The results clearly show that even though some changes in relative emission spectrum over the season do occur, the chemotype of an individual tree is not converted from Δ³-carene to pinene-type.

Large variation in relative emission patterns within clusters is evident from Fig. 5. It is clear that especially the group of pinene trees included both trees that emit no Δ³-carene at all and trees that emit some Δ³-carene, whereas all trees, even the highest Δ³-carene emitters, emit some pinenes. Thus it seems that α-pinene and β-pinene always form a part of emissions in Scots pine needles, but that Δ³-carene is a compound that makes the differences between individual trees. When the dataset was divided into four clusters, also the β-pinene trees were separated from the other clusters (Fig. 6).

Differences in monoterpane distributions between chemotype groups were tested with Kruskal-Wallis test (Table 2). Statistically significant differences in the proportions of Δ³-carene, α-pinene and β-pinene were found, and most of the other monoterpenes also differed between clusters. Only the proportions of 1,8-cineol and sesquiterpenes were not statistically different.

### 3.2 Stand-level differences in emissions

The branch samples were taken from two stands differing in their stand history, namely the SMEAR II and the surrounding stands (see Fig. 2). The average relative monoterpane emissions of trees from the SMEAR II stand and surrounding stands are shown in Fig. 7. Clear differences in proportions of the major compounds (Δ³-carene, pinenes) from the SMEAR II and the surrounding stands could be seen. The samples from the SMEAR II stand contained more Δ³-carene and less α-pinene than those from the surrounding trees. Differences in the proportions of minor compounds and β-pinene between the SMEAR II stand and surrounding stands were small (Table 3).

The average emission blend in SMEAR II was quite similar to the average emission blend of the trees classified earlier as intermediate, whereas in the surrounding stands the pinene-chemotype seemed to dominate. When distributions of emitted compounds between stands were tested with Mann-Whitney U-test, significant differences in the distributions of α-pinene, Δ³-carene, β-pinene, limonene and p-cymene were found (Table 3). Among sample trees from surrounding stands there was only one Δ³-carene tree, whereas SMEAR II stand sample trees included same number of Δ³-carene and pinene trees (Table 3).

### 3.3 Air concentrations

The atmospheric concentrations of monoterpenes at the SMEAR II site were largely dominated by α-pinene (Fig. 8) (see also Hakola et al., 2009). The relative proportions of α-pinene and Δ³-carene remained rather stable over the whole measured period, 2001–2007. Only in 2002 the air concentrations of α-pinene and Δ³-carene were close to each other. This is the year when the stand was thinned (see Vesala et al., 2005).

### 3.4 Impacts of chemodiversity on atmospheric chemistry modelling

The emission scheme used in SOSA has been verified recently in two publications by comparing measured and modeled gas phase VOC concentrations (Boy et al., 2011; Mogensen et al., 2011). The results showed good agreement between the model and the measurements, and in this study...
Fig. 5. Relative emission contents of individual trees, clustered as Pinene ($n=15$), Intermediate ($n=17$) and Carene trees ($n=8$). Clustering conducted with the major emitted compounds (type I clustering).

Fig. 6. Average relative emission contents of four clusters (type III clustering). Clusters are named as $\alpha$-pinene trees, $\beta$-pinene trees, intermediate trees and Carene trees.

we will apply SOSA with the same settings and only vary the chemotype-distribution regarding to Table 1. Figure 9 gives the monthly mean concentrations for the sum of monoterpenes at 12 m height for the year 2007, differentiated between the three chemotypic groups, and also averaged over the whole population. Clear differences, between 30–50 % depending on the month, in the total monoterpane concentrations for the model using $\alpha$-pinene and $\Delta^3$-carene chemotypes are visible. The intermediate chemotype is located between the two other groups and the calculated monoterpane concentrations in the intermediate chemotype are very similar to the average for all tree individuals in the population (Fig. 9).

4 Discussion

4.1 Chemodiversity and terpenoid emissions

In many plants the volatile organic compounds consist of a mixture, where each compound has specific chemical and physical properties and this gives the emissions a complex character. Intraspecies diversity has earlier been characterized from essential oils in plant tissues and cortical oleoresin, where it may be related to resistance towards herbivory, pathogens or some other stresses (e.g. Sjödin et al., 2000; Maciag et al., 2007). We show here that a similar diversity can also be seen in terpene emissions from trees, and that $\Delta^3$-carene is clearly the compound that makes the difference between emission blends of individual Scots pine trees. This is in accordance with previous studies on oleoresin composition by e.g. Hiltunen (1975, 1976), Yadzani et al. (1985) and Orav et al. (1996). In our study material $\alpha$-pinene and $\beta$-pinene were present in each individual tree, although in some cases in relatively low proportions. However, there were several trees that were emitting practically no $\Delta^3$-carene at all. The clear bimodality and grouping of trees into high and low $\Delta^3$-carene chemotypes suggests a strong monogenic control for the production of $\Delta^3$-carene in pine needles, as was already inferred by Hiltunen et al. (1975). Also in Slash pine (Pinus elliottii Engelm.) the myrcene and $\beta$-pinene composition in the oleoresin of cortical tissues was shown to be bimodal and thus involving only a few genes (Squillace, 1971; Gansel and Squillace, 1976). In our data, the emission blend in pinene chemotype trees contained also other terpene compounds (camphene, limonene) in higher proportions than that of the $\Delta^3$-carene -chemotype. Further, the sesquiterpene emission varied also somewhat with chemotype, their proportion of the total emission being highest in the intermediate chemotype.

Previous studies clearly show that the monoterpane composition is influencing the herbivore resistance of plants, and is thus a product of evolutionary development with herbivore pressure. Terpene chemotypes have also been used for species identification in genetic research (e.g. Hiltunen,
Table 2. Results of the Kruskal-Wallis -test for the proportions of emitted compounds. Statistically significant differences \((p < 0.05)\) between the clusters are marked with **.

| MONOTERPENES          | Mean rank Pinene trees/ Intermediate trees/ Carene trees | Test statistic | \(p\)  |
|-----------------------|----------------------------------------------------------|----------------|------|
| \(\alpha\)-pinene     | 29.40/20.18/4.50                                          | 23.692         | <0.0005 ** |
| \(\Delta^3\)-carene   | 8.00/24.00/36.50                                          | 33.659         | <0.0005 ** |
| \(\beta\)-pinene      | 28.87/19.41/7.12                                          | 18.302         | <0.0005 ** |
| limonene              | 25.93/21.35/8.50                                          | 11.760         | 0.003 ** |
| camphene              | 22.40/23.76/10.00                                         | 8.176          | 0.017 ** |
| terpinolene           | 10.93/22.18/34.88                                         | 22.491         | <0.0005 ** |
| p-cymene              | 11.53/28.18/21.00                                         | 16.169         | <0.0005 ** |
| 1,8-cineol            | 17.20/25.53/16.00                                         | 5.527          | 0.063 |

Table 3. Means and standard deviations of proportions of all measured monoterpenes and sesquiterpenes from trees at the SMEAR II stand and at surrounding stands. Results of the Mann-Whitney U-tests for the proportions of different compounds. Statistically significant differences \((p < 0.05)\) between the SMEAR II stand and surrounding stands are marked with **. Number of trees in each cluster at SMEAR II stand and surrounding stands.

|                      | SMEAR II stand \((n = 25)\) | Surrounding stands \((n = 15)\) | Mean rank SMEAR II/ Surrounding stands | U      | \(p\)  |
|----------------------|-------------------------------|---------------------------------|----------------------------------------|--------|------|
| MONOTERPENES         |                               |                                 |                                        |        |      |
| \(\alpha\)-pinene    | 0.39 ± 0.19                   | 0.51 ± 0.17                     | 17.68/25.20                            | 258    | 0.049 ** |
| \(\Delta^3\)-carene  | 0.47 ± 0.24                   | 0.28 ± 0.20                     | 24.08/14.53                            | 98     | 0.012 ** |
| \(\beta\)-pinene     | 0.07 ± 0.12                   | 0.12 ± 0.13                     | 17.68/25.20                            | 258    | 0.049 ** |
| limonene             | 0.012 ± 0.016                 | 0.041 ± 0.065                   | 17.16/26.07                            | 271    | 0.020 ** |
| camphene             | 0.016 ± 0.013                 | 0.021 ± 0.012                   | 18.60/23.67                            | 235    | 0.185 |
| terpinolene          | 0.011 ± 0.010                 | 0.005 ± 0.003                   | 23.24/15.93                            | 119    | 0.056 |
| p-cymene             | 0.001 ± <0.001                | 0.001 ± <0.001                  | 23.56/15.40                            | 111    | 0.033 ** |
| 1,8-cineol           | 0.001 ± 0.001                 | <0.001 ± <0.001                 | 22.76/16.73                            | 131    | 0.114 |

| SESQUITERPENES \((\times 10^{-3})\) |                       |                                 |                                        |        |      |
|-----------|--------------------------|---------------------------------|----------------------------------------|--------|------|
| \(\beta\)-caryophyllene | 0.85 ± 2.14              | 0.53 ± 0.71                     | 20.36/20.73                            | 191    | 0.922 |
| aromadendrene      | 0.57 ± 2.27              | 0.13 ± 0.41                     | 20.52/20.47                            | 187    | 0.984 |
| \(\alpha\)-humulene | 0.57 ± 2.12              | 0.16 ± 0.43                     | 20.32/20.80                            | 192    | 0.900 |
| alloanordendr./farnesene | 0.61 ± 2–27             | 0.20 ± 0.43                     | 19.12/22.80                            | 222    | 0.327 |
| iso-longifolene    | 0.47 ± 1.77              | 0.13 ± 0.39                     | 20.58/20.37                            | 185    | 0.955 |
| longicyclene       | 0.40 ± 1.54              | 0.12 ± 0.35                     | 20.32/20.80                            | 192    | 0.896 |

Number of Carene trees 7 1
Number of Intermediate trees 11 6
Number of Pinene trees 7 8
Fig. 7. Average relative emission contents of SMEAR II stand and the surrounding stands, and all 40 sample trees. \( n \) = number of trees

1975; Gref and Lindgren, 1984). Chemotypic diversity and bimodal distributions of monoterpenes are seen in oleoresin extracts of many coniferous species, for example Slash pine (\( \beta \)-pinene and myrcene, Gansel and Squillace, 1976), Norway spruce (\( \Delta^3 \)-carene and pinenes, Esteban et al., 1976; Orav et al., 1996), Douglas fir (\( \Delta^3 \)-carene and pinenes, Latta et al., 2003) and Common juniper (Common juniper (\( \alpha \)-pinene and sabinene, Filipowicz et al., 2009).

It has been recognized that the rates of terpenoid emissions from vegetation change significantly with time, and it can be asked if the chemotypic variation also changes with seasons. High quantities of monoterpenes emitted from Scots pine branches have been measured during spring and summer, whereas emissions of sesquiterpenes and some oxygenated compounds are only seen in midsummer period (Tarvainen et al., 2005). The composition of volatiles can also undergo large changes during leaf maturation at least in broad-leaved trees (e.g. Hakola et al., 1998). Our branch material was collected in August, during the maximum emission period, so potential chemotypic variations in the population over time were not studied here. However, based on our earlier results, the chemotype within a branch does not change significantly, although the total emission strength is changing within the season (Fig. 4, see also Tarvainen et al., 2005), and therefore we can conclude that the chemotype is fairly stable over time within a given tree individual. This is consistent with the chemotype being a genetically determined property (e.g. Muona et al., 1986), not influenced by environmental factors.

Emission rates can be influenced by stresses such as mechanical damage (Juuti et al., 1990). In our study, emissions were measured from a cut branch in laboratory, several days after cutting and storage in cold. Our earlier results from emissions after debudding a shoot (Hakola et al., 2006) indicate that high emissions induced after a mechanical damage are sustained only for a few days, and thereafter the emissions decline to a similar level as measured prior wounding.

Further, the relative proportions of emitted monoterpenes in the Hakola et al. (2006) study were not influenced by the debudding. Therefore we suggest that the relative monoterpene emissions should not be strongly influenced by the cutting stress in our case, and that these results can therefore be used in estimating the emission variability within a stand.

The emission algorithms used for atmospheric modeling are predicting total emitted quantity rather than the emission quality. However, it is not known, whether the diversity in emission spectrum is also reflected in the total emitted quantities of monoterpenes. According to Latta et al. (2003), the chemodiversity may not influence the total monoterpene quantity in needles, since the regulation of biosynthesis seems to operate at the level of allocation of a limited total pool of monoterpenes among fractions, rather than at the absolute concentrations of individual monoterpenes. In Scots pine the chemodiversity in oleoresin is particularly well documented. A strong heritability in Swedish Scots pines was demonstrated by Baradat et al. (1988) for \( \Delta^3 \)-carene, myrcene, limonene and \( \beta \)-phellandrene, while pinenes and sabinene varied more with environmental factors. The southern pine populations contained more of the high \( \Delta^3 \)-carene chemotype trees than northern populations in both Sweden and Finland (Yazdani et al., 1985; Muona et al., 1986; Pohjola, 1993; Manninen et al., 2002), whereas limonene content in pine needles increased towards north (Nerg et al., 1994). This variation was mostly found in natural stands and it was suggested to depend on ecological factors influencing adaptation to differing conditions between south and north (Muona et al., 1986; Pohjola et al., 1993).
Even pure, seemingly homogenous pine stands can exert significant impacts on the individual monoterpene concentrations and thus atmospheric chemistry in the boundary layer. This diversity has been known (e.g. Hiltunen et al., 1975), it has largely been ignored in atmospheric studies. This study shows that since the chemotypic diversity of Scots pine essential oils has long been recognized as an index for a chemotype.

4.2 Chemodiversity and atmospheric chemistry

The majority of organic volatiles in background air originate from forest trees (e.g. Guenther et al., 1995; Tarvainen et al., 2007). Scots pine is a predominant conifer in managed and natural forests in large areas of Scandinavia and northern Europe, and thus pine forests have large influence on the chemical composition of background air. Although the chemotypic diversity of Scots pine essential oils has long been known (e.g. Hiltunen et al., 1975), it has largely been ignored in atmospheric studies. This study shows that since the emissions of volatile terpenes from foliage are subject to this wide chemotypic heterogeneity, this diversity has significant impacts on the individual monoterpene concentrations and thus atmospheric chemistry in the boundary layer. Even pure, seemingly homogenous pine stands can exert a variable influence on the chemistry at boundary layer, depending on which chemotypes are present. The different monoterpene concentrations will effect e.g. the radical budget through e.g. higher reaction rates of $\Delta^3$-carene compared to $\alpha$-pinene with the hydroxyl (daytime) and the nitrate radical (nighttime). In the case of ozone the ratio of the reaction rates is vice versa, however since the $O_3$ concentrations at SMEAR II are rather low (Boy et al., 2003) the reactions with $O_3$ will produce smaller effects on the monoterpene concentrations than reactions with OH or nitrate radicals. During more polluted events the reaction with ozone could be more pronounced and merge the total monoterpene concentrations from the pinene and $\Delta^3$-carene chemotype groups together.

The implications of chemotypic diversity on modeling the composition of atmosphere are twofold: first, the information currently available on emissions, which is used in air chemistry models seems to be insufficient, when the reactivities of different compounds are taken into account; and second, if also the emission quantity would be affected by emission diversity, then the emission rates based on the screening of only a few trees can be significantly biased. If emission measurements are performed on only one or a few branches/trees, then this may lead into biased conclusions and parameters for such models. The model simulations clearly point out that for understanding the total atmospheric monoterpene concentration, knowledge of the chemotype composition is essential.

Speciated monoterpene emission measurements in field conditions are often conducted using branch enclosures (e.g. Staudt et al., 1997; Tarvainen et al., 2005; Holzke et al., 2006), and emission factors (EFs) are calculated based on these empirical measurements for isoprene and sums of mono- and sesquiterpenes. Due to the laborious sampling and analysis procedure, the number of replicate trees in determining standard emissions at specified conditions is often very limited, and especially the long-term monitoring of compound-specciated branch scale BVOC emissions has been bound to one or a couple of trees. In the current empirical approach, the main external controlling factor for incident monoterpene emissions is temperature (Tingey et al., 1980), although recently also significant light-dependent emissions have been detected from e.g. Scots pine (Shao et al., 2001; Ghirardo et al., 2010). Many caveats have lately been presented towards the original empirical algorithm approach (Niinemets et al., 2010a, b). The compound-specific physico-chemical properties are very variable (Copolovici and Niinemets, 2005) and may influence the EFs (Niinemets et al., 2010a), and since plant emissions are almost always composed of several compounds, the use of a summed emission strength is not sufficient for detailed air chemistry calculations. In longer term, both the quantity and quality of emitted compounds varies diurnally, within the season and along with environmental stressors (e.g. Janson et al., 1999; Tarvainen et al., 2005; Hakola et al., 2006; Holzke et al., 2006), and thus an intrinsic species-specific EF, invariable in time and space is hard to define.

Figure 9. Modelled monthly mean monoterpene concentrations (molecules cm$^{-3}$) for the year 2007 at SMEAR II using the emissions from Carene, Pinene and Intermediate chemotypes, and the average emission of the population (Table 1).
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We propose that chemodiversity is an additional factor, emphasizing the need for deeper understanding of emission dynamics at stand level. The large, chemotypic differences in the composition of emissions in a seemingly homogenous pine stand indicate that branch scale measurements and models based on these may be prone to large experimental biases, and larger scale measurements are necessary for determining the stand emission parameters. Further, not even the current versions of the process-based models can produce compound-specific emission dynamics, and therefore we urgently need a more detailed understanding of the basis of emission variability.

According to our air concentration measurements, above-canopy concentrations in the site are dominated by α-pinene, which on average is three times more abundant than the second most common compound, Δ^3-carene (Hakola et al., 2009). The above-canopy concentrations naturally represent very large area, and even with reactive compounds such as monoterpenes, transport distances may be several kilometres (Rinne et al., 2007). Also other tree species than Scots pine inside the footprint area can have an effect on the above-canopy concentrations. Forests close to the site are dominated by Scots pine, although significant Norway spruce stands are also located in the vicinity. The air concentration measurements were always done on mid day and very close or inside the canopy, which can thus be suggested to represent canopy scale emissions rather well. One important factor is the forestry management, which was potentially seen in the air concentrations during 2002, when thinning of the SMEAR II stand caused a decrease in the proportion of α-pinene emission relative to Δ^3-carene emission. This suggests that the felled trees were mainly of Δ^3-carene chemotype, and a major source for Δ^3-carene was the large resin reservoirs which were liberated during felling of the trees.

We also wish to highlight the impact the reaction products of the monoterpenes will have on the formation of secondary organic aerosols. Here we have to consider the still unknown mechanism in the atmospheric nucleation process. Recently Lauros et al. (2010) and Paasonen et al. (2010) claimed that an organic molecule emitted from the biosphere could play a crucial role in the formation of new particles at the SMEAR II site. Until now our understanding is still too limited to make any qualitative statement about this mysterious molecule but in her publication Lauros used the reaction products of all monoterpenes with the hydroxyl radical as a proxy. If only certain monoterpenes are responsible for these reactions, then a chemotype – specific monolmerpene distribution can produce significant differences at local or regional scale. The growth of the newly formed particles over the boreal forest is triggered by organic molecules (Tunved et al., 2006) and each monoterpenes has a specific aerosol yield leading to different growth rates and cloud condensation nucleus concentrations with important impacts on the radiative aerosol properties. Ebben et al. (2011) show that the organic fraction of submicron aerosol particles collected from SMEAR II site closely resembles the molecular signature of α-pinene, thus confirming the importance of α-pinene emissions in the secondary organic aerosol formation processes at this site. A detailed study on the quantitative influence of chemotypic heterogeneity on the OH- and NO_3-radical budget will be presented in further studies.

4.3 Chemodiversity and stand history

It was interesting to note that some of the chemotype differences could be attributed to the stand regeneration history even in a rather limited area. The SMEAR II trees showed larger variation in their emission pattern than those in surroundings. There was nearly no high Δ^3-carene emitters at the surrounding stands, but at SMEAR II stand there were equal numbers of high and low Δ^3-carene emitters. According to the stand history records, the surrounding stands represent mainly local origins, which may be less diverse in their inherited properties than a mixture of trees grown from commercial seeds (such as the SMEAR II stand). The SMEAR II stand is in fact the only stand in the vicinity of SMEAR II measurement station where sowing with commercial seed material has been used as a regeneration method.

During past decades stand regeneration and nursery methods as well as forest tree breeding have been under continuous development in Finland, and as a result of this, for example the sources of seed material have changed. Nowadays majority of seeds used for sowing Scots pine to either nursery or directly to forest after clear cut is collected from specific seed orchards. Those seed orchards have been established in the latter part of the 20th century. However, prior to the time when the seed orchards started to produce significant amounts of seed material, seeds for nursery sowings were collected from known high quality trees or stands. At that time, seeds used in nurseries had probably more limited genetic background when compared to seeds used for direct sowing. The main rule in direct sowing was that seeds should not originate too far (either south/north or low/high) from the stand where seeds were sown. Practically no other rules were applied. In a large-scale forestry, large amount of seeds were needed for direct sowing, and they were collected where ever they could be found. This could have lead to large variation in genetic background of seeds.

Muona et al. (1986) reported that in the “plustrees”, which are selected particularly for forest tree breeding, there was no geographical pattern related to Δ^3-carene emissions. According to both Muona et al. (1986) and Pohjola (1993) north-south variation in the incidence of high Δ^3-carene emitters was found in natural stands. Muona et al. (1986) were able to show that favouring other southern features does not explain the lack of geographical variation in the Δ^3-carene emissions of plustrees, but this does not preclude a coupling of high Δ^3-carene emission and some other feature that is not related to geographical location. Site effects on monoterpen composition of oleoresin with white pine and...
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Abstract. We present spring and summer volatile organic compound (VOC) emission rate measurements from Norway spruce (Picea abies L. Karst) growing in a boreal forest in southern Finland. The measurements were conducted using in situ gas chromatograph with 1 to 2 h time resolution to reveal quantitative and qualitative short-term and seasonal variability of the emissions. The measurements cover altogether 14 weeks in years 2011, 2014 and 2015. Monoterpene (MT) and sesquiterpene (SQT) emission rates were measured all the time, but isoprene only in 2014 and 2015 and acetone and C₄–C₁₀ aldehydes only in 2015. The emission rates of all the compounds were low in spring, but MT, acetone, and C₄–C₁₀ aldehyde emission rates increased as summer proceeded, reaching maximum emission rates in July. Late summer mean values (late July and August) were 29, 17, and 33 ng g(dw)⁻¹ h⁻¹ for MTs, acetone, and aldehydes respectively. SQT emission rates increased during the summer and highest emissions were measured in late summer (late summer mean value 84 ng g(dw)⁻¹ h⁻¹) concomitant with highest linalool emissions most likely due to stress effects. The between-tree variability of emission pattern was studied by measuring seven different trees during the same afternoon using adsorbent tubes. Especially the contributions of limonene, terpinolene, and camphene were found to vary between trees, whereas proportions of α-pinene (25 ± 5 %) and β-pinene (7 ± 3 %) were more stable. Our results show that it is important to measure emissions at canopy level due to irregular emission pattern, but reliable SQT emission data can be measured only from enclosures. SQT emissions contributed more than 90 % of the ozone reactivity most of the time, and about 70 % of the OH reactivity during late summer. The contribution of aldehydes to OH reactivity was comparable to that of MT during late summer, 10–30 % most of the time.

1 Introduction

The boreal forest is the largest terrestrial biome, forming an almost continuous belt around the Northern Hemisphere. The boreal forest zone is characterized by a short growing season and a limited number of tree species. The most common tree species are Scots pine, Norway spruce, and silver and downy birch and they produce and emit vast amounts of biogenic volatile organic compounds (VOCs) (Bourtsoukidis et al., 2014a, b; Bäck et al., 2012; Cojo-cariu et al., 2004; Grabmer et al., 2006; Hakola et al., 2001, 2006; Tarvainen et al., 2005; Yassaa et al., 2012). The compounds are mainly isoprene, monoterpenes (MTs), sesquiterpenes (SQTs), and oxygenated volatile organic compounds (OVOCs) (Tarvainen et al., 2007). There is a variety of factors controlling these emissions – both biotic (Pinto-Zevallos et al., 2013; Joutsensaari et al., 2015) and abiotic stress (Vickers et al., 2009; Bourtsoukidis et al., 2012, 2014c) factors can initiate or alter VOC emissions. Abiotic stress factors have been reviewed by Loreto and Schnizler (2010). Terpenes, for example, relieve oxidative and thermal stresses of trees. Many stress factors can also interact and cause addi-
tive effects (Niinemets, 2010; Holopainen and Gershenzon, 2010). Biotic stresses such as acarid species infestation have been shown to initiate farnesene and linalool emissions in spruce seedlings (Kännaste et al., 2008). Emission potential and composition varies a lot between different tree species (Guenther et al., 2012). However, there is also a lot of variation in the emissions of different individuals of the same tree species. Bäck et al. (2012) showed that Scots pine trees of the same age, growing in the same environment, emit very different monoterpene selections. These so-called different chemotypes cause uncertainties in emission modelling.

In the atmosphere VOCs are oxidized, which affects the tropospheric ozone formation (Chameides et al., 1992) and contributes to the lifetime of methane by consuming hydroxyl radicals. In addition, reaction products of VOCs also participate in the formation and growth of new particles (Tunved et al., 2006). In smog chamber studies secondary organic aerosol (SOA) yields for different hydrocarbons and even for different MTs have been found to vary considerably (Griffin et al., 1999). Jaoui et al. (2013) studied SOA formation from SQT and found that the high reactivity of SQT produced generally high conversion into SOA products. Furthermore, they found that the yields were dependent on the oxidant used and were highest for nitrate radical (NO$_3^-$) reactions. Of the SQT acidic products, only β-caryophyllinic acid has been observed in ambient samples (Jaoui et al., 2013; Vestenius et al., 2014). Due to their high reactivity, SQT are not usually found in ambient air. Hakola et al. (2012) detected longifolene and isolongifolene in boreal forest air during late summer. Hence, the best way to evaluate the atmospheric impact of SQTs is to measure them from emissions.

In addition to isoprene and MTs and SQTs, plants also emit large amounts of oxygenated compounds – i.e. alcohols, carbonyl compounds, and organic acids (Koppmann and Wildt, 2007). OVOCs containing six carbon atoms (C$_6$) are emitted directly by plants often as a result of physical damage (Fall, 1999; Hakola et al., 2001). Saturated aldehydes (hexanal, heptanal, octanal, nonanal, and decanal) have also been found in direct emissions of plants (Wildt et al., 2003) as well as methanol, acetone, and acetaldehyde (Bourtoukidis et al., 2014b).

In the present study we conducted online gas-chromatographic measurements of emissions of MTs and SQTs as well as C$_4$–C$_{10}$ saturated aliphatic carbonyls from Norway spruce (Picea abies L. Karst) branches. Although Norway spruce is one of the main forest tree species in central and northern Europe, there are relatively limited amount of data on its emissions (Hakola et al., 2003; Grabmer et al., 2006; Bourtoukidis et al., 2014a, b; Yassaa et al., 2012). Rinne et al. (2009) identified knowledge gaps concerning VOC emissions from the boreal environment and concluded that there is a lack of knowledge in non-terpenoid emissions from most of the boreal tree species. They also pointed out that chemotypic variations are not well enough understood to be taken into account in emission modelling. To fill this knowledge gap we conducted biogenic volatile organic compound (BVOC) emission measurements from Norway spruce. The online gas chromatograph mass spectrometer (GC-MS) was chosen because in addition to detection of individual MTs it allows sensitive detection of SQTs, which is often difficult to perform under field conditions. The online measurements were considered essential for evaluating the factors affecting emission rates, for example their temperature and light dependence. Our campaigns cover periods of years 2011, 2014, and 2015 during spring and summer, altogether about 14 weeks. In 2015 also carbonyl compounds were added to the measurement scheme, since there are no earlier data of their emissions.

2 Methods

2.1 VOC measurements

The measurements were conducted at the SMEAR II station (Station for Measuring Forest Ecosystem–Atmosphere Relations; 61°51’ N, 24°18’ E, 181 a.s.l.) in Hyytiälä, southern Finland (Hari and Kulmala, 2005) in 2011, 2014, and 2015. The measurements took place in spring/early summer 2011 (2 weeks in April, 5 days in May and 3 days in June), spring/summer 2014 (1 week in May, 2 weeks in June and 1 week in July), and summer 2015 (1 week in June and 2 weeks in August) and they were conducted using an in situ gas chromatograph.

Two different trees were measured; tree 1 in 2011 and tree 2 in 2014 and 2015. The selected trees were growing in a managed mixed conifer forest (average tree age ca. 50 years), and located about 5 m from the measurement container. The height of tree 1 in 2011 was about 10 m (age about 40 years). The measured branch was a fully sunlit, healthy lower canopy branch pointing towards a small opening at about 2 m height. In 2014 and 2015 a younger tree (tree 2, ca. 1 m tall, age ca. 15 years) about 5 m away from the tree used in 2011 was selected for the study. The branches were placed in a Teflon enclosure and the emission rates were measured using a dynamic flow-through technique. The setup is shown in Fig. 1. The volume of the cylindrical transparent Teflon enclosure was approximately 8 L and it was equipped with inlet and outlet ports and a thermistor (Philips KTY 80/110, Royal Philips Electronics, Amsterdam, Netherlands) covered with Teflon tubing inside the enclosure. The photosynthetically active photon flux density (PPFD) was measured just above the enclosure by quantum sensor (LI-190SZ, LI-COR Biosciences, Lincoln, USA).

The flow through the enclosure was kept at about 3–5 L min$^{-1}$. Ozone was removed from the incoming air using manganese oxide (MnO$_2$)-coated copper nets. The emission rates were measured using the online GC-MS. From the enclosure outlet port air was directed through the 6 m long fluorinated ethylene propylene (FEP) inlet line (i.d. 1/8 in.) to
the GC-MS with a flow of ∼0.8 L min\(^{-1}\). Subsamples were taken from this main flow with a flow of 40–60 mL min\(^{-1}\) directly into the cold trap of a thermal desorption unit (Perkin Elmer ATD-400) packed with Tenax TA in 2011 and Tenax TA/Carbopack-B in 2014 and 2015. The trap material was changed since isoprene was found not to be retained fully in the cold trap in 2011. The trap was kept at 20°C during sampling to prevent water vapour present in the air from accumulating in the trap. The thermal desorption instrument was connected to a gas chromatograph (HP 5890) with DB-1 column (60 m, i.d. 0.25 mm, f.t. 0.25 µm) and a mass selective detector (HP 5972). One 20 min sample was collected every other hour. The system was calibrated using liquid standards in methanol injected on Tenax TA-Carbopack B adsorbent tubes. The detection limit was below 1 pptv for every MT and SQT.

The following compounds were included in the calibration solutions: 2-methyl-3-buten-2-ol (MBO) (Fluka), camphene (Aldrich), 3-carene (Aldrich), \(\alpha\)-cymene (Sigma-Aldrich), 1,8-cineole (Aldrich), limonene (Fluka), linalool (Aldrich), myrcene (Aldrich), \(\alpha\)-pinene (Sigma-Aldrich), \(\beta\)-pinene (Fluka), terpinolene (Fluka), bornylacetate (Aldrich), longicyclene (Aldrich), isolongifolene (Aldrich), \(\beta\)-caryophyllene (Sigma), aromadendrene (Sigma-Aldrich), \(\alpha\)-humulene (Aldrich), \(\beta\)-farnesene (Chroma Dex). Isoprene was calibrated using gaseous standard from the National Physical Laboratory (NPL). We had no standard for sabine and therefore it was quantified using the calibration curve of \(\beta\)-pinene, because both species elute close to each other and their mass spectra are similar. Therefore the results for sabine are only semi-quantitative, but it enables the observations of diurn and seasonal changes. Compared to offline adsorbent methods this in situ GC-MS had clearly lower background for carbonyl compounds and in 2015 we were able to measure also acetone/propanal and \(C_4–C_{10}\) aldehyde emission rates. The aldehydes included in the calibration solutions were: butanal (Fluka), pentanal (Fluka), hexanal (Aldrich), heptanal (Aldrich), octanal (Aldrich), nonanal (Aldrich), and decanal (Fluka). Unfortunately, acetone co-eluted with propanal and the calibration was not linear due to high acetone background in adsorbent tubes used for calibrations.

2.2 Calculation of emission rates

The emission rate is determined as the mass of compound per needle dry weight and per time according to

\[
E = \frac{(C_2 - C_1) F}{m},
\]

Here \(C_2\) is the concentration in the outgoing air, \(C_1\) is the concentration in the incoming air, and \(F\) is the flow rate into the enclosure. The dry weight of the biomass (\(m\)) was determined by drying the needles and shoot from the enclosure at 75°C for 24 h after the last sampling date. We also measured needle leaf areas, and the specific leaf area (SLA) is 136 m² g\(^{-1}\).

2.3 Emission potentials

A strong dependence of biogenic VOC emissions on temperature has been seen in all emission studies of isoprene, MTs, and SQTs (e.g. Keskelmeier and Staudt, 1999; Ciccoli et al., 1999; Hansen and Seufert 2003; Tarvainen et al., 2005; Hakola et al., 2006). The temperature-dependent pool emission rate is usually parameterized using a log–linear formulation:

\[
E(T) = E_S \exp(\beta (T - T_S)),
\]

where \(E(T)\) is the emission rate (µg g\(^{-1}\) h\(^{-1}\)) at leaf temperature \(T\) and \(\beta\) is the slope \(\frac{d \ln E \,}{dT}\) (Guenther et al., 1993). \(E_S\) is the emission rate at standard temperature \(T_S\) (usually set at 30°C). The emission rate at standard temperature is also called the emission potential of the plant species, and while it is sometimes held to be a constant it may show variability related to, for example, season or the plant developmental stage (e.g. Hakola et al., 1998, 2001, 2003, 2006; Tarvainen et al., 2005; Aalto et al., 2014).

As well as the temperature-dependent nature of the biogenic emissions, light dependence was also discovered in early studies of plant emissions (see, e.g., the review of biogenic isoprene emission by Sanadze, 2004 and Ghirardo et al., 2010). The effect of light on emission potentials is based on the assumption that emissions follow a similar pattern of saturating light response to that which is observed for photosynthesis, and the formulation of the temperature effect is adopted from simulations of the temperature response of en-
zymatic activity. The algorithm formulation is given, for example, in Guenther et al. (1993) and Guenther (1997).

In this work we have carried out nonlinear regression analysis with two fitted parameters, arriving at individual standard emission rates and slope values for the modelled MT, SQT and carbonyl compounds during each model period. The compounds analysed with the temperature-dependent pool emission rate were the most copiously emitted MTs and SQTs, other MTs, other SQTs, acetone, and sum of aldehydes. The light- and temperature-controlled instant emission rates were obtained for isoprene. An alternative modelling approach was tested using a hybrid emission algorithm, which has both the temperature-dependent pool emission and the light and temperature-controlled instant emission terms.

2.4 Chemotype measurements

In order to estimate the between-tree variability of the emissions, we conducted a study in 2014, where we made qualitative monoterpene analysis from six different spruces (trees 3–8) growing in the same area not farther than about 10 m from each other. All the trees were about 1 m high and naturally regenerated from local seeds. A branch was enclosed in a Teflon bag and after waiting for 5 min we collected a 5 min sample on a Tenax TA/Carbopack-B tube for analysis later in a laboratory using a Perkin-Elmer thermodesorption instrument (Turbomatrix 650) connected to a Perkin-Elmer gas chromatograph (Clarus 600) mass spectrometer (Clarus 600T) with DB-5 column. The samples were taken during one afternoon on 24 June 2014.

2.5 Calculating the reactivity of the emissions

We calculated the total reactivity of the emissions (TCRE, t) by combining the emission rates (Ei) with reaction rate coefficients (ki,x):

\[ \text{TCRE}_x = \sum E_i k_{i,x}. \]  

(3)

This determines approximately the relative role of the compounds or compound classes in local OH and O3 chemistry. The reaction rate coefficients are listed in Table 1. When available, temperature-dependent rate coefficients have been used. When experimental data were not available, the reaction coefficients were estimated with the AopWin™ module of the EPI™ software suite (https://www.epa.gov/tsca-screening-tools/ epi-suitetem-estimation-program-interface, EPA, USA).

3 Results and discussion

3.1 Weather patterns during the measurements

According to the statistics of the Finnish Meteorological Institute, the weather conditions in Finland were close to normal during the growing season in the years the measurements were carried out. The main features of the weather patterns are characterized here briefly to provide an average estimate of the conditions in the measurement years compared with the long-term average (the 30-year climatological normal period) conditions in Finland.

In 2011, the spring was early and warm. Thermal spring (mean daily temperature above 0°C) started in the whole country during the first few days of April. The average temperatures in central Finland were 2–3°C higher than the normal long-term average temperatures. The precipitation in April was about 70% of the long-term average, and even a little less in central Finland.

The same pattern continued in May, with slightly higher temperatures than the normal long-term average. Towards the end of the month the weather turned more unstable, with more rains and cooler night temperatures. The average temperature in June was a little over 2°C higher than the normal long-term average, and there were some intense thunderstorms.

In 2014, the weather conditions in May were quite typical, with the average temperatures close to the long-term average values in all parts of the country. The month started with temperatures cooler than the long-term average, and the cool period continued for about 3 weeks. After the cool period the weather became warmer with a southeastern air flow, and hot (over 25°C) air temperatures were observed in southern and central parts of the country. Towards the end of May, cooler air spread over the country from the northeast, and the temperature drops could be high in eastern Finland. May was also characterized with precipitation, especially in eastern Finland. June started with a warm spell, but towards the end the weather was much cooler, with the average temperatures 1 to 2°C lower than the long-term average. The precipitation was regionally quite variable in June, the amount could be double the long-term average in some areas, while the amounts were only half of it in many places in central Finland. July was much warmer than long-term average temperature, especially in western Finland and in Lapland. July also had very little rain.

In 2015, the June average temperatures were 1 to 2°C below the long-term averages, especially in the western parts of central Finland, and southern Lapland. There were also more rain showers than normally. In July the cold spell and rainy days continued, with average temperatures below the long-term averages, especially in the eastern parts of the country. Highest precipitation rates were measured in the southern and western coastal regions, and in the eastern parts of the country. In August the warmth returned after two cooler months, with average temperatures 1 to 2°C above the long-term average values. August also had very little rain, except for some parts in eastern Finland and in Lapland.

The observed mean temperature and precipitation amounts at the Juupajoki weather station in Hyytiäliä during each mea-
Table 1. OH and O₃ reaction rate coefficients used in reactivity calculations.

| Species            | $k_{OH}$ (cm³ s⁻¹) | Reference                                      | $k_{O_3}$ (cm³ s⁻¹) | Reference                  |
|-------------------|------------------|-----------------------------------------------|---------------------|---------------------------|
| Isoprene          | $2.7 \times 10^{-11} \cdot e^{390/T}$ | Atkinson et al. (2006)_rectified | $1.03 \times 10^{-14} \cdot e^{-1995/T}$ | Atkinson et al. (2006)_rectified |
| 2-Methyl-3-butene-2-ol | $6.3 \times 10^{-11}$ | Atkinson et al. (2006)_rectified | $1.0 \times 10^{-17}$ | Atkinson et al. (2006)_rectified |
| α-Pinene          | $1.2 \times 10^{-11} \cdot e^{440/T}$ | Atkinson et al. (2006)_rectified | $8.05 \times 10^{-16} \cdot e^{-640/T}$ | IUPAC_rectified |
| Camphene          | $5.33 \times 10^{-11}$ | Atkinson et al. (1990a_rectified) | $6.8 \times 10^{-19}$ | IUPAC_rectified |
| Sabinene          | $1.17 \times 10^{-10}$ | Atkinson et al. (1990a_rectified) | $8.2 \times 10^{-17}$ | IUPAC_rectified |
| β-Pinene          | $1.55 \times 10^{-11} \cdot e^{467/T}$ | Atkinson and Arey (2003) | $1.35 \times 10^{-15} \cdot e^{-1270/T}$ | IUPAC_rectified |
| Myrcene           | $9.19 \times 10^{-12} \cdot e^{1071/T}$ | Hites and Turner (2009) | $2.65 \times 10^{-15} \cdot e^{-520/T}$ | IUPAC_rectified |
| 3-Carene          | $8.8 \times 10^{-11}$ | Atkinson and Arey (2003) | $4.8 \times 10^{-17}$ | IUPAC_rectified |
| p-Cymene          | $1.51 \times 10^{-11}$ | Corchney and Atkinson (1990) | $<5.0 \times 10^{-20}$ | Atkinson et al. (1990b_rectified) |
| Limonone          | $4.2 \times 10^{-11} \cdot e^{401/T}$ | Gill and Hites (2002) | $2.8 \times 10^{-15} \cdot e^{-770/T}$ | IUPAC_rectified |
| 1,8-Cineole       | $1.11 \times 10^{-11}$ | Corchney and Atkinson (1990) | $<1.5 \times 10^{-19}$ | Atkinson et al. (1990b_rectified) |
| Linalool          | $1.59 \times 10^{-10}$ | Atkinson et al. (1995) | $\geq 3.15 \cdot 10^{-16}$ | Grosjean and Grosjean (1998_rectified) |
| Terpinolene       | $2.25 \times 10^{-10}$ | Corchney and Atkinson (1990) | $1.6 \times 10^{-15}$ | IUPAC_rectified |
| Bornylacetate     | $1.39 \times 10^{-11}$ | Coeur et al. (1998) | – | – |
| Longicyclene      | $9.35 \times 10^{-12}$ | AopWin™ v1.92 | – | – |
| Isolongifolene    | $9.62 \times 10^{-11}$ | AopWin™ v1.92 | $1.0 \times 10^{-17}$ | IUPAC_rectified |
| β-Caryophyllene   | $2.0 \times 10^{-10}$ | Shu and Atkinson (1995) | $1.2 \times 10^{-14}$ | IUPAC_rectified |
| β-Farnesene       | $1.71 \times 10^{-10}$ | Kourtchev et al. (2012) | $1.5 \times 10^{-12} \cdot e^{-2350/T}$ | IUPAC_rectified |
| α-Humulene        | $2.9 \times 10^{-10}$ | Shu and Atkinson (1995) | $1.2 \times 10^{-14}$ | IUPAC_rectified |
| Alloaromadendrene | $6.25 \times 10^{-11}$ | AopWin™ v1.92 | $1.2 \times 10^{-17}$ | AopWin™ v1.91 |
| Zingerberene      | $2.87 \times 10^{-10}$ | AopWin™ v1.92 | $1.43 \times 10^{-15}$ | AopWin™ v1.91 |
| Acetone           | $8.8 \times 10^{-12} \cdot e^{-1320/T} \cdot e^{-1423/T}$ | Atkinson et al. (2006) | – | – |
| Butanal           | $6.0 \times 10^{-12} \cdot e^{410/T}$ | Atkinson et al. (2006) | – | – |
| Pentanal          | $9.9 \times 10^{-12} \cdot e^{-306/T}$ | Thévenet et al. (2000) | – | – |
| Hexanal           | $4.2 \times 10^{-12} \cdot e^{65/T}$ | Jiménez et al. (2007) | – | – |
| Heptanal          | $2.96 \times 10^{-11}$ | Albaldadero et al. (2002) | – | – |
| Octanal           | $3.2 \times 10^{-11}$ | AopWin™ v1.92 | – | – |
| Nonanal           | $3.6 \times 10^{-11}$ | Bowman et al. (2003) | – | – |
| Decanal           | $3.5 \times 10^{-11}$ | AopWin™ v1.92 | – | – |

IA: IUPAC recommendation. IB: IUPAC Task Group on Atmospheric Chemical Kinetic Data Evaluation (http://iupac.pole-ether.fr).

Table 2. Mean temperatures (°C) and rain amounts (mm) during each measurement month in Hyttiala.

|       | 2011 |       | 2014 |       | 2015 |       |
|-------|------|-------|------|-------|------|-------|
|       | temp | rain  | temp | rain  | temp | rain  |
| April | 4.5  | 17.4  |      |       |      |       |
| May   | 9.3  | 44.3  | 9.4  | 57.4  |      |       |
| June  | 15.8 | 65.3  | 11.8 | 94.8  | 11.9 | 81.5  |
| July  | 18.6 | 44.1  | 14.6 | 86.7  |      |       |
| August|      | 15.2  | 12.6 |       |      |       |

Fig. 2. Typical diurnal variations of the most abundant compounds for each season are shown in Fig. 3. Since most of the emission rates of the measured compounds were higher in late summer than in early summer, we calculated the spring (April and May), early summer (June to mid-July) and late summer (late July and August) mean emissions separately. This describes that the emission rate changes better than monthly means.

Isoprene emission rates were low in spring and early summer, but increased in August. In spring emission rates were below detection limit most of the time and early and late summer means were 1.3 ± 3.7 and 6.0 ± 12 ng (dry weight)⁻¹ h⁻¹, respectively. The highest daily maxima isoprene emissions were about 70–80 ng (dw)⁻¹ h⁻¹, but usually they remained below 20 ng (dw)⁻¹ h⁻¹. Our measured values (Table 3) match very well with the measurements by Bourtsoukidis et al. (2014b) who report season medians varying from 1.6 ng (dry weight)⁻¹ h⁻¹ in autumn to 3.7 ng (dw)⁻¹ h⁻¹ in spring. However, while the highest

3.2 Variability of the VOC emissions

Seasonal mean emission rates of isoprene, 2-methyl-3-butene-2-ol (MBO), MTs, and SQTs are presented in Table 3 and
Figure 2. Season mean box and whisker plots of isoprene, MT, SQT, acetone, C_4–C_10 aldehydes (butanal, pentanal, hexanal, heptanal, octanal, nonanal, and decanal) and linalool. Boxes represent second and third quartiles and vertical lines in the boxes median values. Whiskers show the highest and the lowest observations.

Emission rates were measured in late summer in the present study. Bourtsoukidis et al. (2014b) found highest emission rates in spring.

MT emission rates were below 50 ng g(dw)^{-1} h^{-1} most of the time in April and May, and still in the beginning of June for every measurement year, below 50 ng g(dw)^{-1} h^{-1} most of the time. At the end of June the MT emission rates started to increase (about 30%) to the level where they remained until the end of August, the daily maxima or their sum remaining below 300 ng g(dw)^{-1} h^{-1}. In comparison with the study by Bourtsoukidis et al. (2014b), MT emission rates in Finland are four to ten times lower than those measured in Germany and their seasonal cycles are different. As with isoprene, they measured the highest MT emission rates during spring, whereas our highest emissions take place late summer. Median seasonal values reported by them are 203.1, 136.5, and 80.8 ng g(dw)^{-1} h^{-1} for spring, summer, and autumn, respectively. Our averages are 8, 21, and 28 ng g(dw)^{-1} h^{-1} for spring, early summer, and late summer, respectively (Table 3).

A substantial change in the emission patterns took place at the end of July, when SQT emission rates increased up to 3–4 times higher than the MT emission rates at the same time (Table 3). Such a change in emissions was not observed in the study by Bourtsoukidis et al. (2014b). Instead of late summer increase, they again observed highest emissions during the spring (118.6 and 64.9 ng g(dw)^{-1} h^{-1} in spring and summer, respectively) after which emissions significantly declined. Moreover, they report that MTs dominated the Norway spruce emissions through the entire measuring period (April–November), SQT emission rates being equal to MT emission rates during summer, but only about half of MT emission rates during summer and about 20% during autumn. One potential explanation for such a different seasonality and emission strengths may lie in the differences between site-specific factors such as soil moisture conditions, local climate (winter in Germany is much milder and the trees do not face as dramatic change as in Finland when winter turns to spring), stand age, or stress factors. The tree measured in Germany was much older (about 80 years). In a boreal forest, late summer normally is the warmest and most humid season favouring high emissions, as was also the case in our study periods. In contrast, in central Germany July was relatively cold and wet, and according to the authors, reduced emissions were therefore not surprising (Bourtsoukidis et al., 2014b).
Table 3. Seasonal mean emission rates of isoprene, 2-methylbutenol (MBO), MT, SQT, acetone, and C₄–C₁₀ carbonyls in ng g(dw⁻¹) h⁻¹. “na” means that the compounds were not included in the analysis. Spring is April–May, early summer 1.6–15.7, and late summer 16.7–31.8. bdl: below detection limit. Values are averages and standard deviations for the three measurement years (2011, 2014, 2015). Other SQT: sum of all other SQTs in emissions. The number of the measurements each season is in parentheses.

|                  | Spring (337) | Early summer (534) | Late summer (159) |
|------------------|--------------|--------------------|-------------------|
|                  | average | SD    | average | SD    | average | SD    |
| Isoprene         | 1.3      | 3.7    | 6.0      | 12    |
| MBO              | 2.1      | 4.2    | 2.4      | 3.8    |
| Camphene         | 1.1      | 1.8    | 2.9      | 4.4    | 3.8      | 4.1    |
| α-Carene         | 0.3      | 0.7    | 1.1      | 1.7    | 0.9      | 0.6    |
| β-Cymene         | 0.3      | 0.6    | 0.9      | 1.8    | 0.5      | 0.5    |
| Limonene         | 2.7      | 3.4    | 6.1      | 12.2   | 7.7      | 9.5    |
| Myrcene          | 0.2      | 0.4    | 1.7      | 3.7    | 3.9      | 5.1    |
| α-Pinene         | 2.1      | 3.4    | 5.8      | 11.1   | 9.6      | 11     |
| β-Pinene         | 1.0      | 2.2    | 1.8      | 6.2    | 0.9      | 1.1    |
| Sabinene         | 0        | 0.1    | 0.5      | 1.5    | 0.9      | 1.6    |
| Terpinolene      | 0        | 0.2    | 0.1      | 0.4    | 0.3      | 0.9    |
| Bornylacetate    | 0        | 0.2    | 0.5      | 2.0    | 1.1      | 2.1    |
| 1,8-Cineol       | 0        | 0.7    | 2.1      | 3.9    | 1.8      | 2.2    |
| Linalool         | na       |        | 1.4      | 2.2    | 7.9      | 12     |
| β-Caryophyllene  | 0        | 0      | 0.4      | 2.1    | 7.2      | 5.9    |
| β-Farnesene      | 0        | 0      | 1.1      | 4.3    | 42       | 29     |
| Other SQT        | 0.1      | 0.4    | 1.4      | 4.7    | 35       | 30     |
| Acetone          | na       |        | 17       | 11     | 17       | 9.0    |
| Butanal          | na       |        | 2.0      | 0.7    | 0.3      | 0.3    |
| Pentanal         | na       |        | 4.1      | 1.1    | 2.4      | 0.9    |
| Hexanal          | na       |        | 5.0      | 3.0    | 4.9      | 2.1    |
| Heptanal         | na       |        | 5.2      | 1.2    | 7.5      | 2.4    |
| Octanal          | na       |        | 0.3      | 0.1    | 0.4      | 1.1    |
| Nonanal          | na       |        | 6.3      | 2.3    | 9.9      | 4.5    |
| Decanal          | na       |        | 5.6      | 2.3    | 7.4      | 3.8    |

Another interesting feature can be seen in the specified emission rates of different compounds. In the present study the main SQT in spruce emissions was β-farnesene. About 50 % of the SQT emission consisted of β-farnesene and its maximum emission rate (155 ng g(dw⁻¹) h⁻¹) was measured on the afternoon of 31 July 2015. Two other identified SQTs were β-caryophyllene and α-humulene. There were two more SQTs, which also contributed significantly to the total SQT emission rates, but since no calibration standards were available for these, their quantification is only tentative. Linalool emissions increased simultaneously with SQT emissions (Fig. 2) reaching maximum concentrations during late summer in August, in the same way as was previously observed in the measurements of Scots pine emissions in the same forest in southern Finland (Hakola et al., 2006), where emissions were found to increase late summer concomitant with the maximum concentration of the airborne pathogen spores, and Hakola et al. (2006) suggested a potential defensive role of the conifer linalool and SQT emissions. Several other reports point to similar correlations between SQT (in particular β-farnesene) and oxygenated MTs such as linalool emissions and biotic stresses in controlled experiments. For example, increases in farnesene, methyl salicylate (MeSA), and linalool emissions were reported to be an induced response by Norway spruce seedlings to feeding damage by mite species (Kännaste et al., 2009), indicating that their biosynthesis might prevent the trees from being damaged. Interestingly, the release of β-farnesene seemed to be mite specific and attractive to pine weevils, whereas linalool and MeSA were deterrents. Blande et al. (2009) discovered pine weevil feeding to clearly induce the emission of MTs and SQTs, particularly linalool and (E)-β-farnesene, from branch tips of Norway spruce seedlings. Also, in a licentiate thesis of Petterson (2007) linalool and β-farnesene were shown to be emitted due to stress. The emissions from Norway spruce increased significantly after trees were treated with methyl jasmonate (MeJA). Martin et al. (2003) discovered that MeJA triggered increases in the rate of linalool emission more than 100-fold and that of SQTs more than 30-fold. Emissions followed a pronounced diurnal rhythm with the maximum amount released during the light period, suggesting that they are induced de novo after treatment. Our study shows that such major changes in emission patterns can also occur in trees in field conditions, and without any clear visible in-
festations or feeding, indicating that they probably are systemic defence mechanisms rather than direct ones (Eyles et al., 2010).

In 2015 we measured also acetone/propanal and C_{4–C_{10}} aldehyde emission rates. The total amount of these measured carbonyl compounds was comparable to the amount of MTs (Table 3) although with our method it was not possible to measure emissions of the most volatile aldehydes, formaldehyde and acetaldehyde, which are also emitted from trees in significant quantities (Cojocariu et al., 2004; Koppmann and Wildt, 2007; Bourtsoukidis et al., 2014b). In summer 2015 the carbonyl compounds consisted mainly of acetone (30 %), and the shares for the other compounds were as follows: nonanal (21 %), decanal (17 %), heptanal (14 %), hexanal (10 %), and pentanal (5 %). The shares of butanal and octanal were less than 2 % each. The seasonal mean values are shown in Table 3. Aldehydes with shorter carbon backbones (butanal, pentanal, hexanal) have higher emissions in early summer like most MTs, while aldehydes with longer carbon backbones (heptanal, octanal, nonanal, decanal) have higher emissions in late summer similarly to SQTs.

Diurnal variability of the emission rates of MT and SQT, acetone/propanal and larger aldehydes are shown in Fig. 2. They all show similar temperature-dependent variability with maxima during the afternoon and minima in the night. The SQT daily peak emissions were measured 2 h later than MT and aldehyde peaks.

### 3.3 Tree-to-tree variability in emission pattern

When following the emission seasonality, we discovered that the MT emission patterns were somewhat different between the two trees measured. The tree measured in 2011 (tree 1) emitted mainly α-pinene in May, whereas the tree measured in 2014 and 2015 (tree 2) emitted mainly limonene in May (Table 4). As summer proceeded the contribution...
Table 4. Average monthly abundances (%) of emitted MTs. T1 (tree 1) includes 2011 and T2 2014 and 2015 measurements. The number of the measurements each month is in parentheses.

|       | α-Pinene | Camphene | Sabinene | β-Pinene | Myrcene | Δ^3-Carene | 3-Carene | Limonene | Terpinolene |
|-------|----------|----------|----------|----------|---------|------------|----------|----------|-------------|
| April, T1 (160) | 34 | 19 | 0 | 18 | 1 | 5 | 6 | 18 | 0 |
| May, T1 (48) | 59 | 9 | 1 | 7 | 1 | 1 | 9 | 10 | 3 |
| June, T1 (34) | 7 | 25 | 16 | 0 | 34 | 3 | 9 | 4 | 0 |
| May, T2 (129) | 16 | 11 | 0 | 10 | 5 | 5 | 2 | 51 | 0 |
| June, T2 (396) | 27 | 15 | 0 | 15 | 5 | 5 | 4 | 29 | 0 |
| July, T2 (128) | 32 | 15 | 2 | 5 | 7 | 5 | 2 | 27 | 1 |
| Aug, T2 (134) | 34 | 11 | 3 | 3 | 15 | 3 | 1 | 29 | 1 |

of limonene emission decreased in both trees and the share of α-pinene increased in tree 2. The species-specific Norway spruce emissions have been measured earlier at least by Hakola et al. (2003) and Bourtsoukidis et al. (2014a). The measurements by Hakola et al. (2003) covered all seasons, but only a few daytime samples for each season, whereas the measurements by Bourtsoukidis et al. (2014a) covered 3 weeks in September–October in an Estonian forest. The main MTs detected in the Estonian forest were α-pinene (59 %) and 3-carene (26 %), but also camphene, limonene, β-pinene and β-phellandrene were detected. In the study by Hakola et al. (2003) the MT emission composed mainly of α-pinene, β-pinene, camphene, and limonene, but only very small amounts of 3-carene were observed, similarly to the present study. This raises the question of whether spruces would have different chemotypes in a similar way as Scots pine has (Bäck et al., 2012).

In order to find out how much variability there was between the trees in monoterpene emission pattern, we conducted a study in June in 2014, where we made qualitative analysis from six different spruces growing in the same area (labelled as trees 3–8). The results for MT emissions are shown in Fig. 4. SQT emissions were not significant at that time (about 1 ng g(dw)^−1 h^−1). As expected, the MT emission pattern of the trees was quite different; terpinolene was one of the main MT in the emission of four trees whereas tree 3 emitted only 3 % terpinolene. Also limonene and camphene contributions were varying from a few percent to about a third of the total MT emission. All the measured trees emitted rather similar proportions of α- and β-pinene. The shares of myrcene, β-pinene, and 3-carene were low in every tree. Since different MTs react at different rates in the atmosphere (Table 1), the species-specific measurements are necessary when evaluating MTs influence on atmospheric chemistry. Currently, air chemistry models very often use only single branch measurements and this can lead to biased results when predicting product and new particle formation. This study and the study of Scots pine emissions by Bäck et al. (2012) show that species-specific measurements are necessary, but also that flux measurements are more representative than branch-scale emission measurements, and that averaging over larger spatial scale may be better suited for air chemistry models.

3.4 Standard emission potentials

The standard emission potentials were obtained by fitting the measured emission rates to the temperature-dependent pool emission algorithm (Eq. 2) and the light- and temperature-dependent algorithm described in Sect. 2.3. For the temperature dependent algorithm, the nonlinear regression was carried out with two fitted parameters, yielding both the emission potentials and individual β coefficients for each compound group. With the light- and temperature-dependent algorithm, only emission potentials were obtained. The compounds’ emissions fitted using the temperature-dependent pool emission algorithm were the ones of the most abundant MT and SQT, and the carbonyls for each season, while the analysis with the light- and temperature-dependent emission algorithm was carried out for isoprene emissions. In the analysis, obvious outliers and other suspicious data were not included. The excluded values typically were the first values obtained right after starting a measurement period, which might still show the effects of handling the sample branch. The isoprene emissions obtained in 2011 were not taken into account in the analysis as they were not properly collected on the cold trap. This was fixed in 2014 and 2015 by changing...
Table 5. Standard (30°C) MT, SQT, acetone, and C₄–C₁₀ aldehyde emission potentials obtained in 2011, 2014, and 2015. For isoprene the standard (1000 µmol photons m⁻² s⁻¹, 30°C) emission potentials are from the 2015 campaign. The standard emission potential $E_S$ and the $\beta$ coefficient are given with the standard error of the estimate (SE, in parentheses). $R^2$ squared and the number of measurements ($N$, in parentheses). The fits were made for the spring (April–May), early summer (June–mid-July) and late summer (late July–August) periods.

|                  | Es (SE) ng (dw)⁻¹ h⁻¹ | $\beta$ K⁻¹ (SE) | $R^2$ ($N$) |
|------------------|-----------------------|------------------|-------------|
| **Spring**       |                       |                  |             |
| $\alpha$-Pinene  | 11.6 (0.7)            | 0.097 (0.006)    | 0.423 (331) |
| Camphene         | 2.5 (0.4)             | 0.045 (0.009)    | 0.071 (323) |
| $\beta$-Pinene   | 1.9 (0.2)             | 0.044 (0.007)    | 0.119 (324) |
| Myrcene          | 0.6 (0.1)             | 0.010 (0.011)    | 0.007 (157) |
| Limonene         | 5.0 (0.8)             | 0.032 (0.008)    | 0.049 (321) |
| Other MT         | 2.9 (0.2)             | 0.085 (0.005)    | 0.433 (329) |
| $\beta$-Caryophyllene | 0.2 (0.1) | 0.018 (0.059)    | 0.026 (6)   |
| $\beta$-Farnesene | –                    | –                | – (0)       |
| Other SQT        | 0.7 (0.3)             | 0.046 (0.029)    | 0.029 (72)  |
| **Early summer** |                       |                  |             |
| $\alpha$-Pinene  | 14.1 (1.0)            | 0.058 (0.006)    | 0.145 (489) |
| Camphene         | 7.0 (0.3)             | 0.060 (0.004)    | 0.230 (492) |
| $\beta$-Pinene   | 5.2 (0.6)             | 0.062 (0.010)    | 0.076 (426) |
| Myrcene          | 5.8 (0.3)             | 0.078 (0.005)    | 0.326 (356) |
| Limonene         | 16.7 (0.9)            | 0.069 (0.005)    | 0.239 (497) |
| Other MT         | 7.0 (0.3)             | 0.074 (0.004)    | 0.385 (499) |
| $\beta$-Caryophyllene | 4.8 (1.3) | 0.018 (0.019)    | 0.023 (54)  |
| $\beta$-Farnesene | 6.9 (1.8)             | 0.012 (0.018)    | 0.007 (90)  |
| Other SQT        | 6.2 (0.7)             | 0.055 (0.010)    | 0.087 (238) |
| Acetone          | 50.8 (7.2)            | 0.066 (0.010)    | 0.362 (71)  |
| Aldehydes        | 59.1 (4.4)            | 0.043 (0.005)    | 0.503 (71)  |
| **Late summer**  |                       |                  |             |
| Isoprene         | 56.5 (4.2)            |                  | 0.473 (70)  |
| $\alpha$-Pinene  | 39.3 (4.1)            | 0.153 (0.017)    | 0.359 (163) |
| Camphene         | 7.7 (1.2)             | 0.064 (0.016)    | 0.094 (161) |
| $\beta$-Pinene   | 2.5 (0.3)             | 0.075 (0.015)    | 0.160 (120) |
| Myrcene          | 21.1 (2.0)            | 0.191 (0.019)    | 0.476 (154) |
| Limonene         | 32.3 (3.6)            | 0.155 (0.018)    | 0.336 (163) |
| Other MT         | 9.9 (1.1)             | 0.133 (0.016)    | 0.298 (153) |
| $\beta$-Caryophyllene | 11.0 (1.2) | 0.020 (0.010)    | 0.032 (129) |
| $\beta$-Farnesene | 76.9 (7.5)            | 0.060 (0.010)    | 0.183 (162) |
| Other SQT        | 67.3 (8.2)            | 0.059 (0.013)    | 0.132 (157) |
| Acetone          | 31.8 (2.2)            | 0.061 (0.007)    | 0.313 (163) |
| Aldehydes        | 36.8 (3.0)            | 0.008 (0.007)    | 0.009 (163) |

The standard emission potentials of isoprene, the selected MT and SQT, acetone, and C₄–C₁₀ aldehyde sums are presented in Table 5. Emission potentials are given as spring, early summer, and late summer values. The coefficient of determination ($R^2$) is also given, even though it is an inadequate measure for the goodness of fit in nonlinear models (e.g. Spiess and Neumeyer, 2010). A more reliable parameter for estimating the goodness of fit is the standard error of the estimate, which is also given.

The summertime emission potentials of MT and SQT reflect the typical behaviour of the temperature variability in summer, with low emissions in spring and high emissions in the higher temperatures of late summer. The variability of the emission potential during the growing season and between the individual compounds is large. In late summer limonene and $\alpha$-pinene had the highest MT emission potentials. SQT exhibit a similar behaviour as monoterpane emission potentials with very low springtime and early summer emission potentials while the late sum-
standard late summer mean (56.5 ng g(dry weight)$^{-1}$) and in a study by Bourtsoukidis et al. (2014b) mean emission potential of Norway spruce was 0.89 µg g(dry weight)$^{-1}$ h$^{-1}$ for all data (spring, summer, fall). Our standardized MT emission potentials are lower than earlier reported values, being 0.1 µg g(dry weight)$^{-1}$ h$^{-1}$ during late summer, when they were at their highest.

This is the first time we have applied fitting the traditional temperature-based emission potential algorithms to measured carbonyl emissions, and based on the spruce emission results, the approach appears to be applicable also on these compounds. The best fit was obtained with the temperature-dependent algorithm. The temporal variability of the emission potential was similar to MT- and SQTs. Unfortunately, acetone/propanal and C$_4$–C$_{10}$ aldehyde measurements were only carried out during the last measurement campaign, but the emission pattern possibly indicates a midsummer maximum, because emissions were clearly identified in June, and already decreasing in late July–August. The isoprene emissions, fitted with the light and temperature emission algorithm, also reflect the light/temperature pattern of summer, with low emissions in spring and high emissions in late summer.

In late summer when isoprene emissions were a bit higher the emission model fits the data better and the emission potential for isoprene was 56.5 ng g(dry weight)$^{-1}$ h$^{-1}$. In a review by Kesselmeier and Staudt (1999) the reported standard emission potentials (30 °C, 1000 µmol m$^{-2}$ s$^{-1}$) of Norway spruces for monoterpenes vary from 0.2 to 7.8 µg g(dry weight)$^{-1}$ h$^{-1}$ and in a study by Bourtsoukidis et al. (2014b) mean emission potential of Norway spruce was 0.89 µg g(dry weight)$^{-1}$ h$^{-1}$ for all data (spring, summer, fall). Our standardized MT emission potentials are lower than earlier reported values, being 0.1 µg g(dry weight)$^{-1}$ h$^{-1}$ during late summer, when they were at their highest.

This is the first time we have applied fitting the traditional temperature-based emission potential algorithms to measured carbonyl emissions, and based on the spruce emission results, the approach appears to be applicable also on these compounds. The best fit was obtained with the temperature-dependent algorithm. The temporal variability of the emission potential was similar to MT- and SQTs. Unfortunately, acetone/propanal and C$_4$–C$_{10}$ aldehyde measurements were only carried out during the last measurement campaign, but the emission pattern possibly indicates a midsummer maximum, because emissions were clearly identified in June, and already decreasing in late July–August. The isoprene emissions, fitted with the light and temperature emission algorithm, also reflect the light/temperature pattern of summer, with low emissions in spring and high emissions in late summer.

In late summer when isoprene emissions were a bit higher the emission model fits the data better and the emission potential for isoprene was 56.5 ng g(dry weight)$^{-1}$ h$^{-1}$. In a review by Kesselmeier and Staudt (1999) the reported standard emission potentials (30 °C, 1000 µmol m$^{-2}$ s$^{-1}$) of isoprene vary from 0.34 to 1.8 µg g(dry weight)$^{-1}$ h$^{-1}$. Our standardized late summer mean (56.5 ng g(dry weight)$^{-1}$ h$^{-1}$) is much lower than these earlier reported values.

3.5 Relative reactivity of emissions

In summer in ambient air at this site most of the known OH reactivity (which is ∼ 50% of the total measured OH reactivity) is coming from the VOCs (Sinha et al., 2010; Nölcher et al., 2012). Other trace gases (NO$_x$, CO, O$_3$, CH$_4$) have a lower contribution. Of these VOCs, aromatic hydrocarbons have only minor contribution compared to the terpenoids (Hakola et al., 2012). In these ambient air studies contribution of SQTs has been much lower than MTs, but those results are misleading, since lifetimes of most SQTs are so short that they cannot be detected in ambient air and estimation of their contribution to the local reactivity is possible only directly from the emissions. Here we studied the relative role of different BVOCs to the reactivity of Norway spruce emissions.

The relative contribution from each class of compounds to the total calculated OH and O$_3$ reactivity of the emissions TCRE$_{OH}$ and TCRE$_{O_3}$, respectively, is depicted in Fig. 5. Nitrate radicals are likely to contribute also significantly to the reactivity, but since the reaction rate coefficients were not available for the essential compounds like β-farnesene, the nitrate radical reactivity is not shown. SQT are very reactive towards ozone and they clearly dominate the ozone reactivity. Isoprene contribution is insignificant all the time towards ozone reactivity, but it contributes 20–30% of OH reactivity, although the emission rates are quite low. SQT dominate also OH reactivity during late summer due to their high emission rates, but early summer MT contribution is equally important. Contribution of acetone to the TCRE$_{OH}$ was very small (∼ 0.05% of total reactivity), but reactivity of C$_4$–C$_{10}$ aldehydes was significant, averagely 15% and sometimes over 50% of the TCRE$_{OH}$. Of the aldehydes decanal, nonanal, and heptanal had the highest contributions. It is also possible to measure total OH reactivity directly and experimental total OH reactivity measurements by Nölcher et al. (2013) showed that the contribution of SQTs in Norway spruce emissions in Hyytiälä was very small (∼ 1%). This is in contradiction to our measurements, where we found a very high share of SQTs (75% in late summer). Nölcher et al. (2013) also found a very high fraction of missing reactivity (> 80%) especially in late summer. Their measurements covered spring, summer, and autumn. Emissions of C$_4$–C$_{10}$ aldehydes, which were not studied by Nölcher et al. (2013), could explain part of the missing reactivity.
4 Conclusions

Norway spruce VOC emissions were measured in campaigns in 2011, 2014 and 2015. Measurements covered altogether 14 spring and summer weeks. The measured compounds included isoprene, MT, and SQT and in 2015 also acetone and C4-C10 aldehydes. MT and SQT emission rates were low during spring and early summer. MT emission rates increased to their maximum at the end of June and declined a little in August. A significant change in SQT emissions took place at the end of July, when SQT emissions increased substantially. The seasonality is different from that observed earlier in Germany (Bourtsoukidis et al., 2014b). There Norway spruce emissions (isoprene, MT, SQT) were highest in spring and declined thereafter. The difference in seasonality can be due to different ages of the measured trees (10–15 years in the current study, 80 years in Bourtsoukidis et al., 2014b), different climate, or different stress factors. These same factors can also cause the lower emission rates measured now in comparison with other studies. The effect of age to the emission potentials should be studied.

In August SQT were the most abundant group in the emission, β-farnesene being the most dominant compound. SQT emissions increased simultaneously with linalool emissions and these emissions were suggested to be initiated due to stress effects. To our knowledge this is the first time when β-farnesene and linalool emissions have been shown to increase simultaneously in natural conditions, although they have been shown to increase in the emissions together due to stress effects. Of the measured compounds, SQTs had highest impact on local O3 and OH chemistry. This clearly shows the importance of considering also SQTs in atmospheric studies in boreal environment.

Acetone and C4-C10 aldehyde emissions were highest in July, when they were approximately at the same level as MT emissions. C4-C10 aldehydes contributed as much as MT to the OH reactivity during late summer, but early summer only about half of the MT share in early summer. This demonstrates that also emissions of other BVOCs than the traditionally measured terpenoids are important and should be included in atmospheric studies.

The MT emission pattern varies a lot from tree to tree. During one afternoon in June we measured the emission patterns of six different trees growing near each other and especially the amounts of terpinolene, camphene, and limonene were varying. Due to inconsistent emission patterns, species-specific emission fluxes at canopy level should be conducted in addition to the leaf level measurements for more representative measurements. However, only leaf-level measurements produce reliable SQT data.
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In a boreal forest environment at Hyttiajä (SMEAR II station), Finland, from 21 June 2010 to 31 April 2011, concentrations of gases (HCl, HNO$_3$, HONO, NH$_3$, SO$_2$, and NO$_2$) and inorganic ions (Cl$^-$, NO$_3^-$, SO$_4^{2-}$, NH$_4^+$, Na$^+$, K$^+$, Mg$^{2+}$, and Ca$^{2+}$) in PM$_{10}$ and PM$_{2.5}$ particles were measured with an on-line ion chromatograph MARGA 2S. The MARGA data were compared with those of the filter samples and the Aerosol Mass Spectrometer. The linear-regression slopes derived from MARGA against the filter data were 0.98, 1.08, 0.50 and 1.31 for SO$_2$, SO$_4^{2-}$, HNO$_3$, and NO$_2^-$, respectively. The respective coefficients of determination ($r^2$) were 0.89, 0.90, 0.70 and 0.93. After installing a concentration column, improved values of cation slopes of 1.0, 1.19, 0.88, 1.00, 0.73 and 0.89 for NH$_4^+$, NH$_3$, Na$^+$, K$^+$, Mg$^{2+}$, and Ca$^{2+}$, respectively, were obtained. The corresponding coefficients of determination ($r^2$) were: 0.79, 0.83, 0.95, 0.90, 0.85 and 0.62. According to these results, traditional filter collection can be replaced with the MARGA instrument at background sites, if a concentration column is used at least for the cations. This would improve the temporal resolution of the observations. The average concentrations of nitrogen-containing gases were highest in the summer (NH$_3$: 0.47 ppb, HNO$_3$: 0.10 ppb and HONO: 0.11 ppb), which can be explained by the higher temperatures and increased amounts of sunlight followed by stronger agricultural and soil-related sources. In the summer, clear diurnal cycles were found in all N-containing gases, but in the winter the concentrations remained low most of the time and no diurnal cycles were observed. The concentration of ammonia was found to depend exponentially on the prevailing temperature, the increase with temperature being strongest in dry conditions.
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Introduction

Nitrogen-containing gases are important contributors to atmospheric processes and to the formation and growth of new particles. The concentrations of aerosol species, such as ammonium nitrate (NH$_4$NO$_3$), ammonium sulphate [(NH$_4$)$_2$SO$_4$], ammonium bisulphate (NH$_4$HSO$_4$) and ammonium chloride (NH$_4$Cl), are strongly dependent on their gas-phase precursors, NH$_3$, HNO$_3$, SO$_2$ and HCl (Finlayson-Pitts and Pitts 2000, Kirkby et al. 2011). Ammonia (NH$_3$) is the most abundant gaseous base in the atmosphere and has a major role in neutralizing acids and in the formation of new particles (Kirkby et al. 2011, Kulmala et al. 2000). In the atmosphere, ammonia can also react slowly with the hydroxyl radical (OH), forming the amidogen radical (NH$_2$) which in turn reacts with nitrogen dioxide (NO$_2$) to form nitrous oxide (N$_2$O) (Park and Lin 1997), one of the main warming components in the atmosphere (Butterbach-Bahl 2011). Furthermore, nitric acid interacts with crustal and sea salt aerosols, forming calcium and sodium nitrate [Ca(NO$_3$)$_2$] and NaNO$_3$. The nitrogen-containing aerosols, as well as the sulphates, have a cooling effect on the climate through direct scattering of sunlight and through contribution to cloud formation (Sutton 2011). Nitrogen compounds participate both in the production and loss of the most important day-time atmospheric oxidant, the hydroxyl radical (OH). The dissociation of HONO contributes to the production of OH radicals (e.g. Kulmala and Petajä 2011, Su et al. 2011). During the daytime OH radicals are consumed to form nitric acid in the reaction: NO$_2$ + OH$^*$ + M $\rightarrow$ HNO$_3$ + M (Finlayson-Pitts and Pitts 2000).

There is still a lack of knowledge of the concentration of nitrogen-containing gases and their cycle in the ambient atmosphere (e.g., Su et al. 2011, Kulmala and Petajä 2011), and until now no reliable semi-continuous measurements of ammonia have been performed in background areas of the Nordic countries. In this study, we measured gases and inorganic compounds in airborne particles with a 1-hour time-resolution using a commercially-available on-line ion chromatograph, MARGA 2S (The instrument for Measuring AeRosols and Gases in ambient Air; ten Brink et al. 2007), in a boreal forest. In the MARGA instrument, gases are collected by diffusion in a wet rotating denuder (WRD) and for collecting aerosols this instrument takes the advantage of the principle of the Steam-Jet Aerosol Collector (SJAC) (e.g. Khlystov et al. 1995). In an earlier publication, the performance of the MARGA 2S instrument was evaluated in an urban environment (Makkonen et al. 2012, Rumsey et al. 2013). In a clean background environment in Europe, MARGA has previously been used at an EMEP (European Monitoring and Evaluation Programme) supersite in Scotland (Cape 2009).

At the Finnish background stations, particles and inorganic gaseous compounds had earlier been measured with the EMEP filter-pack with a time resolution varying from 24 hours to several days (EMEP 2001, Ruoho-Airola et al. 2010). Using a semi-continuous instrument makes it possible to obtain data with short enough time resolution to characterize chemical processes, to evaluate models and to study sources, which would not be possible by using the traditional filter methods (Schaap et al. 2011, Aan de Brugh et al. 2012).

Concentrations of a suite of gases and aerosols were measured at a boreal forest measurement site in a large campaign, the “Hyytiälä United Measurements of Photochemistry and Particles in Air — Comprehensive Organic Precursor Emission Concentration 2010 (HUMPPA — COPEC-10)”, in July–August 2010 (Williams et al. 2011). The general goal of the campaign was to study the links between gas-phase oxidation chemistry and particle properties and processes. During the campaign, the MARGA instrument was used to measure water-soluble gases and inorganic compounds in particles, and it was left running at Hyytiälä to study seasonal variations and possible sources or sinks of nitrogen-containing gases.

The first goal of this study was to evaluate whether the MARGA instrument could be used to replace the EMEP filter method at the background stations with low concentrations. In addition, we compared the MARGA results with those from an Aerosol Mass Spectrometer (AMS) (Jayne et al. 2000, Jimenez et al. 2003) that provides the concentrations of the major aerosol constituents (organics, sulphate, nitrate, ammonium, and chloride) of submicron aerosols with a high time resolution.
The second goal of this work was to analyse
the seasonal and diurnal cycles of nitrogen-con-
taining trace gases NH₃, HNO₃, and HONO. As
explained above, these gases play an important
role in atmospheric chemistry, yet their seasonal
and diurnal cycles measured at our site with a
high time resolution have not been presented
before. The temperature dependence of ammonia
will be compared with that found in other studies.

Material and methods

Measurement site

The measurements were carried out in Hyytiälä
at the boreal forest research station SMEAR II
(Station for Measuring Ecosystem–Atmosphere
Relationships) from 21 June 2010 until 30 April
2011. The station (61°51’N, 24°17’E) is situated
in southern Finland, about 60 km NE of the city of
Tampere. The station is surrounded by a conifer-
ous Scots pine-dominated forest. A more detailed
site description can be found in Hari and Kul-
malta (2005). The container in which the MARGA
instrument was installed was air-conditioned
and kept at a constant temperature of 20 °C. The
container was located in a small clearing about 5
m from the nearest trees. The inlet of the instru-
mant was situated on the roof of the container at
a height of 2.5 m above the ground. The time used
in this study is local winter time (UTC + 2 hours).

MARGA

MARGA 2S ADI 2080 (Applikon Analytical BV,
Netherlands) with two sample boxes was used in
this study, in the same configuration as used in
an earlier study in Helsinki (Makkonen 2012).
Ambient air was drawn through a PM₁₀-inlet
(Teflon coated impactor, URG-2000-30DBN-TC,
2 m³ h⁻¹) followed by a 50-cm-long polyethylene
(PE) tube (⌀ 1.0”) and divided into two flows,
one going to the PM₁₀ sample box through a
40-cm-long PE tubing (⌀ 0.5”), while the other
was directed through a 70-cm-long PE tube (⌀ 0.5”)
and PM₅ cyclone (1 m³ h⁻¹ Teflon coated,
URG-2000-30ENB) into the PM₅ sample box.
In both compartments, the air was led through
a Wet Rotating Denuder (WRD) where water-
soluble gases diffuse to the absorption solution
(10 ppm hydrogen peroxide). Subsequently the
ambient particles were collected in a Steam Jet
Aerosol Collector (SJAC) (Slania et al. 2001).
Hourly samples collected in syringes were ana-
lyzed with a Metrohm cation and anion chromato-
tograph using an internal standard (LiBr). The
sample-stream was directed through the cation
side to the anion IC and samples were injected
simultaneously to both ICs. At the beginning of
the measurements, cations were separated in a
Metrosep C4 (100/4.0) cation column using 3.2
mmol l⁻¹ HNO₃ eluent. On 18 August 2010, the
cation loop was replaced with a concentration
column (Metrosep C PCC 1 VHC) and the HNO₃
eluent was replaced with a methane sulfonic acid
eluent (2.1 ml MSA in 10 l water) to get a better
baseline for nitrate. For anions a Metrosep A
Supp 10 (75/4.0) column and a Na₂CO₃/NaHCO₃
(7 mmol F⁻/8 mmol F⁻) eluent was used. Gases
(HCl, HNO₃, HONO, NH₃, SO₂) and inorganic
ions (Cl⁻, NO₃⁻, SO₄²⁻, NH₄⁺, Na⁺, K⁺, Mg²⁺, Ca²⁺)
in the PM₁₀ and in PM₅ particles were measured
with the MARGA 2S. The instrument is described
in more detail by Makkonen et al. (2012). For
the data before 18 August 2010, field blanks of
nitrate were subtracted from the initial NO₃⁻ and
HNO₃ values, but other field blanks were close
to the DLs. Approximately every three weeks the
inlet tubes, WRDs and SJACs were replaced with
clean ones or cleaned. The SJAC was cleaned in
diluted HNO₃ in an ultrasonic bath, rinsed with
ethanol and well rinsed with ultrapure water
(Milli-Q conductivity < 18 μS cm⁻¹). The outer
glass cylinder of WRD was detached and all the
parts were washed with hot water, rinsed with
ethanol and rinsed several times with ultrapure
water to prevent any biological growth.

Filter sampling

The results from MARGA were compared with
those of the EMEP filter-pack (EMEP 2001),
which consists of three filters: the first is a
Teflon filter for collecting particles, the second is
a NaOH-impregnated cellulose filter (Whatman
40) for collecting SO₂ and HNO₃, and the third
is an oxalic-acid-impregnated cellulose filter
(Whatman 40) for collecting NH₄. The sampling time (flow 1 m³ h⁻¹) was 2–3 days. The filters were extracted in ultrapure water (Milli-Q) and analysed by ion chromatographs (Waters and Dionex). The procedure is described in detail in the EMEP Manual (EMEP 2001). The averages of the corresponding time periods were calculated from the MARGA data and compared with the filter data.

AMS

The Aerodyne Aerosol Mass Spectrometer (AMS) measures aerosol particle chemical composition directly and quantitatively, using time-of-flight mass spectrometry (Jayne et al. 2000, Jimenez et al. 2003). An aerodynamic lens is used to focus aerosol particles of around 40–600 nm size (Liu et al. 2007) into a beam, and a thermal vaporization element at the temperature of 600 °C is used to flash-vaporize all non-refractory compounds in the sample, and electron impact ionization (EI) of 70 eV ionizes the formed sample gas. Finally, a time-of-flight mass spectrometer is used to produce a mass spectrum of the sampled aerosol particles and remaining carrier gas. The ambient aerosol concentration and composition is obtained using data inversion and analysis. The data is corrected for instrument collection efficiency (CE), which was unaffected by aerosol acidity related effects for most of the measurement period and was determined to be around 0.43.

The specific AMS used in this study features a compact time-of-flight (C-ToF) mass analyzer, the specifics of which are described by Drewnick et al. (2005). The particle time-of-flight (PToF) chamber was shorter than on a normal AMS, increasing ion signals at the expense of size-segregated chemistry measurements.

Results and discussion

Comparison of MARGA with independent methods

MARGA versus EMEP filter pack

The EMEP filter-pack samples were collected in Hyytiala with a sampling time of 2–3 days. Averages of the MARGA data were calculated for the same periods. Before the averaging, the zero-values found in the online data were replaced with 0.005 μg m⁻³. A linear regression (Fig. 1) MARGA vs. filter yielded slopes of 0.98 (r² = 0.89) and 1.08 (r² = 0.90) for SO₄ and SO₄²⁻ concentrations, respectively. For these compounds MARGA compared well also in the earlier studies in Helsinki, where the concentrations were higher, yielding slopes of 0.90 (MARGA vs. TEI 43TL monitor) for SO₄ and 0.85 for SO₄²⁻ (Makkonen et al. 2012).

The concentrations of HNO₃ were clearly lower in MARGA than in the filter pack (slope 0.50, r² = 0.70), while the concentrations of NO₃⁻ were higher in MARGA than with the filter method (slope 1.31, r² = 0.93), yielding a regression slope of 0.97 (r² = 0.89) for the sum HNO₃ + NO₃⁻. Based on this result and because of the sticky nature of HNO₃, it is likely that a significant fraction of HNO₃ had been attached to the walls of the PE-tubing. This hypothesis is supported by the study of Rumsey et al. (2013): the regression analysis of HNO₃ concentrations of MARGA and the results of the denuder yielded slopes of 0.73 (r² = 0.88) and 0.57 (r² = 0.88). A better tubing material for collecting HNO₃ would have been perfluoroalkoxy Teflon, as recommended by Neuman et al. (1999). However, this is not a suitable material for collecting particles which are retained on Teflon walls by electrostatic forces. Furthermore, it is likely, especially on warm summer days, that the HNO₃ measured by Teflon filter was also underestimated: part of the NH₄NO₃ may have been volatilized from the Teflon front filters and moved to the next filters used for collecting gases. Because of these artifacts in the filter sampling, only the sums of HNO₃ + NO₃⁻ and NH₄ + NH₄⁺ are reported to the EMEP database (EMEP 2001).

The regression slopes of all the cations improved remarkably after removing the cation loop (500 μl) and installing the concentration column on 18 August 2010 (Fig. 2). The regression slopes with the ordinary loop and with the concentration column were 1.50 and 0.88, respectively, for Na⁺, 1.51 and 1.00 for K⁺, 3.39 and 0.73 for Mg²⁺, 2.95 and 0.89 for Ca²⁺ and 1.23 and 1.19 for NH₄⁺. The coefficients
of determination were also improved with the concentration column ($r^2 = 0.83-0.95$), except for Mg$^{2+}$ ($r^2 = 0.85$) and Ca$^{2+}$ ($r^2 = 0.62$) that had very low concentrations throughout the winter. Although the time resolution increases when an online instrument was used, we must also take into account that the measurement uncertainty increases at low concentrations. It must be noted that especially the cation peaks were often close or even under the official detection limits of MARGA.

**MARGA versus AMS**

The hourly-averaged AMS data were compared with the PM$_{2.5}$ data of MARGA (Fig. 3). The sulphate concentrations measured with MARGA were in good agreement with those measured with AMS. The slope for the MARGA vs. AMS linear regression was 1.01 (intercept -0.25, $r^2 = 0.92$), which indicates that sulphate was mainly in submicron particles. The MARGA ammonium data values were in general higher than those measured with AMS (slope 0.66, intercept -0.02), indicating that a considerable fraction of the ammonium was in particles larger than 1 μm. For nitrate, there was not such a good an agreement between MARGA and AMS. The concentrations measured with AMS were often higher than those measured with MARGA. However, during the same period, the nitrate concentrations measured with MARGA were in good agreement with the EMEP filter data ($r^2 = 0.87$ and 0.93 for PM$_{2.5}$ and PM$_{10}$, respectively). Nitrate concentrations were relatively low during the AMS measurement periods, which caused additional scatter. It is also possible that a slight offset may have arisen if the response to organic nitrates was lower in the MARGA and filter data compared with the AMS data. It should also be noted that the NO$_3^-$ blank which was subtracted from all the MARGA results may have not been constant during the whole measurement period and may have caused further inaccuracy.

**Seasonal variations**

The measurement data were divided into four classes by the season (Table 1). The season division was made according to prevailing temperatures (thermal seasons). On 15 August the temperature decreased from 19 °C to 14 °C and
on 24 August it was already below 10 °C. In this analysis the autumn period was therefore defined as starting on 16 August. On 6 November the temperature dropped below 0 °C, starting the winter period. On 4 March the daily average temperature rose above 0 °C for the first time, starting the spring period, although the temperature remained close to 0 °C for the rest of March.
(Fig. 4). The ground was covered with snow (up to 0.75 m) from 8 November 2010 until late April 2011. Gaps in the measurement data were caused mainly by technical problems and maintenance operations.

In the winter, sulphur dioxide was the dominating trace gas (average 0.49 ppb; Table 2), whereas concentrations of all the nitrogen-containing gases were low (averages 0.05–0.07 ppb). The SO$_2$ concentration was elevated during a short, cold period (14–24 February 2011) when the daily average temperature remained below −20 °C (Fig. 4). The highest SO$_2$ concentration was measured during this period, 20 ppb on 18 February at 12:00. The simultaneously measured sulfate concentration in PM$_{10}$ was 0.13 µg m$^{-3}$, which is less than the median concentration of 0.70 µg m$^{-3}$ throughout the whole period discussed in this paper, which suggests that the origin of the observed high SO$_2$ concentrations was not a large-scale industrial source. In addition, back trajectories calculated with HYSPLIT (Draxler and Rolph 2013, Rolph 2013) show that air masses had come from the east-north-east and not over some of the largest SO$_2$ emitters in the Kola Peninsula. A possible source of SO$_2$ was the domestic heating with wood-burning stoves and oil burners — the period was cold, a situation which is often associated with strong inversions. Further meteorological analyses are omitted in this paper, however. Another indicator for domestic burning would be black carbon, which was also measured at SMEAR II. However, during February 2011 the black carbon instrument was out of order so it could not be used for confirming the source either.

The average HNO$_3$ concentration measured at Hyytiälä was at the same level (0.07 ppb) as the average concentration measured with MARGA in southeastern Scotland in 2007 (0.05 ppb; Cape 2009), but much lower than those measured at urban sites in Helsinki (0.13 ppb in winter and 0.22 ppb in spring; Makkonen et al. 2012). The highest seasonal average HNO$_3$ concentration, 0.10 ppb, occurred in summer, confirming that the formation of nitric acid requires nitrogen dioxide and solar radiation. High concentrations were occasionally observed also at the darkest time of the year. For instance, during an episode when winds blew over a local sawmill about 5 km to the south-southeast of SMEAR II on 17–22 December, short NO$_2$ peaks as high as 25 ppb and HNO$_3$ peaks up to 0.38 ppb were detected, in addition to elevated monoterpene and aromatic hydrocarbon concentrations (Hakola et al. 2012).

The seasonal cycle of nitrous acid, HONO, was also very clear (Fig. 4). The highest concentrations were recorded in summer, which conforms with the observation that soil nitrite is a strong source of atmospheric HONO (Su et al. 2011). NO$_2$ emitted by road traffic has been shown to be another important source of HONO. Kurtenbach et al. (2001) investigated the emissions and heterogeneous formation of HONO in a road traffic tunnel and found that the mean HONO-to-NO$_2$ ratio was 0.008 ± 0.001. We operated the same MARGA instrument at the urban background SMEAR III site in Helsinki in 2009–2010 and found that most of the time there was at least as much HONO as the Kurtenbach et al. (2001) HONO-to-NO$_2$ ratio predicts (Makkonen et al. 2012). From the measured ratios it was also deduced that traffic was not the only source of HONO at the urban site. The same approach is used here for the SMEAR II data. The HONO vs. NO$_2$ concentrations, the latter obtained from the SMEAR II mast at the altitude of 8.4 m, clearly form two groups: in summer the ratio deviates by up to two orders of magnitude from the traffic ratio of Kurtenbach et al (2001), suggesting possible HONO emissions from the boreal soil in line with the observations by Su et al. (2011). In the other seasons, the ratio was closer to the traffic ratio (Fig. 5). As in the urban data, HONO concentrations were very rarely smaller than those predicted by the NO$_2$ concentration using the ratio by Kurtenbach et al. (2001).

There was a clear seasonal cycle in the ammonia and ammonium concentrations: they were

| Table 1. Dates determining the four seasons. |
|---------------------------------------------|
| **Season** | **Period**               |
| Summer | 22 June 2010–15 August 2010 |
| Autumn | 16 August 2010–5 November 2010 |
| Winter | 6 November 2010–3 March 2011 |
| Spring | 4 March 2011–30 April 2011 |


highest in summer and decreased towards winter, increasing again in spring (Fig. 4), following the temperature profile of the same period. During the coldest months when temperature was below 0 °C and the land was covered with snow, ammonia concentrations remained near the detection limit (the winter NH₃ average 0.05 ppb, NH₄⁺ 0.38 μg m⁻³). In summer and autumn, the average ammonia concentrations were higher (0.47 and 0.13 ppb, respectively) than concentrations of the acidic gases SO₂ (0.18 and 0.08 ppb), HONO (0.11 and 0.07 ppb) and HNO₃ (0.10 and 0.06 ppb). Due to lower acid concentrations and warmer weather, ammonia was partitioned more to the gas phase in summer than in winter when there was an excess of acidic gases. A similar seasonal variation can be seen at all northern EMEP stations where NH₃ is being measured using the
filter method, as well as in Canada (Zbieranowski and Aherne 2012). The main reason for the seasonal variation is that the agricultural sources of NH₃ are lower during the cold period. In Finland, agricultural outdoor activities normally start in May, leading to increased ammonia concentrations (Ruoho-Airola et al. 2010). In addition, at lower temperatures ammonia and nitric acid are usually in the form of ammonium nitrate, while at higher temperatures ammonium nitrate particles are easily volatilized according to NH₃ + HNO₃ ⇌ NH₂NO₃.

In the aerosol phase, ammonium sulfate and nitrate, which are typical long-range transported species, were the most abundant compounds, and NH₄⁺ concentration followed the profiles of SO₄²⁻ and NO₃⁻ (Fig. 6). Because the vapor pressure of ammonia over an acidic ammonium sulphate is much lower than that over ammonium

![Fig. 5. Nitrous acid as a function of NO₃ in summer and in the other seasons. The shaded red line shows the HONO-to-NO₃ ratios 0.008 ± 0.001 found by Kurtenbach et al. (2001) in road traffic.](image)

Table 2. Statistical summary of the trace gas data measured with MARGA at SMEAR II on 22 June 2010–30 April 2011. n = number of valid hourly results, \(n_{tot}\) = total number of hours in the period. Hydrochloric acid concentrations were not included as they were below the detection limit for most of the time and even 95% of values were below 0.04 ppb.

|                | Mean ± SD (ppb) | Percentiles (ppb) | \(n/n_{tot}\) |
|----------------|----------------|-------------------|----------------|
|                |                | 5                 | 50             | 95             |
| **All data**   |                |                   |                |                |
| HONO           | 0.07 ± 0.06    | 0.02              | 0.05           | 0.19           | 4396/7422 |
| SO₂            | 0.25 ± 0.58    | 0.03              | 0.10           | 0.95           | 4736/7422 |
| HNO₃           | 0.07 ± 0.06    | 0.02              | 0.08           | 0.63           | 4665/7422 |
| NH₃            | 0.18 ± 0.24    | 0.02              | 0.08           | 0.63           | 4323/7422 |
| **Summer**     |                |                   |                |                |
| HONO           | 0.11 ± 0.09    | 0.02              | 0.07           | 0.31           | 1145/1331 |
| SO₂            | 0.18 ± 0.24    | 0.04              | 0.11           | 0.50           | 1159/1331 |
| HNO₃           | 0.10 ± 0.07    | 0.03              | 0.08           | 0.25           | 1158/1331 |
| NH₃            | 0.47 ± 0.36    | 0.15              | 0.36           | 1.18           | 942/1331  |
| **Autumn**     |                |                   |                |                |
| HONO           | 0.07 ± 0.05    | 0.02              | 0.06           | 0.19           | 844/1967  |
| SO₂            | 0.08 ± 0.09    | 0.02              | 0.06           | 0.18           | 1083/1967 |
| HNO₃           | 0.06 ± 0.03    | 0.02              | 0.05           | 0.10           | 1085/1967 |
| NH₃            | 0.13 ± 0.09    | 0.04              | 0.11           | 0.33           | 1083/1967 |
| **Winter**     |                |                   |                |                |
| HONO           | 0.06 ± 0.03    | 0.02              | 0.05           | 0.11           | 1457/2832 |
| SO₂            | 0.49 ± 0.94    | 0.03              | 0.24           | 1.69           | 1483/2832 |
| HNO₃           | 0.07 ± 0.05    | 0.02              | 0.05           | 0.17           | 1433/2832 |
| NH₃            | 0.05 ± 0.03    | 0.02              | 0.05           | 0.10           | 1394/2832 |
| **Spring**     |                |                   |                |                |
| HONO           | 0.05 ± 0.03    | 0.01              | 0.04           | 0.10           | 950/1392  |
| SO₂            | 0.16 ± 0.26    | 0.03              | 0.09           | 0.58           | 1011/1392 |
| HNO₃           | 0.06 ± 0.06    | 0.02              | 0.05           | 0.16           | 991/1392  |
| NH₃            | 0.11 ± 0.11    | 0.02              | 0.07           | 0.33           | 924/1392  |
nitrate, excess of ammonia leads to formation of ammonium nitrate, while the excess of acid sulphates leads to decomposition of ammonium nitrate (Ferm et al. 2012).

Concentrations of potassium, magnesium and calcium were very low in winter and spring (averages 0.02–0.07 μg m⁻³; Table 3). The highest concentration of potassium (2.6 μg m⁻³ in PM₂.₅ and 3.6 μg m⁻³ in PM₁₀) occurred on 25 June 2010, caused by the traditional Midsummer bonfires. Simultaneously, magnesium, calcium, sulphate and nitrate concentrations were elevated. On 1 January 2011, the fireworks of the New Year celebration caused K⁺, Mg²⁺, Na⁺, Cl⁻ and SO₄²⁻ peaks (Fig. 6).

**Diurnal cycles of nitrogen-containing gases**

Nitric acid (HNO₃) is formed in the reaction NO₂ + OH⁺ + M → HONO + OH + M, where the hydroxyl radical OH⁺ is formed in photochemical reactions in sunlight (Finlayson-Pitts and Pitts 2000). This is in agreement with our observations: in summer there was a clear diurnal cycle, with the maximum reached in the afternoon at 14:00–18:00 (Fig. 7). However, the peak concentration was observed several hours later than expected, since OH-radicals producing HNO₃ from NO₂ reached their highest concentrations at noon (Pietajärvi et al. 2009).

Nitrous acid HONO is formed in the reaction NO + OH⁺ + M → HONO + OH + M and dissociated by solar radiation: HONO + hv → OH⁺ + NO (Finlayson-Pitts and Pitts 2000). Concentrations of HONO are thus higher at night and lower in sunlight. In Hyytiälä, the diurnal variation of the HONO concentrations was negligible during winter and also very modest during spring. As discussed above, the HONO-to-NO₂ ratios suggest that a significant fraction of the recorded
HONO had been emitted from the soil. These data do not explain whether there was also a diurnal cycle in the emission rate or whether the cycle was only due to photochemistry.

In summer, the diurnal variation of the ammonia concentration was large, with a maximum in the afternoon (Fig. 8). At the same time, there was no diurnal cycle for particulate ammonium. Therefore, the summertime diurnal cycle of ammonia cannot be explained by the dissociation of $\text{NH}_4\text{NO}_3$ to $\text{NH}_3$ and $\text{HNO}_3$. In winter, the ammonia concentration remained very low for most of the time, mainly below 0.1 ppb. In March there was no diurnal variation, but the variation in the concentrations as a whole was strong, with a maximum concentration of about 1 ppb. From the end of April the diurnal variation in ammonia began again.

**Temperature dependence of ammonia concentrations**

The observed diurnal cycle of the ammonia concentration suggests that ammonia previously absorbed on the leaf surfaces of trees and vegetation during the nighttime may be re-emitted as the temperature of the leaves rises again during warm summer days. In addition, decomposition of leaves and processes within the forest soil releases ammonia. However, the simultaneous increase in VOC concentrations at the same site (Hakola et al. 2012) may indicate that biogenic ammonia sources also contribute.

Vegetation emits ammonia when exposed to air in which the ammonia concentrations are lower than the compensation point (denoted generally by $\chi$, i.e., the ammonia partial pressure in the substomatal cavities of the plants (e.g. Farquhar et al. 1980). The reverse also occurs: if the atmospheric concentration is higher than the compensation point the plants act as a sink for ammonia. The ambient concentrations approach the compensation point when there are no additional ammonia sources or sinks (e.g. Langford and Fehsenfeld 1992). The compensation point depends on the temperature (e.g. Farquhar et al. 1980), ammonium concentration and pH in the plant apoplast, and these things depend on other factors such as the plant species and nitrogen supply (e.g. Schjoerring et al. 1998, Köstner et al. 2008).

The measurements discussed in the present paper are insufficient to determine the compensation point; for that measurement of fluxes would also be necessary. However, the observed temperature dependence is compared with that presented in the previous studies (Fig. 9). Lang-

|  | All | Summer | Autumn | Winter | Spring |
|---|-----|--------|--------|--------|--------|
|  | mean ± SD | max | mean ± SD | max | mean ± SD | max | mean ± SD | max | mean ± SD | max |
| Cl$^-$ | PM$_{10}$ | 0.04 ± 0.10 | 1.08 | 0.02 ± 0.02 | 0.13 | 0.05 ± 0.10 | 0.60 | 0.02 ± 0.07 | 0.61 | 0.08 ± 0.14 | 1.08 |
| NO$_3^-$ | PM$_{10}$ | 0.08 ± 0.16 | 1.94 | 0.05 ± 0.09 | 0.38 | 0.09 ± 0.17 | 1.17 | 0.04 ± 0.11 | 0.84 | 0.14 ± 0.21 | 1.94 |
| SO$_4^{2-}$ | PM$_{10}$ | 0.26 ± 0.33 | 4.37 | 0.17 ± 0.14 | 0.76 | 0.31 ± 0.38 | 3.33 | 0.24 ± 0.30 | 1.88 | 0.34 ± 0.44 | 4.37 |
| Na$^+$ | PM$_{10}$ | 0.41 ± 0.45 | 4.19 | 0.33 ± 0.23 | 1.37 | 0.38 ± 0.53 | 4.19 | 0.47 ± 0.45 | 3.03 | 0.44 ± 0.54 | 3.89 |
| NH$_4^+$ | PM$_{10}$ | 0.83 ± 0.87 | 8.69 | 1.42 ± 0.96 | 7.97 | 0.71 ± 0.69 | 3.70 | 0.64 ± 0.92 | 8.69 | 0.57 ± 0.40 | 2.56 |
| K$^+$ | PM$_{10}$ | 1.08 ± 1.07 | 10.20 | 1.34 ± 1.02 | 8.64 | 0.77 ± 0.76 | 3.91 | 1.39 ± 1.38 | 10.20 | 0.70 ± 0.49 | 3.30 |
| Mg$^{2+}$ | PM$_{10}$ | 0.06 ± 0.09 | 0.89 | 0.02 ± 0.04 | 0.26 | 0.06 ± 0.09 | 0.67 | 0.07 ± 0.09 | 0.89 | 0.20 ± 0.12 | 0.72 |
| Ca$^{2+}$ | PM$_{10}$ | 0.13 ± 0.15 | 1.13 | 0.05 ± 0.09 | 0.57 | 0.10 ± 0.14 | 1.13 | 0.19 ± 0.15 | 0.94 | 0.25 ± 0.16 | 0.91 |
| NH$_4^+$ | PM$_{2.5}$ | 0.33 ± 0.39 | 3.98 | 0.60 ± 0.45 | 3.04 | 0.27 ± 0.32 | 1.86 | 0.20 ± 0.26 | 1.41 | 0.23 ± 0.37 | 3.98 |
| K$^+$ | PM$_{2.5}$ | 0.37 ± 0.43 | 4.17 | 0.55 ± 0.47 | 3.17 | 0.27 ± 0.35 | 2.07 | 0.38 ± 0.43 | 2.49 | 0.28 ± 0.41 | 4.17 |
| Mg$^{2+}$ | PM$_{2.5}$ | 0.04 ± 0.08 | 2.63 | 0.05 ± 0.14 | 2.63 | 0.04 ± 0.05 | 0.90 | 0.04 ± 0.05 | 0.90 | 0.04 ± 0.05 | 0.90 |
| Ca$^{2+}$ | PM$_{2.5}$ | 0.06 ± 0.10 | 3.56 | 0.07 ± 0.17 | 3.56 | 0.05 ± 0.06 | 1.04 | 0.07 ± 0.08 | 0.78 | 0.04 ± 0.07 | 1.06 |
| Mn$^{2+}$ | PM$_{2.5}$ | 0.02 ± 0.03 | 0.24 | 0.05 ± 0.08 | 0.24 | 0.01 ± 0.01 | 0.09 | 0.01 ± 0.01 | 0.09 | 0.02 ± 0.01 | 0.09 |
| Mg$^{2+}$ | PM$_{2.5}$ | 0.04 ± 0.06 | 0.75 | 0.10 ± 0.09 | 0.75 | 0.02 ± 0.02 | 0.19 | 0.02 ± 0.01 | 0.10 | 0.02 ± 0.01 | 0.11 |
| Ca$^{2+}$ | PM$_{2.5}$ | 0.06 ± 0.12 | 1.55 | 0.18 ± 0.20 | 1.55 | 0.18 ± 0.20 | 1.55 | 0.02 ± 0.02 | 0.25 | 0.03 ± 0.02 | 0.25 |
| PM$_{10}$ | 0.13 ± 0.38 | 8.14 | 0.47 ± 0.68 | 8.14 | 0.02 ± 0.03 | 0.34 | 0.03 ± 0.03 | 0.28 | 0.03 ± 0.03 | 0.34 |
ford and Feihenfeld (1992) measured ammonia concentrations in a forest in Colorado and found that the compensation point was 0.8 ppb at 20 °C (cf. Fig. 9). The temperature-dependent compensation point $\chi_c$ was calculated from the formula (Husted and Schjoerring 1996, Tarnay et al. 2001):

$$\chi_c = \chi'_c \exp \left[ - \frac{\Delta H_{\text{diss}}^0 + \Delta H_{\text{vap}}^0}{R} \left( \frac{1}{T} - \frac{1}{T'} \right) \right],$$

where $\chi'_c$ is the compensation point at the temperature $T'$, $\Delta H_{\text{diss}}^0$ is the enthalpy of $\text{NH}_4^+$ dissociation = 52.21 kJ mol$^{-1}$, $\Delta H_{\text{vap}}^0$ is the enthalpy of vaporization = 34.18 kJ mol$^{-1}$, $R$ = 8.314 J mol$^{-1}$ K$^{-1}$, and $T$ is the absolute temperature (cf. Fig. 9). Another approach is to measure the compensation point of selected plant species. Köstner et al. (2008) used the results of Hartmann (2005) to calculate the stomatal ammonia compensation point of Norway spruce ($\text{Picea abies}$) needles and used the temperature dependence presented by Nemitz et al. (2000)

$$\chi_c = \frac{161500}{T} \exp \left[ - \frac{10380}{T} \right] \left[ \frac{[\text{NH}_4^+]}{[\text{H}^+]} \right],$$

where $[\text{NH}_4^+]$ and $[\text{H}^+]$ are the ammonium and hydrogen ion concentrations, respectively, in the apoplast of the needles. At 25 °C the range of the compensation point was 0.11–0.27 ppb (Köstner et al. 2008; cf. Fig. 9).

These concentrations are higher than those determined only from the needles but lower than
the compensation point in the forest in Colorado. A probable explanation is that the measured ammonia is emitted not only by Norway spruce but also by other vegetation around the measurement site. Further studies would be needed to determine the ammonia compensation points of various species at SMEAR II.

The data presented in Fig. 9 were further used for deriving a function describing the temperature dependence of ammonia. It is not called the compensation point here, since the measurements were insufficient to determine whether the ammonia concentration was in equilibrium. An exponential function of temperature fitted to all the data yielded the function

\[
[NH_3](T) = [NH_3]_0 \exp(kT) = 0.077(\text{ppb})\exp(0.071T(\text{°C})).
\] (3)

Next, the data were grouped into relative humidity ranges, and an exponential function \([NH_3] = [NH_3]_0 \exp(kT)\) was again fitted to the data (Fig. 9). The factors \(k\) and \([NH_3]_0\) varied almost linearly with the relative humidity, RH (Fig. 10). These factors were combined, yielding the function

\[
[NH_3](RH, T) = [0.000739(\text{ppb}) \times RH(\%) + 0.0891(\text{ppb})] \times \exp[-0.00118RH + 0.164T(\text{°C})].
\] (4)

The concentrations modelled with the functions given by Eqs. 3 and 4 were plotted against the measurements (Fig. 11). The function given by Eq. 3, which takes only temperature into account, clearly agrees less with the data than the function given by Eq. 4, which depends on RH as well. Even though the coefficients of determination \(r^2 = 0.631\) and \(r^2 = 0.644\) are approximately the same, the function given by Eq. 4 yields concentrations much closer to the 1:1 line, especially at the higher concentrations. However, it is obvious from the scatter in the data that even if both RH and temperature are taken into account, the differences between the modelled and observed concentrations are still large, showing that ammonia concentrations depend strongly on other factors too. This parameterization needs to be quantified and verified with detailed emission measurements.

The temperature dependence found in this study is in agreement with earlier findings. Warm weather leads to greater ammonia volatilization (Monteny and Erisman 1998) and also increases emissions from vegetation. An increase in the temperature from 15 to 30 °C may cause a plant to switch from being a strong sink for atmospheric NH₃ to being a significant NH₃ source (Schoerrring et al. 1998). Husted and Schoerring (1996) found that increasing the leaf temperatures of oilseed rape plants from 10 to 35 °C caused an exponential increase in NH₃ emission.
Fig. 9. Ammonia concentration as a function of temperature in eight ranges of relative humidity (red, solid line: this work). The dashed, red line shows the ammonia compensation point determined from measurements in a forest in Colorado by Langford and Fehsenfeld (1992: L&F) and by using the temperature dependence calculated with the formula presented by Husted and Schjoerring (1996: H&S), and the yellow shaded area the range of ammonia compensation points of Norway Spruce needles determined by Hartmann (2005: H) and Köstner et al. (2008: K&al) with the temperature dependence presented by Nemitz et al. (2000: N&al).
from plants exposed to low ambient NH₃ concentrations.

**Conclusions**

In this study, we presented for the first time, concentrations of ionic compounds in particulate matter and ammonia measured with a 1-h time resolution at a Nordic background site. The results of this study suggest that the EMEP filter method could indeed be replaced with a MARGA instrument equipped with a concentration column, at least for cations. This would reduce the laboratory work, e.g. the pretreatment of filters, but it would increase the maintenance work in the field. On the other hand, there would be several benefits from using data with 1-h time resolution instead of daily-average results, such as monitoring of diurnal profiles and their seasonal cycles and other short-term variability, which is not possible with the traditional filter methods. Gas and aerosol data with a higher time resolution could also be used for model evaluations (Schaap 2011) and for various kinds of atmospheric chemistry or aerosol studies, for example for getting detailed information on the gas-aerosol partitioning of semi-volatile species. When compared with those produced by AMS, satisfactory results were achieved for sulphate
and ammonium, but for nitrate there was a large variation because of the different cutoff.

All the compounds measured with MARGA agreed quite well with the concentrations obtained from the analyses of the EMEP filter pack, except for nitric acid. The concentrations of HNO₃ measured with MARGA were only about 50% of those found on the impregnated filter. For a better recovery of HNO₃ in the MARGA system, short Teflon inlet-tubing should be used, as recommended by Rumsay et al. (2013), bearing in mind that it may also disturb the collection of particulate matter. In parallel measurements of cavity ring-down spectroscopy (CRDS) and of the MARGA instrument in Kleiner Feldberg in Germany, elevated nocturnal concentrations of N₂O₅ led to nighttime peaks in the HNO₃ concentrations measured by MARGA (Phillips et al. 2013). However, in Hyytiälä we could not find any nighttime HNO₃ peaks that indicated the presence of N₂O₅.

The average concentrations of all nitrogen-containing gases were highest in summer when both HONO and HNO₃ showed diurnal cycles depending on the amount of sunlight. In summer, the HONO concentrations were clearly higher than those predicted by a ratio of HONO to NO₂ concentrations in road traffic emissions alone, suggesting that soil is a source of HONO in summer. This is in line with the findings of Su et al. (2011). Ammonia also showed a clear diurnal cycle in the summer, with a maximum at noon, but during cold periods (temperature below 0 °C) ammonia concentrations were often below the detection limit. In spring the diurnal variation of ammonia started again.

Ammonia concentrations were exponentially dependent on the prevailing temperature, in line with published temperature dependence of ammonia compensation points. The concentration was lower than that calculated from data presented from a forest in Colorado, but higher than that calculated from the compensation point of Norway spruce needles. The increase with temperature was greater during drier periods. For particulate ammonium there was no diurnal cycle, so the daily variation of ammonia was most likely caused by emissions, something that needs to be studied further.
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Abstract. We measured amines in boreal forest air in Finland both in gas and particle phases with 1 h time resolution using an online ion chromatograph (instrument for Measuring AeRosols and Gases in Ambient Air – MARGA) connected to an electrospray ionization quadrupole mass spectrometer (MS). The developed MARGA-MS method was able to separate and detect seven different amines: monomethylamine (MMA), dimethylamine (DMA), trimethylamine (TMA), ethylamine (EA), diethylamine (DEA), propylamine (PA), and butylamine (BA). The detection limits of the method for amines were low (0.2–3.1 ng m$^{-3}$), the accuracy of IC-MS analysis was 11–37 %, and the precision 10–15 %. The proper measurements in the boreal forest covered about 8 weeks between March and December 2015. The amines were found to be an inhomogeneous group of compounds, showing different seasonal and diurnal variability. Total MMA (MMA(tot)) peaked together with the sum of ammonia and ammonium ions already in March. In March, monthly means for MMA were $<2.4$ and $6.8 \pm 9.1$ ng m$^{-3}$ in gas and aerosol phases, respectively, and for NH$_3$ and NH$_4^+$ these were $52 \pm 16$ and $425 \pm 371$ ng m$^{-3}$, respectively. Monthly medians in March for MMA(tot), NH$_3$, and NH$_4^+$ were $<2.4$, $19$ and $90$ ng m$^{-3}$, respectively. DMA(tot) and TMA(tot) had summer maxima indicating biogenic sources. We observed diurnal variation for DMA(tot) but not for TMA(tot). The highest concentrations of these compounds were measured in July. Then, monthly means for DMA were $<3.1$ and $8.4 \pm 3.1$ ng m$^{-3}$ in gas and aerosol phases, respectively, and for TMA these were $0.4 \pm 0.1$ and $1.8 \pm 0.5$ ng m$^{-3}$. Monthly medians in July for DMA were below the detection limit (DL) and $4.9$ ng m$^{-3}$ in gas and aerosol phases, respectively, and for TMA these were $0.4$ and $1.4$ ng m$^{-3}$. When relative humidity of air was $>90 \%$, gas-phase DMA correlated well with 1.1–2 nm particle number concentration ($R^2 = 0.63$) suggesting that it participates in atmospheric clustering. EA concentrations were low all the time. Its July means were $<0.36$ and $0.4 \pm 0.4$ ng m$^{-3}$ in gas and aerosol phases, respectively, but individual concentration data correlated well with monoterpane concentrations in July. Monthly means of PA and BA were below detection limits at all times.

1 Introduction

In atmospheric chemistry and secondary aerosol production, bases are crucial since they can neutralize acids and therefore accelerate several processes, e.g., subsequent growth of newly born aerosol particles (Lehtipalo et al., 2016). Amines are gaseous bases, whose general formula is RNH$_2$, R$_2$NH, or R$_3$N. Due to their effective participation in neutralization, it is hard to detect their real atmospheric concentrations. Globally, the main known anthropogenic amine emissions are from animal husbandry, industry, and compost processes, and the natural sources of amines are assumed to be ocean, biomass burning, vegetation, and soil (Ge et al., 2011). It has been shown that amines affect hydroxyl radical (OH) reactivity and therefore all atmospheric chemistry (Hellén et al., 2014; Kieloaho et al., 2013). Models based on quantum chemistry data have shown that amines could participate in new particle formation (NPF) with sulfuric acid even at very low mixing ratios (Kurtén et al., 2008; Paasonen et al., 2012), and also laboratory experiments have proved formation of aminium salts when amines react with nitric or sulfuric acid (Murphy et al., 2007). In ad-
dition, the recent experiments at the CLOUD chamber show that even at minute concentrations of dimethylamine (DMA) new particles with sulfuric acid are produced (Almeida et al., 2013; Kürten et al., 2016). Atmospheric aerosols affect the climate, because they can act as cloud condensation nuclei (IPCC, 2013). They also scatter and absorb solar radiation.

Ambient concentrations of gas-phase amines have been measured earlier using different methods: samples have been collected in phosphoric-acid-impregnated fiberglass filters (Kieloaho et al., 2013), solid-phase micro-extraction fiber (SPME; Parshintsev et al., 2015), and ion exchange resin (Dawson et al., 2014), and they have also been percolated through an acidic solution (Akyüz, 2007). Samples have been analyzed later in the laboratory with various chromatographic techniques, such as gas chromatography coupled to mass spectrometry (GC-MS) (Akyüz, 2007; Parshintsev et al., 2015), ion chromatography (IC) (Dawson et al., 2014), and high-performance liquid chromatography coupled to mass spectrometry (HPLC-MS) (Kieloaho et al., 2013). The abovementioned techniques have various shortcomings: quantitation based on collection onto fibers is problematic, collecting in filters requires long sampling times (usually several days), and percolating in acidic solutions requires intensive sample pretreatment. Dawson et al. (2014) used weak cation exchange resin as a substrate for collection of gas-phase ammonia and amines. The method minimizes sample losses on walls during sampling and has quite short sampling times (less than an hour), but the detection limits remain too high for the boreal forest environment.

In addition, novel in situ methods for measuring ambient air gas-phase amines have been developed, usually based on mass-spectrometric detection: chemical ionization mass spectrometry (CI-MS), (Sellegrin et al., 2005; You et al., 2014), ambient pressure proton transfer mass spectrometry (AmPMS) (Hanson et al., 2011; Freshour et al., 2014), chemical ionization atmospheric pressure interface time-of-flight mass spectrometry (CI-API-TOF) (Kulmala et al., 2013; Sipilä et al., 2015; Kürten et al., 2016), and TOF-CIMS (Zheng et al., 2015). These in situ techniques have short time resolution and the limits of detections are small. However, these methods cannot separate amines with same masses (e.g., DMA and EA) and identification of the measured compounds remains uncertain. Chang et al. (2003) used high-efficiency planar diffusion scrubber IC (HEDS-IC) to successfully separate amines with identical masses.

Aerosol-phase amines have been sampled onto filters and analyzed later in the laboratory with similar techniques: LC-MS (Ruiz-Jiménez et al., 2012), GC-MS (Huang et al., 2014), and IC (Huang et al., 2014; van Pinxteren et al., 2015). With these methods, sampling time was long (24–133 h) and biases may be introduced due to transport and pretreatment of samples. VandenBoer et al. (2011) measured amine concentrations both in gas and particle phase with an ambient ion monitor – IC (AIM-IC). This method had 60 min sampling time and relatively low detection limits (5–9 ng m\(^{-3}\)). However, it could not separate TMA and DEA from each other. Also, because in atmospheric samples ammonia/ammonium can be present in concentrations several orders of magnitude higher than amines, in this method they can impede detection of some amines (e.g., MMA and EA).

These methods have been utilized in short campaigns from a couple of days to a couple of weeks. Only Kieloaho et al. (2013) measured for a longer period, but their sampling time was long (24–72 h). Most of the studies discussed previously were made in urban or suburban areas, and only a few measurements (Sellegrin et al., 2005; Kieloaho et al., 2013; Kulmala et al., 2013; Sipilä et al., 2015) were made in a boreal forest. In these studies, the observed alkylamine concentrations ranged from below the detection limit to ~150 ppt\(_v\), depending on the sampling time and the analysis method used.

Here, we present the in situ method developed for atmospheric amine measurements in this study, using an online ion chromatography instrument for Measuring AeRosols and Gases in Ambient air, coupled with mass spectrometer (MARGA-MS). The method was used in the boreal forest, where amines are expected to affect secondary aerosol formation even at extremely low concentrations (Kurtén et al., 2008; Paasonen et al., 2012; Almeida et al., 2013). We report seasonal and diurnal variations of amines in boreal forest air and their partitioning between gas and aerosol phases. A time series of diurnal observations and linkages to known boreal biogenic processes is discussed for several amines. Our investigation is the first long-term survey of sources and phase distribution of amines at the sub-pptv level in a remote boreal forest environment. In this study, we use supporting physical measurements to initiate a better understanding of this entire class of compounds relative to what we already know about ammonia.

2 Experimental

We measured amine and ammonia concentrations in 2015 from March to May (spring), July to August (summer), and November to December (early winter) with 1 h time resolution. However, due to instrumental problems, good-quality data were captured for only about 8 weeks.

2.1 Measurement site

Measurements were performed in a Scots pine forest at the SMEAR II station (Station for Measuring Forest Ecosystem-Atmosphere Relations) in Hyytiälä, southern Finland (61° 51’ N, 24° 17’ E, 180 m a.s.l.; Hari and Kulmala, 2005; Fig. S1 in the Supplement). The largest nearby city is Tampere, situated 60 km southwest from the station with approximately 222,000 inhabitants in the city itself (although with 364,000 in the wider metropolitan area). The instrument was located in a container about 4 m outside the forest in a
small opening. In addition to pines, also small spruces (Picea abies) grow nearby. The forest was planted about 50 years ago and its current tree height is about 19 m.

2.2 Meteorological conditions

Meteorological quantities were obtained from the SmartSmear AVAA portal (Junninen et al., 2009). SmartSmear is the data portal for visualization and download of continuous atmospheric, flux, soil, tree, physiological, and water quality measurements at SMEAR research stations of the University of Helsinki. Table S1 in the Supplement shows the meteorological conditions during measurement periods.

2.3 Measurement methods

2.3.1 MARGA-MS

We used the MARGA instrument (Metrohm-Applikon, Schiedam, the Netherlands) (ten Brink et al., 2007) for sampling and separating amines. MARGA is an online IC connected to a sampling system. In addition, this system was connected to an electrospray ionization (ESI) quadrupole MS (Shimadzu LCMS-2020; Shimadzu Corporation, Kyoto, Japan) to improve sensitivity of amine measurements (see Table S2 for MS settings). The MARGA instrument earlier used for measuring anions and cations in Helsinki and Hyytiälä is described in more detailed in earlier papers (Makkonen et al., 2012, 2014).

Ambient air was taken through a PM$_{10}$ cyclone (URG 1032, Teflon coated) and polyethylene tubing (ID 0.5", length ~ 1 m) with a flow rate of 16.7 L min$^{-1}$. After passing the inlet, sample air entered to a wet rotating denuder (WRD), where the gases diffused into the absorption solution (10 ppm hydrogen peroxide). Particles passed through the WRD and entered the steam jet aerosol collector (SJAC), where they were collected in a supersaturated environment (in 10 ppm hydrogen peroxide). During each hour, liquid samples from the WRD and SJAC were collected in the syringes (25 mL), mixed with the internal standard (LiBr and deuterated diethyl-$d_{10}$-amine) and injected to the cation ion chromatograph. The two sets of syringes worked in tandem, so that when a set of samples was collected, the previous ones were injected. In the cation chromatograph, 3.2 mmol L$^{-1}$ oxalic acid (Merck, Darmstadt, Germany) solution was used as an eluent (constant flow 0.7 mL min$^{-1}$). To get the detection limits lower, we used a concentration column (Metrosep C PCC 1 VHC/4.0) before the analytical column (Metrosep C4-100/4.0, 100 mm × 4.0 mm ID, stationary phase silica gel with carboxyl groups, particle size 5 μm). After passing the cation column and the conductivity detector, samples were guided to the ESI needle of the mass spectrometer without any additional solvent. All solutions used were made with ultrapure water (Milli-Q, resistivity ≥ 18 MΩ cm)

Detection limits (DLs) for MARGA-MS were calculated from signal-to-noise ratios (3 : 1) for most of the compounds and they were similar in gas and aerosol phases, because their blank values were so small (Table 1 in Sect. 3.1). However, DLs for DMA and TMA were calculated from blank values (3 times the standard deviations of blank values) and the DLs were different for gas- and aerosol-phase measurements.

Deuterated diethyl-$d_{10}$-amine (DEA$_{10}$, Sigma-Aldrich: Isotec™; Sigma-Aldrich, St. Louis, MO, USA) was used as an internal standard (ISTD) for all amines. DEA$_{10}$ was used because it behaved same way in IC separation but had different mass than studied amines. A total of 50.0 μL of DEA$_{10}$ was added to the MARGAs ISTD solution bottle (LiBr). After the ion chromatograph, the ISTD mixed with the sample entered the MS detection. DEA$_{10}$ was used to correct for possible losses to instrumentation and correct changes of MS response. A three-point external calibration was used for all measured alkyl amines (concentration levels 10, 50, and 300 ng m$^{-3}$). The system was calibrated every 2 weeks in the field, by stopping the air flow of the MARGA and directing standard solutions to the sample syringe pumps, before analysis by IC separation and MS detection. Ammonia (NH$_3$) and ammonium (NH$_4^+$) (the sum of them referred to as NH$_x$) were also measured with MARGA at the same time with the method described in Makkonen et al. (2012, 2014), except we used oxalic acid solution for eluent. For NH$_x$ measurements, only a conductivity detector was used and the internal standard was lithium bromide (Acros Organics, New Jersey, USA). Instrumental blank values for MARGA-MS were measured every at least every other month with MARGAs blank mode: the sample airflow was stopped, and the analysis cycle was running for 6 h without sampling.

In calculations, the values under DLs were taken into account as 0.5 × DL. In the figures, we used a moving average for DMA, because every other measured DMA concentration was a little higher than the in-between one. The system used different syringes for sample collection every other hour, and the reasons for differences are expected to be losses or contamination in the syringes. Further causes for these minor differences were not found.

2.3.2 Aerosol measurements

To study the role of amines in atmospheric particle formation, particle number concentration measurements were utilized. The particle number size distribution between 3 and 1000 nm was measured with a twin differential mobility particle sizer (DMPS) system (Aalto et al., 2001). From these measurements, the particle concentration between 3 and 25 nm ($N_{3-25nm}$), referred to as the nucleation mode, and the total particle concentration between 3 and 1000 nm ($N_{tot}$) were obtained. In addition, the concentrations of sub-3 nm particles were measured with an Airmodus particle size magnifier (PSM A11; Vanhanen et al., 2011). The PSM is a mixing-type condensation particle counter in which particles...
Table 1. DLs of different amines, ammonia, and ammonium. Conversions from ng m\(^{-3}\) to ppt\(_v\) have been made using the conversion factor ppt\(_v\) = c (ng m\(^{-3}\)) \times (0.0409 \times (MW)) by Finlayson-Pitts and Pitts (2000), with MW the molar mass of the amine, ammonia, or ammonium. The precision for IC-MS analysis was defined by calculating standard deviations of liquid 200 ng m\(^{-3}\) standard measured six times in a row. In the data series, there were both gas and particle side measurements. The accuracy for IC-MS analysis was calculated by subtracting the averages of the data series described earlier from the expected values, dividing those by the expected values, and multiplying them by 100%.

| Amine                        | DL (ng m\(^{-3}\)) | DL (ppt\(_v\)) | Precision (%) | Accuracy (%) |
|------------------------------|---------------------|-----------------|---------------|--------------|
| MMA, both gas and aerosol    | 2.4                 | 1.9             | 10            | 24           |
| DMA, (March to August) gas aerosols | 3.1              | 1.7             | 11            | 31           |
| DMA, (November to December) gas aerosols | 0.37            | 0.20            |               |              |
| TMA, gas aerosols            | 0.2                 | 0.1             | 14            | 11           |
| EA, both gas and aerosol     | 0.36                | 0.19            | 11            | 16           |
| DEA, both gas and aerosol    | 0.24                | 0.08            | 15            | 37           |
| PA, both gas and aerosol     | 0.31                | 0.13            | 11            | 21           |
| BA, both gas and aerosol     | 0.26                | 0.09            | 12            | 14           |
| NH\(_3\), gas                | 11.4                | 16.4            |               |              |
| NH\(_4\)\(^+\), aerosol      | 2.9                 |                 |               |              |

are first grown to 90 nm size by condensation of diethylene glycol, after which butanol is used to grow them to detectable sizes. The cut-off size of the PSM can be changed by altering the mixing ratios of saturated and sample flows, which allows the measurement of particle size distribution in the sub-3 nm size range. In this study, the particle concentration obtained for the size range between 1.1 and 2.0 nm (\(N_{1.1-2\text{ nm}}\)) was used. In addition, the particle concentration between 2 and 3 nm (\(N_{2-3\text{ nm}}\)) was obtained by subtracting the total particle concentration measured with the highest cut-off size of the PSM from the total particle concentration measured with the DMPS. For more discussion about the particle concentration measurements and their uncertainties, see Kontkanen et al. (2017), who have published the data set used in this study.

### 2.4 Regression calculations

Simple linear regressions were calculated to find whether meteorological conditions affect amine concentrations. The statistical significance of the slope of the linear regression of the amine concentration \(y\) vs. the ambient condition \(x\), i.e., \(y = \beta_1 x + \beta_0\), was estimated. The null hypothesis, which means that the slope \(\beta_1\) is not dependent on the ambient condition \(x\) (i.e., \(\beta_1 = 0\)), was examined using test statistics given by the estimate of the slope divided by its standard error \((t = \beta_1 / \text{s.e.})\). The test statistics were compared with the Student’s \(t\) distribution on \(n - 2\) (sample size minus the number of regression coefficients) degrees of freedom. The analysis yields also the \(p\) value of the slope. The lower the \(p\) value is, the stronger the evidence against the null hypothesis. The statistical significance of the slope can be interpreted so that if \(p > 0.1\), there is no evidence against the null hypothesis, and \(p\) values in the ranges 0.05–0.1, 0.01–0.05, and < 0.01 suggest, respectively, weak, moderate, and strong evidence against the null hypothesis in favor of the alternative. The regressions were calculated for amine concentrations vs. air temperature, relative humidity, wind speed, soil temperature, and soil humidity.

### 3 Results

#### 3.1 Characterization of MARGA-MS

An online method for sampling, separating, and detecting amines from the ambient air both in the gas and aerosol phases has been developed. With MARGA-MS, we studied seven different amines: monomethylamine (MMA), dimethyleamine (DMA), trimethyleamine (TMA), ethyleamine (EA), diethyleamine (DEA), propyleamine (PA), and butyleamine (BA); see Figs. S2 and S3 for the chromatogram. The time resolution of measurements was 1 h, and as can be seen in Table 1, the detection limits were low, and precision (10–15 %) and accuracy (11–37 %) for the analytical method of MARGA-MS were moderately good. In addition to improved DLs, MS detection after MARGA also solved the problem with co-elution of amines with different molecular masses and inorganic cations (e.g., K\(^+\), Mg\(_2\)\(^+\)). Verriele...
et al. (2012) developed also an IC-MS method for amines with offline sampling with midget impingers. They also noticed that adding MS detection after a conductivity detector overcomes the co-eluting problem of IC separation. They had a four-step gradient elution in their method, and suppression before the conductivity detector. We wanted to keep our method as simple as possible to make it easy to use in the field, and isocratic elution without suppression was good in that purpose. Calibration levels (10, 50, and 300 ng m\(^{-3}\)) were selected so that the lowest level was a bit higher than biggest alkyl amine detection limit (DMA, 3.1 ng m\(^{-3}\)), and the highest was too high to exceed in the measurements. When the measurements started, most of the data were under the lowest calibration point, which increased the uncertainty.

The whole analysis was conducted in the field, so the method had no biases from sample transportation. However, the drawback in the analysis was that DEA and BA, which have the same molecular masses, did not separate completely. From a technical point of view, one of the drawbacks of the MARGA-MS was that the system was quite vulnerable. We lost many measuring days because some part of the system was broken. The MARGA side also needed ~ 40 L solutions (e.g., eluents, absorption solution for sampling, and internal standard solution) that needed to be changed weekly. The ESI chamber of the MS needed to be cleaned weekly, because oxalic acid was crystallizing into it. Theoretical calculations of the efficiency of the denuder could be found in the Supplement (Fig. S4).

### 3.2 Variability of the concentrations

Figure S5 shows the monthly means and medians of total amine concentrations (tot, sum of gas and aerosol phases) and Fig. 1 shows the box-and-whisker plots to describe the distribution of the measured concentrations. Total amine concentrations were used because we wanted to study how amine sources and partitioning between aerosol (a) and gas phases (g) depend on environmental quantities. Even though the average ratios (gas/(gas+aerosol)) for values above the DL in Table 2 are close to 0.5, amines were still mainly in the aerosol phase (Tables 2 and S2), which is shown by the more data points above the DL in the aerosol phase. Table S3 shows the number of data points in each month, as well as the mean and median values of concentrations of different amines, ammonia, and ammonium. It can be seen that most concentrations were below the DL especially in the gas phase, so we can conclude that concentrations of amines in the boreal forest are low compared to, for example, ammonia or monoterpane concentrations (Hakola et al., 2012). In Table 3, concentrations in other studies are compared to our findings. Different seasonal patterns were found for different amines and they are described below.

#### 3.2.1 Monomethylamine

A spring maximum was observed for MMA(tot) (maximum 50 ng m\(^{-3}\)) and the concentrations correlated with the sum of NH\(_3\) and NH\(_4^+\) \((R^2 = 0.52,\) Fig. 2). During spring, we observed two occasions when MMA(tot) and the sum of NH\(_3\) and NH\(_4^+\) concentrations increased considerably at the same time. The concentration increase in March is characterized with rain (Fig. 3a) and the later increase in April took place during night with decreasing wind speed and higher temperature (Fig. 3b). This increase could be connected to evaporation from melting snow and ground. Bigg et al. (2001) suggest that water from melting snow penetrates the soil and leaf litter beneath the snow, displacing gases produced by decomposition of organic material. These gases are then released to the air, where they participate in the nucleation process. At humid conditions, this bubbling of gases would be efficient, whereas the evaporation to air would be more efficient on warm, sunny days.

Most of the MMA was in aerosol phase (Tables 3 and S2): monthly mean of aerosol-phase MMA(a) varied between < 2.4 and 6.8 ng m\(^{-3}\) (Table S3), while monthly means of gas-phase MMA(g) were below the DL throughout the measurements. In early winter (late November to early December), MMA was not detected. NH\(_3\) showed similar seasonal variation as MMA with the maximum in March and lower concentrations towards the end of summer. During spring, NH\(_3\) was also mainly in aerosol phase.

In earlier studies (Table 3), You et al. (2014) detected gaseous MMA(g) with CIMS in an Alabama forest in summer, at about the same concentrations as our measurements (maximum ~ 2 pptv, approximately 3.8 ng m\(^{-3}\)). Also Freshour et al. (2014) measured MMA(g) with AmPMS in three different sites in the US, and their mean concentrations were at the same level as ours (4–5 pptv, approximately 5.1–6.4 ng m\(^{-3}\)). Akyüz (2007) took urban outdoor air samples in Turkey during summertime in 2004–2005 and wintertime in 2005–2006, and analyzed them later with GC-MS. MMA(g) mean results were 0.26 and 1.30 ng m\(^{-3}\), respectively. Values were at similar levels to our measurements. That is surprising, because in urban areas we expect many MMA sources (e.g., industry and cars; Ge et al., 2011), so higher mean concentrations would have been expected.

#### 3.2.2 Trimethylamine

TMA(tot) had higher concentrations in March after which they declined, before increasing again in July to their maximum concentrations suggesting biogenic sources (Figs. 1, S5). TMA(tot) concentrations also peaked at the end of March during rain simultaneously with MMA(tot) and the sum of NH\(_3\) and NH\(_4^+\) increasing from about 1.5 to 6.0 ng m\(^{-3}\), so melting snow and ground could also be the sources of TMA as discussed in Sect. 3.2.1. During summer, TMA(tot) concentrations increased again, concomitant with
Figure 1. Monthly box-and-whisker plots of the most abundant amines (tot) and summed up ammonia and ammonium. The boxes represent the second and third quartiles and the lines in the boxes the median values. The whiskers show the highest and the lowest observations.

Table 2. Ratio of gas and aerosol phases. \( N(g) \) indicates the number of gas-phase data above the detection limit (DL), \( N(a) \) indicates the number of aerosol-phase data above the DL, and \( N \) indicates the number of data above the DL at the same time both in the gas and aerosol phases; ratio is gas/(gas+aerosol) (when both values were above the DL).

|       | MMA | DMA | TMA | EA | DEA | PA | BA | NH$_3$ |
|-------|-----|-----|-----|----|-----|----|----|--------|
| \( N(g) \) | 29  | 116 | 308 | 62 | 86  | 20 | 38 | 285    |
| \( N(a) \) | 183 | 550 | 391 | 82 | 29  | 26 | 26 | 844    |
| \( N \)   | 9   | 53  | 208 | 21 | 6   | 5  | 3  | 282    |
| Average ratio | 0.41 | 0.44 | 0.29 | 0.48 | –   | –  | –  | 0.35   |
| Min. ratio  | 0.18 | 0.09 | 0.10 | 0.05 | –   | –  | –  | 0.05   |
| Max. ratio  | 0.52 | 0.83 | 0.90 | 0.95 | –   | –  | –  | 0.84   |

the sum of \( \text{NH}_3 \) and \( \text{NH}_4^+ \) in July. The share of the gas phase was roughly half of the aerosol-phase concentration throughout the measurements (Tables 2 and S2). TMA(tot) did not show a clear diurnal variation (Fig. 4).

Kieloaho et al. (2013) collected filter samples of gaseous amines from the same boreal forest as we did from May to October 2011 and they also measured low concentrations for the sum of TMA(g) and PA(g) in July. In their measurements, the concentrations increased during autumn. You et al. (2014) measured gaseous C$_3$ amines (TMA and PA) with CIMS in a forest in Alabama from June to early July in 2013 and their highest concentration (~15 pptv, approximately 36 ng m$^{-3}$) was ~10 times higher than ours (3.5 ng m$^{-3}$). Dawson et al. (2014) collected TMA samples in ion resin cartridges from late August to mid-September near a cattle farm in Chino, California, and analyzed the samples with IC. Their results varied from 1.3 to 6.8 ppbv (approximately 3.1–16.4 µg m$^{-3}$), so they measured ~1000 times higher concentrations than we did. This is not surprising, because cattle are a known source of amines. Sellegri et al. (2014) measured amines in March 2002 with CIMS in same boreal forest that we did. They found TMA(g) with mixing ratios 34–80 pptv (approximately 82–193 ng m$^{-3}$), so their results are ~30 times higher than ours. Ambient conditions were different than ours when they measured TMA, and this could be one reason for the higher concentrations they observed.
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3.2.3 Dimethylamine

DMA(tot) concentrations also increased from about 3 to
6 ng m
−3 during the MMA episode in April. Moreover, both
particulate- and gas-phase DMA had maximum concentra-
tions in July suggesting a biogenic source (the highest value
was 14.5 ng m
−3 in the aerosol phase and 7.5 ng m
−3 in
the gas phase). The particle fraction was again generally
more abundant than the gaseous fraction. Because amines
can be expected to partition in the aqueous aerosols (Ge et
al., 2010), it is not surprising to find them mostly in the
aerosol phase, considering the high average relative humidity
measured (> 68 %). In August, the concentrations
decreased, and they were the lowest during the early winter.
Kieloaho et al. (2013) measured also high gas-phase con-
centrations of the sum of DMA and EA in July, reaching a
maximum of ∼ 75 pptv (approximately 138 ng m
−3). In
their measurements, the concentration levels decreased in
August, similar to our measurements. High DMA and TMA
concentrations in summer could indicate biogenic sources.
However, these amines’ concentrations did not correlate with
monoterpene concentrations like EA (see Sect. 3.2.4).
VandenBoer et al. (2011) measured both DMA(g) and DMA(a)
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area with a little higher gas-phase concentrations (maxi-
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(2011) also measured DMA concentrations with AmPMS in an
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−3) than in the stud-
ies mentioned earlier. Ge et al. (2010) gives DMA also urban
sources (e.g., tobacco smoke, automobiles), so that can ex-
plain results from Hanson et al. (2011). Youn et al. (2015)
measured DMA aerosols and cloud water, and they noticed
that DMA concentrations in PM1 aerosols peaked in September.
We were also expecting high concentrations in autumn,

\[
\begin{array}{|c|c|c|c|c|c|c|}
\hline
\text{Amine} & \begin{array}{c}
\text{Gas (pptv)} \\
< \text{DL}–8.8 \\
\text{max.} \sim 2
\end{array} & \begin{array}{c}
\text{Aerosol (ng m}^{-3}) \\
< \text{DL}–61.2 \\
\end{array} & \text{Site description} & \text{Location} & \text{Season} & \text{Year} \\
\hline
\text{MMA} & \begin{array}{c}
\text{max.} \sim 2
\end{array} & \begin{array}{c}
\text{max.} \sim 7^{a}
\end{array} & \text{Rural forest} & \text{Finland} & \text{Spring–early winter} & 2015 \\
& \begin{array}{c}
\text{max.} \sim 2
\end{array} & \begin{array}{c}
\text{max.} \sim 7^{a}
\end{array} & \text{Rural forest} & \text{AL, USA} & \text{Summer} & 2013 \\
& \begin{array}{c}
\text{max.} \sim 2
\end{array} & \begin{array}{c}
\text{max.} \sim 7^{a}
\end{array} & \text{Urban} & \text{MN, USA} & \text{Autumn} & 2012 \\
& \begin{array}{c}
\text{max.} \sim 2
\end{array} & \begin{array}{c}
\text{max.} \sim 7^{a}
\end{array} & \text{Urban} & \text{Turkey} & \text{Summer} & 2015 \\
\hline
\text{DMA} & \begin{array}{c}
\text{max.} \sim 7^{a}
\end{array} & \begin{array}{c}
\text{max.} \sim 7^{a}
\end{array} & \text{Rural forest} & \text{Finland} & \text{Spring–early winter} & 2015 \\
& \begin{array}{c}
\text{max.} \sim 7^{a}
\end{array} & \begin{array}{c}
\text{max.} \sim 7^{a}
\end{array} & \text{Rural forest} & \text{AL, USA} & \text{Summer} & 2013 \\
& \begin{array}{c}
\text{max.} \sim 7^{a}
\end{array} & \begin{array}{c}
\text{max.} \sim 7^{a}
\end{array} & \text{Urban} & \text{MN, USA} & \text{Autumn} & 2012 \\
& \begin{array}{c}
\text{max.} \sim 7^{a}
\end{array} & \begin{array}{c}
\text{max.} \sim 7^{a}
\end{array} & \text{Urban} & \text{Turkey} & \text{Winter} & 2015 \\
\hline
\text{TMA} & \begin{array}{c}
\text{max.} \sim 10^{a}
\end{array} & \begin{array}{c}
\text{max.} \sim 10^{a}
\end{array} & \text{Rural forest} & \text{Finland} & \text{Spring–early winter} & 2015 \\
& \begin{array}{c}
\text{max.} \sim 10^{a}
\end{array} & \begin{array}{c}
\text{max.} \sim 10^{a}
\end{array} & \text{Rural forest} & \text{AL, USA} & \text{Summer} & 2013 \\
& \begin{array}{c}
\text{max.} \sim 10^{a}
\end{array} & \begin{array}{c}
\text{max.} \sim 10^{a}
\end{array} & \text{Urban} & \text{MN, USA} & \text{Summer} & 2012 \\
& \begin{array}{c}
\text{max.} \sim 10^{a}
\end{array} & \begin{array}{c}
\text{max.} \sim 10^{a}
\end{array} & \text{Urban} & \text{Turkey} & \text{Summer} & 2011 \\
\hline
\text{EA} & \begin{array}{c}
\text{max.} \sim 8.2
\end{array} & \begin{array}{c}
\text{max.} \sim 8.2
\end{array} & \text{Rural forest} & \text{Finland} & \text{Spring–early winter} & 2015 \\
& \begin{array}{c}
\text{max.} \sim 8.2
\end{array} & \begin{array}{c}
\text{max.} \sim 8.2
\end{array} & \text{Urban} & \text{Turkey} & \text{Winter} & 2005–2006 \\
\hline
\end{array}
\]

\text{a Mass 46, i.e., DMA+EA.} \text{b Mass 60, i.e., TMA+PA.} \text{c TMA+DEA.} \text{d Units in ng m}^{-3}. \text{e Samples are collected in British Columbia during wildfires.}
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but due to instrumental problems, we unfortunately missed the season. In July, we measured from PM$_{10}$ particles the average concentration of 8.4 ng m$^{-3}$, and Youn et al. (2015) measured from PM$_{1}$ particles about twice as high concentration. Different measurement sites could explain the difference. Youn et al., also noticed that DMA(a) displays a unimodal size distribution with dominant peak between 0.18 and 0.56 µm, and concluded that it indicates aminium salt formation with sulfate.

In August, DMA(tot) had a diurnal variation with a daytime maximum (Fig. 4), but during some nights the concentrations also increased slightly. The DMA(tot) afternoon maxima could be caused by re-emission of DMA that has earlier deposited on surfaces and evaporates when temperature increases during the afternoon. The maximum could also be related to direct biogenic emission. Usually ambient concentrations of biogenic volatile organic compounds, which have temperature dependent emissions, peak during nighttime due to weak atmospheric mixing and lack of hydroxyl radical reactions which only take place during daytime (Hakola et al., 2012). The concentrations of light-dependent biogenic volatile organic compound (BVOC) emissions such as isoprene have daytime maxima because they are emitted only during daytime. Thus, the DMA source could be light dependent. DMA(tot) peaks also at night. Because the atmospheric mixing in the night is weak and there are no OH reactions, even small emissions can be trapped in a shallower atmospheric boundary layer and cause the increase in concentrations.

3.2.4 Ethylamine

EA(tot) concentrations were low throughout the measurements but showed a clear diurnal variation in July with a maximum at night (Fig. 5). Monoterpene concentrations were measured simultaneously at the same site and had a similar diurnal pattern. This type of diurnal variation is typical for many reactive compounds having local sources in a boreal forest (Hakola et al., 2012). Low daytime concentrations are due to strong atmospheric mixing and reactions with an OH radical. The rate coefficients of alkyl amines are slightly lower but comparable to monoterpene reactions with OH radical. The most common monoterpenes in the boreal forest are α-pinene, 3-carene and β-pinene (Hakola et al., 2012). Their rate coefficients for reaction with OH are $53.7\times 10^{-12}$, $88\times 10^{-12}$, and $78.9\times 10^{-12}$ cm$^3$ molecule$^{-1}$ s$^{-1}$, respectively (Atkinson, 1994), whereas MMA, EA, DMA, and TMA rate coefficients with OH are $22.26\times 10^{-12}$, $29.85\times 10^{-12}$, $65.53\times 10^{-12}$, and $69.75\times 10^{-12}$ cm$^3$ molecule$^{-1}$ s$^{-1}$, respectively (US EPA, 2017). Similar diurnal patterns and reactivities indicate that EA has a biogenic source. Kürten et al. (2016) measured C$_2$ amines (i.e., DMA and EA) with CI-API-TOF in Germany near three dairy farms and a forest from May to June 2014. They did not observe clear diurnal variation for C$_2$ amines. In our measurements, EA and DMA had opposite diurnal variations (see Sect. 3.2.3). That could be an explanation for the observations of Kürten et al. (2016), where both C$_2$ amines were measured together. Akyüz (2007) measured EA(g) 0.35 ng m$^{-3}$ (mean concentration) in an urban area in Turkey during the winters of 2005–2006, and the concentrations were at the same level as ours.

3.3 Correlations between meteorological quantities and amines

We noticed that the concentrations of DMA(g) followed, although vaguely, the variations of both air and soil temperature (Fig. S6), so it was reasonable to study whether there are any clear relationships between the amine concentrations and parameters describing ambient conditions. We calculated linear regressions of amines, ammonia, and ammonium vs. air relative humidity (RH) and temperature (T) as well as soil temperature (ST) and soil humidity (SH). The results of the linear regression analyses of the amines, ammonia, ammonium, and the ambient conditions are presented in Tables S4 and S5 for the gas and aerosol phases, respectively.

In the gas phase, DMA had the strongest correlation with ambient condition parameters, suggesting that DMA(g) concentrations increase with increasing air temperature, soil temperature, and soil humidity but decrease with increasing atmospheric humidity and wind speed. The scatter plots of DMA(g) compared vs. these parameters (Fig. 6) show, however, that the relationships are different in different seasons. The most consistent relationships of DMA(g) are with air and soil temperature; the slopes of the linear regressions are positive for all of the data and for summer alone (Fig. 7).

In the gas phase, the second strongest correlations – even though they are weak – are those of TMA against environmental conditions (Table S4). Interestingly, when looking at all data, TMA(g) concentration seems to decrease with in-
increasing air and soil temperature (Fig. S7), opposite to the relationship of DMA and temperature. As already mentioned, TMA concentrations were high in spring and they are likely to originate partly from melting snow and ground, whereas DMA might have biogenic sources in summer, which could explain different correlation behavior. The scatter plot of TMA(g) vs. temperature (Fig. S7) also reveals that the relationship is not consistent in all seasons: in summer, it is even a vaguely positive, statistically not significant positive relationship. The ammonia concentration increased with air temperature consistent with Makkonen et al. (2014) and decreased with increasing relative humidity. The latter suggests that at high humidity surfaces are moist and ammonia gets absorbed onto the water.

All the gas-phase amines except MMA were found to have a positive correlation with soil water content. The studied amines are water soluble and therefore negative correlation would be expected if the soil would act only as a sink. However, our results suggest that soil processes are producing amines and they may be enhanced with increasing humidity. Forest soils are a reservoir of the alkyl amines (Kieloaho et al., 2016) and modeling studies have shown that they can act as a source of alkyl amines to the atmosphere (Kieloaho et al., 2017). With their model, Kieloaho et al. (2017) found a positive correlation with soil temperature for soil-to-atmosphere
3.4 Correlations of amines with nanoparticle concentrations

In addition to the dependency of amine concentrations on ambient conditions, the relationships between aerosol number and amine concentrations were studied with a similar regression analysis. The amine concentrations were compared with the total number concentration integrated from the size distributions measured with the DMPS ($N_{\text{tot}}$), with the aerosol number concentrations in the size ranges 1.1–2 and 2–3 nm, measured with the PSM ($N_{1.1-2\text{ nm}}$ and $N_{2-3\text{ nm}}$, respectively) and with the aerosol particle and cluster number concentrations between 3 and 25 nm measured with the DMPS ($N_{3-25\text{ nm}}$). The regression analysis results for the gas-phase amines and aerosol-phase amines are presented in Tables S6 and S7, respectively.

The period during which both the MARGA-MS detected DMA(g) concentrations above the detection limit and the PSM detected cluster-mode aerosols simultaneously was short. There were 33 data points for the regression analysis. There was a weak positive correlation between them (Fig. 8) even though the correlation was statistically not significant ($R^2 = 0.06$, $p = 0.18$, Table S6). The correlation had some dependence on the ambient conditions: air relative humidity (RH) and temperature ($T$) as well as soil temperature (ST) and soil humidity (SH). The correlation was more significant when both soil and air were humid (RH > 90%, SH > 0.3 m$^3$ m$^{-3}$). The linear regression calculated by using only those data that were measured at RH > 90% has a higher correlation coefficient and slope is statistically significant ($R^2 = 0.63$, $p = 0.006$, Table S6, Fig. 8b), but it has to be noted that there were only 10 simultaneous data points at the high RH.

There was no correlation between the slightly larger aerosols ($N_{2-3\text{ nm}}$) and DMA(g) (Table S6), suggesting that DMA(g) took part in the initial steps of secondary aerosol formation namely clustering. This is qualitatively in agreement with an experimental CLOUD chamber study where it has been demonstrated that even very small amounts of DMA
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**Figure 6.** DMA in the gas phase vs. selected ambient condition parameters: (a) air temperature, (b) relative humidity, (c) wind speed, (d) soil temperature, and (e) soil humidity in spring, summer, and early winter. The linear regressions shown in the plots were calculated using the data points of all seasons.
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**Figure 7.** DMA in the gas phase vs. (a) air temperature and (b) soil temperature in summer.

flux of DMA, but correlation with soil water content was opposite to our observation.
greatly enhance the formation of nanoparticles (Almeida et al., 2013; Lehtipalo et al., 2016). In the aerosol phase, DMA was the only amine that had a statistically significant correlation with the cluster-mode number concentrations and where the gas-phase correlation coefficient was higher at high relative humidity (Table S7). Other ambient condition quantities apparently did not affect this relationship (Fig. 8).

There were considerably more simultaneous data points of the cluster-mode aerosol number concentration and ammonia (NH$_3$). The correlation $N_{1.1-2\text{nm}}$ vs. NH$_3$ was statistically significant ($R^2 = 0.13$, $p < 0.001$, Table S6). In addition, this correlation apparently also depended on the ambient conditions. This was visualized by color-coding the scatter plot of cluster-mode particle number concentrations vs. ammonia concentration with air temperature (Fig. 9a), relative humidity (Fig. 9b), soil temperature (Fig. 9c), and soil humidity (Fig. 9d). The plots show that in warm ($T > 15^\circ$C, ST $> 14^\circ$C) and dry (RH $< 60\%$, $495$ SH $< 0.25$ m$^3$ m$^{-3}$) conditions the positive correlation was more obvious (Fig. 9). In the aerosol phase, ammonium (NH$_4^+$) did not correlate at all with the cluster-mode particle number concentration but positively with the total number concentration (Table S6) as expected. The other amines did not have any significant correlations with the aerosols in the smallest aerosol size ranges.

4 Conclusions

An online method using in situ ion chromatography with mass-spectrometric detection for measuring amines in low concentrations from the ambient air both in the gas and aerosol phases was developed. In situ amine and ammonia measurements were conducted at the SMEAR II station (Hyytiälä, Finland) from March to December 2015, covering altogether about 8 weeks. Concentrations of seven different amines and ammonia in aerosol and gas phases were measured with 1 h time resolution.

The developed MARGA-MS method was suitable for field measurements of amines. The DLs were low (0.2–11.4 ng m$^{-3}$), and the accuracy and precision of IC-MS analysis were moderately good. With the method, amines with same masses or same retention time were separated; only DEA and BA were incompletely separated. However, MARGA-MS had some technical drawbacks (e.g., consumption of $\sim 40$ L of solutions per week).
The amines turned out to be a heterogeneous group of compounds; different amines are likely to have different sources. All amines had higher concentrations in the aerosol phase than in the gas phase. MMA and TMA concentrations were the highest in spring, concomitant with ammonia and ammonium. Melting of snow and ground can be the source of these compounds. The decomposing litter and organic soil layer beneath snow can release organic compounds to snow cover and to the atmosphere.

TMA had an additional maximum simultaneously with DMA during summer, and EA was only detected in July. The summer maxima could indicate biogenic sources. However, unlike EA, DMA and TMA did not show similar diurnal variation as monoterpenes. The diurnal variation is determined by the balance between emissions, reactivity, and mixing in the atmosphere. Usually ambient concentrations of biogenic volatile organic compounds, which have temperature dependent emissions, peak during nighttime due to inefficient mixing and lack of hydroxyl radical reactions which only take place during daytime. The missing daytime minima of DMA and TMA can be due to light-dependent biogenic sources, or DMA and TMA might be re-emitted from surfaces during daytime, when temperature increases.

All amines except MMA correlated positively with soil humidity, which could indicate a humidity-dependent production mechanism. Gas-phase DMA correlated positively with small 1.1–2 nm aerosols, when both soil and air were humid. It did not correlate with slightly larger aerosols at all, suggesting that gas-phase DMA may be important in new aerosol formation.

Data availability. The data sets can be accessed by contacting the corresponding author.
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Table S1. Mean temperature and average wind speed and humidity during measurements. We have used only the data that was measured at the same time as our amine data for the calculations.

| Month | Temperature (°C) | Wind speed (m/s) | Main wind direction | Humidity (%) | Rain (mm) | Soil temp. (°C) | Soil humidity (m³/m³) |
|-------|------------------|------------------|--------------------|--------------|-----------|----------------|---------------------|
| Mar   | 0.4              | 2.6              | SSE                | 87           | 0.04      | 0.5            | 0.4                 |
| Apr   | 3.7              | 2.4              | W                  | 75           | 0.01      | 2.0            | 0.4                 |
| May   | 9.7              | 1.8              | SSE                | 69           | 0.00      | 6.0            | 0.4                 |
| Jul   | 13.8             | 1.5              | NW                 | 75           | 0.01      | 12.2           | 0.3                 |
| Aug   | 17.8             | 1.4              | SW                 | 74           | 0.00      | 14.5           | 0.2                 |
| Nov   | 2.7              | 2.9              | SSW                | 95           | 0.04      | 3.2            | 0.2                 |
| Dec   | -0.1             | 1.9              | NWW                | 94           | 0.01      | 2.6            | 0.2                 |

Table S2. The settings of mass spectrometric analysis

| Item                          | Setting | Unit   |
|-------------------------------|---------|--------|
| Nebulizing Gas (N₂) Flow      | 1.5     | 1 min⁻¹|
| DL Temperature                | 210     | °C     |
| Heat Block Temperature        | 400     | °C     |
| Detector Voltage              | 1.25    | kV     |
| IG Vaguum                     | 9.8*10⁻⁴| Pa     |
| PG Vacuum                     | 5.4*10⁻¹| Pa     |
Table S3. Monthly mean and median (med.) of gas and aerosol phase amines and ammonia. N is number of data points.

|        | March | April | May | July | August | November | December |
|--------|-------|-------|-----|------|--------|----------|----------|
|        | mean  | med.  | mean| med. | mean  | med.     | mean     | med.     |
| Gas    |       |       |     |      |        |          |          |          |
| N      | 117   | 112   | 163 | 91   | 113    | 128      | 54       |
| DEA    | <DL   | <DL   | <DL | <DL  | <DL    | <DL      | <DL      | <DL      |
| BA     | <DL   | <DL   | <DL | <DL  | <DL    | <DL      | <DL      | <DL      |
| DMA    | <DL   | <DL   | <DL | <DL  | <DL    | <DL      | <DL      | <DL      |
| TMA    | 0.4   | <DL   | 0.4 | <DL  | 0.3    | <DL      | 0.4      | <DL      |
| PA     | <DL   | <DL   | <DL | <DL  | <DL    | <DL      | <DL      | <DL      |
| EA     | <DL   | <DL   | <DL | <DL  | <DL    | <DL      | <DL      | <DL      |
| MMA    | <DL   | <DL   | <DL | <DL  | <DL    | <DL      | <DL      | <DL      |
| NH₃    | 52    | 19    | 52  | <DL  | 81     | 22       | 45       | <DL      |
|        |       |       |     |      |        |          |          |          |
| Aerosol|       |       |     |      |        |          |          |          |
| N      | 117   | 112   | 163 | 91   | 113    | 128      | 54       |
| DEA    | 0.3   | <DL   | <DL | <DL  | <DL    | <DL      | <DL      | <DL      |
| BA     | <DL   | <DL   | <DL | <DL  | <DL    | <DL      | <DL      | <DL      |
| DMA    | 1.5   | 3.1   | 3.0 | 2.7  | <DL    | 8.4      | 4.9      | 1.3      |
| TMA    | 1.1   | <DL   | 0.7 | <DL  | 0.5    | <DL      | 1.8      | 1.4      |
| PA     | <DL   | <DL   | <DL | <DL  | <DL    | <DL      | <DL      | <DL      |
| EA     | <DL   | <DL   | <DL | <DL  | <DL    | <DL      | <DL      | <DL      |
| MMA    | 6.8   | <DL   | 2.9 | <DL  | <DL    | 3.0      | <DL      | <DL      |
| NH₄⁺   | 425   | 90    | 144 | 64   | 145    | 97       | 136      | 92       |

Note: DL indicates detection limit.
Table S4. Regression statistics \( y = \beta_1 x + \beta_0 \) of amine and ammonia concentrations in the gas phase vs. ambient conditions. \( R^2 \): the square of the Pearson's correlation coefficient; s.e.: standard error of \( \beta_1 \); d.f.: degrees of freedom; \( t = \beta_1 / \text{s.e.} \); p: p-value of the Student's t distribution; air T: air temperature; RH: relative humidity of air; WS: wind speed at 16.8 m; soil T: soil temperature; soil Hum: soil humidity. The slopes, standard errors and t-values are shown only for those regressions that have a p value < 0.1. Very low p-values are highlighted by bold font.

| x          | y          | \( R^2 \) | \( \beta_1 \) ± s.e. | d.f. | t       | p       |
|------------|------------|-----------|----------------------|------|---------|---------|
| air T      | MMA(g)     | 0.01      |                      | 11   | 0.82    | 4.4E-20 |
| RH         | MMA(g)     | 0.16      |                      | 11   | 0.17    | 7.6E-12 |
| WS         | MMA(g)     | 0.17      |                      | 11   | 0.16    | 6.3E-10 |
| soil T     | MMA(g)     | 0.00      |                      | 21   | 0.94    | 6.2E-11 |
| soil Hum   | MMA(g)     | 0.00      |                      | 19   | 0.85    | 3.7E-26 |
| air T      | DMA(g)     | 0.55      | 0.29 ± 0.03          | 106  | 11.4    | 4.4E-20 |
| RH         | DMA(g)     | 0.36      | -0.071 ± 0.009       | 106  | -7.7    | 7.6E-12 |
| WS         | DMA(g)     | 0.30      | -0.099 ± 0.015       | 106  | -6.8    | 6.2E-10 |
| soil T     | DMA(g)     | 0.31      | 0.28 ± 0.04          | 115  | 7.2     | 6.2E-11 |
| soil Hum   | DMA(g)     | 0.63      | 25 ± 2               | 113  | 13.9    | 3.7E-26 |
| air T      | EA(g)      | 0.08      | -0.015 ± 0.007       | 49   | -2.0    | 0.051   |
| RH         | EA(g)      | 0.00      |                      | 49   | 0.83    |         |
| WS         | EA(g)      | 0.02      |                      | 49   | 0.38    |         |
| soil T     | EA(g)      | 0.12      | -0.12 ± 0.04         | 57   | -2.8    | 0.0064  |
| soil Hum   | EA(g)      | 0.11      | 9 ± 4                | 54   | 2.6     | 0.013   |
| air T      | TMA(g)     | 0.06      | -0.036 ± 0.009       | 297  | -4.2    | 3.3E-05 |
| RH         | TMA(g)     | 0.01      |                      | 297  | 0.18    |         |
| WS         | TMA(g)     | 0.01      |                      | 297  | 0.038   |         |
| soil T     | TMA(g)     | 0.06      | -0.05 ± 0.01         | 309  | -4.5    | 1.2E-05 |
| soil Hum   | TMA(g)     | 0.09      | 5.1 ± 1.0            | 297  | 5.3     | 2.3E-07 |
| air T      | PA(g)      | 0.02      |                      | 12   | 0.66    |         |
| RH         | PA(g)      | 0.11      |                      | 12   | 0.25    |         |
| WS         | PA(g)      | 0.00      |                      | 12   | 0.84    |         |
| soil T     | PA(g)      | 0.00      |                      | 18   | 0.91    |         |
| soil Hum   | PA(g)      | 0.12      |                      | 12   | 0.22    |         |
| air T      | DEA(g)     | 0.00      |                      | 79   | 0.67    |         |
| RH         | DEA(g)     | 0.00      |                      | 78   | 0.57    |         |
| WS         | DEA(g)     | 0.03      |                      | 79   | 0.10    |         |
| soil T     | DEA(g)     | 0.04      | -0.07 ± 0.04         | 79   | -1.9    | 0.066   |
| soil Hum   | DEA(g)     | 0.04      |                      | 67   | 0.11    |         |
| air T      | BA(g)      | 0.11      | -0.006 ± 0.003       | 29   | -1.9    | 0.07    |
| RH         | BA(g)      | 0.05      |                      | 29   | 0.24    |         |
| WS         | BA(g)      | 0.04      |                      | 29   | 0.31    |         |
| soil T     | BA(g)      | 0.11      | -0.009 ± 0.004       | 31   | -2.0    | 0.056   |
| soil Hum   | BA(g)      | 0.17      | 1.1 ± 0.5            | 28   | 2.4     | 0.024   |
| air T      | NH₃        | 0.07      | 0.00142 ± 0.00023    | 527  | 6.3     | 6.8E-10 |
| RH         | NH₃        | 0.04      | -0.00040 ± 0.00008   | 527  | -4.9    | 1.3E-06 |
| WS         | NH₃        | 0.00      |                      | 527  | 0.39    |         |
| soil T     | NH₃        | 0.01      | 0.00075 ± 0.00029    | 605  | 2.6     | 0.010   |
| soil Hum   | NH₃        | 0.00      |                      | 541  | 0.60    |         |
Table S5. Regression statistics ($y = \beta_1 x + \beta_0$) of amine concentrations in the aerosol phase vs. ambient conditions. Detailed column description as in Table S4.

| x          | y        | $R^2$ | $\beta_1 \pm \text{s.e.}$ | d.f. | t   | p      |
|------------|----------|-------|-----------------------------|------|-----|--------|
| air T      | MMA(a)   | 0.10  | -0.42 ± 0.08                | 235  | -5.2 | 3.5E-07|
| RH         | MMA(a)   | 0.09  | 0.11 ± 0.02                 | 235  | 4.8  | 2.7E-06|
| WS         | MMA(a)   | 0.05  | 1.8 ± 0.5                   | 235  | 3.6  | 4.2E-04|
| soil T     | MMA(a)   | 0.10  | -0.47 ± 0.09                | 248  | -5.3 | 2.6E-07|
| soil Hum   | MMA(a)   | 0.05  | 26 ± 8                      | 226  | 3.3  | 0.0012 |
|            | DMA(a)   | 0.04  | 0.12 ± 0.03                 | 486  | 4.3  | 2.4E-05|
|            | EA(a)    | 0.11  | -0.055 ± 0.02               | 70   | -3.0 | 0.0040 |
|            | TMA(a)   | 0.09  | -0.03 ± 0.01                | 372  | -2.3 | 0.019  |
|            | PA(a)    | 0.01  | -0.05 ± 0.02                | 24   | 0.64 | 0.64   |
|            | DEA(a)   | 0.18  | -0.05 ± 0.02                | 22   | -2.2 | 0.038  |
|            | BA(a)    | 0.24  | -0.020 ± 0.008              | 18   | -2.4 | 0.028  |
|            | BA(a)    | 0.08  | -0.03 ± 0.01                | 19   | -2.2 | 0.038  |
|            | NH$_4^+$ | 0.0382| -0.007 ± 0.001              | 654  | -5.1 | 4.5E-07|
|            | NH$_4^+$ | 0.0610| 0.0031 ± 0.0005             | 654  | 6.5  | 1.4E-10|
|            | NH$_4^+$ | 0.0355| 0.055 ± 0.011               | 654  | 4.9  | 1.2E-06|
|            | NH$_4^+$ | 0.0665| -0.012 ± 0.002              | 732  | -7.2 | 1.3E-12|
|            | NH$_4^+$ | 0.0221| 0.58 ± 0.15                 | 668  | 3.9  | 1.1E-04|
Table S6. Regression statistics \((y = \beta_1 x + \beta_0)\) of aerosol number concentrations vs. amine and ammonia concentrations in the gas phase. Detailed column description as in Table 5. \(N_{\text{tot}}\): aerosol number concentration integrated from the size distributions measured with the DMPS; \(N_{1,1-2\ \text{nm}}\) and \(N_{2,3\ \text{nm}}\): aerosol number concentrations in the size ranges 1.2 – 2 nm and 2 – 3 nm, measured with the PSM; \(N_{3,25\ \text{nm}}\): aerosol number concentrations between 3 and 25 nm of the DMPS. The line of DMA(g) (* was calculated by using only those data that were measured when RH > 90%.

| x      | y     | \(R^2\) | \(\beta_1 \pm \text{s.e.}\) | d.f. | t   | p     |
|--------|-------|---------|-----------------------------|------|-----|-------|
| MMA(g) | \(N_{\text{tot}}\) | 0.11    |                             | 21   | 0.12|       |
| MMA(g) | \(N_{1,1-2\ \text{nm}}\) | 0       |                             | 0    |     |       |
| MMA(g) | \(N_{2,3\ \text{nm}}\) | 0       |                             | 0    |     |       |
| MMA(g) | \(N_{3,25\ \text{nm}}\) | 0.13    | 145 ± 83                    | 21   | 1.7 | 0.097 |
| DMA(g) | \(N_{\text{tot}}\) | 0.16    | 222 ± 47                    | 115  | 4.7 | \textbf{6.1E-06} |
| DMA(g) | \(N_{1,1-2\ \text{nm}}\) | 0.06    | 229 ± 166                   | 31   | 1.4 | 0.18  |
| DMA(g) | \(N_{3,25\ \text{nm}}\) | 0.63    | 481 ± 130                   | 8    | 3.7 | \textbf{0.0061} |
| DMA(g) (*) | \(N_{1,1-2\ \text{nm}}\) | 0.00    |                             | 34   |     | 0.95  |
| DMA(g) | \(N_{3,25\ \text{nm}}\) | 0.04    | 58 ± 27                     | 115  | 2.1 | 0.034 |
| EA(g)  | \(N_{\text{tot}}\) | 0.01    |                             | 57   |     | 0.58  |
| EA(g)  | \(N_{1,1-2\ \text{nm}}\) | 0.05    |                             | 41   |     | 0.16  |
| EA(g)  | \(N_{2,3\ \text{nm}}\) | 0.07    | -80 ± 44                    | 43   | -1.8| 0.08  |
| EA(g)  | \(N_{3,25\ \text{nm}}\) | 0.03    |                             | 57   |     | 0.23  |
| TMA(g) | \(N_{\text{tot}}\) | 0.00    |                             | 309  |     | 0.23  |
| TMA(g) | \(N_{1,1-2\ \text{nm}}\) | 0.01    |                             | 187  |     | 0.12  |
| TMA(g) | \(N_{2,3\ \text{nm}}\) | 0.00    |                             | 207  |     | 0.58  |
| TMA(g) | \(N_{3,25\ \text{nm}}\) | 0.00    |                             | 309  |     | 0.66  |
| PA(g)  | \(N_{\text{tot}}\) | 0.03    |                             | 18   |     | 0.45  |
| PA(g)  | \(N_{1,1-2\ \text{nm}}\) | 0.18    |                             | 3    |     | 0.48  |
| PA(g)  | \(N_{2,3\ \text{nm}}\) | 0.01    |                             | 6    |     | 0.84  |
| PA(g)  | \(N_{3,25\ \text{nm}}\) | 0.04    |                             | 18   |     | 0.40  |
| DEA(g) | \(N_{\text{tot}}\) | 0.00    |                             | 73   |     | 0.96  |
| DEA(g) | \(N_{1,1-2\ \text{nm}}\) | 0.00    |                             | 1    |     |       |
| DEA(g) | \(N_{3,25\ \text{nm}}\) | 0.00    |                             | 79   |     | 0.59  |
| BA(g)  | \(N_{\text{tot}}\) | 0.10    | 2234 ± 1230                 | 31   | 1.8 | 0.08  |
| BA(g)  | \(N_{1,1-2\ \text{nm}}\) | 0.01    |                             | 16   |     | 0.74  |
| BA(g)  | \(N_{2,3\ \text{nm}}\) | 0.16    |                             | 17   |     | 0.09  |
| BA(g)  | \(N_{3,25\ \text{nm}}\) | 0.01    |                             | 31   |     | 0.63  |
| NH₃    | \(N_{\text{tot}}\) | 0.00    |                             | 605  |     | 0.93  |
| NH₃    | \(N_{1,1-2\ \text{nm}}\) | 0.13    | 10853 ± 1710                | 272  | 6.3 | \textbf{9.1E-10} |
| NH₃    | \(N_{2,3\ \text{nm}}\) | 0.03    | 2154 ± 656                  | 336  | 3.3 | \textbf{0.0011} |
| NH₃    | \(N_{3,25\ \text{nm}}\) | 0.00    |                             | 605  |     | 0.33  |
Table S7. Regression statistics \( (y = \beta_1 x + \beta_0) \) of aerosol number concentrations vs. amine concentrations in the aerosol phase. Detailed column description as in Tables S4 – S6. The line of DMA(a) (*) was calculated by using only those data that were measured when RH > 90%.

| x     | y          | R²   | \( \beta_1 \pm \text{s.e.} \) | d.f. | t     | p     |
|-------|------------|------|--------------------------------|------|-------|-------|
| MMA(a) | \( N_{\text{tot}} \) | 0.04 | 53 ± 15 | 248 | 3.4 | 7.9E-04 |
| MMA(a) | \( N_{1-3 \text{ nm}} \) | 0.05 | -335 ± 159 | 77 | -2.1 | 0.038 |
| MMA(a) | \( N_{>25 \text{ nm}} \) | 0.03 | 77 | | | 0.16 |
| MMA(a) | \( N_{>25 \text{ nm}} \) | 0.02 | 247 | | | 0.019 |
| DMA(a) | \( N_{\text{tot}} \) | 0.00 | | 521 | | 0.48 |
| DMA(a) | \( N_{1-3 \text{ nm}} \) | 0.10 | 99 ± 20 | 215 | 4.9 | 1.8E-06 |
| DMA(a) | \( N_{1-3 \text{ nm}} \) | 0.14 | 59 ± 23 | 43 | 2.6 | 0.013 |
| DMA(a) | \( N_{1-3 \text{ nm}} \) | 0.00 | 217 | | | 0.93 |
| DMA(a) | \( N_{1-3 \text{ nm}} \) | 0.00 | 519 | | | 0.21 |
| EA(a)  | \( N_{\text{tot}} \) | 0.01 | | 75 | | 0.42 |
| EA(a)  | \( N_{1-3 \text{ nm}} \) | 0.03 | | 46 | | 0.22 |
| EA(a)  | \( N_{1-3 \text{ nm}} \) | 0.01 | | 37 | | 0.51 |
| EA(a)  | \( N_{1-3 \text{ nm}} \) | 0.32 | 103 ± 17 | 75 | 6.0 | 7.1E-08 |
| TMA(a) | \( N_{\text{tot}} \) | 0.00 | | 383 | | 0.91 |
| TMA(a) | \( N_{1-3 \text{ nm}} \) | 0.00 | | 232 | | 0.75 |
| TMA(a) | \( N_{1-3 \text{ nm}} \) | 0.00 | | 204 | | 0.32 |
| TMA(a) | \( N_{1-3 \text{ nm}} \) | 0.00 | | 382 | | 0.74 |
| PA(a)  | \( N_{\text{tot}} \) | 0.00 | | 28 | | 0.93 |
| PA(a)  | \( N_{1-3 \text{ nm}} \) | 0.01 | | 1 | | 0.53 |
| DEA(a) | \( N_{\text{tot}} \) | 0.02 | | 24 | | 0.47 |
| DEA(a) | \( N_{1-3 \text{ nm}} \) | 0.02 | | 1 | | 0.54 |
| DEA(a) | \( N_{1-3 \text{ nm}} \) | 0.00 | | 2 | | 0.44 |
| DEA(a) | \( N_{1-3 \text{ nm}} \) | 0.00 | | 19 | | 0.80 |
| BA(a)  | \( N_{\text{tot}} \) | 0.03 | 1194 ± 224 | 732 | 5.3 | 1.3E-07 |
| NH₄⁺   | \( N_{\text{tot}} \) | 0.04 | -703 ± 147 | 732 | -4.8 | 2.1E-06 |
Figure S1. Hyytiälä site map. Imagery ©2017 Google, Map data ©2017 Google.

Figure S2. The chromatogram of standard level 50 ng m\(^{-3}\). Other amines than BA and DEA are separating well. Mass 84.20 is the internal standard (ISTD), deuterated diethyl-d\(_{10}\)-amine. We were originally also developing method for triethylamine (mass 102.20), but we could not see it. In this chromatogram mass 102.20 is an impurity.
Particle collection in the denuder of the MARGA

Theoretical calculations of diffusional losses through an annular tube have been derived, e.g., by Winiwarter (1989). The numerical solution of the diffusional losses in an annular denuder presented by Fan et al. (1996) and Baron and Willeke (2001) were applied to calculate the size-dependent penetration in the denuder of the MARGA. The calculation needs as input the diameter of the inner and outer tubes (36.4 mm and 39.9 mm, respectively), the tube length 26.5 cm and the flow rate 16.7 LPM.

The result of the calculation (Fig. S4) shows that 50% of particles smaller than about 6 nm are collected in the denuder and get interpreted as gas-phase compounds. It also shows that essentially all particles larger
than about 20 nm get transported through the denuder and finally get interpreted correctly as particles. The cluster-mode particles are smaller than 2 nm and behave primarily like gases and more than ~80% of them do not penetrate the denuder, whereas more than ~85% of particles larger than 10 nm go through it. The size of nucleation-mode particles is approximately between 2–10 nm, or up to ~25 nm, depending on the definition of the size ranges, and they appear in the atmosphere mainly during NPF events. During these events they could be found both in the denuder and in the steam-jet aerosol collector, but that does not play an essential role because of their small mass even when the number concentration is high. An estimate of the masses involved can be given by assuming that the number concentration in a nucleation mode is 10 000 cm$^{-3}$, its geometric mean diameter $D_g = 4$ nm, and the geometric standard deviation $\sigma_g = 1.5$. Assuming that the density of particles is 1.5 g cm$^{-3}$ the mass of that mode is ~1.05 ng m$^{-3}$. The diffusion losses in the denuder result in a growth of the geometric mean of the size distribution and decrease of mass concentration to ~0.69 ng m$^{-3}$ which means that 65% of the mass gets into the SJAC. The fraction of mass penetrating to the SJAC grows with a growing modal diameter so that for a single-mode distribution of $D_g = 10$ nm and $\sigma_g = 1.5$ the penetrated mass fraction is 95%.

Figure S4. Size-dependent particle penetration probability in the annular denuder of the MARGA and a normalized number size distribution (dN/d\log D_p, $D_g = 4$ nm, $\sigma_g = 1.5$) of a nucleation mode before and after penetrating the denuder.
Figure S5. Monthly means of total amine and summed up ammonia and ammonium (NH$_x$) concentrations (ng/m$^3$). NH$_3$+NH$_4^+$ concentrations have been divided by 100, to fit the scale.

Figure S6. Time series of DMA(g), air temperature (air T), soil temperature (ST) and soil humidity (SH) during the whole measurement period.
Figure S7. TMA(g) concentration as a function of a) temperature (RH = relative humidity) and b) Soil temperature.
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Amine and guanidine emissions from a boreal forest floor
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Abstract. We measured amine and guanidine emission rates from a boreal forest floor in Finland with 1-h time resolution, using an online ion chromatograph (instrument for Measuring AeRosols and Gases in Ambient air – MARGA) coupled with an electrospray ionization-quadrupole mass spectrometer (MS). MARGA-MS was connected to a closed dynamic flow-through poly(methyl methacrylate) chamber. Chamber recovery for the emission measurements was tested semi-quantitatively for monomethyl-, dimethyl- and trimethylamine (MMA, DMA and TMA), and the results were 19%, 29% and 24%, respectively. MMA, DMA and TMA showed maximum emission rates in July, but the highest emission rates for guanidine were in April, when snow was melting. The MMA, DMA and TMA emission rates also clearly varied diurnally, especially in July with maxima at afternoon. Diethylamine (DEA) also showed higher emission rates, with clear diurnal cycles in July. Other amine emission rates were mostly below the detection limits.

The temperature dependencies of the emissions were studied, and we noted a correlation between the emission rates and chamber temperature (Tchamber). Especially in July emission rates of DMA followed Tchamber measured two hours earlier and guanidine showed a similar pattern. On the other hand, the TMA emission rates correlated with Tchamber measured at the same time. This could be due to lower vaporizing temperature of TMA. Emission rates of DMA and TMA showed some air temperature (Tair) dependency, but for MMA dependency was not as clear.

1 Introduction

Atmospheric aerosols are important to the climate, because they absorb and scatter solar and thermal radiation, and act as cloud condensation nuclei (IPCC 2013). Amines have been suggested to be key compounds in the secondary aerosol formation by both models (Kurten et al. 2008; Paasonen et al. 2012) and laboratory tests (Angelino et al., 2001; Petäjä et al., 2011; Yu et al., 2012; Almeida et al., 2013; Glasoe et al., 2015). Amines are gaseous bases, whose general formula is NR3, where R denotes hydrogen or alkyl or aryl group. Since gas-phase amines cluster efficiently with atmospheric acid clusters (such as sulphuric acid, Kurtén et al. 2011) and therefore participate in neutralization in the atmosphere, it is difficult to detect their true atmospheric concentrations. Gas-phase amine concentrations from boreal forest air have been measured in a few studies (Sellegri et al., 2005; Kielloaho et al., 2013; Kulmala et al., 2013, Sipilä et al., 2015; Hemmilä et al., 2018). In these studies, the observed alkylamine concentrations ranged from below the detection limit to ~150 ppt, depending on the sampling time.
and the analysis method used. The main known anthropogenic sources of amines globally are animal husbandry, industry and composting processes, while natural sources are assumed to be oceans, biomass burning, vegetation and soil (Ge et al., 2011; Sintermann et al. 2014). Degradation of organic nitrogen compounds, especially carboxylation of amino acids, may be a source of low-weight alkylamines in soils (Yan et al., 1996). Under aerobic conditions, e.g. proteins, carnitine and choline in soil, could be degraded to trimethylamine (TMA) and further dimethyl- (DMA) and methylamines (MMA) (Rappert and Müller 2005). Amines from soil can probably enter the atmosphere via volatilization (Ge et al., 2011).

However, direct flux measurements of alkylamines are difficult to perform and are very rarely done (Sintermann and Neftel, 2015), due to the high reactivity of amines and the lack of suitable measurement techniques. Amines also are ‘sticky’, so they are easily lost in the inlets of instruments. In our previous study (Hemmilä et al., 2018) we developed a method for measuring atmospheric amines, using an in situ ion chromatograph (IC) connected to a mass spectrometer (MS), and we measured the ambient concentrations of different amines at the boreal forest site. We found that melting snow and soil may be potential sources of amines, especially MMA and TMA. Kieloaho et al. (2017) estimated the magnitudes of soil-atmosphere fluxes of DMA and diethylamine (DEA), using a gradient-diffusion approximation based on measured concentrations in soil solution and in the canopy air space. They found that boreal forest soil is a possible source of DMA and a sink for DEA. The idea of melting snow and soil as amine sources and also the study by Kieloaho et al. (2017) inspired us to measure boreal forest floor emissions.

Other strong bases can also be relevant to aerosol formation. For example, in a recent model study, the role of a strong organobase, guanidine, was examined in a sulphuric acid-driven new-particle formation (Myllys et al., 2018). The authors concluded that much less guanidine is needed for efficient particle formation than for DMA, which explains why we included guanidine in the study. Guanidine is a catabolite of arginine and has been found in urine (Marescau et al. 1992, Van Pilsum et al., 1956). Arginine concentrations have been detected in a boreal forest in Alaska, USA (Werdin-Pfisterer et al., 2009).

The aim here was to examine amine and guanidine emissions from melting snow and from the boreal forest floor, using a closed dynamic flow-through chamber during different seasons. This method has been commonly used for studying biogenic volatile organic compounds (BVOCs), especially mono- and sesquiterpene and isoprene emissions from boreal forest soil (Hellén et al., 2006; Aaltonen et al., 2011; Mäki et al., 2017).

2 Experimental

2.1 Measurement site

Forest floor emission measurements were performed at SMEAR II (Station for Measuring Forest Ecosystem–Atmosphere Relations II) station in Hyytiälä, southern Finland (61°510´N, 24°170´E, 180 m a.s.l., Hari and Kulmala, 2005) from March to September 2018 about 1 week per month. The forest stand at the SMEAR II station is ~60 years old, ~19m height and dominated by Scots pine (Pinus sylvestris L.) (75 % of stand basal area). Also, some Norway spruce (Picea abies (L) H. Karst), aspen (Populus tremula L.) and birch (Betula L.) also grow in the forest. The most common vascular plant species at ground
level are lingonberry (*Vaccinium vitis-idaea* L.), bilberry (*Vaccinium myrtillus* L.), wavy hair-grass (*Deschampsia flexuosa* (L.) Trin.) and heather (*Calluna vulgaris* (L.) Hull.), and the most common mosses are Schreber’s big red stem moss (*Pleurozium schreberi* (Brid.) Mitt.) and diancram moss (*Dicranum Hedw.*) (Ilvesniemi et al, 2009). The soil above the homogenous bedrock is Haplic podzol on glacial till.

### 2.2 Measurement method

The emissions were measured, using a flow-through technique with a stainless-steel collar, a poly(methyl methacrylate) (PMMA) chamber (60 cm * 60 cm * 80 cm) and 12-m-long heated fluorinated ethylene propylene (FEP) tubing. Polytetrafluoroethylene and stainless steel were also tested as chamber materials, but PMMA was the most useful. The collar was installed in autumn 2011 close to our container, where the analytical instrumentation was located. Soil surface coverage of the chamber area was determined by visual inspection and photographs (see Fig. S1). Based on this analysis the chamber area included litter, lingonberries, bilberries and a few chickweed-wintergreens (*Trientalis europaea* L.). Samples from the chamber air were directed to MARGA (Monitor for AeRosols and Gases in Ambient air (Metrohm-Applikon, Schiedam, The Netherlands) (ten Brink et al., 2007), which is an online-IC. Makkonen et al. measured inorganic gases and aerosols with the MARGA instrument, both in urban (2012) and rural (2014) environments. In addition, the MARGA system was connected to an electrospray ionization-quadrupole MS (Shimadzu LCMS-2020, Shimadzu Corporation, Kyoto, Japan) to improve the sensitivity of the amine measurements (Hemmilä et al., 2018). Since July, we also used PM$_{10}$-cyclone (URG 1032, Teflon-coated) with the inlet tubing.

We measured six different amines and guanidine; the amines included MMA, DMA, TMA, ethylamine (EA), DEA and propylamine (PA), and the detection limits for the analysis system of MARGA-MS were 1.0, 13.4, 14.2, 1.8, 1.2 and 1.6 ng m$^{-2}$ h$^{-1}$, respectively for the amines, and 3.4 ng m$^{-2}$ h$^{-1}$ for guanidine. Calibration for the system was done one to two times per month; see details from Hemmilä et al. (2018). The emission rate (E) was calculated from the MARGA-MS results with equation 1 as follows:

### \[ E = \frac{c \cdot F_{in}}{A} \]  

where $c$ is the measured concentration (ng m$^{-3}$), $F_{in}$ is the flow to the chamber (m$^3$ h$^{-1}$) and $A$ is the enclosed forest floor area (m$^2$).

For more detailed description of the amine analysis method, see Hemmilä et al. (2018). Guanidine was included in the previous method, since it is an efficient compound for new particle formation (Myllys et al., 2018). The sampling time was 1 h, sample flow rate was 16.7 l min$^{-1}$ and the sampled air was replaced with amine-free air (flow rate 25 l min$^{-1}$). We used an oxalic acid filter to remove bases from the air that went into the chamber.
The functionality of the chamber was tested with a permeation oven. In this process, air containing 501, 630 and 3005 ng m$^{-3}$ of MMA, DMA and TMA, respectively, was flushed into the chamber at a flow rate of 25 l min$^{-1}$. The concentrations inside the chamber were measured with MARGA-MS and the 12-m long heated FEP inlet tubing. We found that the recoveries of the MMA, DMA and TMA were only 19%, 29% and 24%, respectively, so wall losses were significant in the chamber. The FEP and stainless-steel chambers were also tested, but with the FEP-chamber recovery was poorer and the stainless-steel chamber had a too high background level. Since the recovery test results were only semi-quantitative and made only for MMA, DMA and TMA, we did not take them into account when showing the emission measurement results. Therefore, the true emissions were expected to be higher than as found in this study.

2.3 Meteorological conditions

The meteorological quantities for the chamber system included measurement of relative humidity (RH) sensors (Honeywell HIH-400; Honeywell International Inc., Charlotte, NC, USA and Rotronic Hygroclip XD; Rotronic AG, Bassersdorf, Switzerland), temperature (T) sensors (TI LM35; Texas Instruments, Dallas, TX, USA and Rotronic Hygroclip XD; Rotronic AG), photosynthetically active radiation (PAR) sensors (Apogee SQ-520; Apogee Instruments Inc., Logan, UT, USA and a Li-cor LI-190R quantum sensor; LI-COR Biosciences Inc., Lincoln, NE, USA). The ambient meteorological quantities for the site were obtained from the SmartSmear AVAA portal (Junninen et al., 2009). SmartSmear is the data portal used for visualization and downloading of continuous atmospheric, flux, soil, tree, physiological and water quality measurements at the SMEAR research stations of the University of Helsinki.

3 Results and discussion

3.1 Emissions of different amines and guanidine

We measured the amine and guanidine emissions from the boreal forest floor in April, May, July and September in 2018. In Fig. 1 the average emissions in every month are shown. MMA, DMA, TMA, and DEA showed maximum emissions in July, but guanidine already showed the highest emissions in spring. In our previous ambient air study (Hemmilä et al., 2018) we observed that DMA and TMA also showed their maximum ambient air concentrations in July. In that study, MMA showed maximum ambient air concentrations in spring, but here the highest emission rates from the forest floor were measured in summer. The MMA still showed higher emission rates in April than did DMA or TMA, which could be explained by its lower boiling point, so it vaporizes more readily. Sarwar et al. (2005) measured ammonia emissions in a pine forest in Texas and obtained an average result in the summer months of 0.09 kg km$^{-2}$ per month or approximately 12 500 ng m$^{-2}$ h$^{-1}$, which is about 35 times higher than our maximum average DMA emissions (320 ng m$^{-2}$ h$^{-1}$). In taking into account our measurements, 29% recovery for DMA, the emission rates measured by Sawar et al. were about 10 times higher than ours. Figures 2 and 3 show the diurnal variations in photosynthetically active radiation (PAR), chamber temperature ($T_{\text{chamber}}$), soil surface temperature ($T_{\text{soil}}$) and soil surface humidity (SH) during measurement periods in April, May, July and September. The diurnal cycles for
the environmental conditions and amine and guanidine fluxes were expressed as hourly means on a monthly basis. Due to the MARGA-MS instrument features, some data were shown in zigzag patterns; for more information, see Hemmilä et al. (2018).

Figure 1: Average monomethyl- (MMA), dimethyl- (DMA), trimethyl- (TMA), ethyl- (EA), diethyl- (DEA) and propylamine (PA) and guanidine emission rates (ng m$^{-2}$ h$^{-1}$) in different months.

Figure 2: Diurnal variation in photosynthetically active radiation (PAR) during measurement periods in April, May, July and September. The error bars show the standard deviation between the measured values.
Figure 3: Diurnal variations in chamber (T\text{chamber}) and soil surface temperature (T\text{soil}) (°C) and soil surface humidity (soil hum) \text{m}^3\text{m}^{-3} during measurement periods in April (a), May (b), July (c) and September (d). The error bars show the standard deviation between the measured values. In September, adding the error bar changed the scale so that the variations in diurnal cycle were blurred. Note the difference in emission rate axis length between the figures.

Figure 4 shows the mean diurnal variation in emission rates of MMA in April, May, July and September 2018. The emission rates of MMA in April were quite low (~30 ng m\textsuperscript{-2} h\textsuperscript{-1}) with no clear diurnal variation, but in May and even more so in July, they increased and showed clear diurnal variation with maxima in the late afternoon and minima in the early morning. In September, the emission rates of MMA were mostly under the detection limits, but again the highest emission rates were in the late afternoon.
The DMA showed clear diurnal cycles (Fig. 5) in every measurement period, with maxima in the afternoon. In spring, the emission rates were quite modest, but became more intense as summer proceeded. The highest emissions for DMA were in July, when the average afternoon maximum was over 1000 ng h\(^{-1}\) m\(^{-2}\). In September, the emission rates decreased to even lower values than in April, but they still showed maxima in the afternoon. Kieloaho et al. (2013) also measured at the same site high DMA+EA concentrations in the ambient air during July, but even higher ambient concentrations were measured in autumn. Even though both measurements were conducted at the same site, there were more possible sources, meteorological conditions and removal mechanisms contributing to ambient air concentrations and this may explain the difference in behaviour. Based on the 2013 data and a model, Kieloaho et al. (2017) concluded that boreal forest soil is a source of DMA, and our measurements confirmed this.

The DEA emission rates were generally quite low and diurnal variability was only detected in July with maxima (~30 ng h\(^{-1}\) m\(^{-2}\)) in the afternoon (Fig. 6). Our measurements agree with those of Kieloaho et al. (2013), who also detected the highest DEA concentrations in the ambient air in summer. However, Kieloaho et al. (2017) focused on DEA soil flux dependence on different physical and chemical state variables and noted, that the flux estimates were especially sensitive to soil pH changes. The typical pH of boreal forest soil was 5.3, and the compensation point of DEA was 5.7. Based on this, Kieloaho et al. concluded that boreal forest soil could be a possible sink for DEA, whereas our afternoon maxima suggested soil emissions. The soil pH was not measured, so we do not know if this could have caused the discrepancy.
Figure 5: Diurnal variations in DMA emission rates in April (a), May (b), July (c) and September (d). The error bars show the standard deviation between the measured values. Note the difference in emission rate axis length between the figures.

Figure 6: Diurnal variations in diethylamine emission rates in July. The error bars show the standard deviation between the measured values.

The TMA, similar to DMA, showed clear diurnal cycles in every measurement period (Fig. 7). The emission rates were similar to those of DMA in April and September, but in May (maximum ~80 ng h\(^{-1}\) m\(^{-2}\)) and July (maximum ~300 ng h\(^{-1}\) m\(^{-2}\)) they were significantly lower than the DMA emission rates. However, the emissions of TMA were higher than the MMA emissions in July. The TMA and MMA seemingly showed maxima earlier in the afternoon than DMA, which could be explained by their more ready vaporization.
Figure 7: Diurnal variations in trimethylamine emission rates in April (a), May (b), July (c) and September (d). The error bars show the standard deviation between the measured values. Note the difference in emission rate axis length between the figures.

Guanidine did not show as clear a diurnal variation as did MMA, DMA or TMA (Fig. 8). Unlike the other compounds, guanidine showed the highest emission rates in April, which could indicate it was trapped in snow.
Figure 8: Diurnal variations and error bars of guanidine emission rates in April (a), May (b), July (c) and September (d). The error bars show the standard deviation between the measured values. Note the difference in emission rate axis length between the figures.

3.2 Temperature dependency of emissions

In May and July, the diurnal variation in amine emission rates, especially for DMA, followed chamber temperature (Fig. 9a and b). The $T_{chamber}$ dependence was best shown when the DMA and guanidine emissions were plotted against $T_{chamber}$ measured two hours earlier (Fig. 10, Table 1). Due to the large size of the chamber compared with that of the flow going in, it requires time before the concentration stabilizes to the new level of the emissions. However, for TMA we did not detect as clear a difference, possibly because TMA evaporates more readily than DMA. It may also require possible some time for the DMA emissions to react to the temperature changes of the chamber air. The large size of the chamber could have resulted an hour’s delay in the emission rates. For example, the temperature of soil surface layer, which could be a source of these compounds, is expected to follow ambient air temperature changes slowly behind. This also indicates that soil could be the main source of DMA and guanidine, but for TMA the source could be surface vegetation, which respond more readily to the changes in the air temperature.

For DMA $T_{chamber}$ dependency was better illustrated with an exponential curve and for TMA and guanidine with a linear curve. Table 1 shows that the daily emission potentials at 30 °C for DMA were clearly higher in July than in May, whereas the emission potentials of TMA and guanidine remained similar in both months. The $T_{chamber}$ and the PAR were well correlated in May and July. Unfortunately, the RH data of the chamber were not collected during July. We believe, that the
higher DMA emission potential in July could have been due to higher activity in the soil processes. The mean monoterpene emission potential (at 30 °C) in July of the forest floor at the same site was 6.44±7.54 µg m⁻² h⁻¹ and sesquiterpene 0.15±0.29 µg m⁻² h⁻¹ during the growing season in 2015 (Wang et al., 2018). These emission potentials for monoterpenes were 10–230 times higher and for sesquiterpenes 0.2–5 times higher than our calculated emission potentials of amines during May and July 2018. The measured recovery from our chamber was ~25% for amines; therefore, the true emission was expected to be four times higher, but still clearly lower than the monoterpene emissions. In comparison to the emission rates sesquiterpene, the fixed amine emission rates were probably similar.

Even though the diurnal variation in DMA followed the Tchamber quite well, there were wide variations in the emission rates of different days. For example, in July the emission rates suddenly dropped in the 20th and more dramatically in the 21st. Clearly, other important factors affected the emissions. We compared our emission rate data with additional data and noted, that the PAR values were also lower on the 20th and 21st and it was slightly rainy in the evening of 20th and in the early afternoon of 21st. The soil surface water content also began increase in the evening of 20th. Amines are water-soluble and can therefore be flushed away during the rain or remain on the wet surfaces.

![Figure 9: Time series of amine and guanidine emission rates (ng m⁻² h⁻¹) and temperature of the chamber (°C) in May and July 2018.](https://doi.org/10.5194/acp-2019-1157)
Figure 10: Emissions of DMA 18.7.2018 compared with chamber temperature at the same time (red) and chamber temperature two hours earlier (blue).

Table 1: Calculated emission potentials of DMA (exponential function), TMA and guanidine (linear function) at temperature of 30 °C on different dates. The red values mark that the coefficient of determination ($R^2$)-value was low. Other curve parameters are in Supplement Table ST1.

| Date   | DMA          | TMA          | Guanidine     |
|--------|--------------|--------------|---------------|
|        | Emission potential (ng m$^{-2}$ h$^{-1}$) | $R^2$ | $R^2$ without temperature move | Emission potential (ng m$^{-2}$ h$^{-1}$) | $R^2$ | $R^2$ without temperature move |
| 24.5.  | 161          | 0.86         | 0.64          | 68           | 0.48         | 61           | 0.28         | 0.18         |
| 25.5.  | 152          | 0.86         | 0.64          | 65           | 0.72         | 59           | 0.35         | 0.35         |
| 26.5.  | 149          | 0.70         | 0.50          | 63           | 0.58         | 59           | 0.19         | 0.11         |
| 27.5.  | 69           | 0.73         | 0.38          | 36           | 0.47         | 42           | 0.37         | 0.41         |
| 18.7.  | 617          | 0.69         | 0.28          | 147          | 0.58         | 51           | 0.61         | 0.15         |
| 19.7.  | 506          | 0.78         | 0.41          | 168          | 0.66         | 49           | 0.68         | 0.56         |
| 20.7.  | 277          | 0.16         | 0.15          | 102          | 0.31         | 45           | 0.057        | 0.097        |
| 21.7.  | 43           | 0.05         | 0.0055        | 33           | 0.0047       | 28           | 0.17         | 0.0068       |

The emission rates of amines were also compared with $T_{chamber}$ and chamber relative humidity $RH_{chamber}$ (Fig. 11a) measured at the same time. With higher $RH_{chamber}$ and lower $T_{chamber}$, the emissions of MMA and DMA were lower, while the TMA emissions did not express the same pattern. In Fig. 11a, the highest measured emissions are missing.
because our RH<sub>chamber</sub> sensor was unfortunately out of order in July. In Fig. 11b, the emission rates of MMA, DMA and TMA were compared with T<sub>air</sub> and air relative humidity (RH<sub>air</sub>) measured at the same time. For DMA and TMA, the emission rates showed some T<sub>air</sub> dependency, but for MMA the dependency was not as clear (R<sup>2</sup> = 0.46, R<sup>2</sup> = 0.47 and R<sup>2</sup> = 0.26 for DMA, TMA and MMA, respectively). From the exponential function y = E<sub>0</sub>exp(kt), it can be seen that k<sub>DMA</sub> is about two times that of k<sub>TMA</sub> and about 15 times that of k<sub>MMA</sub>, suggesting that the DMA emissions are two times more sensitive to T<sub>air</sub> changes than the TMA emissions and about 15 times more sensitive than the MMA emissions. The emission rates did not seemingly show any dependency of RH<sub>air</sub>. In our previous study (Hemmilä et al., 2018) we noted that gas-phase DMA concentrations showed T<sub>air</sub> dependency (R<sup>2</sup> = 0.55), confirming these results.

Figure 11: Emissions of three amines as a function of a) chamber temperature (T<sub,chamber</sub>) and relative humidity (RH<sub,chamber</sub>) and b) outdoor air temperature (T<sub>air</sub>) and relative humidity (RH<sub>air</sub>). Note that in a) there are data only until 28<sup>th</sup> May, due to the malfunctioning of the RH sensor in the chamber, and the highest emissions were observed in July. Note also the different scales in both x and y axes in a) and b).
3.3 Effect of environmental parameters on emission rates

In Figure 9, we can see that even though the maximum chamber temperatures were similar in both May and July, the emission rates and daily emission potentials were much higher in July. In May, the ambient air and soil surface were colder and the soil surface more humid than in July (Table 2). The colder and moister soil surface could explain the lower emissions in May. We compared emission rates of DMA, TMA and MMA to soil surface temperature (T$_{soil}$) and soil surface humidity (SH) (Fig. 12) and found that for higher T$_{soil}$ and lower SH, emission rates were higher. Such dependence was not found for the other amines and guanidine. The PAR values were also generally lower in May than in July.

The lowest amine emission rates were measured in April and September. Even though chamber, air and soil temperatures were lower and the soil moisture higher in April, the emissions were higher than in September. In April, our measurement chamber was located on melting snow, and this could have been an additional source of amines (Bigg, 2001). Generally, the emission rates were lower during nights, when the chamber, air and soil surface temperature were also lower.

![Figure 12](https://doi.org/10.5194/acp-2019-1157)

*Figure 12: Emission rates of three amines in the chamber as a function of soil surface temperature (t$_{soil}$ °C) and soil surface humidity (SH, m$^3$ m$^{-3}$) (colour-coded).*
For guanidine, the highest emissions were measured in April during the snow-melting period and lowest in September. No clear explanation for the guanidine emission rate behaviour could be found from the chamber or environmental conditions.

### Table 2. Average chamber and ambient conditions during the measurement periods.

|                | April | May | July | September |
|----------------|-------|-----|------|-----------|
| $T_{\text{Chamber}}$ (°C) | 4.0   | 18.4| 24.3 | 12.5      |
| $R_{\text{H Chamber}}$ (%)    | 83    | 79.10| NaN  | NaN       |
| PAR (µmol m$^{-2}$ s$^{-1}$)  | 160   | 240 | 292  | 102       |
| $T_{\text{Air}}$ (°C)        | 5.8   | 15.1| 22.1 | 11.5      |
| $T_{\text{Soil}}$ (°C)       | 0.6   | 10.2| 17.7 | 10.9      |
| Surface soil water content (m$^3$ m$^{-3}$) | 0.30 | 0.23| 0.16 | 0.24      |

### 3.4 Error sources in the measurements

Amines are difficult to detect under field conditions, because they are emitted in trace amounts and are highly reactive, so they can be part of chemical reactions and hence removed before they have been sampled and analysed. The recoveries of the chamber system for MMA, DMA and TMA were only 19%, 29% and 24%, respectively; for guanidine we did not test it. The sampling line was also long (12 m), so losses to the walls were likely, even though we tried to minimize them by heating the inlet tubing. All this suggests, that the observed emission rates are potentially underestimating the true emission rates. The sampling time of MARGA-MS is 1 h, so the results represent cumulative emissions over that time, but we chose the instrument because we could use it to separate various amines with the same mass. The potential challenges and limitations of MARGA-MS were further discussed in our previous article (Hemmilä et al., 2018).

During the measurements, the temperatures inside the chamber commonly increase, especially if the sampling time is long and the chamber is in direct sunlight. For isoprenoids, increasing the temperature affects the volatility of the compounds and, hence, causes overestimations of their flux rates (Niinemets et al., 2011), which could also be the case for amines. Even though the $T_{\text{chamber}}$ was usually very close to the ambient temperature (median difference being 1.4 °C and 66% of the time < 2 °C), in May and July it was very high, especially in the afternoon, maximum difference being 29 °C and 21 °C in May and July, respectively. Obviously, the high temperature inside chamber may enhance amine emissions. However, the observed temperature dependency was in general clearly milder than in the case of isoprenoids (Guenther et al., 2012), so the effect of temperature increase is less pronounced in amines than in isoprenoids. Our emission potential estimates (Table 1) are also independent of temperature. The temperature range in our material is very wide (e.g. Fig. 11) which increases the reliability of emission potential estimation. In summary, even though our method likely overestimates the emission rates during summer afternoons, in general the effect of the losses is clearly stronger source of underestimation it is a source of overestimation.
However, high-latitude microclimates have been observed temperatures as high as 15 °C above the ambient air temperature and reach values exceeding 30 °C (Rinnan et al., 2014), but the phenomenon in boreal forests the phenomena is probably not as strong.

4 Conclusions

In situ amine and guanidine boreal forest floor emissions were measured at the SMEAR II station (Hyytiälä, Finland) in April, May, July and September 2018, about one week per month with time resolution of 1 h. The recovery of emission measurements was tested semi-quantitatively for MMA, DMA and TMA, and the results were 19%, 29% and 24%, respectively. Based on this experiment, the true emission rates are probably four times higher than those presented here.

MMA, DMA and TMA showed maximum emission rates in July, but the highest emission rates for guanidine were already measured in April when the snow was melting. The MMA, DMA and TMA emission rates showed wide diurnal variation, especially in July, with maxima in the afternoon. The DEA emission rates were generally low, showing clear diurnal cycle only in July.

The temperature dependence of emissions was examined; we found a clear correlation between the emission rates and chamber temperature. Based on the assumption of delay between the chamber headspace temperature and soil temperature, and observed delay between emission rate and chamber headspace temperature, the soil temperature is likely the primary environmental control for the DMA and guanidine emissions. TMA showed similar pattern, but emission rates correlated with chamber temperature measured at the same time. The emissions from snow or vegetation rather than from soil could explain this. The emission rates of MMA, DMA, TMA and DEA were highest, when soil surface temperature was high and soil surface humidity low.

The laboratory work has shown that amines are a crucial component in aerosol formation, particularly through their capacity to stabilize acidic clusters during new particle formation (Kurtén et al., 2008; Petäjä et al., 2011; Almeida et al, 2013; Kulmala et al., 2013). Therefore, the results on the amine emissions from the boreal forest soil obtained in this study can be utilized e.g. in scaling up the climatic role of aerosol formation as the amines are important for the nanoparticle formation and their presence in the boreal environment can enhance aerosol formation and growth rates in this environment.

Data availability. The data sets can be accessed by contacting the corresponding author.
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Table ST1. Line equations (y) for chamber temperature – emission rate plots. For DMA and guanidine the the $R^2$-values were better, when temperatures were moved 2 hours above. For DMA best fit was with exponential function, and for DMA and guanidine with linear function.

| Date | DMA $y$ | DMA $y$ without temperature move | TMA $y$ | TMA $y$ without temperature move | Guanidine $y$ | Guanidine $y$ without temperature move |
|------|---------|----------------------------------|---------|----------------------------------|---------------|----------------------------------------|
| 24.5 | 47.665e$^0.03406$ | 52.02e$^0.03333$ | 0.8477x + 43.052 | 0.8796x + 34.74 | 0.7096x + 37.599 |
| 25.5 | 40.286e$^0.04433$ | 44.375e$^0.03888$ | 0.6173x + 46.863 | 0.9563x + 30.149 | 0.9791x + 29.266 |
| 26.5 | 39.267e$^0.04453$ | 45.138e$^0.03768$ | 0.5484x + 46.319 | 0.8956x + 31.927 | 0.6978x + 35.948 |
| 27.5 | 25.91e$^0.0328$ | 31.361e$^0.02344$ | 1.4679x - 7.7149 | 1.4101x - 0.652 | 1.4651x - 1.203 |
| 18.7 | 103.17e$^0.0596$ | 196.89e$^0.03714$ | 9.5789x - 140.3 | 1.0618x + 18.844 | 0.5088x + 34.539 |
| 19.7 | 77.778e$^0.0624$ | 120.57e$^0.04548$ | 10.758x - 154.65 | 0.6528x + 29.577 | 0.5907x + 31.155 |
| 20.7 | 84.551e$^0.0396$ | 89.87e$^0.03714$ | 4.7532x - 40.486 | 0.2202x + 38.772 | 0.2837x + 37.317 |
| 21.7 | 177.1e$^0.0477$ | 92.12e$^0.0167$ | -0.3408x + 43.364 | -1.1165x + 61.042 | -0.2303x + 42.245 |
Figure S1. The chamber in different measurement periods.