Replica symmetry breaking in neural networks: a few steps toward rigorous results
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Abstract

In this paper we adapt the \textit{broken replica interpolation} technique (developed by Francesco Guerra to deal with the Sherrington-Kirkpatrick model, namely a pairwise mean-field spin-glass whose couplings are i.i.d. standard Gaussian variables) in order to work also with the Hopfield model (i.e. a pairwise mean-field neural-network whose couplings are drawn according to Hebb’s learning rule): this is accomplished by grafting Guerra’s telescopic averages on the transport equation technique, recently developed by some of the authors. As an overture, we apply the technique to solve the Sherrington-Kirkpatrick model with i.i.d. Gaussian couplings centered at $J_0$ and with finite variance $J_0$; the mean $J_0$ provides a ferromagnetic contribution to be detected in a noisy environment tuned by $J$, hence making this model a natural test-case to be investigated before addressing the Hopfield model. For both the models, an explicit expression of their quenched free energy in terms of their natural order parameters is obtained at the $K$th step ($K$ arbitrary, but finite) of replica-symmetry-breaking. In particular, for the Hopfield model, by assuming that the overlaps respect Parisi’s decomposition (following the \textit{ziggurat ansatz}) and that the Mattis magnetization is self-averaging, we recover previous results obtained via replica-trick by Amit, Crisanti and Gutfreund (1RSB) and by Steffan and Kühn (2RSB).
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1. Introduction

Since the 80’s, statistical mechanics of spin glasses has been playing a pivotal role in the neural network investigations, both in the learning stage (where these systems are properly trained to accomplish specific tasks) [31, 48] and in the operational stage (where these systems perform pattern recognition, classification, etc) [9, 27]. However, beyond countless successes (see e.g. [30]), there is still a long way to go before claiming that we do have a theory for artificial intelligence, not only as a whole, but — more specifically for the aim of the present paper — even restricting to neural networks meant as statistical-mechanics systems displaying information processing skills as emergent, collective properties.

Among the main hurdles to overcome we mention the usage of semi-heuristic techniques (e.g. the well-known replica trick [9, 27]) and the problem of the stability of the replica symmetric (RS) solution [28, 29, 49]. As for the former, rigorous alternatives grounded on probabilistic techniques [2, 3, 4, 10, 13, 32, 44, 46, 47] and on PDE approaches driven from mathematical physics [1, 4, 8, 11, 15, 42, 43] have been developed since the seminal papers by Bovier [22–24] and Talagrand [50, 51]. As for the latter, many efforts are still in order, also at the conceptual level, as we plan to report soon.

In this paper we aim to develop adequate mathematical techniques to possibly address the above-mentioned issues, and, to this goal, we adapt the broken replica interpolation introduced by Francesco Guerra for the Sherrington-Kirkpatrick model [36] (i.e. a pairwise mean-field spin-glass usually playing as the ‘harmonics oscillator’ for complex systems [27]) into a PDE-framework recently developed by some of the authors [6].

Before applying this technique to neural networks, we will address a relatively simpler model, that is the Sherrington-Kirkpatrick model with a ferromagnetic contribution, which still requires a complete set of order parameters for its investigation, namely two-replica overlaps and magnetization. Then, we move to the Hopfield model, i.e. the ‘harmonic oscillator’ for associative neural-networks, able to perform spontaneous pattern recognition. For these models, we drop the common simplifying assumption of self-average of the overlap (i.e. the RS scenario) and we allow the model to undergo K steps of replica symmetry breaking (K-RSB), yet keeping the magnetization self-averaging. In this way, for the Hopfield model, at the first step of RSB, we obtain an explicit expression for the quenched free-energy that perfectly recovers the 1RSB free-energy expression obtained via replica-trick by Crisanti, Amit and Sompolinsky nearly 35 years ago [28] and, at the second step, we recover the 2RSB expression achieved by Steffan and Kühn [49] a few years later.

We stress that in our analysis we rely upon the duality between Hopfield networks and (restricted) Boltzmann machines (originally discussed in [17] and then enlarged in [7, 19, 20, 40, 53]), in such a way that our results hold also for Boltzmann machines, namely the basic architecture for machine learning [30]. More precisely, the Boltzmann machine counterpart of the standard Hopfield model is made of a digital layer equipped with Boolean neurons (i.e. Ising spins) and an analog layer made of Gaussian real-valued neurons. As a result, this model can also be seen as a linear combination of two spin-glasses [14], the former is a standard hard Sherrington-Kirkpatrick model with Boolean spins (well known to be full-RSB [36, 52]), the latter is a soft Sherrington-Kirkpatrick model with Gaussian spins (known to be RS [18, 21]).
From this perspective a natural question we answer is: when the Boolean neurons undergo RSB does this phenomenon propagate also to the soft neurons despite they usually behave in an RS way? The answer is positive, that is, as the binary component breaks replica symmetry, also the overlap between two replicas of the analog layer acquires a broken replica step. Remarkably, the overlaps for both components (i.e. the overlap related to the Ising spins and the one related to the Gaussian spins) break replica symmetry ‘simultaneously’, namely at the same value of $m$ in the Parisi scheme, in agreement with the zigzag ansatz that has been rigorously developed to generalize the Parisi scheme to multi-species Boolean spin glasses [16, 45].

Admittedly, there are plenty of open questions and discordances regarding the role of RSB within neural networks and its impact on the critical capacity, however, in the current work, we discuss solely the mathematical aspects, supplying the need of a robust and rigorous framework where neural network models can be addressed also allowing for an RSB scenario, but we will not discuss the underlying physics, apart from a short remark in the conclusions. We do believe that, for neural networks, RSB should not be seen as a perturbation of the Amit–Gutfreund–Sompolinsky (AGS) RS painting and, possibly, even the starting assumptions should be revised (in order for AGS theory to be recovered as a proper limit of a broader theory); we will report on our findings in future papers but here, as stated above, we simply prove a novel and rigorous method to recover and extend the existing results achieved under given ansatz and via the replica trick.

The present manuscript is structured as follows:

The next section 2 is dedicated to the Sherrington-Kirkpatrick model where couplings have positive mean and it is split into four subsections: section 2.1 is dedicated to the RS derivation of the transport PDE that we use as the mathematical backbone, section 2.2 to perform with this PDE approach a first step of RSB, section 2.3 to accomplish the second step, and section 2.4 to give the general expression for arbitrary, but finite, $K$ steps of RSB. Then, in section 3 we move to the Hopfield model and, again, the section is split into four subsections mirroring those of the previous section: section 3.1 summarizes the RS scenario achieved via the transport PDE (already presented in [6]), section 3.2 enlarges the scheme to the first step of RSB (hence recovering the expression for the quenched free energy already found by Crisanti et al [28]), section 3.1 enlarges the scheme to the second step (hence recovering the expression for the quenched free energy already found by the Steffan and Kühn [49]), and in Sec. IIIID a general prescription for the $K$-RSB scenario is formulated (again for arbitrary, but finite, values of $K$).

The final section 4 contains some comments on the problems arising when using the original self-averaging ansatz on the Mattis magnetization within an RSB scheme and a general outlook. Lengthy calculations are reported in appendices A–E for the sake of completeness.

2. Prelude: the Sherrington-Kirkpatrick model with a signal

We consider a Sherrington-Kirkpatrick model where pairwise couplings among spins display a non-null mean $J_0$ and a variance $J^2$; this model was already treated in [27], as a pedagogical introduction to the Hopfield model, and in [34] where $p$-spin interactions are allowed for. Here, our aim is to get an expression for the quenched free-energy of this model in a rigorous way, via generalized Guerra’s interpolating technique: first, in subsection 2.1, we will focus on the RS scenario to get acquainted with the method and then, in subsections 2.2–2.4, we will address the first, the second and the $K$th step of RSB, respectively.

**Definition 1.** Let $\sigma \in \{-1, +1\}^N$ be a configuration of $N$ spins, the Hamiltonian of the Sherrington-Kirkpatrick model with a ferromagnetic contribution is defined as
\[ H_N(\sigma | J) := -\frac{1}{2} \sum_{i,j=1}^{N,N} J_{ij} \sigma_i \sigma_j, \]  
\[ J_{ij} := \frac{J_0}{N} + \frac{\sqrt{2} \zeta_{ij}}{\sqrt{N}}, \]  
where the pairwise quenched couplings \( J = \{ J_{ij} \}_{i,j=1..N} \in \mathbb{R}^{N \times N} \) are given by
\[ J_{ij} := J_0 \frac{\zeta_{ij}}{N} + J_0 \sqrt{2} \zeta_{ij} \sqrt{\frac{1}{N}}, \]  
with \( J_0 \in \mathbb{R}^+, \) \( \zeta_{ij} \) i.i.d. standard random variables drawn from \( P(\zeta_{ij}) = N(0,1) \) for \( i < j = 1, \ldots, N \) and \( \zeta_{ij} = \zeta_{ji} \).

**Definition 2.** The partition function related to the Hamiltonian (1) is given by
\[ Z_N(\beta, J) := \sum_\sigma e^{-\beta H_N(\sigma | J)}, \]  
where \( \beta \in \mathbb{R}^+ \) is the inverse temperature in proper units such that for \( \beta \to 0 \) the probability distribution for the spin configuration is uniformly spread while for \( \beta \to \infty \) it is sharply peaked at the minima of the energy function (1).

Once defined the Hamiltonian (1) and the partition function (3), we can introduce the Boltzmann average denoted with \( \omega_J(\cdot) \), which, for the generic observable \( O(\sigma) \), reads as
\[ \omega_J(O(\sigma)) := \frac{\sum_\sigma O(\sigma)e^{-\beta H_N(\sigma | J)}}{Z_N(\beta, J)}. \]  
This can be further averaged over the realization of the \( J_{ij} \)'s (also referred to as quenched average), to get
\[ \langle O(\sigma) \rangle := \mathbb{E}[\omega_J(O(\sigma))], \]  
where the operator \( \mathbb{E} \) shall be used in the following to denote, more generally, expectation on quenched quantities.

Further, we introduce the product state \( \Omega_J = \Omega_J^{(1)} \times \Omega_J^{(2)} \times \cdots \times \Omega_J^{(s)} \) over \( s \) replicas of the system, characterized by the same realization \( J \) of disorder. In the following, we shall use the product state over two replicas only, hence we shall neglect the index \( s \) without ambiguity; also, to lighten the notation, we shall omit the subscript \( J \) in \( \omega_J \) and in \( \Omega_J \). Thus, for an arbitrary observable \( O(\sigma^{(1)}, \sigma^{(2)}) \)
\[ \langle O(\sigma^{(1)}, \sigma^{(2)}) \rangle := \mathbb{E}[\Omega_J(\sigma^{(1)}, \sigma^{(2)})] = \mathbb{E}[\sum_\sigma O(\sigma^{(1)}, \sigma^{(2)})e^{-\beta[H_N(\sigma^{(1)} | J) + H_N(\sigma^{(2)} | J)]}/Z_N(\beta, J)], \]  
where \( \sigma^{(1,2)} \) is the configuration pertaining to the replica labeled as 1, 2.

**Remark 1.** Notice the different normalization in the definition 2: the ferromagnetic contribution \( J_0 \) is normalized by \( N \), while the quenched noise \( J \) is normalized by \( \sqrt{N} \). This ensures the linear extensivity of all the thermodynamic observables related to the model, e.g. the energy must scale as \( \langle H_N(\sigma | J) \rangle \sim O(N^1) \).

**Definition 3.** The intensive quenched pressure of the Sherrington-Kirkpatrick model with a ferromagnetic contribution (1) reads as
\[ A_N(\beta, J_0, J) := \frac{1}{N} \mathbb{E} \log Z_N(\beta, J), \]  
where \( \mathbb{E} \) denotes the ensemble average over the quenched disorder.
and its thermodynamic limit reads as

$$A(\beta, J_0, J) := \lim_{N \to \infty} A_N(\beta, J_0, J). \quad (8)$$

We recall that the pressure $A_N(\beta, J_0, J)$ corresponds, a constant $-\beta$ apart, to the free-energy of the model and that we omit the subscript ‘$N$’ when the quantity is evaluated at infinite size.

In order to solve the model we want to find out an explicit expression for the quenched pressure (8) in terms of the natural order parameters of the theory, namely the magnetization $m$ and the two-replica overlap $q_{12}$, defined in the following

**Definition 4.** The order parameters used to describe the macroscopic behavior of the model are the standard ones [27, 41], namely the magnetization $m$ and the two-replica overlap $q_{12}$, introduced as

$$m := \frac{1}{N} \sum_{i=1}^{N} \sigma_i, \quad (9)$$

$$q_{12} := \frac{1}{N} \sum_{i=1}^{N} \sigma_i^{(1)} \sigma_i^{(2)}. \quad (10)$$

**Remark 2.** A positive mean for the couplings requires also an ordinary magnetization $m$ among the order parameters; having in mind an associative neural network (vide infra), if we introduce a single pattern $\xi$ (i.e. a vector of $N$ binary entries $\xi_i = \pm 1, i \in (1, \ldots, N)$), by a Mattis gauge $\sigma_i \to \xi_i \sigma_i$, the standard magnetization turns into the Mattis magnetization, that is the order parameter used to quantify the retrieval of the considered pattern in neural network’s theory, yet the Hamiltonian remains invariant under this transformation.

2.1. Replica symmetry interpolation: RS solution

In order to get familiar with Guerra’s interpolation scheme, it is useful to first address the model (1) by assuming the self-averaging of both $m$ and $q_{12}$, namely the so-called RS scenario.

**Definition 5.** Under the replica-symmetry assumption, the order parameters, in the thermodynamic limit, self-average and their distributions get delta-peaked at their equilibrium value (denoted with a bar), independently of the replicas considered, namely

$$\lim_{N \to +\infty} \langle (m - \bar{m})^2 \rangle = 0 \Rightarrow \lim_{N \to +\infty} \langle m \rangle = \bar{m}, \quad (11)$$

$$\lim_{N \to +\infty} \langle (q_{12} - \bar{q})^2 \rangle = 0 \Rightarrow \lim_{N \to +\infty} \langle q_{12} \rangle = \bar{q}. \quad (12)$$

The technique exploited to solve the model is based on a suitable interpolating partition function $Z_N$, whence an interpolating quenched pressure $A_N$, which we can solve for and which recovers the quenched pressure $A_N$ of the original model for a suitable choice of the interpolating parameters; hereafter, when dealing with interpolating quantities we shall omit the dependence on $J, J, J_0, \beta$ to lighten the notation.

We stress that the probability distribution for the order parameters is assumed delta-like in the infinite volume limit, namely—in that limit—their generalized Boltzmann averages peak on a single value—a number—that clearly evolves in the space of all the parameters (see e.g.
[6] for deepening this point) but that ultimately coincides with the thermodynamic value when evaluating everything at \( t = 1, r = 0 \).

**Definition 6.** Given the interpolating parameters \( \mathbf{r} := (x, w) \in \mathbb{R}^2 \) and \( t \in \mathbb{R}^+ \), the interpolating partition function is defined as

\[
Z_N(t, \mathbf{r}) := \sum_{\sigma} \exp \left[ \beta \left( J \sqrt{\frac{t}{2N}} \sum_{i,j=1}^{N} \sigma_i \sigma_j z_{ij} + \sqrt{x} \sum_{i=1}^{N} z_i \sigma_i + i \frac{J_0}{2} N m^2(\sigma) \right) + w J_0 N m(\sigma) \right],
\]

where \( z_i \sim \mathcal{N}(0, 1) \), for \( i = 1, \ldots, N \).

**Definition 7.** The interpolating pressure, at finite volume \( N \), is introduced as

\[
A_N(t, \mathbf{r}) := \frac{1}{N} \mathbb{E} \left[ \log Z_N(t, \mathbf{r}) \right],
\]

and, in the thermodynamic limit,

\[
A(t, \mathbf{r}) := \lim_{N \to \infty} A_N(t, \mathbf{r}),
\]

whose existence is guaranteed by the Guerra–Toninelli theorem [37]. By setting \( t = 1, x = 0, w = 0 \), the interpolating pressure recovers the standard pressure (7), that is, \( A_N(\beta, J_0, J) = A_N(t = 1, r = 0) \).

**Remark 3.** The interpolating structure implies an interpolating measure, whose related Boltzmann factor reads as

\[
B(\sigma; t, \mathbf{r}) := \exp [\beta \mathcal{H}(\sigma; t, \mathbf{r})],
\]

\[
\mathcal{H}(\sigma; t, \mathbf{r}) := J \sqrt{\frac{t}{2N}} \sum_{i,j=1}^{N} \sigma_i \sigma_j z_{ij} + \sqrt{x} \sum_{i=1}^{N} z_i \sigma_i + \frac{J_0}{2} N m^2(\sigma) + w J_0 N m(\sigma).
\]

Clearly, \( Z_N(t, \mathbf{r}) = \sum_{\sigma} B(\sigma; t, \mathbf{r}) \).

A generalized average follows from this generalized measure as

\[
\omega_{t,r}(O(\sigma)) := \sum_{\sigma} O(\sigma) B(\sigma; t, \mathbf{r})
\]

and

\[
\langle O(\sigma) \rangle_{t,r} := \mathbb{E}[\omega_{t,r}(O(\sigma))],
\]

where \( \mathbb{E} \) denotes the average over \( J \) and \( \{z_i\}_{i=1,\ldots,N} \). Of course, when \( t = 1 \) and \( \mathbf{r} = 0 \), the standard Boltzmann measure and related average are recovered.

Hereafter, in order to lighten the notation, we will drop the subscripts \( t, \mathbf{r} \).

The strategy is now to interpret the interpolating parameters \( (t, \mathbf{r}) \) as space-time fictitious variables and to show that the interpolating pressure \( A_N(t, \mathbf{r}) \) obeys a standard transport equation in this space-time framework; then, by solving such a PDE and evaluating its solution...
for $\mathbf{r} = (0, 0), t = 1$ we will have the solution of the original problem as well. We proceed by computing the first order derivatives with respect to each parameter resulting in the next

**Lemma 1.** The partial derivatives of the interpolating quenched pressure (14) read as

$$\frac{\partial}{\partial t} A_N = \frac{\beta^2}{4} J^2 (1 - \langle q_{12}^2 \rangle) + \frac{\beta J_0}{2} \langle m^2 \rangle,$$

$$\frac{\partial}{\partial x} A_N = \frac{\beta^2}{2} (1 - \langle q_{12} \rangle),$$

$$\frac{\partial}{\partial w} A_N = \beta J_0 \langle m \rangle.$$  

**Proof.** We prove only (20), namely the result related to the time derivative, which is the most tricky among the three, for the others the computation is analogous. By straight derivation we get

$$\frac{\partial}{\partial t} A_N = \frac{1}{N} \mathbb{E} \left( \frac{1}{Z_N} \frac{\partial}{\partial t} Z_N \right)$$

$$= \frac{1}{N} \mathbb{E} \left[ \frac{1}{Z_N} \sum_{\sigma} \left( \frac{\beta}{\sqrt{2} N} \sum_{i,j=1}^N \sigma_i \sigma_j \beta J_0 N \langle m \rangle^2 \right) B(\sigma; t, r) \right].$$

(23)

Now, we use the fact that, for a standard Gaussian variable $z$, i.e. $z \sim N(0, 1)$, and for a generic function $f(z)$ which goes to zero fast enough, by Stein’s lemma

$$\mathbb{E} z f(z) = \mathbb{E} \partial_z f(z)$$

(24)

where $\mathbb{E}$ represents the average over $z$. As a consequence of (24), it is possible to write

$$\frac{\partial}{\partial t} A_N = \frac{\beta J}{N \sqrt{2} N} \mathbb{E} \left[ \sum_{i,j=1}^N \sigma_i \sigma_j \left( \frac{1}{Z_N} \sum_{\sigma} B(\sigma; t, r) \right) \right] + \frac{\beta J_0}{2} \langle m^2 \rangle$$

$$= \frac{\beta^2 J^2}{4} \mathbb{E} \left[ \sum_{i,j=1}^N \left( 1 - \frac{1}{Z_N} \left( \sum_{\sigma} \sigma_i \sigma_j B(\sigma; t, r) \right) \right)^2 \right] + \frac{\beta J_0}{2} \langle m^2 \rangle$$

$$= \frac{\beta^2 J^2}{4} \langle 1 - \langle q_{12}^2 \rangle \rangle - \frac{\beta J_0}{2} \langle m^2 \rangle.$$  

(25)

Our target now is to find a PDE for $A_N(t, \mathbf{r})$ in the form

$$\frac{dA_N}{dt} = \frac{\partial}{\partial t} A_N + \frac{\partial}{\partial x} \mathcal{L}_x A_N + \frac{\partial}{\partial w} \mathcal{L}_w A_N = S(t, \mathbf{r}) + \mathcal{V}(N(t, \mathbf{r}))$$

(26)

where we denote with $\dot{x}$ and $\dot{w}$ the time derivative of, respectively, $x$ and $w$, and we introduced a ‘potential’ $\mathcal{V}(N(t, \mathbf{r}))$ and a ‘source’ $S(t, \mathbf{r})$, whose explicit expressions will be deepened later. Remarkably, equation (26) displays the structure of a transport equation.

**Proposition 1.** The streaming of the interpolating quenched pressure obeys, at finite volume $N$, a standard transport equation, that reads as

$$\frac{dA_N}{dt} = \frac{\partial}{\partial t} A_N + \frac{\partial}{\partial x} \mathcal{L}_x A_N + \frac{\partial}{\partial w} \mathcal{L}_w A_N = S(t, \mathbf{r}) + \mathcal{V}(N(t, \mathbf{r}))$$

(27)
where

\begin{align}
S(t, r) & := \frac{\beta^2 J^2}{4} (1 - \bar{q})^2 - \frac{\beta}{2} J_0 \bar{m}^2, \\
V_N(t, r) & := \frac{\beta^2}{4} J^2 (\langle q_{12} - \bar{q} \rangle^2) + \frac{\beta}{2} J_0 \langle (m - \bar{m})^2 \rangle.
\end{align}

Proof. Recalling the equilibrium values introduced in (11) and (12), we can write

\begin{align}
\langle (m - \bar{m})^2 \rangle &= \langle m^2 \rangle + \bar{m}^2 - 2\bar{m} \langle m \rangle, \\
\langle (q_{12} - \bar{q})^2 \rangle &= \langle q_{12}^2 \rangle + \bar{q}^2 - 2\bar{q} \langle q_{12} \rangle.
\end{align}

These relations are used while handling the expression (20) of the t-derivative of the interpolating quenched pressure to get

\begin{align}
\frac{\partial}{\partial t} A_N &= \frac{\beta^2}{4} J^2 - \frac{\beta^2}{4} J^2 \langle q_{12}^2 \rangle + \frac{\beta}{2} J_0 \langle m^2 \rangle \\
&= \frac{\beta^2}{4} J^2 - \frac{\beta^2}{4} J^2 [\langle (q_{12} - \bar{q})^2 \rangle - \bar{q}^2 + 2\bar{q} \langle q_{12} \rangle] + \frac{\beta}{2} J_0 \langle (m - \bar{m})^2 \rangle - \bar{m}^2 + 2\bar{m} \langle m \rangle \\
&= \bar{q}^2 \frac{\partial}{\partial x} A_N + m \frac{\partial}{\partial w} A_N + \frac{\beta^2 J^2}{4} (1 - \bar{q})^2 - \frac{\beta}{2} J_0 \bar{m}^2 - \frac{\beta^2}{4} J^2 \langle (q_{12} - \bar{q})^2 \rangle \\
& \quad + \frac{\beta}{2} J_0 \langle (m - \bar{m})^2 \rangle \\
&= \bar{q}^2 \frac{\partial}{\partial x} A_N + m \frac{\partial}{\partial w} A_N + S(t, r) + V_N(t, r).
\end{align}

Since we have the freedom to set \( \dot{x} \) and \( \dot{w} \), by choosing \( \dot{x} = -\bar{q} J^2 \) and \( \dot{w} = -\bar{m} \), we finally obtain (27).

Remark 4. In the thermodynamic limit, under the RS assumption (5), we have \( \langle (m - \bar{m})^2 \rangle = 0 \) and \( \langle (q_{12} - \bar{q})^2 \rangle = 0 \), in such a way that the potential in (27) is vanishing, that is

\begin{equation}
\lim_{N \to \infty} V_N(t, r) = 0.
\end{equation}

Exploiting the last remark we can prove the following

**Proposition 2.** The transport equation associated to the interpolating pressure function \( A_N(t, r) \) in the thermodynamic limit and under the RS assumption is

\begin{equation}
\frac{\partial}{\partial t} A_{RS} - \bar{q} J^2 \frac{\partial}{\partial x} A_{RS} - m \frac{\partial}{\partial w} A_{RS} = \frac{\beta^2}{4} J^2 (1 - \bar{q})^2 - \frac{\beta J_0}{2} \bar{m}^2,
\end{equation}

whose solution is given by

\begin{equation}
A_{RS}(t, r) = E \left[ \log 2 \cosh \left( \beta \sqrt{x + \bar{q} J^2 + \beta J_0 (w + \bar{m})} \right) \right] + \frac{\beta^2}{4} J^2 (1 - \bar{q})^2 t - \frac{\beta J_0}{2} \bar{m}^2 t.
\end{equation}

Proof. The PDE in (34) can be obtained straightforwardly from (32) by using (33); this operation implicitly assumes the commutation of the thermodynamic limit \( N \to \infty \) and the
Along the characteristics, the fictitious motion in the \((t, r)\) time-space is linear and returns
\[
x = x_0 - \dot{q} t^2 \\
w = w_0 - \dot{m} t,
\]
where \(r_0 = (x_0, w_0) = (x(t = 0), w(t = 0))\). The Cauchy condition at \(t = 0\) is given by a direct computation at finite \(N\) as
\[
A_{RS}(0, r_0) = A_{RS}(0, r - \dot{r} t) = \frac{1}{N} \mathbb{E} \log \left[ \sum_{\sigma} \exp \left( \frac{\beta}{2} \sqrt{N} \sum_{i=1}^{N} z_i \sigma_i + \beta v_0 J_0 \sum_{i=1}^{N} \sigma_i \right) \right] \\
= \frac{1}{N} \mathbb{E} \prod_{i=1}^{N} \sum_{\sigma} \exp \left( \beta \sqrt{N} z_i + \beta v_0 J_0 \sigma_i \right) \\
= \mathbb{E} \log 2 \cosh \left( \beta \sqrt{N} J_0 + \beta v_0 J_0 \right).
\]
Now, merging (36)–(39) we get (35).

\textbf{Corollary 1.} The RS approximation of the quenched pressure for the Sherrington-Kirkpatrick model with a ferromagnetic contribution is obtained by posing \(t = 1\) and \(r = 0\) in (36), which gives
\[
A_{RS}(\beta, J_0, J) = \mathbb{E} \left[ \log 2 \cosh \left( \beta \sqrt{N} J_0 z + \beta m J_0 \right) \right] + \frac{\beta^2}{4} J^2 (1 - \bar{q})^2 + \frac{\beta}{2} J_0 m^2.
\]

\textbf{Corollary 2.} At equilibrium, the order parameters of the model (1) fulfill a set of self-consistency equations
\[
\dot{m} = \mathbb{E} \left\{ \tanh \left[ \beta \left( J \sqrt{N} z + \bar{m} J_0 \right) \right] \right\}, \\
\dot{\bar{q}} = \mathbb{E} \left\{ \tanh^2 \left[ \beta \left( J \sqrt{N} z + \bar{m} J_0 \right) \right] \right\}.
\]

\textbf{Proof.} Equations (41) and (42) can be obtained by comparing (21) and (22) with the derivatives of \(A_{RS}(\beta, J_0, J)\) calculated from (40) as
\[
\frac{\partial}{\partial \bar{m}} A_{RS} = -\beta J_0 \bar{m} + \mathbb{E} \left\{ \tanh \left[ \beta \left( J \sqrt{N} z + \bar{m} J_0 \right) \right] \right\} \beta J_0 = 0 \\
\frac{\partial}{\partial \bar{q}} A_{RS} = -\beta J \sqrt{N} \sqrt{2} \bar{q} \mathbb{E} \left\{ \tanh \left[ \beta \left( J \sqrt{N} z + \bar{m} J_0 \right) \right] \right\} \frac{\beta^2}{4} (1 - \bar{q})^2 = 0.
\]
This solution recovers the one previously obtained for the same model (1) by replica trick [27].
2.2. Broken replica interpolation: 1RSB solution

In this subsection we turn to the RSB scenario, following the seminal paper by Francesco Guerra dealing with the standard Sherrington-Kirkpatrick model [36] (or its implementation within the mechanical analogy [12]). In particular, we no longer assume self-averaging for the two-replica overlaps $q_{ab}$, rather—at the first broken replica step—these can concentrate on two values referred to as $\bar{q}_1$, $\bar{q}_2$; as for the magnetization density function $P(m)$, we retain $\lim_{N \to \infty} P_N(m) = \delta(m \pm \bar{m})$, as in the previous section and in agreement with the ansatz adopted in previous works dealing with the RSB in the Hopfield model. Then, definition 5 is updated by

**Definition 8.** In the first step of replica-symmetry breaking, the distribution of the two-replica overlap, in the thermodynamic limit, displays two delta-peaks at the equilibrium values (denoted with $\bar{q}_1$, $\bar{q}_2$) and the concentration on the two values is ruled by $\theta \in [0,1]$, namely

$$\lim_{N \to +\infty} P_N(q) = \theta \delta(q - \bar{q}_1) + (1 - \theta) \delta(q - \bar{q}_2),$$

(45)

while the magnetization still self-averages at $\bar{m}$ as in (11).

Further, we need to introduce a more tricky interpolating structure as well as a more complex quenched average, as reported in the following

**Definition 9.** Given the interpolating parameters $r = (x^{(1)}, x^{(2)}, w, t)$ and the i.i.d. auxiliary fields $\{h_i^{(1)}, h_i^{(2)}\}_{i=1, \ldots, N}$ with $h_i^{(1,2)} \sim N(0,1)$ for $i = 1, \ldots, N$, we can write the 1RSB interpolating partition function $Z_N(t, r)$ recursively, starting by

$$Z_2(t, r) = \sum_{\sigma} \exp \left[ \beta \left( J \sqrt{\frac{2}{2N}} \sum_{i,j=1}^{N} \sigma_i \sigma_j z_{ij} + \sum_{a=1}^{2} \sqrt{x^{(a)}} \sum_{i=1}^{N} h_i^{(a)} \sigma_i \right) + i \frac{J_0}{2} N m^2(\sigma) + w J_0 N m(\sigma) \right],$$

(46)

and then averaging out the fields one per time, namely by defining

$$Z_1(t, r) := \mathbb{E}_2 \left[ Z_2(t, r)^{1/2} \right],$$

(47)

$$Z_0(t, r) := \mathbb{E}_1 \left[ \log Z_1(t, r) \right],$$

(48)

$$Z_N(t, r) := Z_0(t, r),$$

(49)

where with $\mathbb{E}_2$ and $\mathbb{E}_1$ we denote the average over the variables $h_i^{(2)}$'s and $h_i^{(1)}$'s, respectively, and with $\mathbb{E}_0$ we shall denote the average over the variables $z_{ij}$'s.

**Definition 10.** The 1RSB interpolating pressure, at finite volume $N$, is introduced as

$$A_N(t, r) := \frac{1}{N} \mathbb{E}_0 \left[ \log Z_N(t, r) \right],$$

(50)

and, in the thermodynamic limit,

Note that this is usually called $m$ in Parisi theory, but here, to avoid ambiguity for the symbol $m$, already used to denote the magnetization, we refer to the Parisi parameter as $\theta$. 

---
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\[ A(t, r) := \lim_{N \to \infty} A_N(t, r). \quad (51) \]

By setting \( t = 1, r = 0 \), the interpolating pressure recovers the standard pressure (7), that is, \( A_N(\beta J_0, J) = A_N(t = 1, r = 0) \).

**Remark 5.** In order to lighten the notation, hereafter we use the following

\[ \langle m \rangle := E_0 E_1 E_2 \left[ \frac{1}{N} \sum_{i=1}^{N} \omega(\sigma_i) \right] \quad (52) \]

\[ \langle m^2 \rangle := E_0 E_1 E_2 \left[ \frac{1}{N^2} \sum_{i,j=1}^{N,N} \omega(\sigma_i \sigma_j) \right] \quad (53) \]

\[ \langle q_{12} \rangle_1 := E_0 E_1 \left[ \frac{1}{N} \sum_{i=1}^{N} (E_2 [W_2 \omega(\sigma_i)])^2 \right] \quad (54) \]

\[ \langle q_{12} \rangle_2 := E_0 E_1 E_2 \left[ \frac{1}{N} \sum_{i=1}^{N} \omega^2(\sigma_i) \right] \quad (55) \]

where we define the weight

\[ W_2 := \frac{Z_2^{\theta}}{E_2 [2^2_2]} \quad (56) \]

In analogy to subsection 2.1, we aim to build a differential equation for the interpolating quenched pressure for which we preliminary need to evaluate the partial derivatives as stated in the following

**Lemma 2.** The partial derivatives of the interpolating quenched pressure read as

\[ \frac{\partial}{\partial t} A_N = \frac{\beta^2}{4} J_2^2 (1 - (1 - \theta)\bar{q}_{12}^2_2 - \theta \bar{q}_{12}^2_1) + \frac{\beta J_0}{2} \langle m^2 \rangle \quad (57) \]

\[ \frac{\partial}{\partial x^{(1)}} A_N = \frac{\beta^2}{2} (1 - (1 - \theta)q_{12}^2_2 - \theta q_{12}^2_1) \quad (58) \]

\[ \frac{\partial}{\partial x^{(2)}} A_N = \frac{\beta^2}{2} (1 - (1 - \theta)q_{12}^2_2) \quad (59) \]

\[ \frac{\partial}{\partial w} A_N = \beta J_0 \langle m \rangle. \quad (60) \]

Since the proof of this lemma is pretty lengthy but does not require any tricky passage, we leave it for the appendix A.

**Proposition 3.** The streaming of the 1RSB interpolating quenched pressure obeys, at finite volume \( N \), a standard transport equation, that reads as

\[ \frac{dA_N}{dt} = \frac{\partial}{\partial t} A_N + \dot{x}^{(1)} \frac{\partial}{\partial x^{(1)}} A_N + \dot{x}^{(2)} \frac{\partial}{\partial x^{(2)}} A_N + \dot{w} \frac{\partial}{\partial w} A_N = S(t, r) + V_N(t, r), \quad (61) \]

where

\[ S(t, r) := \frac{\beta^2}{4} J_2^2 \left[ 1 + (1 - \theta)q_{12}^2_2 - 2q_{12}^2_2 + \theta q_{12}^2_1 \right] - \frac{\beta}{2} J_0 \dot{m}^2, \quad (62) \]
\[ V_N(t,r) := \frac{\beta^2}{4} J^2 \left( (1 - \theta)(q_{12} - \bar{q}_2)^2_2 + \theta(q_{12} - \bar{q}_1)^2_1 \right) + \frac{\beta J_0}{2} \langle \bar{m}^2 - m \rangle^2. \]  

**Proof.** Recalling definition 8, we can write
\[
\begin{align*}
\langle (q_{12} - \bar{q}_2)^2 \rangle_1 &= \langle q_{12}^2 \rangle_1 + \bar{q}_1^2 - 2\bar{q}_2 \langle q_{12} \rangle_1 \\
\langle (q_{12} - \bar{q}_2)^2 \rangle_2 &= \langle q_{12}^2 \rangle_2 + \bar{q}_2^2 - 2\bar{q}_2 \langle q_{12} \rangle_2 \\
\langle (m^2 - \bar{m})^2 \rangle &= \langle m^2 \rangle + \bar{m}^2 - 2\bar{m} \langle m \rangle.
\end{align*}
\]

Starting from (57) and using (64)–(66) we get
\[
\begin{align*}
\frac{\partial}{\partial t} A_N &= \frac{\beta^2}{4} J^2 \left( 1 - (1 - \theta) \left[ \langle (q_{12} - \bar{q}_2)^2 \rangle_2 + \bar{q}_2^2 - 2\bar{q}_2 \langle q_{12} \rangle_2 \right] \\
&\quad - \theta \left[ \langle (q_{12} - \bar{q}_1)^2 \rangle_1 - \bar{q}_1^2 + 2\bar{q}_1 \langle q_{12} \rangle_1 \right] \right) + \frac{\beta J_0}{2} \left[ \langle (m - \bar{m})^2 \rangle - \bar{m}^2 + 2\bar{m} \langle m \rangle \right].
\end{align*}
\]

Now, we include (58)–(60) to get
\[
\begin{align*}
\frac{\partial}{\partial t} A_N &= \frac{\beta^2}{4} J^2 - \frac{\beta^2}{4} J^2 (1 - \theta) \langle (q_{12} - \bar{q}_2)^2 \rangle_2 + \frac{\beta^2}{4} J^2 (1 - \theta) \bar{q}_2^2 \\
&\quad + J^2 \bar{q}_2 \left( \frac{\partial}{\partial x^{(2)}} A_N - \frac{\beta^2}{2} \right) - \frac{\beta^2}{2} J^2 \theta \langle (q_{12} - \bar{q}_1)^2 \rangle_1 - \frac{\beta^2}{4} J^2 \theta \bar{q}_1^2 \\
&\quad - J^2 \bar{q}_1 \left( \frac{\partial}{\partial x^{(1)}} A_N - \frac{\beta^2}{2} + \frac{\beta^2}{2} (1 - \theta) \langle q_{12} \rangle_2 \right) + \frac{\beta J_0}{2} \langle (m - \bar{m})^2 \rangle \\
&\quad - \frac{\beta J_0}{2} \bar{m}^2 + \bar{m} \frac{\partial}{\partial w} A_N.
\end{align*}
\]

Rearranging the equation along with (62) and (63), we obtain
\[
\begin{align*}
\frac{\partial}{\partial t} A_N &= J^2 \bar{q}_1 \frac{\partial}{\partial x^{(1)}} A_N + \bar{m} \frac{\partial}{\partial w} A_N + J^2 (\bar{q}_2 - \bar{q}_1) \frac{\partial}{\partial x^{(2)}} A_N + V_N(t,r) + S(t,r),
\end{align*}
\]
and we reach the thesis by posing
\[
\begin{align*}
\dot{x}^{(1)} &= -J^2 \bar{q}_1 \\
\dot{x}^{(2)} &= -J^2 (\bar{q}_2 - \bar{q}_1) \\
\dot{\bar{w}} &= -m.
\end{align*}
\]

**Remark 6.** In the thermodynamic limit, in the 1RSB scenario under investigation, we have
\[
\begin{align*}
\lim_{N \to +\infty} \langle m \rangle &= \bar{m} \\
\lim_{N \to +\infty} \langle q_{12} \rangle_1 &= \bar{q}_1 \\
\lim_{N \to +\infty} \langle q_{12} \rangle_2 &= \bar{q}_2
\end{align*}
\]
in such a way that the potential in (61) is vanishing, that is
\[
\lim_{N \to \infty} V_N(t, r) = 0. \tag{74}
\]

Note that setting the potential equal to zero is equivalent to assuming the existence of two temporal scales for thermalization, a slow one and a fast one, and self-averaging within each time scale, in such a way that if two replicas behave the same on both the timescales the average for their overlap is given by \( \langle \cdot \rangle_2 \), while if they match only on the fast one but not on the slow one then the average for their overlap is given by \( \langle \cdot \rangle_1 \); we refer to section 4.1 for a deeper discussion on the physics behind this choice.

Exploiting remark 6 we can prove the following

**Proposition 4.** The transport equation associated to the interpolating pressure of the Sherrington-Kirkpatrick model with a ferromagnetic contribution, in the thermodynamic limit and in the 1RSB scenario, reads as

\[
\frac{\partial}{\partial t} \mathcal{A}_{\text{1RSB}} - \dot{q}_1 J^2 \frac{\partial}{\partial x^{(1)}} \mathcal{A}_{\text{1RSB}} - (\dot{q}_2 - \ddot{q}_1) J^2 \frac{\partial}{\partial x^{(2)}} \mathcal{A}_{\text{1RSB}} - \bar{m} \frac{\partial}{\partial w} \mathcal{A}_{\text{1RSB}} = \frac{\beta^2}{4} J^2 - \frac{\beta J_0}{2} \bar{m}^2 + \frac{\beta^2}{4} J^2 (\theta \dot{q}_1^2 + (1 - \theta) \ddot{q}_2^2) - \frac{\beta^2}{2} \dot{t} \ddot{q}_2, \tag{75}
\]

whose solution is given by

\[
\mathcal{A}_{\text{1RSB}}(t, r) = \log 2 + E_1 \left\{ \frac{1}{\theta} \log \left[ E_2 \left( \cosh^2 \left( \beta \sum_{a=1}^{2} \sqrt{x_0^{(a)} h^{(a)} + \beta w_0 J_0} \right) \right) \right] \right\}
+ \frac{\beta^2}{4} J^2 \left[ \frac{1}{2} (\theta \dot{q}_1^2 + (1 - \theta) \ddot{q}_2^2) \bar{m} - 2 \dot{q}_2 \right] - \frac{\beta J_0}{2} \bar{m}^2 t. \tag{76}
\]

**Proof.** The PDE (75) in the thermodynamic limit can be obtained from (67) using (74). This PDE can be solved via the method of the characteristics: the solution can be written in the form

\[
\dot{A}(t, r) = \mathcal{A}_V(0, r - \dot{r} t) + S(t, r) \dot{t} \tag{77}
\]

where \( \dot{r} = (\dot{x}^{(1)}, \dot{x}^{(2)}, \dot{w}) \) and the characteristics are

\[
x^{(1)} = x^{(1)}_0 - J^2 \dot{q}_1 t, \tag{78}
\]

\[
x^{(2)} = x^{(2)}_0 - J^2 (\ddot{q}_2 - \dddot{q}_1) t, \tag{79}
\]

\[
w = w_0 - \dot{m} t. \tag{80}
\]

The Cauchy condition, corresponding to \( t = 0 \) and \( r_0 = r(t = 0) \), can be calculated directly, as it is a one-body calculation, and returns

\[
\mathcal{A}_V(0, r_0) = \frac{1}{N} E_1 E_1 \left\{ \frac{1}{\theta} \log \left[ E_2 \left( \sum_{\sigma} \exp \left( \beta \sum_{i=1}^{N} \sum_{a=1}^{2} \sqrt{x_0^{(a)} h^{(a)} \sigma_i + \beta w_0 J_0 \sigma_i} \right) \right) \right] \right\}
= \frac{1}{N} E_1 \left\{ \frac{1}{\theta} \log \left[ E_2 \left( \prod_{\sigma} \exp \left( \beta \sum_{a=1}^{2} \sqrt{x_0^{(a)} h^{(a)} \sigma_i + \beta w_0 J_0 \sigma_i} \right) \right) \right] \right\} \tag{81}
\]

where in the second passage we factorized the exponential functions. Now, we apply the definition of hyperbolic cosine and, since we have \( N \) copies of the same average, it is possible
to simplify the factor $1/N$ as
\[ A_N(0, r_0) = \log 2 + \mathbb{E}_1 \left\{ \frac{1}{\theta} \log \left[ \mathbb{E}_2 \left( \cosh^\theta \left( \beta \sum_{a=1}^2 \sqrt{x_0^{(a)} h^{(a)}} + \beta \mu_0 J_0 \right) \right) \right] \right\}. \quad (82) \]

To sum up, placing (82) in (77), we reach (76).

We have all the ingredients to state the first main theorem, namely

**Theorem 1.** The 1RSB quenched pressure for the Sherrington-Kirkpatrick model with a ferromagnetic contribution, in the thermodynamic limit, reads as
\[ A_{1RSB}(\beta, J_0, J) = \log 2 + \mathbb{E}_1 \left\{ \frac{1}{\theta} \log \left[ \mathbb{E}_2 \left( \cosh^\theta \left( \beta J \sqrt{q_2 - q_1} h^{(1)} \right) \right) \right] \right\} + \frac{\beta^2}{4} J^2 - \frac{\beta J_0}{2} \theta^2 + \frac{\beta^2}{4} J^2 (\theta \bar{q}_2^2 + (1 - \theta) q_2^2) - \frac{\beta^2}{2} \bar{J} \bar{q}_2. \quad (83) \]

**Proof.** It is sufficient to pose $t = 1$ and $x^{(1)} = x^{(2)} = w = 0$ in (76). In fact, for this choice of interpolating parameters we recover the original model.

**Corollary 3.** The self-consistent equations for the order parameters of the model (1) read as
\[ \bar{q}_1 = \mathbb{E}_1 \left\{ \frac{\mathbb{E}_2 \left[ \cosh^\theta \left( g(h, \bar{m}) \right) \tanh \left( g(h, \bar{m}) \right) \right]}{\mathbb{E}_2 \left[ \cosh^\theta \left( g(h, \bar{m}) \right) \right]} \right\} \quad (84) \]
\[ \bar{q}_2 = \mathbb{E}_1 \left\{ \frac{\mathbb{E}_2 \left[ \cosh^\theta \left( g(h, \bar{m}) \right) \tanh^2 \left( g(h, \bar{m}) \right) \right]}{\mathbb{E}_2 \left[ \cosh^\theta \left( g(h, \bar{m}) \right) \right]} \right\} \quad (85) \]
\[ \bar{m} = \mathbb{E}_1 \left\{ \frac{\mathbb{E}_2 \left[ \cosh^\theta \left( g(h, \bar{m}) \right) \tanh \left( g(h, \bar{m}) \right) \right]}{\mathbb{E}_2 \left[ \cosh^\theta \left( g(h, \bar{m}) \right) \right]} \right\}, \quad (86) \]

where $h = (h^{(1)}, h^{(2)})$, and $g(h, \bar{m}) = \beta \frac{4}{\sqrt{q_1}} \sqrt{q_1} h^{(1)} + \beta \frac{4}{\sqrt{q_2}} \sqrt{q_2} h^{(2)} + \beta \bar{m} J_0$.

**Proof.** Here we just sketch the proof, while full details are provided in appendix B.

First, let us resume the derivatives (58)–(60) and set them in the 1RSB framework
\[ \frac{\partial}{\partial x^{(1)}} A_{1RSB} = \frac{\beta^2}{2} - \frac{\beta^2}{2} (1 - \theta) \bar{q}_2 - \theta \bar{q}_1 \quad (87) \]
\[ \frac{\partial}{\partial x^{(2)}} A_{1RSB} = \frac{\beta^2}{2} - \frac{\beta^2}{2} (1 - \theta) \bar{q}_2 \quad (88) \]
\[ \frac{\partial}{\partial \bar{m}} A_{1RSB} = \frac{\beta J_0}{2} \bar{m}. \quad (89) \]

This set of equations is interpreted as a system of three equations and three unknowns $(\bar{m}, \bar{q}_1, \bar{q}_2)$. Next, we evaluate the derivatives of $A_{1RSB}$ w.r.t. $x^{(1,2)}$ and $\bar{m}$ starting from (83), we plug the resulting expressions into (87)–(89) and, finally, with some algebra, we get (84)–(86).
2.3. Broken replica interpolation: 2RSB solution

In the second step of RSB, the two-replica overlaps \( q_{ab} \) can concentrate on three values, referred to as \( q_1, q_2, q_3 \), while we still assume \( m \) to be self-averaging. Otherwise stated, definition 8 is updated by

**Definition 11.** In the second step of replica-symmetry breaking, the distribution of the two-replica overlap, in the thermodynamic limit, displays three delta-peaks at the equilibrium values (denoted with \( q_1, q_2, q_3 \)) and the concentration on the three values is ruled by \( \theta_1 \in [0, 1], \theta_2 \in [0, 1] \), namely

\[
\lim_{N \to +\infty} P_N(q) = \theta_1 \delta(q - q_1) + \theta_2 \delta(q - q_2) + (1 - \theta_1 - \theta_2) \delta(q - q_3),
\]

(90)

while the magnetization still self-averages at \( \bar{m} \) as in (11).

Further, we need to introduce a new interpolating structure as well as a more complex quenched average, as reported in the following

**Definition 12.** Given the interpolating parameters \( \mathbf{r} = (x^{(1)}, x^{(2)}, x^{(3)}, w), t \) and the i.i.d. auxiliary fields \( \{ h^{(1)}_i, h^{(2)}_i, h^{(3)}_i \}_{i=1,\ldots,N} \), with \( h^{(1,2,3)}_i \sim \mathcal{N}(0, 1) \), for \( i = 1, \ldots, N \), we can write the 2RSB interpolating partition function \( Z_N(t, \mathbf{r}) \) recursively, starting by

\[
Z_0(t, \mathbf{r}) = \sum_{\mathbf{\sigma}} \exp \left[ \beta \left( \sqrt{\frac{J}{2N}} \sum_{i,j=1}^{N} \sigma_i \sigma_j z_{ij} + \sum_{a=1}^{3} \sqrt{\chi^{(a)}} \sum_{i=1}^{N} h^{(a)}_i \sigma_i \right) + \frac{J_0}{2N} m^2(\mathbf{\sigma}) + w J_0 N m(\mathbf{\sigma}) \right],
\]

(91)

and then averaging out the fields one per time, namely by defining

\[
Z_1(t, \mathbf{r}) = \mathbb{E}_1 \left[ Z_0(t, \mathbf{r})^{\theta_1} \right]^{1/\theta_1},
\]

(92)
\[
Z_2(t, \mathbf{r}) = \mathbb{E}_2 \left[ Z_1(t, \mathbf{r})^{\theta_1} \right]^{1/\theta_1},
\]

(93)
\[
Z_3(t, \mathbf{r}) = \mathbb{E}_1 \left[ \log Z_2(t, \mathbf{r}) \right],
\]

(94)
\[
Z_N(t, \mathbf{r}) := Z_0(t, \mathbf{r}),
\]

(95)

where with \( \mathbb{E}_a \) we denote the average over the variables \( h^{(a)}_i \)’s, for \( a = 1, 2, 3 \) and with \( \mathbb{E}_0 \) we shall denote the average over the variables \( z_{ij} \)'s, further, we adopt the vectorial notation \( x = (x^{(1)}, x^{(2)}, x^{(3)}) \).

**Definition 13.** The 2RSB interpolating pressure, at finite volume \( N \), is introduced as

\[
\mathcal{A}_N(t, \mathbf{r}) := \frac{1}{N} \mathbb{E}_0 \left[ \log Z_N(t, \mathbf{r}) \right],
\]

(96)

and, in the thermodynamic limit,

\[
\mathcal{A}(t, \mathbf{r}) := \lim_{N \to \infty} \mathcal{A}_N(t, \mathbf{r}).
\]

(97)

By setting \( t = 1, \mathbf{x} = \mathbf{0}, \) and \( w = 0 \), the interpolating pressure recovers the standard pressure (7), that is, \( \mathcal{A}_N(\beta, J_0, J) = \mathcal{A}_N(t = 1, \mathbf{r} = \mathbf{0}) \).
Remark 7. In order to lighten the notation, hereafter we use the following

\[ \langle m \rangle = E_0 E_1 E_2 E_3 \left[ W_2 W_1 \frac{1}{N} \sum_{i=1}^{N} \omega(\sigma_i) \right] \]  

(98)

\[ \langle m^2 \rangle = E_0 E_1 E_2 E_3 \left[ W_2 W_1 \frac{1}{N} \sum_{i,j=1}^{N} \omega(\sigma_i \sigma_j) \right] \]  

(99)

\[ \langle q_{12} \rangle_1 = E_0 E_1 \left[ \frac{1}{N} \sum_{i=1}^{N} [E_2 (W_3 \omega(\sigma_i))]^2 \right] \]  

(100)

\[ \langle q_{12} \rangle_2 = E_0 E_1 \left[ \frac{1}{N} \sum_{i=1}^{N} [E_3 (W_3 \omega(\sigma_i))]^2 \right] \]  

(101)

\[ \langle q_{12} \rangle_3 = E_0 E_1 E_2 E_3 \left[ W_2 E_3 \left( W_3 \frac{1}{N} \sum_{i=1}^{N} \omega^2(\sigma_i) \right) \right] \]  

(102)

where we define the weights

\[ W_2 := \frac{Z_{\theta_1}^\beta}{E_2 \left[ Z_{\theta_1}^\beta \right]}. \]  

(103)

\[ W_3 := \frac{Z_{\theta_2}^\beta}{E_3 \left[ Z_{\theta_2}^\beta \right]}. \]  

(104)

In analogy to subsections 2.1 and 2.2, we aim to build a differential equation for the interpolating quenched pressure for which we preliminary need to evaluate the partial derivatives as given by

Lemma 3. The partial derivatives of the interpolating quenched pressure read as

\[ \frac{\partial}{\partial t} A_N = \frac{\beta^2}{4} \sum_{i=1}^{N} \omega(\sigma_i) \left( 1 - (1 - \theta_2)(q_{12}^2)_i - (\theta_2 - \theta_1)(q_{12}^2)_{i2} - \theta_1(q_{12}^2)_{i1} \right) + \frac{\beta J_0}{2} \langle m^2 \rangle \]  

(105)

\[ \frac{\partial}{\partial x} A_N = \frac{\beta^2}{2} \left( (1 - \theta_2)(q_{12}^2)_{i2} - (\theta_2 - \theta_1)(q_{12}^2)_{i2} - \theta_1(q_{12}^2)_{i1} \right) \]  

(106)

\[ \frac{\partial}{\partial x^2} A_N = \frac{\beta^2}{2} \left( (1 - \theta_2)(q_{12}^2)_{i2} - (\theta_2 - \theta_1)(q_{12}^2)_{i2} \right) \]  

(107)

\[ \frac{\partial}{\partial x} A_N = \frac{\beta^2}{2} \left( (1 - \theta_2)(q_{12}^2)_{i1} \right) \]  

(108)

\[ \frac{\partial}{\partial w} A_N = \beta J_0 \langle m \rangle. \]  

(109)
We omit the proof since it is similar to that provided for lemma 2. Indeed, similarly to proposition 3, we can write

**Proposition 5.** The streaming of the 2RSB interpolating quenched pressure obeys, at finite volume \(N\), a standard transport equation, that reads as

\[
\frac{dA_N}{dt} = \frac{\partial}{\partial t} A_N + \dot{x}^{(1)} \frac{\partial}{\partial x^{(1)}} A_N + \dot{x}^{(2)} \frac{\partial}{\partial x^{(2)}} A_N + \dot{x}^{(3)} \frac{\partial}{\partial x^{(3)}} A_N + w \frac{\partial}{\partial w} A_N
\]

\[
= S(t, r) + V_N(t, r),
\]

where

\[
S(t, r) = \frac{\beta}{2} \frac{J}{2} \left[(1 - \bar{q})^2 - \theta_1 (\bar{q}_2^2 - \bar{q}_1^2) - \theta_2 (\bar{q}_3^2 - \bar{q}_2^2)\right] - \frac{\beta}{2} J \bar{m}^2,
\]

\[
V_N(t, r) = \frac{\beta}{2} \frac{J}{2} \left[(1 - \theta_2) (\bar{q}_{12} - \bar{q}_2)^2_1 + (\theta_2 - \theta_1) (\bar{q}_{12} - \bar{q}_3)^2_2 + \theta_1 (\bar{q}_{12} - \bar{q}_1)^2_1\right].
\]

Note that here the characteristics are

\[
\dot{x}^{(1)} = -\bar{q}_1 J^2
\]

\[
\dot{x}^{(2)} = -(\bar{q}_2 - \bar{q}_1) J^2
\]

\[
\dot{x}^{(3)} = -(\bar{q}_3 - \bar{q}_2) J^2
\]

\[
\dot{w} = -m.
\]

**Remark 8.** In the thermodynamic limit, in the 2RSB scenario considered, we have

\[
\lim_{N \to +\infty} \langle m \rangle = \bar{m}
\]

\[
\lim_{N \to +\infty} \langle q_{12} \rangle_1 = \bar{q}_1
\]

\[
\lim_{N \to +\infty} \langle q_{12} \rangle_2 = \bar{q}_2
\]

\[
\lim_{N \to +\infty} \langle q_{12} \rangle_3 = \bar{q}_3
\]

in such a way that the potential in (110) is vanishing, that is

\[
\lim_{N \to +\infty} V_N(t, r) = 0.
\]

By naturally extending the picture obtained for the 1RSB case, setting the potential equal to zero is equivalent to requiring three temporal scales (slow, intermediate and fast) for thermalization and self-averaging within each time scale; we refer to section 4.1 for a deeper discussion on the physics behind this choice.

Exploiting the last remark we can prove the following

**Proposition 6.** The transport equation associated to the interpolating pressure function defined in (96), in the thermodynamic limit and in the 2RSB scenario, reads as
Theorem 2. The 2RSB quenched pressure for the Sherrington-Kirkpatrick model with a ferromagnetic contribution, in the thermodynamic limit, reads as

\[
A_{2\text{RSB}}(\beta, J_0, J) = \log 2 + E_1 \left\{ \frac{1}{\theta_1} \log \left[ E_2 \left[ \frac{E_3 \left( \cosh^{\theta_2}(g(h, \bar{m})) \right)^{\frac{1}{\theta_2}}}{E_2 \left[ E_3 \left( \cosh^{\theta_2}(g(h, \bar{m})) \right)^{\frac{1}{\theta_2}} \right]} \right] \right\} ^2
\]

\[
+ \frac{\beta J_0}{2} \left[ (1 - \bar{q}_3)^2 - \theta_1(\bar{q}_2^2 - \bar{q}_1^2) - \theta_2(\bar{q}_3^2 - \bar{q}_2^2) \right] - \frac{\beta J_0}{2} m^2. \tag{120}
\]

Proof. It is sufficient to pose \( t = 1 \) and \( x^{(1)} = x^{(2)} = x^{(3)} = w = 0 \) in (119). In fact, for this choice of interpolating parameters we recover the original model. \( \square \)

Corollary 4. The self-consistent equations for the order parameters of the model (1) read as

\[
\bar{q}_1 = E_1 \left\{ \frac{E_2 \left[ E_3 \left( \cosh^{\theta_2}(g(h, \bar{m})) \right)^{\frac{1}{\theta_2}} \right]}{E_2 \left[ E_3 \left( \cosh^{\theta_2}(g(h, \bar{m})) \right)^{\frac{1}{\theta_2}} \right]} \right\} ^2 \tag{121}
\]

\[
\bar{q}_2 = E_1 \left\{ \frac{E_2 \left[ E_3 \left( \cosh^{\theta_2}(g(h, \bar{m})) \right)^{\frac{1}{\theta_2}} \right]}{E_2 \left[ E_3 \left( \cosh^{\theta_2}(g(h, \bar{m})) \right)^{\frac{1}{\theta_2}} \right]} \right\} ^2 \tag{122}
\]

\[
\bar{q}_3 = E_1 \left\{ \frac{E_2 \left[ E_3 \left( \cosh^{\theta_2}(g(h, \bar{m})) \right)^{\frac{1}{\theta_2}} \right]}{E_2 \left[ E_3 \left( \cosh^{\theta_2}(g(h, \bar{m})) \right)^{\frac{1}{\theta_2}} \right]} \right\} ^2 \tag{123}
\]
Values (denoted by replica overlap, in the thermodynamic limit displays this set of equations is interpreted as a system of three equations and three unknowns (Definition 14).

In the K
th step of replica-symmetry breaking, the distribution of the two-replica overlap, in the Hopfield counterpart, we will recover the already known expressions for its 1RSB and 2RSB quenched pressure, we now just give hints on the structure of the quenched pressure of the Sherrington-Kirkpatrick model with a ferromagnetic contribution for arbitrary, but finite, K steps of RSB.

**Definition 14.** In the Kth step of replica-symmetry breaking, the distribution of the two-replica overlap, in the thermodynamic limit displays K + 1 delta-peaks at the equilibrium values (denoted by \( \bar{q}_1, \ldots, \bar{q}_{K+1} \)) and the concentration is ruled by \( \theta_i \in [0, 1], i = 1, \ldots, K \), namely

\[
\lim_{N \to +\infty} P_N(q) = \sum_{a=0}^{K} (\theta_{a+1} - \theta_a) \delta(q - \bar{q}_{a+1})
\]

with \( \theta_0 = 0 \) and \( \theta_{K+1} = 1 \).

**Definition 15.** Given the interpolating parameters \( r = (x^{(1)}, \ldots, x^{(K+1)}, w) \), \( r \) and the i.i.d. auxiliary fields \( \{h_i^{(1)}, h_i^{(2)}, \ldots, h_i^{(K+1)}\}_{i=1, \ldots, N} \), with \( h_i^{(1,\ldots,K+1)} \sim \mathcal{N}(0, 1) \), for \( i = 1, \ldots, N \), we can write the K-RSB interpolating partition function \( Z_N(t, r) \) recursively, starting by

\[
\bar{m} = \mathbb{E}_1 \left[ \frac{E_2 \left[ E_3 \cosh \theta_x (g(h, \bar{m})) \right]}{E_2 \left[ E_3 \cosh \theta_x (g(h, \bar{m})) \right]} \right] (124)
\]

where \( h = (h^{(1)}, h^{(2)}, h^{(3)}) \), and \( g(h, \bar{m}) = \beta J \sqrt{q_1 h^{(1)} + q_2 h^{(2)} + q_3 h^{(3)} + \beta \bar{m} J_0} \).

**Proof.** Here we just sketch the proof, which is similar to that provided for corollary 3.

First, let us resume the derivatives (106)–(109) and set them in the 2RSB framework

\[
\frac{\partial}{\partial x^{(i)}} A_{2RSB}^{RSB} = \frac{\beta^2}{2} - \frac{\beta^2}{2}(1 - \theta_2)q_3 - \frac{\beta^2}{2}(\theta_2 - \theta_1)q_2 - \theta_1q_1
\]

(125)

\[
\frac{\partial}{\partial x^{(i)}} A_{2RSB}^{RSB} = \frac{\beta^2}{2} - \frac{\beta^2}{2}(1 - \theta_2)q_3 - \frac{\beta^2}{2}(\theta_2 - \theta_1)q_2
\]

(126)

\[
\frac{\partial}{\partial x^{(i)}} A_{2RSB}^{RSB} = \frac{\beta^2}{2} - \frac{\beta^2}{2}(1 - \theta_2)q_3
\]

(127)

\[
\frac{\partial}{\partial w} A_{2RSB} = \beta J_0 \bar{m}.
\]

This set of equations is interpreted as a system of three equations and three unknowns (\( \bar{m}, \bar{q}_1, \bar{q}_2, \bar{q}_3 \)). Next, we evaluate the derivatives of \( A_{2RSB}^{RSB} \) w.r.t. \( x^{(1,2,3)} \) and \( w \) starting from (120), we plug the resulting expressions into (125)–(128) and, finally, with some algebra, we get the self-consistencies.

**2.4. Broken replica interpolation: K-RSB solution**

While the first two steps of RSB were treated in details (for illustrative purposes and because, in the Hopfield counterpart, we will recover the already known expressions for its 1RSB and 2RSB quenched pressure), we now just give hints on the structure of the quenched pressure of the Sherrington-Kirkpatrick model with a ferromagnetic contribution for arbitrary, but finite, K steps of RSB.
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\[ \mathcal{Z}_{K+1}(t, r) = \sum_\sigma \exp \left[ \beta \left( \sqrt{\frac{J}{N}} \sum_{i,j=1}^{N} \sigma_i \sigma_j z_{ij} + \frac{K+1}{2} \sum_{a=1}^{K+1} \sqrt{\lambda_a} h_i^{(a)} \sigma_i \right) + \frac{J_0}{2} \left( v N m^2(\sigma) + w J_0 N m(\sigma) \right) \right], \quad (130) \]

and then averaging out the fields one per time by applying $\mathbb{E}_a$, which denotes the average over the variables $h_i^{(a)}$s, for $a = 1, \ldots, K + 1$, while $\mathbb{E}_0$ denotes the average over the variables $z_{ij}$s.

**Proposition 7.** The streaming of the $K$ -- RSB interpolating quenched pressure obeys, at finite volume $N$ and finite $K$, a standard transport equation, namely

\[ \frac{d}{dt} A_N = \frac{\partial}{\partial t} A_N + \sum_{b=1}^{K+1} x^{(b)} \frac{\partial}{\partial x^{(b)}} A_N + w \frac{\partial}{\partial w} A_N = S(t, r) + V_N(t, r) \quad (131) \]

where

\[ S(t, r) = -\frac{\beta J_0}{2} \bar{m}^2 - \frac{\beta^2}{4} J^2 \left( \sum_{a=0}^{K} (\theta_{a+1} - \theta_a) q_{a+1}^2 \right) + \frac{\beta}{2} \sum_{a=0}^{K} J_a \left( q_{a+1} - q_a \right)^2 + \frac{1}{2} \sum_{a=0}^{K} (q_{a+1} - q_a)^2 \| (m - \bar{m}) \|^2. \quad (132) \]

\[ V_N(t, r) = -\frac{\beta^2}{4} J^2 \sum_{a=0}^{K} (\theta_{a+1} - \theta_a) (q_{a+1} - q_a)^2 + \frac{1}{2} \sum_{a=0}^{K} (q_{a+1} - q_a)^2 \| (m - \bar{m}) \|^2. \quad (133) \]

**Proof.** The proof is analogous to the previous ones provided for the 1RSB and 2RSB pictures. We start from

\[ \frac{\partial}{\partial t} A_N = \frac{\beta J_0}{2} \bar{m}^2 + \frac{\beta^2}{4} J^2 \left( 1 - \sum_{a=0}^{K} (\theta_{a+1} - \theta_a) (q_{a+1}^2) \right), \quad (134) \]

then we use

\[ (q_{a+1} - q_a)^2 = (q_{a+1}^2) + q_a^2 - 2 q_a (q_{a+1}), \quad \forall \ a = 1, \ldots, K + 1 \quad (135) \]

\[ (m - \bar{m})^2 = (\bar{m}^2) + \bar{m} - 2 \bar{m} (m) \quad (136) \]

\[ \frac{\beta^2}{2} = \frac{\beta^2}{2} \left( 1 - \bar{q}_{K+1} + \sum_{b=0}^{K} (q_{b+1} - q_b) \right) \quad (137) \]

where $\bar{q}_0 = 0$. In this way, posing

\[ \dot{x}^{(b)} = -(\bar{q}_b - \bar{q}_{b-1}), \quad b = 1, \ldots, K + 1 \quad (138) \]

\[ \dot{w} = -m \quad (139) \]

we obtain the derivatives w.r.t. each $x^{(b)}$ and w.r.t. $w$.  \qed
\[ \frac{d}{dt} A_N = \frac{\partial}{\partial t} A_N + \sum_{b=0}^{K} \frac{\partial^{(b+1)}}{\partial x^{(b+1)}} A_N + \tilde{w} \frac{\partial}{\partial \tilde{w}} A_N \]
\[ = \frac{\beta J_0}{2} m^2 - \frac{\beta^2}{4} \left( \sum_{a=0}^{K} (\theta_{a+1} - \theta_a) q_a^2 \right) + \frac{\beta^2}{2} (1 - \bar{q}_{K+1}) \quad (140) \]
whose solution is given by
\[ A_N = A_N(0, r - i t) + t \left[ \frac{\beta J_0}{2} m^2 - \frac{\beta^2}{4} \left( \sum_{a=0}^{K} (\theta_{a+1} - \theta_a) q_a^2 \right) + \frac{\beta^2}{2} (1 - \bar{q}_{K+1}) \right] \quad (141) \]
where
\[ A_N(0, r - i t) = \frac{1}{\tilde{h}_1} \int Dh^{(1)} \log N_1 \quad (142) \]
with
\[ N_a = \begin{cases} \int Dh^{(a+1)} [N_{a+1}] \frac{q_a}{q_{a+1}} & \text{for } a = 1, \ldots, K \\ 2 \cosh \left( \beta(w + \sum_{a=0}^{K} \sqrt{\chi_0^{(a)} h^{(a)}}) \right) & \text{for } a = K + 1 \end{cases} \quad (143) \]
and \( Dh^{(a)} \) represents the Gaussian measure, namely \( dh^{(a)} = (2\pi)^{-\frac{1}{2}} \exp(-h^{(a)^2}/2) \).

We can finally state the last, and more general, theorem for the first model under investigation.

**Theorem 3.** The K-RSB quenched pressure for the Sherrington-Kirkpatrick model with a ferromagnetic contribution, in the thermodynamic limit, reads as
\[ A_{KRSB} = \frac{1}{\tilde{h}_1} \int DF^{(1)} \log N_1 + \left[ \frac{\beta J_0}{2} m^2 - \frac{\beta^2}{4} \left( \sum_{a=0}^{K} (\theta_{a+1} - \theta_a) q_a^2 \right) + \frac{\beta^2}{2} (1 - \bar{q}_{K}) \right] \quad (144) \]
with
\[ N_a = \begin{cases} \int Dh^{(a+1)} [N_{a+1}] \frac{q_a}{q_{a+1}} & \text{for } a = 1, \ldots, K \\ 2 \cosh \left( \beta(i\tilde{m} + \sum_{a=0}^{K} \sqrt{q_{a} - q_{a-1}} h^{(a)}) \right) & \text{for } a = K + 1 \end{cases} \quad (145) \]

**Proof.** If we put \( t = 1 \) and \( r = 0 \) we obtain the K-RSB quenched pressure. \( \square \)

**Remark 9.** The construction of the transport equation is guaranteed by the original Guerra’s scheme [36]: considering \( J_{ij} \sim \mathcal{N}(0, 1) \), if we pose \( \sqrt{x^{(a)}} = \sqrt{(1-t)(q_a - q_{a-1})} \) in Guerra’s partition function
\[ \sum_{\sigma} \exp \left( \sqrt{\beta} \sum_{i,j=1}^{N} J_{ij} \sigma_i \sigma_j + \beta \sum_{i=1}^{N} \sigma_i + \beta \sqrt{1 - t} \sum_{a=0}^{K} \sqrt{q_a - q_{a-1}} \sum_{l=1}^{K} J_{l}^{(a)} \sigma_l \right) \quad (146) \]

we can use theorem 4 of the paper [36], namely

$$\frac{d}{dr} A_N = -\frac{\beta^2}{4} \left( 1 - \sum_{a=0}^{K} (m_{a+1} - m_a)q_a^2 \right) - \frac{\beta^2}{4} \sum_{a=0}^{K} (m_{a+1} - m_a)(q_{12} - \tilde{q}_a)^2 $$

(147)

to compute, being aware of (135), the transport equation also for the present (trivial) generalization.

**Corollary 5.** The self-consistency equations for the order parameters are thus

$$q_1 = E_1 \left\{ \frac{1}{N_1} E_2 \left[ N_2^{\frac{1}{2}} \cdots E_{K+1} \left( \cosh^{q_k} (g(h, \tilde{m})) \tanh (g(h, \tilde{m})) \right) \right] \right\}^2 $$

(148)

$$q_2 = E_1 \left\{ \frac{1}{N_1} E_2 \left[ N_2^{\frac{1}{2}} \cdots E_{K+1} \left( \cosh^{q_k} (g(h, \tilde{m})) \tanh (g(h, \tilde{m})) \right) \right] \right\}^2 $$

(149)

...$$q_{K+1} = E_1 \left\{ \frac{1}{N_1} E_2 \left[ N_2^{\frac{1}{2}} \cdots E_{K+1} \left( \cosh^{q_k} (g(h, \tilde{m})) \tanh^2 (g(h, \tilde{m})) \right) \right] \right\} $$

(150)

$$m = E_1 \left\{ \frac{1}{N_1} E_2 \left[ N_2^{\frac{1}{2}} \cdots E_{K+1} \left( \cosh^{q_k} (g(h, \tilde{m})) \tanh (g(h, \tilde{m})) \right) \right] \right\} $$

(151)

where $h = (h^{(1)}, \ldots, h^{(K+1)})$, $g(h, \tilde{m}) = \beta \tilde{m} + \beta \sum_{a=1}^{K+1} \sqrt{q_a - \tilde{q}_a - h^{(a)}}$, and $N_1, \ldots, N_{K+1}$ are defined in (145).

**Proof.** The proof to achieve the expression of the self-consistency equation for $m$ is identical to the previous cases, hence we omit it. Conversely, for the other self-consistency equations, we extremize the pressure, the latter depending on $\{x^{(a)}_0\}_{a=1, \ldots, K+1}$, on $w_0$ and on the derivatives w.r.t. these parameters.

The derivatives w.r.t. $x^{(a)}_0$ consist of $K + 2 - a$ pieces, namely

$$\partial_{x^{(a)}_0} A_N = \sum_{j=1}^{K+2-a} A_j, $$

(152)

$$A_1 = -\frac{\beta^2}{2} \theta_1 \left\{ \frac{1}{N_1} E_2 \left[ N_2^{\frac{1}{2}} \cdots E_{K+1} \left( \cosh^{q_k}(g(h, m)) \tanh(g(h, m)) \right) \right] \right\}^2 $$

$$A_2 = -\frac{\beta^2}{2} (\theta_1 - \theta_2) E_1 \left\{ \frac{1}{N_1} E_2 \left[ N_2^{\frac{1}{2}} \cdots E_{K+1} \left( \cosh^{q_k}(g(h, \tilde{m})) \tanh(g(h, \tilde{m})) \right) \right] \right\}^2 $$

...$$A_{K+1} = -\frac{\beta^2}{2} \left( 1 - \theta_K \right) E_1 \left\{ \frac{1}{N_1} E_2 \left[ N_2^{\frac{1}{2}} \cdots E_{K+1} \left( \cosh^{q_k}(g(h, \tilde{m}) \tanh^2(g(h, \tilde{m})) \right) \right] \right\} $$

therefore,

$$\partial_{x^{(a)}_0} A_N - \partial_{x^{(a)}_0} A_N = -A_j = -\frac{\beta^2}{2} (\theta_j - \theta_{j-1}) \tilde{q}_j $$

(153)
\[ \partial_x (K + 1) A_N = A_{K+1}^2 - \frac{\beta^2}{2} (1 - \theta_K) q_{K+1} \]  
accounting for all \( q \)'s self-consistencies.

3. Main theme: the Hopfield neural network

The Hopfield model is the paradigmatic model for associative neural networks performing pattern recognition [9, 27]. Hereafter, we solve for its quenched pressure by exploiting the approach based on Guerra’s broken interpolating technique and the transport equation, already implemented for the Sherrington-Kirkpatrick model with a signal: in subsection 3.1, we will address the RS scenario and recover the AGS picture; in subsection 3.2, we will solve the model at the first level of RSB, rigorously proving the expression provided by Crisanti et al [28], in the subsection 3.3 we will solve the model at the second level of RSB, rigorously proving also the expression provided by Steffan and Kühn [49]. The generalization to arbitrary, but finite, \( K \) steps is then presented, more succinctly, in subsection 3.4, which closes the section.

Definition 16. Set \( \alpha \in \mathbb{R}^+ \) and let \( \sigma \in \{-1, +1\}^N \) be a configuration of \( N \) binary neurons. Given \( P = \alpha N \) random patterns \( \{\xi^\mu\}_{\mu=1,...,P} \), each made of \( N \) i.i.d. digital entries drawn from probability \( P(\xi^\mu_i = +1) = P(\xi^\mu_i = -1) = 1/2 \), for \( i = 1, \ldots, N \), the Hamiltonian of the Hopfield model is defined as

\[ H_N(\sigma|\xi) := -\frac{1}{2N} \sum_{\mu=1}^P \sum_{i,j=1}^N \xi^\mu_i \xi^\mu_j \sigma_i \sigma_j. \]  
(155)

Definition 17. The partition function related to the Hamiltonian (155) is given by

\[ Z_N(\beta, \xi) := \sum_{\sigma} \exp \left[ -\beta H_N(\sigma|\xi) \right] = \sum_{\sigma} \exp \left( \frac{\beta}{2N} \sum_{\mu=1}^P \sum_{i,j=1}^N \xi^\mu_i \xi^\mu_j \sigma_i \sigma_j \right), \]  
(156)

where \( \beta \in \mathbb{R}^+ \) is the inverse temperature in proper units such that for \( \beta \to 0 \) the probability distribution for the neural configuration is uniformly spread while for \( \beta \to \infty \) it is sharply peaked at the minima of the energy function (155).

Analogously to the Sherrington-Kirkpatrick model, we introduce the Boltzmann average induced by the partition function (156), denoted with \( \omega_\xi \) and, for an arbitrary observable \( O(\sigma) \), defined as

\[ \omega_\xi(O(\sigma)) := \frac{\sum_{\sigma} O(\sigma) e^{-\beta H_N(\sigma|\xi)}}{Z_N(\beta, \xi)}. \]  
(157)

This can be further averaged over the realization of the \( \xi^\mu \)'s (also referred to as quenched average) to get

\[ \langle O(\sigma) \rangle := \mathbb{E} \omega_\xi(O(\sigma)). \]  
(158)

Further, we introduce the product state \( \Omega_{\xi} = \omega_\xi^{(1)} \times \omega_\xi^{(2)} \times \cdots \times \omega_\xi^{(s)} \) over \( s \) replicas of the system, characterized by the same realization \( \xi \) of disorder. In the following, we shall use the product state over two replicas only, hence we shall neglect the index \( s \) without ambiguity; also,
to lighten the notation, we shall omit the subscript $\xi$ in $\omega_\xi$ and in $\Omega_\xi$. Thus, for an arbitrary observable $O(\sigma^{(1)}, \sigma^{(2)})$

$$\langle O(\sigma^{(1)}, \sigma^{(2)}) \rangle := \mathbb{E} \Omega(O(\sigma^{(1)}, \sigma^{(2)}))$$

$$= \mathbb{E} \frac{\sum_\sigma O(\sigma^{(1)}, \sigma^{(2)}) e^{-\beta[H_N(\sigma^{(1)}|\xi) + H_N(\sigma^{(2)}|\xi)]}}{Z_2^N(\beta, \xi)}, \quad (159)$$

where $\sigma^{(1,2)}$ is the configuration pertaining to the replica labeled as 1, 2.

**Definition 18.** The intensive quenched pressure of the Hopfield model (155) is defined as

$$A_N(\alpha, \beta) := \frac{1}{N} \mathbb{E} \log Z_N(\beta, \xi), \quad (160)$$

and its thermodynamic limit, assuming its existence, is referred to as

$$A(\alpha, \beta) := \lim_{N \to \infty} A_N(\alpha, \beta). \quad (161)$$

**Remark 10.** In the following we shall exploit the *universality property* of the quenched noise in spin-glasses [25, 33], namely, whatever the nature of the pattern entries (that is, digital—e.g. Boolean—or analog—e.g. Gaussian), provided that their distribution is centered, symmetrical and with finite variance, they ultimately give analogous contribution to the structure of the quenched noise in the pressure (160) in the infinite volume limit ($N \to \infty$). Note that such a property is not guaranteed in the low storage regime, that is when $\lim_{N \to \infty} P/N = 0$ [1, 15].

Focusing on pure state retrieval, we will assume without loss of generality that the candidate pattern to be retrieved $\xi$ is a Boolean vector of $N$ entries, while $\xi^\mu, \mu = 1, \ldots, P - 1$ are real vectors whose $N$ entries are i.i.d. standard Gaussians. Accordingly, the average $\mathbb{E}$ acts as a Boolean average over $\xi$ and as a Gaussian average over $\xi^1 \cdot \cdot \cdot \xi^{P-1}$.

**Definition 19.** The order parameters used to describe the macroscopic behavior of the model are the standard ones [9, 27], namely, the Mattis magnetization

$$m := \frac{1}{N} \sum_{i=1}^{N} \xi_i \sigma_i \quad (162)$$

to quantify the retrieval capabilities of the network, and the two-replica overlap in the $\sigma$’s variables

$$q_{12} := \frac{1}{N} \sum_{i=1}^{N} \sigma_i^{(1)} \sigma_i^{(2)} \quad (163)$$

to quantify the level of slow noise the network must cope with when performing pattern recognition. Further, as an additional set of variables $\{\tau_\mu\}_{\mu = 1, \ldots, P - 1}$ shall be introduced (vide infra), we accordingly define the related two-replica overlap

$$p_{11} := \frac{1}{P} \sum_{\mu=1}^{p} \sigma_\mu^{(1)} \tau_\mu, \quad p_{12} := \frac{1}{P} \sum_{\mu=1}^{P} \sigma_\mu^{(1)} \tau_\mu \quad (164)$$

which as well captures the level of the noise due to pattern interference.

Note that, for the sake of simplicity, without loss of generality in the infinite volume limit (where $P \to \infty, N \to \infty$ such that $\alpha := P/N \in \mathbb{R}^+$), we will approximate $P - 1 \sim P$. 
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3.1. RS interpolation: RS solution

In this subsection we focus on the solution of the Hopfield model via interpolating techniques under the RS assumption. This route was already paved in [6], yet it is reported (without proofs) hereafter for completeness and to allow the reader to get familiar with the technique before moving to the more challenging RSB scenario. Again, the strategy is to introduce an interpolating pressure $A_N$ living in a fictitious space-time framework and recovering the intensive quenched pressure $A_N$ of the original model in a specific point of this space, and to show that it fulfills a transport equation in such a way that the solution of the statistical mechanical problem is recast in the solution of a partial differential equation.

**Definition 20.** Under the replica-symmetry assumption, the order parameters, in the thermodynamic limit, self-average and their distributions get delta-peaked at their equilibrium value (denoted with a bar), independently of the replica considered, namely

$$\lim_{N \to \infty} \langle (m - \bar{m})^2 \rangle = 0 \Rightarrow \lim_{N \to \infty} \langle m \rangle = \bar{m}$$

(165)

$$\lim_{N \to \infty} \langle (q_{12} - \bar{q})^2 \rangle = 0 \Rightarrow \lim_{N \to \infty} \langle q_{12} \rangle = \bar{q}$$

(166)

$$\lim_{N \to \infty} \langle (p_{12} - \bar{p})^2 \rangle = 0 \Rightarrow \lim_{N \to \infty} \langle p_{12} \rangle = \bar{p}.$$  

(167)

For the generic order parameter $X$ this can be rewritten as $\langle (\Delta X)^2 \rangle_{N \to \infty} \to 0$, where

$$\Delta X := X - \bar{X},$$

and, clearly, the RS approximation also implies that, in the thermodynamic limit, $\langle \Delta X \Delta Y \rangle = 0$ for any generic pair of order parameters $X, Y$.

**Definition 21.** Given the interpolating parameters $r = (x, y, z, w), t$ to be set *a posteriori* and $N + P$ auxiliary quenched i.i.d. random variables $J_i \sim \mathcal{N}(0, 1), \ i \in (1, \ldots, N)$ and $\tilde{J}_\mu \sim \mathcal{N}(0, 1), \ \mu \in (1, \ldots, P)$, the interpolating partition function for the Hopfield model (155) is defined as

$$Z_N(t, r) := \sum_\sigma \int \mathcal{D} \tau \ exp \left[ \beta \left( \sqrt{\frac{t}{N}} \sum_{i,\mu=1}^{N,P} \xi_i^\mu \sigma_i \tau_{\mu} + \frac{tN}{2} m^2(\sigma) + \sqrt{x} \sum_{i=1}^{N} J_i \sigma_i \right. \right.$$

$$\left. + \sqrt{y} \sum_{\mu=1}^{P} \tilde{J}_\mu \tau_{\mu} + z \sum_{\mu=1}^{P} \frac{\tau_{\mu}^2}{2} + w N m(\sigma) \right), \quad (168)$$

where, for any $\mu = 1, \ldots, P$, $\tau_{\mu} \sim \mathcal{N}(0, 1/\beta)$ and $\mathcal{D} \tau := \prod_{\mu=1}^{P} \frac{\tau_{\mu}^2}{2\beta} \exp(-\tau_{\mu}^2/2\beta)$ is the related measure.

**Definition 22.** The interpolating pressure for the classical Hopfield model (155), at finite $N$, is introduced as

$$A_N(t, r) := \frac{1}{N} \mathbb{E} \left[ \log Z_N(t, r) \right], \quad (169)$$

where the expectation $\mathbb{E}$ is now meant over $\xi, J$, and $\tilde{J}$ and, in the thermodynamic limit,

$$A(t, r) := \lim_{N \to \infty} A_N(t, r).$$  

(170)
By setting $t = 1$ and $r = 0$ the interpolating pressure recovers the original one (160), that is $A_N(\alpha, \beta) = A_N(t = 1, r = 0)$.

**Remark 11.** The interpolating structure implies an interpolating measure, whose related Boltzmann factor reads as

$$B(\sigma, \tau; t, r) := \exp[\beta H(\sigma, \tau; t, r)],$$

(171)

with

$$H(\sigma, \tau; t, r) := \frac{\sqrt{t}}{\sqrt{N}} \sum_{i, \mu=1}^{N, P} \xi_i^\mu \sigma_i \tau_\mu + \frac{t N}{2} m(\sigma) + \sqrt{x} \sum_{i=1}^{N} J_i \sigma_i + \sqrt{y} \sum_{\mu=1}^{P} \tau_\mu \frac{\tau_\mu}{2} + \omega N(\sigma).$$

(172)

Clearly, $Z_N(t, r) = \int D\tau \sum_{\sigma} B(\sigma, \tau; t, r)$. A generalized average follows from this generalized measure as

$$\omega(t, r)(O(\sigma, \tau)) := \int D\tau \sum_{\sigma} O(\sigma, \tau) B(\sigma, \tau; t, r)$$

(173)

and

$$\langle O(\sigma, \tau) \rangle_{t, r} := E[\omega(t, r)(O(\sigma, \tau))].$$

(174)

Of course, when $t = 1$ and $r = 0$, the standard Boltzmann measure and related average is recovered. Hereafter, in order to lighten the notation, we will drop the subindices $t, r$.

**Lemma 4.** The partial derivatives of the interpolating pressure (169) w.r.t. $t, x, y, z, w$ give the following expectation values:

$$\frac{\partial A_N}{\partial t} = \alpha \frac{\beta^2}{2} \left[ \langle p_{11} \rangle - \langle p_{12} q_{12} \rangle \right] + \frac{\beta}{2} \langle m^2 \rangle,$$

(175)

$$\frac{\partial A_N}{\partial x} = \frac{\beta^2}{2} \left[ 1 - \langle q_{12} \rangle \right],$$

(176)

$$\frac{\partial A_N}{\partial y} = \frac{\alpha \beta^2}{2} \left[ \langle p_{11} \rangle - \langle p_{12} \rangle \right],$$

(177)

$$\frac{\partial A_N}{\partial z} = \frac{\alpha \beta}{2} \langle p_{11} \rangle,$$

(178)

$$\frac{\partial A_N}{\partial w} = \beta \langle m \rangle.$$

(179)

**Proposition 9.** The interpolating pressure (169) at finite size obeys the following differential equation:

$$\frac{d A_N}{dt} = \frac{\partial A_N}{\partial t} + \hat{x} \frac{\partial A_N}{\partial x} + \hat{y} \frac{\partial A_N}{\partial y} + \hat{z} \frac{\partial A_N}{\partial z} + \hat{w} \frac{\partial A_N}{\partial w} = S(t, r) + V_N(t, r),$$

(180)
where we set $\dot{x} = -\alpha \dot{p}$, $\dot{y} = -\dot{q}$, $\dot{z} = -\beta (1 - \dot{q})$, $\dot{w} = -\dot{m}$ and

$$S(t,r) := -\frac{\beta}{2} m^2 - \frac{\alpha \beta^2}{2} p(1 - \dot{q})$$

(181)

$$V_{\delta}(t,r) := \frac{\beta}{2} (\Delta m)^2 - \frac{\beta^2}{2} (\Delta p \Delta q_{12}).$$

(182)

**Proposition 10.** The transport equation associated to the interpolating pressure $A_{\delta}(t,r)$ in the thermodynamic limit and under the RS assumption is

$$\frac{\partial A_{\delta}}{\partial t} + \dot{p} \frac{\partial A_{\delta}}{\partial x} - \dot{q} \frac{\partial A_{\delta}}{\partial y} - (1 - \dot{q}) \frac{\partial A_{\delta}}{\partial z} - \dot{m} \frac{\partial A_{\delta}}{\partial w} = -\frac{\alpha}{2} p(1 - \dot{q}) - \frac{1}{2} m^2,$$

(183)

whose solution is given by

$$A_{\delta}(t,r) = \log 2 + E \log \cosh \beta (\dot{m} + w + J \sqrt{\alpha \dot{p} + x}) + \frac{\alpha \beta}{2} \left( \frac{y + \dot{q} t}{1 - z - \beta (1 - \dot{q})}\right)$$

$$- \frac{\alpha}{2} \log [1 - z - \beta (1 - \dot{q})] + \frac{\beta}{2} [\alpha \dot{p} (1 - \dot{q}) + \dot{m}^2 t].$$

(184)

**Corollary 6.** The RS approximation of the quenched pressure for the Hopfield model is obtained by posing $t = 1$ and $r = 0$ in (184), which returns

$$A_{\delta}(\alpha, \beta) = \log 2 + E \log \cosh (\dot{m} + \beta J \sqrt{\alpha \dot{p}}) - \frac{\beta}{2} [\alpha \dot{p} (1 - \dot{q}) + \dot{m}^2]$$

$$+ \frac{\alpha}{2} \frac{\beta \dot{q}}{1 - \beta (1 - \dot{q})} - \frac{\alpha}{2} \log [1 - \beta (1 - \dot{q})].$$

(185)

**Corollary 7.** The self-consistency equations obtained from the quenched pressure (185) are

$$\dot{p} = \frac{\beta \dot{q}}{(1 - \beta (1 - \dot{q}))^2}$$

(186)

$$\dot{m} = E \tanh (\beta \dot{m} + \beta J \sqrt{\alpha \dot{p}})$$

(187)

$$\dot{q} = E \tanh^2 (\beta \dot{m} + \beta J \sqrt{\alpha \dot{p}}).$$

(188)

### 3.2. Broken replica interpolation: 1RSB solution

In this subsection we turn to the solution of the Hopfield model via the generalized broken-replica interpolating technique, restricting the description at the first step of RSB: the aim is to recover rigorously the expression provided by Cristanti et al in the 80’s via replica trick [28].

We anticipate that in the following 1RSB setting the probability distributions of the two overlaps $q$ and $p$ (see equations (254) and (255) respectively) display an analogous structure and, in particular, they display the same $\theta$. This choice emerges naturally in the current calculations and, also, it was somehow expected since the Hopfield model can be looked at as a bipartite spin-glass [14, 17] and, for general multi-partite spin glasses, the ziqqurat ansatz [16, 45] is known to enlarge the Parisi scheme (the latter being recovered when collapsing the system to a single party).

**Definition 23.** In the first step of replica-symmetry breaking, the distribution of the two-replica overlap $q$, in the thermodynamic limit, displays two delta-peaks at the equilibrium
values, referred to as $\bar{q}_1$, $\bar{q}_2$, and the concentration on the two values is ruled by $\theta \in [0, 1]$, namely

$$\lim_{N \to \infty} P_N'(q) = \theta \delta(q - \bar{q}_1) + (1 - \theta) \delta(q - \bar{q}_2).$$

(189)

Similarly, for the overlap $p$, denoting with $\bar{p}_1$, $\bar{p}_2$ the equilibrium values, we have

$$\lim_{N \to \infty} P_N''(p) = \theta \delta(p - \bar{p}_1) + (1 - \theta) \delta(p - \bar{p}_2).$$

(190)

The magnetization still self-averages at $\bar{m}$ as in (165).

**Remark 12.** Scope of the present paper is to work out a mathematical method that is able to account for RSB in associative neural network, and—a short discussion apart in the final section—we are not going to go into physical implications: as a matter of fact, we preserve the historical ansatz and recover rigorously the expression for the model pressure as the steps of RSB take place, in particular, here and in the following, we always assume the Mattis magnetization to be self-averaging.

Following the same route pursued in the previous sections, we need an interpolating partition function $\mathcal{Z}$ and an interpolating quenched pressure $\mathcal{A}$, that are defined hereafter.

**Definition 24.** Given the interpolating parameters $r = (x^{(1)}, x^{(2)}, y^{(1)}, y^{(2)}, w), t$ and the i.i.d. auxiliary fields $\{h^{1(\mu)}_i, h^{2(\mu)}_i\}_{i=1,...,N}$, with $h^{1(\mu)}_i \sim \mathcal{N}(0, 1)$ for $i = 1, \ldots, N$ and $\{J^{1(\mu)}_\mu, J^{2(\mu)}_\mu\}_{\mu=1,...,P}$, with $J^{1(\mu)}_\mu \sim \mathcal{N}(0, 1)$ for $\mu = 1, \ldots, P$, we can write the 1RSB interpolating partition function $\mathcal{Z}(t, r)$ for the Hopfield model (155) recursively, starting by

$$\mathcal{Z}_2(t, r) = \sum_\sigma \int \mathcal{D} \tau \exp \left\{ \beta \left[ \frac{t}{2N} \sum_{i,j=1}^{N,N} \xi_{\sigma_i \sigma_j} + \sqrt{\frac{t}{N}} \sum_{i=1}^{N,P} \xi_i^{(\mu)} \sigma_{\tau_{\mu}} + \sum_{i=1}^{N} \xi_i^{(\sigma)} \right] \right\}$$

(191)

where $\xi$ is the pattern we want to retrieve, while the $\xi_i^{(\sigma)}$'s are i.i.d. standard Gaussians. Averaging out the fields recursively, we define

$$\mathcal{Z}_1(t, r) := \mathbb{E}_2 \left[ \mathcal{Z}_2(t, r)^{\theta} \right]^{1/\theta}$$

(192)

$$\mathcal{Z}_0(t, r) := \exp \mathbb{E}_1 \left[ \log \mathcal{Z}_1(t, r) \right]$$

(193)

$$\mathcal{Z}(t, r) := \mathcal{Z}_0(t, r)$$

(194)

where with $\mathbb{E}_\theta$ we mean the average over the variables $h^{(a)}_i$'s and $J^{(a)}_{\mu}$'s, for $a = 1, 2$, and with $\mathbb{E}_0$ we shall denote the average over the variables $\xi_i^{(\sigma)}$'s.

**Definition 25.** The 1RSB interpolating pressure, at finite volume $N$, is introduced as

$$\mathcal{A}_N(t, r) := \frac{1}{N} \mathbb{E}_0 \left[ \log \mathcal{Z}_0(t, r) \right],$$

(195)

and, in the thermodynamic limit, assuming its existence

$$\mathcal{A}(t, r) := \lim_{N \to \infty} \mathcal{A}_N(t, r).$$

(196)
By setting $t = 1, r = 0$, the interpolating pressure recovers the standard pressure (7), that is, $A_N(\alpha, \beta) = A_N(t = 1, r = 0)$.

It is worth showing in details the previous equivalence, in fact,

$$A_N(\beta, 0) = \frac{1}{N} E_0 \left[ \log \sum_\sigma \int D\tau \exp \left\{ \frac{\beta}{2N} \sum_{i,j=1}^{N,N} \xi_i \xi_j \sigma_i \sigma_j + \sqrt{\frac{\beta}{N}} \sum_{i=1}^{N,P} \xi_i^\mu \tau_i^\mu \right\} \right]$$

$$= \frac{1}{N} E_0 \left[ \log \prod_{\sigma} \left( \int \frac{d\tau}{\sqrt{2\pi}} \exp \left\{ \frac{\beta}{2N} \sum_{i,j=1}^{N,N} \xi_i \xi_j \sigma_i \sigma_j - \frac{\tau_i^2}{2} + \tau_i \sqrt{\frac{\beta}{N}} \sum_{i=1}^{N} \xi_i^\mu \sigma_i \right\} \right) \right]$$

$$= \frac{1}{N} E_0 \left[ \log \sum_{\sigma} \exp \left\{ \frac{\beta}{2N} \sum_{i,j=1}^{N,N} \xi_i \xi_j \sigma_i \sigma_j + \frac{\beta}{2N} \sum_{i,j=1}^{N,N,P} \xi_i^\mu \xi_j^\mu \sigma_i \sigma_j \right\} \right] \quad \text{(197)}$$

which is exactly the Hopfield pressure.

**Remark 13.** Analogously to what done before for the Sherrington-Kirkpatrick model with a ferromagnetic contribution, we introduce the thermal average

$$\omega(\mathcal{O}(\sigma, \tau)) = \frac{1}{Z_{21}(t, r)} \sum_{\sigma} \int D\tau \mathcal{O}(\sigma, \tau) e^{\beta \mathcal{H}(\sigma, \tau, r)} \quad \text{(198)}$$

where $\mathcal{H}(\sigma, \tau; t, r)$ depends also on all the interpolating and random variables, i.e.

$$\mathcal{H}(\sigma, \tau; t, r) = \frac{t}{2N} \sum_{i,j=1}^{N,N} \xi_i \xi_j \sigma_i \sigma_j + \sqrt{\frac{t}{N}} \sum_{i=1}^{N,P} \xi_i^\mu \tau_i^\mu + \sum_{a=1}^{2} \sqrt{\gamma^{(a)}} \sum_{i=1}^{N} h_i^{(i)} \sigma_i$$

$$+ \sum_{a=1}^{2} \sqrt{\gamma^{(a)}} \sum_{\mu=1}^{P} f^\mu \tau_i^\mu + z \sum_{\mu=1}^{P} \frac{\tau_i^2}{2} + \sum_{i=1}^{N} \xi_i \sigma_i. \quad \text{(199)}$$

**Remark 14.** In order to lighten the notation, hereafter we use the following

$$\langle m \rangle = E_0 E_1 E_2 \left[ W_2 \frac{1}{N} \sum_{i=1}^{N} \omega(\xi_i \sigma_i) \right] \quad \text{(200)}$$

$$\langle m^2 \rangle = E_0 E_1 E_2 \left[ W_2 \frac{1}{N^2} \sum_{i,j=1}^{N,N} \omega(\xi_i \xi_j \sigma_i \sigma_j) \right] \quad \text{(201)}$$

$$\langle p_{11} \rangle = E_0 E_1 E_2 \left[ W_2 \frac{1}{P} \sum_{p=1}^{P} \omega(\tau_p^2) \right] \quad \text{(202)}$$

$$\langle p_{12} \rangle \equiv E_0 E_1 \left[ \frac{1}{P} \sum_{\mu=1}^{P} \left( E_2 \left[ W_2 \omega(\tau_p) \right] \right)^2 \right] \quad \text{(203)}$$

$$\langle p_{12} \rangle \equiv E_0 E_1 E_2 \left[ W_2 \frac{1}{P} \sum_{\mu=1}^{P} \omega(\tau_p^2) \right] \quad \text{(204)}$$
\begin{align}
\langle q_{12} \rangle_1 &= E_0 E_1 \left[ \frac{1}{N} \sum_{i=1}^{N} \left( E_2 \{ W_2 \omega(\sigma_i) \} \right)^2 \right] \\
\langle q_{12} \rangle_2 &= E_0 E_1 \sum_{\mu=1}^{P} \sum_{i=1}^{N} \omega(\sigma_i) \left[ 1 \right] \\
\langle p_{12} q_{12} \rangle_1 &= E_0 E_1 \left[ \frac{1}{P} \sum_{\mu=1}^{P} \frac{1}{N} \sum_{i=1}^{N} \left( E_2 \{ W_2 \omega(\tau_{\mu} \sigma_i) \} \right)^2 \right] \\
\langle p_{12} q_{12} \rangle_2 &= E_0 E_1 \sum_{\mu=1}^{P} \sum_{i=1}^{N} \omega(\tau_{\mu} \sigma_i) \left[ W_2 \right] 
\end{align}

where the weight $W_2$ is defined as

\begin{equation}
W_2 := \frac{Z^2_2}{E_2 |Z^2_2|}.
\end{equation}

The next step is building a transport equation for the interpolating quenched pressure, for which we preliminary need to evaluate the related partial derivatives, as discussed in the next Lemma 5.

**Lemma 5.** The partial derivative of the interpolating quenched pressure with respect to a generic variable $\rho$ reads as

\begin{equation}
\frac{\partial}{\partial \rho} A_N(t, r) = \frac{1}{N} E_0 E_1 E_2 \left[ W_2 \omega \left( \partial_\rho \mathcal{B}(\sigma, \tau; t, r) \right) \right].
\end{equation}

In particular,

\begin{align}
\frac{\partial}{\partial t} A_N &= \beta \frac{1}{2} (m^2) + \frac{\alpha \beta^2}{2} \left( \langle p_{11} \rangle - (1 - \theta) \langle p_{12} q_{12} \rangle - \theta \langle p_{12} q_{12} \rangle_1 \right) \\
\frac{\partial}{\partial x_1} A_N &= \frac{\beta^2}{2} \left( 1 - (1 - \theta) \langle q_{12} \rangle_2 - \theta \langle q_{12} \rangle_1 \right) \\
\frac{\partial}{\partial x_2} A_N &= \frac{\beta^2}{2} \left( 1 - (1 - \theta) \langle q_{12} \rangle_2 \right) \\
\frac{\partial}{\partial y_1} A_N &= \frac{\alpha \beta^2}{2} \left( \langle p_{11} \rangle - (1 - \theta) \langle p_{12} \rangle_2 - \theta \langle p_{12} \rangle_1 \right) \\
\frac{\partial}{\partial y_2} A_N &= \frac{\alpha \beta^2}{2} \left( \langle p_{11} \rangle - (1 - \theta) \langle p_{12} \rangle_2 \right) \\
\frac{\partial}{\partial z} A_N &= \frac{\alpha \beta}{2} \langle p_{11} \rangle \\
\frac{\partial}{\partial w} A_N &= \beta \langle m \rangle
\end{align}

**Proof.** The proof is pretty lengthy and basically requires just standard calculations, so it is left for the appendix C. Here we just prove that, in complete generality...
\[ \frac{\partial}{\partial \rho} A_N(t, r) = \frac{1}{N} \mathbb{E}_0 [ \frac{\partial}{\partial \rho} \log Z_1 ] \]
\[ = \frac{1}{N} \mathbb{E}_0 \left[ \frac{1}{Z_1} Z_2^{1/\beta} \mathbb{E}_2 \left[ \frac{\partial}{\partial \rho} Z_2^\beta \right] \right] \]
\[ = \frac{1}{N} \mathbb{E}_0 [ \frac{1}{Z_2^\beta} \mathbb{E}_2 \left[ \frac{Z_2^\beta}{Z_2^\beta} \frac{\partial}{\partial \rho} Z_2 \right] ] \]
\[ = \frac{1}{N} \mathbb{E}_0 [ W_2 \frac{\partial}{\partial \rho} Z_2 ] . \]  
\text{(218)}

**Proposition 11.** The streaming of the 1RSB interpolating quenched pressure obeys, at finite volume \( N \), a standard transport equation, that reads as
\[ \frac{dA}{dr} = \partial_r A + z_{11} \partial_{z_1} A + z_{21} \partial_{z_2} A + z_{12} \partial_{z_1} A + z \partial_r A + \omega \partial_r A \]
\[ = S(t, r) + V_N(t, r) \] \text{(219)}

where
\[ S(t, r) := - \frac{\beta m^2}{2} - \frac{\alpha \beta^2}{2} \bar{p}_2 (1 - \bar{q}_2) - \frac{\alpha \beta^2}{2} \theta (\bar{p}_2 \bar{q}_2 - \bar{p}_1 \bar{q}_1) \] \text{(220)}
\[ V_N(t, r) := \frac{\beta}{2} (\langle m - m \rangle^2 - \alpha \beta^2 (1 - \theta) \langle \Delta p_{12} \Delta q_{12} \rangle_2) \] \text{(221)}

**Proof.** Similarly to proposition 3, we have
\[ \langle \Delta p_{12} \Delta q_{12} \rangle_a = \langle p_{12} q_{12} \rangle_a + \bar{p}_a \bar{q}_a - \bar{p}_a \langle p_{12} \rangle_a - \bar{q}_a \langle q_{12} \rangle_a \quad \forall \ a = 1, 2. \] \text{(222)}

Now, starting to evaluate explicitly \( \frac{\partial}{\partial \rho} A_N \) by using (212), (214), (216) and (217) we write
\[ \frac{\partial}{\partial \rho} A_N = \beta \left[ (m - \bar{m})^2 - \bar{m}^2 + 2 \bar{m} \langle m \rangle \right] + \frac{\alpha \beta^2}{2} \left[ (p_{11}) - (1 - \theta) \left( \langle \Delta p_{12} \Delta q_{12} \rangle_2 - \bar{p}_2 \bar{q}_2 \right) ight. \]
\[ + \bar{p}_2 \langle q_{12} \rangle_2 + \bar{q}_2 \langle p_{12} \rangle_2 - \theta \left( \langle \Delta p_{12} \Delta q_{12} \rangle_1 - \bar{p}_1 \bar{q}_1 + \bar{p}_1 \langle q_{12} \rangle_1 + \bar{q}_1 \langle p_{12} \rangle_1 \right) \right] \]
\[ = \frac{\beta}{2} (m - \bar{m})^2 - \frac{\beta}{2} \bar{m}^2 + \bar{m} \frac{\partial}{\partial \rho} A_N + \frac{\beta \bar{q} \partial}{\partial \rho} A_N - \frac{\alpha \beta^2}{2} \theta \langle \Delta p_{12} \Delta q_{12} \rangle_2 \]
\[ - \frac{\alpha \beta^2}{2} \langle \Delta p_{12} \Delta q_{12} \rangle_1 + \frac{\alpha \beta^2}{2} \theta \left( \langle \Delta p_{12} \Delta q_{12} \rangle_1 - \bar{p}_1 \bar{q}_1 + \bar{p}_1 \langle q_{12} \rangle_1 + \bar{q}_1 \langle p_{12} \rangle_1 \right) \]
\[ + \frac{\alpha \bar{p}_1}{2} \left( \frac{\partial}{\partial \rho} A_N - \frac{\beta^2}{2} - \frac{\beta^2}{2} (1 - \theta) \langle q_{12} \rangle_2 \right) - \frac{\alpha \beta^2}{2} \theta \bar{q}_2 \langle p_{12} \rangle_2 \]
\[ + \frac{\alpha \bar{q}_1}{2} \left( \frac{\partial}{\partial \rho} A_N - \frac{\beta^2}{2} - \frac{\beta^2}{2} (1 - \theta) \langle p_{12} \rangle_2 \right) \] \text{(223)}

In the same way we use (213) and (215)
\[
\frac{\partial}{\partial t} A_N = \frac{\beta}{2} \langle (m - \bar{m})^2 \rangle - \frac{\beta}{2} \bar{m}^2 + m \frac{\partial}{\partial w} A_N + \frac{\partial}{\partial z} A_N - \frac{\alpha \beta^2}{2} (1 - \theta) \langle \Delta p_{12} \Delta q_{12} \rangle_2 \\
- \frac{\alpha \beta^2}{2} \theta \langle \Delta p_{12} \Delta q_{12} \rangle_1 + \frac{\alpha \beta^2}{2} (1 - \theta) \bar{p}_2 \bar{q}_2 + \frac{\alpha \beta^2}{2} \bar{p}_1 \bar{q}_1 - \frac{\alpha \beta^2}{2} (1 - \theta) p_{12} \langle q_{12} \rangle_2 \\
+ \alpha \bar{p}_1 \frac{\partial}{\partial x^{(1)}} A_N - \frac{\alpha \beta^2}{2} \bar{p}_1 + \alpha (p_2 - \bar{p}_1) \left( \frac{\partial}{\partial x^{(2)}} A_N - \frac{\beta^2}{2} \right) + \bar{q}_1 \frac{\partial}{\partial y^{(1)}} A_N \\
- \frac{\alpha \beta^2}{2} \bar{q}_1 \langle p_{11} \rangle + (\bar{q}_2 - \bar{q}_1) \left( \frac{\partial}{\partial y^{(2)}} A_N - \frac{\alpha \beta^2}{2} \langle p_{11} \rangle \right)
\] (224)

After some algebra, by placing

\[
\dot{x}^{(1)} = -\alpha \bar{p}_1 \\
\dot{x}^{(2)} = -\alpha (p_2 - \bar{p}_1) \\
\dot{y}^{(1)} = -\bar{q}_1 \\
\dot{y}^{(2)} = -\bar{q}_2 - \bar{q}_1 \\
\dot{z} = -\beta (1 - \bar{q}_2) \\
\dot{w} = -m
\] (225-230)

we reach the thesis.

**Remark 15.** In the thermodynamic limit, in the 1RSB scenario, we have

\[
\lim_{N \to \infty} \langle (m - \bar{m})^2 \rangle = 0
\] (231)

\[
\lim_{N \to \infty} \langle (q_{12} - \bar{q}_2)^2 \rangle_i = 0; \quad i = 1, 2
\] (232)

\[
\lim_{N \to \infty} \langle (p_{12} - \bar{p}_2)^2 \rangle_i = 0; \quad i = 1, 2
\] (233)

The potential (221) can be written as

\[
V_N(t, r) = \frac{\beta}{2} \left[ \langle (m - \bar{m})^2 \rangle - \alpha \beta (1 - \theta) \langle q_{12} - \bar{q}_2 \rangle \langle p_{12} - \bar{p}_2 \rangle \right]_2 \\
- \alpha \theta \langle (q_{12} - \bar{q}_2) \rangle \langle p_{12} - \bar{p}_2 \rangle \rangle_1
\] (234)

in such a way that

\[
\lim_{N \to \infty} V_N(t, r) = 0.
\] (235)

The approximation we achieve by killing the potential is equivalent to requiring the existence of two temporal scales for thermalization, a slow one and a fast one, and the self-averaging within each time scale, in such a way that if two replicas behave the same on both the timescales we get \( \langle \cdot \rangle_2 \), while if they match on the fast one but they do not on the slow one then we get \( \langle \cdot \rangle_1 \); we refer to section 4.1 for a deeper discussion on the physics behind this choice.

Exploiting remark 15 we can prove the following
Proposition 12. The transport equation associated to the interpolating pressure function \( A_0(t, r) \), in the thermodynamic limit and under the 1RSB assumption, can be written as
\[
A_{1RSB}(t, r) = A_{1RSB}(0, r) + S(t, r)\, t
\]
whose explicit solution is given by
\[
A_{1RSB} = \log \left( 2 + \frac{1}{\theta} \int D\theta \log \int D\theta \cosh \theta \left( h^{(1)} \sqrt{x_0^{(1)}} + h^{(2)} \sqrt{x_0^{(2)}} + w_0 \right) \right)
- \frac{\alpha}{2} \log(1 - z_0) + \frac{\alpha}{2} \frac{\beta \theta y_0^{(1)}}{1 - z_0 - \beta \theta y_0^{(2)}} - \frac{\beta m^2}{2} - \frac{\alpha \beta^2}{2} t p_2(1 - \bar{q}_2)
- \frac{\alpha \beta^2}{2} \theta(\bar{p}_2 \bar{q}_2 - \bar{p}_1 \bar{q}_1) + \frac{\alpha}{2 \theta} \log \left( 1 + \frac{\beta \theta y_0^{(2)}}{1 - z_0 - \beta \theta y_0^{(2)}} \right)
\]
Proof. By putting (225)–(230) into (219) we find
\[
A_0(t, r) = A_0(0, r_0) - \frac{\beta m^2}{2} t - \frac{\alpha \beta^2}{2} \bar{p}_2(1 - \bar{q}_2) t - \frac{\alpha \beta^2}{2} \theta(\bar{p}_2 \bar{q}_2 - \bar{p}_1 \bar{q}_1) t
\]
where \( r_0 \) can be obtained by using the equation of motion
\[
r = r_0 + rt
\]
where the velocities are defined in (225)–(230). Then, all we have to compute is \( A_0(0, r_0) \), that can be easily done because at \( t = 0 \) the two body interaction vanishes and the (191) can be written as
\[
A_0(0, r_0) = \log \left( 2 + \frac{1}{\theta} \int D\theta \log \int D\theta \cosh \theta \left( h^{(1)} \sqrt{x_0^{(1)}} + h^{(2)} \sqrt{x_0^{(2)}} + w_0 \right) \right)
+ \frac{\alpha}{2} \log \left( 1 + \frac{\beta \theta y_0^{(2)}}{1 - z_0 - \beta \theta y_0^{(2)}} \right) - \frac{\alpha}{2} \log(1 - z_0) + \frac{\alpha}{2} \frac{\beta \theta y_0^{(1)}}{1 - z_0 - \beta \theta y_0^{(2)}}
\]
and we refer to appendix D for a detailed proof of this result.

Then, putting together (308)–(310) and (225)–(230), we finally achieve an explicit expression for the interpolating pressure of the Hopfield model in the 1RSB approximation
\[
A_0(t, r) = \frac{1}{\theta} \int D\theta \log \int D\theta \cosh \theta \left( h^{(1)} \sqrt{x^{(1)}} + h^{(2)} \sqrt{x^{(2)}} + \alpha(p_2 - p_1) t + w + m t \right)
+ \log \left( 2 + \frac{\alpha}{2 \theta} \log \left[ 1 + \frac{\beta \theta}{1 - z - \beta(1 - \bar{q}_2) t - \beta \theta(y^{(2)} + (\bar{q}_2 - \bar{q}_1) t)} \right] \right)
- \frac{\alpha}{2} \log \left( 1 - z - \beta(1 - \bar{q}_2) t \right)
+ \frac{\alpha \beta}{2} \frac{\bar{y}^{(1)} + \bar{q}_1 t}{1 - z - \beta(1 - \bar{q}_2) t - \beta \theta(y^{(2)} + (\bar{q}_2 - \bar{q}_1) t) - \frac{\beta m^2}{2} t}
- \frac{\alpha \beta^2}{2} \bar{p}_2(1 - \bar{q}_2) t - \frac{\alpha \beta^2}{2} \theta(\bar{p}_2 \bar{q}_2 - \bar{p}_1 \bar{q}_1).
\]
To sum up, we have the following main theorem for the 1RSB scenario

**Theorem 4.** The 1RSB quenched pressure for Hopfield model, in the thermodynamic limit, reads as

\[
A(\alpha, \beta) = \frac{1}{\beta} \int D\!h^{(1)} \log \int D\!h^{(2)} \cosh^\beta(g(h, m)) + \log 2 \\
+ \frac{\alpha}{2\beta} \log \left[ 1 + \beta \theta \frac{q_2 - \bar{q}_1}{1 - (1 - q_2) \beta - \theta (q_2 - \bar{q}_1)} \right] - \frac{\alpha}{2} \log \left[ 1 - \beta (1 - q_2) \right] \\
+ \frac{\alpha \beta}{2} \frac{\bar{q}_1}{1 - \beta (1 - q_2) - \theta \beta (q_2 - \bar{q}_1) - \beta \bar{m}^2/2} \\
- \frac{\alpha \beta^2}{2} \bar{p}_1 (1 - \bar{q}_2) - \frac{\alpha \beta^2}{2} \bar{p}_2 \bar{q}_2 - \bar{p}_1 \bar{q}_1
\]

(242)

where \( h = (h^{(1)}, h^{(2)}) \), and we introduced the function \( g(h, \bar{m}) = \beta \bar{m} + \beta h^{(1)} \sqrt{\alpha \bar{p}_1} + \beta h^{(2)} \sqrt{\alpha (\bar{p}_2 - \bar{p}_1)} \).

**Proof.** By taking \( r = 0 \) and \( t = 1 \) we find the Hopfield pressure in the 1RSB approximation. □

**Corollary 8.** The self-consistent equations for the order parameters are

\[
\bar{m} = \int D\!h^{(1)} \frac{D\!h^{(2)} \cosh^\beta(g(h, \bar{m})) \tanh(g(h, \bar{m}))}{\int D\!h^{(2)} \cosh^\beta(g(h, \bar{m}))} 
\]

(243)

\[
\bar{q}_1 = \int D\!h^{(1)} \left( \frac{D\!h^{(2)} \tanh(g(h, \bar{m}))}{\int D\!h^{(2)} \cosh^\beta(g(h, \bar{m}))} \right)^2
\]

(244)

\[
\bar{q}_2 = \int D\!h^{(1)} \frac{D\!h^{(2)} \cosh^\beta(g(h, \bar{m})) \tanh^2(g(h, \bar{m}))}{\int D\!h^{(2)} \cosh^\beta(g(h, \bar{m}))}
\]

(245)

\[
\bar{p}_1 = \frac{\beta \bar{q}_1}{[1 - \beta (1 - q_2) - \theta \beta (q_2 - \bar{q}_1)]^2}
\]

(246)

\[
\bar{p}_2 = \bar{p}_1 + \frac{\beta (q_2 - \bar{q}_1)}{[1 - \beta (1 - q_2) - \theta \beta (q_2 - \bar{q}_1)] [1 - \beta (1 - q_2) - \theta \beta (q_2 - \bar{q}_1)]}
\]

(247)

**Proof.** We proceed in the same way we computed the proof of corollary 3, that is by taking derivatives of (307) and putting \( t = 1, r = 0 \) so to find

\[
\partial_{\gamma^0} \bar{A}_0(\beta, 0) = \frac{\beta^2}{2} \left[ 1 - \theta \int D\!h^{(1)} \left( \frac{D\!h^{(2)} \tanh(g(h, \bar{m})) \cosh^\beta(g(h, \bar{m}))}{\int D\!h^{(2)} \cosh^\beta(g(h, \bar{m}))} \right)^2 \right]
\]

(248)

\[
- (1 - \theta) \int D\!h^{(1)} \left( \frac{D\!h^{(2)} \tanh(g(h, \bar{m})) \cosh^\beta(g(h, \bar{m}))}{\int D\!h^{(2)} \cosh^\beta(g(h, \bar{m}))} \right)
\]

(249)

\[
\partial_{\gamma^0} \bar{A}_0(\beta, 0) = \frac{\alpha}{2} \left[ 1 - \beta (1 - q_2) - \theta \beta (q_2 - \bar{q}_1) \right]
\]

(250)
\[
\partial_{\beta^0} A_0(\beta, 0) = \frac{\alpha \beta}{2} \frac{\theta \bar{q}_1}{(1 - \beta(1 - q_2) - \beta \theta(q_2 - \bar{q}_1))^2} + \partial_{\beta^1} A_0(\beta, 0) 
\]
\[
\partial_{\beta} A_0(\beta, 0) = \frac{\alpha}{\theta(1 - \beta^0)} \frac{1}{1 - \beta(1 - q_2)} + \frac{1}{\theta} \beta \partial_{\beta^2} A_0(\beta, 0) 
\]
\[
\partial_{w} A_0(\beta, 0) = \int Dh^{(1)} \frac{Dh^{(2)}}{\int Dh^{(2)} \tanh(g(h, \bar{m})) \cosh^\theta(g(h, \bar{m}))}. 
\]

Putting the derivatives inside (225)–(230), replacing the averages with their asymptotic values in the thermodynamic limit (301)–(303), we finally obtain the above self-consistency equations. \(\square\)

3.3. Broken replica interpolation: 2RSB solution

Aim of this section is to deepen the structure of the second step of RSB in order to recover rigorously the formula for the quenched free energy, obtained via the replica trick by Stefani and Kühl [49], for the Hopfield model; as far as we know an explicit formula also for the 3RSB is not available and, in the next subsection, we will provide the general K-RSB solution, without deepening all the calculations as in these first two steps.

**Definition 26.** In the second step of replica-symmetry breaking, the distribution of the two-replica overlap \(q\), in the thermodynamic limit, displays three delta-peaks at the equilibrium values, referred to as \(\bar{q}_1\), \(\bar{q}_2\) and \(\bar{q}_3\), and the concentration on the three values is ruled by \(\theta_2, \theta_3 \in [0, 1]\), namely

\[
\lim_{N \to +\infty} P_N'(q) = \theta_1 \delta(q - \bar{q}_1) + (\theta_2 - \theta_1) \delta(q - \bar{q}_2) + (1 - \theta_2) \delta(q - \bar{q}_3). 
\]

Similarly, for the overlap \(p\), denoting with \(\bar{p}_1\), \(\bar{p}_2\) and \(\bar{p}_3\) the related equilibrium values, we have

\[
\lim_{N \to +\infty} P_N''(p) = \theta_1 \delta(p - \bar{p}_1) + (\theta_2 - \theta_1) \delta(p - \bar{p}_2) + (1 - \theta_2) \delta(p - \bar{p}_3). 
\]

The magnetization still self-averages at \(\bar{m}\) as in (11).

Following the same route pursued in the previous sections, we need an interpolating partition function \(Z\) and an interpolating quenched pressure \(A\), defined as follows.

**Definition 27.** Given the interpolating parameters \(r = (x^{(1)}, x^{(2)}, x^{(3)}, y^{(1)}, y^{(2)}, y^{(3)}, w, t)\) and the i.i.d. auxiliary fields \(\{h_i^{(1)}, h_i^{(2)}, h_i^{(3)}\}_{i=1,...,N}\) with \(h_i^{(1,2,3)} \sim N(0, 1)\) for \(i = 1, \ldots, N\), and \(\{J_{\mu}^{(1)}, J_{\mu}^{(2)}, J_{\mu}^{(3)}\}_{\mu=1,...,P}\), with \(J_{\mu}^{(1,2,3)} \sim N(0, 1)\) for \(\mu = 1, \ldots, P\), we can write the 2RSB interpolating partition function \(Z_2(t, r)\) for the Hopfield model (155) recursively, starting by

\[
Z_3(t, r) = \sum_{\sigma} \int D\tau \exp \left\{ \beta \left[ \frac{1}{2N} \sum_{i,j=1}^{N} \xi_{ij} \sigma_i \sigma_j + \frac{1}{N} \sum_{i=1}^{N} \xi_{i} \sigma_i \tau_i \right] + w \sum_{i=1}^{N} \xi_{i} \sigma_i \right\} 
\]

\[
+ \sum_{a=1}^{3} \sqrt{x(a)} \sum_{i=1}^{N} h_i^{(a)} \sigma_i \cdot \sum_{a=1}^{3} \sqrt{y(a)} \sum_{\mu=1}^{P} J_{\mu}^{(a)} \tau_{\mu} + \sum_{\mu=1}^{P} \sum_{a=1}^{2} \frac{\sigma_{\mu}^2}{2} \right\}. 
\]

(256)
where $\xi$ is the pattern we want to retrieve, while the $\xi_i$'s are i.i.d. standard Gaussians. Averaging out the fields recursively, we define

$$Z_2(t, r) := E_1 \left[ Z_3(t, r)^{\beta_1} \right]^{1/\beta_1}$$

$$Z_1(t, r) := E_2 \left[ Z_2(t, r)^{\beta_2} \right]^{1/\beta_1}$$

$$Z_0(t, r) := \exp E_1 \left[ \log Z_1(t, r) \right]$$

$$Z_N(t, r) := Z_0(t, r),$$

where with $E_o$ we mean the average over the variables $h_1^{(i)}$'s and $J_1^{(i)}$'s, for $a = 1, 2, 3$, and with $E_0$ we shall denote the average over the variables $\xi_i$'s.

**Definition 2.** The 2RSB interpolating pressure, at finite volume $N$, is introduced as

$$A_N(t, r) := \frac{1}{N} E_0 \left[ \log Z_0(t, r) \right],$$

and, in the thermodynamic limit, assuming its existence, is

$$A(t, r) := \lim_{N \to \infty} A_N(t, r).$$

By setting $t = 1, r = 0$, the interpolating pressure recovers the standard pressure (7), that is, $A_N(\alpha, \beta) = A_N(1, 0) = 0$.

**Remark 16.** In analogy with previous cases, we introduce the statistical average

$$\omega(O(\sigma, \tau)) = \frac{1}{Z_3(t, r)} \sum_\sigma \int d\tau O(\sigma, \tau) e^{\mathcal{H}(\sigma, \tau; t, r)}$$

where $\mathcal{H}(\sigma, \tau; t, r)$ depends also on all the interpolating and random variables, i.e.

$$\mathcal{H}(\sigma, \tau; t, r) = \frac{t}{2N} \sum_{i,j=1}^{N,N} \xi_i \xi_j \sigma_i \sigma_j + \frac{p}{N} \sum_{\mu=1}^{N} \xi_0 \sigma_i \tau_\mu + \frac{3}{N} \sum_{a=1}^{3} \sqrt{\gamma_a} \sum_{i=1}^{N} h_a^{(i)} \sigma_i$$

$$+ \frac{5}{3} \sum_{a=1}^{5} \sqrt{\gamma_a} \sum_{\mu=1}^{p} J_a^{(i)} \tau_\mu + z \sum_{\mu=1}^{p} \tau_\mu \frac{r}{2} + w \sum_{i=1}^{N} \xi_i \sigma_i. \tag{264}$$

**Remark 17.** In order to lighten the notation, hereafter we use the following

$$\langle m \rangle = E_0 \left[ m \right] = \left[ W_2 E_3 \left[ W_2 E_3 \left[ W_2 E_3 \left[ W_2 E_3 \left[ W_2 E_3 \left[ W_2 E_3 \left[ W_2 E_3 \left[ \frac{1}{N} \sum_{i=1}^{N} \omega(\xi_i) \sigma_i \right] \right] \right] \right] \right] \right] \right], \tag{265}$$

$$\langle m^2 \rangle = E_0 \left[ m^2 \right] = \left[ W_2 E_3 \left[ W_2 E_3 \left[ W_2 E_3 \left[ W_2 E_3 \left[ W_2 E_3 \left[ W_2 E_3 \left[ W_2 E_3 \left[ W_2 E_3 \left[ \frac{1}{N^2} \sum_{i,j=1}^{N,N} \omega(\xi_i, \xi_j, \sigma_i, \sigma_j) \right] \right] \right] \right] \right] \right] \right] \right], \tag{266}$$

$$\langle p_{11} \rangle = E_0 \left[ p_{11} \right] = \left[ W_2 E_3 \left[ W_2 E_3 \left[ W_2 E_3 \left[ W_2 E_3 \left[ W_2 E_3 \left[ W_2 E_3 \left[ W_2 E_3 \left[ W_2 E_3 \left[ \frac{1}{p} \sum_{\mu=1}^{p} \omega(\tau_\mu) \right] \right] \right] \right] \right] \right] \right] \right], \tag{267}$$

$$\langle p_{12} \rangle = E_0 \left[ p_{12} \right] = \left[ \frac{1}{p} \sum_{\mu=1}^{p} \left[ E_2 \left[ W_2 E_3 \left[ W_2 E_3 \left[ \frac{1}{\beta} \sum_{\mu=1}^{p} \omega(\tau_\mu) \right] \right] \right] \right]^2 \right].$$


\[ \langle p_{12} \rangle_2 = \mathbb{E}_0 [E_1] E_2 \left\{ \mathcal{W}_2 \left[ \frac{1}{P} \sum_{\mu=1}^{P} (\mathbb{E}_3 \left[ \mathcal{W}_3 \omega(\tau_{\mu}) \right])^2 \right] \right\} \]  
(269)

\[ \langle p_{12} \rangle_3 = \mathbb{E}_0 [E_1] E_2 \left\{ \mathcal{W}_2 E_3 \left[ \mathcal{W}_3 \frac{1}{P} \sum_{\mu=1}^{P} \omega(\tau_{\mu})^2 \right] \right\} \]  
(270)

\[ \langle q_{12} \rangle_1 = \mathbb{E}_0 [E_1] \left\{ \frac{1}{N} \sum_{i=1}^{N} (\mathbb{E}_2 (\mathcal{W}_2 E_3 [\mathcal{W}_3 \omega(\sigma_i)])^2 \right\} \]  
(271)

\[ \langle q_{12} \rangle_2 = \mathbb{E}_0 [E_1] E_2 \left\{ \mathcal{W}_2 \left[ \frac{1}{N} \sum_{i=1}^{N} (\mathbb{E}_3 [\mathcal{W}_3 \omega(\sigma_i)])^2 \right] \right\} \]  
(272)

\[ \langle q_{12} \rangle_3 = \mathbb{E}_0 [E_1] E_2 \left\{ \mathcal{W}_2 E_3 \left[ \mathcal{W}_3 \frac{1}{N} \sum_{i=1}^{N} \omega(\sigma_i)^2 \right] \right\} \]  
(273)

\[ \langle p_{12} q_{12} \rangle_1 = \mathbb{E}_0 [E_1] \left\{ \frac{1}{P} \sum_{\mu=1}^{P} \frac{1}{N} \sum_{i=1}^{N} (\mathbb{E}_2 \mathcal{W}_2 E_3 (\mathcal{W}_3 \omega(\tau_{\mu}, \sigma_i))^2 \right\} \]  
(274)

\[ \langle p_{12} q_{12} \rangle_2 = \mathbb{E}_0 [E_1] E_2 \left\{ \mathcal{W}_2 \left[ \frac{1}{P} \sum_{\mu=1}^{P} \frac{1}{N} \sum_{i=1}^{N} (\mathbb{E}_3 (\mathcal{W}_3 \omega(\tau_{\mu}, \sigma_i))^2 \right\} \right\} \]  
(275)

\[ \langle p_{12} q_{12} \rangle_3 = \mathbb{E}_0 [E_1] E_2 \left\{ \mathcal{W}_2 E_3 \left[ \mathcal{W}_3 \frac{1}{P} \sum_{\mu=1}^{P} \frac{1}{N} \sum_{i=1}^{N} \omega(\tau_{\mu}, \sigma_i)^2 \right] \right\}, \]  
(276)

where we the weights \( \mathcal{W}_2 \) and \( \mathcal{W}_3 \) are defined as

\[ \mathcal{W}_2 := \frac{Z^{\theta_1}_{\mu}}{E_2 \left[ Z^{\theta_2}_{\mu} \right]} \]  
(277)

\[ \mathcal{W}_3 := \frac{Z^{\theta_2}_{\mu}}{E_3 \left[ Z^{\theta_2}_{\mu} \right]} \]  
(278)

The next step is building a transport equation for the interpolating quenched pressure, for which we preliminary need to evaluate the related partial derivatives, as given in the next

**Lemma 6.** The partial derivative of the interpolating quenched pressure with respect to a generic variable \( \rho \) reads as

\[ \frac{\partial}{\partial \rho} A_N(t, r) = \frac{1}{N} \mathbb{E}_0 [E_1] E_2 \left\{ \mathcal{W}_2 E_3 \left[ \mathcal{W}_3 \omega \left( \partial_\rho, B(\sigma, \tau; t, r) \right) \right] \right\}. \]  
(279)

In particular,

\[ \frac{\partial}{\partial t} A_N = \frac{\beta}{2} \langle m^2 \rangle + \frac{\alpha \beta^2}{2} \left( \langle p_{11} \rangle - (1 - \theta_2) \langle p_{12} q_{12} \rangle_3 - (\theta_2 - \theta_1) \langle p_{12} q_{12} \rangle_2 \right. \]

\[ \left. - \theta_1 \langle p_{13} q_{13} \rangle_1 \right) \]  
(280)
The proof is pretty lengthy and basically requires just standard calculations at this point, so we just show how to prove (279)
\[
\frac{\partial}{\partial x^{(1)}} A_N = \frac{\beta^2}{2} \left( 1 - (1 - \theta_2)(q_{12})_3 - (\theta_2 - \theta_1)(q_{12})_2 - \theta_1(q_{12})_1 \right) 
\]
(281)
\[
\frac{\partial}{\partial x^{(2)}} A_N = \frac{\beta^2}{2} \left( 1 - (1 - \theta_2)(q_{12})_3 - (\theta_2 - \theta_1)(q_{12})_2 \right) 
\]
(282)
\[
\frac{\partial}{\partial x^{(3)}} A_N = \frac{\beta^2}{2} \left( 1 - (1 - \theta_2)(q_{12})_3 \right) 
\]
(283)
\[
\frac{\partial}{\partial y^{(1)}} A_N = \frac{\alpha \beta^2}{2} \left( \langle p_{11} \rangle - (1 - \theta_2)(p_{12})_3 - (\theta_2 - \theta_1)(p_{12})_2 - \theta_1(p_{12})_1 \right) 
\]
(284)
\[
\frac{\partial}{\partial y^{(2)}} A_N = \frac{\alpha \beta^2}{2} \left( \langle p_{11} \rangle - (1 - \theta_2)(p_{12})_3 - (\theta_2 - \theta_1)(p_{12})_2 \right) 
\]
(285)
\[
\frac{\partial}{\partial y^{(3)}} A_N = \frac{\alpha \beta^2}{2} \left( \langle p_{11} \rangle - (1 - \theta_2)(p_{12})_3 \right) 
\]
(286)
\[
\frac{\partial}{\partial z} A_N = \frac{\alpha \beta}{2} (p_{11}) 
\]
(287)
\[
\frac{\partial}{\partial w} A_N = \beta \langle m \rangle. 
\]
(288)

**Proof.** The proof is pretty lengthy and basically requires just standard calculations at this point, so we just show how to prove (279)
\[
\frac{\partial}{\partial \rho} A_N(t,r) = \frac{1}{N} \sum_{\mathbf{r}_1} \left[ \partial_\rho \ln Z_1 \right] 
\]
(289)
\[
= \frac{1}{N} \sum_{\mathbf{r}_1} \left[ \frac{1}{Z_1} \mathcal{E}_2 \left[ Z_2^{\rho_1} Z_3^{\rho_2} \right] \frac{1}{\theta_2} \mathcal{E}_3 \left[ Z_3^{\rho_2} - 1 \right] \right] 
\]
\[
= \frac{1}{N} \sum_{\mathbf{r}_1} \left[ \mathcal{W}_2 \left[ \frac{1}{Z_1} \mathcal{E}_2 \left[ Z_2^{\rho_1} Z_3^{\rho_2} \right] \frac{1}{\theta_2} \mathcal{E}_3 \left[ Z_3^{\rho_2} - 1 \right] \right] \right] 
\]
\[
= \frac{1}{N} \sum_{\mathbf{r}_1} \left[ \mathcal{W}_2 \left[ \frac{1}{Z_1} \mathcal{E}_3 \frac{1}{\theta_2} \mathcal{E}_3 \left[ Z_3^{\rho_2} \right] \right] \right]. 
\]
\[
\Box
\]

**Proposition 13.** The streaming of the 2RSB interpolating quenched pressure obeys, at finite volume \( N \), a standard transport equation, that reads as
\[
\frac{dA}{dr} = \partial_\rho A + \dot{\mathcal{A}} \partial_4 \mathcal{A} + \dot{\mathcal{A}} \partial_5 \mathcal{A} + \dot{\mathcal{A}} \partial_6 \mathcal{A} + \dot{\mathcal{A}} \partial_7 \mathcal{A} + \dot{\mathcal{A}} \partial_8 \mathcal{A} + \dot{\mathcal{A}} \partial_9 \mathcal{A} 
\]
(290)
\[
+ \dot{\mathcal{A}} \partial_\rho A + \dot{w} \partial_\rho A 
\]
\[
= S(t,r) + V_N(t,r) 
\]
(291)

where
\[
S(t,r) = -\frac{\beta}{2} \dot{\rho}^2 - \frac{\alpha \beta^2}{2} \dot{\rho} (1 - \dot{\rho}) - \frac{\alpha \beta^2}{2} \dot{\rho} \dot{p}_1 \dot{q}_1 - \frac{\alpha \beta^2}{2} \dot{\rho} \dot{p}_2 \dot{q}_2 - \frac{\alpha \beta^2}{2} \dot{\rho} \dot{p}_3 \dot{q}_3 
\]
(291)
The proof works along the same lines of that of proposition 11, hence we omit it.

The velocities ruling the motion can be written, as standard so far, in terms of \( \bar{m}, \bar{p}_1, \bar{p}_2, \bar{q}_1, \bar{q}_2 \) as

\[
\begin{align*}
\dot{x}^{(1)} &= -\alpha \bar{p}_1 \\
\dot{x}^{(2)} &= -\alpha (\bar{p}_2 - \bar{p}_1) \\
\dot{x}^{(3)} &= -\alpha (\bar{p}_3 - \bar{p}_2) \\
\dot{y}^{(1)} &= -\bar{q}_1 \\
\dot{y}^{(2)} &= - (\bar{q}_2 - \bar{q}_1) \\
\dot{y}^{(3)} &= - (\bar{q}_3 - \bar{q}_2) \\
\dot{z} &= -\beta (1 - \bar{q}_3) \\
\dot{w} &= -\bar{m}
\end{align*}
\]  

(293) (294) (295) (296) (297) (298) (299) (300)

**Remark 18.** In the thermodynamic limit, in the 2RSB scenario considered, we have

\[
\lim_{N \to \infty} \langle (m - \bar{m})^2 \rangle = 0 
\]  

(301)

\[
\lim_{N \to \infty} \langle (q_{12} - \bar{q}_i)^2 \rangle_i = 0; \quad i = 1, 2, 3
\]  

(302)

\[
\lim_{N \to \infty} \langle (p_{12} - \bar{p}_i)^2 \rangle_i = 0; \quad i = 1, 2, 3
\]  

(303)

and the potential (292) can be written as

\[
V_N(t, r) = \frac{\beta}{2} \left\{ (m - \bar{m})^2 - \alpha \beta (1 - \theta_2) \langle (q_{12} - \bar{q}_2)(p_{12} - p_2) \rangle_3 + \right.
\]

\[
- \alpha \beta (\theta_2 - \theta_1) \langle (q_{12} - \bar{q}_2)(p_{12} - p_2) \rangle_2 - \alpha \beta \theta \langle (q_{12} - \bar{q}_1)(p_{12} - \bar{p}_1) \rangle_1 \right\}
\]  

(304)

such that

\[
\lim_{N \to \infty} V_N(t, r) = 0.
\]  

(305)

By naturally extending the scenario depicted in the 1RSB approximation, killing the potential is equivalent to requiring three temporal scales for thermalization, a slow one a middle one and a fast one, and self-averaging within each time scale; we refer to section 4.1 for a deeper discussion on the physics behind this choice.

Taking advantage of remark 18 we can prove the following

**Proposition 14.** The transport equation associated to the interpolating pressure function \( A_N(t, r) \), in the thermodynamic limit and under the 2RSB assumption, reads as

\[
A_{2RSB}(t, r) = A_{2RSB}(0, r - \dot{r}t) + S(t, \dot{r})t
\]  

(306)

whose solution is given by

39
where the velocities are defined in (293)–(300). So all we have to compute is $A$. 

Proof. By putting (293)–(300) into (290) we find

$$ A_N(t, r) = A_0(0, r_0) - \frac{1}{2m^2} t - \frac{\alpha \beta^2}{2} p_3(1 - q_1) t - \frac{\alpha \beta^2}{2} \theta_1(p_3 q_3 - p_2 q_2) t $$

where $r_0$ can be obtained using the equation of motion

$$ r = r_0 + \dot{r} t $$

where the velocities are defined in (293)–(300). So all we have to compute is $A_0(0, r_0)$, that can be easily done because at $t = 0$ the two body interaction vanishes and the (256) can be written as a factorized one-body calculation (reported in detail in appendix E) resulting in

$$ A_0(0, r_0) = \log 2 + \frac{\alpha}{2 \theta_1} \int Dh^{(1)} \log \int D\tilde{h}^{(2)} \int D\tilde{h}^{(3)} \cos h^{(1)} $$

$$ = \frac{\alpha}{2 \theta_1} \left( \int D\tilde{h}^{(1)} \sqrt{s_0^{(1)} + h^{(2)} + h^{(3)}} \right) $$

Finally, we put together (308)–(310) and (225)–(230) to get the complete expression for the interpolating pressure in the 2RSB approximation.

Summarizing, overall we obtain the following

Theorem 5. The 2RSB quenched pressure for Hopfield model, in the thermodynamic limit, reads as
\[ A_{2RSB}(t, r) = \log 2 + \frac{1}{\theta_1} \int Dh^{(1)} \log \int Dh^{(2)} \left[ \int Dh^{(3)} \cosh^{\phi_1}(g(h, \bar{m})) \right]^{q_1} \]
\[ + \frac{\alpha}{2\theta_2} \log \left[ 1 + \frac{\beta q_2 - q_2}{1 - \beta(1 - q_2) + \theta_2(q_3 - q_2)} \right] \]
\[ + \frac{\alpha}{2\theta_1} \log \left[ 1 + \frac{\beta q_1 - q_1}{1 - \beta(1 - q_2) + \theta_1(q_2 - q_1) + \theta_2(q_3 - q_2)} \right] \]
\[ - \frac{\beta}{2} m^2 - \frac{\alpha \beta^2}{2} t \theta_2 (1 - \bar{m}_3) \]
\[ - \frac{\alpha \beta^2}{2} t \theta_2 (\bar{p}_3 q_3 - p_2 q_2) - \frac{\alpha \beta^2}{2} t \theta_1 (p_2 \bar{q}_2 - p_1 q_1) \] (311)

where \( h = (h^{(1)}, h^{(2)}, h^{(3)}) \) and \( g(h, \bar{m}) = \beta \bar{m} + \beta h^{(1)} \sqrt{\alpha p_1} + \beta h^{(2)} \sqrt{\alpha (p_2 - p_1)} + \beta h^{(3)} \sqrt{\alpha (p_3 - p_2)} \).

**Proof.** By taking \( r = 0 \) and \( t = 1 \) we find the Hopfield pressure in the 2RSB approximation. \( \square \)

**Corollary 9.** The self-consistency equations are

\[
\bar{q}_1 = E_1 \left\{ E_2 \left[ E_3 \cosh^{\phi_1}(g(h, \bar{m})) \right]^{q_1} \frac{E_1 \left( \cosh^{\phi_2}(g(h, \bar{m})) \tanh(g(h, \bar{m})) \right)}{E_3 \cosh^{\phi_2}(g(h, \bar{m}))} \right\}^2
\] (312)

\[
\bar{q}_2 = E_1 \left\{ E_2 \left[ E_3 \cosh^{\phi_2}(g(h, \bar{m})) \right]^{q_2} \frac{E_1 \left( \cosh^{\phi_2}(g(h, \bar{m})) \tanh(g(h, \bar{m})) \right)}{E_3 \cosh^{\phi_2}(g(h, \bar{m}))} \right\}^2
\] (313)

\[
\bar{q}_3 = E_1 \left\{ E_2 \left[ E_3 \cosh^{\phi_2}(g(h, \bar{m})) \right]^{q_3} \frac{E_1 \left( \cosh^{\phi_2}(g(h, \bar{m})) \tanh(g(h, \bar{m})) \right)}{E_3 \cosh^{\phi_2}(g(h, \bar{m}))} \right\}^2
\] (314)

\[
m = E_1 \left\{ E_2 \left[ E_3 \cosh^{\phi_2}(g(h, \bar{m})) \right]^{q_3} \frac{E_1 \left( \cosh^{\phi_2}(g(h, \bar{m})) \tanh(g(h, \bar{m})) \right)}{E_3 \cosh^{\phi_2}(g(h, \bar{m}))} \right\}^2
\] (315)

\[
\bar{p}_1 = \frac{\beta \bar{q}_1}{1 - \beta(1 - q_2) + \theta_1(q_2 - q_1) + \theta_2(q_3 - q_2)}
\] (316)

\[
\bar{p}_2 = \frac{\beta(q_2 - q_1)}{1 - \beta((1 - q_2) + \theta_1(q_2 - q_1) + \theta_2(q_3 - q_2)) [1 - \beta((1 - q_2) + \theta_2(q_3 - q_2))]}
\] (317)
replica overlaps \( q \) and \( \bar{p} \), referred to as Definition 29.

In the section we address the Hopfield model at the general step \( K \) of RSB, providing just the main passages.

**Definition 29.** In the \( K \)th step of replica-symmetry breaking, the distribution of the two-replica overlaps \( q \) and \( \bar{p} \), in the thermodynamic limit, displays \( K + 1 \) delta-peaks at the equilibrium values, referred to as \( \bar{q}_1, \ldots, \bar{q}_{K+1} \) and as \( \bar{p}_1, \ldots, \bar{p}_{K+1} \), respectively, and the concentration is ruled by \( \theta_i \in [0, 1], \forall i = 1, \ldots, K \), namely

\[
\lim_{N \to +\infty} P'_N(q) = \sum_{a=0}^{K} (\theta_{a+1} - \theta_a) \delta(q - \bar{q}_{a+1})
\]

(319)

\[
\lim_{N \to +\infty} P'_N(p) = \sum_{a=0}^{K} (\theta_{a+1} - \theta_a) \delta(p - \bar{p}_{a+1}).
\]

(320)

with \( \theta_0 = 0 \) and \( \theta_{K+1} = 1 \).

The magnetization still self-averages at \( \bar{m} \) as in (11).

**Definition 30.** Given the interpolating parameters \( r = (x^{(1)}, \ldots, x^{(K+1)}, y^{(1)}, \ldots, y^{(K+1)}, z, \omega) \), \( t \) and the i.i.d. auxiliary fields \( \{ h^{(1)}_i, \ldots, h^{(K+1)}_i \}_{i=1, \ldots, N} \), with \( h^{(1), \ldots, (K+1)}_i \sim \mathcal{N}(0, 1) \) for \( i = 1, \ldots, N \), and \( \{ f^{(1)}_{\mu}, \ldots, f^{(K+1)}_{\mu} \}_{\mu=1, \ldots, P} \), with \( f^{(1), \ldots, (K+1)}_i \sim \mathcal{N}(0, 1) \) for \( \mu = 1, \ldots, P \), we can write the \( K \)-RSB interpolating partition function \( Z_N(t, r) \) recursively, starting by

\[
Z_{K+1}(t, r) = \sum_{\sigma} \int D\tau \exp \left\{ \beta \left[ \sum_{i=1}^{N} \sum_{\mu=1}^{P} \xi_i \xi_{\sigma_i} \tau_{\sigma_i} + \sqrt{\frac{t}{N}} \sum_{i=1}^{N} \sum_{\mu=1}^{P} \xi_i \sigma_{\mu} \tau_{\mu} + w \sum_{i=1}^{N} \xi_i \sigma_{i} \right] \right\}
\]

(321)

and then averaging out the fields one per time. With \( \bar{E}_w \) we denote the average over the variables \( h_i^{(a)} \)'s and \( f^a_{\mu} \)'s, for \( a = 1, \ldots, K + 1 \) and with \( \bar{E}_0 \), we denote the average over the variables \( \xi_i \)'s.

**Proposition 15.** At finite volume \( N \) and finite \( K \), the streaming of the \( K \)-RSB interpolating quenched pressure fulfills a standard transport equation, that reads as

\[
\frac{\partial}{\partial t} A_N + \sum_{b=0}^{K} \frac{\partial}{\partial x^{(b+1)}} A_N + \sum_{b=0}^{K} \frac{\partial}{\partial y^{(b+1)}} A_N + \bar{w} \bar{m} \frac{\partial}{\partial \omega} A_N + \bar{z} \bar{\sigma} \frac{\partial}{\partial \sigma} A_N = V_N(t, r) + S(t, r)
\]

(322)

where

\[
V_N(t, r) := \frac{\beta}{2} \left( (m - \bar{m})^2 \right) - \frac{\beta^2 \alpha}{2} \sum_{a=1}^{K+1} (\theta_a - \theta_{a-1})(\Delta p_{12}\Delta q_{12})_a
\]

(323)
we get the derivatives w.r.t. each

\[
S(t, r) := -\frac{\beta}{2} m^2 + \frac{\beta^2 \alpha}{2} \sum_{a=1}^{K+1} (\theta_a - \theta_{a-1}) \bar{p}_{a+1} q_a - \frac{\beta^2 \alpha}{2} p_{K+1} 
\]

(324)

**Proof.** The proof is similar to those provided to prove proposition 11 for the 1RSB case and to prove proposition 13 for the 2RSB case. We start from

\[
\frac{\partial}{\partial t} A_N = \frac{\beta}{2} (m^2) + \frac{\alpha \beta^2}{2} \left( \langle p_{11} \rangle - \sum_{a=0}^{K} (\theta_{a+1} - \theta_a) \langle p_{12} q_{12} \rangle_{a+1} \right) 
\]

(325)

and then we use

\[
\langle \Delta p_{12} \Delta q_{12} \rangle_a = \langle p_{12} q_{12} \rangle_a - \bar{p}_a \bar{q}_a + \bar{q}_a p_{12} + \bar{q}_a q_{12}, \quad \forall a = 1, \ldots, K + 1 
\]

(326)

\[
\langle (m - \bar{m})^2 \rangle = \langle m^2 \rangle - \bar{m}^2 
\]

(327)

\[
\frac{\alpha}{2} \langle p_{11} \rangle \bar{p}_K = \frac{\alpha}{2} \langle p_{11} \rangle \left( 1 - \bar{q}_{K+1} + \sum_{b=0}^{K} (\bar{q}_{b+1} - \bar{q}_b) \right) 
\]

(328)

In this way, placing

\[
y^{(b)} = -(\bar{q}_b - \bar{q}_{b-1}), \quad b = 1, \ldots, K + 1 
\]

(329)

\[
x^{(b)} = -\alpha (\bar{p}_b - \bar{p}_{b-1}), \quad b = 1, \ldots, K + 1 
\]

(330)

\[
z = \beta (1 - \bar{q}_{K+1}) 
\]

(331)

\[
\dot{w} = -\bar{m}, 
\]

(332)

we get the derivatives w.r.t. each \(x^{(b)}, y^{(b)}\) and w.r.t. \(w\).

\[
\square 
\]

**Proposition 16.** The transport equation associated to the interpolating pressure function defined in (15), in the thermodynamic limit and in the K-RSB scenario, reads as

\[
\frac{\partial}{\partial t} A_N + \sum_{b=0}^{K} \dot{x}^{(b+1)} \frac{\partial}{\partial x^{(b+1)}} A_N + \sum_{b=0}^{K} \dot{y}^{(b+1)} \frac{\partial}{\partial y^{(b+1)}} A_N + \dot{w} \frac{\partial}{\partial w} A_N + \dot{z} \frac{\partial}{\partial z} A_N 
\]

\[
= -\frac{\beta}{2} m^2 + \frac{\beta^2 \alpha}{2} \sum_{a=0}^{K} (\theta_{a+1} - \theta_a) \bar{p}_a \bar{q}_a - \frac{\beta^2 \alpha}{2} p_{K+1} 
\]

(333)

whose solution is given by

\[
A_N(t, r) = A_N(0, r - rt) + t \left[ \frac{\beta J_0}{2} m^2 - \frac{\beta^2}{4} \sum_{a=0}^{K} (\theta_{a+1} - \theta_a) \bar{q}_{a+1}^2 + \frac{\beta^2}{2} (1 - \bar{q}_{K+1}) \right], 
\]

(334)

where
Corollary 10. The self-consistence equations are

\[ q_1 = E_1 \left\{ \frac{1}{N_1} E_2 \left[ N_2^{\frac{q_1}{2}} \cdots E_{K+1} \left[ \log \left( \cosh^6(g(h, \bar{m})) \tan(g(h, \bar{m})) \right) \right] \right] \right\} ^{2} \]  

\[ q_2 = E_1 \left\{ \frac{1}{N_1} \left[ E_2 \left[ N_2^{\frac{q_2}{2}} \cdots E_{K+1} \left[ \log \left( \cosh^6(g(h, \bar{m})) \tan(g(h, \bar{m})) \right) \right] \right] \right\} ^{2} \]  

\[ \cdots \]  

\[ q_{K+1} = E_1 \left\{ \frac{1}{N_1} E_2 \left[ N_2^{\frac{q_{K+1}}{2}} \cdots E_{K+1} \left[ \log \left( \cosh^6(g(h, \bar{m})) \tan^2(g(h, \bar{m})) \right) \right] \right] \right\} \]  

\[ \bar{p}_1 = \frac{\beta q_1}{Q_1^2} \]  

Theorem 6. The K-RSB quenched pressure for the Hopfield model in the thermodynamic limit, reads as

\[ A_{K-RSB} = \frac{1}{\theta_1} \int D\theta^{(1)} \log N_1 + \frac{\alpha}{2} \sum_{z=1}^{K} \log \left( \frac{1 + \beta \theta_z \cosh^{1/3} \left( \frac{y_0^{(1)}}{1 - z_0 - \beta(\sum_{b=1}^{K} \theta_b y_0^{(b+1)})} \right)}{1 - z_0 - \beta(\sum_{b=1}^{K} \theta_b y_0^{(b+1)})} \right) \]  

(335)

with

\[ N_a = \left\{ \begin{array}{ll}
\int D\theta^{(a+1)} \left[ N_{a+1}^{\theta_a/\theta_{a+1}} \right]^{2} & \text{for } a = 1 \ldots K \\
2 \cosh \left( \beta \left( w + \sum_{a=1}^{K+1} \sqrt{\alpha(p_a - p_{a-1})h^{(a)}} \right) \right) & \text{for } a = K + 1
\end{array} \right. \]  

(336)

Proof. If we put \( t = 1 \) and \( x = y = w = z = 0 \) we obtain the K-RSB quenched pressure. \( \square \)
\[ p_h = \frac{\beta(q_h - q_{h-1})}{Q_h Q_{h-1}}, \quad \forall \ h = 2, \ldots, K + 1 \]  

(343)

\[ m = \mathbb{E}_1 \left\{ \frac{1}{N_1} \mathbb{E}_2 \left[ \mathcal{N}_2^{-1} \cdots \mathcal{E}_{K+1}{\left[ \cosh^{\mathcal{G}}(g(h, \bar{m})) \tanh(g(h, m)) \right]} \right] \right\} \]  

(344)

where \( h = (h^{(1)}, \ldots, h^{(K+1)}) \), \( g(h, \bar{m}) = \beta \bar{m} + \beta \sum_{a=1}^{K+1} \sqrt{\alpha(p_a - p_{a-1})} \bar{h}^{(a)} \), \( N_1, \ldots, N_{K+1} \) are defined in (338), and

\[
\begin{aligned}
Q_{K+1} &= 1 - \beta (1 - q_{K+1}) \\
Q_K &= Q_{K+1} - \beta \theta_k (\bar{q}_{K+1} - \bar{q}_K) \\
&\vdots \\
Q_1 &= Q_2 - \beta \theta_1 (\bar{q}_2 - \bar{q}_1)
\end{aligned}
\]  

(345)

**Proof.** The proof is similar to that provided for corollary 5 and for corollaries 8 and 9. In fact, for the self consistence equations w.r.t. \( \bar{m} \) and \( \bar{q}_j, \ j = 1, \ldots, K + 1 \) the proof is equal to corollary 5.

On the other hand, we have

\[
\partial_y (\mathcal{G}) + A_N = \frac{\alpha}{2} \beta \theta_{G+1} \sum_{j=1}^{G} B_j 
\]  

(346)

\[
\partial_z A_N = \frac{\alpha \beta}{2} \sum_{j=1}^{K+2} B_j
\]  

(347)

where

\[
\begin{aligned}
B_1 &= \frac{\beta y_0}{Q_1} \\
B_2 &= \frac{1}{\theta_1 Q_1} \\
B_{j+1} &= \left( \frac{1}{\theta_j} - \frac{1}{\theta_{j-1}} \right) \frac{1}{Q_j}, \quad j = 2, \ldots, K \\
B_{K+2} &= -\frac{1}{Q_{K+2}} \left( 1 - \frac{1}{\theta_K} \right)
\end{aligned}
\]  

(348)

so,

\[
\begin{aligned}
\partial_{y, G+1} A_N - \partial_{y, G} A_N &= \frac{\alpha \beta}{2} (\theta_G - \theta_{G-1}) \bar{p}_G = \frac{\alpha \beta}{2} (\theta_G - \theta_{G-1}) \sum_{j=1}^{G} B_j + \frac{\alpha \beta}{2} B_{G+1}, \ G = 1, \ldots K \\
\partial_z A_N - \partial_{z, K+1} A_N &= \frac{\alpha \beta}{2} (1 - \theta_K) \bar{p}_{K+1} = \frac{\alpha \beta}{2} (1 - \theta_K) \sum_{j=1}^{K+1} B_j + \frac{\alpha \beta}{2} B_{K+2}
\end{aligned}
\]

and we reach the thesis. \( \square \)
4. Conclusions

4.1. A remark on the standard formulation: deepening the ansatz

The Edward-Anderson spin-glass overlap $q_{\gamma \lambda}$ (and similarly its continuous counterpart $p_{\gamma \lambda}$ introduced to tackle the Hopfield model, see section 3) measures how similar two different replicas are: the absolute value of $q_{\gamma \lambda}$ is 1 if all the spins/neurons belonging the replica $\gamma$ are parallel (or antiparallel) to those pertaining to the replica $\lambda$ and, in general, the larger its value and the larger the similarity between the configurations of the two replicas. When computing expectations of this quantity we can factorize the Boltzmann average as

$$\omega(\sigma_i^{(\gamma)\tau}) = \omega(\sigma_i^{(\gamma)}) \omega(\sigma_i^{(\lambda)}).$$

while for the quenched average appropriate care is required: clearly, if we assume such an average to be replica-independent, we end up with an RS painting of the system (and, for the Hopfield model, we recover the Amit–Gutfreund–Sompolinsky representation [9]). Conversely, if we retain the replica indices, it could happen that each replica sits in a different pure state such that, in the asymptotic limit $N \to \infty$, beyond ergodicity breaking also replica symmetry breaking spontaneously appears.

In order to deepen this concept, let us consider the telescopic definition of the quenched averages provided in the RSB scheme we pursued and restrict to the 1RSB picture (just for the sake of simplicity as its generalization to several, but finite, steps of RSB is straightforward), see equations (52)–(55) and equations (200)–(208): the auxiliary fields acting on a spin are conceived to simulate the effect of the remaining spins and the existence of two classes of fields (with the related averages) mirrors the existence of two temporal scales for thermalization, that is, a fast scale and a slow scale.

Denoting with $E_{\text{fast}}$ and $E_{\text{slow}}$ the average over the fields corresponding to, respectively, the fast and the slow timescale, we compose the global average as Coolen and Van Mourik did in their dynamical derivation of the Parisi scheme [26, 55] and write

$$\langle \cdot \rangle = E_{\text{slow}} E_{\text{fast}} \omega(\cdot).$$

Let us now evaluate the average of the overlap $q_{\lambda \gamma}$ in the possible resulting scenarios. If the two fields coincide, the two replicas are subjected to the same field

$$\langle q_{\lambda \gamma} \rangle_a = E_{\text{slow}} E_{\text{fast}} \frac{1}{N} \sum_i \omega(\sigma_i^{(\gamma)\tau}) \omega(\sigma_i^{(\lambda)}) = E_{\text{slow}} E_{\text{fast}} \frac{1}{N} \sum_i \omega(\sigma_i)^2.$$  \hspace{1cm} (351)

If the two fields are distinct, the two replicas may share the slow timescale but evolve differently on the fast timescale (the opposite is thermodynamically forbidden [26, 55]), therefore averages can be partially factorized as

$$\langle q_{\lambda \gamma} \rangle_b = E_{\text{slow}} \frac{1}{N} \sum_i E_{\text{fast}} \omega(\sigma_i^{(\gamma)\tau}) E_{\text{fast}} \omega(\sigma_i^{(\lambda)}) = E_{\text{slow}} E_{\text{fast}} \frac{1}{N} \sum_i (E_{\text{fast}} \omega(\sigma_i))^2.$$ \hspace{1cm} (352)

The case where replicas evolve independently correspond to an ergodic regime and we can factorize everything obtaining

$$\langle q_{\lambda \gamma} \rangle_c = E_{\text{slow}} \frac{1}{N} \sum_i E_{\text{fast}} \omega(\sigma_i^{(\gamma)\tau}) E_{\text{slow}} E_{\text{fast}} \omega(\sigma_i^{(\lambda)}) = \frac{1}{N} \sum_i (E_{\text{slow}} E_{\text{fast}} \omega(\sigma_i))^2.$$ \hspace{1cm} (353)

Notice that (351) returns (206), and (352) returns (205), as long as we pose
Indeed, in the RS thermodynamic limit, $q_{\gamma \lambda} = \frac{1}{N} \sum \sigma^{(\gamma)}_i \sigma^{(\lambda)}_i$ self-averages to a unique value $q_0$, while in the 1RSB it self-averages to two different values $q_1, q_2$, one accounting for the case where the replicas behave the same on both the fast and the slow timescales, and the other to account for their different behavior on the fast scale, while keeping the same on the slow one. This is in agreement with Cooien and Van Mourik’s perspective [26] on the block-decomposition of the Parisi matrix: if we assume a fraction $\theta$ of replica couples belonging to the second group and a fraction $(1 - \theta)$ of replica couples belonging to the first group, then, in the large $N$ limit, the probability distribution $P(q)$ would read as $P(q) = \theta P_1(q-q_1) + (1-\theta) P_2(q-q_2)$ (where $P_1(0) \equiv 1, \int P_1(q-q_1) dq = 1, P_1(q-q_1) P_2(q-q_2) \leq 0 \forall q$). By this perspective, in the transport PDE approach we pursued here, setting the potential equal to zero in the 1RSB framework (see (29) and (182)) is consistent with the assumption that $P(q)$ is decomposed in a sum of delta-functions, centered on the mean values (lim$_{N \rightarrow \infty} P_i(q) = \delta(q-q_i)$). The generalization to an arbitrary, but finite, number of steps $K$ of RSB is straightforward (see (63) and (304)).

However, when trying to face RSB in associative neural networks as a perturbation of AGS theory (the RS scenario of the Hopfield model) a possible concern lies in considering the Mattis magnetization $m_i := \sigma \cdot \xi^{\mu}$ as a good quantifier to measure the retrieved signal (i.e. a generic quenched pattern $\xi^{\mu}$). This is because this observable is intrinsically defined within a single replica, but, as in an RSB scenario different replicas can be locked on different pure states, it is no longer guaranteed that the scalar product between the quenched pattern $\xi^{\mu}$ and a configuration $\sigma^{(\alpha)}$ for the replica labeled as $\gamma$, i.e. $m^{(\gamma)}_i$, equals the scalar product between the same quenched pattern $\xi^{\mu}$ and a configuration $\sigma^{(\lambda)}$ for the replica $\lambda$, i.e. $m^{(\lambda)}_i$. In other words, it is not obvious that $m^{(\gamma)}_i \equiv m^{(\lambda)}_i$, hence raising the question on the soundness of a pattern-recognition quantifier defined within a single replica. Alternatively, as Parisi ultrametricity can be (partially) summarized by considering three replicas $\alpha, \gamma, \lambda$ and forcing their relative overlaps $q_{\alpha,\gamma}$ and $q_{\lambda,\gamma}$ to fulfill [41]

$$P(q_{\alpha,\gamma}, q_{\lambda,\gamma}) = \frac{1}{2}P(q_{\alpha,\gamma})\delta(q_{\alpha,\gamma} - q_{\lambda,\gamma}) + \frac{1}{2}P(q_{\alpha,\gamma})P(q_{\lambda,\gamma}),$$

if we now assume that the replica $\lambda$ sits in a configuration that is actually a pattern (as expected for a neural network under suitable conditions), say $\xi^{\mu}$, then the above equation turns into a constraint for the Mattis magnetizations that reads as

$$P(m^{(\alpha)}_i, m^{(\gamma)}_i) = \frac{1}{2}P(m^{(\alpha)}_i)\delta(m^{(\alpha)}_i - m^{(\gamma)}_i) + \frac{1}{2}P(m^{(\alpha)}_i)P(m^{(\gamma)}_i)$$

that disagrees with a self-averaging ansatz for the Mattis magnetization. Yet, as far as we could check via a standard replica trick calculation, the self-averaging ansatz for the Mattis magnetization is the solely reasonable as the fields affecting the signal turn out to be RS.

Interestingly, this argument would also contribute to explain why, in Monte Carlo simulations, where no ansatz on RS is made, the Mattis magnetization never saturates to one, see e.g. [28], in fact, in the r.h.s. in equation (357) above, the first part accounts for the RS signal of AGS theory, while the latter seems to point to a zero magnetization by a symmetry argument and the factorization. In the present paper we did not deepen how to generalize AGS theory to overcome this problem, as the work was dedicated to the development of proper mathematical approaches to work out RSB calculations for neural networks, and we plan to discuss this in a dedicated forthcoming paper.
4.2. Outlooks and future developments

Neural networks are nowadays playing a pivotal role in the social and scientific progress (see e.g. [5, 38, 39, 54]), especially due to some advances in machine learning research overall termed deep learning [30]. As a natural consequences of these applied achievements, we are witnessing an intensive quest for mathematical techniques able to tackle the emerging properties of these networks and this is just the context for this work: our aim here is to supply well-grounded theoretical tools to frame the behavior of these intelligent machines into a solid mathematical theory. In particular, we consider associative neural networks performing pattern recognition (i.e. the celebrated Hopfield model), and, even more specifically, we focus on the complex phenomenon of RSB (expected to affect this model when pushed close to its maximal capabilities).

In this work we did not examine the physical implications of RSB, mainly because we do believe that—in its formulation for the Hopfield model and the related variations on theme—it remains marginal if not ill-posed. In our opinion, a proper RSB theory for associative neural networks could hardly be afforded as a perturbation of the AGS picture that perfectly describes the Hopfield model properties under the RS assumption. Therefore, while continuing the investigation of a reformulation of this problem to be presented in forthcoming papers, in the present one we accepted the standard approach and we focused purely on developing rigorous mathematical techniques, alternative to the widely-known replica trick.

In particular, we have shown that it is possible to graft the broken replica techniques developed by Guerra in [36] within the transport PDE approach developed by some of the present authors in [6] and we have presented the solution for the broken-replica quenched free-energy of the model, up to the Kth step of RSB. These solutions were partially known in the literature (see [28] for the 1RSB and [49] for the 2RSB) from non-rigoroustools; remarkably our approach perfectly reproduces these heuristic hints conferring them a mathematical rigor.

Acknowledgments

The authors are grateful to Francesco Alemanno for several fruitful discussions. EA acknowledges Sapienza University of Rome for financial support (Progetto Ateneo RG11715C7CC31E3D). AB acknowledges Unisalento, INFN and the PRIN project ‘Stochastic Models for Complex Systems’ (PRIN 2017, Project no. 2017JFFHSH) for financial support.

Appendix A. Proof of lemma 2

We prove explicitely only the first-order derivative with respect to $t$, that is equation (57); for the others, the computation is analogous.

$$\frac{\partial}{\partial t} A_N = \frac{1}{N} \log Z_0 = \frac{1}{N} E_0 \left( \frac{1}{Z_0_1} \frac{1}{Z_0_2} \frac{1}{Z_0_3} \frac{1}{Z_0_4} \right)$$

$$= \frac{1}{N} E_0 \left( W_1 \sum_\sigma \exp \left[ \beta \left( \frac{1}{2} \sum_{i,j=1}^N \sigma_i \sigma_j z_{ij} + \frac{1}{2} \sum_{a=1}^N \left[ h_{at} \sigma_i + t J_0^a N \sigma_i \sigma_j \right] \sigma_j \right) \right] \right)$$

$$\times \left( \frac{1}{2} \sum_{i,j=1}^N \sigma_i \sigma_j \right)$$
\[
\frac{\partial}{\partial t_j} \left\{ \mathcal{W}_2 \frac{1}{Z_2} \sum_{\sigma} \exp \left[ \beta \left( \frac{\sqrt{J}}{2} \sum_{i=1}^{N} h_i^{(a)} \sigma_i + \sum_{a=1}^{3} \sqrt{x^{(a)}} \sum_{i=1}^{N} h_i^{(a)} \sigma_i + \frac{J_0}{2} Nm^2(\sigma) + \frac{J_0}{2} Nm(\sigma) \right) \right] \right\} \sigma_j = A + B + C,
\]

where

\[
A = \langle \partial_{t_j} \mathcal{W}_1 \rangle \frac{1}{Z_2} \sum_{\sigma} \left[ \beta \left( \frac{\sqrt{J}}{2} \sum_{i=1}^{N} h_i^{(a)} \sigma_i + \sum_{a=1}^{3} \sqrt{x^{(a)}} \sum_{i=1}^{N} h_i^{(a)} \sigma_i + \frac{J_0}{2} Nm^2(\sigma) + \frac{J_0}{2} Nm(\sigma) \right) \right] \sigma_j,
\]

\[
B = \frac{\beta \sqrt{J}}{\sqrt{N}} \left\{ \mathcal{W}_1 - \mathcal{W}_2 \right\} \frac{1}{Z_2} \sum_{\sigma} \left[ \beta \left( \frac{\sqrt{J}}{2} \sum_{i=1}^{N} h_i^{(a)} \sigma_i + \sum_{a=1}^{3} \sqrt{x^{(a)}} \sum_{i=1}^{N} h_i^{(a)} \sigma_i + \frac{J_0}{2} Nm^2(\sigma) + \frac{J_0}{2} Nm(\sigma) \right) \right] \sigma_j,
\]

\[
C = \frac{\beta \sqrt{J}}{\sqrt{N}} \left\{ \mathcal{W}_1 - \mathcal{W}_2 \right\} \frac{1}{Z_2} \sum_{\sigma} \left[ \beta \left( \frac{\sqrt{J}}{2} \sum_{i=1}^{N} h_i^{(a)} \sigma_i + \sum_{a=1}^{3} \sqrt{x^{(a)}} \sum_{i=1}^{N} h_i^{(a)} \sigma_i + \frac{J_0}{2} Nm^2(\sigma) + \frac{J_0}{2} Nm(\sigma) \right) \right] \sigma_j.
\]
\[ B = \frac{1}{\mathcal{Z}_2} \mathcal{W}_2 \sum_{\sigma} \left[ \exp \left( \beta \left( \frac{v^2}{2} \sum_{i,j=1}^{N} \sigma_i \sigma_j z_{ij} + \frac{\beta}{2} \sum_{a=1}^{2} \sum_{i=1}^{N} h_i^{(a)} \sigma_i \right) \right) \right] \sigma_i \partial_{\mu_{\sigma_{jz}}} \mathcal{Z}_2 \]

\[ = -\frac{\sqrt{\beta} t}{\sqrt{N}} \left[ \frac{1}{\mathcal{Z}_2} \sum_{\sigma} \left[ \exp \left( \beta \left( \frac{v^2}{2} \sum_{i,j=1}^{N} \sigma_i \sigma_j z_{ij} + \frac{\beta}{2} \sum_{a=1}^{2} \sum_{i=1}^{N} h_i^{(a)} \sigma_i \right) \right) \right] \sigma_i \sigma_j \right] \]

\[ C = \frac{1}{\mathcal{Z}_2} \mathcal{W}_2 \sum_{\sigma} \left[ \exp \left( \beta \left( \frac{v^2}{2} \sum_{i,j=1}^{N} \sigma_i \sigma_j z_{ij} + \frac{\beta}{2} \sum_{a=1}^{2} \sum_{i=1}^{N} h_i^{(a)} \sigma_i \right) \right) \right] \sigma_i \sigma_j \]

To sum up, we have

\[ \frac{\partial}{\partial t} A_N = \frac{\beta J_0}{2} \langle m^2 \rangle + \frac{\beta^2 J}{4} \left( 1 - (1 - \theta) \langle \tilde{q}_{12} \rangle^2 - \theta \langle \tilde{q}_{12} \rangle^2 \right) \]

**Appendix B. Proof of corollary 3**

We recall the initial relations (87)–(89) for \( m, \tilde{q}_1, \tilde{q}_2 \) obtained from (58)–(60)

\[ \frac{\partial}{\partial \tilde{q}_{12}} A_{\text{RSB}} - \beta \frac{J_0}{\beta} \tilde{q}_1 \]

\[ = \frac{\beta^2}{2} (1 - \theta) \tilde{q}_2 \]

\[ \tilde{m} = \frac{2}{\beta J_0} \tilde{w} A_{\text{RSB}} \]

Now, we evaluate the derivatives w.r.t. \( x^{(1,2)} \) and \( w \) of the function (83) starting from (83) and we will then plug the resulting expressions into (B1)–(B3). Let us pose \( g(h, \tilde{m}) = \beta \sum_{a=1}^{2} \sqrt{X_a} h_i^{(a)} + \beta \tilde{w}_0 \tilde{m} \) and compute the derivative of (83) w.r.t. \( x^{(1)} \):
\[
\frac{\partial}{\partial x^{(1)}} A_{1RSB} = E_1 \left\{ \frac{1}{\theta} \left[ \frac{E_2 \left[ \theta \cosh^2(g(h, \bar{m})) \tanh(g(h, \bar{m})) \beta - \frac{1}{2} \sqrt{x_0^{(1)}} h^{(1)} \right]}{E_2 \left[ \cosh^2(g(h, \bar{m})) \right]} \right] \right\}. \tag{B4}
\]

Now we use (24) w.r.t. \( h^{(1)} \):
\[
\frac{\partial}{\partial x^{(1)}} A_{1RSB} = \frac{\beta}{2 \sqrt{x_0^{(1)}}} E_1 \left\{ \frac{1}{\theta} \left[ \frac{E_2 \left[ \theta \cosh^2(g(h, \bar{m})) \tanh^2(g(h, \bar{m})) \right]}{E_2 \left[ \cosh^2(g(h, \bar{m})) \right]} \right] \right\}
\]
\[
= \frac{\beta}{2 \sqrt{x_0^{(1)}}} E_1 \left\{ \left[ \frac{E_2 \left[ \theta \cosh^2(g(h, \bar{m})) \tanh^2(g(h, \bar{m})) \right]}{E_2 \left[ \cosh^2(g(h, \bar{m})) \right]} \right] \right\}
\]
\[
+ \frac{\beta}{2 \sqrt{x_0^{(1)}}} E_1 \left\{ \left[ \frac{E_2 \left[ \cosh^2(g(h, \bar{m}))(1 - \tanh^2(g(h, \bar{m}))) \right]}{E_2 \left[ \cosh^2(g(h, \bar{m})) \right]} \right] \right\}
\]
\[
- \frac{\beta}{2 \sqrt{x_0^{(1)} \theta}} \left[ \frac{E_2 \left[ \cosh^2(g(h, \bar{m})) \tanh^2(g(h, \bar{m})) \right]}{E_2 \left[ \cosh^2(g(h, \bar{m})) \right]} \right]^2 \right\}. \tag{B5}
\]
Rearranging (B5) we have
\[
\frac{\partial}{\partial x^{(1)}} A_{1RSB} = \frac{\beta^2}{2} \left\{ 1 - (1 - \theta) \frac{2}{E_1} \left[ \frac{E_2 \left[ \cosh^2(g(h, \bar{m})) \tanh^2(g(h, \bar{m})) \right]}{E_2 \left[ \cosh^2(g(h, \bar{m})) \right]} \right] \right\}
\]
\[- \theta E_1 \left[ \frac{E_2 \left[ \cosh^2(g(h, \bar{m})) \tanh^2(g(h, \bar{m})) \right]}{E_2 \left[ \cosh^2(g(h, \bar{m})) \right]} \right]^2 \right\}. \tag{B6}
\]
In the same way we compute the derivative of (76) w.r.t. \( x^{(2)} \):
\[
\frac{\partial}{\partial x^{(2)}} A_{1RSB} = E_1 \left\{ \frac{1}{\theta} \left[ \frac{E_2 \left[ \theta \cosh^2(g(h, \bar{m})) \tanh(g(h, \bar{m})) \beta - \frac{1}{2} \sqrt{x_0^{(2)}} h^{(2)} \right]}{E_2 \left[ \cosh^2(g(h, \bar{m})) \right]} \right] \right\}. \tag{B7}
\]
Now we use (24) w.r.t. \( h^{(2)} \):
\[
\frac{\partial}{\partial x^{(2)}} A_{1RSB} = \frac{\beta}{2 \sqrt{x_0^{(2)}}} E_1 \left\{ \left[ \theta \cosh^2(g(h, \bar{m})) \tanh^2(g(h, \bar{m})) \right] \right\}
\]
\[
= \frac{\beta}{2 \sqrt{x_0^{(2)}}} E_1 \left\{ \left[ \frac{E_2 \left[ \theta \cosh^2(g(h, \bar{m})) \tanh^2(g(h, \bar{m})) \right]}{E_2 \left[ \cosh^2(g(h, \bar{m})) \right]} \right] \right\}
\]
\[
+ \frac{\beta}{2 \sqrt{x_0^{(2)}}} E_1 \left\{ \left[ \frac{E_2 \left[ \cosh^2(g(h, \bar{m}))(1 - \tanh^2(g(h, \bar{m}))) \right]}{E_2 \left[ \cosh^2(g(h, \bar{m})) \right]} \right] \right\}. \tag{B8}
\]
Rearranging (B8) we have
\[
\frac{\partial}{\partial x^{(2)}} A_{\text{IRSB}} = \frac{\beta^2}{2} - \frac{\beta^2}{2} (1 - \theta) E_1 \left\{ \frac{E_2 }{E_2} \frac{[\cosh^2(g(h, \bar{m})) \tanh^2(g(h, \bar{m}))]}{[\cosh(g(h, \bar{m}))^2]} \right\} 
\]

In the end, we compute the derivative of (76) w.r.t. \( w \):
\[
\frac{\partial}{\partial w} A_{\text{IRSB}} = E_1 \left\{ \frac{1}{\theta} \frac{E_2}{E_2} \frac{[\cosh(g(h, \bar{m})) \tanh(g(h, \bar{m}))]}{[\cosh(g(h, \bar{m}))^2]} \right\} 
\]

Now we use (80), (78) and (79) and we pose \( t = 1, x^{(1)}, x^{(2)}, w = 0 \); in this way we have \( g(h, \bar{m}) = \beta J \sqrt{q_1 h^{(1)}} + \beta J \sqrt{q_2 h^{(2)}} + \beta \bar{m} J_0 \).

Finally, we use (B10), (B6) and (B9) to get
\[
\frac{\partial}{\partial x^{(2)}} A_{\text{IRSB}} - \frac{\partial}{\partial x^{(1)}} A_{\text{IRSB}} = \frac{\beta^2}{2} \theta E_1 \left\{ \frac{E_2 }{E_2} \frac{[\cosh^2(g(h, \bar{m})) \tanh^2(g(h, \bar{m}))]}{[\cosh(g(h, \bar{m}))^2]} \right\}^2 = \frac{\beta^2}{2} \theta \bar{q}_1 
\]
\[
\frac{\partial}{\partial x^{(2)}} A_{\text{IRSB}} = \frac{\beta^2}{2} - \frac{\beta^2}{2} (1 - \theta) E_1 \left\{ \frac{E_2 }{E_2} \frac{[\cosh^2(g(h, \bar{m})) \tanh^2(g(h, \bar{m}))]}{[\cosh(g(h, \bar{m}))^2]} \right\} 
\]
\[
= \frac{\beta^2}{2} - \frac{\beta^2}{2} (1 - \theta) \bar{q}_2 
\]
\[
\frac{\partial}{\partial w} A_{\text{IRSB}} = \frac{\beta J_0}{2} E_1 \left\{ \frac{1}{\theta} \frac{E_2}{E_2} \frac{[\cosh(g(h, \bar{m})) \tanh(g(h, \bar{m}))]}{[\cosh(g(h, \bar{m}))^2]} \right\} 
\]
\[
= \frac{\beta J_0}{2} \bar{m} 
\]

Rearranging these equations we obtain the above self-consistencies.

**Appendix C. Proof of lemma 6**

We will prove only (280), being the proofs for the others obtained in a similar way. First of all, using (279) we see that
\[
\partial_n A_n = \frac{\beta}{2} \langle m^2 \rangle + \frac{\beta}{2N \sqrt{N_N}} E_n E_2 \left[ \xi^\mu_i \omega(\sigma_1 \tau_\mu) \right] 
\]
\[
\text{(C1)} 
\]
Now, using Stein’s lemma (24), we may rewrite the second member of (C1) as
\[
\frac{\beta}{2N \sqrt{N_N}} \sum_{i, \mu} E_n \xi^\mu_i E_2 \left[ \partial^\mu_i \left( W_2 \omega(\sigma_1 \tau_\mu) \right) \right] = D_1 + D_2 + D_3 
\]
\[
\text{(C2)} 
\]
Let us investigate those three terms:
In this appendix we report explicitly the calculations for the one-body problem for the 1RSB quenched pressure of the Hopfield model. Putting (C3), (C4) and (C5) inside (C2), and (C2) inside (C1) we find (280).

Appendix D. One-body calculations: 1RSB

In this appendix we report explicitly the calculations for the one-body problem for the 1RSB quenched pressure of the Hopfield model.

\[
D_1 = \frac{\beta}{2N\sqrt{Nt}} \sum_{i,\mu} E_0 E_1 E_2 \left[ W_2 \partial_{\xi_i} \omega(\sigma_i \tau_\mu) \right] = \frac{\beta^2}{2N^2} \sum_{i,\mu} E_0 E_1 E_2 \left[ W_2 \omega(\sigma_i^2 \tau_\mu) \right]
\]

\[
- \frac{\beta^2}{2N^2} \sum_{i,\mu} E_0 E_1 E_2 \left[ W_2 \omega(\sigma_i \tau_\mu)^2 \right] = \frac{\alpha \beta^2}{2} \langle p_{11} \rangle - \frac{\alpha \beta^2}{2} \langle p_{12} q_{12} \rangle
\]

(C3)

\[
D_2 = \frac{\beta}{2N\sqrt{Nt}} \sum_{i,\mu} E_0 E_1 E_2 \left[ \omega(\sigma_i \tau_\mu) \frac{\partial_{\xi_i} Z_2^2}{E_2 \left( Z_2^2 \right)} \right] = \frac{\beta^2 \theta}{2N^2} \sum_{i,\mu} E_0 \left[ E_2 \left( W_2 \omega(\sigma_i \tau_\mu)^2 \right) \right]
\]

(C4)

\[
D_3 = \frac{\beta}{2N\sqrt{Nt}} \sum_{i,\mu} E_0 E_1 E_2 \left[ \omega(\sigma_i \tau_\mu) Z_2^2 \frac{1}{E_2 \left( Z_2^2 \right)} \right] = \frac{\beta^2 \theta}{2N^2} \sum_{i,\mu} E_0 E_1 E_2 \left[ \omega(\sigma_i \tau_\mu) W_2 E_2 \left( W_2 \partial_{\xi_i} Z_2 \right) \right]
\]

(C5)

Putting (C3), (C4) and (C5) inside (C2), and (C2) inside (C1) we find (280).
where, to write the last equality we used (24). We may now proceed further to write

\[ Z(0, r_0) = 2^{2N} \prod_i \int D\theta^{(2)} \cos e^\beta \left( \sqrt{\lambda^{(1)} x_0^{(1)} h^{(1)}} + \sqrt{\lambda^{(2)} x_0^{(2)} h^{(2)}} + w_0 \xi \right) \]

\[ \times \frac{1}{(1-z_0)^2} \prod_i \int D\theta^{(2)} \exp \beta \left( \frac{\sqrt{\lambda^{(1)} x_0^{(1)} h^{(1)}} + \sqrt{\lambda^{(2)} x_0^{(2)} h^{(2)}}}{2(1-z_0)} \right) \]

\[ = 2^{2N} \prod_i \int D\theta^{(2)} \cos e^\beta \left( \sqrt{\lambda^{(1)} x_0^{(1)} h^{(1)}} + \sqrt{\lambda^{(2)} x_0^{(2)} h^{(2)}} + w_0 \xi \right) \]

\[ \times \prod_i \int \frac{d\theta^{(2)}}{2\pi} \exp \beta \left( \frac{\theta^{(1)} y_0^{(1)}}{2(1-z_0)} \right) \left( 1 + \frac{\theta^{(2)} y_0^{(2)}}{1-z_0 - \beta \theta^{(2)} y_0^{(2)}} \right) \].

(D2)

Then,

\[ Z(0, r_0) = 2^{2N} \prod_i \int D\theta^{(2)} \cos e^\beta \left( \sqrt{\lambda^{(1)} x_0^{(1)} h^{(1)}} + \sqrt{\lambda^{(2)} x_0^{(2)} h^{(2)}} + w_0 \xi \right) \]

\[ \times \frac{1}{(1-z_0)^2} \prod_i \int D\theta^{(2)} \exp \beta \left( \frac{\theta^{(1)} y_0^{(1)}}{2(1-z_0 - \beta \theta^{(2)} y_0^{(2)})} \right) \]

(D3)

By proceeding in the computation we find

\[ \log Z(0, r_0) = N \log 2 + \sum_i \frac{1}{\theta} \int D\theta^{(1)} \log \int D\theta^{(2)} \cos e^\beta \left( \sqrt{\lambda^{(1)} x_0^{(1)} h^{(1)}} + \sqrt{\lambda^{(2)} x_0^{(2)} h^{(2)}} + w_0 \xi \right) \]

\[ + \frac{P}{2\theta} \log \left( 1 + \frac{\beta \theta^{(2)} y_0^{(2)}}{1-z_0 - \beta \theta^{(2)} y_0^{(2)}} \right) - \frac{P}{2} \log(1-z_0) + \sum_{\mu} \frac{\beta \theta^{(2)} y_0^{(2)}}{2(1-z_0 - \beta \theta^{(2)} y_0^{(2)})} \]

\[ \times \int D\theta^{(1)} (J^{(1)})^2 \]

\[ = N \log 2 + \sum_i \frac{1}{\theta} \int D\theta^{(1)} \log \int D\theta^{(2)} \cos e^\beta \left( \sqrt{\lambda^{(1)} x_0^{(1)} h^{(1)}} + \sqrt{\lambda^{(2)} x_0^{(2)} h^{(2)}} + w_0 \xi \right) \]

\[ + \frac{P}{2\theta} \log \left( 1 + \frac{\beta \theta^{(2)} y_0^{(2)}}{1-z_0 - \beta \theta^{(2)} y_0^{(2)}} \right) - \frac{P}{2} \log(1-z_0) + \frac{\beta \theta^{(2)} y_0^{(2)}}{2(1-z_0 - \beta \theta^{(2)} y_0^{(2)})} \]

(D4)

Finally, we can easily write \( A(0, r_0) \) by noting that there is no dependence on \( \xi_i \)'s, so that there is no need to make the average, and by noting that, due to the parity of \( \cosh(\cdot) \) and \( D\theta^{(a)} \), the argument of \( \cosh(\cdot) \) is independent from the sign of \( \xi_i \). We can therefore put \( N \) instead of the sum over \( i \) and write
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\[ A_0(0, r_0) = \log 2 + \frac{1}{\theta} \int Dh^{(1)} \log \int Dh^{(2)} \cosh^\theta \beta \left( h^{(1)} \sqrt{x_0^{(1)}} + h^{(2)} \sqrt{x_0^{(2)} + w_0} \right) \]
\[ + \frac{\alpha}{2\theta} \log \left( 1 + \frac{\beta \theta y_0^{(2)}}{1 - z_0 - \beta \theta y_0^{(2)}} \right) - \frac{\alpha}{2} \log(1 - z_0) + \frac{\alpha}{2} \log(1 - z_0 - \beta \theta y_0^{(2)}) \]

\[ \text{(D5)} \]

**Appendix E. One-body calculations: 2RSB**

\[ A_N(0, r - \dot{r}) = \frac{1}{N \theta_1} E_0 E_1 \left\{ \log E_2 \left[ \frac{E_3}{Z_x^{\theta_2}} \right] \right\} \]
\[ = \frac{1}{N \theta_1} E_0 E_1 \left\{ \log E_2 \left[ E_3 \left[ \sum_{\sigma} \int D\tau \exp \left( \beta \left( w_0 \sum_{i=1}^{N} \xi \sigma_i + \sum_{a=1}^{3} \sqrt{x_0^{(a)}} \sum_{i=1}^{N} h_i^{(a)} \sigma_i \right) \right) \times \sum_{i=1}^{N} h_i^{(a)} \sigma_i + \sum_{a=1}^{3} \sqrt{y_0^{(a)}} \sum_{mu=1}^{P} f^{(a)}_{\mu} r_{\mu} + z_0 \sum_{\mu} \tau_{\mu}^2 \right] \right] \right\} \]
\[ = B_1 + B_2 \]

(E1)

In the last passage we write the initial condition as the sum of two terms, one dependent on \( \sigma \) and the other on \( \tau \).

\[ B_1 = \frac{1}{N \theta_1} E_1 \left\{ \log E_2 \left[ E_3 \left( \sum_{\sigma} \exp \left( \beta \left( w_0 \sum_{i=1}^{N} \xi \sigma_i + \sum_{a=1}^{3} \sqrt{x_0^{(a)}} \sum_{i=1}^{N} h_i^{(a)} \sigma_i \right) \right) \right] \right\} \]
\[ = \frac{1}{N \theta_1} E_1 \left\{ \log E_2 \left[ E_3 \left( \prod_{\tau} \cosh \left( \frac{2 \beta \left( w_0 + \sum_{a=1}^{3} \sqrt{x_0^{(a)} h_i^{(a)}} \right) \right) \right) \right] \right\} \]
\[ = \log 2 + \frac{1}{\theta_1} E_1 \left\{ \log E_2 \left[ E_3 \left( \cosh \left( \frac{2 \beta \left( w_0 + \sum_{a=1}^{3} \sqrt{x_0^{(a)} h_i^{(a)}} \right) \right) \right) \right] \right\} \]

(E2)

\[ B_2 = \frac{1}{N \theta_1} E_1 \left\{ \log E_2 \left[ E_3 \left( \int D\tau \exp \left( \beta \left( \sum_{a=1}^{3} \sqrt{y_0^{(a)}} \sum_{mu=1}^{P} f^{(a)}_{\mu} r_{\mu} + z_0 \sum_{\mu} \tau_{\mu}^2 \right) \right) \right] \right\} \]

(E3)

We compute the integral separately and then we reinsert it into (E3)
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\[ \int D\tau \exp \left[ \beta \left( \sum_{a=1}^{3} \sqrt{\gamma_0^{(a)}} \sum_{m=1}^{p} J_{\mu}^{(a)} n_{\mu} + z_0 \sum_{\mu} n_{\mu}^2 \right) \right] \]
\[ = \prod_{\mu=1}^{p} \frac{1}{\beta(1 - z_0)} \exp \left[ \beta \left( \sum_{a=1}^{3} \sqrt{\gamma_0^{(a)}} J_{\mu}^{(a)} \right)^2 \right] \]  
\[ B_2 = -\frac{\alpha}{2\theta_1} \log(\beta(1 - z_0)) + \frac{1}{N\theta_1} \mathbb{E}_1 \]
\[ \times \left\{ \mathbb{E}_2 \left[ \prod_{\mu=1}^{p} \exp \left( \frac{\beta \left( \sum_{a=1}^{3} \sqrt{\gamma_0^{(a)}} J_{\mu}^{(a)} \right)^2}{2(1 - z_0)} \right) \right] \right\} \]  
\[ \text{(E4)} \]

We compute the average over \( J_{\mu}^{(3)} \) separately and then we reinsert it into (E5):
\[ \int DJ_{\mu}^{(3)} \exp \left( \frac{\beta\theta_2 \left( \sum_{a=1}^{3} \sqrt{\gamma_0^{(a)}} J_{\mu}^{(a)} \right)^2}{2(1 - z_0)} \right) \]
\[ = \sqrt{\frac{1 - z_0}{1 - z_0 - \beta\theta_2 y_0^{(3)}}} \exp \left( \frac{\beta\theta_2 \left( \sqrt{\gamma_0^{(1)}} J_{\mu}^{(1)} + \sqrt{\gamma_0^{(2)}} J_{\mu}^{(2)} \right)^2}{2(1 - z_0 - \beta\theta_2 y_0^{(3)})} \right) \]  
\[ B_2 = -\frac{\alpha}{2\theta_1} \log(\beta(1 - z_0)) + \frac{\alpha}{2\theta_1} \log \left( \frac{1 - z_0}{1 - z_0 - \beta\theta_2 y_0^{(3)}} \right) \]
\[ + \frac{1}{N\theta_1} \mathbb{E}_1 \left\{ \log \mathbb{E}_2 \left[ \prod_{\mu=1}^{p} \exp \left( \frac{\beta\theta_2 \left( \sqrt{\gamma_0^{(1)}} J_{\mu}^{(1)} + \sqrt{\gamma_0^{(2)}} J_{\mu}^{(2)} \right)^2}{2(1 - z_0 - \beta\theta_2 y_0^{(3)})} \right) \right] \right\} \]  
\[ \text{(E6)} \]

Now we compute the average over \( J_{\mu}^{(2)} \) separately and then we reinsert in (E7):
\[ \int DJ_{\mu}^{(2)} \exp \left( \frac{\beta\theta_1 \left( \sqrt{\gamma_0^{(1)}} J_{\mu}^{(1)} + \sqrt{\gamma_0^{(2)}} J_{\mu}^{(2)} \right)^2}{2(1 - z_0 - \beta\theta_2 y_0^{(3)})} \right) \]
\[ = \sqrt{\frac{1 - z_0 - \beta\theta_2 y_0^{(3)}}{1 - z_0 - \beta\theta_2 y_0^{(3)} - \beta\theta_1 y_0^{(3)}}} \exp \left( \frac{\beta\theta_1 y_0^{(1)} (J_{\mu}^{(1)})^2}{2(1 - z_0 - \beta\theta_2 y_0^{(3)} - \beta\theta_1 y_0^{(3)})} \right) \]  
\[ B_2 = -\frac{\alpha}{2\theta_1} \log(\beta(1 - z_0)) + \frac{\alpha}{2\theta_1} \log \left( \frac{1 - z_0}{1 - z_0 - \beta\theta_2 y_0^{(3)}} \right) \]
\[ \text{(E8)} \]
\[ + \frac{\alpha}{2} \log \left( \frac{1 - z_0 - \beta \theta_2 y^{(3)}_0}{1 - z_0 - \beta \theta_2 y^{(3)}_0 - \beta \theta_1 y^{(2)}_0} \right) \]

\[ + \frac{1}{N \theta_1} \mathbb{E}_1 \left\{ \log \prod_{\mu} \exp \left( \frac{\beta \theta_1 y^{(2)}_0 (J^{(1)}_{\mu})^2}{2(1 - z_0 - \beta \theta_2 y^{(3)}_0 - \beta \theta_1 y^{(2)}_0)} \right) \right\} \]

\[ = - \frac{\alpha}{2 \theta_1} \log[\beta(1 - z_0)] + \frac{\alpha}{2 \theta_1} \log \left( \frac{1 - z_0}{1 - z_0 - \beta \theta_2 y^{(3)}_0} \right) \]

\[ + \frac{\alpha}{\theta_1} \int D_{\mu}^{(1)} \left( \frac{\beta \theta_1 y^{(2)}_0 (J^{(1)}_{\mu})^2}{2(1 - z_0 - \beta \theta_2 y^{(3)}_0 - \beta \theta_1 y^{(2)}_0)} \right) \]

\[ = - \frac{\alpha}{2 \theta_1} \log[\beta(1 - z_0)] + \frac{\alpha}{2 \theta_1} \log \left( \frac{1 - z_0}{1 - z_0 - \beta \theta_2 y^{(3)}_0} \right) \]

\[ + \frac{\alpha}{2} \log \left( \frac{1 - z_0 - \beta \theta_2 y^{(3)}_0}{1 - z_0 - \beta \theta_2 y^{(3)}_0 - \beta \theta_1 y^{(2)}_0} \right) + \frac{\alpha \beta y^{(1)}_0}{2(1 - z_0 - \beta \theta_2 y^{(3)}_0 - \beta \theta_1 y^{(2)}_0)} \]  

(E9)

Thus, we can rearrange the two terms together and we have

\[ \mathcal{A}_0(0, r_0) = \log 2 + \frac{\alpha}{\theta_1} \mathbb{E}_1 \left\{ \log \mathbb{E}_2 \left[ \mathbb{E}_3 \left( \cosh \left( \beta(w_0 + \sum_{a=1}^{1} \sqrt{\lambda^{(a)}_0} H^{(a)}_0) \right) \right) \right] \right\} \]

\[- \frac{\alpha}{2 \theta_1} \log[\beta(1 - z_0)] + \frac{\alpha}{2 \theta_1} \log \left( \frac{1 - z_0}{1 - z_0 - \beta \theta_2 y^{(3)}_0} \right) \]

\[ + \frac{\alpha}{2} \log \left( \frac{1 - z_0 - \beta \theta_2 y^{(3)}_0}{1 - z_0 - \beta \theta_2 y^{(3)}_0 - \beta \theta_1 y^{(2)}_0} \right) + \frac{\alpha \beta y^{(1)}_0}{2(1 - z_0 - \beta \theta_2 y^{(3)}_0 - \beta \theta_1 y^{(2)}_0)} \]  

(E10)
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