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Abstract

Multiple Object Tracking (MOT) is widely investigated in computer vision with many applications. Tracking-By-Detection (TBD) is a popular multiple-object tracking paradigm. TBD consists of the first step of object detection and the subsequent of data association, tracklet generation, and update. We propose a Similarity Learning Module (SLM) motivated from the Siamese network to extract important object appearance features and a procedure to combine object motion and appearance features effectively. This design strengthens the modeling of object motion and appearance features for data association. We design a Similarity Matching Cascade (SMC) for the data association of our SMILEtrack tracker. SMILEtrack achieves 81.06 MOTA and 80.5 IDF1 on the MOTChallenge and the MOT17 test set, respectively.

1. Introduction

MOT is a hot topic in computer vision and plays an essential role in video understanding. The goal of MOT is to estimate the trajectories of each target and try to associate them with each frame in video sequences. With the success of MOT, it can be commonly used in society, such as vehicle computing, computer interaction [25] [12], smart video analysis, and autonomous driving. The dominant and efficient MOT strategies [1] [27] [26] are based on the Tracking-By-Detection (TBD) paradigm method in the past few years. It involves tracking according to detection results, which breaks the problem into two steps: detection and association. In the detection step, we need to locate the object of interest in a single frame or create new tracks in the association step. Nevertheless, it still faces challenges due to vague objects, occlusion, and complex scenes.

To accomplish the tracking system, the solution model can be divided into the Separate Detection and Embedding model (SDE) and Joint Detection and Embedding model (JDE). Our method belongs to SDE; the architecture is shown in Figure 1. The SDE requires at least two function components: a detector and a re-identification model. First, the detector locates all the objects in a single frame via bounding boxes. Then the re-identification model will extract the object’s features from each bounding box to generate embedding. Finally, associate each bounding box to one of the existing trajectories or create a new track. However, the SDE method cannot achieve real-time inference speed because it requires multiple computations when using two separate models to detect objects and extract embedding. The feature between the detector and re-identification model cannot be shared and the SDE method needs to apply the re-identification model to each bounding box for extract embedding while inference time. Faced with this problem, a feasible solution is to integrate the detector and re-identification models. The JDE category [26] [32] combines the detector and embedding model in a single-shot deep network. It can simultaneously output the detection results and the corresponding appearance embeddings of the detected boxes by only inference the model once.

Although the success of the JDE makes the MOT task achieve great accuracy results, we argue that there are still some problems with the JDE. For example, the features conflict between different components. We consider that the features which are needed for object detection tasks and object re-identification tasks are totally different. The features for object detection tasks need high-level features to recognize which classes the object is, but the features for re-identification tasks require more low-level features to dis-
tistinguish different instances for the same class. Thus, the shared feature model in JDE could lower the performance of each task. However, as the disadvantage in JDE we mentioned above, the SDE can overcome the shortcomings and still has excellent potential in MOT.

Recently, the Transformer [24] based on the attention mechanism [24] has been introduced into the computer vision field and achieved excellent results. In MOT problems, most of the transformer-based methods use the CNN + transformer framework. It means that the model first extracts the input image feature by a CNN architecture and then shapes those feature maps as input into a transformer. Unlike the tracking-by-detection methods, transformer-based methods achieve the tracking result by joining the detection and data association parts together. It can directly output the track’s identity and location by a single model without using any additional tracklet matching skill. Although the transformer-based methods have an outstanding result on feature attention, it still has some limit on the inference speed while inputting the entire image into a transformer architecture.

To generate a high-quality detection and object appearance, we choose the SDE which is a TBD model to solve the features conflict problem in the JDE. However, we argue that most of the feature descriptors cannot distinguish the appearance feature between different objects clearly. To solve this problem, we propose SMILEtrack which combines a detector and a siamese network-like Similarity Learning Module (SLM). Inspired by the vision transformer[6], we create an Image Slicing Attention Block (ISA) that uses the attention mechanism and image slicing mechanism in SLM. Also, we create a Similarity Matching Cascade SMC for matching the object between each frame in the video. The rough process of our tracking system is as follows: First, we predict the target bounding box location by an detector called PRB [4]. After having the object bounding box, we associate the bounding boxes with track by the SMC.

The contributions of our work are summarized as follows:

• We introduce a Separate Detection and Embedding model, named SMILEtrack, and the Similarity Learning Module (SLM) which uses a Siamese network-like architecture to learn the similarity between each object.
• For the feature extracting part in SLM, we build an Image Slicing Attention Block (ISA) which uses the image slicing method and the attention mechanism of the transformer to learn the object feature.
• To accomplish the tracklets matching part, we build a Similarity Matching Cascade (SMC) for the step of associating each bounding box in each frame.

2. Related Work

2.1. Tracking-by-Detection

TBD-based algorithms have achieved considerable success in MOT problems, and it has been the most popular way in the MOT framework. The main task of the TBD method is to associate the detection result between each frame in the video to accomplish the MOT system. The whole work can be roughly separated into two parts.

2.1.1 Detection method

Faster R-CNN [18] is a two-stage detector; it uses VGG-16 as the backbone, region proposal network (RPN) for detecting bounding boxes. SSD [11] uses an anchor mechanism to replace RPN; it sets a different size of anchor on each feature map to enhance detection quality. The YOLO series [15] [16] [17] [2] is a one-stage method that uses the feature pyramid network (FPN) to solve the multi-scales problems in object detection, and has an outstanding performance on speed and accuracy. Although the anchor-based detector can achieve an excellent performance, there is still some issue that is caused by anchors. For instance, the anchor-based detector is hard to adjust some hyperparameters for anchor by cases, and it takes a lot of time and memory to calculate the Intersection Over Union (IOU) of the anchor during the training part. In order to overcome these problems, anchor-free detectors are another choice. The CornerNet [9] is an anchor-free method; it utilizes heatmap and corner pooling instead of anchor to predict the top-left and bottom-right corner of the targets, then matches the two points to generate the bounding box for the object. Compared to CornerNet, the CenterNet [34] directly predicts the object’s center point by center pooling and cascade corner pooling. YOLOX turns the YOLO series from an anchor-based detector to an anchor-free detector. Also, it uses decoupled heads to improve the accuracy of detection.

2.1.2 Data association method

In the MOT system, many challenges must be conquered, such as object occlusion, crowded scenes, and motion blur. Therefore, the method of data association needs to be treated carefully. SORT [1] first uses the Kalman filter to predict the future location of the object according to the object position at the current frame, then generates the assignment cost matrix via calculating the IOU distance between detection and predicted bounding boxes from the existing targets. Finally, match the assignment cost matrix by the Hungarian algorithm. Although SORT achieves a high-speed inference time, it cannot handle the long-term occlusion problem or a fast motion object because it doesn’t concern the object appearance information.
To solve the occlusion problem, Deep SORT [27] applies a pre-trained CNN model to extract the bounding box appearance feature, then uses the appearance feature to compute the similarity between tracklets and detections. Finally, it uses the Hungarian algorithm to accomplish the assignment. This way can efficiently reduce the number of ID switches, but the detection model and the feature extract model are separate in Deep SORT, which causes the inference speed to be far from real-time. Face this problem, JDE [26] combines the Detector and Embedding model in a one-shot network, it can run in real-time and is comparably accurate to the two-stage method. FairMOT [32] demonstrates the unfairness caused by anchors, it applies an anchor-free method that is built on top of CenterNet, and it improves the performance by a large margin in several datasets, such as MOT17 [14]. However, we claim that there are some problems in the JDE models, such as the features conflict between different components.

Meanwhile, several MOT tracking methods [21] [22] have discarded the object appearance feature and accomplished the tracking system only by applying high-performance detectors and motion information. Even though these methods could reach state-of-the-art performance and a high inference speed in MOTChallenge benchmarks, we dispute that it’s partly due to the simplicity of motion patterns in the MOTChallenge benchmark dataset. Furthermore, not referring the object appearance feature could lead the object tracking accuracy to poor robustness in more crowded scenes.

2.2. Tracking-by-Attention

With success in object detection by using transformers, Trackformer [13] casts the MOT as a set prediction problem, which is based on DETR and adds the object query and autoregressive track queries for object tracking. TransTrack [23] built on Deformable DETR and has two decoders, one for the current frame detection, and another for previous frame detection. It accomplishes the tracking problem by matching the detection box between the two decoders. TransCenter [29] is a point-based tracking that proposes a dense query feature map with a multi-scale of the input image for MOT leveraging transformers.

3. Methodology

In this section we present the details of the SMILEtrack model, including the Similarity Learning Module (SLM) and the Similarity Matching Cascade (SMC) for box association in each frame.

3.1. Architecture Overview

The overall architecture of SMILEtrack is described in Figure 2. Our framework can be divided into the following steps. (1) Detecting object location: To locate the target object position, we apply PRB as the detector. (2) Data association: The MOT problem is achieved by associating each object from adjacent frames. After having the detection result generated by PRB [4], we compute motion affinity matrix and appearance affinity matrix between each frame, then solve the linear assignment problem via Hungarian algorithm with the cost matrix which is combined with these two matrices.

3.2. Similarity Learning Module (SLM) for Re-ID

To achieve a robustly tracking quality, the object appearance information is indispensable. Several tracking methods have taken the object appearance information into account. For example, DeepSORT applies a deep appearance descriptor constructed with a simple CNN to extract the target appearance feature. Although the appearance descriptor could extract a useful appearance feature, we complain that the appearance descriptor cannot distinguish the appearance feature between different objects clearly. To extract more discriminative appearance features, we propose a similarity learning module SLM similar to siamese network architecture. The detail of SLM is shown in Figure 3.
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The similarity score between the same objects should be as
high as possible; otherwise, the similarity score between the
different objects should be close to zero.

3.2.1 The Image Slicing Attention (ISA) Block

To produce a reliable appearance feature, a superior feature
extractor is essential. Although the transformer has an
outstanding performance on feature enhancement, we con-
sider that adding the full encoder-decoder architecture into
the tracking system is too heavy for the model computation
and the parameter size. Inspired by VIT, we construct the
ISA that applies an image slicing technique and the atten-
tion mechanism for feature extraction. The detailed archi-
tecture of ISA is shown in Figure 4.

3.2.2 Image Slicing

The basic transformer receives a 1D-vector as the input of
the encoder. For a 2D-image, it will increase the computa-
tional complexity by setting the entire image as the input di-
rectly. A practical method is dividing the image into slices.

For preparing the input of the Q-K-V attention block [24],
we generate the bounding box of the object via the detector
first. Since each of the bounding boxes has different scales,
we resize them to a fixed size \( B \in \mathbb{R}^{w \times h} \), where \((w, h)\) are
the width and height of the region proposal. Notice that we
set \( w = 80, h = 224 \) while training the MOT dataset. To
generate the feature map of the resized bounding box, we
apply the backbone Resnet-18 [8] to extract the feature. Af-

ter having the feature map of the bounding box, we divide
it into slices \( S_i \in \mathbb{R}^{n \times s \times t} \) of size \( s \times t \), where \( n = 4 \) is
the number of slices. Furthermore, we add a 1D position
embedding \( E_P \) to each slice. Each slice can be represented
as the following equation:

\[
S_i = S_i + E_P, \quad i = A, B, C, D, \quad E_P = 1, 2, 3, 4
\]  

Eventually, We apply the feature slices sequence \( S = \{S_A \sim S_D\} \)
as the input of the attention block.

3.2.3 The Q-K-V attention block

The standard transformer is adept at handling long-term
complex dependencies between sequences, such as natural
language processing. The most significant part is the atten-
tion block in the transformer. The transformer computes the
attention function by packing queries into a matrix Q, also
the keys and values are packed into matrices K and V. The
calculation of the attention block is expressed as

\[
Attention(Q, K, V) = \text{softmax}\left(\frac{QK^T}{\sqrt{d_k}}\right)V
\]  

where \( d_k \) is the dimension of the key vector. To generate the
queries, keys, and values for the attention block, we apply
a one-by-one fully connection layer for each slice produced by
Image Slicing. Each slice has an output \( S_i \) after passing
the Q-K-V attention block. We denote the output of each
slice \( S = \{S_A \sim S_D\} \) through the Q-K-V attention block
as the following equation:

\[
\begin{align*}
S_A &= SA(Q_{S1}, K_{S1}, V_{S1}) + CA(Q_{S1}, K_{S2}, V_{S2}) \\
&+ CA(Q_{S1}, K_{S3}, V_{S3}) + CA(Q_{S1}, K_{S4}, V_{S4}) \\
S_B &= SA(Q_{S2}, K_{S2}, V_{S2}) + CA(Q_{S2}, K_{S1}, V_{S1}) \\
&+ CA(Q_{S2}, K_{S3}, V_{S3}) + CA(Q_{S2}, K_{S4}, V_{S4}) \\
S_C &= SA(Q_{S3}, K_{S3}, V_{S3}) + CA(Q_{S3}, K_{S1}, V_{S1}) \\
&+ CA(Q_{S3}, K_{S2}, V_{S2}) + CA(Q_{S3}, K_{S4}, V_{S4}) \\
S_D &= SA(Q_{S4}, K_{S4}, V_{S4}) + CA(Q_{S4}, K_{S1}, V_{S1}) \\
&+ CA(Q_{S4}, K_{S2}, V_{S2}) + CA(Q_{S4}, K_{S3}, V_{S3})
\end{align*}
\]
where $Q_{Si}$ is the Query matrix which is obtained by $S_i$, $K_{Si}$ is the Key matrix which is obtained by $S_i$ and $V_{Si}$ is the Value matrix which is obtained by $S_i$. The $SA$ is the Self-Attention. The $CA$ is the Cross-Attention. Both of the Self-Attention and Cross-Attention are calculated as equation 2. After having the feature $S = \{S_1 \sim S_t\}$, we use the concatenate mechanism to fuse them so as to retain the features of the input image.

### 3.3. Similarity Matching Cascade (SMC) for Target Tracking

The object association part is crucial to the tracking-by-detection paradigm method. Choosing different strategies for the matching part will lead to entirely different results. ByteTrack is a simple, effective association method. It keeps each detection box and divides them into high and low confidence score ones, then associates them with IOU distance. Although ByteTrack reaches the state-of-art performance in MOT, we dispute that it’s partly in view of the simplicity of motion patterns in the MOTChallenge benchmark dataset. It still has some issues if only using the IOU distance information in the association part, such as the id-switch problem will occur when the targets are getting closer. For solving the issue, we design a variant association method by integrating the advantage of ByteTrack and our SLM. The matching pipeline of our method is shown in Figure 5 and the pseudo-code of the association method is shown in the supplementary.

First, we confirm all the detection boxes $det_i$ in the current frame, and divide them into $D_{high}$ set and $D_{low}$ set by thresholds $thres$. For the setting of the $thres$ value, we rearrange the detection $d$ in $det_i$ according to their score from low to high, then compute the mean score of the first half $d$ in $det_i$, and set the mean score to $thres$. After we have the thresholds $thres$, we put the detection box whose score is higher than $thres$ into $D_{high}$, and put the detection box whose score is between $thres$ and 0.1 into $D_{low}$. We regarded the detection box whose score is lower than 0.1 as background or noise. After separating the detection boxes, we fused the lost object list $LL$ to the tracking list $TL$, and used Kalman filter to predict each object position at the current frame in $TL$. The association part is mainly divided into two stages.

**Stage I** In the first association stage, we focus on the $D_{high}$ set first. We calculate the motion matrix $M_m$ and appearance similarity matrix $M_a$ of $D_{high}$ and $TL$. For the motion matrix $M_m$, we compute the IOU distance between $TL$ and $D_{high}$. For the appearance similarity matrix $M_a$, it is computed by the SLM. Then we fuse the matrix $M_m$ and $M_a$ as cost matrix $C_{high}$ by the $Gate$ function that we purpose:

$$ C_{high} = M_m(i,j) - (1 - M_a(i,j)) $$

where $M_m(i,j)$ is the IOU distance between the i-th tracklet and the j-th detection, and the $M_a(i,j)$ is the feature similarity between the i-th tracklet and the j-th detection that is generated by SLM. Finally, complete the linear assignment by Hungarian algorithm with cost matrix $C_{high}$ in the first stage matching. The unmatched detection of $D_{high}$ and the unmatched tracks of $TL$ are put in $D_{Remain}$ and $TL_{Remain}$.

**Stage II** In the second matching stage, we match the $D_{low}$ and $TL_{Remain}$. The motion matrix $M_m$ of $D_{low}$ and $TL_{Remain}$ is calculated the same as the first matching stage. For the appearance similarity matrix $M_a$, we build a multi-template-SLM for learning the similarity between the low score detection and tracks. While handling the low score detection, using the feature of tracks in the last frame directly to compute the similarity may obtain an unreliable score because the low score detection object feature is different from the tracks that are caused by some occlusion. To fight this issue, we apply a feature bank mechanism for saving the track’s various features in different frames. The similarity score between the feature bank $F_i$ of the i-th track and the low score j-th detection is computed as:

$$ M_a(i,j) = \max \{SLM(f_i,d_j) \mid \text{for all } f_i \in F_i\} $$

After having the matrix $M_m$ and $M_a$, we generate the cost matrix $C_{low}$ by fusing the matrix $M_m$ and $M_a$ as the same
as the first matching stage and complete the linear assignment by Hungarian algorithm with cost matrix $C_{low}$. The unmatched detection of $D_{low}$ and the unmatched tracks of $TL_{Remain}$ are put in $D_{Remain}$ and $TL_{Remain}$.

Afterward finishing the object association stage, we set a threshold $H$ for initializing new tracks. The unmatched detection in $D_{Remain}$ whose score is higher than $H$ can initialize a new track, and move the unmatched tracks in $TL_{Remain}$ to the lost object list $LL$. We regard the unmatched detection $D_{Remain}$ as background. Notice that we delete the tracks in $LL$ only when the tracks exist more than 30 frames in $LL$.

4. Experimental Results

4.1. Dataset

We conduct experiments on the MOTChallenge [14] benchmark. Specifically, evaluations are performed on the MOT17 [14] test set following the “private detection” protocol. MOT17 is the most popular dataset in MOTChallenge. It contains 14 video sequences (7 sequences for training and the other 7 for testing) with both moving and static cameras.

Other common MOT datasets include ETH [19], CalTech [5], MOT16 [14], CityPerson [31], CrowdHuman [20], ETHZ [7], CUHK-SYSU [28] and PRW [33]. The ETH, MOT16, and CityPerson datasets only provide bounding box annotations for training detection models; thus additional datasets are required for the case of training re-ID and MOT model. The CalTech, PRW, and CUHK-SYSU datasets provide both the bounding box locations and identity annotations for training re-ID models.

We train SMILEtrack on the combination of the MOT17 training set, CrowdHuman, ETHZ, and Cityperson. For ablation studies, we use the first half of the training set for model training, use the other half for validation. The pedestrian images from the MOT17 video sequences are cropped for training our SLM re-ID model.

4.2. MOT Evaluation Metrics

Standard MOT evaluation metrics include the Multiple Object Tracking Accuracy (MOTA), Multiple Object Tracking Precision (MOTP), Identity F1 Score (IDF1), Mostly Tracked (MT), Mostly Lost (ML), False Positive Rate (FP), False Negative Rate (FN), ID Precise (IDP), and ID switches (IDs). Out of these, the MOTA and IDF1 are two most commonly used metrics. The formula of MOTA and IDF1 is shown in equation 6 and 7.

$$\text{MOTA} = 1 - \frac{\sum_{t}(FN_t + FP_t + IDSW_t)}{\sum_{t}GT_t} \tag{6}$$

$$\text{IDF}_1 = \frac{2IDTP}{2IDTP + IDFP + IDFN} \tag{7}$$

MOTA is a combination of FP, FN, and IDs to reflect the detection performance. In contrast, IDF1 focuses more on identity matching ability and data association performance.

4.3. Implementation Details

We train the PRB [4] detector on the COCO [10] dataset for weight initialization; the model is fine-tuned on both MOT16 and MOT17 datasets to improve the person detection performance. We apply several data augmentation methods including Mosaic [2] and Mixup [30] during training.

For the evaluation on MOT17, we train PRB for 100 epochs on the combination of MOT17 training set, CrowdHuman, ETHZ, and Cityperson. The size of the input image is $1440 \times 800$. We choose the SGD optimizer and set the initial learning rate as $10^{-3}$ with cosine annealing schedule.

For training the SLM, we train on our own dataset that crops from the MOT17 training set. Since each of the pedestrians that crop from MOT17 has a different size, we resize the pedestrian to a fixed size $224 \times 80$. We choose the optimizer SGD and the learning rate is initial to $6.5 \times 10^{-3}$ with cosine annealing schedule. We train for 150 epochs with MSE [3] loss.

For the Gate function we propose in SMC, we set the threshold $\epsilon$ to 0.7 for filtering the cost matrix. At the linear assignment stage, we reject the matching whose cost matrix between the detection and the tracks is higher than 0.2. For initial new objects, the threshold $H$ is set to 0.7 for filtering the detection. For the feature bank which is used in the multi-template-SLM for each object, we set the feature bank size to be able to store 50 frame appearance. Furthermore, we divide the feature bank into two categories, high-score template and low-score template. For those detections which has a high confidence score, we store the detection appearance feature into the high-score template; otherwise we put the appearance feature of low confidence score detection into a low-score template.

4.4. Evaluation Results

Table 1 shows the evaluation result of SMILEtrack against the state-of-the-art trackers on the MOT17 test set following the “private detector” protocol of the MOTChallenge. All results are generated using the official MOTChallenge evaluation website. SMILEtrack achieves an outstanding result of 80.3 MOTA and 77.3 IDF1. Specifically, we use the best results from the ablation study as the model setting for MOT17 evaluation. We set the SLM similarity feature dimension to 256 for a tracked target. The IOU and appearance information is used calculate the similarity matrix for the two SMC matching stages. Gate function is applied to fuse the IOU and appearance information, and multi-template-SLM is used in addressing the issue of low detection scores.
Table 1. Comparison against the state-of-the-art methods under the “private detector” protocol on the MOT17 [14] test set.

| Method       | MOTA ↑ | IDF1 ↑ | FN ↓  | FP ↓  | IDs ↓ | MT ↑  | ML ↓ |
|--------------|--------|--------|-------|-------|-------|-------|------|
| DAN          | 52.4   | 49.5   | 2343592 | 25423 | 8431  | 21.4% | 30.7%|
| TubeTK       | 63.0   | 58.6   | 177483  | 27060 | 4137  | 31.2% | 19.9%|
| CenterTrack  | 67.8   | 64.7   | 160332  | 3039  | 34.6% | 24.6% |
| MOTR         | 65.1   | 66.4   | 149307  | 45486 | 2049  | 33.0% | 25.2%|
| QuasiDense   | 68.7   | 66.3   | 146643  | 26589 | 3778  | 40.6% | 29.1%|
| MAT          | 69.5   | 63.1   | 138741  | 30660 | 2844  | 43.8% | 18.9%|
| SOTMOT       | 71.0   | 71.9   | 118983  | 39537 | 5184  | 42.7% | 15.3%|
| FairMOT      | 73.7   | 72.3   | 117477  | 27507 | 3303  | 43.2% | 17.3%|
| CSTrack      | 74.9   | 72.6   | 114303  | 23847 | 3567  | 41.5% | 17.5%|
| TransTrack   | 75.2   | 63.5   | 86442   | 50157 | 3603  | 55.3% | 10.2%|
| CorrTracker  | 76.5   | 73.6   | 99510   | 29808 | 3369  | 47.6% | 12.7%|
| BQTQ         | 77.7   | 74.5   | 100908  | 22401 | 2631  | 42.4% | 15.4%|
| CountingSORT | 78.0   | 74.8   | 92247   | 28233 | 3453  | 49.8% | 15.4%|
| StrongSORT   | 79.6   | 79.5   | 86205   | 27876 | 1194  | 53.6% | 13.9%|
| ByteTrack    | 80.3   | 77.3   | 83721   | 25491 | 2196  | 53.2% | 14.5%|
| BoT-SORT     | 80.6   | 79.5   | 85398   | 22524 | 1004  | -     | -    |
| SMILEtrack(Ours) | 81.06 | 80.5   | 82682   | 22963 | 1246  | 53.6% | 14.7%|

Table 2. Performance regarding feature dimensions.

| Feature dim | MOTA ↑ | IDF1 ↑ | IDS ↓ |
|-------------|--------|--------|-------|
| 64          | 76.5   | 78.1   | 621   |
| 128         | 76.4   | 78.4   | 633   |
| 256         | 76.3   | 78.1   | 645   |

4.5. Ablation study

We perform ablation study using the same weights from the training of the combination of the MOT17 validation set and the CrowdHuman dataset. This ensures fairness and prevents the impact of detector variances.

4.5.1 Similarity feature dimension

The selection of feature dimension in representing the pedestrian (i.e. the object appearance size in SLM) can greatly affect the MOT accuracy, and the settings for detection and re-ID features are not be the same. For detection, the feature dimension is usually preferred to be larger, since target detection requires abundant high-level features. In comparison, the re-ID features require more low-level appearance features to discriminate among candidates.

We test different object appearance sizes in SLM and the result is shown in Table 2. Observe that the feature dimension of 64 leads to the best MOTA and the IDs, while the dimension of 128 leads to the best IDF1. We found that the performance of MOTA and IDs improve as the feature dimension decreases. We choose dimension 128 for the object appearance size in SLM, which maximizes the overall MOTChallenge performance.

4.5.2 Similarity matrix

For data association, the similarity matrix between the detection and tracks is the key factor for matching objects. Most methods select IOU information or appearance information for the similarity matrix. In our SMC, the main association consists of two stages. We evaluate the combination of the IOU information or the appearance information for the similarity matrix for stage I and stage II. The result is shown in Table 4. Notice that the $SLM$ means the appearance information of the object. The combination of the IOU information and appearance information follows the equation:

$$\text{Similarity matrix} = \alpha \cdot IOU + (1 - \alpha) \cdot SLM,$$

where the weighting parameter $\alpha$ is set to 0.5.

Compared with row 1 and row 2 in Table 4, the similarity matrix in stage 1 with the combination of IOU information and appearance information achieves a higher MOTA and IDF1 that uses IOU information only. Observe that in row 1 and row 3, the use of appearance information on the low score detection boxes results in a lower MOTA and IDF1. The reason is that the low score detection boxes usually include some occlusion or motion blur that makes the appearance information unreliable. In Table 4, the best result is obtained using both IOU and appearance for stage 1 and only using IOU for stage 2.

4.5.3 Appearance matching using gate function and Multi-template-SLM

We perform ablation study on the gate function and Multi-template-SLM. Table 3 shows the results. The IOU and ap-
Table 3. Ablation study on the MOT17 validation set for different strategies.

| Similarity matrix for stage 1 | Similarity matrix for stage 2 | Gate function | Multi-template-SLM | MOTA  | IDF1  | IDS   |
|-----------------------------|-----------------------------|---------------|-------------------|-------|-------|-------|
| SLM w/ IOU                  | SLM w/ IOU                  |               |                   | 76.4  | 77.9  | 663   |
| SLM w/ IOU                  | SLM w/ IOU                  | √             |                   | 76.5  | 78.3  | 621   |
| SLM w/ IOU                  | SLM w/ IOU                  | √             |                   | 76.5  | 78.5  | 615   |
| SLM w/ IOU                  | SLM w/ IOU                  | √             |                   | 76.6  | 79.2  | 545   |

Table 4. Comparison of different strategies in Stages 1 & 2 on the MOT17 validation set.

| Similarity matrix for stage 1 | Similarity matrix for stage 2 | MOTA ↑ | IDF1 ↑ | IDs ↓ |
|-------------------------------|-------------------------------|--------|--------|-------|
| IOU                           | IOU                           | 76.2   | 74.0   | 731   |
| SLM w/ IOU                    | IOU                           | 76.5   | 78.8   | 585   |
| IOU                           | SLM w/ IOU                    | 76.1   | 73.7   | 740   |
| SLM w/ IOU                    | SLM w/ IOU                    | 76.4   | 77.9   | 663   |

Figure 6. The comparison between the different strategies for fusing IOU and appearance information. The top-left number of each bounding box represent the target ID. When the two targets are getting closer and the IOU score is higher than the appearance score, using the common weighted sum of the IOU and appearance information may cause an ID-switch problem. Our proposed Gate function prevents the ID-switch problem from occurring.

We find that using the common weighted sum of the IOU and appearance information will cause problems in the case we mention in Figure 6. However, applying the Gate function to fuse the IOU and appearance information can overcome this problem.

5. Conclusion

In this paper, we present SMILEtrack, a Siamese network-like architecture that can effectively learn object appearance for single-camera multiple object tracking. We develop a Similarity Matching Cascade (SMC) for bounding box association in each frame. Experiments show that our SMILEtrack achieves high MOTA, IDF1, and IDs performance scores on MOT17.

Future work. Since the SMILEtrack is a Separate Detection and Embedding (SDE) method, it runs slower than the Joint Detection and Embedding (JDE) methods. In the future, we will investigate approaches that can improve the MOT time vs. accuracy trade-off.
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