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Abstract—Machine learning algorithms operating on mobile networks can be characterized into three different categories. First is the classical situation in which the end-user devices send their data to a central server where this data is used to train a model. Second is the distributed setting in which each device trains its own model and send its model parameters to a central server where these model parameters are aggregated to create one final model. Third is the federated learning setting in which, at any given time $t$, a certain number of active end users train with their own local data along with feedback provided by the central server and then send their newly estimated model parameters to the central server. The server, then, aggregates these new parameters, updates its own model, and feeds the updated parameters back to all the end users, continuing this process until it converges.

The main objective of this work is to provide an information-theoretic framework for all of the aforementioned learning paradigms. Moreover, using the provided framework, we develop upper and lower bounds on the generalization error together with bounds on the privacy leakage in the classical, distributed and federated learning settings.
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I. INTRODUCTION

Introduced in [1] as a model for studying decentralized learning over mobile networks, the federated learning paradigm takes a decentralized approach to machine learning problems. The objective of federated learning is to collaboratively learn a shared global model from the participating end-user devices, which retain control of their own data. While it is especially useful in situations where there is limited communication bandwidth in user-server interaction, distributing the learning task also helps retain the privacy of data for each user.

In federated learning, each user maintains its local dataset, and instead of forwarding the entire data to a central node, each user computes and sends a small update to the global model maintained by the server. Although the similarities may be more than pronounced, the classical distributed learning, e.g., [2], differs from the federated learning in several ways in that the latter provides more flexibility. For example, unlike the former, the datasets in the latter are not necessarily balanced.

Moreover, unlike in distributed learning, the data in federated learning are not assumed to be generated by independent and identically distributed (i.i.d.) random variables.

The objectives of this work are two-fold. The first is to develop bounds on the generalization error of a general federated learning algorithm. A non-computable quantity on its own, the generalization error measures the accuracy of an algorithm in its prediction of the outcomes for previously unobserved data. This, in turn, quantifies how much the learning algorithm overfits its training data. The second objective is to quantitatively measure the inherent privacy offered by the distributed nature of federated learning. We meet both of these objectives using an information-theoretic approach.

In regard to the recent literature, for the classical setting where the server has access to all of the data, there have been several results on bounding the generalization error using information-theoretic measures. The initial work in this direction was due to Russo and Zuo in [3] where they used mutual information to establish bounds on the generalization error of a learning algorithm. The work of [3] was later generalized in [4] and [5] to include infinitely many hypotheses. Some of the bounds proposed in [4] and [5] were further tightened in [6] and [7]. The idea of using mutual information to bound generalization error has also been extended to noisy iterative algorithms, cf. [7]–[9]. While bounds on the generalization error in terms of the Wasserstein distance can be found in [10] and [11], bounds on this sought-after in terms of other information-theoretic metrics such as $f$-divergences and $\alpha$-mutual information have been respectively considered in [4] and [12].

A standard approach to measuring the privacy of the user data is through the notion of differential privacy, which was introduced in [13]. In this work, in place of the pure differential privacy, we prefer a different yet strongly related notion, namely the Bayesian mutual information privacy, cf. [14] and [15]. The main reason behind the choice of this metric over the $\epsilon$-differential privacy is because the former is more amenable to computations.

Federated learning has recently received considerable attention in the literature. Due to space limitation we do not seek to survey the work in this area, and instead, for recent surveys the interested reader is referred to [16] and [17].

As for the organization, Section II defines and differentiates the three learning paradigms: classical (or centralized)
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II. ON VARIOUS LEARNING MODELS

A. Centralized Learning

A classical learning setup, referred here as the centralized learning problem, can be defined as follows.

Definition 1. Centralized Learning. A centralized learning problem consists of the following:

- an instance space \( S \), and a hypothesis space \( \mathcal{W} \);
- a nonnegative loss function \( \ell : S \times \mathcal{W} \rightarrow \mathbb{R}^+ \);
- an input dataset of size \( n \), that is:
  \[
  S = (S_1, \ldots, S_n),
  \]
where elements of \( S \) are generated i.i.d. according to some prior distribution \( \pi \). The distribution of the dataset \( S \) is denoted by \( P_S = \pi^\otimes n \); and
- a learning algorithm characterized by a conditional probability distribution \( P_{W|S} \). A learning algorithm takes a dataset \( S \) and outputs \( W \in \mathcal{W} \) according to \( P_{W|S} \).

The objective of the learning problem is to make sure that for a chosen \( W \) the expected risk (or true error) is small. The risk of a hypothesis \( w \in \mathcal{W} \) with respect to the prior distribution \( P_S = \pi \) is denoted by
\[
L_\pi(w) = \mathbb{E}[\ell(S, w)].
\]
As the prior \( \pi \) is typically unknown, it is impossible to estimate the true error. For this reason, the empirical risk over the observed dataset \( S \) is often used as a substitute:
\[
L_S(w) = \frac{1}{n} \sum_{i=1}^{n} \ell(S_i, w).
\]

For an algorithm \( P_{W|S} \), the generalization error is defined as the difference between the true error and the empirical risk, namely \( L_\pi(W) - L_S(W) \). Useful in many contexts, the average (with respect to \( W \sim P_W \)) of this quantity is
\[
\text{gen}(\pi, A) = \mathbb{E}[L_\pi(W) - L_S(W)].
\]

B. Distributed Learning Without Interaction

In many modern applications especially the ones involving mobile phones, tablets, and laptops, the datasets are no longer centralized but rather are distributed amongst multiple users.

Describing a better model for such applications, this section presents a general model for distributed learning where the datasets are stored locally on user devices. In addition to capturing modern features of a distributed algorithm such as the possibility that each user can have different number of data points \( \{1, \ldots, n_k\} \), the proposed definition down below also incorporates an increasingly important feature of data being generated according to distinct probability distribution for each user \( \{1, \ldots, n_k\} \). Besides its flexibility, the below definition allows the possibility of randomized algorithms as well.

Definition 2. Distributed Learning. A distributed learning problem with \( K \) users and a single central server consists of the following:

- an instance space \( S \), and a hypothesis space \( \mathcal{W} \);
- a nonnegative loss functions \( \ell : S \times \mathcal{W} \rightarrow \mathbb{R}^+ \);
- \( K \) input datasets each of size \( n_k \), \( k \in \{1 : K\} \), that is
  \[
  S_k = (S_{k,1}, \ldots, S_{k,n_k}),
  \]
where \( S_{k,j} \in S, k,j \) and each are generated i.i.d. according to some distribution \( \pi_k \). Moreover, we assume that \( \{S_k\}_{k=1}^{K} \) are independent. From here on, the set \( S_K = \bigotimes_{k=1}^{K} S_k \) shall be referred to as the global training set;
- a set of \( K \) local learning algorithms each characterized by the conditional probabilities \( \{P_{W_k|S_k}\}_{k=1}^{K} \). Here, the learning algorithm \( k \) takes the dataset \( S_k \) and outputs \( W_k \in \mathcal{W} \) randomly according to \( P_{W_k|S_k} \); and
- a fusion algorithm characterized by the conditional probability distribution \( P_{\hat{W}|W_1, \ldots, W_K} \) that randomly assigns an estimate \( \hat{W} \in \mathcal{W} \) based on the observed \( K \)-tuple \( (W_1, \ldots, W_K) \).

We refer to the collection of local learning procedures, \( \{P_{W_k|S_k}\}_{k=1}^{K} \), and the fusion procedure, \( P_{\hat{W}|W_1, \ldots, W_K} \), as the distributed learning algorithm and denote the whole collection by \( A_K = \{P_{W_k|S_k}\}_{k=1}^{K} \).

The expected risk for the distributed learning algorithm for a hypothesis \( \hat{w} \in \mathcal{W} \) is denoted by
\[
L_\mu(\hat{w}) = \sum_{k=1}^{K} \frac{n_k}{n} L_{\pi_k}(\hat{w}) = \mathbb{E} \left[ \sum_{k=1}^{K} \frac{n_k}{n} \ell(S_k, \hat{w}) \right],
\]
where \( n = \sum_{k=1}^{K} n_k \) is the total number of training examples, \( S_k \sim \pi_k \) and the expectation is taken with respect to the product of priors \( \mu = \prod_{k=1}^{K} \pi_k \). Observe that, to account for the unequal amount of data that each user has, we weight the population risk accordingly.

Similarly, the empirical risk for a hypothesis \( \hat{w} \in \mathcal{W} \) is
\[
L_{S_K}(\hat{w}) = \sum_{k=1}^{K} \frac{n_k}{n} L_{S_k}(\hat{w}).
\]

For a distributed learning algorithm, the expected generalization error is defined by
\[
\text{gen}(\mu, A_K) = \mathbb{E} \left[ L_\mu(\hat{W}) - L_{S_K}(\hat{W}) \right].
\]

Below we list some examples of distributed learning tasks.

Example 1. Classical Learning. Setting \( W_i = S_i \) reduces to the case when the central unit has access to all of the datasets. Moreover, the Definition 2 reduced to the classical setting by further assuming that the datasets have the same prior distribution.

Sharing each and all of the datasets, as in Example 1 with the central unit incurs a very high communication cost. Therefore, instead of uploading their respective datasets, it
would be preferable if users could perform local training. This way, they would learn their own models from their local training and upload those learnt models to the central user. Then, upon receiving the models, the central user would apply a fusion rule to aggregate the models and create one global model. A simple example of this procedure is illustrated next.

**Example 2. Model Aggregation.** Suppose that the loss function is given by \( l(S, w) = \|S - w\|^2 \) where \( \| \cdot \| \) is the Euclidian norm. Instead of sending the entire dataset \( S_k \), user \( k \) performs local empirical risk minimization, i.e., minimizes

\[
\mathcal{L}_{S_k}(w) = \frac{1}{n_k} \sum_{i=1}^{n_k} \|S_{k,i} - w\|^2.
\]

Then, this minimum, which is given by a sample mean \( W_i = \frac{1}{n_k} \sum_{k,i} S_{k,i} \) is sent to the central user. The central user performs model aggregation by, for example, performing the weighted average

\[
\hat{W} = \sum_{k=1}^{K} \frac{n_k}{n} W_k.
\]

The generalization error and privacy leakage for this example are computed in Lemma 3.

Apart from the communication efficiency, an additional benefit of sending the model instead of the whole dataset is in terms of the privacy of user’s data. Thanks to its definition in Definition 2 there already is an inherent privacy offered by the distribution of the learning task. Presented in Section IV-B, Lemma 3 gives an illustration of this.

**C. Federated Learning**

An idea much similar to distributed learning, federated learning is born to meet the needs of our ultra-connected modern world. Similar to the distributed learning, in the learning is born to meet the needs of our ultra-connected modern world. Similar to the distributed learning, in the federated learning setup, users, i.e., phones, tablets, laptops and other IoT devices, train their own models by using their own data, and send the resulting parameters of their trainings to a central server. However, unlike in distributed learning, the central server does not expect this training to be done in just a single round. The replacing assumption in federated learning is that after a certain number \( n(t) \) of users train and send their model parameters to the central server, the central server aggregates and informs the global model parameters back to every user. Upon receipt of global model parameters and more data to work on, active users now re-estimate their model parameters and send their new updates to the central server, continuing this process until convergence.

Note the key differences between the federated and distributed learning schemes. First and foremost, in federated learning, there are several communication rounds where the central server interacts with a certain subset of users. Moreover, in federated learning, the central server does not assume that every user is active at all times. Not only does this provide a better model for our daily use of IoT devices, but it also helps federated learning be more robust to single node failures.

**Definition 3. Federated Learning.** A federated learning problem with \( K \) users and one central server consists of the following:

- an instance space \( S \), and a hypothesis space \( \mathcal{W} \);
- a nonnegative loss functions \( l: S \times \mathcal{W} \to \mathbb{R}^+ \);
- a timing set \( \{1, \ldots, T\} \) where \( T \) is the total number of communication rounds;
- \( K \) input datasets \( \{S_k\}_{k=1}^K \). The dataset \( S_k \) is divided into \( T \) subsets (batches) each of size \( n_k, k \in \{1 : K\} \), that is

\[
S_k = (S^{(1)}_k, \ldots, S^{(T)}_k),
\]

where for \( t \in \{1, \ldots, T\} \)

\[
S_k^{(t)} = (S^{(t)}_{k,1}, \ldots, S^{(t)}_{k,n_k}),
\]

with \( S^{(t)}_{k,j} \in S, \forall k, j, t \) and each are generated i.i.d. according to some distribution \( \pi_k \). Moreover, we assume that \( \{S_k\}_{k=1}^K \) are independent. From here on, the set \( S_K = \bigotimes_{k=1}^K S_k \) shall be referred to as the global training set;

- a random sample \( \mathcal{I}^{(t)} \subseteq \{1, \ldots, K\} \) of \( K^{(t)} \) active users chosen at time \( t \);

- a set of \( K \) iterative learning algorithms each characterized by the conditional probabilities \( \{P_{W_k^{(t)}|S_k^{(t)}, \mathcal{I}^{(t-1)}}\}_{k=1}^K \). Here, the learning algorithm at time \( t \) takes the dataset (batch) \( S_k^{(t)} \) and the previous output of the fusion center \( \hat{W}^{(t-1)} \) (defined below) and outputs \( W_k^{(t)} \in \mathcal{W} \) at time \( t \) according to \( P_{W_k^{(t)}|S_k^{(t)}, \hat{W}^{(t-1)}} \) and

- a (possibly) randomized output \( \hat{W}^{(t)} \) of a fusion algorithm that depends on the outputs of active users at time \( t \), namely \( \{W_k^{(t)}\}_{k \in \mathcal{I}^{(t)}} \).

We refer to the collection of local learning and fusion procedures as the federated learning algorithm and denote it by \( A^{(t)}_K \).

Akin to its distributed learning counterpart, the expected risk at time \( t \) of the federated learning algorithm for a hypothesis \( \tilde{w} \in \mathcal{W} \) is denoted by

\[
L_{\mu}^{(t)}(\tilde{w}; \mathcal{I}^{(t)}) = \sum_{k \in \mathcal{I}^{(t)}} \frac{n_k}{n(t)} L_{\pi_k}(\tilde{w}),
\]

where \( n(t) = \sum_{i \in \mathcal{I}^{(t)}} n_i \) is the total number of available training examples at time \( t \), \( S_k \sim \pi_k \) and the expectation is taken with respect to the product of priors \( \mu = \prod_{k \in \mathcal{I}^{(t)}} \pi_k \).

The empirical risk at time \( t \) for a hypothesis \( \hat{w} \in \mathcal{W} \) is defined as

\[
L_{S_k^{(t)}}^{(t)}(\hat{w}; \mathcal{I}^{(t)}) = \sum_{k \in \mathcal{I}^{(t)}} \frac{n_k}{n(t)} L_{S_k^{(t)}}(\hat{w}).
\]

For a federated learning algorithm, the expected generalization error at time \( t \) is defined by

\[
\text{gen}^{(t)}(\mu; A^{(t)}_K) = \mathbb{E} \left[ \mathbb{E} \left[ L_{\mu}^{(t)}(\hat{W}^{(t)}; \mathcal{I}^{(t)}) - L_{S_k^{(t)}}^{(t)}(\hat{W}^{(t)}; \mathcal{I}^{(t)}); \mathcal{I}^{(t)} \right] \right].
\]

Note that the calculation of the expected generalization error is based on the difference between the expected risk and the empirical risk at the most current time \( t \). The justification for this comes from the intuition behind the generalization error:

\[1\] Not all users are expected to be active at all times.
as new samples arrive at time $t$, we would like to measure how our most up-to-date model does in fitting these new samples.

An example of the federated learning procedure can be demonstrated by adapting Example 2 to this setting as shown next.

**Example 3. Iterative Model Aggregation.** Let datasets and the loss function be as in Example 2. Consider the following evolution of the output of the fusion center:

$$\hat{W}^{(t)} = \sum_{k \in \mathcal{K}(t)} \frac{n_k}{\eta(t)} W^{(t)}_k.$$  

That is, $\hat{W}^{(t)}$ is computed by aggregating outputs of randomly sampled users according to $\mathcal{I}^{(t)}$. Moreover, the local decision $W_K^{(t)}$ is computed by performing the following update:

$$W_k^{(t)} = \frac{1}{t \hat{n}_k} \sum_{i=1}^t S_k^{(i)} + \frac{1}{\hat{\psi}} W_k^{(t-1)},$$  

where $W_k^{(0)} = \frac{1}{n_k} \sum_{i=1}^t S_{k,i}.$

**III. INFORMATION THEORETICAL PRELIMINARIES**

**A. Mutual Information**

Given a correlated pair of random variables $(X, Y) \sim P_{XY}$, a fundamental information theoretical quantity called the mutual information provides a symmetric measure of dependence between $X$ and $Y$ which is denoted by

$$I(X; Y) = D(P_{XY} \| P_X P_Y).$$

The key to proving generalization bounds via mutual information, using Donsker-Varadhan variational representation of relative entropy and tools from duality theory, [7, Theorem 1] shows that it is possible to provide an upper bound, in terms of the mutual information, on the distance between the mean of a function under dependent random variables and the mean of the same function under independent random variables.

**Lemma 1.** Let $(X, Y) \sim P_{XY}$, $(\tilde{X}, \tilde{Y}) \sim P_{X} P_{Y}$, and

$$\Lambda_{f(\tilde{X}, \tilde{Y})}(\lambda) = \log \mathbb{E}
\left[ e^{\lambda f(\tilde{X}, \tilde{Y}) - \mathbb{E}[f(X, Y)]} \right]$$

denote the cumulant generating function of $f(\tilde{X}, \tilde{Y})$. For $b_+ \in (0, \infty]$, if we can find a convex function $\psi_+: \{0, b_+\} \to \mathbb{R}$ with $\psi_+(0) = \psi'_+(0) = 0$ satisfying

$$\Lambda_{f(\tilde{X}, \tilde{Y})}(\lambda) \leq \psi_+(\lambda) \text{ for } \lambda \in [0, b_+],$$

then

$$-\psi^{-1}_+(I(X; Y)) \leq \mathbb{E}[f(X, Y)] - \mathbb{E}[f(\tilde{X}, \tilde{Y})],$$

where $\psi^{-1}_+$ denotes the inverse of the Legendre dual of $\psi_+$.

Similarly, for $b_- \in (0, \infty]$, if we can find a convex function $\psi_-: \{0, b_-\} \to \mathbb{R}$ with $\psi_-(0) = \psi'_-(0) = 0$ satisfying

$$\Lambda_{f(\tilde{X}, \tilde{Y})}(\lambda) \leq \psi_-(\lambda) \text{ for } \lambda \in (-b_-, 0],$$

then

$$\mathbb{E}[f(\tilde{X}, \tilde{Y})] - \mathbb{E}[f(X, Y)] \leq \psi^{-1}_-(I(X; Y)).$$

**B. Privacy Leakage Measures**

A standard in data science literature, differential privacy was introduced by Dwork et al. in [13]. In an effort to bring information-theoretic methods to study privacy, Cuff and Yu [14] later introduced the so-called mutual information differential privacy ($\epsilon$-MIDP) which can be defined as follows.

**Definition 4.** $\epsilon$-MIDP. A randomized mechanism $P_{W \mid S}$: $\mathcal{S}^n \to \mathcal{W}$ is said to be $\epsilon$-mutual information differentially private, if

$$\sup_{\pi_1, \pi_2} I(S_i; W \mid S^{-i}) \leq \epsilon,$$

where $S^{-i} = (S_1, \ldots, S_{i-1}, S_{i+1}, \ldots, S_n)$ and $(S, W) \sim \pi \otimes n P_{W \mid S}.$

Inspired by the work of Cuff and Yu [14], throughout this paper we use the Bayesian mutual information differential privacy, cf. [15], where the privacy leakage is defined via

$$\text{priv}(\pi, P_{Y \mid S}) = \sup_i I(S_i; Y | S^{-i}).$$

Note that the definition of privacy leakage is well-tailored for the centralized case. However, the multi-user setup in distributed and federated learning problems calls for individual-based privacy leakage definitions. For this reason, for each user $k \in \{1, \ldots, K\}$, we define per user privacy leakage as

$$\text{priv}(\pi, A_K, k) = \max_i I(S_{k,i}; W \mid S_k^{(-T)}),$$

$$\text{priv}(\pi, A_K^{(-T)}, k) = \max_i I(S_{k;i}; \hat{W}^{(-T)} \mid S_k^{-1}).$$

The above quantities should respectively be understood as the privacy leakage of the distributed and federated learning algorithms regarding the data of user $k$.

**IV. MAIN RESULTS**

**A. Bounds on Generalization Error and Privacy Leakage in the Classical (Centralized) Learning Problem**

The starting point of our discussion is the classical learning problem where the server has access to all the data. As the next theorem shows lower and upper bounds on its generalization error, this centralized setup shall be a benchmark in this paper.

**Theorem 1.** Given a classical (centralized) learning algorithm $A$, see Definition 1, its generalization error, under the assumption that dataset $S = (S_1, \ldots, S_n)$ is generated by an unknown distribution $P_S = \pi \otimes n$, is given by

$$\frac{1}{n} \sum_{i=1}^n \psi_+^{-1}(I(S_i; W)) \leq \text{gen}(\pi, A) \leq \frac{1}{n} \sum_{i=1}^n \psi_-^{-1}(I(S_i; W))$$

where $\psi_+^{-1}$ and $\psi_-^{-1}$ are as introduced in Lemma 1.

To give the reader a taste of the generalization error bounds in Theorem 1, the following lemma shows estimates on generalization error, mutual information and privacy in the classical problem of Gaussian mean estimation.

**Lemma 2.** Let $K = 1$ and $\pi = N(n, \sigma^2 I_d)$ in Example 2,

$$\psi_+^{-1}(u) = 0, \quad \psi_-^{-1}(u) = 2\sigma^2 \sqrt{su} \left(1 + \frac{1}{n} \right),$$

$$\text{gen}(\pi, A) = \frac{2\sigma^2 d}{n}, \quad I(S_{k;i}; W) = \frac{d}{2} \log \frac{n - 1}{n},$$

$$\text{priv}(\pi, A) = \infty.$$
Because the user data is collected at a server, the centralized learning does not provide any sort of privacy guarantees. In this scenario, to protect their own data, a user is therefore needed to add some noise to the data that they provide to the server. This, in turn, reduces the accuracy of the server for the sake of user privacy. As the next section shows, in the distributed learning setting as more and more users join the learning task, the central server will have lesser and lesser ability to infer the data of a single user. Inherently, this shall provide privacy guarantees to each and every participating user. Indeed, perhaps surprisingly, as more users participate in the learning task, not only will the data of a single user be hidden better, but, because more users means better training, the generalization error for the distributed learning algorithm shall also decrease.

B. Bounds on Generalization Error and Privacy Leakage in the Distributed Learning Problem

The following result presents upper and lower bounds on the generalization error of a distributed learning algorithm.

**Theorem 2.** Given a distributed learning algorithm $A_K$ with $K$ users, see Definition 2, its generalization error, under the assumption that for each user $k \in \{1, \ldots, K\}$ their dataset $S_k = (S_{k,1}, \ldots, S_{k,n_k})$ is generated by an unknown distribution $P_{S_k} = \pi_{k}^{\otimes n_k}$, is given by

$$
\frac{1}{n} \sum_{k=1}^{K} \sum_{i=1}^{n_k} \psi_{k,i}^{*-1}(I(S_k;i; \hat{W})) \leq \text{gen}(\mu; A_K) \\
\leq \frac{1}{n} \sum_{k=1}^{K} \sum_{i=1}^{n_k} \psi_{k}^{*-1}(I(S_k;i; \hat{W})).
$$

where $\mu = \prod_{k=1}^{K} \pi_{k}$; and $\psi_{k}^{*-1}$ and $\psi_{k}^{*-1}$ are as introduced in Lemma 7 in Section III.

The generalization error, mutual information and the provided privacy guarantee in the distributed Gaussian mean estimation problem in Example 2 are presented in Lemma 3 below.

**Lemma 3.** Let $\pi_k = \mathcal{N}(\nu, \sigma_k^2 I_d)$ in Example 2. Then,

$$
\psi_{k,i}^{*-1}(u) = 0, \quad \psi_{k}^{*-1}(u) = 2\sqrt{du} \left( \sum_{i=1}^{K} \frac{n_i \sigma_i^2}{n^2} + \sigma_k^2 \right),
$$

$$
\text{gen}(\mu; A_K) = \frac{1}{n} \sum_{k=1}^{K} 2dn_k \sigma_k^2 \sigma_i^2, \\
I(S_k;i; \hat{W}) = \frac{d}{2} \log \left( 1 + \frac{\sigma_k^2}{\sum_{i=1}^{K} n_i \sigma_i^2 - \sigma_k^2} \right),
$$

$$
\text{priv}(\pi, A_K, k) = \frac{d}{2} \log \left( 1 + \frac{\sigma_k^2}{\sum_{i=1; i \neq k}^{K} n_i \sigma_i^2} \right).
$$

Although too simple for any practical purpose, it is still illuminating to consider the case where each user have equal amount of data which are i.i.d., in this case:

$$
\text{gen}(\mu, A_K) = \frac{2\sigma^2}{Kn}, \quad \text{priv} = \frac{d}{2} \log \left( 1 + \frac{1}{n(K-1)} \right).
$$

There are several key observations to make in this basic example. The simplest is that the generalization error in this distributed learning problem corresponds to that of the classical learning problem with a dataset of size $Kn$. This means that, as far as the generalization error is concerned, distributing the learning task causes no loss in optimality. More importantly, as opposed to the classical learning case, the privacy leakage here in this example is finite. In fact, for each participating user the privacy leakage increases, fairly fast, as the number of users in the system increases, which means that multi-user nature of distributed learning provides an inherent privacy to each of its users.

C. Bounds on Generalization Error and Privacy Leakage in the Federated Learning Problem

Using the same technique applied in classical and distributed learning settings, the following result gives upper and lower bounds, in term of mutual information, on the generalization error at time $t$ of a federated learning algorithm.

**Theorem 3.** Given a federated learning algorithm $A_K^{(t)}$ with $K$ users communicating with the server a total of $T$ rounds, see Definition 2, its generalization error at time $t$, under the assumption that for each user $k \in \{1, \ldots, K\}$ their most up-to-date dataset $S_k^{(t)} = (S_{k,1}, \ldots, S_{k,n_k})$ is generated by an unknown distribution $P_{S_k^{(t)}} = \pi_{k}^{\otimes n_k}$, is given by

$$
-\mathbb{E} \left[ \frac{1}{n(t)} \sum_{k \in \mathcal{I}^{(t)}} \sum_{i=1}^{n_k} \psi_{k,i}^{*-1}(I(S_k^{(t)}; \hat{W}^{(t)})) \right] \leq \text{gen}^{(t)}(\mu; A_K^{(t)}) \\
\leq \mathbb{E} \left[ \frac{1}{n(t)} \sum_{k \in \mathcal{I}^{(t)}} \sum_{i=1}^{n_k} \psi_{k,i}^{*-1}(I(S_k^{(t)}; \hat{W}^{(t)})) \right]
$$

where the expectations are with respect to the $\mathcal{I}^{(t)}$.

Following lemma illustrates the generalization error bound and privacy leakage in federated learning algorithm.

**Lemma 4.** In Example 3 with the simplifying assumptions that for each user $n_k = n$, $\sigma_k^2 = \sigma^2$, there are $K_a^{(t)} = K_a$ active users at all times $t$ which are uniformly chosen, and $\pi = \mathcal{N}(\nu, \sigma^2 I_d)$ for each user,

$$
\psi_{k,i}^{*-1}(u) = 0, \quad \psi_{k}^{*-1}(u) = 2\sqrt{d} \left( 1 + \frac{1}{tnK_a} \right) \sigma^2 \sqrt{u},
$$

$$
\text{gen}(\mu; A_K^{(t)}) = \frac{2\sigma^2}{knK_a}, \\
I(S_k^{(t)}; \mathcal{I}_t; \hat{W}) = \frac{d}{2} \log \left( 1 + \frac{1}{tnK_a - 1} \right).
$$

While we cannot analytically find the privacy leakage in this example, a comparison plot between the distributed learning and federated learning cases can be seen in Figure 4. Note that there are $K = 10$ users in the distributed learning case. The
$x$-axis shows the number of active users $K_a$ in the federated learning setting, observe that if all 10 of the users are active in the federated case, we get the same amount of privacy leakage. However, if at this round, there are less than 10 active users, federated learning algorithm allows less privacy leakage as compared to its distributed counterpart.

Fig. 1. Comparison of privacy leakages in distributed and federated learning.
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