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Abstract—This paper is concerned with the convergence and the error analysis for the feedback particle filter (FPF) algorithm. The FPF is a controlled interacting particle system where the control law is designed to solve the nonlinear filtering problem. For the linear Gaussian case, certain simplifications arise whereby the linear FPF reduces to one form of the ensemble Kalman filter. For this and for the more general nonlinear non-Gaussian case, it has been an open problem to relate the convergence and error properties of the finite- \( N \) algorithm to the mean-field limit (where the exactness results have been obtained). In this paper, the equations for empirical mean and covariance are derived for the finite- \( N \) linear FPF. Remarkably, for a certain deterministic form of FPF, the equations for mean and variance are identical to the Kalman filter. This allows strong conclusions on convergence and error properties based on the classical filter stability theory for the Kalman filter. It is shown that the error converges to zero \textit{even} with finite number of particles. The paper also presents propagation of chaos estimates for the finite- \( N \) linear filter. The error estimates are illustrated with numerical experiments.

I. INTRODUCTION

In recent years, there has been a burgeoning interest in application of ideas and techniques from statistical mechanics to control theory and signal processing. Although some of these applications are classical (see e.g., Del Moral [8]), the recent impetus comes from explosive interest in mean-field games, starting with two papers from 2007: Lasry and Lions paper titled “Mean-field games” [15] and a paper by Huang, Caines and Malhamé [11]. These papers spurred interest in the analysis and synthesis of \textit{controlled interacting particle systems}.

Feedback particle filter (FPF) is an example of a controlled interacting particle system to approximate the solution of the continuous-time nonlinear filtering problem. In FPF, the importance sampling step of the conventional particle filter is replaced with feedback control. Other steps such as resampling, reproduction, death or birth of particles are altogether avoided.

The first interacting particle representation of the continuous-time filtering problem appeared in the work of Crisan and Xiong [4]. Also in continuous-time settings, Reich and collaborators have derived certain deterministic forms of the ensemble Kalman filter [22], [1]. These forms are identical to the linear FPF. An expository review of the continuous-time filters including the progression from the Kalman filter (1960s) to the feedback particle filter (2010s) appears in [27].

In discrete-time settings, Daum and collaborators have pioneered the development of closely related particle flow algorithms [5], [6].

In numerical evaluations and comparisons, it is often found that the control-based algorithms exhibit smaller simulation variance and better scaling properties with the problem dimension (number of state variables). For example, several research groups have reported favorable comparisons for the FPF algorithm as compared to the traditional particle filter algorithms; cf., [24], [23], [2], [25], [29]. However, there is no theoretical justification/understanding of this. Much of the work for FPF and more broadly for the particle flow algorithms and the mean-field game models has focused on the properties of the mean-field limit (e.g., the exactness of the FPF has been shown for the mean-field limit).

For the nonlinear FPF, the convergence analysis is difficult in part because the gain function is implicitly defined as the solution of a certain partial differential equation (pde) referred to as the Poisson equation; cf., [16]. For the linear Gaussian case, the pde admits an explicit solution whereby the gain function is the Kalman gain and the resulting linear FPF is an ensemble Kalman filter [27]. In this paper, two forms of linear FPF are studied:

(A) \textbf{Stochastic linear FPF}: The original formulation of the FPF algorithm in the linear Gaussian setting [31, Eq. (26)].

(B) \textbf{Deterministic linear FPF} The optimal transport formulation of the linear Gaussian FPF [28, Eq. (15)].

Both the formulations are exact in the following sense: In the mean-field limit the distribution of the particles equals the posterior distribution of the filter. The main difference between the two formulations is that the process noise term in the stochastic FPF is replaced with a deterministic term in the deterministic FPF.

The goal of this paper is to characterize the error properties of the FPF in the limit when the number of particles \( N \) is large but finite. The error metrics of interest include the mean-squared error between the finite- \( N \) estimates (empirical mean and the empirical covariance) and their mean-field limits (conditional mean and covariance). Additionally, it is of interest to investigate the convergence of the empirical distribution of the interacting particle system to the conditional distribution obtained in the mean-field limit.

Contributions of this paper: The evolution equations for the empirical mean and covariance are derived for the two systems (A) and (B). It is shown that these equations for the deterministic FPF are identical to the Kalman filter. The evolution equations for the stochastic FPF include additional stochastic terms due to process noise. In the large \( N \) limit,
these terms scale as $O(N^{-\frac{1}{2}})$. For the deterministic FPF, the following results are obtained in Prop. 2: (i) almost sure convergence as $t \rightarrow \infty$; (ii) mean-squared convergence where the error is shown to converge to zero as $O(N^{-\frac{1}{4}})$. Certain preliminary results on a propagation of chaos analysis for the scalar problem appear in Prop. 3.

Closely related to this paper is the recent literature on stability and convergence of the ensemble Kalman filter algorithms for both linear and nonlinear problems. Examples of the former include [17], [14] in discrete-time setting and [10] in continuous-time setting. Examples of the latter include [7], [9], [13]. More generally, the propagation of chaos analysis of interacting particle system models has a rich history; cf., [18], [26], [21].

**Notation** $\mathcal{N}(m, \Sigma)$ is a Gaussian probability distribution with mean $m$ and covariance $\Sigma > 0$ ($\Sigma > 0$ means that the matrix $\Sigma$ is positive definite). For a vector $m$, $|m|$ denotes the Euclidean norm. For a square matrix $\Sigma$, $\|\Sigma\|_F$ denotes the Frobenius norm, $\|\Sigma\|_1$ is the spectral norm, $\Sigma^\top$ is the matrix-transpose, $\text{Tr}(\Sigma)$ is the matrix-trace, and $\text{Ker}(\Sigma)$ denotes the null-space. There are three types of stochastic processes considered in this paper: (i) $X_t$ denotes the state of the (hidden) signal at time $t$; (ii) $X_t^i$ denotes the state of the $i$th particle in a population of $N$ particles; and (iii) $\bar{X}_t$ denotes the state of the McKean-Vlasov model obtained in the mean-field limit ($N = \infty$). The mean and the covariance for these are denoted as follows: (i) $(m_t, \Sigma_t)$ is the conditional mean and the conditional covariance for $X_t$; (ii) $(m_t^{(N)}, \Sigma_t^{(N)})$ is the empirical mean and the empirical covariance for the ensemble $\{X_t^i\}_{i=1}^N$; and (iii) $(\bar{m}_t, \bar{\Sigma}_t)$ is the conditional mean and the conditional covariance for $\bar{X}_t$. The notation is tabulated in the accompanying Table I.

| Variable | Notation | Equation |
|----------|----------|----------|
| State of the hidden process | $X_t$ | Eq. (1a) |
| State of the $i$th particle in finite-$N$ sys. | $X^i_t$ | Eq. (5), (7) |
| State of the McKean-Vlasov model | $\bar{X}_t$ | Eq. (3), (4) |
| Kalman filter mean and covariance | $m_t, \Sigma_t$ | Eq. (2a) (2b) |
| Empirical mean and covariance | $m_t^{(N)}, \Sigma_t^{(N)}$ | Eq. (6) |
| Mean-field mean and covariance | $\bar{m}_t, \bar{\Sigma}_t$ | Eq. (3)-(4) |

The outline of the remainder of this paper is as follows: Sec. II introduces the two models of the FPF studied in this paper. Sec. III presents the results on convergence and error estimates for the empirical mean and covariance. Sec. IV presents the propagation of chaos analysis. All the proofs appear in the Appendix.

**II. PROBLEM FORMULATION AND BACKGROUND**

Consider the linear Gaussian filtering problem:

\[
\begin{align*}
\text{d}X_t &= A X_t \text{d}t + \sigma_B \text{d}B_t, \quad (1a) \\
\text{d}Z_t &= C X_t \text{d}t + \text{d}W_t, \quad (1b)
\end{align*}
\]

where $X_t \in \mathbb{R}^d$ is the (hidden) state at time $t$, $Z_t \in \mathbb{R}^m$ is the observation; $A, C, \sigma_B$ are matrices of appropriate dimension; and $\{B_t\}, \{W_t\}$ are mutually independent Wiener processes taking values in $\mathbb{R}^d$ and $\mathbb{R}^m$, respectively. Without loss of generality, the covariance matrices associated with $\{B_t\}$ and $\{W_t\}$ are identity matrices. The initial condition $X_0$ is drawn from a Gaussian distribution $\mathcal{N}(m_0, \Sigma_0)$, independent of $\{B_t\}$ and $\{W_t\}$. The filtering problem is to compute the posterior distribution $P(X_t|Z_t)$ for $t \geq 0$ and $0 \leq t < \infty$.

For the linear Gaussian problem (1a)-(1b), the posterior distribution $P(X_t|Z_t)$ is Gaussian $\mathcal{N}(m_t, \Sigma_t)$, whose mean and covariance are given by the Kalman-Bucy filter [12]:

\[
\begin{align*}
\text{d}m_t &= A m_t \text{d}t + K_t (dZ_t - C m_t \text{d}t) \quad (2a) \\
\frac{\text{d}\Sigma_t}{\text{d}t} &= \dot{A} \Sigma_t + \Sigma_t \dot{A}^\top + \sigma_B \sigma_B^\top - \Sigma_t C^\top C \Sigma_t \quad (2b)
\end{align*}
\]

where $K_t := \Sigma_t C^\top$ is the Kalman gain and the filter is initialized with the prior $(m_0, \Sigma_0)$.

Feedback particle filter (FPF) is a controlled interacting particle system to approximate the Kalman filter\(^1\). In a numerical implementation, the filter is simulated with $N$ interacting particles where $N$ is typically large. The analysis of the filter is based on the so-called mean-field models which are obtained upon replacing the interaction terms by their mean-field limits. The mean-field model is referred to as the McKean-Vlasov model [19].

We begin by presenting the McKean-Vlasov stochastic differential equation (sde) for the linear FPF algorithm. For these models, the state at time $t$ is denoted as $\bar{X}_t$. Two types of FPF algorithm are considered: (A) FPF using the constant gain approximation of the gain function (Eq. (26) in [31]); and (B) FPF obtained using optimal transportation (Eq. (15) in [28]). These algorithms are referred to as the stochastic linear FPF and the deterministic linear FPF, respectively.

(A) **Stochastic linear FPF**: The state $\bar{X}_t$ evolves according to the McKean-Vlasov sde:

\[
\text{d}\bar{X}_t = A \bar{X}_t \text{d}t + \sigma_B \text{d}\bar{B}_t + K_t \left(\text{d}Z_t - \frac{C \bar{X}_t + C \bar{m}_t}{2} \text{d}t\right) \quad (3)
\]

where $\bar{K}_t := \bar{\Sigma}_t C^\top$ is the Kalman gain; the mean-field terms are the mean $\bar{m}_t = \mathbb{E}[\bar{X}_t|Z_t]$ and the covariance $\bar{\Sigma}_t = \mathbb{E}\left[(\bar{X}_t - \bar{m}_t)(\bar{X}_t - \bar{m}_t)^\top|Z_t\right]$. $\{\bar{B}_t\}$ is an independent copy of the process noise $\{\bar{B}_t\}$ and the initial condition $\bar{X}_0 \sim \mathcal{N}(m_0, \Sigma_0)$.

(B) **Deterministic linear FPF**: The McKean-Vlasov sde is:

\[
\text{d}\bar{X}_t = A \bar{X}_t \text{d}t + \bar{K}_t \left(\text{d}Z_t - C \bar{m}_t \text{d}t\right) + \tilde{G}_t (\bar{X}_t - \bar{m}_t) \text{d}t \quad (4)
\]

where (as before) $\bar{K}_t = \bar{\Sigma}_t C^\top$ is the Kalman gain; the mean $\bar{m}_t = \mathbb{E}[\bar{X}_t|Z_t]$ and the covariance $\bar{\Sigma}_t = \mathbb{E}\left[(\bar{X}_t - \bar{m}_t)(\bar{X}_t - \bar{m}_t)^\top|Z_t\right]$; the initial condition $\bar{X}_0 \sim \mathcal{N}(m_0, \Sigma_0)$; and

\[
\tilde{G}_t := A - \frac{1}{2} A K_t C + \left(\frac{1}{2} \sigma_B \sigma_B^\top \bar{\Sigma}_t^{-1} + \Omega_t \bar{\Sigma}_t^{-1}\right)
\]

where $\Omega_t$ is any skew symmetric $d \times d$ matrix.

The following Proposition, borrowed from [28], shows that both the filters are exact:

\(^1\)Although the considerations of this paper are limited to the linear Gaussian problem (1a)-(1b), the FPF algorithm is more broadly applicable to nonlinear non-Gaussian filtering problems [32], [31].
Proposition 1: (Theorem 1 in [28]) Consider the linear Gaussian filtering problem (1a)-(1b), and the linear FPF (Eq. (3) or Eq. (4)). If \( P(X_0) = P(\bar{X}_0) \) then

\[
P(X_t | Z_t) = P(X_t | Z_t), \quad \forall t > 0
\]

Therefore, \( m_i = \bar{m}_i \) and \( \Sigma_i = \bar{\Sigma}_i \).

Remark 1: (Comparison of the deterministic and the stochastic FPF) In the deterministic FPF, there is no explicit Wiener process for the process noise. For example, with the stochastic FPF \( \sigma \) terms as the stochastic linear FPF (3), except that the process noise term \( \sigma_d dB_t \) in (3) is replaced by \( \frac{1}{2} \sigma_B \sigma_B^T \bar{\Sigma}_i^{-1} (\bar{X}_i - \bar{m}_i) \) in (4). With any Gaussian prior, the term serves to simulate the effect of the process noise.

Remark 2 (Non-uniqueness): For the vector case \((d > 1)\), there are infinitely many choices of exact control laws, parameterized by the skew-symmetric matrix \( \Omega \). In our prior work [28], the non-uniqueness issues is addressed by introducing an optimal transportation cost. The optimal skew-symmetry is shown to be the unique solution of the following matrix equation (Proposition 3 in [28]):

\[
\Omega + \bar{\Sigma}_i^{-1} + \bar{\Sigma}_i^{-1} \Omega = (A^T - A)
\]

\( + \frac{1}{2}(\bar{\Sigma}_i C^T C + C^T \bar{\Sigma}_i) + \frac{1}{2}(\sigma_B \sigma_B^T \bar{\Sigma}_i - \bar{\Sigma}_i \sigma_B \sigma_B^T) \)

The choice of \( \Omega \) does not affect the distribution. The optimal skew-symmetry is a correction term that serves to cancel the skew-symmetry in the dynamics (see Remark 5 in [28]).

Finite-N FPF algorithm: A particle filter comprises of \( N \) stochastic processes (particles) \( \{X_i^t : 1 \leq i \leq N\} \), where \( X_i^t \) is the state of the \( i \)-th particle at time \( t \). The evolution of \( X_i^t \) is obtained upon empirically approximating the mean-field terms. In the following, the finite-N filters for the two cases are described.

(A) Finite-N stochastic FPF: The evolution of \( X_i^t \) is given by the sde:

\[
dX_i^t = AX_i^t \, dt + \sigma_B dB_i^t + \nu_i^t \left( \frac{dZ_i - CX_i^t + CM_i^t}{2} \right) \, dt
\]

where \( \nu_i^t := \nu_i^t C^T \); \( \{B_i^t \}_{i=1}^N \) are independent copies of \( B_i \); \( X_i^0 \sim_{N}(m_0, \Sigma_0) \) for \( i = 1, 2, \ldots, N \); and the empirical approximations of the two mean-field terms are as follows:

\[
m_i^t := \frac{1}{N} \sum_{j=1}^N X_j^t, \quad \Sigma_i^t := \frac{1}{N - 1} \sum_{j=1}^N (X_j^t - m_i^t)(X_j^t - m_i^t)^T
\]

(B) Finite-N deterministic FPF: The evolution of \( X_i^t \) is given by the sde:

\[
dX_i^t = AM_i^t \, dt + \nu_i^t (dZ_i - CM_i^t \, dt) + G_i^t (X_i^t - m_i^t) \, dt
\]

where \( \nu_i^t := \nu_i^t C^T ; \quad X_i^0 \sim_{N}(m_0, \Sigma_0) \); empirical approximations of mean and variance are defined in (6); and

\[
G_i^t = A - \frac{1}{2} \nu_i^t C + \frac{1}{2} \sigma_B \sigma_B^T \Sigma_i^{-1} + \Omega \Sigma_i^{-1}
\]

The McKean-Vlasov sdes (3) and (4) are the respective mean-field limits of the finite-N filters (5) and (7). Our goals in this paper are as follows:

(i) prove the convergence of the finite-N filter to its mean-field limit; and

(ii) obtain bounds on the error as a function of the number of particles \( N \) and the time \( t \).

The convergence and error analysis relies closely on the classical results on stability of the Kalman filter. These are summarized next.

A. Stability of the Kalman filter

The following is assumed throughout the remainder of this paper:

Assumption (I): The system \((A, C)\) is detectable and \((A, \sigma_B)\) is stabilizable.

Theorem 1 (Lemma 2.2 and Theorem 2.3 in [20]): Consider the Kalman filter (2a)-(2b) with initial condition \((m_0, \Sigma_0)\). Then, under Assumption (I):

(i) There exists a solution \( \Sigma_{\infty} > 0 \) to the algebraic Riccati equation (ARE)

\[
A \Sigma_{\infty} + \Sigma_{\infty} A^T + \sigma_B \sigma_B^T - \Sigma_{\infty} C^T C \Sigma_{\infty} = 0
\]

such that \( A - \Sigma_{\infty} C^T C \) is Hurwitz. Let

\[
0 < \lambda_0 = \min \{-\text{Real} \lambda : \lambda \text{ is an eigenvalue of } A - \Sigma_{\infty} C^T C\}
\]

(ii) The error covariance \( \Sigma_t \to \Sigma_{\infty} \) exponentially fast for any initial condition \( \Sigma_0 \) (not necessarily the prior):

\[
\lim_{t \to \infty} \| \Sigma_t - \Sigma_{\infty} \|_F \leq (\text{const.) } e^{-2\lambda_0 t} \to 0
\]

(iii) Starting from two initial conditions \((m_0, \Sigma_0)\) and \((\bar{m}_0, \bar{\Sigma}_0)\), the means converge in the following senses:

\[
\lim_{t \to \infty} \text{E}[|m_t - \bar{m}_t|^2] \leq (\text{const.) } e^{-2\lambda_0 t} \to 0
\]

\[
\lim_{t \to \infty} |m_t - \bar{m}_t| e^{\lambda t} = 0 \quad \text{a.s.}
\]

for all \( \lambda \in (0, \lambda_0) \).

Throughout this paper, the notation \( \Sigma_{\infty} \) is used to denote the positive definite solution of the ARE (9) and \( \lambda_0 \) is used to denote the spectral bound as defined in (10).

III. Analysis of Empirical Mean and Covariance

A. Evolution equations

We consider the finite-N filters – Eq. (5) for the stochastic FPF and Eq. (7) for the deterministic FPF. The empirical mean and covariance are defined in Eq. (6). The error is defined as

\[
\xi_i^t = X_i^t - m_i^t , \quad \text{for } i = 1,\ldots,N
\]

The evolution equations for the mean, covariance, and error are as given next. The calculations appear in the Appendix A.
(A) Finite-N stochastic FPF: The mean and the covariance evolve according to the sdes:
\[
\begin{align}
\dot{m}^{(N)}_t &= A m^{(N)}_t \, dt + K^{(N)}_t \left( dZ_t - Cm^{(N)}_t \, dt \right) + \frac{\sigma_B}{\sqrt{N}} \epsilon_t \, dB_t, \\
\dot{\Sigma}^{(N)}_t &= (A \Sigma^{(N)}_t + \Sigma^{(N)}_t A^T + \sigma_B \Sigma^{(N)}_t) \, dt + \frac{dM_t}{\sqrt{N}},
\end{align}
\]
where $\bar{B}_t := \frac{1}{N} \sum_{i=1}^{N} B^i_t$ is a standard Wiener process and $dM_t = \frac{\sqrt{N}}{N} \sum_{i=1}^{N} \xi^i_t dB_t^i + \frac{\sigma_B}{N} \xi^i_t dB_t^i$ is a martingale with $\mathbb{E}[dM_t dM_s^\tau] = \left( \frac{N}{N-1} \right)^2 \sigma_B^2 \Sigma^{(N)}_t + \sigma_B \sigma_B^T \Sigma^{(N)}_t + 2 \text{Tr}(\sigma_B \sigma_B^T) \Sigma^{(N)}_t$.

(B) Finite-N deterministic FPF: The evolution equations are as follows:
\[
\begin{align}
\dot{m}^{(N)}_t &= A m^{(N)}_t \, dt + K^{(N)}_t \left( dZ_t - Cm^{(N)}_t \, dt \right) \\
\dot{\Sigma}^{(N)}_t &= (A \Sigma^{(N)}_t + \Sigma^{(N)}_t A^T + \sigma_B \Sigma^{(N)}_t) \, dt \\
\frac{d\xi^i_t}{dt} &= G^{(N)}_t \xi^i_t
\end{align}
\]
where $G^{(N)}_t$ is defined in (8).

In the remainder of this paper, the focus is on the error analysis of the deterministic finite-N FPF algorithm. The analysis is simpler because the equations for empirical mean and covariance (12a)-(12b) are identical to the Kalman filter (2a)-(2b). The analysis is seen as the first step towards the analysis of the more complicated stochastic FPF which also includes an additional $O(N^{-\frac{1}{2}})$ stochastic term (fluctuation) due to the process noise.

Remark 3: Even though the fluctuations scale as $O(N^{-\frac{1}{2}})$, the analysis is challenging as has been noted in literature (see the remark after Theorem 3.1 in [10]). Error analysis of the ensemble Kalman filter with noise terms appears in [10] under certain additional technical assumptions. Analysis of the deterministic FPF closely follows the stability theory for Kalman filter. Related analysis appears in the recent work [7].

B. Error Analysis

Assumption (II): The initial covariance $\Sigma^{(N)}_0$ is invertible.

The main result for the finite-N deterministic FPF is as follows with the proof given in Appendix B.

Proposition 2: Consider the Kalman filter (2a)-(2b) initialized with the prior $N(m_0, \Sigma_0)$ and the finite-N deterministic FPF (7) initialized with $X^{(N)}_0 \overset{i.i.d.}{\sim} N(m_0, \Sigma_0)$ for $i = 1, 2, \ldots, N$. Under Assumption (I)-(II), the following characterizes the convergence and error properties of the empirical mean and covariance $(m^{(N)}_t, \Sigma^{(N)}_t)$ obtained from the finite-N filter to the mean and covariance $(m_t, \Sigma)$ obtained from the Kalman filter:

(i) Convergence: For any finite $N$, as $t \to \infty$:
\[
\lim_{t \to \infty} e^{\lambda t} \left| m^{(N)}_t - m_t \right| = 0 \quad \text{a.s.}
\]
and
\[
\lim_{t \to \infty} e^{\lambda t} \left\| \Sigma^{(N)}_t - \Sigma \right\| = 0 \quad \text{a.s.}
\]
for all $\lambda \in (0, \lambda_0)$.

(ii) Mean-squared error: For any $t > 0$, as $N \to \infty$:
\[
\begin{align}
\mathbb{E}[\left| m^{(N)}_t - m_t \right|^2] &\leq \frac{c_1 \mathbb{E}[\|X_0 - m_0\|^2] + c_2 \mathbb{E}[\|X_0 - m_0\|^4]}{N} e^{-\lambda_0 t} \\
\mathbb{E}[\left\| \Sigma^{(N)}_t - \Sigma \right\|^2] &\leq \frac{c_3 \mathbb{E}[\|X_0 - m_0\|^4]}{N} e^{-\lambda_2 t}
\end{align}
\]
where $c_1, c_2, c_3$ are positive constants. For the scalar $(d = 1)$ case, one has the following explicit formulae for these constants:
\[
c_1 = e^{4\log(\beta)}, \quad c_2 = \frac{C^2}{2\sigma_0^2} \beta^2 e^{4\log(\beta)} (1 - e^{-2\lambda_0 t}), \quad c_3 = \beta^2
\]
where $\lambda_0 = (\Lambda^2 + \sigma_0^2 C^2)^{\frac{1}{2}}$ and $\beta = (\frac{2\sigma_0}{\lambda_0 - \Lambda^2})^2$.

Remark 4: Asymptotically (as $t \to \infty$) the empirical mean and variance of the finite-N filter becomes exact. This is because of the stability of the Kalman filter whereby the filter forgets the initial condition. In fact, the i.i.d assumption on the initial condition $X^{(N)}_0$ is not necessary to obtain this conclusion.

Remark 5: The assumption (II) on the invertibility of the initial covariance $\Sigma^{(N)}_0$ can be relaxed to $\text{Ker}(\Sigma^{(N)}_0) \subset \text{Ker}(\sigma_B \sigma_B^T)$ (in the proof, one works with the pseudo-inverse instead of the inverse). The latter is important because ensemble Kalman filters are often simulated in high-dimensional settings where the number of particles $N$ may be smaller than the dimension $d$ of the problem [22].

C. Numerics

Consider a scalar $(d = 1)$ linear filtering problem (1a)-(1b) with parameters $\Lambda = 0.1, \sigma_0 = 1.0, C = 1.0, m_0 = 3.0, \Sigma_0 = 5.0$. The stochastic linear FPF (5) and the deterministic linear FPF (7) are simulated for this problem. The ground truth $(m_t, \Sigma_t)$ is obtained by simulating a Kalman filter (2a)-(2b).

Figure 1(a) depicts the results for a single simulation of the deterministic FPF algorithm with $N = 100$ particles. The trajectory $X^{(N)}_t$ of the $N$ particles along with the empirical mean $m^{(N)}_t$, the empirical variance $\Sigma^{(N)}_t$, the conditional mean $m_t$, and the conditional variance $\Sigma$ are depicted in the figure. Consistent with the conclusion of the Prop. 2, both the empirical mean and variance are seen to converge exponentially fast.

Figure 1(b) and Figure 1(c) provide a simulation-based illustration of the mean-squared error as a function of $t$ and $N$, respectively. A description of these plots is as follows:

(i) An empirical estimate of the error $\mathbb{E}[\left| m^{(N)}_t - m_t \right|^2]$ as a function of $t$ is depicted in part (b) of the figure. The empirical estimates are obtained by running $M = 1000$ simulations of the FPF with $N = 100$ particles. The upper bound is also depicted. Consistent with the
result in Prop. 2, the error converges exponentially fast to zero for the deterministic FPF. For the stochastic FPF, the error reaches a steady state value because of the presence of the process noise term.

(ii) In the part (c) of the figure, empirical estimates of the error are depicted now as a function of \( N \) for a fixed \( t = 2.0 \). As before, these are estimated with \( M = 1000 \) simulations. For both the deterministic and the stochastic cases, the error is seen to scale as \( O(\frac{1}{N}) \) consistent with the scaling given in Prop. 2.

IV. Propagation of chaos

At the initial time \( t = 0 \), the particles \( \{X_i^0\}_{i=1}^N \) are sampled i.i.d. from the prior distribution. In any finite-\( N \) implementation of the filter, the i.i.d. property is destroyed for \( t > 0 \) because of the interactions: For the linear FPPs (5) and (7), the interaction terms are a function of the empirical mean \( m_t^{(N)} \) and the empirical covariance \( \Sigma_t^{(N)} \). Since these terms depend upon all the particles, the \( i \)th particle in the population is coupled to/interacts with (the randomness of) all other particles. Even though the particles are no longer i.i.d for any finite choice of \( N \), one (formally) expects the particles to become approximately i.i.d (in a sense that needs to be made precise) for large \( N \). Intuitively, this is because as \( N \to \infty \), \( m_t^{(N)} \to m_t \) and \( \Sigma_t^{(N)} \to \Sigma_t \). And for the limiting mean-field model, the particles are i.i.d for \( t > 0 \) provided they are i.i.d. at the initial time \( t = 0 \). The phenomenon is referred to as the propagation of chaos whereby the chaos (i.i.d property of the population) propagates through time.

The mathematical definitions are as follows: Denote \( E := \mathbb{R}^d \times [0, \infty) \). Let \( \mu_N \) be the probability measure on \( E^N \) associated with the process \( (X^1, \ldots, X^N) \). Let \( \bar{\mu} \) be the probability measure on \( E \) associated with the mean-field solution \( \bar{X} \). Then \( \mu_N \) is said to be \( \bar{\mu} \)-chaotic if

\[
\pi_k \mu_N \xrightarrow{\text{weak}} \bar{\mu}^{(k)} \quad \text{as} \quad N \to \infty
\]

where \( \pi_k \mu_N \) is the \( k \)-marginal distribution, \( \bar{\mu}^{(k)} \) is the \( k \)-fold product, and the convergence is in the weak sense. A somewhat easier formulation of this condition appears in [26, Proposition 2.2] as

\[
\lim_{N \to \infty} E \left[ \left( \frac{1}{N} \sum_{i=1}^N f(X_i^N) - E[f(\bar{X})] \right)^2 \right] = 0
\]

for all bounded functionals \( f : E \to \mathbb{R} \).

Remark 6: Some difficulties in carrying out the propagation of chaos analysis for the FPP are as follows: (i) The drift term in the evolution equation for the covariance is not Lipschitz; For the stochastic FPP (5), the noise terms (the martingale \( M_t \)) depend upon the state. In our analysis, we circumvent some of these difficulties by limiting to the scalar (\( d = 1 \)) case where explicit solution of the covariance is available. As was the case in Sec. III-B, we focus on the deterministic FPP where the terms due to the process noise are not present. Even in this special case, we show the convergence for the marginal distribution only for fixed time \( t > 0 \). That is, we show

\[
\lim_{N \to \infty} E \left[ \left( \frac{1}{N} \sum_{i=1}^N f(X_i^N) - E[f(\bar{X}}) \right)^2 \right] = 0
\]

for all bounded functions \( f : \mathbb{R}^d \to \mathbb{R} \). Extension to estimates that are uniform in time in the general settings is a subject of continuing work.

Derivation of error estimates involve construction of \( N \) independent copies of the mean-field equation (4) corresponding to the deterministic FPF (7). Consistent with our convention to denote mean-field variables with a bar, the stochastic processes are denoted as \( \{\bar{X}_i^t : 1 \leq i \leq N\} \) where \( \bar{X}_i^t \) denotes the state of the \( i \)th particle at time \( t \). The particle evolves according to the mean-field equation (4) as

\[
d\bar{X}_t = A\bar{m}_t dt + \bar{K}_t (dZ_t - C\bar{m}_t dt) + \bar{G}_t (\bar{X}_t - \bar{m}_t)
\]

where \( \bar{K}_t = \bar{\Sigma}_t C^T \) is the Kalman gain and the initial condition \( \bar{X}_0 = \bar{X}_0^d - \text{initial condition of the } i \text{th particle in the finite-N FPF (7).} \) The mean-field process \( \bar{X}_t \) is thus coupled to \( X_t \) through the initial condition. The following Proposition characterizes the error between \( X_t \) and \( \bar{X}_t \) (the estimate is essential for the propagation of chaos analysis). The proof appears in the Appendix C.

Proposition 3: Consider the stochastic processes \( X_t^i \) and \( \bar{X}_t \) whose evolution is defined according to the deterministic FPF (7) and its mean-field model (16), respectively. The initial condition \( X_0^i \overset{i.i.d.}{\sim} \mathcal{N}(0, \Sigma_0) \) for \( i = 1, 2, \ldots, N \) and the dimension \( d = 1 \). Then under Assumptions (I)-(II):

(i) The explicit solution is given as

\[
X_t^i = m_t^{(N)} + \left( \frac{\gamma_t^N}{\Sigma_t^N} \right)^{\frac{1}{2}} (X_0^i - m_0^{(N)})
\]

\[
\bar{X}_t = m_t + \left( \frac{\Sigma_t}{\Sigma_0} \right)^{\frac{1}{2}} (X_0^i - m_0)
\]

(ii) For a fixed \( t > 0 \), in the limit as \( N \to \infty \)

\[
E[|X_t^i - \bar{X}_t|^2] \leq \frac{\text{(const.)}}{N}
\]

The estimate (18) is used to prove the following important result that the empirical distribution of the particles in the linear FPF converges weakly to the true posterior distribution. Its proof appears in the Appendix C.

Corollary 1: Consider the linear filtering problem (1a)-(1b) and the finite-N deterministic FPF (7). The initial condition \( X_0^i \overset{i.i.d.}{\sim} \mathcal{N}(m_0, \Sigma_0) \) for \( i = 1, 2, \ldots, N \) and the dimension \( d = 1 \). Under Assumptions (I) and (II), for any Lipschitz function \( f : \mathbb{R}^d \to \mathbb{R} \), in the asymptotic limit as \( N \to \infty \)

\[
E \left[ \left( \frac{1}{N} \sum_{i=1}^N f(X_t^i) - E[f(X_t)] \right)^2 \right] \leq \frac{\text{(const.)}}{N}
\]
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APPENDIX

A. Derivation of evolution equations in Sec. III-A

(A) Finite-N stochastic FPF: Consider Eq. (5) for the ith particle. Summing up over the index i = 1, . . . , N and dividing by N, Eq. (11a) for the mean is obtained. To obtain (11b), first define $\xi^i_{1\cdot} := X^i_1 - m^i(N)$. Therefore,

$$d\xi^i_t = \left( A - \frac{1}{2} K^i(N) C \right)\xi^i_t dt + \sigma_d dB^i_t - \frac{1}{N} \sum_{j=1}^{N} \sigma_d dB^j_t$$

where $K^i(N)$ is the Fokker-Planck operator of the stochastic particle flow filter.
and
\[ d(\xi^i_t, y^j_t)^T = (A - \frac{1}{2} K_t(N) C) \xi^i_t y^j_t dt + \varepsilon^i_t y^j_t (A - \frac{1}{2} K_t(N) C)^T dt \]
\[ + \frac{N-1}{N} \sigma_B \sigma_d^T dt + \frac{1}{N} \sum_{i=1}^N \sigma_B \xi^i_t y^j_t \]
\[ + \sigma_B (dB_t^j - \frac{1}{N} \sum_{i=1}^N dB_t^i) y^j_t \xi^i_t \]

Summing over \( i = 1, \ldots, N \) and dividing by \( (N-1) \) gives
\[ d\Sigma_t^{(N)} = (A - \frac{1}{2} K_t(N) C) \Sigma_t^{(N)} dt + \Sigma_t^{(N)} (A - \frac{1}{2} K_t(N) C)^T dt \]
\[ + \sigma_B \sigma_d^T dt + \frac{1}{N-1} \sum_{i=1}^N \sigma_B \xi^i_t y^j_t \]
\[ + \frac{1}{N-1} \sum_{i=1}^N \sigma_B dB_t^j y^j_t \xi^i_t \]
which is Eq. (11b) for the covariance.

(B) Finite-N deterministic FPP: Eq. (7) is obtained as before by summing up Eq. (7) for the \( i^{th} \) particle from \( i = 1, \ldots, N \). The equation for the empirical mean is simply obtained by summing up the equations (7) for \( i = 1, \ldots, N \). To obtain the equation for the empirical covariance, first define \( \xi^i_t := X_i^{(N)} - m_t^{(N)} \). Therefore, \( d\xi^i_t = G_t(N) \xi^i_t dt \) and
\[ d(\xi^i_t, y^j_t)^T = G_t(N) \xi^i_t y^j_t dt + \xi^i_t y^j_t G_t(N)^T dt \]

Summing over \( i = 1, \ldots, N \) and dividing by \( (N-1) \) gives
\[ d\Sigma_t^{(N)} = G_t(N) \Sigma_t^{(N)} + \Sigma_t^{(N)} G_t(N)^T \]
which is Eq. (12b) for the covariance.

It is noted that \( G_t(N) \) is well-defined because \( \Sigma_t^{(N)} \) and thus \( \Sigma_t^{(N)} \) is invertible because of Assumption (II).

B. Proof of the Prop. 2

Since the equations for the empirical mean (12a) and the empirical covariance (12b) are identical to the Kalman filter (2a)-(2b), the a.s. convergence of mean and variance follows from the filter stability theory (see Theorem 1). In the following, mean-squared estimates are derived for the large-N limit. We begin with the scalar (\( d = 1 \)) case:

Scalar case: The explicit solution of (12b) is given by
\[ \Sigma_t^{(N)} = \Sigma_\infty + \frac{e^{-2\lambda_0 t}}{\Sigma_0^{(N)} - \Sigma_\infty} + \frac{e^{-2\lambda_0 t}}{1 + \Sigma_0^{(N)} - \Sigma_\infty} \]
\[ = f(\Sigma_0^{(N)}, t) \]
(19)
where \( \lambda_0 = (A^2 + \sigma_B^2 C)^{1/2} \) and \( \Sigma_\infty = \frac{A+K_0}{C} \). The function \( f(x,t) \) is Lipschitz with respect to \( x \) with Lipschitz constant \( \beta e^{-2\lambda_0 t} \) where \( \beta = (\frac{2\lambda_0}{A})^2 \). Therefore
\[ \|\Sigma_t^{(N)} - \Sigma\|_F \leq \beta e^{-2\lambda_0 t} \|\Sigma_0^{(N)} - \Sigma\|_F \]
Hence
\[ E[\|\Sigma_t^{(N)} - \Sigma\|_F^2] \leq \beta e^{-2\lambda_0 t} E[\|\Sigma_0^{(N)} - \Sigma_0\|^2] \]
\[ \leq \beta e^{-2\lambda_0 t} E[\|X_0^{(N)} - m_0\|^2] + \Sigma_0^2 + O\left(\frac{1}{N^2}\right) \]
which gives the result (13b) for the scalar case.

The estimate (13a) for the mean is obtained next. Define \( \delta m_t := m_t^{(N)} - m_t \) and \( \delta \Sigma_t := \Sigma_t^{(N)} - \Sigma_t \). Using (12a) and (2a),
\[ d\delta m_t = (A - C\Sigma_t^{(N)}) \delta m_t dt + \delta \Sigma_t C dl_t \]
where \( dl_t := dZ_t - C m_t \) is the innovation process. Therefore,
\[ \delta m_t = e^{\int_0^t (A - C\Sigma_t^{(N)}) dt} \delta m_0 \]
\[ + \int_0^t e^{\int_s^t (A - C\Sigma_t^{(N)}) dt} C dl_t \]
Squaring the expression and taking the expectation yields
\[ E[\|\delta m_t\|^2] = e^{2\int_0^t \frac{(A - C\Sigma_t^{(N)})}{\Sigma_0^{(N)} - \Sigma_\infty} dt} E[\|\delta m_0\|^2] \]
\[ + \int_0^t e^{2\int_s^t \frac{(A - C\Sigma_t^{(N)})}{\Sigma_0^{(N)} - \Sigma_\infty} dt} C^2 E[\|\delta \Sigma_t\|^2] dt \]
where we have used the fact that the innovation process \( I_t \) is a Wiener process [30, Lemma 5.6]. Then using the bound
\[ \int_s^t (A - C\Sigma_t^{(N)}) dt \]
\[ = -\lambda_0 (t-s) + O\left(\frac{1 + \Sigma_0^{(N)} - \Sigma_\infty}{2\lambda_0 - (1-e^{-2\lambda_0 t})}\right) \]
\[ \leq -\lambda_0 (t-s) + \frac{1}{2} \|\log(\beta)\| \]
and \( E[\|\delta \Sigma_t\|^2] \leq \beta^2 e^{-2\lambda_0 t} E[\|\delta \Sigma_t\|^2] \)
we obtain
\[ E[\|\delta m_t\|^2] \leq e^{-2\lambda_0 t} + \|\log(\beta)\| E[\|\delta m_0\|^2] \]
\[ + C^2 \beta^2 e^{-2\lambda_0 t} + \|\log(\beta)\| \frac{1}{2\lambda_0} (1 - e^{-2\lambda_0 t}) E[\|\delta \Sigma_t\|^2] \]
The mean-squared error estimate (13a) for the mean in the scalar case follows from noting \( E[\|\delta m_0\|^2] = \frac{E[\|X_0^{(N)} - m_0\|^2]}{N} \) and \( E[\|\delta \Sigma_0\|^2] \leq \frac{E[\|X_0^{(N)} - m_0\|^4]}{N^4} \).

Vector case: The explicit solution of the Riccati equation in the vector case is given by [3, pp. 149]
\[ \Sigma_t^{(N)} = \Sigma_\infty + \sum_{\infty}^{(N)} D_t^{T} e^{F_{\infty}^{T} D_t} = f(\Sigma_0^{(N)}, t) \]
(20)
where \( F_\infty := A - \Sigma_\infty C^T C \), and
\[ D_t := (\Sigma_\infty^{(N)} - \Sigma_\infty)^{-1} + \int_0^t e^{F_{\infty}^{T} C_t C e^{F_{\infty}^{T} D_t} ds} \]
The function \( f(x,t) \) is Lipschitz with respect to \( x \) with Lipschitz constant \( \beta_0 e^{-2\lambda_0 t} \) where \( \beta_0 = \sup_{x,\infty} \|D_t(\Sigma_\infty^{(N)} - \Sigma_\infty)^{-1} x\|_F \). Therefore,
\[ \|\Sigma_t^{(N)} - \Sigma_\infty\|_F \leq \beta_0 e^{-2\lambda_0 t} \|\Sigma_0^{(N)} - \Sigma_\infty\|_F \]
Squaring both sides and taking expectation gives the covariance error estimate:
\[ E[\|\Sigma_t^{(N)} - \Sigma_\infty\|_F^2] \leq \beta_0^2 e^{-2\lambda_0 t} E[\|X_0^{(N)} - m_0\|^4] \]
\[ \leq \frac{\lambda_0}{N^2} (1 + e^{-2\lambda_0 t}) E[\|\Sigma_0^{(N)} - \Sigma_\infty\|^2] + O\left(\frac{1}{N^2}\right) \]
where we have used \( E[\|\Sigma_t^{(N)} - \Sigma_\infty\|_F^2] \leq \frac{E[\|X_0^{(N)} - m_0\|^4] + \|\Sigma_0^{(N)} - \Sigma_\infty\|^2}{N} \).

The procedure for obtaining the error estimate for the mean is also as before. As in the scalar case,
\[ \delta m_t = \Phi_t \delta m_0 + \int_0^t \Phi_t \delta \Sigma_t C^T dl_t \]
where $\Phi_{i,t}$ is the state transition matrix for $F_i^{(N)} = A - \Sigma^{(N)} C^T C$. The expected norm-squared of $\delta m_i$ is

$$E[|\delta m_i|^2] = E[\delta m_i^T \Phi_{i,t}^T \Phi_{i,0} \delta m_0] \quad + \quad \int_0^T \text{Tr}(C \Sigma \Phi_{i,t}^T \Phi_{i,t} \Sigma C^T) \, ds \quad (21)$$

where we used the fact that the innovation process $I_t$ is a Wiener process. Expressing $E_{\Sigma^{(N)}} = F_{\Sigma^{(N)}} - e^{\Sigma^{(N)} D^T} e^{\Sigma^{(N)} C^T} C$, its spectral norm is bounded as $|F_{\Sigma^{(N)}}| \leq 1 + \lambda_0 + e^{-2\lambda_0 t} \lambda_0 c_0$ where $c_0 := \frac{1}{2\lambda_0} |C^T C|_s \sup_{\Sigma^{(N)}} |D^T|_s$. Therefore $|\Phi_{i,t}|_s \leq e^{-\lambda_0 t + c_0}$. Use this inequality in (21) to conclude

$$E[|\delta m_i|^2] = e^{-2\lambda_0 t + 2c_0} E[|\delta m_0|^2] + e^{-2\lambda_0 t + 2c_0} 1 - e^{-2\lambda_0 t} \|C^T \|_s \beta^2 E[|\delta \Sigma_0|^2] \frac{k}{2}$$

The error bound (13a) follows from noting, as also in the scalar case, $E[|\delta m_n|^2] = \frac{1}{N} E[|X_0 - m_0|^2]$ and $E[|\delta \Sigma_0|_k^2] \leq \frac{E[|X_0 - m_0|^4]}{N}$.

C. Proofs of the Prop. 3 and Cor. 1

Proof: Part (i): Use the decomposition

$$X_t = m_t + \xi_t, \quad X_{t}^{i} = m_t + \xi_{t}^{i}$$

Recall that

$$d\xi_t = G_t^{(N)} \xi_{t-} \, dr, \quad d\xi_t^i = G_t^{(N)} \xi_{t-}^i \, dr$$

Hence, for the scalar case

$$\xi_t = e^{\int_0^t G_t^{(N)} \, ds} \xi_0, \quad \xi_t^i = e^{\int_0^t G_t \, ds} \xi_0^i$$

By definition, $G_t^{(N)}$ and $G_t$ satisfy

$$2\Sigma_t^{(N)} G_t = \frac{d\Sigma_t^{(N)}}{dr}, \quad 2\Sigma_t G_t = \frac{d\Sigma_t}{dr}$$

Therefore

$$\int_0^T G_t^{(N)} \, ds = \frac{1}{2} \log \left( \frac{\Sigma_T^{(N)}}{\Sigma_0^{(N)}} \right), \quad \int_0^T G_t \, ds = \frac{1}{2} \log \left( \frac{\Sigma_T}{\Sigma_0} \right)$$

which concludes the result for part (i) of the Proposition.

Part (ii): Use the triangle inequality to conclude

$$E[|X_t - \bar{X}_t|^2] \leq E[|\xi_t - \bar{\xi}_t|^2] + E[|m_t - m_0|^2]$$

The error between $m_t^{(N)}$ and $m_0$ is already obtained as part of the Prop. 2 given by (13a). Using the explicit solutions in part (i), the other term is the $L^2$-norm of

$$\xi_t - \bar{\xi}_t = \left( \frac{\Sigma_t^{(N)}}{\Sigma_0^{(N)}} \right)^{\frac{1}{2}} \left( \frac{\Sigma_t}{\Sigma_0} \right)^{\frac{1}{2}} \xi_0 + \left( \frac{\Sigma_t}{\Sigma_0} \right)^{\frac{1}{2}} (\xi_t - \bar{\xi}_0)$$

A bound on the second term (II) is obtained as follows:

$$E\left[ \frac{\Sigma_t}{\Sigma_0} |\xi_t - \bar{\xi}_0|^2 \right] \leq \frac{\Sigma_t}{\Sigma_0} E\left[ |\xi_0 - \bar{\xi}_0|^2 \right] = \frac{\Sigma_t}{\Sigma_0} E\left[ |m_t^{(N)} - m_0|^2 \right] = \frac{\Sigma_t}{\Sigma_0} E\left[ |X_t - m_0|^2 \right]$$

where we used the identity $\xi_t^{(N)} + m_0^{(N)} = \xi_t + m_0$ because $X_t = \bar{X}_t$. Therefore the bound on the first term (I) is involved. Define $g(x,t) := \sqrt{f(x,t)}$ where $f$ is defined in (19). We are interested in obtaining a bound on $E[|g(\Sigma^{(N)} - \Sigma)|^2 |\xi_0^{(N)}|^2]$. Denote $r(\omega) = g(\Sigma^{(N)}(\omega), t) - g(\Sigma^{(0)}, t)$ and express

$$r = r_S + r_{\bar{S}}$$

where the event $S := \{ \omega : \Sigma^{(N)}(\omega) \geq \frac{1}{2} \Sigma^{(0)} \}$. On $S$, the function $g(x,t)$ is Lipschitz with respect to $x$ and Lipschitz constant $L_g = \frac{\beta e^{-2\lambda_0 t}}{2 \min(\Sigma^{(0)}, \Sigma^{(N)})} + \frac{2 \sqrt{\Sigma^{(0)} \Sigma^{(N)}}}{\min(\Sigma^{(0)}, \Sigma^{(N)})}$. On the complement $\bar{S}$:

$$E[r^2 |\xi_0^{(N)}|^2 |\Sigma^{(N)}(\omega), t] \leq 2E \left[ \frac{\Sigma^{(N)}(\omega)}{\Sigma^{(0)}} \xi_0^{(N)} |\Sigma^{(N)}(\omega), t \right]^2 \leq 2NE[\Sigma^{(N)}(\omega) |\Sigma^{(0)}(\omega)] + 2N \frac{\Sigma^{(N)}(\omega)}{\Sigma^{(0)}} E[\Sigma^{(N)}(\omega)]$$

$$\leq 4N(\Sigma^{(0)} + \Sigma^{(N)}) P(\bar{S})$$

where we used the bound $\Sigma^{(N)}(\omega) \leq \Sigma^{(0)}(\omega)$. For large $N$, the probability of the event $\bar{S}$ exponentially decays with $N$ (Chernoff bound). As a result, for large $N$, the bound is obtained in terms of the Lipschitz constant:

$$E[|g(\Sigma^{(N)}(\omega), t) - g(\Sigma^{(0)}, t)|^2 |\xi_0^{(N)}|^2] \leq L_g^2 E\left[ \left| \Sigma^{(N)}(\omega) - \Sigma^{(0)}(\omega) \right|^2 \right]$$

which concludes the proof.

Proof: [Proof of the Corollary 1] Using the triangle inequality,

$$E[\frac{1}{N} \sum_{i=1}^N f(X_t^i - \bar{f})^{1/2}] \leq E[\frac{1}{N} \sum_{i=1}^N f(X_t^i)^{1/2}]$$

$$+ E[\frac{1}{N} \sum_{i=1}^N f(\bar{X}_t^i)^{1/2}]$$

where $\bar{f} := E[ f(X_t^i)| Z_t]$. The second term is given by

$$E[\frac{1}{N} \sum_{i=1}^N f(\bar{X}_t^i)^{1/2}] = \frac{\text{Var}(f)}{\sqrt{N}}$$

because $\bar{X}_t^i$ are i.i.d with distribution equal to the conditional distribution. It only remains to bound the first term:

$$E[\frac{1}{N} \sum_{i=1}^N f(X_t^i)^{1/2}] \leq \frac{1}{N} \sum_{i=1}^N E[ f(X_t^i)^{1/2}]$$

$$\leq \frac{\text{const.}}{N} \sum_{i=1}^N E[|X_t^i - \bar{X}_t^i|^{1/2}] \leq \frac{\text{const.}}{N}$$

where we used Jensen’s inequality in the first step, the Lipschitz property of $f$ in the second step, and the estimate (18) in the last step.