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Abstract—The capturability of two-dimensional (2D) pure proportional navigation (PPN) guidance law against lower-speed arbitrarily maneuvering target for homing phase had been thoroughly analyzed by using the nonlinear output regulation (NOR) method before. However, due to the complexity of the three-dimensional (3D) relative kinematics, the NOR method has not been applied to the capturability analysis of 3D PPN, which leads to the capturability discrepancy of 2D PPN and its 3D extension. Thanks to the 3D relative kinematic equation between the missile and target established in the rotating line of sight (LOS) coordinate system, the capturability of 3D PPN against the lower-speed arbitrarily maneuvering target for the homing phase is restudied by extending the NOR method of 2D PPN to the 3D space. The necessary and sufficient condition for the missile guided by 3D PPN to intercept this type of target is obtained. It is proven that the capturability of 3D PPN is identical with that of 2D PPN.

Index Terms—3D PPN, capturability, nonlinear output regulation method, lower-speed maneuvering target

I. INTRODUCTION

For airborne missiles, pure proportional navigation (PPN) guidance law is broadly recognized as one of the most robust and powerful guidance laws [1], and its capturability has been a major research issue for recent decades [2]–[10].

Endoatmospheric targets are commonly categorized into lower-speed and higher-speed targets. For the class of lower-speed targets, Guelman [2]–[4] analyzed the capturability of PPN by using a qualitative method; Becker [5] obtained the closed-form solution of PPN based on the expansion theory of meromorphic function; Ghawghawe and Ghose [6] extended Guelman’s method to the capturability analysis of PPN against the maneuvering target with a time-varying normal acceleration; Ha et al. [7] proposed a Lyapunov-like approach to analyze the performance of PPN against a randomly maneuvering target for the homing phase where
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the missile is initially flying toward the target.

The above research is confined to two-dimensional (2D) space. Considering the cross coupling effect of pitch and yaw planes of missile, Song and Ha [8] extended the Lyapunov-like approach to the three-dimensional (3D) space, and analyzed the capturability, intercept time, line of sight rate convergence, and maximum commanded acceleration requirement of 3D PPN against lower-speed randomly maneuvering targets under the condition that the missile was initially flying toward the target. Based on the Lyapunov-like approach, Oh and Ha [9] proved that the missile guided by 3D PPN can always intercept a lower-speed arbitrarily maneuvering target with limited normal acceleration, when the navigation gain is large enough and the initial relative range is smaller than a certain value, no matter the missile is flying toward or away from the target initially.

The prior research only focuses on the case that the missile-to-target range is doomed to be strictly decreasing after a finite time and excludes the case where the relative range has a fluctuating time-profile caused by the target maneuver. By using the nonlinear output regulation (NOR) method, Oh [10] proved that, when the missile guided by 2D PPN was initially flying toward the target, the necessary and sufficient condition for the missile to intercept a lower-speed maneuvering target with an arbitrarily normal acceleration is a larger-than-one navigation gain, i.e., \( N > 1 \). Comparing [9] with [10] it can be seen that, the capturability discrepancy between 2D PPN and its 3D extension against the lower-speed arbitrarily maneuvering target is just for the case of \( \rho \in [1/\sqrt{2}, 1] \), where \( \rho \) is the speed ratio of the target with respect to the missile. According to [9], for 3D PPN it requires \( N \) to be larger than a constant which is a function of \( \rho \) and the relative distance to be smaller than a constant which is a function of the target maximum acceleration, missile speed, \( \rho \), and \( N \). While for 2D PPN, the only requirement is \( N > 1 \). According to numerical simulation results, for 3D PPN, \( N > 1 \) is enough for intercepting lower-speed arbitrarily maneuvering targets. However, the theoretical proof is still missing. On the other hand, considering the complexity of the relative kinematic equation used in [9], the chance to prove it is slim.

Unlike previous literature, this paper investigates the capturability of 3D PPN against the lower-speed arbitrarily maneuvering target for the homing phase by using the relative kinematic equation established in the rotating line of sight (LOS) coordinate system [1], [11]–[15], which simplifies the analysis process and removes the involvement of redundant variables. The rotating LOS coordinate system is similar to the modified polar coordinate system (MPC) in [16]–[18] and is also called the LOS fixed coordinate system in Refs. [19]–[22]. The NOR method in [10] is employed and extended to 3D space, where the nonlinear system is the 3D missile-target pursuit dynamics, the feedback controller is the 3D PPN guidance law, the output is the missile-to-target range, and the perturbation is the time-varying normal acceleration of the target. This paper will prove that, just like 2D PPN, \( N > 1 \) is also the sufficient and necessary condition of 3D PPN to achieve zero miss distance.

The capturability of PPN against higher-speed targets has also been studied by some literature [18]–[20], [22]. However, for the complexity of 3D relative motion between missile guided by PPN and higher-speed targets, this work hasn’t been done completely
and still needs further exploration.

II. PRELIMINARIES

The 3D pursuit situation (Fig. 1 in [8]) is shown in Fig. 1.

![3D pursuit geometry](image)

Fig. 1. The 3D pursuit geometry.

The assumptions adopted in [8] and [9] are also assumed to be valid in this note: 1) the missile and target are point masses; 2) the autopilot and seeker dynamics of the missile are fast enough to be neglected; 3) the angle-of-attack is small enough to be neglected; and 4) the speeds of the missile and target are constant. The relative kinematic equations ((1)–(6) in [8] or (1) and (2) in [9]) are listed as below:

\[
\begin{align*}
\dot{\mathbf{L}} &= \mathbf{V}_T - \mathbf{V}_M = \mathbf{r}_L + \Omega_L \times \mathbf{L} \quad (1) \\
\mathbf{A}_T &= a_{x_T} \mathbf{j}_T + a_{z_T} \mathbf{k}_T = \Omega_L \times \mathbf{V}_T + \Omega_T \times \mathbf{V}_T \quad (2) \\
\mathbf{A}_M &= a_{x_M} \mathbf{j}_M + a_{z_M} \mathbf{k}_M = \Omega_L \times \mathbf{V}_M + \Omega_M \times \mathbf{V}_M \quad (3)
\end{align*}
\]

where

\[
\begin{align*}
\mathbf{L} &= \mathbf{r}_L, \quad \mathbf{V}_T = v_T \mathbf{i}_T, \quad \mathbf{V}_M = v_M \mathbf{i}_M \quad (4) \\
\Omega_L &= \psi_L \sin \phi_L \mathbf{i}_L - \phi_L \mathbf{j}_L + \psi_L \cos \phi_L \mathbf{k}_L \\
&= \lambda_L \mathbf{i}_L + \dot{\lambda}_L \mathbf{j}_L + \ddot{\lambda}_L \mathbf{k}_L \quad (5) \\
\Omega_T &= \psi_T \sin \phi_T \mathbf{i}_T - \phi_T \mathbf{j}_T + \psi_T \cos \phi_T \mathbf{k}_T \quad (6) \\
\Omega_M &= \psi_M \sin \phi_M \mathbf{i}_M - \phi_M \mathbf{j}_M + \psi_M \cos \phi_M \mathbf{k}_M \quad (7)
\end{align*}
\]

It is further assumed that the missile autopilot dynamics are neglected and the yaw and pitch accelerations of the missile are equal to their commands, i.e.,

\[ \text{Note that the nomenclature used in this note is the same as [9].} \]
\[
A_N \approx A_N^M = a_{nm} j_M + a_{nm} k_M
\]
\[
= N_N \left( -\dot{\lambda}_N \sin \phi_N \sin \psi_N + \dot{\lambda}_N \cos \phi_N \right) j_M
\]
\[
- N_N \dot{\phi}_N \cos \psi_N k_M
\]  

(8)

The 2D subspace \((Y_L, Z_L)\) of the LOS coordinate system is called LOS plane in this paper, as given in [9].

\(i_L, j_L, k_L\) can be expressed as

\[
i_L = \cos \phi_L \cos \psi_L i_L + \cos \phi_L \sin \psi_L j_L + \sin \phi_L k_L
\]
\[
j_L = -\sin \phi_L \cos \psi_L i_L + \cos \psi_L j_L
\]
\[
k_L = -\sin \phi_L \sin \psi_L i_L + \sin \phi_L j_L + \cos \phi_L k_L
\]  

(9)

while \(i_M, j_M, k_M\) can be expressed as

\[
i_M = \cos \phi_m \cos \psi_m i_L + \cos \phi_m \sin \psi_m j_L + \sin \phi_m k_L
\]
\[
j_M = -\sin \phi_m \cos \psi_m i_L + \cos \psi_m j_L
\]
\[
k_M = -\sin \phi_m \sin \psi_m i_L + \sin \phi_m j_L + \cos \phi_m k_L
\]  

(10)

Note that (10) still hold with index letters \(M\) and \(m\) substituted by \(T\) and \(t\), respectively.

Although the above equations can be used to analyze the capaturability of 3D PPN, however, as we can see, too many variables are involved. In the following content, the rotating LOS coordinate system will be introduced to reduce the complexity of the description of the 3D relative dynamics.

Since \(\Omega_L\) is the angular velocity of LOS, according to (5), taking the derivative of \(i_L\) with respect to time yields

\[
\frac{d i_L}{d\mathbf{r}} = \Omega_L \times i_L = (\psi_L \sin \phi_L i_L - \dot{\phi}_L j_L + \psi_L \cos \phi_L k_L) \times i_L
\]
\[
= \psi_L \cos \phi_L j_L + \dot{\phi}_L k_L
\]  

(11)

From the above equation we can see that, the spin of LOS, i.e., \(\psi_L \sin \phi_L i_L\), make no change to LOS direction. Therefore, for 3D pursuit, the angular velocity vector of LOS excluding the \(X_L\)-component is more important, i.e.,

\[
\Omega_{LOS} = -\dot{\phi}_L j_L + \psi_L \cos \phi_L k_L = \dot{\lambda}_N j_L + \dot{\lambda}_N k_L
\]  

(12)

If we denote

\[
\Omega_{LOS} = \sqrt{(\psi_L \cos \phi_L)^2 + \dot{\phi}_L^2}
\]  

(13)

then,

\[
\Omega_{LOS} = \Omega_{LOS} k_R, \quad k_R = (-\dot{\phi}_L j_L + \psi_L \cos \phi_L k_L) / \Omega_{LOS}
\]  

(14)

If we further denote

\[
i_R = i_L, \quad j_R = k_R \times i_R = (\psi_L \cos \phi_L j_L + \dot{\phi}_L k_L) / \Omega_{LOS}
\]  

(15)

then, \(i_R, j_R, k_R\) constitute the three axes of the rotating LOS coordinate system \((X_R, Y_R, Z_R)\).

The kinematic equation of \((X_R, Y_R, Z_R)\) can be deduced as
\[
\begin{bmatrix}
\frac{d}{dt} i_R \\
\frac{d}{dt} j_R \\
\frac{d}{dt} k_R
\end{bmatrix} =
\begin{bmatrix}
0 & \Omega_{LOS} & 0 \\
-\Omega_{LOS} & 0 & \Omega_{EP} \\
0 & -\Omega_{EP} & 0
\end{bmatrix}
\begin{bmatrix}
i_R \\
j_R \\
k_R
\end{bmatrix}
\]

(16)

where \( \Omega_{EP} = \Omega_{EP} i_R \) is the angular velocity vector of the relative engagement plane (spanned by the relative position and velocity vectors) and \( \Omega_{EP} \) the angular rate. The relative dynamic equation set in \((X_R, Y_R, Z_R)\) is shown as below

\[
\begin{align*}
\dot{r} - r \dot{\Omega}_{LOS}^2 &= (A_r \cdot i_R) - (A_M \cdot i_R) \\
r \dot{\Omega}_{LOS} + 2 \dot{r} \Omega_{LOS} &= (A_r \cdot j_R) - (A_M \cdot j_R) \\
r \dot{\Omega}_{LOS} \Omega_{EP} &= (A_r \cdot k_R) - (A_M \cdot k_R)
\end{align*}
\]

(17)

The first two equations of (17) represent the relative motion between the missile and target in the engagement plane and are decoupled with the third one which describes the rotational principle of the engagement plane. For further information about (16) and (17), the reader is referred to Refs. [11]–[14].

Equation (8) can be rewritten as

\[
A_M = N \Omega_{LOS} \times V_M = N \nu_M \Omega_{LOS} (k_R \times i_M) = N \nu_M \Omega_{LOS} [- (i_M \cdot j_R) i_R + (i_M \cdot i_R) j_R]
\]

(18)

The geometric relationship between \( i_M \) and \( i_R \) is shown in Fig. 2, and so is the geometric relationship between \( i_T \) and \( i_R \).

![Fig. 2. Geometric relationship between the direction of missile (target) velocity and LOS.](image)

From Fig. 2, the following relationships can be found,

\[
i_M \cdot i_R = \cos \theta_m, \quad i_T \cdot i_R = \cos \theta
\]

(19)

where \( \theta_m \) is the angle between \( i_M \) and \( i_R \), and \( \theta \) is the angle between \( i_T \) and \( i_R \). In some literature, \( \theta_m \) is called lead angle.
The geometric relationship between $\phi_m$, $\psi_m$, and $\theta_m$ is shown in Fig. 3, where $\Delta ABC$ is a spherical right-angled triangle and $\triangle C = \pi/2$. Note that geometric relationships in Fig. 3 still hold with index letter $m$ substituted by $t$. Then we have

$$\cos \theta_m = \cos \phi_m \cos \psi_m$$

(20)

The following situation is mainly considered, i.e.,

$$|\phi_m(0)| < \pi/2, \quad |\psi_m(0)| < \pi/2$$

(21)

which represents that the missile is initially flying toward the target. [9] also discussed the situation when (21) was not satisfied. Since the new theoretical findings of capaturability of 3D PPN are under (21), we mainly discuss this situation in this paper.

Considering the definition domain of $\theta_m$, (20) and (21) lead to

$$\theta_m(0) \in (-\pi/2, \pi/2)$$

(22)

Although (22) is valid by definition, in this paper the case of $\theta_m(0) \in [0, \pi/2)$ is only considered. The analysis process of the case of $\theta_m(0) \in (-\pi/2, 0]$ is quite similar to the case of $\theta_m(0) \in [0, \pi/2)$, and hence it is omitted for the length of the paper.

Define the vectors $\mathbf{M}$ and $\mathbf{T}$ by

$$\mathbf{M} = \mathbf{i}_m - (\mathbf{i}_m \cdot \mathbf{i}_R)\mathbf{i}_R, \quad \mathbf{T} = \mathbf{i}_r - (\mathbf{i}_r \cdot \mathbf{i}_R)\mathbf{i}_R$$

(23)

as shown in Fig. 2. Then

$$|\mathbf{M}| = \sin \theta_m, \quad |\mathbf{T}| = \sin \theta$$

(24)

The angle between $\mathbf{M}$ and $\mathbf{T}$ is denoted as $\Theta$:

$$\cos \Theta = \frac{\mathbf{M} \cdot \mathbf{T}}{|\mathbf{M}| |\mathbf{T}|} = \frac{i_m \cdot i_r - \cos \theta_m \cos \theta}{\sin \theta_m \sin \theta}$$

(25)

Note that, the definition of $\Theta$ is only valid when $|\mathbf{M}|$ and $|\mathbf{T}| \neq 0$. If not, $\Theta$ will become the angle between a nonzero vector and a zero vector or the angle between two zero vectors, and in this case, we define

$$\Theta(t) = 0, \quad \text{if} \quad \sin \theta_m(t) = 0 \quad \text{or} \quad \sin \theta(t) = 0$$

(26)

Throughout this paper, the target speed is assumed to satisfy

$$1/\sqrt{2} \leq \rho = v_r/v_m < 1$$

(27)

From the above definitions and assumptions, the following kinematic equations can be obtained:

$$v_r = \dot{r} = (V_r - V_M) \cdot \mathbf{i}_R = v_m \left( \rho \cos \theta_r - \cos \theta_m \right)$$

(28)

$$v_\theta = r \Omega_{LOS} = (V_r - V_M) \cdot j_R = v_m |\rho \mathbf{T} - \mathbf{M}|$$

(29)
where \( v_r \) is the closing speed and \( v_\theta \) the transversal relative speed.

Finally, the target acceleration \( A_T \) is assumed to satisfy the following condition:

\[
\theta_t \in C''
\tag{30}
\]

where \( C'' \) denotes the set of all piecewise continuous functions defined on \( t \geq 0 \). This assumption was firstly adopted in [10] in 2D space, where \( \theta_t \) was a 2D angle with different definition domain, and is much more general than the assumption of the boundedness of \( |A_T| \).

III. MAIN RESULTS

According to the authors’ knowledge, when the missile was initially flying toward a lower-speed target satisfying (27), the least conservative results of capturability of 3D PPN were given in (Theorem 2 in [9]). While under same conditions, the least conservative results of capturability of 2D PPN were given in (Theorem 1 in [10]).

For 2D PPN, the capture condition under (27) is [10]

\[
N > 1
\tag{31}
\]

while for 3D PPN, the counterpart is

\[
N > 1 + \sqrt{2N^2 - 1}/B, \quad r(0) < \frac{\rho_0 v_\theta^2}{\alpha'} \left[ \frac{\rho_0}{\sqrt{2N^2 - 1}} - \text{sgn}(N - 2) \right] \left[ N - 1 + \text{sgn}(N - 2) \sqrt{2N^2 - 1}/B \right] (1 - \rho^2)^{-\frac{1}{2(N - 1)}}
\tag{32}
\]

where \( \alpha' \) is the upper bound of \( |A_T| \) and is limited. It can be seen that the capture condition of 3D PPN given in (32) is more conservative than that of 2D PPN, i.e., \( N > 1 \).

However, according to numerical simulation results, when \( 1 < N \leq 1 + \sqrt{2N^2 - 1}/B \) and \( r(0) \) is random, the missile guided by 3D PPN can still capture lower-speed maneuvering target with arbitrary normal acceleration, which contradicts with (Theorem 2 in [10]). This motivates us to restudy the capturability of 3D PPN.

Our purpose is to prove that the necessary and sufficient condition of 3D PPN guaranteeing the following property:

\[
\min_{t \rightarrow \infty} r(t) = 0, \quad \text{as} \quad t \rightarrow \infty
\tag{33}
\]

i.e., \( r \rightarrow 0 \) at a finite time, under (22), (27), and (30), is still \( N > 1 \).

**Theorem 1:** Under the assumption of (30) and the conditions of (22) and (27), the system represented in (1)~(10) has the property of (33), i.e., \( r \rightarrow 0 \) at a finite time, if and only if \( N > 1 \) is satisfied.

The necessity part of Theorem 1 can be easily proven. Actually, it has already been discussed in [9] that there exist some pursuit situations that the missile guided by 3D PPN with \( N \leq 1 \) can miss a lower-speed maneuvering target with an appropriate acceleration profile, which completes the proof of the necessity part. Therefore, we mainly prove the sufficiency part of this theorem. Before proving, some lemmas need to be introduced firstly, some of which are from [9] and [10].
It can be easily found that, using (20), (Lemma 1 in [9]) can be simplified into the following lemma, and hence the proof is omitted.

**Lemma 1:** If \( N > 1 \) is satisfied, then the 3D PPN guidance law guarantees that

\[
\sin \theta_m(t) \leq \max \{ \sin \theta_m(0), \rho \}, \quad \forall t \geq 0
\] (34)

A discursion could be deduced from Lemma 1.

**Discussion 1:** If \( N > 1 \) is satisfied, then the 3D PPN guidance law guarantees that

\[
\sin \theta_m(t) \leq \rho, \quad \forall t \geq t_c
\] (35)

where \( t_c \) is defined as

\[
t_c = \begin{cases} 
0, & \text{if } \theta_m(0) \leq \sin^{-1} \rho \\
|t > 0| \sin \theta_m(t) = \rho, & \text{if } \theta_m(0) > \sin^{-1} \rho
\end{cases}
\] (36)

**Proof:** Taking the derivative of \( \cos \theta_m \) with respect to time yields

\[
\frac{d}{dt}(\cos \theta_m) = \frac{d}{dt}(i_M \cdot d) = \frac{A_M}{v_m} \cdot i_R + i_M \cdot (\Omega_{\text{LOS}} j_R) \quad \forall t > 0
\] (37)

Since

\[
j_R = \frac{(V_T - V_M) - ([V_T - V_M] \cdot i_R) i_R}{v_\theta} = \frac{v_m (\rho T - M)}{r \Omega_{\text{LOS}}}
\] (38)

Equation (37) can be rewritten into

\[
\dot{\theta}_m = -v_m (N-1)(\sin \theta_m - \rho \sin \theta_m \cos \Theta) / r \quad \forall t > 0
\] (39)

Hence, according to (39) it can be deduced that \( \dot{\theta}_m < 0 \) under \( \theta_m(t) > \sin^{-1} \rho \). Then, (35) can be easily proven.

**Lemma 2:** If \( N > 1 \) is satisfied and \( \rho = 1/\sqrt{2} \), then 3D PPN guidance law guarantees \( \min r(t) = 0 \) as \( t \to \infty \).

**Proof:** According Lemma 1, when \( \rho = 1/\sqrt{2} \), we have \( \cos \theta_m(t) \geq \sqrt{1 - \rho^2} = 1/\sqrt{2} \) for \( t \geq t_c \). Then, according to (28) yields

\[
\dot{r} \leq v_m (\cos \theta_i - 1)/\sqrt{2}, \quad t \geq t_c
\] (40)

which means \( \dot{r} = 0 \) only happens when

\[
\theta_i(t) \equiv 0, \quad t \geq t_c
\] (41)

Substituting (41) into (39) leads to

\[
\dot{\theta}_m = -v_m (N-1) \sin \theta_m / r, \quad \{t \geq t_c \mid \theta_i(t) \equiv 0\}
\] (42)
which together with \( N > 1 \) indicates that \( \theta_m(t) \) reaches zero ultimately under (41). Then, this together with (28) and (41) leads to 
\[ \dot{r}(t) < 0 \] 
at steady state under (41). Therefore, it is guaranteed that \( r \to 0 \) at a finite time.

\[ \square \]

**Lemma 3:** If \( N > 1 \) is satisfied, for

\[ \theta_m(t) \in [0, \cos^{-1} \rho), \quad \forall t \geq 0 \]  \hspace{1cm} (43)

then

\[ \dot{r}(t) < 0, \quad \forall t \geq 0 \]  \hspace{1cm} (44)

**Proof:** According to (28), if (43) holds, we have

\[ \dot{r} = v_m \left( \rho \cos \theta_t - \cos \theta_m \right) < v_m \rho \left( \cos \theta_t - 1 \right) \leq 0, \quad \forall t \geq 0 \]  \hspace{1cm} (45)

which leads to (44).

\[ \square \]

According to Lemma 1–3, when \( t \geq t_r \), \( \dot{r} > 0 \) only happens in the region of \( S \), which is defined by

\[ S = \left\{ t \in [t_r, +\infty) \mid \theta_m(t) \in \left[ \cos^{-1} \rho, \sin^{-1} \rho \right] \right\} \]  \hspace{1cm} (46)

where \( \sqrt{2} < \rho < 1 \).

In [10], the nonlinear output regulation (NOR) method was directly applied to 2D PPN with \( \theta_m(t) \in [0, \sin^{-1} \rho] \). However, in this paper, we find the more specific domain of \( \theta_m \) where the NOR method should be applied, i.e., (46). This will help the reader to understand the relative kinematics between the missile guided by PPN and the lower-speed arbitrarily maneuvering target better.

Besides, we can see that, according to (46), as \( \rho \) increases in \( (\sqrt{2}, 1) \), \( S \) is enlarged from \( \theta_m(t) \in [\pi/4, \pi/4] \) to \( \theta_m(t) \in (0, \pi/2) \). For the research of the property of \( r(t) \) in \( S \), we need to introduce the following four Lemmas. The following Lemma 4 is actually (Lemma 2 in [9]) with simplified and more detailed expression.

**Lemma 4:** In addition to \( N > 1 \), suppose the following inequality holds for a closed time interval \([t_0, t_1] \),

\[ \sin \theta_m(t) \geq \rho \sin \theta_t(t), \quad t \in [t_0, t_1] \]  \hspace{1cm} (47)

Then, 3D PPN guarantees that

\[ \frac{r(t_1)}{r(t_0)} \leq \left\{ \begin{array}{ll}
\frac{\rho \cos \theta_m(t_1) + \sqrt{1 - \rho^2 \sin \theta_m(t_1)}}{\rho \cos \theta_m(t_0) + \sqrt{1 - \rho^2 \sin \theta_m(t_0)}} & \text{if } \cos \theta_m(t_1) \leq \rho \\
\frac{\rho \cos \theta_m(t_0) + \sqrt{1 - \rho^2 \sin \theta_m(t_0)}}{\rho \cos \theta_m(t_1) + \sqrt{1 - \rho^2 \sin \theta_m(t_1)}} & \text{if } \cos \theta_m(t_1) > \rho
\end{array} \right. \]  \hspace{1cm} (48)

where, \( \theta_m(t_0) \geq \theta_m(t_1) \).

According to Lemma 4, it can also be deduced that, for 3D PPN, ((44) in [9])
The following Lemma 5 is about the opposite situation of Lemma 4.

Lemma 5: In addition to $N > 1$, suppose the following inequality holds for a closed time interval $[t_0, t_1]$,

$$\sin \theta_m(t) \leq \rho \sin \theta_i(t), \quad t \in [t_0, t_1]$$  \hspace{1cm} (50)

Then, 3D PPN guarantees that

$$\frac{r(t)}{r(t_0)} \leq \left[ \frac{\rho \cos \theta_m(t) - \sqrt{1 - \rho^2 \sin \theta_m(t)}}{\rho \cos \theta_m(t_0) - \sqrt{1 - \rho^2 \sin \theta_m(t_0)}} \right]^\frac{1}{N-1}$$  \hspace{1cm} (51)

where $\theta_m(t_0) \leq \theta_m(t_1)$.

Proof: According to (50), we have

$$\sin^2 \theta_m \leq \rho^2 \sin^2 \theta_i \Rightarrow 1 - \cos^2 \theta_m \leq \rho^2 - \rho^2 \cos^2 \theta_i$$

$$\Rightarrow \rho^2 \cos^2 \theta_i - \cos^2 \theta_m \leq \rho^2 - 1 < 0$$  \hspace{1cm} (52)

and

$$\frac{\dot{r}(t)}{v_m} \leq v_m \left[ \frac{\rho \cos \theta_i(t) - \sqrt{1 - \rho^2 \sin^2 \theta_i(t)}}{\rho \cos \theta_i(t_0) - \sqrt{1 - \rho^2 \sin^2 \theta_i(t_0)}} \right] = v_m \left[ g[\theta_i(t)] \right]$$  \hspace{1cm} (53)

where $g[\theta_i(t)]$ is a continuous function of time and also a monotonic decreasing function of $\theta_i(t)$. Therefore,

$$\frac{\dot{r}(t)}{v_m} \leq v_m \left[ g[\theta_i(t)] \right] \bigg|_{\theta_i(t)=0} = v_m (\rho - 1) < 0$$  \hspace{1cm} (54)

Then, according to (39) and (50),

$$0 \leq \frac{d\theta_m}{dr} \leq -\frac{v_m}{r} (N-1)(\sin \theta_m - \rho \sin \theta_i), \quad t \in [t_0, t_1]$$  \hspace{1cm} (55)

which can be rewritten into

$$-\frac{1}{v_m (N-1)(\sin \theta_m - \rho \sin \theta_i)} \frac{d\theta_m}{dr} \leq \frac{1}{r}, \quad t \in [t_0, t_1]$$  \hspace{1cm} (56)

Considering (28), (54), and (56), we have

$$\frac{\dot{r}}{r} \leq -\frac{\rho \cos \theta_i - \cos \theta_m}{(N-1)(\sin \theta_m - \rho \sin \theta_i)} \frac{d\theta_m}{dr}, \quad t \in [t_0, t_1]$$  \hspace{1cm} (57)

By taking the derivative of RHS of (57) with respective to $\theta_i$ and considering (50), we can easily see that $\dot{r}/r$ is maximized by

$$\begin{cases}
\cos \theta_i = \rho \cos \theta_m - \sqrt{1 - \rho^2 \sin \theta_m} \\
\sin \theta_i = \rho \sin \theta_m + \sqrt{1 - \rho^2 \cos \theta_m}
\end{cases}$$  \hspace{1cm} (58)

Then,
\[
\dot{r} \leq - \frac{\rho \sin \theta_m + \sqrt{1 - \rho^2} \cos \theta_m}{(N-1)(\rho \cos \theta_m - \sqrt{1 - \rho^2} \sin \theta_m)} \frac{d \theta_m}{dt}, \quad t \in [t_0, t_1]
\] (59)

Taking the integral of (59), the following inequality holds
\[
\int_{t_0}^{t_1} \dot{r} \leq \int_{t_0}^{t_1} - \frac{\rho \sin \theta_m + \sqrt{1 - \rho^2} \cos \theta_m}{(N-1)(\rho \cos \theta_m - \sqrt{1 - \rho^2} \sin \theta_m)} \frac{d \theta_m}{dr} \]
(60)

The above inequality can be rewritten as
\[
\ln \frac{r(t)}{r(t_0)} \leq \frac{1}{N-1} \ln \frac{\rho \cos \theta_m(t) - \sqrt{1 - \rho^2} \sin \theta_m(t)}{\rho \cos \theta_m(t_0) - \sqrt{1 - \rho^2} \sin \theta_m(t_0)}
\] (61)

Let
\[
h(t) = \rho \cos \theta_m(t) - \sqrt{1 - \rho^2} \sin \theta_m(t)
\] (62)

Then,
\[
d[h(t)]/d \theta_m(t) = -\rho \sin \theta_m(t) - \sqrt{1 - \rho^2} \cos \theta_m(t) < 0
\] (63)

Therefore, (51) is the direct consequence of (61). Besides, according to (55),
\[
\theta_m(t_0) \leq \theta_m(t_1)
\] (64)

Then, Lemma 5 is proved.

For \( S \) defined in (46), if \( S \neq \emptyset \) holds, since \( \dot{r} \) is a continuous function of time, there must exist at most a countable infinite number of subintervals \( I_i, i = 1, 2, \ldots \) of \( S \) such that
\[
\begin{align*}
I_i &= [b_i, e_i], \quad b_i < e_i < b_{i+1} \\
I_i \cap I_j &= \emptyset, \quad \text{whenever } i \neq j \\
\bigcup_{i=1}^{n} I_i &= S
\end{align*}
\] (65)

where \( n = 1, 2, 3, \ldots \) is the number of \( I_i \). According to (46), (65), and Lemma 3, we have,
\[
t_c = b_i, \quad r(e_i) \geq r(b_{i+1})
\] (66)

which can be shown in Fig. 4. Without loss of generality, we assume \( \theta_m(0) = \sin^{-1} \rho \) in Fig. 4.
In Fig. 4, the shadowed area is the region of $\theta_m(t) \in [0, \cos^{-1} \rho)$ where $\dot{\theta}(t) < 0$, and the thick monotonic lines represent the region of $\{\theta_m(t) \in S \mid \dot{\theta}_m(t) < 0\}$ where $\dot{\theta}(t) \geq 0$ may happen.

For each $I_i$, we can find time sequence $U_i = \{\tau_{i0}, \tau_{i1}, \tau_{i2}, \ldots\}$ which is at most countable infinite such that for all $j = 0, 1, 2, \ldots$,

$$
\tau_{ij} < \tau_{i(j+1)} \quad \text{if} \quad \theta_m(t) < \theta_m(t) \leq \sin^{-1} \rho
$$

$$
\theta_m(\tau_{i(j+1)}) - \theta_m(\tau_{ij}) < 0 \quad \text{if} \quad \theta_m(\tau_{ij}) \geq 0, \quad t \in [\tau_{ij}, \tau_{i(j+1)}]
$$

where $k_i$ is the number of $\tau_{ij}$ in $U_i$.

Now, the following function can be introduced,

$$
\Phi(t_1, t_2) = \begin{cases} 
1, & \text{if} \quad \theta_m(t_1) = \theta_m(t_2) \\
\left[ \frac{\rho \cos \theta_m(t_1) + \sqrt{1 - \rho^2 \sin^2 \theta_m(t_1)}}{\sqrt{1 - \rho^2}} \right], & \text{if} \quad \theta_m(t_1) < \theta_m(t_2) \leq \sin^{-1} \rho \\
\left[ \frac{\rho \cos \theta_m(t_1) - \sqrt{1 - \rho^2 \sin^2 \theta_m(t_1)}}{\sqrt{1 - \rho^2}} \right], & \text{if} \quad \theta_m(t_2) < \theta_m(t_1) \leq \sin^{-1} \rho
\end{cases}
$$

which is an extension of ((16) in [10]) in 3D space. And $\Phi$ has the following property ((46) in [10]):

$$
\Phi \leq \left[ 1 - \rho^2 \right]^{\frac{1}{3(N-1)}}
$$

The following Lemma 6 shows an important property of $U_i$ and $\Phi$.

**Lemma 6**: There exists a sequence $\{\phi_k, k = 0, 1, 2, 3, \ldots\}$ that

$$
\phi_0 = 1, \quad 0 < \phi_k < 1, \quad k = 1, 2, 3, \ldots
$$

$$
\prod_{k=0}^{j} \Phi(\tau_{ik}, \tau_{i(k+1)}) = \Phi(\tau_{io}, \tau_{i(j+1)}) \prod_{k=0}^{j} \phi_k
$$

where $\Phi(\tau_{ik}, \tau_{i(k+1)})$ is defined by (68) and $\{\phi_k, k = 0, 1, 2, 3, \ldots\}$ is defined as follows,

$$
\phi_k = \begin{cases} 
\Phi(\tau_{i(k+1)}, \tau_{ik}) \Phi(\tau_{ik}, \tau_{i(k+1)}), & \text{if} \quad \theta_m(\tau_{i(k+1)}) \in J(\tau_{io}, \tau_{ik}) \\
\Phi(\tau_{io}, \tau_{ik}) \Phi(\tau_{ik}, \tau_{io}), & \text{otherwise}
\end{cases}
$$

and
Lemma 6 is an extension of (Lemma 2 in [10]) in 3D space for each $U_i$ of $S$. And hence the proof is omitted.

The upper bound of the missile-to-target range $r(t)$ in $I_i$ is identified in Lemma 7.

**Lemma 7**: Suppose that $N > 1$ holds. Then, the 3D PPN guidance law guarantees that

$$r(t_{n(j+1)})/r(t_0) \leq \Phi(t_{n(j+1)},t_{n(j)}) \prod_{j=1}^{k-1} \prod_{j=0}^{k_{j=0}} \phi_k$$

(74)

where $\{\phi_k, k = 0,1,2,3,...\}$ satisfies (70).

Lemma 7 is similar to (Lemma 3 in [10]) and hence the proof is omitted.

Now, we are ready to prove the sufficient part of Theorem 1. In the following proof, most equations from (Proof of the sufficient part of Theorem 1 in [10]) will be employed, since the method used in this note is an extension of the NOR method proposed in [10]. However, variables concerned here are in 3D space, and a new angle between the missile velocity and target velocity in the LOS plane, i.e., $\Theta$, is used, which helps to make a clear comprehension of the 3D relative motion principles between the missile and target.

**Proof (of the sufficient part of Theorem 1)**: We firstly deal with the condition that $S$ is bounded. There are two situations under this condition. The first one is

$$\theta_m(t) \in \left[0, \cos^{-1} \rho\right], \quad t > T_1$$

(75)

where $T_1$ is the last time that $\theta_m(t) \in S$. Then, according to Lemma 3,

$$\dot{r}(t) < 0, \quad \forall t \geq T_1$$

(76)

which means $r \to 0$ at a finite time can be guaranteed.

The second one is

$$\theta_m(t) \in \left[\cos^{-1} \rho, \sin^{-1} \rho\right], \quad t > T_2$$

(77)

where $T_2$ is the last time that $\theta_m(t) \in [0, \cos^{-1} \rho]$. Then, $T_2 \to \tau_{\theta_0}$.

Let $\tau_{n_0}$ be the last element of $S$. Since $U_i = \{\tau_{00}, \tau_{10}, \tau_{20}, \ldots\}$ is at most countable infinite, we can let $\tau_{n_0} = +\infty$ without any loss of generality. Then, we can see from (67) that $\theta_m(t)$ keeps either increasing or decreasing on $[\tau_{n_0}, +\infty)$. According to (77), $\theta_m(t)$ is bounded. Hence, we can say that $\dot{\theta}_m(t) \to 0$ as $t \to \infty$. This, along with (39) and (49), indicates that, for any $\epsilon \in (0, 1-\rho)$,

$$\left|\sin \theta_m - \rho \sin \theta_i \cos \Theta\right| \leq \epsilon, \quad t \in [T_3, +\infty)$$

(78)

where $T_3 > \tau_{n_0}$ is a constant. It can be deduced from (78) that,
\[
\sin^2 \theta_m - \rho^2 \sin^2 \theta \leq \varepsilon (\sin \theta_m + \rho \sin \theta), \quad t \in [T_1, +\infty) \tag{79}
\]
i.e.,
\[
\rho^2 \cos^2 \theta - \cos^2 \theta_m \leq \rho^2 - 1 + \varepsilon (1 + \rho) < 0, \quad t \in [T_1, +\infty) \tag{80}
\]
the above equation along with (28) leads to
\[
\dot{r} \leq v_m (\rho |\cos \theta| - \cos \theta_m) \leq v_m \frac{\rho^2 \cos^2 \theta - \cos^2 \theta_m}{\rho |\cos \theta| + \cos \theta_m} \leq v_m \frac{\rho - 1 + \varepsilon (1 + \rho)}{\rho + 1} \leq v_m (\rho - 1 + \varepsilon) < 0, \quad t \in [T_1, +\infty) \tag{81}
\]
which indicates that \( r \to 0 \) at a finite time is guaranteed.

Then, we discuss the situation that \( S \) is unbounded. We prove Theorem 1 under this condition by contradiction. The following proof will start from an assumption that \( r \) is lower-bounded, i.e.,
\[
r(t) \geq r_b \quad \forall t \geq t_c = 0 \tag{82}
\]
where subscript “lb” means “lower bound”.

This assumption will be explained to be a sufficient condition for \( \theta_m(t) \) to converge to a constant. In turn, it will be proven that, under this condition, \( r(t) \) will converge to zero as \( t \to \infty \). This contradicts (82). Then, \( r \to 0 \) at a finite time can be valid under this situation.

According to (39) and (82), \( \dot{\theta}_m(t) \) is bounded by the following inequality,
\[
\left| \dot{\theta}_m \right| \leq v_m (N - 1)(1 + \rho)/r_b \tag{83}
\]
Then, for a given constant \( \alpha \in (\rho, 1) \) and
\[
\tau \in [t, t + \delta], \quad \left\{ \begin{array}{ll}
\forall t \geq T_2 \\
\forall \delta \in (0, \delta^*)
\end{array} \right. \tag{84}
\]
where \( \delta^* \) is a positive constant satisfies
\[
\delta^* \leq \frac{r_b}{v_m (N - 1)(1 + \rho)} \min \left\{ \sin^{-1} \left( \frac{\sqrt{1 - \rho^2}}{\alpha} \right) - \cos^{-1} \rho, \quad \sin^{-1} \rho - \sin^{-1} (\alpha \rho), \quad \tan^{-1} \left[ \frac{1 - \alpha}{(1 + \alpha) \sqrt{1 - \rho^2}} \right] \right\} \tag{85}
\]
it has
\[
\left\{ \begin{array}{l}
\min \{\sin \theta_m\} = \sin \left( \min \{\theta_m\} \right) \\
\max \{\sin \theta_m\} = \sin \left( \max \{\theta_m\} \right)
\end{array} \right. \tag{86}
\]
for \( \theta_m(t) \in \left[ \cos^{-1} \rho, \sin^{-1} \rho \right] \) where \( t \geq T_2 \). (86) leads to
For \( t \geq T_2 \), it further has

\[
\begin{align*}
\min_{\theta_{n+1}(t), \theta_{n-1}(t)} \{ \theta_n \} &= \cos^{-1} \rho, \quad \text{or} \quad \theta_n(t) - \frac{v_m(N-1)(1+\rho)}{r_b} \delta \geq \theta_n(t) - \frac{v_m(N-1)(1+\rho)}{r_b} \delta^* \\
\max_{\theta_{n+1}(t), \theta_{n-1}(t)} \{ \theta_n \} &= \sin^{-1} \rho, \quad \text{or} \quad \theta_n(t) + \frac{v_m(N-1)(1+\rho)}{r_b} \delta \leq \theta_n(t) + \frac{v_m(N-1)(1+\rho)}{r_b} \delta^*
\end{align*}
\]

since the sine function is monotonous for \( \theta_n(t) \in \left[ \cos^{-1} \rho, \sin^{-1} \rho \right] \) for \( t > T_2 \). Hence,

\[
\frac{\sin \left( \min_{\theta_{n+1}(t), \theta_{n-1}(t)} \{ \theta_n \} \right)}{\sin \left( \max_{\theta_{n+1}(t), \theta_{n-1}(t)} \{ \theta_n \} \right)} \geq \begin{cases} 
\frac{\sin \left( \cos^{-1} \rho \right)}{\sin \left( \cos^{-1} \rho + \frac{v_m(N-1)(1+\rho)}{r_b} \delta^* \right)}, & \text{if } \min_{\theta_{n+1}(t), \theta_{n-1}(t)} \{ \theta_n \} = \cos^{-1} \rho, \\
\frac{\sin \left( \sin^{-1} \rho - \frac{v_m(N-1)(1+\rho)}{r_b} \delta^* \right)}{\sin \left( \sin^{-1} \rho \right)}, & \text{if } \max_{\theta_{n+1}(t), \theta_{n-1}(t)} \{ \theta_n \} = \sin^{-1} \rho, \\
\frac{\sin \left( \theta_n(t) - \frac{v_m(N-1)(1+\rho)}{r_b} \delta^* \right)}{\sin \left( \theta_n(t) + \frac{v_m(N-1)(1+\rho)}{r_b} \delta^* \right)}, & \text{otherwise}
\end{cases}
\]

Combining (85) and (89) leads to

\[
\begin{align*}
\min_{\theta_{n+1}(t), \theta_{n-1}(t)} \{ \sin \theta_n \} \geq \frac{\alpha}{\max_{\theta_{n+1}(t), \theta_{n-1}(t)} \{ \sin \theta_n \}}, & \quad \forall t \geq T_2, \forall \delta \in \left(0, \delta^*\right]
\end{align*}
\]

In the same way, the requirement on \( \delta^* \) can also be found to make

\[
\begin{align*}
\min_{\theta_{n+1}(t), \theta_{n-1}(t)} \{ \cos \theta_n \} \geq \frac{\alpha}{\max_{\theta_{n+1}(t), \theta_{n-1}(t)} \{ \cos \theta_n \}}, & \quad \forall t \geq T_2, \forall \delta \in \left(0, \delta^*\right]
\end{align*}
\]

Therefore, it has

\[
\begin{align*}
\min_{\theta_{n+1}(t), \theta_{n-1}(t)} \{ \sin \theta_n \} \geq \frac{\min_{\theta_{n+1}(t), \theta_{n-1}(t)} \{ \sin \theta_n \}}{\max_{\theta_{n+1}(t), \theta_{n-1}(t)} \{ \sin \theta_n \}}, & \quad \forall t \geq T_2, \forall \delta \in \left(0, \delta^*\right]
\end{align*}
\]

for a properly chosen \( \delta^* \).

Besides, (69), (82), Lemma 6 and 7, and the proof of Theorem 1 under the condition that \( S \) is finite ((75)–(81)) indicate that, \[ \prod_{i=1}^{\frac{h-1}{\rho}} \prod_{j=0}^{k-1} \phi_{i,j}, j = 0, 1, 2, 3, \ldots \] is an infinite sequence, which is decreasing and converging to a constant. Thus, it is obvious that
\( \phi_{nk} \to 1 \) as \( k \to \infty \). Then, according to the characteristics of \( \Phi(t_1, t_2) \Phi(t_2, t_1) \) which have been already discussed by ((21)–(23) in [10]), \( \phi_{nk} \to 1 \) as \( k \to \infty \) with (72) indicates that

\[
\left| \theta_m \left( r_{nj(j-1)} \right) - \theta_m \left( r_{nj} \right) \right| \to 0, \quad \text{as} \quad j \to +\infty
\]  

(93)

which means, \( \{\theta_m(r_{nj}), j = 0, 1, 2, \ldots\} \) is a Cauchy sequence. Since the sequence is defined on a complete space \( S \), there exists a constant \( \theta^* \) that

\[
\theta_m \left( r_{nj} \right) \to \theta^*, \quad \text{as} \quad j \to +\infty
\]  

(94)

According to (77),

\[
\theta^*_m \in \left[ \cos^{-1} \rho, \sin^{-1} \rho \right]
\]  

(95)

which means

\[
\sqrt{1 - \rho^2} \leq \sin \theta^*_m \leq \rho, \quad \cos \theta^*_m \leq \rho < \rho/\alpha
\]  

(96)

According to (92), there exists a time constant \( T_2 \geq T_2 \) that

\[
\alpha \sin \theta^*_m \leq \sin \theta_m \left( t \right) \leq \frac{\sin \theta^*_m}{\alpha}, \quad t \geq T_4
\]  

(97)

Then, (67), (94) and (96) indicate that, for a given constant \( \varepsilon_2 \) which satisfies

\[
\varepsilon_2 < \min \left\{ \sin \theta^*_m - \sqrt{1 - \rho^2}, \rho - \sin \theta^*_m, (1 - \alpha) \sqrt{1 - \rho^2}/\alpha \right\}
\]  

(98)

\[
\left| \sin \theta^*_m - \sin \theta_m \left( t \right) \right| \leq \varepsilon_2, \quad t \geq T_4
\]  

(99)

On the other hand, (67) and (94) also imply that, for any given positive constant \( \varepsilon_3 \), there exists a time constant \( T_5 \) such that, for any constant \( \delta \),

\[
\left| \theta_m \left( T_5 + k^* \delta \right) - \theta_m \left( T_5 + (k^* - 1) \delta \right) \right| \leq \varepsilon_3, \quad k^* = 1, 2, \ldots
\]  

(100)

Thus, there exists a time constant \( T_6 \) such that

\[
\left| \theta_m \left( T_6 + k^* \delta^* \right) - \theta_m \left( T_6 + (k^* - 1) \delta^* \right) \right| \leq \left[ \alpha - \sqrt{\rho^2 + \gamma^2} \right] (N - 1) v_m \delta^*/r_{max}, \quad k^* = 1, 2, \ldots
\]  

(101)

where \( r_{\text{max}} \) is given in (49) and \( \gamma \) is a positive constant satisfying

\[
\gamma \in \left( 0, \alpha \sqrt{\rho^2 - (\varepsilon_2 + \sin \theta^*_m)^2} \right)
\]  

(102)

According to (98) and (102), a proper \( \alpha \in (\rho, 1) \) can be chosen to satisfy

\[
\alpha - \sqrt{\rho^2 + \gamma^2} > 0
\]  

(103)
Now, let $T^* = \max\{T_4, T_6\}$. Then, (99) and (101) can be converted into

\[
\left| \sin \theta^*_m \left( t \right) - \sin \theta_m \left( t \right) \right| \leq \varepsilon_2, \quad t \geq T^* \quad (104)
\]

\[
\left| \theta_m \left( T^* + k^* \delta^* \right) - \theta_m \left( T^* + (k^* - 1) \delta^* \right) \right| \leq \left[ \alpha - \sqrt{\rho^2 + \gamma^2} \right] \left( N - 1 \right) v^*_m \delta^*/r^*_\max, \quad k^* = 1, 2, \ldots \quad (105)
\]

So far, some characteristics of $\theta_m(t)$ under (82) have been given. Next, the upper bound of $\int \left[ \cos \theta_1 \left( t \right)/r \left( t \right) \right] \, dt$ on an infinite series of equal-length intervals will be deduced.

Let $A_k = \left[ T^* + (k^* - 1) \delta^*, T^* + k^* \delta^* \right]$. Then, by integrating (39), along with (105), we have

\[
\left| \int_{A_k} \frac{\rho \sin \theta \left( t \right) \cos \Theta \left( t \right)}{r \left( t \right)} \, dt - \int_{A_k} \frac{\sin \theta_m \left( t \right)}{r \left( t \right)} \, dt \right| \leq \frac{\alpha - \sqrt{\rho^2 + \gamma^2}}{r^*_\max} \delta^*. \quad (106)
\]

from (106) we have

\[
\int_{A_k} \frac{\rho \sin \theta \left( t \right)}{r \left( t \right)} \, dt \geq \int_{A_k} \frac{\rho \sin \theta \left( t \right) \cos \Theta \left( t \right)}{r \left( t \right)} \, dt
\]

\[
\geq \int_{A_k} \frac{\sin \theta_m \left( t \right)}{r \left( t \right)} \, dt \geq \frac{\alpha - \sqrt{\rho^2 + \gamma^2}}{r^*_\max} \delta^*. \quad (107)
\]

Note that $r(t)$ and $\theta_m(t)$ are continuous functions of time. There must exist a constant time $t^*_k \in A_k$ such that

\[
\int_{A_k} \left[ 1/r \left( t \right) \right] \, dt = \delta^*/r \left( t^*_k \right) \quad (108)
\]

By this, along with (92), we have

\[
\int_{A_k} \left[ \sin \theta_m \left( t \right)/r \left( t \right) \right] \, dt \geq \alpha \delta^* \sin \theta_m \left( t^*_k \right)/r \left( t^*_k \right)
\]

\[
\int_{A_k} \left[ \cos \theta_m \left( t \right)/r \left( t \right) \right] \, dt \geq \alpha \delta^* \cos \theta_m \left( t^*_k \right)/r \left( t^*_k \right) \quad (109)
\]

Then, it follows from (49), (107), and (109) that

\[
\int_{A_k} \frac{\rho \sin \theta \left( t \right)}{r \left( t \right)} \, dt \geq \alpha \delta^* \frac{\sin \theta_m \left( t^*_k \right)}{r \left( t^*_k \right)} - \frac{\alpha - \sqrt{\rho^2 + \gamma^2}}{r^*_\max} \delta^* \geq \left[ \alpha \sin \theta_m \left( t^*_k \right) - \alpha + \sqrt{\rho^2 + \gamma^2} \right] \frac{\delta^*}{r \left( t^*_k \right)}, \quad k^* = 1, 2, \ldots \quad (110)
\]

Using the Schwartz inequality, it can be shown that

\[
\left| \int_{A_k} \frac{\cos \theta \left( t \right)}{r \left( t \right)} \, dt \right| \leq \sqrt{\int_{A_k} \frac{1 - \sin \theta \left( t \right)}{r \left( t \right)} \, dt \int_{A_k} \frac{1 + \sin \theta \left( t \right)}{r \left( t \right)} \, dt} \leq \sqrt{\left[ \int_{A_k} \frac{1}{r \left( t \right)} \, dt \right]^2 - \left[ \int_{A_k} \frac{\sin \theta \left( t \right)}{r \left( t \right)} \, dt \right]^2} \quad (111)
\]

which along with (108)–(110) indicates that
\[
\int_{t}^{2} \frac{\rho \cos \theta (t)}{r(t)} dt \leq \frac{\int_{t}^{2} \rho \cos \theta (t)}{r(t)} dt \leq \sqrt{\int_{t}^{2} \frac{\rho}{r(t)} dt} - \frac{\int_{t}^{2} \rho \sin \theta (t)}{r(t)} dt \leq \sqrt{\rho^2 - \left[ \alpha \sin \theta_m (t^*_c) - \alpha + \sqrt{\rho^2 + \gamma^2} \right]^2} r(t^*_c) \]

(112)

Now, we come to the final step of the proof, which shows that in the time sequence \( A_{k^*} \), \( r \) converges to zero. According to (28), (96), and (112), we have

\[
\frac{1}{v_n} \int_{t}^{2} \frac{\dot{r}(t)}{r(t)} dt = \left[ \int_{t}^{2} \frac{\rho \cos \theta (t)}{r(t)} dt - \int_{t}^{2} \frac{\cos \theta (t)}{r(t)} dt \right] \leq \left\{ \sqrt{\rho^2 - \left[ \alpha \sin \theta_m (t^*_c) - \alpha + \sqrt{\rho^2 + \gamma^2} \right]^2} - \alpha \cos \theta_m (t^*_c) \right\} r(t^*_c)
\]

(113)

\[
= - \frac{2 \alpha \left( \alpha - \sqrt{\rho^2 + \gamma^2} \left[ 1 - \sin \theta_m (t^*_c) \right] + \gamma^2 \right) \delta^*}{\sqrt{\rho^2 - \left[ \alpha \sin \theta_m (t^*_c) - \alpha + \sqrt{\rho^2 + \gamma^2} \right]^2} + \alpha \cos \theta_m (t^*_c) r(t^*_c)} < - \frac{\gamma^2 \delta^*}{r_{\text{max}} \left[ \sqrt{\alpha^2 - \gamma^2 + \rho} \right]}
\]

It can be easily seen from the above inequality that the sequence \( \left\{ r \left( T_0 + k^* \delta^* \right), k^* = 1, 2, \ldots \right\} \) converges exponentially to zero, which contradicts (82). Therefore, Theorem 1 holds under this situation.

The original formations of (79)–(94), (99)–(113) can be found in (Proof of the sufficient part of Theorem 1) in [10]). However, comparing the above proof process with the counterpart in [10] it can be seen that, for intercepting lower-speed arbitrarily maneuvering targets satisfying (27), 3D PPN with \( N > 1 \) will enter the range of \( \theta_m \leq \sin^{-1} \rho \) ultimately, and \( \dot{r} \geq 0 \) only happens in the range of \( \theta_m \in \left[ \cos^{-1} \rho, \sin^{-1} \rho \right] \). Besides, all variables concerned in the above proof of Theorem 1 are in 3D space, which is a progress compared with the previous result.

IV. SIMULATION RESULTS

For the length of this paper, we just adopt the initial engagement geometry of \( \theta_m (0) > \sin^{-1} \rho \) in this section. And \( v_m \) and \( v_t \) are properly chosen to meet \( \rho > 1/\sqrt{2} \).

The simulation model is constructed in accordance with the assumption of ideal relative dynamics between the missile and target, as stated in Section II. The sampling period \( T = 10 \text{ms} \) is selected before the relative range \( r < 500 \text{m} \). After that \( T \) is chosen to be 0.1ms. When \( r < r_{\text{min}} = 0.1 \text{m} \), we think the intercept happens and the simulation is stopped. Actually, if a smaller \( T \) is chosen after \( r < 500 \text{m} \), \( r_{\text{min}} \) could be much smaller than 0.1m. The simulation data are shown in Tab. 1.

| Symbol | Quantity       | Value   |
|--------|---------------|---------|
| \( r_0 \) | Initial relative distance | 5000m   |
| \( v_m \) | Missile speed  | 500m/s  |
| \( v_t \) | Target speed   | 400m/s  |
\[ \begin{align*}
\varphi_{L0} & \quad \text{Initial LOS elevation angle} & 20^\circ \\
\psi_{L0} & \quad \text{Initial LOS azimuth angle} & 120^\circ \\
r_{m0} & \quad \text{Initial position of missile} & [0, 0, 10000]m \\
\phi_0 & \quad \text{Euler angles from LOS coordinate}\quad \text{system to target body coordinate} & -20^\circ \\
\psi_0 & \quad \text{Euler angles from LOS coordinate}\quad \text{system} & 0^\circ \\
\varphi_{m0} & \quad \text{Euler angles from LOS coordinate}\quad \text{system to missile body coordinate} & 30^\circ \\
\psi_{m0} & \quad \text{Euler angles from LOS coordinate}\quad \text{system} & 54.7365^\circ \\
\theta_{m0} & \quad \text{Initial lead angle of missile} & 60^\circ 
\end{align*} \]

3D PPN of (8) is used to guide the missile. According to the prior result of (32) (Theorem 2 in [9]), under these intercept situations, the navigation gain \( N \) should be

\[ N > 1 + \frac{\sqrt{2} \rho^2 - 1}{\rho} \approx 1.6614 \quad (114) \]

In this section, we choose \( N = 1.2 \) to demonstrate Theorem 1.

According to Tab. 1, the speed ratio \( \rho = 0.8 > \frac{1}{\sqrt{2}} \), then \( \sin^{-1} \rho = 53.1301^\circ \) and \( \cos^{-1} \rho = 36.8699^\circ \). Two kinds of target maneuver are considered. The first one is

\[ A_f = 100 \left( \hat{t}_r \times \hat{t}_r \right) \quad (115) \]

The second one is a sinusoidal maneuver, i.e.,

\[ A_f = 100 \sin \left( \pi T + \frac{\pi}{6} \right) \left( \hat{t}_r \times \hat{t}_r \right) \quad (116) \]

The 3D trajectories of the missile and target of both cases are shown in Fig. 5. It can be seen that, the missile guided by 3D PPN with \( N = 1.2 \) can intercept both of the targets.

Simulation results are shown in the Figs. 5–7.
The missile accelerations of 3D PPN guidance law against both targets are shown in Fig. 6. It can be seen that, for both cases, there is a peak of $|A_M|$ in the end phase of the guidance process. For the first kind of target, the interception time is longer and the peak value of $|A_M|$ is smaller. For the second kind of target, the curve of $|A_M|$ is wavy before the end phase, which is caused by the sinusoidal maneuver of the target. In both cases, it can be seen that $|A_M|$ sometimes becomes very high. This is impractical for any missile. In reality the overload of the missile will be constrained by a saturation value. And if the practical guidance and control system of the missile cannot provide enough acceleration to match the guidance command, the capturability of the guidance law cannot be guaranteed and the miss distance will be introduced.

The closing speeds of both cases are shown in the above subfigure of Fig. 7. It can be seen that, for the first kind of target, there is a time interval where $\dot{r} > 0$ happens during the guidance process. For the second kind of target, the closing speed is always
minus. The missile lead angles are shown in the below subfigure of Fig. 7, from which we can see that, Lemma 1 is valid and well satisfied for both cases.

![Closing speeds and lead angles](image)

**Fig. 7.** Closing speeds and lead angles.

V. CONCLUSION

This work has extended the NOR method of 2D PPN to 3D space based on the relative kinematic equation established in the rotating LOS coordinate system, and has filled the gap between the capturability analysis result of 2D PPN and that of 3D PPN against lower-speed arbitrarily maneuvering targets. It is proven that, if the navigation gain is larger than one, 3D PPN can capture the lower-speed arbitrarily maneuvering target for the homing phase of the missile. The future work may need to focus on the capturability analysis of 3D PPN against higher-speed arbitrarily maneuvering targets, which has not been conducted completely and perfectly thus far.
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