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Abstract—Deep neural networks (DNNs) achieve state-of-the-art performance in many of the tasks such as image classification, speech recognition, and so on, but the principle of them is like a black box. In this article, we propose a method to combine several connected layers into one layer to visualize the transform relations represented by the connected layers. In theory, this method can visualize the transformation between any two layers in DNNs and is more efficient to analyze the changes of the transformation across different layers compared with other visualization algorithms like deconvolution or saliency maps. Furthermore, we visualize the transform relations not only for a specific input image but the class which all the input images belong to.

Index Terms—Deep neural networks (DNNs), network visualization, target recognition.

I. INTRODUCTION

Deep neural network (DNN) models have achieved a great performance in target recognition [1], [2], [3], [4], [5], image classification [6], [7], [8], [9], [10], automatic speech recognition [11], [12], [13], [14], [15], human emotion analysis [16], and so on. Various models of DNNs for image classification are presented such as Alexnet, VGGNet, Resnet, and so on. The DNNs make tremendous progress due to large dataset and computational acceleration technology (like GPU), but they act as black boxes in many of the practical tasks. Yeh et al. [17] visualize and refine the feature maps in the last convolution layer to improve the classification result. Protas et al. [18] visualize the feature maps of image transformation convolutional neural networks and proposed a method to improve the model efficiency. Zhu et al. [19] utilize convolutional neural networks for saliency detection. The visualization of deep learning algorithms are used in medical diagnosis images including computed tomography (CT) or X-ray images [20], [21], [22]. It is still difficult to understand how the model makes decisions in image classification tasks. This problem draws a great attention and many works of network interpretation are focused on it recently. Jay et al. [23] propose a method to compare several interpretation methods for DNN model based on human intuition. The visualization of DNNs for target recognition can help understand how the model discriminates the input sample and find out whether the key points are from the target itself or the differences from the background. Visualization for the DNN model can be mainly divided into direct visualization and indirect one.

Direct visualization simply presents the content of the model without any further process. Alexnet visualizes the kernel filters in the first convolutional layer. The work [24] shows the region in the input image corresponding to the max feature map in the final convolutional layer. Others include presenting the feature maps in the hidden layers to analyze the features extracted from the input image. Direct visualization algorithms are simple but lack rigorous mathematical support. For example, it is not confirmed that the reason for the maximum in the feature map is due to the filters or just because of a large pixel in the input image.

Indirect visualization is more complex and needs some extra operations. Zintgraf et al. [25] remove some of the information in the input image to analyze the changes to the network response. Xinrui et al. [26] propose a sparse regularization method to analyze the class-discriminative importance of DNNs. The works [27] and [28] propose an interpretation method based on decision tree. Andre et al. [29] apply linear discriminant analysis on the features extracted by DNNs. Cui et al. [30] propose a method to find out the relationship of the features from different layers of DNNs. Zeilor et al. [31] apply deconvolution to the deep convolutional neural networks to visualize the reconstructed patterns of the input image resulting in the high activations in the feature maps in the convolution layers. Simonyan et al. [32] present the class saliency maps for the DNNs. They treat the network as a function and apply one-order Taylor expansion to the model. Montavon et al. [33] utilize deep Taylor decomposition to DNNs to present the transform relations between the output and the input image. Zhou et al. [34] propose the class activation map (CAM) by mapping the class score back to convolutional layers and gradient-based methods [35], [36] are applied for interpretation.

One-order Taylor expansion for DNNs is realized by replacing the output feature map in the target layer (usually the classification layer) with a one-hot vector, cooperating with back-propagation until it reaches the input image. The result is called class saliency maps. If we visualize the saliency maps
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for all the feature maps in a certain layer, a group of one-hot vectors are required. If we hope to observe the changes of the saliency maps across different layers, several groups of one-hot vectors will result in low computational efficiency. Besides, the position of Taylor expansion must be determined, that is to say, Taylor expansion can only visualize the saliency maps for one specific input image. In practice, we may pay more attention to the features for a set of images that belong to a same category instead of a single input image.

In this article, we propose a visualization method to replace the back-propagation in Taylor decomposition with a special form of forward-propagation, which is equal to combining the multilayers between the two target layers into one layer to visualize the transform relations. The experimental result demonstrates that the transform relations are the same as saliency maps if the target layers are the input and output layers of DNNs. Meanwhile, the transform relations of the intermediate layers can be visualized without other processes. We also put forward a concept called hidden state parameter (HSP) to describe the conditions of different components in DNNs. With the average or local average of HSP, we can visualize transform relations not just for a single input image but the class containing all the images from the training dataset.

The article is organized as follows. Section II introduces the general idea of combining multilayers in DNNs into one and the method to replace the back-propagation with forward-propagation in one-order Taylor expansion. We also give a brief analysis on the computational efficiency in different issues. Section III explains the concept HSP and proposes an approach to visualize the transform relations from the category the images belong to. In Section IV, the experiments and discussions are described to analyze the visualization results. Section V concludes the article.

II. MULTILAYERS COMBINATION FOR DNNs

The neural networks can be considered as a function

\[ y = f(x). \] (1)

Given an input image, represented by \( x_0 \), the output feature map in a hidden layer or the classification result in the output layer is defined as

\[ y_0 = f_{x_0}(x_0) \] (2)

where \( f_{x_0}(\cdot) \) is the simplified representation of transform relation. From (2), the transform relation has a subscript \( x_0 \), indicating that the models of DNNs are self-adaptive. If the input image is changed, the condition of some of the constructs in DNNs, like the position of the maximum in a maxpooling window or the outputs from activation function being active or inactive, will change with it. This is quite different from other classification models with constant parameters like support vector machine (SVM). The SVM [37] algorithm utilizes support vectors to achieve a hyperplane for the largest separation between the two classes. The hyperplane of SVM is the same even if the input image samples for classification are different. However, the plane for classification in DNN changes with different input image samples.

A. One-Order Taylor Expansion With Back-Propagation

We apply one-order Taylor expansion with the input \( x_1 \) to (1)

\[ f_{x_1}(x) \approx f_{x_1}(0) + \frac{\partial f_{x_1}(x)}{\partial x}, x \] (3)

where \( f_{x_1}(0) \) is not a total zero-input response. Mostly, if all the values of the input image are zeros, the output of DNNs will not equal \( f_{x_1}(0) \). We call it the inherent response determined by HSP of the input \( x_1 \). We will introduce the definition of HSP in Section III.

Regardless of the inherent response \( f_{x_1}(0) \), \( \frac{\partial f_{x_1}(x)}{\partial x} \) is the detailed form of the transform relation, describing the relationship between the input \( x \) and the output of the connected multilayers. Taking affine transform \((y = w \cdot x + b)\) in fully connected layers into consideration, it can be regarded as combining all the layers between the input layer and the target layer (the hidden or output layer) in DNNs into a fully connected layer.

Since the transform relation is the gradient of the output, the normal approach (the class saliency map) to solve it is replacing the gradient of the loss function in back-propagation by a one-hot vector [Fig. 1(b)]. We replace the one hot vector in Fig. 1(b) with a group of one-hot vectors [Fig. 1(c)] to obtain the transform relations from all the feature maps in the target layer.

B. Adjustment for the Constructs in DNNs

The transform relations of a single output layer can be obtained by using a group of one-hot vectors in back-propagation as mentioned earlier. However, if we hope to observe the changes of transform relations across several layers, a group of one-hot vectors is utilized in each target output layer and the back-propagation algorithm is applied until it reaches the input layer. So the transform relations based on back-propagation have a low computational efficiency when applying Taylor expansion in several layers respectively. To solve this problem, we propose an alternative method based on forward-propagation.

Assuming that the input layer \( x \) has \( n \) dimensions (if the layer is a convolutional layer, transform it as a vector with the same number of dimensions) and the target output layer \( f_{x_1}(x) \) in (3) has \( n \) dimensions, the transform relation \( \frac{\partial f_{x_1}(x)}{\partial x} \) is a \( n \times n \) matrix. If we obtain the inherent response \( f_{x_1}(0) \) in advance, setting \( x = [1, 0, 0 \ldots 0]^T \), the result of the target output layer (regardless of \( f_{x_1}(0) \)) is the first column in \( \frac{\partial f_{x_1}(x)}{\partial x} \).

Then we set \( x = [0, 1, 0 \ldots 0]^T \), and the second column is obtained. Repeating this process until \( x = [0, 0, 0 \ldots 1]^T \), that all the columns in \( \frac{\partial f_{x_1}(x)}{\partial x} \) are achieved, we obtain the transform relation between the input layer and the target output layer. If the parameters in the model are invariable when the input changes, we can obtain the transform relation with this method based on forward-propagation. However, the parameters or the condition in some of the constructs (the maxpooling layer or the activation function) in DNNs are variable as we describe at the beginning in this section. The input in the original DNNs
model is $x_1$. If we replace it with a one-hot vector, the parameters or the condition of the model are also changed. Before using the one-hot vectors with forward-propagation, we should change some of the constructs in the original model to make them independent from the changes of the input.

We assume that the original input image of the DNNs model for classification is $x_1$. The filters or weight parameters in the convolutional layer and the fully connected layer stay the same when the input of the network changes; so we reserve the two constructs when the input $x_1$ is replaced by a one-hot vector. In fact, all the constructs in DNNs that represent linear transformation can be applied directly without any adjustment such as batch normalization [38], dropout [39], average pooling, and so on. Others should be adjusted to linear transformation, taking the maxpooling layer and the activation function as examples.

1) Maxpooling Layer: The maxpooling is nonlinear transformation because the position of the maximum in the pooling window may change if we replace the model input with a one-hot vector. Maxpooling is presented by

$$M(i) = \max (i_1, i_2, i_3 \ldots i_n). \quad (4)$$

The output of a pooling window is the maximum of all the numbers in it. When the original input image $x_1$ is applied for forward propagation, we store the position of the maximum in each pooling window in maxpooling layers. When the input image is replaced by the one-hot vector, the output of each pooling window should be the value in the previously stored position (Fig. 2).

2) Activation Function: Common activation functions include rectified linear unit (ReLU), Sigmoid, and hyperbolic tangent function. We describe the adjustment for ReLU and Sigmoid; others can be analogized.

ReLU is presented by

$$R(i) = \max(0, i). \quad (5)$$

When $i < 0$, the output of ReLU is 0; so ReLU is nonlinear transformation. To change it into linear transformation, we define

$$r_i (j) = \begin{cases} j & i > 0 \\ 0 & i \leq 0 \end{cases}. \quad (6)$$

$i$ in (6) is the same as the input in (5). If the original input in (5) satisfies $i > 0$, the transformed ReLU (6) is active and the real input $j$ resulting from the one-hot vector will be exported.

For Sigmoid activation function, there is a little difference. We adjust it to affine transformation instead of strict linear transformation. Sigmoid activation function is presented by

$$S(i) = \frac{1}{1 + e^{-i}}. \quad (7)$$

The transformed function $s_i(j)$ is a tangent line (Fig. 3) of (7), presented by

$$s_i(j) = \frac{\partial S(i)}{\partial i} \cdot (j - i) + S(i)$$

$$\frac{\partial S(i)}{\partial i} = S(i) \cdot (1 - S(i)). \quad (8)$$

More commonly, we give the rules of the adjustment of the original constructs in DNNs. Assuming that the original construct is presented by $O(i)$, the adjusted construct $o_i (j)$ must be linear (or affine) transformation and satisfy the
is much larger than $\times$ times of forward-propagation while out is sent to the original DNN model for forward-propagation which is larger than that of transform relation. If the saliency maps need $55 \times 55$ times of multiplication and the forward-propagation has the same times of multiplication. The only difference between the transform relation and saliency map is the times between forward-propagation and back-propagation. For back-propagation in the first convolutional layer, there are $96 \times 11 \times 11 \times 55 \times 55$ times of multiplication and the forward-propagation has the same times of multiplication. The only difference between the transform relation and saliency map is the times between forward-propagation and back-propagation. To achieve the result of each node in the convolution layer, the times are the same as the amount of the dimension of the input layer and the first convolution layer. For transform relation, we need $227 \times 227 = 51529$ times of forward-propagation while the saliency maps need $55 \times 55 \times 96 = 290400$ times of back-propagation which is larger than that of transform relation. If the dimension of the input $N_{in}$ equals the dimension of the output $N_{out}$, the computation is the same. If $N_{in} > N_{out}$ which is common in DNNs for image classification, the method based on back-propagation is prior. This means if the transform relations of only one classification layer is acquired, the back-propagation is more efficient. But if we hope to observe the changes of the transform relations across different layers in a deep model, which means that $N_{out}$ is much larger than $N_{in}$, the method proposed in this article is recommended. Since the meanings of the hidden layers are not so clear, we add up the results in the hidden layer before arranging them into a map.

The steps for transform relations with forward-propagation are as follows.

1) Choose the two target layers for combination.
2) Apply the input image sample to the original model to obtain the parameters and conditions in the hidden layers between the two target layers.
3) Transform the constructs in the model into affine transformation or linear transformation (regardless of the bias) by (10).
4) Set the pixels in the input layers to zeros to obtain the bias value \( f_{x_i}(0) \) in (3) from the output layer and then remove all the bias in the intermediate layer to retransform them into linear transformation. This step can be ignored if the constructures are transformed into linear transformation in step 3.

5) Replace the input image sample with a group of one-hot vectors to the modulated model and arrange the output for each class respectively in the classification layer. For the intermediate layer, the output feature maps should be added up before the arrangement.

The precision of the method proposed in this article can be demonstrated by (3). Assuming that the transform relation of the class \( c \) and the input image \( x \) is denoted by \( m_c \). The function of the DNN is presented by \( f() \). If the activation function is ReLU and all the biases in the model are 0, the transform relation proposed in this article will satisfy the following equation:

\[
\sum_i m_{c,i}x_i = f(x) \tag{11}
\]

This means that the transform relation \( m_c \) can present the effect of all the parameters in the DNN and change the model function \( f() \) into a linear transformation when \( x \) is given. This can explain why the transform relation \( m_c \) is the way that the DNN model discriminate the input image.

III. VISUALIZING THE CLASS FEATURES BY HSP IN DNNs

Most of the works on visualizing DNNs aim at finding the features extracted by the model from a specific input image or analyzing the filter responses of it in the hidden layers. The input of all these works is a single given image or several images but processing respectively. Isolated sample cannot totally represent the whole class, but the price for analyzing all the possible samples for a class might be too high. We take the MNIST dataset [40] as an example. The input size of the sample in this dataset is \( 32 \times 32 \). The number of potential binary image samples reaches up to \( 2^{32\times32} \). In fact, if all the pixels of an image are zeros, it will not be treated as a valid sample. So we only consider the samples for a class in the training dataset. In this section, we propose a method to visualize the transform relation for a specific class instead of an input image.

Consider the method for transform relations based on forward-propagation in Section II. For different original input images, the input one-hot vectors are the same, but the results are various due to the changes of the conditions in constructures like maxpooling layer or activation functions as mentioned earlier. We define HSP to describe the conditions.

A. Average of HSP for Different Constructures in DNNs

Generally speaking, the average of HSP can describe the active level of any constructure in DNNs for all the input training samples of a class in the dataset. We take ReLU activation function as an example. Given an input image, the state of each activation function in the model, active or inactive, will influence the transform relations. Assuming that the number of all of the training samples of a class in the dataset is 1000, if one of the activation functions in the model is active for all the 1000 samples, we will think that the class always activates this activation function and we define the active level, or the average of HSP, as 1. If the activation function is active for 300 samples, the average of HSP is 0.3.

1) HSP for Maxpooling Layers: For a given input image, the position of the maximum in each pooling window is determined. For different training samples, the positions of the maximum in the same pooling window are various. In each pooling window, only the maximum is exported to the latter constructures; so the position of the maximum in the pooling window is active and the remaining is inactive. The average of HSP for maxpooling layer represents the frequency of the position in which the maximum appears. With all the input images of a class, we calculate the times that the maximum appears in each position in the pooling window and divide the total sample amount (Fig. 6). The maxpooling layer with the average of HSP is defined as

\[
M_{hsp}(i) = \frac{w^T i}{\text{times of the maximum}}
\]

where \( w \) is the average of HSP in Fig. 6.

2) HSP for Activation Function: The average of HSP of ReLU is introduced as mentioned earlier. For other activation functions like Sigmoid, we define the active level of the activation function as the intensity of the output varying with the input. We think the active level is low when the input changes, but the output almost stays the same or otherwise is high. In Sigmoid activation function, if the input is small, the output is close to the minimum zero and is thought to be inactive, which is the same as ReLU. When the input is in the saturation region even though the output is close to the maximum, it is insensitive to the small changes of the input and is thought to be inactive as well. The average of HSP of Sigmoid activation function is defined as the mean value of the slope \( \frac{\partial S(i)}{\partial h} \) of the tangent line in Fig. 3. The mean value of the slope of the activation function node in a same position in the model is calculated by traversing all the samples of a same class. Sigmoid activation function with the average of HSP is defined as

\[
S_{hsp}(j) = \frac{1}{N} \sum_{i=1}^{N} \frac{\partial S(i)}{\partial i} \cdot j
\]

where \( N \) is the amount of the samples in a same class.

From (13), the active level of the activation functions is determined only by the gradient-concerned parameters; so we prefer to adjusting them into strict linear transformation and pay no attention to the bias. For other constructures \( O(j) \) in DNNs, we adjust them into linear transformation \( O_{hsp}(j) \) with

Fig. 6. Average of HSP for maxpooling layer. Assume the number of the samples is 4 and the times of the maximum distributed in the position are shown in the middle blocks. The average of HSP is the times divided by the number of the samples.
the following rule:
\[
\frac{\partial O_{hsp}(j)}{\partial j} = \frac{1}{N} \sum_{i=1}^{N} \frac{\partial O(i)}{\partial i} \cdot j.
\] (14)

The average of HSP is \(\frac{\partial O_{hsp}(j)}{\partial j}\) and \(O_{hsp}(j)\) is presented by
\[
O_{hsp}(j) = \sum_{i=1}^{N} \frac{\partial O(i)}{\partial i} \cdot j.
\] (15)

3) Local Average of HSP: In (14), the average of HSP is determined by all the samples in a same class and they share the same importance. This may cause a serious problem if too many samples in a class are similar or even the same. Taking the extreme case into consideration, most of the samples in the same class are completely repeated which means that almost all the input of each constructure in the model satisfy \(i_1 = i_2 = \cdots = i_n\). The remaining samples will have little influence on the average of HSP, but we hope they can share the same importance as the repeated samples. Inspired by the cluster algorithm applied in successive subspace learning [41], we divide the samples into several groups and the average of HSP is obtained by (14) from the samples in each group respectively. We call this the local average of HSP. The quantity of computation of cluster algorithms like k-means is a problem, especially for large datasets. We prefer to utilizing prior knowledge of the dataset rather than cluster methods. The experiment for the local average of HSP is carried out on the samples with time series information.

IV. EXPERIMENT

The DNN model applied in the experiment is similar to Alexnet [39]. We remove local response normalization and dropout. The filters in the convolution layers are initialized from a zero-mean Gaussian distribution before training. The standard deviation is 0.01. The standard deviation of the weight in the fully connected layers is 0.005. In the classification layer, the number of the output is 2. We train the model with stochastic gradient descent algorithm. The minibatch size is 32 and the learning rate is 0.01. The dataset we use for training is time series inverse synthetic aperture radar (ISAR) image data. The imaging algorithm is Range–Doppler [42], [43], [44]. The dataset contains two different types of airplane including Yake-42 and An-26. The optical images and part of ISAR image data of the two airplane are shown in Figs. 7 and 8. The optical images for the two aircrafts are just examples and we only apply ISAR images in the network training. The number of the samples is 327, of which 166 are An-26 and the remaining are Yake-42. Since the samples are gray-scale images, the size of the input layer in the model is \(227 \times 227 \times 1\). We stop the training after 125 epochs. In this article, we mainly focus on the visualization problems of DNNs; so we do not pay much attention to the network training.

A. Transform Relations With Forward-Propagation and Saliency Maps With Back-Propagation

We make a comparison between the transform relations with forward-propagation and the saliency maps of the samples in Fig. 8(b). The two target layers we choose for combination are the input layer and the output layer before softmax classification. Each sample in Fig. 8(b) is utilized as the model input respectively to obtain the parameters for transforming all the constructures in the model into linear transformation (regardless of the bias) by (10). The size of each input one-hot vector (as is shown in Fig. 4) is \(227 \times 227 = 51,529\), the same number as the pixels in the original model input layer. To cover each pixel in the input image, the amount of the one-hot vectors is 51,529 as well. Corresponding to the class saliency map, we only arrange the output belonging to the same class of the input sample (e.g., the red block in Fig. 4) and ignore the other one (only two different classes). The results of transform relations with forward-propagation and class saliency maps with back-propagation of the samples An-26 are shown in Fig. 9. If the number of the classes is larger than 2, the transform relations of the network can be achieved as shown in Fig. 4. However, if there are more than two classes, each class will occupy fewer features in the map of the transform relation. This will make it difficult to analyze how the network distinguishes the input image sample from the map with less information. We provide the results of the experiments with two classes to demonstrate the validity on the binary classification questions.

The relative error between the two methods (Fig. 9) is smaller than 5%. The main reason for the difference might be the computational accuracy of the two methods. Except this, the transform relations with forward propagation can achieve the same result as the class salience maps.

B. Transform Relations Across Different Layers

Since we have proved that the transform relations with forward-propagation can replace the class saliency maps based on back-propagation in the former experiment, the transform relations across different layers can be obtained by forward-propagation as well. The image samples we use in this experiment are Yake-42 ISAR images in Fig. 8(a) and the original DNN model is Alexnet. The two target layers are the input layer and the output layer before softmax classification. As we have discussed in Section II, if the transform relation between the input layer and the output layer is obtained by forward-propagation method proposed in this article, the transform relations between the input layer and the intermediate layers can be achieved as well. We use the image samples to transform all the constructs in the model into linear transformation. The one-hot vectors are applied to obtain the output transform relations. Differing from the class
saliency map, in the output layer, we arrange the output for both classes. For each image sample of Yake-42, the transform relations of Yake-42 image sample to the class Yake-42 along with the class An-26 are visualized. This can help analyze the differences of the transform relations between the two classes and understand why the DNN model prefers to treat the input sample as Yake-42 rather than An-26. In the intermediate layers between the two target layers, for each one-hot vector, we add up all the output feature maps in a certain layer to analyze the average influence of the transform relations in the hidden layers. The transform relations across different layers are shown in Fig. 10.

In the early layers, the transform relations only show some shape and edge features of the input image sample [Fig. 10(b) and (c)]. In the following layers, the detailed structures of the image are more clear like the wings and tail of the airplane. Since the training dataset has only two classes, for binary classification, the transform relations in the final classification layer [Fig. 10(l) and (m)] are opposite to each other. The transform relation in the maxpooling layer [Fig. 10(c)] is sparser than the former convolutional layer. In maxpooling layer, only the max number in the pooling window can be sent to the next layer. The strong points in the transform relations from maxpooling layer represent the high times or frequency of the features which are sent to the next layers in the input sample.

We compare the transform relations with grad-CAM algorithm [45]. The original input image sample [Fig. 11(a)], the result of one of the transform relations in the classification layer [Fig. 11(b)], and the result of grad-CAM [Fig. 11(c)] are shown as follows.

Compared with transform relations [Fig. 11(b)], the result of grad-CAM [Fig. 11(c)] is sparser and seems to be clearer than transform relations. In fact, the aims of the two methods are different. For transform relation, it mainly focuses on what features the DNN model tries to extract from the input image. But grad-CAM algorithm pays more attention to what features the DNN model really extracts from the input image, which means that the result of grad-CAM algorithm is affected by the
Fig. 10. (a) Transform relations across different layers to the input image samples. (b) Transform relations in the first convolutional layer after activation function. (c) Maxpooling layer. (d) and (e) Fully connected layers. (f) and (g) Transform relations between the input image and two class outputs in the classification layer before softmax classification. Except the input and output classification layers [(a), (f), and (g)], the output feature maps in the remaining intermediate layers are added up before we arrange them into a map. For distinction, the transform relations from intermediate layers are shown in hot maps.
input image pixels. Besides, the precision of transform relations is guaranteed by (3), but the precision of grad-CAM cannot be verified.

We apply the method proposed in this article to Lenet-5 model [40] to obtain the transform relations. Lenet-5 model has fewer convolutional layers and the size of the input image is smaller. The input image samples and the results of the transform relations are shown as follows.

The transform relations of Lenet-5 are similar but the detailed information is not so clear compared with the transform relations of Alexnet in Fig. 9. The possible reason may be that the size of the input image is smaller in Lenet-5, which may cause the loss of the features in the samples and fewer convolutional layers may reduce the capacity of feature extraction from the input samples.

C. Transform Relations With the Average of HSP

For a given input sample, the transform relations in the output classification layer can explain how the DNNs recognize it. However, for all the samples in a category, the transform relations of a single input image sample cannot represent the whole dataset. We utilize all the samples in the dataset to calculate the average of HSP in the constructures in the DNNs model and obtain the transform relations. The result is shown in Fig. 13.

The transform relations in different class output from the classification layer of the samples in a same category [Fig. 13(a) and (c)] are opposite to each other, which is similar to the transform relations in the classification layer in Fig. 10. However, the transform relations in the same class output from the classification layer are quite similar even though the samples are from different categories [Fig. 10(a) and (b)]. In the transform relations of the class An-26, the strong points are in several horizontal lines in the middle of Fig. 13(c) and (d). For the class Yake-42, the strong points are separated in both sides of it.

For a detailed analysis, we divide the training samples into ten groups (five groups of each category) to obtain the local average of HSP respectively and the transform relations of them. Since ISAR echo or image is time series data, we choose five typical image samples from each category and each typical image sample is treated as the center sample of each group. Ten other samples close to each typical image sample (five samples before and five after) are put into the same group along with the typical sample. We utilize all the 11 samples in each group to obtain the average of HSP and the transform relations. The center image samples are the same as Fig. 8. The results of transform relations are shown in Fig. 13.

Fig. 14 shows some detailed features of the transform relations under different postures of the target compared with Fig. 11. Meanwhile, the common features like horizontal lines in the middle of Fig. 14(f) are emphasized compared with the transform relations from single input sample like the one shown in Fig. 9(b) (especially the second map). So the transform relations with local average of HSP can visualize both common features and detailed information.

The transform relations for the two targets always contain several horizontal lines in the middle. We suppose that this is
Fig. 14. Transform relations with local average of HSP. (a) and (d) Center samples of 10 groups and each group contains 11 samples to analyze the transform relations with local average of HSP. (b) and (e) Results from the classification layer for the class Yake-42 and (c) and (f) for the class An-26.

the main feature for the DNN model to discriminate the two categories. As a personal note, these horizontal lines might be the external propellers of An-26 in Fig. 7(b). In ISAR images, the propellers with high-speed revolution are unable to focus well by Range–Doppler imaging algorithm. The unfocused propellers turn to several horizontal lines in the ISAR image. Though the lines are not so distinct in many of the An-26 image samples [like the last three samples in Fig. 8(b)], they spread in almost all the samples of An-26. This indicates that even weak features in the image sample can be extracted by DNNs. The external propellers do not exist on Yake-42 which means that there are no horizontal lines in the middle of Yake-42 image samples,
Fig. 15. (a) Original Yake-42 ISAR image sample. The image samples are added by uniformly distributed noise multiplied by (b) 50 and (c) 100 in the middle region. For comparison, we also add noise multiplied by (d) 50 and (e) 100 to the whole image.

Fig. 16. Classification result of the reformed samples. The average of output probability from (a) softmax regression and (b) classification accuracy but the model still tries to find them [the bright yellow lines in Fig. 14(c)]. Considering the problem as to how the DNNs model discriminates a category rather than a single image sample, we think that if the target airplane contains propellers outside with high-speed revolution, the model in this experiment will prefer to regard it as An-26 rather than Yake-42.

To demonstrate the conclusion that the propellers are the main features for the model to discriminate An-26 image samples, we add the propellers to Yake-42 image samples to observe the changes of the classification result. Since the unfocused propeller is similar to noise, we added noise in the middle region of all the image samples of Yake-42. The original noise is uniformly distributed in the interval $(0, 1)$. For a detailed analysis on the effect of the unfocused propellers on the classification result, we change the ratio of the noise from 1 to 100. We also added noise to the whole image sample for comparison [Fig. 15(b)]. The model is trained by original image samples without noise. The classification result for the reformed samples is shown in Fig. 16(b).

The average of the probability from the output of softmax regression for the class Yake-42 is descent as the ratio of the noise increases. This proves that the horizontal lines (or the unfocused propeller) are the main features for the model to discriminate An-26. The average of the probability and the classification accuracy stay the same while the ratio of the noise increases. This can prove that the unfocused propellers are the main reason for the various classification results instead of the simple noise over the whole image samples. This experiment validates that the method of the average of HSP can analyze how the DNNs model discriminate the input image, not just restricted to a single image sample but the samples in a whole category.

V. CONCLUSION

To obtain the transform relations across different layers in the DNN model, we propose a method to replace the backpropagation in Taylor expansion with forward-propagation for efficiency. To analyze how the model discriminates the input image sample not only from a single input image but also from all the samples in a category, we utilize the average or local average of HSP to visualize it. The method of transform relation can be applied in other image classification tasks, but for ISAR target recognition, the method can achieve a better performance. Due to the special imaging algorithms for ISAR data, ISAR images have many special properties like the unfocused propellers due to high-speed rotation. Besides, the average of HSP is difficult to obtain when there is no prior information, but for ISAR images, we can easily divide them into several groups to analyze transform relations with the average of HSP. The result is proved by the experiment with time series ISAR image samples.
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