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In vehicular ad hoc networks (VANETs) safety applications, vehicular position is fundamental information to achieve collision avoidance and fleet management. Now, position information is comprehensively provided by global positioning system (GPS). However, in the dense urban, due to multipath effect and signal occlusion, GPS-based positioning method potentially fails to provide accurate position information. For this reason, an assistant approach has been presented in this paper by using three-dimensional radio frequency, such as time of arrival (TOA) and direction of arrival (DOA). With the goal of providing an efficient and reliable estimation of vehicular position in general traffic scenarios, we propose a hybrid TOA/DOA positioning method based on Bayesian compressive sensing (BCS), which benefits from the realization of vehicle-to-roadside wireless interaction with the dedicated short range communication. The effectiveness of the proposed approach is proved through extensive experiments in several scenarios where different signal configurations and the noise conditions are taken into account. Moreover, some comparative experiments are also performed to confirm the strength of our proposed approach.

1. Introduction

The traffic safety and efficiency benefits can be achieved through the development and deployment of vehicular ad hoc networks (VANETs). The global navigation satellite system (GNSS), such as global positioning system (GPS), is a primary mean to provide position information for vehicular applications in vehicular ad hoc networks (VANETs) or telematics sensor systems. However, there are many challenges for vehicular positioning in most urban canyons of dense traffic flows such as wireless environmental complexity, multiple sensing signal interferences, and potentiality of GPS signal interruption. Additionally, the existing effect of multiple propagation paths in wireless sensing makes it difficult to locate the object with a high accuracy. Therefore, a single positioning technology based on GPS is not enough for some positioning applications in complex environments. For instance, vehicle safety applications in most real-life traffic scenarios always require relative high accurate vehicular position information, so as to achieve the objective of collision avoidance, lane changing assistance, danger warning, and so forth. Even differential GPS cannot provide the specific accuracy required by those vehicle safety applications due to serious multipath effects existing in realistic signal sensing environments [1]. For these reasons aforementioned, some innovative approaches combined with mobile communication technologies in vehicular networks have been developed to enhance positioning accuracy [2, 3].

Apart from the traditional GPS-based approaches, a lot of emerging positioning solutions are implemented based on spatial radio frequency (RF) [4, 5], which include those methods based on the measurement of the time of arrival (TOA) [6], time difference of arrival (TDOA) [7], direction of arrival (DOA) [8], and received signal strength (RSS) [9, 10] of radio signals transmitted between the mobile terminal (MT) and base stations (BSs). In the last decades,
many approaches for spectral estimation have been used in DOA estimation [11] such as the multiple signal classification (MUSIC) [12], estimation of signal parameters via rotational invariance techniques (ESPRIT) [13], and the maximum likelihood estimation (MLE) [14]. But a main drawback of most of these methods is a high computation cost and poor precise estimation when there is no prior knowledge of the number of signals or they are applied in the specific situations with low signal-to-noise ratio (SNR) conditions [15]. Accordingly, these methods are not so practical, especially when being implemented in some small devices. Several computational efficiency approaches without an estimation of signal magnitude covariance matrix and its eigenvalues decomposition are presented in [8, 15]. Alternatively, for achieving a better performance, hybrid methods are proposed to use a combination of available range, range difference, and angle measurements for positioning [16–19].

A wide-area Wi-Fi-based positioning system for metropolitan has been presented in [20]. It adopts a RSSI-fingerprinting approach, which is based on a beacon map of radio sources in the specific environment. As the work of [20] shows, the device of wide-area Wi-Fi-based positioning system can localize itself with a rough median error of 13 m. Similarly, a global system for mobile communications (GSM) based approach in [21] is able to expand the sensing range, but it performs worse than that one in [20]. An effective method for measuring data metrics such as TOA and DOA in wireless channels of nonlinear-of-sight (NLOS) propagation has been presented in [22, 23]. The authors of [22, 23] have conducted some experiments to illustrate that their solution achieves the improvement of accuracy in positioning estimation. But these aforementioned methods are well suitable to be implemented in low mobility and stable environments rather than in general vehicular scenarios of high mobility. They have not been tested for instantaneous vehicular positioning so that they are not appropriate or potentially fail to support the vehicular safety applications relevant to VANETs. On the other hand, a system has been proposed to estimate the relative location between vehicles and the road-side units (RSUs), which uses the carrier frequency offset (CFO), a synthesis feature based on Doppler frequency shift (DFS) [3]. According to [3], it can give a good performance for positioning in high speed scenarios. However, as [3] has argued, the standard deviation (STD) of positioning error provided by the system increases when the speed of the vehicle decreases. It is because DFS is too difficult to be captured with a high degree of accuracy when the speed of the vehicle is too low. In addition, [24] proposes a dedicated short-range communications (DSRC) based positioning solution, in which a Markov localization algorithm is also presented to process low accurate GPS data. The authors of [24] have validated their presented approach through both simulations and actual experiments. However, although this approach in [24] can provide a good performance of vehicular positioning under some certain conditions, it requires all of the mobile nodes to be equipped with GPS and heavily depend on the performance of the relevant GPS hardwires. But it is not realistic to fully satisfy this requirement in real-life situations.

In this paper, we present a hybrid positioning solution to locate the vehicles. The real-time position of vehicles can be geometrically and dynamically calculated by using the comprehensive information on TOA and DOA. With the goal of dynamically positioning and meanwhile achieving good computation efficiency, we adopt the Bayesian compressive sensing algorithm (BCS) for estimating TOA and DOA. Additionally, we only need one-single RSU to process the received signals, and the vehicle does not have to exchange any data with the RSU or with other vehicles. Also, the GPS information of vehicles is not necessary in our work. The proposed BCS-based location method does not require any prior information on the number and the amplitude of the unknown incoming signals. Thanks to the good features of BCS (such as high accuracy, robustness to the noise, and low computational complexity), we utilize BCS-based method to estimate the combined information on TOA and DOA so as to enhance the performance of vehicular positioning. Furthermore, we have compared our proposed method with those traditional ones that have been widely used for position estimation, named as Root-MUSIC [25] and ESPRIT [13].

The rest of the paper is organized as follows. The preliminary is explained in Section 2. The DOA estimation problem is mathematically formulated in Section 3, and the multitask Bayesian compressive sensing- (MT-BCS-) based approach is described as well. A set of representative experiments is performed and the experimental results are analyzed and discussed in Section 4, where we also demonstrate the performance of our vehicular location method through some comparative simulations. Finally, some conclusions are drawn in Section 5.

2. Preliminary

Before going into detail on our proposed method, it is meaningful to formally make clear the vehicular location estimation problem. Usually, vehicular positioning is one of the most important applications for traffic systems, and accurate positioning information on a vehicle is essential for the support of vehicular safety applications. Ideally, a vehicle would get knowledge of its own position from GPS. However, those GPS devices with a good accuracy but high cost are not widely deployed onboard, so the related applications dependent on high-precision GPS-based positioning technologies are limited in actual urban canyons. On the other side, RSUs-assisted positioning technologies are some good alternatives in terms of achieving a better tradeoff between the cost of onboard devices and the demand of positioning on accuracy. As many existing literatures [3, 26] have argued, RSUs-assisted positioning technologies or hybrid positioning technologies are more promising to be implemented in some complex traffic environments, which is an inevitable trend in the development of wide-area vehicular sensor networks and mobile ad hoc networks in cities. RSUs deployed along the roads are usually called anchors, reference nodes, or base stations (BS). They can provide a priori information on their own position with a high precision and use self-position information to determine the relative position of a larger number of vehicles (also named as unlocalized mobile
nodes) moving on the roads. Measurements between the multiple unlocalized nodes and the anchors could be any physical reading such as TOA, DOA, RSS, or the connectivity between those nodes (it is worth pointing out here that the connectivity represents the connection between any two nodes via wireless communication), which can be used to deduce those mobile nodes’ absolute or relative position. It should be noted that these aforementioned measurements could be attained via different modalities (e.g., Bluetooth [27], UWB [28, 29], Cellular [22, 30], and RFID [4, 31]).

In this paper, we develop our positioning method based on the concept that vehicles are able to wirelessly communicate with roadsides via DSRC. That is, once the vehicle-to-roadside communication (V2R) is deployed, our proposal can be considered as the support for many vehicular positioning-related applications. Now, we would like to introduce some basic concepts so as to elaborate on our proposal in the following section.

2.1. DSRC. Recently, DSRC short for dedicated short-range communication has been widely adopted for wireless access in vehicular environment (WAVE). One of the most known technological standards belongs to IEEE, named as 802.11p standard. The Federal Communications Commission (FCC) has mandated a dedicated bandwidth of 75 MHz from 5.850 GHz to 5.925 GHz and seven channels as a freely licensed spectrum for DSRC [32]. It has been confirmed as the basic standard for many networked vehicular applications in the future in USA. More and more onboard units (OBUs) and road-side units (RSUs) are equipped with DSRC to support reliable communication networks between vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) [2]. Thus, the deployment of V2V and V2I communications lays a solid radio foundation for the realization of vehicular positioning.

2.2. Hybrid TOA/DOA Estimation. TOA is a measurement of the propagation time of the signal traveling from a source to a receiver, which requires that the system clocks of all the involved BSs and TMs are precisely synchronized. Here, we treat a BS as a signal source and a MT as a receiver. Once the TOA between any one source and one receiver is obtained, the distance between these two nodes can be consequently determined by multiplying the TOA by the known propagation speed. In most practical applications, GPS is widely used to provide the TOA information, which is named as the GPS-TOA positioning technology. It is usually assumed that the positions of all the relevant BSs are known and the TOA information is noise-free. In addition, at least three BSs are needed in a GPS system and they are required to operate in a collaborative manner so as to achieve the triangulation in 2D case [19].

The DOA method originates from classical radio direction finding techniques [33]. Generally, an antenna array is needed for the estimation of DOA and a certain signal processing algorithm should be employed at the relevant BSs. Aiming at positioning a MT, two or more BSs are required to send the detection signals and receive the corresponding reflected signals via their antenna arrays so as to provide the DOA information related to this MT. The MT’s position in two-dimensional (2D) plane is then estimated by determining the intersection of the signal paths. However, the DOA estimation is not so easy, because neither the number of signals simultaneously impinging on an antenna array nor their corresponding directions are known in advance. What is more, those received signals are always disturbed by noise. Therefore, sufficient antenna arrays are needed to improve the estimation accuracy. Usually, the number of antenna arrays in use should be larger than the number of received signals.

Both TOA and DOA estimation techniques require that the receivers should be able to accurately estimate the bearings or arrival times of the signals impinging on antenna array. The accuracy highly depends on the propagation conditions of the wireless channels. If the line-of-sight (LOS) path between BS and MT exists, high positioning accuracy can be achieved. However, this estimation will be heavily distorted by both additive environmental noises and multipath signals resulting from reflection or diffraction between the BSs and MT [33]. Therefore, a joint estimation based on both TOA and DOA has been developed to deal with the aforementioned problem. This joint estimation is known as hybrid TOA/DOA estimation, which can enhance the positioning precision [34]. The hybrid TOA/DOA estimation only needs a single BS and can offer many advantages over multiple-BS ones. Specially, it does not require time synchronization between MTs and BSs and does not require any additional information about the environment, so it can significantly reduce the additional network overhead [19, 33, 35]. The basic concept of the hybrid TOA/DOA estimation is given in Figure 1. By assuming that the MT is in LOS with the BS, the hybrid TOA/DOA estimation determines the MT position via a geometric relationship between this MT and the BS as illustrated in Figure 1 (in Figure 1, the parameter \( c \) denotes the signal speed, which is identical to the light speed; the parameter \( r \) denotes the time lag when the wireless signal travels from the BS to the MT; and the parameter \( \theta \) is used to represent the signal direction in the given X-O-Y coordination system.).

2.3. Bayesian Compressive Sensing. The basic Bayesian compressive sensing (BCS) technique has been proposed based on the machine learning theory [36–38]. And it provides an efficient compressive sensing framework which employs Bayesian inference formalism for estimating underlying signals. Based on BCS, one needs not directly measure the information on all the dimensions of the signals of interest, but rather a smaller number of dimensions. Since BCS takes
into account a certain additive noise in compressive sensing measurements and incorporates the ability of machine learning, it can provide a reliable estimation of the noise variance. Some BCS-based solutions for estimating the multidimensional data of interest have many appealing features such as the high computational efficiency, the accuracy, and the robustness to environmental noises. Additionally, BCS has been widely adopted in many other research fields such as medical image processing, microwave imaging, and signal array synthesis.

2.4. Problem Description. The problem to be solved is estimating the position of a vehicle when it passes a certain section of the road in dense urban where GPS signals are poor or not available. Figure 2 shows the situation our work mainly focuses on: one RSU is assumed to be equipped with an antenna array and deployed at the roadside. It can receive those signals that are periodically broadcasted from vehicular OBUs. Under this condition, we would like to estimate the vehicle position. Additionally, we assume that the position of the RSU is precisely known in advance, and we also set up a specific global coordination system whose x- and y-axes are, respectively, parallel and orthogonal to the road. Without loss of generality, we consider that the RSU and the OBU are at the same 2-dimensional plane, so that the propagation path of DSRC packets between RSU and OBU is always LOS in our concern.

3. Mathematical Formulation

3.1. Hybrid TOA/DOA Data Model. We assume that a set of \( K \) DSRC signals transmitted from the vehicle to the RSU is in line-of-sight (LOS), arriving from unknown bearings \( \theta_1, \theta_2, \ldots, \theta_K \) on a linear array. The uniform linear array, mounted on the RSU for receiving the DSRC signals, is composed of \( M \) antennas arranged along x-axis with uniform interelement spacing \( d \) (see Figure 1) and each element of the antenna array is isotropic pattern. \( K \) signals are supposed to be narrow-band and characterized by the same frequency content. Accordingly, the vehicle position can be determined by computing a simple geometrical relationship (see Figure 3). And the geometrical relationship can be estimated by using the TOA and DOA of the incoming DSRC signals. The model of impinging signals on \( M \)-element antenna array can be expressed as [39]

\[
\mathbf{h}(t) = A(\theta) s(t - \tau) + g(t), \quad t = 1, 2, \ldots, N, \tag{1}
\]

where \( \mathbf{h}(t) = [h_1(t), h_2(t), \ldots, h_M(t)]^T \in \mathbb{C}^{M \times 1} \) is the noisy data vector received at array and \( T \) denotes the transpose operator, \( A(\theta) = [a(\theta_1), a(\theta_2), \ldots, a(\theta_K)] \in \mathbb{C}^{M \times K} \) is the matrix of transfer vectors, \( a(\theta_k) = [1, e^{-2\pi df \cos \theta_k / \lambda}, \ldots, e^{-2\pi df(M-1) \cos \theta_k / \lambda}]^T \in \mathbb{C}^{M \times 1} \) is a so-called transfer vector between the \( k \)-th signal and the received signals vector \( \mathbf{h}(t) \), \( d \) is the distance between each adjacent element of the antenna array, \( \lambda \) is the wavelength of DSRC signals, \( s(t - \tau) \in \mathbb{C}^{M \times 1} \) is the vector of signals amplitudes, \( \tau \) is the time delay (TOA) of the received signals transmitted from the vehicle to the RSU, \( g(t) \in \mathbb{C}^{M \times 1} \) is an additive noise vector with zero mean and \( \sigma^2 \) variance, and \( N \) is the number of snapshots.

3.2. Multitask Bayesian Compressive Sensing-Based DOA Estimation. The signals impinging on the antenna array are intrinsically sparse in the three-dimensional space. In order to apply the Bayesian compressive sensing (BCS) approach, the visible angular is discretized into \( W \gg K \) samples (see Figure 2), such that \( \mathbf{A}(\tilde{\theta}) \in \mathbb{C}^{M \times W} \) in (1). If \( W \) is large enough, we consider it is a true proposition that the DOA of the incoming signals belongs to the set of the \( W \) bearings \( \tilde{\theta}_w, \omega = 1, 2, \ldots, W \). So, the estimation problem turns out to be that of recovering the sparse signal vector \( \tilde{s} \in \mathbb{C}^{W \times 1} \) coincided with the \( W \)-sample of the angle scope, \( [\tilde{\theta}_1, \tilde{\theta}_2, \ldots, \tilde{\theta}_W] \) (if \( \tilde{\theta}_w = \theta_k \), the corresponding element in \( \tilde{s} \) is nonzero).

To deal with complex data using multitask Bayesian compressive sensing (MT-BCS) method, (1) is rewritten as follows:

\[
\begin{align*}
&\mathcal{R} \{ \mathbf{h}(t) \} = \left[ \mathcal{R} \left\{ \mathbf{A}(\tilde{\theta}) \right\}, -\mathcal{J} \left\{ \mathbf{A}(\tilde{\theta}) \right\}, \mathcal{R} \left\{ \mathbf{A}(\tilde{\theta}) \right\} \right] \times \\
&\mathcal{J} \{ \tilde{s}(t - \tau) \} + \mathcal{J} \{ g(t) \},
\end{align*}
\]

(2)
where $\mathcal{R}\{\cdot\}$ and $\mathcal{J}\{\cdot\}$ are the real and imaginary parts, respectively. The sparse signal vector $\tilde{s}$ is given by [8]

$$
\tilde{s}_{\text{MT-BCS}} = \frac{1}{N} \sum_{t=1}^{N} \left\{ \arg \max_{\Gamma} \{ \log \mathcal{P}(\tilde{s}(t-\tau), \Gamma | h(t)) \} \right\},
$$

(3)

where $\tilde{s}(t-\tau)$, with $t = 1, 2, \ldots, N$, are of some level of similarity, because $\tilde{s}$ at the different snapshots are highly statistical correlation [8, 40]. As mentioned before, $h(t)$ is the noisy data vector received at array and $N$ is the number of snapshots. $\mathcal{P}(\cdot)$ is a probability function. $\tilde{s}_{\text{MT-BCS}}$ represents the amplitude of received signals estimated by MT-BCS.

According to [38], we constructed the following equation to determine the optimal value denoted as $\Gamma_{\text{MT-BCS}}$ that makes the $\ell(\Gamma)$ in (5) attain its maximum:

$$
\Gamma_{\text{MT-BCS}} = \arg\max_{\Gamma} \{ \ell_{\text{MT-BCS}}(\Gamma) \},
$$

(4)

where $\ell_{\text{MT-BCS}}(\Gamma)$ is the logarithm of the optimal value $\Gamma$ and it is computed through RVM given by [41]

$$
\ell(\Gamma) = -\frac{1}{2} \sum_{i=1}^{N} \left[ \log \{ |Z| \} + (W + 2\phi_1) \log \{ h^T(t) Z h(t) + 2\phi_2 \} \right],
$$

(5)

where $Z = I + \tilde{A}(\tilde{\theta}) \Lambda(\Gamma)^{-1} \tilde{A}(\tilde{\theta})^T$ and $\phi_1, \phi_2$ are user-defined coefficients [40] and $\Lambda$ is a diagonal matrix. Subsequently, $\tilde{s}_{\text{MT-BCS}}$ in (3) has been improved as follows [8]:

$$
\tilde{s}_{\text{MT-BCS}} = \frac{1}{N} \sum_{t=1}^{N} \left\{ \left[ \tilde{A}(\tilde{\theta})^T \tilde{A}(\tilde{\theta}) + \Lambda(\Gamma_{\text{MT-BCS}})^{-1} \tilde{A}(\tilde{\theta})^T h(t) \right] ^{-1} \tilde{A}(\tilde{\theta})^T h(t) \right\},
$$

(6)

where $\tilde{A}(\tilde{\theta})$ is referred to as a project matrix in BCS. It can be expressed as follows:

$$
\tilde{A}(\tilde{\theta}) = \begin{bmatrix} \mathcal{R}\{A(\tilde{\theta})\} & -\mathcal{J}\{A(\tilde{\theta})\} \\ \mathcal{J}\{A(\tilde{\theta})\} & \mathcal{R}\{A(\tilde{\theta})\} \end{bmatrix}.
$$

(7)

4. Experiments

The objectives of this section are twofold. On the one hand, it provides guidelines for applying the MT-BCS method to location estimation based on hybrid TOA/DOA. On the other hand, it accesses the method’s effectiveness in both improving location accuracy and robustness. As for the MT-BCS, the user-defined parameters $\phi_1, \phi_2$ are assigned as in [38].

4.1. Hybrid TOA/DOA Location Procedure. In a time synchronized network, the TOA estimator $\tilde{\tau}$ is determined by the time delays from targets to RSUs. In this paper, we consider the time estimation deviation $\Delta \tau = \tau - \tilde{\tau}$ according to norm distribution, and its standard deviation $\sigma_{\text{TOA}}$ satisfies the condition $\sigma_{\text{TOA}} = 0.01 \text{ km}$ [23] and the DOA estimator $\tilde{\theta}$ is estimated through MT-BCS.

Indeed, in the DOA estimation procedure, thanks to the sparse feature, the estimated number $\tilde{K}$ of incoming signals in three-dimensional space can be confirmed simply by counting nonzero elements of the reconstruction vector $\tilde{s}(t-\tau)$. Nevertheless, in $\tilde{s}(t-\tau)$, many elements are close but not equal to zero that is generated by noise, which is not corresponding to any true signals. In particular, the true signals correspond to a few of the biggest elements with a great probability. So, an energy threshold has been identified to improve the credibility of the DOA estimation. According to energy content, the condition $\sigma_{\text{TOA}} = 0.01 \text{ km}$ [23] and the DOA estimator $\tilde{\theta}$ is estimated through MT-BCS.

$$
\sum_{i=1}^{\tilde{K}} \alpha_i^2 < \eta \cdot \sum_{i=1}^{W} \alpha_i^2.
$$

(8)

And the estimated DOAs, $\tilde{\theta}_i$, $i = 1, \ldots, \tilde{K}$, are shown in Procedure 1.

Afterwards, we define the actual targets position $\Phi_i := (x_i, y_i)$, the RSU position $\Phi_0 := (x_0, y_0)$, and the estimated targets position $\hat{\Phi}_i := (\hat{x}_i, \hat{y}_i)$ which are yield in the estimated TOA and DOA values $\tilde{\tau}$ and $\tilde{\theta}$ as

$$
(\hat{x}_i, \hat{y}_i) : \begin{cases} 
\hat{x}_i = x_0 + c \tilde{\tau} \cos \tilde{\theta} \\
\hat{y}_i = y_0 + c \tilde{\tau} \sin \tilde{\theta}.
\end{cases}
$$

(9)

4.2. Energy Threshold Analysis. In order to determine the optimal energy threshold $\eta^{opt}$, the following benchmark test case has been considered as Table 1.

The minimum angular distance between DOAs of two adjacent incoming signals has been identified as $\Delta \theta_{\text{min}} = 1^\circ$, while the angular scope has been uniformly discretized into
Table 1: Parameters setting.

| Parameters                        | Value                        |
|-----------------------------------|------------------------------|
| Center frequency                  | 5.890 GHz                    |
| Modulation modes                  | BPSK                         |
| Angles scope (θ_0)                | [0°, 180°]                   |
| Bandwidth (W_b)                   | 10 MHz                       |
| RSU’s antenna array               |                              |
| Frequency range                   | 5.850–5.925 GHz              |
| Radiation pattern                 | Isotropic                    |
| Element spacing (d)               | λ/2                          |

Table 2: \( \eta^{opt} \) in different SNRs (\( M = 10, N = 10, K = 4 \)).

| SNR [dB] | 2   | 5   | 10  | 15  | 20  |
|----------|-----|-----|-----|-----|-----|
| \( \eta^{opt} \) | 0.8963 | 0.9115 | 0.9541 | 0.9814 | 0.9941 |

\( W = 181 \) samples (Figure 4). The signal-to-noise ratio (SNR) of measured data is defined as the following equation:

\[
\text{SNR} = 10 \log \left( \frac{\| h^{\text{Noisy less}} (t) \|_2^2}{M \sigma^2} \right),
\]

where \( h^{\text{Noisy less}} (t) \) is the noise-free signals received at RSU and \( \| \cdot \|_2 \) is a \( L_2 \) norm operator. Since the DOAs are randomly chosen, different scenarios \( Q = 250 \) have been considered for the condition that \( M = 10, N = 10, K = 4 \), and SNR \( \in \{0:5:20\} \) to give a consistency statistics validation. The value scopes of \( \eta \) are defined as \( \{0, 0.0001, 1\} \). The reason why the snapshot \( N \) is set to ten times is that the processing time of that values is about 100 ms, which may achieve a higher positioning frequency than 10 Hz for real-time vehicular positioning [42].

In MT-BCS-based estimation, the optimal threshold has been identified by the values \( \bar{\eta}^{\text{opt}} \) (Algorithm 1) that minimize the modified median relative error (MRE). The values of MRE averaged over \( Q \) simulations for each scenario at hand have been assumed as a reliable indicator to find the optimal value of \( \bar{\eta}^{\text{opt}} \), which occurs at the minimum values of MRE. The optimal value of \( \bar{\eta}^{\text{opt}} \) in different SNRs conditions is presented in Table 2. More specifically, the MRE has been computed without any prior knowledge on the number of incident signals, \( K \). The reports of Table 2 show that the first \( K \) signals tend to have higher strength when the SNRs increase, because the selected optimal thresholds \( \bar{\eta}^{\text{opt}} \) in high SNR conditions are higher than those in low SNR conditions. Consider the following:

\[
\begin{align*}
\text{MRE} & = \frac{1}{Q} \sum_{q=1}^{Q} \left| \frac{\sum_{v=1}^{M} \delta v - K}{K} \right|, \\
P_K & = \frac{1}{Q} \sum_{q=1}^{Q} P^{(Q)}_{K} \left( \eta^{\text{opt}} \mid (M, N, SNR, K) \right),
\end{align*}
\]

where

\[
P_K = \begin{cases} 
1, & \text{if } K = Q, \\
0, & \text{otherwise,} 
\end{cases}
\]

(11)

(12)

To draw more general outcomes on the behavior of the proposed method, further experiments have been carried out varying the element number of the array, \( M \), the snapshot number, \( N \), and the SNR. The values of \( P_K \) are averaged over \( Q = 250 \) simulations for each scenario. Similarly to the MRE behavior, the \( P_K \) improves when the element number of the array, \( M \), the snapshot number, \( N \), and the value of SNRs increase. With reference to the representative test case with \( K = 2, M \in \{5 : 5 : 25\}, N \in \{10 : 10 : 100\} \), and SNR \( \in \{0 : 5 : 20\} \) (Figure 5), Figure 5(a) shows that, as expected, increasing the element number of the array, \( M \), and the snapshot number, \( N \), drastically improves the estimation performance of the number of incident signals. Similar conclusions hold true for the analyses whose results are shown in Figures 5(b)-5(c). Such simulation results effectively state a key feature of the MT-BCS method, that is, its high reliability also when no prior information on the scenario is available.

4.3. Performance Analyzing

4.3.1. Hybrid TOA/DOA MT-BCS-Based Location Method. Hybrid TOA/DOA MT-BCS-based location method has been used in ten consecutive time instant (snapshots). Thanks to the high statistic correlation intermultiple snapshots [8], the bulk of added noise could be eliminated through multimeasurement on incoming signals. Figure 6 shows the MT-BCS-based DOAs estimation under the situation that each scenario does not have any prior knowledge of signal numbers \( K \). The value of \( \eta^{\text{opt}} \) is referred to Table 2, while the corresponding experiments results of the MSE values are given in Table 3. For illustrative purposes, the blue symbols “+” and the red dots indicate the actual DOAs and those estimated after optimal energy filtering, respectively. As expected, the estimation accuracy is inversely to \( K/M \) and is lowered on the condition that the adjacent bearings in
space are too similar or too close to x-axis (see Figure 6). On the other side, the estimation is accurate in the directions of signals far from x-axis. As the ratio \( K/M \) is near one to one, the MSE is too large to get vehicular positions.

As it is shown in Table 4, dealing with vehicles number \( K = 4 \), the optimal energy threshold is more robust for either a high similar or a high discriminated DOAs’ collection (see Figure 7). Consider the following:

\[
\hat{\theta}_j^{(q)} = \arg \left\{ \min_{\theta_k \in [1,K]} \left| \theta_k - \theta_j^{(q)} \right| \right\},
\]

RMSE\(^{(q)}\) = \[
\begin{cases} 
\sqrt{\sum_{k=1}^{K} \left( \theta_k - \hat{\theta}_j^{(q)} \right)^2} & \text{if } \hat{K}^{(q)} \leq K, \\
\sqrt{\sum_{k=1}^{K} \left( \theta_k - \hat{\theta}_j^{(q)} \right)^2 + \sum_{j=K+1}^{\hat{K}^{(q)}} \left( \theta_j^{(q)} - \hat{\theta}_j^{(q)} \right)^2} & \text{if } \hat{K}^{(q)} > K
\end{cases}
\]

\[
\text{RMSE} = \frac{1}{Q} \sum_{q=1}^{Q} \text{RMSE}^{(q)}.
\]

The root mean square error in each scenario, RMSE\(^{(q)}\), is being an indicator of the reliability of the method predicting the \( q \)th scenario. This latter considers both the errors in estimating the number of incident signals, \( \hat{K}^{(q)} \), and the responding DOAs \( \theta_k^{(q)} \), \( k = 1, \ldots, \hat{K}^{(q)} \). It is defined in (14), where \( \theta_k \) and \( \theta_k^{(q)} \) are the \( k \)th actual and the closest estimated DOAs (the values of \( \theta_k \) and \( \theta_k^{(q)} \) minimize the values of \( |\theta_k - \hat{\theta}_j^{(q)}| \) among the \( \hat{K}^{(q)} \) estimates), while \( \Delta \theta_{\text{max}} \) is a penalty term equal to the maximum admissible localization error (\( \Delta \theta_{\text{max}} = 180^\circ \)) and used only the situation that the estimated number of incident signals is smaller than the actual signals. \( \theta_j^{(q)} \) defined in (13) is applied when the estimated number of incident signals is bigger than the actual one.

The numerical analysis is concerned with a comparative assessment of MT-BCS and state-of-the-art approaches such as Root-MUSIC [25] and ESPRIT [13]. Figure 8 plots the RMSE (15) averaged over \( Q = 250 \) simulations for each scenario without any prior knowledge of \( K \) and yielded by the MT-BCS, and the two reference methods as a function of SNR varied from 0 to 20 (step in this case is 5). Because there is a penalty term \( \Delta \theta_{\text{max}} \) in (14), the simulation results do not achieve a better performance when the SNR increases. Moreover, the MT-BCS performs better than Root-MUSIC and ESPRIT under the same SNR condition.

Hybrid vehicular location method has been tested in an urban intersection, wherein the street width is 40 m, and the RSU is located at the center \([0,0]\) of the \([-100,100] \times [-100,100] \) positioning coverage region. Considering a line-of-sight (LOS) environment, the antenna array mounted on RSU should be at the same horizontal with the antenna mounted on vehicles.

### 4.3.2. Cramer-Rao Bounds for Hybrid TOA/DOA-Based Location Estimation

By denoting the location estimator \( \hat{\Phi}_t := (\hat{x}_t, \hat{y}_t) \) of targets (vehicles), the result location RMSE is

\[
\text{RMSE} = \sqrt{E \left\{ \left\| \hat{\Phi}_t - \Phi_t \right\|^2 \right\}} = \sqrt{E \left\{ (\hat{x}_t - x_t)^2 + (\hat{y}_t - y_t)^2 \right\}}.
\]

**Algorithm 1: Find \( \hat{\eta}^{\text{opt}} \) in different variables \( M, N, \text{SNR} \).**

```
Input \( \tilde{A}(\tilde{\theta}) \), \( M = 10, N = 10 \), SNR = \{2, 5, 10, 15, 20\}, \( K = 4 \).
Output: \( \hat{\eta}^{\text{opt}} \) MT-BCS.
Get initial \( h(t) \)
for \( q = q_{\text{begin}} \) to \( Q \) do
    \( q_{\text{begin}} = 1 \)
    \( \hat{\eta}_{\text{MT-BCS}}^{(q)} = f_{\text{MT-BCS}}(\tilde{A}(\tilde{\theta}), h(t)) \)
    Listed the elements of \( \hat{\eta}_{\text{MT-BCS}}^{(q)} \) in descending order as \( \{\alpha_i\} \)
for \( ts = ts_{\text{begin}} \) to \( TS \) do
    \( \hat{K} = 1 \)
    \( ts_{\text{begin}} = 0.0001 \)
    while \( \left( \sum_{i=1}^{K} \alpha_i^2 < ts \cdot \sum_{i=0}^{w} \alpha_i^2 \right) \) do
        \( \hat{K}++ \)
        break
    return \( \hat{K}(q_{\text{begin}}) \ | \ (ts_{\text{begin}}, M, N, \text{SNR}, K) \)
end for
return \( \hat{K}(q_{\text{begin}}) \ | \ (ts, M, N, \text{SNR}, K), ts = 0.0001, \ldots, TS \)
q_{\text{begin}}++
end for
return \( \hat{K}(q) \ | \ (ts, M, N, \text{SNR}, K), ts = 0.0001, \ldots, TS, q = 1, \ldots, Q \)
\( \hat{\eta}^{\text{opt}} \ | \ (M, N, \text{SNR}, K) = \arg \min_{\{\min_q \text{MRE} \ | \ (ts, M, N, \text{SNR}, K)\}} \), \( ts = 0.0001, \ldots, TS, q = 1, \ldots, Q \)
```
Thus, its lower bound $\text{RMSE}_{\phi_{\text{min}}}$ is given by [39]

$$\text{RMSE}_{\phi_{\text{min}}} = \sqrt{c^2 \tau^2 \text{CRB}_\theta + c^2 \text{CRB}_\tau},$$

where $\text{CRB}_\tau$ and $\text{CRB}_\theta$ are

$$\text{CRB}_\tau = \frac{1}{2M\nu W_B^2},$$

$$\text{CRB}_\theta = \frac{3\lambda^2}{4\pi^2 d^2 \sin^2 \theta (M-1) M (2M-1)},$$

$\nu$ denotes SNR (10). Apparently, RMSE$_{\phi_{\text{min}}}$ is dominantly dependent on the signal bandwidth $W_B$ and array configuration parameters. Figure 9 depicts the minimum RMSE of location estimates by the hybrid TOD/DOA-based approaches. The white dot at $\Phi_0 := (0,0)$ in Figure 9 denotes the position where RSU located.

Obviously, the position estimation error is closely related to the vehicular position. The estimated RMSE worsens when the DOAs at RSU are close to 0 or $\pi$. When the vehicles are within the region close to $\pi/2$, the DOA estimation performance is better when the vehicles are from far to near (smaller $c\tau$). The cumulative distribution functions (CDFs) of the location error relevant to the TOA/DOA in orthogonal directions are plotted and compared in Figure 10. As expected, the vehicles moved in the bearing of $y$-axis ($\pi/2$); the estimation based on hybrid TOA/DOA gives greater location accuracy.

4.3.3. Simulation for Real-Time Vehicular Positioning. We additionally simulate two cars moving along the vertical road shown in Figure 8 and use those three methods to estimate the cars’ real-time position. The speeds of both cars are fixed at 60 km/h and their travel distance is set to be 160 meters. Then we calculate the absolute position error (it is worth pointing out here that the absolute position error can be computed by using (16)) between the actual position data and the estimated outcomes obtained by our proposed method (marked as MT-BCS) and by the other two methods (marked as Root-MUSIC and ESPRIT). These results are illustrated in Figures 11(a) and 11(b). According to these results, it can be seen that the absolute position errors related to both cars stochastically fluctuate. It is because there exists a certain simulated noise in the estimation. In the simulation, we assume that the
distances between the cars and the RSU are contaminated with the Gaussian white noise during the process of different estimations. The standard deviation of the simulated noise is set to be 10 meters. On the other hand, our proposed method can achieve a lower absolute position error for both cars on average when compared to the other two methods. These results strengthen the advantage of our proposed method.

5. Conclusions

In this paper, we propose a new vehicular location method based on hybrid TOA/DOA estimation. Beginning with a hybrid data model and a MT-BCS estimation method, this work analyzes the amplitudes of received signals in three-dimensional spaces at antenna array based on Bayesian
compressive sensing algorithm, so as to estimate DOA information. By computing a simple geometrical relationship between the vehicles and the RSU, vehicular locations can be determined via combining both TOA and DOA estimators provided by the RSU. Cramer-Rao bound of vehicular location measurement has been analyzed, and the performance of the aforementioned position estimation method is illustrated through extensive experiments. The simulation results show several good features of the proposed method, which include (1) an accurate and reliable target detection rate and DOA estimation without any prior knowledge on the number of incoming signals in three-dimensional space, (2) a robust and accurate estimation on multisnapshots observation in different SNR conditions, and (3) low time complexity without computing the correlation matrix and its eigendecomposition. In addition, the comparative simulation also demonstrates that our proposed method outperforms the two traditional approaches Root-MUSIC and ESPRIT.
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Figure 8: Multiple snapshots DOA estimation ($M = 10; N = 10; d = \lambda/2; K = 2$) plots of RMSE when SNR $\in \{0 : 5 : 20\}$.

Figure 9: RMSE of hybrid TOA/DOA-based location estimation.

Figure 10: CDF of the location error (CRB for TOA/DOA one-single RSU).
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