A statistical–dynamical downscaling methodology for the urban heat island applied to the EURO-CORDEX ensemble
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Abstract
Regional Climate Models (RCMs) are the primary climate information available to public stakeholders and city-planners to support local adaptation policies. However, with resolution in the order of ten kilometres, RCMs do not explicitly represent cities and their influence on local climate (e.g. Urban Heat Island; UHI). Downscaling methods are required to bridge the gap between RCMs and city scale. A statistical–dynamical downscaling methodology is developed to quantify the UHI of the city of Paris (France), based on a Local Weather Types (LWTs) classification combined with short-term high-resolution (1-km) urban climate simulations. The daily near-surface temperature amplitude, specific humidity, precipitation, wind speed and direction simulated by the RCMs are used for the LWTs attribution. The LWTs time series is associated to randomly selected days simulated with the mesoscale atmospheric model Meso-NH coupled to the urban canopy model Town Energy Balance to calculate the UHI corresponding to the successive LWTs. The downscaling methodology is applied to the EURO-CORDEX ensemble driven by the ERA-Interim reanalysis, and evaluated for the 2000–2008 period against station observations and a 2.5-km reanalysis. The short-term dynamical simulations slightly underestimate and overestimate near-surface minimum and maximum air temperature respectively, but capture the UHI intensity with biases in the order of a tenth of a degree. RCMs show significant differences in the variables used for the LWTs attribution, but the seasonal LWT frequencies are captured. Consequently, the reconstructed temperature fields maintain the small biases of the Meso-NH simulations and the statistical–dynamical downscaling greatly improves the UHI compared to the raw data of RCMs.
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1 Introduction
Anthropogenic global warming (Stocker et al. 2013) is expected to cause regional climate changes (Christensen 2013), which will have in turn, several local impacts (e.g. on the urban environment; Wilby 2007). Urban areas are already the most densely populated and economically active places in the world and are expected to grow further in the future (UN DESA 2019). Moreover, due to their specific characteristics (e.g. artificialisation of surfaces) and the activities they host, they are already subject to specific hazards (e.g. air pollution; Duh et al. 2008; Landrigan et al., 2018; Salmond et al. 2018, heat waves and thermal stress; Kovats and Hajat 2008; Gosling et al. 2009; Dousset et al. 2011, and floods; Hammond et al. 2015; Mignot et al. 2019). Consequently, decision makers and stakeholders need information in order to be able to think the city of tomorrow and to develop the necessary adaptations to future changes (Revi et al. 2014; IPCC 2018). As a response, scientists conduct impact studies focused on the regional or local scale in many different fields such as air pollution (Künzli et al. 2000; Vautard et al. 2003), energy consumption (Santamouris et al. 2001; Ewing and Rong 2008; Kolokotroni et al. 2012), thermal comfort and heat stress (Patz et al. 2005; Lemonsu et al. 2013, 2014, 2015; Lauwaet et al. 2020; Viguié et al. 2020), urban ecology (Muratet et al. 2007; Hope et al 2008; Buyantuyev and Wu 2009; Wu 2014) or hydrology (Foster et al 1994; Mitchell et al 2001; Berne et al. 2004; Barles 2007; Fletcher et al. 2013). Impact models are driven by climate information either coming from Earth System Models (ESMs) or Regional Climate Models (RCMs). The RCMs horizontal spatial resolution is in the order of the
ten of kilometres which enables them to directly provide climatic forcings for some impact studies (e.g. air quality; Hogref et al. 2004; Leung 2005; Menut et al. 2013, heatwaves; Vautard et al. 2013, hydrology; Graham et al. 2007, energy production; Tobin et al. 2015; Gutiérrez et al. 2020). However, urban related studies present two main challenges. The size of the urban areas and the high heterogeneity of urban surfaces require a fine spatial resolution and a detailed representation of land covers and their physical properties. In addition, climatic conditions, especially air temperature in the atmospheric boundary layer, are locally modified by the presence of the city (i.e. the Urban Heat Island, UHI; Oke 1973; Arnfield 2003). In most cases, the spatial resolution and surface parameterisations of RCMs are not sufficient and adapted to represent those high resolution processes and feedbacks, and therefore the RCM results need to be downscaled (Rummukainen 2010). In order to derive higher spatial resolution information from RCMs, two types of downscaling exist, each with advantages and disadvantages: Statistical and Dynamical Downscaling (SD and DD, respectively; Wilby and Wigley 1997). SD approaches link large scale meteorological variables (i.e. predictors) with local ones (predictands) to find statistical relationships. These relationships are then applied to the same resolution of RCM output in which they were calibrated to obtain higher resolution meteorological variables. SD is computationally cheap as it does not require additional numerical simulations, but it can make strong assumptions regarding the universal validity of the statistical relationships and especially their stationarity in future climate conditions. On the other hand, DD approaches use the outputs from lower resolution climate models to drive finer resolution models. They assume no statistical relationships and provide physical consistency of the results, however, the finer the resolution is, the more computationally expensive the DD approaches become. These studies are often limited to a single GCM or RCM ensemble member and a single emission scenario, as well as reduced time slices that might call into question the reliability of resulting impact analysis. Statistical–dynamical downscaling methodologies (SDD; Frey-Buness et al. 1995; Boé et al. 2006) have been developed to combine the advantages of both approaches. For the SDD of the UHI, weather typing approaches have been developed with the aim to add the high-resolution UHI field to coarse resolution RCM results. The postulate that supports this approach is that the UHI phenomena is highly dependent on meteorological conditions, varying in intensity according to wind speed and cloudiness conditions, and in spatial structure according to regional flow. Using large-scale or local meteorological variables they determine specific weather situations associated with a particular response of the urban climate to the local meteorological conditions. The UHI effect is then explicitly represented by conducting high-resolution urban climate simulations, whose results are combined with the RCM output.

Duchêne et al. (2020) developed an analogs’ based SDD methodology to reconstruct Brussels’ (Belgium) UHI in regional climate projections using the ALARO model at 4-km resolution coupled with the state-of-the-art 3D Urban Canopy Model (UCM) Town Energy Balance (TEB; Masson 2000). Their approach relies on a 4-years continuous simulation of the city’s UHI whose duration necessarily constraints the spatial resolution that can be achieved. By statistical analogy, they link each day of a given regional climate projection according to its daily atmospheric variables with the most similar day of the 4-years high-resolution urban simulation. The RCM fields are then corrected by integrating the UHI signature of the city of the day considered. Hoffmann et al. (2018) reconstructed Hamburg’s (Germany) UHI in future climate projections by combining a weather pattern classification and 1-km resolution urban climate simulations with the mesoscale model METRAS. Compared to the previous method, they free themselves from the resolution limitations related to the computation time since they only simulate selected meteorological situations discriminating the UHI’s intensity and spatial pattern. However, METRAS does not include an UCM. Instead, the specifics of the urban surfaces are taken into account by the modification of the surface parameters related to radiative, energy, and water exchanges.

The method presented here follows a weather typing approach similar to that of Hoffmann et al. (2018) rather than the analogue approach of Duchêne et al. (2020) with two main improvements: (1) the high resolution urban climate simulations are done for a limited number of days that are representative of the weather types, and not in a continuous way, thus limiting the computational cost; (2) these urban climate simulations are performed with the same UCM TEB used by Duchêne et al. (2020) but with a higher horizontal resolution of 1 km and a more sophisticated version of the model including in-canyon urban vegetation (Lemonsu et al. 2012) and a building energy model (Bueno et al. 2012; Pigeon et al. 2014).

The present study describes the SDD method which consists in processing time series of meteorological variables simulated by RCMs and representative of the meteorological conditions in the rural areas surrounding the city (Fig. 1a). Local day-to-day weather types discriminating the UHI’s intensity and spatial pattern are determined based on the RCM output (Fig. 1b). High resolution urban climate simulations for these weather types are performed using a mesoscale atmospheric model and the results are combined with the rural background RCM data to obtain a climatological time series of high-resolution temperature maps (Fig. 1c). For the weather types classification, a database developed by Hidalgo et al. (2018)
for 51 French cities and a set of high resolution urban simulations already performed and presented in detail by Schoetter et al. (2020) and Gardes et al. (2020) are available. The method is here applied and evaluated for the city of Paris (France) with the aim of correcting daily temperature values from RCM projections for the urban influence on air temperature and for producing daytime and nighttime UHI diagnostics. The SDD methodology aims to bring high resolution information in climate projections to addresses UHI issues and their impacts. Accordingly, it is used to the spatial downscaling of air temperature and related variables (humidity and atmospheric radiation), but is not suitable for the reconstruction of the city’s effect on wind speed, precipitation, and other indicators that are not strongly related to air temperature.

The aim of the study is to evaluate the capacity of the SDD methodology to reconstruct the seasonality of UHIs both in terms of intensities and spatial extent. The weather type climatology, the high resolution urban climate simulations, and the SDD methodology are presented in Sect. 2. Then, the different steps of the approach are evaluated in Sect. 3. The final results are presented in Sect. 4 and completed by a discussion on the possible limitations of the approach.

2 Data and method

This section presents the successive steps of the SDD methodology and the different databases it relies on.

2.1 Local weather type climatology

Weather type classifications used for statistical downscaling are developed to link large scale predictors such as atmospheric circulation regimes with local scale predictands (Cassou et al. 2005). For the present case study over the Paris region, we use the existing Local Weather Types (LWTs) classification developed by Hidalgo and Jougla (2018) for 51 French cities, because it meets the specific needs of urban climate studies. Unlike traditional classifications related to the synoptic-scale meteorological situation (Philipp et al. 2010; Beck and Philipp 2010), the LWTs are related to the different states of the planetary boundary layer in the rural areas adjacent to the city and are attributed based on near-surface meteorological variables (Hidalgo and Jougla 2018). Applied in the vicinity of cities, the LWTs make it possible to link the evolution...
of meteorological situations to the day-to-day variability of the UHI phenomenon.

Based on the previous work of Hidalgo et al. (2014), Hidalgo and Jougla (2018) developed a statistical methodology to produce a LWTs classification. They used the “Partition Around Medoids” clustering algorithm (PAM; Kaufman and Rousseeuw, 1990) in combination with Gower’s distance (Gower 1971) as a measure of dissimilarity for a set of five daily variables: the daily near-surface (2 m above the ground) thermal amplitude (dT) computed from the minimum and maximum air temperatures (TN and TX), specific humidity (Q), precipitation rate (RR), wind speed (FF) and direction (DD) computed from the zonal and meridional wind components (U and V). The meteorological data required for the LWTs attribution were taken from a reanalysis produced with the French numerical weather prediction model AROME (Seity et al. 2011) with a 2.5-km resolution over the 10-year period 2000–2009 (Pouponneau et al. 2017). This classification method was evaluated for Toulouse (Hidalgo and Jougla 2018), and Orléans, Paris, and Tours (Jougla et al. 2019). For each city, the meteorological variables used for the LWTs classification were taken from the AROME reanalysis for a reference rural grid point located near the city to represent the local climate but far enough to avoid urban influences.

The LWTs classification for Paris consists of 12 LWTs. Figure 2 presents the seasonal occurrence frequencies of the LWTs for the 2000–2008 period. Every LWT can be found in every season with the exception of LWT09 and 12 for winter (DJF). Seasonal predominances are found: LWT01, 02, 03, 04 and 06 in DJF, and LWT05, 07, 08, 09, 10, 11 and 12 in summer (JJA). Except for LWT08, no LWT is specific to the transition seasons, i.e. spring (MAM) or autumn (SON). These two seasons are represented by a combination of all possible LWTs. The different steps of the classification are presented in “Appendix 1” and more details on the Paris LWTs classification are given by Jougla et al (2019).

2.2 Short-term high-resolution urban climate simulations

2.2.1 Model configuration

Mesoscale atmospheric models incorporating an UCM can simulate the urban climate at horizontal resolutions as fine as 100 m × 100 m. These models not only have higher resolution than RCMs but also better represent mesoscale meteorological phenomena (e.g. an urban breeze) and near-surface processes (i.e. in the urban canopy layer). They make use of finer land cover databases with more details regarding the geometry (e.g. building height, plan area building density, aspect ratio of the street canyons) and the physical parameters (e.g. albedo, emissivity, thermal conductivity and capacity) of the city.

Schoetter et al. (2020) and Gardes et al. (2020) conducted high-resolution urban climate simulations for 42 French cities including Paris based on the LWTs approach. They used the non-hydrostatic limited-area research atmospheric model Meso-NH (Lac et al. 2018) driven by lateral boundary conditions provided by the European Centre for Medium-Range Weather Forecast (ECMWF) Integrated Forecasting System (IFS) high-resolution operational forecast analysis (ECMWF 2019). Two intermediary domains centred over the city of Paris were used to downscale the ECMWF-IFS analysis up to a horizontal resolution of 1 km (Table 1). Surface-atmosphere exchanges in Meso-NH are calculated using the SURFEX platform (Masson et al. 2013), which includes the UCM TEB (Masson 2000; Lemonsu et al. 2012; Bueno et al.
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2012; Pigeon et al. 2014). TEB is a state-of-the-art UCM which represents the complex urban geometry as an urban street canyon of infinite length (Oke 1981). More details regarding the physical parameterisations are given in Kwok et al. (2019). The present study uses the exact same model configuration as in Gardes et al. (2020) for the city of Paris over the Meso-NH model domain at 1-km horizontal resolution (Fig. 3).

Schoetter et al. (2020) simulated an ensemble of past meteorological situations representative of each LWT for each season. They found that for each combination of LWT and season, ideally 6 days should be simulated to obtain a robust average UHI pattern during these specific meteorological conditions. With 12 LWTs and 4 seasons, this would result in 288 days to be simulated. However, not all LWTs occur in each season and some LWTs occur for less than 6 days in the 10-year LWTs attribution period, which reduces the number of days to be simulated slightly. For LWTs which occur less than 6 days in one season during the 10-year attribution period, all days belonging to this combination of LWT and season are simulated. For LWTs which occur for more than 6 days during one season, the days are selected to prioritize more stationary meteorological situations (e.g. 3 consecutive days with the same LWT), since we assume that the UHI pattern for these more stationary situations is better representative of the specific influence of this LWT on the local meteorological conditions. As a result, a total of 255 days were simulated (not counting two days of spinup before each simulation).

For each day, two simulations were conducted: (1) SIMURB for which the city of Paris was represented using a detailed urban database for French cities (Schoetter et al. 2019) containing information on urban morphology (Bocher et al. 2018), building construction materials (Tornay et al. 2017), and human behaviour related to building energy consumption (Schoetter et al. 2017); and

| Domain | Extent (km) | Horizontal resolution (km) | Time step (s) | Parametrisation of deep convection | Parametrisation of shallow convection and dry thermals | Mixing length calculation |
|--------|-------------|---------------------------|--------------|----------------------------------|-----------------------------------------------------|--------------------------|
| D1     | 1600×1600   | 8                         | 20           | Kain and Fritsch (1990)          | Pergaud et al. (2009)                                | Bougeault and Lacarrère (1989) |
| D2     | 400×400     | 2                         | 20           | None                             | Pergaud et al. (2009)                                | Bougeault and Lacarrère (1989) |
| D3     | 200×200     | 1                         | 20           | None                             | Pergaud et al. (2009)                                | Bougeault and Lacarrère (1989) |

Fig. 3 Map of the city of Paris and the area studied for the SDD methodology (a). EURO-CORDEX domain (b). Comparison of the EURO-CORDEX domain resolution and the Meso-NH resolution (c)
(2) \( \text{SIM}_{\text{RUR}} \) for which the urban land cover was replaced with the predominant natural land cover in the surroundings of Paris from the ECOsystem CLImate MAP (ECOCLIMAP)-I database (Masson et al. 2003; Chameaux et al. 2005), which is “warm temperate crops”. The two simulations being otherwise identical, the difference in the meteorological fields allows to isolate the effect of the city of Paris on the local climate.

### 2.2.2 Computation of the urban influence on daily air temperature

The Meso-NH urban climate simulations are used here to derive the urban influence on air temperature, hereafter called the urban increment (Böhnenstengel 2011). While the UHI denotes the difference in air temperature between an urban and a rural location, and can be calculated based on observations or numerical model results; the urban increment is the air temperature difference between two numerical simulations at the same location, one with urbanisation and one without. The local effect of the city is calculated in the same way as what Duchêne et al. (2020) called the “urban signature”, according to:

\[
\Delta T_{\text{URB}}(x, y, z, t) = T_{\text{URB}}(x, y, z, t) - T_{\text{RUR}}(x, y, z, t)
\]

with \( T_{\text{URB}} \) and \( T_{\text{RUR}} \) the air temperature simulated with \( \text{SIM}_{\text{URB}} \) and \( \text{SIM}_{\text{RUR}} \), respectively. \( x, y, z \) the longitude, latitude, vertical height above ground level of the Meso-NH grid point, and \( t \) the time.

The high-resolution simulations not only provide information about the city’s effect on the local climate but can also be used to refine the regional and topographic effects, which are not included in \( \Delta T_{\text{URB}} \). Such regional gradients are obtained by subtracting the average background temperature from the 2D air temperature fields of \( \text{SIM}_{\text{RUR}} \):

\[
\Delta T_{\text{REG}}(x, y, z, t) = T_{\text{URB}}(x, y, z, t) - T_{\text{RUR}}(x, y, z, t)
\]

with \( T_{\text{RUR}} \) the spatial average of the horizontal temperature field (i.e. the spatial average of all grid points in \( \text{SIM}_{\text{RUR}} \) at height \( z \) and time \( t \)). The combination of the urban effect (\( \Delta T_{\text{URB}} \)) and the regional refinement (\( \Delta T_{\text{REG}} \)) yields the temperature correction (\( \Delta T_{\text{COR}} \)) that will be added to the coarse resolution RCM air temperature time series:

\[
\Delta T_{\text{COR}}(x, y, z, t) = \Delta T_{\text{URB}}(x, y, z, t) + \Delta T_{\text{REG}}(x, y, z, t)
\]

This correction (thereafter referred to as urban increment for simplicity) can be computed for any height above ground \( z \) or model output frequency available in the high-resolution urban climate simulations. Model results from \( \text{SIM}_{\text{URB}} \) are evaluated in Sect. 3.1.

### 2.3 Regional climate model ensemble

#### 2.3.1 EURO-CORDEX

The Coordinated Regional Downscaling Experiment (CORDEX; Giorgi et al. 2009) is an internationally coordinated framework initiated by the World Climate Research Program to define a common guideline regarding regional climate modelling. RCMs are either forced by General Circulation Models (GCMs) from the CMIP5 global climate projections (Taylor et al. 2012) or by the European Centre for Medium-Range Weather Forecasts Reanalysis (ECMWF ERA-Interim; Dee et al. 2011) for the RCMs evaluation.

To produce LWT time series from RCM data following the Hidalgo and Jouglé (2018) method, the average climatic conditions representative for the rural areas surrounding Paris need to be calculated. To do so, the daily variables (TN, TX, RR, Q, U, V) are extracted for grid points surrounding the city, by considering that urban areas extend on a domain of \( 3 \times 3 \) RCM grid points (Fig. 3c). The meteorological variables are then averaged over those grid points to obtain daily time series. These are used to perform a day-to-day LWT attribution (“Appendix 1”) to build a time series of LWTs for the 12 RCM evaluation experiments available (Table 2) over the EUR-11 domain (Fig. 3). RCMs cover different time periods of more than 20 years and are evaluated against a reanalysis with the AROME model for the common time period 2000–2008 (Sect. 3.2).

#### 2.3.2 Correction of RCM temperature with the urban influence on air temperature

RCM LWT time series are used to determine the urban increment to be combined with the daily temperature time series simulated by each RCM. The Meso-NH simulation results provide around six days (i.e. six dates) for every LWT and season which allows to obtain robust UHI patterns free of small-scale meteorological variability (Schoetter et al. 2020) and offers the opportunity to describe the intra-cluster variability for each LWT. For each successive day of the LWTs time series constructed from the RCM data, a Meso-NH day (date) is randomly selected from the associated LWT/season pool. The random selection is done equiprobably such as to not bias the mean for each LWT and season while providing the desired day-to-day variability. By concatenating the selected days from the Meso-NH simulations, time series of 2D 1-km temperature fields are constructed and combined with the RCM daily time series:

\[
T_{\text{SDD}}(x, y, z, t) = T_{\text{RCM}}(z, t) + \Delta T_{\text{COR}}(x, y, z, t)
\]
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with $T_{SDD}$ the downscaled temperature field combining the horizontally homogeneous rural climate simulated by the RCM ($T_{RCM}$) and the high-resolution urban increment ($\Delta T_{COR}$). Figure 4 illustrates the method for an example of TN/TX RCM time series. Based on RCM daily meteorological variables, a LWT is assigned to each day (and indicated at the bottom in Fig. 4). In accordance with the LWT and the season, a Meso-NH day is randomly selected from the pool of up to 6 days available for each season and LWT; the successive dates are listed on the right side of Fig. 4. Finally, urban increments of TN and TX corresponding to this day are added to the RCM TN and TX. The figure highlights that these 2D fields of urban increment result in different air temperature corrections for urban ($\Delta T_{COR,URB}$) and rural ($\Delta T_{COR,RUR}$) grid points. In addition, the methodology, here focused on daily temperatures, can also be extended to produce sub-daily atmospheric temperature fields, which can then be used to drive impact models (such as energy building

### Table 2: The EURO-CORDEX EUR-11 RCM evaluation ensemble used for the present study

| Institute | RCM             | Start           | End             | References                                |
|-----------|-----------------|-----------------|-----------------|-------------------------------------------|
| CNRM      | ALADIN53        | 1979-01-01      | 2008-12-31      | Colin et al. (2010)                       |
| CNRM      | ALADIN63        | 1979-01-01      | 2018-12-31      | Daniel et al. (2019)                      |
| CLMcom    | CCLM4-8-17      | 1989-01-01      | 2008-12-31      | Doms and Baldauf (2011); Doms et al. (2011) |
| CLMcom-ETH| COSMO-crCLIM-v1-1| 1979-01-01      | 2010-12-31      | Leutwyler et al. (2017)                    |
| MOHC      | HadREM3-GA7-05  | 1982-12-01      | 2012-12-01      | In preparation, see Walters et al. (2019) for HadGEM3-GC3.1 |
| DMI       | HIRHAM5         | 1989-01-01      | 2011-12-31      | Christensen et al. (2007)                 |
| KNMI      | RACMO22E        | 1979-01-01      | 2012-12-31      | van Meijgaard et al. (2008; 2012)         |
| SMHI      | RCA4            | 1980-01-01      | 2010-12-31      | Samuelsson et al. (2015)                  |
| MPI-CSC   | REMO2009        | 1989-01-01      | 2008-12-31      | Jacob et al. (2012)                       |
| GERICs    | REMO2015        | 1979-01-02      | 2012-12-31      |                                            |
| ICTP      | RegCM4-6        | 1979-01-01      | 2016-11-30      | Giorgi et al. (2012)                      |
| IPSL      | WRF381P         | 1989-01-01      | 2008-12-31      | Skamarock et al. (2005)                   |
models) at the city or neighbourhood scale. This step is presented in “Appendix 2”.

3 Evaluation

3.1 Evaluation of high-resolution urban climate simulations

The quality of the reconstructed temperature fields is directly related to the ability of the high-resolution UCM to correctly simulate UHIs in term of intensity, spatial pattern and seasonal evolution. A systematic evaluation of the 1-km horizontal resolution Meso-NH simulations (coupled to the TEB model) is done for the 255 days by comparison to 124 meteorological station observations available from the Météo-France observation network (Fig. 3). Observed TN and TX are compared station by station to the model output using the closest Meso-NH grid point. The five stations located in a 10 km × 10 km sub-domain centred on Paris are classified as urban, whereas the 119 stations located further from the centre of Paris than a box of 50 km × 50 km and in non-urban areas (according to the ECOCLIMAP-II land cover map; Faroux et al. 2013) are considered as rural. The average TN and TX are computed from urban and rural stations separately, and the corresponding UHIs (referred to as UHIN and UHIX, respectively) are computed from their difference. Quantitative evaluation is made using the mean seasonal bias (Δ), root mean squared error (RMSE), and hit-rate (HR in %) defined as:

\[
HR = \frac{1}{N} \sum_{d=1}^{N} n_d \times 100 \text{ with } n_d = \left\{ \begin{array}{ll}
1, & \text{if } |T_{M,d} - T_{O,d}| \leq \Delta T \\
0, & \text{else}
\end{array} \right.
\]

with \(d\) the index for the days and \(N\) the total number of days, \(T_M\) the modelled air temperature, \(T_O\) the observed air temperature, and \(\Delta T\) the desired accuracy threshold. It is here prescribed to 2 K for TN and TX and 1 K for the UHI. HR values range between 0 and 100%, with 0% (100%) meaning that no (every) day is in the desired accuracy range.

Table 3 lists the average seasonal scores weighted according to the 2000–2009 AROME LWT frequencies (Jougla et al. 2019) for urban and rural TN and TX, and associated UHIs. Meso-NH slightly overestimates TN, with a systematic positive bias whatever the season and the urban or rural environment. The positive bias is maximal during the winter season (\(\Delta T_{\text{N URB}} = 1.5\) K and \(\Delta T_{\text{N RUR}} = 1.4\) K in DJF) in accordance with higher rmse, lower hit-rates, and minimal in the spring season (0.5 and 0.6 K for the urban and rural environment, respectively). Due to the comparable and small \(\Delta T_{\text{N}}\) in urban and rural areas, UHIN is well simulated. Absolute bias (rmse) does not exceed 0.2 K (1.0 K). Hit-rates vary between 68 and 92% depending on the season, with lowest values in JJA and SON because the LWTs associated with the highest UHIN intensities are the most frequent in these seasons. Opposite results are found for TX. The biases are systematically negative and their absolute values are larger than for TN (\(\Delta T_{\text{X URB,ALL}} = -1.6\) K and \(\Delta T_{\text{X RUR,ALL}} = -2.3\) K). The scores vary with the season, poorer model performance is found in JJA than in DJF. Model performance also differs between urban and rural
areas. On average, TX_RUR is less well simulated than TX_URB with a bias (hit-rate) of −2.3 K (40%), compared with −1.6 K (58%) for TX_URB. These urban/rural discrepancies of the bias might be due to a shortcoming in soil moisture initialisation, as well as an insufficient number of spin-up days (2) used. This could explain why the worst simulated season is JJA. The combination of too humid soil, strong solar radiation, and developed vegetation leads to an overestimation of evapotranspiration thus leading to an underestimation of daytime air temperature especially in the rural areas. From these biases in TX results an overestimation of UHIX (ΔUHIX = 0.7 K).

In summary, the Meso-NH model coupled with TEB at 1 km horizontal resolution is able to simulate realistic UHIs in the nighttime. It slightly overestimates UHIs in the daytime, especially in JJA, but the biases remain acceptable.

### 3.2 Evaluation of EURO-CORDEX RCMs

Intrinsic errors in RCM simulations can impact the time series of downscaled temperature fields through the frequencies of LWTs that can be biased and that determine the corresponding UHI patterns. To understand the possible LWTs attribution differences between RCMs and reanalysis, the EURO-CORDEX daily variables are first compared to the corresponding AROME reanalysis variables rather than to the meteorological station observations. While Pouponneau et al. (2017) and Hidalgo and Jougla (2018) highlighted the high quality of the AROME reanalysis both in terms of the individual meteorological variable’s biases and the LWTs attribution, it is not expected to perfectly match station observations. Therefore, the RCMs evaluation presented below focuses more on the agreement between RCMs and AROME than on a general assessment of the quality of the RCMs.

#### 3.2.1 Seasonal evaluation of air temperature and precipitation

The results of the EURO-CORDEX RCMs, providing the rural background climatic conditions, are compared to the AROME reanalysis. TN, TX, the resulting daily temperature range dT, and RR are evaluated for the 2000–2008 period.

Figure 5 compares the RCM quantile distributions against those of AROME for DJF and JJA. In DJF, TN is mostly overestimated by the RCMs, except for ALADIN53 and
RACMO22E. Almost all quantiles simulated by the RCMs are within a 2 K accuracy range (grey area in Fig. 5), with the exception of the lowest quantiles. Biases are accentuated for negative temperatures, resulting in an even larger spread between RCMs. For TX, an overestimation is found for mid to high quantiles, with the exception of CCLM4-8-17 and HIRHAM5. Again, a greater ensemble spread is observed for the lowest quantiles. This time, it does not result from the exacerbation of biases but rather from the fact that some RCMs underestimate and others overestimate low values of $dT_{JJA}$. Larger biases and/or larger ensemble spread for the lower quantiles of DJF temperature can be due to the large sensitivity of DJF temperatures on differences in the regional temperature field since there is a strong west–east air temperature gradient in DJF in Europe and might also be due to the snow-albedo feedback. The biases of $dT$ are very variable because they can be the result of a compensation or an accumulation of bias in $TN_{DJF}$ and $TX_{DJF}$. Eight RCMs mostly underestimate it, two slightly overestimate it, and two strongly (outside of the 1 K range). The largest deviations are not found for the first quantiles, where the greatest spread and biases of $TN_{DJF}$ and $TX_{DJF}$ are found, but rather for the medium to high $dT_{DJF}$. The four RCMs aforementioned, for which important biases for TN and TX are found are outliers for $dT$: ALADIN53 and RACMO22E on the upper part with high $dT_{DJF}$ strongly overestimated mainly because of their underestimation of $TN_{DJF}$ and to a lesser extent CCLM4-8-17 and HIRHAM5 with lowest values of $dT$.

In JJA, TN are systematically overestimated, with the exception of ALADIN53(RCA4) lowest(highest) quantiles. The overall ensemble spread is larger than for $TN_{DJF}$ and relatively constant across the entire distribution except for the highest quantiles. Conversely to $TN_{DJF}$ where RCM biases are accentuated towards the distribution tails, for $TN_{JJA}$, some RCMs show a relatively constant bias throughout their distribution and better results for high quantiles (e.g. REMO2009 and REMO2015). For $TX_{JJA}$, a lot of variability is noted between RCMs (i.e. some overestimate the whole distribution like RegCM4-6, some others only the tails like REMO2015). Nevertheless, $TX_{JJA}$ are on average mostly overestimated, with the exception of HIRHAM5, RACMO22E, RCA4 that underestimate it on their whole distribution. The largest deviations are observed for the largest $TX_{JJA}$ values with half of the models underestimating and the other half overestimating up to 4 K (ALADIN63).

The large ensemble spread for $TX_{JJA}$ might be due to the differences in the soil moisture availability simulated by the different RCMs. As for $dT_{DJF}$, $dT_{JJA}$ is almost systematically underestimated (except for ALADIN53 on the whole distribution, and ALADIN63 and WRF381P for the largest and lowest quantiles, respectively) and these deviations are more important for larger $dT$. This might be due to the fact that the 2.5-km resolution of the reanalysis is able to capture

more extreme TN and TX than the 12-km resolution RCMs. The RCMs with the worst performance in terms of $dT_{JJA}$ relative to the AROME reanalysis are not the ones with the worst performances in terms of TN and TX (e.g. RCA4 and RegCM4-6) but rather those with large differences between their TN and TX biases (e.g. HIRHAM5).

For precipitation, $RR_{DJF}$ lower quantiles are systematically overestimated. This might be due to an overestimation of drizzle in RCMs (Piani et al. 2010; Maraun 2013). While the drizzle bias is also present in the AROME reanalysis (not shown here), the biases are smaller, which might be due to the finer resolution of the reanalysis. RCMs systematically underestimate the number of dry days (i.e. $RR < 0.1$ mm d$^{-1}$; with the exception of CCLM4-8–17 and COSMO-crCLIM-v1-1 and HadREM3-GA7-05). Every RCM overestimates rainy days ($1 < RR < 10$ mm d$^{-1}$) up to 12% for RCA4. In JJA, RCMs show a similar overestimation of lower quantiles, but with smaller biases. This is both due to an almost systematic overestimation of lower quantiles in RCMs with the exception of ALADIN63, CCLM4-8-17, COSMO-crCLIM-v1-1 and HIRHAM5) and an underestimation in AROME. The frequencies of days with more than 10 mm precipitation (which in turn would affect the Meso-NH days selected to represent the urban influence on air temperature. Even if the RCM climatologies matched the AROME reanalysis perfectly, differences in LWTs attribution on a day-to-day basis would still be expected due to the local scale meteorological variability (e.g. different wind directions or precipitating events), but on a seasonal average, the RCM LWT frequencies should be very similar to those obtained for the AROME reanalysis. These differences are objectively quantified using the Perkins et al. (2013) skill score (SSC, in %):

$$SSC = \sum_{LWT=1}^{12} \min(f_{M,LWT}, f_{R,LWT})$$

with $f$ the frequency of the LWT in the model $M$ or the reference $R$. The SSC’s theoretical range lies between 0 and 100%, with 0% meaning that the RCM only simulates LWTs that do not occur in the AROME reanalysis, and 100%
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meaning a perfect match between RCM and AROME reanalysis LWT frequencies.

Figure 6 illustrates the frequencies of every LWT for DJF and each EURO-CORDEX RCM as well as the associated SSCs. As discussed in Sect. 2.1, the only LWTs typically observed in DJF are LWT01, 02, 03, 04 and 06. This is found for all RCMs except for ALADIN53 (and RACMO22E to a lesser extent) which simulates some meteorological situations classified as LWT05, 07, 08. These LWTs are characterised by high dT, which are strongly overestimated by ALADIN53. Consequently, it has the lowest SSC (79%) while all other RCMs present an SSC of at least 85%. For LWT01 and LWT02, two groups of RCMs stand out: ALADIN63, RACMO22E, RCA4, RegCM4-6 and WRF381P simulate LWT01(02) frequencies well with a slight under(over) estimation whereas other RCMs show the
opposite with larger deviations. However, these two LWTs mainly differ in wind speed (FF) and RR, and exhibit a quite similar UHIN, therefore no large bias of the downscaled UHIN can be expected due to this shortcoming. LWT04 that results in the strongest UHIN (UHIN,DJF,LWT4 = 3 K), is the only LWT with winds coming from the North-East and its frequency is underestimated in every RCM and especially in ALADIN53 and WRF381P. The frequency of LWT03 is, with the exception of ALADIN53 for which it is underestimated, either well simulated (in ALADIN63, CCLM4-8-17, COSMO-crCLIM-v1-1, HADREM3-GA7-05 and RACMO22E), or strongly overestimated. The frequency of LWT06 is overestimated in every RCM and especially in CCLM4-8-17 and COSMO-crCLIM-v1-1. This is explained by the overestimation of days with winds coming from the South-East which are always associated with either LWT06 or LWT10.

In JJA, the LWTs occurring are LWT05, 07, 08, 09, 10, 11 and 12 (Fig. 7). There are more frequency differences between RCMs for a given LWT than in DJF [i.e. there is no general trend besides LWT05(07) whose frequency is systematically under(over)estimated]. This might be due to the

Fig. 7  Same as Fig. 6, but for JJA
fact that during JJA the synoptic scale circulation regimes are less relevant for the local scale meteorological conditions than for DJF, it is therefore more likely that the different RCMs simulate different meteorological conditions in the Paris region for the same lateral forcing at continental scale. As a result, the majority of RCMs has lower (or equal) values for SSC_{JJA} than SSC_{DJF}, with the exception of ALADIN53 and REMO2015. The overall attribution is still satisfactory with an average SCC_{JJA} of 85%. The LWTs in JJA discriminate the UHI_N more than in DJF, therefore LWT attribution errors could impact more significantly the quality of the UHI_N reconstruction. Nonetheless, RCMs all yield slightly overestimated but quite realistic frequencies for LWT10, which is associated with the strongest UHI_N (average UHI_{N,JJA,LWT10} = 4.3 K). The positive bias found in dT_{JJA} for ALADIN53 might explain its overestimation of the LWT09 frequency (+7 points) and underestimation of the LWT07 frequency (−6 points), which are relatively similar LWTs mainly differing in dT. HIRHAM5 which strongly underestimates dT_{JJA} overestimates the LWT03 frequency, which is low in JJA and high in DJF, at the expense of the frequency of LWT09. For every RCM except ALADIN53, LWTs typically more specific to other seasons and associated to small UHI_N intensities are more frequent than in the AROME reanalysis.

In summary, the EURO-CORDEX RCMs tend to well reproduce the LWT frequencies found in the AROME reanalysis for DJF and JJA. Specific exceptions for some RCMs/LWTs are found; they are related to the biases of the simulated meteorological predictors of the LWT. For some RCMs, these deviations are related to LWTs with distinct UHI_N, and thus might impact the statistically–dynamically downscaled UHIs.

3.3 Evaluation of the statistically–dynamically downscaled UHIs

To evaluate the ability of the methodology to reconstruct robust UHI patterns, seasonal maps of downscaled TN and TX are produced for DJF and JJA. Meso-NH days are randomly selected from the appropriate pool of LWT and season for each RCM and the corresponding masks of correction $\Delta T_{\text{COR}}$ (Eq. 3 in Sect. 2.2.2) are temporally averaged. These masks are not combined with the TN and TX time series of the RCM and directly analysed in order to assess the impact of errors in LWT frequencies (while leaving aside the RCM biases). Hereafter, the seasonal averages of $\Delta T_{\text{N,COR}}$ and $\Delta T_{\text{X,COR}}$ are called $\Delta T_{\text{N}}$ and $\Delta T_{\text{X}}$, respectively. The same approach is also applied to AROME’s TN and TX time series to reconstruct reference $\Delta T_{\text{N}}$ and $\Delta T_{\text{X}}$ seasonal maps.

![Fig. 8 Seasonal maps (DJF, JJA) of $\Delta T_{\text{N,COR}}$ obtained using the LWTs attributed for the AROME reanalysis and spatial bias (compared to AROME) when using the LWTs attributed from the EURO-CORDEX RCM ensemble](image)
Figure 8 presents the RCMs ΔTN difference maps for DJF (top) and JJA (bottom) compared to AROME’s. All RCMs are close to the AROME reference with differences never exceeding 0.4 K for an UHI of around 2–3 K, depending on the season. For DJF, the bias maps mostly highlight regional patterns with low bias over the city. The most important regional biases are noted in the north-west of the domain for ALADIN53, RACMO22E, and WRF381P. These RCMs have in common that they either overestimate the frequency of LWTs associated with above-average DJF temperature in this area (e.g. LWT05 and 07 for ALADIN53 and RACMO22E) or they underestimate the frequency of LWTs with lower than average DJF temperature (e.g. LWT04 for ALADIN53 and WRF381P). The overestimation of LWT05 and 07 frequencies in ALADIN53 (and to a lesser extent RACMO22E) also results in a small positive bias over the city. Other regional patterns are found, such as the positive bias in the North–East of the domain shared by multiple RCMs (HIRHAM5, REMO2009, and REMO2015), which might be due to an overestimation (underestimation) of the LWT01 (LWT02) frequency associated to higher (lower) temperature in this area.

In JJA, more variability is found between the statistically–dynamically downscaled ΔTN for the different RCMs. Regional patterns similar to those found in DJF are also present for some RCMs (e.g. the positive bias in the North-West of the domain for CCLM4-8-17 and HIRHAM5), but the results for JJA are characterised by larger biases in the urban area. This can be explained by the overall larger deviations found in the LWT frequencies in JJA, especially since the Meso-NH UHI cover a larger range of intensities in JJA than in DJF. Nonetheless, a comparable maximal absolute bias of 0.4 K is found for both seasons, that means the relative bias is lower in JJA than in DJF. With the exception of COSMO-crCLIM-v1 and HIRHAM5, most RCMs lead to a positive bias over the city. Especially, the UHI statistically–dynamically downscaled with ALADIN63 and WRF381P (and to a lesser extent ALADIN53) are too strong and have a too high spatial extent. Each one of those three RCMs overestimate the frequency of one of the four LWTs in JJA associated with strong UHI (LWT07 for WRF381P, LWT08 for ALADIN63 and LWT09 for ALADIN53) at the expense of LWTs with low UHI (e.g. LWT11).

For ΔTX, no bias is observed over the city (Fig. 9). Instead, a regional gradient of the bias common to most RCMs is noted in the main wind direction (south-west to north-east). As a result, we hypothesise that differences in ΔTX are more driven by the air circulation rather than the surface, which is consistent with daytime UHI characteristics. In JJA, as for ΔTN, more variability is found between RCMs, but this time without urban bias.

![Fig. 9](image_url)
In summary, some differences of the statistically–dynamically downscaled ΔTN and ΔTX are found between RCMs and the AROME reanalysis. Biases are more important in JJA for ΔTN both in rural areas in relation with topographic and climatological gradients, and over the city for some RCMs. We hypothesise that the strongest observed biases are linked to an overestimation of the frequency of the LWTs with large UHI intensities in the mesoscale simulations. Nevertheless, biases remain small (absolute values below 0.4 K) compared to UHI intensities, and the results for the RCMs agree well with those of the AROME reanalysis.

4 Discussion

The SDD methodology developed in the present study to produce high-resolution climatological average UHI fields assumes that the RCM’s horizontal resolution is not sufficient to adequately represent the urban climate (e.g. an urban breeze). Furthermore, with resolutions in the order of ten kilometres, RCMs can not simulate cities with a specific urban parameterisation. Based on a community survey, Langendijk et al. (2019) have gathered different information about the surface parameters used in several EURO-CORDEX RCMs and especially regarding the urban representation. While sometimes available, UCMs are not activated for EURO-CORDEX simulations, therefore urban land cover is either treated as rock surfaces, with adjusted parameters (e.g. roughness length for RACMO22E, as well as roughness length and albedo for REMO2009 and WRF381P, Langendijk et al. 2019), or disregarded. To our knowledge, only CCLM4-8-17 and COSMO-crCLIM-v1-1 replaced Paris’ city by natural land covers to completely eliminate the UHI effect in their simulation. RCMs also use different land cover databases, different land surface schemes, and different methodologies to deal with subgrid heterogeneity of land covers (e.g. REMO2009 uses a fractional approach, RACMO22E a dominant tile approach and COSMO-CLM a tiling approach, i.e. treats each sub-grid land cover type separately). All these disparities can impact simulation results,

![Fig. 10](image-url)  
**Fig. 10** Average TN and TX simulated by the EURO-CORDEX RCM ensemble for DJF and JJA during 2000–2008. Below and above season-average temperatures are represented in blue and red, respectively.
e.g. the near-surface air temperature simulated in the urban environment; Jänicke et al. (2017).

An in-depth analysis of these different approaches could help to understand the differences observed between RCMs but is beyond the scope of the present study. Figure 10 presents the average maps of TN and TX using results of all EURO-CORDEX RCMs for DJF and JJA. Even without explicit urban representations, an influence of the city on local air temperature is found, especially for TN_{JJA}. UHIs directly simulated by the RCMs can be compared to the ones reconstructed by the SDD methodology.

Table 4 lists the mean UHI intensities for TN and TX in DJF and JJA computed in the same way as for the Meso-NH evaluation in Sect. 3.1. UHI intensities are also computed directly in each EURO-CORDEX RCM (UHI_{RCM}) as well as in the statistically–dynamically downscaled maps of ΔTN and ΔTX (UHI_{SDD}), and the observation (UHI_{OBS}). Night-time UHIs directly simulated by RCMs (UHI_{N,RCM}) are almost all positive but systematically underestimated. The small positive UHI_{N} found in the RCMs for which the urban land cover has been replaced by rural land covers might be only due to topographic and regional temperature gradients (e.g. for CCLM4-8–17 and COSMO-crCLIM-v1-1 UHI_{N,RCM,JJA} = 0.2 and 0.4 K, respectively). UHI_{N,RCM} is only overestimated by WRF381P in JJA. The underestimation of UHI_{N} intensities is more important in DJF than in JJA. This could be explained by not taking into account the anthropogenic heat fluxes that are the main driver of the UHI phenomenon in DJF, since heating of buildings is a large contribution to anthropogenic heat flux in DJF, whereas air conditioning of buildings during JJA is not commonly applied in Paris during the selected time period. While RCMs using rock covers are able to simulate positive UHI_{N,RCM}, they also systematically overestimate UHI_{X,RCM}. This might be due to the thermal properties as well as the lack of shading inherent to the approach of representing cities using rock covers. Because rock surfaces are subject to a high amount of incoming solar radiation, they heat up strongly during the day, resulting in an overestimation of UHI_{X,RCM} that is more important in JJA than DJF because of the greater amount of incoming solar radiation. Conversely, at night, they do not have the heat storage capacity provided by the 3D geometry of the city and cool down more quickly, resulting in lower TN_{URB} and an underestimation of UHI_{N,RCM,JJA}.

Table 4 lists the averaged seasonal UHI_{N} and UHI_{X} for DJF and JJA during 2000–2008. UHIs are calculated in the same way as for the Meso-NH evaluation (Sect. 3.1).

| Observation          | UHI_{N} (K) |   | UHI_{X} (K) |   |
|----------------------|-------------|---|-------------|---|
|                      | DJF         | JJA| DJF         | JJA|
|                      | RCM SDD     | RCM SDD | RCM SDD | RCM SDD |
| AROME reanalysis     | – 2.3       | – 3.0       | – 1.6       | – 2.0       |
| ALADIN53             | 0.4 2.4     | 2.1 3.2     | 0.0 1.6     | 0.8 2.0     |
| ALADIN63             | 0.5 2.3     | 1.3 3.3     | 0.2 1.6     | 0.9 2.0     |
| CCLM4-8–17           | 0.2 2.3     | 0.2 3.2     | 0.3 1.6     | 1.0 1.9     |
| COSMO-crCLIM-v1-1    | 0.3 2.3     | 0.4 3.0     | 0.4 1.6     | 0.6 1.9     |
| HadREM3-GA7-05       | 1.1 2.2     | 2.4 3.1     | 0.7 1.6     | 0.9 1.9     |
| HIRHAM5              | – 0.2 2.3   | 1.0 3.0     | – 0.2 1.6   | 0.8 1.9     |
| RACMO22E             | 0.1 2.3     | 1.0 3.1     | 0.1 1.6     | 0.6 1.9     |
| RCA4                 | 0.4 2.2     | 1.0 3.1     | 0.5 1.6     | 1.6 1.9     |
| REMO2009             | 1.2 2.2     | 2.7 3.1     | 0.5 1.6     | 1.0 1.9     |
| REMO2015             | 0.0 2.2     | 0.9 3.1     | – 0.1 1.6   | 2.0 1.9     |
| RegCM4-6             | 0.1 2.3     | 1.0 3.1     | 0.1 1.6     | 1.9 1.9     |
| WRF381P              | 2.0 2.2     | 4.5 3.3     | 0.7 1.6     | 1.8 1.9     |
| ENSEMBLE mean        | 0.5 2.3     | 1.5 3.1     | 0.3 1.6     | 1.2 1.1     |
UHI\textsubscript{SDD} shows overall relatively small deviations from the AROME reanalysis. The largest deviation of UHI\textsubscript{N,SDD,JJA} is found for WRF381P, which is 0.3 K too large, which corresponds only to an overestimation of 10% of UHI\textsubscript{OBS}. Biases are even smaller during the day because UHI\textsubscript{X} are quite similar between LWTs both in Meso-NH and in the station observations. Overall, the end results of the statistical–dynamical downscaling are highly satisfactory. The UHI\textsubscript{N} intensities are clearly improved by the downscaling compared to the RCM results with average biases of the ensemble in the order of a tenth of a degree. For UHI\textsubscript{X}, DJF intensities are also improved due to the downscaling even though they are slightly overestimated. However, because of the Meso-NH TX biases noted in JJA, UHI\textsubscript{X,SDD,JJA} intensities are overestimated. The dynamical uncertainties coming from the Meso-NH biases are much greater than the statistical uncertainties associated to the LWT attribution errors. Consequently, to improve the overall results of the methodology, efforts should be focused on improving the Meso-NH simulations.

5 Conclusion

A statistical–dynamical downscaling methodology has been developed to produce high-resolution climatological daily UHI fields combining the climatology of the rural areas surrounding the city of Paris (France) from regional climate projections and the urban influence on the local climate simulated with a mesoscale atmospheric model. The methodology has been applied to 12 RCMs from the EURO-CORDEX ensemble for the 2000–2008 period. The different steps of the downscaling approach are evaluated against urban and rural weather station observations. The short-term high-resolution urban climate simulations slightly underestimate TN and overestimate TX. UHIs are overall well simulated, especially in the nighttime with average errors in the order of one tenth of a degree. Important disparities between RCMs are observed on the daily variables used for the LWT attribution. Nevertheless these differences have on average relatively small impacts on the LWT frequencies simulated by the RCMs. Consequently the reconstructed temperature fields maintain the small Meso-NH biases and allow to strongly improve the UHI intensities compared to those directly simulated by the RCMs.

Limitations common to other SDD methodologies are also present here, such as the stationarity hypothesis of LWTs in a future climate, as well as the stationarity of simulated UHI patterns. Nevertheless the satisfactory results obtained here, combined with the easy applicability of the method encourage its application to other cities where high-resolution urban climate simulations are available. In addition, most of the biases and uncertainties observed during the evaluation are related to the dynamical part of the methodology and could be improved without calling into question the statistical assumptions made. Other steps, specific to the reconstruction of atmospheric forcings have yet to be evaluated, as well as the quantification of the improvement of such a method compared to more simplistic (i.e. other SD) or complex (DD) ones.

By taking into account the UHI signal in climate projections, the SDD method should make it possible to study the evolution of temperature in the city under climate change conditions, and to derive standard meteorological indicators related to thermal effects, e.g. summer days, hot days or tropical nights (Karl et al. 1999; Peterson et al. 2001). Besides the impact diagnostics that can be directly deduced from the method, the data produced could also be used to feed more specific and high-resolution impact models, such as building energy models to evaluate energy consumption (Schoetter et al. 2020), or the indoor conditions of exposure of inhabitants to heat. Other environmental issues linked to urban climate but not directly related to air temperature, e.g. air quality or hydrology (Gidhagen 2020), imply different methodologies for impacts studies. Especially, the impact assessment of climate change on water resources in cities, require specific downscaling methods adapted to rainfall. A reflection is underway on these questions, in order to combine the two approaches and produce complete climatic forcing datasets.

Given the available databases, the methodology could be applied to all major French cities, as well as to other regional climate simulations (e.g. the next generation of EURO-CORDEX based on CMIP6; Eyring et al. 2016). But, it will first be applied on the EURO-CORDEX climate projections to study the effects of climate change on the UHI.

Appendix 1: Local weather type classification and attribution

The Local Weather Types (LWTs) classification developed by Hidalgo and Jouglà (2018) uses the “Partition Around Medoids” clustering algorithm (PAM; Kaufman and Rousseeuw 1990) with Gower’s distance as a measure of dissimilarity (Gower 1971).

The classification uses five daily variables: the daily thermal amplitude (dT = TX – TN in °C), the daily mean precipitation rate (RR in mm h\textsuperscript{-1}), the daily mean specific humidity (Q in kg kg\textsuperscript{-1}), the daily mean wind speed (FF in m s\textsuperscript{-1}) and the daily mean wind direction (obtained from the daily average of the hourly wind components and expressed in 4 wind quadrants of 90° from the north).

The PAM algorithm uses a matrix of dissimilarity to represent the distance between each pair of days in the AROME re-analysis time series. To produce this matrix, the partial
similarity ($S_v$) is computed for each variable $V$ and each pair of days ($D_1, D_2$) by normalising the absolute difference between the two days by the maximum amplitude of $V$ over the complete period ($\Delta V = V_{\text{MAX}} - V_{\text{MIN}}$)

$$s_{V(D_1,D_2)} = 1 - \frac{|V_{D_1} - V_{D_2}|}{\Delta V}$$

In the case of the wind direction, which is considered here as a categorical variable (in sectors from 1 to 4), the partial similarity is expressed as:

$$s_{V(D_1,D_2)} = \begin{cases} 1, & \text{if } V_{D_1} = V_{D_2} \\ 0, & \text{else} \end{cases}$$

Gower’s index of similarity ($S_G$) is computed for each pair of days as the average of the partial similarities of the five variables taken into account for the classification:

$$S_{G(D_1,D_2)} = \frac{1}{5} \sum_{j=1}^{5} s_{V(D_1,D_2)}$$

And Gower’s distance ($D_G$) which is used to produce the matrix is expressed as:

$$D_{G(D_1,D_2)} = 1 - S_{G(D_1,D_2)}$$

From the dissimilarity matrix, the PAM algorithm chooses a first set of $k$ medoids, and assigns each day to the nearest medoid by minimising the Gower distance, thus forming $k$ clusters. To find a satisfactory non-random first set of clusters, PAM first selects the day with the lowest sum of the distances to all others, and then selects other days (until $k$ is reached) always minimising the total sum of the distances (Schubert and Rousseeuw 2019).

From this initial set of medoids and clusters, PAM swaps all the medoids with all the available days and keeps the day associated with the smallest sum of the distances as a new medoid. The days are then again associated with the closest medoid. These two steps (inversion then reallocation) are repeated until the sum of the distances no longer decreases (Schubert and Rousseeuw 2019).

Hidalgo and Jougla (2018) conducted a sensitivity study to determine the optimal number of clusters. They applied several iterations of PAM by varying the number of prescribed clusters from 4 to 15 and then compared, for the different LWT classifications, the quality of the seasonal diurnal cycles reconstructed from the daily variables (see their temporal downscaling method in Hidalgo and Jougla 2018). For the Paris region, the classification into 12 LWTs (or clusters) gave the best results.

The attribution of LWTs on a new dataset on the basis of an existing classification follows the previous steps with some modifications. A new dissimilarity matrix is constructed for the new data, following the same principle, but retaining for normalisation the maximum amplitude $\Delta V$ of the reference classification. The PAM algorithm uses the 12 medoids of the reference classification to assign each day of the new period to one of the clusters by minimising the distance within a cluster while maximising the distance between clusters.

### Appendix 2: Sub-daily atmospheric forcing computation

The downscaling methodology presented and evaluated here is restricted to daily minimum and maximum temperatures but can be extended to sub-daily time-steps.

While the LWTs attribution step remains the same, the combination of RCM sub-daily outputs with Meso-NH is more challenging. The finest sub-daily temporal resolution of the RCMs (e.g. three hours for EURO-CORDEX) is to be combined with Meso-NH. The LWTs being defined from daily variables, the simplest approach would be to combine with the three-hourly urban increment of the same Meso-NH day (from 0 to 21 UTC). However, the thermal signature of the city (i.e. the UHI) does not result from the same physical processes during the day and night. Daytime UHI depends on the current atmospheric conditions whereas the nocturnal UHI is strongly governed by the conditions during the previous day, especially the incoming solar radiation that drives the process of heat storage in the construction materials. Therefore, rather than concatenating the daily cycles of the urban increment simulated by Meso-NH at 0 UTC, the transition time between two daily cycles is shifted to 9 UTC when temperature differences between urban and rural areas are expected to be at minimum, ensuring a smoother transition between two cycles. This involves starting the Meso-NH daily cycle at 12 UTC for the selected date and then extending it to 9 UTC using the following day. This date can correspond to a different LWT but it is assumed that the urban increments between 0 and 9 UTC are influenced by the previous day’s conditions. For this purpose, the next day of every simulation is also simulated (i.e. 104 days) resulting in a total of 359 simulated days. Following this approach, time series of sub-daily climate projections maps of 200x200 km taking into account the effect of the city on the atmosphere are created and can, in turn, be used to drive impact models.
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