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Abstract. One critical prerequisite for the deployment of reinforcement learning systems in the real world is the ability to reliably detect situations on which the agent was not trained. Such situations could lead to potential safety risks when wrong predictions lead to the execution of harmful actions. In this work, we propose PEOC, a new policy entropy based out-of-distribution classifier that reliably detects unencountered states in deep reinforcement learning. It is based on using the entropy of an agent's policy as the classification score of a one-class classifier. We evaluate our approach using a procedural environment generator. Results show that PEOC is highly competitive against state-of-the-art one-class classification algorithms on the evaluated environments. Furthermore, we present a structured process for benchmarking out-of-distribution classification in reinforcement learning.
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1 Introduction

In the last years, impressive results were achieved using deep reinforcement learning techniques in areas as diverse as robotics or real time strategy games. Despite these successes, systems built using these algorithms are still mostly deployed in controlled settings such as laboratory environments or video games. Reliability of such learning systems when faced with changing observations in a real-world setting is still an open problem. Being able to differentiate between states seen in training and non-encountered states can for example prevent silent and possibly critical failures of the learning system, caused by wrong predictions which lead to the execution of unfavorable actions. We model the out-of-distribution (OOD) detection problem as a one-class classification problem, where only the in-distribution states are available at training time. Having framed the problem this way, we propose PEOC, a new policy entropy based out-of-distribution classifier, which uses the policy entropy $H(\pi)$ as the classification score to detect OOD states. PEOC classifiers can be constructed based on various RL algorithms from the policy-gradient and actor-critic classes.
2 Preliminaries

2.1 Reinforcement Learning

In the standard reinforcement learning (RL) formulation [19], an agent interacts with an environment defined as an MDP $\mathcal{M}$ by executing a sequence of actions $a_t \in \mathcal{A}, t = 0, 1, \ldots$ over a possibly infinite number of discrete time steps $t$. Each time step $t$, the agent is able to observe the state $s_t \in \mathcal{S}$ and to select an action $a_t \in \mathcal{A}$ according to its policy $\pi$. After executing the action, the next state $s_{t+1}$ is observed together with a scalar reward $r_t$. The agent’s goal is to find a policy $\pi: \mathcal{S} \rightarrow \mathcal{A}$, which maximizes the expectation of return $G_t$ at state $s_t$ over a potentially infinite horizon: $R_t = \sum_{k=0}^{\infty} \gamma^k \cdot r_{t+k}$ where $\gamma \in [0, 1]$ is the discount factor.

There are two fundamental approaches to reinforcement learning (RL), value based and policy based algorithms. In value based RL one seeks to find the optimal state-value or action-value function typically through an objective function based on the bellman equation. The optimal policy is then given by always selecting the action with the highest value in the current state. In contrast, policy-based methods directly search for the optimal policy $\pi^*(a|s)$ with parameters $\theta$. Modern deep RL approaches use neural networks to represent the policy or the value function and train by gradient descent on the parameters $\theta$.

Both approaches have their strengths and weaknesses. Value based methods can be trained off-policy where data from all previous runs can be reused for learning, leading to more sample efficiency. Policy based methods only use data from runs from the most recent version of the policy. However, they tend to be more stable than their value based counterparts.

Actor-critic algorithms are hybrid methods that combine both approaches [14][17]. The actor selects actions, while the critic is an estimate of the value function used to criticize the actor’s actions. In this work, we use proximal policy optimization (PPO) [17], an actor-critic algorithm that has proven successful in a wide variety of tasks ranging from robotics [2] to real time strategy games [4]. Due to the non-stationarity of the training data (experience collected while acting according to the current policy), RL algorithms are often very unstable. PPO aims to reduce this, by avoiding harsh changes in the policy’s parameters. That is, the probability ratio

$$r_t(\theta) = \frac{\pi_\theta(a_t|s_t)}{\pi_{\theta,old}(a_t|s_t)}$$

between the old and the new policy, should not significantly differ from $r_t(\theta) = 1$.

In addition, an entropy bonus (based on the policy which can be interpreted as a distribution over actions) is often added to the loss function to refrain the agent from being overly confident and encouraging exploration. While PPO supports both discrete and continuous action spaces, the evaluations in this work focus on the discrete case. In this case, the policy’s entropy with $n$ actions in some state $s_t$ can be readily computed by

$$H(\pi(s_t)) = -\sum_{i=0}^{n} \pi(a_i|s_t) \log \pi(a_i|s_t)$$
2.2 Out-of-Distribution Detection

Out-of-distribution (OOD) detection (also called novelty-, outlier- or anomaly-detection, depending on the specific setting and applied approach), is a thoroughly researched topic for low-dimensional settings. The various approaches can be categorized as belonging to density-based, probabilistic, distance-based, reconstruction-based or information theoretic classes. For an extensive survey on the topic of novelty detection with a focus on low-dimensional settings, see [15]. Further, it is important to differentiate between problems where samples from all classes are available at training time, versus problems where only samples of a single class are available. The work at hand falls into the latter category (sometimes called one-class classification) as no OOD states (states that were not encountered during training) are available at training time. While conventional out-of-distribution detection methods work reliably for low-dimensional settings, most break down with increasing dimensionality. This is an effect of the curse of dimensionality, as in high dimensional input spaces, data becomes sparse and the real outliers become indistinguishable from noise being present in irrelevant dimensions. For an in depth discussion of these effects and modern techniques, see e.g. [1].

With the rise of deep neural networks in the last years, new approaches were presented that try to tackle high-dimensional feature-spaces [11,12]. Still, most methods require access to training samples from all classes, and are not applicable to one-class classification problems. One exception are deep autoencoder (AE) based approaches that try to learn useful representations of the training data in an unsupervised fashion. AEs can be used to detect samples that were not part of the training data, by using the reconstruction error as the classification score [1].

2.3 Evaluation of Binary Classifiers

As we model the OOD detection problem as a one-class classification problem, it is important to correctly evaluate the performance of different classifiers. The basis of most approaches to evaluate the performance of a binary classifier is the classification score output by the classifier. Combined with a configurable threshold $t$, binary classification labels can be derived from these scores. Consequently, the amount of true positives ($tp$) and false positives ($fp$) reported by a classifier, when applied to a dataset, depends on the chosen threshold. A common choice to visualize this dependency is via a Receiver Operating Characteristic Curve (ROC). It plots the true positive rate $tpr(t)$ on the y-axis against the false positive rate $fpr(t)$ on the x-axis (see Figure 4). When defining OOD samples as positives, the $tpr(t)$ (or recall) is defined as the percentage of ground-truth OOD samples correctly classified as OOD at threshold $t$. The $fpr(t)$ then is the percentage of falsely reported positives out of the ground-truth negatives. The ROC curve of a random classifier is the diagonal between $(0, 0)$ and $(1, 1)$, while the curve of a classifier with better performance than random lies above this diagonal. In addition to this visual evaluation, the area under the curve (ROC
AUC) can be computed. This is useful in order to compare the performance of different classifiers as well as repeated evaluation runs with different classifier configurations (or in our case, different environment configurations and repeated RL training runs).

3 Related Work

3.1 Out-of-distribution detection in deep RL

Recently, an epistemic uncertainty based approach to detect out-of-distribution states was proposed in [18]. The basic idea of the approach is that an agent’s epistemic uncertainty is reduced for in-distribution situations (states encountered during training), and thus lower than for unencountered (OOD) situations. The author’s approach can be combined with different uncertainty estimation approaches like deep ensembles or Monte-Carlo dropout. The goal of this work is closely related to the work at hand, as it also tries to build a classifier to detect OOD states in deep reinforcement learning. A limitation of the uncertainty based approach is that it is only applicable to value based reinforcement learning. Our proposed approach PEOC by difference is applicable to policy-gradient or actor-critic RL algorithms.

3.2 Entropy regularization and maximum entropy RL

The approach presented in this work differs in its goal from related reinforcement learning approaches dealing with policy entropy. Most work considering policy entropy in RL is interested in using it during training, e.g. for exploration purposes during the learning phase. As such, the probability distribution underlying the policy is used to introduce stochasticity in the action selection process. One idea which can be categorized as entropy regularization initially proposed in [20] is to add the entropy of the policy $H(\pi)$ to the objective function in order to discourage premature convergence to local optima. This idea was later successfully applied to various reinforcement learning algorithms [14,17]. The extension of this idea, to not only find a policy with maximum entropy, but directly optimize the expectation of the entropy is called maximum entropy reinforcement learning [10]. It not only tries to optimize the policy entropy of visited states but also optimize the policy to seek out states that have high entropy.

Although we also focus on the policy entropy, the goal of our work is very different, as we are not trying to improve the learning performance of the RL algorithm. The question considered by the work at hand is whether the policy entropy can be used to detect OOD states after the learning phase has completed.

4 Policy Entropy for Out-of-Distribution Classification

This section presents a new type of policy based out-of-distribution classifier that can be applied in deep reinforcement learning settings, we call PEOC (Policy Entropy Out-of-distribution Classifier). We show how the policy entropy $H(\pi)$ of a
RL agent can be used to detect OOD states. PEOC classifiers can be constructed based on various RL algorithms from the policy-gradient and actor-critic classes. These types of algorithms use a stochastic policy \( \pi \) which is determined by a conditional probability distribution \( p(a|s) \) defining the probability of taking action \( a \) in state \( s \) of the environment. The policy entropy \( H(\pi) \) then quantifies how random the actions being taken by an agent following the policy are.

The goal of RL is to maximize the expected future return, which is achieved by finding the optimal (state-dependent) action-sequences. Assuming that optimal behavior in most cases means acting non-randomly, the idea of PEOC then boils down to the hypothesis that the entropy of the action distribution has to decrease for states encountered during training in order to act optimally. If this is the case, the policy entropy \( H(\pi) \) can be used as the score of a binary classifier to detect OOD states.

Expressed more formally, a successful training process reduces \( H(\pi(s_i)) \) for states \( s_i \in \mathbb{I} \), with \( \mathbb{I} \) being the set of in-distribution data, i.e. the states encountered in training. All possible states that were not encountered in training, i.e. \( s_o \notin \mathbb{I} \) define the set of out-of-distribution data \( \mathbb{O} \). If the policy entropy of all states in the in-distribution set is smaller than the entropy of all states in the out-of-distribution set:

\[
H(\pi(s_i)) < H(\pi(s_o)), \forall s_i \in \mathbb{I}, \forall s_o \in \mathbb{O}
\]

a decision boundary exists that allows for a perfect separation of in- and out-of-distribution states, making it possible to construct a perfect classifier with \( tpr = 1, fpr = 0 \) as described in section 2.5. In practice, the policy entropy distributions will most likely overlap, reducing the performance of a classifier constructed based on them. In the following chapters, we present experiments conducted following the process described in section 5 to evaluate the performance, based on a reinforcement learning benchmark environment.

5 A process for benchmarking OOD classification in reinforcement learning

In this section, we present a process for benchmarking out-of-distribution classification in reinforcement learning (Figure 1). This process encompasses a complete pipeline starting with the training of reinforcement learning policies, over in- and out-of-distribution state sample collection, (non-policy based) benchmark classifier fitting, leading up to the final classifier performance evaluations.

The complete process can be repeated (\( n \) times) using different random seeds in order to average out variance in the classifier evaluation caused e.g. by random initialization of neural network weights or the level generators. We call such one run a process-repeat. When running more than one process-repeat, it is possible to compute some central estimator of the performance (e.g. median and standard-deviation of the AUC) over the process-repeats, and visualize the performance results using e.g. box-plots.
For each process-repeat, policy training is performed on a different set of \( m \) levels for a fixed amount of timesteps. As optimizing policy performance of the learning algorithm is not the focus, it is possible to perform a policy selection step after training, as would be done in a real-world usecase, where only the best policies get deployed in production. The process continues only if the policy performance check is passed, e.g. policy performance in training converged near the maximum return of the environment. If not, the policy is discarded and the next process-repeat continues from the beginning.

If the policy performance check was passed, multiple policy runs are executed on the same set of \( m \) levels as in training (called IND runs). All states \( s_i \) encountered during these IND runs are collected and together constitute the set of in-distribution states \( I \). Separately, multiple policy runs are executed using the unrestricted level generator, so that each policy run uses a new level from the generator (called OOD runs). All states \( s_o \) encountered during these runs are collected and together constitute the set of OOD states \( O \). Figure 2 shows example states as generated during policy training, IND runs and OOD runs.

A train/test split is performed on the set of collected in-distribution states \( I \). Non-policy based benchmark classifiers are fitted only on the train part of the in-distribution states, in order to prevent overfitting. Policy based classifiers, like PEOC do not need a fitting step on the in-distribution data, as they are based on the policy network learned during the policy training phase. The test part of \( I \) is combined with the complete set \( O \) and constitutes the test data, on which all classifiers are evaluated. As for this evaluation, ground-truth labels (i.e. which set \( I \) or \( O \) a sample belongs to) are known, receiver operating characteristics of the classifiers can be calculated.

Note again, that this complete training & classifier evaluation process, as described above, can be repeated \( n \) times using different random seeds to compute some central estimators of the classifier performances.
6 Experimental Setup

6.1 Environments

Until recently, a lack of suitable benchmark environments made it difficult to evaluate out-of-distribution classification performance in deep reinforcement learning. Standard evaluation environments for deep reinforcement learning like OpenAI Gym [5] or the arcade learning environment [3] are not suitable, as it is necessary to create different in- and out-of-distribution state sets. In the last two years, an increased research focus on generalization performance has lead to the development of new benchmark environments that allow for a separation of training- and test-environments [9,21,6]. Some of these environments are also suitable to evaluate out-of-distribution classification performance.

![Example states as generated during training/policy runs.](image)

Fig. 2: Example states as generated during training/policy runs. Policy training and IND runs (2a, 2b) are restricted to 4 different levels, resulting in different, restricted sets of levels for each repeat. No seed restriction is applied to the level generator for OOD runs (2c).

For our experiments, we chose the CoinRun [6] environment as the level generator, as we deemed it’s procedural level generation approach to be the most suitable to evaluate the proposed PEOC approach. CoinRun is a simple platform jump&run game, with discrete actions, where the agent has to collect the coin at the far right side of the level. To do this, stationary obstacles, chasms and moving enemies have to be avoided, to avert death. A state in the CoinRun environment is a color image encoded as a vector of size $64 \times 64 \times 3$. Figure 2 shows example states of different levels as used for training and testing.

6.2 Evaluation Algorithms and Hyperparameters

We evaluate the performance of PEOC based on PPO2 as the RL algorithm. For this, we make use of the PPO2 implementation from the OpenAI Baselines package [7]. We combine PPO2 with an IMPALA Convolutional neural network
architecture [8], as good results were achieved with this in related work. The evaluated network consists of a convolutional sequence with depths [16, 32, 32] followed by a max-pooling layer and 2 residual blocks.

We repeated the complete training & classifier evaluation process as described in section 5 for 40 times using different level seeds. Each repeat, policy training was performed for $25 \times 10^5$ time steps. We store a snapshot of the policy after the first policy update as well as after the last policy update and call the classifiers constructed based on them PEOC-1 and PEOC-150 respectively. 8 policies passed the performance check, i.e. the return converged at the achievable maximum of 10. Policy IND runs are executed for a total of $\sim 30 \times 10^3$ steps, OOD runs for $\sim 10 \times 10^3$ steps. After performing a 2/1 train/test split on the in-distribution set, this results in an evenly distributed test set containing $\sim 20 \times 10^3$ in-and out-of-distribution samples on which the classifiers are evaluated. Parameters are summarized in Table 1.

### Table 1: Training & evaluation parameters

| # training & classifier evaluation process repeats | 40 |
| # policies after perf. check | 8 |
| $m$ level per repeat | 4 |
| Policy training steps, per repeat | $25 \times 10^5$ |
| RL Policy selection | return converges at 10 |
| IND run steps, per repeat | $30 \times 10^3$ |
| OOD run steps, per repeat | $10 \times 10^3$ |
| Classifier train/test split | 2/1 |

In order to benchmark the classification performance of PEOC, each repeat, 3 non-policy based state-of-the-art classifiers are fit on the train split of the in-distribution data: An autoencoder based approach, based on [1] and the SO-GAAL and MO-GAAL approaches as presented in [13]. We use the implementation and default hyperparameters as provided by [22] for all 3 classifiers.

## 7 Performance Results

Of the 40 process-repeats executed, 8 policies passed the policy performance check after $25 \times 10^5$ training steps, i.e. performance of the respective policy converged at 10, the maximum achievable return of the CoinRun environment. Figure 3 left shows mean and standard-deviation of the achieved return of these policies against the number of training updates. As expected, return performance increases, reflecting the discovery of increasingly successful policies. Policy entropy (Figure 3 right) decreases over training progress, confirming the hypothesis that the entropy of the action distribution has to decrease for states encountered during training in order to act optimally.
Each of these policies was evaluated for $30 \times 10^3$ steps on the respective environments they were trained on, collecting 8 separate sets of in-distribution samples. For each of these, separate instances of the 3 benchmark classifiers were then fit on the train split of the respective in-distribution set, while testing of all classifiers was performed on the respective OOD set. The classification scores were then visualized in 8 separate ROC plots to compare the performance of the respective benchmark classifiers. In addition, the area under the curve (ROC AUC) was computed. Figure 4 shows that none of the classifiers reaches perfect classification results in any of the process-repeats. Still, some classifiers perform better than others. PEOC-1, i.e. the policy entropy based out-of-distribution classifier using the policy snapshot after the first update performs best across all process-repeats, when considering the area under the curve (AUC) with values ranging from 0.7056 to 0.7844. Even so, there are exceptions as can be seen in Figure 4f where the MO-GAAL classifier achieved the highest AUC of 0.7853. Apart from the raw AUC values, it becomes apparent from the ROC curves, that for some evaluations (e.g. AE in Figure 4b), perfect $fpr = 0$ can be achieved while still classifying more than 40% of the OOD samples correctly. PEOC-150 mostly shows rather low performance, underperforming the other classifiers for most process-repeats. With an AUC varying between 0.5155 and 0.7605 the performance is not reliable in summary.

Using the ROC AUC values of all process-repeats, we compare the overall performance of the different classifiers, i.e. we summarize the 8 receiver operating characteristics for each classifier. Figure 5 shows this overall classifier performance in the form of a box-plot. Using the median ROC AUC as a central measures of classifier performance, PEOC-1 surpases the other classifiers with a
Fig. 4: ROC plots of the classifier evaluations of the 8 process-repeats. Each plot a)-h) shows the true-positive rate ($tpr$) against the false-positive rate ($fpr$) achieved by the classifier on the respective test data set.
value of 0.74. PEOC-150 shows a far lower median value of 0.63. The non-policy based benchmark classifiers’ median ROC AUC are 0.65 for the autoencoder, 0.69 for SO-GAAL and 0.65 for MO-GAAL.

Fig. 5: Comparison of classifier performance based on ROC AUC values of 8 process-repeats.

8 Discussion and Future Work

In this work, we proposed PEOC, a policy entropy based out-of-distribution classifier as well as a structured process for benchmarking OOD classification in RL that can be reused for comparing different OOD classification approaches in the future. Performance evaluation results on the procedural CoinRun environment show that PEOC-1 (using the policy after the first update) based on PPO2 as the RL algorithm, is highly competitive against state-of-the-art one-class classification algorithms, i.e. it reliably classifies out-of-distribution states.

Interestingly, using the final policy as the basis of the classifier did show inferior performance when compared to the policy after the first update. As to why this is the case, one hypothesis is that the convolutional layers of the policy network at first learn general features representing the states of the environment which seem to work well to differentiate in- from out-of-distribution states. With further progressing training, the network then concentrates on features relevant to policy performance optimization which might be less relevant for OOD detection. We aim to analyse this further using visualization approaches from the field of interpretable machine learning.

As our current evaluation was limited to only one policy-gradient based approach, i.e. PPO2, it will be interesting to see if the choice of RL algorithm has an influence on classifier performance. Another interesting question is the behaviour of PEOC when using a policy that successfully generalizes to unencountered states. Being able to differentiate between states seen in training, states the policy generalizes to and completely out-of-distribution states, where no generalization is possible, would be extremely valuable for deploying RL agents in the real world.
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