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Abstract

Evolutionary computation (EC) algorithms, such as discrete and multi-objective versions of particle swarm optimization (PSO), have been applied to solve the Feature selection (FS) problem, tackling the combinatorial explosion of search spaces that are peppered with local minima. Furthermore, high-dimensional FS problems such as finding a small set of biomarkers to make a diagnostic call add an additional challenge as such methods ability to pick out the most important features must remain unchanged in decision spaces of increasing dimensions and presence of irrelevant features. We developed a combinatorial PSO algorithm, called COMB-PSO, that scales up to high-dimensional gene expression data while still selecting the smallest subsets of genes that allow reliable classification of samples. In particular, COMB-PSO enhances the encoding, speed of convergence, control of divergence and diversity of the conventional PSO algorithm, balancing exploration and exploitation of the search space. Applying our approach on real gene expression data of different cancers, COMB-PSO finds gene sets of smallest size that allow a reliable classification of the underlying disease classes.

1 Introduction

Different versions of PSO algorithms [1–4] have been designed to select informative markers from gene expression data [5–10]. A necessary condition for these algorithms to scale up to high dimensional feature selection problems is their stability, defined as the robustness of results when uninformative (i.e. irrelevant [11]) features are added. While the above-mentioned PSO methods are capable of selecting subsets of predictive genes for reliable disease sample classification, obtained gene subsets are usually large. Such characteristics are rooted in the propensity of PSO algorithms to lose the diversity of the swarm, leading to premature convergence and leaving many areas of the search space unexplored. To address these problems, different solutions including Algorithm variants, such as chaotic PSO [12], fuzzy PSO [13], among others [14–16], as well as Algorithm modifications including constriction coefficient [17], velocity clamping [18], among others [19–23], have been proposed. Furthermore, Algorithm hybridization techniques, where PSO is combined with other evolutionary computation approaches such as genetic algorithms [24], ant colony optimization [25] and differential evolution [26] have been considered as well.

As sets of biomarkers that allow a reliable diagnostic call need to be limited in size, we designed a novel algorithm variant of PSO with multiple algorithm modifications, COMB-PSO, that maximizes (i) the accuracy of sample classification, (ii) minimizes the underlying set size of selected features, and (iii) maintains stability of the size of feature subsets in the massive presence of uninformative (i.e. irrelevant) features. As a consequence, we expect that our algorithm scales to datasets with tens of thousands of features and few hundreds samples, still selecting relatively small subsets of informative (i.e. relevant) features. In
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particular, COMB-PSO introduces a new encoding technique that preserves the dynamics of the particles by keeping the continuous PSO particle behavior. Such a modification enhances the diversity and search capabilities of the algorithm. Based on the concepts of position and velocity in continuous PSO, COMB-PSO introduces a novel adaptive function that defines inertia weight and acceleration coefficients allowing a more aggressive transition between exploration and exploitation modes. To reduce search time, COMB-PSO features a new dynamic population strategy, allowing the fast discovery of new global best solutions and a turbulence operator lifting the swarm from a local optimum. Enabling the algorithm to find smallest subsets of features, we also introduce asymmetric particle position boundaries. Such a concept constrains the divergence of the swarm and limits positions to those with fewer set bits. As for multi-objective PSO, we introduce a local leader selection mechanism that encourages particles to frequently follow the same leader particle, preserving the coherence of the swarm. Finally, COMB-PSO maintains diversity in the non-dominated set by introducing a similarity based mechanism, keeping small size non-dominated sets.

To test our approach, we applied COMB-PSO to synthetic datasets where we controlled the amount of informative features. Furthermore, we investigated the stability of COMB-PSO by extending synthetic datasets to higher-dimensional search spaces while maintaining the same informative subsets. We further tested our approach on three disease specific gene expression data sets with high dimensional decision spaces and limited number of samples. In particular, we found that COMB-PSO significantly outperforms the standard PSO variants and scales up to high-dimensional FS problems.

2 Proposed Methods

2.1 Diversity, exploration and exploitation abilities of the Swarm

As our objective is the selection of a limited set of features, we represent each particle as a binary vector where the presence (absence) of a feature is represented by a binary digit. The binary PSO handles this type of representation by limiting the position of the particles to a binary space where a particle moves by flipping its bits. However, such a movement and the relation between velocity and particle position changes the meaning of velocity. Moreover, [6] showed that the sigmoid function, applied to velocity in BPSO, reduces the number of attributes to about half the total number of features only. To circumvent this issue, [6] introduced a speed component in a modified update rule, where speed controls the probability of a particle changing position. However, such changes hampers the algorithms ability to account for already explored solutions to guide the search. To tackle these issues, we propose a novel encoding scheme (Fig. 1) that maps particle positions to probabilities, sustaining search in continuous space. In particular, both velocity $\vec{v}$ and position $\vec{x}$ are represented in continuous form by

$$\vec{v}_i(t+1) = \omega \vec{v}_i(t) + r_1c_1(\vec{p}_i - \vec{x}_i(t)) + r_2c_2(\vec{g} - \vec{x}_i(t))$$

and

$$\vec{x}_i(t+1) = \vec{x}_i(t) + \vec{v}_i(t).$$

A new binary vector $\vec{b}$ is introduced to map the continuous space position to binary digits by

$$b_{ij} = \begin{cases} 1, & \text{if } rand() < S(x_{ij}) \\ 0, & \text{otherwise} \end{cases}$$

where

$$S(x_{ij}) = \frac{1}{1 + e^{-x_{ij}}},$$

indicating that feature $j$ in particle $i$ is accounted for in a feature subset if $b_{ij} = 1$. 
Aiming at the classification of gene expression profiles, COMB-PSO represents the velocity $v$ and position $x$ of a particle in continuous form. Utilizing a sigmoid function, each dimension of a particle’s position is transformed into a binary digit, representing the presence/absence of the corresponding gene in a feature set. As a consequence, only expression values of a gene $i$ with $b_i = 1$ are accounted for in the corresponding classification.

The terms in Eq. (5) govern the ability of the swarm to explore the search space. High values of the inertia component, $\omega \vec{v}_i(t)$ and cognitive component, $r_1c_1(\vec{p}_i - \vec{x}_i(t))$ in Eq. (5), where $p_i$ is the particle specific best solution encountered so far, allow particles to thoroughly explore the search space. In turn, the social component, $r_2c_2(\vec{g} - \vec{x}_i(t))$, where $g$ is the globally best solution encountered by any particle offsets the effects of the inertia and cognitive components, prompting the particles to converge toward a local optimum. Therefore, dynamics of the particles must be carefully controlled, allowing particles to explore the search space thoroughly in the early stages of a population-based optimization process, without being limited to local optima. In later stages, particles exploit this information and converge toward the global optimum. Bansal et al. [27] compared different inertia weight functions for parameters $\omega, c_1$ and $c_2$ and concluded that despite its popularity the linear time-variant function does not ensure the best performance. Therefore, we propose to use a sigmoid function that allows fast transitions between search phases, extending the particles time to explore and exploit the search space by

$$
\omega = \omega_{\min} + (\omega_{\max} - \omega_{\min}) \frac{1}{1 + \left(\frac{t}{\alpha T}\right)^b},
$$

$$
c_1 = c_{\min} + (c_{\max} - c_{\min}) \frac{1}{1 + \left(\frac{t}{\alpha T}\right)^b},
$$

$$
c_2 = c_{\max} + (c_{\min} - c_{\max}) \frac{1}{1 + \left(\frac{t}{\alpha T}\right)^b},
$$

Such a function is shown in Fig. 2 where $a$ governs the transition point and $b$ determines the length of the exploration and exploitation phase of the particles. Compared to a linearly decreasing function, our proposed function secures that particles transition fast between full exploration and exploitation modes. We apply the same formula to the cognitive coefficient $c_1$ and the inverse formula to the social coefficient $c_2$. 

Figure 1: COMB-PSO’s encoding mechanism. Aiming at the classification of gene expression profiles, COMB-PSO represents the velocity $v$ and position $x$ of a particle in continuous form. Utilizing a sigmoid function, each dimension of a particle’s position is transformed into a binary digit, representing the presence/absence of the corresponding gene in a feature set. As a consequence, only expression values of a gene $i$ with $b_i = 1$ are accounted for in the corresponding classification.
Figure 2: Example of inertia weight as a sigmoid function. Instead of a linear function COMB-PSO applies a sigmoid function to establish inertia weights where, $\omega_{\text{min}} = 0.6$, $\omega_{\text{max}} = 0.9$, $a = 0.5$ and $b = 4$. Compared to a linearly decreasing function, our function maintains longer exploration phase (i.e. shaded area I, where $\omega$ has higher values than linear), as well as longer exploitation phase (i.e. shaded area II, where $\omega$ has lower values than linear).

2.2 Faster Convergence

To accelerate the convergence process, we introduce a dynamic population strategy. Usually, a new global best solution is discovered at each step while the previous one is discarded. In turn, we keep such solutions and assign the weakest performing particle the corresponding point in the decision space.

Furthermore, we introduce a turbulence operator: if after $\theta, \theta < N_{\text{iterations}}$ consecutive iterations, the global best solution in single objective optimization or the Pareto front in multiobjective optimization did not change, we randomly select a fraction ($\gamma, \gamma \in [0, 1]$) of particles that reinitialize their velocities, where $\theta$ and $\gamma$ are user defined parameters.

2.3 Smaller Size Subsets

Particles tend to leave the boundaries of the search space irrespective of the initialization approach [28]. Such behavior mostly translates into wasted search efforts that need to be limited by boundary constraints. However, boundary values of $v_{\text{min}}$ and $v_{\text{max}}$ have crucial influence as they affect the balance between exploration and exploitation, as well as the size of the generated subsets. If $v_{\text{max}}$ is too large, many irrelevant genes will be selected. In turn, some critical features may be missed in the selection process if $v_{\text{min}}$ is too small. While most literature adopts symmetric boundaries i.e. $[-v_{\text{max}}, v_{\text{max}}]$, we introduce an asymmetric boundary coefficient on particle velocities in Eq. ??

$$v_{\text{max}} = -\lambda v_{\text{min}}, \lambda \in [0, 1],$$

where $\lambda$ is the velocity boundary coefficient. As a consequence, an elevated value of $\lambda$ increases the probability obtaining additional features.
2.4 Diversity Preservation of the Pareto Front

Several Multi-objective PSO (MOPSO) algorithms have been developed based on the Pareto optimality approach that deals with the simultaneous optimization of multiple and conflicting objective functions, without combining them in a weighted sum. The obtained MO solutions are composed of vectors which cannot be improved in any way without causing degradation in at least one of the other objectives. Such solutions are referred to as non-dominated solutions or archive that form the Pareto set (PS) in the search space (decision space). Its appearance in the objective space that is spanned by the dimensions of the optimization objective, is called the Pareto front (PF). Fig. 3 depicts the mapping of a decision space into an objective space. A MOPSO differs from a single objective PSO in that there are multiple global best solutions (called leaders) that each particle is assigned to. The choice of leaders aims at moving the particles towards the PF while ensuring diversity. Usually, all obtained non-dominated solutions are stored in an external archive where leaders are selected from. As a consequence, the main challenge in MOPSO is the suitable selection of a leader to move the particles through the space. In a random approach the selection of leaders is stochastic and proportional to certain weights assigned to maintain the population diversity (crowding radius, crowding factor, niche count, etc.). However, such a choice generates a lack of consistency in the movement of the particles and creates a situation of “craziness” in the swarm, where one particle follows different leaders at each iteration. In COMB-PSO, each individual particle $\vec{x}_i$ picks the leader $\vec{g}_i$ that is closest to its own position in the search space instead of the objective space by evaluating Euclidean distances between particles (see Eq. 7).

$$\vec{g}_i = \arg \min_{\vec{y} \in \text{PS}} |\vec{x}_i - \vec{y}|.$$ (7)

To improve the spread of solutions in the Pareto set, PS, particles with shortest distance from their neighbors are removed, usually assessed by the crowding distance (CD) and the square root distance (SRD) measures that are calculated in the objective space. Instead, we use the CD method considering Euclidean distances in the decision space. The particularity of a feature set causes a problem in a multi-objective optimization setting as two particles which are close in the decision space (i.e. similar selected features) usually induce similar subset size and classification accuracy. However, two particles which are close in the objective space (i.e. similar classification accuracy and size) might correspond to very different feature subsets. In COMB-PSO, we evaluate dominance based on the objective values; however, in case of equality, a second test is made to further compare both solutions in the search space. If they are not equal, then the decoded solution is added to the PS.

A last issue with MOPSO, is the choice of control parameters (inertia factor $\omega$ and acceleration coefficients $c_1$ and $c_2$) that govern the convergence behavior of the algorithm to the PF. Chakraborty et al. analyzed...
the general Pareto-based MOPSO and claimed that if
\[ \omega \leq 1 \quad \text{and} \quad 0 < \frac{c_1 + c_2}{2} < 2(1 + \omega) \quad (8) \]
is respected, the MOPSO algorithm will cause the swarm mean to converge to the center of the PS. Our choice of parameters \( \omega, c_1 \) and \( c_2 \) satisfy Eq. (8), allowing the swarm to converge to the center of the PS as the number of iterations increases.

2.5 Problem Representation

In a multi-objective optimization setting, the problem of maximizing classification accuracy and minimizing the set size of features can be formulated in different ways. The \textit{weighted sum method} combines these two objectives into a single objective (SO) using a weight coefficient as follows

\[
\text{Minimize} \quad F(S) = \alpha E_S + (1 - \alpha) \frac{|S|}{|F|}. \quad (9)
\]

Namely, \( S \) is the subset of selected features, while \( |F| \) is the total number of features in the whole dataset, and \( \alpha \) is a weight factor balancing the number of features and classification performance. Furthermore, \( E_S \) is the classification error rate. As proposed in [6], \( \alpha \in [0.6, 0.9] \), we set \( \alpha = 0.8 \). Obviously, this problem formulation requires prior knowledge of the search space to choose the appropriate weight parameter \( \alpha \).

Alternatively, the \textit{(b) Pareto front method} formulates the same objective as a multi-objective optimization problem (MO),

\[
\begin{align*}
\text{Minimize} \quad F(S) &= [f_1(S), f_2(S)] \\
f_1(S) &= E_S \\
f_2(S) &= \frac{|S|}{|F|}
\end{align*} \quad (10)
\]
representing a trade-off between classification error rate \( E_S \) and the number of selected features \( |S| \).

3 Experimental Results

To test the stability and scalability of our algorithm we created synthetic data sets, establishing a ground truth as to which features are relevant. Furthermore, we obfuscated relevant signals by adding irrelevant features, allowing us to test the algorithms ability to find relevant features in the presence of massive noise. Finally, we applied our algorithms to three cancer related gene expression data sets with a large number of features and a limited amount of samples (Table 1).

3.1 Experimental Datasets

We utilized the last of the three Monks datasets \cite{36} that has 6 discrete features \( \{f_0, \ldots, f_5\} \). Class labels are 1 if \( (f_3 = 1 \text{ and } f_4 = 3) \) or \( (f_4 \neq 4 \text{ and } f_1 \neq 3) \). Specifically, the Monks dataset has no redundant features, and the most important feature subset is \( \{f_1, f_3, f_4\} \). We increased the number of features in the Monks dataset by adding random values, representing irrelevant features \cite{37}. Likewise, the two other synthetic datasets have 10 continuous features as well. In synthetic 1, features \( f_2 \) and \( f_3 \) are copies of the first two features \( (f_2 = f_0, f_3 = f_1) \). The class label is set to 1 if the average of the first two features is greater than 0.5. Therefore, there are four optimal feature subsets for this dataset,
In Synthetic 2, the first two features are random variables in \([0, 1]\). The 3rd feature is the average of the first two, \(f_2 = \frac{f_0 + f_1}{2}\) while the 4th feature is a copy of the first feature, \(f_3 = f_0\). As a consequence, there is redundancy in any feature subset that contains \(f_0\) along with \(f_3\) or \((f_1\) and \(f_2\)). The class label is determined by feature \(f_2\). In particular, the class label is set to 1 if \(f_2 > 0.5\), suggesting that the optimal feature subset in this dataset is \(\{f_2\}\). In both synthetic 1 and synthetic 2, the rest of the features are irrelevant and have random values in \([0,1]\). To test the stability and the scalability of the different algorithms, we exponentially expanded the three synthetic datasets up to \(10^2\) and \(10^4\) features by adding noise features (random values in \([0,1]\)).

Table 1: Characteristics of synthetic and gene expression data sets

| Dataset           | # samples \((m)\) | # features \((n)\) | # classes |
|-------------------|-------------------|--------------------|-----------|
| **SYNTHETIC DATASETS** |                  |                    |           |
| Monks             | 432               | \(10^{10}\)        | \(10^{10}\) | 2         |
| Synthetic 1       | 200               | \(10^{10}\)        | \(10^{10}\) | 2         |
| Synthetic 2       | 200               | \(10^{10}\)        | \(10^{10}\) | 2         |
| **GENE EXPRESSION DATASETS** |              |                    |           |
| Leukemia          | 72                | 12,582             | 3         |
| Prostate Tumor    | 95                | 16,535             | 2         |
| B-cell lymphoma   | 77                | 6,428              | 2         |

As for real gene expression data sets (Table 1) we used a set of 72 Leukemia patient samples [38]. In particular, this set consisted of 28 Acute Myeloid Leukemia (AML), 24 Acute Lymphoblastic Leukemia (ALL) and 20 Mixed-Lineage Leukemia (MLL) cases, capturing the expression levels of 12,582 genes. The Prostate Tumor [39] data set measured expression levels of 16,535 genes in a total of 95 samples where 52 samples referred to tumor samples and the remainder to non-disease controls. The Diffusive Large B-Cell Lymphoma data set [40] captures 58 patients with Diffuse Large B-Cell Lymphomas (DLBCL) and 14 patients with Follicular Lymphomas where each patient sample features 6,428 genes.

Table 2: Hyper parameters used in the experimential set-up. Symbol \(\omega\) is the inertia weight, \(c_1, c_2\) the velocity coefficients, \(\lambda\) the velocity boundary coefficient (e.g. for dataset of size \(10\) \(\lambda = -v_{max}/v_{min} = 1/3\)), \(\theta\) the number of iterations gbest being trapped before firing the turbulence operator and \(\gamma\) the swarm fraction of the turbulence operator (i.e. the percentage of the swarm resetting their velocities).

| Parameters            | \# Features | min | max | min | max | min | max |
|-----------------------|-------------|-----|-----|-----|-----|-----|-----|
| **FOR ALL ALGORITHMS**|             |     |     |     |     |     |     |
| \(\omega\)            |             | 0.4 | 0.6 | 0.4 | 0.8 | 0.4 | 1.0 |
| \(c_1, c_2\)          |             | 1.7 | 2.1 | 1.7 | 2.1 | 1.7 | 2.1 |
| velocity              |             | -3.0| 3.0 | -4.0| 4.0 | -6.0| 6.0 |
| swarm size            |             | 30  | 100 | 300 |     |     |     |
| # iterations          |             | 300 | 1000| 3000|     |     |     |
| **FOR COMB-PSO ONLY**  |             |     |     |     |     |     |     |
| velocity (\(\lambda\))|             | -3.0| 1.0 | 1/3 | -4.0| 0.5 | 1/8 |
| position              |             | -3.0| 3.0 | -4.0| 4.0 | -6.0| 6.0 |
| \(\theta\)           |             | 5   | 5   |     |     |     |     |
| \(\gamma\)           |             | 20% | 20% | 20% |     |     |     |
Table 3: Performance results using synthetic datasets MONKS, Synthetic 1 and 2. Comparing performance of results that we obtained with the single objective SO-COMB-PSO, the multi-objective MO-COMB-PSO and standard approaches binary BPSO and multi-objective MOPSO, we measured the mean sizes of feature sets $⟨FS⟩$, mean classification error $⟨E⟩$, the average percentage cover of strongly relevent features $⟨%SRF⟩$ that feature subsets captured as well as the mean number of function calls $⟨FC⟩$.

| Mode | Algorithm | SINGLE | MULTIPLE |
|------|-----------|--------|----------|
|      |           | $10^2$ | $10^4$ | $10^2$ | $10^4$ | $10^2$ | $10^4$ | $10^2$ |
|      |           |        |        |        |        |        |
| MONKS | BPSO | 3 | 15 | 5,656 | 3 | 3 | 25 | 4 | 17 | 4,978 | 4 | 5 | 17 |
|       | SO-COMB-PSO | 0.0% | 3.8% | 5.6% | 0.6% | 0.1% | 5.4% | 16.0% | 5.3% | 7.8% | 12.5% | 0.0% | 3.2% |
|       | MOPSO | 100% | 50% | 100% | 100% | 100% | 100% | 38.5% | 62% | 78% | 44.4% | 100% | 56.9% |
|       | MO-COMB-PSO | 333 | 10,650 | 480,986 | 246 | 23,280 | 567,300 | 173 | 31,120 | 670,980 | 320 | 11,380 | 774,900 |
| SYNTHETIC 1 | $⟨FS⟩$ | 2 | 31 | 5,299 | 2 | 6 | 249 | 3 | 17 | 4,292 | 4 | 5 | 18 |
|       | $⟨E⟩$ | 5.2% | 6.2% | 5.8% | 5.6% | 4.4% | 13.3% | 10.9% | 6.6% | 30.6% | 11.7% | 2.8% | 10.1% |
|       | $⟨%SRF⟩$ | 100% | 100% | 100% | 100% | 100% | 100% | 85.7% | 98.4% | 100% | 77.4% | 100% | 100% |
|       | $⟨FC⟩$ | 276 | 27,170 | 449,876 | 308 | 22,330 | 434,800 | 761 | 24,540 | 342,800 | 2,475 | 45,540 | 808,980 |
| SYNTHETIC 2 | $⟨FS⟩$ | 1 | 18 | 5,632 | 1 | 1 | 90 | 2 | 15 | 4,459 | 4 | 5 | 11 |
|       | $⟨E⟩$ | 0.0% | 0.1% | 5.6% | 0.3% | 0.1% | 0.1% | 9.8% | 8.3% | 20.3% | 1.9% | 0.0% | 6.0% |
|       | $⟨%SRF⟩$ | 100% | 100% | 100% | 100% | 100% | 100% | 72.7% | 74.1% | 92.3% | 83.3% | 100% | 86.7% |
|       | $⟨FC⟩$ | 623 | 9,470 | 582,225 | 541 | 11,965 | 333,685 | 309 | 19,580 | 391,740 | 342 | 8,209 | 397,508 |

### 3.2 Experimental Setup

Simulations were carried out with numerical benchmarks to find the best ranges of values. An improved optimal solution for most of the benchmarks was observed when $c_{\text{min}} = 1.7$ and $c_{\text{max}} = 2.1$. As shown in Table 2 however, the boundaries are sensitive to the size of the dataset when it comes to the inertia weight, the velocity, and the positions. Parameters $\omega, c_{\text{min}}$ and $c_{\text{max}}$ were set with respect to Eq. 25.

COMB-PSO uses a wrapper approach, requiring a machine learning model to evaluate the classification accuracy of the selected features. Here, we use Random Forest (RF), an ensemble classification algorithm well suited for microarray data [41]. In particular, we used $\text{mtry} = \sqrt{n}$, $\text{n\_tree} = 5000$, $\text{nodesize} = 1$, where $n$ is the number of features, $\text{mtry}$ is the number of input variables tried at each split, $\text{n\_tree}$ is the number of trees in each forest and $\text{nodesize}$ is the minimum size of the terminal nodes.

During the search process, 70% of randomly selected instances were used as training set, while the remaining 30% were used as test set. Furthermore, we utilized 10-fold cross-validation (on the 70% training data) to evaluate the classification accuracy of the selected feature subset. To obtain testing classification accuracy selected features were evaluated on the test set (on the 30% test data).

### 3.3 Results

Based on the choice of the objective functions in section 2.5, we investigated the performance of single objective variant SO-COMB-PSO and the multi-objective variant MO-COMB-PSO, comparing their performances to the standard BPSO and MOPSO respectively. Specifically, SO-COMB-PSO and BPSO are single objective methods producing 30 solutions for each dataset from 30 independent runs. MO-COMB-PSO and MOPSO are multi-objective algorithms producing 30 sets of solutions for each dataset from 30 independent runs as well.

Before introducing the benchmarks used for evaluating and comparing results, we make a quick note on the concept of strongly relevant features. As outlined in [11], features are classified into three disjoint categories, namely, strongly relevant, weakly relevant, and irrelevant features. However, simply combining a highly ranked feature with another highly ranked feature often does not form a better feature set because
these two features could be highly associated. In fact, each optimal subset must include all the strongly relevant features. It may include some of the weakly relevant features, but none of the irrelevant features. Identifying strongly relevant features is of particular interest to the high-dimensional FS problems such as finding a small set of biomarkers to make a diagnostic call. Consequently, for the synthetic datasets, where we have prior knowledge of the strongly relevant features, we measured the feature subsets propensity to cover all the strongly relevant features by the percentage of strongly relevant features that appear in the corresponding feature subsets $\langle \%SRF \rangle$.

For the rest of the benchmarks allowing us to compare the performance of the algorithms on the synthetic datasets we collect the average size of the optimum feature subsets $\langle FS \rangle$ and the average classification error rate, $\langle E \rangle$ after 30 runs in Table 3. Finally, we evaluate the average number of function calls to the classification procedure $\langle FC \rangle$, indicating the algorithm’s convergence toward a local minimum. Given that all algorithms appeared to have the same running time when the size of the dataset was fixed, a low $\langle FC \rangle$ may also indicate premature convergence.

in Table 3 we generally observe that our novel variants of COMB-PSO allowed (i) high classification accuracy with (ii) a low size of feature subsets that (iii) largely captured strongly relevant features. Notably, these results were largely independent from the number of available features in the corresponding datasets. In turn, we observed that the conventional PSO variants were sensitive to an increasing number of features. Notably, the average number of calls to the underlying classification function increased sharply with increased number of features, an observation that was independent of the utilized PSO variant. As for single and multi objective specific characteristics our results suggest no significant differences when we compared average subset size, classification error rate, and cover rate of strongly relevant features of SO-COMB-PSO and MO-COMB-PSO.

While synthetic data sets featured a large numbers of features and samples, our gene expression datasets were high-dimensional as well but had a low number of samples. Applying our algorithms to the three different cancer gene expression data sets, we evaluated their performance by measuring the mean size of of selected gene subsets and the corresponding mean classification error rate. For the multi-objective approach, the 30 sets of solutions are combined together to extract the overall non-dominated solutions achieved by MO-COMB-PSO and MOPSO across the 30 independent runs.

The results obtained by BPSO and MOPSO (Figs. 4d-f) are largely in consent with the recent ones published on the same datasets in [42]. In comparison to the results that we obtained with the standard PSO variants, we generally observed that our variants of COMB-PSO allowed us to find significantly smaller gene subsets with higher ability to correctly classify disease samples (Figs. 4h-c). As for results that we obtained with our variants of COMB-PSO suggest that MO-COMB-PSO and SO-COMB-PSO generated subsets that roughly allow the same high classification accuracy. However, we found that the multi-objective COMB-PSO outperforms the single objective version by providing smaller gene subsets. COMB-PSO results are

4 Conclusion

Our objective was to enhance the PSO’s performance, allowing us to find feature subsets that improve classification accuracy when implemented on datasets with tens of thousands of features and few hundreds samples. Improving PSO’s stability and scalability we introduced (i) a new encoding scheme in the continuous space, (ii) a fast varying inertia weight and acceleration coefficients, (iii) a novel diversity strategy, and (iv) an enhanced local guide search mechanism for the multi-objective approach. Notably, such algorithmic changes enabled us to identify subsets of considerably smaller size and low classification error when we compared their performance to standard variants BPSO and MOPSO.
Figure 4: single vs multi-objective and standard PSO (BPSO, MOPSO) vs COMB-PSO performance on gene expression datasets. Figs a-c show COMB-PSO results, while Figs d-f show BPSO and MOPSO results. Note that for the single objective variants (i.e. BPSO and SO-COMBPSO), different solutions may have the same number of features and the same classification error and they are plotted in the same dot, which explains why some plots have less than 30 dots. Furthermore, we merged the 30 Pareto sets to retain the overall dominant solutions only, which explains why the number of squares is also less than 30.

Comparing the single to the multi-objective approach, we generally observed similar performance in terms of selected subset size, classification error rate, strongly relevant features cover and number of function calls. Nevertheless, the single objective approach can still identify solutions that are not dominated by the best Pareto set of the multi-objective approach. Such an observation may be rooted in the choice of a weight factor in the weighted sum approach, that privileges accuracy over size.

Since the fitness function deployed in this study does not consider the relevance of the selected subset nor the redundancy of features, our algorithm can not account for the relevance of genes for the underlying disease class. To capture such characteristics, functional analysis of the underlying genes may be needed to identify clusters of related genes as a proxy to assess their redundancy as features in the classification step. Furthermore, relevance and redundancy of each feature may be need to be accounted for in the objective optimization function. Although our approach does not explicitly consider redundancy of features, we observed that strongly relevant features were still selected as features in the corresponding feature subsets. While our wrapper method using a random forest classifier is very efficient at obtaining high accuracy subsets, it still has high computational costs may not scale up to problems with large datasets. Therefore, further research effort are needed to explore the stability and scalability as well as mitigate the computation costs of the algorithm when dealing with an ultra large dimensional search space, that is composed of millions of features and hundreds of thousands of samples.
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