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We classify additive operations in connective K-theory with various torsion-free coefficients. We discover that the answer for the integral case requires understanding of the \( \hat{\mathbb{Z}} \) case. Moreover, although integral additive operations are topologically generated by Adams operations, these are not reduced to infinite linear combinations of the latter ones. We describe a topological basis for stable operations and relate it to a basis of stable operations in graded K-theory. We classify multiplicative operations in both theories and show that homogeneous additive stable operations with \( \hat{\mathbb{Z}} \)-coefficients are topologically generated by stable multiplicative operations. This is not true for integral operations.

1. Introduction

Let \( k \) be a field of characteristic 0. An oriented cohomology theory \( A^* \) over \( k \) is a functor from the category \( \text{Sm}_k^{op} \) of smooth quasiprojective varieties over \( k \) to the category of \( \mathbb{Z} \)-graded commutative rings equipped with a push-forward structure and satisfying certain axioms. In this article, we study the, so-called, small theories. For these, the appropriate choice is [Vishik 2019, Definition 2.1], which employs a strong form of the localization axiom and is some breed of the axioms of Panin and Smirnov [Panin 2004, Definition 1.1.7] and that of Levine and Morel [2007, Definition 1.1.2]. In particular, every oriented cohomology theory \( A^* \) admits a theory of Chern classes \( c_n^A \) of vector bundles. Among such theories there is the universal one — the algebraic cobordism of Levine and Morel \( \Omega^* \) [2007]. We will work with the free theories, i.e., theories obtained from \( \Omega^* \) by a change of coefficients. These are exactly the theories of rational type for which the results of Vishik [2019] apply.

Examples of free oriented cohomology theories are:

- **Chow theory** \( \text{CH}^* \) that assigns to a smooth variety \( X \) over \( k \) the Chow ring \( \text{CH}^*(X) \);
- **Graded K-theory** \( K^*_{gr} \) that takes \( X \) to the Laurent polynomial ring \( K_0(X)[t, t^{-1}] \) (graded by the powers of the Bott element \( t \) of degree \(-1\)) over the Grothendieck ring \( K_0(X) \);
- **Connective K-theory** that takes a smooth variety \( X \) to the ring \( \text{CK}^*(X) \) of \( X \) (see [Cai 2008; Dai and Levine 2014]).
The connective $K$-theory is the “smallest” oriented cohomology theory “living” above Chow theory and graded $K$-theory: there are natural graded morphisms

$$
\begin{array}{ccc}
\text{CK}^*(X) & \xrightarrow{\sim} & \text{CH}^*(X) \\
& & \xrightarrow{\sim} \\
& & \text{K}_{gr}^*(X)
\end{array}
$$

that yield graded isomorphisms

$$
\text{CK}^*(X)/t\mathbb{C}_K^*(X) \xrightarrow{\sim} \text{CH}^*(X) \quad \text{and} \quad \text{CK}^*(X)[t^{-1}] \xrightarrow{\sim} \text{K}_{gr}^*(X).
$$

Moreover, multiplication $\text{CK}^{n+1}(X) \rightarrow \text{CK}^n(X)$ by the Bott element $t \in \text{CK}^{-1}(k)$ is an isomorphism if $n < 0$. The map $\text{CK}^0(X) \rightarrow \text{K}_{gr}^0(X) = K_0(X)$ is also an isomorphism, so we can identify $\text{CK}^n(X)$ with $K_n(X)$ for all $n \leq 0$.

For any $n \geq 0$, the image of $\text{CK}^n(X) \rightarrow \text{CK}^0(X) = K_0(X)$ is the subgroup $K_{gr}^n(X) \subset K_0(X)$ generated by the classes of coherent $\mathcal{O}_X$-modules with codimension of support at least $n$. Note that the map $t^n$ may not be injective in general if $n > 1$.

Let $A^*$ and $B^*$ be two oriented cohomology theories. An additive operation $G : A^* \rightarrow B^*$ is a morphism between functors $A^*$ and $B^*$ considered as contravariant functors from $\text{Sm}_k$ to the category of abelian groups. Examples of additive operations are Adams operations in algebraic $K$-theory and Steenrod operations in the Chow groups modulo a prime integer.

If $A^*$ is an oriented cohomology theory and $R$ is a commutative ring, we write $A^n_R(X)$ for $A^n(X) \otimes \mathbb{Z} R$ and $\text{OP}^{n,m}_R(A)$ for the $R$-module of $R$-linear operations $A^n_R \rightarrow A^m_R$.

It is proved in [Vishik 2019, §6.3] that every free oriented cohomology theory $A^*$ admits the Adams operations $\Psi^A_m \in \text{OP}^{n,n}_R(A)$ for all $n$ and $m$. The operation $\Psi^A_m$ in $\text{OP}^{1,1}_R(A)$ satisfies

$$
\Psi^A_m (c^A_1(L)) = c^A_1(L \otimes^m)
$$

for a line bundle $L$. Moreover, there is an $R$-linear map

$$
\text{Ad}_n : \mathbb{R}[x] \rightarrow \text{OP}^{n,n}_R(A)
$$

taking the power series $(1 - x)^m$ to the Adams operation $\Psi^A_m$ for all $m \in \mathbb{Z}$.

In general, the map $\text{Ad}_n$ is neither injective nor surjective — see below. But it is shown in [Vishik 2019, §6.1] that $\text{Ad}_n$ is an isomorphism if $A^*$ is the graded $K$-theory, thus,

$$
\text{OP}^{n,n}_R(\text{K}_{gr}) \simeq \mathbb{R}[x].
$$

Since the power series $(1 - x)^m$ generate $\mathbb{R}[x]$ as a topological $R$-module in the $x$-adic topology, we can say that the $R$-module $\text{OP}^{n,n}_R(\text{K}_{gr})$ is topologically generated by the Adams operations in the graded $K$-theory. Moreover, since multiplication by the Bott element is an isomorphism in $K_{gr}^*$, we have $\text{OP}^{n,m}_R(\text{K}_{gr}) = \mathbb{R}[x] \cdot t^{n-m}$.

In the present paper, we study the groups $\text{OP}^{n,m}_R := \text{OP}^{n,m}_R(\text{CK})$ of operations in the connective $K$-theory over $R$. We write, for simplicity, $\text{OP}^{n,m}_R$ for $\text{OP}^{2, m}_R$. 
The groups $\text{CK}^n(X)$ for $n \leq 0$ are identified with $K_0(X)$, hence translating the above result on the operations in graded K-theory, we see that $\text{Ad}_n : R[[x]] \to \text{OP}^n_R$ is an isomorphism for $n \leq 0$.

The Adams operation $\Psi_0$ is trivial on $\text{CK}^n_R$ for $n > 1$, i.e., $\text{Ad}_0(1) = 0$, so we consider the restriction $\text{Ad}_n' : xR[[x]] \to \text{OP}^n_R$ of the map $\text{Ad}_n$. The $R$-module $\text{CK}^1_R(X)$ is a canonical direct summand via multiplication by $t$ of $\text{CK}^0_R(X) = K_0(X)_R$ with the complement $R \cdot 1$. This leads to a ring isomorphism $\text{OP}^{0,0}_R = R \times \text{OP}^{1,1}_R$. Moreover, the map $\text{Ad}_n' : xR[[x]] \to \text{OP}^{n,n}_R$ is an isomorphism.

The structure of the groups $\text{OP}^n_R$, with $n > 1$, is much more delicate and depends on the base ring $R$. The homomorphisms $\text{Ad}_n' : xR[[x]] \to \text{OP}^{n,n}_R$ for $n \geq 2$ are not surjective in general.

It came as a surprise to us that the structure of $\text{OP}^{n,n}_R$ is very simple over the ring of profinite integers $\hat{\mathbb{Z}} = \lim(\mathbb{Z}/n\mathbb{Z})$:

**Theorem.** The map $\text{Ad}_n' : x\hat{\mathbb{Z}}[[x]] \to \text{OP}^{n,n}_{\hat{\mathbb{Z}}}$ is an isomorphism if $n \geq 1$. In particular, the $\hat{\mathbb{Z}}$-module $\text{OP}^{n,n}_{\hat{\mathbb{Z}}}$ is topologically generated by the Adams operations.

Over $\mathbb{Z}$, the map $\text{Ad}_n'$ is not surjective if $n \geq 2$.

**Theorem.** The group $\text{OP}^{n,n}$ of integral operations is isomorphic, canonically, to a subgroup of $\text{OP}^{n,n}_{\hat{\mathbb{Z}}}$. Moreover, there is an exact sequence

$$0 \to x\hat{\mathbb{Z}}[[x]] \xrightarrow{\text{Ad}_n'} \text{OP}^{n,n}_{\hat{\mathbb{Z}}} \to (\hat{\mathbb{Z}}/\mathbb{Z})^{n-1} \to 0$$

if $n \geq 1$.

Thus, the group $\hat{\mathbb{Z}}$ also shows up in the computation of $\text{OP}^{n,n}$ over $\mathbb{Z}$. For example, $\text{OP}^{2,2}_{\hat{\mathbb{Z}}} = x\hat{\mathbb{Z}}[[x]]$ is generated by $x\hat{\mathbb{Z}}[[x]]$ and the power series $\sum_{i > 0}((c - c_i)/i)x^i$ for all $c \in \hat{\mathbb{Z}}$ and integers $c_i$ such that $c - c_i$ is divisible by $i$ for all $i > 0$, i.e., $c_i$ in $\mathbb{Z}$ represents congruence class of $c$ modulo $i$.

We prove that the rings $\text{OP}^{n,n}_{\hat{\mathbb{Z}}}$ and $\text{OP}^{n,n}_{\hat{\mathbb{Z}}}$ are commutative. Moreover, the rings $\text{OP}^{n,n}_R$ are “almost” integral domains: the only zero divisors are the multiples of $\Psi_1 \pm \Psi_{-1}$.

An operation $G : A^* \to B^*$ is called **multiplicative** if $G$ is a morphism of functors $\text{Sm}_k \to \text{Rings}$. Examples are **twisted** Adams operations $\Psi^c_b$, defined as follows: Let $b \in \hat{\mathbb{Z}}$ and $c \in \hat{\mathbb{Z}}^\times$. Then the operation $\Psi^c_b$ is homogeneous and equal to $c^{-n} \cdot \Psi_{bc}$ on $\text{CK}^n_{\hat{\mathbb{Z}}}$, where $\Psi_{bc}$ is the (generalized) Adams operation with the power series $(1 - x)^{bc}$. We classify all multiplicative operations on $\text{CK}^*_{\hat{\mathbb{Z}}}$ in Section 5.

The notion of “stability” in topology can be considered in an algebraic setting as follows (see [Vishik 2019, §3.11]): Let $\text{SmOp}$ be a category whose objects are pairs $(X, U)$, where $X \in \text{Sm}_k$ and $U$ is an open subvariety of $X$. Any theory $A^*$ extends from $\text{Sm}_k$ to $\text{SmOp}$ by the rule

$$A^*((X, U)) := \ker(A^*(X) \to A^*(U)),$$

and every additive operation $A^* \to B^*$ on $\text{Sm}_k$ extends uniquely to an operation on $\text{SmOp}$. There is an identification

$$\sigma^A_T : A^*((X, U)) \cong A^{*+1}(\Sigma_T(X, U)),$$

where $\Sigma_T(X, U) := (X, U) \wedge (\mathbb{P}^1, \mathbb{P}^1 \setminus 0) = (X \times \mathbb{P}^1, X \times (\mathbb{P}^1 \setminus 0) \cup U \times \mathbb{P}^1)$.
For any additive operation \( G : A^* \to B^* \), we define its desuspension as the unique operation \( \Sigma^{-1}G : A^* \to B^* \) such that
\[
G \circ \sigma_T^A = \sigma_T^B \circ \Sigma^{-1}G.
\]
A stable additive operation \( G : A^* \to B^* \) is the collection \( \{G^n \mid n \geq 0\} \) of operations \( A^* \to B^* \) such that \( G(n) = \Sigma^{-1}G^{n+1} \).

In Section 6, we classify stable operations in connective K-theory over \( \hat{\mathbb{Z}} \). We prove that under the identification 
\[
OP^{n,n}_{\hat{\mathbb{Z}}} = \begin{cases} 
\hat{\mathbb{Z}}[[x]], & \text{if } n \leq 0, \\
x\hat{\mathbb{Z}}[[x]], & \text{if } n \geq 1,
\end{cases}
\]
the desuspension map is given by the formula
\[
\Sigma^{-1}(G) = \begin{cases} 
\Phi(G), & \text{if } n \leq 1, \\
\Phi(G) - \Phi(G)(0), & \text{if } n > 1,
\end{cases}
\]
where \( G \in OP^{n,n}_{\hat{\mathbb{Z}}} \) and \( \Phi(G) = (x-1)(dG/dx) \). Thus, the desuspension map \( \Sigma^{-1} \) yields a tower of injective maps
\[
\hat{\mathbb{Z}}[[x]] = OP^{0,0}_{\hat{\mathbb{Z}}} \hookrightarrow OP^{1,1}_{\hat{\mathbb{Z}}} \hookrightarrow \cdots \hookrightarrow OP^{n,n}_{\hat{\mathbb{Z}}} \hookrightarrow \cdots.
\]

The group of homogeneous degree 0 stable operations \( CK^*_{\hat{\mathbb{Z}}} \to CK^*_{\hat{\mathbb{Z}}} \) is canonically isomorphic to the group
\[
S := \bigcap_n \text{Im}(\Phi^n) \subset \hat{\mathbb{Z}}[[x]].
\]
We identify this group in Section 6. In particular, we prove that \( S \) is the closure in the \( x \)-adic topology of \( \hat{\mathbb{Z}}[[x]] \) of the set of all (finite) \( \hat{\mathbb{Z}} \)-linear combinations of the Adams power series \( A_r \), for \( r \in \hat{\mathbb{Z}}^\times \). The \( \hat{\mathbb{Z}} \)-module \( S \) and its integral version \( S_0 \) appear to be of an uncountable rank. We describe a topological basis for them.

We call a multiplicative operation \( G \) stable if the constant sequence \((G, G, G, \ldots)\) is stable. We prove that stable multiplicative operations \( CK^*_{\hat{\mathbb{Z}}} \to CK^*_{\hat{\mathbb{Z}}} \) are exactly operations \( \Psi_1^c \), for \( c \in \hat{\mathbb{Z}}^\times \). Thus, we obtain:

**Theorem.** Homogeneous degree 0 stable additive operations on \( CK^*_{\hat{\mathbb{Z}}} \) are topologically generated by the stable multiplicative operations on it.

Similarly, stable multiplicative operations on \( CK^* \) are \( \Psi_1^{\pm 1} \). This time though, they don’t generate the group of stable additive operations which is of uncountable rank.

Recall that additive operations in (graded) K-theory were determined in [Vishik 2019, §6.1]. In the present paper, we determine stable and multiplicative operations in \( K_{gr} \). We describe a basis of the group of stable \( K_{gr} \)-operations and relate it to the basis of stable \( CK \)-operations. The ring of stable operations is dual to the Hopf algebra of co-operations defined over \( \mathbb{Z} \), and therefore, has the structure of a (topological) Hopf algebra. The Hopf algebra of co-operations coincides with \( K_0(K) \) in topology and has been studied in [Adams and Clarke 1977; Adams et al. 1971; Clarke et al. 2001; Johnson 1984; Strong and Whitehouse 2010]. The case of \( CK \) was investigated, in particular, in [Kane 1981].
The main tool used in our proofs is the general result of Vishik [2019, Theorem 6.2] that asserts, when applied to the connective K-theory, that an operation \( G \in \text{OP}_R^{n,m} \) for \( n \geq 1 \) is given by a sequence of symmetric power series \( G_l \in R[[x_1, \ldots, x_n]] \) for all \( l \geq n \) satisfying certain conditions. In particular, \( G_l \) divisible by \( x_1 \cdots x_l \) and \(-G_{l+1} = \partial(G_l)\), the partial derivative of \( G_l \) (see Definition 2.1) for all \( l \geq n \), i.e., all power series \( G_l \) are determined by \( G_n \). We show that if \( R \) is torsion free, then \( G_n \) can be integrated over \( K = R \otimes \mathbb{Q} \): there is a unique power series \( H \in xK[[x]] \) such that \( \partial^n(H) = \partial^{n-1}(H) \). Thus, the operation \( G \) is determined by a power series \( H \) in one variable over \( K \) such that \( \partial^{n-1}(H) \in R[[x_1, \ldots, x_n]] \).

The article is organized as follows: In Section 2, we prove general results which will permit us to integrate the multivariate symmetric power series and reduce the classification of operations to the description of power series in one variable with certain integrality properties. These properties are then studied and the respective power series are classified in Section 3. In Section 4, we apply the obtained results in combination with [Vishik 2019, Theorem 6.2] to produce a description of additive operations in CK with integral and \( \hat{Z} \)-coefficients. We describe the ring structure on the set of homogeneous operations. The description of operations in \( K_{\text{gr}} \) comes as an easy by-product. In the latter case, we also describe the dual bialgebra of co-operations. Multiplicative operations in CK and \( K_{\text{gr}} \) are studied in Section 5. Finally, Section 6 is devoted to the computation of stable operations.

2. Symmetric power series

2A. Partial derivatives. Let \( F(x, y) \) be a (commutative) formal group law over a commutative ring \( R \). We write \( x*y := F(x, y) \).

Let \( G(x_1, \ldots, x_n) \in R[[x_1, \ldots, x_n]] \) be a power series in \( n \geq 1 \) variables.

Definition 2.1. The partial derivative of \( G \) (with respect to \( F \)) is the power series
\[
(\partial G)(x_1, x_2, \ldots, x_{n+1}) = G(x_1 \ast x_2, x_3, \ldots, x_{n+1}) - G(x_1, x_3, \ldots, x_{n+1}) - G(x_2, x_3, \ldots, x_{n+1}) + G(0, x_3, \ldots, x_{n+1}),
\]
which lies in \( R[[x_1, \ldots, x_{n+1}]] \).

Note that the partial derivative is always taken with respect to the first variable (in this case \( x_1 \)) in the list of variables. Write \( \partial^m \) for the iterated partial derivative. We also set \((\partial^0 G)(x_1, \ldots, x_n) = G(x_1, \ldots, x_n) - G(0, x_2, \ldots, x_n)\).

For a subset \( I \subset [1, m+1] := \{1, \ldots, m+1\} \), write \( x_I \) for the \( * \)-sum of all \( x_i \) with \( i \in I \). In particular, \( x_{\emptyset} = 0 \). Then
\[
(\partial^m G)(x_1, \ldots, x_{m+n}) = \sum (-1)^{|I|} G(x_I, x_{m+2}, \ldots, x_{m+n}) \in R[[x_1, x_2, \ldots, x_{m+n}]], \tag{2.2}
\]
where the sum is taken over all \( 2^{m+1} \) subsets \( I \subset [1, m+1] \). In particular, \( \partial^m G \) is symmetric with respect to the first \( m+1 \) variables.

Observation 2.3. If \( G \in R[[x_1, \ldots, x_n]] \) is such that \( \partial G \) is a symmetric power series, then \( \partial^m G \) is symmetric for all \( m \geq 1 \).
Indeed, since $\partial G$ is symmetric, $\partial^m G = \partial^{m-1} (\partial G)$ is symmetric with respect to the last $n$ variables. But $\partial^m G$ is symmetric with respect to the first $m + 1$ variables, hence it is symmetric.

**Notation 2.4.** For any commutative $\mathbb{Q}$-algebra $K$, write

$$\lg_1(x) := \log(1 - x) = - \sum_{i \geq 1} \frac{x^i}{i} \in \mathcal{K}[x]$$

and for any $n \geq 0$,

$$\lg_n(x) := \frac{1}{n!} (\lg_1(x))^n \in \mathcal{K}[x].$$

In particular, $\lg_0(x) = 1$.

For the rest of this section, $\ast$ denotes the multiplicative formal group law, i.e., $x \ast y = x + y - xy$.

The power series $\lg_1(x)$ belongs to the kernel of $\partial$. Moreover, we have the following statement:

**Proposition 2.5.** For any commutative $\mathbb{Q}$-algebra $K$ and any $n > 0$, the kernel of $\partial^{n-1} : \mathcal{K}[x] \to \mathcal{K}[x_1, \ldots, x_n]$ is equal to

$$\sum_{0 \leq r < n} K \cdot \lg_r(x).$$

**Proof.** We make the following change of variables:

$$y_i = \lg_1(x_i) = \log(1 - x_i),$$

where $x_1 = x$. The multiplicative group law $\ast$ translates to the additive one. In the new variables, the partial derivative is homogeneous and lowers the degree in $y_1$ by 1. Therefore, the kernel of $\partial^n$ is spanned by $1, y_1, \ldots, y_1^{n-1}$. 

The following formula is very useful:

**Proposition 2.6.** Let $K$ be a $\mathbb{Q}$-algebra, $G \in \mathcal{K}[x]$ and $n$ a positive integer. Then

$$(\partial^n G)(x_1, x_2, \ldots, x_{n+1}) = \sum_{k=1}^{\infty} \frac{1}{k!} \partial_1^{n-1} \left( (1 - x)^k \frac{d^k G}{dx^k} \right)(x_1, x_2, \ldots, x_n) \cdot x_1^k.$$ 

**Proof.** Note that both sides don’t contain monomials $\tilde{x}^\alpha := x_1^{\alpha_1} x_2^{\alpha_2} \cdots x_{n+1}^{\alpha_{n+1}}$ if at least one $\alpha_i$ is zero. We prove that for every multiindex $\alpha$ with $\alpha_i > 0$ for all $i$, the $x^{\alpha}$-coefficients of both sides are equal. Set $k = \alpha_{n+1}$.

By (2.2), the $\tilde{x}^\alpha$-coefficient of the left-hand side is the same as the $\tilde{x}^\alpha$-coefficient of $G(x_1 \ast x_2 \cdots \ast x_{n+1})$. To determine this coefficient, we differentiate (in the standard way) $k$ times the series $G(x_1 \ast x_2 \cdots \ast x_{n+1})$ by $x_{n+1}$, plug in $x_{n+1} = 0$ and divide by $k!$. Since our formal group law is multiplicative, we have

$$1 - x \ast y = (1 - x)(1 - y),$$

and so,

$$\frac{d}{dx_{n+1}}(x_1 \ast x_2 \cdots \ast x_{n+1}) = (1 - x_1)(1 - x_2) \cdots (1 - x_n).$$

It follows that the $x^{\alpha}$-coefficient in the left-hand side is equal to the $x_1^{\alpha_1} x_2^{\alpha_2} \cdots x_{n+1}^{\alpha_{n+1}}$-coefficient of

$$\frac{1}{k!} (1 - x_1)^k (1 - x_2)^{k'} \cdots (1 - x_n)^{k'} \frac{d^k G}{dx^k} (x_1 \ast x_2 \cdots \ast x_n).$$
On the other hand, the $x^\alpha$-coefficient of the right-hand side is equal to the $x_1^{\alpha_1}x_2^{\alpha_2} \cdots x_n^{\alpha_n}$-coefficient of $(1/k)\partial_{n-1}(1/(1-x)(d^kG/dx^k))(x_1, x_2, \ldots, x_n)$. This is the same as the $x_1^{\alpha_1}x_2^{\alpha_2} \cdots x_n^{\alpha_n}$-coefficient of 
\[
\frac{1}{k!}(1-x_1^\ast x_2^\ast \cdots \ast x_n)^k G^{(k)}(x_1^\ast x_2^\ast \cdots \ast x_n)
\]
\[
= \frac{1}{k!}(1-x_1)^k (1-x_2)^k \cdots (1-x_n)^k \frac{d^k G}{dx^k} (x_1^\ast x_2^\ast \cdots \ast x_n).
\]

For a nonzero power series $H \in R[[x_1, \ldots, x_n]]$, denote by $v(H)$ the smallest degree of monomials in $H$. Set also $v(0) = \infty$.

**Observation 2.7.** Suppose that a commutative ring $R$ is torsion free. A direct calculation shows that for positive integers $n$ and $m$, we have $v(\partial^{n-1}(x^m)) = m$ if $m \geq n$. It follows that $v(\partial^{n-1}(G)) = v(G)$ for every $G \in R[[x]]$ such that $v(G) \geq n$.

**2B. Integration of symmetric power series.**

**Definition 2.8.** A power series $G \in R[[x_1, \ldots, x_n]]$ is called double-symmetric if $G$ itself and $\partial G$ are both symmetric.

In the following proposition, we prove that double-symmetric power series can be symmetrically integrated over any commutative $\mathbb{Q}$-algebra:

**Proposition 2.9.** Let $K$ be a commutative $\mathbb{Q}$-algebra and $G \in K[[x_1, \ldots, x_n]]$, with $n \geq 2$, be a symmetric power series divisible by $x_1 \cdots x_n$. The following are equivalent:

1. $G$ is double-symmetric.
2. All derivatives $\partial^m(G)$, where $m \geq 0$, are symmetric power series.
3. There is a power series $L \in K[[x]]$ such that $G = \partial^{n-1}(L)$.
4. There is $H \in K[[x_1, \ldots, x_{n-1}]]$ such that $\partial(H) = G$.
5. There is a unique symmetric $H \in K[[x_1, \ldots, x_{n-1}]]$, divisible by $x_1 \cdots x_{n-1}$, with zero coefficient at $x_1 \cdots x_{n-1}$ and such that $\partial(H) = G$.

**Proof.** Note that $(1) \iff (2)$ by Observation 2.3. We will prove the equivalence of all statements by induction on $n$. The implication $(3) \implies (2)$ is clear, and the implications $(2) \implies (1)$ and $(3) \implies (4)$ are trivial.

$(5) \implies (3)$: Follows by induction applied to $H$.

$(1)$ or $(4) \implies (5)$: Over a commutative $\mathbb{Q}$-algebra every formal group law is isomorphic to the additive one. So we may assume that the group law is additive, i.e., the derivative is defined by

\[
(\partial G)(x, y, \bar{t}) = G(x + y, \bar{t}) - G(x, \bar{t}) - G(y, \bar{t}) + G(0, \bar{t}).
\]

We first prove uniqueness. Indeed if $\partial H = 0$, then $H$ is linear in $x_1$, and since $H$ is symmetric and divisible by $x_1 \cdots x_{n-1}$, we must have $H = 0$. 

Case \( n = 2 \): The implication (4) \( \Rightarrow \) (5) is obvious. We prove (1) \( \Rightarrow \) (5). We may assume that \( G \) is a homogeneous polynomial of degree \( d > 1 \). The symmetry of the derivative of \( G(x, y) \) results in the following cocycle condition:

\[
G(x + y, z) + G(x, y) = G(x + z, y) + G(x, z).
\]

In particular, we have the following equalities:

\[
G(x + y, x + y) + G(x, y) = G(2x + y, y) + G(x, x + y),
\]
\[
G(2x + y, 2y) + G(2x, y) = G(2x, 2y) + G(y, y),
\]
\[
G(x, x + y) + G(x, y) = G(2x, y) + G(x, x).
\]

It follows that

\[
\partial(G(x, x))(x, y) = G(x + y, x + y) - G(x, x) - G(y, y)
\]
\[
= G(2x, 2y) - 2G(x, y)
\]
\[
= (2^d - 2)(G(x, y)),
\]

due to symmetry of \( G \). Integrating \( G \), we get a power series \( H = \sum_{i,j \geq 1} a_{i,j} x^i y^j \) in two variables such that \( \partial H = G \).

Case \( n = 3 \): Write \( G(x, y, z) = \sum_{i \geq 1} G_i(x, y)z^i \). By the very definition, if \( G \) satisfies (1), respectively (4), then all \( G_i(x, y) \) also satisfy (1), respectively (4). By induction, they satisfy (5). Integrating each \( G_i(x, y) \), we get a power series \( H = \sum_{i,j \geq 1} a_{i,j} x^i y^j \) in two variables such that \( \partial H = G \).

Note that we can change \( H \) by any series \( \sum_i c_i x^i y^j \) without changing \( \partial H \). This way, we can make \( H = \sum_{i,j \geq 1} a_{i,j} x^i y^j \) with \( a_{i,1} = a_{1,i} \) and \( a_{1,1} = 0 \). We claim that \( H \) is symmetric. Indeed, from the symmetry of \( \partial H \), we have

\[
\binom{i+k}{i} a_{i+k,j} = \binom{j+k}{j} a_{j+k,i},
\]

for any \( i, j, k \geq 1 \). This implies that

\[
\frac{1}{i+l} \binom{i+l}{i} a_{i+l-1,1} = a_{i,1},
\]

and so, \( a_{i,l} = a_{l,i} \), for any \( i, l \geq 2 \). This shows that \( H \) is symmetric. Observe that such symmetric integration is unique provided \( a_{1,1} = 0 \).

Case \( n > 3 \): Write \( G = \sum_{i \geq 1} G_i \cdot x_n^i \) with \( G_i \in K[[x_1, \ldots, x_{n-1}]] \). Again, by the very definition, the slices \( G_i \) of \( G \) are double-symmetric. By the inductive assumption, these can be uniquely integrated to symmetric power series \( H_i \in K[[x_1, \ldots, x_{n-2}]] \) as in (5). Putting these power series together, we obtain

\[
H = \sum_{i \geq 1} H_i \cdot x_{n-1}^i \in K[[x_1, \ldots, x_{n-1}]]
\]

such that \( \partial H = G \). Write

\[
H = \sum_{i_1, \ldots, i_{n-1}} a_{i_1,\ldots,i_{n-1}} x_1^{i_1} \cdots x_{n-1}^{i_{n-1}}
\]

Modifying \( H \) by \( x_1 \cdots x_{n-1} L(x_{n-1}) \) for an appropriate power series \( L \), we may assume \( a_{i_1,\ldots,i_{n-1}} = a_1,1,\ldots,i \) for all \( i \).
We claim that $H$ is symmetric. The $x_1^{i_1} \cdots x_n^{i_n}$-coefficient of $G = \partial H$ is equal to $\binom{i_1 + i_2}{i_1} a_{i_1 + i_2, i_3, \ldots, i_n}$. Therefore, since $G$ is symmetric, $H$ is symmetric with respect to $x_2, \ldots, x_{n-1}$, if $i_1 > 1$. Recall that $H$ is also symmetric in $x_1, \ldots, x_{n-2}$. Therefore, it suffices to show that the coefficient $a_{1, i_2, \ldots, i_{n-1}}$ does not change if we interchange $i_{n-1}$ with $i_k$ for some $k = 2, \ldots, n-2$.

Suppose all indices $i_1, \ldots, i_{n-1}$ but one are equal to 1. Then the statement follows from the equality $a_{1, i_1, \ldots, i_1} = a_{1, i_1, \ldots, i_1}$ for all $i$. Otherwise, at least two indices, say $i_k = u$ and $i_l = v$ with $k < l$ are greater than 1.

If $l < n - 1$, set $w = i_{n-1}$. We have (here and below, we indicate only the indices which are permuted, hidden indices remain unchanged):

$$a_{1, u, v, w} = a_{v, u, 1, w} = a_{v, w, 1, u} = a_{1, w, v, u},$$

so we interchanged $i_k$ and $i_{n-1}$. If $l = n - 1$, we can write

$$a_{1, u, v} = a_{u, 1, v} = a_{u, v, 1} = a_{v, u, 1} = a_{v, 1, u} = a_{1, v, u},$$

i.e., we again interchanged $i_k$ and $i_{n-1}$.

\[\square\]

### 3. The groups $Q^n R$

The formal group law is multiplicative in this section. Let $R$ be a commutative ring and $K = R \otimes \mathbb{Z} \mathbb{Q}$. We assume that $R$ is torsion free (as an abelian group), i.e., $R$ can be identified with a subring of $K$.

**Definition 3.1.** For any integer $n \geq 1$, let us denote by $Q^n_R$ the $R$-module of the power series $G$ in $x K[[x]]$, for which $\partial^{n-1}(G) \in R[[x_1, \ldots, x_n]]$. For example, $Q^1_R = R[[x]]$. We also set $Q^n_R = R[[x]]$ if $n \leq 0$.

Note that, in view of Proposition 2.5, $x R[[x]]$ and $\sum_{0 < r < n} K \cdot \lg_r(x)$ are contained in $Q^n_R$. In Theorem 4.12 below, we will see that the quotient of $Q^n_R$ by the second of these subspaces can be identified with the space of additive operations on $\text{CK}^n_R$.

**Lemma 3.2.** Suppose $R$ has no nontrivial $\mathbb{Z}$-divisible elements. Then

$$x R[[x]] \cap \left( \sum_{0 < r < n} K \cdot \lg_r(x) \right) = 0.$$

**Proof.** Consider the operator $\Phi$ on $K[[x]]$ mapping $R[[x]]$ to itself:

$$\Phi(F(x)) := (x - 1) \frac{d}{dx}(F(x)).$$

Observe that $\Phi(\lg_r(x)) = \lg_{r-1}(x)$. Suppose $\sum_{0 < r < n} q_r \cdot \lg_r(x) \in x R[[x]]$, where $q_r \in K$, and let $r$ be the largest index such that $q_r \neq 0$. Applying $\Phi^{r-1}$ to the sum, we see that $q_{r-1} + q_r \lg_1(x) \in R[[x]]$. Let $n \in \mathbb{N}$ be such that $n q_{r-1} \in R$ and $n q_r \in R$. It follows that $n q_r \in i R$ for every integer $i > 0$, i.e., $n q_r$ is a nonzero $\mathbb{Z}$-divisible element in $R$, a contradiction. \[\square\]

**Definition 3.3.** Let $n$ and $m$ be integers. If $n > 0$, denote by $Q_{n,m}^R$ the submodule of $Q^n_R$ consisting of all power series $G$ such that $v(\partial^{n-1} G) \geq m$. If $n \leq 0$, set $Q_{n,m}^R = x^\max(0,m) \cdot R[[x]]$. 


The statement follows from Proposition 2.6. □

Lemma 3.5. It follows that We have such that

By assumption, all terms in the sum but the last one belong to a power of a prime integer \( p \) such that \( p \leq n \). Let \( G \in Q^m_R \) be the largest power of \( p \) such that \( p \leq n \). Let \( G \). We write \( \hat{Q} \). We prove that \( b \equiv b_i \bmod q \). Write \( i \) as the product \( i = \prod q_i \), where \( q_i \) is a power of \( p_i \). Clearly, \( q_i \) divides \( q_i \). We have

\[ b_q \equiv b_i \bmod q, \quad \text{by assumption}, \]
\[ b_q \equiv b_q \bmod q, \quad \text{by assumption}, \]
\[ b \equiv b_q \bmod q. \quad \text{by construction}. \]

It follows that \( b \equiv b_i \bmod q \) for all \( q \), hence \( b \equiv b_i \bmod i \). □

Let \( G(x) = \sum_{i=1}^\infty a_i x^i \), with \( a_i \in \hat{Q} \).

Lemma 3.5. For positive integers \( j \leq s \), the \( x^j y^s \)-coefficient of \( \partial G \) is equal to

\[ \sum_{i=0}^j (-1)^{j-i} \binom{s+i}{j} \binom{s}{j-i} a_{s+i}. \]

Proof. We have

\[ \frac{1}{s!} \frac{d^s G}{dx^s} = \sum_{i=0}^\infty \binom{s+i}{s} a_{s+i} x^i. \]

The statement follows from Proposition 2.6. □

Set \( b_i = i a_i \) for all \( i \geq 1 \).

Corollary 3.6. If \( \partial G \in \hat{Z}[[x, y]] \), then \( b_i - b_1 \in \hat{Z} \) for all \( i \geq 1 \). In particular, if \( a_1 \in \hat{Z} \), then all \( b_i \) are in \( \hat{Z} \).

Proof. The \( x y^j \)-coefficient of \( \partial G \) is equal to \( b_{j+1} - b_j \). □

Proposition 3.7. Let \( G \in Q^2 \), and let \( n > 1 \) be an integer such that \( a_i \in \hat{Z} \) for all \( i < n \). Let \( p^t < n \) be a power of a prime integer \( p \) such that \( p^t \) divides \( n \). Then \( p^t \) divides \( b_n \).

Proof. Take \( j = p^t \) and \( s = n - p^t \geq p^t \). By Lemma 3.5, the \( x^j y^s \)-coefficient of \( \partial G \) is equal to

\[ \sum_{i=0}^j (-1)^{j-i} \binom{s+i}{j} \binom{s}{j-i} a_{s+i} \in \hat{Z}. \]

By assumption, all terms in the sum but the last one belong to \( \hat{Z} \), hence so does the last one: \( \binom{n}{p^t} a_n \in \hat{Z} \). But \( \binom{n}{p^t} a_n = \frac{(n-1)!}{(p^t-1)!} b_n / p^t \), hence \( \frac{(n-1)!}{(p^t-1)!} b_n \) is divisible by \( p^t \). As \( \binom{n-1}{p^t-1} \) is prime to \( p \), the coefficient \( b_n \)
is divisible by $p^i$ (recall that $(a+b)^i$ is relatively prime to $p$ if and only if there is no shift of digits in the long addition of $a$ and $b$ written in the $p$-base).

**Proposition 3.8.** We have

$$Q^2_\mathbb{Z} = \hat{Q} \cdot \text{lg}_1(x) \oplus x\hat{\mathbb{Z}}[x].$$

**Proof.** Let $G(x) = \sum_{i=1}^\infty a_i x^i \in Q^2_\mathbb{Z}$, and set $b_i = i a_i$, as before. Adding $a_1 \text{lg}_1(x)$ to $G(x)$, we may assume that $a_1 = 0$. By Corollary 3.6, we have $b_i \in \hat{\mathbb{Z}}$ for all $i$.

We claim that for every positive integer $i < n$ such that $i$ divides $n$, we have $b_n \equiv b_i$ modulo $i$. We prove this by induction on $n$. By Lemma 3.4 applied to $m = n - 1$, there is $b \in \mathbb{Z}$ such that $b \equiv b_i$ modulo $i$ for all $i < n$. Subtracting $b \text{lg}_1(x)$ from $G(x)$, we may assume that $b_i$ is divisible by $i$ for all $i < n$, or equivalently, $a_i \in \hat{\mathbb{Z}}$ for all $i < n$. We prove that $b_n$ is divisible by $i$, for every $i < n$ dividing $n$.

Case 1: Assume $n = p^k$ is a power of a prime $p$. Then $i = p^l$ is a smaller power of $p$. By Proposition 3.7, we have that $i$ divides $b_n$.

Case 2: Assume $n$ is not power of a prime. Write $n$ as a product of powers of distinct primes: $n = q_1 q_2 \cdots q_s$. By Proposition 3.7, $q_k$ divides $b_n$ for every $k$, hence $n$ divides $b_n$. In particular, $i$ divides $b_n$. The claim is proved.

Let $b \in \hat{\mathbb{Z}}$ be such that $b \equiv b_n \pmod{n}$ for all $n$. We have

$$G = b \text{lg}_1(x) + \sum_{n \geq 1} \frac{b_n - b}{n} x^n \in \hat{\mathbb{Z}} \cdot \text{lg}_1(x) + x\hat{\mathbb{Z}}[x].$$

**Corollary 3.9.** Let $G(x) = ax + \cdots \in Q^2_\mathbb{Z}$ be a power series with $a \in \hat{\mathbb{Z}}$. Then $G(x) \in \hat{\mathbb{Z}} \cdot \text{lg}_1(x) + x\hat{\mathbb{Z}}[x]$.

In analogy with partial derivative with respect to the first variable, Definition 2.1, we may define the partial derivative with respect to any other variable. In the next statement, we will use such partial derivatives for $H(x, y)$. In particular,

$$(\partial_y H)(x, y, z) = H(x, y z) - H(x, y) - H(x, z) + H(x, 0).$$

**Lemma 3.10.** Let $H(x, y) = \sum_{i,j \geq 1} a_{i,j} x^i y^j \in \hat{\mathbb{Q}}[x, y]$ be a power series such that both $\partial$-partial derivatives of $H$ have coefficients in $\hat{\mathbb{Z}}$ and $a_{i,1}$, as well as $a_{1,i}$, are in $\hat{\mathbb{Z}}$, for all $i$. Then $H(x, y) \in \hat{\mathbb{Z}}[x, y]$.

**Proof.** Consider some $j$-th row of $H$: $y^j \cdot \sum_{i \geq 1} a_{i,j} x^i$. We know that $\sum_{i \geq 1} a_{i,j} x^i \in Q^2_\mathbb{Z}$. By Corollary 3.9, we have that $\sum_{i \geq 1} a_{i,j} x^i$ is equal to $c_j \cdot \text{lg}_1(x)$ modulo $x\hat{\mathbb{Z}}[x]$ for some $c_j \in \hat{\mathbb{Z}}$. Hence, $c_j / i \equiv a_{i,j} \pmod{\hat{\mathbb{Z}}}$ for all $i$. Applying the same considerations to the $i$-th column $x^i \cdot \sum_{j \geq 1} a_{i,j} y^j$, we obtain

$$\frac{c_j}{i} \equiv \frac{d_i}{j} \pmod{\hat{\mathbb{Z}}},$$

for certain $d_i \in \hat{\mathbb{Z}}$. Let us show that all $c_i$ (and $d_j$) are zeros. Indeed, we have

$$jc_j \equiv id_i \pmod{ij}.$$ 

Hence, $jc_j$ is divisible by $i$, for any $i$ and, hence $c_j = 0$. This implies that $a_{i,j} \in \hat{\mathbb{Z}}$ for any $i, j$. □
Lemma 3.11. Suppose

\[ H(x_1, \ldots, x_n) = \sum_{i_1, \ldots, i_n \geq 0} a_{i_1, \ldots, i_n} x_1^{i_1} \cdots x_n^{i_n} \in \hat{\mathbb{Q}}[x_1, \ldots, x_n] \]

is such a power series that all \( \partial \)-partial derivatives of \( H \) with respect to all variables have coefficients in \( \hat{\mathbb{Z}} \) and \( a_{i_1, \ldots, i_n} \in \hat{\mathbb{Z}} \) as long as all \( i_j \) but one are equal to 1. Then \( H \) has coefficients in \( \hat{\mathbb{Z}} \).

Proof. Induction on \( n \). For \( n = 1 \), there is nothing to prove. For \( n = 2 \), this is Lemma 3.10. We can assume that \( n \geq 3 \). Suppose we know the statement for \( r < n \). Let \( L \subset [1, n] \) be some subset. Consider the sum of monomials of \( H \) with \( i_j = 1 \), for every \( j \in L \). Plugging \( x_j = 1 \) for all \( j \in L \), we obtain the power series in variables \( x_j, j \not\in L \) which we will call the \( L \)-cell \( H_L \) of \( H \). Similarly, considering the sum of the monomials of \( H \) with the given \( i_1 \) and plugging \( x_1 = 1 \) into it, we get the power series \( H_{i_1}(x_2, \ldots, x_n) \), which we call the hyperslice of \( H \). Note, that all the cells of \( H \) satisfy the conditions of the lemma. By our assumption, these have all coefficients in \( \hat{\mathbb{Z}} \). That is, \( a_{i_1, \ldots, i_n} \in \hat{\mathbb{Z}} \) provided, at least, one of the \( i_j \) is 1. The hyperslice \( H_{i_1} \) satisfies the conditions of the lemma too (note that \( n \geq 3 \)). Thus, \( H_{i_1} \) has coefficients in \( \hat{\mathbb{Z}} \) and so does \( H \).

The following theorem is a generalization of Proposition 3.8:

Theorem 3.12. For every \( n \geq 1 \),

\[ \mathbb{Q}_x^n = \bigsqcup_{0 < r < n} \hat{\mathbb{Q}} \cdot \lg_r(x) \oplus x \hat{\mathbb{Z}}[x]. \]

Proof. The statement is clear if \( n \leq 0 \). Now assume that \( n \geq 1 \). It follows from Lemma 3.2 that \( \bigsqcup_{0 < r < n} \hat{\mathbb{Q}} \cdot \lg_r(x) \cap \hat{\mathbb{Z}}[x] = 0 \).

We prove the rest by induction on \( n \). For \( n = 1 \), this follows by definition, and for \( n = 2 \), this is given by Proposition 3.8.

\[ (n \Rightarrow n + 1) \]: Let \( G \in \mathbb{Q}_x^{n+1} \). Consider the power series \( H(x_1, \ldots, x_n) = \partial^{n-1}(G) \). Let \( H(x_1, \ldots, x_n) = \sum_{i_1, \ldots, i_n \geq 1} a_{i_1, \ldots, i_n} x_1^{i_1} \cdots x_n^{i_n} \).

Note that the degreewise smallest term of \( \partial^{n-1}(\lg_n(x)) \) is \((-1)^n x_1 \cdots x_n\). By subtracting an appropriate \( \hat{\mathbb{Q}} \)-multiple of \( \lg_n(x) \) from \( G \), we may assume that \( a_{1,\ldots,1} = 0 \).

As \( \partial(H) \) has coefficients in \( \hat{\mathbb{Z}} \), the “ray” \( \sum_{i_1 \geq 1} a_{i_1, i_2, \ldots, i_n} x_1^{i_1} \) is a power series with terms of degree \( \geq 2 \) whose \( \partial \)-derivative is integral. By Corollary 3.9, up to a power series in \( \hat{\mathbb{Z}}[x_1] \), it is equal to \( c \cdot \lg_1(x_1) \), for some \( c \in \hat{\mathbb{Z}} \).

Since \( \partial^{n-1}(\lg_n(x_1, \ldots, x_n)) = \lg_1(x_1) \cdots \lg_1(x_n) \), subtracting from \( G(x) \) an appropriate multiple of \( \lg_n(x) \), we may assume that the coefficients \( a_{i_1, \ldots, 1} \) are in \( \hat{\mathbb{Z}} \), for all \( i \geq 1 \). Since \( H \) is symmetric, by Lemma 3.11, all coefficients of the power series \( H \) are in \( \hat{\mathbb{Z}} \).

By the induction hypothesis, \( G(x) \in \mathbb{Q}_x^n = \bigsqcup_{0 < r < n} \hat{\mathbb{Q}} \cdot \lg_r(x) + x \hat{\mathbb{Z}}[x] \).
3B. The groups $Q^n$. Write $Q^n$ for $Q^n_{\mathbb{Z}} \subset Q^n_{\mathbb{Q}}$.

We define a homomorphism

$$\rho_n : Q^n \to \hat{Q}^{n-1}$$

for $n \geq 1$ as the composition (see Theorem 3.12)

$$Q^n \hookrightarrow Q^n_{\mathbb{Z}} = \bigoplus_{0 < r < n} \hat{Q} \cdot \log_r(x) \oplus \hat{\mathbb{Z}}[x] \xrightarrow{\text{proj}} \bigoplus_{0 < r < n} \hat{Q} \cdot \log_r(x) \simeq \hat{Q}^{n-1}.$$

We will show that the map $\rho_n$ is surjective.

Consider the power series

$$\tilde{\log}_r(x) = (-1)^r \sum_{0 < i_1 < \cdots < i_r} \frac{x^{i_r}}{i_1 \cdots i_r} \equiv (-1)^r \frac{x^r}{r!} \pmod{x^{r+1}}.$$

For a sequence $a = (a_i)_{i \geq 1}$ in $\hat{\mathbb{Z}}$, let us denote by $a \cdot \tilde{\log}_r(x) \in \hat{\mathbb{Q}}[x]$ the power series

$$(-1)^r \sum_{0 < i_1 < \cdots < i_r} \frac{a_{i_1} \cdot x^{i_r}}{i_1 \cdots i_r} \equiv (-1)^r \frac{a_1}{r!} x^r \pmod{x^{r+1}}.$$

If all $a_i \in \mathbb{Z}$, we have $a \cdot \tilde{\log}_r(x) \in \mathbb{Q}[x]$.

Lemma 3.13. For every sequence $a$, we have

$$(x - 1) \cdot \frac{d}{dx} (a \cdot \tilde{\log}_r(x)) = a \cdot \tilde{\log}_{r-1}(x).$$

Proof. Write $(-1)^r a \cdot \tilde{\log}_r(x) = \sum b_i x^i$ and $(-1)^{r-1} a \cdot \tilde{\log}_{r-1}(x) = \sum c_i x^i$. We need to prove that $(m + 1)b_{m+1} - mb_m = c_m$ for every $m$. We have

$$(m + 1)b_{m+1} = \sum_{0 < i_1 < \cdots < i_r < m+1} \frac{a_{i_1}}{i_1 \cdots i_{r-1}}.$$

The sum of the terms with $i_{r-1} < m$ is equal to $mb_m$. The sum of the terms with $i_{r-1} = m$ coincides with $c_m$. $\square$

In particular, $\Phi(\tilde{\log}_r(x)) = \tilde{\log}_{r-1}(x)$. Note that we also have $\Phi(\log_r(x)) = \log_{r-1}(x)$ and series $\tilde{\log}_r(x)$ and $\log_r(x)$ have no constant terms for $r \geq 1$. Since the kernel of $\Phi$ consists of constants only and $\tilde{\log}_1(x) = \log_1(x)$, by definition, it follows by induction on $r$ that $\tilde{\log}_r(x) = \log_r(x)$, for all $r$. In particular, we can define the product $a \cdot \log_r(x)$ as above.

Lemma 3.14. For every $c \in \hat{\mathbb{Z}}$ and every integer $r > 0$, there is a sequence $\tilde{c} = (c_i)_{i \geq 1}$ of integers $c_i \in \mathbb{Z}$ such that $c_i \equiv c \pmod{i}$ for all $i$ and

$$(c - \tilde{c}) \cdot \log_i(x) \in \hat{\mathbb{Z}}[x]$$

for all $i = 1, \ldots, r$, where $c - \tilde{c}$ is the sequence $(c - c_i)_{i \geq 1}$. 
Proof. Take any collection \( \tilde{c} = (c_i)_{i \geq 1} \) of integers. Note that for every \( i \geq 1 \) and \( k = 1, \ldots, r \), the \( x^{i+k-1} \)-coefficient of \( \tilde{c} \cdot \lg_k(x) \) is a linear combination of \( c_1, \ldots, c_i \) with rational coefficients where the \( c_i \)-coefficient is equal to \((-1)^k/(i(i+1) \cdots (i+k-1))\).

We will modify \( c_1, c_2, \ldots \) inductively to make all coefficients of the power series

\[
G_k = (c - \tilde{c}) \cdot \lg_k(x)
\]

integral for all \( k = 1, \ldots, r \). Let \( c_1 \) be an integer congruent to \( c \) modulo \( r \!), so the \( x^k \)-coefficient of \( G_k \) is integer for every \( k = 1, \ldots, r \). Suppose we have modified \( c_1, \ldots, c_n \) so that the \( x^j \)-coefficient of \( G_k \) is integral for all \( k = 1, \ldots, r \) and \( j \leq n + k - 1 \).

By induction on \( k = 1, \ldots, r \), we will modify \( c_{n+1} \) to make integral the \( x^{n+k} \)-coefficient of \( G_k \). Note that the integral \( x^j \)-coefficients of \( G_k \) for \( j \leq n + k - 1 \) will not change. If \( k = 1 \), we don’t modify \( c_{n+1} \): the power series \( G_1 \) is already integral.

\( k \Rightarrow k+1 \): By Lemma 3.13,

\[
(x-1) \cdot \frac{dG_{k+1}}{dx} = G_k.
\]

Hence, if \( G_k = \sum_{i \geq k} b_i x^i \) and \( G_{k+1} = \sum_{i \geq k+1} a_i x^i \), then

\[
a_{n+l+1} = \frac{-1}{n+l+1} (b_k + \ldots + b_{n+l})
\]

for all \( l \).

By induction, \( b_k, \ldots, b_{n+k} \) are integral. Recall that these are linear combinations of the \( c'_i \), where \( c'_i = c - c_i \) and \( c'_{n+1} \) appear only in \( b_{n+k} \). We modify \( c_{n+1} \) by adding the integer \( t(n+1)(n+2) \cdots (n+k) \) to \( c_{n+1} \) with some \( t \in \mathbb{Z} \). Note that \( b_k, \ldots, b_{n+k-1} \) remain unchanged and \( b_{n+k} \) changes to \( b_{n+k} + t \), so it stays integral. Choose \( t \) to make \( a_{n+k+1} \) integral.

Note that \( c'_{n+1} \) comes with coefficient \((-1)^l/(n+1) \cdots (n+l)\) in the \( x^{n+l} \)-coefficient of \( G_l \). Since \((n+1) \cdots (n+l)\) divides \((n+1) \cdots (n+k)\) when \( l \leq k \), the \( x^{n+l} \)-coefficient of \( G_l \) remains integral for \( l \leq k \).

Now we prove that the map \( \rho_n : \mathcal{Q}^n \to \hat{\mathbb{Q}}^{n-1} \) is surjective. Since \( q \cdot \lg_r \in \mathcal{Q}^n \) for all \( q \in \mathcal{Q} \) and \( r = 1, \ldots, n-1 \), we have \( \mathcal{Q}^{n-1} \subset \text{Im}(\rho_n) \). It suffices to show that \( \hat{\mathbb{Z}}^{n-1} \subset \text{Im}(\rho_n) \). Choose \( c_r \in \hat{\mathbb{Z}} \) for \( r = 1, \ldots, n-1 \). By Lemma 3.14, there are sequences of integers \( \tilde{c}_r \) such that \((c_r - \tilde{c}_r) \cdot \lg_r(x) \in \hat{\mathbb{Z}}[x] \).

As

\[
\tilde{c}_r \cdot \lg_r(x) = c_r \cdot \lg_r(x) - (c_r - \tilde{c}_r) \cdot \lg_r(x),
\]

we have \( \rho_n \left( \sum_{0 \leq r \leq n} \tilde{c}_r \cdot \lg_r(x) \right) = (c_r)_{r=1,\ldots,n-1} \), proving that \( \rho_n \) is surjective.

Note that the kernel of \( \rho_n \) is equal to \( x\hat{\mathbb{Z}}[x] \cap \mathcal{Q}[x] = x\mathbb{Z}[x] \). Thus, we have an exact sequence

\[
0 \to x\mathbb{Z}[x] \to \mathcal{Q}^n \xrightarrow{\rho_n} \hat{\mathbb{Q}}^{n-1} \to 0.
\]

(3.15)

We have proved that if \( n \geq 1 \), the group \( \mathcal{Q}^n \) is generated by \( x\mathbb{Z}[x] \) and the power series \((c - \tilde{c}) \cdot \lg_r(x)\), as in Lemma 3.14, where \( c \in \hat{\mathbb{Z}} \) and \( r = 1, \ldots, n-1 \).
The power series in $Q^n$ can be approximated by polynomials as follows:

**Lemma 3.16.** For every $m > 0$ and $n$, we have

$$Q^n \subset \mathbb{Z}[x]_{\leq m-1} + \sum_{0 < r < n} \mathbb{Q} \cdot \lg_r(x) + x^m \mathbb{Q}[x],$$

where $\mathbb{Z}[x]_{\leq m-1}$ is the group of integral polynomials of degree at most $m - 1$.

**Proof.** We may assume that $n > 1$. In view of (3.15), the group $Q^n$ modulo

$$x\mathbb{Z}[x] + \sum_{0 < r < n} \mathbb{Q} \cdot \lg_r(x)$$

is generated by power series of the form $\tilde{c} \cdot \lg_r(x)$, where $r = 1, \ldots, n - 1$ and $\tilde{c}$ is the collection of integers such that $c_i \equiv c \pmod{i}$ for all $i$ for an element $c \in \hat{\mathbb{Z}}$ as in Lemma 3.14.

Let $d$ be an integer congruent to $c$ modulo the least common multiple of the denominators of the $x^i$-coefficients of $\lg_r(x)$ for all $i = 1, \ldots, m - 1$. Then the $x^m$-truncation $F$ of $(\tilde{c} - d) \cdot \lg_r(x)$ is contained in $\mathbb{Z}[x]_{\leq m-1}$ and $\tilde{c} \cdot \lg_r(x)$ is congruent to $F$ modulo $\mathbb{Z} \cdot \lg_r(x) + x^m \mathbb{Q}[x]$. \hfill $\square$

### 4. Operations

Let $k$ be a field of characteristic 0, and write $\text{Sm}_k$ for the category of smooth quasiprojective varieties over $k$. An *oriented cohomology theory* $A^*$ over $k$ is a functor from $\text{Sm}_k^{op}$ to the category of $\mathbb{Z}$-graded commutative rings equipped with a push-forward structure and satisfying certain axioms (see [Vishik 2019, Definition 2.1]). We write

$$A^*(X) = \bigsqcup_{n \in \mathbb{Z}} A^n(X)$$

for a variety $X$ in $\text{Sm}_k$, and let $A^*(k)$ denote the *coefficient ring* $A^*(\text{Spec } k)$.

Let $A^*$ be an oriented cohomology theory. There is a (unique) associated formal group law

$$F_A(x, y) = \sum_{i, j \geq 0} a_{i, j}^A x^i y^j = x + y + a_{1, 1} \cdot xy + \text{higher terms} \in A^*(k)[x, y]$$

that computes the first Chern class of the tensor product of two line bundles $L$ and $L'$ (see, for example, [Panin 2003, p. 3 and Section 3.9], [Panin 2004, Section 2.7], [Levine and Morel 2007, §1.1] or [Vishik 2019, §2.3]):

$$c_1^A(L \otimes L') = F_A(c_1^A(L), c_1^A(L')).$$

**Example 4.1.** The *Chow theory* $\text{CH}^*$ takes a smooth variety $X$ to the Chow ring $\text{CH}^*(X)$ of $X$. We have $\text{CH}^*(k) = \mathbb{Z}$ and $F_{\text{CH}}(x, y) = x + y$ is the additive group law.

**Example 4.2** (see [Levine and Morel 2007, Example 1.15]). The *graded K-theory* $K^*_\text{gr}$ takes $X$ to the Laurent polynomial ring $K_0(X)[t, t^{-1}]$, graded by the powers of the *Bott element* $t$ of degree $-1$, over the Grothendieck ring $K_0(X)$ of $X$. We have $K^*_\text{gr}(k) = \mathbb{Z}[t, t^{-1}]$ and $F_{K^*_\text{gr}}(x, y) = x + y - txy$ is the multiplicative group law.
Example 4.3 (see [Cai 2008; Dai and Levine 2014]). The connective K-theory takes $X$ to the ring $CK^*(X)$ of $X$. We have $CK^*(k) = \mathbb{Z}[t]$ and $F_{CK}(x, y) = x + y - txy$.

All cohomology theories in these examples are of rational type (see [Vishik 2019, §4.1] and [Levine and Morel 2007]).

If $A^*$ is an oriented cohomology theory and $R$ a commutative ring, the functor $A_R^*$ defined by $A_R^*(X) = A^*(X) \otimes_R R$ is also an oriented cohomology theory with values in the category of graded $R$-algebras.

Definition 4.4. Let $A^*$ and $B^*$ be two oriented cohomology theories. An $R$-linear operation $G : A_R^* \to B_R^*$ is a morphism between functors $A_R^*$ and $B_R^*$ considered as contravariant functors from $\text{Sm}_k$ to the category of $R$-modules (cf. [Vishik 2019, Definition 3.3]). Note that $G$ may not respect the gradings on $A_R^*$ and $B_R^*$.

Let $n, m \in \mathbb{Z}$. A morphism $G : A^n_R \to B^m_R$ between contravariant functors from $\text{Sm}_k$ to the category of $R$-modules can be viewed as an $R$-linear operation via the obvious composition $A_R^* \to A^n_R \to B^m_R \leftarrow B_R^*$. All such operations form an $R$-module $OP^{n,m}_R(A^*, B^*)$. The composition of operations yields an $R$-linear pairing

$$OP^{n,m}_R(A^*, B^*) \otimes_R OP^{m,r}_R(B^*, C^*) \to OP^{n,r}_R(A^*, C^*).$$

In particular, $OP^{n,n}_R(A^*) := OP^{n,n}_R(A^*, A^*)$ has a structure of an $R$-algebra.

Example 4.5 (see [Cai 2008; Dai and Levine 2014]). Multiplication by $t$ yields an operation $CK^{n+1}_R \to CK^n_R$ that is an isomorphism if $n < 0$. There are graded $R$-linear operations

$$CK^*_R \to CH^*_R \quad \text{and} \quad CK^*_R \to (K^*_R)_{gr}.$$

The sequence

$$CK^{n+1}(X) \xrightarrow{t} CK^n(X) \to CH^n(X) \to 0$$

is exact for every $n$ and $X$.

If $n \geq 0$, the image of the homomorphism

$$CK^n(X) \to K^n_{gr}(X) = K_0(X) t^{-n} \simeq K_0(X)$$

is generated by the classes of coherent $O_X$-modules with codimension of support at least $n$. If $n \leq 0$, this map is an isomorphism.

The following fundamental theorem was proved in [Vishik 2019, Theorem 6.2]:

Theorem 4.6. Let $A^*$ be a cohomology theory of rational type and $B^*$ be any oriented cohomology theory over $k$. Let $R$ be a commutative ring. Then there is an $R$-isomorphism between the set $OP^{n,m}_R(A^*, B^*)$ of $R$-linear operations $G : A^n_R \to B^m_R$ and the set consisting of the following data $\{G_l, l \in \mathbb{Z}_{\geq 0}\}$:

$$G_l \in \text{Hom}_R\left(A^{n-l}(k) \otimes R, B^*(k)[x_1, \ldots, x_l]_{(m)} \otimes R\right)$$

satisfying

1. $G_l(\alpha)$ is a symmetric power series for all $l$ and $\alpha \in A^{n-l}(k) \otimes R$,
2. $G_l(\alpha)$ is divisible by $x_1 \cdots x_l$ for all $l$ and $\alpha$,
(3) \( G_l(\alpha)(y + b \bar{z}, x_2, \ldots, x_l) = \sum_{i,j} G_{i+j+l-1}(\alpha \cdot a^A_{i,j})(y^{x_i}, z^{x_j}, x_2, \ldots, x_l) \), for \( l > 0 \), where \( a^A_{i,j} \) are the coefficients of the formal group law of \( A^* \) and the sum \( y + b \bar{z} \) is taken with respect to the formal group law of \( B^* \) (here, \( t^{x_i} \) denotes \( i \) copies of \( t \)).

Here, \( B^*(k)[[x_1, \ldots, x_n]](m) \) is the subgroup in \( B^*(k)[[x_1, \ldots, x_n]] \) consisting of all homogeneous degree \( m \) power series (all the \( x_i \) have degree 1).

The functions \( G_l \) are determined by the operation \( G \) as follows (see [Vishik 2019, §5]): Write \( L_i \) for the pull-back of the canonical line bundle on \( \mathbb{P}^\infty \) with respect to the \( i \)-th projection \( (\mathbb{P}^\infty)^l \to \mathbb{P}^\infty \). Then

\[
G_l(\alpha)(c^B_1(L_1), \ldots, c^B_1(L_l)) = G(\alpha \cdot c^A_1(L_1) \cdot \ldots \cdot c^A_1(L_l)),
\]

(4.7)

where \( c_1 \) is the first Chern class.

**Remark 4.8.** Theorem 4.6 was proved in [Vishik 2019, Theorem 6.2] in the case \( R = \mathbb{Z} \). The general case readily follows. Indeed, multiplication by an element \( r \in R \) yields operations \( r : A^n_R \to A^n_R \) and \( r : B^n_R \to B^m_R \). An additive operation \( G : A^n_R \to B^m_R \) is \( R \)-linear if and only if \( G \circ r = r \circ G \) for all \( r \in R \). The latter is equivalent to the equality \( G_l \circ r = r \circ G_l \) for all \( l \), i.e., that all \( G_l \) are \( R \)-linear.

**Example 4.9** (see [Vishik 2019, §6.3]). Let \( A^* \) be a cohomology theory of rational type and \( m \in \mathbb{Z} \). Consider the power series \( [m](x) := x +_A \cdots +_A x \in A^*(k)[[x]] \) (\( m \) times). The Adams operation \( \Psi^A_m \in \text{OP}_{R^m}^* \) is determined by \( (G_l)_{l \geq 0} \), where \( G_l \) is multiplication by the power series \( [m](x_1) \cdot \ldots \cdot [m](x_l) \) (\( l \) factors), in particular, \( G_0 \) is the identity. The Adams operations satisfy the relations

\[
\Psi^A_k \circ \Psi^A_m = \Psi^A_{km} = \Psi^A_m \circ \Psi^A_k
\]

for all \( k \) and \( m \).

**4A. Operations in connective K-theory.** We would like to determine the \( R \)-module \( \text{OP}_{R^m}^* \) of all \( R \)-linear operations \( G : \text{CK}^n_R \to \text{CK}^m_R \) for any pair of integers \( n \) and \( m \). By Theorem 4.6, \( G \) is given by a collection of power series \( G_l(\alpha) \in R[t][[x_1, \ldots, x_n]](m) \), where \( \alpha \in \text{CK}^{n-l}_R(\bar{k}) \) and \( l \geq 0 \), satisfying the conditions of the theorem. The group \( \text{CK}^{n-l}_R(\bar{k}) \) is trivial if \( l < n \) and \( \text{CK}^{n-l}_R(\bar{k}) = R \cdot t^{l-n} \) otherwise. (Recall that \( t \) has degree 1.) In the first case, \( G_l(\alpha) = 0 \), and in the latter case, the power series \( G_l(\alpha) \) are uniquely determined by \( G_l(t^{l-n}) \). We will simply write \( G_l \) for \( G_l(t^{l-n}) \).

If \( l \geq \max(1, n) \), Theorem 4.6 (3) reads as follows (here \( \bar{z} \) denotes \( z_2, \ldots, z_l \)):

\[
G_l(x + y - tx y, \bar{z}) = G_l(x, \bar{z}) + G_l(y, \bar{z}) - G_{l+1}(x, y, \bar{z}).
\]

In other words,

\[
G_{l+1} = -\partial_t G_l,
\]

(4.10)

where the derivative \( \partial_t \) is taken with respect to \( F_{\text{CK}}(x, y) = x + y - tx y \). Thus, \( G_{l+1} \) is uniquely determined by \( G_l \).

If \( n > 0 \), then the operation \( G \) yields the double-symmetric power series \( G_n \in R[t][[x_1, \ldots, x_n]](m) \) that is divisible by \( x_1 \cdots x_n \). Conversely, if we have that \( H \in R[t][[x_1, \ldots, x_n]](m) \) is a double-symmetric
power series divisible by $x_1 \cdots x_n$, then setting $G_{n+i} := (-1)^i \partial_i^n(H)$ for all $i \geq 0$, we get a sequence of power series that determines an $R$-linear operation $G$ (see Observation 2.3).

If $n \leq 0$, then the operation $G$ is determined by $G_0 \in R[t]_m$ and the power series $G_1 \in R[t][x]_m$ that is uniquely determined by $(G_1)|_{t=1} \in x^{\max(1, m)}R[[x]]$. If $m > 0$, then $G_0 = 0$, otherwise $G_0 \in R \cdot t^{-m}$ and we can combine $G_0$ and $G_1$ together into the power series $H = (G_0 - G_1)|_{t=1} \in R[[x]]$.

If $L \in R[t][x_1, \ldots, x_n]$, then $\nu(L)|_{t=1} \geq m$. Conversely, for every $J \in R[x_1, \ldots, x_n]$ with $\nu(J) \geq m$, there is a unique homogeneous power series $L \in R[t][x_1, \ldots, x_n]$ of degree $m$ such that $L|_{t=1} = J$. If $L$ is double-symmetric and divisible by $x_1 \cdots x_n$, then so is $L|_{t=1}$ (with respect to the derivative $\partial$ given by the formal group law $x + y - xy$) and conversely.

We have proved the following statement:

**Proposition 4.11.** Let $R$ be a commutative ring, and let $n$ and $m$ be two integers. An $R$-linear operation $G : CK^n_R \to CK^m_R$ is determined by:

1. A power series $H \in x^{\max(0, m)}R[[x]]$, if $n \leq 0$. In this case, $G_0 = H(0) \cdot t^{-m}$ and $G_1 \in x R[t][x]_m$ is a unique homogeneous power series such that $H = (G_0 - G_1)|_{t=1}$ and $G_l = (-1)^l \partial_l^{-1} (G_1)$ for $l > 1$.

2. A double-symmetric power series $J \in R[[x_1, \ldots, x_n]]$ divisible by $x_1 \cdots x_n$ such that $\nu(J) \geq m$, if $n > 0$. In this case $G_1 = 0$ for $l = 0, \ldots, n-1$ and $G_n \in R[t][x_1, \ldots, x_n]_m$ is a unique homogeneous power series such that $G_n|_{t=1} = J$ and $G_l = (-1)^l \partial_l^{-1} (G_n)$ for $l > n$.

Let $R$ be a commutative ring that is torsion free as an abelian group. Define an $R$-module homomorphism

$$
\lambda_{n,m} : Q^{n,m}_R \to OP^{n,m}_R,
$$

see Definition 3.3, as follows: If $n \leq 0$, then $\lambda_{n,m}(H)$ for $H \in Q^{n,m} = x^{\max(0, m)} \cdot R[[x]]$ is the operation given by Proposition 4.11 (1). If $n > 0$, then $\lambda_{n,m}(H)$ for $H \in Q^{n,m}$ is the operation given by the polynomial $J = (-1)^n \partial^n(H)$ as in Proposition 4.11 (2).

The following theorem determines the $R$-module of operations $OP^{n,m}_R$ in terms of the modules $Q^{n,m}_R$ of power series in one variable:

**Theorem 4.12.** Let $R$ be a commutative ring that is torsion free as an abelian group and $K = R \otimes \mathbb{Q}$. The homomorphisms $\lambda_{n,m}$ yield an $R$-linear isomorphism between $OP^{n,m}_R$ and the factor module of $Q^{n,m}_R$ by the $K$-subspace spanned by $\log_i(x)$, where $i = 1, \ldots, n-1$. In particular, $OP^{n,m}_R \simeq x^{\max(0, m)} \cdot R[[x]]$, if $n \leq 0$, and $OP^{1,m}_R \simeq x^{\max(1, m)} \cdot R[[x]]$.

**Proof.** The surjectivity of $\lambda_{n,m}$ follows from Propositions 2.9 and 4.11. The kernel of $\lambda_{n,m}$ is determined in Proposition 2.5. \qed

**Corollary 4.13.** The map $\lambda_{n,m}$ yields an isomorphism (see Definition 3.1)

$$
Q^n_R \cap x^{\max(0, n, m)} \cdot K[[x]] \simeq OP^{n,m}_R.
$$

**Proof.** The case $m \leq n$ follows from the theorem. Otherwise, by Observation 2.7, $\nu(\partial^{n-1} x^i) = i$ for all $i \geq n$. \qed
Let \( n, m \in \mathbb{Z} \) and \( i, j \) be nonnegative integers. We define an \( R \)-linear homomorphism
\[
Q_R^{n,m} \to Q_R^{n+i,m-j}
\]
as follows: If \( n \leq 0, m \leq 0 \) and \( n+i > 0 \), the map
\[
Q_R^{n,m} = R[[x]] \to x R[[x]] \to Q_R^{n+i,m-j}
\]
takes \( H \) to \( \partial^0(H) = H - H(0) \). Otherwise, \( Q_R^{n,m} \subset Q_R^{n+i,m-j} \), and the map we define is the inclusion.

Multiplication by \( t^k \) yields an operation \( CK_{R}^{*+k} \to CK_{R}^{*} \) and, therefore, yields the homomorphisms \( OP_R^{n,m} \to OP_R^{n+i,m-j} \) for all \( i, j \geq 0 \).

**Proposition 4.14.** The diagram
\[
\begin{array}{ccc}
Q_R^{n,m} & \to & Q_R^{n+i,m-j} \\
\downarrow \lambda_{n,m} & & \downarrow \lambda_{n+i,m-j} \\
OP_R^{n,m} & \to & OP_R^{n+i,m-j}
\end{array}
\]
is commutative.

**Proof.** The case \( i = 0 \) follows directly from the definition. It remains to consider the case \( i = 1 \) and \( j = 0 \).

Suppose first that \( n > 0 \). Let \( H \in Q_R^{n,m} \subset Q_R^{n+i,m-j} \) and \( G = \lambda_{n,m}(H) \in OP_R^{n,m} \). In particular, \( G_{n+1} \mid_{t=1} = (-1)^{n-1} \partial^{n-1}(H) \). Denote by \( G' \) the image of \( G \) in \( OP_R^{n+1,m} \). Write \( L_i \) for the pull-back of the canonical line bundle on \( \mathbb{P}^\infty \) with respect to the \( i \)-th projection \( (\mathbb{P}^\infty)^{n+1} \to \mathbb{P}^\infty \). The power series \( G'_{n+1} \) is determined by, see (4.7), the equality
\[
G'_{n+1}(c_1(L), \ldots, c_1(L_{n+1})) = G'(c_1(L_1) \cdots c_1(L_{n+1})) = G(tc_1(L_1) \cdots c_1(L_{n+1})) = G_{n+1}(t)(c_1(L_1), \ldots, c_1(L_{n+1})) = G_{n+1}(c_1(L_1), \ldots, c_1(L_{n+1})),
\]
hence \( G'_{n+1} = G_{n+1} \). It follows from (4.10) that
\[
G'_{n+1} \mid_{t=1} = G_{n+1} \mid_{t=1} = -(\partial_i G_n) \mid_{t=1} = -\partial(G_n) \mid_{t=1} = -\partial((-1)^{n-1} \partial^{n-1}(H)) = (-1)^{n+1} \partial^n(H),
\]
and therefore, \( G' = \lambda_{n+1,m}(H) \).

If \( n < 0 \) or if \( n = 0 \) and \( m > 0 \), we have \( Q_R^{n,m} \subset Q_R^{n+1,m} \) and the statement follows immediately from the definitions. It remains to consider the case \( n = 0 \) and \( m \leq 0 \). Let \( H \in Q_R^{0,m} = R[[x]] \) and \( G = \lambda_{0,m}(H) \in OP_R^{0,m} \). In particular, \( H = (G_0 - G_1) \mid_{t=1} \). Denote by \( G' \) the image of \( G \) in \( OP_R^{1,m} \). A computation, as above, shows that \( G' \mid_{t=1} = G_1 \mid_{t=1} = -(H - H(0)) \).

Therefore, \( G' = \lambda_{1,m}(H - H(0)) \) and \( H - H(0) \) is the image of \( H \) in \( Q_R^{1,m} \). \( \square \)
Corollary 4.13 and Proposition 4.14 yield:

**Corollary 4.15.** If \( m \leq n \) then the map \( \text{OP}^{n,n}_R \to \text{OP}^{n,m}_R \) is an isomorphism.

In particular, there is a canonical ring homomorphism

\[
\text{OP}^{n,n}_R \to \text{OP}^{n+1,n}_R \sim \text{OP}^{n+1,n+1}_R.
\]

**Example 4.16.** Note that the identification \( \text{OP}^{0,0}_R = R[[x]] \) is not a ring isomorphism. The corresponding ring structure on \( R[[x]] \) will be described in Section 4E. The natural surjective homomorphism

\[
R[[x]] = \text{OP}^{0,0}_R \twoheadrightarrow \text{OP}^{1,1}_R = xR[[x]]
\]
takes a power series \( G(x) \) to \( G(x) - G(0) \). Its kernel is generated by 1. The complementary operation \( G(x) \mapsto G(0) \) on \( CK^0 = K_0 \) is an idempotent that takes the class of a vector bundle \( E \) to \( \text{rank}(E) \cdot 1 \), where 1 is the identity in \( K_0 \). In particular, we get a natural \( R \)-algebra isomorphism \( \text{OP}^{0,0}_R \simeq R \times \text{OP}^{1,1}_R \).

4B. Adams operations. Let \( R \) be a torsion free ring. We define the composition

\[
\text{Ad}_n : R[[x]] \to Q^n_R \xrightarrow{\lambda_{n,n}} \text{OP}^{n,n}_R,
\]

where the first map is the identity if \( n \leq 0 \) and it is the composition of the projection \( \partial^0 : R[[x]] \to xR[[x]] \) and the inclusion of \( xR[[x]] \) into \( Q^n_R \). The image of \( \text{Ad}_n \) is denoted \( \text{OP}^{n,n}_{R,cl} \) and called the submodule of classical operations.

If \( n \leq 0 \), we have \( \text{OP}^{n,n}_{R,cl} = \text{OP}^{n,n}_R = R[[x]] \). If \( n \geq 1 \), it follows from Lemma 3.2 and Theorem 4.12 that in the case \( R \) has no nontrivial \( \mathbb{Z} \)-divisible elements (for example, \( R = \mathbb{Z} \) or \( \hat{\mathbb{Z}} \)), the restriction of \( \text{Ad}_n \) on \( xR[[x]] \) is injective and, therefore, \( \text{OP}^{n,n}_{R,cl} \simeq xR[[x]] \).

Let \( m \) be an integer. In the notation of the Example 4.9, \([m](x) = (1 - (1 - tx)^m)/t \). In view of Proposition 4.11, the Adams operations \( \Psi_m \in \text{OP}^{n,n}_{R,cl} \) are defined by

\[
\Psi_m = \text{Ad}_n((1 - x)^m).
\]

Since the power series \((1 - x)^m\) generate \( R[[x]] \) as topological \( R \)-module in the \( x \)-adic topology, the group of classical operations \( \text{OP}^{n,n}_{R,cl} \) is topologically generated by the Adams operations.

By Proposition 4.14, we have that the operations \( \Psi_k \) are compatible with the canonical homomorphisms \( \text{OP}^{n,n}_R \to \text{OP}^{n+1,n+1}_R \).

For every \( k \geq 0 \), consider the additive operations \( \Upsilon_k = \sum_{i=0}^{k} (-1)^i \binom{k}{i} \Psi_i \). Then \( \Upsilon_k = \lambda_{n,n}(x^k) \) if \( k \geq 0 \). Recall that \( \Upsilon_0 = 0 \) if \( n \geq 1 \). It follows that the \( R \)-module \( \text{OP}^{n,n}_{R,cl} \) consists of all linear combinations \( \sum_{k \geq 0} \alpha_k \cdot \Upsilon_k \) with \( \alpha_k \in R \) (cf. [Vishik 2019, Theorem 6.8]). If \( R \) has no nontrivial \( \mathbb{Z} \)-divisible elements, the coefficients \( \alpha_k \), (where \( k \geq 0 \) if \( n \leq 0 \) and \( k \geq 1 \) if \( n \geq 1 \)) are uniquely determined by the operation.

4C. Operations over \( \hat{\mathbb{Z}} \). In Section 3, we determined the modules \( Q^n_R \) over the ring \( R = \hat{\mathbb{Z}} \). Theorems 3.12 and 4.12 yield:
Theorem 4.18. There are canonical isomorphisms

\[
\mathbf{OP}^{n,n}_{\mathbb{Z}} = \mathbf{OP}^{n,n}_{\mathbb{Z},cl} \cong \begin{cases} \hat{\mathbb{Z}}[[x]], & \text{if } n \leq 0, \\ x\hat{\mathbb{Z}}[[x]], & \text{if } n \geq 1. \end{cases}
\]

In particular, the natural map \( \mathbf{OP}^{n,n}_{\mathbb{Z}} \to \mathbf{OP}^{n+1,n+1}_{\mathbb{Z}} \) is an isomorphism for all \( n \geq 1 \). It follows from Theorem 4.12 that for any two integers \( n \) and \( m \),

\[
\mathbf{OP}^{n,m}_{\mathbb{Z}} \cong \begin{cases} x^{\max(0,m)} \cdot \hat{\mathbb{Z}}[[x]], & \text{if } n \leq 0, \\ \{ G \in x\hat{\mathbb{Z}}[[x]] \mid v(\partial^{n-1}(G)) \geq m \}, & \text{if } n \geq 1. \end{cases}
\]

4D. Operations over \( \mathbb{Z} \). Now we turn to the case \( R = \mathbb{Z} \) and, for simplicity, write \( \mathbf{OP}^{n,m} \) for \( \mathbf{OP}^{n,m}_{\mathbb{Z}} \).

Corollary 4.13 implies that the natural homomorphism \( \mathbf{OP}^{n,m} \to \mathbf{OP}^{n,m}_{\mathbb{Z}} \) is injective. In particular, we can identify \( \mathbf{OP}^{n,n} \) with a subgroup of \( \mathbf{OP}^{n,n}_{\mathbb{Z}} = x\hat{\mathbb{Z}}[[x]] \) for all \( n \geq 1 \), so we have a sequence of subgroups

\[
\mathbf{OP}^{1,1} \subset \mathbf{OP}^{2,2} \subset \cdots \subset \mathbf{OP}^{n,n} \subset \cdots \subset x\hat{\mathbb{Z}}[[x]].
\]

Recall (Theorem 4.12) that \( \mathbf{OP}^{n,m} \cong x^{\max(0,m)} \cdot \mathbb{Z}[[x]] \) if \( n \leq 0 \) and \( \mathbf{OP}^{n,m} \cong \mathbf{OP}^{n,n} \) if \( m \leq n \) by Corollary 4.15.

Let \( m \geq n \geq 1 \). By Theorem 4.12, we can identify \( \mathbf{OP}^{n,m} \) with the factor group of \( \mathbb{Q}^{n,m} \) by the subgroup \( \sum_{r=1}^{n-1} \mathbb{Q} \cdot \lg_r(x) \). It follows that the map \( \rho_n \) in (3.15) yields a homomorphism

\[
\mathbf{OP}^{n,m} \to (\hat{\mathbb{Q}}/\mathbb{Q})^{n-1} = (\hat{\mathbb{Z}}/\mathbb{Z})^{n-1}.
\]

By the proof of Lemma 3.16, this map is surjective. Its kernel is denoted \( \mathbf{OP}^{n,m}_{\mathbb{Q}} \) and called the subgroup of classical operations. In the case \( n = m \), this group coincides with the group of classical operation defined earlier. In view of Corollary 4.13, \( \mathbf{OP}^{n,m}_{\mathbb{Q}} \) is identified with the group \( (\bigcup_{r=1}^{n-1} \mathbb{Q} \cdot \lg_r(x) + x\mathbb{Z}[[x]]) \cap x^m \mathbb{Q}[[x]] \).

We view the group \( x\hat{\mathbb{Z}}[[x]]_{<m-1} \) of integral polynomials of degree at most \( m - 1 \) as a lattice in the \( \mathbb{Q} \)-space \( x\mathbb{Q}[[x]]/(x^m) \). Denote by \( \mathcal{L}^{n,m} \) the intersection of \( x\hat{\mathbb{Z}}[[x]]_{<m-1} \) with the image in \( x\mathbb{Q}[[x]]/(x^m) \) of the space \( \bigcup_{r=1}^{n-1} \mathbb{Q} \cdot \lg_r(x) \). Then \( \mathcal{L}^{n,m} \) is a subgroup of \( x\hat{\mathbb{Z}}[[x]]_{<m-1} \) of rank \( n - 1 \).

We get the following description of the group of classical operations:

\[
\mathbf{OP}^{n,m}_{\mathbb{Q}} = \mathcal{L}^{n,m} \oplus x^m \mathbb{Z}[[x]].
\]

If \( m = n \geq 1 \), the map of \( \mathbb{Q} \)-spaces is an isomorphism and \( \mathcal{L}^{n,n} = x\mathbb{Z}[[x]]_{<n-1} \). It follows that

\[
\mathbf{OP}^{n,n}_{\mathbb{Q}} = x\mathbb{Z}[[x]].
\]

Recall that \( \mathbf{OP}^{n,n} = \mathbf{OP}^{n,n}_{\mathbb{Q}} \) if \( n \leq 0 \) and \( \mathbf{OP}^{n,m} = \mathbf{OP}^{n,n} \) if \( m \leq n \).

We summarize our results in the following statement:

Theorem 4.19. The natural homomorphism \( \mathbf{OP}^{n,m} \to \mathbf{OP}^{n,m}_{\mathbb{Q}} \) is injective. For any integers \( m \geq n \geq 1 \), there is an exact sequence

\[
0 \to \mathbf{OP}^{n,m}_{\mathbb{Q}} \to \mathbf{OP}^{n,m} \to (\hat{\mathbb{Z}}/\mathbb{Z})^{n-1} \to 0,
\]

where \( \mathbf{OP}^{n,m}_{\mathbb{Q}} = \mathcal{L}^{n,m} \oplus x^m \mathbb{Z}[[x]]. \) Moreover, \( \mathbf{OP}^{n,n}_{\mathbb{Q}} = x\mathbb{Z}[[x]]. \)
Remark 4.20. Similar arguments yield the following formula for \( m \geq n \geq 1 \):

\[
\text{OP}_R^{n,m} = \mathcal{L}_R^{n,m} \oplus x^m \hat{\mathcal{L}}[x].
\]

where \( \mathcal{L}_R^{n,m} = \mathcal{L}^{n,m} \otimes \mathcal{L} \).

4E. Composition. The \( R \)-module homomorphism \( \text{Ad}_n : R[[x]] \to \text{OP}_R^{n,n} \) is not a ring homomorphism. In this section we introduce a new product on \( R[[x]] \) so that \( \text{Ad}_n \) becomes an \( R \)-algebra homomorphism.

Let \( H, H' \in R[[x]] \), write \( H' = \sum_{i \geq 0} a_i x^i \) and define the composition in \( H \) and \( H' \) by the formula

\[
H \circ H' = a_0 \cdot H(0) + \sum_{i \geq 1} (-1)^i a_i \cdot (\partial^{i-1} H)(x^i).
\]

The composition \( \circ \) is distributive in \( H \) and \( H' \) with respect to addition. (Note that the usual substitution of power series is only one-sided distributive.) The polynomial \( 1 - x \) is the identity for the composition \( (1 - x) \circ H = H = H \circ (1 - x) \) for all \( H \). We view \( R[[x]] \) as an \( R \)-algebra with product given by the composition.

Lemma 4.21. The maps \( \text{Ad}_n : R[[x]] \to \text{OP}_R^{n,n} \) are \( R \)-algebra homomorphisms.

Proof. In view of Proposition 4.14, it suffices to consider the case \( n = 0 \). Let \( H, H' \in R[[x]] \) and write

\( H' = \sum_{i \geq 0} a_i x^i \). If \( G_0, G_1, \ldots \in R[t][[x]] \) is the sequence of power series corresponding to \( \text{Ad}_0(H) \) (see Proposition 4.11), then \( G_0 = H(0) \in R, H = (G_0 - G_1)|_{t=1} \) and \( G_i = (-1)^{i-1} \partial^{i-1}_t(G_1) \) for \( i > 1 \). Note that \( G_1(t, x) = -H(tx) + H(0) \).

Write \( L \) for the canonical line bundle on \( \mathbb{P}^\infty \). By (4.7) and (4.10),

\[
\text{Ad}_0(H)(c_1(L)^i) = G_i(c_1(L)^x i) = (-1)^{i-1}(\partial^{i-1}_t G_1)(c_1(L)^x i) = (-1)^i(\partial^{i-1}_t H)(tc_1(L)^x i).
\]

Therefore, we have

\[
(\text{Ad}_0(H) \circ \text{Ad}_0(H'))(c_1(L)) = -\text{Ad}_0(H)\left(\sum_{i \geq 1} a_i c_1(L)^i\right) = -\sum_{i \geq 1} a_i (\text{Ad}_0(H))(c_1(L)^i)
\]

\[
= \sum_{i \geq 1} (-1)^i a_i \cdot (\partial^{i-1}_t H)(tc_1(L)^x i).
\]

On the other hand, write \( H \circ H' = (G_0'' - G_1'')|_{t=1} \), where \( G_0'' = a_0 \cdot H(0) \) and

\[
G_1'' = \sum_{i \geq 1} (-1)^i a_i \cdot (\partial^{i-1}_t H)(tx^{x i}).
\]

It follows that

\[
\text{Ad}_0(H \circ H')(c_1(L)) = G_1''(c_1(L)) = \sum_{i \geq 1} (-1)^i a_i \cdot (\partial^{i-1}_t H)(tc_1(L)^x i) = (\text{Ad}_0(H) \circ \text{Ad}_0(H'))(c_1(L)).
\]

If \( r \in R = \text{CK}^0_R(k) \), then

\[
\text{Ad}_0(H \circ H')(r) = G_0'' \cdot r = a_0 \cdot H(0) \cdot r = \text{Ad}_0(H)(a_0 \cdot r) = (\text{Ad}_0(H) \circ \text{Ad}_0(H'))(r).
\]

Overall, \( \text{Ad}_0(H \circ H') = \text{Ad}_0(H) \circ \text{Ad}_0(H') \). \( \square \)
The polynomials $A_m := (1 - x)^m$ satisfy $\text{Ad}_n(A_m) = \Psi_m$ in $\text{OP}_R^{n,n}$. It follows from Lemma 4.21 and Example 4.9 that

$$A_k \circ A_m = A_{km} = A_m \circ A_k$$

for all $k$ and $m$.

**Proposition 4.22.** Let $R$ be a commutative ring and $K$ a $\mathbb{Q}$-algebra. Then

1. The composition $\circ$ in $R[[x]]$ is commutative.

2. The power series $\lg_r(x) \in K[[x]]$, $r \geq 0$, are orthogonal idempotents that partition the identity, that is, $\lg_n(x) \circ \lg_m(x) = \delta_{n,m} \cdot \lg_n(x)$ and $1 - x = \sum_{r \geq 0} \lg_r(x)$.

**Proof.** (1) It follows from the definition that the power series $x^n \circ G$ and $G \circ x^n$ are contained in $x^n R[[x]]$ for all $n$ and $G$. Let $H, G \in R[[x]]$. Fix an integer $n > 0$ and write $H = H_1 + H_2$ and $G = G_1 + G_2$, where $H_1$ and $G_1$ are linear combinations of the Adams polynomials $A_i$ and $H_2, G_2 \in x^n R[[x]]$. As $H_1$ and $G_1$ commute, the remark above yields $H \circ G - G \circ H \in x^n R[[x]]$. Since this holds for all $n$, we have $H \circ G = G \circ H$.

(2) The iterated derivative $\partial^i(\lg_n(x))$ is zero if $i \geq n$ and

$$(\partial^{n-1} \lg_n(x_1, \ldots, x_n)) = \prod_{i=1}^n \log(1 - x_i).$$

It follows that $\lg_n(x) \circ x^m = 0$ if $m > n$ and

$$\lg_n(x) \circ x^n = (-1)^n (\partial^{n-1} \lg_n)(x^n) = (-1)^n (\log(1 - x))^n = (-1)^n n! \lg_n(x).$$

This calculation together with the first part of the proposition and the fact that the lowest term of $\lg_r(x)$ is $x^r/r!$ show that the power series $\lg_r(x)$ are orthogonal idempotents.

Finally, $\sum_{n \geq 1} \lg_n(x) = e^{\log(x)} = (1 - x).$  

Since $\lg_r(x)$ are orthogonal idempotents which form a topological basis of the power series ring, from the continuity and distributivity of $\circ$, we obtain that our composition is associative.

Theorems 4.18 and 4.19 together with Proposition 4.22 yield the following corollary:

**Corollary 4.23.** The rings $\text{OP}_{\mathcal{Z}}^{n,n}$ and $\text{OP}^{n,n}$ are commutative.

Let $K$ be a $\mathbb{Q}$-algebra. We view $K[[x]]$ as a ring with respect to addition and composition. Let $G \in K[[x]]$ and write $G = \sum_{i \geq 0} a_i \lg_i$ for (unique) $a_i \in K$. Denote as $K^{[n, \infty)}$ the ring of $K$-sequences, parametrized by integers $\geq n$ under pointwise operations. It follows from Proposition 4.22 that the map

$$b : K[[x]] \to K^{[0, \infty)},$$

(4.24)

taking $G$ to the sequence $(a_i)_{i \geq 0}$, is a ring isomorphism. It takes $x^n K[[x]]$ onto $K^{[n, \infty)}$ for every $n$.

**Example 4.25.** The image of the polynomial $A_m(x) = (1 - x)^m$ is equal to $(1, m, m^2, \ldots)$. Indeed, by substituting $y = \log(1 - x)$ into the equality $e^{my} = \sum_{i \geq 0} m^i y^i/i!$, we get $A_m(x) = \sum_{i \geq 0} m^i \lg_i(x)$. 

**Operations in connective K-theory**
4F. Topology. In this section, we introduce three topologies on \( \hat{\mathbb{Z}}[[x]] \).

Proposition 4.26. Let \( G \in \text{OP}_R^{n,n} \) and \( m \geq n \). The following conditions are equivalent:

1. \( G \in \text{Im}(\text{OP}_R^{n,m} \to \text{OP}_R^{n,n}) \);
2. \( G \) is zero on every smooth variety of dimension \( < m \).

Proof. (1) \( \Rightarrow \) (2): Since \( \text{CK}_R^m(X) = 0 \), for any variety \( X \) of dimension \( < m \), the operation \( G \) is zero on \( X \).

(2) \( \Rightarrow \) (1): Let \( n \geq 1 \). By Proposition 4.11 (2), the operation \( G \) is given by a double-symmetric power series \( H(x_1, \ldots, x_n) \in \mathbb{R}[x_1, \ldots, x_n]_n \) such that \( H = (G_n)|_{t=1} \). We need to prove that \( v(H) \geq m \). We will show that any monomial \( \tilde{x}^r = x_1^{r_1} \cdots x_n^{r_n} \) of \( H \) with \( \sum r_i < m \) is zero.

Consider \( X_{\tilde{r}} := \prod_i \mathbb{P}^{r_i} \). This is a variety of dimension \( < m \). Write \( x_i \) for the first Chern class in \( \text{CK}_R^1(X_{\tilde{r}}) \) of the pull-back of the canonical line bundle on \( \mathbb{P}^{r_i} \) with respect to the \( i \)-th projection \( X_{\tilde{r}} \to \mathbb{P}^{r_i} \). By (4.7),

\[
0 = G(x_1 \cdots x_n) = G_n(x_1, \ldots, x_n) \in \text{CK}_R^1(X_{\tilde{r}}).
\]

By the projective bundle theorem,

\[
\text{CK}_R^1(X_{\tilde{r}}) = \mathbb{R}[x_1, \ldots, x_n]/(x_1^{r_1+1}, \ldots, x_n^{r_n+1}).
\]

Therefore, the monomial \( \tilde{x}^r \) of \( H \) is trivial.

The case \( n \leq 0 \) follows similarly (and easier) from Proposition 4.11 (1). \( \square \)

Corollary 4.27. Let \( d \geq 0 \) be an integer and \( G \in \text{OP}_R^{n,n} \). Then there is a \( \mathbb{Z} \)-linear combination \( G' \in \text{OP}_R^{n,n} \) of the Adams operations \( \Psi_k \) with \( k = 0, \ldots, d \) such that \( G \) and \( G' \) agree on \( \text{CK}^n(X) \) for all smooth varieties \( X \) of dimension \( \leq d \).

Proof. By Lemma 3.16 applied to \( m = d + 1 \), there is a polynomial \( G' \in \mathbb{Z}[x] \) of degree at most \( d \) such that \( G - G' \in \sum_{0 < r < n} \mathbb{Q} \cdot \log_r(x) + x^{d+1}[\mathbb{Q}[x]] \). Let \( X \) be a smooth variety of dimension \( \leq d \). As \( v(\partial^{n-1}(G - G')) \geq d + 1 \), in view of Theorem 4.12, we have \( G - G' \in \text{Im}(\text{OP}_R^{n,m} \to \text{OP}_R^{n,n}) \). Therefore, by Proposition 4.26, it follows that \( G - G' \) is trivial on \( X \). Finally, \( G' \) is a linear combination of the Adams polynomials \( A_k \) with \( k = 0, \ldots, d \). \( \square \)

Definition 4.28. We introduce three topologies on \( \hat{\mathbb{Z}}[[x]] \):

- \( \tau_s \) is generated by the neighborhoods of zero \( U_m \) consisting of power series divisible by \( x^m \), for some \( m \geq 0 \), i.e., \( \tau_s \) is the \( x \)-adic topology.
- \( \tau_w \) is generated by the neighborhoods of zero \( U_m + V_N \), where \( V_N \) consists of all power series divisible by some \( N \in \mathbb{N} \).
- \( \tau_o \) is generated by the neighborhoods of zero \( W_m \) consisting of power series, where the respective operation acts trivially on varieties of dimension \( < m \).

Recall, that a topology \( \varphi \) is coarser than the topology \( \psi \), denoted \( \varphi \leq \psi \), if any set open with respect to \( \varphi \) is also open with respect to \( \psi \).
Proposition 4.29. \[ \tau_w \leq \tau_o \leq \tau_s. \]

Proof. The inequality \( v(G(x)) \geq m \) implies \( v(\partial^{n-1}G(x)) \geq m \), and therefore, by Theorem 4.12, \( G \in \text{Im}(OP^{n,m}_\hat{Z} \to OP^{n,n}_\hat{Z}) \). Therefore, it follows from Proposition 4.26 that \( \tau_o \leq \tau_s \).

Note that the topology \( \tau_w \) is generated by the neighborhoods of zero \( U_{N,m} = (N, x^m) \subset \hat{Z}[x] \), and the topology \( \tau_o \) is generated by the neighborhoods of zero \( W_k = \{ G \in \hat{Z}[x] \mid v(\partial^{n-1}(G)) \geq k \} \) by Proposition 4.26. We need to show that for every \( N \) and \( m \) there is \( k \) with \( W_k \subset U_{N,m} \).

We have similar compact (Hausdorff) topology \( \tau_w \) on \( \hat{Z}[x_1, \ldots, x_n] \) so that the map \( \partial^{n-1} \) is continuous in \( \tau_w \). Note that the map \( \partial^{n-1} : \hat{Z}[x] \to \hat{Z}[x_1, \ldots, x_n] \) is injective and the induced map from \( \hat{Z}[x] \) to the image of \( \partial^{n-1} \) is a homeomorphism (since the image of every closed subset is closed as \( \hat{Z}[x] \) is compact and the target is Hausdorff). In particular, if \( G_k \in \hat{Z}[x] \) is a sequence such that the sequence \( \partial^{n-1}(G_k) \) converges to 0, then the sequence \( G_k \) converges to 0 in \( \hat{Z}[x] \).

Now we prove that for every \( N \) and \( m \) there is \( k \) with \( W_k \subset U_{N,m} \). Assume on the contrary that for every \( k \) we can find \( G_k \in W_k \), but \( G_k \not\in U_{N,m} \). Then \( \partial^{n-1}(G_k) \) converges to 0, but \( G_k \) does not converge to 0 in \( \hat{Z}[x] \), a contradiction. \( \square \)

Observation 4.30. (1) For \( n = 1 \), we have \( \tau_o = \tau_s \).

(2) For \( n > 1 \), we have \( \tau_w \neq \tau_o \neq \tau_s \).

Proof. (1) This follows from Proposition 4.26, since \( n = 1 \).

(2) For \( n > 1 \), \( W_m \) contains, in particular, all power series \( \sum_i a_i x^i \in \hat{Z}[x] \), where \( a_1 = i a_i \), for all \( 0 < i < m \), which is not contained in any \( U_l \), for \( l > 1 \). Thus, \( \tau_o \neq \tau_s \).

For \( m > n \geq 1 \), \( W_m/U_m \) is a free \( \hat{Z} \)-module of rank \( (n-1) \), while \( (U_m + V_N)/U_m \) is a free \( \hat{Z} \)-module of rank \( (m-1) \). Hence, \( \tau_w \neq \tau_o \). \( \square \)

We view \( OP^{n,n} \) and \( OP^{n,n}_\hat{Z} \) as the topological rings for the topologies \( \tau_w \), \( \tau_o \) and \( \tau_s \), respectively, via the inclusions \( OP^{n,n} \hookrightarrow OP^{n,n}_\hat{Z} \to \hat{Z}[x] \).

Note that the \( x \)-adic topology \( \tau_s \) can be defined on \( R[x] \) for every \( R \).

Consider the restriction \( b : R[x] \to K^{[0,\infty)} \) of the map (4.24). We view \( K^{[0,\infty)} \) as a topological ring with the basis of neighborhoods of zero given by the ideals \( K^{[n,\infty)} \) for all \( n > 0 \), so that the map is continuous.

Proposition 4.31. The image of the map \( b : R[x] \to K^{[0,\infty)} \) is contained in \( R^{[0,\infty)} \).

Proof. By Example 4.25, the image of the Adams polynomial \( A_m \) under the map (4.24) is contained in \( R^{[0,\infty)} \). But the set of all linear combinations of Adams polynomials is dense in \( R[x] \) in the topology \( \tau_s \). The statement follows since \( R^{[0,\infty)} \) is closed in \( K^{[0,\infty)} \). \( \square \)

Proposition 4.31 identifies the ring \( OP^{n,n}_\hat{Z} \subset \hat{Z}[x] \) with a subring of \( \hat{Z}^{[n,\infty)} \) and \( OP^{n,n} \) with a subring of \( \hat{Z}^{[n,\infty)} \) if \( n \geq 0 \). Indeed, if \( n \geq 1 \), the kernel of the composition

\[
Q^n_\hat{Z} \xrightarrow{\lambda_n} OP^{n,n}_\hat{Z} \xrightarrow{b} \hat{Z}^{[0,\infty)} \to \hat{Z}^{[n,\infty)}
\]
A. Merkurjev and A. Vishik

...is generated by $\lambda_r$, with $0 < r < n$, and all these logarithms are contained in the kernel of $\lambda_{n,n}$.

The ring $\text{OP}^{n,n}$ is not a domain: we have $(\Psi_1 + \Psi_{-1})(\Psi_1 - \Psi_{-1}) = 0$. Let

$$e_\pm = \frac{1}{2}(\Psi_1 \pm \Psi_{-1}) \in \text{OP}^{n,n} \left[ \frac{1}{2} \right],$$

so $e_+$ and $e_-$ are orthogonal idempotents and $e_+ + e_- = 1$. There is an embedding

$$\text{OP}^{n,n} \hookrightarrow \text{OP}^{n,n} \left[ \frac{1}{2} \right] = \text{OP}^{n,n} \left[ \frac{1}{2} \right] e_+ \times \text{OP}^{n,n} \left[ \frac{1}{2} \right] e_-.$$

**Proposition 4.32.** If $n \geq 1$, the rings $\text{OP}^{n,n} \left[ \frac{1}{2} \right] e_\pm$ are domains.

**Proof.** Recall that there is an injective ring homomorphism

$$b : \text{OP}^{n,n} \hookrightarrow \mathbb{Z}^{[1,\infty)}$$

such that $b(\Psi_m) = (m, m^2, m^3, \ldots)$ for all $m$. In particular,

$$b(e_+) = (0, 1, 0, 1, \ldots) \quad \text{and} \quad b(e_-) = (1, 0, 1, 0, \ldots).$$

**Lemma 4.33.** Let $(a_1, a_2, \ldots) \in \text{Im}(b)$. Then for any prime integer $p$, we have that $a_i \equiv a_j$ modulo $p$ if $i \equiv j$ modulo $p - 1$.

**Proof.** It suffices to prove the statement for $b(\Psi_m)$. We have $a_i - a_j = m^i - m^j = m^j(m^{i-j} - 1)$. If $m$ is not divisible by $p$, then $m^{i-j} - 1$ is divisible by $p$. \qed

Let $G \cdot H = 0$ in $\text{OP}^{n,n}$. Set $(a_1, a_2, \ldots) = b(G)$ and $(b_1, b_2, \ldots) = b(H)$. We have $a_ib_i = 0$ for all $i$. To prove the statement, it suffices to show that if $a_i \neq 0$ for some $i$, then $b_j = 0$ for all $j \equiv i$ modulo 2.

Choose an odd prime $p$ that does not divide $a_i$. By **Lemma 4.33**, $a_j$ is not divisible by $p$ for all $j$ such that $i \equiv j$ modulo $p - 1$. In particular, $a_j \neq 0$, hence $b_j = 0$. Thus, we have proved that $b_j = 0$ for all $j \equiv i$ modulo $p - 1$.

**Lemma 4.34.** There are infinitely many primes $q$ such that $\gcd(q-1, p-1) = 2$.

**Proof.** Let $c$ be the odd part of $p - 1$ (that is, $(p - 1)/c$ is a 2-power). By Dirichlet, there are infinitely many primes $q$ such that $q \equiv 3$ modulo 4 and $q \equiv 2$ modulo $c$. Clearly, $\gcd(q-1, p-1) = 2$ for such $q$. \qed

Let $j$ be such that $j \equiv i$ modulo 2. We need to prove that $b_j = 0$. Take any prime $q$ as in **Lemma 4.34**. There are positive integers $k$ and $m$ such that

$$t := i + (p-1)k = j + (q-1)m.$$

We have proved that $b_t = 0$ since $t \equiv i$ modulo $p - 1$. By **Lemma 4.33**, $0 = b_t \equiv b_j$ modulo $q$, i.e., $b_j$ is divisible by $q$. We have proved that $b_j$ is divisible by infinitely many primes $q$, hence $b_j = 0$. \qed
4G. Operations in graded K-theory. In this section, we will determine the $R$-module of all $R$-linear operations $G : K^n_{grR} \to K^m_{grR}$ for any pair of integers $n$ and $m$ denoted by $\text{OP}_R^{n,m}(K_{gr}^*)$. Recall that $K^n_{grR} = K^0_{grR} \cdot t^{-n} = CP^0_R \cdot t^{-n}$, hence by Theorem 4.12, we get:

Corollary 4.35. $\text{OP}_R^{n,m}(K_{gr}^*) = \text{OP}_R^{0,0}(K_{gr}^*) \cdot t^{m-n} = \text{OP}_R^{0,0}(\text{CK}^*) \cdot t^{m-n} = R[x] \cdot t^{m-n}$.

Recall that the product operation in the ring $\text{OP}_R^{n,m}(K_{gr}^*) = R[x]$ is the composition $\circ$ (see Section 4E). Moreover, $R[x]$ is a (topological) bialgebra over $R$ with coproduct defined by the rule

$$(1 - x)^n \mapsto (1 - x)^n \otimes (1 - x)^n$$

for all $n \geq 0$ that reads $\Psi \mapsto \Psi \otimes \Psi$ in the language of operations.

Let us describe the dual bialgebra $A$ (over $\mathbb{Z}$) of co-operations as follows: Let $A$ be the subring of the polynomial ring $\mathbb{Q}[s]$ consisting of all polynomials $f$ such that $f(a) \in \mathbb{Z}$ for all $a \in \mathbb{Z}$. In particular, $\mathbb{Z}[s] \subset A$. The polynomials

$$e_n := \frac{1}{n!} (-s)(1-s) \cdots (n-1-s) = (-1)^n \binom{s}{n} \in A$$

for all $n \geq 0$ form a basis of $A$ as an abelian group. Consider a pairing

$$A \otimes R[x] \to R, \quad a \otimes G \mapsto \langle a, G \rangle \in R,$$

such that $\langle e_n, x^m \rangle = \delta_{n,m}$. This pairing identifies $R[x]$ with the dual coalgebra for $A$ via the isomorphism

$$\text{Hom}_\mathbb{Z}(A, R) \sim \to R[x],$$

taking a homomorphism $\alpha : A \to R$ to the power series $\sum_{n \geq 0} \alpha(e_n)x^n$.

Lemma 4.36. For every polynomial $f \in A$, we have $\langle f, (1 - x)^m \rangle = f(m)$.

Proof. We may assume that $f = e_n$ for some $n$. Then

$$\langle f, (1 - x)^m \rangle = \langle e_n, (1 - x)^m \rangle = (-1)^n \binom{m}{n} = e_n(m) = f(m).$$

The lemma shows that a co-operation $f$ evaluated at the Adams operation $\Psi_m$ is equal to $f(m)$.

It follows from Lemma 4.36 that

$$\langle s^n, (1 - x)^k \rangle = \langle km \rangle = k^n \cdot m^n = \langle s^n, (1 - x)^k \rangle \cdot \langle s^n, (1 - x)^m \rangle.$$

As the composition in $R[x]$ satisfies $(1 - x)^k \circ (1 - x)^m = (1 - x)^{km}$, the composition in $R[x]$ is dual to the coproduct of $A$ taking $s^n$ to $s^n \otimes s^n$ in $A \otimes A$.

The equality

$$\langle s^{i+j}, (1 - x)^m \rangle = m^{i+j} = m^i \cdot m^j = \langle s^i, (1 - x)^m \rangle \cdot \langle s^j, (1 - x)^m \rangle$$

shows that the product in $A$ is dual to the coproduct in $R[x]$. Thus, the bialgebra $R[x]$ of operations is dual to the bialgebra $A$ of co-operations.
Remark 4.37. The polynomial ring $\mathbb{Z}[s]$ is a bialgebra with respect to the coproduct $s \rightarrow s \otimes s$. The dual bialgebra over $R$ is $R^{(0, \infty)}$. The dual of the embedding $\mathbb{Z}[s] \rightarrow A$ is the homomorphism $b : R[[x]] \rightarrow R^{(0, \infty)}$ defined in Proposition 4.31, since by Lemma 4.36,

$$\langle s^n, (1 - x)^m \rangle = m^n = \langle s^n, b((1 - x)^m) \rangle$$

as $b((1 - x)^m) = (1, m, \ldots, m^n, \ldots)$.

5. Multiplicative operations

Definition 5.1. A multiplicative operation $G : A^* \rightarrow B^*$ is a morphism of functors from $\text{Sm}_k$ to the category of rings. That is, the ring structure is respected. (We don’t assume that $G$ is a graded ring homomorphism.)

As was noticed in topology and then in the algebrogeometric context in [Panin 2004, §2.7.5] there is a functor from the category of oriented cohomology theories and their multiplicative operations to the category of formal group laws. Let us briefly describe this functor.

If $A^*$ and $B^*$ are oriented cohomology theories over $k$, to any multiplicative operation $G : A^* \rightarrow B^*$ one can assign the morphism $(\varphi_G, \gamma_G) : (A^*(k), F_A) \rightarrow (B^*(k), F_B)$ of the respective formal group laws, where $\varphi_G : A^*(k) \rightarrow B^*(k)$ is the restriction of $G$ to Spec$(k)$ and $\gamma_G(x) \in xB^*(k)[[x]]$ is defined by the condition

$$G(c^A_1(O(1))) = \gamma_G(c^B_1(O(1))) \in B^*(\mathbb{P}^\infty) = B^*(k)[[x]].$$

In the algebrogeometric context, the power series $\gamma_G(x)/x$ was introduced in this generality in [Panin 2004, Definition 2.5.1] and [Smirnov 2006] in order to state and prove Riemann–Roch type theorems [Panin 2004, Theorems 2.5.3 and 2.5.4] for a multiplicative operation $G$. This series is called the inverse Todd genus of $G$.

The following theorem permits us to reduce the classification of multiplicative operations to algebra.

Theorem 5.2 [Vishik 2019, Theorem 6.9]. Let $A^*$ be a theory of rational type and $B^*$ be any oriented cohomology theory. Then the assignment $G \mapsto (\varphi_G, \gamma_G)$ is a bijection between the set of multiplicative operations $G : A^* \rightarrow B^*$ and the set of morphisms of formal group laws.

Example 5.3. Let $R$ be either $\mathbb{Z}$, $\mathbb{Z}_p$ or $\hat{\mathbb{Z}}$ and $b \in R$. The Adams operation $\Psi_b : \text{CK}_R^* \rightarrow \text{CK}_R^*$ is homogeneous and multiplicative. The corresponding map $\varphi$ is the identity and $\gamma = (1 - (1 - tx)^b)/t$. If $c \in R^\times$, write $\Psi_b^c$ for the homogeneous multiplicative twisted Adams operation with $\varphi(t) = ct$ and $\gamma = (1 - (1 - tx)^{bc})/ct$ (in particular, $\Psi_b^1 = \Psi_b$). It follows from the equality

$$\Psi_b^c(tx) = \Psi_b^c(t)\Psi_b^c(x) = ct \cdot \gamma(x) = 1 - (1 - tx)^{bc}$$
that on $\text{CK}_R$ the operation $\Psi_f^c$ is equal to $c^{-n} \cdot \Psi_{bc}$. For any $c \in R$, let $\Psi_0^c$ be the homogeneous multiplicative operation with $\varphi(t) = ct$ and $\gamma = 0$. This operation is zero in positive degrees and is equal to $c^n \cdot \text{rank on } \text{CK}_R^n = (K_0)_R$ for $n \geq 0$.

Write $\Theta$ for the multiplicative operation $\text{CK}_R^* \to \text{CK}_R^*$ which is the identity on $\text{CK}_R^0$, multiplication by $t^n : \text{CK}_R^n \to \text{CK}_R^n$ if $n \geq 0$ and the canonical isomorphism $\text{CK}_R^n \to \text{CK}_R^0$ (inverse to multiplication by $t^{-n}$) if $n \leq 0$. This operation is not homogeneous and its image is $\text{CK}_R^0$. Set $\tilde{\Psi}_b^c := \Theta \circ \Psi_b^c$. This is a multiplicative operation with image in $\text{CK}_R^0$. The corresponding function $\varphi(t) = c$ and $\gamma = (1 - (1 - tx)^{bc})/c$.

The introduced operations satisfy the following relations (use Theorem 5.2): $\Psi_0^c = \tilde{\Psi}_0^c$ and

$$\tilde{\Psi}_b^c \circ \tilde{\Psi}_d^e = \tilde{\Psi}_{bd}^{ce}, \quad \tilde{\Psi}_b^c \circ \tilde{\Psi}_d^e = \tilde{\Psi}_{cd}^{ce}, \quad \tilde{\Psi}_b^c \circ \tilde{\Psi}_d^e = \tilde{\Psi}_{bd}^{ce}, \quad \tilde{\Psi}_b^c \circ \tilde{\Psi}_d^e = \tilde{\Psi}_{cd}^{ce}.$$ 

Over $\mathbb{Q}$, every formal group law is isomorphic to the additive one. Hence, for every theory $C^*$, we have isomorphisms of formal group laws.

$$(\text{id}, \exp_C) : (C^* \otimes \mathbb{Z} \mathcal{Q}, F_C) \xrightarrow{\sim} (C^* \otimes \mathbb{Z} \mathcal{Q}, F_{\text{add}}) : (\text{id}, \log_C)$$

Suppose that (in the context of Definition 5.1) the coefficient ring $B^*(k)$ of the target theory has no torsion. Then the composition $(\text{id}, \exp_B) \circ (\varphi_G, \gamma_G) \circ (\text{id}, \log_A)$ identifies the set of multiplicative operations $A^* \to B^*$ with a subset of morphisms of formal group laws

$$(A^* \otimes \mathbb{Z} \mathcal{Q}, F_{\text{add}}) \to (B^* \otimes \mathbb{Z} \mathcal{Q}, F_{\text{add}}).$$

The latter morphism is defined by $(\psi, \gamma)$, where, in our case, $\psi = \varphi \otimes \mathbb{Z} \mathcal{Q}$, for some ring homomorphism $\varphi = \varphi_G : A^*(k) \to B^*(k)$ and $\gamma(x) = b \cdot x$, for some $b \in B^*(k)$. In other words,

$$(\varphi_G, \gamma_G) = (\text{id}, \log_B) \circ (\varphi_G, \gamma) \circ (\text{id}, \exp_A).$$

Then

$$\gamma_G(x) = \varphi_G(\exp_A)(b \cdot \log_B(x)).$$

5A. **Multiplicative operations in CK.** For $A^* = B^* = \hat{\text{CK}}_*$, we have $A = B = \hat{\mathbb{Z}}[t]$, $F_A = F_B = x + y - tx y$ and

$$\log_{\text{CK}}(x) = \frac{\log(1 - tx)}{t}, \quad \exp_{\text{CK}}(z) = \frac{1 - e^{zt}}{t}.$$ 

Note that a ring homomorphism $\varphi$ from $\hat{\mathbb{Z}}[t]$ to a ring $T$ such that $\bigcap_{n \geq 0} nT = 0$ is uniquely determined by $\varphi(t)$ in $T$ (such a choice is realized by a homomorphism, if $\hat{\mathbb{Z}}$ can be mapped to $T$). Indeed, suppose that $\varphi$ and $\psi$ satisfy $\varphi(t) = \psi(t)$. For any $f \in \hat{\mathbb{Z}}[t]$ and $n > 0$, write $f = g + nh$ for some $g \in \mathbb{Z}[t]$ and $h \in \hat{\mathbb{Z}}[t]$. Then $\varphi(g) = \psi(g)$ and hence $\varphi(f) - \psi(f) \in nT$. Since this holds for all $n > 0$, we have $\varphi(f) - \psi(f) = 0$ for all $f$.

Thus, the map $\varphi_G : \hat{\mathbb{Z}}[t] \to \hat{\mathbb{Z}}[t]$ is determined by $\varphi_G(t) = c(t) \in \hat{\mathbb{Z}}[t]$. Let $b = b(t) \in \hat{\mathbb{Z}}[t]$. Note that any choice of $b(t)$ and $c(t)$ gives a morphism of rational formal group laws and so, a multiplicative
where each $G$ will belong to $\mathbb{Z}$. Multiplicative operations in $K$ are invertible and form a group isomorphic to $\hat{\mathbb{Z}}$. Below we will suppress $J$ from the notation and will denote the respective operations simply as $\Psi$. The formulas in Example 5.3 show that the monoid of multiplicative operations is noncommutative.

**5B. Multiplicative operations in $K_{gr}$ over $\mathbb{Z}$**. For $A^* = B^* = K_{gr}^*$, we have $A = B = \mathbb{Z}[t, t^{-1}]$ and $F_A = F_B = x + y - txy$. Similar calculations, as in the previous section, show that the coefficient $a_n$ in (5.4) will belong to $\mathbb{Z}$. Thus, $c(t) = ct^l$, for $c = \pm 1$ and $l \in \mathbb{Z}$, and $b(t) = bt^{1-l}$, for some $b \in \mathbb{Z}$. 

\[
\Psi_G(t, x) = \frac{1 - (1 - tx)^{b(t)c(t) / t}}{c(t)} = \sum_{n \geq 1} (-1)^{n-1} (tx)^n \frac{((b(t)c(t) / t))}{n} 
\]
Then the coefficient $a_n$ is
\[ (-1)^{n-1} t^{n-l} \frac{(bc)}{c}. \]
Denote this operation as $^{l} \Psi_{b}^{c}$. It scales the grading on $K_{gr}^*$ by the coefficient $l$. So, only the operations $^{l} \Psi_{b}^{c}$ are homogeneous.

The case $c(t) = t$ and $b(t) = b$, that is, $^{1} \Psi_{b}^{1}$, corresponds to the Adams operation $\Psi_{b}$, see [Vishik 2019, §6.3]. In this case, $\varphi_{G} = \text{id}$. The operation $^{-1} \Psi_{1}^{1}$ is an automorphism of order 2 acting identically on $K_{gr}^{0}$ and mapping $t$ to $t^{-1}$.

We will omit $l$ and $c$ from the notation $^{l} \Psi_{b}^{c}$ when these will be equal to 1.

6. Stable operations

The purpose of this section is to describe stable operations in $CK$ and $K_{gr}$ with integral and $\hat{\mathbb{Z}}$-coefficients. The spaces of such operations appear to have countable topological bases, which we describe in Theorems 6.25 and 6.34. We also describe stable multiplicative operations and show that these generate additive ones only in the case of $\hat{\mathbb{Z}}$-coefficients.

To be able to discuss stability of operations, we need the notion of a suspension. Following Voevodsky, Panin [2003] and Smirnov [2006] we can introduce the category of pairs $\text{SmOp}$ whose objects are pairs $(X, U)$, where $X \in \text{Sm}_k$ and $U$ is an open subvariety of $X$, see [Vishik 2019, Definition 3.1], with the smash product
\[(X, U) \wedge (Y, V) := (X \times Y, X \times V \cup U \times Y)\]
and the natural functor $\text{Sm}_k \rightarrow \text{SmOp}$ given by $X \mapsto (X, \emptyset)$. Then suspension can be defined as
\[\Sigma_T (X, U) := (X, U) \wedge (\mathbb{P}^1, \mathbb{P}^1 \setminus 0).\]
Any theory $A^*$ extends from $\text{Sm}_k$ to $\text{SmOp}$ by the rule
\[A^*((X, U)) := \text{Ker}(A^*(X) \rightarrow A^*(U)).\]
Any additive operation $A^* \rightarrow B^*$ on $\text{Sm}_k$ extends uniquely to an operation on $\text{SmOp}$.

An element $\epsilon^A = c_1^A(O(1)) \in A^*((\mathbb{P}^1, \mathbb{P}^1 \setminus 0))$ defines an identification
\[\sigma_T^A : A^*((X, U)) \xrightarrow{\sim} A^{*+1}(\Sigma_T (X, U)),\]
given by $x \mapsto x \wedge \epsilon^A$.

**Definition 6.1.** For any additive operation $G : A^* \rightarrow B^*$, we define its desuspension as the unique operation $\Sigma^{-1} G : A^* \rightarrow B^*$ such that
\[G \circ \sigma_T^A = \sigma_T^B \circ \Sigma^{-1} G.\]

**Definition 6.2.** A stable additive operation $G : A^* \rightarrow B^*$ is the collection $\{G^{(n)} \mid n \geq 0\}$ of operations $A^* \rightarrow B^*$ such that $G^{(n)} = \Sigma^{-1} G^{(n+1)}$. 
Proposition 6.3. Suppose that \( G : A^* \to B^* \) is a multiplicative operation with \( \gamma_G(x) \equiv bx \mod x^2 \) for some \( b \in B^*(k) \). Then \( \Sigma^{-1} G = b \cdot G \).

Proof. We have
\[
G(\sigma^A_T(u)) = G(u \wedge e^A) = G(u) \wedge G(e^A) = G(u) \wedge (b \cdot e^B) = \sigma^B_T(b \cdot G(u)).
\]

We call a multiplicative operation \( G \) stable if the constant sequence \((G, G, G, \ldots)\) is stable. By Proposition 6.3, \( G \) is stable if and only if the linear coefficient of \( \gamma_G \) is equal to 1 (see [Vishik 2019, Proposition 3.8]).

For a commutative ring \( R \), define the operator
\[
\Phi = \Phi_R : R[[x]] \to R[[x]], \quad \Phi(G) = (x - 1) \frac{dG}{dx},
\]

6A. Stable operations in \( \text{CK} \) over \( \hat{\mathbb{Z}} \). Recall that when \( A^* = B^* = \text{CK}^*_Z \), the group of additive operations \( \text{OP}^n_{\hat{\mathbb{Z}}} \), for \( n \leq 0 \) and \( n \geq 1 \), can be identified with \( \hat{\mathbb{Z}}[[x]] \), respectively, \( x \hat{\mathbb{Z}}[[x]] \).

Proposition 6.4. The desuspension operator \( \Sigma^{-1} : \text{OP}^n_{\hat{\mathbb{Z}}} \to \text{OP}^{n-1,n-1}_{\hat{\mathbb{Z}}} \) is given by the rule
\[
\Sigma^{-1}(G) = \begin{cases} 
\Phi(G), & \text{if } n \leq 1, \\
\partial^0(\Phi(G)) = \Phi(G) - \Phi(G)(0), & \text{if } n > 1.
\end{cases}
\]

Proof. The Adams operation \( \Psi_k \) is identified with the power series \( A_k(x) = (1 - x)^k \) if \( n \leq 0 \) and with \((1 - x)^k - 1 \) if \( n > 0 \). By Proposition 6.3, we have \( \Sigma^{-1} \Psi_k = k \Psi_k \), so the formula holds for \( G = \Psi_k \).

The map \( \Sigma^{-1} \) is continuous in \( \tau_o \), and the map \( \Phi \) is continuous in \( \tau_s \). Hence, both maps are continuous as the maps \( \tau_s \to \tau_o \). Since \( \tau_o \) is Hausdorff (as \( \tau_w \) is), it follows that the set of power series, where \( \Sigma^{-1} \) and \( \Phi \) coincide, is closed in \( \tau_s \). But the set of linear combinations of Adams operations is everywhere dense in \( \tau_s \).

It follows from Proposition 6.4 that the desuspension map \( \Sigma^{-1} \) is injective and yields a tower of injective maps in the other direction:
\[
\hat{\mathbb{Z}}[[x]] = \text{OP}^0_{\hat{\mathbb{Z}}} \longleftrightarrow \text{OP}^1_{\hat{\mathbb{Z}}} \longleftrightarrow \cdots \longleftrightarrow \text{OP}^{n,n}_{\hat{\mathbb{Z}}} \equiv \cdots.
\]

Moreover, the group \( \text{OP}^n_{\hat{\mathbb{Z}}} \) of homogeneous degree 0 stable operations \( \text{CK}^*_Z \to \text{CK}^*_Z \) that is the limit of the sequence (6.5) is naturally isomorphic to the group
\[
S := \cap_n \text{Im}(\Phi^n) = \cap_n \text{Im}((\Sigma^{-1})^n) \subset \hat{\mathbb{Z}}[[x]].
\]

Indeed, if \( \{G^{(n)}| n \geq 0\} \) is a stable operation, then \( G^{(0)} = \Phi^n(G^{(n)}) \) for every \( n \), hence \( G^{(0)} \in S \). Conversely, given \( G \in S \), write \( G = \Phi^n(H^{(n)}) \) for every \( n \). Since \( \text{Ker}(\Phi^n) \) consists of constant power series only, the sequence \( G^{(n)} = \Phi(H^{(n+1)}) \) is a stable operation.

Lemma 6.6. Let \( G \in x \hat{\mathbb{Z}}[[x]] \) and \( n \geq 1 \). Then
\[
\begin{enumerate}
\item \( \partial^n(G) \) has coefficients in \( \mathbb{Z} \) if and only if \( \partial^{n-1}(\Phi(G)) \) has coefficients in \( \mathbb{Z} \).
\item \( v(\partial^n(G)) \geq m \) for some \( m \) if and only if \( v(\partial^{n-1}(\Phi(G))) \geq m - 1 \).
\end{enumerate}
\]


Additional, for every $n$, we obtain: We have $H_{k+1} = \Phi(H_k) - kH_k$, hence
\[
\partial^{n-1}(H_{k+1}) = \partial^{n-1}(\Phi(H_k)) - k\partial^{n-1}(H_k).
\]
Then $k\partial^{n-1}(H_k)$ has coefficients in $\mathbb{Z}$ in case (1) and $v(k\partial^{n-1}(H_k)) \geq m - k$ in case (2) by the induction hypothesis. As the derivative $\partial^n(H_k)$ has coefficients in $\mathbb{Z}$ in case (1) and $v(\partial^n(H_k)) \geq m - k$ in case (2), it follows from Proposition 6.7, applied to the power series $H_k$, that $\partial^{n-1}(\Phi(H_k))$ also has coefficients in $\mathbb{Z}$ in case (1) and $v(\partial^{n-1}(\Phi(H_k))) \geq m - k - 1$ in case (2). It follows that $\partial^{n-1}(H_{k+1})$ has coefficients in $\mathbb{Z}$ in case (1) and $v(\partial^{n-1}(H_{k+1})) \geq m - k - 1$ in case (2). The claim is proved.

Note that all coefficients of $H_k$ are divisible by $k!$ in $\hat{\mathbb{Z}}$. It follows that the power series $(1/k!)\partial^{n-1}(H_k)$ have coefficients in $\mathbb{Z}$ in case (1). By Proposition 6.7, $\partial^n(G)$ has coefficients in $\mathbb{Z}$ in case (1) and $v(\partial^n(G)) \geq m$ in case (2).

In particular, we can describe the integral operations $\mathbf{OP}^{n,m}$ as follows:

Proposition 6.7. Let $G \in x\hat{\mathbb{Z}}[[x]]$ and $m \geq n \geq 1$. Then $G \in \mathbf{OP}^{n,m}$ if and only if $\Phi^n(G) \in \mathbb{Z}[[x]]$ and $v(\Phi^n(G)) \geq m - n$.

\begin{proof}
Theorem 4.12 and iterated applications of Lemma 6.6 show that $G \in \mathbf{OP}^{n,m}$ if and only if $\partial^0(\Phi^{n-1}(G)) \in \mathbb{Z}[[x]]$ and $v(\partial^0(\Phi^{n-1}(G))) \geq m - n + 1$. Thus, it suffices to prove the following for a power series $H \in \hat{\mathbb{Z}}[[x]]$ and integer $k \geq 0$:

1. $\partial^0(H) \in \mathbb{Z}[[x]] \iff \Phi(H) \in \mathbb{Z}[[x]]$,
2. $v(\partial^0(H)) \geq k + 1 \iff v(\Phi(H)) \geq k$.

If $\partial^0(H) \in \mathbb{Z}[[x]]$, then clearly $\Phi(H) \in \mathbb{Z}[[x]]$. Conversely, if $\Phi(H) \in \mathbb{Z}[[x]]$, then
\[
\partial^0(H) \in \mathbb{Q}[[x]] \cap \hat{\mathbb{Z}}[[x]] = \mathbb{Z}[[x]].
\]
The second statement follows from the obvious equality $v(\partial^0(H)) = v(\Phi(H)) + 1$.
\end{proof}

Let $m$ a positive integer. It follows from Lemma 6.6 (2) that there is a tower of inclusions as in (6.5):
\[
x^m\hat{\mathbb{Z}}[[x]] = \mathbf{OP}^{0,m}_\hat{\mathbb{Z}} \leftarrow \mathbf{OP}^{1,m+1}_\hat{\mathbb{Z}} \leftarrow \cdots \leftarrow \mathbf{OP}^{n,n+m}_\hat{\mathbb{Z}} \leftarrow \cdots.
\]
Additionally, for every $n$, we have $\mathbf{OP}^{n,n+m}_\hat{\mathbb{Z}} \cap \mathbf{OP}^{n+1,n+1}_\hat{\mathbb{Z}}$ in $\mathbf{OP}^{n,n}_\hat{\mathbb{Z}}$ coincides with $\mathbf{OP}^{n+1,n+m+1}_\hat{\mathbb{Z}}$. Therefore, we obtain:

Proposition 6.9. The group of homogeneous degree $m$ stable operations $\mathbf{CK}^{\ast}_\hat{\mathbb{Z}} \to \mathbf{CK}^{\ast+m}_\hat{\mathbb{Z}}$ is naturally isomorphic to the intersection $x^{\max(0,m)}\hat{\mathbb{Z}}[[x]] \cap S$.\]
The map $\Phi : \hat{\mathbb{Z}}[[x]] \to \hat{\mathbb{Z}}[[x]]$ is continuous in $\tau_w$, and the space $\hat{\mathbb{Z}}[[x]]$ is compact Hausdorff. Hence, $\text{Im}(\Phi^n)$ is closed in $\hat{\mathbb{Z}}[[x]]$ for any $n$. It follows that the set $S$ is also closed in $\hat{\mathbb{Z}}[[x]]$ in the topology $\tau_w$, and hence in $\tau_o$ and $\tau_s$.

It follows from Proposition 4.26 and Lemma 6.6 that the topology on $\mathcal{O}P^n=\mathbb{Z}$ induced by $\tau_o$ is generated by the neighborhoods of zero $W_m$ consisting of all collections $\{G^{(n)} | n \geq 0\}$ such that $G^{(n)}$ acts trivially on varieties of dimension $< n + m$. We still denote this topology by $\tau_o$.

Let $A_r(x) = (1 - x)^r \in \hat{\mathbb{Z}}[[x]]$ for $r \in \hat{\mathbb{Z}}$. Note that $\Phi(A_r) = r \cdot A_r$. In particular, if $r$ is invertible in $\hat{\mathbb{Z}}$, then $A_r \in S$.

We can describe the set $S$ via divisibility conditions on the coefficients of the power series.

**Theorem 6.10.** The set $S = \cap_n \text{Im}(\Phi^n) \subset \hat{\mathbb{Z}}[[x]]$ consists of all power series $G = \sum_{i \geq 0} a_i x^i$ satisfying the following property: for every prime $p$ and every positive integers $n$ and $m$ such that $m$ is divisible by $p^n$, for every nonnegative $j < m$ divisible by $p$, the sum $\sum_{i=0}^{m-1} \binom{i}{j} a_i$ is divisible by $p^n$.

**Proof.** Let $n$ be a positive integer, $G \in S$ and write $G = \Phi^n(H)$ for some $H \in \hat{\mathbb{Z}}[[x]]$. Consider the ideal $I = (p^n, x^m) \subset \hat{\mathbb{Z}}[[x]]$, where $m$ is divisible by $p^n$. Note that $\Phi(I) \subset I$ since $p^n$ divides $m$.

Let $G'$ be the $x^m$-truncation of $G$ and $H'$ the $x^m$-truncation of $H$. As $G - G' \in I$ and $H - H' \in I$, we have $G' - \Phi^n(H') \in I$. Since $G'$ and $\Phi^n(H')$ are polynomials of degree less than $m$, we conclude that $G'$ and $\Phi^n(H')$ are congruent modulo $p^n$.

We write $G'$ and $H'$ as polynomials in $y = x - 1$. Since $\Phi^n(y^i) = i^n y^i$, the $y^i$-coefficients of $\Phi^n(H')$ are divisible by $p^n$ for all $i$ divisible by $p$. It follows that the same property holds for $G'$. As

$$G' = \sum_{i=0}^{m-1} a_i x^i = \sum_{i=0}^{m-1} a_i (y + 1)^i = \sum_{i=0}^{m-1} a_i \sum_{j=0}^{i} \binom{i}{j} y^j = \sum_{j=0}^{m-1} \sum_{i=j}^{m-1} \binom{i}{j} a_i,$$

the divisibility condition holds.

Conversely, as $\hat{\mathbb{Z}} = \prod \mathbb{Z}_p$, it suffices to prove the statement over $\mathbb{Z}_p$. Let $G \in \mathbb{Z}_p[[x]]$ satisfy the divisibility condition in the theorem. Choose $n$ and $m$ such that $m$ is divisible by $p^n$ and set $I = (p^n, x^m) \subset \mathbb{Z}_p[[x]]$ as above. Recall that $\Phi(I) \subset I$. Let $F$ be the $x^m$-truncation of $G$. By assumption, we can write $F \equiv \sum b_i y^i$ modulo $p^n$, where the sum is taken over $i < m$ that are prime to $p$. In particular, $G \equiv \sum b_i y^i$ modulo $I$.

Choose $r > 0$ and set $F' = \sum (b_i / i^r) y^i$. Then $\Phi^r(F') = \sum b_i y^i \equiv G$ modulo $I$, i.e., $G$ is in the image of $\Phi^r$ modulo $I$. As $\text{Im}(\Phi^r)$ is closed in $\mathbb{Z}_p[[x]]$ in the topology $\tau_w$, we have $G \in \text{Im}(\Phi^r)$ for all $r$, i.e., $G \in S$. $\square$

**6B. Stable operations in CK over $\mathbb{Z}$.** Now we turn to the study of stable operations over $\mathbb{Z}$.

**Proposition 6.11.** The preimage of $\mathcal{O}P^n \cdot n$ under $\Sigma^{-1} : \mathcal{O}P^n_{\hat{\mathbb{Z}}} \to \mathcal{O}P^n_{\mathbb{Z}}$ is equal to $\mathcal{O}P^{n+1,n+1}$ for every $n \geq 0$.

**Proof.** As $\Sigma^{-1} = \partial^0 \circ \Phi$, for $n \geq 1$, and $\Sigma^{-1} = \Phi$, for $n = 0$, this follows from Proposition 6.7. $\square$
Thus, we have a tower
\[ \mathbb{Z}[x] = \text{OP}^{0,0} \leftrightarrow \text{OP}^{1,1} \leftrightarrow \cdots \leftrightarrow \text{OP}^{n,n} \leftrightarrow \cdots, \]
given by the desuspension and the group \( \text{OP}^{\text{st}} \) of stable homogeneous degree 0 integral operations is identified with \( S_0 := S \cap \mathbb{Z}[x] \), where \( S \) is described by Theorem 6.10. Applying Proposition 6.7 again, we get:

**Proposition 6.12.** The group of homogeneous degree \( m \) stable operations \( \text{CK}^* \to \text{CK}^{*+m} \) is naturally isomorphic to the intersection \( x^{\max(0,m)} \mathbb{Z}[x] \cap S_0 \).

We would like to determine the structure of \( S_0 \).

**Lemma 6.13.** For every \( n \geq 0 \), there is a positive integer \( d \) such that \( dx^n \in S + x^{n+1} \hat{\mathbb{Z}}[x] \).

**Proof.** Choose distinct elements \( r_0, \ldots, r_n \in \hat{\mathbb{Z}}^\times \) such that \( r_i - r_j \in \mathbb{Z} \) for all \( i \) and \( j \). The \( x^i \)-coefficients with \( i = 0, 1, \ldots, n \) of the power series \( A_{r_i}(x) = (1 - x)^{r_i} \in S \) form an \( (n+1) \times (n+1) \) Van der Monde type matrix \( \left[ (-1)^i \binom{r}{i} \right] \). Its determinant \( d \) is a nonzero integer since all \( r_i - r_j \) are integers. It follows that there is a \( \hat{\mathbb{Z}} \)-linear combination of the \( A_{r_i} \) that is equal to \( dx^n \) modulo \( x^{n+1} \).

Note that any ideal in \( \hat{\mathbb{Z}} \) that contains a nonzero integer is generated by a positive integer (the smallest positive integer in the ideal). It follows from Lemma 6.13 that for every \( n \geq 0 \), there exists a unique positive integer \( d_n \) such that the ideal of all \( a \in \hat{\mathbb{Z}} \) with the property \( ax^n \in S + x^{n+1} \hat{\mathbb{Z}}[x] \) is generated by \( d_n \). We will determine the integers \( d_n \) below.

For every \( n \geq 0 \), choose a power series \( G_n \in S \) such that \( G_n \equiv d_n x^n \) modulo \( x^{n+1} \).

**Lemma 6.14.** Let \( G = \sum_{i \geq 0} a_i x^i \in S \) be such that \( a_0, \ldots, a_{n-1} \in \mathbb{Z} \). Then there exist \( b_i \in \hat{\mathbb{Z}} \) for all \( i \geq n \) such that \( G - \sum_{i \geq n} b_i G_i \in S_0 \).

**Proof.** Find an integer \( a'_n \) such that \( a_n - a'_n \) is divisible by \( d_n \), thus, \( a_n = a'_n + d_n b_n \) for some \( b_n \in \hat{\mathbb{Z}} \). Then the \( x^i \)-coefficients of \( G - b_n G_n \) are integer for \( i = 0, \ldots, n \). Continuing this procedure, we determine all \( b_i \) for \( i \geq n \), so that all coefficients of \( G - \sum_{i \geq n} b_i G_i \) are integers.

**Theorem 6.15.** For all \( n \geq 0 \), there are power series \( F_n \in S_0 \) such that \( F_n \equiv d_n x^n \) modulo \( x^{n+1} \). Moreover:

1. The group \( S_0 \) consists of all infinite linear combinations \( \sum_{n \geq 0} a_n F_n \) with \( a_n \in \mathbb{Z} \).
2. The group of homogeneous degree \( m \) stable operations \( \text{CK}^* \to \text{CK}^{*+m} \) is naturally isomorphic to the group of all infinite linear combinations \( \sum_{n \geq \max(0,m)} a_n F_n \) with \( a_n \in \mathbb{Z} \).

**Proof.** Fix \( n \geq 0 \). The coefficient \( d_n \) of \( G_n \) is an integer. Applying Lemma 6.14, we find \( b_i \in \hat{\mathbb{Z}} \) for \( i \geq n + 1 \) such that \( F_n := G_n - \sum_{i \geq n+1} b_i G_i \in S_0 \). Statements (1) and (2) are clear.

**6C. The integers \( d_n \).** Our next goal is to determine the integers \( d_n \). Let \( n \geq 0 \) be an integer. For an integer \( r \) write \( L_r \) for the \( n \)-tuple of binomial coefficients
\[
\left( \binom{r}{0}, \binom{r}{1}, \ldots, \binom{r}{n-1} \right) = (1, r, \ldots) \in \mathbb{Z}^n.
\]
For an $n$-sequence $\vec{a} = (a_1, \ldots, a_n)$ of positive integers, let $d(\vec{a})$ be the determinant of the $n \times n$ matrix with columns $L_{a_1}, L_{a_2}, \ldots, L_{a_n}$. We have

$$d(\vec{a}) = \left( \prod_{s > t} (a_s - a_t) \right) / \prod_{k=1}^{n-1} k! \in \mathbb{Z}. \quad (6.16)$$

Let $p$ be a prime integer. An $n$-sequence $\vec{a}$ is called $p$-prime if all its terms are prime to $p$. Let $\vec{a}_{\min}^{(n)}$ be the “smallest” strictly increasing $p$-prime $n$-sequence

$$(1, 2, \ldots, p - 1, p + 1, \ldots).$$

**Lemma 6.17.** Let $\vec{a}$ be a $p$-prime $n$-sequence that differs from $\vec{a}_{\min}^{(n)}$ at one term only. Then $d(\vec{a}_{\min}^{(n)})$ divides $d(\vec{a})$ in the ring of $p$-adic integers $\mathbb{Z}_p$.

**Proof.** Suppose $\vec{a}$ is obtained from $\vec{a}_{\min}^{(n)}$ by replacing a term $a$ by $b$. It follows from (6.16) that

$$\frac{d(\vec{a})}{d(\vec{a}_{\min}^{(n)})} = \prod (b - a') / \prod (a - a'),$$

where the products are taken over all terms $a'$ of $\vec{a}_{\min}$, except $a$. Since $a$ is prime to $p$, the product $\prod (a - a')$ generates the same ideal in $\mathbb{Z}_p$ as $a!(c - a)!$, where $c$ is the last term of $\vec{a}_{\min}$. Similarly, as $b$ is prime to $p$, the product $\prod (b - a')$ generates the same ideal in $\mathbb{Z}_p$ as

$$b(b - 1) \cdots (b - a + 1) \cdot (b - a - 1) \cdots (b - c + 1)(b - c) = (-1)^{c-a}a!(c - a)! \binom{b}{a} \binom{c-b}{c-a}. \quad \square$$

**Corollary 6.18.** The integer $d(\vec{a}_{\min}^{(n)})$ divides $d(\vec{a}_{\min}^{(n+1)})$ in $\mathbb{Z}_p$.

**Proof.** In the cofactor expansion (Laplace’s formula) of the determinant $d(\vec{a}_{\min}^{(n+1)})$ along the last row, all minors are divisible by $d(\vec{a}_{\min}^{(n)})$ in view of Lemma 6.17. \hfill \square

Let $M_n$ be the $\mathbb{Z}_p$-submodule of $\mathbb{Z}_p^n$ that is generated by the tuples $L_{a_1}, L_{a_2}, \ldots, L_{a_n}$, where $(a_1, a_2, \ldots, a_n) = \vec{a}_{\min}^{(n)}$.

**Lemma 6.19.** Let $b$ be an integer prime to $p$. Then the $n$-tuple $L_b$ is contained in $M_n$. In others words, the $\mathbb{Z}_p$-submodule of $\mathbb{Z}_p^n$ generated by $L_b$ for all integers $b > 0$ prime to $p$ coincides with $M_n$.

**Proof.** By Cramer’s rule, the solutions of the equation $L_b = x_1 L_{a_1} + \cdots + x_n L_{a_n}$ are given by the formula $x_i = d(\vec{a}_{(i)})/d(\vec{a}_{\min})$, where the sequence $\vec{a}_{(i)}$ is obtained from $\vec{a}_{\min}$ by replacing the $i$-th term with $b$. By Lemma 6.17, we have $x_i \in \mathbb{Z}_p$. \hfill \square

The following statement is a generalization of Lemma 6.17:

**Corollary 6.20.** Let $\vec{a}$ be any $p$-prime $n$-sequence. Then $d(\vec{a}_{\min}^{(n)})$ divides $d(\vec{a})$ in $\mathbb{Z}_p$.

Set

$$d_n = d_n^{(p)} := \frac{d(\vec{a}_{\min}^{(n+1)})}{d(\vec{a}_{\min})}.$$ 

By Corollary 6.18, we have $d_n \in \mathbb{Z}_p$. 
Write $n$ in the form $n = (p - 1)k + i$, where $i = 0, 1 \ldots, p - 2$ and $k = \left\lfloor n/(p - 1) \right\rfloor$. Then it follows from (6.16) that
\[
d_n \mathbb{Z}_p = \frac{p^k \cdot k!}{n!} \mathbb{Z}_p, \quad \text{or, equivalently,} \quad v_p(d_n) = k + v_p(k!) - v_p(n!), \tag{6.21}
\]
where $v_p$ is the $p$-adic discrete valuation.

Note that $v_p((n + k)!) = v_p((pk + i)!)$ and $v_p((pk)!)$, hence $d_n \mathbb{Z}_p = (n + k)!/n! \mathbb{Z}_p$. Observe that the function $n \mapsto v_p(d_n)$ is not monotonic.

**Proposition 6.22.** An $(n + 1)$-tuple $(0, 0, \ldots, 0, d)$ is contained in $M_{n+1}$ if and only if $d$ is divisible by $d_n$ in $\mathbb{Z}_p$.

**Proof.** As in the proof of Lemma 6.19, $(0, 0, \ldots, 0, d) \in M_{n+1}$ if and only if $d \cdot d(\tilde{a}_{(i)})$ is divisible by $d(\tilde{a}_{\min})$ in $\mathbb{Z}_p$ for all $i$, where the sequence $\tilde{a}_{(i)}$ is obtained from $\tilde{a}_{\min}$ by deleting the $i$-th term in $\tilde{a}_{\min}$. We have $d(\tilde{a}_{(i)}) = d(\tilde{a}_{\min})$ if $i = n + 1$, and by Corollary 6.20, all $d(\tilde{a}_{(i)})$ are divisible by $d(\tilde{a}_{\min})$, whence the result. □

For an integer $r$, let as before $A_r(x) = (1 - x)^r$. Note that the $n$-tuple $L_r$ is the tuple of coefficients (after appropriate change of signs) of the $x^n$-truncation of the polynomial $A_r$. Denote by $N(p)$ the $\mathbb{Z}_p$-submodule of $\mathbb{Z}_p[x]$ generated by $A_r$ for all integers $r > 0$ prime to $p$. We get an immediate corollary from Lemma 6.19 and Proposition 6.22.

**Proposition 6.23.** Let $d \in \mathbb{Z}_p$ and $n \geq 0$. Then $dx^n \in N(p) + x^{n+1}\mathbb{Z}_p[x]$ if and only if $d$ is divisible by $d_n$. Moreover, there is a $\mathbb{Z}_p$-linear combination $G_n$ of the Adams polynomials $A_{a_1}, A_{a_2}, \ldots, A_{a_{n+1}}$, where $(a_1, a_2, \ldots, a_{n+1}) = \tilde{a}_{\min}^{(n+1)}$, such that $G_n \equiv d_n x^n \pmod{x^{n+1}}$.

**Proposition 6.24.** The set $S_{\mathbb{Z}_p} = \bigcap_r \text{Im}(\Phi_r^\mathbb{Z}_p)$ contains a power series $\equiv dx^n \pmod{x^{n+1}}$ if and only if $d$ is divisible by $d_n$ in $\mathbb{Z}_p$.

**Proof.** Suppose that $G \in S_{\mathbb{Z}_p}$ and $G \equiv dx^n$ modulo $x^{n+1}$. Choose integers $k > 0$ such that $p^k$ is divisible by $d(\tilde{a}_{\min}^{(n+1)})$ and $m > n$ is divisible by $p^k$, and consider the ideal $I = (p^k, x^m) \subset \mathbb{Z}_p[x]$. We have $G = \Phi^k(G')$ for some $G' \in \mathbb{Z}_p[x]$ and write
\[
G' = \sum_{i=0}^{m-1} b_i A_i \pmod{x^m \mathbb{Z}_p[x]}
\]
for some $b_i \in \mathbb{Z}_p$. Applying $\Phi^k$ and taking into account $\Phi^k(A_i) = i^k A_i$, we get $G = \Phi^k(G') \in N(p) + I$. Taking the $x^{n+1}$-truncations, we see that
\[
dx^n \in N(p) + x^{n+1}\mathbb{Z}_p[x] + p^k \mathbb{Z}_p[x].
\]
As $p^k$ is divisible by $d(\tilde{a}_{\min}^{(n+1)})$, we conclude that $p^k \mathbb{Z}_p[x] \subset N(p) + x^{n+1}\mathbb{Z}_p[x]$. Therefore, we have $dx^n \in N(p) + x^{n+1}\mathbb{Z}_p[x]$. By Proposition 6.23, $d$ is divisible by $d_n$. □
Now we turn to the ring \( \hat{\mathbb{Z}} \). The integers \( d_n \) defined before Lemma 6.14 are the products of primary parts of \( d_n = d_n^{(p)} \) determined as above for every prime \( p \). In view of (6.21), we have
\[
v_p(d_n) = \left\lfloor \frac{n}{p-1} \right\rfloor + v_p\left(\left\lfloor \frac{n}{p-1} \right\rfloor! \right) - v_p(n!)
\]
for every prime \( p \). For example, \( d_0 = 1, d_1 = 2, d_2 = 2^2 \cdot 3, d_3 = 2^3, d_4 = 2^4 \cdot 3 \cdot 5, d_5 = 2^5 \cdot 3, d_6 = 2^6 \cdot 3^2 \cdot 7 \) and \( d_7 = 2^7 \cdot 3^2 \).

Propositions 6.23 and 6.24 yield:

**Theorem 6.25.** Let \( n \geq 0 \) be an integer. Then:

1. There exists a \( \hat{\mathbb{Z}} \)-linear combination \( G_n \) of the Adams polynomials \( A_{a_1}, A_{a_2}, \ldots, A_{a_{n+1}} \) for some \( a_1, a_2, \ldots, a_{n+1} \in \hat{\mathbb{Z}}^\times \) such that \( G_n \equiv d_n x^n \text{ modulo } x^{n+1} \).

2. The set \( S = \bigcap \text{Im}(\Phi_r) \) contains a power series \( \equiv dx^n \pmod{x^{n+1}} \) if and only if \( d \) is divisible by \( d_n \) in \( \hat{\mathbb{Z}} \). It consists of all \( (\text{finite}) \) linear combinations of \( G_n \).

**Remark 6.26.** It follows from Proposition 6.23 that \( a_1, a_2, \ldots, a_{n+1} \in \hat{\mathbb{Z}}^\times \) can be chosen so that for every prime \( p \), we have \( ((a_1)_p, (a_2)_p, \ldots, (a_{n+1})_p) = \bar{a}_{(n+1)} \) with respect to \( p \). In particular, \( a_1 = 1 \).

**Proposition 6.27.** The set \( S = \bigcap \text{Im}(\Phi_r) \) is the closure in the topology \( \tau_s \), and hence, in the topologies \( \tau_o \) and \( \tau_w \) of the set of all \( (\text{finite}) \) \( \hat{\mathbb{Z}} \)-linear combinations of the power series \( A_r \) for \( r \in \hat{\mathbb{Z}}^\times \).

**Proof.** Denote as \( T_s, T_w, T_o \) the closures of the mentioned set of linear combinations in our three topologies. As \( S \) is closed in \( \tau_w \), we have \( T_s \subset T_w \subset T_o \subset S \).

Let \( G \in x^k \hat{\mathbb{Z}}[[x]] \cap S \). Then by Theorem 6.25, \( G \equiv dx^k \pmod{x^{k+1}} \), where \( d = d_k \cdot c \), for some \( c \in \hat{\mathbb{Z}} \). We know that there exists a \( \hat{\mathbb{Z}} \)-linear combination \( G_k \) of the power series \( A_{a_1}, A_{a_2}, \ldots, A_{a_k} \) (with invertible \( a_i \)) such that \( G_k \equiv d_k x^k \pmod{x^{k+1}} \). Hence, \( G - c \cdot G_k \in x^{k+1} \hat{\mathbb{Z}}[[x]] \cap S \). Applying this inductively, we obtain that, for any \( G \in S \) and any positive integer \( m \), there exists a finite \( \hat{\mathbb{Z}} \)-linear combination \( H \) of invertible \( A_r \), such that \( G - H \in x^m \hat{\mathbb{Z}}[[x]] \cap S \). Therefore, \( T_s = S \), and hence \( T_s = T_o = T_w = S \).

**6D. Stable operations in \( K_{gr} \).** In Section 4G, we defined the bialgebra \( A \) of co-operations in \( K_{gr} \) with a canonical element \( s \in A \). Recall that for a commutative ring \( R \), the bialgebra of operations \( \text{OP}^{n,n}_R(K_{gr}) = \text{OP}^{0,0}_R(\text{CK}) = R[[x]] \) is dual to \( A \). The same proof as in Proposition 6.4 shows that the desuspension operator
\[
\Sigma^{-1} : R[[x]] = \text{OP}^{n,n}_R(K_{gr}) \rightarrow \text{OP}^{n-1,n-1}_R(K_{gr}) = R[[x]]
\]
coinsides with \( \Phi \). It follows that
\[
\text{OP}^n_R(K_{gr}) = \lim(R[[x]] \xleftarrow{\Phi} R[[x]] \xleftarrow{\Phi} R[[x]] \xleftarrow{\Phi} \cdots).
\]

**Lemma 6.28.** The desuspension operator \( \Phi \) is dual to the multiplication by \( s \) in \( A \).

**Proof.** As \( \Phi((1-x)^m) = m(1-x)^m \), in view of Lemma 4.36, we have
\[
\{e_n, \Phi((1-x)^m)\} = \{e_n, m(1-x)^m\} = m \cdot e_n(m) = \{se_n, (1-x)^m\}.
\]
\(\square\)
The localization $A[1/s]$ can be identified with $\text{colim}(A \xrightarrow{s} A \xrightarrow{s} \cdots)$. Therefore, 

$$\text{OP}^\text{st}_R(K_{gr}) \simeq \text{Hom}\left(A \left[\frac{1}{s}\right], R\right).$$

i.e., the bialgebra $\text{OP}^\text{st}_R(K_{gr})$ of stable operations is dual to $A[1/s]$.

The bialgebra $A[1/s]$ coincides with the algebra of degree 0 stable operations $K_0(K)$ in topology (see [Johnson 1984, Proposition 3] and [Adams et al. 1971]). Moreover, $A[1/s]$ is a free abelian group of countable rank [Adams and Clarke 1977, Theorem 2.2] and can be described as the set of all Laurent polynomials $f \in \mathbb{Q}[s, s^{-1}]$ such that $f(a/b) \in \mathbb{Z}[1/(ab)]$ for all integers $a$ and $b \neq 0$.

It follows that the bialgebra $A[1/s]$ admits an antipode $s \mapsto s^{-1}$ that makes $A[1/s]$ a Hopf algebra. It follows that $\text{OP}^\text{st}_R(K_{gr})$ is a (topological) Hopf algebra.

**Remark 6.29.** We have a diagram of homomorphisms of bialgebras and its dual:

$$
\begin{array}{ccc}
\mathbb{Z}[s] & \longrightarrow & A \\
\downarrow & & \downarrow \\
\mathbb{Z}[s, s^{-1}] & \longrightarrow & A\left[\frac{1}{s}\right]
\end{array}
\quad
\begin{array}{ccc}
R^{[0, \infty)} & \longleftarrow & R[\llbracket x \rrbracket] \\
\uparrow & & \uparrow \\
R^\mathbb{Z} & \longleftarrow & \text{OP}^\text{st}_R(K_{gr})
\end{array}
$$

The bottom maps are homomorphisms of Hopf algebras. The antipode of $R^\mathbb{Z}$ takes a sequence $r_i$ to $r_{-i}$.

The group of degree 0 stable operations $\text{OP}^\text{st}_\mathbb{Z}(K_{gr})$ coincides with $\text{OP}^\text{st}_\mathbb{Z}(\text{CK}) = S$, whose structure was described in **Theorem 6.25**. Our nearest goal is to determine the structure of $\text{OP}^\text{st}_\mathbb{Z}(K_{gr})$. We remark that this group is different from $\text{OP}^\text{st}_\mathbb{Z}(\text{CK}) = S \cap \mathbb{Z}[\llbracket x \rrbracket]$.

Let $R$ be one of the following rings: $\mathbb{Z}$, $\mathbb{Z}_p$, or $\hat{\mathbb{Z}}$. Recall that we have an injective homomorphism $b_R: R[\llbracket x \rrbracket] \rightarrow R^{[0, \infty)}$ taking $(1 - x)^m$ to the sequence $(1, m, m^2, \ldots)$. The operation $\Phi$ on $R[\llbracket x \rrbracket]$ corresponds to the shift operation $\Pi$ on $R^{[0, \infty)}$ defined by $\Pi(a) = a_{i+1}$.

An $n$-interval of a sequence $a$ in $R^{[0, \infty)}$ or $R^\mathbb{Z}$ is the $n$-tuple $(a_i, a_{i+1}, \ldots, a_{i+n-1})$ for some $i$. We say that this interval starts at $i$.

For every $n \geq 1$, let $M_n$ be the $R$-submodule of $R^n$ generated by the $n$-tuples $\bar{r} := (1, r, r^2, \ldots, r^{n-1})$ for all integers $r > 0$. Note that $M_n$ is of finite index in $R^n$.

**Lemma 6.30.** A sequence $a \in R^{[0, \infty)}$ belongs to the image of $b_R$ if and only if for every $n > 0$, the $n$-interval of a starting at 0 is contained in $M_n$.

**Proof:** ($\Rightarrow$): This is clear.

($\Leftarrow$): Note that by assumption $a$ is contained in the closure of $\text{Im}(b_R)$. On the other hand, if $R = \mathbb{Z}_p$ or $\hat{\mathbb{Z}}$, the space $R[\llbracket x \rrbracket]$ is compact in $\tau_w$ and $R^{[0, \infty)}$ is Hausdorff, hence $\text{Im}(b_R)$ is closed, i.e., $a \in \text{Im}(b_R)$. If $R = \mathbb{Z}$, it follows from the case $R = \hat{\mathbb{Z}}$ that $a = b_\mathbb{Z}(G)$ for some $G \in \hat{\mathbb{Z}}[\llbracket x \rrbracket]$. Since at the same time $G \in \mathbb{Q}[\llbracket x \rrbracket]$, we have $G \in \mathbb{Z}[\llbracket x \rrbracket]$. \qed

Let $T_R \subset R^\mathbb{Z}$ be the $R$-submodule of all sequences $a \in R^\mathbb{Z}$ such that every $n$-interval of $a$ is contained in $M_n$ for all $n \geq 1$. If $a \in T_R$, by **Lemma 6.30**, for every $n \geq 0$, there is $G_n \in R[\llbracket x \rrbracket]$ such that $b_R(G_n) = (a_{-n}, a_{-n+1}, \ldots)$. Since $\Phi(G_{n+1}) = G_n$, the sequence $(G_n)_{n \geq 0}$ determines an element in $\text{OP}^\text{st}_R(K_{gr})$. This construction establishes an isomorphism $\text{OP}^\text{st}_R(K_{gr}) \simeq T_R$. Note that $T_{\mathbb{Z}} = \text{OP}^\text{st}_\mathbb{Z}(\text{CK}) = S = \bigcap_r \text{Im}(\Phi^r)$. Operations in connective K-theory 1633
For every \( n \geq 1 \), let \( N_n \) be the \( R \)-submodule of \( R^n \) generated by the \( n \)-tuples \( \tilde{r} \) for all \( r \in R^\times \). Then \( N_n \) is of finite index in \( R^n \) if \( R = \mathbb{Z}_p \) or \( \widehat{\mathbb{Z}} \).

Note that every \( n \)-tuple \( \tilde{r} \), with \( r \in R^\times \), extends to the sequence \( a \) with \( a_i = r^i \) that is contained in \( T_R \).

**Lemma 6.31.** The module \( N_n \subset M_n \) for all \( n \geq 1 \).

**Proof.** It suffices to consider the case \( R = \mathbb{Z}_p \). Choose an integer \( m > 0 \) such that \( p^m \cdot \mathbb{Z}_p^n \subset M_n \). Let \( r \in \mathbb{Z}_p^\times \). Find an integer \( r' \geq 0 \) congruent to \( r \) modulo \( p^m \). Then the tuple \( \tilde{r} = (1, r, r^2, \ldots, r^{n-1}) \) is congruent to \( \tilde{r}' \) modulo \( p^m \). Hence, \( \tilde{r} = \tilde{r}' + (\tilde{r} - \tilde{r}') \in M_n + p^m \mathbb{Z}_p^n \subset M_n \).

It follows from Lemma 6.31 that every element in \( N_n \) is an \( n \)-interval of a sequence in \( T_R \).

**Proposition 6.32.** If \( R = \mathbb{Z}_p \) or \( \widehat{\mathbb{Z}} \), the \( R \)-module \( T_R \) consists of all sequences \( a \in R^\mathbb{Z} \) such that every \( n \)-interval of \( a \) is contained in \( N_n \) for all \( n \geq 1 \).

**Proof.** We may assume that \( R = \mathbb{Z}_p \). Let \( a \in T_R \). In view of Lemma 6.31, it suffices to show that every \( n \)-interval \( v \) of \( a \) starting at \( i \) is contained in \( N_n \) for all \( n \geq 1 \). Take an integer \( m > 0 \) and consider the \((n + m)\)-interval \( w \) of \( \Pi^{-m}(a) \) starting at \( i \), so that \( v \) is the part of \( w \) on the right. Write \( w \) as a (finite) linear combination \( \sum t_r \tilde{r} \) over positive integers \( r \), where \( t_r \in \mathbb{Z}_p \) and \( \tilde{r} = (1, r, r^2, \ldots, r^{n+m-1}) \in M_{n+m} \). Applying \( \Pi^m \) to \( \Pi^{-m}(a) \), we see that \( v = \sum t_r r^m \tilde{r} \), where \( \tilde{r} = (1, r, r^2, \ldots, r^{n-1}) \in M_n \). As \( r^m \) is divisible by \( p^m \) if \( r \) is divisible by \( p \), it follows from the definition of \( N_n \) that \( v \in N_n + p^m M_n \). Since \( N_n \) is of finite index in \( M_n \), we can choose \( m \) such that \( p^m M_n \subset N_n \), hence \( a \in N_n \).

Denote by \( \theta : R^\mathbb{Z} \to R^\mathbb{Z} \) the reflection operation taking a sequence \( a \) to the sequence \( \theta(a)_i = a_{-i} \).

**Corollary 6.33.** The module \( T_R \) is invariant under \( \theta \).

**Proof.** In the case \( R = \mathbb{Z}_p \) or \( \widehat{\mathbb{Z}} \), it suffice to notice that if \( r \in \mathbb{R}^\times \), the symmetric \( n \)-tuple

\[
(r^{n-1}, r^{n-2}, \ldots, r, 1) = r^{n-1}(1, r^{-1}, (r^{-1})^2, \ldots, (r^{-1})^{n-1})
\]

is contained in \( N_n \). If \( R = \mathbb{Z} \), the statement follows from the equality \( T_\mathbb{Z} = T_{\widehat{\mathbb{Z}}} \cap \mathbb{Z}^\mathbb{Z} \).

Now let \( R = \widehat{\mathbb{Z}} \) and \( n \geq 0 \). The ideal of all \( t \in \widehat{\mathbb{Z}} \) such that \( (0, \ldots, 0, t) \in N_n \) is generated by a (unique) positive integer \( \tilde{d}_n = n! \cdot d_n \), where the integers \( d_n \) were introduced in Section 6C. We know that

\[
v_p(\tilde{d}_n) = v_p((n + k_p)!)\]

for all primes \( p \), where \( k_p = [n/(p - 1)] \). By Theorem 6.15, there are power series \( F_n \in S_0 = S \cap \mathbb{Z}[\![x]\!] \) such that \( F_n \equiv d_n x^n \) modulo \( x^{n+1} \).

Let \( f^{(n)} \in T_{\widehat{\mathbb{Z}}} \) be the image of \( F_n \) under the map \( S = \text{OP}_{\widehat{\mathbb{Z}}}^\text{st}(K_{gr}) \to \widehat{\mathbb{Z}}^\mathbb{Z} \). Thus, \( (0, \ldots, 0, \tilde{d}_n) \) is the \( n \)-interval of \( f^{(n)} \) starting at 0. For example, we can choose

\[
f^{(0)} = (\ldots, 1, 1, 1, 1, \ldots),
\]

\[
f^{(1)} = (\ldots, 0, 2, 0, 2, \ldots).
\]

As in the proof of Theorem 6.15, modifying \( f^{(n)} \) by adding multiples of the shifts of \( f^{(m)} \) for \( m > n \) and their reflections, we can obtain \( f^{(n)} \in \mathbb{Z}^\mathbb{Z} \) for all \( n \).
Theorem 6.34. Every sequence \( a \in \mathcal{T}_Z \cong \text{OP}_Z^{st}(\text{K}_{gr}) \) can be written in the form

\[
a = \sum_{i=0}^{\infty} \left[ b_{2i} \Pi^{-i} \theta(f^{(2i)}) + b_{2i+1} \Pi^i (f^{(2i+1)}) \right]
\]

for unique \( b_0, b_1, \ldots \in \mathbb{Z} \).

Proof. We determine the integers \( b_0, b_1, \ldots \) inductively so that for every \( m \geq 0 \) the sum \( \sum_{i=0}^{m} \) of the terms in the right-hand side and the sequence \( a \) have the same \((2m+2)\)-intervals starting at \(-m\). \( \square \)

Remark 6.35. Observe that \( \{ \Pi^{-i} \theta(f^{(2i)}) \mid i \geq 0 \} \) is a topological basis of \( \text{OP}_Z^{st}(\text{K}_{gr}) \). Note that, at the same time, \( \{ f^{(j)} \mid j \geq 0 \} \) forms a topological basis for \( \text{OP}_Z^{st}(\text{CK}) \). This shows the relation between operations in \( \text{CK} \) and those in \( \text{K}_{gr} \). In particular, there are substantially more operations in the former theory.

6E. Stable multiplicative operations. We first consider stable multiplicative operations on \( \text{CK}^*_Z \). From Proposition 6.3, we obtain:

Proposition 6.36. Stable multiplicative operations \( \text{CK}^*_Z \rightarrow \text{CK}^*_Z \) are exactly operations \( \Psi^c_1 \), for \( c \in \hat{\mathbb{Z}}^\times \). These operations are invertible and form a group isomorphic to \( \hat{\mathbb{Z}}^\times \). Similarly, stable multiplicative operations on \( \text{CK}^* \) form a group isomorphic to \( \mathbb{Z}^\times \).

Restricted to \( \text{CK}^0_Z \), the operation \( \Psi^c_1 \) is given by \( G_0 = 1 \) (as it is multiplicative and so, maps 1 to 1), while \( G(tx) = G(t)G(x) = ct \cdot \gamma_G(x) = 1 - (1 - tx)^c \) and so, our operation corresponds to the power series \( A_c = (1 - x)^c \). In other words, on \( \text{CK}^0_Z \), the operation \( \Psi^c_1 \) coincides with the Adams operation \( \Psi_c \). Then on \( \text{CK}^n_Z \), it is equal to \( c^{-n} \cdot \Psi_c \).

Proposition 6.27 gives:

Corollary 6.37. The set of homogeneous stable additive operations on \( \text{CK}^*_Z \) is the closure in the topology \( \tau_o \) of the set of (finite) \( \hat{\mathbb{Z}} \)-linear combinations of stable multiplicative operations.

Remark 6.38. Note that the respective statement for \( Z \)-coefficients is not true, as there are only two stable multiplicative operations on \( \text{CK}^* \), namely, \( \Psi^1_1 \) and \( \Psi^{-1}_1 \), while the group of stable additive operations there has infinite (uncountable) rank.

Now we consider stable multiplicative operations on \( \text{K}^*_{gr} \) over \( \mathbb{Z} \).

Proposition 6.39. Stable multiplicative operations \( \text{K}^*_{gr} \rightarrow \text{K}^*_{gr} \) are exactly operations \( \Psi^c_1 \), for \( c = \pm 1 \). These are invertible and form a group isomorphic to \( \mathbb{Z}^\times \cong \mathbb{Z}/2\mathbb{Z} \).

Proof. The linear coefficient of \( \gamma_G \) for the operation \( l^1 \Psi^c_b \) is \( l^{1-l}b \), see Section 5B. This will be equal to 1 exactly when \( l = 1 \) and \( b = 1 \). \( \square \)

As above, the operation \( \Psi^c_1 \) corresponds to the power series \( A_c = (1 - x)^c \). On \( \text{K}^n_{gr} \), it coincides with \( c^{-n} \cdot \Psi^1_c \).
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