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ABSTRACT

Recently, the interpretability of deep learning has attracted a lot of attention. A plethora of methods have attempted to explain neural networks by feature visualization, saliency maps, model distillation, and so on. However, it is hard for these methods to reveal the intrinsic properties of neural networks. In this work, we studied the 1-D optimal piecewise linear approximation (PWLA) problem, and associated it with a designed neural network, named lattice neural network (LNN). We asked four essential questions as following: (1) What are the characters of the optimal solution of the PWLA problem? (2) Can an LNN converge to the global optimum? (3) Can an LNN converge to the local optimum? (4) Can an LNN solve the PWLA problem? Our main contributions are that we propose the theorems to characterize the optimal solution of the PWLA problem and present the LNN method for solving it. We evaluated the proposed LNNs on approximation tasks, forged an empirical method to improve the performance of LNNs. The experiments verified that our LNN method is competitive with the start-of-the-art method.

1. Introduction

In recent years, as the mainstream machine learning model, deep learning has made a profound impact on many fields, including computer vision [1–3], nature language processing [4–6], reinforcement learning [7], and so on. To pursue higher performance, deep learning practitioners tend to design networks with more complex architectures and a larger number of parameters [8–11]. However, neural networks are criticized as black-box models, which are incurred by the opaqueness. The lack of interpretability has been the primary bottleneck of deep learning, impeding the widespread translation to mission-critical domains [12].

To verify the decision process of neural networks, researches on the interpretability of deep learning have become an emerging focus [13–15]. There exist two methodologies in the current discussions upon interpretability, one is the post-hoc explanation and the other is to construct explainable models [16]. In our previous work [17], we have discussed that the essence of interpretation is the completeness, which induces us to dig into the post-hoc explanation of models by finding their piecewise linear approximations that are easy-to-understand yet with powerful approximation ability.

Beyond the post-hoc explanation, can we understand the training behavior of neural networks? It has been noticed that the infinite width fully connected neural networks could converge to the Gaussian process [18, 19]. However, it is difficult to characterize the optimal solution of networks with finite width. Motivated by the connection between ReLU NNs and piecewise linear functions, i.e., with the composite of fully connected layers is still continuous piecewise linear mapping [20–22], we study the problem so-called one-dimensional optimal piecewise linear approximation in least square sense and associate it with a designed neural network, which promotes our understanding of the behavior of neural networks.

H. Stone [23] introduced the 1-D PWLA problem and showed that there is no closed-form solution. Golovchenko [24] analyzed the continuous PWLA problem with fixed break points could be handled by least squares fit. R. Bellman et al. [25] proposed a sequence search method by transforming the n-segment PWLA problem into (n-1)-segment one. Cleghorn et al. [26] reported a particle swarm optimization method for n-dimensional PWLA. Jekel et al. [27] released a Python library named pwlf for fitting 1-D continuous piecewise linear functions, in which the differential evolution method had been used for the global optimization.

In this paper, we designed a one-hidden neural network called lattice neural network for seeking the optimal solution of the 1-D continuous PWLA (CPWLA) problem. Our main contributions are summarized as follow:

(1) We obtained the necessary and sufficient conditions of (C)PWLA problems.

(2) We proposed a lattice neural network and associated it with the CPWLA problem. Moreover, we explored the properties of the optimum of LNNs according to the theorem proposed above, which shed a light on the understanding of neural networks.

(3) We designed an empirical method to improve the performance of LNNs.
2. Problem Definition

For a given one-dimensional nonlinear relationship \( y = f(x), \mu_0 \leq x \leq \mu_n \), it is desired to obtain an approximation of the piecewise linear form:

\[
g(x) = \begin{cases} 
  a_1 + b_1x & \mu_0 \leq x < \mu_1 \\
  a_2 + b_2x & \mu_1 \leq x < \mu_2 \\
  \vdots \\
  a_n + b_nx & \mu_{n-1} \leq x \leq \mu_n
\end{cases}
\]  

(1)

which minimizes the least squares error (LSE) between \( f(x) \) and \( g(x) \) on the known interval \( x \in [\mu_0, \mu_n] \), namely:

\[
\text{LSE} = E_n(x) = \int_{\mu_0}^{\mu_n} (f(x) - g(x))^2 dx 
= \sum_{i=1}^{n} \int_{\mu_{i-1}}^{\mu_i} (f(x) - g_i(x))^2 dx 
\]  

(2)

where \( a_i, b_i \) are respectively the intercepts and slopes of the linear function \( g_i(x) = a_i + b_ix \) on the interval \( x \in [\mu_{i-1}, \mu_i] \) ((\( \mu_{n-1}, \mu_n \)), \( i = 1, 2, ..., n \)). It is worth to noticed that the parameters \( \mu_i \), for \( i = 1, 2, ..., n-1 \) (\( \mu_0, \mu_n \) are fixed), are also the variables of the function \( g(x) \).

For convenience, if there are \( n \) segments of \( g(x) \), we call it \( n \)-order least squares piecewise linear approximation, abbreviated as \( n \)-order PWLA. Furthermore, if \( g(x) \) is \( C_0 \) continuous, we abbreviate it as \( n \)-order CPWLA.

3. Properties of (C)PWLA

First, we define some auxiliary functions and notations. Then, we present two theorems to describe the properties of the solution of (C)PWLA and prove them respectively.

Error function We define the error function between \( f(x) \) and \( g(x) \) on the interval \( < \alpha, \beta > \) (it does not matter that the interval is open or close, as long as it does not degenerate to a point) as:

\[
e(\alpha, \beta) = \int_{\alpha}^{\beta} (f(x) - g(x))^2 dx
\]  

(3)

It is obvious that \( e(\alpha, \beta) \) is the monotone increasing (decreasing) differentiable function about \( \beta \) (\( \alpha \)), and then the Eq.(2) can be rewritten as \( E_n(x) = \sum_{i=1}^{n} e(\mu_{i-1}, \mu_i) \).

Notations of the \( n \)-order (C)PWLA Denote by \( H_n \) all the piecewise linear functions with \( n \) segments on the interval \( [\mu_0, \mu_n] \), \( n \in \mathbb{Z}^+, \mu_0, \mu_n \in \mathbb{R} \). Denote by \( f(x) \) the target function, namely the approximated function of (C)PWLA on the interval \( [\mu_0, \mu_n] \). And the approximate function are noted as \( g(x) \in H_n \), while the linear function on each interval \( I_i =< \mu_{i-1}, \mu_i >, (i = 1, 2, ..., n) \) are given as \( g_i(x) \). Then, the optimal solution of \( n \)-order (C)PWLA can be written as:

\[
g^*(n) = \arg \min_{g(x) \in H_n} \int_{\mu_0}^{\mu_n} (f(x) - g(x))^2 dx
\]  

(4)

In consequence, the minimum value of error function \( E_n(x) \) will be: \( E_n^*(x) = \inf_{g(x) \in H_n} \int_{\mu_0}^{\mu_n} (f(x) - g(x))^2 dx \).

**Property 1** If \( n_1 \leq n_2 \), then \( E_{n_1}^*(x) \leq E_{n_2}^*(x) \).

Now, we represent the main results as follow.

**Theorem 1.** The function \( g^*(n) \) is the optimal solution of the \( n \)-order PWLA, if and only if the function \( g_i(x) = a_i + b_ix \) is the optimal solution of the 1-order PWLA on each linear interval \( I_i = [\mu_{i-1}, \mu_i] (i = 1, 2, ..., n) \), and at each breakpoint \( x = \mu_i (i = 1, 2, ..., n-1) \), \( g^*(n) \) is either continuous, namely \( g_{i-1}(\mu_i) = g_i(\mu_i) \), or satisfies \( g_{i-1}(\mu_i) + g_i(\mu_i) = 2f(\mu_i) \).

**Proof of Theorem 1.** For the \( n \)-order PWLA, once all the breakpoints are fixed, let the \( g_i(x) = a_i + b_ix \) take the least square solution, then we solve the problem. Thus, the problem is transformed into the search for the best breakpoints. For the breakpoint \( \mu_{p-1}, (p = 1, 2, ..., n-1) \), the optimal solution \( g^*(n) \) should meet the following equation:

\[
\frac{\partial}{\partial \mu_p} \sum_{i=1}^{n} e(\mu_{i-1}, \mu_i) = 0
\]  

(5)

By plugging \( \frac{\partial}{\partial \mu_p} e(\mu_{p-1}, \mu_p) = (f(\mu_p) - a_p - b_p\mu_p)^2 \) and \( \frac{\partial}{\partial \mu_{p+1}} e(\mu_p, \mu_{p+1}) = -2(f(\mu_p) - a_p - b_p\mu_p)^2 \) into above equation, we have:

\[
(f(\mu_p) - a_p - b_p\mu_p)^2 = (f(\mu_p) - a_{p+1} - b_{p+1}\mu_p)^2
\]  

(6)

which means that \( g_{p-1}(\mu_p) = g_p(\mu_p) \) or \( g_{p-1}(\mu_p) + g_p(\mu_p) = 2f(\mu_p) \) for \( p = 1, 2, ..., n-1 \).

**Theorem 2.** The function \( g^*(n) \) is the optimal solution of the \( n \)-order CPWLA, if and only if the function \( g_i(x) = a_i + b_ix \) is the optimal solution of the 1-order CPWLA on each linear interval \( I_i = [\mu_{i-1}, \mu_i] (i = 1, 2, ..., n) \).

**Proof of Theorem 2.** According to the continuity, we rewrite the Eq.(1) as:

\[
g(x) = \begin{cases} 
  a_1 + b_1x & \mu_0 \leq x < \mu_1 \\
  a_1 + (b_1 - b_2)\mu_1 + b_2x & \mu_1 \leq x < \mu_2 \\
  \vdots \\
  a_1 + \sum_{i=1}^{n-1} (b_i - b_{i+1})\mu_i + b_nx & \mu_{n-1} \leq x \leq \mu_n
\end{cases}
\]  

(7)
Similarly to Eq. (5), the optimal solution $g^*(n)$ should meet the following 2n equations:

$$
\begin{align*}
\sum_{i=1}^{n} \frac{\partial e_i}{\partial \mu_i} &= 0 & p = 1, 2, ..., n \\
\sum_{i=1}^{n} \frac{\partial e_i}{\partial \mu_i} &= 0 & q = 1, 2, ..., n - 1 \\
\sum_{i=1}^{n} \frac{\partial e_i}{\partial \tau_i} &= 0
\end{align*}
$$

(8)

Consider the following relationship:

$$
\frac{\partial e_i}{\partial \mu_q} = \begin{cases} 
0 & q > i \\
(f(\mu_q) - g_q(\mu_q))^2 & q = i \\
-2(b_q - b_{q+1})A_i - (f(\mu_q) - g_{q+1}(\mu_q))^2 & q = i - 1 \\
-2(b_q - b_{q+1})A_i & q < i - 1
\end{cases}
$$

(9)

where $A_i = \int_{\mu_{i-1}}^{\mu_i} (f(x) - g_i(x))dx$ and $e_i = e(\mu_{i-1}, \mu_i)$, then we can rewrite the $\sum_{i=1}^{n} \frac{\partial e_i}{\partial \mu_i} = 0 (q = 1, 2, ..., n - 1)$ as following:

$$
\begin{align*}
(b_1 - b_2) \sum_{k=2}^{n} A_k &= 0 \\
(b_2 - b_3) \sum_{k=3}^{n} A_k &= 0 \\
&... \\
(b_{n-1} - b_n)A_n &= 0
\end{align*}
$$

(10)

By simplifying the equation $\sum_{i=1}^{n} \frac{\partial e_i}{\partial \tau_i} = 0$, we have:

$$
\sum_{k=1}^{n} A_k = 0
$$

(11)

By considering the Eq.(10) and Eq.(11), we have:

$$
A_i = 0 & i = 1, 2, ..., n
$$

(12)

By the same way, we have:

$$
\frac{\partial e_i}{\partial b_p} = \begin{cases} 
0 & p > i \\
-2B_i & p = i = 1 \\
-2(B_i - \mu_{p-1}A_i) & p = i \neq 1 \\
-2(\mu_p - \mu_{p-1}A_i) & p < i
\end{cases}
$$

(13)

where $B_i = \int_{\mu_{i-1}}^{\mu_i} (f(x) - g_i(x))dx$. By combining Eq.(8), Eq.(14) and Eq.(13), we have:

$$
B_i = 0 & i = 1, 2, ..., n
$$

(14)

which means that $g_i(x)$ is the least squares solution of $f(x)$ on each interval $I_i = [\mu_{i-1}, \mu_i] (i = 1, 2, ..., n)$.

4. Lattice Neural Network for CPWLA

Considering a one-hidden-layer neural network with the one-dimensional input $x \in [\mu_0, \mu_n]$ and output $g(x)$, we design an activation function $\sigma(x)$ based on the lattice theory, whose formulation is:

$$
\sigma(x) = \max(w_1x + b_1, w_2x + b_2)
$$

(15)

By taking the above activations, there is a geometric interpretation for the lattice neural network (LNN, see Fig.1), namely a single neuron can express any piecewise linear function with 2 segments. Therefore, as illustrated in the Fig.2, each neuron corresponds to a breakpoint in the input space, and in consequence, the optimal solution of the LNN with n-1 hidden neurons should be the same as the n-order CPWLA when the loss function is taken MSE, namely:

$$
g(x|\theta) = \arg \min_{\theta} \frac{1}{m} \sum_{i=1}^{m} (f(x_i) - g(x_i|\theta))^2
$$

(16)

where $f(x)$ is the same target function of the n-order CPWLA, $\theta$ represents all the parameters of the LNN and $m$ is the amount of the samples.

However, it is difficult to train the origin LNN to converge to the optimal solution of the n-order CPWLA, because the breakpoints tend to shift outside the interval $[\mu_0, \mu_n]$.

To deal with the breakpoint shift problem, we limit the parameters and rewrite Eq.(15) as follow:

$$
\sigma(x) = \max(w_1(x - (\frac{\mu_n - \mu_0}{1 + \exp(-\delta)} + \mu_0)), w_2(x - (\frac{\mu_n - \mu_0}{1 + \exp(-\delta)} + \mu_0))
$$

(17)

where $\delta \in \mathbb{R}$. Thus, the breakpoints are limited in $[\mu_0, \mu_n]$. By the back-propagation algorithm [28], the LNN can be used for solving the optimal solution of the n-order CPWLA.

5. Experiments

We evaluate the performance of the proposed LNN, and compare it with the pwfl algorithm [27] in terms of accuracy and speed on the function approximation task. In
particular, we address the following questions: (1) What does the optimal solutions of (C)PWLA look like? (2) Can LNNs approach the optimal solutions of CPWLA? (3) What are the advantages of LNNs for solving the CPWLA? (4) Does LNNs approach the best solution with the fixed breakpoints?

As shown in Table 1, we design three target functions to validate questions (1) and (2). To compare with the pwlf method better, we further designed another three test functions as listed in Table 2 which reference the experiments in [26]. To apply our LNN algorithm and pwlf method, we sample a grid of equally spaced points in the given intervals, whose quantity is taken by \( m = 2000 \).

We use Pytorch to implement our algorithm and the Python code of pwlf is publicly available. All the experiments were running on a PC with a Core-i7-8700k CPU (3.70 GHz) and 16 GB of main memory.

### 5.1. What does the optimal solutions of (C)PWLA look like?

In this experiment, we verify the proposed Theorem 1 and 2 with the result depicted.

We set the target functions as \( f(x) = x^2 \) and \( f(x) = x^3 \) on the interval \( I = [-1,1] \), and contrast their optimal solutions of 2-order PWLA and CPWLA. Figures 3a-3b show the results of PWLA, and figures 3c-3d display those of CPWLA. As shown in Fig.3, the optimal solutions of PWLA, which are approximately obtained by scanning the 2000 isometric points on interval I, exhibit different properties on curves with different concavities. In addition, it is obvious that there exist two optimal solutions of \( y = x^3 \), \( (x \in [-1,1]) \), and they are symmetrical about the zero point.

In Fig.4, we use the algorithm pwlf [27] to compute the optimal solution \( g(x) \) of the 4-order CPWLA with the target function set as \( f(x) = 5x \sin(5x) \cos(5x \sin(10x)) + \exp(-x) \) on interval \([-1,1]\). To verify this, we calculate the least squares approximations of the target function on each of the four subintervals respectively. As it is shown, the dashed red lines (least square solutions) exactly match the solid blue line (the solution searched by the pwlf), which suggests that the pwlf successfully found the optimal solution.

### 5.2. Can LNNs approach the optimal solutions of CPWLA?

Can the back-propagation algorithm find the optimal solution even though the optimal solution of LNNs is the same as the corresponding CPWLA according to Eq.(16)?

To answer the above question, we train three LNNs for the target functions listed in Table 1 respectively, whose results are displayed in Fig.5. It is observed that LNNs do converge to the optimal solution, although there maybe exist a slight bias. While training LNNs, the most important thing is the selection of hyperparameters, which is crucial to the success of LNNs.

As shown in Fig.5a, we take the LNN with a single neuron and employ Adam optimizer with full-batch gradient descent by taking a learning rate as \( 3 \times 10^{-3} \). After training 300 epochs, the LNN was converged. The breakpoint of the
trained LNN is at $x = 0.0007$, which is quite close to the true breakpoint $x = 0$.

In Fig.5b, all the settings are the same as above, except that the epochs should be increased to 1500. It is noticed that the LNN finds another optimal solution, whose breakpoint is at $x = 0.7072$. (The breakpoint of another true solution is at $x = -0.7071$).

Fig.5c display the optimal solution found by the LNN with 3 hidden neuron, whose breakpoints are at $x = -0.4106$, -0.1054, and 0.4675. Compared with the breakpoints of the optimal solution $x = -0.4082$, -0.1055, and 0.4660, the LNN algorithm can indeed find a solution closer to the global optimum. To train the corresponding LNN, we apply SGD optimizer, take a learning rate as $5 \times 10^{-3}$, and optimize all the parameters until 2000 epochs with the batch size setting as 200.

### 5.3. Comparison experiments

We evaluate the performance of LNNs and pwlf in terms of accuracy and time. To demonstrated intuitively, we depict the comparison between LNNs and pwlf algorithm, where Fig.6 shows the comparison with respect to the accuracy measured by the mean squares error (MSE), and Fig.7 shows the comparison about the solving efficiency measured by the time required.

As shown in Fig.6, the MSE decreases as the order increases. Compared to the pwlf, the MSE of LNNs is generally higher or comparable, which is consistent with the properties of neural networks. To ensure the LNNs well-trained, we determine the best learning rate and batch size from the candidate sets {1e-3, 5e-4, 3e-4, 1e-4, 4.5e-5, 3e-5, 1e-5} and {20, 40, 100} respectively.

As shown in Fig.7, the time required for LNNs remains generally stable as the order grows, while the time required for the pwlf grows explosively. We should emphasize that the time required for LNNs refers to the time needed for a single training process instead of the time to search for all candidate parameters. Overall, our method is more adapted to the high-order CPWL problem.

### 5.4. Can LNNs approach the optimal solutions of CPWL with fixed breakpoints?

The performance of LNNs depends on the configuration of hyperparameters. Furthermore, we wonder about the
behavior of LNNs when the hyperparameters are not ‘good’? It can be checked by comparing the well-trained LNNs with the least square solution in [27]. We design a target function \(f(x) = \exp(-\sqrt{x^2}) + \exp(0.05\cos(3x)), x \in [-5, 5]\) and train a LNN with 9 hidden neurons. The learning rate is set as 3e-4, and batch size is taken by 20. In Fig. 8, we show the comparison of the result of the LNN and the pwfl fitted with the same fixed breakpoints (There are 10 straight lines in the figure, one of which is not clear because there are two points that are quite close). Consequently, we can conclude that the LNN can approach the optimal solutions of CPWL with fixed breakpoints despite it is prone to fail in solving the global optimum.

5.5. An empirical method to train LNNs

It is palaver to search for suitable hyperparameters for LNNs. To deal with the difficulty, we found that the over-parameterization of LNNs generally leads to a laziness phenomenon in the performance, namely, as the order increases, the approximation accuracy grows more and more slowly. While the training of over-parameterized LNNs is more sensitive to the hyperparameters. Inspired by the phenomenon, we propose an empirical method to train LNNs. Firstly, for a given well-trained LNN, we train a new one with more hidden neurons to improve the performance, noted as \(\hat{g}(x)\). Then, we scan all the breakpoints \(x_i\) except the endpoints of the interval and generate straight lines by connecting the point pairs \((x_{i-1}, \hat{g}(x_{i-1}))\) and \((x_{i+1}, \hat{g}(x_{i+1}))\). Finally, we calculate the MSE between the lines and the target function in turn, and eliminate the corresponding breakpoints with smaller MSE. Based on the filtered breakpoints and combined with the conclusion of Section 5.4, we can directly calculate the least squares solution.

Following the above process, we retrain a LNN with 15 hidden neurons to solve the problem designed in Section 5.4, and select 9 breakpoints (except the endpoints \(x_0 = -5\) and \(x_{10} = 5\)). Fig. 9a shows the LNN with 15 hidden neurons, and Fig. 9b presents the final least squares result with selected fixed breakpoints. By comparing Fig. 8 and Fig. 9b, we conclude that the proposed method does improve the performance of LNNs.

6. Conclusion and future directions

In this paper, we have studied the 1-D (C)PWLA problem and obtained the necessary and sufficient conditions of the optimal solution respectively. Moreover, we have associated the 1-D CPWL problem with neural networks. We term the proposed neural network as the lattice neural network. In other words, the optimal solution of LNNs can be characterized by CPWL, which can promote our understanding of deep learning. Meanwhile, the LNNs can be applied to solve the CPWL problem. The experiments have shown that LNNs have significant advantages in solving time and comparable accuracy measured by the MSE.

In the future, we will explore the LNN with high-dimensional input as well as more hidden layers. We are curious whether the proposed theorems still hold in high dimensions, which will provide a theoretical basis to understand the behavior of more complex neural networks.
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Figure 6: The comparison of LNNs and the pwlf in terms of accuracy measured by MSE.
Figure 7: The comparison of LNNs and the pwlf in terms of solving time.

(a) $f(x) = \sin(\pi x)/\pi x$, $x \in [-4,4]$

(b) $f(x) = \sin(x) + x\sin(x)\cos(x)$, $x \in [-10,10]$

(c) $f(x) = 20 - 5\exp(-0.3x) - 3\exp(\cos(\pi x))$, $x \in [-6,6]$

Figure 8: The comparison of the result of the LNN and the pwlf fitted with the same fixed breakpoints. The target function is $f(x) = \exp(-\sqrt{x^2}) + \exp(0.5\cos(3x))$, $x \in [-5.5]$. There are 2 points at $x_1 = -2.8517$ and $x_2 = -2.8114$, which are very close in the figure.

(a) The result of the LNN with 15 hidden neurons.

(b) The result of the pwlf fitted with 9 selected fixed breakpoints.

Figure 9: The evaluation of the proposed empirical method. The target function is $f(x) = \exp(-\sqrt{x^2}) + \exp(0.5\cos(3x))$, $x \in [-5,5]$. 