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1 Introduction

The interaction of an axial-vector resonance $A$ with two electromagnetic currents is subject to the venerable Landau–Yang theorem [1, 2], which states that a spin-1 particle cannot decay into two on-shell photons. Accordingly, the decay $A \rightarrow \gamma\gamma$ is forbidden, and the simplest process from which information on the general $A \rightarrow \gamma^*\gamma^*$ matrix element can be
extracted is the singly-virtual process. Such measurements are available from the (space-
like) reaction $e^+e^- \rightarrow e^+e^-A$ for $A = f_1(1285)$ and $A = f_1(1420)$ [3–8], providing results for the so-called equivalent two-photon decay width $\Gamma_{\gamma\gamma}$ as well as some constraints on the momentum dependence of the process. Assuming $U(3)$ symmetry then allows some inference for $A = a_1(1260)$, but other direct phenomenological input is scarce.

Recently, renewed interest in the electromagnetic properties of axial-vector resonances has been triggered by hadronic corrections to the anomalous magnetic moment of the muon, with the current Standard-Model prediction [9–33],

$$a_{\mu}^{SM} = 116591810(43) \times 10^{-11},$$

(1.1)
differing from experiment [34–38],

$$a_{\mu}^{exp} = 116592061(41) \times 10^{-11},$$

(1.2)
by 4.2$\sigma$. While at present the uncertainty is dominated by hadronic vacuum polarization, with an emerging tension between the determination from $e^+e^-$ data [9, 14–20] and lattice QCD [9, 39–48], see refs. [49–52], the ultimate precision expected from the Fermilab [53] and J-PARC [54] experiments demands that also the second-most-uncertain contribution, hadronic light-by-light (HLbL) scattering, be further improved. The uncertainty of the current phenomenological estimate, $a_{\mu}^{HLbL} = 92(19) \times 10^{-11}$ [9, 22–31, 55–60], is dominated by the intermediate- and high-energy regions of the loop integral. In fact, while at low energies the few dominant hadronic channels can be taken into account explicitly in a dispersive approach [61–65] — in terms of pseudoscalar TFFs and partial-wave amplitudes for $\gamma^*\gamma^* \rightarrow \pi\pi$ [66–71] — between (1–2) GeV multi-hadron channels become relevant, which ultimately need to be matched to short-distance constraints for the HLbL amplitude [22, 29–31, 72–76]. At these intermediate energies, though, the potentially most sizable contribution originates from hadronic channels that include axial-vector resonances, especially given the role they may play in the transition to the asymptotic constraints [22, 57, 60, 77–79]. So far, however, the available estimates of axial-vector contributions are model dependent, both because evaluated with a Lagrangian model for the HLbL tensor itself and because of uncertainties in the interaction with the electromagnetic currents, as parameterized in terms of their TFFs.

As a first step to improving this situation, a systematic analysis of the axial-vector TFFs has been presented recently in ref. [80], including the decomposition into Lorentz structures that guarantee the absence of kinematic singularities in the TFFs, following the recipe of Bardeen, Tung, and Tarrach (BTT) [81, 82], and the derivation of short-distance constraints in analogy to the light-cone expansion of Brodsky and Lepage (BL) [83–85]. Here, we provide a comprehensive analysis of the TFFs of the $f_1(1285)$, for which the most phenomenological input is available. In addition to $e^+e^- \rightarrow e^+e^- f_1$ [5–7], there are data for $f_1 \rightarrow 4\pi$ [86], $f_1 \rightarrow \rho\gamma$ [86, 87], $f_1 \rightarrow \phi\gamma$ [86, 88], and, most recently, $f_1 \rightarrow e^+e^-$ [89], all of which probe different aspects of the TFFs, as we will study in detail in this paper.

Given that there are three independent TFFs, in contrast to just one in the case of pseudoscalar mesons, a full dispersive reconstruction as in refs. [26, 27, 90–94] for the $\pi^0$ or
in progress for \( \eta, \eta' \) [95–99] appears not feasible given the available data. Accordingly, we will study the simplest vector-meson-dominance (VMD) ansatz, to elucidate which parameters can presently be determined from experiment. In contrast to previous work [100, 101], our parameterization ensures the absence of kinematic singularities, includes short-distance constraints, and accounts for the spectral function of the isovector resonances. In particular, we critically examine which of the processes listed above do allow for an unambiguous extraction of TFF properties. We focus on the \( f_1 \rightarrow e^+e^- \) decay, evidence for which has been observed only recently by the SND collaboration [89], with future improvements possible in the context of the ongoing program to measure \( e^+e^- \) hadrons cross sections. Further, since this process involves a loop integration that depends on all three TFFs, it should provide some sensitivity also to the doubly-virtual TFFs, which are particularly difficult to measure otherwise.

The outline of this article is as follows: in section 2, we review the BTT decomposition of the \( A \rightarrow \gamma^*\gamma^* \) matrix element as well as the asymptotic constraints. In section 3, we then construct a minimal VMD ansatz, an extended version, and study their asymptotic behavior. The tree-level processes \( e^+e^- \rightarrow e^+e^- f_1, f_1 \rightarrow 4\pi \), and \( f_1 \rightarrow V\gamma \) (\( V = \rho, \phi, \omega \)) used to constrain the parameters are discussed in section 4, followed by the \( f_1 \rightarrow e^+e^- \) decay in section 5. The full phenomenological analysis is provided in section 6, before we summarize our findings in section 7. Further details are provided in the appendices.

## 2 Lorentz decomposition and Brodsky–Lepage limit

The matrix element for the decay of an axial-vector meson into two virtual photons, \( A(P, \lambda_A) \rightarrow \gamma^*(q_1, \lambda_1)\gamma^*(q_2, \lambda_2) \), is given by [80]

\[
\langle \gamma^*(q_1, \lambda_1)\gamma^*(q_2, \lambda_2)|A(P, \lambda_A)\rangle = i(2\pi)^4\delta^{(4)}(q_1 + q_2 - P) \mathcal{M}\{\{\gamma^*, \lambda_1\}\{\gamma^*, \lambda_2\})
\]

(2.1)

in terms of helicity amplitudes

\[
\mathcal{M}\{\{\gamma^*, \lambda_1\}\{\gamma^*, \lambda_2\}) = e^{2\lambda_1\lambda_2}(q_1)\epsilon^{\lambda_2\lambda_3}(q_2)\epsilon^{\lambda_3\lambda}(P)\mathcal{M}^{\mu\nu\alpha}(q_1, q_2),
\]

(2.2)

where we introduced the tensor matrix element \( \mathcal{M}^{\mu\nu\alpha}(q_1, q_2) \) by means of

\[
\mathcal{M}^{\mu\nu\alpha}(\{\gamma^*, \lambda_1\} \rightarrow q_1, q_2) = \epsilon^{\lambda_2\lambda_3}(P)\mathcal{M}^{\mu\nu\alpha}(q_1, q_2)
\]

\[
= i \int d^4x e^{iq_1 x} \langle 0|T\{j_{em}^{\mu}(x)j_{em}^{\nu}(0)\}|A(P, \lambda_A)\rangle.
\]

(2.3)

In deriving these relations, the axial-vector meson is treated as an asymptotic state in the narrow-width approximation; furthermore, the electromagnetic quark current is given by

\[
j_{em}^{\mu}(x) = \hat{q}(x)Q^{\mu}q(x), \quad q(x) = (u(x), d(x), s(x))^T, \quad Q = \frac{1}{3} \text{diag}(2, -1, -1).
\]

(2.4)

### 2.1 Lorentz structures

Following the BTT approach [81, 82], the tensor matrix element \( \mathcal{M}^{\mu\nu\alpha}(q_1, q_2) \) can be decomposed into three independent \textbf{LORENTZ} structures and scalar functions \( \mathcal{F}_i(q_1^2, q_2^2) \)
that are free of kinematic singularities, with the result [80]

\[ \mathcal{M}^{\mu\nu\alpha}(q_1, q_2) = \frac{i}{m_A^2} \sum_{i=1}^{3} T_{i}^{\mu\nu\alpha}(q_1, q_2) \mathcal{F}_i \left( q_1^2, q_2^2 \right), \]  
(2.5)

where \( m_A \) is the mass of the respective axial-vector meson and

\begin{align*}
T_{1}^{\mu\nu\alpha}(q_1, q_2) &= \epsilon^{\mu\nu\beta\gamma} q_1^\beta q_2^\gamma (q_1^\alpha - q_2^\alpha), \\
T_{2}^{\mu\nu\alpha}(q_1, q_2) &= \epsilon^{\mu\nu\beta\gamma} q_1^\beta q_2^\gamma q_1^\mu + \epsilon^{\mu\nu\beta\alpha} q_2^\beta q_1^\alpha, \\
T_{3}^{\mu\nu\alpha}(q_1, q_2) &= \epsilon^{\mu\nu\beta\gamma} q_1^\beta q_2^\gamma q_2^\alpha + \epsilon^{\mu\nu\beta\alpha} q_1^\beta q_1^\alpha q_2^2,
\end{align*}
(2.6)

with the convention \( \epsilon^{0123} = +1 \). Under photon crossing (\( \mu \leftrightarrow \nu \) and \( q_1 \leftrightarrow q_2 \)), the structures transform according to \( T_{i}^{\mu\nu\alpha}(q_2, q_1) = -T_{i}^{\mu\nu\alpha}(q_1, q_2) \) and \( T_{2}^{\mu\nu\alpha}(q_2, q_1) = -T_{3}^{\mu\nu\alpha}(q_1, q_2) \), so that for the form factors we find \( \mathcal{F}_1(q_1^2, q_2^2) = -\mathcal{F}_1(q_2^2, q_1^2) \) and \( \mathcal{F}_2(q_2^2, q_1^2) = -\mathcal{F}_3(q_1^2, q_2^2) \) on account of Bose symmetry, \( \mathcal{M}^{\mu\nu\alpha}(q_1, q_2) = \mathcal{M}^{\mu\nu\alpha}(q_2, q_1) \). The prefactor \( i/m_A^2 \) in equation (2.5) has been chosen to obtain dimensionless TFFs \( \mathcal{F}_1(q_1^2, q_2^2) \) with real-valued normalization.

The LANDAU–YANG theorem [1, 2] forbids the decay into two on-shell photons, i.e., at least one photon has to be virtual. In particular, the decay width\(^1\)

\[ \Gamma(A \rightarrow \gamma\gamma) = \frac{1}{32\pi m_A^{2}} |\mathcal{M}(A \rightarrow \gamma\gamma)|^2 \]  
(2.7)

vanishes [80], where \( |\mathcal{M}(A \rightarrow \gamma\gamma)|^2 \) is the squared spin-average of the helicity amplitudes, equation (2.2), for on-shell photons. Instead, the so-called equivalent two-photon decay width is defined as [5]\(^2\)

\[ \tilde{\Gamma}^{\gamma\gamma} = \lim_{q_1^2 \rightarrow 0} \frac{1}{2} \frac{m_A^2}{q_1^2} \Gamma(A \rightarrow \gamma_1^* \gamma_T), \]  
(2.8)

where the spin-averaged — longitudinal-transversal (LT) — width is given by

\[ \Gamma(A \rightarrow \gamma_1^* \gamma_T) = \frac{1}{3} \sum_{\lambda_3 = \{0, \pm \}} \int d\Omega^{0\lambda_2}|_{A \rightarrow \gamma^* \gamma^{'*}} |q_3^2 = 0', \]  
(2.9)

and the differential decay width for fixed polarization reads

\[ d\Gamma^{\lambda_1 \lambda_2 | \lambda_3} = \frac{1}{32\pi^2 m_A^2} \sqrt{\lambda \left( \frac{m_A^4}{2m_A} \right)} |\mathcal{M}(\{A, \lambda_3 \} \rightarrow \{\gamma^*, \lambda_1 \}\{\gamma^{'*}, \lambda_2 \})|^2 d\Omega, \]  
(2.10)

with center-of-mass solid angle \( \Omega \) and the KÅLLÉN function \( \lambda(a, b, c) = a^2 + b^2 + c^2 - 2ab - 2ac - 2bc \). In terms of the \( \mathcal{F}_1(q_1^2, q_2^2) \) one has [80]

\[ \tilde{\Gamma}^{\gamma\gamma} = \frac{\pi \alpha^2}{12} m_A |\mathcal{F}_2(0, 0)|^2 = \frac{\pi \alpha^2}{12} m_A |\mathcal{F}_3(0, 0)|^2, \]  
(2.11)

where \( \alpha = e^2/(4\pi) \) is the fine-structure constant.

\(^1\)This expression includes a factor 1/2 due to the indistinguishability of the two on-shell photons.

\(^2\)The equivalent two-photon decay width is sometimes defined without the factor of 1/2, see ref. [102].
2.2 Asymptotic constraints

In analogy to the asymptotic limits of the pseudoscalar TFF derived in refs. [83–85], one can use a light-cone expansion to obtain the asymptotic behavior of the axial-vector TFFs. Using the distribution amplitudes from refs. [103, 104], the asymptotic behavior is given by [80]

\[
\begin{align*}
F_1 (q_1^2, q_2^2) &= \mathcal{O} \left( \frac{1}{q_1^6} \right), \\
F_2 (q_1^2, q_2^2) &= F_A^{\text{eff}} m_A^3 \int_0^1 du \frac{u \phi (u)}{(u q_1^2 + (1 - u) q_2^2 - u (1 - u) m_A^2)^2} + \mathcal{O} \left( \frac{1}{q_1^6} \right), \\
F_3 (q_1^2, q_2^2) &= -F_A^{\text{eff}} m_A^3 \int_0^1 du \frac{(1 - u) \phi (u)}{(u q_1^2 + (1 - u) q_2^2 - u (1 - u) m_A^2)^2} + \mathcal{O} \left( \frac{1}{q_1^6} \right),
\end{align*}
\]

(2.12)

where we generically denoted powers of asymptotic momenta by \(q_i = q_1, q_2\) and the wave function \(\phi (u) = 6u (1 - u)\) is the asymptotic form that already contributes to the pseudoscalar case. In writing equation (2.12), we furthermore defined an effective decay constant

\[
F_A^{\text{eff}} = 4 \sum_a C_a F_A^a,
\]

(2.13)

where the decay constants \(F_A^a\) are defined via

\[
\langle 0 | \bar{q} (0) \gamma_\mu \gamma_5 \lambda_a (0) q (0) | A (P, \lambda_A) \rangle = F_A^a m_A \epsilon_\mu.
\]

(2.14)

The GELL-MANN matrices \(\lambda_a\) and the conveniently normalized unit matrix \(\lambda_0 = \sqrt{2/3} \mathbb{1}\) determine the flavor decomposition, with the flavor weights \(C_a\) in the effective decay constant given by \(C_a = 1/2 \text{Tr}(Q^2 \lambda_a^a), \) i.e., \(C_0 = 2/(3\sqrt{6}),\) \(C_3 = 1/6,\) and \(C_8 = 1/(6\sqrt{3}).\)

In equation (2.12) we retained the leading mass effects in the denominator, but stress that this does not suffice for a consistent treatment of such corrections. We will thus mostly set \(m_A = 0\) in the denominators when implementing the short-distance constraints, but address the treatment of the leading mass effects in appendix A. Rewriting the results in terms of the average photon virtuality \(Q^2\) and the asymmetry parameter \(w,\)

\[
Q^2 = \frac{q_1^2 + q_2^2}{2} \in [0, \infty), \quad w = \frac{q_1^2 - q_2^2}{q_1^2 + q_2^2} \in [-1, 1],
\]

(2.15)

one finds the scaling [80]

\[
\begin{align*}
F_1 (q_1^2, q_2^2) &= \mathcal{O} \left( \frac{1}{Q^6} \right), \\
F_i (q_1^2, q_2^2) &= \frac{F_A^{\text{eff}} m_A^3}{Q^4} f_i (w) + \mathcal{O} \left( \frac{1}{Q^6} \right), \quad i = 2, 3,
\end{align*}
\]

(2.16)

with

\[
f_{2/3} (w) = \frac{3}{4w^3} \left( 3 \mp 2w + \frac{(3 \pm w)(1 \mp w)}{2w} \log \frac{1 - w}{1 + w} \right).
\]

(2.17)
Figure 1. Asymmetry functions $f_2(w)$ and $f_3(w)$, equation (2.17), with values for the limiting cases $w \in \{-1, 0, 1\}$ of $f_2(w)$, corresponding to $q_1^2 = 0$, $q_1^2 = q_2^2$, and $q_2^2 = 0$, respectively. The analogous limits for $f_3(w)$ follow from $f_2(-w) = -f_3(w)$.

The asymmetry functions $f_{2/3}(w)$ are shown in figure 1, where we also illustrate the values of the function $f_2(w)$ for the limiting cases $w = -1$ ($q_1^2 = 0$), $w = 0$ ($q_1^2 = q_2^2$), and $w = 1$ ($q_2^2 = 0$); since $f_2(-w) = -f_3(w)$, the analogous limits for $f_3(w)$ follow accordingly.

More specifically, the symmetric doubly-virtual and singly-virtual asymptotic limits of the TFFs — the latter often being referred to as the BL limit — become

\[
\mathcal{F}_2 \left( q^2, q^2 \right) = \frac{F_{\text{eff}} m_A^3}{2q^4} + \mathcal{O} \left( 1/q^6 \right), \quad \mathcal{F}_2 \left( q^2, 0 \right) = \frac{3F_{\text{eff}} m_A^3}{q^4} + \mathcal{O} \left( 1/q^6 \right), \\
\mathcal{F}_3 \left( q^2, q^2 \right) = -\frac{F_{\text{eff}} m_A^3}{2q^4} + \mathcal{O} \left( 1/q^6 \right), \quad \mathcal{F}_3 \left( 0, q^2 \right) = -\frac{3F_{\text{eff}} m_A^3}{q^4} + \mathcal{O} \left( 1/q^6 \right),
\]

while the expressions for $\mathcal{F}_2(0, q^2)$ and $\mathcal{F}_3(q^2, 0)$ diverge. Given that the derivation of equation (2.12) can only be justified from the operator product expansion for $|w| < 1/2$ [105, 106], the singly-virtual limits need to be treated with care.\(^3\) However, physical helicity amplitudes only depend on the well-defined limits in equation (2.18), in such a way that the problematic limits $\mathcal{F}_2(0, q^2)$ and $\mathcal{F}_3(q^2, 0)$ do not contribute to observables. We will return to this point in the context of the $f_1 \to e^+e^-$ loop integral.

\(^3\)In soft-collinear effective theory (SCET) the BL factorization can be derived with the kernel corresponding to the perturbatively calculable SCET Wilson coefficient and the wave function to the non-perturbative matrix element of a SCET operator [107–109]. The asymptotic result as given in equation (2.12) follows in the limit of conformal symmetry of QCD [110].
3 Vector meson dominance

Given the scarcity of data for axial-vector resonances, we will perform our phenomenological analysis in the context of a VMD description, which has proven to provide successful approximations for a host of low-energy hadron-photon processes [111–116]. Most notably, the underlying assumption that the interaction is dominated by the exchange of vector mesons predicts the charge radius of the pion at the level of 10%. Even though the ensuing model dependence is hard to estimate a priori, this approach allows us to analyze all experimental constraints simultaneously in a common framework, which could be refined as soon as improved data become available.

To construct VMD representations of the TFFs as defined in section 2, it is convenient to recast them in terms of their symmetric (s) and antisymmetric (a) combinations

\[ F_{a_1}(q_1^2, q_2^2) = F_1(q_1^2, q_2^2), \]

\[ F_{a_2}(q_1^2, q_2^2) = F_2(q_1^2, q_2^2) + F_3(q_1^2, q_2^2), \]

\[ F_{s}(q_1^2, q_2^2) = F_2(q_1^2, q_2^2) - F_3(q_1^2, q_2^2), \]

with the indicated symmetry properties under the exchange of momenta, \( q_1^2 \leftrightarrow q_2^2 \). Consequently, the basis of structures transforms according to

\[ T_{a_1}^{\mu \nu \alpha}(q_1, q_2) = T_1^{\mu \nu \alpha}(q_1, q_2) = \epsilon^{\mu \nu \beta \gamma} q_{1, \beta} q_{2, \gamma} (q_1^2 - q_2^2), \]

\[ T_{a_2}^{\mu \nu \alpha}(q_1, q_2) = \frac{1}{2} [T_2^{\mu \nu \alpha}(q_1, q_2) + T_3^{\mu \nu \alpha}(q_1, q_2)] = \frac{1}{2} q_{1, \beta} (q_{1, \beta} q_{1, \gamma} + q_{2, \beta} q_{2, \gamma} + 1) \epsilon^{\mu \nu \beta \gamma} \left( q_{2, \gamma} - q_{1, \gamma} \right), \]

\[ T_{s}^{\mu \nu \alpha}(q_1, q_2) = \frac{1}{2} [T_2^{\mu \nu \alpha}(q_1, q_2) - T_3^{\mu \nu \alpha}(q_1, q_2)] = \frac{1}{2} q_{1, \beta} (q_{1, \beta} q_{1, \gamma} - q_{2, \beta} q_{2, \gamma} + 1) \epsilon^{\mu \nu \beta \gamma}(q_{2, \gamma} q_{2, \gamma} - q_{1, \gamma} q_{1, \gamma}), \]

where these functions fulfill the same symmetry properties under photon crossing. Given this alternative basis, the equivalent two-photon decay width, equation (2.11), becomes

\[ \Gamma_{\gamma \gamma} = \frac{\pi \alpha^2}{48} m_A |F_0(0, 0)|^2 \]

and the tensor matrix element of equation (2.5) takes the form

\[ M^{\mu \nu \alpha}(q_1, q_2) = \sum_{i=a_1, a_2, s} \frac{i}{m_A} T_i^{\mu \nu \alpha}(q_1, q_2) F_i(q_1^2, q_2^2). \]

3.1 Quantum numbers and mixing effects

Since by far the best phenomenological information is available for the \( f_1 \equiv f_1(1285) \), we will focus on this resonance in the remainder of this work, but remark that information on the \( f_1' \equiv f_1(1420) \) and the \( a_1(1260) \) can be derived when assuming \( U(3) \) flavor symmetry. As a first step towards constructing our VMD ansatz for the TFFs,\(^\text{4}\) we review the relevant

\(^{4}\text{Related models for the } f_1 \text{ have previously been constructed in the literature [100, 101], see appendix C for a more detailed comparison.} \)
quantum numbers and mixing patterns. From the $G$-parity $G = +$ of the $f_1$, it is immediately clear that both photons have to be either in their isoscalar or isovector state when neglecting isospin-breaking effects. Hence, the VMD coupling can only proceed via $\rho\rho$-like or via some combination of an $\omega$- and $\phi$-like vector meson, each of which will be discussed in turn in section 3.2 and section 3.3, respectively. As we will show in the following, it is the isovector channel that dominates, with isoscalar corrections typically at the level of 5%.

To this end, we have to take into account mixing effects between the (physical) mesons of the corresponding $J^{PC} = 1^{++}$ axial-vector nonet, i.e., the mixing pattern \[86\]

\[
\begin{pmatrix}
\frac{\sqrt{2}}{3} f_0 + \frac{1}{\sqrt{3}} f^8 \\
0 \\
0 \\
\end{pmatrix}
= \begin{pmatrix}
cos \theta_A & \sin \theta_A \\
-sin \theta_A & \cos \theta_A \\
\end{pmatrix}
\begin{pmatrix}
f^0 \\
f^8 \\
\end{pmatrix},
\]  

(3.5)

where $f^0$ and $f^8$ denote the isoscalar singlet and octet states of the $J^{PC} = 1^{++}$ nonet and $\theta_A$ is the corresponding mixing angle. Pure octet/singlet mixing is reproduced for $\theta_A = \pi/2$, whereas ideal mixing is obtained for $\theta_A = \arctan(1/\sqrt{2})$.

Including only the two resonances $f_1$ and $f'_1$, the $U(3)$ parameterization of the $J^{PC} = 1^{++}$ axial vectors reads

\[
\Phi^A_\mu = \begin{pmatrix}
\frac{\sqrt{2}}{3} f^0 + \frac{1}{\sqrt{3}} f^8 & 0 & 0 \\
0 & \frac{\sqrt{2}}{3} f^0 + \frac{1}{\sqrt{3}} f^8 & 0 \\
0 & 0 & \frac{\sqrt{2}}{3} f^0 - \frac{2}{\sqrt{3}} f^8 \\
\end{pmatrix}_\mu,
\]  

(3.6)

and when splitting the charge matrix into isovector and isoscalar components according to $Q = Q_3 + Q_8$,

\[
Q_3 = \frac{1}{6} \text{diag}(1, -1, 0), \\
Q_8 = \frac{1}{2} \text{diag}(1, 1, -2),
\]  

(3.7)

one finds

\[
\text{Tr} [\Phi^A_\mu Q_3 Q_3] = \frac{f_1 \mu \left(\frac{\sqrt{2}}{3} \cos \theta_A + \sin \theta_A\right) + f'_1 \mu \left(\cos \theta_A - \sqrt{2} \sin \theta_A\right)}{2\sqrt{3}},
\]

\[
\text{Tr} [\Phi^A_\mu Q_8 Q_8] = \frac{f_1 \mu \left(\frac{\sqrt{2}}{3} \cos \theta_A - \sin \theta_A\right) - f'_1 \mu \left(\cos \theta_A + \sqrt{2} \sin \theta_A\right)}{6\sqrt{3}}.
\]  

(3.8)

Using the mixing angle $\theta_A = 62(5)^\circ$ as determined by the L3 collaboration \[7, 8\], see section 4.1, one thus finds that the ratio $R_{S/V}$ of isoscalar to isovector contributions for the $f_1 \gamma \gamma$ coupling is given by

\[
R_{S/V} = \frac{\sqrt{2} - \tan \theta_A}{3(\sqrt{2} + \tan \theta_A)} = -4.7(3.4)\%.
\]  

(3.9)

3.2 Isovector contributions

For the isovector contributions to the TFFs in equation (3.1) we include the $\rho \equiv \rho(770)$ and the $\rho' \equiv \rho(1450)$, since this is the minimal particle content that produces a non-vanishing
contribution for the antisymmetric TFFs. We propose the minimal parameterizations

\[ F_{a_1/2}^{I=1} (q_1^2, q_2^2) = \frac{C_{a_1/2} M_\rho^2 M_\rho^2}{(q_1^0 - M_\rho^2 + M_\rho^2 \Gamma (q_1^2)) (q_2^0 - M_\rho^2 + M_\rho^2 \Gamma (q_2^2))} - (q_1 \leftrightarrow q_2), \]

\[ F_{a}^{I=1} (q_1^2, q_2^2) = \frac{C_{a} M_\rho^4}{(q_1^0 - M_\rho^2 + M_\rho^2 \Gamma (q_1^2)) (q_2^0 - M_\rho^2 + M_\rho^2 \Gamma (q_2^2))} \tag{3.10} \]

where \( \Gamma_\rho (q^2) \) and \( \Gamma_\rho' (q^2) \) are yet to be specified energy-dependent widths.\(^5\) Moreover, \( \rho \rho' \) and \( \rho' \rho' \) terms will be added to \( F_{a} (q_1^2, q_2^2) \) below, to help incorporate the asymptotic constraints from section 2.2. We adopt the dispersion-theoretical point of view to model the singularities of the TFFs based on vector-meson poles, and refrain from constructing these using effective Lagrangians in order to facilitate the implementation of high-energy constraints.

Concerning the energy-dependent width \( \Gamma_\rho (q^2) \), the decay \( \rho \to \pi \pi \) is described by

\[ \Gamma_\rho (q^2) = \theta \left( q^2 - 4 M_\pi^2 \right) \frac{\gamma_\rho \to \pi \pi \left( q^2 \right)}{\gamma_\rho \to \pi \pi \left( M_\rho^2 \right)} \Gamma_\rho, \quad \gamma_\rho \to \pi \pi \left( q^2 \right) = \frac{\left( q^2 - 4 M_\pi^2 \right)^{3/2}}{q^2}, \tag{3.11} \]

where \( \gamma_\rho \to \pi \pi (q^2) \) is constructed to be in accord with the behavior of the decay width for variable \( M_\rho^2 = q^2 \), see equation (B.9), and \( \Gamma_\rho \) is the total width of the \( \rho \) meson. For the energy-dependent width \( \Gamma_\rho' (q^2) \) on the other hand, we will consider two different parameterizations. First, we assume the decay channel \( \rho' \to 4 \pi \) to be dominant and thus adopt the near-threshold behavior of the four-pion phase space [117, 118]. Second, we construct a spectral shape from the decay channels \( \rho' \to \omega \pi \) \((\omega \to 3 \pi)\) and \( \rho' \to \pi \pi \), neglecting, however, another significant contribution from \( \rho' \to a_1 \pi \) \((a_1 \to 3 \pi)\) [86]. These parameterizations read

\[ \Gamma_{\rho' \to 4 \pi} (q^2) = \theta \left( q^2 - 16 M_\pi^2 \right) \frac{\gamma_{\rho' \to 4 \pi} \left( q^2 \right)}{\gamma_{\rho' \to 4 \pi} \left( M_{\rho'}^2 \right)} \Gamma_{\rho'}, \quad \gamma_{\rho' \to 4 \pi} \left( q^2 \right) = \frac{\left( q^2 - 16 M_\pi^2 \right)^{9/2}}{\left( q^2 \right)^2}, \tag{3.12} \]

where \( \gamma_{\rho' \to 4 \pi} (q^2) \) is taken from refs. [117, 118] and \( \Gamma_{\rho'} \) is the total decay width of the \( \rho' \) meson, and

\[ \Gamma_{\rho' \to \omega \pi} (q^2) = \theta \left( q^2 - (M_\omega + M_\pi^2 \right)^2 \frac{\gamma_{\rho' \to \omega \pi} \left( q^2 \right)}{\gamma_{\rho' \to \omega \pi} \left( M_{\rho'}^2 \right)} \Gamma_{\rho' \to \omega \pi} + \theta \left( q^2 - 4 M_\pi^2 \right) \frac{\gamma_{\rho' \to \pi \pi} \left( q^2 \right)}{\gamma_{\rho' \to \pi \pi} \left( M_{\rho'}^2 \right)} \Gamma_{\rho' \to \pi \pi}, \tag{3.13} \]

where

\[ \gamma_{\rho' \to \omega \pi} \left( q^2 \right) = \lambda \left( q^2, M_\omega^2, M_\pi^2 \right)^{3/2} \left( q^2 \right)^{3/2}, \quad \gamma_{\rho' \to \pi \pi} \left( q^2 \right) = \frac{\left( q^2 - 4 M_\pi^2 \right)^{3/2}}{q^2}. \tag{3.14} \]

\(^5\)In writing the propagator poles of our VMD model with energy-dependent widths, we stick to the convention of ref. [93].
Estimates for the branching fractions required to evaluate these expressions are provided in appendix B. Finally, the standard form of the $\rho \to \pi\pi$ spectral function in equation (3.11) proves disadvantageous for the evaluation of superconvergence relations in section 3.4 due to its high-energy behavior. We thus follow refs. [119, 120] and introduce barrier factors according to

$$\Gamma^{(1)}_\rho (q^2) = \Gamma_\rho (q^2) \frac{M_\rho^2 - 4M_\rho^2 + 4m_R^2}{q^2 - 4M_\rho^2 + 4m_R^2}, \quad p_R = 202.4 \text{ MeV},$$

$$\Gamma^{(2)}_\rho (q^2) = \Gamma^{(1)}_\rho (q^2) \frac{\sqrt{q^2}}{M_\rho},$$

(3.15)

where concurrent adjustments to the $\rho' \to \pi\pi$ channel of $\Gamma^{(\omega\pi,\pi\pi)}_{\rho'} (q^2)$, equation (3.13), are implied. In the end, the numerical impact of the choice of the $\rho$ spectral function is subdominant, and our results will be shown for $\Gamma^{(2)}_\rho (q^2)$ (both for the $\rho$ and the $2\pi$ component of $\Gamma^{(\omega\pi,\pi\pi)}_{\rho'} (q^2)$), which is identified as the best phenomenological description for the $\rho$ meson in ref. [119].

For the one-loop process $f_1 \to e^+ e^-$ discussed in section 5 we will use dispersively improved variants of the isovector form factors to ensure the correct analyticity properties when inserting the TFFs into the loop integral. The corresponding spectral representations are constructed from the energy-dependent widths, i.e.,

$$\hat{F}^{I=1}_{a_{1/2}} (q^2) = \frac{C_{a_{1/2}} M_\rho^2 M_\rho^2}{N_\rho} \left[ P^{\text{disp}}_\rho (q^2) P^{\text{disp}}_{\rho'} (q^2) - P^{\text{disp}}_{\rho'} (q^2) P^{\text{disp}}_\rho (q^2) \right],$$

$$\hat{F}^{I=1}_{s} (q^2) = \frac{C_{s} M_\rho^4}{N_\rho} P^{\text{disp}}_\rho (q^2),$$

(3.16)

where the dispersive $\rho$ and $\rho'$ propagators are given by

$$P^{\text{disp}}_\rho (q^2) = \frac{1}{\pi} \int_{4M_\rho^2}^{\infty} dx \frac{\text{Im} \left[ P^{\text{BW}}_\rho (x) \right]}{x^2 - q^2 + i\epsilon},$$

$$P^{\text{disp}}_{\rho'} (q^2) = \frac{1}{\pi} \int_{s_{\text{thr}}}^{\infty} dy \frac{\text{Im} \left[ P^{\text{BW}}_{\rho'} (y) \right]}{y^2 - q^2 + i\epsilon}.$$

(3.17)

The spectral functions are

$$\text{Im} \left[ P^{\text{BW}}_\rho (x) \right] = \frac{-\sqrt{x} \Gamma_\rho (x)}{(x - M_\rho^2)^2 + x \Gamma_\rho (x)^2},$$

$$\text{Im} \left[ P^{\text{BW}}_{\rho'} (y) \right] = \frac{-\sqrt{y} \Gamma_{\rho'} (y)}{(y - M_{\rho'}^2)^2 + y \Gamma_{\rho'} (y)^2},$$

(3.18)

and the threshold $s_{\text{thr}} \in \{16M_\rho^2, 4M_{\pi}^2\}$ depends on the choice of $\Gamma_{\rho'} (q^2)$, equation (3.12) or equation (3.13). The normalization constants $N_\rho$ and $N_s$ are introduced in order to retain the form factor normalizations $C_{a_{1/2}}$ and $C_s$ from equation (3.10),

$$N_\rho = M_\rho^2 M_\rho^2 P^{\text{disp}}_\rho (0) P^{\text{disp}}_{\rho'} (0),$$

$$N_s = M_\rho^4 P^{\text{disp}}_\rho (0) P^{\text{disp}}_{\rho'} (0),$$

(3.19)
i.e., to ensure that the constants \( C_{a/1/2} \) and \( C_s \) carry the same meaning in the original and the dispersively improved VMD parameterizations, see table 1. With these conventions, we will drop the distinction between \( \mathcal{F}_i(q_1^2, q_2^2) \) and \( \tilde{\mathcal{F}}_i(q_1^2, q_2^2) \) in the following, the understanding being that \( f_1 \to e^+ e^- \) is evaluated with the dispersively improved variants.

Given that excited \( \rho \) mesons need to be introduced for the antisymmetric TFFs, it is natural to consider an extended VMD parameterization of the symmetric form factor including \( \rho \rho' \) and \( \rho' \rho' \) terms,

\[
\tilde{\mathcal{F}}^{I=1}_s(q_1^2, q_2^2) = C_s \left[ \frac{(1 - \epsilon_1 - \epsilon_2) M_{\rho'}^4}{(q_1^2 - M_{\rho'}^2 + i\sqrt{q_1^2} \Gamma_{\rho'}(q_1^2)) (q_2^2 - M_{\rho'}^2 + i\sqrt{q_2^2} \Gamma_{\rho'}(q_2^2))} \right. \\
+ \left( \frac{\epsilon_1}{2} \right) M_{\rho'}^2 M_{\rho}^2 \frac{(q_1^2 - M_{\rho'}^2 + i\sqrt{q_1^2} \Gamma_{\rho'}(q_1^2)) (q_2^2 - M_{\rho'}^2 + i\sqrt{q_2^2} \Gamma_{\rho'}(q_2^2))}{(q_1^2 - M_{\rho}^2 + i\sqrt{q_1^2} \Gamma_{\rho}(q_1^2)) (q_2^2 - M_{\rho}^2 + i\sqrt{q_2^2} \Gamma_{\rho}(q_2^2))} \\
+ \left( \frac{\epsilon_1}{2} \right) M_{\rho'}^2 M_{\rho}^2 \frac{(q_1^2 - M_{\rho'}^2 + i\sqrt{q_1^2} \Gamma_{\rho'}(q_1^2)) (q_2^2 - M_{\rho'}^2 + i\sqrt{q_2^2} \Gamma_{\rho'}(q_2^2))}{(q_1^2 - M_{\rho}^2 + i\sqrt{q_1^2} \Gamma_{\rho}(q_1^2)) (q_2^2 - M_{\rho}^2 + i\sqrt{q_2^2} \Gamma_{\rho}(q_2^2))} \\
+ \frac{\epsilon_2 M_{\rho'}^4}{(q_1^2 - M_{\rho'}^2 + i\sqrt{q_1^2} \Gamma_{\rho'}(q_1^2)) (q_2^2 - M_{\rho'}^2 + i\sqrt{q_2^2} \Gamma_{\rho'}(q_2^2))} \right],
\]

which is normalized in such a way that \( \tilde{\mathcal{F}}^{I=1}_s(0,0) = C_s = \mathcal{F}^{I=1}_s(0,0) \). Here, \( \epsilon_1 \) and \( \epsilon_2 \) could be treated as additional free parameters, but instead we will use this freedom to match to the asymptotic constraints in section 3.4. Similarly to equation (3.16), the spectral representation for \( \tilde{\mathcal{F}}^{I=1}_s(q_1^2, q_2^2) \) is given by

\[
\tilde{\mathcal{F}}^{I=1}_s(q_1^2, q_2^2) = \frac{C_s}{N_s} \left[ (1 - \epsilon_1 - \epsilon_2) M_{\rho}^4 P_{\rho}^{\text{disp}}(q_1^2) P_{\rho}^{\text{disp}}(q_2^2) + \frac{\epsilon_1 M_{\rho}^2 M_{\rho'}^2}{2} P_{\rho}^{\text{disp}}(q_1^2) P_{\rho'}^{\text{disp}}(q_2^2) \right. \\
+ \frac{\epsilon_1 M_{\rho}^2 M_{\rho'}^2}{2} P_{\rho'}^{\text{disp}}(q_1^2) P_{\rho}^{\text{disp}}(q_2^2) + \epsilon_2 M_{\rho}^4 P_{\rho'}^{\text{disp}}(q_1^2) P_{\rho'}^{\text{disp}}(q_2^2) \left. \right],
\]

with normalization

\[
\tilde{N}_s = (1 - \epsilon_1 - \epsilon_2) M_{\rho}^4 P_{\rho}^{\text{disp}}(0) P_{\rho}^{\text{disp}}(0) \\
+ \epsilon_1 M_{\rho}^2 M_{\rho'}^2 P_{\rho}^{\text{disp}}(0) P_{\rho'}^{\text{disp}}(0) + \epsilon_2 M_{\rho}^4 P_{\rho'}^{\text{disp}}(0) P_{\rho'}^{\text{disp}}(0),
\]

see table 1.
3.3 Isoscalar contributions

In the following, we estimate the isoscalar contributions to the TFFs of equation (3.1) under the assumption of $U(3)$ flavor symmetry, where we will include the resonances $\omega \equiv \omega(782)$ and $\phi \equiv \phi(1020)$ as well as their excited equivalents $\omega' \equiv \omega(1420)$ and $\phi' \equiv \phi(1680)$ into our parameterization. Mixing effects between the (physical) mesons of the corresponding $J^{PC} = 1^{--}$ vector-meson nonets are taken into account via the pattern [86]

$$
\begin{pmatrix}
\omega(\nu) \\
\phi(\nu)
\end{pmatrix} = \begin{pmatrix}
\cos \theta_{V(\nu)} & \sin \theta_{V(\nu)} \\
-\sin \theta_{V(\nu)} & \cos \theta_{V(\nu)}
\end{pmatrix}
\begin{pmatrix}
\omega(0) \\
\phi(0)
\end{pmatrix},
(3.23)
$$

where $\omega(0)$ and $\phi(0)$ denote the isoscalar singlet and octet states of the respective vector-meson nonet with mixing angle $\theta_{V(\nu)}$. For our considerations, we assume both nonets to be ideally mixed, i.e., $\theta_{V} = \arctan(1/\sqrt{2}) = \theta_{V'}$. Finally, we need the $U(3)$ parameterization of the $J^{PC} = 1^{--}$ vector mesons, which reads

$$
\Phi_{\mu}^{V(\nu)} = \begin{pmatrix}
\rho^{V(\nu)} + \omega(\nu) & 0 & 0 \\
0 & -\rho^{V(\nu)} + \omega(\nu) & 0 \\
0 & 0 & -\sqrt{2}\phi(\nu)
\end{pmatrix}.
(3.24)
$$

when including only the aforementioned resonances.

Since the $U(3)$ couplings $f_{1} \omega \phi$, $f_{1} \omega' \phi$, and $f_{1} \omega \phi'$ vanish for ideally mixed vector mesons, we propose the minimal parameterizations

$$
\mathcal{F}^{I=0}_{a_{1/2}}(q_{1}^{2},q_{2}^{2}) = \frac{C_{a_{1/2}}^{\omega\omega} M_{\omega}^{2} M_{\omega'}}{(q_{1}^{2} - M_{\omega}^{2})(q_{2}^{2} - M_{\omega'}^{2})} + \frac{C_{a_{1/2}}^{\phi\phi} M_{\phi}^{2} M_{\phi'}}{(q_{1}^{2} - M_{\phi}^{2})(q_{2}^{2} - M_{\phi'}^{2})} - (q_{1} \leftrightarrow q_{2}),
(3.25)
$$

The resonances $\omega$ and $\phi$ should be well described by a narrow-resonance approximation — with $M_{\omega}^{2} \to M_{\omega}^{2} - i \epsilon$ for time-like applications — while for a realistic description of the excited-state isoscalar resonances their widths would need to be taken into account. Due to the expected smallness of the isoscalar contributions, see equation (3.9), we refrain from giving an extended VMD parameterization analogous to equation (3.20).

With the $U(3)$ parameterization of the axial-vector mesons, $\Phi_{\mu}^{A}$, and the charge matrix $Q$ from section 3.1, the ratios of isoscalar to isovector couplings are found to be\(^\text{6}\)

$$
\frac{C_{a_{1/2}}^{\omega\omega}}{C_{a_{1/2}}^{\omega}} = \frac{C_{a_{1/2}}^{\omega\omega}}{C_{s}} = \frac{\text{Tr} \left[ \Phi_{\mu}^{A} \Phi_{\mu}^{A} \Phi_{\nu}^{V(\nu)} \right] |_{f_{1}}}{\text{Tr} \left[ \Phi_{\mu}^{A} \Phi_{\nu}^{V(\nu)} \right] |_{f_{1}}} \frac{\text{Tr} \left[ \Phi_{\alpha}^{V} Q \right] |_{\omega_{\alpha}}}{\text{Tr} \left[ \Phi_{\beta}^{V} Q \right] |_{\omega_{\beta}}} = \frac{1}{9},
(3.26)
$$

$$
\frac{C_{a_{1/2}}^{\phi\phi}}{C_{a_{1/2}}^{\phi}} = \frac{C_{a_{1/2}}^{\phi\phi}}{C_{s}} = \frac{\text{Tr} \left[ \Phi_{\mu}^{A} \Phi_{\mu}^{A} \Phi_{\nu}^{V(\nu)} \right] |_{f_{1}}}{\text{Tr} \left[ \Phi_{\mu}^{A} \Phi_{\nu}^{V(\nu)} \right] |_{f_{1}}} \frac{\text{Tr} \left[ \Phi_{\alpha}^{V} Q \right] |_{\phi_{\alpha}}}{\text{Tr} \left[ \Phi_{\beta}^{V} Q \right] |_{\phi_{\beta}}} = 2 \left( \sqrt{3} - 2 \tan \theta_{A} \right)
$$

\(6\)The notation is to be understood in such a way that for each term the prefactor of the fields indicated as a subscript is taken, with the $U(3)$ parameterizations from equation (3.6), equation (3.7), and equation (3.24). In the ratios only the traces are relevant, as the common Lagrangian parameters cancel.
which, using the mixing angle $\theta_A = 62(5)^\circ$ as determined by the L3 collaboration [7, 8], see section 4.1, implies

$$R^\omega = \frac{C_{a_{1/2}}^{\omega'}}{C_{a_{1/2}}^s} = \frac{C_{s}^{\omega'}}{C_{s}^s} = \frac{1}{9}, \quad R^\phi = \frac{C_{a_{1/2}}^{\phi'}}{C_{a_{1/2}}^s} = \frac{C_{s}^{\phi'}}{C_{s}^s} = -0.158(34). \quad (3.27)$$

The additional suppression in equation (3.9) then results from a cancellation between $\omega$ and $\phi$ contributions

$$R_{S/V} = R^\omega + R^\phi = 11.1\% - 15.8(3.4)\% = -4.7(3.4)\%. \quad (3.28)$$

In practice, we will restrict the analysis of isoscalar contributions to the symmetric TFF. First, $F_s(q_1^2, q_2^2)$ gives the dominant contribution to the observables, so that the most important isoscalar correction is expected from there. In addition, for the antisymmetric TFFs we would need to include the excited $\omega'$ and $\phi'$ states, incurring significant uncertainties from their spectral functions and, especially for the $f_1 \rightarrow e^+e^-$ application, the asymptotic matching due to their large masses. Alternatively, isoscalar antisymmetric TFFs could be produced via deviations from ideal $\phi-\omega$ mixing, but again the uncertainties would be difficult to control. For these reasons we conclude that the isoscalar contributions to the antisymmetric TFFs should be irrelevant at present, with potential future refinements once better data become available.

### 3.4 Asymptotics

The VMD representations for the TFFs should comply with the asymptotic constraints reviewed in section 2.2, mainly to ensure that the $f_1 \rightarrow e^+e^-$ loop integral does not receive unphysical contributions in the high-energy region. We will focus on the isovector amplitudes, given the strong suppression of the isoscalar contributions. Translated to the basis of (anti-)symmetric TFFs, we have

$$F_{a_1} \left(q_1^2, q_2^2\right) = \mathcal{O} \left(1/Q^6\right),$$

$$F_{a_2} \left(q_1^2, q_2^2\right) = \frac{F_{f_1}^{\text{eff}} m_{f_1}^3}{Q^4} f_{a_2} (w) + \mathcal{O} \left(1/Q^6\right), \quad f_{a_2} (w) = \frac{3}{4w^3} \left(6 + \frac{3 - w^2}{w} \log \frac{1 - w}{1 + w}\right),$$

$$F_s \left(q_1^2, q_2^2\right) = \frac{F_{f_1}^{\text{eff}} m_{f_1}^3}{Q^4} f_s (w) + \mathcal{O} \left(1/Q^6\right), \quad f_s (w) = -\frac{3}{2w^3} \left(2w + \log \frac{1 - w}{1 + w}\right), \quad (3.29)$$

see figure 2. The symmetrical doubly-virtual limits become ($\lambda \approx 1$)

$$F_{a_2} \left(q^2, \lambda q^2\right) = -\frac{6F_{f_1}^{\text{eff}} m_{f_1}^3}{q^4} k (\lambda) + \mathcal{O} \left(1/q^6\right), \quad F_s \left(q^2, q^2\right) = \frac{F_{f_1}^{\text{eff}} m_{f_1}^3}{q^4} + \mathcal{O} \left(1/q^6\right),$$

$$k (\lambda) = \frac{3\lambda^2 - (\lambda^2 + 4\lambda + 1) \log \lambda - 3}{(\lambda - 1)^4} = \mathcal{O} (\lambda - 1), \quad (3.30)$$

but upon symmetrization all singly-virtual limits of $F_{a_2/s}(q_1^2, q_2^2)$ diverge. For this reason, the asymptotic limits for $F_{a_2/s}(q_1^2, q_2^2)$ cannot be considered in isolation, but need to be implemented in such a way as to reproduce the physical behavior of $F_{2/3}(q_1^2, q_2^2)$. 

\[ -13 - \]
We first consider the asymptotic behavior of the minimal VMD parameterization, equation (3.10),

\[
\mathcal{F}^{I=1}_{a_1/2} \left( q^2, \lambda q^2 \right) \propto \frac{\lambda - \frac{1}{2}}{q^6}, \quad \mathcal{F}^{I=1}_{a_1/2} \left( q^2, 0 \right) \propto \frac{1}{q^2}, \\
\mathcal{F}^{I=1}_{s} \left( q^2, \lambda q^2 \right) \propto \frac{1}{q^4}, \quad \mathcal{F}^{I=1}_{s} \left( q^2, 0 \right) \propto \frac{1}{q^2}.
\]  

(3.31)

In this case, the scaling is correct in the doubly-virtual direction of \( \mathcal{F}_{a_1}^{I=1}(q_1^2, q_2^2) \), while \( \mathcal{F}_{a_2}^{I=1}(q_1^2, q_2^2) \) drops too fast and the singly-virtual limits too slowly, see table 2. Phenomenologically, the symmetric TFF gives the dominant contribution to \( f_1 \to e^+e^- \), see section 5, so that here also the coefficient deserves some attention. Comparing the asymptotic limit of equation (3.10) with equation (3.30), the VMD ansatz for \( \mathcal{F}_s(q_1^2, q_2^2) \) implies the following estimate for the effective decay constant defined in equation (2.13):

\[
F_{f_1}^{\text{eff}} \big|_{\text{VMD}} = \frac{C_s M_F^4}{m_{f_1}^3} = 159(19) \text{ MeV},
\]

(3.32)

where we already used the L3 result for \( C_s \) including the isoscalar contribution, see equation (4.7) below. Within uncertainties, this value agrees with the result from light-cone sum rules (LCSRs) \cite{80, 104}

\[
F_{f_1}^{\text{eff}} \big|_{\text{LCSRs}} = 146(7)_{\text{LCSRs}}(12)_{\theta_A} \text{ MeV},
\]

(3.33)

so that even the minimal VMD ansatz should display a reasonable asymptotic behavior.

Figure 2. Asymmetry functions \( f_{a_2}(w) \) and \( f_s(w) \), equation (3.29), with values for the limiting cases \( w \in \{-1, 0, 1\} \), corresponding to \( q_1^2 = 0, q_1^2 = q_2^2, \) and \( q_2^2 = 0 \) respectively.
Table 2. Comparison of the asymptotic behavior of the TFFs as predicted by the light-cone expansion, equation (3.29) and equation (3.30), with the implementation in the VMD representations, equation (3.10) and equation (3.20). The doubly-virtual limits of VMD are tailored to decrease as $1/q_6$, so that the behavior of the light-cone expansion is reproduced by adding equation (3.44).

|                | $F_{a_1}(q_1^2, q_2^2)$ | $F_{a_2}(q_1^2, q_2^2)$ | $F_s(q_1^2, q_2^2)$ | $F_2(q_1^2, q_2^2)$ |
|----------------|-------------------------|-------------------------|---------------------|---------------------|
| $q_{1/2}^2$    | $q^2$                   | $q_{1/2}^2$             | $q^2$               | $q_{1/2}^2$         |
| Light-cone expansion | $1/q^6$                | $1/q_1^6$               | $1/q^4$             | $1/q_1^4$           |
| VMD (isovector)  | $1/q^6$                | $1/q_1^6$               | $1/q^6$             | $1/q_1^6$           |
| $\tilde{\text{VMD}}$ (isovector) | $1/q^6$               | $1/q_1^6$               | $1/q^6$             | $1/q_1^6$           |

To go beyond this minimal implementation, we now turn to the extended VMD ansatz for $F_s(q_1^2, q_2^2)$. We follow the strategy from refs. [26, 27] and add an explicit asymptotic term that incorporates the correct doubly-virtual behavior, obtained by rewriting equation (2.12) in terms of a dispersion relation; see also ref. [121]. Accordingly, we need to ensure that the isovector VMD contribution to $F_s(q_1^2, q_2^2)$ behaves $\propto 1/q_6$, resulting in

$$\epsilon_2 = \frac{(1 - \epsilon_1)M_4^4 + \epsilon_1 M_2^2 M_0^2}{M_4^4 - M_2^4}.$$  \hspace{1cm} (3.34)

This leaves the freedom to choose $\epsilon_1$, which we use to implement the physical singly-virtual scaling of $F_{I=1}^f(q^2, 0) = [F_{a_2}^{I=1}(q^2, 0) + \tilde{F}_s^{I=1}(q^2, 0)]/2 \propto 1/q^4$, leading to

$$\epsilon_1 = -2 \frac{C_{a_2} \left(M_4^4 - M_2^4\right) + C_s M_2^2 M_0^2}{C_s \left(M_2^2 - M_0^2\right)^2}. \hspace{1cm} (3.35)$$

Further, the coefficient of $1/q^4$ in the resulting $F_{I=1}^f(q^2, 0)$ only depends on $C_s$, and matching to equation (2.18) implies

$$F_{I=1}^f|_{VMD} = \frac{C_s M_2^2 M_0^2}{6 m_f^4} = 95(12) \text{ MeV}, \hspace{1cm} (3.36)$$

reasonably close to the LCSR estimate of equation (3.33). In general, the choice for $\epsilon_1$ in equation (3.35) enforces the expected singly-virtual behavior at the expense of a large coefficient, e.g., for $C_{a_2} = 0$ one has $\epsilon_1 = -1.08$, so that a better low-energy phenomenology might be achieved when considering $\epsilon_1$ a free parameter instead. We will continue to use equation (3.35) as a benchmark scenario in comparison to the minimal VMD ansatz, keeping this caveat regarding $\epsilon_1$ in mind.

In choosing the above $\epsilon_{1/2}$, we did not take the spectral representations of equation (3.16) and equation (3.21) into account, which would lead to a set of superconvergence relations that need to be fulfilled, but instead made an approximate choice in terms of equation (3.20) and equation (3.10). More specifically, these superconvergence relations
Table 3. Numerical values of $P^0_\rho$ and $\bar{P}^0_\rho$, equation (3.38), as obtained with the parameterizations $\Gamma^{(2)}_\rho(q^2)$, $\Gamma^{(4\pi)}_\rho(q^2)$, and $\Gamma^{(\omega,\pi\pi)}_\rho(q^2)$, equation (3.15), equation (3.12), and equation (3.13), needed for equation (3.39). The uncertainties refer to the variation $\Gamma_\rho = (400 \pm 60)$ MeV, see appendix E.

| $\Gamma^{(2)}_\rho(q^2)$ | $\Gamma^{(4\pi)}_\rho(q^2)$ | $\Gamma^{(\omega,\pi\pi)}_\rho(q^2)$ | $P^0_\rho$ |
|--------------------------|--------------------------|--------------------------|---------|
| $1.023$ | $0.718^{+0.057}_{-0.070}$ | $0.918^{+0.073}_{-0.087}$ | $1.023$ |

The uncertainties refer to the variation $\Gamma_\rho = (400 \pm 60)$ MeV, see appendix E. The uncertainties refer to the variation $\Gamma_\rho = (400 \pm 60)$ MeV, see appendix E.

read

$$O \left( \frac{1}{q^2} \right) = \frac{C_s}{N_s q^4} \left[ (1 - \epsilon_1 - \epsilon_2) M^4_\rho P^0_\rho + \epsilon_1 M^2_\rho M^2_\rho P^0_\rho + \frac{\epsilon_1 M^2_\rho M^2_\rho}{2} \left( P^0_\rho \bar{P}^0_\rho + P^0_\rho \bar{P}^0_\rho \right) + \epsilon_2 M^4_\rho P^0_\rho \bar{P}^0_\rho \right],$$

$$O \left( \frac{1}{q^4} \right) = -\frac{C_{a_2} M^2_\rho M^2_\rho}{2N_s q^2} \left[ P^0_\rho \bar{P}^0_\rho - P^0_\rho \bar{P}^0_\rho \right]$$

where we defined

$$P^0_\rho = -\frac{1}{\pi} \int_{4M^2_\rho}^{\infty} dx \text{ Im } \left[ P^{BW}_\rho (x) \right], \quad \bar{P}^0_\rho = -\frac{1}{\pi} \int_{4M^2_\rho}^{\infty} dx \text{ Im } \left[ \bar{P}^{BW}_\rho (x) \right],$$

Solving this for $\epsilon_2$ and $\epsilon_1$, we find

$$\epsilon_2 = \frac{\left( M^2_\rho P^0_\rho \right)^2 + \epsilon_1 M^2_\rho M^2_\rho P^0_\rho}{\left( M^2_\rho P^0_\rho \right)^2 - \left( M^2_\rho P^0_\rho \right)^2},$$

$$\epsilon_1 = -2 \frac{C_{a_2}}{N_s} \left( M^2_\rho P^0_\rho \right)^2 - \left( M^2_\rho P^0_\rho \right)^2 \right] + \frac{C_s}{N_s} M^2_\rho P^0_\rho M^2_\rho P^0_\rho \right),$$

in accordance with equation (3.34) and equation (3.35) upon the replacements

$$M^2_\rho \rightarrow M^2_\rho P^0_\rho, \quad M^2_\rho \rightarrow M^2_\rho P^0_\rho, \quad C_{a_2} \rightarrow \frac{C_{a_2}}{N_s}, \quad C_s \rightarrow \frac{C_s}{N_s}.$$

Numerical values for $P^0_\rho$ and $\bar{P}^0_\rho$ are collected in table 3. These results show that most correction factors are close to unity, in which case the only potentially significant correction arises from the different normalizations $N_s$ and $N_a$ for $\epsilon_1$, see table 1. However, our central results will employ $\Gamma^{(\omega,\pi\pi)}_\rho(q^2)$, and given the abovementioned caveats in the choice of $\epsilon_1$, we conclude that at the current level of accuracy the naive VMD expressions equation (3.34) and equation (3.35) are sufficient.
The doubly-virtual behavior is implemented as follows [26, 27]: first, we rewrite the asymptotic form factors \( F_2(q_1^2, q_2^2) \) and \( F_3(q_1^2, q_2^2) \) from equation (2.12) into a double-spectral representation, which allows us to isolate the different energy regions, in particular those that give rise to the correct asymptotic limits. Setting \( m_A = 0 \) in the respective integrands of equation (2.12), we observe that

\[
F_2(q_1^2, q_2^2) = -F_A^{\text{eff}} m_A^3 \frac{\partial}{\partial q_1^2} \int_0^1 \frac{du}{u q_1^2 + (1 - u) q_2^2} \phi(u) + O\left(1/q_i^6\right),
\]

\[
F_3(q_1^2, q_2^2) = F_A^{\text{eff}} m_A^3 \frac{\partial}{\partial q_2^2} \int_0^1 \frac{du}{u q_1^2 + (1 - u) q_2^2} \phi(u) + O\left(1/q_i^6\right)
\] (3.41)

take exactly the same form as for the pseudoscalar case, except for the partial derivatives with respect to \( q_i^2 \). Accordingly, the same arguments as in refs. [26, 27, 121] apply, and the integral over the wave function can be formally expressed by a double-spectral representation

\[
I(q_1^2, q_2^2) = \int_0^1 \frac{du}{u q_1^2 + (1 - u) q_2^2} = \frac{1}{\pi^2} \int_0^\infty dx \int_0^\infty dy \frac{\rho^{\text{asy}}(x, y)}{(x - q_1^2)(y - q_2^2)},
\] (3.42)

with double-spectral density

\[
\rho^{\text{asy}}(x, y) = 3\pi^2 xy\delta''(x - y).
\] (3.43)

The asymptotic form arises from the high-energy part of these integrals, so that, to avoid overlap with the VMD contribution at low energies, we impose a lower cutoff \( s_m \), which, in the language of LCSRs, could be identified with the continuum threshold. Evaluating the partial derivatives and dropping surface terms in the evaluation of the \( \delta \) distribution [26, 27], we find

\[
F_2^{\text{asy}}(q_1^2, q_2^2) = -F_A^{\text{eff}} m_A^3 \frac{\partial}{\partial q_1^2} \left[ \frac{1}{\pi^2} \int_{s_m}^\infty dx \int_{s_m}^\infty dy \frac{\rho^{\text{asy}}(x, y)}{(x - q_1^2)(y - q_2^2)} \right] + O\left(1/q_i^6\right)
\]

\[
= 3F_A^{\text{eff}} m_A^3 \int_{s_m}^\infty dx \frac{q_2^2 (x + q_2^2)}{(x - q_1^2)^3 (x - q_2^2)^2} + O\left(1/q_i^6\right),
\]

\[
F_3^{\text{asy}}(q_1^2, q_2^2) = -3F_A^{\text{eff}} m_A^3 \int_{s_m}^\infty dy \frac{q_2^2 (y + q_2^2)}{(y - q_1^2)^3 (y - q_2^2)} + O\left(1/q_i^6\right).
\] (3.44)

By construction, the asymptotic contributions in this form saturate the doubly-virtual limits of equation (3.30), while not affecting the singly-virtual contributions \( F_2(q^2, 0) \), \( F_3(0, q^2) \) already taken into account via the extended VMD representation. The opposite — unphysical — cases \( F_2(0, q^2) \), \( F_3(q^2, 0) \), which do not contribute to helicity amplitudes, are equally suppressed in the \( f_1 \to e^+ e^- \) loop integral, see section 5. Given that \( m_A > 1 \text{ GeV} \), it is also worthwhile to consider the potential impact of mass corrections to the asymptotic constraints. A formulation in terms of a generalized double-spectral density is given in appendix A.

In conclusion, the extended VMD ansatz together with the asymptotic contribution of equation (3.44) complies with the short-distance constraints of equation (2.12), apart from
the singly-virtual behavior of $\mathcal{F}_{a_1}(q_1^2, q_2^2)$ and small violations due to the isoscalar contributions of the form factors, see equation (3.9). As we will demonstrate below that $\mathcal{F}_{a_1}(q_1^2, q_2^2)$ gives the smallest contribution to the $f_1 \rightarrow e^+ e^-$ loop integral, see equation (5.5), the resulting VMD representation should provide a decent approximation to its high-energy part. In particular, the sensitivity to the high-energy assumptions can be monitored by comparing the two VMD variants constructed in this section.

4 Tree-level processes

The VMD parameterizations constructed in the previous section involve the free parameters $C_{a_1}, C_{a_2},$ and $C_s$ (and, for the extended variant, the onset of the asymptotic contributions $s_m$). In the following, we collect the available data that can, in principle, determine these parameters, starting with the processes in which the TFFs appear at tree level:

1. $e^+ e^- \rightarrow e^+ e^- f_1$, which mainly determines the equivalent two-photon decay width $\tilde{\Gamma}_{f_1 \gamma\gamma}$, see section 4.1;

2. $f_1 \rightarrow 4\pi$, sensitive to the TFFs via $f_1 \rightarrow \rho \rho \rightarrow 4\pi$, see section 4.2;

3. $f_1 \rightarrow \rho \gamma$, whose branching fraction and helicity components encode information on the TFFs, see section 4.3.

In a more rigorous, dispersive, reconstruction of the TFFs, the (partially) hadronic final states would serve as input to a determination of their discontinuities. The strategy to investigate the impact of these reactions on a determination of the various TFFs has already been followed in refs. [100, 101], albeit with rather different form factor parameterizations. Moreover, we investigate the following tree-level decays:

4. $f_1 \rightarrow \phi \gamma$ and $f_1 \rightarrow \omega \gamma$, where the measured branching fraction of the former allows for a consistency check of our $U(3)$ assumption for the isoscalar TFFs and the latter predicts a branching ratio that can be confronted with potential future measurements, see section 4.4.

4.1 $e^+ e^- \rightarrow e^+ e^- f_1$

In contrast to (pseudo-)scalar or tensor resonances, axial-vector resonances are only visible in $e^+ e^-$ collisions, see figure 3, as long as at least one of the photons is off shell, a direct
consequence of the Landau–Yang theorem [1, 2]. The required challenging measurements have been performed for the $f_1$ and $f'_1$, by the MARK II [3, 4], the TPC/Two-Gamma [5, 6], and, more recently, by the L3 [7, 8] collaborations. With both measurements required to constrain the mixing angle $\theta_A$ from the data, we will restrict our analysis to the L3 data, given that they are more accurate than the results from the preceding experiments. The L3 analyses are based on the model of ref. [122], which assumes $\mathcal{F}_1(q^2_1, q^2_2) = 0$ for the first form factor from equation (2.5) and uses a dipole ansatz for $\mathcal{F}_2(q^2, 0) = -\mathcal{F}_3(0, q^2)$, with

$$\mathcal{F}_D(q^2, 0) = \frac{\mathcal{F}_D(0, 0)}{(1 - q^2/\Lambda_D^2)^2}. \tag{4.1}$$

Under the assumption $B(f'_1 \rightarrow K\bar{K}\pi) = 1$ — which appears justified in light of the smallness of the other available channels [86] — the measured parameters are

$$\tilde{\Gamma}_{f_1}^{f_1} = 3.5(6)(5) \text{ keV}, \quad \Lambda_{f_1} = 1.04(6)(5) \text{ GeV},$$

$$\tilde{\Gamma}_{f_1}^{f'_1} = 3.2(6)(7) \text{ keV}, \quad \Lambda_{f'_1} = 0.926(72)(32) \text{ GeV}, \tag{4.2}$$

where the quoted uncertainties are statistical and systematic, respectively. Employing the two-photon decay widths of the $f_1$ and $f'_1$, the mixing angle of the $J^{PC} = 1^{++}$ axial-vector nonet as defined in equation (3.5) can be extracted as follows: one calculates the coupling of the axial-vector mesons $f_1$ and $f'_1$ to two photons in analogy to equation (3.8), yielding

$$\text{Tr} \left[ \Phi^A_{\mu QQ} \right] = f_1\mu \left( 2\sqrt{2} \cos \theta_A + \sin \theta_A \right) + f'_1\mu \left( \cos \theta_A - 2\sqrt{2} \sin \theta_A \right) \frac{1}{3\sqrt{3}}, \tag{4.3}$$

so that using the formula for the equivalent two-photon decay width $\tilde{\Gamma}_{\gamma\gamma}$, equation (2.11), one finds

$$\frac{\tilde{\Gamma}_{f_1}^{f_1}}{\tilde{\Gamma}_{f_1}^{f'_1}} = \frac{m_{f_1}}{m_{f'_1}} \left| \frac{2\sqrt{2} + \tan \theta_A}{1 - 2\sqrt{2} \tan \theta_A} \right|^2 = \frac{m_{f_1}}{m_{f'_1}} \cot^2(\theta_A - \theta_0), \tag{4.4}$$

where $\theta_0 = \arcsin(1/3)$. Solving for $\theta_A$ and inserting the above values for $\tilde{\Gamma}_{f_1}^{f_1}$ and $\tilde{\Gamma}_{f_1}^{f'_1}$, one finds the result of refs. [7, 8],

$$\theta_A = 62(5)^\circ, \tag{4.5}$$

where the statistical and systematic uncertainties have been added in quadrature.

Next, the measurement of $\tilde{\Gamma}_{f_1}^{f_1}$ determines the normalization of the symmetric TFF, $|C_s| = |\mathcal{F}_s^{I=1}(0, 0)|$ when neglecting the isoscalar contributions, according to equation (3.3),

$$|C_s| = 0.89(10). \tag{4.6}$$

Taking into account the isoscalar contributions and, in particular, the ratios $R^\omega$ and $R^\phi$ of isoscalar to isovector couplings, equation (3.27), the normalization of the symmetric TFF becomes $|\mathcal{F}_s^{I=1}(0, 0) + \mathcal{F}_s^{I=0}(0, 0)| = (1 + R^\omega + R^\phi)|C_s| = 0.953(34)|C_s|$, resulting in

$$|C_s| = 0.93(11), \tag{4.7}$$
which is slightly larger than equation (4.6), as expected from the negative ratio found in the estimate of equation (3.9). In the following, we will use equation (4.7) for the normalization of the symmetric TFF.

In addition, equation (4.2) determines the slope of \( F_2(q^2, 0) \), based on the assumption of a dipole form. The asymptotic behavior matches onto equation (2.18) with \( C_\pm A^4_{f_1} / 6m_{f_1}^3 = 86(28) \) MeV,

\[
F_{f_1}^{\text{eff}} \big|_{_{L3}} = C_\pm A^4_{f_1} / 6m_{f_1}^3 = 86(28) \text{ MeV},
\]

below both the LCSR estimate, equation (3.33), and the effective decay constant implied by VMD, equation (3.32), and close to the scale derived from the singly-virtual behavior of the extended VMD representation, equation (3.36).\(^7\) The uncertainty in equation (4.8) is mainly driven by the dipole parameter \( \Lambda_D \). In fact, most of the data points measured by the L3 collaboration lie well below the obtained dipole scale, in such a way that the data should be similarly well described by a monopole ansatz,

\[
\mathcal{F}_M(q^2, 0) = \mathcal{F}_M(0, 0) \left( 1 - q^2 / \Lambda_M^2 \right),
\]

when adjusting the slopes of the parameterizations to coincide at \( q^2 = 0 \). The corresponding monopole scale becomes

\[
\Lambda_M = \frac{\Lambda_D}{\sqrt{2}} = 0.74(6) \text{ GeV} \approx M_\rho,
\]

thus providing strong motivation for the VMD representation constructed in section 3.

To constrain the singly-virtual VMD limits further, we need to match the L3 parameterization onto the full description of the \( e^+e^- \rightarrow e^+e^\nu_f \) cross section, which depends on the combination \[80\]

\[
\left| \left( 1 - \frac{q^2}{m_{f_1}^2} \right) \mathcal{F}_1(q^2, 0) - \frac{q^2}{m_{f_1}^2} \mathcal{F}_2(q^2, 0) \right|^2 - \frac{2q^2}{m_{f_1}^2} \left| \mathcal{F}_2(q^2, 0) \right|^2 = \frac{-q^2}{m_{f_1}^2} \left( 2 - \frac{q^2}{m_{f_1}^2} \right) |\mathcal{F}_D(q^2, 0)|^2.
\]

The normalization agrees by construction, while matching the slopes at \( q^2 = 0 \) leads to

\[
\frac{2}{\Lambda_D^2} = \frac{1}{N_{\omega\phi}} \left[ \frac{1}{M_{\rho}^2} + \frac{R^\omega}{M_{\omega}^2} + \frac{R^\phi}{M_{\phi}^2} + \frac{M_{\rho}^2 - M_{\rho}^2}{M_{\phi}^2} + M_{\rho}^2 \right] C_{a_1} + C_{a_2} - \frac{m_{f_1}^2}{M_{\rho}^4} \frac{\left( M_{\rho}^2 - M_{\rho}^2 \right)^2}{M_{\rho}^4 N_{\omega\phi}} \left( \frac{C_{a_1}}{C_{s}} \right)^2
\]

(4.12)

for the minimal VMD representation, and

\[
\frac{2}{\Lambda_D^2} = \frac{1}{N_{\omega\phi}} \left[ \frac{1}{M_{\rho}^2} + \frac{1}{M_{\rho}^2} + \frac{R^\omega}{M_{\omega}^2} + \frac{R^\phi}{M_{\phi}^2} + \frac{M_{\rho}^2 - M_{\rho}^2}{M_{\phi}^2} \frac{C_{a_1}}{C_s} \frac{C_{a_2}}{C_s} - \frac{m_{f_1}^2}{M_{\rho}^4} \frac{\left( M_{\rho}^2 - M_{\rho}^2 \right)^2}{M_{\rho}^4 N_{\omega\phi}} \left( \frac{C_{a_1}}{C_{s}} \right)^2 \right]
\]

(4.13)

for the extended one. The factor \( N_{\omega\phi} = 1 + R^\omega + R^\phi \) arises from accounting for the isoscalar terms in the normalization, see equation (4.7).

\(^7\)Matching the effective decay constant in the doubly-virtual direction to the quark model of ref. \[122\] instead, one would obtain \( F_{f_1}^{\text{eff}} \big|_{_{L3}} = C_\pm A^4_{f_1} / (4m_{f_1}^3) \approx 129(42) \) MeV, closer to equation (3.32) and equation (3.33). This reflects the factor 3/2 by which the relative coefficients of the singly- and doubly-virtual limits differ between the quark model and the BL prediction \[80\].
4.2 $f_1 \to 4\pi$

In addition to $e^+e^- \to e^+e^- f_1$, the normalization of the symmetric TFF would be accessible in the process $f_1 \to \rho \rho \to 4\pi$ if the $\rho$ intermediate states largely saturated the decay within regions of the phase space reasonably close to their mass shell. In fact, up to corrections due to the two-pion channel $\rho' \to \pi^+\pi^-$, such an identification appears natural within the VMD approach. In constructing an amplitude $\mathcal{M}(f_1 \to \pi^+\pi^-\pi^+\pi^-)$, which can be obtained by means of $\mathcal{M}(f_1 \to \rho^\ast \rho^\ast)$ and the $\rho\pi\pi$ coupling dictated by equation (B.8), only the symmetric form factor $F_2^{i=1}(q_1^2, q_2^2)$ and the symmetric Lorentz structure $T_s^{\mu\nu}(q_1, q_2)$ are relevant under the above assumptions and when restricting to the minimal VMD parameterization. More specifically, we use the amplitude $\mathcal{M}(f_1 \to \gamma^*\gamma^*)$, in the decomposition of equation (3.4), and remove the external photons by dropping the relevant $\rho$-meson propagator poles and the factors of $e$, at the same time dividing by the $\rho\gamma$ coupling $g_{\rho\gamma}$, equation (B.7), for each cut photon. In doing so, we arrive at

$$
\mathcal{M}\left(f_1 \to \pi^+\pi^-\pi^+\pi^-\right) = \frac{2C_{f \rho\rho}}{2\epsilon_\mu(q_1)\epsilon_\nu(q_2)\epsilon_\alpha(P)} \times \left[q_{1\beta}q_{2\gamma} \left(\epsilon^{\alpha\nu\beta}\epsilon_\mu(q_1) - \epsilon^{\alpha\mu\beta}\epsilon_\nu(q_2) + \epsilon^{\alpha\mu\nu}\epsilon_\beta(q_1^2 - q_2^2 - q_2^2)\right)\right], \tag{4.14}
$$

where we defined $C_{f \rho\rho} = C_s M_\rho^4 / (m_\rho^2 g_{\rho\gamma}^2)$. Observing that there exist two diagrams for $f_1 \to \pi^+\pi^-\pi^+\pi^-$ due to the indistinguishability of the two $\pi^+$ and $\pi^-$ — see figure 4 — we use the $\rho\pi\pi$ coupling as prescribed by equation (B.8) to deduce

$$
\mathcal{M}\left(f_1 \to \pi^+\pi^-\pi^+\pi^-\right) = \frac{2C_{f \rho\rho} g_{\mu\nu}^{\rho\pi\pi}}{q_1^2 - M_\rho^2 + i\sqrt{q_1^2} \Gamma_\rho(q_1^2)} \left[q_2^2 - M_\rho^2 + i\sqrt{q_2^2} \Gamma_\rho(q_2^2)\right] \epsilon_\alpha(P) \epsilon^{\alpha\mu\nu\beta} \times \left[(M_\rho^2 + (p_1 \cdot p_2)) k_{1\beta} k_{2\nu} (p_2 - p_1)_\mu - (M_\rho^2 + (k_1 \cdot k_2)) p_{1\beta} p_{2\mu} (k_2 - k_1)_\nu\right] + (p_1 \leftrightarrow k_1). \tag{4.15}
$$

Here, the momenta are defined as in figure 4 and the pions are on shell, $p_{1/2}^2 = M_\pi^2 = k_{1/2}^2$.

Given this amplitude, one can calculate the decay width and thus branching ratio via the four-body phase-space integration of

$$
d\Gamma\left(f_1 \to \pi^+\pi^-\pi^+\pi^-\right) = \frac{1}{2m_{f_1}} \left|\mathcal{M}\left(f_1 \to \pi^+\pi^-\pi^+\pi^-\right)\right|^2 d\Phi_4(P, p_1, p_2, k_1, k_2). \tag{4.16}
$$

We use the differential four-body phase space $d\Phi_4(P, p_1, p_2, k_1, k_2)$ in the form [86]

$$
d\Phi_4(P, p_1, p_2, k_1, k_2) = d\Phi_2(q_1, p_1, p_2) d\Phi_2(q_2, k_1, k_2) d\Phi_2(P, q_1, q_2) \frac{dq_1^2 dq_2^2}{2\pi}, \tag{4.17}
$$

where $d\Phi_2(P, q_1, q_2)$, $d\Phi_2(q_1, p_1, p_2)$, and $d\Phi_2(q_2, k_1, k_2)$ are the respective two-body phase spaces of the subsystems $\{\rho(q_1)\rho(q_2)\}$, $\{\pi^+(p_1)\pi^-(p_2)\}$, and $\{\pi^+(k_1)\pi^-(k_2)\}$. Since the integration volumes of the phase spaces are Lorentz invariant, each two-body phase
space can be evaluated in the corresponding center-of-mass frame and we have to perform an explicit Lorentz transformation from the center-of-mass frames of \( \{ \pi^+(p_1)\pi^-(p_2) \} \) and \( \{ \pi^+(k_1)\pi^-(k_2) \} \) into the one of \( \{ \rho(q_1)\rho(q_2) \} \) in order to evaluate scalar products of the kind \( (p_i \cdot k_j) \), \( i, j \in \{1, 2\} \), appearing in \( |\mathcal{M}(f_1 \rightarrow \pi^+\pi^-\pi^+\pi^-)|^2 \) — see, e.g., ref. [123] for more details. We perform the phase space integration numerically with the Cuhre algorithm from the Cuba library [124], where the energy-dependent width \( \Gamma_\rho(q^2) \) is as specified in equation (3.15), and obtain [125]

\[
\Gamma(f_1 \rightarrow \pi^+\pi^-\pi^+\pi^-) = |C_s|^2 |g_{\rho\gamma}|^4 |g_{\rho\pi\pi}|^4 \times 0.63 \times 10^{-10} \text{ GeV}. \tag{4.18}
\]

Combining the above result with the values \( |g_{\rho\gamma}| = 4.96 \) and \( |g_{\rho\pi\pi}| = 5.98 \), equation (B.3) and equation (B.11), we find the branching ratio to be given by

\[
B(f_1 \rightarrow \pi^+\pi^-\pi^+\pi^-) = |C_s|^2 \times 0.215(10)\%. \tag{4.19}
\]

The comparison with the experimental ratio \( B(f_1 \rightarrow \pi^+\pi^-\pi^+\pi^-) = 10.9(6)\% \) [86] yields

\[
|C_s| = 7.1(3), \tag{4.20}
\]

in serious disagreement with equation (4.7).

Including \( \rho' \) contributions within the minimal VMD representation, there are four additional diagrams as compared to figure 4 and the corresponding master formula takes the form

\[
\Gamma(f_1 \rightarrow \pi^+\pi^-\pi^+\pi^-) = |g_{\rho\gamma}|^4 |g_{\rho\pi\pi}|^4 \left[ C_{a_1}^2 \kappa^2 \Gamma_{a_1} + C_{a_2}^2 \kappa^2 \Gamma_{a_2} + C_s^2 \Gamma_s^{(1)} + C_{a_1} C_{a_2} \kappa^2 \Gamma_{a_1,a_2} + C_{a_1} C_s \kappa \Gamma_{a_1}^{(1)} + C_{a_2} C_s \kappa \Gamma_{a_2}^{(1)} \right], \tag{4.21}
\]

\footnote{While two diagrams contribute, as shown in figure 4, the decay rate involves an additional symmetry factor of \( S = 1/(2!)^2 \) because of the two pairs of indistinguishable particles in the final state.}
In this analysis, we indeed infer that the intermediate state decay mechanisms become more important. A candidate for such a mechanism is given by the loss of resonance enhancement for two intermediate space prohibits the two mesons from being simultaneously on-shell, and the corresponding loss of resonance enhancement for two intermediate \( f \) mesons implies that other decay mechanisms become more important. A candidate for such a mechanism is given by the loss of resonance enhancement for two intermediate mesons.

Table 4. Decay rates needed for the evaluation of equation (4.21) and equation (4.23), all in units of \( 10^{-10} \) GeV. The \( \rho \) and \( \rho' \) spectral functions are evaluated with equation (3.15) and equation (3.13), respectively. The latter variant is chosen for consistency with the estimate of the \( \rho' \rightarrow \pi \pi \) coupling via equation (4.22), see appendix B.

| \( \Gamma_s^{(1)} \) | \( \Gamma_s^{(2)} \) | \( \Gamma_s^{(3)} \) | \( \Gamma_s^{(4)} \) | \( \Gamma_s^{(5)} \) | \( \Gamma_s^{(6)} \) |
|---|---|---|---|---|---|
| 0.63 | 0.01 | 0.00 | 0.16 | 0.01 | 0.00 |

where

\[
\kappa = \frac{M_\rho^2 g_{\rho\gamma} g_{\rho'\pi\pi}}{M_{\rho'}^2 g_{\rho'\gamma} g_{\rho\pi\pi}} = \frac{g_{\rho\gamma} g_{\rho'\pi\pi}}{g_{\rho\gamma} g_{\rho\pi\pi}} \approx -0.7, \tag{4.22}
\]

see equation (B.23), and the numerical values of the defined decay rates are collected in table 4. For the extended VMD representation, yet two additional diagrams have to be taken into account, resulting in the master formula

\[
\Gamma(f_1 \rightarrow \pi^+\pi^-\pi^+\pi^-) = |g_{\rho\gamma}|^4 |g_{\rho\pi\pi}|^4 \times \left[ C_{a1}^2 \kappa^2 \Gamma_{a1} + C_{a2}^2 \kappa^2 \Gamma_{a2} + C_s^2 \left[ (1 - \epsilon_1 - \epsilon_2)^2 \Gamma_s^{(1)} + \epsilon_1 \kappa^2 \Gamma_s^{(2)} + \epsilon_2 \kappa^4 \Gamma_s^{(3)} \right] \right. \\
+ (1 - \epsilon_1 - \epsilon_2) \epsilon_1 \kappa \Gamma_s^{(4)} + (1 - \epsilon_1 - \epsilon_2) \epsilon_2 \kappa \Gamma_s^{(5)} + \epsilon_1 \epsilon_2 \kappa^3 \Gamma_s^{(6)} \left. \right] + C_{a1} C_{a2} \kappa^2 \Gamma_{a1,a2} + C_{a1} C_s \left[ (1 - \epsilon_1 - \epsilon_2) \kappa \Gamma_{a1,s} + \epsilon_1 \kappa^2 \Gamma_{a1,s}^{(2)} + \epsilon_2 \kappa^4 \Gamma_{a1,s}^{(3)} \right] \\
+ C_{a2} C_s \left[ (1 - \epsilon_1 - \epsilon_2) \kappa \Gamma_{a2,s}^{(1)} + \epsilon_1 \kappa^2 \Gamma_{a2,s}^{(2)} + \epsilon_2 \kappa^4 \Gamma_{a2,s}^{(3)} \right], \tag{4.23}
\]

see table 4 for the numerical values of the decay rates. The numerical pattern shows that even though the coupling \( \kappa \) itself is \( O(1) \), \( \rho' \) contributions are significantly suppressed, both due to the propagators in equation (4.15) and because the \( \rho' \) can never be on shell in the available phase space. For the solutions of the global phenomenological analysis in section 6, we find that the interference effects tend to even slightly reduce the branching ratio in the minimal VMD case, while the large values of \( (1 - \epsilon_1 - \epsilon_2) \) in the extended VMD fits can increase \( B(f_1 \rightarrow \pi^+\pi^-\pi^+\pi^-) \) to the level of 1%, still far below the experimental value.

The reason for this incompatibility can be understood as follows. The available phase space prohibits the two \( \rho \) mesons from being simultaneously on-shell, and the corresponding loss of resonance enhancement for two intermediate \( \rho \) mesons implies that other decay mechanisms become more important. A candidate for such a mechanism is given by the decay \( f_1 \rightarrow a_1 \pi \rightarrow \rho \pi \pi \rightarrow 4\pi \), see appendix D for an estimate of this decay channel. From this analysis, we indeed infer that the intermediate state \( a_1 \pi \) likely saturates the decay.
width to a large extent, so that we have to conclude that the decay $f_1 \rightarrow 4\pi$ does not allow one to extract further information on the $f_1$ TFFs. We will thus disregard this input entirely and adopt equation (4.7) for the symmetric normalization. With $C_{a_1}, C_{a_2},$ and $C_s$ all real couplings, we will further fix the global sign by demanding that $C_s$ be positive,

$$C_s = 0.93(11).$$

(4.24)

### 4.3 $f_1 \rightarrow \rho\gamma$

The construction of the amplitude for $f_1 \rightarrow \rho\gamma$ proceeds along the same lines as for $f_1 \rightarrow 4\pi$, via $\mathcal{M}(f_1 \rightarrow \gamma^*\gamma^*)$, either by using the minimal or the extended VMD parameterization. By definition, this decay channel only probes the isovector contribution, up to negligible isospin-breaking effects.

For the amplitude $\mathcal{M}(f_1 \rightarrow \rho\gamma)$, we then proceed as stated above, starting with the minimal VMD ansatz, and consider the $\rho$ meson and photon on shell, $q_2^2 = M_\rho^2$, $q_2^2 = 0$, and $\epsilon^*(q_1) \cdot q_1 = 0 = \epsilon^*(q_2) \cdot q_2$, which also implies $\Gamma_\rho(q_2^2 = 0) = 0 = \Gamma_\rho'(q_2^2 = 0)$ according to equation (3.11)–equation (3.15). The corresponding diagram is depicted in figure 5 and we find

$$\mathcal{M}(f_1 \rightarrow \rho\gamma) = C_{f\rho\gamma} \epsilon_\mu(q_1) \epsilon^*_\nu(q_2) \epsilon_\alpha(P)$$

$$\times \left[ C_{a_1} \epsilon^{\mu\nu\beta\gamma} q_1 q_2 q_2 \epsilon^*_\gamma(q_1^2 - q_2^2) + \frac{M_\rho^2}{2} C_{a_2} \epsilon^{\alpha\mu\nu\beta} q_2 \beta + \frac{M_\rho^2}{2} C_s \epsilon^{\alpha\mu\nu\beta} q_2 \beta \right],$$

(4.25)

where we introduced $C_{f\rho\gamma} = eM_\rho^2/(\tilde{g}_{\rho\gamma}m_{f_1}^2)$. The branching ratio of the decay is given by

$$B(f_1 \rightarrow \rho\gamma) = \frac{B_1 C_{a_1}^2 + B_2 (C_{a_2}^2 + C_s^2 + 2C_{a_2} C_s) - B_3 (C_{a_1} C_{a_2} + C_a C_s)}{\Gamma_f},$$

(4.26)

where — as throughout this work — the coupling constants are assumed to be purely real and we defined the coefficients

$$B_1 = \frac{\alpha|g_{\rho\gamma}|^2 (m_{f_1}^2 - M_\rho^2)^5}{24m_{f_1}^9}, \quad B_2 = \frac{\alpha|g_{\rho\gamma}|^2 M_\rho^2 (m_{f_1}^2 - M_\rho^2)^3 (m_{f_1}^2 + M_\rho^2)}{96m_{f_1}^9},$$

$$B_3 = \frac{\alpha|g_{\rho\gamma}|^2 M_\rho^2 (m_{f_1}^2 - M_\rho^2)^4}{24m_{f_1}^9}.$$ 

(4.27)
Figure 6. Surface plot of $B(f_1 \to \rho \gamma)$ (blue-yellow textured), equation (4.26), using the central value of $C_s = 0.93(11)$, equation (4.24), together with the central value of $B(f_1 \to \rho \gamma) = 4.2(1.0)\%$ (red), see section 6.

As depicted in figure 6, the solution of equation (4.26) in terms of the unknown couplings $C_{a_1}$ and $C_{a_2}$ represents an ellipse, where we used the central values of $C_s = 0.93(11)$ and $B(f_1 \to \rho \gamma) = 4.2(1.0)\%$, see section 6, to illustrate the cut surfaces. Although it is straightforward to actually solve equation (4.26) for such an equation, we refrain from doing so here since there is no unique solution anyway without further input.

The equivalent amplitude in the extended VMD representation reads

$$\tilde{M}(f_1 \to \rho \gamma) = C_{f \rho \gamma} e_1(q_1) e_2(q_2) e_\alpha(P) \times \left[ C_{a_1} \epsilon^{\mu \nu \beta \gamma} q_1^\mu q_2^\gamma (q_1^\alpha - q_2^\alpha) + \frac{M_\rho^2}{2} C_{a_2} e^{\alpha \mu \nu \beta} q_2^{\beta} + \frac{M_\rho^2}{2} C_s \left( 1 - \epsilon_1 - \epsilon_2 \right) e^{\alpha \mu \nu \beta} q_2^{\beta} \right],$$

(4.28)

the only difference compared to the minimal VMD parameterization being that $C_s \to \tilde{C}_s = (1 - \epsilon_1 2 - \epsilon_2) C_s$. Hence, the branching ratio given in equation (4.26) becomes

$$\tilde{B}(f_1 \to \rho \gamma) = \frac{B_1 C_{a_1}^2 + B_2 (C_{a_2}^2 + \tilde{C}_s^2 + 2 C_{a_2} \tilde{C}_s) - B_3 \left( C_{a_1} C_{a_2} + C_{a_1} \tilde{C}_s \right)}{\Gamma_f},$$

(4.29)

which, when inserting $\epsilon_1$ and $\epsilon_2$ from section 3.4, simplifies to

$$\tilde{B}(f_1 \to \rho \gamma) = \frac{B_1 C_{a_1}^2 + \bar{B}_2 C_s^2 - \bar{B}_3 C_{a_1} C_s}{\Gamma_f},$$

(4.30)

where we defined the coefficients

$$\bar{B}_2 = \frac{M_\rho^4}{(M_\rho^2 - M_\rho^2)^2} B_2, \quad \bar{B}_3 = \frac{M_\rho^2}{M_\rho^2 - M_\rho^2} B_3.$$  

(4.31)

In this variant, the dependence on $C_{a_2}$ thus disappears from the branching fraction, which is a subtle consequence of the correlation between $C_{a_2}$ and $C_s$ imposed via the singly-virtual high-energy behavior, see equation (3.35).

Another measured quantity of interest with regard to $f_1 \to \rho \gamma$ is the ratio of the $\rho$-meson’s helicity amplitudes in its rest frame, which is accessible through the subsequent
decay $\rho \to \pi^+\pi^-$. In a similar manner to how we obtained the $f_1 \to \rho \gamma$ amplitudes in equation (4.25) and equation (4.28), we can construct an amplitude for $f_1 \to \rho \gamma \to \pi^+\pi^-\gamma$, where we indeed consider the subsequent decay of an on-shell $\rho$ meson and furthermore use the $\rho\pi\pi$ coupling given by equation (B.8); the process is depicted in figure 7.

Imposing $q_1^2 = M_\rho^2$, thus also $\Gamma_\rho(q_1^2 = M_\rho^2) = \Gamma_\rho$ according to equation (3.15), $q_2^2 = 0 = \epsilon^*(q_2) \cdot q_2$, and $p_2^2 = M_\pi^2 = p_2^2$, we find

$$
\mathcal{M}(f_1 \to \rho \gamma \to \pi^+\pi^-\gamma) = \frac{C_{f\rho\gamma}g_{\rho\pi\pi}}{M_\rho \Gamma_\rho} \epsilon^*(q_2)\epsilon^\alpha(P)(p_2 - p_1)_\mu
$$

$$
\times \left[ C_{a_1}\epsilon^{\mu\nu\beta\gamma}q_{1\beta}q_{2\gamma}(q_1^\alpha - q_2^\alpha) + \frac{M_\rho^2}{2}C_{a_2}\epsilon^{\alpha\mu\nu\beta}q_{2\beta} + \frac{M_\rho^2}{2}C_s\epsilon^{\alpha\mu\nu\beta}q_{2\beta} \right]
$$

with the minimal VMD parameterization, where the constant $C_{f\rho\gamma} = eM_\rho^2/(g_{\rho\gamma}m_{f_1}^2)$ is defined as in equation (4.25). The equivalent expression $\tilde{\mathcal{M}}(f_1 \to \rho \gamma \to \pi^+\pi^-\gamma)$ in the extended VMD variant is obtained for $C_s \to \tilde{C}_s = (1 - \epsilon_1/2 - \epsilon_2)C_s$. Transforming into the rest frame of the $\rho$ meson, one finds the spin-averaged amplitude squared to be of the form

$$
|\mathcal{M}(f_1 \to \rho \gamma \to \pi^+\pi^-\gamma)|^2 = M_{TT}^2 \sin^2 \theta_{\pi^+\gamma} + M_{LL}^2 \cos^2 \theta_{\pi^+\gamma},
$$

where $\theta_{\pi^+\gamma}$ is the angle between the final-state $\pi^+$ and photon and

$$
r_{\rho\gamma} = \frac{M_{LL}}{M_{TT}} = \frac{2m_{f_1}^2M_\rho^2}{[M_\rho^2 - 2(m_{f_1}^2 - M_\rho^2)C_{a_1}/(C_{a_2} + C_s)]^2}
$$

is the corresponding ratio of the longitudinal and transversal $\rho$-meson helicity amplitudes. In the extended VMD case, one again needs to replace $C_s \to \tilde{C}_s = (1 - \epsilon_1/2 - \epsilon_2)C_s$, which then further simplifies to

$$
\tilde{r}_{\rho\gamma} = \frac{\tilde{M}_{LL}}{\tilde{M}_{TT}} = \frac{2m_{f_1}^2M_\rho^2M_{\rho}^4}{[M_\rho^2M_{\rho}^2 - 2(m_{f_1}^2 - M_\rho^2)(M_\rho^2 - M_{\rho}^2)C_{a_1}/C_s]^2}
$$

when inserting $\epsilon_1$ and $\epsilon_2$ from section 3.4. The coupling $C_{a_2}$ therefore does not contribute to either $f_1 \to \rho \gamma$ observable in the extended VMD ansatz.
The solution of equation (4.34) in terms of the unknown couplings $C_{a_1}$ and $C_{a_2}$ is given by four unconnected straight lines, as apparent from figure 8, where we used the central values of $C_s = 0.93(11)$, equation (4.24), and the measurement $r_{\rho\gamma} = 3.9(0.9)(1.0) = 3.9(1.3)$ [87] for illustration. Similar to the discussion regarding $B(f_1 \rightarrow \rho\gamma)$, we refrain from giving the explicit form of the solution here and postpone the phenomenological analysis to section 6.

### 4.4 $f_1 \rightarrow \phi\gamma$ and $f_1 \rightarrow \omega\gamma$

The branching ratio of $f_1 \rightarrow \phi\gamma$ has been measured experimentally, $B(f_1 \rightarrow \phi\gamma) = 0.74(26) \times 10^{-3}$ [86, 88], and thus allows for another consistency check of our VMD representations, in particular, the $U(3)$ assumptions for the isoscalar TFFs. Similarly, we can predict the branching fraction for $f_1 \rightarrow \omega\gamma$ once all the parameters are determined, which could be confronted with potential future measurements.

In complete analogy to section 4.3, we construct amplitudes for $f_1 \rightarrow V\gamma$, $V = \phi, \omega$, i.e.,

$$\mathcal{M}(f_1 \rightarrow V\gamma) = C_{fV\gamma} e^\mu_{\mu}^\nu(q_1) e^\nu_{\nu}^\alpha(q_2) e^\alpha(P)$$

$$\times \left[ C_{a_1}^{VV'} e^{\mu\nu\beta\gamma} q_1^\beta q_2^\gamma (q_1^{\alpha} - q_2^{\alpha}) + \frac{M_V^2}{2} C_{a_2}^{VV'} e^{\alpha\mu\nu\beta} q_2^\beta + \frac{M_s^2}{2} C_s^{VV'} e^{\alpha\mu\nu\beta} q_2^\beta \right],$$

where we defined $C_{fV\gamma} = e M_V^2/(\tilde{g}_{V\gamma} m_f^2)$. In terms of the ratio $R^V = R^\phi, R^\omega$ of isoscalar to isovector couplings, equation (3.27), the branching ratio of the decay is given by

$$B(f_1 \rightarrow V\gamma) = (R^V)^2 \frac{B_V^V C_{a_1}^2 + B_V^V (C_{a_2}^2 + C_s^2 + 2C_{a_2} C_s) - B_V^V (C_{a_1} C_{a_2} + C_{a_1} C_s)}{\Gamma_f},$$

\[4.37\]
Figure 9. Feynman diagram for the decay of the axial-vector meson $f_1$ into an electron-positron pair.

cf. equation (4.26), where we defined the coefficients

\[ B_1^V = \frac{\alpha |g_{V\gamma}|^2 (m_{f_1}^2 - M_V^2)^5}{24m_{f_1}^9}, \quad B_2^V = \frac{\alpha |g_{V\gamma}|^2 M_V^2 (m_{f_1}^2 - M_V^2)^3 (m_{f_1}^2 + M_V^2)}{96m_{f_1}^9}, \]
\[ B_3^V = \frac{\alpha |g_{V\gamma}|^2 M_V^2 (m_{f_1}^2 - M_V^2)^4}{24m_{f_1}^9}. \]

The generalization to the extended VMD representation would be straightforward, once applied to the isoscalar sector.

5 $f_1 \to e^+e^-$

As the discussion in section 4 shows, in general the constraints from $e^+e^- \to e^+e^- f_1$, $f_1 \to 4\pi$, and $f_1 \to \rho \gamma$ do not suffice to reliably determine all three free VMD parameters, with the branching fraction of $f_1 \to 4\pi$ not able to provide any additional input at all due to significant contamination from decay channels not related to the TFFs. In this way, the evidence for the decay $f_1 \to e^+e^-$ reported by the SND collaboration [89] is extremely interesting as future improved measurements of the decay have the potential to overconstrain the system of $C_{a1}$, $C_{a2}$, and $C_s$, as we will demonstrate in section 6. In this section, we provide the required formalism to extract information on the $f_1$ TFFs from its decay into $e^+e^-$; cf. also ref. [100].

The Feynman diagram for the one-loop process is depicted in figure 9. The general form of the amplitude is

\[ \mathcal{M} (f_1 \to e^+e^-) = e^4 \epsilon_\mu (P) \bar{w}^a (p_1) \gamma^\mu \gamma^5 A_1 \left( m_{f_1}^2, m_e^2 = 0, m_e^2 = 0 \right) \nu^c (p_2), \]

which implies

\[ |\mathcal{M}(f_1 \to e^+e^-)|^2 = \frac{4e^8 m_{f_1}^2}{3} |A_1|^2 \]

for the spin-averaged amplitude squared and a decay width of

\[ \Gamma(f_1 \to e^+e^-) = \frac{64\pi^3 \alpha^4 m_{f_1}}{3} |A_1|^2. \]
Here and in the following, the arguments of the reduced amplitude \( A_1 \) will be suppressed and we will work in the limit \( m_e = 0 \). To extract \( A_1 \) from the full amplitude, we first consider the amplitude \( \mathcal{M}(f_1 \to \gamma^*\gamma^*) \) and recast it into the more convenient form

\[
\mathcal{M}(f_1 \to \gamma^*\gamma^*) = \frac{ie^4}{m_{f_1}^2} \varepsilon_{\alpha} (P) \varepsilon_{\beta} (P_1) \gamma_{\gamma_5} (P_1) \gamma_{\gamma_5} \gamma_{\gamma_5} v^r (p_2) \int \frac{d^4 k}{(2\pi)^4} \frac{k^\mu k^\beta k^\alpha}{k^2 q_1^2 q_2^2} \mathcal{F}_{a_2} (q_1^2, q_2^2) F_{\alpha} (q_1^2, q_2^2) \left[ (q_2^2 - q_1^2) \mathcal{F}_{a_2} (q_1^2, q_2^2) - (q_2^2 + q_1^2) \mathcal{F}_{s} (q_1^2, q_2^2) + k^2 (q_1^2 - q_2^2) \mathcal{F}_{a_2} (q_1^2, q_2^2) \right],
\]

Inserting this amplitude into the QED loop, the full amplitude can be written as

\[
\mathcal{M}(f_1 \to e^+ e^-) = \frac{4ie^4}{m_{f_1}^2} \varepsilon_{\alpha} (P) \gamma_{\gamma_5} (P_1) \gamma_{\gamma_5} \gamma_{\gamma_5} v^r (p_2) \int \frac{d^4 k}{(2\pi)^4} \frac{k^\mu k^\beta k^\alpha}{k^2 q_1^2 q_2^2} \mathcal{F}_{a_2} (q_1^2, q_2^2) F_{\alpha} (q_1^2, q_2^2) \left[ (q_2^2 - q_1^2) \mathcal{F}_{a_2} (q_1^2, q_2^2) - (q_2^2 + q_1^2) \mathcal{F}_{s} (q_1^2, q_2^2) + k^2 (q_1^2 - q_2^2) \mathcal{F}_{a_2} (q_1^2, q_2^2) \right],
\]

where we have used the on-shell condition for the fermions, neglected their masses, and written the loop integration in the most symmetric way. In particular, rewriting the TFF combinations as

\[
(q_2^2 - q_1^2) \mathcal{F}_{a_2} (q_1^2, q_2^2) - (q_2^2 + q_1^2) \mathcal{F}_{s} (q_1^2, q_2^2) = -2q_2^2 \mathcal{F}_{a_2} (q_1^2, q_2^2) + 2q_2^2 \mathcal{F}_{s} (q_1^2, q_2^2),
\]

\[
[2q_1^2 q_2^2 + k^2 (q_1^2 + q_2^2)] \mathcal{F}_{s} (q_1^2, q_2^2) + k^2 (q_1^2 - q_2^2) \mathcal{F}_{a_2} (q_1^2, q_2^2) = 2(q_2^2 + q_1^2) q_1^2 \mathcal{F}_{a_2} (q_1^2, q_2^2)
\]

shows that the BL limits that are not well-defined — see equation (2.18) and the subsequent comment — always appear suppressed by the respective on-shell virtuality, as expected from the form of the physical helicity amplitudes. We conclude that these integration regions will therefore be of minor importance. Moreover, all remaining integrals are ultraviolet and infrared convergent by inspection of the parameterization of the form factors in equation (3.10) and equation (3.20). However, inserting the (isovector) VMD expressions directly into the loop integral would produce unphysical imaginary parts, which can be avoided by using the spectral representations of equation (3.16) and equation (3.21) instead, to ensure the correct analytic properties.

We performed the remaining PASSARINO–VELTMAN reduction in two ways: first, in an automated way using \textit{FeynCalc} [126–128], \textit{FeynHelpers} [129] (which collects FIRE [130] and
Similar expressions apply for the isoscalar parts and the extended VMD parameterization, with

\[
A_1 = \left( D_{11}^{I=1} + D_{11}^{I=0} \right) C_{a_1} + \left( D_{22}^{I=1} + D_{22}^{I=0} \right) C_{a_2} + \left( D_{33}^{I=1} + D_{33}^{I=0} \right) C_{s} + D_{\text{asym}},
\]

the latter approach, in the minimal VMD ansatz, leads to the representation

\[
D_{1/2}^{I=1} = \frac{M_{\rho}^2 M_{\rho}^2}{16\pi^4 N_\pi m_{f_1}^4} \int_{4M_{\rho}^2}^\infty dx \int_{4M_{\rho}^2}^\infty dy \int_0^1 dz \operatorname{Im} \left[ P_{\rho}^{\text{BW}}(x) \right] \operatorname{Im} \left[ P_{\rho}^{\text{BW}}(y) \right] f_{1/2}(x, y, z, m_{f_1}),
\]

\[
D_{3}^{I=1} = \frac{M_{\rho}^4}{16\pi^4 N_\pi m_{f_1}^4} \int_{4M_{\rho}^2}^\infty dx \int_{4M_{\rho}^2}^\infty dy \int_0^1 dz \operatorname{Im} \left[ P_{\rho}^{\text{BW}}(x) \right] \operatorname{Im} \left[ P_{\rho}^{\text{BW}}(y) \right] f_3(x, y, z, m_{f_1}),
\]

where

\[
f_1 = \frac{\bar{x} - \bar{y}}{x y} \left[ \frac{x z \log \frac{\Delta(x, y, z)}{-x z}}{\Delta(y, z)} - (1 - z) \log \Delta(x, y, z) \right]
\]

\[
+ \frac{z}{x y} (\bar{x} \log (-\bar{x} z) - \bar{y} \log (-\bar{y} z)) + \frac{(1 - z)(1 - 3z) \log \frac{\Delta(\bar{x}, x)}{\Delta(x, y, z)}}{2x y} - (x \leftrightarrow y),
\]

\[
f_2 = \frac{\bar{x} - \bar{y}}{2x y} \left[ \frac{x z \log \frac{\Delta(x, x, y)}{-x z}}{\Delta(x, y, z)} + z \log \Delta(x, y, z) + \frac{1}{4} \right] - \frac{3z - 2}{2x y} (\bar{x} \log \Delta(x, z) - \bar{y} \log \Delta(\bar{y}, z))
\]

\[
- \frac{z}{x y} (\bar{x} \log (-\bar{x} z) - \bar{y} \log (-\bar{y} z)) - \frac{(1 - z)(1 - 3z) \log \frac{\Delta(\bar{x}, x, z)}{\Delta(x, y, z)}}{2x y} - (x \leftrightarrow y),
\]

\[
f_3 = -\frac{2z - 1}{2x y \Delta(y, z)} \left[ 2z^2 x^2 \log \frac{\Delta(x, y, z)}{-x z} \right]
\]

\[
+ \left( 1 - z \right) \bar{y} \Delta(y, z) \left[ 2\bar{x} z + \Delta(y, z) \left( 1 - 3z + 2(\bar{x} + \bar{y}) \right) \right]
\]

\[
+ \frac{z (4z - 2 + \bar{x} (22z - 5))}{4x y \Delta(y, z)^2} \left[ x z \log \frac{\Delta(x, y, z)}{-x z} + (1 - z) \Delta(y, z) \right] - \frac{z^2 (5 + 9\bar{x}) \log \frac{\Delta(\bar{x}, z)}{-x z}}{2y} \Delta(y, z)
\]

\[
+ \frac{(1 - z) \left[ 5 (8z^2 - 7z + 1) + 18 (2\bar{x} z + \bar{y}(1 - z)) \right] \log \Delta(x, y, z)}{4x y} + \frac{x^2 - 1}{4y} \log \frac{1 - x}{x}
\]

\[
+ \frac{\bar{y}^2 - 1}{4x} \log \frac{1 - \bar{y}}{-\bar{y}} - \frac{3}{2y} \log (-x) - \frac{3}{2x} \log (-\bar{y}) + \frac{7 + 19(\bar{x} + \bar{y}) + 6(\bar{x}^2 + \bar{y}^2)}{24x y},
\]

with

\[
\Delta(x, y, z) = z(1 - z) - x(1 - z) y, \quad \Delta(x, z) = z - x, \quad x = \frac{y}{m_{f_1}^2}, \quad \bar{y} = \frac{y}{m_{f_1}^2},
\]

and the correct analytic continuation is defined by \( x \rightarrow x - i\epsilon \), \( y \rightarrow y - i\epsilon \) in the logarithms. Similar expressions apply for the isoscalar parts and the extended VMD parameterization,
shown in table 5, including the uncertainties from the variation in
dimensionless coefficients can be compared in a meaningful way. Our numerical results are
where the prefactor for \( D_1 \) including the asymptotic contribution
\[
\frac{\Gamma_{\rho}(4\pi)}{\Gamma_{\rho}(\omega H, \pi H)}(q^2) = \frac{\Gamma_{\rho}(q^2)}{\Gamma_{\rho}(q^2)}(q^2)
\]

| \( D_1^{00} \times 10^3 \) | (\(-0.126\)^{+0.026}_{-0.031} + (\(-1.501\)^{+0.192}_{-0.121} i) | (\(-0.173\)^{+0.030}_{-0.034} + (\(-1.659\)^{+0.107}_{-0.126} i) |
| \( D_2^{00} \times 10^3 \) | (\(-0.978\)^{+0.030}_{-0.038} + 1.593^{+0.119}_{-0.144} i) | (\(-1.032\)^{+0.030}_{-0.036} + 1.755^{+0.129}_{-0.150} i) |
| \( D_3^{00} \times 10^3 \) | 3.189 + 2.338 i |
| \( D_3^{00} \times 10^3 \) | 4.66^{+0.30}_{-0.37} + 0.88^{+0.05}_{-0.06} i |
| \( D_3^{00} \times 10^3 \) | 6.78^{+0.90}_{+1.19} + 0.06^{+0.00}_{+0.00} i |
| \( D_3^{00} \times 10^3 \) | 3.835 + 3.193 i |
| \( D_3^{00} \times 10^3 \) | 8.736 + 3.775 i |
| \( D_{\text{asym}} \times 10^3 \) | 0.146 + 0.038 + 0.019 + 0.011 |

Table 5. Numerical results for the constants defined in equation (5.12) for the two \( \rho' \) spectral functions \( \Gamma_{\rho'}(q^2) = \Gamma_{\rho}(4\pi)(q^2) \), equation (3.12), and \( \Gamma_{\rho'}(q^2) = \Gamma_{\rho}(\omega H, \pi H)(q^2) \), equation (3.13). The uncertainties refer to the variation \( \Gamma_{\rho'} = (400 \pm 60) \text{ MeV} \), see appendix E, which gives the dominant parametric effect. \( D_{\text{asym}} \) is given for the reference points \( \sqrt{s_m} \in \{1.0, 1.3, 1.5, 1.7\} \text{ GeV} \). 

the latter including the asymptotic contribution
\[
D_{\text{asym}} = \frac{3 F_{1f}^{\text{eff}}}{8 \pi^2 m_{1f}^3} \int_0^\infty dx \int_0^1 dz \, f_{\text{asym}}(x, z, m_{1f}), \quad (5.11)
\]
\[
f_{\text{asym}} = \frac{z^4(1-z)^2}{2 x (x-z)^4 (1-z-x)} \left[ (2-z) \frac{z^2}{(8-23z+27z^2-14z^3)} \right]
- \frac{z(1-z)}{2 (x-z)^3} \left[ z^2 \left( 17-37z+37z^2-14z^3 \right) + 2(2+11z-17z^2+10z^3) \right]
- 3z^2(2z+1) - \frac{z^2(z+2) + 2x(5-2z) - 9x^2}{2 (x-z)^4} \log \frac{z(1-z-x)}{-xz}.
\]

In all cases the numerical integration is performed with the Cuhre algorithm from the Cuba library [124].

For the numerical analysis we further write the coefficients in equation (5.7) according to
\[
D_i = D_i^{l=1} + D_i^{l=0}, \quad i = 1, 2, 3, \quad D_{\text{asym}} = \frac{F_{1f}^{\text{eff}} m_{1f}^3}{M_p^3} D_{\text{asym}},
\]
\[
D_i^{l=1} = \frac{D_1^{00}}{N_s}, \quad D_i^{l=0} = 0, \quad i = 1, 2, \quad D_{l=0} = R \rho D_3^{\omega} + R \phi D_3^{\phi},
\]
\[
D_i^{l=1} \mid_{\text{VMD}} = \frac{D_1^{00}(1 - \epsilon_1 - \epsilon_2) + D_3^{00} \epsilon_1 + D_3^{00} \epsilon_2}{N_s}, \quad D_{l=1} \mid_{\text{VMD}} = \frac{D_3^{00}}{N_s}, \quad (5.12)
\]

where the prefactor for \( D_{\text{asym}} \) is motivated from equation (3.32) to ensure that the resulting dimensionless coefficients can be compared in a meaningful way. Our numerical results are shown in table 5, including the uncertainties from the variation in \( \Gamma_{\rho'} \). Even after taking
the change in the normalizations into account, see table 1, these results show that the uncertainties due to the spectral shape and the width itself can lead to comparable effects.

To be able to better compare the various contributions, we also show the coefficients including their normalizations, see table 6, where we used the value of equation (3.33). For the extended VMD version the result in general depends on the \( \epsilon_1/2 \); here, we show the special case for \( C_{a_2} = 0 \). For \( D_3^{I=0} \) the error is propagated from equation (3.27) and for \( D_{\text{asy}} \) from equation (3.33).

\[
\begin{array}{|c|c|c|}
\hline
D_I^{I=1} & 10^3 & \Gamma_0^{(4\pi)}(q^2) \quad \Gamma_0^{(\omega\pi,\pi\pi)}(q^2) \\
\hline
D_1^{I=1} & (-0.218)^{+0.033}_{-0.034} + (-2.601)^{+0.070}_{-0.007} i & (-0.269)^{+0.032}_{-0.032} + (-2.583)^{+0.011}_{-0.010} i \\
D_2^{I=1} & (-1.695)^{-0.060}_{+0.063} + 2.760^{+0.033}_{-0.031} i & (-1.606)^{+0.053}_{+0.054} + 2.732^{+0.038}_{+0.036} i \\
D_3^{I=1} & VMD \times 10^3 & 3.961 + 2.904 i \\
D_3^{I=1} & VMD \times 10^3 & 2.163^{+0.121}_{-0.148} + 3.592^{+0.061}_{+0.077} i & 1.930^{+0.128}_{-0.147} + 3.685^{+0.070}_{+0.085} i \\
D_3^{I=0} & 10^3 & -0.95(30) - 0.24(13) i \\
D_{\text{asy}} & 10^3 & 0.125(12) \quad 0.032(3) \quad 0.017(2) \quad 0.009(1) \\
\hline
\end{array}
\]

Table 6. Coefficients from equation (5.12), based on table 5 and the normalizations from table 1. For the extended VMD version the result in general depends on the \( \epsilon_1/2 \); here, we show the special case for \( C_{a_2} = 0 \). For \( D_3^{I=0} \) the error is propagated from equation (3.27) and for \( D_{\text{asy}} \) from equation (3.33).

Since the coupling constants are real, we use the decay width from equation (5.3) to obtain a branching ratio of

\[
B \left( f_1 \to e^+e^- \right) = \frac{E_1 C_{a_2}^2 + E_2 C_{a_2}^2 + E_3 C_8^2 + E_1,2 C_{a_1} C_{a_2} + E_1,3 C_{a_1} C_8 + E_2,3 C_{a_2} C_8}{\Gamma_f} + \frac{E_{1,\text{asy}} C_{a_1} + E_{2,\text{asy}} C_{a_2} + E_{3,\text{asy}} C_8 + E_{\text{asy}}}{\Gamma_f},
\]

\[
(5.13)
\]
Figure 10. Surface plots of $B(f_1 \rightarrow e^+e^-)$ (blue-yellow textured), equation (5.13), as obtained with the minimal (top) and extended (bottom) VMD parameterization (reference point $\sqrt{s_m} = 1.3\text{ GeV}$ for the latter) and using the central value of $C_\alpha = 0.93(11)$, equation (4.24), $\Gamma_\rho(q^2) = \Gamma_\rho^{(4\pi)}(q^2)$ (left), equation (3.12), and $\Gamma_\rho'(q^2) = \Gamma_\rho^{(4\pi)}(q^2)$ (right), equation (3.13), together with the central value of the measurement $B(f_1 \rightarrow e^+e^-) = 5.1^{+3.7}_{-2.7} \times 10^{-9}$ [89] (red).

where we defined

$$E_i = \frac{64\pi^3\alpha^4m_{f_1}}{3}|D_i|^2, \quad i = 1, 2, 3,$$

$$E_{i,j} = \frac{128\pi^3\alpha^4m_{f_1}}{3}\text{Re}[D_iD_j^*], \quad (i, j) = (1, 2), (1, 3), (2, 3),$$

$$E_{i,\text{asym}} = \frac{128\pi^3\alpha^4m_{f_1}}{3}\text{Re}[D_iD_{\text{asym}}^*], \quad i = 1, 2, 3, \quad E_{\text{asym}} = \frac{64\pi^3\alpha^4m_{f_1}}{3}|D_{\text{asym}}|^2,$$  

2 and the terms involving $D_{\text{asym}}$ are only included in the extended VMD representation.

Similarly to equation (4.26), the solution of equation (5.13) in terms of the unknown couplings $C_{a_1}$ and $C_{a_2}$ represents an ellipse in the minimal VMD case, which, however, changes for the extended VMD representation, see figure 10. Here, we used the central value of $C_\alpha = 0.93(11)$, equation (4.24), to remove one unknown and set $\sqrt{s_m} = 1.3\text{ GeV}$ for the asymptotic contribution [26, 27]. In fact, the results in table 5 and table 6 show that $D_{\text{asym}}$ remains small for a wide range of matching scales $s_m$, so that the details of the matching do not play a role in view of the present experimental uncertainties. For definiteness, we will continue to use $\sqrt{s_m} = 1.3\text{ GeV}$ in the following, with the understanding that the
Our fit 4.2(1.0)%
Serpukhov [86, 88] 0.74(26) × 10⁻³
SND [89] (5.1_{+3.7}⁻_{-2.7}) × 10⁻⁹

Table 7. Summary of the experimental measurements used in our global analysis. In addition, we use the L3 data for e⁺e⁻ → e⁺e⁻ f₁, see section 4.1.

matching can be refined once improved data become available, along the lines described in appendix A.

In order to solve for all couplings, we need to consider a combined analysis of all constraints, see section 6. However, given that the biggest contribution tends to come from the symmetric term, see table 5, it is instructive to study the case Cₐ₁ = Cₐ₂ = 0 and consider the f₁ → e⁺e⁻ decay as an independent determination of Cₛ. For the minimal VMD ansatz we find

\[ Cₛ = 1.7_{-0.5}^{+0.6}, \]

where the isoscalar contribution implies an increase by about 0.3(1). The extended variant gives

\[ Cₛ = 1.9_{-0.6}^{+0.8}, \]

where the uncertainties from the dependence on the ρ' spectral function, its width, and the asymptotic contribution, ΔCₛ ≲ 0.03, are negligible compared to both the experimental error and the uncertainty from the isoscalar contribution. Both values are larger than the L3 result given in equation (4.24), indicating that indeed a significant contribution from the antisymmetric TFFs should be expected, which in view of the results from table 6 is well possible with plausible values of Cₐ₁/₂. Finally, the difference between equation (5.15) and equation (5.16) gives a first estimate of the sensitivity to the chosen VMD ansatz.

6 Combined phenomenological analysis

In this section, we perform a global analysis of the experimental constraints from e⁺e⁻ → e⁺e⁻ f₁, f₁ → ργ, and f₁ → e⁺e⁻. We will also consider f₁ → φγ due to its relation via U(3) symmetry, but not include f₁ → 4π for the reasons stated in section 4.2 and appendix D. Most of the input quantities follow in a straightforward way from the experimental references and the compilation in ref. [86], see table 7, except for the branching fraction of the ργ channel, for which the fit by the Particle Data Group (PDG) and the direct measurement by VES [87] disagree by 2.5σ.

---

*Due to the interference with the asymptotic contribution, there are, in principle, two solutions, which, however, are very close in magnitude.*
The PDG fit proceeds in terms of the five branching fractions for $f_1 \rightarrow 4\pi$, $a_0(980)\pi$ (excluding $a_0(980) \rightarrow K\bar{K}$), $\eta\pi\pi$ (excluding $a_0(980)\pi$), $K\bar{K}\pi$, and $\rho\gamma$, including data on

1. $\Gamma(f_1 \rightarrow K\bar{K}\pi)/\Gamma(f_1 \rightarrow 4\pi)$ [133–135],
2. $\Gamma(f_1 \rightarrow 4\pi)/\Gamma(f_1 \rightarrow \eta\pi\pi)$ [136, 137],
3. $\Gamma(f_1 \rightarrow \rho\gamma)/\Gamma(f_1 \rightarrow 4\pi)$ [138],
4. $\Gamma(f_1 \rightarrow a_0(980)\pi$ (excluding $K\bar{K}\pi$))/\Gamma(f_1 \rightarrow \eta\pi\pi$) [136, 139, 140],
5. $\Gamma(f_1 \rightarrow K\bar{K}\pi)/\Gamma(f_1 \rightarrow \eta\pi\pi$) [136, 139–143],
6. $\Gamma(f_1 \rightarrow \eta\pi\pi)/\Gamma(f_1 \rightarrow \rho\gamma$) [140, 141, 144],

however, with the notable exception of the constraint from ref. [87]. This fit has a reduced $\chi^2$/dof $= 24.0/14 = 1.71$, reflecting the significant tensions in the data base. These tensions become exacerbated when including ref. [87] in the fit, leading to a slightly smaller $\rho\gamma$ branching fraction of 5.3%, with $\chi^2$/dof $= 33.5/15 = 2.23$. The origin of the tensions can be traced back to the input for $\Gamma(f_1 \rightarrow \eta\pi\pi)/\Gamma(f_1 \rightarrow \rho\gamma$), which is measured as 21.3(4.4) [140], 10(1)(2) [141], and 7.5(1.0) [144], with some additional sensitivity to the $\rho\gamma$ channel from $\Gamma(f_1 \rightarrow \rho\gamma)/\Gamma(f_1 \rightarrow 4\pi$) [138].

The main reason why the fit prefers the $\rho\gamma$ branching fraction from refs. [141, 144] is that the $\chi^2$ minimization is set up in terms of $\Gamma(f_1 \rightarrow \eta\pi\pi)/\Gamma(f_1 \rightarrow \rho\gamma$), not the inverse quantity, as would be canonical given that $\Gamma(f_1 \rightarrow \rho\gamma$) is the smallest of the fit components and could thus be treated perturbatively. Using $\Gamma(f_1 \rightarrow \rho\gamma)/\Gamma(f_1 \rightarrow \eta\pi\pi$) instead in the minimization gives a similar $\chi^2$/dof $= 24.9/14 = 1.78$, but reduces the $\rho\gamma$ branching fraction to 4.9(9)% (including the scale factor from ref. [86]), close to the naive average of refs. [138, 140, 141, 144] when taking the respective normalization channel from the fit. Including in addition the measurement from ref. [87], we find $\chi^2$/dof $= 28.6/15 = 1.91$ and

$$
B(f_1 \rightarrow 4\pi) = 33.4(1.8)\% \quad [32.7(1.9)\%],
$$

$$
B(f_1 \rightarrow a_0(980)\pi \text{ excluding } a_0(980) \rightarrow K\bar{K}) = 38.6(4.2)\% \quad [38.0(4.0)\%],
$$

$$
B(f_1 \rightarrow \eta\pi\pi \text{ excluding } a_0(980)\pi) = 14.6(4.1)\% \quad [14.0(4.0)\%],
$$

$$
B(f_1 \rightarrow K\bar{K}\pi) = 9.2(4)\% \quad [9.0(4)\%],
$$

$$
B(f_1 \rightarrow \rho\gamma) = 4.3(8)\% \quad [6.1(1.0)\%],
$$

where the results of the PDG fit are indicated in brackets (for better comparison the same channel-specific scale factors have been applied as in ref. [86]). Finally, the limit

10Reference [87] only quotes the final $\rho\gamma$ branching fraction, not $\Gamma(f_1 \rightarrow \eta\pi\pi)/\Gamma(f_1 \rightarrow \rho\gamma$) as measured in the experiment, but the $\eta\pi\pi$ branching fraction from ref. [145] is very close to the one from ref. [86], rendering the systematic error from the conversion negligible.

11The latter value is given as 5.0(7) in ref. [144] for $\eta\pi^+\pi^-$, and has thus been increased by the isospin factor $3/2$ in the PDG listing. There is also a limit $B(f_1 \rightarrow \rho\gamma) < 5\%$ at 95% confidence level from ref. [146], in tension with refs. [141, 144].
all cases the parameter without the constraint from predictions for the branching fraction of the yet unmeasured decay certainty on $B$

the parameterization $\Gamma$ the spread among the models is too large to make that comparison conclusive. 

considered in refs. [140, 147–150] in general do prefer smaller $\rho\gamma$ branching fractions, one may also compare to theoretical expectations. The models main argument in favor of this procedure is the avoidance of a fit bias towards the larger $\rho\gamma$ branching fractions, but do not include any $U(3)$ uncertainties. 

from ref. [146] tends to further reduce the average a little, which together with a slightly increased scale factor when including refs. [87, 146] leads us to quote

$$B(f_1 \rightarrow \rho\gamma) = 4.2(1.0)\%$$

as our final average, which we will use in the subsequent analysis, see table 7. While our main argument in favor of this procedure is the avoidance of a fit bias towards the larger $\rho\gamma$ branching fractions, one may also compare to theoretical expectations. The models considered in refs. [140, 147–150] in general do prefer smaller $\rho\gamma$ branching fractions, but the spread among the models is too large to make that comparison conclusive.

The results of the global analysis are shown in table 8 and table 9, restricted to the parameterization $\Gamma^{(\omega\pi,\pi\pi)}(y)$ due to the dominant experimental uncertainties. The latter are propagated as given in table 7, except for $B(f_1 \rightarrow \rho\gamma)$, for which we use $B(f_1 \rightarrow \phi\gamma)/(R^\phi)^2 = 3.0(1.6)\%$ as data point in the minimization, including the uncertainty on $R^\phi$ from equation (3.27). As a side result, table 8 and table 9 also contain predictions for the branching fraction of the yet unmeasured decay $f_1 \rightarrow \omega\gamma$. The outcome in the four cases considered — minimal and extended VMD representations each with and without the constraint from $B(f_1 \rightarrow \phi\gamma)$ — is illustrated in figure 11 and figure 12. In all cases the parameter $C_s$ is by far best constrained, its value hardly changes compared

| $f_1 \rightarrow \phi\gamma$ | No | Yes |
|-----------------------------|----|-----|
| $\chi^2/\text{dof}$       | 2.72/2 = 1.36 | 6.60/2 = 3.30 | 8.67/3 = 2.89 | 8.28/3 = 2.76 |
| $p$-value                   | 0.26 | 0.04 | 0.03 | 0.04 |
| $C_s$                       | 0.97(13) | 1.01(18) | 0.95(18) | 0.99(17) |
| $C_{a_1}$                   | -0.23(13) | 0.91(21) | -0.09(14) | 0.80(17) |
| $C_{a_2}$                   | 0.51(21) | 0.53(39) | 0.17(25) | 0.34(30) |
| $p_s$                       | 0.43 | 0.41 | 0.21 | 0.31 |
| $p_{a_2}$                   | -0.42 | -0.13 | -0.50 | -0.37 |
| $p_{a_1 a_2}$               | -0.44 | 0.77 | -0.29 | 0.66 |
| $B(f_1 \rightarrow e^+e^-) \times 10^9$ | 2.7(6) | 0.7(3) | 1.8(6) | 0.7(3) |
| $B(f_1 \rightarrow \phi\gamma) \times 10^3$ | 2.5(1.3) | 1.5(1.1) | 1.3(8) | 1.1(7) |
| $B(f_1 \rightarrow \omega\gamma) \times 10^3$ | 5.6(1.7) | 4.4(2.2) | 2.7(1.3) | 3.3(1.4) |

Table 8. Best-fit results for the three VMD couplings $C_s$, $C_{a_1}$, and $C_{a_2}$ in the minimal VMD representation. Each fit includes the constraints from the normalization and slope of the TFF measured by L3 in $e^+e^- \rightarrow e^+e^- f_1$, from $B(f_1 \rightarrow \rho\gamma)$, $\tau_{\rho\gamma}$, and $B(f_1 \rightarrow e^+e^-)$. In addition, we show the variants including $B(f_1 \rightarrow \phi\gamma)$ as a sixth constraint assuming $U(3)$ symmetry. The uncertainties include the scale factor $S = \sqrt{\chi^2/\text{dof}}$. We also show the correlations $\rho_{ij}$ among the three couplings and the value of $B(f_1 \rightarrow e^+e^-)$ preferred by each fit. Since the experimental uncertainties dominate by far in the case of $B(f_1 \rightarrow e^+e^-)$, we only show the results for $\Gamma^{(\omega\pi,\pi\pi)}(y)$ and $\sqrt{\sigma_m} = 1.3\text{ GeV}$ and do not include the theory uncertainties discussed in detail in section 5.

The uncertainties quoted for $B(f_1 \rightarrow V\gamma)$ refer to the fit errors and $R^V$, but do not include any $U(3)$ uncertainties.
however, needs to be treated with care. First, the uncertainties on improved measurement of among the other constraints, as reflected by a reduced value of this branching fraction thus coincides with the input. There is good consistency without the latter, the value of \( B \) of figure 13. While some tension is expected due to the singly-virtual asymptotic behavior resulting relevant form factor combination to the L3 dipole fit — see section 4.1 — in the fit, would imply a much smaller value of \( B \) once including cases, Solution 1 is strongly preferred, the exception being the minimal VMD fit including \( B(f_1 \rightarrow \phi \gamma) \), in which case Solution 2 displays a slightly better fit quality.

In the minimal VMD representation, all constraints are sensitive to \( C_{a2} \), but especially once including \( B(f_1 \rightarrow \phi \gamma) \) there is significant tension among the different bands. In Solution 2, the region preferred by all constraints but \( B(f_1 \rightarrow e^+e^-) \), which thus dominate the fit, would imply a much smaller value of \( B(f_1 \rightarrow e^+e^-) \) than reported by SND [89], while Solution 1 is better in line with the SND result. An improved measurement of \( B(f_1 \rightarrow e^+e^-) \) could therefore differentiate between these scenarios. In addition, we compare the resulting relevant form factor combination to the L3 dipole fit — see section 4.1 — in figure 13. While some tension is expected due to the singly-virtual asymptotic behavior of \( F_{a1}(q_1^2, q_2^2) \), see table 2, the resulting curves for Solution 2 start to depart from the L3 band already around \( Q = 0.5 \text{ GeV} \), which further disfavors this set of solutions.

In the extended VMD representation, the dependence on \( C_{a2} \) disappears in all observables except from \( B(f_1 \rightarrow e^+e^-) \) and, potentially, \( B(f_1 \rightarrow \phi \gamma) \). Accordingly, in the fit without the latter, the value of \( C_{a2} \) is solely determined by \( B(f_1 \rightarrow e^+e^-) \), and the best-fit value of this branching fraction thus coincides with the input. There is good consistency among the other constraints, as reflected by a reduced \( \chi^2 \) around unity. In this case, an improved measurement of \( B(f_1 \rightarrow e^+e^-) \) could thus be interpreted as a determination of \( C_{a2} \). Once \( B(f_1 \rightarrow \phi \gamma) \) is included, one obtains an additional constraint on \( C_{a2} \), which, however, needs to be treated with care. First, the uncertainties on \( R^0 \) have been included.

| \( f_1 \rightarrow \phi \gamma \) | Solution 1 | Solution 2 | Solution 1 | Solution 2 |
|---|---|---|---|---|
| \( \chi^2/\text{dof} \) | 2.25/2 = 1.12 | 4.40/2 = 2.20 | 4.01/3 = 1.34 | 7.53/3 = 2.51 |
| \( p \)-value | 0.33 | 0.11 | 0.26 | 0.06 |
| \( C_1 \) | 1.00(10) | 1.02(14) | 1.00(11) | 1.02(15) |
| \( C_{a1} \) | -0.18(12) | 0.85(14) | -0.19(12) | 0.85(15) |
| \( C_{a2} \) | 1.03(36) | 1.17(32) | -0.20(29) | 0.13(47) |
| \( \rho_{a1} \) | 0.10 | 0.86 | 0.10 | 0.86 |
| \( \rho_{a2} \) | 0.00 | 0.21 | -0.34 | -0.32 |
| \( \rho_{a1a2} \) | 0.08 | 0.19 | 0.18 | -0.27 |
| \( \epsilon_1 \) | 2.59(1.33) | 3.00(1.15) | -1.79(1.01) | -0.64(1.65) |
| \( B(f_1 \rightarrow e^+e^-) \times 10^9 \) | 5.1(3.3) | 5.1(4.7) | 1.5(4) | 0.3(4) |
| \( B(f_1 \rightarrow \phi \gamma) \times 10^9 \) | 4.4(2.4) | 3.4(2.0) | 0.8(6) | 0.8(7) |
| \( B(f_1 \rightarrow \omega \gamma) \times 10^9 \) | 9.1(3.1) | 6.8(2.2) | 1.9(1.0) | 3.3(1.1) |

Table 9. Same as table 8, but for the extended VMD case, including the resulting parameter \( \epsilon_1 \).
in the fit, but in addition there are $U(3)$ uncertainties that are difficult to quantify. Moreover, the isoscalar contributions have been treated in their minimal variant throughout, but if excited $\omega'$ and $\phi'$ states were included, the dependence on $C_{a2}$ would again change, even disappear in a scenario similar to the extended VMD representation for the isovector contributions. Since the fit including $B(f_1 \to \phi\gamma)$ favors a value of $B(f_1 \to e^+ e^-)$ smaller than SND (for Solution 1 similar in size to the ones for Solution 1 in the minimal VMD case), an improved measurement of $B(f_1 \to e^+ e^-)$ would also allow one to differentiate between these scenarios. In addition to the worse $\chi^2$, Solution 2 is again disfavored by the comparison to L3, see figure 13.

In contrast, for Solution 1 of both the minimal and the extended VMD fit departures from the L3 dipole only arise around $Q = 1$ GeV, which implies agreement with all but the last data point of ref. [7] (centered around $Q = 1.8$ GeV, where the curves still agree within uncertainties). In fact, a large part of the pull is a result of the slightly increased value of $C_s$ from the global fit, while the impact of the asymptotic behavior of $F_{a1}(-Q^2,0)$ remains small. Finally, we observe that most extended VMD fits require a substantial
$\rho'$ contribution, as reflected by the large values of $\epsilon_1$ shown in table 9. In fact, for the fit without $B(f_1 \rightarrow \phi\gamma)$ it even exceeds the coefficient of the $\rho$ contribution, which could be considered an indication that smaller values of $B(f_1 \rightarrow e^+e^-)$ are preferred. We also implemented a variant of the extended VMD fit in which $\epsilon_1$ was allowed to float freely, but this did not improve the fit quality, with a resulting $\epsilon_1$ consistent with the ones imposed via equation (3.35).

7 Summary and outlook

In this paper, we performed a comprehensive analysis of the TFFs of the axial-vector resonance $f_1(1285)$, motivated by its contribution to HLbL scattering in the anomalous magnetic moment of the muon. Our study is based on all available constraints from $e^+e^- \rightarrow e^+e^- f_1$, $f_1 \rightarrow 4\pi$, $f_1 \rightarrow \rho\gamma$, $f_1 \rightarrow \phi\gamma$, and $f_1 \rightarrow e^+e^-$, all of which are sensitive to different
aspects of the $f_1 \to \gamma^* \gamma^*$ transition. Since the amount of data is limited, a completely model-independent determination of all three TFFs is not feasible at present, leading us to consider parameterizations motivated by vector meson dominance. To assess the sensitivity to the chosen parameterization, we constructed two variants, a minimal one that produces non-vanishing results for all TFFs, and an extension that improves the asymptotic behavior by matching to short-distance constraints. In each case this leaves three coupling constants as free parameters, $C_s$, $C_{a1}$, and $C_{a2}$, for the symmetric and the two antisymmetric TFFs, in terms of which the analysis is set up.

As a first step, we derived master formulae for all processes in terms of these couplings and performed cross checks when analyzing each process in terms of the dominant coupling $C_s$. This reveals that the decay $f_1 \to 4\pi$ does not provide further information on the TFFs, as the mechanism $f_1 \to a_1 \pi \to \rho \pi \pi \to 4\pi$ likely dominates with respect to $f_1 \to \rho \rho \to 4\pi$, and only the latter can be related to the $f_1$ TFFs. The process is thus discarded in the subsequent analysis. For the remaining observables we performed detailed uncertainty estimates, including the subleading isoscalar contributions, the properties of the $\rho'$ meson and its spectral function, and the matching to short-distance constraints. In all cases we conclude that the dominant uncertainties are currently of experimental origin.
Combining all constraints in a global fit, we found that the symmetric coupling $C_s$ is by far best determined, with substantial differences in $C_{a_1}$ and $C_{a_2}$ among the different scenarios, see table 8, table 9, figure 11, and figure 12 for our central results. Out of two sets of solutions — Solution 1 with a small negative value of $C_{a_1}$, Solution 2 with a sizable positive one — the former is in general preferred by the fit, with Solution 2 further disfavored by the comparison to space-like $e^+e^-\rightarrow e^+e^-f_1$ data, see figure 13. In the case of the minimal VMD representation, we observed some tension between $B(f_1 \rightarrow e^+e^-)$ and the remaining constraints especially when including $B(f_1 \rightarrow \phi\gamma)$ in the fit, leading to a preference for a branching fraction below the value recently reported by the SND collaboration. In the extended parameterization, the dependence on $C_{a_2}$ drops out in all observables but $B(f_1 \rightarrow e^+e^-)$ and, potentially, $B(f_1 \rightarrow \phi\gamma)$, but limited information about the isoscalar sector together with necessary $U(3)$ assumptions render the latter constraint less reliable. While the $f_1 \rightarrow \phi\gamma$ branching fraction seems to prefer a smaller value of $B(f_1 \rightarrow e^+e^-)$ (similar to the minimal VMD fit), we conclude that the parameter that controls its size, $C_{a_2}$, is largely unconstrained at the moment, and would thus profit most from an improved measurement of $B(f_1 \rightarrow e^+e^-)$.

In general, new measurements of $B(f_1 \rightarrow e^+e^-)$ — as possible in the context of $e^+e^-\rightarrow$ hadrons energy scans at SND and CMD-3 — would be highly beneficial to further constrain the $f_1$ TFFs, given that the resulting constraints are complementary to other observables, in particular, providing sensitivity to doubly-virtual kinematics and the antisymmetric TFFs. Apart from a more reliable determination of $C_{a_2}$, one could also validate and, if necessary, refine the underlying VMD assumptions. Furthermore, improved measurements of $e^+e^-\rightarrow e^+e^-f_1$ would be valuable to further constrain the singly-virtual TFFs — in particular, the asymptotic behavior of $F_{a_1}(q^2,0)$ — ideally adding new data points above 1 GeV and being analyzed using the full momentum dependence given in equation (4.11), to avoid the corresponding limitation in the interpretation of the L3 data. Such analyses are possible at BESIII [151] and Belle II [152]. To go beyond VMD parameterizations, the energy dependence in the (dispersively improved) Breit–Wigner propagators would need to be constrained by data, which would require differential information on $f_1$ decays. At the moment, our analysis summarizes the combined information on the $f_1$ TFFs that can be extracted from the available data in terms of simple parameterizations, which we expect to become valuable for forthcoming estimates of the axial-vector contributions to HLbL scattering.
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A Asymptotic behavior including mass effects

In this appendix, we generalize the considerations of refs. [26, 27] regarding a double-spectral representation of BL scaling to include mass effects that arise from the kinematic variables in the denominator. Starting from

\[ \mathcal{F}_2(q_1^2, q_2^2) = -F_A^2 m_A^2 \partial_{q_1^2} \int_0^1 du \frac{\phi(u)}{uq_1^2 + (1 - u)q_2^2 - u(1 - u)m_A^2} + \mathcal{O}(1/q_i^6), \]
\[ \mathcal{F}_3(q_1^2, q_2^2) = F_A^3 m_A^3 \partial_{q_2^2} \int_0^1 du \frac{\phi(u)}{uq_1^2 + (1 - u)q_2^2 - u(1 - u)m_A^2} + \mathcal{O}(1/q_i^6), \] (A.1)

see equation (2.12), we see that the asymptotic behavior of the axial-vector TFFs can still be deduced from the simpler pseudoscalar case, which leads us to study the generic integral

\[ \tilde{I}(q_1^2, q_2^2, m^2) = \int_0^1 du \frac{\phi(u)}{uq_1^2 + (1 - u)q_2^2 - u(1 - u)m^2}, \] (A.2)

which, in the case \( q_1^2 = q_2^2 = -Q^2 \), evaluates to

\[ \tilde{I}(-Q^2, -Q^2, m^2) = -\frac{6}{Q^2 \xi} \left[ 1 - \frac{2}{\sqrt{\xi(4 + \xi)}} \log \left( \frac{\sqrt{4 + \xi} + \sqrt{\xi}}{\sqrt{4 + \xi} - \sqrt{\xi}} \right) \right] \]
\[ = -\frac{1}{Q^2} \left( 1 - \xi + \frac{3}{70} \xi^2 - \frac{\xi^3}{105} + \mathcal{O}(\xi^4) \right), \quad \xi = \frac{m^2}{Q^2}. \] (A.3)

Given the large masses of the axial-vector mesons, \( m = m_A \), such corrections in \( \xi \) may become relevant and equation (A.2) defines a convenient test case to study their impact.

As a first step, we observe that equation (A.2) can still be formulated as a single dispersion relation [121] via the transformation \( x = \frac{1}{u} (q_2^2 - m^2 u) \),

\[ \tilde{I}(q_1^2, q_2^2, m^2) = \frac{1}{\pi} \int_0^\infty dy \frac{\text{Im} \tilde{I}(x, q_2^2, m^2)}{x - q_1^2}, \]
\[ \text{Im} \tilde{I}(x, y, m^2) = \frac{3\pi}{m^2} \left( \frac{(x - y)^2 - m^2(x + y)}{\sqrt{x(x, y, m^2)}} - x + y \right), \] (A.4)

where \( y = q_2^2 \) has been assumed to be space-like. Analytic continuation in \( q_3^2 \) then allows one to rewrite the imaginary part in equation (A.4) in terms of another dispersion relation, leading to

\[ \tilde{I} \left( q_1^2, q_2^2, m^2 \right) = \frac{1}{\pi^2} \int_0^\infty dx \int_0^\infty dy \frac{\tilde{\rho}(x, y, m^2)}{(x - q_1^2)(y - q_2^2)} \]
\[ = -\frac{6}{m^2} \left[ 1 + \frac{q_1^2}{m^2} \log \left( 1 - \frac{m^2}{q_1^2} \right) + \frac{q_2^2}{m^2} \log \left( 1 - \frac{m^2}{q_2^2} \right) \right] \]
\[ + \frac{q_1^2 q_2^2}{\pi^2} \int_0^\infty dx \int_0^\infty dy \frac{\tilde{\rho}(x, y, m^2)}{x(x - q_1^2)(y - q_2^2)}, \] (A.5)

with double-spectral function

\[ \tilde{\rho} \left( x, y, m^2 \right) = \frac{3\pi}{m^2} \left( \frac{(x - y)^2 - m^2(x + y)}{\sqrt{-\lambda(x, y, m^2)}} \right) \theta \left( -\lambda \left( x, y, m^2 \right) \right). \] (A.6)
Restricting the integration in \(x, y\) should then allow one to isolate the asymptotic contributions while keeping the leading mass corrections. In the subtracted version, the singly-virtual limits become explicit since

\[
- \frac{6}{m^2} \left[ 1 + \frac{q_i^2}{m^2} \log \left( 1 - \frac{m^2}{q_i^2} \right) \right] = \int_0^1 du \frac{\phi(u)}{u q_i^2 - u(1-u)m^2}.
\]  

(A.7)

Further, to make connection with the massless limit of equation (3.44), which amounts to

\[
\bar{I}_{1} \left( q_1^2, q_2^2, q_3^2 \right) \frac{m^2}{q_1^2} \rightarrow -3q_1^2 \int_{s_m}^{\infty} \frac{dx}{(x-q_1^2)(x-q_2^2)}.
\]

see equation (3.42), we first note that this variant had been constructed in such a way that the singly-virtual contributions are removed, suggesting a matching in the limit \(q_1^2 = q_2^2 = -Q^2\), in which

\[
-3q_1^2 \int_{s_m}^{\infty} \frac{dx}{(x-q_1^2)(x-q_2^2)} = -\frac{1}{Q^2} \left[ 1 - 3s_m \left( \frac{s_m}{Q^2} \right)^2 + 10 \left( \frac{s_m}{Q^2} \right)^3 + \mathcal{O} \left( \left( \frac{s_m}{Q^2} \right)^4 \right) \right].
\]

(A.9)

To evaluate equation (A.5) in the same limit, we symmetrize the integration to \(v = x + y, w = x - y\) and introduce a step function \(\theta(v - v_m)\). In these variables, the \(w\) integration extends between \(w_\pm = \pm \sqrt{2m^2v - m^4}\), which shows that in the massless limit the double-spectral density indeed collapses to a \(\delta\) function, see equation (3.43). For \(q_1^2 = q_2^2 = -Q^2\), the \(w\) integration can be performed analytically, leading to

\[
\bar{I}_{1} \left( -Q^2, -Q^2, q_3^2 \right) = \frac{6}{m^4} \int_{v_m}^{\infty} dv \left( \frac{(v+2Q^2)^2 - m^2 v}{(v+2Q^2) \sqrt{(v+2Q^2)^2 - 2m^2 v + m^4}} - 1 \right)
\]

(A.10)

\[
= -12Q^2 \int_{v_m}^{\infty} dv \frac{v+Q^2}{(v+2Q^2)^3} + \mathcal{O} \left( m^2 \right)
\]

\[
= -\frac{1}{Q^2} \left[ 1 - 3 \frac{v_m}{4Q^2} + 6 \left( \frac{v_m}{4Q^2} \right)^2 - 8 \left( \frac{v_m}{4Q^2} \right)^3 + \mathcal{O} \left( \left( \frac{v_m}{Q^2} \right)^5 \right) \right] + \mathcal{O} \left( m^2 \right).
\]

The first three terms in the expansion thus match upon the identification \(v_m = 4s_m\).

### B Phenomenological Lagrangians

In this appendix, we define the Lagrangians used for the \(\rho\gamma, \rho\pi\pi, \) and \(\rho\omega\pi\) couplings and discuss the information that can be extracted for their \(\rho'\) analogs. In particular, we derive estimates for the branching ratios \(B(\rho' \rightarrow \pi\pi)\) and \(B(\rho' \rightarrow \omega\pi)\), which are necessary inputs for the construction of the energy-dependent width \(\Gamma_{\rho'(\rho\pi,\pi\pi)}(q^2)\) in equation (3.13).

For the coupling of photons to the vector mesons \(\{\rho, \omega, \phi, \rho', \ldots\}\), we use the effective interaction Lagrangian [115]

\[
L_{V,\gamma} = -\frac{e}{2} F^{\mu\nu} \left( \frac{\rho_{\mu\nu}}{g_{\rho\gamma}} + \frac{\omega_{\mu\nu}}{g_{\omega\gamma}} + \frac{\phi_{\mu\nu}}{g_{\phi\gamma}} + \frac{\rho'_{\mu\nu}}{g_{\rho'\gamma}} + \ldots \right),
\]

(B.1)
where $F^{\mu\nu} = \partial^\mu A^\nu - \partial^\nu A^\mu$ is the electromagnetic field strength tensor with the photon field $A^\mu$, $\{\rho^{(\mu)}_\mu, \rho^{(\mu)}_{\mu'}\}$, $\{\omega^{\mu}_{\mu'}, \omega^{\mu}_{\mu'}\}$, and $\{\phi_{\mu}, \phi_{\mu'}\}$ are the respective vector meson equivalents, and the ellipsis refers to excited isoscalar vector mesons that we omit from the following discussion for simplicity. The couplings of the three ground-state vector mesons are linked via $SU(3)$ symmetry according to $g_{\rho\gamma} : g_{\omega\gamma} : g_{\phi\gamma} = 1 : 3 : 3/\sqrt{2}$ [115], with the sign of $g_{\phi\gamma}$ adjusted according to equation (3.24). In the following, we neglect complex phases associated with actual pole residues (which are known to be tiny [155]), and work with the phase convention $\text{sgn} g_{\rho\gamma} = +1$. From the Lagrangian, the partial decay width of the vector mesons into $e^+e^-$ follows as

$$\Gamma(V \rightarrow e^+e^-) = \frac{4\pi\alpha^2}{3|g_{V\gamma}|^2} \left(1 + \frac{2m_e^2}{m_V^2}\right) \sqrt{m_V^2 - 4m_e^2}. \quad (B.2)$$

For the $\rho$ meson, one can solve for the coupling and insert the (experimental) value $\Gamma(\rho \rightarrow e^+e^-) = 7.04\text{keV} [86]$ to find

$$g_{\rho\gamma} = 4.96. \quad (B.3)$$

This value agrees well with the residue $|g_{\rho\gamma}| = 4.9(1)$ extracted from the pion vector form factor [153], and is also close to the expectation from $SU(3)$ symmetry, $g_{\rho\gamma}^{SU(3)} = g_{\omega\gamma}/3 = 5.6$, where $g_{\omega\gamma}$ can be similarly extracted from $\Gamma(\omega \rightarrow e^+e^-) = B(\omega \rightarrow e^+e^-)\Gamma_{\omega} = 0.625\text{keV} [86]$,

$$g_{\omega\gamma} = 16.7. \quad (B.4)$$

Furthermore, one can use $\Gamma(\phi \rightarrow e^+e^-) = 1.27\text{keV}$ to solve for the coupling of the $\phi$ meson, yielding

$$g_{\phi\gamma} = 13.38. \quad (B.5)$$

For the VMD application considered in this work, we also need a formulation in which the coupling of photons to vector mesons is momentum independent, with the respective vector meson considered on shell. Such a coupling can be formally defined via the Lagrangian

$$\tilde{L}_{V\gamma} = eA^\mu (\tilde{g}_{\rho\gamma}\rho_{\mu} + \tilde{g}_{\omega\gamma}\omega_{\mu} + \tilde{g}_{\phi\gamma}\phi_{\mu} + \tilde{g}_{\rho'\gamma}\rho'_{\mu} + \ldots), \quad (B.6)$$

where matching the amplitudes resulting from equation (B.1) and equation (B.6) for on-shell mesons determines

$$\tilde{g}_{V\gamma} = \frac{m_V^2}{g_{V\gamma}}. \quad (B.7)$$

In particular, we carry over the sign convention for the coupling constants $\tilde{g}_{V\gamma}$ from $g_{V\gamma}$ above.

In order to describe the coupling of (uncharged) isovector vector mesons to two pions, we employ the effective interaction Lagrangian [115]

$$\mathcal{L}_{\rho^{(\mu)}\pi\pi} = (g_{\rho\pi\pi}\rho_{\mu} + g_{\rho'\pi\pi}\rho'_{\mu})(\pi^+\partial^\mu\pi^- - \pi^-\partial^\mu\pi^+), \quad (B.8)$$

where $\pi^\pm$ denote the pion fields of definite charge and the coupling to two neutral pions is forbidden by BOSE symmetry. We find the decay width for $\rho^{(\mu)} \rightarrow \pi^+\pi^-$

$$\Gamma(\rho^{(\mu)} \rightarrow \pi^+\pi^-) = \frac{M_{\rho^{(\mu)}[g_{\rho^{(\mu)}\pi\pi}]^2}{48\pi} \left(1 - \frac{4M_\pi^2}{M_{\rho^{(\mu)}}^2}\right)^{3/2}. \quad (B.9)$$
A VMD ansatz for the pion vector form factor,\(^\text{12}\)
\[
F_V^\pi(q^2) \approx \frac{g_{\rho\pi\pi}}{g_{\rho\gamma}} \frac{M^2_\rho}{M^2_\rho - q^2 - i\sqrt{q^2\Gamma_\rho(q^2)}} + \frac{g_{\rho'\pi\pi}}{g_{\rho'\gamma}} \frac{M^2_{\rho'}}{M^2_{\rho'} - q^2 - i\sqrt{q^2\Gamma_{\rho'}(q^2)}},
\]
\text{(B.10)}
ddictates \(g_{\rho\pi\pi}\) to have the same sign as \(g_{\rho\gamma}\), so that under the assumption \(\Gamma(\rho \rightarrow \pi^+\pi^-) = \Gamma_\rho\) \[86\], we obtain
\[
g_{\rho\pi\pi} = 5.98,
\]
\text{(B.11)}
again close to the actual residue \(|g_{\rho\pi\pi}| = 6.01^{0.04}_{-0.07}\) \[154\].

Finally, starting from the anomalous interaction Lagrangian \(\mathcal{L}^{(3)}_{\gamma}\) given in ref. \[115\], we write down the Lagrangian that describes the coupling of the neutral isovector vector mesons to \(\omega\pi\)\(^0\),
\[
\mathcal{L}_{\rho(\pi)\omega\pi} = \frac{\epsilon^{\mu\nu\alpha\beta}}{2} \left( \partial_\beta n^0 \right) \left\{ g_{\rho\omega\pi} \left[ \left( \partial_\mu \rho_\nu \right) \omega_\alpha + \left( \partial_\mu \omega_\nu \right) \rho_\alpha \right] + g_{\rho'\omega\pi} \left[ \left( \partial_{\mu'} \rho'_{\nu'} \right) \omega_\alpha + \left( \partial_{\mu'} \omega_{\nu'} \right) \rho'_{\alpha} \right] \right\}.
\]
\text{(B.12)}
The corresponding \(\rho' \rightarrow \omega\pi\) decay width is given by
\[
\Gamma \left( \rho' \rightarrow \omega\pi \right) = \frac{|g_{\rho'\omega\pi}|^2}{96\pi M^2_{\rho'}} \lambda \left( M^2_{\rho'}, M^2_{\omega}, M^2_{\pi} \right)^{3/2}.
\]
\text{(B.13)}

In the following, we estimate the couplings \(|g_{\rho'\gamma}|, |g_{\rho'\pi\pi}|, \) and \(|g_{\rho'\omega\pi}|, \) as well as the relevant relative signs in these. One purpose is the construction of the energy-dependent width \(\Gamma_{\rho'\pi\pi}(q^2)\) in equation (3.13), which — besides the shape of the decay widths \(\Gamma(\rho' \rightarrow \pi\pi)\) and \(\Gamma(\rho' \rightarrow \omega\pi)\) — requires the branching ratios \(B(\rho' \rightarrow \pi\pi)\) and \(B(\rho' \rightarrow \omega\pi)\) as input. In addition, this allows us to assess the relative importance of \(\rho'\) contributions in \(f_1 \rightarrow \gamma^*\gamma^*\) versus those in \(f_1 \rightarrow 4\pi\).

Analyses of the pion vector form factor using improved variants of equation (B.10) suggest a \(\rho'\) contribution relative to the dominant \(\rho\) therein of an approximate strength \[91, 155, 156\]
\[
g_{\rho'\pi\pi}/g_{\rho\pi\pi} \approx -\frac{1}{10}.
\]
\text{(B.14)}
On the other hand, the \(\omega \rightarrow \pi\gamma^*\) TFF \[91, 157\] can be approximated in a VMD picture according to
\[
f_{\omega\pi}(q^2) \approx \frac{g_{\rho\omega\pi}}{g_{\rho\gamma}} \frac{M^2_\rho}{M^2_\rho - q^2 - i\sqrt{q^2\Gamma_\rho(q^2)}} + \frac{g_{\rho'\omega\pi}}{g_{\rho'\gamma}} \frac{M^2_{\rho'}}{M^2_{\rho'} - q^2 - i\sqrt{q^2\Gamma_{\rho'}(q^2)}}.
\]
\text{(B.15)}
The asymptotic behavior \(f_{\omega\pi}(q^2) = \mathcal{O}(q^{-4})\) \[83, 84, 158, 159\] implies a superconvergence sum-rule constraint on the couplings of equation (B.15) according to
\[
\frac{g_{\rho'\omega\pi}/g_{\rho'\gamma}}{g_{\rho\omega\pi}/g_{\rho\gamma}} = -\frac{M^2_\rho}{M^2_{\rho'}} \approx -\frac{1}{4},
\]
\text{(B.16)}
\[\text{Strictly speaking, this form is based on equation (B.6), not equation (B.1), but the difference essentially amounts to a constant that does not affect the relative signs.}\]
which is consistent with the experimental analysis of ref. [157]. From the experimental width \( \Gamma(\omega \to \pi\gamma) = 0.71 \text{ MeV} [86] \) and the corresponding formula [91]

\[
\Gamma(\omega \to \pi\gamma) = \alpha \frac{(M_\omega^2 - M_\pi^2)^3}{24M_\omega^2} |f_{\omega\pi}(0)|^2, \quad (B.17)
\]

we furthermore obtain the normalization \(|f_{\omega\pi}(0)| = 2.3 \text{ GeV}^{-1}\) and thus

\[
g_{\rho\omega\pi} \approx 15.4 \text{ GeV}^{-1} \quad (B.18)
\]

when combined with equation (B.16), choosing a positive sign convention for \(f_{\omega\pi}(0)\). Moreover, from equation (B.14) and equation (B.16) one deduces the ratio

\[
\frac{g_{\rho'\omega\pi}}{g_{\rho'\pi\pi}} \approx 6.4 \text{ GeV}^{-1}, \quad (B.19)
\]

so that under the assumption \(\Gamma_{\rho'} \approx \Gamma(\rho' \to \pi\pi) + \Gamma(\rho' \to \omega\pi)\) — neglecting another significant contribution from \(\rho' \to a_1\pi\) (\(a_1 \to 3\pi\))\(^{13}\) — one can use equation (B.9) and equation (B.13) to obtain

\[
|g_{\rho'\pi\pi}| \approx 1.60, \quad |g_{\rho'\omega\pi}| \approx 10.3 \text{ GeV}^{-1}. \quad (B.20)
\]

The branching ratios then become

\[
B(\rho' \to \pi\pi) \approx 6\%, \quad B(\rho' \to \omega\pi) \approx 94\%, \quad (B.21)
\]

and, for completeness, the \(\rho'\gamma\) coupling is estimated as

\[
|g_{\rho'\gamma}| \approx 13.3. \quad (B.22)
\]

The estimate equation (B.21) agrees with the expectation that the \(\rho'\) should be largely inelastic, and the resulting spectral function in equation (3.13) thus essentially defines an estimate of the \(4\pi\) channel dominated by \(\omega\pi\). We stress that these considerations should only be considered rough estimates, the main point being to define another plausible variant that allows us to assess the sensitivity of our results to the assumptions made for the \(\rho'\) spectral function. Finally, for our analysis of \(f_1 \to 4\pi\) including effects of the \(\rho'\), we require the ratio of coupling constants

\[
\frac{g_{\rho'\pi\pi} \times g_{\rho'\gamma}}{g_{\rho\pi\pi} \times g_{\rho\gamma}} \approx -0.7. \quad (B.23)
\]

\(^{13}\)References [160, 161] show that \(e^+e^- \to a_1\pi\), the second-largest subchannel of \(e^+e^- \to 4\pi\) beyond \(e^+e^- \to \omega\pi\), is already important at the \(\rho'\). Adding the \(a_1\pi\) channel will decrease the \(g_{\rho'\pi\pi}\) and \(g_{\rho'\omega\pi}\) couplings in parallel, with the ratio of branching fractions \(B(\rho' \to \pi\pi)/B(\rho' \to \omega\pi)\) kept fixed, but they then will not add up to 100\% anymore.
C Comparison to the literature

In this appendix, we briefly compare the basis of Lorentz structures and TFFs as well as the parameterization of the latter for the $f_1$ used in this work to the previous analysis of refs. [100, 101]. Since the TFFs are not (anti-)symmetrized in ref. [100], we use the basis introduced in section 2 for our comparison, that is, in particular, the structures from equation (2.6). When using equation (2.2) to translate the amplitude $\mathcal{M}(f_1 \rightarrow \gamma^* \gamma^*)$ from ref. [100] to the tensor matrix element given in equation (2.5), we find the structures to be related by

$$T^{\mu\nu\alpha}_{1[100]}(q_1, q_2) = -T^{\mu\nu\alpha}_{1[100]}(q_1, q_2),$$
$$T^{\mu\nu\alpha}_{2[100]}(q_1, q_2) = -T^{\mu\nu\alpha}_{3[100]}(q_1, q_2),$$
$$T^{\mu\nu\alpha}_{3[100]}(q_1, q_2) = T^{\mu\nu\alpha}_{2[100]}(q_1, q_2),$$

and the TFFs to be linked via

$$\mathcal{F}^{[100]}_{1}(q_1^2, q_2^2) = -4\pi \mathcal{F}_{1}(q_1^2, q_2^2),$$
$$\mathcal{F}^{[100]}_{2}(q_1^2, q_2^2) = -4\pi \mathcal{F}_{3}(q_1^2, q_2^2),$$
$$\mathcal{F}^{[100]}_{3}(q_1^2, q_2^2) = 4\pi \mathcal{F}_{2}(q_1^2, q_2^2).$$

(C.1)

(C.2)

While the structures are thus identical to ours except for two global signs and a permutation, the additional factor of $4\pi$ in the TFFs appears due to the fact that the fine-structure constant $\alpha$ is used in the definition of their matrix element instead of the factor $e^2$. The symmetry properties of the TFFs in their basis are given by $\mathcal{F}^{[100]}_{1}(q_2^2, q_1^2) = -\mathcal{F}^{[100]}_{1}(q_1^2, q_2^2)$ and $\mathcal{F}_{2}^{[100]}(q_2^2, q_1^2) = \mathcal{F}_{3}^{[100]}(q_1^2, q_2^2)$, where an (anti-)symmetrization similar to equation (3.1) would of course be straightforward. Moreover, the two-photon decay width, equation (2.11), becomes

$$\tilde{\Gamma}_{\gamma\gamma}^{[100]} = \frac{\alpha^2}{192\pi} m_A |\mathcal{F}_{2}^{[100]}(0, 0)|^2 = \frac{\alpha^2}{192\pi} m_A |\mathcal{F}_{3}^{[100]}(0, 0)|^2.$$

(C.3)

The strategy that is used in ref. [100] to determine the explicit parameterization of the TFFs in accord with a VMD model is, in fact, quite different from our approach — the model does not correspond to a strict VMD ansatz. Instead of proposing a VMD-like parameterization for the form factors $\mathcal{F}^{[100]}_{i}(q_1^2, q_2^2)$ as we did in equation (3.10), three form factors $h_i(q_1^2, q_2^2)$ are introduced, based on which an amplitude $\mathcal{M}(f_1 \rightarrow \rho^0 \rho^0 \gamma)$ is constructed by replacing $\mathcal{F}^{[100]}_{i}(q_1^2, q_2^2) \rightarrow h_i(q_1^2, q_2^2)$ in $\mathcal{M}(f_1 \rightarrow \gamma^* \gamma^*)$; analogously, two complex coupling constants $g_1$ and $g_2$ are introduced to construct an amplitude $\mathcal{M}(f_1 \rightarrow \rho \gamma)$. We disagree that such complex couplings are allowed since the resulting imaginary parts need to reflect the actual analytic structure of the amplitude. Moreover, the explicit form of the $h_i(q_1^2, q_2^2)$, to account for an off-shell dependence of the $\rho$ mesons, introduces unphysical kinematic singularities.

By employing a $\rho \gamma$ coupling similar to the one we introduced by means of equation (B.1), the form factors $\mathcal{F}^{[100]}_{i}(q_1^2, q_2^2)$ and $h_i(q_1^2, q_2^2)$ are then related to each other in
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interaction Lagrangians. In order to investigate whether the intermediate state \( f \) in refs. [100, 101].

Given, in addition, the appearance of kinematic singularities and different high-energy behavior, it is difficult to compare our phenomenological results to the ones of our energy-dependent parameterization of equation (3.11) and equation (3.15). Moreover, the magnitude of the couplings \( g_1 \) and \( g_2 \) is determined in ref. [100] by making use of experimental data on \( f_1 \to \rho \gamma \), see section 3; the relative phase between these coupling constants remains undetermined, despite using, in addition, input from \( f_1 \to 4\pi \).

By rewriting equation (C.4) as

\[
F_1^\text{[100]}(q_1^2, q_2^2) = \frac{eg_1 \left( M_\rho^2 - i M_\rho \Gamma_\rho \right)}{g_{\rho\gamma} \left( q_1^2 - M_\rho^2 + i M_\rho \Gamma_\rho \right)} \left( q_2^2 - M_\rho^2 + i M_\rho \Gamma_\rho \right),
\]

the width \( \Gamma_\rho \) being the (energy-independent) total width of the \( \rho \) meson, as opposed to our energy-dependent parameterization of equation (3.11) and equation (3.15). Moreover, the antisymmetric part is neglected. In either case, we believe that the \( f_1 \to 4\pi \) decay does not allow one to extract information on the \( f_1 \) TFFs, for the reasons described in section 4.2 and appendix D.

Finally, we would like so stress that, in addition to using complex couplings, energy-independent widths are problematic when inserted into the \( f_1 \to e^+e^- \) loop integral, leading to imaginary parts below the respective thresholds and thus distorting the analytic structure. Given, in addition, the appearance of kinematic singularities and different high-energy behavior, it is difficult to compare our phenomenological results to the ones of refs. [100, 101].

D \( f_1 \to a_1 \pi \to \rho \pi \pi \to 4\pi \)

In order to investigate whether the intermediate state \( a_1(\to \rho \pi)\pi \) can account for the discrepancy in the branching ratio of \( f_1 \to 4\pi \) found in section 4.2, we use the effective interaction Lagrangians

\[
\mathcal{L}_{f_1 a_1 \pi} = \frac{g_{f_1 a_1 \pi}}{2} \epsilon^{\mu \nu \alpha \beta} \left( \partial_\beta \pi^+ \right) \left[ \left( \partial_\mu a_1^+ \right) f_1 + \left( \partial_\mu f_1 \right) a_1^+ \right],
\]

\[
\mathcal{L}_{a_1 \pi \pi} = g_{a_1 \rho \pi} \left[ a_1^+ \mu \rho^\mu \pi^+ - a_1^+ \mu \rho^\mu \pi^- \right],
\]

(D.1)
where $\mathcal{L}_{f_1 a_1 \pi}$ is constructed in analogy to equation \(\text{(B.12)}\) and $\mathcal{L}_{a_1 \rho \pi}$ represents the simplest Lagrangian possible, the relative sign originating from isospin symmetry. Before constructing an amplitude for $f_1 \to a_1 \pi \to \rho \pi \pi \to 4\pi$, we will in the following estimate the couplings $g_{f_1 a_1 \pi}$ and (the magnitude of) $g_{a_1 \rho \pi}$.

For the estimate of $g_{f_1 a_1 \pi}$, we start from the observation that the Wess–Zumino–Witten anomaly \([86, 162, 163]\)

$$F_{\pi^0 \gamma^* \gamma^*} (0, 0) = \frac{1}{4\pi^2 F_\pi} = 0.2745(3) \text{ GeV}^{-1} \tag{D.2}$$

is largely saturated by the VMD ansatz

$$F_{\pi^0 \gamma^* \gamma^*} (0, 0) \approx \frac{g_{\rho \omega}}{g_{\rho \gamma} g_{\omega \gamma}} \left[ \frac{M_\rho^2 M_\omega^2}{M_\rho^2 - q_1^2 - i \sqrt{q_1^2} \Gamma_\rho (q_1^2)} \right] (M_\omega^2 - q_2^2) + (q_1 \leftrightarrow q_2) \bigg|_{q_1^2=q_2^2} = \frac{2g_{\rho \omega}}{g_{\rho \gamma} g_{\omega \gamma}} = \frac{2g_{\rho \omega} F_\rho F_\omega}{M_\rho M_\omega} \approx 0.37 \text{ GeV}^{-1}, \tag{D.3}$$

where we used equation \(\text{(B.3)}, \text{equation \(\text{(B.4)}\), and equation \(\text{(B.18)}\). The decay constants of the $\rho$ and $\omega$ meson,

$$\langle 0 | j_{\rho \gamma}^\mu (0) | V(p, \lambda_V) \rangle = F_V M_V \epsilon_\mu (p), \quad V = \rho, \omega, \tag{D.4}$$

are related to our previous notation by $g_V \gamma = M_V / F_V$. This rough agreement suggests that an estimate of the axial-vector analogs can be obtained in a similar manner, leading to the axial-vector-meson-dominance ansatz

$$F_{\pi^0 \gamma^* \gamma^*} (0, 0) \approx \frac{2g_{f_1 a_1 \pi} F_{a_1} F_{f_1}}{m_{a_1} m_{f_1}}, \tag{D.5}$$

with the corresponding decay constants defined by

$$\langle 0 | q(0) \gamma_\mu \gamma_5 Q q(0) | A(p, \lambda_A) \rangle = F_A m_A \epsilon_\mu (p), \quad A = a_1, f_1. \tag{D.6}$$

Comparing the two parameterizations results in

$$\frac{g_{f_1 a_1 \pi}}{g_{\rho \omega}} \approx \frac{F_\rho F_\omega}{M_\rho M_\omega} \frac{m_{a_1} m_{f_1}}{F_{a_1} F_{f_1}} \approx 1.3, \tag{D.7}$$

where we used $F_{a_1} = 168(7)$ MeV, $F_{f_1} = 87(7)$ MeV \([80, 104]\).

An estimate of $|g_{a_1 \rho \pi}|$ is obtained by calculating the decay width of $a_1 \to \rho \pi$ and matching to the experimental width under the assumption $\Gamma (a_1 \to \rho \pi) = \Gamma_{a_1}$, taking into account that $\Gamma (a_1 \to \rho \pi) = \Gamma (a_1^+ \to \rho^0 \pi^0) + \Gamma (a_1^\pm \to \rho^0 \pi^\pm) = 2\Gamma (a_1^\pm \to \rho^0 \pi^\pm)$ for the charged channel. We find\(^\text{\footnote{Note that, in addition to the expected S-wave phase space, the Lagrangian $\mathcal{L}_{f_1 a_1 \pi}$ also produces a numerically small P-wave contribution proportional to $|p_\rho|^3$, which — strictly speaking — would only vanish when performing a partial-wave projection. Given the uncertainties inherent in the $f_1 \to a_1 \pi \to \rho \pi \pi \to 4\pi$ estimate presented here, especially in view of the width and spectral shape of the $a_1$, a more refined treatment is not warranted, and we simply remove these terms in equation \(\text{(D.8)}\).}}\)

$$\Gamma (a_1 \to \rho \pi) = \frac{|g_{a_1 \rho \pi}|^2 |p_\rho|^3}{8\pi} \frac{[|p_\rho|^2]}{3M_\rho^2} \left( 1 + \frac{|p_\rho|^2}{8\pi} \right) \to \frac{|g_{a_1 \rho \pi}|^2 |p_\rho|^3}{8\pi} \frac{[|p_\rho|^2]}{m_{a_1}^2}, \tag{D.8}$$
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where $|p_\rho| = \sqrt{\lambda(m_{a_1}^2, M_\rho^2, M_\pi^2)/(2m_{a_1})}$ is the magnitude of the three-momentum in the center-of-mass frame, yielding

$$|g_{a_1\rho\pi}| = (3.7 \ldots 5.7) \text{ GeV},$$

where the given variation is due to the width of the $a_1$.

The amplitude for $f_1 \to a_1 \pi \to \rho\pi\pi \to 4\pi$ can be constructed with equation (D.1) and equation (B.8), where eight diagrams have to be taken into account, see figure 14, leading to

$$\mathcal{M}_{a_1\pi} (f_1 \to \pi^+\pi^-\pi^+\pi^-) =$$

$$= g_{f_1\pi\pi} g_{a_1\rho\pi} g_{\rho\pi\pi}$$

$$\left( p_{a_1}^2 - m_{a_1}^2 + i\sqrt{p_{a_1}^2 \Gamma_{a_1}} (p_{\rho}^2 - M_\rho^2 + i\sqrt{p_{\rho}^2 \Gamma_{\rho}} (p_{\rho}^2)) \right)$$

$$\times e^\mu (P) \epsilon_{\mu\nu\alpha\beta} \left[ 2k_+^\mu p_+^\nu p_+^\beta + k_-^\nu k_+^\alpha (p_+ - p_-)^\beta \right] + (p_- \leftrightarrow k_-) + (p_+ \leftrightarrow k_+),$$

with the momenta defined as in figure 14 and the pions on shell, $p_\pm^2 = M_\pi^2 = k_\pm^2$. For the energy-dependent width of the $a_1$ meson, we choose an ansatz based on equation (D.8),

$$\Gamma_{a_1} (q^2) = \theta (q^2 - (M_\rho + M_\pi)^2) \frac{\gamma_{a_1\to\rho\pi} (q^2)}{\gamma_{a_1\to\rho\pi} (m_{a_1}^2)} \Gamma_{a_1}, \quad \gamma_{a_1\to\rho\pi} (q^2) = \frac{\sqrt{\lambda(q^2, M_\rho^2, M_\pi^2)}}{(q^2)^{3/2}},$$

and the energy-dependent width $\Gamma_{\rho}(q^2)$ is as specified in equation (3.15). The decay width and thus branching ratio can then be calculated via the four-body phase-space integration of
\[ \frac{d\Gamma_{a_1\pi}(f_1 \rightarrow \pi^+\pi^-\pi^+\pi^-)}{2m_{f_1}} = \frac{1}{2m_{f_1}} |M_{a_1\pi}(f_1 \rightarrow \pi^+\pi^-\pi^+\pi^-)|^2 \, d\Phi_4(P, p_+, p_-, k_+, k_-). \]  

(D.12)

Although we could proceed in complete analogy to section 4.2, it is instructive to write the differential four-body phase space differently from equation (4.17), namely in the form [86]

\[ d\Phi_4(P, p_+, p_-, k_+, k_-) = d\Phi_2(p_\rho; p_+, p_-)d\Phi_2(p_{a_1}; p_\rho, k_+)d\Phi_2(P; p_{a_1}, k_-) \frac{dp_\rho^2}{2\pi} \frac{dp_{a_1}^2}{2\pi}, \]  

where \( d\Phi_2(P; p_{a_1}, k_-) \), \( d\Phi_2(p_{a_1}; p_\rho, k_+) \), and \( d\Phi_2(p_\rho; p_+, p_-) \) are the respective two-body phase spaces of the subsystems \( \{a_1(p_{a_1})\pi^-(k_-)\} \), \( \{\rho(p_\rho)\pi^+(k_+)\} \), and \( \{\pi^+(p_+)?\pi^-(p_-)\} \). As argued in section 4.2, each two-body phase space can be evaluated in the corresponding center-of-mass frame and we have to perform an explicit Lorentz transformation from the center-of-mass frames of \( \{a_1(p_{a_1})\pi^-(k_-)\} \) and \( \{\pi^+(p_+)?\pi^-(p_-)\} \) into the one of \( \{\rho(p_\rho)\pi^+(k_+)\} \) in order to evaluate all the scalar products appearing in \( |M_{a_1\pi}(f_1 \rightarrow \pi^+\pi^-\pi^+\pi^-)|^2 \).\(^{15}\) We perform the phase space integration numerically with the Cuba algorithm from the Cuba library [124], obtaining

\[ \Gamma_{a_1\pi} \left( f_1 \rightarrow \pi^+\pi^-\pi^+\pi^- \right) = \left| g_{f_1a_1\pi} \right|^2 \left| g_{a_1\rho\pi} \right|^2 \left| g_{\rho\pi\pi} \right|^2 \times (3.27 \ldots 2.46) \times 10^{-9} \text{GeV}. \]  

(D.14)

Combining the above result with \( \left| g_{f_1a_1\pi} \right| \approx 1.3 \times 15.4 \text{GeV}^{-1} \), \( \left| g_{a_1\rho\pi} \right| = (3.7 \ldots 5.7) \text{GeV} \), and \( \left| g_{\rho\pi\pi} \right| \approx 5.98 \), equation (D.7), equation (B.18), equation (D.9), and equation (B.11), we find the branching ratio to be given by

\[ B_{a_1\pi} \left( f_1 \rightarrow \pi^+\pi^-\pi^+\pi^- \right) \approx (2.8 \ldots 5.0)\%, \]  

(D.15)

in fair agreement with the experimental value \( B(f_1 \rightarrow \pi^+\pi^-\pi^+\pi^-) = 10.9(6)\% \) [86]. We also considered the variant of this estimate obtained when further approximating the decay \( f_1 \rightarrow a_1\pi \rightarrow \rho\pi\pi \rightarrow 4\pi \) by \( f_1 \rightarrow a_1\pi \rightarrow \rho\pi\pi \), assuming that the \( \rho \) decays into two charged pions only:

\[ \Gamma_{a_1\pi} \left( f_1 \rightarrow \rho\pi\pi \right) = \left| g_{f_1a_1\pi} \right|^2 \left| g_{a_1\rho\pi} \right|^2 \times (2.40 \ldots 2.06) \times 10^{-7} \text{GeV}, \]  

(D.16)

and

\[ B_{a_1\pi}(f_1 \rightarrow \rho\pi\pi) \approx (5.8 \ldots 11.8)\%, \]  

(D.17)

leading to a result closer to the experimental branching fraction, which indicates that \( \rho \) dominance in this decay mode is again subject to sizable corrections. In both estimates, given that the VMD saturation of the anomaly, equation (D.3), actually overpredicts the expected value, equation (D.2), a somewhat smaller value of \( \left| g_{f_1a_1\pi} \right| \) may be favored.

We stress that the estimates presented here are merely supposed to give an indication for why the VMD description of \( f_1 \rightarrow 4\pi \) in section 4.2 is in serious disagreement with the experimental branching ratio, i.e., we do not claim to have a reliable prediction

\(^{15}\)As in section 4.2, the decay rate involves an additional symmetry factor of \( S = 1/(2!)^2 \) because of the two pairs of indistinguishable particles in the final state.
Table 10. Selected masses and decay widths from ref. [86], in comparison to the \( \rho(770) \) and \( \rho(1450) \) parameters from refs. [155, 164].

| Quantity               | Variable | Value              | Reference |
|------------------------|----------|--------------------|-----------|
| Mass pion              | \( M_\pi \) | 139.57 MeV         | [86]      |
| Mass \( a_1(1260) \)   | \( m_{a_1} \) | 1230(40) MeV       | [86]      |
| Mass \( f_1(1285) \)   | \( m_{f_1} \) | 1281.9(5) MeV      | [86]      |
| Mass \( f_1(1420) \)   | \( m_{f_1'} \) | 1426.3(9) MeV      | [86]      |
| Mass \( \omega(782) \) | \( M_\omega \) | 782.65(12) MeV     | [86]      |
| Mass \( \phi(1020) \)  | \( M_\phi \) | 1019.46(16) MeV    | [86]      |
| Mass \( \rho(770) \) (charged) | \( M_\rho \) | 775.11(34) MeV     | [86]      |
| Mass \( \rho(1450) \) (neutral) | \( M_{\rho'} \) | 1465(25) MeV       | [86]      |
| Total width \( a_1(1260) \) | \( \Gamma_{a_1} \) | (250…600) MeV      | [86]      |
| Total width \( f_1(1285) \) | \( \Gamma_{f_1} \) | 22.7(1.1) MeV      | [86]      |
| Total width \( f_1(1420) \) | \( \Gamma_{f_1'} \) | 54.5(2.6) MeV      | [86]      |
| Total width \( \rho(770) \) (charged) | \( \Gamma_\rho \) | 149.1(8) MeV       | [86]      |
| Total width \( \rho(1450) \) (neutral) | \( \Gamma_{\rho'} \) | 400(60) MeV        | [86]      |
| Mass \( \rho(770) \) (charged) | \( M_\rho \) | 774.9(6) MeV       | [155]     |
| Mass \( \rho(1450) \) (neutral) | \( M_{\rho'} \) | 1428(30) MeV       | [155]     |
| Total width \( \rho(770) \) (charged) | \( \Gamma_\rho \) | 148.6(1.8) MeV     | [155]     |
| Total width \( \rho(1450) \) (neutral) | \( \Gamma_{\rho'} \) | 413(58) MeV        | [155]     |
| Mass \( \rho(770) \) (neutral) | \( M_\rho \) | 775.02(35) MeV     | [164]     |
| Mass \( \rho(1450) \) (neutral) | \( M_{\rho'} \) | 1493(15) MeV       | [164]     |
| Total width \( \rho(770) \) (neutral) | \( \Gamma_\rho \) | 149.59(67) MeV     | [164]     |
| Total width \( \rho(1450) \) (neutral) | \( \Gamma_{\rho'} \) | 427(31) MeV        | [164]     |

for \( B_{a_1\pi}(f_1 \rightarrow \pi^+\pi^-\pi^+\pi^-) \), as, in particular, the uncertainty in assuming an axial-vector saturation of the anomaly is difficult to quantify. Still, the arguments leading to equation (D.15) and equation (D.17) should make plausible that the intermediate state \( a_1\pi \) can indeed cover the experimental branching ratio to a large degree, thus rendering the \( f_1 \rightarrow 4\pi \) decay unsuitable for extracting information on the \( f_1 \) TFFs.

E Constants and parameters

In this appendix, we collect the particle masses and decay widths used throughout this work, see table 10. Isospin-breaking effects can be safely neglected, in particular, the pion mass is identified with the mass of the charged pion. Some comments are in order, however, regarding the treatment of broad resonances, most notably the \( \rho(1450) \) and, to a lesser extent, the \( \rho(770) \). Especially for the former, the quoted masses and widths are
strongly reaction dependent, as referring to Breit–Wigner parameters, not to the model-independent pole parameters. We thus need to make sure that we use determinations that apply to the channels that we consider here. Since the main application concerns the description of multi-pion decay channels in the VMD propagators, both for the $\rho(770)$ and the $\rho(1450)$, it appears most natural to consider reactions that provide access to both resonances, which points towards $\tau \rightarrow \pi\pi\nu_\tau$ from ref. [155] and $e^+e^- \rightarrow \pi\pi$ from ref. [164]. In particular, this allows us to see if there are relevant systematic differences between the charged and neutral channel. For the $\rho(770)$, the mass parameter agrees well between all channels, but while there is also good agreement between refs. [155, 164] for the width, the compilation from ref. [86] quotes a significantly lower value for the neutral channel. Accordingly, we will use its $\rho(770)$ parameters from the charged channel in our analysis. Regarding the $\rho(1450)$, the mass from ref. [86] lies half-way between refs. [155, 164], with a width that agrees well with both channels within uncertainties. We will therefore take over the recommended parameters for the $\rho(1450)$.
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