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Abstract—In considering human-machine interface (HMI) for smart environment, a simple but effective method is proposed for automatic arm motion recognition with a Doppler radar sensor. Arms, in lieu of hands, have stronger radar cross-section and can be recognized from relatively longer distances. An energy-based thresholding algorithm is applied to the spectrograms to extract the micro-Doppler (MD) signature envelopes. The positive and negative frequency envelopes are concatenated to form a feature vector. The nearest neighbor (NN) classifier with Manhattan distance (L1) is then used to recognize the arm motions. It is shown that this simple method yields classification accuracy above 97 percent for six classes of arm motions. Despite its simplicity, the proposed method is superior to those of handcrafted feature-based classifications and low-dimension representation techniques based on principal component analysis (PCA), and is comparable to convolutional neural network (CNN).

Index Terms—Arm motion recognition, Doppler radar, micro-Doppler signature, spectrograms.

I. INTRODUCTION

RADAR has become of increased interest for indoor sensing monitoring, including home security, smart homes, assisted living, elderly care, and medical diagnosis applications [1]–[3]. Over the past decade, much work has been done in human motion classifications using radio frequency sensing modality, which is effective, safe, non-intrusive, operates in all lighting conditions, and most importantly, preserves privacy. Successful recognitions of activities of daily living (ADL) such as walking, kneeling, sitting, standing, bending, and falling have been reported in the literature [4]–[14]. Human motion classification has been examined based on handcrafted features that relate to human motion kinematics [4]–[7], and other approaches that are data driven and include low-dimension representations [8], frequency-warped cepstral analysis [9], and neural networks [10]–[14].

Propelled by successes in discriminating between different human activities, radar has been recently employed for automatic hand gesture recognition for interactive intelligent devices [15]–[20]. This recognition proves important in contactless close-range hand-held or arm-worn devices, such as cell phones and watches. The most recent project on hand gesture recognition, Soli, by Google for touchless interactions with radar embedded in a rest band is a testament of this emerging technology [17]. In general, automatic hand or arm gesture recognition, through the use of radio frequency (RF) sensors, is important to smart environment. It is poised to make homes more user friendly and most efficient by identifying different motions for controlling instrument and household appliances. The same technology can also greatly benefit the physically challenged who might be wheelchair confined or bed-ridden patients. The goal is then to enable these individuals to be self-supported and independently functioning.

Arm motions assume different kinematics than those of hands especially in terms of speed and time extent. Compared to hand gesture, arm gesture recognition can be more suitable for contactless man-machine interaction with longer range separation, e.g., the case of commanding appliances, like TV, from a distant coach. The larger radar cross-section of the arms, vis-a-vis hands, permits more remote interactive positions in an indoor setting. Further, the ability of using hand gestures for device control can sometimes be limited by cognitive impairments such the Parkinson disease. In this case, arm motions can be more robust to strong hand tremor and shaking.

Classification approaches used for ADL are typically based on computing the spectrograms of the radar signal returns which reveal the MD of the moving targets. The same approaches can be readily applied for recognition of arm motions. However, there is an apparent difference between the MD signatures of arm motions and those associated with motion activities that involve the whole human body. Depending on the experiment setup and radar data collection specs, MD signatures of arm motions are typically simple, limited to short time durations and small frequency bandwidth, and have confined power concentrations in the time-frequency domain. Further, arm motion MD signature is rather contiguous and does not comprise isolated energy regions in the time-frequency domain as the case with most reported hand gestures. On the other hand, the MD signatures of body motions are intricate, of multi-components, and strongly influenced by the torso. They span relatively longer time periods and assume higher Doppler frequencies.

In this paper, we present a simple but effective method to discriminate dynamic arm motions using a MD radar sensor. The method considered is motivated by the contiguity of the arm motion MD signatures and by our investigations to data-driven feature extractions using PCA applied to the spectrograms. It is found that the PCA-based classification results, irrespective of the employed classifier, change insignificantly when dealing with spectrograms and when considering only
the maximum instantaneous Doppler frequencies. The latter is generated by starting with the spectrogram and then assigning
unit values to the MD signature envelope, with the rest of the spectrogram values set to zero. This performance similarity is also exhibited when using CNN. Motivated by such findings, we consider the MD signature envelopes as the sole features and proceed to classify arm motions using the NN classifier, without performing PCA. In so doing, we considerably reduce memory and computations, with performance comparable to that of PCA and CNN classification. Just as an example, a PCA acting on the entire spectrogram of dimension \( N \)-by-\( N \) would process vectors of dimensions \( N^2 \), whereas the feature envelope vector is only of dimension \( 2N \), if both the positive and negative behaviors are considered. It is evident from the experimental results in this paper that these two envelopes implicitly capture, for each motion, the intrinsic and salient features of the positive and negative local frequency behaviors and alignments as well as the degree of occupancy over the joint time and frequency variables. The fact that the NN classifier performs well when operating on the MD envelopes suggests very important and interesting property of the arm gesture motions. Irrespective of the closeness or the distance measure employed, shuffling the envelope of one motion, i.e., rearranging the positions of its values, does not appear to produce a MD signature envelope that is similar to any other motion, otherwise classification rates would have plummeted.

Since both arms are involved in every gesture and move together either in the same or opposite directions for all suggested motions, then unlike hand motions, there is no information gleaned from angular resolution that would help in improving classifications [21]. Previous techniques for RF-based arm recognition include the work by Sun et al. [22] who used five handcrafted MD features and \( k \)-NN classifier to recognize seven arm gestures measured by a FMWC radar. In [23], the distance between two arm gesture signals is obtained based on the improved Dynamic Time Warping proximity matching method, which is then regarded as a distance metric in the \( k \)-NN classifier to distinguish five arm gestures.

The remainder of this paper is organized as follows. In Section II, we discuss the time-frequency representations and the power burst curve. Section III presents a method to extract the MD signature envelopes. Section IV discusses the PCA acting on the original data spectrograms, on the spectrograms of only the maximum instantaneous frequencies, and on only the vectorized envelopes. Section V describes the radar data collection and pre-processing of arm motions. In Section VI, arm motion similarity based on canonical correlations is proposed to decide on proper arm motions from the classification perspective. Section VII gives the experimental results using real data measurements for different classification approaches based on handcrafted features and data-driven feature extractions. Section VIII is the conclusion.

II. RADAR MD SIGNATURE REPRESENTATION

A. Time-frequency Representations

Arm motions generate non-stationary radar back-scattering signals, which are typically analyzed by time-frequency rep-
resentations (TFRs). TFR reveals the signal local frequency behavior in the joint-variable domain referred to as the MD signature. A commonly used technique for TFRs is the spectrogram. For a discrete-time signal \( s(n) \) of length \( N \), the spectrogram can be obtained by taking the short-time Fourier transform (STFT) of the data and computing the magnitude square,

\[
S(n,k) = \sum_{m=0}^{L-1} s(n+m)h(m)e^{-j2\pi \frac{mk}{N}}
\]

where \( n = 1, \ldots, N \) is the time index, \( k = 1, \ldots, K \) is the discrete frequency index, and \( L \) is the length of the window function \( h(.) \). It is noted that if the MD signal can be modeled as a sum of frequency modulated signals, then the signal parameters can be estimated using maximum likelihood techniques [24]. However, the MD signal of the arm motion does not conform to this model and, as such, spectrograms are used for feature extractions, and without assuming any model for feature behaviors [25].

B. Power Burst Curve (PBC)

The onset and offset times of each motion can be determined by monitoring the PBC [26], [27], which measures the signal energy in the spectrogram within specific frequency bands. That is,

\[
S(n) = \sum_{k_1=K_{N1}}^{K_{N2}} |S(n,k_1)|^2 + \sum_{k_1=K_{P1}}^{K_{P2}} |S(n,k_1)|^2
\]

The negative frequency indices \( K_{N1} \) and \( K_{N2} \) are set to \(-500\) Hz to \(-20\) Hz, whereas the indices for positive frequencies are \( K_{P1} = 20\) Hz and \( K_{P2} = 500\) Hz. The frequency band around the zero Doppler bin between \(-20\) Hz and \(20\) Hz affects the accuracy of the result, and therefore is not considered.

A moving average filter is applied to smooth the original PBC curve. The filtered PBC is denoted as \( S_f(n) \). The threshold, \( T \), determines the beginning and the end of each motion and is computed by

\[
T = S_{f_{\text{min}}} + \alpha \cdot (S_{f_{\text{max}}} - S_{f_{\text{min}}})
\]

where \( \alpha \) depends on the noise floor and is empirically chosen from \([0.01, 0.2]\). In our work, \( \alpha \) is set to 0.1, which means 10% over the minima. The onset time of each motion is determined as the time index at which the filtered PBC exceeds the threshold, whereas the offset time corresponds to the time index at which the filtered PBC falls below the threshold.

III. EXTRACTION OF THE MD SIGNATURE ENVELOPES

We select features specific to the nominal arm motion local frequency behavior and power concentrations. These features are the positive and negative frequency envelopes in the spectrograms. The envelopes represent the maximum instantaneous frequencies. They attempt to capture, among other things, the maximum positive and negative frequencies, time-duration of the arm motion event and its bandwidth, the relative portion of the motion towards and away from the radar. In this
respect, the envelopes can accurately characterize different arm motions. They can be determined by an energy-based thresholding algorithm [26]. First, the effective bandwidth of each motion is computed. This defines the maximum positive and negative Doppler frequencies. Second, the spectrogram is divided into positive frequency and negative frequency parts. The corresponding energies of the two parts, denoted as \( E_U(n) \) and \( E_L(n) \), are computed separately as,

\[
E_U(n) = \sum_{k=1}^{K} S(n,k)^2, \quad E_L(n) = \sum_{k=\frac{N}{2}+1}^{K} S(n,k)^2
\]  

(4)

These energies are then scaled to define the respective thresholds, \( T_U \) and \( T_L \),

\[
T_U(n) = E_U(n) \cdot \sigma_U, T_L(n) = E_L(n) \cdot \sigma_L
\]  

(5)

where \( \sigma_U \) and \( \sigma_L \) represent the scale factors, both are less than 1. These scalars can be chosen empirically, but an effective way for their selection is to maintain the ratio of the energy to the threshold values constant over all time samples. This constant ratio can be found by time locating the maximum positive Doppler frequency and computing the corresponding energy at this location. Once the threshold is computed, the positive frequency envelope is then provided by locating the Doppler frequency at each time instant for which the spectrogram assumes the first higher or equal value to the threshold. This frequency, in essence, represents the effective maximum instantaneous Doppler frequency. Similar procedure can be followed for the negative frequency envelope. The positive frequency envelope, \( e_U(n) \), and negative frequency envelope, \( e_L(n) \), are concatenated to form the feature vector \( e = [e_U, e_L] \).

IV. PRINCIPAL COMPONENT ANALYSIS

The PCA is a statistical method to reduce the dimensionality of a data set while retaining much of the data variation. Thus, the high dimensional data can be described by a small number of features in the lower subspace.

A. PCA of Spectrograms

Given \( M \) spectrograms as training samples \( X_i, i = 1, \ldots, M \), each spectrogram is first resized to an \( N \times N \) image and then vectorized as \( x_i = \text{vec}(X_i^T) \) whose size is \( Q \times 1 \), with \( Q = N^2 \) representing the total number of the pixels in the image. All the vectorized training images are stacked column-wise to form the data matrix \( Y \). The covariance matrix \( C_{YY} = YY^T \) is expressed in terms of eigendecomposition as

\[
C_{YY} = U \Sigma U^T
\]  

(6)

where the columns of \( U \) are the eigenvectors, and matrix \( \Sigma \) is a diagonal matrix with the eigenvalues as diagonal elements. The eigenvectors that correspond to the \( \beta \) largest eigenvalues explain the data in lower dimension. Each vectorized training and testing image is projected into the \( \beta \)-dimensional subspace,

\[
P = \hat{U}^T x
\]  

(7)

where matrix \( \hat{U} \) is the first \( \beta \) columns of \( U \), and \( P = [p_1, p_2, \ldots, p_\beta] \) are principal components used for classification.

B. PCA of Spectrograms with Only MD Signature Envelopes

In order to understand the role of the envelopes in the spectrogram image, we set the image values to one at the locations of the maximum instantaneous Doppler frequencies, while the rest of the image is set to zero. Different from the original images, the new spectrogram image only informs us with the time locations of the highest frequencies. The PCA is applied to the new images following the same steps as in Section IV-A and new sets of principal values are generated.

C. PCA of Only Vectorized Envelopes

Instead of performing the PCA on the images, the vectorized envelope \( e = [e_U, e_L] \) itself can be regarded as a high dimensional data, so the PCA can also be directly applied to the envelope vector. The size of the data matrix \( Y \) stacked by the envelope vectors is only \( 2N \times M \).

V. ARM MOTION EXPERIMENTS

The data analyzed in this paper was collected in the Radar Imaging Lab at the Center for Advanced Communications, Villanova University. The radar system used in the experiment generates continuous wave, with carrier frequency and sampling rate equal to 25 GHz and 12.8 kHz, respectively. The radar was placed at the edge of a table. The arm motions were performed at approximately three meters away from radar in a sitting position of the participants. The body remained fixed as much as possible during the experiments. In order to mimic typical people behavior, the arms are always resting down at a table or chair level at the initiation and conclusion of typical people behavior, the arms are always resting down at a table or chair level at the initiation and conclusion of each arm motion. In the experiments, we choose five different orientation angles, \( 0, \pm 10^\circ, \pm 20^\circ \), as shown in Fig. 1 with the person always facing the radar. Different speeds of the arm motion are also considered. It is noted that the elderly are likely to perform arm motions with a slower pace than the young, so the experiments contain both normal and slow arm motions. The latter one is about 30% slower than the former.

![Fig. 1. Illustration of experiment setup](image-url)
Stop sign, and (f) Pushing arms and opening. In “pushing,” the arms moved towards the radar, whereas in “pulling,” they moved away from the radar. Both motions are relatively quick, with “pulling” immediately following “pushing.” The motion of “crossing arms” describes crossing the arms from a wide stretch. Six people participated in the experiment. Each arm motion was recorded over 40 seconds to generate one data segment. The recording was repeated 4 times, containing slow and normal motions at each angle. Each data segment contained 12 or 13 individual arm motions, and a 5 second time window is applied to capture the individual motions according to the onset and offset time determined by the PBC. As such, repetitive motions and the associated duty cycles were not considered as features and were not part of the classifications. In total, 1913 segments of data for six arm motions were generated. The most discriminative arm motion can be used as an “attention” motion for signaling the radar to begin, as well as to end, paying attention to the follow on arm motions. That is, without the “attention” motion, the radar remains passive with no interactions with human. Among all arm motions, “Pushing arms and pulling back” and “Pushing and open arms” assume the highest accuracy. However, the former motion can be confused with common arm motions such as reaching for a cup or glasses on table. Thus, “Pushing and open arms” is chosen as the “attention” motion.

As such, repetitive motions and the associated duty cycles were not considered as features and were not part of the classifications. In total, 1913 segments of data for six arm motions were generated. The most discriminative arm motion can be used as an “attention” motion for signaling the radar to begin, as well as to end, paying attention to the follow on arm motions. That is, without the “attention” motion, the radar remains passive with no interactions with human. Among all arm motions, “Pushing arms and pulling back” and “Pushing and open arms” assume the highest accuracy. However, the former motion can be confused with common arm motions such as reaching for a cup or glasses on table. Thus, “Pushing and open arms” is chosen as the “attention” motion.

Fig. 3 shows examples of spectrograms for different arm motions with normal speed at zero angle. The employed sliding window \( h(\cdot) \) is rectangular with length \( L = 2048 \) (0.16 s), and \( K \) is set to 4096. The envelopes are extracted and plotted in Fig. It is clear that the envelopes can well enclose the local power distributions. It is also evident that the MD characteristics of the spectrograms are in agreement and consistent with each arm motion kinematics. For example, in “Pushing arms and pulling back,” the arms push forward directly which generates positive frequencies, whereas the “pulling” phase has negative frequencies. The arm motion, “Crossing arms and opening,” can be decomposed into two phases. In the “crossing” phase, the arms move closer to the radar at the beginning which causes the positive frequencies, then move away from the radar which induces the negative frequencies. The “open” phase is the opposite motion of “crossing” phase, which also produces the positive frequencies first and then negative frequencies. The motion “Crossing arms” only contains the first phase of the motion “Crossing arms and opening,” and has the same respective MD signature. The two arms of “Rolling arms” perform exactly the opposite movements, as one arm moves forward along a circular trajectory, the other moves backwards. So, the MD has simultaneously positive and negative frequencies. In one motion cycle, the right arm experience three phases, moving forward, moving backward and moving forward again. The left arm always performs the opposite motion to the right arm. For the motion, “Stop sign,” the arm moves backwards which only causes negative frequencies. The last arm motion, “Pushing arms and opening” includes the pushing, which has positive frequencies, and the opening, which has negative frequencies.
shorter than that of the slow motion, and the speed is faster which causes higher Doppler frequencies. The main characteristics and behaviors, however, remain unchanged. Fig. 6 shows the “attention” motion with the normal speed at different orientation angles. As the angle increases, the energy becomes lower owing to the $dB$ drop in the antenna beam.

VI. ARM MOTION SIMILARITY MEASURES AND CANONICAL CORRELATIONS

Observing the spectrograms in Fig. 3 it is noticeable that the signatures of different motions are distinguishable. To mathematically describe these dissimilarities, we consider the Canonical correlation measure \[28\]. In this case, the spectrograms are converted to gray-scale images with the size $100 \times 100$, and then vectorized with the size $1 \times 10000$. Define matrix $X$ that contains $M$ vectorized images $x_i$, $i = 1, \cdots, M$

$$X = [x_1 | x_2 | \cdots | x_M]$$

(8)

The $d$-dimensional subspace of a specific arm motion can be obtained by performing the singular value decomposition (SVD) on $X$ \[29\]. Suppose $\Phi_1$ and $\Phi_2$ are two $d$-dimensional linear subspaces, the canonical correlations of the two subspaces are the cosines of principal angles, and are defined as \[30\],

$$\cos \theta_i = \max_{u_i \in \Phi_1, v_i \in \Phi_2} u_i^T v_i$$

subject to $||u_i|| = ||v_i|| = 1$, $u_i^T u_j = v_i^T v_j = 0$, $i \neq j$. Let $U$ and $V$ denote the orthogonal bases for the two subspaces, $\Phi_1$ and $\Phi_2$. The SVD of $U^T V$ is,

$$U^T V = P \Lambda Q$$

(10)

The canonical correlations are the singular values $\Lambda$, i.e., $\cos(\theta_i) = \lambda_i$, $i = 1, \cdots, d$. The minimum angle is used to measure the closeness of two subspaces. Table I shows the canonical correlations coefficients of the motion considered, from which we can clearly deduce the dissimilarities between the different arm motions. All the coefficients assume small values less than 0.65 which indicates low resemblances.
Hence, the six arm motions are suitable candidates for classification. It is important to note that other similarity measures [31] can be applied, in lieu of the canonical correlation. However, we found the canonical correlation most consistent with the visual similarities.

### Table I
**Canonical Correlations Coefficients**

|     | b    | c    | d    | e    | f    |
|-----|------|------|------|------|------|
| a   | 0.41 | 0.39 | 0.49 | 0.48 | 0.56 |
| b   | 0    | 0.41 | 0.29 | 0.28 | 0.27 |
| c   | 0    | 0    | 0.61 | 0.51 | 0.32 |
| d   | 0    | 0    | 0.43 | 0.44 |     |
| e   | 0    | 0    | 0    | 0    | 0.44 |

### VII. Experimental Results

In this section, all 1913 data segments are used to validate the proposed method where 70% of the segments are used for training and 30% for testing. The classification results are obtained by 100 Monte Carlo trials. Four different automatic arm motion approaches are compared with the proposed method. These are: 1) the PCA-based method [8]; 2) the empirical feature extraction method [19]; 3) the sparse reconstruction-based method [15]; 4) the CNN-based method [16], [18].

#### A. PCA-based methods

**PCA of Spectrograms:** For the PCA applied to the spectrograms, as discussed in Section IV-A, each sample represents a spectrum image of $100 \times 100$ pixels. The number of principal components is determined by the dominant eigenvalues, and found to be equal to 30 for best results. Table II is the corresponding confusion matrix showing that this PCA method can achieve an overall accuracy of 95.91%.

#### PCA of Spectrograms with Only MD Signature Envelopes:

This method is discussed in Section IV-B. The spectrograms with only envelope locations are shown in Fig. 8. Following the same PCA steps, but applied to the modified spectrogram image, surprisingly, the classification achieves 95.89% accuracy. This is almost the same performance as the PCA operating on the original spectrogram images. The corresponding confusion matrix is shown in Table III. This performance similarity not only underscores the importance of preserving the maximum instantaneous frequencies but also highlights the relatively weak role of other MD frequencies in motion discrimination.

#### Table II
**Confusion Matrix Yielded by PCA-based Method with $d = 30$ for the Entire Spectrogram**

|     | a    | b    | c    | d    | e    | f    |
|-----|------|------|------|------|------|------|
| a   | 97.15%| 0.02%| 0.40%| 0.24%| 0.81%| 1.38%|
| b   | 0.65% | 92.16%| 3.19%| 0.34%| 2.08%| 1.58%|
| c   | 1.31% | 1.77%| 92.23%| 0.52%| 2.30%| 1.87%|
| d   | 2.68% | 0.48%| 0.76%| 95.05%| 0.65%| 0.38%|
| e   | 1.21% | 0.01%| 0.27%| 0.17%| 97.64%| 0.70%|
| f   | 1.65% | 0.04%| 0.11%| 0.05%| 0.26%| 97.89%|

#### PCA of Only Vectorized Envelopes:

Table IV shows the confusion matrix by performing PCA directly on the vectorized envelopes with overall accuracy of 96.14%.

#### Table III
**Confusion Matrix Yielded by PCA-based Method with $d = 30$ for the Spectrograms with Only Envelopes**

|     | a    | b    | c    | d    | e    | f    |
|-----|------|------|------|------|------|------|
| a   | 97.33%| 0    | 0.21%| 0.37%| 1.54%| 0.55%|
| b   | 0.04% | 93.87%| 3.57%| 0.72%| 0.38%| 1.42%|
| c   | 0.81% | 0.38%| 92.70%| 1.06%| 3.86%| 1.19%|
| d   | 1.12% | 0.03%| 0.49%| 97.43%| 0.58%| 0.35%|
| e   | 1.05% | 0    | 4.02%| 0.50%| 93.63%| 0.80%|
| f   | 0.79% | 0    | 0.07%| 0.06%| 1.06%| 98.02%|

**PCA of Only Vectorized Envelopes:** This method discussed in Section IV-B. The spectrograms with only envelope locations are shown in Fig. 8. Following the same PCA steps, but applied to the modified spectrogram image, surprisingly, the classification achieves 95.89% accuracy. This is almost the same performance as the PCA operating on the original spectrogram images. The corresponding confusion matrix is shown in Table III. This performance similarity not only underscores the importance of preserving the maximum instantaneous frequencies but also highlights the relatively weak role of other MD frequencies in motion discrimination.
TABLE IV
CONFUSION MATRIX YIELDED BY PCA-BASED METHOD
WITH $d = 30$ FOR THE VECTORIZED ENVELOPES

|    | a     | b     | c     | d     | e     | f     |
|----|-------|-------|-------|-------|-------|-------|
| a  | 96.71%| 1.52% | 0.13% | 0.23% | 1.59% | 0.02% |
| b  | 2.12% | 93.80%| 3.26% | 0.35% | 0     | 0.47% |
| c  | 0.21% | 2.46% | 94.31%| 1.76% | 0.83% | 0.43% |
| d  | 0.86% | 0     | 2.18% | 95.44%| 1.52% | 0     |
| e  | 1.96% | 0     | 1.27% | 2.41% | 94.21%| 0.15% |
| f  | 0.14% | 0.07% | 0.11% | 0.10% | 0.21% | 99.37%|

corresponding motions, which suggests that they can be used as features without the need for PCA.

B. Proposed Envelope-based Method

We apply the NN classifier acting on the MD envelopes. Four different distance metrics are considered, namely, the Euclidean distance, the Manhattan distance [32], the Earth Mover’s distance (EMD) [33] and the modified Hausdorff distance (MHD) [34]. We also use the support vector machine (SVM) classifier for comparison. The recognition accuracy is presented in Table V. It is clear that the NN classifier based on L1 distance achieves the highest accuracy. Different from other distances, the L1 distance attempts to properly account for small envelope values. The confusion matrix of the NN classifier based on the L1 distance is shown in Table VI, from which we can observe that motion (a) and motion (f) are most distinguishable, with an accuracy over 98%. Since the distance measure is the sum of the differences, whether in absolute or squared values, of the corresponding elements in the test and training envelope vectors, then the values assumed by each envelope, rather than the envelope evolutionary shape, are fundamental to the classification performance.

TABLE V
RECOGNITION ACCURACY WITH DIFFERENT TYPES OF CLASSIFIER

|                  | Accuracy |
|------------------|----------|
| SVM              | 83.46%   |
| NN-L1            | 97.17%   |
| NN-L2            | 96.72%   |
| NN-EMD           | 96.78%   |
| NN-MHD           | 96.86%   |

TABLE VI
CONFUSION MATRIX YIELDED BY ENVELOPE METHOD
BASED ON NN-L1 CLASSIFIER

|    | a     | b     | c     | d     | e     | f     |
|----|-------|-------|-------|-------|-------|-------|
| a  | 99.17%| 0     | 0.02% | 0     | 0.77% | 0.04% |
| b  | 0.01% | 94.96%| 2.68% | 0.54% | 0.51% | 1.30% |
| c  | 1.04% | 0.26% | 95.55%| 0.12% | 2.44% | 0.59% |
| d  | 2.79% | 0     | 0.22% | 96.31%| 0.68% | 0     |
| e  | 2.64% | 0     | 0.69% | 0     | 96.67%| 0     |
| f  | 0.63% | 0.01% | 0.09% | 0     | 0.53% | 98.74%|

C. Empirical Feature Extraction Method

Three empirical features, as in [19], are extracted from the spectrograms to describe the arm motions, namely, the length of the event, the ratio of positive-negative frequency and the signal bandwidth. Fig. 9 is an example showing these handcrafted features.

![Fig. 9. Empirical feature extraction.](image)

![Fig. 10. Scatter plot of three extracted empirical features.](image)

1) Length of the event $T$: This describes the effective time duration to perform each arm motion,

$$T = t_e - t_s$$

where $t_s$ and $t_e$ represent the onset time and the offset time of a single arm motion, respectively.

2) Ratio of positive-to-negative peak frequencies $R$: This feature is obtained by finding ratio of the maximum positive frequency Doppler value, $f_p$, and maximum negative Doppler frequency value, $f_n$,

$$R = \frac{|f_p|}{|f_n|}$$

where $|·|$ is the absolute function.

3) Bandwidth $B_w$: This is a measure of the the signal effective bandwidth,

$$B_w = |f_p| + |f_n|$$

The scatter plot of the above features is shown in Fig. 10. It can be seen that the ratio of of all the motions is roughly equal to 1, the bandwidth and length of the event are also concentrated in a certain range. These motion can not be well classified by these common handcrafted features. When using...
NN-L1 as the classifier, the recognition accuracy based on these features is only 37.13% with the confusion matrix shown in Table VII.

**TABLE VII**

| Confusion Matrix Yielded by Empirical Feature Extraction Method |
|---------------------------------------------------------------|
| a 28.40% 15.61% 11.44% 11.58% 16.01% 16.96% |
| b 16.21% 24.46% 14.86% 14.60% 15.64% 14.23% |
| c 11.88% 14.09% 29.89% 18.15% 11.21% 14.78% |
| d 12.47% 12.13% 18.12% 25.01% 15.90% 16.37% |
| e 15.55% 13.59% 10.55% 14.91% 33.42% 11.98% |
| f 8.95% 6.06% 9.34% 9.37% 6.14% 60.14% |

**D. Sparsity-based Method**

The features used for this method are the time-frequency trajectories. Details of the sparsity-based method can be found in [15]. The trajectory consists of three parameters, namely the time-frequency position \((t_i, f_i), i = 1, \ldots, P\) and the intensity \(A_i\), where \(P\) is the sparsity level, which is set to 10 in this paper. Hence, each sample contains 30 features. The spectrograms of reconstructed signals are plotted in Fig. 12. In the training process, the \(K\)-means algorithm is used to cluster a central time-frequency trajectory [35]. In the testing process, the NN classifier based on the modified Hausdorff distance is applied to measure the distance between the testing samples and central time-frequency trajectories. The corresponding confusion matrix is given in Table VII. The overall recognition accuracy was found to be only about 37.86% when applied to our data. In this case, 10 sparse time-frequency positions do not properly describe the motions, especially for motion (b), motion (c) and motion (d). The reconstruction attempts to capture the strong parts of the spectrogram while ignoring the weak parts, which is evident in the arm motion reconstruction (a) and motion (f).

**TABLE VIII**

| Confusion Matrix Yielded by Sparsity-based Method |
|-----------------------------------------------|
| a 33.45% 13.80% 10.12% 13.86% 9.84% 18.93% |
| b 17.07% 26.93% 18.74% 14.67% 8.55% 14.04% |
| c 11.52% 20.17% 26.41% 18.31% 10.08% 13.51% |
| d 14.81% 12.95% 18.98% 29.43% 11.37% 12.46% |
| e 12.42% 11.14% 12.71% 14.04% 32.50% 17.19% |
| f 10.69% 5.98% 6.53% 7.99% 10.03% 58.78% |

**E. CNN-based Method**

The CNN is a widely used as an effective method in image classification. While there are many possible different CNN structures and variants one can choose from, we opt to follow a similar architecture to the one used in [16], [18] which is plotted in Fig. [11]. The input data is the spectrogram images which are the same as in the PCA method in Section IV-A. We tried one, two and three CNN layers. The number of the filters for each layer is chosen empirically, and the CNN has 8 filters in the first layer, 16 filters in the second layer and 32 filters in the third layer. The filter size is chosen as 3\(\times\)3, 5\(\times\)5, or 7\(\times\)7. The filter size remains unchanged in each layer within the same CNN structure. The training process is performed using the back propagation algorithm with a stochastic gradient descent (SGD) and batch normalization. An activation function, rectified linear unit (ReLU), is applied after each convolutional layer, and following a 2\(\times\)2 max-pooling layer. The fully connected layer combines all the features learned by previous layers to classify the images. Therefore, the output size is equal to the number of classes. The softmax layer normalizes the output of the former layer and which can be used as the classification probabilities. The recognition results with different filter size and number of layers are shown in Table IX. The highest accuracy of 96.63% is achieved with 3 layers, and filter size 5\(\times\)5. The confusion matrix is given in Table IX.

Just as in the case of PCA-based classification of Section IV-B, we used the envelope images as input to CNN. The same CNN structure of 3 layers and filter size 5\(\times\)5 is used. In this case, arm motions can be classified with 95.16% accuracy. This represents a small drop from the case of using the original spectrograms. It again indicates that the envelopes are important features and have large contributions to arm motion recognition.

**TABLE IX**

| Recognition Accuracy with Different Layers and Filter Size |
|----------------------------------------------------------|
| Layer | 3\(\times\)3 | 5\(\times\)5 | 7\(\times\)7 |
|-------|-----------|-----------|-----------|
| One layer | 94.72% | 94.67% | 94.98% |
| Two layers | 95% | 95.30% | 95.70% |
| Three layers | 95.70% | 96.63% | 96.60% |

**TABLE X**

| Confusion Matrix Yielded by CNN-based Method |
|------------------------------------------|
| a 97.13% 0.42% 0.16% 0.67% 1.07% 0.55% |
| b 0 96.45% 2.26% 0.40% 0.09% 0.80% |
| c 0.60% 1.11% 93.74% 2.58% 1.19% 0.78% |
| d 0.70% 0.40% 1.10% 96.78% 0.63% 0.39% |
| e 0.94% 0 1.70% 0.11% 93.31% 0.94% |
| f 0.44% 0.52% 0.31% 0.48% 0.17% 98.08% |

**VIII. Conclusions**

We introduced a simple and practical technique for effective automatic arm gesture recognition based on radar MD signature envelopes. No range or angle information was incorporated in the classifications. An energy-based thresholding algorithm was applied to separately extract the positive and negative frequency envelopes of the signal spectrogram. The extracted envelopes were concatenated and provided to different types of classifiers. We used the canonical angle to determine a prior whether the arm motions possess sufficient dissimilarities. To differentiate between unintended and intended arm motions, we selected an arm motion that is most distinct with the highest classification rate to signal
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