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Abstract—This paper proposes a recursive, virtual admittance based, secondary controller for DG units that improves the voltage profile in distribution networks. First, the adaptation of the virtual admittance concept for the goal of voltage regulation is explained. Then, a recursive secondary controller is developed to periodically update the virtual admittance gains. The controller is formulated as an optimization problem with current and stability limitations as constraints. Measurements across the grid, transmitted through low-bandwidth communications, are used to simplify the calculations, resulting in a recursive algorithm. Weight vectors are included in the objective function to allow participation flexibility of each converter. Results show that the primary virtual admittance controller is able to mitigate over- and undervoltages in steady state and under transient conditions. Subsequently, the secondary controller is shown to further improve the voltage profiles across the grid. Experimental results obtained from a laboratory environment, comprising three DG units and a grid emulator, validate the functionality of the complete control structure.

Index Terms—Virtual admittance, voltage support, decentralised voltage control, distributed generation.

I. INTRODUCTION

In recent years, distributed generation (DG) has emerged as an efficient way for providing electricity in remote areas [1], [2]. DG allows the connection of renewable energy sources to low-voltage electrical networks and this is critical for promoting self consumption and local power generation. At the same time, DG pose important technological challenges such as operating under transient over- and undervoltage conditions [3]. In the past, DG units were expected to either preserve their normal operation during grid voltage variations or to disconnect in the case of severe disturbances. However, the expectations and requests for them to actively contribute to the grid regulation has risen in recent years. Specifically, voltage support is considered one of the main requirements for DG integration in electrical distribution systems [4].

Several voltage regulating strategies have already been proposed for DG units. The main distinction between them is whether they control active power, reactive power or a combination of the two. They typically use a reactive power droop controller that takes advantage of the strong coupling between reactive power and voltage [5]. However, in low-voltage networks the high $R/X$ ratio makes reactive power control a less effective solution for voltage regulation and active power management is also considered [6]. To maximize voltage regulation capability of DG units, a combination of active and reactive power is usually performed both for under-voltage and overvoltage scenarios [7], [8]. The performance, effectiveness and impact of these strategies on the grid stability have already been addressed in the literature [9]. In all the studies mentioned above, active and reactive powers have been controlled independently. This means that the coupling between the two in low-voltage networks has been scantily explored and it is generally considered to be a side effect [10]. Recently in [10], $P−Q$ coupling was exploited in the control of distributed energy resources to improve the dynamic response of power systems. However, transient conditions were prioritised over steady state voltage deviations and only simplified models for the current controllers and the power converters were used.

A different taxonomy of voltage control methods is based on their locality and architecture. The main categories are local, centralised and decentralised controllers as well as hybrid combinations of the above [11]. Local controllers use measurements only from the point of connection of the distributed generator and does not require any communication infrastructure. However, historical data that might be unavailable are often used to tune the controllers [12]. Furthermore, it has been reported that corrective actions to improve the voltage profile locally can have an adverse effect in other nodes of the grid [8]. Hence, a complementary control layer that monitors the voltage level of the whole network would be beneficial.
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Centralised controllers use measurements from the whole grid and give control set-points to each distributed generator [13]. The main objective is to adjust the power injection to the system nodes in order to match the load consumption and thus, regulate their voltage. The motivation is similar to the peak reduction and valley filling algorithms developed for electric vehicles [14]. Centralised methods allow the optimization of the grid operation. However they require extensive grid metering and a robust communication network. Also, they are vulnerable to cyber-attacks [8]. For this reason, a robust control layer that exclusively depends on local measurements is favourable.

Decentralised controllers can refer to a wide variety of controllers that require minimal communication [15]. Communication can be limited only to devices connected to the same phase, to devices connected to neighbouring nodes, or solely to low-bandwidth power line communication [16]. Their objectives may range from power loss reduction, over-voltage prevention or fairness in active power curtailment. Lastly, hybrid approaches combining local and control methods have been proposed [17]. Decentralised and hybrid methods take advantage of the robustness and reliability of local methods as well as make use of possible communication infrastructure to improve the performance of the whole network. For this reason, they are considered a viable solution until fully monitored distribution grids with highly reliable, high bandwidth communication channels are available.

Current control is the fundamental piece of most grid-connected DG units. However, its negative impact on the grid stability has fostered the incorporation of circuit-inspired control loops in the control systems of DG units. Specifically, the virtual impedance has been widely used to increase robustness and power-sharing among parallel DG units, mainly in microgrids, where DGs are operated as voltage sources [18]. The dual concept of the virtual impedance for current-controlled converters is the virtual admittance. It was first introduced in [19], and it has been mainly used to emulate the equivalent inductance of synchronous machines [19], [20], [21] and for harmonic compensation [22], [23], [24]. This technique does not require derivatives of any signal, thus making its implementation straightforward and robust against noise [19]. The motivation for applying the virtual admittance control for voltage profile improvement stems from the DG ability to operate seamlessly between inductive and capacitive modes while also adjusting its active power output. This resembles an operation of a variable admittance and extends the capabilities of capacitor banks, a standard control measure against undervoltage in traditional power systems [25]. This operation can contribute to balancing generation/load consumption and thus, by mitigating line congestions, present a solution to the fundamental issues behind the control of voltage in power systems [26]. The potential contribution of the virtual admittance controller (VAC) to the voltage regulation from DG units was briefly explored in [1]. In this work, only the effect of one DG was studied. However, to study effects specific for each DG and its connection point (e.g., distribution lines mismatch and different loading for each system node) multi-converter system configurations must be taken into consideration. Also, it is necessary to assess the impact of the controller on the overall system, not just at the DG connection point.

In this paper, a novel, recursive secondary controller that is based on the virtual admittance concept and aims to improve the voltage profile of a distribution network (i.e., the voltage magnitude in all of its nodes) in which several DGs coexist is presented. This represents an extension of the work originally proposed in the conference version, in which only the primary VAC was considered with a simple, single-converter configuration. No experimental results were presented [1]. The proposed method addresses both under- and overvoltage conditions, two problems that are often considered separately in the literature [5], [6]. The controller supports the grid voltage with both active and reactive power, taking into consideration the natural coupling between them. This presents a novel approach compared to the well-established practice of using only reactive power for voltage regulation in inductive grids and active power in resistive ones [5]. To the extent of the knowledge of the authors, no other secondary controller that affects both active and reactive power in a coupled way for voltage regulation exists in the literature. By using both active and reactive power to regulate voltage, it makes the solution effective for grids with a wide range of R/X ratios. The centralised algorithm uses measurements of the operating point of the grid to optimally tune the converters and acts as a supplementary control. For this reason, high bandwidth and fully reliable communication links are not necessary. This strategy takes into account restrictions of active and reactive power imposed by the DG hardware and the primary source of energy. The main contributions are first validated by using detailed simulations performed in MATLAB/Simulink. Then, they are tested in the laboratory test bench based on three 15 kVA voltage source converters (VSCs) acting as DGs, and a 75 kVA grid emulator.

The organization of the rest of the paper is as follows. In Section II, an application and control overview is given. In Section III, the adaptation of the virtual admittance concept towards the goal of voltage regulation is explained, along with some practical control considerations. In Section IV, the main contribution of this work, namely the recursive secondary controller is developed and presented. Sections V and VI present the simulation and experimental results, respectively, validating the theoretical developments. Lastly, Section VII draws conclusions and outlines future work.

II. System Overview

A. Application Description

Fig. 1 shows the electrical diagram of the application studied in this work. It consists of a radial distribution network with two feeders connected in parallel where the lines have a high R/X ratio. Radial topology and high R/X ratio for the lines are well known characteristics of low voltage distribution networks. The latter makes voltage control based purely on reactive power less effective and justifies simultaneous adjustment of active and reactive power for improved voltage regulation. The selected topology covers the case of a feeder dedicated solely to DG as well as a mixed feeder (DG
and load) [27]. The other system components are three VSCs, three loads and three interconnection lines. Each of the converters is connected to the rest of the grid by using a LCL filter (the notation is marked in the figure). The distribution lines that interconnect node $i$ with node $j$ are modelled by using a $RL$ equivalent, where $R_{ij}$ models the losses and $L_{ij}$ models the inductive nature of the line. The two feeders are connected to an ideal voltage source, representing the rest of the power network, through another $RL$ circuit ($R_g$ and $L_g$). Fig. 1 also shows the information flow between the local and secondary control level. Specifically, voltage and current measurements are collected from the network and power reference set-points as well as synchronization angles are sent by the DGs. After the secondary level control is executed, VAC gains are sent back to the converters. The above representative distribution network will be used to demonstrate the practical application of the proposed controller. Namely, it will be shown how the proposed controller addresses the problem of voltage deviations in active distribution networks by taking advantage of DG controllability.

### B. Primary Controller Overview

Fig. 2 shows the VSC controller that is used in this paper. It contains three different parts. The first one (Fig. 2 (a)) is a standard current controller that is implemented in $dq$ with all required feedback and feed-forward terms, where $\omega_g$ is the frequency estimated by the PLL [28]. The current controller, PI gains are set based on the pole-placement method considering the dynamics of the converter output $LCL$ filter [28], [29]. Super-script “*” stands for “reference”. The second one (in Fig. 2 (b)) is used to generate the $dq$-axis current references based on the active and reactive power references. The third one (Fig. 2 (c)) is the VAC, which emulates an admittance ($G_v$ and $B_v$) and is used in this work to support the grid voltage. The low-pass filter in the VAC input guarantees the time scale separation between the two cascaded controllers (current controller and VAC). Similar control schemes have already proposed in the literature [1], [19]. One should note that the main contribution of this work is not in the controller structure, but in a coordinated method to select the gains of the VAC. This is addressed in detail in Section IV. A control diagram of the PLL that was used in this application for each DG is shown in Fig. 3. Its control input is the $q$-axis component of the measured voltage at the connection point of each DG. The PLL in each DG is responsible for its synchronization with the grid.

### C. Overview of the Proposed Secondary Controller

Fig. 4 shows a flow diagram of the algorithm steps and an example showcasing the effect on the distribution grid voltage values. First, the primary VAC is enabled to control voltage locally. The operation of this internal, local controller is described in detail in Section III. Then, the secondary controller is periodically enabled to further regulate the voltages of the distribution grid and to minimize the difference from the nominal value. The secondary controller is the main focus of this work and its operation is described in detail in Section IV. In order for the secondary controller to optimally tune the VAC gains in all DGs, measurements for the voltages of each
node and current of each load are collected. The measurements are \(dq\) variables that are expressed in a reference frame that is synchronized with the voltage at each node. For that reason, dedicated synchronization units (PLLS) are assumed. The synchronization of the DGs is assumed to be achieved by the primary control level and is not further included in the secondary controller as a constraint. The angles \(\delta_t\) are calculated locally and sent from each converter to the secondary controller, as it will be explained in Section IV-A. Converters also send to the secondary controller their active and reactive power set-points. Then, gains are calculated periodically and sent to the converters through a low-bandwidth communication channel. By measuring network variables and sending them to the secondary control level, any change in the grid operating point is considered by the algorithm in the next iteration. This allows the secondary controller to optimize the voltage profiles based on the current state of the network. One should note that the response time of the secondary control level is not critical for the operation of the converters, as the primary level control is supporting the voltage during fast transient events. For this reason, neither communication delays, computation time nor measurement sampling rate are critical. In this work, the update period (sampling rate) was selected to be in the order of a few seconds. The developed algorithm is general and can be applied to different grid topologies. Although general, the system topology, as well as the line admittances, are assumed to be known. Although this information may not be readily available for all distribution networks, it is a common requirement for power flow and optimal power flow studies [11].

III. VIRTUAL ADMITTANCE CONTROL

A. Virtual Admittance Control Modelling

The model of the VAC will be formulated in a \(dq\) reference frame that is generated by the PLL in each DG and is rotating with angular speed \(\omega_g\). The PLL model is:

\[
\dot{x}_{\text{PLL}} = v_{\text{ref}},
\]

\[
\dot{\theta}_{\text{PLL}} = \omega_g = K_p^{\text{PLL}} x_{\text{PLL}} + K_i^{\text{PLL}} v_{\text{ref}} + \omega_n,
\]

where \(K_p^{\text{PLL}}, K_i^{\text{PLL}}\) are the proportional and integral gains, respectively, of the PLL, \(x_{\text{PLL}}\) is the internal state of the PI controller of the PLL, \(\theta_{\text{PLL}}\) is the angle of the PLL, \(\omega_g\) is the frequency of the PLL and \(\omega_n\) is the nominal frequency of the grid. Thus, for each DG, an angle \(\theta_{\text{PLL}}\) is generated that is used for the Park transform.

The VAC adds a current component \((i_{v_{\text{ref}}})\) to the original current reference \((i_{PQ}^{\text{dq}})\) generated from the active and reactive power commands \((P^*\text{ and } Q^*)\). The dynamic equations that comprise the VAC are [1]:

\[
\dot{i}_d = \frac{v_{d\text{ref}} - v_d}{L_d} - \frac{R_v i_d + \omega_n i_{q}}{L_v},
\]

\[
\dot{i}_q = \frac{v_{q\text{ref}} - v_q}{L_q} - \frac{R_v i_q - \omega_n i_{d}}{L_v},
\]

where \(v_{dq}\) are the \(dq\) components of the measured voltage at the connection point of the converter, \(R_v\) and \(L_v\) being the virtual resistance and virtual inductance, respectively. The voltage set-point values are \(v_{d\text{ref}} = V_d\) and \(v_{q\text{ref}} = 0\), where \(V_n\) is the grid nominal voltage. One should note that the PLL is responsible for setting \(v_{dq} = 0\). Voltage reference value \(v_{d\text{ref}}\) presents an additional control input that can be set arbitrarily. For consistency between the VAC and the PLL, it was kept at zero. In the literature, it has been reported that the dynamic VAC can cause synchronous resonances that lead to instabilities [30]. Therefore, a more robust expression is usually adopted that uses the quasi-stationary approximation [31], [32]. By substituting the differential operator “dot” in equation (2) with operator \(f_{\omega_n}\), one gets:

\[
i_{d\text{ref}} = G_v (v_{d\text{ref}} - v_{dq}) - B_v (v_{q\text{ref}} - v_{dq}),
\]

\[
i_{q\text{ref}} = B_v (v_{d\text{ref}} - v_{dq}) + G_v (v_{q\text{ref}} - v_{dq}),
\]

where \(G_v\) is the virtual conductance and \(B_v\) is the virtual susceptance calculated by the real valued functions:

\[
G_v = \frac{R_v}{R_v^2 + (\omega_n L_v)^2}, \quad B_v = -\frac{\omega_n L_v}{R_v^2 + (\omega_n L_v)^2}.
\]

One should note that expressions (2) and (3) are equivalent in steady state, with only their transient response being different. The VSC is synchronized with the \(d\) component of the grid voltage space vector \((v_{dq} = 0)\), and therefore:

\[
P^* = \frac{3}{2} v_{dq} i_{PQ}^*, \quad Q^* = -\frac{3}{2} v_{dq} i_{Q}^* PQ^*.
\]

By calculating the current references \(i_{dq}^*\) that correspond to the power references and adding them to the ones generated by the VAC, the total current references are:

\[
i_{d\text{ref}} = i_{d\text{ref}} + i_{PQ}^*, \quad i_{q\text{ref}} = i_{q\text{ref}} + i_{Q}^* PQ^*.
\]

The effect of this controller in steady state can be analysed by using the electrical circuit depicted in Fig. 5. For illustration purposes, it is assumed that the current controller loop dynamics and the converter filter dynamics are faster than the outer loop dynamics. Assuming a fast internal controller, the contribution of a VSC with a VAC can be summarised as shown in Fig. 5. The VSC operates as an admittance in parallel to a current source. This resembles an operation of a
passive element since both active and reactive power injected or absorbed are modified according to the grid voltage level.

The virtual admittance and virtual impedance concepts, as duals of one another, present some similarities but also important differences. Both controllers emulate the operation of electrical circuits within the converter control and use the quasi-stationary approximation of the differential operator to improve the robustness of the control. Also, they both receive voltage references at their input. Their differences are presented in Table I.

### B. Current and Power Restrictions

Due to the limited capacity of the VSC and the power available from the primary source, a saturation scheme should be used. In this work, active power is prioritised over reactive power (other alternatives are also possible [33]). Also, the sign used. In this work, active power is prioritised over reactive power. If the DG has available capacity that cannot be covered by the primary source. This frees up converter capacity that can be used for reactive power injection.

#### TABLE I

| Objective       | Virtual impedance | Virtual admittance |
|-----------------|-------------------|--------------------|
| Power sharing   | Voltage sharing   | Voltage profile    |
| Stability       | Stability         | Voltage profile    |
| Output          | Voltage references| Current references |
| Measurements    | Current           | Voltage            |
| Connection      | Cascaded connection| Parallel connection|
| DG control type | Grid-forming      | Grid-following     |

#### IV. RECURSIVE SECONDARY VOLTAGE CONTROLLER

In this section, the optimisation algorithm for tuning the VAC of DGs is presented. First, the system modelling using admittances is presented. Then, the objective function and the network constraints are explained. Finally, stability and current limit constraints are considered. The aim is to finely adjust the controllers based on the collected measurements and the operating state of the network. Hence, the VAC does not take part in the secondary control directly and its operation is affected indirectly by updates applied to its control parameters. One should note that the voltage reference inputs of the VACs could also be added as decision variables in the optimization problem. However, in this work they were excluded due to the increased complexity they would add to the algorithm.

#### A. System Modelling by Using Rotating Reference Frames

All the system equations will be analysed in a common rotating reference frame ($DQ$) that is synchronised with the ideal grid voltage. However, converter equations for the $i$-th converter are expressed in the local reference frame ($dq$). Transformation from the local reference frame to the common one is achieved by using a rotation matrix:

$$
\begin{bmatrix}
    f_D \\
    f_Q
\end{bmatrix} =
\begin{bmatrix}
    \cos \delta_i & -\sin \delta_i \\
    \sin \delta_i & \cos \delta_i
\end{bmatrix}
\begin{bmatrix}
    f_{D,i} \\
    f_{Q,i}
\end{bmatrix},
$$

where $\delta_i$ is the angle between the reference frames. In this work, this angle was estimated based on the current measurements from the converter-side and a Thevenin equivalent of the connection point of each DG [35]. More details can be found in the literature [36], [37]. From here on, all voltages and currents will be expressed in the appropriate reference frame ($DQ$ or $dq$).

#### B. Admittance Modelling

The optimisation problem is formulated using matrix notation for convenience. Matrices are expressed in boldface and uppercase, while vectors are expressed in boldface and lowercase (e.g., $i = Yu$). The virtual admittance of the VSC can reducing the VSC output power is technically possible, although its economical impact should be assessed. Financial loss from the producer side could be recuperated through compensation mechanisms for active power curtailment [34].

2) For undervoltages in resistive networks active power injection is very effective [33], but this would require additional active power from the source. If the DG is already operating at its maximum capacity ($P_{max} < P_{max}/v_{dc}$), the available power would be fully injected and the margin for reactive power injection would be zero. However, when the power available from the primary source is less than the VSC total capacity ($P_{max} > P_{max}/v_{dc}$), active power is still prioritised but the VSC has available capacity that cannot be covered by the primary source. This frees up converter capacity that can be used for reactive power injection.
be written in matrix form as:

\[
Y_v = \begin{bmatrix} G_v & -B_v \\ B_v & G_v \end{bmatrix},
\]

where \(G_v\) and \(B_v\) are the outputs of the optimisation problem.

C. Objective Function

Minimizing the difference between the nominal voltage and the actual voltage in the nodes of the distribution network is selected as the main objective. The reasons for this selection are the following:

1) Although the network can still operate with a certain level of voltage deviations from the nominal value, minimizing them is important for improving the power quality of the network [38].
2) Minimizing voltage deviation also minimizes voltage limit violation [39].
3) Operating the network close to the voltage limits may lead to line disconnections and potential voltage collapse [40].

For this work, minimizing voltage deviation and improving voltage profile will be henceforth used interchangeably. At the same time, some tuning flexibility for the operator should be provisioned in terms of the importance of each node and of the participation to the voltage regulation for each DG. This can be written as follows:

\[
\min_{G_v,B_v} \sum_{j \in C_N} a_j (V_n - \sqrt{(v_{j,d})^2 + (v_{j,q})^2})^2 \\
+ \sum_{i \in CDG} b_i ((i_{v,d}^i)^2 + (i_{v,q}^i)^2),
\]

where \(v_{j,d,q}\) are the \(dq\) voltage components of node \(j\), \(i_{v,d,q}^i\) are the \(dq\) virtual current components of the \(i\)-th DG connected to node \(j\), \(C_N\) is the set of all network nodes, \(CDG \subseteq C_N\) is the set of nodes with an interconnected DG and \(a_j, b_i\) are weighting factors.

The first term of (11) expresses the objective of voltage regulation and the weights \(a_i\) can be used to prioritize specific nodes over others. The second term expresses the total virtual current of each DG and, therefore, the contribution of each DG to the voltage regulation. When the \(dq\) components of the virtual current are non-zero, the deviation between the original current commands \(i_{v,d,q}^{PQ}\) and the actual current commands \(i_{v,d,q}^i\) creates a mismatch between the active and reactive power set-points and the delivered power by the DG (see Fig. 2 and equation (6)).

Weights \(b\) can be selected to increase or decrease this deviation for each DG (e.g., for economic reasons). Due to the trade-off in the aforementioned objectives, careful tuning of the weights should be considered. Namely, clear priority of one objective over the other should be considered. This way, the secondary controller will not be aiming to fulfill contradicting arguments at the same time. To attend to this requirement, a simple tuning rule can be expressed as:

\[
a_j + b_j = 1, \\
0 < a_j \leq 1, \\
0 \leq b_i < 1,
\]

for the \(i\)-th DG connected to node \(j\). Limit values 0 and 1 are excluded for parameters \(a_i\) and \(b_i\), respectively. If a DG is required to not participate to the voltage regulation at all, disconnection of the VAC is preferred over using these limit values. Equation (12) also covers the case in which multiple DGs are connected to the same node.

D. Network Constraints

The network topology and the effect of DG current injection on the voltage are considered through the Kirchhoff current law. For every node \(i\) the Kirchhoff current law can be written as follows:

\[
\sum_{j \in K_i} Y_{ij}(v_i - v_j) + i_c = i_L, \quad Y_{ij} = \begin{bmatrix} G_{ij} & -B_{ij} \\ B_{ij} & G_{ij} \end{bmatrix},
\]

where \(K_i\) is the set of all nodes connected to node \(j\), vector \(i_c = [i_{c,d}, i_{c,q}]^T\) represents all the lumped loads connected to the node, \(i_c = [i_{c,d}, i_{c,q}]^T\) is the converter current, \(v_j = [v_{j,d}, v_{j,q}]^T\) is the voltage of node \(j\) and \(Y_{ij}\) is the line admittance matrix.

Equation (13) is general and valid for every type of element connected to the node. If no load or DG are connected to the node, \(i_L\) or \(i_c\) can be neglected. The current flow in this generic node interconnection can be seen in Fig. 5. By solving for \(v_j\), the following result is obtained:

\[
v_j = \left(\sum_{i \in K_j} Y_{ij}\right)^{-1} \left(i_c - i_L + \sum_{i \in K_j} Y_{ij} v_i\right),
\]

where “\(^{-1}\)” stands for inverse matrix. Note that for generic values of line parameters, matrix \(\sum_{i \in K_j} Y_{ij}\) should always be invertible [41].

For known loads, (14) has two unknowns on the right-hand side, namely \(v_i\) and \(i_c\). In order to obtain both, it would be necessary to solve a power flow problem, resulting in increased complexity. In order to simplify the process, and to avoid solving a power flow problem as an intermediate step, it was decided to use the measured value of \(v_i\) (to be called \(\hat{v}_i\)) instead of the one obtained from the power flow. Using this simplification, the solution of the optimisation problem will not actually be optimal, but an approximation instead. However, the constraints and the objective function will force the solution to be closer to the optimal value than in the previous step. After an iterative process, if the algorithm reaches a steady state, then:

\[
\hat{v}_i = v_i.
\]

This means that, if the algorithm is able to converge, the simplification will give exactly the same solution as the original problem. Even though the stability of the iterative algorithm is not proven theoretically, rigorous simulations under various operating conditions and experimental results will show that this is fulfilled in a practical application. It should also be noted that the variations of \(v_i\) are relatively small, and therefore the simplification is well justified.

The total current injected by each converter includes the part related to the power controller plus the part coming from the VAC:

\[
i_c = \hat{i}_v + i^{PQ}_{\text{VAC}},
\]
where each part can be calculated as follows:

\[ i_v = Y_v(v^* - v_i), \quad i^0 = \left[ \frac{2 P^*}{3 v_{sd}} - \frac{2 Q^*}{3 v_{sq}} \right]^T. \]

(17)

Note that these are the equivalent expressions of (3) and (5), in matrix form and in steady state. From substituting equations (14), (16), (17) to (11) and by replacing unknown voltages \( v = [v_{sd} v_{sq}] \) with measured signals \( \hat{v} = [\hat{v}_{sd} \hat{v}_{sq}] \), one obtains the objective function of the problem with regard to decision variables \( G_v, B_v \).

### E. Stability Constraints

To avoid adverse effects on VAC closed-loop stability, \( R_v, L_v \) should be strictly positive [24]. This is expressed as:

\[ R_v = \frac{G_v}{G_v^2 + B_v^2} > 0, \quad L_v = -\frac{B_v}{G_v^2 + B_v^2} \frac{1}{\omega_o} > 0. \]

(18)

One should note that with constant \( \omega_o \) and by using (4) and (18), parameter pairs \( G_v, B_v \) and \( R_v, L_v \) can always be calculated when one of the two is known. Thus, they can be used interchangeably. Constraints (18) are trivially satisfied when \( G_v > 0 \) and \( B_v < 0 \). These are the constant lower and upper bounds for variables \( G_v, B_v \), respectively. When instead of strictly positive, variables \( R_v, L_v \) are required to be greater from some minimum values \( R^{\min}_v, L^{\min}_v \), constant lower and upper bounds become quadratic constraints. This can be expressed as:

\[ -G_v + R^{\min}_v (G_v^2 + B_v^2) < 0, \]

\[ B_v + \omega_o L^{\min}_v (G_v^2 + B_v^2) < 0. \]

(19)

More information regarding the derivation of these constraints can be found in [24].

### F. Current Limit Constraints

Current limits of DGs are included as constraints in the optimisation problem. A simplified version of the constraints discussed in Section III-B can be expressed as:

\[ i_{vd}^2 + i_{vq}^2 - (I^{\max})^2 < 0. \]

(20)

Note that this constraint does not contain priority of \( d \)-axis current over \( q \)-axis current, but ensures that the total requested current does not exceed the converter rating. By combining equations (16) and (20) it can be shown that its a quadratic constraints with regard to the optimization variables.

### G. Limitations of the Proposed Controller

The limitations of the proposed controller and assumptions made during this work are summarized as follows. The network is assumed to be operating under normal operating conditions. For this reason, the virtual admittance at the primary level as well as at the secondary recursive control does not provide any voltage ride through. For the secondary control level, some low-bandwidth communication platform is assumed. A suitable metering infrastructure is assumed in order to perform synchronized measurements of node voltages and load currents. The topology of the distribution network as well as the line admittances are assumed to be known \( a \) priori by the secondary control level. On the local DG level, some active power reserve is assumed. Finally, the stability of the proposed secondary recursive algorithm will not be proven analytically but validated by using rigorous simulations and experimental results.

### V. Simulation Results

#### A. Test System Description

The network in Fig. 1 was used for testing the proposed control algorithm. All the VSCs were equipped with the controller of Fig. 2 and gains \( R_v, L_v \) were periodically updated based on the process described in Section IV. Tables II and III present the control and hardware parameters of the VSCs and the main parameters of the network, respectively. Grid parameters \( R_g, L_g \) were selected so that, under nominal conditions, ohmic losses amounted to 3.7 % of the system rating and the \( R/X \) ratio was 1. Line impedance values were selected based on the available impedance ratings of the laboratory. Loading and generation parameters are shown in Table IV. They are selected so that both overvoltage and undervoltage appear in different nodes.

PI current controllers have been designed with damping set to 0.7 and settling time set to 7 ms. PLL bandwidths are set to 60 Hz and their damping to one. For all cases, the reactive power reference value \( Q^* \) is set to zero. To avoid high frequency interactions and noise, voltage input both at the local VAC level and at the secondary level are...
filtered with low-pass filters of time constant $T_f$. Specifically, a filter time constant of 100 ms was selected that approximately amounts to a bandwidth ratio of 12 between the current controller and the VAC. To avoid large transients during each parameter update by the secondary controller, the gains are passed through low-pass filters with a time constant $T_f = 100$ ms. All simulations were performed with MATLAB/Simulink and the SimPowerSystems toolbox. Realistic effects like semiconductor switching and discrete time controllers were considered.

### B. Virtual Admittance Primary Control

In this section, the basic functionality of the VAC loop without the parameter update will be demonstrated. VAC gains are set provisionally to some initial estimates based on the DG ratings ($R_v = 0.2255$ pu and $L_v = 0.0032$ pu). Specifically, virtual inductance $L_v$ was set equal to the sum of the rated values of the DG output LCL filter. Virtual resistance $R_v$ was set based on the approximate $R/X$ ratio of the LCL circuit. For this case, the ratio is estimated between 1.5-4.5 %. Fig. 6(a) shows the impact of the VAC to the rms voltage values of nodes N2, N3 and N4 when the VAC loops are activated at times $t = 1, 3, 5$ s. Load step of 20 kW at Node 1 is performed at $t = 6$ s. Voltage set-point is marked with green, dashed line.

![Effect of the primary VA control](image)

(a) rms voltage of N2 (blue), N3 (red) and N4 (yellow). (b) Active and (c) reactive power output of DG1 (blue), DG2 (red) and DG3 (yellow) during activation of VAC at $t = 1, 3, 5$ s. Load step of 20 kW at Node 1 is performed at $t = 6$ s. Voltage set-point is marked with green, dashed line.

For DG3, reactive power is absorbed and active power is curtailed. Both actions are performed automatically to mitigate the overvoltage.

### C. Secondary Controller

In this section, the operation of the secondary controller is presented. Initially, all DG units have their VAC activated with gains $R_v$ and $L_v$ set at their initial values of the previous section. Then, the secondary control algorithm is activated at $t = 3$ s and the gains are periodically updated every 4 s. The minimum values for the gains from equation (19) are set to $R_{v}^\text{min} = 0.1$ pu, $L_{v}^\text{min} = 5 \times 10^{-4}$ pu. The weighting factors in the objective function, in (11), are set to $a = [1 \ 1 \ 1 \ 1]$ and $b = [0 \ 0 \ 0]$. Fig 7(a) shows the effect that the secondary controller has on the voltage of nodes N2, N3 and N4. It can be seen how both overvoltage and undervoltage are mitigated. For the purpose of presentation, the voltage values are filtered (the unfiltered values are shown in Fig. 6). All the switching effects were fully considered. Fig. 7(b) and Fig. 7(c) show how the secondary controller affects the active and reactive power output of the DGs. DG1 and DG2 both increase their active power output to deal with the undervoltage condition. It should be noted that while the active power requested by the ac part might not be always available from the dc-source, the deviation from the original set-points is small (10.6 kW instead of 9 kW, and 13.2 kW instead of 12 kW, respectively). Hence, exceedingly large power reserves from the dc-side are not necessary. Reactive power is suitably adjusted as well considering the $R/X$ ratio that the converter “perceives”, as well as the current limitations. DG3 curtails active power injection and absorbs reactive power to respond to the overvoltage.

Fig. 7(d) and Fig. 7(e) show the values of the VAC gains during the simulation. They start from their initial values and are updated at the specified time points. One should note that the $R_v$ gain of DG3 (yellow line of Fig. 7(e)) reaches its minimum value during the third iteration of the algorithm ($t = 11$ s). This by itself is not a sufficient condition for the recursive algorithm to reach the optimal solution and terminate its operation. The final iteration of the algorithm ($t = 15$ s) outputs the same gains as the previous one, indicating that the recursive assumption (15) of the algorithm is fulfilled. At the same time, the inclusion of constraints (19) inside the optimization problem requires that the objective function (11) cannot further reduce without violating said constraints. The simultaneous fulfillment of conditions (15) and (19), together with the objective function reaching a value smaller or equal to the previous iteration warrant the optimality of the encountered solution. Further iterations of the algorithm would output the same gains and the system variables would
Fig. 7. Effect of the secondary control. (a) rms voltage of N2 (blue), N3 (red) and N4 (yellow). (b) Active and (c) reactive power output of DG1 (blue), DG2 (red) and DG3 (yellow) during parameter update at \( t = 3, 7, 11, 15 \) s. (d) Gain \( L_v \) and (e) \( R_v \) of DG1 (blue), DG2 (red) and DG3 (yellow). remain unchanged. This does not prove the optimality in mathematical terms but strongly suggests that the algorithm is effective in practical applications.

In Fig. 8, the rms voltage values of nodes N2, N3 and N4 and the active and reactive power outputs of DG1, DG2, DG3 are shown during a 18 kW step increase of the load connected to N2 at \( t = 9 \) s. At \( t = 3 \) s and \( t = 7 \) s the recursive algorithm is executed normally reducing the voltage deviation. At \( t = 9 \) s voltages of N2 and N3 drop instantly due to the load increase. At \( t = 11 \) s and \( t = 15 \) s the recursive algorithm is executed again regulating the voltage. In Fig. 9, the rms voltage values of nodes N2, N3 and N4 and the active and reactive power outputs of DG1, DG2, DG3 are shown during a 7% grid voltage increase at \( t = 9 \) s. As before, at times \( t = 3 \) s and \( t = 7 \) s the recursive algorithm is executed normally reducing the voltage deviation. At \( t = 9 \) s all node voltages rise due to the grid voltage increase. At \( t = 11 \) s and \( t = 15 \) s the recursive algorithm is executed and the resulting gain update adjusts the active and reactive power outputs accordingly. The two examples above demonstrate the robustness of the secondary controller against network disturbances and highlight the benefits of the periodic gain updates.

To showcase the robustness of the algorithm under various loading and generation conditions, repeated simulations with stochastically set parameters were performed. The algorithm was run 30 times with loads getting random values in the range of \([0, 50]\) kW and generation getting values in the range of \([0, 15]\) kW following a uniform distribution. Average value models were used for these simulations to speed up computation time. Fig. 10 shows the total voltage deviation for the whole network and for each iteration. In every iteration, the secondary algorithm was executed several times, starting at \( t = 2 \) s and then every 3 s. For some cases, it should be noted that the objective function does not change throughout the full simulation. This is because the generation/load mismatch (and
hence, voltage deviation) is high and the DGs have reached their saturation limit from the start. It can be seen that stability was preserved in all cases despite the substantial variation of the network operating points.

D. Effect of Weights

The effect of the weight vectors \(a\) and \(b\) in the objective function, in (11), will be shown. The tuning rule presented in (12) was followed. For the first simulation, weights \(a\) were reduced symmetrically for all grid nodes from 0.9 to 0.1 and weights \(b\) were increased for all DGs from 0.1 to 0.9. Steady state values after two parameter updates were used for all the presented variables. Fig. 11(a) shows the deviation of rms voltages of N2, N3 and N4 from the nominal voltage while Fig. 11(b) shows the total virtual current command \(i_v^* = (i_{vd}^2 + i_{vq}^2)^{1/2}\) for DG1, DG2 and DG3. The trade-off discussed in Section IV-C can be observed. For greater values of \(a\) (smaller values of \(b\)), maximum “effort” is dedicated from the DGs to the voltage regulation and the deviation decreases with each update. For small values of \(a\) (greater values for \(b\)), the voltage level improvement caused by the initial effect of the primary VAC is cancelled. Thus, the deviation from the voltage set-point increases. The trend of virtual current increasing for larger values of \(a\) is not followed by DG2. This is because DG2 has reached its capacity limit and is not able to contribute to the undervoltage mitigation. The secondary controller considers the limit and only reduces the virtual current.

Fig. 12. Effect of weights - variation of \(a_4, b_3\). (a) Voltage deviation from the nominal values at N2, N3 and N4. (b) Virtual current for DG1, DG2 and DG3.

Fig. 13. rms voltage of N2, N3 and N4. Performance comparison between (blue) VAC, (red) reactive power droop and (yellow) combined active and reactive power droop. Simulation repeated for different values of line resistances.

Fig. 12 shows how the weight selection can individually affect separate nodes or DGs. Parameter \(a_4\) which corresponds to voltage regulation of Node 4 was decreased from 1 to 0.1 (parameter \(b_3\) corresponding to converter 3 was increased from 0 to 0.9) while the rest of the weights \(a\) were set to 1 (the rest of the weights \(b\) were set to 0). Fig. 12(a) shows that the voltage deviation of N4 follows the same trends as previously, only this time the rest of the nodes remain unaffected. Fig. 12(b) shows that only the virtual current of DG3 is changed. For the individual tuning of each weight, consideration of the network topology should be taken. For example, completely separate regulation of the voltages of Node 2 and 3 is impractical as they are connected to the same feeder.

E. Comparative Simulations

1) Primary Level: To compare the performance of the proposed controller with other methods, simulations were performed at both the primary and the secondary control levels. For the primary level, the most commonly used technique for voltage regulation is a voltage/reactive power droop (\(Q/V\) droop), voltage/active power droop (\(P/V\) droop) or a combination of the two [5], [6], [7]. Fig. 13 shows the rms voltages of N2, N3 and N4 when the voltage regulation schemes are enabled at \(t = 0.3\) s. The primary controllers considered were (blue) VAC, (red) \(Q/V\) droop and (yellow) combined \(P/V\) and
**TABLE V**

**Summary of Control Techniques Comparison**

| Controller                  | Regulated variable | Control level | Communication requirements | Different $R/X$ | Over- undervoltage | Modified power | Performance |
|-----------------------------|--------------------|---------------|----------------------------|----------------|--------------------|---------------|-------------|
| $Q/V$ droop                 | Voltage            | Primary       | None                       | No             | Yes                | $Q$           | +           |
| $P/V$ and $Q/V$ droops      | Voltage            | Primary       | None                       | Yes            | Yes                | $P$, $Q$      | ++          |
| Secondary reactive power controller | Voltage | Secondary | High bandwidth real-time | No             | No                | $Q$           | +           |
| Adaptive droop              | DG set-point       | Secondary     | None                       | Yes            | -                  | $P$, $Q$      | +           |
| VAC with recursive controller | Voltage          | DG set-point  | Primary                    | Low bandwidth periodic | Yes | Yes | $P$, $Q$ | +++ |

---

Fig. 14. rms voltage of N2, N3 and N4. Performance comparison between (blue) the proposed secondary, recursive controller and (red) a centralised, secondary reactive power control. At $t = 0.4$ s, the primary VAC and the centralised reactive power control are enabled. At $t = 1.8$, $3.8$, $5.8$ s the VAC gains are updated by the secondary recursive controller.

The simulations were repeated for different values of line resistances. For the cases of high line resistances, the performance of the VAC is similar to that of the combined droop when mitigating an undervoltage. However, the VAC is more effective for N4, where an overvoltage is observed. As expected, the $Q/V$ droop is less effective than the other two techniques that affect both active and reactive power and its efficacy is further reduced for more resistive lines.

2) Secondary Level: At the secondary level, a practical method to control voltage is by adjusting the reactive power set-points of the DGs via a centralised PI controller [42]. Then, another method based on an adaptive tuning of the active and reactive power droops was also tested [43].

In the first case, the gains of the secondary reactive power PI controller were set so that the time response of the controller was comparable with the one of the recursive algorithm. Fig. 14 shows the rms voltage of N2, N3 and N4 for the two secondary controllers. At $t = 0.4$ s, the primary VAC and the centralised reactive power control are enabled. At $t = 1.8$, $3.8$, $5.8$ s the VAC gains are updated by the secondary recursive controller. It can be seen that after two VAC gain updates, voltage deviation from the nominal value of $400$ V is smaller for the VAC case, active power deviation is smaller for all DGs. The performed comparison between the different control techniques is summarized in Table V.

---

**VI. EXPERIMENTAL VERIFICATION**

A. Laboratory Overview

The functionality of the proposed control structure was validated in the Smart Energy Integration Lab (SEIL) [44]. Fig. 16 shows a photograph of the experimental setup used for the distribution network. For the recursive controller, the voltage rise is correctly reduced with each iteration.

For the adaptive tuning of active and reactive power droops, an update based on the available converter capacity is typically used [43]. This droop-tuning method to reduce active power deviation was directly compared with the proposed recursive controller. For this comparison, the flexibility of the controller was used and the weights were set to $a = [1.01.01.01]$ ($b = [0.90.90.9]$). Fig. 15 shows the active power deviation for each DG from the active power reference $P^*$. Performance comparison between (blue) the proposed secondary, recursive controller and (red) adaptive droop control for active and reactive power. At $t = 0.4$ s, the primary VAC and active and reactive droop controllers are enabled. At $t = 1.8$, $3.8$ s the VAC gains are updated by the secondary recursive controller. At $t = 1.8$ s, the active and reactive power droops are updated based on the available active power from the primary source. It can be seen that for the VAC case, active power deviation is smaller for all DGs. The performed comparison between the different control techniques is summarized in Table V.

---
Fig. 16. Photographs of the laboratory. (a) Ac bus-bars, (b) 15 kVA converters, (c) real-time computers, (d) 75 kVA converters, (e) line impedances, (f) dc bus-bars and (g) passive loads.

Fig. 17. Single-line electrical diagram of the laboratory facilities including the test network configuration set-up. Different colours represent different points of common voltage in the grid.

experiments while Fig. 17 shows the electrical single-line diagram of the lab configuration. The equivalent lab devices that correspond to the components comprising the test network of Fig. 1 are marked. Embedded PCs were used for the implementation of the control systems for all converters. Two sets of 15 kVA converters were used to represent the DGs of Fig. 1. The first set was used to represent DG1 and DG2 with the dc voltage being controlled by a set of rectifiers. The second set was used in a back-to-back configuration where one converter was controlling the dc voltage and the other was connected to the test network as DG3. Converters were connected to the grid by using LCL filters. The sampling and switching frequencies were set to 10 kHz. Pulse-width modulation with the min-max modulation strategy and the single update was used [28].

The grid, the grid impedance and Load 1 were emulated by using a 75 kVA VSC grid emulator. The converter that emulated the grid included an LC output filter \((L_f = 500 \mu H \text{ and } C_f = 100 \mu F)\). The filter capacitor was controlled with a fast full state-feedback controller so that the LC filter does not interact with the rest of the system. The voltage of Node 1 was calculated from the mathematical model (included in the grid emulator) and then used as an input for the voltage controller. To enable bidirectional power flow from the grid emulator, a different 75 kVA VSC was controlling the dc voltage. Their dc-sides were connected through a dc bus-bar. The distribution lines in Fig. 1 were implemented by using a set of configurable impedances with values that are presented in Table III. The entire configuration defines a power hardware in the loop (PHIL) test of the grid defined in Fig. 1.

| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| \(P_{L1}\) | 10 kW | \(P_{L2}\) | 6 kW |
| \(P_{L3}\) | 6 kW | \(P_{L1}^*\) | 15 kW |
| \(P_{L2}^*\) | 15 kW | \(P_{L3}^*\) | 15 kW |

Table III. The entire configuration defines a power hardware in the loop (PHIL) test of the grid defined in Fig. 1.

B. Control and Communication Platform Description

Fig. 18 shows a schematic of communication and control setup of laboratory equipment that was used to implement the controllers and data flow depicted in Fig. 1. The grid and load 1 models were emulated in one real-time PC (RTPC 1). The control of converters 1 and 2 was implemented in RTPC 2, while the converter 3 was controlled from RTPC 3. The control of loads 2 and 3 was implemented in an auxiliary PLC (AUX PLC). The proposed secondary controller was implemented in MATLAB-Simulink and executed in an external PC. Then, the central communication hub was used to establish a connection and manage a data flow among the devices. The communication link between the central hub and AUX PLC was established through UDP protocol, while TCP/IP protocol was used for other devices. The communication between RTPCs and converters was established via EtherCAT. This allows execution of internal controllers each sampling period.

C. Experimental Results

To validate the operation of the proposed control structure, two experiments were conducted. First, the basic operation of the primary VAC loop was assessed and its effect on the test network voltage was studied. Then, the recursive secondary controller was activated to tune the VAC gains in real time using the communication platform described in Section VI-B. The loading and generation conditions for the laboratory experiments are presented in Table VI. To avoid large transients and for equipment protection, slew rates of current and power commands were saturated to values of 14.14 A/s and 50 kW/s, respectively.

Fig. 19 shows the measurements during the activation of the VAC loops of DG1 and DG2 at times \(t_1 = 1.8 \text{ s}\) and \(t_2 = 6.75 \text{ s}\), respectively. Initially, all three DGs were connected and delivering power according to their respective
power references. Then, VAC loops of DG1 and DG2 are activated in close succession. Fig. 19(a) shows the rms voltage at the nodes to which the DGs are connected, namely N2 and N3. It can be see how the overvoltage is mitigated and voltage values decrease within acceptable ranges. The curtailment of active power and absorption of reactive power of the DGs is shown in Fig. 19(b) and Fig. 19(c), respectively. The change of the DG power output is achieved by the change of the converter current. The $d$ and $q$-axis current of both DGs are shown in Fig. 19(d) and Fig. 19(e), respectively.

For the second experiment, the communication setup described in the previous section was used. The weighting factors were set to $a = [1 \ 1 \ 1 \ 1]$ and $b = [0 \ 0 \ 0]$ while the minimum values for the gains from equation (19) were set to $R_v^{\text{min}} = 0.001$ pu, $L_v^{\text{min}} = 5 \cdot 10^{-4}$ pu. The secondary controller was manually enabled at times $t_1 = 4.6$ s, $t_2 = 11.1$ s, $t_3 = 17.8$ s, $t_4 = 24$ s and $t_5 = 31.1$ s. Fig. 20 shows the collected measurements from all grid nodes and all DGs. It can be seen how the gain updates improve the voltage profiles for both under- and overvoltage. Fig. 21 shows how the total voltage deviation of the network is reduced with each iteration. One should note that the rate of decrease reduces with each iteration as well, validating the convergence of the algorithm to the optimal solution of the minimization problem. The VAC gains during the experimental validation of the secondary controller can be seen in Table VII.

To validate the functionality of the weighting factors, two experiments were performed. Fig. 22 shows the voltage deviation at N4 and the total deviation from the nominal current of DG3 when the recursive algorithm was executed with weighting factors set to $a = [1 \ 0.7 \ 0.7 \ 0.7]$ and $b = [0.3 \ 0.3 \ 0.3]$. The secondary recursive algorithm is executed...


Table VII

| VAC Gains During Experimental Validation of Recursive Secondary Controller |
|---------------------------------------------|---|---|---|---|---|
| VAC gain [pu] | 0 s-t₁ | t₁-t₂ | t₂-t₃ | t₃-t₄ | t₄-t₅ | 35 s |
| L⁻¹ | 3.23 | 4.07 | 5.16 | 5.56 | 0.5 | 0.5 |
| R⁻¹ | 0.22 | 0.21 | 1.0 | 1.0 | 1.0 | 1.0 |

![Fig. 22 laboratory measurements. (a) Voltage deviation at N4 and (b) Current deviation at DG3. Objective functions weights set to a = [1 0.7 0.7 0.7] and b = [0.3 0.3 0.3].](image)

The controller periodically receives measurements from the grid and the DGs and updates the VAC gains by using the proposed recursive optimisation algorithm. The optimisation objective is to minimize the voltage deviation from the nominal set-point across the grid so that both undervoltage and overvoltage cases are addressed. Network topology and converter current restrictions are included in the algorithm as constraints. Weight vectors are also included in the objective function to provide the network operator with the scheduling flexibility. A simple tuning rule for the weight vectors is also provided. The performance and operation of the secondary voltage controller, as well as the primary VAC, have been assessed and demonstrated by using detailed simulations in a representative low voltage distribution grid. The flexibility of the secondary controller was compared by using the standard method of adapting the gains of primary control based on the DG available capacity. Finally, the functionality of the complete control structure was validated through laboratory experiments. Simulation results have been used to provide the comparison between the proposed controller and other voltage regulation techniques and also to demonstrate its effectiveness.

The controller periodically receives measurements from the grid and the DGs and updates the VAC gains by using the proposed recursive optimisation algorithm. The optimisation objective is to minimize the voltage deviation from the nominal set-point across the grid so that both undervoltage and overvoltage cases are addressed. Network topology and converter current restrictions are included in the algorithm as constraints. Weight vectors are also included in the objective function to provide the network operator with the scheduling flexibility. A simple tuning rule for the weight vectors is also provided. The performance and operation of the secondary voltage controller, as well as the primary VAC, have been assessed and demonstrated by using detailed simulations in a representative low voltage distribution grid. The flexibility of the secondary controller was compared by using the standard method of adapting the gains of primary control based on the DG available capacity. Finally, the functionality of the complete control structure was validated through laboratory experiments. Simulation results have been used to provide the comparison between the proposed controller and other voltage regulation techniques and also to demonstrate its effectiveness.

Fig. 23. Laboratory measurements. (a) Voltage deviation at N4 and (b) Current deviation at DG3. Objective functions weights set to a = [1 0.3 0.3 0.3] and b = [0.7 0.7 0.7].

Table VIII

| VAC Gains During Experimental Validation of the Effect of Weights |
|---------------------|---------|---------|---------|---------|
| Experiment 1 VAC gain [pu] | 0 s-t₁ | t₁-t₂ | t₂-t₃ | t₃-t₄ | t₄-t₅ | 65 s |
| L⁻¹ | 3.23 | 1.86 | 1.4 | 1.28 | 1.21 |
| R⁻¹ | 0.22 | 0.87 | 0.7 | 0.6 | 0.55 |
| Experiment 2 VAC gain [pu] | 0 s-t₁ | t₁-t₂ | t₂-t₃ | t₃-t₄ | t₄-t₅ | 75 s |
| L⁻¹ | 3.23 | 3.66 | 3.7 | 3.78 | 3.82 |
| R⁻¹ | 0.22 | 1.83 | 2.08 | 2.17 | 2.21 |

![Experimental validation: Effect of weights 1](image)

![Experimental validation: Effect of weights 2](image)

VII. CONCLUSION

In this paper, a novel, recursive secondary voltage controller has been proposed based on the virtual admittance concept.
thus reaching the optimal solution values for the grid voltage. The results have also shown that by measuring the network operating point, the secondary controller optimizes the voltage profiles when step changes are applied to different grid variables. It has been shown the controller maintains stability, even under wide variation of the network load and DG production. The participation of each DG to the voltage regulation was successfully adjusted by the selection of the weight vectors. Comparative simulations showed the proposed controller achieves better voltage regulation at the primary level than when only reactive power and combined active/reactive power droops are used (in particular in the overvoltage cases). The controller also shows better results over a range of different $R/X$ ratios. In the case when DG set-point deviation reduction is prioritised over voltage regulation, the secondary controller achieves better results than the standard method of adapting the values of active/reactive power droops. Finally, the performed experiments in the SEIL facilities validated the performance of the proposed controller in a realistic application.

Future work will focus on the following topics. First, theoretical stability analysis of the proposed control will be performed. Secondly, the parallel operation of multiple VAC-based DGs will be studied. Finally, the primary source will be modelled in more detail and its effect on the controller performance will be assessed.
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