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Abstract

We propose a new family of high-order explicit generalized-α methods for hyperbolic problems with the feature of dissipation control. Our approach delivers $2k$, \((k \in \mathbb{N})\) accuracy order in time by solving $k$ matrix systems explicitly and updating the other $2k$ variables at each time-step. The user can control the numerical dissipation in the discrete spectrum’s high-frequency regions by adjusting the method’s coefficients. We study the method’s spectrum behaviour and show that the CFL condition is independent of the accuracy order. The stability region remains invariant while we increase the accuracy order. Next, we exploit efficient preconditioners for the isogeometric matrix to minimize the computational cost. These preconditioners use a diagonal-scaled Kronecker product of univariate parametric mass matrices; they have a robust performance with respect to the spline degree and the mesh size, and their decomposition structure implies that their application is faster than a matrix-vector product involving the fully-assembled mass matrix. Our high-order schemes require simple modifications of the available implementations of the generalized-α method. Finally, we present numerical examples demonstrating the methodology’s performance regarding single- and multi-patch IGA discretizations.
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1. Introduction

Chung and Hulbert \cite{Chung1993} introduced the generalized-α method for hyperbolic systems arising in structural dynamics; later, Hulbert and Chung \cite{Hulbert1996} presented an explicit version of this time-marching method. The method is second-order accurate in time and provides
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user-control on the high-frequency numerical dissipations. Likewise, other well-known methods like, e.g., the Newmark-β [3] and the HHT-α [4] methods have both implicit and explicit formulations and are limited to the second-order accuracy. Nevertheless, the Newmark method does not control the dissipation while, using the HHT-α, one obtains dissipative solutions in low-frequency regions. The generalized-α method produces an algorithm that combines high-frequency and low-frequency dissipations optimally; see [1, 2].

These methods, including the generalized-α method, are limited to the second-order accuracy in time. In contrast, high-order methods like Lax-Wendroff, Runge-Kutta, Adams-Moulton, and backward differentiation schemes (see [5]) or high-order IGA collocation methods for dynamics (see, e.g., [6]) lack explicit control over the numerical dissipation of high frequencies. Thus, we propose an explicit $k$-step generalized-α method that delivers $2k$ accuracy in time for second derivatives problems in time. Our method obtains high-order accuracy in the time with optimal control of the resulting system’s spectral behaviour. Thus, we build an algorithm that consists of $3k$ equations; for each three-equation set, we solve an explicit system for a variable and update the other two. We then study the resulting amplification matrix’s spectral properties to determine the CFL condition and introduce user-defined parameters that control the numerical dissipation. Later, we prove that the CFL condition of our method is independent of temporal accuracy.

The explicit generalized-α method, at each time step, factors the isogeometric mass matrix; thus, we use a preconditioned conjugate gradients (PCG) as an iterative solver using $\mathcal{M}$ [7], which is easy to implement, extremely efficient and robust. We build the preconditioner using a diagonal scaling of the parametric mass matrix (i.e., matrix associated with the $d$-dimensional cube pre-image of the parametric space) for single-patch geometries. We combine the preconditioners defined above for each patch for multi-patch geometries. We then study the resulting amplification matrix’s spectral properties to determine the CFL condition and introduce user-defined parameters that control the numerical dissipation. Later, we prove that the CFL condition of our method is independent of temporal accuracy.

We present numerical simulations to demonstrate the performance of the time-marching scheme and its preconditioner. We provide numerical evidence on the time integrator’s high-order accuracy and its dispersion properties. Additionally, we show the optimal convergence in the spatial domain for several problems. The outline for the remainder of the paper is as follows. Section 2 describes the hyperbolic problem we consider and introduces the spatial discretizations to obtain the matrix formulation of the problem. Section 3 presents our fourth-order explicit generalized-α method; therein, we also analyze the method’s stability, its CFL condition, and its temporal accuracy. Section 4 generalizes the method to $2k^{th}$-order of accuracy. Then, we introduce our solver in Section 5 with details on single- and multi-patch isogeometric analysis. We verify the solver’s convergence and its computational performance in Section 6 numerically. Section 7 describes our contributions and further applications.
2. Problem Statement

We start with an initial boundary-value hyperbolic problem, a model problem for structural dynamics:

\[
\begin{align*}
\ddot{u}(x,t) - \nabla \cdot (\omega^2 \nabla u(x,t)) + c(\dot{u}(x,t)) &= f(x,t), \quad (x,t) \in \Omega \times [0,T], \\
u(x,t) &= u_D, \quad x \in \partial \Omega, \\
u(x,0) &= u_0, \quad x \in \Omega, \\
\dot{u}(x,0) &= v_0, \quad x \in \Omega,
\end{align*}
\]

Let \( \Omega \subset \mathbb{R}^d, d = 1, 2, 3 \), be an open bounded domain. The operator \( \nabla \) is the spatial gradient and a superscript dot denotes a time derivative such that \( \dot{u}(x,t) = \frac{\partial u(x,t)}{\partial t} \) and \( \ddot{u}(x,t) = \frac{\partial^2 u(x,t)}{\partial t^2} \).\( c(\dot{u}(x,t)) \) models linear damping. The source \( f \), propagation speed \( \omega \), initial data \( u_0, v_0 \), and Dirichlet boundary conditions \( u_D \) are given and assumed regular enough for the problem to admit a weak solution. In order to derive our numerical method for (1), we first obtain a semi-discretized problem by discretizing in space, then, we deploy our explicit generalized-\( \alpha \) method to have a fully discretized system.

2.1. Spatial discretization

Adopting a Galerkin method (in particular, isogeometric analysis), the matrix problem resulting from the semi-discretization of (1) reads:

\[
M\ddot{U} + C\dot{U} + KU = F, \tag{2}
\]

where \( M, C, \) and \( K \) are the mass, damping, and stiffness matrices, respectively. \( U \) denotes the vector of the unknowns, and \( F \) is the source vector. The initial conditions also read:

\[
U(0) = U_0, \quad V(0) = V_0, \tag{3}
\]

where \( U_0 \) and \( V_0 \) represent the given vectors initial conditions corresponding to \( u_0, v_0 \), respectively. In the next section, we propose our numerical technique to deal with the time derivative \( \ddot{U} \) and \( \dot{U} \) in (2) with the accuracy of order \( 2k \) in the temporal domain with \( k \in \mathbb{N} \).

Remark 1. Herein, we propose an explicit generalized-\( \alpha \) scheme by considering a general spatial discretization, leading to the matrix problem (2). Therefore, the use of isogeometric analysis does not limit the method’s applicability; effectively, our method applies to the spatial discretization of a time-dependent semi-discretized problem.

Remark 2. In problem (1) and accordingly (2), for simplicity, we only consider constant \( \omega \) and assume that the solution \( u(\cdot,t) \) satisfies homogeneous boundary condition. One requires slight modifications of the discrete bilinear and linear functions for the cases of heterogeneous propagation speed and non-homogeneous boundary conditions [8, 9].

2.2. Time-discretization

To obtain a fully discrete problem (2), we adopt an appropriate time marching scheme to deal with \( \ddot{u}_h \) and \( \dot{u}_h \); in the next section, we propose a new high-order explicit generalized-\( \alpha \) method.
3. Explicit generalized-α method

Consider a partitioning of the time interval \([0, T]\) as \(0 = t_0 < t_1 < \cdots < t_N = T\) with a grid size \(\tau_n = t_{n+1} - t_n\). We approximate \(U(t_n), \dot{U}(t_n), \ddot{U}(t_n)\) using \(U_n, V_n, A_n\), respectively. The explicit generalized-α method with second-order accuracy in time solves (2) at time-step \(t_{n+1}\),

\[
MA_{n+\alpha} + CV_n + KU_n = F_{n+\alpha_f},
\]

\[
V_{n+1} = V_n + \tau A_n + \tau \gamma [A_n],
\]

\[
U_{n+1} = U_n + \tau V_n + \frac{\tau^2}{2} A_n + \tau \gamma [A_n],
\]

where

\[
F_{n+\alpha_f} = F(t_{n+\alpha_f}),
\]

\[
A_{n+\alpha_m} = A_n + \alpha_m [A_n]
\]

\[
[A_n] = A_{n+1} - A_n.
\]

To retrieve the unknown \(A\) at the initial state, we solve

\[
A_0 = M^{-1}(F_0 - KU_0 - CV_0).
\]

At each time step, we first compute \(A_{n+1}\) using (4a), and then evaluate \(V_{n+1}\) and \(U_{n+1}\) from (4b) and (4c), respectively. The method (4) has a truncation error in time of \(O(\tau^3)\) (for further details, see [10, 11]). We extend the accuracy, assuming sufficient temporal regularity of the solution; thus, we use a Taylor expansion with higher-order terms. We introduce new variables \(L^a(A_n)\) to approximate the \(a\)-th order derivative of \(A_n\) in time. Therefore, for example, to derive a fourth-order explicit generalized-α method, we solve

\[
MA_{n+\alpha} + CV_n + KU_n = F_{n+\alpha_f},
\]

\[
ML^3(A_n) + CL^2(A_n) + KL^1(A_n) = F^{(3)}_{n+\alpha_f},
\]

with updating conditions

\[
U_{n+1} = U_n + \tau V_n + \frac{\tau^2}{2} A_n + \frac{\tau^3}{6} L^1(A_n) + \frac{\tau^4}{24} L^2(A_n) + \frac{\tau^5}{120} L^3(A_n) + \beta_1 \tau^2 P_n,
\]

\[
V_{n+1} = V_n + \tau A_n + \frac{\tau^2}{2} L^1(A_n) + \frac{\tau^3}{6} L^2(A_n) + \frac{\tau^4}{24} L^3(A_n) + \gamma_1 \tau P_n,
\]

\[
L^1(A_{n+1}) = L^1(A_n) + \tau L^2(A_n) + \frac{\tau^2}{2} L^3(A_n) + \tau^2 \beta_2 [L^3(A_n)],
\]

\[
L^2(A_{n+1}) = L^2(A_n) + \tau L^3(A_n) + \tau \gamma_2 [L^3(A_n)].
\]
where
\[ P_n = A_{n+1} - A_n - \tau \mathcal{L}^1(A_n) - \frac{\tau^2}{2} \mathcal{L}^2(A_n) - \frac{\tau^3}{6} \mathcal{L}^3(A_n), \]
\[ A_n^{\alpha_1} = A_n + \tau \mathcal{L}^1(A_n) + \frac{\tau^2}{2} \mathcal{L}^2(A_n) + \frac{\tau^3}{6} \mathcal{L}^3(A_n) + \alpha_1 P_n, \]
\[ \mathcal{L}^3(A_n)^{\alpha_2} = \mathcal{L}^3(A_n) + \alpha_2 \mathcal{L}^2(A_n). \]

We approximate \[ \frac{\partial \mathcal{a}}{\partial t} = f(\cdot, n + \alpha f), \] as \( F_n(\alpha f) \). Following (6), one can readily obtain the initial data of the unknowns using the given information on \( U_0 \) and \( V_0 \) as
\[ A_0 = M^{-1} (F_0 - KU_0 - CV_0), \]
\[ \mathcal{L}^1(A_0) = M^{-1} \left( F_0^{(1)} - KV_0 - CA_0 \right), \]
\[ \mathcal{L}^2(A_0) = M^{-1} \left( F_0^{(2)} - KA_0 - C \mathcal{L}^1(A_0) \right), \]
\[ \mathcal{L}^3(A_0) = M^{-1} \left( F_0^{(3)} - K \mathcal{L}^1(A_0) - C \mathcal{L}^2(A_0) \right). \]

Next, we derive the corresponding coefficients that deliver the desired accuracy and discuss the method’s stability.

3.1. Order of accuracy in time

We now determine the parameters \( \gamma_1 \) and \( \gamma_2 \) that guarantee the fourth-order accuracy of (7); thus, we use the following result.

**Theorem 1.** Assuming that the solution is sufficiently smooth with respect to time, the method (7) is fourth-order accurate in time given
\[ \gamma_1 = \frac{1}{2} - \alpha f_1 + \alpha_1, \quad \gamma_2 = \frac{1}{2} - \alpha f_2 + \alpha_2. \]

**Proof.** Following [12], we determine the amplification matrix by associating with \( \lambda = \theta^2 \) the eigenvalues of the matrix \( M^{-1} K \). The damping term’s eigenvalues \( M^{-1} C \) are \( \zeta \theta \) where \( \zeta \) is the damping coefficient. Without loss of the proof’s generality, we set \( \zeta = 0 \) and ignore damping. Then, substituting (8) into (7), we obtain a system of equations at each time step as
\[ A U_{n+1} = B U_n + F_{n+\alpha_f}, \]
letting $U^T_n = [U_n, \tau V_n, \tau^2 A_n, \tau^3 \mathcal{L}^1(A_n), \tau^4 \mathcal{L}^2(A_n), \tau^5 \mathcal{L}^3(A_n)]^T$, 

$$A = \begin{bmatrix}
1 & 0 & -\beta_1 & 0 & 0 & 0 \\
1 & 0 & -\gamma_1 & 0 & 0 & 0 \\
0 & 0 & \alpha_1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & -\beta_2 \\
0 & 0 & 0 & 0 & 1 & -\gamma_2 \\
0 & 0 & 0 & 0 & 0 & \alpha_2 \\
\end{bmatrix},$$

$$B = \begin{bmatrix}
1 & 1 & \frac{1}{2} - \beta_1 & \frac{1}{6} - \beta_1 & \frac{1}{24} - \beta_1 & \frac{1}{120} - \beta_1 \\
0 & 1 & \frac{1}{2} - \beta_1 & \frac{1}{6} - \beta_1 & \frac{1}{24} - \beta_1 & \frac{1}{120} - \beta_1 \\
-\tau^2 \lambda & -\tau^2 \lambda & \alpha_1 - 1 - \frac{1}{2} \tau^2 \lambda & \alpha_1 - 1 - \frac{1}{6} \tau^2 \lambda & \frac{1}{2} (\alpha_1 - 1) & \frac{1}{6} (\alpha_1 - 1) \\
0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & \alpha_2 - 1 \\
\end{bmatrix},$$

(13)

and $F_{n+\alpha r}$ consists of the forcing terms $F_{n+\alpha f}$ and $(F_{n+\alpha f})$. Thus, the amplification matrix $G$ becomes

$$G = A^{-1} B,$$

(14)

with $G$ being an upper-block triangular matrix written as:

$$G = \begin{bmatrix} A_1 & \Xi \\ 0 & A_2 \end{bmatrix},$$

(15)

where

$$A_1 = \frac{1}{\alpha_1} \begin{bmatrix}
\alpha_1 - \beta_1 \tau^2 \lambda & \alpha_1 - \beta_1 \tau^2 \lambda & \frac{1}{2} (\alpha_1 - \beta_1 (\tau^2 \lambda + 2)) \\
-\gamma_1 \tau^2 \lambda & \alpha_1 - \gamma_1 \tau^2 \lambda & \alpha_1 - \frac{\alpha_1 - 2}{2} (\tau^2 \lambda + 2) \\
-\tau^2 \lambda & -\tau^2 \lambda & \alpha_1 - 1 - \frac{\alpha_1 - 2}{2} \tau^2 \lambda \\
\end{bmatrix},$$

(16)

$$A_2 = \frac{1}{\alpha_2} \begin{bmatrix}
\alpha_2 - \beta_2 \tau^2 \lambda & \alpha_2 - \beta_2 \tau^2 \lambda & \alpha_2 - \gamma_2 \\
-\gamma_2 \tau^2 \lambda & \alpha_2 - \gamma_2 \\
-\tau^2 \lambda & 0 & \alpha_2 - 1 \\
\end{bmatrix}. $$

Following [11, 13], firstly, we obtain the high-order unknowns $\mathcal{L}^1(A_n)$ and $\mathcal{L}^2(A_n)$, being second-order accurate. Secondly, we set the parameters such that the upper block on the diagonal also delivers second-order accuracy. Then, we obtain the fourth-order accuracy by adding the high-order terms through the upper off-diagonal block to our solution. Therefore, we study each diagonal block to derive the related parameters. For this aim, for any arbitrary amplification matrix, we can state the following,

$$G_0 \mathcal{L}^1(A_{n+1}) - G_1 \mathcal{L}^1(A_n) + G_2 \mathcal{L}^1(A_{n-1}) - G_3 \mathcal{L}^1(A_{n-2}) = 0,$$

(17)

where the coefficients are invariants of the amplification matrix as $G_0 = 1$, $G_1$ is the trace of $G$, $G_2$ is the sum of principal minors of $G$, and $G_3$ is the determinant of $G$. 
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Using a Taylor series expansion, we have:

\[ L_1(A_{n+1}) = L_1(A_n) + \tau L_2(A_n) + \tau^2 L_3(A_n) + \mathcal{O}(\tau^3), \]

\[ L_1(A_{n-1}) = L_1(A_n) - \tau L_2(A_n) + \tau^2 L_3(A_n) + \mathcal{O}(\tau^3), \]

\[ L_1(A_{n-2}) = L_1(A_n) - 2\tau L_2(A_n) + 2\tau^2 L_3(A_n) + \mathcal{O}(\tau^3). \]  

(18)

Setting \( \gamma_2 = \frac{1}{2} - \alpha_2 + \alpha_2 \), we obtain that \( L_1(A_{n+1}), L_2(A_{n+1}) \) are second-order accurate in time. Next, we rewrite (18) for the unknown \( U_{n+1} \) as

\[ U_{n+1} = U_n + \tau V_n + \frac{\tau^2}{2} A_n + R, \]

\[ U_{n-1} = U_n - \tau V_n + \frac{\tau^2}{2} A_n + R, \]

\[ U_{n-2} = U_n - 2\tau V_n + 4\frac{\tau^2}{2} A_n + R, \]

(19)

where \( R \) is a function of \( L_1(A_n), L_2(A_n) \) and \( L_3(A_n) \). We neglect this term in the analysis as it is a residual. Thus, we can prove that the remaining terms are second-order accurate in time. Then, we add the residuals to the second-order accurate solution, to produce a truncation error of \( \mathcal{O}(\tau^5) \) and consequently, we obtain a fourth-order accurate scheme in time, which completes the proof.

3.2. Stability analysis and CFL condition

We bound the spectral radius of the amplification matrix by one to deliver a stable time-marching scheme. For this, firstly, we calculate the eigenvalues of the matrix \( G \) in (14) for the case \( \Theta := \tau^2 \lambda \to 0 \). Therefore, in this case, the diagonal blocks in (16) are:

\[ \Lambda_1 = \begin{bmatrix} 1 & 1 & \frac{1}{2} - \frac{\alpha_1}{2} \\ 0 & 1 & 1 - \frac{\alpha_1}{2} \\ 0 & 0 & 1 - \frac{\alpha_1}{2} \end{bmatrix}, \quad \Lambda_2 = \begin{bmatrix} 1 & 1 & \frac{1}{2} - \frac{\alpha_2}{2} \\ 0 & 1 & 1 - \frac{\alpha_2}{2} \\ 0 & 0 & 1 - \frac{\alpha_2}{2} \end{bmatrix}. \]  

(20)

Then, \( G \)'s eigenvalues are:

\[ \lambda_1 = \lambda_2 = \lambda_3 = \lambda_4 = 1, \quad \lambda_5 = 1 - \frac{1}{\alpha_1}, \quad \lambda_6 = 1 - \frac{1}{\alpha_2}. \]  

(21)

The boundedness of \( \lambda_5 \) and \( \lambda_6 \) in (21) implies that \( \alpha_1 \geq \frac{1}{2} \) and \( \alpha_2 \geq \frac{1}{2} \).

Now, we derive the CFL condition for our method. In the analysis of the implicit generalized-\( \alpha \) methods of second- and higher-order accuracy \cite{weiss2008, oberman2007}, we analyze the discrete system’s eigenvalue distribution in the limit \( \Theta \to \infty \) and set the method’s free parameters such that all eigenvalues are equal to a real constant \( \rho_\infty \in [0, 1] \); this parameter controls the numerical dissipation. In our explicit method, we need to find the method’s conditional stability region. Thus, we exploit the amplification matrix’s upper-triangular structure \cite{weiss2008} to explicitly compute the eigenvalues of \( G \), which is equivalent to finding the eigenvalues of each diagonal block in (16). Therefore, the characteristic
polynomials for the diagonal blocks are:

\[
\Lambda_1 : 2\alpha_1 \lambda_1^3 + \lambda_1^2 (\Theta(2\beta_1 + 2\gamma_1 + 1) - 6\alpha_1 + 2) \\
+ \lambda_1 (\Theta(-4\beta_1 - 2\gamma_1 + 1) + 6\alpha_1 - 4) + 2\beta_1 \Theta - 2\alpha_1 + 2 = 0,
\]

\[
\Lambda_2 : 2\alpha_2 \lambda_2^3 + \lambda_2^2 (2\Theta\beta_2 - 6\alpha_2 + 2) + \lambda_2 (\Theta(-4\beta_2 + 2\gamma_2 + 1) + 6\alpha_2 - 4) \\
+ \Theta(2\beta_2 + 1 - 2\gamma_2) - 2\alpha_2 + 2 = 0,
\]

(22)

where two roots of each characteristic polynomial in (22) are the principal roots while the third is spurious (unphysical). We require the two principal roots to be complex conjugates except in the high-frequency regions. This requirement maximizes high-frequency dissipation while setting two eigenvalues to one in the low-frequency range to improve its approximation accuracy. Thus, we set \(\beta_1\) and \(\beta_2\) such that the complex parts of the principal roots of the blocks \(\Lambda_1\) and \(\Lambda_2\), respectively, vanish in high-frequency regions; this setting changes the largest eigenvalue from one to a user-defined value, which results in an approach similar to the implicit generalized-\(\alpha\) methods. Additionally, we define the limit in which this bifurcation happens at block \(i\), \(i = 1, 2\), by \(\Omega_{bi}\). We define the critical stability limit for our explicit method as \(\Omega_{si}\) and show the stability region of block \(i\).

We find the parameter values using the characteristic equation corresponding to the diagonal block \(i\) of the amplification matrix as:

\[
\sum_{j=0}^{3} \left( \tilde{a}_i^j + \tilde{y}_i^j \Theta^2 \right) \lambda_i^{(3-j)} = 0,
\]

(23)

where \(\tilde{a}_i\) and \(\tilde{y}_i\) are functions of the parameters \(\gamma_i\) and \(\beta_i\). Each block \(i\) has three eigenvalues; we set two of them to \(\rho_{bi}\) and one becomes \(\rho_{si}\). Therefore, we rewrite the characteristic polynomial (23) as

\[
(\lambda_i^3 + \rho_{bi}^2 + 2\lambda_i \rho_{bi}) (\lambda_i + \rho_{si}) = 0.
\]

(24)

Next, to have all three roots with real values at the bifurcation limit, we equate (24) to (22) to obtain:

\[
\Omega_{b1} = 2 - 2\rho_{b1} - \rho_{s1} \rho_{b1}^2,
\]

\[
\Omega_{b2} = 2 + 2\rho_{b2} + \rho_{s2} - \rho_{s2} \rho_{b2}^2,
\]

\[
\alpha_1 = \frac{2 - (1 + \rho_{b1})\rho_{s1}}{(-1 + \rho_{b1})(-1 + \rho_{b2})},
\]

\[
\alpha_2 = \frac{2 + (1 - \rho_{b2})\rho_{s2}}{(1 + \rho_{b2})(1 + \rho_{b2})}
\]

(25)

**Remark 3.** Herein, we constrain \(\rho_{si} \leq \rho_{bi}\) which results in \(\Omega_{bi} \leq \Omega_{si}\). We can maximize the bifurcation region \(\Omega_{bi}\) by setting \(\rho_{si} = \rho_{bi}\) and consequently, obtain a one-parameter family of algorithms. Figure 1 shows this numerically.

Figure 1 shows how the bifurcation and stability regions change as the user-defined parameter changes.

To set the complex part of the eigenvalues equal to zero in the high-frequency regions,
we define the parameters $\beta_i$ as
\[
\beta_1 = \frac{(1 + \rho_{b1})(-1 + \rho_{b1}\rho_{s1})^2}{(-1 + \rho_{b1})(1 + \rho_{s1})(-2 + \rho_{s1} + \rho_{b1}\rho_{s1})},
\]
\[
\beta_2 = \frac{-5 - 3\rho_{b2} - 4\rho_{s2} + 2\rho_{b2}\rho_{s2} + 2\rho_{b2}^2\rho_{s2} - \rho_{s2}^2 + \rho_{b2}\rho_{s2}^2}{(1 + \rho_{b2})^2(-2 - 3\rho_{b2} + \rho_{b2}\rho_{s2} - \rho_{s2}^2 + \rho_{b2}\rho_{s2}^2)}. \tag{26}
\]
Finally, we find the critical values at which each block’s spectral radius becomes larger than one. For this, we set $\Theta = \Omega_{s_1}$ and $\lambda_i = 1$ in (23) and solve the resulting equation. Thus, we introduce the critical values $\Omega_{s_1}$ as
\[
\Omega_{s_1} = \frac{4(1 - \rho_{b1})(2 - \rho_{b1}\rho_{s1} - \rho_{s1})(3 + \rho_{b1} - \rho_{s1} - 3\rho_{b1}\rho_{s1})}{2(5 - \rho_{b1}^2) + (5 - 13\rho_{b1} - \rho_{b1}^2)\rho_{s1} + (1 + \rho_{b1})^3\rho_{s1}^2 - (1 + \rho_{b1})^3\rho_{s1}^2}, \tag{27}
\]
\[
\Omega_{s_2} = \frac{4(1 - \rho_{b2})(2 - \rho_{b2}\rho_{s2} + \rho_{s2})(3 - \rho_{b2} + \rho_{b2} - 3\rho_{b2}\rho_{s2})}{2(5 - \rho_{b2}^2) + (5 - 13\rho_{b2} + \rho_{b2}^2)\rho_{s2} + (1 - \rho_{b2})^3\rho_{s2}^2 - (1 - \rho_{b2})^3\rho_{s2}^2}.
\]

Remark 4. Following closely [3, 7], $\alpha_{f1}$ and $\alpha_{f2}$ are free parameters with respect to spectral radius. Therefore, we set $\alpha_{f1} = 1$ to deliver fourth-order accuracy. Accordingly, to optimally combine low- and high-frequency dissipation, we set $\alpha_{f2} = 0$.

Therefore, by setting $0 \leq \rho_{b1}, \rho_{b2} \leq 1$, we control the system’s spectral radius $\rho$ and, consequently, the high-frequency numerical damping. Figure 2 shows how the user controls $\rho$ and the stability region $\Omega_s$: setting $\rho_b = \rho_s = 0.99$ leads to the largest stability region $\Omega_s = 4(\theta\tau)^2 = 4\Theta$, equivalent to the stability region of the second-order central difference method [12].
Figure 2: Spectral radius $\rho$ behaviour for different $\rho_b$ values, where $\rho_{b1} = \rho_{b2} = \rho_{s1} = \rho_{s2}$.

4. General $2k^{th}$-order accuracy in time

This section extends our approach to deliver $2k^{th}$-order accurate methods with $k \geq 2$. That is, we introduce our $2k^{th}$-order explicit generalized-$\alpha$ method as:

$$
MA_n^{\alpha_1} + CV_n + KU_n = F_{n+\alpha_{j1}},
$$

$$
ML^{3j-3}(A_n)^{\alpha_j} + CL^{3j-4}(A_n) + KL^{3j-5}(A_n) = F_{n+\alpha_{jj1}}, \quad j = 2, \cdots, k-1, \quad (28)
$$

$$
ML^{3k-3}(A_n)^{\alpha_k} + CL^{3k-4}(A_n) + KL^{3k-5}(A_n) = F_{n+\alpha_{jk}},
$$

$$
ML^{3k-3}(a_n)_{\alpha_k} + CL^{3k-4} + KL^{3k-5}(A_n) = F_{n+\alpha_{jk}},
$$
and updating the system using the following

\[ U_{n+1} = U_n + \tau V_n + \frac{\tau^2}{2} A_n + \frac{\tau^3}{6} L^1(A_n) + \cdots + \frac{\tau^{3k-1}}{(3k-1)!} L^{3k-3}(A_n) + \beta_1 \tau^2 P_{n,1}, \]

\[ V_{n+1} = V_n + \tau A_n + \frac{\tau^2}{2} L^1(A_n) + \cdots + \frac{\tau^{3k-2}}{(3k-2)!} L^{3k-3}(A_n) + \tau \gamma_1 P_{n,1}, \]

\[ L^{3j-5}(A_{n+1}) = L^{3j-5}(A_n) + \tau L^{3j-4}(A_n) + \cdots + \frac{\tau^{3(k-j)+2}}{(3(k-j) + 2)!} L^{3k-3}(A_n) + \tau^2 \beta_j P_{n,j}, \]

\[ L^{3j-4}(A_{n+1}) = L^{3j-4}(A_n) + \cdots + \frac{\tau^{3(k-j)+1}}{(3(k-j) + 1)!} L^{3k-3}(A_n) + \tau \gamma_j P_{n,j}, \quad j = 2, \ldots, k-1, \]

\[ L^{3k-5}(A_{n+1}) = L^{3k-5}(A_n) + \tau L^{3k-4}(A_n) + \frac{\tau^2}{2} L^{3k-3}(A_n) + \tau^2 \beta_k [L^{3k-3}(A_n)], \]

\[ L^{3k-4}(A_{n+1}) = L^{3k-4}(A_n) + \tau L^{3k-3}(A_n) + \tau \gamma_k [L^{3k-3}(A_n)], \]

(29)

with

\[ P_{n,1} = A_{n+1} - A_n - \tau L^1(A_n) - \cdots - \frac{\tau^{3k-3}}{(3k-3)!} L^{3k-3}(A_n), \]

\[ A_n^1 = A_n + \tau L^1(A_n) + \cdots + \frac{\tau^{3k-3}}{(3k-3)!} L^{3k-3}(A_n) + \alpha_1 P_{n,1}, \]

\[ P_{n,j} = L^{3j-3}(A_{n+1}) - L^{3j-3}(A_n) - \cdots - \frac{\tau^{3(k-j)}}{3(k-j)!} L^{3k-3}(A_n), \]

\[ A_n^j = L^{3j-3}(A_n) + \cdots + \frac{\tau^{3(k-j)}}{3(k-j)!} L^{3k-3}(A_n) + \alpha_j P_{n,j}, \quad j = 2, \ldots, k-1, \]

\[ L^{3k-3}(A_n)^{\alpha_k} = L^{3k-3}(A_n) + \alpha_k [L^{3k-3}(A_n)]. \]

(30)

Letting \( k = 2 \) recovers the fourth-order explicit generalized-\( \alpha \) method of Section 3. Using similar arguments to the proof of Theorem 1, we can establish higher-order schemes in the form of (28) and (29) by using high-order Taylor series. Then, to seek 2kth-order of accuracy, we substitute (29) into (28) and find a matrix system as

\[ LU_{n+1} = RU_n + F_{n+\alpha_f}. \]

(31)

Therefore, the amplification matrix of the 2kth-order accurate scheme becomes:

\[
G_k = L^{-1} R = 
\begin{bmatrix}
\Lambda_1 & \Xi_{12} & \cdots & \cdots & \Xi_{1k} \\
0 & \Lambda_2 & \Xi_{23} & \cdots & \Xi_{2k} \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & \Lambda_{k-1} & \Xi_{k-1} \\
0 & 0 & \cdots & 0 & \Lambda_k
\end{bmatrix},
\]

(32)
with

$$\Lambda_j = \frac{1}{\alpha_j} \begin{bmatrix} \alpha_j - \beta_j \Theta & \alpha_j - \beta_j \Theta & \frac{1}{2} \left( \alpha_j - \beta_j \left( \Theta + 2 \right) \right) \\ -\gamma_j \Theta & -\gamma_j \Theta & \alpha_j - \frac{\gamma_j}{2} \left( \Theta + 2 \right) \\ -\Theta & -\Theta & \alpha_j - 1 - \frac{\Theta}{2} \end{bmatrix}, \quad j = 1, \cdots, k - 1$$

$$(33)$$

$$\Lambda_k = \frac{1}{\alpha_k} \begin{bmatrix} \alpha_k - \beta_k \Theta & \alpha_k - \gamma_k \Theta & \frac{\alpha_k}{2} - \beta_k \\ -\gamma_k \Theta & -\gamma_k \Theta & \alpha_k - \gamma_k \\ -\Theta & -\Theta & \alpha_k - 1 \end{bmatrix}. \quad (34)$$

**Remark 5.** The amplification matrix is an upper-triangular block matrix; thus, we neglect the non-diagonal block contributions in the eigenvalue analysis.

**Theorem 2.** Assuming $u_h(t)$ and $\dot{u}_h(t)$ have sufficient regularity in time, our semi-discrete method for advancing is $2k^{th}$-order accurate in time when

$$\gamma_j = \frac{1}{2} - \alpha_{fj} + \alpha_j, \quad j = 1, \cdots, k - 1, \quad \gamma_k = \frac{1}{2} - \alpha_{fk} + \alpha_k.$$

**Proof.** The amplification matrix is an upper-triangular block matrix; each block is a $3 \times 3$ matrix. The last two diagonal blocks $\Lambda_{k-1}$ and $\Lambda_k$ have similar entries to those of the amplification matrix of the fourth-order method. The other diagonal blocks are analogous to $\Lambda_{k-1}$. Hence, separately for each block, we determine the relevant terms for and consider the higher-order terms to obtain second-order accuracy. Consequently, after solving the whole system and adding the higher-order terms to the unknowns $u_h$ and $v_h$, we have a truncation error of $O(\tau^{2k+1})$.

4.1. CFL condition and dissipation control

We define the system's spectral behaviour, the bifurcation regions, and its CFL conditions; thus, we study the amplification matrix's eigenvalues. Accordingly, we calculate each diagonal block's eigenvalues. The first $k - 1$ blocks have identical structures; hence, following Section 3, we propose these algorithmic parameters as

$$\Omega_{bj} = 2 - 2\rho_b j - 2\rho_b j^2, \quad j = 1, \cdots, k - 1,$$

$$\alpha_j = \frac{2 - (1 + \rho_b)j}{(-1 + \rho_b)(-1 + j)},$$

$$\beta_j = \frac{(1 + \rho_b)(1 + \rho_b j)(-2 + \rho_b j + \rho_b j^2)}{(-1 + \rho_b j)(-1 + \rho_b j)(-2 + \rho_b j + \rho_b j^2)},$$

$$\Omega_{bk} = 2 + 2\rho_b k + \rho_b k^2,$$

$$\alpha_k = \frac{2 + (1 - \rho_b)k}{(1 + \rho_b)(1 + k)},$$

$$\beta_k = \frac{-5 - 3\rho_b + 4\rho_b k - 2\rho_b k^2 + 2\rho_b k^2 \rho_b + \rho_b^2 k^2 - \rho_b k^2 + \rho_b k^2}{(1 + \rho_b)^2(-2 - 3\rho_b + \rho_b k + \rho_b k^2 - \rho_b k^2 + \rho_b k^2)}.$$
and the critical values $\Omega_{sj}$ are

$$
\Omega_{sj} = \frac{4(1 - \rho_{bj})(2 - \rho_{bj}\rho_{sj} - \rho_{sj})(3 + \rho_{bj} - \rho_{sj} - 3\rho_{bj}\rho_{sj})}{2(5 - \rho_{bj}^2) + (5 - 13\rho_{bj} - \rho_{bj}^2 - \rho_{bj}^3)\rho_{sj} - (1 + \rho_{sj})^3\rho_{sj}^2}, \quad j = 1, \ldots, k - 1,
$$

$$
\Omega_{sk} = \frac{4(1 + \rho_{bk})(2 - \rho_{bk}\rho_{sk} + \rho_{sk})(3 - \rho_{bk} + \rho_{sk} - 3\rho_{bk}\rho_{sk})}{2(5 - \rho_{bk}^2) + (5 - 13\rho_{bk} - \rho_{bk}^2 + \rho_{bk}^3)\rho_{sk} - (1 - \rho_{bk})^3\rho_{sk}^2}.
$$

(36)

**Remark 6.** We constrain $\rho_{sm} \leq \rho_{bm}$, $m = 1, \ldots, k$ and maximize the bifurcation regions $\Omega_{bm}$ by setting $\rho_{sm} = \rho_{bm} = \rho$ with $0 \leq \rho < 1$ as a user-defined parameter; our method is a one-parameter family of time-marching algorithms. Additionally, the stability region is independent of the accuracy order; we obtain higher-order accuracy without affecting any features of the second-order algorithm (i.e., preserve stability regions, bifurcation limit, and dissipation control). Similarly, $\alpha_{fj}$ and $\alpha_{fk}$ are free parameters; thus, we set $\alpha_{fj} = 1$, $j = 1, \ldots, k - 1$, and $\alpha_{fk} = 0$.

**Remark 7.** The most expensive computational cost of our explicit time marching is the factorization of the mass matrices. Next, we discuss a state-of-the-art approach to precondition the mass matrices resulting from isogeometric analysis that minimize this cost for complex geometries as well as for single- and multi-patch discretizations.

5. Solver

The method we propose has many advantages: for instance, the CFL condition and the dissipation control are independent of the order of accuracy; however, it requires solving $k$ mass-matrix systems. Herein, we discuss a method to accelerate these systems’ solution when using isogeometric analysis. Firstly, we describe efficient and robust preconditioners for maximum-continuity isogeometric mass matrices for single and multi-patch geometries. Then, we adopt an iterative solver (i.e., preconditioned conjugate gradients, PCG) to calculate the solutions.

5.1. B-splines

Given two positive integers $p$ and $m$, consider an open knot vector

$$
\Xi := \{\xi_1, \ldots, \xi_{m+p+1}\}
$$

such that

$$
\xi_1 = \ldots = \xi_{p+1} < \xi_{p+2} \leq \ldots \leq \xi_m < \xi_{m+1} = \ldots = \xi_{m+p+1},
$$

where interior repeated knots are allowed with maximum multiplicity $p$. We assume $\xi_1 = 0$ and $\xi_{m+p+1} = 1$. From the knot vector $\Xi$, we define degree-$p$ B-spline functions using the Cox-De Boor recursive formula: we start with piecewise constants ($p = 0$):

$$
\widehat{b}_{i,0}(\zeta) = \begin{cases} 1 & \text{if } \xi_i \leq \zeta < \xi_{i+1}, \\ 0 & \text{otherwise}, \end{cases}
$$
for \( p \geq 1 \), the following recursion defines the B-spline functions

\[
\hat{b}_{i,p}(\zeta) = \frac{\zeta - \xi_i}{\xi_{i+p} - \xi_i} \hat{b}_{i,p-1}(\zeta) + \frac{\xi_{i+p+1} - \zeta}{\xi_{i+p+1} - \xi_{i+1}} \hat{b}_{i+1,p-1}(\zeta),
\]

where \( 0/0 = 0 \). Each B-spline \( \hat{b}_{i,p} \) depends only on \( p + 2 \) knots, which we collect in a local knot vector

\[
\Xi_{i,p} := \{\xi_i, \ldots, \xi_{i+p+1}\},
\]

is non-negative and its support is the interval \([\xi_i, \xi_{i+p+1}]\). Moreover, these B-spline functions constitute a partition of unity, that is

\[
\sum_{i=1}^{m} \hat{b}_{i,p}(x) = 1, \quad \forall x \in (0, 1). \tag{37}
\]

The univariate spline space is

\[
\hat{S}_h = \hat{S}_h([0, 1]) := \text{span}\{\hat{b}_{i,p}\}_{i=1}^{m},
\]

where \( h \) denotes the maximal mesh-size. We may drop the degree \( p \) from the notation when it will not lead to confusion (see, e.g., [15, 16]).

We define multivariate B-splines from univariate ones by tensorization, as is common practice. Let \( d \) be the space dimension and consider open knot vectors \( \Xi_k = \{\xi_{k,1}, \ldots, \xi_{k,m+p+1}\} \) and a set of multi-indices \( I := \{i = (i_1, \ldots, i_d) : 1 \leq i_l \leq m\} \). For each multi-index \( i = (i_1, \ldots, i_d) \), we introduce the \( d \)-variate B-spline,

\[
\hat{B}_i(\zeta) := \hat{b}_{\Xi_{i_1,p}}(\zeta_1) \cdots \hat{b}_{\Xi_{i_d,p}}(\zeta_d).
\]

The corresponding spline space is

\[
\hat{S}_h = \hat{S}_h([0, 1]^d) := \text{span}\{B_i : i \in I\},
\]

where \( h \) is the maximal mesh-size in all dimensions, that is,

\[
h := \max_{1 \leq k \leq d} \max_{1 \leq i \leq m+p+1} |\xi_{k,i+1} - \xi_{k,i}|.
\]

**Assumption 1.** Knot vectors are quasi-uniform; there exists \( \alpha > 0 \), \( h \) independent, such that each non-empty knot span \( (\xi_{k,i}, \xi_{k,i+1}) \) fulfills \( ah \leq \xi_{k,i+1} - \xi_{k,i} \), for \( 1 \leq k \leq d \).

5.2. Single-patch geometric space

We consider a single-patch domain \( \Omega \subset \mathbb{R}^d \), a \( d \)-dimensional parametrization \( F \),

\[
\Omega = F(\hat{\Omega}), \quad \text{with} \quad F(\xi) = \sum_{i} C_i \hat{B}_i(\xi),
\]

where \( C_i \) are the control points and \( \hat{B}_i \) are tensor-product B-spline basis functions defined on a parametric patch \( \hat{\Omega} := (0, 1)^d \), where \( F \) is an invertible map. Following
the isoparametric paradigm, isogeometric basis functions $B_i$ are the push-forward of the parametric basis, that is, $B_i = \hat{B}_i \circ F^{-1}$. Thus, the isogeometric space on $\Omega$ is defined as

$$S_h = S_h(\Omega) := \text{span}\left\{B_i := \hat{B}_i \circ F^{-1} : i \in I\right\}.$$  

We introduce a co-lexicographical reordering of the basis functions and write

$$S_h = \text{span}\left\{B_i : i \in I\right\} = \text{span}\left\{B_i\right\}_{i=1}^{N_{\text{dof}}}.$$  

5.3. Multi-patch B-splines

Following [17], a multi-patch domain $\Omega \subset \mathbb{R}^d$ is an open set, a subdomain union

$$\Omega = \bigcup_{r=1}^{N_{\text{patch}}} \Omega^{(r)},$$  

where $N_{\text{patch}}$ is the number of subdomains, $\Omega^{(r)} = F^{(r)}(\hat{\Omega})$ are the disjoint patches (subdomain pre-images), each $F^{(r)}$ has a different spline parametrization, and the super index $(r)$ refers to $\Omega^{(r)}$. We introduce for each patch $\Omega^{(r)}$, B-spline spaces

$$\hat{S}_h^{(r)} := \text{span}\left\{\hat{B}_i^{(r)} : i = 1, \ldots, N_{\text{dof}}^{(r)}\right\}.$$  

and isogeometric spaces

$$S_h^{(r)} := \text{span}\left\{B_i^{(r)} : i = 1, \ldots, N_{\text{dof}}^{(r)}\right\}.$$  

We assume for simplicity that all patches have the same degree $p$. We define an isogeometric space on $\Omega$ by imposing continuity at the interfaces between patches, that is

$$V_h := \left\{v \in C^0(\Omega) : v|_{\Omega^{(r)}} \in S_h^{(r)} \text{ for } r = 1, \ldots, N_{\text{patch}}\right\}.$$  

We assume a suitable conformity to construct a basis for space $V_h$; for all $r, s \in \{1, \ldots, N_{\text{patch}}\}$, with $r \neq s$, let $\Gamma_{rs} = \partial \Omega^{(r)} \cap \partial \Omega^{(s)}$ be the interface between the patches $\Omega^{(r)}$ and $\Omega^{(s)}$.

**Assumption 2.** We assume:

1. $\Gamma_{rs}$ is either a vertex or the image of a full edge or the image of a full face for both parametric domains.

2. For each $B_i^{(r)} \in S_h^{(r)}$ such that $\text{supp}(B_i^{(r)}) \cap \Gamma_{rs} \neq \emptyset$, there exists a function $B_j^{(s)} \in S_h^{(s)}$ such that $B_i^{(r)}|_{\Gamma_{rs}} = B_j^{(s)}|_{\Gamma_{rs}}$.

We define, for each patch $\Omega^{(r)}$, an application

$$G^{(r)} : \{1, \ldots, N_{\text{dof}}^{(r)}\} \to J = \{1, \ldots, \dim(V_h)\},$$  

such that $G^{(r)}(i) = G^{(s)}(j)$ if and only if $\Gamma_{rs} \neq \emptyset$ and $B_i^{(r)}|_{\Gamma_{rs}} = B_j^{(s)}|_{\Gamma_{rs}}$. Moreover, we define, for each global index $l \in J$, a set of pairs $J_l := \{(r, i) : G^{(r)}(i) = l\},$ which
collects local indices of patch-wise contributions to a global function, and the scalar

\[ n_l := \# J_l, \]  

(41)

that expresses the patch multiplicity for the global index \( l \). Furthermore, let

\[ N_{\text{adj}} := \max\{n_l : l \in J\} \]  

(42)

be the maximum number of adjacent patches (i.e., those with non-empty closure intersection). We define, for each \( l \in J \), the global basis function

\[ B_l(x) := \begin{cases} B_i^{(r)}(x) & \text{if } x \in \hat{\Omega}^{(r)} \text{ and } (r, i) \in J_l, \\ 0 & \text{otherwise}, \end{cases} \]  

(43)

which is continuous due to Assumption 2. Then

\[ V_h = \text{span}\{B_l : l \in J\}. \]  

(44)

The set \( \{B_l : l \in J\} \) where \( B_l \) is defined as in (43), represents a basis for \( V_h \). Finally, we define the index set \( J^{(r)} \subset J \) such that \( l \in J^{(r)} \) if and only if \( l = C^{(r)}(i) \) for some \( i \), where \( \# J^{(r)} = N_{\text{dof}} \) and \( J^{(r)} \) are the index set for \( \hat{S}_h^{(r)} \) and \( S_h^{(r)} \), abusing notation.

5.4. Mass preconditioner on a patch

In this section, we briefly revisit the preconditioner described in [7], for an isogeometric mass matrix associated with a single-patch domain, denoted \( \Omega \), that is

\[ [M]_{i,j} = \int_{\hat{\Omega}} \hat{B}_i \hat{B}_j | \det(DF)|. \]  

(45)

Assumption 3. We assume \( F \in C^1([0,1]^d) \) and there exists \( \delta > 0 \) such that for all \( x \in [0,1]^d \), \( \det(DF^{(r)}) \geq \delta \).

Hence, as a preconditioner for the mass matrix \( M \), we consider

\[ M := D^{1/2} \hat{D}^{-1/2} \hat{M} \hat{D}^{-1/2} D^{1/2}, \]  

(46)

where

\[ [M]_{i,j} := \int_{\hat{\Omega}} \hat{B}_i \hat{B}_j, \quad \hat{D} := \text{diag} \left( \hat{M} \right), \quad D := \text{diag} (M). \]  

(47)

We define

\[ \kappa(A) := \frac{\lambda_{\text{max}}(A)}{\lambda_{\text{min}}(A)}, \]  

for a symmetric, positive definite matrix \( A \). This preconditioner has several good properties (see [7] for details):
• asymptotic exactness, that is
\[ \lim_{h \to 0} \kappa(\mathcal{M}^{-\frac{1}{2}} \mathcal{M}^{-\frac{1}{2}}) = 1; \] (49)

• \( p \)-robustness, in fact numerical tests show a slow growth (almost linear) of \( \kappa(\mathcal{M}^{-\frac{1}{2}} \mathcal{M}^{-\frac{1}{2}}) \) with respect to the spline degree \( p \).

• good behaviour with respect to the spline parametrization \( F \); numerical evidence shows that \( \kappa(\mathcal{M}^{-\frac{1}{2}} \mathcal{M}^{-\frac{1}{2}}) \) and the number of PCG iteration needed to converge are small even for distorted geometries.

5.5. Mass preconditioner on multi-patch domain

We introduce a mass matrix preconditioner for multi-patch domains, that is
\[ [\mathcal{M}]_{i,j} = \int_{\Omega} B_i B_j, \quad B_i, B_j \in B_{mp}, \]
where \( \Omega \) is the union of \( \Omega^{(r)} \), see [39]. Following [7], we combine the single-patch preconditioner of (46) with an additive Schwarz method. We define a family of local spaces
\[ V_h^{(r)} := \text{span}\left\{ B_{mp}^{(r)} \right\}, \quad r = 1, \ldots, N_{\text{patch}}, \quad (50) \]
where we have set
\[ B_{mp}^{(r)} := \{ B_l : l \in \mathcal{J}^{(r)} \}, \]
with \( \mathcal{J}^{(r)} \) defined as in Section 5.3. Therefore, \( V_h^{(r)} \) is the subspace of \( V_h \) spanned by the B-splines whose support intersect \( \Omega^{(r)} \). Moreover, following the notation of [13], we consider restriction operators \( R^{(r)} : V_h \to V_h^{(r)} \) with \( r = 1, \ldots, N_{\text{patch}} \), defined by
\[ R^{(r)} \left( \sum_{l \in \mathcal{J}^{(r)}} u_l B_l \right) = \sum_{l \in \mathcal{J}^{(r)}} u_l B_l \]
and their transposes, in the basis representation, \( R^{(r)T} : V_h^{(r)} \to V_h \) correspond, in our case, to the inclusion of \( V_h^{(r)} \) into \( V_h \). We denote with \( R^{(r)} \) and \( R^{(r)T} \) the rectangular matrices associated to \( R^{(r)} \) and \( R^{(r)T} \), respectively.

The additive Schwarz preconditioner (inverse) is
\[ \mathcal{M}^{-1}_{\text{ad}} := \sum_{r=1}^{N_{\text{patch}}} R^{(r)T} \mathcal{M}^{(r)^{-1}} R^{(r)}, \quad (51) \]
where we set
\[ \mathcal{M}^{(r)} := D^{(r)^{\frac{1}{2}}} \hat{D}^{(r)^{-\frac{1}{2}}} \hat{M}^{(r)} \hat{D}^{(r)^{-\frac{1}{2}}} D^{(r)^{\frac{1}{2}}}. \quad (52) \]
and

\[
[M^{(r)}]_{i,j} := \int_{\Omega} \hat{B}_i^{(r)} \hat{B}_j^{(r)}, \quad \hat{D}^{(r)} := \text{diag}(\hat{M}^{(r)}), \quad \hat{D}^{(r)} := \text{diag}(M^{(r)}), \quad (53)
\]

assumption the basis functions ordering of \( \{\hat{B}_i^{(r)}\}_{i=1}^{N_{\text{dof}}} \) and \( \{\hat{B}_i^{(r)}\}_{i=1}^{N_{\text{dof}}} \) follows Section 5.3.

**Assumption 4.** For all \( r = 1, \ldots, N_{\text{patch}} \), let us assume \( F^{(r)} \) fulfils Assumption 3.

An upper bound for the conditioning of the preconditioned system [7] is

\[
k \left( \mathcal{M}_{\text{ad}}^{-\frac{1}{2}} M \mathcal{M}_{\text{ad}}^{-\frac{1}{2}} \right) \leq C N_{\text{adj}}^2,
\]

where the constant \( C \) is independent of \( h \) and \( N_{\text{patch}} \); equation (42) defines \( N_{\text{adj}} \). Numerical experiments show the method’s \( p \)-robustness and good behavior with respect to the spline parametrizations \( F^{(r)} \).

5.6. Preconditioners application cost

The mass matrices and preconditioners of Section 5.4 and 5.5 are symmetric and positive definite; thus, we adopt the preconditioned conjugate gradient method (PCG) to solve the associated linear systems. The application of the single-patch preconditioner requires the solution of a linear system associated with

\[
\mathcal{M} = \hat{D}^{-\frac{1}{2}} \hat{M} \hat{D}^{-\frac{1}{2}} \hat{D} \hat{M} \hat{D}^{-\frac{1}{2}} \hat{D} \hat{M}^{-1} \hat{M} \hat{D}^{-\frac{1}{2}} \hat{D} \hat{M}^{-1},
\]

the Kronecker product structure of the matrix implies that the preconditioner’s application cost is proportional to \( N_{\text{dof}} \) [7, 19–21].

For the multi-patch cases, the application of \( \mathcal{M}_{\text{ad}}^{-1} \) [51], involves, for \( r \in \{1, \ldots, N_{\text{patch}}\} \), the application of the operators \( R^{(r)} \) and \( R^{(r)^T} \), whose cost is negligible, and the application of \( (\mathcal{M}^{(r)})^{-1} \), whose cost we analyze above. In conclusion, also for \( \mathcal{M}_{\text{ad}}^{-1} \), the cost of application is \( O(N_{\text{dof}}) \) floating-point operations (FLOPS).

6. Numerical results

In this section, firstly, we show the performance of the proposed explicit generalized-\( \alpha \) method. Then, we provide further numerical results on our solver. All the tests are performed with Matlab R2015a and GeoPDEs toolbox [22]. To show how our explicit method and solver work, the linear systems are solved by PCG, with tolerance equal to \( 10^{-12} \) and with the null vector as the initial guess. We denote by \( n_{\text{sub}} \) the number of subdivisions, which are the same in each parametric direction and in each patch, by \( p \) the spline degree and by \( \tau \) the size of the time grid. Moreover, we underline that we only consider the splines of maximal regularity. The symbol “*” denotes the impossibility of the formation of the matrix \( M \), due to memory requirements.
In all the examples, we consider the following hyperbolic problem

\[
\begin{aligned}
\dddot{u}(x,t) - \nabla \cdot (\omega^2 \nabla u(x,t)) &= f(x,t), \quad (x,t) \in \Omega \times (0,T], \\
u(x,t) &= u_D, \quad x \in \partial \Omega, \\
u(x,0) &= u_0, \quad x \in \Omega, \\
\dot{u}(x,0) &= v_0, \quad x \in \Omega,
\end{aligned}
\] (54)

where \( \omega \) is assumed to be one except in the problem taken into account in section 6.2.

6.1. Convergence of the generalized-\( \alpha \) method

For verifying the accuracy of the 4th order explicit generalized-\( \alpha \) method, we solve (54) on \( \Omega = [0,1] \times [0,1] \), choosing the source term, Dirichlet boundary condition and initial condition such that the exact solution reads

\[
u(x,y,t) = \sin(10\pi x) \sin(10\pi y) \left[ \cos\left(10\sqrt{2}\pi t\right) + \sin\left(10\sqrt{2}\pi t\right) \right].
\]

In Figure 3, we show the 4th order of convergence in the time domain for the unknown displacement and velocity at final time \( T = 0.1 \). In this example, we use 100 \( \times \) 100 isogeometric elements with polynomial degree of \( p = 7 \) with continuity \( C^6 \). We also set all the user-defined parameters \( \rho_{bi} = \rho_{si} = \rho \). As the analysis showed before, the obtained solutions \( u^h_n \) and \( v^h_n \) which respectively approximate \( u(x,t_n) \) and \( \dot{u}(x,t_n) \) converge with an order of four.

6.2. Dispersion behaviour of the generalized-\( \alpha \) method

In this example, we numerically show that choosing higher-order methods leads to better approximations in low-frequency zones. Again, we consider a homogeneous Dirichlet boundary condition with an exact solution given by

\[
u(x,t) = \sin(j\pi x) \cos(\pi t),
\] (55)
and setting $\omega = \frac{1}{j}$. We discretize the spatial domain using $N = 400$ elements with polynomials of degree $p = 4$ and regularity $C^3$. We refer to Figure 4 where we consider two cases; one is with the time step $\tau = 0.05$ in which the bifurcation region is reached and, therefore, we obtain distinguishable results by setting different values for $\rho$. Additionally, it shows the importance of picking $\rho$ wisely. In the other example, we set the time step $\tau = 10^{-3}$. Here, the spectral behaviour of the system does not change by varying $j$ and results in similar solutions for different values of $\rho$.

6.3. Preconditioner Performance

In order to analyze the behaviour of the proposed preconditioners and the proposed fourth-order method, we solve (54) on a regular single-patch domain (Figure 5a), a singular one (Figure 6a) and a multi-patch domain (Figure 7a), obtained by gluing together seven blade-shaped patches like the one represented in Figure 5a. For each of them, source term, Dirichlet boundary condition and initial condition are chosen such

Figure 4: Comparison between the dispersion behaviour of the second and fourth order methods, $\tau = 0.05$ (top) and $\tau = 10^{-3}$ (bottom) for final time $t_n = 5$. 
(a) single-patch domain (blade geometry)

Figure 5: $L^2(\Omega)$ norm relative error at $T = 64 \cdot \tau$ with $\tau = 10^{-5}$ for the blade geometry.

(b) Optimal convergence of $L_2$ error

| $n_{\text{sub}}$ | $p = 1$ | $p = 2$ | $p = 3$ | $p = 4$ |
|------------------|---------|---------|---------|---------|
| 8                | 7.5     | 10.1    | 10.2    | 10.4    |
| 16               | 6.1     | 8.4     | 8.4     | 8.9     |
| 32               | 5.5     | 6.5     | 6.5     | 7.2     |
| 64               | 5.0     | 5.5     | 5.5     | 6.0     |

Table 1: Mean values, across all the time steps, of the number of iterations needed by PCG for reaching the given tolerance for the three different spatial domains. Tables 1 and 3 show that the number of PCG iterations is always very low and decreases when the subdivisions are increased. This is true also for the singularly parametrized Donut domain (see Table 2), even though this case is beyond the robustness result presented in Section 5.4.

Furthermore, for assessing the good behaviour of the isogeometric discretization, for

that the exact solution is always

$$u(x_1, x_2, x_3, t) = \sin(x_1) \sin(x_2) \sin(x_3) \left[ \cos(20\pi t) + \sin(20\pi t) \right].$$

We report the mean value, across all the time steps, of the number of iterations needed by PCG for reaching the given tolerance for the three different spatial domains. Tables 1 and 3 show that the number of PCG iterations is always very low and decreases when the subdivisions are increased. This is true also for the singularly parametrized Donut domain (see Table 2), even though this case is beyond the robustness result presented in Section 5.4.

Furthermore, for assessing the good behaviour of the isogeometric discretization, for

| $n_{\text{sub}}$ | $p = 1$ | $p = 2$ | $p = 3$ | $p = 4$ |
|------------------|---------|---------|---------|---------|
| 8                | 6.0     | 8.0     | 9.0     | 10.0    |
| 16               | 5.0     | 7.0     | 8.0     | 8.0     |
| 32               | 5.0     | 6.0     | 7.0     | 8.0     |
| 64               | 5.3     | 6.5     | 7.0     | 7.8     |

Table 2: Mean values, across all the time steps, of the number of iterations needed by PCG on the donut, for $\tau = 10^{-5}$ and $T = 64 \cdot \tau$. 
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(a) Singular domain (donut geometry)

Figure 6: $L^2(\Omega)$ norm relative error at $T = 64 \cdot \tau$ with $\tau = 10^{-5}$ for the donut geometry.

(a) Multi-patch domain (fan geometry)

Figure 7: $L^2(\Omega)$ norm relative error at $T = 64 \cdot \tau$ with $\tau = 10^{-5}$ for the fan geometry.

| $n_{\text{sub}}$ | $p = 1$ | $p = 2$ | $p = 3$ | $p = 4$ |
|------------------|---------|---------|---------|---------|
| 8                | 22.5    | 32.0    | 37.7    | 41.9    |
| 16               | 21.0    | 27.8    | 30.8    | 35.6    |
| 32               | 19.0    | 25.5    | 27.9    | 29.9    |
| 64               | 17.0    | 22.5    | 26.0    | 27.5    |

Table 3: Mean values, across all the time steps, of the iterations needed by PCG on the fan problem, for $\tau = 5 \cdot 10^{-5}$ and $T = 64 \cdot \tau$. 
each spatial domain, we report the relative error in $L^2(\Omega)$ at the final instant $T = 6.4 \cdot 10^{-4}$ with $\tau = 10^{-5}$ for different mesh size and spline degree. In Figure 5b, we can see that the rates of convergence are optimal with respect to the mesh size $h \approx \eta_{\text{sub}}$, i.e., of order $O(h^{p+1})$, for $p = 1, 2, 3, 4$, as expected from standard a priori error estimate. This optimal convergence in the spatial domain is also true for singular and multi-patch domains. For this, we refer the reader to Figures 6b and 7b.

7. Contributions

We propose a new class of higher-order explicit generalized-$\alpha$ methods for solving hyperbolic problems that provide dissipation control. Additionally, the method’s stability region is independent of the accuracy in time. We obtain $2k^{th}$-order of accuracy by solving $k$ mass-matrix systems. We adopt a preconditioner designed and built for the isogeometric mass matrix, which significantly reduces the computational costs. We discuss several numerical examples that show the stability and performance of our one-parameter family of explicit time-marching methods.
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