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Abstract

Heavy computational load for solving nonconvex problems for large-scale systems or systems with real-time demands at each sample step has been recognized as one of the reasons for preventing a wider application of nonlinear model predictive control (NMPC). To improve the real-time feasibility of NMPC with input nonlinearity, we devise an innovative scheme called cloud-based computational model predictive control (MPC) by using an elaborately designed parallel multi-block alternating direction method of multipliers (ADMM) algorithm. This novel parallel multi-block ADMM algorithm is tailored to tackle the computational issue of solving a nonconvex problem with nonlinear constraints. It is ensured that the designed algorithm converges to a locally optimal solution of the optimization problem under reasonable assumptions by using the Kurdyka–Łojasiewicz property. With the help of this distributed optimization algorithm, a computational MPC scheme is developed, which can transform the NMPC optimization problem into a set of subproblems only associated with the decision variables at one prediction step. Through the parallel computing algorithm, the computational MPC can deal with large computational loads caused by high dimensional optimization problems, and improve computational efficiency. Furthermore, to allow for a more efficient implementation of the developed computational MPC and alleviate local calculation loads, a cloud-based computational MPC architecture is devised, which makes significantly better use of computational resources provided by a cloud server. An important advantage of this architecture with Docker container to implement parallelization is that it does not lead to large increases in the solution time regardless of how long the prediction horizon is set. Finally, the developed cloud-based computational MPC architecture is trialed on a group of plug-in hybrid electric vehicles (PHEVs).
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I. INTRODUCTION

Nonlinear model predictive control (NMPC) is an advanced control strategy that uses nonlinear models or takes into account general nonlinear boundary conditions as well as nonsquare cost-functional conditions [1]. NMPC has become popular in chemical and process applications that typically have slow dynamics due to its ability to systematically handle diverse constraints and nonlinear dynamics [2]. Whereas the computational need for solving finite-horizon optimization problems with nonlinear constraints, especially nonconvex optimization problems, in real-time at each sample step prevents its wider applications [3]. To satisfy the computing requirements and improve the real-time feasibility of NMPC, interest in using the characteristics of optimization problems to improve the computational efficiency has been concerned with first-order approaches to solve optimization problems, such as fast gradient methods [4] or alternating direction method of multipliers (ADMM) [5].

ADMM is a process of decomposition and coordination that can decompose large global problems into smaller local problems and coordinate their solutions to find a solution for the original problem [6]. One strength of ADMM is that each subproblem allows predicting its local future depending only on the model and objective function of each part. In principle, ADMM is better suited to large-scale distributed optimization problems because it relieves computational and communication loads [7]. The standard ADMM is a general framework to solve MPC optimization problems with linear constraints due to their favorable decomposability over nonlinear constraints [8]. The ADMM approach for solving an NMPC optimization problem, especially when there are a nonconvex objective...
function and nonlinear constraints in the problem, up to now has only been considered sporadically. One of the reasons is that convergence has only been guaranteed under certain assumptions when ADMM is directly applied to nonconvex problems [9].

The work in [10] designs a new generic two-block ADMM framework called neADMM for handling nonlinear constraints, which can converge to a global optimal solution of the problem and yield a sublinear convergence rate $o(1/k)$, where $k$ is the number of iterations. Whereas, the practical utility of two-block ADMM for nonconvex optimization problems is limited by the excessive computational effort due to its slow (sublinear) convergence rate and non-parallelizability [7], which usually results in real-time control being impossible. Multi-block ADMM, which involves at least three variables, was first discussed by Chen et al [11]. But it could be divergent to extend the ADMM directly to the case of a multi-block separable optimization problem [12]. The authors in [13] design a general framework for proving convergence of multi-block ADMM and show that its global subsequential convergence rate is $o(1/\sqrt{k})$. To further enhance its computational performance, the authors in [7] propose an accelerated parallel ADMM, which integrates Nesterov acceleration technique with multi-block parallelization into an ADMM scheme. Moreover, to accelerate the solution process of finding the optimal solutions, based on the separable objective functions and an augmented Lagrangian function, the update of the optimization variable consisting of $N$ subvectors can be performed simultaneously, with each subvector updated by a separate minimization [6]. However, these algorithms may still suffer from heavy computation as the empirical environment has intrinsically high overhead and only a finite number of cores. It can be expected that the implementation of parallel multi-block ADMM algorithms would become more efficient when computing is outsourced to other platforms, such as those with many-core processors [3] or powerful remote servers, generically called clouds [14].

As an implementation of utility computing, cloud computing can provide more flexible allocation of scalable computing resources, such as CPUs, memories, and disks, in accordance with application requirements for varying computing scales [15]. Cloud computing applications are growing rapidly as a result of their ease of deployment, scalability, and cost reduction. They provide a perfect engine for storing and processing large amounts of data, controlling systems, and optimizing performance [16]. In several industrial control contexts, cloud-based control is a powerful solution when situations arise in which clients do not have enough computing resources to carry out control tasks or in which the control performance needs to be improved by sharing operational data with other clients [17]. An illustrative example of the benefits of outsourcing computing can be observed in the field of MPC [18]. A model predictive controller containing optimization problems may need the cloud with “infinite” computing capacity to operate when sufficient computational resources on the device are not locally available [19].

The body of existing work on cloud-based MPC can be roughly categorized into three main areas.

(i) Designing different cloud-based MPC architectures suited to a variety of applications.

(ii) Studying privacy concerns in cloud-based control.

(iii) Focusing on parallel computing implementation solution using the cloud for MPC.

Category (i) contains various practical applications, including vehicle control [20], building thermostatic controls [21], industrial robot control [22] and so on. For example, [22] shows the feasibility of cloud-based robot control while outsourcing even real-time critical low-level functions. In category (ii), to maintain the privacy of cloud outsourced MPC, encrypted methods based on homomorphic encryption [23], differential privacy [24], and algebraic transformations [25] are taken into account in the context of MPC. An example of cloud-based MPC in category (iii) is Spark cloud-based parallel computing for traffic network flow predictive control in [15]. By designing a two-level hierarchical parallel genetic algorithm, the computationally intensive MPC optimization problem is decomposed into multiple parallel subproblems, and a parallel computing architecture for the MPC on the cloud is presented to improve the computational efficiency. Although widespread research has been conducted on cloud-based MPC, there are few studies on how to best utilize the possibilities that the cloud provides, such as its large and flexible compute capacity. Benefitting from computation resources on the cloud, we devise a novel cloud-based computational MPC architecture in this paper.

To computationally efficiently tackle the optimization problem involved in NMPC with input nonlinearity, especially nonconvex optimization problems with heavy calculation loads, the ADMM algorithm, well suited to distributed optimization, provides the possibility of parallel computing. In this paper, to accelerate the solution process and improve the real-time feasibility of the NMPC, we design a parallel multi-block ADMM algorithm. Moreover, inspired by the idea in [26], the convergence of the designed optimization algorithm for NMPC optimization problem is established by using Kurdyka–Lojasiewicz property. Different from [26], which establishes the
convergence of multi-block ADMM under nonconvex frameworks with a linear equality constraint, we expand the proof of the convergence to parallel multi-block ADMM under nonconvex frameworks with nonlinear constraints. By utilizing this distributed optimization algorithm, we develop a computational MPC scheme that can decompose the NMPC optimization problem into multiple individual subproblems only associated with the decision variables at one prediction step. By making use of the parallel multi-block ADMM algorithm, the computational MPC can handle large computational loads caused by high dimensional optimization problems, and therefore improve the computational efficiency.

The practical implementation of computational MPC may be limited by the local computing resources available. When clients lack the computational resources to handle optimization problems locally, outsourcing computations to the cloud appears to be an attractive and cost-effective solution, since developed extensively cloud computing services can provide abundant computational resources. Most existing works in cloud-based MPC are performed in a single-node computing environments at a cloud server, which is non-ideal since it does not fully exploit the potential of cloud computing. The recently popular cloud computing technology by Docker containers, which can support multi-node computing environment by containers, is suitable for solving complex large-scale data iteration optimization problems. Accordingly, we design a cloud-based computational architecture based on Docker cloud computing to efficiently implement the developed computational MPC scheme and to reduce the time required for the solution process. This architecture, as depicted in Fig. 1, is composed of local controlled plants and a cloud-based computational model predictive controller at the cloud server. The model predictive controller, Docker containers, and remote dictionary server (Redis\(^2\)) modules make up the cloud-based controller. The innovative architecture integrates parallel computing with container cloud technology, which allows better utilization of the computational resources offered by mutually isolated containers. A parallel calculation is performed in corresponding containers for the decomposed multiple subproblems, which is more advanced than the prior single-node computing architecture. In addition, all intermediate results are cached in Redis for the cloud to further speed up the data acquisition at the following iteration. The devised cloud-based computational MPC architecture is verified by a group of plug-in hybrid electric vehicles (PHEVs), and experimental simulation results demonstrate that distributing a large optimization problem to multiple containers at the cloud server decreases the execution time by parallelizing smaller subproblems. It is worth mentioning that, with the increase of prediction horizon, the proposed cloud-based computational MPC architecture that uses Docker containers to achieve parallelization does not result in significant increases in solution time.

The contributions of this paper are three folds.

1. A computationally efficient parallel multi-block ADMM algorithm is designed to solve nonconvex optimization problems with nonlinear constraints. Based on this parallel computing algorithm, we develop a computational MPC scheme, which can transform the NMPC optimization problem into a sequence of subproblems only associated with the decision variables at one prediction step.

2. Inspired by [26] and using the Kurdyka–Łojasiewicz property, the convergence of the parallel multi-block ADMM algorithm for nonconvex optimization problems involved in NMPC with input nonlinearity is established under suitable assumptions.

3. Based on Docker cloud computing technique, a cloud-based computational MPC architecture is devised for a paralleled implementation of the developed computational MPC, which does not lead to large increases in the solution time regardless of how long the prediction horizon is chosen.

The rest of the paper is organized as follows. In Section II problem formulation and the preliminaries are presented. In Section III computational MPC using a parallel multi-block ADMM approach is proposed and convergence analysis is established. Section IV describes the framework of the cloud-based computational model predictive controller. In Section V, the plug-in hybrid electric vehicle as a controlled plant demonstrates the efficacy of the cloud-based computational MPC architecture. Conclusions and future work are outlined in Section VI.

Notations: Throughout this paper, \(\mathbb{R}\) denotes the set of real numbers, \(\mathbb{R}_{>0}\) and \(\mathbb{R}_{\geq0}\) denote the sets \(\{r \in \mathbb{R} : r > 0\}\) and \(\{r \in \mathbb{R} : r \geq 0\}\), and \(\mathbb{R}^n\) denotes the n-dimensional Euclidean space. Let \(I\) be the identity matrix and \(0\) be a vector or a matrix with zero entries. \(P^\top\) is the transpose of matrix \(P\), and \(P = \text{diag}(P_1, \ldots, P_N)\) is a diagonal matrix with diagonal blocks \(P_i, i = 1, 2, \ldots, N\). For any two vectors \(x, y \in \mathbb{R}^n\), \(\langle x, y \rangle = x^\top y\).

\(^2\)https://redis.io/
II. PROBLEM FORMULATION AND PRELIMINARIES

A. Problem formulation

Consider the following discrete-time nonlinear systems

\[ x_{k+1} = A_k x_k + b(u_k), \]

where \( x_k \in \mathbb{R}^{n_x} \) and \( u_k \in \mathbb{R}^{n_u} \) represent the state and the control input at the current sample step \( k \), respectively, \( A_k \in \mathbb{R}^{n_x \times n_x} \) is a system state matrix, which could be time varying, and \( b(u_k) : \mathbb{R}^{n_u} \rightarrow \mathbb{R}^{n_x} \) is a nonlinear continuous function, which is allowed to be nonconvex. The state and the control input are assumed to be subject to mixed constraints

\[ (x_k, u_k) \in \mathcal{X} \times \mathcal{U}, \]

where \( \mathcal{X} \subseteq \mathbb{R}^{n_x} \) and \( \mathcal{U} \subseteq \mathbb{R}^{n_u} \) are nonempty, closed, and possible nonconvex sets. The objective of this paper is to design a computationally efficient model predictive controller for the nonlinear system (1) which can make the constraints (2) satisfied and the system state stabilized to the desired equilibrium point,

\[ \lim_{k \to \infty} x_k = x_{\text{exp}}. \]

We simulate forward in time over a prediction horizon of \( N \) steps using the current state \( x_k \), so as to obtain the predicted state sequence \( x_k = [x_{1|k}, \ldots, x_{i+1|k}, \ldots, x_{N|k}]^T \) and the predicted control sequence \( u_k = [u_{0|k}, \ldots, u_i|k, \ldots, u_{N-1|k}]^T \), where \( x_{i|k} \) and \( u_{i|k} \) represent the \( i \)-step-ahead predicted states and predicted inputs at sample step \( k \), respectively. The optimal control sequence \( u^*_k \) can be found by solving an MPC optimization problem (4), and the first element of \( u^*_k \), i.e., \( u^*_{0|k} \), is used as the actual plant input \( u_k = u^*_{0|k} \) at time \( k \).

\[ \begin{align*}
\text{minimize} & \quad f(x_k) + g(u_k) \\
\text{s.t.} & \quad x_{0|k} = x_k
\end{align*} \]
\[ x_{i+1|k} = A_{i|k}x_{i|k} + b(u_{i|k}), \quad i = 0, 1, \ldots, N - 1 \]  
(4c)

\[(x_{i+1|k}, u_{i|k}) \in \mathcal{X} \times \mathcal{U}, \quad i = 0, 1, \ldots, N - 1 \]  
(4d)

For the cost function (4a), the cost function in terms of states \( f(x_k) : \mathbb{R}^{Nn_x} \rightarrow \mathbb{R}_{\geq 0} \) is a continuously differentiable function, and the control cost function \( g(u_k) : \mathbb{R}^{Nn_u} \rightarrow \mathbb{R}_{\geq 0} \) is a proper lower semicontinuous function. Both of them are separable, that is,

\[
f(x_k) = \sum_{i=1}^{N} f_i(x_{i|k})
\]
(5)

\[
g(u_k) = \sum_{i=0}^{N-1} g_i(u_{i|k})
\]
(6)

where \( f_i(x_{i|k}) : \mathbb{R}^{n_x} \rightarrow \mathbb{R}_{\geq 0} \) and \( g_i(x_{i|k}) : \mathbb{R}^{n_u} \rightarrow \mathbb{R}_{\geq 0} \) are the stage state cost function and the stage control cost function, respectively. For (4c), letting \( b(u_{i|k}) = [b^T(u_{0|k}), \ldots, b^T(u_{N-1|k})]^T \in \mathbb{R}^{Nn_x} \) and considering the initial condition \( x_{0|k} = x_k \) in (4b), the prediction model can be rewritten as

\[
x_k = \Phi_k x_0 + \Psi_k b(u_k),
\]
(7)

or,

\[
x_{i|k} = \Phi_k x_{i-1} + \Psi_k b(u_k), \quad i = 1, \ldots, N
\]
(8)

where \( \Phi_{k,i} \) and \( \Psi_{k,i} \) are the \( i \)th block rows of \( \Phi_k \) and \( \Psi_k \)

\[
\Phi_k = \begin{bmatrix}
A_{0|k} \\
A_{0|k}A_{1|k} \\
\vdots \\
A_{0|k}A_{1|k}\cdots A_{N-1|k}
\end{bmatrix}, \quad \Psi_k = \begin{bmatrix}
I & 0 & \cdots & 0 \\
A_{1|k} & I & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
A_{N-1|k} \cdots A_{N-1|k}
\end{bmatrix}
\]
(9)

Here the \( p \)th block-row of \( \Phi_k \in \mathbb{R}^{Nn_x \times n_x} \) is \( \prod_{i=0}^{p-1} A_{i|k} \), and \( \Psi_k \in \mathbb{R}^{Nn_x \times Nn_u} \) is lower-triangular with the \( p \)th row and the \( q \)th column block given by \( \prod_{i=q}^{p-1} A_{i|k} \) for \( q < p \) and by the identity matrix for \( p = q \). For the handling of the constraint (4d), define the stage indicator functions \( h^x_i(x_{i|k}) \) and \( h^u_i(u_{i|k}) \) as

\[
h^x_i(x_{i|k}) = \begin{cases} 
0 & x_{i|k} \in \mathcal{X} \\
\infty & \text{otherwise}
\end{cases}
\]
(10)

\[
h^u_i(u_{i|k}) = \begin{cases} 
0 & u_{i|k} \in \mathcal{U} \\
\infty & \text{otherwise}
\end{cases}
\]

and the indicator functions \( h^x(x_k) \) and \( h^u(u_k) \) as

\[
h^x(x_k) = \sum_{i=1}^{N} h^x_i(x_{i|k})
\]

\[
h^u(u_k) = \sum_{i=0}^{N-1} h^u_i(u_{i|k})
\]

Through these definitions, we incorporate state and input constraints into the cost function (4a) and rewrite problem (4) as

\[
\begin{align*}
\text{minimize} & \quad f(x_k) + g(u_k) + h^x(x_k) + h^u(u_k) \\
\text{s.t.} & \quad \Phi_k x_0 + \Psi_k b(u_k) - x_k = 0
\end{align*}
\]
(11)

Now solving the MPC optimization problem (4) is transformed into solving the optimization problem (11).
B. Preliminaries

Throughout this subsection, we review some well-known related mathematical concepts and properties, which are helpful to prove the convergence of the designed parallel multi-block ADMM algorithm in Section III.

In mathematical analysis, semicontinuity is a property of extended real-valued functions that is weaker than continuity. An extended real-valued function $f$ is lower semicontinuous at a point $x_0$ if, roughly speaking, the function values for arguments near $x_0$ are not much lower than $f(x_0)$. The formal definition of the lower semicontinuous function is stated in Definition 1.

**Definition 1.** (Lower semicontinuous function) [26]. Let a function $f(\cdot) : \mathbb{R}^n \to \mathbb{R}$, $x \in \mathbb{R}^n$ be a limit point of $\mathbb{R}^n$, and $\text{dom} f$ represent for the domain of $f$. $f$ is proper if dom$f \neq \emptyset$ and lower semicontinuous (l.s.c.) at $x_0$ if and only if

$$\liminf_{x \to x_0} f(x) \geq f(x_0)$$

where $\liminf$ is the limit inferior of the function $f$ at point $x_0$, $f$ is called a proper lower semicontinuous function if it is proper and lower semicontinuous at each point of its domain of definition.

The concept of subdifferentiation will play an essential role in the development of the subsequent theories and algorithms.

**Definition 2.** (Subdifferential) [27]. Given a proper lower semicontinuous function $f(\cdot) : \mathbb{R}^n \to \mathbb{R}$ and any $x \in \text{dom} f$, the Fréchet subdifferential and limiting subdifferential are respectively defined as:

- **Fréchet subdifferential:** a set of vectors $u \in \mathbb{R}^n$ satisfying
  $$\liminf_{y \neq x \to y} \frac{f(y) - f(x) - \langle u, y - x \rangle}{\|y - x\|} \geq 0$$

  written by $\hat{\partial} f(x)$, is the Fréchet subdifferential of $f$ at $x$.

- **Limiting subdifferential:** $\partial f(x)$, the limiting subdifferential of $f$ at $x$, is denoted by
  $$\partial f(x) = \left\{ u \in \mathbb{R}^n : \exists x^k \to x, \text{ such that } f(x^k) \to f(x), u^k \in \hat{\partial} f(x^k) \to u, \text{ as } k \to \infty \right\}$$

For a proper lower semicontinuous function $f(\cdot) : \mathbb{R}^n \to \mathbb{R}$, it have the following two properties.

(i) Fermat’s rule [28]: if $f$ attains a local minimum at $x^*$, then $x^*$ is a stationary point of $f$, that is, $0 \in \partial f(x^*)$.

(ii) If $f$ satisfies the condition $\|f(x) - f(y)\| \leq L\|x - y\|$, for any $x, y \in \text{dom} f$, where $L$ is a Lipschitz constant, then $f$ is $L$-Lipschitz continuous.

One important assumption for the study of the algorithms in this work is that functions satisfy the following Kurdyka–Łojasiewicz property (K-L property), which means that the function under consideration is sharp except for a reparameterization. K-L property has been successfully used to analyze various types of asymptotic behavior, such as gradient methods [29], proximal methods [30], projection methods or alternating methods [31].

**Definition 3.** (Kurdyka–Łojasiewicz property) [32]. A function $f(\cdot) : \mathbb{R}^n \to \mathbb{R}$ is said to have the Kurdyka-Łojasiewicz property at $\tilde{x} \in \text{dom} \partial f$, if there exists $\eta > 0$, $\delta > 0$, and a continuous concave function $\varphi(\cdot) : [0, \eta] \to \mathbb{R}_{>0}$ such that

(i) $\varphi(0) = 0$,
(ii) $\varphi'(x) > 0, \forall x \in [0, \eta]$,
(iii) $\varphi$ is continuous on $[0, \eta]$,
(iv) $\varphi$ is smooth concave on $[0, \eta]$,
(v) $\forall x \in O \cap \{x : f(\tilde{x}) < f(x) < f(\tilde{x}) + \eta\}$, the Kurdyka–Łojasiewicz inequality holds

$$\varphi'(f(x) - f(\tilde{x})) \text{ dist}(0, \partial f(x)) \geq 1,$$

where $O$ denotes the neighborhood of $\tilde{x}$ and $\text{dist}(0, \partial f(x)) = \inf\{\|\tilde{x} - y\| : y \in \partial f(x)\}$.

Bregman distance is a measure of difference between two points, defined in terms of a strictly convex function.

**Definition 4.** (Bregman distance) [33]. Let $\phi(\cdot) : \mathbb{R}^n \to \mathbb{R}$ be a continuously-differentiable, strictly convex function defined on a closed convex set. The Bregman distance linked to $\phi(\cdot)$ for points $x, y \in \mathbb{R}^n$, which is denoted by
\( \Delta \phi(x, y) \), is the difference between the value of \( \phi(\cdot) \) at point \( x \) and the value of the first-order Taylor expansion of around point \( y \) evaluated at point \( x \):

\[
\Delta \phi(x, y) = \phi(x) - \phi(y) - \langle \nabla \phi(y), x - y \rangle,
\]

(12)

where the symbol \( \nabla \) denotes the gradients.

Moreover, if \( \phi(\cdot) \) is \( \alpha \)-strongly convex with the constant \( \alpha \), then

\[
\Delta \phi(x, y) \geq \frac{\alpha}{2} \| x - y \|^2
\]

(13)

### III. Computational model predictive control using a parallel multi-block ADMM approach

#### A. Algorithm design

The ADMM algorithm is an extensively applied distributed optimization scheme and has also proven to be very useful and rapid in solving various nonconvex optimization problems. However, through a mass of numerical experiments, it is shown that when the optimization variables \( u_k, x_k \) of problem (11) are high-dimensional, the solution time is much longer than that of low-dimensional optimization variables. Inspired by the results in [5], [26], we design a novel parallel multi-block ADMM algorithm to reduce the solution time of problem (11). By utilizing this parallel computing algorithm, a computational MPC is developed naturally to decouple the nonconvex optimization problem (11) involved in NMPC to multiple subproblems that can be solved at the cloud server in parallel. One favorable feature is that each subproblem is only associated with the decision variable at one prediction step.

To design the parallel multi-block ADMM algorithm, we first introduce an auxiliary variable \( v_k = [v_0^T, \ldots, v_{N-1}^T]^T \in \mathbb{R}^{Nn} \) and let \( u_k = b(u_k) \). The problem (11) can then be rewritten as

\[
\begin{align*}
\text{minimize} & \quad f(x_k) + g(u_k) + h^x(x_k) + h^u(u_k) \\
\text{s.t.} & \quad b(u_k) - v_k = 0 \\
& \quad \Phi_k x_0 | k + \Psi_k v_k - x_k = 0
\end{align*}
\]

(14)

After that, denote the dual variables for the constraint \( b(u_k) - v_k = 0 \) and \( \Phi_k x_0 | k + \Psi_k v_k - x_k = 0 \) by \( y_k \in \mathbb{R}^{Nn} \) and \( z_k \in \mathbb{R}^{Nn} \). The corresponding augmented Lagrangian function for (14) is as follows:

\[
\mathcal{L}_{\rho_1, \rho_2}(u_k, v_k, x_k, y_k, z_k) = f(x_k) + g(u_k) + h^x(x_k) + h^u(u_k) \\
+ y_k^T (b(u_k) - v_k) + \frac{\rho_1}{2} \| b(u_k) - v_k \|^2 \\
+ z_k^T (\Phi_k x_0 | k + \Psi_k v_k - x_k) + \frac{\rho_2}{2} \| \Phi_k x_0 | k + \Psi_k v_k - x_k \|^2,
\]

(15)

with \( \rho_1, \rho_2 > 0 \) being penalty parameter choices by designers.

The proposed parallel multi-block ADMM algorithm for solving the problem (14) consists of the following iterations. For \( i = 0, 1, \ldots, N - 1 \),

\[
\begin{align*}
u_{i+1}^j &= \text{argmin}_{u_{i+1}^j} \mathcal{L}_{\rho_1, \rho_2}(u_k, v_k^j, x_k^j, y_k^j, z_k^j) + \Delta \phi_1 \left( u_{i+1}^j, u_{i+1}^j \right) \\
&= \text{argmin}_{u_{i+1}^j} \left\{ g(u_{i+1}^j) + h^u(u_{i+1}^j) + \left[ y_{i+1}^j \right]^T (b(u_{i+1}^j) - v_k^j) + \frac{\rho_1}{2} \| b(u_{i+1}^j) - v_k^j \|^2 + \Delta \phi_1 (u_{i+1}^j, u_{i+1}^j) \right\}, \quad (16a)
\end{align*}
\]

\[
\begin{align*}v_{i+1}^j &= \text{argmin}_{v_k} \mathcal{L}_{\rho_1, \rho_2}(u_k^{i+1}, v_k, x_k^j, y_k^j, z_k^j) + \Delta \phi_2 \left( v_k^j, v_k^j \right) \\
&= \text{argmin}_{v_k} \left\{ \left[ y_k^j \right]^T (b(u_k^{i+1}) - v_k) + \frac{\rho_1}{2} \| b(u_k^{i+1}) - v_k \|^2 + \left[ z_k^j \right]^T (\Phi_k x_0 | k + \Psi_k v_k - x_k^j) \\
+ \frac{\rho_2}{2} \| \Phi_k x_0 | k + \Psi_k v_k - x_k^j \|^2 + \Delta \phi_2 (v_k^j, v_k^j) \right\}, \quad (16b)
\end{align*}
\]
\[
x_{i+1}^{j+1} = \text{argmin}_{x_{i+1}^{j+1}} \mathcal{L}_{\rho_1, \rho_2} \left( u_k^{j+1}, v_k^{j+1}, x_k, y_k^j, z_k^j \right) + \Delta \phi_3 \left( x_{i+1}^{j+1}, x_{i+1}^{j+1} \right)
\]

\[
= \text{argmin}_{x_{i+1}^{j}} \left\{ f_{i+1}(x_{i+1}) + h_{i+1}(x_{i+1}) + \left[ z_{i+1}^j \right]^\top \left( \Psi_{k,i+1} v_{k,i+1} + \Phi_{k,i+1} x_{i+1} - x_{i+1} \right) \right\},
\]

\[
y_{i+1}^{j+1} = y_{i+1}^j + \rho_1 \left( b \left( u_{i+1}^j \right) - v_{i+1}^j \right),
\]

\[
z_{i+1}^{j+1} = z_{i+1}^j + \rho_2 \left( \Phi_{k,x_{i+1}} v_{k,x_{i+1}} - x_{i+1} \right),
\]

where \( j \) is the iteration counter, \( \Delta \phi_3 \) is the Bregman distance given in Definition 4 with respect to function \( \phi_3 \), \( \lambda = 1, 2, 3 \), and \( \phi_3 \) is chosen to be strongly convex. To guarantee the convergence of the parallel multi-block ADMM algorithm, different Bregman distances are appended here to the corresponding subproblems, helping to limit the differences between the intermediate solutions between two iterations. Take \( \Delta \phi_1 \left( u_{i,jk}, u_{i,jk}^j \right) \) as an example.

It can be chosen as \( \frac{1}{2} \left\| u_{i,jk} - u_{i,jk}^j \right\|^2 \). It is worthy to note that the \( u_k \) and \( x_k \)-updates decouple across the subvectors of \( u_k \) and \( x_k \) and \( \mathcal{L}_{\rho_1, \rho_2} \) is fully separable in their components giving the credit to the introduction of the auxiliary optimization variable \( u_k \). Specifically, instead of updating \( u_k \) or \( x_k \) as a whole, the \( u_k \) and \( x_k \)-updates can be carried out independently in parallel over the cloud by (16d) and (16e), with the subvectors \( u_{i,jk} \) and \( x_{i,jk} \) being updated by \( N \) separate minimizations for each \( i \). Moreover, the iteration of \( v_k \) in (16b) can be expressed as an explicit expression and the dual updates (16d) and (16e) are only direct and simple algebraic calculations. By implementing this parallel computing algorithm, the computational MPC can handle large computational loads caused by high dimensional optimization problems with a long prediction horizon and improve the computational efficiency.

### B. Convergence of the proposed algorithm

This subsection is dedicated to the convergence analysis of the parallel multi-block ADMM for nonconvex problems with nonlinear constraints. We first fix some notations, then make some necessary assumptions, and lastly state and substantiate a series of theoretical results.

To simplify the presentation, we define the following symbols and operators

\[
G_i(u_{i,jk}) = g_k(u_{i,jk}) + h_i^u(u_{i,jk}), \quad i = 0, 1, \ldots, N - 1
\]

\[
G(u_k) = [G_0(u_{0,jk}), \ldots, G_{N-1}(u_{N-1,jk})] \in \mathbb{R}^N
\]

\[
\partial B(u_k) = \text{diag} \left( \partial b^\top(u_{0,jk}), \ldots, \partial b^\top(u_{N-1,jk}) \right) \in \mathbb{R}^{N_{\text{x}}, \times N_{\text{x}}}
\]

\[
F_{i+1}(x_{i+1}) = f_{i+1}(x_{i+1}) + h_{i+1}(x_{i+1}), \quad i = 0, 1, \ldots, N - 1
\]

\[
F(x_k) = [F_0(x_{1,jk}), \ldots, F_N(x_{N,jk})] \in \mathbb{R}^N
\]

\[
w_k = (u_k, v_k, x_k, y_k, z_k)
\]

\[
q_k = (u_k, v_k, x_k)
\]

\[
\|w_k\| = (\|u_k\|^2 + \|v_k\|^2 + \|x_k\|^2 + \|y_k\|^2 + \|z_k\|^2)^{1/2}
\]

\[
\|w_k\|_1 = \|u_k\| + \|v_k\| + \|x_k\| + \|y_k\| + \|z_k\|
\]

where \( \partial B \) is the Jacobian matrix of \( B \).

Before analyzing the convergence, we assume that

(A1) There exists a proper lower semicontinuous function \( \Omega \) which has the K-L property;

(A2) \( F \) in (21) is continuously differentiable so that \( \nabla F \) is \( L \)-Lipschitz continuous;

(A3) \( \phi_\lambda \) is \( \alpha_\lambda \)-strongly convex and \( \nabla \phi_\lambda \) is \( L_\lambda \)-Lipschitz continuous for \( \lambda = 1, 2, 3 \);

(A4) Define \( \alpha = \min \{ \alpha_1, \alpha_2, \alpha_3 \} \) and parameters \( \alpha, \rho_1, \rho_2, L, L_2, L_3 \) are chosen to satisfy

\[
\frac{\alpha}{2} > 2 \left( \frac{3}{\rho_1} \left( 3 \lambda^2 + L_3^2 + \rho_2^2 \right) + \frac{3}{\rho_2} \left( L_2^2 + L_3^2 \right) + \frac{3}{\rho_1} L_2^2 \right)
\]
The function $\Omega(\cdot)$ is defined by
\[
\Omega(\hat{\mathbf{w}}_k) = \mathcal{L}_{\rho_1, \rho_2}(\mathbf{u}_k, \mathbf{v}_k, \mathbf{x}_k, \mathbf{y}_k, \mathbf{z}_k) + \frac{\tau_1}{2} \|\mathbf{v}_k - \hat{\mathbf{v}}_k\|^2 + \frac{\tau_2}{2} \|\mathbf{x}_k - \hat{\mathbf{x}}_k\|^2
\] (27)
where
\[
\hat{\mathbf{w}}_k = (\mathbf{u}_k, \mathbf{v}_k, \mathbf{x}_k, \mathbf{y}_k, \mathbf{z}_k, \hat{\mathbf{v}}_k, \hat{\mathbf{x}}_k)
\]
\[
\frac{\tau_1}{2} = \frac{3}{\rho_1} L_2^2
\]
\[
\frac{\tau_2}{2} = \frac{9\|\Psi_k\|^2}{\rho_1} (3L_2^2 + \rho_2^2) + \frac{3}{\rho_2} L_3^2
\]
where $\hat{\mathbf{v}}_k$ and $\hat{\mathbf{x}}_k$ will be specified in Lemma 2.

Below a set of lemmas is given to prove the convergence of the procedure (16). Lemma 1 is at the core of the convergence analysis.

**Lemma 1.** [32] If $\Omega$ has the K-L property and $\{\hat{\mathbf{w}}_k^j\}$ is a sequence that satisfies conditions (C1)-(C3),

(C1) (Sufficient decrease condition). For each $j \in \mathbb{N}$, there exists a fixed positive constant $a$, such that $\Omega(\hat{\mathbf{w}}_k^{j+1}) \leq \Omega(\hat{\mathbf{w}}_k^j) - a\|\hat{\mathbf{w}}_k^{j+1} - \hat{\mathbf{w}}_k^j\|^2$;

(C2) (Relative error condition). For each $j \in \mathbb{N}$, there exist a fixed positive constant $\ell$ and $c \in \partial \Omega(\hat{\mathbf{w}}_k^{j+1})$, such that $\|c\| \leq \ell\|\hat{\mathbf{w}}_k^{j+1} - \hat{\mathbf{w}}_k^j\|$;

(C3) (Continuity condition). There exists a subsequence $\{\hat{\mathbf{w}}_k^{j^*}\}$ converging to $\hat{\mathbf{w}}_k^*$ such that $\Omega(\hat{\mathbf{w}}_k^{j^*}) \to \Omega(\hat{\mathbf{w}}_k^*)$ as $\ell \to \infty$.

Then $\{\hat{\mathbf{w}}_k^j\}$ converges to $\hat{\mathbf{w}}_k^*$, i.e., a stationary point of $\Omega$. Furthermore, the sequence $\{\hat{\mathbf{w}}_k^j\}$ has a finite length, i.e., $\sum_{j=1}^{\infty} \|\hat{\mathbf{w}}_k^{j+1} - \hat{\mathbf{w}}_k^j\|_1 < \infty$.

For the detailed proof of Lemma 1 we refer readers to [32]. The following lemma shows that the constructed function $\Omega$ in (27) satisfies Condition (C1). The proof is given in Appendix A.

**Lemma 2.** There exists $a > 0$ such that $\Omega(\hat{\mathbf{w}}_k^{j+1}) \leq \Omega(\hat{\mathbf{w}}_k^j) - a\|\hat{\mathbf{w}}_k^{j+1} - \hat{\mathbf{w}}_k^j\|^2$ for each $j \in \mathbb{N}$.

Before moving on, we give a formal definition of the stationary point for problem (14).

**Definition 5.** (Stationary point) [6]. Define $\mathbf{w}_k^* = (\mathbf{u}_k^*, \mathbf{v}_k^*, \mathbf{x}_k^*, \mathbf{y}_k^*, \mathbf{z}_k^*)$ as the stationary point for problem (14) if $\mathbf{w}_k^*$ meets the primal feasibility
\[
0 = \Phi_k \mathbf{x}_0 + \Psi_k \mathbf{v}_k^* - \mathbf{x}_k^*, \quad (28a)
\]
\[
0 = \mathbf{b}(\mathbf{u}_k^*) - \mathbf{v}_k^*, \quad (28b)
\]
and the dual feasibility
\[
0 \in \partial G(\mathbf{u}_k^*) + [\partial B(\mathbf{u}_k^*)]^\top \mathbf{y}_k^*, \quad (29a)
\]
\[
0 \in -\mathbf{y}_k^* + \Psi_k \mathbf{z}_k^*, \quad (29b)
\]
\[
0 \in \partial F(\mathbf{x}_k^*) - \mathbf{z}_k^*, \quad (29c)
\]
which are the necessary and sufficient optimality conditions for the problem (14).

Below we show that each bounded sequence $\{\mathbf{w}_k^j\}$ generated by procedure (16) converges to a stationary point of $\mathcal{L}_{\rho_1, \rho_2}$.

**Lemma 3.** The sequence $\{\mathbf{w}_k^j\}$ is convergent, i.e., $\sum_{j=1}^{\infty} \|\mathbf{w}_k^{j+1} - \mathbf{w}_k^j\|^2 < \infty$. Additionally, $\{\mathbf{w}_k^j\}$ satisfies the asymptotic regularity, that is, $\lim_{j \to \infty} \|\mathbf{w}_k^{j+1} - \mathbf{w}_k^j\| = 0$. Furthermore, any accumulation point of $\{\mathbf{w}_k^j\}$ is a stationary point of the augmented Lagrangian function $\mathcal{L}_{\rho_1, \rho_2}$.
Proof: On account of (A.5) and (A3), \( \|z^j_k\| \) is bounded by
\[
\|z^j_k\| \overset{A.5}{\leq} \|\nabla F(x^j_k) + \nabla \phi_3(x^j_k) - \nabla \phi_3(x^{j-1}_k)\| \\
\leq \|\nabla F(x^j_k)\| + \|\nabla \phi_3(x^j_k) - \nabla \phi_3(x^{j-1}_k)\| \\
\overset{(A3)}{\leq} \|\nabla F(x^j_k)\| + L_3\|x^j_k - x^{j-1}_k\| 
\]
Due to the boundness of \( \{x^j_k\} \) in (4d) and the continuity of \( \nabla F(x^j_k) \) in (A2), we can obtain that \( \|z^j_k\| \) is bounded. Similarly, according to (A.2) and (A3), we derive the bound on \( \|y^j_k\| \)
\[
\|y^j_k\| \overset{(A.2)}{\leq} \|\Psi_k^T(z^j_k + \rho_2(x^j_k - x^{j-1}_k)) + \nabla \phi_2(v^j_k) - \nabla \phi_2(v^{j-1}_k)\| \\
\leq \|\Psi_k^T z^j_k\| + \rho_2\|\Psi_k(x^j_k - x^{j-1}_k)\| + \|\nabla \phi_2(v^j_k) - \nabla \phi_2(v^{j-1}_k)\| \\
\overset{(A3)}{\leq} \|\Psi_k^T z^j_k\| + \rho_2\|\Psi_k(x^j_k - x^{j-1}_k)\| + L_2\|v^j_k - v^{j-1}_k\| 
\]
Since \( \{u^j_k\} \) is bounded by (4d) and \( b(\cdot) \) is continuous, it yields that \( \{v^j_k\} \) is bounded. Hence \( \{y^j_k\} \) is bounded, and so are \( \{w^j_k\} \) and \( \{\hat{w}^j_k\} \). Thus there is a subsequence \( \{\hat{w}^{j\prime}_k\} \) of \( \{w^j_k\} \) that converges to \( \hat{w}_k \). According to our assumption, the function \( \Omega \) is lower semicontinuous, which results in \( \lim \inf_{\hat{w}^{j\prime}_k \to \hat{w}_k} \Omega(\hat{w}^{j\prime}_k) \geq \Omega(\hat{w}_k) \), and further \( \Omega(\hat{w}_k) \) is bounded from below. By Lemma 2, \( \Omega(\hat{w}_k) \) is nonincremental, and consequently convergent. Due to
\[
\|\hat{w}^{j+1}_k - \hat{w}^j_k\|^2 \leq \|q^{j+1}_k - q^j_k\|^2 + \|y^{j+1}_k - y^j_k\|^2 + \|z^{j+1}_k - z^j_k\|^2 + \|w^j_k - w^{j-1}_k\|^2 + \|x^j_k - x^{j-1}_k\|^2, 
\]

\[
\text{it can be inferred that} \\
\|\hat{w}^{j+1}_k - \hat{w}^j_k\|^2 \geq \|q^{j+1}_k - q^j_k\|^2, 
\]
Using Lemma 2 the upper bound on the sum of \( \|q^{j+1}_k - q^j_k\|^2 \) can be derived
\[
a \sum_{j=1}^{\infty} \|q^{j+1}_k - q^j_k\|^2 \leq a \sum_{j=1}^{\infty} \|\hat{w}^{j+1}_k - \hat{w}^j_k\|^2 \\
\leq \Omega(\hat{w}^1_k) - \Omega(\hat{w}_k^2) + \Omega(\hat{w}^2_k) - \Omega(\hat{w}_k^3) + \ldots + \Omega(\hat{w}^j_k) - \Omega(\hat{w}^{j+1}_k) + \ldots \\
= \Omega(\hat{w}^1_k) - \Omega(\hat{w}^\infty_k) \\
\leq \Omega(\hat{w}^1_k) - \Omega(\hat{w}^\infty_k) 
\]
where the last inequality follows from that \( \Omega(\hat{w}^j_k) \geq \Omega(\hat{w}^\infty_k) \) for each \( j \) by Lemma 2. This leads to
\[
\sum_{j=1}^{\infty} \|w^{j+1}_k - w^j_k\|^2 \leq \sum_{j=1}^{\infty} \|\hat{w}^{j+1}_k - \hat{w}^j_k\|^2 < \infty, 
\]
and therefore the sequence \( \{w^j_k\} \) satisfies the convergence. In particular, \( \{w^j_k\} \) is asymptotically regular, that is,
\[
\lim_{j \to \infty} \|\hat{w}^{j+1}_k - \hat{w}^j_k\| = 0. 
\]
Defining \( w^*_k = (u^*_k, v^*_k, x^*_k, y^*_k, z^*_k) \), a point of \( \{w^j_k\} \), and supposing that \( \{w^{j\prime}_k\} \) is a subsequence of \( \{w^j_k\} \) converging to \( w^*_k \), on the basis of (16) and (A.2)-(A.5), it yields that
\[
0 \in \partial G(u^{j+1}_k) + \left[ \partial B(u^{j+1}_k) \right]^T y^{j+1}_k + \rho_1 \left[ \partial B(u^{j+1}_k) \right]^T (v^{j+1}_k - v^j_k) + \nabla \phi_1(u^{j+1}_k) - \nabla \phi_1(u^j_k) \\
0 \in -y^{j+1}_k + \Psi_k^T (z^{j+1}_k + \rho_2(x^{j+1}_k - x^j_k)) + \nabla \phi_2(v^{j+1}_k) - \nabla \phi_2(v^j_k) \\
0 \in \nabla F(x^{j+1}_k) - z^{j+1}_k + \nabla \phi_3(x^{j+1}_k) - \nabla \phi_3(x^j_k) \\
y^{j+1}_k = y^j_k + \rho_1 (b(u^{j+1}_k) - v^{j+1}_k) \\
z^{j+1}_k = z^j_k + \rho_2 (\Phi_k x_0 + \Psi_k v^{j+1}_k - x^j_k) 
\]
In virtue of the continuity of $\nabla \phi_\lambda, \lambda = 1, 2, 3$ and the asymptotic regularity of $\{w_k^j\}$ by (30), it can be concluded that $w_k^\ast$ satisfies the primal feasibility (28) and the dual feasibility (29) when $d \to \infty$, and therefore $w_k^\ast$ is a stationary point for problem (14).

Now two lemmas are provided to show the satisfaction of conditions (C2) and (C3) in Lemma 1. For ease of reading, proofs of Lemma 4 and 5 are given in Appendix B and C.

**Lemma 4.** There exists $\ell > 0$ and $c \in \partial \Omega(w_k^{j+1})$, such that $\|c\| \leq \ell \|w_k^{j+1} - w_k^j\|$.

**Lemma 5.** There exists a subsequence $\{w_k^j\}$ converging to $w_k^\ast$ such that $\Omega(w_k^j) \to \Omega(w_k^\ast)$ as $d \to \infty$.

Considering Lemmas 4, 5, and 6 together, the sequence $\{w_k^j\}$ is verified to satisfy conditions (C1)-(C3). From Lemma 4 and Lemma 5, we can obtain the main theorem of this paper.

**Theorem 1.** (Convergence) If $\Omega$ has the K-L property and $\{w_k^j\}$ is a sequence that satisfies sufficient decrease condition, relative error condition and continuity condition, then $\{w_k^j\}$ converges to $w_k^\ast$, which is a stationary point of $\Omega$. Especially, $\{w_k^j\}$ generated by the process (16) converges to $w_k^\ast$, a stationary point of $\mathcal{L}_{\rho_1, \rho_2}$. In addition, $\{w_k^j\}$ has a finite length, i.e., $\sum_{j=1}^\infty \|w_k^{j+1} - w_k^j\|^2 < \infty$.

In the practical implementation, the stopping criterion for the parallel multi-block ADMM algorithm is required. According to (31)-(33), the residual variables can be defined by

$$\begin{align*}
r_k^{j+1} &= \begin{bmatrix}
\Phi_k x | x_0 | + \Psi_k u_k^{j+1} - x_k^{j+1} \\
| b u_k^{j+1} |
\end{bmatrix} \\
x_k^{j+1} &= \begin{bmatrix}
v_k^{j+1} - v_k^j \\
x_k^{j+1} - x_k^j
\end{bmatrix}
\end{align*}$$

where $r_k^{j+1}$ and $x_k^{j+1}$ are the primal residual and the dual residual at iteration $j$, respectively. The iteration (16) converges to a point satisfying the first order necessary conditions (28)-(29) if and only if the residual variables converge to zero. It can also be terminated when primal and dual residual variables have fallen below predefined thresholds, $\epsilon_{\text{pri}}$ and $\epsilon_{\text{dual}}$, which are chosen based on the scale of the typical variable values. In this paper, the stopping criterion is set as

$$\begin{align*}
\|r_k^{j+1}\| &\leq \epsilon_{\text{pri}} \\
\|s_k^{j+1}\| &\leq \epsilon_{\text{dual}}
\end{align*}$$

(36a) (36b)

where $\epsilon_{\text{pri}} > 0$ and $\epsilon_{\text{dual}} > 0$ are feasibility tolerances for the primal and dual feasibility conditions (28) and (29).

Now we summarize the computational MPC algorithm based on the parallel multi-block ADMM for nonconvex problems with nonlinear constraints in Algorithm 1. It is worth pointing out that calculating $\{u_i|k\}_{i=0}^{N-1}$ and $\{x_i|k\}_{i=1}^N$ in parallel can be operated in the cloud environment based on Docker containers technique, which will be elaborated in the following section.

**IV. CLOUD-BASED COMPUTATIONAL MODEL PREDICTIVE CONTROLLER**

Cloud computing has recently become a rapidly available and widely developed service offering, which is an attractive and cost-effective option when clients lack the computational resources and/or expertise to perform computation locally. Taking into consideration the restrictions on local computational resources, an innovative architecture called cloud-based computational model predictive controller suitable for cloud computing environment is devised to implement the proposed computational MPC. The architecture is depicted in Fig. 2 which concretizes Fig. 1.

The architecture is composed of local controlled plants and a cloud-based model predictive controller at the cloud server. The cloud-based controller consists of three main modules: (a) model predictive controller module, (b) Docker containers module, (c) Redis module.

As shown in Fig. 2 and Algorithm 1, at one sample step, the local controlled plants send their actual states to the model predictive controller at the cloud server. Incorporating a prediction model, a cost function, and constraints into an optimization problem, the controller solves it using the designed parallel multi-block ADMM algorithm.
Algorithm 1 Computational MPC using the parallel multi-block ADMM

1: Initialize controller parameters: $\rho_1, \rho_2, \epsilon_{\text{pri}}, \epsilon_{\text{dual}} > 0$; Determine Bregman distance $\Delta_{\phi_k}$ with $\lambda = 1, 2, 3$; Choose the prediction horizon $N$.
2: Set $k = 0$.
3: Measure the system state $x_k$, and let $x_{0|k} = x_k$, the index $j \leftarrow 1$.
4: while stopping criterion (36) is not satisfied do
5: for all $i = 0, 1, \ldots, N - 1$ (based on Docker containers in parallel) do
6: Obtain $u_{i|k}^{j+1}$ from (16a);
7: end for
8: Calculate $v_{k}^{j+1}$ using (16b);
9: for all $i = 1, 2, \ldots, N$ (based on Docker containers in parallel) do
10: Solve for $x_{i+1|k}^{j+1}$ with (16c);
11: end for
12: Update $y_{k}^{j+1} \leftarrow y_{k}^{j} + \rho_1(b(u_{k}^{j+1}) - v_{k}^{j+1})$;
13: Update $z_{k}^{j+1} \leftarrow z_{k}^{j} + \rho_2(\Phi_k x_0 + \Psi_k v_{k}^{j+1} - x_{k}^{j+1})$;
14: $j \leftarrow j + 1$.
15: end while
16: Set the solution $u_{0|k}^{*} = u_{0|k}^{j+1}$ and apply $u(k) = u_{0|k}^{*}$ to the controlled plant.
17: Wait for next sampling time, let $k \leftarrow k + 1$ and return to step 3.

Through this parallel computing algorithm, the decomposed multiple subproblems (16a) and (16c) are solved on corresponding containers in parallel. The iterative process (16) continues until the stopping criterion is satisfied. And data communication between the controller and Docker containers is conducted through Redis, which caches all iterative intermediate results. Finally, the optimal solution is sent back to the local controlled plants. Below, the working mechanism of these three components is explained in detail.

A. Model predictive controller module

The model predictive controller consists of a model part that contains the system prediction model of the controlled plants and the optimization part that contains a cost function, boundary constraints, and optimization algorithm. The controller needs to receive the actual states and solve MPC optimization problems.

More precisely, at one sample step, the model part of the controller receives the actual states of the controlled plants via the Transmission Control Protocol (TCP) and provides the system model of the controlled plants to the optimization part for prediction.

In the optimization part, we adopt the proposed parallel multi-block ADMM algorithm, namely, looping the iterations of (16) to solve the optimization problem until the stopping criterion is satisfied. The proposed algorithm consists of an $u_{ijk}$-minimization step (16a) for all $i$, an auxiliary optimization variable $v_k$ update (16b), an $x_{i+1|k}$-minimization step (16c) for all $i$, and two dual variables updates (16d) and (16e). The variable values updated in each iteration could be stored in Redis, since the containers have to use the variable values updated in the last iteration when solving $u_{ijk}$ and $x_{i+1|k}$. To carry out the first and third steps in parallel, we integrate the ThreadPool with Hyper Text Transfer Protocol (HTTP).

ThreadPool can be thought of as a container for threads, which is suitable for the execution of several short tasks in parallel without interfering with each other, such as solving $u_{ijk}$ and $x_{i+1|k}$. HTTP is a stateless protocol, which means that the server does not maintain any state of transactions with clients. This significantly reduces the memory load on the server and thus may achieve faster response times. A client opens a socket on a specific TCP port, and if the server continues to wait for a connection on that known port, the connection is made. The client then sends a request block containing the request method to the server over this connection.
Fig. 2: Architecture of the cloud-based computational model predictive controller

In the $u_i|k-$ and $x_i|k-$ updates for all $i$, we first create multiple threads with ThreadPool and write Uniform Resource Locators (URLs) that contain each container execution signal into a list. Then, use the Python built-in function `map` to map the list according to the `request.get`, which is a request method of HTTP. The optimization part next receives the response status code indicating the end of the container operation, and the next variable update is carried out. Since the ports of each container have been mapped to different ports on the server, we only need to send execution signals to these mapped ports. Each container, which has been started and is monitoring the state of its port, executes its instance to solve the sub-optimization problem.

Finally, when the stopping criterion is satisfied, the optimal solution to the MPC optimization problem obtained as control actions is sent back to the controlled plants.

B. Docker containers module

Docker containers are introduced to make full use of cloud computing resources to implement the $u_i|k-$ and $x_i|k-$ updates independently in parallel for each $i$. The Docker containers module consists of three parts:

1. a registry storing the basic image composed of all needed Python packages,
2. a filesystem containing Python files and script files for solving optimization problems,
3. multiple containers, which are isolated environments to solve the sub-optimization problems (16a) and (16c).

Using Docker containers to realize the parallel solutions is roughly a three-step process.

The preparatory work

Before sampling, use Compose[^1] to complete container deployment, including the edition of three files: (1) a Dockerfile for the basic image, (2) scripts and Python files, (3) a container configuration file, and start multiple containers in advance.

[^1]: https://docs.docker.com/compose/
Compose is a tool for defining and running multi-container Docker applications. The basic image containing all packages used to solve sub-optimization problems is built with a Dockerfile and pushed to the registry. The scripts and Python files in the filesystem, which are executed when the containers solve subproblems, are stored at the cloud server. The container configuration file called `docker-compose.yml` is a YAML file to configure the application’s services. The file `docker-compose.yml` defines the services, the basic image of the containers, ports mapping, volumes mounting paths of the scripts and Python files, and the bridge network mode. In Fig. 2, containers are represented by the stacked yellow boxes labeled Container, the services are indicated by the stacked light blue boxes labeled Service, which include the names of each container, and ports mapping are indicated by the green dots.

After the preparation of these configuration files, entire containers are started simultaneously by a Docker compose command, i.e., `docker-compose up`. At this point, the containers switch on monitoring port mode and wait for execution signals from the optimization part. These ports mapped to the cloud server must be different from each other, represented in Fig. 2 by dots with different colors on the edges of the Docker module box. Preparing and starting containers in advance can significantly reduce the time it takes to deploy containers.

**During solving subproblems**

At one sample step $k$, after the model predictive controller receives the actual states of the controlled plants, in order to execute the $u_{i|k}$- and $x_{i+1|k}$-updates for each $i$, the controller triggers the corresponding containers by sending execution signals simultaneously to the mapped ports on the server via HTTP. Once the containers detect the execution signals, they solve the $u_{i|k}$- or $x_{i+1|k}$-subproblems by (16a) or (16c) independently in parallel for each $i$. During the solution process, some needed data such as the controller parameters can be retrieved in Redis and the updated values of the iteration are also stored in Redis. After the parallel solution via containers is completed, the status code indicating the end of the container operation is returned to the controller by HTTP.

The optimization cycles the $u_{i|k}$-, $v_{k}$-, $x_{i+1|k}$-, $y_{k}$- and $z_{k}$-updates until the stopping criterion is satisfied, and the optimal solution corresponding to the current sampling time is then obtained.

**After solving subproblems**

The first element of the optimal control input sequence for the optimization problem is sent back and applied to the controlled plants. At the sample step $k + 1$, continue to sample the actual states of the plants.

**C. Redis module**

As an open-source in-memory data structure store, Redis serves as a database, cache, and message broker. In this paper, Redis is used as a shared data pool for two reasons. For one thing, Redis is convenient to invoke the system to transmit the intermediate variables. This feature is useful for accessing small-sized data with high frequency in the solution of MPC optimization, and therefore suitable for the situation in our paper where the original optimization problem is decomposed into multiple small-sized sub-problems. For another, Redis works as a shared data pool for all containers. That means the users could avoid designing and building complex communication topologies. All the read and write operations of data could be finished in this data pool.

Through the use of Redis, all containers can build information-sharing channels with the cloud server. In the process of solving the optimization problem, the model predictive controller writes controller parameters to Redis and accesses the optimization variables updated from Redis. In the Docker containers module, each container obtains controller parameters from Redis and stores the value of the optimization variable in each iteration in Redis.

**V. Simulation Results and Analysis**

This section presents a proof-of-concept implementation via five plug-in hybrid electric vehicles (PHEVs) charging. The cloud-based control architecture of energy management for PHEVs charging is shown in Fig. 3. In contrast to previous approaches implementing control algorithms locally, in our demonstration setup, we host the model predictive controller on the remote pay-as-you-go Alibaba Elastic Cloud Server (ECS) with Container Service via standard communication protocols (TCP and HTTP). The model of PHEVs is simulated by using Python 3.6.10 on a PC with an eight-core Intel (R) Core (TM) CPU running at 4.00 GHz and 8.00 GB RAM. The controlled PHEVs send their charge states over TCP to the cloud, which performs the MPC optimization problem computation and returns the optimal control inputs.

From [34] and [35], the five vehicles system can be modelled as
Fig. 3: Cloud-based control architecture of energy management for PHEVs charging

\[ x_{k+1} = A_k x_k + b(u_k), \]  

(37)

where \( x_k = [x_k^{[1]}, x_k^{[2]}, x_k^{[3]}, x_k^{[4]}, x_k^{[5]}]^\top \) and \( u_k = [u_k^{[1]}, u_k^{[2]}, u_k^{[3]}, u_k^{[4]}, u_k^{[5]}]^\top \) represent the State of Charge (SoC) of five vehicles and the available power allocated at the current sample step \( k \), respectively, the state matrix \( A_k \in \mathbb{R}^{5 \times 5} \) is an identity matrix, and \( b(u_k) \) is a vector of five functions of the allocated powers to five vehicles, i.e., \( b(u_k) = [b(u_k^{[1]}), b(u_k^{[2]}), b(u_k^{[3]}), b(u_k^{[4]}), b(u_k^{[5]})]^\top \). Each function of the allocated power to every vehicle is given by

\[ b(u_k^{[m]}) = \frac{C^{[m]} Q^{[m]} (-V^{[m]} + \sqrt{V^{[m]}^2 + 2\eta^{[m]} u_k^{[m]} \Delta t})}{C^{[m]}} \]  

(38)

where for \( m = 1, 2, 3, 4, 5 \), \( C^{[m]} \) is the equivalent capacitance of the \( m \)th battery, \( Q^{[m]} \) is the capacity of the \( m \)th battery in Coulombs, \( V^{[m]} \) is the voltage of the \( m \)th battery at the current sample step \( k \), \( \Delta t \) is a fixed cycle time for discretizing the system, and \( \eta^{[m]} \) represents the efficiency of the charging. The limit to the total system is that the total power allocated to five vehicles cannot exceed the upper bound of the utility power delivery, \( u_{\text{total}} \), and it is formulated as follows

\[ \sum_{m=1}^{5} u_k^{[m]} \leq u_{\text{total}}. \]  

(39)

And the individual constraint for each vehicle is

\[ U^{[m]} = \{ u_k^{[m]} \in \mathbb{R}^1 : 0 \leq u_k^{[m]} \leq \tilde{u}_k^{[m]} \}, \quad m = 1, 2, 3, 4, 5 \]  

(40)

\[ X^{[m]} = \{ x_k^{[m]} \in \mathbb{R}^1 : 0\% \leq x_k^{[m]} \leq 100\% \}, \quad m = 1, 2, 3, 4, 5 \]  

(41)

where \( U^{[m]} \) and \( X^{[m]} \) are constraint sets for the SoC and the available power allocated. \( \tilde{u}_k^{[m]} \) is the upper bound of the allocated power taking into account all local limitations. The SoC of each vehicle varies from 0% to 100%. The cost function is to maximize the weighted sum of the SoC of five vehicles at the next time step based on the
optimally allocating available power at the current sample step $k$: \[
\max_{u_k} \sum_{m=1}^{5} \varpi[m] x_{k+1}^{[m]}
\]
where $\varpi^{[m]}$ is the willingness to pay (WtP) for the $m^{th}$ vehicle and it is a nonnegative value. Let a vector $\varpi = [\varpi[1], \varpi[2], \varpi[3], \varpi[4], \varpi[5]]^\top$ and $g(u_k)$ be the cost of charging, that is, \[
g(u_k) = -\sum_{m=1}^{5} \varpi[m] C[m] \sqrt{V[m]} + \frac{2\eta[m] u_k[m] \Delta t}{C[m]}
\]
In order for the SoC of five vehicles to reach our expected value 90% quickly, we define $f(x_k) = (x_k - x_{\text{exp}})^\top P(x_k - x_{\text{exp}})$, where $P \in \mathbb{R}^{5 \times 5}$ is a diagonal matrix having $\varpi$ on the diagonal, and $x_{\text{exp}} = [90\%, 90\%, 90\%, 90\%, 90\%]^\top$.

According to (14), we formulate the MPC optimization problem for the SoC maximization problem over a prediction horizon of $N$ steps
\[
\min_{u_k, x_k} f(x_k) + g(u_k)
\]
s.t. 
\[
x_{0|k} = x_k \nonumber \\
x_{i+1|k} = A_{i|k} x_{i|k} + b(u_{i|k}), \ i = 0, 1, \ldots, N - 1 \nonumber \\
(x_{i+1|k}, u_{i|k}) \in \mathcal{X} \times \mathcal{U}, \ i = 0, 1, \ldots, N - 1 \nonumber \\
\sum_{m=1}^{5} u_{i|k}^{[m]} \leq u_{\text{total}}, \ i = 0, 1, \ldots, N - 1 
\]
where the initial values of system states are given by $x_{0|k} = [20\%, 20\%, 20\%, 20\%, 20\%]^\top$ and
\[
f(x_k) = \sum_{i=1}^{N} f(x_{i|k}) \\
g(u_k) = \sum_{i=0}^{N-1} g(u_{i|k}) \\
\mathcal{X} = \prod_{m=1}^{5} \mathcal{X}^{[m]} \\
\mathcal{U} = \prod_{m=1}^{5} \mathcal{U}^{[m]}
\]

The parameters regarding the battery side of the vehicles and their WtP are listed in TABLE I. In addition to these system parameters, the total available power $u_{\text{total}}$ is 5000W, the charging efficiency $\eta^{[m]} = 0.9$ for each vehicle, and the fixed cycle time for discretizing the system is $\Delta t = 0.1s$. In the proposed cloud-based computational MPC, we set the Bregman distance $\Delta_{\varpi}(x, y) = \frac{1}{2} \|x - y\|^2$, and other controller parameters are chosen as follows: $\varepsilon^{\text{phil}} = \varepsilon^{\text{phil}} = 0.01$, $\rho_1 = 10$, $\rho_2 = 8$, $y_0^{[m]} = 0$, $z_0^{[m]} = 0$. Simulation is performed for 20 minutes with a sampling interval of 60s. The prediction horizon is assigned by $N = 18$. It can be observed from Fig. 4 that system states are stabilized to the desired equilibrium point $x_{\text{exp}}$ (at about 5 minutes) by implementing the cloud-

| Vehicle | $V^{[m]}(V)$ | $u_k^{[m]}(W)$ | $C^{[m]}(\text{F})$ | $Q^{[m]}(A.H)$ | $\varpi^{[m]}$ |
|---------|----------------|----------------|-------------------|----------------|----------------|
| PHEV 1  | 238            | 800            | 7200              | 20             | 0.25           |
| PHEV 2  | 240            | 1000           | 7920              | 22             | 0.3            |
| PHEV 3  | 242            | 900            | 18000             | 25             | 0.4            |
| PHEV 4  | 236            | 1100           | 8640              | 24             | 0.5            |
| PHEV 5  | 243            | 1200           | 8800              | 22             | 0.35           |

TABLE I: Parameters of the Five Vehicles
Fig. 4: States and controls of the closed-loop system with the proposed cloud-based computational MPC based computational MPC. Meanwhile, the control inputs tend to be 0 and are bounded within their constraints. The evolution of the primal and dual residual norms by iteration are depicted in Fig. 5. The dashed lines represent the stopping criterions which are all satisfied after 59 iterations. The proposed parallel multi-block ADMM algorithm is verified to ensure that the primal residual and the dual residual variables converge to zero.

Fig. 5: Convergence of the parallel multi-block ADMM with the proposed cloud-based computational MPC at $k = 1$
Additionally, the performance of the computation time to find the solution using container parallel computing is evaluated by comparing it to containerless serial computing. We adopt different lengths of prediction horizon $N$ varying from 2 to 20, the same system parameters and controller parameters during the execution of the simulation. The comparison result is shown in Fig. 6. As expected, with increasing $N$, the advantage of parallelism becomes clearer, since parallel computing with multiple containers takes less time than containerless serial computing. When $N = 2$, through the container technique, the computation time is increased by 34.14\% of that under containerless. This is because the latency for both the read and write operations using Redis slows down the MPC computation for small $N$. When $N = 4$, the parallel computing time increases to 1.89\%, due to the trade-off of the time cost between communication and the containerless serial computing. The computation time decreases with horizon length, from 1.89\% for $N = 4$, to 22.15\% for $N = 20$, which illustrates the effectiveness of the proposed method. It should also be noticed that this advancement is not an order-of-magnitude one, mostly due to the intrinsic non-convexity of the nonlinear MPC problem and inter-container communication. However, the reduction in computation time for a single iteration is expected to be more significant for larger-scale systems. These simulations intuitively show that distributing a large optimization problem to multiple containers improves the execution time by performing smaller subproblems parallelly.

VI. CONCLUSIONS

In this paper, an innovative cloud-based computational MPC scheme has been proposed for nonlinear systems with input nonlinearity to improve computational efficiency. A parallel multi-block ADMM algorithm has been tailored to speed up the solution process of obtaining the optimal control sequence of the nonconvex MPC optimization problem. In addition to its relatively low computational effort, we have formally established the convergence analysis of the parallel multi-block ADMM algorithm. Based on this algorithm, the computational MPC can decompose the NMPC optimization problem into multiple individual subproblems. These subproblems are only in relation to the decision variables at one prediction step and therefore are allowed to be simultaneously calculated in a parallel manner. Furthermore, to implement the parallel computing algorithm efficiently and alleviate local calculation loads, we have devised a cloud-based computational MPC architecture, which can solve the decomposed multiple subproblems in corresponding Docker containers in parallel. By taking explicitly into account the particularities of the cloud computing platform and the characteristics of the subproblems, the devised architectures take sufficient advantage of the cloud computing technology and resources. Experimental simulations have verified the effectiveness of the cloud-based computational MPC scheme. Also, the experimental results demonstrate that the execution time can be greatly improved using parallelization, more efficient data structures, and cloud technologies. Future research could be focused on the challenge of a potentially long latency time between field devices and the cloud server. Another interesting topic would be to expand the scheme towards encrypted MPC.
A. Proof of Lemma 2

Based on Fermat’s rule, the limiting subdifferential of (15) at $v_{i|k}^{j+1}$ and $x_{i+1|k}^{j+1}$ are derived

\[
0 \in \partial G_i(v_{i|k}^{j+1}) + \left[ \partial B(u_{i|k}^{j+1}) \right] y_i^{j+1} + \rho_i \left[ \partial B(u_{i|k}^{j+1}) \right]^T (b(u_{i|k}^{j+1}) - v_{i|k}^{j+1}) + \nabla \phi_1(v_{i|k}^{j+1}) - \nabla \phi_1(u_{i|k}^{j+1}) \tag{A.1}
\]

\[
0 \in -y_{k}^{j+1} - \rho_1 \left( b(u_{k}^{j+1}) - v_{k}^{j+1} \right) + \Psi_k^T(z_k^{j+1} + \rho_2 \Psi_k^T(\Phi_k x_{0|k} + \Psi_k v_{k}^{j+1} - x_k^{j}) + \nabla \phi_2(v_{k}^{j+1}) - \nabla \phi_2(v_{k}^{j}) \tag{A.2}
\]

\[
0 \in \nabla F_{i+1}(x_{i+1|k}^{j+1}) - z_{i|k}^{j} - \rho_2(\Phi_k x_{0|k} + \Psi_k v_{i+1|k}^{j+1} - x_{i+1|k}^{j+1}) + \nabla \phi_3(x_{i+1|k}^{j+1}) - \nabla \phi_3(x_{i+1|k}^{j}) \tag{A.3}
\]

In virtue of (16d), (18), (19) and (21), the following expressions in terms of $u_k$ and $x_k$ can be further obtained

\[
0 \in \partial G(u_{k}^{j+1}) + \left[ \partial B(u_{k}^{j+1}) \right] y_{k}^{j+1} + \rho_i \left[ \partial B(u_{k}^{j+1}) \right]^T (b(u_{k}^{j+1}) - v_{k}^{j+1}) + \nabla \phi_1(u_{k}^{j+1}) - \nabla \phi_1(u_{k}^{j+1}) \tag{A.4}
\]

\[
0 \in \nabla F(x_{k}^{j+1}) - z_{k}^{j} - \rho_2(\Phi_k x_{0|k} + \Psi_k v_{k}^{j+1} - x_k^{j}) + \nabla \phi_3(x_{k}^{j+1}) - \nabla \phi_3(x_k^{j}) \tag{A.5}
\]

where, for convenience, we permit a slight abuse of notation that $\nabla \phi_1(u_{k}^{j}) = [\nabla \phi_1(u_{0|k}), \ldots, \nabla \phi_1(u_{N-1|k})]^T$ and $\nabla \phi_3(x_{k}^{j}) = [\nabla \phi_3(x_{0|k}), \ldots, \nabla \phi_3(x_{N|k})]^T$.

For further derivation, we give the following useful inequalities. From

\[
0 \leq 2\|a - \frac{1}{2}b\|^2
\]

it holds that

\[
2\|a\||\|b\|\leq 2\|a\|^2 + \frac{1}{2}\|b\|^2 \tag{A.6}
\]

\[
\leq 2\|a\|^2 + \|b\|^2 \tag{A.7}
\]

where $a$ and $b$ are arbitrary vectors. Through applying Cauchy-Schwarz inequality, the upper bound on the difference of $z_{k}^{j}$ between adjacent iteration steps is given by

\[
\|z_{k}^{j+1} - z_{k}^{j}\|^2 \leq 3\|\nabla F(x_{k}^{j+1}) - \nabla F(x_{k}^{j})\|^2 + 3\|\nabla \phi_3(x_{k}^{j+1}) - \nabla \phi_3(x_{k}^{j})\|^2 + \|\nabla \phi_3(x_{k}^{j+1}) - \nabla \phi_3(x_{k}^{j})\|^2 \tag{A.8}
\]

where the inequalities for the last two steps come from the fact that $\nabla F$ has $L$-Lipschitz continuous property by (A2) and $\nabla \phi_3$ is $L_3$-Lipschitz continuous by (A3). Analogously, the upper bound on the norm of $y_{k}^{j+1} - y_{k}^{j}$ is
derived by using Cauchy-Schwarz inequality

\[ \| y^{j+1}_k - y^j_k \|^2 \leq \| \Psi_k^T (z^{j+1}_k - z^j_k) + \rho_2 \Psi_k^T ((x^{j+1}_k - x^j_k) - (x^{j+1}_k - x^{j+1-1}_k)) + \nabla \phi_2 (v^{j+1}_k) - \nabla \phi_2 (v^j_k) - (\nabla \phi_2 (v^{j+1}_k) - \nabla \phi_2 (v^{j-1}_k)) \|^2 \]

\[ \leq \| \Psi_k^T (z^{j+1}_k - z^j_k) + \rho_2 \Psi_k^T ((x^{j+1}_k - x^j_k) - (x^{j+1}_k - x^{j+1-1}_k)) + 2\| \nabla \phi_2 (v^{j+1}_k) - \nabla \phi_2 (v^j_k) - (\nabla \phi_2 (v^{j+1}_k) - \nabla \phi_2 (v^{j-1}_k)) \|^2 \]

\[ \leq 3 \| \Psi_k^T (z^{j+1}_k - z^j_k) + \rho_2 \Psi_k^T ((x^{j+1}_k - x^j_k) - (x^{j+1}_k - x^{j+1-1}_k)) \|^2 + \frac{3}{2} \| \nabla \phi_2 (v^{j+1}_k) - \nabla \phi_2 (v^j_k) \|^2 + \| \nabla \phi_2 (v^{j+1}_k) - \nabla \phi_2 (v^{j-1}_k) \|^2 \]

On the basis of (13) and the optimality in (16a), we have

\[ L_{\rho_1, \rho_2} (u^{j+1}_k, v^j_k, x^j_k, y^j_k, z^j_k) + \Delta \phi_1 (u^{j+1}_k, u^j_k) \leq L_{\rho_1, \rho_2} (u^j_k, v^j_k, x^j_k, y^j_k, z^j_k) + \Delta \phi_1 (u^j_k, u^j_k) \]

\[ L_{\rho_1, \rho_2} (u^{j+1}_k, v^j_k, x^j_k, y^j_k, z^j_k) \leq L_{\rho_1, \rho_2} (u^j_k, v^j_k, x^j_k, y^j_k, z^j_k) \]

with \( \Delta \phi_1 (u^j_k, u^j_k) = 0 \) by (12). By following the similar way,

\[ L_{\rho_1, \rho_2} (u^{j+1}_k, v^{j+1}_k, x^{j+1}_k, y^{j+1}_k, z^{j+1}_k) \leq L_{\rho_1, \rho_2} (u^{j+1}_k, v^{j+1}_k, x^{j+1}_k, y^{j+1}_k, z^{j+1}_k) - \frac{\alpha}{2} \| u^{j+1}_k - u^j_k \|^2 \]

\[ L_{\rho_1, \rho_2} (u^{j+1}_k, v^{j+1}_k, x^{j+1}_k, y^{j+1}_k, z^{j+1}_k) \leq L_{\rho_1, \rho_2} (u^{j+1}_k, v^{j+1}_k, x^{j+1}_k, y^{j+1}_k, z^{j+1}_k) + \frac{1}{\rho_1} \| y^{j+1}_k - y^j_k \|^2 + \frac{1}{\rho_2} \| z^{j+1}_k - z^j_k \|^2 \]

Letting \( q^j_k = (u^j_k, v^j_k, x^j_k) \) and summing up the above inequalities (A.10)-(A.14), we have

\[ L_{\rho_1, \rho_2} (w^{j+1}_k) \leq L_{\rho_1, \rho_2} (w^j_k) - \frac{\alpha}{2} \| u^{j+1}_k - u^j_k \|^2 - \frac{\alpha}{2} \| v^{j+1}_k - v^j_k \|^2 + \frac{1}{\rho_1} \| y^{j+1}_k - y^j_k \|^2 + \frac{1}{\rho_2} \| z^{j+1}_k - z^j_k \|^2 \]

Substituting (A.8) and (A.9) into (A.15), it yields that
\[ \mathcal{L}_{\rho_1, \rho_2}(w_k^{j+1}) \leq \mathcal{L}_{\rho_1, \rho_2}(w_k^j) - \frac{\alpha}{2} \| q_k^{j+1} - q_k^j \|^2 \]

\[ + \frac{9}{\rho_1} (3L_2^2 + 3L_3^2 + \rho_2^2) \| \Psi_k \|^2 \| x_k^{j+1} - x_k^j \|^2 + \frac{3L_2^2}{\rho_1} \| v_k^{j+1} - v_k^j \|^2 \]

\[ + \frac{9}{\rho_1} (3L_2^2 + \rho_2^2) \| \Psi_k \|^2 \| x_k^j - x_k^{j-1} \|^2 + \frac{3L_2^2}{\rho_1} \| v_k^j - v_k^{j-1} \|^2 \]

\[ + \frac{3(L_2^2 + L_3^2)}{\rho_2} \| x_k^{j+1} - x_k^j \|^2 + \frac{3L_2^2}{\rho_2} \| x_k^j - x_k^{j-1} \|^2 \]  

(A.16)

Let

\[ V = \left( \frac{9}{\rho_1} \| \Psi_k \|^2 (3L_2^2 + \rho_2^2) + \frac{3}{\rho_2} L_3^2 \right) \| x_k^{j+1} - x_k^j \|^2 + \frac{3L_2^2}{\rho_1} \| v_k^{j+1} - v_k^j \|^2 \]

Adding \( V \) to both sides of (A.16) and rearranging gives the desired inequality

\[ \mathcal{L}_{\rho_1, \rho_2}(w_k^{j+1}) + \frac{3}{\rho_1} L_2^2 \| v_k^{j+1} - v_k^j \|^2 + \left( \frac{9}{\rho_1} \| \Psi_k \|^2 (3L_2^2 + \rho_2^2) + \frac{3}{\rho_2} L_3^2 \right) \| x_k^{j+1} - x_k^j \|^2 \]

\[ \leq \mathcal{L}_{\rho_1, \rho_2}(w_k^j) + \frac{9}{\rho_1} \| \Psi_k \|^2 (3L_2^2 + \rho_2^2) \| x_k^j - x_k^{j-1} \|^2 \]

\[ - \frac{\alpha}{2} \left( \frac{9}{\rho_1} \| \Psi_k \|^2 (3L_2^2 + L_3^2 + \rho_2^2) + \frac{3}{\rho_2} (L_2^2 + L_3^2) \right) \| \hat{w}_k^{j+1} - \hat{w}_k^j \|^2 \]

Therefore, by letting \( v_k^j = \hat{v}_k^j \) and \( x_k^j = \hat{x}_k^j \) in \( \Omega(\hat{w}_k^{j+1}) \), \( v_k^{j-1} = \hat{v}_k^j \) and \( x_k^{j-1} = \hat{x}_k^j \) in \( \Omega(\hat{w}_k^j) \), it follows that

\[ \Omega(\hat{w}_k^{j+1}) \leq \Omega(\hat{w}_k^j) - a \| \hat{w}_k^{j+1} - \hat{w}_k^j \|^2 \]  

(A.17)

where

\[ a = \frac{\alpha}{2} - 2 \left( \frac{9}{\rho_1} \| \Psi_k \|^2 (3L_2^2 + L_3^2 + \rho_2^2) + \frac{3}{\rho_2} (L_2^2 + L_3^2) \right) \]

is a positive real number according to (26). As we already noticed, \( \Omega \) satisfies the sufficient decrease condition (C1), which implies that the sequence \( \{ \Omega(\hat{w}_k^j) \}_{j \in \mathbb{N}} \) is nonincreasing.

**B. Proof of Lemma 2**

Since \( (A.2)-(A.5) \) and

\[ \Omega(\hat{w}_k^{j+1}) = \Omega(u_k^{j+1}, v_k^{j+1}, x_k^{j+1}, y_k^{j+1}, z_k^{j+1}, w_k^{j+1}) \]

\[ = \mathcal{L}_{\rho_1, \rho_2}(u_k^{j+1}, v_k^{j+1}, x_k^{j+1}, y_k^{j+1}, z_k^{j+1}) + \frac{\tau_1}{2} \| v_k^{j+1} - v_k^j \|^2 + \frac{\tau_2}{2} \| x_k^{j+1} - x_k^j \|^2, \]

the partial derivative \( \partial \Omega_u(\hat{w}_k^{j+1}) \) with respect to \( u_k \) yields the following expression

\[ \partial \Omega_u(\hat{w}_k^{j+1}) = \partial G(u_k^{j+1}) + \left[ \partial B(u_k^{j+1}) \right]^T y_k^{j+1} + \rho_1 (\partial B(u_k^{j+1}))^T (b(u_k^{j+1}) - v_k^{j+1}). \]  

(A.18)

Substituting (A.4) for \( \partial G(u_k^{j+1}) \) to (A.18) gives

\[ \partial \Omega_u(\hat{w}_k^{j+1}) \triangleq \left[ \partial B(u_k^{j+1}) \right]^T (y_k^{j+1} + \rho_1 (v_k^{j+1} - v_k^j) - \nabla \phi_1(u_k^{j+1}) + \nabla \phi_1(u_k^j) + \left[ \partial B(u_k^{j+1}) \right]^T y_k^{j+1} + \rho_1 \left[ \partial B(u_k^{j+1}) \right]^T (b(u_k^{j+1}) - v_k^{j+1}) \]

\[ + \left[ \partial B(u_k^{j+1}) \right]^T y_k^j - \left[ \partial B(u_k^{j+1}) \right]^T y_k^j \]
From the fact that \( y_{k}^{j+1} = y_{k}^{j} + \rho_{1}(b(u_{k}^{j+1}) - v_{k}^{j+1}) \), the partial derivative finally becomes
\[
\frac{\partial \Omega_{u}(\hat{w}_{k}^{j+1})}{\partial u} = \left[ \frac{\partial B(u_{k}^{j+1})}{\partial u} \right]^{T}(y_{k}^{j+1} - y_{k}^{j}) - \rho_{1} \left[ \frac{\partial B(u_{k}^{j+1})}{\partial u} \right] (v_{k}^{j+1} - v_{k}^{j}) - \nabla \phi_{1}(u_{k}^{j+1}) + \nabla \phi_{1}(u_{k}^{j})
\]
In a similar way, by (16d) and (16e), the partial derivatives \( \partial \Omega_{v}(\hat{w}_{k}^{j+1}) \) with respect to \( v_{k} \) and \( \partial \Omega_{w}(\hat{w}_{k}^{j+1}) \) with respect to \( x_{k} \) are given by
\[
\frac{\partial \Omega_{v}(\hat{w}_{k}^{j+1})}{\partial v} = -\rho_{2}\Psi_{k}^{T}(x_{k}^{j+1} - x_{k}^{j}) - \nabla \phi_{2}(v_{k}^{j+1}) + \nabla \phi_{2}(v_{k}^{j}) - (y_{k}^{j+1} - y_{k}^{j}) + \Psi_{k}(x_{k}^{j+1} - x_{k}^{j}) + \tau_{1}(v_{k}^{j+1} - v_{k}^{j})
\]
\[
\frac{\partial \Omega_{w}(\hat{w}_{k}^{j+1})}{\partial w} = -\nabla \phi_{3}(x_{k}^{j+1}) + \nabla \phi_{3}(x_{k}^{j}) + \tau_{2}(x_{k}^{j+1} - x_{k}^{j}) - (z_{k}^{j+1} - z_{k}^{j})
\]
Based on (16d) and (16e), we get the partial derivatives \( \partial \Omega_{y}(\hat{w}_{k}^{j+1}) \) and \( \partial \Omega_{z}(\hat{w}_{k}^{j+1}) \)
\[
\frac{\partial \Omega_{y}(\hat{w}_{k}^{j+1})}{\partial y} = b(u_{k}^{j+1}) - v_{k}^{j+1} \quad \text{(16a)} \quad \frac{1}{\rho_{1}}(y_{k}^{j+1} - y_{k}^{j})
\]
\[
\frac{\partial \Omega_{z}(\hat{w}_{k}^{j+1})}{\partial z} = \Phi_{k}x_{0} + \Psi_{k}v_{k}^{j+1} - x_{k}^{j+1} + 1 \quad \text{(16c)} \quad \frac{1}{\rho_{2}}(z_{k}^{j+1} - z_{k}^{j})
\]
Apparently, the partial derivatives \( \partial \Omega_{u}(\hat{w}_{k}^{j+1}) \) and \( \partial \Omega_{x}(\hat{w}_{k}^{j+1}) \) are as follows
\[
\frac{\partial \Omega_{u}(\hat{w}_{k}^{j+1})}{\partial u} = \tau_{1}(v_{k}^{j+1} - v_{k}^{j})
\]
\[
\frac{\partial \Omega_{x}(\hat{w}_{k}^{j+1})}{\partial x} = \tau_{2}(x_{k}^{j+1} - x_{k}^{j+1})
\]
Due to the continuity of \( b(\cdot) \), \( \partial B(u_{k}^{j+1}) \) is bounded. Additionally, as \( \{w_{k}^{j}\} \) is bounded by (30), the above together with (A3) implies that there exists \( \ell > 0 \) and \( c \in \partial \Omega(\hat{w}_{k}^{j+1}) \) such that \( ||c|| \leq \ell||\hat{w}_{k}^{j+1} - \hat{w}_{k}^{j+1}|| \). Thus the inequality as stated in Lemma [4] holds.

C. Proof of Lemma [5]

To verify Condition (C3), we assume that there exists a subsequence \( \{\hat{w}_{k}^{j}\} \) that converges to \( \hat{w}_{k}^{\ast} = (u_{k}^{\ast}, v_{k}^{\ast}, x_{k}^{\ast}, y_{k}^{\ast}, z_{k}^{\ast}, \hat{v}_{k}^{\ast}, \hat{x}_{k}^{\ast}) \). By the lower semicontinuity of \( \Omega \), \( \lim_{d \to \infty} \Omega(\hat{w}_{k}^{j}) \geq \Omega(\hat{w}_{k}^{\ast}) \). In addition, by the optimality we have
\[
G(u_{k}^{j}) + \frac{1}{2}\left[ y_{k}^{j+1} - \frac{1}{2}\|b(u_{k}^{j+1}) - v_{k}^{j}\|^{2} + \Delta \phi_{1}(u_{k}^{j+1}, u_{k}^{j}) \right]
\]
\[
\leq G(u_{k}^{j}) + \frac{1}{2}\left[ y_{k}^{j+1} - \frac{1}{2}\|b(u_{k}^{j}) - v_{k}^{j}\|^{2} + \Delta \phi_{1}(u_{k}^{j}, u_{k}^{j}) \right]
\]
According to the asymptotic regularity of \( \{u_{k}^{j}\} \) by Lemma [3] this implies \( \lim_{d \to \infty} G(u_{k}^{j+1}) \leq G(u_{k}^{\ast}) \). Likewise, we obtain \( \lim_{d \to \infty} F(x_{k}^{j+1}) \leq F(x_{k}^{\ast}) \), and then \( \lim_{d \to \infty} \Omega(\hat{w}_{k}^{j+1}) \leq \Omega(\hat{w}_{k}^{\ast}) \). Hence, it can be concluded that
\[
\lim_{d \to \infty} \Omega(\hat{w}_{k}^{j+1}) = \Omega(\hat{w}_{k}^{\ast})
\]
and Condition (C3) holds.
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