Ab initio studies of the atomic and electronic structure of pure and hydrogenated a-Si
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Abstract. We propose a method to simulate a-Si and a-Si:H using an ab initio approach based on the Harris functional and thermally-amorphisized periodically-continued cells with at least 64 atoms. Hydrogen incorporation was achieved via diffusive addition. In preparing samples that may simulate the distributions of atoms in the amorphous materials, simulated annealing calculations were carried out from given starting conditions using short and long time steps. The different time-steps led to samples having distinctly different topological disorder. The radial distribution functions (partial and total) of the resulting samples were calculated and compared with measured distributions; the agreement is very good. These comparisons allowed some tentative conclusions to be made as regards the kind of disorder prevailing in the real samples. In addition, we studied the effect of the topological disorder on the electronic densities of states of the samples; the passivating effect of hydrogen can be observed.

PACS. 71.23.Cq Amorphous semiconductors, metallic glasses, glasses – 71.15.Pd Molecular dynamics calculations (Car-Parrinello) and other numerical simulations – 73.61.Jc Amorphous semiconductors; glasses

1 Introduction

The scientific and technological relevance of a-Si, pure and hydrogenated, is well known. Early experimental and theoretical work on the atomic structure of the pure amorphous materials began more than four decades ago. Experimental work on the amorphous phases of pure germanium and silicon evolved in parallel, beginning with the electrolytic approach of Szekely in 1951 [1] and the pioneering efforts of Richter and Breitling in 1958 [2]. Theoretically, the first atomic models of both a-Si and a-Ge appeared in the literature over thirty years ago. Grigorovici and Manaila [3] and Coleman and Thomas [4] in 1968 suggested structures based on arrangements of closely packed simplified Voronoi polyhedra that have the shape of truncated tetrahedra both eclipsed and staggered 60° about their common bond, leading to rings of five atoms and to boat-like rings of six atoms, as in the carbon and silicon amorphous clusters that we have recently studied [5]. As is well known, fivefold symmetry is not crystallographic and therefore yields an amorphous-like diffraction pattern with broad maxima. The eclipsed configuration with a fivefold symmetry structure is energetically unfavourable in the crystalline phases but occurs in the amorphous form since atomic arrangements with large internal energy can appear in such frozen structures [6].

It was soon realized that such pure structures could not be doped with donors or acceptors because dangling bonds masked the energy gap in the electronic level spectrum, and the search began to find a solution to this problem. Spear and Lecomber [7] discovered that if amorphous silicon is grown in the presence of hydrogen the naturally existing dangling bonds passivate reinstating a clean energy gap and allowing a systematic doping to control the electrical properties. This development radically transformed the study of amorphous semiconductors from an academic subject to a technologically relevant one that has led to the design of devices that are used currently in many applications. Correspondingly, the study of hydrogenated amorphous silicon flourished [8] and became one of the most important subjects in the area of amorphous semiconductors.

In general, advances in amorphous semiconductors have proceeded as a result of experimentation with little concrete input from theoretical simulation. The structures of pure and hydrogenated amorphous silicon have been characterized in particular via measurements of the radial distribution functions (RDFs), using X-ray and neutron diffraction. A reasonably consistent picture has emerged for the structure of a-Si. However, the situation is less...
satisfactory for $\alpha$-Si:H, where the neutron diffraction experiments needed to probe the hydrogen presence are relatively recent [9] and the information is sparse.

One of the principle difficulties in simulating amorphous structures is the creation of atomic aggregates that resemble the atomic arrangements in the real systems. In principle, one can do this by performing simulated annealing following the conditions that are used in the laboratory to create the amorphous structures. In practice, such simulations are out of range even when force-fields are used because the computational time-step is determined by the movement of individual atoms and is many orders of magnitude smaller than the time scales on which the structures anneal in the laboratory. We propose therefore to create amorphous structures artificially by performing simulations with time steps that are not necessarily ‘correct’ from the point of view of the actual motions of the atoms (so that the movement of the atoms in our simulations are not necessarily ‘real’) but do generate different kinds of amorphous structures. That is, the time step in the annealing is used simply to generate, somewhat arbitrarily, a variety of amorphous structures, each of which can be characterized by its RDF. The RDF is $4\pi r^2 \rho(r) dr$, where $\rho(r)$ is the density of particles at point $r$, and gives the average number of pairs of atoms separated by a distance between $r$ and $r + dr$. Whereas a given structure generates a well defined RDF, the converse is not the case. Thus, the RDF is not a unique characterization of the atomic arrangement, but nevertheless gives information about this arrangement. By comparing the RDFs generated in simulations, which result from specific well-defined atomic arrangements, with experimental RDFs, information is gained that indicates the probable arrangement of the atoms in the real system. This is the true value of simulations. Simulations start from a known structure which may or may not be close to the true structure of the amorphous material. Experiments start from true structures, but with no knowledge of the detailed atomic arrangement. The RDF is one bridge between the two. Another is the electronic density of states of the structure, which can likewise be measured for the real structure and computed for a known structure [5].

The experimental work of references [10–16] for $\alpha$-Si and references [17] and [18] for $\alpha$-Si:H will be considered in this paper. For hydrogenated silicon, reference [18] reports the only complete study of the total RDF, together with the partials for Si-Si, Si-H and H-H.

A considerable amount of previous work has addressed the atomic structure of $\alpha$-Si, and, more recently, $\alpha$-Si:H. Attempts to generate reasonable atomic topologies can be classified via two extremes: i) calculations that are carried out in samples that are constructed essentially “to order” by switching bonds and adjusting dihedral angles, and that use ad hoc classical, parameter-dependent potentials constructed for the specific purpose of describing them; and ii) quantum methods, parameterized and ab initio, that can deal from the outset with the thermalization processes that generate the amorphous structure, and the study of their corresponding electronic structure.

A particularly nice example of type i) is the computationally cost-effective work performed with classical techniques in very large supercells of $\alpha$-Si that contain tens of thousands of atoms (see Ref. [19] and work cited therein). This methodology is powerful provided the interactions between the atoms in the materials (force-fields) are reasonably adequately described. This requirement restricts the generality of the method, since the interactions are not transferable to other amorphous materials. New force-field parameters and potentials must be generated for each new material using either comparison with known data from experiment or from ab initio calculations. It is notoriously difficult to generate force-fields and model potentials with any degree of universality so that, even if the RDF is well described this does not necessarily mean that other properties are well described [20]. There is always a limit to which model interactions can mimic properties that are inherently quantum mechanical.

Quantum methods have answered some of the unsolved questions left by the classical approaches, and are themselves of several kinds. For example, there has been some interesting work done using tight binding methods for pure silicon [21], where a transferable model is found by fitting the energies of silicon in various bulk crystal structures and examining functional parameterizations of the tight binding forms. For hydrogenated silicon a transferable model has also been found by fitting parameters to silane [22]. At the other end of the scale are ab initio methods that attempt to answer all the questions from first principles and are generally applicable without adjustment of parameters. These methods are very demanding in computer resources and so are limited to handling relatively small amorphous cells. It remains an issue as to how generally and how accurately an ab initio method that uses a reasonably sized supercell can describe the properties of amorphous materials. The present work addresses this issue for hydrogenated silicon and for hydrogenated amorphous silicon.

2 Antecedents

Because of their technological importance there has been a great deal of work on the systems we study. In this section we mention some of the work that appears to us to be most relevant to our own. Most of these calculations stem in one way or another from the original work of Car and Parrinello [23] (see [23] through to [28]) and from Buda et al. [29] (see [29] through to [31]). More recent work is described in the papers of Lee and Chang [28] for $\alpha$-Si and Tuttle and Adams [31] for $\alpha$-Si:H. These calculations all approached the structural problem by generating amorphous cells using first-principles quantum methods.

More than a decade ago Car and Parrinello [23] performed the first ab initio molecular dynamics (MD) study in an fcc cell with 54 atoms of silicon using their plane wave MD method. In their approach a non-local pseudopotential was used together with the parameterized local density (LDA) form of Perdew and Zunger for the
exchange-correlation effects. They obtained good agreement with the experimental RDF of α-Ge, rescaled to simulate α-Si, up to the second radial peak and argued that because of the size of the cell used distances larger that 6 Å could not be studied. They pointed out that the comparisons of simulated and experimentally determined atomic structures should be carried out with care in view of the large number of defects that are generated. A typical simulation was started above the melting point, at about 2,200 K, and the liquid was allowed to equilibrate for ~0.7 x 10^{-12} s before it was quenched down to ~300 K at a cooling rate of ~2 x 10^{15} K/s. During the initial quenching the volume of the cell was gradually increased to 1080 Å^3, the crystalline value. This technique of quenching from the melt has been used in subsequent work although handling the transition from the liquid to the amorphous phase is not an easy task since a volume change has to be dealt with. In addition, liquid silicon is metallic with an average coordination number of between 6 and 7 and the quenching preserves some of this over-coordination.

Drabold et al. [24] use the density functional local density approximation (DFT-LDA) molecular dynamics approach developed by Sankey et al. [32]. This method is based on a simplification of the Kohn-Sham equations suggested by Harris [33]. Drabold et al. used a 64-atom simple cubic cell in the diamond structure with a single vacancy and generated an “incompletely melted” sample by heating this system up to 8,000 K. The free evolution of the cell then results in the system acquiring a highly disordered liquid-like structure before final quenching to a solid. Although a detailed comparison was not given, the resulting RDF were found to agree with measured distributions. Four coordination defects were found, two dangling and two floating bonds, for appropriate values of the rate of free evolution of the cell. After annealing at 300 K only two defects survived.

A more complete report of the Car and Parrinello results is given in Stich et al. [25], where a cooling rate of 10^{14} K/s was used starting from the melt. The slower cooling rate generated a tetrahedral network that nevertheless contains several coordination defects as well as a large fraction of distorted bonds. Annealing at 900 K reduced the number of defects and the RDF displayed a two peak structure that align reasonable well with the first two peaks of experiments. The study performed by Drabold et al. was extended [26] to the 216 atom periodic supercell of Wooten, Winer and Weaire [27] and a more complete analysis of the relationship of structural defects, spectral defects and interatomic distances was carried out. Lee and Chang [28] performed ab initio simulations on a 64-atom silicon cell and quench incompletely melted samples as in reference [24], but they find that the third peak of the RDF practically disappears, and that more dangling and floating bonds occurred than in previously generated samples from liquid-quenched simulations, and than in the samples generated by Drabold et al. [24].

Theoretical work on α-Si:H has been less abundant because the experimental RDF results are limited and it is more difficult to model interactions of H and Si and cope with the time steps needed for computer simulations of hydrogen diffusion. In addition, the strong dependence of the α-Si:H structure on deposition conditions together with the chemical reactivity of hydrogen needs to be taken into account. Also, the role of zero point energy is not a priori obvious. Basically, this system requires quantum mechanical, ab initio methods such as the work reported in references [29–31].

The plane wave MD Car-Parrinello method was first applied to amorphous hydrogenated silicon by Buda et al. [29] using a cubic cell of 64 silicon and 8 hydrogens (11% concentration). These authors start out with a liquid material containing both silicon and hydrogen atoms that is rapidly quenched, maintaining a density equal to the value of the crystalline material. They report only partial distribution functions and, as is the case in many simulations, the H-H RDF is in poor agreement with neutron scattering data.

The DFT-LDA approach of Sankey and co-workers was applied to this material by Fedders and Drabold [30] using several cells based on a two-defect 63 silicon atom supercell that was constructed in previous work [24,26]. The hydrogen was introduced into the amorphous silicon sample by hand so that the H-atoms are located near (1.5 Å), the corresponding dangling bond. To eliminate the strained bond defects they removed the silicon considered to be the center of the strain defect and put H atoms near the 4 dangling bonds. Subsequent relaxation allowed the hydrogens to be trapped by the dangling bonds. Fedders and Drabold [30] do not report any RDF, total or partial. Tutton and Adams [31] also use the Harris functional in the DFT-LDA code developed by Sankey et al. and apply it to a cell of 242 atoms with 11% hydrogen. They generated their structures from a liquid at ~1800 K, which they quench to produce an amorphous sample at 300 K. Since they were not concerned with real time dynamics, they set the mass of hydrogen equal to the mass of Si, thereby allowing the use of a large time step in the annealing process (4 fs). However, this means that the RDFs could not reflect real diffusion processes of the hydrogens in the cell, and correspondingly only the Si-Si and the Si-H RDFs are reported. A significant percentage of defects with only 90% of the silicon being fourfold coordinated was found, as is usually the case when liquid samples are quenched.

Although the tight binding method is not obviously applicable to silicon [26], the approach has been used to study dangling and floating bonds [34] and the energetics of defects. Fedders [35] found that tight binding gives surprisingly good results for the energy eigenvalues and the degree of localization of the defect states if some radial dependence is included in the hopping matrix elements. Colombo and Maric [36] reported the first tight-binding molecular-dynamics simulation of the defect-induced transition from crystal to amorphous in crystalline silicon. In particular, two recent ones are specially relevant for the present work: Yang and Singh [37] find that the total average energy per silicon atom is a minimum when the hydrogen concentration is in the range 8–14%, the optimum
experimental range found. Klein et al. [38] report a H-H RDF closer to experimental results than previous work. Both studies start out from liquid samples that are fast quenched to generate the hydrogenated amorphous silicon and therefore, as in all other cases, a large percentage of defects, floating or dangling bonds, are naturally created. For a recent account of the state of the art of tight binding approaches see reference [39], where both parameterized and ab initio approaches are considered.

3 Present method

In the present work we propose to generate samples of both a-Si and a-Si:H using a new approach that amounts to controlling the number and kind of coordination defects by tuning the time step used in the annealing process. As in previous computations, the physical process the system undergoes during the annealing is artificial and is carried out merely in order to generate a variety of amorphous-like structures. The computations were performed using the code FastStructure [40], a DFT code based on the Harris functional, which generates energies and forces faster than traditional Kohn-Sham functional methods [41]. We use the LDA, with the parameterization of Vosko, Wilk and Nusair (VWN) [42] in all simulations. The calculations are performed on an all electron basis, within the frozen core approximation. The valence orbitals were described via a minimal basis of “finite-range” atomic orbitals with a cut-off radius of 5 Å, (compare to values of ≈2.6 Å used by Sankey et al.). This value for the cut-off was chosen as a compromise between cost and accuracy. The computation scales with a high power of the cut-off radius, because the time-limiting factor is the number of three-center integrals that have to be carried out. The forces are calculated using rigorous formal derivatives of the expression for the energy in the Harris functional, as discussed by Lin and Harris [43]. Three-center integrals were performed using the weight-function method of Delley [44] (with correction for the dependence of the mesh on the nuclear coordinates). The physical masses of hydrogen and silicon are used throughout and this allows realistic diffusive processes of the hydrogen atoms to occur in the supercell. Simulations were carried out using the default time step of FastStructure, given by \( \sqrt{m_{\text{min}}/\Delta t} \), where \( m_{\text{min}} \) is the value of the smallest mass in the system: 2.44 fs for pure silicon and 0.46 fs for hydrogenated silicon, but also for much larger values of the time steps: 10 fs for a-Si and 2 fs for a-Si:H.

It is clear from previous work that quenching from a melt or from partially melted samples generates structures that resemble only poorly the local arrangement of atoms in the amorphous material; therefore we took a different route. Our procedure, like the ones mentioned above, is not designed to reproduce the way an amorphous material is grown, but has the objective of generating an amorphous sample that would represent adequately the ones obtained experimentally. We amorphized the crystalline diamond structure with 64 silicon atoms in the cell (a crystalline density of 2.33 g/cm\(^3\)) by slowly heating it from 300 K to 1,680 K, well above the glass transition temperature and just below the melting point, in 100 steps of \( t = 2.44 \) fs, and immediately cooled it down to 0 K in 122 steps of 2.44 fs. The same procedure was followed with a time step of \( t = 10 \) fs. The heating/cooling rates were \( 5.66 \times 10^{15} \) K/s for \( t = 2.44 \) and \( 1.38 \times 10^{15} \) K/s for \( t = 10 \) fs, comparable to values used in reference [23]. The atoms were allowed to move freely within each cell of volume \((10.8614 \text{ Å})^3\) with periodic boundary conditions. Once this first stage was complete, we subjected each cell to annealing cycles at 300 K (below microcrystallization [8]) with intermediate quenching processes.

For a-Si:H we implemented two different procedures. First, we used the amorphous pure silicon cell generated above with a time step of \( t = 2.44 \) fs and then expanded it to a volume of \((11.0620 \text{ Å})^3\) to reproduce the experimental density, 2.2 g/cm\(^3\), of the hydrogenated structure. Second, we amorphized a previously expanded crystalline cell of 64 silicon atoms with the same volume of \((11.0620 \text{ Å})^3\) using a 10 fs time step. We then placed the 12 hydrogens evenly distributed throughout the amorphous cells. The starting locations of the hydrogen atoms in the cell are given in Table 1. The hydrogenated sample was then subjected to annealing cycles using a time step of \( t = 0.46 \) fs for the first cell (the 2.44/0.46 cell), and \( t = 2 \) fs for the second (the 10/2 cell). The annealing cycles consist of two cycles of 50 steps at 300 K for the large time step sample and one cycle of 200 steps for the small time step sample, with inbetween quenches down to 0 K, to allow the hydrogens to diffuse and move in the cells. This gives a concentration of hydrogen of practically 16%, adequate to compare with existing experimental results.

Once the atomic structures were constructed and their respective RDFs obtained, we analyzed their electronic density of states at the Γ-point of the Brillouin Zone, as is common in the field. We carried out energy calculations using both FastStructure and the full Kohn-Sham DFT approach (Hohenberg and Kohn [45] and Kohn and Sham [46]) implemented in the ab initio Dmol3 commercial code [47] to obtain the energy levels and DOS curves of the final amorphous atomic structures, using the LDA

| H1   | (1/4, 1/4, 1/4) |
|------|----------------|
| H2   | (3/4, 1/4, 1/4) |
| H3   | (3/4, 3/4, 1/4) |
| H4   | (1/4, 3/4, 1/4) |
| H5   | (1/2, 1/4, 1/2) |
| H6   | (3/4, 1/2, 1/2) |
| H7   | (1/2, 3/4, 1/2) |
| H8   | (1/4, 1/2, 1/2) |
| H9   | (1/4, 1/4, 3/4) |
| H10  | (3/4, 1/4, 3/4) |
| H11  | (3/4, 3/4, 3/4) |
| H12  | (1/4, 3/4, 3/4) |
approximation. In DMol3 we used a double numerical basis set that includes \(d\)-polarization of the atoms (DNP) and the frozen inner core orbitals approximation along with a medium grid for the calculation of integrals. The SCF density parameter that specifies the degree of convergence for the LDA density was set at \(10^{-6}\).

4 Results and discussion

In this section we discuss the results and conclusions we draw from our simulations. We focus first on the atomic structure that the simulation protocols we have carried out generated and show comparisons of their partial RDFs with measured distributions. Then we discuss the electronic structure to which these atomic arrangements give rise with special emphasis on the kinds of defects found and the influence of these defects on the electronic density of states.

4.1 The atomic structure

Of the two simulations carried out for \(a\)-Si, the one performed at the ‘physical time step’ of 2.44 fs gave an RDF that resembled the measured distributions only poorly. The computed RDF showed a degree of disorder not compatible with the physical system. Presumably, this disorder would anneal out if we were able to continue the simulation for a considerably longer time period. In an attempt to shortcut the need for very long computation times, and bearing in mind that our goal is simply to generate an amorphous structure, we tried increasing the time interval between steps arbitrarily to a value of 10 fs. This is too large for the motions of the atoms to be physically reasonably represented, but does give the system more opportunities to explore the energy surface.

The RDF generated by this second simulation is shown in Figure 1 along with upper and lower bounds for the experimental RDFs as taken from the literature (Refs. [10–16]). The peak structures of the computed and measured RDFs are similar, with two distinct peaks at smaller values of \(r\) and weaker maxima around \(r = 5.7\) and 7.2 Å.

The relation between the RDF for the amorphous and purely crystalline materials is shown in Figure 2. The first two peaks of the amorphous structure line up clearly with the first two crystalline peaks, showing that both systems display similar short-range order. However, thereafter, there is no direct correspondence between the peak structures of the amorphous and the crystalline distributions. We take the agreement between the computed and measured RDFs shown in Figure 1 to imply that the simulation procedure we followed generated a structure which is truly characteristic of the amorphous material. Whether this would be generally true if the same procedure were applied to other, similar materials remains, of course, an open question.

The two Si systems generated were then used as starting points for constructing cells of hydrogenated amorphous silicon. Although the short simulation gave a silicon structure whose RDF is not in good agreement with experimental RDFs for the amorphous material, it is not necessarily a worse starting point for preparing a hydrogenated sample. Hydrogen atoms tend to decorate dangling bonds, and the shorter time simulation generated more defects. Thus, both configurations of atoms were used in attempting to generate an acceptable hydrogenated structure. We performed one simulation with each \(a\)-Si sample, retaining consistency with the time interval between steps. Starting from the 2.44 fs sample, we used the physical time step of 0.46 fs for the subsequent evolution. We refer to the resulting structure as 2.44/0.46. With the second simulation, performed using the 10 fs \(a\)-Si as starting point, we used a
One important difference between the two simulations was the formation of ‘molecular hydrogen’ in the 10/2 case. The reason for this is the greater degree of Si coordination in this sample, which leaves insufficient opportunities for the H-atoms to bond to silicons. In the 2.44/0.46 case, the defect/dangling bond density was sufficiently high that all hydrogens could find good bonding locations in a Si environment. In general, the 2.44/0.46 gave a better overall description of the observed H-H partial RDFs than the 10/2 simulation. Direct comparisons in the two cases are shown in Figures 3 and 4, where in the latter case the peak due to di-hydrogen has been removed.

While both simulations represent the main features of the measured total RDF reasonably, the H-H partial RDF is much better represented in the 2.44/0.46 simulation. The experimental data of Bellissent et al. [17] are better reproduced by the originally highly defective sample of a-Si with added hydrogen. The experimental features observed for $r \approx 0$ are spurious [17]. The presence of di-hydrogen in the 10/2 simulation is illustrated in the RDF in Figure 5. The ‘molecular’ hydrogen peak appears at an interatomic distance of 0.875 Å, very close to the molecular radius of 0.86 Å found for hydrogen in crystalline silicon [48]. In Figure 6 we show the locations in the cell where the hydrogen atoms were placed at the outset of the simulation.

Defining a dangling or a floating bond in terms purely of the atomic structure of a defect is to some extent arbitrary since one has to choose some interatomic cut-off distance to establish whether a bond exists or not between a given pair of atoms. Drabold et al. [24], e.g., chose an interatomic distance of 2.7 Å. Lee and Chang [28] use...
Fig. 7. Amorphous silicon 2.44 fs cell that shows the existence of 5 dangling bonds. A cutoff radius of 2.815 Å was used, below which the total number of first neighbors is 4.

Fig. 8. Hydrogen addition to the 2.44/0.46 cell passivates 3 dangling bonds and 2 other are passivated by silicons but 3 new ones appear; 11 new floating bonds are formed.

Fig. 9. Amorphous silicon 10 fs cell that shows the existence of 2 dangling bonds. A cutoff radius of 2.743 Å was used, below which the total number of first neighbors is 4.

Fig. 10. Hydrogen addition to the 10/2 fs cell passivates all dangling bonds (2) and 2 new ones appear plus 3 floating bonds. The molecular and atomic hydrogens are indicated.

the distance at which the minimum of the RDF occurs, 2.73 Å, which leads to an average number of first neighbors in the amorphous cell of 3.9. If instead one used the minimum value of the RDF of Fedders et al. [26], \( 1.2 \times 2.35 = 2.82 \) Å, the number of defects in the simulations of Drabold and co-workers would have changed significantly. Nevertheless, one needs to settle on some recipe and the one we use for α-Si is that the cut off corresponds to a distance below which the total number of neighbors is 4; i.e., the area under the RDF curves between zero and the cut off radii is 4. These values fall within the region where the total RDF has its first minimum: 2.815 Å for the 2.44 fs cell and 2.743 Å for the 10 fs cell.

Figures 7 to 10 depict four structures that display the passivation of dangling bonds in the pure amorphous silicon samples due to hydrogenation. Figures 7 and 9 show the dangling bonds of the amorphous silicon samples prior to hydrogenation. Figure 7 refers to the 2.44 fs cell, Figure 9 to the 10 fs cell. In defining dangling bonds we used the above mentioned criteria for the Si-Si; i.e., 2.851 Å in Figure 7, and 2.743 Å in Figure 9. These criteria generated 5 and 2 dangling bonds respectively, confirming that the longer time-step simulation generated a more saturated structure.

For the hydrogenated samples we took the cut-off radius for a Si-H bond to be 1.9 Å. This is the position of the minimum between the first and second peaks in the Si-H partial RDF. Figures 8 and 10 show what happened upon hydrogenation. In the 2.44/0.46 simulation, 3 bonds were passivated by hydrogen, 2 disappeared by the closing up of Si atoms and 3 new dangling bonds appeared. In the 10/2 simulation, only 1 bond was passivated by a hydrogen atom, 1 closed due to the motion of the Si atoms and 2 new dangling bonds appeared. Again, the fact that the
Fig. 11. Partial Si-Si and Si-H RDFs for the hydrogenated 2.44/0.46 cell. The dark lines are our simulation and the light lines are the experimental results.

Fig. 12. Partial Si-Si and Si-H RDFs for the hydrogenated 10/2 cell. The dark lines are our simulation and the light lines are the experimental results.

total number of dangling bonds was the same in the unhydrogenated and hydrogenated confirms the saturated nature of the original sample and explains why di-hydrogen was formed. The RDFs for Si-Si and Si-H are shown in Figure 11 for the 2.44/0.46 cell, and in Figure 12 for the 10/2 cell, along with the measured partials (see [17]). The overall agreement between the experimental and simulated Si-Si and Si-H partial RDFs is quite reasonable as the direct comparison indicates. In this case, there is no strong distinction between the two simulations. Thus the most sensitive probe of the structure of the hydrogenated sample is, as one expects, the H-H partial RDF.

4.2 The electronic density of states

An analysis of structural defects versus spectral defects, performed by Drabold et al. [24], led to the conclusion that dangling bonds give rise to defects within the gap, and that some strained tetrahedral structures may also generate gap states, but that floating bonds do not create gap states. More recent work, however, indicates that floating bonds may generate gap states [49] and this conclusion is also borne out in the results reported here on the basis of Γ-point calculations of the electronic density of states (DOS). Makov et al. [50], in particular, have focused on potential problems when calculating total energies using a single k-point located at Γ. As an example, they performed a calculation of the energy of the ideal vacancy defect in silicon, a system that has been studied extensively and was believed to require supercells with as many as 200 atoms for convergence. However, it was found that a 60-atom periodic supercell calculation with a single k-point at Γ gave a result practically identical to that obtained using 864 k-points and a 16-atom fcc supercell. This calculation is believed to give the defect energy to an accuracy of better than 0.1 eV. While not conclusive in terms of computations of the electronic structure and DOS, this calculation does support use of Γ-point sampling in the present calculations.

Γ-point calculations of the electronic density of states are a widespread practice in the field. Consistent with this practice DOS curves were obtained by broadening the discrete eigenvalue spectra generated using the final amorphous structures. Results were obtained using the overlapping atom potential construction of FastStructure, and using the self-consistent eigenvalue spectra in DMol3. All computations were performed within the LDA approximation.

For a-Si two cells were constructed, we recall, using the crystalline density, one with a 2.44 fs time step and another with a 10 fs time step. The short time step cell has 5 dangling bonds (dbs) and 5 floating bonds (fbs), whereas the long time step cell has 2 dbs and 2 fbs for cut-off radii of 2.763 and 2.7716 Å, respectively; at these distances the number of first neighbors (area under the first
amorphous peak) is equal to 4. Calculations of the DOS curves, and HOMOs (highest occupied molecular orbitals) and LUMOs (lowest unoccupied molecular orbitals) with both FastStructure and DMol3 for the 2.44 fs and 10 fs cells simulating pure α-Si gave the DOS shown in Figures 13 and 14. For the DOS curves obtained with FastStructure the discrete spectra was broadened with 0.02 eV half-width Gaussians, and for those obtained with DMol3 the σ used was 0.05 eV.

The gaps were obtained as the difference LUMO-HOMO with no attempt made to sort out the states within or near the gap due to dbs and/or fbs. The 2.44 fs cell displayed a smaller gap than the 10 fs cell, consistent with an inhibiting of the size of the gap with increasing defect density. This is of course expected, because the larger defect density presumably creates more ‘gap states’ and so would normally reduce the overall HOMO-LUMO splitting. The numbers were potential dependent — 0.414 eV vs. 0.744 eV using FastStructure and 0.173 eV vs. 0.385 eV using DMol3, but the sign was consistent with a narrower gap in the sample with the higher defect density.

The two α-Si:H cells (which, we recall, were constructed using a hydrogenated density of 2.2 g/cm³) and are identified by the time steps as 2.44/0.46 and 10/2) gave rise to the DOS shown in Figures 15 and 16. Again, results are shown for the overlapped atom potential of FastStructure and the fully self-consistent potential of DMol3. As can be seen, hydrogenation reduces the size of the gap for the 2.44/0.46 cell from 0.414 eV to 0.324 eV (over-
Fig. 16. DOS curves for the 10/2 fs cell of a-Si:H calculated using FastStructure, curve (a), and DMol3, curve (b). HOMOs, LUMOs and gaps are indicated.

lapped atom potential) and from 0.17 eV to 0.14 eV for the self-consistent potential. This sample has 3 dbs and a large number of floating bonds, 11 (6 hydrogen related and 5 silicon related) indicating the important role of the floating bonds in reducing the gap. For the 10/2 cell the size of the gap increases from 0.74 to 0.79 eV (overlapped atoms) and from 0.38 to 0.48 eV (self-consistent). This cell has 2 dbs and 3 fbs. An increase of the gap is also observed experimentally.

5 Conclusions

In attempting to generate via computer simulations samples of the likely atomic arrangements in amorphous samples of covalent semiconductors, a compromise is needed. Use of a simple force-field allows simulations over long times and with large samples to be carried out. However, the generation of force-fields that describe the interactions with sufficient accuracy is time consuming and system specific. On the other hand, when quantum methods are used to generate the forces, one has the advantage of universality, but is unable to carry out simulations for long times and for large samples.

In the present work, we used quantum forces generated by a fast method (via use of the Harris Functional and FastStructure) and a simulation protocol that is different from the standard procedure. The protocol consists of heating a crystalline sample of 64 atoms of silicon to just below its melting temperature and then cooling it down to 0 K with subsequent annealing and quenching cycles at temperatures dictated by experiment. This protocol was found to generate amorphous samples with fewer dangling bonds and fewer overcoordinated defects than standard protocols and generated structures having total and partial radial distribution functions whose main features lined up well with measurements performed on a-Si and a-Si:H. In the hydrogenated samples, the hydrogen atoms were not placed in position as has sometimes been done, but were allowed to move freely through the cell and quench into low energy configurations. Where dangling bonds were available, the hydrogens tended to attach there. In the absence of a sufficient defect concentration, di-hydrogen tended to form.

The electronic density of states showed expected behaviour as regards the influence of defects. On hydrogenation of a low defect density sample, the gap was found to increase, as is found experimentally. For the high defect density on the other hand, the gap decreased; we believe due to the high number of existing floating bonds. Of course, it is possible that this behaviour had to do with the specific samples and more work would be necessary to establish a general principle.

The protocol we used to generate amorphous samples is not restricted to a-Si and a-Si:H but can be used for monatomic or diatomic amorphous semiconducting materials. We expect to report work on amorphous silicon-nitrogen alloys in the near future.
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