UNKNOTTING NUMBER AND CABELING
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Abstract. The unknotting number of knots is a difficult quantity to compute, and even its behavior under basic satelliting operations is not understood. We establish a lower bound on the unknotting number of cable knots and iterated cable knots purely in terms of the winding number of the pattern. The proof uses Alishahi-Eftekhary’s bounds on unknotting number from knot Floer homology together with Hanselman-Watson’s computation of the knot Floer homology of cables in terms of immersed curves in the punctured torus.

1. Introduction

The unknotting number $u(K)$ of a knot $K$ is one of the simplest knot invariants, yet not much is known about its properties. For instance, we do not know how the unknotting number changes with respect to the connected sum. Scharlemann [Sch85] proved that composite knots have unknotting number at least 2, and there are some other partial known results e.g. [Yan08, AE20], but the problem remains very much open.

The connected sum operation is one of the simplest satellite constructions, and we know just as little about most other satellite operations, apart from special cases like Whitehead doubling. In this article, we study the behavior of the unknotting number under another simple satellite operation, cabling. Let $K_{p,q}$ denote the $(p,q)$-cable of $K$, where $p$ denotes the longitudinal winding, and let $K_{p_1,q_1; p_2,q_2; \ldots; p_m,q_m}$ denote the iterated cable of $K$.

We may assume that $p > 1$ and $p_i > 1$ since $K_{p,q}$ is isotopic to $K_{p,-q}$ and $K_{1,q}$ is isotopic to $K$.

Theorem 1.1. If $K$ is a nontrivial knot, then $u(K_{p,q}) \geq p$ and $u(K_{p_1,q_1; p_2,q_2; \ldots; p_m,q_m}) \geq p_1 p_2 \ldots p_m$.

We make a remark that it was previously shown by Scharlemann-Thompson [ST88, Corollary 3.3] that $u(K_{p,q}) \geq 2$ for any nontrivial knot $K$. In fact, they showed that a satellite knot of nonzero winding number in the pattern has unknotting number at least 2 (in particular, it recovers the result of Scharlemann [Sch85] mentioned above).

When $K$ is a torus knot $T_{p_0,q_0}$, we have the following stronger statement. Since $u(K) = u(-K)$ where $-K$ is the reverse of the mirror image of a knot $K$, we assume that $T_{p_0,q_0}$ is a positive torus knot.

Theorem 1.2. If $1 < p_0 < q_0$ and $q_0 \neq 3$, then $u(T_{p_0,q_0; p_1,q_1; \ldots; p_m,q_m}) \geq p_0 p_1 \ldots p_m - 1$.

The main tool we use to establish these lower bounds is the torsion order of a knot (see Definition 2.3) coming from knot Floer homology [OS04b, Ras03]. The torsion order of a knot $K$ is denoted by Ord($K$) and has many topological applications. In particular, Alishahi-Eftekhary [AE20 Theorem 1.1] (see also [Zem19]) showed that if $K$ is a knot, then

$$u(K) \geq \text{Ord}(K).$$

We quickly sketch the idea of the proof. The knot Floer homology of a knot can be recast in the immersed curves interpretation [HRW16, HRW18] of bordered Floer homology [LOT18]. The bordered Floer homology of the exterior of a knot $K$ in $S^3$ can be thought of roughly as an immersed multicurve in the boundary of the knot exterior (with a single point removed). The torsion order can be morally thought of as the maximal number of times this multicurve wraps consecutively in the direction of the meridian of the knot. Hanselman-Watson [HW19] gives a direct topological formula for transforming the immersed curve for $K$ into the immersed curve for $K_{p,q}$, 
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and we will show the winding number loosely translates into how much additional wrapping is introduced to the curves.

Using the above strategy, we will obtain the following more general bound on $\text{Ord}(K)$. The inequality itself may be of independent interest, and a similar computation for a certain family of knots can be found in [HKP20 Proposition 1.2].

**Proposition 1.3.** If $K$ is a nontrivial knot, then

$$\text{Ord}(K_{p_1,q_1; p_2,q_2; \ldots; p_m,q_m}) \geq \max \{p_1p_2 \ldots p_m (\text{Ord}(K) - 1) + 1, p_1p_2 \ldots p_m\}.$$ 

As above, when $K$ is a torus knot, or more generally an $L$-space knot, we have the following stronger statement. Note that $\text{Ord}(K) = \text{Ord}(-K)$, since the knot Floer homology of $-K$ is the dual of the knot Floer homology of $K$ [OS06 Section 5.1].

**Proposition 1.4.** If $K$ is a nontrivial $L$-space knot and $K \neq T_{2,3}$, then

$$\text{Ord}(K_{p_1,q_1; p_2,q_2; \ldots; p_m,q_m}) \geq p_1 \ldots p_m (\text{Ord}(K) + 1) - 1.$$ 

Moreover, if the bridge index of $K$ is $\text{Ord}(K) + 1$, then the above inequality is an equality.

1.1. More applications. As mentioned earlier, the torsion order of a knot has many topological applications. We take advantage of this fact and further explore the consequences of Proposition 1.3 and Proposition 1.4. Throughout the article, we will always work in the smooth category.

A knot is slice if it bounds a smoothly embedded disk in $B^4$. Note that the $(p,1)$-cable of a slice knot is also slice since there is a disk for $K_{p,1}$ constructed by taking $p$ parallel copies of a disk bounded by $K$ and attaching $p - 1$ half-twisted bands to them. In this construction, each parallel copy of a disk for $K$ gives at least one local minima for the resulting disk for $K_{p,1}$. Surprisingly, we show that any disk bounded by $K_{p,1}$ has at least $p + 1$ local minima given that $K$ is a nontrivial slice knot. This is done by combining Proposition 1.3 with a bound of Juhász-Miller-Zemke [JMZ20 Corollary 1.7].

**Corollary 1.5.** If $K$ is a nontrivial slice knot, then any slice disk bounded by $K_{p_1,1;p_2,1;\ldots;p_m,1}$ has at least $p_1p_2 \ldots p_m + 1$ local minima with respect to the radial function on $B^4$ restricted to the disk.

We make a remark that it was previously shown in [HKP20 Theorem 1.1] that if a nontrivial knot $K$ bounds a disk with 2 local minima, then any disk bounded by $K_{p,1}$ has at least $p + 1$ local minima (in fact, they also show that there is a disk for $K_{p,1}$ with $p + 1$ local minima).

We also provide applications to concordance. Two knots $K$ and $J$ are concordant if $K \cong J$ is slice, and the set of concordance classes of knots form a group called the knot concordance group $C$ under the operation of connected sum. Every element in $C$ is represented by infinitely many knots, and it is natural to ask which knot is the simplest representative of the class. There are many natural ways to measure the complexity of a knot, and it turns out that the torus knots, and more generally algebraic knots, those that are one component links of isolated singularities of complex algebraic plane curves, have the minimal complexity among all the knots that are concordant to them with respect to various geometric knot invariants.

For instance, the resolution of the local Thom conjecture by Kronheimer-Mrowka [KM93 Corollary 1.3] implies that each algebraic knot minimizes both the 3-genus and the unknotting number in this sense. Moreover, Juhász-Miller-Zemke [JMZ20 Corollary 1.10] proved that this is also the case for torus knots with respect to the braid index and the bridge index (see also [FK17 Theorem 1.3]). This was done by finding a lower bound for the braid index and the bridge index in terms of the torsion order [JMZ20 Corollary 1.8]. Using Proposition 1.4, we extend their result to a large family of iterated torus knots including all algebraic knots. For a knot $K$, its bridge index is denoted by $\text{br}(K)$ and its braid index is denoted by $b(K)$. Again, since $b(K) = b(-K)$ and $\text{br}(K) = \text{br}(-K)$, we assume that $T_{p_0,q_0}$ is a positive torus knot.

**Corollary 1.6.** Let $K$ be either an algebraic knot or an iterated torus knot $T_{p_0,q_0; p_1,q_1; \ldots; p_m,q_m}$ where $T_{p_0,q_0} \neq T_{2,3}$. If $J$ is concordant to $K$, then $b(J) \geq b(K)$ and $\text{br}(J) \geq \text{br}(K)$.

We believe that the statement should also be true even when $T_{p_0,q_0} = T_{2,3}$, though one would need to use a different method than ours to prove this since there are examples where the torsion order does not give an optimal bound for the bridge number (e.g., $\text{Ord}(T_{2,3,2,3}) = 2$ whereas $\text{br}(T_{2,3,2,3}) - 1 = 3$).
We provide one more 4-dimensional application. Recall that the 4-genus of a knot \( K \), denoted by \( g_4(K) \), is defined to be the minimal genus of an oriented smooth surface properly embedded in \( B^4 \) bounded by \( K \). It is well known that the 4-genus gives a lower bound for the unknotting number, and the two invariants coincide for the closures of positive braids \( [St03] \). Hence for a large family of iterated torus knots, including algebraic knots, the 4-genus is equal to the unknotting number. This is not true for all iterated torus knots. In fact, we show the following.

**Corollary 1.7.** There exists a family of iterated torus knots \( \{K_i\} \), such that the gap between \( u(K_i) \) and \( g_4(K_i) \) is arbitrarily large.

Lastly, we give an application to the untwisting number, a generalization of the unknotting number. A null-homologous twist is an operation on a knot, where we perform 1 or \(-1\) surgery on an unknotted curve that is null-homologous in the knot complement. The untwisting number of a knot \( K \), denoted by \( u_t(K) \), is defined to be the minimum number of null-homologous twists required to convert \( K \) to the unknot (for related work see e.g. \( [MD88, Inc16, Inc17, Liv21, McC21b, McC21a] \)). By definition, it is clear that for any nontrivial knot \( K \), we have

\[
u(K) \geq u_t(K) \geq 1.
\]

In \( [Inc16] \) Theorem 1.3, it was shown that if \( K \) is an unknotting number one knot with \( \tau(K) > 0 \), where \( \tau \) is the concordance invariant of \( [OS03] \), then \( u(K,p) \geq p \) and \( u(K,p,1) = 1 \). The fact that \( \tau \) gives a lower bound for the unknotting number \( [OS03] \) and a cabling formula for \( \tau \) of \( [Hom14a, Theorem 1] \) imply that \( u(K,p,1) \geq p \). The equality \( u_t(K,p,1) = 1 \) follows easily and is left to the reader. Theorem 1.1 directly implies that the above result generalizes to all unknotting number one knots:

**Corollary 1.8.** If \( K \) is an unknotting number one knot, then \( u(K,p,1) \geq p \) and \( u_t(K,p,1) = 1 \). \( \square \)

1.2. **Some open problems.** We end this section with a few open problems on the unknotting number. Given a nontrivial knot \( K \), one easily obtains a crude upper bound on \( u(K,p,q) \) as follows. First, choose an unknotting sequence for \( K \). For each crossing change for \( K \), perform the corresponding \( p \) crossing changes on \( K_{p,q} \). Then the resulting knot is a torus knot \( T_{p,q} \) where \( q' \) depends on the unknotting number of \( K \) and also the sign of the crossing changes that were performed to unknot \( K \). By further performing the minimal number of crossing changes needed to turn \( T_{p,q} \) into the unknot, we obtain a bound.

For instance, if \( K \) is a knot that can be turned into the unknot by changing a positive crossing to a negative crossing (e.g., \( T_{2,3} \)), then this crude bound tells us that \( u(K_{2,1}) \leq 5 \). Similarly, if \( K \) turns into the unknot by changing a negative crossing to a positive crossing, then we have \( u(K_{2,1}) \leq 6 \). Unfortunately, in either case these bounds are far from sharp. For instance, it is a straightforward exercise to find a sequence of crossing changes for \( T_{2,3,2,1} \) and show that \( u(T_{2,3,2,1}) \leq 3 \). Combined with Theorem 1.1 (or \( [ST88, Theorem 1] \)), we see that \( u(T_{2,3,2,1}) \) is either 2 or 3. To our surprise, it seems that the unknotting number of \( T_{2,3,2,1} \) is not known. We ask the following questions.

**Question 1.9.** Is there a nontrivial knot \( K \) where we know the value of \( u(K_{2,1}) \)? More generally, is there a formula for the unknotting number of cabled knots?

Finally, we remark that it is likely that the ideas in this paper can be generalized to other satellite operations. In particular, work of Chen \( [Che19] \) describes the knot Floer homology of satellite knots with (1,1)-patterns in the solid torus in terms of immersed curves similar to the work of Hanselman-Watson \( [HW19] \) for cables used here. It would be interesting to apply similar techniques to obtain bounds on the unknotting number of such satellite knots. Furthermore, it is natural to ask how the winding number of a pattern governs the unknotting number of a satellite knot. In line with Scharlemann-Thompson’s result that a nontrivial satellite of nonzero winding number has unknotting number at least 2 \( [ST88] \), we pose

**Conjecture 1.10.** Suppose that \( K \) is a satellite of a nontrivial knot, where the pattern has winding number \( p \). Then, \( u(K) \geq p + 1 \).

Using Theorem 1.1, we are able to give further evidence for Conjecture 1.10 being true using Theorem 1.1. An analogous statement for the Levine-Tristram signature \( [Lev69, Tri69] \) can be proved using \( [Lit84, Theorem 1] \).
Corollary 1.11. Let $P$ be a nontrivial pattern with winding number $p \geq 1$. There exists a constant $C_p$ such that for any companion $K$ with $\text{Ord}(K) \geq C_p$, we have $u(P(K)) \geq p + 1$.

Proof. Let $C_{p,1}$ be the $(p, 1)$-cabling pattern in the solid torus. Choose a sequence of $c$ crossing changes in the solid torus taking $C_{p,1}$ to $P$. Therefore, $u(K_{p,1}) \leq u(P(K)) + c$. Moreover, if $u(K_{p,1}) \geq c + p + 1$, then $u(P(K)) \geq p + 1$. The result now follows from Proposition 1.3.

Organization

In Section 2, we review and develop the relevant connections between knot Floer complexes and the immersed curve machinery of Hanselman-J. Rasmussen-Watson. In Section 3, we use the immersed curve description of cabling due to Hanselman-Watson to prove Propositions 1.3 and 1.4. Lastly, in Section 4, we prove the applications of the propositions including Theorems 1.1 and 1.2.
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2. Knot-like complexes

We will assume that the reader is familiar with knot Floer homology [OS04, Ras03]. We will view our knot Floer complexes as chain complexes over the ring $\mathbb{F}[U, V]$ or $\mathbb{F}[U, V]/(UV)$. See [Hom20, Section 3] for an expository overview. Chain complexes over the latter ring have an interpretation as immersed curves in the punctured torus. The goal of this section is to describe this relationship, which is described in [HRW18, Section 4] (see also [KZ20]), and to prove a technical result obstructing certain types of curves from being realized by such chain complexes.

2.1. Modules over $\mathbb{F}[U, V]/(UV)$ and immersed curves. We will consider the bigraded ring $\mathbb{F}[U, V]$, where $\text{gr}(U) = (-2, 0)$ and $\text{gr}(V) = (0, -2)$. We refer to the first component of $\text{gr}$ as $\text{gr}_U$ and the second component as $\text{gr}_V$.

Every chain complex $C$ over $\mathbb{F}[U, V]$ is homotopy equivalent to one that is reduced; that is, that $\partial x = 0$ mod $(U, V)$ for all $x \in C$. Without loss of generality, we will assume throughout that our chain complexes are reduced.

Definition 2.1. A knot-like complex $C$ over $\mathbb{F}[U, V]$ is a free, finitely generated, bigraded chain complex over $\mathbb{F}[U, V]$ such that

1. $H_*(C/U)/\mathcal{V}$-torsion $\cong \mathbb{F}[V]$ where $\text{gr}_U(1) = 0$,
2. $H_*(C/V)/\mathcal{U}$-torsion $\cong \mathbb{F}[U]$ where $\text{gr}_V(1) = 0$.

Remark 2.2. Similarly, we may define a knot-like complex $C$ over the ring $\mathbb{F}[U, V]/(UV)$ (see [DHST21, Definition 3.1]). In the present paper, we work over both rings, as Proposition 2.8 below relies on the existence of a nonzero term in the image of $UV$.

Knot-like complexes arise as the knot Floer complexes of knots in $S^3$. That is, if $K$ is a knot in $S^3$, then the knot Floer complex $CFK(K)$ is a knot-like complex. See, for example, [Hom20, Section 3.2]. We let $H^-(C)$ denote $H_*(C/V)$. Note that when $C = CFK(K)$, we have that $H^-(C) = HFK^-(K)$. The Alexander grading is given by $\frac{1}{2}(\text{gr}_U - \text{gr}_V)$.

Definition 2.3. The torsion order of a knot-like complex $C$ is

$$\text{Ord}(C) = \min\{n \mid U^n \cdot \text{Tor}_U H^-(C) = 0\}.$$ 

The torsion order of a knot $K$ is $\text{Ord}(K) = \text{Ord}(CFK(K))$, where $CFK(K)$ is the knot Floer complex of $K$.

Theorem 2.4 (Theorem 1.1 of [AE20]). The torsion order of a knot $K$ provides a lower bound on the unknotting number of $K$:

$$u(K) \geq \text{Ord}(K).$$

(2.1)
Let \( \{ z_i \} \) be a basis over \( \mathbb{F}[\mathcal{U}, \mathcal{V}] \) for a knot-like complex \( C \). Let \( \langle \partial z_i, z_j \rangle \) denote the coefficient of \( z_j \) in \( \partial z_i \). If \( \langle \partial z_i, z_j \rangle = \mathcal{U}^n \), then we say that there is a \textit{horizontal arrow of length} \( n \) from \( z_i \) to \( z_j \). If \( \langle \partial z_i, z_j \rangle = \mathcal{V}^n \), then we say that there is a \textit{vertical arrow of length} \( n \) from \( z_i \) to \( z_j \). (Observe that \( \langle \partial z_i, z_j \rangle \) must be a monomial in \( \mathcal{U} \) and \( \mathcal{V} \) for grading reasons.)

We now consider certain particularly nice bases for knot-like complexes. A basis \( \{ x_i \} \) for a knot-like complex over \( \mathbb{F}[\mathcal{U}, \mathcal{V}] \) is called \textit{horizontally simplified} if \( \partial x_i = 0 \mod (\mathcal{V}) \) for \( i \) even and \( \partial x_i = \mathcal{U}^{m_i} x_{i+1} \mod (\mathcal{V}) \) for \( i \) odd. See Figure 1 for a graphical depiction.

![Figure 1](image)

**Figure 1.** A graphical depiction of a horizontally simplified basis modulo \( \mathcal{V} \).

Similarly, we say that a basis \( \{ y_i \} \) for a knot-like complex over \( \mathbb{F}[\mathcal{U}, \mathcal{V}] \) is \textit{vertically simplified} if \( \partial y_i = 0 \mod (\mathcal{U}) \) for \( i \) even and \( \partial y_i = \mathcal{V}^{n_i} y_{i+1} \mod (\mathcal{U}) \) for \( i \) odd. A horizontally simplified basis and a vertically simplified basis for a knot-like complex over \( \mathbb{F}[\mathcal{U}, \mathcal{V}]/(\partial \mathcal{U} \mathcal{V}) \) is defined in a similar way.

**Remark 2.5.** Note that if \( \{ y_i \} \) is a vertically simplified basis and \( j \) is odd, then \( \langle \partial y_i, y_j \rangle = 0 \mod (\mathcal{U}) \) for all \( i \).

We can always choose a vertically simplified basis for \( C \), or, if we prefer, a horizontally simplified basis for \( C \); see, for example, [LOT18 Proposition 11.57].

In many situations, it suffices to work with chain complexes over \( \mathbb{F}[\mathcal{U}, \mathcal{V}]/(\partial \mathcal{U} \mathcal{V}) \) rather than \( \mathbb{F}[\mathcal{U}, \mathcal{V}] \). We now describe the relationship between chain complexes over \( \mathbb{F}[\mathcal{U}, \mathcal{V}]/(\partial \mathcal{U} \mathcal{V}) \) and immersed curves. Our immersed curves will sit in \( (\mathbb{R}/\mathbb{Z}) \times \mathbb{R} \) with punctures at each lattice point \( (0, n + \frac{1}{2}) \). The punctures may be thought of as pegs around which the immersed curves wind. For convenience, we identify \( (\mathbb{R}/\mathbb{Z}) \times \mathbb{R} \) with \( \left( \left[ -\frac{1}{2}, \frac{1}{2} \right] / - \frac{1}{2} \sim \frac{1}{2} \right) \times \mathbb{R} \) and work with the latter.

Let \( \{ x_i \} \) be a horizontally simplified basis for a knot-like complex over \( \mathbb{F}[\mathcal{U}, \mathcal{V}]/(\partial \mathcal{U} \mathcal{V}) \). Each basis element \( x_i \) corresponds to a point on the vertical line \( \{ 0 \} \times \mathbb{R} \); we abuse notation and also denote this point by \( x_i \). The vertical coordinate of \( x_i \) is given by the Alexander grading of \( x_i \). A horizontal arrow of length \( n_i \) from \( x_i \) to \( x_{i+1} \), \( i \) odd, gives rise to an arc of length \( n_i \) from \( x_i \) to \( x_{i+1} \) to the right of the vertical line \( \{ 0 \} \times \mathbb{R} \), where \( x_i \) is \( n_i \) units below \( x_{i+1} \). We call such an arc a \textit{right arc of length} \( n_i \). We also include an arc from \( x_0 \) to \( (\frac{1}{2}, 0) \), which we call the \textit{essential right arc}.

Similarly, if \( \{ y_i \} \) is a vertically simplified basis for a knot-like complex over \( \mathbb{F}[\mathcal{U}, \mathcal{V}]/(\partial \mathcal{U} \mathcal{V}) \), each basis element \( y_i \) corresponds to a point on the vertical line \( \{ 0 \} \times \mathbb{R} \); we again abuse notation and denote the point by \( y_i \). The vertical coordinate of \( y_i \) is again given by the Alexander grading of \( y_i \). A vertical arrow of length \( m_i \) from \( y_i \) to \( y_{i+1} \), \( i \) odd, gives rise to an arc of length \( m_i \) from \( y_i \) to \( y_{i+1} \) to the left of the vertical line \( \{ 0 \} \times \mathbb{R} \), where \( y_i \) is \( m_i \) units above \( y_{i+1} \). We call such an arc a \textit{left arc of length} \( m_i \). We also include an arc from \( y_0 \) to \( (-\frac{1}{2}, 0) \), which we call the \textit{essential left arc}.

Thus, given a knot-like complex with a simultaneously horizontally and vertically simplified basis, it is straightforward to find an associated immersed curve, which will be a concatenation of right and left arcs of various lengths, together with the essential arcs. See Figure 2 for some examples.

In the absence of a simultaneously horizontally and vertically simplified basis, one obtains an immersed curve together with a nontrivial local system. (Note that there exist knot-like complexes that do not admit a simultaneously horizontally and vertically simplified basis; see, for example, [Hom15 Figure 3].) As noted at the end of Section 1.1 of [HRW18], a local system can be expanded by replacing the associated curve with parallel copies together with crossover arrows, which can be confined to a prescribed part of the curve. Note that if the crossover arrows are confined to a right arc, then the corresponding basis is vertically simplified.

We denote the component of the immersed curve containing the essential right arc (and hence also the essential left arc) \( \gamma_0 \). As noted on page 2 of [HW19], for an immersed curve associated to the complement of a knot in \( S^3 \), the component \( \gamma_0 \) always carries the trivial 1-dimensional local system (otherwise the rank of \( \mathcal{H} \tilde{F} \) of the meridional filling of \( K \) would be greater than one; compare with items 1 and 2 of Definition 2.1).
right arc of $\gamma_0$ containing $y_0$ the \textit{initial right arc}. Note that the initial right arc abuts the essential left arc. See Figure 2(d).

Conversely, an immersed curve (possibly with a nontrivial local system) gives a chain complex over $\mathbb{F}[U, V]/(UV)$, essentially by reversing the above procedure; see [KWZ20, Theorem 2]. If the immersed curve is the bordered invariant associated to the complement of a knot in $S^3$, then the associated chain complex is the mod $(UV)$ reduction of a knot-like complex. Each intersection point of the immersed curve with the vertical axis yields a basis element $z_i$, and we have a horizontal (resp. vertical) arrow of length $n$ from $z_i$ to $z_j$ exactly when there is an upwards right arc (resp. downwards left arc) of length $n$ from $z_i$ to $z_j$. Here, we do not give the immersed curve an orientation; we only look locally at an arc and consider right (resp. left) arcs as upwards (resp. downwards).

**Figure 2.** Examples of chain complexes over $\mathbb{F}[U, V]$ and their associated immersed curves.
Remark 2.6. Note that under this correspondence between immersed curves and chain complexes, if we restrict to the component \( \gamma_0 \) (which always carries the trivial 1-dimensional local system), we may assume that our basis is simultaneously vertically and horizontally simplified.

Suppose one is given a right arc which is either noninitial or initial such that \( y_0 \) is not contained in \( \{0\} \times \left[ -\frac{1}{2}, \frac{1}{2} \right] \). Observe that given a right arc of length \( n \), there are two options for the behavior at each end of the arc: it may turn up or down. These four possibilities are illustrated in Figure 3, and denoted \( \eta_n^{\pm\pm} \), where the first superscript describes the behavior of the top end, the second superscript describes the behavior of the bottom end, and the subscript denotes the length of the arc. (We follow the notation of [HW19, proof of Proposition 5].) An analogous statement holds for the ends of a left arc.

![Figure 3. The four different types of end behavior of a right arc when the right arc is either noninitial or initial such that \( y_0 \) is not contained in \( \{0\} \times \left[ -\frac{1}{2}, \frac{1}{2} \right] \). Here, \( n = 3 \).](image)

For the initial right arc such that \( y_0 \) is contained in \( \{0\} \times \left[ -\frac{1}{2}, \frac{1}{2} \right] \), we have five more cases, denoted by \( \eta_0^0, \eta_n^{\pm0}, \) and \( \eta_0^{0\pm} \) as in Figure 4 (Note that \( \eta_0^0 \) is a degenerate initial right arc.) As before the first superscript describes the behavior of the top end, the second superscript describes the behavior of the bottom end, and the subscript denotes the length of the arc.

![Figure 4. The five different types of behavior of the initial right arc such that \( y_0 \) is contained in \( \{0\} \times \left[ -\frac{1}{2}, \frac{1}{2} \right] \). Here, \( n = 3 \).](image)

The following lemma is a consequence of the relationship between a knot-like complex and its associated immersed curve. From now on, we assume that the immersed curves are pulled tight so that for each arc there is at least one peg between two intersection points between the arc and \( \{0\} \times \mathbb{R} \). (Note that this is the immersed curve analogue of assuming that a chain complex is reduced.)

**Lemma 2.7.** Let \( C \) be a knot-like complex and suppose that \( H^{-}(C) = F[U] \otimes \bigoplus_{i=1}^{N} F[U]/(U^{n_i}) \). Then for each \( i \), the immersed curve associated to \( C \) has a right arc of length \( n_i \). Conversely, an immersed curve with a right arc of length \( n \) comes from a knot-like complex \( C \) with an \( F[U]/(U^{n}) \) summand in \( H^{-}(C) \).

**Proof.** Consider a horizontally simplified basis \( \{x_i\} \) for \( C \). Then it follows from the above discussion that each pair \( \{x_i, x_{i+1}\} \), \( i \) odd, where \( \partial x_i = U^{n_i} x_{i+1} \mod (V) \) gives rise to a right arc of length \( n_i \). The converse statement follows similarly. \qed
2.2. Concordance invariants and immersed curves. The concordance invariants $\tau_{OS03}$ and $\varepsilon_{Hom14b}$ have simple interpretations in the immersed curve setting. Consider the component $\gamma_0$ associated to the complement of a knot $K$. Begin at $(-\frac{1}{2},0)$ and follow $\gamma_0$ to the right to $y_0$. Then $\tau(K)$ is the floor of the sum of $\frac{1}{2}$ and the vertical coordinate of $y_0$ (i.e., the sum of $\frac{1}{2}$ and the vertical coordinate of the peg right below $y_0$.) If $\gamma_0$ turns downward at $y_0$, then $\varepsilon(K) = 1$. If $\gamma_0$ turns upwards at $y_0$, then $\varepsilon(K) = -1$. If $\gamma_0$ consists of a horizontal line, then $\varepsilon(K) = 0$. For example, in Figure 2(d), we have that $\tau(K) = 4$ and $\varepsilon(K) = 1$. In fact, using [Hom17, Theorem 1] Hanselman-Watson proved that $\gamma_0$ is a concordance invariant [HW19, Proposition 2].

2.3. An obstruction to certain immersed curves. The following proposition states that if $\{y_i\}$ is a vertically simplified basis for a knot-like complex and $i > 0$ is even and $j$ is odd, then there cannot be a horizontal arrow of length one from $y_i$ to $y_j$. The proof relies on the fact that $\partial^2 = 0$. See Figure 5.

**Proposition 2.8.** Let $\{y_i\}$ be a vertically simplified basis for a knot-like complex. Then for all even $i > 0$ and odd $j$, we have $\langle \partial y_i, y_j \rangle = 0 \mod (U^2, V)$.

**Proof.** Suppose for the sake of contradiction that $\langle \partial y_i, y_j \rangle \neq 0 \mod (U^2, V)$ for some even $i > 0$ and odd $j$. Since our basis is assumed to be reduced and since our chain complexes are graded, it follows that $\langle \partial y_i, y_j \rangle = U$.

We claim that $\langle \partial^2 y_{i-1}, y_j \rangle \neq 0$, contradicting that $\partial^2 = 0$. Indeed,

$$\partial y_i = V^{m_{i-1}} y_i + U \sum_{k \in K} U^{a_k} V^{b_k} y_{i_k}$$

for some nonnegative integers $a_k, b_k$ and index set $K$. It follows that

$$\langle \partial^2 y_{i-1}, y_j \rangle = (V^{m_{i-1}} \partial y_i + U \sum_{k \in K} U^{a_k} V^{b_k} \partial y_{i_k}, y_j)$$

$$= (V^{m_{i-1}} \partial y_i, y_j) + (U \sum_{k \in K} U^{a_k} V^{b_k} \partial y_{i_k}, y_j).$$

The first term above on the right hand side is $V^{m_{i-1}} U$, but by Remark 2.5 the second term is $0 \mod (U^2)$, completing the proof. □

**Corollary 2.9.** With notation as in Figure 3, a noninitial right arc of the form $\eta_{i+1}^-$ cannot occur.
Remark 2.6 we may assume we are working with a horizontally and vertically simplified basis. The result follows from Lemma 3.7 of [Hom15], which, in the language of immersed curves, states that if
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We have an analogous result when \( \epsilon = 1 \) and the initial right arc of the form \( \eta_1^{\pm} \) and \( \eta_0^{\pm} \).

Lemma 2.10. With notation as in Figure 3 and Figure 4, if \( \epsilon = 1 \), then an initial right arc of the form \( \eta_1^{\pm} \) or \( \eta_0^{\pm} \) cannot occur.

Proof. The result follows from Lemma 3.7 of [Hom15], which, in the language of immersed curves, states that if \( \epsilon = 1 \) and \( \eta_n^{\pm} \) or \( \eta_n^{0+} \) is the initial right arc, then \( n \geq 2 \). (We remind the reader that the sign conventions of the \( a_i \)-invariants in [Hom15] differ from the conventions in [DHST21].) Since the initial right arc is a part of \( \gamma_0 \), by Remark 2.6 we may assume we are working with a horizontally and vertically simplified basis.

For the convenience of the reader, we sketch the proof. If \( \epsilon = 1 \), then an initial right arc of the form \( \eta_n^{\pm} \) or \( \eta_n^{0+} \) translates to a vertically simplified basis \( \{ y_i \} \) with a horizontal arrow of length \( n \) from \( y_{i+1} \) to \( y_0 \) and a vertical arrow of length \( m_i \) from \( y_i \) to \( y_{i+1} \), \( i \) odd. If \( n = 1 \), then since \( \{ y_i \} \) is vertically simplified, we have \( \langle \partial^2 y_i, y_0 \rangle \neq 0 \mod \langle UV \rangle \), contradicting that \( \partial^2 = 0 \). Hence, the result follows.

3. Cables

In this section, we use [HW19, Theorem 1] to study the effect of cabling on \( HFK^- \left( K \right) \) by understanding the effect of cabling on right arcs of the immersed curve associated to \( K \), from which Theorems 1.1 and 1.2 follow readily. Note that the following proposition only describes a subset of the right arcs produced by \( (p,q) \)-cabling.

Proposition 3.1. Consider the immersed curve associated to a knot-like complex.

1. Consider a noninitial right arc of the form \( \eta_n^{0\pm} \). Under the operation of \( (p,q) \)-cabling:

   a. A right arc of length \( \eta_n^{-} \) yields a right arc of length \( pn \).
   b. A right arc of length \( \eta_n^{+} \) yields a right arc of length \( pn - p + 1 \).
   c. A right arc of length \( \eta_n^{0-} \) yields a right arc of length \( pn - p - 1 \).
   d. A right arc of length \( \eta_n^{0+} \) yields a right arc of length \( pn \).

Moreover, in this case the resulting arc is noninitial and has the same form as the original right arc.

2. Suppose \( \epsilon = 1 \) and consider an initial right arc of the form \( \eta_n^{\pm} \) or \( \eta_n^{0\pm} \). Under the operation of \( (p,q) \)-cabling:

   a. Right arcs \( \eta_n^{-}, \eta_n^{0-} \), and \( \eta_n^{0+} \) yield right arcs of length
      \( pn \) for \( q < p(2\tau - 1) \),
      \( pn + p - 2p\tau + q - 1 \) for \( p(2\tau - 1) < q < 2p\tau \),
      \( pn + p - 1 \) for \( 2p\tau < q \).
   b. Right arcs \( \eta_n^{+}, \eta_n^{0+} \), and \( \eta_n^{0+} \) yield right arcs of length
      \( pn - p + 1 \) for \( q < p(2\tau - 1) \),
      \( pn - 2p\tau + q \) for \( p(2\tau - 1) < q < 2p\tau \),
      \( pn \) for \( 2p\tau < q \).

Furthermore, the right arc obtained in each case from (2a) and (2b) is noninitial and the second superscript does not change.

Before we prove Proposition 3.1, we first show how it implies Propositions 1.3 and 1.4 whose statements we recall.

Proposition 3.2. If \( K \) is a nontrivial knot, then

\[
\text{Ord} \left( K_{p_1, q_1; p_2, q_2; \ldots; p_m, q_m} \right) \geq \max \left\{ p_1p_2 \ldots p_m \left( \text{Ord}(K) - 1 \right) + 1, p_1p_2 \ldots p_m \right\}.
\]

Proof. Let \( K \) be a nontrivial knot. Since \( \text{Ord}(K) = \text{Ord}(\neg K) \) [OS06, Section 5.1] and \( \varepsilon(K) = -\varepsilon(-K) \) [Hom14a, Proposition 3.6], by mirroring if necessary, we may assume that \( \varepsilon(K) \geq 0 \). As observed in [AE20], since knot Floer homology detects the unknot [OS04a, Theorem 1.2], it follows that \( \text{Ord}(K) \geq 1 \). Writing \( \text{Ord}(K) = n \),
Lemma 2.7 implies that the immersed curve associated to $K$ has a right arc of the form $\eta_n^{\pm}$ or $\eta_n^{0\pm}$ with $n \geq 1$. We begin with the case of $m = 1$.

We first consider the case where we have a noninitial right arc of the form $\eta_n^{\pm}$ with $n \geq 1$. We consider the four cases in part (1) of Proposition 3.1 under the operation of $(p_1,q_1)$-cabling:

(a) A right arc of the form $\eta_n^-$ yields a right arc of length $p_1 n$. Since $n \geq 1$, we have that $p_1 n \geq \max\{p_1(n-1) + 1, p_1\}$.

(b) A right arc of the form $\eta_n^+$ yields a right arc of length $p_1(n-1) + 1$. Corollary 2.9 states that $\eta_1^+$ cannot occur, hence $n \geq 2$, which implies that $p_1(n-1) + 1 \geq \max\{p_1(n-1) + 1, p_1\}$.

(c) A right arc of the form $\eta_n^-$ yields a right arc of length $p_1(n+1) - 1$. Since $n \geq 1$, we have that $p_1(n+1) - 1 \geq \max\{p_1(n+1) + 1, p_1\}$.

(d) A right arc of the form $\eta_n^+$ yields a right arc of length $p_1 n$. Since $n \geq 1$, we have that $p_1 n \geq \max\{p_1(n-1) + 1, p_1\}$.

We see that in all cases, we have a right arc of length at least $\max\{p_1(n-1) + 1, p_1\}$.

Now suppose that $\eta_n^{\pm}$ is the initial right arc, which implies that $\varepsilon(K) \neq 0$; hence $\varepsilon(K) = 1$. The desired result now follows from part (2) of Proposition 3.1. That is, we obtain a right arc of length at least $\max\{p_1(n-1) + 1, p_1\}$ in all cases. This is clear for all cases except when $q < p(2\tau - 1)$. Lemma 2.10 states that $\eta_1^+$ cannot occur; hence in (2), $n \geq 2$. Thus, in all cases, we have a right arc of length at least $\max\{p_1(n-1) + 1, p_1\}$. This completes the proof for $m = 1$.

For $m > 1$, we consider two cases separately. If $n > 1$, then the resulting new arc for $K_{p_1,q_1}$ is noninitial by Proposition 3.1 and has length at least $p_1(n-1) + 1 = \max\{p_1(n-1) + 1, p_1\}$. Repeating the analysis from (a) (b) (c) and (d) we see that

$$\text{Ord}(K_{p_1,q_1;p_2,q_2;\ldots;p_m,q_m}) \geq p_1 p_2 \ldots p_m (n-1) + 1.$$  

If $n = 1$, as we have seen from above that the arc that we have started with cannot be a noninitial arc with the form $\eta_1^+$, an initial arc of the form $\eta_1^{\pm}$, or an initial arc of the form $\eta_1^0$. Hence the resulting new arc for $K_{p_1,q_1}$ is noninitial with the form $\eta_0^-, \eta_1^-, \eta_1^+$ or $\eta_1^0$ by Proposition 3.1, and has length at least $p_1 = \max\{p_1(n-1) + 1, p_1\}$. Then repeating the analysis from (a) (c) and (d) we see that

$$\text{Ord}(K_{p_1,q_1;p_2,q_2;\ldots;p_m,q_m}) \geq p_1 p_2 \ldots p_m.$$  

This concludes the proof. \hfill $\Box$

**Proposition 3.3.** Let $K$ be an L-space knot and $K \neq T_{2,3}$. If $J = K_{p_1,q_1;p_2,q_2;\ldots;p_m,q_m}$, then $\gamma_0$ associated to the complement of $J$ contains a right arc with length at least $p_1 \ldots p_m (\text{Ord}(K) + 1) - 1$. In particular,

$$\text{Ord}(J) \geq p_1 \ldots p_m (\text{Ord}(K) + 1) - 1.$$  

Moreover, if the bridge index of $K$ is $\text{Ord}(K) + 1$, then the above inequality is an equality.

**Proof.** Suppose $K$ is an L-space knot and $K \neq T_{2,3}$. Recall from [OS05, Theorem 1.2] (see also, for example, [HM17, Section 7]) that for an L-space knot, the knot Floer complex is determined by the Alexander polynomial. Moreover, they showed that the Alexander polynomial of $K$ has the following form:

$$\Delta_K(t) = 2p_{\ell} \sum_{k=0}^{2p_{\ell}} (-1)^k t^\alpha_k$$

where $\alpha_0, \ldots, \alpha_{2p_{\ell}}$ is a decreasing sequence of integers and $\alpha_0 - \alpha_{2p_{\ell}}$ is twice the genus of $K$ [OS05, Corollary 1.3]. Moreover, since $T_{2,3}$ is the unique genus one L-space knot [N07, BZ07, G07] and $K \neq T_{2,3}$, we have that $\alpha_0 - \alpha_{2p_{\ell}} > 2$. Lastly, Hedden-Watson [HW18, Corollary 9] showed that $\alpha_0 = \alpha_1 + 1$ and $\alpha_{2p_{\ell}-1} = \alpha_{2p_{\ell}} - 1$. In particular, there is an $\alpha_i$ such that $\alpha_1 > \alpha_i > \alpha_{2p_{\ell}} - 1$.

The torsion order of an L-space knot may be computed easily from its Alexander polynomial [JN20, Lemma 5.1]. More precisely, we have

$$\text{Ord}(K) = \max\{\alpha_{i-1} - \alpha_i \mid 1 \leq i \leq \ell\}.$$  

Moreover, it is well known that the knot Floer complex of an L-space knot has a special form. More precisely, the differentials in the complex form a staircase (see e.g. [HM17, Section 7]). Hence, following the discussion in
working with $\eta$ has a right arc of the form $\eta^+$ of length $p_1 n + p_1 - 1 = p_1 (n + 1) - 1$. The desired inequality now follows from repeatedly applying part (1c) of Proposition 3.1.

For the equality, it is a classical theorem of Schubert [Schr54] that the bridge index of $J$ is equal to $p_1 p_2 \cdots p_m$ times the bridge index of $K$. Moreover, in [JMZ20, Corollary 1.8] they prove that the torsion order of a knot is less than the bridge index of the knot. Hence, we conclude that if the bridge index of $K$ is $\text{Ord}(K) + 1$, then the torsion order of $J$ is $p_1 \cdots p_m (\text{Ord}(K) + 1) - 1$.

We now prove Proposition 3.1.

Proof of Proposition 3.1. Recall that [HW19, Theorem 1] states that the immersed curve $\gamma_{p,q}$ corresponding to the $(p,q)$-cable of $K$ can be obtained from the immersed curve $\gamma$ for $K$ by the following three step procedure:

(i) Draw $p$ copies of $\gamma$ from left to right, each scaled vertically by a factor of $p$, staggered in height such that each copy is $q$ units below the preceding copy to the left.

(ii) Connect the loose ends of successive copies of the curve.

(iii) Translate the pegs horizontally so that they lie in the same vertical line, carrying the curves along with them. Pull the curves tight so that there is at least one peg between two intersection points of each arc and $\{0\} \times \mathbb{R}$. Observe that the left end is $(p-1)q$ units higher than the right end. We shift the left end $(p-1)q$ units down and the right end $(p-1)q$ units up, so that the two end points have the same vertical coordinate. We normalize the vertical coordinates so that these two end points are at $(-\frac{1}{2},0)$ and $(\frac{1}{2},0)$, respectively.

For a picture of Step (i) see Figure 6 and for Step (ii), see Figure 8. We will analyze the contribution of the rightmost copy, namely the $p$th copy, of $\gamma$ from Step (i) to the curve $\gamma_{p,q}$. We begin by considering the four different types $\eta^{\pm \pm}$ of right arc, and assume that $\eta^{\pm \pm}$ is a noninitial right arc. While there may be a nontrivial local system present, this will not be relevant to the proof since this part of the argument only makes use of right arcs and we may confine the nontrivial local system to left arcs.

We first consider (1a), that is, a right arc $\eta^{--}_n$, scaled vertically by a factor of $p$. Since $\eta^{--}_n$ is noninitial, we see that after translating the pegs horizontally and pulling tight, the image of $\eta^{--}_n$ spans $pn$ pegs, as each of the $n$ pegs originally spanned by $\eta^{--}_n$ have now become $p$ pegs (consisting of the original peg and $p-1$ pegs below it), for a total of $pn$ pegs.

We next consider (1b), that is, a right arc $\eta^{-+}_n$, scaled vertically by a factor of $p$. When we translate the pegs horizontally, we see that the image of $\eta^{+-}_n$ spans $p(n-1)+1$ pegs, as each of the first $n-1$ pegs originally spanned by $\eta^{+-}_n$ have now become $p$ pegs (consisting of the original peg and $p-1$ pegs below it), plus we still have the last of the original $n$ pegs, for a total of $p(n-1)+1 = pn-p+1$ pegs.

We next consider (1c), that is, a right arc $\eta^{++}_n$, scaled vertically by a factor of $p$. When we translate the pegs horizontally, we see that the image of $\eta^{++}_n$ spans $pn+p-1$ pegs, as each of the original $n$ pegs has now become $p$ pegs (consisting of the original peg and the $p-1$ pegs below it), plus an additional $p-1$ pegs above the first of the original pegs.

Lastly, we consider (1d), a right arc of the form $\eta^{+\pm}_n$: the result follows as in the case of $\eta^{--}_n$.

Furthermore, it is clear that if $\eta^{\pm \pm}_n$ is a noninitial right arc, then the right arc obtained in each of the above four cases is a noninitial right arc and the form does not change. This completes the proof for noninitial right arcs, i.e. Part (1) of the proposition.

We next consider the initial right arcs $\eta^{\pm \pm}_n$ and $\eta^{0\pm}_n$ with $\varepsilon = 1$. We only give a detailed proof for the case $\eta^{--}_n$ with $\varepsilon = 1$. The rest of the cases can be proved similarly. Note that given an initial right arc of the form $\eta^{--}_n$ and $\varepsilon = 1$, we have $\tau > 0$. Further, we will not need to consider local systems since we will now restrict to working with $\gamma_0$.

Let $u_0$ be the peg at $(0, \tau + \frac{1}{2})$, $u'_0$ be the peg at $(0, \tau - \frac{1}{2})$, $v_0$ be the peg at $(0, \tau - \frac{1}{2} - n)$, and $w_0$ be the peg at $(0, -\tau + \frac{1}{2})$ for $\gamma$. Note that $u_0$ and $u'_0$ are the pegs that are located right above and below the intersection point between the essential left arc and the vertical line $\{0\} \times \mathbb{R}$, respectively, and $v_0$ is the peg right above the intersection point between the essential right arc and the vertical line $\{0\} \times \mathbb{R}$ (see Section 2.2 and Figure 7).
Figure 6. The rightmost copy of a right arc of $\gamma$ from Step (i) with the four different types of end behavior. Here, $n = 3$ and $p = 2$.

Figure 7. Pegs $u_0$, $u'_0$, $v_0$, and $w_0$ of an initial right arc of the form $\eta_{n}^-$ with $\varepsilon = 1$ and $\tau > 0$.

Here, we are using the fact that there is a symmetry of the immersed curves under 180 degree rotation [HRW18, Theorem 7]. Lastly, note that there are the two intersection points between the initial right arc and the vertical line $\{0\} \times \mathbb{R}$, and $v_0$ is the peg right below the bottom intersection point (see Figure 7).

Let $u$ and $u'$ be the pegs for the immersed curve $\gamma_{p,q}$ in the $p$th copy of $\gamma$ from Step (i) of Hanselman-Watson’s procedure that correspond to $u_0$ and $u'_0$, respectively. The peg that corresponds to $v_0$ in the $p$th copy of $\gamma$ is denoted by $v$ and the peg that corresponds to $w_0$ in the $(p - 1)$th copy of $\gamma$ is denoted by $w$ (see Figure 8). By abusing notation, the vertical coordinates of the pegs $u$, $u'$, $v$, and $w$ will also be denoted by $u$, $u'$, $v$, and $w$, respectively. With this notation, note that we have $u' < u$. 
As depicted in Figure 8, we consider the following three cases:

\( w < u' \), \( u' < w < u \), and \( u < w \).

We leave it as an easy exercise for the readers to verify that these are the exact cases that appear on (2a), i.e. \( w < u' \) if and only if \( q < p(2\tau - 1) \), \( u' < w < u \) if and only if \( p(2\tau - 1) < q < 2p\tau \), and \( u < w \) if and only if \( 2p\tau < q \).

Suppose that \( w < u' \) which corresponds to Figure 8 (1). By translating the pegs horizontally, we see that the image of the \( p \)th copy of \( \eta_{n}^{-} \) from Step (i) takes the form \( \eta_{n}^{-} \), and, as in the noninitial right arc case from (1a), it can be checked that it spans \( pn \) pegs. To be more precise, the image spans all the pegs between \( u' \) and \( v \) including \( u' \) and excluding \( v \). Following steps (i) (ii) and (iii) it can be easily computed that the vertical coordinate of \( u' \) minus the vertical coordinate of \( v \) is \( pn \). Hence, we conclude that the resulting arc is noninitial and takes the form \( \eta_{n}^{-} \).

Suppose that \( u' < w < u \) which corresponds to Figure 8 (2). In this case, the image of the \( p \)th copy of \( \gamma \) takes the form \( \eta_{pn}^{+} \). Moreover, the image spans all the pegs between \( w \) and \( v \) excluding both \( w \) and \( v \). As before, it can be easily computed that the vertical coordinate of \( w \) minus the vertical coordinate of \( v \) is \( pn + p - 2p\tau + q \). We conclude that the resulting arc is noninitial and takes the form \( \eta_{pn + p - 2p\tau + q}^{+} \).

Lastly, suppose that \( u < w \) which corresponds to Figure 8 (3). Again, the image of the \( p \)th copy of \( \gamma \) takes the form \( \eta_{n}^{+} \). In this case, the image spans all the pegs between \( u \) and \( v \) excluding both \( u \) and \( v \). Since the vertical coordinate of \( u \) minus the vertical coordinate of \( w \) is \( pn + p \), the resulting arc is noninitial and takes the form \( \eta_{pn + p}^{+} \). This completes the proof of the proposition for initial right arcs of the form \( \eta_{n}^{-} \). As mentioned above, the remaining cases can be addressed similarly.

\( \square \)

4. Applications

In this section, we prove the main theorems and applications stated in the introduction. Most of these follow directly from Proposition 3.2 and 3.3. We first prove Theorems 1.1 and 1.2. We prove them together, since the proofs are similar. We recall the statements.

**Theorem 4.1.** If \( K \) is a nontrivial knot, then \( u(K_{p_1,q_1};p_2,q_2;\ldots;p_m,q_m) \geq \prod_{i=1}^{m} p_i \). Moreover, if \( 1 < p_0 < q_0 \) and \( q_0 \neq 3 \), then \( u(T_{p_0,q_0};p_1,q_1;\ldots;p_m,q_m) \geq \prod_{i=1}^{m} p_i - 1 \).

**Proof.** From Proposition 3.2 we have \( \text{Ord}(K_{p_1,q_1};p_2,q_2;\ldots;p_m,q_m) \geq \prod_{i=1}^{m} p_i \). Moreover, since a positive torus knot \( T_{p_0,q_0} \) is an \( L \)-space knot with \( \text{Ord}(T_{p_0,q_0}) = p_0 - 1 \) (see e.g. [JMZ20, Corollary 5.3]), by Proposition 3.3 we
have $\text{Ord}(T_{p_0,q_0};p_1,q_1;\ldots;p_m,q_m) \geq p_0p_1\ldots p_m - 1$. The proof is then completed by using the unknotting bound of Alishahi-Eftekhary in (2.1).

Next we prove Corollary 1.5 whose statement we recall.

**Corollary 4.2.** If $K$ is a nontrivial slice knot, then any slice disk bounded by $K_{p_1,1; p_2,1; \ldots; p_m,1}$ has at least $p_1p_2 \ldots p_m + 1$ local minima with respect to the radial function on $B^4$ restricted to the disk.

**Proof.** Let $K$ be a nontrivial slice knot. By Proposition 3.2 we have $\text{Ord}(K_{p_1,1; p_2,1; \ldots; p_m,1}) \geq p_1p_2 \ldots p_m$. Juháss-Miller-Zemke [JMZ20] Corollary 1.7] bound the number of local minima of a slice disk from below by the torsion order, which completes the proof.

Recall that for a knot $K$, its bridge index is denoted by $\text{br}(K)$ and its braid index is denoted by $\text{b}(K)$. We prove Corollary 1.6 whose statement we recall.

**Corollary 4.3.** Let $K$ be either an algebraic knot or an iterated torus knot $T_{p_0,q_0};p_1,q_1;\ldots;p_m,q_m$ where $T_{p_0,q_0} \neq T_{2,3}$. If $J$ is concordant to $K$, then $\text{b}(J) \geq \text{b}(K)$ and $\text{br}(J) \geq \text{br}(K)$.

**Proof.** First, assume that $K$ is an iterated torus knot $T_{p_0,q_0};p_1,q_1;\ldots;p_m,q_m$ where $T_{p_0,q_0} \neq T_{2,3}$. As before, since $\text{Ord}(T_{p_0,q_0}) = p_0 - 1$, by Proposition 3.3 we conclude that $\gamma_0$ associated to $K$ contains a right arc with length at least $p_0p_1 \ldots p_m - 1$. By Schubert [Sch54], we see that $\text{br}(K) = \text{b}(K) = p_0p_1 \ldots p_m$ (see also [Wl92]). Since $\gamma_0$ is a concordance invariant, if $J$ is concordant to $K$, then $\text{Ord}(J) \geq p_0p_1 \ldots p_m - 1$. Now, the proof is complete by using the bound $\text{br}(J) \geq \text{Ord}(J) - 1$. [JMZ20] Corollary 1.8] and the fact that $\text{br}(J) \leq \text{b}(J)$.

Now, assume that $K$ is an algebraic knot. For this we do not need to use Proposition 3.3. Recall that if $K$ is an algebraic knot then it has the following form $T_{p_0,q_0};p_1,q_1;\ldots;p_m,q_m$ where $q_i + 1 > p_iq_{i+1}$ (see e.g. [ENS84]). In particular, it is an $L$-space knot [Hed09]. Using this fact, it is an easy exercise to verify that $\alpha_1 - \alpha_2 = p_0p_1 \ldots p_m - 1$ where

$$\Delta_K(t) = \sum_{k=0}^{2\ell} (-1)^k t^{\alpha_k}$$

and $\alpha_0, \ldots, \alpha_{2\ell}$ is a decreasing sequence of integers. Then by [Sch54] and the bound of [JMZ20] Corollary 1.8], we conclude that $\gamma_0$ associated to $K$ contains a right arc with length $p_0p_1 \ldots p_m - 1$. As before, since $\gamma_0$ is a concordance invariant, the proof is complete.

**Remark 4.4.** The above proof shows that if $K$ is an algebraic knot or an iterated torus knot, then $\text{br}(K) = \text{b}(K) = \text{Ord}(K) + 1$.

Lastly, we restate and prove Corollary 1.7.

**Corollary 4.5.** There exists a family of iterated torus knots $\{K_i\}$, such that the gap between $u(K_i)$ and $g_4(K_i)$ is arbitrarily large.

**Proof.** Let $K$ be $T_{2,−5;2,5}$. Then there is a genus 6 Seifert surface $\Sigma$ for $K$ obtained by taking two parallel copies of the genus 2 Seifert surface for $T_{2,−5}$ and connecting them with 5 half-twisted bands. Note that $T_{2,3}\#T_{2,−5}$ sits on $\Sigma$ and it bounds a genus 4 surface embedded in $\Sigma$. Since $T_{2,3}\#T_{2,−5}$ is a slice knot, if we surger along $T_{2,3}\#T_{2,−5}$ on $\Sigma$ we obtain a genus 2 surface bounded by $K$ properly embedded in $B^4$. Hence we conclude $g_4(K) \leq 2$.

In fact, we show that $g_4(K) = 2$. Note that $\nu^+(T_{2,−5}) = 0$ (see e.g. [BCG17]), where $\nu^+$ is the concordance invariant introduced by Hom-Wu [HW16]. Also, they show that $\nu^+$ gives a lower bound on the 4-genus. Then by a cabling formula for $\nu^+$ of Wu [Wu16] Theorem 1.1], we conclude that $\nu^+(K) = 2$ and $g_4(K) = 2$.

Let $i$ be a positive integer and $K_i$ be $K_{i,1}$. Then we have that $g_4(K_i) = 2i$, where the upper bound is obtained by taking $i$ parallel copies of the genus 2 surface bounded by $K$, and the lower bound is given by the the inequality by Sato [Sat18] Corollary 1.4] for $\nu^+$. Lastly, by Theorem 1.2 and the fact that $u(K) = u(−K)$, we have that $u(K_i) \geq 4i − 1$. This completes the proof.
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