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Abstract—In this paper, a discrete memoryless wiretap channel with non-causal side information known at the encoder is considered. We (i) characterize capacity region for the Gaussian version of this channel by considering correlation between channel input and side information available at the transmitter; (ii) analyze the impact of correlation on the performance of physical layer security in a Rayleigh fading wiretap channel by deriving closed-form expressions on the average secrecy capacity (ASC) and secrecy outage probability (SOP). Further, to more show the impact of side information, asymptotic behavior of SOP is studied. Numerical evaluation of theoretical results is done finally.
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I. INTRODUCTION

Due to the increasing use of wireless communication systems, there are many challenges on the security situations of these networks. In communication systems, security usually has been considered as the upper layer and utilized through implementing cryptographic algorithms, assuming that computational capabilities are constrained [1]. However, this assumption may not be accurate due to the expansion in computational methods resulting in breaking encryption algorithms. Therefore, physical layer security is known as theoretical information security to protect information against unauthorized access and also to ensure secure communication. The issue of physical layer security was first reported by Shannon in [2]. Shannon studied the secure communication and demonstrated that it can be achieved by a secret key shared between the transmitter and the receiver when the entropy of key is greater than or equal to the entropy of the message to be transmitted. In [3], Wyner studied the degraded wiretap channel (WC) and proved that secure transmission is achievable in the absence of a secret key; the WC is a channel where a transmitter forwards a message to a receiver while the message is kept secret from an eavesdropper. In this work, the maximum information rate of the main channel (transmitter-to-legitimate receiver) with the total ignorance at the eavesdropper has been defined as a secrecy capacity (SC) and it has been demonstrated the positive information rate can be achieved under the assumption that the eavesdropper channel (transmitter-to-eavesdropper) is a degraded version of the main channel. Later, Csiszar and Korner in [4] extended Wyner’s result to the general BC (not necessarily degraded) with confidential messages and established the SC. The authors in [5] generalized the results of [3] to the Gaussian version and defined the SC as the difference between capacities of the main and eavesdropper channels. Other researchers have been studied the importance of secrecy efficiency metrics over various fading channels [6-16]. The side information (SI) is a general concept studied in the various communication scenarios. Shannon studied channels with SI and found the capacity of the single-user channel when causal SI is available at the transmitter [17]. Single user channel, when non-causal SI is available only at the transmitter, was studied by Gel’fand and Pinsker in [18]. The results of [17] have been generalized to the case where non-causal SI is available at both transmitter and receiver in [19]. The Gaussian versions of [18] were studied in [20] and [21]. Recently, this concept was demonstrated for the WC and several works have been done upon this set of channels [22-25]. In [22] an achievable rate equivocation region for the discrete memoryless WC with respect to SI is presented and also the following results are generalized to the Gaussian case. In [23] a lower bound on the SC of the WC with considering SI available causally at both the encoder and decoder has been established. In [24] an achievable rate equivocation region for a WC (not necessarily degraded) with two-sided channel SI available at the transmitter and the legitimate receiver has been established. Authors in [25] have illustrated how SI and interference affect the secret communications.

Our work. The information-theoretic study of the impact of the cognition on the channel capacity in the multiuser channel is an important and interesting idea. In some communications scenarios, channel input and SI may be correlated and therefore, they can be modeled as correlated random variables (RVs). In this paper we will analyze the effect of the correlation between the SI known at the transmitter and the input of the channel. There are practically and theoretically important situations that this assumption is true. One example is physical layer security for a measurement system where the measuring signal may
affect the system under measurement. Some communication scenarios in which the channel input and the SI may be correlated and the related investigations can be found in [29-32]. Here, we study the impact of correlation between the channel input and the SI on the ASC, and SOP of the Rayleigh fading WC by expressions in terms of series and eventually compare the achieved results with the case without dependency and also without SI. Afterwards, we analyze the asymptotic behavior of SOP for high value of the average SNRs.

The remaining parts of this paper are formed as follows. The system model and definitions are discussed in Section II. In Section III, SC for the wireless WC with considering SI available at the transmitter and correlation between the channel input and the SI is provided, and then, the ASC and SOP of this case are investigated. Numerical results for illustrating the impact of correlation between the channel input and the SI on the physical layer security performances are studied in Section VI. Finally, we conclude the paper in Section V.

Notations: We use upper case letters for RVs, lower case letters for the realization of RVs, and calligraphic letters denote the alphabet set. Max \( \min \{ \cdot \} \) represents maximizing the minimization of a function. Mutual information between random variables \( X \) and \( Y \) is denoted by \( I(X;Y) \).

II. CHANNEL MODEL AND DEFINITIONS

The channel model and some basic necessary definitions that we are going to work upon have been characterized in this section. A wireless channel is studied here, where a transmitter needs to send a confidential message to a legitimate receiver while the eavesdropper is trying to decode the message from its received signal by knowing the SI known in the transmitter as depicted in Fig. 1.

![Fig. 1. An uncorrelated Rayleigh fading WC.](image)

Let \( X \) be the input set, \( Y_m \) be the output set of legitimate receiver, \( Y_e \) be the output set of eavesdropper, and \( S \) be finite set that denotes SI in the transmitter. The SI is non-causally known at the encoder and \( S_i \), \( 1 \leq i \leq n \), are independently and identically distributed \((i.i.d.) \sim p(s)\). We want to forward a message \( W^k \in \{1,2,\ldots,M\} \) to the legitimate receiver in \( n \) uses of the channel. Due to the \( W^k \) and \( S^n \), the encoder forwards a codeword \( X^n \) to the main channel. Upon obtaining of \( Y_m^n \) the decoder at the legitimate receiver creates an estimate \( \hat{W}^k(Y_m^n) \) of the message \( W^k \). The corresponding output at the eavesdropper is \( Y_e^n \). So, the received signals in Rayleigh fading WC by considering legitimate receiver as \( Y_m(i) \) and eavesdropper as \( Y_e(i) \) can be specified as follows:

\[
Y_m(i) = h_m(i)X(i) + h_{sm}(i)S(i) + \eta_m(i),
\]

\[
Y_e(i) = h_e(i)X(i) + h_{se}(i)S(i) + \eta_e(i), \quad i = 1, \ldots, n
\]

where \( n \) is the length of the transmitted signal, \( \eta_m(i) \) and \( \eta_e(i) \) are i.i.d. additive white Gaussian noise (AWGN) with zero mean and variances \( \sigma_m^2 \) and \( \sigma_e^2 \) respectively. The channels between the transmitter to legitimate receiver, and transmitter to eavesdropper have fading coefficients, indicated by \( h_m \) and \( h_e \) respectively. The information \( S \) is received by legitimate receiver and eavesdropper through \( h_{sm} \) and \( h_{se} \) coefficients respectively, which are necessarily not equal to \( h_m \) or \( h_e \). To consider a Rayleigh fading scenario, all received signals are assumed to be attenuated by a Rayleigh fading channel coefficients which are constant during a transmission block (block fading) and they are known in all transmitter and receivers. So they are fixed in each block (i.e., \( h_m(i) = h_m, \ h_{sm}(i) = h_{sm}, h_{se}(i) = h_{se} \) and \( h_e(i) = h_e, \forall i = 1, \ldots, n \), and vary randomly from one block to another block. This concept means that the channel power gains \((i.e., g_m(i))\) are correlated and the related investigations can be found in \([29-32]\).

The equivocation rate of eavesdropper that illustrates the secrecy level of confidential messages versus eavesdropper is

\[
\mathcal{E}_m = \frac{1}{n} \sum_{i=1}^{n} E[|X(i)|^2] \leq P,
\]

where the average power of the transmission signal is displayed with \( P \). The instantaneous SNR at legitimate receiver and eavesdropper when there is not any SI at the transmitter are respectively specified as

\[
\gamma_m(i) = \frac{P|h_m(i)|^2}{\sigma_m^2} = \frac{P|h_m|^2}{\sigma_m^2} = \gamma_m
\]

and

\[
\gamma_e(i) = \frac{P|h_e(i)|^2}{\sigma_e^2} = \frac{P|h_e|^2}{\sigma_e^2} = \gamma_e.
\]

and the average SNR at legitimate receiver and eavesdropper are respectively given as

\[
\gamma_m = \frac{\sum_{i=1}^{n} P|h_m(i)|^2}{\sigma_m^2} = \frac{\sum_{i=1}^{n} P|h_m|^2}{\sigma_m^2} = \frac{\sum_{i=1}^{n} P|h_e(i)|^2}{\sigma_e^2} = \frac{\sum_{i=1}^{n} P|h_e|^2}{\sigma_e^2} = \gamma_e.
\]

Since in the quasi-static case \( h_m \) and \( h_e \) are random but remain constant for all time, it is entirely appropriate to see the main channel and the eavesdropper’s channel as a complex AWGN channel with SNRs \( \gamma_m = \frac{P|h_m|^2}{\sigma_m^2} \) and \( \gamma_e = \frac{P|h_e|^2}{\sigma_e^2} \) respectively. It is as well as advantageous to bring up the probability density function of \( \gamma_m \) and \( \gamma_e \). Since the channel fading coefficients \( h \) are zero-mean complex Gaussian RVs and the instantaneous SNR \( \gamma \propto |h|^2 \), it follows that \( \gamma \) is distributed exponentially, in particular

\[
f(\gamma_m) = \frac{1}{\gamma_m} \exp\left(\frac{-\gamma_m}{\gamma_m}\right),
\]

and

\[
f(\gamma_e) = \frac{1}{\gamma_e} \exp\left(\frac{-\gamma_e}{\gamma_e}\right).
\]

In considered system model, the transmission rate between transmitter and legitimate receiver is indicated as \( R = \frac{H(M)}{n} \). The equivocativeness rate of eavesdropper that illustrates the secrecy level of confidential messages versus eavesdropper is
characterized as \( R_e = \frac{1}{n} H(W|Z^n) \). Also, we define average probability of error as follows.

\[
P_e^{\text{avg}} = \frac{1}{M} \sum_{i=1}^{n} \Pr(\hat{W}^k(Y_m^n) \neq i|W^k = i),
\]

where \( \hat{W}^k(Y_m^n) \) denotes estimated messages by legitimate receiver. The secrecy rate \( R_s \) is defined to be achievable, if there exists a code \((2^n R_e, n)\) so that for all \( \epsilon \geq 0 \) and sufficiently large \( n \), \( P_e^{\text{avg}} \leq \epsilon \) and \( R_e \geq R_s - \epsilon \), where, \( R_e \) and \( P_e^{\text{avg}} \) have been defined before this. The SC \( C_s \) can be defined as

\[
C_s = \sup_{P_{e^{\text{avg}}}} R_s.
\]

In our paper, we assume that SI exists at the transmitter and define

\[
\gamma_{sm}(i) = \frac{Q(\sqrt{\frac{h_{sm}(i)^2}{n_m}})}{n_m} = \gamma_{sm}, \quad \gamma_{sm}(i) = \frac{Q(\sqrt{\frac{h_{sm}(i)^2}{n_m}})}{n_m}, \quad \gamma_{se}(i) = \frac{Q(\sqrt{\frac{h_{se}(i)^2}{n_e}})}{n_e} = \gamma_{se},
\]

and

\[
\gamma_{se} = \frac{Q(\sqrt{\frac{h_{se}(i)^2}{n_e}})}{n_e} = \gamma_{se}.
\]

We have following marginal distributions for \( \gamma_{sm} > 0 \) and \( \gamma_{se} > 0 \), respectively as

\[
f(\gamma_{sm}) = \frac{1}{\gamma_{sm}} \exp \left( -\frac{\gamma_{sm}}{\gamma_{sm}} \right),
\]

and

\[
f(\gamma_{se}) = \frac{1}{\gamma_{se}} \exp \left( -\frac{\gamma_{se}}{\gamma_{se}} \right).
\]

The effectual meaning of this set of definitions and as well as the significations of the basic assumptions will be explained in the next section. Note that the Gaussian WC with correlation between the channel input and SI is an expansion of the dirty paper channel by accompanying by an eavesdropper. Using an analogous approach of writing on dirty paper, we will have the following communication problem: the transmitter wants to forward a secret message to a receiver and he knows existence of an eavesdropper. He writes the secret message on a paper using a limited amount of ink and forwards it. There are a correlation between the channel input and the SI. Along the way to the legitimate receiver, the paper obtains the desired distribution dtt; also, it is assumed that eavesdropper has access to the paper and its distribution. Now the question of our interest is: how much is dependency between channel input and SI effect on the physical layer security performances for the wireless WC?

### III. MAIN RESULTS

In this section, firstly, for the channel defined in the previous section, related works on SC are presented. Then, (i) an achievable secrecy rate region and an outer bound on the SC region are obtained, and, (ii) the discrete alphabet results are extended to the continuous alphabet wireless WC by considering correlation between the channel input and SI; Finally, (iii) the impact of this dependency over ASC and SOP are analyzed.

#### A. Related works

The discrete memoryless lower bound on SC for the WC with considering SI at the transmitter has been provided in [22], as follows:

\[
R_s^{\text{low}} = \max_{U \rightarrow (X, S) \rightarrow Y_m \rightarrow Y_e} I(U; Y_m) - \max[I(U; S), I(U; Y_e)],
\]

where \( U \) is auxiliary RV such that \( U \rightarrow (X, S) \rightarrow Y_m \rightarrow Y_e \) forms a Markov chain. An upper bound on the SC of the WC with considering SI at the transmitter has been provided in [22], as follows:

\[
R_s^{\text{up}} = \min_{\gamma \rightarrow (X, S) \rightarrow Y_m \rightarrow Y_e} \{I(U; Y_m) - I(U; S)\}.
\]

#### Corollary 1.

If there exists an auxiliary parameter \( U_m \) such that

1. \( U_m \rightarrow (X, S) \rightarrow Y_m \rightarrow Y_e \) forms a Markov chain,
2. \( I(U_m; Y_m) - I(U_m; S) = C_m \),
3. \( I(U_m; S) = I(U_m; Y_e) \),

then, for the discrete memoryless WC with SI, the secrecy capacity \( C_s \) is equal to \( C_m \).

#### Corollary 2.

If there exists an auxiliary parameter \( U_e \) such that

1. \( U_e \rightarrow (X, S) \rightarrow Y_m \rightarrow Y_e \) forms a Markov chain,
2. \( I(U_e; Y_m) - I(U_e; Y_e) = R_e_s \),
3. \( I(U_e; Y_e) = I(U_e; S) \),

then, for the discrete memoryless WC with SI, the secrecy capacity \( C_s \) is equal to \( R_e_s \).

#### Lemma 1.

The conditions for the above corollaries 1 and 2 are explicitly determined based on the system model parameters as

\[
I(U; S) \geq I(U; Y_e) \leftrightarrow \alpha \geq \alpha_0 \text{ or } \alpha \leq \alpha_{\text{low}},
\]

\[
U \rightarrow (X, S) \rightarrow Y_m \rightarrow Y_e
\]

where \( \alpha_0 = \left( 1 - \frac{N_s}{P + N_s} \right) \left( 1 + \sqrt{1 + \frac{P + N_s}{Q}} \right) \) and \( \alpha_{\text{low}} = \left( 1 - \frac{N_s}{P + N_s} \right) \left( 1 - \sqrt{1 + \frac{P + N_s}{Q}} \right) \).

#### Proof.

The details of proof are in [22].

Now, suppose random variable \((X, S)\) are jointly Gaussian distributed. The channel input \( X \) is correlated to \( S \) with coefficient \( \rho_{XS} = \frac{\sigma_{XS}}{\sqrt{\sigma_{XX} \sigma_{SS}}} \) and \( 0 \leq \rho_{XS} \leq 1 \). We consider complex fading coefficients for both the main channel and the eavesdropper’s channel, as detailed in Section II.

#### B. Our Works

In this section, first, in subsection B1, we obtain SC for wireless WC, and then, in subsection B2, secrecy concepts of ASC and SOP are analyzed.

**B1. Secrecy capacity of the wireless wiretap channel**

In this sub-section, we derive SC of the wireless WC with considering SI at the transmitter. According to the system model illustrated in section II and results in corollaries 1 and 2 the following theorems provide SC for the wireless WC with SI.

#### Theorem 1:

The SC \( C_s \) of the wireless WC with SI at the transmitter, and fading coefficients satisfying the above
Corollaries 1 and 2 in section A, and existing correlation between channel input and SI is given as follows.

\[ C_s = \begin{cases} 
\log(1 + (1 - \rho_{XS}^2)\gamma_m), & \text{if Corollary 1} \\
\log\left(1 + \gamma_m + \gamma_m + 2\rho_{XS}\sqrt{\gamma_m\gamma_{sm}}\right), & \text{if Corollary 2}
\end{cases} \]  
(13)

where \([x]^+ = \max(0, x)\).

**Proof:** The details of proof are in Appendix A.

### B2. ASC and SOP analysis

In this sub-section, we derive, through Theorem 1, the ASC and SOP for the uncorrelated Rayleigh fading WC with SI available at the transmitter and is correlated to channel input \(X\) with coefficient \(\rho_{XS}\).

**ASC analysis.** In our considered channel model, the main channel and eavesdropper channel are assumed block fading channels with complex noise and complex fading coefficients. So, regards to the results obtained in previous sub-section, the SC for a complex AWGN-WC is defined as Theorem 1. Thus, for a wireless WC with random SNRs, when the eavesdropper channel is noisier than the main channel (i.e., \(N_e > N_m\) which also gives results \(\gamma_e < \gamma_m\)) and the SNR at eavesdropper is lower than the SNR at legitimate receiver (i.e., \(\gamma_e < \gamma_m\)), we can derive the ASC or \(C_{avg}\) for Corollary 1 and 2 as the following theorems. The fading channels are assumed to be uncorrelated.

**Theorem 2.** The ASC for concerned uncorrelated Rayleigh fading WC with defined parameters \(\gamma_m, \gamma_e, \gamma_{sm}\) and \(\gamma_{se}\) that the channel input \(X\) is correlated to \(S\) with coefficient \(\rho_{XS}\), is given as

**For Corollary 1:**

\[ C_{avg} = \frac{\sqrt{\pi}}{2} \exp\left(\frac{1-16}{\rho_{XS}^2}\right) \]  
(14)

**For Corollary 2:**

\[ C_{avg} = \frac{\sqrt{\pi}}{2(1 - \gamma_m)} \exp\left(\frac{1-16}{\rho_{XS}^2}\right) \]  
(15)

\[ \log\left(1 + \gamma_m + \gamma_m + 2\rho_{XS}\sqrt{\gamma_m\gamma_{sm}}\right), \]  
(16)

**SOP analysis.** We want to analyze the SOP since it is an appropriate metric for appraising secrecy performance in communication systems. This metric is defined as a probability that the SC falls below a predefined secure transmission rate \(R_s\). According to this definition, we can express SOP mathematically for Corollaries 1 and 2 as presented in below sub-section [7, 10, 16, 26].

\[ P_{SOP} = P(C_s \leq R_s) = 1 - P(C_s > R_s) = 1 - P_C, \]  
(17)

where \(P_C\) is the complementary SOP and defined as

\[ P_C = P(C_s > R_s). \]  
(18)

**Theorem 4.** The SOP for concerned uncorrelated Rayleigh fading WC with defined parameters \(\gamma_m, \gamma_e, \gamma_{sm}, \gamma_{se}\) and \(R_s\) that the channel input \(X\) is correlated to \(S\) with coefficient \(\rho_{XS}\), is given by

**For Corollary 1:**

\[ P_{SOP} = 1 - \exp\left(\frac{1 - 2\rho_{XS}}{(1 - \rho_{XS})}\right). \]  
(19)

**For Corollary 2:**

\[ P_{SOP} < \frac{1}{2}. \]  
(20)
\[ P_C = P \left( \log \left( \frac{\gamma_m + \gamma_e + 2\rho_{XS}}{\gamma_e + \gamma_e + 2\rho_{XS}} \right) > R_s \right) \]

\[ < \int_0^\infty \int_0^\infty \int_0^\infty f(\gamma_m, \gamma_e, \gamma_e) d\gamma_m d\gamma_e d\gamma_e' \]  

\[ w' = 2R_s \left( \gamma_e + \gamma_e + 2\rho_{XS} \sqrt{\gamma_e} \right) - \frac{2R_s}{\gamma_m} \left( 1 - \rho_{\hat{X}S} \right) \]. By calculating the integral of (22) similarly proof of the theorem 4, the asymptotic SOP is given by

\[ P_{\text{SOP}_{\text{asy}}} < 1 - \frac{1}{\gamma_m} \frac{\gamma_m}{\gamma_m + \gamma_e + 2\rho_{XS}} \frac{\gamma_m + \gamma_e + 2\rho_{XS}}{\gamma_e + \gamma_e + 2\rho_{XS}} \left( 1 + 2\frac{R_s}{\gamma_m} \frac{\rho_{\hat{X}S}}{\gamma_m} \right) \]

IV. NUMERICAL RESULTS

In this section, the numerical results have been presented to demonstrate impact of correlation between the channel input and the SI on the physical layer security performances of the wireless WC. The results for the WCs satisfying Corollary 1 are omitted for simplicity and only, we illustrated these results for WCs satisfying Corollary 2 conditions.

The impact of the \( \rho_{XS} \) on the ASC based on the variations of \( \gamma_m \) is illustrated in Fig. 2. It can be seen that \( C_{s_{\text{avg}}} \) decreases by increasing \( \rho_{XS} \) for a given value of \( \gamma_m \). As, we can see, for high the main channel average SNR \( \gamma_m \), the impact of \( \rho_{XS} \) on the \( C_{s_{\text{avg}}} \) is reduced.
In Fig. 3, the behavior of SOP based on variations of $\bar{\gamma}_m$ for selected values of parameter $\rho_{XS}$, and a target secrecy rate $R_s = 0.1$ bits is illustrated. It is clearly seen that SOP constantly increases by increasing $\rho_{XS}$ for a specified value of $\bar{\gamma}_m$.

**Fig. 2.** The ASC versus $\bar{\gamma}_m$, for different values of $\rho_{XS}$.  

**Fig. 3.** SOP versus $\bar{\gamma}_m$, for different values of $\rho_{XS}$ and for a target secrecy rate $R_s = 0.1$ bits.

V. CONCLUSIONS

In this work, the performance of physical layer security in a Rayleigh fading WC with considering side information non-causally available at the transmitter by considering the correlation between the channel input and the SI was analyzed. We demonstrated the impact of correlation between the channel input and SI, by deriving closed-form expressions, on the average SC and secrecy outage probability as remarkable wireless performance factor for a wireless WC. Further, by Mathematical derivations and numerical results, it was investigated that correlation between channel input and SI has positive effects over ASC and SOP.

Appendices

**Appendix A:**

Proof of Theorem 1: An informal proof of this theorem is a straightforward algebra extension of [5], [22], and [23] with some differences caused by known fading coefficients. The coding scheme used to achieve this capacity is similar to the one used in [18], [22], [23], [34], and [35]. The coding scheme and error probability analysis is straightforward and is not shown here due to a lack of space. We use definitions in corollary 1 and 2 to compute the capacity of WC with knowing SI at the transmitter and fading coefficients. We have following assumptions:

$$E[X^2] = P, \ E[S^2] = Q, \ E[\eta_m^2] = N_m, \ E[\eta_e^2] = N_e,$$

$$E(X,S) = \rho_{XS}\sqrt{PQ},$$  

and $U_m$ and $U_e$ are generated by using generalized dirty paper coding presented in [34]. According to [5], [22], [23], [34] and knowing that $Y_m = h_mX + h_{sm}S + \eta_m, Y_e = h_eX + h_{se}S + \eta_e$ we can write mutual information related to the term $C_m$ in corollary 1 as follows:

$$I(U_m; Y_m) = H(h_mX + h_{sm}S + \eta_m) - H(h_mX + h_{sm}S + \eta_m|X + \alpha_mS)$$

$$-H(h_mX + h_{sm}S + \eta_mS) + \rho_{XS}\sqrt{PQ}$$

$$\log(2\pi e)(|\eta_m^2|P + |h_{sm}|^2Q + N_m + 2|h_m||h_{sm}|\rho_{XS}\sqrt{PQ})$$

$$+\log(2\pi e)(P + \alpha_m^2Q + 2\alpha_m\rho_{XS}\sqrt{PQ})$$

$$\log(|\eta_m^2P + |h_{sm}|^2Q + N_m + 2|h_m||h_{sm}|\rho_{XS}\sqrt{PQ}|P + \alpha_m^2Q + 2\alpha_m\rho_{XS}\sqrt{PQ})$$

$$PQ(1-\rho_{XS}^2)|h_{sm}|^2 + N_m(P + \alpha_m^2Q + 2\alpha_m\rho_{XS}\sqrt{PQ})$$

$$= \log(P + \alpha_m^2Q + 2\alpha_m\rho_{XS}\sqrt{PQ})$$

$$\frac{PQ(1-\rho_{XS}^2)}{P(1-\rho_{XS}^2)}.$$  

(26)

Substituting (25) and (26) in $C_m$ with corollary 1, we obtain:

$$C_m(\alpha_m) = \log\left(\frac{|h_m|^2P + |h_{sm}|^2Q + N_m + 2|h_m||h_{sm}|\rho_{XS}\sqrt{PQ}|P + \alpha_m^2Q + 2\alpha_m\rho_{XS}\sqrt{PQ}}{PQ(1-\rho_{XS}^2)|h_{sm}|^2 + N_m(P + \alpha_m^2Q + 2\alpha_m\rho_{XS}\sqrt{PQ})}\right).$$

(27)

By maximizing $C_m(\alpha_m)$ over $\alpha_m$, for corollary 1, we get

$$C_s = \max_{\alpha_m} C_m(\alpha_m) = \log\left(\frac{|h_m|^2P(1-\rho_{XS}^2)}{N_m}\right)$$

$$= \log(1 + (1 - \rho_{XS}^2)\gamma_m).$$

So we have (13) for corollary 1. The proof of this theorem for corollary 2 is similar with negligible change and is omitted for the lack of space.

- **Appendix B:**

Proof of Theorem 2: First, we state some integrals that are needed to prove the theorems in [30] and [31]. Therefore, we have

$$\int e^{-\xi t} \log(1 + \beta t) \, dt$$

$$= \frac{1}{\xi} \left[ e^{\xi t} E_{1}\left(-\left(\xi t + \frac{\xi}{\beta}\right)\right) - e^{-\xi t} \log(1 + \beta t) \right],$$

(29)
\[ \int_0^\infty e^{-xt} \log(1 + \beta t) \, dt = -\frac{\xi}{\xi} E_i\left(-\frac{\xi}{\beta}\right), \]  
(30)  
\[ \int_0^\infty e^{-\nu x} E_i(-x) \, dx = \frac{1}{\nu} E_i\left(-\frac{(\nu + \kappa)(\kappa x + \delta)}{k}\right) - e^{-\nu x} E_i\left(-\frac{(\kappa x + \delta)}{k}\right), \]  
(31)  
\[ \int_0^\infty e^{-\nu x} E_i(-x) \, dx = \frac{1}{\nu} E_i(-\nu) - e^{\nu x} E_i\left(-\frac{(\nu + \kappa)\delta}{k}\right), \]  
(32)  
\[ \int_0^\infty \frac{t^{\nu-1}}{\Gamma(\nu)} \, dt = \beta^{\nu-1} e^{\beta \xi} \Gamma(\nu)(1 - \nu, \beta \xi), \]  
(33)  
\[ \int_0^\infty e^{-xt} \log(\beta + t) \, dt = \frac{1}{x} \left[ \ln \beta - e^{\beta \xi} E_i(-\beta \xi) \right], \]  
(34)  
\[ \int_0^\infty t^{\nu-1}(t + \beta)^{\nu-1} e^{-xt} \, dt = \frac{\beta^{\nu-1} e^{\beta \xi} \Gamma(\nu, \beta \xi)}{2} \]  
(35)  
\[ \int_0^\infty e^{\beta \xi} E_i(-\beta \xi) \, d\beta = -\frac{\sqrt{\pi}}{2\xi^2} e^{-\beta \xi} \text{erf}(-\frac{\beta \xi}{2}), \]  
(36)  
\[ \int_0^\infty t^2 e^{-\xi t} \, dt = -\frac{\sqrt{\pi}}{2\xi^2} e^{-\xi t} \text{erf}\left(\frac{t}{\xi}\right), \]  
(37)  
\[ \int_0^\infty t^2 e^{-\xi^2 t^2} \, dt = \sqrt{\pi} \frac{1}{2\xi^2} \left[ \tan^{-1}\left(\frac{\xi}{\beta}\right) - \frac{\beta}{\xi^2(\beta^2 + \xi^2)} \right], \]  
(38)  
\[ E_i(-x) = -4\sqrt{\pi} a_N a_1 \sum_{n=1}^{N+1} \sum_{\ell=1}^{l+1} \sqrt{\ell} e^{-4\beta_n \ell x}, \]  
(39)  
where \( \theta_0 = 0 < \theta_1 < \cdots < \theta_{N+1} = \frac{\pi}{2}, a_N = \frac{\theta_0 - \theta_{N-1}}{\pi}, b_n = \frac{\cos(\theta_n) - \cos(\theta_{n-1})}{2(\theta_n - \theta_{n-1})}, \) and \( N = 1 \) we have: \( a_N = a_1 = \frac{1}{4}, b_1 = \infty \) and \( b_2 = \frac{2}{\pi}. \) Thus, \( E_i(-x) \) can be approximated as \( E_i(-x) = -\frac{\sqrt{\pi}}{2} e^{-\frac{\xi}{\beta}}. \)  
(40)  
\[ K_N(x) = \frac{2}{\pi} \int_0^\pi \cos(x \tan \theta - n\theta) \, d\theta \]  
is the Bateman function studied in [33].

Thus, utilizing linear formulas of integration, (13- Corollary 1) can be decomposed as

\[ C_2^\text{avg} = \int_0^\infty \int_0^\infty \log(1 + \rho_{xs}^2) \gamma_m f(\gamma_m, \gamma_e) \gamma_m d\gamma_m d\gamma_e \]  
\[ = \int_0^\infty \int_0^\gamma e^{-\gamma e} d\gamma e \int_0^\infty \log(1 + \rho_{xs}^2) \gamma_m \frac{1}{\gamma_m} e^{-\gamma_m} d\gamma_m \]  
\[ = -e^{\frac{\gamma_e}{\gamma_{sm}}} \text{Ei}\left(-\frac{1}{\rho_{xs}^2} \gamma_{sm}\right) \]  
(41)}

where (41) is exploiting from (30). Eventually, by considering the obtained approximation in (40), the proof for (14) is completed. For Corollary 2, utilizing linear formulas of integration, (13- Corollary 2) can be decomposed as

\[ C_2^\text{avg} = C_1 - C_2, \]  
(42)

where

\[ C_1 = \int_0^\infty \int_0^\gamma e^{-\gamma e} d\gamma e \int_0^\infty \log(1 + \gamma_m + \gamma_{sm} + 2 \rho_{xs} \gamma_m \gamma_{sm}) \]  
\[ \cdot f(\gamma_m, \gamma_m, \gamma_e) d\gamma_m d\gamma_e d\gamma_m, \]  
and

\[ C_2 = \int_0^\infty \int_0^\gamma e^{-\gamma e} d\gamma e \int_0^\infty \log(1 + \gamma_m + \gamma_{se} + 2 \rho_{xs} \gamma_m \gamma_{se}) \]  
\[ \cdot f(\gamma_m, \gamma_m, \gamma_e) d\gamma_m d\gamma_e d\gamma_m. \]  
By utilizing linear formulas of integration, for the first term of Eq. (42), we receive to

\[ C_1 = \int_0^\infty \int_0^\gamma e^{-\gamma e} \frac{\gamma_m}{\gamma_{sm} \gamma_m} \int_0^\gamma e^{-\gamma e} d\gamma_e d\gamma_m. \]  
(43)

We define \( C_1' \) as below

\[ C_1' = \int_0^\infty \log(1 + \gamma_m + \gamma_{sm} + 2 \rho_{xs} \gamma_m \gamma_{sm}) \gamma_m \gamma_{sm} d\gamma_m \]  
(44)

where by using the properties of logarithm, we have

\[ C_1' = \int_0^\infty \log(1 + \gamma_m + \gamma_{sm}) e^{-\gamma_m} \gamma_{sm} d\gamma_m + \int_0^\gamma e^{-\gamma_m} \gamma_{sm} d\gamma_m = w_1 + w_2. \]  
(45)

The logarithmic functions, when \( x \ll 1 \), can be approximated as follows

\[ \log(1 + x) \cong x. \]  
(46)

So, by exploiting from (33) and (34), we have

\[ w_1 = \int_0^\gamma \log(1 + \gamma_m + \gamma_{sm}) e^{-\gamma_m} \gamma_{sm} d\gamma_m \]  
\[ = \gamma_{sm} \ln(1 + \gamma_m) - e^{-\frac{\gamma_m}{\gamma_{sm}}} \text{Ei}\left(-\frac{1 + \gamma_m}{\gamma_{sm}}\right), \]  
(47)

\[ w_2 = \int_0^\gamma 2 \rho_{xs} \gamma_m \gamma_{sm} e^{-\gamma_m} \gamma_{sm} d\gamma_m = 2 \rho_{xs} \gamma_m (1 + \gamma_m) \]  
\[ \cdot e^{-\frac{\gamma_m}{\gamma_{sm}}} \text{Ei}\left(-\frac{1 + \gamma_m}{\gamma_{sm}}\right) = \pi \rho_{xs} \gamma_m (1 + \gamma_m) e^{-\frac{\gamma_m}{\gamma_{sm}}} \]  
(48)

Now, we define \( C_1'' \) as

\[ C_1'' = \int_0^\gamma e^{-\gamma e} \text{Ei}\left(-\frac{1 + \gamma_m}{\gamma_{sm}}\right) d\gamma_e. \]  
(49)

By replacing by (45), we have

\[ C_1'' = \int_0^\gamma e^{-\gamma e} \gamma_{sm} \ln\left(1 + \gamma_m\right) - \frac{1 + \gamma_m}{\gamma_{sm}} e^{-\frac{\gamma_m}{\gamma_{sm}}} \text{Ei}\left(-\frac{1 + \gamma_m}{\gamma_{sm}}\right) + \]  
\[ \pi \rho_{xs} \gamma_m (1 + \gamma_m) e^{-\frac{\gamma_m}{\gamma_{sm}}} (1 - \text{erf}\left(-\frac{1 + \gamma_m}{\gamma_{sm}}\right)) d\gamma_e \]  
\[ = j_1 + j_2 + j_3 + j_4. \]  
(50)
where, by exploiting from (29) and (31), we have

\[ j_1 = \int_0^y \frac{\gamma_{\text{sm}} - \frac{\gamma_{e}}{\gamma_{ve}}}{\gamma_{\text{sm}} \gamma_{e}} \ln(1 + \gamma_m) d\gamma_e = \frac{\gamma_{\text{sm}} - \frac{\gamma_{e}}{\gamma_{ve}}}{\gamma_{\text{sm}} \gamma_{e}} \ln(1 + \gamma_m) \left( 1 - \frac{e^{-\gamma_m}}{\gamma_{ve}} \right), \]

and

\[ j_2 = -\int_0^y \frac{\gamma_{\text{sm}} - \frac{\gamma_{e}}{\gamma_{ve}}}{\gamma_{\text{sm}} \gamma_{e}} e^{\frac{\gamma_{x}}{\gamma_{ve}}} E_i \left( -\frac{1 + \gamma_m}{\gamma_{sm}} \right) d\gamma_e = -\frac{\gamma_{\text{sm}} - \frac{\gamma_{e}}{\gamma_{ve}}}{\gamma_{\text{sm}} \gamma_{e}} \left( E_i \left( -\frac{1 + \gamma_m}{\gamma_{sm}} \right) + \frac{e^{\frac{\gamma_{x}}{\gamma_{ve}}}}{\gamma_{sm}} \right). \]

\[ j_3 = \int_0^y \frac{\gamma_{\text{sm}} - \frac{\gamma_{e}}{\gamma_{ve}}}{\gamma_{\text{sm}} \gamma_{e}} \rho \rho_{\text{xs}} \sqrt{\gamma_{\text{sm}}(1 + \gamma_m)} e^{\frac{\gamma_{x}}{\gamma_{ve}}} d\gamma_e = \frac{\gamma_{\text{sm}} - \frac{\gamma_{e}}{\gamma_{ve}}}{\gamma_{\text{sm}} \gamma_{e}} \rho \rho_{\text{xs}} \sqrt{\gamma_{\text{sm}}(1 + \gamma_m)} e^{\frac{\gamma_{x}}{\gamma_{ve}}}, \]

\[ j_4 = -\int_0^y \frac{\gamma_{\text{sm}} - \frac{\gamma_{e}}{\gamma_{ve}}}{\gamma_{\text{sm}} \gamma_{e}} \rho \rho_{\text{xs}} \sqrt{\gamma_{\text{sm}}(1 + \gamma_m)} e^{\frac{\gamma_{x}}{\gamma_{ve}}} \left( \gamma_{e} \left( 1 - \frac{1}{\gamma_{ve}} \right) \right) \left( \sqrt{\frac{1 + \gamma_m}{\gamma_{sm}}} \right) \left( \gamma_{e} \left( 1 - \frac{1}{\gamma_{ve}} \right) \right) \left( \sqrt{\frac{1 + \gamma_m}{\gamma_{sm}}} \right), \]

\[ . d\gamma_e = -\gamma_{e} \left( 1 - \frac{1}{\gamma_{ve}} \right) \left( \gamma_{e} \left( 1 - \frac{1}{\gamma_{ve}} \right) \right) \left( \sqrt{\frac{1 + \gamma_m}{\gamma_{sm}}} \right). \]

Thus

\[ C_1 = \int_0^\infty \frac{e^{\frac{\gamma_{y}}{\gamma_{sm}}} - \gamma_{e} \left( 1 + \gamma_{y} \right)}{\gamma_{sm}} \gamma_{e} \gamma_{ve} d\gamma_{y} = \sum_{i=1}^3 k_i, \]

where, by exploiting (29-35), we have

\[ k_1 = \int_0^\infty \frac{\gamma_{y}}{\gamma_{sm}} \gamma_{e} \gamma_{ve} \ln(1 + \gamma_{y}) d\gamma_{y} = -\gamma_{e} \ln \left( \frac{1 + \gamma_m}{\gamma_{sm}} \right), \]

\[ k_2 = \int_0^\infty \frac{e^{-\gamma_{sm}}}{{\gamma_{sm}}^{1/2}} \ln(1 + \gamma_{y}) d\gamma_{y} = -\frac{1}{\gamma_{sm}} \cdot \frac{1}{\gamma_{ve}} \ln \left( \frac{1 + \gamma_m}{\gamma_{sm}} \right), \]

\[ k_3 = -\int_0^\infty \frac{\gamma_{y}}{\gamma_{sm}} \gamma_{e} \gamma_{ve} \ln(1 + \gamma_{y}) d\gamma_{y} = -\frac{1}{\gamma_{sm}} \cdot \frac{1}{\gamma_{ve}} \ln \left( \frac{1 + \gamma_m}{\gamma_{sm}} \right), \]

\[ k_4 = \int_0^\infty \frac{e^{-\gamma_{y}}}{\gamma_{sm}} \gamma_{e} \gamma_{ve} \ln(1 + \gamma_{y}) d\gamma_{y} = \frac{1}{\gamma_{sm}} \cdot \frac{1}{\gamma_{ve}} \ln \left( \frac{1 + \gamma_m}{\gamma_{sm}} \right), \]

\[ k_5 = \int_0^\infty \frac{e^{-\gamma_{sm}}}{\gamma_{sm}} \gamma_{e} \gamma_{ve} \ln(1 + \gamma_{y}) d\gamma_{y} = \pi \rho \rho_{\text{xs}} \sqrt{\gamma_{sm}(1 + \gamma_m)} e^{\frac{\gamma_{x}}{\gamma_{ve}}}, \]

\[ k_6 = -\int_0^\infty \frac{e^{-\gamma_{sm}}}{\gamma_{sm}} \gamma_{e} \gamma_{ve} \left[ \pi \rho \rho_{\text{xs}} \sqrt{\gamma_{sm}(1 + \gamma_m)} e^{\frac{\gamma_{x}}{\gamma_{ve}}} \right] d\gamma_{y} = -\frac{\pi \rho \rho_{\text{xs}}}{\gamma_{sm}} \gamma_{e} \gamma_{ve} \int_0^\infty \sqrt{\gamma_{y}(1 + \gamma_{y})} e^{-\gamma_{y}} \gamma_{ve} \gamma_{sm} d\gamma_{y} = \pi \left( \frac{1}{\gamma_{sm}} \right) \left( 1 + \gamma_m \right) d\gamma_{y} = \pi \left( \frac{1}{\gamma_{sm}} \right) \left( \gamma_{sm} \gamma_{e} \gamma_{ve} \right)^{1/2} K_{-1} \left( \frac{1}{2} \gamma_{sm} \gamma_{e} \gamma_{ve} \right), \]

\[ k_7 = -\int_0^\infty \frac{e^{-\gamma_{sm}}}{\gamma_{sm}} \gamma_{e} \gamma_{ve} \left[ \pi \rho \rho_{\text{xs}} \sqrt{\gamma_{sm}(1 + \gamma_m)} e^{\frac{\gamma_{x}}{\gamma_{ve}}} \right] d\gamma_{y} = -\frac{\pi \rho \rho_{\text{xs}}}{\gamma_{sm}} \gamma_{e} \gamma_{ve} \int_0^\infty \sqrt{\gamma_{y}(1 + \gamma_{y})} e^{-\gamma_{y}} \gamma_{ve} \gamma_{sm} d\gamma_{y} = \pi \left( \frac{1}{\gamma_{sm}} \right) \left( 1 + \gamma_m \right) d\gamma_{y} = \pi \left( \frac{1}{\gamma_{sm}} \right) \left( \gamma_{sm} \gamma_{e} \gamma_{ve} \right)^{1/2} K_{-1} \left( \frac{1}{2} \gamma_{sm} \gamma_{e} \gamma_{ve} \right), \]

\[ \cdot d\gamma_{e} = -\gamma_{e} \left( 1 - \frac{1}{\gamma_{ve}} \right) \left( \sqrt{\frac{1 + \gamma_m}{\gamma_{sm}}} \right). \]

\[ \cdot d\gamma_{e} = -\gamma_{e} \left( 1 - \frac{1}{\gamma_{ve}} \right) \left( \sqrt{\frac{1 + \gamma_m}{\gamma_{sm}}} \right). \]

\[ \cdot d\gamma_{e} = -\gamma_{e} \left( 1 - \frac{1}{\gamma_{ve}} \right) \left( \sqrt{\frac{1 + \gamma_m}{\gamma_{sm}}} \right). \]

\[ \cdot d\gamma_{e} = -\gamma_{e} \left( 1 - \frac{1}{\gamma_{ve}} \right) \left( \sqrt{\frac{1 + \gamma_m}{\gamma_{sm}}} \right). \]

\[ \cdot d\gamma_{e} = -\gamma_{e} \left( 1 - \frac{1}{\gamma_{ve}} \right) \left( \sqrt{\frac{1 + \gamma_m}{\gamma_{sm}}} \right). \]
$$k_u = \int_0^\infty \frac{\gamma_m \gamma_{ym}}{Y_{sm} \gamma_m} \left[ \pi \rho_{xs} \sqrt{\gamma_m (1 + \gamma_m)} e^{i \gamma_{ym}} \text{erf} \left( \sqrt{\frac{1 + \gamma_m}{\gamma_{sm}}} \right) \right] d\gamma_m$$

$$= \pi \rho_{xs} e^{i \gamma_{ym}} \int_0^\infty \frac{\gamma_m}{Y_{sm} \gamma_m} \left[ \sqrt{\gamma_m (1 + \gamma_m)} e^{-\gamma_m (\frac{1}{\gamma_m} - \frac{1}{\gamma_{sm}})} \right] \text{erf} \left( \sqrt{\frac{1 + \gamma_m}{\gamma_{sm}}} \right) d\gamma_m$$

$$\cdot \left[ \gamma_m (1 + \gamma_m) e^{-\gamma_m (\frac{1}{\gamma_m} - \frac{1}{\gamma_{sm}})} \text{erf} \left( \sqrt{\frac{1 + \gamma_m}{\gamma_{sm}}} \right) \right] d\gamma_m$$

$$= \pi \rho_{xs} e^{i \gamma_{ym}} \int_0^\infty \frac{\gamma_m}{Y_{sm} \gamma_m} \left[ 2 \sqrt{\gamma_m (1 + \gamma_m)} \right] \pi \sum_{n=0}^{\infty} \left( -1 \right)^n \frac{n! \left( \frac{1 + \gamma_m}{\gamma_{sm}} \right)^{n+1}}{n! (2n + 1)} d\gamma_m$$

$$= \frac{\gamma_m}{Y_{sm} \gamma_m} \int_0^\infty \left[ 2 \sqrt{\gamma_m (1 + \gamma_m)} \right] \pi \sum_{n=0}^{\infty} \left( -1 \right)^n \frac{n! \left( \frac{1 + \gamma_m}{\gamma_{sm}} \right)^{n+1}}{n! (2n + 1)} d\gamma_m$$

Similarly, the logarithmic functions, when $x \ll 1$, can be approximated as (46). So, by exploiting from (33) and (34), we have

$$f_1' = \int_0^\infty \log(1 + \gamma_e + \gamma_{se}) e^{\gamma_{se}} d\gamma_{se}$$

$$= \int_0^\infty \log(1 + \gamma_e + \gamma_{se}) e^{\gamma_{se}} d\gamma_{se} +$$

$$\int_0^\infty \log(1 + \gamma_e + \gamma_{se}) e^{\gamma_{se}} d\gamma_{se} = f_1' + f_2'.$$

Now, we define $C_2''$ as

$$C_2'' = \int_0^\infty e^{\gamma_{se}} (C_2') d\gamma_e.$$
\[
.\] 
\[
.\]

Thus

\[
C_2 = \int_0^\infty \frac{e^{\frac{1+y_m}{Ye}}}{Ye\gamma_m} \left( (i_1 + i_2 + i_3 + i_4) d\gamma_m = \sum_{i=1}^g \gamma_t, \right)
\]

where, by exploiting (29-35), we have

\[
t_1 = \int_0^\infty \frac{e^{\frac{1+y_m}{Ye}}}{Ye\gamma_m} \frac{1}{\gamma_m} \frac{1}{\gamma_t} \left( - \frac{1}{\gamma_t} - \frac{1}{\gamma_t} \right) d\gamma_m = -e^{-\gamma_t} \left( \frac{1}{\gamma_t} - 1 \right), \quad (73)
\]

\[
t_2 = \int_0^\infty \frac{e^{\frac{1+y_m}{Ye}}}{Ye\gamma_m} \ln(1 + y_m) d\gamma_m = \frac{\gamma_t}{\gamma_t + 1} \left( \frac{1}{\gamma_t} - \frac{1}{\gamma_t} \right), \quad (74)
\]

\[
t_3 = \int_0^\infty \frac{e^{\frac{1+y_m}{Ye}}}{Ye\gamma_m} \left( \frac{1}{\gamma_t} - \frac{1}{\gamma_t} \right) \frac{1}{\gamma_t} \frac{1}{\gamma_t} \left( - \frac{1}{\gamma_t} - \frac{1}{\gamma_t} \right) d\gamma_m = -e^{-\gamma_t} \left( \frac{1}{\gamma_t} - \frac{1}{\gamma_t} \right), \quad (75)
\]

\[
t_4 = \int_0^\infty \frac{e^{\frac{1+y_m}{Ye}}}{Ye\gamma_m} \frac{1}{\gamma_t} \left( \frac{1}{\gamma_t} - \frac{1}{\gamma_t} \right) \frac{1}{\gamma_t} \frac{1}{\gamma_t} \left( - \frac{1}{\gamma_t} - \frac{1}{\gamma_t} \right) d\gamma_m = \frac{\gamma_t}{\gamma_t + 1} \left( \frac{1}{\gamma_t} - \frac{1}{\gamma_t} \right), \quad (76)
\]

\[
t_5 = \int_0^\infty \frac{e^{\frac{1+y_m}{Ye}}}{Ye\gamma_m} \frac{1}{\gamma_t} \frac{1}{\gamma_t} \left( \frac{1}{\gamma_t} - \frac{1}{\gamma_t} \right) \frac{1}{\gamma_t} \frac{1}{\gamma_t} \left( - \frac{1}{\gamma_t} - \frac{1}{\gamma_t} \right) d\gamma_m = \frac{\gamma_t}{\gamma_t + 1} \left( \frac{1}{\gamma_t} - \frac{1}{\gamma_t} \right), \quad (77)
\]

\[
t_6 = \int_0^\infty \frac{e^{\frac{1+y_m}{Ye}}}{Ye\gamma_m} \frac{1}{\gamma_t} \frac{1}{\gamma_t} \left( \frac{1}{\gamma_t} - \frac{1}{\gamma_t} \right) \frac{1}{\gamma_t} \frac{1}{\gamma_t} \left( - \frac{1}{\gamma_t} - \frac{1}{\gamma_t} \right) d\gamma_m = \frac{\gamma_t}{\gamma_t + 1} \left( \frac{1}{\gamma_t} - \frac{1}{\gamma_t} \right), \quad (78)
\]

\[
t_7 = \int_0^\infty \frac{e^{\frac{1+y_m}{Ye}}}{Ye\gamma_m} \frac{1}{\gamma_t} \frac{1}{\gamma_t} \left( \frac{1}{\gamma_t} - \frac{1}{\gamma_t} \right) \frac{1}{\gamma_t} \frac{1}{\gamma_t} \left( - \frac{1}{\gamma_t} - \frac{1}{\gamma_t} \right) d\gamma_m = \frac{\gamma_t}{\gamma_t + 1} \left( \frac{1}{\gamma_t} - \frac{1}{\gamma_t} \right), \quad (79)
\]

\[
t_8 = \int_0^\infty \frac{e^{\frac{1+y_m}{Ye}}}{Ye\gamma_m} \left( \frac{1}{\gamma_t} - \frac{1}{\gamma_t} \right) \frac{1}{\gamma_t} \frac{1}{\gamma_t} \left( \frac{1}{\gamma_t} - \frac{1}{\gamma_t} \right) d\gamma_m = \frac{\gamma_t}{\gamma_t + 1} \left( \frac{1}{\gamma_t} - \frac{1}{\gamma_t} \right), \quad (80)
\]

\[
t_9 = \int_0^\infty \frac{e^{\frac{1+y_m}{Ye}}}{Ye\gamma_m} \left( \frac{1}{\gamma_t} - \frac{1}{\gamma_t} \right) \frac{1}{\gamma_t} \frac{1}{\gamma_t} \left( \frac{1}{\gamma_t} - \frac{1}{\gamma_t} \right) d\gamma_m = \frac{\gamma_t}{\gamma_t + 1} \left( \frac{1}{\gamma_t} - \frac{1}{\gamma_t} \right), \quad (81)
\]
Therefore, from (42), by computing $\epsilon_s^{\text{avg}} = \frac{1}{q} k_q - \frac{1}{q} t_q$ and considering the obtained approximation in (40), the proof is completed.

**Appendix C:**

**Proof of Theorem 3:** By exploiting of (13- Corollary 1) and (17), we have

\[
P_C = P(\log(1 + (1 - \rho^{2x})\gamma_m) > R_s) = P\left(\gamma_m > \frac{2R_s - 1}{1 - \rho^{2x}}\right) = \int_{\frac{2R_s - 1}{1 - \rho^{2x}}}^{\infty} f(\gamma_m) d\gamma_m,
\]

where by using (16), the asymptotic SOP is given as follows:

\[
P_{\text{SOP}} = 1 - e^{-\frac{\pi}{R_s^2}}.
\]

Also, for Corollary 2, by exploiting of (13- Corollary 2) and (17), we have

\[
P_C = P\left(\log(1 + \gamma_m + \gamma_{se} + 2\rho^{2x}\sqrt{\gamma_m\gamma_{se}}) > R_s\right) = \int_{R_s}^{\infty} f(\gamma_m + \gamma_{se} + 2\rho^{2x}\sqrt{\gamma_m\gamma_{se}}) d\gamma_m.
\]

So, by using (16), the upper bound for asymptotic SOP is given as (19). So, the proof is completed.
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