Forest formulas of discrete Green's functions
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Abstract
The discrete Green's functions are the pseudoinverse (or the inverse) of the Laplacian (or its variations) of a graph. In this article, we will give combinatorial interpretations of Green's functions in terms of enumerating trees and forests in a graph that will be used to derive further formulas for several graph invariants. For example, we show that the trace of the Green's function $G$ associated with the combinatorial Laplacian of a connected simple graph $\Gamma$ on $n$ vertices satisfies

$$\text{Tr}(G) = \sum_{\lambda_i \neq 0} \frac{1}{\lambda_i} = \frac{1}{n\tau} |F^*_2|,$$

where $\lambda_i$ denotes the eigenvalues of the combinatorial Laplacian, $\tau$ denotes the number of spanning trees, and $F^*_2$ denotes the set of rooted spanning 2-forests in $\Gamma$. We will prove forest formulas for discrete Green's functions for directed and weighted graphs and apply them to study random walks on graphs and digraphs. We derive a forest expression of the hitting time for digraphs, which gives combinatorial proofs to old and new results about hitting times, traces of discrete Green's functions, and other related quantities.
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1 | INTRODUCTION

The classical matrix-tree theorem of Kirchhoff [18] states that the number of spanning trees in a graph is equal to the determinant of a principle minor of the combinatorial Laplacian. In this article, we consider the Green's functions which are the pseudoinverses of the Laplacians of
graphs. It is our goal to follow the spirit of Kirchhoff to find the inherent combinatorial meanings for the Green’s functions. We will show that Green’s functions can be expressed as specific enumerations of trees and forests in the graph.

Since discrete Green’s functions for graphs were introduced in 2000 [13], there have been numerous related articles most of which are in applications while relatively few are graph-theoretical. Previously, Chebotarev and Agaev [9] considered two kinds of pseudoinverses of the combinatorial Laplacian \( L \) for a directed graph (shortly digraph). The two inverses, called the group inverse \( L^# \) and the Moore–Penrose inverse \( L^+ \), of a digraph Laplacian are not equal in general (see [9] Section 9). In [9], Chebotarev and Agaev derived the group inverse \( L^# \) of the Laplacian \( L \) for a weighted digraph as an enumeration of spanning rooted forests. For an undirected graph \( \Gamma \), the two types of inverses coincide and are called the Green’s function of \( \Gamma \) in [13]. Xu and Yau [21] defined Chung-Yau invariants for a simple graph \( \Gamma \) and derived an expression of the Green’s function in terms of these invariants. This study was further generalized to weighted graphs in [8] and [7]. The Chung-Yau invariants can be computed as an enumeration of a certain class of subgraphs analogous to spanning linear subgraphs of \( \Gamma \) (see [21] Section 2). Beveridge [2] considered an analogue of the Green’s function (which technically is not either one of the two pseudoinverses considered in [9]) for a strongly-connected weighted digraph and proved a formula for it involving the hitting time.

We list three types of Laplacians with their associated Green’s functions for graphs and digraphs, weighted or unweighted (while the detailed definitions will be given in Section 2):

- The combinatorial Laplacian \( L = D - A \) where \( D \) is the diagonal degree matrix and \( A \) is the adjacency matrix. The Moore–Penrose pseudoinverse of \( L \) is called the combinatorial Green’s function and is denoted by \( G \).
- The normalized Laplacian \( \mathcal{L} = \Pi^{1/2}D^{-1}L\Pi^{-1/2} \), where \( \Pi \) is the diagonal matrix of the stationary distribution. For an undirected graph, the formula simplifies as \( \mathcal{L} = D^{-1/2}LD^{-1/2} \). The Moore–Penrose pseudoinverse of \( \mathcal{L} \) is called the normalized Green’s function and is denoted by \( \mathcal{G} \).
- The generalized Laplacian \( \mathcal{L}_t = tl + \mathcal{L} \) with an additional scalar \( t > 0 \). The associated Green’s functions \( \mathcal{G}_t \) is the inverse of \( \mathcal{L}_t \).

We remark that the combinatorial Laplacian \( L \) arose early in the study of electrical networks [18] and is instrumental for enumerating various combinatorial objects. The normalized Laplacian \( \mathcal{L} \) is closely related to random walks since irreversible Markov chains can be viewed as random walks on a weighted digraph with transition probability matrix \( P = D^{-1}A \) and \( \mathcal{L} = \Pi^{1/2}(I - P)\Pi^{-1/2} \). The generalized Green’s function \( \mathcal{G}_t \) has applications related to ranking algorithms (such as Google’s PageRank algorithms). The combinatorial expressions for the generalized Green’s functions \( \mathcal{G}_t \) involve rooted forests and can be found in [14], so we will not discuss this type here.

Our expressions for Green’s functions \( G \) and \( \mathcal{G} \) involve rooted or unrooted spanning forests. Readers unfamiliar with these objects are referred to Section 2. Figure 1 includes small examples that will be referred to later.

In the following forest formulas for \( G \) and \( \mathcal{G} \), a spanning 2-forest is denoted by \( T_1 \cup T_2 \), where \( T_1 \) and \( T_2 \) are two subtrees as its two (weakly-)connected components. If \( T_1 \cup T_2 \) is rooted, \( r(T_i) \) denotes the root of the subtree \( T_i \) respectively. We remark that, throughout this article, the
summations ranges over specified families of spanning 2-forests, regardless of the order of $T_1$ and $T_2$.

**Theorem 1.1.** For a weighted strongly-connected digraph $\Gamma$, its combinatorial Green’s function $G$ satisfies

$$G(u, v) = \frac{1}{n^2 \tau_w} \left( \sum_{T_1 \cup T_2 \in \mathcal{F}_2^+} |T_2| \tau_w(T_2) \omega(T_1 \cup T_2) - \sum_{T_1 \cup T_2 \in \mathcal{F}_2^+} |T_1| \tau_w(T_1) \omega(T_1 \cup T_2) \right),$$

where $\tau_w$ denotes the total weight of rooted spanning trees of $\Gamma$ with root $w$ and $\mathcal{F}_2^+$ denotes the family of rooted spanning 2-forests in $\Gamma$.

**Corollary 1.2.** For a simple connected graph $\Gamma$, the combinatorial Green’s function $G$ satisfies

$$G(u, v) = \frac{1}{n^2 \tau} \left( \sum_{T_1 \cup T_2 \in \mathcal{F}_2} |T_2|^2 - \sum_{T_1 \cup T_2 \in \mathcal{F}_2} |T_1||T_2| \right),$$

where $\tau$ is the number of (unrooted) spanning trees in $\Gamma$ and $\mathcal{F}_2$ denotes the family of (unrooted) spanning 2-forests in $\Gamma$.

**Corollary 1.3.** For a simple connected graph $\Gamma$ on $n$ vertices, the trace of the combinatorial Green’s function satisfies

$$\text{Tr}(G) = \frac{1}{n \tau} |\mathcal{F}_2^+|.$$
**Theorem 1.4.** For a strongly-connected weighted digraph $\Gamma$, the normalized Green’s function $G$ satisfies

$$G(u, v) = \frac{\sqrt{\tau_u \tau_v}}{\tau_v} \left(\sum_{T \cup V \in F_+^*} \pi(T) d_r(T) \omega(T \cup T) \right) - \sum_{T \cup V \in F_+^*} \pi(T) d_r(T) \omega(T \cup T),$$

where $\pi(T) = \sum_{z \in T} \pi_z$, the sum of stationary distributions of vertices in $T$.

**Corollary 1.5.** If $\Gamma$ is a connected simple graph, we have

$$G(u, v) = \frac{\sqrt{d_u d_v}}{\text{vol}(\Gamma) \tau} \left(\sum_{T \cup V \in F_+^*} \text{vol}(T) \omega(T \cup T) - \sum_{T \cup V \in F_+^*} \text{vol}(T) \text{vol}(T) \right).$$

**Corollary 1.6.** For a weighted strongly-connected digraph $\Gamma$, the normalized Green’s function $G$ satisfies

$$\text{Tr}(G) = \frac{1}{\sum_w d_w \tau_w} \sum_{T \cup V \in F_+^*} d_r(T) d_r(T) \omega(T \cup T).$$

**Corollary 1.7.** For a connected simple graph $\Gamma$, the trace of the normalized Green’s function $G$ satisfies

$$\text{Tr}(G) = \frac{1}{\tau \text{vol}(\Gamma)} \sum_{T \cup V \in F_+^*} \text{vol}(T) \text{vol}(T).$$

We remark that we stated some of the above corollaries for simple graphs since such expressions are most clean and elegant. One can state similar, and not much more complicated, formulas for weighted undirected graphs. Theorem 1.4 involves values of stationary distributions hence, strictly speaking, is not purely an enumeration of forests. Still, we can apply the Markov chain tree theorem (2) to Theorem 1.4 and obtain a combinatorial expression of $G$ involving only forest enumerations and degrees. Also, the normalized Laplacian $L$ is somewhat special so that its Moore–Penrose inverse equal to the group inverse (which is not true for $L$). These claims shall be further explained later.

This article is organized as follows: Section 2 includes detailed definitions and some useful facts. Section 3 contains the main proofs of our forest formulas as well as some examples. In Section 4, we apply our forest formulas to study random walks on graphs and digraphs. We consider the forest expressions for several probabilistic quantities, such as the hitting time, the
commute time, Kemeny’s constant, etc. and we derive some old or new identities/inequalities for these quantities using the forest interpretations.

2 | PRELIMINARIES

In this article, we use $\Gamma = (V, E)$ to denote a strongly-connected weighted digraph, where $V$ and $E$ are its vertex set and edge set, respectively. For each edge $e = (u, v)$ we denote its weight by $\omega(e) = \omega(u, v)$. It’s required that $\omega(u, v) = 0$ for $(u, v) \notin E$.

For simplicity, we do not allow loops in all (di-)graphs in this article. We also require the weights to be non-negative, although some of our forest formulas still hold if negative weights are allowed.

In this article, each digraph shall come with a total order on its vertex set for the purpose of its matrix representation. The adjacency matrix of $\Gamma$ is defined by

$$A(u, v) := \begin{cases} \omega(u, v), & \text{if } (u, v) \in E; \\ 0, & \text{otherwise.} \end{cases}$$

The transpose of a matrix $M$ is denoted as $M^*$.

For each vertex $u$, we define its (out-)degree to be $d_u := \sum_v \omega(u, v)$ and denote the matrix $D := \text{Diag}[d_u]$. The volume of a subset $U \subset V$ refers to the quantity $\text{vol}(U) := \sum_{u \in U} d_u$.

A typical random walk on $\Gamma$ is defined by the probability transition matrix $P := D^{-1}A$. If $\Gamma$ is strongly-connected, there’s a unique vector $(\pi_u)_{u \in V}$, satisfying $\pi_u > 0$ for all $u$, $\sum_u \pi_u = 1$, and $\pi^*P = \pi^*$ ([15] Section 1.3). We will call this vector the stationary distribution. (Although aperiodicity is a necessary condition for the convergence of a random walk, we note that a lazy walk with transition probability matrix $IP + \frac{2}{\triangledown}$ always converges to $\pi$.) We write $\Pi := \text{Diag}[\pi_u]$.

For a strongly-connected digraph $\Gamma$, the normalized Laplacian matrix is defined by $\mathcal{L} := \Pi^\frac{1}{2}(I - P)\Pi^{-\frac{1}{2}}$ (see [3]). For an undirected weighted graph $\Gamma$, the identity $\Pi = \text{vol}(\Gamma)^{-1}D$ is easy to verify and consequently we have $\mathcal{L} = D^\frac{1}{2}(I - P)D^{-\frac{1}{2}}$ as in [11].

The combinatorial Green’s function $G$ (resp. normalized Green’s function $\mathcal{G}$) is defined to be the Moore-Penrose pseudoinverse of the combinatorial Laplacian $L$ (resp. normalized Laplacian $\mathcal{L}$). There are many equivalent definitions of Moore-Penrose pseudoinverse, we refer our readers to [16]7.3.P7: Let $M$ be an $m$-by-$n$ matrix with singular value decomposition $M = X\Sigma Y^*$, then its Moore-Penrose pseudoinverse $M^+$ is $Y\Sigma^+X^*$ where $\Sigma^+$ is obtained from $\Sigma$ by replacing each nonzero singular value by its reciprocal and then taking the transpose.

Next, we turn to definitions and notations of rooted or unrooted forests. A $k$-forest is an undirected graph that has $k$ connected components and no cycles. A 1-forest is a tree. A rooted $k$-forest is a digraph, whose underlying graph structure is a $k$-forest, and each weakly-connected component has a vertex, called a root, such that every vertex in that component has a unique directed path to the root. A rooted 1-forest is called an in-tree or a rooted tree. A sub-digraph is said to be spanning if it contains all vertices of the ambient digraph. We denote by $\mathcal{F}^*_k$ the set of spanning rooted $k$-forests of the considered graph or digraph. When we are considering an undirected graph, we use $\mathcal{F}_k$ to denote the set of spanning unrooted $k$-forests.
For a rooted or unrooted $k$-forest $F$ of $\Gamma$, we define its weight as

$$\omega(F) = \prod_{e \in E(F)} \omega(e)$$

and for a vertex $u$ in $\Gamma$, we define

$$\tau_u = \sum_{T \in F; r(T) = u} \omega(T).$$

We remark that when $\Gamma$ is undirected, each vertex in a tree can be chosen as the root, so we have

$$\tau_u = \tau, \forall u \in V$$

where $\tau$ is the total weight of all spanning (unrooted) trees of $\Gamma$.

We shall use the following identity in our proof, known as the Markov chain tree theorem [19]:

$$\pi_u = \frac{d_u \tau_u}{\sum_v d_v \tau_v}. \quad (2)$$

We end this section by stating two results that will be used in the proofs later. The first one is called the all minors matrix tree theorem. The second one is a well-known trick in linear algebra.

**Theorem 2.1** (Chaiken [5]). Let $\Gamma = (V, E)$ be any weighted digraph with a total order on $V$, and $U, W$ two subsets of $V$ s.t. $|U| = |W|$. Write $U = \{u_1 < u_2 < \cdots < u_k\}$ and $W = \{w_1 < w_2 < \cdots < w_k\}$, then we have

$$\text{sgn}_V(U)\text{sgn}_V(W)\det \left( L_{\sigma, \pi} \right) = \sum_{\mu \in S_k} \text{sgn}((\mu) \sum_{T_1 \cup \cdots \cup T_k \in F^*_\pi} \omega(T_1 \cup \cdots \cup T_k),$$

where $L_{\sigma, \pi}$ denotes the submatrix of $L$ with rows (resp. columns) restricted to $U = V \setminus U$ (resp. $W = V \setminus W$) and $\text{sgn}_V(U)$ (similarly $\text{sgn}_V(W)$) is defined as $\text{sgn}_V(U) = (-1)^{\sum_{i \in U} v_i}$. Here $v_i$ means the $i$-th smallest vertex in the total order of $V$.

**Lemma 2.2** (Horn and Johnson [16] 0.8.12.3). Let $M, N$ be $n \times n$ matrices, then

$$\det(M + N) = \sum_{C \subseteq [n]} \det(M \leftarrow C N),$$

where $M \leftarrow C N$ is the matrix obtained by replacing the $C$-indexed columns of $M$ with the corresponding columns of $N$. 
3 PROOF OF MAIN RESULTS

We shall use the following lemma to compute the Moore-Penrose pseudoinverse.

Lemma 3.1. Let \( M \) be an \( n \times n \) matrix of rank \( n - 1 \) with left unit kernel \( x \) and right unit kernel \( y \), then we have \( \forall u, v \in [n], \)

\[
\frac{(-1)^{u+v}}{\det(M + xy^*)} \det(M_{\tau,\pi}) = (xy^*)(v, u).
\]

Moreover if \( M^+ \) is the Moore–Penrose pseudoinverse of \( M \), we have \( \forall u, v \in [n], \)

\[
\frac{(-1)^{u+v}}{\det(M + xy^*)} \sum_{c \notin i} \det((M \leftrightarrow x y^*)_{\tau,\pi}) = M^+(u, v).
\]

Proof. We deduce (4) from (3) first: By definition of Moore-Penrose pseudoinverse, \( M^+ = (M + xy^*)^{-1} - xy^* \). By Cramer’s rule and Lemma 2.2,

\[
M^+(u, v) = \frac{(-1)^{u+v}}{\det(M + xy^*)} \det((M + xy^*)_{\tau,\pi}) - xy^*(v, u) = \frac{(-1)^{u+v}}{\det(M + xy^*)} \sum_{C \subseteq [n] \setminus u} \det((M \leftrightarrow x y^*)_{\tau,\pi}) - xy^*(v, u).
\]

Notice that \( \det((M \leftrightarrow x y^*)_{\tau,\pi}) = 0 \) for \( |C| > 1 \) as any two columns of \( xy^* \) are dependent, so we only need to consider \( |C| = 0 \) or 1,

\[
M^+(u, v) = \frac{(-1)^{u+v}}{\det(M + xy^*)} \sum_{c \notin i} \det((M \leftrightarrow x y^*)_{\tau,\pi}) + \frac{(-1)^{u+v}}{\det(M + xy^*)} \det(M_{\tau,\pi}) - x y^*(v, u) = \frac{(-1)^{u+v}}{\det(M + xy^*)} \sum_{c \notin i} \det((M \leftrightarrow x y^*)_{\tau,\pi}), \text{ by identity (3)}.
\]

Now we deduce (3): The adjugate matrix of \( M \) satisfies \( \text{adj}(M)M = M \text{adj}(M) = 0 \). As both the left and right kernel of \( M \) has dimension 1, we have \( \text{adj}(M) = \rho x y^* \) for some constant \( \rho \). To prove (3), it suffices to show that \( \rho = \det(M + xy^*) \). Indeed,

\[
\det(M + xy^*) = \sum_{u \in [n]} \det(M \leftrightarrow xy^*), \text{ by Lemma 2.2}
\]

\[
= \sum_{u} \sum_{v} x y^*(v, u) (-1)^{u+v} \det(M)_{\tau,\pi}
\]

\[
= \sum_{u} \sum_{v} y u \text{adj}(M)(u, v) x v
\]

\[
= y^* \text{adj}(M)x = y^*(\rho x y^*)x = \rho,
\]
as both $x$ and $y$ are unit vectors.

We shall prove Theorem 1.1 in detail and sketch a proof for Theorem 1.4, as the latter is just a variation of the former proof.

**Proof of Theorem 1.1.** Our goal is to prove the following identity:

$$G(u, v) = \frac{1}{(n\sum w_2^2)} \sum_{a \neq u} \sum_{b \neq v} \tau_b \left( \sum_{T_i \in F^1_u} \omega(T_1 \cup T_2) - \sum_{T_i \in F^1_v} \omega(T_1 \cup T_2) \right).$$

(5)

Since for each rooted 2-forest with $v$ being one of the roots, the choice of $a$ is the size of the component that does not contain $u$, this identity indeed implies Theorem 1.1.

We apply Lemma 3.1 by taking $M = L$. From the definitions, the left unit null vector of $M$ is $x = \rho^{-1} \left( \frac{\pi_a}{d_a} \right)_{u \in V}$, where $\rho^2 = \sum_{w \in E} w^2 / d_w^2$ and the right unit null vector $y = \left( \frac{1}{\sqrt{n}}, \ldots, \frac{1}{\sqrt{n}} \right)^*$. We choose $N := xy^*$ so that we have $N(b, a) = \rho^{-1} \frac{\pi_a}{d_a} \frac{1}{\sqrt{n}}$.

First, we use Lemma 2.2 to compute $\det(M + N)$. Since $\text{rank}(N) = 1$ and $\text{rank}(M) = n - 1$, $\det(M \leftarrow N) = 0$ for $|C| > 1$ or $|C| = 0$. Hence,

$$\det(M + N) = \sum_{a} \det(M \leftarrow N) = \sum_{a} \sum_{b} (-1)^{a+b} N(b, a) \det(M_{\bar{a}, \bar{b}})$$

$$= \sum_{b} \sum_{a} \rho^{-1} \frac{\pi_a}{d_a} \frac{1}{\sqrt{n}} \text{sgn}_v(a) \text{sgn}_v(b) \det(L_{\bar{a}, \bar{b}})$$

$$= \sum_{b} \rho^{-1} \frac{\pi_a}{d_a} \frac{1}{\sqrt{n}} \sum_{a} \sum_{T_i \in F^1_v} \omega(T), \text{ by Theorem 2.1}$$

(6)

$$= \sum_{b} \rho^{-1} \frac{\pi_a}{d_a} \frac{1}{\sqrt{n}} \tau_b$$

$$= \rho^{-1} \frac{1}{\sqrt{n}} \sum_{a} \tau_a^2, \text{ by identity (2)}.$$ 

Then we compute the numerator in identity (4),

$$(-1)^{u+v} \sum_{a \neq u} \det \left( (M \leftarrow N)_{\bar{a}, \bar{b}} \right)$$

$$= \sum_{a \neq u} \sum_{b \neq v} \text{sgn}_v(u) \text{sgn}_v(v) \text{sgn}_a(a) \text{sgn}_a(b) N(b, a) \det \left( M_{[\bar{v}, \bar{b}], [u, \bar{a}]} \right)$$

$$= \sum_{a \neq u} \sum_{b \neq v} \text{sgn}_v(u) \text{sgn}_v(v) \text{sgn}_a(a) \text{sgn}_a(b) \rho^{-1} \frac{\pi_a}{d_a} \frac{1}{\sqrt{n}} \det \left( L_{[\bar{v}, \bar{b}], [u, \bar{a}]} \right)$$

$$= \frac{\rho^{-1}}{\sqrt{n}} \sum_{a \neq u} \sum_{b \neq v} \tau_b \text{sgn}_v(u) \text{sgn}_v(v) \text{sgn}_a(a) \text{sgn}_a(b) \det \left( L_{[\bar{v}, \bar{b}], [u, \bar{a}]} \right),$$

(7)
by using (2) again. For a fixed tuple of $a \neq u, b \neq v$, we have

$$\det \left( L_{\{u, b, \{u, a\}} \right) = \text{sgn}_v(\{v, b\}) \text{sgn}_v(\{u, a\}) \sum_F \text{sgn}(F) \omega(F)$$

(8)

where the $F$ runs over all 2-forests rooted at $v, b$ with $u, a$ in different components. The sign $\text{sgn}(F)$ is as described in Theorem 2.1.

Claim. When $F$ matches $u$ to $v$ and $a$ to $b$,

$$\text{sgn}_v(u) \text{sgn}_v(v) \text{sgn}_u(a) \text{sgn}_v(b) \text{sgn}_v(\{u, a\}) \text{sgn}_v(\{v, b\}) \text{sgn}(F) = 1;$$

(9)

When $F$ matches $a$ to $v$ and $u$ to $b$,

$$\text{sgn}_v(u) \text{sgn}_v(v) \text{sgn}_u(a) \text{sgn}_v(b) \text{sgn}_v(\{u, a\}) \text{sgn}_v(\{v, b\}) \text{sgn}(F) = -1.$$

(10)

To see this, if we assume $F$ matches $u$ to $v$ and $a$ to $b$, then $\text{sgn}(F)$ only depends on the relative position of $u, v, a, b$ in the total order of $V$. Suppose, say, $u < v < a < b$, then by definition $\text{sgn}(F) = 1$, $\text{sgn}_u(a) = -\text{sgn}_v(a)$ and $\text{sgn}_v(b) = -\text{sgn}_v(b)$. Together with $\text{sgn}_v(\{u, a\}) = \text{sgn}_v(u) \text{sgn}_v(v)$ and $\text{sgn}_v(\{v, b\}) = \text{sgn}_v(v) \text{sgn}_v(b)$, we conclude (9). The other case can be proved in a similar way, hence proving the claim.

By combining this sign pattern claim with identities (6), (7), and (8), we obtain (5) as desired.

**Sketched proof of Theorem 1.4.** Our goal is to establish the following identity:

$$G(u, v) = \frac{\sqrt{\pi_u \pi_v}}{\pi_v} \sum_{a \neq u} \sum_{b \neq v} \pi_a d_b \left( \sum_{T_1 \cup T_2 \in \mathbb{F}^+, u \in T_1, r(T_1) = v} \omega(T_1 \cup T_2) - \sum_{T_1 \cup T_2 \in \mathbb{F}^+, u \in T_1, r(T_1) = v} \omega(T_1 \cup T_2) \right).$$

(11)

Since for each rooted 2-forest with $v$ being one of the roots, the choice of $a$ gives the term $\pi(T_1)$ or $\pi(T_2)$, this identity implies Theorem 1.4.

We follow the proof of Theorem 1.1 with two different choices. When we apply Lemma 3.1, we choose $M = L = \Pi D^{-1} L \Pi^{-1}$. Both the left and right unit null vectors of $M$ are $x = y = \pi^{\frac{1}{2}}$. By taking $N := x^* y^*$ we have $N(b, a) = \sqrt{\pi_b \pi_a}$.

Another difference occurs when we take determinants of submatrices of $M$. Specifically, for a fixed tuple of $a \neq u, b \neq v$, we have

$$\det \left( M_{b, a} \right) = \left( \prod_c \frac{1}{d_c} \right) \frac{d_b}{\sqrt{\pi_b}} \sqrt{\pi_a} \det \left( L_{b, a} \right),$$

$$\det \left( M_{[b, [u, a]} \right) = \left( \prod_c \frac{1}{d_c} \right) \frac{d_b}{\sqrt{\pi_b}} \frac{d_v}{\sqrt{\pi_v}} \sqrt{\pi_u} \sqrt{\pi_a} \det \left( L_{[b, [u, a]} \right).$$
Using exactly the same arguments as in the proof of Theorem 1.1, we can conclude

\[
G(u, v) = \frac{d_u}{\left( \sum_v d_v \pi_v \right)} \left( \sum_{a \neq u} \sum_{b \neq v} \pi_a d_b \left( \sum_{T_1 \cup T_2 \in \mathcal{F}_2^+} \omega(T_1 \cup T_2) - \sum_{a \in T_1, r(T_1) = v} \sum_{u \in T_2, r(T_2) = b} \omega(T_1 \cup T_2) \right) \right).
\]

Then we apply (2) to show (11) as desired. □

Remark 3.2. One can apply (2) to replace terms involving \( \pi \)'s in (11). The resulting forest formula for \( G \) will be slightly more complicated so that the enumeration depends only on the forests and the degrees of vertices.

Remark 3.3. For \( \mathcal{L} \), as the proof shows, the left null vector space coincides with the right null vector space. In this case, \( \mathcal{L}G = GL \) as they are both the projection operator onto the orthogonal complement of \( \ker(\mathcal{L}) \). Thus, \( G \) is also the group inverse of \( \mathcal{L} \) (see [9]). In general, we do not have \( LG = GL \).

When \( \Gamma \) is a simple graph, all its subgraphs have weight 1. Using \( \Pi = \text{vol}(\Gamma)^{-1}D \), identity (1), and free choices of roots, one can easily deduce Corollary 1.2 from Theorem 1.1, Corollary 1.7 from Corollary 1.6, and Corollary 1.5 from Theorem 1.4. We briefly present the proofs of Corollary 1.3 and Corollary 1.6.

Proof of Corollary 1.3. From Corollary 1.2, we have

\[
G(u, u) = \frac{1}{n^2} \sum_{T_1 \cup T_2 \in \mathcal{F}_2} |T_2|^2.
\]

Thus,

\[
\text{Tr}(G) = \sum_u G(u, u)
\]

\[
= \frac{1}{n^2} \sum_{T_1 \cup T_2 \in \mathcal{F}_2} \left( \sum_{u \in T_1} |T_2|^2 + \sum_{u \in T_2} |T_1|^2 \right)
\]

\[
= \frac{1}{n^2} \sum_{T_1 \cup T_2 \in \mathcal{F}_2} (|T_1||T_2|^2 + |T_1|^2|T_2|)
\]

\[
= \frac{1}{n} \sum_{T_1 \cup T_2 \in \mathcal{F}_2} |T_1||T_2|
\]

\[
= \frac{1}{n} \sum_{T_1 \cup T_2 \in \mathcal{F}_2^+} 1
\]

\[
= \frac{1}{n} |\mathcal{F}_2^+|,
\]
Proof of Corollary 1.6. By Theorem 1.4,

\[
\text{Tr}(G) = \sum_u \sum_w d_u \sum_{T_u \cup T_v \in F^*_2 \atop u = r(T_i)} \pi(T_2) d_{r(T_i)} \omega(T_1 \cup T_2)
\]

\[
= \sum_u \sum_w d_u \sum_{T_u \cup T_v \in F^*_2 \atop u = r(T_i)} \pi(T_2) d_{r(T_i)} d_{r(T_j)} \omega(T_1 \cup T_2)
\]

\[
= \frac{1}{\sum_w d_w \tau_w \sum_{T_u \cup T_v \in F^*_2 \atop u = r(T_i)} (\pi(T_2) + \pi(T_1)) d_{r(T_i)} d_{r(T_j)} \omega(T_1 \cup T_2)}
\]

\[
= \frac{1}{\sum_w d_w \tau_w \sum_{T_u \cup T_v \in F^*_2 \atop u = r(T_i)} d_{r(T_i)} d_{r(T_j)} \omega(T_1 \cup T_2)},
\]

as desired.

Example 3.4. For the simple graph \( \Gamma_1 \) in Figure 1, the nontrivial eigenvalues of the combinatorial Laplacian \( L \) are 2, 4, 4. Therefore the trace of the Green’s function \( G \) is

\[
\text{Tr}(G) = \frac{1}{2} + \frac{1}{4} + \frac{1}{4} = 1.
\]

It is easily checked that there are 8 spanning trees and the number of 2-rooted spanning forests is 32 in \( \Gamma \). The forest formula in Theorem 1.3 states that

\[
\text{Tr}(G) = \frac{1}{n} \cdot 32 = \frac{32}{4 \cdot 8} = 1.
\]

Example 3.5. For the digraph \( \Gamma_2 \) in Figure 1, let’s label its vertices as in Figure 2 and assume each edge has unit weight. It’s easy to check that \( \tau_a = \tau_b = 2 \) and \( \tau_c = \tau_d = 1 \). Figure 2 also lists all the rooted 2-forests with one root being \( b \), then we can read from Theorem 1.1 that

\[
G(a, b) = \frac{1}{4(1^2 + 1^2 + 2^2 + 2^2)} (1 - 1 - 2 - 6 - 6) = -\frac{7}{20},
\]

which can also be checked computationally.

4 | FOREST FORMULA FOR HITTING TIMES AND APPLICATIONS

In this section, we will use the forest formula of the Green’s function to examine several invariants arising in random walks on graphs or digraphs. First, we will derive the combinatorial expression for the hitting time \( H(u, v) \), that is, the expected length of the random walk on \( \Gamma \).
starting at $u$ and ending at $v$. Using the forest formula of hitting times, we can give combinatorial proofs of old and new results related. For example, we prove the Kemeny’s constant of a digraph with $n$ vertices is at least $\frac{n-1}{2}$, which is a tight lower bound achieved by directed cycles.

We state the connection between the Green’s function $G$ and the hitting time $H(u, v)$. The following identity was first established for undirected graphs in [13] and was generalized to strongly-connected digraphs in [3].

$$H(u, v) = \frac{G(v, v)}{\pi(v)} - \frac{G(u, v)}{\sqrt{\pi(u)\pi(v)}}.$$ (12)

The following hitting time formula is also obtained in [10] using group inverse techniques.

**Theorem 4.1.** In a graph $\Gamma$, we have the following formula for the hitting time $H(u, v)$.

(i) If $\Gamma$ is a weighted strongly-connected digraph, then

$$H(u, v) = \frac{1}{\tau_v} \sum_{T_1 \cup T_2 \in F^*_2} d_{r(T)} \omega(T_1 \cup T_2).$$

(ii) If additional to (i), $e = (v, u)$ is an edge, then

$$H(u, v) = \frac{1}{\tau_v w(e)} \sum_{T \in T^*_e} d_{r(T)} \omega(T),$$

where $T^*_e$ denotes the set of all in-trees containing the edge $e$.

(iii) If $\Gamma$ is a weighted connected undirected graph, then

$$H(u, v) = \frac{1}{\tau} \sum_{T_1 \cup T_2 \in F_2} \text{vol}(T_2) \omega(T_1 \cup T_2).$$
Proof. From Theorem 1.4, we have

\[ \mathcal{G}(v, v) = \frac{1}{\pi_v} \sum_{T_1 \cup T_2 \in F^*_2} \pi(T_2) d_{r(T_2)} \omega(T_1 \cup T_2). \]

We also have

\[ \mathcal{G}(u, v) = \frac{1}{\pi_u \pi_v} \left( \sum_{T_1 \cup T_2 \in F^*_2} \pi(T_2) d_{r(T_2)} \omega(T_1 \cup T_2) - \sum_{T_1 \cup T_2 \in F^*_2} \pi(T_1) d_{r(T_1)} \omega(T_1 \cup T_2) \right). \]

Since \( \pi(T_1) + \pi(T_2) = 1 \) when \( T_1 \cup T_2 \) is spanning, we have

\[ H(u, v) = \frac{\mathcal{G}(v, v)}{\pi_v} - \frac{\mathcal{G}(u, v)}{\sqrt{\pi_u \pi_v}} = \frac{1}{\tau_v} \left( \sum_{T_1 \cup T_2 \in F^*_2} \pi(T_2) d_{r(T_2)} \omega(T_1 \cup T_2) + \sum_{T_1 \cup T_2 \in F^*_2} \pi(T_1) d_{r(T_1)} \omega(T_1 \cup T_2) \right) = \frac{1}{\tau_v} \sum_{T_1 \cup T_2 \in F^*_2} d_{r(T_2)} \omega(T_1 \cup T_2), \]

proving (i).

If \( e = (v, u) \) is an edge, the above expression can be further simplified since \( T_1 \cup T_2 \cup e \) forms an in-tree. We have

\[ H(u, v) = \frac{1}{\tau_v} \sum_{T_e \subseteq F^*_2} d_{r(T_e)} \omega(T_e) \omega(T_2 \cup e) = \frac{1}{\tau_v \omega(e)} \sum_{T_e \subseteq F^*_2} d_{r(T_e)} \omega(T_e), \]

proving (ii).

(iii) follows from (i) by (1) and free choices of roots.

The commute time \( C(u, v) \) is the expected time for a random walk starting from \( u \), reaching \( v \), and then returning to \( u \). Namely,

\[ C(u, v) = H(u, v) + H(v, u). \]

The following simple expression of the commute time is an immediate consequence of Theorem 4.1. A forest expression for commute times of digraphs is still complicated.
Corollary 4.2. If \( \Gamma \) is a connected weighted undirected graph, then

\[
C(u, v) = \frac{\text{vol}(\Gamma)}{\tau} \sum_{T \cup T' \in \mathcal{F}_2} w(T \cup T')
\]

If \( e = \{u, v\} \) is an edge of \( \Gamma \), then

\[
C(u, v) = \frac{\tau_e}{\tau_\omega(e)} \text{vol}(\Gamma)
\]

where \( \tau_e \) denotes the total weight of all spanning trees containing \( e \).

The return time is the expected length of a random walk to return to its starting vertex. The following is a classical result about return time. We present a new proof similar to but simpler than [21] Theorem 4.5.

Corollary 4.3. If \( v \) is a vertex of a strongly-connected weighted digraph \( \Gamma \), then the expected return time \( R(v) \), with starting vertex \( v \), is \( \frac{\sum_w d_w \tau_w}{d_v \tau_v} = \pi_v^{-1} \).

Proof. Write \( N^+_v := \{u \in V; (v, u) \in E\} \). Using Theorem 4.1, the return time is

\[
R(v) = 1 + \frac{\sum_{u \in N^+_v} \omega(v, u)}{d_v} H(u, v)
\]

\[
= 1 + \frac{1}{d_v \tau_v} \sum_{b \neq v} d_b \sum_{T \cup T' \in \mathcal{F}_2} \omega(T \cup T' \cup (v, u)).
\]

It suffices to note that \( T \cup T' \cup (v, u) \) forms an in-tree with root \( b \) and each such in-tree appears in the summation of RHS exactly once. Thus, we have

\[
R(v) = 1 + \frac{\sum_{b \neq v} d_b \tau_b}{d_v \tau_v} = \sum_{b \neq v} \frac{d_b \tau_b}{d_v \tau_v} = \pi_v^{-1},
\]

by identity (2) as wanted.

Kemeny’s constant is the expected number of steps required for a random walk starting from a specified vertex to reach a random vertex sampled from the stationary distribution. Surprisingly, this quantity does not depend on which starting state is chosen ([17], see also [20] Exercise 2.48).

Corollary 4.4. In a graph \( \Gamma \), Kemeny’s constant \( \kappa = \sum_v H(u, v) \pi_v \) satisfies the following:

(i) If \( \Gamma \) is a weighted strongly-connected digraph, then
\[ \kappa = \frac{1}{\sum_w d_w \tau_w} \sum_{T_1 \cup T_2 \in F_2^+} d_r(T_1) d_r(T_2) \omega(T_1 \cup T_2) = \text{Tr}(G). \]

In particular this quantity is independent of the choice of \( u \).

(ii) If \( \Gamma \) is a weighted connected undirected graph, then

\[ \kappa = \frac{1}{\text{vol}(\Gamma)\tau} \sum_{T_1 \cup T_2 \in F_2} \text{vol}(T_1) \text{vol}(T_2) \omega(T_1 \cup T_2) = \text{Tr}(G). \]

**Proof.** We have, for any vertex \( u \),

\[ \kappa = \sum_v H(u, v) \pi_v \]
\[ = \sum_v \frac{\pi_v}{\tau_v} \sum_{T_1 \cup T_2 \in F_2^+} d_r(T_2) \omega(T_1 \cup T_2) \]
\[ = \sum_v \frac{1}{\sum_w d_w \tau_w} \sum_{T_1 \cup T_2 \in F_2^+} d_v d_r(T_2) \omega(T_1 \cup T_2) \]
\[ = \frac{1}{\sum_w d_w \tau_w} \sum_{T_1 \cup T_2 \in F_2^+} d_r(T_1) d_r(T_2) \omega(T_1 \cup T_2) = \text{Tr}(G), \]

where the last line is based on Corollary 1.6.

(ii) follows from (i) by (1) and free choices of roots. \[ \square \]

The forest expression of Kemeny’s constant was mentioned in [10] but the equality to the trace of the normalized Green’s function was not.

The following is an analogue of Corollary 4.4 for the combinatorial Green’s function.

**Corollary 4.5.** If \( \Gamma \) is a connected simple graph, we have

\[ \sum_u \sum_v H(u, v) = \frac{\text{vol}(\Gamma)}{\tau} \sum_{T_1 \cup T_2 \in F_2} |T_1||T_2| = \text{vol}(\Gamma) n \text{Tr}(G). \]

**Proof.** By Theorem 4.1, we have

\[ \sum_u \sum_v H(u, v) = \sum_u \sum_v \frac{1}{\tau} \sum_{T_1 \cup T_2 \in F_2} \text{vol}(T_2) \]
\[ = \frac{1}{\tau} \sum_{T_1 \cup T_2 \in F_2} \left( \sum_{u \in T_1} \sum_v \text{vol}(T_2) + \sum_{u \notin T_1} \sum_v \text{vol}(T_1) \right) \]
\[ = \frac{1}{\tau} \sum_{T_1 \cup T_2 \in F_2} |T_1||T_2| (\text{vol}(T_1) + \text{vol}(T_2)) \]
\[ = \frac{\text{vol}(\Gamma)}{\tau} \sum_{T_1 \cup T_2 \in F_2} |T_1||T_2| \]
\[ = \frac{\text{vol}(\Gamma)}{\tau} |F_2^+| = \text{vol}(\Gamma) n \text{Tr}(G), \]
by Corollary 1.3.

We can use the forest formula of the hitting time to establish the following tight lower bound for Kemey's constant.

**Theorem 4.6.** For a strongly-connected weighted digraph $\Gamma$, its Kemeny's constant is at least $\frac{n-1}{2}$ with equality if and only if $\Gamma$ is a directed cycle.

**Proof.** We rewrite $\kappa$ in Corollary 4.4 as

$$\sum_v H(u, v)\pi(v) = \frac{1}{2} \sum_v d_w \tau_w \sum_v \sum_{T_1 \cup T_2 \in F_2^w} d_w d_v \omega(T_1 \cup T_2),$$

where the factor $\frac{1}{2}$ is because of the latter summation running over each rooted 2-forest twice.

It suffices to show that for any $w$,

$$\sum_v \sum_{T_1 \cup T_2 \in F_2^w} d_w d_v \omega(T_1 \cup T_2) \geq (n - 1) d_w \tau_w.$$

For a 2-forest $T_1 \cup T_2$, let $E(r(T_2), T_1)$ denote the set of edges $(r(T_2), z)$ with $z \in T_1$. We have

$$\sum_v \sum_{T_1 \cup T_2 \in F_2^w} d_w d_v \omega(T_1 \cup T_2)$$

$$\geq \sum_v \sum_{T_1 \cup T_2 \in F_2^w} \sum_{e \in E(r(T_2), T_1)} d_w \omega(T_1 \cup T_2 \cup e)$$

$$= (n - 1) d_w \tau_w,$$

since $T_1 \cup T_2 \cup e$ forms an in-tree with root $w$ and each in-tree $T$ with root $w$ appears in the last summation of above inequality exactly $n - 1$ times based on the fact that deleting each of the $n - 1$ edges of $T$ results a rooted 2-forest with a unique edge $e$.

From the above proof, the equality holds if and only if for any 2-forest $T_1 \cup T_2$ rooted at any pair $(w, v)$, all edges leaving $v$ are in $E(r(T_2), T_1)$. This is equivalent to each vertex having only one out-edge. Indeed, suppose $(v, w_1), (v, w_2)$ both present in $\Gamma$. Take an in-tree $T$ with root $v$ and let $w$ be the one in $\{w_1, w_2\}$ having a longer distance to $v$ in $T$ and $w'$ the other. Delete the edge $e$ starting at $w$ in $T$, we obtain a rooted 2-forest $T_1 \cup T_2$ rooted at pair $(w, v)$ with $(v, w') \notin E(r(T_2), T_1)$. Finally, a strongly-connected digraph with each vertex having only one out-edge must be a directed cycle.

In a graph representing an electrical network with each edge representing a unit resistor (or a resistor of weight $1/w_i$). For an edge $(u, v)$, the effective resistance $R_{\text{eff}}(u, v)$ is the potential difference induced by injecting a unit current into a vertex $u$ and extracting a unit current from
another vertex \(v\). The effective resistance can be used to give general bounds to the hitting time (see [6]). To be precise, \(R_{\text{eff}}(u, v)\) can be computed by using the Green’s function \(G\):

\[
R_{\text{eff}}(u, v) = G(u, u) + G(v, v) - G(u, v) - G(v, u).
\]

**Corollary 4.7.** In a connected weighted undirected graph \(\Gamma\) with an edge \(e = \{u, v\}\), we have

\[
R_{\text{eff}}(u, v) = \frac{\tau_e}{\tau_\omega(e)}.
\]

**Proof.** From Theorem 1.1, we have the weighted version of Corollary 1.2:

\[
G(u, v) = \frac{1}{n^2\tau} \left( \sum_{T \cup T_2 \in F_2, \ v \in T} |T| \omega(T \cup T_2) - \sum_{T \cup T_2 \in F_2, \ u \in T, \ v = r(T)} |T||T_2| \omega(T \cup T_2) \right).
\]

Thus, we have

\[
G(v, v) - G(u, v) = \frac{1}{n^2\tau} \left( \sum_{T \cup T_2 \in F_2, \ v \in T} |T_2|^2 \omega(T \cup T_2) - \frac{1}{n^2\tau} \left( \sum_{T \cup T_2 \in F_2, \ u, v \in T} |T_2|^2 \omega(T \cup T_2) - \sum_{T \cup T_2 \in F_2, \ u \in T, \ v \in T} |T_2| \omega(T \cup T_2) \right) \right.
\]

\[
= \frac{1}{n^2\tau} \sum_{T \cup T_2 \in F_2, \ u \in T, \ v \in T} |T_2| \omega(T \cup T_2).
\]

Similarly,

\[
G(u, u) - G(v, u) = \frac{1}{n^2\tau} \sum_{T \cup T_2 \in F_2, \ u \in T, \ v \in T} |T_1| \omega(T \cup T_2).
\]

Together, we have

\[
R_{\text{eff}}(u, v) = \frac{1}{n^2\tau} \sum_{T \cup T_2 \in F_2, \ u \in T, \ v \in T} (|T_1| + |T_2|) \omega(T \cup T_2)
\]

\[
= \frac{1}{\tau_\omega(e)} \sum_{T \in T_\omega} \omega(T)
\]

\[
= \frac{\tau_e}{\tau_\omega(e)}.
\]
where $\mathcal{T}_e$ is the set of all (unrooted) trees containing the edge $e$.

For digraphs, the expression for $R_{\text{eff}}$ is not as elegant. Nevertheless, we use the forest formula to derive several general upper bounds for hitting time.

Here are generalizations of Corollary 3.4 and Corollary 3.5 in [8], originally obtained for undirected graphs using Chung-Yau invariants.

**Theorem 4.8.** Suppose $\Gamma$ is a strongly-connected weighted digraph.

(i) For an edge $e = (v, u)$, we have

$$H(u, v) \leq \frac{d_v}{\omega(v, u)} \left(\pi_v^{-1} - 1\right).$$

(ii) For distinct vertices $u, v$, let $R$ denote the set of vertices $b$ such that there exists a direct path from $u$ to $b$ without passing $v$. Then

$$H(u, v) \leq \max_{b \in R} \frac{d_b}{\omega(b, v)}.$$

**Proof.** By Theorem 4.1, we have

$$H(u, v) = \frac{1}{\tau_v \omega(v, u)} \sum_{b \neq v} d_b \sum_{T_1 \cup T_2 \in \mathcal{T}_*^+} \omega(T_1 \cup T_2) \sum_{u \in T_1, v = r(T_1)} \omega(T_2)$$

$$= \frac{1}{\tau_v \omega(v, u)} \sum_{b \neq v} d_b \sum_{T_1 \cup T_2 \in \mathcal{T}_*^+} \omega(T_1 \cup T_2 \cup (v, u)) \sum_{T_2 : b = r(T_2)} \omega(T_2)$$

$$= \frac{1}{\tau_v \omega(v, u)} \sum_{b \neq v} d_b \sum_{T \in \mathcal{T}_*^+} \omega(T) \sum_{b = r(T)} \omega(T)$$

$$\leq \frac{1}{\tau_v \omega(v, u)} \left( \sum_{b} d_b \tau_b - d_v \tau_v \right)$$

$$= \frac{d_v}{\omega(v, u)} \left( \frac{\sum_{b} d_b \tau_b}{d_v \tau_v} - 1 \right)$$

$$= \frac{d_v}{\omega(v, u)} \left( \pi_v^{-1} - 1 \right),$$

proving (i).

For (ii) we assume $(b, v) \in E$ for each $b \in R$, otherwise RHS of the inequality is infinity and there’s nothing to prove. Note that any 2-forest $T_1 \cup T_2 \in \mathcal{F}_2^*$ with $u \in T_2, r(T_1) = v$ and $r(T_2) = b$ guarantees $b \in R$, hence Theorem 4.1 gives,
\[ H(u, v) = \frac{1}{\tau_\omega (v, u)} \sum_{b \neq v} d_b \sum_{T_1 \cup T_2 \in \mathcal{F}_2^+} \omega(T_1 \cup T_2) \]
\[ = \frac{1}{\tau_\omega (v, u)} \sum_{b \neq v} d_b \sum_{T_1 \cup T_2 \in \mathcal{F}_2^+} \omega(T_1 \cup T_2 \cup (b, v)) \]
\[ \leq \max_{b \in P} \left\{ \frac{d_b}{\omega(b, v)} \right\} \frac{1}{\tau_\omega (v, u)} \sum_{b \neq v} \omega(T_1 \cup T_2 \cup (b, v)). \]

It suffices to note that \(T_1 \cup T_2 \cup (b, v)\) is an in-tree rooted at \(v\) and each such an in-tree appears in the summand of RHS at most once. \(\square\)

For the case of undirected graphs, the upper bound for the hitting time can be further improved.

**Theorem 4.9.** In a connected weighted undirected graph \(\Gamma\), if \(\{u, v\}\) is an edge, then

\[ H(u, v) = (\text{vol}(\Gamma) - d_v)R_{\text{eff}}(u, v). \]

If \(u\) and \(v\) are not adjacent, let \(P\) denote a path connecting \(u\) and \(v\) with length \(l\). Then we have

\[ H(u, v) \leq l\text{vol}(\Gamma) \max_{e \in E(P)} R_{\text{eff}}(e). \]

**Proof.** We follow the proof of Theorem 4.8. If \(\{u, v\}\) is an edge, we have

\[ H(u, v) = \frac{1}{\tau_\omega (v, u)} \sum_{b \neq v} d_b \sum_{T \in \mathcal{F}_*, b = r(T)} \omega(T) \]
\[ = \sum_{b \neq v} d_b \frac{\tau_e}{\tau_\omega (v, u)} \]
\[ = \left( \sum_{b} d_b - d_v \right)R_{\text{eff}}(u, v) \]
\[ = (\text{vol}(\Gamma) - d_v)R_{\text{eff}}(u, v), \]

by using Theorem 4.7.

If \(u\) and \(v\) are not adjacent and are connected by a path \(P\), from the subadditivity of the hitting time, we have

\[ H(u, v) \leq \sum_{e \in E(P)} H(e) \leq l\text{vol}(\Gamma) \max_{e \in E(P)} R_{\text{eff}}(e). \]

This completes the proof of Theorem 4.9 \(\square\)
As an immediate consequence of Theorem 4.9, we have the following upper bound for the maximal hitting time of an undirected graph.

**Corollary 4.10.** For a weighted connected undirected graph $\Gamma$, the maximal hitting time satisfies

$$\max_{u,v} H(u,v) \leq \text{vol}(\Gamma)\text{diam}(\Gamma)R_{\text{eff}}$$

where $\text{diam}(\Gamma)$ denotes the diameter of $\Gamma$ and $R_{\text{eff}}$ is the maximum $R_{\text{eff}}(e)$ among all edges $e$ in $\Gamma$.

For connected simple graphs on $n$ vertices, the maximum hitting time is defined by

$$H^*(n) = \max_{\Gamma} \max_{u,v} H(u,v),$$

where $|V(\Gamma)| = n$.

The upper bound of hitting time given in Theorem 4.9 gives an immediate upper bound of order $\Omega(n^3)$ for the maximum hitting time. In [4], Winkler and Brightwell showed that $H^*(n)$ is of order $\frac{4}{27}n^3$ and determined the extremal graphs as the lollipop graphs.

For unweighted digraphs, the story is quite different. We will use the example given in [1] that achieves the maximum principal ratio $\gamma(n)$ that is defined to be the ratio of the maximum to minimum values in the stationary distribution in a strongly-connected digraph on $n$ vertices with all edge-weights being 1. It was shown in [1] that $\gamma(n) = \left(\frac{2}{3} + o(1)\right)(n - 1)!$.

We consider a digraph $\Gamma(n)$ with vertex set $\{v_1, v_2, ..., v_n\}$ and edge set

$$E(\Gamma(n)) = \{(v_i, v_{i+1}) : 1 \leq i \leq n - 1\} \cup \{(v_j, v_i) : 1 \leq i < j \leq n - 1\} \cup \{(v_n, v_1)\}.$$ We require $n \geq 3$ and $\Gamma(5)$ is illustrated in Figure 3.

Now we choose $u = v_1$ and $v = v_n$. To compute $H(u,v)$, we note that $\tau_v = 1$ and all in-tree with root $v$ must be a path. However, there are abundant choices for $T_2$ in the forest formula for $H(u,v)$ in Theorem 4.1. If $v_i$ is the root of $T_2$, then there is some $j \geq i$ such that $T_1$ is a path from $v_{j+1}$ to $v$ and there are at least $i^{j-i}$ choices for $T_2$. Hence

$$H(u,v) \geq \sum_{i=1}^{n-1} i \cdot \sum_{j=i}^{n-1} i^{j-i}.$$
A rough calculation gives a lower bound for the above:

\[ H(u, v) \geq \max_i(i^{n-i}) \approx e^{n\log n \left(1 - \frac{\log \log n}{\log n}\right)}. \]

In the other direction, there are at most \((n - 1) \cdot n^{n-2}\) rooted 2-forests on \(n\) vertices. To see this, we use the facts that the complete graph has the most rooted 2-forests and the combinatorial Laplacian of \(K_n\) has eigenvalue 0 with multiplicity 1 and eigenvalue \(n\) with multiplicity \(n - 1\). By applying Theorem 2 in [12], the number of rooted 2-forest in the complete graph on \(n\) vertices is exactly \((n - 1) \cdot n^{n-2}\). Now we can use the forest formula in Theorem 4.1 to establish the following crude upper bound for the hitting time \(H(u, v)\):

\[ H(u, v) \leq n^n = e^{n\log n}, \]

for any two vertices \(u\) and \(v\) in any directed weighted digraph on \(n\) vertices.
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