Floquet analysis on a viscous half-cylindrical fluid surface subject to a time-periodic radial acceleration
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Parametrically excited standing waves are observed on a half-cylindrical fluid surface. These are the cylindrical analog of Faraday instability in a flat surface or spherical droplet. Using the Floquet technique, linear stability analysis has been investigated on a viscous half-cylindrical fluid surface, which is subjected to a time-periodic radial acceleration. Viscosity has a significant impact on the critical forcing amplitude as well as the dispersion relation of the non-axis symmetric patterns. The effect of viscosity on onset parameters of the pattern with azimuthal wavenumber, \( m = 1 \), has shown different dependency from \( m > 1 \). The effect of viscosity increases with an increasing \( m \) is also observed.
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I. INTRODUCTION

Interfacial instability occurs between the surfaces of two different fluids due to the application of a time-periodic vertical acceleration, has been known as Faraday Instability. This type of parametrically excited standing wave pattern was first observed by Faraday\textsuperscript{1} in 1831 [see for a review\textsuperscript{2}]. The excited surface waves have a frequency either half\textsuperscript{1,4} or equal to\textsuperscript{1,4} that of the forcing frequency. Experiments\textsuperscript{1,5,6} with low viscous fluid have shown a square pattern at the near onset. Benjamin and Ursell\textsuperscript{7} first came with a theory where they converted the linear non-viscous dynamical equations to a Mathieu equation. According to their theory, the fluid surface is unstable inside the tongue-like boundary, which is plotted in the parameter space of the axial wavenumber \( k \) and the forcing amplitude \( a \). Later experiments with viscous fluid showed stripes\textsuperscript{8}, regular tri-angular patterns\textsuperscript{9}, competing hexagons and triangles pattern\textsuperscript{10}. These observations could not be explained by the theory of Benjamin and Ursell\textsuperscript{7}. Kumar\textsuperscript{4}, and Kumar and Tuckerman\textsuperscript{11} converted linear viscous Navier-Stokes equations to a finding of eigenvalue problem using Floquet theory. This fundamental viscous theory\textsuperscript{4,11} helps to understand the mechanisms behind pattern selection on the fluid surface.

On the other hand, instability on the curved fluid surface\textsuperscript{12–29} also has a great interest in the scientific community. These have a wide application in measuring surface tension, studying pattern formation, micro-fluidic devices, controlling jet breakup, fluid atomization, coating, and drug delivery, etc. A sphere and a cylinder are the two basic elements in the group of curved geometry. A spherical liquid drop and a cylindrical jet are examples of two basic states which are formed due to surface tension.

Kelvin\textsuperscript{12}, Rayleigh\textsuperscript{13}, and Lamb\textsuperscript{14} derived natural frequency of the spherical drop when it is slightly perturbed from its equilibrium shape. Viscous correction of this problem was accomplished by Reid\textsuperscript{15}, Chandrasekhar\textsuperscript{16} and Miller and Scriven\textsuperscript{17}. When a liquid jet is falling under gravity, it breaks up into a smaller packet of equal volume, but with less surface area is called Rayleigh-Plateau (RP) instability. Plateau\textsuperscript{18} and Rayleigh\textsuperscript{13} derived dispersion relation of the liquid jet. Plateau\textsuperscript{18} remarked that a liquid jet was
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stable for all purely non-axis symmetric deformations and was unstable for axis-symmetric varicose deformations with wavelengths exceeding the circumference of the cylinder. Later viscous-extension of the dispersion relation of the axis-symmetric mode of RP instability was executed by Rayleigh, Bohr, and Chandrasekhar. These relations were verified by using Direct numerical simulation (DNS).

When acoustically or magnetically levitated the spherical liquid drop is subjected to a time-periodic modulation, or the drops or puddles are weakly pinned to a time-periodic oscillating surface, star-like patterns are excited. These observations are emphatically explained by Adou and Tuckerman, considering the Faraday instability on the surface of the spherical drops subject to a time-periodic radial vibration. They did Floquet analysis, which is the spherical analog of the work of Kumar, and Kumar and Tuckerman. Using the Floquet analysis, Li et al. showed the effect of outside inviscid medium on the Faraday instability over the surface of the spherical drop. As spherical liquid drop is pronounced due to less surface area of the drop, studying Faraday instability experimentally on the spherical surface is more relaxed than a cylindrical one. Except for jet, it is challenging to form a stable cylindrical fluid surface. However, our recent experiment shows a half-cylindrical water surface, whose radius is much less than its length, where different types of non-axis symmetric patterns are parametrically excited due to the application of vertical vibration. Moreover, in this study, the stable modes of a cylindrical jet under RP instability was unstable in the half-cylinder subject to a time-periodic vertical vibration. In the laboratory, it is challenging to produce a purely spherical, cylindrical, or half-cylindrical fluid surface; instead, these pure states are possible in the gravity-free region.

In this article, linear stability analysis is carried out on a viscous half-cylindrical fluid surface subject to a time-periodic radial acceleration. As the main focus of the article is on the surface tension driven instability, i.e., capillary instability, the effect of gravity is neglected throughout my study. It is a cylindrical extension of the work done by Kumar and Kumar and Tuckerman in plane geometry and Adou and Tuckerman, and Li et al. in spherical drop. The effect of viscosity on the instability onsets of the non-axis symmetric patterns is presented here in detail. Since the cylinder is half by shape and the flat fluid surface is rigidly fixed to the horizontal plane, only non-axis symmetric perturbations make unstable the system. The paper is presented as follows in Sec.II, the mathematical formulations, including the governing hydrodynamical equations and linearization of the equations are presented. In Sec.III, solutions are done using the Floquet method for the ideal and viscous fluids. The results are also discussed in this section in detail, finally, in Sec.IV, conclusions are made over the whole manuscript.

II. MATHEMATICAL FORMULATIONS

A. Governing hydrodynamic equations of motion

Consider an incompressible viscous fluid element which is confined by an infinite half-cylindrical free surface of radius $R$, is subjected to a uniform radial sinusoidal acceleration. A cylindrical coordinate system is chosen with the $z$ axis coincident with the axis of the half-cylinder. The angle $\theta$ is measured from the line of intersection of the $r\theta$-plane with the horizontal plane in the counter-clockwise direction. In Fig. 1, schematic diagrams of the considered system are shown. The motion of fluid element is governed by Navies-Stokes equations.

\[
 \rho \left[ \frac{\partial U}{\partial t} + (U \cdot \nabla)U \right] = -\nabla P + \mu \nabla^2 U + \rho G(t),
\]

(1)

\[
 \nabla \cdot U = 0,
\]

(2)
FIG. 1. Schematic diagrams of a static half-cylindrical fluid surface subject to a time periodic radial acceleration (a) angled view of the half-cylinder (b) (zoomed view) seen along the axis of the cylinder (Z axis).

where \( U, P, \rho \) and \( \mu \) represents velocity, pressure, density and dynamical viscosity of the fluid, respectively. Throughout the manuscript vector quantities are presented using bold representation of it. \( \hat{r} \) represents unit vector along the radial direction in cylindrical coordinate system \((r, \theta, z)\). \( G(t) \) is external sinusoidal radial acceleration given by

\[
G(t) = -a \cos(\omega t) \hat{r} = G(t) \hat{r}.
\]  

(3)

Where \( \omega = 2\pi f; f, a \) are external driving frequency and amplitude, respectively. As for viscous fluid \( a \gg g \), the effect of gravitational acceleration, \( g \), is neglected in the study.

When the surface of fluid is deformed due to external acceleration, then fluid interface is located at

\[
r = R + \eta(\theta, z, t),
\]  

(4)

where \( \eta \) is the surface deformation.

The surface of fluid is defined by

\[
F(r, \theta, z, t) = r - [R + \eta(\theta, z, t)] = 0.
\]  

(5)

The kinematic boundary condition at the fluid surface is given by

\[
\frac{\partial F}{\partial t} + (U \cdot \nabla) F = 0.
\]  

(6)

Using Eq. (3), kinematics boundary condition reads as

\[
\frac{\partial \eta}{\partial t} + (U \cdot \nabla) \eta = U_r|_{r=R+\eta}.
\]  

(7)

Interfacial stress balance condition is defined by

\[
n \cdot \tilde{\Pi} - n \cdot \Pi = \sigma n (\nabla \cdot n) - \nabla \sigma,
\]  

(8)

where \( \sigma \) is the surface tension coefficient of the fluid, and \( n \) represents the unit outward normal to the surface. \( \Pi \) and \( \tilde{\Pi} \) represent stress tensor of the working fluid and the outside medium, respectively.

Stress tensor of the fluid element can be written as

\[
n \cdot \Pi = -P I_d + \mu[\nabla U + (\nabla U)^T],
\]  

(9)
where \( I_d \) represent unit vectors.

Neglecting the effect of the outside medium and considering uniform surface tension of the fluid, normal stress balance condition can be expressed as

\[
- n \cdot \Pi \cdot n = \sigma \nabla \cdot n = \sigma \left[ \frac{1}{R_1} + \frac{1}{R_2} \right],
\]

where \( R_1 \) and \( R_2 \) are the principle radii of curvature at a given point of the surface.

Tangential stress balance conditions can be written as

\[
n \cdot \Pi \cdot t = 0,
\]

where \( t \) represents both tangent vector along \( \theta \) and \( z \) direction.

B. Linearizing the governing equations

The velocity and the pressure can be decomposed with respect to unperturbed state \((\bar{U}, \bar{P})\), respectively as

\[
U = \bar{U} + u,
\]

\[
P = \bar{P} + p,
\]

where \( u \) and \( p \) are perturbed velocity and pressure, respectively.

So, linearization of governing equations (1) and (2) lead to

\[
\rho \frac{\partial u}{\partial t} = -\nabla p + \mu \nabla^2 u,
\]

\[
\nabla \cdot u = 0.
\]

Linear stability analysis can be proceeded by assuming \( \eta \ll R \). Considering motionless fluid element \((\bar{U} = 0)\) before onset, kinematic boundary condition, Eq. (7) can be linearized as

\[
\frac{\partial \eta}{\partial t} = u_r|_{r=R}.
\]

The component of the stress tensor in the cylindrical fluid surface can be written as

\[
\Pi_{r\theta} = \mu \left( \frac{\partial u_\theta}{\partial r} - \frac{u_\theta}{r} + \frac{1}{r} \frac{\partial u_r}{\partial \theta} \right),
\]

\[
\Pi_{r\theta} = \mu \left( \frac{\partial u_r}{\partial z} + \frac{\partial u_z}{\partial r} \right),
\]

\[
\Pi_{rr} = 2\mu \frac{\partial u_r}{\partial r}.
\]

Normal stress balance condition, described in Eq. (10), can be rewritten as

\[
- \left[ (-P I_d + \mu (\nabla U + (\nabla U)^T)) \cdot n \right]_{r=R+\eta} = \sigma \left[ \frac{1}{R_1} + \frac{1}{R_2} \right].
\]

Linearization\(^{30}\) of left hand side of Eq. (17), leads
\[ (\bar{P} + p)|_{r=R+\eta} - 2\mu \frac{\partial u_r}{\partial r}|_{r=R+\eta} = \sigma / R + \rho G(t) \eta 
\] 
+ \[ p|_{r=R} - 2\mu \frac{\partial u_r}{\partial r}|_{r=R}. \tag{18} \]

Whereas, right hand side of Eq. (17) can be linearized as

\[ \sigma \left[ \frac{1}{R_1} + \frac{1}{R_2} \right]|_{r=R+\eta} = \sigma / R - \sigma \left( \frac{1}{R^2} + \frac{1}{R^2} \frac{\partial^2}{\partial \theta^2} + \frac{\partial^2}{\partial z^2} \right) \eta. \tag{19} \]

So, Eq. (17) can be written as

\[ p|_{r=R} = 2\mu \frac{\partial u_r}{\partial r}|_{r=R} - \rho G(t) \eta - \sigma \left( \frac{1}{R^2} + \frac{1}{R^2} \frac{\partial^2}{\partial \theta^2} + \frac{\partial^2}{\partial z^2} \right) \eta. \tag{20} \]

Tangential stress component given in Eq. (11) must vanish at the free surface, with linearization leading to

\[ \Pi_{r\theta}|_{r=R} = \Pi_{rz}|_{r=R} = 0. \tag{21} \]

Horizontal divergence of \( (\Pi_{r\theta} \hat{\theta} + \Pi_{rz} \hat{z}) \) is

\[ 0 = [\nabla_H \cdot (\Pi_{r\theta} \hat{\theta} + \Pi_{rz} \hat{z})]|_{r=R} \]
\[ = \mu \left[ \frac{1}{r} \frac{\partial \Pi_{r\theta}}{\partial \theta} + \frac{\partial \Pi_{rz}}{\partial z} \right]|_{r=R} \]
\[ = \mu \left( \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} - \frac{1}{r^2} - \nabla^2_H \right) u_r|_{r=R}, \tag{22} \]

where \( \nabla_H = \left( \frac{\partial}{\partial r} \hat{r} + \frac{\partial}{\partial \theta} \hat{\theta} + \frac{\partial}{\partial z} \hat{z} \right) \) and \( \nabla^2_H = \left( \frac{1}{r^2} \frac{\partial^2}{\partial \theta^2} + \frac{\partial^2}{\partial z^2} \right) \).

**III. SOLUTION OF THE LINEARIZED EQUATIONS**

Decomposing the velocity field \( u \) into irrotational component \( \nabla \phi \) and rotational component \( \chi \) as

\[ u = \nabla \phi + \chi. \tag{23} \]

Linearized hydrodynamic equations (13) and (14) can be expressed as

\[ p + \rho \frac{\partial \phi}{\partial t} = 0, \tag{24} \]

\[ \nabla^2 \phi = 0, \tag{25} \]

\[ \frac{\partial \chi}{\partial t} + \nu [\nabla \times \nabla \times \chi] = 0, \tag{26} \]

\[ \nabla \cdot \chi = 0, \tag{27} \]
where kinematic viscosity \( (\nu) = \mu/\rho. \)

Linearized pressure [Eq. (24)] at the free surface can be written as

\[
p|_{r=R} = -\rho \left( \frac{\partial \phi}{\partial t} \right)_{r=R}.
\]

Equating Eq. (20) and Eq. (28) leads to

\[
\left( \frac{\partial \phi}{\partial t} \right)_{r=R} - G(t)\eta - \frac{\sigma}{\rho} \left( \frac{1}{R^2} \frac{\partial^2}{\partial \theta^2} + \frac{\partial^2}{\partial z^2} \right) \eta
+ 2\nu \frac{\partial u_r}{\partial r} |_{r=R} = 0.
\]

FIG. 2. (color online) Marginal stability boundaries of Mathieu equation [Eq. (35)] are plotted for dimensionless forcing angular frequency, \( \frac{\omega}{\omega_0} = 9.73 \). Red (gray) and blue (black) boundaries represent sub-harmonic (SH) and harmonic (H) case respectively. S represents stable region of the system. In the stability curves dimensionless forcing amplitude \( (a/a_0) \) are plotted with dimensionless axial wavenumber \( (kR) \) for (a) \( m = 1 \) (b) \( m = 2 \) (c) \( m = 3 \) (d) \( m = 4 \).
FIG. 3. (Color online) Dispersion curves for sub-harmonically excited standing waves on the half-cylindrical fluid surface for different azimuthal wavenumber \( m \). Blue, green, red, saffron colored curves correspond to \( m = 1, 2, 3, 4 \) respectively. Black arrow represents transition points of the patterns.

A. Ideal fluid case

For the case of ideal fluid \( (\nu = 0) \), Eq. (29) reduces to

\[
\left( \frac{\partial \phi}{\partial t} \right)_{r=R} - G(t) \eta - \frac{\sigma}{\rho} \left( \frac{1}{R^2} + \frac{1}{R^2} \frac{\partial^2}{\partial \theta^2} + \frac{\partial^2}{\partial z^2} \right) \eta = 0
\]

(30)

and continuity equation gives

\[
\nabla^2 \phi = 0.
\]

(31)

Considering periodic solution of Eq. (31) in axial \((z)\) and azimuthal direction \((\theta)\), and using kinematic boundary condition, \( \eta \) and \( \phi \) can be expanded for a particular azimuthal wavenumber \((m)\) as (see appendix I)

\[
\eta_m(t) = \bar{\eta}_m(t) \sin(m \theta) e^{ikz},
\]

(32)

\[
\phi_m = \frac{d\bar{\eta}_m(t)}{dt} \frac{I_m(kR)}{kI_m'(kR)} \sin(m \theta) e^{ikz},
\]

(33)

where \( I_m(kr) \) is the \( m^{th} \) order modified Bessel function of first kind and \( I'_m(kr) \) is the first derivative of it.

No-slip boundary conditions at the flat surface of half-cylinder can be expressed as

\[
\eta_m(0,z,t) = \eta_m(\pi,z,t) = 0.
\]

(34)

To satisfy this boundary condition, \( \sin(m \theta) \) is chosen in the expansion. Since at \( r = 0 \), \( I_m \) is finite, \( \bar{\eta}_m \) is chosen in the expansion.

For \( m^{th} \) mode pattern, using the expansion of \( \eta_m \) and \( \phi_m \), Eq. (30) is converted to a Mathieu equation
\[
\dot{\eta}_m + \omega_m^2 [1 + (a/a_m) \cos(\omega t)] \eta_m = 0, 
\] (35)

where \(\omega_m^2 = \frac{\sigma}{\rho R^3} \left[ kR kI'(kR) \left( k^2 R^2 + m^2 - 1 \right) \right] \)
and \(a_m = \frac{\sigma}{\rho R^2} \left[ (k^2 R^2 + m^2 - 1) \right] \).

To make dimensionless angular frequency and forcing amplitude, some \(m\) independent constants are to be defined as follows

\[
\omega_0^2 = \frac{\sigma}{\rho R^3}, 
\] (36)

\[
a_0 = \frac{\sigma}{\rho R^2} = \omega_0^2 R \quad \text{(37)}
\]

and

\[
\nu_0 = \sqrt{\frac{\sigma R}{\rho}} = \omega_0 R^2. 
\] (38)

As acceleration, \(G(t)\) of the system is periodically varying with time; the stability problem can be analyzed using Floquet theory.

Floquet expansion\(^4\) of \(\eta_m(t)\) can be expressed as

\[
\eta_m(t) = e^{(s+\gamma)\omega t} \sum_{n=-\infty}^{\infty} \eta_m^{(n)} e^{i\omega nt}. 
\] (39)

Here \((s + i\omega)\) is Floquet exponent and \(s\) is growth rate.

The reality condition of surface deformation reads for harmonic case \((\alpha = 0)\)

\[
\eta^{-n}_m = (\eta^n_m)^* 
\] (40)

and for sub-harmonic case \((\alpha = 1/2)\)

\[
\eta^{-n}_m = (\eta^{n-1}_m)^*. 
\] (41)

Using Eq. (39), Mathieu equation (35) leads to a difference equation

\[
A_m^{(n)} \eta_m^{(n)} = a \left[ \eta_m^{(n-1)} + \eta_m^{(n+1)} \right], 
\] (42)

where

\[
A_m^{(n)} = -\frac{2I_m(kR)}{kI'_m(kR)} \left[ \omega_m^2 - (n + \alpha)^2 \omega^2 \right]. 
\] (43)

Time periodic acceleration couples different temporal modes in the system. This recursion relation can be converted to a eigenvalue matrix equation as

\[
A_m \eta_m = a B \eta_m, 
\] (44)

where \(A_m\) is a diagonal square matrix and \(B\) is a banded square matrix with two sub-diagonals.
To solve this eigenvalue problem, truncation is needed somewhere on the temporal modes. Reality conditions suggest that for the subharmonic case, the truncation should be made by the even number of temporal modes, and for the harmonic case, it should be made by the odd number of temporal modes. Real eigenvalues of the matrix can be determined as a function of the axial wavenumber \( k \) for fixed values of \( \omega \) and \( m \). These give marginal (the growth rate, \( s = 0 \)) stability boundaries (which looks like a tongue in the parameter space of \( a \) and \( k \)) without interpolation.

The marginal stability boundaries have shown in Fig. 2 for four different \( m \) at dimensionless forcing frequency \( \omega/\omega_0 = 9.73 \) in the parameter space of dimensionless axial wavenumber \( (kR) \) and forcing amplitude \( (a/a_0) \). All the figures in Fig. 2(a-d) show family of sub-harmonic (red color) and harmonic (blue color) tongues for \( m = 1, 2, 3, 4 \). To solve this problem, fifty temporal modes are taken for the subharmonic case and fifty-one temporal modes for the harmonic case. Inside every tongue which originates from zero threshold acceleration \( (a/a_0 = 0) \) at critical wavenumber \( (k_c R) \), the half-cylinder becomes unstable by the spatial shape correspond to \( m \) and oscillates at angular frequencies

\[
\omega_m = \frac{n}{2} \omega,
\]

where \( n = 1, 2, 3... \) represents first subharmonic, first harmonic and second sub-harmonic tongue etc., respectively. Outside region of the tongue the system remains stable. In every tongue Fig. 2(a)-(b) of the patterns which correspond to \( m = 1 \) and \( 2 \), there are two values of \( kR \) for a single value of \( a/a_0 \); but in Fig. 2(c) which corresponds to \( m = 3 \), at first subharmonic tongue \( a/a_0 \) is single valued function of \( kR \). For \( m = 4 \) first subharmonic tongue Fig. 2(d)] disappears. This indicates that at this forcing frequency \( (\omega/\omega_0 = 9.73) \) only subharmonic pattern with \( m = 1 \) and \( 2 \) can be exited on the half-cylinder.

In Fig. 3, the variations of the axial critical wavenumber, i.e., the wavenumber correspond to a minimum \( (a = 0) \) of the first sub-harmonic tongue, are shown with forcing frequency for four different \( m \). From the dispersion curves, shown in Fig. 3, it is clear that at \( \omega/\omega_0 = 9.73 \) sub-harmonically excited standing waves can be excited only for \( m = 1, 2 \) and the same can not be exited for \( m > 2 \). Vertical arrows in the dispersion curves indicate the transition point of patterns from \( m \) to \( m + 1 \). These types of transitions are observed in our recent experiment.

**B. Viscous fluid case**

Now, consider the rotational component of the velocity as

\[
\chi = \nabla \times \nabla \times (\psi \hat{r}).
\]

The velocity potentials \( \phi \) and \( \psi \), and the surface deformation \( \eta \) for the pattern with azimuthal wavenumber \( m \) can be expanded as (see appendix I, II and III):

\[
\eta_m(\theta, z, t) = \sum_{n=-\infty}^{\infty} \eta_m^{(n)}(z) \sin(m \theta) e^{ikz + \zeta_n t},
\]

\[
\phi_m(r, \theta, z, t) = \sum_{n=-\infty}^{\infty} \phi_m^{(n)}(r) I_m(kr) \sin(m \theta) e^{ikz + \zeta_n t},
\]

\[
\psi_m(r, \theta, z, t) = \sum_{n=-\infty}^{\infty} \psi_m^{(n)}(r) I_m(lr) \sin(m \theta) e^{ikz + \zeta_n t}.
\]

Floquet exponent, \( \zeta_n = s + i(n + \alpha) \omega \) and \( \lambda^2 = k^2 + \zeta_n/\nu \). \( s \) corresponds to growth rate, \( \alpha = 0 \) for harmonic response and \( \alpha = 1/2 \) for subharmonic response. No-slip boundary conditions, \( \eta_m(0, z, t) = \eta_m(\pi, z, t) = 0 \), demand \( \sin(m \theta) \) as azimuthal solution.
FIG. 4. (color online) Instability tongues of damped Mathieu equation [Eq. (54)] are plotted for (a) \( m = 1 \) (b) \( m = 2 \) (c) \( m = 3 \) (d) \( m = 4 \). Radial acceleration of the half-cylinder which is formed with a fluid whose dimensionless viscosity is \( \nu/\nu_0 = 0.21 \), is modulated time periodically at \( \omega/\omega_0 = 9.73 \). Red (gray) and blue (black) boundaries are represents the sub-harmonic (SH) and the harmonic (H) case respectively. Stable represents stable state of the system.

Radial velocity component can be written with the help of the velocity potentials, \( \phi, \psi \) as

\[
 u_r = \frac{\partial \phi}{\partial r} - \left( \frac{1}{r^2} \frac{\partial^2}{\partial \theta^2} + \frac{\partial^2}{\partial z^2} \right) \psi
 = \sum_{n=-\infty}^{\infty} L_m^{(n)}(r) \sin(m\theta) e^{ikz+\zeta_n t},
\]

(50)

where

\[
 L_m^{(n)} = [B_m^{(n)} k I_m'(kr) + r D_m^{(n)}(\frac{m^2}{r^2} + k^2) I_m(lr)].
\]

Using Eq. (15) and Eq. (22), I get (See appendix IV)

\[
 B_m^{(n)} = \frac{-\eta_m^{(n)} \zeta_n R \delta_{1m}}{k \delta_{2m}},
\]

(51)

\[
 D_m^{(n)} = \frac{\eta_m^{(n)} \zeta_n \delta_{3m}}{R \delta_{2m}},
\]

(52)
\[ \delta_{1m} = \left[ R(m^2/R^2 + k^2)I_m(lR) + 4k^2I'_m(lR) - l(m^2/R^2 + k^2)I'_m(lR) + l^2R(m^2/R^2 + k^2)lR(I_m(lR)) \right], \]

\[ \delta_{2m} = \left[ -(m^2/R^2 + k^2)I'_m(kR)I_m(lR) + kR(m^2/R^2 + k^2)I''_m(kR)I_m(lR) + k^2R^2(m^2/R^2 + k^2)I'_m(kR)I_m(lR) - 4k^2lRI'_m(kR)I'_m(lR) + lR(m^2/R^2 + k^2)I'_m(kR)I'_m(lR) - l^2R^2(m^2/R^2 + k^2)I''_m(kR)I''_m(lR) \right], \]

\[ \delta_{3m} = \left[ -I'_m(kR) + kRI'_m(kR) + k^2R^2I''_m(kR) + R^2(m^2/R^2 + k^2)lR(I_m(kR)) \right]. \]

Here, \( I''_m \) and \( I'''_m \) are the second and third-order derivative of \( m^{th} \) order modified Bessel function of the first kind.

Using Eq. (47), (48) and (50) for the \( m^{th} \) mode pattern, Eq. (29) can be expressed as

\[
\sum_{n=-\infty}^{\infty} \left[ \frac{\eta^{(n)}_m}{\eta^{(n)}_m} \right] \times \frac{1}{\rho} \times B_{0m}^{(n)} I_m(kR) - G(t) \eta^{(n)}_m
+ \frac{\sigma}{\rho} \left( \frac{m^2}{R^2} - \frac{1}{R^2} + k^2 \right) \eta^{(n)}_m
+ \eta^{(n)}_m \zeta_m C^{(n)}_{0m} \nu \sin(m\theta)e^{ikz + \zeta_m t} = 0.
\]

Where \( B_{0m}^{(n)} = \frac{B^{(n)}_{0m}}{\eta^{(n)}_m} \), \( D_{0m}^{(n)} = \frac{D^{(n)}_{0m}}{\eta^{(n)}_m} \), \( C^{(n)}_{0m} = 2[B^{(n)}_{0m}k^2I''_m(kR) + D^{(n)}_{0m}(-m^2/R^2 + k^2)I_m(lR) + D^{(n)}_{0m}lR(m^2/R^2 + k^2)I'_m(lR)]. \)

Eq. (53) can be written as

\[
\frac{B_{0m}^{(n)} I_m(kR) \frac{d^2 \eta_m}{dt^2}}{\rho} + \nu C^{(n)}_{0m} \frac{d\eta_m}{dt} + \left[ -G(t) + \frac{\sigma}{\rho} \left( \frac{m^2}{R^2} - \frac{1}{R^2} + k^2 \right) \right] \eta_m = 0.
\]

Equation (54) is a standard damped Mathieu equation. Equation (53) leads to a difference equation

\[
A^{(n)}_m \eta^{(n)}_m = a[\eta^{(n-1)}_m + \eta^{(n+1)}_m],
\]

where \( A^{(n)}_m = -2 \left[ \zeta_m B_{0m}^{(n)} I_m(kR) + \frac{\sigma}{\rho} (m^2/R^2 - 1/R^2 + k^2) + \zeta_m C^{(n)}_{0m} \nu \right]. \)

This eigenvalue problem is also solved in the same way, which is discussed in the ideal fluid case. To solve the eigenvalue problem, fifty temporal modes are taken for the subharmonic case and fifty-one temporal modes for the harmonic case. This eigenvalue problem is solved in MATLAB. The code is validated by the results of Kumar’s work. In Fig. 4(a-d), dimensionless forcing amplitudes of the viscous half-cylinder (\( \nu/\nu_0 = 0.21 \)) are plotted with dimensionless axial wavenumber for \( m = 1, 2, 3, 4 \), respectively at \( \omega/\omega_0 = 9.73 \). Due to consideration of viscous dissipation, extra term added to the Mathieu equation. Unlike the ideal fluid case, instability tongues do not touch on \( a/a_0 = 0 \) axis; another way to say, the critical value of forcing amplitude is not zero due to the major role of viscosity. Due to the effect of viscosity, shape, size, and position of the tongues, changes significantly. This indicates that to overcome viscous force, unlike the inviscid case, a certain amount of extra energy is required to unstable the system even at critical axial wavenumber. Another important consequence of the viscous effect is that the critical axial wavenumber also changes significantly, i.e., the critical point of the instability tongue shifts in both vertical and horizontal direction. Also, for the same reason, which is discussed in the ideal fluid case, at \( \omega/\omega_0 = 9.73 \), only the pattern with \( m = 1, 2 \) can be excited on the surface.
In Fig. 5(a), variations of the critical forcing amplitude with forcing frequency are shown for $\nu/\nu_0 = 0.21$ to appreciate significant effect of the viscosity. Like ideal fluid case, the arrows are showing the transition points of the patterns. In Fig. 5(b), $k_cR$ is plotted with $\omega/\omega_0$ to show the viscous effects on the dispersion relation. Other parameters in Fig. 5(b) are same as Fig. 5(a). By comparing dispersion curves of the ideal case (Fig. 3) with the viscous case [Fig. 5(b)], it is clear that viscosity do have a major impact at higher azimuthal wavenumber ($m$), which is observed for viscous spherical droplet\textsuperscript{27} also.

Fig. 6(a-b) show variations of the critical amplitude and the critical axial wavenumbers, respectively, with the viscosity at different forcing frequency for $m = 1$. The variation of the critical amplitude is strongly non-monotonic. It increases to a maximum value, then comes to nearly zero, and finally, it again increases. This type of non-monotonic behavior of the critical amplitude is new in the Faraday instability. After initial flatness, $k_cR$ starts increasing sharply with viscosity and then nearly saturates at higher viscosity. The reason behind the increase of $k_cR$ at a lower viscosity is explained by Kumar and Tuckerman\textsuperscript{11}.

The viscosity dependence of the onset parameters of the pattern with $m > 1$ are showing different behavior from $m = 1$. In Fig. 7(a), monotonic behavior is noticed on the variation of the critical amplitude of $m = 2$, but in Fig. 7(b), the variation of the critical axial
wavenumber is showing slightly non-monotonic behavior. At lower viscosity, $k_c R$ slowly increases, and then at higher viscosity, it sharply decreases (discussed in Kumar And Tuckerman\(^{11}\)). Unlike $m = 1$, there is a cut-off viscosity. After the cut-off viscosity, no minimum was found on the first subharmonic tongue. Discontinuity of the curves in Fig. 7 indicates the cut-off viscosity in the corresponding case.

In Figs. 8(a,c) the critical amplitude and the critical axial wavenumber are plotted for three different values of $\omega/\omega_0$ with viscosity for $m = 3$, respectively and the same are plotted for $m = 4$ in Figs. 8(b,d), respectively. Figs. 8(a-d) make it clear that the Onset parameters of the patterns with $m > 1$ are showing a similar type of viscous dependence. Also, it is observed that for a particular forcing frequency, the cut-off viscosity decreases along with the increasing of $m$.

IV. SUMMARY AND DISCUSSION

Configuration of the viscous fluid here is like a cylindrical jet, but the differences are that the static unperturbed cylinder is half by shape and horizontally placed on the plane. In classical RP instability, the jet is deformed to droplets. The system becomes unstable only for axis-symmetric perturbation with $kR < 1$ and stable for all other perturbations. Under the influence of a time-periodic radial acceleration, the half-cylinder is unstable for non-axis-symmetric perturbation\(^{29}\). This is cylindrical analogous to another classical instability called Faraday instability. In the study, Linear stability analysis is done on the viscous half-cylindrical fluid surface, which is subjected to a time-periodic radial acceleration. The analysis shows the viscous effect on the critical forcing amplitude and the dispersion relation of the non-axis symmetric patterns.

Linear stability of the system is analyzed in the cylindrical coordinate system by considering the Floquet method of Kumar\(^4\), Kumar and Tuckerman\(^{11}\), Adou and Tuckerman\(^{27}\) and Li et al.\(^{28}\). Decomposing the space in cylindrical harmonics and using Floquet decomposition in time, the full linearized Navier-Stokes equations are converted to a finding of the eigenvalue problem. Solving this eigenvalue problem, the marginal stability boundaries are found for the sub-harmonic and the harmonic case. The minimum value of the first subharmonic tongue gives the onset information, i.e., the critical forcing amplitude and the critical axial wavenumber of the pattern. Pattern with the harmonic, which corresponds to a tongue where $a/a_0$ is a single-valued function of $kR$, does not excite on the half-cylinder. The system is unstable inside the boundary (in the parameter space $(a/a_0, kR)$ it looks like a tongue) and outside it remains stable forever.

Due to the effect of viscosity, the tongues are distorted, and also the onset values of the
patterns change. Like viscous spherical drop, viscosity has more impact on the dispersion relation of the pattern with higher values of $m$. Strong non-monotonic viscous dependence of the critical forcing amplitude of $m = 1$ is observed. Most interestingly, at a certain range of viscosity where the critical amplitude of $m = 1$ decreases with increasing viscosity. This type of phenomenon is new in such a problem. For $m = 1$, $k_cR$ increases with viscosity sharply after initial flatness. As usual monotonic viscous dependence is observed on the critical amplitude of the patterns with $m > 1$. At lower viscosity, $k_cR$ increases, and then at higher viscosity, it decreases sharply in every pattern with $m > 1$. For a particular forcing frequency, the cut off viscosity decreases with increasing $m$.
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V. APPENDIX

A. Appendix I

\[ \nabla^2 \phi = 0. \quad (56) \]

Writing in cylindrical coordinate system:

\[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \phi}{\partial r} \right) + \frac{1}{r^2} \frac{\partial^2 \phi}{\partial \theta^2} + \frac{\partial^2 \phi}{\partial z^2} = 0; \quad (57) \]

Now considering \( \phi = R(r)\Theta(\theta)Z(z) \), Eq. (57) becomes

\[ \frac{1}{rR} \frac{\partial}{\partial r} \left( r \frac{\partial R}{\partial r} \right) + \frac{1}{r^2 \Theta} \frac{\partial^2 \Theta}{\partial \theta^2} - \frac{1}{Z} \frac{\partial^2 Z}{\partial z^2} = k^2 \text{(say)}; \quad (58) \]

Axial solution:

\[ \frac{d^2 Z}{dz^2} + k^2 Z = 0; \quad (59) \]

so,

\[ Z(z) = A'_0 e^{ikz} + \text{c.c.} \quad (60) \]

Azimuthal solution:

\[ r \frac{\partial}{\partial r} \left( r \frac{\partial \Theta}{\partial r} \right) - k^2 r^2 = - \frac{1}{\Theta} \frac{\partial^2 \Theta}{\partial \theta^2} = m^2 \text{(say)}; \quad (61) \]

\[ \frac{d^2 \Theta}{d\theta^2} + m^2 \Theta = 0; \quad (62) \]

So,

\[ \Theta(\theta) = B'_0 \cos(m \theta) + C'_0 \sin(m \theta). \quad (63) \]

Radial solution:

\[ r^2 \frac{d^2 R}{dr^2} + \frac{r dR}{dr} - \left[ m^2 + k^2 r^2 \right] R = 0. \quad (64) \]

let \( x = kr \),

\[ x^2 \frac{d^2 R}{dx^2} + x \frac{dR}{dx} - \left[ m^2 + x^2 \right] R = 0. \quad (65) \]

This [Eq. 65] is modified Bessel differential equation. General solution of Eq. (65) is given by:

\[ R(x) = D'_0 I_m(x) + E'_0 K_m(x). \quad (66) \]

where \( I_m \) and \( K_m \) are the \( m^{th} \) order modified Bessel function of the first and second kind, respectively. So,

\[ R(kr) = D'_0 I_m(kr) + E'_0 K_m(kr). \quad (67) \]
B. Appendix II

\[
\frac{\partial (\psi/r)}{\partial t} - \nu \nabla^2 (\psi/r) = 0. \tag{68}
\]

Consider solution in Floquet form

\[
\frac{\psi}{r} = \Psi(r, \theta, z)e^{\zeta_n t}, \tag{69}
\]

where \(\zeta_n = s + i(n + \alpha)\omega t\).

\[
\nabla^2 \Psi - S_n^2 \Psi = 0; \tag{70}
\]

where \(S_n^2 = \zeta_n / \nu\).

Writing in cylindrical coordinate system:

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \Psi}{\partial r} \right) + \frac{1}{r^2} \frac{\partial^2 \Psi}{\partial \theta^2} + \frac{\partial^2 \Psi}{\partial z^2} - S_n^2 \Psi = 0; \tag{71}
\]

Considering \(\Psi = R(r) \Theta(\theta) Z(z)\) Eq. (71) becomes

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial R}{\partial r} \right) + \frac{1}{r^2} \frac{\partial^2 \Theta}{\partial \theta^2} - S_n^2 = - \frac{1}{Z} \frac{\partial^2 Z}{\partial z^2} = k^2 \text{(say)}; \tag{72}
\]

Axial solution:

\[
\frac{d^2 Z}{dz^2} + k^2 Z = 0; \tag{73}
\]

so,

\[
Z(z) = A_0 e^{ikz} + c.c. \tag{74}
\]

Azimuthal solution:

\[
r \frac{\partial (r \frac{\partial \Theta}{\partial r})}{\partial r} - (S_n^2 + k^2)r^2 = - \frac{1}{\Theta} \frac{\partial^2 \Theta}{\partial \theta^2} = m^2 \text{(say)}; \tag{75}
\]

\[
\frac{d^2 \Theta}{d\theta^2} + m^2 \Theta = 0; \tag{76}
\]

So,

\[
\Theta(\theta) = B_0 \cos(m\theta) + C_0 \sin(m\theta). \tag{77}
\]

Radial solution:

\[
r^2 \frac{d^2 R}{dr^2} + r \frac{dR}{dr} - [m^2 + (S_n^2 + k^2)r^2]R = 0. \tag{78}
\]

\[
r^2 \frac{d^2 R}{dr^2} + r \frac{dR}{dr} - [m^2 + l^2 r^2]R = 0. \tag{79}
\]
where \( l^2 = k^2 + S_n^2 \).
Let \( x = lr \),

\[
x^2 \frac{d^2 \Re}{dx^2} + r \frac{d\Re}{dx} - [m^2 + x^2]\Re = 0. \tag{80}
\]

This [Eq. (80)] is modified Bessel differential equation.
General solution of Eq. (80) is given by:

\[
\Re(x) = D_0 I_m(x) + E_0 K_m(x). \tag{81}
\]

Where \( I_m \) and \( K_m \) are the \( m \)th order modified Bessel function of the first and second kind, respectively.

C. Appendix III

\[
\chi = \nabla \times \nabla \times (\psi \hat{r}). \tag{82}
\]

Let

\[
A = \nabla \times (\psi \hat{r})
= \nabla (\psi/r) \times r. \tag{83}
\]

Taking curl on Eq. (82), I get\(^{16}\)

\[
(\nabla \times \chi)_i = -\frac{\partial^2 A_i}{\partial x_i^2}
= \frac{\partial^2}{\partial x_i^2} \epsilon_{ijk} x_j \frac{\partial (\psi/r)}{\partial x_k}
= \epsilon_{ijk} x_j \frac{\partial}{\partial x_k} \frac{\partial^2 (\psi/r)}{\partial x_i^2}. \tag{84}
\]

So,

\[
\nabla \times \chi = -\nabla [\nabla^2 (\psi/r)] \times r
= -\nabla \times [(\nabla^2 (\psi/r))r]. \tag{85}
\]

Using Eqs. (82) and (85), Eq. (26) reads as

\[
\nabla \times \nabla \times [\frac{\partial (\psi/r)}{\partial t} - \nu \nabla^2 (\psi/r)]r = 0. \tag{86}
\]

So,

\[
\frac{\partial (\psi/r)}{\partial t} - \nu \nabla^2 (\psi/r) = 0. \tag{87}
\]

The velocity potentials \( \phi, \psi \) and the surface deformation \( \eta \) are expanded as (see appendix I and II)

\[
\eta = \sum_{m=1}^{\infty} \sum_{n=-\infty}^{\infty} \eta_m^{(n)} \sin(m \theta) e^{ikz + \zeta n t}, \tag{88}
\]
\[ \phi = \sum_{m=1}^{\infty} \sum_{n=-\infty}^{\infty} B_m^{(n)} I_m(kr) \sin(m\theta) e^{ikz+\zeta_n t}, \quad (89) \]
\[ \psi = \sum_{m=1}^{\infty} \sum_{n=-\infty}^{\infty} D_m^{(n)} rI_m(lr) \sin(m\theta) e^{ikz+\zeta_n t}. \quad (90) \]

**D. Appendix IV**

Putting \( u_r \) \((50)\) and \( \eta_m \) \((47)\) in Eq. \((15)\) and Eq. \((22)\), I get respectively

\[ \eta_m^{(n)} \zeta_n = [B_m^{(n)} kI_m'(kR) + D_m^{(n)} (\frac{m^2}{R} + k^2 R) I_m(lR)], \quad (91) \]
\[ B_m^{(n)} F_m + D_m^{(n)} H_m = 0. \quad (92) \]

Where \( F_m = [k(m^2/R^2 + k^2 - 1/R^2) I_m'(kR) + (k^2/R)I_m''(kR) + k^3 I_m''(kR)], \)
\[ H_m = [R(m^2/R^2 + k^2)^2 I_m(lR) - l(m^2/R^2 - 3k^2) I_m'(lR) + l^2 R(m^2/R^2 + k^2) I_m''(lR)]. \]

Solving Eq. \((91)\) and Eq. \((92)\) in Mathematica \( B_m^{(n)} \) and \( D_m^{(n)} \) reads as

\[ B_m^{(n)} = -\frac{\eta_m^{(n)} \zeta_n R\delta_{1m}}{k\delta_{2m}}, \quad (93) \]
\[ D_m^{(n)} = \frac{\eta_m^{(n)} \zeta_n \delta_{3m}}{R\delta_{2m}}, \quad (94) \]
\[ \delta_{1m} = [R(m^2/R^2 + k^2)^2 I_m(lR) + 4k^2 I_m'(lR) - l(m^2/R^2 + k^2) I_m'(lR) + l^2 R(m^2/R^2 + k^2) I_m''(lR)], \]
\[ \delta_{2m} = [-4(k^2/R^2 + k^2) I_m'(kR) I_m(lR) + 4kR(m^2/R^2 + k^2) I_m''(kR) I_m(lR) + k^2 R(m^2/R^2 + k^2) I_m''(kR) I_m(lR) - 4k^2 l R I_m''(kR) I_m(lR) + lR(m^2/R^2 + k^2) I_m'(kR) I_m'(lR) - l^2 R(m^2/R^2 + k^2) I_m'(kR) I_m''(lR)], \]
\[ \delta_{3m} = [-I_m'(kR) + kRI_m''(kR) + k^2 R^2 I_m''(kR) + R^2(m^2/R^2 + k^2) I_m'(kR)]. \]

**E. Appendix V**

Derivatives of modified Bessel functions of first kind can be written as

\[ I_m'(x) = \frac{I_{m-1} + I_{m+1}}{2}, \quad (95) \]
\[ I_m''(x) = \frac{1}{4} [I_{m-2} + 2I_m + I_{m+2}], \quad (96) \]
\[ I_m'''(x) = \frac{1}{8} [I_{m-3} + 3I_{m-1} + 3I_{m+1} + I_{m+3}]. \quad (97) \]
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Now expanding total pressure in Taylor series and linearizing

\[ \frac{\partial P}{\partial r} = \rho G(t) \]

Radial component: \( \frac{\partial P}{\partial r} = \rho G(t) \).

Now expanding total pressure in Taylor series and linearizing

\[ (P + p)|_{r=R+\eta} = (P + p)|_{r=R} + \eta \left( \frac{\partial P}{\partial r} \right)_{r=R} = \frac{\eta}{R} + p|_{r=R} + \rho G(t) \eta \]