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Abstract—Robust imitation learning seeks to mimic expert controller behavior while ensuring stability, but current methods require accurate plant models. Here, robust imitation learning is addressed for stabilizing poorly modeled plants with linear dynamic output feedback. Open-loop input-output properties are used to characterize an uncertain plant, and the feedback matrix of the dynamic controller is learned while enforcing stability through the controller’s open-loop QSR-dissipativity properties. The imitation learning method is applied to two systems with parametric uncertainty.

I. INTRODUCTION

When controller objectives are difficult to formulate due to complex desired behavior or inaccurate system models, imitation learning is an effective alternative. However, unconstrained imitation learning provides no stability guarantees. Recent efforts towards constrained imitation learning provide closed-loop stability or robustness guarantees for nominal linear time invariant (LTI) plant models [1] [2]. However, such approaches are limited in cases where accurate models are unavailable. Here, a new dissipativity-based approach provides robust stability guarantees for learned controllers using open-loop input-output (IO) properties of the plant, circumventing the need for accurate state-space models.

Imitation learning bypasses direct controller design and instead uses expert demonstrations of desired system behavior to learn a system’s reward function or directly learn a controller [3]. The expert may be some pre-designed controller or a system’s human operator. The simplest form of imitation learning, behavior cloning, is a supervised learning problem in which a mapping from state to action is learned through minimization of a loss function [3]. While behavioral cloning can create a policy that imitates a stable expert, there are no inherent stability properties of the learned policy.

In situations that demand stability, robust control theory is being applied to imitation learning [1], [2], [4]–[9]. Lyapunov stability theory was used with quadratic constraints to maximize the region of attraction of a closed loop system with neural network feedback control, while minimizing loss [4]. Similarly, when fitting a policy to expert linear quadratic regulator (LQR) demonstrations, Lipschitz constraints were imposed on loss to ensure stability of feedback control [5]. Robust imitation learning has also been applied to linear feedback control policies through incorporation of prior knowledge about the expert demonstrator or the system itself. In [1], a Kalman constraint was enforced on the learning process, which assumed that the expert demonstrator was LQR optimal. In [2], robust stability was enforced by imposing a threshold on the closed-loop $H_\infty$ norm of a linear plant model during learning. In both cases, a stable policy was learned with a small amount of expert data. While model uncertainty was addressed in [2], it may be difficult to select an appropriate closed-loop $H_\infty$ norm if the plant model remains highly uncertain, which is an important use case of learning-based control.

This paper explores the use of IO stability theory to guarantee stability when the LTI plant model is unreliable. In the IO approach, the plant and controller are modeled as mappings from inputs to outputs, and certain open-loop IO properties can be used to infer closed-loop stability. Importantly, these IO properties can often be shown from first principles to hold for nonlinear, time varying, and uncertain parameters, circumventing the problem of unreliable LTI models altogether. Consider the Passivity Theorem [10], which shows that two passive systems in negative feedback are stable. Many nonlinear physical systems are known to be passive for any set of parameters, so even if a passive plant is not well modeled, it must be stabilized by a passive controller [11], [12]. This approach to stability analysis has been generalized to passivity indices [10], conic sectors [13], dissipativity [14], and further [15], [16].

There has been much recent work in designing optimal controllers that are constrained to satisfy desirable IO properties for robust stability. In particular, [11], [17] explore $H_\infty$-passive designs, [18] applied $H_\infty$-conic design to power system stabilization, and [19], [20] developed $H_\infty$-conic and $H_\infty$-dissipativity designs, respectively. In these designs, an IO property is imposed on the controller as a linear matrix inequality (LMI) constraint during the performance optimization. However, none of these methods have been applied to robust imitation learning.

Here, the dissipative imitation learning problem is posed for a linear dynamic output feedback controller. The behavior cloning objective is combined with an LMI constraint on the controller that enforces a desired QSR-dissipativity property. This method is similar to that of [2], in which a stable linear feedback control was learned for a closed loop system—referred to later as the Lyapunov-constrained learner. However, in [2], an accurate system model was essential to ensuring true stability of the system, whereas here, only coarse input-output knowledge of the system is required to guarantee stability. The QSR-dissipativity framework is chosen because
it encompasses passivity, passivity indices, bounded gain, and conic sectors. It can also be used to analyze networks of various IO systems [21]. The proposed problem is convex and can be solved efficiently with interior point methods. The resulting controller mimics the behavior of the expert policy while guaranteeing robust closed-loop stability using open-loop IO plant analysis.

II. PRELIMINARIES

A. Notation

For a square matrix, $P > 0$ denotes positive definite. Related properties (negative definiteness and positive/negative semi-definiteness) are denoted likewise. The identity matrix, zero matrix, and trace are $I$, $0$, and $tr(\cdot)$. Duplicate blocks in symmetric matrices are denoted $(*).$ The $\ell_2$, Frobenius, and $\mathcal{H}_2$ norms are denoted $\| \cdot \|_2$, $\| \cdot \|_F$, $\| \cdot \|_{\mathcal{H}_2}$. Recall $y \in \mathcal{L}_2$ if $\|y\|_2^2 = \langle y, y \rangle = \int_0^T y^T(t)y(t)dt < \infty$. Further, $y \in \mathcal{L}_2$ if its truncation to $t \in [0, T]$ is in $\mathcal{L}_2$ for $T \geq 0$. The quadruple $(A, B, C, D)$ denotes the LTI state space $\dot{x} = Ax + Bu$, $y = Cx + Du$, with states $x$, inputs $u$, and outputs $y$. The normal distribution with mean $\mu$ and variance $\nu$ is defined $\mathcal{N}(\mu, \nu)$.

B. Dissipativity and Special Cases

Dissipativity was originally presented by Willems [22], and the special case of QSR-dissipativity was soon after defined by Hill and Moylan [14] for control-affine state-space systems. The following definition for QSR-dissipativity by Vidyasagar is more general and formulated as an IO property to avoid the necessity of a state-space formulation.

**Definition 1:** (Dissipativity [14, 22]) The operator $\mathcal{G} : u \rightarrow y$ is dissipative with respect to supply rate $w(u, y)$ if for all $u \in \mathcal{L}_2$ and all $T > 0$, $\int_0^T w(t)dt \geq \beta$ for some $\beta \in \mathbb{R}$ depending only on initial conditions. If $w(u, y) = y^TQy + 2y^TSu + u^TRu$, then the system is $(Q, S, R)$-dissipative. Special cases of QSR-dissipativity include conic sectors [13, 23], passivity [12], and bounded gain [24]. Their relations to QSR-dissipativity are defined in Figure 1. Each of these open-loop IO descriptions have an associated stability theorem through which closed-loop IO stability can be established. In $\mathcal{L}_2$ space, IO stability is defined as follows.

**Definition 2:** (Input-Output or $\mathcal{L}_2$ Stability [21]) A mapping $\mathcal{G} : \mathcal{L}_{2e} \rightarrow \mathcal{L}_{2e}$ is $\mathcal{L}_2$ stable if any input $u \in \mathcal{L}_2$ maps to an output $y \in \mathcal{L}_2$.

For example, the QSR Stability Theorem below gives conditions on two dissipative systems so that they are IO stable when connected in negative feedback.

**Theorem 1:** (QSR $\mathcal{L}_2$-Stability Theorem [21]). Consider two operators $\mathcal{G}_i : u_i \rightarrow y_i$ that are $(Q_i, S_i, R_i)$-dissipative for $i = 1, 2$. Let their negative feedback interconnection be defined as $u_1 = r_1 - y_2$ and $u_2 = r_2 + y_1$. Then the closed loop from $r^T = [r_1^T, r_2^T]$ to $y^T = [y_1^T, y_2^T]$ is $\mathcal{L}_2$ stable if there exists $\alpha > 0$ such that

$$\begin{bmatrix} Q_1 + \alpha R_1 & -S_1 + \alpha S_2 \\ R_1 & \alpha Q_2 \end{bmatrix} < 0.$$ 

The (Extended) Conic Sector Theorem [13, 23] and the well known Passivity Theorem [10] and Small Gain Theorem [24] provide IO stability guarantees from similar open-loop IO properties. Briefly, two passive systems in negative feedback are IO stable, two gain-bounded systems in negative feedback are IO stable if their gains multiply to less than one, and the bounds for conic systems have more tedious but similarly simple relationships that guarantee stability.

For LTI systems, variations on the KYP Lemma provide matrix inequality conditions for the satisfaction of IO properties. Two important cases are given below.

**Lemma 1:** (Passivity KYP Lemma [12]) Let the system $\mathcal{G} : (A, B, C, D)$ be controllable and observable. The system is passive if and only if there exists $P > 0$ such that

$$PA + A^TP - D - D^T \leq 0.$$ 

**Lemma 2:** (Dissipativity KYP Lemma [25]) A square stable LTI system $\mathcal{G} : \mathcal{L}_{2e} \rightarrow \mathcal{L}_{2e}$ with minimal state space realization $(A, B, C, D)$ is QSR-dissipative if and only if there exists $P > 0$ such that

$$PA + A^TP - C^TPC - B^TPB - C^TC \leq 0.$$ 

Further, the Network QSR Lemma provides a means of combining local subsystem QSR properties into global QSR properties for an interconnected system.

**Lemma 3:** (Network QSR Lemma [21]) Suppose $\mathcal{G} : r \rightarrow y$ is composed of $N$ subsystems $\mathcal{G}_i : u_i \rightarrow y_i$, which are $(Q_i, S_i, R_i)$-dissipative, and let their interconnections be defined by $u_i = r - \sum_{j=1}^{N} H_{ij}y_j$ for disturbance $r = [r_1, \ldots, r_N]$, output $y = [y_1, \ldots, y_N]$ and interconnection matrix $H$. Define $Q = \text{diag}(Q_1, \ldots, Q_N)$, $S = \text{diag}(S_1, \ldots, S_N)$, and $R = \text{diag}(R_1, \ldots, R_N)$. Then $\mathcal{G}$ is $(Q, S, R)$-dissipative, where $Q = Q + H^TRH - SH - H^TS^T$, $R = R$, $S = S - H^TR$. 

III. THE CASE FOR DISSIPATIVITY

There are two primary reasons for pursuing learning-based design. First, there may be no easily defined objective function that adequately characterizes the desired performance. Second, the plant may be very poorly modeled, in which case traditional objectives like $\mathcal{H}_2$-norm minimization or pole placement would not necessarily yield desirable behavior on the true system. In either case, cloning the behavior of an expert policy circumvents the challenge of posing a useful controller objective. Recent work in achieving stability and robustness guarantees for imitation learning has primarily considered the first perspective, where the plant model can be trusted [2]. In this case, stability and robustness guarantees on the controller are formulated as closed-loop conditions assuming a nominal LTI plant. The $\mathcal{H}_2$ robustness proposed in [2] may be used to compensate for uncertainty in the model, but determining what bound to use is an open question, especially for complex systems.

When the plant is poorly understood due to parametric uncertainty, unmodeled nonlinearity, delays, etc, closed-loop conditions will not yield reliable stability guarantees. In this case, open-loop conditions based on coarse knowledge of plant IO properties (often derived from first principles) can be used to achieve robust stability guarantees without reliance on accurate state-space models. For example, it is
well known that many systems – such as RLC circuits, PID controllers, and flexible robotic manipulators – are passive for all possible parameters [12]. This fact follows from physical laws even for nonlinear and time-varying cases. By the Passivity Theorem [10], any passive controller must stabilize such systems. Thus, if an open-loop passivity constraint is imposed on the controller, closed-loop stability is guaranteed without resorting to a deficient LTI model. This stability is guaranteed despite additional noise or inconsistencies in training data, which is especially relevant if a human expert is mimicked. Moreover, while training and test data distributions may vary [3], passivity ensures closed-loop stability [12].

More generally, dissipativity can be used to convert IO plant information to closed-loop stability guarantees using open-loop controller conditions. At its most general, it is difficult to infer dissipativity from first principles. However, a valuable application of dissipativity is to combine incongruous information from different subsystems. For example, if one subsystem is poorly modeled but known to be passive, another is poorly modeled but has bounded gain, a third is well modeled and known to lie in a particular conic sector, and so on, these conditions can be combined into an overall QSR-dissipativity property according to Lemma 3. Recent work has also established data-driven methods for identifying QSR properties when models and analytic results are not available [26]. Thus QSR-dissipativity provides a unified approach to robust stabilization with IO methods and is well suited to the motivations of learning-based control for poorly modeled plants. The next section formalizes the dissipativity-constrained behavior cloning problem.

IV. PROBLEM STATEMENT

Consider a plant $\mathcal{G}: \text{u} \to \text{y}$ where $\text{u}, \text{y} \in \mathcal{L}_2^m$ are inputs and outputs of dimension $m$ and $p$, respectively. Consider also the LTI control law $\mathcal{G} : (\hat{A}, \hat{B}, C, 0)$ with states $\mathbf{x} \in \mathbb{R}^n$, inputs $\mathbf{u} \in \mathbb{R}^p$, and outputs $\mathbf{y} \in \mathbb{R}^q$. Let the controller and plant be in negative feedback defined by $\mathbf{u} = \hat{\mathbf{u}} - \mathbf{y}$ and $\hat{\mathbf{u}} = \mathbf{r} + \hat{\mathbf{y}}$, where $\hat{\mathbf{e}} \in \mathbb{R}^p$ and $\mathbf{r} \in \mathbb{R}^p$ are noise. This dynamic output-feedback control law is composed of observer $(\hat{A}, \hat{B})$ and feedback matrix $\hat{C}$.

Now suppose we have an open-loop stable observer $(\hat{A}, \hat{B})$ and an expert policy demonstration defined by a sequence of state-estimate/control-action pairs $(\hat{x}_k, u_k)^N_{k=0}$. Importantly, the expert policy $u_k$ may have access to better information than the concurrent state estimate $\hat{x}_k$, but the designed controller will not. The objective is to design the feedback matrix $\hat{C}$ so that the controller $(\hat{A}, \hat{B}, \hat{C})$ closely imitates the behavior of the expert and satisfies a prescribed QSR-dissipativity condition despite a potentially poorly designed observer. This condition in turn ensures closed-loop stability through an associated IO stability theorem, like Theorem 1. The dissipativity-constrained behavior cloning problem is to minimize $\frac{1}{2} \sum_{k=0}^N ||\hat{C} \hat{x}_k - u_k||^2_2 + \eta \tau(\hat{C})$ over $\hat{C}$ such that $\mathcal{G} : (\hat{A}, \hat{B}, \hat{C}, 0)$ is $(\mathbf{Q}, \mathbf{S}, \mathbf{R})$-dissipative, where $l$ is a loss function that empirically measures how well the learned controller mimics the expert policy on the state-estimate data, $r$ is a regularization function to prevent overfitting, and parameter $\eta \in \mathbb{R}_+$ weights the regularization term.

If the plant is poorly modeled, the observer is destined to estimate the states relatively poorly. This is exasperated once the feedback $\hat{C}$ is added, because the separation principle is lost when $\hat{A}$ is fixed a priori. However, since the feedback matrix is trained to match the mapping between the (generally bad) state-estimates and the expert control action (which itself does not necessarily rely on the designed observer), the controller can still achieve good performance. Further, as will be shown in the next section, the training problem is always feasible if the observer is open-loop stable.

In keeping with [2], a simple and effective choice of loss and regularization are the sum-of-squares, $l(\hat{C} \hat{x}_k, u_k) = ||\hat{C} \hat{x}_k - u_k||^2_2$ and the squared Frobenius norm, $\tau(\hat{C}) = ||\hat{C}||^2_2 = \text{tr}((\hat{C} \hat{C}^T))$, respectively. Lemma 2 can be applied to convert dissipativity condition into a matrix inequality constraint. These choices result in the new problem

$$\min_{P > 0, \hat{C}} \frac{1}{N} \sum_{k=0}^N ||\hat{C} \hat{x}_k - u_k||^2_2 + \eta \tau(\hat{C} \hat{C}^T)$$

subject to

$$PA + \hat{A}^T P - \hat{C}^T Q \hat{C} \leq 0.$$  \hspace{1cm} (3a)

Equation 3 now has a convex objective, but Constraint 3b is in general nonlinear. However, for several important special cases, this constraint can be non-conservatively re-posed as an LMI. This is addressed in the next section.

V. MAIN RESULTS

In this section, a new LMI constraint is proposed for imposing QSR-dissipativity with $\hat{C}$ as the design variable. This new result, established in Corollary 1, is non-conservative but requires $Q < 0$. This includes bounded gain and interior conic bounds as special cases, while for the special case of passivity, the original constraint is already linear. These special cases are tabulated in terms of their equivalent QSR-dissipativity characterization in Figure 1. Together, the results of Lemma 2 and Corollary 1 provide the first unified framework for imposing any interior conic bounds and more generally any QSR property with $Q < 0$ when designing the feedback matrix $\hat{C}$ for a known observer $(\hat{A}, \hat{B})$.

Corollary 1: Let the LTI system $\mathcal{G} : (\hat{A}, \hat{B}, C, 0)$ be controllable and observable. Then $\mathcal{G}$ is $(\mathbf{Q}, \mathbf{S}, \mathbf{R})$-dissipative with $Q < 0$ if and only if there exists $P > 0$ such that

$$\begin{bmatrix}
PA + \hat{A}^T P & PB - \hat{C}^T Q \hat{C} \\
* & -R \\
* & * & Q^{-1}
\end{bmatrix} \leq 0.$$  \hspace{1cm} (4)

Proof: Pull out $-\hat{C} \hat{C}^T$ from Constraint 3b, and apply Schur complement assuming $Q < 0$. 

Substituting Equation 3b for Equation 4 or its relevant special case determined by Figure 1 yields the convex optimization

$$\min_{P > 0, \hat{C}} \frac{1}{N} \sum_{k=0}^N ||\hat{C} \hat{x}_k - u_k||^2_2 + \eta \tau(\hat{C} \hat{C}^T) \text{ s.t. LMI (Fig. 1).} \hspace{1cm} (5)$$

This problem can now be solved efficiently with interior-point methods. The feasibility of Equation 5 for interior conic...
Case | QSR | LMI
--- | --- | ---
Passive | $Q = 0, S = \frac{1}{2}I, R = 0$ | (1) or (2)
$\gamma$-Bounded Gain | $Q = -I, S = 0, R = \gamma^2I$ | (4)

Nondegenerate Interior Conic
d $a < 0 < b$
| $Q = -I, R = -abI, S = \frac{a^2-b^2}{2}I$ | (4) or [29]

Degenerate Interior Conic
d $d > 0$
| $Q = 0, R = -dI, S = I$ | (2) or [29]

QSR-dissipative
| $Q = 0, R \geq 0, \text{any } S$ | (2)
| $Q < 0, R \geq 0 \text{ any } S$ | (4)

Fig. 1. Important cases of QSR-dissipativity, their formulations, and the LMI(s) that can be used to impose the property on an LTI system with the output matrix as a free variable.

Fig. 2. A chain of masses connected by springs and dampers

Sections with $a < 0 < b$ was established in [27], as long as $\mathbf{A}$ is Hurwitz. The more general QSR-dissipative cases in Figure 1 are covered by Proposition 1.

**Proposition 1:** Let $\mathbf{A}$ be Hurwitz, $\mathbf{S}$ be full rank, and $\mathbf{R} \succeq 0$. Equation 5 is feasible with Constraint 4 if $\mathbf{Q} < 0$, or with Constraint 2 if $Q = 0$.

*Proof:* The proof is by construction of a feasible $\widehat{\mathbf{C}}$. Consider the first case. If $\mathbf{S}$ has full rank, then the exists a left pseudo-inverse $\mathbf{S}^+ = (\mathbf{S}^T\mathbf{S})^{-1}\mathbf{S}^T$. Let $\mathbf{C}^T = \mathbf{PBS}^+$. Then Equation 2 becomes $\mathrm{diag}(\mathbf{PA} + \hat{\mathbf{A}}^T\mathbf{P} + \mathbf{PMP}, -\mathbf{R}) \preceq 0$, where $\mathbf{M} = -\mathbf{BS}^+\mathbf{QS}^T\hat{\mathbf{B}}^T \succeq 0$. From and back multiplying by $\mathrm{diag}(\mathbf{P}^{-1}, I)$ yields $\mathrm{diag}(\hat{\mathbf{A}}\mathbf{P} + \hat{\mathbf{A}}^T\mathbf{P} + \mathbf{M}, -\mathbf{R}) \preceq 0$, where $\hat{\Pi} = \mathbf{P}^{-1}$. Since $\mathbf{R} \succeq 0$, this is satisfied if $\exists \Pi > 0$ such that $\hat{\mathbf{A}}\mathbf{P} + \hat{\mathbf{A}}^T\mathbf{P} + \mathbf{M} \leq 0$. Since $\mathbf{A}$ is Hurwitz, so too is $\hat{\mathbf{A}}^T$, and by Lyapunov’s Lemma [28], this $\Pi$ exists for any $M > 0$. For the second case, let $\mathbf{Q} = 0$, $\mathbf{C}^T = \mathbf{PBS}^+$. Then Equation 2 is $\mathrm{diag}(\mathbf{PA} + \hat{\mathbf{A}}^T\mathbf{P}, -\mathbf{R}) \preceq 0$. Using the same reasoning, this is satisfied if $\mathbf{R} \succeq 0$ and $\mathbf{A}$ is Hurwitz.

**VI. NUMERICAL EXAMPLE**

Two experiments are provided to illustrate the utility of the proposed design framework. In each case, LQR-optimal state feedback is used as the expert control policy, and state-estimate feedback based on an LQR-optimal observer is learned according to Section V. The first example demonstrates how the proposed design compares to existing robust behavior cloning techniques. A simple passive system is used and the controller’s performance in the presence of parametric uncertainty and limited data is explored. The second example demonstrates how QSR-dissipativity can be used to design for networks of nonlinear systems.

**A. A Passive System**

The plant under consideration is a chain of $N = 4$ unit masses connected by springs and dampers, as in Figure 2. Nominal system parameter values are sampled from the uniform distributions $k_i^u \in [k_l, k_u]$ and $c_i^u \in [c_l, c_u]$, while the true system parameters $(k, c)$ are created using nominal system values and percentage of parameter uncertainty. The inputs to the system are forces applied to each mass, and the outputs are velocity measurements, which ensures the system is passive for any parameter set.

The expert policy is designed as a noisy LQR-optimal static state feedback, $\mathbf{u}_t = -\mathbf{K}_t x_t + e$, where $e$ is noise, $x_t$ is the state of the true system $(\mathbf{A}_t, \mathbf{B}_t, C_t, 0)$, and $\mathbf{K}_t = E^{-1}_t \mathbf{B}_t^T \Pi_t$, where $\Pi_t$ solves $\mathbf{A}_t^T \Pi_t + \Pi_t \mathbf{A}_t - \Pi_t \mathbf{B}_t E_t^{-1} \mathbf{B}_t^T \Pi_t + \mathbf{C}_t^T \mathbf{F}_t \mathbf{C}_t = 0$ using $E_t = 10$ and $F_t = 0.1$. An LQR-optimal observer for the autonomous nominal system, $(\mathbf{A}_n, \mathbf{B}_n, C_n, 0)$, is designed as $(\hat{\mathbf{A}}, \hat{\mathbf{B}}) = (\mathbf{A}_n - L \mathbf{C}_n, \mathbf{L})$, where $\mathbf{L} = \Pi - \Pi \mathbf{C}_n E_t^{-1}$, and $\Pi_2$ solves $\Pi_2 A_t^T + \mathbf{A}_t \Pi_2 - \Pi_2 C_t^T E_t^{-1} C_n \Pi_2 + \mathbf{B}_t B_t E_t^{-1} = 0$ with $E_2 = 0.5$ and $F_2 = 0.1$.

Training data of the expert demonstrator is generated by simulating the expert policy stabilizing the true system from randomized initial state estimates, while the observer collects state estimates. Initial states are sampled from $\mathcal{N}(0, I)$.

Noise $\mathcal{N}(0.025^2I)$ is added to the controller and plant inputs. Pairs of control actions $\mathbf{u}$, and state estimates $\hat{x}$ are collected throughout the 10 second duration of each trajectory. Then feedback matrix $\mathbf{C}$ is designed using Equation 5 with LMI 2 and $\mathbf{Q} = 0, S = \frac{1}{2}I, R = 0, \eta = 0.05$. The resulting controller $(\hat{\mathbf{A}}, \hat{\mathbf{B}}, \hat{\mathbf{C}}, 0)$ is referred to as the passivity-constrained learner and is passive, as desired.

Performance of the learned controllers is explored in simulations by varying the amount of training data and parametric uncertainty. The passivity-constrained learned controller is compared to an unconstrained learned controller (learned with Equation 5 without the constraint) and a Lyapunov-constrained learned controller [2] which enforces stability through closed-loop state space conditions. Performance is evaluated by implementing the expert and learned controllers on 100 trajectory simulations in which the initial conditions are randomly sampled from $\mathcal{N}(0, 20^2I)$, well outside of those in the training data. For evaluation, the cost function is defined as $\frac{1}{n} \sum_{l=0}^{N} ||x_e(k) - x(k)||_2^2$, where $x_e(k)$ is the expert system states, $x(k)$ is the system states when using the learned controller, and $N$ is the number of time steps in the simulated trajectory. The plant and control input noise $\mathcal{N}(0.025^2I)$ is consistent across simulations.

Figure 3 shows the cost of the unconstrained, passivity-constrained, and the Lyapunov-constrained learners [2] across 50 randomized systems when trained with variable amounts of training trajectories. Nominal system parameters are drawn from the uniform distributions, $k_i^u \in [0.001, 10]$ and $c_i^u \in [0.001, 1]$. Parametric uncertainty with respect to the true system is 50%. When trained with one trajectory, the unconstrained learner remains stable for only 70% of systems. As training trajectories increases, the unconstrained learner then maintains stability for all systems. Both the passivity-constrained and Lyapunov-constrained learners are stable for all amounts of training trajectories. The passivity-constrained learner quickly finds and maintains a consistent performance as training data amount increases. In contrast, the Lyapunov-
Fig. 3. Performance of learned controllers for variable amounts of training data trajectories. Systems are designed with $k^d_t \in [0.001, 10]$, $c^d_t \in [0.001, 1]$, and 50% parameter uncertainty. Arrows indicate plot extends to infinity.

Fig. 4. Performance of learned controllers across variable system parameter uncertainty when trained with 25 training data trajectories. Nominal parameter values are drawn from $k^d_t \in [0.001, 100]$ and $c^d_t \in [0.001, 100]$. Arrows indicate plot extends to infinity.

constrained learner steadily improves in performance. This difference is likely because Equation 5 used to find the passivity constrained-learner can be solved using interior point methods, while the Lyapunov-constrained learner [2] requires projected gradient descent.

Fixing the training data to 25 trajectories, the uncertainty in nominal and true system parameters are then varied from 0 to 100% for 40 randomized systems. Nominal system parameters are drawn from the uniform distributions $k^d_t \in [0.001, 100]$ and $c^d_t \in [0.001, 100]$ to represent a large space of parameter uncertainty. The resulting cost and stability results are shown in Figure 4. Both the passivity-constrained and unconstrained learners exhibit reduced performance with increased parameter variations but remain stable throughout, while the Lyapunov-constrained learner remains stable for only 77.5% of systems when parameter uncertainty is 25% and further decreases as uncertainty increases.

B. A QSR System

Consider $\mathcal{G}_t : (u_1, u_2) \rightarrow (y_1, y_2)$, the interconnection of two subsystems $\mathcal{G}_1^t : e_1 \rightarrow y_1$ and $\mathcal{G}_2^t : e_2 \rightarrow y_2$ defined by

$$
\begin{align*}
\mathcal{G}_1^t : \quad & \dot{x}_1 = -x_1^3 - x_1 + e_1 \\
& y_1 = x_1 - 2e_1 \\
& e_1 = u_1 + y_2, \\
\mathcal{G}_2^t : \quad & \dot{x}_2 = A_2 x_2 + B_2 e_2 \\
& y_2 = C_2 x_2 \\
& e_2 = u_2 - y_1,
\end{align*}
$$

where $\mathcal{G}_t^2$ is the same system as in the prior experiment with two masses and only one input and output, applied to the first mass. The system parameters are $m_1, m_2 = 0.5$, $k_1, k_2 = 5$, $c_1, c_2 = 10^{-3}$. The expert control policy is $u_t = -K_x x_t + e$, where $e$ is noise, $x_1^t = [x_1, x_1^t]$, $u^t_t = [u_1, u_2]$, and $K_e$ is LQR-optimal state feedback gain for $\mathcal{G}_t^2$ linearized about $(x_1, e_1) = (0, 0)$. This is designed similarly to the previous example with parameters $E_1 = 1000I$ and $F_1 = I$.

For the purposes of control design, $\mathcal{G}_t^2$ is known perfectly but the nominal system is linearized about $(x_1, e_1) = (0, 0)$. Meanwhile, $\mathcal{G}_t^2$ is a poorly understood subsystem. To reflect the lack of modeling information, it is estimated as a single-mass system with nominal parameters $m_1 = 1$, $k_1 = 2.5$, $c_1 = 0.05$. This reflects a well measured lumped mass and spring constant and overestimated damping. The resulting nominal system is $\mathcal{G}_n : (A_n, B_n, C_n, D_n)$, defined by subsystems

$$
\begin{align*}
\mathcal{G}_1^n : \quad & \dot{x}_1 = -x_1 + e_1 \\
& y_1 = -x_1 - e_1 \\
& e_1 = u_1 + y_2, \\
\mathcal{G}_2^n : \quad & \dot{x}_2 = A_2 x_2 + B_2 e_2 \\
& y_2 = C_2 x_2 \\
& e_2 = u_2 - y_1.
\end{align*}
$$

Since the learned controller does not have direct access to states, an LQR-optimal observer of the form $(A, B) = (A_n - L C_n, L)$ is designed, where $L$ is designed as in the previous section with $E_2 = 10I$ and $F_2 = I$. Since the nonlinear $\mathcal{G}_t^2$ is known perfectly, it is known that $\mathcal{G}_t^2 \in \mathcal{C} [-2, -1]$ [23]. Although $\mathcal{G}_t^2$ is modeled poorly, the true system is known to be passive from first principles. Applying Lemma 3, $\mathcal{G}_t$ is QSR-dissipative with parameters

$$
\begin{align*}
\bar{Q} = \begin{bmatrix} -1 & 1 \\ 1 & -2 \end{bmatrix}, & \bar{S} = \begin{bmatrix} -3 & 0 \\ 2 & -4 \end{bmatrix}, & \bar{R} = \begin{bmatrix} -2 & 0 \\ 0 & 4 \end{bmatrix},
\end{align*}
$$

from $u = [u_1, u_2]^T$ to $y = [y_1, y_2]^T$. Then applying Theorem 1, any controller stabilizes the true system if it is QSR-dissipative with respect to

$$
\begin{align*}
Q_c = \begin{bmatrix} -0.52 & 0 \\ 0 & -1.04 \end{bmatrix}, & S_c = \begin{bmatrix} -3 & 2 \\ 0 & 4 \end{bmatrix}, & R_c = \begin{bmatrix} 0.45 & -0.48 \\ -0.48 & 0.92 \end{bmatrix}.
\end{align*}
$$

Two learned controllers are designed. The first, $\mathcal{C}_{QSR} : (A, B, C_{QSR}, 0)$, is designed using dissipativity-constrained behavior cloning as outlined in section V, where the controller is constrained to be $(Q_c, S_c, R_c)$-dissipative. The second, $\mathcal{C}_{nc} : (A, B, C_{nc}, 0)$, is designed using unconstrained behavior cloning, which is achieved by solving Equation 5 without the constraint. In both cases, $\eta = 0.05$, and training data with the expert controller is generated using 15-second trajectories with uniformly distributed initial conditions within $||x_0|| \leq 5$, $||\dot{x}_0|| \leq 0.25$. White noise with distribution $\mathcal{N}(0, 0.25^2I)$ was added to plant and controller inputs to represent environmental disturbances.

To evaluate the performance of $\mathcal{C}_{QSR}$ and $\mathcal{C}_{nc}$, the two learned controllers and the expert were simulated over twenty-five 15-second trajectories. Initial conditions for the simulations were uniformly distributed within $||x_0|| \leq 20$, $||\dot{x}_0|| \leq 1$ and were constant across the three controller simulations. The environmental noise distribution for the simulation was $\mathcal{N}(0, I)$ and was also constant across simulations. The increased variability of the noise and initial
conditions in the test is used to reflect performance outside of the training data set. The performance of the learned controllers was then compared to that of the expert through the cost function $\frac{1}{N} \sum_{k=0}^{N-1} |x_e(k) - \hat{x}(k)|^2$ for each trajectory, where $x_e(k)$ is the state at time step $k$ given the expert control action, and $\hat{x}(k)$ is the state given the learned controller action. Figure 5 shows the relative cost for each controller as a function of the number of training data trajectories. The QSR-constrained controller significantly outperformed the unconstrained controller in very low-data settings, and provided comparable performance in higher-data settings. This is because the unconstrained controller demonstrated unstable behavior in many low-data simulations, while the QSR-constrained controller was stable for all.

**VII. DISCUSSION**

In this work, it is shown that dissipativity is a valuable tool for recovering robust stability guarantees for learned controllers when plant models are low-fidelity. The behavior cloning control problem is reformulated for observer-based dynamic output feedback control, and convex constraints are formulated to enforce QSR-dissipative properties on the learned controller. IO stability theory is then employed to guarantee stability of the true system using coarse open-loop knowledge of the plant subsystems and their interconnections. Experimental results show that this approach yields controllers that are capable of imitating expert behavior despite limited information about the system and its true states. Moreover, the constrained learned controllers maintain stability despite high uncertainty and low available data, even in cases where comparable methods fail due to over-reliance on unreliable plant models. Future work will improve on this scheme by designing the observer and feedback together, relaxing constraints on the possible QSR-dissipative properties that can be imposed, and applying dissipative constraints on different forms of learned controllers, like neural networks.
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