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Abstract. The requirement of expensive annotations is a major burden for training a well-performed instance segmentation model. In this paper, we present an economic active learning setting, named active pointly-supervised instance segmentation (APIS), which starts with box-level annotations and iteratively samples a point within the box and asks if it falls on the object. The key of APIS is to find the most desirable points to maximize the segmentation accuracy with limited annotation budgets. We formulate this setting and propose several uncertainty-based sampling strategies. The model developed with these strategies yields consistent performance gain on the challenging MS-COCO dataset, compared against other learning strategies. The results suggest that APIS, integrating the advantages of active learning and point-based supervision, is an effective learning paradigm for label-efficient instance segmentation.
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1 Introduction

Instance segmentation aims to predict a pixel-wise mask with a category label for each instance in the given image. Despite the rapid development of the instance segmentation methods, the requirement of a massive amount of labeled data is still a heavy burden of training a well-performed instance segmentation model. For example, the annotation of a polygon-based mask for an object in MS-COCO requires 79.2 seconds \cite{33} on average and even higher for the more precise mask annotations in LVIS \cite{17}, which is considerably more time-consuming than annotating a bounding box (e.g., 7 seconds via clicking extreme points \cite{38}).

In general, weak supervision and active learning are usually two effective ways to reduce the annotation cost. For the task of instance segmentation, a number of existing works attempted to predict instance masks with weak supervisions, such as category tags \cite{31,40,61}, bounding boxes \cite{21,26,28,51}, and points \cite{9,29}.
Fig. 1: Overview of the training pipeline for the proposed APIS setting where the annotator is asked for labeling whether the point falls on the specified object (i.e., the bird) or not. The expected label in this case is ‘yes’. \(D \) is the training data and \(C, B, P\) are the category, bounding box, and point annotations, respectively (see Section 3.1 for details).

However, active learning for instance segmentation has been less investigated. Wang et al. [52] first explored the possibility on medical image analysis, but, to the best of our knowledge, no existing work has studied this setting on more complex and larger-scale datasets (e.g., MS-COCO [33]).

In this paper, we present a new setting named **active pointly-supervised instance segmentation (APIS)** to study active learning algorithms for instance segmentation with point supervisions. Under the proposed setting where each image in the data pool has been annotated with category labels and bounding boxes, the goal of the algorithms is selecting the most informative points for labeling to maximize the model’s performance. Fig. 1 illustrates the training pipeline of APIS. Compared to the typical active learning settings that the most informative images or instances are selected and annotated with boxes and masks, APIS can be studied in a more fine-grained manner because it allocates annotation budgets to pixels, and the annotation of points is considerably faster and cheaper. As stated in a previous work [9], labeling whether a point falls on the specified object or not takes only 0.9 seconds on average. Note that active learning is a training strategy that point labels are only queried during the training phase of APIS, while no annotations are provided for testing.

APIS raises an important problem that has not been studied before, *i.e.*, **how to estimate the informativeness of a point**, where the informativeness can be roughly defined as the potential gain of segmentation accuracy (e.g., in terms of mAP) if this point is annotated. However, estimating the precise accuracy gain for each point is obviously infeasible. In the literature, uncertainty is widely used to estimate the informativeness of an example. Inspired by this, we designed several metrics to estimate the uncertainty of a point based on the model’s prediction and select the most uncertain point of each instance for annotation.
The labeled points are used together with the category and box annotation to update (e.g., fine-tuning) the instance segmentation model.

Extensive experiments on the challenging MS-COCO dataset demonstrate that the model trained with the actively acquired points performed consistently better than the model trained with randomly sampled points during each active learning step. Especially, we found that entropy, a conceptually simple metric, works the best among all the proposed metrics for uncertainty estimation. To understand the results of APIS, we went deep into the point selection process and studied the training dynamics, point distribution and point difficulties. The analyses reveal that the proposed sampling metric provides a good estimation of the point informativeness and therefore leads to higher performance. In addition to the random sampling baseline, we further compared APIS against a setting of active instance segmentation with full supervisions, where the most informative images or instances are selected for mask annotation. Conditioned on the same annotation budget and training time, the model developed under the APIS setting outperformed all other competitors. The results suggest that active learning cooperates effectively with point supervisions, which can further boost the instance segmentation performance under a limited annotation budget. We hope the promising results, as well as the comprehensive analysis presented in this work, will draw the attention of the community to APIS and other label-efficient visual recognition techniques.

The contribution of this work is summarized as follows:

- We present a new active instance segmentation setting APIS where the goal is to sample the most informative points to maximize the model’s performance. To our knowledge, this work is the first to explore active learning for instance segmentation with point supervisions.
- We estimate the informativeness with the uncertainty of point predictions, and the model trained with the actively acquired points consistently outperformed the random sampling counterparts on MS-COCO.
- We provide comprehensive comparisons and analyses to understand the results of APIS and concluded that APIS successfully combines the advantages of active learning and point-based supervision to reduce the annotation burden of instance segmentation.

2 Related Work

Instance Segmentation. Currently, the fully supervised methods still dominate the popular instance segmentation benchmarks [11,17,33]. Mask R-CNN [20] and its follow-up methods [7,22,34] predict masks based on the region-level features. One-stage methods like CondInst [50] and SOLO [54] directly segment instances at image-level by learning instance-aware kernels. Recently, some query-based methods [51,14,15] further boost the segmentation performance. For the weakly supervised paradigm, category tags [3,40,61] are the simplest supervision but the results are usually uncompetitive. With bounding box annotations, the recently proposed BoxInst [51] and DiscoBox [28] significantly outperformed
previous methods \cite{21,26} on MS-COCO. In addition, PointSup \cite{9} further reduced the gap to the fully-supervised methods by training with boxes and several randomly sampled points for each instance, which is similar to the random sampling baseline in APIS where the points are accessed for training step by step. However, there are still great differences that APIS focus on active learning for instance segmentation while PointSup \cite{9} is for weakly-supervised learning.

**Active Learning.** Over the past decades, a great number of active learning algorithms have been proposed but mostly designed for image classification, which can be roughly divided into two categories: uncertainty-based \cite{51,10,16,24,30,55} and diversity-based \cite{11,8,4,47} algorithms. In recent years, some researchers shifted their attention to the downstream visual recognition tasks such as object detection \cite{21,10,25,35,43,58} and semantic segmentation \cite{46,55,57}. However, for the task of instance segmentation, the potential of active learning has been less explored. Only one published work \cite{52} preliminarily studied this problem on the medical image datasets where a triplet uncertainty metric was calculated with the predicted mask IoU scores of Mask Scoring R-CNN \cite{22}, which makes the metric relying on a specialized architecture. By contrast, we first studied this problem on the most commonly used MS-COCO dataset and the proposed metrics are model-agnostic. Furthermore, different from all existing settings where images or instances \cite{12} are selected for labeling, the proposed APIS setting performs in a fine-grained and weakly supervised manner, \textit{i.e.}, selecting and labeling points. A few works \cite{13,39} studied weak supervisions for active object detection while they focused on how to decide the annotation scheme (strongly or weakly) for an image, which are complementary to APIS.

**Point-Based or Click-Based Segmentation.** Point-based supervision has been studied in various image segmentation tasks, including semantic segmentation \cite{4,11}, instance segmentation \cite{9,29}, and panoptic segmentation \cite{31}. In addition, point clicks are widely used in interactive annotation \cite{6,23,32,36,56} methods, which usually requires mask annotations for training the model. During testing (\textit{i.e.}, annotating an unseen image), the user is asked to provide some corrective point clicks iteratively. APIS is intrinsically different to these methods that the model only interacts with users during training and no additional labels are required during testing.

3 Method

3.1 Problem Formulation

In this section, we formally define the proposed active pointly-supervised instance segmentation (APIS) setting. Suppose we collect a large training dataset of \(N\) images denoted as \(D = \{I_i\}_{i=1}^N\) with annotations \(\{C, B\}\), where \(C = \{C_i\}_{i=1}^N\) is the category annotation, \(B = \{B_i\}_{i=1}^N\) is the box annotation, and \(Q_i = |B_i| = |C_i|\) is the number of instances in the \(i\)th image. We studied a typical setting of APIS that each instance is sampled with the same number of points and all the points should be located in the corresponding ground-truth bounding box. Ad-
ditionally, we also studied a scenario where not all instances were labeled with the same number of points, see Supp. Material for details.

Before the active learning cycle starts, we randomly sample and annotate one point for each instance. The initial set of points is denoted as:

\[ P_0 = \{ (x_{ij}^0, y_{ij}^0, u_{ij}^0) \mid 1 \leq i \leq N, 1 \leq j \leq Q_i \}, \]  

where \((x_{ij}^0, y_{ij}^0)\) is the coordinates of a point that is located in the \(i^{th}\) bounding box of the \(j^{th}\) image, and \(u_{ij}^0 \in \{0, 1\}\) is the point label which indicates whether the point falls on the foreground object or not. The size of \(P_0\) is \(Q = \sum_{i=1}^{N} Q_i\) that equals to the total number of instances in \(\mathcal{D}\). The instance segmentation model \(\mathcal{M}_0\) is initialized by training with the above annotations \(\{\mathcal{C}, \mathcal{B}, P_0\}\).

At the \(s^{th}\) \((s \geq 1)\) active learning step, the informativeness of points is estimated based on the predictions of the previous model \(\mathcal{M}_{s-1}\). We designed several uncertainty-based metrics to estimate the point informativeness, which will be explained in Section 3.2. The most informative point of each instance is selected and the annotators are asked to label it. The newly labeled points are merged with \(P_{s-1}\) and formed the new point set \(P_s\):

\[ P_s = P_{s-1} \cup \{ (x_{ij}^s, y_{ij}^s, u_{ij}^s) \mid 1 \leq i \leq N, 1 \leq j \leq Q_i \}, \]  

where the number of points in \(P_s\) is \((s+1) \times Q\). Subsequently, the model \(\mathcal{M}_s\) is fine-tuned from \(\mathcal{M}_{s-1}\) with all available annotations \(\{\mathcal{C}, \mathcal{B}, P_s\}\). The above process is repeated multiple steps until the annotation budget has been exhausted or a satisfactory performance has been achieved.

### 3.2 Point Selection for APIS

In this section, we tackle the core problem raised by APIS that how to define a point’s informativeness. Note that informativeness is not totally determined by correctness, e.g., if the model predicts a point as positive with a high confidence while the ground-truth is negative, annotating it may not be an ideal solution (see Sec. 4.3). That said, even provided the mask labels, it is still difficult to determine which point has a potentially large contribution. We refer to some existing active learning methods [5,16,24,30,53] to study uncertainty, and use the uncertainty of points to rank their informativeness.

In modern instance segmentation models, a ground-truth instance is usually assigned as the learning target for multiple predictions during training, known as label assignment [60], which makes NMS (Non-Maximum Suppression) being a necessary process during inference. Suppose there are \(K\) mask predictions \(\{m^k\}_{k=1}^{K}\) matching to a given instance in \(\mathcal{D}\), where \(m^k \in [0, 1]^{H \times W}\) is an image-level probability matrix and \(H \times W\) is the shape of the image. Note that for CondInst [50] the prediction is already image-level while for Mask R-CNN [20] the region-level prediction should be transformed to image-level. Denote the element of \(m^k\) with coordinates \((x, y)\) as \(m^k_{xy}\) that indicates the probability of a point located at \((x, y)\) falling on the object. We designed several metrics to estimate the uncertainty for a point based on its predictive probability of \(p^k_{xy}\).
(1) Entropy of the Averaged Predictions. The Shannon Entropy\cite{45} metric is commonly used in existing active learning algorithms\cite{2,16,19,53}. In our case, since mask prediction is a binary classification problem for points, the entropy metric can be defined as:

\[ H(p) = -p \log p - (1 - p) \log(1 - p), \]  

where \( p \) is the probability of any point. We simply average multiple predictions on the same point to calculate the entropy value, and the point with the highest entropy value is selected for the corresponding instance:

\[ (\hat{x}, \hat{y}) = \arg \max_{(x,y) \in \Omega} H(\bar{p}_{xy}), \quad \bar{p}_{xy} = \frac{1}{K} \sum_{k=1}^{K} p_{xy}^k, \]  

where \((\hat{x}, \hat{y})\) is the coordinates of the actively selected point for the given instance and \( \Omega \) is the spatial constraint for the point candidates. In our setting, the selected points are expected to fall inside the ground-truth bounding boxes. The intuition behind the above sampling strategy is straightforward yet reasonable, i.e., the more the probability close to 0.5, the higher the entropy, and the more likely the point should be selected. Designing the constraint \( \Omega \) carefully or averaging multiple predictions with some adaptive weights can make the above strategy more sophisticated, however it is not the focus of this work.

(2) Disagreement Among Multiple Predictions. The intuition behind the disagreement metric is that if multiple predictions for the same point varied significantly, the model should be highly uncertain about that point and we should select that point for labeling. This idea can be traced back to the classical query by committee paradigm\cite{37}. A number of works implicitly or explicitly followed this idea to select samples actively. For example, in the task of active object detection, the offsets between the boxes generated from different SSD layers\cite{43}, or the IoU scores between the proposals and final detected boxes\cite{25} were used to measure the disagreement. In our case, we adopt the variance across different predictions for a point to measure the disagreement and the point with the largest variance is selected for the corresponding instance:

\[ (\hat{x}, \hat{y}) = \arg \max_{(x,y) \in \Omega} V(p_{xy}), \]  

where \( p_{xy} \in \mathbb{R}^K \) is the probability vector at the location \((x, y)\) and \( V(\cdot) \) calculates the variance of it.

In addition to sampling metrics mentioned above, how to form the prediction set \( \{m^k\}_{k=1}^K \) for a given instance is an important problem. In this work, by considering the properties of the APIS setting, we propose and compare several solutions. (a) Multiple Anchors: Since a ground-truth instance is usually assigned to multiple anchors (where anchors are the positive locations for CondInst\cite{50}, or the positive proposals for Mask R-CNN\cite{20}, etc.) during training, we naturally have multiple predictions for one instance. (b) Multiple Models: Another solution is training the same models multiple times with different initializations.
to get multiple predictions, which is usually called Deep Ensembles \cite{2,27} in the literature. (c) \textit{Multiple Scales}: Training multiple models is computationally inefficient. An alternative is to forward the same model multiple times under different conditions. In our case, the model is usually trained with multi-scale inputs, thus we can forward the model with an individual scale each time to get multiple predictions. The concept of multi-scale here can be freely replaced by other types of data augmentations (e.g., flipping, rotation).

We calculate the entropy and disagreement metrics on the above prediction sets individually and obtain several different point sampling strategies. Note that the case of multiple anchors also appear in each model or each forward pass, and we simply concatenate them as a single prediction set. For the instance that was not predicted ($K = 0$), we randomly sample a point for it. For the instance that has only one prediction ($K = 1$), we only use entropy as the metric.

### 3.3 Baseline for APIS

Note that there is no existing work can be directly compared to APIS since the problem of active instance segmentation has been less investigated. In addition to the \textit{random sampling} baseline, inspired by the existing works for active image classification or object detection where the full labels are usually queried, we create a baseline setting for comparison, named \textit{active fully-supervised instance segmentation (AFIS)}, where the mask annotations are queried during each active learning step. Note that the category and box annotations $\{C, B\}$ are also provided in advance. We designed several sampling strategies under the AFIS setting, which will serve as the baselines for APIS. A straightforward strategy is selecting the most informative images and labeling masks for all instances in the image. An alternative is selecting and annotating the most informative instances, which is a fine-grained solution that not all instances in the image are labeled. We call them \textit{image-level selection} and \textit{instance-level selection} for AFIS. See \textit{Supp. Material} for more description of AFIS.

Under the AFIS setting, we propose two metrics to define the informativeness of an image or an instance. (a) \textit{Mean Entropy}: Inspired by the aforementioned uncertainty-based metrics of APIS, we defined the instance uncertainty as the mean entropy of all points inside the ground-truth bounding box, and the uncertainty of an image is defined as the mean uncertainty of all instances in that image. The most uncertain images and instances are selected for the image-level and instance-level cases, respectively. (b) \textit{Detection Quality}: The quality of mask prediction is usually dependent on the detection quality. For an instance that was not accurately detected, the potential of the mask label, if provided, may not be fully utilized. Therefore, we propose to select the instances with the higher detection quality for labeling masks. Since the ground-truth boxes are provided, we can easily use the detection loss (e.g., GIoU Loss \cite{42}) as the metric for instance selection. For the image-level selection, we calculate the average detection loss of all instances for an image, and the images with the lowest loss are selected.
Fig. 2: (a) Comparison of different point selection strategies. \( A, \ M \) and \( S \) indicate the prediction sets constructed from multiple anchors, multiple models, and multiple scales, respectively. (b) Comparison of different fine-tuning schedules.

4 Experiments

4.1 Experimental Settings

We report results on the MS-COCO \cite{lin2014microsoft} dataset. All the active selection strategies were applied on the \texttt{train2017} split, including 118k images with 860k instances, where the annotation for points was simulated by adopting the labels of the ground-truth instance masks on the corresponding location. All models were evaluated on the \texttt{val2017} split.

**Implementation Details.** We mainly took CondInst \cite{yi2020condinst} with ResNet-50 as the instance segmentation model and adopted the \texttt{AdelaiDet} \cite{luo2021adelaidet} codebase. To train the model with point supervision, we followed the same training protocol as PointSup \cite{chen2020pointsup} where the point prediction was sampled from the prediction map using bilinear interpolation and the per-pixel cross-entropy loss was calculated on the labeled points only. The initial model \( M_0 \) was trained for 90k iterations with the initial learning rate being 0.01 and decayed at iteration 60k and 80k, respectively. Other training settings were the same as CondInst. After that, the active learning process was repeated multiple times. At the \( s \)th active learning step, \((s + 1)\) points were labeled in total for each instance where \( s \) points were actively acquired, denoted as \( P_s \) in the following experiments. By default, at each step, the model was fine-tuned for 30k iterations with the initial learning rate being 0.01 and decayed every 10k iterations. All models were trained with the SGD optimizer and multi-scale data augmentation with mini-batch of 16 images on 8 NVIDIA Tesla V100 GPUs. The results were measured by the mask \text{mAP}(\%) metric of instance segmentation.

4.2 Design Principles of APIS

**Point Selection Strategy.** As introduced in Section 3.2 we propose two metrics, named \textit{Entropy} and \textit{Variance} (i.e., the disagreement) here, to estimate the point uncertainty based on the prediction set, and there are three types of prediction sets: \textit{Multiple-Authors} (\( A \)), \textit{Multiple-Models} (\( M \)), and \textit{Multiple-Scales} (\( S \)).
We composed them into six different point selection strategies, and we observed that all these six strategies performed consistently better than the random sampling baseline, as shown in Fig. 2a. The results demonstrate the effectiveness of active point selection. In addition, the strategies that taking Entropy as the metric usually performed better than the Variance counterparts. When using Entropy as the metric, constructing the prediction set from multiple anchors (A) performed better than from multiple models (M) or scales (S), and the latter two solutions are obviously inefficient in computation. The best-performing strategy is calculating the entropy value for each point based on the predictions from multiple anchors, which surpassed random sampling by 0.56%, 0.92% and 0.80% mAP at the first three steps. Surprisingly, the result at the second step (P2) even outperformed the random sampling counterparts with larger annotation costs and longer training time (P3). Unless otherwise specified, we use Entropy to denote this best-performing strategy in the rest of this paper.

For the Entropy strategy mentioned above, we always chose the most uncertain point of each instance for labeling, and we were also curious about the inverse situation that the most certain points (i.e., point with the lowest entropy value) were selected instead. As shown in Fig. 2a (black dashed line), the points with the lowest entropy even performed worse than the randomly sampled points, which verified that the proposed entropy metric is a simple yet effective way to estimate the point informativeness.

**Fine-Tuning Schedule.** We compared different fine-tuning schedules at each active learning step. For the 10k schedule (∼1.3 epoch), the learning rate was fixed at 0.0001. For the 90k schedule (12 epochs), the initial learning rate was 0.01 and reduced by a factor of 10 at iteration 60k and 80k, respectively. As shown in Fig. 2b, we observed that the longer the training time, the larger the gaps between active point selection and random sampling. When adopting the 90k schedule, the gap reached to +1.77% at the third step (P3). The results suggest that the actively acquired point is indeed more informative, and the longer training time can further release its potential. In this paper, unless otherwise specified, the 30k schedule was used in experiments for convenience.

**Instance Segmentation Model.** In our experiments, we mainly used the CondInst with ResNet-50 backbone as the instance segmentation model. Actually, the proposed APIS setting can be studied with a diverse set of models, and we also studied two alternatives. (a) Larger backbone: Using the higher-capacity ResNet-101 as the backbone, the similar observation can be made that active selection works consistently better than random sampling, as shown in Fig. 3a. (b) Boxly-supervised model: Recall that P0 in above experiments is a set of randomly sampled points which is used to initialize the model to obtain the initial mask predictions. A number of works [21, 26, 28, 51] attempted to predict masks by training with box annotations only. By adopting these models as the initial model in APIS, we can eliminate the need of P0. In Fig. 3b, we adopted BoxInst [51], a dominant method in the boxly-supervised instance segmentation area, as the initial model, and each instance was labeled with s points in P′ s (in comparison, s + 1 in Ps). As shown, the proposed strategy also worked in this
Fig. 3: The results of taking CondInst with ResNet-101 and BoxInst [51] as the instance segmentation model, respectively. Transfer indicates that the points are acquired from CondInst with ResNet-50 and transferred to this model.

case. With the power of BoxInst, similar or even better results were achieved with fewer points, e.g., the result of $P_1'$ surpassed $P_1$ (in Fig. 2a) by 0.47% mAP, although $P_1$ has more points.

Transferability. We studied the transferability of the actively acquired points. As shown in Fig. 3 (blue lines), we transferred the points acquired from one model (CondInst with ResNet-50) to other models, CondInst with ResNet-101 and BoxInst, respectively. Specifically, the point set $P_s$ of the former model served as the supervision for the latter two models in the $s$th step. As shown, the results of the transferred points are slightly lower than the results of selecting points for those models from scratch, but still higher than random sampling.

4.3 Analysis for APIS

Visualization Analysis. To better understand how the point is selected and how it works, we visualized the mask predictions, uncertainty maps, and the selected points for some instances, as shown in Fig. 4a. We observed that the highlighted regions in uncertainty maps often corresponded to the two types of mistakes in the mask predictions. One is the typical over-segmented or under-segmented regions (e.g., holes on the object, or patches on the background). Another one is the error around the boundaries of the predicted masks (i.e., imprecise boundaries). Therefore, the points selected from these misclassified regions can provide a valuable feedback about how the model performs and it is possible to correct the mistakes by fine-tuning with the selected points in the subsequent active learning steps (e.g., the last column). Interestingly, some prediction errors were still corrected even without sampling the points from those regions (e.g., dashed boxes in the 3rd row). The reason might be that the patterns of these error regions also appeared in other instances that have the desired annotations. On the other side, there were also some failure cases where the prediction around the selected point even got worse after fine-tuning (e.g., the 4th row). More visualized results are included in Supp. Material.
Fig. 4: (a) Visualization of (from left to right): ground-truth masks, mask predictions, uncertainty maps, and mask predictions after fine-tuning with the selected points (red spots) for some instances. (b) Accuracy curves of the actively acquired points and random points during training. (c) The mean distances to the object boundaries of the actively acquired points for each step. The mean distance for random points is provided for reference (dash line).

**Point Accuracy Curves.** In addition to the case studies above, the accuracy (i.e., accuracy of binary classification for points during training) curves of the actively acquired points and randomly sampled points are plotted in Fig. 4b. As shown, the accuracy of the actively acquired points dropped dramatically at the beginning of each step (iteration 90k, 120k and 150k, respectively), which shows that the selected points were often misclassified at the previous step and it is possible to correct the errors by fine-tuning the model with their labels (e.g., the first three rows of Fig. 4a). In contrast, the accuracy of random points dropped slightly at each time and always stayed at a high level, which indicates that most of these points were already handled by the model and of course less informative. In addition, the accuracy improvements usually decreased with more steps. It suggests that, with more steps, the mask prediction gets gradually better and the selected point usually gets harder.

**Point Distribution.** We calculated the distance between the actively acquired points and the ground-truth instance boundaries, and show the mean distances at each step in Fig. 4c. As shown, the selected points were usually closer to boundaries than the random points and the mean distance became smaller with more steps. This is as expected — as the model gets gradually better (e.g.,
Table 1: Sampling points with different difficulties. * indicates that mask labels were used for selection.

| Strategy          | $P_0$ | $P_1$ | $P_2$ | $P_3$ |
|-------------------|-------|-------|-------|-------|
| Random            | 31.97 | 32.32 | 33.01 | 33.69 |
| Entropy           | 31.97 | 32.88 | 33.93 | 34.49 |
| *Max Error        | 31.97 | 7.95  | 12.45 | 14.24 |
| *Least Error      | 31.97 | 32.16 | 32.50 | 32.95 |

Fig. 5: The point accuracy (measured on train2017) curves of sampling points with different difficulties. At the first step ($P_1$), the misclassification ratio was 82% and 7% for Max Error and Least Error, respectively.

Point Difficulty. From the accuracy decrements (after adding new points) in Fig. 4b, we can calculate that about 51% of the actively acquired points ($P_1$) were misclassified by the previous model ($M_0$), while the ratio is 23% for random sampling, which suggests that the actively acquired points are more difficult for the model to learn. To study the influence of point difficulty, two experiments were conducted where we selected the points with maximum error or with minimum error at each step. The results were compared in terms of both mask mAP (Table 1) and point accuracy (Fig. 5). For Least Error, although the point accuracy (orange line) always stayed at a high level, the results of mAP still lagged behind random sampling, which suggests that these well-classified points were too easy for the model and of course less informative. For Max Error, the results of mAP were extremely poor while the point accuracy (black line) still increased during each training step. The reason might be that these points were mostly the hard cases and training with them directly made the model overfitted. Two conclusions can be drawn from the above results: (a) Point difficulty can heavily impact the performance of active learning, where neither the easiest nor the most difficult points should be selected. The proposed Entropy metric achieves a reasonable balance in this factor. (b) APIS is a challenging but non-trivial problem. It is still difficult to determine which point has a potentially large contribution even provided the mask labels. The results and analyses suggest that uncertainty is a better solution towards the right direction than correctness.
4.4 Comparison to Other Learning Strategies

Comparison of APIS and AFIS. As introduced in Sec. 3.3, a baseline setting AFIS was established for comparison. For fair comparison, the annotation budget and training time should be the same with APIS during each step. As stated in previous works [9, 33], it takes 0.9 seconds on average to label a point and 79.2 seconds to create a polygon-based instance mask in MS-COCO. In above experiments, one point was labeled for each instance at each step, thus 860000 points in total. If the same budget is allocated to instances, we can annotate masks for 860000/(79.2/0.9) ≈ 9773 instances. Unlike previous works that the annotation cost for different images are treated identical, in our case the cost is proportional to the number of instances in the image, which varies across images. Therefore, given a fixed annotation budget, the number of annotated images is dependent on the sampling strategy.

We compared different sampling strategies for the case of image-level selection and instance-level selection, respectively. \( \mathcal{P}_s \) here indicates that the cost for labeling images or instances is exactly the same as \( \mathcal{P}_s \) in APIS. Similarly, some images or instances were randomly selected (with the same budget as \( \mathcal{P}_0 \)) for model initialization. As shown in Fig. 6, the results of the Mean Entropy strategy were unsatisfactory in both cases, even lagging behind random sampling. On the other hand, the strategy that selecting instances with the lowest detection loss (\( \text{Min. Det. Loss} \)) usually produced on par or even better results than other competitors. Since AFIS is not the focus of this paper, we provided more results and analyses of AFIS in Supp. Material.

The best-performing strategies found above were adopted for comparison in Fig. 7. Three conclusions can be drawn from the results: (1) Point-based supervision is an effective way for training instance segmentation models. Even with random points, the model can still outperformed those trained with mask supervisions under the same annotation costs and training time. (2) Active learning is a label-efficient training strategy for instance segmentation, especially when the annotation budget is limited. As shown, the active selection strategy usually performed better than random sampling in all settings. (3) The proposed
APIS setting, combining active learning and point-based supervision, is a more powerful yet economic choice to train instance segmentation models under limited annotation budgets. The model developed under this setting consistently outperformed all other competitors at each active learning step. For example, at the 5th step ($P_5$), our model achieved on par or even better results than other models with more points and longer training time (e.g., $P_9$).

**Comparison to Weakly-Supervised Methods.** In Table 2, we compared APIS with some existing weakly-supervised instance segmentation methods. Compared to box-supervised methods [28, 51], labeling points additionally usually leads to considerable improvements. Compared to PointSup [9] (based on CondInst with ResNet50) trained with 10 randomly sampled points, APIS achieved the same results with 3 fewer points per instance. We argue that random sampling not considered the informativeness of different points, thus leading to sub-optimal results. In spite of this, we have to realize that APIS and PointSup varied significantly in motivation, which optimized for active learning and weakly-supervised learning, respectively.

## 5 Conclusion

In this paper, we propose APIS, a new active learning setting for instance segmentation where the most informative points are selected for annotation. We formulate this setting and propose several sampling strategies. Extensive experiments and detailed analysis on MS-COCO demonstrate that APIS is a powerful but economic learning strategy for training instance segmentation models with limited annotation budgets. We hope this work could inspire future researches on related topics, e.g., point-based supervision and label-efficient learning.
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