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Abstract—New classes arise frequently in our ever-changing world, e.g., emerging topics in social media and new types of products in e-commerce. A model should recognize new classes and meanwhile maintain discriminability over old classes. Under severe circumstances, only limited novel instances are available to incrementally update the model. The task of recognizing few-shot new classes without forgetting old classes is called few-shot class-incremental learning (FSCIL). In this work, we propose a new paradigm for FSCIL based on meta-learning by Learning Multi-phase Incremental Tasks (LMIT), which synthesizes fake FSCIL tasks from the base dataset. The data format of fake tasks is consistent with the ‘real’ incremental tasks, and we can build a generalizable feature space for the unseen tasks through meta-learning. Besides, LMIT also constructs a calibration module based on transformer, which calibrates the old class classifiers and new class prototypes into the same scale and fills in the semantic gap. The calibration module also adaptively contextualizes the instance-specific embedding with a set-to-set function. LMIT efficiently adapts to new classes and meanwhile resists forgetting over old classes. Experiments on three benchmark datasets (CIFAR100, miniImageNet, and CUB200) and large-scale dataset, i.e., ImageNet ILSVRC2012 validate that LMIT achieves state-of-the-art performance.
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1 INTRODUCTION

With the rapid development of supervised learning, current learning systems have achieved or even surpassed human-level performances in many tasks [1], [2], [3], [4], [5], [6]. However, real-world applications often face the stream format data [7] and novel classes [8], [9], [10], [11], e.g., incoming hot topics in social media and new types of products in e-commerce. Under such circumstances, an ideal model should recognize new classes and meanwhile maintain discriminability over old classes, which is called Class-Incremental Learning (CIL). The most challenging problem in CIL is catastrophic forgetting — when optimizing the model with new classes, the formerly acquired knowledge on old classes is quickly forgotten [12]. The trade-off between learning new classes and retaining old classes is called the stability-plasticity dilemma [13]. There are extensive efforts in resisting forgetting from different perspectives, e.g., knowledge distillation [14], [15], parameter consolidation [16], [17] and post-tuning [18], [19].

The aforementioned methods are capable of solving the CIL problems with abundant training examples. However, the instance labeling and collection cost are sometimes unbearable in real-world applications. For example, when training an incremental model for face recognition, users are unwilling to upload copious images [20]; when training a model to classify rare birds, their images are challenging to collect. When we need to build an incremental model for these tasks, only limited training instances are available. Consequently, designing algorithms to handle Few-Shot Class-Incremental Learning (FSCIL) becomes essential for a real-world classification system. The setting of FSCIL is shown in Fig. 1. There are sufficient training instances in the base session to build the initial model, which needs to continually incorporate new classes with only limited data points. The learning process should not harm the former knowledge since the model is evaluated over all seen classes. Similar to CIL, learning new classes will cause catastrophic forgetting of former ones. Additionally, since new class instances are insufficient, it is easy to observe the overfitting phenomena on these limited inputs, which increases the learning difficulty of incremental tasks.

An intuitive way for few-shot class-incremental learning is to directly adopt CIL methods, which get poor performance [21], [22]. The problem is caused by the limited instances — training few-shot instances will trigger the overfitting phenomenon and destroy the pre-trained feature embeddings [23]. As a result, the destroyed embedding is unable to capture the characteristics of former classes, which further exacerbates catastrophic forgetting. Correspondingly, there are several works considering extending the model with limited instances and resisting overfitting [22], [24]. From the
frequent learning perspective, they seek to synthesize the incremental learning scenario and make the model capable of extending in a single stage. However, FSCIL is a long-term learning process — we should cultivate the long-term learning ability of the model to make it consistent with real scenarios.

Accordingly, we propose a new training paradigm to consider multi-phase training for FSCIL. We would like to equip the model with the learning ability of FSCIL tasks — if the model can tackle different kinds of simulated fake-FSCIL tasks, it will easily handle the incoming ‘real’ FSCIL task with generalizability. Solving these fake tasks enables the model to simultaneously differentiate known classes and multiple new classes. Take the learning process of a child for an example. Suppose he is trained to recognize different kinds of few-shot animals incrementally. In that case, he shall obtain the ability of incremental learning and can recognize few-shot vehicles incrementally, which is as easy as pie.

On the other hand, since the number of training instances for old and new classes differs, there is an inherent information gap between the many-shot old classes and few-shot new classes. The model is well-optimized and good at depicting the old classes’ features but ill-optimized for new classes. As a result, directly aggregating the prediction results between them will result in biased predictions. To this end, a calibration process should be conducted to derive a balance between old and new classes and re-rank the output probabilities among all seen classes. A suitable calibration module can reflect the context information between query instances and classifiers, and co-adapt them to remove the bias of the incremental model.

In this paper, we propose Learning Multi-phase Incremental Tasks (LIMIT) for few-shot class-incremental learning to learn a more generalizable feature embedding. In detail, we sample vast fake-FSCIL tasks from the base dataset and enable the model to handle incoming FSCIL tasks. By optimizing such fake-tasks, we extract invariant information between the base and incremental sessions, and prepare the model for incoming few-shot incremental sessions. Additionally, we propose encoding the meta-learned knowledge into the meta-calibration module, which aims to learn the calibration relationship between few-shot prototypes and many-shot old class classifiers. The meta-calibration module is implemented with transformers to capture the long dependencies and adapt the embeddings with discriminative features. With the optimized meta-calibration module, LIMIT is capable of calibrating the base classifiers with the incoming incremental sessions. LIMIT maintains the discriminability of old classes when learning new classes with humble forgetting. Various experiments against state-of-the-art methods validate the superiority of LIMIT not only on benchmark few-shot class-incremental learning datasets but also on the large-scale datasets, i.e., ImageNet ILSVRC2012 [1]. Visualization effects on decision boundary and output probabilities demonstrate the effectiveness of training fake-incremental tasks and the meta-calibration module.

Our contributions can be summarized as follows:

- We propose a new learning paradigm by sampling multi-phase fake-incremental tasks to prepare the model for incoming updates in few-shot class-incremental learning;
- We utilize the transformer architecture as the set-to-set function, which encodes the inductive bias and produces instance-specific embedding for better calibration;
- Benefiting from the learning ability of LIMIT to adapt to new tasks, LIMIT achieves state-of-the-art performance on three benchmark datasets.

The rest of this paper is organized as follows. We discuss some related work about few-shot class-incremental learning in Section 2 and introduce the preliminaries in Section 3. The proposed LIMIT is presented in Section 4. Afterward, we present our experimental results and discussions in Section 5. Section 6 concludes the paper with future issues.

2 RELATED WORK

The few-shot class-incremental learning problem is related to several topics, and we introduce them separately.

2.1 Class-Incremental Learning (CIL)

Class-Incremental Learning is now a popular topic in the machine learning field [25], [26], [27], [28], [29], which can be roughly divided into two groups by whether saving exemplars of old class instances. Non-exemplar-based methods consider using regularization terms to consolidate model output or dynamic model structures to meet the requirement of new classes. EWC [16] measures the importance of each parameter with Fisher information matrix and expects the important parameters to be changed slightly with regularization terms. Apart from Fisher information matrix, there are other ways to measure the parameter importance, i.e., MAS [17] and SI [30]. Other non-exemplar-based methods change the network structure by expanding and pruning to meet the requirements of new tasks [31], [32], [33], [34].

Exemplar-based methods save representative instances from each class and rehearsal them when learning new classes. iCaRL [15] replays and conducts knowledge distillation to maintain former knowledge. BiC [35] utilizes these exemplars to build a validation set and optimizes an extra rescacle layer. GEM [36], [37] uses exemplars for gradient projection.
to overcome forgetting. Other works consider saving embeddings instead of raw images [38], using generative models for data rehearsal [39], task-wise adaptation [40], and output normalization [18], [41], [42].

2.2 Few-Shot Learning (FSL)
Few-Shot Learning aims to extract the inductive bias from base classes and generalize it to unseen classes [43], [44], [45], [46]. Current FSL methods can also be roughly divided into two groups: optimization-based methods and metric-based methods. Deep models learn through backpropagation of gradients, while backpropagation cannot converge within a small number of optimization steps. To this end, optimization-based methods try to enable fast model adaptation with few-shot data [47]. MAML [23], [48] is a general optimization algorithm compatible with other models that learn through gradient descent, which learns a common model initialization for few-shot tasks. MAML is widely applied into vast learning scenarios, e.g., robotics control [49], neural translation [50] and uncertainty estimation [51], and many improved algorithms [52], [53], [54], [55], [56] have been made to further boost its performance.

On the other hand, metric-based methods consider learning suitable distance metrics between support and query instances. Siamese Network [57] uses \(d_1\) distance. Matching Network [58] adopts the cosine similarity. Relation Network [59] trains a learnable distance metric with a neural network. Prototypical Network [60] utilizes the euclidean distance between the class center and query instance. Deep-EMD [61] applies the Earth Mover’s Distance. Apart from the classification problem, FSL also has a close relationship with other computer vision tasks, e.g., object detection [62], semantic learning [63], video classification [64] and face alignment [65].

2.3 Few-Shot Class-Incremental Learning
Few-shot class-incremental learning is recently proposed to tackle few-shot inputs in the class-incremental setting [66], [67]. TOPIC [21] defines the benchmark-setting of FSCIL, which proposes the neural gas structure to preserve the topology of features between old and new classes. Exemplar Relation Graph [68] maintains a graph to represent the class-wise relationship, which is utilized for knowledge distillation. FSLL [69] adopts the idea from CIL algorithms, which selects a few parameters to be updated at every incremental session to resist overfitting. Noticing the characteristics of few-shot instances, semantic-aware knowledge distillation [70] considers using auxiliary word embedding of few-shot instances to boost model updating. Self-promoted prototype refinement [24] considers the one-stage extension ability and adapts the feature representation to various generated incremental episodes. The current state-of-the-art method is CEC [22], which decouples the training process into embedding learning and classifier learning. It also adopts an extra graph model to propagate context information between classifiers for adaptation. However, [22], [24] only consider extending the model in a single phase, while FSCIL is a dynamic process with multiple phases. By contrast, our LIMIT considers cultivating the extending ability with multiple phases.

There is a similar setting proposed by [71], [72], [73], namely Generalized Few-Shot Learning (GFSL). It also addresses the scenario where a pre-trained model is going to learn new classes with limited instances. The target of GFSL is to maintain the classification performance over both old and new classes. However, there is only a single incremental stage in GFSL, which is less challenging than FSCIL. Typical GFSL algorithms try to solve the problem by classifier weight generalization [72], [74], subspace regularization [75] and attention-based regularization [76].

2.4 Transformer Models in Vision
Transformer models [6], [77], [78] are first proposed to handle natural language processing tasks, e.g., text classification [79], [80], question answering [81] and machine translation [82]. Inspired by the breakthroughs in natural language processing filed, researches in the computer vision community have adapted them for CV tasks, e.g., sequence transformer [83], vision transformer [84], [85], [86]. Transformer models are now widely applied into visual question answering [87], object detection [88], segmentation [89], video understanding [90], etc. In this paper, we adopt transformer as the set function, which helps to encode the calibration information between many-shot old classes and few-shot new classes.

3 FROM OLD CLASSES TO NEW CLASSES
In this section, we first introduce the setting of FSCIL. Afterward, we show two approaches and discuss their limitations for FSCIL.

3.1 Few-Shot Class-Incremental Learning
Under the static environment, a model receives the training set with sufficient instances: \(D^0 = \{(x_i, y_i)\}_{i=1}^{N_0}\), which contains i.i.d. samples from the distribution \(D^0\). \(x_i \in \mathbb{R}^d\) is a training instance from class \(y_i \in Y_0\) and \(Y_0\) is the corresponding label space. An algorithm fits a model \(f(x)\) to minimize the expected risk over the instance distribution \(D^0\):

\[
E_{(x,y)|D^0} \left[ \ell (f(x), y) \right] ,
\]

where \(\ell (\cdot, \cdot)\) measures the discrepancy between prediction and ground-truth label. The classification model can be decoupled into two parts: embedding function \(\phi (\cdot) : \mathbb{R}^d \rightarrow \mathbb{R}^d\) and linear classifier \(W \in \mathbb{R}^{d \times |Y_0|}\), i.e., \(f(x) = W^T \phi (x)\). We denote the classifier for class \(k = w_k\), i.e., \(W = [w_1, \ldots, w_{|Y_0|}]\).

In FSCIL, the first task, i.e., \(D^0\), usually contains a sufficient amount of data, which is called the base task/session.

Few-Shot Class-Incremental Learning. In our dynamic world, training sets often arrive incrementally with limited instances, i.e., a sequence of training datasets \(\{D^1, \ldots, D^B\}\) will emerge sequentially. \(D^b = \{(x_i, y_i)\}_{i=1}^{N_b}\), where \(y_i \in Y_b\), and \(Y_b\) is the label space of task \(b\). \(Y_0 \cap Y_b = \emptyset\) for \(b \neq b\). We can only access \(D^b\) when training task \(b\). The limited instances in \(D^b\) can be organized as \(N\)-way \(K\)-shot data format, i.e., there are \(N\) classes in the dataset, and each class has \(K\) training images. Facing a new dataset \(D^b\), a model should learn new classes and meanwhile maintain performance over old classes, i.e., minimize the expected risk \(R (f, b)\) over all the seen classes.
In Eq. (2), the learning algorithm $f$ should build the new model based on new dataset $\mathcal{D}^b$ and current old model $\psi_{b-1}, \mathcal{W}^{b-1}$, and minimize the loss over all seen classes. Eq. (2) depicts the expected risk with the $b$th task. Since FSCIL is a dynamic process, the expected risk after every incremental session, i.e., $\sum_{b=1}^{B} R(f, b)$ should be minimized.

Forgetting in Few-Shot Class-Incremental Learning. An intuitive way for FSCIL is to directly employ CIL algorithms, e.g., knowledge distillation [14], [91]. Except for cross-entropy loss $\mathcal{L}_{CE}$, it also builds a mapping between former model and the current model to prevent catastrophic forgetting

$$L(x, y) = (1 - \lambda) \mathcal{L}_{CE}(x, y) + \lambda \mathcal{L}_{KD}(x)$$

$$L_{KD}(x) = \sum_{k=1}^{B} -S_k(W^T \phi(x)) \log S_k(W^T \phi(x)) ,$$

where $Y_{b-1} = Y_0 \cup \cdots Y_{l-1}$ denotes the set of old classes, and $S_k(\cdot)$ denotes the $k$th class logit after softmax operation. $W$ and $\phi$ correspond to the frozen classifier and embedding before learning $\mathcal{D}^b$. The knowledge distillation term in Eq. (3) forces the new model to output the same activation result as the old model over seen classes. As a result, the aligned probabilities force the current model to have the same discrimination as the old one and prevent the former knowledge from being forgotten.

Overfitting in Few-Shot Class-Incremental Learning. Eq. (3) helps to trade off learning new classes and remembering old classes, which works well with sufficient instances, i.e., traditional class-incremental scenarios. However, only limited instances are available in FSCIL, making it quickly overfit and destroying the pre-learned embedding. Hence, we need to design and tailor the characteristics of limited inputs in FSCIL. Alternatively, an effective method in the few-shot learning field, i.e., prototypical network [60], [92] shows competitive performance in resist overfitting. It first pre-trains the model on base classes with cross-entropy loss. During incremental sessions, the model fixes the embedding module $\phi(\cdot)$, and extracts the average embedding of each new class as the class prototype

$$p_i = \frac{1}{K} \sum_{j=1}^{P} \mathbb{1}(y_j = i) \phi(x_j) ,$$

where $\mathbb{1}(\cdot)$ is the indicator function. The class prototype stands for the most representative features of this class, and we can directly substitute the classifier for $i$th class with the prototype: $w_i = p_i$. Eq. (4) relies on the generalizability of the embedding module to map new classes with current features. Since it will not change the pre-trained embedding towards few-shot images, Eq. (4) alleviates the overfitting phenomena.

Learning Generalizable Features. Eq. (4) adapts to new classes without harming current embedding. However, it only traces the static characteristic for new classes, while FSCIL is a dynamic process. It is better to consider new classes and build a more general embedding for old and new classes. As a result, we need to design a new learning paradigm that considers the future extending process – if an algorithm can tackle different kinds of simulated FSCIL tasks, it would easily handle the ‘real’ task. Besides, simply replacing the classifier with prototypes brings in the semantic gap between the base class classifiers and new class prototypes, which would harm the calibration between old and new classes. Calibration is needed to fill in the semantic gap and encode the inductive bias throughout the training paradigm.

4 LEARNING LIMIT FOR FSCIL

During the base training session, we can only access base training instances and are not able to optimize the expected risk in Eq. (2) directly. As a result, we need to build a generalizable feature embedding that facilitates future few-shot learning with the base instances. Besides, to fill in the semantic gap between new class prototypes and old class classifiers, a proper calibration module should be prepared for calibrating predictions in future incoming tasks. Since the target is to optimize the expected risk in Eq. (2) with base classes, an empirical objective consistent with that expected risk shall have better generalizability. Taking them into consideration, can we mimic the FSCIL learning scenario in the base session and enable the model to optimize the empirical risk? To this end, we sample sufficient fake-incremental tasks from the base session, through which we meta-learn the ability to handle few-shot class-incremental learning tasks.

We first give our training paradigm and then discuss the design of the meta-calibration module. The deployment guideline for inference is discussed in the last paragraph.

4.1 Learning Paradigm: Fake-Incremental Tasks

In few-shot class-incremental sessions, a model should first adapt to new classes with limited instances and then evaluate over all seen classes. As a result, a more generalizable feature will promote the learning of future classes and have better performance in FSCIL. However, we cannot access new classes during the base session, making it impossible to evaluate the quality of the learned embedding. To this end, we are able to sample fake-FSCIL tasks from the base session to empirically search for a ‘good embedding’ facilitating the future learning process. However, the base session contains ample training instances from sufficient classes, which differs from the few-shot input format in the incremental sessions. An intuitive idea to unify the base session and incremental session is to synthesize fake few-shot incremental sessions with the same data format as FSCIL and optimize the empirical risk of these fake-tasks. Since the empirical risk shares the same format as Eq. (2), if the model well tackles these synthesized fake-incremental tasks, such learning ability obtained in fake tasks will be generalized to unseen new tasks and perform well. After that, we can find a suitable embedding that generalizes to incoming new classes.

Fake-Task in FSCIL. To make the fake-incremental tasks share the same data format as ‘real’ FSCIL tasks, we first divide the base label space $Y_0$ into two non-overlapping sets: $Y_0 = Y_0 \cup Y_U$. $Y_0$ stands for the fake-base classes, and $Y_U$ stands for the fake-incremental classes. We further divide fake-incremental classes into several $N$-way phases to mimic
the incremental sessions, i.e., $\hat{Y}_c = \hat{Y}_1 \cup \cdots \hat{Y}_c$, $|\hat{Y}_c| = \hat{N}$. Without loss of generality, we assume $|\hat{Y}_c| = NC$, where $C$ denotes the maximum fake-phase. Afterward, we can randomly sample $K$ instances from the corresponding label space $\hat{Y}_c$ to construct a $N$-way $K$-shot fake-training set $\hat{S}^c$, forming a sequence of support sets $\hat{S}^1, \hat{S}^2, \ldots, \hat{S}^c$. Note that we only synthesize few-shot sessions and do not need to sample the many-shot session $\hat{S}^0$. The sampled fake-training set takes the same format as ‘real’ few-shot incremental sessions, and we expect to generalize a good learning strategy $f$ to incoming tasks. For example, in fake-phase-1, the model needs to classify classes in $\hat{Y}_0 \cup \hat{Y}_1$ based on the training data $\hat{S}^1$ and the old model trained on $\hat{Y}_0$. In other words, the divergence $\ell(f(x); \hat{S}^1, \hat{S}^0, W^0), y_j$ should be small for $y_j \in (\hat{Y}_0 \cup \hat{Y}_1)$. To empirically evaluate the quality of the learning strategy $f$, we need to prepare ‘fake-testing sets’ to minimize the risk, i.e., Eq. (2).

The difficulty in evaluating $f$ lies in that we do not have ‘real’ FSCIL tasks during meta-training. As a result, we should design a proper way to evaluate $f$ with the current data, i.e., the base session. To this end, we need to sample an extra ‘testing’ set to empirically analyze the learning strategy’s performance after learning fake-incremental tasks. Recalling that the goal of FSCIL is working well on all seen classes, the testing/query set should contain the classes from old and new classes jointly. Correspondingly, we randomly sample the query set $Q^c$ from all the seen classes $\hat{Y}_c = \hat{Y}_0 \cup \cdots \hat{Y}_c$, forming a $|\hat{Y}_c|$-way $K'$-shot dataset, where $K'$ can be large to evaluate the performance holistically. The query set should not contain instances that emerge in the support set, i.e., $Q^c \cap S^c = \emptyset$, and we can obtain the meta-test dataset $Q^c, Q^2, \ldots, Q^{c}$. They are then utilized to evaluate how well the learning algorithm works on the fake-training set $S^c$. The guidelines for sampling fake incremental tasks are summarized in Algorithm 1.

For now, we get the fake-training and fake-testing sets. In each fake-phase, our model $f$ outputs a $|\hat{Y}_c|$-way classifier $p$ with two steps: (1) for the simulated fake-shot few-shot task $\hat{S}^c$, it calculates and substitutes the classifier $w$, with prototype $p_i, \forall i \in \hat{Y}_c$ according to Eq. (4). (2) for the other old classes, it directly utilizes the classifier at last phase. For the first phase $c = 1$, we use the pre-trained weights in $W_{\hat{Y}_0}$ as the corresponding classifiers

$$W_{\hat{Y}_c} = \left\{ p_i, \forall i \in \hat{Y}_c \right\} \cup \left\{ w^0, \forall i \notin \hat{Y}_c \right\}. \quad (5)$$

With the help of these sampled fake-incremental tasks, the expected risk over all phases can be substituted into the empirical risk

$$\hat{R}(f) = \sum_{c=1}^{C} \hat{R}(f, c),$$

$$\hat{R}(f, c) = \mathbb{E}_{\hat{S}^c, \hat{Q}^c \sim \mathcal{D}^0} \mathbb{E}_{(x_j, y_j) \in \hat{Q}^c} \left[ \ell(f(x_j; \hat{S}^c, \hat{Q}^c, W^0), y_j) \right], \quad (6)$$

which can be optimized by sampling sufficient fake tasks from the base session. Note that the loss is measured on the instances from the entire distribution $\hat{Q}^c$, which contains both base and incremental classes. The left part in Fig. 2 shows the sampling process, where we can divide the label space and sample instances with humble complexity. Afterward, large amounts of fake tasks are available for optimization, and we can obtain a better embedding space for future tasks.

Summary of Fake-Incremental Tasks. The core idea of fake-incremental tasks is to synthesize the long-term incremental learning process from the base session. Correspondingly, we sample support set $S$ to mimic the few-shot training session, and sample query set $Q$ to act as the testing set to evaluate the learning strategy. Although Eq. (6) is optimized over base classes, the encoded incremental learning ability can be generalized to unseen new classes since it has the consistent risk format as Eq. (2). Solving Eq. (6) can simultaneously differentiate base and new classes, which also trades off among seen classes. Besides, it reflects the dynamic process of FSCIL with multiple incremental phases. Take the learning process of a child for an example. Suppose he has different learning habits to recognize new items, and we provide him with various practices to find the most efficient habit. In that case, he shall obtain the learning ability and easily recognize new items in the future. In the real FSCIL sessions, we substitute $S^c$ into $\mathcal{D}^0$ and get the prediction for testing instances.

### 4.2 Training Meta-Calibration Module

During the fake-incremental tasks, the model should adjust itself with the fake-training set $S^c$ and perform well on $Q^c$. The model needs to calibrate between old class classifiers and new class prototypes with a set-to-set function. We also input the query instance embedding into the meta-calibration module to contextualize the classification task, generating instance-specific embeddings. The final logit is calculated by the inner-product of the transformed classifier and transformed query embedding.
As discussed in Eq. (5), facing an upcoming task, our model replaces the classifier for the few-shot classes with prototypes \( \mathbf{w} = \mathbf{p}_i \), and gets the replaced classifier \( \hat{W} \). However, the incremental model is optimized on the many-shot old classes, which is tailored to depict old classes’ features. As a result, there exists a semantic gap between the old classifiers and extracted new class prototypes, and we would like to derive a calibration between them. Such a calibration process can also be meta-learned — if a model calibrates well between prototype and classifiers during the fake-incremental tasks, it will also calibrate well for ‘real’ FSCIL sessions. Correspondingly, we design a meta-calibration module, with which we can extract the inductive bias during meta-training and generalize to upcoming incremental sessions.

Algorithm 1. Sample Fake-Incremental Tasks

Input: Base dataset: \( \mathcal{D}^0 \); fake-phase \( C \); fake-way: \( \bar{N} \); fake-shot: \( \bar{K} \); query shot: \( \bar{K}' \)

Output: Sampled fake support sets \( \mathcal{S}_1, \ldots, \mathcal{S}_C \) and query sets \( \mathcal{Q}_1, \ldots, \mathcal{Q}_C \)

1: Randomly divide the label space \( Y_0 = \bar{Y}_0 \cup \bar{Y}_I \) with \( |Y_I| = \bar{N} \bar{C} \)
2: Randomly divide the label space \( Y_I = \bar{Y}_1 \cup \cdots \cup \bar{Y}_C \) with \( |Y_c| = \bar{N} \); 
3: for \( j = 1, 2, \ldots, C \) do
4: Randomly sample \( \bar{K} \) instances per class from the label set \( \bar{Y}_i \), forming \( \mathcal{S}_i \)
5: Randomly sample \( \bar{K}' \) instances per class from the label set \( \bar{Y}_0 \cup \cdots \cup \bar{Y}_C \), forming \( \mathcal{Q}_j \)
6: end for
7: return \( \{ \mathcal{S}_1, \ldots, \mathcal{S}_C, \mathcal{Q}_1, \ldots, \mathcal{Q}_C \} \)

Characteristics of Meta-Calibration. A good calibration module should reflect the context relationship between old and new classes. If the query instance is a ‘tiger,’ then the classifiers and prototypes should be adapted to highlight the discriminative features, e.g., beards and stripes. If the query instance is a ‘bird,’ then features of wings and beaks should be emphasized. As a result, the calibration process can be seen as conducting ‘co-adaptation’ — we need to transform the query embeddings and classifiers to highlight the instance-specific discriminative features. Correspondingly, we propose a set-to-set function to contextualize query instances and adjusted classifiers. Instance functions cannot reflect the co-adaptation property, which fails to act as the meta-calibration module. We denote the adaptation function as \( T(\cdot) \). \( T \) receives classifier and query instance as bags, i.e., \( [\hat{W}, \phi(x)] \), and outputs the set of refined embeddings while being permutation-invariant: \( T([\hat{W}, \phi(x)]) = [\hat{W}, \hat{\phi}(x)] \). The predicted logit is calculated as the inner-product of transformed weights and embeddings: \( \hat{y} = \hat{W}^T \hat{\phi}(x) \). The right part in Fig. 2 visualizes \( T \), which inputs the classifiers, prototypes, and the query embedding, and outputs the logit. We then introduce the implementation of \( T \).

Implementing \( T \) With Transformer. In our implementation, we utilize Transformer [77] architecture to implement the set-to-set function. Specifically, we use the self-attention mechanism [77], [78] to calibrate the query instance with consideration of the old class classifiers and new class prototypes. Transformer architecture is permutation invariant and good at outputting adapted embeddings even with long dependencies, which naturally satisfies the required characteristics of adaptation function \( T(\cdot) \).

Transformer is a store of triplets in the form of \((\text{query } Q, \text{key } K \text{ and value } V)\). Those points are first linearly projected into some space: \( K = W^k_X[k_\epsilon; \forall k_\epsilon \in K] \in \mathbb{R}^{d_k|K|} \). The projection is the same for \( Q \) and \( V \) with \( W_Q \) and \( W_V \), respectively. It computes what is the right value for a query point – the query \( x_i \in Q \) is first matched against a list of keys \( K \) where each key has a value \( V \). The final value is then returned as the sum of all the values weighted by the proximity of the key to the query point

\[
\hat{\phi}(x) = \phi(x) + \sum_k \alpha_{qk} V_{k},
\]

where \( \alpha_{qk} \propto \exp(\phi(x)^T W_Q K) \) and \( V_k \) is the \( k \)th column of \( V \). The adaptation process is conducted for \( \hat{W} \) in the same way. In our implementation, to simultaneously emphasize the discriminative features between the query instance and classifiers, we have

\[
Q = K = V = [\hat{W}, \phi(x)].
\]

Effect of Meta-Calibration. With the help of the meta-calibration module, we are able to overcome the obstacle of the semantic gap between old class classifiers and new class prototypes. We can encode the inductive bias of such an adaptation process during meta-training and generalize it to real incremental tasks. Besides, Eq. (7) also provides a way to obtain the instance-specific embedding, which helps to obtain a more discriminative prediction. By incorporating the calibration process into meta-training, we can transform the risk in Eq. (6) into

\[
\min_{(\phi, W, T)} \sum_{i=1}^{C} \sum_{S \in \mathcal{S}_C} \sum_{Q_i \in \mathcal{Q}_i} \sum_{y_i} \ell(\hat{W}^T \hat{\phi}(x_i), y_i).
\]

Optimizing Eq. (9) helps to extract the inductive bias into \( T \) during fake-tasks. If the calibration works well for fake tasks, it will generalize to calibrating the ‘real’ FSCIL process.

Summary of Meta-Calibration. The ultimate goal of the calibration module is to co-adapt the embedding set and obtain ‘instance-specific’ embedding with context information. Thanks to the fake-incremental learning protocol, the calibration module can be incorporated and optimized during the meta-training process, i.e., in Eq. (9). It should be noted that the transformer structure is a typical format of set-to-set function, and \( \text{LIMIT} \) is a generalized training protocol for FSCIL. Other formats of set functions that are able to propagate context information among sets can also be applied to \( \text{LIMIT} \), e.g., deep sets [93] and bi-directional LSTM [58], [94], which we will explore in future work.

4.3 Pseudo Code and Discussions

In the former part, we discuss the training paradigm and meta-calibration module. We first pre-train the model with the base dataset \( \mathcal{D}^0 \) to get a \( \mathcal{Y}_0 [-] \)-way classifier and then start meta-training. We give the meta-training process of \( \text{LIMIT} \) in Algorithm 2. We first randomly initialize the meta-calibration module (Line 1). In each training iteration, we first sample a sequence of fake-incremental tasks,
i.e., \( \{S^1, \ldots, S^C; Q^1, \ldots, Q^C\} \). During the fake-incremental learning phase, we initialize the classifier for new classes with prototypes and then conduct the calibration process to get the calibrated logits and optimize Eq. (9). We finish meta-training when it reaches the predefined epochs (Line 11). Afterward, the model is well-prepared for the real FSCIL sessions.

**Algorithm 2. Meta-Train LIMIT for FSCIL**

**Input**: Base dataset: \( D^B \); pre-trained model \( W, \phi \); fake-phase \( C \); 

**Output**: Optimized model \( W, \phi \); meta-calibration module \( T \); 

1: Randomly initialize \( T \); 
2: repeat 
3: Sample \( \{S^1, \ldots, S^C; Q^1, \ldots, Q^C\} \) with Algorithm 1; 
4: for \( i = 1, 2, \ldots, C \) do 
5: Calculate the prototype in \( S^i \) by Eq. (4); 
6: Replace the classifier with prototypes, get \( W \); 
7: Meta-calibrate and get transformed \( W_1, \phi(x) \) in Eq. (7); 
8: Predict the logits for query instances \( Q^i: \hat{y} = W_1^T \phi(x) \); 
9: end for 
10: Solve Eq. (9). Obtain derivative and update the model; 
11: until reaches predefined epochs

**Inference Guidelines.** Facing the incoming FSCIL sessions, e.g., \( D^B \), we need to calculate the prototype in \( D^B \), and augment the current classifier with new class prototypes \( [W_j, p_j, \forall j \in Y_B] \). Then the model updating process is finished. During inference time, the same calibration process in Line 7-8 will be deployed to get the prediction on testing sets. The updating process of these ‘real’ incremental tasks is the same as the meta-training tasks. Thus, the generalizable feature and calibration information extracted from the meta-training phase can be generalized to the real FSCIL tasks. The aforementioned model updating process does not involve the back-propagation, and the model is updated by solely augmenting the classifiers with prototypes in incremental sessions.

Note that there is no requirement of the consistency between meta-training and real incremental learning, i.e., we do not require \( N = N \) or \( K = K \). First, the prototype calculation process (Eq. (4)) can be applied to any-shot instances, and the number of instances per class will not influence the training/testing protocol. On the other hand, the classifier augmentation process \( [W_j, p_j, \forall j \in Y_B] \) will include new classes from the set \( Y_B \), no matter how many classes in it. Besides, the set-to-set function is inherently expandable, and the self-attention calculation can apply to an increasing number of inputs (classifiers). Hence, LIMIT can be applied to ‘any-way any-shot’ FSCIL problem without adjustment.

**Discussion About Related Work.** CEC [22] tackles the FSCIL task by designing continually evolved classifiers, which also addresses training pseudo incremental learning. [24] proposes a similar training paradigm called random episode selection. Different from CEC, our sampling framework is directly derived from the expected risk in Eq. (2). As a result, LIMIT optimizes the multi-phase risk by solving Eq. (6), while CEC only minimizes the approximation with ‘one-stage’ tasks. Sampling one-stage fake-incremental learning task is a particular case and degradation version for multiple phases. However, the real incremental models will face multiple incremental sessions instead of a single session. To make training and testing under a consistent scheme, we argue that sampling multi-phase fake-tasks is better than one-phase and more suitable for FSCIL training. We also verify such claims in the experimental verification in Section 5.5. Besides, different from the image rotation process in CEC, our task sampling process does not require extra matrix calculation, which is more time-efficient. Additionally, the rotated instances are irrelevant to the FSCIL context, while our sampling strategy is relevant to it and will not harm the semantic information of instances. It should be noted that CEC utilizes graph attention network to adjust classifiers during model updating, which is instance-agnostic. However, in LIMIT, the adjust process happens during the inference, which helps contextualize the instance-specific embedding. We empirically evaluate these different fake task sampling strategies in Section 5.8.

**5 EXPERIMENT**

In this section, we compare LIMIT on benchmark and large-scale few-shot class-incremental learning datasets with state-of-the-art methods. Ablations show the effectiveness of sampling fake-incremental tasks and training meta-calibration module, and visualizations indicate LIMIT’s ability to update with limited instances. We also analyze the influence of hyper-parameters in fake-incremental learning on the ability to learn new classes.

**5.1 Implementation Details**

**Dataset.** Following the benchmark setting [21], we evaluate the performance on CIFAR100 [95], CUB200-2011 [96] and miniImageNet [97]. Additionally, we also compare the learning performance on large-scale dataset, i.e., ImageNet ILSVRC2012 [1]. They are listed as:

- **CIFAR100**: There are 100 classes with 60,000 images. Following the dataset splits of [21], 60 classes are used as base classes, and the rest 40 classes are organized as incoming new classes. We then divide these classes into eight incremental sessions; each contains a 5-way 5-shot incremental task.
- **CUB200**: a fine-grained image classification task with 11,788 images from 200 classes. We follow the dataset configuration in [21] and use 100 classes as base classes. The other 100 classes are formulated into ten sessions; each contains a 10-way 5-shot incremental task.
- **miniImageNet**: is a subset of ImageNet [1] with 100 classes. These classes are divided into 60 base classes and 40 new classes. New classes are organized into eight sessions, and each contains a 5-way 5-shot incremental task.
- **ImageNet1000**: is a large scale dataset with 1,000 classes, with about 1.28 million images for training and 50,000 for validation. Following the split of CIFAR100, we divide these classes into 600 base classes and 400 new classes. The new classes are organized into eight sessions, and each contains a 50-way 5-shot incremental task. We also follow [19] to sample a 100 class subset of ImageNet1000, denoted as ImageNet100. The dataset split of ImageNet100 is the same as CIFAR100.
TABLE 1
Ablation Study on CIFAR100

| Prototype | Calibration | Meta-1 | Meta-C |
|-----------|-------------|--------|--------|
|           |             |        |        |
| ✓         | ✓           | ✓      | ✓      |
| ✓         | ✓           | ✓      | ✓      |
| ✓         | ✓           | ✓      | ✓      |
| ✓         | ✓           | ✓      | ✓      |
| ✓         | ✓           | ✓      | ✓      |
| 73.61     | 39.61       | 15.37  | 9.80   |
|           |             |        |        |
| ✓         | ✓           | ✓      | ✓      |
| ✓         | ✓           | ✓      | ✓      |
| ✓         | ✓           | ✓      | ✓      |
| ✓         | ✓           | ✓      | ✓      |
| 73.56     | 67.06       | 63.58  | 59.55  |
|           |             |        |        |
| ✓         | ✓           | ✓      | ✓      |
| ✓         | ✓           | ✓      | ✓      |
| ✓         | ✓           | ✓      | ✓      |
| ✓         | ✓           | ✓      | ✓      |
| 73.63     | 69.73       | 65.47  | 61.57  |
|           |             |        |        |
| ✓         | ✓           | ✓      | ✓      |
| ✓         | ✓           | ✓      | ✓      |
| ✓         | ✓           | ✓      | ✓      |
| ✓         | ✓           | ✓      | ✓      |
| 74.01     | 70.07       | 66.11  | 61.98  |
|           |             |        |        |

The last line stands for Limit. Every part in Limit improves the performance of FSCIL.

We use the same training splits (including instances of base and incremental sessions) for every compared method for a fair comparison. The testing set is the same as the original one to evaluate the generalization ability holistically. We use the policies in AutoAugment [99] for data augmentations, i.e., CIFAR10 policy for CIFAR100, and ImageNet policy for other datasets. Please refer to Section 5.8.3 for more details.

**Compared Methods.** We first compare to classical class-incremental learning methods, e.g., iCaRL [15], EEIL [98] and Rebalancing [42]. Besides, we also compare to current state-of-the-art FSCIL algorithms: TOPIC [21], Decoupled-DeepEMD/Cosine [58], [61] and CEC [22]. We also report the baseline which finetunes the limited instances, denoted as finetune.

**Training Details.** All models are deployed with PyTorch [100]. We use the same network backbone [21] for all compared methods. For CIFAR100, we use ResNet20 [101], while for CUB200, ImageNet and miniImageNet we use ResNet18. We follow the most standard implementations for transformer [77]. We use a shallow transformer with only one layer, and the number of multi-head attention is set to 1 in our implementation. The hidden dimension is set to 64 for CIFAR100 and 512 for CUB, ImageNet and miniImageNet. The dropout rate in transformer is set as 0.5. Before the fake-FSCIL learning process, we pre-train the model using cross-entropy loss. We use SGD with an initial learning rate of 0.1 and momentum of 0.9. The pre-training epoch is set to 300 for all datasets with a batch size of 128. After that, the model is utilized as the initialization of fake-incremental learning. The learning rate is set to 0.0002 and suffers a decay of 0.5 every 1000 iterations. During the fake-FSCIL learning process, we sample 2-phase fake-tasks to optimize the model. The fake-shot and fake-way are discussed in Section 5.5. The backbone and the calibration module are fixed after the meta-training process. The source code of Limit will be made publicly available upon acceptance.

**Evaluation Protocol.** Following [21], [22], we denote the Top-1 accuracy after the ith session as $A_i$. Algorithms with higher $A_i$ have the better prediction accuracy. To quantitatively evaluate the forgetting phenomena of each method, we also use performance dropping rate (PD), i.e., $PD = A_{i} - A_{B}$, where $A_{0}$ stands for the accuracy after the base session, and $A_{B}$ is the accuracy after the last incremental session. The method with a lower performance dropping rate suffers less forgetting phenomena.

5.2 Ablation Study

We first analyze the importance of each component in Limit on the CIFAR100 dataset. The results are shown in Table 1.

We separately construct models with different combinations of the core elements in Limit, e.g., replace classifier with $p_i$ (denoted as 'Prototype'), utilize meta-calibration module $T$ for calibration (denoted as 'Calibration'), train with one-phase fake-tasks (denoted as 'Meta-1,' i.e., the degradation version of Limit), train with multi-phase fake-tasks (denoted as 'Meta-C'). We report the results for $C = 2$.

From Table 1, we can infer that directly optimizing the model with few-shot images, i.e., without any elements in Limit will suffer severe catastrophic forgetting (Line 1). Besides, utilizing the prototypes to initialize new class classifiers can relieve the overfitting and forgetting phenomena to some extent (Line 2). However, training the meta-calibration module can further calibrate the relationship between old and new classes, which improves the performance (Line 3). It should be noted that the transformer structure is not used as the embedding in our model, and the main reason for the performance improvement is the learned calibration information during meta-learning. Additionally, when using our fake-incremental training scheme, the prediction performance will be further improved (Line 4 and 5). When comparing Line 5 to Line 4, we can infer that multi-phase meta-training helps the model prepare for the multi-phase incremental training process and helps obtain a more generalizable feature space. These results imply that our proposed training paradigm obtains substantial improvement over the baseline method, i.e., ProtoNet (Line 2). Besides, learning the meta-calibration module and the meta-learning protocol is helpful for the FSCIL task.

5.3 Benchmark Comparison

In this section, we report the experimental results on three benchmark datasets, i.e., CIFAR100, CUB200, and miniImageNet in Fig. 3. The detailed values are reported in Tables 2, 3, and 4. We report the baseline performance from [21], [22]. The results of Limit are measured by training 2-phase fake-incremental tasks.

From Fig. 3, we can infer that Limit consistently outperforms the SOTA methods on these datasets. For CIFAR100 and miniImageNet, Limit outperforms the runner-up method by 1.5%-2%. The improvement on CUB200 is much greater, which reaches 5%. Finetune does not consider regularizing former knowledge, which suffers catastrophic forgetting and gets the worst performance. Correspondingly, class-incremental learning algorithms consider maintaining former knowledge to resist forgetting. iCaRL restricts the old class discriminability by knowledge distillation, but it easily overfits on few-shot new classes and performs poorly in FSCIL. EEIL considers an extra balanced-finetuning.
process, which alleviates the forgetting to some extent. Rebalancing enhances the incremental model with contrastive training, but such a learning process is hindered by the limited instances. However, we can observe the overfitting phenomena of these CIL methods, indicating that CIL methods are not suitable for few-shot inputs. To this end, some algorithms are proposed for tailoring few-shot class-incremental learning scenarios. TOPIC utilizes a neural gas structure, which can maintain the topology of features between many-shot old classes and few-shot new classes. As a result, during the incremental learning process, the overfitting phenomenon is alleviated by such topology restriction, and TOPIC gets better performance than CIL methods. Motivated by this, CEC is proposed to decouple

\begin{table}[h]
\centering
\small
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline
Method & Accuracy in each session (%) & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\
\hline
Finetune & 68.68 & 43.70 & 25.05 & 17.72 & 18.08 & 16.95 & 15.10 & 10.06 & 8.93 & 8.47 \\
iCaRL\cite{15} & 68.68 & 52.65 & 48.61 & 44.16 & 36.62 & 29.52 & 27.83 & 26.26 & 24.01 & 23.89 \\
EEIL\cite{98} & 68.68 & 53.63 & 47.91 & 44.20 & 36.30 & 27.46 & 25.93 & 24.70 & 23.95 & 24.13 \\
Rebalancing\cite{42} & 68.68 & 57.12 & 44.21 & 28.78 & 26.71 & 25.66 & 24.62 & 21.52 & 20.12 & 20.06 \\
TOPIC\cite{21} & 68.68 & 62.49 & 54.81 & 49.99 & 45.25 & 41.40 & 38.35 & 35.36 & 32.22 & 28.31 \\
Decoupled-Cosine\cite{58} & 75.52 & 70.95 & 66.46 & 61.20 & 60.86 & 56.88 & 55.40 & 53.49 & 51.94 & 49.31 \\
Decoupled-DeepEMD\cite{61} & 75.35 & 70.69 & 66.68 & 62.34 & 59.76 & 56.54 & 54.61 & 52.52 & 50.73 & 47.60 \\
CEC\cite{22} & 75.85 & 71.94 & 68.50 & 62.43 & 58.27 & 57.73 & 55.81 & 54.83 & 53.52 & 52.28 \\
CEC\cite{22}+ AutoAug & 75.74 & 71.77 & 68.46 & 62.31 & 57.98 & 56.97 & 55.24 & 54.23 & 52.95 & 51.38 \\
Limit\cite{22} & 76.32 & 74.18 & 72.68 & 69.19 & 68.79 & 65.64 & 63.57 & 62.69 & 61.47 & 58.45 \\
Limit & 75.89 & 73.55 & 71.99 & 68.14 & 63.21 & 57.44 & 56.97 & 55.24 & 54.23 & 51.38 \\
\hline
\end{tabular}
\caption{Comparison With the State-of-the-Art on CUB200 Dataset}
\end{table}

\begin{table}[h]
\centering
\small
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline
Method & Accuracy in each session (%) & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\
\hline
Finetune & 64.10 & 39.61 & 15.37 & 9.80 & 6.67 & 3.70 & 3.14 & 2.65 & 61.45 & \\
iCaRL\cite{15} & 64.10 & 53.28 & 41.69 & 34.13 & 27.93 & 25.06 & 23.05 & 20.41 & 15.48 & 13.73 \\
EEIL\cite{98} & 64.10 & 53.11 & 43.71 & 35.15 & 28.96 & 24.98 & 21.01 & 17.26 & 15.85 & 14.23 \\
Rebalancing\cite{42} & 64.10 & 53.05 & 43.96 & 36.97 & 31.61 & 26.73 & 21.23 & 16.78 & 15.34 & 14.03 \\
TOPIC\cite{21} & 64.10 & 55.88 & 47.07 & 45.16 & 40.11 & 36.38 & 33.96 & 31.55 & 29.37 & 24.73 \\
Decoupled-Cosine\cite{58} & 74.55 & 67.43 & 63.63 & 59.55 & 56.11 & 53.80 & 51.68 & 49.67 & 47.68 & 45.87 \\
Decoupled-DeepEMD\cite{61} & 69.75 & 65.06 & 61.20 & 57.21 & 53.88 & 51.40 & 48.80 & 46.84 & 44.41 & 42.04 \\
CEC\cite{22} & 73.07 & 68.88 & 65.26 & 61.19 & 58.09 & 55.57 & 53.22 & 51.34 & 49.14 & 47.39 \\
CEC\cite{22}+ AutoAug & 73.17 & 69.06 & 65.31 & 61.21 & 57.92 & 55.82 & 53.47 & 51.67 & 49.55 & 47.61 \\
Limit\cite{22} & 73.02 & 70.76 & 67.45 & 63.38 & 59.97 & 56.90 & 54.84 & 52.18 & 49.92 & 47.39 \\
Limit & 73.81 & 72.09 & 67.87 & 63.89 & 60.70 & 57.77 & 55.67 & 53.52 & 51.23 & 48.57 \\
\hline
\end{tabular}
\caption{Comparison With the State-of-the-Art on CIFAR100 Dataset}
\end{table}

We report the results of compared methods from \cite{21} and \cite{22}. Limit\cite{21} outperforms the runner-up method by 5.13 for the last accuracy and 5.09 for the performance dropping rate. Limit\cite{22} denotes our method with the same data augmentation (random crop and random horizontal flip) in CEC.
the learning process and further resist overfitting. The decoupled training paradigm generalizes the discriminability from base classes to new classes, obtaining the runner-up performance among all compared methods. Note that Decoupled-Cosine/DeepEMD and CEC also adopt the prototypical network protocol. The improvement of LIMIT over these methods implies that our training paradigm is more proper for few-shot class-incremental learning.

When comparing LIMIT to CEC, we can infer that LIMIT consistently outperforms it in these benchmark settings. There are three reasons for such a performance gap: (1) We provide a novel sampling framework directly derived from the expected risk in Eq. (2). Since FSCIL has multiple incremental sessions, LIMIT directly optimizes the expected risk in Eq. (6), while CEC only minimizes the approximation with 1-stage tasks. (2) CEC uses image rotation to synthesize new classes, which is irrelevant to the FSCIL context. By contrast, we sample new classes from the base session, which is relevant and beneficial to real FSCIL tasks. (3) The meta-calibration module implemented with transformer can encode the calibration information between old and new classes.

We report the detailed value of these benchmark datasets in Tables 2, 3, and 4, and show the corresponding performance dropping rate of each compared method. The last column shows the relative improvement, indicating how much our LIMIT outperforms the other methods in terms of PD, i.e., resisting forgetting. We can infer from these tables that LIMIT consistently resists forgetting in the few-shot class-incremental tasks.

Apart from these benchmark datasets, we also conduct experiments on the popular large-scale datasets, i.e., ImageNet100 and ImageNet1000. We report the incremental performance of LIMIT and the competitive methods, i.e., CEC and Decoupled-Cosine in Fig. 4. As we can infer from these figures, LIMIT consistently outperforms CEC in the large-scale learning scenario. To conclude, LIMIT outperforms the current state-of-the-art method with a substantial margin on large-scale and small-scale datasets.

5.4 Visualization of Confusion Matrix

In this section, we visualize the confusion matrix after the last session for different methods on CUB200. The results are shown in Fig. 5. The former 100 classes are base classes, and the rest 100 classes are incremental classes. Warm colors indicate higher accuracy in these figures, and cold colors indicate lower accuracy.

The confusion matrix of finetune is shown in Fig. 5a, and we can infer that the method tends to predict the labels of the last session. Finetune easily falls overfitting on these new classes and suffers severe catastrophic forgetting. Fig. 5b shows the confusion matrix of iCaRL, which resists forgetting via knowledge distillation. iCaRL works better than finetune, with the diagonal brighter. However, it also tends to predict instances as new classes and suffers catastrophic forgetting. Fig. 5c shows the confusion matrix of Decoupled-cosine. It follows the prototypical network framework and utilizes a cosine classifier for classification. The results indicate that replacing classifiers with prototypes will not change the embedding, and overfitting phenomena will be alleviated. Although Decoupled-cosine maintains old class performance, the accuracy of new classes is not good enough. The results of LIMIT are shown in Fig. 5d, which has more competitive performance on new classes. The visualization of the confusion matrix indicates that LIMIT adapts to new classes with a generalizable feature and stably resists catastrophic forgetting.

To quantitatively measure the generalization ability of the model, we also report the average accuracy of base classes (classes in $Y_0$) and incremental classes (classes in $Y_1 \cup \cdots \cup Y_J$) after the last incremental session in Table 5. We also
follow [70], [74] and report the harmonic mean between old and new classes. For comparison, we report the most competitive compared methods, i.e., Decoupled-Cosine and CEC. Table 5 indicates that the performances for base classes are almost the same. In contrast, CEC trains a graph model to incrementally update tasks and improves the accuracy of new classes by 5%. However, LIMIT considers sampling the multi-phase incremental sessions instead of single-phase. It utilizes the transformer architecture to extract invariant information for model extension, which achieves a remarkable improvement of 13% on new classes. Experimental results validate that LIMIT learns a more generalizable feature embedding during the fake-incremental tasks.

5.5 Analysis of Hyper-Parameters

In this section, we study the influence of hyper-parameters on the final performance. In detail, we change the fake-shot/way in fake-incremental learning, the number of fake phases, training instance selection, and test shot to find out their impact on final results.

5.5.1 Fake-Way/Shot

We first report the final accuracy on CIFAR100 by varying the fake-way and fake-shot in Fig. 6a. According to the discussions in Section 4.3, LIMIT does not require the meta-training and testing stage to follow the ‘same-way same-shot’ protocol. As a result, we fix the other settings the same as in benchmark experiments and change the fake-incremental way from \{1, 5, 10, 15, 20\}. We also choose the fake-incremental shot from \{1, 5, 10, 15, 20\}, resulting in 25 compared results. We can infer from Fig. 6a that LIMIT prefers large fake-training way and fake-training shot, i.e., training with 20-way 20-shot gets the best performance. Nevertheless, we also notice the influence of fake-incremental way is stronger than fake-incremental shot.

| Methods       | Base | Incremental | Harmonic Mean |
|---------------|------|-------------|---------------|
| Decoupled-Cosine | 71.5 | 28.8        | 41.1          |
| CEC           | 71.1 | 33.9        | 45.9          |
| LIMIT         | 73.6 | 41.8        | 53.3          |

\(\text{LIMIT}\) improves the accuracy on new classes with a more generalizable feature embedding.

5.5.2 Fake-Incremental Phase

We then report the final accuracy on three benchmark datasets by varying the number of fake-incremental phases \(C\). We sample a 5-way 5-shot fake-incremental task for each phase and choose \(C\) from \{1, 2, 3, 4, 5\}. From Fig. 6b, we can infer that the performance of more than one incremental phase is better than that of one phase, which verifies the effectiveness of our training paradigm for FSCIL. The number above each cluster indicates the improvement of multi-phase training over single-phase training. However, we also find the improvement is trivial for more than two phases, and we set the sampling phases to 2 for all datasets.

5.5.3 Multiple Trials

The current benchmark-setting is defined in [21], where the methods are evaluated with the same training instances for only one time. To empirically evaluate the robustness of algorithms, we conduct more trials and report the average and standard deviation. In detail, following the same class split as [21], we suggest sampling different few-shot instances as the training sets \(\{D^1, D^2, \ldots, D^\text{B}\}\). Specifically, we first filter out the instances of each class and then randomly sort them, picking the first \(K\) instances. The sampling process can be reproduced by assigning specific random seeds.\(^2\) We sample different FSCIL episodes 30 times and report the average final accuracy and standard deviation. The results of five typical methods are shown in Fig. 6c.

We can infer from Fig. 6c that LIMIT works robustly facing different episode combinations. Besides, iCaRL utilizes knowledge distillation to prevent forgetting, and its performance varies between different task combinations. The ranking order of these five methods is the same as reported in the benchmark tables, indicating LIMIT consistently outperforms other methods.

5.5.4 Incremental Shot

In the FSCIL setting, each incremental training set \(D^b\) can be formulated as \(N\)-way-\(K\)-shot. We also change the shot number \(K\) of each new class during the incremental tasks, and report the learning trends of LIMIT in Figs. 6d, 6e, and 6f. We keep the testing way the same as the benchmark-setting and vary the shot number from \{1, 5, 10, 20\}. Results indicate that the model receives more information for new classes.

\(^{2}\) In our implementation, we use random seeds from \{1, 2, \ldots, \(E\)\}, where \(E\) stands for the total rounds.
classes with more instances from each class. Hence, the estimation of prototypes will be more precise, and the prediction performance will correspondingly improve. However, the increasing trend will converge as more training instances are available, e.g., $K = 20$.

5.6 Visualization of Decision Boundaries

In this section, we visualize the learned decision boundaries on the CUB200 dataset. We use t-SNE [102] to visualize the test instances and corresponding decision boundaries of each class in 2D, as shown in Fig. 7.

In Fig. 7a, we show model before incremental updating. Shadow regions represent the decision boundary of five base classes, and embeddings of test instances are shown with dots. After that, we extend our model with 5-way 5-shot new classes and visualize the updated decision boundary in Fig. 7b. We can infer that the meta-calibration module helps to adapt the prototype and calibrate the decision boundary between old and new classes. As a result, LIMIT works competitively with few-shot inputs, which efficiently calibrates old and new classes in the few-shot class-incremental setting. The figures also indicate that incorporating the knowledge of new classes does not harm the classification performance of old classes, i.e., LIMIT maintains classification performance and resists catastrophic forgetting.

5.7 Visualization of Meta-Calibration Module

In this section, we visualize the prediction results before and after meta-calibration and analyze their differences. We choose images from miniImageNet and use the model trained under the benchmark setting. The results are shown in Fig. 8. We show the original images in the first row, the top-5 prediction probability before meta-calibration module (i.e., $W^T \phi(x)$) in the second row, and the top-5 prediction probability after meta-calibration (i.e., $\tilde{W}^T \tilde{\phi}(x)$) in the last row.

The predicted probabilities of base classes are shown in brown bars, and the predicted probabilities of incremental classes are shown in blue bars. The probability of the ground-truth label is denoted with red edges. As shown in these figures, the top two figures are from the base classes, and the bottom two are from the incremental classes. For the many-shot base classes, the model may have wrong predictions, i.e., predicting a golden retriever into a lion or predicting a goose into an arctic fox. To this end, the meta-calibration module can correct the model and increase the probability of the ground-truth class with the transformer. When switching to the inference of new classes, since the model has only seen few-shot training images, it tends to predict them as base classes, e.g., predicting a wok into a cocktail-shaker or predicting a trifle into a barrel. Under such circumstances, the meta-calibration module will help to re-rank the ordering of these outputs and increase the
output probability on new classes. These visualizations indicate that the meta-learned calibration module has encoded the inductive bias in the fake-incremental learning process and generalized it into the inference time. These conclusions are consistent with Table 5 and Fig. 5 that LIMIT improves the learning ability of new classes.

### 5.8 Analysis of Incremental Task Sampling, Model Efficiency and Data Augmentations

In this section, we analyze the task sampling strategy and model efficiency of different methods. In detail, we interchangeably use the fake task sampling strategy to find out the proper one. Besides, we report the training time and model parameters for different methods to get a holistic evaluation. We also analyze the results of different methods with different augmentations.

#### 5.8.1 Task Sampling Strategy

According to the discussions in Section 4.3, there are other ways to sample fake-incremental tasks for meta-training. We choose the most typical method, i.e., CEC, to conduct the ablation analysis. Specifically, we interchangeably use the fake task sampling process in CEC and our LIMIT to train the model and report the last accuracy of these methods. In CEC, the meta-learning tasks are denoted as pseudo incremental learning (PIL), which is called fake-incremental tasks (FIT) in ours.

| Dataset   | CUB200 | CIFAR100 |
|-----------|--------|----------|
| Task Sampling | FIT    | PIL      | FIT    | PIL    |
| CEC       | 53.01  | 52.28    | 49.60  | 49.14  |
| LIMIT     | 57.41  | 56.37    | 51.23  | 51.03  |

Fake incremental tasks (FIT) are our sampling strategy, and pseudo incremental learning (PIL) are from CEC. We interchangeably use these task sampling strategy to train CEC and LIMIT, and report the final accuracy on CUB200 and CIFAR100.

The results are reported in Table 6. We can infer from Table 6 that our fake task sampling strategy can improve the performance of CEC, which verifies the strengths discussed in Section 4.3. Besides, when changing our task-sampling strategy to the way of CEC, the performance of LIMIT degrades. These conclusions imply that our sampling strategy is a better choice for few-shot class-incremental learning.

#### 5.8.2 Model Efficiency

Since LIMIT includes an extra transformer model to calibrate prototype and query instances, we report the model size and running time comparison of several typical methods on CUB200 in Fig. 9.

The training time of different methods is reported in Fig. 9a. The training time of LIMIT includes the pre-training process (which is the same for all methods) and the meta-training process. We can infer that LIMIT only requires slight extra training time to learn the meta-calibration module. The extra running time of LIMIT is humble compared to that of CEC, and our running time is at the same scale as other methods. Besides, we can infer from Fig. 9b that the extra model size of LIMIT is at the same scale as CEC. The number of model parameters of the transformer is about 1 million, which is neglectable compared to the backbone network (ResNet18). There are some methods utilizing knowledge distillation to resist forgetting, e.g., iCaRL and EEIL. These methods need to save an extra backbone as the old model to provide supervision of knowledge distillation, and LIMIT is more memory efficient during the training process.

#### 5.8.3 Data Augmentations

As a common technique in deep learning, augmentations are proven to be effective in model training. To investigate the influence of using these augmentations, we conduct Fig. 8. Visualization of the prediction probability before and after meta-calibration on miniImageNet. The first row indicates original images. The second row indicates the top-5 output probability before meta-calibration. The third row indicates the top-5 output probability after meta-calibration. Base classes are shown with brown color, and incremental classes are shown in blue. The ground-truth class is shown with red edges.

**Fig. 9.** Running time and model parameter comparison of several typical methods. The bars with shadow denote the parameters used during training but dropped during inference.
experiments by combining different augmentations to ours and CEC, and report the results on benchmark datasets in Table 7. We also plot the incremental performance in Fig. 10. Denote the augmentations in CEC as BasicAug (i.e., random crop and random horizontal flip). We train CEC and LIMIT separately with BasicAug/AutoAug, resulting in four combinations. We can draw several conclusions from these ablations:

- Stronger augmentations can boost the performance of FSCIL models. Both CEC and LIMIT facilitate from AutoAug and obtain better performance. CUB200 is the particular case where AutoAug leads to inferior performance. The main reason is the domain gap between CUB200 and ImageNet, since the augmentation policy is optimized for ImageNet.

- Our proposed method consistently outperforms CEC on both conditions, i.e., with or without AutoAug. Besides, comparing LIMIT + BasicAug to CEC + AutoAug, we find LIMIT can obtain competitive results against CEC even with weaker augmentations.

- Our proposed method facilitates more from the augmentations, i.e., the improvement of LIMIT is larger than CEC. The main reason is that CEC relies on image rotation to synthesize new classes, which may conflict with the augmentation policies defined in AutoAug. It indicates that our proposed method can be orthogonally combined with other useful tricks to further improve the incremental performance.

6 CONCLUSION

Real-world applications often face incremental datasets, and a model should learn new classes without forgetting old ones. Few-shot class-incremental learning is a challenging scenario, where overfitting and catastrophic forgetting co-occur. In this paper, we propose LIMIT to simulate fake FSCIL tasks and prepare the model for future FSCIL tasks. In LIMIT, a new learning paradigm is proposed where we sample fake-incremental tasks and obtain generalizable features from diverse fake tasks. We also propose to encode the inductive bias into the meta-calibration module, which helps to calibrate between classifiers and the few-shot prototypes. The meta-calibration module also helps to generate instance-specific embedding and further improves the performance. LIMIT efficiently adapts to new classes and preserves old knowledge when learning new ones, consistently achieving state-of-the-art performance. Exploring other format set-to-set and calibration functions are interesting future works.
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