Accurate and Efficient Calculation of Three-Dimensional Cost Distance
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Abstract: Cost distance is one of the fundamental functions in geographical information systems (GISs). 3D cost distance function makes the analysis of movement in 3D frictions possible. In this paper, we propose an algorithm and efficient data structures to accurately calculate the cost distance in discrete 3D space. Specifically, Dijkstra’s algorithm is used to calculate the least cost between initial voxels and all the other voxels in 3D space. During the calculation, unnecessary bends along the travel path are constantly corrected to retain the accurate least cost. Our results show that the proposed algorithm can generate true Euclidean distance in homogeneous frictions and can provide more accurate least cost in heterogeneous frictions than that provided by several existing methods. Furthermore, the proposed data structures, i.e., a heap combined with a hash table, significantly improve the algorithm’s efficiency. The algorithm and data structures have been verified via several applications including planning the shortest drone delivery path in an urban environment, generating volumetric viewshed, and calculating the minimum hydraulic resistance.
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1. Introduction

Cost distance is a fundamental function in geographical information systems (GISs) which calculates the least accumulative cost from each cell to its nearest source cell in a raster friction surface. Cost distance analysis has been widely used in various applications such as optimal path planning [1–4], construction of Thiessen polygons [5], and distance weighted interpolation [6–8].

Many studies have focused on the improvement of two-dimensional (2D) cost distance function to solve different practical problems. Xu et al. [9], Collischonn et al. [10], and Li et al. [11] considered the friction effect which varied with movement direction, distance, and slope. Boroujerdi et al. [12] proposed an approach that imposed turn constraints on least cost paths, and Gonçalves [13] and Shirabe [14] considered least cost paths that were wider than a pixel. Baek et al. [15] avoided local dilemma while searching for neighbor cells under multi-constraints by implementing cut and fill operations. Bemmelen et al. [16] and Liang et al. [17] proposed hierarchical approaches to reduce the memory as well as computation time. Compared with 2D cost distance function, three-dimensional (3D) cost distance function facilitates the analysis of movement in 3D frictional problems and can
therefore take into account underground tunnels and overpasses while calculating the least cost paths. In addition, it can be applied in many domains that deal with 3D geospatial data such as atmospheric science, oceanography, and environmental science.

Several studies on shortest path planning incorporate 3D cost distance. For example, Szczerba et al. [18] adopted a framed-subspace data structure to reduce the computation complexity of planning shortest paths with 3D weighted regions. Carsten et al. [19] proposed a real-time interpolation-based algorithm that reduces the cost of robotic paths in 3D grids. Namdari et al. [20] compared the path length in regular voxels with that in sparse voxels organized by octree spatial index. Li et al. [21] voxelized an indoor environment and calculated the shortest and safest 3D paths for drones. However, most of these studies only focused on calculating the ‘single-source-to-single-destination’ shortest path without considering the calculation of least accumulative cost from each location to a set of sources.

In this paper, we propose an algorithm that can accurately calculate the 3D cost distance from each voxel to its nearest initial voxel with voxelized frictions. We validated its accuracy in homogeneous friction and compared our least cost path with several existing methods [22–24]. To achieve better computational efficiency, a data structure that combines minimum heap and a hash table was used to speed up sorting and searching in the algorithm. The capability of the algorithm to plan the shortest 3D path for drone delivery, generate 3D viewshed, and calculate minimum hydraulic resistance was evaluated.

2. Challenges in Moving from 2D to 3D Cost Distance

2.1. Representation of 3D Friction

Representing a 3D friction space with a network model facilitates the calculation of cost distance using existing graph algorithms. The construction of a network model in relevant studies can be divided into three categories. The first category is based on vector representation of obstacles as polyhedrons. Network nodes are placed on the vertices of obstacles or at the appropriate position on the edges of obstacles. If the connection between the two nodes is not blocked by obstacles, the two nodes are linked by an edge [25,26]. The second category is based on the division of the 3D space into subspaces with some semantic information. A subspace is then denoted by a node, and edges are established according to the topological relationship between the subspaces. This method is primarily applied to represent the connectivity among rooms or among non-blocked spaces for indoor navigation [27–29]. The third category is based on 3D grids, which discretize the continuous friction field into regular voxels. The friction within a voxel is considered to be homogeneous and the network is constructed according to the relationship between neighboring voxels [20,21].

The first approach can accurately represent the barrier obstacles (impassable friction) using vector polyhedrons with a small dataset. However, the subsequent network construction is time-consuming, and this method cannot represent the continuously varying friction well. The second approach is also limited to binary friction, and the division of the space into subspaces is complicated. In the third approach, the voxels can represent both binary and continuous friction, and the network construction is straightforward. However, the voxel size may affect the accuracy of the representation, and this approach also suffers from the issue of significant amounts of data in the constructed network with high-resolution voxels.

2.2. Accurate Cost Distance

Considering the convenience of network construction, using voxels to represent 3D friction is a simple and effective approach. However, this can also bring the problem of ‘exaggerated distance’ to 3D cost distance function. In the case of 2D cost distance function, because of limited movement directions (to either four or eight neighborhood cells) in the raster data model, the least cost path has a zigzag route [30] which overestimates the least cost, and the problem is especially evident on a
homogeneous friction surface. For example, Euclidean distance can be regarded as a special case of cost distance in which the friction surface is homogeneous with a unit cost at every cell. Comparing the circular contours of Euclidean distance (Figure 1a) and the octagonal contours (Figure 1b) calculated using the conventional cost distance function (with eight neighborhood cell connections), it is evident that the cost distance function exaggerates the distance in varying degrees, except in the cardinal and ordinal directions of the initial cell.

![Figure 1.](image)

**Figure 1.** Comparison between the (a) true Euclidean distance and (b) Euclidean distance calculated using the conventional cost distance function.

Simply extending the conventional 2D cost distance algorithm to 3D voxels can inherit the same problem of ‘exaggerated distance’. For 2D cost distance function, there are three primary approaches to mitigate this problem. The first approach improves the accuracy by increasing the movement directions [16,31,32] either by connecting a cell with indirect neighbor cells when the network nodes are located at the center of raster cells (Figure 2a) or by adding the number of adjacent nodes when the network nodes are located at the boundary of raster cells (Figure 2b). As the movement directions increase, the cost distance function tends to generate circular contours, but this requires more computation time. The second approach still uses eight adjacent cells, but the accumulative cost is adjusted by reducing the incremental cost during traversal of the graph [33,34]. The strategies used in this approach are relatively complex and difficult to be extended to higher dimensional space directly. The third approach reduces the distance by smoothing the path in post-processing [22,32,35], where the algorithm traverses all the vertices in the path and checks whether the subpaths at a turning point can be replaced by a straight-line path (Figure 2c). This strategy is very simple, but it cannot guarantee that the smoothed path is the true shortest path.
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**Figure 2.** Different methods for improving the accuracy of shortest distance: (a) connecting a cell with indirect neighbor cells when the network nodes are located at the center of raster cells [31]; (b) adding the number of adjacent nodes when the network nodes are located at the boundary of raster cells [32]; (c) smoothing the path in post-processing [22].

Among the above approaches, the method proposed by Tomlin [34] can completely eliminate the overestimation on a 2D homogeneous friction surface. Inspired by Tomlin’s idea of ‘timely correction’, we propose an algorithm to improve the accuracy of calculating 3D cost distance.
2.3. Computational Efficiency

The representation of 3D friction requires more voxels and each voxel contains more neighboring voxels. Consequently, the network model contains more nodes and edges, and therefore it requires highly efficient algorithms and data structures. Dijkstra’s algorithm [36] and the A* algorithm [37] are two common shortest path algorithms that can be used for calculating the cost distance. Dijkstra’s algorithm uses a uniform search strategy to calculate the least cost from initial nodes to all the other nodes, while the A* algorithm uses a heuristic function to decide the search direction and calculates the least cost from an initial node to a target node. The A* algorithm is preferable for single-source-to-single-destination routing problems because it requires less computation time and uses less memory. While Dijkstra’s algorithm guarantees the shortest path, there is a possibility that the path obtained by the A* algorithm, influenced by the heuristic function, may be a local optimal route. In addition, the 3D cost distance function in GIS necessitates the calculation of the least cost for each location in the space. Although it is possible to run the A* algorithm multiple times, once for each location, the inherent advantage of the algorithm is lost in this approach. Therefore, for no real-time applications with fixed sources and requiring high accuracy, Dijkstra algorithm with optimized data structures is a preferred approach.

3. Calculation of 3D Cost Distance

3.1. Construction of Network Model

A 3D raster data model (hereafter referred to as a voxter) can be viewed as a network in which nodes correspond to voxel centers and edges are the links from a voxel to its adjacent neighbor voxels. There are 26 immediate neighbor voxels adjacent to a voxel—comprising six face-connected voxels, 12 edge-connected voxels, and eight vertex-connected voxels (Figure 3). Each link has a weight $W_{ij}$ that represents the incremental travel cost of moving from voxel $i$ to its neighbor voxel $j$, which can be expressed as follows:

$$ W_{ij} = \frac{(F_i + F_j) \times \text{Distance2Neighbor}}{2} $$

where $F_i$ and $F_j$ are the friction of voxel $i$ and its neighbor voxel $j$, respectively. $\text{Distance2Neighbor}$ is the distance between the centers of the two voxels, which can be calculated based on Equation (2), where $VoxelSize$ is the spatial resolution of a voxter.

$$ \text{Distance2Neighbor} = \begin{cases} 
1 \times \text{VoxelSize} & \text{face-connected voxels} \\
\sqrt{2} \times \text{VoxelSize} & \text{edge-connected voxels} \\
\sqrt{3} \times \text{VoxelSize} & \text{vertex-connected voxels}
\end{cases} $$

Figure 3. Adjacent neighbor voxels in 3D: (a) six face-connected voxels; (b) 12 edge-connected voxels; (c) eight vertex-connected voxels.
3.2. Calculation of Accurate 3D Cost Distance

The network view of the 3D raster data model encapsulates the advantages of Dijkstra’s algorithm for calculating the least cost from initial voxels to every voxel in the space. The least cost search front in Dijkstra’s algorithm propagates like a wave. The propagation path deflects only when the wave enters another medium or when the wave encounters obstacles. In a homogeneous medium, the wave travels in a straight line in each direction. However, when the process is implemented in a voxeler, least cost paths bend even in homogeneous frictions, causing the problem of exaggerated cost described in Section 2. Based on the method proposed by Tomlin [34], we propose two propagation rules of the least cost search front in a voxeler to correct the travel paths and the least cost:

1. Deflections along the propagation path caused by the change in friction can be retained. Specifically, when propagating through the active voxel $A$ to its neighbor voxel $N$, whether voxel $A$ and $N$ have different friction (Figure 4a) or the propagation from the source voxel $S$ of the active voxel is blocked by any voxel with different friction (Figure 4b), the propagation path deviates from its original direction at active voxel similar to the situation when a wave passes into a medium of different density (refraction occurs) or is blocked by an obstacle, and we record the active voxel $A$ as the source of its neighbor voxel $N$. The least accumulative cost at voxel $N$ can be calculated according to Equation (3), where $C_A$ is the least accumulative cost at voxel $A$, and $W_{AN}$ is the incremental cost from $A$ to $N$.

$$C_N = C_A + W_{AN}, \quad (3)$$

2. The propagation path in the homogeneous frictions should be straight. Specifically, if none of the cases in the first rule are true, the propagation occurs in a homogeneous friction. We record the source voxel $S$ of the active voxel as the source of neighbor voxel $N$. The least accumulative cost at the neighbor voxel $C_N$ can be expressed as follows:

$$C_N = C_S + F_N \times D_{SN}, \quad (4)$$

$$D_{SN} = \sqrt{(ROW_S - ROW_N)^2 + (COL_S - COL_N)^2 + (LAY_S - LAY_N)^2 \times \text{VoxelSize}}, \quad (5)$$

where $F_N$ is the friction of voxel $N$, and $D_{SN}$ is the distance between voxel $S$ and $N$, which can be calculated by the row, column, and layer number of voxel $S$ and $N$ in the voxeler according to the Equation (5).

---

**Figure 4.** If (a) neither the current min-cost voxel propagates into a voxel with different friction nor (b) the source voxel of the min-cost voxel is blocked by a different friction voxel, then (c) the algorithm adjusts the travel path and cost.

As shown in Figure 4c, the homogeneous friction at each voxel is set to 1 m$^{-1}$ and the voxel size is 1 m. The least cost path from $S$ to $N$ from the conventional cost distance function is ‘$S$-$A$-$N$’, and the least accumulative cost at voxel $N$ is the sum of the least cost from $S$ to $A$ (3) and the incremental cost from $A$ to $N$ (1.73), which is equal to 4.73. Obviously, the bend at $A$ is unnecessary and needs to be corrected soon enough to avoid the spread of errors during the wave propagation. According to the second rule, the source voxel of $A$ (i.e., voxel $S$) is recorded as the source of $N$, and the least accumulative cost at voxel $N$ is equal to $\sqrt{4^2 + 1^2 + 1^2} = 4.24$. Thus, the least cost path to voxel $N$ is a straight-line ‘$S$-$N$’ rather than a voxel-by-voxel path which bends at voxel $A$, and the exaggerated cost is corrected.
We need to rasterize the line connecting the source voxel of the active voxel and the adjacent voxel and determine whether there are voxels with different friction on the line. Commonly used line rasterization methods include digital differential analysis (DDA) and Bresenham’s algorithm [38]. Based on the slope of the line, these methods sample a unit step by step along a preferred axis. As shown in Figure 5a, the red voxels are the initial and target voxels, and the green voxels are sampled voxels. Some voxels intersecting with the blue line are missed, and the line may pass through these neglected voxels without bending, even if they are costly or impassable voxels. This may lead to underestimation of the least cost. To avoid this problem, a ray tracing algorithm for voxels proposed by [39], which has no preferred axis, is adopted to ensure that no voxel is missed during the sampling process. Whenever the line passes through the boundary of a voxel, a decision is made for each axis to determine whether it is necessary to include the voxel. The voxels sampled by this method are shown in Figure 5b.

Figure 5. Voxelizing the line (blue) between the initial and target voxels (red) using different methods. Green voxels are sampled (a) by common line rasterization methods and (b) by a ray tracing algorithm proposed by Amanatides and Woo [39].

Based on Dijkstra’s algorithm, the pseudocode of our 3D cost distance algorithm is described in Algorithm 1. The algorithm requires two input voxters. The first input is the InitialSource voxel, which marks all the initial voxels. The second input is the Friction voxel, in which each voxel has a positive value representing the travel cost per unit distance within the voxel. The algorithm generates two output voxters: CostDistance voxel, which records the least accumulative cost from each voxel to its least-cost initial voxel, and DirectSource voxel (i.e., the backlink raster in the 2D cost distance function), where each voxel stores the preceding voxel on the least cost path to its nearest initial voxel.

A list is used to manage all the voxels in the propagation front. Initially, all the initial voxels are added to the list. Each iteration the list is sorted by the cost, the voxel with minimum cost in the list (hereafter called the min-cost voxel) is popped, and its accumulative cost and direct source are saved in the CostDistance and DirectSource voxters, respectively. The direct source and accumulative cost of all the neighbor voxels of the min-cost voxel are then calculated based on lines 36–42 of the pseudocode. Next, the neighbor voxels are added to the list. A search operation is performed to determine whether to insert a neighbor voxel directly into the list or to decrease the accumulative cost of the neighbor voxel if it is already in the list. The iteration continues until the list is empty.
Algorithm 1 Pseudocode of Calculating 3D Cost Distance

**Input:** InitialSource, Friction

**Output:** CostDistance, DirectSource

1: procedure Initialize()
2: for each voxel \( v \) do
3:   \( \text{CostDistance}(v) \leftarrow \infty \)
4:   \( \text{DirectSource}(v) \leftarrow v \)
5: end for
6: \( L \leftarrow [] \)
7: for all initial voxels \( s \) do
8:   \( L.\text{Insert}(s) \)
9:   \( \text{CostDistance}(s) \leftarrow 0 \)
10: end for
11: end procedure

12: function IsBlocked(\( s \), \( t \)) //return True if the travel path from voxel \( s \) to \( t \) is blocked
13: for each voxel \( v \) intersects with the line segment connecting voxels \( s \) and \( t \) do
14:   if any Friction(\( v \)) ≠ Friction(\( t \)) then
15:     return True
16: end if
17: end for
18: return False
19: end function

20: procedure DecreaseKey(\( L \), \( n', n \)) //decrease the key of voxel \( n \) in the list \( L \)
21: if \( n'.\text{costdistance} > n.\text{costdistance} \) then
22:   \( L.\text{Remove}(n') \)
23:   \( L.\text{Insert}(n) \)
24: end if
25: end procedure

26: procedure Main()
27: Initialize()
28: while \( L \) ≠ empty do
29:   \( m \leftarrow L.\text{ExtractMin()} \)
30:   \( \text{CostDistance}(m) \leftarrow m.\text{costdistance} \)
31:   \( \text{DirectSource}(m) \leftarrow m.\text{directsource} \)
32:   for each adjacent voxel \( n \) of \( m \) do
33:     if Friction(\( n \)) ≠ Friction(\( m \)) or IsBlocked(\( m.\text{directsource} \), \( n \)) then
34:       \( n.\text{directsource} \leftarrow m \)
35:       calculate \( n.\text{costdistance} \) based on Equations (1)–(3)
36:     else
37:       \( n.\text{directsource} \leftarrow m.\text{directsource} \)
38:       calculate \( n.\text{costdistance} \) based on Equations (4)–(5)
39:     end if
40:     \( n' \leftarrow L.\text{Find}(n) \) //\( n' \): the existing voxel of \( n \) in the list \( L \)
41:     if \( n' = \text{null} \) and \( \text{CostDistance}(n) = \infty \) then
42:       \( L.\text{Insert}(n) \)
43:     else if \( n' \neq \text{null} \) then
44:       DecreaseKey(\( L \), \( n', n \))
45:     end if
46:   end for
47: end while
48: end procedure
3.3. Efficient Data Structures

The key data structure in the algorithm is the ascendingly cost-sorted list used to manage the voxels in the propagation front. One simple data structure is a linked list. Extracting the min-cost voxel from the list takes $O(1)$ time since the min-cost voxel is at the head of the list. To add a voxel to the sorted list, it requires a sequential search though the list to find the right position for the voxel based on its cost. Thus, the ‘insert’ operation takes $O(m)$ time, where $m$ is the number of voxels in the list. To decrease the cost of an existing voxel already in the list, two searches through the list are required. The first search is to find the existing voxel in the list. If the existing cost is larger, the voxel is removed from the list and the second search is carried to insert the new voxel with a lower cost to the list. Thus, the ‘decrease-key’ operation takes $O(m)$ time.

To improve the computational efficiency, the voxels in the propagation front can be managed with a priority queue, where the voxel with lower cost has higher priority. We used a minimum heap (hereafter called min-heap) to build a minimum priority queue. The min-heap is a complete binary tree in which the parent key is less than or equal to its child keys and the smallest node is at the root of the heap. The min-heap is very efficient in supporting the ‘extract-min’, ‘insert’, and ‘decrease-key’ operations, each of which takes $O(\log m)$ time. To determine whether the min-cost voxel’s neighbor voxels are already in the heap, it has to search through the list, taking $O(m)$ time [40]. As the propagation front spreads outwards in a voxel, the number of voxels in the heap increases rapidly. This ‘search’ operation is called as many as 26 times for each voxel and therefore the computation efficiency is significantly affected. To accelerate the ‘search’ operation, we designed a hash table to locate a voxel in the min-heap so that it can be found with a time complexity of $O(1)$. Each element in the hash table stores a unique key, which is associated with the voxel’s location (row, column, and layer) and a pointer to the corresponding voxel in the min-heap (Figure 6) [11,41]. The hash table is constructed by a hash function of the key, and chaining is applied when collision occurs. Although the hash table consumes extra memory, this strategy of ‘trading the space for the time’ can achieve significant performance improvement with very little extra memory. For a voxel of $n$ voxels, there can be at most $O(n \log m)$ accesses to the min-heap with $m$ voxels, the algorithm has a complexity of $O(n \log m)$.

Figure 6. Data structure (a min-heap combined with a hash table) used in the implementation of the 3D cost distance algorithm.

4. Experiments to Demonstrate the Capability of the Proposed Algorithm

4.1. Delivery Path Planning for Drone

Path planning is one of the important applications of cost distance analysis. The proposed algorithm can be used to plan drone delivery routes in a 3D urban environment. Distribution centers are set as the initial points and the shortest distance from these points to any accessible location can be calculated and the corresponding shortest path can also be identified.
The experiment was carried out in an artificial city built-up environment (Figure 7a) which is represented by 400 × 400 × 100 1-m voxels. The friction of the building voxels and the non-building voxels were set to infinity and 1 m−1, respectively. We calculated the 3D cost distance with initial voxel located at S and extracted the shortest delivery route from S to target T using our algorithm, the unmodified method (i.e., simply extending the conventional 2D cost distance algorithm to 3D voxels) [23,24], and the post-smoothing method [22]. Figure 7 shows that the path obtained using the unmodified method (yellow) is much longer and more tortuous than that from our algorithm (red). The path obtained from the post-smoothing method (green) is shorter and has less zigzags than that from the unmodified method, but is still longer than the path obtained using our algorithm. This is because the smoothed path is still locally constrained by the unmodified method, and the path is not the real shortest path.

Figure 7. Obtaining the shortest 3D drone delivery route in a city environment. (a) Top view and (b, c) two magnified side views of the 3D space.

When there are multiple initial points, voxels can be allocated to their nearest initial voxel. For multiple distribution centers, our algorithm can be used to generate the 3D service coverage for each distribution center. As shown in Figure 8, three centers, i.e., S1, S2, and S3, are set at different locations (orange voxels). Voxels in the translucent green, orange, and purple areas are allocated to the initial points S1, S2, and S3, respectively. The allocation may be distinct at different heights (which is equivalent to the horizontal profiles on the Thiessen polyhedrons at different heights). For example, target T1 in Figure 8a and T2 in Figure 8b have the same horizontal location but they are located at heights of 0 and 20 m, respectively. Using our algorithm, they are allocated to centers S2 and S1, respectively. This kind of analysis is only possible with a 3D cost distance function.
4.2. Calculation of 3D Viewshed

Compared with 2D viewshed, 3D viewshed can quantify the visible volume in 3D space, which facilitates a better understanding of the 3D perception of an observer [42]. In contrast to other methods based on lines of sight [43,44], we propose a novel method for calculating the viewshed using the 3D cost distance function. Figure 9 illustrates the method using a terrain profile. When the straight-line distance ($d_e$, the Euclidean distance) between the point of view (POV) and a target point $P1$ is equal to the shortest distance ($d_c$) between the two points (i.e., the length of the shortest path), the two points are intervisible in space. When $d_e < d_c$, as in the case of target point $P2$, obstacles exist between the two points that lead to a longer path. As the unmodified 3D cost distance function suffers from the ‘exaggerated distance’ problem, it will generate a smaller 3D viewshed, whereas our method can calculate the accurate distance and therefore the accurate 3D viewshed.
Figure 9. Calculation of visibility by comparing the shortest distance and the Euclidean distance from a point of view (POV) to target points.

The experiment was carried out using a real terrain surface dataset which covers an area (31°3′55″–31°4′31″N, 103°44′38″–103°45′20″E) in the northwest of Chengdu City, Sichuan Province, China, with elevation ranging from 736 to 836 m. The 1100 × 1100 m digital elevation model (DEM) has a spatial resolution of 10 m and can be downloaded from Geographical Information Monitoring Cloud Platform (http://www.dsac.cn/). Figure 10a shows the DEM and the POV, which is 5 m above the surface. The 3D space from the elevation of 730–840 m is represented by 110 × 110 × 110 voxels. Terrain in the 3D space are impenetrable barrier with the frictions of below-surface voxels and above-surface voxels were set to infinity and 1 m⁻¹, respectively. 3D cost distance was calculated using our algorithm with the POV set as the initial voxel.

Figure 10. 3D viewshed analysis: (a) test digital elevation model (DEM) and POV which is 5 m above the ground; (b) 2D binary viewshed; (c) invisible height raster.

By comparing the cost distance calculated with the terrain barrier and the straight-line distance from the POV to other locations, the above-surface voxels are identified as visible and invisible. Figure 10c shows the invisible height (i.e., height below which is invisible) at each cell location in 2D. Compared with the binary 2D viewshed (Figure 10b), the 3D viewshed provides more information on the visible volume in 3D space. The 3D viewshed and two vertical profiles passing through the POV are shown in Figure 11.
4.3. Minimum Hydraulic Resistance

Hydraulic conductivity (K) is an important parameter for simulating groundwater flow and plays a crucial role in controlling solute transport. Relevant studies have shown that the path with the least hydraulic resistance is similar to the fastest particle trajectory, and the minimum hydraulic resistance is strongly correlated with the early time arrival of particles within a 2D heterogeneous K-field. Compared with numerical methods based on solving the governing equations for flow and transport, this method provides an effective approximation with superior computational efficiency [45,46]. Our algorithm can be used to efficiently and accurately calculate the least hydraulic resistance and path in a heterogeneous 3D K-field.

A random 3D heterogeneous K-field consisting of $100 \times 100 \times 50$ voxels with a 1 m resolution was generated using a sequential Gaussian simulation (Figure 12). The hydraulic conductivity within a voxel is considered uniform and the resistivity (i.e., the friction with the unit of day/m) at a voxel was set as the inverse of the hydraulic conductivity at the voxel. The initial voxel $S (X = 10, Y = 50, Z = 49)$ was set at the top of the 3D field. The least hydraulic resistance (i.e., the travel time in the unit of days) from $S$ to each voxel was calculated using the proposed algorithm.

Figure 11. (a) 3D viewshed and (b,c) two vertical profiles through POV: (b) north–south visibility profile and (c) east–west visibility profile.

Figure 12. A random heterogeneous K-field generated by a sequential Gaussian simulation: (a) exterior of the 3D K-field; (b) three sliced planes at $X = 25$, $X = 75$, and $Z = 0$. 
Figure 13 shows the reachable volumetric regions within a specific travel time. Our algorithm has application prospects in risk assessment, where the least hydraulic resistance can be used as a metric to characterize the leading front of contaminant in a 3D heterogeneous porous media.

Figure 13. Calculation of minimum hydraulic resistance (i.e., the minimum number of days required for a solute to reach a voxel from initial voxel S). Reachable regions by (a) the first day and (b) the third day.

5. Discussion

5.1. Error Analysis with Homogenous Friction

To verify the accuracy of the proposed algorithm, a friction voxel of $101 \times 101 \times 101$ 1-m voxels was created. The friction at all the voxels were set as $1 \text{ m}^{-1}$ and the initial voxel was set at the center of the voxelter. We calculated the 3D cost distance using both the unmodified method and the proposed algorithm. The cost distance actually calculates the 3D Euclidean distance. Geometrically calculated Euclidean distance is taken as the true distance to evaluate the error of these two methods.

As shown in Table 1, 32.21% of the voxels overestimated their true Euclidean distance by more than 10% with the unmodified method, and the spatial distribution of percentage error is shown in Figure 14. The distance from the central initial voxel to each of the voxels located along the directions of its 26 adjacent voxels is accurate, while the distance to other voxels has different degrees of overestimation. The distance calculated by our cost distance algorithm is equal to the Euclidean distance, indicating that our method can calculate the accurate 3D cost distance in a homogeneous friction space where the ‘exaggerated distance’ problem is most evident. In addition, the error of unmodified cost distance algorithm is much larger in 3D than its counterpart in 2D (Table 1). This means that the ‘exaggerated
distance' problem is more serious in 3D, and it is more important to improve the accuracy of the 3D cost distance function with homogeneous friction.

Table 1. Accuracy of the distance calculated by the conventional unmodified method and our algorithm (modified).

| Distance       | Average Error (%) | Maximum Error (%) | Percentage Error (%) |
|----------------|-------------------|-------------------|----------------------|
|                | 0%                | 0%–1%             | 0%–5%                | >10%                 |
| 3D-Unmodified  | 8.15              | 12.81             | 1.12                 | 1.62                 | 17.90               | 32.21               |
| 3D-Modified    | 0.00              | 0.00              | 100.00              | 100.00              | 100.00              | 0.00                |
| 2D-Unmodified  | 5.28              | 8.24              | 3.93                 | 7.77                 | 40.79               | 0.00                |

Figure 14. Percentage of distance error based on the uncorrected cost distance in a homogeneous friction space: (a) 3D percentage error field; (b) sliced error planes at X = 80 and Z = 50.

5.2. Impact of Friction Heterogeneity

To examine the impact of friction heterogeneity, five synthetic friction voxters of 101 × 101 × 101 voxels with a 1 m resolution were created, and 10%–90% of the voxels were randomly selected and their friction were set to a random integer in the range 1–10 m$^{-1}$ and the friction of the remaining voxels were set to 5 m$^{-1}$. The initial voxel was set at the center of the voxters. We calculated the 3D cost distance using the unmodified method and the proposed algorithm, and compared the difference between two methods.

As shown in Table 2, the proposed algorithm calculates smaller cost distance than unmodified method for all the voxters. As the ratio of heterogenous friction voxels increases, both the average and maximum percentage reduction in distance decrease, indicating that the proposed algorithm behaves similarly to the unmodified method as friction becomes more heterogeneous. This is expected as few voxels need to be corrected when the front propagates in a varying friction. The proposed algorithm benefits more in low heterogeneous than in high heterogeneous friction.

Table 2. Comparison between our method (modified) and the unmodified method with different friction heterogeneity.

| Ratio of Heterogenous Friction Voxels | % Reduction in Distance |
|--------------------------------------|-------------------------|
|                                      | Average                | Maximum                |
| 10%                                  | 6.85%                  | 11.35%                 |
| 30%                                  | 3.94%                  | 11.31%                 |
| 50%                                  | 0.82%                  | 11.13%                 |
| 70%                                  | 0.28%                  | 5.22%                  |
| 90%                                  | 0.27%                  | 2.02%                  |

% Reduction in Distance = (UnmodifiedDistance – ModifiedDistance)/UnmodifiedDistance × 100%.
5.3. Analysis of Time Efficiency

To evaluate the efficiency of different data structures, we used synthetic friction voxters with a 1 m resolution of five different sizes, ranging from $25 \times 25 \times 25$ to $125 \times 125 \times 125$ voxels. For all the input friction voxters, we randomly selected 10% of the voxels and set their friction as a random integer in the range $1-10\ \text{m}^{-1}$ and the friction of the remaining voxels was set to $5\ \text{m}^{-1}$. The initial voxel was set at the center of the voxters. All the tests were performed on a Lenovo laptop with a 2.7 GHz Intel Core i7-7500U processor and 8 GB RAM.

As shown in Figure 15, compared to the linked list, the min-heap data structure can reduce the running time, and the hash table data structure further significantly reduces the time, which becomes more beneficial as the size of voxters increases. Specifically, the execution using the proposed data structure (0.6 s) is 19 times faster than that using the linked list (11.6 s) for a voxter of $25 \times 25 \times 25$ voxels, and the execution using our data structure (79.8 s) is 480 times faster than that using the linked list (38,359.3 s) for a voxter of $125 \times 125 \times 125$ voxels.

![Figure 15. Difference in the performance of the algorithm based on the implementation of three data structures in C++.](image)

6. Conclusions

When extending the 2D cost distance function to its 3D counterpart, both accuracy and efficiency need to be considered. In this paper, an efficient method for calculating accurate 3D cost distance is proposed, which uses Dijkstra algorithm to calculate the least cost from some starting voxels to every other voxel in 3D space. During the calculation, deflections caused by friction changes along the least cost path are retained, while unnecessary bends in homogeneous frictions are constantly corrected to remove overestimated cost. In a homogeneous friction, while our method calculated the true distance, the unmodified method overestimated the true distance by more than 10% for over 30% of the voxels in a voxter. In a heterogeneous friction, our method generated smaller cost than that generated by the unmodified method [24] and the post-smoothing method [22]. The proposed algorithm benefits the most in a friction space with low heterogeneity and will gradually degenerate into the unmodified method as the friction becomes more heterogeneous.

To improve the computational efficiency, a data structure that combines a min-heap and a hash table were used to implement the algorithm. The results showed that our data structure significantly reduced the running time and facilitated the application of our algorithm to large 3D datasets.

The proposed method enables the analysis of movement in a 3D friction space. Its feasibility was demonstrated with several applications, including delivery path and service coverage planning for drones, generation of 3D viewshed, and calculation of minimum hydraulic resistance.
In the future, we will extend our study from the following aspects. First, it is inadequate that the propagation path deflects the same degree regardless whether the change in friction is minor or major, and we will work on propagation path deflecting in varying degrees based on the change in friction. Second, we will develop the algorithm to implement ‘isotropic’ frictions that may vary with location and movement direction. Third, we will work on parallelization of the algorithm for real-time applications.
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