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Abstract

Quantum fields are considered as generators of infinite-dimensional Clifford algebra $Cl(\infty)$, which can be either orthogonal (in case of fermions) or symplectic (in case of bosons). A generic quantum state can be expressed as a superposition of the basis elements of $Cl(\infty)$, the superposition coefficients being multiparticle complex-valued wave functions. The basis elements, that are products of the generators of $Cl(\infty)$ in the Witt basis, act as creation and annihilation operators. They create positive and negative energy states that include the bare and the Dirac vacuum as special cases. It is shown that the nonvanishing electric charge arises from an extra dimension or from doubling the number of creation and annihilation operators, which brings an extra imaginary unit $\bar{i}$ into the description. A further extension is to consider the $\bar{i}$ as one of the quaternionic imaginary units and consider a generic state as having values in the quaternionic algebra or, equivalently, in the complexified 2-dimensional Clifford algebra, $Cl(2) \otimes \mathbb{C}$. It contains two distinct fundamental representations of $SU(2)$, one associated with the weak isospin doublet $(\nu_e, e^-)$, and the other one with the doublet of new leptons, denoted $(\epsilon^+, \nu_{\epsilon})$, that together with the new quarks $(u', d')$ can be identified with dark matter.
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1 Introduction

Foundations of quantum theory are still being challenged. In the last years, for instance, there has been a renewed discussion about whether wavefunction is necessarily complex, or perhaps it could be real \[1,2\]. That instead of a complex wave function, one can consider twice as many real functions had already proposed in Refs. \[3\]. Such a possibility was ruled out by recent experiments \[4,5\]. On the other hand, the concept of the relativistic wave function has been usually considered problematic or, in the case of the Dirac equation, of limited validity, and asserted that the problems were resolved within the framework of relativistic quantum field theory (see, e.g., \[6\]). Because on the one hand the talk is
about wave function (or its density matrix equivalent), complex versus real-valued, and on
the other hand the concept of wave function has no commonly accepted clear meaning in
relativistic quantum field theory, a further clarification of this issue is necessary. Despite
the vast literature on this topic [7, 18], no general consensus has been established. An
important insight can be found in Ref. [19], where the relation between the Newton-Wigner-
Foldy wave function [20] and the Klein-Gordon wave function was considered. Another
insight is provided in Ref. [15, 16], where it was realized that relativistic wave function and
particle localization are defined with respect to a 3D surface in spacetime. The meaning
of localization and propagation of wave packets was investigated in Refs. [21–24].

The relation between relativistic wave function and quantum field theory has been
studied in Refs. [25–28]. One of the key points is the realization that a real scalar field, ϕ,
satisfying the Klein-Gordon equation, is equivalent to a complex wave function ψ, satisfying
the relativistic Schrödinger equation [29]. Therefore, a two component scalar field, written
as a complex field, cannot be identified with a wave function—which is a right conclusion
in the literature. But this does not mean that a (consistent) relativistic wave function
does not exist. Relativistic wave function was identified [27, 28] as a superposition of
ψ and Π = ħψ, namely, ψ = \(1/\sqrt{2}(\sqrt{\omega_x}\varphi + \frac{i}{\sqrt{\omega_x}}\Pi)\), where \(\omega_x = \sqrt{m^2 - \nabla^2}\). So constructed ψ
contains only positive frequencies, so that the energy of such a state can only be positive.
Upon quantization, ψ and ψ* become creation and annihilation operators, \(a^\dagger(x)\), \(a(x)\),
introduced in this form by Jackiw [30], that create/annihilate a particle at position \(x\).
A single particle state is [25–28] \(|Ψ⟩ = ∫ d^3x ψ(t, x)a^\dagger(x)|0⟩\). It satisfies the Schrödinger equation
\(i\hbar|Ψ⟩/dt = \hat{H}|Ψ⟩\), where \(\hat{H} = \frac{1}{2}∫ d^3x (a^\dagger(x)ω_xa(x) +a(x)ω_xa^\dagger(x))\), from which
it follows that the wave function satisfies the equation \(i\hbar\partialψ/∂t = ω_xψ\).

In this paper we consider a 4-component real scalar field, \(ϕ_α\), \(α = 1, 2, 3, 4\), satisfying
the Klein-Gordon equation, and construct from \(ϕ_α\) a complex 4-component wave
function \(ψ_α = \frac{1}{\sqrt{2}}\left(\sqrt{h}\varphi_α + \frac{i}{\sqrt{h}}Π_α\right)\) that satisfies the Dirac equation
\(i\hbar\partialψ/∂t = \hbarψ\), where \(h = βm - iα^i∂_i\), \(i = 1, 2, 3\). We show that \(ψ_α\) so constructed is equal to the usual Dirac wave
function. Then instead of \(h\) we take \(h' = β\sqrt{m^2 + \nabla^2}\) and consider the wave function
\(ψ'_α = \frac{1}{\sqrt{2}}\left(\sqrt{h'}\varphi_α + \frac{i}{\sqrt{h'}}Π_α\right)\). The relation between \(ψ'_α\) and \(ψ_α\) is the Foldy-Wouthuysen
transformation [31], which confirms the consistency of the procedure of constructing the
Dirac wave function from a real 4-component Klein-Gordon field. So constructed \(ψ_α\) contains
positive and negative energies. In Refs. [32–41] it has been shown that negative
energies do not lead to instabilities in the presence of physically realistic interaction
potentials, bounded from below and from above. This opens the possibility to interprete
\(ψ ≡ ψ_α\) as probability density of finding a particle at position \(x\) without the usual limitations
(see e.g., Ref. [6]). It is the zero component of the probability current density
\(j^μ = \bar{ψ}γ^μψ\), \(\bar{ψ} = ψ^\daggerβ\), \(β = γ^0\). We then investigate the relation between the probability
density and charge density. A charge can be brought into the description if we consider
a doublet of the Dirac wave functions, \( \psi_n, n = 1, 2 \). By the Noether procedure we can then derive two conserved currents, namely, the probability current density, \( j^\mu_n = \bar{\psi}_n \gamma^\mu \psi_n \), associated with the phase transformations \( \psi'_n = e^{i\alpha} \psi_n, n = 1, 2 \), of the group \( U_i(1) \), and the charge current density, associated with the rotations between \( \psi_1 \) and \( \psi_2 \) of the group \( U_i \), where \( \bar{i} \) is another imaginary unit entering the expression \( \psi = \psi_1 + \bar{i} \psi_2 \). Alternatively, the electric charge comes from the 5th dimension. Then the charge current density in four dimensions is \( j_e n^\mu = e \bar{\psi}_n \gamma^\mu \psi_n = ej_n^\mu \), where \( e = p_5 \), i.e., proportional to the probability current density.

Next, we bring into the description the phase space basis vectors that can be either symplectic or orthogonal [42, 43]. Their Witt basis equivalents are bosonic or fermionic creation and annihilation operators. So we arrive at quantum field theory. We then concentrate the investigation on fermionic states and their evolution equation. Next, we consider multi particle states as elements of an infinite dimensional Clifford algebra \( Cl(\infty) \). One such state is the product of infinitely many annihilation operators, \( |0\rangle = \prod_{x,\alpha} a_\alpha(x) \), satisfying \( a_\alpha(x)|0\rangle = 0 \). In momentum representation we have \( |0\rangle_B = \prod_{p,\sigma} b_\sigma(p)d_\sigma(p) \), \( \sigma = 1, 2 \), where \( b_\sigma(p) \) and \( d_\sigma(p) \) are the usual operators entering the expansion of a Dirac field \( \hat{\psi}(t, x) \). They satisfy \( b_\sigma(p)|0\rangle_B = 0 \), \( d_\sigma(p)|0\rangle_B = 0 \), where \( |0\rangle_B \) is the bare vacuum (see [44]). The Fock space basis states are given in terms of the products of \( b_\sigma(p) \) and \( d_\sigma(p) \), acting on \( |0\rangle_B \). One such state can be \( \prod_{p,\sigma} d_\sigma(p)|0\rangle_B = |0\rangle_D \), the so called Dirac vacuum, a sea of negative energy particles. It is an idealization, because a realistic state is spread by a wave packet profile, which determines an effective cutoff (see Fig. ). For a single Dirac field, all those particle states and the antiparticle states ("holes" in the Dirac vacuum) have zero electric charge. Non zero electric charge arises if we double the operators and the associated wave packet profiles, or if we consider an extra spacetime dimension. In both cases a particle can have positive or negative charge, and its antiparticle the opposite charge.

We then consider the presence of the electromagnetic field as arising from non local transformations of the group \( U_i(1) \) acting within the doublet of the Dirac fields, written in the form \( \hat{\psi} = \hat{\psi}_1 + i\hat{\psi}_2 \).

The next step is the realization that the \( \bar{i} \) can be considered as one of three quaternionic imaginary units \( i, j, k \). The wave function is then an element of quaternionic algebra. After a suitable redefinition of the basis elements and the components, the wave function can be written as an element of the complexified Clifford algebra \( Cl(2) \otimes \mathbb{C} \). Within such a framework one obtains two distinct spaces, associated with the first and the second left ideals of \( Cl(2) \otimes \mathbb{C} \), that form two distinct representations of \( SU(2) \). Besides the usual weak isospin lepton doublet \( (\nu_e, e^-) \), there exists an additional lepton doublet \( (e^+, \nu_e) \). Analogously, besides the quark doublet \( (u, d) \), this model incorporates an additional quark doublet \( (u', d') \). So this model predicts a new kind of fermions that could be invisible to the
usual fermions. The electric charge operator is the sum of $\hat{p}_5 = -i\partial/\partial x^5$ (identified with the hypercharge operator $\hat{Y}/2$) and $I_3$ (one of the generators of $Cl(2) \otimes \mathbb{C}$). This scheme suggests that also the weak interaction charges contain, besides the terms $g I_a, a = 1, 2, 3$, also additional terms due to the presence of extra dimensions. This is in agreement with the findings of Refs. [45,46].

In Sec. 2 there is a discussion about the relation between the real Klein-Gordon field and the complex wave function, which in Sec. 3 is extended to the case of the Dirac equation. Then it is shown how electric charge arises either from a doubling of the Dirac wave function or from an extra dimension. A novel view of how quantum field theory enters the game is explained in Sec. 4. The inclusion of the electromagnetic field is considered in Sec. 5. In Sec. 6.1 it is shown that such an electromagnetic field is only a part of the wider scheme which contains weak interaction. In Secs. 6.2 and 6.3, clarification is provided as to why negative energies are not problematic and why the concept of relativistic wave packet localization, their propagation and Lorentz covariance make sense. Finally, it is pointed out that the leakage of probability outside the light cone does not imply a breakdown of causality on a macroscopic level.

2 Complex versus real wave function

In literature on quantum mechanics, wave function is usually taken to be complex. It satisfies the Schrödinger equation

$$i \frac{\partial \psi}{\partial t} = h \psi,$$

(1)

where $h$ is a Hamilton operator. Writing the wave function $\psi$ in terms of its real and imaginary part,

$$\psi = \psi_R + i \psi_I,$$

(2)

the equation (1) can be written as the following system of two equations:

$$\frac{\partial \psi_R}{\partial t} = h \psi_I,$$

(3)

$$\frac{\partial \psi_I}{\partial t} = -h \psi_R.$$

(4)

Differentiating Eq. (3) with respect to time $t$ and using Eq. (4), we obtain

$$\frac{\partial^2 \psi_R}{\partial t^2} + h^2 \psi_R = 0.$$

(5)

In the above derivation we have assumed $\partial h/\partial t = 0$.

Alternatively, from Eq. (3) we express $\psi_I$ in terms of $\psi_R$ according to

$$\psi_I = h^{-1} \dot{\psi}_R,$$

(6)
and plug it into Eq. (4). So we obtain
\[ h^{-1} \dot{\psi}_R + h \psi_R = 0. \]  
(7)

Multiplying the latter equation from the left by \( h \) we obtain Eq. (5).

One complex equation (1) or, equivalently, the system of two first-order differential equations with respect to time, can be replaced by one second-order equation (5) for a real variable \( \psi_R \). Using the analogous procedure for the imaginary part, we find that it satisfies
\[ \frac{\partial^2 \psi_I}{\partial t^2} + h^2 \psi_I = 0. \]  
(8)

The Hamilton operator of nonrelativistic quantum mechanics is
\[ h = \hat{p}^2/2m + V(x), \]  
(9)
where \( \hat{p} = -i\nabla \). For such Hamilton operator it make much more sense to use the first order Schrödinger equation (1) with a complex wave function than to use the second order equation (5) with a real function \( \psi_R \), because \( h^2 \) then contains the terms with \( \nabla^4 \).

Taking \( V = 0 \), the \( h \) of Eq. (9) is obtained as an approximation from the expression of the relativistic Hamilton operator
\[ h = \sqrt{\hat{p}^2 + m^2} = m \left( 1 + \frac{\hat{p}^2}{2m} + \ldots \right). \]  
(10)
Its square is \( h^2 = \hat{p}^2 + m^2 \). Equation (5) then becomes the Klein-Gordon equation for a real field \( \psi_R \):
\[ \frac{\partial^2 \psi_R}{\partial t^2} - \nabla^2 \psi_R + m^2 \psi_R = 0. \]  
(11)

We have seen that a complex-valued wave function \( \psi \) that satisfies the Schrödinger equation (1) can be written in terms of a real field \( \psi_R \) and its time derivative \( \dot{\psi}_R \) as a superposition of the form
\[ \psi = \psi_R + ih^{-1} \dot{\psi}_R. \]  
(12)
The field \( \psi_R \) satisfies the second order equation (5), which in the case of \( h = \sqrt{m^2 - \nabla^2} \) is the Klein-Gordon equation (11).

The opposite procedure is to start with the second order equation (5) and use the variables
\[ \psi_R, \quad \psi_I = h^{-1} \dot{\psi}_R, \]  
(13)
in term of which the second order equation (11), i.e., \( \ddot{\psi}_R + h^2 \psi_R = 0 \), becomes the system of two first order equations (3), (4) that is equivalent to the Schrödinger equation (1).

Let us now introduce a field \( \varphi \) according to the following functional transformation:
\[ \psi_R = \sqrt{\frac{h}{2}} \varphi, \quad \psi_I = \frac{1}{\sqrt{2h}} \dot{\varphi}, \]  
(14)
The function $\psi_R$ satisfies the Klein-Gordon equation, and so does also $\varphi$.

$$\ddot{\varphi} + h^2 \varphi = 0. \quad (15)$$

We will assume that $\varphi$ is a scalar under Lorentz transformations. According to the relations $[12]$ and $[14]$, $\psi_R$ is then not a scalar field.

The action for the scalar field is

$$I[\varphi] = \frac{1}{2} \int dt \, d^3 x \left( \dot{\varphi}^2 - \varphi \omega_x^2 \varphi \right), \quad (16)$$

where $h = \omega_x \equiv \sqrt{m^2 - \nabla^2}$. Introducing the canonically conjugate momentum $\Pi = \partial L / \partial \dot{\varphi} = \dot{\varphi}$, we can write the phase space form of the action $[16]$:

$$I[\varphi, \Pi] = \int dt \, d^3 x \left[ \Pi \dot{\varphi} - \frac{1}{2}(\Pi^2 + \varphi \omega_x^2 \varphi) \right] = \int dt \, d^3 x \left[ \frac{1}{2}(\Pi \dot{\varphi} - \varphi \dot{\Pi}) - \frac{1}{2}(\Pi^2 + (\omega_x \varphi)(\omega_x \varphi)) \right]. \quad (17)$$

In the last step, we have performed the integration per partes and omitted the surface terms. For that purpose we expanded $\omega_x \equiv h$ according to $[10]$.

The action $[16]$ or $[17]$ has the form of the action for an uncountably infinite set of harmonic oscillators, one for each $x$, and having the frequency $\omega_x$.

Introducing the new variables $[30]$

$$\psi = \frac{1}{2} \left( \omega_x^{1/2} \varphi + i \omega_x^{-1/2} \Pi \right), \quad (18)$$

$$\psi^* = \frac{1}{2} \left( \omega_x^{1/2} \varphi - i \omega_x^{-1/2} \Pi \right). \quad (19)$$

the phase space action $[17]$ becomes

$$I[\psi, \psi^*] = \int dt \, d^3 x \left[ \frac{i}{2}(\psi^* \dot{\psi} - \dot{\psi}^* \psi) - \psi^* \omega_x \psi \right]. \quad (20)$$

Variation of the latter action with respect to $\psi$ and $\psi^*$, respectively, gives the following equations of motion:

$$i \dot{\psi} = \omega_x \psi, \quad (21)$$

$$-i \dot{\psi}^* = \omega_x \psi^*. \quad (22)$$

By plugging Eqs. $[18],[19]$ into Eqs. $[21],[22]$ we obtain

$$\dot{\varphi} = \Pi, \quad (23)$$

$$\dot{\Pi} = -\omega_x^2 \varphi, \quad (24)$$
which also follows directly from the action $I[\varphi, \Pi]$ (Eq. (17)).

The Hamiltonian belonging to the action (17) is

$$H[\varphi, \Pi] = \int d^3 x \frac{1}{2} (\Pi^2 + \varphi \omega^2 \varphi).$$

(25)

Written in terms of the variables $\psi, \psi^*$ the Hamiltonian becomes

$$H[\psi, \psi^*] = \int d^3 x \, \psi^* \omega \psi.$$

(26)

The new variable $\psi$ defined by Eq. (18) is the same as the wave function $\psi$ defined in Eq. (2), which in view of (14) can be written as

$$\psi = \frac{1}{\sqrt{2}} (h^{1/2} \varphi + ih^{-1/2} \dot{\varphi}),$$

(27)

where in particular it could be $h = \omega^2 \varphi$. Thus, Eqs. (21) and (22) are, respectively, the Shrödinger equation for the wave function $\psi$ and its complex conjugate $\psi^*$.

That the Klein-Gordon equation can be written as a system of two first-order equation is known in the literature [20]. The usual procedure goes as follows. One starts from the Klein-Gordon equation for a complex field $\varphi$,

$$\ddot{\varphi} + h^2 \varphi = 0,$$

(28)

where $h = \sqrt{m^2 - \nabla^2}$, and introduces the new variables

$$\chi_1 = \left( i \frac{\partial}{\partial t} + h \right) \varphi,$$

(29)

$$\chi_2 = \left( -i \frac{\partial}{\partial t} + h \right) \varphi,$$

(30)

in term of which Eq. (28) can be rewritten as

$$\left( -i \frac{\partial}{\partial t} + h \right) \chi_1 = 0,$$

(31)

$$\left( i \frac{\partial}{\partial t} + h \right) \chi_2 = 0.$$

(32)

In matrix form this becomes [20,47]

$$i \frac{\partial}{\partial t} \begin{pmatrix} \chi_1 \\ \chi_2 \end{pmatrix} = h \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \begin{pmatrix} \chi_1 \\ \chi_2 \end{pmatrix}.$$

(33)

What is not considered in the literature is the fact that for a real Klein-Gordon field, $\varphi = \varphi^*$, the field $\chi_1$ is the complex conjugate of the field $\chi_2$, i.e.,

$$\chi_1 = \chi_2 \equiv \chi.$$

(34)
Therefore the second equation (32) is the complex conjugate of the equation (31), and not an independent equation. If \( \chi_1 \) as a solution of Eq. (31) is known, then also \( \chi_2 = \chi_1^* \) is known. Thus only one of the two equations (31),(32) is sufficient to replace the Klein-Gordon equation if the field is real.

If \( \phi \) is real, then the function \( \chi_1 \equiv \chi \) is proportional to the wave function \( \psi \) given in Eq. (18), the proportionality factor being \( \sqrt{2} \omega_x \), so that \( \chi = \sqrt{2} \omega_x \psi \).

Using the general solution of the Klein-Gordon equation for a real field, \( \phi = \int \frac{d^3p}{(2\pi)^3} \frac{1}{2\omega_p} (c(\omega_p, p)e^{-ipx} + c(-\omega_p, p)e^{ipx}) \), (35)

we find

\[
\psi(t, x) = \sqrt{\frac{\omega_x}{2}} (\varphi + i\omega_x^{-1}\dot{\varphi}) = 2\sqrt{\frac{\omega_x}{2}} \int \frac{d^3p}{(2\pi)^3} \frac{1}{2\omega_p} c(\omega_p, p)e^{-ipx} = \sqrt{2}\omega_x \varphi^+(+), \quad (36)
\]

\[
\psi^*(t, x) = \sqrt{\frac{\omega_x}{2}} (\varphi - i\omega_x^{-1}\dot{\varphi}) = 2\sqrt{\frac{\omega_x}{2}} \int \frac{d^3p}{(2\pi)^3} \frac{1}{2\omega_p} c(-\omega_p, p)e^{ipx} = \sqrt{2}\omega_x \varphi^-(+), \quad (37)
\]

where \( \varphi^+ \) is the positive frequency part of the solution (35), and \( \varphi^- \) the negative part. Rewriting \( \varphi^+ \) according to

\[
\varphi^+ = \int \frac{d^3p}{(2\pi)^3} \frac{1}{2\omega_p} c(\omega_p, p)e^{-ipx} = \int \frac{d^3p}{\sqrt{(2\pi)^3}2\omega_p} a(p)e^{-ipx}, \quad (38)
\]

we find

\[
\psi(t, x) = \int \frac{d^3p}{\sqrt{(2\pi)^3}2\omega_p} a(p)e^{-ipx} = a(t, x), \quad (39)
\]

\[
\psi^*(t, x) = \int \frac{d^3p}{\sqrt{(2\pi)^3}2\omega_p} a^*(p)e^{ipx} = a^*(t, x). \quad (40)
\]

We see that the wave function contains only positive energies (frequencies) \( \omega_p \).

**Nonrelativistic approximation**

Let us take the ansatz

\[
\psi = e^{-imt} \phi, \quad (41)
\]

and insert it into the relativistic Shrödinger equation

\[
i\dot{\psi} = \sqrt{m^2 - \nabla^2} \psi, \quad (42)
\]

which is just a rewritten equation (21) which, as we have seen, is equivalent to the Klein-Gordon equation for a real scalar field \( \varphi \). Then we obtain

\[
i\dot{\phi} = \sqrt{m^2 - \nabla^2} \phi - m\phi. \quad (43)
\]

\(^1\text{Recall that } \omega_x = \sqrt{m^2 - \nabla^2}.\)
Expanding
\[
\sqrt{m^2 - \nabla^2} = m \left( 1 - \frac{\nabla^2}{2m} + ... \right),
\] (44)

Eq. (43) becomes
\[
i \dot{\phi} = \left( -\frac{\nabla^2}{2m} + ... \right) \phi
\] (45)

Neglecting the higher-order terms, the above equation is the nonrelativistic Schrödinger equation.

In the literature, the transition from the Klein-Gordon equation to its nonrelativistic approximation is not done according to the above procedure. Usually, it is started from a complex field \( \varphi \) satisfying the Klein-Gordon equation and taking the Ansatz \( \varphi = e^{-imt}\phi \), which leads to the equation
\[
\frac{1}{2m} \ddot{\phi} - \frac{i}{m} \dot{\phi} - \frac{1}{2m} \nabla^2 \phi = 0.
\] (46)

In the nonrelativistic approximation the first term can be neglected and the above equation becomes the Schrödinger equation.

A common mistake concerning the Klein-Gordon field

We have seen that the real field \( \varphi \), satisfying the second order equation (15), is itself not the relativistic wave function. The relativistic wave function is the superposition (18) of \( \varphi \) and its canonical momentum \( \Pi = \dot{\phi} \). The field \( \varphi \) is real and the wave function
\[
\psi = \sqrt{\frac{\omega_x}{2}} \left( \varphi + i\omega_x^{-1}\dot{\varphi} \right)
\] (47)
is complex. In the case of two real fields \( \varphi_1 \) and \( \varphi_2 \), we obtain two complex wave functions
\[
\psi_1 = \sqrt{\frac{\omega_x}{2}} \left( \varphi_1 + i\omega_x^{-1}\dot{\varphi}_1 \right), \quad \psi_2 = \sqrt{\frac{\omega_x}{2}} \left( \varphi_2 + i\omega_x^{-1}\dot{\varphi}_2 \right)
\] (48)

The fields \( \varphi_1 \) and \( \varphi_2 \) can be written together as a complex Klein-Gordon field
\[
\varphi = \varphi_1 + i\varphi_2,
\] (49)

where the imaginary unit \( \tilde{i}, \tilde{i}^2 = -1 \), in general is not the same one as the \( i \) occurring in the wave functions \( \psi_1 \) and \( \psi_2 \), defined in Eq. (48). Each of those wave functions satisfies the relativistic Schrödinger equation (42) which can be written as the system of two equations (23), (24) for each pair of the real variable \( \varphi_n \) and \( \dot{\varphi}_n = \Pi_n \), \( n=1,2 \). Altogether we have four real variables \( \varphi_1, \Pi_1, \varphi_2, \Pi_2 \). The fact that we can combine the variables \( \varphi_i \) and \( \Pi \) into the complex variables \( \psi_n = \sqrt{\frac{\omega_x}{2}} \left( \varphi_n + i\omega_x^{-1}\dot{\varphi}_n \right), n = 1, 2 \), should not be confused with the fact that also \( \varphi_1 \) and \( \varphi_2 \) can be combined into a complex variable à la (49). In general, because there are four independent real variables \( \varphi_n, \dot{\varphi}_n = \Pi_n, n = 1, 2 \), when writing
them in terms of complex numbers, one has to distinguish between the imaginary units \( i \) and \( \bar{i} \).

The above points are not properly addressed in the literature. To illustrate further the usual misconceptions, let us act with the derivative \( \partial / \partial t \) on the left and on the right hand side of Eq. (42). We obtain

\[
\ddot{\psi} - \nabla^2 \psi + m^2 \psi = 0.
\]  

(50)

This equation has the form of the Klein-Gordon equation for a complex field \( \psi \). However, the complex field \( \psi \) is composed of the real fields \( \varphi \) and \( \dot{\varphi} \) according to (47). Assuming that \( \varphi \) is a scalar field and transforms under the Lorentz transformations as \( \varphi'(t', \mathbf{x}') = \varphi(t, \mathbf{x}) \), then by its construction, \( \psi \) does not transforms under a Lorentz transformation as a scalar field, i.e., not as \( \psi'(t', \mathbf{x}') = \psi(t, \mathbf{x}) \). It transforms in a more complicated way that depends on the split of spacetime into a time \( t \) and a space \( \mathbf{x} \), which in every Lorentz system is different. We will discuss this in Sec. 6.

If the scalar field \( \varphi \) is a two-component object \( \varphi = (\varphi_1, \varphi_2) \) and can thus be written as a complex field \( \varphi = \varphi_1 + i\varphi_2 \), it cannot be interpreted as a relativistic wave function. The attempts to interpret a complex \( \varphi \) as a wave function have failed, which led people to the incorrect conclusion that a relativistic wave function makes no sense and that a consistent relativistic quantum mechanics does not exist. As a follow-up to the previous work \[25–27\], we provide in this paper further arguments that relativistic quantum mechanics makes sense and how it arises within quantum field theory as the mechanics of wave packet profiles.

The generator of the transformation

\[
\varphi \rightarrow e^{i\beta} \varphi, \tag{51}
\]

i.e., a rotation between \( \varphi_1 \) and \( \varphi_2 \) is proportional to the electric charge:

\[
G_e = -\beta \int d^3\mathbf{x} \ (\dot{\varphi}_1 \varphi_2 - \dot{\varphi}_2 \varphi_1) = -i\beta \int d^3\mathbf{x} \ (\psi_1^* \psi_2 - \psi_2^* \psi_1). \tag{52}
\]

The generator of the transformation

\[
\psi_1 = e^{i\alpha} \psi_1, \quad \psi_2 = e^{i\alpha} \psi_2, \tag{53}
\]

i.e., a rotation between \( \psi_{nR} \) and \( \psi_{nI} \), \( n = 1, 2 \), is proportional to the conserved probability:

\[
G = -i\alpha \int d^3\mathbf{x} \ (\psi_1^* \psi_1 + \psi_2^* \psi_2). \tag{54}
\]

Here \( {}^* \) performs the complex conjugation with respect to \( i \) and with respect to \( \bar{i} \).

In Refs. \[28\] it was shown explicitly how the generators \( G_e \) and \( G \) can be derived from the Noether principle from the actions \[16\] and \[20\] in which \( \varphi \) and \( \psi \) are considered as two component objects. Because the actions \[16\], \[20\] are invariant under the transformations \[51\] and \[53\], the generators \( G_e \) and \( G \) are conserved.
Introducing the new variables
\[ \chi^+ = \frac{\psi_1 - i\psi_2}{\sqrt{2}}, \quad \chi^- = \frac{\psi_1 + i\psi_2}{\sqrt{2}}, \] (55)
we find
\[ G_e = \beta \int d^3x \left( \chi^*_+ \chi^+ - \chi^*_- \chi^- \right), \] (56)
and
\[ G = \alpha \int d^3x \left( \chi^*_+ \chi^+ + \chi^*_- \chi^- \right). \] (57)

Here \( \chi^*_+ \chi^+ \) and \( \chi^*_- \chi^- \) are the probability densities of finding, respectively, a positively and negatively charged particle at the position \( x \). In the expression for \( G_e \) there occurs the difference of those probabilities densities which gives the net charge of the system.

### 3 A new view on the Dirac equation

#### 3.1 The Dirac equation from the 4-component Klein-Gordon equation

We will now consider a particular choice of Hamilton operator, namely,
\[ h = \beta m - i\alpha^i \partial_i, \] (58)
where \( \alpha^i, \ i = 1, 2, 3 \) and \( \beta \) are the Dirac matrices. Let us start from the Klein-Gordon equation
\[ \ddot{\varphi} + h^2 \varphi = 0, \] (59)
where \( \varphi \) now denotes four real fields, \( \varphi = \varphi^\alpha, \ \alpha = 1, 2, 3, 4. \) Following the preceding procedure, let us introduce the wave function
\[ \psi = \sqrt{\frac{h}{2}} \left( \varphi + ih^{-1} \dot{\varphi} \right), \] (60)
which satisfies the Schrödinger equation
\[ i\dot{\psi} = h\psi. \] (61)
Using Eq. (60), we have
\[ i \left( \dot{\varphi} + ih^{-1} \dot{\varphi} \right) = h \left( \varphi + ih^{-1} \dot{\varphi} \right), \] (62)
which gives the Klein-Gordon equation (59). The first-order differential equation (61) is thus equivalent to the second order equation (59). If \( h \) is that of Eq. (58), then the \( \varphi \) and hence the \( \psi \) are 4-component objects on which act the Dirac matrices \( \alpha^i \) and \( \beta \).
A general solution of the Klein-Gordon equation is

$$\varphi = \int \frac{d^3p}{\sqrt{(2\pi)^3 2\omega_p}} \left( a(p)e^{-ipx} + a^*(p)e^{ipx} \right). \quad (63)$$

Inserting the latter expression into Eq. (60), we obtain the following wave function:

$$\psi = \int \frac{d^3p}{\sqrt{(2\pi)^3 2\omega_p}} \frac{1}{\sqrt{\beta m - \alpha p}} \left[ (\beta m - \alpha p + \omega_p) a(p)e^{-ipx} \right. \\
\left. + \sqrt{\beta m + \alpha p} \left( 1 - \frac{\omega_p}{\beta m + \alpha p} \right) a^*(p)e^{ipx} \right], \quad (64)$$

where $\alpha p \equiv \gamma^0 \gamma^i p_i$. This is a general solution of the first order equation (61). It contains positive and negative energies $p^0 = \pm \omega_p$.

From the relation

$$(\beta m \mp \alpha p)^2 = m^2 + p^2 = \omega_p^2, \quad (65)$$

we have

$$(\beta m - \alpha p)(\beta m - \alpha p + \omega_p) = \omega_p(\beta m - \alpha p + \omega_p), \quad (66)$$

$$(\beta m + \alpha p)(\beta m + \alpha p - \omega_p) = -\omega_p(\beta m - \alpha p + \omega_p), \quad (67)$$

and also

$$(\beta m - \alpha p)^{-1/2}(\beta m - \alpha p + \omega_p) = \omega_p^{-1/2}(\beta m - \alpha p + \omega_p), \quad (68)$$

$$(\beta m + \alpha p)^{-1/2}(\beta m + \alpha p - \omega_p) = (-\omega_p)^{-1/2}(\beta m - \alpha p + \omega_p), \quad (69)$$

Using the latter relations in Eq. (65), we obtain the following expression for the wave function:

$$\psi = \int \frac{d^3p}{\sqrt{(2\pi)^3 2\omega_p}} \frac{1}{\sqrt{\beta m - \alpha p}} \left[ (\beta m - \alpha p + \omega_p) a(p)e^{-ipx} + \frac{1}{i}(\beta m + \alpha p - \omega_p) a^*(p)e^{ipx} \right]$$

$$= \int \frac{d^3p}{\sqrt{(2\pi)^3 2\omega_p}} \frac{1}{\sqrt{\beta m - \alpha p}} \left[ (\gamma^\mu p_\mu + m) a(p)e^{-ipx} + \frac{1}{i}(\gamma^\mu p_\mu + m) a^*(p)e^{ipx} \right]. \quad (70)$$

Inserting the expression (70) for the $\psi$ into Eq. (61) and using (65) we verify that it is the solution of the relativistic Schrödinger equation (61) with $\hbar = \beta m - i\alpha^i \partial_i$. This means that Eq. (61) is the Dirac equation, and the $\psi$ a spinor wave function.
Let us now investigate how the wave function (70) is related to the usual expression for the Dirac wave function

\[
\psi = \int \frac{d^3p}{(2\pi)^3} \frac{m}{E} \left( b_\sigma(p) u^\sigma(p) e^{-ipx} + d^*_\sigma(p) v^\sigma(p) e^{ipx} \right),
\]

where \( \sigma = 1, 2 \) and

\[
u^\sigma(p) = \frac{-\gamma^\mu p_\mu + m}{\sqrt{2m(m+E)}} v^\sigma(m, 0),
\]

are, respectively, the positive and negative energy solutions of the Dirac equation, whilst \( b(p) \) and \( d^*(p) \) are the corresponding wave packet profiles.

First let us consider a particular case of the wave packet, such that

\[
a(p) = \delta^3(p)a(0),
\]

and insert it into the wave function (70). After integrating out \( p \), we obtain

\[
\psi = \frac{1}{\sqrt{(2\pi)^3}} \frac{1}{2m} \left[ (\beta + 1)m e^{-imt} a(0) + \frac{1}{i}(\beta - 1)m e^{imt} a^*(0) \right] = \frac{1}{\sqrt{(2\pi)^3}} \left[ \begin{pmatrix} a_1(0) \\ a_2(0) \\ 0 \\ 0 \end{pmatrix} e^{-imt} + \frac{1}{i} \begin{pmatrix} 0 \\ 0 \\ a_3^*(0) \\ a_4^*(0) \end{pmatrix} e^{imt} \right].
\]

Comparing this with the Dirac spinors (72), (73) for \( p = 0 \), we find the relations

\[
\sqrt{(2\pi)^3} a_1(0) = b_1(0), \quad \sqrt{(2\pi)^3} a_2(0) = b_2(0),
\]

\[
i\sqrt{(2\pi)^3} a_3(0) = d_1^*(0), \quad i\sqrt{(2\pi)^3} a_4^*(0) = d_2^*(0).
\]

In general, for \( p \neq 0 \), the terms in Eq. (70) give

\[
(\gamma^\mu p_\mu + m) \beta a(p) = \begin{pmatrix} m + \omega_p & \sigma^i p_i \\ -\sigma^i p_i & m - \omega_p \end{pmatrix} \beta \begin{pmatrix} \bar{a}(p) \\ a(p) \end{pmatrix},
\]

\[
(\gamma^\mu p_\mu + m) \beta a(p) = \begin{pmatrix} m - \omega_p & -\sigma^i p_i \\ \sigma^i p_i & m + \omega_p \end{pmatrix} \beta \begin{pmatrix} a^*(p) \\ \bar{a}^*(p) \end{pmatrix},
\]

where \( \bar{a} = \begin{pmatrix} a_1 \\ a_2 \end{pmatrix}, a = \begin{pmatrix} a_3 \\ a_4 \end{pmatrix}, \bar{a}^* = \begin{pmatrix} a_1^* \\ a_2^* \end{pmatrix}, \) and \( a^* = \begin{pmatrix} a_3^* \\ a_4^* \end{pmatrix} \), which differ from the Dirac spinors.

Introducing new variables \( A(p) \) and \( B(p) \) according to

\[
a(p) = \frac{\omega_p + m + \gamma^i p_i}{2\omega_p(\omega_p + m)} A(p),
\]

and...
\[ a^*(p) = \frac{-\omega_p + m - \gamma^i p_i}{2\omega_p (\omega_p + m)} B(p), \quad (81) \]

Equation (70) becomes
\[
\psi = \int \frac{d^3p}{\sqrt{(2\pi)^3}} \frac{1}{\sqrt{2\omega_p (\omega_p + m)}} \left[ (\gamma^\mu p_\mu + m) \frac{1 + \beta}{2} A(p) e^{-ipx} \right.
+ \left. \frac{1}{i} (-\gamma^\mu p + m) \frac{1 - \beta}{2} B(p) e^{ipx} \right]. \quad (82)
\]

Let us now observe that
\[
\frac{1 + \beta}{2} A(p) = \begin{pmatrix} A_1(p) \\ A_2(p) \\ 0 \\ 0 \end{pmatrix} = A_\sigma(p) u^\sigma(0), \quad \text{and} \quad \frac{1 - \beta}{2} B(p) = \begin{pmatrix} 0 \\ 0 \\ B_3(p) \\ B_4(p) \end{pmatrix} = B_\sigma(p) v^\sigma(0), \quad (83)
\]

where \( \sigma = 1, 2, \) and

\[
u^1(0) = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \quad u^2(0) = \begin{pmatrix} 0 \\ 1 \\ 0 \\ 0 \end{pmatrix}, \quad v^1(0) = \begin{pmatrix} 0 \\ 0 \\ 1 \\ 0 \end{pmatrix}, \quad v^2(0) = \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix}, \quad (84)
\]

and write
\[
A_\sigma(p) = \sqrt{\frac{m}{(2\pi)^3 \omega_p}} b_\sigma(p), \quad B_\sigma(p) = i \sqrt{\frac{m}{(2\pi)^3 \omega_p}} d_\sigma^*(p). \quad (85)
\]

Then we find that the wave function \( \psi \) in Eq. (82) is equal to the Dirac wave function (71), where \( E = \omega_p \).

### 3.2 An alternative choice of Hamiltonian

Let us again consider the 4-component Klein-Gordon equation (59) and its general solution (63) in which \( \varphi \equiv \varphi^\alpha, \alpha = 1, 2, 3, 4, \) are four real fields, and introduce the 4-component field \( \psi^\alpha \) according to Eq. (60), but now with a different choice of \( h \), whose square is also \( h^2 = m^2 + \partial_i \partial^i \). Instead of \( h \) given in Eq. (58), we will take
\[
h' = \beta \sqrt{m^2 + \partial_i \partial^i}, \quad \beta = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \quad 1 = \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix}. \quad (86)
\]

Inserting it into Eq. (60), we obtain
\[
\psi' = \sqrt{\frac{h'}{2}} \int \frac{d^3p}{\sqrt{(2\pi)^3 2\omega_p}} \left[ (1 + \beta) a(p) e^{-ipx} + (1 - \beta) a^*(p) e^{ipx} \right]. \quad (87)
\]

Using
\[
\sqrt{h'} = \sqrt{\beta \omega_x}, \quad \omega_x = \sqrt{m^2 + \partial_i \partial^i}, \quad \beta = \begin{pmatrix} 1 \\ 0 \\ 0 \\ -i \end{pmatrix}, \quad (88)
\]

Then we find that the wave function \( \psi \) in Eq. (82) is equal to the Dirac wave function (71), where \( E = \omega_p \).
we obtain

$$\psi' = \int \frac{d^3p}{\sqrt{(2\pi)^3}} \left[ \frac{1 + \beta}{2} a(p)e^{-ipx} + \frac{1 - \beta}{2i} a^*(p)e^{ipx} \right]. \quad (89)$$

Applying on the wave function \( \psi' \) and on the Hamiltonian \( h' \) the Foldy-Wouthuysen transformation \[31\]

$$e^{iS} = \frac{\hat{E} + m + \gamma^i\hat{p}_i}{\sqrt{2E(m + \hat{E})}}, \quad e^{-iS} = \frac{\hat{E} + m - \gamma^i\hat{p}_i}{\sqrt{2E(m + \hat{E})}}, \quad (90)$$

where \( \hat{E} = i\frac{\partial}{\partial t}, \hat{p}_i = -i\partial_i \), we obtain

$$\psi'' = e^{-iS}\psi'$$

$$= \int \frac{d^3p}{\sqrt{(2\pi)^3}} \sqrt{\frac{1}{2\omega_p(m + \omega_p)}} \left[ (\gamma^\mu p_\mu + m) \frac{1 + \beta}{2} a(p)e^{-ipx} + (-\gamma^\mu p_\mu + m) \frac{1 - \beta}{2i} a^*(p)e^{ipx} \right]. \quad (91)$$

and

$$h'' = e^{-iS}h' e^{iS} = \beta(m - i\gamma^i\partial_i). \quad (92)$$

The \( \psi'' \) in Eq. (91) is equal to the Dirac wave function (71) if we identify

$$\frac{1 + \beta}{2} a(p) = \sqrt{\frac{m}{(2\pi)^3\omega_p}} b_\sigma(p)u^\sigma(0), \quad \frac{1 - \beta}{2} a^*(p) = i\sqrt{\frac{m}{(2\pi)^3\omega_p}} d_\sigma^*(p)v^\sigma(0). \quad (93)$$

The wave function \( \psi'' \) in Eq. (91) is the probability amplitude of finding a particle at position \( \mathbf{x} \) at a time \( t \). The probability density is\(^2\)

$$\psi^\dagger\psi = \int \frac{d^3p^3p'}{(2\pi)^3} \left[ a^\dagger(p) \frac{1 + \beta}{2} a(p') e^{i(p-p')x} + a^\dagger(p) \frac{1 - \beta}{2} a^*(p') e^{-i(p-p')x} \right]. \quad (94)$$

By definition, it is positive. It contains a contribution of positive and negative energy states. Integration over space gives

$$\int d^3x \psi^\dagger(x)\psi(x) = \int d^3p \left[ a^\dagger(p) \frac{(1 + \beta)(1 + \beta)}{2} a(p) + a^\dagger(p) \frac{(1 - \beta)(1 - \beta)}{-2i} a^*(p) \right]$$

$$= \int d^3p \left[ a_1^*(p)a_1(p) + a_2^*(p)a_2(p) + a_3^*(p)a_3(p) + a_4^*(p)a_4(p) \right]. \quad (95)$$

In view of the novel findings \[28,32,38,40,41\] concerning stability issues related to the presence of negative energy states, it is quite legitimate to consider the Dirac wave function as probability amplitude and its absolute square a probability density, without the usual caveat that it makes sense only approximatively when negative energies can be neglected.

\(^2\)We use \((\frac{1 + \beta}{2})^2 = \frac{1 + \beta}{2}\) and \((\frac{1 - \beta}{2})^2 = \frac{1 - \beta}{2}\).
3.3 Probability density versus charge density

The action for the spinor field (71) is

\[ I = \int d^4x \bar{\psi}(i\gamma^\mu \partial_\mu - m)\psi, \]  

(96)

where \( \bar{\psi} = \psi^\dagger \gamma^0 \). In general, the variation of an action that includes the variation of the boundary is (see, e.g., Ref. [49])

\[ \delta I = \int d^4x \delta L + \oint d\Sigma \mathcal{L} \delta x^\mu. \]  

(97)

For \( \mathcal{L} = \bar{\psi}(i\gamma^\mu \partial_\mu - m)\psi \) we have

\[ \delta I = \int d^4x \partial_\mu \left[ \bar{\psi}(i\gamma^\mu \partial_\mu - m)\psi + \bar{\psi}(i\gamma^\mu \partial_\mu - m)\delta \psi \right] + \int d^4x \partial_\mu (\mathcal{L}\delta x^\mu) \]

(98)

Here \( \delta \psi = \psi'(x) - \psi(x) \) is the variation at a fixed point \( x \). Introducing the total variation \( \delta \psi = \psi'(x') - \psi(x) = \delta \psi + \partial_\mu \delta x^\mu \) and assuming that the equations of motion are satisfied, Eq. (98) becomes

\[ \delta I = \int d^4x \partial_\mu \left[ \bar{\psi}i\gamma^\mu \delta \psi - \left( \bar{\psi}i\gamma^\mu \partial_\nu \psi - \mathcal{L} \delta x^\nu \right) \right]. \]  

(99)

Let us consider the case where \( \delta x^\mu = 0 \) and \( \delta \psi = \delta \psi = i\alpha \psi, \delta \bar{\psi} = \delta \bar{\psi} = -i\alpha \bar{\psi} \), which is the infinitesimal form of the phase transformation

\[ \psi' = e^{i\alpha} \psi, \quad \bar{\psi}' = e^{-i\alpha}. \]  

(100)

Then

\[ \delta I = \int d^4x (-\alpha) \partial_\mu (\bar{\psi}i\gamma^\mu \psi). \]  

(101)

Because the action (76) is invariant under the phase transformations (100), the above expression vanishes and the current \( j^\mu = \bar{\psi}i\gamma^\mu \psi \) is conserved. The null component is \( j^0 = \bar{\psi}\gamma^0 \psi = \bar{\psi}' \psi \); by definition it is positive. If physicists were not puzzled by the presence of negative energies, \( \psi' \bar{\psi} \) would have been interpreted as probability density and \( \bar{\psi}' \gamma^\mu \psi \) as probability 3-current density. But in Refs. [28, 33–35, 37–41] it was found that negative energies are not problematic at all, therefore we may interpret and we do interpret \( j^\mu = \bar{\psi}i\gamma^\mu \psi \) as the probability 4-current density, whose null component is the probability density.

\[^3\text{For self-consistency we resume and adapt here the standard procedure à la Noether.}\]
Where does then the electric charge come from? To obtain the electric charge, one has to double the field $\psi$ and consider the action

$$I = \int d^4x \left[ \bar{\psi}_1 (i\gamma^\mu \partial_\mu - m) \psi_1 + \bar{\psi}_2 (i\gamma^\mu \partial_\mu - m) \psi_2 \right],$$  \hspace{1cm} (102)

where $\psi_1 \equiv \psi_1^\alpha$, $\psi_2 \equiv \psi_2^\alpha$, $\alpha = 1, 2, 3, 4$. Each of those fields is composed à la (60) in terms of the real 4-component fields

$$\psi_1^\alpha = \sqrt{\hbar/2} (\phi_1^\alpha + i\hbar^{-1}\dot{\phi}_1^\alpha), \quad \psi_2^\alpha = \sqrt{\hbar/2} (\phi_2^\alpha + i\hbar^{-1}\dot{\phi}_2^\alpha).$$  \hspace{1cm} (103)

The expression (99) then generalizes to

$$\delta I = \int d^4x \partial_\mu \left[ \bar{\psi}_1 i\gamma^\mu \delta \psi_1 + \bar{\psi}_2 i\gamma^\mu \delta \psi_2 - (\bar{\psi}_1 i\gamma^\mu \partial_\nu \psi_1 + \bar{\psi}_2 i\gamma^\mu \partial_\nu \psi_2 - L^\mu_\nu \delta x^\nu) \right].$$  \hspace{1cm} (104)

There are two kinds of transformations that leave the action (102) invariant:

1) A phase transformation of $\psi_n$:

$$\delta \psi_n = i\alpha \psi_n, \quad n = 1, 2.$$  \hspace{1cm} (105)

Then from (104) we obtain two currents, $j^\mu_n = \bar{\psi}_n \gamma^\mu \psi_n$, one for each component of the wave function $\psi_n$.

2) A rotation between $\psi_1$ and $\psi_2$:

$$\psi'_1 = \cos \beta \psi_1 + \sin \beta \psi_2,$$

$$\psi'_2 = -\sin \beta \psi_1 + \cos \beta \psi_2,$$

$$\Rightarrow \delta \psi_1 = \beta \psi_2, \quad \delta \psi_2 = -\beta \psi_1.$$  \hspace{1cm} (106)

Inserting the latter transformation into Eq. (104), we obtain

$$\delta I = i\beta \int d^4x \left[ \partial_\mu (\bar{\psi}_2 \gamma^\mu \psi_1) - \partial_\mu (\bar{\psi}_1 \gamma^\mu \psi_2) \right],$$  \hspace{1cm} (107)

which gives the conserved current

$$j^\mu_{12} = \bar{\psi}_2 \gamma^\mu \psi_1 - \bar{\psi}_1 \gamma^\mu \psi_2.$$  \hspace{1cm} (108)

Rewriting (102) and (107) in terms of the new variables (55), we have

$$I = \int d^4x \left[ \bar{\chi}_- (i\gamma^\mu \partial_\mu - m) \chi_+ + \bar{\chi}_+ (i\gamma^\mu \partial_\mu - m) \chi_- \right],$$  \hspace{1cm} (109)

and

$$\delta I = i\alpha \int d^4x \partial_\mu (\bar{\chi}_+ \gamma^\mu \chi_+ - \bar{\chi}_- \gamma^\mu \chi_-),$$  \hspace{1cm} (110)
where
\[
\bar{\chi}_\pm = \chi_\pm^\dagger \gamma^0, \quad \chi_\pm = \frac{\psi_1^\dagger \pm i\psi_2^\dagger}{\sqrt{2}}.
\] (111)

The conserved current is
\[
\tilde{j}_\mu = \bar{\chi}_+ \gamma^\mu \chi_- - \bar{\chi}_- \gamma^\mu \chi_+,
\] (112)

where the components
\[
\tilde{j}^0 = \chi_+^\dagger \chi_- - \chi_-^\dagger \chi_+ \quad \text{and} \quad \tilde{j}^i = \chi_+^\dagger \gamma^0 \gamma^i \chi_- - \chi_-^\dagger \gamma^0 \gamma^i \chi_+
\] (113)
can be interpreted, respectively, as the electric charge and the electric current density.

Besides the imaginary unit $i$, which is the generator of the phase transformation $\psi_n' = e^{i\alpha} \psi_n$ (essentially a rotation between $\varphi_n$ and $\dot{\varphi}_n$), we also have a distinct imaginary unit $\bar{i}$, which is the generator of rotation between $\psi_1$ and $\psi_2$ that can be expressed as $\chi_\pm' = e^{\pm \bar{i} \alpha} \chi_\pm$.

We have thus two kinds of groups associated with the action (102):

i) The group $U_i(1)$, acting on each of the fields $\psi_1$ and $\psi_2$.

ii) The group $U_{\bar{i}}(1)$, acting on $\chi_\pm$.

The first group, $U_i(1)$, is associated with the probability current density, whilst the second group, $U_{\bar{i}}(1)$, is associated with (electric) charge current density.

Alternatively, to obtain electric charge, one can stay with a single field $\psi$ and consider the extension of the action (96) to five dimensions [48]). Then, from the five-dimensional analog of Eq. (99), we have for the mixed components of the stress-energy tensor:
\[
\hat{T}_{\mu 5} = i \hat{\psi} \gamma_{\mu} \partial_5 \hat{\psi} \propto e \bar{\psi} \gamma_{5} \psi = j_{\mu},
\] (114)

where $\hat{\psi} = e^{-ip_5 x^5} \psi$ and where the electric charge is identified with $p_5$. We see that the electric charge current density that comes form the 5th dimension is proportional to the probability current density $\bar{\psi} \gamma_{\mu} \psi$ of the usual Dirac theory in four dimensions. The zero component $j^0 = \epsilon \bar{\psi} \gamma^0 \psi = \epsilon \psi^\dagger \psi$ can now be positive or negative.

Traditionally, because of negative energies, the Dirac wave function was not considered as being physically viable\footnote{Only in nonrelativistic approximation it was considered as making sense as a wave function whose absolute square is the probability density. But in this study, we have shown that also the relativistic Dirac wave function makes sense as a probability amplitude, though its decomposition in terms of momenta contains positive and negative energies.}. It has been maintained that one has to use quantum field theory to make sense of the Dirac equation. As we will point out later, such a traditional approach makes sense anyway. It indeed leads to the occurrence of charged particles (and antiparticles), without doubling the Dirac field $\psi$. The theory considered here, in which we double the Dirac field, implies the existence of a positively charged particle which is a partner of the electron, but not its antiparticle.
4 A formulation in terms of the phase space basis vectors: A step to quantum field theory

4.1 Vectors in symplectic and orthogonal spaces

We started from the action \( (16) \) for a real field \( \varphi \) and wrote the phase space form of the action \( (17) \) which contains \( \varphi \) and \( \Pi = \dot{\varphi} \). In Eqs. \( (18),(19) \) we introduced new variables \( \psi \) and \( \psi^* \) that satisfied the Schrödinger equation \( (21) \) and its complex conjugate \( (22) \). The field \( \varphi \) can be a single component, two component or a 4-component real field \( \varphi \equiv \varphi^\alpha(x) \), and \( \psi \) a complex field of the same number of components.

The field \( \varphi^\alpha(x) \equiv \varphi^\alpha(x) \) and its canonically conjugated field \( \Pi^\alpha(x) \equiv \Pi^\alpha(x) \) are components of a vector \( \Phi \) in phase space spanned over an infinite dimensional basis \( \{ k_\alpha(x), \bar{k}_\alpha(x) \} \).

We thus have
\[
\Phi = \varphi^\alpha(x) k_\alpha(x) + \Pi^\alpha(x) \bar{k}_\alpha(x). \tag{115}
\]

Extending Eqs. \( (18),(19) \) to allow for 1, 2 or 4 components and for a generic \( h \), which can be \( h = \omega_x \equiv \sqrt{m^2 + p^2 \beta} \), \( h = \beta \omega_x \) or \( h = \beta(m + \gamma \beta) \), we have
\[
\psi^\alpha(x) = \frac{1}{\sqrt{2}} \left( \sqrt{h} \varphi^\alpha(x) + \frac{i}{\sqrt{h}} \Pi^\alpha(x) \right), \quad \psi^*\alpha(x) = \frac{1}{\sqrt{2}} \left( \sqrt{h} \varphi^\alpha(x) - \frac{i}{\sqrt{h}} \Pi^\alpha(x) \right). \tag{116}
\]

the inverse transformation being
\[
\varphi^\alpha(x) = \frac{1}{\sqrt{2}} \frac{1}{\sqrt{h}} (\psi^\alpha(x) + \psi^*\alpha(x)), \quad \Pi^\alpha(x) = -\frac{i}{\sqrt{2}} \frac{1}{\sqrt{h}} (\psi^\alpha(x) - \psi^*\alpha(x)). \tag{117}
\]

Inserting the latter expressions into Eq. \( (115) \), we obtain
\[
\Phi = \psi^\alpha(x) q^\dagger_\alpha(x) + \psi^\dagger\alpha(x) q_\alpha(x), \tag{118}
\]
where
\[
q_\alpha(x) = \frac{1}{\sqrt{2}} \left( \frac{1}{\sqrt{h}} k_\alpha(x) + i\sqrt{h} \bar{k}_\alpha(x) \right), \quad q^\dagger_\alpha(x) = \frac{1}{\sqrt{2}} \left( \frac{1}{\sqrt{h}} k_\alpha(x) - i\sqrt{h} \bar{k}_\alpha(x) \right). \tag{119}
\]

A vector in phase space can thus be expressed either in terms of the basis vectors \( k_\alpha(x), \bar{k}_\alpha(x) \) according to \( (115) \), or it can be expressed in terms of the basis vectors \( q_\alpha(x), q^\dagger_\alpha(x) \) according to \( (118) \). In a compact notation we have
\[
\Phi = \varphi^{i\alpha(x)} k_{i\alpha(x)} = \psi^{i\alpha(x)} q_{i\alpha(x)}, \quad i = 1, 2, \tag{120}
\]
where
\[
\varphi^{i\alpha(x)} = (\varphi^\alpha(x), \Pi^\alpha(x)), \quad \psi^{i\alpha(x)} = (\psi^\alpha(x), \psi^*\alpha(x)), \tag{121}
\]
\[
k_{i\alpha(x)} = (k_\alpha(x), \bar{k}_\alpha(x)), \quad q_{i\alpha(x)} = (q_\alpha(x), q^\dagger_\alpha(x)). \tag{122}
\]
For the basis vectors $k_{\alpha\beta(x)}$ we take the generators of the Clifford algebra\[^5\] of the symplectic or orthogonal phase space.

We distinguish two cases:

a) **Symplectic case**, in which the inner product is given by

\[
k_{\alpha(x)} \wedge k_{\beta(x')} = \frac{1}{2} [k_{\alpha(x)}, k_{\beta(x')}],
\]

(123)

where

\[
\rho_{\alpha\beta(x)\beta(x')} = J_{\alpha\beta(x)\beta(x')} = \begin{pmatrix} 0 & \delta_{\alpha(x)\beta(x')} \\ -\delta_{\alpha(x)\beta(x')} & 0 \end{pmatrix} = \epsilon_{ij} \otimes \delta_{\alpha(x)\beta(x')}
\]

(124)

is the symplectic metric. Here $\epsilon_{ij} = -\epsilon_{ji}$ and $\delta_{\alpha(x)\beta(x')} = \delta_{\alpha\beta}(x - x')$. The basis vectors $q_{\alpha(x)}$, $q_{\alpha(x)}^\dagger$ then satisfy

\[
q_{\alpha(x)} \wedge q_{\beta(x')}^\dagger = \frac{1}{2} [q_{\alpha(x)}, q_{\beta(x')}^\dagger] = \delta_{\alpha(x)\beta(x')}.
\]

(125)

\[
[q_{\alpha(x)}, q_{\beta(x')}^\dagger] = 0, \quad [q_{\alpha(x)}^\dagger, q_{\beta(x')}^\dagger] = 0,
\]

(126)

compactly,

\[
q_{\alpha(x)} \wedge q_{\beta(x')}^\dagger = \rho_{\alpha\beta(x)\beta(x')} = \begin{pmatrix} 0 & -\delta_{\alpha(x)\beta(x')} \\ \delta_{\alpha(x)\beta(x')} & 0 \end{pmatrix} = \epsilon_{ij} \otimes \delta_{\alpha(x)\beta(x')}
\]

(127)

b) **Orthogonal case**, in which the inner product is

\[
k_{\alpha(x)} \cdot k_{\beta(x')} = \frac{1}{2} \{k_{\alpha(x)}, k_{\beta(x')}\} = \rho_{\alpha\beta(x)\beta(x')},
\]

(128)

where

\[
\rho_{\alpha\beta(x)\beta(x')} = \begin{pmatrix} h\delta_{\alpha(x)\beta(x')} & 0 \\ 0 & \frac{1}{h} \delta_{\alpha(x)\beta(x')} \end{pmatrix}
\]

(129)

is the orthogonal metric. The basis vectors $q_{\alpha(x)}$, $q_{\alpha(x)}^\dagger$ now satisfy

\[
q_{\alpha(x)} \cdot q_{\beta(x')}^\dagger = \frac{1}{2} \{q_{\alpha(x)}, q_{\beta(x')}^\dagger\} = \delta_{\alpha(x)\beta(x')}.
\]

(130)

\[
\{q_{\alpha(x)}, q_{\beta(x')}\} = 0, \quad \{q_{\alpha(x)}^\dagger, q_{\beta(x')}^\dagger\} = 0,
\]

(131)

which in the compact notation reads:

\[
q_{\alpha(x)} \cdot q_{\beta(x')} = q_{\alpha(x)}^\dagger = \rho_{\alpha\beta(x)\beta(x')} = \begin{pmatrix} 0 & \delta_{\alpha(x)\beta(x')} \\ \delta_{\alpha(x)\beta(x')} & 0 \end{pmatrix}.
\]

(132)

Explicitly, the symplectic relation (123) gives

\[
\frac{1}{2} [\tilde{k}_{\alpha(x)}, \tilde{k}_{\beta(x')}^\dagger] = i\delta_{\alpha(x)\beta(x')}, \quad [\tilde{k}_{\alpha(x)}, \tilde{k}_{\beta(x')}^\dagger] = 0, \quad [\tilde{k}_{\alpha(x)}, \tilde{k}_{\beta(x')}^\dagger] = 0.
\]

(133)

\[^5\]Here we adopt the methods of geometric algebra as introduced by Hestenes [51,52] and extend it to infinite-dimensional phase space (see [43]).
If we identify
\[ \frac{k_\alpha(x)}{\sqrt{2}} = \hat{\varphi}_\alpha(x), \quad \frac{\bar{k}_\alpha(x)}{\sqrt{2}} = i\hat{\Pi}_\alpha(x), \] (134)
we see that Eqs. (133) become the equal time commutation relations for the bosonic quantum field \( \hat{\varphi}_\alpha \) and its conjugated momentum \( \hat{\Pi}_\alpha \):
\[ [\hat{\varphi}_\alpha(x), \hat{\Pi}_\beta(x')] = i\delta_{\alpha\beta}\delta^3(x - x'), \quad [\hat{\varphi}_\alpha(x), \hat{\varphi}_\beta(x')] = 0, \quad [\hat{\Pi}_\alpha(x), \hat{\Pi}_\beta(x')] = 0. \] (135)
The symplectic basis vectors \( k_\alpha(x), \bar{k}_\alpha(x) \), satisfying (133), are thus—up to the factor \( 1/\sqrt{2} \)—just the bosonic quantum fields.

Analogously, in the orthogonal case, Eqs. (126), (131) are the anticommutation relations for the fermionic field operators \( \hat{\psi}_\alpha(x) = \frac{q_\alpha(x)}{\sqrt{2}} \) and \( \hat{\psi}^\dagger_\alpha(x) = \frac{q^\dagger_\alpha(x)}{\sqrt{2}} \).

A phase space vector can be expressed either in the form (120) or in the form
\[ \Phi = \varphi_{1\alpha(x)} k^{i\alpha(x)} = \psi_{1\alpha(x)} q^{i\alpha(x)}, \] (136)
where
\[ k^{i\alpha(x)} = \rho^{i\alpha(x)j\beta(x')} k_{j\beta(x')}, \quad q^{i\alpha(x)} = \rho^{i\alpha(x)j\beta(x')} q_{j\beta(x')} . \] (137)

By using the appropriate inverse metrix we find that both in the symplectic and orthogonal case we have
\[ q^{i\alpha(x)} = \left( \frac{1}{\sqrt{2}} \left( \sqrt{\hbar} k^{1\alpha(x)} + i\sqrt{\hbar} k^{2\alpha(x)} \right) \right), \quad \frac{1}{\sqrt{2}} \left( \sqrt{\hbar} k^{1\alpha(x)} - i\sqrt{\hbar} k^{2\alpha(x)} \right) \right), \] (138)
\[ \psi_{1\alpha(x)} = \left( \frac{1}{\sqrt{2}} \left( \sqrt{\hbar} \varphi_{1\alpha(x)} - i\sqrt{\hbar} \varphi_{2\alpha(x)} \right) \right), \quad \frac{1}{\sqrt{2}} \left( \sqrt{\hbar} \varphi_{1\alpha(x)} + i\sqrt{\hbar} \varphi_{2\alpha(x)} \right) \right). \] (139)

### 4.2 Constructing quantum field theory out of phase space basis vectors

A phase space basis vector (118) describes a single-particle state, the wave function and its complex conjugate being \( \psi^{\alpha(x)} \) and \( \psi^{*\alpha(x)} \), defined in Eq. (116). The probability density is given by \( \psi^* \psi \). However, if we take the inner product of the vector \( \Phi \) with itself, then we obtain
\[ \langle \Phi \Phi \rangle_S = \Phi \wedge \Phi = 0 \quad \text{for symplectic vector}, \] (140)
\[ \langle \Phi \Phi \rangle_S = \Phi \cdot \Phi = \hbar \varphi^2 + \hbar^{-1}\Pi^2 = 2\psi^* \psi \quad \text{for orthogonal vector}. \] (141)

Taking into account that a vector \( \Phi \) is the sum of two vectors
\[ \Phi = \tilde{\Phi} + \tilde{\Phi}^\dagger , \quad \tilde{\Phi} = \psi^{\alpha(x)} q^{i\alpha(x)} , \quad \tilde{\Phi}^\dagger = \psi^{*\alpha(x)} q_{i\alpha(x)} , \] (142)
we have
\[ \langle \tilde{\Phi}^\dagger \tilde{\Phi} \rangle_S = \psi^{\alpha(x)} q^{i\beta(x')} \langle q_{i\alpha(x)} q_{i\beta(x')} \rangle_S = \psi^{*\alpha(x)} \psi^{i\beta(x')} \delta_{\alpha(x)i\beta(x')} , \] (143)
where
\[ \langle q_\alpha(x) q_\beta(x') \rangle_S = \begin{cases} \langle q_\alpha(x) \wedge q_\beta(x') \rangle = \delta_\alpha(x)\delta_\beta(x') & \text{for symplectic case,} \\ \langle q_\alpha(x) \cdot q_\beta(x') \rangle = \delta_\alpha(x)\delta_\beta(x') & \text{for orthogonal case.} \end{cases} \]

Introducing a vacuum state \( \Omega \) such that
\[ q\Omega = 0, \quad \Omega^\dagger q^\dagger = 0, \]
let us define a vector \( \Psi \) according to
\[ \Psi = \Phi \Omega = \psi^{\alpha(x)} q_\alpha(x) \Omega. \]

Then we have
\[ \langle \Psi^\dagger \Psi \rangle_S = \langle \Omega^\dagger \Phi \Phi \Omega \rangle_S = \langle \Omega^\dagger \psi^{\ast \alpha(x)} q_\alpha(x) q_\beta(x') \psi^{\beta(x')} \Omega \rangle_S \]
\[ = 2\langle \Omega^\dagger \Omega \rangle_S \psi^{\ast \alpha(x)} \psi^{\beta(x')} \delta_\alpha(x)\delta_\beta(x'). \]

Expressed in terms of the operators \( a_\alpha(x) = q_\alpha(x)/\sqrt{2} \), \( a_\alpha^\dagger(x) = q_\alpha^\dagger(x)/\sqrt{2} \) and the vacuum \( |0\rangle = \sqrt{2}\Omega, \langle 0| = \sqrt{2}\Omega^\dagger \), \langle 0|0 \rangle = 2\Omega^\dagger\Omega = 1 \), the inner products then read
\[ \langle \Psi^\dagger \Psi \rangle_S = \langle 0| \psi^{\ast \alpha(x)} q_\alpha(x) q_\beta(x') \psi^{\beta(x')} |0 \rangle \]
\[ = \psi^{\ast \alpha(x)} \psi^{\beta(x')} \delta_\alpha(x)\delta_\beta(x') \equiv \int d^3 x \, d^3 x' \, \psi^{\ast \alpha(x)}(x)\psi^{\beta(x')}(x') \delta_\alpha(x)\delta_\beta(x - x'). \]

Here the plus sign refers to the symplectic and the minus sign to the orthogonal case.

Let us now consider the inner product of the vector \( \Phi \) with its time derivative \( \dot{\Phi} \). Using Eqs. (115), (118), (124) and (125), we obtain
\[ \langle \Phi \dot{\Phi} \rangle_S = \Phi \wedge \dot{\Phi} = -i \left( \Pi^{\alpha'(bx)} \dot{\varphi}^{\beta(x)} \varphi^{\alpha(x)} \dot{\Pi}^{\beta(x')} \right) \delta_\alpha(x)\delta_\beta(x') \]
\[ = \left( \psi^{\alpha(x)} \dot{\psi}^{\beta(x)} - \psi^{\ast \alpha(x)} \dot{\psi}^{\beta(x')} \right) \delta_\alpha(x)\delta_\beta(x'), \]
for the symplectic case, and
\[ \langle \Phi \dot{\Phi} \rangle_S = \Phi \cdot \dot{\Phi} = \varphi^{\alpha(x)} h_{\alpha(x)\beta(x')} \varphi^{\beta(x')} + \Pi^{\alpha(x)} h_{\alpha(x)\beta(x')}^{-1} \Pi^{\beta(x')} \]
\[ = \frac{d}{dt} \left( \varphi^{\alpha(x)} h_{\alpha(x')\beta(x')} \varphi^{\beta(x')} + \Pi^{\alpha(x)} h_{\alpha(x)\beta(x')}^{-1} \Pi^{\beta(x')} \right) \]
\[ = \psi^{\alpha(x)} \delta_\alpha(x)\beta(x') \dot{\psi}^{\ast \beta(x')} + \psi^{\ast \alpha(x)} \delta_\alpha(x)\beta(x') \dot{\psi}^{\beta(x')} \]
\[ = \frac{d}{dt} \left( \psi^{\alpha(x)} \dot{\psi}^{\beta(x')} \delta_\alpha(x)\beta(x') \right), \]
for the orthogonal case.

If instead of the vector \( \Phi \) we take the \( \Psi \) of Eq. (146), then we can define the following inner product
\[ \langle \Psi^\dagger \dot{\Psi} \rangle = \langle 0| \psi^{\ast \alpha(x)} a_{\alpha(x)} a_{\beta(x')}^{\dagger} \psi^{\beta(x')} |0 \rangle \]
\[ = \psi^{\ast \alpha(x)} \dot{\psi}^{\beta(x')} \delta_\alpha(x)\delta_\beta(x'). \]
\[
\frac{i}{2} (\Pi \dot{\varphi} - \varphi \dot{\Pi}) + \frac{1}{4} \frac{d}{dt}(\varphi h \varphi + \Pi h^{-1} \Pi),
\]
(151)

The action can then be rewritten as
\[
I = \int dt \left( i \langle \Psi^\dagger \dot{\Psi} \rangle_S - H \right) = \int dt \left( i \psi^* \dot{\psi} - H \right) = \int dt \left[ \frac{1}{2} (\Pi \dot{\varphi} - \varphi \dot{\Pi}) - \Pi \right].
\]
(152)

The Hamiltonian is a generalization of the expression (25) and (26):
\[
H = \frac{1}{2} \psi^i \iota \varphi^i \equiv \frac{1}{2} \psi^i h_{ij} \psi^j,
\]
(153)

where \( h_{ij} \) is an appropriate matrix to be determined.

To simplify the notation we have omotter the double index \( \alpha(x) \). In such a simplified notation we have
\[
\Phi = \varphi^i k_i = \varphi^i k'_i \equiv \dot{\psi} q_i = (\psi^\dagger q^i + \psi^* q^i),
\]
(154)
\[
\Psi = \Phi \Omega = (\psi^\dagger q^i + \psi^* q^i) \Omega = \psi a^\dagger |0\rangle,
\]
(155)

where
\[
\Omega = \frac{1}{\sqrt{2}} |0\rangle, \quad \frac{q}{\sqrt{2}} = a, \quad \frac{q^\dagger}{\sqrt{2}} = a^\dagger,
\]
(156)
\[
k_i = (k, \bar{k}), \quad k'_i \equiv q_i.
\]
(157)

The inner product is
\[
\{k_i k_j\}_S = \begin{cases} k_i \wedge k_j = \rho_{ij} = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} & \text{symplectic case} \\
\end{cases}
\]
(158)
\[
k_i \cdot k_j = \rho_{ij} = \begin{pmatrix} h & 0 \\ 0 & h^{-1} \end{pmatrix} & \text{orthogonal case}
\]

\[
\{q_i q_j\}_S = \begin{cases} q_i \wedge q_j = \rho'^{ij} = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} & \text{symplectic case} \\
\end{cases}
\]
(159)
\[
q_i \cdot q_j = \rho'^{ij} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} & \text{orthogonal case}
\]

Here \( k_i \equiv k_{\alpha(x)} = (k_{\alpha(x)}, k_{\alpha(x)}, q_i \equiv q_{\alpha(x)}, \varphi_i \equiv \varphi_{\alpha(x)}, \psi_i \equiv \psi_{\alpha(x)}, \rho_{ij} \equiv \rho_{\alpha(x)j\beta(x')} \). Indices are raised by the inverse matrix \( \rho^{ij} \equiv \rho^{\alpha(x)j\beta(x')} \), satisfying
\[
\rho^{ik} \rho_{kj} = \rho^{nj} \rho'_{kj} = \delta^i_j = \langle k^i k_j \rangle_S = \langle q^i q_j \rangle_S.
\]
(160)

In the orthogonal case we have
\[
q^i = (q, q^\dagger), \quad q_i = (q^\dagger, q), \quad \rho'^{ij} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \rho^{ij} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix},
\]
(161)
\[
\psi^i = (\psi, \psi^*), \quad \psi_i = (\psi^*, \psi).
\]
(162)
The Hamiltonian \[ H^{\text{3}} \] can be written as
\[
H = \frac{1}{2} \psi^i \delta^k h_{k\ell} \delta^\ell \psi^j = \frac{1}{8} \psi^i (q_i q^k + q^k q_i) h_{k\ell} (q^\ell q_j + q_j q^\ell) \psi^j.
\] (163)

Because the Hamiltonian is a scalar, we have \( H = H(0|0) = \langle 0|H|0 \rangle \). Therefore, Eq. (163) can be sandwiched between the vacuum state:
\[
H = \frac{1}{8} \langle 0|\psi^i q_i q^k h_{k\ell} q^\ell \psi^j|0 \rangle.
\] (164)

It turns out that the above expression is equal to
\[
H = \frac{1}{8} \langle 0|\psi^i q_i q^k h_{k\ell} q^\ell \psi^j|0 \rangle,
\] (165)
which in view of eqs. (161), (162) and (145) is equal to
\[
H = \frac{1}{8} \langle 0|\psi^* q^k h_{k\ell} q^\ell \psi|0 \rangle = \frac{1}{2} \langle 0|\psi^* a^k h_{k\ell} a^\ell a^j \psi|0 \rangle.
\] (166)

Expressed in terms of \( a_i, a^i \), the Hamiltonian (165) thus reads
\[
H = \frac{1}{2} \langle 0|\psi^* a^i h_{ij} a^j a^\dagger \psi|0 \rangle = \langle \psi|\hat{H}|\psi \rangle,
\] (167)
where \( a^i = (a, a^\dagger) \), and
\[
|\psi \rangle = \psi a|0 \rangle \equiv \int d^3 x \psi(x) a^\dagger(x)|0 \rangle, \quad \langle \psi | = \langle 0|\psi^* a \equiv \int d^3 x \psi^* (x) a(x),
\] (168)
and
\[
\hat{H} = \frac{1}{2} a^i h_{ij} a^j \equiv \frac{1}{2} a^{i\alpha(x)} h_{i\alpha(x)j\beta(x')} q^j(x)
\] (169)
is the Hamilton operator. In the last step in the above equation we included also the spinor index \( \alpha, \beta \equiv 1, 2, 3, 4 \) and the spatial coordinates \( x \) (written as a continuous index).

Explicitly, the Hamilton operator reads
\[
\hat{H} = \frac{1}{2} \int d\mathbf{x}' d\mathbf{x}'' \left( a^\alpha(x')(h_{12})_{\alpha\beta}(x, x'') a^\beta(x'') + a^\dagger \beta(h_{12})_{\beta\alpha}(x'', x') a^\alpha(x') \right).
\] (170)

We have derived the expression (167)-(169) for the orthogonal case in which \( a, a^\dagger \) are fermionic creation/annihilation operators. The same expression comes out also in the symplectic case, in which \( a, a^\dagger \) are bosonic operators and \( h_{ij} \) an appropriate matrix, e.g.,
\[
h_{ij} \equiv h_{i(x)j(x')} = \omega(x) \delta(x-x').
\]

Let us now identify
\[
a^{i\alpha(x)} \equiv \hat{\psi}^{i\alpha(x)} = (\hat{\psi}^\alpha(x), \hat{\psi}^{i\alpha(x)}),
\] (171)
where \( \hat{\psi}^{i\alpha(x)} \) is the Dirac spinor field operator, and take the usual expression for the Hamilton operator,
\[
\hat{H} = \int d^3 x \hat{\psi}^\alpha(x) (\beta m - i \partial_i)_{\alpha\beta} \hat{\psi}^\beta(x).
\] (172)
Using
\[ i\partial_0 \hat{\psi} = (\beta m - i\alpha^i \partial_i) \hat{\psi}, \]  
we have
\[ \hat{H} = \int d^3 x \hat{\psi}^\dagger i\partial_0 \hat{\psi}. \]  
(174)

Inserting the conventional expression
\[ \hat{\psi} = \sum_\sigma \frac{d^3 p}{(2\pi)^3} \frac{m}{E} \left( b_\sigma(p) u_\sigma(p) e^{-ipx} + d_\sigma^\dagger(p) v_\sigma(p) e^{ipx} \right), \]  
(175)

which gives \( \{ \hat{\psi}^\alpha(x), \hat{\psi}^\beta(x') \} = \delta^{\alpha\beta} \delta^3(\mathbf{x} - \mathbf{x}') \), if
\[ \{ b_\sigma^\dagger(\mathbf{p}), b_\sigma'(\mathbf{p}') \} = (2\pi)^3 \frac{E}{m} \delta^{\alpha\beta} \delta^3(\mathbf{p} - \mathbf{p}') = \{ d_\sigma^\dagger(\mathbf{p}), d_\sigma'^\dagger(\mathbf{p}') \}, \]  
(176)

and using \( u_\sigma^\dagger(p) u_{\sigma'}(\mathbf{p}') = v_\sigma^\dagger(p) v_{\sigma'}(\mathbf{p}') = \frac{E}{m} \delta_{\sigma\sigma'} \), we obtain the usual expression for the Hamilton operator,
\[ \hat{H} = \sum_\sigma \frac{d^3 p}{(2\pi)^3} m \left( b_\sigma^\dagger(p) b_\sigma(p) - d_\sigma(p) d_\sigma^\dagger(p) \right). \]  
(177)

The same expression we also obtain if instead of \( (174) \) we use the expression
\[ \hat{H} = \frac{1}{2} \int d^3 x \left( \hat{\psi}^\dagger i\partial_0 \hat{\psi} - i\partial_0 \hat{\psi}^\dagger \right), \]  
(178)

which gives
\[ \frac{1}{2} \sum_\sigma \frac{d^3 p}{(2\pi)^3} \left( \frac{m}{E} b_\sigma^\dagger(p) b_\sigma(p) - d_\sigma(p) d_\sigma^\dagger(p) - d_\sigma^\dagger(p) b_\sigma(p) + b_\sigma^\dagger(p) d_\sigma(p) \right). \]  
(179)

Because of the anticommutation relations \( (176) \), the zero point energies cancel out, and we obtain Eq. \( (177) \).

Using \( (173) \), the Hamilton operator \( (178) \) becomes
\[ \hat{H} = \frac{1}{2} \int d^3 x \left[ \hat{\psi}^\dagger (\beta m - i\alpha^i \partial_i) \hat{\psi} - (\beta m - i\alpha^i \partial_i) \hat{\psi}^\dagger \right]. \]  
(180)

This can be rewritten into the form
\[ \hat{H} = \frac{1}{2} \hat{\psi}^\dagger \hat{h}_{\alpha(x)j\beta(x')} \hat{\psi}^j \hat{\psi}^\beta(x'), \]  
(181)

where
\[ \hat{h}_{\alpha(x)j\beta(x')} = \begin{pmatrix} 0 & -(m\beta^* - i\alpha^i \partial_i)_{\alpha\beta} \delta^3(\mathbf{x} - \mathbf{x}') \\ (m\beta - i\alpha^i \partial_i)_{\alpha\beta} \delta^3(\mathbf{x} - \mathbf{x}') & 0 \end{pmatrix} \]  
(182)
Here we have used the Hermiticity property $h_{i\alpha(x)j\beta(x')}^\dagger h^{j\beta(x')i\alpha(x)} = h_{i\alpha(x)j\beta(x')} = h_{j\beta(x')i\alpha(x)}^\dagger$.

The equality of the expressions (172) and (180) implies in the short hand notation that
\[ \hat{H} = a^\dagger h_{21} a = \frac{1}{2} (a h_{12} a^\dagger + a^\dagger h_{21} a) = \frac{1}{2} a^\dagger h_{ij} a^i, \]
(183)
and
\[ \langle \Psi | \hat{H} | \Psi \rangle = \langle 0 | \psi^* a^\dagger h_{21} a a^\dagger | 0 \rangle = \psi^* h_{21} \psi = \frac{1}{2} \psi^* h_{ij} \psi^j. \]
(184)
This shows that the classical Hamiltonian (153) is equal to the expectation value (166) of the quantum field operator $\hat{H}$ in a single-particle state (168), and confirms the equality of the expressions (164) and (165).

The evolution of a quantum state, $|\psi\rangle = \psi_{\alpha(x)} a^\dagger_{\alpha(x)} |0\rangle$, is determined by the Hamilton operator as
\[ i \frac{d|\Psi\rangle}{dt} = \hat{H} |\Psi\rangle. \]
(185)
Let us first assume that the time dependence is in the wave function. Then we have
\[ i \frac{d|\Psi\rangle}{dt} = i \psi^\alpha_{\alpha(x)} a^\dagger_{\alpha(x)} |0\rangle = \hat{H} |\Psi\rangle. \]
(186)
For the Hamilton operator let us take Eq. (169) which for the free Dirac field can be written as
\[ \hat{H} = a^\dagger_{\alpha(x)} h_{\alpha(x)\beta(x')} a^\beta(x'). \]
(187)
Multiplying Eq. (186) from the left by $\langle 0 | a^\beta(x')$, we find
\[ i \psi^\alpha_{\alpha(x)} = h_{\alpha(x)\beta(x')} \psi^\beta_{\beta(x')} = \{ \psi^\alpha_{\alpha(x)}, H \}_\text{P.B.}, \]
(188)
where
\[ h_{\alpha(x)\beta(x')} = (\beta m - i \alpha^i \partial_i)_{\alpha}^\beta \delta^3(x - x') \]
(189)
and
\[ H = \psi^* a^\alpha_{\alpha(x)} h_{\alpha(x)\beta(x')} \psi^\beta_{\beta(x')} \]
(190)
is the classical Hamiltonian (i.e., the Hamiltonian of the “first quantized” field).

Alternatively, if we assume the the time dependence is in the operators $a(x)$, $a^\dagger(x)$, then we have
\[ i \frac{d|\Psi\rangle}{dt} = i \psi^\alpha_{\alpha(x)} a^\dagger_{\alpha(x)} |0\rangle = \hat{H} |\Psi\rangle, \]
(191)
which gives
\[ i \psi^\alpha_{\alpha(x)} a^\dagger_{\alpha(x)} |0\rangle = a^\dagger_{\beta(x')} h_{\beta(x')\alpha(x)} \psi^\alpha_{\alpha(x)} |0\rangle. \]
(192)

\textsuperscript{6}In the case of a scalar field, it is $h_{\alpha(x)\beta(x')} = \sqrt{m^2 - \partial^i \partial_i} \delta^\alpha_{\beta} \delta^3(x - x')$
Because the latter equation holds for any $\psi^\alpha(\mathbf{x})$, it follows that
\[
\imath a^\dagger_\alpha(\mathbf{x}) = a^\dagger_\beta(\mathbf{x}') h^\alpha_{\beta(\mathbf{x}'\alpha(\mathbf{x})} = [\hat{H}, a^\dagger_\alpha(\mathbf{x})],
\] (193)
which is the Heisenberg equation of motion.

The second equality in the latter equation can be straightforwardly derived by using
\[ [BC, A] = B[C, A] + [B, A]C \]
for the bosonic operators, and
\[ [BC, A] = B[C, A] - [B, A]C \]
for the fermionic operators. In the case of the Dirac field, we can also proceed as follows. Namely, using the explicit notation for the Hamilton operator,
\[
\hat{H} = \int d^3 \mathbf{x'} a^\dagger_\alpha(\mathbf{x'}) (\beta m - i \alpha^i \partial_i^\alpha) a^\beta(\mathbf{x'}),
\] (194)
we have
\[
[\hat{H}, a_\delta^\dagger(\mathbf{x})] = \int d^3 \mathbf{x'} \left[ a^\dagger_\alpha(\mathbf{x'}) (\beta m - i \alpha^i \partial_i^\alpha) a^\beta(\mathbf{x'}) a_\delta^\dagger(\mathbf{x}) - a_\delta^\dagger(\mathbf{x}) a^\dagger_\alpha(\mathbf{x}) (\beta m - i \alpha^i \partial_i^\alpha) a^\beta(\mathbf{x'}) \right]
\]
\[
= (\beta m + i \alpha^i \partial_i^\alpha) a^\alpha(\mathbf{x}) = h_{\alpha(\mathbf{x})\delta(\mathbf{x})} a^\alpha(\mathbf{x}).
\] (195)
In the derivation above we used $a^\dagger_\delta(\mathbf{x}) a^\alpha(\mathbf{x'}) = -a^\alpha(\mathbf{x'}) a^\dagger_\delta(\mathbf{x})$. The last equality in Eq. (195) is true, because\footnote{For simplicity we omit the brackets, with understanding that the derivative $\partial_i$ acts on the first term on its right side.}
\[
h_{\beta(\mathbf{x}')\alpha(\mathbf{x})} a^\dagger_\beta(\mathbf{x'}) = \int d^3 \mathbf{x'} (\beta m - i \alpha^i \partial_i^\beta) a^\beta(\mathbf{x'}) \delta^\beta(\mathbf{x'} - \mathbf{x}) a^\dagger_\beta(\mathbf{x'})
\]
\[
= \int d^3 \mathbf{x'} (\beta m - i \alpha^i \partial_i^\beta) a^\beta(\mathbf{x'}) \delta(\mathbf{x'} - \mathbf{x}) = (\beta m + i \alpha^i \partial_i^\beta) a^\beta(\mathbf{x}).
\] (196)
The Heisenberg equation of motion (193) for the operators $a^\alpha(\mathbf{x})$ is associated with the evolution equation $|\Psi(t)\rangle = e^{-\imath \hat{H}t} |\Psi(0)\rangle$. Written in the form $\dot{a}^\dagger_\alpha(\mathbf{x}) = -\imath [\hat{H}, a^\alpha(\mathbf{x})]$, we see that the sign in front of the commutator is opposite to the sign of the usual Heisenberg equation for an operator $\hat{A}$, which is $\dot{\hat{A}} = \imath [\hat{H}, \hat{A}]$, and follow from $\langle \Psi(0) | e^{\imath \hat{H}t} \hat{A} e^{-\imath \hat{H}t} | \Psi(0) \rangle$. Taking $\hat{A} = a^\alpha(t) A_{\alpha\beta} a^\beta(t)$ and $|\Psi(0)\rangle = \psi_\alpha(0) a^\alpha(0) |0\rangle$, we obtain
\[
\langle 0 | \psi^\dagger \rho(0) a_\rho(0) e^{\imath \hat{H}t} a^\alpha(0) A_{\alpha\beta} a^\beta(0) e^{-\imath \hat{H}t} a_\gamma^\dagger(0) \psi_\gamma(0) |0\rangle
\]
\[
= \langle 0 | \psi^\dagger \rho(0) a_\rho(0) e^{\imath \hat{H}t} a^\alpha(0) e^{-\imath \hat{H}t} A_{\alpha\beta} e^{\imath \hat{H}t} a_\beta(0) a_\gamma^\dagger(0) \psi_\gamma(0) |0\rangle
\] (197)
Denoting
\[
a^\dagger_H(t) = e^{\imath \hat{H}t} a^\alpha(0) e^{-\imath \hat{H}t} \quad \text{and} \quad a^\dagger_S(t) = e^{-\imath \hat{H}t} a^\alpha(0) e^{\imath \hat{H}t},
\] (198)
we distinguish two different kinds of evolution that starts from the initial operator $a^\alpha(0)$, $a^\alpha(0)$. The operators $a^\dagger_S(t)$, $a^\dagger_S(t)$ determine the evolution of a state $|\Psi(t)\rangle = \psi_\alpha(0) a^\dagger_S(t) |0\rangle = e^{\imath \hat{H}t} |\Psi(0)\rangle$, $\langle \Psi(t) | = \langle \Psi(0) | e^{\imath \hat{H}t} = \langle 0 | a_S(t) \psi^\dagger(t) |0\rangle$, while the operators $a^\dagger_H(t)$, $a^\dagger_H(t)$ determine the evolution of an operator $\hat{A}(t) = a^\dagger_H(t) A_{\alpha\beta} a^\beta(t) = e^{\imath \hat{H}t} \hat{A} e^{-\imath \hat{H}t}$.\footnote{For simplicity we omit the brackets, with understanding that the derivative $\partial_i$ acts on the first term on its right side.}
4.3 Multiparticle states

Recalling now that \( k_{i\alpha}(x), k'_{i\alpha}(x) \equiv q_{i\alpha}(x) \) or \( a_{i\alpha}(x) \equiv (a^\dagger_{\alpha}(x), a_{\alpha}(x)) \) are the generators of the infinite-dimensional Clifford algebra \( Cl(\infty) \). The space they span is a subset of \( Cl(\infty) \). The objects in the full space \( C(\infty) \) can be written as

\[
\Phi = \sum_{r=0}^{\infty} \frac{1}{\sqrt{r!}} \psi_{i_1\alpha_1}(x_1) \ldots \psi_{i_r\alpha_r}(x_r) \alpha_{i_1\alpha_1}(x_1) \ldots \alpha_{i_r\alpha_r}(x_r).
\] (199)

In the case of fermions (the orthogonal case), we can define a vacuum state according to

\[
\left| 0 \right\rangle = \prod_{x, \alpha} a_{\alpha}(x).
\] (200)

The latter state is annihilated by any of the operators \( a_{\alpha}(x) \), i.e., \( a_{\alpha}(x)\left| 0 \right\rangle = 0 \). Applying the state (199) on the vacuum, we find

\[
\Phi\left| 0 \right\rangle = \sum_{r=0}^{\infty} \frac{1}{\sqrt{r!}} \psi_{i_1\alpha_1}(x_1) \ldots \psi_{i_r\alpha_r}(x_r) a^\dagger_{i_1\alpha_1}(x_1) \ldots a^\dagger_{i_r\alpha_r}(x_r) \left| 0 \right\rangle.
\] (201)

This is a Fock state of the quantum field theory in the \( x \)-representation. This is not a usual state considered in quantum field theory, because an operator \( a^\dagger_{\alpha}(x) \equiv \hat{\psi}^\dagger_{\alpha}(x) \), expanded in terms of the momenta \( p \), creates positive and negative energy states which are considered problematic.

In momentum representation, a possible vacuum is

\[
\left| 0 \right\rangle_B = \prod_{\sigma, p} b_{\sigma}(p)d^\dagger_{\sigma}(p) \right\rangle_B , \quad b_{\sigma}(p)\left| 0 \right\rangle_B = 0 , \quad d^\dagger_{\sigma}(p)\left| 0 \right\rangle_B = 0.
\] (202)

It is called bare vacuum. The basis Fock space one particle states are

\[
b^\dagger_{\sigma}(p)\left| 0 \right\rangle_B , \quad d^\dagger_{\sigma}(p)\left| 0 \right\rangle_B,
\] (203)

and their multiparticle generalization, where \( b^\dagger_{\sigma}(p)\left| 0 \right\rangle_B \) creates a positive energy electron and \( d^\dagger_{\sigma}(p) \) a negative energy electron.

In the Dirac theory, instead of \( \left| 0 \right\rangle_B \), one introduces the Dirac vacuum

\[
\left| 0 \right\rangle_D = \prod_{\sigma, p} d_{\sigma}(p)\left| 0 \right\rangle_D , \quad d_{\sigma}(p)\left| 0 \right\rangle_D = 0.
\] (204)

Acting on \( \left| 0 \right\rangle_D \), the operators \( d^\dagger_{\sigma}(p) \) create holes in the sea of negative energy states, i.e., antiparticles (positrons). Particles (electrons) are created by \( b^\dagger_{\sigma}(p) \). The one particle states of the Dirac theory are thus

\[
b_{\sigma}(p)\left| 0 \right\rangle_D , \quad d^\dagger_{\sigma}(p)\left| 0 \right\rangle_D.
\] (205)
It is often claimed that the concept of the Dirac vacuum as the sea of negative energy states is nowadays obsolete and unnecessary. But from the point of view of orthogonal Clifford algebras and fermionic fields as Clifford algebra valued objects, the concept of vacuum as the product of operators is unavoidable \[28,37,43,50\] in the finite-dimensional case, and thus naturally also occurs in infinite-dimensional case.

Within this scheme, the vacuum defined according to (200) is just an idealization, a limiting case of the Clifford algebra object of the sort

\[
\frac{1}{\sqrt{r!}} \phi^{\alpha_1(x_1)\alpha_2(x_2)\ldots\alpha_n(x_n)} a_{\alpha_1(x_1)} \ldots a_{\alpha_n(x_n)} \longrightarrow |0\rangle
\]

(206)

if \( n \to \infty \) and for infinitely densely packed annihilation operators, so that the set of \( x_1, x_2, \ldots, x_n \) approaches continuum. A realistic vacuum is thus of the form (206). It is just one of the terms in the superposition (199). The component \( \phi^{\alpha_1(x_1)\ldots\alpha_n(x_n)} \) can be in principle any function. In particular, it can be a Gaussian function, its square being

\[
|\phi^{\alpha_1(x_1)\ldots\alpha_n(x_n)}|^2 \propto \exp\left\{\sum_{k=1}^{n} \frac{1}{r_k} (x_k - X_k)^2\right\}. 
\]

It can also be of the form

\[
|\phi^{\alpha_1(x_1)\ldots\alpha_n(x_n)}|^2 \propto \prod_{k=1}^{n} \theta(x_k - a_k)(1 - \theta(x_k - b_k)). 
\]

(207)

i.e., having a constant finite value in the domain of positions between \( a_k \) and \( b_k \), \( k = 1, 2, \ldots, n \) (illustrated in Fig. 1-left). The sharp cutoffs implied by the function (207) can be smoothed, as shown in Fig. 1-right. In general, the vacuum wave function can be anything between the Gaussian wave function and the sharp cutoff wave function. In a spatially closed universe, the edges \( a_k \) and \( b_k \) can be identified, and the wave function is periodic, so that there are no cutoffs.

In momentum representation, a generic state \( \Phi \) is spanned over the basis states that consist of the products of the generators

\[
a_{i\sigma(p)} = (b_i^{\dagger\sigma(p)}, b_{\sigma(p)}, d_{i\sigma(p)}, d_i^{\dagger\sigma(p)}), \quad i = 1, 2, 3, 4. 
\]

(208)

Thus,

\[
\Phi = \sum_{r=1}^{n} \frac{1}{\sqrt{r!}} \phi^{i_1\sigma_1(p_1)i_2\sigma_2(p_2)\ldots i_r\sigma_r(p_r)} a_{i_1\sigma_1(p_1)} a_{i_2\sigma_2(p_2)} \ldots a_{i_r\sigma_r(p_r)}
\]

Figure 1: An illustration of a physically realistic vacuum in position space with a sharp cutoff (left), and a smooth cutoff (right). The analogous figure also holds in momentum space.
\[
\Phi_0 + \phi^{1\sigma(p)}b_\sigma(p) + \frac{1}{\sqrt{2!}}\phi^{1\sigma_1(p_1)1\sigma_2(p_2)}b_\sigma_1(p_1)b_\sigma_2(p_2) + \ldots \\
+ \frac{1}{\sqrt{2!}}\phi^{2\sigma_1(p_1)4\sigma_2(p_2)}b_\sigma_1(p_1)d^\dagger_{\sigma_2(p_2)} + \ldots \\
+ \frac{1}{\sqrt{n!}}\phi^{1\sigma_1(p_1)1\sigma_2(p_2)\ldots1\sigma_n(p_{n_1})4\sigma_1(p_1)4\sigma_2(p_2)\ldots4\sigma_{n_4}(p_{n_4})}b_\sigma_1(p_1)\ldots b_{\sigma_{n_4}(p_{n_4})}d^\dagger_{\sigma_1(p_1)}\ldots d^\dagger_{\sigma_{n_4}(p_{n_4})},
\] (209)

\[n_1 + n_4 = n.\]

The last term in the above equation is a finite discrete version of the bare vacuum (202). It is multiplied by a wavefunction that in particular can be a Gaussian one,

\[|\phi^{1\ldots4\ldots4}|^2 \propto \exp\left[\frac{1}{2\kappa_1}(p_1 - P_1)^2 + \frac{1}{2\kappa_2}(p_2 - P_2)^2 + \ldots + \frac{1}{2\kappa_n}(p_n - P_n)^2\right], \] (210)

or a step-like one,

\[|\phi^{1\ldots4\ldots4}|^2 \propto \prod_{k=1}^{n} \theta(p_k - P_k)(1 - \theta(p_k - P_k)), \] (211)

or its smoothed version, like in Fig. 1-right.

If we multiply the \(\Phi\) of Eq. (209) with the vacuum

\[|0\rangle_n = \frac{1}{\sqrt{n!}}\phi^{1\sigma_1(p_1)\ldots1\sigma_{n_1}(p_{n_1})4\sigma_1(p_1)\ldots4\sigma_{n_4}(p_{n_4})}b_\sigma_1(p_1)\ldots b_{\sigma_{n_4}(p_{n_4})}d^\dagger_{\sigma_1(p_1)}\ldots d^\dagger_{\sigma_{n_4}(p_{n_4})}, \] (212)

we obtain the expression

\[
\Phi|0\rangle_n = \sum_{r_1=1}^{n_1} \sum_{r_2=1}^{n_2} \frac{1}{\sqrt{n!}}\psi^{1\sigma_1(p_1)\ldots4\sigma_1(p_1)\ldots4\sigma_{r_1}(p_{r_1})}\sigma_1(p_1)\ldots b^\dagger_{\sigma_{r_1}(p_{r_1})}b^\dagger_{\sigma_2(p_2)}\ldots b^\dagger_{\sigma_{r_2}(p_{r_2})}d^\dagger_{\sigma_1(p_1)}d_{\sigma_2(p_2)}\ldots d_{\sigma_{r_2}(p_{r_2})}|0\rangle_n,
\] (213)

in which there are only the operators \(b^\dagger_\sigma(p)\) and \(d_\sigma(p)\). The wave functions \(\psi^{1\sigma_1(p_1)\ldots4\sigma_1(p_1)\ldots4\sigma_{r_1}(p_{r_1})}\ldots4\sigma_{r_2}(p_{r_2})\ldots4\sigma_{n_4}(p_{n_4})\) are linear combinations of the wave functions \(\phi^{1\sigma_1(p_1)\ldots4\sigma_1(p_1)\ldots4\sigma_{r_1}(p_{r_1})}\ldots4\sigma_{r_2}(p_{r_2})\ldots4\sigma_{n_4}(p_{n_4})\), occurring in Eq. (209), multiplied by the vacuum wave function, occurring in Eq. (212). If the vacuum wave function has a cutoff (or a smoothed cutoff), then also the wave functions \(\psi^{1\sigma_1(p_1)\ldots4\sigma_1(p_1)\ldots4\sigma_{n_4}(p_{n_4})}\), occurring in Eq. (213) have a cutoff.

The state (213) belongs to one of the many minimal left ideals of the Clifford algebra \(C(\infty)\), whose generic object is given by the expression (209). The \(\Phi|0\rangle_n\) can thus be found within the general expression (209); it lives in a subspace of \(C(\infty)\). The subspace, determined by the vacuum \(|0\rangle_n\) of Eq. (212) is a modification of the Fock space of the usual quantum field theory for fermions, in which the bare vacuum is defined according to Eq. (202). More precisely, the vacuum of the usual QFT is not the bare vacuum, but the Dirac vacuum (204), which is an idealization. A realistic version of the Dirac vacuum is a state of the form

\[|0\rangle_{n_D} = \phi^{3\sigma_1(p_1)\ldots3\sigma_{n_3}(p_{n_3})1\sigma_1(p_1)\ldots1\sigma_{n_1}(p_{n_1})4\sigma_1(p_1)\ldots4\sigma_{n_4}(p_{n_4})}\]
\[ \times d_{\sigma_1}(p_1) \ldots d_{\sigma_{n_1}}(p_{n_1}) b_{\sigma_1}(p_1) \ldots d_{\sigma_{n_4}}(p_{n_4}), \]  

(214)

in which there can be a huge number of the states with negative energies, created by the operators \( d_{\sigma(p)} \).

### 4.4 Antiparticles

Acting on \(|0\rangle_{nD}\) with an operator \( d_{\sigma_k}(p_k) \dagger \), where \( p_k \in \{p_1, p_2, \ldots, p_{n_3}\} \), i.e., one of the states with the discrete momenta \( p_1, p_2, \ldots, p_{n_3} \), one creates a hole in which the state (particle) with the quantum numbers \( \sigma_k, \ p_k \) is missing. Such holes are antiparticles.

Recall from Sec. 3 that the Dirac wave function \( \psi^\alpha(t, \mathbf{x}) \), \( \alpha = 1, 2, 3, 4 \) is the probability amplitude of finding the particle at position \( \mathbf{x} \) at time \( t \). The electric charge of a particle described by such wave function is zero. Electric charge enters the game if one takes the pair of the Dirac wave functions \( (\psi_1^\alpha(x), \psi_2^\alpha(x)) \). Then the pairs of annihilation operators \( (a_{1\alpha(x)}, a_{2\alpha(x)}) \), and their hermitian conjugates. In momentum representation we have the pairs \( (b_{\sigma(p)}, b_{\sigma(p)}) \), \( (d_{1\sigma(p)}, d_{2\sigma(p)}) \) and the corresponding hermitian conjugates. \( (b^\dagger_{1\sigma(p)}, b^\dagger_{2\sigma(p)}), (d_{1\alpha(p)}, d_{2\alpha(p)}) \). The states \( (208) \) and, in particular, \( (213) \), have zero electric charge. The bare vacuum \(|0\rangle \) (Eq. 202), the Dirac vacuum \(|0\rangle_D \) (Eq. 204), and their finite versions \(|0\rangle_N, |0\rangle_{nD} \), then also have zero electric charge.

However, if we take the pairs of operators, then by interpreting \( b_{\sigma(p)} \equiv (b_{1\alpha(p)}, b_{2\alpha(p)}) \), \( d_{\sigma(p)} \equiv (d_{1\alpha(p)}, d_{2\alpha(p)}) \), etc., then Eqs. (208)–(214) describe charged particles.

In analogy to Eq. (172), one can introduce

\[
\begin{align*}
  a_{+}(\mathbf{x}) &= \frac{1}{\sqrt{2}}(a_{1}(\mathbf{x}) + i a_{2}(\mathbf{x})) , & a_{-}(\mathbf{x}) &= \frac{1}{\sqrt{2}}(a_{1}(\mathbf{x}) - i a_{2}(\mathbf{x})) , \\
  b_{\sigma}(\mathbf{p}) &= \frac{1}{\sqrt{2}}(b_{1\sigma}(\mathbf{p}) + i b_{2\sigma}(\mathbf{p})) , & b_{-\sigma}(\mathbf{p}) &= \frac{1}{\sqrt{2}}(b_{1\sigma}(\mathbf{p}) - i b_{2\sigma}(\mathbf{p}))
\end{align*}
\]

(215)

(216)

Thus, e.g., the operators \( a_{+}(\mathbf{x}) \) and \( a_{+}^\dagger(\mathbf{x}) \), respectively, annihilate and create a positively charged particle at position \( \mathbf{x} \). Similarly, \( b_{\sigma}(\mathbf{p}) \) and \( b_{\sigma}^\dagger(\mathbf{p}) \), respectively, annihilate and create a positively charged particle with momentum \( \mathbf{p} \) and spin orientation \( \sigma = (1, 2) \).

By defining

\[
\begin{align*}
  b_{\sigma}(\mathbf{p}) &\equiv (b_{+\sigma}(\mathbf{p}), b_{-\sigma}(\mathbf{p})) , & d_{\sigma}(\mathbf{p}) &\equiv (d_{+\sigma}(\mathbf{p}), d_{-\sigma}(\mathbf{p})) \\
  b_{\sigma}^\dagger(\mathbf{p}) &\equiv (b_{+\sigma}(\mathbf{p}), b_{-\sigma}(\mathbf{p})) , & d_{\sigma}(\mathbf{p}) &\equiv (d_{+\sigma}(\mathbf{p}), d_{-\sigma}(\mathbf{p}))
\end{align*}
\]

(217)

(218)

we can use the same equation (208)–(214) for description of charged particles. The Dirac vacuum \(|0\rangle_D \) (or its finite analog \(|0\rangle_{nD} \) is then a sea of equal quantity (or number) of positively and negatively charged particles, all with negative energies. Holes in that sea behave, respectively, as negatively and positively charged particles, i.e., as antiparticles of the oppositely charged particles. Thus, acting with the operators \( d_{+\sigma}(\mathbf{p}) \) or \( d_{-\sigma}(\mathbf{p}) \) on such Dirac vacuum one creates holes with negative or positive charges. Acting on such vacuum
with the operators \( b^\dagger_{+\sigma(p)} \) or \( b^\dagger_{-\sigma(p)} \), one creates particles with positive or negative charges. In this generalized quantum field theory, an electron can have a negative or positive electric charge. Such a positively charged electron is not the antiparticle of the negatively charged electron. The respective antiparticles of positively or negatively charged electrons are holes in the generalized Dirac vacuum, which has zero electric charge. Such assignment of charges is only a toy model, an intermediate step in the development of the theory, and will be modified within a more general framework, considered in Sec., that includes weak interaction.

5 The presence of electromagnetic field

Let us now include the electromagnetic field through minimal coupling, by replacing \( \partial/\partial \mu \equiv \partial x^\mu \) with the covariant derivative \( D_\mu \equiv \partial_\mu + iA_\mu \). Instead of Eq. (188) and (193) we have now the following equation

\[
i D_0 \psi^{\beta(x')} = h^{\beta(x')}a_0^{\alpha(x)},
\]

(219)

\[
i D_0 a^{\dagger\beta(x')} = a^{\dagger\beta(x')}h^{\beta(x')}\psi^{\alpha(x)},
\]

(220)

where

\[
h^{\alpha(x)}(x') = \beta(m - i\gamma^i D_i)_{\alpha\beta}\delta^3(x - x'),
\]

(221)

These are, respectively, the Dirac equation for a single-particle wave function \( \psi^{\alpha(x)} \) and the field operators \( a^{\alpha(x)} \equiv \psi^{\alpha(x)} \).

The action for the time dependent operators is

\[
\hat{I} = \int dt d^3 x \left[ i a^{\dagger\alpha} (x) D_0 a^{\beta} (x) \delta_{\alpha\beta} - a^{\dagger\alpha} (\beta m - i\alpha^i D_i)_{\alpha\beta} a^{\beta} (x) \right].
\]

(222)

The expectation value of the latter action in a single-particle state

\[
|\Psi\rangle = \psi^{\alpha(x)} a^{\dagger\alpha(x)}|0\rangle \equiv \int d^3 x \psi^{\alpha}(x) a^{\dagger\alpha}(x)|0\rangle
\]

(223)

is

\[
I = \langle \Psi | \hat{I} | \Psi \rangle = \langle 0 | \int dt, d^3 x, d^3 x', d^3 x'' \psi^{\gamma(x')} a^{\gamma(x')} \cdot [ i a^{\dagger\alpha}(x) D_0 a^{\beta}(x) \delta_{\alpha\beta} - a^{\dagger\alpha}(x) (\beta m - i\alpha^i D_i)_{\alpha\beta} a^{\beta} (x) ] \psi^{\beta(x'')} a^{\dagger\beta}(x'') | 0 \rangle
\]

(224)

Let us now observe that

\[
\langle 0 | \int dt d^3 x \psi^{\gamma(x')} a^{\gamma(x')} \equiv D_0 \left( \langle 0 | \int dt d^3 x \psi^{\gamma(x')} a^{\gamma}(x) \right).
\]

(225)
where time dependence is on the operator. Alternatively, if time dependence is on the wave function, then

\[ D_0 \left( \langle 0 | \int dt \, d^3x \psi^* \beta a_\beta \right) = -\langle 0 | \int dt \, d^3x D_0 \psi^* \beta a_\beta \] \quad (226)

Therefore, by switching time dependence from operators to wave function, instead of Eq. (224), we have

\[ I = \langle \Psi | \hat{I} | \Psi \rangle = \int dt \, d^3x \left[ -iD_0 \psi^* \alpha \psi \beta - \psi^* \alpha (\beta m - i\alpha^iD_i) \alpha^i \beta \psi \right] \] \quad (227)

This is the action for a single-particle wave function in the presence of a background electromagnetic field \( A_\mu \).

We have seen that the single-particle states \(|\Psi\rangle = \int d^3x \psi^\alpha(x) a^\dagger_\alpha(x) |0\rangle\) are a part of quantum field theory, not only in the absence of interactions, but also in the presence of a background electromagnetic field (which itself arises from spinor quantum electrodynamics). Their wave packet profiles \( \psi^\alpha(x) \) satisfy the action principle Eq. (227), which is that of relativistic quantum theory, in the particular case considered here, of the Dirac spinor theory, with the following distinction. Namely, the gauge field \( A_\mu \) arises from the non local gauge transformations of the group \( U(1) \), acting within the doublet \( (\psi_1^\alpha, \psi_2^\alpha) \equiv \psi^\alpha \).

In Sec. 3 we obtained the free Dirac field by starting from the Klein-Gordon equation Eq. (63) for a 4-component real field \( \varphi \equiv \varphi^\alpha(x) \). Let us now repeat the procedure by taking a doublet of fiels \( (\varphi^\alpha_1, \varphi^\alpha_2) \) that we represent as a complex field

\[ \varphi^\alpha = \frac{1}{\sqrt{2}}(\varphi^\alpha_1 + i\varphi^\alpha_2) \equiv \varphi, \quad \varphi^\dagger = \frac{1}{\sqrt{2}}(\varphi^\alpha_1 - i\varphi^\alpha_2) \equiv \varphi^\dagger, \] \quad (228)

where the imaginary unit \( i \) is the generator of rotation between \( \varphi^\alpha_1 \) and \( \varphi^\alpha_2 \), and \( \dagger \) denotes complex conjugation with respect to \( i \). It satisfies the action principle Eq. (16) or, equivalently, Eq. (17), this time for a 4-component complex field \( \varphi \equiv \varphi^\alpha \). By generalizing the action Eq. (17) so to become invariant under local gauge transformations of the group \( U(1) \) of the transformations \( e^{i\alpha(x)} \), \( x \equiv x^\mu \), we have

\[ I[\varphi, \varphi^\dagger, \Pi, \Pi^\dagger] = \int dt \, d^3x \left[ \Pi^* D_0 \varphi + \Pi D_0 \varphi^\dagger - (\Pi^* \Pi + \varphi^\dagger h^2 \varphi) \right], \] \quad (229)

where

\[ h^2 = D_i D^i + m^2, \quad D_0 = \partial_0 + \bar{i}eA_0, \quad D_i = \partial_i + \bar{i}eA_i. \] \quad (230)

The square root of \( h^2 \) can be either (i) \( h = \sqrt{m^2 + D_i D^i} \), (ii) \( h = \beta m - i\alpha^i \partial_i \), or, (iii) \( h = \beta \sqrt{m^2 + D_i D^i} \).

Variation of the latter action with respect to \( \varphi^\dagger \) and \( \varphi \) gives the cananocal momenta

\[ \Pi = \frac{\partial L}{\partial \dot{\varphi}^\dagger} = D_0 \varphi - \partial_0 \varphi + \bar{i}eA_0 \varphi, \quad \Pi^\dagger = \frac{\partial L}{\partial \dot{\varphi}^\dagger} = D_0 \varphi^\dagger - \partial_0 \varphi^\dagger - \bar{i} \varphi^* eA_0. \] \quad (231)
Inserting the latter expression into the above phase space action, we obtain

\[ I[\varphi, \varphi^*] = \int dt d^3x \left[ (\partial_\varphi - iA_0) \varphi^* (\partial_\varphi + iA_0) \varphi + (\partial_\varphi - iA_i) \varphi^* (\partial_\varphi + iA_i) \varphi - m^2 \varphi^* \varphi \right], \]

which is the Klein-Gordon equation in the presence of a background electromagnetic field \( A_\mu = (A_0, A_i) \).

Introducing the new variables

\[ \psi = \frac{1}{\sqrt{2}} \left( \sqrt{h} \varphi + \frac{i}{\sqrt{h}} \Pi \right), \quad \psi^* = \frac{1}{\sqrt{2}} \left( \sqrt{h^*} \varphi + \frac{i}{\sqrt{h^*}} \Pi \right), \]  
\[ \tilde{\psi} = \frac{1}{\sqrt{2}} \left( \sqrt{h^*} \varphi^* + \frac{i}{\sqrt{h^*}} \Pi^* \right), \quad \tilde{\psi}^* = \frac{1}{\sqrt{2}} \left( \sqrt{h^*} \varphi^* + \frac{i}{\sqrt{h^*}} \Pi^* \right), \]

the action Eq. (229) reads

\[ I[\psi, \psi^*, \tilde{\psi}, \tilde{\psi}^*] = \int dt d^3x \left[ i\tilde{\psi}^* D_0 \psi + i\psi^* D_0 \tilde{\psi} - \tilde{\psi}^* h \psi - \psi^* h \tilde{\psi} \right] + \text{terms involving commutators } [D_0, \sqrt{h}] \text{ and } [D_0, \frac{1}{\sqrt{h}}]. \]  

This can be verified by plugging the expressions (233) and (234) into the action (235). For this aim it is useful to write the expressions (233), (234) in a more explicit notation:

\[ \psi^{\alpha(x)} = \left( h^{1/2}_{\alpha(x)\beta(x)} \varphi^{\beta(x)} + ih^{-1/2}_{\alpha(x)\beta(x)} \Pi^{\beta(x)} \right), \]  
\[ \tilde{\psi}^{\alpha(x)} = \left( h^{1/2}_{\alpha(x)\beta(x)} \varphi^{\beta(x)} + ih^{-1/2}_{\alpha(x)\beta(x)} \Pi^{\beta(x)} \right) \]

and use the hermiticity of the operators \( h \), namely, \( h^\dagger = h \), which in components reads \( h^{\dagger\alpha(x)\beta(x)} = h^{*\beta(x)\alpha(x)} \). Expanding

\[ h^{1/2} = \sqrt{\beta m} \left( 1 - \frac{i \beta \alpha^i \partial_i}{m} \right)^{1/2} = \sqrt{\beta m} \left( 1 - \frac{1}{2} \frac{i \beta \alpha^i \partial_i}{m} - \frac{1}{2} \frac{(i \beta \alpha^i \partial_i)^2}{m} + ... \right) \]

we find that \( (h^*)^{1/2} = (h^{1/2})^* \) and \( (h^\dagger)^{1/2} = (h^{1/2})^\dagger \), and the analogous for \( h^{-1/2} \). Then we have

\[ h^{1/2}_{\alpha(x)\beta(x)} \varphi^{\beta(x')} = h^{1/2}_{\beta(x')\alpha(x)} \varphi^{\beta(x')} = h^{1/2}_{\beta(x')\alpha(x)} \varphi^{\beta(x')} \]

and

\[ h^{*-1/2}_{\alpha(x)\beta(x')} \Pi^{\beta(x')} = h^{1/2}_{\beta(x')\alpha(x)} \Pi^{\beta(x')} \equiv \Pi \hbar^{-1/2}. \]  

Writing \( \tilde{\psi}^\dagger D_0 \psi \equiv \tilde{\psi}^{\alpha(x)} D_0 \psi^{\beta(x)} \delta_{\alpha\beta} \) and using Eqs. (236)–(238) we find that the action (235) assumes the form (229). In conformity with the usual notation of the Dirac equation we can also write \( \tilde{\psi}^\dagger D_0 \psi \equiv \psi^{\dagger(x)} D_0 \psi, \psi^\dagger D_0 \tilde{\psi} \equiv \psi^{\dagger(x)} D_0 \tilde{\psi}, \tilde{\psi}^* h \psi \equiv \tilde{\psi}^\dagger h \psi, \text{ and } \psi^* h \tilde{\psi} \equiv \psi^{\dagger(x)} h \tilde{\psi}. \)
Varying the action (235) with respect to $\tilde{\psi}$, we obtain

$$iD_0\psi = h\psi + \text{extra terms with } [D_0, \sqrt{h}] \text{ and } [D_0, \frac{1}{\sqrt{h}}]. \tag{239}$$

For the cases (i), (ii) and (iii) considered in Eq. (230) the latter equation gives, respectively,

(i) \quad \bar{i}\partial_0\psi = \left(\bar{i}\bar{e}A_0 + \sqrt{m^2 - D_iD^i}\right)\psi + \text{extra terms}, \tag{240}

(ii) \quad \bar{i}\partial_0\psi = \left(\bar{i}\bar{e}A_0 + \beta m - i\alpha^i\partial_i\right)\psi + \text{extra terms}, \tag{241}

(iii) \quad \bar{i}\partial_0\psi = \left(\bar{i}\bar{e}A_0 + \sqrt{m^2 - D_iD^i}\beta\right)\psi + \text{extra terms}, \tag{242}

where “extra terms” contain the commutators $[D_0, \sqrt{h}]$ and $[D_0, \frac{1}{\sqrt{h}}]$.

Recall that we distinguish two different imaginary units:

\begin{align*}
 &i \text{ rotates } \varphi \rightleftharpoons \Pi, \quad \varphi^i \rightleftharpoons \Pi^i \\
 &\bar{i} \text{ rotates } \varphi \rightleftharpoons \varphi_2, \quad \Pi_1 \rightleftharpoons \Pi_2.
\end{align*}

The action (235), obtained from the action action (229) contains the extra terms, because the commutators $[D_0, \sqrt{h}]$ and $[D_0, \frac{1}{\sqrt{h}}]$ do not vanish. They vanish only in free case in which $D_0 = \partial_0$. Therefore, if we consider the scalar field which is minimally coupled to the electromagnetic field according to the action (229), then we find that such theory does not lead to the usual Dirac theory and the Dirac equation in the presence of a background electromagnetic field $A_\mu = (A_0, A_i)$, $i = 1, 2, 3$. We must proceed in the opposite direction, namely, to assume —as usually— the validity of the Dirac equation,

$$iD_0\psi = \left(\beta m - i\alpha^iD_i\right)\psi, \tag{243}$$

in which $\psi$ is minimally coupled to $A_\mu$, and find out the corresponding second order equations.

Rewriting Eq. (243) in the form

$$i\gamma^0D_0\psi = (-i\gamma^iD_i + m)\psi, \tag{244}$$

and multiplying it with $i\gamma^0D_0$, we obtain

$$-D_0^2\psi = i\gamma^0D_0(-i\gamma^iD_i + m)\psi$$

$$= (\gamma^0\gamma^i[D_0, D_i] + (i\gamma^iD_i + m)i\gamma^0D_0)\psi$$

$$= (\gamma^0\gamma^i[D_0, D_i] + \gamma^i\gamma^jD_iD_j + m^2)\psi, \tag{245}$$

i.e.,

$$\left(D_0^2 + \gamma^0\gamma^i[D_0, D_i] + \gamma^i\gamma^jD_iD_j + m^2\right)\psi = 0, \tag{246}$$
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or,

$$(\gamma^\mu \gamma^\nu D_\mu D_\nu + m^2)\psi = 0 \ , \quad \text{where} \quad [D_\mu, D_\nu] = \bar{i} e F_{\mu\nu}, \quad (247)$$

which is a well known result, apart of the $\bar{i}$ instead of $i$.

The Dirac field satisfies the minimal action principle

$$I[\psi, \psi^\dagger] = \int d^4x \left( i \psi^\dagger D_0 \psi - \psi^\dagger \psi \right). \quad (248)$$

Usually, it is taken that $\psi \equiv \psi^\alpha$ is a 4-component complex field. In this new approach we take $\psi = (\psi_1^\alpha, \psi_2^\alpha)$, namely, an object that consists of two 4-compnent complex fields $\psi_1^\alpha$, $\psi_2^\alpha$, satisfying the action principle

$$I[\psi_1, \psi_2, \psi_1^\dagger, \psi_2^\dagger] = \int dt d^3x \left( \psi_1^\dagger (iD_0 - h) \psi_1 + \psi_2^\dagger (iD_0 - h) \psi_2 \right). \quad (249)$$

In terms of the new variables $[55]$, the action $[249]$ becomes

$$I[\chi_+, \chi_-, \chi_+^\dagger, \chi_-^\dagger] = \int dt d^3x \left( \chi_+^\dagger (iD_0 - h) \chi_+ + \chi_-^\dagger (iD_0 - h) \chi_- \right), \quad (250)$$

where $\chi_+$ and $\chi_-$ are wave functions bearing positive and negative charge, respectively.

Variation of the action $[250]$ with respect to $\chi_+^\dagger$ and $\chi_-^\dagger$ gives

$$iD_0 \chi_+ = h \chi_+, \quad (251)$$

$$iD_0 \chi_- = h \chi_-, \quad (252)$$

i.e.,

$$iD_0 \begin{pmatrix} \chi_+ \\ \chi_- \end{pmatrix} = h \begin{pmatrix} \chi_+ \\ \chi_- \end{pmatrix}, \quad (253)$$

or shortly,

$$iD_0 \psi = h \psi , \quad \psi = \begin{pmatrix} \chi_+ \\ \chi_- \end{pmatrix}. \quad (254)$$

Let us rewrite the action $[250]$ in terms of two 4-component real field $\varphi_1$, $\varphi_2$, related to $\psi_1$ and $\psi_2$ according to Eq. $[103]$. Introducing

$$\varphi_\pm = \frac{1}{\sqrt{2}} (\varphi_1 \pm \bar{i} \varphi_2) , \quad \varphi_\pm^\dagger = \frac{1}{\sqrt{2}} (\varphi_1^\dagger \pm \bar{i} \varphi_2^\dagger), \quad (255)$$

which in turn is related to $\chi_+^\dagger$ and $\chi_-^\dagger$ according to

$$\chi_\pm = \frac{1}{\sqrt{2}} \left( \sqrt{h} \varphi_\pm + \bar{i} \frac{1}{\sqrt{h}} \Pi_\pm \right) , \quad \chi_\pm^\dagger = \frac{1}{\sqrt{2}} \left( \varphi_\pm \sqrt{h} - \bar{i} \Pi_\pm \frac{1}{\sqrt{h}} \right), \quad (256)$$

where $(\sqrt{h})^\dagger = \sqrt{h}$ and $\frac{1}{(\sqrt{h})^\dagger} = \frac{1}{\sqrt{h}}$, as a consequence of $h^\dagger = h$. 
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Inserting (256) into the action (250), we obtain

\[ I[\varphi_\pm, \Pi_\pm, \varphi_\pm^\dagger, \Pi_\pm^\dagger] = \int dt d^3x \left[ \frac{1}{2} \varphi^\dagger_\pm \sqrt{\hbar} K \sqrt{\hbar} \varphi_- - i \Pi^\dagger_\pm \frac{1}{\sqrt{\hbar}} K \sqrt{\hbar} \varphi_- \right. \\
+ i \varphi^\dagger_\pm \sqrt{\hbar} K \frac{1}{\sqrt{\hbar}} \Pi_- + \Pi^\dagger_\pm \frac{1}{\sqrt{\hbar}} K \frac{1}{\sqrt{\hbar}} \Pi_- \\
+ \varphi^\dagger_\pm \sqrt{\hbar} K \sqrt{\hbar} \varphi_+ - i \Pi_- \frac{1}{\sqrt{\hbar}} K \sqrt{\hbar} \varphi_+ \\
+ \left. i \varphi^\dagger_\pm \sqrt{\hbar} K \frac{1}{\sqrt{\hbar}} \Pi_+ + \Pi^\dagger_\pm \frac{1}{\sqrt{\hbar}} K \frac{1}{\sqrt{\hbar}} \Pi_+ \right], \quad (257) \]

where \( K = iD_0 - \hbar, \hbar = \beta m - i \alpha D_i \). This is equal to

\[ I[\varphi_\pm, \Pi_\pm, \varphi_\pm^\dagger, \Pi_\pm^\dagger] = \int dt d^3x \left[ \Pi^\dagger_\pm D_0 \varphi_- + \Pi^\dagger_\pm D_0 \varphi_- - (\Pi^\dagger_\pm \Pi_- + \varphi^\dagger_\pm \hbar^2 \varphi_-) \\
+ \Pi_\pm \frac{1}{\sqrt{\hbar}} [D_0, \sqrt{\hbar}] \varphi_- + ... + \varphi^\dagger_\pm \sqrt{\hbar} D_0 \sqrt{\hbar} \varphi_- + \Pi^\dagger_\pm \frac{1}{\sqrt{\hbar}} D_0 \frac{1}{\sqrt{\hbar}} \Pi_- + ... \right], \quad (258) \]

where “...” denotes the analogous terms.

Variation of the action (257) with respect to \( \varphi^\dagger_\pm \) gives

\[ \sqrt{\hbar} K \sqrt{\hbar} \varphi_\mp + i \sqrt{\hbar} K \frac{1}{\sqrt{\hbar}} \Pi_\mp = 0, \quad (259) \]

or explicitly,

\[ i \sqrt{\hbar} [D_0, \sqrt{\hbar}] \varphi_\mp + i \hbar D_0 \varphi_\mp - h^2 \varphi_\mp - \sqrt{\hbar} [D_0, \frac{1}{\sqrt{\hbar}}] \Pi_\mp - D_0 \Pi_\mp - i \hbar \Pi_\mp = 0. \quad (260) \]

Using

\[ [D_0, \sqrt{\hbar}] = [D_0, \frac{1}{\sqrt{\hbar}} \hbar] = \frac{1}{\sqrt{\hbar}} [D_0, \hbar] + [D_0, \frac{1}{\sqrt{\hbar}}] \hbar, \quad (261) \]

equation (260) becomes

\[ D_0 \Pi_\mp + h^2 \varphi_\mp - i [D_0, \hbar] \varphi_\mp - i \sqrt{\hbar} [D_0, \frac{1}{\sqrt{\hbar}}] (h \varphi_\mp + i \Pi_\mp) + i \hbar (\Pi_\mp - D_0 \varphi_\mp) = 0. \quad (262) \]

Here

\[ - i [D_0, \hbar] = \gamma^0 \gamma^i \bar{e} F_{0i}, \quad \bar{e} F_{0i} = [D_0, D_i], \quad (263) \]

and

\[ h^2 = m^2 + \gamma^i \gamma^j D_i D_j = m^2 + \eta^{ij} D_i D_j + \frac{1}{4} [\gamma^i, \gamma^j] \bar{e} F_{ij}, \quad \bar{e} F_{ij} = [D_i, D_j]. \quad (264) \]
Equation (262) contains real and imaginary part and hence two equations for the variables $\varphi_\pm$ and $\Pi_\pm$. However, to disentangle the real and imaginary part is not straightforward, because of the occurrence of the $i$ in $\sqrt{\hbar}$ and $\frac{1}{\sqrt{\hbar}}$. As a first ansatz we can take the relation $\Pi_\pm = D_0 \varphi_\pm$. Then, as the first iteration, we obtain

$$D_0^2 \varphi_\pm + h^2 \varphi_\pm - i[D_0, h] \varphi_\pm - i \sqrt{\hbar} [D_0, \frac{1}{\sqrt{\hbar}}] (h \varphi_\pm + i D_0 \varphi_\pm) = 0. \quad (265)$$

The same equation (262) we obtain if we take the Dirac equation (254) and insert into it the expression (256) for $\chi_\pm$. But if instead of the variables $\varphi_\pm$ and $\Pi_\pm$ we take the new variables $\varphi'_\pm = \varphi/\sqrt{\hbar}$ and $\Pi'_\pm = \Pi_\pm/\sqrt{\hbar}$, so that

$$\chi_\pm = \frac{1}{\sqrt{2}} (h \varphi'_\pm + i \Pi'_\pm) = \sqrt{\frac{h}{2}} \left( \sqrt{\hbar} \varphi'_\pm + \frac{i}{\sqrt{\hbar}} \Pi'_\pm \right), \quad (266)$$

then Eq. (254) gives

$$i[D_0, h] \varphi'_\pm + ihD_0 \varphi'_\pm - D_0 \Pi'_\pm = h^2 \varphi'_\pm + ih \Pi'_\pm \quad (267)$$

Taking into account that $-i[D_0, h] \varphi'_\pm = \gamma^0 \gamma^i \bar{e} F_0 i$ and $h^2 = m^2 + \gamma^i \gamma^j D_i D_j$ are real, we find that the imaginary part of the equation is

$$i \beta m D_0 \varphi'_\pm = i \beta m \Pi'_\pm, \quad (268)$$

from which we have $\Pi'_\pm = D_0 \varphi'_\pm$. Inserting this into Eq. (267), we obtain

$$D_0^2 \varphi'_\pm + \tilde{\hbar}^2 \varphi'_\pm = 0, \quad (269)$$

where

$$\tilde{\hbar}^2 = h^2 - i[D_0, h] = m^2 + \eta^{ij} D_i D_j + \frac{1}{4} [\gamma^i, \gamma^j] \bar{e} F_{ij} + \gamma^0 \gamma^i \bar{e} F_{0i}. \quad (270)$$

A compact form of Eq. (269) is

$$(\gamma^\mu \gamma^\nu D_\mu D_\nu u + m^2) \varphi'_\pm = 0. \quad (271)$$

We have thus found that the Dirac equation for a complex valued pair of the field $\chi_+$ and $\chi_-$ can be rewritten as a second order equation for the pair of the real fields $\varphi'_+, \varphi'_-$, which are related to $\chi_+, \chi_-$ according to Eq. (267). The fields $\varphi'_+$ and $\varphi'_-$ are real with respect to the imaginary unit $i$, but they are complex with respect to the imaginary unit $\bar{i}$. 

---

8 This is so if we consider $\gamma_\mu$, $\bar{i}$, and $i$ as abstract objects, spanning the bases of different spaces. Namely, in geometric algebra, $\gamma_\mu$ are Clifford algebra-valued objects and not matrices. Matrices are their representation on a spinor basis.
We can now use the relation $\Pi'_\pm = D_0 \varphi'_\pm$ which in terms of the old variables reads
\[ \Pi'_\pm = \sqrt{\hbar} D_o \left( \frac{1}{\sqrt{\hbar}} \varphi_\pm \right) = D_0 \varphi_\pm + \sqrt{\hbar} [D_0, \frac{1}{\sqrt{\hbar}}] \varphi_\pm, \] (272)
and insert it into Eq. (262). So we obtain
\[ D_0^2 \varphi_\pm + \tilde{\hbar}^2 \varphi_\pm + \mathcal{O} = 0, \] (273)
where $\mathcal{O}$ denotes the terms containing $[D_0, \sqrt{\hbar}]$ and $[D_0, \frac{1}{\sqrt{\hbar}}]$.

In terms of the new variables,
\[ \chi'_\pm = \frac{1}{\sqrt{2}} \left( h_\beta \varphi'_\pm + iD_0 \varphi'_\pm \right), \] (274)
the equation (269) assumes the following first order form:
\[ iD_0 \chi'_\pm = \tilde{h} \chi'_\pm + \left( i[D_0, \tilde{h}_\beta] - \tilde{h}_\beta [\tilde{h}, \beta] \right) \frac{1}{\sqrt{2}} \left( \chi' \frac{1}{\tilde{h}} + \frac{1}{\tilde{h}} \chi' \right). \] (275)
In free case $[D_0, \tilde{h}] = 0$, and the latter equation reads
\[ iD_0 \chi'_\pm = \beta \sqrt{m^2 - \partial^i \partial_i} \chi'_\pm. \] (276)
This is the Foldy-Wouthuysen transform of the free Dirac equation in which positive energy components of the wave function are decoupled from those with negative energies, discussed in Sec. 3.

6 Prospects and further clarifications

6.1 Extending to $U(1) \times SU(2)$

In order to include the weak interaction, we have to extend the model. One possibility is to double the wave functions $(\chi_+, \chi_-)$ and the corresponding creation operators $(b^\dagger_+, b^\dagger_-)$, and consider the objects
\[ \chi = \begin{pmatrix} \chi_{+1} \\ \chi_{+2} \\ \chi_{-2} \\ \chi_{-1} \end{pmatrix} \quad \text{and} \quad b^\dagger = \begin{pmatrix} b^\dagger_{+1} \\ b^\dagger_{+2} \\ b^\dagger_{-2} \\ b^\dagger_{-1} \end{pmatrix}. \] (277)
Here $\chi_{+1} = \frac{1}{\sqrt{2}} (\psi_{11} - \bar{\psi}_{12})$, $b^\dagger_{+1} = \frac{1}{\sqrt{2}} (b^\dagger_{11} + \bar{b}^\dagger_{12})$, and the analogous for $\chi_{+2}$, $\chi_{-1}$, $\chi_{-2}$, $b^\dagger_{+2}$, $b^\dagger_{-1}$, $b^\dagger_{-2}$. Each of those components form a representation of the $U(1)$ whose elements are of the form $e^{i\alpha \hat{y}/2}$. The doublets $b_+ = \begin{pmatrix} b_{+1} \\ b_{+2} \end{pmatrix}$ and $b_- = \begin{pmatrix} b_{-2} \\ b_{-1} \end{pmatrix}$ form two distinct representations of $SU(2)$.

There can be the hypercharge, weak isospin and charge quantum numbers as shown in Table 1.
Table 1: Assignment of quantum numbers to four types of leptons

| b^1_{+1} | $\frac{\gamma}{2}$ | $\frac{I_3}{1}$ | Q |
|-----------|-------------------|-----------------|---|
| $e^+$     | $\frac{1}{2}$    | $\frac{1}{2}$   | 1 |
| $\nu_e$   | $\frac{1}{2}$    | $-\frac{1}{2}$  | 0 |
| $\nu_e$   | $-\frac{1}{2}$   | $\frac{1}{2}$   | 0 |
| $e^-$     | $\frac{1}{2}$    | $-\frac{1}{2}$  | -1 |

Besides those particle states there are the corresponding antiparticle states $\bar{e}^-$, $\bar{\nu}_e$, $\bar{\nu}_e$, $e^+$. They are the holes in the Dirac sea of negative energy states, created by $d_+ = (d_{+1}, d_{+2})$ and $d_- = (d_{-1}, d_{-2})$.

One of possible scenarios is that both doublets, ($\nu_e, e^-$) and ($e^+, \nu_e$), are coupled to the same gauge field of the local $U(1) \times SU(2)$ and thus feel the same electroweak force. In another possible scenario, the doublets ($\nu_e, e^-$) and ($e^+, \nu_e$) are coupled to different gauge fields associated with two different copies of $U(1) \times SU(2)$. The particles $e^+$, $\nu_e$ are then invisible to the particles $e^-$ and $\nu_e$.

The same also holds for the quarks. They also occur in this model in two kinds of $SU(2)$ doublets. Besides $(u, d)$, which is analogous to $(\nu_e, e^-)$, we also have another doublet, $(u', d')$, which is analogous to $(e^+, \nu_e)$. According to the first scenario, those two kinds of quark doublets are coupled to the same gauge field, while according to the second scenario they are coupled to two different kinds of the $U(1) \times SU(2)$ gauge fields and therefore invisible to each other. Then, the matter composed of $u'$, $d'$, $e^+$, $\nu_e$ does not interact via an $U(1) \times SU(2)$ gauge fields with the matter composed of $u$, $d$, $e^-$, $\nu_e$ (i.e., the matter we are composed of). For us it is thus “dark matter”. Such a model thus incorporates the notorious dark matter, detected via gravitational effects in astronomical observations.

To justify the doubling of the wave function $\chi_+ = \frac{1}{2}(\psi_1 + i\psi_2)$, let us observe that the imaginary unit $i$ (which is different from the usual $i$ can be considered as one of the three quaternionic imaginary units $i, j, k$). The wave function $\chi_+$ is then just a special case of a generic quaternion

$$\Phi = \tilde{\phi}^0 1 + \tilde{\phi}^1 i + \tilde{\phi}^2 j + \tilde{\phi}^3 k, \quad ijk = -1, \quad ij = k, \quad (278)$$

which can be written as

$$\Phi = (\tilde{\phi}^0 1 + \tilde{\phi}^1 i)1 + (\tilde{\phi}^2 1 + \tilde{\phi}^3 i)k. \quad (279)$$

Identifying

$$i \equiv \tilde{i}, \quad \tilde{\phi}^0 = \frac{1}{\sqrt{2}} \psi_{11}, \quad \tilde{\phi}^1 = \frac{1}{\sqrt{2}} \psi_{12}, \quad \tilde{\phi}^2 = \frac{1}{\sqrt{2}} \psi_{21}, \quad \tilde{\phi}^3 = \frac{1}{\sqrt{2}} \psi_{22}, \quad (280)$$

we can write Eq. (279) as

$$\Phi = \chi_+ 1 + \chi_+ 2k. \quad (281)$$
A generic $\Phi$ can be considered as an element of $\text{Cl}(2) \otimes \mathbb{C}$, i.e., of a complexified Clifford algebra in 2-dimensions. Namely, using
\[ i = ie_1, \quad j = ie_2, \quad k = ij = -e_1e_2, \]
and redefining the coefficients in Eq. (278) according to
\[ \phi^0 = \tilde{\phi}^0, \quad \phi^1 = i\tilde{\phi}^1, \quad \phi^2 = i\tilde{\phi}^2, \quad \phi^{12} = -\tilde{\phi}^3, \]
we obtain
\[ \Phi = \tilde{\phi}^0 1 + \phi^1 e_1 + \phi^2 e_2 + \phi^{12} e_1 e_2, \]
where $e_1, e_2$ are generators of $\text{Cl}(2)$.

In terms of the spinor basis,
\[ u_1 = \frac{1}{2}(1 + e_1), \quad u_2 = \frac{1}{2}(e_2 - e_1 e_2), \quad u_3 = \frac{1}{2}(1 - e_1), \quad u_4 = \frac{1}{2}(e_2 + e_1 e_2), \]
the Clifford algebra valued wave function $\Phi$ assumes the following form:
\[
\Phi = \frac{1}{\sqrt{2}} \left[ (\psi_{11} + i\psi_{12})u_1 + (\psi_{21} - i\psi_{22})u_2 + (\psi_{21} + i\psi_{22})u_3 + (\psi_{11} - i\psi_{12})u_4 \right]
\begin{align*}
= \tilde{\psi}^1 u_1 + \tilde{\psi}^2 u_2 + \tilde{\psi}^3 u_3 + \tilde{\psi}^4 u_4,
\end{align*}
\]
where we have used the relations (280) and (283). Here $(u_1, u_2)$ ad $(u_3, u_4)$ span two independent left ideals of $\text{Cl}(2)$, i.e., two independent spinors.

The following matrix representation of the $\text{Cl}(2)$ basis exists:
\[
1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad e_1 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad e_2 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad e_1 e_2 = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix},
\]
from which we have the relation
\[ e_1 = \sigma_3, \quad e_2 = \sigma_1, \quad e_1 e_2 = i\sigma_2. \]

where $\sigma_1, \sigma_2, \sigma_3$ are the Pauli matrices.

The matrix representation of the basis spinors is then
\[
\begin{align*}
u_1 &= \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, & u_2 &= \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, & u_3 &= \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, & u_4 &= \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}. \end{align*}
\]

The basis spinors, $u_1, u_2$ of the first left ideal are the eigenstates of $e_1$, and so are the basis spinors $u_3, u_4$ of the second left ideal:
\[
\begin{align*}
e_1 u_1 &= u_1, & e_1 u_2 &= -u_2, \\
e_1 u_3 &= -u_3, & e_1 u_4 &= u_4.
\end{align*}
\]
The pairs \((u_1, u_2)\) and \((u_3, u_4)\) form two distinct representations of \(SU(2)\). An element \(e^{i\sigma_a\alpha_a/2} \in SU(2), a = 1, 2, 3\), can act on the object \(\psi\) from the left. Then it separately reshuffles the components of \(u_1\) and \(u_2\) on the one hand and the components of \(u_3\) and \(u_4\) on the other hand. So we have, e.g.,

\[
e^{i\sigma_a\alpha_a/2} u_1 = \left( \cos \frac{\alpha}{2} + e_1 e_2 \sin \frac{\alpha}{2} \right) \frac{1 + e_1}{2} = u_1 \cos \frac{\alpha}{2} + u_2 \sin \frac{\alpha}{2}, \tag{292}
\]

\[
e^{i\sigma_a\alpha_a/2} u_3 = \left( \cos \frac{\alpha}{2} + e_1 e_2 \sin \frac{\alpha}{2} \right) \frac{e_2 + e_1 e_2}{2} = u_3 \cos \frac{\alpha}{2} - u_4 \sin \frac{\alpha}{2}, \tag{293}
\]

where we have used Eqs. (288) and (285). If acting from the right, then the transformation \(e^{i\sigma_a\alpha_a/2}\) reshuffles the components of \(u_1, u_3\) within the first right ideal and the components \(u_2, u_4\) within the second right ideal.

Each of the wave functions in Eq. (286) is a 4-component spinor, hence \(\Phi \equiv \Phi^{\alpha(x)}, \alpha = 1, 2, 3, 4\). By also taking into account the correspondingly 4-spinor basis, given in terms of the creation operators \(a^\dagger \equiv a^\dagger_\alpha(x)\) or \(b^\dagger \equiv b^\dagger_\alpha(p)\), we have the following state:

\[
\Phi a^\dagger |0\rangle \equiv \Phi^{\alpha(x)} a_{\alpha(x)} |0\rangle = \Phi^{\alpha(p)} b_{\alpha(p)} |0\rangle. \tag{294}
\]

The basis vectors are then \(a^\dagger u_1, a^\dagger u_2, a^\dagger u_3, a^\dagger u_4\).

Taking into account \(e_1 = -i\dot{t}\) (see Eqs. (280), (282)) and defining \(a_1 = \frac{1}{\sqrt{2}}a^\dagger, a_2 = -\frac{i}{\sqrt{2}}a^\dagger\), we have

\[
a^\dagger u_1 = \frac{1}{\sqrt{2}}(a^\dagger_1 + ia^\dagger_2) = a^\dagger_+ \equiv a^\dagger_{+1}, \quad a^\dagger u_4 = \frac{1}{\sqrt{2}}(a^\dagger_1 - ia^\dagger_2) = a^\dagger_- \equiv a^\dagger_{-1} \tag{295}
\]

\[
a^\dagger u_2 = e_2 \frac{1}{\sqrt{2}}(a^\dagger_1 + ia^\dagger_2) = e_2 a^\dagger_+ \equiv a^\dagger_{+2}, \quad a^\dagger u_3 = e_2 \frac{1}{\sqrt{2}}(a^\dagger_1 - ia^\dagger_2) = e_2 a^\dagger_- \equiv a^\dagger_{-2} \tag{296}
\]

Replacing in Eqs (295), (296) \(a\) with \(b\), we obtain the basis vectors in momentum representation, considered in Eq. (277) and in Table 1. The weak isospin \(I_3\) is equal to the eigenvalues of the operator \(e_1/2 = \sigma_3/2\), acting on the states created by \(b^\dagger_{+1}, b^\dagger_{+2}, b^\dagger_{-2}, b^\dagger_{-1}\). The pair \((b^\dagger_{+2}, b^\dagger_{-2})\) is associated with the weak isospin doublet \((\nu_e, e^-)\), whilst the pair \((b^\dagger_{+1}, b^\dagger_{+2})\) is associated with the doublet of the new particles \((e^+, \nu_e)\), predicted by this model.

The electric charge of each of those particles is given by the usual formula \(Q = \frac{2}{3} + I_3\). The hypercharge operator is equal to the generator \(\hat{Q}_5 = -i\partial/\partial x^5\) of the translations along the fifth dimension, as explained in Sec. 3.3. The occurrence of electric charge due to the 5th dimension was considered in Sec. 3.3 as an alternative to the occurrence of electric charge as being due to the doubling of the Dirac field à la Eq. (102). In this section, we have shown that if we also consider weak interaction which requires additional doubling of the fields, the electric charge is a result of both contributions. This is in agreement with the results of Refs. [45, 46], where it was found that within the framework of a higher dimensional theory à la Kaluza-Klein, a gauge charge is the sum of the orbital angular momentum in the extra,
so-called internal, space, and the spin momentum in that extra space. Therefore, also the weak interaction charge is predicted to contain two such contributions, and so besides the term \( gI_a \), \( a = 1, 2, 3 \), coupled to the gauge field \( W^a_{\mu} \), there must also be a term of the form \( k^M_a \partial_M \), where \( k^M_a \) are Killing vector fields and \( \partial_M \equiv \partial/\partial x^M \) is the partial derivative with respect to the coordinates \( X^M \) of the internal space. From this point of view, the usual electroweak theory and chromodynamics should be completed to take into account such extra term as well.

### 6.2 The stability in the presence of negative energies

The Dirac wave function contains negative energy components. This is considered as problematic, and it is usually stated that the problem of negative energies is resolved within the framework of quantum field theory. But, in view of the findings in Refs. [33–36,38–41], the presence of negative energy states does not pose any problems in physically realistic situations. This also is true for the wave function, satisfying the Dirac equation. Namely, in a realistic situation in which the potential \( A_{\mu} \) is bounded from below and from above, the solutions of the Dirac equation cannot evolve toward infinity. Its real and imaginary components remain finite. Besides that, from the very construction of the theory, we have the conserved current \( j^\mu = \bar{\psi} \gamma^\mu \psi \). Therefore, \( \int d^3x \bar{\psi}^\dagger \psi \) remains constant and finite in time, and so does \( \int d^3x \bar{\psi} \gamma^\mu \gamma^\nu F_{\mu\nu} \psi \) and thus \( \int d^3x \bar{\psi} \gamma^\mu \gamma^\nu \psi \)

\[
\frac{d}{dt} \langle \hat{\pi}_\mu \rangle = \int d^3x \left( \psi^\dagger (-iD_\mu) \psi + \psi^\dagger D_\mu \psi + \psi^\dagger \frac{\partial \hat{\pi}_\mu}{\partial t} \psi \right) \\
= -i \int d^3x \psi^\dagger \left( [-iD_\mu, -i e A_0 + \beta m - i \alpha^I D_I] + \frac{\partial \hat{\pi}_\mu}{\partial t} \right) \psi \\
= \int d^3x \psi^\dagger \gamma^0 (-i\bar{i}) e F_{\mu\nu} \gamma^\nu \psi, \quad -i\bar{i} = e_1 = \sigma_3.
\] (297)

This is the expectation value of the operator equation

\[
\frac{d\hat{\pi}_\mu}{dt} = \frac{\partial \hat{\pi}_\mu}{\partial t} + i[H, \hat{\pi}_\mu] = -i\bar{i} e F_{\mu\nu} \gamma^\nu ,
\] (298)

the operator equivalent of the Lorentz force equation. In the literature the equation (298) is considered to have a limited validity, because of the presence of negative energies which are believed to lead to paradoxes.

However, in view of the finding that negative energies are not problematic at all, the equations (297) and (298) are physically viable as well. Namely, because \( \int d^3x \bar{\psi} \gamma^\mu \psi \) remains finite during the evolution of the system, also \( \int d^3x \bar{\psi} F_{\mu\nu} \gamma^\mu \psi \) and thus \( d\langle \hat{\pi}_\mu \rangle/dt \) remain finite in the presence of a properly bounded \( F_{\mu\nu} \). A system described by the Dirac
equation does not have instabilities due to the presence of negative energies, provided that
$A_\mu$, and consequently $F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu$, is bounded from below and from above.

A free electron cannot emit a photon, because this would violate 4-momentum conservation. This is true regardless of whether the electron has positive or negative energy. The electron in interaction (e.g., in an atom or in whatever potential) can radiate a photon. The electron, whose energy is positive, can jump from a higher to a lower energy level in a potential bounded from below. The electron, whose energy is negative, is not bound in such potential bounded from below. It rolls upwards in such potential, and if the potential is bounded also from above, then it escapes from such regions and thereafter moves as a free electron with a constant velocity. The fact that negative kinetic energies are available for the electron does not imply its rolling down to lower and lower energies. A free electron cannot roll at all, and how the electron behaves in the presence of potential depends on the shape of the potential \[28,38,40,53–55\]. It remains to analyze the situation within the framework of quantum field theory. In view of Ref. \[37, 40\], where the notorious vacuum instability, presumably causing an instantaneous vacuum decay, was reconsidered afresh and found that no such problems occur, it is reasonable to expect that a QFT description of electrons interacting with photons makes sense even if one allows for negative energy states.

6.3 The wave packet localization and Lorentz covariance

A wave function $\psi(t, x) = \frac{1}{\sqrt{2}} \left( \sqrt{\omega(x)} \varphi(t, x) + \frac{i}{\sqrt{\omega(x)}} \dot{\varphi}(t, x) \right)$ is defined with respect to a particular spacetime split $(1 + 3)$ and determines the probability density of observing at time $t$ the particle at position $x$. This means that $\psi(t, x)$ is defined with respect to an inertial (Lorentz) system $S$ in which an observer measures the 3D position of the particle described by $\psi(t, x)$. A state is given by a vector

$$|\Psi\rangle = \psi(x)a^\dagger(x)|0\rangle \equiv \int d^3x \psi(t, x)a^\dagger(x)|0\rangle,$$

(299)

where $a^\dagger(x)$ creates a particle at $x$.

The 3D position is thus determined on a given 3-surface $\Sigma$ which in the above particular case is just $t = 0$. But in general, it can be any surface. To embrace such general case, let us write the state in the following covariant form \[26\]:

$$|\Psi\rangle = \int d\Sigma \psi(s_\Sigma, \bar{x}_\Sigma)a^\dagger(\bar{x}_\Sigma)|0\rangle,$$

(300)

where $s_\Sigma$ is the proper time along a worldline orthogonal to a 3-surface $\Sigma$, and $\bar{x}_\Sigma \equiv \bar{x}_\Sigma^\mu = (\delta^\mu_\nu - n^\mu_\xi n_{\Sigma\nu})x^\nu$ are the projections of the spacetime coordinates onto $\Sigma$, i.e., $\bar{x}_\Sigma \equiv \bar{x}_\Sigma^\mu$ are coordinates within $\Sigma$. 
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A state $|\Psi\rangle$ is invariant under Lorentz transformations. In another inertial system $S'$, the same state $|\Psi\rangle$ is given by the expression

$$
|\Psi\rangle = \int d\Sigma \psi'(s'_\Sigma, \vec{x}'_\Sigma) a^\dagger(\vec{x}'_\Sigma)|0\rangle,
$$

(301)

where the integration is over the same 3-surface $\Sigma$. The state $|\Psi\rangle$ in Eq. (301) is the same as in Eq. (300), only the components $\psi'(s'_\Sigma, \vec{x}'_\Sigma)$ and the basis vectors $a^\dagger(\vec{x}'_\Sigma)$ are different functions of the new coordinates. Namely, under a Lorentz transformation $\vec{x}' = L\vec{x}$, we have $s' = s$, $a^\dagger(\vec{x}_\Sigma) = a^\dagger(L^{-1}\vec{x}'_\Sigma) = a^\dagger(\vec{x}'_\Sigma)$ and $\psi(s_\Sigma, \vec{x}_\Sigma) = \psi(s_\Sigma, L^{-1}\vec{x}_\Sigma) = \psi'(s'_\Sigma, \vec{x}'_\Sigma)$. In both cases, (300) and (301), the operators $a^\dagger(\vec{x}_\Sigma)$ and $a^\dagger(\vec{x}'_\Sigma)$ create particles on the same 3-surface $\Sigma$, only the reference frame (the inertial system and the associated coordinate systems) are different.

In the above discussion, we considered a passive Lorentz transformation, i.e., how a state $|\Psi\rangle$ is expressed in different inertial (Lorentz) systems $S$ and $S'$\textsuperscript{10}. We can also consider an active Lorentz transformation between the different states $|\Psi\rangle$ and $|\Psi'\rangle$, as observed in a given (fixed) inertial system\textsuperscript{11}. One such state is given in Eq. (300) and the other one is

$$
|\Psi'\rangle = \int d\Sigma \psi'(s_\Sigma, \vec{x}_\Sigma) a^\dagger(\vec{x}_\Sigma)|0\rangle,
$$

(302)

where $\vec{x}_\Sigma$ are the coordinates of the same surface $\Sigma$, while the wave function is different.

For a better understanding of the concept of a state expressed in terms of a wave function and position states on a given 3-surface, let us further examine the situation of a double-slit experiment on the train and in the station (see footnotes 10 and 11).

The double-slit experiment can be performed: (i) with the equipment on the train, or (ii) with the equipment in the station. The state of the electron in the case (i), $|\Psi_T\rangle$, is different from the state of the electron in the case (ii), $|\Psi_S\rangle$.

For the case (i), we have

$$
|\Psi_T\rangle = \int d\Sigma_T \psi_T(s_T, \vec{x}_T)a^\dagger(\vec{x}_T)|0\rangle = \int d\Sigma_S \psi''_T(s_S, \vec{x}_S)a^\dagger(\vec{x}_S)|0\rangle,
$$

(303)

\textsuperscript{9}A covariant expression for the wave function is (see Ref.\textsuperscript{26})

$$
\psi(s, \vec{x}) = \frac{1}{\sqrt{2\pi}} \left( \sqrt{\omega_x} \varphi(s, \vec{x}) + \frac{i}{\sqrt{2\pi}} \frac{d\varphi(s, \vec{x})}{ds} \right),
$$

where

$$
\omega_x = \sqrt{m^2 + \eta^{\mu\nu}\partial_\mu\partial_\nu},
$$

and similarly for $a^\dagger(s, \vec{x})$ and $a(s, \vec{x})$. Because

$$
\omega_x = \sqrt{m^2 + \eta^{\mu\nu}\partial_\mu\partial_\nu} = \sqrt{m^2 + \eta^{\mu\nu}\partial'_\mu\partial'_\nu},
$$

and because $\varphi(s, \vec{x}) = \varphi'(s', \vec{x}')$, $d\varphi(s, \vec{x})/ds = d\varphi'(s', \vec{x}')/ds'$, we have $\psi(s, \vec{x}) = \psi'(s', \vec{x}')$ and $a(s, \vec{x}) = a'(s', \vec{x}')$.

\textsuperscript{10}An observer in the station can write the wave function for an electron in the double-slit experiment performed in the train. It differs from the wave function of the same electron as written (determined) by the observer in the train. Both wave functions represent the same state.

\textsuperscript{11}An observer in the station examines two equivalent double slit experiments: one in the station, and another one in the train. He or she finds that the wave function of the electron in one experiment differs from the wave function of the electron in the other experiment. Those two wave functions represent two different states."
where \( \psi_T(s_T, \bar{x}_T) \) is the electron wave function of the experiment on the train, expressed in terms of position \( \bar{x}_T \equiv \bar{x}_T^\mu \) on the train. Here \( a^\dagger(\bar{x}_T) \) are the operators that create particles at positions \( \bar{x}_T^\mu \) which are all simultaneous on the train (i.e., \( \bar{x}_T^\mu \) denote points on the train’s simultaneity surface \( \Sigma \)). Thus, the state \( |\Psi\rangle = \int d\Sigma_T \psi_T(s_T, \bar{x}_T^\mu) a^\dagger(\bar{x}_T^\mu)|0\rangle = \int d\Sigma_T \psi_T(s_T, \bar{x}_T^\mu) a^\dagger(\bar{x}_T^\mu)|0\rangle \) (304).

In distinction to Eq. (303), the expansion coefficients \( \psi_T''(s_T, \bar{x}_T^\mu) \) (i.e., the wave function) in the \( a^\dagger(\bar{x}_T^\mu)|0\rangle \) basis are different from the expansion coefficients \( \psi_T(s_T, \bar{x}_T^\mu) \) in the same basis \( a^\dagger(\bar{x}_T^\mu)|0\rangle \).

Thus \( \psi_T(s_T, \bar{x}_T) \) and \( \psi_T''(s_T, \bar{x}_T^\mu) \) represent, respectively, two different states \( |\Psi\rangle \) and \( |\Psi\rangle \), expanded in the train position states \( |\bar{x}_T\rangle \equiv a^\dagger(\bar{x}_T)|0\rangle \).

Similarly, \( \psi_T''(s_T, \bar{x}_S) \) and \( \psi_T(s_T, \bar{x}_S) \) represent, respectively, the states \( |\Psi\rangle \) and \( |\Psi\rangle \), expanded in terms of the station position states \( |\bar{x}_S\rangle \equiv a^\dagger(\bar{x}_S)|0\rangle \).

The position on the train can be expressed in terms of any coordinates (see Eqs. (300) and (301)). It can be expressed in terms of the coordinates \( \bar{x}_T^\mu \) of the inertial system \( S \), or it can be expressed in terms of the coordinates \( \bar{x}_T'\mu \) of some other inertial system \( S' \). The same holds for the coordinates \( \bar{x}_S^\mu \) of the position in the station.

To sum up, a given state \( |\Psi\rangle \) can be expressed in terms of position states of any 3-surface, e.g., \( \Sigma_T \) or \( \Sigma_S \) (see Eqs. (303) and (304)) or any other 3-surface. The same state \( |\Psi\rangle \) can be described in terms of coordinates of any inertial system, e.g., \( S \) or \( S' \) (see Eqs. (300) and (301)). One thing is how a state \( |\Psi\rangle \) is expanded, and the other thing is the inertial system from which \( |\Psi\rangle \) is observed.

The position of the electron in the double-slit experiment on the train is measured, e.g., with a fluorescent screen. That screen, which is at rest with respect to the train can be observed from the station. Hence, the position states \( a^\dagger(\bar{x}_T)|0\rangle \equiv |\bar{x}_T\rangle \), in particular the position states on the screen on the train, can as well be described from the point of view of the station (reference frame \( S' \)). So we have \( |\bar{x}_T\rangle = \int d\Sigma_T \psi_T(\bar{x}_T^\mu)|0\rangle = \int d\Sigma_T \psi_T(\bar{x}_T^\mu)|0\rangle = |\bar{x}_T^\mu\rangle \). The corresponding expansion coefficients (wave function) are \( \psi_T(\bar{x}_T^\mu) \) and \( \psi_T(\bar{x}_T^\mu) \), respectively. They describe the same state \( |\Psi\rangle \), expressed in terms of the train position states (i.e., measured with the screen on the train). Analogous holds for the position of the electron in the double-slit experiment in the station.

Wave packets move at speeds slower or equal to the speed of light. This means that the expectation value of position lies on a worldline within the light cone. Because the wave packets are spread, they have tails that traverse the light cone. This fact has been
usually interpreted as a violation of causality [11,23,56–60] and thus a strong argument against the relativistic wave function as being a physically viable concept. A different view is maintained in Refs. [16,21,22,25,28,61–63] in which relativistic wave function does not violate causality in the sense of being able to transmit information faster than light.

7 Conclusion

In view of the findings [28,33–41] according to which the presence of negative energies does not necessarily leads to instabilities, we have revisited relativistic quantum mechanics and quantum field theory. So the Dirac wave function can be interpreted as the probability amplitude without the usual restrictions, though it contains negative energies. Creation and annihilation operators, namely, bosonic and fermionic quantum fields, are the phase space basis vectors in the Witt basis. They generate infinite-dimensional symplectic and orthogonal Clifford algebras, respectively. One of its elements is the bare vacuum and another one is the Dirac vacuum. The electric charge arises on the one hand from doubling the Dirac fields, which involves an additional imaginary unit $\bar{i}$, and on the other, hand it arises from the fifth dimension. By considering the $\bar{i}$ as one of the three quaternionic imaginary units, the Dirac field was extended to have values in the quaternionic algebra which can be rewritten as the complexified Clifford algebra $Cl(2) \otimes \mathbb{C}$. It contains the weak isospin doublet $(\nu_e, e^-)$ and also an additional doublet $(\nu_e, e^+)$ that forms the representation of another copy of $SU(2)$. So the theory predicts new leptons that together with the corresponding new quarks $(u', d')$ are expected to be invisible to ordinary particles, and thus form dark matter.
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