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Abstract: We construct a black hole geometry dual to a (2+1)-dimensional defect in an ambient (3+1)-dimensional gauge theory at non-zero temperature and quark density. The geometry is a solution to the equations of motion of type IIB supergravity with brane sources, a low energy limit of an intersection of stacks of color D3-branes and flavor D5-branes. We consider the case in which the number of D5-branes is large and they can be homogeneously distributed along the directions orthogonal to the defect, creating in this way a multilayer structure. The quark density is generated by exciting a gauge field in the worldvolume of the dynamic brane sources. We study the thermodynamics of the anisotropic black hole and compute the energy density of the dual theory, as well as the pressures and speeds of sound along the directions parallel and orthogonal to the defect. We also calculate transport coefficients in the shear channel, quark-antiquark potentials, and the entanglement entropies for slab subregions. These analyses give us a good overview on how the degrees of freedom are spread, entangled, and behave in this unquenched system in the deconfining phase at strong coupling.
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1 Introduction

The holographic AdS/CFT correspondence [1] is one of the most powerful tools to study strongly coupled systems in a large variety of situations in high-energy and condensed matter physics [2–4]. One interesting and physically relevant situation arises in anisotropic states in which one or more of the spatial directions are distinguished from the rest while remaining homogeneous. In the condensed matter realm, nematic phases appear in a variety of systems with strongly correlated electrons (see [5] for a review on the topic). If an anisotropic phase was developed in QCD at large baryon density this could lead to more compact neutron stars, leading to interesting connections with black hole thermodynamics [6, 7]. In such condensed matter and QCD phases there are two basic ingredients: a finite density and
a source of anisotropy. Our goal is to present a top-down holographic dual that realizes both and could be applied to model systems with similar characteristics. We will also study thermodynamics and other properties of the anisotropic phases.

Many gravity backgrounds dual to anisotropic field theories have been studied in the literature. These include initial anisotropic states of the quark-gluon plasma formed in heavy ion collisions [8, 9], states with axionic/dilatonic sources [10–25], electromagnetic fields [26–43], p-wave superfluids [44–49], and multilayered systems [50–55].

In this paper we will construct a new anisotropic top-down supergravity background based on a low energy limit of D-brane intersections. These types of models contain several stacks of branes, and anisotropy is naturally induced due to different orientations of the intersecting stacks. Actually, we will be dealing with two classes of branes. The first class consists of color D3-branes placed at the tip of a cone over a five-dimensional Sasaki-Einstein space. These branes contain the color degrees of freedom of the gauge theory, i.e., fields that transform in the adjoint representation of the gauge group, and are dual to supergravity fluxes.

The second class are flavor branes [56], which are dual to degrees of freedom transforming in the fundamental representation of the gauge group. These branes are governed by the Dirac-Born-Infeld (DBI) plus Wess-Zumino (WZ) actions, which act as sources for the supergravity fields. When the number $N_c$ of color branes is much greater than the number $N_f$ of flavor branes, it is justified to work in the so-called probe approximation, in which one neglects the contribution on the supergravity background that would otherwise be induced by the flavor branes. However, when $N_f \sim N_c$ the probe approximation breaks down and one has to take into account the backreaction of the flavor branes on the geometry.

In this paper we consider the case of the intersection of color D3-branes and flavor D5-branes. In this setup the flavor branes share two spatial directions with the color branes, giving rise to an anisotropy between the two common spatial directions and the third one. The field theory dual to this configuration is well-known and consists of a theory with hypermultiplets living in a $(2 + 1)$-dimensional defect, coupled to the ambient four-dimensional super Yang-Mills theory [57–59]. We construct the (backreacted) geometry for this D3-D5-brane intersection by using the smearing technique, in which the stack of flavor branes is considered as a continuous distribution. This technique has been used in a large variety of setups (see [60] for a review and references). The smearing of the branes makes the equations of motion easier to solve since Einstein equations are ODEs instead of PDEs that appear when the flavor branes are localized. This approach is accurate in the Veneziano limit, where $N_f, N_c \to \infty$ while the ratio $N_f/N_c$ is kept fixed. The D5-branes are smeared both in the cartesian direction orthogonal to the defect and on the internal directions and, therefore, this configuration is dual to a system of multiple $(2 + 1)$-dimensional layers in a $(3 + 1)$-dimensional ambient gauge theory. The supersymmetric ten-dimensional supergravity equations corresponding to this multilayer setup was first introduced in [50] and further studied in [51–55]. However, in this paper we present a different branch of solutions, those that can be continuously connected with flavorless backgrounds.\footnote{In [51–55] the limit $N_f \to 0$ is singular, a blight which however does not blemish the applicability of finite flavor solutions.}
The background we find in this paper solves the equations of motion of ten-dimensional type IIB supergravity with (smeared) D5-brane sources. The corresponding metric has a horizon, which means that our solution is a black hole that is dual to a field theory at non-zero temperature. Moreover, since our sources are dynamical objects, rather than fluxes, they have a worldvolume action which can contain a gauge field. This feature can be used to construct gravity duals of gauge theories at non-zero baryon density.\(^2\) Indeed, as was shown in [61, 62] for the D3-D7 system in the probe approximation, in order to introduce a non-vanishing baryon density, one should switch on a radially dependent time component of a gauge potential on the worldvolume of the flavor brane. To obtain the backreacted geometry we have to determine how the ten-dimensional metric and fluxes of type IIB supergravity are modified by the presence of this gauge field in the DBI plus WZ action.

The rest of this paper is organized as follows. In section 2 we present our ansatz for the different fields of type IIB supergravity. The equations of motion are derived in detail in appendix A. These equations are complicated and we have not been able to integrate them analytically. Instead, we followed the same procedure as in refs. [63, 64] and found a perturbative solution at first order in certain expansion parameters. In section 3 we present our solution in the case in which the chemical potential vanishes. Details of the calculations leading to this results are given in appendix B. The solution found is first-order in an expansion in a temperature dependent parameter, proportional to \(\lambda^2 n_f / (N_c T)\), where \(\lambda\) is the 't Hooft coupling, \(n_f\) is the density of flavors per unit length in the direction orthogonal to the defects, and \(T\) is the temperature.

In section 4 we continue to the case of nontrivial gauge potential and thereby present the solution with nonzero chemical potential at finite temperature. The calculations are detailed in appendix C. In this case the solution is (doubly) perturbative. The expansion parameters are the ones we introduced above for zero chemical potential plus another one proportional to \(\lambda^2 n_b^2 / (N_c n_f T^5)\), where \(n_b\) is the baryon density per unit volume.

In section 5 we analyze the thermodynamic properties of the background. We first compute the temperature and entropy and then we obtain the internal energy density by calculating the ADM energy of the background. In order to completely characterize the anisotropic thermodynamics of our model we employ the formalism of [65], which requires introducing a brane potential that measures the energy cost of adding flavor branes in the system. This analysis allows us to compute the pressures and the speeds of sound along the different field theory directions. Moreover, we check these results by computing directly the vacuum expectation value of the stress-energy tensor and the Euclidean on-shell action.

Section 6 is devoted to the calculation of several observables. First of all we calculate the hydrodynamic coefficients in the shear channel at zero quark density. The calculation requires dealing with the dimensionally reduced theory. The dimensionally reduced action was derived in [51] and is reviewed in appendix D, where the detailed calculation of the hydrodynamic transport coefficients is performed. In section 6 we compute the quark-antiquark potentials in directions parallel and orthogonal to the D5-brane layers. Similarly, we calculate the entanglement entropy of parallel and orthogonal slabs.

\(^2\)We identify the baryon symmetry with the \(U(1)\) that acts equally at each defect D5-brane on the fields localized there. Due to the smearing, this effectively becomes a global \(U(1)\) symmetry in 3+1 dimensions.
Finally, in section 7 we summarize our results and discuss possible extensions and further applications of our work.

2 Brane setup and the ansatz

In this section we will briefly describe our general ten-dimensional background geometry. The specific characteristics of our ansatz are presented in the subsequent sections, while the details of the calculations are relegated to the appendices.

Our top-down model is based on the following array representing the intersection of \( N_c \) D3-branes and \( N_f \) D5-branes:

\[
\begin{array}{cccccccccc}
0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
(N_c) \text{ D3} &: & \times & \times & \times & \times & \cdots & \cdots & \\
(N_f) \text{ D5} &: & \times & \times & \times & \times & \times & \times & \cdots
\end{array}
\]

The branes are extended in directions marked by \( \times \) and localized otherwise. In (2.1) the D3-branes are color branes which, in the absence of the D5-branes, generate the \( \text{AdS}_5 \times \mathcal{M}_5 \) geometry dual to a supersymmetric Yang-Mills theory in four dimensions. In the following we will assume that \( \mathcal{M}_5 \) is a compact Sasaki-Einstein manifold and, therefore, the D3-branes are placed at the tip of a six-dimensional cone over \( \mathcal{M}_5 \).

The D5-branes are flavor branes dual to matter hypermultiplets living in (2+1)-dimensional defects of the ambient (3+1)-dimensional theory. We want to obtain a black hole geometry incorporating the backreaction of the flavor branes. We will assume that \( N_f \) is large and, following the approach reviewed in [60], we will consider a continuous distribution of flavor branes. The total action of the system is the sum of the one corresponding to ten-dimensional type IIB supergravity action \( S_{\text{IIB}} \) and the action of the branes:

\[
S = S_{\text{IIB}} + S_{\text{branes}}. \tag{2.2}
\]

The ten-dimensional metric \( g \), the dilaton \( \phi \), the Ramond-Ramond (RR) forms \( F_1, F_3, \) and \( F_5 \) and the Neveu-Schwarz (NS) three-form \( H_3 \) enter in the supergravity action:

\[
S_{\text{IIB}} = \frac{1}{2\kappa_{10}^2} \int d^{10}x \sqrt{-g} \left( R - \frac{1}{2} (\partial \phi)^2 - e^{-\phi} \frac{3}{2} H_3^2 - e^{\phi} \frac{2}{2} F_1^2 - \frac{e^\phi}{2} F_3^2 - \frac{1}{4 \cdot 5!} F_5^2 \right) \\
- \frac{1}{2\kappa_{10}^2} \int d^6 \xi \sqrt{-\det \left( \hat{g} - e^{-\phi} \hat{F} \right)} + S_{\text{WZ}}, \tag{2.3}
\]

and \( S_{\text{branes}} \) is the sum of the Dirac-Born-Infeld (DBI) and Wess-Zumino (WZ) action of the flavor D5-branes:

\[
S_{\text{branes}} = -T_5 \sum_{N_f} \int_{\mathcal{M}_6} d^6 \xi e^{\frac{\phi}{2}} \sqrt{-\det \left( \hat{g} - e^{-\phi} \hat{F} \right)} + S_{\text{WZ}}. \tag{2.4}
\]

In (2.4) \( \hat{g} \) is the pullback of the ten-dimensional metric to the D5-brane worldvolume, \( \hat{F} = \hat{B}_2 + F \), where \( \hat{B}_2 \) is the pullback of the two-form potential for \( H_3 \) (\( H_3 = dF_2 \)) and the
two-form \( F = dA \) is the worldvolume gauge field strength. Moreover, the WZ term \( S_{WZ} \) can be written as:

\[
S_{WZ} = T_5 \int \Xi \wedge \left( \sum_{i=0}^{6} C_i - C_4 \wedge F + \frac{1}{21} C_2 \wedge F \wedge F - \frac{1}{3} C_0 F \wedge F \wedge F \right),
\]

(2.5)

where \( C_i \) (\( i = 0, 2, 4, 6 \)) are RR potentials and the four-form \( \Xi \) is the so-called smearing form, which encodes the distribution of the D5-brane charge of the stack of flavor branes. The ten-dimensional gravitational constant in (2.3) and the D5-brane tension in (2.4) and (2.5) are given by:

\[
2 \kappa_{10}^2 = (2\pi)^7 g_s^2 \alpha'^4, \quad T_5 = \frac{1}{(2\pi)^5 g_s \alpha'^3},
\]

(2.6)

with \( g_s \) and \( \alpha' \) being the string constant and the Regge slope, respectively.

Let us now specify our ansatz to solve the equations of motion stemming from the action (2.2). The ten-dimensional metric in Einstein frame is written as

\[
d_{10}^2 = h^{-1/2} \left[ -b \, dt^2 + dx_1^2 + dx_2^2 + \alpha^2 \, dx_3^2 \right] + h^{1/2} \left[ \frac{G^2}{b} \, d\rho^2 + S^2 \, ds_{KE}^2 + F^2 \, (d\tau + A)^2 \right],
\]

(2.7)

where all the functions \( h, b, \alpha, G, S, \) and \( F \) depend on the non-compact holographic radial coordinate \( \rho \); the boundary, corresponding to the UV, is at \( \rho \to \infty \). Notice that the third cartesian coordinate \( x_3 \) is distinguished from \( x_1 \) and \( x_2 \). This anisotropy along the gauge theory directions is to be expected from the brane setup (2.1).

The function \( G(\rho) \) in the metric (2.7) can be chosen at will by selecting the radial coordinate \( \rho \). It is quite convenient to choose the gauge in which \( G(\rho) \) is related to the other functions of the metric as:

\[
G = \frac{h \alpha S^4 F}{\rho (\rho^4 - \rho_h^4)},
\]

(2.8)

where \( \rho_h \) is a constant corresponding to the radius the event horizon of the black hole. Indeed, the blackening function \( b(\rho) \) vanishes at \( \rho = \rho_h \) and the Hawking temperature of the black hole can be obtained from the surface gravity, and it is given by:

\[
T = \frac{1}{2\pi} \frac{1}{\sqrt{-g_{tt}}} \left. \frac{d}{d\rho} \left( \sqrt{-g_{tt}} \right) \right|_{\rho=\rho_h} = \frac{1}{4\pi G(\rho_h)} \left. \partial_{\rho} \left( \frac{b h}{\rho} \right)^{-1/2} \right|_{\rho=\rho_h}.
\]

(2.9)

Let us now describe the internal part of the metric (2.7). Before adding the deformation induced by the flavor branes, the internal space is a five-dimensional Sasaki-Einstein (SE) manifold \( M_5 \), whose line element can be written as a U(1)-bundle over a Kähler-Einstein (KE) space \( M_4 \): \( ds_{SE}^2 = ds_{KE}^2 + (d\tau + A)^2 \). Let \( \{ e^i \}, i = 1, \ldots, 4 \), be a canonical basis of vielbein one-forms for the KE space \( (ds_{KE}^2 = \sum_i (e^i)^2) \). In this basis the Kähler two-form \( J_{KE} \) of \( M_4 \) is:

\[
J_{KE} = e^1 \wedge e^2 + e^3 \wedge e^4,
\]

(2.10)
and is related to the one-form $A$ of the metric (2.7) as $J_{KE} = dA/2$. Let us next define the two-form $\hat{\Omega}_2$ as:

$$
\hat{\Omega}_2 = e^{3ir} \left( e^1 + i e^2 \right) \wedge \left( e^3 + i e^4 \right).
$$

(2.11)

We will use the real and imaginary parts of $\hat{\Omega}_2$ in our ansatz for the RR forms $F_5$ and $F_3$. They satisfy:

$$
d \text{Re} (\hat{\Omega}_2) = -3 \text{Im}(\hat{\Omega}_2) \wedge (d\tau + A), \quad d \text{Im} (\hat{\Omega}_2) = 3 \text{Re}(\hat{\Omega}_2) \wedge (d\tau + A).
$$

(2.12)

We are now ready to write our ansatz for the different forms of the type IIB background. First of all, we will take $F_1 = H_3 = 0$. Moreover, the RR five-form $F_5$ can be decomposed as:

$$
F_5 = F_5^{(0)} + F_5^{\text{cp}} + \star F_5^{\text{cp}},
$$

(2.13)

where $\star$ is the ten-dimensional Hodge star operator and $F_5^{(0)}$ is the standard five-form sourced by the D3-branes:

$$
F_5^{(0)} = K(\rho)(1 + \star) d^4x \wedge d\rho.
$$

(2.14)

We will require that $F_5^{(0)}$ is a closed form, which in turn implies that the function $K(\rho)$ must be related to the other functions of the metric as:

$$
K = Q_c \frac{b \alpha^2}{\hbar^2 \rho (\rho^4 - \rho_0^4)},
$$

(2.15)

with $Q_c$ being a constant. Using standard arguments to quantize the flux of $F_5$, we can relate the constant $Q_c$ to the number of color D3-branes $N_c$ as:

$$
Q_c = \frac{(2\pi)^4 g_s \alpha'^2 N_c}{\text{Vol}(M_5)}.
$$

(2.16)

In order to construct a gravity dual of a flavored theory with non-zero chemical potential we need to have a non-vanishing worldvolume gauge field $A$ of the form:

$$
A = A_t(\rho) dt.
$$

(2.17)

This worldvolume gauge field acts as a source of the RR forms due to the coupling of $A$ to the RR potentials in the WZ action (2.5). In particular, the presence of the worldvolume gauge field (2.17) induces extra components of $F_5$ that should be added to $F_5^{(0)}$ as in (2.13). As our ansatz, we will take (below cp stands for chemical potential):

$$
F_5^{\text{cp}} = dC_4^{\text{cp}},
$$

(2.18)

where the four-form $C_4^{\text{cp}}$ depends on a new function $J(\rho)$ and is given by:

$$
C_4^{\text{cp}} = J(\rho) dx^1 \wedge dx^2 \wedge \text{Re} \left( \hat{\Omega}_2 \right).
$$

(2.19)

We will also adopt the following ansatz for the RR three-form $F_3$:

$$
F_3 = Q_t dx^3 \wedge \text{Im} \left( \hat{\Omega}_2 \right) + F_{123} dx^1 \wedge dx^2 \wedge dx^3,
$$

(2.20)
where $F_{123}$ is constant. The first term in (2.20) enforces the violation of the Bianchi identity which, according to the WZ action (2.5), takes the form:

$$dF_3 = 2\kappa_{10}^2 T_5 \Xi.$$  \hspace{1cm} (2.21)

By using (2.12) we can find the explicit expression of the smearing form $\Xi$, namely:

$$2\kappa_{10}^2 T_5 \Xi = -3Q_f d^3 x \wedge \text{Re} \left( \hat{\Omega}_2 \right) \wedge (d\tau + A).$$ \hspace{1cm} (2.22)

Notice that $\Xi$ has the same form as the one introduced in [50] to smear massless flavors. The component of $F_3$ proportional to $F_{123}$ in (2.20) is needed in order to satisfy the equations of motion when the worldvolume gauge field (2.17) is present. A similar term was introduced in [64] in the D3-D7 system.

Notice that $\Xi$ determines the D5-brane charge distribution of the smeared stack of flavor branes. As the four-form $\Xi$ does not depend on the coordinate $x^3$, although it contains $dx^3$ in its expression, our stack of flavor branes is a homogeneous continuous distribution of D5-branes along the $x^3$-direction, which is dual to a system of multiple $(2 + 1)$-dimensional layers. As shown in [52], the parameter $Q_f$ is proportional to the density of smeared branes along the $x^3$-direction. The precise relation between $Q_f$ and this density depends on the internal Sasaki-Einstein manifold $M_5$. If we distribute $N_f$ D5-branes along a distance $L_3$ in the third cartesian direction, we can define the density of flavor branes $n_f$ as:

$$n_f = \frac{N_f}{L_3}.$$ \hspace{1cm} (2.23)

The equations of motion for our ansatz are worked out in appendix A. In appendix B we solve these equations in the case in which $J = A_t = F_{123} = 0$. We explore this particular solution in the next section.
3 Black holes without charges

In this section we consider the background in which the worldvolume gauge field vanishes, the gravity dual of the flavored theory at zero chemical potential but at non-zero temperature. The details of the integration of the equations of motion leading to this solution are relegated to appendix B. Our solution is a black hole which has a horizon at \( \rho = \rho_h \). The blackening factor in the metric (2.7) is given by:

\[
b = 1 - \frac{\rho_h^4}{\bar{\rho}^4}. \tag{3.1}
\]

In these zero chemical potential solutions the function \( \alpha(\rho) \) encoding the anisotropy is related to the dilaton \( \phi(\rho) \) as:

\[
\alpha = e^{-\phi}. \tag{3.2}
\]

Moreover, the warp factor \( h \) can be written in terms of the dilaton \( \phi \) as:

\[
h = \frac{Q_c}{4\rho^4} e^{-\phi}. \tag{3.3}
\]

The equations for the remaining functions of the ansatz are quite involved and are in general only amenable for numerical study. To prosecute toward analytical solutions, we introduce a small expansion parameter \( \epsilon \),

\[
\epsilon = \frac{Q_f}{5\rho_h}, \tag{3.4}
\]

where the factor 5 has been included for convenience. This allows us to find explicit solutions, perturbatively in \( \epsilon \). To this end, let \( \tilde{\rho} \) be the following rescaled radial coordinate:

\[
\tilde{\rho} = \frac{\rho}{\rho_h}, \tag{3.5}
\]

and \( \Omega(\tilde{\rho}) \) the following function:

\[
\Omega(\tilde{\rho}) = \frac{5}{4} \left[ 2 \arctan \tilde{\rho} + \log \left( \frac{\tilde{\rho}^4}{(\tilde{\rho} + 1)^2 (\tilde{\rho}^2 + 1)} \right) - \pi \right]. \tag{3.6}
\]

Then, at first order in \( \epsilon \), we have:

\[
b(\tilde{\rho}) = 1 - \frac{1}{\tilde{\rho}^4}, \quad \phi(\tilde{\rho}) = \epsilon \Omega(\tilde{\rho}),
\]

\[
\alpha(\tilde{\rho}) = 1 - \epsilon \Omega(\tilde{\rho}), \quad h(\tilde{\rho}) = \frac{Q_c}{4\tilde{\rho}_h^4} (1 - \epsilon \Omega(\tilde{\rho})),
\]

\[
G(\tilde{\rho}) = 1 + \epsilon \left( \frac{1}{2} \tilde{\rho}^4 \Omega(\tilde{\rho}) + \frac{5}{8} (4\tilde{\rho}^3 - 1) \right), \tag{3.7}
\]

while the functions \( F(\tilde{\rho}) \) and \( S(\tilde{\rho}) \), that characterize the deformation of the internal manifold, can be written as:

\[
\frac{F(\tilde{\rho})}{\rho_h} = \tilde{\rho} \left( 1 + \epsilon F_1(\tilde{\rho}) \right), \quad \frac{S(\tilde{\rho})}{\rho_h} = \tilde{\rho} \left( 1 + \epsilon S_1(\tilde{\rho}) \right). \tag{3.8}
\]

Due to their lengthy nature, the explicit expressions of \( F_1(\tilde{\rho}) \) and \( S_1(\tilde{\rho}) \) are collected inside (B.18) of appendix B, however.
4 Charged black holes

When the worldvolume gauge field $A_t(\rho)$ is non-trivial our background is dual to a gauge theory at non-zero chemical potential. The presence of this non-trivial worldvolume gauge field induces in extra components of the RR fields $F_3$ and $F_5$ written in eqs. (2.18)–(2.20), which involve the constant $F_{123}$ and the function $J(\tilde{\rho})$. As shown in appendix A, the constant $F_{123}$ is proportional to the quark density $n_q$ (see eq. (A.32)). We proceed to seek for a perturbative solution of the equations of motion in which these new components are small. With this purpose, let us redefine $F_{123}$ and $J(\tilde{\rho})$ as:

$$F_{123} = \epsilon \delta, \quad J(\tilde{\rho}) = \epsilon \tilde{\delta} j(\tilde{\rho}), \quad (4.1)$$

where $\delta$ is a new expansion parameter. By using (A.32) we can relate $n_q$ to $\epsilon$ and $\delta$ as:

$$n_q = -\frac{N_c}{4\pi^2 g_s \alpha'} \epsilon \delta. \quad (4.2)$$

Actually, in our expansion of the solution for non-vanishing chemical potential, the different functions of the background get an additional term proportional to $\epsilon \tilde{\delta}^2$, where $\tilde{\delta}$ is related to $\delta$ as:

$$\tilde{\delta} = \frac{Q_c}{10\sqrt{6}} \frac{\delta}{\rho_h^{\frac{1}{3}}}. \quad (4.3)$$

To make the physics in the expansion parameters more transparent, let us relate $\tilde{\delta}$ to the parameters of the dual theory. A simple calculation using eq. (A.32) shows that $\tilde{\delta}$ is related to the temperature $T$ and quark density $n_q$ as:

$$\tilde{\delta} = -\frac{4\sqrt{2} \alpha' g_s}{\sqrt{3}} \frac{n_q}{N_c} \frac{1}{n_l T^2} \left(1 + O\left(\frac{n_l}{T}\right)\right) = -\frac{4\sqrt{2} \alpha' g_s}{\sqrt{3}} \frac{n_b}{n_l} \frac{1}{T^2} \left(1 + O\left(\frac{n_l}{T}\right)\right), \quad (4.4)$$

where, in the last step, we have introduced the baryon density $n_b = n_q/N_c$.

To the method of obtaining the perturbative solution to the equations of motion is explained in detail in appendix C. As compared with the one found in section 3, the functions of the ansatz get an extra correction of order $\epsilon \tilde{\delta}^2$. For example, the blackening factor is now:

$$b(\tilde{\rho}) = \left(1 - \frac{1}{\tilde{\rho}^4}\right) \left(1 - 4 \epsilon \tilde{\delta}^2 \left(\Omega(\tilde{\rho}) + \frac{5}{\tilde{\rho}}\right)\right), \quad (4.5)$$

where $\Omega(\tilde{\rho})$ is the function defined in (3.6). Notice that, at the order we are working, the apparent horizon read of from the metric (i.e., the zero of $b(\tilde{\rho})$) still occurs at $\tilde{\rho} = 1$. The
expressions for the functions $\phi(\tilde{\rho})$, $\alpha(\tilde{\rho})$, $h(\tilde{\rho})$, and $G(\tilde{\rho})$ are given by:

\[
\phi(\tilde{\rho}) = \epsilon \Omega(\tilde{\rho}) - \epsilon \delta^2 \left( \Omega(\tilde{\rho}) + \frac{5}{\tilde{\rho}} \right)
\]

\[
\alpha(\tilde{\rho}) = 1 - \epsilon \Omega(\tilde{\rho}) - \epsilon \delta^2 \left( \Omega(\tilde{\rho}) + \frac{5}{\tilde{\rho}} \right)
\]

\[
h(\tilde{\rho}) = \frac{Q_c}{4\rho_h^4 \tilde{\rho}^4} \left( 1 - \epsilon \Omega(\tilde{\rho}) - 3 \epsilon \delta^2 \left( \Omega(\tilde{\rho}) + \frac{5}{\tilde{\rho}} \right) \right)
\]

\[
G(\tilde{\rho}) = 1 - \frac{1}{2} \epsilon \left( \frac{5}{4} (1 - 4\tilde{\rho}^3) - \tilde{\rho}^4 \Omega(\tilde{\rho}) \right) - \epsilon \delta^2 \left( \frac{5}{8} \left( 20\tilde{\rho}^3 - 5 + \frac{4}{\tilde{\rho}} \right) + \frac{5}{2} \tilde{\rho}^4 \Omega(\tilde{\rho}) \right).
\]

Moreover, the functions $F(\tilde{\rho})$ and $S(\tilde{\rho})$ can now be written as:

\[
\frac{F(\tilde{\rho})}{\rho_h} = \tilde{\rho} \left( 1 + \epsilon F_1(\tilde{\rho}) + \epsilon \delta^2 F_2(\tilde{\rho}) \right)
\]

\[
\frac{S(\tilde{\rho})}{\rho_h} = \tilde{\rho} \left( 1 + \epsilon S_1(\tilde{\rho}) + \epsilon \delta^2 S_2(\tilde{\rho}) \right),
\]

where $F_1(\tilde{\rho})$ and $S_1(\tilde{\rho})$ are the same as in (3.8) and the new functions $F_2(\tilde{\rho})$ and $S_2(\tilde{\rho})$ are written in (C.16).

To complete the solution we must give the flux function $j(\tilde{\rho})$ and the worldvolume gauge field $A'_t(\tilde{\rho})$. They are displayed in eqs. (C.20) and (C.21) respectively.

It is interesting to write down the asymptotic forms of the different functions of the background in the UV region $\tilde{\rho} \to \infty$. In this region, the metric becomes $AdS_5 \times M_5$, with subleading flavor corrections. These corrections can be straightforwardly obtained from our equations. The expansions of the functions $\phi$, $\alpha$, $h$, and $G$ can be easily obtained by expanding the function $\Omega(\tilde{\rho})$ for large $\tilde{\rho}$, finally leading to the expansions

\[
\phi(\tilde{\rho}) = -\frac{5 \epsilon}{\tilde{\rho}} + \frac{5 \epsilon - \epsilon \delta^2}{4 \tilde{\rho}^4} + \ldots,
\]

\[
\alpha(\tilde{\rho}) = 1 + \frac{5 \epsilon}{\tilde{\rho}} - \frac{5 \epsilon + \epsilon \delta^2}{4 \tilde{\rho}^4} + \ldots
\]

\[
h(\tilde{\rho}) = \frac{Q_c}{4\rho_h^4 \tilde{\rho}^4} \left( 1 + \frac{5 \epsilon}{\tilde{\rho}} - \frac{5 \epsilon + 3 \epsilon \delta^2}{4 \tilde{\rho}^4} + \ldots \right)
\]

\[
G(\tilde{\rho}) = 1 - \frac{\epsilon}{2\tilde{\rho}} + \frac{5 \epsilon - 5 \epsilon \delta^2}{16 \tilde{\rho}^4} + \ldots.
\]

Moreover, the UV expansion of the functions $F$ and $S$ can be found from (B.18) and (C.16) and is given by:

\[
\frac{F(\tilde{\rho})}{\rho_h} = \tilde{\rho} \left( 1 - \frac{7 \epsilon}{10 \tilde{\rho}} + \frac{5 \epsilon + 3 \epsilon \delta^2}{16 \tilde{\rho}^4} + \ldots \right)
\]

\[
\frac{S(\tilde{\rho})}{\rho_h} = \tilde{\rho} \left( 1 - \frac{6 \epsilon}{5 \tilde{\rho}} + \frac{8 \epsilon + 9 \epsilon \delta^2}{48 \tilde{\rho}^4} + \ldots \right).
\]
5 Thermodynamics

Now that we have found the solution for our geometry in the presence of flavor and in particular with non-trivial gauge potential, let us work out the corresponding thermodynamics of the field theory. First of all, we obtain the temperature of the system by equating it with the Hawking temperature, using (2.9). We get:

\[ T = \frac{2 \rho_h}{\pi Q_c^{1/2}} \left(1 - \frac{15}{8} \epsilon - \frac{5}{8} \epsilon \delta^2\right). \]  

(5.1)

The entropy density \( s \) is identified with the entropy of the black hole, given by the Bekenstein-Hawking formula:

\[ s = \frac{2 \pi A_8}{\kappa_{10} V_3}, \]  

(5.2)

where \( A_8 \) is the volume at the horizon of the eight-dimensional space orthogonal to the \((t, \tilde{\rho})\)-plane and \( V_3 \) is the infinite constant volume of the three-dimensional Minkowski directions \((x^1, x^2, x^3)\). For our geometry, we obtain:

\[ s = \frac{\text{Vol}(M_5)}{(2\pi)^6 \alpha' g_s^2} Q_c^{1/2} \rho_h^3 \left(1 + \frac{15}{8} \epsilon + \frac{5}{8} \epsilon \delta^2\right). \]  

(5.3)

In order to obtain the internal energy density \( E \) of our system, we calculate the ADM energy of the background, which is given by the standard formula [63]:

\[ E_{\text{ADM}} = -\frac{1}{\kappa_{10}} \sqrt{-g_{tt}} \int_{M_{10,\rho = \infty}} d^8x \sqrt{g_8} (K_{T,\mu} - K_0). \]  

(5.4)

In (5.4) \( K_{T,\mu} \) is the extrinsic curvature of the eight-dimensional subspace within the nine-dimensional (constant time) space. For our metric ansatz (2.7), \( K_{T,\mu} \) is given by:

\[ K_{T,\mu} = \frac{1}{\sqrt{\det g_9}} \partial_{\mu} \left( \sqrt{\det g_9} \frac{1}{\sqrt{g_{\rho \rho}^9}} g_\rho^\mu \right) = \frac{\sqrt{b}}{h^{3/4} G \alpha F S^4} \partial_{\rho} \left(h^{1/4} \alpha F S^4\right). \]  

(5.5)

Moreover, \( K_0 \) is the extrinsic curvature at zero temperature and zero quark density. At first order in \( Q_f \), \( K_0 \) is given by:

\[ K_0 = \frac{3 \sqrt{2}}{Q_c^3} \left(1 - \frac{17}{60} \frac{Q_f}{\rho}\right). \]  

(5.6)

The integral in (5.4) is taken at constant time and at a fixed radial position (which is then sent to infinity). We get:

\[ E = E_{\text{ADM}} V_3 = \frac{3 \text{Vol}(M_5)}{(2\pi)^7 \alpha' g_s^2} \rho_h^4 \left(1 - \frac{5}{6} \epsilon + \frac{25}{6} \epsilon \delta^2\right). \]  

(5.7)

We can now compute the free energy density as:

\[ f = E - TS = -\frac{\text{Vol}(M_5)}{(2\pi)^7 \alpha' g_s^2} \rho_h^4 \left(1 + \frac{5}{2} \epsilon - \frac{25}{2} \epsilon \delta^2\right). \]  

(5.8)
All these expressions contain the combination $\epsilon \tilde{\delta}^2$, which can be written in terms of the quark density $n_q$ as:

$$\epsilon \tilde{\delta}^2 = \gamma \frac{n_q^2}{Q_f \rho_h^2},$$

where the coefficient $\gamma$ depends on the internal manifold $\mathcal{M}_5$ and is given by:

$$\gamma = \frac{2^9 \pi^{12} g_s^4 \alpha'^6}{15 (\text{Vol}(\mathcal{M}_5))^2}.$$  

(5.10)

Let us next obtain $s$, $E$, and $f$ in terms of physical quantities. With this purpose, let us define $\lambda$ as:

$$\lambda = 4\pi g_s N_c,$$  

(5.11)

which, in the case in which the internal manifold $\mathcal{M}_5$ is the five-sphere $S^5$ and the unflavored geometry it is the dual of $\mathcal{N} = 4$ super Yang-Mills theory, is just the ‘t Hooft coupling written in terms of string variables. Furthermore, the ‘$a$’ coefficient of the conformal anomaly is inversely proportional to the internal volume [66], so we can define the ratio between the $a$ coefficients of the field theory dual to the D3-branes on the cone and $\mathcal{N} = 4$ super Yang-Mills as the ratio between the volume of $\mathcal{M}_5$ with the five-sphere

$$\bar{a} = \frac{a_{\mathcal{M}_5}}{a_{\mathcal{N}=4}} = \frac{\pi^3}{\text{Vol}(\mathcal{M}_5)}.$$  

(5.12)

It will be convenient recall the definition of the baryon density

$$n_b = \frac{n_q}{N_c}$$  

so that we can then invert (5.1) and write $\rho_h$ in terms of $N_c$, $\lambda$, $n_f$, and $T$ as:

$$\rho_h = \pi \lambda \frac{1}{4} \bar{a}^2 \alpha' T \left[ 1 + \frac{\lambda \frac{1}{2}}{N_c a^2_\alpha} \left( \frac{1}{16 v_\perp} \frac{n_f}{T} + \frac{v_\perp}{2 \pi^4 m n_f T^5} \right) \right].$$  

(5.14)

Thereby the expansion parameters $\epsilon$ and $\epsilon \tilde{\delta}^2$ in terms of physical quantities read

$$\epsilon = \frac{\lambda \frac{1}{2}}{30 v_\perp N_c \bar{a}^2} \frac{n_f}{T} + \ldots, \quad \epsilon \tilde{\delta}^2 = \frac{4 v_\perp}{5 \pi^4 N_c \bar{a}^2} \frac{\lambda \frac{1}{2}}{n_b} \frac{n_f^2}{n_f T^5} + \ldots.$$  

(5.15)

Using (5.14), (5.15), and (5.9) we finally arrive at the following expressions for the entropy and energy densities:

$$s = \frac{\pi^2 N_c^2}{2} \bar{a} T^3 \left[ 1 + \frac{\lambda \frac{1}{2}}{N_c \bar{a}^2} \left( \frac{1}{4 v_\perp} \frac{n_f}{T} + \frac{2 v_\perp}{\pi^4 m n_f T^5} \right) \right],$$

$$E = \frac{3\pi^2 N_c^2}{8} \bar{a} T^4 \left[ 1 + \frac{\lambda \frac{1}{2}}{N_c \bar{a}^2} \left( \frac{2}{9 v_\perp} \frac{n_f}{T} + \frac{16 v_\perp}{3 \pi^4 m n_f T^5} \right) \right],$$  

(5.16)

while the free energy density is given by:

$$f = -\frac{\pi^2 N_c^2}{8} \bar{a} T^4 \left[ 1 + \frac{\lambda \frac{1}{2}}{N_c \bar{a}^2} \left( \frac{1}{3 v_\perp} \frac{n_f}{T} - \frac{8 v_\perp}{\pi^4 m n_f T^5} \right) \right].$$  

(5.17)
In the case in which $\mathcal{M}_5 = S^5$, we have $\tilde{a} = 1$ and the leading terms in (5.16) and (5.17) reproduce the standard values of $s$, $E$, and $f$ for $\mathcal{N} = 4$ super Yang-Mills theory. Notice that the flavor corrections in these equations depend on the ratios $n_f/T$ and $n_b^2/(n_f T^5)$, which are dimensionless, since $[T] = [n_f] = [\text{length}]^{-1}$ and $n_b = [\text{length}]^{-3}$. The flavor contribution increases the value of the entropy and the energy densities, indicating an increase in the number of degrees of freedom. This is expected since each D5-brane introduces additional fields localized at the intersection with the color D3-branes.

Following the approach of [12, 65], to unravel a better understanding of the thermodynamics of the anisotropic system it is convenient to consider the situation in which the number of flavor D5-branes change. Therefore, we allow $n_f$ to vary and write the first law of thermodynamics as:

$$dE = T \, ds + \Phi \, dn_f + \mu \, dn_q, \quad (5.18)$$

where $\mu$ is the ordinary (baryon) chemical potential and $\Phi$ is a brane potential which measures the energy cost of introducing additional flavor branes in the system. Taking into account that $f = E - T \, s$, we can write the variation of the free energy as:

$$df = -s \, dT + \Phi \, dn_f + \mu \, dn_q. \quad (5.19)$$

It follows from (5.19) that:

$$s = -\left( \frac{\partial f}{\partial T} \right)_{n_f,n_q}, \quad (5.20)$$

which can be easily checked directly using (5.16) and (5.17) and can be regarded as a consistency check of our expression (5.17) for $f$. Similarly, the brane potential $\Phi$ can be obtained from $f$ as:

$$\Phi = \left( \frac{\partial f}{\partial n_f} \right)_{T,n_f}. \quad (5.21)$$

Computing the derivative in (5.21) using (5.17), we arrive at the following expression for the brane potential $\Phi$:

$$\Phi = -\frac{\pi^2 \lambda^\frac{1}{2} N_c \, \tilde{a} \, v^\frac{3}{2} \, T^3}{24 \, v^2} \left( 1 + \frac{24 \, v^2}{\pi^4} \frac{n_b^2}{n_f^2 T^4} \right). \quad (5.22)$$

Moreover, the baryonic chemical potential $\mu$ can be obtained as:

$$\mu = \left( \frac{\partial f}{\partial n_q} \right)_{T,n_f}, \quad (5.23)$$

and is given by:

$$\mu = \frac{2 \, \lambda^\frac{1}{2} \, \tilde{a} \, v \, n_b}{\pi^2 \, n_f \, T}. \quad (5.24)$$

For the Gibbs free energy $g = f - \Phi n_f - \mu n_q$ we get

$$g = -\frac{\pi^2 N_c^2}{8} \, \tilde{a} \, T^4. \quad (5.25)$$
From $f$ and $g$ we get the pressures along the $xy$- and $z$-directions as:

$$p_{xy} = -f + \mu n_q = -g - \Phi n_\ell, \quad p_z = -g. \quad (5.26)$$

More explicitly, these two pressures can be written as:

$$p_{xy} = \frac{\pi^2 N_c^2 \bar{a}}{8} T^4 \left[ 1 + \frac{\lambda}{N_c \bar{a}^2} \left( \frac{1}{3} v_\perp T + \frac{8 v_\perp}{\pi^4} \frac{n_\ell^2}{T^5} \right) \right],$$

$$p_z = \frac{\pi^2 N_c^2 \bar{a}}{8} T^4. \quad (5.27)$$

Notice that $p_{xy}$ becomes larger, while $p_z$ in (5.27) is not affected by the addition of D5-branes, which is consistent with having flavors living in layers extended along the $xy$-directions. Actually, we can easily check that:

$$\frac{\partial p_{xy}}{\partial \mu} = n_q, \quad \frac{\partial p_z}{\partial \mu} = 0. \quad (5.28)$$

We have checked these thermodynamic results in several ways. First of all, we verified that the regulated euclidean on-shell action divided by the inverse temperature equals the grand canonical potential $\Omega = f - \mu n_q$. To perform this calculation we have to regulate the on-shell action by subtracting its zero temperature value, both for the bulk and Gibbons-Hawking terms (for details, see appendix B in [63]).

We have also checked the expressions of the energy density and pressures that we have just found using the following thermodynamic arguments. Indeed, one can compute the vacuum expectation value (VEV) of the stress-energy tensor from the Brown-York tensor at the boundary, by using the proposal of [67]. The Brown-York tensor of the ten-dimensional gravity theory is:

$$\tau_{ij} = \frac{1}{\kappa_{10}^2} (K_{ij} - K \gamma_{ij}), \quad (5.29)$$

where $\gamma_{ij}$ is the induced metric at a $r =$ constant surface, $K_{ij}$ is the extrinsic curvature of the surface, and $K = \gamma^{ij} K_{ij}$. The VEV of the stress-energy tensor of the dual theory is related to the Minkowski components of the Brown-York tensor evaluated at the boundary [67]:

$$\langle T^\mu_{\nu} \rangle = V_{SE} \sqrt{-\gamma_{\text{min}}} \tau^\mu_{\nu} \bigg|_{\text{reg}, \rho \to \infty}, \quad (5.30)$$

where $V_{SE} = \hbar^\frac{5}{2} F S^4 \text{Vol}(M_5)$ is the volume for the compact 5d part of the metric. The right-hand side of (5.30) is singular at the UV boundary. To regulate it we subtract its zero temperature value (given by supersymmetry), similarly as was done in [64]. Therefore, we obtain the VEV of the stress-energy tensor as:

$$\langle T^\mu_{\nu} \rangle = V_{SE} \lim_{\rho_\Lambda \to \infty} \left[ \sqrt{-\gamma_{\text{min}} \tau^\mu_{\nu}} - \left( b^{1/2} \lim_{\rho_\Lambda \to \infty} \left( \sqrt{-\gamma_{\text{min}} \tau^\mu_{\nu}} \right) \right) \right]_{\delta \to 0}, \quad (5.31)$$

where $\gamma_{\text{min}}$ is the determinant of the Minkowski part of the induced metric and the $b^{1/2}$ factor, needed to match the geometries at the cutoff, is evaluated at zero chemical potential.
After some calculation, we get:

$$\langle T_{tt} \rangle = -\frac{3 \text{Vol}(M_5)}{(2\pi)^7} \alpha'^4 \rho_h^4 \left( 1 - \frac{5}{6} \epsilon + \frac{25}{6} \delta^2 \epsilon \right)$$

$$\langle T_{x_1 x_1} \rangle = \langle T_{x_2 x_2} \rangle = \frac{\text{Vol}(M_5)}{(2\pi)^7} \alpha'^4 \rho_h^4 \left( 1 + \frac{5}{2} \epsilon + \frac{15}{2} \delta^2 \epsilon \right)$$

$$\langle T_{x_3 x_3} \rangle = \frac{\text{Vol}(M_5)}{(2\pi)^7} \alpha'^4 \rho_h^4 \left( 1 - \frac{15}{2} \epsilon - \frac{15}{6} \delta^2 \epsilon \right).$$

(5.32)

We can check that $E = -\langle T_{tt} \rangle$ and that the pressures along the parallel and transverse directions are indeed given by the expectation values of the corresponding components of the stress-energy tensor, namely:

$$p_{xy} = \langle T_{x_1 x_1} \rangle = \langle T_{x_2 x_2} \rangle,$$

$$p_{zz} = \langle T_{x_3 x_3} \rangle.$$  

(5.33)

In addition, in appendix D we present a further check of the VEV of $T_{\mu\nu}$ in the case of zero chemical potential. In this case we can make use of the reduction to five dimensions found in [51]. The reduced theory contains gravity and three scalars, whose contribution to the VEV of the stress-energy tensor must be regulated by using their superpotential. The final results coincide with those in (5.32) for $\tilde{\delta} = 0$.

As in [51] the anisotropy of the system is manifested through a pressure difference, measured by the potential $\Phi$. Indeed, one can readily check that:

$$p_z - p_{xy} = \Phi n_f.$$  

(5.34)

Actually, using (5.32) we can write, at $\mathcal{O}(\epsilon^2)$, the two pressures in terms of the energy density as:

$$p_{xy} = \left( \frac{1}{3} + \frac{10}{9} \left( 1 + \delta^2 \right) \epsilon \right) \mathcal{E},$$

$$p_z = \left( \frac{1}{3} - \frac{20}{9} \left( 1 + \delta^2 \right) \epsilon \right) \mathcal{E}.$$  

(5.35)

The speeds of sound along the two different directions are now easily computed, with the result:

$$v_{xy}^2 = \left( \frac{\partial p_{xy}}{\partial \mathcal{E}} \right) = \frac{1}{3} + \frac{10}{9} \left( 1 + \delta^2 \right) \epsilon,$$

$$v_z^2 = \left( \frac{\partial p_z}{\partial \mathcal{E}} \right) = \frac{1}{3} - \frac{20}{9} \left( 1 + \delta^2 \right) \epsilon.$$  

(5.36)

where we have calculated the derivatives by keeping the expansion parameters $\epsilon, \delta$ fixed. Recall that this means to keep the density of flavor branes and/or the baryon density, appropriately scaled with the powers of the temperature, fixed, see (5.15). Rewriting these speeds in this vein leads to

$$v_{xy}^2 = \frac{1}{3} \left[ 1 + \frac{\lambda_z^2}{N_c a^2} \left( \frac{1}{9 v_{xy} T} + \frac{8v_{xy} n_f^2}{3\pi^4 n_f T^3} \right) \right]$$

$$v_z^2 = \frac{1}{3} \left[ 1 - 2 \frac{\lambda_z^2}{N_c a^2} \left( \frac{1}{9 v_{xy} T} + \frac{8v_{xy} n_f^2}{3\pi^4 n_f T^3} \right) \right].$$  

(5.37)
To gain some intuition on the above expressions, let us first recall how the speed of sound works out for massless probe D5-branes immersed in the geometry induced by D3-branes. There the speed of sound for collective modes localized on a (single) defect D5-brane coincides with that of a conformal \((2 + 1)\)-dimensional theory \(v_s^2 = \frac{1}{2}\) [43]. One should bear in mind though that there are actually two types of sound waves: these faster ones propagating along the directions of the defects, but also those slower that are blind to defects, propagating in the whole 3+1 dimensions with innate conformal speed \(v_s^2 = \frac{1}{3}\).

In the current setup, where the backreaction is taken into account and the defects are smeared in the transverse directions, there is an interesting interplay of collective phenomena leading to speeding and braking from the conformal value 1/3. The speed along the defect directions is larger than in the orthogonal directions: the interaction between the adjoint and fundamental degrees of freedom leads to slowing down the defect degrees of freedom, while at the same time speeding up the fields mixing mode that moves at an intermediate speed. This suggests that the interaction inborn from defect degrees of freedom with the degrees of freedom outside the defects is such that it “pushes” the motion of the collective modes to higher speeds along the defect directions. On the contrary, the motion in the direction transverse to the defects slows down, which can be seen in part as a consequence of the equation of state below (5.38). In a sense, the total kinetic energy of the fluid is conserved but more of it is put in the direction of the defects, so that there is less available for the transverse motion.

The deviation from the value 1/3 in (5.37) naively reflects the breaking of conformality along the \((x^1, x^2)\)-plane and the \(x^3\)-direction. Values for the speed of sound above the conformal value in holography [68, 69] are now abound in various settings [70]. However, here the full equation of state

\[
2p_{xy} + p_z = \mathcal{E}
\]  

should be regarded as the “conformal” analog in homogeneous, but anisotropic system. Indeed, we have not introduced any further energy scale in the system as the D3- and D5-branes are not separated and the corresponding fundamental quark masses vanish. One can also easily check the following relations:

\[
p_{xy} = \frac{1}{3} (\mathcal{E} - \Phi n_\ell) , \quad p_z = \frac{1}{3} (\mathcal{E} + 2\Phi n_\ell) ,
\]

\[
\mathcal{E} = \frac{1}{4} (3T s + 3\mu n_q + \Phi n_\ell) ,
\]

\[
p_{xy} = Ts + \mu n_q - \mathcal{E} , \quad p_z = Ts + \mu n_q + \Phi n_\ell - \mathcal{E} .
\]  

We now compare the chemical potential \(\mu\) with the UV value of the worldvolume gauge field \(A_t\). For this purpose, it is quite convenient to rewrite \(\mu\) as:

\[
\mu = -\frac{\rho_h}{\sqrt{6} \pi \alpha'} \delta \left(1 + \frac{15}{8} \epsilon \right) .
\]  

(5.40)

On the other hand, in appendix C we found, by imposing the condition that \(A_t\) vanishes at the horizon, that:

\[
\frac{A_{t, UV}}{2\pi \alpha'} = -\frac{\rho_h}{\sqrt{6} \pi \alpha'} \delta \left(1 - \Delta_1 \epsilon \right) ,
\]  

(5.41)
where $\Delta_1 \approx 1.06$. These two results coincide at leading order in $\hat{\delta}$, but they differ at $\mathcal{O}(\epsilon \hat{\delta})$. Indeed, one can easily demonstrate that:

$$\frac{A_{\text{UV}}}{2\pi \alpha'} = \mu \left( 1 - \left( \frac{15}{8} + \Delta_1 \right) \epsilon \right). \quad (5.42)$$

This result is similar to the one found in [64] for the D3-D7 system at finite baryon density and may be regarded as an effect due to the backreaction of the flavors.

6 Applications

In this section we make use of the background geometry to compute several observable quantities in the dual field theory. We are specifically interested in determining the dependence on the flavor deformation parameters of these observables. We start by analyzing the transport properties at zero chemical potential.

6.1 Hydrodynamics at zero chemical potential

Let us start by studying the hydrodynamic properties of our system. We will compute the transport coefficients of perturbations propagating along the $(x^1, x^2)$-plane. In order to do that we consider the dimensionally reduced theory to four dimensions and perform a suitably chosen perturbation of the 4d metric. This calculation is done in detail in appendix D.1, following the lines of ref. [51], whereas in this section we will summarize the results. We will restrict our analysis to the so-called shear channel. Our main purpose is to obtain the dispersion relation $\omega = \omega(q)$ of these shear modes at low momentum $q$. Let us assume that, as in the $\text{AdS}_5 \times \text{S}^5$ geometry, this dispersion relation has the form:

$$\omega = -i D_\eta q^2 \left( 1 + \tau_s D_\eta q^2 \right) + \ldots, \quad (6.1)$$

where we are keeping terms up to quartic power of $q$. The dispersion relation (6.1) depends on two transport coefficients $D_\eta$ and $\tau_s$, which we calculate next. We will work in dimensionless variables $\hat{q}$ and $\hat{\omega}$, defined as:

$$\hat{q} = \frac{q}{2\pi T}, \quad \hat{\omega} = \frac{\omega}{2\pi T}. \quad (6.2)$$

Moreover, we define rescaled coefficients $\hat{D}_\eta$ and $\hat{\tau}_s$ as:

$$\hat{D}_\eta = 2\pi T D_\eta, \quad \hat{\tau}_s = 2\pi T \tau_s. \quad (6.3)$$

In terms of the rescaled quantities, the dispersion relation (6.1) takes the form:

$$\hat{\omega} = -i \hat{D}_\eta \hat{q}^2 \left( 1 + \hat{\tau}_s \hat{D}_\eta \hat{q}^2 \right) + \ldots. \quad (6.4)$$

The coefficient $\hat{D}_\eta$ determines the ratio of the shear viscosity $\eta$ to the entropy density $s$, namely:

$$\frac{\eta}{s} = \frac{\hat{D}_\eta}{2\pi}. \quad (6.5)$$
From the results of appendix D we get:

\[
\hat{D}_\eta = \frac{1}{2}, \quad \hat{\tau}_s = 1 - \log 2 + \frac{5}{2}(\pi - 3) \epsilon. \tag{6.6}
\]

Notice that the coefficient \(\hat{D}_\eta\) is not corrected by the flavor. Its value corresponds to having \(\eta/s = 1/(4\pi)\). On the contrary, the coefficient \(\hat{\tau}_s\) is modified by the flavor. The \(\epsilon = 0\) value \(\hat{\tau}_s = 1 - \log 2 \approx 0.307\) is the result found for the \(AdS_5 \times S^5\) geometry. The \(\mathcal{O}(\epsilon)\) correction written in (6.6) encodes the effect of flavors, and of the corresponding anisotropy, on this transport coefficient. At the intersection between the D3 and D5 branes there is \((2 + 1)\)-dimensional CFT, which it would be expected to have a holographic dual \(AdS_4\) geometry. In this case the coefficient \(\hat{D}_\eta\) would take the same value as in \(AdS_5\), but \(\hat{\tau}_s\) takes a larger value \([71]\)

\[
\hat{\tau}^{\text{CFT}_{2+1}}_s = \frac{3}{4} \left(1 - \log 3\right) + \frac{\pi}{4\sqrt{3}} \approx 0.379. \tag{6.7}
\]

The flavor correction in (6.6) increases the value of \(\tau_s\) relative to the \(AdS_5\) result thus maybe indicating that it is tending towards the \(AdS_4\) value.

It would be interesting to calculate the transport coefficients for perturbations propagating along the \(x^3\)-direction. This calculation must be done in the five-dimensional supergravity theory constructed in [51]. Besides 5d gravity and scalars, this theory contains a codimension one defect whose fluctuations are very difficult to analyze. For this reason we will not attempt to carry out this calculation here.

### 6.2 Quark-antiquark potentials

In this section we will be using the (dimensionful) radial coordinate \(\rho\). We will follow the standard holographic prescription \([72, 73]\) to find the potential between a quark and an antiquark and will solve the equations of motion of a fundamental string with its two endpoints lying at the UV boundary. These equations are obtained by extremizing the Nambu-Goto action:

\[
S = \frac{1}{2\pi \alpha'} \int \Sigma d\tau d\sigma e^{\phi/2} \sqrt{-\text{det}(g_2)}, \tag{6.8}
\]

where \(\tau\) and \(\sigma\) are coordinates of the string worldsheet \(\Sigma\) and \(g_2\) is the induced metric on \(\Sigma\) in the Einstein frame. Since our geometry is anisotropic, we have to consider two different cases, depending on whether the string is extended along the directions \(x^1\) and \(x^2\) of the layers of D5-branes or along the orthogonal direction \(x^3\). These two cases are treated in different subsections in what follows.

#### 6.2.1 Intra-layer potential

We first consider a fundamental string hanging from the UV boundary and extended along \(x^1\) with no dependence on the other two cartesian coordinates \(x^2, x^3\); otherwise one ends up with partial differential equations in general. Let us take \(\tau = x^0, \sigma = x^1, \) and \(\rho = \rho(x^1)\). Then, (6.8) becomes:

\[
S\| = \frac{1}{2\pi \alpha'} \int dx^0 dx^1 e^{\phi/2} \sqrt{\frac{b^2 F^2 S^8 \alpha^2}{\rho^2 (\rho^4 - \rho_h^4)} + \frac{b}{\hbar}}, \tag{6.9}
\]
where \( \rho' \) denotes the derivative of \( \rho(x^4) \) with respect to \( x^4 \). From the action (6.9) we obtain the following equation of motion for \( \rho' \):

\[
\rho' = \pm \sqrt{\frac{b}{b_0}} \frac{\sqrt{h_0 b e^{\phi(\rho_0)} - b_0 h}}{\sqrt{B_1 h}},
\]

(6.10)

with \( \rho_0 \) being the turning point of \( \rho \) (i.e., the minimal value of the coordinate \( \rho \)) and \( h_0 \) and \( b_0 \) are the metric functions \( b \) and \( h \) evaluated at \( \rho = \rho_0 \). Moreover, \( B_1 = B_1(\rho) \) is defined as

\[
B_1 = \frac{b^2 F^2 S^8 \alpha^2}{\rho^2 (\rho^4 - \rho_h^4)^2}.
\]

(6.11)

We can invert (6.10) to obtain \( x^4 \) as a function of \( \rho \), namely:

\[
x^4(\rho) = \pm \int_{\rho_0}^{\rho} d\rho' \sqrt{\frac{b}{b_0}} \frac{\sqrt{B_1 h}}{\sqrt{h_0 b e^{\phi(\rho_0)} - b_0 h}}.
\]

(6.12)

It follows that the quark-antiquark distance \( d_\parallel \) at the boundary is:

\[
d_\parallel = 2 \int_{\rho_0}^{\rho_{\text{max}}} d\rho \sqrt{\frac{b}{b_0}} \frac{\sqrt{B_1 h}}{\sqrt{h_0 b e^{\phi(\rho_0)} - b_0 h}}.
\]

(6.13)

Numerical integration of \( d_\parallel \) is shown in figure 1, where we plot the dimensionless quark-antiquark distance \( \tilde{d}_\parallel = \pi T d_\parallel \) versus the turning point coordinate \( \tilde{\rho}_0 = \frac{\rho_0}{\rho_h} \). We fast forward with representing the numerical results and leave the physical interpretation later in section 6.2.3.

In order to find the quark-antiquark potential we have to evaluate the on-shell action. Plugging (6.10) into (6.9), we obtain:

\[
2\pi \alpha' S'^{\text{on-shell}}_{\parallel} = 2 \int_{\rho_0}^{\rho_{\text{max}}} d\rho \frac{\sqrt{h_0 b^{3/2} F S^4 \alpha e^{-\phi(\rho_0)}}}{\rho (\rho^4 - \rho_h^4)} \frac{\sqrt{B_1 h}}{\sqrt{h_0 b e^{\phi(\rho_0)} - b_0 h}} \equiv \int_{\rho_0}^{\rho_{\text{max}}} d\rho \mathcal{L}'_{\parallel}^{\text{on-shell}}.
\]

(6.14)

It is straightforward to see that the on-shell Lagrangian \( \mathcal{L}'_{\parallel}^{\text{on-shell}} \) diverges at the UV boundary \( \rho \to \infty \). We regularize this divergence by subtracting the action of two fundamental
As for the quark-antiquark distance, these integrals cannot be performed analytically. The numerical results are shown in figure 2. 

Examining the anisotropic and finite density contribution separately, the order $\epsilon$ correction increases the maximum parallel distance $d_{\parallel}^{\text{max}}$, while the order $\epsilon^2 \delta^2$ correction does not change significantly the numerical results. We represent these contributions as:

$$d_{\parallel} = d_{\parallel}^{(0)} + \epsilon d_{\parallel}^{(\epsilon)} + \epsilon \delta^2 d_{\parallel}^{(\epsilon \delta^2)}, \quad V_{q\bar{q}}^{\parallel} = V_{\parallel}^{(0)} + \epsilon V_{\parallel}^{(\epsilon)} + \epsilon \delta^2 V_{\parallel}^{(\epsilon \delta^2)}.$$  

In figure 3 we plot separately these contributions to the distance and to the potential.
Figure 3. Comparison between the corrections at different orders. In these plots $\tilde{V}_a = \frac{\text{Vol}(M_5)^{\frac{3}{2}}}{\pi^2 \lambda^2 T} V_a$ and $\tilde{d}_a = \pi T d_a$ for $a = \parallel, \perp$ and $\tilde{\rho}_0 = \rho_0 / \rho_h$.

6.2.2 Inter-layer potential

We now consider a fundamental string hanging from the UV boundary and extended along $x^3$ with the other two cartesian coordinates being constant. We now take $\rho = \rho(x^3)$. Eq. (6.8) becomes:

$$S_\perp = \frac{1}{2\pi \alpha'} \int d\tau dx^3 \frac{e^{\phi/2}}{\sqrt{b^2 F^2 S^8 \alpha^2 \rho^2 \left( \rho^4 - \rho_0^4 \right)^2 \rho^2 + \frac{b \alpha^2}{h}}}$$

(6.17)

from which we obtain the following equation for $\rho'$:

$$\rho' = \pm \sqrt{\frac{b \alpha}{b_0} \sqrt{h_0 b \alpha^2 e^{\phi - \phi(\rho_0)} - b_0 \alpha^2 h}} \sqrt{B_2 h \alpha_0}$$

(6.18)

where $B_2$ is the following function:

$$B_2 = \frac{b^2 F^2 S^8 \alpha^2}{\rho^2 \left( \rho^4 - \rho_0^4 \right)^2}.$$  

(6.19)

As before, we can invert it to obtain $x^3$ as a function of $\rho$:

$$x_3(\rho) = \pm \int_{\rho_0}^{\rho} d\rho' \sqrt{\frac{b_0}{b} \left( \alpha \sqrt{h_0 b \alpha^2 e^{\phi - \phi(\rho_0)} - b_0 \alpha^2 h} \right)^2 / B_2 h \alpha_0}.$$  

(6.20)
It follows that the quark-antiquark distance $d_\perp$ at the boundary is given by the following integral:

$$d_\perp = 2 \int_{\rho_0}^{\infty} d\rho \sqrt{\frac{b_0 b}{\rho \alpha h_0 \alpha^2 e^{\phi(\rho_0) - b_0 \alpha^2 h_0}}},$$

which, as in the intra-layer case must be performed numerically. The result is shown in figure 1. We next calculate the on-shell action for these configuration, which reads:

$$2\pi \alpha' S_{\perp}^{\text{on-shell}} = 2 \int_{\rho_0}^{\rho_{\text{max}}} d\rho \frac{\sqrt{b_0 b^{3/2} F S^4 \alpha^2 e^{\phi(\rho_0)}}}{\rho \alpha^2 e^{\phi(\rho_0) - b_0 \alpha^2 h}} = \int_{\rho_0}^{\rho_{\text{max}}} d\rho \mathcal{L}_{\perp}^{\text{on-shell}},$$

which is again divergent at the UV. As above, we regularize this divergence by subtracting the action of two fundamental strings going straight from $\rho = \rho_0$ to the boundary at $\rho \to \infty$. The regularized on-shell action is identified with the quark-antiquark potential along the $x^3$-direction, and is given by

$$2\pi \alpha' V_{\perp}^{q\bar{q}} = 2\pi \left( S_{\perp}^{\text{on-shell}} - \int_{\rho_0}^{\infty} d\rho \mathcal{L}_{\perp}^{\text{straight}} \right)$$

$$= 2 \int_{\rho_0}^{\infty} d\rho \frac{\sqrt{b_0 b^{3/2} F S^4 \alpha^2 e^{\phi(\rho_0)}}}{\rho \alpha^2 e^{\phi(\rho_0) - b_0 \alpha^2 h}} - 2 \int_{\rho_0}^{\rho_{\text{max}}} d\rho \frac{\alpha F S^4}{\rho^5}$$

$$= 2 \int_{\rho_0}^{\infty} d\rho \left( \frac{\sqrt{b_0 b^{3/2} F S^4 \alpha^2 e^{\phi(\rho_0)}}}{\rho \alpha^2 e^{\phi(\rho_0) - b_0 \alpha^2 h}} - \frac{\alpha F S^4}{\rho^5} \right)$$

$$- 2 \int_{\rho_0}^{\rho_{\text{max}}} d\rho \frac{\alpha F S^4}{\rho^5}.$$  (6.23)

These integrals can be performed numerically. The results are shown in figure 2. In addition, we consider the anisotropic and finite density corrections similarly, introducing an expansion in $\epsilon$ and $\tilde{\delta}$ similar to (6.16), but for the inter-layer separation and potential. The results are represented in figure 3.

### 6.2.3 Physical interpretation

Let us now comment on the results shown in figure 2. At small separations between the quark and the antiquark, the potential follows the colored curves, until it reaches the horizontal line. At this point the disconnected configuration becomes dominant and the potential is flat, thus the color charges are screened by the plasma. We observe that as the density of defects, parameterized by $\epsilon$, increases, the separation where the charges are screened becomes smaller, and that the effect is more pronounced in the direction transverse to the defects. The enhanced screening could be taken as a natural consequence of having more color nonsinglet degrees of freedom in the plasma, from the fields at the defects. Note also that strings can end on D5-branes so a connected configuration can break in two separate strings with the new endpoints localized at the D5-branes. In principle the breaking might be expected to be more favorable if the string is extended in the direction transverse...
to the D5-brane, since the string should be orthogonal to the D5-brane worldvolume at the endpoint. This would serve as a possible explanation for the difference in screening between the transverse and parallel directions.

Dialing the baryon charge density, through changes in \( \tilde{\delta} \), also affects the screening. Although the effect is relatively mild (recall that the baryon density is small compared to the defect density), increasing the baryon density seems to also increase the screening. Note that the purple and blue curves in the lower plots of figure 2 are slightly displaced to the right compared to the upper plots, and that \( \tilde{\delta} \) should be smaller for those. This is natural in view that increasing the baryon density would increase the number of degrees of freedom that can contribute to the screening. Notice also that in this case the effect seems to be stronger in the directions parallel to the defect, as might have been expected since in principle the charges would be localized along these directions.

6.3 Entanglement entropy

The holographic entanglement entropy [74, 75] between a spatial region \( A \) in the gauge theory and its complement is obtained by finding the eight-dimensional spatial surface \( \Sigma \) whose boundary coincides with the boundary of \( A \) and minimizes the functional:

\[
S_A = \frac{1}{4G_{10}} \int_{\Sigma} d^8 \xi \sqrt{\text{det} g_8},
\]

where \( G_{10} = 8 \pi^6 g_s^2 \alpha' \) is the ten-dimensional Newton constant satisfying \( 16\pi G_{10} = 2\kappa_{10}^2 \) and \( g_8 \) is the induced metric on \( \Sigma \). We will minimize \( S_A \) for the case in which the region \( A \) is a slab of infinite extent in two of the spatial gauge theory directions and has a finite width in the third one. There are clearly two different cases to be studied, depending on whether the direction with finite width is parallel or transverse to the defect. We study these two possibilities in the two subsections that follow.

6.3.1 Parallel slab

Let \( A \) be the region:

\[
A = \left\{ -\frac{l_1}{2} < x^1 < \frac{l_1}{2}, -\frac{L_2}{2} < x^2 < \frac{L_2}{2}, -\frac{L_3}{2} < x^3 < \frac{L_3}{2} \right\}.
\]

(6.25)

We consider both \( x^2 \)- and \( x^3 \)-directions to be periodic with periods \( L_2 \) and \( L_3 \), otherwise one ends up with partial differential equations. Eventually, we are interested in the \( L_2, L_3 \to \infty \) limit. We will consider a surface \( \Sigma \) ending on the boundary of \( A \) at the UV \( \rho \to \infty \), which penetrates into the bulk and reaches a minimal value \( \rho_0 \) of the holographic coordinate \( \rho \). Actually, in this section we will use the dimensionless variable \( y \) defined as:

\[
y = \frac{\rho}{\rho_0}.
\]

(6.26)

We will parameterize \( \Sigma \) by a function \( y = y(x^1) \) and, to compute the entanglement functional \( S_A \), we will integrate over all variables except \( x^1 \). We get:

\[
S_\parallel = \frac{L_2 L_3 \text{Vol}(\mathcal{M}_5)}{4G_{10}} \int d^4 x^1 \sqrt{b F^4 h^2 S^{16} \alpha^4 y^2 + F^2 h S^8 \alpha^2 y^4}.
\]

(6.27)
The functional $S_{\parallel}$ has a first integral that allows to obtain $y'$ as:

$$
\frac{dy}{dx^1} = \pm \frac{F h^{1/2} S^4 \alpha \sqrt{F^2 h S^8 \alpha^2 - \alpha_0^2 F_0^2 h_0 S_0^8}}{B_3^{1/2} \alpha_0 F_0 h_0^{1/2} S_0^4},
$$

where the subscript 0 implies the functions are evaluated at $y = y_0 = 1$ and $B_3$ is given by:

$$
B_3 = \frac{b F^4 h^2 S^{16} \alpha^4}{y^2 (\rho_0^4 y^4 - \rho_h^4)}.
$$

Thus, we have:

$$
\frac{dx^1}{dy} = \pm \int_1^y \frac{B_3^{1/2} \alpha_0 F_0 h_0^{1/2} S_0^4}{F h^{1/2} S^4 \alpha \sqrt{F^2 h S^8 \alpha^2 - \alpha_0^2 F_0^2 h_0 S_0^8}} dy,
$$

and therefore, the length $l_{\parallel}$ in this direction is:

$$
l_{\parallel} = 2 \int_1^\infty \frac{B_3^{1/2} \alpha_0 F_0 h_0^{1/2} S_0^4}{F h^{1/2} S^4 \alpha \sqrt{F^2 h S^8 \alpha^2 - \alpha_0^2 F_0^2 h_0 S_0^8}} dy.
$$

Plugging this result in (6.27), we obtain that $S_{\parallel}$ has the following on-shell value:

$$
\frac{4G_{10}}{L_2 L_3 \text{Vol}(\mathcal{M}_5)} S_{\parallel} = 2 \int_1^\infty dy \frac{b^{1/2} F^3 h^{3/2} S^{12} \alpha^3}{y (\rho_0^4 y^4 - \rho_h^4) \sqrt{F^2 h S^8 \alpha^2 - \alpha_0^2 F_0^2 h_0 S_0^8}} \equiv 2 \int_1^\infty dy L_{\parallel},
$$

where, in the last step, we have defined the function $L_{\parallel}$. If we now want to evaluate the entropy for this configuration, we need to subtract the divergent contributions that come from the upper limit of the integral, $y \to \infty$. When $y \to \infty$, $L_{\parallel}$ behaves as

$$
L_{\parallel} = \rho_0 Q_c \left( \rho_0^4 \frac{y}{4} + \epsilon \rho_h y \right) + O(y^{-3})
$$

leading to asymptotic behavior for $S_{\parallel}$ as

$$
\frac{4G_{10}}{L_2 L_3 \text{Vol}(\mathcal{M}_5)} S_{\parallel} = 2 \rho_0 Q_c \left( \rho_0^2 \frac{y_\text{max}^2}{8} + \epsilon \rho_h y_\text{max} \right) + O \left( y^{-2} \right),
$$

where the last term vanishes when $y_\text{max} \to \infty$. Defining the cutoff (in units of length) as $\epsilon_{\text{UV}} = Q_{1/2} / (2 \rho_\text{max}) \to 0$, the divergent part is

$$
S_{\parallel}^{\text{div}} = \frac{N_c^2}{2\pi} \frac{L_2 L_3}{\epsilon_{\text{UV}}} + N_f N_c \frac{1}{15} \frac{2 \lambda^2}{v_\perp} \frac{L_2}{\epsilon_{\text{UV}}}.
$$

The first term reproduces the area law for the theory in the absence of flavors. The second term is a subleading correction proportional to the number of flavors that has the form of an area law for a $(2 + 1)$-dimensional theory, so it naturally captures the contribution to the entanglement entropy from the fields localized at the defects.
Figure 4. First row: rescaled parallel (left) and transverse (right) width $\tilde{l} = \pi T l$ versus the rescaled turning point $\tilde{\rho}_0 = \frac{\rho_0}{\rho_h}$. Second and third rows: rescaled parallel (left) and transverse (right) entanglement entropy $\tilde{S} = \frac{\text{Vol}(M_5)}{8\pi L_2 L_3 N_c T^2} S_{\text{reg}}$ versus the rescaled width. The slope of the dashed lines are fixed by the thermal entropy density according to (6.42) and (6.57).

Subtracting the divergent part, we can write:

$$\frac{4G_{10}}{L_2 L_3 \text{Vol}(M_5)} S_{\parallel}^{\text{reg}} = \frac{4G_{10}}{L_2 L_3 \text{Vol}(M_5)} \left( S_{\parallel} - S_{\parallel}^{\text{div}} \right)$$

$$= 2 \int_{1}^{\infty} dy \left( L_{\parallel} - L_{\parallel}^{\text{div}} \right) - 2 \rho_0 Q_c \left( \frac{\rho_0}{8} + \epsilon \rho_h \right). \quad (6.36)$$

The parallel distance $l_\parallel$ and the regulated entanglement entropy $S_{\parallel}^{\text{reg}}$ are plotted in figure 4. The $\epsilon$ correction increases the value of the width, while it decreases slightly the value of the entanglement entropy for small $\tilde{l}_\parallel$, and increases it for big $\tilde{l}_\parallel$. The contributions
of the different orders are represented in figure 5, using a notation similar to the one employed in (6.16). See also figure 6, where we compare the entanglement entropies of the flavored and unflavored theories in the two directions at the same slab widths.

The entanglement entropy found above matches the results of section 5 for the thermal entropy density of the black hole in the limit in which $T l_\parallel$ is large [76–78]. Indeed, let us use the prescription given in [79] to compute the derivative of the entanglement entropy
with respect to \(l_{\parallel}\) from the derivatives of both \(l_{\parallel}\) and \(S_{\parallel}\) with respect to the turning point \(y_0\) when \(y_0 = 1\). From (6.31) we get:

\[
\left.\frac{dl_{\parallel}}{dy_0}\right|_{y_0=1} = 2 b_{0}^{1/2} F_{0}^{2} h_{0} S_{0}^{8} \frac{\alpha_{0}^{2}}{\rho_{0}^{3} - \rho_{h}^{3}} \lim_{y \to 1} \left(\frac{1}{\sqrt{F^{2} S^{8} \alpha^{2} - \alpha_{0}^{2} F_{0}^{2} h_{0} S_{0}^{8}}}\right). \tag{6.37}
\]

Moreover, from (6.32) we arrive at:

\[
\frac{4 G_{10}}{L_{2} L_{3} \text{Vol}(\mathcal{M}_{5})} \frac{dS_{\parallel}^{\text{reg}}}{dy_0} \bigg|_{y_0=1} = 2 b_{0}^{1/2} F_{0}^{3/2} h_{0} S_{0}^{12} \frac{\alpha_{0}^{3}}{\rho_{0}^{3} - \rho_{h}^{3}} \lim_{y \to 1} \left(\frac{1}{\sqrt{F^{2} S^{8} \alpha^{2} - \alpha_{0}^{2} F_{0}^{2} h_{0} S_{0}^{8}}}\right). \tag{6.38}
\]

Thus, we can write:

\[
\frac{4 G_{10}}{\text{Vol}(\mathcal{M}_{5}) L_{2} L_{3}} \frac{dS_{\parallel}^{\text{reg}}}{dl_{\parallel}} = \frac{4 G_{10}}{\text{Vol}(\mathcal{M}_{5}) L_{2} L_{3}} \frac{dS_{\parallel}^{\text{reg}}}{dy_0} \frac{dy_0}{dl_{\parallel}} = F_{0} t_{0}^{1/2} S_{0}^{4} \alpha_{0}
\]

\[
- \frac{\rho_{0}^{3}}{2} Q_{c}^{1/2} \left(1 + \frac{5 \epsilon}{2 \rho_{h}^{4}} \left(\frac{1}{5} \left(\rho_{0}^{4} - \rho_{h}^{4}\right) \Omega \left(\frac{\rho_{0}}{\rho_{h}}\right) + \rho_{0}^{3} \rho_{h} - \rho_{h}^{4} - \frac{\rho_{h}^{4}}{4}\right)\right)
\]

\[
+ \delta^{2} \left(- \left(\rho_{0}^{4} - \rho_{h}^{4}\right) \Omega \left(\frac{\rho_{0}}{\rho_{h}}\right) - 5 \rho_{0}^{3} \rho_{h} + \frac{5 \rho_{h}^{3}}{4}\right)\right). \tag{6.39}
\]

When \(\rho_{0} \to \rho_{h}\) this last expression becomes:

\[
\frac{4 G_{10}}{\text{Vol}(\mathcal{M}_{5}) L_{2} L_{3}} \frac{dS_{\parallel}^{\text{reg}}}{dl_{\parallel}} = \frac{\rho_{h}^{3}}{2} Q_{c}^{1/2} \left(1 + \epsilon \frac{15}{8} + \epsilon \delta^{2} \frac{5}{8}\right), \tag{6.40}
\]

which agrees with the thermal entropy density of the black hole obtained in section 5. Actually, taking into account the value of \(G_{10}\), one can rewrite (5.3) as:

\[
\frac{4 G_{10}}{\text{Vol}(\mathcal{M}_{5})} s = \frac{\rho_{h}^{3}}{2} Q_{c}^{1/2} \left(1 + \epsilon \frac{15}{8} + \epsilon \delta^{2} \frac{5}{8}\right). \tag{6.41}
\]

By comparing (6.40) and (6.41), it follows that, when \(\rho_{0} \to \rho_{h}\) and \(T l_{\parallel}\) is large, we have the following approximate equality between the entanglement entropy density and the thermal entropy density \(s\):

\[
\frac{1}{L_{2} L_{3}} \left.\frac{dS_{\parallel}}{dl_{\parallel}}\right|_{\rho_{0} \to \rho_{h}} = s \tag{6.42}
\]

in agreement with the analysis of [76–78]. By looking at the slope of the entanglement entropy versus the parallel width, we have also verified that, for different values of the expansion parameters \(\epsilon\) and \(\epsilon \delta^{2}\), our numerical results fulfill (6.42) in the limit in which \(T l_{\parallel}\) is large (see figure 4). Both (6.42) and the numerical results capture the increase in the number of degrees of freedom that enter through the fields localized at the defects, consistently with the thermodynamic quantities we computed previously.
6.3.2 Transverse slab

Let us now consider the region:

$$A = \left\{ -\frac{l}{2} < x^3 < \frac{l}{2}, -\frac{L_1}{2} \leq x^1 < \frac{L_1}{2}, -\frac{L_2}{2} \leq x^2 < \frac{L_2}{2} \right\},$$

(6.43)

which is a slab with finite width in the transverse direction. As before, we take $x^1$ and $x^2$ to be periodic with periods $L_1$ and $L_2$ respectively, and we are ultimately interested in the $L_1, L_2 \to \infty$ limit. Let us use again the variable $y$ defined in (6.26) and take $y = y(x^3)$. By integrating over all variables except $x^3$, we get:

$$S_\perp = \frac{L_1 L_2 \text{Vol}(M_5)}{4G_0} \int dx^3 F h^{1/2} S^4 \alpha \sqrt{1 + \frac{b F^2 h S^8}{y^2 (\rho_0^4 y^4 - \rho_h^4)^2} y^2},$$

(6.44)

where now $y'$ denotes the derivative with respect to $x^3$. From the first integral of $S_\perp$ we can get the value of $y'$, namely:

$$\frac{dy}{dx^3} = \pm \frac{F h^{1/2} S^4 \alpha \sqrt{F^2 h S^8 \alpha^2 - \alpha_0^2 F_0^2 h_0 S_0^8}}{\alpha_0 B_4^{1/2} F_0 h_0^{1/2} S_0^4},$$

(6.45)

where the subscript 0 implies the functions are evaluated at $y = y_0 = 1$ and $B_4$ is the function:

$$B_4 = \frac{b F^4 h^2 S^{16} \alpha^2}{y^2 (\rho_0^4 y^4 - \rho_h^4)^2}.$$

(6.46)

Thus, we have:

$$dx^3 = dy \frac{\alpha_0 F_0 h_0^{1/2} S_0^4 b^{1/2} F h^{1/2} S^4}{y (\rho_0^4 y^4 - \rho_h^4) \sqrt{F^2 h S^8 \alpha^2 - \alpha_0^2 F_0^2 h_0 S_0^8} \sqrt{F^2 h S^8 \alpha^2 - \alpha_0^2 F_0^2 h_0 S_0^8}}.$$

(6.47)

and the length $l_\perp$ in the transverse direction is:

$$l_\perp = 2 \int_1^\infty dy \frac{\alpha_0 F_0 h_0^{1/2} S_0^4 b^{1/2} F h^{1/2} S^4}{y (\rho_0^4 y^4 - \rho_h^4) \sqrt{F^2 h S^8 \alpha^2 - \alpha_0^2 F_0^2 h_0 S_0^8} \sqrt{F^2 h S^8 \alpha^2 - \alpha_0^2 F_0^2 h_0 S_0^8}}.$$

(6.48)

Moreover, by using (6.45) in (6.44), the on-shell entanglement entropy functional $S_\perp$ becomes:

$$\frac{4G_0}{L_1 L_2 \text{Vol}(M_5)} S_\perp = 2 \int_1^\infty dy \frac{b^{1/2} F^3 h^{3/2} S^{12} \alpha^2}{y (\rho_0^4 y^4 - \rho_h^4) \sqrt{F^2 h S^8 \alpha^2 - \alpha_0^2 F_0^2 h_0 S_0^8} \sqrt{F^2 h S^8 \alpha^2 - \alpha_0^2 F_0^2 h_0 S_0^8}} \equiv 2 \int_1^\infty dy \mathcal{L}_\perp,$$

(6.49)

where, in the last step, we have defined $\mathcal{L}_\perp$. If we now want to evaluate the finite entropy for this configuration, we need to subtract the divergent contributions that come from the upper limit of the integral, $y \to \infty$. As $y \to \infty$, $\mathcal{L}_\perp$ goes like:

$$\mathcal{L}_\perp = \frac{1}{4} Q_c \rho_0 \rho_h (y \rho_0 - \epsilon \rho_h) + \mathcal{O}(y^{-2}).$$

(6.50)
Thus, the leading behavior of \( S_\perp \) reads as

\[
\frac{4G_{10}}{L_1 L_2 \text{Vol}(M_5)} S_\perp = \frac{1}{2} Q_c \rho_0 \rho_h \left( \frac{y_{\max}^2}{2} \rho_0 - \epsilon \rho_h y_{\max} \right) + \mathcal{O} \left( y^{-1} \right), \tag{6.51}
\]

where the last term vanishes when \( y_{\max} \to \infty \). In terms of field theory quantities, the divergent part is therefore

\[
S_{\perp}^{\text{div}} = \frac{N_c^2}{2\pi} \frac{L_1 L_2}{\varepsilon_{\text{UV}}} - \frac{N_c a^2}{30} \frac{\lambda_{\perp}^2}{\rho_0} L_1 L_2 \frac{\eta}{\varepsilon_{\text{UV}}}. \tag{6.52}
\]

As in the case of a parallel slab, the first term reproduces the area law in the absence of flavors. The cutoff dependence of the second term is similar to the one expected for the area law in a \((2 + 1)\)-dimensional theory, but it gives a negative contribution and depends on the flavor density, rather than on the number of flavors. Comparing with (6.35), the negative contribution suggests that the number of degrees of freedom that propagate in the directions transverse to the defects is effectively reduced, at least concerning their contribution to the entanglement entropy.

Removing the divergent pieces, we define the regulated entanglement entropy \( S_\perp^{\text{reg}} \) as:

\[
\frac{4G_{10}}{L_1 L_2 \text{Vol}(M_5)} S_\perp^{\text{reg}} = \frac{4G_{10}}{L_1 L_2 \text{Vol}(M_5)} \left( S_\perp - S_\perp^{\text{div}} \right) = 2 \int_1^\infty dy \left( \mathcal{L}_\perp - \mathcal{L}_\perp^{\text{div}} \right) - \frac{1}{2} Q_c \rho_0 \rho_h \left( \frac{1}{2} \rho_0 - \epsilon \right). \tag{6.53}
\]

Both \( l_\perp \) and \( S_\perp^{\text{reg}} \) are plotted in figure 4. In this transverse case, the width decreases with the epsilon corrections, and the entanglement entropy increases for big \( l_\perp \) and decreases for small \( l_\perp \).

As we did for the parallel slab, one can compute the entanglement entropy density for large \( T L_\perp \) and compare the result with the thermal entropy density of the flavored black hole. By following the same steps as before, we calculate the derivative of the entanglement entropy with respect to \( l_{\perp} \) from the derivatives of both \( l_{\perp} \) and \( S_\perp \) with respect to the turning point. From (6.48), we have:

\[
\left. \frac{dl_{\perp}}{dy_0} \right|_{y_0 = 1} = \left. 2 \frac{h_0^{1/2} h_{\alpha}^2 h_0 S_0^8 \alpha_0}{(\rho_0^4 - \rho_h^4)} \right|_{y_0 = 1} \frac{1}{\lim_{y \to 1} \left( \sqrt{F^2 h S^8 \alpha^2 - \alpha_0^2 F_0^2 h_0 S_0^8} \right)}, \tag{6.54}
\]

and from (6.49) we get:

\[
\left. \frac{4G_{10}}{L_1 L_2 \text{Vol}(M_5)} \frac{dS_{\perp}^{\text{reg}}}{dy_0} \right|_{y_0 = 1} = \left. 2 \frac{h_0^{1/2} F^2 h_{\alpha}^2 h_0 S_0^8 \alpha_0^2}{(\rho_0^4 - \rho_h^4)} \right|_{y_0 = 1} \frac{1}{\lim_{y \to 1} \left( \sqrt{F^2 h S^8 \alpha^2 - \alpha_0^2 F^2 h_0 S_0^8} \right)}. \tag{6.55}
\]

Thus, for large \( T L_\perp \) we can write:

\[
\left. \frac{4G_{10}}{L_1 L_2 \text{Vol}(M_5)} \frac{dS_{\perp}^{\text{reg}}}{dl_{\perp}} \right|_{y_0 = 1} = \left. \frac{4G_{10}}{L_1 L_2 \text{Vol}(M_5)} \frac{dS_{\perp}^{\text{reg}}}{dy_0} \right|_{y_0 = 1} \left. \frac{dy_0}{dl_{\perp}} \right|_{y_0 = 1} = F_0 h_0^{1/2} S_0^{4} \alpha_0, \tag{6.56}
\]
which is the same result as the one found for the parallel slab (see (6.39)). Thus, when $\rho_0 \rightarrow \rho_h$ we find a result which coincides with the thermal entropy of the black hole that we obtained in section 5,

$$\frac{1}{L_1 L_2} \frac{dS}{dl} \bigg|_{\rho_0 \rightarrow \rho_h} = s.$$  

(6.57)

The agreement between the entanglement entropy and thermal entropy densities for large $Tl_\perp$ can also be verified from the results plotted in figure 4.

Similarly to the parallel case in (6.42), (6.57) and the numerical results for the entanglement entropy in the transverse slab also capture the increase in the number of degrees of freedom. Although asymptotically the transverse and parallel entanglement entropies have the same slopes, in the plots of figure 4 the transverse entanglement entropy increases faster for smaller widths.

6.3.3 Mutual information and correlations among flavors

To gain complementary information on the entanglement, it is useful to consider the mutual information of a bipartite system. This quantity is better suited to capture quantum entanglement than the entanglement entropy which is prone to temperature effects. In addition, there are no subtleties in regard to regularization.

Given two regions $A$ and $B$, their mutual information $I(A,B)$ is defined through the entanglement entropies as

$$I(A,B) = S(A) + S(B) - S(A \cup B).$$  

(6.58)

The value of the mutual information is finite, positive semidefinite, and it provides an upper bound on the correlations between the two regions [80]. If we consider the regions $A$ and $B$ to be two slabs of some fixed size, the value of the mutual information is usually determined by two competing configurations [76, 81]. If the separation between the two slabs is relatively small, then the minimal surface area that determines $S(A \cup B)$ consists of the union of a surface joining the closer edges of the two region with another surface connecting the edges that are further away. When the separation becomes larger, then the minimal area is the union of the minimal surface associated to region $A$ with the minimal surface associated to region $B$, in which case $S(A \cup B) = S(A) + S(B)$ and the mutual information vanishes. So regions that are far enough separated contain degrees of freedom that are uncorrelated.

Let us consider now two slabs of equal width and a separation between them which is of the same length or larger. If the entanglement entropy is monotonically increasing, then the mutual information vanishes for this configuration. This is the case for the total entanglement entropy and the contribution of flavor in the parallel directions shown in figures 4 and 6 (left). This indicates that the theory remains “local”, with degrees of freedom in spatially separated regions begin independent of each other, and it is the typical situation in holographic duals.

On the other hand, we observe a strikingly different behavior in the flavor contribution to the transverse entanglement entropy, in figure 6 (right). In this case the entanglement entropy is increasing for widths larger than the scale set by the temperature, but it shows a
minimum and it is decreasing for smaller widths. This implies that even if the separation between the two slabs is larger than their width, the mutual information can be nonzero, with larger values reached when the width of the two slabs is very small and the separation is close to the minimum of the entanglement entropy. This indicates that the flavor degrees of freedom are correlated in the transverse direction through distances below or of the order of the temperature scale. This implies that flavor degrees of freedom separated in the transverse direction are not completely independent. It is then tempting to interpret the scale set by the minimum of the entanglement entropy as an “effective width” for the D5-branes that carry those degrees of freedom.

7 Summary and discussion

In this work we studied the holographic dual to an intersection of multiple color D3-branes and flavor D5-branes beyond the probe or equivalently the quenched approximation. We found geometries that solve the supergravity equations of motion with D3-brane fluxes and smeared D5-brane sources. In our setup the D5-branes share two spatial directions with the D3-branes and are continuously distributed along the third direction forming a multilayer structure. The solutions we found are charged black holes corresponding to a field theory configuration with non-zero temperature and chemical potential. In the dual ambient four-dimensional supersymmetric gauge field theory, the D5-branes give rise to massless flavors on a codimension one defect.

We solved the complete set of equations of motion in a first-order perturbative expansion in two parameters. This solution is valid when these two parameters are small, let us now comment on this further. Taking into account the parametric dependence of the densities on the number of colors $N_c$, flavors $N_f$, and the ’t Hooft coupling $\lambda$, we can introduce the quantities

$$n_f = N_f \tilde{n}_f, \quad n_b = N_f \tilde{n}_b,$$

(7.1)

where $n_f$ is the density of the smeared flavors in the direction transverse to the defect and $n_b$ is the baryon density. In terms of these quantities the solutions are valid when the following conditions are satisfied

$$\frac{N_c}{\lambda^{1/2}N_f} \gg \frac{n_f}{T} \gg \frac{n_b}{T^5}.$$

(7.2)

Alternatively, the second condition can be expressed as

$$\frac{n_f}{T} \gg \frac{n_b}{T^3}.$$

(7.3)

Therefore, both the defect and baryon densities (in units of the temperature) should be small, with the latter being much smaller than the former.

In this regime of validity we have been able to obtain a consistent anisotropic thermodynamics and to compute several observables such as transport coefficients, quark-antiquark potentials, and entanglement entropies. Our results for the entropy and energy density (5.16), as well as for the pressures (5.27) reflect that there are additional degrees of freedom along
the $(2+1)$-dimensional intersections between the color and flavor branes, contributing to the entropy, energy density and pressure along the intersection but not to the transverse pressure. The enhancement in the number of degrees of freedom also shows in the entanglement entropy of a slab, see figure 4, which becomes larger when the density of defects (implicit in the parameter $\epsilon$) increases. A more precise statement reflecting the same facts is captured by the formulas (6.42) and (6.57) that determine the increase of the entanglement entropy with the size of the entangling region as proportional to the thermal entropy. Curiously, in this limit the entanglement entropy shows a similar behavior independently of whether the slab is oriented parallel or transverse to the intersection.

The results for the quark-antiquark potential, depicted in figure 2, indicate that the degrees of freedom at the intersections contribute significantly to the screening of color charges, in any direction, although the effect is more pronounced in the transverse direction. On the other hand, the effect of the charge density is more noticeable along the directions parallel to the defect. We did not study the effect of the charge density in hydrodynamics, but we observed that the second order transport coefficient in the shear channel along the intersection increases slightly with the number of D5-branes (6.6). This might be an indication of $(2 + 1)$-dimensional dynamics, where the value of the coefficient is larger, modifying the transport properties. Another possible indication is that the value of the speed of sound along the intersection is increased (5.37), going above the conformal value in $3 + 1$ dimensions but still below the conformal value in a $(2 + 1)$-dimensional theory (that one finds in isolated D5-branes [43]), at least in the approximation of small flavor density that we use. Since the equation of state remains conformal (5.38), the transverse speed of sound goes below the conformal value in (5.37). In addition to these thermodynamic insights, we also infer from the behavior of mutual information that flavor degrees of freedom are correlated in the transverse direction, thus not being completely independent at separations close or below the temperature scale. One could take this as a signal of increasing inter-layer mobility and decreasing intra-layer mobility, which is interesting from the point of view of condensed matter physics, where multilayered materials with strongly correlated electrons constrained to move in $2 + 1$ dimensions show strange metallic behavior and high-$T_c$ superconductivity.

Let us now comment on some possible extensions of our work. It would be certainly desirable to obtain a solution valid beyond the perturbative expansions performed here. Most likely this would require a numerical analysis of the equations of motion, such as the ones written in the system (B.4) for the case of vanishing chemical potential. The black hole solution studied of this system found here is not unique. Indeed, in [50] an exact solution for zero chemical potential was found. This black hole geometry has a Lifshitz-like scaling symmetry, is non-analytic in $n_f$ and, as a consequence, one cannot take the flavorless limit $n_f \to 0$. It would be interesting to construct new backgrounds interpolating between that geometry and the asymptotically AdS metric found here. More generally, in order to classify all possible solutions one should study different boundary conditions to be imposed both at the UV and at the IR.

The solutions at nonzero baryon density display the phenomenon of having two types of charged degrees of freedom, those that are fractionalized, corresponding to those sitting
behind the horizon, and coherent ones which correspond to those that are hovering above the horizon. This situation has been encountered elsewhere, in electron cloud solutions [82, 83] to various probe brane configurations [84–86] with entrancing connections to quantum Hall physics. Constructing observables such as the butterfly velocity or the generalized charged entanglement entropy discussed in [87] would yield probes for distinguishing how the degrees of freedom flow under external fields, complementarily to the obvious magnetotransport coefficients readily available. A really captivating scenario would be to establish the entanglement first law using the latter probe, addressing the long-standing open problem in the field.

The setup considered here can be generalized in several other directions. One possibility could be adding four-dimensional flavors by introducing D7-branes, which as a start could be treated as probes as in [53]. This analysis would shed more light to the anisotropic physics of the holographic multilayer theories. Another possible generalization could be extending the analysis to different dimensions both for the ambient theory or for the defect. For example, viable chassis for this exercise include the D2-D6 backreacted geometry of [88] or the D3-D3’ backreacted geometry constructed in [89].
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A Equations of motion

In this appendix we write down in detail the equations of motion for the total action (2.2), as well as the resulting equations for the different functions of our ansatz. Let us begin by writing the equations satisfied by the forms, which are [90]:

\[
d \left( e^{2\phi} \star H_3 \right) + e^{\phi} H_3 \wedge \star F_3 - \frac{1}{3} \kappa_{10}^2 T_5 \Xi \wedge F \wedge F \wedge F = 0
\]

\[
d \left( e^\phi \star F_3 \right) - F_5 \wedge H_3 + \kappa_{10}^2 T_5 \Xi \wedge F \wedge F = 0
\]

\[
d \star F_5 - H_3 \wedge F_3 - 2\kappa_{10}^2 T_5 \Xi \wedge F = 0
\]

\[
d \left( e^{-\phi} \star H_3 \right) + F_5 \wedge F_3 + e^\phi \star F_3 \wedge F_1 - 2\kappa_{10}^2 \delta F_S \text{branes} = 0.
\] (A.1)

Notice that the last term in the equations (A.1) is due to the brane sources. The equations of motion for the RR forms contain the smearing form $\Xi$ since they are coupled to the
D5-brane through the WZ term (2.5). The last term in the equation for $H_3$ in (A.1) is an eight-form which arises from the smeared DBI term of the brane action. Its expression is given below in (A.15). The RR forms have to satisfy the Bianchi identities, namely:

\[
dF_1 = 0
\]

\[
dF_3 - H_3 \wedge F_1 - 2\kappa_1^2 T_5 \Xi = 0
\]

\[
dF_5 - H_3 \wedge F_3 - 2\kappa_1^2 T_5 \Xi \wedge F = 0, \tag{A.2}
\]

where the NSNS three-form is such that $dH_3 = 0$. The equation for the dilaton is given by:

\[
\Box \phi = e^{2\phi} F_1^2 - \frac{1}{2 \cdot 3!} e^\phi F_3^2 - \frac{1}{2 \cdot 3!} e^{-\phi} H_3^2 - \frac{2\kappa_1^2}{\sqrt{-g}} \frac{\delta S_{\text{branes}}}{\delta \phi}. \tag{A.3}
\]

In addition, we have to impose Einstein equations, which are also written below in (A.17), but we first need to introduce our ansatz for the metric.

We will consider solutions for which

\[
F_1 = 0, \quad H_3 = 0. \tag{A.4}
\]

It is convenient to write the equations of motion in terms of a new radial coordinate $\sigma$, related to the $\rho$ coordinate used in the main text as:

\[
e^{4\rho^2/\sigma} = 1 - \frac{\rho^4}{\rho^4}. \tag{A.5}
\]

In terms of $\sigma$, our metric ansatz (2.7) takes the form:

\[
d s_{10}^2 = h^{-\frac{1}{2}} \left[ -b (dt)^2 + (dx^1)^2 + (dx^2)^2 + \alpha^2 (dx^3)^2 \right] + h^\frac{1}{2} \left[ b \alpha^2 S^2 d\sigma^2 + S^2 ds_{\text{KE}}^2 + F^2 (d\tau + A)^2 \right], \tag{A.6}
\]

where the radial functions $h$, $b$, $\alpha$, $F$, and $S$ should be understood as functions of $\sigma$ through the change of variables (A.5). The ansatz for the RR three-form $F_3$ has been written in (2.20), whereas $F_5$ can be readily obtained from (2.13)–(2.19), and is given by:

\[
F_5 = L e^{b^2/\kappa^2} \left( 1 + * \right) d^4 x \wedge d\sigma + (1 + *) \partial_\sigma J (\sigma) d\sigma \wedge dx^1 \wedge dx^2 \wedge \text{Re} \left( \hat{\Omega}_2 \right)
\]

\[
- 3J (\sigma) (1 + *) dx^1 \wedge dx^2 \wedge \text{Im} \left( \hat{\Omega}_2 \right) \wedge (d\tau + A). \tag{A.7}
\]

The Bianchi identity for $F_5$ gives the following differential equation for $J$:

\[
\partial^2_\sigma J - 4 \frac{\partial_\sigma S}{S} \partial_\sigma J - 9 \alpha^2 b S^2 J + 3 Q_f S^4 \partial_\sigma A_t = 0, \tag{A.8}
\]

where we have used the expression (2.22) of the smearing form $\Xi$ and an ansatz for the worldvolume gauge field strength $\mathcal{F}$, which in the $\sigma$ coordinate takes the form:

\[
\mathcal{F} = dA = \partial_\sigma A_t (\sigma) d\sigma \wedge dt. \tag{A.9}
\]
Let us now write down in detail the equation (A.3) for the dilaton. To compute the last term in this equation we need to know the expression for the smeared DBI action. With this purpose, we define the modulus $|\Xi|$ of the smearing form as:

$$|\Xi| = \sqrt{1 + e^{-\phi} \xi_1 \xi_2 \xi_3 \xi_4}.$$  \hspace{1cm} (A.10)

Using (2.22), we get:

$$|\Xi| = \frac{3 Q f}{\sqrt{2} \kappa_{10}^2 T_5} \frac{1}{\sqrt{H F S^2}}.$$ \hspace{1cm} (A.11)

Let us also introduce a shorthand

$$\Lambda = \sqrt{1 + e^{-\phi} F_{\mu\nu} F^{\mu\nu}}.$$ \hspace{1cm} (A.12)

Then, the smeared DBI action takes the form:

$$S_{\text{smeared}} = - T_5 \int d^{10} x \sqrt{-g} e^{\frac{2}{\kappa_{10}^2}} \sqrt{2} |\Xi| \Lambda,$$ \hspace{1cm} (A.13)

which can be expressed explicitly by plugging in the expressions in (A.11) and (A.12). The resulting equation for $\phi$ is:

$$\partial_5^2 \phi - 3 a b F S^4 \left( \frac{3 Q f e^{-\phi} S^6}{\sqrt{2} \kappa_{10}^2 F^2 S^2} - \frac{e^{-\phi}}{2} (\partial_5 A_t)^2 \right) = 0.$$ \hspace{1cm} (A.14)

Notice that, even though $H_3 = 0$, its equation of motion is non-trivial. In order to write this equation in detail we need to determine the eight-form $\delta F_{\text{branes}}$, which arises when the DBI term of the brane action is varied with respect to the NSNS two-form potential. This one reads

$$\delta F_{\text{branes}} = \frac{1}{\kappa_{10}^2} \frac{3 Q f e^{-\phi} S^2 \partial_5 A_t}{\sqrt{2} \kappa_{10}^2 F^2 S^2 - e^{-\phi} (\partial_5 A_t)^2} dx^1 \wedge dx^2 \wedge dx^3 \wedge e^1 \wedge e^2 \wedge e^3 \wedge e^4 \wedge e^5.$$ \hspace{1cm} (A.15)

Using this last expression, the equation for $H_3$ becomes:

$$6 Q f e^{-\phi / 2} S^2 \partial_5 A_t + (Q_c F_{123} + 6 Q f J) \sqrt{\alpha'^2 b^2 F^2 S^2 - e^{-\phi} (\partial_5 A_t)^2} = 0.$$ \hspace{1cm} (A.16)

Let us now write down the Einstein equations that follow from the action (2.2). When $F_1 = H_3 = 0$, these equations read

$$R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R = \frac{1}{2} \left( \partial_\mu \phi \partial_\nu \phi - \frac{1}{2} g_{\mu\nu} (\partial \phi)^2 \right) - \frac{1}{2} \frac{e^\phi}{3!} (3 F_{3 \mu\nu} F_3^{\rho\sigma} - \frac{1}{2} g_{\mu\nu} F_3^2)$$
$$- \frac{1}{4 \cdot 5!} \left( 5 F_{5 \mu\rho\sigma\tau\gamma} F_5^{\rho\sigma\tau\gamma} - \frac{1}{2} g_{\mu\nu} F_5^2 \right) = 2 \kappa_{10}^2 T_{\mu\nu},$$ \hspace{1cm} (A.17)
where $T_{\mu\nu}$ is the energy-momentum tensor for the distribution of D5-branes. Using the methods of [60], $T_{\mu\nu}$ can be easily obtained. It is useful to write it in flat components with respect to the following basis of vielbein one-forms:

\[
E^\phi = h^{-\frac{1}{2}}b^2dt,
E^{x\mu} = h^{-\frac{1}{2}}dx^{\mu},
E^x = h^{\frac{1}{2}}dx^3,
E^5 = h^{\frac{1}{2}}F^5.
\]

Written in flat components $T_{\mu\nu}$, it is given by:

\[
T_{\mu\nu} = T_5 e^\frac{\phi}{2} \sqrt{2} \left[-\frac{1}{2} \Xi |\Lambda g_{\mu\nu} + \frac{\Xi}{2\Lambda} e^{-\phi} (\partial_\sigma A_t)^2 (E^\nu_\mu E^\sigma_\sigma g_{\sigma\sigma} + E^\sigma_\mu E^\nu_\sigma g_{\nu\nu})
\right.
+ \frac{\Lambda}{12|\Xi|} \Xi^\mu_\alpha \alpha_2 \alpha_3 \Xi^\nu_\nu \alpha_2 \alpha_3 \right].
\]

One can readily verify that the only non-vanishing components of $T_{\mu\nu}$ are:

\[
T_{\phi\phi} = -T_{\phi\phi} = \frac{3Q_t}{2\kappa_{10}^2 T_5} \frac{e^\frac{\phi}{2}}{\Lambda \alpha F \sqrt{h} S^2},
T_{x\phi} = T_{\phi x} = \frac{3Q_t}{2\kappa_{10}^2 T_5} \frac{\Lambda e^\frac{\phi}{2}}{\alpha F \sqrt{h} S^2},
T_{35} = T_{66} = T_{77} = T_{88} = \frac{3Q_t}{4\kappa_{10}^2 T_5} \frac{\Lambda e^\frac{\phi}{2}}{\alpha F \sqrt{h} S^2}.
\]

In order to massage the equations derived from (A.17) in more compact form, let us first define the quantities $X$, $Y$, and $Z$ as follows:

\[
X = e^{-\phi} S^2 (\partial_\sigma A_t)^2, \quad Y = \sqrt{\alpha^2 b^2 F^2 e^\phi S^8 - (\partial_\sigma A_t)^2}, \quad Z = F_{123}^2 b^2 F^2 h^2 e^\phi S^8.
\]

Then, the Einstein equations (A.17) are equivalent to the following system of second order differential equations:

\[
\partial^2_\phi \log F = \frac{1}{2} Q_t^2 b^2 F^2 e^\phi S^4 - \frac{3Q_t \alpha^2 b^2 F^2 e^\phi S^{10}}{2Y} + 4\alpha^2 b^2 F^4 S^4 - 9\alpha^2 b^2 J^2 S^4 - \frac{Z}{4},
\]

\[
\partial^2_\phi \log S = 6\alpha^2 b^2 F^2 e^\phi S^6 - 2\alpha^2 b^2 F^4 S^4 - \frac{9}{2} \alpha^2 b^2 J^2 S^4 - (\partial_\sigma J)^2 - \frac{3Q_t X e^\phi}{2Y} - \frac{Z}{4},
\]

\[
\partial^2_\phi \log h = -b S^4 \left(\frac{2(\partial_\sigma J)^2}{b S^8} + Q_t^2 b^2 e^\phi - 18\alpha^2 J^2 \right) - \frac{3Q_t e^\phi S^2 (\alpha^2 F^2 e^\phi S^8 - \frac{2X}{S^2})}{Y} - \frac{Q_t^2 \alpha^2 b^2}{h^2} + \frac{3Z}{2},
\]

\[
\partial^2_\phi \log b = 18\alpha^2 b^2 J^2 S^4 + \frac{2(\partial_\sigma J)^2}{S^4} + \frac{6Q_t X e^\phi}{Y} + Z,
\]

\[
\partial^2_\phi \log \alpha = -Q_t^2 b^2 F^2 e^\phi S^4 + \frac{(\partial_\sigma J)^2}{S^4} - 3Q_t Y S^2 + 9\alpha^2 b^2 J^2 S^4,
\]
The equations of motion written above contain \( \partial_\sigma A_t \). As standard, though, it can be eliminated algebraically by using (A.16) which casts \( \partial_\sigma A_t \) in terms of other functions. This exercise yields

\[
\partial_\sigma A_t = -\frac{(Q_c F_{123} + 6 Q_l J) \alpha a b F S^4 e^\phi}{36 Q_l^2 S^4 + (Q_c F_{123} + 6 Q_l J)^2} \tag{A.24}
\]

Since all the functions depend only on the coordinate \( \sigma \) we can describe the system in terms of a one-dimensional effective action of the form:

\[
S_{\text{eff}} = \int d\sigma \, L_{1D} = \int d\sigma \, (L_g + L_{F_3} + L_{F_5} + L_{\text{DBI}} + L_{\text{WZ}}) \tag{A.25}
\]

where

\[
L_g = 24 \alpha^2 b F^2 S^6 - 4 \alpha^2 b F^4 S^4 - \frac{1}{2} (\partial_\sigma \phi)^2 - \frac{1}{2} (\partial_\sigma \log h)^2 + 12 (\partial_\sigma \log S)^2 + \partial_\sigma \log b \left( \partial_\sigma \log \alpha + \partial_\sigma \log F + \frac{1}{2} \partial_\sigma \log h + 4 \partial_\sigma \log S \right) + \partial_\sigma \log \alpha \left( 2 \partial_\sigma \log F + \partial_\sigma \log h + 8 \partial_\sigma \log S \right) + 8 \partial_\sigma \log F \partial_\sigma \log S
\]

\[
L_{F_3} = -\frac{1}{2} b F^2 e^\phi S^4 \left( F_{123}^2 h^2 S^4 + 2 Q_l^2 \right)
\]

\[
L_{F_5} = -\frac{1}{4} \left( \frac{\alpha^2 b (Q_c^2 - 18 b^2 J^2 S^4)}{h^2} + 2 (\partial_\sigma J)^2 \right)
\]

\[
L_{\text{DBI}} = -6 Q_l \alpha a b F e^\phi S^6 \sqrt{1 - \frac{e^{-\phi} (\partial_\sigma A_t)^2}{\alpha^2 b^2 F^2 S^8}}
\]

\[
L_{\text{WZ}} = 6 Q_l J \partial_\sigma A_t \tag{A.26}
\]

The one-dimensional effective action (A.25) can be used to obtain the equation of motion of the worldvolume gauge field \( A_t \). Since \( A_t \) only enters \( S_{\text{eff}} \) through its derivative \( \partial_\sigma A_t \), it is a cyclic variable and hence its equation of motion can be written as a conservation law, namely:

\[
\frac{\delta}{\delta(\partial_\sigma A_t)} \left( L_{\text{DBI}} + L_{\text{WZ}} \right) = C \tag{A.27}
\]
where \( C \) is a constant. Remarkably, this equation of motion is consistent with the bulk equations for the backreacted ansatz. Indeed, one can directly show that (A.27) is equivalent to (A.16) if we identify \( F_{123} \) and the constant \( C \) as:

\[
C = -Q_c F_{123}. \tag{A.28}
\]

We regard this equivalence as a non-trivial consistency condition of our backreacted ansatz.

The constant \( F_{123} \) is related to the quark charge density \( n_q \) as we will demonstrate next. According to the holographic dictionary, the latter is given by the boundary value of the displacement field \( D(\sigma) \), i.e.,

\[
n_q = D(\sigma = 0) \equiv \frac{\text{Vol}(\mathcal{M}_5)}{2\kappa_{10}^2} \left. \frac{\partial L_{\text{DBI}}}{\partial (\partial_\sigma A_t)} \right|_{\sigma \to 0}. \tag{A.29}
\]

Using the worldvolume equation (A.27) we can relate \( D(\sigma) \) to the constant \( C \) and the function \( J(\sigma) \), since:

\[
\frac{\partial L_{\text{DBI}}}{\partial (\partial_\sigma A_t)} = C - 6 Q_t J(\sigma) = -Q_c F_{123} - 6 Q_t J(\sigma). \tag{A.30}
\]

Therefore, taking into account that \( Q_c \text{ Vol}(\mathcal{M}_5) = (2\pi)^4 g_s \alpha'^2 N_c \) and that \( 2\kappa_{10}^2 = (2\pi)^7 g_s^2 \alpha'^4 \), we can write the displacement field as:

\[
D(\sigma) = -\frac{N_c}{4\pi^2 g_s \alpha'} F_{123} + \frac{6\pi \alpha'}{\kappa_{10}^2} Q_t \text{ Vol}(\mathcal{M}_5) J(\sigma). \tag{A.31}
\]

In our solutions the regularity condition of \( A_t \) at the UV boundary requires the vanishing of the function \( J(\sigma) \) as \( \sigma \to 0 \). Therefore, the second term in (A.31) does not contribute to the quark density \( n_q \), which thereby eventually leads to the relation

\[
n_q = -\frac{N_c}{4\pi^2 g_s \alpha'} F_{123}. \tag{A.32}
\]

B Solution at vanishing chemical potential

In this appendix we integrate the equations of motion found in appendix A in the case in which the chemical potential vanishes. This particular case corresponds to taking \( A_t = F_{123} = J = 0 \) in eqs. (A.8), (A.14), (A.16), (A.22), and (A.23). The equation for the blackening factor \( b \) in (A.22) becomes simply \( \partial^2 \sigma \log b = 0 \), which can be integrated as:

\[
b = e^{4\rho_h^\sigma} \tag{B.1}
\]

where we have conveniently fixed the integration constants. In terms of the radial coordinate \( \rho \), this blackening factor \( b \) becomes the one written in (3.1).

By comparing the equations satisfied by the warp factor \( h \) and the dilaton \( \phi \), one readily concludes that they can be related as:

\[
h = \frac{Q_c}{4\rho_h^4} \left( 1 - e^{4\rho_h^\sigma} \right) e^{-\phi}, \tag{B.2}
\]

\[-38-\]
which, in terms of the coordinate $\rho$, is equivalent to (3.3). Therefore, the dilaton determines
the warp factor. Let us now write the reduced system of equations for $F$, $S$, and $\phi$.
It is convenient to define the new functions $\tilde{F}$ and $\tilde{S}$ as:

\[
\tilde{F} = e^{-\frac{3}{2} \phi} F, \quad \tilde{S} = e^{-\frac{1}{2} \phi} S,
\]

which, together with the dilaton $\phi$, satisfy the following system of three coupled ordinary
differential equations:

\[
\partial^2_{\rho} \log \tilde{F} = \tilde{F} \tilde{S}^4 e^{\frac{4}{3} \rho^4 + 10 \phi} \left( 4 \tilde{F}^3 - 6 Q \tilde{S}^2 - Q_1^2 \tilde{F} \right)
\]

\[
\partial^2_{\rho} \log \tilde{S} = \tilde{F} \tilde{S}^4 e^{\frac{4}{3} \rho^4 + 10 \phi} \left( 6 \tilde{F} \tilde{S}^2 - 2 \tilde{F}^3 - \frac{9}{2} Q \tilde{S}^2 - \frac{3}{2} Q_1^2 \tilde{F} \right)
\]

\[
\partial^2_{\rho} \phi = Q \tilde{F} \tilde{S}^4 e^{\frac{4}{3} \rho^4 + 10 \phi} \left( Q_1 \tilde{F} + 3 \tilde{S}^2 \right).
\]

We will solve the system (B.4) at first-order in the parameter $\epsilon$ defined in (3.4). Let us
represent $\phi$, $\tilde{F}$, and $\tilde{S}$ in terms of the reduced radial coordinate $\tilde{\rho}$ introduced in (3.5):

\[
\phi = \epsilon \phi_1(\tilde{\rho})
\]

\[
\tilde{F} = \rho_0 \tilde{\rho} \left( 1 + \epsilon \tilde{F}_1(\tilde{\rho}) \right)
\]

\[
\tilde{S} = \rho_0 \tilde{\rho} \left( 1 + \epsilon \tilde{S}_1(\tilde{\rho}) \right).
\]

In (B.5) the zeroth order term corresponds to the $AdS_5 \times M_5$ geometry with a constant
dilaton (set to zero). The first-order contribution $\phi_1(\tilde{\rho})$ to the dilaton satisfies a second-
order differential equation which can be obtained by plugging the expansions (B.5) into the
system (B.4) and then keeping first-order terms. We find

\[
\phi''_1 + \frac{(5 \tilde{\rho}^4 - 1)}{\tilde{\rho} (\tilde{\rho}^4 - 1)} \phi'_1 - \frac{15 \tilde{\rho}}{\tilde{\rho}^4 - 1} = 0,
\]

where the primes denote derivatives with respect to $\tilde{\rho}$. The general solution of (B.6) is

\[
\phi_1 = c_2 + \frac{1}{4} \left( c_1 \log \left( \frac{\tilde{\rho}^4}{\tilde{\rho}^4 - 1} \right) + 5 \log \left( \frac{\tilde{\rho} - 1}{\tilde{\rho} + 1} \right) + 10 \text{arctan}(\tilde{\rho}) \right),
\]

where $c_1$ and $c_2$ are integration constants. The equations for $\tilde{F}_1$ and $\tilde{S}_1$ derived from the
system (B.4) are coupled. They can be decoupled by introducing new functions $f_1$ and $f_2$
as follows

\[
\tilde{F}_1(\tilde{\rho}) = \frac{1}{\sqrt{2}} f_1(\tilde{\rho}) - \frac{4}{\sqrt{17}} f_2(\tilde{\rho}), \quad \tilde{S}_1(\tilde{\rho}) = \frac{1}{\sqrt{2}} f_1(\tilde{\rho}) + \frac{1}{\sqrt{17}} f_2(\tilde{\rho}).
\]

The decoupled equations for $f_1$ and $f_2$ are thus

\[
f''_1 + \frac{(5 \tilde{\rho}^4 - 1)}{\tilde{\rho} (\tilde{\rho}^4 - 1)} f'_1 - \frac{32 \tilde{\rho}^2 f_1}{\tilde{\rho}^4 - 1} + \frac{24 \sqrt{2} \tilde{\rho}}{\tilde{\rho}^4 - 1} - \frac{40 \sqrt{2} \tilde{\rho}^2 \phi_1}{\tilde{\rho}^4 - 1} = 0
\]

\[
f''_2 + \frac{(5 \tilde{\rho}^4 - 1)}{\tilde{\rho} (\tilde{\rho}^4 - 1)} f'_2 - \frac{12 \tilde{\rho}^2 f_2}{\tilde{\rho}^4 - 1} - \frac{3 \sqrt{17} \tilde{\rho}}{2 (\tilde{\rho}^4 - 1)} = 0.
\]
The equation for $f_1$ contains $\phi_1$ as a source and can be integrated as:

$$
f_1 = \frac{1}{\sqrt{2}} \left( \rho^3 + \frac{1}{4} (\rho^4 - 13) \left( \log \left( \frac{\rho - 1}{\rho + 1} \right) + 2 \arctan (\rho) \right) \right)
- \frac{c_3}{2} - 2c_4 + \rho^4 \left( \frac{5c_1}{2\sqrt{2}} - \frac{5c_2}{\sqrt{2}} + c_3 \right) + \log \left( \frac{\rho^4 - 1}{\rho^4} \right) \left( \frac{5c_1\rho^4}{4\sqrt{2}} - 2c_4\rho^4 + c_4 \right),
$$

(B.10)

where $c_3$ and $c_4$ are new constants of integration. In order to integrate the equation satisfied by $f_2$, let us define functions $P(z)$ and $Q(z)$ as follows

$$
P(z) = F\left( -\frac{1}{2}, \frac{3}{2}; 1 - z^4 \right)
$$

$$
Q(z) = (2z^4 - 1)^{-\frac{3}{2}} F\left( \frac{5}{4}, \frac{3}{2}; \frac{1}{(2z^4 - 1)^2} \right).
$$

(B.11)

The functions $F(\ldots) = 2F_1(a, b; c; z)$ here are standard hypergeometric functions, but we have dropped the subscripts to avoid extra clutter. The functions $P(\tilde{\rho})$ and $Q(\tilde{\rho})$ are two independent solutions of the homogeneous equation for $f_2(\tilde{\rho})$ in (B.9). To find a solution of the inhomogeneous equation we apply the Wronskian method. The general solution for $f_2(\tilde{\rho})$ is

$$
f_2(\tilde{\rho}) = c_5 P(\tilde{\rho}) + c_6 Q(\tilde{\rho}) + I_1(\tilde{\rho}) P(\tilde{\rho}) + I_2(\tilde{\rho}) Q(\tilde{\rho}).
$$

(B.12)

In (B.12) $c_5$ and $c_6$ are constants of integration and $I_1(\tilde{\rho})$ and $I_2(\tilde{\rho})$ are the following integrals

$$
I_1(\tilde{\rho}) = \int^{\infty}_{\tilde{\rho}} \frac{Q(z) g(z)}{W(P, Q)} dz,
$$

$$
I_2(\tilde{\rho}) = \int_{1}^{\tilde{\rho}} \frac{P(z) g(z)}{W(P, Q)} dz,
$$

(B.13)

where $g(z)$ is the inhomogeneous term in (B.9):

$$
g(z) = \frac{3\sqrt{17} z}{2(z^4 - 1)},
$$

(B.14)

and $W(P, Q)$ is the Wronskian of the functions $P(z)$ and $Q(z)$, given by

$$
W(P, Q) = P(z) Q'(z) - Q(z) P'(z) = \frac{8 \sqrt{2}}{\pi z (1 - z^4)}.
$$

(B.15)

We have found a solution for $\phi_1$, $F_1$, and $S_1$ which depends on six integration constants $c_1, \cdots, c_6$. These constants can be determined by requiring the fulfilment of the constraint (A.23), as well as regularity both at the horizon $\tilde{\rho} = 1$ and at the boundary $\tilde{\rho} \to \infty$. Doing this we get

$$
c_1 = 5, \quad c_2 = -\frac{5\pi}{4}, \quad c_3 = -\frac{25 + 13\pi}{2\sqrt{2}}, \quad c_4 = \frac{13}{4\sqrt{2}}, \quad c_5 = c_6 = 0.
$$

(B.16)

Let us now write the final form of our $\mathcal{O}(\epsilon)$ solution. The dilaton $\phi(\tilde{\rho})$, the warp factor $h(\tilde{\rho})$, and the functions $\alpha(\tilde{\rho})$ and $G(\tilde{\rho})$ are written in (3.7) in terms of the function $\Omega(\tilde{\rho})$.
defined in (3.6). The internal deformation functions $F(\tilde{\rho})$ and $S(\tilde{\rho})$ are written in (3.8) in terms of the first-order functions $F_1(\tilde{\rho})$ and $S_1(\tilde{\rho})$. In order to present compact expressions for these functions, let us define the integrals $\mathcal{I}_P(x)$ and $\mathcal{I}_Q(x)$ as

\[
\mathcal{I}_P^{(1)}(x) = \int_1^x z^2 P(z) \, dz, \quad \mathcal{I}_Q^{(1)}(x) = \int_x^\infty z^2 Q(z) \, dz.
\] (B.17)

This procedure finally yields

\[
F_1(\tilde{\rho}) = \frac{3\sqrt{2}\pi}{8} \left( P(\tilde{\rho}) \mathcal{I}_Q^{(1)}(\tilde{\rho}) + Q(\tilde{\rho}) \mathcal{I}_P^{(1)}(\tilde{\rho}) \right) + \frac{1}{2} \tilde{\rho}^3 - \frac{1}{8} + \frac{1}{10} \left( \tilde{\rho}^4 + 2 \right) \Omega(\tilde{\rho}),
\]

\[
S_1(\tilde{\rho}) = -\frac{3\sqrt{2}\pi}{32} \left( P(\tilde{\rho}) \mathcal{I}_Q^{(1)}(\tilde{\rho}) + Q(\tilde{\rho}) \mathcal{I}_P^{(1)}(\tilde{\rho}) \right) + \frac{1}{2} \tilde{\rho}^3 - \frac{1}{8} + \frac{1}{10} \left( \tilde{\rho}^4 + 2 \right) \Omega(\tilde{\rho}).
\] (B.18)

C Solution with non-zero chemical potential

Let us now add non-zero chemical potential to the black hole solution of appendix B. We will first expand the dilaton in powers of $\epsilon$ and $\delta$ as:

\[
\phi = \epsilon \phi_1(\tilde{\rho}) + \epsilon \delta^2 \phi_2(\tilde{\rho}),
\] (C.1)

where $\phi_1(\tilde{\rho})$ is the solution found in appendix B, in (B.7). It turns out that the equation for $\phi_2$ is completely decoupled and given by

\[
\phi_2'' + \left( \frac{5\tilde{\rho}^3 - 1}{\tilde{\rho}(\tilde{\rho}^4 - 1)} \right) \phi_2' - \frac{Q_2^2}{120 \rho_h^6 \tilde{\rho}^3 (\tilde{\rho}^4 - 1)} = 0.
\] (C.2)

The solution for this equation is:

\[
\phi_2 = d_2 + d_1 \log \left( 1 - \frac{1}{\tilde{\rho}^4} \right) - \frac{Q_2^2}{480 \rho_h^6 \tilde{\rho}^3} \left( \tilde{\rho} \left( \log \left( \frac{\tilde{\rho} - 1}{\tilde{\rho} + 1} \right) + 2 \arctan(\tilde{\rho}) \right) + 4 \right),
\] (C.3)

where $d_1$ and $d_2$ are integration constants. Similarly, we expand $\alpha(\tilde{\rho})$ and $b(\tilde{\rho})$ as:

\[
\alpha(\tilde{\rho}) = \alpha_0 + \epsilon \alpha_1(\tilde{\rho}) + \epsilon \delta^2 \alpha_2(\tilde{\rho}), \quad b(\tilde{\rho}) = b_0(\tilde{\rho}) + \epsilon \delta^2 b_2(\tilde{\rho}),
\] (C.4)

where $\alpha_0$, $\alpha_1(\tilde{\rho})$, and $b_0(\tilde{\rho})$ are the zeroth and first order terms in (3.7) per subscript labeling. Notice that $b(\tilde{\rho})$ does not contain $O(\epsilon)$ terms, in agreement with our result (3.7) for the black hole with vanishing chemical potential. The equations for $\alpha_2(\tilde{\rho})$ and $b_2(\tilde{\rho})$ are:

\[
\alpha_2'' + \frac{5\tilde{\rho}^4 - 9}{\tilde{\rho} (\tilde{\rho}^4 - 1)} \alpha_2' - \frac{Q_2^2}{120 \rho_h^6 \tilde{\rho}^3 (\tilde{\rho}^4 - 1)} = 0,
\]

\[
b_2'' - \frac{5\tilde{\rho}^4 - 9}{\tilde{\rho} (\tilde{\rho}^4 - 1)} b_2' + \frac{16}{\tilde{\rho}^2 (\tilde{\rho}^4 - 1)^2} b_2 - \frac{Q_2^2}{30 \rho_h^6 \tilde{\rho}^3} = 0,
\] (C.5)

and, remarkably, can be solved in terms of $\phi_2(\tilde{\rho})$ as:

\[
\alpha_2(\tilde{\rho}) = \phi_2(\tilde{\rho}), \quad b_2(\tilde{\rho}) = 4 \left( 1 - \frac{1}{\tilde{\rho}^4} \right) \phi_2(\tilde{\rho}).
\] (C.6)
Similarly, we can expand the warp factor $h(\hat{\rho})$ as:

$$h(\hat{\rho}) = h_0(\hat{\rho}) + \epsilon h_1(\hat{\rho}) + \epsilon^2 h_2(\hat{\rho}),$$  \hspace{1cm} (C.7)

where $h_0(\hat{\rho})$ and $h_1(\hat{\rho})$ can be extracted from (3.7). The second order contribution $h_2(\hat{\rho})$ satisfies the equation

$$h_2'' + \frac{13\hat{\rho}^4 - 9}{\hat{\rho}(\hat{\rho}^4 - 1)} h_2' - \frac{16}{\hat{\rho}^2(\hat{\rho}^4 - 1)} h_2 + \frac{4Q_c \hat{\rho}^2}{\hat{\rho}_h^6(\hat{\rho}^4 - 1)^2} b_2 + \frac{8Q_c}{\hat{\rho}_h^4 \hat{\rho}^2(\hat{\rho}^4 - 1)} \alpha_2 - \frac{Q_c^3}{160 \hat{\rho}_h^{10} \hat{\rho}^7(\hat{\rho}^4 - 1)} = 0,$$ \hspace{1cm} (C.8)

which can also be solved in terms of the dilaton function $\phi_2(\hat{\rho})$ as:

$$h_2(\hat{\rho}) = \frac{3Q_c}{4\hat{\rho}_h^4 \hat{\rho}^4} \phi_2(\hat{\rho}).$$ \hspace{1cm} (C.9)

Let us next represent $F(\hat{\rho})$ and $S(\hat{\rho})$ as in (4.7). The differential equations for $F_2(\hat{\rho})$ and $S_2(\hat{\rho})$ are coupled and contain $\alpha_2(\hat{\rho})$ and $b_2(\hat{\rho})$ as sources. These equations can be decoupled by performing the same linear combinations as in (B.8), i.e., by introducing new functions $g_1(\hat{\rho})$ and $g_2(\hat{\rho})$ as

$$F_2(\hat{\rho}) = \frac{1}{\sqrt{2}} g_1(\hat{\rho}) - \frac{4}{\sqrt{17}} g_2(\hat{\rho}) \quad \text{and} \quad S_2(\hat{\rho}) = \frac{1}{\sqrt{2}} g_1(\hat{\rho}) + \frac{1}{\sqrt{17}} g_2(\hat{\rho}).$$ \hspace{1cm} (C.10)

The equations satisfied by $g_1$ and $g_2$ are:

$$g_1'' + \frac{1 - 5\hat{\rho}^4}{\hat{\rho} - \hat{\rho}^3} g_1' - \frac{32\hat{\rho}^2}{\hat{\rho}^4 - 1} g_1 - \frac{24\sqrt{2} \hat{\rho}^2}{\hat{\rho}^4 - 1} \left( d_1 \log \left( \hat{\rho}^4 - 1 \right) + d_2 \right) + \frac{12Q_c^2 \hat{\rho}^3}{10\sqrt{2} \hat{\rho}_h^6(\hat{\rho}^4 - 1)^2} \left( \log \left( \frac{\hat{\rho}^4 - 1}{\hat{\rho} + 1} \right) + 2 \arctan (\hat{\rho}) \right) + \frac{Q_c^2 (80\hat{\rho}^4 + 3)}{200 \sqrt{2} \hat{\rho}_h^6 \hat{\rho}^7(\hat{\rho}^4 - 1)} = 0$$

$$g_2'' + \frac{1 - 5\hat{\rho}^4}{\hat{\rho} - \hat{\rho}^3} g_2' - \frac{12\hat{\rho}^2}{\hat{\rho}^4 - 1} g_2 + \frac{\sqrt{17} Q_c^2}{1200 \hat{\rho}_h^6 \hat{\rho}^7(\hat{\rho}^4 - 1)} = 0.$$ \hspace{1cm} (C.11)

The equation for $g_1$ can be explicitly integrated as:

$$g_1(\hat{\rho}) = - \frac{1}{2400 \sqrt{2} \hat{\rho}_h^6 \hat{\rho}} \left( 7200 \hat{\rho}_h^6 \hat{\rho}_c^5 \left( d_1 \log \left( \frac{\hat{\rho} - 1}{\hat{\rho}^4} \right) + 2d_1 + d_2 \right) + 4Q_c^2 (5\hat{\rho}^4 - 9) \right. \left. + 5Q_c^2 \hat{\rho} \left( \hat{\rho}^4 - 2 \right) \left( \log \left( \frac{\hat{\rho} - 1}{\hat{\rho}^3 + 1} \right) + 2 \arctan (\hat{\rho}) \right) \right) + d_3 \left( 1 - 2\hat{\rho}^4 \right)$$

$$+ \frac{1}{2} d_4 \left( 2 - (1 - 2\hat{\rho}^4) \log \left( \frac{\hat{\rho} - 1}{\hat{\rho}^4} \right) \right),$$ \hspace{1cm} (C.12)

where $d_3$ and $d_4$ are new integration constants. To integrate the equation for $g_2$ in (C.11) we again make use of the Wronskian method. The homogeneous part of the equation is the same as the one in the equation for $f_2$ in (B.9) and, therefore, is solved by the functions $P$.
and $Q$ defined in (B.11). To write a special solution of the second-order inhomogeneous equation in (C.11), we define new functions $I_p^{(2)}(x)$ and $I_Q^{(2)}(x)$ as

$$I_p^{(2)}(x) = \int_x^\infty \frac{P(z)}{z^2} \, dz, \quad I_Q^{(2)}(x) = \int_x^\infty \frac{Q(z)}{z^2} \, dz. \quad (C.13)$$

Then, the general solution for $g_2(\tilde{\rho})$ can be written as:

$$g_2(\tilde{\rho}) = d_5 P(\tilde{\rho}) + d_6 Q(\tilde{\rho}) + \frac{\sqrt{17} \pi Q^2}{9600 \sqrt{2} \rho_h^6} \left( P(\tilde{\rho}) I_Q^{(2)}(\tilde{\rho}) + Q(\tilde{\rho}) I_P^{(2)}(\tilde{\rho}) \right), \quad (C.14)$$

where $d_5$ and $d_6$ are two new integration constants. By imposing regularity of $\phi_2$, $g_1$, and $g_2$, both at the horizon $\tilde{\rho} = 1$ and at the UV $\tilde{\rho} \to \infty$, we can determine the constants of integration, which can be shown to be given by:

$$d_1 = \frac{d_2}{\pi} = \frac{Q^2}{480 \rho_h^6}, \quad d_3 = \frac{3 + 2\pi}{480 \sqrt{2} \rho_h^6} Q^2$$

$$d_4 = \frac{Q^2}{120 \sqrt{2} \rho_h^6}, \quad d_5 = d_6 = 0. \quad (C.15)$$

Using these values for the $d_i$’s we get the expressions of $\phi(\tilde{\rho})$, $\alpha(\tilde{\rho})$, $b(\tilde{\rho})$, and $h(\tilde{\rho})$ displayed in eqs. (4.5) and (4.6) of the main text. The expression for $G(\tilde{\rho})$ in (4.6) can be obtained from the other functions by using (2.8). The functions $F(\tilde{\rho})$ and $G(\tilde{\rho})$ can be written as in (4.7), with $F_2(\tilde{\rho})$ and $S_2(\tilde{\rho})$ given by

$$F_2(\tilde{\rho}) = -\frac{\pi}{4\sqrt{2}} \left( P(\tilde{\rho}) I_Q^{(2)}(\tilde{\rho}) + Q(\tilde{\rho}) I_P^{(2)}(\tilde{\rho}) \right) - \frac{5}{2} \tilde{\rho}^3 + \frac{5}{8} + \frac{9}{2 \tilde{\rho}} + \frac{1}{2} (2 - \tilde{\rho}^4) \Omega(\tilde{\rho})$$

$$S_2(\tilde{\rho}) = \frac{\pi}{16\sqrt{2}} \left( P(\tilde{\rho}) I_Q^{(2)}(\tilde{\rho}) + Q(\tilde{\rho}) I_P^{(2)}(\tilde{\rho}) \right) - \frac{5}{2} \tilde{\rho}^3 + \frac{5}{8} + \frac{9}{2 \tilde{\rho}} + \frac{1}{2} (2 - \tilde{\rho}^4) \Omega(\tilde{\rho}). \quad (C.16)$$

To complete the solution it remains to find $j(\tilde{\rho})$. Its equation at leading order can be easily found from (A.8) and is given by

$$j'' + \frac{\tilde{\rho}^4 + 3}{\tilde{\rho} (\tilde{\rho}^4 - 1)} j' - \frac{9 \tilde{\rho}^2}{2 \rho_h (\tilde{\rho}^4 - 1)} j - \frac{Q \tilde{\rho}}{2 \rho_h (\tilde{\rho}^4 - 1)} = 0. \quad (C.17)$$

The homogeneous version of this equation has the following two independent solutions:

$$J_1(\tilde{\rho}) = F \left( \frac{-3}{4}, \frac{3}{4}; 1; 1 - \tilde{\rho}^4 \right), \quad J_2(\tilde{\rho}) = \left( \frac{\tilde{\rho}^4 - 1}{1 - \tilde{\rho}^4} \right)^{-3/4} F \left( \frac{3}{4}, \frac{3}{2}; \frac{5}{2}; 1 \right). \quad (C.18)$$

The general solution for $j(\tilde{\rho})$ can be found by adding a linear combination of $J_1(\tilde{\rho})$ and $J_2(\tilde{\rho})$ and a special solution of the complete equation obtained again by the Wronskian method. Notice that $J_1(\tilde{\rho})$ is regular at $\tilde{\rho} = 1$ and blows up at $\tilde{\rho} \to \infty$, whereas $J_2(\tilde{\rho})$ has the opposite behavior and diverges at the horizon and is regular at the UV. By taking these facts into account, it is not difficult to find the regular solution for $j(\tilde{\rho})$. If we define $I_1(\tilde{\rho})$ and $I_2(\tilde{\rho})$ as

$$I_1(\tilde{\rho}) = \int_1^{\tilde{\rho}} \frac{J_1(z)}{z^2} \, dz, \quad I_2(\tilde{\rho}) = \int_1^{\infty} \frac{J_2(z)}{z^2} \, dz. \quad (C.19)$$
then we have
\[
j(\tilde{\rho}) = -\frac{Q_c}{8\sqrt{\pi} \rho_h} \left[ \Gamma \left( \frac{3}{4} \right) \right]^2 (J_1(\tilde{\rho}) I_2(\tilde{\rho}) + J_2(\tilde{\rho}) I_1(\tilde{\rho})) \, .
\] (C.20)

On the other hand, we can use these results to find the worldvolume gauge field $A'_t$. Let us write:
\[
\frac{1}{2\pi\alpha'} A'_t(\tilde{\rho}) = \frac{1}{2\pi\alpha'} \left( A'(0)(\tilde{\rho}) + \epsilon A'(1)(\tilde{\rho}) \right) = \delta (a_0(\tilde{\rho}) + \epsilon a_1(\tilde{\rho})) \, ,
\] (C.21)

where
\[
a_0(\tilde{\rho}) = -\frac{\rho_h}{\sqrt{6\pi\alpha'}} \frac{1}{\tilde{\rho}^2}
\]
\[
a_1(\tilde{\rho}) = -\frac{\sqrt{3}\rho_h}{16\alpha'\tilde{\rho}^2} \left( P(\tilde{\rho}) I_Q(\tilde{\rho}) + Q(\tilde{\rho}) I_P(\tilde{\rho}) - \sqrt{2} \left( 3(1 - 4\tilde{\rho}^2) - (3\tilde{\rho}^4 + 1) \frac{2}{3} \Omega(\tilde{\rho}) \right) \right)
+ \frac{80\sqrt{2}\rho_h}{\pi Q_c j(\tilde{\rho})} .
\] (C.22)

The UV value of $A_t/(2\pi\alpha')$ is related to the chemical potential $\mu$. This value can be obtained by integrating (C.21) with respect to $\tilde{\rho}$. Doing this integration with the condition that $A_t(\tilde{\rho} = 1) = 0$, we get
\[
\frac{A_{t,UV}}{2\pi\alpha'} = \frac{A_t(\tilde{\rho} \to \infty)}{2\pi\alpha'} = \frac{1}{2\pi\alpha'} \int_{1}^{\infty} A'_t(\tilde{\rho}) \, d\tilde{\rho} = \delta (a_{0,UV} + \epsilon a_{1,UV}) \, ,
\] (C.23)

where $a_{0,UV}$ and $a_{1,UV}$ are given by
\[
a_{0,UV} = \int_{1}^{\infty} a_0(\tilde{\rho}) \, d\tilde{\rho} = -\frac{\rho_h}{\sqrt{6\pi\alpha'}}
\]
\[
a_{1,UV} = \int_{1}^{\infty} a_1(\tilde{\rho}) \, d\tilde{\rho} \approx -1.06 a_{0,UV} .
\] (C.24)

The integration of $a_{0,UV}$ in (C.24) can be done analytically, whereas the one needed to get $a_{1,UV}$ has to be done numerically. By comparing these results with the chemical potential calculated in (5.40), we notice that the $O(\epsilon^0)$ terms are different (see (5.42)). This difference can be attributed to the backreaction of the flavors.

## D Dimensional reduction

The ten-dimensional supergravity action can be dimensionally reduced both to four and five dimensions. The details of these constructions were given in [51] and will be briefly reviewed in this appendix. Since this reduced theory corresponds to vanishing chemical potential, in this appendix we restrict ourselves to this $\mu = 0$ case. In the reduction to five dimensions we adopt the following ansatz for the metric
\[
ds_{10}^2 = e^{\frac{10}{3} \gamma} g_{pq} dz^p dz^q + e^{-2(\gamma+\lambda)} ds_{KE}^2 + e^{2(4\lambda-\gamma)} (d\tau + A)^2 ,
\] (D.1)
where $g_{pq}$ is a metric for the coordinates $z^p = (t, x^1, x^2, x^3, \rho)$ and $(\gamma, \lambda)$ are scalar fields depending on the 5d coordinates $z^p$. In our ansatz $\gamma$ and $\lambda$ depend only on the radial coordinate $\rho$ and are related to the functions of the ten-dimensional metric as

$$
\lambda = \frac{1}{5} \log F - \log S, \quad \gamma = \frac{1}{10} \left( -2 \log F - 8 \log S - \frac{5}{2} \log h \right). \tag{D.2}
$$

Moreover, the reduced 5d metric takes the form

$$
ds_5^2 = -c_1^2 dt^2 + c_2^2 \left( (dx^1)^2 + (dx^2)^2 \right) + c_3^2 (dx^3)^2 + c_\rho^2 d\rho^2, \tag{D.3}
$$

where the different coefficients are:

$$
c_1 = F^{1/3} S^{4/3} b^{1/2} h^{1/6}, \quad c_2 = F^{1/3} S^{4/3} h^{1/6}, \quad c_3 = \alpha F^{1/3} S^{4/3} h^{1/6}, \quad c_\rho = \frac{\alpha F^{4/3} h^{2/3} S^{16/3}}{\rho^{b^{1/2}}}. \tag{D.4}
$$

We will use the reduced theory to compute the VEV of the stress-energy tensor. This calculation makes use of the holographic renormalization formalism to regulate the on-shell action. The VEV of the stress-energy tensor of the dual theory is obtained by taking the functional derivative of the renormalized theory with respect to the boundary metric. The result is [51]:

$$
\langle T^{\mu\nu} \rangle = \frac{V_5}{2\kappa_{10}} \sqrt{\gamma} \left( -2 K^{\mu\nu} + \delta^{\mu\nu} \left( 2K + W_{5d} \right) \right) \bigg|_{\rho \to \infty} + Q_l \frac{V_5}{\kappa_{10}} \sqrt{\hat{\gamma}} e^{2\gamma + 2\lambda + \frac{2}{7} \delta^{\mu\nu}} \bigg|_{\rho \to \infty}, \tag{D.5}
$$

where $\gamma$ is the determinant of the metric induced on constant $\rho$ slices, $K^{\mu\nu}$ is the extrinsic curvature of these constant $\rho$ surfaces ($K = K^{\mu\mu}$), and $W_{5d}$ is the superpotential, given by

$$
W_{5d} = -6 e^{\frac{8}{3} \gamma - 4\lambda} - 4 e^{\frac{8}{3} \gamma + 6\lambda} + Q_c e^{2\hat{\gamma}}. \tag{D.6}
$$

In the last term in (D.5), $\hat{\gamma}$ is the determinant of the metric induced on constant $\rho$ and $x^3$ slices. It is not difficult to show that, at first order in $\epsilon$, that

$$
\langle T^{\mu\nu} \rangle = \text{diag}(-\mathcal{E}, p_{xy}, p_{xy}, p_z) = \mathcal{E} \text{diag} \left( -1, \frac{1}{3} + \frac{10}{9} \epsilon, \frac{1}{3} + \frac{10}{9} \epsilon, \frac{1}{3} - \frac{20}{9} \epsilon \right), \tag{D.7}
$$

where $\mathcal{E}$ is the energy density:

$$
\mathcal{E} = \frac{3 \text{Vol}(\mathcal{M}_5)}{(2\pi)^7 \alpha'^4 g_s^2 \rho_h^4} \left( 1 - \frac{5}{6} \right). \tag{D.8}
$$

This result matches with the one found by thermodynamic methods in section 5.

### D.1 Hydrodynamics in the shear channel

The five-dimensional supergravity theory can be further reduced along the $x^3$-direction. The $5d \to 4d$ ansatz for the reduction takes the form [51]:

$$
ds_5^2 = e^{-3} ds_4^2 + e^{2\beta} (dx^3)^2, \tag{D.9}
$$
where $\beta$ is a new scalar field of the 4d supergravity. For our ansatz $e^\beta = c_3$, where $c_3$ is the function displayed in (D.4). This 4d theory can be used to compute the VEV of the stress-energy tensor of the dual theory along the $(t, x^1, x^2)$-directions. The result of this calculation coincides with the one displayed in (D.7) and will not be repeated here. Moreover, we can use the 4d theory to obtain the transport coefficients for perturbations propagating along the $(x^1, x^2)$-plane. In this appendix we will analyze the so-called shear channel. With this purpose we fluctuate the 4d metric about the background solution via the substitution

$$g_{mn} \to g_{mn} + h_{mn} ,$$

where $g_{mn}$ is the reduced metric of the first-order solution at zero chemical potential. We will work in the radial gauge for the metric, in which

$$h_{m\rho} = 0 , \quad (m = t, x^1, x^2, \rho) .$$

Without loss of generality we consider a perturbation propagating along the $x^2$-direction. In the shear channel only the metric fluctuations $h_{tx^1}$ and $h_{x^1 x^2}$ are excited. Let us assume that these fluctuations (in the Fourier space) have frequency $\omega$ and momentum $q$ and, accordingly, let us parametrize them as

$$h_{tx^1} = e^{-i(\omega t - qx^2)} c_2(\rho) H_{tx^1}(\rho) , \quad h_{x^1 x^2} = e^{-i(\omega t - qx^2)} c_2(\rho) H_{x^1 x^2}(\rho) .$$

It turns out that the equations for the fluctuations can be reduced to a single second-order differential equation for a gauge invariant combination $X = X_0 + \epsilon X_1$, defined as

$$X(\rho) = q H_{tx^1}(\rho) + \omega H_{x^1 x^2}(\rho) .$$

In order to write the fluctuation equation in a simple form, let us perform the following change of the radial variable

$$x = \sqrt{\frac{b(\rho)}{\rho^4}} = \sqrt{1 - \frac{\rho^4}{\rho^4}} .$$

In this new variable, the horizon is at $x = 0$, while the boundary resides at $x = 1$. Moreover, let us work with the dimensionless frequency and momentum $\hat{q}$ and $\hat{\omega}$ defined in (6.2). Then, if now the prime denotes derivative with respect to $x$, the fluctuation equation becomes:

$$X'' - \frac{\hat{q}^2 x^2 + \hat{\omega}^2}{x (\hat{q}^2 x^2 + \hat{\omega}^2)} X' + \Gamma \frac{\hat{q}^2 x^2 - \hat{\omega}^2}{x^2 \sqrt{1 - x^2} k(x)} X = 0 ,$$

where $\Gamma$ is the constant:

$$\Gamma = \frac{\pi^2 T^2 Q c}{\rho_H^2} = 4 - 15 \epsilon ,$$

and $k(x)$ is the following function

$$k(x) = 4 \left( x^2 - 1 \right) + 5 \epsilon \left( x^2 - 1 + 4 \left( 1 - x^2 \right)^{1/4} + \frac{4}{5} x^2 \Omega \left( \frac{1}{(1 - x^2)^{1/4}} \right) \right) .$$

Notice that $\Gamma$ and $k(x)$ contain terms which are zeroth-order in the flavor parameter, together with the ones that are first-order in $\epsilon$. We want to find solutions of (D.15) which
satisfy infalling boundary conditions at the horizon \( x = 0 \), as well as Dirichlet boundary conditions at the UV boundary \( x = 1 \). These solutions only exist if certain dispersion relation \( \hat{\omega} = \hat{\omega}(\hat{q}) \) is satisfied. Our objective in this section is to find such dispersion relation in a power series of \( \hat{q} \). Actually, we will only keep quadratic and quartic terms of \( \hat{q} \), as in (6.4), which contains two transport coefficients \( \hat{D}_\eta \) and \( \hat{\tau}_s \).

In order to impose infalling boundary conditions at the horizon \( x = 0 \), we adopt an ansatz for \( X(x) \)

\[
X(x) = x^{-i\hat{\omega}} S(x), \tag{D.18}
\]

where \( S(x) \) must be regular at \( x = 0 \). Let us expand \( S(x) \) in powers of \( \hat{q} \) as:

\[
S(x) = S_0(x) + \hat{q}^2 S_2(x) + \ldots. \tag{D.19}
\]

Plugging (D.18) and the expansion (D.19) into (D.15) we get the following two differential equations for \( S_0(x) \) and \( S_2(x) \):

\[
S''_0 - \frac{1}{x} S'_0 = 0
\]

\[
S''_2 - \frac{1}{x} S'_2 = \left[ \frac{2\hat{D}_\eta}{x^2} + \frac{\Gamma}{\sqrt{1-x^2} k(x)} \right] S_0 - \frac{2\hat{D}_\eta (\hat{D}_\eta - x^2)}{x^4} S'_0. \tag{D.20}
\]

We can immediately integrate the equation for \( S_0 \) in (D.20), yielding

\[
S_0(x) = c_1 \frac{x^2}{2} + c_2, \tag{D.21}
\]

where \( c_1 \) and \( c_2 \) are integration constants. The differential equation for \( S_2 \) in (D.20) contains terms which depend on the flavor expansion parameter \( \epsilon \). Since we are working at first order in \( \epsilon \), it is convenient to expand the transport coefficients in powers of \( \epsilon \) as:

\[
\hat{D}_\eta = \hat{D}_0 + \epsilon \hat{D}_1, \quad \hat{\tau}_s = \hat{\tau}_0 + \epsilon \hat{\tau}_1, \tag{D.22}
\]

as well as for the function \( S_2 \):

\[
S_2(x) = s(x) + \epsilon \tilde{s}(x). \tag{D.23}
\]

Proceeding in this way we generate two second-order differential equations for \( s(x) \) and \( \tilde{s}(x) \), which can be analytically integrated (these functions have rather long expressions and will not be written here). This integration generates two new integration constants \( c_3 \) and \( c_4 \) for \( s(x) \) and another two \( c_5 \) and \( c_6 \) for \( \tilde{s}(x) \). Expanding our analytic result for \( s(x) \) near \( x = 0 \), up to second order in \( x \), we get

\[
s(x) = \frac{1}{2} \left( 2\hat{D}_0 (c_1 \hat{D}_0 + c_2) \log x - c_1 - c_2 + 2c_4 \right)
+ \frac{1}{4} x^2 \left( c_1 \hat{D}_0 (2\log x - 1) + c_1 + 2c_2 \log \left( \frac{x}{2} \right) + c_2 + 2c_3 \right) + \ldots. \tag{D.24}
\]
Similarly, \( \tilde{s}(x) \) near \( x = 0 \) takes the form
\[
\tilde{s}(x) = -\left[ (6\hat{D}_1 + 5i\pi - 5 - 10 \log 2) c_1 + ((15 + 25i) \pi - 70 + 40 \log 2) c_2 - 12c_3 \right] \frac{x^2}{24} + \frac{c_1}{2} x^2 + 2c_1 \hat{D}_0 + c_2 \hat{D}_1 \log x + \frac{1}{12} (10i\pi + 35 - 20 \log 2) c_1 + \frac{1}{12} (5i\pi - 5 - 10 \log 2) c_2 + c_6 + \ldots.
\]

Combining all these equations, we get \( S(x) = S_0(x) + \hat{q}^2(s(x) + \epsilon \tilde{s}(x)) \) for small \( \hat{q} \) and small \( x \). Let us now obtain an expression by expanding \( S(x) \) in opposite order and demand that it should be consistent with the above. We first expand near \( x = 0 \) and write
\[
S(x) = 1 + \sigma_2 x^2 + \sigma_4 x^4 + \ldots.
\]

Plugging the expansion (D.26) into (D.15) we get \( \sigma_2 \) and \( s_4 \) in terms of \( \hat{\omega} \) and \( \hat{q} \). Expanding this result for small \( \hat{q} \) and \( \epsilon \), we obtain
\[
\sigma_2 = -\frac{1}{2D_0} + \frac{1}{4} \hat{q}^2(2\hat{\tau}_0 - 1) + \epsilon \left( \frac{\hat{D}_1}{2D_0^2} + \frac{\hat{q}^2 \hat{\tau}_1}{2} \right) + \ldots
\]
\[
\sigma_4 = -\frac{(4 - 12\hat{D}_0)\hat{q}^2}{64\hat{D}_0^2} - \epsilon \frac{\hat{q}^2 (5\pi \hat{D}_0^3 - 30 \hat{D}_0^2 + 30 \hat{D}_0 \log 2 - 4 \hat{D}_1)}{64\hat{D}_0^2} + \ldots.
\]

Thus, an expansion for small \( x \) and small \( \hat{q} \) (D.26) leads to the following expressions for \( S_0(x) \) and \( S_2(x) \):
\[
S_0(x) = 1 - \frac{x^2}{2D_0} + \frac{\hat{D}_1 x^2}{2D_0^2}
\]
\[
S_2(x) = 12x^4 \hat{D}_0^2 + 16(2\hat{\tau}_0 - 1) \hat{D}_0^2 x^2 - 4\hat{D}_0 x^4
\]
\[
+ \frac{\epsilon}{64 \hat{D}_0^2} \left[ (30 - 5\pi - 30 \log 2) \hat{D}_0^3 x^4 + 4\hat{D}_1 x^4 + 32\hat{\tau}_1 \hat{D}_0^2 x^2 \right].
\]

Let us now compare (D.28) and (D.21). Since the right-hand side of (D.21) does not depend on \( \epsilon \), we conclude that
\[
\hat{D}_1 = 0.
\]

Moreover, by comparing the expression for \( S_2 \) in (D.28) and the one that follows from (D.24) and (D.25), we can relate the different integration constants and the transport coefficients as
\[
c_1 = -\frac{1}{D_0}, \quad c_2 = 1 \quad c_3 = \frac{\hat{D}_0 (2\hat{\tau}_0 - 3 + \log 4) + 1}{2D_0}, \quad c_4 = \frac{1}{2} - \frac{1}{2D_0}
\]
\[
c_5 = \frac{\hat{D}_0 (12\hat{\tau}_1 + \pi (15 + 25i) - 70 + 20 \log 4) + 5 (1 - i\pi + \log 4)}{12\hat{D}_0}
\]
\[
c_6 = \frac{5 \left( \hat{D}_0 (2 - 2i\pi + \log (16)) + 14 + 4i\pi - \log (256) \right)}{24D_0}.
\]
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With these constants, the function $S_0$ becomes
\[ S_0(x) = 1 - \frac{1}{2} D_0 x^2. \]  
(D.31)

Imposing the Dirichlet boundary condition $S_0(x = 1) = 0$ at $x = 1$ leads to the result for $D_0$,
\[ \hat{D}_0 = \frac{1}{2}. \]  
(D.32)

Using this new condition and (D.30) we arrive at the following expressions for $s(x)$ and $\tilde{s}(x)$
\[ s(x) = \frac{1}{2} \left( x^2 (\tau_0 - \log(x/2)) - 1 + \sqrt{1 - x^2} + \frac{1}{2} \log \left( \frac{1 - \sqrt{1 - x^2}}{\sqrt{1 - x^2} + 1} \right) \right) \]
\[ + \left( 1 - x^2 \right) \arctanh \left( \sqrt{1 - x^2} \right) \]
\[ \tilde{s}(x) = \frac{5 (1 - x^2)^{3/4}}{x^2} \left( \frac{1}{3} F\left(1, 1; 1; 1 - \frac{1}{x^2}\right) - \frac{1}{212} \left( 1 - x^2 \right) F\left(1, 2; 1; 1 - \frac{1}{x^2}\right) + \frac{2 x^2}{3} \right) \]
\[ + \frac{1}{4} x^2 \left( 2 \tau_1 + 5 (\log(4) - 2) \right) - \sqrt{1 - x^2} \left( \Omega \left( \frac{1}{(1 - x^2)^{1/2}} \right) + \frac{15}{4} \right) \]
\[ + \frac{5}{4} (x^2 + 2) \arctanh \left( \sqrt{1 - x^2} \right) - \frac{5}{4} (\pi - 5 + \log(4)). \]  
(D.33)

Requiring that $s(x = 1) = 0$ determines the value of $\hat{\tau}_0$, which turns out to be
\[ \hat{\tau}_0 = 1 - \log 2. \]  
(D.34)

Moreover, the Dirichlet boundary condition $\tilde{s}(x = 1) = 0$ is satisfied if $\hat{\tau}_1$ is given by
\[ \hat{\tau}_1 = \frac{5}{2} (\pi - 3). \]  
(D.35)
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