State of the art in total pulse production in major states of India using ARIMA techniques
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ABSTRACT
Pulses are staple protein-rich food for Indian vegetarians, and India is one of the largest producers in the world. The present investigation is an attempt to study the trend in the production of total pulses in India using the autoregressive integrated moving average (ARIMA) method. For stochastic trend estimation, yearly data were used for the period from 1961 to 2019. On the basis of the performance of several goodness of model fit criteria, the most suitable ARIMA model is chosen to capture the trend of pulse production. Forecasting for the 10 years from 2020 to 2029 is done, and it is observed that India has the highest forecast value (31.03302 million tonnes) in 2029. This study will play an important role in determining the gap between production of and demand for pulses in the future.

1. Introduction

Pulses are leguminous edible dry seeds rich in protein, minerals, and fibers. They play a diverse role in agriculture as a food crop, provender, cash crop, and rotation crop or intercrop. Many sustainable development goals aiming to achieve sustainable development by 2030 cannot be met without inclusion of pulses in our consumption and production basket (Rawal and Navarro, 2019). Pulses as a commodity group fit in all the Feed the Future Initiative themes aiming toward sustainable poverty and hunger reduction and enhancement of nutrition and health conditions alongside protection of the environment (Maredia, 2012).

Total pulse production worldwide was recorded as 92.28 million tonnes in 2018 (FAO, 2018), of which the major pulses were dry beans (32.98%), chickpeas (18.63%), peas (13.53%), cowpeas (7.83%), lentils (6.86%), and pigeon peas (6.45%). India is the main producer of pulses for most nations, and accounts for 25% of worldwide production. However, erratic rainfall further widens the gap. Therefore, forecasting production, productivity, and prices is important for effective planning and decision-making related to the production of pulses. The time-series approach of forecasting is the most reliable one. On the basis of the past pattern in data, a very common method applied for forecasting a
time series (Ray and Bhattacharyya, 2020) is the autoregressive integrated moving average (ARIMA) method. In a study by Vishwajith et al. (2018) on forecasting mung production, ARIMA(4,1,4) was the best-fitting model over ARIMAX and generalized autoregressive conditional heteroscedasticity (GARCH) models. Mishra et al. (2021) considered ARIMA models for forecasting of sugarcane production by major states for 2025.

In contrast, Ray and Bhattacharyya (2020) found the ARIMAX(1,1,1) model for pulse production better suited than the ARIMA model. Price prediction is an important tool to forecast the market price, which is necessary for framing policies for sustained production and remunerative prices (Darekar and Reddy, 2017). Savadatti (2017) applied the ARIMA model for projection purposes and observed stagnancy in the area of pulse production but a rise in pulse production and productivity. Many other studies have used the ARIMA model for forecasting; for example, for forecasting sugarcane production (Muhammad et al., 1992) and sugarcane and cotton crop production and yield (Ali et al., 2015) in Pakistan. In Tamil Nadu, ARIMA models were used for area, production, and productivity forecasting for various crops (Balanagammel et al., 2000) and sugarcane yield (Suresh and Krishna Priya, 2011). Conditional variances are taken into account by use of the GARCH model. Yaziz et al. (2011) used both the GARCH model and the ARIMA model to predict crude oil prices, and they concluded that the GARCH model was superior to the ARIMA model. However, Vishwajith et al. (2014) could not establish the superiority of either the GARCH model or the ARIMA model in modeling data for pulses in India.

2. Material and methods

In the present investigation, the data relate to total pulse production for five major producing states and India from 1950 to 2019. To set model structure, 80% of the total data is selected for training and to approve the model, the remaining 20% is chosen for the test. The statistical software package R was used for model building.

2.1. ARIMA models

Box and Jenkins (1976) introduced the ARIMA model, and thus it is also known as the Box-Jenkins method in the literature. ARMA model includes an autoregressive (AR) and a moving average (MA) model. While these models are suitable for stationary series, the ARIMA model is performed in nonstationary series (Tekindal et al., 2020).

The easiest way to make a time series stationary is by taking the difference. The process of subtracting the values of a certain period from the last values of the time series is called the difference operation.

In non-stationary data, ARIMA(p, d, q) model is known as the ARIMA(p, d, q) models if the d-order difference operation is performed to make the data stationary. In the kind of equations in the ARIMA(p, d, q) models, p represents the degree of the AR model, q represents the degree of the MA model, and d represents the number of differences needed to stabilize the data (Yoran et al., 2020; Ray et al., 2021; Mishra et al., 2021).

The equation for the ARIMA(p, d, q) model is as follows:

\[ Y_t = \varphi_1 Y_{t-1} + \varphi_2 Y_{t-2} + \cdots + \varphi_p Y_{t-p} + \alpha_1 \Delta Y_{t-1} - \alpha_2 \Delta Y_{t-2} - \cdots - \alpha_d \Delta Y_{t-d} + \varepsilon_t, \]

where \( \varphi \) represents the parameter values relating to the AR operator, \( \alpha \) is the error term coefficient, \( \theta \) represents the parameter values relating to the MA operator, and \( Y \) represents the data with \( \Delta \) differences of the original data (Brockwell et al., 2016; Gujarati and Porter, 2012).

The following steps can be applied for fitting time-series data to an ARIMA model (Hyndman and Khandakar, 2007).

Step 1. Plot the data, detect any unusual observations, and transform the data to stabilize the variance if necessary.

Step 2. Determine the values of \( p \) and \( q \) by analyzing the autocorrelation function (ACF) and the partial ACF (PACF), and from the selected model try to identify the best ARIMA model by using Akaikes information criterion (AIC) with correction (AICc).

Step 3. From the best model, check the residuals by plotting the ACF and the PACF. Try to modify the model if the plotted ACF and PACF do not look like white noise.

Step 4. If the residuals look like white noise, calculate the forecasts.

For model selection, the mean squared error (MSE), root mean squared error (RMSE), mean absolute error (MAE), mean absolute percentage error (MAPE), AIC, AICc, and Bayesian information criterion (BIC) are statistical measures that evaluate the performance of the fit of the forecasting. The goodness-of-fit approach for a time series is based on the residuals. Therefore, the measure of forecast accuracy should be checked using many metrics together. The model with the best forecasting ability has the smallest error criterion value.

\[ \text{MSE} = \frac{1}{n} \sum_{t=1}^{n} e_t^2, \]
\[ \text{RMSE} = \sqrt{\frac{1}{n} \sum_{t=1}^{n} e_t^2}, \]
\[ \text{MAE} = \frac{1}{n} \sum_{t=1}^{n} |e_t|, \]
\[ \text{MAPE} = \frac{100}{n} \sum_{t=1}^{n} \left| \frac{e_t}{Y_t} \right|, \]

where \( e \) is the error term, \( Y_t \) is the observation, and \( \hat{Y}_t \) is the forecast; also \( \varepsilon_t = Y_t - \hat{Y}_t \).

\[ \text{AIC} = -2LL + 2k, \]
\[ \text{AICc} = \text{AIC} + \frac{2(k^2 + 1)}{n - k - 1}, \]
\[ \text{BIC} = kn(n) - 2n \hat{L}. \]

Here, \( k \) indicates the number of estimated parameters in the model and \( L \) stands the maximum value of the likelihood function for the model, \( n \) denotes sample sizes.

In this study, statistical analysis was performed with the statistical

| State or country | Minimum | Maximum | Mean | Standard deviation | Skewness | Kurtosis |
|-----------------|---------|---------|------|--------------------|----------|----------|
| Karnataka       | 239.00  | 1951.21 | 697.94 | 421.19             | 1.54     | 1.78     |
| Madhya Pradesh  | 873.00  | 8111.58 | 2803.88 | 1509.61            | 1.82     | 3.72     |
| Maharashtra     | 451.00  | 3768.06 | 1470.84 | 723.27             | 1.13     | 0.84     |
| Rajasthan        | 227.00  | 3700.00 | 1509.11 | 773.86             | 0.97     | 0.87     |
| Uttar Pradesh    | 1212.00 | 3835.00 | 2535.55 | 576.71             | -0.01    | 0.21     |
| India           | 8547.00 | 25416.22 | 123110.88 | 3521.55         | 1.09     | 3.10     |

Table 1: Descriptive statistics of total pulse production data.
Fig. 1. Autocorrelation function (ACF) and partial ACF graphs of the first differences of the data in pulses production in Major states in India using ARIMA models.
software package R. The auto. Arima() function in R was used to determine the best ARIMA model. This function uses the Hyndman-Khandakar algorithm (Hyndman and Khandakar, 2007) to obtain an ARIMA model by combining the unit root test and minimization of the AICc. The Hyndman-Khandakar algorithm involves only Steps 2 and 3 given above; therefore, we conducted the other steps ourselves. Furthermore, the Arima() function in R (Version 4.03, https://stat.ethz.ch/pipermail/r-announce/2020/000662.html) was used to test other models we thought may be suitable on the basis of ACF and PACF graphs.

### 3. Results and discussion

Descriptive statistics for total pulse production between 1950 and 2019 are presented in Table 1 for Karnataka, Madhya Pradesh, Maharashtra, Rajasthan, Uttar Pradesh, and India. While the minimum value for total pulse production in India is 8347, the maximum value is 25416.22 between 1950 and 2019. Thus, it can be said that there has been an increase of approximately 205% in total pulse production in India since 1950. Moreover, in Karnataka, Madhya Pradesh, Maharashtra, Rajasthan, and Uttar Pradesh, production increased by approximately 716%, 830%, 735%, 1250%, and 230%, respectively. As a result, the mean total pulse production is 13110.88 for India. The state with the highest average pulse production is Madhya Pradesh, with 2803.88, and the lowest is Karnataka, with 697.94. When the standard deviations of pulse production are analyzed, the highest standard deviation is seen in India, with 3531.55 (Table 1).

To test the normality of the data set, descriptive statistics are calculated and then by dividing the skewness coefficient by the standard errors, the normality of the data is tested (Das et al., 2017). Skewness and kurtosis should be within the range from +2 to −2(a few authors also use the more lenient +3 to −3). With use of this rule of thumb and as the data size is large, it can be concluded that the data sets are normally distributed. The positively skewed and platykurtic nature of the data for the states of Karnataka, Maharashtra, and Rajasthan indicate that there was a marginal change of the area in favor of pulse production during the early period and it remained almost the same in the study period (Vishwajit et al., 2018). The leptokurtic and positively skewed nature of the data for Madhya Pradesh and India indicates a very marginal change of the area during the early period. In Uttar Pradesh, the platykurtic and negatively skewed nature of the data indicates a marginal change of the area during the late period, and it remained almost the same during the study period.

ACF and PACF graphs of the first differences of the series are presented in Fig. 1. According to the goodness-of-fit parameter, especially the AICc, the best models given in Table 2 were selected for five major states and India, and the best model was used to determine the forecast value for the 10 years from 2020 to 2029. It is clearly seen from Fig. 1 and Table 2 that the data became stationary at first differences. As seen in Table 2, the goodness of fit of ARIMA models was also assessed by various information criteria, such as the mean error, RMSE, MAE, mean percentage error, MAPE, mean absolute scaled error, MPE, mean percentage error; RMSE, root mean squared error.

| State or country | Model              | ME    | RMSE  | MAE   | MPE   | MAPE  | MASE  | LL     | AIC   | AICc  | BIC   |
|------------------|--------------------|-------|-------|-------|-------|-------|-------|--------|-------|-------|-------|
| Karnataka        | ARIMA(0,1,1)       | 0.77  | 153.22| 111.28| 7.04  | 17.94 | 0.87  | −445.80| 897.59| 897.69| 904.29|
| Madhya Pradesh   | ARIMA(1,1,0)       | 0.18  | 590.21| 378.94| 5.85  | 16.95 | 0.85  | −538.79| 1083.58|1083.95|1090.28|
| Maharashtra      | ARIMA(2,1,1)       | 0.50  | 340.47| 254.81| 6.55  | 19.28 | 0.77  | −501.66|1013.32|1014.27|1024.49|
| Rajasthan        | ARIMA(0,1,1)       | 2.54  | 562.45| 425.73| 16.06 | 37.15 | 0.85  | −535.61|1077.21|1077.58|1083.91|
| Uttar Pradesh    | ARIMA(0,1,1)       | 10.12 | 388.00| 265.48| 2.71  | 12.93 | 0.79  | −510.25|1026.50|1026.87|1035.20|
| India            | ARIMA(1,1,2)       | 42.17 | 1509.21|1148.00|1.73  | 9.17  | 0.79  | −604.27|1218.55|1219.50|1229.72|

AIC, Akaika’s information criterion; AICc, Akaika’s information criterion with correction; ARIMA, autoregressive integrated moving average; BIC, Bayesian information criterion; LL, likelihood; MAE, mean absolute error; ME, mean error; MAPE, mean absolute percentage error; MASE, mean absolute scaled error; ME, mean percentage error; RMSE, root mean squared error.
Fig. 2. Autocorrelation function (ACF) and partial ACF (PACF) of the residuals of the fitted models on pulses production in Major states in India using ARIMA models.
Table 3
Total pulse production forecasting for Karnataka (millions of kilograms).

| Year | Forecast | Lo80 | Hi80 | Lo95 | Hi95 |
|------|----------|------|------|------|------|
| 2020 | 1886.47  | 1685.75 | 2067.18 | 1579.50 | 2193.43 |
| 2021 | 1909.19  | 1690.25 | 2128.13 | 1574.35 | 2244.03 |
| 2022 | 1931.91  | 1696.15 | 2167.67 | 1571.34 | 2292.47 |
| 2023 | 1954.63  | 1703.17 | 2206.09 | 1570.05 | 2339.20 |
| 2024 | 1977.35  | 1711.11 | 2243.58 | 1570.18 | 2384.52 |
| 2025 | 2000.07  | 1719.84 | 2280.30 | 1571.49 | 2428.65 |
| 2026 | 2022.79  | 1729.23 | 2316.35 | 1573.83 | 2471.75 |
| 2027 | 2045.51  | 1739.20 | 2351.82 | 1577.05 | 2513.97 |
| 2028 | 2068.23  | 1749.68 | 2386.78 | 1581.05 | 2555.41 |
| 2029 | 2090.95  | 1760.61 | 2421.29 | 1584.57 | 2596.16 |

Lo80, lower bound of the predictive interval for significance level α = 0.20; Hi80, upper bound of the predictive interval for significance level α = 0.20; Lo95, lower bound of the predictive interval for significance level α = 0.05; Hi95, higher bound of the predictive interval for significance level α = 0.05.

Table 4
Total pulse production forecasting for Madhya Pradesh (millions of kilograms).

| Year | Forecast | Lo80 | Hi80 | Lo95 | Hi95 |
|------|----------|------|------|------|------|
| 2020 | 7888.21  | 7115.08 | 8661.35 | 7670.80 | 9070.63 |
| 2021 | 7931.14  | 7061.58 | 8800.70 | 7661.02 | 9261.02 |
| 2022 | 8050.76  | 7055.62 | 9096.13 | 8452.29 | 9649.45 |
| 2023 | 8133.33  | 6978.21 | 9288.46 | 8636.72 | 9899.95 |
| 2024 | 8233.88  | 6961.06 | 9560.70 | 8287.27 | 10180.49 |
| 2025 | 8325.65  | 6955.06 | 9698.25 | 8226.45 | 10424.86 |
| 2026 | 8421.68  | 6952.52 | 9880.84 | 8174.80 | 10668.57 |
| 2027 | 8515.65  | 6957.53 | 10073.73 | 8132.71 | 10898.59 |
| 2028 | 8610.61  | 6967.59 | 10253.64 | 8097.83 | 11123.40 |
| 2029 | 8705.09  | 6981.69 | 10428.49 | 8069.38 | 11340.81 |

Lo80, lower bound of the predictive interval for significance level α = 0.20; Hi80, upper bound of the predictive interval for significance level α = 0.20; Lo95, lower bound of the predictive interval for significance level α = 0.05; Hi95, higher bound of the predictive interval for significance level α = 0.05.

Table 5
Total pulse production forecasting for Maharashtra (millions of kilograms).

| Year | Forecast | Lo80 | Hi80 | Lo95 | Hi95 |
|------|----------|------|------|------|------|
| 2020 | 3160.45  | 2707.65 | 3613.25 | 2467.95 | 3852.95 |
| 2021 | 2901.43  | 2529.40 | 3453.45 | 2284.82 | 3698.04 |
| 2022 | 2497.88  | 2023.12 | 2972.63 | 1771.81 | 3232.95 |
| 2023 | 2738.69  | 2242.58 | 3234.80 | 1979.96 | 3497.42 |
| 2024 | 3033.16  | 2492.23 | 3574.09 | 2205.88 | 3860.45 |
| 2025 | 2880.08  | 2336.73 | 3423.43 | 2049.10 | 3711.07 |
| 2026 | 2780.13  | 2235.52 | 3324.94 | 1946.91 | 3613.34 |
| 2027 | 2936.62  | 2374.14 | 3499.10 | 2076.38 | 3796.86 |
| 2028 | 3012.71  | 2435.93 | 3589.50 | 2130.60 | 3894.83 |
| 2029 | 2951.37  | 2370.93 | 3532.43 | 2062.71 | 3840.02 |

Lo80, lower bound of the predictive interval for significance level α = 0.20; Hi80, upper bound of the predictive interval for significance level α = 0.20; Lo95, lower bound of the predictive interval for significance level α = 0.05; Hi95, higher bound of the predictive interval for significance level α = 0.05.
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Fig. 3. Point forecasts and 80% and 95% prediction intervals obtained with autoregressive integrated moving average models on pulses production for major states in India. (From 2020–2029).
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