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Abstract—In this paper, we propose a graph neural network architecture to solve the AC power flow problem under realistic constraints. To ensure a safe and resilient operation of distribution grids, AC power flow calculations are the means of choice to determine grid operating limits or analyze grid asset utilization in planning procedures. In our approach, we demonstrate the development of a framework that uses graph neural networks to learn the physical constraints of the power flow. We present our model architecture on which we perform unsupervised training to learn a general solution of the AC power flow formulation independent of the specific topologies and supply tasks used for training. Finally, we demonstrate, validate and discuss our results on medium voltage benchmark grids. In our approach, we focus on the physical and topological properties of distribution grids to provide scalable solutions for real grid topologies. Therefore, we take a data-driven approach, using large and diverse data sets consisting of realistic grid topologies, for the unsupervised training of the AC power flow graph neural network architecture and compare the results to a prior neural architecture and the Newton-Raphson method. Our approach shows a high increase in computation time and good accuracy compared to state-of-the-art solvers. It also out-performs that neural solver for power flow in terms of accuracy.

Index Terms—power flow, graph neural networks, distribution grids, Newton-Raphson

I. INTRODUCTION

The AC power flow determines the steady-state operating condition on a given grid topology with a corresponding supply task, i.e. the electricity demand and production profiles at the different grid nodes. It is the prerequisite and core of grid planning and operation processes. With a growing share of renewable energy sources and new electric loads to be handled by low and medium-voltage grids, the operation and planning of distribution grids will become more challenging. Consequently, it can be assumed that the passively designed grid infrastructure will be operated actively in the future. In contrast, continuous simulations of the operating states of grids with a high number of nodes and assets will be carried out to ensure an efficient operation of the grid. Accurate solution methods already exist for solving the AC power flow problem (e.g. the Newton-Raphson method). However, computation times scale significantly with increasing grid size and observation horizon. For the analysis of transmission grids, simplifications, like the DC power flow and fast decoupled power flow, are sufficiently precise to generate power flow solutions for determining grid congestions. However, this is not the case in the underlying distribution grid due to the R to X ratio. Therefore, for the accurate analysis of distribution grids on medium and low voltage levels, the AC power flow has to be determined.

Solving the AC power flow with graph neural networks (GNN) allows high parallel computing power and can provide shorter computation times for large instances. Therefore, this paper presents a physics-aware GNN architecture for AC Power Flow on distribution grids. It can learn the Power Flow without any ground truth labels, i.e., any prior Newton-Raphson solutions. The GNN utilises a loss function based
on the Power Flow Equations, thus learning the physical constraints of power grids. By this, the GNN can determine the quality of solutions while training and in inference. We trained on large and diverse data sets consisting of many artificial and real-world grid topologies. Further, the model can generalise well to predict a power flow on unseen topologies because of the utilisation of graph neural networks.

The structure of the paper is as follows. Section II presents the state of the art and points out the contribution of this paper. Section III represents the Background on Power Flow and Graph Neural Networks. In Section IV, the methodology is presented. Section V describes the experiments conducted. The experiments are discussed in Section VI. Finally, the conclusions of the proposed work are given in Section VII.

II. STATE OF THE ART AND CONTRIBUTION

The viability of using graph neural networks to solve power flow calculations has recently been demonstrated in [1] and [2]. These publications focus on solving power flows on a transmission grid level. For distribution grids, the focus shifts to the physical characteristics of the distribution system. A review of other applications of GNN in power systems is presented in [3]. In addition to power flow calculations, an approach to compute optimal power flows based on graph neural networks is proposed in [4]. This publication also considers solving the power flow constraints on meshed topologies. In [5], a graph attention mechanism is used to find suitable solutions for the power flow calculation. Another approach is presented in [6] in which the authors develop specialised GNN layers to determine power flows. In [7] a data-driven neural approach for computing power flow is presented.

All these approaches are developed, trained and tested on benchmark network models. Compared to other approaches, our contribution with this paper lies in the realistic modelling of input training data based on synthetic distribution grid models to adequately model the power flow on distribution grids. Furthermore, we provide an unsupervised machine learning approach using graph neural networks to learn the physical constraints of power grids and solve the AC power flow.

III. BACKGROUND

This section provides an overview of state of the art on power flow and Graph Neural Network basics.

A. Power Flow Formulation

Network congestions, such as the violation of voltage limits and overloading of network resources, are identified by power flow calculations for different feed-in and load situations. In grid operation, the grid-supporting use of flexibility, such as regulating generation plants or controlling consumption devices, can be determined with optimal power flow formulations. Power flow calculations are necessary for grid planning to identify and check possible grid expansion measures to eliminate grid congestion. The AC power flow problem is defined on a set of nodes and edges together with their corresponding power flow equations:

\[
    P = \sum_{k=1}^{N} |V_k||V_k| (G_{ik} \cos \theta_{ik} + B_{ik} \sin \theta_{ik})
\]

\[
    Q = \sum_{k=1}^{N} |V_k||V_k| (G_{ik} \sin \theta_{ik} - B_{ik} \cos \theta_{ik}).
\]

Each node is defined by its four properties: real power \( P \), reactive power \( Q \), voltage magnitude \( V \) and voltage angle \( \theta \). The power lines are characterised by their admittance, separated into their real part \( G \) and imaginary part \( B \). The power flow describes the state of a power system with a set of given nodes and edges sufficiently, as long as at least two of the four node variables are known. Due to their operational behaviour, node components (loads or generators) are split into subcategories of different value assignments. Table I provides an overview of the node types necessary for a power flow calculation. Detailed Information on the power flow formulation can be found in varying literature such as [8].

| Bus type | \( P \) | \( Q \) | \( V \) | \( \theta \) |
|----------|--------|--------|--------|--------|
| PQ (load) | Specified | Specified | Unknown | Unknown |
| PV (generator) | Specified | Unknown | Specified | Unknown |
| Slack (balance) | Unknown | Unknown | Specified | Specified |

B. Graph Neural Networks

In the last few years, GNNs (Graph Neural Networks) have emerged as a standard method for machine learning tasks on graphs [9]–[12]. They can be used for the analysis of chemical molecules as well as for larger graph structures such as social networks. Graph Neural Networks utilise the concept of message passing [13] as a layer in a neural network. In such a layer, messages of latent features are exchanged between the graph nodes, which are then processed by other neural network components. Message passing can be seen as a communication protocol between nodes in the graph, which uses this protocol repeatedly as part of a single GNN forward pass. Gilmer et al. [13] define message passing as follows. Let \( G = (V, E) \) be a graph. For every node \( v \in V \) a message passing layer has a hidden state \( h_v \) for time stamp \( t \). The hidden states are initialised randomly for most applications at time stamp \( t = 0 \). Message passing consists of two phases: an update phase and a read-out phase. In the update phase \( (t \rightarrow t+1) \) every node \( v \) sends its hidden state \( h_v \) to its neighbours. Based on the received messages a node \( w \) updates its hidden states by

\[
m_{vw}^{t+1} = \sum_{w \in N(v)} M^t(h_v, h_w, e_{vw})
\]

and

\[
h_v^{t+1} = U^t(h_v, m_v^t)
\]

with \( e_{vw} \) the edge label of edge \( (v, w) \) and \( M, U \) trainable functions, i.e., linear layers with an activation function. The
Medium-voltage topology grid assets are determined by an assignment of typical asset forming open electrical ring grids. The electrical ratings of all medium-voltage are then connected to the primary substations as well as connection objects directly connected to secondary substations. Based on the primary and low-voltage levels, the medium-voltage grids are modelled. Originating at the secondary substation, the capacitated minimum spanning tree is formed along the road network via the shortest paths. A graph partitioning algorithm subsequently partitions the supplied areas for each secondary substation. The assignment process is based on information provided by the OpenStreetMap (OSM) database [18] resulting in a set of individual, georeferenced connection objects. All these objects include properties like electrical demand and generation, power rating and annual power consumption. The previously defined connection objects are then to be connected to the modelled power grid based on their electrical rating.

The topological structure of the electrical power grids generated is based on the road network which is also provided by OSM since power lines are historically placed and routed along roads. The modelling of the medium-voltage grids is based on the prior modelling of the corresponding low-voltage grids. In low-voltage, the connection objects are connected to the electrical power equipment. The assignment process is performed on information provided by SimBench [20]. As a result, a data set consisting of pairs of unsolved power flow cases and matching solutions provide by SimBench [20]. The slack node was not altered and is located at the primary substation in each topology. After the assignment of the node types, the corresponding required values are set as well. To ensure power flow convergence all assigned values are restricted to a realistic range of values based on the analysis of load and generation time series assigned values are restricted to a realistic range of values based on the analysis of load and generation time series provided by SimBench [20]. As a result, a data set consisting of pairs of unsolved power flow cases and matching solutions for each topology and supply task is created. An example of the created grid models is presented in Fig. 1.

For the generation of training, test and validation data sets, the data set generation process can be applied to each topology. This process can be used for single as well as multiple topologies. Each grid topology is used in the process to generate multiple case files on which the power flow calculation can be performed. To achieve the assignment of diverse but realistic supply tasks to each topology a consistent procedure is used.

Initially, a topology check is performed to ensure that each topology is supplied by a single slack node. If a slack node is supplying more than one medium-voltage ring, the initial topology is split into separate topologies. As usable topologies for training, just single voltage level topologies with one slack node are used. In the next step, the node types as presented in Table 1 (PQ and PV nodes) are randomly assigned to the busses on the topologies. The slack node was not altered and is located at the primary substation in each topology. After the assignment of the node types, the corresponding required values are set as well. To ensure power flow convergence all assigned values are restricted to a realistic range of values based on the analysis of load and generation time series provided by SimBench [20]. As a result, a data set consisting of pairs of unsolved power flow cases and matching solutions for each topology and supply task is created. An example of the created grid graphs representing the grid models is presented in Fig. 2.

A resulting training data set is then provided to the GNN training procedure. For interoperability, we chose the PYPOWER casefile format (ppc) to store the power flow data sets and made our model compatible with this format. PYPOWER and the ppc are python translations of the MatLab-based MATPOWER package and the MATPOWER casefile (mpc), which is also regularly used for power flow simulations [21].

The read-out phase can be seen as an interface to the successive layers of the neural networks. The read-out function \( y = R(h_x^w) \) is executed, with \( R \) being a trainable function. Various extensions have been made to this definition, e.g., by adding LSTM cells. In this paper, we train unsupervised GNNs in an approach inspired by [14].

IV. METHODOLOGY

In general, we can separate our approach into the data preparation process, the loss function used for training and the model architecture.

A. Grid Data Generation

For training, testing and validation of our approach we are modelling synthetic grids on the basis of open map data. Further, we model a geo-referenced supply task to determine low-voltage (LV) and medium-voltage (MV) grids representing realistic distribution grid models for the medium and low-voltage levels. Prior to the generation of realistic distribution grids, a supply task has to be assigned to a region by assigning commercial and residential loads as well as generation capacities to georeferenced structures. On such a regionalized supply task several methods exist to model the electrical distribution grid [15]–[17].

To create a realistic training dataset for our approach we chose a similar method to create multiple grid models for the medium-voltage level. After the assignment of the supply task, we define objects which are then connected to the electrical grid. These are buildings, points of interest and the locations of electrical power equipment. The assignment process is based on information provided by the OpenStreetMap (OSM) database [18] resulting in a set of individual, georeferenced connection objects. All these objects include properties like electrical demand and generation, power rating and annual power consumption. The previously defined connection objects are then to be connected to the modelled power grid based on their electrical rating.

The topological structure of the electrical power grids generated is based on the road network which is also provided by OSM since power lines are historically placed and routed along roads. The modelling of the medium-voltage grids is based on the prior modelling of the corresponding low-voltage grids. In low-voltage, the connection objects are connected to the electrical power equipment. The assignment process is based on information provided by SimBench [20]. As a result, a data set consisting of pairs of unsolved power flow cases and matching solutions for each topology and supply task is created. An example of the created grid models is presented in Fig. 1.

B. Data Set Generation

For the generation of training, test and validation data sets, the data set generation process can be applied to each topology. This process can be used for single as well as multiple topologies. Each grid topology is used in the process to generate multiple case files on which the power flow calculation can be performed. To achieve the assignment of diverse but realistic supply tasks to each topology a consistent procedure is used.

Initially, a topology check is performed to ensure that each topology is supplied by a single slack node. If a slack node is supplying more than one medium-voltage ring, the initial topology is split into separate topologies. As usable topologies for training, just single voltage level topologies with one slack node are used. In the next step, the node types as presented in Table 1 (PQ and PV nodes) are randomly assigned to the busses on the topologies. The slack node was not altered and is located at the primary substation in each topology. After the assignment of the node types, the corresponding required values are set as well. To ensure power flow convergence all assigned values are restricted to a realistic range of values based on the analysis of load and generation time series provided by SimBench [20]. As a result, a data set consisting of pairs of unsolved power flow cases and matching solutions for each topology and supply task is created. An example of the created grid graphs representing the grid models is presented in Fig. 2.

C. Loss Function

For our physics-aware training approach, we utilize a loss function that evaluates the solution computed by the Graph Neural Network. Our loss function for each node \( v \in V \)
Fig. 2: Exemplary topologies processed in the data set generation procedure.

consists of the power balance for real power and reactive power. Therefore, a power flow is correct when the physical constraints described by the AC power flow equations are met with equality, resulting in

\[ L_{P_v} := P_v - \sum_{w \in V} |V_v||V_w|(G_{vw} \cos \theta_{vw} + B_{vw} \sin \theta_{vw}) \]

\[ L_{Q_v} := Q_v - \sum_{w \in V} |V_v||V_w|(G_{vw} \sin \theta_{vw} - B_{vw} \cos \theta_{vw}) \]

where \( V_v \) and \( \theta_v \) denote the voltage magnitude and angle at node \( v \), while \( P_v \) and \( Q_v \) denote active and reactive power respectively. The goal of the GNN is to minimize \( L_{P_v} \) and \( L_{Q_v} \). This is done during training by updating the internal weights of the neural network. However, a GNN cannot use individual loss terms for every node, therefore the losses are summed to the following loss formulation:

\[ L_{\text{total}} := \sum_{v \in V} |L_{P_v}| + |L_{Q_v}| \]

Empirically, \( L_{\text{total}} \) has shown slow convergence. Better results were obtained with the following variant of the loss function:

\[ L_{\text{train}} := \ln \left( 1 + \sum_{v \in V} L^2_{P_v} + L^2_{Q_v} \right) \]

We report the loss for interpretability as loss per node \( L_{\text{train}}/|V| \) to obtain a metric that is independent of the size of any given topology. It is then verified that an accurate solution to the power flow problem results in a loss of exactly zero for \( L_{\text{total}} \) as well as \( L_{\text{train}} \). We use this loss function in training with a variety of grid supply tasks. For batching, we use the approach by \([9]\), where all graphs in a batch are merged in a new graph such that there exists not any edge between two old graphs in the new graph. So we take the disjoint union of the graphs. Further, all edges of the old graphs are preserved in the new graph. By this, we obtain one unified graph that has as many connected components as we have graphs batched together. This technique applies the loss function on any graph individually and is then summed up over the whole batch.

To train our neural network architecture, we chose the ADAM optimizer \([22]\) and selected hyperparameters like batch size, layer sizes and learning rate with a conducted hyperparameter sweep.

**D. Architecture**

Our architecture is based on a randomized, recurrent GNN inspired by \([14]\). The architecture performs message passing on a graph \( G' \) that is constructed by representing each node or edge of the electrical graph \( G \) with a node. Further, undirected edges in \( G \) are split into two opposing directed edges in \( G' \). As a result, every edge in the resulting graph connects an electrical node to an electrical edge or vice versa. This enables the network to maintain hidden states for nodes and edges.

The randomization takes place by adding noise sampled from a Gaussian mixture model to the decision variables (see unknown variables in Table \([1]\)) before feeding the data to the message passing GNN. This is done to learn how to solve the power flow problem from many different starting points. The architecture consists of three main building blocks: An encoder, the recurrent message passing stack and a decoder. The idea is to transform the node variables into a high dimensional latent space via the encoder before iteratively improving the approximation of a power flow solution via message passing. Ultimately, we decode the node representations back to the node variables at every process step. Because of the recurrent structure, we obtain one solution candidate for each iteration of message passing, allowing us to select the best candidate by comparing their losses. The architecture is visualized in Figure 3.

The encoder and decoder are multi-layer perceptrons (MLP) using leaky ReLU activations \([23]\). The encoder receives one feature vector per node, producing an abstract representation of node features. The input of the GNN consists of the node variables \( P, Q, V, \theta \) plus additional engineered features based on these variables. Together with a one-hot encoding signifying the node type (PQ, PV or Slack), these node features are fed to the encoder. The recurrent stack then processes the encoder’s embedding of length \( d = 150 \). Long Short-Term Memory (LSTM) \([24]\) cells update the embeddings for electrical nodes and edges every iteration. The LSTMs get as input the hidden state of the last layer of the encoder, the results of the message-passing and their own cell state. A different cell is used for each node type. The message-passing
procedure consists of multiple steps: For each edge, messages are computed via an MLP from the connected nodes using their node states. Next, these embeddings are concatenated with the corresponding edge’s impedance information (\(G\) and \(B\)) before being fed to the edge receiver module, another MLP. The result is used to update the edge state using an LSTM cell. Finally, we perform the same procedure backwards from the updated edge states: Each edge computes a message via the transmitter MLP before these messages are passed to the nodes, whereas another MLP receives them before they are used to update the node states. After all, message passing iterations, all node states are passed through one more LSTM cell. The decoder receives these hidden states of all electrical nodes together with a global embedding (the mean of all node embeddings) project back into the space of \(P, Q, V,\) and \(\vartheta\).

V. EXPERIMENTS

For our experiments, we created multiple data sets for the training process. To get a realistic set of grid topologies and respective supply tasks, the node types in each topology were preset to a realistic distribution of PV and PQ nodes with single slack nodes. The statistics of the different data sets used in our experiments are displayed in Table II. Presented are the mean values at the nodes of all power flow problem instances in our data sets after computing the power flow solutions using the Newton-Raphson (NR) algorithm.

We apply the trained GNN to unseen data from different sources to evaluate our proposed method. Firstly, we evaluate our proposed method on new grid topologies with random supply tasks generated by the same process as the training data using open data and SimBench time series data (synthetic MV). Secondly, we apply the GNN to a publicly available medium voltage grid topology taken from the SimBench data set [20], with randomly applied supply tasks. Lastly, we perform fine-tuning (continued training on a more specific data set) on the General GNN model to specialise the model to the domain of a SimBench grid topology as well as a real grid model (Real MV) provided by Schleswig-Holstein-Netz AG before evaluating it on new supply tasks on the identical topologies. We use a real-world medium voltage grid to test our method under realistic conditions. The benefits of such fine-tuned models are discussed in Section VI. The GNN’s accuracy in terms of the power flow loss is compared to the Graph Neural Solver (GNS) [2] and the Newton-Raphson algorithm. At last, we compare the inference computation time of our method and the run time of a Newton-Raphson implementation.

Table III contains the average loss per node in MVA when evaluating our model using withheld data from the different data sets. The general GNN model was trained using synthetically generated medium voltage grids based on open data. This data set consisted of 42,500 power flow problem instances in total. The corresponding test set (Synthetic MV) consists of over 10,000 instances which are based on different topologies compared to the training set. The fine-tuned models (FT) are trained to specialise in a specific grid topology and are then evaluated on unseen supply tasks on the same topology. While the SimBench data set contains 10,000 supply tasks, the Real MV data set consists of 20,000. 1,000 problem instances were separated for testing for each of these specialised data sets. The supply tasks were randomly generated using the same process as with the synthetic MV data. To evaluate the model’s ability to generalise over unseen topologies and supply tasks.

The loss used here can be interpreted as the average amount of power (real and reactive) that is lost at each node by the algorithm, meaning a perfect solution yields a value of precisely zero. Due to our recurrent architecture, we get We test each model on all the available data sets. We use random initialization for the decision variables at each node. Consequently, one can improve the method’s accuracy by repeatedly evaluating the network on the same problem instance using different initializations and picking the best attempt afterwards. The results in Table III are based on applying our method with 50 recurrent iterations and 10 random initializations. Our method selects the best of these 500 attempts by choosing the solution with the lowest loss. Note that this can be done without the knowledge of a perfect solution. The results of GNS were achieved by training directly on the datasets Synthetic MV, SimBench and Real MV.

At last, we compared the evaluation times of our model with the computation time of the Newton-Raphson method. In this regard, we used a set of grids with different sizes. The data set was split into chunks of each 50 grids with sizes up to 20, 50, 100, 200, 300 and 500 buses. In Figure 4 we depict the mean computation times of each bucket for our model as

**TABLE II: Mean Statistics of the Data Sets’ NR-Solutions**

|                   | Synthetic MV | SimBench | Real MV |
|-------------------|--------------|----------|---------|
| Network Size      | 17.41        | 100      | 120     |
| PQ Node Count     | 16.33        | 97       | 118     |
| PV Node Count     | 0.081        | 2        | 0       |
| \(P_{PV}\) [MW]   | 0.148        | -0.0638  | 0.153   |
| \(Q_{PV}\) [MVAr]| 0.009        | 0.010    | 0.010   |
| \(P_{PV}\) [MVA] | -0.507       | -1.587   | -       |
| \(Q_{PV}\) [MVAr]| -2.206       | 13.627   | -6.48   |
| \(P_{PV}\) [MW]  | -2.430       | 7.059    | -1.664  |
| \(Q_{PV}\) [MVAr]| 0.300        | -27.329  | 0.059   |
| \(V\) [pu]        | 0.99305      | 1.020    | 0.940   |
| \(\vartheta\) [deg]| -0.332      | 1.26     | -1.664  |

\* separable into two disjunct grids with 100 and 20 nodes, respectively

**TABLE III: Performance as Mean (and Median) Loss per Node in MVA for different MV grid models**

|                   | Synthetic MV | SimBench | Real MV |
|-------------------|--------------|----------|---------|
| General GNN       | 0.152 (0.118)| 0.112 (0.109)| 0.323 (0.320) |
| FT SimBench       | -            | 0.112 (0.109)| -       |
| FT Real MV        | -            | -        | 0.169 (0.177) |
| GNS               | 0.7318       | 0.9140   | 1.8276  |
| Newton-Raphson    | 0.0003       | 0.0003   | 0.0095  |
a single batch and Newton-Raphson. It can be observed that the GNN has a constant computation time for all grid sizes in the experiment, while Newton-Raphson highly depends on the grid size.

1) Implementation: Our GNNs were implemented using PyTorch \cite{25} and PyTorch-Geometric \cite{26}. Each model was trained on an Nvidia Tesla-V100 GPU with 16 GB of memory for 5000 epochs, while the FT-models were initialized with weights from the General GNN training. For the Newton-Raphson algorithm, we used PYPOWER\cite{1} implementation. For the GNS, we used the implementation provided through GitHub\cite{2}.

VI. Discussion

Our proposed model learns to compute AC Power Flow on medium-voltage grids in real-world scenarios. This means our methods can be applied to any grid topology, including meshed topologies, as they are found in high-voltage and extra-high-voltage grids. In general, our approach is independent of the voltage level. In particular, our GNN architecture can represent the different bus types required to model the power flow problem as it occurs in medium and low-voltage grids. Unlike the first approach \cite{1}, we can handle line impedances which makes our method applicable to any real-world grid. However, in \cite{2}, the authors modified their model to handle line impedance, too. Once our GNN has been trained on various grid topologies, the model can solve the power flow problem on any electrical grid, even if its underlying topology has not been used in training.

The main goal of our approach was to achieve a good generalization performance. We wanted to perform well over various supply tasks on the same topology but also aimed at generalizing over a large spectrum of topologies. We demonstrate the generalization capabilities by evaluating the General GNN model on the different data sets denoted in Table \ref{tab:results}. The Synthetic MV data test set consists of different topologies compared to its training data set. Therefore, the generalization over different topologies is shown by the evaluation of General GNN (i) on Synthetic MV and (ii) further on SimBench and Real MV, which borrow their topologies from external data sources. Moreover, we even generalize to significantly larger topologies as demonstrated by (ii), as can be seen in combination with the mean grid sizes found in Table \ref{tab:results}. In these cases, we observe a drop in loss per node, which we attribute to the size of those topologies, as those require information to travel further in the grid topology. When evaluating the General GNN model on the SimBench model, one observes a significant loss compared to the real-world grid and the Synthetic MV data. We attribute this to the unique properties of the SimBench grid, which has many static generators, yielding many PQ nodes that inject power into the grid. According to our training data, this is an improbable scenario, as can also be seen by comparing the mean power values of the data sets in Table \ref{tab:results}. The fact that the performance on the even larger real-world medium voltage grid is much more in line with our loss on the Synthetic MV grid supports this argument.

The experiments with fine-tuned models demonstrate that performance improves when training specifically for a given topology. In this case, the model only needs to learn to solve the power flow problem for multiple supply tasks without generalising beyond the training data’s topologies. Applying the model in this non-generalized way is helpful for continuous (real-time) calculation of the status of a particular grid that is well-monitored in terms of power generation and demand (e.g. smart metering) or voltage levels (low-cost monitoring). As a second use case, time series simulations for a fixed topology can be sped up significantly. Especially for applying a fine-tuned GNN model in grid planning or operation approaches, the run-time can be considerably enhanced compared to a Newton-Raphson power flow. Regarding the solution accuracy presented in Table \ref{tab:results} our method yields promising results. When one initializes the Synthetic MV data set with a so-called flat start, setting all unknown voltages to 1.0 p.u. and all other unknown values (see Table \ref{tab:results}) to zero, one gets a mean loss per node of 0.96 for this data set. Therefore, our method does improve the power flow balance significantly compared to this baseline. However, while our method does not yet achieve the Newton-Raphson solution in terms of accuracy, it outperforms the Graph Neural Solver without fine-tuning. Notably, the performance of the GNS reduces with the size of the grids.

A crucial part of our approach is creating the training data using synthetic grid data. The GNN training showed to be very dependent on the distribution of node types chosen in this process. We aimed to create a realistic training data set and chose the node type distribution accordingly. When the distribution of node types at test time is different compared to the training set, an increase in loss per node is observed at evaluation, especially when there are many PV nodes.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig4.png}
\caption{Evaluation times of Model.}
\end{figure}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Grid Size & Time in Seconds & Solver \\
\hline
0 & 0.1 & GNN \\
20 & 0.2 & Newton Raphson \\
50 & 0.3 & GNN \\
100 & 0.4 & Newton Raphson \\
300 & 0.5 & GNN \\
500 & 0.6 & Newton Raphson \\
\hline
\end{tabular}
\caption{Evaluation times of Model.}
\end{table}

\begin{itemize}
\item \[1\] https://github.com/rwl/PYPOWER/
\item \[2\] https://github.com/bdonon/GraphNeuralSolver
\end{itemize}
starting the algorithm with the solution provided through the Newton-Raphson algorithm should be considered when high accuracy is required. Our experiments showed that we achieved higher accuracy of the power flow solution provided by the GNN. In real-time applications where computation time is critical, our method can enhance the provision of power flow solutions. The Newton-Raphson algorithm should be considered when high accuracy is required. Still, it might be improved by warm-starting the algorithm with the solution provided through the GNN architecture and thus reducing convergence steps.

In future work, we plan to integrate our GNN with reinforcement learning. With this, we expect to reach a higher accuracy as we can adjust the node states only partially while designing a custom reward function.
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