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Abstract
We study a class of optimization problems including matrix scaling, matrix balancing, multidimensional array scaling, operator scaling, and tensor scaling that arise frequently in theory and in practice. Some of these problems, such as matrix and array scaling, are convex in the Euclidean sense, but others such as operator scaling and tensor scaling are geodesically convex on a different Riemannian manifold. Trust region methods, which include box-constrained Newton’s method, are known to produce high precision solutions very quickly for matrix scaling and matrix balancing (Cohen et. al., FOCS 2017, Allen-Zhu et. al. FOCS 2017), and result in polynomial time algorithms for some geodesically convex problems like operator scaling (Garg et. al. STOC 2018, Bürgisser et. al. FOCS 2019). One is led to ask whether these guarantees also hold for multidimensional array scaling and tensor scaling.

We show that this is not the case by exhibiting instances with exponential diameter bound: we construct polynomial-size instances of 3-dimensional array scaling and 3-tensor scaling whose approximate solutions all have doubly exponential condition number. Moreover, we study convex-geometric notions of complexity known as margin and gap, which are used to bound the running times of all existing optimization algorithms for such problems. We show that margin and gap are exponentially small for several problems including array scaling, tensor scaling and polynomial scaling. Our results suggest that it is impossible to prove polynomial running time bounds for tensor scaling based on diameter bounds alone. Therefore, our work motivates the search for analogues of more sophisticated algorithms, such as interior point methods, for geodesically convex optimization that do not rely on polynomial diameter bounds.
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1 Introduction
We study a class of optimization problems ubiquitous in theoretical computer science, machine learning, quantum information theory and statistics. The programs we consider are continuous optimization problems over matrix groups. More precisely, they can be posed as Euclidean norm minimization over the closure of a group orbit. The programs span two historically distinct contexts: In one context, the optimization problems are convex, and in the other they are not convex but rather geodesically convex on a suitable manifold.
The **commutative setting**, in which the underlying group is Abelian, captures matrix scaling, matrix balancing and array scaling, which arise in scientific computing and optimal transport [17, 46]. Such problems fall into the framework of unconstrained geometric programming. Though these problems are convex, there are at least two reasons to study them further. Firstly, they are of such practical importance that speed matters. Naively applying powerful algorithms like ellipsoid and interior point methods can be impractically slow. Hence, it is important to understand when faster methods can succeed. Matrix scaling and balancing, in particular, have enjoyed some success stories - there are fast algorithms to obtain high precision solutions [16, 3], and there are more general upper bounds [14]. Secondly, the algorithms developed for the commutative setting are candidates for generalization to our second setting, which takes place in the less well-understood arena of geodesically convex optimization.

The second context, which we call the **noncommutative setting**, arises when the underlying group is non-Abelian. The noncommutative setting captures problems like operator and tensor scaling [25, 13], the quantum marginal problem [11] and statistical estimators such as Tyler’s M estimator [23] and maximum likelihood estimates for matrix and tensor normal models [6]. Deciding whether the value of the optimization problem is zero or not is equivalent to deciding a central polynomial identity testing (P.I.T.) problem in invariant theory known as the **null cone** problem. It is hoped that efficient optimization algorithms will result in efficient algorithms for the null-cone problem. One approach to complexity lower bounds, geometric complexity theory, suggests that these P.I.T. problems should be in $P$ [43, 26], and the optimization approach has resulted in polynomial time algorithms in some cases [25, 2]. The optimization problems that arise in the noncommutative setting are not convex in the Euclidean sense, but rather geodesically convex, a notion of convexity on a Riemannian manifold. Currently, the only implementable algorithms for geodesically convex optimization are analogues of gradient descent and trust region methods [1, 53, 2]. There are, as of yet, no efficiently implementable geodesically convex counterparts to the interior point or cutting plane methods.

In both the commutative and noncommutative settings, algorithms are typically analysed using two quantities. One is **diameter**, or how far approximate minimizers can be from the origin. The other is a geometric measure of well-conditionedness known as **margin** (or gap in the noncommutative case), which has several variants in the literature and appears in two primary ways. Firstly, the smaller the margin, the higher the degree of precision required to decide if the value of the optimization problem is zero or not [12, 30]. Secondly, the larger the margin, the smaller the diameter [48, 50, 12, 14]. In this paper we show the following:

i) In the commutative setting, and in particular for array scaling, approximate minimizers for the functions we study can have doubly exponential condition number. That is, the problems have exponential diameter. As a consequence, popular classes of algorithms such as gradient descent and trust region methods cannot produce high-precision solutions in polynomial time in general. This result applies in the noncommutative setting as well, which provides evidence that even cutting plane methods are unlikely to produce high-precision solutions in polynomial time. This shows it is necessary to develop powerful methods like the interior point method in the geodesically convex setting.

ii) In the commutative and noncommutative settings, we study the margin and gap, respectively, which appear in running time bounds for all existing algorithms. We prove that these measures can be exponentially small in the input size for several problems including array scaling and tensor scaling. In the commutative case, this gives
evidence that existing algorithms for array scaling do not run in near-linear time. In the noncommutative case, our results show that margin-based analyses like [12] cannot prove polynomial time guarantees for deciding the null cone problem for tensor scaling using trust region methods.

We use the remainder of the introduction to describe both settings in more detail, state our main results precisely, and discuss previous work. For both the commutative and noncommutative settings, we proceed in the following order. We start with an introduction and motivation of the setting, continue with diameter bounds and afterwards treat bounds on the margin and gap, respectively. We end each setting with a short discussion of the main proof techniques.

### 1.1 The commutative setting: matrix scaling and its relatives

Matrix scaling and array scaling

Consider the matrix scaling problem: given a nonnegative matrix $A$, find nonnegative diagonal matrices $X, Y$ such that $XAY$ is doubly stochastic (i.e. has row and column sums equal to one). The matrices, if they exist, can be found by the exceedingly simple and fast alternating minimization method known as Sinkhorn’s algorithm. It is frequently used in practice, e.g. for quickly approximating the solution to optimal transport problems [17].

Like all other algorithms for matrix scaling, Sinkhorn’s algorithm is typically analyzed through optimization. One finds that $X$ and $Y$ are $e^{\text{diag}(x)}$, $e^{\text{diag}(y)}$, where $x, y \in \mathbb{R}^n$ are solutions to the following optimization problem:

$$
\inf_{x,y \in \mathbb{R}^n} \sum A_{ij} e^{x_i+y_j - \bar{x} - \bar{y}}
$$

for $\bar{z} := \frac{1}{n} \sum z_i$ (c.f. [35]). Moreover, the infimum is greater than zero if and only if $A$ is approximately scalable, i.e. the row and column sums of $XAY$ can be made arbitrarily close to one for $X, Y$ nonnegative, diagonal.

More generally, given a finite set $\Omega \subseteq \mathbb{R}^m$ and a nonnegative function $p: \Omega \to \mathbb{R}_{\geq 0}$, define the capacity [30] as the value of the unconstrained geometric program

$$
cap(p) := \inf_{x \in \mathbb{R}^m} f_p(x) := \inf_{x \in \mathbb{R}^m} \sum_{\omega \in \Omega} p_\omega e^{\omega x}.
$$

The capacity is positive if and only if zero is in the Newton polytope $\text{conv}(\text{supp } p)$. Matrix scaling arises when $m = 2n$ and $\Omega = \{ (e_i, e_j) : i, j \in [n] \}$ for $e_k := e_k - \frac{1}{n} 1_n$, where $e_k \in \mathbb{R}^n$ is the $k^{th}$ canonical unit vector and $1_n \in \mathbb{R}^n$ denotes the all-ones vector. In this case Equation (2) reduces to precisely Equation (1), and $|\nabla \log f_p(x)|$ measures the deviation of $p$ from doubly stochastic.

Matrix balancing, in which we instead wish to find a scaling for which the $i^{th}$ row and column sum match, arises when $m = n$ and $\Omega = \{ (e_i, e_j) : i \neq j \in [n] \}$. When $m = 3n$ and $\Omega = \{ (e_i, e_j, e_k) : i, j, k \in [n] \}$ we obtain the 3-dimensional array scaling problem. In analogy to matrix scaling, in array scaling one has an array $p$ of numbers in $(\mathbb{R}^\geq_0)^{3^3}$ and seeks positive vectors $X, Y, Z \in \mathbb{R}^n_{\geq 0}$ so that the array $q$ with entries $q_{ijk} = p_{ijk} X_i Y_j Z_k$ is tristochastic. That is, the sum over every slice is equal to one, i.e. $\sum_{j,k} q_{i0,j,k} = \sum_{i,k} q_{i,j0,k} = \sum_{i,j} q_{i,j,k0} = 1$ for all $i_0, j_0, k_0 \in [n]$. If it is possible to satisfy these equations to arbitrary precision we say $p$ is approximately scalable. As for matrix scaling, $p$ is approximately scalable if and only if $\cap(p) > 0$. In the same manner, we obtain $d$-dimensional array scaling for $m = dn$ and

$$
\Omega = \Omega_{n,d} := \{ e_i : i \in [n] \}^d \subseteq (\mathbb{R}^n)^d.
$$
We can think of subsets of $\Omega_{n,d}$ as $d$-uniform, $d$-partite hypergraphs. Up to an additive shift by $-\frac{1}{n}1_{n^n}$, the elements of $\Omega_{n,d}$ are indicator vectors of the edges in such hypergraphs. For $d = 2$, the matrix $p$ is scalable if and only if the bipartite graph corresponding to $\text{supp} p$ contains a perfect matching, but this is not the case for $d \geq 3$ (indeed, $d$-partite hypergraph matching is $\text{NP}$-hard).

Algorithms for array scaling

Array scaling serves the same role for speeding up multimarginal transport as matrix scaling for optimal transport, and yet again there is a simple and fast alternating minimization algorithm that produces $\varepsilon$-tristochastic scalings in time $O(1/\varepsilon^2)$ [5, 39]. Moreover, algorithms to approximate the capacity arise in varied settings including radial isotropic position [33], entropy maximization [50], and approximate counting [7].

It is natural to ask if there are high-precision algorithms for array scaling with $\log(1/\varepsilon)$ dependence on the error and linear or mild dependence on the number of nonzero entries. For matrix scaling and matrix balancing, several works have shown that trust regions and interior point methods can obtain such guarantees [16, 3]. Our work is concerned with whether the performance of such algorithms carries over to array scaling and the computation of the capacity in general.

1.1.1 Diameter lower bounds

Guarantees for many iterative algorithms in convex optimization require diameter bounds, or bounds on the distance $R$ from the starting point to an $\varepsilon$-approximate solution. Trust region methods, also called box-constrained Newton’s method, are iterative algorithms that, at each step, move to the best solution within a typically small distance $D$ of the previous solution. By their nature, trust region methods take at least $R/D$ steps to produce an $\varepsilon$-approximate solution. Gradient descent for Lipschitz functions also depends quadratically on a diameter bound, and cutting plane methods typically use diameter bounds to control the volume of a starting region.

Known diameter upper and lower bounds

For matrix scaling and matrix balancing, it has been shown in [16] that one may take $R = O(n \log(w_A/\varepsilon))$, where $w_A$ is the ratio between the sum of the entries of the matrix and the least nonzero entry. For 3-dimensional array scaling, the best upper bound of which we are aware is $R = O(n^{1/2}2^{30n} \log(1/\varepsilon))$, which follows from the general upper bound of [50] on diameter bounds for unconstrained geometric programming. There is also a diameter bound for array scaling in the multimarginal transport context that is polynomial in the input size assuming the tensor has no nonzero entries [39].

Regarding diameter lower bounds, in the context of computing maximum entropy distributions it was shown that there is some bounded set $\Omega \subset \mathbb{Z}^m$ in a poly($m$) size ball such that there are no $\varepsilon$-approximate minimizers of norm poly($m$, log $1/\varepsilon$) for $f_p$ as in Equation (2) [50].

Main theorem

Where do the polynomial diameter bounds for matrix scaling (i.e. 2-dimensional array scaling) transition to the superpolynomial diameter bounds for general $\Omega$? We show that this transition takes place in the next simplest problem, the 3-dimensional array scaling problem.
Theorem 1.1. There is an absolute constant $C > 0$ and an array $p_{ijk} \in (\mathbb{R}_{\geq 0}^n)^3$ with $O(n)$ nonzero entries, each of bit-complexity $O(n)$, that satisfies the following property. For all $0 < \varepsilon \leq \exp(-Cn^2 \log n)$ and $(x, y, z) \in \mathbb{R}^3$, if

$$f_p(x, y, z) \leq \text{cap}(p) + \varepsilon$$

then

$$\| (x, y, z) \|_2 = \Omega \left( 2^{n/3} \log(1/\varepsilon) \right).$$

To emphasize that the difficulties do not lie in an additive vs multiplicative approximation, we remark that our array $p$ has unit sum and $\text{cap}(p) = 1/2$. By a simple duplication trick, the same bound holds for $d$-dimensional array scaling with $d \geq 3$; see Corollary 3.7.

Implications of Theorem 1.1 and relation to the literature

Theorem 1.1 shows that trust region methods for array scaling with polynomial step size cannot provide high-precision solutions in $\text{poly}(n, \log(1/\varepsilon))$ time for $d \geq 3$. Moreover, gradient descent on the Lipschitz convex function $\log f_p$ has a bounded step size, and so also cannot provide high precision solutions in polynomial time.

In [50, Section 2.1] the authors ask whether there is $\Omega$ whose elements are Boolean (up to an additive shift) with a superpolynomial diameter lower bound. As subsets of $\Omega_{n,d}$ are automatically of this form, we answer their open problem in the affirmative. Our lower bound on $\log R$ is tight up to constants by the diameter upper bound from [50] mentioned above; moreover the logarithmic dependence on $\varepsilon$ is best possible. Determining the correct constant in the exponent is an interesting open direction. We believe that that the requirement that $\varepsilon$ is very small is an artifact of our specific construction and proof strategy, and thus can probably be relaxed significantly.

Lastly, we remark that [14] bounds the diameter for $f_p$ by a polynomial in the facet gap, i.e. the minimum distance between an element of $\text{supp} p$ and an affine hull of a facet of the Newton polytope. The construction in Theorem 1.1 has exponentially small facet gap; see Corollary 3.6.

1.1.2 Margins: the geometry of scaling problems

Many computational aspects of the capacity rely on the convex geometry of the finite set $\Omega \subseteq \mathbb{R}^m$. Consider the following quantity, which we call the margin of $\Omega$. The margin is the minimum positive distance from a convex hull of a subset of $\Omega$ to the origin. Formally,

\begin{definition}[Margin] For a finite set $\Omega \subseteq \mathbb{R}^m$, define the margin $\gamma(\Omega)$ by

$$\gamma(\Omega) := \min \{ \text{dist} (0, \text{conv}(S)) \mid S \subseteq \Omega, \ 0 \notin \text{conv}(S) \}.$$\end{definition}

We point out that for all considered capacity problems in this paper, the margin is actually the weight margin (c.f. [12] and our Definition 4.3) of a certain group representation. For example, the margin for array scaling is the weight margin for tensor scaling. We now discuss how the margin enters in decision problems and diameter bounds.

Margin as a precision parameter for the decision problem

To illustrate how the margin enters the decision problem of whether $\text{cap}(p) > 0$, consider matrix scaling. To certify that the capacity of a matrix is nonzero, we compute $\varepsilon$-doubly stochastic scalings for some $\varepsilon$ smaller than the distance to doubly stochastic attained by any matrix that is not approximately scalable. This turns out to be precisely $\gamma(\Omega_{n,2})$. More
generally, it is a classical fact that for \( p \) with support contained in \( \Omega \), the gradient \( \nabla \log f_p(x) \) can take any value in the Newton polytope of \( p \). Thus, \( \text{cap}(p) > 0 \) if and only if there is some \( x \) with \( |\nabla \log f_p(x)| \leq \gamma(\Omega) \).

For matrix scaling and matrix balancing, it is known that \( \gamma(\Omega) \) is on the order of \( n^{-3/2} \), despite the exponential number of subsets \( S \subseteq \Omega \). This luck can be attributed to the extraordinary geometry of \( \Omega \) in these cases, whose elements form the rows of a totally unimodular matrix (up to a shift). On the other hand, for \( d \)-dimensional array scaling for \( n = 2 \), the margin \( \gamma(\Omega_{2,d}) \) is on the order of the margin of the \( d \)-dimensional hypercube \( \{\pm1\}^d \), which satisfies \( \gamma(\{\pm1\}^2) = d^{-\frac{3}{2}(1+o(1))} \) by [4]. However, between the extreme cases \( \Omega_{n,2} \) (matrix scaling) and \( \Omega_{2,d} \) (the hypercube), very little is known.

**Margin and related quantities for diameter bounds**

In addition to their role in the decision problem, margins and related quantities can be used to prove diameter bounds for Equation (2). The work [12] proves the diameter bound \( \text{poly}(\gamma(\Omega)^{-1}, \log(1/\varepsilon)) \). In [50] it is shown that the diameter is polynomial in the logarithm of the minimum nonzero \( p_{ij} \) and a quantity called the *unary facet complexity*. The latter is defined as the maximal length of an integer normal vector of a face of the Newton polytope \( \text{conv}(\text{supp} p) \). In the case of \( d \)-dimensional arrays, one can use Cramer’s rule to crudely bound the unary facet complexity by \( (d + 1)^{dn} \). In the case when \( 0 \) is in the relative interior of the Newton polytope, [48] has shown that there is a minimizer with Euclidean norm \( O(\log |\text{supp} p|/\eta) \), where \( \eta \) is the distance from \( 0 \) to the boundary of the Newton polytope. The diameter bounds in [48, 50] were used to design ellipsoid methods that are tractable even for \( |\text{supp} p| \) very large, and in [14] they were used to bound the running time of interior point methods.

**Main theorem**

One is led to ask if the margin remains large for array scaling when \( d \geq 3 \). We show that this is not the case. In fact, the margin becomes exponentially small in \( nd \) for \( d \geq 3 \). What follows is stated in more detail later in Theorem 2.1.

**Theorem 1.3.** Let \( d \geq 3 \) and \( n \geq 2 \). Let \( \Omega_{n,d} = \{\varepsilon_i : i \in [n]\}^d \subseteq (\mathbb{R}^n)^d \), where \( \varepsilon_j := e_j - \frac{1}{n}1_n \). There exists a constant \( C > 0 \), independent of \( n \) and \( d \), such that \( \gamma(\Omega_{n,d}) \leq 2^{-Cnd} \).

That is, there are \( d \)-dimensional arrays \( p \in (\mathbb{R}^n_{\geq 0})^{\otimes d} \) such that the \( d \)-tuple of marginals of \( p \) is at distance at most \( 2^{-Cnd} \) from \( \frac{1}{n} (1_n, \ldots, 1_n) \), yet the support of \( p \) does not admit an array with uniform marginals, i.e. \( \text{cap}(p) = 0 \). We note that the support of the array \( p \) we construct has \( O(nd) \) elements.

**Implications of Theorem 1.3 and relation to the literature**

We remark that the construction yields a tensor whose Newton polytope has a facet exponentially close to the origin. Therefore, the bound proved in [14] on the number of iterations for interior point methods on 3-tensors is \( \Omega(k^{3/2} + k^{1/2} \log(1/\varepsilon)) \) for tensors with \( O(k) \) nonzero entries.

Theorem 1.3 aligns with existing results showing that the \( d > 2 \) array case is more complex than the matrix case. Indeed, it is known that the polytope of arrays with uniform marginals, known as the \( d \)-index axial assignment polytope, has many more vertices when \( d \geq 3 \) and that the vertices can have exponential entries [40]. In contrast, for \( d = 2 \) this polytope (known as the Birkhoff-von Neumann polytope) has integral vertices by the Birkhoff-von Neumann theorem.
The exponential rate of decay in Theorem 1.3 is tight up to log factors: [12, Theorem 6.10 Item 3] shows that the margin for $d$-dimensional array scaling is at least $(n\sqrt{d})^{-dn-1}$. It is interesting to ask whether the true bound is $2^{-\Theta(nd)}$ as in our upper bound or $2^{-\Theta(nd(\log n+\log d))}$ as in the lower bound. [4] shows that the latter is correct in the case $n = 2$.

### 1.1.3 Proof techniques for the commutative setting

We first discuss the techniques for proving our margin bounds. Theorem 1.3 is proven by explicit construction of witness sets $\Gamma_{n,d} \subseteq \Omega_{n,d} := \{\varepsilon_i : i \in [n]\}^d$, i.e. $0 \notin \text{conv}(\Gamma_{n,d})$ but zero is exponentially close to conv$(\Gamma_{n,d})$. This is done by using that $\sum_i n^{-1} \varepsilon_i$ is the unique way to express zero as a convex combination of the $\varepsilon_i$, compare Lemma 2.2, and by heavily exploiting the combinatorics of $\Omega_{n,d}$. For example, in the case $d = 3$ and $n \geq 3$ the key combinatorial idea builds on a construction by Kravtsov in [38]. Kravtsov’s motivation is to characterize the non-integer vertices of the 3-index axial assignment polytope. He explicitly constructs a certain non-integer vertex with maximal support [38, Theorem 1 with $k = 0$] which has an exponentially small entry.

By definition of the 3-index axial assignment polytope, the support of this vertex corresponds to a subset $S \subseteq \Omega_{n,3}$ with $0 \in \text{conv}(S)$. Removing the element of $S$ corresponding to the small entry in Kravtsov’s vertex yields our witness set $\Gamma_{n,3}$ with a convex hull very close to zero. In fact, the whole idea generalizes (in a technical way) whenever $d = 6r - 3$, $r \geq 1$ and $n \geq 3$, see section 2.3. For $n = 2$ and $d \geq 3$, the bound follows from the existing work [4], as mentioned before. While the construction in that work via $\{-1,1\}$ matrices yields a stronger bound, we provide a different construction of $\{-1,1\}$ matrices\footnote{The $(-1,1)$ matrices from our construction are obtained by replacing all two’s in the entries of $A_{2^r}$ (6) with $-1$.}, which has the additional property of freeness. The latter will prove useful when we adapt Theorem 1.3 to the noncommutative case.

We now discuss the proof of the diameter lower bound, Theorem 1.1. The high level idea is as follows. We first construct a subset $\Omega_0 \subseteq \Omega_{n,3}$ with $0 \in \text{conv}(\Omega_0)$ such that there is another element $\omega \in \Omega_{n,3}$ exponentially close to conv$(\Omega_0)$, much like our construction of the witness set for small margin discussed above. We then choose an appropriate array $p$ supported on $\Omega_0 \cup \omega$. This suggests that the only approximate minimizers of $f_p$ have a very large component in the direction $x$ from $\omega$ to conv$(\Omega_0)$, because as $y \in \mathbb{R}^m$ tends to a minimizer of $f_p$ the term $e^{y^T \omega}$ should vanish compared to the others. This reasoning requires that $y$ is approximately a multiple of $x$; to enforce this we also ensure that zero is far into the relative interior of conv$(\Omega_0)$.

The structure of this argument bears some similarity to that in [50], which uses the construction of [4]. The main difference is that the set $\Omega_{n,3}$ in the 3-dimensional array scaling problem consists of vectors of very specific structure: up to an additive shift of $-\frac{1}{n}1_{3n}$, they are Boolean vectors in $\mathbb{R}^{3n}$ with exactly one nonzero entry among indices in the intervals $[1,n], [n+1,2n], [2n+1,3n]$. Thus, our construction of $\Omega_0$ must consist of vectors of this special form and not simply bounded integral vectors as in [50]. This is the main additional technical contribution of our construction.
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1.2 The noncommutative setting

In the noncommutative setting, we consider a group $G$ acting on $\mathbb{C}^n$. The optimization problem we investigate is given by the capacity of a vector $v \in \mathbb{C}^n$ (c.f. [12]):

$$\text{cap}(v) := \inf_{g \in G} f_v(g) := \inf_{g \in G} |g \cdot v|^2.$$  \hspace{1cm} (4)

For the majority of this paper we work with the tensor scaling action, in which $G = \text{SL}(n, \mathbb{C})^d$, the group of $d$-tuples of complex matrices with determinant one, acts on $v \in (\mathbb{C}^n)^\otimes d$ by $(g_1, \ldots, g_d) \cdot v = (g_1 \otimes \cdots \otimes g_d)v$. The corresponding representation is always denoted by $\pi_{n,d}$. Sometimes we also consider the operator scaling action, in which $\text{SL}(n)^2$ acts on $v \in (\mathbb{C}^n)^\otimes 2 \otimes \mathbb{C}^k$ by $(g_1, g_2) \cdot v = (g_1 \otimes g_2 \otimes I_k)v$.

Though Equation (4) looks quite different from Equation (2), one can show that restricting Equation (4) to a certain Abelian subgroup of $G$ (a torus) and making a change of variables yields an instance of Equation (2) (c.f. [12]). For example, restricting the tensor scaling action to the diagonal matrices in $G$ amounts precisely to the array scaling problem from the previous subsection. Likewise, restricting to diagonal matrices in the operator scaling action yields an instance of matrix scaling.

Relation to null cone problem and Geometric Complexity Theory

We study Equation (4) because it is deeply connected to invariant theory through a well-known connection between group orbits and invariant polynomials: zero is in the closure of an orbit of a vector $v$ if and only if every non-constant homogeneous $G$-invariant polynomial vanishes on $v$, i.e. if $v$ is in the null-cone. Null-cone membership is a well-studied polynomial identity testing (P.I.T.) problem. One approach to complexity lower bounds, geometric complexity theory, suggests that null-cone membership should be in $\mathbb{P}$ [43, 26].

Solving Equation (4) directly allows one to study the null-cone problem through optimization: one notes that $\text{cap}(v) = 0$ if and only if $v$ is in the null cone. In fact, Equation (4) is a geodesically convex optimization problem over a certain Riemannian manifold. Algebraic and optimization-based algorithms have, independently and nearly concurrently, resulted in polynomial time algorithms for nearly the same set of P.I.T. problems arising in invariant theory [22, 43, 25, 34, 20, 2], including the null-cone problem for the operator scaling and simultaneous conjugation action. However, neither approach has succeeded in solving the null-cone problem for the 3-tensor action. Recent degree lower bounds for invariant polynomials for the 3-tensor action pose significant challenges for the algebraic approach [21]. It is natural to ask whether the optimization approach can overcome these challenges.

Algorithms for computing the capacity

A nonzero tensor $w = g \cdot v$ attains the capacity when $w$ has all quantum marginals equal to $I_{n}/n$. The quantum marginals of a tensor $w$, analogous to the sums along slices of an array, are the three $n \times n$ matrices $M_1, M_2, M_3$ for the $n \times n^2$ matrices $M_1, M_2, M_3$ known as flattenings of $w/|w|$. For operator scaling, the capacity is attained when the first two quantum marginals are $I_{n}/n$. To compute the capacity, existing algorithms attempt to find $g$ such that the quantum marginals of $g \cdot v$ are all close to $I_{n}/n$. There are alternating minimization algorithms that can attain distance $\varepsilon$ in time $\text{poly}(n, 1/\varepsilon)$ [25, 13], and for the

\[2\text{ Technically we require that } G \text{ is a reductive group over } \mathbb{C} \text{ which acts rationally on } \mathbb{C}^n. \text{ All the group actions in this paper satisfy this assumption.} \]
operator scaling this is possible in \(\text{poly}(n, \log(1/\varepsilon))\) time \([2]\). However, for 3-tensor scaling, running time \(\text{poly}(1/\varepsilon)\) is not sufficient to efficiently decide null-cone membership, and the only algorithms with \(\log(1/\varepsilon)\) dependence on \(\varepsilon\) have an exponential dependence on \(n\) \([12]\).

To explain the increased complexity, we discuss a noncommutative analogue of the Newton polytope known as the \textit{moment polytope}, denoted \(\Delta_G(v)\). In particular, \(0 \notin \Delta_G(v)\) if and only if \(v\) is in the null-cone (i.e. \(\text{cap}(v) = 0\)).

For tensor scaling, the moment polytope is the set of tuples of spectra of the quantum marginals as \(w\) ranges over \(G \cdot \tau\), shifted by \(\frac{1}{n}(\mathbb{1}, \mathbb{1}, \mathbb{1})\). The \textit{gap} of the action of \(G\), i.e. the minimum positive distance from \(0\) to a moment polytope \(\Delta_G(v)\), is a noncommutative generalization of the margin. Whereas the operator scaling and simultaneous conjugation actions have polynomially large gaps, we show that the gap for the tensor scaling action is exponentially small. Scaling algorithms amount to outer \(\varepsilon\)-approximation algorithms for \(\Delta_G(v)\), which is why \(\text{poly}(1/\varepsilon)\)-time algorithms do not suffice to decide null-cone membership. Like for the margin, the smaller gap corresponds to a larger diameter, which is why so far no algorithm has had running time \(\text{poly}(n, \log(1/\varepsilon))\).

### 1.2.1 Diameter lower bound for noncommutative scaling

Here we describe how diameter bounds cause the state-of-the-art algorithms to be slow for the tensor scaling action. We begin by discussing geodesically convex optimization. In general Equation (4) is not convex, but rather \textit{geodesically convex}. That is, \(G\) can be viewed as a manifold in such a way that the function \(g \mapsto \|g \cdot v\|^2\) is convex along “geodesics” of the form \(\gamma(t) = e^{tH}g\) for \(H\) Hermitian. The manifold we consider is not exactly \(G\) but rather a quotient \(P\) of it; we will make this more precise later in Section 4.5. For \(G = \text{SL}(n)^d\), the manifold \(P\) is the set of tuples of positive-definite matrices with determinant one. \(P\) is equipped with the geometry on positive-definite matrices known in statistics as the Fisher-Rao metric, and studied in depth in e.g. \([9]\). Though we do not need many details of this geometry here, one can think of the distance between \(g, h \in G\) as a bound on the logarithms of the singular values of \(g^{-1}h\). In particular, the geodesic “ball” of radius \(R\) about the identity in \(G\) is the intersection of \(G\) with the set \(\{U \exp(A) : A\text{ Hermitian}, \|A\|_F \leq R, U\text{ unitary}\}\). Note that the ball of radius \(\sqrt{n}R\) includes all elements of \(G\) whose singular values are in \([e^{-R}, e^R]\). \(^4\)

The existing algorithms to compute Equation (4) adapt simple first order methods, such as gradient descent, and second order methods, such as trust regions, to the geodesically convex setting \([53, 2, 12]\). As in the commutative case, to run in polynomial time such algorithms require that an \(\varepsilon\)-approximate solution is contained in a geodesic ball of radius \(\text{poly}(n^d, \log(1/\varepsilon))\). However, for 3-tensors we have the following diameter lower bound.

\begin{flushleft}
\textbf{Theorem 1.4 (Noncommutative diameter lower bound).} There is a constant \(C > 0\) such that the following holds. For all \(\varepsilon \leq \exp(-Cn^2\log n)\), there is a tensor \(v = v(\varepsilon) \in (\mathbb{C}^n)^{\otimes 3}\) with \(O(n)\) nonzero entries of bit complexity \(O(\log n + \log(1/\varepsilon))\), and a geodesic ball \(B = B(\varepsilon)\) of radius \(\Omega(2^{n/3}\log(1/\varepsilon))\) about the identity in \(\text{SL}(n)^3\), such that
\end{flushleft}

\[
\inf_{g \in B} \|g \cdot v\|^2 \geq \text{cap}(v) + \varepsilon.
\]

To emphasize that the difficulties are not caused by requiring additive approximation, we remark that the vector \(v\) satisfies \(1/4 \leq \text{cap}(v) \leq 1\) and \(1/2 \leq \|v\| \leq 1\). A duplication trick analogous to Corollary 3.7 yields the same diameter bound for \(d \geq 3\), but for the action of \(G\) simultaneously on a tuple of tensors rather than on a single one. See Corollary 4.24.

\(^3\) Moment polytope membership is an interesting problem in and of itself; for \(d = 3\), for generic \(v \in (\mathbb{C}^n)^{\otimes 3}\), \(\Delta_G(v)\) is the \textit{Kronecker polytope} arising in representation theory and quantum information theory. Deciding membership in this polytope is known to be in \(\text{NP} \cap \text{coNP}\) but not known to be in \(\text{P}\) \([10]\).

\(^4\) We define exponentials, Hermitian-ness, and Frobenius norm on tuples by treating them as block diagonal matrices.
Implications of Theorem 1.4 and relation to the literature

Theorem 1.4 shows that trust region methods with constant step size cannot \( \varepsilon \)-approximate the capacity in \( \text{poly}(n, 1/\varepsilon) \) time for 3-tensors. It also shows that cutting plane methods are unlikely to do so. Cutting plane methods, such as ellipsoid, require an exponential bound on the volume of a known region containing an approximate optimizer. This is the case for Rusciano’s non-constructive query upper bound for cutting plane methods on manifolds of non-positive curvature [47], which is essentially tight [32]. The volume of a ball in the manifold we consider grows exponentially in the radius (see Section 4.5), so this query bound will be exponential. Regarding tightness, the best upper bound known to the authors for the decision problem in that case is \( O(n(\sqrt{3}n)^{1+3n} \log(1/\varepsilon)) \), which can be deduced from the diameter and margin bounds [12, Proposition 5.6, Theorem 6.10]. This matches our lower bound up to logarithmic factors in the exponent. As with Theorem 1.1, Theorem 1.4 holds only values of \( \varepsilon \) that are very small (though still of polynomial bit-complexity). It would be very interesting to prove a version of Theorem 1.1 for \( \varepsilon \) larger than the gap, which is \( \exp(-O(n)) \). This would imply that trust region methods cannot solve the null-cone problem for the 3-tensor action in polynomial time.

1.2.2 Gaps: the geometry of noncommutative scaling problems

In analogy to the commutative case, one typically attempts to certify \( \text{cap}(v) > 0 \), i.e. \( 0 \in \Delta_G(v) \), by finding a tensor \( g \cdot v \) such that all the quantum marginals are close to \( \frac{1}{n} I_n \). In order to certify \( \text{cap}(v) > 0 \) their distance to \( \frac{1}{n} (I_n, I_n, \ldots, I_n) \) must be at least a certain quantity, which we call the gap.

- **Definition 1.5 (Gap).** The gap\(^6\) for the \( d \)-tensor scaling problem is

\[
\gamma_G(p_{n,d}) := \min \{ \text{dist}(0, \Delta_G(v)) \mid v \in (\mathbb{C}^n)^\otimes d, \ v \neq 0, \ 0 \notin \Delta_G(v) \}. 
\]

If the gap is exponentially small, high-precision algorithms will be necessary to decide if \( \text{cap}(v) > 0 \). In operator scaling, the gap is known to be \( \Omega(n^{-3/2}) \) [29], which explains why we do not need high-precision algorithms for the decision problem in that case. In addition to its role in the decision problem, the inverse of the gap\(^7\) is used to control the diameter bound [12]. In that sense, the presence of a small gap can explain both the need for high precision algorithms and the slowness of existing high-precision algorithms. We show that, indeed, the tensor scaling action has an exponentially small gap for \( d \geq 3 \).

- **Theorem 1.6.** There is a constant \( C > 0 \) such that for all \( d \geq 3 \) and \( n \geq 2 \), there are non-zero tensors \( v \in (\mathbb{C}^n)^\otimes d \) such that \( 0 \notin \Delta_G(v) \) but \( \text{dist}(0, \Delta_G(v)) \leq 2^{-Cd n} \). That is, the gap for \( d \)-tensor scaling satisfies

\[
\gamma_G(p_{n,d}) \leq 2^{-Cd n}.
\]

A detailed statement on bounds for the gap can be found in Theorem 4.11, and we show in Appendix C how to fill in the missing values of \( n, d \) to obtain Theorem 1.6. Since the gap is larger than the margin (c.f. Proposition 4.6), Theorem 1.6 is at least as tight as Theorem 1.3, i.e. the exponent \( Cnd \) is tight up to an \( O(\log n + \log d) \) factor.

---

\(^5\) [32] applies to the hyperbolic plane, which is a totally geodesic submanifold of the manifold \( P \) we consider.

\(^6\) This notion can be defined similarly for any rational representation \( \pi \) of a reductive group \( G \), see Definition 4.3. This definition of the gap is already described in [12].

\(^7\) actually, a smaller quantity known as weight margin
Interestingly, for local dimension $n = 2$ [42, Main result] shows that $\text{dist}(0, \Delta_G(v))^2$ for some moment polytope $\Delta_G(v) \neq 0$ tends for $d \to \infty$ to the Gamma distribution $\Gamma(1/2, 2d)$, where $2d$ is the rate parameter. Therefore, the witnesses of the exponential behaviour in Theorem 4.11(a) are quite rare. Moreover, the authors numerically found several tensors of format $(\mathbb{C}^2)^{\otimes d}$ with $\text{dist}(0, \Delta_G(v))$ at most $\exp(-d)$; Theorem 1.6 confirms that this exponential behavior is the case for all $n$ and $d$.

**Margin and gap results for other group actions**

In addition to the tensor scaling action, we also consider some other actions of groups $G$ of interest in computational invariant theory. The first is the action of the special linear group on the space of homogeneous $d$-forms $\mathbb{C}[x_1, \ldots, x_n]_d$, in which $G = \text{SL}(n)$ acts by $g \cdot p(x) = p(g^{-1}x)$ for $p \in \mathbb{C}[x_1, \ldots, x_n]_d$. Homogeneous $d$-forms were among the objects studied earliest in computational invariant theory, and much of the theory was developed to catalogue invariants of the $\text{SL}(n)$ action on forms [52]. Still, deciding null-cone membership for $d = 3$ seems challenging. After extending the definition of the gap to other group actions in Section 4, we explain the difficulty by showing that the gap for this action is also inverse exponential in $n$ as soon as $d \geq 3$, see Theorem 4.17. This shows that the diameter bound in [12] becomes exponentially large in $n$.

The other group action we consider is the action of $\text{SL}(n)^d$ on *quivers* with $d$ vertices. A quiver is a directed multigraph, and a quiver representation is a labelling of the vertex set $Q_0$ of the quiver with finite-dimensional vector spaces and the edge set $Q_1$ with a linear map from the vector space at the tail of the edge to the vector space at the head of the edge. Given a quiver representation $\tilde{A}$ with vertices labeled by $\mathbb{C}^{n_k}$ for $x \in Q_0$ and edges $e : x \to y$ labeled with matrices $A_e$, the group $G = \prod_{x \in Q_0} \text{SL}(n_x)$ acts on $A$ by $(g \cdot A)_e = g_y Ag_x^{-1}$. Quiver representations include the operator scaling action, and an action used to bound the Brascamp-Lieb constant in analysis. In Section 4.6 we show that the (weight) margin can become exponentially small as the number of vertices grows. For this, we exhibit a quiver with $d - 1$ arrows, $d$ vertices of dimension $n$ and weight margin $O(n^{-d})$, see Theorem 4.25. This bound shows that the diameter bound computed in [12] can become exponentially large in $d$. Furthermore, when allowing $n$ copies of each arrow in the constructed quiver, i.e. $n(d - 1)$ arrows in total, we can ensure the same bound for the gap, Theorem 4.25.

### 1.2.3 Proof technique in the noncommutative case: Freeness

Regarding the idea of the proof, we may transfer both the diameter lower bound and the gap upper bound to the commutative case by virtue of the tensors we construct having free support.

A tensor has free support if any two distinct $(d - 1)$-dimensional slices of the tensor have disjoint support. This condition ensures that, even after being acted on by any diagonal group elements, the tensor’s quantum marginals are all diagonal. This allows us to restrict to the action of the diagonal matrices and thereby reduce to the commutative (array scaling) case. Thus, we may obtain the same bounds on the tensor gap as for the array margin. However, this requires additional care to ensure freeness of our constructions. This is why we cannot naively use the construction of [4] for $d$-tensors with $n = 2$. Regarding the noncommutative diameter bound, we show that for tensors with free support the diameter bound matches that of the commutative problem obtained by restricting to the diagonal. To do this, we project the group elements to the set of diagonal elements, and use the properties of spaces of non-positive curvature to show that this projection moves the point nearer to the origin and decreases the function value.
The idea and the concept of freeness generalize to rational representations of reductive groups [24]. The key statement is given in full generality in Proposition 4.8. This proposition is needed to prove bounds on the gap for the action on homogeneous polynomials and for the action on quivers. Interestingly, in [21] the concept of freeness is used in a similar way to prove exponential lower bounds on the degree of invariants for actions on cubic forms and 3-tensors. There, free is called uncramped and it is used crucially to prove closedness of certain orbits.

Freeness also played a role in the numerical results by Sawicki and Maciążek, which were obtained by applying the algorithm of [41] to several free tensors of local dimension two.

1.3 Organization of the paper

We begin with the commutative case, which is split into the study of the margin in Section 2 and diameter bounds in Section 3. Then we move to the noncommutative case in Section 4. The appendix contains some representation-theoretic background and proofs of technical lemmas, as well as a glossary of notation.

2 The geometry of commutative scaling problems

The purpose of this section is to show the following theorem on the margin of $d$-dimensional array scaling. Recall that the latter arises for $\Omega_{n,d} \subseteq (\mathbb{R}^n)^d$.

\begin{theorem}[Margin for array scaling] \label{thm:margin}

The margin of $\Omega_{n,d} \subseteq (\mathbb{R}^n)^d$ is bounded as follows.

(a) If $n = 2$ and $d \geq 3$, then $\gamma(\Omega_{2,d}) \leq 2^{-\frac{d}{2}+1}$.

(b) If $n \geq 3$ and $d = 3$, then $\gamma(\Omega_{n,3}) \leq 2^{-n+1}$.

(c) If $n \geq 3$ and $d = 6r - 3$ for some integer $r \geq 2$, then

$$\gamma(\Omega_{n,d}) \leq \frac{\sqrt{6}}{(n-1)\sqrt{r}} \cdot 2^{-r(n-1)+1} \leq 2^{-r(n-1)+1} = 2^{-(d+3)(n-1)+1}.$$ 

\end{theorem}

By “padding” the tensors appropriately, one sees that a bound for $\gamma(\Omega_{n,d})$ also applies to $\gamma(\Omega_{n,d+1})$ (see Proposition C.1). Combining this result with Theorem 2.1 above implies Theorem 1.3 from the introduction. The next three subsections each prove one of the parts of Theorem 2.1; the construction for part (a) with $n = 2$ is slightly different and the construction for part (c), $d > 3$ builds on the one for part (b), $d = 3$.

To prove the results, we will frequently use the following simple lemma. Recall that an affine linear combination of $v_1, \ldots, v_k \in \mathbb{R}^n$ is $\lambda_1 v_1 + \cdots + \lambda_k v_k$ for $\lambda_i \geq 0, \sum_{i=1}^k \lambda_i = 1$. The affine hull $\text{Aff}(S)$ of a set $S \subset \mathbb{R}^n$ is the set of all affine linear combinations of finite subsets of $S$, or equivalently the affine space (i.e. translate of a subspace) of lowest dimension containing $S$.

\begin{lemma} \label{lem:affine}

In $\mathbb{R}^n$ we have

$$\sum_{i=1}^n \frac{1}{n} \varepsilon_i = 0_n \quad (5)$$

and this is the only affine linear combination of $\varepsilon_1, \ldots, \varepsilon_n$ giving zero.

\end{lemma}

---

8 This concept is also implicitly contained in [49, Lemma 7.1] and can at least be traced back to [18] as strong orthogonality.

9 Indeed, [21, Theorem 6.5] is used to show the vanishing of the moment map at a vector. First, freeness is used as in Proposition 4.8 to ensure that one can restrict to the moment map for the maximal torus. Second, condition (2) of [21, Theorem 6.5] just states that the moment map for the torus action vanishes at the vector.
\[
A_4 = \begin{pmatrix} \ast & \ast & \ast & \ast \\ \ast & \ast & \ast & \ast \\ \ast & \ast & \ast & \ast \\ \ast & \ast & \ast & \ast \end{pmatrix}, \quad A_5 = \begin{pmatrix} \ast & \ast & \ast & \ast \\ \ast & \ast & \ast & \ast \\ \ast & \ast & \ast & \ast \\ \ast & \ast & \ast & \ast \end{pmatrix}
\]

**Figure 1** The positions of the ones in \(A_4\) and \(A_5\) are marked by \(*\) in the following figure and the cells are colored according to whether they belong to \(A_2, B_1, B_2\) or \(B_3\).

Proof. One calculates directly that \(\sum_1^n \frac{1}{n} \varepsilon_i = 0_n\). To show uniqueness of this affine combination, we note that the vectors \(\varepsilon_2, \ldots, \varepsilon_n\) are linearly independent. Thus, \(\varepsilon_2, \ldots, \varepsilon_n\) are linearly independent. On the other hand, \(\varepsilon_1, \ldots, \varepsilon_n\) are linearly dependent. Therefore \(\{(\lambda_1, \ldots, \lambda_n) \in \mathbb{R}^n \mid \sum \lambda_i \varepsilon_i = 0_n\}\) is a one-dimensional subspace of \(\mathbb{R}^n\), which yields the uniqueness of the affine linear combination.

### 2.1 Local dimension two: the hypercube

In this subsection we prove part (a) of Theorem 2.1 by showing that the margin of \(\Omega_{2,d}\) is exponentially small in \(d\). This follows from [4], but we present a new construction which has the additional property of *freemness*, which we discuss later in Section 4. Recall that

\[\Omega_{2,d} = \{(\varepsilon_{i_1}, \ldots, \varepsilon_{i_d}) \mid i_1, \ldots, i_d \in [2]\} \subseteq (\mathbb{R}^2)^{d}.\]

In the following we construct a subset of \(\Omega_{2,d}\), which witnesses the exponentially small margin. For this, we construct a matrix with entries in \([2]\), and each row of the matrix will correspond to an element of \(\Omega_{2,d}\). For example, the row \((1, 2, 2)\) would correspond to \((\varepsilon_1, \varepsilon_2, \varepsilon_2) \in \Omega_{2,3}\). To do so, we begin with the matrices

\[
A_2 := \begin{pmatrix} 1 & 1 \\ 2 & 1 \end{pmatrix}, \quad B_1 := \begin{pmatrix} 1 & 1 \\ 2 & 2 \end{pmatrix}, \quad B_2 := \begin{pmatrix} 1 & 2 \\ 2 & 2 \end{pmatrix}, \quad B_3 := \begin{pmatrix} 2 & 1 \\ 1 & 1 \end{pmatrix},
\]

and define recursively

\[
A_{2r+2} := \begin{pmatrix} A_{2r} \\ \vdots \\ A_2 \end{pmatrix} = \begin{pmatrix} A_2 & B_1 & \cdots & B_1 \\ B_2 & B_3 & \cdots & B_3 \\ \vdots & \vdots & \ddots & \vdots \\ B_2 & B_3 & \cdots & B_3 \end{pmatrix} \tag{6}
\]

for \(r \geq 1\). Figure 1 is supplied as a visualization aid.

We remark that the entry of \(A_{2r}\) at position \((i, j)\) is independent of \(r\) and denote it by \(a(i, j)\). We set for \(r \geq 1\)

\[
\Gamma_{2,2r} := \left\{ (\varepsilon_{a(i,1)}, \varepsilon_{a(i,2)}, \ldots, \varepsilon_{a(i,2r)}) \mid i \in [2r] \right\} \subseteq \Omega(\pi_{2,2r}) \subseteq (\mathbb{R}^2)^{2r},
\]

\[
\Gamma_{2,2r+1} := \left\{ (\varepsilon_{a(i,1)}, \varepsilon_{a(i,2)}, \ldots, \varepsilon_{a(i,2r)}, \varepsilon_{\chi(i)}) \mid i \in [2r] \right\} \subseteq \Omega(\pi_{2,2r+1}) \subseteq (\mathbb{R}^2)^{2r+1},
\]

where \(\chi : \mathbb{N} \to \{1, 2\}\), \(i \mapsto i \mod 2\). That is, \(\Gamma_{2,2r}\) is the subset of \(\Omega_{2,2r}\) induced by the rows of \(A_{2r}\), and \(\Gamma_{2,2r+1}\) is obtained by alternately appending \(\varepsilon_1\) or \(\varepsilon_2\) to the \(2r\)-many elements of \(\Gamma_{2,2r}\).
Lemma 2.3. For \( r \geq 1 \) it holds that \( 0 \not\in \text{Aff}(\Gamma_{2,2r}) \) and \( 0 \not\in \text{Aff}(\Gamma_{2,2r+1}) \).

Proof. By construction, \( 0 \in \text{Aff}(\Gamma_{2,2r+1}) \) implies \( 0 \in \text{Aff}(\Gamma_{2,2r}) \), so it suffices to prove \( 0 \not\in \text{Aff}(\Gamma_{2,2r}) \). We proceed by induction on \( r \geq 1 \). For \( r = 1 \), it is clear that \( 0 \not\in \text{Aff}(\Gamma_{2,2}) \subseteq \mathbb{R}^2 \times \{e_1\} \). Now assume that \( 0 \not\in \text{Aff}(\Gamma_{2,2r}) \). For the sake of contradiction, let

\[
\sum_{i=2}^{2r+2} \lambda_i (\varepsilon_{a(i,1)}, \varepsilon_{a(i,2)}, \ldots, \varepsilon_{a(i,2r+2)}) = 0 \in (\mathbb{R}^2)^{2r+2}
\]

be an affine linear combination of \( \Gamma_{2,2r+2} \). Then equation (7) gives in each of the \((2r+2)\)-many \( \mathbb{R}^2 \)-components the affine linear combination \( 2^{-1}(\varepsilon_1 + \varepsilon_2) = 0 \), by Lemma 2.2. Considering the scalar factor of \( \varepsilon_1 \) in the first, the penultimate and the last \( \mathbb{R}^2 \)-component respectively, we conclude

\[
\sum_{j=1}^{r+1} \lambda_{2j-1} = \frac{1}{2} = \lambda_{2r+2} + \sum_{j=1}^{r} \lambda_{2j-1} = \frac{1}{2} = \lambda_{2r+2} + \sum_{j=1}^{r+1} \lambda_{2j-1}
\]

by construction of \( A_{2r+2} \). Hence, \( \lambda_{2r+2} = 0 \) using the first and last component. Furthermore, the first and penultimate column give \( \lambda_{2r+1} = \lambda_{2r+2} = 0 \). Therefore, the first \( 2r \)-many components in Equation (7) show \( 0 \in \text{Aff}(\Gamma_{2,2r}) \), which contradicts our induction hypothesis.

Lemma 2.4. For \( r \geq 1 \) it holds that \( \text{dist}(0, \text{conv}(\Gamma_{2,2r})) \leq 2^{-r+\frac{1}{2}} \) and \( \text{dist}(0, \text{conv}(\Gamma_{2,2r+1})) \leq 2^{-r+\frac{1}{2}} \).

Proof. We first prove the inequality for \( \text{conv}(\Gamma_{2,2r}) \). For \( i \in [2r] \) let \( \omega_i := (\varepsilon_{a(i,1)}, \ldots, \varepsilon_{a(i,2r)}) \in (\mathbb{R}^2)^{2r} \) be the weight in \( \Gamma_{2,2r} \) that corresponds to the \( i \)-th row of \( A_{2r} \). Consider the convex combination

\[
(x_1, \ldots, x_{2r}) := 2^{-r}(\omega_{2r-1} + \omega_{2r}) + \sum_{l=1}^{r-1} 2^{-l-1}(\omega_{2l-1} + \omega_{2l}) \in (\mathbb{R}^2)^{2r}.
\]

Note that \( x_1 \in \mathbb{R}^2 \). We will argue that \( (x_1, \ldots, x_{2r}) = 2^{-r+1}(0_2, \ldots, 0_2, \varepsilon_1) \). Since \( x \) is a convex combination of the elements in \( \Gamma_{2,2r} \), the statement then follows from \( \|\varepsilon_1\| = \sqrt{2}^{-1} \).

We consider \( A_{2r} \), like in its construction (6) as a \( r \times r \) block matrix with block entries being \( 2 \times 2 \) matrices. For \( m \in [r] \) the two weights \( \omega_{2m-1} \) and \( \omega_{2m} \) correspond to the \( m \)-th block row of \( A_{2r} \) and have the same scalar factor in (8). Hence, whenever for \( i \in [2r] \) the \( i \)-th column of the \( m \)-th block row of \( A_{2rk} \) contains exactly one entry equal to one (and so the other entry equals two), then the contribution of \( \omega_{2m-1} \) and \( \omega_{2m} \) to \( x_i \) cancel due to \( \varepsilon_1 + \varepsilon_2 = 0_2 \). In particular, in (8) all contributions of block entries equal to \( B_1 \) cancel. Therefore the last column of \( A_{2r} \) gives

\[
x_{2r} = 2^{-r}(\varepsilon_1 + \varepsilon_1) = 2^{-r+1}\varepsilon_1.
\]

Furthermore, \( x_1 = x_3 = \ldots = x_{2r-1} = 0_2 \) using that also the first columns of \( A_2 \), of \( B_2 \) and of \( B_3 \) contain exactly one entry equal to one. For \( r = 1 \) we are done. If \( r \geq 2 \), then reading off the second column of \( A_{2r} \), we find

\[
x_{2} = 2^{-2}(\varepsilon_1 + \varepsilon_1) + 2^{-r}(\varepsilon_2 + \varepsilon_2) + \sum_{l=1}^{r-1} 2^{-l-1}(\varepsilon_2 + \varepsilon_2) = 2^{-1}(\varepsilon_1 + \varepsilon_2) = 0_2.
\]
Analogously, as $B_1$ does not contribute we compute for $j = 2, 3, \ldots, r - 1$ that
\[
x_{2j} = 2^{-j-1}(\varepsilon_1 + \varepsilon_1) + 2^{-r}(\varepsilon_2 + \varepsilon_2) + \sum_{l=j+1}^{r-1} 2^{-l-1}(\varepsilon_2 + \varepsilon_2) = 2^{-j}(\varepsilon_1 + \varepsilon_2) = 0_2,
\]
because the second columns of $B_2$ and $B_3$ are, respectively, $(2, 2)^T$ and $(1, 1)^T$. This proves the inequality in the case $\Gamma_{2:2r}$.

By construction, for $\Gamma_{2:2r+1}$ the same convex combination works, because the last $\mathbb{R}^2$-component does not contribute as the entries of the weights alternate between $\varepsilon_1$ and $\varepsilon_2$.

Finally, Lemma 2.3 and Lemma 2.4 together yield Theorem 2.1(a), noting that for odd $d = 2r + 1$ one has $-r + 1/2 = -(d/2) + 1$.

### 2.2 3-tensors

The main goal of this section is to show that the margin of $\Omega_{n,3}$ is exponentially small in $n$, i.e. to show Theorem 2.1(b). To do so, we set
\[
\mathcal{W}_n := \bigcup_{s=2}^{n} \{(s, 1, s), (s, s, 1), (s-1, s, s)\} \subseteq [n] \times [n] \times [n] \quad (9)
\]
and consider the corresponding subset
\[
\Gamma_{n,3} := \{(\varepsilon_i, \varepsilon_j, \varepsilon_k) \mid (i, j, k) \in \mathcal{W}_n\} \subseteq \Omega_{n,3}. \quad (10)
\]

The key combinatorial idea, which is presented in the following lemma, is due to [38, Theorem 1 with $k = 0$].\footnote{In [38] Kravtsov extensively studies so-called complete r-noninteger vertices (r-CNVs) of the three-index axial assignment polytope. For $k \in \{0, 1, \ldots, n-2\}$, [38, Theorem 1] states explicitly a $(3n - 2 - k)$-CNV, among these we use the $(3n - 2)$-CNV (i.e. $k = 0$). Moreover, [38, Theorem 2] states that such r-CNVs of the three-index axial assignment polytope actually only occur for $r \in \{2n, 2n+1, \ldots, 3n-2\}$, and the later theorems in [38] fully characterize the r-CNVs and study their combinatorial properties.} According to [38] the special case $k = 0$ is already contained in [37, Theorem 9].

\begin{lemma}
Let $n \geq 3$. For $(i, j, k) \in [n]^3 \setminus (\mathcal{W}_n \cup \{(1, 1, 1)\})$ set $\lambda_{i,j,k} := 0$. Moreover, define
\[
\lambda_{1,1,1} := 2^{-n+1}, \quad \lambda_{1,2,2} := 1 - 2^{-n+1}, \quad \lambda_{n,1,n} = \lambda_{n,n,1} := 2^{-1}
\]
and for $s = 2, 3, \ldots, n - 1$
\[
\lambda_{s,1,s} = \lambda_{s,s,1} := 2^{-n+s-1}, \quad \lambda_{s,s+1,s+1} := 1 - 2^{-n+s}.
\]
Then the following equations hold:
\[
\left( \forall i \in [n] : \sum_{j,k=1}^{n} \lambda_{i,j,k} = 1 \right), \quad \left( \forall j \in [n] : \sum_{i,k=1}^{n} \lambda_{i,j,k} = 1 \right), \quad \left( \forall k \in [n] : \sum_{i,j=1}^{n} \lambda_{i,j,k} = 1 \right). \quad (11)
\]
In particular, $\sum_{i,j,k} \lambda_{i,j,k} = n$.
\end{lemma}

\begin{proof}
This is [38, Theorem 1 with $k = 0$]. Alternatively, the statement can be checked by straightforward computation.
\end{proof}
Example 2.6. To visualize Lemma 2.5 it is helpful to consider the slices $\Lambda_i$ given by $(\Lambda_i)_{j,k} = \lambda_{i,j,k}$. For $n = 4$ one has

\[
\begin{align*}
\Lambda_1 &= \frac{1}{8} \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 7 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \\
\Lambda_2 &= \frac{1}{8} \begin{pmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 6 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \\
\Lambda_3 &= \frac{1}{8} \begin{pmatrix} 0 & 0 & 2 & 0 \\ 0 & 0 & 0 & 0 \\ 2 & 0 & 0 & 0 \\ 0 & 0 & 0 & 4 \end{pmatrix}, \\
\Lambda_4 &= \frac{1}{8} \begin{pmatrix} 0 & 0 & 0 & 4 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 4 & 0 & 0 & 0 \end{pmatrix}.
\end{align*}
\]

For $n = 5$ one has

\[
\begin{align*}
\Lambda_1 &= \frac{1}{16} \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 15 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \\
\Lambda_2 &= \frac{1}{16} \begin{pmatrix} 0 & 1 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 14 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \\
\Lambda_3 &= \frac{1}{16} \begin{pmatrix} 0 & 0 & 2 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 2 & 0 & 0 & 0 & 0 \\ 0 & 0 & 12 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \\
\Lambda_4 &= \frac{1}{16} \begin{pmatrix} 0 & 0 & 0 & 4 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 4 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 8 \end{pmatrix}, \\
\Lambda_5 &= \frac{1}{16} \begin{pmatrix} 0 & 0 & 0 & 0 & 8 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 8 & 0 & 0 & 0 & 0 \end{pmatrix}.
\end{align*}
\]

Lemma 2.7. For $n \geq 3$, it holds that $\operatorname{dist}(0, \operatorname{conv}(\Gamma_{n,3})) \leq 2^{-n+1}$.

Proof. Define $\lambda_{i,j,k} \geq 0$ for all $i, j, k \in [n]$ as in Lemma 2.5. Note that $\sum_{i=1}^{n} \varepsilon_i = 0$; thus Lemma 2.5 implies

\[
\sum_{i,j,k} \lambda_{i,j,k}(\varepsilon_i, \varepsilon_j, \varepsilon_k) = 0_{3n}, \quad \text{equivalently} \quad 2^{-n+1}(\varepsilon_1, \varepsilon_1, \varepsilon_1) = \sum_{(i,j,k) \in \mathcal{L}_n} \lambda_{i,j,k}(\varepsilon_i, \varepsilon_j, \varepsilon_k).
\]

Normalizing the latter equation we obtain

\[
x := -\frac{1}{\sqrt{2^{n-1}}} (\varepsilon_1, \varepsilon_1, \varepsilon_1) \in \operatorname{conv}(\Gamma_{n,3}), \quad \text{where} \quad c := \sum_{(i,j,k) \in \mathcal{L}_n} \lambda_{i,j,k} = n - 2^{-n+1} \geq \sqrt{3}.
\]

Finally, $\|\varepsilon_1\|^2 \leq 1$ implies $\|x\| \leq c^{-1}2^{-n+1}\sqrt{3} \leq 2^{-n+1}$.

To finish the proof of Theorem 2.1(b) we are left to show $0 \notin \operatorname{conv}(\Gamma_{n,3})$. We actually prove the stronger statement $0 \notin \operatorname{Aff}(\Gamma_{n,3})$.

Lemma 2.8. The zero vector is not contained in the affine hull of $\Gamma_{n,3}$.

Proof. For a proof by contradiction we assume $0 \in \operatorname{Aff}(\Gamma_{n,3})$. Then there exist $a_s, b_s, c_s \in \mathbb{R}$ for $s = 2, 3, \ldots, n$ such that $\sum_{i} a_i + b_i + c_i = 1$ and

\[
\sum_{s=2}^{n} \left( a_s \varepsilon_s + b_s \varepsilon_s + c_s \varepsilon_{s-1} \right) = (0_n, 0_n, 0_n) \in (\mathbb{R}^n)^3.
\]

In each of the three $\mathbb{R}^n$-components we obtain $0_n$ as an affine linear combination of $\varepsilon_1, \ldots, \varepsilon_n$. Applying Lemma 2.2 to the coefficient of $\varepsilon_{s-1}$ in the first component, respectively to the coefficient of $\varepsilon_s$ in the second and third component yields

\[
a_{s-1} + b_{s-1} + c_s = \frac{1}{n} \quad \text{for} \quad s = 2, 3, \ldots, n \tag{12}
\]

respectively

\[
b_s + c_s = a_s + c_s = \frac{1}{n} \quad \text{for} \quad s = 2, 3, \ldots, n \tag{13}
\]
where we necessarily set \( a_1 = b_1 := 0 \). Equation (12) for \( s = 2 \) is \( c_2 = n^{-1} \) and hence \( a_2 = b_2 = 0 \) by (13) for \( s = 2 \). But now (12) for \( s = 3 \) gives \( c_3 = n^{-1} \) and we can proceed inductively to conclude \( c_s = n^{-1} \) and \( a_s = b_s = 0 \) for all \( s = 2,3,\ldots,n \). This gives the contradiction \( 1 = \sum_{s=2}^{n} (a_s + b_s + c_s) = \frac{n-1}{n} \), so we must have \( 0 \notin \text{Aff}(\Gamma_{n,3}) \). Another contradiction arises when one applies Lemma 2.2 to the coefficient \( \varepsilon_n \) in the first component, which yields \( a_n + b_n = n^{-1} \).

### 2.3 \( d \)-tensors

In this subsection we show that the margin of \( \Omega_{n,d} \) is inverse exponential in \( nd \) for \( n,d \geq 3 \), proving part \( (c) \) of Theorem 2.1.

Let us give some intuition for our construction. The main idea is to recycle the construction from the previous subsection for some multiple of \( n \), i.e. considering \( \mathcal{M}_n \) for \( r \geq 2 \). Thereby, the main challenge is to ensure that the constructed subset of \( \Omega_{n,d} \) does not contain zero in its convex hull. We can try to extend the elements of \( \Omega_{n,3} \) to elements of \( \Omega_{n,d} \). One natural idea is duplicate each component \( d/3 \) times, i.e. when \( d = 6 \) the vector \( (\varepsilon_1,\varepsilon_2,\varepsilon_3) \in \Omega_{n,3} \) becomes \((\varepsilon_1,\varepsilon_2,\varepsilon_3,\varepsilon_1,\varepsilon_2,\varepsilon_3) \in \Omega_{n,6} \). However, we need a subset of \( \Omega_{n,d} \) with \( rn \) many elements to imitate the construction from the previous subsection. We still extend the elements of \( \Omega_{n,3} \) in this way, but will additionally “shift” and “twist” by some functions \( \sigma_1,\ldots,\sigma_{2r-1} : [rn] \to [n] \), so that the elements of our set will look like

\[
\left(\varepsilon_{\sigma_1(i)},\ldots,\varepsilon_{\sigma_{d/3}(i)},\varepsilon_{\sigma_1(j)},\ldots,\varepsilon_{\sigma_{d/3}(j)},\varepsilon_{\sigma_1(k)},\ldots,\varepsilon_{\sigma_{d/3}(k)}\right)
\]

for \( d/3 = 2r - 1 \) and \((i,j,k)\) in \( \mathcal{M}_n \). We now set about choosing the functions \( \sigma_k \). For this, let \( n \geq 3 \) and fix a natural number \( r \geq 2 \). It is convenient to use an \textit{adjusted} modulo \( n \) function \( \mod' n \) that takes values in \([n] \), i.e. instead of zero it outputs \( n \). For \( i \in [r] \) we consider

\[
\sigma_i : [rn] \to [n], \quad j \mapsto \left\lfloor \frac{j + (i-1)}{r} \right\rfloor \mod' n
\]

\[
\sigma_{r+i} := \sigma_1 \circ (r - i + 1 \cdot r + 1) : [rn] \to [n]
\]

where \((r - i + 1 \cdot r + 1)\) denotes the corresponding transposition in the symmetric group of \([rn] \).\footnote{We stress that we always take \( \sigma_1 \) (and not \( \sigma_i \)) to define \( \sigma_{r+i} \).}

We only need the first \( 2r - 1 \) of these functions and combine them to obtain

\[
\sigma : [rn] \to [n]^{2r-1}, \quad j \mapsto (\sigma_1(j),\sigma_2(j),\ldots,\sigma_{2r-1}(j)).
\]

\[\text{Example 2.9. For } r = 3 \text{ the functions } \sigma_1,\sigma_2,\ldots,\sigma_6 \text{ are sketched by the following table.}\]

| \( j \) | 1 | 2 | 3 | 4 | 5 | 6 | \ldots | 3n - 5 | 3n - 4 | 3n - 3 | 3n - 2 | 3n - 1 | 3n |
|---|---|---|---|---|---|---|---|---|---|---|---|---|
| \( \sigma_1 \) | 1 | 1 | 1 | 2 | 2 | 2 | \ldots | n - 1 | n - 1 | n - 1 | n | n | n |
| \( \sigma_2 \) | 1 | 1 | 2 | 2 | 2 | 3 | \ldots | n - 1 | n - 1 | n | n | n | n |
| \( \sigma_3 \) | 1 | 2 | 2 | 2 | 3 | 3 | \ldots | n - 1 | n | n | n | 1 | 1 |
| \( \sigma_4 \) | 1 | 1 | 2 | 1 | 2 | 2 | \ldots | n - 1 | n - 1 | n - 1 | n | n | n |
| \( \sigma_5 \) | 1 | 2 | 1 | 1 | 2 | 2 | \ldots | n - 1 | n - 1 | n - 1 | n | n | n |
| \( \sigma_6 \) | 2 | 1 | 1 | 1 | 2 | 2 | \ldots | n - 1 | n - 1 | n - 1 | n | n | n |

For \( r = 3 \) and \( n = 5 \) the functions \( \sigma_1,\sigma_2,\ldots,\sigma_6 \) are given by the following table.


| $j$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
|-----|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|
| $\sigma_1$ | 1 | 1 | 1 | 1 | 2 | 2 | 2 | 3 | 3 | 3 | 4 | 4 | 4 | 5 | 5 |
| $\sigma_2$ | 1 | 1 | 1 | 2 | 2 | 2 | 3 | 3 | 3 | 4 | 4 | 4 | 5 | 5 | 5 |
| $\sigma_3$ | 1 | 1 | 2 | 2 | 2 | 3 | 3 | 3 | 4 | 4 | 4 | 5 | 5 | 5 | 1 |
| $\sigma_4$ | 1 | 1 | 2 | 2 | 1 | 2 | 2 | 3 | 3 | 3 | 4 | 4 | 4 | 5 | 5 |
| $\sigma_5$ | 1 | 2 | 1 | 2 | 1 | 2 | 2 | 3 | 3 | 3 | 4 | 4 | 4 | 5 | 5 |
| $\sigma_6$ | 2 | 1 | 1 | 1 | 1 | 2 | 2 | 3 | 3 | 3 | 4 | 4 | 4 | 5 | 5 |

**Remark 2.10.** By construction, each element of $[n]$ is attained exactly $r$-times by $\sigma_k$, $k \in [2r - 1]$. Moreover, the definition of $\sigma_1, \ldots, \sigma_r$ yields that $\sigma$ is injective.

For $i, j, k \in [rn]$ we introduce the short-hand

$$\varepsilon_{\sigma(i)} := (\varepsilon_{\sigma(1)}, \varepsilon_{\sigma(2)}, \ldots, \varepsilon_{\sigma_{2r-1}(i)}) \in (\mathbb{R}^n)^{2r-1}$$

$$\varepsilon_{\sigma(i),\sigma(j),\sigma(k)} := (\varepsilon_{\sigma(1)}, \ldots, \varepsilon_{\sigma_{2r-1}(j)}, \varepsilon_{\sigma(1)}, \ldots, \varepsilon_{\sigma_{2r-1}(i)}, \varepsilon_{\sigma(j)}, \varepsilon_{\sigma_{2r-1}(k)}) \in (\mathbb{R}^n)^{6r-3}$$

and we set:

$$J_r := \{(s, 1, s), (s, s, 1) \mid s = 2, 3, \ldots, r\} \subseteq \mathbb{Z}^3.$$ 

In the following we show that the convex hull of the set

$$\Gamma_{n,6r-3} = \{\varepsilon_{\sigma(i),\sigma(j),\sigma(k)} \mid (i, j, k) \in \mathcal{M}_{rn}\setminus J_r\} \subseteq \Omega_{n,6r-3} \subseteq \left(\mathbb{R}^n\right)^{2r-1}$$

does not contain the zero vector, but is very close to it.

**Lemma 2.11.** For $n \geq 3$ and $r \geq 2$ it holds that $0 \notin \text{Aff}(\Gamma_{n,6r-3}).$

Below we give the proof in the special case $r = 3$, in which all main ideas of the general proof become apparent and visible. The proof for the general statement is given in Appendix D and certainly looks technical at a first encounter. Therefore, we strongly suggest that the reader first reads the proof for $r = 3$ below.

**Proof of Lemma 2.11 for $r = 3$.** For the sake of contradiction assume that $0 \in \text{Aff}(\Gamma_{n,15})$. Then there are coefficients $a_s, b_s, c_s \in \mathbb{R}$, where $2 \leq s \leq 3n$, such that $a_2 = a_3 = b_2 = b_3 = 0$, $\sum(a_s + b_s + c_s) = 1$ and

$$\sum_{s=2}^{3n} (a_s \varepsilon_{\sigma(s),\sigma(1),\sigma(s)} + b_s \varepsilon_{\sigma(s),\sigma(s),\sigma(1)} + c_s \varepsilon_{\sigma(s-1),\sigma(s),\sigma(s)}) = 0 \in (\mathbb{R}^n)^{15}. \quad (14)$$

The bulk of our work will consist of proving the equations

$$b_2 + c_2 = b_3 + c_3 = \ldots = b_{3n} + c_{3n} \quad (15)$$

$$a_2 + c_2 = a_3 + c_3 = \ldots = a_{3n} + c_{3n}. \quad (16)$$

---

12 One could suggest to consider the set $\{\varepsilon_{\sigma(i),\sigma(j),\sigma(k)} \mid (i, j, k) \in \mathcal{M}_{rn}\}$, but this still won’t ensure that zero is not in the convex hull. The intuition behind is, that $\Gamma_{n,3}$ from the last section is “nearly at the limit”, i.e. $0 \notin \text{conv}(\Gamma_{n,3})$ but $0 \in \text{conv}(\Gamma_{n,3} \cup \{(c_1, c_1, c_1)\})$. Now the function $\sigma$ “introduces $2r - 2$ additional linear relations” as $\varepsilon_{\sigma(i)} \in (1_{+}^{1})^{2r-1}$, since the orthogonal complement $1_{+}^{1} \subseteq \mathbb{R}^n$ has codimension one while $(1_{+}^{1})^{2r-1} \subseteq (\mathbb{R}^n)^{2r-1}$ has codimension $2r - 1$. Thus, it is reasonable to remove $2r - 2$ many elements from $\mathcal{M}_{rn}$.
From here we will derive a contradiction. We now set about proving Equations (15) and (16). Rewriting the left-hand-side of Equation (14) as the collection for $k \in [5]$ of the following affine linear combinations of $\varepsilon_1, \ldots, \varepsilon_n$ in $\mathbb{R}^n$:

\begin{align}
\sum_{s=2}^{3n} (a_s \varepsilon_{s_k} + b_s \varepsilon_{s_{k+1}} + c_s \varepsilon_{s_{k+2}}) &= 0 \quad (17) \\
\sum_{s=2}^{3n} (a_s \varepsilon_{s_{k+1}} + b_s \varepsilon_{s_{k+2}} + c_s \varepsilon_{s_{k+3}}) &= 0 \quad (18) \\
\sum_{s=2}^{3n} (a_s \varepsilon_{s_{k+2}} + b_s \varepsilon_{s_{k+3}} + c_s \varepsilon_{s_{k+4}}) &= 0. \quad (19)
\end{align}

If we expand each expression as an affine linear combination of the $\varepsilon_l$, then by Lemma 2.2 the coefficient of $\varepsilon_l$ must be $n^{-1}$ for all $l \in [n]$. Translating this for equation (17) with $k = 2, l = 2, \ldots, n$ and using Example 2.9 we obtain

\[ (a_{m-3} + a_{m-2} + a_{m-1}) + (b_{m-3} + b_{m-2} + b_{m-1}) + (c_{m-2} + c_{m-1} + c_m) = \frac{1}{n} \quad (20) \]

for $m = 6, 9, 12, \ldots, 3n$. A similar calculation for $k = 1, 3$ and $l = 2, \ldots, n$ shows Equation (20) holds for all $5 \leq m \leq 3n + 1$, where we set $c_{3n+1} := 0$.

Similarly for Equation (18) with $l = 2, \ldots, n$ and $k = 1, 2, 3$ we obtain for $4 \leq m \leq 3n$ that

\[ (b_{m-2} + c_{m-2}) + (b_{m-1} + c_{m-1}) + (b_{m} + c_{m}) = \frac{1}{n} \quad (21) \]

and the same equations with “b” replaced by “a” when considering Equation (19).

In the following we prove Equation (15). Subtracting (21) from (21) with values of $m$ differing by one, we deduce that

\[ b_2 + c_2 = b_5 + c_5 = \ldots = b_{3n-1} + c_{3n-1} \]
\[ b_3 + c_3 = b_6 + c_6 = \ldots = b_{3n} + c_{3n}, \]

and
\[ b_4 + c_4 = b_7 + c_7 = \ldots = b_{3n-2} + c_{3n-2}. \]

Next we deduce Equation (15) by showing $b_2 + c_2 = b_3 + c_3 = b_4 + c_4$.

To do so, we apply Lemma 2.2 to (18) for the coefficient of $\varepsilon_2$ using Example 2.9, which yields for $k = 4, 5$ the equations

\[ (b_3 + c_3) + (b_5 + c_5) + (b_6 + c_6) = \frac{1}{n} \quad (22) \]
\[ (b_2 + c_2) + (b_5 + c_5) + (b_6 + c_6) = \frac{1}{n} \quad (23) \]

respectively. Subtracting the two shows $b_2 + c_2 = b_3 + c_3$, and we have $b_3 + c_3 = b_4 + c_4$ via subtracting (22) from (21) for $m = 6$. This completes the proof of Equation (15); using Equation (19) we similarly deduce Equation (16).

To get a contradiction we show that $a_s = b_s = c_s = 0$ for all $s = 2, 3, \ldots, 3n$. For this, we set $a := \sum a_s$ and $b := \sum b_s$, and recall that we have defined $a_2 = a_3 = b_2 = b_3 = 0$.

This time we use Lemma 2.2 applied to the coefficient of $\varepsilon_1$ in (17), in (18) and in (19) respectively for $k = 1$ to get

\[ c_2 + c_3 + c_4 = \frac{1}{n}, \quad a + c_2 + c_3 = \frac{1}{n} \quad \text{and} \quad b + c_2 + c_3 = \frac{1}{n} \quad (24) \]
respectively. We deduce from these three equations that \( a = b = c_4 \). Furthermore, \( b_2 = b_3 = 0 \) shows that (21) for \( m = 4 \) is \( b_4 + (c_2 + c_3 + c_4) = n^{-1} \). Subtracting from the latter the left-hand equation in (24) yields \( b_4 = 0 \). Similarly, \( a_4 = 0 \) follows from \( a_2 = a_3 = 0 \) and the analogous equation of (21) with \( a \)'s replaced by \( b \)'s.

Now, (20) for \( m = 5 \) simplifies to \( c_2 + c_4 + c_5 = n^{-1} \). Thus, \( c_2 = c_5 \) with (24) and therefore \( a_5 = b_5 = 0 \) by (15), (16) and \( a_2 = b_2 = 0 \). This simplifies (20) for \( m = 6 \) to \( c_4 + c_5 + c_6 = n^{-1} \). Hence, \( c_3 = c_6 \) as we also have \( c_3 + c_4 + c_5 = n^{-1} \) and we get via (15) and (16) that \( a_6 = b_6 = 0 \). The latter in turn shows that (20) for \( m = 7 \) becomes \( c_5 + c_6 + c_7 = n^{-1} \), so \( c_4 = c_7 \) and \( a_7 = b_7 = 0 \) by, again, (15) and (16).

It should have become apparent that we can proceed inductively in the same manner with (20) for \( m = 5, \ldots, 3n + 1 \); thereby using (15) and (16) to deduce \( a_s = b_s = 0 \) for all \( s = 2, 3, \ldots, 3n \). In particular, \( a = b = c_4 = 0 \). Finally, Equation (15) implies \( c_4 = c_4 \) for all \( s = 2, 3, \ldots, 3n \), which gives the desired contradiction.

We finish the proof of part (c) of Theorem 2.1 by showing the following Lemma.

\textbf{Lemma 2.12.} Let \( n \geq 3 \) and \( r \geq 2 \). Then

\[ \text{dist} \left( 0, \text{conv}(\Gamma_{n,6r-3}) \right) \leq \frac{\sqrt{6}}{(n-1)\sqrt{2}} 2^{-r(n-1)+1} \leq 2^{-r(n-1)+1}. \]

\textbf{Proof.} We set \( N := rn \) and for \( i, j, k \in [N] \) we set \( \lambda_{i,j,k} \) as in Lemma 2.5 applied for the dimension \( N \). Then Equation (11) of Lemma 2.5 yields

\[
\sum_{i,j,k=1}^{N} \lambda_{i,j,k} \left( \varepsilon_{\sigma(i), \varepsilon_{\sigma(j)}, \varepsilon_{\sigma(k)}} \right) = \sum_{i,j,k=1}^{N} \lambda_{i,j,k} \left( 0, \varepsilon_{\sigma(j)}, 0 \right) + \sum_{i,j,k=1}^{N} \lambda_{i,j,k} \left( 0, 0, \varepsilon_{\sigma(k)} \right)
\]

\[
= \sum_{i=1}^{N} \left( \varepsilon_{\sigma(i)}, 0, 0 \right) + \sum_{j=1}^{N} \left( 0, \varepsilon_{\sigma(j)}, 0 \right) + \sum_{k=1}^{N} \left( 0, 0, \varepsilon_{\sigma(k)} \right) = \sum_{i=1}^{N} \varepsilon_{\sigma(i), \sigma(i), \sigma(i)} = 0 \in (\mathbb{R}^n)^{6r-3},
\]

where we used in the last step equation (5) and Remark 2.10, i.e. that each element of \([n]\) is attained exactly \( r \)-many times by all \( \sigma_k : [rn] \rightarrow [n], k \in [2r-1] \). Because \( \mathfrak{W}_N \) contains the support of \( \lambda \) apart from the element \((1,1,1)\), we have

\[
\sum_{(i,j,k) \in \mathfrak{W}_N \setminus \{1,1,1\}} \lambda_{i,j,k} \varepsilon_{\sigma(i), \sigma(j), \sigma(k)} = -\lambda_{1,1,1} \varepsilon_{1,1,1} = \sum_{(i,j,k) \in \mathfrak{W}_N \setminus \{1,1,1\}} \lambda_{i,j,k} \varepsilon_{\sigma(i), \sigma(j), \sigma(k)} =: x \in (\mathbb{R}^n)^{6r-3},
\]

which is an element in the positive cone of \( \Gamma_{n,6r-3} = \{ \varepsilon_{\sigma(i), \sigma(j), \sigma(k)) \mid (i, j, k) \in \mathfrak{W}_N \setminus \{1,1,1\} \} \). Normalizing the latter equation with

\[
e := \sum_{(i,j,k) \in \mathfrak{W}_N \setminus \{1,1,1\}} \lambda_{i,j,k} = \sum_{i,j,k=1}^{N} \lambda_{i,j,k} - \left( \lambda_{1,1,1} + \sum_{(i,j,k) \in \{1,1,1\}} \lambda_{i,j,k} \right) \geq N - 1
\]

shows \( e^{-1} x \in \text{conv}(\Gamma_{n,6r-3}) \). To bound the norm of \( e^{-1} x \) we compute

\[
\lambda_{1,1,1} + \sum_{(i,j,k) \in \mathfrak{W}_N \setminus \{1,1,1\}} \lambda_{i,j,k} = 2^{-N+1} + \sum_{s=2}^{r} \left( \lambda_{s,s,s} + \lambda_{s,s,1} \right)
\]

\[
= 2^{-N+1} + \sum_{s=2}^{r} (2^{-N+s-1} + 2^{-N+s-1}) = \sum_{s=1}^{r} 2^{-N+s} < 2^{-N+r+1}.
\]
Finally, using $|ε_{i_1, i_2, \ldots, i_{r-3}}| \leq \sqrt{6r-3}$ for any $i_1, i_2, \ldots, i_{r-3} \in [n]$ together with the triangle inequality on Equation (26) implies

$$|c^{-1}x| \leq \sqrt{6r-3} \frac{2^{-N+r+1}}{N-1} \leq \frac{\sqrt{6}}{(n-1)\sqrt{7}} 2^{-N+r+1} \leq 2^{-N+r+1} = 2^{-(r-1)+1},$$

where we used $n \geq 3$ and $r \geq 2$ for $\sqrt{6} \leq (n-1)\sqrt{7}$.

### 2.4 Polynomial scaling

A simple example of Equation (2) is the minimization of an $n$-variate homogeneous polynomial of degree $d$ with nonnegative coefficients over the set $x_1, \ldots, x_n > 0$, $\prod x_i = 1$, as studied in [30]. In this case the sets $\text{conv}(S)$ for $S \subseteq \Omega$ are Newton polytopes of homogeneous polynomials, and the minimum of a polynomial is bounded below if and only if the Newton polytope contains $\frac{2}{n} \mathbb{1}_n$. If the polynomials are hyperbolic of degree $n$, as in [30], their Newton polytope either contains $\mathbb{1}_n$ or is at least $1/\sqrt{n}$ away from it. However, we show that for general homogeneous polynomials the margin can get exponentially small in $n$ even for $d = 3$.

Minimizing a degree $d$ homogeneous polynomial $\sum_{a \in \mathbb{Z}_{\geq 0}^n} p_a x^a$ with nonnegative coefficients over the set $x_1, \ldots, x_n > 0$, $\prod x_i = 1$ is the same as computing Equation (2) for

$$\Omega' := \left\{-\alpha + \frac{d}{n} \mathbb{1}_n \biggm| \alpha \in (\mathbb{Z}_{\geq 0})^n \text{ with } |\alpha| = d \right\}.$$  \hfill (27)

If $n = dm$ for some integer $m \geq 1$, then we have $-\Omega_{m,d} \subseteq \Omega'$. Therefore, Theorem 2.1(b) and (c) and the padding from Appendix C directly yield the following.

**Corollary 2.13 (Margin for Polynomial scaling).** Fix some $d \geq 3$ and assume $n = dm$ for some $m \geq 3$. Let $\Omega'$ be as in Equation (27). Then

$$\gamma(\Omega') \leq \gamma(\Omega_{m,d}) \leq 2^{-m+1} = 2^{-\frac{d}{m}+1}.$$  

and for $d \geq 9$ we even have

$$\gamma(\Omega') \leq \gamma(\Omega_{m,d}) \leq 2^{-\left\lfloor \frac{(m-1)(d+1)}{6} \right\rfloor + 1} \approx 2^{-\frac{d}{m}}.$$  

Thus, for fixed $d \geq 3$ and $n \to \infty$ the margin of $\Omega'$ can be exponentially small in $n$. In terms of polynomials, this states that the Newton polytope of a degree $d \geq 3$ homogeneous polynomial can be exponentially close to the origin without containing it.

### 3 Diameter bounds in the commutative case

In this section we describe an array such that all approximate scalings are very ill conditioned, proving Theorem 1.1. Let us define the diameter bound.

**Definition 3.1.** Let $ε \to 0$ and $f : \mathbb{R}^n \to \mathbb{R}$. The **diameter bound** $D_f(ε)$ is defined as the infimum over $R > 0$ such that

$$\inf_{||x|| \leq R} f(x) \leq ε + \inf_{x \in \mathbb{R}^n} f(x).$$

Thus, Theorem 1.1 is equivalent to the statement that $D_f(ε) = \Omega(2n/3 \log(1/ε))$ for $ε \leq e^{-Cn^2 \log n}$. We now give a proof outline for Theorem 1.1.
3.1 Proof outline

The high-level intuition applies not only to array scaling but to the capacity in general. Recall that the array scaling capacity is

$$\inf_{x \in \mathbb{R}^n} \sum_{\omega \in \Omega} p_\omega e^{\omega^T x}$$

for $$\Omega = \Omega_{n,3} = \{ e_i - \frac{1}{n} \mathbb{1}_n : i \in [n] \} \subseteq \mathbb{R}^n$$. We build both the support $$\Omega' \subseteq \Omega_{n,3}$$ and the entries $$p$$ in the following way. We construct a set $$\Omega_0 \subseteq \Omega_{n,3}$$, another element $$\omega \in \Omega_{n,3}$$, and an array $$q$$ with the following properties.

1. The set $$\Omega_0 \subseteq \Omega_{n,3}$$ should be the support of a tristochastic array $$q$$.
2. The affine hull of $$\Omega_0$$, should have codimension one\(^{13}\) in $$\mathbb{R}^n$$.
3. The origin is in the relative interior of $$\text{conv}(\Omega_0)$$. Note that the origin is already in $$\text{conv}(\Omega_0)$$ by the tristochasticity of $$q$$.
4. The vector $$\omega \in \Omega_{n,3}$$ should be at a very small, but positive, distance $$\eta$$ from $$\text{Aff}(\Omega_0)$$. Note that this already implies that the facet gap of $$\Omega_0 \cup \omega$$ is small.

Finally, we define the entries of $$p$$ by $$p|_{\Omega_0} = \frac{1}{2} q$$, $$p_\omega = \frac{1}{2}$$, and $$p_q = 0$$ elsewhere. Assuming we have found $$p$$ according to this process, we now give intuition for the diameter bound.

Let $$v$$ be the projection of $$\omega$$ to the orthogonal complement of $$\text{Aff}(\Omega_0)$$. Intuitively, the capacity is only approximately attained by vectors very far in the $$-v$$ direction. Indeed, first note that $$\text{cap}(p) = 1/2$$, because $$\text{cap}(q) = 1$$ by tristochasticity, $$\text{cap}(p) \geq \frac{1}{2} \text{cap}(q) = \frac{1}{4}$$, and $$f_p(-tv/|v|) = \frac{1}{2} + e^{-\eta t}$$ so $$f_p(-tv/|v|)$$ tends to $$\frac{1}{2}$$. However, $$f_p(-tv/|v|)$$ tends to $$\frac{1}{2}$$ slowly if $$\eta$$ is small. Indeed, $$f_p(-tv/|v|) \leq \frac{1}{2}(1 + \epsilon)$$ only if $$t \geq \frac{1}{\eta} \log (1/\epsilon)$$.

To conclude rigorously that the capacity is only approached by vectors very far in the $$-v$$ direction, we must rule out directions with nonzero components in $$\text{Aff}(\Omega_0)$$. For this, we must use the assumption that $$0$$ is rather deep in the relative interior of $$\text{conv}(\Omega_0)$$. If this is the case, then any $$\epsilon$$-approximate minimizer must have a bounded component in $$\text{Aff}(\Omega_0)$$, for otherwise the contribution to $$f_p$$ from the elements of $$\Omega_0$$ alone will be larger than $$\frac{1}{4} + \epsilon$$.

The remainder of the section will be concerned with the construction of a subset $$\Omega_0$$, an array $$q$$, and an element $$\omega$$ with these properties.

3.2 The construction

We construct the subset $$\Omega_0$$ from a directed graph $$D$$ on $$[n]$$, which we will determine later. If $$i, j$$ is an edge in $$D$$, then $$\Omega_0$$ includes the elements $$(\varepsilon_i, \varepsilon_i, \varepsilon_j)$$ as well as the three cyclic permutations of it. That is,

$$\Omega_0 = \{(\varepsilon_j, \varepsilon_i, \varepsilon_i), (\varepsilon_i, \varepsilon_j, \varepsilon_i), (\varepsilon_i, \varepsilon_i, \varepsilon_j) : ij \in E(D)\}.$$ 

We now describe the graph, as seen in Figure 2.

\(^{13}\)This will not quite apply in our setting, because $$\text{Aff}(\Omega_{n,3})$$ is not full-dimensional. Instead, $$\text{Aff}(\Omega_0)$$ will be codimension one in $$\text{Aff}(\Omega_{n,3})$$.\]
Definition 3.2. The graph $D_l = (W, E)$ is a directed tree with $l + 1$ levels, where the root is on the $0^{th}$ level and the leaves are on the $l^{th}$ level. The tree is constructed as follows.

- All the edges are directed towards the root and are between adjacent levels.
- The root has three children, and on the $l - 1$ levels below the root every node has one child.
- Additionally, one of the vertices on level $l - 2$ has an additional child which has its own child.

Explicitly, the vertices $W$ and edges $E$ are given by

$$W = \{w_i, v_i, w_i : i \in [l]\} \cup \{w_0 := u_0 := v_0 := r, \bar{w}_{l-1}, \bar{w}_l\}.$$
$$E = \{u_i, u_{i-1}, v_i v_{i-1}, w_i w_{i-1} : i \in [l]\} \cup \{\bar{w}_{l-1} w_{l-2}, \bar{w}_l \bar{w}_{l-1}\}.$$

Note that $D_l$ has $3(l + 1)$ vertices so we set $n = 3(l + 1)$. Thus $D_l$ has $3l + 2$ edges and so $|\Omega_0| = 3(3l + 2) = 3n - 3$. It is helpful to construct the matrix $M$ whose set of rows is $\Omega_0$. To make the matrix sparser, first replace $e_i$ by $e_i$ by restricting the minimization to the
Figure 3 The matrix $M$ written in the reordered basis described before Lemma 3.3. From the left, the five groups of columns correspond to the $w'$s, the $u'$s, the $v'$s, the $w$'s, and $r$ among the vertices of $D_l$. As such the dimensions of the five column groups, from left, are $3 \cdot 2$, $3 \cdot l - 1$, $3 \cdot l - 1$, $3 \cdot l - 1$, and $3$. $A$ is as in Equation (28) and $I$ is the $3 \times 3$ identity matrix.

Moreover, when we write the matrix $M$, it is easier to write the vector $(x, y, z)$ in the order $(x_1, y_1, z_1, x_2, y_2, z_2, \ldots)$ instead of the order $(x_1, \ldots, x_n, y_1, \ldots, y_n, z_1, \ldots, z_n)$. With this ordering, the matrix $M$ with rows in $\Omega_0'$ is a block matrix $M$ with blocks of size 3, with $n - 1$ block rows, and with $n$ block columns. Each block row corresponds to an edge in the directed graph $D_l = (W, E)$ on $n = 3(l + 1)$ vertices. If $e \in E$ is an edge from $i \to j$, then the $e^{th}$ row of $M$ has the matrix $A$. 

Figure 4 If $v$ is a vertex of $D_l$ with edges weighted $q_1$ and $q_2$ incident to it, then the column $v,i$ of $M$ for $i \in [3]$ sums to $q_1 + 2q_2$. That is, the incoming edge contributes its weight and the outgoing edge contributes twice its weight.

subspace $\sum x_i = \sum y_i = \sum z_i = 0$, which is without loss of generality. We define $\Omega_0' \subseteq \mathbb{R}^{3n}$ to be $\Omega_0$ but with each $(\varepsilon_i, \varepsilon_j, \varepsilon_k)$ replaced by $(\varepsilon_i, \varepsilon_j, \varepsilon_k)$; define $\Omega_0'_{n,3}$ similarly and define $\rho(\varepsilon_i, \varepsilon_j, \varepsilon_k) := p(\varepsilon_i, \varepsilon_j, \varepsilon_k)$. Then

$$\inf_{x \in \mathbb{R}^{3n}} \sum_{\omega \in \Omega_0'_{n,3}} \rho e^{(\varepsilon_i, \varepsilon_j, \varepsilon_k) \cdot x} = \inf_{x, y, z \in \mathbb{R}^{3n}} \sum_{\Sigma e_i = \Sigma e_j = \Sigma e_k = 0} \sum_{\omega \in \Omega_0'_{n,3}} \rho e^{(\varepsilon_i, \varepsilon_j, \varepsilon_k) \cdot (x, y, z)}.$$
A = \begin{bmatrix} 0 & 1 & 1 \\ 1 & 0 & 1 \\ 1 & 1 & 0 \end{bmatrix}

in the $i^{th}$ block entry and

}\begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}

in the $j^{th}$ block entry and zeroes elsewhere. See Figure 3 for a portrayal of the whole matrix $M$.

The first three properties for $\Omega_0$ in the proof plan translate to the following three claims about $M$. The first relates to the tristochasticity of $q$, the second to the codimension of $\text{Aff}(\Omega_0)$ in the subspace $(1/n)^3$, and the third to the depth of the point $1/3 \in \text{int}$. Let us prove that the diameter bound holds according to the proof outline at the beginning of the section.

**Lemma 3.3.** Let $n = 3(l + 1)$.

1. The probability distribution $q$ on $E \times [3]$ defined (for $i \in [3]$) by

\[
q_{u_j,0,i} = q_{v_j,0,i} = \frac{1}{6n \left(2 + (-2)^{-(l-i)}\right)}
\]

for $j \in [l]$. \[q_{u_j,0,i} = q_{v_j,0,i} = \frac{1}{6n \left(2 + (-2)^{-(l-i)}\right)}\]

\[
q_{u_j,0,i} = q_{v_j,0,i} = \frac{1}{6n \left(2 + (-2)^{-(l-i)}\right)}
\]

2. $\ker M = \text{span}(\Omega_0)^\perp$ is spanned by the 2 dimensional space $S \subseteq \mathbb{R}^{W \times [3]}$ given by

\[
S = \{ s : s(v,1) = \alpha, s(v,2) = \beta, s(v,3) = \gamma \}
\]

for all $v \in W$, $\alpha + \beta + \gamma = 0$ and the function $f \in \mathbb{R}^{W \times [3]}$ which for all $i \in [3]$ assigns

\[
f(u_j, i) = f(v_j, i) = (-2)^{-j} \quad \text{for } j \in [l] \cup \{0\}
\]

and $f(w_{l-k}, i) = f(w_{l-k}, i)$ for $k \in \{0,1\}$.

**Proof of Theorem 1.1.** We first show the claim for $n$ of the form $n = 3(l + 1)$; the bound follows for $3(l + 1) < n < 3(l + 2)$ by applying Proposition 3.5 with $t = 3(l + 1)$, using that the array we construct has capacity $1/2$ and $t/n \geq 2/3$.

We now show the diameter lower bound for $n = 3(l + 1)$. It is enough to exhibit a constant $C > 0$, and a probability distribution $p$ on $\Omega_{n,\beta} = \{ e_i : i \in [n]\}^3$ such that for for all $N \geq Cn^2 \log n$ and all $x, y, z \in \mathbb{R}_n^+$,

\[
\sum_{x, y, z \in \mathbb{R}_n^+} p_{x,y,z} e^{\omega(x,y,z)} \leq e^{-N} + \inf_{x', y', z' \in \mathbb{R}_n^+} \sum_{x, y, z \in \mathbb{R}_n^+} p_{x,y,z} e^{\omega(x,y,z)}
\]
only if $\| (x, y, z) \|_2 = \Omega(2^{n/3}/N)$. Note that the space $(\mathbb{I}_n^+)^3$ over which we are infimizing is a subspace of $S^+ \subseteq S_l$ where $S$ is as in Lemma 3.3, and that $\Omega'_{n,d} \subseteq S_l$. The proof will follow the outline in Section 3.1; namely, we will consider a subset $\Omega'_0 \subseteq \Omega'_{n,d}$ and an element $\omega' \in \Omega'_{n,d}$ very close to, but outside of, $\text{Aff}(\Omega'_0)$.

Consider the set $\Omega'_0 \subseteq \Omega'_{n,d}$ of rows of $M$ in Lemma 3.3 and the probability distribution $q$ on $\Omega'_0$ from Lemma 3.3. Let $\omega' = (e_{u_1}, e_{v_1}, e_{w_1})$ for the vertices $u_1, v_1, w_1 \in D_l$. Let $\Omega = \Omega'_0 \cup \{\omega'\}$, and define the probability distribution $p$ on $\Omega$ by $p_{\omega'} = \frac{1}{2}$ and $p_{\omega} = \frac{1}{2}q_\omega$ for $\omega \in \Omega'_0$. Recall from Lemma 3.3 the orthogonal decomposition $\text{span}(\Omega'_0)^+ = S \oplus \text{span} f$. As $\mathbb{R}^3n = \text{span}(\Omega'_0)^+ \oplus \text{span}(\Omega'_0)^-$, we have the orthogonal decomposition $S^+ = \text{span}(\Omega'_0)^- \oplus \text{span} f$. Observe that $\omega' \notin \text{span}(\Omega'_0)$, because by Lemma 3.3 we have $\text{span}(\Omega'_0)^+ = \ker M = S + \text{span} f$ and clearly $f \cdot \omega' \neq 0$.

By Item 1 of Lemma 3.3 we have $\sum_{\omega \in \Omega} q_{\omega} \omega' = \frac{1}{n}(1, 1, 1)$ and thus $\text{cap}(q) = 1$. Therefore, $\omega' \notin \text{span}(\Omega'_0)$ implies that the infimum is $1/2$ for this choice of $\Omega$ and $p$. We claim that the infimum can only be approximately attained by $h \in (\mathbb{I}_n^+)^3$ with a very large component in the one-dimensional space $\text{span} f = \text{span}(\Omega'_0)^+ \cap (\mathbb{I}_n^+)^3$. As in the proof outline, we must bound the components in $\text{span}(\Omega'_0)$ of the approximate minimizer $h$. For $h \in (\mathbb{I}_n^+)^3$ write $h = h_0 + af$ and $\omega' = \omega_0 + bf$ where $h_0 \in \text{span} \Omega'_0$. Note that $|b| = |\omega'|_{\mathbb{I}_n^+} = O(2^{-1}) = O(2^{-n/3})$ and that $h_0 \in (\mathbb{I}_n^+)^3$, because $h$ and $f$ are. Suppose

$$\sum_{\omega \in \Omega} p_{\omega} e^{\omega \cdot h} \leq \frac{1}{2} e^{-N} + \frac{1}{2}.$$ 

Equivalently,

$$\sum_{\omega \in \Omega} q_{\omega} e^{\omega \cdot h_0} + e^{\omega_0 \cdot h_0 + ab \| f \|_2^2} \leq e^{-N} + 1. \quad (30)$$

Suppose $\| h_0 \|$ is bounded by $L$. If $e^{h_0 \omega_0 + a b \| f \|_2^2} \leq e^{-N}$, then $|ab| = \Omega(N - L)$. In particular, $\| h \| \geq \| af \| = |ab|/\| f \|/\| b \| = \Omega((N - L)^{2n/3})$ because of the previous bounds on $|ab|, \| b \|$, and the fact that $\| f \| = \Theta(1)$. It remains to prove a bound $L$ for $\| h_0 \|$. We will do this by showing that if $\| h_0 \|$ were too large, then the first term of the left-hand side of Equation (30) would be too large. This amounts to $\frac{1}{n} |3n|$, being in the relative interior of $\text{conv}(\Omega'_0)$, but will be proved using lower bounds on the singular values of $M$.

Let $\alpha$ denote the least nonzero singular value of $M$; by Item 3 of Lemma 3.3 $\alpha = \Omega(1/n)$. As $h_0 \in \text{span}(\Omega'_0) = \text{rowspan}(M)$, we have $\| Mh_0 \| \geq \alpha \| h_0 \|$ by the singular value bound. We claim that there is some $\omega \in \Omega'_0$ satisfying $\omega \cdot h_0 = \Omega(\alpha \| h_0 \|/n)$. The proof follows; first note that the $\sum_{\omega \in \Omega} q_\omega \omega \cdot h_0 = \frac{1}{\alpha} (1, 1, 1) \cdot h_0 = 0$ because $h_0 \notin (\mathbb{I}_n^+)^3$. Moreover, by Lemma 3.3 we have $q_\omega = \Theta(1/n)$. The claim follows from Lemma 3.4 below applied to the sequence $\omega' : \omega \in \Omega'_0$.

Because $q_\omega = \Theta(1/n)$, we must have that $\omega \cdot h_0 = O(\log n)$ for all $\omega \in \Omega'_0$. Else, the contribution from the term $q_\omega e^{\omega \cdot h_0}$ alone is larger than 1, in which case $x$ cannot be an $e^{-N}$-approximate minimizer. Finally, $\| h_0 \| = O(n(\log n)/\alpha) = O(n^2 \log n)$, and so we may take $L = O(n^2 \log n)$ and $N \geq 2L$. ▷

In the above proof, we used the following simple lemma.

\textbf{Lemma 3.4.} Let $0 < \beta < \gamma$. Suppose $z \in \mathbb{R}^m$ is such that $\sum_{i=1}^m q_i z_i = 0$ for $q_i \in (\beta/m, \gamma/m)$. Then there exists $i \in [m]$ such that $z_i \geq \frac{\beta}{\gamma m} \| z \|_2$.

\textbf{Proof.} Because $\sum q_i z_i = 0$,

$$\sum_{i : z_i \geq 0} q_i |z_i| = \sum_{i : z_i \geq 0} q_i z_i,$$
and
\[
\sum_{i: z_i < 0} q_i |z_i| + \sum_{i: z_i \geq 0} q_i z_i \geq (\beta/m) \|z\|_1 \geq (\beta/m) \|z\|_2.
\]
Thus \(\sum_{i: z_i \geq 0} q_i |z_i| \geq \frac{\beta}{2m} \|z\|_2\), so there is some \(i\) such that \(q_i z_i > \frac{1}{m} \|z\|_2\). Thus \(z_i > \frac{\beta}{2m} \|z\|_2\). ▶

To show that our diameter lower bound holds for all values of \(n\), we need the following proposition, which is proved in Appendix E. The idea is to prove diameter bounds for larger arrays from diameter bounds for smaller ones by embedding the smaller array in a “corner” of the larger array.

**Proposition 3.5.** Suppose \(1 \leq t \leq n\). Let \(p\) be a \(d\)-dimensional array in \((\mathbb{R}^t_{\geq 0})^d\) with unit sum; in particular \(\text{cap}(p) \leq 1\). Let \(q\) be the \(d\)-dimensional array in \((\mathbb{R}^n_{\geq 0})^d\) array such that \(q_{i_1, \ldots, i_d} = \frac{1}{t} p_{i_1, \ldots, i_d}\) for \(i_1, \ldots, i_d \in [t]\), \(q_{ii} = 1/n\) for \(t + 1 \leq i \leq n\), and \(q_{i_1, \ldots, i_d} = 0\) otherwise. For \(\varepsilon \leq 1 - \text{cap}(p)\),
\[
D_f(\varepsilon) \geq D_f \left( \frac{(1 - \text{cap}(p))\varepsilon}{1 - \text{cap}(p)t/n} \right).
\]
In particular, the norm of any \(\varepsilon\)-approximate minimizer of \(f_q\) is at least the norm of some \((1 - \text{cap}(p))\varepsilon\)-approximate minimizer of \(f_p\).

As a corollary of the proof of Theorem 1.1, we have a bound on the facet gap of [14]. The facet gap of a finite set \(\Omega\) is defined to be the least distance of an element of \(\Omega\) to the affine hull of a facet of \(\text{conv}(\Omega)\). We have shown that the distance between \(\text{Aff}(\Omega_b')\) and \(\omega'\) is \(O(2^{-t})\), or \(O(2^{-n/3})\).

**Corollary 3.6 (Facet gap of array scaling).** There is a subset \(\Omega_1 \subseteq \Omega_{n,3}\) with facet gap \(O(2^{-n/3})\).

Analogously to what is done for the margin in Proposition C.1, we may also embed this array inside a larger array to obtain a diameter bound for \(d \geq 3\). For \(d \geq 3\), take \(q(i, j, k, l, \ldots, l) = \frac{1}{n} p_{ijk}\) for all \(i, j, k, l \in [n]\). Then for \((x_1, \ldots, x_d) \in (\mathbb{R}^n)^d\) we have
\[
f_q(x_1, \ldots, x_d) = \frac{1}{n} f_p(x_1, x_2, x_3) \sum_{i=1}^n e^{\sum_{j=4}^d(x_j i)}.
\]
For fixed \(x_1, x_2, x_3\), by Jensen’s inequality \(f_q\) is minimized when \(x_j = 0_n\) for \(j \geq 4\) and takes value \(f_p(x_1, x_2, x_3)\), and thus \(f_q\) has the same diameter bound as \(f_p\).

**Corollary 3.7 (Diameter bound for \(d \geq 3\)).** There is an absolute constant \(C > 0\) such that the following holds. For all \(d \geq 3\), there is a family of arrays \(q \in (\mathbb{R}^n_{\geq 0})^d\) with \(O(n^2)\) nonzero entries, each of bit-complexity \(O(n)\), that satisfies the following property. For all \(0 < \varepsilon \leq \exp(-Chn^2 \log n)\) and \(x \in \mathbb{R}^{dn}\), if
\[
f_q(x) \leq \text{cap}(p) + \varepsilon
\]
then \(\|x\|_2 = \Omega \left(2^{n/3} \log(1/\varepsilon)\right)\).
3.3 Proof of the properties of the construction

We now prove Lemma 3.3.

Proof of Lemma 3.3. It is first helpful to change basis on each copy of $\mathbb{R}^3$ so that the $A$ blocks are diagonalized. Let $U \in \text{Mat}(3)$ be an orthogonal matrix such that

$$U^t AU = \begin{bmatrix} 2 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -1 \end{bmatrix}. $$

This is possible because $2, -1, -1$ are the eigenvalues of the symmetric matrix $A$. In particular, the first column of $U$ is $(1, 1, 1)/\sqrt{3}$, and the second two columns span the space of vectors with sum zero. Then $M' = (U^t \otimes n)^t M U^t \otimes n$ is of the form $P \oplus L \oplus L$ where $P_{e,v} = M'_{(e,1),(v,1)}$ for $e, v \in E \times V$ and $L_{e,v} = M'_{(e,2),(v,2)}$. Note that $L$ is the edge-vertex incidence matrix of the directed graph $D_t$, the row corresponding to the edge $(u, v)$ of $D_t$ has $-1$ in the column indexed by the vertex $u$ and a $+1$ in the column indexed by $v$. Moreover, $P$ is the matrix obtained from $L$ by replacing every $-1$ entry by a $2$.

To prove Item 2, observe that $\ker M = (U^t \otimes n)^t \ker M' = (U^t \otimes n)^t \ker P \oplus \ker L \oplus \ker L$. Because $D_t$ is connected, $\ker L = \text{span} \, \mathbb{1}_n$. As the second two columns of $U$ span the subspace of $\mathbb{R}^3$ of vectors with sum 0, the two-dimensional space $S$ is given by $(U^t \otimes n) \oplus \text{span} \, \mathbb{1}_n = (U^t \otimes n)^t \ker L \oplus \ker L$. We next reason for $\ker P$, the other summand of the orthogonal decomposition of $\ker M'$. The graph $D_t$ is a connected tree, so $\ker P$ is one dimensional. This is because every choice of $g(w_0) \in \mathbb{R}$ determines a unique function $g : V \rightarrow \mathbb{R}$ in $\ker P$. We claim that the function $g(v) = f(v, 1)$ for $f$ as in Equation (29) is in $\ker P$, and hence spans it. To check this, one must check that for every edge $(v, w) \in E$ we have $2g(v) + g(w) = 0$. It is instructive to look at Figure 2. Observe that this property holds for the edges $u, k\rightarrow 1$ if the sequence $g(u_k)$ obeys the recurrence relation $g(u_{k-1}) = -2g(u_k)$ for $k \in [l]$, which is indeed true by the definition of $f$.Checking the condition for $v$ and $w$ is similar. As the first column of $U$ is proportional to $\mathbb{1}_3$, $(U^t \otimes n)^t \ker P \oplus 0 \oplus 0$ is spanned by the function $f$. This proves Item 2.

To show Item 3, it is enough to argue that the singular values of $P, L, L$ obey the desired bound. For $L$ this follows straightforwardly from the fact that $L$ is an incidence matrix of a connected, directed tree and so is totally unimodular with linearly independent rows. The singular value bound follows by Lemma 3.8. Rather than arguing spectrally for $P$, we make an ad-hoc argument using the structure of $D_t$. We first show that $\|x^t P\|_x = \Omega(\|x\|_x)$ for all $x \in \mathbb{R}^{n-1}$, which suffices because $\|x^t P\|_2 \geq \|x^t P\|_x$ and $\|x\|_x \geq \frac{1}{\sqrt{n}} \|x\|_2$.

Let $x \in \mathbb{R}^{n-1}\{0\}$ and $e$ be an edge in $D_t$ such that $|x(e)| = \|x\|_x$. If $e = u_i u_{i-1}$ for $i \in [l]$, then $|x^t P(u_i)| \geq \|x\|_x$ because either $i < l$ in which case

$$|x^t P(u_i)| = \|2x(u_i u_{i-1}) + x(u_{i+1} u_i)\| \geq 2\|x\|_x - \|x(u_i u_{i+1})\| \geq \|x\|_x$$
or $i = l$ and so $|x^t P(u_i)| = |2x(e)| = 2\|x\|_x$. The same argument applies to all other edges except $e = u_{l-1} u_{l-2}$. In the latter case we are done if $x^t P(u_{l-2}) \geq 1/3 \|x\|_x$. Otherwise we necessarily have $|x(u_{l-1} u_{l-2})| + |x(u_{l-2} u_{l-3})| \geq 5/3 \|x\|_x$, since $x^t P(u_{l-2}) = 2x(e) + x(u_{l-1} u_{l-2}) + x(u_{l-2} u_{l-3})$. It follows that $|x(u_{l-1} u_{l-2})| \geq 5/3 \|x\|_x - \|x(u_{l-2} u_{l-3})| \geq 5/3 \|x\|_x - \|x\|_x \geq 2/3 \|x\|_x$. As $|x^t P(u_{l-1})| = 2x(u_{l-1} u_{l-2})$, we have

$$|x^t P(u_{l-1})| \geq 2|x(u_{l-1} u_{l-2})| - |x(u_{l-2} u_{l-1})| \geq \frac{4}{3} \|x\|_x - \|x\|_x \geq \frac{1}{3} \|x\|_x.$$ 

In any case, there is some value of $x^t P$ with absolute value greater or equal $1/3 \|x\|_x$. 


Finally, for Item 1 we note that the probability distribution \( q \) on the rows of \( M \) has expectation equal to the all \( 1/n \) function if and only if the probability distribution \( q' \) defined by \( q'_i = 3q_{i,1} \) on the rows of \( P \) has expectation equal to the all \( 3/n \) function on the vertices of \( D_i \). Recall that \( P \) is obtained from the edge-vertex incidence matrix of \( D_i \) by replacing every \(-1\) with a \(2\). Thus the expectation of the rows under \( q' \) at a vertex \( v \) is \( \sum_{e:\{v,w\} \in D_i} q'_{\{v,w\}} + \sum_{e:\{v,w\} \in D_i} 2q'_{\{v,w\}} \); see Figure 4. We now check that this is equal to \( 3/n \) for each vertex of \( D_i \); it is helpful to look at Figure 2. The leaves \( u_1, v_1, w_1 \), and \( w_i \) all have outdegree one and indegree zero, and \( q' \) takes the value \( 3 \cdot 3/6n = 3/2n \) on the outgoing edges. The expectation under \( q' \) thus takes value \( 3/n \) on these vertices. On vertices of indegree one and outdegree one, \( q' \) takes the value \( \frac{1}{2n} \left( 2 + (-2)^{-k} \right) \) on the incoming edge and \( \frac{1}{2n} \left( 2 + (-2)^{-(k+1)} \right) \) on the outgoing edge. Thus the expectation takes the value \( \frac{1}{2n} \left( 2 + (-2)^{-k} \right) + \frac{1}{2n} (4 - (-2)^{-k}) = 3/n \). The remaining vertices to check, those of total degree three, are \( r \) and \( u_{1-2} \). For \( r \), which has only incoming edges, the expectation under \( q' \) is \( 2 \cdot \frac{1}{2n} \left( 2 + (-2)^{-(l-1)} \right) + \frac{1}{2n} \left( 2 + (-2)^{-l-2} \right) \), which is again \( 3/n \). For \( w \) the expectation is \( 2 \cdot \frac{1}{2n} \left( 2 - \frac{1}{2} \right) + \frac{1}{2n} \left( 2 - \frac{1}{2} \right) = 3/n \). This completes the proof. □

Lemma 3.8. If \( A \) is an \( n \times k \) totally unimodular matrix with linearly independent columns, then the eigenvectors of \( A^T A \) are all at least \( 1/n^2 \).

Proof. First note that \( k \leq n \) by the linear independence of the columns of \( A \). The least eigenvalue of \( A^T A \) is \( \min_{x \in \mathbb{R}^k \setminus \{0\}} (x^T A^T A x)/\|x\|^2 = \min_{x \in \mathbb{R}^k \setminus \{0\}} \|Ax\|^2/\|x\|^2 \), so it suffices to show that for all \( x \in \mathbb{R}^k \), \( Ax \) has norm at least \( \|x\|/n \). Indeed, if \( Ax = y \), then there is some invertible \( k \times k \) submatrix \( A' \) of \( A \) and \( k \times 1 \) submatrix \( y' \) of \( y \) such that \( A' x = y' \). By Cramer’s rule and unimodularity of \( A' \) we have that, for \( i \in [k] \),

\[
x_i = \frac{\det(B_i)}{\det(A')} = \pm \det(B_i)
\]

where \( B_i \) is simply the matrix that one obtains by replacing the \( i \)th column of \( A' \) with the vector \( y' \). By performing the Laplace expansion with respect to the \( i \)th column, and by unimodularity of the minors, we have that \( x_i \leq \|y\|_1 \), and so \( \|x\|_2 \leq \sqrt{k}\|y\|_1 \leq n\|Ax\|_2 \) (using \( k \leq n \)). □

4 The noncommutative case

In this section we extend the results from the commutative to the noncommutative case. For this, we recall in the first subsection necessary concepts such as moment maps and moment polytopes, and we define the weight margin and the gap of a representation. The second subsection introduces the key concept of a free subset of weights, see [24]. This concept dates at least back to [18, Proposition 1.2], where it is called strong orthogonality. Freeness will be used to transfer results from the commutative to the noncommutative case.\(^{14}\) The latter is done in the following three subsections, where we prove bounds on the tensor gap, on the gap for homogeneous polynomials and on the diameter for the natural \( \text{SL}(n)^3 \) action on 3-tensors. Finally, we show a bound for the weight margin of certain quiver representations. This provides an example, where the constructed set of weights is not free, compare Remark 4.28.

\(^{14}\) Actually all presented concepts in the first two subsections work in the very general setting of reductive groups and their rational representations. For the sake of clarity and concreteness we stick to the special case needed in this paper, i.e. the reductive group \( \text{SL}(n)^d := \text{SL}(n) \times \cdots \times \text{SL}(n) \) with \( d \geq 1 \) many copies of \( \text{SL}(n) \).
4.1 Moment maps and moment polytopes

In the following we introduce the null-cone problem and its dual characterization via moment maps and moment polytopes. This allows us to rigorously introduce the weight margin and the gap of a rational representation. Thereby we establish precise meaning and interpretation of our results regarding these two notions (in view of the null-cone problem). We stick to the notation of [12], where the gap (implicitly) and the weight margin have been introduced. A reader unfamiliar with representation theory is referred to Appendix B.

Let $G = \text{SL}(n)^d$, $K = \text{SU}(n)^d$, $T = \text{ST}(n)^d$ and $T_K = K \cap T$ be matrix Lie subgroups of $\text{GL}(dn)$ via block-diagonal embedding. Then we can think of their Lie algebras $\text{Lie}(G)$ etc. as being block diagonally embedded into $\mathbb{C}^{dn \times dn}$. For a rational representation $\pi: G \to \text{GL}(V)$ we write $g \cdot v := \pi(g)v$ for the induced action, where $g \in G$ and $v \in V$. Moreover, we denote the set of weights of $\pi$ by $\Omega(\pi) \subseteq i \text{Lie}(T_K)$ and the induced representation on Lie algebras by $\Pi: \text{Lie}(G) \to \text{End}(V)$. We remark that we usually identify $i \text{Lie}(T_K) \cong (\mathbb{1}_n^{d})^d \subseteq (\mathbb{R}^n)^d$, where $\mathbb{1}_n$ denotes the orthogonal complement of the all-ones vector in $\mathbb{R}^n$.

The orbit of $v \in V$ is $G \cdot v := \{g \cdot v \mid g \in G\}$ and we denote its closure\(^{15}\) by $\overline{G \cdot v}$. A vector $v$ is called $G$-unstable, if $0 \in \overline{G \cdot v}$, and otherwise $v$ is $G$-semistable. Equivalently, a vector $v \in V$ is $G$-unstable if and only if its capacity

$$\text{cap}_G(v) := \inf_{g \in G} \|g \cdot v\|^2$$

equals zero. The $G$-unstable vectors form an affine subvariety of $V$ - the null-cone (with respect to $G$). Orbit, stability, and capacity can also be defined for $T$ by replacing $G$ by $T$ in the definitions.

As discussed in Section 1.2, the null-cone problem has many applications in different fields of computer science, mathematics and physics.

Next, we introduce the moment map. Given a rational representation $\pi: G \to \text{GL}(V)$ there exists an Hermitian inner product $\langle \cdot , \cdot \rangle$ on $V$, by convention linear in the second argument, such that $\langle k \cdot v, k \cdot w \rangle = \langle v, w \rangle$ holds for all $k \in K$ and all $v, w \in V$.\(^{16}\)

\(^{15}\) The Euclidean- and the Zariski-closure of $G \cdot v$ coincide.

\(^{16}\) In our concrete representations later on this will be the standard inner product.

**Definition 4.1.** For $v \in V \setminus \{0\}$ we define $\mu_G(v) \in i \text{Lie}(K)$ as the unique element of the real vector space $i \text{Lie}(K)$, which satisfies for all $A \in i \text{Lie}(K)$

$$\text{tr} \left( \mu_G(v) A \right) = \frac{\langle v, \Pi(A)v \rangle}{\langle v, v \rangle}.$$  

This defines the moment map $\mu_G: V \setminus \{0\} \to i \text{Lie}(T)$ of $G$. Replacing $G$ by $T$ and $K$ by $T_K$ we derive the moment map $\mu_T: V \setminus \{0\} \to i \text{Lie}(T_K)$ of $T$.

The maps $\mu_G$ and $\mu_T$ are indeed moment maps in the sense of symplectic geometry; namely for the induced action of $K$ and, respectively, $T_K$ on the projective space $\mathbb{P}(V)$. Recall $i \text{Lie}(K) \subseteq \mathbb{C}^{dn \times dn}$ so we can consider $\|\mu_G(v)\|_F$ and $\|\mu_T(v)\|_F$.

An important application of these moment maps is due to the Kempf-Ness theorem [36], which provides a duality for the null-cone membership problem:

$$\text{cap}_G(v) = 0 \iff 0 < \inf_{g \in G} \|\mu_G(g \cdot v)\|_F = \min_{0 \neq w \in G \cdot v} \|\mu_G(w)\|_F$$  \hspace{1cm} (31)

and similarly for $T$, replacing $G$ by $T$ in the above equation. The two moment maps are related as follows.

$$\text{cap}_G(v) = 0 \iff 0 < \inf_{g \in G} \|\mu_G(g \cdot v)\|_F = \min_{0 \neq w \in G \cdot v} \|\mu_G(w)\|_F$$  \hspace{1cm} (31)
Proposition 4.2. Let $p : i \text{Lie}(K) \to i \text{Lie}(T_K)$ be the orthogonal projection. Then $\mu_T = p \circ \mu_G$ and $\|\mu_T(v)\|_F \leq \|\mu_G(v)\|_F$ for all $v \in V \setminus \{0\}$.

Proof. Since $i \text{Lie}(T_K) \subseteq i \text{Lie}(K)$ the definition of the moment maps gives $\text{tr}[\mu_T(v)H] = \text{tr}[\mu_G(v)H]$ for all $H \in i \text{Lie}(T_K)$. But $\mu_T(v) \in i \text{Lie}(T_K)$ is the unique element with this property, hence $p(\mu_G(v)) = \mu_T(v)$. The inequality $\|\mu_T(v)\|_F \leq \|\mu_G(v)\|_F$ follows directly from the first part.

Now, we explain how the moment maps induce certain polytopes, which can also be used to express the duality in (31). Moreover, the combinatorics of these polytopes captures the important complexity measures (weight) margin and gap. Indeed, one of our main contributions is to analyze parts of this combinatorics, thereby deducing complexity barriers for certain computational problems.

Since the action of $T$ via $\pi$ is completely determined by the weight space decomposition $V = \bigoplus_{\omega \in \Omega(\pi)} V_\omega$ of $V$, one can compute $\mu_T(v)$ in terms of this decomposition. For this, write $v = \sum_{\omega} v_\omega$ with $v_\omega \in V_\omega$ and define the support of $v$ with respect to $\pi$ as

$$\text{supp}(v) := \{\omega \in \Omega(\pi) \mid v_\omega \neq 0\}.$$ 

Using that distinct weight spaces are orthogonal, one computes

$$\mu_T(v) = \sum_{\omega} \langle v_\omega, v_\omega \rangle \omega,$$

which is a convex combination of the weights in $\text{supp}(v)$. Noting that $\text{supp}(v) = \text{supp}(t \cdot v)$ for $t \in T$ also $\mu_T(t \cdot v) \in \Delta_T(v) := \text{conv}\{\omega \mid \omega \in \text{supp}(v)\}$. In fact,

$$\Delta_T(v) = \{\mu_T(t \cdot v) \mid t \in T\} = \{\mu_T(w) \mid w \in T \cdot v, w \neq 0\} \subseteq i \text{Lie}(T_K)$$

and $\Delta_T(v)$ is called the weight polytope of $v$.

It is an astonishing result that for fixed $v \in V \setminus \{0\}$, the set $\{\mu_G(g \cdot v) : g \in G\}$ gives rise to a polytope as follows. Let $\text{spec} : \text{Herm}(n) \to \mathbb{R}^n$ be the function sending a Hermitian matrix to its eigenvalues in decreasing order. Recalling that $i \text{Lie}(K) \subseteq \text{Herm}(n)^d$ is block-diagonally embedded in $\mathbb{C}^{dn \times dn}$, we set

$$s : i \text{Lie}(K) \to (\mathbb{R}^n)^d, \quad \text{diag}(A_1, \ldots, A_d) \mapsto (\text{spec}(A_1), \ldots, \text{spec}(A_d)).$$

Then for $v \in V \setminus \{0\}$ the set

$$\Delta_G(v) := \{s(\mu_G(w)) \mid w \in T \cdot v, w \neq 0\}$$

is a rational convex polytope, see e.g. [28] or [45, Appendix] by Mumford. We call $\Delta_G(v)$ the moment polytope of $v$. Noting that $\|A\|_F = \|\text{spec}(A)\|_2$ for any $A \in \text{Herm}(n)$ we have $\|\mu_G(v)\|_F = \|s(\mu_G(v))\|_2$ for all $v \in V \setminus \{0\}$. Thus, we can formulate the duality from (31) also as follows:

$$\text{cap}_{\Delta_G}(v) = 0 \iff \text{dist}(0, \Delta_G(v)) > 0 \iff 0 \notin \Delta_G(v),$$

and similarly for $T$. This motivates the following two definitions.
Therefore, the weight margin as
\[
\gamma_T(\pi) := \min \{ \| \mu_T(v) \|_F \mid v \neq 0 \text{ is } T\text{-unstable} \} = \min \{ \text{dist} (0, \Delta_T(v)) \mid v \neq 0 \text{ is } T\text{-unstable} \}
\]
and the gap as
\[
\gamma_G(\pi) := \min \{ \| \mu_G(v) \|_F \mid v \neq 0 \text{ is } G\text{-unstable} \} = \min \{ \text{dist} (0, \Delta_G(v)) \mid v \neq 0 \text{ is } G\text{-unstable} \}
\]
where we used in the first equality that \(\mu_G(v)\) is \(T\)-semistable. The same statement holds for the weight margin \(\gamma_T(\pi)\) replacing \(G\) by \(T\). Therefore, these notions capture how small \(\mu_G(g \cdot v)\) (respectively \(\mu_T(t \cdot v)\)) must be to certify null-cone non-membership. The next remark connects the gap to the classical notion of instability due to Mumford [44].

\[\text{Remark 4.4.} \quad \text{The gap is twice the minimum value of all positive instabilities. Indeed, let } M(v) \text{ denote the instability of a non-zero vector } v, \text{ see e.g. } [45, \text{ eq. (9)}]. \text{ Then } \text{dist}(0, \Delta_G(v)) \geq 2M(v) \text{ and } [45, \text{ Theorem 6.1}] \text{ implies}
\]
\[
\gamma_G(\pi) = \inf \{ 2M(v) : v \neq 0, \text{ is } G\text{-unstable} \}.
\]

\[\text{Example 4.5.} \quad \text{Recall the tensor scaling action, in which the group } G = \text{GL}(n)^d \text{ acts on } (\mathbb{C}^n)^{\otimes d} \text{ via the representation}
\]
\[
\pi_{n,d}: \text{SL}(n)^d \to \text{GL}( (\mathbb{C}^n)^{\otimes d} ), \quad (g_1, \ldots, g_d) \mapsto g_1 \otimes \cdots \otimes g_d.
\]

Similar computations to those in Example B.2 show that the set of weights of \(\pi_{n,d}\) is
\[
\Omega(\pi_{n,d}) = \Omega_{n,d} = \{ \varepsilon_i \mid i \in [n] \}^d \subseteq (\mathbb{R}_+)^d.
\]

Therefore, the weight margin \(\gamma_T(\pi_{n,d})\) is the margin \(\gamma(\Omega_{n,d})\) for the array scaling problem from Theorem 1.3 and Theorem 2.1. Moreover, the moment map \(\mu_G\) for \(\pi_{n,d}\) can be computed in terms of the quantum marginals as described in the introduction, i.e. \(\gamma_G(\pi_{n,d})\) is indeed the tensor gap.

The weight margin and the gap satisfy the following inequality.

\[\text{Proposition 4.6.} \quad \text{It holds that } \gamma_T(\pi) \leq \gamma_G(\pi).\]

**Proof.** Let \(v \neq 0\) be \(G\)-unstable. Then there exists \(k \in K\) such that \(k \cdot v\) is \(T\)-unstable; see [51, Theorem 3.25]. By Proposition 4.2 we obtain
\[
\| \mu_G(v) \|_F = \| \mu_G(k \cdot v) \|_F \geq \| \mu_T(k \cdot v) \|_F \geq \gamma_T(\pi)
\]
where we used in the first equality that \(\mu_G(k \cdot v) = k \mu_G(v)k^t\). Therefore \(\gamma_G(\pi) \geq \gamma_T(\pi)\). ▶

This inequality motivates the next subsection.

---

17 Gap and weight margin are well-defined, i.e. the minimum is attained. Indeed, the moment maps give rise to continuous maps on \(F(V)\) and the non-zero \(G\)-unstable (respectively non-zero \(T\)-unstable) vectors form a projective subvariety of \(F(V)\); in particular they form a compact set.
4.2 Free sets of weights

Proposition 4.6 from the preceding subsection shows us that an upper bound for the weight margin \( \gamma_T(\pi) \) need not necessarily apply to the gap \( \gamma_G(\pi) \). Still, many of our bounds in the commutative case (weight margin and diameter) transfer to the noncommutative case (gap and diameter). We use crucially the notion of a free subset of weights (or \([24]\)). Freeness is also known as strong orthogonality \([18]\).

**Definition 4.7.** Let \( \pi: G \to \text{GL}(V) \) be a rational representation with set of weights \( \Omega(\pi) \).

A subset \( \Gamma \subseteq \Omega(\pi) \) is called free if no two distinct elements of \( \Gamma \) differ by a root of \( G \). In other words, \( \Gamma \cap (\Gamma + \alpha) = \emptyset \) holds for all roots \( \alpha \) of \( G \).

Furthermore, a vector \( v \in V \setminus \{0\} \) is called free if its support \( \text{supp}(v) \subseteq \Omega(\pi) \) is free.

We transfer the results from the commutative to the noncommutative case with the upcoming Proposition 4.8. It is known that for vectors \( v \) with free support one has \( \mu_G(v) = \mu_T(v) \). This appears implicitly in \([49, \text{Lemma 7.1}] \) and \([24, \text{Proposition 2.2}] \), but we prove it below for completeness. We thank Visu Makam for pointing out to us that this equality still holds under a weaker condition on \( v \), when the representation decomposes into orthogonal subrepresentations. This can be used to turn our weight margin upper bound for quivers into a gap upper bound (Theorem 4.25). This weaker condition also appears in \([21, \text{Theorem 6.5}] \).

**Proposition 4.8.** Let \( \pi: G \to \text{GL}(V) \) be a rational representation and suppose \( V = \bigoplus_{i=1}^{k} V_i \) is an orthogonal decomposition into \( G \)-subrepresentations with respect to the \( K \)-invariant inner product, that is used to define \( \mu_T \) and \( \mu_G \). Let \( v = (v_1, \ldots, v_k) \in V \setminus \{0\}, v_i \in V_i \) be such that all supports \( \Gamma_i := \text{supp}(v_i) \subseteq \Omega(\pi) \) are free. Then for all \( t \in T \) it holds that

\[
\mu_G(t \cdot v) = \mu_T(t \cdot v).
\]

If additionally \( 0 \notin \Delta_T(v) = \text{conv}(\Gamma), \) where \( \Gamma = \bigcup_i \Gamma_i, \) then the upper bound

\[ \text{dist}(0, \text{conv}(\Gamma)) \]

for the weight margin \( \gamma_T(\pi) \) also applies to the gap, i.e., \( \gamma_G(\pi) \leq \text{dist}(0, \text{conv}(\Gamma)) \).

**Proof.** The action of \( T \) preserves the supports \( \Gamma_i \), and in particular preserves their freeness. Hence, it suffices to show \( \mu_G(v) \in i \text{Lie}(T_K) \), which immediately yields \( \mu_G(v) = \mu_T(v) \) by Proposition 4.2. Moreover, the orthogonality with respect to the \( K \)-invariant inner product shows \( \mu_G(v) = H_1 \oplus \cdots \oplus H_k \), where \( H_i = \mu_G^{(i)}(v_i) \) is given by the moment map \( \mu_G^{(i)} \) of the \( G \)-module \( V_i \) if \( v_i \neq 0 \) and otherwise \( H_i = 0 \). The latter holds similarly for \( \mu_T \).

Therefore, we may assume \( k = 1 \), i.e., \( v \neq 0 \) has free support \( \Gamma \). We write \( v = \sum_{i \in \Gamma} v_i \) for \( v_i \in V_i \). Then, for any root \( \alpha \) of \( G \) and all \( A \in i \text{Lie}(K) \cap \text{Lie}(G)_\alpha \) we have \( \Pi(A)v_i = 0 \) by \( \Gamma \cap (\Gamma + \alpha) = \emptyset \) (i.e., freeness) and Proposition B.4. Thus, \( \Pi(A)v = 0 \) and \( \text{tr}(\mu_G(v)A) = 0 \) for all roots \( \alpha \) and all \( A \in i \text{Lie}(K) \cap \text{Lie}(G)_\alpha \). With the root space decomposition \( \text{Lie}(G) = \text{Lie}(T) \oplus \bigoplus_\alpha \text{Lie}(G)_\alpha \) (see also Example B.3) we conclude \( \mu_G(v) \in i \text{Lie}(T_K) \). The first statement is proven.

For the second claim we note that indeed \( \bigcup_i \Gamma_i = \text{supp}(v) \). If additionally \( 0 \notin \text{conv}(\Gamma) = \Delta_T(v) \), then \( v \) is \( T \)-unstable. In particular, \( v \) is \( G \)-unstable and thus

\[ \gamma_G(\pi) \leq \text{dist}(0, \Delta_G(v)). \]

On the other hand, we have

\[ \text{dist}(0, \Delta_G(v)) = \inf_{g \in G} |\mu_G(g \cdot v)|_F \leq \inf_{t \in T} |\mu_G(t \cdot v)|_F \overset{(*)}{=} \text{dist}(0, \text{conv}(\Gamma)), \]

where we used \( \mu_G(t \cdot v) = \mu_T(t \cdot v) \) in \((*)\). We conclude by combining the two inequalities. 

\[ \square \]
Remark 4.9. It is well-known that any rational representation \( \pi: G \to \text{GL}(V) \) can be decomposed into \( G \)-irreducible subrepresentations that are pairwise orthogonal with respect to the fixed \( K \)-invariant inner product. Proposition 4.8 shows that ensuring freeness on the irreducible subrepresentations suffices.

We end the section with an interesting connection between the weight margin and the gap.

**Proposition 4.10.** Let \( \pi: G \to \text{GL}(V) \) be a rational representation and denote its \( m \)-fold direct sum by \( \pi^m \).

1. The weight margin satisfies \( \gamma_T(\pi) = \gamma_T(\pi^m) \) for all \( m \geq 1 \).
2. The gap satisfies \( \gamma_G(\pi^m) \geq \gamma_G(\pi^{m+1}) \) for all \( m \geq 1 \).
3. There exists some \( m \leq \dim(V) \) such that \( \gamma_G(\pi^m) = \gamma_T(\pi^m) = \gamma_T(\pi) \).

**Proof.** We note that \( \pi_m \) is given by the action \( g \cdot (v_1, \ldots, v_m) = (g \cdot v_1, \ldots, g \cdot v_m) \) on \( V^m \). Furthermore, the \( K \)-invariant inner product \( \langle \cdot, \cdot \rangle_V \) of \( V \) induces naturally a \( K \)-invariant product on \( V^m \) by

\[
\langle (v_1, \ldots, v_m), (w_1, \ldots, w_m) \rangle_{V^m} := \sum_{i=1}^m \langle v_i, w_i \rangle.
\]

For the first claim just note that the weight space decomposition for \( \pi^m \) is \( V^m = \bigoplus_{\omega \in \Omega(p)} V_{\omega} \) and hence \( \Omega(\pi^m) = \Omega(\pi) \).

For the second claim, let \( (v_1, \ldots, v_m) \in V^m \setminus \{0\} \) be \( G \)-unstable such that \( \|\mu_G(v_1, \ldots, v_m)\|_F = \gamma_G(\pi^m) \). Then \( (v_1, \ldots, v_m, 0) \in V^{m+1} \setminus \{0\} \) is \( G \)-unstable as well, so \( \|\mu_G(v_1, \ldots, v_m, 0)\|_F \geq \gamma_G(\pi^{m+1}) \). Moreover, under the inner product \( \langle \cdot, \cdot \rangle_{V^{m+1}} \) the first \( m \) copies of \( V \) are orthogonal to the last copy. Thus, \( \|\mu_G(v_1, \ldots, v_m, 0)\|_F = \|\mu_G(v_1, \ldots, v_m)\|_F = \gamma_G(\pi^m) \).

Finally, let \( \Gamma = \{\omega_1, \ldots, \omega_m\} \subseteq \Omega(\pi) \) be such that \( 0 \notin \text{conv}(\Gamma) \) and \( \text{dist}(0, \text{conv}(\Gamma)) = \gamma_T(\pi) \). We have \( m \leq |\Omega(\pi)| \leq \dim(V) \) by the weight space decomposition \( V = \bigoplus_{\omega \in \Omega(\pi)} V_{\omega} \).

Now, for each \( \omega_i \in \Gamma \) fix some weight vector \( v_i \in V_{\omega_i} \setminus \{0\} \). Then \( v := (v_1, \ldots, v_m) \in V^m \) satisfies the assumptions of Proposition 4.8, because \( \Gamma_i = \{\omega_i\} \) is free and the distinct copies of \( V \) are orthogonal under \( \langle \cdot, \cdot \rangle_{V^m} \). Thus, we obtain

\[
\gamma_G(\pi^m) \leq \text{dist} (0, \text{conv}(\Gamma)) = \gamma_T(\pi) = \gamma_T(\pi^m),
\]

but on the other hand \( \gamma_G(\pi^m) \geq \gamma_T(\pi^m) \) by Proposition 4.6.

### 4.3 Freeness for tensors

We recall from Example 4.5 that \( \pi_{n,d} \) denotes the natural representation of \( G = \text{SL}(n)^d \) on \((\mathbb{C}^n)^{\otimes d}\) and that the weight margin \( \gamma_T(\pi_{n,d}) \) is the margin \( \gamma(\Omega_{n,d}) \) for the array scaling problem from Theorem 1.3 and Theorem 2.1. The purpose of this subsection is to prove the bounds for \( \gamma_T(\pi_{n,d}) \) from Theorem 2.1 also for the gap \( \gamma_G(\pi_{n,d}) \).

**Theorem 4.11.** Let \( \pi_{n,d} \) be the representation induced by the natural action of \( G := \text{SL}(n)^d \) on \((\mathbb{C}^n)^{\otimes d}\). Then the weight margin \( \gamma_T(\pi_{n,d}) \) and the gap \( \gamma_G(\pi_{n,d}) \) can be bounded as follows:

(a) If \( n = 2 \) and \( d \geq 3 \), then \( \gamma_T(\pi_{2,d}) \leq \gamma_G(\pi_{2,d}) \leq 2^{-\frac{d}{2}+1} \).

(b) If \( n \geq 3 \) and \( d = 3 \), then \( \gamma_T(\pi_{n,3}) \leq \gamma_G(\pi_{n,3}) \leq 2^{-n+1} \).

(c) If \( n \geq 3 \) and \( d = 6r - 3 \) for some integer \( r \geq 2 \), then

\[
\gamma_T(\pi_{n,d}) \leq \gamma_G(\pi_{n,d}) \leq \frac{\sqrt{6}}{(n-1)\sqrt{r}} 2^{-r(n-1)+1} \leq 2^{-r(n-1)+1} = 2^{-\frac{6r^2 - 3r}{6}+1}.
\]
Though the above theorem only applies to certain $d$, we can “pad” the tensors to obtain similar results for all $d \geq 3$. This is because bounds for $\gamma_G(\pi_n,d)$ via free subsets of weights also hold for $\gamma_G(\pi_n,d+2)$ and $\gamma_G(\pi_n,d+3)$, see Proposition C.1. The missing case $n \geq 3$ and $d = 4$ is treated in Proposition C.2. Therefore, we can conclude Theorem 1.6 from the above Theorem 4.11.

Our main method for transferring the bounds from the commutative case (Theorem 2.1) to the noncommutative case is to use the concept of freeness in conjunction with Proposition 4.8. The following definition will be convenient for proving freeness of tensors.

**Definition 4.12 (Free sets).** A set $M \subseteq [n]^d$ is called free, if $i = (i_1, \ldots, i_d), j = (j_1, \ldots, j_d) \in M$ with $i \neq j$ always implies $|\{i_l \neq j_l \mid l = 1, \ldots, d\}| \geq 2$.

**Proposition 4.13.** Let $M \subseteq [n]^d$ and denote the induced subset of weights by

$$
\Gamma_M := \{(e_{i_1}, \ldots, e_{i_d}) \mid (i_1, \ldots, i_d) \in M\} \subseteq (\mathbb{R}^n)^d.
$$

Then $M$ is a free set if and only if the set of weights $\Gamma_M \subseteq \Omega(\pi_n,d)$ is free as in Definition 4.7.

**Proof.** We recall that $\Gamma_M$ is free if and only if no two distinct elements of $\Gamma_M$ differ by a root of $G = \text{SL}(n)^d$, see Definition 4.7. Furthermore, remember that the roots of $G$ are

$$(e_{i_1} - e_{j_1}, 0, \ldots, 0), (0, e_{i_2} - e_{j_2}, 0, \ldots, 0), \ldots, (0, \ldots, 0, e_{i_d} - e_{j_d}) \in (\mathbb{R}^n)^d$$

for $i, j \in [n]$ with $i \neq j$; see also Example B.3. Now, if $M \subseteq [n]^d$ is not free, then there exist $i = (i_1, \ldots, i_d), j = (j_1, \ldots, j_d) \in M$ with $i \neq j$ such that they exactly differ one component. Without loss of generality we assume $i_1 \neq j_1$ and $i_l = j_l$ for $l = 2, \ldots, n$. But then

$$(e_{i_1}, \ldots, e_{i_d}) = (e_{j_1}, \ldots, e_{j_d}) + (e_{i_1} - e_{j_1}, 0, \ldots, 0),$$

and hence $\Gamma_M$ is not free. Clearly, the argument can be inverted to show that if $\Gamma_M$ is not free, then $M$ is not free.

The above proposition shows how the equality $\mu_G(t \cdot v) = \mu_T(t \cdot v)$ of Proposition 4.8 can be verified directly for tensors. For tensors, the moment map components are the quantum marginals, and the equality $\mu_G(t \cdot v) = \mu_T(t \cdot v)$ simply says that the quantum marginals are diagonal. Each off-diagonal entry of a quantum marginal is the inner product between distinct $d - 1$-dimensional slices of a tensor, and if the support of the tensor is free then the supports of such slices are entirely disjoint - thus the quantum marginals are diagonal.

In the following two Propositions we show, that the subsets of weights, which witness the upper bounds for the (weight) margin in Theorem 2.1, are all free. Thereby, we will implicitly use Proposition 4.13.

**Proposition 4.14.** For $r \geq 2$ the rows of $A_{2r}$ form a free subset of $[2]^{2r}$, i.e. $\Gamma_{2,2r}$ is free. Moreover, for $r \geq 1$ the set of weights $\Gamma_{2,2r+1}$ is free.

**Proof.** Clearly, $\Gamma_{2,3} = \{\varepsilon_{1,1,1}, \varepsilon_{2,1,2}\}$ is free. Recall the constructions of $\Gamma_{2,2r}$ and $\Gamma_{2,2r+1}$ from Section 2.1. If $\Gamma_{2,2r}$ is free, then $\Gamma_{2,2r+1}$ is clearly also free. Thus, we are left to prove the former.

Consider $A_{2r}$ as defined in Equation (6). We must show that distinct rows of $A_{2r}$ differ in at least two entries for all $r \geq 2$. The claim is proven by induction on $r \geq 3$. For $r = 3$, we verify the claim by inspection of $A_6$. Let $a_i$ be the $i^{th}$ row of $A_6$; its definition is recalled in the left-hand table below. The right-hand table lists for each pair $a_i, a_j$ with $i < j$ two distinct entries in which $a_i$ and $a_j$ differ, which shows the claim for $r = 3$. 
Furthermore, for \( \sigma \) where \( y \) yields \( x,y \) \( 2 \) and \( a \) we remind the reader that is free, then we even have \( r \) as a submatrix.

To complete the proof, it is enough to show that the \( \hat{\Gamma} \) submatrix equal to \( A_4 \) if \( m = 1 \).

**Proposition 4.15.** For \( n \geq 3 \) the set \( \mathfrak{N}_n \subset \{n\}^2 \) is free, i.e. \( \Gamma_{n,3} \subset \Omega(\pi_{n,3}) \) is free. Furthermore, for \( n \geq 3 \) and \( r \geq 2 \) the set of weights \( \Gamma_{n,6r-3} \subset \Omega(\pi_{n,6r-3}) \) is free.

**Proof.** We remind the reader that 
\[
\mathfrak{N}_n = \{(s,1,s),(s,s,1),(s-1,s,s) \mid s = 2,3,\ldots,n\}.
\]
Let \( x = (x_1,x_2,x_3), y = (y_1,y_2,y_3) \in \mathfrak{N}_n \) be such that \( x \neq y \). We prove by a distinction of cases that \( x \) and \( y \) differ in at least two entries. First, we assume \( x_1 = y_1 \). Then \( a := x_1 = y_1 \geq 2 \), otherwise \( x = (1,2,2) = y \) contradicts \( x \neq y \). Thus \( x,y \in \{(a,1,a),(a,a,1),(a,a+1,a+1)\} \) and we conclude that \( x \) and \( y \) differ in at least two entries as \( x \neq y \). Second, we assume \( x_1 \neq y_1 \). There is nothing to show if \( x_2 \neq y_2 \), so we additionally assume \( b := x_2 = y_2 \). If \( b = 1 \), then we are done by \( x = (x_1,1,x_1) \) and \( y = (y_1,1,y_1) \). On the other hand, \( b \geq 2 \) yields \( x,y \in \{(b,b,1),(b-1,b,b)\} \) and as \( x \neq y \) they differ in the first and third entry. This proves the first statement.

For the second claim, recall that 
\[
\Gamma_{n,6r-3} = \{e_{\sigma(i),\sigma(j),\sigma(k)} \mid (i,j,k) \in \mathfrak{N}_{rn} \setminus \mathfrak{J}_r\},
\]
where \( \sigma : [rn] \to [n]^{2r-1} \) is injective, compare Remark 2.10. By the first part \( \mathfrak{N}_{rn} \) is free and so is its subset \( \mathfrak{N}_{rn} \setminus \mathfrak{J}_r \). Hence \( \Gamma_{n,6r-3} \) is free as \( \sigma \) is injective.

We are now ready to deduce Theorem 4.11.

**Proof of Theorem 4.11.** Recall that all the bounds in Theorem 4.11 hold for the weight margin \( \gamma_T(x) \) by Theorem 2.1. This was proven by exhibiting witness sets \( \Gamma_{n,d} \subset \Omega(\pi_{n,d}) \) such that \( 0 \notin \text{conv}(\Gamma_{n,d}) \), which gives the bound \( \gamma_T(\pi_{n,d}) \leq \text{dist}(0,\text{conv}(\Gamma_{n,d})) \). But if \( \Gamma_{n,d} \) is free, then we even have 
\[
\gamma_G(\pi_{n,d}) \leq \text{dist}(0,\text{conv}(\Gamma_{n,d}))
\]
by Proposition 4.8. By Proposition 4.14 the witness sets \( \Gamma_{2,3} \) and \( \Gamma_{2,2r}, \Gamma_{2,2r+1}, r \geq 2 \) for Theorem 2.1(a) are free, which proves Theorem 4.11(a). Similarly, we conclude parts (b) and (c) with Proposition 4.15, which shows that for \( n \geq 3 \) and \( r \geq 2 \) the witness sets \( \Gamma_{n,3} \) and \( \Gamma_{n,6r-3} \) are free.

### 4.4 Freeness for homogeneous polynomials

In the following we transfer the result from \( d \)-tensors to the natural \( \text{SL}(n) \) action on homogeneous \( d \)-forms in \( n \) variables. This representation is given by

\[
\varrho_{n,d} : \text{SL}(n) \to \text{GL}( \mathbb{C}[x_1, \ldots, x_n]_d ), \quad g \mapsto (p(x) \mapsto p(g^{-1}x)).
\]

Each monomial \( x^\alpha = x_1^{\alpha_1} \cdots x_n^{\alpha_n} \), given by a multi-index \( \alpha = (\alpha_1, \ldots, \alpha_n) \in (\mathbb{Z}_{\geq 0})^n \) with \( |\alpha| := \sum \alpha_i = d \), is a weight vector for \( \varrho_{n,d} \) with weight \( -\alpha + \frac{d}{n} \mathbf{1}_n \). Therefore

\[
\Omega(\varrho_{n,d}) = \left\{ -\alpha + \frac{d}{n} \mathbf{1}_n \mid \alpha \in (\mathbb{Z}_{\geq 0})^n \text{ with } |\alpha| = d \right\},
\]

i.e. \( \Omega(\varrho_{n,d}) = \Omega' \) from Equation (27) and the bounds from Corollary 2.13 apply to \( \gamma_{\text{ST}(n)}(\varrho_{n,d}) = \gamma(\Omega') \). If \( n = dm \) for some integer \( m \geq 1 \), then we have \( -\Omega(\pi_{m,d}) \subseteq \Omega(\varrho_{n,d}) \).

\[\blacktriangleright\text{Proposition 4.16.}\] Let \( n = dm \) for some integer \( m \geq 1 \). If \( \Gamma \subseteq \Omega(\pi_{m,d}) \) is free, then \( -\Gamma \subseteq \Omega(\varrho_{n,d}) \) is free.

**Proof.** We prove the statement by contraposition. Assume that \( -\Gamma \subseteq \Omega(\varrho_{n,d}) \) is not free. Then there exists a root \( \alpha = e_i - e_j \in \mathbb{R}^n \) of \( \text{SL}(n) \), where \( i, j \in [n] \) with \( i \neq j \), and two distinct weights \( \omega, \omega' \in -\Gamma \) such that \( \omega = \omega' + e_i - e_j \), equivalently \( -\omega = -\omega' - e_i + e_j \). The latter equation enforces \( -\alpha \) to be of the form

\[
(0_m, \ldots, 0_m, e_k - e_i, 0_m, \ldots, 0_m) \in (\mathbb{R}^m)^d \cong \mathbb{R}^n
\]

for some \( k, l \in [m] \) with \( k \neq l \), because \( -\omega, -\omega' \in \Omega(\pi_{m,d}) \). Thus, \( -\alpha \) is a root of \( \text{SL}(m)^d \) and hence \( \Gamma \subseteq \Omega(\pi_{m,d}) \) is not free. \(\blacktriangleright\)

As a consequence of the preceding Proposition we obtain bounds for the gap \( \gamma_{\text{SL}(n)}(\varrho_{n,d}) \).

\[\blacktriangleright\text{Theorem 4.17 (Gap for Polynomial scaling).}\] Let \( d \geq 3 \) and let \( n = dm \) for some integer \( m \geq 2 \). Then there exists a constant \( C > 0 \), independent of \( n \) and \( d \) such that

\[
\gamma_{\text{SL}(n)}(\varrho_{n,d}) \leq 2^{-Cd} = 2^{-Cn}.
\]

More concretely, for \( d = 3 \) and \( m \geq 3 \) it holds that

\[
\gamma_{\text{SL}(n)}(\varrho_{n,d}) \leq \text{dist} (0, \Gamma_{m,3}) \leq 2^{-m+1} = 2^{-\frac{d}{3}+1},
\]

and if \( m \geq 3 \) and \( d = 6r - 3 \) for some \( r \geq 2 \), we have

\[
\gamma_{\text{SL}(n)}(\varrho_{n,d}) \leq \text{dist} (0, \Gamma_{m,6r-3}) \leq 2^{-r(m-1)+1} = 2^{-\frac{(d+3)(m-1)}{6}+1} \approx 2^{-\frac{d+3}{6}}.
\]

**Proof.** We recall that Theorem 1.6 was proven by padding the results from Theorem 11. Thus, for each \( m \geq 2 \) and \( d \geq 3 \) the bound \( \gamma_{\text{SL}(n)}(\varrho_{n,d}) \leq 2^{-Cd} \) from Theorem 1.6 is witnessed by a free set of weights \( \Gamma_{m,d} \subseteq \Omega(\pi_{m,d}) \), i.e. \( 0 < \text{dist}(0, \text{conv}(\Gamma_{m,d})) \approx 2^{-Cd} \). But then \( 0 \notin \text{conv}(-\Gamma_{m,d}) \) and \( -\Gamma_{m,d} \subseteq \Omega(\varrho_{n,d}) \) is free by Proposition 4.16. Therefore, Proposition 4.8 yields

\[
\gamma_{\text{SL}(n)}(\varrho_{n,d}) \leq \text{dist} (0, \text{conv}(\Gamma_{m,d})) = \text{dist} (0, \text{conv}(\Gamma_{m,d})) \leq 2^{-Cd}.
\]

Similarly, we get the other bounds by using freeness of \( \Gamma_{m,3} \) and, respectively, \( \Gamma_{m,6r-3} \) (see Proposition 4.15) combined with the distance bounds Lemma 2.7 and Lemma 2.12, respectively. \(\blacktriangleright\)
4.5 Freeness and diameter bound

In this section we show that the diameter lower bound of Theorem 1.1 generalizes to diameter bounds for the capacity Equation (4) over the noncommutative group \( G = \text{SL}(n)^d \). Many algorithms for computing the capacity have resorted to geodesically convex optimization - \( G \) can be viewed as a manifold on which \( g \mapsto \|g \cdot v\|^2 \) is geodesically convex. The distance between an element of \( g \) and the identity in this geometry is closely related to the condition number of the matrix \( g \). The diameter bound question is the following: given an input \( v \) and \( \varepsilon > 0 \), how large a ball in \( G \) about the identity must we optimize over to find an approximate minimizer \( g \in G \) such that \( \|g \cdot v\|^2 - \text{cap}(v) \leq \varepsilon \)? In other words, how well-conditioned can we expect approximate minimizers to Equation (4) to be? This matters because all the algorithms we know start at the origin and take small steps in the manifold, and if all the high-precision solutions are far from the origin then such algorithms cannot reach any of them quickly.

Before tackling this question we must make our notions of distance more precise. The manifold we use is actually not \( G \) but rather the manifold \( P \) of Hermitian, positive-definite matrices in \( G \). Indeed, we can write

\[
\inf_{g \in G} \|g \cdot v\|^2 = \inf_{g \in G} \langle v, g^1 g \cdot v \rangle = \inf_{x \in P} \langle v, x \cdot v \rangle.
\]

Thus we may instead optimize the function \( f_v : g \mapsto \langle v, g \cdot v \rangle \) over \( P \). The manifold \( P \) is a prototypical example of a Hadamard manifold, a complete, simply connected Riemannian manifold of non-positive sectional curvature [8]. For us, \( G = \text{SL}(n)^d \) for some \( d \), and so \( P \) is just the set of \( d \)-tuples of positive-definite matrices of determinant 1. Even for \( d = 1 \), \( P \) contains a totally geodesic submanifold isometric to the hyperbolic plane; as such the volumes of balls grow exponentially in their radius.\(^\text{18}\) The function \( f_v : g \mapsto \|g \cdot v\|^2 \) is convex along geodesics in this manifold [12]\(^\text{19}\). The geodesics through a point \( X \in P \) are given by \( \gamma(t) = \sqrt{X} e^{H t} \sqrt{X} \) for Hermitian \( H \). The Riemannian gradient \( \nabla \log f_v \) of \( f_v \) at \( g \in P \) is given by the moment map \( \mu_G(g \cdot v) \). The geodesic ball of radius \( R \) in \( P \) about the identity is given by

\[
B_R := \{ e^A : \text{A traceless, Hermitian, } \|A\|_F \leq R \} \subseteq P.
\]

In a slight abuse of notation, we define the geodesic ball in \( G \) (rather than \( P \)) to be \( KB_R \), as in the introduction. The values taken by \( f_v \) over \( B_{2R} \) are the same as the values taken by \( g \mapsto \|g \cdot v\|^2 \) on \( KB_R \). We now define diameter bounds.

\[\text{Definition 4.18.} \text{ The diameter bound } D_f(\varepsilon) \text{ for a function } f \text{ on } P \text{ and a real number } \varepsilon > 0 \text{ is defined as the infimum over } R > 0 \text{ such that } \]

\[\inf_{g \in B_R} f(g) \leq \varepsilon + \inf_{g \in P} f(g).\]

We will show that the diameter bound for the norm-squared function can grow faster than \( \text{poly}(n, \log(1/\varepsilon)) \) for \( d = 3 \). Firstly, we need to review how diameter bounds for tensors in \((\mathbb{R}^{n})^d\) like that in Theorem 1.1 relate to diameter bounds for tensors in \((\mathbb{C}^{\otimes n})^d\) over \( \text{SL}(n)^d \).

\(^\text{18}\) The volume of a ball can be computed exactly [27], but the very crude bound of volume \( \Omega(e^{\Theta(r)} - O(n \log n)) \) for the geodesic ball of radius \( r \) can be proved elementarily. The manifold \( PD(n) \cap \text{SL}(n) \) contains the hyperbolic plane as a totally geodesic submanifold, in which the ball of radius \( r \) has area \( e^{\Theta(r)} \) [15]. This shows the ball of radius \( r \) in \( PD(n) \cap \text{SL}(n) \) contains \( \Omega(e^{\Theta(r)}) \) balls of radius 1, which themselves have volume at least \( e^{-O(n \log n)} \) by comparison with the Euclidean ball.

\(^\text{19}\) This was implicitly shown much earlier in [36].
and $\mathrm{ST}(n)^d$. Minimizing $f_\varepsilon(g)$ over the subset $P \cap \mathrm{ST}(n)^d \subseteq P$, or the tuples of positive-definite diagonal matrices within $\mathrm{SL}(n)^d$, results in a program of the form Equation (2). For $d = 3$, for example,
\begin{align}
\inf_{g \in P \cap \mathrm{ST}(n)^d} \langle v, g \cdot v \rangle = \inf_{x \in [n]^3} \sum_{\omega \in \Omega_{n,3}} p_{\omega} e^{\omega \cdot x} = \inf_{x \in (1^+)^3} \sum_{\omega \in \Omega_{n,3}} p_{\omega} e^{\omega \cdot x}
\end{align}
where $\Omega_{n,3} = \{ (\varepsilon_i, \varepsilon_j, \varepsilon_k) : i, j, k \in [n] \}$ and $p_{(\varepsilon_i, \varepsilon_j, \varepsilon_k)} = |v_{ijk}|^2$. The correspondence is exactly $g = e^{\text{diag}(x)}$ for $x \in (1^+)^3$, which implies the following.

Lemma 4.19. For all $\varepsilon > 0$, the diameter bound $D_f(\varepsilon)$ for the function $f_\varepsilon : g \mapsto \langle v, g \cdot v \rangle$ on $\mathrm{ST}(n)^d$ is equal to the diameter bound $D_{f_\varepsilon}(\varepsilon)$ of the function $f_{\varepsilon}$, where $p_{ijk} = |v_{ijk}|^2$, or
\begin{align}
f_\varepsilon : (\mathbb{R}^n)^3 \rightarrow \mathbb{R}, \quad x \mapsto \sum_{i,j,k \in [n]} |v_{ijk}|^2 e^{\langle \varepsilon_i, \varepsilon_j, \varepsilon_k \rangle x}.
\end{align}

Of course, there’s nothing special about $d = 3$ here, and the lemma generalizes straightforwardly to other $d$. For instance, applying Lemma 4.19 for $d = 2$ shows that restricting operator scaling to diagonal matrices yields an instance of matrix scaling. We have shown how diameter bounds over $\mathrm{ST}(n)^d$ relate to those over $(\mathbb{R}^n)^d$. Now we complete the chain by showing how to relate diameter bounds over $\mathrm{SL}(n)^d$ to those over $\mathrm{ST}(n)^d$. We will show that tensors with free support (defined in Definition 4.12) have the same diameter bound over $\mathrm{SL}(n)^d$ as they do over $\mathrm{ST}(n)^d$, which by Theorem 1.1 and Lemma 4.19 we have shown can be superpolynomial. We then show that the construction from Section 3.2 is free.

Theorem 4.20. Let $G$ denote $\mathrm{SL}(n)^d$, and let $T$ denote $\mathrm{ST}(n)^d$. Suppose $\mu_T(t \cdot v) = \mu_G(t \cdot v)$ for all $t \in T$ (which holds if $v$ has free support). Then for any $R > 0$ we have
\begin{align}
\inf_{g \in B_R} f_\varepsilon(g) = \inf_{g \in T \cap B_R} f_\varepsilon(g),
\end{align}
where $B_R$ denotes the geodesic ball of radius $R$ about the identity in $G$.

Proof. Define $B := B_R$ and recall that $P$ denotes the positive-definite matrices in $G$. Let $f : P \rightarrow \mathbb{R}$ be given by $f : g \mapsto \langle v, g \cdot v \rangle$. Clearly $\inf_{g \in B} f(g) \leq \inf_{g \in T \cap B} f(g)$. We must show the converse inequality. Let $g^* := \arg \min_{g \in B} f(g)$. Recall that $P$ is a Hadamard manifold. Define $T_+$ to be $T \cap P$. Let $\pi g^*$ denote the projection of $g^*$ to $T_+$, that is, the closest point in $T_+$ to $g^*$. As $T_+$ is a geodesically convex set, projections to $T_+$ are unique and distances decrease under the projection [8, Theorem 2.1.12]. Thus, $\pi g^* \in B$. If we can show that $f(\pi g^*) \leq f(g^*)$ then the proof is complete.

Let $g^* = \exp_{x^*}(x)$ for some $x$ in the tangent space $T_{x^*}P$ to $P$ at $x^*$. That is, $\gamma : [0,1] \rightarrow P$, $t \mapsto \exp_{x^*}(tx)$ is the geodesic between $x^*$ and $g^*$. Then, in the local inner product $\langle \cdot, \cdot \rangle_{g^*}$ at $x^*$, $x$ is orthogonal to the tangent space $T_{x^*}P \subseteq T_{x^*}P$ of $T_+$ at $x^*$, because $\pi g^*$ is a local minimum of the geodesically convex function $d(g^*, \cdot)^2$ on $T_+$ and $x$ is proportional to the gradient of $d(g^*, \cdot)^2$ at $g^*$. The function $f$ is geodesically convex, and its gradient $\nabla f(\pi g^*)$ is proportional to the moment map $\mu_G(\pi g^*, \cdot)$. By the assumption that $\mu_T(t \cdot v) = \mu_G(t \cdot v)$ for all $t \in T$, $\mu_G(\pi g^*, \cdot)$ is in $\mathfrak{g} \text{Lie}(T_K)$, which is precisely the tangent space of $T_+$ at $\pi g^*$. Thus
\begin{align}
f(\pi g^*) = f(\exp_{x^*}(x)) \geq f(\pi g^*) + \langle x, \nabla f(\pi g^*) \rangle_{\pi g^*} = f(\pi g^*),
\end{align}
which completes the proof.

Lemma 4.21. The support of the tensor $p$ from Theorem 1.1 is free.
Proof. Recall that a tensor in $(\mathbb{C}^n)^{\otimes 3}$ is free if and only if the supports of distinct rows of its weight matrix intersect in at most one element. The construction in Proposition 3.5 preserves freeness, so we can consider the case $n = 3(l + 1)$ treated in the proof of Theorem 1.1. Recall that, in this case, the support of $p$ is $\Omega'_0 \cup \omega'$ where $\Omega'_0$ is the rows of a matrix $M$ defined from the directed graph $D_l$. Each row in the matrix $M$ corresponds to some edge $D_l$. Let us first verify that $\Omega'_0$ is free. Assuming the rows correspond to the same edge, they can be verified to have intersection in at most one element, because the nonzero entries of the three rows corresponding to an edge are contained in a $3 \times 6$ submatrix with the following form:

$$
\begin{bmatrix}
A & \ I \\
A & \ 0 & \ I \\
A & \ I & \ 0
\end{bmatrix} = 
\begin{bmatrix}
0 & 1 & 1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 & 0 & 1
\end{bmatrix}
$$

Here the cells containing 1 are colored for readability. Now consider the case that the rows belong to two different edges. If the two edges share no vertices, then clearly the corresponding edges do not intersect. Because the graph is a directed tree, edges may only share a vertex which is the sink of at least one of the edges. If the vertex is a sink for both edges, then the nonzero entries in the 6 rows belonging to either edge (after permutation) take the form:

$$
\begin{bmatrix}
0 & A & \ I \\
A & \ 0 & \ I \\
A & \ I & \ 0
\end{bmatrix} = 
\begin{bmatrix}
0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 \\
1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
$$

If the shared vertex is a sink for only one edge, then the rows are:

$$
\begin{bmatrix}
0 & A & \ I \\
A & \ 0 & \ I \\
A & \ I & \ 0
\end{bmatrix} = 
\begin{bmatrix}
0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 \\
1 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0
\end{bmatrix}
$$

In all these cases it can be verified that supports of distinct rows intersect in at most one element. Lastly, we need to make sure that the intersection of the support of $\omega'$ with the support of any element of $\Omega'_0$ is at most one. Recall that $\omega'$ is defined to have entry one in each block corresponding to the leaves $u_l, v_l, w_l$ in $D_l$. However, there are no edges between the leaves, so the support of no row can intersect that of $\omega'$ in more than one element. ▶

We are now nearly ready to prove Theorem 1.4. We would simply use the array $p$ from the proof of Theorem 1.1, but setting $|v_{ijk}|^2 = p_{ijk}$ would not be solvable over the rationals. Therefore we must round $\sqrt{p_{ijk}}$, which requires some additional technical lemmas proven in Appendix E.

\textbf{Lemma 4.22 (Rounding and diameter bounds).} Let $p, q : \Omega \to \mathbb{R}_{\geq 0}$ be positive functions on a finite set $\Omega \subseteq \mathbb{R}^m$. Suppose there is a set $B$ such that

$$
\inf_{x \in B} f_p(x) \geq (1 + \varepsilon) \cap p,
$$

and let $M = \max \{1/q_\omega, 1/p_\omega : \omega \in \Omega\}$. Then

$$
\inf_{x \in B} f_q(x) \geq ((1 + \varepsilon)(1 - M|p - q|_1) - M\|p - q\|_1) \cap q.
$$
Lemma 4.23 (Rounding and capacity). Let $\Omega \subseteq \mathbb{R}^m$ be finite and let $p, q : \Omega \to \mathbb{R}_{\geq 0}$ be positive functions on $\Omega$. Let $M_0 = \max_{x \in \Omega} 1/q_x$. Then

$$\log \text{cap } q \geq \log \text{cap } p - M_0\|p - q\|_\infty.$$ 

Proof of Theorem 1.4. First recall that the values taken by $g \mapsto \|g \cdot v\|^2$ on the geodesic ball $KB_R$ in $G$ are the same as the values taken by $f_v : g \mapsto \langle v, g \cdot v \rangle$ on $B_{2R}$ in $P$. Thus it is enough to show that $f := f_v$ has diameter bound $D_f(\varepsilon) = \Omega(2^{n/3} \log(1/\varepsilon))$ for $\varepsilon \leq e^{-Cn^2 \log n}$.

We will apply Lemma 4.22 with $p$ as in the proof of Theorem 1.1 and $q_{ijk} = |v_{ijk}|^2$, with $v_{ijk}$ chosen so that $v$ has the same support as $p$ and $p_{ijk} - \delta < |v_{ijk}|^2 \leq p_{ijk}$ for $\delta$ small. Because $v$ is free, by Theorem 2.40 the diameter bound for $f_v$ is the same as the diameter bound for $f_q$. It remains to show that $D_{f_q}(\varepsilon) = \Omega(2^{n/3} \log(1/\varepsilon))$. We will do this by relating $D_{f_q}(\varepsilon)$ to $D_{f_p}(\varepsilon)$; in particular we will show $D_{f_q}(\varepsilon) \geq D_{f_p}(\varepsilon)$.

Let $R = D_{f_p}(\varepsilon)$. We have $\inf_{x \in (\mathbb{R}^n)^3, |x| \leq R} f_p(x) = \text{cap}(p) + \varepsilon = (1 + 2\varepsilon)\text{cap}(p)$, recalling that $\text{cap}(p) = 1/2$. By Lemma 4.22,

$$\inf_{x \in (\mathbb{R}^n)^3, |x| \leq R} f_q(x) \geq ((1 + 2\varepsilon)(1 - M\|p - q\|_\infty) - M\|p - q\|_1)\text{cap}(q).$$

As $\text{cap } q \leq 1/2$, if $M\|p - q\|_\infty \leq M\|p - q\|_1 \leq \varepsilon e$ for $\varepsilon$ a small enough constant, then we have $((1 + 2\varepsilon)(1 - M\|p - q\|_\infty) - M\|p - q\|_1)\text{cap } q = \text{cap } q + \Omega(\varepsilon)$, so

$$\inf_{x \in (\mathbb{R}^n)^3, |x| \leq R} f_q(x) \geq \text{cap } q + \Omega(\varepsilon).$$

Thus $D_{f_q}(\Omega(\varepsilon)) \geq D_{f_q}(\varepsilon)$ assuming $M\|p - q\|_1 \leq e\varepsilon$. To ensure that this constraint is satisfied, choose $v$ of bit complexity $O(\log n + \log(1/\varepsilon))$ such that $\|p - q\|_1 = \frac{1}{2\varepsilon}$. Because $p_{ijk} = \Omega(1/n)$ for $i, j, k$ in the support of $p$ by construction, we have $q_{ijk} = \Omega(1/n)$ for $i, j, k$ in the support of $q$ and hence $M = O(n)$. Thus $M\|p - q\|_1 \leq \varepsilon e$. Applying Lemma 4.23 together with our assumptions about the size of $p - q$ and the fact that $\text{cap } q = \text{cap } v$ implies the final claim that $\text{cap } (v) \geq 1/4$ and that $1 \geq \|v\| \geq 1/2$.

Finally, we remark that the same diameter bound holds for $d \geq 3$ for tuples of tensors. We note that if $v \in (\mathbb{C}^n)^{\otimes 3}$ has free support, then so does the tensor $v \otimes v_i \otimes \ldots \otimes v_i \subset (\mathbb{C}^n)^{\otimes d}$ for $d \geq 3$. By Proposition 4.8, the tuple $w \in ((\mathbb{C}^n)^{\otimes d})^n$ given by

$$w_l = \frac{1}{n} v \otimes v_i \otimes \ldots \otimes v_i$$

for $l \in [n]$ has $\mu_T(t \cdot v) = \mu_G(t \cdot v)$ for all $t \in \text{ST}(n)^d$. The commutative problem obtained by restricting to $\text{SL}(n)^d$ as in Lemma 4.19 is precisely $f_q$ as in Corollary 3.7. As in the proof of Theorem 1.4, by Theorem 2.40, Lemma 4.19 and Corollary 3.7, we have the following.

Corollary 4.24. There is a constant $C > 0$ such that the following holds for all $d \geq 3$.

For all $\varepsilon \leq \exp(-Cn^2 \log n)$, there is a tuple of tensors $w = w(\varepsilon) \in ((\mathbb{C}^n)^{\otimes d})^n$ with $O(n^2)$ nonzero entries of bit complexity $O(\log n + \log(1/\varepsilon))$, and a geodesic ball $B = B(\varepsilon)$ of radius $\Omega(2^{n/3} \log(1/\varepsilon))$ about the identity in $\text{SL}(n)^d$, such that

$$\inf_{g \in B} \|g \cdot w\|^2 \geq \text{cap}(v) + \varepsilon.$$

Moreover, it holds that $1/4 \leq \text{cap}(w) \leq 1$ and $1/2 \leq \|w\| \leq 1$. 
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4.6 A bound on weight margin and gap for quivers

For $d \geq 2$ let $Q_d$ be the quiver

\[
\begin{array}{cccccc}
1 & \rightarrow & 2 & \rightarrow & 3 & \cdots & d-2 & \rightarrow & d-1 & \rightarrow & d \\
1 & \rightarrow & 2 & \leftarrow & 3 & \cdots & d-2 & \leftarrow & d-1 & \leftarrow & d \\
\end{array}
\]

if $d$ even

\[
\begin{array}{cccccc}
1 & \rightarrow & 2 & \rightarrow & 3 & \cdots & d-2 & \rightarrow & d-1 & \leftarrow & d \\
1 & \rightarrow & 2 & \leftarrow & 3 & \cdots & d-2 & \leftarrow & d-1 & \leftarrow & d \\
\end{array}
\]

if $d$ odd.

and let $Q_d^{(k)}$ be the quiver one obtains from $Q_d$ by adding $k-1$ additional copies of each arrow in $Q_d$. As before, let $G = \text{SL}(n)^d$ and $T = \text{ST}(n)^d$. Then $G$ acts on the quiver $Q_d$ with dimension vector $(n, \ldots, n)$ as described in the introduction. We denote the corresponding representation by $\pi_d$. Note that the action of $G$ on $Q_d^{(k)}$ with dimension vector $(n, \ldots, n)$ is given by $\pi_d^k$. In this subsection we prove a bound on the weight margin of $\pi_d$ and on the gap of $\pi_d^2$. The bound on $\gamma_G(\pi_d^2)$ is thanks to the refinement of freeness in Proposition 4.8 pointed out by Visu Makam.

**Theorem 4.25.** Let $n, d \geq 2$ and denote the natural action of $G = \text{SL}(n)^d$ on the quiver $Q_d$ with dimension vector $(n, \ldots, n)$ by $\pi_d$: $\text{SL}(n)^d \rightarrow \text{GL}(V_d)$, where $V_d = (\mathbb{C}^{n \times n})^{d-1}$. The representation $\pi_d^2$ corresponds to the $G$-action on the quiver $Q_d^{(n)}$ with dimension vector $(n, \ldots, n)$. It holds that

\[
\gamma_T(\pi_d) \leq (n-1)^{-d+1} \quad \text{and} \quad \gamma_G(\pi_d^2) \leq (n-1)^{-d+1}.
\]

**Remark 4.26.** Before proving the theorem, we point out a few consequences.

1. **Theorem 4.25** shows that $\gamma_T(\pi_d)^{-\frac{1}{2}}$ and $\gamma_G(\pi_d^2)^{-\frac{1}{2}}$ are not polynomially bounded with respect to $\dim V_d = (d-1)n^2$ and $\dim \text{SL}(n)^d = d(n^2 - 1)$. Instead we see for fixed $n$ and $d \rightarrow \infty$ an exponential behaviour in the number of vertices $d$. Thus, our bound shows that the exponential behaviour in $d$ cannot be avoided in general lower bounds for quiver actions like [12, Theorem 6.21 Item 4]. The latter applied to $\pi_d$ shows $\gamma_T(\pi_d) \geq n^{-d} - (3/2)(d(n+1))^{-d}$.

2. The proof of Theorem 4.25 below shows that for the bound on the gap it is enough to consider the quiver $Q_d^{(n-1)}$ with an additional $n^{th}$ arrow from $d$ to $d-1$.

3. The ideas presented below can be adjusted to prove similar bounds for other dimension vectors. For example, one can show that the gap for the $\text{SL}$-action on $Q_d^{(2)}$ with dimension vector $(1,3,3,\ldots,3,2)$ is inverse exponential in $d$. This aligns with an algebraic barrier for this action; the invariants that cut out the null cone for this action have exponential degree [19, Proposition 1.5].

4. The quiver $Q_d$ is of finite representation type and has no oriented cycles. Therefore, the null-cone membership problem for $\pi_d$ can be solved in polynomial-time by algebraic algorithms. This means $Q_d$ is an example where the weight margin is very small but there still exist efficient algorithms. Can the existence of efficient algorithms still be explained by a large gap in this case? This leads to the following interesting open question.

**Problem 4.27.** Is the gap $\gamma_G(\pi_d)$ inverse polynomial in $n$ and $d$?

A positive answer would provide an interesting example, since in this case the weight margin of $\pi_d$ would be significantly smaller than the gap of $\pi_d$.

We now introduce several lemmas needed to prove Theorem 4.25. Note that the set of weights of $\pi_d$ viewed as a subset of $(\mathbb{R}^n)^d$ is

\[
\{(a_1^{d-1} \varepsilon_i, a_1^{d-2} \varepsilon_j, 0, \ldots, 0), (0, \ldots, \varepsilon_i, a_1^{d-1} \varepsilon_j, 0, \ldots, 0), (0, \ldots, 0, \varepsilon_i, a_1^{d-2} \varepsilon_j, 0, \ldots, 0), \ldots, (0, \ldots, 0, \varepsilon_i, -\varepsilon_j) \mid i, j \in [n]\}.
\]

---

20 Personal communication with Visu Makam. There does not seem to be an explicit reference in the literature.
We define recursively the subsets of weights
\[ \Gamma_2 := \{(ε_i, -ε_j) \mid i \in [n-1], j \in [n]\} \subseteq \Omega(π_2) \subseteq \mathbb{R}^{2n} \]
for \(d \geq 3\), \(\Gamma_d := \{(d-1)^{d-1}ε_n, 0_n, \ldots, 0_n \} \cup \{(0_n) \times \Gamma_{d-1}\} \subseteq \Omega(π_d) \subseteq \mathbb{R}^{dn} \).

\[ \textbf{Remark 4.28.} \] We note that for \(d \geq 2\), \(\Gamma_d\) is not free. For instance, we can always write
\[ (0_n, \ldots, 0_n, ε_1, -ε_1) = (0_n, \ldots, 0_n, ε_1, -ε_2) + (0_n, \ldots, 0_n, ε_2 - ε_1), \]
i.e. the weights \((0_n, \ldots, 0_n, ε_1, -ε_1), (0_n, \ldots, 0_n, ε_1, -ε_2) \in \Gamma_d\) differ by the root \((0_n, \ldots, 0_n, ε_2 - ε_1)\) of \(\text{SL}(n)^d\). Therefore, we cannot deduce a bound on the gap \(γ_G(π_d)\) via Proposition 4.8. However, the latter allows us to deduce at least a bound on the gap of \(π^*_d\).

In the next two lemmas we show that \(\Gamma_d\) witnesses the bound on \(γ_T(π_d)\) and afterwards we use Proposition 4.8 to transfer this bound to \(γ_G(π^*_d)\).

\[ \textbf{Lemma 4.29.} \] For all \(d \geq 2\) it holds that \(0 \notin \text{conv}(\Gamma_d)\).

**Proof.** We prove the statement by induction on \(d \geq 2\). For \(d = 2\), just note that any element in \(\text{conv}(\Gamma_2) \subseteq \mathbb{R}^{2n}\) has value \(-1/n\) in the \(n\)-th entry. In particular, \(0 \notin \text{conv}(\Gamma_2)\). For \(d \geq 3\) let
\[ x = \sum_{ω \in \Gamma_d} λ_ω \cdot ω \quad \lambda_ω \geq 0 \]
be a convex combination of the elements in \(Γ_d\). Assume there is an \(i \in [n-1]\) such that for
\[ ω_i := ((-1)^{d-1}ε_1, (1)^{d-1}ε_n, 0_n, \ldots, 0_n) \]
one has \(λ_ω_i > 0\). Then the \(n\)-th entry of \(x\) is non-zero, since \(ω_i\) has \(n\)-th entry \((-1)^{d+1}/n\) and all (other) \(ω \in Γ_d\) have \((-1)^{d+1}/n\) or zero as \(n\)-th entry. On the other hand, if \(λ_ω_i = 0\) for all \(i \in [n-1]\), then \(x \in \{0_n\} \times \text{conv}(Γ_{d-1})\). By induction hypothesis on \(d - 1\) we necessarily have \(x \neq 0\).

\[ \textbf{Lemma 4.30.} \] For \(d \geq 2\) it holds that \(x_d := λ_d((-1)^{d-1}ε_n, 0_n, \ldots, 0_n) \in \text{conv}(Γ_d)\), where
\[ \lambda_d := \left(\sum_{i=1}^{n-1} (n-1)^i \right)^{-1}. \]

In particular, \(\|x_d\|_2 < |λ_d| \leq (n - 1)^{-d+1}\).

**Proof.** We proceed by induction on \(d \geq 2\). In the case \(d = 2\), consider the convex combination
\[ \sum_{i=1}^{n-1} \frac{1}{n(n-1)n} (ε_i, -ε_j) = \frac{1}{n-1}(-ε_n, 0_n) = x_2, \]
where \(x_2 \) is defined. Now assume the claim is proven for some \(d \geq 2\), hence
\[ \lambda_d(0_n, (-1)^{d-1}ε_n, 0_n, \ldots, 0_n) \in \{0_n\} \times \text{conv}(Γ_d) \subseteq \text{conv}(Γ_{d+1}). \]
Setting \(μ := (n - 1)λ_d+1, \lambda_d^{-1}\) we have \(μλ_d = (n - 1)λ_{d+1}\) and \(μ + (n - 1)λ_{d+1} = 1\). Together with (5) and (33) we deduce \(x_{d+1} \in \text{conv}(Γ_{d+1})\) via
\[ μλ_d(0_n, (-1)^{d-1}ε_n, 0_n, \ldots, 0_n) + λ_{d+1} \sum_{i=1}^{n-1} ((-1)^{d+1}ε_i, (-1)^dε_n, 0_n, \ldots, 0_n) = x_{d+1}. \]
This ends the induction. Finally, \(\|x_d\|_2 < |λ_d|\) follows from \(\|ε_n\|_2 < 1\).
Proof of Theorem 4.25. By Lemma 4.29 and Lemma 4.30 we have
\[ \gamma_T(\pi_d) \leq (n - 1)^{-d+1}. \]

With the fact \( \Omega(\pi_d) = \Omega(\pi_d^2) \) and with Proposition 4.8 we transfer this bound to the gap of \( \pi_d^2 \). To do so, we note that the natural inner product on \( V_d^n = (\mathbb{C}^{n \times n})^n(\mathbb{R}^d) \), given by the trace inner product on each \( \mathbb{C}^{n \times n} \) copy, is invariant under the action of \( K = SU(n)^d \). Clearly, distinct \( \mathbb{C}^{n \times n} \) copies are orthogonal under this inner product. Thus, to be able to apply Proposition 4.8 it is enough to assign to each \( \mathbb{C}^{n \times n} \) copy, namely to each arrow of \( Q_d(n) \), a matrix \( M_i \) such that \( \text{supp}(M_i) \) is free and \( \Gamma_d = \bigcup_i \text{supp}(M_i) \).

For this, we consider the \( n \times n \) matrices
\[
M := \begin{pmatrix} I_{n-1} & 0 \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad P := \begin{pmatrix} 0 & I_{n-1} \\ 1 & 0 \end{pmatrix},
\]
and \( E_{i,j} \) is the matrix with \( (i,j) \)-entry one and all other entries zero. Then \( E_{i,i}P = E_{i,\sigma(i)} \), where \( \sigma : [n] \to [n] \) is the cycle \( (1 \ 2 \ \ldots \ n) \). Therefore, for \( k \in [n] \) we have
\[ \text{supp}(M P^{k-1}) = \left\{ (0_{n(d-2)}, \varepsilon_{i_1} - \varepsilon_{\sigma(i_1)} - \varepsilon_{\sigma^2(i_1)} - \ldots - \varepsilon_{\sigma^{k-1}(i_1)}) \mid i \in [n-1] \right\} \quad \text{and} \quad \{0_{n(d-2)}\} \times \Gamma_2 = \bigcup_{k \in [n]} \text{supp}(M P^{k-1}).\]

For fixed \( k \), \( i_1 \neq i_2 \) implies \( \sigma^{k-1}(i_1) \neq \sigma^{k-1}(i_2) \), so any distinct elements of \( \text{supp}(M P^{k-1}) \) differ in the last two \( \mathbb{R}^n \)-components. Hence, each \( \text{supp}(M P^{k-1}) \) is free and we assign \( M, MP, \ldots, M P^{n-1} \) to the \( n \) arrows that go from vertex \( d \) to vertex \( d-1 \). For \( l \in [d-2] \), we assign to the \( n \) arrows between the vertices \( l \) and \( l+1 \) of each of the matrices \( E_{1,n}, E_{2,n}, \ldots, E_{n,1,n} \) at least once. (Exactly one of the latter matrices is assigned to two of these arrows.) Clearly, the support of \( E_{i,n}, i \in [n-1] \) is free as it contains just one weight. By construction, this assignment does the job. Moreover, the argument shows that \( n-1 \) arrows between the vertices \( l \) and \( l+1, l \in [d-2] \), suffice. \( \blacklozenge \)
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is naturally a Lie group (c.f. [31, Theorem 1.19]) with real many copies of needed in this paper, i.e. the reductive group see e.g. [12, section 2]. For the sake of clarity and concreteness we stick to the special case actually work in the very general setting of reductive groups and their rational representations, 

In this section we briefly recall some representation theory. All the concepts we present here

\[ f_p \text{ the function } \mathbb{R}^m \to \mathbb{R}_{\geq 0}, x \mapsto \sum_{p \in \Omega} p \cdot e^{-p \cdot x}, \text{ see Equation (2)} \]

\[ \text{cap}(p) \text{ the capacity of a non-negative function } p \text{ on a finite set } \Omega \subseteq \mathbb{R}^m, \text{ see Equation (2)} \]

\[ \text{cap}(v) \text{ the capacity of a vector } v \text{ under a group action, see Equation (4)} \]

\[ [n] \text{ the set } \{1, 2, \ldots, n\} \]

\[ 0_n \text{ the zero vector in } \mathbb{R}^n \]

\[ e_i \text{ the } i^{th} \text{ canonical unit vector in } \mathbb{R}^n \]

\[ 1_n \text{ the all-ones vector in } \mathbb{R}^n \]

\[ 1_n^\perp \text{ the orthogonal complement of } 1_n \text{ in } \mathbb{R}^n, \text{ i.e. } \{ (v_1, \ldots, v_n) \in \mathbb{R}^n : \sum v_i = 0 \} \]

\[ \varepsilon_i \text{ the vector } e_i - \frac{1}{n} 1_n \]

\[ I_n \text{ the } n \times n \text{ identity matrix} \]

\[ \text{dist}(0, S) \text{ the distance from the origin to the set } S \]

\[ \text{conv}(S) \text{ the convex hull of } S \text{ in } \mathbb{R}^n \]

\[ \text{Aff}(S) \text{ the affine hull of } S \text{ in } \mathbb{R}^n \]

\[ \pi_{n,d} \text{ the representation for } d\text{-dimensional tensor scaling} \]

\[ \Omega(\pi) \text{ the set of weights of a representation } \pi \]

\[ \Omega_{n,d} = \Omega(\pi_{n,d}) \text{ the set } \{ \varepsilon_i : i \in [n] \}^d \text{ corresponding to } d\text{-dimensional array scaling; equal to the set of weights of the tensor scaling representation } \pi_{n,d}; \text{ see Example 4.5} \]

\[ \gamma(\Omega) \text{ the margin of the finite set } \Omega \subseteq \mathbb{R}^m, \text{ see Definition 1.2} \]

\[ \gamma_{\pi}(\pi) \text{ the weight margin of a representation } \pi, \text{ i.e. } \gamma(\Omega(\pi)), \text{ see Definition 4.3} \]

\[ \gamma_{\pi}(\pi) \text{ the gap of a representation } \pi, \text{ see Definition 4.3} \]

\[ \text{tr}(A) \text{ the trace of a square matrix } A \]

\[ D_f(\varepsilon) \text{ the diameter bound of a function } f \text{ for } \varepsilon > 0, \text{ see Definition 3.1 respectively Definition 4.18} \]

\[ |A|_F \text{ the Frobenius norm of a square matrix } A \]

\[ e^A \text{ the exponential of a square matrix } A \]

\[ \text{Lie}(G) \text{ the Lie algebra of a matrix Lie group } G \]

\[ \text{GL}(n) \text{ the group of invertible complex } n \times n \text{ matrices} \]

\[ \text{SL}(n) \text{ the group of invertible complex } n \times n \text{ matrices with determinant one} \]

\[ \text{ST}(n) \text{ the group of diagonal invertible complex } n \times n \text{ matrices with determinant one} \]

\[ \text{SU}(n) \text{ the group of unitary matrices of size } n \times n \text{ and determinant one} \]

\[ \text{Herm}(n) \text{ the set of complex Hermitian } n \times n \text{ matrices} \]

\[ \text{GL}(V) \text{ the group of } \mathbb{C}\text{-linear, bijective maps } V \to V, \text{ where } V \text{ is a } \mathbb{C}\text{-vector space} \]

In this section we briefly recall some representation theory. All the concepts we present here actually work in the very general setting of reductive groups and their rational representations, see e.g. [12, section 2]. For the sake of clarity and concreteness we stick to the special case needed in this paper, i.e. the reductive group \( \text{SL}(n)^d := \text{SL}(n) \times \cdots \times \text{SL}(n) \) with \( d \geq 1 \) many copies of \( \text{SL}(n) \).

We call a Euclidean-closed subgroup \( H \subseteq \text{GL}(n) \) a matrix Lie group. Indeed, such an \( H \) is naturally a Lie group (c.f. [31, Theorem 1.19]) with real Lie algebra

\[ \text{Lie}(H) := \{ A \in \mathbb{C}^{n \times n} \mid \forall t \in \mathbb{R} : e^{tA} \in H \}. \]
The Lie bracket for $\text{Lie}(H)$ is the commutator $[A, B] := AB - BA$. Moreover, for $d \geq 1$ the product $H^d := H \times \cdots \times H$ becomes a matrix Lie group via block-diagonal embedding into $GL(dn)$, i.e.

$$H^d \hookrightarrow GL(dn), \quad (h_1, \ldots, h_d) \mapsto \begin{pmatrix} h_1 & & \\ & \ddots & \\ & & h_d \end{pmatrix}$$

Then the Lie algebra of $H^d$ is $\text{Lie}(H)^d = \text{Lie}(H) \times \cdots \times \text{Lie}(H)$ block-diagonally embedded into $\mathbb{C}^{dn \times dn}$. If $G \subseteq GL(n)$ is another matrix Lie group, then $G \cap H$ is again a matrix Lie group with Lie algebra $\text{Lie}(G \cap H) = \text{Lie}(G) \cap \text{Lie}(H)$.

**Example B.1.** The groups $GL(n)$, $SL(n)$, $U(n)$ and $GT(n)$ are matrix Lie groups with Lie algebras

- $\text{Lie}(GL(n)) = \mathbb{C}^{n \times n}$
- $\text{Lie}(SL(n)) = \{ A \in \mathbb{C}^{n \times n} \mid \text{tr}(A) = 0 \}$
- $\text{Lie}(U(n)) = \{ A \in \mathbb{C}^{n \times n} \mid A^{-1} = -A \}$ is the Hermite(n)
- $\text{Lie}(GT(n)) = \{ A \in \mathbb{C}^{n \times n} \mid A \text{ a diagonal matrix} \}$

Therefore, also $\text{SU}(n)$, $\text{ST}(n)$ and $U(n) \cap \text{ST}(n)$ are matrix Lie groups and their Lie algebras are obtained by corresponding intersections of the above Lie algebras. In particular, we have

$$\text{Lie}(U(n) \cap \text{ST}(n)) = \{ i \text{diag}(x_1, \ldots, x_n) \mid x_j \in \mathbb{R}, x_1 + \cdots + x_n = 0 \}.$$

Thus, we can identify $i \text{Lie}(U(n) \cap \text{ST}(n))$ with the orthogonal complement $(\mathbb{I}_n)^\perp \subseteq \mathbb{R}^n$ of the all-ones vector $\mathbb{I}_n$.

In the following, let $G := SL(n)^d$ for some $d \geq 1$. Then $K := \text{SU}(n)^d$ is a maximal compact subgroup of $G$, and $T := \text{ST}(n)^d$ and $T_K := K \cap T$ are maximal tori of $G$ and $K$, respectively. As explained above, we think of all these groups as matrix Lie subgroups of $GL(dn)$, and hence of their Lie algebras as subsets of $\mathbb{C}^{dn \times dn}$.

A rational representation of $G = SL(n)^d$ is a group morphism $\pi : G \to GL(V)$, such that in some basis of $V$ the matrix entries of $\pi(g) \in GL(V)$ are polynomials in the matrix entries of $g$.

Such a rational representation of $G$ induces a representation of the Lie algebras by

$$\Pi : \text{Lie}(G) \to \text{End}(V), \quad A \mapsto \frac{d}{dt} \bigg|_{t=0} \pi(e^{tA})$$

with the property $\pi(e^A) = e^{\Pi(A)}$ for all $A \in \text{Lie}(G)$. Restricting $\pi$ to the commutative subgroup $T$ induces a so-called *weight space decomposition* of $V$. That is, there is some finite set $\Omega(\pi) \subseteq i \text{Lie}(T_K)$ and a decomposition $V = \bigoplus_{\omega \in \Omega(\pi)} V_\omega$ into non-zero subspaces such that each $\omega \in \Omega(\pi)$ and any $v_\omega \in V_\omega$ satisfy

$$\forall A \in \text{Lie}(T) : \quad \pi(e^A) v_\omega = e^{\text{tr}(A\omega)} v_\omega$$

or, equivalently,

$$\forall A \in \text{Lie}(T) : \quad \Pi(A) v_\omega = \text{tr}(A\omega) v_\omega.$$

The elements $\omega \in \Omega(\pi)$ are called *weights* of $\pi$ and the $v_\omega \in V_\omega$ are called *weight vectors*. Considering Example B.1 we frequently use the identification $i \text{Lie}(T_K) \cong (\mathbb{I}_n^+)^d$, where $\mathbb{I}_n^+$ is the orthogonal complement of $\mathbb{I}_n$ in $\mathbb{R}^n$. We note that for $\omega \in i \text{Lie}(T_K) \subseteq \mathbb{C}^{dn \times dn}$ the Frobenius norm $\|\omega\|_F$ becomes under this identification the 2-norm $|\omega|_2$ in $(\mathbb{R}^n)^d$.

---

21 In other words, $\pi$ is a morphism of affine algebraic groups.
Example B.2. Let $d = 1$. The group $G = \text{SL}(n)$ acts on $\mathbb{C}^n$ by left-multiplication, which induces the rational representation $\pi: \text{SL}(n) \rightarrow \text{GL}(n), g \mapsto g$ with corresponding Lie algebra representation $\Pi: \text{Lie}(\text{SL}(n)) \rightarrow \mathbb{C}^{n \times n}, A \mapsto A$. For $i \in [n]$ we set

$$\epsilon_i := e_i - \frac{1}{n} \mathbb{I}_n \in \mathbb{R}^n.$$ 

For all $A = \text{diag}(a_1, \ldots, a_n) \in \text{Lie}(T)$ and all $i \in [n]$

$$\pi(e^A) e_i = \text{diag}(e^{a_1}, \ldots, e^{a_n}) e_i = e^{a_i} e_i \overset{(*)}{=} e^{\text{tr}(A \text{diag}(e_i))} e_i,$$

where we used $a_1 + \ldots + a_n = 0$ in $(*)$. Thus, $e_i \in \mathbb{R}^n$ is a weight of $\pi$ with weight vector $e_i$. Since $\mathbb{C}^n = \oplus_i \mathbb{C} e_i$, we deduce $\Omega(\pi) = \{ \epsilon_i \mid i \in [n] \}$.

Example B.3. Of particular importance in representation theory is the adjoint representation. That is, $G = \text{SL}(n)^d$ acts on its Lie algebra by conjugation $\text{Ad}: G \rightarrow \text{GL}(\text{Lie}(G)), g \mapsto (A \mapsto gAg^{-1})$, which induces the representation of Lie algebras $\text{ad}: \text{Lie}(G) \rightarrow \text{End}(\text{Lie}(G)), A \mapsto (B \mapsto [A, B])$. The non-zero weights $\alpha \in \Omega(\text{Ad})$ are called roots of $G$ and the weight spaces $\text{Lie}(G)_{\alpha}$ are called root spaces.

Let $d = 1$ and for $i, j \in [n]$ denote by $E_{i,j}$ the matrix with entry one at position $i, j$ and all other entries being zero. Then for $i, j \in [n]$ with $i \neq j$ and for all $A = \text{diag}(a_1, \ldots, a_n), B \in \text{Lie}(T)$ we compute

$$\text{Ad}(A) E_{i,j} = [A, E_{i,j}] = (a_i - a_j) E_{i,j} = \text{tr} (A \text{diag}(e_i - e_j)) E_{i,j},$$

$$\text{Ad}(A)(B) = [A, B] = 0.$$ 

Since $0_n, e_i - e_j \in \mathbb{R}_n$ is $i \text{Lie}(T_K)$, we deduce $e_i - e_j \in \Omega(\text{Ad})$ with weight vector $E_{i,j}$ and $0_n \in \Omega(\text{Ad})$ with weight vector $B \in \text{Lie}(T)$. Therefore, the set of roots of $\text{SL}(n)$ is $\{ e_i - e_j \mid i, j \in [n], i \neq j \}$, because $\text{Lie}(G) = \text{Lie}(T) \oplus \bigoplus_{i \neq j} \mathbb{C} E_{i,j}$.

More generally, one can deduce that the roots of $G = \text{SL}(n)^d$ are the

$$(e_i - e_j, 0_n, \ldots, 0_n), (0_n, e_i - e_j, 0_n, \ldots, 0_n), \ldots, (0_n, \ldots, 0_n, e_i - e_j) \in (\mathbb{R}^n)^d$$

for $i, j \in [n]$ with $i \neq j$ and that $\text{Lie}(G) = \text{Lie}(T) \oplus \bigoplus_{\alpha} \text{Lie}(G)_{\alpha}$.

We need the following property of roots, see e.g. [31, Lemma 7.11].

Proposition B.4. Let $\alpha$ be a root of $G = \text{SL}(n)^d$ and let $\pi: G \rightarrow \text{GL}(V)$ be a rational representation of $G$. If $V_\omega$ is the weight space of some weight $\omega \in \Omega(\pi)$, then

$$\Pi(\text{Lie}(G)_{\alpha})(V_\omega) \subseteq V_{\omega + \alpha},$$

where $V_{\omega + \alpha} := \{0\}$, if $\omega + \alpha \notin \Omega(\pi)$.

C Padding for tensor margin and tensor gap

The Theorems 2.1 and 4.11 only give for all $n \geq 2$ bounds for certain sub-families of $\{(n, d) \mid d \geq 3\}$. Still, we can deduce Theorems 1.3 and 1.6 via some padding on the number of tensor factors $d$; that padding is provided in Proposition C.1 below. Recall the representation for tensor scaling

$$\pi_{n,d}: \text{SL}(n)^d \rightarrow \text{GL}((\mathbb{C}^n)^{\otimes d}), (g_1, \ldots, g_d) \mapsto g_1 \otimes \cdots \otimes g_d,$$

which set of weights is $\Omega(\pi_{n,d}) = \Omega_{n,d} = \{ \epsilon_i \mid i \in [n] \}^d \subseteq (\mathbb{R}^n)^d$. 
Proposition C.1. Let $G := \text{SL}(n)^d$ and $n, d \geq 1$. Consider a set of weights $\Gamma_{n,d} \subseteq \Omega_{n,d}$ such that $0 \notin \text{conv}(\Gamma_{n,d})$, i.e. $\Gamma_{n,d}$ witnesses the inequality $\gamma(\Omega_{n,d}) = \gamma_T(\pi_{n,d}) \leq \text{dist}(0, \text{conv}(\Gamma_{n,d}))$.

1. Then $\gamma(\Omega_{n,d+1}) \leq \text{dist}(0, \text{conv}(\Gamma_{n,d}))$. Consequently, $\gamma(\Omega_{n,d+1}) \leq \gamma(\Omega_{n,d})$.

2. If additionally $\Gamma_{n,d}$ is free, then $\gamma_G(\pi_{n,d+r}) \leq \text{dist}(0, \text{conv}(\Gamma_{n,d}))$ for all $r \geq 2$.

Proof. To prove the statement we set for $r \geq 1$

$$\Delta_r := \{(i_1, \ldots, i_r) | i \in \{n\} \} \subseteq (\mathbb{R}^n)^r$$

and $\Gamma_{n,d+r} := \Gamma_{n,d} \times \Delta_r \subseteq \Omega(\pi_{n,d+r})$.

By Equation (5) we have $0 \in \text{conv}(\Delta_r)$ and therefore

$$\text{conv}(\Gamma_{n,d+r}) = \text{conv}(\Gamma_{n,d}) \times \text{conv}(\Delta_r) \supseteq \text{conv}(\Gamma_{n,d}) \times \{0\}.$$ 

The latter implies

$$\text{dist}(0, \text{conv}(\Gamma_{n,d+r})) \leq \text{dist}(0, \text{conv}(\Gamma_{n,d})).$$

(34) Clearly, $0 \in \text{conv}(\Gamma_{n,d+r})$ implies $0 \in \text{conv}(\Gamma_{n,d})$ or, by contraposition, the assumption $0 \notin \text{conv}(\Gamma_{n,d})$ yields $0 \notin \text{conv}(\Gamma_{n,d+r})$. The latter for $r = 1$ shows $\gamma_T(\pi_{n,d+1}) \leq \text{dist}(0, \text{conv}(\Gamma_{n,d+1}))$ and we conclude the first assertion with Equation (34).

Assume in addition that $\Gamma_{n,d}$ is free and let $r \geq 2$. Considering Definition 4.12 and Proposition 4.13 we prove that also $\Gamma_{n,d+r}$ is free. For this, let $M \subseteq \{n\}^r$ be such that $\Gamma_M = \Gamma_{n,d}$ and consider $(x, i, \ldots, i), (y, j, \ldots, j) \in M \times \{n\}^r$ with $(x, i, \ldots, i) \neq (y, j, \ldots, j)$.

If $x \neq y$, then $x$ and $y$ differ in at least two components by freeness of $M$. If $x = y$, then we have $i \neq j$ and so $(x, i, \ldots, i)$ and $(y, j, \ldots, j)$ differ in at least two components, using $r \geq 2$. This shows that $\Gamma_{n,d+r}$ is free for $r \geq 2$. Since also $0 \notin \text{conv}(\Gamma_{n,d+r})$ we obtain with Proposition 4.8 that $\gamma_G(\pi_{n,d+r}) \leq \text{dist}(0, \text{conv}(\Gamma_{n,d+r}))$ holds for all $r \geq 2$. Finally, we deduce the second statement using Equation (34).

Proposition C.2. For $n \geq 3$ it holds that $\gamma_T(\pi_{n,4}) \leq \gamma_G(\pi_{n,4}) \leq 2^{-n+1}$.

Proof. This result can be obtained by imitating the proof of Theorem 2.1(b) in subsection 2.2 by using

$$\Gamma_{n,4} := \{(\varepsilon_{i_1, \ldots, i_r}, e_k, e_i) | (i, j, k) \in \mathbb{W}_n \} \subseteq \Omega(\pi_{n,4}).$$

Clearly, $0 \notin \text{conv}(\Gamma_{n,4})$ as $0 \notin \text{conv}(\Gamma_{n,3})$ by Lemma 2.8. Moreover, one can show with Lemma 2.5 (similar to the proof of Lemma 2.7) that

$$x := -\frac{1}{c} \frac{1}{2^{n+1}} (\varepsilon_{i_1, \varepsilon_1, \varepsilon_1, \varepsilon_1}) \in \text{conv}(\Gamma_{n,4}),$$

where $c = n - 2^{-n+1} \geq 2$.

Thus, $\|\varepsilon_{i_1, \varepsilon_1, \varepsilon_1, \varepsilon_1}\| \leq \sqrt{4}$ implies $\|x\| \leq e^{-1} 2^{-n+1} \sqrt{4} \leq 2^{-n+1}$. This proves $\gamma_T(\pi_{n,4}) \leq 2^{-n+1}$.

Since $\mathbb{W}_n$ is free by Proposition 4.15, the set $\{(i, j, k, i) | (i, j, k) \in \mathbb{W}_n \}$ is free. Hence, we conclude $\gamma_G(\pi_{n,4}) \leq 2^{-n+1}$ with Proposition 4.13 and Proposition 4.8.

Proof of Lemma 2.11

Proof. For the sake of contradiction assume that $0 \in \text{Aff}(\Gamma_{n,6r-3})$. Then there are coefficients $a_s, b_s, c_s \in \mathbb{R}$, where $2 \leq s \leq 6n$, such that $a_2 = \ldots = a_r = b_2 = \ldots = b_r = 0$, $\sum_s (a_s + b_s + c_s) = 1$ and

$$\sum_{s=2}^{6n} \left(a_s \varepsilon_{\sigma(s), \sigma(s), \sigma(s)} + b_s \varepsilon_{\sigma(s), \sigma(s), \sigma(s)} + c_s \varepsilon_{\sigma(s-1), \sigma(s), \sigma(s)}\right) = 0 \in (\mathbb{R}^n)^{6r-3}. \quad (35)$$
The bulk of our work will consist of proving the equations

\[ b_2 + c_2 = b_3 + c_3 = \ldots = b_{rn} + c_{rn} \]  
\[ a_2 + c_2 = a_3 + c_3 = \ldots = a_{rn} + c_{rn}. \]  

From here we will derive a contradiction. We now set about proving Equations (36) and (37). Rewrite the left-hand-side of Equation (35) as the collection for \( k \in [2r - 1] \) of the following affine linear combinations of \( \varepsilon_1, \ldots, \varepsilon_n \) in \( \mathbb{R}^n \):

\[ \sum_{s=2}^{rn} (a_s \varepsilon_{\sigma_s(s)} + b_s \varepsilon_{\sigma_s(s)} + c_s \varepsilon_{\sigma_s(s-1)}) = 0 \]  
\[ \sum_{s=2}^{rn} (a_s \varepsilon_{\sigma_s(1)} + b_s \varepsilon_{\sigma_s(1)} + c_s \varepsilon_{\sigma_s(0)}) = 0 \]  
\[ \sum_{s=2}^{rn} (a_s \varepsilon_{\sigma_s(s)} + b_s \varepsilon_{\sigma_s(1)} + c_s \varepsilon_{\sigma_s(0)}) = 0. \]

If we expand these expressions as affine linear combinations of the \( \varepsilon_l \), then by Lemma 2.2 the coefficient of \( \varepsilon_l \) must be \( n^{-1} \) for all \( l \in [n] \). Translating this for equations (38), (39) and (40) respectively with \( 2 \leq l \leq n \) and \( k \in [r] \), and using for \( j \in [r] \) that

\[ \sigma_k (r(l - 1) + j - k + 1) = \left[ \frac{(r(l - 1) + j - k + 1) + (k - 1)}{r} \right] = l \]

we get

\[ \forall k \in [r], l \in \{2, 3, \ldots, n\} : \quad \sum_{j=1}^{r} (a_{r(l-1)+j-k+1} + b_{r(l-1)+j-k+1} + c_{r(l-1)+j-k+1}) = \frac{1}{n} \]

\[ \forall k \in [r], l \in \{2, 3, \ldots, n\} : \quad \sum_{j=1}^{r} (b_{r(l-1)+j-k+1} + c_{r(l-1)+j-k+1}) = \frac{1}{n} \]

\[ \forall k \in [r], l \in \{2, 3, \ldots, n\} : \quad \sum_{j=1}^{r} (a_{r(l-1)+j-k+1} + c_{r(l-1)+j-k+1}) = \frac{1}{n} \]

respectively, where we set \( c_{rn+1} := 0 \). Fixing some \( l \geq 2 \) and subtracting Equation (43) with \( k = 1 \) from Equation (44) for \( k = 2 \), we find a telescoping sum that reduces to \( b_{r(l-1)} + c_{r(l-1)} = b_{rl} + c_{rl} \). Indeed, subtracting the two yields

\[ 0 = \sum_{j=1}^{r} (b_{r(l-1)+j-1} + c_{r(l-1)+j-1}) - \sum_{j=1}^{r} (b_{r(l-1)+j} + c_{r(l-1)+j}) \]

\[ = \sum_{j=0}^{r-1} (b_{r(l-1)+j} + c_{r(l-1)+j}) - \sum_{j=1}^{r} (b_{r(l-1)+j} + c_{r(l-1)+j}) \]

\[ = (b_{r(l-1)} + c_{r(l-1)}) - (b_{rl} + c_{rl}). \]

More generally, for \( k \in [r-1] \) combining (43) for \( k \) and \( k \Leftarrow k+1 \), implies \( b_{r(l-1)+k+1} + c_{r(l-1)+k+1} = b_{r(l-1)-k+1} + c_{r(l-1)-k+1} \) for all \( l = 2, \ldots, n \), i.e. for every \( k \in [r-1] \) we have

\[ c_{r-k+1} = b_{r-k+1} + c_{r-k+1} = b_{2r-k+1} + c_{2r-k+1} = \ldots = b_{rn-k+1} + c_{rn-k+1}. \]
We are still missing the value \( k = 0 \), or the equations
\[
\begin{align*}
\sum_{j=1}^{r} (b_{r+j} + c_{r+j}) &= \frac{1}{n}.
\end{align*}
\]

We use this equation to apply Lemma 2.2 to (39) for \( k = 1 \) and \( l \) from (43) with \( k = r \) and \( l = l + 1 \). Indeed,
\[
0 = \sum_{j=1}^{r} (b_{rl+j-r+1} + c_{rl+j-r+1}) - \sum_{j=1}^{r} (b_{rl+1} + c_{rl+1})
= \sum_{j=2}^{r+1} (b_{r(l-1)+j} + c_{r(l-1)+j}) - \sum_{j=1}^{r} (b_{r(l-1)+j} + c_{r(l-1)+j})
= (b_{rl+1} + c_{rl+1}) - (b_{rl+1} + c_{rl+1}).
\]

Lastly, we are missing the equations \( b_2 + c_2 = b_3 + c_3 = \ldots = b_{r+1} + c_{r+1} \) for Equation (36). We have not yet used in Equation (39) the values \( k = r + m \) with \( m \in [r-1] \). For this we note that
\[
\sigma_{r+m}(j) = 2 \quad \text{for} \quad j \in \{r - m + 1 \cup \{r + 2, r + 3, \ldots, 2r\}.
\]

We use this equation to apply Lemma 2.2 to (39) for \( \varepsilon_2 \) and \( k = r + m \) with \( m \in [r-1] \) to obtain
\[
\sum_{j=1}^{r} (b_{r+j} + c_{r+j}) = \frac{1}{n}.
\]

We need one more equation to eliminate the right-hand term, so we use the following. Lemma 2.2 applied to equation (43) for \( k = 1 \) and \( l = 2 \) yields
\[
\sum_{j=1}^{r} (b_{r+j} + c_{r+j}) = \frac{1}{n}.
\]

Subtracting this equation from the previous one yields, \( b_{r-m+1} + c_{r-m+1} = b_{r+1} + c_{r+1} \) for all \( m = 1, \ldots, r - 1 \). Together with the equations (45) and (46) we conclude Equation (36). Analogously, (40) and (44) can be used to obtain Equation (37).

To get a contradiction we show that \( a_s = b_s = c_s = 0 \) for all \( s = 2, 3, \ldots, rn \). For this, we set \( a := \sum_s a_s \) and \( b := \sum_s b_s \). Equation (41) still applies for \( l = 1, k = 1 \), so Lemma 2.2 applied to the coefficient of \( \varepsilon_1 \) in (38), in (39) and in (40) respectively for \( k = 1 \) gives
\[
\sum_{j=1}^{r} c_{j+1} = \frac{1}{n}, \quad a + \sum_{j=1}^{r} c_{j+1} = \frac{1}{n} \quad \text{and} \quad b + \sum_{j=1}^{r} c_{j+1} = \frac{1}{n}
\]
respectively. Subtracting the second equation from the first gives \( a = c_{r+1} \), and reasoning analogously for the third yields \( a = b = c_{r+1} \). Moreover, (43) with \( k = r \) and \( l = 2 \) is \( \sum_{j=1}^{r} (b_{r+j} + c_{r+j}) = n^{-1} \). Using the latter together with \( b_2 = \ldots = b_r = 0 \) and \( \sum_{j=1}^{r} c_{j+1} = n^{-1} \) yields \( b_{r+1} = 0 \) and similarly \( a_{r+1} = 0 \) via (44) with \( k = r \) and \( l = 2 \).

Since now also \( a_{r+1} = b_{r+1} = 0 \), the equation (42) with \( k = r \) and \( l = 2 \) simplifies to \( \sum_{j=1}^{r} c_{j+2} = n^{-1} \). In conjunction with \( \sum_{j=1}^{r} c_{j+1} = n^{-1} \) we deduce \( c_2 = c_{r+2} \) and hence \( b_{r+2} = 0 = c_{r+2} \) by (36) and (37). But now (42) with \( k = r - 1 \) and \( l = 2 \) is \( \sum_{j=1}^{r} c_{j+3} = n^{-1} \) and together with \( \sum_{j=1}^{r} c_{j+2} = n^{-1} \) we get \( c_3 = c_{r+3} \). Continuing inductively we obtain
\[
\forall j \in [r]: \quad c_{r+j+1} = c_{r+j+1} \quad \text{and} \quad a_{r+j+1} = b_{r+j+1} = 0.
\]
We begin with the proof of Proposition 3.5. We prove it only for $l = 2, k \in [r]$ and via (36), (37). Then (42) with $k = r$ and $l = 3$ simplifies to $\sum_{j=1}^{r} c_{r+j+2} = n^{-1}$ and together with $n^{-1} = \sum_{j=1}^{r} c_{j+1} = \sum_{j=1}^{r} c_{r+j+1}$ we have $c_{r+2} = c_{2r+2}$. Hence, $b_{r+2} + a_{r+2} = 0$ via (36) respectively (37). Continuing inductively in the outlined manner with equation (42) for $k \in [r]$, $l = 3, \ldots, n$ and with the equations (36) and (37) we conclude $a_{s} = b_{s} = 0$ for all $s = 2, 3, \ldots, r$, so $a = b = 0$. Finally, (36) implies $c_{r+1} = c_{s}$ for all $s = 2, \ldots, r$, but $b_{r+1} = b_{s} = 0$ giving the desired contradiction. 

### E Padding and rounding for diameter bounds

We begin with the proof of Proposition 3.5. We prove it only for $d = 3$, but the proof goes through mutatis mutandis for all $d \geq 1$.

**Proof of Proposition 3.5.** Recall that $q$ is the $n \times n \times n$ array such that $q_{ijk} = \frac{1}{n^{3}}$ for $i, j, k \in [t]$, $q_{ii} = 1/n$ for $t + 1 \leq i \leq n$, and $q_{ijk} = 0$ otherwise. We may split the inputs $x, y, z \in \mathbb{R}^{n}$ into

\[
x = \left( x' + \alpha_{1} \mathbb{1}_{t}, x'' - \frac{t}{n-t} \alpha_{1} \mathbb{1}_{n-t} \right),
\]

\[
y = \left( y' + \alpha_{2} \mathbb{1}_{t}, y'' - \frac{t}{n-t} \alpha_{2} \mathbb{1}_{n-t} \right),
\]

\[
z = \left( z' + \alpha_{3} \mathbb{1}_{t}, z'' - \frac{t}{n-t} \alpha_{3} \mathbb{1}_{n-t} \right)
\]

where $x', y', z' \in \mathbb{R}^{t}, x'', y'', z'' \in \mathbb{R}^{n-t}$ each sum to zero; write $w = (x', y', z')$. As $\| (x, y, z) \|_{2} \geq \| w \|_{2}$, it is enough to prove that $\| w \|_{2}$ is large for any approximate minimizer. By optimizing over $\alpha_{1}$ and $x'', y'', z''$ for fixed $w$, one computes that the optimum value for $f_{q}$ for any fixed $w$ is $f_{p}(w)^{t/n}$. To see this, write

\[
f_{q}(x, y, z) = \frac{t e^{\alpha_{1} + \alpha_{2} + \alpha_{3}}}{n} f_{p}(w) + \frac{e^{-\frac{t}{n-t} (\alpha_{1} + \alpha_{2} + \alpha_{3})}}{n} \sum_{i=t+1}^{n} e^{x''_{i} + y''_{i} + z''_{i}}.
\]

First note that for fixed $\alpha_{i}$’s, the second term is minimized at $x'' = y'' = z'' = 0$ by Jensen’s inequality. Furthermore, the value only depends on $\alpha := \alpha_{1} + \alpha_{2} + \alpha_{3}$. With $x'', y'', z'' = 0$, we have

\[
f_{q}(x, y, z) = g(w, \alpha) := \frac{t e^{\alpha}}{n} f_{p}(w) + \frac{(n-t)}{n} e^{-\frac{t}{n-t} \alpha}.
\]

Taking the derivative in $\alpha$, we see that this is minimized when $f_{p}(w) e^{\alpha} = e^{-\frac{t}{n-t} \alpha}$, or $e^{\alpha} = f_{p}(w)^{-1/(1 + \frac{t}{n-t})} = f_{p}(w)^{-\frac{t}{n-t}}$. Plugging this value in proves that the optimum is $f_{p}(w)^{t/n}$. By concavity of $x^{t/n}$, provided $f_{p}(w) \leq 1$ we have

\[
f_{p}(w)^{t/n} - \text{cap}(p)^{t/n} \geq \frac{1 - \text{cap}(p)^{t/n}}{1 - \text{cap}(p)} \left( f_{p}(w) - \text{cap}(p) \right).
\]

The first factor in the second term is the slope of the line from $(\text{cap}(p), \text{cap}(p)^{t/n})$ to $(1, 1)$. Thus for any $\varepsilon \leq 1 - \text{cap}(p)$, any $\varepsilon$-approximate minimizer for $f_{q}$ has norm at least that of some $\left( \frac{1 - \text{cap}(p)}{1 - \text{cap}(p)^{t/n}} \right) \varepsilon$-approximate minimizer for $f_{p}$.

**Proof of Lemma 4.23.** We use the dual expression: $\log \text{cap} q = -\inf_{\varepsilon, \omega = 0} D_{KL}(r || q)$ where $r$ ranges over probability distributions on $\Omega$. In particular,

\[
\log \text{cap} q \geq -D_{KL}(r || q)
\]
for any distribution $r$ on $\Omega$ with $\mathbb{E}_r \omega = 0$. Let $r$ be a probability distribution; calculate

$$\log \text{cap} q \geq -D_{KL}(r||q) = -D_{KL}(r||p) + D_{KL}(r||p) - D_{KL}(r||q)$$

$$= -D_{KL}(r||p) + \sum_{\omega \in \Omega} r_\omega \log(r_\omega/p_\omega) - \sum_{\omega \in \Omega} r_\omega \log(r_\omega/q_\omega)$$

$$= -D_{KL}(r||p) + \sum_{\omega \in \Omega} r_\omega (\log q_\omega - \log p_\omega).$$

We lower bound $\log q_\omega - \log p_\omega \geq \frac{1}{q_\omega}(q_\omega - p_\omega)$ by applying the inequality $\log x \leq x - 1$ to $x = p_\omega/q_\omega$. Hence

$$\log \text{cap} q \geq -D_{KL}(r||p) + \sum_{\omega \in \Omega} r_\omega \frac{1}{q_\omega}(q_\omega - p_\omega)$$

$$\geq -D_{KL}(r||p) - M_0\|p - q\|_x.$$ 

Allowing $-D_{KL}(r||p)$ to tend to $\log \text{cap} p$ completes the proof. ▲

**Proof of Lemma 4.22.** Applying Lemma 4.23 with the roles of $p$ and $q$ switched yields

$$\log \text{cap} p \geq \log \text{cap} q - M\|p - q\|_x.$$ 

Exponentiating both sides and applying the inequality $e^x \geq 1 + x$ yields $\log p \geq (1 - M\|p - q\|_x)\text{cap} p$. Thus

$$\inf_{x \in B} f_q(x) = \inf_{x \in S} f_q(x) \geq -\sup_{x \in S} |f_q(x) - f_p(x)| + \inf_{x \in S} f_p(x).$$

Note that the minimizer for $f_q$ over $B$ lies in the set $S := B \cap \{x : \forall \omega, q_\omega e^{x_\omega} \leq f_q(0) = \|q\|_1\}$. For all $x \in S$, we have $e^{x_\omega} \leq \text{cap} q/p_\omega$ for all $\omega \in \Omega$, so

$$f_q(x) - f_p(x) \leq \sum_{\omega \in \Omega} |p_\omega - q_\omega| e^{x_\omega}$$

$$\leq \sum_{\omega \in \Omega} |p_\omega - q_\omega|/q_\omega$$

$$\leq \|p - q\|_1 M\|q\|_1.$$ 

Combining the above inequality with the lower bound for $\text{cap}(p)$,

$$\inf_{x \in B} f_q(x) \geq -M\|q\|_1\|p - q\|_1 + (1 + \varepsilon)\text{cap} p$$

$$\geq (1 + \varepsilon)(1 - M\|p - q\|_x)\text{cap} q - M\|p - q\|_1\|q\|_1.$$ ▲