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Abstract This paper characterizes the symmetric rank-2 stress–energy–momentum tensor associated with fields whose Lagrangian densities are expressed as the dot product of two multivector fields, e.g., scalar or gauge fields, in flat space–time. The tensor is derived by a direct application of exterior-algebraic methods to deal with the invariance of the action to infinitesimal space–time translations; this direct derivation avoids the use of the canonical tensor. Formulas for the tensor components and for the tensor itself are derived for generic values of the multivector grade $s$ and of the number of time and space dimensions, $k$ and $n$, respectively. A simple, coordinate-free, closed-form expression for the interior derivative (divergence) of the symmetric stress–energy–momentum tensor is also obtained: this expression provides a natural generalization of the Lorentz force that appears in the context of the electromagnetic theory. Applications of the formulas derived in this paper to the cases of generalized electromagnetism, Proca action, Yang–Mills fields and conformal invariance are briefly discussed.

1 Introduction: derivations of the symmetric stress–energy–momentum tensor

The stress–energy–momentum (SEM) tensor, a symmetric, rank-2 tensor indexed by pairs of space–time indices, describes the flux of energy–momentum across regions of space–time; in a related manner, its divergence is used to express the conservation law for energy–momentum of isolated systems. In a different context, general relativity, the manifestly symmetric SEM tensor is also the source of the gravitational field. Both reasons amply support the importance of this tensor in mathematical physics. For electromagnetism, the SEM tensor combines the density of energy (component with time–time indices), the Poynting vector (components with space–time indices) and the Maxwell stress tensor (components with space–space indices) [1, Sect. 33], [2, Sect. 12.10]. Moreover, the divergence of the SEM tensor is (minus) the Lorentz force [1, Sect. 33], [2, Sect. 12.10] that describes the effect of transfer of energy–momentum from the field to the charges.
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In the context of field theories, the usual derivation of the SEM builds on the Lagrangian density and relates the invariance of the action with respect to infinitesimal space–time translations via Noether’s theorem to the existence of a conserved current, which is in turn identified with the SEM tensor [3,4], [5, Sect. 3.2], [6, Sect. 2.5]. However, the canonical tensor obtained in this way is not necessarily symmetric and not necessarily gauge-independent for gauge theories. In order to symmetrize the canonical tensor, the Belinfante–Rosenfeld procedure is often used [3,4], [6, Sect. 2.5]. An alternative method that directly leads to a symmetric SEM tensor builds on the invariance of the action to variations in the Einstein–Hilbert space–time metric [3,4]. In parallel, the study of generalized SEM tensors using the formalism of fiber bundles is a fertile area of research in mathematical physics [7,8].

In this paper, we consider field theories whose Lagrangian densities can be expressed as linear combinations of the dot products of some pairs of multivector fields \(a\) and \(b\) of the same grade. We apply exterior-algebraic methods to deal with the invariance of the action of closed systems under infinitesimal space–time translations; Sect. 2 provides a brief introduction to the necessary concepts of exterior algebra, including the formulation of the action for several field theories in exterior-algebraic terms. By means of a direct derivation that avoids the canonical tensor and yields a symmetric SEM tensor, we provide in Sect. 3 several alternative, equivalent formulas for the SEM components and for the SEM tensor \(T_{ab}\) itself for generic values of the multivector grade \(s\),

\[
T_{ab} = (-1)^s (a \odot b + a \oslash b),
\]

where the operations \(\odot\) and \(\oslash\) are defined in Sect. 2.4. A simple, coordinate-free, closed-form expression for the interior derivative (divergence) of the SEM tensor, expressed in terms of the interior and exterior derivatives of multivector fields, respectively, denoted by \(\partial \sqsubset\) and \(\partial \wedge\) and defined in Sect. 2.2, is also obtained:

\[
\partial \sqsubset T_{ab} = a \sqsubset (\partial \wedge b) + b \sqsubset (\partial \wedge a) - a \sqsubset (\partial \sqsubset b) - b \sqsubset (\partial \sqsubset a).
\]

This formula provides a natural generalization of the electromagnetic Lorentz force. Applications of the formulas derived in this paper to the cases of generalized electromagnetism (including scalar fields and electromagnetism), Proca action, Yang–Mills fields and conformal invariance are briefly discussed in Sect. 4.

2 Fundamentals of exterior algebra: notation and definitions

2.1 Multivectors

We consider a flat space–time \(\mathbb{R}^{k+n}\) with \(k\) temporal dimensions and \(n\) spatial dimensions. We represent the canonical basis of this \((k, n)\)- or \((k+n)\)-space–time by \(\{e_i\}_{i=0}^{k+n-1}\); we adopt the convention that the first \(k\) indices, i.e., \(i = 0, \ldots, k - 1\), correspond to time components, while the indices \(i = k, \ldots, k+n-1\) represent space components. Space and time have the same units and the speed of light is \(c = 1\). Points and position in space–time are denoted by \(x\), with components \(x_i\) in the canonical basis \(\{e_i\}_{i=0}^{k+n-1}\).

In exterior algebra, one considers vector field spaces whose basis elements \(e_I\) are indexed by lists \(I = (i_1, \ldots, i_m)\) drawn from \(\mathcal{I}_m\), the set of all ordered lists with non-repeated \(m\) indices, with \(m \in \{0, 1, \ldots, k+n\}\). We refer to elements of these vector field spaces as multivector fields of grade \(m\). A multivector field \(a(x)\) of grade \(m\), possibly a function of the position \(x\), with components \(a_I(x)\) in the canonical basis \(\{e_I\}_{I \in \mathcal{I}_m}\) can be written as...
The dimension of the vector space of all grade-$m$ multivectors is \( \binom{k+n}{m} \), the number of lists in \( \mathcal{I}_m \). We denote by \(|I|\) the length of a list \( I \) and by \( \text{gr}(a) \) the operation that returns the grade of a vector \( a \).

2.2 Operations on multivectors

We next define several operations acting on multivectors; our presentation loosely follows [9, Sect. 2 and 3] and [10, Sect. 2]. Introductions to exterior algebra from the perspective and language of differential forms can be found in [11,12]. With no real loss of generality, we define the operations only for the canonical basis vectors, the operation acting on general multivectors being a mere extension by linearity of the former. First, the dot product $\cdot$ of two arbitrary grade-$m$ basis vectors $e_I$ and $e_J$ is defined as

$$ e_I \cdot e_J = \Delta_{IJ} = \Delta_{i_1 j_1} \Delta_{i_2 j_2} \cdots \Delta_{i_m j_m}, $$

where \( I \) and \( J \) are the ordered lists \( I = (i_1, i_2, \ldots, i_m) \) and \( J = (j_1, j_2, \ldots, j_m) \) and \( \Delta_{ij} = 0 \) if \( i \neq j \), and we let time unit vectors \( e_i \) have negative metric \( \Delta_{ii} = -1 \) and space unit vectors \( e_i \) have positive metric \( \Delta_{ii} = +1 \).

Let two basis vectors \( e_I \) and \( e_J \) have grades \( m = |I| \) and \( m' = |J| \). Let \( (I, J) = \{i_1, \ldots, i_m, j_1, \ldots, j_{m'}\} \) be the concatenation of \( I \) and \( J \), let \( \sigma(I, J) \) denote the signature of the permutation sorting the elements of this concatenated list of \( |I| + |J| \) indices, and let \( I + J \), or \( \varepsilon(I, J) \) if the notation \( I + J \) is ambiguous in a given context, denote the resulting sorted list. For a generic list \( I \), let \( \sigma(I) \) denote the signature of the permutation sorting the elements of the list \( I \). Then, the exterior product of \( e_I \) and \( e_J \) is defined as

$$ e_I \wedge e_J = \sigma(I, J)e_{I+J}. $$

The exterior product is thus either zero or a vector of grade \(|I| + |J|\). The exterior product provides a construction of the basis vector \( e_I \), with \( I \) an ordered list \( I = (i_1, \ldots, i_m) \), from the canonical basis vectors \( e_i \), namely

$$ e_I = e_{i_1} \wedge e_{i_2} \wedge \cdots \wedge e_{i_m}. $$

We next define two generalizations of the dot product, the left and right interior products. Let \( e_I \) and \( e_J \) be two basis vectors of respective grades \(|I|\) and \(|J|\). The left interior product, denoted by $\lhd$, is defined as

$$ e_I \lhd e_J = \Delta_{IJ} \sigma(J \setminus I, I)e_{J \setminus I}, $$

if \( I \) is a subset of \( J \) and zero otherwise. The vector \( e_{J \setminus I} \) has grade \(|J| - |I|\) and is indexed by the elements of \( J \) not in common with \( I \). The right interior product, denoted by $\lhd$, of two basis vectors \( e_I \) and \( e_J \) is defined as

$$ e_I \rhd e_J = \Delta_{IJ} \sigma(J, I \setminus J)e_{I \setminus J}, $$

if \( J \) is a subset of \( I \) and zero otherwise. Both interior products are grade-lowering operations, as the left (resp. right) interior product is either zero or a multivector of grade \(|J| - |I|\) (resp. \(|I| - |J|\)).
We define the differential vector operator $\partial$ as 
\[ (−∂_0, −∂_2, \ldots, −∂_{k−1}, ∂_k, \ldots, ∂_{k+n−1}), \]
that is
\[ \partial = \sum_{i=0}^{k+n−1} \Delta_{ii} e_i \partial_i. \] (9)

As done in [9, Sect. 3], we define the exterior derivative of $v$, $\partial \wedge v$, of a given vector field $v$ of grade $m$ as
\[ \partial \wedge v = \sum_{i, I \in \mathcal{I}_m : i \notin I} \Delta_{ii} \sigma(i, I) \partial_i v |_{I \setminus i}. \] (10)

In addition, we define the interior derivative of $v$ as $\partial \lrcorner v$, namely
\[ \partial \lrcorner v = \sum_{i, I \in \mathcal{I}_m : i \in I} \sigma(I \setminus i, i) \partial_i v |_{I \setminus i}. \] (11)

The exterior and interior derivatives satisfy the property $\partial \wedge (\partial \wedge v) = 0 = \partial \lrcorner (\partial \lrcorner v)$.

2.3 Exterior-algebraic formulation of the Lagrangian densities and the action

We review how several Lagrangian densities may be written as the linear combination of dot products of pairs of multivector fields. First, the free Lagrangian density for generalized electromagnetism [10] is given by
\[ L_{\text{free-gem}} = \frac{(-1)^{r−1}}{2} F \cdot F, \] (12)

where $F$ is a grade-$r$ multivector field related to the generalized potential $A$, a multivector field of grade $r − 1$, as $F = \partial \wedge A$. This is a gauge theory, since replacing the potential $A$ by a new field $A' = A + \hat{A} + \partial \wedge G$, where $\hat{A}$ is a constant $(r−1)$-vector and $G$ is an $(r−2)$-vector gauge field, leaves $F$ and therefore the Lagrangian unchanged.

The model in (12) subsumes a number of relevant cases. Setting $r = 1, k = 1, n = 3$, and $A = \phi$, gives the scalar field Lagrangian [5, Sect. 3.3], [3,4],
\[ L_{\text{free-scalar}} = \frac{1}{2} \partial \wedge (\partial \wedge \phi) \cdot (\partial \wedge \phi) \] (13)
\[ = \frac{1}{2} \sum_i \Delta_{ii} (\partial_i \phi)^2. \] (14)

For electrostatics, we set $r = 1, k = 0, n = 3$, and the Lagrangian density [13, Ch. 19] is given by
\[ L_{\text{free-es}} = \frac{1}{2} E \cdot E, \] (15)

where $E$ is the electric field and $\phi$ is the opposite in sign of the usual electric potential, that is $E = \partial \wedge \phi = \nabla \phi$. For electromagnetism, we set $r = 2, k = 1, n = 3$; in this case, when the Lagrangian is expressed in terms of the Faraday tensor, an antisymmetric tensor of rank 2, the factor before $F \cdot F$ becomes $-\frac{1}{4}$ to account for the repeated sum over pairs of indices [1, Sect. 27], [2, Sect. 12.10], [5, Sect. 3.5], [14, Sect. 1.5]. We have instead,
\[ L_{\text{free-em}} = -\frac{1}{2} F \cdot F. \] (16)
In Yang–Mills theories in Minkowski space–time, the multivector field takes values in a Lie algebra, and the free Lagrangian density \[ 5, \text{Sect. 10.2}, \] \[ 3, 4, \] is given by

\[
L_{\text{free-ym}} = -\frac{1}{2g^2} \text{Tr}(F \cdot F) 
\]

\[ (17) \]

\[
= -\frac{1}{2g^2} \sum a F^a \cdot F^a. 
\]

\[ (18) \]

where \( g \) is a coupling parameter, (17) is the fundamental representation and (18) the form as an linear combination of real-valued multivector fields in a given representation of the Lie algebra.

In addition to the free Lagrangian density, the action may include interaction terms. For instance, we may have a source density, a vector \( J(x) \) of grade \((r - 1)\) \[ 10, \] such that the generalized-electromagnetism Lagrangian density \[ 2, \text{Sect. 12.7}, \] is now

\[
L_{\text{gem}} = \frac{(-1)^{r-1}}{2} F \cdot F + J \cdot A. 
\]

\[ (19) \]

For this density, the requirement that the action is gauge invariant leads to the continuity equation for the current density, \( \partial \cdot J = 0 \). As shown in \[ 10, \text{Sect. 4}, \] the generalized Lorentz force density remains a grade-1 vector, whose value coincides with the opposite in sign of the divergence of the stress–energy–momentum tensor related to (19).

Alternatively, the free Lagrangian density in (16) may describe a generalized Proca equation \[ 2, \text{Sect. 12.8}, \] \[ 5, \text{p. 107}, \] with mass \( m \) and Lagrangian density

\[
L_{\text{free-proca}} = -\frac{1}{2} F \cdot F + \frac{1}{2} m^2 A \cdot A. 
\]

\[ (20) \]

In each of the cases we have described, namely (13), (15), (17), (19) and (20), one can construct an action \( S_{\text{sys}} \) from the Lagrangian densities by integrating the density over a region \( R \) that comprises the system under consideration. We shall assume that the region \( R \) is large enough to make the physical system closed, so that an infinitesimal translation of space–time coordinates is a symmetry of the system and the action is invariant under this translation. We shall also assume that the fields decay fast enough over \( R \) so that the flux of the fields over the boundary of \( R \) is arbitrarily small. In general, we may write the action \( S_{\text{sys}} \) as

\[
S_{\text{sys}} = \int_{R} d^{k+n} x \left( \sum_{a,b} \gamma_{a,b} (a \cdot b) \right), 
\]

\[ (21) \]

namely an integral over \( R \) of a linear combination of dot products of properly selected pairs of multivector fields \( a \) and \( b \) of the same degree, with respective coefficients \( \gamma_{a,b} \). We exploit this linearity to express the stress–energy–momentum tensor associated with the action (21) as a linear combination of tensors \( T_{a,b} \), as we shall see in Sect. 3.

2.4 Symmetric tensor field spaces

In addition to exterior-algebraic vector spaces, we also need to consider symmetric tensor field (vector) spaces and matrix field (vector) spaces. The symmetric tensor field space has basis elements \( u_J \) indexed by lists \( J = (j_1, \ldots, j_r) \) drawn from \( J_r \), the set of all ordered lists of (possibly repeated) \( r \) indices. We refer to elements of these vector spaces as symmetric tensors of rank \( r \). The dimension of the vector space of rank-\( r \) symmetric tensors is \( \binom{k+n+r-1}{r} \).
the number of lists in $\mathcal{I}_r$. The dot product $\cdot$ of two arbitrary rank-$r$ basis vectors $\mathbf{u}_I$ and $\mathbf{u}_J$ is defined as

$$\mathbf{u}_I \cdot \mathbf{u}_J = \Delta_{IJ} = \Delta_{i_1j_1} \Delta_{i_2j_2} \cdots \Delta_{i_rj_r},$$

where $I$ and $J$ are the ordered lists $I = (i_1, i_2, \ldots, i_r)$ and $J = (j_1, j_2, \ldots, j_r)$. Let two basis vectors $\mathbf{u}_I$ and $\mathbf{u}_J$ have respective grades $m = |I|$ and $m' = |J|$. Then, the symmetric tensor product of $\mathbf{u}_I$ and $\mathbf{u}_J$ is defined as

$$\mathbf{u}_I \vee \mathbf{u}_J = \mathbf{u}_{I+J}.$$  

We may thus construct the basis vector $\mathbf{u}_I$, with $I \in \mathcal{I}_r$, from the canonical basis vectors elements $\mathbf{e}_i$ as

$$\mathbf{u}_I = \mathbf{e}_{i_1} \vee \mathbf{e}_{i_2} \vee \cdots \vee \mathbf{e}_{i_r}.$$  

We may also define the interior product between a multivector and a symmetric tensor. Let $\mathbf{e}_I$ and $\mathbf{u}_J$ be two basis vectors of respective grade $|I|$ and rank $|J|$. The interior product, indistinctly denoted by $\lhd$ or $\lhd$, is defined as

$$\mathbf{e}_I \lhd \mathbf{u}_J = \mathbf{u}_J \lhd \mathbf{e}_I = \Delta_{IJ}\mathbf{u}_{J\setminus I},$$

if $I$ is a subset of $J$ and zero otherwise. In this case, left and right interior products coincide.

We shall need to consider only rank-2 symmetric tensors, as the stress–energy–momentum tensor is a symmetric tensor field of rank 2, irrespective of the grade of the multivector fields and the number of space dimensions. In this case, it will prove convenient to have two operations, $\otimes$ and $\odot$, that generate a rank-2 symmetric tensor from a pair of multivectors of the same grade, $\mathbf{a}$ and $\mathbf{b}$. These operations are, respectively, defined as

$$\mathbf{a} \otimes \mathbf{b} = \sum_{i \leq j}(\Delta_{ii}\mathbf{e}_i \wedge \mathbf{a}) \cdot (\mathbf{b} \wedge \mathbf{e}_j \Delta_{jj})\mathbf{u}_{ij},$$

$$\mathbf{a} \odot \mathbf{b} = \sum_{i \leq j}(\Delta_{ii}\mathbf{e}_i \lhd \mathbf{a}) \cdot (\mathbf{b} \lhd \mathbf{e}_j \Delta_{jj})\mathbf{u}_{ij}.$$  

While the tensor field basis $\mathbf{u}_{ij}$ is symmetric in the pair $(i, j)$, that is $\mathbf{u}_{ij} = \mathbf{u}_{ji}$, the tensors defined in (26) and (27) are not separately symmetric, as the coefficients multiplying $\mathbf{u}_{ij}$, for $i \neq j$, are not symmetric over the pair $(i, j)$. However, for $i \neq j$, from [10, Eq. (22)], we have that

$$(\Delta_{ii}\mathbf{e}_i \wedge \mathbf{a}) \cdot (\mathbf{b} \wedge \mathbf{e}_j \Delta_{jj}) = (\Delta_{jj}\mathbf{e}_j \lhd \mathbf{a}) \cdot (\mathbf{b} \lhd \mathbf{e}_i \Delta_{ii}),$$

and therefore the $(i, j)$ coefficient of $\mathbf{a} \otimes \mathbf{b}$, with $i < j$ (resp. $j > i$), coincides with the value of the coefficient $(j, i)$ of $\mathbf{a} \odot \mathbf{b}$, with $j > i$ (resp. $j < i$). Therefore, the sum tensor $\mathbf{a} \otimes \mathbf{b} + \mathbf{a} \odot \mathbf{b}$ is indeed symmetric over the pair $(i, j)$.

2.5 Matrix vector spaces

We do not need consider general tensor fields, but rather the matrix field (vector) space whose basis elements can be represented as $\mathbf{w}_{l_1,l_2}$, where both $l_1$ and $l_2$ are ordered lists of non-repeated $\ell_1$ and $\ell_2$ elements, respectively. We may identify these basis elements with the tensor product of two multivectors of grade $\ell_1$ and $\ell_2$, namely

$$\mathbf{w}_{l_1,l_2} = \mathbf{e}_{l_1} \otimes \mathbf{e}_{l_2}.$$
The dimension of the vector space spanned by these basis elements is \((k+n)\left(\ell_1\right)\left(\ell_2\right)\); the elements of this vector space can be identified with matrices \(A\) whose rows and columns are indexed by lists of \(I_i \in \mathcal{I}_{\ell_i}\),

\[
A = \sum_{I_1 \in \mathcal{I}_{\ell_1}, I_2 \in \mathcal{I}_{\ell_2}} a_{I_1 I_2} w_{I_1, I_2}.
\]

(30)

The transpose of a matrix element \(w_{I_1, I_2}\), denoted as \(w_{I_1, I_2}^T\), is defined as \(w_{I_2, I_1}\). For \(\ell_1 = \ell_2 = \ell\), we also define the grade-\(\ell\) square identity matrix, denoted by \(I_{\ell}\), as

\[
I_{\ell} = \sum_{I \in \mathcal{I}_{\ell}} \Delta_{I I} w_{I_1, I_2}.
\]

(31)

The dot product \(\cdot\) of two arbitrary matrix elements \(w_{I_1, I_2}\) and \(w_{J_1, J_2}\) is defined as

\[
w_{I_1, I_2} \cdot w_{J_1, J_2} = \Delta_{I_1 J_1} \Delta_{I_2 J_2}.
\]

(32)

We also define the dot product between symmetric tensor and matrix basis elements, \(u_I\) and \(w_{J_1, J_2}\), as

\[
u_I \cdot w_{J_1, J_2} = w_{J_1, J_2} \cdot u_I = \begin{cases} 
\Delta_{I, I}, & \text{if } I = \varepsilon(J_1, J_2), \\
0, & \text{otherwise}.
\end{cases}
\]

(33)

We define the matrix product \(\times\) between two matrix basis elements \(w_{I, J}\) and \(w_{K, L}\) as

\[
w_{I, J} \times w_{K, L} = w_{I, L} \Delta_{J K}.
\]

(34)

For square matrices \(A\) indexed by grade-\(m\) multivectors, it is natural to define the matrix inverse, denoted as \(A^{-1}\), as the matrix such that \(A^{-1} \times A = I_m = A \times A^{-1}\). And lastly, we define the matrix product \(\times\) between a matrix \(w_{I, J}\) and a multivector \(e_K\) (or between a multivector \(e_K\) and the matrix \(w_{J, I}\), i.e., the transpose of \(w_{I, J}\)) as

\[
w_{I, J} \times e_K = e_K \times w_{J, I} = e_I \Delta_{JK}.
\]

(35)

3 Variational derivation of the symmetric energy–momentum tensor as conserved current with respect to infinitesimal space–time translations

3.1 Introduction

In all the systems described in Sect. 2.3, namely (13), (15), (17), (19) and (20), we could construct an action \(S_{\text{sys}}\) by integrating the Lagrangian density over a region \(\mathcal{R}\) that comprises the physical system under consideration. As we stated earlier, we assume that the region \(\mathcal{R}\) is large enough to make the physical system closed, so that an infinitesimal translation of space–time coordinates is a symmetry of the system and the action is invariant under this change. We also assume that the fields decay fast enough over \(\mathcal{R}\) so that the flux of the fields over the boundary of \(\mathcal{R}\) is arbitrarily small. The action for the physical system under consideration, \(S_{\text{sys}}\) was written in (21) as

\[
S_{\text{sys}} = \int_\mathcal{R} \frac{d^{k+n}x}{x} \left( \sum_{a, b} \gamma_{a, b} (a \cdot b) \right),
\]

(36)

namely an integral over \(\mathcal{R}\) of a linear combination of dot products of properly selected pairs of multivector fields \(a\) and \(b\) of the same degree, with respective coefficients \(\gamma_{a, b}\). We exploit
this linearity to express the stress–energy–momentum tensor associated with the action (36) as a linear combination, with coefficients $\gamma_{a,b}$, of tensors $T_{a\cdot b}$ associated with Lagrangian densities $a \cdot b$, namely

$$T_{\text{sys}} = \sum_{a,b} \gamma_{a,b} T_{a\cdot b},$$

(37)

where the tensor $T_{a\cdot b}$ is given by $T_{a\cdot b} = (-1)^s (a \odot b + a \odot b)$ in (102), with components given in (82) and (83),

$$T_{i\cdot j}^{a\cdot b} = \Delta_{ii} \left( \sum_{K \in \mathcal{I}, i \notin K} \Delta_{KK} a_K b_K - \sum_{K \in \mathcal{I}, i \in K} \Delta_{KK} a_K b_K \right),$$

(38)

$$T_{i\cdot j}^{a\cdot b} = - \sum_{K \in \mathcal{I}_{i \leftrightarrow j}, i \notin K} \Delta_{KK} \sigma(\varepsilon(i, K) i \leftrightarrow j) \left( a_{\varepsilon(i, K)} b_{\varepsilon(j, K)} + b_{\varepsilon(i, K)} a_{\varepsilon(j, K)} \right),$$

(39)

where $I_{i \leftrightarrow j}$ is a list of indices where the index $i$ in $I$ is replaced by $j$, for a generic $I$. As we shall see, consideration of the possible internal structure of the fields $a$ or $b$, e.g., $a = \mathcal{D} \wedge A$ in generalized electromagnetism or an analogous formula for the Yang–Mills fields, may be circumvented to directly obtain the tensor components (38)–(39) in terms of the components of the fields $a$ and $b$ appearing in the Lagrangian density.

Moreover, we prove in (127) that the interior derivative (divergence) of $T_{\text{sys}}$ is given by

$$\partial \int T_{\text{sys}} = \sum_{a,b} \gamma_{a,b} \left( a \int (\mathcal{D} \wedge b) + b \int (\mathcal{D} \wedge a) - a \int (\partial \mathcal{D} b) - b \int (\partial \mathcal{D} a) \right),$$

(40)

in terms of interior and exterior derivatives of $a$ and $b$. Assuming that infinitesimal space–time translations are a symmetry of the system under consideration and that the fields decay sufficiently fast at the boundary of the region $\mathcal{R}$, this interior derivative is zero,

$$\partial \int T_{\text{sys}} = 0,$$

(41)

which yields a conservation law for the energy–momentum of the system.

### 3.2 Action for the Lagrangian density $a \cdot b$

The linearity of the action in (42) allows us to find the tensor and its interior derivative as a linear combination of quantities derived from the Lagrangian density $a \cdot b$ and its action $S_{a\cdot b}$, given by

$$S_{a\cdot b} = \int_{\mathcal{R}} d^{k+n} x (a \cdot b).$$

(42)

Let us shift the origin of coordinates by an infinitesimal perturbation $\varepsilon$ and denote by $\{e\}$ and $\{e'\}$, respectively, the original and shifted basis elements, both expressed in the original basis. In general, and with some abuse of notation, we denote the components of a multivector $a$ by $a$ and $a'$ in the original and new coordinates, respectively. Along the $i$-th coordinate, the basis element $e_i$ is perturbed to first order by an infinitesimal amount

$$e_i \times (\mathcal{D} \otimes \varepsilon),$$

(43)

where the Jacobian partial-derivative matrix $\mathcal{D} \otimes \varepsilon$ is given by

$$\mathcal{D} \otimes \varepsilon = \sum_{i,j} \Delta_{ij} \partial_j \varepsilon_i w_{ij}.$$
The $j$-th column of the Jacobian matrix contains the exterior derivative (gradient) of the $j$-th component of the perturbation in the coordinates, $\varepsilon_j$. With the identity matrix in (31), which we simply denote as $\mathbf{1}$ since the grade of the vectors in the Jacobian matrix for $\varepsilon$ is 1, and taking into account that $e'_i = e_i + e_i \times (\partial \otimes \varepsilon)$, the following relationship between the basis $\{e\}$ and $\{e'\}$ holds for all $i$,

$$e'_i = e_i \times (1 + \partial \otimes \varepsilon). \quad (45)$$

In the new coordinates, the action in (42) becomes:

$$S_{a' \cdot b'} = \int_{\mathcal{R}'} d^{k+n}x' (a' \cdot b'), \quad (46)$$

where $\mathcal{R}'$ is the new integration region and the new differential integration element is $d^{k+n}x'$. In the following subsections, after expressing the multivectors and the action in the new coordinates, we shall first find the change in action $\delta S_{a \cdot b}$ related to this change of coordinates. Then, we shall link the differential form expressing the change in action with the symmetric, rank-2 stress–energy–momentum tensor. In the process, we will obtain several equivalent, alternative expressions for this tensor and its components, as well as a closed-form formula for its interior derivative (divergence). Finally, we shall relate the vanishing of $\delta S_{a \cdot b}$ induced by the closed nature to the system to the symmetry under the change of coordinates and to a conservation law in terms of the interior derivative of the stress–energy–momentum tensor.

### 3.3 Transformation of multivectors of grade $s$

While the basis vectors transform covariantly according to (45), the multivector field $a$ transforms contravariantly, that is with the inverse transpose matrix representing the change of coordinates. When $a$ is a scalar, i.e., with grade 0, it simply holds that

$$a' = a. \quad (47)$$

When $a$ is a vector field with grade 1, we need two additional facts. First, multiplication by a matrix transpose from the right is equivalent to multiplication by the matrix (untransposed) from the left, as in (34); second, as the transformation $\varepsilon$ is infinitesimal, we have $(1 + \partial \otimes \varepsilon)^{-1} = 1 - \partial \otimes \varepsilon$. We therefore variously have

$$a' = a \times (1 + \partial \otimes \varepsilon)^T = a \times (1 - \partial \otimes \varepsilon)^T = (1 - \partial \otimes \varepsilon) \times a. \quad (48)$$

In passing, and for later use, we note that the derivative operator $\partial$ transforms as

$$\partial' = (1 - \partial \otimes \varepsilon) \times \partial. \quad (49)$$

We shall shortly find that an $s$-vector $a$ transforms in general under this infinitesimal translation as

$$a' = a - G^s_{\varepsilon} \times a, \quad (50)$$

where $G^s_{\varepsilon}$ is a matrix that varies with the grade $s$, with rows and columns indexed by $s$-tuples, and given by

$$G^s_{\varepsilon} = \sum_{I,J \in \mathcal{I}_s} G^s_{I,J} w_{I,J}. \quad (51)$$

As in (47), we have $G^0_{\varepsilon} = 0$ for $s = 0$, as there is only one option for $I = J$, the empty set $\emptyset$ (in other words, $I' = 1$). Similarly, for $s = 1$, the matrix is given by $G^1_{\varepsilon} = \partial \otimes \varepsilon$ as in (48), and therefore, $G^s_{I,J} = G_{ij} = \Delta_{ii} \partial_i \varepsilon_j$. 
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From (45), we find that the basis elements in the new coordinates can be variously written as
\[ e'_i = e_i + \sum_j \partial_i \varepsilon_j e_j \]
\[ = \sum_j \tau_{i,j} e_j, \quad \text{with } \tau_{i,j} = \delta_{ij} + \partial_i \varepsilon_j. \]  
(52)  
(53)

Therefore, the basis element \( e'_I \) for the \( s \)-vector in the shifted coordinates, with \( I = (i_1, \ldots, i_s) \), is in turn given by
\[ e'_I = e'_{i_1} \wedge e'_{i_2} \cdots \wedge e'_{i_s} \]
\[ = \left( \sum_j \tau_{i_1,j} e_j \right) \wedge \left( \sum_j \tau_{i_2,j} e_j \right) \cdots \wedge \left( \sum_j \tau_{i_s,j} e_j \right) \]
\[ = \sum_{J \in I_s} \det \left( \begin{array}{c} \tau_{i_1,j_1} \cdots \tau_{i_1,j_s} \\ \vdots \\ \tau_{i_s,j_1} \cdots \tau_{i_s,j_s} \end{array} \right) e_J \]
\[ = \sum_{J \in I_s} \det \tau_{I \otimes J} e_J, \]
(54)  
(55)  
(56)  
(57)

where we have used in (56) the relationship between the determinant and the wedge product [12, Sect. 2.2] and in (56) we introduced the (linear-algebraic) matrix \( \tau_{I \otimes J} \), a submatrix of \( 1 + \partial \otimes \varepsilon \), explicitly given by
\[ \tau_{I \otimes J} = \left( \begin{array}{c} \tau_{i_1,j_1} \cdots \tau_{i_1,j_s} \\ \vdots \\ \tau_{i_s,j_1} \cdots \tau_{i_s,j_s} \end{array} \right). \]
(58)

In the computation of the determinant in (57), we only keep terms up to the first order in the derivatives of \( \varepsilon \). In order to remove unneeded terms, we first observe that the number of possible overlaps between \( I \) and \( J \) ranges from 0 to \( s \). If there are strictly fewer than \( s - 1 \) overlapping indices, the determinant is zero up to first order, as all summands in the determinant have at least two partial derivatives multiplied together. For each list \( I \), we need thus consider only index lists \( J \) such that \( I = J \) or \(|I \cap J| = s - 1\):
\[ e'_I = \det \tau_{I \otimes I} e_I + \sum_{J \in I_s : |I \cap J| = s - 1} \det \tau_{I \otimes J} e_J. \]
(59)

For \( I = J \), the only nonzero contribution to the determinant comes from the main diagonal and we directly obtain
\[ \det \tau_{I \otimes I} = 1 + \sum_{i \in I} \partial_i \varepsilon_i. \]
(60)

As for the case where \(|I \cap J| = s - 1\), of which there is a total number of \( s(k + n - s) \) possibilities, let us define a set \( K = I \cap J \) and two indices \( i \) and \( j \), \( i = I \setminus K \) and \( j = J \setminus K \), such that \( I = \varepsilon(i, K) \) and \( J = \varepsilon(j, K) \). We can directly infer from (55) that there is a single nonzero contribution to the determinant in this case, namely
\[ \sigma(I \leftrightarrow j) \tau_{i,j} \prod_{k \in K} \tau_{k,k}. \]
(61)
where the signature is that of the permutation that orders the list of indices \( I_{i\leftrightarrow j} \) where \( i \) in \( I \) is replaced by \( j \). Since \( \tau_{i,j} = \partial_i \epsilon_j \) and the terms \( \tau_{k,k} \) contribute to the determinant with a 1, we have

\[
\det \tau_{i\otimes j} = \sigma(I_{i\leftrightarrow j}) \partial_i \epsilon_j. \tag{62}
\]

As we prove in Appendix A, the permutation signature can be expressed various equivalent forms:

\[
\sigma(I_{i\leftrightarrow j}) = \sigma(\epsilon(i, K)_{i\leftrightarrow j}) = \sigma(\epsilon(j, K)_{j\leftrightarrow i}) = \sigma(J_{j\leftrightarrow i}). \tag{63}
\]

thereby proving that the permutation signature is indeed symmetric in the pair of indices \((i, j)\). In the same Appendix, we prove the following identities relating the signature in (63),

\[
\sigma(K, i)\sigma(j, K) = (-1)^{|K|} \sigma(\epsilon(i, K)_{i\leftrightarrow j}), \tag{64}
\]

\[
\sigma(i, j + K)\sigma(i + K, j) = (-1)^{|K|} \sigma(\epsilon(i, K)_{i\leftrightarrow j}). \tag{65}
\]

Combining (60) and (62) into (59) yields the following expression for the new coordinate basis elements:

\[
e'_I = \left(1 + \sum_{i \in I} \partial_i \epsilon_i\right) e_I + \sum_{K \in I_{\otimes-1}: i, j \notin K} \sigma(I_{i\leftrightarrow j}) \partial_i \epsilon_j e_{\epsilon(j,K)}. \tag{66}
\]

As we did in (45), we can write (66) as

\[
e'_I = e_I \times (1_s + G^s_e), \tag{67}
\]

where \( 1_s \) is the identity matrix for grade-\( s \) multivectors, \( 1_s = \sum_I A_{II} w_{II} \), and the matrix \( G^s_e \) is such that

\[
e_I \times G^s_e = \left(\sum_{i \in I} \partial_i \epsilon_i\right) e_I + \sum_{K \in I_{\otimes-1}: i, j \notin K} \sigma(I_{i\leftrightarrow j}) \partial_i \epsilon_j e_{\epsilon(j,K)}. \tag{68}
\]

Taking into account the definition of the product \( \times \), the matrix \( G^s_e \) is therefore given by

\[
G^s_e = \Delta_{II} e_I \otimes \left(\sum_{i \in I} \partial_i \epsilon_i\right) e_I + \Delta_{II} e_I \otimes \sum_{K \in I_{\otimes-1}: i, j \notin K} \sigma(I_{i\leftrightarrow j}) \partial_i \epsilon_j e_{\epsilon(j,K)}. \tag{69}
\]

\[
= \Delta_{II} \left(\sum_{i \in I} \partial_i \epsilon_i\right) w_{II} + \Delta_{II} \sum_{K \in I_{\otimes-1}: i, j \notin K} \sigma(I_{i\leftrightarrow j}) \partial_i \epsilon_j w_{\epsilon(j,K)}. \tag{70}
\]

For later use, it will prove convenient to express the matrix \( G^s_e \) in the equivalent form:

\[
G^s_e = \sum_i \Delta_{ii} \partial_i \epsilon_i G^s_e(i, i) + \sum_{i, j \neq i} \Delta_{ii} \partial_i \epsilon_j G^s_e(i, j), \tag{71}
\]

where the matrices \( G^s_e(i, i) \) and \( G^s_e(i, j) \), for all \( i \) and \( j \), with \( j \neq i \), are, respectively, given by

\[
G^s_e(i, i) = \sum_{K \in I_{\otimes-1}: i \notin K} \Delta_{KK} w_{\epsilon(i,K),\epsilon(i,K)} \tag{72}
\]

\[
G^s_e(i, j) = \sum_{K \in I_{\otimes-1}: j \notin K} \Delta_{KK} \sigma(\epsilon(i, K)_{i\leftrightarrow j}) w_{\epsilon(i,K),\epsilon(j,K)}. \tag{73}
\]
3.4 Transformation of the action: stress–energy–momentum tensor

We now return to the expression of the action in the new coordinates up to derivatives of first order in $\varepsilon$. We first note that the differential \( d^{k+n} x \) appearing in the action is expressed in the new coordinates using (60) with $I$ including all space–time indices, that is $|I| = k + n$, so that we directly obtain

\[
d^{k+n} x' = d^{k+n} x (1 + \partial \cdot \varepsilon).
\]  

(74)

In the new coordinates, the integration region is denoted as $\mathcal{R}'$; for an infinitesimal translation, the regions $\mathcal{R}$ and $\mathcal{R}'$ differ only on the boundary of the former, which is located far from the origin. With the identity in (74), together with (50) for $a$ and $b$, and neglecting higher-order derivative terms, Eq. (46) becomes

\[
S_{a'b'} = \int_{\mathcal{R}'} d^{k+n} x' (a' \cdot b') = \int_{\mathcal{R}} d^{k+n} x (1 + \partial \cdot \varepsilon) \left( (1 - G^s_e) \cdot (1 - G^s_e) \times (b - a) \right) \cdot (b - a)
\]

(75)

\[
= \int_{\mathcal{R}} d^{k+n} x (a \cdot b) + \int_{\mathcal{R}} d^{k+n} x (\partial \cdot \varepsilon) (a \cdot b) - \int_{\mathcal{R}} d^{k+n} x (G^s_e \times a) \cdot b - \int_{\mathcal{R}} d^{k+n} x (a \cdot (G^s_e \times b)) = S_{ab} + \delta S_{ab},
\]

(76)

(77)

(78)

where in (76) we used that the difference in integration regions $\mathcal{R}'$ and $\mathcal{R}$ lies far from the origin, coupled with the rapid decay of the fields, to replace $\mathcal{R}'$ by $\mathcal{R}$, and finally defined the change in action $\delta S_{ab}$ is given by

\[
\delta S_{ab} = \int_{\mathcal{R}} d^{k+n} x (\partial \cdot \varepsilon) (a \cdot b) - \int_{\mathcal{R}} d^{k+n} x (G^s_e \times a) \cdot b - \int_{\mathcal{R}} d^{k+n} x (a \cdot (G^s_e \times b)).
\]

(79)

We next prove the existence of a symmetric, rank-2 tensor $T_{ab}$ such that

\[
\delta S_{ab} = \int_{\mathcal{R}} d^{k+n} x (\partial \times \varepsilon) \cdot T_{ab}.
\]

(80)

The tensor $T_{ab}$ may in fact be identified with the symmetric stress–energy–momentum tensor associated with the Lagrangian density $a \cdot b$. In terms of the components of $T_{ab}$, we have

\[
T_{ab} = \sum_{i \leq j} T_{ij}^a u_{ij},
\]

(81)

where on- and off-diagonal components, $T_{ii}^a$ and $T_{ij}^a$, are, respectively, given by

\[
T_{ii}^a = \Delta_{ii} \left( \sum_{K \in I_i, i \neq K} \Delta_{KK} a_K b_K - \sum_{K \in I_i, i \in K} \Delta_{KK} a_K b_K \right),
\]

(82)

\[
T_{ij}^a = -\sum_{K \in I_i \setminus I_j, j \notin K} \Delta_{KK} \sigma(\varepsilon(i, K); i \leftrightarrow j) (a_{\varepsilon(i, K)} b_{\varepsilon(j, K)} + b_{\varepsilon(i, K)} a_{\varepsilon(j, K)}).
\]

(83)

As befits a symmetric rank-2 tensor, the coefficient $T_{ij}^a$ in (83) does not change under permutation of $i$ and $j$: the factor $(a_{\varepsilon(i, K)} b_{\varepsilon(j, K)} + b_{\varepsilon(i, K)} a_{\varepsilon(j, K)})$ is clearly symmetric and the permutation signature $\sigma(\varepsilon(i, K); i \leftrightarrow j)$ is also symmetric in $i, j$, as shown in (63).
In order to prove (80), we shall establish the following identity of differential forms appearing in the integrand,

\[
(\partial \otimes \varepsilon) \cdot T_{\mathbf{a}, \mathbf{b}} = (\partial \cdot \varepsilon) (\mathbf{a} \cdot \mathbf{b}) - (G_{\mathbf{e}}^s \times \mathbf{a}) \cdot \mathbf{b} - \mathbf{a} \cdot (G_{\mathbf{e}}^s \times \mathbf{b}).
\]  

(84)

Expanding the left-hand side of (84) and using the dot product formula for \(w_{ij}\) and \(u_{ij}\) in (33) yields

\[
(\partial \otimes \varepsilon) \cdot T_{\mathbf{a}, \mathbf{b}} = \left( \sum_{i,j} \Delta_{ii} \partial_i \varepsilon_j w_{ij} \right) \cdot \left( \sum_{j', j' \leq j} T_{ii, j'}^{a, b} u_{ij'} \right)
\]

\[
= \sum_{i,j} \Delta_{ii} \partial_i \varepsilon_j \Delta_{jj} \Delta_{ij} T_{i,j}^{a, b}.
\]

(85)

(86)

At this point, if we expand the right-hand side of (84) into a summation whose terms are indexed by the pair \((i, j)\) such that each of these summands has the form of a coefficient multiplying \(\Delta_{ii} \partial_i \varepsilon_j\), we can directly read \(T_{i,j}^{a, b}\) from this multiplicative coefficient. More precisely, using the definition of \(\partial \cdot \varepsilon\) together with (71) yields

\[
\left( \sum_i \partial_i \varepsilon_i \right) (\mathbf{a} \cdot \mathbf{b}) \left( \sum_i \Delta_{ii} \partial_i \varepsilon_i G_{\mathbf{e}}^s (i, i) \times \mathbf{a} + \sum_{i, j : i \neq j} \Delta_{ii} \partial_i \varepsilon_j G_{\mathbf{e}}^s (i, j) \times \mathbf{a} \right) \cdot \mathbf{b}
\]

\[
= \mathbf{a} \cdot \left( \sum_i \Delta_{ii} \partial_i \varepsilon_i G_{\mathbf{e}}^s (i, i) \times \mathbf{a} + \sum_{i, j : i \neq j} \Delta_{ii} \partial_i \varepsilon_j G_{\mathbf{e}}^s (i, j) \times \mathbf{b} \right).
\]

(87)

It will prove convenient to distinguish the cases \(i = j\) and \(i \neq j\). First, for \(i = j\) and writing the relationship between the diagonal terms in (86) and (87), we obtain

\[
\Delta_{ii} \partial_i \varepsilon_i \Delta_{ii} T_{ii}^{a, b} = \partial_i \varepsilon_i (\mathbf{a} \cdot \mathbf{b}) - \left( \Delta_{ii} \partial_i \varepsilon_i G_{\mathbf{e}}^s (i, i) \times \mathbf{a} \right) \cdot \mathbf{b} - \left( \Delta_{ii} \partial_i \varepsilon_j G_{\mathbf{e}}^s (i, j) \times \mathbf{b} \right) \cdot \mathbf{a}
\]

\[
= \Delta_{ii} (\mathbf{a} \cdot \mathbf{b}) - \left( G_{\mathbf{e}}^s (i, i) \times \mathbf{a} \right) \cdot \mathbf{b} - \left( G_{\mathbf{e}}^s (i, i) \times \mathbf{b} \right) \cdot \mathbf{a}.
\]

(88)

(89)

Taking into account the definition of \(G_{\mathbf{e}}^s (i, i)\) in (72) and carrying out the matrix products in (89), we obtain

\[
\mathbf{a} \cdot \left( G_{\mathbf{e}}^s (i, i) \times \mathbf{b} \right) = \mathbf{a} \cdot \left( \sum_{K \in I_{s-1}: i \neq K} \Delta_{ij} \mathbf{e}_s (i, K) \mathbf{b}_s (i, K) \right)
\]

\[
= \sum_{K \in I_{s-1}: i \neq K} \Delta_{ii} \mathbf{b}_s (i, K) \mathbf{e}_s (i, K),
\]

(90)

(91)

\[
\mathbf{b} \cdot \left( G_{\mathbf{e}}^s (i, i) \times \mathbf{a} \right) = \sum_{K \in I_{s-1}: i \neq K} \Delta_{ii} \mathbf{a}_s (i, K) \mathbf{e}_s (i, K).
\]

(92)

Using the definition of the dot product together with (91)–(92) back in (89) yields

\[
T_{ii}^{a, b} = \Delta_{ii} \sum_{K \in I_s} \Delta_{KK} \mathbf{b}_s (K) \mathbf{a}_s (K) - 2 \sum_{K \in I_{s-1}: i \neq K} \Delta_{KK} \mathbf{b}_s (i, K) \mathbf{a}_s (i, K)
\]

\[
= \Delta_{ii} \left( \sum_{K \in I_s} \Delta_{KK} \mathbf{b}_s (K) \mathbf{a}_s (K) - \sum_{K \in I_s, i \in K} \Delta_{KK} \mathbf{b}_s (i, K) \mathbf{a}_s (i, K) \right)
\]

\[
= \Delta_{ii} \left( \sum_{K \in I_s, i \neq K} \Delta_{KK} \mathbf{b}_s (K) \mathbf{a}_s (K) - \sum_{K \in I_s, i \in K} \Delta_{KK} \mathbf{b}_s (i, K) \mathbf{a}_s (i, K) \right).
\]

(93)

(94)

(95)
namely the desired expression for $T_{ii}^{a;b}$ in (82).

In an analogous manner, we write the relationship between the off-diagonal terms in (86) and (87), $i \neq j$, to obtain the following expressions for the off-diagonal tensor elements:

$$\Delta_{ij} \partial_{ij} \epsilon_{ij} \Delta_{ij} T_{\epsilon(i,j)}^{a;b} = -(\Delta_{ii} \partial_{ij} \epsilon_{ij} G_{\epsilon}^i(i,j) \times a) \cdot b - (\Delta_{ii} \partial_{ij} \epsilon_{ij} G_{\epsilon}^j(i,j) \times b) \cdot a$$ \hspace{1cm} (96)

$$T_{\epsilon(i,j)}^{a;b} = -\Delta_{ii} \Delta_{jj} (G_{\epsilon}^i(i,j) \times a) \cdot b - \Delta_{ii} \Delta_{jj} (G_{\epsilon}^j(i,j) \times b) \cdot a$$ \hspace{1cm} (97)

where one should verify that the right-hand side of (97) is indeed symmetric in $i$ and $j$, as we will shortly do. As before, using the definition of $G_{\epsilon}^i(i,j)$ in (73) and carrying out the matrix products in (97), we obtain

$$\mathbf{a} \cdot (G_{\epsilon}^i(i,j) \times \mathbf{b}) = \mathbf{a} \cdot \left( \sum_{K \in I_{s-1}:i,j \notin K} \Delta_{jj} \sigma(\epsilon(i,K)_{i\leftrightarrow j}) \epsilon_{\epsilon(i,K)b_{\epsilon(j,K)}} \right)$$ \hspace{1cm} (98)

$$= \sum_{K \in I_{s-1}:i,j \notin K} \Delta_{jj} \Delta_{ii} \Delta_{jj} \Delta_{jj} \sigma(\epsilon(i,K)_{i\leftrightarrow j}) a_{\epsilon(i,K)b_{\epsilon(j,K)}} \cdot b_{\epsilon(i,K)a_{\epsilon(j,K)}} \cdot (100)$$

Again, replacing both (99) and (100) back in (97) leads to the desired expression for $T_{ij}^{a;b}$, namely (83):

$$T_{ij}^{a;b} = -\sum_{K \in I_{s-1}:i,j \notin K} \Delta_{jj} \Delta_{ii} \Delta_{jj} \Delta_{jj} \sigma(\epsilon(i,K)_{i\leftrightarrow j}) (a_{\epsilon(i,K)b_{\epsilon(j,K)}} + b_{\epsilon(i,K)a_{\epsilon(j,K)}}).$$ \hspace{1cm} (101)

In this equation, the factor $(a_{\epsilon(i,K)b_{\epsilon(j,K)}} + b_{\epsilon(i,K)a_{\epsilon(j,K)}})$ clearly remains unchanged after permutation of $i$ and $j$. As for $\sigma(\epsilon(i,K)_{i\leftrightarrow j})$, we proved in (63) that the permutation signature is indeed symmetric in $i$, $j$. Thus, the coefficient $T_{ij}^{a;b}$ does not change under permutation of $i$ and $j$, as befits a symmetric rank-2 tensor.

3.5 An alternative, coordinate-free, expression for the tensor

In this section, we provide an alternative, coordinate-free, expression for the symmetric stress–energy–momentum tensor $T_{a;b}$. This expression given in terms of the operations $\odot$ and $\ominus$ is defined in (27)–(26), as follows:

$$T_{a;b} = (-1)^s (\mathbf{a} \odot \mathbf{b} + \mathbf{a} \ominus \mathbf{b}).$$ \hspace{1cm} (102)

The discussion after the definitions of (26) and (27) proves that the tensor field in (102) is indeed symmetric.

In order to prove the expression in (102), we make use of the tensor components in (82)–(83). From the definitions in (26) and (27), we may, respectively, write the coefficients multiplying the basis element $u_{ij}$ as:

$$(\Delta_{ij} e_i \wedge a) \cdot (b \wedge e_j \Delta_{jj})$$

$$= \left( \sum_{I \in I_{s}} \Delta_{ii} a_{I} e_i \wedge e_I \right) \cdot \left( \sum_{I \in I_{s}} \Delta_{jj} b_{I} e_I \wedge e_j \right)$$ \hspace{1cm} (103)

$$= \left( \sum_{I \in I_{s}:i \notin I} \Delta_{ii} \sigma(i, I) a_{I} e_{\epsilon(i,I)} \right) \cdot \left( \sum_{I \in I_{s}:j \notin I} \Delta_{jj} \sigma(I, j) b_{I} e_{\epsilon(j,I)} \right),$$ \hspace{1cm} (104)
where we carried out the exterior products in each of the factors, and

$$
(\Delta_{ii}\epsilon_i \wedge a) \cdot (b \wedge \epsilon_j \Delta_{jj}) = \left( \sum_{l \in \mathcal{I}_k} \Delta_{ii} a_I \epsilon_i \wedge \epsilon_l \right) \cdot \left( \sum_{l \in \mathcal{I}_s} \Delta_{jj} b_I \epsilon_l \wedge \epsilon_j \right)
$$

$$
= \left( \sum_{l \in \mathcal{I}_s, i \in l} \sigma(I \setminus i, i) a_I \epsilon_l \wedge \epsilon_i \right) \cdot \left( \sum_{l \in \mathcal{I}_s, j \in l} \sigma(j, j \setminus j) b_I \epsilon_l \wedge \epsilon_j \right),
$$

where we similarly carried out the interior products in each of the factors.

In order to evaluate the dot products in (104) and (106), it proves convenient to distinguish between the on- and off-diagonal components. First, for $i = j$ and (104), we obtain

$$
(\Delta_{ii}\epsilon_i \wedge a) \cdot (b \wedge \epsilon_i \Delta_{ii}) = \left( \sum_{l \in \mathcal{I}_s, i \notin l} \Delta_{ii} \sigma(i, I) a_I \epsilon_i \wedge \epsilon_I \right) \cdot \left( \sum_{l \in \mathcal{I}_s, j \in l} \sigma(j, I \setminus j) b_I \epsilon_l \wedge \epsilon_j \right)
$$

$$
= \sum_{l \in \mathcal{I}_s, i \notin l} \Delta_{ii} \Delta_{II} \sigma(i, I) a_I b_I,
$$

where we used the identity $\sigma(i, I) \sigma(I, i) = (-1)^{|I|} = (-1)^s, i \notin I$. Similarly, for $i = j$ and (106), we obtain

$$
(\Delta_{ii}\epsilon_i \wedge a) \cdot (b \wedge \epsilon_i \Delta_{ii}) = \left( \sum_{l \in \mathcal{I}_s, i \notin l} \sigma(I \setminus i, i) a_I \epsilon_I \wedge \epsilon_l \right) \cdot \left( \sum_{l \in \mathcal{I}_s, j \in l} \sigma(j, I \setminus j) b_I \epsilon_l \wedge \epsilon_j \right)
$$

$$
= \sum_{l \in \mathcal{I}_s, i \notin l} \Delta_{ii} \Delta_{II} \sigma(i, I) a_I b_I
$$

$$
= (-1)^{s-1} \sum_{l \in \mathcal{I}_s, i \notin l} \Delta_{ii} \Delta_{II} a_I b_I,
$$

where we again used the identity $\sigma(i, K) \sigma(K, i) = (-1)^{s-1}, \text{for } i \notin K$. Combining (109) with (112) and (82) gives:

$$
(\Delta_{ii}\epsilon_i \wedge a) \cdot (b \wedge \epsilon_i \Delta_{ii}) + (\Delta_{ii}\epsilon_i \wedge a) \cdot (b \wedge \epsilon_i \Delta_{ii})
$$

$$
= (-1)^{s-1} \Delta_{ii} \left( \sum_{l \in \mathcal{I}_s, i \notin l} \Delta_{II} a_I b_I - \sum_{l \in \mathcal{I}_s, i \notin l} \Delta_{II} a_I b_I \right)
$$

$$
= (-1)^s T_{ii}^{a \cdot b},
$$

Noticing that this expression is actually symmetric in $a$ and $b$, its average with itself with the roles of $a$ and $b$ interchanged gives the same expression, in correspondence with (102), as far as the on-diagonal terms are concerned.

Concerning the off-diagonal components, $i \neq j$, we start by evaluating (106) to directly obtain:

$$
(\Delta_{ii}\epsilon_i \wedge a) \cdot (b \wedge \epsilon_j \Delta_{jj}) = \sum_{K \in \mathcal{I}_{s-1}, j \notin K} \Delta_{KK} \sigma(K, i) \sigma(j, K) a_{\epsilon(i, K)} b_{\epsilon(j, K)},
$$

$$
\Delta_{ii} \Delta_{II} a_I b_I.
$$
Similarly, we evaluate (104) and expand the dot product therein to obtain:

\[
\langle \Delta_i e_i \wedge a \rangle \cdot \langle b \wedge e_j \Delta_j \rangle = \left( \sum_{I \in \mathcal{I}_s : i / \in I} \Delta_{ii} \sigma_{i}^{(i, I)} a_I e_{(i, I)} \right) \cdot \left( \sum_{I \in \mathcal{I}_s : j / \in I} \Delta_{jj} \sigma_{j}^{(j, I)} b_I e_{(j, I)} \right)
\]

\[= \sum_{K \in \mathcal{I}_s} \Delta_{ii} \sigma_{i}^{(i, K)} a_I \varepsilon_{i}^{(i, K)} \cdot \sum_{K \in \mathcal{I}_s} \Delta_{jj} \sigma_{j}^{(j, K)} b_I \varepsilon_{j}^{(j, K)} .
\]

Using (64) and (65), we combine (115) together with (117) and (83) to write

\[
\langle \Delta_i e_i \wedge a \rangle \cdot \langle b \wedge e_j \Delta_j \rangle + \langle \Delta_i e_i \wedge a \rangle \cdot \langle b \wedge e_j \Delta_j \rangle
\]

\[= (-1)^{s-1} \sum_{K \in \mathcal{I}_s : i / \in K} \Delta_{ii} \sigma_{i}^{(i, K)} (a_i b_j + a_j b_i) + \sum_{K \in \mathcal{I}_s : j / \in K} \Delta_{jj} \sigma_{j}^{(j, K)} (a_i b_j + a_j b_i).
\]

3.6 Conservation law for energy–momentum

The next step is to apply a generalized Leibniz rule to rewrite the integrand in (80) in convenient way. For a vector \(\varepsilon\) of grade 1 and a symmetric tensor of rank 2, denoted by \(T\), the following generalized Leibniz rule holds:

\[
\partial \cdot (\varepsilon \lrcorner T) = \varepsilon \cdot (\partial \lrcorner T) + (\partial \otimes \varepsilon) \cdot T .
\]

where the interior product between a vector and a symmetric tensor is computed according to (25). This equation relates scalars, or zero-grade multivectors, on both sides. It is proved in Appendix 1. Using (120) and the vanishing at infinity of \(\varepsilon\) to directly neglect the term in the left-hand side of (120), we express \(\delta S_{a \cdot b}\) in terms of the interior derivative (or divergence) of the symmetric stress–energy–momentum tensor \(T_{a \cdot b}\) as

\[
\delta S_{a \cdot b} = - \int_{\mathcal{R}} d^{k+n} x \left( \partial \lrcorner T_{a \cdot b} \right) \cdot \varepsilon .
\]

Assuming that infinitesimal space–time translations are a symmetry of the whole system and that the fields decay sufficiently fast at the boundary of the region \(\mathcal{R}\), the fact that the variation of the action \(\delta T_{\text{sys}}\) must be zero for all infinitesimal perturbations \(\varepsilon\) implies that the interior derivative of the overall tensor \(T_{\text{sys}}\) in (37) is zero,

\[
\partial \lrcorner T_{\text{sys}} = 0 ,
\]

which yields a conservation law for the energy–momentum of the system under consideration.

Using the definition of interior product in (25), we directly obtain:

\[
\partial \lrcorner T_{a \cdot b} = \sum_{i, j} \partial_i T_{a \cdot b}^{i \cdot j} e_j
\]

\[= \sum_i \left( \partial_i T_{a \cdot b}^{i \cdot j} e_j + \sum_{j \neq i} \partial_i T_{a \cdot b}^{j \cdot i} e_j \right),
\]

\[\text{Springer}\]
where we may use the formulas for the tensor components (82) and (83) to write:

\[
\begin{align*}
\hat{\partial}^i T^a_{\ell, j} &= \Delta_{ii} \left( \sum_{K \in \mathcal{I}_{\ell}, i \neq K} \Delta_{KK} \hat{\partial}^i (b_K a_K) - \sum_{K \in \mathcal{I}_{\ell}, j \in K} \Delta_{KK} \hat{\partial}^i (b_K a_K) \right), \\
\hat{\partial}^i T^a_{\epsilon(i, j)} &= - \sum_{K \in \mathcal{I}_{\ell-1}, i \neq K} \Delta_{KK} \sigma (\epsilon(i, K)_{\ell \rightarrow j}) \hat{\partial}^i (a_{\epsilon(i, K)} b_{\epsilon(j, K)} + b_{\epsilon(i, K)} a_{\epsilon(j, K)}).
\end{align*}
\]  

(125)  

(126)

In addition to the identities in (123)—(126), we provide in this section a simple, coordinate-free, closed-form expression for the interior derivative of the stress–energy–momentum tensor \( T_{\mathbf{a}, \mathbf{b}} \):

\[
\hat{\partial} \mathbf{a} \cdot \mathbf{b} = \mathbf{a} \cdot (\mathbf{a} \times \mathbf{b}) + \mathbf{b} \cdot (\mathbf{a} \times \mathbf{b}) - \mathbf{a} \times (\mathbf{a} \times \mathbf{b}) - \mathbf{b} \times (\mathbf{a} \times \mathbf{b}).
\]  

(127)

As a first step in our proof of (127), we use (102) in order to rewrite the interior derivative of \( T_{\mathbf{a}, \mathbf{b}} \),

\[
\hat{\partial} \mathbf{a} \cdot \mathbf{b} = (-1)^{\epsilon} \hat{\partial} \mathbf{a} \times (\mathbf{a} \circ \mathbf{b}) + \hat{\partial} \mathbf{b} \times (\mathbf{a} \circ \mathbf{b}),
\]  

(128)

and analyze the interior derivatives of \( \mathbf{a} \circ \mathbf{b} \) and \( \mathbf{b} \circ \mathbf{b} \). Putting the definition of \( \circ \) in (26) into (123), we get:

\[
\hat{\partial} \mathbf{a} \cdot (\mathbf{a} \circ \mathbf{b}) = \sum_{i, j} \Delta_{ii} \Delta_{jj} \hat{\partial}^i (\mathbf{e}_{\min(i, j)} \times \mathbf{a}) \cdot (\mathbf{b} \times \mathbf{e}_{\max(i, j)}) \mathbf{e}_j
\]

\[
= \sum_i \left( \hat{\partial}^i (\mathbf{e}_i \times \mathbf{a}) \cdot (\mathbf{b} \times \mathbf{e}_i) \mathbf{e}_i \right)
\]

\[
+ \sum_i \sum_{j \neq i} \sum \Delta_{ii} \Delta_{jj} \hat{\partial}^i (\mathbf{e}_{\min(i, j)} \times \mathbf{a}) \cdot (\mathbf{b} \times \mathbf{e}_{\max(i, j)}) \mathbf{e}_j.
\]  

(129)  

(130)

where we wrote the equations in a convenient way as a double summation over the pair of indices \( i \) and \( j \).

We now use (109) to evaluate the first summation over \( i \) in (130),

\[
\sum_i \hat{\partial}^i ((\mathbf{e}_i \times \mathbf{a}) \cdot (\mathbf{b} \times \mathbf{e}_i)) \mathbf{e}_i = (-1)^{\epsilon} \sum_i \sum_{l \in \mathcal{I}_{\ell}, i \neq l} \Delta_{il} \hat{\partial}^i (a_l b_l) \mathbf{e}_i.
\]  

(131)

In a similar manner, we use (117) to evaluate the second summation, over \( i \) and \( j \neq i \), in (130),

\[
\sum_i \sum_{j \neq i} \Delta_{ii} \Delta_{jj} \hat{\partial}^i (\mathbf{e}_{\min(i, j)} \times \mathbf{a}) \cdot (\mathbf{b} \times \mathbf{e}_{\max(i, j)}) \mathbf{e}_j
\]

\[
= \sum_i \sum_{j \neq i} \sum_{K \in \mathcal{I}_{i-1}, i \neq K} \Delta_{KK} \sigma (K, \min(i, j)) \sigma (\max(i, j), K)
\]

\[
\hat{\partial}^i (a_{\min(i, j)} K) b_{\max(i, j), K}) \mathbf{e}_j
\]

\[
= (-1)^{\epsilon-1} \sum_i \sum_{j \neq i} \sum_{K \in \mathcal{I}_{i-1}, i \neq K} \Delta_{KK} \sigma (i, K) \sigma (j, K)
\]

\[
\hat{\partial}^i (a_{\min(i, j)} K) b_{\max(i, j), K}) \mathbf{e}_j,
\]  

(132)  

(133)

where we used that \( \sigma (K, \ell) = (-1)^{|K|} \sigma (\ell, K) \), and that \( \sigma (\min(i, j), K) \sigma (\max(i, j), K) = \sigma (i, K) \sigma (j, K) \) as \( i \neq j \).
We now relate (130) to a closed-form, coordinate-free expression. First, let us evaluate $a \wedge (\partial \wedge b)$, that is,

$$a \wedge (\partial \wedge b) = \left( \sum_{J \in I_s} a_J e_J \right) \wedge \left( \sum_{i, I \in I_s, i \notin I} \Delta_{ii} \sigma(i, I) \partial_i b_I e_{e(i, I)} \right)$$

(134)

$$= \sum_{i, I \in I_s, i \notin I} \sum_{J \in I_s} \Delta_{ii} \sigma(i, I) a_J \partial_i b_I e_J \wedge e_{e(i, I)}$$

(135)

$$= \sum_{i, I \in I_s, i \notin I} \sum_{J \in I_s} \Delta_{ii} \sigma(i, I) a_J \partial_i b_I e_J \wedge e_{e(i, I)}$$

(136)

where we split the summation over $J$ in two parts, depending on whether $i \in J$ or not. Let us first focus and evaluate the second summation over $i$ in (136), namely

$$\sum_{i, I \in I_s, i \notin I} \sum_{J \in I_s} \Delta_{ii} \sigma(i, I) a_J \partial_i b_I e_J \wedge e_{e(i, I)} = \sum_{i} \sum_{I \in I_s, i \notin I} \Delta_{ii} \sigma(i, I) a_J \partial_i b_I e_I \wedge e_{e(i, I)}$$

(137)

$$= \sum_{i} \sum_{I \in I_s, i \notin I} \Delta_{ii} \Delta_{II} a_J b_I e_I,$$

(138)

where we used in (137) that the constraints that $J$ is a subset of $\varepsilon(i, I)$ and $i \notin J$ enforce that $J = I$, and computed and simplified the interior product in (138). As for the first summand in (136), we similarly obtain

$$\sum_{i} \sum_{I \in I_s, i \notin I} \Delta_{ii} \sigma(i, I) a_J \partial_i b_I e_J \wedge e_{e(i, I)}$$

(139)

$$= \sum_{i} \sum_{j \neq i} \sum_{K \in I_{s-1}, j \notin K} \Delta_{ii} \sigma(i, j + K) a_i + K \partial_i b_{j + K} e_{i + K} \wedge e_i + j + K$$

(140)

$$= \sum_{i} \sum_{j \neq i} \sum_{K \in I_{s-1}, j \notin K} \Delta_{K K} \sigma(i, j + K) \sigma(j, i + K) a_i + K \partial_i b_{j + K} e_j$$

(141)

where we rewrote the summation over $I$ and $J$ in (139) in terms of an index $j$ and a set $K \in I_{s-1}$ such that $i, j \notin K$ and $I = \varepsilon(j, K)$ and $J = \varepsilon(i, K)$, computed the interior product in (140), and used the fact that $\sigma(i, j + K) \sigma(j, i + K) = -\sigma(i, K) \sigma(j, K)$ in (141); this latter identity follows from the fact that ordering the list $(i, j, K)$ can be done in two ways, with respective signatures $\sigma(j, K) \sigma(i, j + K)$ and $-\sigma(i, K) \sigma(j, i + K)$, whose values should coincide. Substituting $b$ for $a$ in (136) and (141) and grouping terms, we thus obtain

$$a \wedge (\partial \wedge b) + b \wedge (\partial \wedge a) = -\sum_{i} \sum_{j \neq i} \sum_{K \in I_{s-1}, j \notin K} \Delta_{K K} \sigma(i, K) \sigma(j, K)$$

(142)

\begin{align*}
&\left( a_i + K \partial_i b_{j + K} + b_i + K \partial_i a_{j + K} \right) e_j \\
&+ \sum_{i} \sum_{I \in I_s, i \notin I} \Delta_{ii} \Delta_{II} \partial_i (a_I b_I) e_I.
\end{align*}
The second summation, over \(i\) and \(I\), in (142) can be seen to coincide with (131), apart from a factor \((-1)^s\) which cancels out with the same factor present in (128). As for the first summation, over \(i, j, K\), in (142), and again apart from common factors, each of the terms in the triple summation in (142) contains the term

\[
a_{i+K} \partial_i b_{\ell+K} + b_{i+K} \partial_i a_{\ell+K},
\]

(143)

to be compared to the analogous term in the triple summation over \(i, j\) and \(K\) in (133), namely

\[
\partial_j \left( a_{\ell}(\max(i, j), K) b_{\ell}(\min(i, j), K) \right) = a_{\ell}(\max(i, j), K) \partial_j \left( b_{\ell}(\min(i, j), K) \right) + b_{\ell}(\min(i, j), K) \partial_j \left( a_{\ell}(\max(i, j), K) \right).
\]

(144)

Adding and subtracting some terms in (144), as well as observing that the pair of \(\max(i, j)\) and \(\min(i, j)\) is either \((i, j)\) or \((j, i)\), but always contains both \(i\) and \(j\), we obtain

\[
\partial_j \left( a_{\ell}(\max(i, j), K) b_{\ell}(\min(i, j), K) \right) = a_{\ell}(\max(i, j), K) \partial_j \left( b_{\ell}(\min(i, j), K) \right) + b_{\ell}(\min(i, j), K) \partial_j \left( a_{\ell}(\max(i, j), K) \right)
\]

(145)

\[
\partial_j \left( a_{\ell}(\max(i, j), K) b_{\ell}(\min(i, j), K) \right) + b_{\ell}(\min(i, j), K) \partial_j \left( a_{\ell}(\max(i, j), K) \right)
\]

(146)

where some of the terms in (146) coincide with those in (143). We thus conclude that

\[
(-1)^s \partial \bigotimes (a \otimes b) = a \bigotimes (\partial \wedge b) + b \bigotimes (\partial \wedge a) - R_s(a, b),
\]

(147)

where the function \(R_s(a, b)\) is given by

\[
R_s(a, b) = \sum_i \sum_{j \neq i} \sum_{K \in \mathcal{L}_{s-1}} K \Delta_{KK} \sigma(i, K) \sigma(j, K) \left( a_{\ell}(i, j) \partial_j \left( b_{\ell}(i, j, K) \right) - a_{\ell}(\min(i, j), K) \partial_j \left( b_{\ell}(\max(i, j), K) \right) + b_{\ell}(\min(i, j), K) \partial_j \left( a_{\ell}(\max(i, j), K) \right) \right) e_j.
\]

(148)

We now get back to the remaining term in (128) and again put the definition of \(\bigotimes\) in (27) into (123) to obtain

\[
\partial \bigotimes (a \otimes b) = \sum_{i, j} \Delta_{ij} \Delta_{jj} \partial_i \left( (e_{\min(i, j)} \bigotimes a) \cdot (b \bigotimes e_{\max(i, j)}) \right) e_j
\]

(149)

\[
= \sum_i \left( \partial_i \left( (e_i \bigotimes a) \cdot (b \bigotimes e_i) \right) \right) e_i
\]

\[
+ \sum_{i} \sum_{j \neq i} \left( \Delta_{ij} \Delta_{jj} \partial_i \left( (e_{\min(i, j)} \bigotimes a) \cdot (b \bigotimes e_{\max(i, j)}) \right) e_j \right),
\]

(150)
where we rewrote the double summation over the pair of indices $i$ and $j$ in a convenient way. In an analogous manner to the previous analysis, using (112) to evaluate the first summation over $i$ in (150) yields,

$$
\sum_i \partial_i (((e_i \sqcup a) \cdot (b \sqsubseteq e_i))e_i = (-1)^{s-1} \sum_i \sum_{I \in \mathcal{I}_s : i \notin I} \Delta_{ii} \Delta_I \partial_i (a_I b_I) e_i. \quad (151)
$$

In a similar manner, we use (115) to evaluate the second summation, over $i$ and $j \neq i$, in (150),

$$
\sum_{i \neq j} \Delta_{ii} \Delta_{jj} \partial_i ((e_{\min(i,j)} \sqcup a) \cdot (b \sqsubseteq e_{\max(i,j)}))e_j
$$

$$
\quad = \sum_i \sum_{i \neq j} \sum_{K \in \mathcal{I}_{s-1} : i, j \notin K} \Delta_{KK} \sigma(K, \min(i, j)) \sigma\left(\max(i, j), K\right) \partial_i (a_{e(\min(i,j), K)} b_{e(\max(i,j), K)}) e_j \quad (152)
$$

$$
\quad = (-1)^{s-1} \sum_i \sum_{i \neq j} \sum_{K \in \mathcal{I}_{s-1} : i, j \notin K} \Delta_{KK} \sigma(K, i) \sigma(K, j) \partial_i (a_{e(\min(i,j), K)} b_{e(\max(i,j), K)}) e_j. \quad (153)
$$

where we used that $\sigma(K, \ell) = (-1)^{|K|} \sigma(\ell, K)$, and that $\sigma\left(\min(i, j) \sigma(K, \max(i, j)) = \sigma(K, i) \sigma(K, j) \right.$ as $i \neq j$.

We proceed by relating (150) to a closed-form, coordinate-free expression. First, we evaluate $a \sqcup (\partial \sqcup b)$,

$$
a \sqcup (\partial \sqcup b) = \left(\sum_{J \in \mathcal{I}_s} a_J e_J\right) \sqcup \left(\sum_{i, I \in \mathcal{I}_s : i \notin I} \sigma(I \setminus i, i) \partial_i b_I e_{I \setminus i}\right) \quad (154)
$$

$$
\quad = \sum_{i, I \in \mathcal{I}_s : i \notin I} \sum_{J \in \mathcal{I}_s} \sigma(I \setminus i, i) a_J \partial_i b_I e_J \sqsubseteq e_{I \setminus i} \quad (155)
$$

$$
\quad = \sum_{i} \sum_{I, J \in \mathcal{I}_s : i \notin I, i \notin J} \sigma(I \setminus i, i) a_J \partial_i b_I e_J \sqsubseteq e_{I \setminus i}
$$

$$
\quad + \sum_{i} \sum_{I, J \in \mathcal{I}_s : i \notin I, i \notin J} \sigma(I \setminus i, i) a_J \partial_i b_I e_J \sqsubseteq e_{I \setminus i}. \quad (156)
$$

where we split the summation over $J$ in two parts, depending on whether $i \in J$ or not. Evaluating the first summation over $i$ in (156) yields,

$$
\sum_i \sum_{I, J \in \mathcal{I}_s : i \notin I, i \notin J} \sigma(I \setminus i, i) a_J \partial_i b_I e_J \sqsubseteq e_{I \setminus i} = \sum_i \sum_{I \in \mathcal{I}_s : i \notin I} \sigma(I \setminus i, i) a_I \partial_i b_I e_I \sqsubseteq e_{I \setminus i} \quad (157)
$$

$$
\quad = \sum_i \sum_{I \in \mathcal{I}_s : i \notin I} a_I \partial_i b_I e_i. \quad (158)
$$

where we used in (157) that the constraints that $I \setminus i$ is a subset of $J$ and $i \in J$ enforce that $J = I$, and computed and simplified the interior product in (158). As for the second summand in (156), we similarly obtain
The second summation, over \( I \) and \( J \) in (159) in terms of an index \( j \) and a set \( K \in \mathcal{I}_{s-1} \) such that \( i, j \not\in K \) and \( I = \varepsilon(i, K) \) and \( J = \varepsilon(j, K) \), and computed the interior product in (160).

Substituting \( b \) for \( a \) in (156) and (160) and grouping terms, we thus obtain

\[
\begin{align*}
\mathbf{a} \lhd (\partial \lhd b) + b \lhd (\partial \lhd a) &= \sum_{i} \sum_{\ell \neq i} \sum_{K \in \mathcal{I}_{s-1}: i \not\in K} \Delta_{KK} \sigma(K,i) \sigma(K,\ell) (a_{\ell+K} \partial_{i} b_{\ell+K} + b_{\ell+K} \partial_{i} a_{\ell+K}) e_{\ell} \\
&+ \sum_{i} \sum_{\ell \in \mathcal{I}_{s}: i \in \ell} \partial_{i}(a_{i} b_{i}) e_{i}. \tag{161}
\end{align*}
\]

The second summation, over \( i \) and \( I \), in (161) can be seen to coincide with (151), apart from a factor \((-1)^{s}\) that cancels out with the same factor present in (128) and a minus sign. As for the first summation, over \( i, j, K \), in (161), and again apart from common factors, each of the terms in the triple summation in (161) contains the term

\[
a_{\ell+K} \partial_{i} b_{\ell+K} + b_{\ell+K} \partial_{i} a_{\ell+K}, \tag{162}
\]

to be compared to the analogous term in the triple summation over \( i, j \) and \( K \) in (153), namely,

\[
\partial_{i}(a_{\varepsilon(\min(i, j), K)} b_{\varepsilon(\max(i, j), K)}) = a_{\varepsilon(\min(i, j), K)} \partial_{i}(b_{\varepsilon(\max(i, j), K)}) + b_{\varepsilon(\max(i, j), K)} \partial_{i}(a_{\varepsilon(\min(i, j), K)}). \tag{163}
\]

Adding and subtracting some terms in (163), as well as observing that the pair of \( \max(i, j) \) and \( \min(i, j) \) is either \( (i, j) \) or \( (j, i) \), but always contains both \( i \) and \( j \), we obtain

\[
\begin{align*}
\partial_{i}(a_{\varepsilon(\min(i, j), K)} b_{\varepsilon(\max(i, j), K)}) &= a_{\varepsilon(\min(i, j), K)} \partial_{i}(b_{\varepsilon(\max(i, j), K)}) + b_{\varepsilon(\max(i, j), K)} \partial_{i}(a_{\varepsilon(\min(i, j), K)}) \\
&+ a_{\varepsilon(\max(i, j), K)} \partial_{i}(b_{\varepsilon(\min(i, j), K)}) - a_{\varepsilon(\max(i, j), K)} \partial_{i}(b_{\varepsilon(\min(i, j), K)}) \\
&+ b_{\varepsilon(\min(i, j), K)} \partial_{i}(a_{\varepsilon(\max(i, j), K)}) - b_{\varepsilon(\min(i, j), K)} \partial_{i}(a_{\varepsilon(\max(i, j), K)}), \tag{164}
\end{align*}
\]

where some of the terms in (165) coincide with those in (162). We may therefore conclude that

\[
(-1)^{s} \partial \lhd (a \otimes b) = -a \lhd (\partial \lhd b) - b \lhd (\partial \lhd a) - Q_{s}(a, b), \tag{166}
\]
where the function \( Q_s(a, b) \) is given by
\[
Q_s(a, b) = \sum_i \sum_{j \neq i} \sum_{K \in I_{s-1}, i, j \notin K} \Delta_{KK} \sigma(i, K) \sigma(j, K) (a_{\epsilon(i,K)} \partial_i (b_{\epsilon(j,K)})
\]
\[
- a_{\epsilon(\max(i,j), K)} \partial_i (b_{\epsilon(\min(i,j), K)})
\]
\[
+ b_{\epsilon(i,K)} \partial_i (a_{\epsilon(j,K)}) - b_{\epsilon(\min(i,j), K)} \partial_i (a_{\epsilon(\max(i,j), K)}) \right)e_j.
\]
It remains to verify that \( R_s(a, b) + Q_s(a, b) = 0 \), where \( R_s(a, b) \) was given in (148). This condition is satisfied if
\[
a_{\epsilon(j,K)} \partial_i (b_{\epsilon(i,K)}) - a_{\epsilon(\min(i,j), K)} \partial_i (b_{\epsilon(\max(i,j), K)}) + b_{\epsilon(j,K)} \partial_i (a_{\epsilon(i,K)})
\]
\[
- b_{\epsilon(\max(i,j), K)} \partial_i (a_{\epsilon(\min(i,j), K)})
\]
\[
+ a_{\epsilon(i,K)} \partial_i (b_{\epsilon(j,K)}) - a_{\epsilon(\max(i,j), K)} \partial_i (b_{\epsilon(\min(i,j), K)})
\]
\[
+ b_{\epsilon(i,K)} \partial_i (a_{\epsilon(j,K)}) - b_{\epsilon(\min(i,j), K)} \partial_i (a_{\epsilon(\max(i,j), K)}) = 0.
\]
as can be verified for both possible orderings of the pair \((i, j)\), that is \(\max(i, j) = i\), \(\max(i, j) = j\). Therefore, we may combine (147) and (166) into (128) into the final, closed-form, coordinate-free expression in (127), that is
\[
\partial \mathcal{I} T_{a,b} = a \mathcal{I} (\partial \wedge b) + b \mathcal{I} (\partial \wedge a) - a \mathcal{I} (\partial \mathcal{I} b) - b \mathcal{I} (\partial \mathcal{I} a).
\]

4 Examples and applications

4.1 Conformal invariance

Conformal invariance of a field theory is related to the vanishing of the trace of the stress-energy–momentum tensor [6, Sect. 4.2]. From the definition of the trace, we may compute the trace of \( T_{a,b} \) from (82):
\[
\text{Tr} T_{a,b} = \sum_i \Delta_{ii} T_{ii}^{a,b}
\]
\[
= \sum_i \left( \sum_{K \in I_s, i \notin K} \Delta_{KK} a_K b_K - \sum_{K \in I_s, i \in K} \Delta_{KK} a_K b_K \right)
\]
\[
= \sum_{K \in I_s} \left( \sum_{i \notin K} \Delta_{KK} a_K b_K - \sum_{i \in K} \Delta_{KK} a_K b_K \right)
\]
\[
= \sum_{K \in I_s} \left( (k + n - s) \Delta_{KK} a_K b_K - s \Delta_{KK} a_K b_K \right)
\]
\[
= (k + n - 2s)(a \cdot b).
\]
where (170) follows from the definition of trace, in (171) we replaced the coefficient \( T_{ii}^{a,b} \) by its formula in (82), we reversed the summation order in (172), we counted the number of indices \(i\) appearing in each summation over \(i\) for fixed \(s\)-tuple \(K\) in (173), and we finally used the definition of \(a \cdot b\) in (174). From (174), we obtain
\[
\text{Tr} T_{sys} = \sum_{a,b} \gamma_{a,b} (k + n - 2 \text{gr}(a)) (a \cdot b),
\]
for the action given in (37). The formula in (175) is a function of the fields appearing explicitly in the Lagrangian density only. In particular, if $a$ or $b$ have some internal structure, e.g., $a = \partial \wedge A$ in generalized electromagnetism or Yang–Mills fields, this vector potential may be bypassed. The same principle holds for the following examples, and need not explicitly consider the internal structure of the Lagrangian density terms in our analysis.

4.2 Scalar field

In flat ($k, n$)-dimensional space–time, the Lagrangian density $\mathcal{L}_{\text{free-scalar}}$ of a free scalar field $\phi$ is given in (13), so we can make the identification $a = b = \partial \wedge \phi = \sum_i \Delta_{ii} \partial_i \phi e_i$, and $\text{gr}(a) = \text{gr}(b) = 1$. Taking into account the multiplicative factor $\frac{1}{2}$ in $\mathcal{L}$, the on-diagonal component of the tensor (81) in (82) can be directly evaluated as:

$$T_{\text{free-scalar}}^{\text{ii}} = \frac{1}{2} \Delta_{ii} \left( - \Delta_{ii} a_i^2 + \sum_{j:i\neq j} \Delta_{jj} a_j^2 \right)$$

(176)

As for the off-diagonal terms, using (83) and taking into account that $\mathcal{I}_0$ contains only the empty set $\emptyset$, we obtain

$$T_{\text{free-scalar}}^{ij} = -a_i a_j$$

(178)

and

$$= -\Delta_{ii} \Delta_{jj} (\partial_i \phi) (\partial_j \phi).$$

(179)

The interior derivative of the tensor $T_{\text{scalar}}$ is computed from (127), that is

$$\partial \ll T_{\text{free-scalar}} = a \ll (\partial \wedge a) - a \ll (\partial \ll a)$$

(180)

$$= - (\partial \wedge (\partial \wedge \phi))$$

(181)

$$= - ((\partial \cdot \partial) \phi) (\partial \wedge \phi),$$

(182)

where we took into account the multiplicative factor $\frac{1}{2}$ in the Lagrangian density and used that $a = b$ in (180), used that $\partial \wedge (\partial \wedge \phi) = 0$ (cf. [10, Eq. (32)]) and that $\partial \ll a$ is a scalar in (181), and the identity [10, Eq. (34)] in (182) to rewrite the term $\partial \ll (\partial \wedge \phi)$ as $(\partial \cdot \partial) \phi$.

4.3 Electromagnetism

In flat ($k, n$)-dimensional space–time, the Lagrangian density $\mathcal{L}_{\text{free-gem}}$ of a free generalized electromagnetic field $F$, a multivector field of grade $r$, with vector potential $A$, such that $F = \partial \wedge A$, is given in (12). From (102), we may express the stress–energy–momentum tensor $T_{\text{free-gem}}$ for any values of $r, k$ and $n$ as

$$T_{\text{free-gem}} = - \frac{1}{2} (F \circ F + F \circ F),$$

(183)

We have moved a factor $\frac{1}{2}$ from the definition of $F \circ F$ and $F \circ F$ in [10]. Also, the proof in Appendix A.2 of [10] should be amended as of (147) and (166) in this paper; the final formula for the interior derivative given in Appendix A.2 of [10] remains unchanged.
with on- and off-diagonal components respective given by (38) and (39),

\[
T_{ii}^{\text{free-gem}} = \frac{(-1)^r}{2} \Delta_{ii} \left( \sum_{l \in I_\nu, i \in I} F_i^2 \Delta_{II} - \sum_{l \in I_\nu, i \notin I} F_i^2 \Delta_{II} \right) \\
T_{ij}^{\text{free-gem}} = - \sum_{L \in I_{\nu - 1}: i, j \notin L} \sigma(L, i) \sigma(j, L) F_{i+L} F_{j+L} \Delta_{LL},
\]

in alignment with [10] and with the stress–energy tensor for standard electromagnetism with bivectors, or the Faraday tensor \((r = 2, k = 1, n = 3)\) [1, Sect. 33], [2, Sect. 12.10].

While the physical interpretation remains open, we may apply (102) to find the stress–energy–momentum tensor of the interaction Lagrangian density \(J \cdot A\), which denote as \(T_{\text{int-gem}}\), as

\[
T_{\text{int-gem}} = (1)^{r - 1} (J \otimes A + J \odot A),
\]

with on- and off-diagonal components respective given by (38) and (39),

\[
T_{ii}^{\text{int-gem}} = \Delta_{ii} \left( \sum_{K \in I_\nu, i \notin K} \Delta_{KK} J_{K} A_{K} - \sum_{K \in I_\nu, i \in K} \Delta_{KK} J_{K} A_{K} \right), \\
T_{ij}^{\text{int-gem}} = - \sum_{K \in I_{\nu - 1}: i, j \notin K} \Delta_{KK} \sigma(i, K) \sigma(j, K) \left( J_{\varepsilon(i, K)} A_{\varepsilon(j, K)} + A_{\varepsilon(i, K)} J_{\varepsilon(j, K)} \right).
\]

The transfer of energy–momentum is described by the interior derivative of the stress–energy–momentum tensor. Applying (127) to \(T_{\text{free-gem}}\) and \(T_{\text{int-gem}}\), respectively, gives:

\[
\partial \vartriangle T_{\text{free-gem}} = (1)^{r - 1} \left( F \vartriangle (\partial \wedge F) - F \vartriangle (\partial \vartriangle F) \right) \\
\partial \vartriangle T_{\text{int-gem}} = \left( J \vartriangle (\partial \wedge A) + A \vartriangle (\partial \wedge J) - J \vartriangle (\partial \vartriangle A) - A \vartriangle (\partial \vartriangle J) \right).
\]

Setting now \(F = \partial \wedge A, \partial \vartriangle F = J\) and \(\partial \wedge F = 0\) in (189)–(190), and combining the resulting expressions yields

\[
\partial \vartriangle (T_{\text{free-gem}} + T_{\text{int-gem}}) = (1)^{r} F \vartriangle (\partial \vartriangle F) + J \vartriangle F \\
+ A \vartriangle (\partial \wedge J) - J \vartriangle (\partial \wedge A) - A \vartriangle (\partial \vartriangle J)
\]

where we used in (192) the Maxwell equation \(\partial \vartriangle F = J\) and the continuity equation for the current \(\partial \vartriangle J = 0\), and the identity \(F \vartriangle J = (1)^{r - 1} J \vartriangle F\) in (193). The generalized Lorentz force density \(f = J \vartriangle F\) cancels out from the interior derivative as \(f + \partial \vartriangle T_{\text{free-gem}} = 0\). However, the physical interpretation of the terms in (194), including their Gauge invariance and possible connection to the tensor of the matter fields, remains open.

4.4 Yang–Mills fields

In flat \((1, 3)\)-dimensional space–time, the Lagrangian density \(L_{\text{free-ym}}\) of a free Yang–Mills field \(F\), a Lie-algebra valued bivector field, with connection \(A\), is given in (17)–(18). From (102), we may directly express the stress–energy–momentum tensor \(T_{\text{free-ym}}\) as
T_{\text{free-ym}} = -\frac{1}{2g^2} \text{Tr}(F \otimes F + F \otimes F) \hspace{1cm} (195)

= -\frac{1}{2g^2} \sum_a (F^a \otimes F^a + F^a \otimes F^a), \hspace{1cm} (196)

with on- and off-diagonal components respective given by (38) and (39),

\begin{align*}
T_{ii}^{\text{free-ym}} &= \frac{(-1)^r}{4g^2} \Delta_{ii} \sum_a \left( \sum_{l \in I_r, i \in I_l} (F^a_l)^2 \Delta_{II} - \sum_{l \in I_r, i \notin I_l} (F^a_l)^2 \Delta_{II} \right) \hspace{1cm} (197)

T_{ij}^{\text{free-ym}} &= -\frac{1}{2g^2} \sum_a \sum_{L \in I_r^{-1}: i, j \neq L} \sigma(L, i) \sigma(j, L) F^a_{i+L} F^a_{j+L} \Delta_{LL}, \hspace{1cm} (198)
\end{align*}

in agreement with [4, Eq. (2.11)] and [15, Eq. (46)]. The transfer of energy–momentum from the Yang–Mills field is described by the interior derivative of \( T_{\text{free-ym}} \) given in (127).

4.5 Proca field

The Lagrangian density \( L_{\text{proca}} \) of a Proca field \( A \) is given in (20), with \( F = \partial \wedge A \). We obtain its stress–energy–momentum tensor by adding to the tensor \( T_{\text{free-gem}} \) with \( r = 2 \) another tensor \( T_{\text{mass-proca}} \) for the mass terms,

\( T_{\text{mass-proca}} = -\frac{1}{2} m^2 (A \otimes A + A \otimes A), \hspace{1cm} (199) \)

with on- and off-diagonal components, respectively, given by (38) and (39),

\begin{align*}
T_{ii}^{\text{mass-proca}} &= \Delta_{ii} \frac{m^2}{2} \left( \sum_{K \in I_r: i \notin K} \Delta_{KK} A_K^2 - \sum_{K \in I_r: i \in K} \Delta_{KK} A_K^2 \right), \hspace{1cm} (200)

T_{ij}^{\text{mass-proca}} &= -m^2 \sum_{K \in I_r^{-1}: i, j \neq K} \Delta_{KK} \sigma(\epsilon(i, K)_{i \leftrightarrow j}) A_{\epsilon(i, K)} A_{\epsilon(j, K)}, \hspace{1cm} (201)
\end{align*}

in agreement with [15, Eq. (62)]. Applying (127) to determine the interior derivative of the stress–energy–momentum tensor to the sum \( T_{\text{free-proca}} = T_{\text{free-gem}} + T_{\text{mass-proca}} \), together with (189) after setting \( \partial \wedge F = 0 \), gives

\( \partial \lhd T_{\text{free-proca}} = F \lhd (\partial \lhd F) + m^2 A \lhd (\partial \wedge A) - m^2 A \lhd (\partial \wedge A) \hspace{1cm} (202) \)

\( = F \lhd (\partial \lhd F) + m^2 A \lhd F - m^2 A \lhd (\partial \wedge A) \hspace{1cm} (203) \)

\( = m^2 F \lhd A + m^2 A \lhd F - m^2 A \lhd (\partial \wedge A) \hspace{1cm} (204) \)

\( = -m^2 A \lhd (\partial \wedge A), \hspace{1cm} (205) \)

where we used in (203) the definition \( F = \partial \wedge A \), in (204) the equation \( \partial \lhd F = m^2 A \), and the identity \( F \lhd A = -A \lhd F \), obtained from the Euler-Lagrange equations of the system, in (205), as \( F \) is a bivector. While the interior derivative of the free (generalized) electromagnetic field tensor (189) vanishes in the absence of interaction with a current density \( J \), the interior derivative of the Proca field tensor does not vanish unless the Lorenz gauge condition, \( \partial \wedge A \), holds, thereby breaking the gauge invariance.
4.6 Conclusions and future work

In this paper, we have provided an exterior-algebraic derivation of the symmetric stress–energy–momentum tensor that naturally appears in field theories from the invariance of the action of a closed physical system to infinitesimal space–time translations. Our focus lies on Lagrangian densities that are expressed as the dot product of two multivector fields, e.g., scalar or gauge fields, in flat space–time. The analysis covers a number of interesting cases, such as electromagnetic fields, Proca fields or Yang–Mills fields, and it leaves out the relevant case of spinor matter fields. An extension to spinor fields is left for future work and will be reported elsewhere. Our formalism allows us to calculate the tensor and its interior derivative, not only for free fields but also for the interaction terms appearing in the action. It would be interesting to relate the interior derivative of the stress–energy tensor associated with spinor fields, e.g., that of the electron, to the interior derivative of the tensor associated with the interaction Lagrangian density.

Finally, while we have considered invariance of the action to space–time translations, it would be worthwhile considering the full Poincaré group, i.e., including Lorentz transformations. A study of this case would lead to an exterior-algebraic characterization of the angular momentum tensor, extending the analysis presented in this paper. Moreover, considering the conserved charges associated with the stress–energy–momentum or angular momentum tensors would lead to a redefinition of energy–momentum and angular momentum in general flat space–times.
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Appendix A: Proof of $\sigma(\varepsilon(i, K)_{i \leftrightarrow j}) = \sigma(\varepsilon(j, K)_{j \leftrightarrow i})$ in (63) and related expressions

With no real loss of generality, assume that $i < j$ and let $K$ be an index set that does not include $i$ and $j$. We can then write the set $K$ as the union of three disjoint subsets as depicted in Fig. 1. From the graphic representation in 1, we can express some signatures as follows:

$$\sigma(K, i) = \sigma(K_3, i)\sigma(K_2, i), \quad \text{(A.1)}$$

$$\sigma(j, K) = \sigma(j, K_1)\sigma(j, K_2), \quad \text{(A.2)}$$

$$\sigma(i, j + K) = \sigma(i, K_1), \quad \text{(A.3)}$$

$$\sigma(i + K, j) = \sigma(K_3, j), \quad \text{(A.4)}$$

$$\sigma(\varepsilon(i, K)_{i \leftrightarrow j}) = \sigma(j, K_2). \quad \text{(A.5)}$$

As the permutations on the right-hand sides of (A.1)–(A.5) represent the indices $i$ and $j$ going through fixed subsets, we may evaluate the following signatures:

$$\sigma(i, K_1) = \sigma(j, K_1) = (-1)^{|K_1|}, \quad \text{(A.6)}$$

$$\sigma(j, K_2) = \sigma(K_2, i) = (-1)^{|K_2|}, \quad \text{(A.7)}$$

$$\sigma(K_3, j) = \sigma(K_3, i) = (-1)^{|K_3|}. \quad \text{(A.8)}$$

![Fig. 1 Characterization of the set $K$ as union of three subsets, for $i < j$](image-url)
As the indices $i$ and $j$ are separated by the set $K_2$, the permutation that orders the set $\varepsilon(i, K)$ when $i$ is replaced by $j$ simply has to rearrange the set $(j, K_2)$,
\[
\sigma(\varepsilon(i, K)_{i\leftrightarrow j}) = \sigma(\varepsilon(i, K)_{i\leftrightarrow j}) = (-1)^{|K_2|}.
\]  
(A.9)

Similarly, the permutation that orders the set $\varepsilon(j, K)$ when $j$ is replaced by $i$ has to rearrange the set $(K_2, i)$,
\[
\sigma(\varepsilon(j, K)_{j\leftrightarrow i}) = \sigma(\varepsilon(j, K)_{j\leftrightarrow i}) = (-1)^{|K_2|}.
\]  
(A.10)

As Eqs. (A.9) and (A.10) coincide, and the reasoning is unaffected if $i > j$, we can verify that
\[
\sigma(\varepsilon(i, K)_{i\leftrightarrow j}) = \sigma(\varepsilon(j, K)_{j\leftrightarrow i}).
\]  
(A.11)

In fact, one can prove two alternative characterizations of $\sigma(\varepsilon(j, K)_{j\leftrightarrow i})$, as we do next. Assume again with no loss of generality that $i < j$. First, we compute
\[
(-1)^{|K|}\sigma(\varepsilon(i, K)_{i\leftrightarrow j}) = (-1)^{|K|}(\varepsilon(i, K)_{i\leftrightarrow j})
\]  
(A.12)

Then, we can verify by using (A.1)–(A.5), (A.6)–(A.8), and (A.13) that
\[
\sigma(K, i)\sigma(j, K) = \sigma(K, i)\sigma(K_2, i)\sigma(j, K_1)\sigma(j, K_2)
\]  
(A.14)

\[
(-1)^{|K_2|}(-1)^{|K_2|}(\varepsilon(i, K)_{i\leftrightarrow j})
\]  
(A.15)

\[
= (-1)^{|K_3|}(-1)^{|K_2|}(\varepsilon(i, K)_{i\leftrightarrow j})
\]  
(A.16)

\[
= (-1)^{|K|}\sigma(\varepsilon(i, K)_{i\leftrightarrow j}).
\]  
(A.17)

And similarly, by using (A.1)–(A.5), (A.6)–(A.8) and (A.13) we find that
\[
\sigma(i, j + K)\sigma(i + K, j) = \sigma(i, K_1)\sigma(K_3, j)
\]  
(A.18)

\[
(-1)^{|K_1|}(-1)^{|K_3|}
\]  
(A.19)

\[
= (-1)^{|K|}\sigma(\varepsilon(i, K)_{i\leftrightarrow j}).
\]  
(A.20)

If we carry out the analysis for $i > j$, we obtain the same expressions in (A.17) and (A.20).

Appendix B: Proof of Leibniz rule for mixed product

We prove (120) starting by the evaluation of the left-hand side
\[
\partial \cdot (\varepsilon \otimes \mathbf{T}) = \left(\sum_i \Delta_{ij} \partial_i \mathbf{e}_j\right) \cdot \left(\sum_j \varepsilon_j \mathbf{e}_j \otimes \left(\sum_{\ell \leq m} T_{\ell m} \mathbf{u}_{\ell m}\right)\right)
\]  
(B.21)

\[
= \left(\sum_i \Delta_{ij} \partial_i \mathbf{e}_j\right) \cdot \left(\sum_j \varepsilon_j T_{\varepsilon(j, j)} \Delta_{jj} \mathbf{e}_j\right)
\]  
(B.22)

\[
= \sum_{i,j} \Delta_{jj} \partial_i (\varepsilon_j T_{\varepsilon(j, j)}).
\]  
(B.23)
Then, on the right-hand side of (120), the first term can be similarly expressed as

\[
\varepsilon \cdot (\partial \mathbf{T}) = \left( \sum_j \varepsilon_j e_j \right) \cdot \left( \left( \sum_i \Delta_{ij} \partial_i e_i \right) \perp \left( \sum_{\ell \leq m} T_{\ell m} u_{\ell m} \right) \right)
\]

(B.24)

\[
= \left( \sum_j \varepsilon_j e_j \right) \cdot \left( \sum_i \partial_i T_{i \ell} e_{\ell} \right) = \sum_{i,j} \Delta_{jj} \partial_i \varepsilon_j T_{\varepsilon(i,j)}.
\]

(B.25)

Finally, the second term on the right-hand side of (120) can be expanded using (33) as

\[
(\partial \otimes \varepsilon) \cdot \mathbf{T} = \left( \sum_{i,j} \Delta_{ij} \partial_i \varepsilon_j e_i \mathbf{e}_j \right) \cdot \left( \sum_{\ell \leq m} T_{\ell m} u_{\ell m} \right)
\]

(B.26)

\[
= \sum_{i,j} \Delta_{jj} T_{\min(i,j),\max(i,j)} \partial_i \varepsilon_j
\]

(B.27)

\[
= \sum_{i,j} \Delta_{jj} T_{\varepsilon(i,j)} \partial_i \varepsilon_j.
\]

(B.28)

Combining the three expressions in (B.23), (B.25) and (B.28) proves the generalized Leibniz rule in (120).
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