Identification of coherent structures in space plasmas: the magnetic helicity–PVI method
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ABSTRACT

Context. Plasma turbulence can be viewed as a magnetic landscape populated by large- and small-scale coherent structures. In this complex network, large helical magnetic tubes might be separated by small-scale magnetic reconnection events (current sheets). However, the identification of these magnetic structures in a continuous stream of data has always been a challenging task.

Aims. Here, we present a method that is able to characterize both the large- and small-scale structures of the turbulent solar wind, based on the combined use of a filtered magnetic helicity ($H_m$) and the partial variance of increments (PVI).

Methods. This simple, single-spacecraft technique was first validated via direct numerical simulations of plasma turbulence and then applied to data from the Parker Solar Probe mission.

Results. This novel analysis, combining $H_m$ and PVI methods, reveals that a large number of flux tubes populate the solar wind and continuously merge in contact regions where magnetic reconnection and particle acceleration may occur.
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1. Introduction

The heliospheric plasma is embedded in a turbulent magnetic field originating from the Sun. Its rotating motion, together with fully developed turbulence, small-scale magnetic reconnection, and wave-like activity produce complex topological structures that propagate away, filling the solar wind (Jokipii 1966; Jokipii & Parker 1969). Of the many types and sizes of magnetic structures that can emerge, perhaps the largest structures are the sporadically occurring magnetic clouds, or interplanetary coronal mass ejections (ICMEs), which may extend more than an AU (Burlaga et al. 1981; Bothmer & Schwenn 1998; Scolini et al. 2019) while having a significant impact on particle propagation and energization. However, magnetic structures may exist over a very wide range of scales and exhibit a diverse morphology and plasma properties (Borovsky 2008). On the other hand, a familiar, and even common, feature of these solar wind structures is the helical winding of magnetic field lines. This class of magnetic structures, such as flux ropes (or flux tubes), are believed to fill a large fraction of the interplanetary volume and might be sites of heating and particle energization (Pecora et al. 2019b). This perspective is often described as a “tangled spaghetti model” and dates back to the earliest models of the interplanetary medium (McCracken & Ness 1966). This interpretation was subsequently extended to view the interplanetary magnetic field as an ensemble of flux tubes, bounded by directional discontinuities (Burlaga 1969). The spaghetti model has been revived and interpreted on a number of more recent occasions (Bruno et al. 2001; Borovsky 2008), including the association of boundaries with tangential and rotational discontinuities (TDs and RDs; Greco et al. 2009). Discontinuities have been described as approximations to trapping boundaries (Tessein et al. 2016; Seripienlert et al. 2010) that can confine energetic particles within flux ropes (Tooprakai et al. 2007; Pecora et al. 2018) or, in the case of a solar moss model, exclude particles from the flux rope cores (Kittinaradorn et al. 2009).

Though their origin still remains uncertain, there is a reasonable consensus that flux ropes, or current carrying flux tubes, can form close to the Sun and propagate outwards, or they can be generated locally by nonlinear interactions in the solar wind, or both. Despite the wide range of scales these structures span, they have peculiar common signatures that are often clearly identifiable. For example, they show a rotation of one magnetic field component, accompanied by large magnetic field magnitude and density lower than the surrounding, ambient solar wind. Furthermore, they tend to assume a cylindrical symmetry of the magnetic field about a central axis. One may generalize this scenario to anticipate a wider variety of adjacent flux tubes (ropes) that have contrasting temperatures, densities, and magnetic field strengths, but with an approximate transverse total pressure balance (Borovsky 2008).

Previous studies used the aforementioned properties to find flux tubes (or flux ropes or filaments) in the solar wind beginning with very detailed approaches that examine a number of parameters (McCracken & Ness 1966; Burlaga 1969; Borovsky 2008). These approaches allow distinctions to be made and for classifications of different types of magnetic flux structures. For example, the magnetic fields can be fitted to a Lundquist model to identify relaxed force-free states in magnetic clouds (Burlaga 1988). Other techniques also enable the identification of other classes of flux tubes or flux ropes. Smaller scale flux ropes, such as “plasmoids” associated with byproducts of magnetic
reconnection (Matthaeus & Lamkin 1986), can be implicated in particle energization (Ambrosiano et al. 1988; Drake et al. 2006; Khabarova et al. 2016) and frequently occur in turbulence (Wan et al. 2014). The detection of these structures has been proposed based on cross helicity, residual energy, and magnetic helicity evaluated using a wavelet analysis (Zhao et al. 2020). In the realm of more elaborate techniques, one may also identify flux ropes for special cases that are near-equilibrium and quasi-two-dimensional. Then the reconstruction methods based on Grad-Shafranov (GS) equilibrium (Sonnerup & Guo 1996; Hu & Sonnerup 2002) provide a pathway to visualize a 2D map of the flux tube cross-section. It is important to bear in mind that the application of a technique such as GS reconstruction requires special conditions; in this case, the total pressure must be, at least approximately, a single-valued function of the magnetic potential (Sonnerup et al. 2016; Hu et al. 2018). A “good reconstruction,” and therefore a reasonable detection of a GS flux tube, will be possible only when such auxiliary conditions are fulfilled (Chen et al. 2020).

In the previous work by Pecora et al. (2019a), a GS method was employed in conjunction with the Partial Variance of Increments (PVI) method (Greco et al. 2009) to identify near-equilibrium flux tubes and nearby discontinuities. The clear result is that magnetic discontinuities are often found to populate both peripheral boundaries of GS flux tubes as well as, in some cases, internal boundaries within the flux tubes. In these recent studies, one begins to find verification of the original conjectures that the interplanetary magnetic field consists of filamentary tubes bounded by discontinuities (McCracken & Ness 1966; Burlaga 1969), while recent advances provide much more detail to this picture (Khabarova et al. 2016). At this point, it may be useful to distinguish between identification methods that are more complex and involve specialized assumptions, such as the GS methodologies or fitting to Lundquist states. These more elaborate methods, which one might call reconstruction methods, typically provide more advanced information about the identified structures when they work; however, they do not always work. While reconstruction methods can provide more information, detection methods can be more versatile and easier to implement. Reconstruction methods, such as GS, can also benefit from a preliminary identification step. We focus on this point in the present study.

In the present paper, we employ two complementary methods that characterize both the large- and small-scale coherent structures of the turbulent solar wind, based on a quantitative evaluation of the magnetic helicity \( H_m \) and a PVI method based on the magnetic field. An evaluation of local magnetic helicity employs a novel real-space method that is shown to identify helical flux tubes. In some sense, this approach can be viewed as a simplification and adaptation of the method employed by Zhao et al. (2020). However, instead of passing over discontinuities, we employ the PVI technique to detect them as potential, both internal and external, boundaries of magnetic flux tubes. We exploit the frequently encountered helical nature of flux tubes to suggest a relatively straightforward alternative to the assumptions of two-dimensionality and equilibrium conditions that are adopted in Grad-Shafranov methods. We may thus understand the \( H_m \) and PVI methods that we employ to provide complementary information. The proposed simple technique identifies a certain class of self-organized magnetic structures, with a minimum of assumptions, and no claim of exhaustive identification.

The paper is organized as follows. In Sect. 2 we present the method based on large-scale filtered magnetic helicity and small-scale gradients. We test the technique in Sect. 3 by using direct numerical simulations of 2.5D compressible magnetohydrodynamics (MHD). In Sect. 4 we apply our technique to space data by analyzing the Parker Solar Probe (PSP) dataset. Finally, in the last section, we present our discussion and conclusions.

### 2. Local magnetic helicity and PVI methods

The approach is based on the assumption that magnetic flux tubes carry a finite amount of current density along their magnetic axis. These flux ropes are necessarily characterized by helical magnetic field lines near their magnetic axis, as a consequence of Ampère’s law, in a case in which there is a non-null parallel (to the current) magnetic field component. Typically, in simplified representations these structures are treated as 2.5D, with spatial gradients that mainly develop in the 2D plane perpendicular to the electric current density. In addition, a net magnetic field component may lie along the current axis. In envisioning (and simplifying) turbulence as an ensemble of quasi-parallel, large-scale flux tubes, those with the same polarity are often bounded by steep gradients such as small-scale, tangential discontinuities. In anisotropic turbulence, these represent regions of dynamical interactions between adjacent tubes, and they are often observed in simulations (e.g., Matthaeus & Montgomery 1980; Servidio et al. 2009). Where present, these boundaries can be readily identified by a method such as the PVI. The novel feature employed here is to exploit the frequently occurring helical flux tubes, via a large-scale analysis method based on the magnetic helicity, in conjunction with a small-scale PVI technique that identifies the reconnecting boundaries of such flux tubes.

#### 2.1. Theory

The starting point is an ideal rugged invariant of MHD turbulence (in the absence of a mean magnetic field), namely the magnetic helicity \( H_m = (a \cdot b) \), where \( a \) is the magnetic potential associated to field fluctuations \( b \), while \( \langle \ldots \rangle \) represents an average over a very large volume, or over a whole isolated system (Woltjer 1958; Taylor 1974; Matthaeus & Goldstein 1982). This invariant can also be estimated by single-spacecraft, 1D measurements, as the off-diagonal part of the autocorrelation tensor (Matthaeus et al. 1982):

\[
H_m = \int_0^\infty d\gamma \epsilon_{ijk} R_{ik}(\gamma(s)). \tag{1}
\]

Here \( R_{ik}(\gamma) = \langle B_i(r) B_k(r + \gamma) \rangle \) is the correlation tensor evaluated at vector spatial lag \( \gamma \), and the fluctuations are assumed to be well described by spatially homogeneous statistics, up to the second order correlations. The line integral was evaluated along a specified curve, parameterized as \( \gamma(s) \), from a specified origin at \( \gamma(s = 0) \) to infinity. The differential line element along \( \gamma \) is \( ds = ds \frac{d\gamma}{ds} \) where \( s \) is the scalar displacement along the curve and \( \frac{d\gamma}{ds} ds \) is a unit vector tangent to the curve.

While the principle for evaluating fluctuating helicity has become well known, it most often is applied using suitable Fourier transforms to the evaluation of the reduced, one-dimensional magnetic helicity spectrum. Extending the spectral approach, the helicity measurement has also been implemented using wavelet transforms (Farge 1992; Bruno et al. 1999; Telloni et al. 2012; Zhao et al. 2020). The alternative approach, implemented here, is based on the consideration of the real-space formulation (1). This defining equation may be arbitrarily complex...
decomposed as

\[ H_m = \int_0^\infty ds \, \hat{e}_l \hat{R}_{\ell}(s) + \int_0^\infty ds \, \hat{e}_l \hat{R}_{\ell}(s) \]

\[ = H_m^0(\ell) + H_m^\infty(\ell), \]  

where the integral is now specialized to the case integration path in a fixed direction \( \hat{e} \) with scalar lag \( s \). The obvious interpretation is that \( H_m^0(\ell) \) is the contribution to helicity from structures larger than \( \ell \), while \( H_m^\infty(\ell) \) is the contribution to helicity from structures smaller than \( \ell \). The method employed below is the direct evaluation of the special case

\[ H_m^0(\ell) = \int_0^\infty ds \, \hat{e}_l \hat{e}_{\ell k} \hat{R}_{\ell k}(s), \]  

where the integral was again calculated in the direction \( \hat{e} \) with scalar lag \( s \). It is important to emphasize that this approach provides a measurement for the helicity of the fluctuations that have spatial scales less than \( \ell \), the principle assumption is that the turbulence is spatially homogeneous.

2.2. Implementation

In the usual way, the above mathematical formulation requires a practical interpretation of the ensemble average (usually accomplished by averaging in space or time), which relies on an ergodic theorem (Panchev 1971). Assuming that a single spacecraft measurement is available and that the measurement point is fixed in space, averaging is done in one Cartesian direction, using the Taylor hypothesis (Jokipii 1973). In this familiar approximation, a spatial lag \( s \) is inferred by computing a convected distance in a given time lag, assuming no distortion during this time interval. Therefore, with solar wind speed \( V \), one approximates \( s \approx V \tau \), where \( \tau \) is the time lag.

With these assumptions, the magnetic helicity of the fluctuations, and other derived quantities, such as its reduced one-dimensional spectrum, may be derived from interplanetary spacecraft data (Matthaeus & Goldstein 1982). Here we propose a procedure to calculate a local estimate of Eq. (4). To obtain the requisite elements of the correlation matrix at the point \( x \), we averaged the local correlator (symbolically, \( \langle b_2 b'_2 \rangle \) over a region of width \( w_0 \) centered about \( x \). To avoid effects of large fluctuations at the edges of the investigated data interval, a window was employed to smoothly let the estimates reach zero at the edges, which is a common procedure in correlation analysis (Matthaeus & Goldstein 1982). Specifically, in the first step, the raw helicity was estimated as

\[ C(x, \ell) = \frac{1}{w_0} \int_{-w_0}^{x+w_0} \int_{-\infty}^{\infty} [b_2(x) b_2(x+\ell) - b_2(x) b_2(x+\ell)] \, dx \, dy. \]  

This was followed by windowing the correlation function \( C(x, \ell) \) as

\[ H_m(x, \ell) = \int_0^\ell dl \, C(x, \ell) h(l) \]

where \( h(l) = \frac{1}{2} \left[ 1 + \cos \left( \frac{\pi l}{w_0} \right) \right] \) is the Hann window. The interval of local integration \( w_0 \) is arbitrary, but we typically chose it as an order unity multiple of the scale \( \ell \), such as \( w_0 = 2\ell \). Hereafter we refer to the quantity computed in Eq. (6) as \( H_m(x, \ell) \) or simply \( H_m \) when it does not cause confusion. The above formulas convert to the time domain directly by using the Taylor hypothesis.

To identify the boundaries of a flux rope, we used the PVI (Greco et al. 2008), defined as

\[ \text{PVI}(s, \ell) = \frac{\langle \Delta B(s, \ell) \rangle}{\sqrt{\langle (\Delta B(s, \ell))^2 \rangle}}, \]

where \( \Delta B(s, \ell) = B(s+\ell) - B(s) \) are the increments evaluated at scale \( \ell \) and the averaging operation \( \langle \ldots \rangle \) was performed over a suitable interval. The function can be computed spatially in simulations or in magnetic field time series by assuming the Taylor hypothesis. The technique has been strongly validated in different conditions (Greco et al. 2018), identifying current sheets that spontaneously form in between magnetic islands in simulations (Greco et al. 2009) and observations (Pecora et al. 2019a). The technique can also detect local reconnection events in the turbulent solar wind (Osman et al. 2014).

Below, we implement a combined procedure that employs both the local real space magnetic helicity analysis and the PVI method. The purpose is to identify flux tubes and their boundaries, with examples given in simulation and spacecraft analysis using the PSP data.

3. Analysis of turbulence simulations

We tested our novel technique by using direct numerical simulations of compressible MHD. We solved the equations in 2.5D, in a square box with a size of \( 2\pi L_0 \) and with a resolution of \( 2048^2 \) grid points. All the quantities were normalized to classical Alfvén units. The simulation was performed in the \( xy \) plane and a mean magnetic field \( B_0 = 1 \) is present along the \( z \) axis. The velocity and magnetic field fluctuations have all three Cartesian components. The code, based on a very accurate pseudo-spectral method (Gottlieb & Orszag 1977; Ghosh et al. 1993), as described in Perri et al. (2017), makes use of a logarithmic density. In order to preserve the solenoidal condition of the magnetic field, the algorithm solves equations for the magnetic potential \( a \) and parallel variance \( b_c \), directly, so that the total magnetic field is decomposed as \( B = B_0 + B_1 \). Here, \( B_0 = B_c + b \), is the out-of-plane magnetic field, where \( \nabla \times \mathbf{V} = (\partial/\partial x, \partial/\partial y, 0) \) is the in-plane gradient. The algorithm has been stabilized via hyperviscous dissipation so as to suppress very small-scale, spurious numerical effects. For these simulations, we used a small, fourth-order hyperviscosity, with coefficients on the order of \( 10^{-5} \). This numerical tool has been extensively used in recent years with applications to space plasma turbulence (Vásquez et al. 2015; Matthaeus et al. 2015; Perri et al. 2017).

The present simulation parameters are in the range of solar wind conditions, with plasma \( \beta = 1 \) and fluctuation amplitude \( \delta b / B_0 = 1/2 \), and \( \delta b_0 \) is the total root mean square (rms) magnetic fluctuation amplitude. The initial fluctuations were chosen with random phases, for both magnetic and velocity fields in a shell of Fourier modes with \( 3 \leq |k| \leq 5 \), where the components of wave vector are in units of \( 1/L_0 \). The decaying MHD simulation quickly develops turbulence and small-scale dissipative structures. The magnetic field power spectrum (not shown here) manifests a power-law typical of Kolmogorov turbulence, namely with a scaling of \( P(k) \propto k^{-5/3} \). The turbulent pattern is represented in Fig. 1, where we show the 2D contour lines of constant magnetic potential \( a \) (black solid lines), which are readily identified with the in-plane projection of the magnetic field lines. The typical features of 2D turbulence are evident, with large-scale coherent structures and narrow, discontinuous contact regions, where one
frequently finds that reconnection is occurring (Servidio et al. 2009). In the same figure, we report, as shaded areas, magnetic flux tubes and reconnecting current sheets, which were identified using a cellular automaton (CA) procedure that is described in Servidio et al. (2011). This CA was built on the topological properties of the magnetic potential. In particular, we first identified the critical points (maxima, minima, and X-points), and then the algorithm propagated information away from these critical points, thus identifying the strongest, large-scale islands (starting from the O-points) and the reconnection regions (starting from the X-points). The result of this procedure is a cellularization of turbulence, as is clear from Fig. 1. These islands retain a finite amount of magnetic helicity due to nonzero parallel variances \((b_z)\) that are frequently concentrated near the center of flux ropes.

On this magnetic skeleton, we tested our 1D algorithm, based on the combination of the local magnetic helicity in Eqs. (5)–(6) and the PVI in Eq. (7). In order to test the method and to establish a direct comparison between the plasma simulation and the PSP data, we sent a virtual spacecraft through the periodic domain. Its trajectory is represented in Fig. 1 with oblique blue lines, which intersects both large-scale helical structures (cyan) and small-scale discontinuities (orange). In Fig. 2a, we report the turbulent magnetic field, as observed along the virtual satellite trajectory.

The 1D signals are shown over the entire trajectory along the oblique coordinate \(s\), measured in units of \(L_0\). In Fig. 2b we show the out-of-plane current \(j_z\), which is very intermittent, indicating the presence of magnetic discontinuities. To identify these intermittent features by using the magnetic field, interpolated along the virtual trajectory, we computed the PVI signal, as described in Eq. (7). We used very small increment lags, namely \(\text{PVI}(s, \ell = \lambda_\ell / 10)\), where \(\lambda_\ell = \sqrt{\Delta b_{\text{rms}}^2 / b_{\text{rms}}^2}\) is the magnetic Taylor microscale. At these lengths, the time series generated by the PVI method becomes a good surrogate for the current density, as is suggested by comparing panel b and panel c of the same figure (for more on this comparison, see Greco et al. 2018).

To complete the analysis, we computed the filtered magnetic helicity as in Eqs. (5)–(6). First, we rotated the magnetic field \(b\) from the Cartesian \((b_x, b_y, b_z)\) frame to the trajectory coordinates \((b_1, b_2, b_3)\), where \(b_1\) is the component along the trajectory direction \(\hat{c}\), \(b_2\) remains along \(z\), and \(b_3\) completes the right-handed frame. Second, from this rotated field, we computed the \(H_m\) signal at the (cumulative) scale \(\ell = \lambda_\ell / 2\), where \(\lambda_\ell\) is the correlation length. As can be seen in the lower panel of Fig. 2, there is a net offset between the large helical flux tubes and the PVI peaks.

By using both the surrogate \(H_m\) measurement and the PVI signals, we established a threshold-based method in order to identify the most significant events. For the \(H_m\), we identified the events with helicity values larger than one standard deviation of the \(H_m\) distribution as strong flux tubes. For the PVI method, we chose a typical threshold of \(\text{PVI} = 2\). It has been shown that the probability distribution of the PVI statistic derived from a non-Gaussian turbulent signal strongly deviates from the probability density function of the PVI computed from a Gaussian signal for values of PVI that are greater than about 2. As PVI increases, the recorded “events” are extremely likely to be associated with coherent structures and therefore inconsistent with a signal having random phases (Greco et al. 2018).

The selected peaks are reported for both \(H_m\) and PVI in panels c and d of Fig. 2, respectively. At this point, we have a list of selected events, namely the position of the possible flux ropes (peaks of the filtered magnetic helicity signal) and the reconnection events (peaks of the PVI signal). The position of these coherent structures is recorded in the full 2D map in Fig. 1, and one may observe a very good qualitative agreement of these events with the magnetic potential and the CA painting. Magnetic helicity peaks are located well inside helical islands, close to their cores. A few are located outside and coincide with PVI events, indicating the presence of complex structures in between islands, which is possibly due to a reconnection-induced reorganization of magnetic field topology. On the other hand, red stars – the PVI events – are found at the boundaries of magnetic islands. This precise positioning of magnetic helicity and PVI peaks suggests that the core of a magnetic island can be identified, with noteworthy precision, by a magnetic helicity extremum, and its boundaries coincide well with the closest PVI events on either side. The new method is able to identify the strongest helical flux tubes and the more intermittent magnetic structures, which are likely to be reconnection events.

Figure 3 shows a close-up of the relevant quantities measured along the first segment of the synthetic trajectory. From this 1D information, the identification of magnetic islands is rather straightforward: The oscillations of the PVI signal tend to drop in magnitude near an extremum of local \(H_m\), and the boundaries of the islands are well defined by a sharp increase in PVI. Moreover, inside the island cores, it is evident that the total current is smaller in general, but not zero, in view of Ampere’s law. The net magnetic helicity in a flux rope is indicated by a nonzero component of the out-of-plane magnetic field fluctuation \(b_z\). It is interesting to notice how well the \(H_m\) peaks fall in a PVI-quiet region in between two strong PVI events.

Fig. 1. 2D line contours of the magnetic potential \(\phi\) (black solid) at the maximum of the turbulent activity of the analyzed MHD simulation. The shaded areas in cyan and orange are magnetic islands and strong current sheets, respectively, as painted by the CA algorithm. The oblique blue lines represent the trajectory of a virtual satellite that sweeps through turbulence. Yellow and green crosses indicate the maxima and minima of the local magnetic helicity, respectively, while red stars are strong PVI events.
4. Analysis of PSP dataset

We applied the $H_m$–PVI technique to the fluxgate magnetic field data obtained by the PSP FIELDS instrument suite (Bale et al. 2016). In particular, we analyzed the results obtained from the first perihelion (Bale et al. 2019), which will be further discussed in comparison with other identification techniques (Zhao et al. 2020; Chen et al. 2020). The FIELDS magnetic data were resampled from full resolution to 1-s cadence. Moreover, the first encounter data were divided into 8 h-long subsets, so that each contains several correlation times. The correlation time $\tau_C$, in the spacecraft frame, is about $10 \sim 40$ min at radial distances of $0.17 \sim 0.25$ AU (Parashar et al. 2020). We analyzed several such intervals in the first encounter; however, to make close contact with the above mentioned published works (Zhao et al. 2020; Chen et al. 2020), we concentrate below on the following particular interval: 2018 November 13 from 8:00:00 to 16:00:00 UTC. Fig. 4 shows (a) the magnetic field time series in the RTN coordinate system, (b) the PVI computed at 1 s lag, and (c) the magnetic helicity evaluated at the scale of one correlation time. In this interval, the average plasma $\beta \sim 1$, as reported by (Chhiber et al. 2020; Zhao et al. 2020; Chen et al. 2020).

Figure 5 shows the analysis of two subintervals of the data shown in Fig. 4, specifically from 9:15 to 12:45 (left panels) and from 13:00 to 13:45 (right panels). Each column shows stacked plots of the magnetic field time series, the PVI, and the local magnetic helicity, which were computed with different maximum lags. The largest lag was chosen to be one correlation time $\tau_C$, while the smallest was $t = 1/3 \tau_C$. Regions of high helicity are shaded in cyan, while nearby PVI events are in orange, in analogy with the procedure employed in the simulation. Moreover, pairs of PVI events that bound helical regions are also highlighted with dashed vertical lines. It is evident that the $H_m$ time series suggest a multi-scale nature of helical structures. We recall that the helicity diagnostic incorporates contributions from all scales smaller than the maximum lag.

The left panels of Fig. 5 show two helical structures that are bounded by two strong PVI events each (cyan lines for the first event and magenta lines for the second). At scales smaller than one correlation time (panels d and e), the $H_m$ signal shows a fragmentation of the structures, highlighting smaller features within and near the larger helical structure. Moreover, the two identified cores (cyan shaded regions) might be enclosed within a larger helical structure, possibly bounded by the leftmost cyan and rightmost magenta lines. This description is also consistent with the reconstruction performed in Chen et al. (2020), which shows a large island with two inner structures at about the same period. On the other hand, the right panels show a single structure at $t/\tau_C = 1$, which is clearly bounded by PVI events in panel h. At smaller scales, $t/\tau_C = 1/2$ (panel i), $t/\tau_C = 1/3$
Fig. 4. Panel a: PSP FIELDS Fluxgate Magnetometer (MAG) data in RTN coordinates resampled at 1s on 2018 November 13 from 8:30 to 15:30 UTC. In this interval, the correlation time $\tau_c \sim 25$ min. Panel b: PVI signal and panel c: $H_m$ computed at one correlation time.

Fig. 5. Two close-ups of Fig. 4 from 9:15 to 12:45 (left panels) and from 13:00 to 13:45 (right panels). The figure reports the magnetic field (a) and (f); the PVI signal (b) and (g); and the magnetic helicity evaluated at one correlation time (c), (h), 1/2 correlation time (d), (i), and 1/3 of the correlation time (e) and (j). It is interesting to notice that the $H_m$ shape heavily depends on the chosen window, suggesting a multi-scale nature of helical structures. The vertical cyan and magenta lines highlight the position of strong PVI events edging high-helicity regions (cyan shaded regions). Left panels: two structures that are bounded by two strong PVI events each (cyan lines for the first event and magenta lines for the second). At scales smaller than one correlation time, the $H_m$ signal shows a fragmentation of the structure, highlighting sub-features within the helical structure. Moreover, the two identified cores might be enclosed within a larger helical structure, possibly bounded by the leftmost cyan and rightmost magenta lines. This description is also consistent with the reconstruction performed by Chen et al. (2020; their Fig. 4), which shows a large island with two inner structures. On the other hand, the right panels show a smaller structure at $t/\tau_c = 1$, clearly bounded by PVI events, which has no internal features.

5. Discussion

Substantial progress has been made in recent years in identifying magnetic and plasma structures in the solar wind based on the flux tube paradigm (Bruno et al. 2001; Borovsky 2008) and also from the analysis of discontinuities (Neugebauer 2006; Vasquez et al. 2007). Such studies build upon the concept that a substantial volume fraction of the solar wind magnetic field is organized into “filaments” or flux ropes (McCracken & Ness 1966), that is, current carrying flux tubes that maintain their integrity over some reasonable distance. Eventually, due to turbulence, a typical flux tube becomes highly distorted and “shredded” over sufficiently large distances along the magnetic axis (Servidio et al. 2014). The idea that these tubes might act as conduits for solar energetic particles (McCracken & Ness 1966) has recently received theoretical and observational support (Ruffolo et al. 2003; Tseisin et al. 2013, 2016; Seripienlert et al. 2010; Tooprakai et al. 2016). Flux rope structures, including smaller secondary “islands,” may also act as sites of particle...
energization (Ambrosiano et al. 1988; Drake et al. 2006; Khabarova et al. 2016; Malandraki et al. 2019).

The association of discontinuities with flux tube boundaries is often observed in numerical simulations of MHD and plasma turbulence (Matthaeus & Montgomery 1980; Servidio et al. 2010; Haggerty et al. 2017). On the basis of this evidence, it is clear that sharp discontinuities are frequently encountered at peripheral and internal boundaries of flux tubes. However this is not a universal property of flux ropes, and such sharp boundaries are not expected to always be present or to completely envelop flux tubes since they are often the product of the ongoing interaction of adjacent tubes, which may be a time-dependent or even sporadic process.

It is interesting to note that there are at least several types of interesting variations of the relative positioning of helicity peaks and PVI boundaries, as seen in Fig. 1; sometimes there are helicity peaks near the edges of flux tubes. Also, there are sometimes “internal boundaries” in which PVI peaks occur well within flux tubes. Some internal helical structures are also apparent in the PSP data, as seen in panels d and e of Fig. 5, for the helicity computed at scales smaller than a correlation time. The former is reminiscent of nonuniform helicity content in flux tubes envisioned in Taylor’s theory of the dynamical relaxation of flux tubes (Taylor 1986). The latter evokes the internal current structures within flux tubes that are attributed to tokamak disruptions (Kadomtsev 1987, 1984). An investigation of a possible dynamical explanation for the relative positioning between peaks in $H_m$ and PVI as observed here, along with a potential analogy with laboratory plasma dynamical theories, represent interesting directions for future work.

In this paper, we have suggested the cooperative use of two relatively simple methods as an approach to identify flux tubes and coherent current structures that may form at their boundaries. We chose to employ the PVI method for the identification of discontinuities (Greco et al. 2009, 2018) and to use it in conjunction with a real-space method to systematically identify magnetic helicity concentrations, which may be recognized as signatures of helical flux ropes. Neither of these methods provides an absolute identification nor as complete a taxonomy as would be provided by other available methodologies. For example, traditional discontinuity identification methods (Burlaga & Ness 1969; Tsurutani & Smith 1979) and their extensions (Bruno et al. 2001; Neugebauer 2006; Vasquez et al. 2007) allow for more complete classifications of classical MHD and plasma discontinuities. Similarly, various, more complete techniques have been developed for identifying or visualizing the flux ropes themselves (Klein & Burlaga 1982; Borovsky 2008). A particularly elegant class of methods is the Grad-Shafranov reconstruction approach (Hu 2017). The real-space helicity identification approach provides a less complete picture of flux tube structure than these.

The present combination has the advantage of being relatively free of assumptions concerning the types of structures that are being identified. PVI is unbiased concerning discontinuity types, and readily detects TDs, RDs, shocks, etc. Likewise, the only assumption in developing the real space helicity approach is that the statistics of the fluctuations are spatially homogeneous (or, for a time series, time stationary). No assumptions about two-dimensionality or other spatial symmetry are required, in contrast to the standard GS method. In addition, the $H_m$–PVI identification method has a practical advantage in its simplicity and ease of implementation. We may conclude that the proposed pair of methods have distinct advantages in locating flux ropes and their boundaries in data streams, such as typical single spacecraft solar wind data, as well as in the analysis of very large simulation datasets. This methodology may also prove useful as a first stage of analysis to locate data that are suitable for more elaborate analyses such as Grad-Shafranov reconstruction.

For future work, it will be desirable to carry out statistical surveys of helical flux ropes and their boundaries using the combined $H_m$–PVI method, which we have described here. There would be considerable scientific value, for example regarding issues of relevance to space weather, in carrying out such surveys at 1AU using extensive datasets such as those available from the ACE and Wind spacecraft. Likewise, surveys of helical flux ropes using additional PSP data as well as Solar Orbiter data (Müller et al. 2020) will be useful in characterizing the magnetic field helical structure of the inner heliosphere, where this information may be of value in understanding the origin of the solar wind. Such surveys may be facilitated using the present approach due to its simplicity of implementation.
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