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ABSTRACT

Modern day engineering problems are ubiquitously characterized by sophisticated computer codes that map parameters or inputs to an underlying physical process. In other situations, experimental setups are used to model the physical process in a laboratory, ensuring high precision while being costly in materials and logistics. In both scenarios, only limited amount of data can be generated by querying the expensive information source at a finite number of inputs or designs. This problem is compounded further in the presence of a high-dimensional input space. State-of-the-art parameter space dimension reduction methods, such as active subspace, aim to identify a subspace of the original input space that is sufficient to explain the output response. These methods are restricted by their reliance on gradient evaluations or copious data, making them inadequate to expensive problems without direct access to gradients. The proposed methodology is gradient-free and fully Bayesian, as it quantifies uncertainty in both the low-dimensional subspace and the surrogate model parameters. This enables a full quantification of epistemic uncertainty and robustness to limited data availability. It is validated on multiple datasets from engineering and science and compared to two other state-of-the-art methods based on four aspects: a) recovery of the active subspace, b) deterministic prediction accuracy, c) probabilistic prediction accuracy, and d) training time. The comparison shows that the proposed method improves the active subspace recovery and predictive accuracy, in both the deterministic and probabilistic sense, when only few model observations are available for training, at the cost of increased training time.
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1 Introduction

1.1 Motivation

Engineering problems with high-dimensional inputs or parameters are often modeled in the form of expensive computer codes requiring significant computational resources and time, or as laboratory experiments incurring large labor and material costs. These scenarios severely limit the number of data, namely input-output pairs, that can be observed. This requires developing inexpensive-to-evaluate mathematical models that a) accurately model the underlying physical process and b) quantify the epistemic uncertainty due to limited observed data, where epistemic uncertainty is understood in the sense of Kiureghian and Ditlevsen [1]. Once developed, these data-driven probabilistic surrogate models can be used to learn arbitrary statistics about the output [2], generate more data intelligently [3, 4], and make predictions under a limited budget [5]. Adding to limited data availability, the curse of dimensionality remains a major obstacle in the way of developing such models when they admit a large number of input parameters. The approach proposed in the
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present work aims at alleviating the impact of the curse of dimensionality on the creation of probabilistic surrogate models with high-dimensional inputs when observed data is limited.

1.2 Previous Work

While the present work focuses on the impact of the curse of dimensionality on the input space of surrogate models, it also affects their state and output spaces. Addressing the high dimensionality of the state and output spaces has been the subject of extensive research in the fields of reduced-order modeling and equation-free model reduction [6]. As a result, data-fit and physics-based surrogates of high-dimensional responses are now widespread in the literature.

They leverage unsupervised dimension reduction methods, such as principal components analysis (PCA) [7], deep autoencoder-decoder networks [8], or diffusion maps [9]. These methods are however not directly applicable to the problem of high-dimensional input spaces, as they do not take the input-output relationship into account when learning the dimension reduction transformation. They may therefore lead to sub-optimal predictive performance because they discard information that is useful for predicting the response of interest. Reduction of the input space dimension demands a thorough understanding of the relationship between the inputs and the underlying function. As recognized in [10], supervised techniques bring an advantage over unsupervised methods when applied in the context of surrogate modeling. For some meta-modeling methods, such as Polynomial Chaos Expansion (PCE), an increase in input dimensionality may lead to a prohibitively high number of required model evaluations [11]. Among possible routes for alleviating the impact of the curse of dimensionality on the input space, the two deemed most promising in literature are: a) mapping strategies that take advantage of the dependence of the response on low-dimensional manifolds instead of the original high-dimensional input space, and b) lower-dimensional models, and in particular additive or partially additive models. While models in the latter category are motivated by many observations that high-order interactions are negligible in most scientific and engineering problems, e.g. high-dimensional model representation (HDMR) [12], the method proposed in this work belongs to the former category.

While mapping strategies are a broad denomination proposed in [13] in the context of engineering design, similar methods actually exist under other names in other fields: approximation by ridge functions in the function approximation literature [14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24], sufficient dimension reduction [25, 26, 27, 28, 29], spectral methods, sometimes referred to as supervised dimension reduction or dimension reduction for supervised learning [30, 31, 32, 33, 34, 35], or probabilistic approaches [36, 37]. These methods aim at similar objectives while leveraging different mathematical tools. The term ridge function is usually used to refer to functions obtained by mapping the original high-dimensional space onto a low-dimensional subspace and extensive literature on this topic can be found. Recent methods were proposed to identify ridge functions, that rely on low-rank approximations [22, 23]. Those methods can be interpreted as approximating finite-difference gradients, which is very ineffective and hinders exploration of the full input space by requiring many model evaluations around a limited number of points. In the sufficient dimension reduction literature [27, 38], methods such as sliced inverse regression [38] have been extensively used. However, as they assume elliptical distribution for the parameters, they do not fit the needs encountered when generating surrogate models, where the input space is usually uniformly sampled. Hessian-based approaches have also been proposed to identify low-dimensional manifolds in the input space [39]. It is also interesting to note that while we are seeking methods that provide an explicit two-way mapping between the low- and high-dimensional spaces, the success of recent deep learning techniques can be attributed to an implicit dimensionality reduction, referred to as feature extraction [40].

The gradient-based active subspace (AS) method [41] is among the most recent additions to the mapping or projection-based strategies. It has shown considerable promise on challenging engineering applications [42, 43, 44, 45, 46, 47]. Extensions of the method to multivariate outputs [48, 49] and to the multi-fidelity setting [50] are the subject of ongoing research. Similar ideas were also independently pursued [51, 52]. While the AS method is in practice restricted to problems for which adjoint derivatives can be obtained, alternative formulations have been proposed to identify the low-dimensional structure of the input space using direct function evaluations only. To that end, some methods combine the projection onto the AS with a probabilistic surrogate model such as Gaussian process (GP) regression [36, 53, 49]. However, they only partially quantify epistemic uncertainty due to limited data, as the projection matrix on the AS results from an optimization process instead of a Bayesian inference process. While similar approaches have been taken for other kinds of surrogates [54, 37, 10], the fully Bayesian inference of a predictive model combining a projection onto a lower-dimensional subspace and a Gaussian process has not yet been attempted. Such an approach would open the door to efficient meta-modeling for high-dimensional problems using GPs, including a full quantification of epistemic uncertainty introduced by limited data.

Including an orthonormal projection matrix in the predictive model complicates the Bayesian inference process, as readily available Markov chain Monte-Carlo (MCMC) samplers only operate with real-valued model parameters. To address this, it is useful to recognize that orthonormal matrices and linear subspaces are sets that can be equipped with a manifold structure, respectively forming the Stiefel and Grassmann manifolds. The mathematical framework of
manifolds grants a principled way of dealing with sets of relatively complex mathematical entities, such as orthonormal matrices, with the same tools that are routinely employed in Euclidean spaces, such as differentiation. These manifolds are defined and their use in the contexts of optimization and Bayesian inference is discussed in section 2.4. Methods to apply MCMC when some model parameters belong to these manifolds have been developed following two distinct strategies: Riemannian Hamiltonian Monte-Carlo (RHMC) techniques [55, 56] and reparametrization techniques [57, 58, 59, 60]. The former modify the leapfrog steps of the original Hamiltonian Monte-Carlo (HMC) algorithm to ensure that new proposals remain on the relevant manifold. For the Stiefel manifold, this means that the orthogonality constraint is satisfied by construction. The latter simply use parameterization techniques, such as Householder reflections [58], polar angles [59], the Givens representation [60], or simply a Gram-Schmidt orthogonalization scheme [61] to transform a set of real-valued parameters into an orthogonal matrix.

While RHMC methods are theoretically elegant and lie on strong mathematical foundations, they require the implementation of specialized MCMC samplers [62]. "Turn-key" MCMC algorithms that do not require extensive tuning have not yet been developed for RHMC. As a consequence, implementations and usages of these methods are still at a very early stage of research. The method recently proposed in [63] is representative of such approaches. On the other hand, reparameterization approaches have been successfully leveraged using openly-available MCMC samplers in instances where orthogonal matrices were part of the probabilistic model [57, 58, 59, 60]. However, they have not yet been applied to the fully Bayesian inference of a low-dimensional input subspace in the context of supervised learning. This is the approach taken in this work, eventually allowing us to leverage existing MCMC algorithms to fully quantify uncertainty in the predictive model. By that, we mean both the uncertainty in the projection matrix onto a low-dimensional subspace as well as the uncertainty in the hyperparameters of the Gaussian process. In the following, because it can be thought of as a reduced set of relevant input features, we will refer to the low-dimensional linear subspace of the original input space that we are seeking as the feature space (FS).

1.3 Summary of Contributions

Multiple contributions are made in this paper. The first contribution is a fully Bayesian and gradient-free formulation for meta-modeling of functions with high-dimensional inputs drawing inspiration from the AS method. Under this formulation, all model parameters are considered uncertain, including those associated with the projection onto the lower-dimensional input subspace. The second contribution is a set of algorithms that enable the practical implementation of the proposed formulation using "turn-key" MCMC samplers. Those additional implementation specifics, based on Householder transforms, are needed to simultaneously accommodate traditional GP hyperparameters defined in Euclidean space and an orthonormal projection matrix belonging to the Stiefel manifold as model parameters during probabilistic inference. The third contribution is a thorough comparative study of the model’s performance with two recently proposed methods as seen from four different perspectives. The last contribution is a repository, written in the Python programming language and made openly available, that implements the proposed algorithms and benchmark methods using state-of-the-art probabilistic programming languages, manifold optimization libraries, and computational backends, enabling reproducibility and allowing interested researchers to develop extensions to the proposed method.

1.4 Paper Outline

The outline of the rest of the paper is as follows. Our methodology is summarized in section 2. In particular, subsection 2.6 introduces the method and algorithms proposed to parameterize the projection matrix and the fully Bayesian inference algorithm. In section 3, we demonstrate the performance of the methodology through numerical experiments on eight analytical functions of 25 to 100 inputs and four science and engineering datasets with input dimensions ranging from 18 to 100. Since computationally expensive analyses highly constrain the number of observations available to train the surrogate model, the impact of the training set size on all metrics of interest is systematically assessed. Finally, we summarize our findings in section 4 and discuss natural extensions of the methodology to be explored next.

2 Methodology

This section is organized as follows. Notation is first introduced in section 2.1. Background concepts and methods are then briefly summarized: Gaussian process regression in section 2.2, the active subspace method in section 2.3, Stiefel and Grassmann manifolds in section 2.4, and previous approaches to ridge approximation using Gaussian processes in section 2.5. Finally, the proposed fully Bayesian approach to ridge approximation is detailed in section 2.6.
2.1 Notation

Let \( f \) be the mapping through which we collect data about the underlying physical process of interest. We assume that \( f \) is a scalar-valued function of \( d \) variables:

\[
\begin{align*}
  f & : \mathcal{X} \subseteq \mathbb{R}^d \rightarrow \mathcal{Y} \subseteq \mathbb{R} \\
  \mathbf{x} & \mapsto y = f(\mathbf{x})
\end{align*}
\]

(1)

The input vector \( \mathbf{x} \in \mathbb{R}^d \) while the output response \( y \in \mathbb{R} \). The proposed approach targets high-dimensional input spaces, i.e. large values of \( d \).

We assume that a total of \( n \) input-output pairs, or model observations, have been obtained by evaluating the model \( f \) at the input sites \( \mathbf{x}_1, \ldots, \mathbf{x}_n \) and are available to support the creation of the surrogate model. Following standard practice, we partition model observations into a training set \( \mathcal{D} \) of size \( p \) and a validation set \( \mathcal{D}_v \) of size \( q \) such that \( p + q = n \). In the context of surrogate modeling, the observations in \( \mathcal{D} \) are used for training the model while those in \( \mathcal{D}_v \) allow to assess the performance of the predictive model.

\[
\mathcal{D} = \{ (\mathbf{x}_i, y_i) \mid i = 1, \ldots, p \} \\
\mathcal{D}_v = \{ (\mathbf{x}_{i}', y_{i}') \mid i = 1, \ldots, q \}
\]

(2)

(3)

Let \( \mathbf{X} = [\mathbf{x}_1, \ldots, \mathbf{x}_p]^T \) and \( \mathbf{X}_v = [\mathbf{x}_1, \ldots, \mathbf{x}_q]^T \) respectively be the \( p \times d \) and \( q \times d \) design matrices corresponding to the training and validation input sites. Accordingly, let \( \mathbf{y} \) and \( \mathbf{y}_v \) be the \( p \times 1 \) and \( q \times 1 \) training and validation response vectors. We focus on the creation of a surrogate model \( f \) of \( f \), i.e. such that \( f \) can be evaluated in lieu of \( f \).

We work within the probabilistic framework to quantify uncertainty in the surrogate model predictions. As such, we are seeking a generative model, i.e. a model for the joint probability distribution \( p(\mathbf{y}, \mathbf{X}, \mathbf{X}_v, \mathbf{y}_v) \). Probabilistic predictions for points in the validation set can then be made by using the conditional predictive distribution \( p(\mathbf{y}_v | \mathbf{X}, \mathbf{X}_v, \mathbf{y}) \).

In the following, we denote a multivariate normal distribution with mean \( \mathbf{m} \) and covariance matrix \( \mathbf{V} \) as \( \mathcal{N}(\mathbf{m}, \mathbf{V}) \), and the identity matrix, whose size can be deduced from context, as \( \mathbf{I} \).

2.2 Gaussian Process Regression

Gaussian process regression (GPR) is a popular surrogate modeling method that grants access to predictive uncertainty. We briefly recall the main idea behind GPR, mostly adopting the reference notation introduced in [54]. The GPR model relies on the assumption that the prior distribution for the underlying mapping \( f \) can be modeled as a GP: for a set of latent, unobserved, model responses made at input sites \( \mathcal{X} \) and arranged in the vector \( \mathbf{f} \), there exist a vector \( \mathbf{m} \) and a matrix \( \mathbf{\Sigma} \) such that \( f \sim \mathcal{N}(\mathbf{m}, \mathbf{\Sigma}) \).

Additionally, it is assumed that observations \( \mathbf{y} \) of \( f \) are independent and identically distributed (i.i.d.) according to a zero-mean Gaussian random variable of variance \( \sigma^2 \) such that \( \mathbf{y} | f \sim \mathcal{N}(f, \sigma^2 \mathbf{I}) \). This assumption is usually used to model the effect of measurement noise on experimental results. In the context of numerical simulations, measurement noise is irrelevant. However, the process of reducing the input space dimension by projecting it onto a low-dimensional subspace introduces artificial noise corresponding to the variations of the output due to variations of the inputs in the orthogonal complement of this low-dimensional subspace. In this work, this artificially introduced noise is accounted for by assuming noisy observations.

Those assumptions enable the analytical marginalization of the latent vector \( f \), leading to the following prior distribution for the observations: \( \mathbf{y} \sim \mathcal{N}(\mu, \mathbf{\Sigma} + \sigma^2 \mathbf{I}) \). Multiple options for constructing the mean vector \( \mu \) and the covariance matrix \( \mathbf{\Sigma} \) exist and lead to different GPR variants. Common assumptions are made in this work. First, we assume the model observations to be centered and the mean of the prior GP to be zero, i.e. \( \mu = [0, \ldots, 0]^T \). Then, a kernel function \( k \) is used to construct \( \mathbf{\Sigma} \) by encoding the correlation structure of the GP, i.e. the correlation between responses \( y \) and \( y' \) at input input locations \( \mathbf{x} \) and \( \mathbf{x}' \). We use the widespread automatic relevance determination (ARD) kernel:

\[
k(\mathbf{x}, \mathbf{x}') = \sigma_f \prod_{i=1}^{d} \exp \left( \frac{(x_i - x_i')^2}{2\ell_i^2} \right)
\]

(4)

where \( \sigma_f \) is the signal variance and \( \ell = [\ell_1, \ldots, \ell_d] \) are characteristic length scales. For convenience, we denote as \( K \) the generalization of the kernel function \( k \) to design matrices. For two design matrices \( \mathbf{X} \) and \( \mathbf{X}' \) respectively containing \( n \) and \( n' \) points, we have:

\[
K(\mathbf{X}, \mathbf{X}') = \begin{bmatrix}
k(\mathbf{x}_1, \mathbf{x}_1') & \ldots & k(\mathbf{x}_1, \mathbf{x}_{n'}) \\
\vdots & \ddots & \vdots \\
k(\mathbf{x}_n, \mathbf{x}_1') & \ldots & k(\mathbf{x}_n, \mathbf{x}_{n'})
\end{bmatrix}
\]

(5)
Using that notation, the GP covariance matrix is then computed as \( \Sigma = K(\mathbf{X}, \mathbf{X}) \). We gather all hyperparameters into the vector \( \theta = [\sigma_n, \sigma_f, \ell_1, \ldots, \ell_d] \). Rewriting the generative model with those assumptions and explicitly including parameters, we obtain equation (6). Varying the hyperparameters \( \theta \) effectively leads to different generative models.

\[
y|\theta \sim \mathcal{N}(0, K(\mathbf{X}, \mathbf{X}; \sigma_f, \ell) + \sigma_n^2 I)
\]

In a maximum likelihood estimation (MLE) approach, training the GPR model then consists in estimating the values of the hyperparameters \( \theta \) leading to the generative model that is most in agreement with the training data. This is achieved by selecting \( \theta \) that maximizes the likelihood \( p(y|\mathbf{X}, \theta) \). A closed-form equation for the likelihood \( p(y|\mathbf{X}, \theta) \) is made possible by the GP assumption. In practice, the log-likelihood \( \log p(y|\mathbf{X}, \theta) \) is used for numerical stability. Given training data \( (\mathbf{X}, y) \) and denoting \( \mathbf{K} = K(\mathbf{X}, \mathbf{X}) \):

\[
\log p(y|\mathbf{X}, \theta) = -\frac{1}{2} y^T (\mathbf{K} + \sigma_n^2 I)^{-1} y - \frac{1}{2} \log \det (\mathbf{K} + \sigma_n^2 I) - \frac{n}{2} \log 2\pi
\]

In a Bayesian approach, hyperparameters are equipped with an prior distribution \( p(\theta) \) and the full posterior distribution of the hyperparameters \( p(\theta|y, \mathbf{X}) \) is inferred by leveraging Bayes’ rule:

\[
p(\theta|y, \mathbf{X}) \propto p(y|\mathbf{X}, \theta)p(\theta)
\]

Predictions \( y_* \) at validation locations \( \mathbf{X}_* \) can be made by recalling that the underlying process is assumed to be a GP, therefore the training and test outputs are distributed according to the following joint probability distribution:

\[
\begin{bmatrix} y \\ y_* \end{bmatrix} \sim \mathcal{N}
\begin{bmatrix} 0 \\ K(\mathbf{X}_*, \mathbf{X}) \\ K(\mathbf{X}, \mathbf{X}) + \sigma_n^2 I \\ K(\mathbf{X}, \mathbf{X}_*) \end{bmatrix}
\]

The posterior predictive distribution is obtained by conditioning the joint distribution with respect to the training data. Once again, the GP assumption allows to derive this joint distribution analytically:

\[
y_*|\mathbf{X}_*, \mathbf{X}, y \sim \mathcal{N}(\mu_*, \Sigma_*)
\]

with:

\[
\mu_* = K(\mathbf{X}_*, \mathbf{X}) (K(\mathbf{X}, \mathbf{X}) + \sigma_n^2 I)^{-1} y
\]

\[
\Sigma_* = K(\mathbf{X}_*, \mathbf{X}_*) - K(\mathbf{X}_*, \mathbf{X}) (K(\mathbf{X}, \mathbf{X}) + \sigma_n^2 I)^{-1} K(\mathbf{X}, \mathbf{X}_*)
\]

In the fully Bayesian approach to GPR, the hyperparameters need to be marginalized out using their posterior distribution to make predictions:

\[
p(y_*|\mathbf{X}_*, \mathbf{X}, y) = \int p(y_*|\mathbf{X}_*, \mathbf{X}, y, \theta)p(\theta|\mathbf{X}, y) d\theta
\]

### 2.3 Active Subspace

The active subspace (AS) method addresses challenges raised by functions of high-dimensional inputs and the resulting curse of dimensionality that hinders the use of such functions in numerical activities such as uncertainty quantification, surrogate modeling, or numerical optimization. In simple terms, the method seeks directions in input space that contribute in average the most to the variation of the output. Those directions form the basis of a low-dimensional subspace of the original input space, the so-called active subspace. The curse of dimensionality is alleviated by substituting the active subspace to the original high-dimensional input space, obtaining a new, approximate mapping whose input space is effectively lower than the original. It is a general-purpose method in the sense this alternate mapping can be used to assist any of the aforementioned numerical applications.

The AS method comes within the general scope of approximation by ridge functions \[65\] that seek to approximate the function of interest \( f \) with a mapping of the sort \( f(x) = g(W^T x) \) where \( W \) is a tall projection matrix onto a subspace of the input space \( \mathcal{X} \) and \( g \) is a mapping whose input space is thus lower-dimensional than \( \mathcal{X} \)’s. While the AS method does not necessarily yield the subspace leading to the optimal ridge approximation \[66\], where optimality is defined with respect to the squared prediction error, it has been shown to result in useful ridge approximation models for numerous engineering applications \[42, 43, 44, 45, 46, 47\].

The following paragraphs recall the major results pertaining to the AS method. Interested readers may find more details in \[67\]. In the context of this method, we equip the input variables \( x \) of \( f \) with a probability distribution \( p(x) \). The matrix \( \mathbf{C} \), which is average of the outer product of the gradient with itself, plays a central role in the AS method:

\[
\mathbf{C} = \int (\nabla_x f)(\nabla_x f)^T p(x) \, dx
\]
This real symmetric matrix is diagonalized as \( C = Q\Lambda Q^T \) where \( Q = [w_1, \ldots, w_d] \) is the matrix containing the normalized eigenvectors \( \{w_i \mid i = 1, \ldots, d\} \) of \( C \) and \( \Lambda \) is a diagonal matrix whose diagonal contains the eigenvalues \( \{\lambda_i \mid i = 1, \ldots, d\} \) of \( C \). We assume the eigenvalues to be sorted such that \( \lambda_1 \geq \cdots \geq \lambda_d \geq 0 \).

The following relationship links the eigenvalues with the projections of the function’s gradient onto the corresponding eigenvectors [67]. For \( i = 1, \ldots, d \):

\[
\lambda_i = \int \left( (\nabla_x f)^T w_i \right)^2 p(x) \, dx
\]

(15)

The higher the \( \lambda_i \), the greater the variations in \( f \) in the direction \( w_i \). The active subspace is defined as the subspace spanning the first \( m \leq d \) directions \( \{w_i \mid i = 1, \ldots, m\} \). In this subspace, the variations of \( f \) are in average greater than in its orthogonal complement, referred to as the inactive subspace.

Because they are the eigenvectors of a real symmetric matrix, the vectors \( \{w_i \mid i = 1, \ldots, d\} \) form an orthonormal basis of the input space. We can then arrange them into two matrices:

\[
W = [w_1, \ldots, w_m]
\]

(16)

\[
W_i = [w_{m+1}, \ldots, w_d]
\]

(17)

\( W \) is the \( d \times m \) projection matrix onto the active subspace while \( W_i \) is the \( d \times (d - m) \) projection matrix onto the inactive subspace. The original mapping of interest can then be rewritten as \( f(x) = f(Wz + W_i z_i) \) where \( z = W^T x \) is the component of the inputs in the AS and \( z_i = W_i^T x \) is the component of the inputs in the inactive subspace.

Starting from this decomposition, a series of approximations can be made to obtain a practical AS-assisted surrogate modeling approach. Given the conditional probability \( p(z_i \mid z) \) of the inactive variables given the active variable, we start by defining the link function \( g \) as the conditional expectation of \( f \) over the inactive subspace given a position in the active subspace:

\[
g(z) = \mathbb{E}_{z_i \mid z} [f(Wz + W_i z_i)]
\]

(18)

By assuming that the variations of \( f \) caused by variations of input variables in the inactive subspace are substantially less than those caused by variations in the inactive subspace, we obtain the following approximation:

\[
f(x) \approx g(W^T x)
\]

(19)

Since the exact integration in [19] would be either too costly or simply not possible, a Monte-Carlo approximation \( \hat{g} \) of \( g \) is used:

\[
f(x) \approx \hat{g}(W^T x)
\]

(20)

The Monte-Carlo integration is shown to have good convergence properties in [67] since \( f \) does not by construction greatly vary in the inactive subspace. The function \( \hat{g} \) is itself approximated by a surrogate model \( \hat{g} \) based on a limited number of model observations:

\[
f(x) \approx \hat{g}(W^T x)
\]

(21)

Finally, an approximation \( \hat{W} \) of \( W \) is obtained by replacing the integral with a finite sum in the computation of \( C \) in equation [18]:

\[
f(x) \approx \hat{g}(\hat{W}^T x)
\]

(22)

AS-assisted surrogate modeling methods rely on equation [22] to approximate the original function \( f \) [67] by following a two-step approach. An approximation \( \hat{W} \) of the projection matrix \( W \) onto the AS is first computed using a sample of gradient evaluations. An approximation \( \hat{g} \) of the link function \( g \) is then constructed using traditional surrogate modeling techniques by substituting the projected design matrix \( Z = XW \) to the original design matrix \( X \) in the training process.

### 2.4 Stiefel and Grassmann Manifolds

The previous section highlighted the central role played by orthogonal projection matrices in the AS method and more generally in approximations by ridge functions. The presence of an orthonormal projection matrix in the predictive model may be dealt with using real-valued model parameters and additional sets of constraints. However, satisfying the orthonormality constraint adds to the computational burden of training the predictive model. Instead, we recognize that the set of orthonormal matrices may be equipped with a manifold structure. A detailed explanation of the mathematical concepts surrounding manifolds is out of the scope of this paper, and a clear introduction to those can be found in [68], from which we adapted the definitions given in this section. A main benefit of working in manifolds is the well-defined transposition of differential calculus operations routinely made with real-valued parameters to orthonormal matrices.

The set of orthonormal matrices forms the Stiefel manifold [68], whose definition, adapted from [68], is given below.
When direct or cheap gradient evaluations are not available, the AS method presented in section 2.3 may not be applicable. An alternative approach proposed in [36] is to simultaneously train the approximate link function $g$ and the projection matrix $W$, such that full posterior probability distributions for both the GP hyperparameters $\theta$ and the projection matrix $W$ are obtained. As a result, the predictive uncertainty obtained when querying the surrogate model at unobserved input locations accounts for all uncertain model parameters.

A related manifold is the Grassmann manifold, defined below.

Definition 1 (Stiefel Manifold). Let $St(p, n)$ ($p \leq n$) denote the set of all $n \times p$ orthonormal matrices

$$\{X \in \mathbb{R}^{n \times p} : X^TX = I_p\}$$

(23)

where $I_p$ denotes the $p \times p$ identity matrix. Endowed with its manifold structure, the set $St(p, n)$ is called the Stiefel manifold.

A related manifold is the Grassmann manifold, defined below.

Definition 2 (Grassmann Manifold). Let $Gr(p, n)$ be the set of all $p$-dimensional subspaces of $\mathbb{R}^n$. Endowed with its manifold structure, the set $Gr(p, n)$ is called the Grassmann manifold.

By these definitions, given $p$ and $n$, we note that for every element $g \in Gr(p, n)$ of the Grassmann manifold, we may find infinitely many elements $\{s \in St(p, n) : \text{span}(s) = g\}$ in the Stiefel manifold whose span is $g$, all being orthonormal bases of the subspace $g$ that only differ by a rotation within $g$. As such, going from a orthonormal projection matrix in the Stiefel manifold to a subspace in the Grassmann manifold may be interpreted as retaining the information regarding the subspace spanned by this projection matrix, but losing the information regarding the exact orientation of the coordinate axes described by the matrix within that subspace.

2.5 Gaussian Processes with Built-In Dimensionality Reduction

When direct or cheap gradient evaluations are not available, the AS method presented in section 2.3 may not be practically applicable, as gradient values would first need to be estimated, e.g. using finite differences, and such schemes require a large number of direct function evaluations when the input dimension $d$ is high.

An alternative approach proposed in [36] is to simultaneously train the approximate link function $g$ and the approximate projection matrix $\hat{W}$ onto the AS. The underlying predictive model combines aspects of the original AS method with Gaussian processes: the original inputs are projected onto a low-dimensional subspace that serves as the alternate, low-dimensional input space for a GP. This leads to the following generative model:

$$y|\theta, W \sim \mathcal{N}\left(0, K(XW, XW; \theta) + \sigma_n^2 I\right)$$

(24)

This model can be broken down into two steps. An initial projection step where the original design matrix $X$ is projected in the AS to obtain a lower-dimensional design matrix $Z = XW$ followed by a regression step in which the lower-dimensional space is substituted to the original high-dimensional input space.

Compared to traditional GPR, this approach leads to the effective dimension reduction of GP’s input space from the original $d$ inputs to only $m$ inputs. As a consequence, the number of GP hyperparameters is also decreased from $d + 2$ to $m + 2$ when using the ARD kernel. However, the projection matrix $W$ is introduced as a new model parameter that must be determined in the training process. Previous methods have leveraged the manifolds introduced in section 2.4 to handle the projection matrix, which is taken as an element of the Stiefel manifold in [36, 53] or Grassmann manifold in [49]. While they have distinct specifics, these methods all rely on optimization algorithms in manifolds, for which theory is well-established [68] and numerical implementations are readily available, such as Pymanopt [69] used in [49].

2.6 Proposed Fully Bayesian Approach

The optimization-based approaches discussed in section 2.5 do not enable a full quantification of epistemic uncertainty due to limited model observations. After projection of the design matrix onto the feature space, predictive uncertainty only originates from the assumption that the link function is modeled as a GP. However, neither the uncertainty in the GP hyperparameters nor in the projection matrix $W$ are quantified. The probabilistic model used in the proposed approach is similar to the one in equation 24. However, we adopt a fully Bayesian approach to training its parameters such that full posterior probability distributions for both the GP hyperparameters $\theta$ and the projection matrix $W$ are obtained. As a result, the predictive uncertainty obtained when querying the surrogate model at unobserved input locations accounts for all uncertain model parameters.

In view of existing methods [36, 53, 49], the choice of the relevant manifold for the projection matrix $W$ remains. The Grassmann manifold may appear as the natural choice, since we are seeking a low-dimensional subspace to substitute to the original input space. However, the GPR model with an ARD kernel that was chosen to model the link function $g$ grants different length scales to the different input directions of the GP. As such, the particular choice of basis for a given subspace matters when using the ARD kernel, not just the subspace. In other words, the directional information that is retained for elements of the Stiefel manifold but lost for those in the Grassmann manifold is required. For this reason, we set $W \in St(m, d)$.
As opposed to optimization in manifolds, Bayesian inference in manifolds has been developed more recently [55] [62]. Numerical implementations of those algorithms are not yet mature, thus restricting practical Bayesian inference to parameters defined in Euclidean spaces [70, 71]. In order to accommodate these limitations, reparametrization techniques, that map a set of real-valued parameters to a point on a manifold, have been used [58]. In this manner, tools operating with real-valued parameters may be leveraged to perform Bayesian inference in manifolds. Because we chose to work in the Stiefel manifold, the reparametrization mapping we use associates a vector \( \theta_p \) of \( k \) real parameters to a \( d \times m \) orthonormal matrix \( W \):

\[
\mathcal{P} : \mathbb{R}^k \rightarrow \text{St}(m, d) \\
\theta_p \mapsto W = \mathcal{P}(\theta_p)
\]

The choice of \( \mathcal{P} \) is driven by the need to equip \( W \) with a meaningful prior distribution while recalling that the matching distribution on the parameters \( \theta_p \) is the one that must be specified when implementing the probabilistic model. In other words, along with \( \mathcal{P} \), the distribution of \( \theta_p \) that results in the desired distribution for \( W \) is needed. The prior distribution placed on \( W \) must translate the prior belief that any set of orthonormal directions are \textit{a priori} equally probable candidates, i.e. \( p(W) \) should be a uniform distribution on \( \text{St}(m, d) \).

**Algorithm 1: \( \mathcal{H} \): orthonormal matrix parametrization through Householder transformations**

**input**: parameters \( \theta_p \in \mathbb{R}^k \\
**output**: projection matrix \( W \in \text{St}(m, d) \\
Q \leftarrow I \in \mathbb{R}^{d \times d} \\
l \leftarrow 0 \\
for i \leftarrow 1 \text{ to } m \\
|k \leftarrow l \\
l \leftarrow k + d - i \\
v \leftarrow (\theta_{p,k}, \ldots, \theta_{p,l})^T \\
u \leftarrow \frac{v + \text{sgn}(v_1)||v||_1 e_1}{||v + \text{sgn}(v_1)||v||_1 e_1||} \\
\hat{H} \leftarrow -\text{sgn}(v_1)(I - 2uu^T) \\
H \leftarrow \begin{pmatrix} I & 0 \\ 0 & \hat{H} \end{pmatrix} \\
Q \leftarrow HQ \\
end \\
W \leftarrow (Q_1, \ldots, Q_m) \in \mathbb{R}^{d \times m}

The Stiefel manifold can be endowed with a uniform measure that is a Haar measure, i.e. it remains unchanged by the application of orthogonal transformations: \( p(W) = p(QW) \forall Q \in O(d) \) where \( O(d) \) is the orthogonal group [58]. As shown in [58], if the projection parameters \( \theta_p \) are i.i.d. Gaussian random variables and the Householder parametrization \( \mathcal{H} \) detailed in algorithm [1] is used for the reparametrization mapping \( \mathcal{P} \) such that \( W = \mathcal{H}(\theta_p) \), then \( W \) is a random orthogonal matrix with distribution given by the Haar measure in \( \text{St}(m, d) \), which is the desired prior distribution for \( W \).

Compared to other reparametrization methods, the Householder transformation has the advantage of not requiring a computationally burdensome change of measure [58]. The number \( k \) of real-valued parameters \( \theta_p \) is \( k = md - m(m - 1)/2 \), which is larger than the actual dimension of the Stiefel manifold: \( \dim(\text{St}(m, d)) = md - m(m + 1)/2 \). Doing without a change of measure comes at the cost of \( m \) additional parameters. This is not a significant penalty in practice since dimension reduction methods seek a low-dimension space such that \( m \ll d \).

Prior distributions for the remaining model parameters must also be specified: a log-normal distribution is used as prior for the GP hyperparameters. This results the proposed generative model detailed in algorithm [2].

The training of the proposed model consists in inferring the joint posterior distribution \( p(\theta, \theta_p | X, y) \) of the model parameters by conditioning the generative model shown in algorithm [2] with respect to the training data \( D = (X, y) \) and performing probabilistic inference using MCMC.

Once posterior distributions are obtained, the model can be used to make predictions. In contrast to traditional GPR (equation [12]), fully Bayesian predictions in the proposed approach require marginalizing over both the GP
Algorithm 2: Proposed Fully Bayesian Model

\[ \theta_{p,i} \sim N(0, 1) \quad \forall i = 1, \ldots, k \]
\[ W = H(\theta_p) \quad (\text{algorithm 1}) \]
\[ Z = XW \]
\[ \log \theta_j \sim N(0, 1) \quad \forall j = 1, \ldots, m + 2 \]
\[ y \sim N(0, K(Z, Z; \theta) + \sigma^2 I) \]

hyperparameters and the projection parameters:

\[ p(y_*|X_*, X, y) = \int \int p(y_*|X_*, X, y, \theta, \theta_p)p(\theta, \theta_p|X, y) \, d\theta \, d\theta_p \]  \hspace{1cm} (26)

where equation [10] is used to compute the term \( p(y_*|X_*, X, y, \theta, \theta_p) \) after projecting the input design matrix \( X \) onto the feature space.

In addition to the prediction of the response \( y_* \) at unobserved locations \( X_* \), the posterior distribution \( p(W|X, y) \) of the projection matrix \( W \) can be readily obtained by application of the Householder parametrization detailed in algorithm [1] on the MCMC samples of the marginal distribution \( p(\theta_p|X, y) \). Instead of a point-based estimation, the proposed method therefore grants access to a full posterior probability distribution of the projection matrix \( W \).

We will refer from now on to refer to the approach presented in this section as Bayesian feature space (B-FS).

## 3 Results

In this section, we present and discuss results obtained through the application of the proposed approach to a variety of examples. It is organized as follows: in section 3.1, we start by introducing the datasets and evaluation metrics we will rely on throughout the presentation. Then, section 3.2 focuses on the application of the method on a single dataset, and detailed metrics pertaining to the training and validation processes are shown. Finally, in section 3.3 we compare the predictive performance of the proposed approach to two other state-of-the-art benchmark methods.

### 3.1 Experimental Setup

#### 3.1.1 Benchmark Datasets

| Sample Size | Input Space Dimension | Active Subspace Dimension | Reference |
|-------------|-----------------------|---------------------------|-----------|
| QF 10/1     | 1000                  | 10                        | 1         |
| QF 10/2     | 1000                  | 10                        | 2         |
| QF 25/1     | 1000                  | 25                        | 1         |
| QF 25/2     | 1000                  | 25                        | 2         |
| QF 50/1     | 1000                  | 50                        | 1         |
| QF 50/2     | 1000                  | 50                        | 2         |
| QF 100/1    | 1000                  | 100                       | 1         |
| QF 100/2    | 1000                  | 100                       | 2         |
| NACA0012 (lift) | 1756            | 18                        | 1         |
| HIV at \( t = 3400 \) | 1000              | 27                        | 1         |
| ONERA M6 (lift) | 297               | 50                        | 1         |
| Elliptic PDE | 1000                 | 100                       | 1         |

Table 1: Summary of benchmark datasets

The comparison of the proposed method’s performance with benchmark method is drawn based on datasets generated using analytical functions and on datasets originating from science and engineering. Their features are summarized in table 1.

Analytical functions are chosen to be quadratic functions featuring a dependence on a low-dimensional input subspace by construction. As before, \( d \) and \( m \) are respectively the dimensions of the input space and feature space. The quadratic
functions \( f \) are defined as:

\[
\textbf{z} = \textbf{W}^T \textbf{x} \\
\quad \quad \quad f(\textbf{x}) = \textbf{z}^T \textbf{A} \textbf{z} + \textbf{b} \textbf{z} + c + \epsilon
\]

where \( \textbf{x} \) and \( \textbf{z} \) are respectively the input vector and the vector of projected coordinates in the FS. \( \textbf{W} \) is the \( d \times m \) projection matrix onto the FS. \( \textbf{A} \in \mathbb{R}^{m \times m}, \textbf{b} \in \mathbb{R}^m, \) and \( c \in \mathbb{R} \) are parameters of the quadratic mappings. Given \( d \) and \( m \), their coefficients are sampled from standard normal distributions to obtain randomly generated mappings. Since the domains of the quadratic mappings are restricted to their respective FS by construction, an additive centered Gaussian noise \( \epsilon \) of standard deviation \( 5 \times 10^{-2} \) is added to simulate the variation of the response due to variations of the inputs in the inactive subspace. In the context of the present study, eight quadratic functions were generated, that combine an input space dimension \( d \) of 10, 25, 50, or 100 with an FS dimension of 2 or 5.

Four datasets originating from scientific and engineering applications are also used to assess the proposed method. These datasets were previously used in studies related to the AS method and include gradient evaluations in addition to input-output pairs. Gradient evaluations are used to estimate the actual AS using the original AS method, which is needed to assess the ability of the proposed method to uncover the AS. Those datasets cover a wide range of input space dimensions: the NACA 0012 [67], HIV [72], ONERA-M6 [73], and Elliptic PDE [44] datasets respectively have 18, 27, 50, and 100 input dimensions. Based on previous studies, all of these datasets are known to have a one-dimensional AS.

3.1.2 Benchmark Metrics

The comparative study focuses on the four following aspects: a) deterministic predictive capability, b) probabilistic predictive capability, c) computational cost, and d) similarity of the uncovered subspace with the AS. To each aspect corresponds a numerical metric enabling the quantitative comparison of the proposed method with both benchmark methods: a) coefficient of determination, b) mean log pointwise predictive density, and c) training duration, and d) subspace angles. These metrics are briefly defined in the following paragraphs.

Coefficient of Determination  The deterministic predictive capability refers to the quality of point predictions made by the model and is quantified using the coefficient of determination \((R^2)\) metric defined below.

**Definition 3** (Coefficient of determination \((R^2)\)). Let \( n \) test points \( \{x_1^*, ..., x_n^*\} \) distributed according to the distribution \( p(x) \), \( f \) the underlying function of interest, and \( \hat{f} \) its approximation, the coefficient of determination \((R^2)\) is:

\[
R^2 = 1 - \frac{\frac{1}{n} \sum_{i=1}^{n} \left( f(x_i^*) - \hat{f}(x_i^*) \right)^2}{\frac{1}{n} \sum_{i=1}^{n} f(x_i^*)^2}
\]

For fully Bayesian methods, the point estimate \( \hat{f}(x^*) \) at a new location \( x^* \) is chosen as the median of the posterior predictive distribution \( p(y_*|x_*, X, y) \) introduced in equation (26). The median is approximated as follows. Samples from the joint distribution \( p(y_*, \theta, \theta_p|x_*, X, y) \) are drawn using the fact that:

\[
p(y_*, \theta, \theta_p|x_*, X, y) = p(y_*, X, y, \theta, \theta_p)p(\theta, \theta_p|x_*, X, y)
\]

Samples from \( p(\theta, \theta_p|X, y) \) are byproducts of the MCMC process and \( p(y_*|X, X, y, \theta, \theta_p) \) is a known Gaussian distribution. For every draw from \( p(\theta, \theta_p|X, y) \), multiple draws from \( p(y_*|X, X, y, \theta, \theta_p) \) are performed. This results into a collection of draws from the joint distribution \( p(y_*, \theta, \theta_p|x_*, X, y) \). Information regarding \( \theta \) and \( \theta_p \) is dropped from these samples, effectively marginalizing out those parameters, and yielding draws from the desired posterior predictive distribution \( p(y_*|x_*, X, y) \). The median of \( p(y_*|x_*, X, y) \) is approximated by the sample median of these draws.

Mean Log Pointwise Predictive Density  The probabilistic predictive capability refers to the quality of the probability distributions outputted by the model. Because the computer models under consideration are deterministic mappings, the likelihood of observing the actual value output under the posterior predictive distribution can be used as a metric. The log pointwise predictive density metric [74] can be used for this purpose. To account for different numbers of validation samples across cases, the metric is normalized by taking the mean over the observations used for its computation. We refer to the resulting metric as mean log pointwise predictive density (MLPPD), it is defined below.

**Definition 4** (Mean log pointwise predictive density (MLPPD)). Let \( n \) test points \( \{x_1^*, ..., x_n^*\} \) be distributed according to the distribution \( p(x) \), the mean log pointwise predictive density (MLPPD) is:

\[
\frac{1}{n} \sum_{i=1}^{n} \log p(y_i^*|x_i^*, X, y)
\]
The expression for the posterior predictive distribution was recalled in equation (10). With $\mu_i^*$ and $\sigma_i^2$ respectively computed using equations (11) and (12), we obtain the following expression:

$$
\log p(y_i^* | x_i^*, X, y) = - \frac{1}{2} \frac{(y_i^* - \mu_i^*)^2}{\sigma_i^2} - \log \sigma_i^* - \frac{\gamma}{2} \log 2\pi
$$

(32)

where $\gamma = m$ for the manifold optimization-based active subspace (MO-AS) and B-FS methods and $\gamma = d$ for the B-FS method.

For fully Bayesian methods, marginalization with respect to the hyperparameters is necessary:

$$
\log p(y_i^* | x_i^*, X, y) = \log \left( \int \int p(y_i^* | x_i^*, X, y, \theta, \theta_p) p(\theta, \theta_p | X, y) d\theta_p d\theta \right)
$$

(33)

Computation of the double integral in equation (33) relies on a Monte-Carlo approximation that uses the samples from the joint posterior distribution $p(\theta, \theta_p | X, y)$ obtained through MCMC.

**Training Duration**

**Definition 5** (Training duration (TD)). Training duration is measured as the wall-clock time elapsed between the start and the end of the model training.

**Mean First Subspace Angle**  $R^2$ and MLPPD allow to assess the performance of the proposed approach with respect to its end application, namely creating a surrogate model that is an accurate image of the original mapping of interest and that provides accurate quantification of epistemic uncertainty due to limited data. However, they do not provide any insight regarding the inner workings of the proposed approach. In particular, the feature space on which original inputs are projected to serve as low-dimensional inputs to a GP is hidden by those metrics. A direct assessment of the subspace is not straightforward, as methods seeking a ridge approximation of the form $f(x) = g(W^T x)$ may yield different projection matrices $W$ and subspaces [65]. Despite those facts, the comparison of the uncovered feature space with the subspace yielded by benchmark methods, and in particular the AS method, has proven to be insightful. In many instances, we show that the proposed approach eventually recovers the AS once a sufficient training number of training data is used. In those instances, the comparison of the uncovered feature space with the AS enables to link the poor predictive performance with smaller training sets to the inability of the method to uncover an adequate subspace.

Directly comparing projection matrices $W$ does not allow to draw conclusions regarding the subspaces they span, as infinitely many orthogonal bases may be obtained through rotations within the subspace. Instead, principal angles between subspaces, or simply subspace angles, provide a similarity measure between subspaces that does not depend on the particular choice of bases for these subspaces. The definition of subspace angles from [75] is reproduced in definition 6.

**Definition 6** (Definition 2.1. in [75]). Let $\mathcal{X} \subset \mathbb{C}^n$ and $\mathcal{Y} \subset \mathbb{C}^n$ be subspaces with $\dim(\mathcal{X}) = p$ and $\dim(\mathcal{Y}) = q$. Let $m = \min(p, q)$. The principal angles

$$
\Theta(\mathcal{X}, \mathcal{Y}) = [\theta_1, \ldots, \theta_m], \text{where } \theta_k \in [0, \pi/2], k = 1, \ldots, m,
$$

between $\mathcal{X}$ and $\mathcal{Y}$ are recursively defined by

$$
s_k = \cos(\theta_k) = \max_{x \in \mathcal{X}} \max_{y \in \mathcal{Y}} |x^H y| = |x_k^H y_k|,
$$

subject to

$$
\|x\| = \|y\| = 1, x_k^H x_k = 0, y_k^H y_k = 0, i = 1, \ldots, k - 1.
$$

The vectors $\{x_1, \ldots, x_m\}$ and $\{y_1, \ldots, y_m\}$ are called the principal vectors.

By this definition, the first subspace angle is greater than the following angles. It is therefore an upper bound for all subspace angles. For this reason and because using a single numerical value eases comparison between methods, the first subspace angle will be used as metric.

The reference AS is computed using the original AS method [67] presented in section 2.3. This is possible because all test datasets include gradient evaluations. For each dataset, all available gradient samples are used to estimate the reference AS in an effort to maximize the quality of the Monte-Carlo (MC) estimator $\sum_{i=0}^n \nabla f(x_i) \nabla f(x_i)^T$.

The probability distribution for the projection matrix $W$ that we obtain using Bayesian inference leads to a distribution on the subspace angles between the recovered feature space and the AS computed using gradients. To ease the presentation of the results, we use its mean as metric instead of the full distribution and we refer to it as the mean first subspace angle (MFSA).
3.2 In-Depth Walk-Through

This section presents a detailed walk-through of the application of the proposed method on an engineering use case. After a brief presentation of the problem, we examine the training phase of the model, and then present an assessment of the surrogate’s predictive performance. We focus on a single of the benchmark datasets presented in the previous section, namely the ONERA-M6 dataset from [73]. In this problem, the authors sought to predict the impact of shape deformations encoded by 50 free-form deformation (FFD) control points on the lift produced by an ONERA-M6 wing.

The quality of the model parameters’ inference and the final model’s predictive performance are affected by multiple factors, including the dimension of the FS and the number of observations on which the model is conditioned. These parameters have been varied in our experiments to understand their impact. The dimension of the FS was varied from 1 to 5 and the number of training samples has been varied from 1 to 5 times the number of input dimensions. For conciseness, we will only present results for notional "low" and "high" data regimes, respectively corresponding to 100 and 250 training samples for the current 50-dimensional problem.

The results presented for fixed numbers of FS dimension and number of training samples have been produced with 15,000 draws-long MCMC chains preceded by a 5,000 draws-long warmup phase. These correspond to the results presented in figures 1, 3, 4, and 6. Due to the high computational cost incurred during model inference, shorter 1,000 draws-long chains preceded by a 500 draws-long warmup phase are used for parametric studies, such as those shown in figures 2, 5, 7, and 8.

3.2.1 Statistics Pertaining to Model Training

In this section, we are assessing the validity of the training approach detailed in section 2.6, that consists in inferring posterior distributions for all model parameters (parameters of the projection parameters as well as GP hyperparameters) using MCMC. The quality of the MCMC inference process can be assessed by observing the posterior chains (figure 1) as well as MCMC-specific statistics, such as the split Gelman-Rubin statistic (figure 2) [76].

The MCMC chains are displayed in figure 1 for two different FS dimensions (1D and 5D) and two different number of training samples (100 and 250). Only the first five projection parameters $\theta_{p,i}$ are shown, as it would be impractical to show all 50 (1D case) or 240 (5D case) of them. We observe that increasing the FS dimension and the number of training samples both lead to poor mixing of the chains. While adequate mixing occurs in the 1D/100 samples cases for all parameters, increasing the number of training samples leads to poor mixing of the projection parameters, while the quality of the GP hyperparameters chains remains satisfactory. When increasing the number of FS dimensions, the quality of all chains deteriorates. An increase of the FS dimension leads to an increase of the number of projection parameters, which may explain the poor mixing observed when the FS dimension increases may be attributed. An increase of the number of observations leads to a more sharply peaked posterior distribution, which is accordingly more challenging to sample, and may explain the poor mixing observed as the number of training samples is increased.

The evolution of the split Gelman-Rubin statistic shown in figure 2 confirms previous observations made on the MCMC chains. Both the number of FS dimensions and the number of observations lead to an increase in the value of the statistic, indicating a poor approximation of the posterior distribution. We have seen the MCMC inference is made increasingly harder as both the number of training samples and the FS dimension increase.

Figure 3 shows a comparison of the prior and posterior parameter distributions. We recall that the prior distributions were given in algorithm 2. As before, plots have been restricted to the first five projection parameters. While projection parameter distributions are closely concentrated around well-defined values in the 1D case, we observe that they are spread in the 5D case.

Figure 4 depicts a comparison of the actual and predicted lift values for the observations used to train the model. We can see that the model successfully fits the data it was provided, despite the poor mixing observed in the MCMC chains.

Figure 5 shows evolution of the training duration as a function of the feature space dimension and number of training samples. As expected since the model relies on GPR, training duration increases as a power-law as a function of the number of training samples. The impact of the feature space dimension is mostly visible as it increased from 1 to 2, after which no clear upward or downward trend can be observed.

We can see that despite poor MCMC mixing, the model successfully fits the training data and there is effective learning, as shown by shift from the prior to the posterior model parameter distributions. In the next section, we will assess the predictive performance of the model.
Figure 1: Markov-Chain Monte-Carlo chains of the model parameters for four different combinations of feature space dimension and number of training samples. Each chain contains 1,000 draws. Only the first five projection parameters are shown for brevity.
Figure 2: Values of the split Gelman-Rubin statistics of the MCMC chains as a function of the feature space dimension $m$ for two fixed numbers of training samples (a, b), and as a function of the number $n$ of training samples for two fixed feature space dimensions (c, d). Parameter names are indicated to the left of the plot.
Figure 3: Prior (orange) and posterior (blue) distributions. Parameter names are indicated to the left of the plot. Histograms are normalized such that their respective areas equal 1.
Figure 4: Comparison of the training data (Actual) and the model predictions (Predicted) for the ONERA M6 dataset for four different combinations of feature space dimension and number of training samples. Vertical bars indicate the 95% confidence interval.
3.2.2 Predictive Performance

Figure 6 depicts the comparison of the actual and predicted lift values for the validation points. We observe that the model satisfactorily generalized to the prediction of points that were not used to train the model, demonstrating the utility of the proposed approach to generate a surrogate model. While figure 6 does not allow to make clear-cut observations pertaining to the effect of the feature space dimension or the number of training samples, we study the impact of these factors on global predictive accuracy metrics in the next two figures.

Figure 7 shows the evolution of the coefficient of determination as a function of both the number of feature space dimensions and training samples. An interesting observation can be made from the comparison of a) and b), that respectively correspond to low and high numbers of training samples. In the former case, increasing the FS dimension does not have a significant impact on the model’s predictive accuracy while it does in the latter case. When only sparse observations are available, a single direction may then be sufficient to capture the observed variability while more dimensions become necessary as more numerous, and diverse, observations become available. Figures c) and d) show that irrespective of the number of FS dimensions, the number of training samples has the expected positive impact on the model’s predictive accuracy.

Figure 8 shows the evolution of the mean log pointwise predictive density as a function of both the number of feature space dimensions and training samples. Trends are slightly different from those observed with the coefficient of determination. Here, irrespective of the number of training samples, the MLPPD always tends to increase with the number of FS dimensions. While the MLPPD does increase with the number of training samples when the FS dimension is 5, it tends to decrease for a single-dimensional FS, indicating that the quality of probabilistic predictions is reduced.
Figure 6: Comparison of the actual dataset and the model predictions for validation points, i.e., observations not used during training. Comparisons are shown for four different combinations of feature space dimension and number of training samples. Vertical bars indicate the 95% confidence interval.
3.3 Comparative Study

A comparative study is carried out to characterize the performance of the proposed method. This section starts with a presentation of the benchmark methods used for comparison. The next two sections present results for each group of datasets: analytical functions first and datasets from science and engineering afterwards. For both groups, results on all four metrics of interest are presented and discussed.

3.3.1 Benchmark Methods

The two state-of-the-art methods used as benchmarks are presented thereafter. We recall that the proposed fully Bayesian method discussed in section 2.6 is referred to as Bayesian feature space (B-FS).

MO-AS The first benchmark method was proposed in [49] and is based on the Gaussian processes with built-in dimensionality reduction method proposed in [36] and discussed in section 2.5. The benchmark method from [49] modified two aspects of the method in [36]: a) a state-of-the-art manifold optimization library [69] was employed, and b) optimization is performed in the Grassmann manifold instead of the Stiefel manifold. Here, we only retain the first modification (the state-of-the-art manifold optimization algorithm) but use the Stiefel manifold instead of the Grassmann manifold for the same reasons that we use the Stiefel manifold in our proposed fully Bayesian approach (see discussion in section 2.6): the directional information retained when working in the Stiefel manifold, which matters for the GP’s ARD kernel, is lost when working in the Grassmann manifold. This benchmark method is referred to as MO-AS in the rest of this section. In the same spirit as our proposed method, it aims at simultaneously identifying an orthogonal projection onto a low-dimensional input subspace and the mapping from this subspace to the output space. However, it does not include any mechanism for quantifying uncertainty in the identified subspace.

B-GP The second benchmark method is based on the method proposed in [77] and we refer to it as Bayesian Gaussian process (B-GP) in this section. In this method, a GPR model is first built on the full-dimensional input space. Instead of gathering gradient samples and using an MC approximation as described in section 2.3, the matrix C can be analytically derived based on the assumptions of the GPR model. We recall from section 2.3 that the AS can be obtained by
Figure 8: Values of the mean log pointwise predictive density as a function of the feature space dimension $m$ for two fixed numbers of training samples (a, b), and as a function of the number $n$ of training samples for two fixed feature space dimensions (c, d).

performing an singular value decomposition (SVD) of this matrix. If Bayesian inference is used to train the GPR model and posterior distributions for its hyperparameters are obtained, uncertainty can then be propagated using MC to obtain a distribution on the AS.

The computation of the matrix $C$ implemented in the context of this study is only semi-analytical. GP gradient evaluations are made analytically once the posterior distribution of the GP hyperparameters has been inferred, but an MC estimator is used to approximate $C$ with 1000 gradient samples instead of the fully analytical scheme from [77]. This was done because an exact reproduction of the process in [77] brought excessive complexity and long runtimes. Given the high number of gradient samples used for the MC approximation, this modification is not expected to alter results. Improving on the methodology proposed in the original paper, we carry out exact inference of the GP hyperparameters distribution using MCMC instead of approximate inference.

Implementation Details. The B-FS and B-GP methods were implemented using the probabilistic programming language *numpyro* [70, 78], which uses *JAX* [79] as computational backend. The MO-AS method was implemented using a version of the *Pymanopt* framework [69] modified to use *JAX*. Using the same computational backend across all three methods helps in ensuring a level playing field for the comparative study such that differences in training time can be linked to the methods themselves instead of implementation specifics. For the Bayesian methods, MCMC is used for inference, leveraging the No U-Turn Sampler (NUTS) as implemented in *numpyro*. Four parallel chains are sampled, each consisting of 1,000 samples from the joint posterior probability distribution on model parameters and initialized using 500 warmup samples. For MO-AS, 500 restarts of the manifold optimization algorithm are used, as in [49]. The implementation of the three models used to produce the results presented in this paper are available online.

3.3.2 Results on Quadratic Functions

**Active Subspace Recovery** Figure 9 depicts the evolution of the MFSA as a function of the number of samples used to train the model. A low subspace angle indicates that the uncovered feature space and the AS are nearly aligned, corresponding to a successful recovery of the AS.

[https://gitlab.com/raphaelgautier/bayesian-supervised-dimension-reduction](https://gitlab.com/raphaelgautier/bayesian-supervised-dimension-reduction)
Figure 9: Evolution of the mean first subspace angle (MFSA) between the predicted and actual active subspaces for training sets varying in size $n$ from one to five times the number of input dimensions for quadratic function datasets. Plots are organized by increasing input dimension $d$ from top to bottom and by increasing AS dimension $m$ from left to right.
For the cases featuring a 2D feature space \((m = 2)\), trends seem to indicate that a minimum number of training samples is required to successfully recover the AS, which is indicated by the drop of the subspace angle metric. For all eight benchmark quadratic functions, we observe that B-GP consistently exhibits worse AS recovery capabilities than the other two methods. The performance of B-GP also decreases with the number of input dimensions. While the drop in first subspace angle, characteristic of successful AS recovery, is indeed visible within the range of training set sizes under study when \(d = 10\) and \(d = 25\), no such drop is visible when \(d = 50\) and \(d = 100\). Actively seeking the AS by adapting the form of the predictive model to incorporate a projection onto a lower-dimensional subspace therefore appears to drastically improve the ability of surrogate-based methods to detect the AS when a limited number of training samples is available. Both the B-FS and MO-AS have similar AS recovery capabilities. As noted earlier, the distributions for the B-FS method have wider spread due to the Bayesian nature of the method: instead of only seeking the most likely AS, the proposed B-FS gives access to the full posterior distribution of the AS. Directions that are less likely given the model observations are therefore retained and given a smaller weight. We will see that it enables better quantification of the epistemic uncertainty. We also note the skewness of some of those distributions, such as for \(d = 25, m = 1\), and 50 or 75 training samples: while the distribution almost spans the complete interval of subspace angle values, most of its weight is concentrated on small angle values. Both methods consistently enable the detection of the AS a number of training samples smaller than five times the number of dimensions for 25- to 100-dimensional quadratic functions.

For the cases featuring a 5D feature space \((m = 5)\), we always observe high subspace angle values which indicate that the feature space and AS are misaligned in at least one direction. As we will see however, this does not necessarily significantly impact the predictive accuracy of the model. This may be explained by the fact that even though not all AS directions have been identified, a subset of them may have actually been properly recovered.

**Deterministic Predictive Capability** Figure 10 depicts the evolution of the coefficient of determination as a function of the number of samples used to train the predictive model. For both Bayesian approaches, the median is used for point-based prediction.

The deterministic predictive capability of B-GP for high-dimensional input spaces is consistent with its poor ability to detect the AS: it nearly always scores worse than both other methods. The relative drop in performance with an increasing number of input dimensions first observed with the first subspace angle is here confirmed: when \(m = 2\), the deterministic predictions of B-GP do not improve over the studied range of training samples neither for \(d = 50\) nor for \(d = 100\).

The comparison of the B-FS and MO-AS methods indicates that both methods perform equally well for a number of training samples ranging from three to five times the number of input space dimensions when \(m = 2\). For very small training sets and for a higher-dimensional feature space \((m = 5)\) however, B-FS invariably displays much higher \(R^2\) values than the other two methods. This is consistent with the expected superiority of Bayesian methods when few model observations are available. In the light of those results, the proposed B-FS approach therefore appears to improve upon the MO-AS approach: at worst it reaches the same performance as MO-AS when a relatively high number of training samples are available and the feature space dimension is low, and it significantly increases predictive performance in the sparse data regime and for higher-dimensional feature spaces.

**Probabilistic Predictive Capability** Figure 11 shows the evolution of the MLPPD as the number of training samples is increased. This metric reveals the quality of the probabilistic prediction: the higher the MLPPD, the most likely it is to observe the actual responses of the validation dataset under the posterior of the predictive model.

As expected, both Bayesian methods consistently score better than MO-AS with respect to this metric. MO-AS actually scores so low that those values were filtered out of the plots to enable readability. This can be explained by the fact that uncertainty in the MO-AS model is only partially captured: while the GP effectively captures part of the uncertainty, neither the uncertainty in the GP hyperparameters nor in the projection matrix parameters are quantified. Except for the most challenging cases \((d = 50, m = 5\) and \(d = 100, m = 5)\), the proposed B-FS method generally leads to the highest MLPPD values. Even though B-GP scores better in terms of MLPPD for \(d = 50, m = 5\) and \(d = 100, m = 5\), we recall that \(R^2\) was nearly zero for B-GP in these cases, which indicated very poor point-based predictive accuracy. Conclusions can therefore not be drawn regarding the probabilistic predictive accuracy of the two methods using MLPPD in these cases.

**Training Duration** Figure 12 depicts the evolution of the time required to train all three types of models for the different quadratic functions under study. Training time always increases with the number of training samples. This is expected as the cost of computing the inverse of the sample covariance matrix during the GP likelihood computation increases as the matrix size increases. For most figures, a linear trend in log-scale is clearly visible, that corresponds to
Figure 10: Evolution of the validation coefficient of determination ($R^2$) for training sets varying in size $n$ from one to five times the number of input dimensions for quadratic function datasets. Plots are organized by increasing input dimension $d$ from top to bottom and by increasing AS dimension $m$ from left to right.
Figure 11: Evolution of the mean log pointwise predictive density (MLPPD) for training sets varying in size $n$ from one to five times the number of input dimensions for quadratic function datasets. Plots are organized by increasing input dimension $d$ from top to bottom and by increasing AS dimension $m$ from left to right.
Figure 12: Evolution of the training time (TT) for training sets varying in size $n$ from one to five times the number of input dimensions for quadratic function datasets. Plots are organized by increasing input dimension $d$ from top to bottom and by increasing AS dimension $m$ from left to right.
a power-law scaling in linear scale. Such a behavior is expected for B-GP, for which the $O(n^3)$ scaling is well-known, where $n$ is the number of training samples.

The B-GP models are consistently faster to train than both projection-based methods. This is expected since those methods require additional computations during the evaluation of the model likelihood and increase the number of parameters to be inferred or optimized without affecting the size of the sample covariance matrix, which is the bottleneck of GP training.

While the proposed B-FS model trains faster than the MO-AS model for low input space dimensions and low number of training samples, its training duration becomes larger when dimension and training samples increase. At worst, B-FS and MO-AS training times are of the same order. This may be explained by considering the differences between the two methods. On the one hand, in MO-AS, the number of restarts of the gradient-based optimization is fixed but the number of steps during one optimization run (and therefore the number of likelihood evaluations) may vary because a dynamic stopping criterion is used to terminate optimization. On the other hand, in B-FS, the MCMC chain length is fixed but the size of the leapfrog steps of the No-U-Turn Sampler (NUTS) sampler are adaptively chosen during warmup based on the shape of the likelihood function. In practice, we observed greater variability in the MCMC step size than we did in the number of optimization steps. As the number of input dimensions increases and the likelihood function becomes more challenging to sample, the step size chosen by the NUTS algorithm decreases, thus leading to more HMC leapfrog steps and increased total sampling times.

### 3.3.3 Results on Science and Engineering Datasets

This section mirrors the preceding section by presenting results for all four metrics of interest, this time on the benchmark science and engineering datasets. While the quadratic functions may be representative of simple functions encountered in practical engineering applications, these datasets were generated using actual analyses encountered in scientific or engineering practice.

![Figure 13](image-url) Figure 13: Evolution of the first subspace angle (FSA) between the predicted and actual active subspaces for training sets varying in size $n$ from one to five times the number of input dimensions for all four science and engineering datasets.

**Active Subspace Recovery** Figure 13 presents the AS recovery results obtained for science and engineering datasets. We observe that the recovered feature spaces never correspond to the true AS. As noted before, we will again see that this does not necessarily translate into a poor predictive accuracy.
Figure 14: Evolution of the validation coefficient of determination ($R^2$) for training sets varying in size $n$ from one to five times the number of input dimensions for all four science and engineering datasets.

**Deterministic Predictive Capability**  Figure 14 shows the evolution of the coefficient of determination as a function of the number of training samples for the science and engineering datasets. B-FS outperforms both other methods on all four datasets. Where B-GP fails to produce a useful model for any number of training samples within the domain of study for both the ONERA M6 and Elliptic PDE datasets, B-FS yields well-performing models with as little as a number of training samples corresponding to twice the number of input dimensions. For the NACA0012 and HIV datasets where B-GP eventually leads to satisfactory models, the proposed B-FS approach gives access to better models with significantly fewer training samples.

**Probabilistic Predictive Capability**  Figure 15 depicts the evolution of the validation MLPPD for different numbers of training samples. Those graphs have been truncated because the MLPPD values for the MO-AS method are consistently significantly lower than the other two methods and compromise the readability of those graphs. As opposed to the results shown in [14] that were mostly consistent across different numbers of input space and active subspace dimensions, the corresponding results for science and engineering datasets seem to be highly problem-dependent. For the relatively low-dimensional NACA0012 dataset, MO-AS displays the poorest probabilistic predictive capabilities. B-FS exhibits better performance than B-GP for small training sets, but is slightly outperformed by B-GP for larger training sets. This is an illustration of the trade-off occurring when reducing the dimensionality of the inputs. While B-GP operates on the full input space, the proposed method always operates on one of its low-dimensional subspaces. As a result, as the number of training samples increases, B-GP can start capturing variability in the response due to variations of the inputs in the inactive subspace while B-FS is limited to capturing variations of the response due to variations of the inputs in the active subspace only, and variations in the inactive subspace are captured as noise. The 27-dimensional HIV dataset appears to be particularly challenging for both the B-FS and MO-AS methods, as extremely low values of MLPPD are reached. This behavior seems to be highly problem-dependent as it is not encountered for any other of the datasets.

The performance of the proposed B-FS method significantly improves for the two highest-dimensional datasets, ONERA M6 and Elliptic PDE, with consistently higher MLPPD than both other methods across all training set sizes.

**Training Duration**  Figure 16 shows the evolution of the training time as a function of the number of training samples. B-GP models are consistently faster to train, as fewer model parameters need to be identified compared to projection-based methods. On those four datasets, the training duration is consistently inferior for B-FS than it is for MO-AS, even in the case of the Elliptic PDE featuring a 100-dimensional input space. Beyond the expected scaling with
the number of training samples and the number of inference parameters, training time appears to be highly dependent on the problem-at-hand.

4 Conclusion

The proposed B-FS method was designed to assist the creation of surrogate models of computationally expensive analyses with high-dimensional input spaces and for which access to gradients is not available. It enriches the family of projection-based methods for supervised dimension reduction with a gradient-free and fully Bayesian alternative. This work offered a comparative study of the proposed method with two other state-of-the art methods, MO-AS and B-GP, that focused on four aspects: recovery of the active subspace, deterministic prediction accuracy, probabilistic prediction accuracy, and training time.

The study was carried out on eight analytical functions (25 to 100 inputs) and four science and engineering datasets (18 to 100 inputs) and showed the proposed method to be superior to previously introduced methods mainly due to its improved probabilistic predictive ability. Where optimization-based methods confidently make wrong predictions, the proposed method adequately estimates the uncertainty in its predictions thanks to the fully Bayesian approach. The explicit incorporation of a projection onto a lower-dimensional subspace within the form of the surrogate model was shown to ease the identification of the AS and in turn to improve the predictive capabilities of the resulting surrogate model, as opposed to the surrogate-based approaches to AS, such that B-GP, that aim at first constructing a full-dimensional surrogate model and then using it to find the AS.

While the dimension of the AS was assumed to be known throughout the present study, this is not the case in practice when being confronted to a new dataset. Existing methods to assess the AS dimension have been proposed, notably alongside the two benchmark methods used in this study. In [36], the authors propose to successively train the model assuming different AS dimensions and select the dimension based on the Bayesian information criterion (BIC). This method may be deemed unsatisfactory as it requires multiple costly training runs to obtain a single model. In [77], the original AS methodology for selecting the number of active dimensions can be carried out since a surrogate model in the full-dimensional input space is built. However, as shown in this study, significantly more samples are required to obtain a good model in the full-dimensional input space compared to methods explicitly incorporating the projection onto a low-dimensional subspace. A gradient-free method for determining the AS dimension when few model observations are available remains an open problem and will be the subject of future work.
Resorting to a surrogate modeling technique such as the one proposed in this study, that incurs a significant computational cost in addition to the cost of model evaluations, is justified for analyses whose computational cost is itself high. Given that realistic computational budgets are limited, high computational cost mechanically results in a small number of model observations. Adaptive sampling methods aim at intelligently selecting those few model observations such that the accuracy of the resulting surrogate model is maximized using predictive uncertainty. An accurate quantification of predictive uncertainty for relatively small training sets is crucial in that process, as adaptive sampling is carried out when only a limited number of model evaluations are available. The proposed method therefore appears as a viable candidate for surrogate-based adaptive sampling, as it exhibits comparable training times and often better probabilistic predictive capabilities than state-of-the-art methods. The application of the proposed method within an adaptive sampling scheme tailored to functions with high-dimensional inputs will therefore be another avenue for future work.
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