Activation Learning by Local Competitions

Hongchao Zhou

Abstract

Despite its great success, backpropagation has certain limitations that necessitate the investigation of new learning methods. In this study, we present a biologically plausible local learning rule that improves upon Hebb’s well-known proposal and discovers unsupervised features by local competitions among neurons. This simple learning rule enables the creation of a forward learning paradigm called activation learning, in which the output activation (sum of the squared output) of the neural network estimates the likelihood of the input patterns, or “learn more, activate more” in simpler terms. For classification on a few small classical datasets, activation learning performs comparably to backpropagation using a fully connected network, and outperforms backpropagation when there are fewer training samples or unpredictable disturbances. Additionally, the same trained network can be used for a variety of tasks, including image generation and completion. Activation learning also achieves state-of-the-art performance on several real-world datasets for anomaly detection. This new learning paradigm, which has the potential to unify supervised, unsupervised, and semi-supervised learning and is reasonably more resistant to adversarial attacks, deserves in-depth investigation.

I. INTRODUCTION

The backpropagation algorithm [1] has driven the recent success of machine learning in tasks such as speech and image recognition [2], language processing, image and music creation, playing human games [3], etc. Many scientists argue that the backpropagation algorithm, despite being a highly effective tool for training neural networks by minimizing specific loss functions, is different from the rules governing human learning [4]–[7]. One limitation of backpropagation is that the features learned by minimizing a particular loss function tend to be task-specific. This makes it difficult for the trained models to perform generic tasks, necessitates a large amount of labeled data, and renders them vulnerable to adversarial attacks [8]. Inspired by the brain, which is believed to learn in a predominantly unsupervised fashion [9], [10], we intend to create a new learning paradigm that enables forward unsupervised training of neural networks based on a simple local learning rule while achieving comparable performance to backpropagation. The fundamental idea is that, when every neuron in a layer competes to activate while presenting distinct features, the network transmits the maximum amount of information to the next layer, and learning is enforced.

Hebbian plasticity is a local correlation-based learning rule proposed by Hebb that has been supported by experimental evidences such as long-term potentiation and depression [5], [11]. It is simply phrased as ‘cells that fire together wire together.’ To train multiple neurons in a layer with Hebbian plasticity, a competitive mechanism
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of ‘winner takes all’ [12] was introduced to raise competition among neurons such that only the neuron with the
strongest sum of synaptic input is excited to update weights. However, Hebbian plasticity was long thought to
be impractical and inefficient for training artificial neural networks, until it was recently discovered that Hebbian
plasticity combined with ‘winner takes all’ can learn lower-layer features to achieve comparable performance to
networks trained end-to-end with backpropagation [13]. Further efforts concentrated on applying Hebbian plasticity
to convolutional networks [14]–[17] or multi-layer networks [18]–[20]. However, these methods are not entirely
backpropagation-free, i.e., the top layer is still trained via backpropagation for certain tasks such as classification,
and the ‘winner takes all’ is also not perfectly local when the neurons in a layer are not connected to each other.

We develop a local competitive learning rule for updating connection weights that imposes competition among
neurons without relying on the global ‘winner takes all.’ Specifically, the connection weight $w_{ij}$ between neuron $i$
in a layer and neuron $j$ in the layer above is adjusted by

$$\Delta w_{ij} = \eta y_j (x_i - \sum_k y_k w_{ik}),$$  \hspace{1cm} (1)$$

where $x_i$ is the input from neuron $i$ to neuron $j$, $y_j = \sum_u x_u w_{uj}$ is the weighted sum of the input for neuron $j$,
and $\eta$ is the learning rate. In this rule, the term $\sum_k y_k w_{ik}$ (summing over all neurons that take $x_i$ as input) for
synaptic weight decay is the key to raise local competitions. Using this learning rule, a trained layer can decompose
an input pattern to some non-orthogonal principal components, and the learnt feature can approximately reconstruct
the input data. This reconstruction capability makes learning more resistant to adversarial attacks [21]. This learning
rule can be used to build unsupervised pre-training models to enhance the performance of some supervised learning
tasks, especially when there are more unlabeled data. Moreover, this local learning rule enables the development of
a new learning paradigm called activation learning, in which the output activation of the neural network estimates
the likelihood of input patterns, or ‘learn more, activate more’ in simpler terms.

Activation learning uses a multi-layer neural network that accepts both data and labels (or purely data) as inputs,
where each layer is trained without supervision based on the local competitive learning rule and modulated by a
magnitude-preserving activation function. The output activation (the sum of the squared output) of a trained network
tends to be upper bounded by the input strength (the sum of the squared input) and can be used as a universal
distribution estimator. Due to the task-independent nature of activation learning, the network model is generic and
applicable for general purposes. With the same network, a discriminative task is to find the missing category from
the data by maximizing the output activation, whereas a generative task aims to infer the missing data from a given
category by injecting randomness.

Similar to human learning, activation learning for classification can be enhanced by the feedback of accuracy
information, which provides negative samples (data with incorrect labels) for the network to unlearn and modulates
the global learning rate. Activation learning achieves comparable performance to backpropagation on MNIST and
CIFAR-10 using a fully connected neural network without complicated regularizers and data augmentation. In
addition, it exhibits several advantages over backpropagation, including improved performance for fewer training
samples, robustness against external disturbances, and resistance to adversarial attacks. Using 600 labeled training
samples from MNIST, activation learning can reach a classification error rate of 9.74%, while backpropagation can
only get an error rate of 16.17% with one additional output layer. This is because activation learning is more capable of learning plentiful local features from small pieces of each input pattern. Subsequent research using activation learning for anomaly detection demonstrated that activation learning is not just a new learning theory but also a practical technology that outperforms backpropagation in certain real-world scenarios.

The rest of this paper is organized as follows. Section II introduces and analyzes the local competitive learning rule, which raises competition among neurons. The framework of activation learning is presented in Section III, followed by experiments on MNIST in Section IV. Section V examines activation learning with local connections on CIFAR-10. Section VI discusses several further practical or prospective benefits of activation learning as well as its relevance to the Forward-Forward algorithm, before drawing conclusions.

II. LOCAL COMPETITIVE LEARNING RULE

A. Overview of Hebbian Learning

Hebb’s proposal for learning is to modify the connection weights of neurons in accordance with the principle ‘cells that fire together wire together,’ which has inspired a multitude of studies on learning systems and synaptic plasticity. The connection weight $w_{ij}$ from a neuron $i$ in a layer to neuron $j$ in the layer above increases if both neurons fire concurrently. Formally, the original version of Hebbian plasticity is

$$\Delta w_{ij} = \eta x_i y_j$$

with $x_i$ serving as the $i$th input to neuron $j$, $y_i$ being the output of neuron $j$, and $\eta$ being the learning rate. This version, however, is not stable for learning, as all weights might grow unboundedly until they reach their maximum allowable values.

In a biological neuron [22], [23], when some synapses to a specific postsynaptic neuron are strengthened, other synapses are weakened [24], [25]. To ensure convergence, constraints are added to various Hebbian plasticity models [26], such as limiting the synaptic strength sum of a neuron. Such constraints can be implemented locally via mechanisms such as spike-timing-dependent synaptic plasticity [27], activity-dependent synaptic scaling [28], [29], and the sliding threshold of the BCM model [30]. One variant of Hebbian plasticity proposed by Oja [31] is

$$\Delta w_{ij} = \eta y_j (x_i - y_j w_{ij}),$$

in which $y_j = \sum_i x_i w_{ij}$ is the weighted sum of the input. This rule, which enforces a constraint on the total synaptic weight of a neuron via synaptic weight decay, is effective for training a neuron. However, Oja’s rule only works for training a single neuron; for multiple neurons to learn different features, competitions are required. Accumulating evidence reveals the crucial role of competitions in shaping learning activity [32], [33]. In the cerebral cortex, a class of neurons called inhibitory neurons constitutes around 20% of the cortical neuronal population [34]. When inhibitory neurons are active, they release the transmitter GABA, which inhibits the firing of other neurons.

Sparsity was exploited [12], [35]–[38] to model and raise competition among neurons in a layer. For example, relying on the assumption that neighboring neurons tend to excite each other and neurons at a greater distance tend to inhibit each other [39], [40] in a two-dimensional neuron layer, sparsity is used to model refinement of map-like
cortical representation [41]. A popular competition mechanism is ‘winner takes all’ [12], which divides the neurons in a layer into a group of inhibitory clusters, in which only the neuron with the strongest sum of synaptic input in each cluster is excited, thus inhabiting other neurons in that cluster. However, the ‘winner takes all’ mechanism disrupts the locality of plasticity when the neurons in a layer are not fully connected. The competition mechanism of ‘winner takes all’ combined with biologically plausible synaptic modification, has recently attracted increasing attention for training lower-layer features without supervision [13]–[20]. Based on the learned unsupervised features, a linear classifier can achieve performance comparable to the entire network trained end-to-end by backpropagation, indicating that the potential of Hebbian learning has been underestimated. Note that these existing biologically plausible methods require backpropagation to train the top-layer classifier, i.e., they are not entirely backpropagation-free.

B. Local Competitive Learning

We develop a local competitive learning rule for connection weight modification that enforces competition among neurons without employing ‘winner takes all,’ where the modification of each neuron only depends on its activity or the activity of its neighbors. Specifically, the modification of the connection weight $w_{ij}$ between a neuron $i$ and a neuron $j$ in the layer above is given by

$$
\Delta w_{ij} = \eta y_j (x_i - \sum_k y_k w_{ik}),
$$

with the input $x_i$ and the net input $y_j = \sum_u x_u w_{uj}$. In this rule, the input $x_i$ is adjusted by internal feedback from all the receiving neurons, i.e., $\sum_k y_k w_{ik}$, to raise competition among neurons, as illustrated in Fig. 1(a). This feedback term is made of two components: the feedback $y_j w_{ij}$ from neuron $j$ and the feedback $\sum_{k \neq j} y_k w_{ik}$ from the other receiving neurons. The feedback from neuron $j$, which was previously studied in Oja’s rule (3), serves to limit the total synaptic weights over neuron $j$. The feedback from the other receiving neurons forces them to compete with neuron $j$ to fire, enabling neurons in the same layer to represent different features. To see this, if another receiving neuron $k \neq j$ is excited, the connection weight $w_{ij}$ to neuron $j$ is weakened by a magnitude of $\eta y_j y_k w_{ik}$ (assuming all the variables are positive) contributed by neuron $k$’s excitation. As a result, concurrently activated neurons inhabit each other, causing differential connection weights for individual neurons.

After a sufficient number of training steps with a very small learning rate $\eta$, the connection weights $w$ tend to converge to asymptotically stable solutions of

$$
Cw - ww^T Cw = 0,
$$

where $C = E\{xx^T\}$ is the covariance matrix of the training samples. There are two stable solutions of $w$ corresponding to $v$ and $-v$ when there is a single neuron, with $v$ being the eigenvector corresponding to the largest eigenvalue of the covariance matrix $C$. When the number of receiving neurons exceeds two, there are an infinite number of stable solutions. Which stable solution the learning rule converges to depends on the initial value of $w$ and the training samples.
C. Mathematical Properties

Several results can be derived from the condition of stable solutions that aid in the comprehension of the proposed learning rule’s functioning mechanisms. Appendix A provides detailed mathematical proofs of the results and more.

Property 1 (Reconstruction): The local competitive learning rule performs best towards minimizing the mean reconstruction error

\[ E \| x - w^T y \|^2, \]  

where \( x \) is the input vector and \( y = w^T x \); hence, the output \( y \) of a trained layer can approximately reconstruct the input data \( x \) by \( w^T x \). This capacity for layer reconstruction makes learning more resistant to adversarial attacks [21].

Property 2 (Non-orthogonal PCA): The mean reconstruction error of the local competitive learning rule converges to that of the principal component analysis (PCA) [42], but unlike PCA, the components are typically non-orthogonal. This ensures that as much information as possible is passed to the next layer while reducing the network’s vulnerability to the failure of a few neurons corresponding to the principal components.

Property 3 (Convergence): There are infinitely many stable solutions when the number of receiving neurons \( m > 1 \). The sum of squared synaptic weights \( \| w \| = \sum_{i,j} w_{ij}^2 \) tends to converge to the number of neurons \( m \) despite the absence of an explicit constraint or normalization in the learning rule.

Property 4 (Activation): The output activation \( \| y \|^2 = \| w^T x \|^2 \) tends to be upper bounded by the input strength \( \| x \|^2 \). If the input strength \( \| x \|^2 \) is fixed, \( \| y \|^2 \) reflects how well the input \( x \) can be reconstructed. Hence the output activation can be used to estimate the typicality of the input pattern.

These properties show that the local competitive learning rule can approximately reconstruct the input from the output, while the output activation can be used as a measurement of the input’s typicality. A geometric interpretation is presented in Fig. 1(b), where the typical space is a convex and compact area in the high-dimensional sphere.

Fig. 1. (a) The local competitive learning rule. (b) A geometric interpretation of the local competitive learning rule.
Fig. 2. A multi-layer network for bottom-up unsupervised learning in which each layer is composed of a linear transformation trained by the local competitive learning rule and a nonlinear activation function.

Fig. 3. Learned features from MNIST by the local competitive learning rule and backpropagation (BP) respectively. (a) The first layer features of the 36 most excited units learned by the competitive learning rule. (b) The second layer features learned by the competitive learning rule. (c) The second layer features learned by backpropagation.

that contains majority of the training samples, and $1 - \|y\|^2$ roughly indicates how close the input pattern $x$ is to the typical space when $x$ is normalized. By cascading the local competitive learning rule with multiple layers, the shape of the typical space can be refined further to approximate complicated distributions of the input samples. This motivates the emergence of activation learning.

D. Forward Unsupervised Learning

The local competitive learning rule is inherently applicable to bottom-up unsupervised neural network training. Given a multi-layer neural network, as depicted in Fig. 2, each layer trained by the local competitive learning rule extracts features automatically from its input, which is then regulated by an activation function. The network can be trained with all layers together for each batch of training samples or layer by layer, i.e., training a layer commences after the lower layers have been trained and frozen. All the layers form a chain for unsupervised feature extraction, with the lower layers representing low-level features and the higher layers representing high-level features.
Fig. 3 plots the unsupervised features learned by the local competitive learning rule using a two-layer neural network from MNIST (a database of black-and-white handwritten digit images with $28 \times 28$ pixels each), and compares them with those learned by backpropagation using the same neural network connected to 10 output units at the top. Each network layer consists of $28 \times 28$ units. The plotted features are generated by calculating the gradient of the target unit with respect to the input image. White represents positive values, while blue represents negative values, reflecting whether the input pixel excites or inhibits the target neuron unit. Consistent with the fact that pixels at the image’s periphery are often uninformative, the features learned by the local rule are near zero at the periphery of the images. However, the features learned by backpropagation appear more random and dispersed across the entire image, which makes the network more susceptible to adversarial attacks [13].

The local competitive learning rule is more capable than backpropagation of discovering abundant features from a few shots of samples. As studied in Appendix B, the local competitive learning rule can be used to construct unsupervised pre-training models for improving the performance of certain learning tasks or reducing the amount of labeled data required. It also enables the development of activation learning as a new learning paradigm.

III. Activation Learning

During the process of learning a digit, the brain receives both visual and auditory signals about the digit. It is doubtful that the brain will intentionally choose the auditory signal as the label and the visual signal as the data. It may instead accept both signals as input and learn their association in an unsupervised manner, allowing retrieval of the auditory signal from a visual input and vice versa. This motivates activation learning, which attempts to discover correlations within all input patterns based on the local competitive learning rule and whose output activation estimates the likelihood of the input pattern.

A. Paradigm of Activation Learning

Activation learning is based on a simple multi-layer neural network, as illustrated in Fig. 2, in which each layer is trained by the local competitive learning rule without supervision, and the inference is to retrieve the missing units of the input pattern to maximize the output activation (the sum of the squared output) or by sampling. It is built on Property 4 of the local competitive learning rule, which states that a layer’s output tends to be more active for more typical inputs. Given that the activation of a single layer can only represent simple distributions, activation learning applies multiple layers to discover more complex distributions. To ensure the transferability of activation strength across layers, activation learning requires (1) that each input sample be normalized and (2) that the activation function does not change the activation strength; that is, the activation function must be a nonlinear function $f$ such that $\|f(y)\| = \|y\|$ for any $y$. This allows for the cascading of multiple layers, so that the network output activation tends to decrease as the network grows deeper.

We study several activation function choices that do not alter the input’s magnitude. The simplest is the abs (absolute value) function $|\cdot|$. By folding all the feature vectors into positive ones with this activation function, some clusters of feature vectors may become less dispersed and concentrate in a smaller area. As the local competitive
learning rule performs similarly to PCA, which is more effective with zero-mean data, it motivates the selection of an alternative activation function:

$$\text{std}_\text{abs}(y) = \beta \cdot \text{std}(|y|),$$  \hspace{1cm} (7)

where \(\text{std}(|y|)\) standardizes \(|y|\) by subtracting the mean value from \(|y|\) and then dividing the result by the standard deviation, and the scalar \(\beta\) rescales the standardized data so that the activation function is magnitude-preserving.

When the network is trained layer-by-layer, the mean and variance of \(|y|\) can be computed explicitly, leading to its standardization. When all layers are trained concurrently, standardization can be approximated with batch normalization. Layer normalization that subtracts the layer mean of \(|y|\) from \(|y|\) can achieve comparable performance while being simpler to implement.

Activation learning can be viewed as a universal distribution estimator that explicitly predicts the probability distribution of input data. The probability of an input pattern \(x\) can be estimated by

$$p_A(x) \propto e^{a||y||^2},$$  \hspace{1cm} (8)

where \(||y||^2\) is the network output activation and \(a\) is a positive constant. A network trained by activation learning can serve as a generic model since it attempts to learn the statistical distribution of the training samples regardless of the specific tasks. In contrast, the loss function to be minimized in backpropagation is typically task-related.

A multi-layer network of activation learning can be described as a series of connected filters, with each layer functioning as an activation filter that prunes the shape of the predicted distribution. The output activation of an \(l\)-layer network is given by

$$||y||^2 = ||x||^2 h_1(x) h_2(x) \ldots h_l(x)$$  \hspace{1cm} (9)

where \(h_i(x)\), often ranging between \([0, 1]\), is the activation filter for the \(i\)th layer. Fig. 4 is a simple demonstration of activation learning utilizing a two-layer neural network with two units per layer to learn from randomly generated samples for activation learning.
points. It uses the std_abs activation function. Since the input is normalized, the output activation is dependent only on its angle and not its magnitude. It is evident that the estimated distribution of the first layer mixes all the points, however the pruning of the second layer helps to distinguish them as two separate clusters.

A network of activation learning can receive both data and labels as input, and process them through multiple layers trained by the local competitive learning rule. Typically, input data with the correct label results in a higher output activation than input data with the incorrect label. It differs from a standard neural network, which uses the data as input and the label to compute an output error. Classification in activation learning to identify the label that best combines with the input data to maximize output activation. To improve classification performance, we use data with correct labels as positive samples and data with wrong labels generated based on the feedback of accuracy information as negative samples. The network learns from positive samples at a positive rate and unlearns from negative samples at a negative rate. On the other hand, the same neural network that is used for classification can also be utilized for data generation - to infer missing data based on given categories. As the learning rule of activation learning seeks to explore inherent correlations of the input patterns regardless of specific tasks, the learned models are applicable to a broad variety of learning tasks.

B. Optimization based Inference

In activation learning, inference is used to retrieve any missing units (or any subset of missing units) from the known ones of the input by maximizing the network’s output activation or by sampling. Image generation and classification are examples of inference. Let \( a \) represent the known units of an input pattern, \( z \) represent the missing units and \( y(a, z) \) serve as the output activation. For maximizing the output activation, the objective is to solve an optimization problem:

\[
    z^* = \arg \max_z \|y(a, z)\|^2
\]

such that \((a, z) \in S\), where \( S \) is the set of normalized feasible input patterns.
The simplest method for determining the optimal $z^*$ is to enumerate all possible $z$ and choose the best one. This method is suitable for classification with a small number of classes, where $a$ is the input data and $z$ is the class’s encoded representation.

Another method is to find a locally optimal solution using the gradient descent method. For data generation, $a$ is the given encoded representation of the class, and $z$ is for the normalized data pattern to infer such that $\|z\| = 1$.

The problem (10) becomes a constrained non-convex problem. It can be converted into an unconstrained problem:

$$ z^* = \arg \max_z \| y(a, \frac{z}{\|z\|}) \|^2 - (\|z\|^2 - 1)^2, $$

in which the term $(\|z\|^2 - 1)^2$ forces $\|z\|^2$ to be very close to 1. The gradient decent method can be utilized to find a locally optimal solution for this equivalent problem.

C. Classification with Feedback

It has been observed that the feedback of accuracy information plays an important role in enhancing human learning [5], [43], by providing something beyond the simple correlation-based strengthening of synaptic connections. This motivates us to add accuracy feedback into activation learning for improving classification accuracy. The accuracy feedback acts as a teacher who corrects a model’s mistakes. When the model is prone to making errors on input data, it instructs the model to learn the data with the correct label at a positive learning rate and unlearn the data with the incorrectly classified label at a negative learning rate.

In order to correctly classify data $a$, activation learning anticipates a suitably large activation gap

$$ g(a) = \| y(a, c) \|^2 - \| y(a, c') \|^2, $$

where $c$ is the correct label and $c' \neq c$ is the incorrect label that produces the strongest output activation. The accuracy feedback not only stimulates the positive sample $(a, c)$, raising $\|y(a, c)\|^2$, but also inhibits the negative sample $(a, c')$, decreasing $\|y(a, c')\|^2$. Specifically, let $\Delta w_{ij}^+$ represent the change of the connection weights when the local competitive learning rule is applied to the positive sample $(a, c)$, and let $\Delta w_{ij}^-$ represent the corresponding change of the negative sample $(a, c')$. With feedback, the overall change in the connection weights is

$$ \Delta w_{ij} = \gamma(\Delta w_{ij}^+ - \lambda \Delta w_{ij}^-), $$

where $\gamma \geq 0$ is a non-increasing function of the activation gap $g(a)$ that modulates the global learning rate, and $\lambda \in [0, 1]$ determines the weight of unlearning negative samples, also known as the unlearning factor. This learning rule results in a higher learning rate for incorrectly classified samples than correctly classified ones, or ‘learn more on errors.’ The unlearning factor $\lambda$ is expected to be close to 1, but not too close, as the learning may not converge.

IV. EXPERIMENTS WITH MNIST

This section conducts experiments with the MNIST dataset to investigate the performance of activation learning. In the experiments, a simple fully connected network structure as depicted in Fig. 6(a) is used, which accepts as inputs both the normalized $28 \times 28$ digit images and the normalized $10 \times 28$ encoded representations of their labels. The encoded representation of digit $i$ is a $10 \times 28$ matrix with all ones in the $i$th row and all zeros in the other
Fig. 6. (a) The network structure for activation learning on MNIST, which consists of $h$ layers with 1064 units (the same dimension as the input) in each layer trained by the local competitive learning rule. (b) A truncated linear unit that modulates the global learning rate based on the activation gap between positive and negative samples.

Fig. 7. (a) The test classification error rates of activation learning with or without accuracy feedback, when the network has two, three, or four layers, respectively. (b) The training/test accuracy and the normalized output activation as training progresses for a two-layer network using the std_abs activation function.

This network is composed of multiple layers with 1064 units in each layer (the same size as the input) and connection weights initialized from a normal distribution with a zero mean and small variance. All the layers are trained simultaneously with a batch size of 100.
A. Learning without Feedback

We investigate activation learning for classification using all 60000 labeled training images, of which 5000 are for validation. When classifying a digit image, it searches for the missing label representation that combines with the provided input image to maximize output activation. Without the feedback of accuracy information, a single-layer network (no hidden layers) can reach a test error rate of approximately 13.6% when early stopping is applied, where the test accuracy first climbs and then declines monotonically as training advances. As the number of network layers increases from one to two, the error rate decreases to about 3.30%, see Fig. 7(a). In this case, the performance of using abs as the activation function is comparable to that of std_abs. When a network has more than two layers, the std_abs activation function enables the addition of more layers for improved performance. With four layers, the error rate is reduced to approximately 2.95%, which is close to human accuracy (the error rate is around 2%-2.5% [44]). In contrast, as the network depth increases, the error rate using the abs activation function increases.

Fig. 7(b) depicts the output activation and classification accuracy of a two-layer network as training advances. The activation of the output tends to increase monotonically and converge to a maximum value bounded by the input strength. In the given number of training epochs, the training accuracy is very close to the corresponding test accuracy, and both tend to rise monotonically and converge quicker than the output activation.

B. Learning with Feedback

Neural networks with a few fully connected layers trained by backpropagation without using complicated regularizers such as dropout typically reach about a 1.4% test error rate, establishing a baseline. As a comparison, activation learning with feedback can get about 1.36% test error with a two-layer neural network, as shown in Fig. 7(a), where the feedback of accuracy information plays a crucial role. However, performance does not increase as network depth grows.

For learning with feedback, each training sample with the correct class is treated as a positive sample, whereas the image with the incorrect class that maximizes output activation is treated as a negative sample. Let $\Delta w_{ij}^+$ represent the modification of the connection weights on the positive sample based on the local competitive learning rule, and $\Delta w_{ij}^-$ represent the modification of the connection weights on the negative sample. The rule for learning with feedback is to learn the positive sample and unlearn the negative one:

$$\Delta w_{ij} = \gamma(\Delta w_{ij}^+ - \lambda \Delta w_{ij}^-).$$

In the experiments on MNIST, we select $\lambda = 0.9$ and $\gamma = \min(\max(5 \cdot g + 1, 0), 1)$, a truncated linear function of the activation gap $g$ between the positive sample and negative sample, illustrated in Fig. 6(b). Note that a truncated linear function may not be the optimal choice to control the global learning rate; other options include exponential or sigmoid functions, where the objective is to learn more on samples that are more prone to have classification errors.

C. Learning from Fewer Samples

Activation learning is exhibiting outstanding learning ability with a relatively small number of training samples. Fig. 8(a) studies how the number of training samples affects the error rates of activation learning with a two-layer
network, and compares them with the error rates of a three-layer network (two hidden layers with 10 more units on top) trained end-to-end by backpropagation. Each hidden layer of the three-layer neural network trained by propagation consists of 1064 units (the same number as the two-layer network for activation learning) with batch normalization and ReLU activation. In the experiments, the test accuracies of activation learning and backpropagation do not decrease as training advances; witness the example of 600 training samples in Fig. 8(b). Consequently, none of the training samples are used for validation, and training ceases at 100 epochs. The experimental results demonstrate that activation learning with feedback outperforms backpropagation for any given number of training samples, despite the network trained by backpropagation having one additional layer. When the number of training samples is less than about 4000, activation learning without feedback performs the best, indicating that feedback may weaken the model’s generalization ability. When the number of training samples is decreased to 600, the test error rate of activation learning without feedback can reach approximately 9.74%, whereas the error rate of a network trained by backpropagation can reach as high as 16.17%. Activation learning appears to be efficient for learning from relatively few training samples.

What happens if activation learning encounters even fewer samples, as described by few-shot learning, which addresses the challenge of training a model with a very small number of training samples? To evaluate the performance of activation learning for few-shot learning, we build a training set, as shown in Fig. 9(a), consisting of $10 \times 10$ randomly selected images from MNIST. The $n$-shot learning refers to the situation in which each digit is presented with $n$ images from the first $n$ columns of the training set. Fig. 9(c) illustrates the test accuracy of activation learning without feedback and data augmentation as training advances for $n = 1, 2, 5$ and 10. The accuracy of the 1-shot activation learning test is around 48.4%. And with 10 shots, the accuracy rises to approximately 85.0%, surpassing backpropagation with 600 training samples. It verifies the superiority of activation learning with a small number of training samples. The features learned by the 36 most active neurons in the first layer through 10-shot learning are depicted in Fig. 9(b). It is not easy to recognize single digits from the features, consistent with our
findings that the local competitive learning rule seeks to discover some non-orthogonal principal components of the input images as opposed to memorizing individual images. This distinguishes activation learning from other bio-inspired learning models [13].

**D. Robustness of Learning**

Being robust against external disturbances such as occlusion is essential to human learning, which drives us to study the robustness of activation learning in recognizing incomplete or disrupted images. In the first group of experiments, we mask the bottom portions ($a \times 28$ pixels) of the test images as black (zero), as seen in Fig. 10(a) for some samples, and recognize the masked images using previously trained neural networks that have not yet learned masked images. Fig. 10(b) depicts the test error rates for recognizing masked images with various masking ratios, i.e., the fraction of pixels being masked in each image, $a/28$. It demonstrates that activation learning, with or without feedback, is superior to backpropagation in terms of tolerating portions of the input images being covered. For a masking ratio between 25 and 50 percent, the classification error rate of backpropagation is nearly double that of activation learning.

In the second group of experiments, as depicted in Fig. 10(c), we add random lines of a certain width to the test images and study the influence of the line width (in pixels) on the classification error rates. Fig. 10(d) reveals that activation learning without feedback achieves performance comparable to backpropagation, while activation learning with feedback achieves the best performance. When the width of the randomly added lines is 1, activation learning with feedback has a test error of around 3.0%, which rises to approximately 12.8% when the width of the lines is 2. It demonstrates that activation learning with feedback can tolerate a certain level of disturbances in images for recognition, despite the fact that the model was taught nothing about the disturbances.
Fig. 10. (a) Masked images in which only the upper portion is visible. (b) The classification error rates of the trained two-layer network for masked images with various masking ratios. (c) Images with lines inserted at random. (d) The classification error rates of the trained two-layer network for images with random lines of different widths.

E. Image Generation and Completion

In the context of activation learning, image generation is analogous to classification: classification is to infer the categories from the data, whereas image generation is to infer data from nothing or given categories. In the experiments, we generate images for each digit using the same two-layer network previously trained without feedback via activation learning. Applying sampling techniques such as Gibbs sampling based on the estimated probability distribution of the input pattern is a straightforward idea, but they are generally computationally too slow. Here, we generate some images of given digits by maximizing output activations.

A $L_1$-norm term is introduced to the objective function of inference for the purpose of sharpening the generated digits:

$$z^* = \arg \max_z \|y(a, z)\|^2 - \beta \|z\|_1$$  \hspace{1cm} (15)

such that $\|z\| = 1$, where $\beta$ is chosen 0.003. Each image generated, beginning with a uniformly distributed random image, is optimized using the gradient descent method in accordance with (11). Fig. 11(a) depicts randomly generated images, which achieve a certain level of quality but not enough diversity. One reason is that they are close to some
locally optimal points of the objective function, whose diversity depends solely on the random starting locations and non-convexity of the objective function.

The diversity of the generated images can be increased by infusing randomness into the network that regulates the expression of specific features of the images. One way is to modulate each output of the network by adding some noise so that the resulting output activation is

$$\sum_i (1 + \delta_i)y_i^2$$

where $\delta_i$ is a zero-mean Gaussian noise with standard deviation 0.03. This noise impacts the contribution of the associated features in the generated images. Fig. 11(b) shows some newly generated images with better diversity.

Image completion is an additional application of the preceding approach. In the experiments, given masked images with only the top half visible, we attempted to reconstruct the entire image by inference. The task consists of two steps: identifying the digits based on the masked images, and then inferring the missing parts based on the visible parts and the predicted digits. The inference is to solve an unconstrained problem:

$$z_{bh}^* = \arg \max_{z_h} \|y(a, z_v, z_h)\|^2,$$

Fig. 11. (a) Images generated without introducing noise. (b) Images generated with noise. (c) Masked images and the corresponding completed images.
where \( \mathbf{a} \) is the normalized encoded representation of the label, \( \mathbf{z}_v \) is the given visible part of the image and \( \mathbf{z}_h \) is the hidden or missing part of the image. \( (\mathbf{z}_v, \mathbf{z}_h) \) is jointly normalized before feeding to the network. Fig. 11(c) shows some randomly selected masked images and the corresponding completed ones. Even though there is a certain chance of misrecognition based just on the upper half of the images, the majority of the images are properly reconstructed.

V. EXPERIMENTS WITH CIFAR-10

This section studies activation learning on neural networks with local connections, and conducts experiments on the CIFAR-10 dataset, which consists of 60000 color images in 10 categories, with each image containing \( 32 \times 32 \) pixels.

A. Network with Local Connections

Convolutional networks [2] have been tremendously successful in practical applications of computer vision and time-series processing. Given a convolutional layer, an input pattern is cut into small patches of the same size, which are presented to the same filters for feature detection. The convolution model was originally proposed as a biologically-inspired synthesized model. The purpose of convolutional networks is to reduce the number of model parameters and enhance the recognition of patterns that have shifted in location. The parameter sharing mechanism of convolutional layers, however, is not biologically plausible and hence differs from how the human brain works. For activation learning, we are interested in locally connected layers that have the same structure as convolutional layers but do not share parameters across locations. In Figs. 12(a) and (b), locally connected layers with each connection having its own weight are compared to convolutional layers. Locally connected layers have more parameters than convolutional layers, but they allow fewer neurons at each location in activation learning and thus require less computation. Moreover, a locally connected layer may capture location-related features, which could be valuable for facial recognition, for instance. Local connections that force neighboring neurons to compete are particularly suited for the discovery of lower-layer features in activation learning.

The network model used in our studies is depicted in Fig. 12(c), which comprises several locally connected layers as the hidden layers and a fully connected layer as the output layer. The input of the network consists of a \( 32 \times 32 \times 3 \) normalized image and a \( 10 \times 10 \) normalized encoded label (each category is represented by a row). Each network layer consists of \( 32 \times 32 \times 3 \) units (the same as an input image) and uses the std_abs activation function. A neuron unit in a locally connected layer connects to the units in the layer below within a \( 9 \times 9 \) receptive field. Each neuron in the first layer is not only connected to the local units of the input image but also to all the units of the encoded label. Training a locally connected layer is identical to training a fully connected layer, with the exception that some weights are fixed to zero. When learning with feedback, the same updating rule is used as for the MNIST experiments, and the unlearning factor is set to \( \lambda = 0.7 \) (\( \lambda = 0 \) when the output activation is less than a given threshold for faster starting).
Fig. 12. (a) A locally connected layer in which each connection has its own weight. (b) A convolutional layer with sharing weight parameters. (c) A network model with a few locally connected layers and one fully connected layer.

Fig. 13. (a) The test error rates of a network trained on CIFAR-10 by activation learning or backpropagation. (b) The error rates of a 3-layer network trained by activation learning with feedback for different receptive fields.

B. Classification Experiments

Fig. 13(a) compares the test error rates of activation learning using a network with two to four layers to those of backpropagation. The network used for backpropagation has an additional layer with 10 units on top of the network used for activation learning, and each hidden layer utilizes ReLU activation. Since activation learning without feedback overfits, it uses 5,000 training samples for validation, which is unnecessary for activation learning with feedback and backpropagation in the experiments. Without feedback, activation learning achieves about a 52% test error rate. And with feedback, this test error rate is reduced to about 37.14% on a three-layer network. It approaches the error rate of backpropagation on a network of three hidden layers very closely. Nevertheless, the error rate does not continue to decrease as network depth increases, which requires additional investigation. A
Fig. 14. (a) The test error rates of a three-layer network trained on CIFAR-10 with data augmentation, where each layer has $28 \times 28 \times n$ units with $n = 3, 6,$ or $9,$ respectively. (b) The error rates of a three-layer network trained using a specific number of training samples from CIFAR-10, with 9 units at each layer location.

previous benchmark of biologically plausible networks without convolutional layers by Krotov and Hopfield reports a 49.25% error rate [13] on CIFAR-10, which used a two-layer network of 2000 hidden units, but the top layer was still trained by backpropagation. Using a network of the same size as in our experiments, Hinton recently presented the Forward-Forward Algorithm [45], which is backpropagation-free and yields a 41% test error rate.

Fig. 13(b) examines the impact of receptive field size on the error rates of activation learning when using a three-layer network with feedback. Learning with a fully connected network does not converge with the same hyper-parameters; hence, it is not depicted in the figure. With a $5 \times 5$ receptive field, the test error rate can be reduced to approximately 36.88%, nearly the same as that of propagation. Network performance can also be enhanced by increasing the network’s width; if the receptive field remains $9 \times 9,$ but the number of units in each layer increases to $32 \times 32 \times 10,$ the test error rate can reach around 35.6%.

C. Learning with Data Augmentation

In addition to increasing the depth or width of the network, using local connections, and learning with feedback, data augmentation techniques such as randomly cropping can be utilized to enhance the performance of a network. As fully connected layers and locally connected layers are not shift invariant, data augmentation enables the recognition of shifted images without the need for convolutional layers. In the experiments, simple data augmentation techniques, including randomly cropping images to $28 \times 28$ pixels and randomly flipping images horizontally, are applied. To match the cropped images, we use a network of three layers, with each layer containing $28 \times 28$ locations and using a $5 \times 5$ receptive field for local connections.

Fig. 14(a) studies how the number of units at each location influences the network’s performance when using the simple data augmentation on CIFAR-10. When each location has 3 units (the same as without data augmentation), data augmentation does not increase network performance, and training is difficult to converge because the network is too narrow for sufficient expressibility. By increasing the number of units per location to 9, the test error rate of
activation learning with feedback using a three-layer network reaches approximately 31.21%. There is a performance gap between activation learning and backpropagation when data augmentation is applied. This performance gap may be narrowed by increasing the network’s width (the number of neurons in each layer).

Fig. 14(b) depicts the relationship between error rates with simple data augmentation and the number of training samples when each layer has 9 units at each location. When the number of training samples is decreased, activation learning with feedback does not outperform backpropagation. This is likely due to the fact that the backgrounds of the CIFAR-10 images are complicated and the images’ primary objects are not centered. However, the performance of activation learning with feedback and that of backpropagation do converge when the number of training samples is decreased. It implies that for activation learning to work best, the size of the network needs to match the sample complexity.

VI. DISCUSSIONS

A. Practical Applications

Activation learning currently cannot compete with backpropagation that employs complex regularizers and convolutional networks for classification and image generation. Scaling activation learning to big neural networks and large datasets requires additional research. Besides of classification and image generation, activation learning can be used in many other tasks. Our subsequent paper by Ding et al. used activation learning for anomaly detection on several real-world datasets, including traffic data [46] and arterial blood data, and achieved competitive performance compared to state-of-the-art models [47], [48] trained by propagation, but with a simple fully connected network. The absence of anomalous samples is the greatest obstacle in many applications of anomaly detection, but activation learning can learn from only normal observations without supervision and activate less on anomalous patterns. This makes it a simple and effective method for anomaly detection: an input pattern is classified anomalous if the network’s output activation is below a predetermined threshold. It demonstrates that biologically plausible learning models can outperform backpropagation in certain real-world scenarios.

Forecasting is another potential application of activation learning. Most existing forecasting models trained by propagation attempt to predict future time series such as sales, prices, and temperatures; however, very few can predict the complex distribution of future series, or they rely on some simple assumptions such as the independent Gaussian distribution. In scenarios such as financial trading, which is concerned with both the expected return and the overall risk, the ability to accurately predict statistical distributions, as opposed to series of values, is desirable. Activation learning paired with efficient sampling techniques to approximate the distribution of future series could be a powerful forecasting technique.

B. A Unified Framework

The potential for activation learning to unify supervised learning, unsupervised learning, and generative models is appealing. In contrast to a conventional neural network, which takes the data as the input and utilizes the label to calculate the output error, an activation learning neural network uses both the data and label as inputs. However, labeling data is costly in many scenarios, and it is desired to discover some valuable features from unlabeled data
in order to improve the performance of some learning tasks, which leads to unsupervised learning, self-supervised learning, and semi-supervised learning. As depicted in Fig. 15(a), supervised learning and unsupervised learning may be directly integrated in activation learning. When encountering unlabeled data, it is possible to feed them directly to the learning network while deactivating the label input and some related neurons in order to learn some unsupervised data features. Meanwhile, when meeting data with labels, the supervised label information can help reshape the unsupervised features and establish their association with the label.

It poses a general and unresolved challenge, namely, how to learn from partial units of training samples, i.e., based on any subset of input units at each training step. For example, given a training sample with some missing units, the input pattern can be completed by filling the missing units with zeros (or other values), and training can be conducted by updating some connection weights while freezing those associated with the missing units. Consequently, it is feasible to learn either from the data alone or from the data-label pair, depending on whether the label is available for a particular sample.

This framework of activation learning can also be extended to multi-modal learning when multiple modals are used as inputs; see Fig. 15(b). It is desirable for the network to be able to be trained by any subset of the modals at any one time and to establish associations between the modals. It is considered that such an associative ability, which leads to associative memory, is crucial to human intelligence [49]. For example, if the activation learning network receives both the images and texts of some objects, it may learn to establish associations between the images and texts. Similarly, providing additional pairs of sounds and texts may establish associations between sounds and texts. If statistically related items (which often appear together) can induce activation learning to build their associations as a graph, the associations may spread to create relationships between unrelated items. An important challenge is how to add new inputs (such as additional modals) to a well-trained neural network without decreasing its performance on existing tasks. Existing models of deep learning struggle to handle this fundamental obstacle to general-purpose intelligence. But activation learning seems to be a promising framework to handle it.
C. A General-Task Paradigm

Three general learning paradigms are shown in Fig. 16. The first paradigm is end-to-end backpropagation training of the network. The second paradigm is to train the lower layers without supervision and then supervise the training of the top layer or layers. Most biologically plausible learning models and unsupervised pre-training models belong to the second paradigm. Nonetheless, the second paradigm faces the issue that the learned unsupervised features may not be a perfect match for the supervised learning task. Consequently, it is usually required to fine-tune the entire network in order to reshape the unsupervised features and improve network performance. The third paradigm, activation learning, uses both the data and the label as input, trains all layers in an unsupervised and forward manner, and outputs a score that reflects the relative likelihood of the input pattern. The third paradigm, which employs multiple layers, enables the discovery of complex correlations between data and label. Due to the fact that the underlying learning rule of activation learning attempts to explore the inherent correlations of the input patterns regardless of specific tasks, the network models can be used for general purposes.

The first and second paradigms are directional for data and labels, with either a discriminative model using the data as input and the label as output supervision or a generative model using the label as input to infer the data. If one already possesses a discriminative model and wants to generate data patterns from given labels, a new generative model needs to be created. In addition, diverse data sources necessitated a large number of models to meet a variety of inference requirements (from any subset of sources to the others), which is not feasible for the brain. Activation learning accepts all data as inputs (including labels) and learns their correlations with a single model, enabling bidirectional inference between any input parts. If asked what information a model should learn from data samples without knowing future tasks, our answer would be the most precise possible statistical distribution of the data samples.
D. Relationship to Forward-Forward Algorithm

The Forward-Forward algorithm\(^1\) very recently invented by Hinton [45] presents some interesting and similar key ideas as activation learning. Starting from a local bio-plausible learning rule, activation learning derived that the sum of the squared output can be used as a good estimate of the input probability, whereas the Forward-Forward algorithm (FF) used the sum of the squared output as the goodness function for its simplicity and then derived a training method. Both of the works used labels as input, trained networks with both positive and negative samples, and employed the same locally connected layers without parameter sharing. FF accumulates the activations of all but the first hidden layer as goodness while normalizing the input of each layer. But activation learning directly measures likelihood using the top layer’s output activation, yielding a score \(h_1(x)h_2(x)\ldots\) with \(h_i(x)\) is the activation filter of the \(i\)th layer. As a comparison, accumulating the activations of all the layers while normalizing the input of each layer yields \(h_1(x) + h_2(x) + \ldots\), which is the first-order approximation of \(h_1(x)h_2(x)\ldots\) as \(h_i(x)\) is close to 1 in activation learning. These coincidental discoveries encourage us to believe that this direction, i.e., estimating input distribution (likelihood or goodness) with unsupervised forward learning, is worthy of in-depth investigation.

There are a number of distinctions between activation learning and FF. (1) They have different underlying unsupervised updating rules to train each layer. Activation learning uses the local competitive learning rule that causes the output activation to be upper-bounded by the input strength, whereas the output activation in FF is not bounded. (2) Activation learning trains all layers concurrently with feedback (i.e., when one layer can distinguish between positive and negative samples, the other layers are not trained further on these samples), whereas the FF algorithm trains each layer independently. (3) FF normalizes the output of each layer before feeding it to the layer above. This differs from activation learning, in which higher layers are less active than lower layers. (4) Activation learning can learn without negative samples, making it easier to use in applications like anomaly detection, where it achieves cutting-edge performance on several real-world datasets.

VII. Conclusion

We believe that the brain is a complex system governed by a simple rule and dominated by unsupervised learning. This inspires the development of activation learning, a new learning paradigm for bottom-up unsupervised learning based on the local competitive learning rule, and whose output activation estimates the likelihood of input patterns. On the MNIST and CIFAR-10, activation learning with feedback of accuracy information that generates negative samples for the network to unlearn achieves comparable classification performance to backpropagation using a simple network. Activation learning exhibits a number of benefits that make it a potential complement to backpropagation. (1) The model of activation learning is generic, and the same network can be used for a variety of learning tasks, such as classification, prediction, detection, generation, and completion. (2) Activation learning has demonstrated its superiority in classification in terms of learning from fewer samples, robustness against external disturbances, and resistance to adversarial attacks. (3) Activation learning excels in unsupervised learning.

\(^1\)Several months after the original release of activation learning on arXiv (https://arxiv.org/abs/2209.13400), Hinton posted his unfinished paper on the Forward-Forward Algorithm on his website (https://www.cs.toronto.edu/%7Ehinton/FFA13.pdf). Two researchers independently arrived at some similar key ideas.
learning for estimating input distribution, allowing it to achieve state-of-the-art performance for anomaly detection across several real-world datasets. (4) Activation learning has the potential to unify supervised learning, unsupervised learning, and multi-modal learning and may therefore contribute to the development of artificial general intelligence. (5) Activation learning’s local learning rule makes it easier to implement on neuromorphic computing hardware for on-chip training and may overcome the von Neumann architecture’s efficiency and scaling bottlenecks. Despite a number of challenges that need to be handled, such as learning from partial units, the absence of fast inference algorithms, and the training of deep neural networks, activation learning emerges as a promising learning paradigm deserving of extensive research.
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APPENDIX A

LOCAL COMPETITIVE LEARNING

We analyze the converged properties of the local competitive learning rule (4), starting with a study of its dynamics. The net input of the neurons in a layer is a linear transformation of the input pattern, denoted by

\[ y = w^T x \]  

(18)

with \( y = [y_1, y_2, ...] \) the net input vector, \( x = [x_1, x_2, ...] \) the input vector, and \( w \) the connection weight matrix.

The rewritten version of the local competitive learning rule is

\[ \Delta w = \eta (xx^T w - w(w^T xx^T w)) \].

(19)

With with a very small learning rate \( \eta \), the dynamics of \( w \) can be approximated by the differential equation

\[ \frac{dw}{dt} = Cw - w(w^T Cw), \]

(20)

where \( w \) stands for a time-dependent matrix \( w(t) \) and \( C = E\{xx^T\} \) is the covariance matrix of the training samples. The covariance matrix \( C \) is positive semidefinite, i.e., all its eigenvalues are positive.

The connection weights \( w \) tend to converge to asymptotically stable solutions of (1) given by

\[ Cw - ww^T Cw = 0. \]

(21)

after a sufficient number of training steps. When the number of receiving neurons \( m \geq 2 \), the number of stable solutions is infinite. Which stable point the local competitive learning rule converges to depends on the initial value of \( w \), the training input patterns, and the learning rate. From condition (21) of the stable solutions, we can derive a number of results that aid in the comprehension of the proposed learning rule.

https://github.com/DPSpace/activation_learning
A. Reconstruction Error

**Property 1:** The local competitive learning rule performs to approximately minimize the mean reconstruction error

\[ E\|x - ww^T x\|^2, \quad (22) \]

where \( ww^T x = wy \) is considered a reconstruction of \( x \). It follows that the gradient of this reconstruction error with respective to \( w \) equals to 0 when \( w \) is a stable solution satisfying (21). This implies that the learning rule attempts to decompose the input pattern \( x \) into \( m \) components with the minimum mean reconstruction error.

**Proof.** The mean reconstruction error

\[ \|x - ww^T x\|^2 = \sum_i (x_i - \sum_{j,k} w_{ij} w_{kj} x_k)^2 \]

where \( i, k \) enumerates the input units and \( j \) enumerates the output units.

If we calculate the partial derivative on the reconstruction error with regard to \( w_{uv} \), it has

\[
\frac{\partial \|x - ww^T x\|^2}{\partial w_{uv}} = -2 \sum_i (x_i - \sum_{j,k} w_{ij} w_{kj} x_k) \left( \sum_k w_{k v} x_k I_i = u + w_{i v} x_u \right)
\]

which results in

\[
\frac{dE\|x - ww^T x\|^2}{dw} = -2[Cw - ww^T Cw] - 2[Cw - Cww^T w] \quad (23)
\]

with the covariance matrix \( C = E\{xx^T\} \). We further show that if \( Cw - ww^T Cw = 0 \), then \( Cw - Cww^T w = 0 \), and hence the gradient (23) becomes 0. The proof is as follows. If \( Cw - ww^T Cw = 0 \), then \( CCw - Cww^T Cw = 0 \), and

\[
CCw - Cww^T Cw = C(ww^T Cw) - Cww^T (ww^T Cw) = (Cw - Cww^T w)w^T Cw.
\]

So either \( Cw - Cww^T w = 0 \) or \( w^T Cw = 0 \). If \( w^T Cw = 0 \), according to the condition that \( Cw - ww^T Cw = 0 \), \( Cw = w(w^T Cw) = 0 \). This also leads to \( Cw - Cww^T w = 0 \).

Finally, we reach the conclusion that if \( Cw - ww^T Cw = 0 \), then the gradient (23) becomes 0 and such \( w \) is a local minimum point of the mean reconstruction error \( E\|x - ww^T x\|^2 \). \( \square \)

B. Non-orthogonal PCA

**Property 2:** For any stable solution \( w \) with \( m \geq 1 \) receiving neurons, the reconstruction error (22) is equal to that of the principal component analysis (PCA) with \( m \) components. This implies that the local competitive learning rule functions similarly to PCA, which ensures that as much information as possible is passed to the next layer. Existing research has shown that PCA can be used in neural networks to extract unsupervised features [42].
However, unlike PCA, orthogonality is unnecessary for the learning rule’s stable solutions. In fact, it is undesirable to use the original PCA to extract features from a layer since the neural network may become vulnerable to the failure of a few neurons corresponding to the largest eigenvalues, and it is difficult to achieve perfect orthonomalization using a local learning rule.

**Proof.** We show that the minimum mean square error $E[||x - ww^T x||^2]$ equals to the reconstruction error of the principal component analysis (PCA). The proof begins with the observation that $||x - ww^T x|| \geq ||x - wa_x||$ if $a_x$ is independently optimized for each $x$. The reconstruction error of the PCA is equal to the minimized value of $E[||x - wa_x||^2]$. This shows that the mean square error $E[||x - ww^T x||^2]$ cannot be smaller than the PCA’s reconstruction error.

According to the theory of the PCA, $E[||x - wa_x||^2]$ is minimized if $w = w^* = [v_1, v_2, ..., v_m]$ with $v_j$ the eigenvector corresponding to the $j$th largest eigenvalue of the covariance matrix $C = \{xx^T\}$ and $a_x = w^* x$. This leads to the conclusion that the reconstruction error of the PCA equals to $E[||x - w^* w^*^T x||^2]$. Therefore, the minimum mean square error $E[||x - ww^T x||^2]$ does not exceed the PCA’s reconstruction error.

Consequently, the minimum mean square error $E[||x - ww^T x||^2]$ with $m \geq 1$ neurons is equal to the reconstruction error of PCA with $m$ components.

\[\square\]

C. Stable Solutions

**Property 3** There are infinitely many stable solutions of (20) that form a surface when the number of neurons $m > 1$. Let $v_1, v_2, ..., v_m$ be the normalized eigenvectors corresponding to the $m$ largest eigenvalues of the covariance matrix $C = E\{xx^T\}$, then the weight matrix $w$ is a stable solution if and only if for any $1 \leq j \leq m$, the $j$th column (the weights of neuron $j$) of $w$ can be written as

\[w_j = u_{j1}v_1 + u_{j2}v_2 + ... + u_{jm}v_m\]  \hspace{1cm} (24)

with some $\{u_{jk}\}$ such that $u_{1k}^2 + u_{2k}^2 + ... + u_{mk}^2 = 1$ for all $1 \leq k \leq m$ (the factors associated to each eigenvector $v_k$ is normalized). As a consequence, $\|w\|^2 = \sum_{ij} w_{ij}^2$ tends to converge to $m$ even though there is no explicit constraint or normalization in the learning rule. This result leads to the conclusion that changing any column $w_j$ to $-w_j$ does not affect the stability of a solution $w$.

**Proof.** For any stable solution $w$ of (21), each column $w_j$ can be written as a linear combination of $v_1, v_2, ..., v_m$ with $v_k$ the eigenvector corresponding to the $k$th largest eigenvalue of the covariance matrix $C = E\{xx^T\}$. The reason for this is that any stable solution $w$ must minimize the reconstruction error $E[||x - ww^T x||^2]$. It must also minimize $E[||x - wa_x||^2]$ when $a_x$ is optimized independently for each $x$, which equals to the mean square distance of the samples to the vector space spanned by the columns of $w$, based on the discussion in Appendix A-B. According to the PCA theory, the optimal vector space to minimize this mean square distance must be the one spanned by $v_1, v_2, ..., v_m$ with $v_j$ the eigenvector corresponding to the $j$th largest eigenvalue of the covariance matrix $C = \{xx^T\}$. As a result, each column of a stable $w$ must be a linear combination of $v_1, v_2, ..., v_m$. 
When the number of neurons \( m = 2 \), let a solution \( w = [w_1, w_2] \) be
\[
\begin{align*}
w_1 &= u_{11}v_1 + u_{12}v_2, \\
w_2 &= u_{21}v_1 + u_{22}v_2.
\end{align*}
\]
We show that the solution \( w \) is stable if and only if \( u_{11}^2 + u_{21}^2 = 1 \) and \( u_{12}^2 + u_{22}^2 = 1 \). The argument can be naturally extended to a general \( m \).

If \( w \) is stable, then \( Cw = ww^TCw \), where
\[
Cw = [\lambda_1u_{11}v_1 + \lambda_2u_{12}v_2, \lambda_1u_{21}v_1 + \lambda_2u_{22}v_2],
\]
\[
ww^TCw = ((u_{11}^2 + u_{21}^2)v_1v_1^T + (u_{12}^2 + u_{22}^2)v_2v_2^T)Cw
= [(u_{11}^2 + u_{21}^2)\lambda_1u_{11}v_1 + (u_{12}^2 + u_{22}^2)\lambda_2u_{12}v_2, \lambda_1u_{21}v_1 + \lambda_2u_{22}v_2].
\]
From which, we can get that \( u_{11}^2 + u_{21}^2 = 1 \) and \( u_{12}^2 + u_{22}^2 = 1 \). Inversely, if \( u_{11}^2 + u_{21}^2 = 1 \) and \( u_{12}^2 + u_{22}^2 = 1 \), we can also deduce that \( Cw = ww^TCw \). In this case, \( w \) is stable, leading to the result stated above. This conclusion also indicates that when \( m > 1 \), there are an infinite number of stable solutions.

Based on this result, we can also get that for a stable solution \( w \) with \( m = 2 \),
\[\|w\|^2 = \sum_{ij}w_{ij}^2 = w_1^Tw_1 + w_2^Tw_2 = u_{11}^2 + u_{21}^2 + u_{12}^2 + u_{22}^2 = 2.\]
Extending the proof to a general \( m \) yields
\[\|w\|^2 = m.\]
This completes the proof.

\[\Box\]

D. Activation Bound

**Property 4:** A property of the local competitive learning rule is that the output activation \( \|y\|^2 = \sum_jy_j^2 = \|w^Tx\|^2 \) tends to be upper bounded by the input strength \( \|x\|^2 \). Let \( w_j \) be the \( j \)th column of \( w \), in each modification step of the learning rule
\[
\Delta(y_j^2) \leq y_j^2(\|x\|^2 - \|y\|^2) + O(\eta^2).
\]
As long as \( \|y\|^2 \) is greater than \( \|x\|^2 \), \( \Delta(y_j^2) \) is smaller than 0, driving \( \|y\|^2 \) towards smaller than \( \|x\|^2 \).

**Proof.** We show that with the local competitive learning rule, \( \|y\|^2 = \|w^Tx\|^2 \) tends to be upper bounded by \( \|x\|^2 \). Let \( w_j \) be the \( j \)th column of \( w \), from (20), it derives
\[
\Delta(y_j^2) = \Delta(w_j^Tx)^2
= 2\eta(w_j^Txx^Tw_j - w^T(xx^T)w_j) + O(\eta^2)
= 2\eta[w_j^Txx^Tw_j - \sum_k(w_k^Txx^Tw_j)^2] + O(\eta^2)
\leq 2\eta[(w_j^Txx)^2\|x\|^2 - (w_j^Txx)(\sum_k(w_k^Txx)^2)] + O(\eta^2)
= 2\eta y_j^2(\|x\|^2 - \|y\|^2) + O(\eta^2).
\]
As long as \( \|y\|^2 \) is larger than \( \|x\|^2 \), \( \Delta(y_j^2) \) is smaller than 0 if the learning rate \( \eta \) is sufficiently small, driving \( y_j^2 \) to be smaller. As a result, \( \|y\|^2 \) tends to be upper bounded by \( \|x\|^2 \).

\[ \Box \]

E. Activation as Typicality

**Property 5**: Given a layer trained by the local competitive learning rule, we see that if the input strength \( \|x\|^2 \) is fixed, a more probable input causes larger output activation \( \|y\|^2 \). This implies that the output activation can be used to estimate the typicality of the input pattern.

To understand the idea behind this, we assume that \( m \) is smaller than the input dimension and denote \( V \) as the vector space spanned by the eigenvectors \( v_1, v_2, ..., v_m \) corresponding to the largest eigenvalues of the covariance matrix \( C = E\{xx^T\} \). We refer to \( V \) as the typical space. Let \( d(x, V) \) be the distance of \( x \) to the typical space \( V \), then

\[ d(x, V) = \sqrt{\|x\|^2 - \sum_i \|x^Tv_i\|^2}. \quad (29) \]

We find that, \( \|y\|^2 \) tends to be upper bounded by

\[ \|x\|^2 - d^2(x, V). \quad (30) \]

For the special case that \( w = [v_1, ..., v_m] \), \( \|y\|^2 \) converges to \( \|x\|^2 - d^2(x, V) \). Therefore, the output activation \( \|y\|^2 \) approximately measures how close the input \( x \) is to the typical space \( V \), i.e., the likelihood of \( x \). Despite the discussion focuses on the case where \( m \) is less than the input dimension, the conclusion is is general, which motivates the emergence of activation learning.

**Proof.** We show that the output activation \( \|y\|^2 \) tends to be upper bounded by \( \|x\|^2 - d^2(x, V) \) when the output dimension \( m \) is smaller than the input dimension, where \( d(x, V) \) is the distance from \( x \) to the linear space \( V \) spanned by the eigenvectors \( v_1, v_2, ..., v_m \) corresponding to the \( m \) largest eigenvalues of the covariance matrix \( C = \{xx^T\} \).

The idea is to construct a new input \( x' \), which is the projection of \( x \) onto the linear space \( V \). It is

\[ x' = \sum_{k=1}^{m} (x^Tv_k)v_k. \]

It is easy to verify that when \( x' \) is substituted for \( x \), the net input remains \( y \). According to our result regarding the bound of the output activation, \( \|y\|^2 \) tends to be bounded by

\[ \|x'\|^2 = \sum_{k=1}^{m} (x^Tv_k)^2 = \|x\|^2 - d^2(x, V). \]

This completes the proof. \[ \Box \]

**APPENDIX B**

**Unsupervised Feature Learning**

In this section, we conduct experiments on the MNIST dataset to study the features learned by the local competitive learning rule without supervision. We also look at the pre-training models that were built using the learning rule to improve classification performance.
A. Unsupervised Features

Experiments are conducted to investigate the unsupervised features learned by the local competitive learning rule (4). In the experiments, a neural network of \( l \) fully connected feature layers, with each layer consisting of \( 28 \times 28 \) neurons, is trained using 55000 normalized training images without labels. As illustrated in Fig. 17(a), the square \((\cdot)^2\) is utilized as the activation function to make strong activation stronger, and it is then normalized so that the feature of each layer is a unit vector. The network is trained layer by layer from the bottom up; after one layer's training is complete, its connection weights are locked, and the training on the next layer commences. Fig. 3 depicts the learned unsupervised features and compares them with those learned by backpropagation using the same neural network connected to 10 output units at the top, whose softmax is used as the predicted probability distribution of the input digit.

To evaluate the features learned without supervision, they are provided as input to the classification task as opposed to the original images. A fully connected neural network with zero or one hidden layer and one output layer of 10 units is used for classification. Each hidden layer consists of \( 28 \times 28 \) neurons, and the activation function is ReLU. The softmax of the ten output units is used as the predicted probability distribution of the digit of the input image, and the classified digit is the one with the highest softmax value. The neural network used for classification is trained by backpropagation on 60000, 6000, and 600 images, respectively, in which 5000, 1000, and 100 images are used for validation.

Fig. 17(b) shows the test error rates of a neural network without hidden layers that uses the learned features or the original images as inputs. When there are 60000 labeled images, using the original images as inputs leads to a test error rate of 7.23%. Using the 1st-layer features learned by the competitive learning rule, this error rate can be
Fig. 18. A pre-training model based on the local competitive learning. (a) A network structure composed of a pre-training model and a classification network. (b) The test error rates of the network with a single layer atop the pre-training model. It compares three different training methods for a predetermined number of labeled images. (c) The test error rates of the network with two layers above the pre-training model.

cut to 2.56%. Given that the proposed learning rule tries to extract correlations from the input patterns independent of any task, the extracted features are generic and can be used for a wide variety of learning tasks. If we substitute the 1st-layer unsupervised features with the 2nd-layer unsupervised features, the accuracy of classification may decline slightly, due in part to the loss of information during feature extraction. As depicted in 17(c), a similar phenomenon can be observed when using a neural network of two layers. Using 60000 labeled images, we see that the performance of the 2nd-layer features for classification is inferior to that of the 1st-layer features.

B. Pre-training Model

The network trained by the local competitive learning rule can also be utilized as a pre-training model that is fine-tuned in the future via backpropagation for specific learning tasks. The fine-tuning assists in reshaping the unsupervised features in order to better adapt to the target task. In the experiments, the used neural network includes two components: a pre-training model and a classification network, as shown in Fig. 18(a). Based on which, we conduct a group of experiments on MNIST and compare the performances of three different training methods: (1) training the entire network by backpropagation; (2) training the pre-training model based on all the 60000 images without using their labels by the local competitive learning rule and then training the classification network by backpropagation; and (3) fine-tuning the entire network by propagation based on the one trained by the second method.

Figs. 18(b) and (c) represent the test error rates when the classification network contains a single layer or two layers, respectively. We see that, given all the 60000 images labeled, the second method leads to a higher error rate than the first method, which trains the full network by backpropagation. But when the number of labeled images is
reduced to 600, the second method leads to considerably superior performance. For almost all the experiments, the third method with fine-tuning worked the best. This indicates that the unsupervised features gained from a large amount of unlabeled data are beneficial to a supervised learning task, and supervised information can be utilized to adjust the features and enhance learning. Our goal here is not to surpass the state-of-the-art on MNIST but to show that the performance of the backpropagation can be further improved with the help of unsupervised local competitive learning.
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