Predicting Exoplanet Mass from Radius and Incident Flux: A Bayesian Mixture Model
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ABSTRACT

The relationship between mass and radius (M-R relation) is the key for inferring the planetary compositions and thus valuable for the studies of formation and migration models. However, the M-R relation alone is not enough for planetary characterization due to the dependence of it on other confounding variables. This paper provides a non-trivial extension of the M-R relation by including the incident flux as an additional variable. By using Bayesian hierarchical modeling (BHM) that leverages the flexibility of finite mixture models, a probabilistic mass-radius-flux relationship (M-R-F relation) is obtained based on a sample of 319 exoplanets. We find that the flux has nonnegligible impact on the M-R relation, while such impact is strongest for hot-Jupiters.

The population level, the planets with higher level of flux tend to be denser, and high flux could trigger significant mass loss for plants with radii larger than 13R_J. As a result, failing to account for the flux in mass prediction would cause systematic over or under-estimation. With the recent advent of computing power, although a lot of complex statistical models can be fitted using Monte Carlo methods, it has largely remain elusive how to validate these complex models when the data are observed with large measurement errors. We present two novel methods to examine model assumptions, which can be used not only for the models we present in this paper but can also be adapted for other statistical models.

Key words: planets and satellites: fundamental parameters – methods: data analysis – methods: statistical

1 INTRODUCTION

With hundreds of confirmed exoplanets whose measured masses and radii are well constrained by the Kepler Mission and subsequent radial velocity campaigns, the M-R relation has been well studied on the population level in recent years (e.g. Weiss & Marcy 2014; Hadden & Lithwick 2014; Bash et al. 2017; Wolfgang et al. 2016; Chen & Kipping 2017; Ning et al. 2018; Kanodia et al. 2019; Ma & Ghosh 2019). Such relation itself and the associated astrophysical scatter for different exoplanet populations are vital for inferring bulk compositions and understanding the planet formation pathways.

However, the M-R relation alone is not enough for planetary characterization since it could be affected by multiple other planetary properties such as the incident flux. It is widely accepted that the flux has nonnegligible impact on the M-R relation on both observational and theoretical grounds. For example, a large fraction of hot-Jupiters have inflated radii larger than expected by models of gas giants cooling and contraction (Miller & Fortney 2011; Demory & Seager 2011). Such abnormality is found to be related to the stellar irradiation, and a variety of inflation models have been proposed (e.g. Arras & Socrates 2010; Wu & Lithwick 2013; Tremblin et al. 2017). The mass loss driven by XUV photoevaporation could also contribute to the M-R relation for both hot-Jupiters and lower-mass planets (e.g. Lammer et al. 2003; Yelle 2004; Lopez et al. 2012; Hubbard et al. 2007).

Ignoring the effect of flux could amplify the intrinsic scatter of the estimated M-R relation and thus limit our accurate interpretation of it. Therefore, the relation between the mass, radius and flux (M-R-F relation hereafter) has been explored recently. Weiss et al. (2013) studied a sample of 135 planets and identified a break point in the M-R-F relation at 150M_J by visual inspection. They applied a simple power law to approximate the M-R-F relation and concluded that (R/R_J) = 1.78(M/M_J)^{0.53}(F/erg s^{-1}cm^{-2})^{-0.03} for planets with masses less than 150M_J, and (R/R_J) = 2.45(M/M_J)^{-0.039}(F/erg s^{-1}cm^{-2})^{-0.094} for heavier planets. Following the work by Wolfgang et al. (2016), Neil & Rogers (2018) explored the dependence of the M-R-F relation on flux and host star mass for small planets (R ∼ 8R_J) using a Bayesian hierarchical model. However, they found it difficult to distinguish the effects of flux and host star mass with their limited data set, and preferred the model only considering the host start mass by performing model selection via WAIC (Watanabe 2013). Sestovic et al. (2018) used a mixture model only considering the host start mass by performing model selection via WAIC (Watanabe 2013). They applied a simple power law to approximate the M-R-F relation and thus limit our accurate interpretation of it. Therefore, the relation between the mass, radius and flux (M-R-F relation hereafter) has been explored recently. Weiss et al. (2013) studied a sample of 135 planets and identified a break point in the M-R-F relation at 150M_J by visual inspection. They applied a simple power law to approximate the M-R-F relation and concluded that (R/R_J) = 1.78(M/M_J)^{0.53}(F/erg s^{-1}cm^{-2})^{-0.03} for planets with masses less than 150M_J, and (R/R_J) = 2.45(M/M_J)^{-0.039}(F/erg s^{-1}cm^{-2})^{-0.094} for heavier planets. Following the work by Wolfgang et al. (2016), Neil & Rogers (2018) explored the dependence of the M-R-F relation on flux and host star mass for small planets (R ∼ 8R_J) using a Bayesian hierarchical model. However, they found it difficult to distinguish the effects of flux and host star mass with their limited data set, and preferred the model only considering the host start mass by performing model selection via WAIC (Watanabe 2013). Sestovic et al. (2018) used a mixture model only considering the host start mass by performing model selection via WAIC (Watanabe 2013). They applied a simple power law to approximate the M-R-F relation and thus limit our accurate interpretation of it. Therefore, the relation between the mass, radius and flux (M-R-F relation hereafter) has been explored recently. Weiss et al. (2013) studied a sample of 135 planets and identified a break point in the M-R-F relation at 150M_J by visual inspection. They applied a simple power law to approximate the M-R-F relation and concluded that (R/R_J) = 1.78(M/M_J)^{0.53}(F/erg s^{-1}cm^{-2})^{-0.03} for planets with masses less than 150M_J, and (R/R_J) = 2.45(M/M_J)^{-0.039}(F/erg s^{-1}cm^{-2})^{-0.094} for heavier planets. Following the work by Wolfgang et al. (2016), Neil & Rogers (2018) explored the dependence of the M-R-F relation on flux and host star mass for small planets (R ∼ 8R_J) using a Bayesian hierarchical model. However, they found it difficult to distinguish the effects of flux and host star mass with their limited data set, and preferred the model only considering the host start mass by performing model selection via WAIC (Watanabe 2013). Sestovic et al. (2018) used a sample of 286 gas giants to investigate how the mass and the flux influence the radius inflation. Their probabilistic model shows that the planets with masses between 0.37M_J and 0.98M_J exhibits the strongest correlation between the inflated radius and the flux.

In this work, we present a probabilistic M-R-F relation using Bayesian hierarchical modelling that leverages the flexibility of finite mixture models. We also focus on model checking techniques that can be applied to other models easily.
2 MOTIVATING DATA SET

The data considered in this work were acquired from NASA Exo-planet Archive (Akeson et al. 2013) on 09/08/2019. There are a total of 319 transiting exoplanets in our sample that satisfy the following criteria:

(i) They have radial velocity (RV) or transit timing variation (TTV) mass measurements. In addition, their measurements of orbital semi-major axis in astronomical units (a), stellar temperature (Tstellar), and stellar radius (Rstellar) are also required to be available, as the incident flux in Earth units is computed using

\[
\frac{F}{F_{\odot}} = \frac{T_{\ast}}{T_{\odot}} \left( \frac{R_{\ast}}{R_{\odot}} \right)^4 \left( \frac{1}{a} \right)^2
\]  

where T\(_{\odot}\) and R\(_{\odot}\) are the effective temperature and radius of sun respectively.

(ii) Following Wolfgang et al. (2016), in case of asymmetric upper and lower error bars (\(\sigma_{\text{ub}}^{} \neq \sigma_{\text{lb}}^{}\)), the average \(\sigma_{\text{ub}} \equiv \frac{1}{2}(\sigma_{\text{ub}}^{} + \sigma_{\text{lb}}^{})\) is taken as the standard deviation of the measurement as discussed in section 5.2. To obtain a sample with relatively high signal-to-noise ratio, a 3\(\sigma\) cutoff is then applied to all measurements, i.e., \(\frac{M_{\text{obs}}}{\sigma_{M_{\text{obs}}}} > 3, \frac{R_{\text{obs}}}{\sigma_{R_{\text{obs}}}} > 3, \text{ and } \frac{F_{\text{obs}}}{\sigma_{F_{\text{obs}}}} > 3\) (Chen & Kipping 2017).

(iii) Since our work is focusing on exoplanets, we exclude brown dwarfs exhibiting deuterium fusion by introducing an upper mass boundary at 13M\(_{\odot}\) (Spiegel et al. 2011).

In this work, the mass, radius, and flux measurements are all in earth units. Since they differ by several orders of magnitude, we also apply base-ten logarithmic transformation to them for numerical stability and efficiency of using MCMC sampling. For simplicity, we denote base-ten logarithmic transformation of the masses. The bottom panel indicates that the joint distribution of radius and flux may depend on the magnitude of mass (via two or three clusters). Thus, mixture models that allow us to capture the variations (clusters) of the joint distributions of two objects when varies with the level of a third object seem appropriate. In this section, we first provide a brief overview of some basic concepts of finite mixture models (FMM) and then provide details of our Bayesian hierarchical mixture model (BHMM) guided by the observed scatter plots in Figure 1.

3 STATISTICAL MODELS

A quick look at top panel in Figure 1 indicates that the joint probability distribution of radius and flux may depend on the magnitude of the masses. The bottom panel indicates that the joint distribution of mass and flux may depend on the magnitudes of radii (via two
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**Figure 1.** Top Panel: Scatter plot of \(\log F_{\text{obs}}\) vs \(\log R_{\text{obs}}\) with \(\log M_{\text{obs}}\) color-coded. Bottom Panel: Scatter plot of \(\log F_{\text{obs}}\) vs \(\log M_{\text{obs}}\) with \(\log R_{\text{obs}}\) color-coded.

or three clusters). Thus, mixture models that allow us to capture the variations (clusters) of the joint distributions of two objects when varies with the level of a third object seem appropriate. In this section, we first provide a brief overview of some basic concepts of finite mixture models (FMM) and then provide details of our Bayesian hierarchical mixture model (BHMM) guided by the observed scatter plots in Figure 1.

3.1 FMM in Astronomy

The probability density of a real-valued random variable modeled using an \(m\)-component FMM takes the form

\[
f(x; \Phi) = \sum_{i=1}^{m} \pi_i g_i(x; \theta_i),
\]  

where \(g_i(x; \theta_i)\) is the \(i\)th component density known up to a parameter vector \(\theta_i\), \(\{\pi_i\}_{i=1}^{m}\) are the nonnegative mixture weights that sum to 1, and \(\Phi = (\pi_1, \ldots, \pi_m, \theta_1, \ldots, \theta_m)\) denotes the vector consisting of all the unknown parameters of the FMM.

For convenience with computational inference and better understanding of the mixture model, we can also express FMM in a hierarchical form. Let \(Z\) be a categorical random variable taking values \(1 \to m\) with probabilities \(\pi_1, \ldots, \pi_m\), respectively. Then, the distribution of the random variable \(X\) with density given in equation (2), denoted
Equation (3) describes the generating process of the random variable $X$ conditioned on the latent component indicator variable $Z$. The component densities $g_i$ are often chosen as Gaussian densities with mean $\mu_i$ and standard deviation $\sigma_i$, in which case $\theta_i = (\mu_i, \sigma_i)$, but other probability densities (e.g., location-scale families like Cauchy, Laplace etc.) can also be useful in some settings depending on the range of the random variables (e.g. Peel & McLachlan 2000; Lee & McLachlan 2016).

FMM are a natural choice for many applications in astronomy mainly for two reasons. First of all, FMM provides conceptually and computationally convenient way to model the data exhibiting group-structure, and is thus exploited for classification and cluster analysis of astronomical objects. For example, Lee et al. (2012) applies a 6-component Gaussian mixture model to the pulsar distribution in the period-period derivative space, and identifies two possible clusters of millisecond pulsars. Emast et al. (2012) studies multimodality in galaxy clusters using multivariate Gaussian mixture modelling, and shows the presence of complex substructures.

In addition, under some very mild regularity conditions, FMM as a flexible and semi-parametric approach can be used to approximate any unknown continuous density by choosing appropriately large $m$ in terms of total variation norm (Roeder & Wasserman 1997; Li & Barron 1999; Nguyen et al. 2020). FMM is also better equipped with avoiding the common problem of choosing restrictive parametric probability densities (e.g. normal, log-normal, or gamma distributions) which can lead to considerable discrepancy between the chosen parametric model and the data, particularly when such astronomical data arise from (often unknown) complex astrophysical processes. Besides serving as an approximation of the target probability distribution directly (e.g. Melchior & Goulding 2018), FMM can be used effectively for deriving or approximating a complex model using a sequence of simpler hierarchical models guided by the insights learned from 2-d scatter plots (e.g. Kelly 2007).

### 3.2 The Problem of Label Switching

In making statistical inference, finite mixture models may suffer from the problem of label switching due to the invariance of likelihood to the permutation of model parameters, and it is well-known that even maximum likelihood estimates don’t exist without some restriction (e.g., see Section 3.10 of (Peel & McLachlan 2000) for detail discussions). Suppose that there is a mixture model consisting of only two normal components with different means:

$$f(x|w, \mu_1, \mu_2) = wN(x|\mu_1, \sigma) + (1-w)N(x|\mu_2, \sigma)$$

(4)

It’s easy to verify that $f(x|w, \mu_1, \mu_2) = f(x|1-w, \mu_2, \mu_1)$. In other words, the likelihood would be invariant and two distinct values of the parameters and thus it’s hard to identify the model parameters through the likelihood of the data. The problem gets even worse as the number of mixture components grows, because there would be more permutations of model parameters that lead to the same likelihood value. However, if we are interested in estimating the density (and its parameters), this problem is not much of a concern.

Label switching doesn’t affect posterior predictive inference as all of the integrals involved are not affected by the ordering of indices of the components. However, inferences about the parameters are problematic under label switching, including the posterior estimates of individual parameters. For example, the posterior mean of $w$ in Equation 4 may always be close to 0.5 with any data. Moreover, label switching usually results in highly multimodal posteriors that makes all known MCMC sampling techniques inefficient due to poor mixing of the chains (see Chapter 22.3 of Gelman et al. (2013) for more details).

The most common approach to deal with label switching is to impose ordering constraints on the parameters that identifies the component. For example, for the model describe in Equation 4, a possible constraint is $\mu_1 < \mu_2$ that forbids the swapping of $\mu_1$ and $\mu_2$ making the likelihood informative about these parameters. Other alternatives are to impose $w \geq 0.5$ and if we allow different $\sigma_1$ and $\sigma_2$ for the components, we can impose $\sigma_1 < \sigma_2$ as well. All of these order restriction techniques will be applied in our modeling as described in Section 3.3.1 and 3.3.2.

### 3.3 BHMM for the M-R-F Relation

Our BHMM is designed to infer the joint density of the true unobserved mass, radius and flux of a planet, denoted as $f(M, R, F)$, which can be factorized as

$$f(\bar{M}, \bar{R}, \bar{F}) = f(\bar{F})f(\bar{R}|\bar{F})f(\bar{M}|\bar{R}, \bar{F}).$$

(5)

Other possible equivalent factorizations of the joint density in terms of appropriate conditional and marginal densities are also possible, but we use the above form for the convenience of our model development. In this section, we describe the details of modelling the three conditional density components on the right side of Equation (5), as well as how the measurement errors are incorporated into the model.

#### 3.3.1 Marginal Distribution of Flux

Figure 2 shows the empirical histogram (with estimated kernel density overlay) of the observed flux and visually it appears left-skewed with possibly local modes around the values 1.2 and 3, which indicates that a Gaussian mixture with components having different location parameters can be a reasonable choice. However, notice that we do not need to correctly identify the local modes as those will be estimated from data. Hence we model the marginal distribution of true flux:

$$\bar{F} \sim \sum_{p=1}^{P} \pi_p \bar{F} \sim \sum_{p=1}^{P} \pi_p N(\mu_\bar{F}, \sigma^2_{\bar{F}}),$$

(6)

where $(\mu_{\bar{F}})_{p=1}^P$, $(\sigma^2_{\bar{F}})_{p=1}^P$ are the means and standard deviations of the Gaussian components, and $(\pi_p)_{p=1}^P$ are mixture weights. The number of components $P$ will be chosen via model selection methods.

To tackle the label switching problem, order constraints are imposed on the location parameters by a simple reparameterization:

$$\mu_{\bar{F}} = \sum_{i=1}^{P} a_i, \quad p = 1, \ldots, P;$$

(7)

where $\{a_i\}_{i=1}^{P}$ are restricted to be positive such that $\mu_{1\bar{F}}, \ldots, \mu_{P\bar{F}}$ are monotonically increasing.

---
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The observed flux after logarithm transformation is around a lower bound at and rate heterogeneity justifies the use of following FMM for the conditional excess excessively large, and the inflation mechanism seems to be less active.

The insulation flux is one of the many factors that affect the radius. Notice that, this leads to a conditional mean (the so-called regression function) of $\log R$ conditioned on $\tilde{F}$ given by $E[\tilde{R}|\tilde{F}] = \sum_{k=1}^{K} \pi_k \tilde{R}(\alpha_k + \beta_k \tilde{F})$ which is motivated by the top panel in Figure 1. To prevent the possible label switching problems, we impose order constraints on the precision parameters which allows for identification of the component parameters, and is given by:

$$1/(\sigma_k^2) = \frac{k}{b_i}, \quad k = 1, \ldots, K$$

where $\{b_i\}_{i=1}^{K}$ are all positive. The above specification leads to a quadratic form of the conditional variance, $\text{Var}(\tilde{R}|\tilde{F})$ in terms of $\tilde{F}$.

The priors on the parameters in Equation 9, 10 and 11 are listed below:

$$(\alpha_1, \ldots, \alpha_K) \sim \text{Dirichlet}(5, \ldots, 5),$$

$$\beta_k \sim N(0, 5), \quad k = 1, \ldots, K$$

for $k = 1, \ldots, K$.

### 3.3.3 Conditional Distribution of Mass on Radius and Flux

The power law (i.e. $M \propto R^7$) has been shown to be effective for characterizing the bivariate mass-radius or radius-period relations on the population level (e.g. Wolfgang et al. 2016; Weiss & Marcy 2014; Gieren et al. 1998). To strengthen the flexibility of fixed values of power law parameters where its coefficients $C$ and $\gamma$ stay unchanged, the broken power law that allows the coefficients to vary across different clusters of planets has been developed (e.g. Ma & Ghosh 2019; Chen & Kipping 2017; Bashi et al. 2017).

Note that the observed mass-flux space displays subgroup structures over different ranges of the radius as shown in the bottom panel of Figure 1. Therefore, we propose an adapted version of the broken power law for the M-R-F Relation:

$$\tilde{M} | \tilde{R}, \tilde{F} \sim N(\mu^{\tilde{M}}(\tilde{R}, \tilde{F}), \sigma^{\tilde{M}}(\tilde{R}))$$

where $\mu^{\tilde{M}}(\cdot, \cdot)$ is determined by the power law with coefficients varying with $\tilde{R}$ and is linear in $\tilde{F}$:

$$\mu^{\tilde{M}}(\tilde{R}, \tilde{F}) = \gamma(\tilde{R}) + \nu(\tilde{R})\tilde{F}.$$  

To capture the subgroup structures, $\sigma^{\tilde{M}}$, $\gamma$ and $\nu$ are modelled using the zero-th order or linear splines of $\tilde{R}$ as given below:

$$1/(\sigma^{\tilde{M}}(\tilde{R}))^2 = \sum_{j=1}^{J} e_j \mathbb{I}(B_{j-1} < \tilde{R} \leq B_j),$$

$$\gamma(\tilde{R}) = \sum_{j=1}^{J} d_j \mathbb{I}(B_{j-1} < \tilde{R} \leq B_j),$$

$$\nu(\tilde{R}) = \sum_{j=1}^{J} (g_j + h_j \tilde{R}) \mathbb{I}(B_{j-1} < \tilde{R} \leq B_j),$$

where $-\infty = B_0 < B_1 < B_2 < \cdots < B_{J-1} < B_J = \infty$ are the...
knot points dividing the log-radius dimension into several regions. We use a higher-order (i.e. more smooth) spline to model \( v(\hat{R}) \) as it is a key parameter that summarizes the influence of flux on the M-R relation. For the other parameters, we assume them to be a constant within each region to simplify the model. In Section 5, we will show that our model is adequate to fit the data.

The spline coefficients \( \{g_j, h_j\}_{j=1}^J \) are constrained to keep these functions continuous and avoid abrupt changes the M-R-F relation:

\[
g_j + h_j B_j = g_{j+1} + h_{j+1} B_{j+1}, \quad j = 1, \ldots, J - 1.
\]

One of the advantages of Bayesian inference is that scientific knowledge about unknown parameters can be utilized for model developments through the priors and still allowing for some level of uncertainty. Both Ma & Ghosh (2019) and Ning et al. (2018) identify two change points at around \( 6 R_\oplus \) and \( 11 R_\oplus \) in the mass-radius relation. Especially for the inflated hot Jupiters with radii larger than \( 11 R_\oplus \), a flat mass-radius relation is observed possibly due to an unknown heating mechanism related the level of insulation flux (Guillot & Showman 2002; Kovács et al. 2010; Laughlin et al. 2011).

Therefore, we choose \( J = 3 \) in this work and place informative priors on the knots \( B_1 \) and \( B_2 \):

\[
B_1 \sim N(\log_{10} 6, 0.2), \\
B_2 \sim N(\log_{10} 11, 0.2) T(B_1).
\]

The priors on the rest of the parameters are listed below:

\[
c_j \sim \text{Gamma}(0.1, 0.1) \\
d_j \sim N(0, 2) \\
h_j \sim N(0, 1)
\]

for \( j = 1, \ldots, J \), and \( g_1 \sim N(0, 2) \). It is to be noted, although we center the knots at values approximately identified by previous literature, we still allow for uncertainty around these values and let data decide on the estimated values.

### 3.3.4 Model for Measurement Errors

The observations \( M^{ob}, R^{ob} \) and \( F^{ob} \) are subject to the (known) measurement errors \( \sigma^{M^{ob}}, \sigma^{R^{ob}} \) and \( \sigma^{F^{ob}} \) that usually depends on experimental conditions such as the instruments and different mechanisms used to observe the mass, radius and flux of the planets. We follow the treatment in Wolfgang et al. (2016); Ning et al. (2018); Sestovic et al. (2018); Ma & Ghosh (2019) that assumes that the observed values of the mass, radius and flux are normally distributed around the unobserved values \( M, R \) and \( F \) of the corresponding mass, radius and flux, respectively and use the following measurement error model:

\[
M^{ob} \sim N(M, \sigma^{M^{ob}}) \\
R^{ob} \sim N(R, \sigma^{R^{ob}}) \\
F^{ob} \sim N(F, \sigma^{F^{ob}})
\]

The above normality assumption is mostly driven by convenience rather than physics, but, unfortunately this topic has received a very little attention in astronomy literature. We provide a way to validate its rationality in section 5.2.

### 3.4 Model Selection

All of the above FMMs developed in earlier sections requires the specification of the number of components. There are two such tuning parameters in our model: \( P \) and \( K \) that are the number of components in the mixtures. With larger values of \( P \) and \( K \), our model built on Gaussian mixtures could result in multimodal posterior distributions that may not be efficiently explored by MCMC samplers even with order restrictions on the mean or standard deviation parameters. The primary reason for this is due to the fact with larger components, it becomes very unlikely for MCMC samplers to visit the components with very low weights. So, we restrict the choice of number of components to lower values and iteratively use convergence diagnostics of MCMC and standard model selection criteria to select such tuning model parameters.

We also need to make judicious choices for the number of knots used for the broken power law for our model. Bashi et al. (2017) and Buchhave et al. (2014) find transitional points in the mass-radius relation at \( 3.9 R_\oplus \) and \( 12.1 R_\oplus \) respectively, and the additional knots have informative priors centered around them.

Therefore, we first assess the convergence of the candidate parameterizations with different sets of tuning parameters and knots. The Gelman-Rubin (GR) diagnostic \( \hat{R} \) (Gelman & Rubin 1992) that measures the discrepancies between parallel Markov chains is calculated, and \( \hat{R} < 1.1 \) usually indicates convergence.

For the models appears to converge by the \( \hat{R} \) criteria and lead to unimodal posteriors, we further calculate their deviance information criterion (DIC) (Spiegelhalter et al. 2002) that measures the goodness of fit and penalizes model complexity. A model with smaller DIC is preferred, and the difference between DICs indicates the degree of the preference.

MCMC sampling in this work is performed by JAGS that is also capable of calculating DIC of a hierarchical model directly (Plummer 2003). It turns out that only the two-knot configuration specified in Equation 17 leads to converging unimodal posteriors. We also find that the smallest DIC is achieved at \( P = 2 \) and \( K = 3 \) although only by a very narrow margin. It’s important to note that DIC may not be suited to select mixture models (Steele & Raftery 2010). In fact, since the Gaussian mixtures serve as internal parts of our model, accurate selection of the tuning parameters \( P \) and \( K \) are not that influential as long as the model is adequate for approximating the underlying M-R-F relation. Thus, we continue to choose \( P = 2 \) and \( K = 3 \) in our final model configuration and perform model checking to validate its adequacy in section 5.

### 4 RESULTS

We ran 4 parallel chains, each consisting of 400,000 iterations. The first 200,000 iterations were discarded as burn-ins to allow for reasonable mixing, and the remaining 200,000 iterations were thinned with a lag of 20 (for computational efficiency). The GR diagnostic for each parameter calculated from the combined 40,000 posterior samples was considerably less than 1.1, which indicates that the chains have mixed well and there are no apparent issues with MCMC convergence.

The posterior estimates of the parameters of the marginal density \( f(\hat{F}) \) is shown in Table 1. As the weights shows the abundance of samples in both components, the posterior estimates are all well constrained.

Table 2 lists the posterior estimates of the parameters in \( f(\hat{R}|\hat{F}) \). Since \( \beta_1 \) is around 0, the planets belonging to the first component
show weak correlation between radius and flux. It is observed in the other two components that the radius inflates with increasing flux, while the second component has higher heating efficiency ($\beta_2 = 0.35$ vs $\beta_3 = 0.10$). Also note that the estimates for the first component are not as well constrained as others due to the lack of samples ($w^F_1 = 0.1$).

Figure 3(a) shows the posteriors of the transitional points $B_1$ and $B_2$ where $f(M|\bar{R}, \tilde{F})$ modelled by the broken power law exhibits significant changes. While $B_1$ and $B_2$ having posterior estimates at 0.89±0.02 and 1.11±0.01 on logarithmic scale respectively, the M-R-F relation is divided into three regions roughly corresponding to Neptunes, Jupiters, and super-Jupiters. By including the effect of flux, the transitional points from our model are both larger than those obtained by Ma & Ghosh (2019; Ning et al. (2018).

The posterior estimates of the broken power law coefficients as functions of the radius are displayed in Figure 3(c)(d). In the first two regions where radius is less than around $13R_{\oplus}$, the broken power law constant $\gamma$ and index $\nu$ increase with larger radius. However, an opposite trend is observed for super-Jupiters. The intrinsic scatter $\sigma^M$ also has its highest value around $12R_{\oplus}$ as shown in Figure 3(b).

To better understand the M-R-F relation estimated by our model, Figure 3(e) shows $\mu^F$ as a function of the flux. In general, it states that the planetary mass increases with higher level of flux with Jupiters having the largest increasing rate.

We also plot the estimated M-R-F relation as a function of radius at different flux levels in Figure 3(f) where several patterns are observed. First, the planets receiving higher level of flux are denser. It could be attributed to the stronger evaporation of H/He envelope triggered by higher stellar XUV flux (e.g. Lammer et al. 2003; Yelle 2004; Baraffe et al. 2004), which leads to a larger fraction of heavy elements. For low-mass and high-flux planets, they could have no (or very thin) H/He envelope, only rock/iron cores (Lopez et al. 2012). Second, planetary mass and radius have positive correlation in the first two radius regions, which is as expected and in agreement with the literature on the mass-radius relation (e.g. Wolfgang et al. 2016; Chen & Kipping 2017; Ning et al. 2018; Ma & Ghosh 2019).

Finally, the estimated mean log-mass drops as the radius becomes larger after around $13R_{\oplus}$ at high flux (the blue and red curves). For highly inflated hot-Jupiters, the H/He envelope dominates the composition and is only loosely attached to the planetary core. Thus, significant mass loss by stellar irradiation may occur during their evolution (Valencia et al. 2010; Hubbard et al. 2007). The model of Baraffe et al. (2004) also suggests that for close-in giant planets with high flux and at a late evolutionary stage, the radius could increase rapidly as the outer layer expands violently, which further amplifies the atmospheric mass loss rate.

### 5 MODEL CHECKING

In this section, we provide two novel approaches for model checking that aim to validate the consistency of our hierarchical model with the observed data, as well as identify possible directions for model improvements.

#### 5.1 Robust Hotelling’s Test

A popular tool for Bayesian model checking is the posterior predictive p-value (PPP) that measures the discrepancy between the simulated data from the posterior predictive distribution and the actual data that have been observed. PPP is easy to implement with posterior samples, but requires test statistics that manages to summarize the model behaviors. Wolfgang et al. (2016) propose two test statistics to check their hierarchical model on the mass–radius relation, which are also adopted by Sestovic et al. (2018). However, those test statistics only focus on one level of the hierarchical model and thus fail to assess the model’s ability to characterize the joint distribution. Therefore, we propose an approach based on the robust Hotelling’s test to test the model adequacy by checking if the mean of the posterior joint distribution of $(M_i, R_i, F_i)$ estimated by the model agrees with the observed values $(M^{ob}_i, R^{ob}_i, F^{ob}_i)$.

Hotelling’s test (Hotelling 1931) is the multivariate counterpart of the well-known t-test. Let $\{x_1, \ldots, x_n\} \in \mathbb{R}^p$ be a random sample from a p-variate normal distribution with location $\mu$ and covariance $\Sigma$. Under the null hypothesis $H_0 : \mu = \mu_0$, the Hotelling’s $T^2$ statistic follows a scaled F distribution:

$$T^2 = \frac{n(\bar{x} - \mu_0)^T S^{-1}(\bar{x} - \mu_0)}{(n - p)F_{p,n-p}}$$

where $\bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i$ is the sample mean, $S = \frac{1}{n-1} \sum_{i=1}^{n} (x_i - \bar{x})(x_i - \bar{x})^T$ is sample covariance, and $F_{p,n-p}$ denotes the F distribution with degrees of freedom $p$ and $n - p$.

The simultaneous confidence intervals for each component of $\mu$ at the significant level of $100(1 - \alpha)$% are given by:

$$\bar{x}_i \pm \frac{p(n - 1)}{(n - p)^2} F_{p,n-p}(\alpha)s_{ii}$$

where $\bar{x}_i$ is the $i$th entry of $\bar{x}$, $s_{ii}$ is the $i$th diagonal entry of $S$, and $F_{p,n-p}(\alpha)$ is the upper $\alpha$th quantile of $F_{p,n-p}$.

The classic Hotelling’s test has several optimality properties including the robustness to moderate departures from normality (e.g. Mardia 1975; Kariya 1981; Dembo & Shao 2006). More recent works on Hotelling’s test (e.g. Willems et al. 2002; Van Aelst & Willems 2013) seek to improve its robustness to outliers by replacing the naive location and covariance estimators (i.e. $\bar{x}$ and $S$) with their robust counterparts.

We justify our model by checking if $(M_i, R_i, F_i)$ is close to the mean of the posterior samples $(\{M^{ob}_i, R^{ob}_i, F^{ob}_i\})_{i=1}^{S}$, where $S$ is the number of posterior samples. To address the problem that only the measurements of $(M_i, R_i, F_i)$ with uncertainties are available, we perform the test using following steps:

### Table 1

| Comp. ID | Weight | Mean | S.D. |
|----------|--------|------|------|
| $\rho$   | $\beta^F_1$ | $\gamma^F_1$ | $\sigma^F_1$ |
| 1        | 0.36±0.07 | 2.00±0.16 | 0.94±0.08 |
| 2        | 0.64±0.03 | 2.91±0.04 | 0.39±0.04 |

### Table 2

| Comp. ID | Weight | Mean | S.D. |
|----------|--------|------|------|
| $\kappa^F_k$ | $\alpha^F_k$ | $\beta^F_k$ | $\sigma^F_k$ |
| 1        | 0.10±0.02 | 0.29±0.01 | 0.15±0.02 |
| 2        | 0.24±0.05 | 0.07±0.01 | 0.12±0.01 |
| 3        | 0.66±0.05 | 0.85±0.03 | 0.19±0.01 |
Figure 3. (a): Posterior distribution of knot points $B_1$ and $B_2$. (b), (c) and (d): The posterior means and the 68% credible intervals (CI) of $\sigma_M$, power law constant $\gamma$ and index $\nu$ in terms of $\bar{R}$ (logarithmic scale). (e) and (f): The posterior mean and the 68% credible interval of $\mu^R$ in terms of $F$ and $R$ (linear scale) respectively.
(i) Define the 1σ “observed” hypercube:

\[ O_i = (M_{i}^{ob} \pm \sigma_{i}^{M,ob}, R_{i}^{ob} \pm \sigma_{i}^{Rob}, F_{i}^{ob} \pm \sigma_{i}^{F,ob}) \]  

(ii) Compute the simultaneous 68% confidence intervals of the mean of \((M_{i}^{s}, R_{i}^{s}, F_{i}^{s})\) for each sample, which is also represented by a hypercube

\[ C_i = ((M_i^l, M_i^u), (R_i^l, R_i^u), (F_i^l, F_i^u)) \]  

where the superscripts l and u denotes the lower and upper bounds respectively.

(iii) Check if \(O_i\) and \(C_i\) intersect.

The motivation of the first step is that the true values should be close to the observed ones, such that \((M_i, R_i, F_i)\) resides within \(O_i\) with a high probability. The second step adopts the robust Hotelling test developed by Willems et al. (2002) and implemented in the R package rrcov.

The preceding procedure is repeated for each of the 319 planets in our sample. The result shows that \(C_i\) is fully contained in \(O_i\) for 310 planets, indicating that the posterior distribution of \((M_i, R_i, F_i)\) concentrates closely around the true values for the majority of the sample planets.

There are 4 planets whose \(C_i\) do not intersect with \(O_i\), including HATS-61 b, Kepler-87 b, WASP-140 b and WTS-1 b. They can be treated as outliers with respect to our model. Among the sample planets, HATS-61 b, WTS-1 b and WASP-140 b have significantly larger mass than the others with similar radii and masses. On the other hand, the flux received by Kepler-87 b is much lower than the others with similar radii and masses.

5.2 Bayesian Studentized Residual

Residual analysis is a common tool for detecting outlying data points and validating normal assumption on the error terms in frequentist linear regression models. Let the regression model be \(Y_i = X_i^T \beta + \epsilon_i\) for \(i = 1, \ldots, n\), where \(\beta \in \mathbb{R}^p\) is the regression coefficients, \(X = (x_{1i}, \ldots, x_{ni})^T\) is the design matrix, \(\epsilon_i\) are i.i.d. error terms from \(N(0, \sigma)\). The simple additive residual is defined as \(\epsilon_i = y_i - x_i^T \beta\), where \(h_{ii}\) is the ordinary least square estimate of \(\beta\). To deal with the problem that \(\epsilon_i\) scales with the magnitude of \(y_i\), the (internally) studentized residual are given by:

\[ r_i = \frac{\epsilon_i}{s(\epsilon_i)} = \frac{\epsilon_i}{\hat{\sigma} \sqrt{1 - h_{ii}}} \]  

where \(s(\epsilon_i)\) is the estimated of the standard deviation of \(\epsilon_i\), \(\hat{\sigma}\) is the estimate of \(\sigma\) and is usually given by \(\hat{\sigma} = \sqrt{\sum_{j=1}^{n} \epsilon_j^2 / (n - p)}\) in classical linear models, and the leverage \(h_{ii}\) is the ith diagonal entry of the projection or hat matrix \(H = X(X^T X)^{-1} X^T\).

For a data set where \(n\) is much larger than \(p\), \(r_i\) approximately follows a standard normal distribution. Therefore, an observation with \(|r_i|\) larger than 3 can be treated as an outlier. And if \(|r_i|\) is not, don’t seem to arise from a normal distribution, the assumption of normality should be further investigated.

The normality assumption in many Bayesian hierarchical models often corresponds to a linear model. For example, Equation 13 and 14 can be rewritten as

\[ M_i = d + g \tilde{F}_i + h \tilde{F}_i + \tilde{R}_i + \epsilon_i \sim N(0, \frac{1}{\sqrt{c}}) \quad i = 1, \ldots, n \]  

where the region index for the coefficients are dropped for simplicity.

Therefore, given a posterior sample of model parameters \(\Theta^{(s)}\), we can calculate its studentized residual denoted by \((\hat{r}_i^{(s)}, s = 1, \ldots, S)\) following Equation 24, where \(S\) is the number of posterior samples. Then the Bayesian studentized residual \(\hat{r}_i\) is defined as the average of them.

In Figure 4, we plot the Bayesian studentized residuals for each sample planet, which shows that the majority of studentized residuals scatter between \(-3\) and \(+3\). The only potential outlying planet is the low-mass and earth-sized TRAPPIST-1f orbiting around an ultracool dwarf. Due to the lack of similar planets in the sample, our model has difficulty in characterizing its M-R-F relation.

Similar residual analysis can be applied to the observational layer (see Equation 19) that corresponds to a very simple linear model

\[ M_i^{ob} = M + \epsilon_i \sim N(0, \sigma_i^{M,ob}) \quad i = 1, \ldots, n \]  

The Bayesian studentized residuals for this layer, denoted by \((\hat{r}_i^{M,ob}, i = 1, \ldots, n)\) are plotted in Figure 5. Although the residuals are still distributed around 0, most of them have absolute values less than 0.5, implying normality assumption leads to overestimation of the observational scatter. A Q-Q plot of these residuals is also provided in Figure 6 to verify such departure from normality.

Therefore, the normality assumption may not be an appropriate choice to model the measurement error. This phenomenon has been hypothesized by other researchers but to the best of our knowledge has not been quantitatively justified as we have illustrated here. We

\[ 1 \] With the broken power law applied, there are in fact J linear models. A planet’s studentized residual is computed using the coefficients of the radius region where it belongs.
therefore explored the use of the generalized normal (GN) distribution \(^2\) (Nadarajah 2005) to model the residuals \(r_{M}^{\text{ Mob}}\) and it appears to provide a very well fit as shown in Figure 7, which indicates that the measurement errors can be modeled with a similar form. It thus remains as a part of our future work to find further evidence to support the non-normal assumption and validate it to develop more flexible models for measurement errors.

We also observe heteroskedasticity in Figure 5, i.e., there are more planets with relatively large studentized residuals in the radius regions smaller than \(5R_\oplus\) or around \(15R_\oplus\). Such pattern is in agreement with the distribution of the scaled measurement error of mass \(\sigma_{s}^{\text{ Mob}} = \sigma_{M}^{\text{ Mob}} / M^{\text{ Mob}}\). For all sample planets, the 90\% quantile of \(\sigma_{s}^{\text{ Mob}}\) is 0.207. In Figure 8, we plot a histogram of the sample planets whose \(\sigma_{s}^{\text{ Mob}}\) is larger than this quantile, which shows that the planets are clustered in the aforementioned regions. With a larger measurement error, the estimation of the true mass could be more difficult and the corresponding studentized residual would be therefore larger.

\(^2\) GN(\(\mu, \alpha, \beta\)) has the density \(p(x; \mu, \alpha, \beta) = \frac{\beta}{\alpha^{1/\beta}} \Gamma(1/\beta) e^{-(x-\mu) / \alpha} / \sigma(1/\beta),\) where \(\Gamma(\cdot)\) denotes the gamma function.

6 DISCUSSION

6.1 The Impact of Flux on the M-R Relation

In this section, we illustrate how the M-R relation depends on the flux. As shown in Equation 14, the conditional mean of \(M\) is modeled as a linear function of \(F\), and the slope \(\nu(R)\) measures how the flux impacts the M-R relation. In Figure 9, the posterior distributions of \(\nu(R)\) at different \(R\) are plotted. Since all these distributions are away from zero, the impact of the flux is thus nonignorable. Figure 3(d) summarizes the behavior of \(\nu(R)\), indicating that the impact is not uniform along the radius. Particularly, hot-Jupiters with radius around \(11R_\oplus\) exhibit the strongest dependency on the flux.

To further illustrate the effect of flux, we plot the M-R relation from our model under different levels of flux using dashed curves in Figure 10. We also refit our model on a modified data set where the sample planets all have fixed flux. Specifically, \(F^{\text{ ob}}\) is set to be \(1000F_\oplus\) that is most common in our data set (see Figure 2), and \(\sigma_{F}^{\text{ ob}}\) is set to be a small value (i.e. \(0.1F_\oplus\)). In this way, we exclude the effect of flux from our model and plot the corresponding M-R relation using the purple curve \(^3\). We also plot the M-R relations

\(^3\) We also provide another way to marginalize the flux in Appendix A.
obtained by previous works in Figure 10. The method of estimating $E(M|R)$ from the results of Chen & Kipping (2017) that attempt to model $E(\tilde{R}|\tilde{M})$ is described in Appendix B.

As shown in Figure 10, the M-R relation obtained by Ma & Ghosh (2019) almost overlaps with that from our model after excluding the effect of the flux, which is as expected since they also adopt the broken power law and have a similar sample of planets. The M-R relation from Ning et al. (2018) exhibits a similar pattern but consistently prefers lower mass possibly because they use a much smaller sample with fewer massive planets. Compared to our M-R relation that accounts for the impact of the flux, these two M-R relations tend to underestimate the mass for planets with higher flux and smaller radius ($\lesssim 13 R_\oplus$). On the other hand, for planets with lower flux, they overestimate the mass along the entire radius range.

As mentioned in Appendix B, the M-R relation obtained by Chen & Kipping (2017) can be largely changed by the upper bound of the log mass grid. Therefore, we plot two M-R relations with different upper bounds. As shown by the yellow curve, with the upper bound at $\log_{10}(3 \times 10^5 M_\oplus)$ used by Chen & Kipping (2017), the mean mass increases rapidly along the radius and becomes larger than all the others after $R = 6 R_\oplus$. It is because they use a sample including astronomical objects with mass up to 0.87 $M_\oplus$. With the continuity condition applied to the broken power law, the mean mass (especially for sub-Saturns and Jupiters) is pushed upwards by the impact of the included brown dwarfs and low-mass stars. Such impact could be mitigated with a smaller upper bound. For illustration, the blue curve denotes the M-R relation obtained with an upper bound at $\log_{10}(13 M_\oplus)$, which agrees with some other M-R relations for smaller planets, but still tends to overestimate for larger planets.

### 6.2 Predict Masses Using the M-R-F Relation

The prediction of mass of a planet is critical for radial velocity surveys. For example, the TESS mission (Ricker et al. 2014) specially designed for small planets transiting small stars has discovered 581 candidates with radius less than 4 $R_\oplus$ as of April 20th, 2020. To schedule the resource-intensive radial velocity campaign towards those potentially habitable exoplanets, the accurate mass prediction of them would be of great importance for assessing their detectability. Compared to the methods of predicting masses solely depending on the M-R relations, the use of insulation flux as an additional object could reduce the intrinsic scatter and therefore likely to yield more accurate predictions.

The prediction of masses based on our modeled M-R-F relation can be accomplished by the corresponding conditional posterior predictive distribution defined as

$$p(\tilde{M}|\tilde{R}, \tilde{F}, \mathcal{D}) = \int p(\tilde{M}|\tilde{R}, \tilde{F}, \Phi)p(\Phi|\mathcal{D})d\Phi,$$

where $p(\Phi|\mathcal{D})$ denotes the posterior distribution of the parameters in our M-R-F model. Using the posterior samples of $\Phi$, we plot the posterior 68% prediction region of mass versus the radius under two levels of flux in Figure 11 that shows higher flux could lead to the larger values of predicted mass at the same radius value.

As an example, we calculate the mass prediction of HR858 b/c/d and TOI-813 b that are all exoplanet newly confirmed by TESS. Table 3 summarizes the measured radii and fluxes of them.

| Planet Name   | $R_{\text{ob}}/R_\oplus$ | $F_{\text{ob}}/F_\oplus$ | Mass Pred./$M_\oplus$ |
|---------------|--------------------------|----------------------------|----------------------|
| HR858 b       | 2.085$^{+0.008}_{-0.004}$ | 989.7$^{+62}_{-55}$        | 8.73$^{+0.39}_{-0.34}$ |
| HR858 c       | 1.939$^{+0.069}_{-0.069}$ | 512$^{+29}_{-26}$         | 7.49$^{+0.20}_{-0.18}$ |
| HR858 d       | 2.164$^{+0.086}_{-0.083}$ | 217$^{+13}_{-12}$         | 7.98$^{+0.26}_{-0.24}$ |
| TOI-813 b     | 6.71$^{+0.38}_{-0.38}$    | 23.1$^{+4.6}_{-3.4}$      | 13.86$^{+1.05}_{-0.75}$ |

For example, Vanderburg et al. (2019), HR858 b, c and d are super-Earths orbiting around a naked-eye F-type star. Following the treatment for data preprocessing used by Chen & Kipping (2017), their mass predictions from our M-R-F model are computed and also included in Table 3. From limited observations of radial velocities, Vanderburg et al. (2019) conclude that the 95% upper limit on the masses of the three planets is around 45 $M_\oplus$ using the RadVel package (Fulton et al. 2018). For comparison, our estimates of the same quantity are about 30 $M_\oplus$, 26 $M_\oplus$ and 27 $M_\oplus$ for HR858 b, c and d respectively, which are in good agreement with their estimate.

TOI-813 b is a Neptune-like exoplanet discovered by Eissner et al. (2020). It is a transiting planet orbiting around an evolved star with a long orbital period, and is therefore of great interest for RV follow-ups. Using the M-R model developed by Chen & Kipping (2017), Eissner et al. (2020) report a mass prediction at 43$^{+9}_{-10}$ $M_\oplus$. Considering that our model also incorporates the flux and is conditioned on a more comprehensive exoplanet sample, our predicted mass at around 41$^{+12}_{-13}$ $M_\oplus$ has smaller uncertainty and could be more accurate.

### 6.3 Transition Points in Radius

Our M-R-F model identifies two transition locations in radius at around 8$R_\oplus$ and 13$R_\oplus$ that divide the radius space into Neptunes, sub-Saturns and Jupiters. These are slightly larger than those found by earlier researchers who explored only the mass-radius space (e.g. Ma & Ghosh 2019; Ning et al. 2018; Bashi et al. 2017). The masses of the planets in the first two regions both increase in radius, as the degeneracy pressure only plays a minor role in determining the radius for less massive planets (Zapolsky & Salpeter 1969). However, as shown in Figure 3(b), the intrinsic scatter of sub-Saturns is significantly higher than that of Neptunes. A possible explanation is that sub-Saturns have larger variation in the fraction of H/He envelope, and the equation of state of these light elements significantly impact the observed M-R-F relation. The second transition point could be treated as the threshold beyond which the compression due to the large mass starts to take strong effect, and significant mass loss due to high flux might occur.

### 6.4 Selection Effects

The selection effects persisting with any piratical sample of exoplanets have two major sources. The first is the non-constant detection completeness that is decided by a combination of factors including the instrument and the data processing pipeline. For example, transit surveys tend to detect planets with larger radius and higher incident flux. This issue can be partially addressed by obtaining a more homogeneous sample (e.g. Wolfgang et al. 2016; Neil & Rogers 2018, 2020). We instead don’t constrain our sample as the mixture model has better capability in handling heterogeneity. One can also corrects the detection bias by modeling the survey completeness as a function of parameters of interest (e.g. Fulton et al. 2017; Neil & Rogers 2020), which is the direction of our future work.

The ground-based follow-up observations also introduce selection bias that is much harder to deal with. Unlike the detection completeness that becomes less concerning when estimating the conditional
function in a tractable way as well as all non-detections (Burt et al. 2018; Montet 2018).

7 CONCLUSION

In this work, we present a Bayesian hierarchical finite mixture model (BFMM) to approximate the 3-dimensional joint distribution of the planetary mass, radius and flux. Conditioned on a sample of 319 exoplanets, the key findings from our models are summarized below:

- The relationship between mass and radius has a nonnegligible dependence on the flux, especially for hot-Jupiters with radius around $11\, R_\oplus$. The planets receiving higher level of flux tend to be denser, possibly because of the H/He envelope evaporation caused by stellar XUV flux. Hot-Jupiters larger than $13\, R_\oplus$ and receiving strong stellar irradiation exhibit a trend of decreasing mass with increasing radius, indicating that significant atmospheric mass loss could happen during their evolution.

- With the assumption of broken power law, we find two transition locations in radius at around $8 R_\oplus$ and $13 R_\oplus$, which are slightly larger than those found by previous works (e.g. Ma & Ghosh 2019; Ning et al. 2018; Bashi et al. 2017).

- The flux is a key ingredient for mass prediction. The M-R relation that fails to account for the flux may overestimate or underestimate the mass for planets with low or high flux, respectively.

It is to be noted that our proposed modeling framework that make use of FMM, can also be adopted to explore the impact of period distribution (e.g. $f(M|R,F)$), the follow-up strategy could bias the estimation of both joint and conditional distribution in the same manner. Meanwhile, the decision process is usually not transparent and subject to human evaluation, which makes it impractical to model the selection function quantitatively for existing catalogs. To fully address this follow-up selection bias in subsequent statistical modeling, it is critical for the follow-up groups to report their selection function in a tractable way as well as all non-detections (Burt et al. 2018; Montet 2018).
(P) on M-R relation and can possibly be extended to develop more general models that can approximate the 4-dimensional joint distribution of (Mass)-Radius-Flux-Period(P). However, such higher-dimensional extensions are admittedly non-trivial as we’d need a much larger sample of data set on M-R-F-P to accurately estimate such a 4-d distribution.

From a methodological perspective, a major contribution of this work is that we proposed two novel methods for model checking which can be used more broadly than just for exploring the validity of our proposed joint models. The robust Hotelling’s test can be used to measure the discrepancy between the model and the observed data, as well as identify outliers for further examination. And the Bayesian studentized residual analysis is a powerful tool to validate distributional assumptions in Bayesian hierarchical modeling. Finally, we also point out the possible violation of the normality assumptions for the measurement error models that are predominantly used in astronomy literature. We have suggested the use of generalized normal models which requires further more in-depth explorations in future at a more computational cost.
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and 13, generate flux, radius and mass samples \{(F_d, R_d, M_d), d = 1, \ldots, D\}, where \(D\) is the number of samples.

(ii) Use KDE and \{(R_d, M_d), d = 1, \ldots, D\} to estimate the joint distribution of mass and radius, denoted by \(\tilde{p}(R, M; \Theta)\).

(iii) For a given radius \(R\), Estimate \(E(M|R)\) with

\[
\tilde{E}(M|R; \Theta) = \sum_d \frac{\tilde{p}(M_d|R)M_d}{\sum_d \tilde{p}(M_d|R)M_d}
\]

(iv) Repeat (i) to (iii) for \(S\) sets of posterior model parameters to get \(\{\tilde{E}(M|R; \Theta^{(s)}), s = 1, \ldots, S\}\) whose average and quantiles are the posterior estimate and credible interval of \(E(M|R)\).

In Figure A1, we compare the M-R relations obtained by the two methods of removing the impact of flux. In general, they follow a similar trend but exhibit slight difference around \(10R_g\). It’s because the model parameters used for sample generation are still subject to the impact of flux, although we attempt to marginalize the flux later. In our words, the method of refitting the model with fixed flux removes the impact of flux more completely.

APPENDIX B: FROM CONDITIONAL EXPECTATION OF RADIUS TO CONDITIONAL EXPECTATION OF MASS

Different from other works included in Figure 10, Chen & Kipping (2017) model \(E(\hat{R}|M)\), and thus we cannot obtain \(E(M|R)\) directly from their results. In this section, we describe how to deal with it following their treatment for mass prediction (see Section 5.3 in Chen & Kipping (2017)).

For a given radius \(R\) (or \(\hat{R}\)), the expected mass can be estimated with the following steps:

(i) Prepare an equally partitioned grid of mass in log scale, denoted by \(\{M_g^{(q)}, q = 1, \ldots, Q\}\), where \(Q\) is the number of grid points, and \(M_g^{(Q)}\) is the upper bound of this grid.

(ii) Using a set of model parameters \(\Theta\), Estimate

\[
P(\tilde{M}_g^{(q)}|\hat{R}; \Theta) \propto P(\hat{R}|\tilde{M}_g^{(q)}; \Theta)P(\tilde{M}_g^{(q)}) \quad q = 1, \ldots, Q
\]

where \(P(\hat{R}|\tilde{M}_g; \Theta)\) is directly modeled by Chen & Kipping (2017), and \(P(M)\) is a constant as \(M\) has a uniform prior in their model.

(iii) Perform weighted sampling from the grid of mass with the above probabilities. Let \(\tilde{M}_d, d = 1, \ldots, D\) denote the sampled log

masses. Then \(E(M|R)\) can be estimated by

\[
\tilde{E}(M|R; \Theta) = \frac{1}{D} \sum_{d=1}^{D} 10^{\tilde{M}_d}
\]
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