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Abstract

We study sublinear algorithms for two fundamental graph problems, MAXCUT and correlation clustering. Our focus is on constructing core-sets as well as developing streaming algorithms for these problems. Constant space algorithms are known for dense graphs for these problems, while Ω(n) lower bounds exist (in the streaming setting) for sparse graphs.

Our goal in this paper is to bridge the gap between these extremes. Our first result is to construct core-sets of size $\tilde{O}(n^{1-\delta})$ for both the problems, on graphs with average degree $n^{\delta}$ (for any $\delta > 0$). This turns out to be optimal, under the exponential time hypothesis (ETH). Our core-set analysis is based on studying random-induced sub-problems of optimization problems. To the best of our knowledge, all the known results in our parameter range rely crucially on near-regularity assumptions. We avoid these by using a biased sampling approach, which we analyze using recent results on concentration of quadratic functions. We then show that our construction yields a 2-pass streaming (1 + $\varepsilon$)-approximation for both problems; the algorithm uses $\tilde{O}(n^{1-\delta})$ space, for graphs of average degree $n^{\delta}$.

1 Introduction

Sublinear algorithms are a powerful tool for dealing with large data problems. The range of questions that can be answered accurately using sublinear (or even polylogarithmic) space or time is enormous, and the underlying techniques of sketching, streaming, sampling and core-sets have been proven to be a rich toolkit.

When dealing with large graphs, the sublinear paradigm has yielded many powerful results. For many NP-hard problems on graphs, classic results from property testing [22, 7] imply extremely efficient sublinear approximations. In the case of dense graphs, these results (and indeed older ones of [10, 18]) provide constant time/space algorithms. More recently, graph sketching techniques have been used to obtain efficient approximation algorithms for cut problems on graphs [2, 3] in a streaming setting. These algorithms use space that is nearly linear in $n$ (the number of vertices) and are sublinear in the number of edges as long as $|E| = \omega(n)$ (this is called the “semi-streaming” setting).

By way of lower bounds, recent results have improved our understanding of the limits of sketching and streaming. In a sequence of results [24, 25, 27], it was shown that for problems like matching and MAXCUT in a streaming setting, $\Omega(n)$ space is necessary in order to obtain any approximation better than a factor 2 in one round. (Note that a factor 2 is trivial by simply counting edges.)
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Furthermore, Andoni et al. [9] showed that any sketch for all the cuts in a graph must have size $\Omega(n)$.

While these lower bounds show that $O(n)$ space is the best possible for approximating problems like MAXCUT in general, the constructions used in these bounds are quite specialized. In particular, the graphs involved are sparse, i.e., have $\Theta(n)$ edges. Meanwhile, as we mentioned above, if a graph is dense ($\Omega(n^2)$ edges), random sampling is known to give $O(1)$ space and time algorithms. The question we study in this paper is if there is a middle ground: can we get truly sublinear (i.e., $o(n)$) algorithms for natural graph problems in between (easy) dense graphs and (hard) sparse graphs?

Our main contribution is to answer this in the affirmative. As long as a graph has average degree $n^\delta$ for some $\delta > 0$, truly sub-linear space $(1+\epsilon)$ approximation algorithms are possible for problems such as MAXCUT and correlation clustering. Note that we consider the max-agreement version of correlation clustering (see Section 2). Indeed, we show that a biased sample of vertices forms a “core-set” for these problems. A core-set for an optimization problem (see [1]), is a subset of the input with the property that a solution to the subset provides an approximation to the solution on the entire input.

Our arguments rely on understanding the following fundamental question: given a graph $G$, is the induced subgraph on a random subset of vertices a core-set for problems such as MAXCUT? This question of sub-sampling and its effect on the value of an optimization problem is well studied. Results from property testing imply that a uniformly random sample of constant size suffices for many problems on dense graphs. [18, 6] generalized these results to the case of arbitrary $k$-CSPs. More recently, [12], extending a result in [16], studied the setting closest to ours. For graphs, their results imply that when the maximum and minimum degrees are both $\Theta(n^\delta)$, then a random induced subgraph with $\tilde{O}(n^{1-\delta})$ acts as a core-set for problems such as MAXCUT. Moreover, they showed that for certain lifted relaxations, subsampling does not preserve the value of the objective. Finally, using more modern techniques, [33] showed that the cut norm of a matrix (a quantity related to the MAXCUT) is preserved up to a constant under random sampling, improving on [18, 6]. While powerful, we will see that these results are not general enough for our setting. Thus we propose a new, conceptually simple technique to analyze sub-sampling, and present it in the context of MAXCUT and correlation clustering.

1.1 Our Results

As outlined above, our main result is to show that there exist core-sets of size $\tilde{O}(n^{1-\delta})$ for MAXCUT and correlation clustering for graphs with $\Omega(n^{1+\delta})$ edges (where $0 < \delta \leq 1$). This then leads to a two-pass streaming algorithm for MAXCUT and correlation clustering on such graphs, that uses $\tilde{O}(n^{1-\delta})$ space and produces a $1+\epsilon$ approximation.

This dependence of the core-set size on $\delta$ is optimal up to logarithmic factors, by a result of [17]. Specifically, [17] showed that any $(1+\epsilon)$ approximation algorithm for MAXCUT on graphs of average degree $n^\delta$ must have running time $2^{\Omega(n^{1-\delta})}$, assuming the exponential time hypothesis (ETH). Since a core-set of size $o(n^{1-\delta})$ would trivially allow such an algorithm (we can perform exhaustive search over the core-set), our construction is optimal up to a logarithmic factor, assuming ETH.

Our streaming algorithm for correlation clustering can be viewed as improving the semi-streaming (space $O(n)$) result of Ahn et al. [4], while using an additional pass over the data. Also, in the context of the lower bound of Andoni et al. [9], our result for MAXCUT can be interpreted as saying that while a sketch that approximately maintains all cuts in a graph requires an $\Omega(n)$ size, one that preserves the MAXCUT can be significantly smaller, when the graph has a polynomial average degree.
At a technical level, we analyze the effect of sampling on the value of the MAXCut and correlation clustering objectives. As outlined above, several techniques are known for such an analysis, but we give a new and conceptually simple framework that (a) allows one to analyze non-uniform sampling for the first time, and (b) gets over the assumptions of near-regularity (crucial for \[16, 12\]) and density (as in \[18, 6\]). We expect the ideas from our analysis to be applicable to other settings as well, especially ones for which the ‘linearization’ framework of \[10\] is applicable.

The formal statement of results, an outline of our techniques and a comparison with earlier works are presented in Section 4.

1.2 Related Work

MAXCut and correlation clustering are both extremely well-studied problems, and thus we will only mention the results most relevant to our work.

**Dense graphs.** A graph is said to be dense if its average degree is \(\Omega(n)\). Starting with the work of Arora et al. \[10\], many NP hard optimization problems have been shown to admit a PTAS when the instances are dense. Indeed, a small random induced subgraph is known to be a core-set for problems such as MAXCut, and indeed all \(k\)-CSPs \[22, 6, 18, 31\]. The work of \[10\] relies on an elegant linearization procedure, while \[18, 6\] give a different (and more unified) approach based on “cut approximations” of a natural tensor associated with a CSP.

**Polynomial density.** The focus of our work is on graphs that are in between sparse (constant average degree) and dense graphs. These are graphs whose density (i.e., average degree) is \(n^\delta\), for some \(0 < \delta < 1\). Fotakis et al. \[17\] extended the approach of \[10\] to this setting, and obtained \((1 + \varepsilon)\) approximation algorithms with run-time \(\tilde{O}(n^{1-\delta})\). They also showed that it was the best possible, under the exponential time hypothesis (ETH). By way of core-sets, in their celebrated work on the optimality of the Goemans-Williamson rounding, Feige and Schechtman \[16\] showed that a random sample of \(\tilde{O}(n^{1-\delta})\) is a core-set for MAXCut, if the graphs are almost regular and have an average degree \(n^\delta\). This was extended to other CSPs by \[12\]. These arguments seem to use near-regularity in a crucial way, and are based on restricting the number of possible ‘candidates’ for the maximum cut.

**Streaming algorithms and lower bounds.** In the streaming setting, there are several algorithms \[2, 29, 20, 3, 21, 28\] that produce cut or spectral sparsifiers with \(O(\frac{n}{\varepsilon^2})\) edges using \(\tilde{O}(\frac{n}{\varepsilon})\) space. Such algorithms preserves every cut within \((1 + \varepsilon)\)-factor (and therefore also preserve the max cut). Andoni et al. \[9\] showed that such a space complexity is essential; in fact, \[9\] show that any sketch for all the cuts in a graph must have bit complexity \(\Omega(\frac{n}{\varepsilon})\) (not necessarily streaming ones). However, this does not rule out the possibility of being able to find a maximum cut in much smaller space.

For MAXCut, Kapralov et al. \[26\] and independently Kogan et al. \[30\] proved that any streaming algorithm that can approximate the MAXCut value to a factor better than 2 requires \(\tilde{O}(\sqrt{n})\) space, even if the edges are presented in random order. For adversarial orders, they showed that for any \(\varepsilon > 0\), a one-pass \((1 + \varepsilon)\)-approximation to the max cut value must use \(n^{1-O(\varepsilon)}\) space. Very recently, Kapralov et al. \[27\] went further, showing that there exists an \(\varepsilon^* > 0\) such that every randomized single-pass streaming algorithm that yields a \((1 + \varepsilon^*)\)-approximation to the MAXCUT size must use \(\Omega(n)\) space.

**Correlation clustering.** Correlation clustering was formulated by Bansal et al. \[11\] and has been studied extensively. There are two common variants of the problem – maximizing agreement and minimizing disagreement. While these are equivalent for exact optimization (their sum is a constant), they look very different under an approximation lens. Maximizing agreement typically
admits constant factor approximations, but minimizing disagreement is much harder. In this paper, we focus on the maximum-agreement variant of correlation clustering and in particular we focus on \((1 + \epsilon)\)-approximations. Here, Ailon and Karnin \cite{alon2005approximation} presented an approximation scheme with sublinear query complexity (which also yields a semi-streaming algorithm) for dense instances of correlation clustering. Giotis and Guruswami \cite{giotis2005sampling} described a sampling based algorithm combined with a greedy strategy which guarantees a solution within \(\epsilon n^2\) additive error. (Their work is similar to the technique of Mathieu and Schudy \cite{mathieu2012maxcut}.) Most recently, Ahn et al. \cite{ahn2020multiplicative} gave a single-pass semi-streaming algorithm for max-agreement. For bounded weights, they provide an \((1 + \epsilon)\)-approximation streaming algorithm and for graphs with arbitrary weights, they present a \(0.766(1 - \epsilon)\)-approximation algorithm. Both algorithms require \((\epsilon n^2)\) space. The key idea in their approach was to adapt multiplicative-weight-update methods for solving the natural SDPs for correlation clustering in a streaming setting using linear sketching techniques.

2 Definitions

Definition 2.1 (MaxCut). Let \(G = (V, E, w)\) be a graph with weights \(w : E \rightarrow \mathbb{R}^+\). Let \((A, B)\) be a partition of \(V\) and let \(w(A, B)\) denote the sum of weights of edges between \(A\) and \(B\). Then \(\text{MaxCut}(G) = \max_{(A, B) \text{ partition of } V} w(A, B)\).

For ease of exposition, we will assume that the input graph for MaxCut is unweighted. Our techniques apply as long as all the weights are \(O(1)\). Also, we denote by \(\Delta\) the average degree, i.e., \(\sum_{i,j} w_{ij}/|V|\).

Moving now to correlation clustering, let \(G = (V, E, c^+, c^-)\) be a graph with edge weights \(c^+_{ij}\) and \(c^-_{ij}\) for every edge \(ij\) we have \(c^+_{ij}, c^-_{ij} \geq 0\) and only one of them is nonzero. For every edge \(ij \in E\), we define \(\eta_{ij} = c^+_{ij} - c^-_{ij}\) and for each vertex, \(d_i = \sum_{i,j \in V} |\eta_{ij}|\). We will also assume that all the weights are bounded by an absolute constant in magnitude (for simplicity, we assume it is \(1\)). We define the “average degree” \(\Delta\) (used in the statements that follow) of a correlation clustering instance to be \((\sum_i d_i)/n\).

Definition 2.2 (Max-Agree correlation clustering). Given \(G = (V, E, c^+, c^-)\) as above, consider a partition of \(V\) into clusters \(C_1, C_2, \ldots, C_k\), and let \(\chi_{ij}\) be an indicator that is \(1\) if \(i\) and \(j\) are in the same cluster and \(0\) otherwise. The Max-Agree score of this clustering is given by \(\sum_{ij} c^+_{ij} \chi_{ij} + \sum_{ij} c^-_{ij}(1 - \chi_{ij})\). The goal is to find a partition maximizing this score. The maximum value of the score over all partitions of \(V\) will be denoted by \(CC(G)\).

Note that the objective value can be simplified to \(\sum_{ij} c^+_{ij} + \eta_{ij} \chi_{ij} = C^+ + \sum_{ij} \eta_{ij} \chi_{ij}\), where \(C^+\) denotes the sum \(\sum_{ij} c^+_{ij}\).

We will also frequently use concentration bounds, which we state next.

3 Preliminaries

We will frequently appeal to Bernstein’s inequality for concentration of linear forms of random variables. For completeness, we state it here.

Theorem 3.1 (Bernstein’s inequality\cite{bernstein1937sur}). Let the random variables \(X_1, \ldots, X_n\) be independent with \(|X_i - E[X_i]| \leq b\) for each \(i \in [n]\). Let \(X = \sum_i X_i\) and let \(\sigma^2 = \sum_i \sigma_i^2\) be the variance of \(X\). Then, for any \(t > 0\),

\[
\Pr[|X - E[X]| > t] \leq \exp\left(-\frac{t^2}{2\sigma^2(1 + bt/3\sigma^2)}\right)
\]
A slightly more non-standard concentration inequality we use is from Boucheron, Massart and Lugosi [13]. It can be viewed as an exponential version of the classic Efron-Stein lemma.

**Theorem 3.2 (13).** Assume that \( Y_1, \ldots, Y_n \) are random variables, and \( Y^n_1 \) is the vector of these \( n \) random variables. Let \( Z = f(Y_1, \ldots, Y_n) \), where \( f : \chi_n \to R \) is a measurable function. Define \( Z^{(i)} = f(Y_1, \ldots, Y_{i-1}, Y_i', Y_{i+1}, \ldots, Y_n) \), where \( Y_1, \ldots, Y_n' \) denote the independent copies of \( Y_1, \ldots, Y_n \). Then, for all \( \theta > 0 \) and \( \lambda \in (0, \frac{1}{\theta}) \),

\[
\log \mathbb{E}[e^{\lambda(Z-\mathbb{E}[Z])}] \leq \frac{\lambda \theta}{1 - \lambda \theta} \log \mathbb{E}[e^{\frac{L_+}{\theta}}],
\]

where \( L_+ \) is the random variable defined as

\[
L_+ = \mathbb{E} \left[ \sum_{i=1}^{n} (Z - Z^{(i)})^2 1_{Z > Z^{(i)}} | Y^n_1 \right].
\]

4 Technical overview

We now present an outline of our main ideas. Suppose we have a graph \( G = (V, E) \). First, we define a procedure `vertex sample`. This takes as input probabilities \( p_i \) for every vertex, and produces a random weighted induced subgraph.

**Procedure vertex sample** (\( \{p_i\}_{i \in V} \)). Sample a set \( S' \) of vertices by selecting each vertex \( v_i \) with probability \( p_i \) independently. Define \( H \) to be the induced subgraph of \( G \) on the vertex set \( S' \). For \( i, j \in S' \), define \( w_{ij} = \frac{1}{p_ip_j \Delta^2} \).

Intuitively, the edge weights are chosen so that the total number of edges remains the same, in expectation. Next, we define the notion of an importance score for vertices. Let \( d_i \) denote the degree of vertex \( i \).

**Definition 4.1.** The importance score \( h_i \) of a vertex \( i \) is defined as \( h_i = \min \{ 1, \frac{\max \{d_i, \epsilon \Delta \}}{\Delta^2 \alpha \epsilon} \} \), where \( \alpha \epsilon \) is an appropriately chosen parameter (for `MaxCut`, we set it to \( \frac{\epsilon^4}{C \log n} \), and for correlation clustering, we set it to \( \frac{\epsilon^8}{C \log n} \), where \( C \) is an absolute constant).

The main result is now the following:

**Theorem 4.2 (Core-set).** Let \( G = (V, E) \) have an average degree \( \Delta \). Suppose we apply `vertex sample` with probabilities \( p_i \in [h_i, 2h_i] \) to obtain a weighted graph \( H \). Then \( H \) has \( O(\frac{\sqrt{n}}{\Delta}) \) vertices and the quantities `MaxCut`(\( H \)) and `CC`(\( H \)) are within a \((1 + \epsilon)\) factor of the corresponding quantities `MaxCut`(\( G \)) and `CC`(\( G \)), w.p. at least \( 1 - \frac{1}{n^c} \).

While the number of vertices output by the vertex sample procedure is small, we would like a core-set of small “total size”. This is ensured by the following.

**Procedure edge sample** (\( H \)). Given a weighted graph \( H \) with total edge weight \( W \), sample each edge \( e \in E(H) \) independently with probability \( p_e := \min \{ 1, \frac{8|S'|w_e}{\epsilon^8 W} \} \), to obtain a graph \( H' \). Now, assign a weight \( w_e/p_e \) to the edge \( e \) in \( H' \).

The procedure samples roughly \( |S'|/\epsilon^2 \) edges, with probability proportional to the edge weights. The graph is then re-weighted in order to preserve the total edge weight in expectation, yielding:

\[1\text{In correlation clustering, we have edge weights to start with, so the weight in } H \text{ will be } w_{ij} \cdot c'_{ij} \text{ (or } c'_{ij}) \text{.} \]
Theorem 4.3 (Sparse core-set). Let $G$ be a graph $n$ vertices and average degree $\Delta = n^{\delta}$. Let $H'$ be the graph obtained by first applying VERTEX SAMPLE and then applying EDGE SAMPLE. Then $H'$ is a $\epsilon$-core-set for MAXCUT and CC, having size $\tilde{O}(n/\Delta) = \tilde{O}(n^{1-\delta})$.

We then show how to implement the above procedures in a streaming setting. This gives:

Theorem 4.4 (Streaming algorithm). Let $G$ be a graph on $n$ vertices and average degree $\Delta = n^{\delta}$, whose edges arrive in a streaming fashion in adversarial order. There is a two-pass streaming algorithm with space complexity $\tilde{O}(n/\Delta) = \tilde{O}(n^{1-\delta})$ for computing a $(1+\epsilon)$-approximation to MAXCUT($G$) and CC($G$).

Of these, Theorem 4.2 is technically the most challenging. Theorem 4.3 follows via standard edge sampling methods akin to those in [2] (which show that w.h.p., every cut size is preserved). It is presented in Section 7 for completeness. The streaming algorithm, and a proof of Theorem 4.4, are presented in Section 8. In the following section, we give an outline of the proof of Theorem 4.2.

4.1 Proof of the sampling result (theorem 4.2): an outline

In this outline we will restrict ourselves to the case of MAXCUT as it illustrates our main ideas. Let $G$ be a graph as in the statement of the theorem, and let $H$ be the output of the procedure VERTEX SAMPLE.

Showing that $\text{MAXCUT}(H)$ is at least $\text{MAXCUT}(G)$ up to an $\epsilon n \Delta$ additive term is easy. We simply look at the projection of the maximum cut in $G$ to $H$ (see, for instance, [16]). Thus, the challenge is to show that a sub-sample cannot have a significantly larger cut, w.h.p. The natural approach of showing that every cut in $G$ is preserved does not work as $2^n$ cuts is too many for the purposes of a union bound.

There are two known ways to overcome this. The first approach is the one used in [22, 16] and [12]. These works essentially show that in a graph of average degree $\Delta$, we need to consider only roughly $2^{n/\Delta}$ cuts for the union bound. If all the degrees are roughly $\Delta$, then one can show that all these cuts are indeed preserved, w.h.p. There are two limitations of this argument. First, for non-regular graphs, the variance (roughly $\sum_i p_i d_i^2$, where $p_i$ is the sampling probability) can be large, and we cannot take a union bound over $\exp(n/\Delta)$ cuts. Second, the argument is combinatorial, and it seems difficult to generalize this to analyze non-uniform sampling.

The second approach is via cut decompositions, developed in [18, 6]. Here, the adjacency matrix $A$ is decomposed into poly($1/\epsilon$) rank-1 matrices, plus a matrix that has a small cut norm. It turns out that solving many quadratic optimization problems (including MAXCUT) on $A$ is equivalent (up to an additive $\epsilon n \Delta$) to solving them over the sum of rank-1 terms (call this $A'$). Now, the adjacency matrix of $H$ is an induced square sub-matrix of $A$, and since we care only about $A'$ (which has a simple structure), [6] could show that $\text{MAXCUT}(H) \leq \text{MAXCUT}(G) + \epsilon n^2$, w.h.p. To the best of our knowledge, such a result is not known in the “polynomial density” regime (though the cut decomposition still exists).

Our technique. We consider a new approach. While inspired by ideas from the works above, it also allows us to reason about non-uniform sampling in the polynomial density regime. Our starting point is the result of Arora et al. [10], which gives a method to estimate the MAXCUT using a collection of linear programs (which are, in turn, derived using a sample of size $n/\Delta$). Now, by a double sampling trick (which is also used in the approaches above), it turns out that showing a sharp concentration bound for the value of an induced sub-program of an LP as above, implies Theorem 4.2. As it goes via a linear programming and not a combinatorial argument, analyzing non-uniform sampling turns out to be quite direct. Let us now elaborate on this high level plan.
Induced sub-programs. First, we point out that an analysis of induced sub-programs is also an essential idea in the work of [6]. The main difference is that in their setting, only the variables are sub-sampled (and the number of constraints remains the same). In our LPs, the constraints correspond to the vertices, and thus there are fewer constraints in the sampled LP. This makes it harder to control the value of the objective. At a technical level, while a duality-based argument using Chernoff bounds for linear forms suffices in the setting of [6], we need the more recent machinery on concentration of quadratic functions.

We start by discussing the estimation technique of [10].

Estimation with Linear Programs. The rough idea is to start with the natural quadratic program for MaxCut: $\max \sum_{(i,j) \in E} x_i(1 - x_j)$, subject to $x_i \in \{0,1\}$. This is then “linearized” using a seed set of vertices sampled from $G$. We refer to Section 5 for details. For now, Est($G$) is a procedure that takes a graph $G$ and a set of probabilities $\{\gamma_i\}_{i \in V(G)}$, samples a seed set using $\gamma$, and produces an estimate of MaxCut ($G$).

Now, suppose we have a graph $G$ and a sample $H$. We can imagine running Est($G$) and Est($H$) to obtain good estimates of the respective MaxCut values. But now suppose that in both cases, we could use precisely the same seed set. Then, it turns out that the LPs used in Est($H$) would be ‘induced’ sub-programs (in a sense we will detail in Section 6) of those used in Est($H$), and thus proving Theorem 4.2 reduces to showing a sufficiently strong concentration inequality for sub-programs.

The key step above was the ability to use same seed set in the Est procedures. This can be formalized as follows.

Double sampling. Consider the following two strategies for sampling a pair of subsets $(S, S')$ of a universe $[n]$ (here, $q_v \leq p_v$ for all $v$):

- Strategy A: choose $S' \subseteq [n]$, by including every $v$ w.p. $p_v$, independently; then for $v \in S'$, include them in $S$ w.p. $q_v/p_v$, independently.

- Strategy B: pick $S \subseteq [n]$, by including every $v$ w.p. $q_v$; then iterate over $[n]$ once again, placing $v \in S'$ with a probability equal to 1 if $v \in S$, and $p_v$ if $v \notin S$.

Lemma 4.5. Suppose $p_v^* = p_v(1 - q_v/p_v)/(1 - p_v)$. Then the distribution on pairs $(S, S')$ obtained by strategies A and B are identical.

The proof is by a direct calculation, which we state it here.

Proof. Let us examine strategy A. It is clear that the distribution over $S$ is precisely the same as the one obtained by strategy B, since in both the cases, every $v$ is included in $S$ independently of the other $v$, with probability precisely $q_v$. Now, to understand the joint distribution $(S, S')$, we need to consider the conditional distribution of $S'$ given $S$. Firstly, note that in both strategies, $S \subseteq S'$, i.e., $\Pr[v \in S'|v \in S] = 1$. Next, we can write $\Pr_{\text{strategy A}}[v \in S'|v \notin S]$ as

$$\frac{\Pr_{\text{strategy A}}[v \in S' \land v \notin S]}{\Pr_{\text{strategy A}}[v \notin S]} = \frac{p_v(1 - q_v/p_v)}{1 - p_v}.$$

Noting that $\Pr_{\text{strategy B}}[v \in S'|v \notin S] = p_v^*$ (by definition) concludes the proof. \hfill \square

This is a valid formulation, because for every $x_i \neq x_j$ that is an edge contributes 1 to the objective, and $x_i = x_j$ contribute 0.
Proof of Theorem 4.2. To show the theorem, we use \( p_v \) as in the statement of the theorem, and set \( q \) to be the uniform distribution \( q_v = \frac{16 \log n}{\varepsilon^2 n} \). The proof now proceeds as follows. Let \( S' \) be a set sampled using the probabilities \( p_v \). These form the vertex set of \( H \). Now, the procedure \( \text{Est} \) on \( H \) (with sampling probabilities \( q_v/p_v \)) samples the set \( S \) (as in strategy A). By the guarantee of the estimation procedure (Corollary 5.1.2), we have \( \text{MaxCut}(H) \approx \text{Est}(H) \), w.h.p. Next, consider the procedure \( \text{Est} \) on \( G \) with sampling probabilities \( q_v \). Again, by the guarantee of the estimation procedure (Corollary 5.1.1), we have \( \text{MaxCut}(G) \approx \text{Est}(G) \), w.h.p.

Now, we wish to show that \( \text{Est}(G) \approx \text{Est}(H) \). By the equivalence of the sampling strategies, we can now take the strategy B view above. This allows us to assume that the value of a random induced sub-program of an LP, as mentioned earlier. The details of this step are technically the most involved, and are presented in Section 6. This completes the proof of the theorem. (Note that the statement also includes a bound on the number of vertices of \( H \). This follows immediately from the choice of \( p_v \).

5 Estimation via linear programming

We now present the estimation procedure \( \text{Est} \) used in our proof. It is an extension of [10] to the case of weighted graphs and non-uniform sampling probabilities.

Let \( H = (V, E, w) \) be a weighted, undirected graph with edge weights \( w_{ij} \), and let \( \gamma : V \to [0,1] \) denote sampling probabilities. The starting point is the quadratic program for \( \text{MaxCut} \):

\[
\text{max } \sum_{ij \in E} w_{ij} x_i (1 - x_j), \quad \text{subject to } x_i \in \{0,1\}.
\]

The objective can be re-written as \( \sum_{i \in V} x_i (d_i - \sum_{j \in \Gamma(i)} w_{ij} x_j) \), where \( d_i \) is the weighted degree, \( \sum_{j \in \Gamma(i)} w_{ij} \). The key idea now is to “guess” the value of \( \rho_i := \sum_{j \in \Gamma(i)} w_{ij} x_j \), by using a seed set of vertices. Given a guess, the idea is to solve the following linear program, which we denote by \( LP_p(V) \).

\[
\begin{align*}
\text{maximize} & \quad \sum_i x_i (d_i - \rho_i) - s_i - t_i \\
\text{subject to} & \quad \rho_i - t_i \leq \sum_{j \in \Gamma(i)} w_{ij} x_j \leq \rho_i + s_i \\
& \quad 0 \leq x_i \leq 1, \quad s_i, t_i \geq 0.
\end{align*}
\]

The variables are \( x_i, s_i, t_i \). Note that if we fix the \( x_i \), the optimal \( s_i, t_i \) will satisfy \( s_i + t_i = |\rho_i - \sum_{j \in \Gamma(i)} w_{ij} x_j| \). Also, note that if we have a perfect guess for \( \rho_i \)’s (coming from the \( \text{MaxCut} \)), the objective can be made \( \geq \text{MaxCut}(H) \).

Estimation procedure. The procedure \( \text{Est} \) is the following: first sample a set \( S \subseteq V \) where each \( i \in V \) is included w.p. \( \gamma_i \) independently. For every partition \((A, S \setminus A)\) of \( S \), set \( \rho_i = \sum_{j \in \Gamma(i) \cap A} \frac{w_{ij}}{\gamma_j} \), and solve \( LP_p(V) \) (in what follows, we denote this LP by \( LP_{A,S \setminus A}(V) \), as this makes the partition and the sampling probabilities clear). Return the maximum of the objective values.

Our result here is a sufficient condition for having \( \text{Est}(H) \approx \text{MaxCut}(H) \).

Theorem 5.1. Let \( H \) be a weighted graph on \( n \) vertices, with edge weights \( w_{ij} \) that add up to \( W \). Suppose the sampling probabilities \( \gamma_i \) satisfy the condition
\[
w_{ij} \leq \frac{W \varepsilon^2}{8 \log n} \frac{\gamma_i \gamma_j}{\sum_u \gamma_u} \quad \text{for all } i,j.
\]

Then, we have \( \text{Est}(H, \gamma) \in \text{MaxCut}(H) \pm \varepsilon W \), with probability at least \( 1 - 1/n^2 \) (where the probability is over the random choice of \( S \)).
The proof of the Theorem consists of claims showing the upper and lower bound separately.

Claim 1. The estimate is not too small. i.e., w.h.p. over the choice of S, there exists a cut \((A, S \setminus A)\) of \(S\) such that \(LP_{A,S \setminus A}(H) \geq \text{MaxCut}(H) - \varepsilon W\).

Claim 2. The estimate is not much larger than an optimal cut. Formally, for any feasible solution to the LP (and indeed any values \(\rho_i\)), there is a cut in \(H\) of value at least the LP objective.

Proof of Claim 1. Let \((A_H, V \setminus A_H)\) be the max cut in the full graph \(H\). Now consider a sample \(S\), and let \((A, S \setminus A)\) be its projection onto \(S\). For any vertex \(i\), recall that \(\rho_i = \sum_{j \in \Gamma(i) \cap A_H} \frac{w_{ij}}{\gamma_j} = \sum_{j \in \Gamma(i) \cap A_H} Y_j \frac{w_{ij}}{\gamma_j}\), where \(Y_j\) is the indicator for \(j \in S\). Thus

\[
\mathbb{E}[\rho_i] = \sum_{j \in \Gamma(i) \cap A_H} \gamma_j \frac{w_{ij}}{\gamma_j} = \sum_{j \in \Gamma(i) \cap A_H} w_{ij}.
\]

We will use Bernstein’s inequality to bound the deviation in \(\rho_i\) from its mean. To this end, note that the variance can be bounded as

\[
\text{Var}[\rho_i] = \sum_{j \in \Gamma(i) \cap A_H} \gamma_j (1 - \gamma_j) \frac{w_{ij}^2}{\gamma_j^2} \leq \sum_{j \in \Gamma(i)} (1 - \gamma_j) \frac{w_{ij}^2}{\gamma_j}.
\]

In what follows, let us write \(d_i = \sum_{j \in \Gamma(i)} w_{ij}\) and \(f_i = \frac{W_{ij}}{\sum_{u} \gamma_u}\). Then, for every \(j\), our assumption on the \(w_{ij}\) implies that \(\frac{w_{ij}}{\gamma_j} \leq \frac{\varepsilon^2 d_i f_i}{8 \log n}\). Thus, summing over \(j\), we can bound the variance by \(\frac{\varepsilon^2 d_i f_i}{8 \log n}\).

Now, using Bernstein’s inequality (Theorem 3.1),

\[
\Pr[|\rho_i - \mathbb{E}[\rho_i]| > t] \leq \exp \left( -\frac{t^2}{\frac{\varepsilon^2 d_i f_i}{4 \log n} + \frac{2t}{3 \frac{\varepsilon^2 d_i f_i}{8 \log n}}} \right). \tag{2}
\]

Setting \(t = \varepsilon(d_i + f_i)\), and simplifying, we have that the probability above is \(< \exp(-4 \log n) = \frac{1}{n^4}\). Thus, we can take a union bound over all \(i \in V\), and conclude that w.p. \(\geq 1 - \frac{1}{n^4}\),

\[
|\rho_i - \sum_{j \in \Gamma(i) \cap A_H} w_{ij}| \leq \varepsilon(d_i + f_i) \quad \text{for all } i \in V. \tag{3}
\]

For any \(S\) that satisfies the above, consider the solution \(x\) that sets \(x_i = 1\) for \(i \in A_H\) and 0 otherwise. We can choose \(s_i + t_i = |\rho_i - \sum_{j \in \Gamma(i)} w_{ij} x_j| \leq \varepsilon(d_i + f_i)\), by the above reasoning (eq. (3)). Thus the LP objective can be lower bounded as

\[
\sum_{i} x_i(d_i - \rho_i) - \varepsilon(d_i + f_i) \geq \sum_{i} x_i(d_i - \sum_{j \in \Gamma(i)} w_{ij} x_j) - 2\varepsilon(d_i + f_i).
\]

This is precisely \(\text{MaxCut}(G) - 2\varepsilon \sum_i (d_i + f_i) \geq \text{MaxCut}(G) - 4\varepsilon W\). This completes the proof of the claim.

Proof of Claim 2. Suppose we have a feasible solution \(x\) to the LP, of objective value \(\sum_i x_i(d_i - \rho_i) - \sum_i |\rho_i - \sum_{j \in \Gamma(i)} w_{ij} x_j|\), and we wish to move to a cut of at least this value. To this end, define the quadratic form

\[
Q(x) := \sum_{i} x_i(d_i - \sum_{j \in \Gamma(i)} w_{ij} x_j).
\]
The first observation is that for any \( x \in [0,1]^n \), and any real numbers \( \rho_i \), we have

\[
Q(x) \geq \sum_{i} x_i(d_i - \rho_i) - \sum_{i} |\rho_i - \sum_{j \in \Gamma(i)} w_{ij}x_j|.
\]

This is true simply because \( Q(x) = \sum_{i} x_i(d_i - \rho_i) + x_i(\rho_i - \sum_{j \in \Gamma(i)} w_{ij}x_j) \), and the fact that the second term is at least \(-|\rho_i - \sum_{j \in \Gamma(i)} w_{ij}x_j|\), as \( x_i \in [0,1] \).

Next, note that the maximum of the form \( Q(x) \) over \( [0,1]^n \) has to occur at a boundary point, since for any fixing of variables other than a given \( x_i \), the form reduces to a linear function of \( x_i \), which attains maximum at one of the boundaries. Using this observation repeatedly lets us conclude that there is a \( y \in \{0,1\}^n \) such that \( Q(y) \geq Q(x) \). Since any such \( y \) corresponds to a cut, and \( Q(y) \) corresponds to the cut value, the claim follows.

Finally, to show Theorem 4.2 (as outlined in Section 4.1), we need to apply Theorem 5.1 with specific values for \( \gamma \) and \( w_{ij} \). Here we state two related corollaries to Theorem 5.1 that imply good estimates for the MaxCut.

**Corollary 5.1.1.** Let \( H \) in the framework be the original graph \( G \), and let \( \gamma_i = \frac{16\log n}{\varepsilon^2 \Delta} \) for all \( i \). Then the condition \( w_{ij} \leq \frac{\varepsilon^2}{8 \log n} \cdot \frac{W_{1/\gamma_i}}{\sum_{u} \gamma_u} \) holds for all \( i, j \), and therefore \( \text{EST}(G, \gamma) \in \text{MaxCut}(G) \pm \varepsilon W \), w.p. \( \geq 1 - n^{-2} \).

The proof is immediate (with a slack of 2), as \( w_{ij} = 1 \), \( W = n \Delta \), and all \( \gamma_u \) are equal.

**Corollary 5.1.2.** Let \( H \) be the weighted sampled graph obtained from vertex sample, and let \( \gamma_i = \frac{16\log n}{\varepsilon^2 \Delta} \frac{1}{p_i} \). Then the condition \( \square \) holds w.p. \( \geq 1 - n^{-3} \), and therefore \( \text{EST}(H, \gamma) \in \text{MaxCut}(H) \pm \varepsilon W \), w.p. \( \geq 1 - n^{-2} \).

**Proof.** In this case, we have \( w_{ij} = \frac{1}{p_ip_j \Delta^2} \). Thus, simplifying the condition, we need to show that

\[
\frac{1}{p_ip_j \Delta^2} \leq \frac{2W}{p_ip_j \Delta} \cdot \frac{1}{\sum_{u \in H} \frac{1}{p_u}}.
\]

Now, for \( H \) sampled via probabilities \( p_i \), we have (in expectation) \( W = \frac{n}{\Delta} \), and \( \sum_{u \in H} \frac{1}{p_u} = n \). A straightforward application of Bernstein’s inequality yields that \( W \geq \frac{n}{\Delta} \) and \( \sum_{u \in H} \frac{1}{p_u} \leq 2n \), w.p. at least \( 1 - n^{-3} \). This completes the proof.

## 6 Random induced linear programs

We will now show that the \( \text{EST} \) on \( H \) has approximately the same value as the estimate on \( G \) (with appropriate \( \gamma \) values). First, note that \( \text{EST}(G) \) is \( \max_{A \subseteq S} LP_{A,S \setminus A}^\gamma(G) \), where \( \gamma_i = q_i \). To write the LP, we need the constants \( p_i \), defined by the partition \((A, S \setminus A)\) as \( p_i := \sum_{j \in \Gamma(i) \cap A} \frac{1}{q_j} \). For the graph \( H \), the estimation procedure uses an identical program, but the sampling probabilities are now \( \alpha_i := q_i/p_i \), and the estimates \( \rho \), which we now denote by \( \overline{\rho}_i \), are defined by \( \overline{\rho}_i := \sum_{j \in \Gamma(i) \cap A} \frac{p_i w_{ij}}{q_j} \). Also, by the way we defined \( w_{ij}, \overline{\rho}_i = \frac{p_i \Delta^2}{\overline{\rho}_i} \). The degrees are now \( d_i := \sum_{j \in \Gamma(i) \cap S'} w_{ij} = \sum_{j \in \Gamma(i) \cap S'} \frac{1}{p_ip_j \Delta^2} \).

The two LPs are shown in Figure [11].

Our aim in this section is to show the following:

---

4 We note that the proof in [10] used randomized rounding to conclude this claim, but this argument is simpler; also, later papers such as [17] used such arguments for derandomization.
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Then, with probability $\geq 1 - \frac{1}{n}$, we will use later. Next, we write down the dual of the induced program, which clearly feasible, and thus we only need to compare the solution costs. The dual objective values are represented by the vector $\tilde{z}$.

**Theorem 6.1.** Let $G$ be an input graph, and let $(S, S')$ be sampled as described in Section 4.1. Then, with probability $\geq 1 - \frac{1}{n}$, we have

$$\max_{A \subseteq S} LP^\gamma_{A,S \setminus A}(G) \geq \Delta^2 \cdot \max_{A \subseteq S} LP^\alpha_{A,S \setminus A}(H) - \varepsilon n \Delta.$$  

**Proof outline.** To prove the theorem, the idea is to take the “strategy B” viewpoint of sampling $(S, S')$, i.e., fix $S$, and sample $S'$ using the probabilities $p^*$. Then, we only need to understand the behavior of an “induced sub-program” sampled with the probabilities $p^*$. This is done by considering the duals of the LPs, and constructing a feasible solution to the induced dual whose cost is not much larger than the dual of the full program, w.h.p. This implies the result, by linear programming duality.

Let us thus start by understanding the dual of $LP^\gamma_{A,S \setminus A}(G)$ given $A$, shown in Figure 2a. We note that for any given $z$, the optimal choice of $u_i$ is $\max\{0, d_i - \rho_i - \sum_{j \in \Gamma(i)} z_j\}$; thus we can think of the dual solution as being the vector $z$. The optimal $u_i$ may thus be bounded by $2d_i$, a fact that we will use later. Next, we write down the dual of the induced program, $LP^\alpha_{A,S \setminus A}(H)$, as shown in Figure 2b.

**Figure 2:** The two LPs.

**The dual of $LP^\gamma_{A,S \setminus A}(G)$**

minimize $\sum_{i \in G} u_i + \rho_i z_i$ s.t.

$$u_i + \sum_{j \in \Gamma(i)} z_j \geq d_i - \rho_i \quad \forall i \in V$$

$$u_i \geq 0, \quad -1 \leq z_i \leq 1 \quad \forall i \in V$$

(a) The dual of $LP^\gamma_{A,S \setminus A}(G)$

**The dual of the induced program $LP^\alpha_{A,S \setminus A}(H)$**

minimize $\sum_{i \in S'} [\tilde{u}_i + \tilde{\rho}_i \tilde{z}_i]$ s.t.

$$\tilde{u}_i + \sum_{j \in \Gamma(i) \cap S'} w_{ij} \tilde{z}_j \geq \tilde{d}_i - \tilde{\rho}_i \quad \forall i \in S'$$

$$\tilde{u}_i \geq 0, \quad -1 \leq \tilde{z}_i \leq 1 \quad \forall i \in S'.$$

(b) The dual of the induced program $LP^\alpha_{A,S \setminus A}(H)$.

Following the outline above, we will construct a feasible solution to LP (2b), whose cost is close to the optimal dual solution to LP (2a). The construction we consider is very simple: if $z$ is the optimal dual solution to (2a), we set $\tilde{z}_i = z_i$ for $i \in S'$ as the candidate solution to (2b). This is clearly feasible, and thus we only need to compare the solution costs. The dual objective values

$$\max_{i \in S'} \tilde{u}_i + \sum_{j \in \Gamma(i) \cap S'} w_{ij} \tilde{z}_j \geq \tilde{d}_i - \tilde{\rho}_i \quad \forall i \in S'$$

Figure 2b.
are as follows

\[ \text{Dual}_G = \sum_{i \in V} \rho_i z_i + \max \{ 0, \ d_i - \rho_i - \sum_{j \in \Gamma(i)} z_j \} \]  \hspace{1cm} (4)

\[ \text{Dual}_H \leq \sum_{i \in S'} \tilde{\rho}_i z_i + \max \{ 0, \ \tilde{d}_i - \tilde{\rho}_i - \sum_{j \in \Gamma(i) \cap S'} w_{ij} z_j \} \]  \hspace{1cm} (5)

Note that there is a \( i \leq \text{in (5)}, \) as \( \tilde{z}_i = z_i \) is simply one feasible solution to the dual (which is a minimization program). Next, our goal is to prove that w.p. at least 1

\[ \max_{A \subseteq S} \text{Dual}_H \leq \frac{1}{\Delta^2} \cdot \max_{A \subseteq S} \text{Dual}_G + \frac{\varepsilon n}{\Delta}. \]

Note that here, the probability is over the choice of \( S' \) given \( S \) (as we are taking view-B of the sampling). The first step in proving the above is to move to a slight variant of the quantity \( \text{Dual}_H \), which is motivated by the fact that \( \Pr[Y_i = 1] \) is not quite \( p_i \), but \( p_i^* \) (as we have conditioned on \( S \)). Let us define \( \tilde{\rho}_i^* := \frac{\rho_i}{p_i \Delta^2} \) (recall that \( \tilde{\rho}_i \) is \( \frac{\rho_i}{p_i \Delta^2} \)), and \( w_{ij}^* := \frac{1}{p_i p_j \Delta^2} \). So also, let \( d_i^* := \sum_{j \in \Gamma(i)} Y_j w_{ij}^* \). Then, define

\[ \text{Dual}_H^* := \sum_{i \in S'} \tilde{\rho}_i^* z_i + \max \{ 0, \ \tilde{d}_i^* - \tilde{\rho}_i^* - \sum_{j \in \Gamma(i) \cap S'} w_{ij}^* z_j \}. \]  \hspace{1cm} (6)

A straightforward lemma, which we use here, is the following. Here we bound the difference between the “corrected” dual we used to analyze, and the value we need for the main theorem. Specifically, we bound \( |\text{Dual}_H - \text{Dual}_H^*| \leq \frac{\varepsilon n}{2 \Delta} \).

**Lemma 6.2.** Let \( (S, S') \) be sampled as in Section 4.1. Then w.p. at least \( 1 - \frac{1}{n^4} \), we have that for all \( z \in [-1,1]^n \) and for all partitions \( (A, S \setminus A) \) of \( S' \),

\[ |\text{Dual}_H - \text{Dual}_H^*| \leq \frac{\varepsilon n}{2 \Delta}. \]

**Proof.** To prove the lemma, it suffices to prove that w.p. \( \geq 1 - \frac{1}{n^4} \),

\[ \sum_i Y_i |\tilde{\rho}_i - \tilde{\rho}_i^*| + \sum_i \sum_{j \in \Gamma(i)} Y_j |w_{ij} - w_{ij}^*| \leq \frac{\varepsilon n}{2 \Delta}. \]  \hspace{1cm} (7)

This is simply by using the fact that \( z_i \) are always in \([-1,1]\). Before showing this, we introduce some notation and make some simple observations. First, denote by \( Y \) the indicator vector for \( S' \) and by \( X \) the indicator for \( S \).

**Observation 6.3.** With probability \( \geq 1 - \frac{1}{n^4} \) over the choice of \((S, S')\), we have:

1. For all \( i \in V \), \( \sum_{j \in \Gamma(i)} \frac{X_i}{q_j} \leq 2(d_i + \varepsilon \Delta) \).

2. For all \( i \in V \), \( \sum_{j \in \Gamma(i), j \not\in S} \frac{Y_i}{p_j} \leq 2(d_i + \varepsilon \Delta) \).

3. \( \sum_i \frac{X_i (d_i + \varepsilon \Delta)}{\rho_i} \leq 2 \varepsilon^2 n \Delta \).

4. \( \sum_{i \in S} \frac{Y_i (d_i + \varepsilon \Delta)}{p_i^*} \leq 2 n \Delta \).

\(^4\)Note that the partition defines the \( \rho_i \).
All the inequalities are simple consequences of Bernstein’s inequality (and our choice of parameters \( p_i, p_i^*, q_i \)), and we thus skip the proofs. Next, note that as an immediate consequence of part-1, we have
\[ p_i \leq 2(d_i + \varepsilon \Delta), \quad \text{for all partitions } (A, S \setminus A) \text{ of } S. \tag{8} \]
Also, note that from the definitions of the quantities (and the fact \( q_i/p_i \leq \varepsilon^2 \)), we have
\[ \forall i \notin S, \quad \left| \frac{1}{p_i} - \frac{1}{p_i^*} \right| \leq \frac{\varepsilon^2}{p_i^*} \tag{9} \]

Now, we are ready to show (17). The first term can be bounded as follows:
\[ \sum_i Y_i |\tilde{p}_i - \tilde{p}_i^*| = \sum_i \frac{Y_i p_i}{\Delta^2} \left| \frac{1}{p_i} - \frac{1}{p_i^*} \right| = \sum_{i \in S} \frac{p_i}{\Delta^2} \left| \frac{1}{p_i} - 1 \right| + \sum_{j \notin S} \frac{Y_j p_j}{\Delta^2} \left| \frac{1}{p_j} - 1 \right|. \tag{10} \]

Using (8) and part-3 of the observation, the first term can be bounded by \( O(\varepsilon^2 n/\Delta) \). For the second term, using (10) together with part-4 of the observation gives a bound of \( O(\varepsilon^2 n/\Delta) \). Thus the RHS above is at most \( \frac{\varepsilon n}{16\Delta} \), as we may assume \( \varepsilon \) is small enough.

Now, consider the second term in (17). When \( i \notin S \) and \( j \notin S \), we have \( |w_{ij} - w_{ij}^*| \) being “small”.

We can easily bound by \( 2\varepsilon^2 w_{ij}^* \), using
\[ \left| \frac{1}{p_i p_j} - \frac{1}{p_i^* p_j^*} \right| \leq \left| \frac{1}{p_i p_j} - \frac{1}{p_i^* p_j} \right| + \left| \frac{1}{p_i^* p_j} - \frac{1}{p_i^* p_j^*} \right| \leq \frac{\varepsilon^2}{p_i p_j} + \frac{\varepsilon^2}{p_i^* p_j^*} \leq \frac{2\varepsilon^2}{p_i^* p_j^*}. \]

In the last steps, we used (10) and the fact that \( p_i^* \leq p_i \) for \( i \notin S \).

For \( i \in S \) or \( j \in S \), we can simply bound \( |w_{ij} - w_{ij}^*| \) by \( 2w_{ij} \). Thus we can bound the second term in (17) as
\[ 4 \sum_{i \in S} \frac{1}{p_i \Delta^2} \sum_{j \in \Gamma(i) \cap S} \frac{Y_j}{p_j} + \sum_{i \notin S} \frac{1}{p_i \Delta^2} \sum_{j \notin S} \frac{Y_j}{p_j} \leq 4\alpha \varepsilon \sum_{i \in S} \frac{1}{p_i \Delta^2} \leq 4\alpha \varepsilon (d_i + \varepsilon \Delta). \]

Let us thus consider the second term. Again using part 2 along with \( p_j \geq p_j^* \) for \( j \notin S \), we have bound the inner sum by \( 2\varepsilon^2 (d_i + \varepsilon \Delta) \). Then we can appeal to part-4 of the observation to obtain the final claim.

This ends up bounding the second term of (17), thus completing the proof of the lemma. 

Our dual goal is to show the following:

**Lemma 6.4.** Let \( S \) satisfy the conditions (a) \( |S| \leq \frac{20\log n}{\varepsilon^2 \Delta} \), and (b) for all \( i \in V \), \( \sum_{j \in \Gamma(i) \cap S} \frac{1}{p_j} \leq 2(d_i + \varepsilon \Delta) \). Then, w.p. \( \geq 1 - \frac{1}{n^2} \) over the choice of \( S' \) given \( S \), we have
\[ \max_{A \subseteq S} Dual_H^* \leq \frac{1}{\Delta} \cdot \max_{A \subseteq S} Dual_G^* + \frac{\varepsilon^2 n}{2\Delta}. \]

The condition (b) on \( S \) is a technical one that lets us bound \( p_i \) in the proofs.

Given Lemma 6.2 and 6.4, it is easy to prove the Theorem 6.1 as follows:
Proof of Theorem 6.1 The conditions we assumed on $S$ in Lemma 6.4 hold w.p. at least $1 - \frac{1}{n^3}$ (via a simple application of Bernstein’s inequality). Thus the conclusion of the lemma holds w.p. at least $1 - \frac{2}{n^2}$. Combining this with Lemma 6.2, we have that $\max_A \text{Dual}_H \leq \frac{1}{\sqrt{n}} \max_A \text{Dual}_G + \frac{\varepsilon n}{n}$ w.p. at least $1 - \frac{3}{n^3}$. The theorem then follows via LP duality.

It thus suffices to prove Lemma 6.4. The main step is to show a concentration bound on a quadratic function that is not quite a quadratic form. This turns out to be quite technical, and we discuss it in the following sections.

6.1 Proof of Lemma 6.4

Let $Y_i = 1_{i \in S'}$. For convenience, let us denote the max{} terms in equations (1) and (6) by $u_i$ and $\tilde{u}_i$, respectively. Now,

$$\text{Dual}_H^* - \frac{1}{\Delta^2} \text{Dual}_G = \sum_i \left( Y_i \tilde{\rho}_i z_i - \frac{1}{\Delta^2} \cdot \rho_i z_i \right) + \left( Y_i \tilde{u}_i - \frac{1}{\Delta^2} \cdot u_i \right).$$

We view the RHS as two summations (shown by the parentheses), and bound them separately.

The first is relatively easy. Recall that by definition, $\tilde{\rho}_i = \frac{\rho_i}{p_i \Delta}$. Thus the first term is equal to $\sum_i \frac{\rho_i^2}{(p_i \Delta^2)} (Y_i - p_i^*)$. The expectation of this quantity is 0. We will apply Bernstein’s inequality to bound its magnitude. For this, note that the variance is at most (using $|z_i| \leq 1$)

$$\sum_i \frac{\rho_i^2}{(p_i \Delta^2)^2} p_i^* (1 - p_i^*) \leq \sum_i \frac{4(d_i + \varepsilon \Delta)^2 (1 - p_i^*)}{p_i^* \Delta^4}.
$$

The condition on $S$ gives the bound on $p_i$ that was used above. Next, we note that unless $p_i^* = 1$, we have $p_i^* \geq \frac{(d_i + \varepsilon \Delta)}{\alpha \varepsilon \Delta^2}$. Thus the variance is bounded by $\sum_i \frac{4 \alpha \varepsilon \Delta^2}{\alpha \varepsilon \Delta^2} \leq \frac{8 \alpha \varepsilon n}{\Delta}$. Next,

$$\max_i \left| \frac{\rho_i z_i}{p_i^* \Delta^2} \right| \leq \frac{2 (d_i + \varepsilon \Delta)}{p_i^* \Delta^2} \leq 2 \alpha \varepsilon.
$$

(Again, this is because we can ignore terms with $p_i^* = 1$, and for the rest, we have a lower bound.)

Thus, by Bernstein’s inequality,

$$\Pr\left( \sum_i \frac{\rho_i z_i}{p_i^* \Delta^2} (Y_i - p_i^*) \geq t \right) \leq \exp\left( -\frac{t^2}{16 \alpha \varepsilon n^2} + 2t \alpha \varepsilon \right).$$

Setting $t = \varepsilon n/4 \Delta$, the bound simplifies to $\exp(- \frac{\varepsilon^2 n^2}{16 \alpha \varepsilon n})$, for a constant $C$. Thus, by our choice of $\alpha$ and our size bound on $|S|$, this is $< \exp(-|S|)/n^4$.

The second term of (11) requires most of the work. We start with the trick (which turns out to be important) of splitting it into two terms by adding a “hybrid” term, as follows:

$$\sum_i Y_i \tilde{u}_i - \frac{1}{\Delta^2} \cdot u_i = \sum_i \left( Y_i \tilde{u}_i - Y_i \frac{u_i}{p_i^* \Delta^2} \right) + \sum_i \left( Y_i \frac{u_i}{p_i^* \Delta^2} - \frac{1}{\Delta^2} \cdot u_i \right).
$$

The second term will again be bounded using Bernstein’s inequality (in which we use our earlier observation that $u_i = O(d_i)$). This gives an upper bound of $\varepsilon n/8 \Delta$, with probability $1 - \exp(-|S|)/n^4$. We omit the easy details.
Let us focus on the first term. We now use the simple observation that \( \max\{0, A\} - \max\{0, B\} \leq |A - B| \), to bound it by

\[
\sum_i Y_i \left| d_i^* - \rho_i^* - \sum_{j \in \Gamma(i) \cap S'} w_{ij}^* z_j \right| - \frac{1}{p_i^* \Delta^2} (d_i - \rho_i - \sum j z_j).
\]

By the definition of \( \rho_i^* \), it cancels out. Now, writing \( c_j = 1 - z_j \) (which now \( \in [0, 2] \)) and using the definition of \( d_i^* \), we can bound the above by

\[
\sum_i Y_i \left| \sum_{j \in \Gamma(i)} Y_j w_{ij}^* c_j - \frac{1}{p_i^* \Delta^2} c_j \right| = \sum_i Y_i \left| \sum_{j \in \Gamma(i)} w_{ij}^* c_j (Y_j - p_j^*) \right| \quad \text{(using } w_{ij}^* = \frac{1}{p_i^* p_j^* \Delta^2})
\]

Showing a concentration bound for such a quadratic function will be subject of the rest of the section. Let us define

\[
f(Y) := f(Y_1, \ldots, Y_n) := \sum_i Y_i \left| \sum_{j \in \Gamma(i)} w_{ij}^* (Y_j - p_j^*) \right|.
\]

We wish to show that \( \Pr[f > \frac{\alpha}{n^6}] \leq \exp(-|S'|) \). Unfortunately, this is not true – there are counter-examples (in which the neighborhoods of vertices have significant overlaps) for which it is not possible to obtain a tail bound better than \( \exp(-n/\Delta^2) \), roughly speaking. To remedy this, we resort to a trick developed in \cite{22,16}. The key idea is to condition on the event that vertices have a small weighted degree into the set \( S' \), and obtain a stronger tail bound.

“Good” conditioning. We say that a choice of \( Y \)'s is good if for all \( i \in V \), we have

\[
\sum_{j \in \Gamma(i)} w_{ij}^* Y_j \leq \frac{\varepsilon \Delta + 2d_i}{p_i^* \Delta^2}.
\]

The first lemma is the following.

**Lemma 6.5.** Let \( H \) be the weighted graph on \( S' \) obtained by our algorithm. For any vertex \( i \in V \), we have

\[
\Pr\left[ \sum_{j \in \Gamma(i)} w_{ij}^* Y_j > \frac{\varepsilon \Delta + 2d_i}{p_i^* \Delta^2} \right] < \frac{1}{n^6}.
\]

**Proof.** Fix some \( i \in V \), and consider \( \sum_{j \in \Gamma(i)} w_{ij}^* Y_j = \frac{1}{p_i^* \Delta^2} \left( \sum_{j \in \Gamma(i)} \frac{Y_j}{p_j^*} \right) \). The term in the parenthesis has expectation precisely \( d_i \). Thus, applying Bernstein using \( \max_j \frac{1}{p_j^*} \leq \frac{\alpha \Delta}{\varepsilon} \), together with \( \sum_{j \in \Gamma(i)} \frac{p_j^*(1-p_j^*)}{(p_j^*)^2} \leq d_i \max_j \frac{1}{p_j^*} \), we have

\[
\Pr\left[ \sum_{j \in \Gamma(i) \cap V_H} \frac{Y_j}{p_j^*} > d_i + t \right] \leq \exp\left( -\frac{\varepsilon t^2}{(d_i + t) \alpha \Delta} \right).
\]

By setting \( t = (d_i + \varepsilon \Delta) \), the RHS above can be bounded by

\[
\exp\left( -\frac{\varepsilon (d_i + \varepsilon \Delta)^2}{(2d_i + \varepsilon \Delta) \alpha \Delta} \right) \leq \exp\left( -\frac{\varepsilon^2}{2\alpha \varepsilon} \right) < \frac{1}{n^6}.
\]

This completes the proof, using our choice of \( \alpha \).
Conditioning on the $Y$ being good, we show the following concentration theorem.

**Theorem 6.6.** Let $Y_i$’s be independent random variables, that are $1$ w.p. $p_i^*$ and $0$ otherwise, and let $f(Y)$ be defined as in (12). Then we have

$$\Pr[f(Y) \geq \frac{\varepsilon n}{8\Delta} \mid Y \text{ is good}] \leq \frac{1}{n^5} \cdot e^{-20n \log n/\varepsilon^2}.$$ 

We observe that the theorem implies Lemma 6.4. This is because by the Theorem and the preceeding discussions, $\Pr[\text{Dual}_H^* - \text{Dual}_C \leq \varepsilon n/\Delta \mid Y \text{ good}] \geq 1 - \frac{\exp(-|S|)}{n^5}$ for any $A \subseteq S$. Thus by union bound over $A$, $\Pr[\max_A \text{Dual}_H^* - \max_A \text{Dual}_C \leq \varepsilon n/\Delta \mid Y \text{ good}] \geq 1 - \frac{1}{n^5}$. Since the probability of the good event is at least $1 - \frac{1}{n^5}$ (by Lemma 6.5), the desired conclusion follows.

### 6.2 Concentration bound for quadratic functions

To conclude our proof, it suffices to show Theorem 6.6. To bound the quadratic function $f$, we bound the moment generating function (MGF), $E[e^{\lambda f} \mid \text{good}]$. This is done via a decoupling argument, a standard tool for dealing with quadratic functions. While decoupling is immediate for ‘standard’ quadratic forms, the proof also works for our $f$ (which has additional absolute values). The rest of the proof has the following outline.

**Proof outline.** The main challenge is the computation of the MGF under conditioning (which introduces dependencies among the $Y_i$, albeit mild ones). The decoupling allows us to partition vertices into two sets, and only consider edges that go across the sets. We then show that it suffices to bound the MGF under a “weakened” notion of conditioning (a property we call $\delta$-good). Under this condition, all the vertices in one of the sets of the partition become independent, thus allowing a bound on the moment — in terms of quantities that depend on the variables on the other set of the partition. Finally, we appeal to a strong concentration bound of Boucheron et al. [13] to obtain an overall bound, completing the proof.

We now expand the proof outline above.

**Decoupling.** Consider independent Bernoulli random variables $\delta_i$ that take values $0$ and $1$ w.p. $1/2$ each, and consider the function

$$f_\delta := \sum_i \delta_i Y_i \sum_{j \in \Gamma(i)} (1 - \delta_j)w_{ij}^* c_j(Y_j - p_j^*)$$

Using the fact that $E[|g(x)|] \geq |E[g(x)]|$ for any function $g$, and defining $E_\delta$ as the expectation with respect to the $\delta_i$’s, we have

$$E_\delta f_\delta = E_\delta \sum_i \delta_i Y_i \sum_{j \in \Gamma(i)} (1 - \delta_j)w_{ij}^* c_j(Y_j - p_j^*) = \sum_i \frac{1}{2} Y_i E_\delta |\sum_{j \in \Gamma(i)} (1 - \delta_j)w_{ij}^* c_j(Y_j - p_j^*)|

\geq \sum_i \frac{1}{2} Y_i E_\delta |(1 - \delta_j)w_{ij}^* c_j(Y_j - p_j^*)|$$

$$= \sum_i \frac{1}{4} Y_i E_\delta |w_{ij}^* c_j(Y_j - p_j^*)| = \frac{1}{4} f$$

We used the fact that $i$ never appears in the summation term involving $Y_i$ to obtain the first equality. Next, using Jensen’s inequality, we have:

$$E_Y[e^{\lambda f} \mid \text{good}] \leq E_Y[e^{4\lambda E_\delta f_\delta} \mid \text{good}] \leq E_{Y,\delta}[e^{4\lambda f_\delta} \mid \text{good}]$$
where $\mathbb{E}_{Y,\delta}$ means the expectation with respect to both random variables $Y$ and $\delta$. Now, the interpretation of $f_\delta$ is simply the following. Consider the partitioning $(V^+, V^-)$ of $V$ defined by $V^+ = \{i \in [n] : \delta_i = 1\}$ and $V^- = \{i \in [n] : \delta_i = 0\}$, then

$$f_\delta = \sum_{i \in V^+} Y_i \sum_{j \in \Gamma(i) \cap V^-} w_{ij} c_j(Y_j - p_j^*) \big|.$$

For convenience, define $R_i = \sum_{j \in \Gamma(i) \cap V^-} w_{ij} c_j(Y_j - p_j^*)$, for $i \in V^+$. Thus we can write $f_\delta = \sum_{i \in V^+} Y_i R_i$. The condition that $Y$ is good now gives us a bound on $R_i$. For any $c_j$ (it is important to note that the good condition does not involve the constants $c_j$, as those depend on the LP solution; all we know is that $0 \leq c_j \leq 2$), we have

$$R_i \leq \sum_{j \in \Gamma(i) \cap V^-} 2w_{ij}(Y_j + p_j^*) \leq \frac{2(\epsilon \Delta + 2d_i)}{p_i^* \Delta^2} + \frac{2d_i}{p_i^* \Delta^2} \leq \frac{2 \epsilon \Delta + 6d_i}{p_i^* \Delta^2}.$$

Now, the quantity we wish to bound can be written as

$$\mathbb{E}[e^{\lambda f} | \text{good}] \leq \mathbb{E}_{Y,\delta} [e^{\lambda f_\delta} | \text{good}] \leq \mathbb{E}_{\delta} \mathbb{E}_{Y^-} \mathbb{E}_{V^+} [e^{\lambda \sum_{i \in V^+} Y_i R_i} | \text{good}]. \quad (13)$$

The key advantage that decoupling gives us is that we can now integrate over $Y_i \in V^+$, i.e., evaluate the innermost expectation, for any given choice of $\{Y_i : i \in V^-\}$ (which define the $R_i$). The problem with doing this in our case is that the good condition introduces dependencies on the $Y_i$, for $i \in V^+$.

Fortunately, weakening conditioning does not hurt much in computing expectations. This is captured by the following simple lemma.

**Lemma 6.7.** Let $\Omega$ be a space with a probability measure $\mu$. Let $Q_1$ and $Q_2$ be any two events such that $Q_1 \subset Q_2$, and let $Z : \Omega \mapsto \mathbb{R}^+$ be a non-negative random variable. Then,

$$\mathbb{E}[Z|Q_1] \leq \frac{\mathbb{E}[Z|Q_2]}{\mathbb{P}[Q_1]}.$$

*Proof.* Let $\Omega_1$ (resp. $\Omega_2$) be the subset of $\Omega$ in which $Q_1$ (resp. $Q_2$) is satisfied. By hypothesis, $\Omega_1 \subseteq \Omega_2$. Now by the definition of conditional expectation, and the non-negativity of $Z$, we have

$$\mathbb{E}[X|Q_1] = \frac{1}{\mu(Q_1)} \int_{x \in \Omega_1} Z(x) \mu(x) dx \leq \frac{1}{\mu(Q_1)} \int_{x \in \Omega_2} Z(x) \mu(x) dx = \frac{\mu(Q_2)}{\mu(Q_1)} \mathbb{E}[Z|Q_2].$$

Since $\mu(Q_2) \leq 1$, the conclusion follows. \hfill \Box

**Weaker good property.** The next crucial notion we define is a property “$\delta$-good”. Given a $\delta \in \{0,1\}^n$ (and corresponding partition $(V^+, V^-)$), a set of random variables $Y$ is said to be $\delta$-good if for all $i \in V^+$, we have

$$\sum_{j \in \Gamma(i) \cap V^-} w_{ij} Y_j \leq \frac{\epsilon \Delta + 2d_i}{p_i^* \Delta^2}. \quad (14)$$

We make two observations. First, the good property implies the $\delta$-good property, for any choice of $\delta$. Second, and more crucial to our proof, conditioning on $\delta$-good does not introduce any
dependencies on the variables \( \{Y_i : i \in V^+\} \). Now, continuing from [13], and using the fact that the good condition holds with probability \( > 1/2 \), we have

\[
\text{E} \sum \text{E} \sum e^{4\lambda \sum_{i \in V^+} Y_i R_i} | \text{good} \leq \text{E} \sum \text{E} \sum 2e^{4\lambda \sum_{i \in V^+} Y_i R_i} | \delta \text{-good}.
\]

Now for any 0/1 choices for variables \( Y^- \), the \( R_i \)'s get fixed for every \( i \in V^+ \), and we can bound \( \text{E}_{Y^+} [e^{4\lambda \sum_{i \in V^+} Y_i R_i} | R_i] \) easily.

**Lemma 6.8.** Let \( Y_i \) be independent random 0/1 variables taking value 1 w.p. \( p_i^* \), and let \( R_i \) be given, for \( i \in V^+ \). Suppose \( \lambda > 0 \) satisfies \( |\lambda R_i| \leq 1 \) for all \( i \). Then

\[
\text{E}_{Y^+} [e^{\lambda \sum_{i \in V^+} Y_i R_i}] \leq e^{e^{\lambda\sum_{i \in V^+} Y_i R_i} + \lambda^2 p_i^* R_i^2}.
\]

**Proof.** Since the lemma only deals with \( i \in V^+ \), we drop the subscript for the summations and expectations. One simple fact we use is that for a random variable \( Z \) with \( |Z| \leq 1 \),

\[
\text{E}[e^Z] \leq \text{E}[1 + Z + Z^2] \leq e^{\text{E}[Z] + \text{E}[Z^2]}.
\]

Using this, and the independence of \( Y_i \), together with \( Y_i^2 = Y_i \),

\[
\text{E}[e^{\lambda \sum Y_i R_i}] = \prod \text{E}[e^{\lambda Y_i R_i}] \leq \prod e^{\lambda \text{E}[Y_i R_i] + \lambda \epsilon R_i^2}.
\]

As \( \text{E}[Y_i] = p_i^* \), this completes the proof of the lemma. \( \square \)

Using the lemma, replacing \( \lambda \) with \( 4\lambda \) yields the following

\[
\text{E} \sum e^{4\lambda \sum_{i \in V^+} Y_i R_i} | \delta \text{-good} \leq \text{E} \sum 2e^{4\lambda \sum_{i \in V^+} Y_i R_i + 16\lambda^2 p_i^* R_i^2} | \delta \text{-good}.
\]

The second term in the summation is already small enough. I.e., using (14)

\[
\sum_{i \in V^+} \lambda^2 p_i^* R_i^2 \leq 2\lambda^2 \alpha \epsilon \sum_{i \in V^+} R_i.
\]

While the bound on \( R_i \) can be used to bound the first term, it turns out that this is not good enough. We thus need a more involved argument. Thus the focus is now to bound

\[
\text{E} \sum e^{\lambda g(Y)} | \delta \text{-good} \text{, where } g(Y) := \sum_{i \in V^+} p_i^* \left| \sum_{j \in \Gamma(i) \cap V^-} w_{ij} c_j (Y_j - p_j^*) \right|.
\]

**Outline: concentration bound for \( g \).** To deduce a concentration bound for \( g \), we first remove the conditioning (again appealing to Lemma 6.7). This then gives us independence for the \( Y_j \), for \( j \in V^- \). We can then appeal to the fact that changing a \( Y_j \) only changes \( g \) by a small amount, to argue concentration. However, the standard “bounded differences” concentration bound ([13], Theorem ...) will not suffice for our purpose, and we need more sophisticated results ([3] (restated as Theorem 3.2)).

To use the same notation as the theorem, define \( Z = g(Y) \), where we only consider \( Y_r, r \in V^- \). Now, for any such \( r \), consider \( Z - Z^{(r)} \). Since \( Z^{(r)} \) is obtained by replacing \( Y_r \) by an independent \( Y_r' \) and re-computing \( g \), we can see that the only terms \( i \) which could possibly be affected are \( i \in \Gamma(r) \cap V^+ \). Further, we can bound the difference \( |Z - Z^{(r)}| \) by

\[
|Z - Z^{(r)}| \leq |Y_r - Y_r'| \sum_{i \in \Gamma(r) \cap V^+} 2p_i^* w_{ir}^*.
\]
where we have used $|c_r| \leq 2$. The summation can be bounded by $\frac{4d_y p_r^*}{p_r^* \Delta^2}$. Denote this quantity by $\theta_r$. Then, to use the theorem, we need

$$\mathbb{E}_{Y_r}[|Z - Z^{(r)}|^2 \leq |Y_r - Y_{r'}|^2 \theta_r^2 \leq |Y_r - Y_{r'}|^2 \leq Y_r \theta_r^2 + p_r^* \theta_r^2.$$  

We used the fact that $|Y_r - Y_{r'}| \in \{0, 1\}$. Now applying Theorem 3.2 by setting $\theta = \frac{1}{2\Delta}$, we have:

$$\mathbb{E}_{V^-}[e^{\lambda(g - E[g])}] \leq \mathbb{E}_{V^-}[e^{\lambda^2 \sum_{r \in V^-} Y_r \theta_r^2 + p_r^* \theta_r^2}]$$

Once again, since $\lambda \theta_r$ will turn out to be $< 1$, we can use the bound $\mathbb{E}[e^{\lambda Y_r \theta_r^2 / 2}] \leq e^{\lambda^2 \theta_r^2 / 2}$, and conclude that

$$\mathbb{E}_{V^-}[e^{\lambda(g - E[g])}] \leq e^{2\lambda^2 \sum_{r \in V^-} p_r \theta_r^2} \leq e^{4\lambda^2 \alpha \Delta / \Delta^3}.$$  

The last inequality is due to a reasoning similar to earlier.

We are nearly done. The only step that remains for proving Theorem 6.6 is to obtain a bound on $\mathbb{E}[g]$. For this, we need to bound, for any $i$, the term

$$\mathbb{E}[|R_i|] = \mathbb{E}[\sum_{j \in \Gamma(i) \cap V^-} w_{ij}^*(Y_j - p_j^*)].$$

By Cauchy-Schwartz and the fact that $Y_j$ are independent, we have

$$\mathbb{E}[|R_i|^2] \leq \mathbb{E}[R_i^2] = \sum_{j \in \Gamma(i) \cap V^-} (w_{ij}^*)^2 c_j p_j^*(1 - p_j^*) \leq \frac{1}{(p_i^*)^2 \Delta^4} \sum_{j \in \Gamma(i)} \frac{1 - p_j^*}{p_j^*} \leq \frac{\alpha \Delta}{\Delta^3 \epsilon \alpha}.$$  

We have used the fact that $(1 - p_j^*)/p_j^* \leq \alpha \Delta / \Delta^3$. Thus we have

$$\mathbb{E}[\sum_{i \in V^+} p_i^* |R_i|] \leq \left(\frac{\alpha \Delta}{\Delta^3 \epsilon \alpha}\right)^{1/2} \sum_i d_i^{1/2} \leq \left(\frac{\alpha \Delta}{\Delta^3 \epsilon \alpha}\right)^{1/2} n \Delta^{1/2} \leq \frac{n (\alpha \Delta)}{\Delta \epsilon \alpha}^{1/2}.$$  

From our choice of $\alpha \epsilon$, this is $< \frac{1}{4} \cdot \frac{e n}{\Delta}$.

Putting everything together, we get that the desired moment

$$\leq \exp \left(\frac{\epsilon n}{4\Delta} + \lambda^2 \alpha \frac{n}{\Delta}\right).$$

To complete the bound, we end up setting $\lambda = \frac{\epsilon}{\alpha \epsilon}$. For this value of $\lambda$, we must ensure that

$$\frac{\epsilon}{\alpha \epsilon} \frac{(d_r + \Delta \epsilon)}{p_r^* \Delta^2} \leq 1,$$

which is indeed true.

### 7 Sparse Core-set for Max-Cut

In Theorem 4.2, we have shown that there is a core-set (i.e., a smaller weighted graph with the same MAXCUT value) with a small number of vertices. We now show that the number of edges can also be made small (roughly $n/\Delta$). This will prove Theorem 4.3.

We start with a lemma about sampling edges in graphs with edge weights $\leq 1$. (We note that essentially the same lemma is used in several works on sparsifiers for cuts.)
Lemma 7.1. Consider the weighted graph $H$ resulted from vertex sample, defined on set of vertices $S'$ in which $w_{ij} < 1$. If we apply edge sample on $H$, then the resulted graph $H'$ have

$$\text{MaxCut}(H') \pm (1 + \epsilon)\text{MaxCut}(H)$$

with probability at least $1 - \frac{1}{n^2}$.

Let us first see that the lemma gives us Theorem 4.3.

Proof of Theorem 4.3. We only need to verify the bound on the number of edges. As every edge is sampled with probability $p_{ij} = \min(1, \frac{w_{ij}}{\epsilon^2})$, and since the total edge weight is normalized to be $|S'|$, we have that the expected number of edges is $\leq \frac{|S'|}{\epsilon^2}$, and w.p. at least $1 - \frac{1}{n^2}$, this is at most $\frac{16|S'|}{\epsilon^2}$, completing the proof.

7.1 Proof of Edge Sampling

We now prove Lemma 7.1.

Proof. Recall that in edge sample algorithm we first rescale the edge weights so that they sum up to $|S'|$, and then sample each edge $ij$ in the resulted graph (also denoted $H$, as we can assume it to be a pre-processing) with probability $p_{ij} = \min(w_{ij}, \frac{8}{\epsilon^2}, 1)$ and reweigh the edges to $w'_{ij} = \frac{w_{ij}}{p_{ij}}$ to obtain the graph $H'$. Define the indicator variable $X_{ij}$ for each edge $e_{ij}$ in graph $H$, where $X_{ij} = 1$ if the corresponding edge $e_{ij}$ is selected by edge sample and $X_{ij} = 0$ otherwise.

Our goal is to show that all cuts are preserved, w.h.p. Consider any cut $(A, B)$ in $H$. Call the set of all the edges on this cut as $C_{A,B}$ and the set of in the cut on the sampled graph $H'$ as $C'_{A,B}$. Set $w(C_{A,B}) = \sum_{e_{ij} \in C_{A,B}} w_{ij}$ and $w'(C'_{A,B}) = \sum_{e_{ij} \in C'_{A,B}} w'_{ij}$. Then we have,

$$\mathbb{E}[w'(C'_{A,B})] = \mathbb{E}\left[\sum w'_{ij} X_{ij}\right] = \sum w'_{ij} \mathbb{P}(X_{ij} = 1) = \sum p_{ij} w'_{ij} = \sum w_{ij} = w(C_{A,B}).$$

We will now apply Bernstein’s inequality to bound the deviation. For this, the variance is first bounded as follows.

$$\text{Var}\left[\sum w'_{ij} X_{ij}\right] = \sum w'_{ij}^2 \text{Var}(X_{ij}) \leq \sum \frac{w_{ij}^2}{p_{ij}} (1 - p_{ij}) \leq \frac{\epsilon^2}{8} \sum w_{ij} = \frac{\epsilon^2}{8} w(C_{A,B})$$

We used the inequality that unless $p_{ij} = 1$ (in which case the term drops out), we have $w_{ij}/p_{ij} \leq \epsilon^2/8$.

By the observation on $w_{ij}/p_{ij}$ above, we can use Bernstein’s inequality 3.1 with $b = \epsilon^2/8$, to obtain

$$\mathbb{P}\left[\left|\sum w'_{ij} X_{ij} - w(C_{A,B})\right| \geq t\right] \leq \exp\left(-\frac{t^2}{\epsilon^2 w(C_{A,B}) + \frac{t^2}{8}}\right).$$

Setting $t = \epsilon W$, where $W$ is the sum of all the edge weights (which is equal to $|S'|$ after the pre-processing), the bound above simplifies to $\exp(-2|S'|)$, and thus we can take a union bound over all cuts. This completes the proof.

8 A 2-pass streaming algorithm

We now show how our main core set result can be used to design a streaming algorithm for MaxCut. The algorithm works in two passes: the first pass builds a core-set $S$ of size $O(n/\Delta)$ as prescribed by Theorem 4.2, and the second pass builds the induced weighted graph $G[S]$ and computes its max cut. This algorithm works under edge insertion/deletion.
8.1 Pass 1: Building a core set

To construct $S$, Theorem 4.2 states that each vertex must be sampled with probability $p_i$, where $p_i = h_i = \min(1, \frac{\Delta \alpha_i}{\Delta})$ is the importance score of a vertex. As the goal is to only choose a small number of vertices, we will also make sure that $p_i \leq 2h_i$. The challenge here is two-fold: we need to sample (roughly) proportional to the degree $d_i$, which can only be computed after the stream has passed, and we also need the actual value of $p_i$ (or a close enough estimate of it) in order to correctly reweight edges in the second pass.

The degree $d_i$ of a vertex $i$ is the “count” of the number of times $i$ appears in the edge stream. To sample with probability proportional to $d_i$ we will therefore make use of streaming algorithms for $\ell_1$-sampling [32, 8, 23]. We borrow some notation from [8].

**Definition 8.1.** Let $\rho > 0, f \in [1, 2]$. A $(\rho, f)$-approximator to $\tau > 0$ is a quantity $\hat{\tau}$ such that $\frac{\tau}{\rho} \leq \hat{\tau} \leq f \tau + \rho$

**Lemma 8.2 ([23] (rephrased from [8])).** Given a vector $x \in \mathbb{R}^n$ and parameters $\epsilon, \delta > 0, c > 0$ there exists an algorithm $A$ that uses space $O(\log(1/\epsilon)c^{-1} \log^2 n \log(1/\delta))$ and generates a pair $(i, v)$ from a distribution $D_x$ on $[1 \ldots n]$ such that with probability $1 - \delta$

- $D_x(i)$ is a $(\frac{1}{\epsilon^c}, 1 + \epsilon)$-approximator to $|x_i|/\|x\|_1$
- $v$ is a $(0, 1 + \epsilon)$-approximator to $x_i$

where $c$ is a fixed constant.

We will also need to maintain heavy hitters: all vertices of degree at least $\Delta^2$ (up to constants). To do this, we will make use of the standard COUNTMIN sketch [14]. For completeness, we state its properties here.

**Lemma 8.3 ([14]).** Fix parameters $k, \delta > 0$. Then given a stream of $m$ updates to a vector $x \in \mathbb{R}^n$ there is a sketch $CM$ of size $O(k \log \delta^{-1} (\log m + \log n))$ and a reconstruction procedure $f : [n] \rightarrow \mathbb{R}$ such that with probability $1 - \delta$, for any $x_i, |x_i - f(i)| \leq \|x\|_1/k$

**Outline.** We will have a collection of $r$, roughly $n/\Delta$ $\ell_1$-samplers. These samplers will together give a good estimate ($(1 + \epsilon)$-approximation) of the importance $h_i$ for all the vertices that have a small degree (which we define to be $< \alpha \Delta^2$). Then, we use the CM sketch to maintain the degrees of all the ‘high degree’ vertices, i.e., those with degrees $\geq \alpha \Delta^2$. Taken together, we obtain the desired sampling in the first pass.

**Definition 8.4.** Given two sets of pairs of numbers $S, S'$, let $S \cup \max S' = \{(x, \max_{x' \in S \cup S'} x')\}$

**Lemma 8.5.** Let $S = \{(i, v_i)\}$ be the set returned by Algorithm 1. Then

- $S$ has size $\tilde{O}\left(\frac{n}{\Delta}\right)$.
- Each $i \in [n]$ is sampled with probability $p_i$ that is $(0, 1 + \epsilon)$ approximated by $v_i$ and that $(n^{-c}, 1 + \epsilon)$-approximates $h_i$.

**Proof sketch.** Consider any vertex $i$ with $d_i \geq \Delta^2 \alpha \epsilon$. By Lemma 8.3 such a vertex will report a count of at least $f(i) = (1 - \epsilon)\Delta^2 \alpha$ and thus is guaranteed to be included in $S_h$. Its reported score $v_i = 1$ satisfies the requirement of the Lemma. Secondly, consider any vertex with degree $d_i < \epsilon \Delta$. For such a vertex, $h_i = \epsilon/\Delta \alpha \epsilon$ and thus it is included in $S_h$ with the desired probability and $v_i$.

Finally, consider a vertex $i$ with $\epsilon \Delta \leq d_i < \Delta^2 \alpha \epsilon$. The probability that none of the $\ell_1$-samplers yield $i$ is $(1 - d_i/n\Delta)^r$, and since $d_i/n\Delta \ll 1$, this can be approximated as $(1 - rd_i/n\Delta)$. Thus, the probability of seeing $i$ is $rd_i/n\Delta = d_i/\Delta^2 \alpha \epsilon$ as desired.

**Corollary 8.5.1.** For each $(i, v_i) \in S, h_i \leq v_i \leq 2h_i$.  
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Algorithm 1 Given \( n \) and average degree \( \Delta \)

Initialize \( S_l, S_m, S_h \leftarrow \emptyset \), and \( \zeta = \alpha \varepsilon \).

Sample elements from \([1 \ldots n]\) each with probability \( \epsilon / \Delta \alpha \). For each sampled \( i \) add \((i, \epsilon / \Delta \alpha \varepsilon)\) to \( S_l \).

Fix \( \zeta > 0 \). Initialize a COUNT-MIN sketch CM with size parameter \( k = n / \Delta \zeta^2 \). Let \( f \) be the associated reconstruction procedure.

Initialize \( r = O(n / \Delta \alpha \varepsilon) \) copies \( A_1 \ldots A_r \) of the algorithm \( A \) from Lemma 8.2.

for each stream update \((i, w)\) (a vertex to which current edge is incident, and weight) do

Update each \( A_j, 1 \leq j \leq r \).

Update CM.

end for

for \( j = 1 \) to \( r \) do

Sample \((i, v)\) from \( A_j \). \( S_m = S_m \cup \max \{((i, v))\} \)

end for

\( S_h = \{(i, 1) \mid f(i) \geq (1 - \zeta) \Delta^2 \alpha \varepsilon\} \)

return \( S_l \cup \max S_m \cup \max S_h \)

8.2 Pass 2: Building the induced weighted graph

The first pass produces a set \( S \) of \( \tilde{O}(n / \Delta) \) vertices together with estimates \( v_i \) for their importance score \( h_i \). If we weight each edge \( ij \) in \( G[S] \) by \( w_{ij} = 1 / v_i v_j \Delta^2 \), Theorem 4.2 along with Corollary 8.5.1 guarantee that a MAXCut in the resulting weighted graph is a good approximation of the true max cut.

Thus, knowing \( S \), constructing the re-weighted \( G[S] \) in the second pass is trivial if we had space proportional to the number of edges in \( G[S] \). Unfortunately this can be quadratic in \(|S|\), so our goal is to implement the edge sampling of Theorem 4.3 in the second pass. This is done as follows: we maintain a set of edges \( E' \). Every time we encounter an edge \( ij \) with \( i, j \in S \), we check to see if it is already in \( E' \). If not, we toss a coin and with probability \( p_{ij} = \min(1, w_{ij} \log n / \epsilon^2) \) we insert \((i, j, w_{ij} / p_{ij})\) into \( E' \). By Lemma 7.1 the size of \( E' \) is \( \tilde{O}(n / \Delta) \), and the resulting graph yields a \((1 + \epsilon)\) approximation to the MAXCut.

9 Correlation Clustering

Our argument for correlation clustering parallels the one for MAXCut. The MAX-AGREE variant of correlation clustering, while not a CSP (as the number of clusters is arbitrary), almost behaves as one.

We start with two simple observations. The first is that we can restrict the number of clusters to \( 1 / \varepsilon \), for the purposes of a \((1 + \varepsilon)\) approximation (Lemma 9.1). Next, observe that the optimum objective value is at least \( \max\{C^+, C^-\} \geq n \Delta / 2 \). This is simply because placing all the vertices in a single cluster gives a value \( C^+ \), while placing them all in different clusters gives \( C^- \). Thus, it suffices to focus on additive approximation of \( \varepsilon n \Delta \).

Lemma 9.1. Let \( C \) be the optimal clustering, and let OPT be its max-agree cost. Then there exists a clustering \( C' \) that has cost \( \geq (1 - O(\varepsilon)OPT\), and has at most \( 1 / \varepsilon \) clusters.

The lemma is folklore in the correlation clustering literature.

Proof. Let \( A_1, A_2, \ldots, A_k \) be the clusters in the optimal clustering \( C \). Now, suppose we randomly color the clusters with \( t = 1 / \varepsilon \) colors, i.e., each cluster \( A_i \) is colored with a random color in \([t]\).
We then merge all the clusters of a given color into one cluster, thus obtaining the clustering \( C' \). Clearly, \( C' \) has at most \( t \) colors.

Now, we observe that if \( u, v \in A_i \) to begin with, then \( u, v \) are still in the same cluster in \( C' \). But if \( u \in A_i \) and \( v \in A_j \), and the colors of \( A_i \) and \( A_j \) are the same, then \( u \) and \( v \) are no longer separated in \( C' \). Let us use this to see what happens to the objective. Let \( \chi_{uv} \) be an indicator for \( u, v \) being in the same cluster in the optimal clustering \( C \), and let \( \chi'_{uv} \) be a similar indicator in \( C' \). The original objective is

\[
C^- + \sum_{ij} \eta_{ij} \chi_{ij}.
\]

From the above reasoning, if \( \chi_{uv} = 1 \), then \( \chi'_{uv} = 1 \). Also, if \( \chi_{uv} = 0 \), \( \mathbb{E}[\chi'_{uv}] = 1/t \), i.e., there is a probability precisely \( 1/t = \varepsilon \) that the clusters containing \( u, v \) now get the same color. Thus, we can write the expected value of the new objective as

\[
C^- + \sum_{ij} \eta_{ij} \chi_{ij} + \varepsilon \sum_{ij} \eta_{ij}(1 - \chi_{ij}).
\]

Let us denote \( S = \sum_{ij} \eta_{ij} \chi_{ij} \) and \( S' = \sum_{ij} \eta_{ij}(1 - \chi_{ij}) \). Then by definition, we have \( S + S' = \sum_{ij} \eta_{ij} = C^+ - C^- \). Now, to show that we have a \( (1 - \varepsilon) \) approximation, we need to show that \( C^- + S + \varepsilon S' \geq (1 - \varepsilon)(C^- + S) \). This simplifies to \( C^- + S + S' \geq 0 \), or equivalently, \( C^+ \geq 0 \), which is clearly true.

This completes the proof. \( \square \)

Once we fix the number of clusters \( k \), we can write correlation clustering as a quadratic program in a natural way: for each vertex \( i \), have \( k \) variables \( x_{i\ell} \), which is supposed to indicate if \( i \) is given the label \( \ell \). We then have the constraint that \( \sum_{\ell} x_{i\ell} = 1 \) for all \( i \). The objective function then has a clean form:

\[
\sum_{i,j} \sum_{\ell=1}^{k} x_{i\ell}(1 - x_{j\ell})c_{ij}^- + x_{i\ell}x_{j\ell}c_{ij}^+ = \sum_{i,j} \sum_{\ell} x_{i\ell}c_{ij}^- + x_{i\ell}x_{j\ell}\eta_{ij} = \sum_{i,\ell} x_{i\ell}(\rho_{i\ell} + d_i^-),
\]

where \( x_{i\ell} = 1 \) iff vertex \( i \in C_{\ell} \), and \( \rho_{i\ell} = \sum_{j \in \Gamma(i)} x_{j\ell} \eta_{ij} \) and \( d_i^- = \sum_{j} c_{ij}^- \).

Note the similarity with the program for MAXCut. We will show that the framework from Section 4.1 carries over with minor changes. The details of the new Est procedure can be found in Section 9.1 (it requires one key change: we now need to consider \( k \)-partitions of the seed set in order to find \( \rho \)). The duality based proof is slightly more involved; however we can use the same rough outline. The proof is presented in Section 9.2.

### 9.1 LP Estimation Procedure for Correlation Clustering

Let \( H = (V, E, c) \) be a weighted, undirected graph with edge weights \( c_{ij}^+ \) and \( c_{ij}^- \) as before, and let \( \gamma : V \to [0, 1] \) denote sampling probabilities. We define \( \text{Est}_C(H, \gamma) \) to be the output of the following randomized algorithm: sample a set \( S \) by including each vertex \( i \) in it w.p. \( \gamma_i \) independently; next, for each partition \( (A_1, \ldots, A_k) \) of \( S \), solve the LP defined below, and output the largest objective value.
\[ LP_{A_1, \ldots, A_k}(V) \] is the following linear program. (As before, we use constants \( \rho_{i\ell} := \sum_{j \in \Gamma(i) \cap A_\ell} \frac{\eta_{ij}}{\gamma_i} \))

\[
\begin{align*}
\text{maximize} & \quad \sum_i x_{i\ell} (\rho_{i\ell} + d_i^-) - (s_{i\ell} + t_{i\ell}) \\
\text{subject to} & \quad \rho_{i\ell} - t_{i\ell} \leq \sum_{j \in \Gamma(i)} \eta_{ij} x_{j\ell} \leq \rho_{i\ell} + s_{i\ell} \quad \forall i, \ell \\
& \quad \sum_{\ell} x_{i\ell} = 1 \quad \forall i \in [n] \\
& \quad s_{i\ell}, t_{i\ell} \geq 0 \quad \forall i, \ell
\end{align*}
\]

Once again, the best choice of \( s_{i\ell}, t_{i\ell} \) for each pair \( i, \ell \) are so that \( s_{i\ell} + t_{i\ell} = |\rho_{i\ell} - \sum_{j \in \Gamma(i)} \eta_{ij} x_{j\ell}| \).

We now show a result analogous to the one earlier – that under appropriate conditions, \( \text{EST}_C \) is approximately equal to the optimal correlation clustering objective value.

**Theorem 9.2.** Let \( H \) be a weighted graph on \( n \) vertices with edge weights \( c_{ij}^+, c_{ij}^- \) that add up to \( W \). Suppose the sampling probabilities \( \gamma_i \) satisfy the condition

\[
W \varepsilon^2 \leq 8k^2 \log n \sum_u \gamma_u \quad \text{for all } i, j.
\]

Then, we have \( \text{EST}_C(H, \gamma) \in CC(H) \pm \varepsilon W \), with probability at least \( 1 - 1/n^2 \) (where the probability is over the random choice of \( S \)).

Note that the only difference is the \( k^2 \) term in (17).

**Proof.** As before, the proof follows from two complementary claims.

**Claim 1.** W.h.p. over the choice of \( S \), there exists a partitioning \((A_1, \ldots, A_k)\) of \( S \) such that \( LP_{A_1, \ldots, A_k}(H) \geq CC(H) - \varepsilon W \).

**Claim 2.** Consider any feasible solution to the LP above (for some values \( \rho_{i\ell}, s_{i\ell}, t_{i\ell} \)). There exists a partitioning in \( H \) of objective value at least the LP objective.

The proof of Claim 1 mimics the proof in the case of MAXCUT. We use Bernstein’s inequality for every \( \ell \in [k] \) with deviation being bounded by \( \varepsilon (d_i + \Delta)/k \) in each term. This is why we need an extra \( k^2 \) term in the denominator of (17). We omit the details.

**Proof of Claim 2.** Suppose we have a feasible solution \( x \) to the LP of objective value \( \sum_{i, \ell} x_{i\ell} (d_i^- + \rho_{i\ell}) - \sum_{i, \ell} |\rho_{i\ell} - \sum_{j \in \Gamma(i)} \eta_{ij} x_{j\ell}| \), and we wish to move to a partitioning of at least this value. To this end, define the quadratic form

\[
Q(x) := \sum_{i, \ell} x_{i\ell} (d_i^- + \sum_{j \in \Gamma(i)} \eta_{ij} x_{j\ell}).
\]

The first observation is that for any \( x \in [0, 1]^{nk} \), and any real numbers \( \rho_i \), we have

\[
Q(x) \geq \sum_{i, \ell} x_{i\ell} (d_i^- + \rho_{i\ell}) - \sum_{i, \ell} |\rho_{i\ell} - \sum_{j \in \Gamma(i)} \eta_{ij} x_{j\ell}|.
\]

This is true simply because \( Q(x) = \sum_{i, \ell} x_{i\ell} (d_i^- + \rho_{i\ell}) - x_{i\ell} (\rho_{i\ell} - \sum_{j \in \Gamma(i)} \eta_{ij} x_{j\ell}) \), and the fact that the second term is at least \(-|\rho_{i\ell} - \sum_{j \in \Gamma(i)} \eta_{ij} x_{j\ell}| \), as \( x_i \in [0, 1] \).

Next, note that the maximum of the form \( Q(x) \) over \([0, 1]^{nk}\) has to occur at a boundary point, since for any fixing of variables other than the \( i \)th group of variables \( x_{i1}, \ldots, x_{ik} \) for a given \( i \), the
form reduces to a linear function of $x_{i\ell}$, $1 \leq \ell \leq k$, which attains maximum at one of the boundaries when subject to the constraint $\sum_{\ell} x_{i\ell} = 1$. Using this observation repeatedly for $i \in [n]$ lets us conclude that there is a $y \in \{0,1\}^{nk}$ such that $Q(y) \geq Q(x)$. Since any such $y$ corresponds to a partitioning, and $Q(y)$ corresponds to its objective value, the claim follows. \hfill \Box

This completes the proof of Theorem 9.2. \hfill \Box

As in the case of MAXCUT, we can show that the estimation procedure can be used for estimating both in the original graph (with uniform probabilities $q_i$), and with the graph $H$, with sampling probabilities $q_i/p_i$. We thus skip stating these claims formally.

### 9.2 Induced Linear Programs for Correlation Clustering

We next need to prove that the ESTC procedures have approximately the same values on $G$ and $H$ (with appropriate $\gamma$’s). To show this, we consider a sample $(S, S')$ drawn as before, and show that

$$\max_{(A_1, \ldots, A_k):S} LP_{A_1, \ldots, A_k}^\gamma(V) \geq \Delta^2 \max_{(A_1, \ldots, A_k):S} LP_{A_1, \ldots, A_k}^\alpha(S') - \varepsilon n \Delta, \tag{18}$$

where $\gamma_i = q_i$ and $\alpha_i = q_i/p_i$. As before, we consider the duals of the two programs. This is the main place in which our correlation clustering analysis differs from the one for MAXCUT. The dual is as follows

\[
\begin{align*}
\text{minimize} & \quad \sum_i u_i + \sum_{i,\ell} \rho_{i\ell} z_{i\ell} \\
\text{subject to} & \quad u_i + \sum_{j \in \Gamma(i)} \eta_{j\ell} z_{j\ell} \geq d_i^- + \rho_{i\ell} \quad \forall i, \ell \\
& \quad -1 \leq z_{i\ell} \leq 1 \quad \forall i \in [n], \ell \in [k]
\end{align*}
\]

The difference now is that for any vector $z$, the optimal choice of $u_i$ is $\max\{d_i^- + \rho_{i\ell} - \sum_{j \in \Gamma(i)} \eta_{j\ell} z_{j\ell}\}$. This is now a maximum of $k$ terms, as opposed to the max of 0 and one other term in the case of MAXCUT. But once again, we can think of the dual solution as being the vector $z$, and we again have $u_i \leq 2d_i$. The dual of $LP_{A_1, \ldots, A_k}^\alpha(H)$ can be written down similarly.

As we did earlier, we take a solution $z$ to the dual of the LP on $G$, and use the same values (for the vertices in $S'$) as the solution to the dual on $H$. The objective values are now as follows:

\[
\begin{align*}
\text{Dual}_G &= \sum_{i,\ell} \rho_{i\ell} z_{i\ell} + \sum_i \max_{\ell} \{d_i^- + \rho_{i\ell} - \sum_{j \in \Gamma(i)} \eta_{j\ell} z_{j\ell}\} \tag{19} \\
\text{Dual}_H &\leq \sum_{i \in S', \ell} \tilde{\rho}_{i\ell} z_{i\ell} + \sum_i \max_{\ell} \{\tilde{d}_i^- + \tilde{\rho}_{i\ell} - \sum_{j \in \Gamma(i) \cap S'} w_{ij} \eta_{j\ell} z_{j\ell}\} \tag{20}
\end{align*}
\]

Here also, we have $\tilde{\rho}_{i\ell} = \frac{\rho_{i\ell}}{p_i \Delta}$. We now show that w.p. at least $1 - \frac{1}{n^4}$,

$$\max_{(A_1, \ldots, A_k):S} \text{Dual}_H \leq \frac{1}{\Delta^2} \max_{(A_1, \ldots, A_k):S} \text{Dual}_G + \frac{\varepsilon n}{\Delta}. \tag{21}$$

We can use the same trick as in the MAXCUT case, and move to $\text{Dual}_H^\ast$, in which we use $\tilde{\rho}_{i\ell}^* := \frac{\rho_{i\ell}}{p_i \Delta}$, weights $w_{ij}^*$ as before. The proof of Lemma 6.2 applies verbatim. Thus it suffices to show that w.h.p. (assuming $S$ satisfies conditions analogous to Lemma 6.4),

$$\max_{(A_1, \ldots, A_k):S} \text{Dual}_H^\ast \leq \frac{1}{\Delta^2} \max_{(A_1, \ldots, A_k):S} \text{Dual}_G^\ast + \frac{\varepsilon n}{2\Delta}. \tag{22}$$
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Consider the expression
\[
\text{Dual}_H^* - \frac{1}{\Delta^2} \text{Dual}_G = \sum_i \left( \sum_{\ell} (Y_i \tilde{p}_{\ell i} z_{\ell i} - \frac{1}{\Delta^2} \cdot \rho_{i \ell} z_{\ell i}) \right) + \left( Y_i \tilde{u}_{i}^* - \frac{1}{\Delta^2} \cdot u_i \right). \tag{22}
\]

We view this as two summations (shown by the parentheses), and bound them separately. The first is relatively easy. We observe that by definition,
\[
\bar{p}_{i \ell} = \sum_{j \in \Gamma(i) \cap C_\ell} \frac{w_{ij}^* \eta_{ij} P_j^*}{q_j} = \frac{\eta_{ij}}{p_i^*} \sum_{j \in \Gamma(i) \cap C_\ell} \frac{1}{q_i} = \frac{1}{p_i^* \Delta^2} \cdot \rho_{i \ell}.
\tag{23}
\]

This implies that we can write the first term as \(\sum_{i \ell} \frac{\rho_{i \ell} z_{\ell i}}{p_i^* \Delta^2} (Y_i - p_i^*)\). This will then be bounded via Bernstein’s inequality.

For bounding the second term, we start with the trick of splitting it into two terms by adding a “hybrid” term, as follows:
\[
\sum_i Y_i \tilde{u}_{i}^* - \frac{1}{\Delta^2} \cdot u_i = \sum_i \left( Y_i \tilde{u}_{i}^* - Y_i \frac{u_i}{p_i^* \Delta^2} \right) + \sum_i \left( Y_i - \frac{u_i}{p_i^* \Delta^2} - \frac{1}{\Delta^2} \cdot u_i \right).
\]

The second term can again be bounded using Bernstein’s inequality, using the fact that \(u_i = O(d_i)\). Let us thus consider the first term. We can appeal to the fact \(\max\{P_1, \ldots, P_k\} - \max\{Q_1, \ldots, Q_k\} \leq \sum_i |P_i - Q_i|\), to bound it by
\[
\sum_i Y_i \sum_{\ell} \left| \frac{\eta_{ij}}{p_i^*} \sum_{j \in \Gamma(i) \cap S'} w_{ij}^* \eta_{ij} z_{\ell j} - \frac{1}{p_i^* \Delta^2} (\eta_{ij} + \rho_{i \ell} - \sum_{j \in \Gamma(i)} \eta_{ij} z_{\ell j}) \right|.
\]

Using (23) and \(w_{ij}^* = \frac{1}{p_i^* \Delta^2}\) we can bound the above by
\[
\sum_i Y_i \sum_{\ell} \left| \sum_{j \in \Gamma(i): \eta_{ij} < 0} Y_j |\eta_{ij}| w_{ij}^* (1 - z_{\ell j}) \frac{|\eta_{ij}|}{p_i^* \Delta^2} c_{\ell j} \right| + \sum_i Y_i \sum_{\ell} \left| \sum_{j \in \Gamma(i): \eta_{ij} > 0} |\eta_{ij}| w_{ij}^* z_{\ell j} (Y_j - p_j^*) \right|
= \sum_i Y_i \sum_{\ell} \left| \sum_{j \in \Gamma(i): \eta_{ij} < 0} |\eta_{ij}| w_{ij}^* (1 - z_{\ell j}) (Y_j - p_j^*) \right| + \sum_i Y_i \sum_{\ell} \left| \sum_{j \in \Gamma(i): \eta_{ij} > 0} |\eta_{ij}| w_{ij}^* z_{\ell j} (Y_j - p_j^*) \right|
\]

This leads to a sum over \(\ell\) of terms of the form
\[
\sum_i \sum_{j \in \Gamma(i): \eta_{ij} \neq 0} |\eta_{ij}| w_{ij}^* (1 - z_{\ell j}) (Y_j - p_j^*) \tag{24}
\]

The nice thing now is that we can appeal (in a black-box manner, using the boundedness of \(\eta\) and \(z\)) to the concentration bound for quadratic functions in Section 6.2 with \(\varepsilon/k\) replaced by \(\varepsilon/k\), to conclude the desired concentration inequality. For this goal, we again use a similar conditioning as for MaxCut, which we state it here.

“Good” conditioning. We say that a choice of \(Y\)’s is good if for all \(i \in V\), we have
\[
\sum_{j \in \Gamma(i)} w_{ij}^* |\eta_{ij}| Y_j \leq \frac{\varepsilon \Delta + 2d_i}{p_i^* \Delta^2}
\]
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Lemma 9.3. Let $H$ be the weighted graph obtained after sampling with probabilities $p_i^*$. For any vertex $i \in V$, we have

$$\Pr \left[ \sum_{j \in \Gamma(i)} w_{ij}^* |\eta_i| Y_j > \frac{\varepsilon \Delta + 2d_i}{p_i^* \Delta^2} \right] < \frac{1}{n^4}.$$  

Proof. Fix some $i \in V$, and consider $\sum_{j \in \Gamma(i)} w_{ij}^* |\eta_i| Y_j = \frac{1}{p_i^* \Delta^2} \left( \sum_{j \in \Gamma(i)} Y_j p_j \right)$. The term in the parenthesis has expectation precisely $d_i$. Thus, applying Bernstein using $\max_j \frac{1}{p_j^*} \leq \frac{\alpha \Delta}{\varepsilon}$, together with $\sum_{j \in \Gamma(i)} \frac{Y_j p_j}{p_j^*} \leq d_i \max_j \frac{1}{p_j^*}$, we have

$$\Pr \left[ \sum_{j \in \Gamma(i) \cap V_H} \frac{|\eta_i| Y_j}{p_j^*} > d_i + t \right] \leq \exp \left( -\frac{\varepsilon t^2}{(d_i + t) \alpha \varepsilon \Delta} \right).$$

By setting $t = (d_i + \frac{\varepsilon \Delta}{k})$, the RHS above can be bounded by

$$\exp \left( -\frac{\varepsilon (d_i + \frac{\varepsilon \Delta}{k})^2}{(2d_i + \frac{\varepsilon \Delta}{k}) \alpha \varepsilon \Delta} \right) \leq \exp \left( -\frac{\varepsilon^2}{2\alpha \varepsilon} \right) < \frac{1}{n^4}.$$

This completes the proof, using our choice of $\alpha \varepsilon$. \hfill \Box

Conditioning on the $Y$ being good, we can obtain the concentration bound for the quadratic function (21).

This lets us take a union bound over all possible partitions of $S$ (of which there are at most $k^n$), to obtain (21), which then completes the proof of the main result (Theorem 4.2), for correlation clustering.
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