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Abstract
In view of the various methodological developments regarding the protection of sensitive data, especially with respect to privacy-preserving computation and federated learning, a conceptual categorization and comparison between various methods stemming from different fields is often desired. More concretely, it is important to provide guidance for the practice, which lacks an overview over suitable approaches for certain scenarios, whether it is differential privacy for interactive queries, \(k\)-anonymity methods and synthetic data generation for data publishing, or secure federated analysis for multiparty computation without sharing the data itself. Here, we provide an overview based on central criteria describing a context for privacy-preserving data handling, which allows informed decisions in view of the many alternatives. Besides guiding the practice, this categorization of concepts and methods is destined as a step towards a comprehensive ontology for anonymization. We emphasize throughout the paper that there is no panacea and that context matters.
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1 Introduction

The handling of personal and sensitive data is ubiquitous, both in research and in industry. Even though there are various methodological developments regarding the protection of sensitive data, the practice often lacks an overview as well as a guide of how to use methods and tools available for data protection. Those few existing overviews are limited and therefore scarcely used [18, 77]. Here, we provide an overview based on central criteria describing a context for privacy-preserving data handling, which allows informed decisions in view of the many alternatives.

Several questions arise for a data provider, when anonymizing data or restricting access to data is necessary or desired: What types of access do data users prefer and why? What information/data are needed in detail to answer certain research questions? What methods are available to meet data protection requirements and user needs? Is the theoretically best method feasible in terms of the manpower and the cost of implementing and maintaining it? To motivate and exemplify our discussion of methods that address these questions from an application-specific point of view, three general use cases are described, to which we will come back later.

1.1 Motivating use cases

a) A researcher in social sciences wants to use data from an education registry to predict student success based on certain characteristics of the educational institute. Her requirement is that all cell values and marginal distributions correspond to the truth. For this purpose, student exam data in the registry are aggregated before it can be accessed. This is a case we later abbreviate as cna (and also cpna, if perturbation would be allowed).

b) For analysing the differences of income distribution based on individual-level attributes, a researcher from an official statistics department requires access to scientific-use or open-data from the European Statistics on Income and Living Conditions. To avoid the cumbersome procedure of gaining permission to such data with a limited scope only, she decided...
to use synthesized data, which are openly available under the General Public Licence 2.0 and used in many scientific articles for methodological development [2]. This is a case we later abbreviate as cpo.

c) A health insurance company wants to share individual-level data with universities and hospitals for analysis purposes. To achieve this goal, it produces scientific-use files. For example, Wei et al. [86] analysed the degree of regional variation and effects of health insurance-related factors with anonymized patients claim data from the largest insurance provider in Switzerland. This is a case that we will call cpo later (and cpa & cna if aggregated data are sufficient for the research questions as well as fno & fpo if more health insurance companies want to provide data sticking to the data locality principle).

1.2 Perspectives on approaching anonymization

As both computer science and statistics are concerned with data processing, they produced several methods for protecting sensitive data prior and during data analysis. Even though there is a considerable overlap between the methods in both areas, the assumptions are usually diverging. This can be exemplified by the difference between statistical and machine learning approaches: whereas it is usual and often necessary to assume a proper probability distribution for the former field, training examples that are somehow representative for a domain are sufficient for the latter one. With respect to anonymization, differential privacy represents an approach from the computer science domain, proposed by Dwork [26]. It is an approach that does not assume any attack scenario (besides composition attacks based on the number of queries issued), as the principle is to noise the data set in such a manner that the result of the query does not depend on whether an individual record is in the data set or not. However, this is not a free lunch and has usually a price in terms of data utility, and the question of efficiency might arise.

From a traditional and more statistical perspective, a procedure for protecting sensitive data should be based on a disclosure scenario, dealing with risks and utility at the same time. A disclosure scenario depends on the instinctive motivation of an attacker, his or her type of prior knowledge, and the data available to match with. Typically, one defines key variables (quasi-identifiers) by considering external matchable data sources, e.g. public-available registers, data from social networks or mobile phones, commercial data sets on individuals, etc. The disclosure risk is the probability that an attacker can learn something new about an individual, which depends on the number and nature of quasi-identifiers in the data set, the required prediction quality, and the prior knowledge of the attacker. To define the level of accepted risk, several additional parameters must be taken into account, e.g. the IT-security, the circle of users, the distribution form of data (from open-data to highly secure environments, including federated ones), regulations for specific subject-matter areas, and the sensitivity of information.

1.3 Disclosure risk scenarios

The common identity disclosure strategy of an attacker is based on some sorts of record linkage [42], for which k-anonymity is still the basic countermeasure principle, guaranteeing that the probability of singling-out an individual is at least \( \frac{1}{k} \). Cases of inferring new information about an individual without necessarily identifying her are named attribute disclosure. This is possible due to the lack of diversity of sensitive variables, which is typically measured by or variants of \( l \)-diversity [50] or \( t \)-closeness [49]. To give a striking toy example: In a small published data set, all five men that are living in the town of Winterthur and are within the age range of 45-50 do have mental disorder. In this case, the sensitive information (the disorder) is known for each individual person having these characteristics. In opposition to the record linkage scenario, an attacker might have additional private knowledge about an individual. For example, the intruder could belong to the circle of acquaintances of a statistical unit or has obtained information by chance. The calculation of the disclosure risk must be customized to these different scenarios.

When discussing different disclosure risk scenarios and related methods, a trade-off between utility and privacy is often assumed. It might be useful to suspend this assumption for some use cases in view of recent research. For example, some artificial intelligence methods promise to enhance utility by including privacy-enhancing mechanisms as a form of regulation [1]. A generalized form of the trade-off assumption is that preserving privacy requires changes either to the original data or to the way it is analysed, and the impact in terms of utility should be assessed quantitatively as well as qualitatively, e.g. with respect to the accessibility of data.

1.4 Outline

Section 2 first reviews the literature on ontologies and categorizations for anonymization and data access methods. After that, we justify our categorization and the criteria that are used for it, which were already used via their abbreviations to label our motivating use cases. In Sect. 3, central anonymization methods are described under its most appropriate category. Classical methods as well as recent developments are covered there. Section 4 summarizes our proposed categorization and discusses the new ontology in light of other research.
2 The need for categorizing anonymization approaches

In particular, the diversity of fields that develop and use methods for anonymizing data is not conducive for gaining an overall perspective, which makes it difficult for data providers to choose the right approach. To give an example, consider use case (b) in Sect. 1.1. In principle, a high number of different methods could be applied here, but use-case specific there is only one appropriate solution. An ontology or a categorization of methods and concepts helps to find such a solution. Cunha et al. [18] formulated an ontology of methods that distinguish between structured (categorical and numerical data), semi-structured (e.g. graph data, XML), and unstructured data (e.g. textual data, multimedia data) as well as between offline and real-time anonymization. For example, they recommend to use methods for achieving $k$-anonymity [69] for categorical structured data. Templ [77] has also attempted to define an ontology of methods, but only for microdata perturbation in official statistics. Another example is given by Matsunaga et al. [53], who present several techniques and algorithms for implementing data perturbation (e.g. generalization, suppression, randomization and pseudo-anonymization) and describe a strategy on how and when to use them. However, issues such as benefit-risk trade-offs, different ways of sharing data, constraints defined by applications and methods were not discussed, and hence, many concepts of anonymization could not be covered.

Our proposal aims to support the practical decision-making with respect to the appropriate anonymization method and to broaden the readers’ perspectives by discussing a wide range of concepts. Thereby, the needs of the user (data receivers) are brought into focus. Concretely, we present several privacy-preserving data processing approaches with respect to the combination of three central criteria: federated versus centralized data distribution (f or c), providing perturbed or non-perturbed data (p or n), and high-level (aggregated) versus original-level granularity (a or o), leading to 8 possible scenarios, of which fpa and fna are omitted as rather uncommon. We are aware of further criteria such as encrypted versus clear text or batch versus interactive processing, and we will refer to them in due place, e.g. encryption under the heading of federated processing and interactive processing in the context of query servers.

Our justification for the three criteria is as follows: (i) The distinction between federated (f) and centralized (c) approaches is, especially motivated by the developments in computer science with respect to secure multiparty computation [15] and the data locality principle in big data applications [71]. (ii) The difference perturbative (p) and non-perturbative (n) covers the distinction between changing data (e.g. via random variation, noising or swapping) and suppressing data, locally or globally. Although both approaches are usually combined in practice, this differentiation is widely used for a general decision on the risk-utility trade-off. For example, if the risk is the most important concern or if it is assumed that no anonymization method can achieve a satisfying balance between risk and utility, non-perturbing methods are preferred. In most cases, a balance between risk and utility is desired, requiring the usage of perturbing methods. (iii) Granularity of the data is mainly related to the differentiation between micro (o) and tabular (a) data, which can either be decided or is mandatory, e.g. for producing census tables. Overall, our three criteria cover central aspects that allows to discuss all anonymization methods under general scenarios, which should make it easier for data providers to start and find the appropriate method.

In addition to these general categories, some other aspects of anonymization will be considered as well. First, the difference between offline and online anonymization is relevant for certain applications. Online anonymization is immediately (on-the-fly) applied to the results of a query. If a method is applied prior to any query made, we have offline anonymization. Another issue is additivity, which should be considered when hierarchies or strata are present in a data set, for example, in cross-tabulated tables, where the total must be equal to the \( \sum \) of its subtotals and the subtotals must be equal to the \( \sum \) of the individual values. To give a concrete example, the number of 45-50 aged men in Winterthur must sum up to the total of all 45-50 aged men in Winterthur, while the sum of all age classes must sum up to the total number of men living in Winterthur. A further aspect is related to the question whether the results produced are consistent for repeated accesses of information. For the same query one expects the same results, but this does not hold for many perturbative methods such as differential privacy. Finally, we will also consider the utility-risk trade-off of anonymization methods.

3 A new categorization of data anonymization and privacy-preserving access

Combinations of our three central criteria lead to scenarios, to which we assign paradigmatic descriptions in the subsection titles. The methods described in the following under these scenarios are either already frequently applied in practice or are promising new developments which first have to fully prove themselves in real-world applications. For each method described, we include at least one referenced real-world example to emphasize the relevance of it.
3.1 Query servers and related methods for providing aggregated data (cna and cpa)

On a central query server, users do not have access to original data but can issue certain queries to receive aggregated information, which might be additionally obfuscated in order to prevent the leak of sensitive information. The most important methods to achieve privacy for queries in aggregated forms are discussed in the following.

3.1.1 Dashboards as a general use case for query servers

Data dashboards are very popular nowadays to present aggregated information to the public or for internal purposes. One example is the Swisscom Mobility Insights Dashboard\(^1\), where aggregated movement patterns of people are visualized daily. A database is queried internally as soon as the user makes a query via point-and-click. Only those results are reported that are considered not to violate privacy, and others are suppressed on-the-fly based on a threshold on the number of entities in a category. Such a threshold rule is often referred to in the literature as a form of a \(k\)-anonymity model, which is not quite correct. It is rather a threshold-based primary cell suppression rule. The output is suppressed if the number of entities is below a certain threshold. Here, additional considerations are necessary, since confidential values of suppressed cells can be inferred by comparing and subtracting values as soon as subtotals and totals are reported.

3.1.2 Differential privacy for query servers (cpa)

One prominent method for data obfuscation in this context is differential privacy [26]. With differential privacy, random noise is added to the data set’s sensitive attributes, or to a prediction, or to cell values (like counts) of an aggregate. The amount of noise is primarily dependent on how much a single entry or row within a data set will impact the value of the query function. Using differential privacy beyond the setting of interactive queries is criticized in the literature [24]. We will come back to the application of differential privacy in other settings in Sect. 3.4.

If the result of a query is a contingency table, the amount of noise in a differential privacy setting is related to (1) the number of observations in the original data file contributing to the cells of the table and (2) the privacy budget of a user (i.e. number of allowed queries relating to the same type of results). Differential privacy models have two major disadvantages. First, the results of queries are non-consistent and non-additive. The totals do not necessarily have to add up to the sum of the individual values (non-additivity) and one receives different results for identical queries (non-consistency). Second, differential privacy frequently lead to low utility [20]. For example, Uber has developed an open source framework\(^2\) to facilitate the integration of differential privacy into existing databases, e.g. allowing to query the average distances of trips without disclosing individual-specific information [47]. The application was criticized for low data utility, see e.g. [48].

While differential privacy methods dynamically add noise to the result of a query, the following methods change the result of each allowed query in advance. This ensures that the level of disclosure risk is known in advance and that the changes to the results are only applied once.

3.1.3 The ABS cell key method for query servers (cpa)

The Australian Bureau of Statistics (ABS) cellKey method adds noise to frequency and contingency tables using pre-defined look-up tables consisting of random number values, which allows producing consistent results from queries on dynamically generated tables [83]. Before the tables are generated, a fix numerical code is assigned to every record. All codes of records falling in a cell are summed, and this sum, the cell key, is used for selecting the random number from the look-up table. The resulting tables are non-additive, as the cells are perturbed independently. Therefore, the marginal sums of the altered values are usually different from the sum of the inner cells contributing to this (partial) sum [58]. An optional additional step may try to achieve additivity by adjusting the noise. However, doing so, the tables are no longer consistent. A software implementation of the cellKey is provided by [56].

For example, the German Census 2022\(^3\) and the higher education statistics 2021 in Germany [28] are already anonymized with the cellKey method [56]. Any result of a query is perturbed with a predefined noise. Even if this method can be used in an interactive environment, it is primarily a static method that is applied prior to any access to a data set.

3.1.4 Controlled tabular adjustment (cna)

Controlled tabular adjustment (CTA) [35] replaces sensitive cell values by their closest safe values, while preserving additivity through small adjustments to the other cells. Like secondary cell suppression, it requires complex mathematical optimization approaches based on mixed integer linear programming, which makes it difficult to apply the method in

---

1 https://mip.swisscom.ch, accessed 11.08.2021
2 https://github.com/uber-archive/sql-differential-privacy, status: deprecated. Accessed 11.08.2021
3 https://www.zensus2022.de/DE/Zensusdatenbank/Geheimhaltung. html, accessed 11.08.2021
practice. While CTA was applied to test data sets [13,14,33], up to our knowledge no real-world application is described in the literature, probably because the related algorithms are not freely available and due to the fact many statistical offices seems to prefer suppression methods over interval publication methods for tabular output.

3.1.5 Secondary cell suppression (cna)

Secondary cell suppression suppresses additional non-risky cells, as this is often necessary to protect the risky cells. It has two steps. In a first step, those results obtained from records with low frequency (other rules can be applied as well [42]) are suppressed. This is similar to the application of the \(k\)-anonymity principle, explained in Sect. 3.3. The resulting table can frequently be compromised just with basic arithmetic’s, which requires that—in a second step—additional information is suppressed (hence secondary cell suppression). The mathematical formulation of this (NP-hard) problem can be found, e.g. in [30], while related software is described in [43,57].

Suppression of cells in tabular data is widely used in practice, even if this fact is not reflected in the literature. For one exception to this matter of fact, see [16], which evaluated secondary cell suppression on employment data. Secondary cell suppression is typically applied on (hierarchical and/or multidimensional) tabular data available on websites of statistical agencies that allow to query these data. For example, the statCube statistical static query server from Statistics Austria allows accessing dozens of data sets in aggregated and partly suppressed form.

3.2 Remote execution or access to the original data (cno)

Remote execution—if done seriously—involves a lot of work on the part of the data provider [41], not only for maintaining software on the server, where the code of the users is executed. The structure of the data must be made available to the external researcher so that they can develop the code to be applied on the data. After the code is developed, it is executed by the data holder (central) on the original data. The results are checked by the data holder and only made available to the researcher if they do not violate anonymity criteria. In addition to that, usually a loop starts: the researcher checks the results, and most probably adjusts his code, which is then again executed by the data holder, and so on. As this iterative process is labour-intensive, remote execution is not often used in practice [10,27].

An example of a remote execution system is the German Research Data Centre, which allows access to dozens of data sets through remote execution. For example, the Diagnosis-Related Groups Statistic (DRG) survey is an annual complete survey of all stationary hospital cases in Germany. The data user has no direct access to this data set, but can send code to be executed. Another example is the remote evaluation system of the Institute for Employment Research (IAB). Researchers can send code to be executed by IAB staff, and the results are checked by the staff before they are sent to the researchers (see [29] for details).

In contrast to remote execution, remote access to the original data under continuous data usage control measures can be granted. One example is the UK Data Service Secure Lab[5] that provides secure access to a number of non-anonymized data. An example of a data set that is made available is the geospatial data from the UK Labour Force Survey. Another example is the remote access to data from official statistics and social insurance institutions in Germany [87]. A variation to the remote-access scenario is a secure lab, where the network connection is replaced by physical travel to the data holder, who provides a computer with strict security measures in place (no USB interface, no internet, etc.).

3.3 Anonymization for sharing public-use files (cpo)

As soon as one wants to share confidential non-aggregated data, typically a flat file with variables as columns and observations on individuals as rows is used in order to apply anonymization methods (described below) that are designed for structured individual-level data. An example is the anonymization of data by the World Bank[6]. They provide detailed data on a large scale and advertises anonymization with traditional methods [6]. Also, dozens of national statistical agencies including the US Census Bureau, Statistics Denmark, Statistics Netherlands, and Statistics Austria, as well as companies and institutions in other areas [17] share anonymized data on individual level.

The traditional road to anonymization for data publishing is based on three steps: (1) quantification of the current re-identification risk of each individual person in the data set, (2) anonymization/data perturbation, and (3) measuring the resulting data utility. The first step is based on the disclosure scenario, and usually \(k\)-anonymity [68] or uniqueness on subsets [51] is used for population-related data, i.e. the data set is related to whole populations. Such methods are implemented in well-known software tools [66,80]. For survey samples, the disclosure risk should be quantified by taking the sample and
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4 https://www.statistik.at/web_de/services/statcube/index.html, accessed 11.08.2021
5 https://www.ukdataservice.ac.uk/use-data/secure-lab.aspx, accessed 11.08.2021
6 https://microdata.worldbank.org/index.php/home, accessed 11.08.2021
(estimated) population frequency counts into account [32], i.e. the fact that persons of a population may or may not be included in a sample, as well as other peculiarities, such as hierarchical structures (e.g. persons in households or companies). Related methods (e.g. [32]) are implemented in the software tools μ-Argus [44] and sdcMicro [80], the latter being both free and open source.

For the second step, dozens of methods are described [77] and available via software implementations [44,66,80]. Typically, anonymization is a highly iterative and exploratory process with a lot of fine-tuning in the selection of methods and their parameter settings in order to reduce disclosure risk to an acceptable level while providing high data utility. Combination of (global or local) re-coding and suppression are the most common methods. The latter inserts missing values into the (micro-)data set to replace specific values of individual variables. Note that local suppression (find an optimal suppression pattern) is a multivariate problem that is NP-hard and cannot be optimally solved in a reasonable time. If there are many categorical key variables (e.g. more than 6), re-coding and local suppression may not sufficiently reduce the risk of re-identification, or it may lead to a significant loss of information. In this case, swapping using post-randomization (PRAM, [36]) may be a more efficient alternative. PRAM is a probabilistic method and swaps the categories of observations for a categorical variable based on a predefined transition matrix that specifies the probabilities of transitions from one category to another. Depending on the data structure, methods to add (correlated) noise [81], microaggregation [23], and other kinds of swapping methods [19,36,45,62] might be applied as well.

After the data have been anonymized, it is important to assess the information loss and the data quality. This is done, for example, by comparing analysis results on the original and the anonymized data, e.g. comparing contingency tables, output from regression models, distributions, point and variance estimates, etc. Templ [76] argues that rather data- and use-case-dependent measures should be used instead of general purpose measures (such as means and correlations).

3.3.1 Differential privacy for sharing non-aggregated, static data

Differential privacy was originally designed for queries to a database. Each query consumes the privacy budget, and the lower the budget, the more noise is added. If the privacy budget is used up, queries are halted to prevent information reconstruction. In the case of a static application to individual data, however, the number of queries is unlimited, while the Laplace noise $\varepsilon$ can only be fixed once. It is a challenge to choose $\varepsilon$ in a way that ensures sufficient anonymization and does not heavily attenuate the data utility. In fact, differential privacy turns out to be not a serious competitor to traditional anonymization for data publishing. Many articles warned of its misuse in other forms that it is initially designed for [24, 60,89].

The static application of differential privacy to anonymize non-aggregated data was used, for example, by the US Census Bureau for its census. Some problems were the following: (i) The occupancy status differs from the population figures (non-additivity); (ii) in some housing units all individuals are reported as occupied, even when children live the household [89]. Further, mortality rates can be distorted substantially, sometimes by more than 100% [38]. Facebook also used differential privacy, which led to poorer data utility than the initial version of data released in 2018 using data aggregation [24].

3.3.2 Synthetic data

Another way of perturbing the data is by generating synthetic data that exhibit the same characteristics as the original data. Methods for creating synthetic data stem from the machine learning (ML), AI and statistical modelling domains. They learn parameters of models on the original data and use them to generate artificial data. Synthetic data are associated with low disclosure risk [54,75,78] and advantages in the simplicity of the process once synthetic data are generated. However, it is not always possible to generate “synthetic data is as-good-as-real” and data utility is often lower than using traditional statistical disclosure control techniques [73]. Moreover, data can be associated with complex cluster structures, logical rules, missing values, outliers, multiple relationships and complex sampling schemes, rendering it highly difficult to synthesize such data [82]. However, synthetic data might still be useful for certain general analyses, training and education, open-data for method development, and for remote execution (see Sect. 3.2). On the other hand, perfect synthetic data may compromise privacy.

Two examples of synthetic data that are used heavily in literature are the synthetic data of the European Statistics on Income Living Conditions (EU-SILC), produced by [2] and the synthetic version of the Structure of Earnings Survey [79]. Software for generating such synthetic data is, for example, provided by synthpop [63] for data without any of the mentioned complicated structures and by simPop [82] for more complex data sets. Recently, also methods from artificial neural networks are used to synthesize data, for example, using generative additive networks (GAN) [59,73].

3.4 Federated privacy-preserving analysis and computation (fpo and fno)

Using new techniques for data analysis that stick to the data locality principle promises to unlock data that was previously deemed too sensitive and complex for being anonymized
and published. One prominent example is the retrospective analysis of genetic data across multiple sites in a federated privacy-preserving computing environment [15]. The predominant scenario is fno, as data locality usually comes with the reassurance that only highly aggregated end results will be published. We included fpo (and fpa) as well here, because there are use cases, where the data provider wants to ensure that internal privacy breaches are not likely and that not all sorts of results are passed on unperturbed (see the discussion in Sect. 3.1 and below). Central concepts for privacy-preserving computation used in this context are

- Differential privacy [12,26], where noise is added to the retrieved information and the analysis results, making it impossible to reverse engineer the individual inputs.
- Secure multiparty computation (SMC) [15,46] where the data analysis is distributed across multiple parties so that no single party can see the full set of the inputs.
- Homomorphic encryption (HE) [9,72] where the data are encrypted before it is passed on so that it can be analysed but not converted back into the original information.
- Federated learning and analysis [88] where parties share insights from the analysis of their data without sharing the data itself.

Secure multiparty computation and homomorphic encryption allow computations on the original but encrypted data sets that are dispersed across different sites. Both are the backbone for many federated analysis applications in banking and fintech, insurance sector, healthcare and medicine, retailing industry, as well as in recommendation systems [7,88]. As described in Sect. 3.2, it is especially useful for developing analysis tools and producing results in a collaborative manner. For ensuring semantic and syntactic interoperability among those sites, meta-data and data entry examples should be provided. The two most well-known drawbacks of such systems are architectural complexity and performance issues [7].

One prominent tool for federated analysis in medicine is provided by the R package DSOpal [52], the DataSHIELD implementation for Opal, a core data warehouse application that provides all the necessary tools to import, transform and describe data. DSOpal has been used for various projects. Two of them were conducted by the international research network InterConnect with respect to diabetes and obesity. They set up a federated database infrastructure, allowing a secure analysis of harmonized datasets across participating studies from around the world, without sharing individual-level data [22]. A similar privacy computation approach was used for diabetes predictions in a study conducted by the main hospital in Shanghai and further 16 branches across China [37].

Recently, differential privacy has also been proposed for a federated form of applying machine learning methods. Differential privacy is used for guiding the aggregation of results in each step of the data processing by obfuscating the (intermediate) results, as they might leak sensitive information (rare case of fpa). The main drawback for utilizing differential privacy in this context is the lack of reliability of the results. In particular, updates of models on the same data require increasing amounts of noise for protecting sensitive information [24,86]. In addition to that: if data from one client consists of multiple entries related to one person, the concept of differential privacy may no longer work. Moreover, [40] showed—based on the work of [70]—that GAN models can predict a victim’s data very well and thus undermine obfuscation generated by differential privacy. Differential privacy for decentralized data sets has been mainly applied to image data [55].

There are suggestions to change the perspective on the drawbacks of differential privacy. Instead of mourning about the reduced utility, adding noise could be regarded as some kind of regulation, even when privacy is not an issue. One example is PATE (private aggregation of teacher ensembles), which coordinates the development of ML models on different data sets by ensuring that the models find general patterns instead of over-fitting and thereby disclosing sensitive information, e.g. that a certain person has cancer [64]. Models trained on non-overlapping training sets are assessed to have learned general patterns, if they produce the same results on test data. Otherwise, they rely too heavily on the training data, in which case PATE adds noise in such a manner that the parameter estimates stays roughly the same if a single training sample is omitted or changed. Thereby, the ML model does not to focus on specifics, which is similar to the use of dropouts in deep neural networks [84].

PATE and similar methods of federated learning are very susceptible to so-called Byzantine [8] or poisoning attacks [74]. One single, non-colluding malicious peer is sufficient to impact the federated learning to the extent that a globally false model results. Homomorphic encryption may help here to prevent such security attacks, but have other issues [25].

3.5 Summarizing overview as a guideline for the practice

Our proposal for an ontology on concepts and methods for privacy-preserving data access, analysis and publishing is summarized in Table 1. It covers 11 general methods in 4 categories.

We provide pro’s, con’s and implications (touching risk-utility aspects). General rules for their application are also given with references to use cases. In addition to that, we indicate whether the approach can be used interactively (online versus offline (before data release)), whether one can rely on
receiving the same data with the same access request (consistency), and whether the analysis can rely on additivity in resulting contingency tables of categorical data as these issues are very central for users. The reason to aggregate cpa & cna as well as fpo & fno lies in recent proposals of hybrid approaches, most often relying on the principles of differential privacy. Category 1 covers methods for anonymizing tabular data as well as for producing highly aggregated results. Category 2 is the one that is typically associated with anonymization: providing perturbed versions of microdata (individual-level data) for scientific and public use. Category 3 subsumes approaches for centralized access to microdata without perturbation. It relies heavily on data usage control and output checking and does not produce publicly available data. Category 4 covers federated approaches such as secure multiparty computation and is especially appropriate for multi-centered data analysis on a large amount of data. Such an overview helps in decision-making related to the appropriate approach for anonymization and related approaches. It is important to extend such an ontology to cover other types of data, such as unstructured text, signal and image data.

4 Discussion

Every data provider should have justified reasons for deciding whether and which form of privacy-preserving processing of the data is suitable for her particular data usage scenarios. For example, it is not the case that synthetic data is the panacea for all situations, nor any other concept. For some purposes, federated data analysis and interactive queries are useful, but for many scenarios outside the big-data context, the implementation and maintenance costs are too high. In addition to that, not all sorts of computations can be decomposed in a fashion that is necessary for federated analysis. In particular, the requirements of reproducible research may favour traditional methods with their focus on releasing anonymized data to a research community with certain utility assurances.

Many research questions can be answered by aggregated or noised data that have the same marginals as the raw data. However, if reasoning for individual cases is required (for example, in clinical settings), methods from our a (aggregated) and p (perturbed) categories should be avoided. Even methods in the f (federated) category could be problematic in such cases, as the data quality and differences between the local data repositories cannot be assessed adequately. Almost all methods need extensions to tackle challenges such as high-dimensional data [65], anonymization of event-history data [39], anonymization of trajectory/mobility data [85], or time-varying sensitive features.

Although the original default settings of differential privacy were interactive queries with aggregated results, nowa-days, it is often used in other settings as well, e.g. for noising the output of the prediction of machine learning models. Training ML methods on original data and noising the results by differential privacy principles is seen to be an alternative to traditional anonymization. However, differential privacy caused a lot of discussion, and various authors criticized this use of the DP methodology [5,31], especially when used in a non-interactive environment [24]. Results modified by means of differential privacy are non-consistent and non-additive, a potential major concern for many users and data holders, and further positive empirical evidence of its usefulness is needed.

We have concentrated our discussion on preventing identity disclosure, other disclosure risks, such as those related to attribute or membership disclosure, are only hinted to in this paper, as the former risk is to be addressed in almost every case associated with the protection of personal data. For the identity disclosure risk, the following three general advises for the practice can be extracted from our discussion: (i) If individual-level data are provided for external user or data must be provided for reproducible research, traditional methods (anonymization) should be used, as they address the utility-risk trade-off by design. (ii) In case of interactive queries, differential privacy is a feasible and intuitive alternative to traditional methods for multi (approx. > 5)-dimensional tables, simply because too much perturbation for controlled tabular adjustment (using the cellKey method or secondary cell suppression) would be needed if the number of possible queries are not restricted. (iii) For privacy-preserving federated analysis, new methods such as PATE, or secure multiparty computation via homomorphic encryption are promising for ML predictions, but still have to show their usefulness and feasibility in practice.

Some data providers and users do not accept non-consistent and non-additive results (e.g. produced by applying differential privacy), even if the final analyses might not be affected by it. Data users usually want to explore the data to gain a feeling to interesting research questions. This has to be taken into account in addition to the risk-utility considerations that focus on a limited number of analyses or general purpose metrics. Hence, there are solid and scientific reasons why producing public-use file are the most desired forms in practice. Yes, once the data are out there, no guarantee can be given that de-anonymization is impossible, as the computational and methodological developments cannot be assessed in advance. However, such indeterminable risks should not guide concrete decisions.

Our categorization is destined to be comprehensive and simple at the same time, which generate advantages over existing taxonomies. For example, Cunha et al. [18] would classify our motivating examples (b) and (c) in Sect. 1.1 as cases for applying k-anonymity, related principles such as l-diversity or differential privacy, not considering possibil-
Table 1 Overview of the methods for privacy-preserving data access, analysis and publishing. Online: whether the approach can be used interactively. Consistency: whether one can rely on receiving the same data with the same access request. Additivity: whether the analysis can rely on additivity in resulting contingency tables of categorical data (either explanatory or target variables). In the right column of the table, references to real-world use cases are provided as well.

| Method | on-line | consistency | additivity | pro’s | con’s and implications | when to apply |
|--------|---------|-------------|------------|-------|------------------------|--------------|
| 1) CPA and CNA | Producing anonymized tabular data and highly aggregated results | Yes | No | No | Cell values are not truth-preserving (e.g., yielding households with only children). The lower the privacy budget, the higher the noise leading to low data utility [67]. | Esp. for \( p \geq 5 \)-dim. tables, and when non-truth-preserv. methods accepted. Use case: [47]. |
| Adding random noise using differential privacy (CPA) | Yes | No | No | | Resource-intensive. Changing cell values of a table might not find acceptance from users. | |
| Controlled tabular adjustment (CPA) | No | Yes | Depends | | | |
| Deterministic noise by the cellKey method (CPA) | Yes | Yes | No | Cell values are not truth-preserving. | When non-truth-preserving methods do find acceptance and \( p < 5 \). Use case: [13]. |
| Secondary cell suppression (CNA) | No | Yes | Yes | Standard and popular method. Reported cell values are true. | Some cells are suppressed in addition to risky ones. Often non-feasioble for large, high-dim. tables. Can result in too many suppressions. Resource-intensive and high comput. costs. | Especially when noise and rounding are not an option and when \( p < 5 \). Use case: [16]. |
| 2) CPO | Providing perturbed versions of microdata (individual-level data) for scientific and public use | No | Yes | Yes | Very low disclosure risk. Once synthetized, low to zero man power needed. Eliminates the bureaucratic burden associated with gaining access to sensitive data. | For various types of analyses and data structure, the data utility is too low [82]. Consequently, synthetic data can lead to incorrect findings and incorrect decisions. | Data for education, remote execution, open-data, micro-simulation tasks. Use case: [2]. |
| Synthetic data | | | | | | |
| Method                        | on-line | consis- tency | addit- ivity | pro’s                                                                                                                                  | con’s and implications                                                                                       | when to apply                                                                 |
|-------------------------------|---------|---------------|--------------|----------------------------------------------------------------------------------------------------------------------------------------|----------------------------------------------------------------------------------------------------------------|----------------------------------------------------------------------------------------------------------------|
| Classical anonymization       | No      | Yes           | Yes          | Ones done, no further costs. Detailed (non-aggregated) data can be shared.                                                           | In case of a high number of quasi-identifiers, data utility can be quite low [77]. Needs experience and expertise to produce anonymized data with high utility. | Open-data or scientific-use files to be shared. When reproducible research is a need. Use case: [6]. |
| Differential privacy          | No      | Yes           | Yes          | Once done, no further costs. Detailed (non-aggregated) data can be shared.                                                            | Non-plausible values possible, e.g. households with only children [89]. Yield often less utility than classical methods [25]. Utility diminishes when remaining priv. budget is low. | Open-data or scientific-use files to be shared. Use case: [34]. |
| 3) cno                        |         |               |              | Providing centralized access to microdata without perturbation. Relying on data usage control and output checking                        | Very low disclosure risk with the opportunity to analyse the original data. Requires synthetic data for developing and testing the code before applying it. | When remote access is not possible. When conformation and not exploration is the focus. Use case [29]. |
| Remote execution              | No      | Yes           | Yes          | Very low disclosure risk with the opportunity to analyse the original data. Requires synthetic data for developing and testing the code before applying it. | Highly reduced flexibility. Output checking can hardly be automatised, is costly and needs maintenance [10,11,27,41]. | If privacy laws permit and staff are available to review the results. Use case: [87]. |
| Remote access                 | Dep-ends | Yes           | Yes          | Access to original pseudo-anonymized data.                                                                                             | Not allowed in some countries. Computations are carried out on a server without admin rights of the user. Needs final careful output checking. Needs maintenance. |                                                                                                               |
| 4) fpo, fno                   |         |               |              | Federated computation on original microdata, especially for multi-centered data analysis on a large amount of data                    | Yields exact results with low disclosure risks. After the system is established, low running costs. | When large amounts of data are distributed and frequent statistical questions are to be answered with mutual benefits for all data providers. Use case [55]. |
| Federated analysis using secure multiparty computation | Yes     | Dep-ends      | Dep-ends     |                                                                                  | Not feasible for every sort of analysis. Differential privacy might be necessary for intermediate results, lowering utility [25]. High costs for implementation. Reduced flexibility. Might not be safe from privacy attacks using GANs [40]. Maintenance work when data structures changes. |                                                                                                               |
| Federated learning using PATE  | Yes     | No            | No           | Non-sharing of data but of trained model parameters or predictions. Training models on data from several peers. Prediction on test data. | For users: black box approach. Noising results reduces data utility. High costs for installment. Maintenance work when data structures changes. | When large amounts of data are distributed and machine learning methods have to be trained, e.g. BERT-fine-tuning with large corpora. Use case: [21,22]. |
ity of generating synthetic data. In addition to that, their taxonomy gives no advice for the motivating example (a). Templ’s categorization [77] would place (b) and (c) in our category cpo as candidates for applying data perturbation methods, and would also give no clues about the appropriate approach for case (a). Our proposal provides a more strongly differentiated classification in terms of central properties, which allows considering viable alternatives for these different cases. Example (a) would be subsumed under cna in our proposal, proposing secondary cell suppression that leads to consistent and additive tables produced in an offline process. If the utility is assessed to be too low, a cpa-approach such as cellKey could be suggested, while hinting to the associated problems.

Motivating example (b) would be classified as cpo in our proposal, as the generation of synthetic data can be seen as a data perturbation method that guarantees to retain the general characteristics while perturbing the data in a complex sampling scheme, leading to a low disclosure risk. From an ontological point of view, it might be asked whether the generation of synthetic data should be placed in a separate category, as it does not really perturb the original data. On the one hand, subsuming it under cpo allows considering viable alternatives, for example, if the data user requires having real-world data. On the other hand, a separate category could help to infer characteristics of synthetic data generation that are conducive for developing better alternatives or extensions.

Motivating example (c) would be classified as cpo in our proposal, relying on classical anonymization techniques. For some research questions, it might be sufficient to use aggregated data, in which case methods under cpa or cna would be proposed. To make such distinctions requires having an overview of potential use cases and their characteristics, which is often not that simple. To facilitate the related decisions, it might be conducive if the data provider lists research questions that are associated with individual-level and aggregated public-use files generated from their individual-level data. Extending example (c) by considering data from more than one health insurance company and a researcher that is interested in overall costs for certain patient groups, fno or fpo would be suggested.

In conclusion, the possibility to swiftly generate suggestions and recommend alternative anonymization approaches for such use cases, shows the main advantage of our proposal over existing taxonomies. It might be useful to extend our proposal by means of relying on an upper-level ontology, such as BFO (basic fundamental ontology, [4]) or SKOS (simple knowledge organization for the web [61]), which are widely used in different domains. However, whether the effort is really worth it is difficult to estimate. For example, [3] developed a SKOS-based ontology for privacy-related issues in the context of state surveillance activities. It represents general privacy requirements and rules, and significant efforts are necessary to produce a practice-relevant guideline such as our taxonomy.
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