A Study of the Antiferromagnetic Phase in the Hubbard Model by means of the Composite Operator Method
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We have investigated the antiferromagnetic phase of the 2D, the 3D and the extended Hubbard models on a bipartite cubic lattice by means of the Composite Operator Method within a two-pole approximation. This approach yields a fully self-consistent treatment of the antiferromagnetic state that respects the symmetry properties of both the model and the algebra. The complete phase diagram, as regards the antiferromagnetic and the paramagnetic phases, has been drawn. We firstly reported, within a pole approximation, three kinds of transitions at half-filling: Mott-Hubbard, Mott-Heisenberg and Heisenberg. We have also found a metal-insulator transition, driven by doping, within the antiferromagnetic phase. This latter is restricted to a very small region near half filling and has, in contrast to what has been found by similar approaches, a finite critical Coulomb interaction as lower bound at half filling. Finally, it is worth noting that our antiferromagnetic gap has two independent components: one due to the antiferromagnetic correlations and another coming from the Mott-Hubbard mechanism.
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I. INTRODUCTION

Since almost half of a century the Hubbard model is one of the fundamental models in the theoretical description of strongly correlated electron systems. Despite its simplicity it has always been taken as one of the prototypes when modeling electrons in narrow bands. Within this context it had wide applications in the theory of magnetism and metal-insulator transitions. The discovery of the high-$T_c$ superconducting cuprate materials, where the special properties are to a large extent due to strong correlations, gave a new impetus on the investigation of the Hubbard model and its derivatives as lower bound at half filling. Finally, it is worth noting that our antiferromagnetic gap has two independent components: one due to the antiferromagnetic correlations and another coming from the Mott-Hubbard mechanism.

Mean Field Theory (DMFT) and a variety of projection techniques are among the most popular approaches to the Hubbard model and its derivates. The Composite Operator Method (COM) that we present here belongs to the above mentioned class of projection techniques. Choosing as elements of the fundamental spinor a set of field operators built up from the electronic ones (hence the name), the equation of motion for the Green’s function of this spinor is obtained. These equations have been solved by means of both a pole approach and a two-site resolvent method. The use of composite operators asks for a careful choice of the Fock space where the Green’s function is realized. We have shown that the Pauli principle plays a fundamental role in unambiguously fixing the representation by determining the parameters that appear in the scheme owing to the non-canonical algebra of the composite operators. Let us note that by Pauli principle we mean all relations among operators dictated by the algebra. A comprehensive treatment of the paramagnetic phase of the Hubbard model within the two-pole approximation has led to a good agreement with both numerical studies and some experimental properties of the cuprates. In the case of the 1D Hubbard model we have shown that the two-pole approximation reproduces almost exactly the Bethe ansatz results for the ground state energy.

In the last years an intensive study by the Spectral Density Approach (SDA) of the magnetic phases of the Hubbard model on different lattice types and by varying dimensionality has been done and the complete
magnetic phase diagram of the Hubbard model on a 3D fcc-lattice was derived.26 The SDA corresponds to an expansion of the Green’s function in terms of the electronic spectral moments. It has been shown that this approach corresponds to the COM when a specific choice of the basic spinor is made and the pole approximation is used.27 However, this correspondence is only relative to the functional dependence of the Green’s function and huge differences arise when the representation is not properly fixed.20,21,28

To complement the analysis of the paramagnetic phase for the Hubbard model in the two-pole approximation by the COM, we here present a study of the antiferromagnetic phase within this framework. As the most simple case of antiferromagnetism, where in general the spin and the translational invariance are broken, we consider an antiferromagnetic state on a bipartite lattice characterized by its staggered magnetization. It turns out that in this phase the simple Hubbard model does not provide enough internal parameters to fix the representation. We therefore investigate the $t-t'-U$ model in the limit of $t' \rightarrow 0$ in two and three dimensions and the extended Hubbard model in two dimensions.

In the first part of the paper, we develop the analytical background needed for the calculations. We end up with a closed set of self-consistent equations for the antiferromagnetic thermal equilibrium state, which respects the Pauli principle and the particle-hole symmetry. The numerical evaluation of these self-consistent equations is presented in the second part of the paper. The complete phase diagrams considering the paramagnetic and the antiferromagnetic phase for both models and in different dimensionality are calculated, as well as the density of states and the quasi-particle dispersions. The main results of the paper can be considered: the presence of three kinds of transitions (Mott-Hubbard, Mott-Heisenberg and Heisenberg) at half-filling in the plane $T-U$; the existence of two components in the antiferromagnetic gap (one due to the antiferromagnetic correlations and another coming from the Mott-Hubbard mechanism); a finite critical value of the Coulomb interaction for the Mott-Hubbard and Mott-Heisenberg transitions; the strong decay of the Néel temperature with doping; a metal-insulator transition away from half-filling inside the antiferromagnetic phase.

II. THE HUBBARD MODEL WITHIN THE TWO POLE APPROXIMATION

The Hamiltonian for the single-band Hubbard model with chemical potential $\mu$ is defined by

$$H = \sum_{ij,\sigma} (t_{ij} - \mu \delta_{ij}) c_i^\dagger c_j (i) + U \sum_i n_i^\uparrow (i) n_i^\downarrow (i)$$ (2.1)

with $\sigma \in \{\uparrow, \downarrow\}$ and where the sum over the site indices $i, j$ runs over the whole chemical lattice $\{R_i\}$, which we consider to be of simple cubic type with lattice constant $a$. $U$ is the on-site Coulomb interaction. The kinetic part of the Hamiltonian is given by the nearest neighbor hopping. In $d$ dimensions the hopping matrix takes the form $t_{ij} = -2d \alpha t \delta_{ij} = -2d \sum_k e^{i \mathbf{k} \cdot (\mathbf{R}_i - \mathbf{R}_j)} \alpha (k)$, with $\alpha (k) = \frac{1}{v} \sum_{l=1}^d \cos (k_l a)$.

In the framework of the COM we take as basic fields the Hubbard operators: $\xi (i) = c (i) [1 - n (i)]$ and $\eta (i) = c (i) n (i)$, where $n (i) = c^\dagger (i) c (i)$, describing the basic excitations $n (i) = 0 \leftrightarrow n (i) = 1$ and $n (i) = 1 \leftrightarrow n (i) = 2$ on the lattice site $i$, which are responsible for the leading contributions in the electronic density of states.29 Let use define the following four-component composite field at lattice site $i$:

$$\Psi (i, t) = \begin{pmatrix} \xi (i, t) \\ \eta (i, t) \\ \xi (i, t) \\ \eta (i, t) \end{pmatrix} ,$$ (2.2)

where the variable $\xi (i, j)$ is the matrix form $\xi (i, j) = \sum_j \varepsilon (i, j) \Psi (j, t) + \delta J (i, t)$

by projecting it on the basic field. Then, the matrix $\varepsilon (i, j)$ is fixed by

$$\varepsilon (i, j) = \sum_l \langle \{ J (i, t) , \Psi^\dagger (l, t) \} \rangle$$

$$\times \langle \{ \Psi (l, t) , \Psi (j, t) \} \rangle^{-1} ,$$ (2.4)

where $\langle \cdot \rangle$ denotes the thermal average on the grand-canonical ensemble.

To simplify the notational effort we introduce the so-called normalization matrix $I$ and the so-called $m$-matrix

$$I (i, j) = \langle \{ \Psi (i, t) , \Psi^\dagger (j, t) \} \rangle ,$$ (2.5)

$$m (i, j) = \langle \{ J (i, t) , \Psi^\dagger (j, t) \} \rangle$$ (2.6)

and get the shorthand for the energy matrix $\varepsilon = m I^{-1}$ from Eq. (2.4).

The pole approximation consists in neglecting the non-linear part $\delta J (i, t)$ in the equation of motion. This is equivalent to the suppression of the incoherent part in the retarded Green’s function matrix

$$S (i, j, t) = \theta (t) \langle \{ \Psi (i, t) , \Psi^\dagger (j, 0) \} \rangle$$

$$= \frac{i}{2\pi} \int \frac{d\omega}{2\pi} e^{-i\omega t} \int_{\Omega_B} d^d k e^{i \mathbf{k} \cdot (\mathbf{R}_i - \mathbf{R}_j)}$$

$$\times \int_{\Omega_\beta} d^d p e^{i \mathbf{p} \cdot \mathbf{R}} S (\mathbf{k}, \mathbf{p}, \omega) ,$$ (2.7)
which then satisfies the linearized equation of motion

\[ i \frac{\partial}{\partial t} S(i, j, t) = i \delta(t) I(i, j) + \sum_l \varepsilon(i, l) S(l, j, t) . \]  

\(2.8\)

\(d\) is the dimension of the system, \(a\) the lattice spacing and \(\Omega_B\) the Brillouin zone. The resulting set of algebraic equations for the Fourier transform of the retarded Green’s function may then be solved. The knowledge of the retarded Green’s function will allow us to calculate the correlation functions \(\langle \Psi(i, t) \Psi^\dagger(j, 0) \rangle\) by means of the spectral theorem. As already mentioned, the above scheme of truncating the equation of motion by a projection technique is rather common in the treatment of systems with strong correlations. When we use as basic injection technique is rather common in the treatment of the correlation functions occurring in the energy matrix (2.4), which are not directly related to elements of the Green’s function. As shown in a recent publication, the use of these equations, in the paramagnetic phase, leads to a good agreement of the parameters as they have to be used to fix the representation according to the following relation

\[ \lim_{j \to 1, \ t \to 0^+} S(i, j, t) = \langle \Psi(i) \Psi^\dagger(i) \rangle , \]  

\(2.9\)

where the l.h.s. comes from Eq. (2.7) and the r.h.s. derives from the basic algebraic properties of the electronic field algebra – namely the Pauli principle. Any other choice of the self-consistent equations that fix those parameters will lead to a representation for the Green’s function where the main symmetries of the system are violated. In the case of the Hubbard model, Eq. (2.9) leads to the following self-consistent equations

\[ \langle \xi_\sigma(i) \eta_\sigma^\dagger(i) \rangle = 0 \]  

\(2.10a\)

\[ \langle \xi_\sigma(i) \xi_\sigma^\dagger(i) \rangle = \langle \xi_\downarrow(i) \xi_\downarrow^\dagger(i) \rangle . \]  

\(2.10b\)

The use of these equations, in the paramagnetic phase, led to a good agreement of the COM with the numerical results for the local, integrated and thermodynamic quantities.

In contrast to the paramagnetic solution – characterized by a complete translational and spin rotational symmetry –, where the number of parameters in the energy matrix emerging from higher-order correlation functions equals the number of constrains given by the Pauli principle (2.10), an antiferromagnetic solution with two composite fields, which is characterized by a broken translational and spin rotational symmetry (they are, however, not broken in a completely independent way), requires additional parameters to satisfy all constrains emerging from the algebraic properties of the basic field operators \(\xi\) and \(\eta\). It turns out that for the extensions of the simple Hubbard model (2.1) by a next nearest neighbor hopping term, the \(t-t'–U\) model, or by a nearest neighbor Coulomb repulsion, the so-called extended Hubbard model, the number of those parameters equals the number of ‘algebraic’ constrains in the case of an antiferromagnetic solution. According to this, in the following we will investigate the antiferromagnetic solution of the 2D and 3D \(t-t'–U\) model in the limit of \(t'\) going to zero and of the 2D extended Hubbard model.

For the antiferromagnetic solution the two poles corresponding to the two composite fields \(\xi\) and \(\eta\), will split up into four poles due to the broken translational and spin rotational symmetry.

III. THE ANTIFERROMAGNETIC SOLUTION FOR THE HUBBARD MODEL

A. The Antiferromagnetic Solution on a Bipartite Lattice

As stated in the above we will study the antiferromagnetic solution of the Hubbard model by considering the \(t' \to 0\) limit of the \(t-t'–U\) model. The Hamiltonian of the latter reads as

\[ H^{t-t'–U} = \sum_{i j; \sigma} (t_{ij} + t'_{ij} - \mu \delta_{ij}) c_{i \sigma}^\dagger(i) c_{\sigma} (j) \]

\[+U \sum_i n_{\uparrow} (i) n_{\downarrow} (i) . \]  

\(3.1\)

where the \(t'_{ij}\) matrix describes the next-nearest neighbor hopping. The \(t'\)-hopping is an intra-sublattice hopping for each of the two sublattices \(A\) and \(B\) of a bipartite square lattice, whereas the \(t\)-hopping is an inter-sublattice hopping.

In this paper, we consider an antiferromagnetic solution of the Hamiltonian (3.1) characterized by an opposite sign in the spin density on nearest neighboring lattice sites. Thus, the antiferromagnetic ordering induces a magnetic lattice \(\{\tilde{R}_i\}\) with lattice constant \(\tilde{a} = a \sqrt{2}\), overlaying the chemical Bravais lattice \(\{R_i\}\) with lattice constant \(a\). As shown in Fig. 1, the magnetic lattice is obtained as a square lattice with basis by collecting together two neighboring sites of the chemical lattice.

During the calculation of the Green’s functions it will be convenient to switch between the two equivalent representations of the system constructed on the chemical and on the magnetic lattice. We denote vectors belonging to the chemical lattice by their bare symbols, whereas...
the corresponding vectors on the magnetic lattice are denoted by an additional $\uparrow \downarrow$-symbol.
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FIG. 1. The bipartite lattice structure induced by the antiferromagnetic ordering on a 2 dimensional square lattice.

We impose the following global boundary conditions on the antiferromagnetic thermal equilibrium state:

**Assumption III.1**

The antiferromagnetic thermal equilibrium state has to satisfy the following global boundary conditions:

1. The particle and spin densities are globally conserved.

2. The mean value of the local particle density per spin satisfies the relation

$$
\langle n_\sigma (i) \rangle = \frac{1}{2} \left[ n - (-1)^\sigma m \cos (Q \cdot R_i) \right]
$$

where $m$ is the staggered magnetization, which has to be calculated self-consistently. The particle density $n$ is imposed as an external parameter. Further we adopt the convention $\sigma = 1, 2$ for $\sigma = \uparrow, \downarrow$ and $Q = (\frac{\pi}{2}, \frac{\pi}{2})$.

3. All expectation values are invariant under the contemporary exchange of the spin direction and the sublattice index.

4. The normalization matrix $I$ and the $m$ matrix from Eqs. (2.5) and (2.6) have to be real.

We remark that the conditions 1. – 3. are natural boundary conditions for the antiferromagnetic thermal equilibrium state characterized by a staggered magnetization, whereas the condition 4. is a direct consequence of the fact that we are looking for a state without quasi-particle damping, as required by the approximation scheme described in Sec. II.

To reduce the computational effort in solving the integral self-consistent equations we use a spherical approximation for the $t'$-hopping, characterized by an additional hopping to next-next-nearest neighbors with half the weight of the next-nearest neighbor hopping, in the calculations of the integrals in the momentum space. This permits a definition of the $t'$-hopping matrix by $\alpha(k)$ only and therefore reduces the number of evaluations to $O(N) - N$ the number of steps in the integrals – independently from the dimensionality of the system, while it would have been $O(N^d)$ for a $d$-dimensional system with the usual next-nearest neighbor $t'$-hopping matrix. In 2D the $t'$-hopping matrix is given by $t'_{ij} = -12t'_{ij} = -12t'_{ij}\sum_k e^{i\mathbf{k}(\mathbf{R}_i - \mathbf{R}_j)}\beta(k)$ with $\beta(k) = \frac{1}{4}(4|\alpha(k)|^2 - 1)$. In 3D we find $t'_{ij} = -30t'_{ij} = -30t'_{ij}\sum_k e^{i\mathbf{k}(\mathbf{R}_i - \mathbf{R}_j)}\beta(k)$ with $\beta(k) = \frac{3}{2}(3|\alpha(k)|^2 - \frac{1}{2})$. Let us remark that in the present definitions the hopping per lattice site is always normalized to 1.

It is worth noting that, as we will take the $t' \to 0$ limit hereafter, the use of the spherical approximation can not affect at all the results we will obtain.

In the following we will restrict our analysis to the 2D case. The 3D case, which might be treated in complete analogy by renormalizing the hopping constants and by changing the projections $\alpha_{ij}$ and $\beta_{ij}$, will be considered in Sec. IV C.

**B. The Normalization- and the Energy- Matrices**

In order to calculate the energy matrix in the two-pole approximation under the antiferromagnetic boundary conditions given in Ass. III.1, we proceed along the guidelines given in Sec. II. To this end it is convenient to use the corresponding quantities defined on the chemical lattice and to switch to the magnetic lattice only for the calculation of the Green’s functions.

Firstly, we calculate the full equation of motion for the composite field spinor (2.2) according to Eq. (2.3) for the $t$–$t'$–$U$ Hamiltonian

$$
\frac{i}{\hbar} \frac{\partial \Psi (i, t)}{\partial t} = [\Psi (i, t), H^{\alpha \nu}] = \left( \begin{array}{c}
-\mu \xi_{\uparrow} (i, t) - 4t \xi_{\uparrow} (i, t) - 4t \pi_{\uparrow} (i, t) - 12t' \xi_{\uparrow} (i, t) - 12t' \pi_{\uparrow} (i, t) \\
-\mu \eta_{\uparrow} (i, t) + U \eta_{\uparrow} (i, t) + 4t \eta_{\uparrow} (i, t) + 12t' \pi_{\uparrow} (i, t) \\
-\mu \xi_{\downarrow} (i, t) - 4t \xi_{\downarrow} (i, t) - 4t \pi_{\downarrow} (i, t) - 12t' \xi_{\downarrow} (i, t) - 12t' \pi_{\downarrow} (i, t) \\
-\mu \eta_{\downarrow} (i, t) + U \eta_{\downarrow} (i, t) + 4t \eta_{\downarrow} (i, t) + 12t' \pi_{\downarrow} (i, t)
\end{array} \right)
$$

(3.3)
where we used the notation $\pi^2_\sigma(i) = -n_{\sigma}(i)c^\dagger_\sigma(i) + c^\dagger_\sigma(i)c_\sigma(i) + c_\sigma(i)c^\dagger_\sigma(i)\sigma(i)$ with $c^\dagger_\sigma(i) = \sum \gamma c_\sigma(j)$, where $\gamma = \alpha, \beta$ stands for the projections defined in Sec. III A.

According to Ass. III.1.1, the expectation values for spin exchange operators vanish and we find the general block structure:

$$I = I_\uparrow \bigoplus I_{\downarrow}\quad , \quad e = e_\uparrow \bigoplus e_{\downarrow}$$

$$M = M_\uparrow \bigoplus M_{\downarrow}\quad , \quad S = S_\uparrow \bigoplus S_{\downarrow}. \quad (3.4)$$

The explicit form of the normalization matrix is obtained by direct evaluation of Eq. (2.5)

$$I(i,j) = \delta_{ij}I^{(n)} + \delta_{ij}I^{(m)} \cos \langle \mathbf{Q} \cdot \mathbf{R}_\mathbf{i}\rangle \quad (3.5)$$

with $I^{(n)} = \tilde{I}^{(n)} \bigoplus \tilde{I}^{(n)}$ and $I^{(m)} = \tilde{I}^{(m)} \bigoplus -\tilde{I}^{(m)}$ where the blocks are given by

$$\tilde{I}^{(n)} = \begin{pmatrix} 1 - \frac{\mu}{U} & 0 & 0 \\ 0 & 0 & \frac{\mu}{U} - \frac{\mu}{U} \end{pmatrix}, \quad \tilde{I}^{(m)} = \begin{pmatrix} \frac{\mu}{U} & 0 & 0 \\ 0 & 0 & \frac{\mu}{U} - \frac{\mu}{U} \end{pmatrix}.$$ \quad (3.6)

For the $m$-matrix we get from Def. (2.6)

$$m(i,j) = \delta_{ij}M_1 + \alpha_{ij}M_3 + \beta_{ij}M_5$$

$$+ \cos \langle \mathbf{Q} \cdot \mathbf{R}_\mathbf{i}\rangle (\delta_{ij}M_2 + \alpha_{ij}M_4 + \beta_{ij}M_6). \quad (3.7)$$

The matrices $M_1, \ldots, M_6$ also have the above mentioned block structure

$$M_1 = \begin{pmatrix} \tilde{M}_1 & 0 \\ 0 & \tilde{M}_1 \end{pmatrix}, \quad M_2 = \begin{pmatrix} \tilde{M}_2 & 0 \\ 0 & -\tilde{M}_2 \end{pmatrix}$$

$$M_3 = \begin{pmatrix} \tilde{M}_3 & 0 \\ 0 & \tilde{M}_3 \end{pmatrix}, \quad M_4 = \begin{pmatrix} \tilde{M}_4 & 0 \\ 0 & -\tilde{M}_4 \end{pmatrix}$$

$$M_5 = \begin{pmatrix} \tilde{M}_5 & 0 \\ 0 & \tilde{M}_5 \end{pmatrix}, \quad M_6 = \begin{pmatrix} \tilde{M}_6 & 0 \\ 0 & -\tilde{M}_6 \end{pmatrix} \quad (3.8)$$

with

$$\tilde{M}_1 = \begin{pmatrix} -\mu(1 - \frac{1}{2}n) - 4t(\Delta^\alpha_\uparrow + \Delta^\alpha_\downarrow) - 6t'(\Delta^\beta_\uparrow + \Delta^\beta_\downarrow) \\ 4t(\Delta^\alpha_\uparrow + \Delta^\alpha_\downarrow) + 6t'(\Delta^\beta_\uparrow + \Delta^\beta_\downarrow) \\ (U - \mu) \frac{1}{4}n - 4t(\Delta^\alpha_\uparrow + \Delta^\alpha_\downarrow) - 6t'(\Delta^\beta_\uparrow + \Delta^\beta_\downarrow) \end{pmatrix}$$

$$\tilde{M}_2 = \begin{pmatrix} -\mu \frac{p}{4} - 4t(\Delta^\alpha_\uparrow - \Delta^\alpha_\downarrow) - 6t'(\Delta^\beta_\uparrow - \Delta^\beta_\downarrow) \\ 4t(\Delta^\alpha_\uparrow - \Delta^\alpha_\downarrow) + 6t'(\Delta^\beta_\uparrow - \Delta^\beta_\downarrow) \\ -\mu \frac{p}{4} - 4t(\Delta^\alpha_\uparrow - \Delta^\alpha_\downarrow) - 6t'(\Delta^\beta_\uparrow - \Delta^\beta_\downarrow) \end{pmatrix}$$

$$\tilde{M}_3 = \begin{pmatrix} -4t(1-n-\frac{p}{4}) - 4t(\frac{1}{2}n-p) \\ -4t(\frac{1}{2}n-p) \\ -4tp \end{pmatrix}, \quad \tilde{M}_5 = \begin{pmatrix} -12t'(1-n+\frac{1}{2}(p^\beta_\uparrow + p^\beta_\downarrow)) \quad -12t'(\frac{1}{2}n - \frac{1}{2}(p^\beta_\uparrow + p^\beta_\downarrow)) \\ -12t'(\frac{1}{2}n - \frac{1}{2}(p^\beta_\uparrow + p^\beta_\downarrow)) \quad -6t'(p^\beta_\uparrow + p^\beta_\downarrow) \end{pmatrix}$$

$$\tilde{M}_4 = \begin{pmatrix} 0 & -2tm \\ 2tm & 0 \end{pmatrix}, \quad \tilde{M}_6 = \begin{pmatrix} -12t'(m+\frac{1}{2}(p^\beta_\uparrow - p^\beta_\downarrow)) \quad 6t'(m+p^\beta_\uparrow - p^\beta_\downarrow) \\ 6t'(m+p^\beta_\uparrow - p^\beta_\downarrow) \quad -6t'(p^\beta_\uparrow - p^\beta_\downarrow) \end{pmatrix}.$$ \quad (3.9)

To abbreviate the notation of the occurring expectation values we defined the following parameters

$$\Delta^\alpha_\sigma = \frac{1}{2}\left\langle \xi_\sigma(i) c^\dagger_\sigma(i) - \langle c^\dagger_\sigma(i) n^\sigma(i) \rangle \right\rangle, \quad \text{for } i \in \mathbf{A}$$

$$p = \frac{1}{4}\left\langle \xi^\sigma(i) n^\sigma(i) \right\rangle - \langle c_\sigma(i) c^\dagger_\sigma(i) c^\dagger_\sigma(i) c_\sigma(i) \rangle^{\sigma}$$

$$\Delta^\beta_\sigma = \langle \xi_\sigma(i) c^\dagger_\sigma(i) \rangle - \langle c^\dagger_\sigma(i) n^\sigma(i) \rangle, \quad \text{for } i \in \mathbf{A}$$

$$p^\sigma_\sigma = \frac{1}{4}\left\langle (n_\sigma(i) - (-)^{\sigma} i n^\sigma(i)) \right\rangle \times [n_\sigma(i) + (-)^{\sigma} i n^\sigma(i)]^{\beta} + \langle n^\sigma(i) n^\beta_\sigma(i) \rangle$$

$$- \langle \xi^\sigma(i) c^\dagger_\sigma(i) c^\dagger_\sigma(i) \rangle \quad \text{for } i \in \mathbf{A}. \quad (3.10)$$

Furthermore, we used the notation $n^\mu(i) = c^\dagger(i) \sigma_\mu c(i)$ for the spin- and charge-density operators with the Pauli spin matrices $\sigma_\mu \in \{1, \sigma_x, \sigma_y, \sigma_z\}$ and the electronic field spinors $c^\dagger(i) = (c^\dagger_\alpha(i), c^\dagger_\beta(i))$. As the antiferromagnetic ordering breaks the translational invariance, the parameters $\Delta^\alpha_\sigma, p, \Delta^\beta_\sigma$ and $p^\sigma_\sigma$ in principle do depend on the lattice site $i$. However, the antiferromagnetic state enjoys a translational invariance within each one of the two sublattices $\mathbf{A}$ and $\mathbf{B}$. For the definitions of the parameters (3.10) we arbitrarily choose the values on the sublattice $\mathbf{A}$. Their values on the sublattice $\mathbf{B}$ are then given by exchanging the spin indices according to Ass. III.1.3.

The operators, from which the expectation values for the parameters $\Delta^\alpha_\sigma, p, \Delta^\beta_\sigma$ and $p^\sigma_\sigma$ are taken, are not hermitian. However, the corresponding parameters have to be real according to Ass. III.1.4. This finally results in
the parameter \( p \) being independent of both the spin and the sublattice. Furthermore, the normalization matrix and the \( m \)-matrix result symmetric.

To calculate the energy matrix we note that Eq. (2.4) gives \( m = \varepsilon I \). In the Fourier space we have

\[
m(k, p) = \frac{a^2}{(2\pi)} \int_{\Omega_0^2} d^2q \varepsilon(k + q, p - q) I(q) = \varepsilon(k, p) I(n) + \varepsilon(k + Q, p - Q) I(m) \tag{3.11}
\]

where the Fourier transform of the normalization and the \( m \)-matrix are given by

\[
I(k, p) = \left( \frac{2\pi}{a} \right)^2 \left( \delta(p) I(n) + \delta(p - Q) I(m) \right)
\]

\[
m(k, p) = \left( \frac{2\pi}{a} \right)^2 \left( \delta(p) (M_1 + \alpha(k) M_4 + \beta(k) M_5) + \delta(p - Q) (M_2 + \alpha(k) M_4 + \beta(k) M_6) \right) . \tag{3.12}
\]

We recall that the Fourier transform on the chemical lattice is defined as in Eq. (2.7) to benefit from the periodicity of the thermal equilibrium states.

Using the \( 2Q \) periodicity of the thermal equilibrium states in Eq. (3.11) we get the energy matrix in Fourier space

\[
\varepsilon(k, p) = m(k, p) C - m(k + Q, p - Q) D \tag{3.13}
\]

with

\[
C = (I(n))^{-1} [I(n) (I(m))^{-1} - I(n) (I(n))^{-1}]^{-1}
\]

\[
D = (I(n))^{-1} [I(n) (I(m))^{-1} - I(m) (I(n))^{-1}]^{-1} . \tag{3.14}
\]

Using the explicit expressions (3.12) for the \( m \)- and the normalization matrix we can write the energy matrix as

\[
\varepsilon(k, p) = \left( \frac{2\pi}{a} \right)^2 \left( \delta(p) \left( \varepsilon^{(1)} + \alpha(k) \varepsilon^{(2)} + \beta(k) \varepsilon^{(3)} \right) + \delta(p - Q) \left( \varepsilon^{(3)} + \alpha(k) \varepsilon^{(4)} + \beta(k) \varepsilon^{(6)} \right) \right) . \tag{3.15}
\]

with

\[
\varepsilon^{(1)} = M_1 C - M_2 D \quad , \quad \varepsilon^{(2)} = M_3 C + M_4 D
\]

\[
\varepsilon^{(3)} = M_2 C - M_1 D \quad , \quad \varepsilon^{(4)} = M_4 C + M_3 D
\]

\[
\varepsilon^{(5)} = M_5 C - M_6 D \quad , \quad \varepsilon^{(6)} = M_6 C - M_5 D . \tag{3.16}
\]

C. The Green’s Functions

The solutions of the linearized equation of motion (2.8) with the expression (3.15) for the energy matrix can be interpreted as translational invariant Green’s functions \( S^{A\overline{A}}(k, \omega) \), \( S^{AB}(k, \omega) \), \( S^{BA}(k, \omega) \) and \( S^{BB}(k, \omega) \) on the magnetic lattice as is illustrated in App. A. They have the general structure

\[
S^{XY}(k, \omega) = \left( \omega^2 + \omega A^{XY}(k) + B^{XY}(k)^{-1} \right) \tag{3.17}
\]

\[
\times \left( \omega C^{XY}(k) + D^{XY}(k) \right) .
\]

The explicit form of the coefficients \( A^{XY} \), \( B^{XY} \), \( C^{XY} \) and \( D^{XY} \) are given in App. II.

Due to the assumptions III.1 on the antiferromagnetic thermal equilibrium state, the Green’s functions (3.17) have the block structure \( S^{XY} = S^{\overline{XY}} \bigoplus S^{XY} \) shown in Eq. (3.4), where the poles \( \{ E_{\sigma,i}(k) \mid i \in \{ 1, 2, 3, 4 \} \} \) of the spin dependent parts \( S^{XY} \) of the Green’s functions are given by the roots of the fourth order equations

\[
\det \left( \omega^2 + \omega A^{XY}(k) + B^{XY}(k)^{-1} \right) = 0 . \tag{3.18}
\]

The set of poles for the Green’s functions \( S^{XY} \) are all equal, i.e. the quasi-particle energies do depend neither on the spin nor on the sublattice. This reflects the property of the antiferromagnetic state with staggered magnetization, where the majority spin states and the minority spin states energetically occupy exactly the same regions and differ only in their corresponding spectral weights (cf. also Sec. IV). Therefore, we simply write for the poles \( E_{i}(k) = E_{\sigma,i}^{XY}(k) \).

We can write the retarded Green’s functions (3.17) as

\[
S^{XY}_{\sigma}(k, \omega) = \lim_{\eta \to 0} \frac{1}{\omega - E_{i}(k) + i\eta} \sigma^{XY}_{\sigma,i}(k) \tag{3.19}
\]

with \( X, Y \in \{ A, B \}, \sigma \in \{ \uparrow, \downarrow \} \) and the spin- and sublattice-dependent spectral weights \( \sigma^{XY}_{\sigma,i} \) given by

\[
\sigma^{XY}_{\sigma,i}(k) = \prod_{j=1}^{4} \frac{1}{\left( E_{i}(k) - E_{j}(k) \right)^{3}} \left[ \left( E_{i}(k) \right)^{3} C^{XY}_{\sigma}(k) + \left( E_{i}(k) \right)^{2} D^{XY}_{\sigma}(k) + \det(A^{XY}_{\sigma}(k)) (A^{XY}_{\sigma}(k))^{-1} C^{XY}_{\sigma}(k) \right]
\]

\[
+ E_{i}(k) \left( \det(A^{XY}_{\sigma}(k)) (A^{XY}_{\sigma}(k))^{-1} D^{XY}_{\sigma}(k) \right) + \det(B^{XY}_{\sigma}(k)) (B^{XY}_{\sigma}(k))^{-1} C^{XY}_{\sigma}(k) + \det(B^{XY}_{\sigma}(k)) (B^{XY}_{\sigma}(k))^{-1} D^{XY}_{\sigma}(k) \tag{3.20}
\]
D. The Self Consistency Equations

Given the temperature $T$ and the particle density $n$ as external thermodynamic parameters as well as the Coulomb interaction $U$ and the hopping constants $t$ and $t'$, which are the model dependent parameters, we are now able to give a closed set of self-consistent conditions for the internal parameters characterizing an antiferromagnetic thermal equilibrium state. These internal parameters are $p$, $p_\alpha^n$, $p_\beta^n$, $\Delta_\alpha^\alpha$, $\Delta_\alpha^\beta$, $\Delta_\beta^\beta$, and $\Delta_\beta^\alpha$ from Eqs. (3.10), the chemical potential $\mu$ and the magnetization $m$ from Eq. (3.2).

For the calculations of these parameters we need the knowledge of the correlation functions, which are connected to the retarded Green’s functions of the fundamental spinors by means of the spectral theorem. In view of the special form (3.19) of the retarded Green’s functions the spectral theorem at equal time may be written as

$$\begin{align*}
C^{XY}(\vec{R}_i, \vec{R}_j) &= \left\langle \Psi^X(\vec{R}_i)\Psi^{Y\dagger}(\vec{R}_j) \right\rangle \\
&= \frac{1}{2\pi^2} \sum_{l=1}^{4} \int d^2 k e^{i\vec{k} \cdot (\vec{R}_i - \vec{R}_j)} \\
&\quad \times \sigma_l^{XY}(\vec{k}) \left[ 1 + \tanh \left( \frac{E_l(\vec{k})}{2k_B T} \right) \right].
\end{align*}$$

(3.21)

We denote the on-site, the nearest neighbor and the next-(next)-nearest neighbor correlation functions at equal time by $C^{XX}(\vec{R}_i)$, $C^{XY\alpha}(\vec{R}_i)$ and $C^{XX\beta}(\vec{R}_i)$.

For the parameters $\mu$ and $m$ we then find the self-consistent equations

$$
\begin{align*}
2 - n &= C^{AA}_{11}(\vec{R}_i) + C^{BB}_{11}(\vec{R}_i) + C^{AA}_{22}(\vec{R}_i) + C^{BB}_{22}(\vec{R}_i) \\
2m &= C^{AA}_{44}(\vec{R}_i) - C^{AA}_{22}(\vec{R}_i) + C^{BB}_{44}(\vec{R}_i) - C^{BB}_{22}(\vec{R}_i).
\end{align*}

(3.22a)

According to what stated in Sec. II, we will use the following equations to fix the representation of the Green’s function

$$
\begin{align*}
C^{AA}_{12}(\vec{R}_i) &= 0 \\
C^{BB}_{12}(\vec{R}_i) &= 0 \\
C^{AA}_{11}(\vec{R}_i) &= C^{AA}_{33}(\vec{R}_i).
\end{align*}

(3.22c)

We observe that all the self-consistent equations are coupled and have to be solved as one set by means of a global convergency scheme.

Finally we remark that the correlation functions $C^{XX}(\vec{R}_i)$, $C^{XY\alpha}(\vec{R}_i)$ and $C^{XX\beta}(\vec{R}_i)$ actually do not depend on the lattice site $\vec{R}_i$ of the magnetic lattice because of the translational invariance enjoined by the Green’s functions (3.19).

IV. NUMERICAL EVALUATION OF THE ANTFERROMAGNETIC PHASE FOR THE HUBBARD MODEL

In the following the thermodynamics of the antiferromagnetic thermal equilibrium states for the Hubbard model in two and three dimensions are discussed. We report the phase diagrams resulting from solutions of Eqs. (3.22) as well as some of the microscopic properties of the corresponding solutions, which explain the phase behavior. In this context, our main concern is in the interplay of the antiferromagnetic (Mott-Heisenberg) gap and the Mott-Hubbard gap leading to a metal-insulator transition in the antiferromagnetic phase. Furthermore, we investigate the distribution of spectral weight between the majority and minority spin states that explains most of the phase properties found for the antiferromagnetic solution.

As a first step, we establish an averaging procedure between solutions for positive and negative values of $t'$ that is capable to rule out a non physical artifact induced by the spherical approximation and to establish the correspondence to the simple Hubbard model.

A. The Averaging Procedure in $t'$

Due to the incompatibility of the nearest and the next-nearest neighbor hopping the $t-t'-U$ model does not enjoy the particle-hole symmetry at half filling ($n = 1$). In addition, the spherical approximation for the $t'$-hopping overemphasizes the intra-sublattice hopping to the next- and next-next-nearest neighbors. This leads to an instability of the antiferromagnetic solution for the $t-t'-U$ model at half filling: the magnetization goes to zero for positive values of the $t'$-hopping while for negative values of $t'$ diverges to infinity (cf. Fig. 2(a)). Positive values of the intra-sublattice hopping do suppress antiferromagnetism to a certain extent, whereas negative values are in favor of it by the additional phase factor of $\pi$. 
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For the simple Hubbard model the particle-hole symmetry reflects in the algebraic property

\[ \mu(n = 1) = \frac{U}{2}. \]  

(4.1a)

For an antiferromagnetic solution in the framework of the two-pole approximation we have the additional condition

\[ \Delta^\uparrow_\alpha(\mathbf{n} = 1) = -\Delta^\downarrow_\alpha(\mathbf{n} = 1), \]  

(4.1b)

which is a generalization of the condition \( \Delta^\uparrow_\alpha(\mathbf{n} = 1) = 0 = \Delta^\downarrow_\alpha(\mathbf{n} = 1) \), imposed by the particle-hole symmetry on the paramagnetic solution of the simple Hubbard model, because of the inequivalence of the majority and the minority spin subsystems in the antiferromagnetic state. The condition (4.1a) is satisfied in the limit \( t' \) going to zero independently of the direction (see Fig. 2(b)). This is a direct consequence of the fact that the proper representation for the Green’s functions has been taken by using the complete set\(^{20,28} \) of constrains coming form the Pauli principle (3.22c).

Taking the average between the solutions for \( t' \) and \( -t' \) with \(|t'|\) approaching zero we get an antiferromagnetic state – which formally has zero \( t' \)-hopping – that satisfies Eqs. (4.1) and has no divergence in the magnetization and the other parameters at half filling (see Figs. 2(a), 2(c) and 2(d)) and can be considered as representative for the simple Hubbard model. Averaging the solutions for \( \pm t' \) thus combines the large benefit in computational time provided by the spherical approximation with an antiferromagnetic solution that satisfies the complete set of symmetry constrains deriving from the Pauli principle and enjoys the particle-hole symmetry. The numerically accessible limit for the \( t' \)-hopping, which has been used in combination with the above averaging procedure (see Fig. 2), is \( t' = \pm 10^{-4}t \). Hereafter, we will present results exclusively from the averaged solution and we will consider them as those of the simple Hubbard model.

FIG. 2. The averaging algorithm between positive and negative values of \( t' \) in the 2D \( t-t'-U \) model for \( U = 10t \) and \( kT = 0.5t \).
B. The Antiferromagnetic State of the Hubbard Model

1. The Phase Diagram

The $n$–$T$ and $U$–$n$ phase diagrams for the antiferromagnetic state of the 2D Hubbard model and the corresponding paramagnetic state are shown in Figs. 3 and 4. The antiferromagnetic state has a free energy lower than the one of the paramagnetic state over the whole phase region, leading to a phase transition of second order between the antiferromagnetic and the paramagnetic phase at the lines of vanishing magnetization. The study of the phase diagram near half filling has to be completed by an investigation of the ferromagnetic phase and the charge ordered phase, which both can be studied in the framework of the approximation scheme described above. The antiferromagnetic phase could be energetically ruled out by one of these other phases in certain regions of the phase diagrams, then leading to phase transitions of first order.\textsuperscript{26,31–33}

In this section we give a brief overview of the properties of the antiferromagnetic phase, which then will be related to the inner structure of the antiferromagnetic state – namely its density of states – in the subsequent sections.

The most striking features of the antiferromagnetic phase are the finite critical Coulomb interaction $U_c$ as a lower bound to the antiferromagnetic state at half filling, the restriction of the antiferromagnetic state to a very narrow region in $n$ around half filling and the metal-insulator transition (MIT) within the antiferromagnetic phase. The vanishing of the staggered magnetization at half filling for $U < U_c$ – we find $U_c$ within 5–10$t$ (see Fig. 4) – is supposed to be an effect of strong electron correlations. It cannot be observed within simple mean-field treatments of the Hubbard model,\textsuperscript{34–36} where the antiferromagnetic phase is stable down to $U = 0$ in $n = 1$. Also in some more sophisticated mean-field approximations, as the SDA, a stable antiferromagnetic state is found at $n = 1$ down to very small values of $U$ and its stability down to $U = 0$ cannot be excluded.\textsuperscript{26} The same holds for the antiferromagnetic state of the simple Hubbard model treated by the DMFT.\textsuperscript{37}

As we already mentioned in Sec. I, the SDA is rather closely related to the COM, but to calculate the antiferromagnetic state further approximations on the correlation functions were needed.\textsuperscript{25,26} The main difference lies in the treatment of the internal parameters emerging from higher-order correlation functions. While the COM uses them to fix the representation of the Green’s functions (3.22c), they are calculated by the equations of motion in the SDA.

In a previous study\textsuperscript{38} we investigated the critical Coulomb interaction as a function of the $t’$-hopping, showing that a finite value of $U_c$ in the above mentioned range has also to be expected in the exact limit $t’ \to 0$.

\begin{figure}[h]
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\subfigure[$U = 10t$]{
\includegraphics[width=0.4\textwidth]{fig3a}
\label{fig3a}}
\subfigure[$U = 20t$]{
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\caption{The $n$–$T$ Phase diagram for the 2D Hubbard model.}
\end{figure}
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\subfigure[$kT = 0.01t$]{
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\subfigure[$kT = 0.5$]{
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\caption{The $U$–$n$ Phase diagram for the 2D Hubbard model.}
\end{figure}

The antiferromagnetic phase found in the high-$T_c$ copper oxide compounds in general shows a great stability at half filling, whereas already a few percent of electron or hole doping leads to a strong reduction of the Néel temperature and eventually to the vanishing of the antiferromagnetic phase. On the other hand it is well known that in general the mean-field treatment of the Hubbard model strongly overemphasizes the stability of the antiferromagnetic phase in doping. In the COM, where the strong correlation effects are restored to some extent by the Pauli principle symmetry constraint, the stability of the antiferromagnetic phase is actually reduced to a narrow region of a few percent of doping around half filling with a strong reduction of the Néel temperature. For the Hubbard model such a behavior has been confirmed by numerical results in quantum Monte Carlo studies.\textsuperscript{29,39} In contrast a larger region for the antiferromagnetic phase has been obtained by the SDA\textsuperscript{26} and the
At zero temperature a transition from an antiferromagnetic insulator at half filling and an antiferromagnetic metal for \( n < 1 \) is observed. At higher temperatures, however, we find an extended region in doping around \( n = 1 \), where the Fermi level is situated inside the Mott-Heisenberg gap, which itself is large with respect to the thermal energy \( kT \). We thus have a state with poor conductivity of semiconductor type, which we call the ‘antiferromagnetic insulator’. The metallic behavior is recovered when the Fermi level joins the second band, which we find in the paramagnetic phase. The values of the parameters are: \( U \) the on-site Coulomb interaction, \( \mu \) the chemical potential, \( t \) the hopping potential.

The \( n-T \) phase diagrams show a strong qualitative difference in the low temperature region according to the presence (Fig. 3(b)) or the absence (Figs. 3(a)) of a Mott-Hubbard gap. For values of \( U \) that do not admit a Mott-Hubbard gap the stability of the antiferromagnetic phase is enhanced by increasing temperature (a phenomenon called ‘heat magnetization’), whereas the contrary is true for values of \( U \) where the Mott-Hubbard gap is already opened.

Furthermore, the presence of the Mott-Hubbard gap and the fact that it closes within the antiferromagnetic phase, when the particle density is reduced, is also responsible for the intermediate reduction of the stability of the antiferromagnetic state by increasing the Coulomb interaction (Fig. 4). This reduction is reinforced by increasing temperature and leads to a ‘nose-like’ shape of the \( U-n \) phase diagram. Both phenomena can be explained by the evolution of the spectral weights for the majority and minority spin subsystems as functions of the external parameters, as will be explained in detail in the following section.

Finally, we remark that the phase diagrams shown in Figs. 3 and 4 are completely symmetric with respect to \( n = 1 \); this is due to the fact that the thermal equilibrium state respects the particle-hole symmetry. To incorporate the experimentally observed asymmetry in particle- and hole-doping a projection of the two-band Hubbard model on an effective single-band one has been proposed.\(^{33}\)

2. The Band Properties

The spectral properties of the antiferromagnetic state are deduced from the electronic single-particle Green’s function on each sublattice \( S_{\sigma_i}^{\alpha}(\mathbf{k}, \omega) \) with \( X \in \{ A, B \} \). In the following we will restrict our analysis to the sublattice \( A \), as the quantities on the sublattice \( B \) are obtained by simply exchanging the majority and minority spin subsystems. We thus have for the retarded electronic Green’s function on the sublattice \( A \)

\[
S_{\sigma_i}^{\alpha}(\mathbf{k}, \omega) = S_{\xi i}^{\alpha}(\mathbf{k}, \omega) + S_{\eta i}^{\alpha}(\mathbf{k}, \omega)
\]

The spin dependent electronic density of states within the antiferromagnetic state is then given by

\[
N_{\sigma_i}^{A}(\omega) = \frac{(\overline{a})^2}{(2\pi)^2} \int_{\Omega} d^2\overline{k} \left(-\frac{1}{\pi} \text{Im} S_{\sigma_i}^{A}(\mathbf{k}, \omega)\right)
\]

We recall that all energies are referred to the chemical potential.

The two-pole approximation leads to a splitting of the single electronic band into two Hubbard subbands that correspond to the elementary excitations described by the composite operators \( \xi \) and \( \eta \). Those two subbands are separated by the on-site Coulomb interaction \( U \), which may lead to a gap at same critical value.\(^{9,40}\) The bipartite lattice approach leads to a doubling of the two subbands by reflection around the band center at \( U/2 - \mu \) (see Fig. 6(c)). In the paramagnetic case, when the magnetic lattice is introduced, this doubling of the Hubbard subbands by the reduction of the Brillouin zone is completely artificial: the reflected bands occupy exactly the same energy interval with the same spectral weights as the original Hubbard subbands.

The antiferromagnetic state, however, is characterized by the opening of Mott-Heisenberg gaps at the crossing points of the four subbands induced by the switching to the magnetic lattice. Thus we find three Mott-Heisenberg gaps, one in the lower Hubbard band, \( \Delta_\xi \), one in the upper Hubbard band, \( \Delta_\eta \), and a central Mott-Heisenberg gap, \( \Delta_{\xi-\eta} \), in the region where the two Hubbard subbands overlap in the paramagnetic phase (see Fig. 5).

![FIG. 5. The density of states on the sublattice A, illustrating the Mott-Heisenberg gaps in the lower and the upper Hubbard band as well as in their overlapping region in the paramagnetic phase. The values of the parameters are: \( U = 10t \), \( n = 1.0 \) and \( kT = 0.01t \).]
If the two Hubbard subbands are already separated by a Mott-Hubbard gap (in the paramagnetic phase it has been found\cite{40} that the Mott-Hubbard gap opens at $U \simeq 13.2t$), the central Mott-Heisenberg gap adds to this gap (see Fig. 6(a)). The gaps $\Delta_\xi$ and $\Delta_\eta$ are not symmetric around the Mott separation $\pm U/2$, because the upper and the lower band edges are shifted by different amounts.

The antiferromagnetic ordering thus leads to a splitting of the two Hubbard subbands into four antiferromagnetic bands that are occupied by both, the majority and the minority spin subsystems. As it can be seen from Fig. 5, the two spin subsystems energetically occupy the same regions – which is the reason why the staggered magnetization does never reach saturation $m = n -$, but with rather different spectral weights: the spectral weight of the majority spins is strongly enhanced at the upper band edges, whereas the minority spins have an enhanced spectral weight at the lower band edges, leading to the staggered magnetization. At half filling the density of states shows a complete symmetry between the minority and majority spins with respect to reflection of the energy around the Fermi level. This is due to the fact that our solution respects the particle-hole symmetry.

a. The Mott-Heisenberg and the Mott-Hubbard gap
The interplay between the Mott-Hubbard gap and the Mott-Heisenberg gap at half filling is illustrated in Fig. 6. For $U = 10t$ the two Hubbard subbands overlap at the Néel temperature $T_\text{N}$ and by decreasing $T$ we find the opening of the Mott-Heisenberg gaps in the two Hubbard subbands as well as in the central region (Fig. 6(b)). The corresponding evolution of the electronic band structure in the Brillouin zone of the chemical lattice is shown in Fig. 6(c). We notice the doubling of the Hubbard subbands in the paramagnetic state, which then evolves into the four antiferromagnetic subbands by decreasing temperature, and the typical symmetry of the band structure along the diagonal of the Brillouin zone for the chemical lattice due to the reduced Brillouin zone of the magnetic lattice.
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**FIG. 6.** Density of states and band structure at half filling; the thin vertical line at $E = 0$ denotes the position of the Fermi level $E_F$.

In Fig. 6(a) the case for $U = 16t$ is shown, where the Mott-Hubbard gap already separates the two Hubbard subbands in the paramagnetic phase just above the transition point. By decreasing temperature the Mott-Heisenberg gaps $\Delta_\xi$ and $\Delta_\eta$ open within each of the two Hubbard subbands. In addition the central Mott-Heisenberg gap adds to the Mott-Hubbard gap leading to the central gap $\Delta_\xi - \eta$.

The temperature dependence of these gaps is illustrated in Figs. 7(a) and 7(b) for various values of $U$. Above a certain critical value of $U$ the central gap remains open at the phase transition. At low temperatures the Mott-Heisenberg gaps within the two Hubbard subbands, $\Delta_\xi$ and $\Delta_\eta$, are increasing as a function of $U$ up to a maximum value $U \approx 11t$ and then are decreasing like $1/U$ (cf. Fig. 7(c)). This reflects the $1/U$-dependence of the antiferromagnetic exchange integral in the Heisenberg model, to which the half filled Hubbard model can be mapped.\cite{41,42} For the central gap the additional Mott separation prevents this behavior. Also the Néel temperature does not show an $1/U$ like behavior (cf. Fig. 8), which indicates that the antiferromagnetic exchange integral is not always properly taken into account.
The Mott and the Mott-Heisenberg gap at $n = 1$.

**b. The Metal Insulator Transition** The phenomenon of metal insulator transitions has been intensively studied in the context of strongly correlated electron systems. In the framework of the COM the MIT within the paramagnetic state at half filling is found in the light of the Hubbard picture, due to separation of the two Hubbard subbands at a critical value of the Coulomb interaction. This picture is quite different from the one found by the DMFT, where the MIT from a paramagnetic metal to a paramagnetic insulator is mainly due to the vanishing of a narrow coherent quasi-particle peak at the Fermi level as in the Gutzwiller approximation. However, for an antiferromagnetic state on a bipartite lattice, this interpretation can be maintained within the DMFT only when frustration by an additional $t'$-hopping is introduced.

At half filling, within the framework of the COM, we find three kind of transitions: a Mott-Heisenberg transition (i.e., a transition between a paramagnetic metal and an antiferromagnetic insulator) mainly driven by the temperature at low values of the Coulomb interaction; a Mott-Hubbard transition (i.e., a transition between a paramagnetic metal and a paramagnetic insulator), almost insensitive to the temperature, at high values of the Coulomb interaction; an Heisenberg transition (i.e., a transition between an antiferromagnet and a paramagnet), within the insulating phase, driven by the temperature at high values of the Coulomb interaction. Moreover, the central gap has two components depending on the value of the Coulomb interaction and the temperature: one due to the antiferromagnetic correlations (in the antiferromagnetic insulating phase) and another coming from the Mott-Hubbard mechanism (in the paramagnetic and antiferromagnetic insulating phases). In the Heisenberg transition the antiferromagnetic component of the central gap vanishes (i.e., the magnetization disappears and the lateral gaps close up), but the paramagnetic component remains finite. We have a finite critical value of the Coulomb interaction for the Mott-Hubbard transition, in contrast to what found, for instance, by the Hubbard I approximation and the SDA. This fact allowed us to study the Mott-Heisenberg transition existing at lower value of the Coulomb interaction and that is obviously absent in any picture based on the approximations mentioned above (they do not have the Mott-Hubbard transition neither!). In Fig. 8 we summarize the transitions occurring at half filling within a treatment of the Hubbard model in the framework of the COM.
cause the central gap is compensated by the discontinuity in the chemical potential at \( n = 1 \) and thus the Fermi level always lies inside the second antiferromagnetic band for \( n < 1 \). This is exactly the same result as found in the usual mean-field approximation\(^4\) and in the DMFT without frustration.\(^3\) The frustrated case with non-zero \( t' \)-hopping DMFT as well as Quantum Monte Carlo studies additionally led to a \( U \) controlled MIT inside the antiferromagnetic phase at \( n = 1.5\).\(^4\),\(^5\)

Moving to finite temperature, the variation in the chemical potential, and thus in the overall band shift, is considerably moderated for higher values of \( T \), whereas the central gap still remains large in comparison to \( kT \). Therefore, we find a finite region around half filling, where the Fermi level is still situated inside \( \Delta_{\xi-\eta} \) and we thus have an antiferromagnetic phase of semiconductor type with very poor conductivity. When the Fermi level is crossing the peak in the density of states at the upper edge of the second antiferromagnetic band, a huge jump in the number of carriers is observed and we finally get an antiferromagnetic metal (see Fig. 9). Note that for the purely paramagnetic MIT such a filling controlled transition is not to be expected.

![Image](image1.png)

**FIG. 9.** The sublattice density of states at \( U = 10t \) for various values of the particle density. The thin vertical line at \( E = 0 \) denotes the position of the Fermi level \( E_F \).

Comparing Figs. 9(a) and 9(b) we see how the moderate evolution of the chemical potential as function of \( n \) leads to a larger extension of the insulating antiferromagnetic phase at higher temperatures.

The almost linear dependence of the central gap \( \Delta_{\xi-\eta} \) on the Coulomb interaction \( U \) (cf. Fig. 7(a)) leads to a strong stabilization of the insulating antiferromagnetic phase at \( n = 1 \). Near half filling, however, this effect is compensated for larger values of \( U \) due to the strong decay of the chemical potential when moving to lower particle densities. This decay of the chemical potential then leads to a large overall shift of the band structure towards higher energies, bringing the Fermi level close to the upper edge of the second antiferromagnetic band. After a small region, where the insulating phase is growing with \( U \), this effect restricts the insulating antiferromagnetic phase to regions very close to half filling for large values of \( U \).

**c. The Shape of the \( U-n \) Phase Diagram** For large values of the Coulomb interaction close to the critical value \( U_c \), where antiferromagnetism is vanishing, the region of filling where the antiferromagnetic phase exists is enlarged by increasing \( U \). On the contrary, for intermediate values of \( U \) the antiferromagnetic region in doping shrinks. This can be explained by the closing of the Mott-Hubbard gap as a function of doping. When at low values of \( U \) no Mott-Hubbard gap is present, the magnetization and the extension of the antiferromagnetic phase in \( n \) grow with growing \( U \). After the opening of the Mott-Hubbard gap we find the system in a region where the Mott-Hubbard gap closes in the proximity of \( n = 1 \), i.e., already within the antiferromagnetic phase. This leads to a shift of the Fermi level towards the middle of the second antiferromagnetic band where majority and minority spins nearly have the same spectral weight and thus to a considerable reduction of the staggered magnetization (cf. Fig. 10). For large values of \( U \) the Mott-Hubbard gap remains open within the whole region of doping, where the antiferromagnetic phase exists, and we again find increasing stability of the antiferromagnetic phase with increasing Coulomb interaction.
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**FIG. 10.** The sublattice magnetization as function of \( n \) at \( kT = 0.2t \).

**d. The Heat Magnetization** For small values of \( U \) we find an increasing of the stability in \( n \) of the antiferromagnetic phase by increasing temperature. In the same manner, when \( n \) is close to the phase boundary, the magnetization itself first increases with increasing \( T \) before going down to zero, as is shown in Fig. 11. This so-called ‘heat magnetization’ has its explanation in a strong change in the spectral weights of the spin subsystems by increasing temperature, whereas the Mott-Heisenberg gaps and the chemical potential are only subject to very little changes (see Fig. 12). At higher values of \( U \), after the opening of the Mott-Hubbard gap, the stronger Coulomb interaction considerably stabilizes the antiferromagnetic state at low temperatures and excludes the effect of heat magnetization.
The sublattice magnetization as function of $T$ and $n$ at $U = 10t$.

The sublattice density of states for $U = 10t$ and $n = 0.96$.

C. The Antiferromagnetic State of the 3D Hubbard Model

The antiferromagnetic phase of the 3D Hubbard model is very similar to the one observed in 2D. The shape and main features of the phase diagrams (Figs. 13 and 14) remain unchanged (i.e., the MIT within the antiferromagnetic phase, the finite critical Coulomb interaction for the vanishing of the antiferromagnetic phase at half filling, the favoring of the insulating state at high temperatures and low values of the Coulomb interaction and the heat magnetization). Furthermore, as in the 2D case, all these properties can be explained by analyzing the density of states and the energy spectra.

The higher coordination number of the 3D model reduces the fluctuations and leads to a greater stability of the antiferromagnetic phase as a function of the external parameters $T$, $n$ and $U$. Anyway, comparing the extension in $n$ of our antiferromagnetic phase with the one found within the SDA for a fcc-lattice, the former is restricted to a much smaller region in doping.

The greater stability of the antiferromagnetic phase shows, within the range of physically relevant values of the parameter $U$, that the metallic antiferromagnetic phase extends to much lower values of $n$ (cf. Fig. 13(b) and 14(b)) than it might be expected from the phase diagrams in Figs. 13(a) and 14(a). For higher values of the Coulomb interaction, up to $U = 30t$, this additional antiferromagnetic region is separated by the antiferromagnetic phase near half filling by a paramagnetic region.

The form of the sublattice magnetization as a function of $n$ for different values of the Coulomb interaction is given in Fig. 15. This result indicates that the two antiferromagnetic regions in the complete phase diagrams of Figs. 13 and 14 are actually two parts of a single antiferromagnetic solution, which are only connected at rather high values of $U$. We will discuss in more details the
nature of this ‘tail’ in the next section, in the context of the analysis of the extended Hubbard model. Here we only remark that the separation of the two antiferromagnetic phase regions by a paramagnetic one is due to the closing of the Mott-Hubbard gap near $n = 1$. This leads to a strong suppression of magnetization, as described in Sec. IV B 2c for the 2D case. The ‘antiferromagnetic tail’, which can be considered as an artifact of the employed approximation, is also present in the 2D case, but only appears at values of the Coulomb interaction $U \approx 10t$.

As we already mentioned in Sec. IV B 2, this ‘tail’ at lower particle densities could be energetically ruled out by other phases with magnetic or spatial ordering.

Finally, in Fig. 16, we show the evolution of the sublattice density of states of states by changing the Coulomb interaction. We note a broader structure in comparison to the 2D model. As shown in Fig. 16(a), the transitions from metallic to semiconductor type antiferromagnetic states are related to the interplay between the global band shift and the evolution of the central gap. This explains the form of the insulating antiferromagnetic phase in Fig. 13(a).
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**FIG. 15.** The sublattice magnetization as function of $n$ at $kT = 0.5t$ for different values of the Coulomb interaction.

![Figure 16](image2.png)

**FIG. 16.** The evolution of the sublattice density of states under variation of the Coulomb interaction at $kT = 0.01t$. The thin vertical line at $E = 0$ denotes the position of the Fermi level $E_F$.

**V. THE EXTENDED HUBBARD MODEL**

**A. The Model**

In this section we study the antiferromagnetic solution of the extended Hubbard model in two dimensions. The model is described by the following Hamiltonian

$$H^{ext} = \sum_{ij} (t_{ij} - \mu \delta_{ij}) c_{i \sigma}^d (i) c_{\sigma} (j) + U \sum_i n_{i \uparrow} (i) n_{i \downarrow} (i) + \sum_{ij \sigma \sigma'} V_{ij} n_{i \sigma} (i) n_{\sigma'} (j)$$

(5.1)

with the nearest neighbor Coulomb interaction

$$V_{ij} = 2V \alpha_{ij} = 2V \frac{1}{N} \sum_{\mathbf{k}} e^{ik \cdot (\mathbf{R}_i - \mathbf{R}_j)} \alpha (\mathbf{k})$$

(5.2)

We proceed along the guidelines given in Sec. III to obtain the antiferromagnetic state. The equation of motion for the fundamental spinor (2.2) is given by

$$i \frac{\partial}{\partial t} \Psi (i, t) = \left[ \Psi (i, t), H^{ext} \right] = \begin{pmatrix}
-\mu \xi_\uparrow (i, t) - 4tc_\uparrow^\dagger (i, t) - 4t\pi_\uparrow (i, t) - 4Vin_\uparrow (i, t) \xi_\uparrow (i, t) \\
-\mu \eta_\uparrow (i, t) + U \eta_\uparrow (i, t) + 4t\pi_\uparrow (i, t) - 4Vin_\downarrow (i, t) \eta_\uparrow (i, t) \\
-\mu \xi_\downarrow (i, t) - 4tc_\downarrow^\dagger (i, t) - 4t\pi_\downarrow (i, t) + 4Vin_\uparrow (i, t) \xi_\downarrow (i, t) \\
-\mu \eta_\downarrow (i, t) + U \eta_\downarrow (i, t) + 4t\pi_\downarrow (i, t) + 4Vin_\uparrow (i, t) \eta_\downarrow (i, t)
\end{pmatrix}$$

(5.3)

where $n^\sigma (i) = \sum_j \alpha_{ij} n_\sigma (j)$. The normalization matrix $I$ takes exactly the form given in Eqs. (3.4) and (3.6). For the $m$-matrix we get the same result as given in Eq. (3.7) without the terms coming from the $t'$-hopping, which are described by the projections $\beta_{ij}$. The matrices $M_1, \ldots, M_4$ are built up from matrices $\tilde{M}_1, \ldots, \tilde{M}_4$, as in Eq. (3.8), and these latter have the following form
\[ \tilde{M}_1 = \left( \begin{array}{cc} -\mu (1 - \frac{1}{2} n) - 4t (\Delta_\uparrow^0 + \Delta_\downarrow^0) + 4V (n - \nu_\downarrow - \nu_\uparrow) & 4t (\Delta_\uparrow^0 + \Delta_\downarrow^0) \\ 4t (\Delta_\uparrow^0 + \Delta_\downarrow^0) & (U - \mu) \frac{1}{2} n - 4t (\Delta_\uparrow^0 + \Delta_\downarrow^0) + 4V (\nu_\downarrow + \nu_\uparrow) \end{array} \right) \]

\[ \tilde{M}_2 = \left( \begin{array}{cc} -\mu \frac{\nu}{2} - 4t (\Delta_\uparrow^0 - \Delta_\downarrow^0) + 4V (-\nu_\downarrow + \nu_\uparrow) & 4t (\Delta_\uparrow^0 - \Delta_\downarrow^0) \\ 4t (\Delta_\uparrow^0 - \Delta_\downarrow^0) & -\mu \frac{\nu}{2} - (\mu + U) - 4t (\Delta_\uparrow^0 - \Delta_\downarrow^0) + 4V (\nu_\downarrow - \nu_\uparrow) \end{array} \right) \]

\[ \tilde{M}_3 = \left( \begin{array}{cc} -4t \left( 1 - n + p \right) + 4V \lambda & -4t \left( \frac{\nu}{2} - n - p \right) + 4V (\nu_\uparrow + \nu_\downarrow) \\ -4t \left( \frac{\nu}{2} - n - p \right) + 4V (\nu_\uparrow + \nu_\downarrow) & -4tp + 4V \kappa \end{array} \right) \]

\[ \tilde{M}_4 = \left( \begin{array}{cc} 0 & -2tm + 4V (\nu_\uparrow - \nu_\downarrow) \\ 2tm - 4V (\nu_\uparrow - \nu_\downarrow) & 0 \end{array} \right) \]

where we define the additional parameters

\[ \lambda = \langle \xi_\sigma (i) \xi_\sigma^\dagger (i) \rangle = \langle \xi_\sigma (i) \xi_\sigma^\dagger (i) \rangle, \quad \text{for } i \in \mathbf{A} \]

\[ \nu_\sigma = \frac{1}{2} (\xi_\sigma (i) \eta_{\sigma}^\dagger (i) \rangle, \quad \text{for } i \in \mathbf{A} \]

\[ \kappa = \langle \eta_\sigma (i) \eta_\sigma^\dagger (i) \rangle = \langle \eta_\sigma (i) \eta_\sigma^\dagger (i) \rangle, \quad \text{for } i \in \mathbf{A} \]

\[ \nu_\sigma = \frac{1}{2} (\eta_\sigma (i) \eta_\sigma^\dagger (i) \rangle, \quad \text{for } i \in \mathbf{A} \]

(5.5)

We remark that the parameters \( \lambda \) and \( \kappa \) are not spin dependent because of the requirement for the m-matrix to be real and the additional symmetry constraint in Ass. III.1.3. Furthermore, the parameters \( \Delta_\sigma^0 \) can be expressed through the parameters from Eq. (5.5) as

\[ \Delta_\sigma^0 = \frac{1}{2} \lambda + \nu_\sigma - \nu_\bar{\sigma} - \frac{1}{2} \kappa. \]

The single-particle retarded Green’s functions are calculated as in Eqs. (3.17) and (3.19), just omitting the parts corresponding to the t’-hopping. The parameters in Eq. (5.4) can then be calculated self-consistently by means of the correlation functions (3.21). The parameters \( m \) and \( \mu \) are calculated as in Eq. (3.22a). The parameters \( \lambda, \nu_\sigma, \kappa \) and \( \nu_\bar{\sigma} \) are directly related to the single-particle retarded Green’s functions by

\[ \lambda = C_{11}^{AB\bar{a}} (\mathbf{R}_i) \]

\[ \nu_\uparrow = \frac{1}{2} C_{12}^{AB\bar{a}} (\mathbf{R}_i) \]

\[ \nu_\downarrow = \frac{1}{2} C_{12}^{B\bar{a}A} (\mathbf{R}_i) \]

\[ \kappa = C_{22}^{AB\bar{a}} (\mathbf{R}_i) \]

(5.7)

and the parameters \( p \) and \( \nu_\sigma \), which derive from higher-order correlation functions are used as in Eq. (3.22c) to satisfy the algebraic relations corresponding to the Pauli principle on the level of thermal equilibrium states

\[ C_{12}^{AA} (\mathbf{R}_i) = 0 \]

\[ C_{12}^{BB} (\mathbf{R}_i) = 0 \]

\[ C_{11}^{AA} (\mathbf{R}_i) = C_{11}^{BB} (\mathbf{R}_i) \].

Again, all the self-consistent equations are coupled.

B. The Antiferromagnetic State of the 2D Extended Hubbard Model

The phase diagram corresponding to the antiferromagnetic thermal equilibrium state obtained as solution of the self-consistent equations (5.7), (3.22a) and (3.22c) is shown in Fig. 17 where we took a fixed ratio \( U/V = 5 \).

Again, the antiferromagnetic phase always has a lower free energy with respect to the paramagnetic phase and the phase transition is always of second order.

The antiferromagnetic thermal equilibrium state fulfills the particle-hole symmetry. In addition, the main qualitative features of the antiferromagnetic states for the simple Hubbard model in two and three dimensions can be found in the extended Hubbard model, too. There is a critical value of the Coulomb interaction, for which the antiferromagnetic phase disappears and a metal insulator transition occurs.

The phenomenon of heat magnetization is more pronounced than in the simple Hubbard model and the occurrence of a ‘tail’ in the antiferromagnetic solution is observed down to rather low values of \( U \), where they can even join for higher temperatures. This leads to paramagnetic inclusions within the antiferromagnetic phase. For higher values of \( U \) the antiferromagnetic phase is reduced to a very narrow region near half filling.

The band structure turns out to be somehow different from the one found for the simple Hubbard model. The presence of the inter-site Coulomb interaction leads to a large overlap of the antiferromagnetic bands, such that the opening of the Mott-Heisenberg gap at the crossing points cannot split the lower and the upper Hubbard band in most part of the antiferromagnetic phase region. The sublattice density of states for the extended Hubbard model is thus mainly characterized by a single central gap, which is the superposition of the Mott-Heisenberg and the Mott-Hubbard gap (cf. Fig. 18).
The part of the antiferromagnetic phase at lower particle density is always characterized by this overlap of the antiferromagnetic subbands emerging from the lower and the upper Hubbard band respectively. The absence of the Mott-Heisenberg gap within the Hubbard subbands reduces the number of peaks in the density of states to four:

Two peaks are due to the central gap and two peaks are reminiscent of the van Hove singularity in each Hubbard band\textsuperscript{46} (cf. Fig. 18).

In Fig. 19 we plotted the sublattice magnetization as a function of the particle density for various values of the Coulomb interaction $U$ showing the separation of the antiferromagnetic phase by a paramagnetic region for high as well as for low values of $U$.

The inter-site Coulomb interaction $V$ considerably reduces the magnetization and the stability of the antiferromagnetic state, i.e., its extension in $n$ as can be seen from Fig. 20. The reduction of the magnetization also suppresses the separation of the two parts of the antiferromagnetic states. However, the suppression of antiferromagnetism by the inter-site Coulomb interaction is much smaller than the one found in the treatment of the simple Hubbard model.
VI. CONCLUSIONS

Among the variety of analytical methods, developed in the last decades to deal with strongly correlated electron systems, the COM has been rather successful in describing the properties of many correlated systems. To add another piece to the puzzle constituted by the phase diagram of the Hubbard model, we here investigated the antiferromagnetic phase characterized by a staggered magnetization. A fully self-consistent treatment, respecting the symmetry constraints emerging from the Pauli principle, has been presented for the Hubbard model in two and three dimensions and the two-dimensional extended Hubbard model.

The antiferromagnetic phases of the three systems, where compared to the corresponding paramagnetic phases, lead to a phase transition of the second order. In all cases the antiferromagnetic states have lower free energy. Furthermore, the antiferromagnetic states of all the models show the following properties:

(a) the presence of three kinds of transitions (Mott-Hubbard, Mott-Heisenberg and Heisenberg) at half-filling in the plane \( T-U \);

(b) the existence of two components in the antiferromagnetic gap (one due to the antiferromagnetic correlations and another coming from the Mott-Hubbard mechanism);

(c) a finite critical value of the Coulomb interaction for the Mott-Hubbard and Mott-Heisenberg transitions;

(d) the antiferromagnetic phase is stable only in a very narrow region around half filling, showing a strong reduction of the Néel temperature with doping;

(e) a metal-insulator transition, driven by the temperature, takes place within the antiferromagnetic phase; at half filling and higher temperatures this transition coincides with the paramagnetic-antiferromagnetic one;

(f) away from half-filling a metal-insulator transition driven by the doping is observed. This transition has the following properties: at zero temperature it is discontinuous and connects an antiferromagnetic metal and an antiferromagnetic insulator; at finite temperature it connects the antiferromagnetic metal to an antiferromagnetic state of semiconducting type.

All these properties emerge from very strong correlations and are not usually found by approximations of mean-field type. They could be explained by analyzing the electronic density of states and the energy spectra.

Finally, we want to point out that the thermodynamical study of the Hubbard model within the framework of the two-pole approximation by means of the COM is far from being completed. Besides the normal and the antiferromagnetic phase, a detailed analysis of the superconducting, the ferromagnetic, the charge ordered and of other phases with more complex magnetic and charge ordering has to be completed or undertaken and these analysis should finally combine to give the complete phase diagram of the Hubbard model under this approach.
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APPENDIX A: CALCULATION OF THE GREEN’S FUNCTIONS FOR THE t–t′–U MODEL

On the magnetic lattice defined in Fig. 1 we can define the translational invariant Green’s functions $S^{AA}(\mathbf{R}_i, \mathbf{R}_j, t)$, $S^{AB}(\mathbf{R}_i, \mathbf{R}_j, t)$, $S^{BA}(\mathbf{R}_i, \mathbf{R}_j, t)$ and $S^{BB}(\mathbf{R}_i, \mathbf{R}_j, t)$ connecting two points $\mathbf{R}_i$ and $\mathbf{R}_j$ of the magnetic lattice. Their definition and the corresponding equations of motion are illustrated in Fig. 21 for the translational invariant Green’s function $S^{AA}$.

FIG. 21. The definition of the translational invariant Green’s function $S^{AA}$.

By means of the Fourier transform on the magnetic lattice
\[ S^{XY}(\mathbf{R}_i, \mathbf{R}_j, t) = S^{XY}(\mathbf{R}_i - \mathbf{R}_j, t) = \frac{i}{2\pi} \left( \frac{a^2}{(2\pi)^2} \right)^2 \int d\omega \ e^{-i\omega t} \int_{\Omega_B} d^2k \ e^{ik(R_i-R_j)} S^{XY}(k, \omega), \quad X, Y \in \{A, B\} \]

The equations of motion for the translational invariant Green’s functions take the form

\[ \omega S^{AA}(k, \omega) = \left[ I^{(n)} + I^{(m)} \right] + \left[ \left[ \epsilon^{(1)} + \epsilon^{(3)} \right] + \tilde{\beta}(k) \left[ \epsilon^{(5)} + \epsilon^{(6)} \right] \right] S^{AA}(k, \omega) + (\tilde{\alpha}(k))^* \left[ \epsilon^{(2)} + \epsilon^{(4)} \right] S^{BA}(k, \omega) \]

\[ \omega S^{AB}(k, \omega) = \left[ \left[ \epsilon^{(1)} + \epsilon^{(3)} \right] + \tilde{\beta}(k) \left[ \epsilon^{(5)} + \epsilon^{(6)} \right] \right] S^{AB}(k, \omega) + (\tilde{\alpha}(k))^* \left[ \epsilon^{(2)} + \epsilon^{(4)} \right] S^{BB}(k, \omega) \]

\[ \omega S^{BA}(k, \omega) = \left[ \left[ \epsilon^{(1)} - \epsilon^{(3)} \right] + \tilde{\beta}(k) \left[ \epsilon^{(5)} - \epsilon^{(6)} \right] \right] S^{BA}(k, \omega) + \tilde{\alpha}(k) \left[ \epsilon^{(2)} - \epsilon^{(4)} \right] S^{AA}(k, \omega) \]

\[ \omega S^{BB}(k, \omega) = \left[ I^{(n)} - I^{(m)} \right] + \left[ \left( \epsilon^{(1)} - \epsilon^{(3)} \right) + \tilde{\beta}(k) \left[ \epsilon^{(5)} - \epsilon^{(6)} \right] \right] S^{BB}(k, \omega) + \tilde{\alpha}(k) \left[ \epsilon^{(2)} - \epsilon^{(4)} \right] S^{AB}(k, \omega) \]

where we used the projections on the magnetic lattice \( \tilde{\alpha}(k) = \frac{1}{4} [1 + e^{i\tilde{k}_x a} + e^{i\tilde{k}_y a} + e^{i(\tilde{k}_x + \tilde{k}_y) a}] \) and \( \tilde{\beta}(k) = \frac{1}{4} (\tilde{\alpha}(k)^2 - 1) \) from Eq. (2.3). The expressions (3.17) and (2.1) are obtained from Eqs. (1.2) by lengthy but straightforward algebraic manipulations.

**APPENDIX II: EXPLICIT EXPRESSIONS FOR THE GREEN’S FUNCTIONS OF THE ANTIFERROMAGNETIC EQUILIBRIUM STATE**

For \( X, Y \in \{A, B\} \) the coefficients \( A^{XY}, B^{XY}, C^{XY} \) occurring in the expression (3.17) of the Green’s functions take the explicit form:

\[ A^{AA} = -\epsilon_1^+ - \epsilon_1^- \frac{1}{\epsilon_2^+} - \tilde{\beta}(k) \left[ \epsilon_3^+ + \epsilon_2^+ \epsilon_3^- \frac{1}{\epsilon_2^-} \right] \]

\[ B^{AA} = \epsilon_2^- \epsilon_1^- \frac{1}{\epsilon_2^+} \epsilon_1^+ + \tilde{\beta}(k) \left[ \epsilon_2^+ \epsilon_3^- \frac{1}{\epsilon_2^-} \epsilon_1^+ + \epsilon_3^+ \frac{1}{\epsilon_2^+} \epsilon_2^- \epsilon_3^- \frac{1}{\epsilon_2^-} \epsilon_1^- - [\tilde{\alpha}(k)]^2 \epsilon_2^+ \epsilon_2^- \right] \]

\[ C^{AA} = I^{(n)} + I^{(m)} \]

\[ D^{AA} = -\left[ \epsilon_2^+ \epsilon_1^- + \tilde{\beta}(k) \epsilon_2^- \epsilon_3^+ \right] \frac{1}{\epsilon_2^+} \left[ I^{(n)} + I^{(m)} \right] \]

\[ A^{BB} = -\epsilon_1^- - \epsilon_2^- \frac{1}{\epsilon_2^+} + \tilde{\beta}(k) \left[ \epsilon_3^- + \epsilon_2^- \epsilon_3^- \frac{1}{\epsilon_2^-} \right] \]

\[ B^{BB} = \epsilon_2^- \epsilon_1^- \frac{1}{\epsilon_2^+} \epsilon_1^+ + \tilde{\beta}(k) \left[ \epsilon_2^+ \epsilon_3^- \frac{1}{\epsilon_2^-} \epsilon_1^+ + \epsilon_3^+ \frac{1}{\epsilon_2^+} \epsilon_2^- \epsilon_3^- \frac{1}{\epsilon_2^-} \epsilon_1^- - [\tilde{\alpha}(k)]^2 \epsilon_2^+ \epsilon_2^- \right] \]

\[ C^{BB} = I^{(n)} - I^{(m)} \]

\[ D^{BB} = -\left[ \epsilon_2^- \epsilon_1^- + \tilde{\beta}(k) \epsilon_2^- \epsilon_3^+ \right] \frac{1}{\epsilon_2^+} \left[ I^{(n)} - I^{(m)} \right] \]

\[ A^{AB} = A^{AA} \]

\[ B^{AB} = B^{BB} \]

\[ C^{AB} = 0 \]

\[ D^{AB} = (\tilde{\alpha}(k))^* \epsilon_2^+ \left[ I^{(n)} + I^{(m)} \right] \]

To abbreviate the notation we used the following definitions

\[ \epsilon_1^+ = \epsilon^{(1)} + \epsilon^{(3)} \]

\[ \epsilon_2^+ = \epsilon^{(2)} + \epsilon^{(4)} \]

\[ \epsilon_3^+ = \epsilon^{(5)} + \epsilon^{(6)} \]

\[ \epsilon_1^- = \epsilon^{(1)} - \epsilon^{(3)} \]

\[ \epsilon_2^- = \epsilon^{(2)} - \epsilon^{(4)} \]

\[ \epsilon_3^- = \epsilon^{(5)} - \epsilon^{(6)} \]

Furthermore, we used the convention that \( \cos(Q \cdot R_i) \) takes positive values on the sublattice \( A \), and we notice that the projections on the nearest neighbors and on the next- and next-next-nearest neighbors according to the spherical approximation are given on the magnetic lattice by the expressions

\[ \tilde{\alpha}(k) = \frac{1}{4} \left[ 1 + e^{i\tilde{k}_x a} + e^{i\tilde{k}_y a} + e^{i(\tilde{k}_x + \tilde{k}_y) a} \right] \]

\[ \tilde{\beta}(k) = \frac{1}{6} \left( e^{i\tilde{k}_x a} + e^{-i\tilde{k}_x a} + e^{i\tilde{k}_y a} + e^{-i\tilde{k}_y a} + e^{i(\tilde{k}_x + \tilde{k}_y) a} + e^{-i(\tilde{k}_x + \tilde{k}_y) a} \right) \]