Properties of the Obscuring Torus in NGC 1052 from Multi-epoch Broadband X-ray Spectroscopy
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ABSTRACT

Obscuration of the innermost parts of active galactic nuclei (AGN) is observed in the majority of the population both in the nearby universe and at high redshift. However, the nature of the structures causing obscuration, especially in low-luminosity AGN, is poorly understood at present. We present a novel approach to multi-epoch broadband X-ray spectroscopy, anchored in the long-term average spectrum in the hard X-ray band, applied to the nearby, X-ray bright AGN in the galaxy NGC 1052. From spectral features due to X-ray reprocessing in the circumnuclear material, based on a simple, uniform-density torus X-ray reprocessing model, we find a covering factor of 80–100% and a globally averaged column density in the range \( (1-2) \times 10^{23} \text{ cm}^{-2} \). This closely matches the independently measured variable line-of-sight column density range, leading to a straightforward and self-consistent picture of the obscuring torus in NGC 1052, similar to several other AGN in recent literature. Comparing this X-ray-constrained torus model with measurements of spatially resolved sub-parsec absorption from radio observations, we find that it may be possible to account for both X-ray and radio data with a torus model featuring a steep density gradient along the axis of the relativistic jets. This provides a valuable direction for the development of improved physical models for the circumnuclear environment in NGC 1052 and potentially in a wider class of AGN.
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1. INTRODUCTION

In the framework of the simple unified model of active galactic nuclei (AGN), an anisotropic obscuring structure is needed to explain obscuration in the X-ray band and the dichotomy of optical types (Antonucci 1993; Urry & Padovani 1995), among other phenomenological features. This structure is traditionally called the “torus” even though in reality it is likely more complicated than its geometrical namesake, possibly a combination of several dynamical structures (Netzer 2015; Hönig 2019). The gas and dust in the torus absorb and reprocess radiation from the innermost regions around the supermassive black hole (SMBH), creating observable spectral signatures accessible to current instruments in the infrared (e.g., Alonso-Herrero et al. 2011; García-Bernete et al. 2019) and X-ray bands (e.g., Murphy & Yaqoob 2009; Liu & Li 2014).

As seen from the SMBH, the torus is thought to cover a significant fraction of outward lines of sight with column density \( (N_H) \) above \( 10^{24} \text{ cm}^{-2} \) (Ramos Almeida & Ricci 2017), where the material becomes Compton-thick (CT) as the optical depth to Compton scattering exceeds unity. Recent results from broadband X-ray spectroscopy of bright, nearby AGN suggest that signatures of X-ray reprocessing in the torus do not require the presence of CT material outside of our line of sight to the nucleus, both in obscured (e.g., Yaqoob et al. 2015; Zhao et al. 2020) and unobscured cases (e.g., Ursini et al. 2015; Younes et al. 2019; Diaz et al. 2020). However, the simplicity of the currently available spectral models for X-ray reprocessing in the torus leaves open the possi-
bility that the torus contains clumps of CT material, while the $N_H$ averaged over the torus is significantly lower (Baloković 2017; Zhao et al. 2021). Observations of variability in the line-of-sight column density, $N_{H,\text{los}}$ (e.g., Risaliti et al. 2002; Guainazzi et al. 2016; Zaino et al. 2020), are a powerful probe of torus clumpiness (Markowitz et al. 2014; Buchner et al. 2019; Laha et al. 2020).

In this paper, we focus on the properties of the obscuring torus in the bright, nearby AGN at the center of the galaxy NGC 1052. It exhibits a type 2 optical spectrum with broad lines observed in polarized light (Barth et al. 1999). Studying its emission across the electromagnetic spectrum, Fernández-Ontiveros et al. (2019) estimated that its bolometric luminosity ($L_{\text{bol}}$) and Eddington ratio ($\lambda_{\text{Edd}} = L_{\text{bol}}/L_{\text{Edd}}$) are around $7 \times 10^{42}$ erg s$^{-1}$ and $4 \times 10^{-4}$, respectively. The relatively low accretion rate classifies NGC 1052 as a low-luminosity AGN (LL AGN; Ho 2008), although it has previously been found to share some characteristics of typically more luminous Seyfert galaxies. Recent work suggests that the X-ray spectrum may be one of those characteristics (Brenneman et al. 2009; Osorio-Clavijo et al. 2020; Cabral 2020). In contrast, earlier studies (Weaver et al. 1999; Guainazzi et al. 2000; Kadler et al. 2004a) argued for a significantly harder intrinsic continuum more similar to that of jet-dominated sources (e.g., Sambruna et al. 2006; Giannì et al. 2011).

NGC 1052 features a pair of relativistic jets which have been characterized in detail using Very Long Baseline Interferometry (VLBI) up to high frequencies in the radio band (see Baczko et al. 2019; Nakihara et al. 2020, and references therein). These observations provide a useful constraint on the inclination of the system, likely in the range $60–85^\circ$ (Kadler et al. 2004b; Baczko et al. 2016). VLBI observations also established the existence of free-free absorption in the medium surrounding the innermost part of the twin jets at sub-pc scales (Kamen et al. 2001; Sawada-Satoh et al. 2008; Baczko et al. 2016), which is typically ascribed to a partially ionized torus. Very high opacity ($\tau \simeq 1000$) has been observed within about 2 mas ($\approx 0.2$ pc) from the estimated position of the SMBH, obscuring the receding jet (Sawada-Satoh et al. 2008). Multiple molecular species have been observed as masers or absorbers at comparable angular scale (Claussen et al. 1998; Vermeulen et al. 2003; Impellizzeri et al. 2008), leading to estimates of $N_H$ in the CT regime in at least some parts of the obscuring torus (Sawada-Satoh et al. 2016, 2019).

The goal of this study is to investigate the constraints on the basic parameters of the obscuring torus in NGC 1052 using X-ray data. To this end, we take a novel approach to multi-epoch broadband X-ray spectroscopy anchored in the long-term average spectrum in the hard X-ray band ($>10$ keV), for which we make use of all currently available hard X-ray data. The hard X-ray band is critical for determining the properties of the intrinsic continuum, which is substantially affected by absorption at $<10$ keV. It is also essential for characterizing the Compton hump, as the key spectral signature (in addition to the Fe Kα line) of circumnuclear reprocessing associated with the torus. We first establish a baseline spectral model using the highest-quality single-epoch data in § 3.1, then expand the analysis to multiple epochs in § 3.2. Folding in the analysis of obscuration variability (§ 3.3), we construct a self-consistent geometrical model for the obscuring torus in NGC 1052, which we further discuss and compare to sub-pc radio opacity measurements in § 4.

2. OBSERVATIONS AND DATA

In this paper, we specifically focus on maximizing the hard X-ray coverage in order to obtain the best possible constraints on the part of the X-ray spectrum that is essentially unaffected by the effects of photoelectric absorption. Much of the existing soft X-ray data has previously been analyzed and presented in the literature. In particular, soft X-ray diffuse emission in NGC 1052 has been studied using Chandra data by Kadler et al. (2004a) and most recently by Osorio-Clavijo et al. (2020) and Falocco et al. (2020). These works, along with some studies of larger samples that include NGC 1052 (Hernández-García et al. 2013; Connolly et al. 2016), also examined variability in the soft X-ray band. Individual hard X-ray spectra have previously been analyzed by Guainazzi et al. (2000), Brenneman et al. (2009), and Rivers et al. (2013), while Osorio-Clavijo et al. (2020) and Cabral (2020) presented multi-epoch studies based on some of the available hard X-ray data combined with different sets of soft X-ray observations. Individual pointed observations we consider in this work are listed in Table 1.

2.1. Long-term Light Curves and Average Spectra

NGC 1052 is a relatively bright hard X-ray source, and has been detected by the Burst Alert Telescope (BAT; Barthelmy et al. 2005) on board the Neil Gehrels Swift Observatory (Swift hereafter; Gehrels et al. 2004) in the 14–195 keV band. It was first included in the Swift/BAT all-sky survey catalog in its 22-month edition (Tueller et al. 2010). In the latest 105-month edition (Oh et al. 2018), NGC 1052 is detected with a signal-to-noise ratio of 15, and its listed 14–195 keV flux is $(3.1 \pm 0.3) \times 10^{-11}$ erg s$^{-1}$ cm$^{-2}$. In this work we make
Table 1. Individual X-ray observations of NGC 1052 considered in this work

| Epoch | Observatory | Observation ID | Start Date | Instrument | Exposure (ks) | Band (keV) | Count Rate \(a\) (s\(^{-1}\)) |
|-------|-------------|----------------|------------|------------|---------------|-----------|-------------------------------|
| 1     | NuSTAR      | 2017-01-01     | 60201056002 | FPMA       | 55.4          | 3–79      | 0.214 ± 0.002                 |
|       |             |                |            | FPMB       | 55.9          |           | 0.200 ± 0.002                 |
|       |             |                |            | EPIC/PN    | 43.4          | 0.5–10    | 0.502 ± 0.003                 |
|       |             |                |            | EPIC/MOS1  | 55.4          | 0.5–10    | 0.148 ± 0.001                 |
|       | XMM-Newton  | 2017-01-01     | 0790980101  | EPIC/MOS1  | 58.2          |           |                              |
| 2     | NuSTAR      | 2013-02-14     | 60061027002 | FPMA       | 15.6          | 3–79      | 0.171 ± 0.003                 |
|       |             |                |            | FPMB       | 15.6          |           | 0.171 ± 0.003                 |
| 3     | Suzaku      | 2007-02-16     | 702058010   | HXD/PIN    | 78.1          | 12–55     | 0.039 ± 0.003                 |
|       |             |                |            | XIS1       | 100.1         | 0.7–7     | 0.107 ± 0.001                 |
|       |             |                |            | XIS0       | 100.1         | 0.7–7     | 0.119 ± 0.001                 |
|       |             |                |            | XIS3       | 100.1         |           |                              |
| 4     | BeppoSAX    | 2000-01-11     | 5082800     | PDS        | 30.0          | 15–180    | 0.20 ± 0.04                   |
|       |             |                |            | MECS2      | 31.8          | 2–9       | 0.0312 ± 0.0007               |
|       |             |                |            | MECS3      | 31.8          |           |                              |
|       |             |                |            | LECS       | 25.7          | 2–9       | 0.0102 ± 0.0007               |

\(a\) Background-subtracted source count rate in the given energy band, without PSF corrections.

\(b\) Data for two similar instruments coadded for the spectral analysis.

use of the light curve and spectrum constructed from data accumulated between December 2004 and September 2013 available from the 105-month online catalog.\(^1\)

We show the light curve in the top panel of Figure 1.

The Rossi X-ray Timing Explorer (RXTE; Bradt et al. 1993) observed NGC 1052 on about 150 occasions between June 2005 and December 2009. These observations have been analyzed as a part of the RXTE AGN Timing & Spectral Database (Rivers et al. 2013) with data products available online.\(^2\)

In total, NGC 1052 has been observed for approximately 400 ks with the PCA instrument (Jahoda et al. 2006), covering the 2–60 keV band. In our analysis, we make use of the average spectrum as well as the light curves in 2–4 keV, 4–7 keV, and 7–10 keV bands. These light curves are provided in erg s\(^{-1}\) cm\(^{-2}\), calculated from a spectral model fitted to the 3.3–10 keV band (as the source is not significantly detected at lower energies) and are shown in the lower panel of Figure 1.

We also use the hard X-ray spectrum (20–150 keV) constructed from data collected by INTEGRAL (Winkler et al. 2003). We obtained the spectrum from the third revision of the online archive\(^3\) hosted by the INTEGRAL Science Data Centre. It is built from observations with the IBIS/ISGRI instrument (Lebrun et al. 2003; Ubertini et al. 2003) between 2003 and 2013 following the data processing procedure is described by Walter et al. (2010).

The light curves shown in Figure 1 demonstrate that the source is approximately steady around the long-term average flux in the hard X-ray Swift/BAT band, while at the same time RXTE/PCA sampled more significant variability below 10 keV. To the original statistical uncertainties in the soft X-ray light curves we added systematic uncertainties due to possibly variable background estimated to be 2–4 × 10\(^{-13}\) erg s\(^{-1}\) cm\(^{-2}\) (2–4 keV), 1–2 × 10\(^{-13}\) erg s\(^{-1}\) cm\(^{-2}\) (4–7 keV), and 1 × 10\(^{-13}\) erg s\(^{-1}\) cm\(^{-2}\) (7–10 keV), as noted in the online database. In order to make the light curves more directly comparable and reduce uncertainties, we re-binned them on the same monthly time grid while averaging over 3-month periods.

All three spectra are integrated over a number of years but still feature limited photon statistics in their highest-energy bins (see the grey spectra in Figure 2). We use them without re-binning, effectively treating some of the highest-energy bins as upper limits in our spectral fitting. Including those bins does not have a significant effect on the key parameters of our broadband spectral model. Considered alone, the BAT, ISGRI, and

\(^1\) https://swift.gsfc.nasa.gov/results/bs105mon
\(^2\) http://cass.ucsd.edu/~rxteagn
\(^3\) https://www.isdc.unige.ch/integral/heavens
PCA spectra agree in the overlapping 20–60 keV band in terms of the effective photon index ($\Gamma_{[20,60]} = 1.8 \pm 0.3$, 1.8$\pm$0.6, and 1$\pm$1, respectively) and flux, which is within 20% of the average $1.2 \times 10^{-11}$ erg s$^{-1}$ cm$^{-2}$. In all three cases, we make use of the response files provided by the respective online databases.

2.2. NuSTAR

NuSTAR (Harrison et al. 2013) observed NGC 1052 on two occasions, 2013 February 14 (obsID 60061027002) and 2017 January 1 (obsID 60201056002). The data reduction and analysis followed the standard procedure outlined in the NuSTAR Data Analysis Software Guide for each telescope (FPMA and FPMB) separately. We used the NuSTAR data analysis software package, NuSTARDAS version 1.8.0, provided within HEASOFT version 6.26, along with the NuSTAR calibration database version 20190430. After filtering the raw data using the nupipeline task (with saa=optimized and tentacle=yes options), the exposure times are 15.6 ks and 55.7 ks, respectively. The source does show fluctuations in count rate at about the 20% level during the course of the longer observation, but we only make use of observation-averaged data products in this work. We extracted source spectra from circular regions centered on NGC 1052 with a radius of 60″. Background spectra were extracted from source-free regions covering the same chip as the source for each observation, excluding circular regions within 90″ from the source. The nuproducts task was used to generate source and background spectra along with the response files. We binned the spectra using the scripted procedure described in Baloković (2017), which results in an approximately constant signal-to-noise ratio (SNR) per bin, with a minimum at SNR > 3.

2.3. XMM-Newton

Our target was observed by XMM-Newton (Jansen et al. 2001) multiple times, one of which was essentially simultaneous with the longer NuSTAR observation on 2017 January 1 (obsID 0790980101). We consider only this one epoch in our analysis, as the two observatories jointly provide a snapshot of the broadband X-ray spectrum of NGC1052 (0.5–79 keV) with unparalleled sensitivity. We processed the data using the XMM-Newton Science Analysis System (Gabriel et al. 2004) version 17.0, following the standard procedures outlined in the XMM-NEWTON ABC Guide. For the EPIC instrument detector PN (Strüder et al. 2001) we selected only single and double-patterned events, while for the MOS detectors (Turner et al. 2001) we also included quadruple-patterned ones. We excluded intervals of relatively high background count rates that exceeded a factor of 2 above the non-flaring rates. After filtering the raw event files for PN, MOS1, and MOS2, the exposure times were 43.4 ks, 55.4 ks, and 58.2 ks, respectively. The source data were extracted from circular regions with a 30″ radius centered on NGC 1052. Background regions were extracted from larger nearby regions within the same chip avoiding any chip gaps and faint point sources. For each detector, response files were generated using tasks rmfgen and arfgen, after which spectral and response files for MOS were combined using the addascaspec script. Finally, we binned the source spectra to have at least 50 counts per bin.

2.4. Suzaku

Suzaku (Mitsuda et al. 2007) observed NGC 1052 on 2007 February 16 (obsID 702058010). At that time, Suzaku had three operational XIS telescopes (Koyama et al. 2007) covering the soft X-ray band, and the target

\footnote{https://heasarc.gsfc.nasa.gov/docs/xmm/abc/}

\footnote{https://heasarc.gsfc.nasa.gov/docs/nustar/analysis/nustar_sguide.pdf}
was significantly detected (> 10σ) with the non-focusing hard X-ray instrument HXD/PIN (Takahashi et al. 2007). We processed the raw data using HEASOFT version 6.18 following standard procedures described in the Suzaku ABC Guide. After filtering, the effective exposure times were 100.1 ks for each of the three XIS detectors (XIS0, XIS1, and XIS3) and 78.1 ks for the HXD/PIN. The XIS source spectra were extracted from circular regions 3′ in radius, combining 3 × 3 and 5 × 5 modes. Background spectra were extracted from large, source-free circular areas for each XIS detector away from any chip edges and calibration sources. Response files for each detector were generated using the tasks xismfgen and xissmarfgen. The spectra and response files from the two front-illuminated chips (XIS0 and XIS3) were then combined using addascaspec. We binned the spectra to a minimum of 100 counts per bin in order to roughly match the number of bins in the XMM-Newton spectra. We used the hxdpinxbpi script to generate response files and the background spectrum for PIN data, including both the instrumental and the cosmic X-ray background contributions. The PIN spectrum is background-dominated, so we grouped the data with a minimum of 3000 counts per bin.

### 2.5. BeppoSAX

NGC 1052 was observed with BeppoSAX (Boella et al. 1997a) on 2000 January 11 (obsID 5082800). We obtained fully processed data for this observation from the HEASARC archive, produced following the standard procedures detailed in the BeppoSAX ABC Guide. The data products include spectra from the soft X-ray telescopes LECS (Parmar et al. 1997) and MECS (Boella et al. 1997b) extracted from circular regions with 3′ radii around the source centroid. For the latter, data from two detector units (MECS2 and MECS3) operational at the time of the observation were combined into a single spectrum. The target was also significantly detected at hard X-ray energies using the non-focusing PDS instrument Frontera et al. (1997). Total exposure times for the LECS, MECS (combined), and PDS instruments are 25.7 ks, 63.7 ks, and 30.0 ks, respectively. Appropriate response and background files were downloaded from the Italian Space Agency (ASI) online repository. We applied binning of at least 30 counts per bin for the soft X-ray instruments, and at least 500 counts per bin for the background-dominated PDS.

### 3. DATA ANALYSIS

Data analysis presented here was performed using xspec (Arnaud 1996) version 12.9.1m. All spectral models include an absorption component due to the Milky Way with the line-of-sight column density of \(2.8 \times 10^{20} \text{ cm}^{-2}\) (HI4PI Collaboration et al. 2016) and \(z = 0.00504\) based on the heliocentric velocity measured by Denicolo et al. (2005). We use \(\chi^2\) statistics for fitting and evaluation of spectral models, choosing null hypothesis probability (pnull) threshold of 5% to accept or reject a particular model. In all fits we assume unity cross-normalization factor for one detector per epoch (see Table 1 for the definition of epochs), while others are optimized in the fitting procedure. A brief discussion of the cross-normalization strategy is given in the Appendix.

#### 3.1. Single-epoch Spectral Modeling

As a first step in our multi-epoch analysis, we make use of the highest-quality broadband snapshot
of the NGC 1052 spectrum acquired in joint observation with XMM-Newton and NuSTAR in 2017. We start our analysis assuming a double power-law model with a high-energy cutoff and neutral line-of-sight absorption, following the basic steps from the most recent analyses of NGC 1052 broadband X-ray spectra (Brenneman et al. 2009; Osorio-Clavijo et al. 2020; Cabral 2020). We keep the coronal high-energy cutoff fixed at 290 keV, as the representative median for the nearby obscured AGN population (Baloković et al. 2020). Leaving out the Galactic absorption and the cross-normalization factor, the Xspec expression for this model is \( \text{zphabs} \times \text{cabs} \times \text{cutoffpl} + f \times \text{cutoffpl} \). The first term represents the intrinsic (primary) continuum with the AGN-related photoelectric absorption including line-of-sight Compton scattering. The secondary continuum component, observable only in the soft X-ray band is normalized relative to the primary continuum via the free parameter \( f \). Other free parameters are the normalization and the photon index (\( \Gamma \)) of the primary continuum, line-of-sight absorption column (\( N_{\text{H,los}} \)), and three cross-normalization factors (for FPMB, PN and coadded MOS spectra).

The first model does not fit the data well, with the lowest \( \chi^2 \) exceeding 1600 for 1200 degrees of freedom (\( \nu \)). Residuals in terms of \( \chi^2 \) contributions from each energy bin are shown in the top panel of Figure 3. The low-energy excess peaking around 0.9 keV may be due to optically thin plasma emission, while the narrow excess at 6.4 keV reveals the presence of a narrow emission line. Both features have been identified in previous studies of NGC 1052, with the former known to extend out to galactic scales (Kadler et al. 2004a; Osorio-Clavijo et al. 2020; Falocco et al. 2020). We first add a mekal component (Mewe et al. 1995) to represent the plasma emission as in the more detailed studies mentioned above, which lowers the total \( \chi^2 \) to 1491.9. Then, we add an unresolved Gaussian at rest-frame 6.4 keV, further lowering the total \( \chi^2 \) to 1322.1. Additional free parameters are the temperature and normalization of the mekal component and the normalization of the emission line. Residuals are again shown in Figure 3. Temporarily letting the

![Figure 3. Residuals in terms of \( \chi^2 \) contributions of individual energy bins in XMM-Newton and NuSTAR spectra from 2017 (epoch 1) for a series of models discussed in § 3.1. Shortened Xspec model expressions and total \( \chi^2 \) over the number of degrees of freedom (\( \nu \)) are given in each panel. For the former, c and f refer to the instrumental cross-normalization factor and the parameter \( f_s \), respectively, while pl represents the cutoff power law model cutoffpl and the borus02 component is included in the form of an additive table.](image)

![Figure 4. Best-fit spectral model S based on data from quasi-simultaneous NuSTAR and XMM-Newton observation in 2017. The solid black line shows the total. Dotted and dashed black lines show the intrinsic continuum and the component absorbed along the line of sight, respectively. The cyan lines show components not originating in the line of sight to the central source: mekal in solid, secondary power law in dotted, and borus02 in dashed lines. For visual comparison, we also show the shape of the reprocessed continuum represented by pexrav (Magdziarz & Zdziarski 1995) with the thick, solid, light grey line, plotted here at the upper limit of its possible contribution according to the recent literature: \( |R_{\text{pex}}| < 0.3 \) from Baloković (2017), consistent with \(\lesssim 0.1 \) from Osorio-Clavijo et al. (2020) and < 0.01 from Brenneman et al. (2009).](image)
line energy be a free parameter, we find that it is constrained to \((6.39\pm0.01)\) keV, identifying it as the neutral Fe Kα line. Its equivalent width is \((100 \pm 10)\) eV, which is consistent with results from Brenneman et al. (2009) and only marginally lower than the Fe Kα equivalent widths from González-Martín et al. (2009), Rivers et al. (2013), and Falocco et al. (2020).

In order to allow for greater flexibility in the absorption profile, we replace the neutral absorption component with an ionized one represented by the \texttt{zxipcf} model. The additive components of the \texttt{Xspec} model are \texttt{zxipcf x cabs \times cutoffpl}, \texttt{f_{\times cutoffpl}}, \texttt{mekal}, and \texttt{zgauss}. We keep the partial covering fraction fixed at unity, therefore adding only one new free parameter, the ionization parameter, \(\xi\) (defined as \(L/nR^2\), where \(L\) is the ionizing radiation luminosity, \(n\) is the gas density, and \(R\) is its distance from the radiation source). In the remainder of this paper, we use \(N_{\text{H,tor}}\) to refer to the column density of the partially ionized material in the line of sight. This is the simplest model fitting the data well, yielding \(\chi^2/\nu = 1253.2/1196 = 1.048\). As this corresponds to \(p_{\text{null}} = 12\%\), above our 5\% threshold for rejecting a model, this model represents a satisfactory description of the XMM-Newton and NuSTAR data. A similarly good fit can be achieved with a partial covering neutral absorption model, but we favor the ionized absorption model because it is easier to interpret. The residuals of this model (second panel from the bottom in Figure 3) do not show any further structure except for possible narrow line-like features at some energies (e.g., around 1.9 keV), which we do not include for simplicity because the model is already statistically acceptable.

The goal of our study is to constrain the properties of the circumnuclear material using its line-of-sight and globally averaged column density. We therefore employ a model to self-consistently represent X-ray reprocessing (Compton scattering, fluorescence, and absorption) in a torus-like geometry. Replacing the phenomenological Gaussian at 6.4 keV, we include the table model \texttt{borus02} (Baloković et al. 2018), which includes both continuum and line emission from reprocessing in a neutral medium characterized by a covering factor \((C_{\text{tor}})\) and a column density averaged over all covered lines of sight \((N_{\text{H,tor}})\).\(^{10}\) We link the parameters related to the intrinsic spectrum to those of existing components, fix the relative Fe abundance to unity (i.e., Solar value), and assume the viewing angle constrained by measurements of the twin jets in the radio band: \(\theta_{\text{inc}} = 80^\circ\). The resulting model has only one additional free parameter, as \(C_{\text{tor}}\) and \(N_{\text{H,tor}}\) are added to the pool and the normalization of the Fe Kα line is eliminated. The model fits the data only slightly better than the previous model \((\chi^2/\nu = 1247.9/1195 = 1.044, p_{\text{null}} = 14\%)\); however, its added value is the ability to directly constrain some of the basic properties of the circumnuclear material from the X-ray data.

The best-fit parameters for this model, which we adopt as the basis of our multi-epoch spectral analysis and refer to as model S hereafter, are given in Table 2. In Figure 4 we show the model and highlight its components individually. The observed 2–10 keV flux calculated from this model is \((5.8 \pm 0.2) \times 10^{-12}\) erg s\(^{-1}\) cm\(^{-2}\), very close to the average of \(5.9 \times 10^{-12}\) erg s\(^{-1}\) cm\(^{-2}\) observed with RXTE (see Figure 1). The intrinsic luminosity in the same band is \((6.5 \pm 0.3) \times 10^{43}\) erg s\(^{-1}\). Noting that \(N_{\text{H,los}}\) and \(N_{\text{H,tor}}\) converge toward similar values (\(\approx 1.3 \times 10^{23}\) cm\(^{-2}\)), we also test the assumption that they are equal. This adds self-consistency to the model as the \texttt{borus02} component formally represents a torus of uniform density. The additional constraint degrades the fit quality negligibly \((\chi^2/\nu = 1248.9/1196 = 1.044, p_{\text{null}} = 14\%)\) and only marginally changes the constraint on \(C_{\text{tor}}\) from \(> 80\%\) to \((70 \pm 10)\%,\) without shifting any other spectral parameters outside of their 68\% confidence intervals. The resulting constraint on \(N_{\text{H,los}}/N_{\text{H,tor}} = (1.5^{+0.2}_{-0.4}) \times 10^{23}\) cm\(^{-2}\) is very close to the value of \(N_{\text{H,los}}\) in model S and only marginally different from \(N_{\text{H,tor}}\) given the derived 68\% confidence interval. This is consistent with expectations from the small difference in \(\chi^2\) and the fact that this constraint is driven by a combination of several spectral features.

3.2. Joint Multi-epoch Spectral Modeling

Before starting our multi-epoch spectral analysis, we verified that each of the four epochs (defined in Table 1) can be fitted well with the model based on the highest-quality epoch analysed in detail in the preceding section. Consistent with previous studies, we find that the spectrum of NGC 1052 is qualitatively similar in other epochs, with the differences fully accounted for by variations in the luminosity of the intrinsic continuum, \(N_{\text{H,los}}\), and \(\Gamma\). For practical reasons discussed in §4.2, in this study we do not consider \(\Gamma\) to be variable between epochs. We note that XMM-Newton and Suzaku spectra at the lowest energies differ, so we ignored spectra from both of them below 0.7 keV for the joint spectral analysis since the soft X-ray emission is not the focus of our study. The difference may be due to the much smaller extraction region size used for XMM-Newton combined with PSF correction calculated assuming only a point source, while the soft emission is
Figure 5. Unfolded spectra and the best-fit spectral model B (free $N_{H,\text{tor}}$, variable $\xi$) in the top panels with $\chi^2$ contributions for each energy bin in the bottom panels. The colors of data points match those shown in Figure 2, except the long-term averaged spectra (from Swift, INTEGRAL, and RXTE) plotted in the same shade of light grey in the background of each panel. Downward arrows mark error bars formally extending to zero. Thick black lines in each panel show the total spectral model per epoch, and the thick, grey, dashed line shows the total for the average spectrum. Dotted black lines show the line-of-sight component, which is different in every epoch, while the grey dotted lines show the sum of all non-variable components (reprocessing by the torus, secondary power-law component, and plasma emission).

extended over the central $\simeq 30''$ in Chandra images analyzed by Osorio-Clavijo et al. (2020) and Falocco et al. (2020).

The basic principle behind our joint multi-epoch analysis is the idea that spectra integrated over long periods of time (as in the case of Swift/BAT, INTEGRAL/ISGRI, and RXTE/PCA) be well described by a model consisting of components constant over long periods and averages of components that vary between epochs. Examples of the former are the extended plasma emission, Thomson-scattered continuum typically associated with the ionization cones (i.e., the narrow-line region; e.g., Gupta et al. 2021), and reprocessing in the obscuring torus. The large physical extent of the sources of these components (pc–kpc) makes them insensitive to short-timescale variations of the intrinsic continuum. We therefore define a multi-epoch Xspec model whose parameters have values that are either equal in all epochs (i.e., treated as a single free parameter) or different in each epoch (i.e., treated as a free parameter in each epoch). In the latter case, the model for the long-term average spectrum is defined by parameter values that are averages of values from individual epochs. In a sense, the long-term spectrum can be seen as an additional, special epoch.

For our simplest multi-epoch model we choose to fit for single, shared values of spectral parameters $\Gamma$, $f_s$, $\xi$, $C_{\text{tor}}$, and $N_{H,\text{tor}}$, in addition to the mekal parameter $kT$ and its normalization. Parameters $N_{H,\text{los}}$ and $K$ (intrinsic continuum normalization) are free parameters in each of the four epochs, while the corresponding parameters for the average “epoch” are set to be the averages over the other four epochs. We also fit for 10 cross-normalization factors ($C_{\text{inst}}$) while assuming that one spectrum per epoch has this factor fixed at unity. These factors can be arranged in a number of different ways, which we discuss in more detail in the Appendix. For this model, which we call model A, the 4+1-epoch fit has $\nu = 1835$. It provides a good fit to the data with $\chi^2 = 1904.5$ ($p_{\text{null}} = 13\%$). Again noting the convergence of the average $N_{H,\text{los}}$ and $N_{H,\text{tor}}$ ($\simeq 1.5 \times 10^{23} \text{ cm}^{-2}$), we test the assumption that they are equal. Model $A'$, which includes this additional constraint, yields $\chi^2 = 1912.2/1836 = 1.041$ ($p_{\text{null}} = 11\%$) for the parameter values listed in Table 2 with their uncertainties representing 68% confidence intervals. The only notable difference in parameters compared to model A is $C_{\text{tor}} = (80 \pm 4)\%$ as opposed to $>90\%$, while all other parameters stay within their derived uncertainties.

We try to improve the model further by additionally letting the parameter $\xi$ have a different value in each epoch, like $N_{H,\text{los}}$ and $K$ in model A. This model (named B) has three additional free parameters and fits the data slightly better: $\chi^2 = 1899.3/1832 = 1.037$ ($p_{\text{null}} = 13\%$). The same is true for the primed version of the model ($B'$) with $N_{H,\text{tor}}$ equal to $N_{H,\text{los}}$ averaged over epochs ($\chi^2 = 1902.5/1833 = 1.038$, $p_{\text{null}} = 13\%$). Since the parameter constraints are very similar, we list them only for model B in Table 2. We also show this model in
Table 2. Parameters of several representative single-epoch and multi-epoch broadband X-ray spectral models

| Parameter $^a$ | Epoch $^b$ | Model S | Model A' | Model B | Model B' |
|----------------|------------|---------|----------|---------|----------|
| $\chi^2 / \nu$ | 1247.9/1195 | 1912.2/1836 | 1899.3/1832 | 1790.7/1755 |
| $P_{null} / \%$ | 14 | 11 | 13 | 27 |
| $\Gamma$ | $1.76 \pm 0.03$ | $1.74 \pm 0.02$ | $1.72 \pm 0.02$ | $1.76 \pm 0.01$ |
| $f_s / \%$ | $3.2 \pm 0.1$ | $4.2 \pm 0.2$ | $4.4 \pm 0.2$ | $3.9^{+0.1}_{-0.2}$ |
| $N_{H,\text{tor}} / 10^{23} \text{cm}^{-2}$ | $1.01^{+0.06}_{-0.08}$ | $N_{H,\text{los}} (0)$ | $1.2 \pm 0.1$ | $1.7^{+0.2}_{-0.2}$ |
| $C_{\text{tor}} / \%$ $^c$ | $100^{+u}_{-0}$ | $80 \pm 4$ | $100^{+u}_{10}$ | $80 \pm 4$ |
| $K / 10^{-3} \text{keV}^{-1} \text{s}^{-1} \text{cm}^{-2}$ | | | | |
| 0 | $\cdots$ | $(2.7 \pm 0.1)$ | $(2.6 \pm 0.1)$ | $(3.11 \pm 0.08)$ |
| 1 | $3.6 \pm 0.1$ | $3.6 \pm 0.2$ | $3.5 \pm 0.2$ | $3.6 \pm 0.1$ |
| 2 | $\cdots$ | $2.6 \pm 0.1$ | $2.5 \pm 0.2$ | $2.7 \pm 0.1$ |
| 3 | $\cdots$ | $2.9 \pm 0.1$ | $2.9 \pm 0.1$ | $3.0 \pm 0.1$ |
| 4 | $\cdots$ | $1.6 \pm 0.4$ | $1.5 \pm 0.3$ | $\cdots$ |
| $N_{H,\text{los}} / 10^{23} \text{cm}^{-2}$ | | | | |
| 0 | $\cdots$ | $(1.83 \pm 0.04)$ | $(1.84 \pm 0.05)$ | $(1.66 \pm 0.06)$ |
| 1 | $1.6^{+0.2}_{-0.1}$ | $1.92 \pm 0.06$ | $2.00 \pm 0.04$ | $1.61^{+0.03}_{-0.06}$ |
| 2 | $\cdots$ | $1.8 \pm 0.1$ | $1.8 \pm 0.3$ | $1.7 \pm 0.1$ |
| 3 | $\cdots$ | $1.64 \pm 0.06$ | $1.68 \pm 0.06$ | $1.65 \pm 0.04$ |
| 4 | $\cdots$ | $2.0 \pm 0.1$ | $1.9 \pm 0.2$ | $\cdots$ |
| $\log (\xi / \text{erg s}^{-1} \text{cm}^{-1})$ | | | | |
| 0 | $\cdots$ | $1.43 \pm 0.08$ | $(1.3 \pm 0.1)$ | $(1.26 \pm 0.08)$ |
| 1 | $1.09^{+0.03}_{-0.04}$ | $= \log (\xi) (0)$ | $1.53 \pm 0.08$ | $1.0 \pm 0.1$ |
| 2 | $\cdots$ | $= \log (\xi) (0)$ | $1.4 \pm 0.3$ | $1.3^{+0.2}_{-0.1}$ |
| 3 | $\cdots$ | $= \log (\xi) (0)$ | $1.45 \pm 0.09$ | $1.41 \pm 0.04$ |
| 4 | $\cdots$ | $= \log (\xi) (0)$ | $0.8 \pm 0.4$ | $\cdots$ |

$^a$ Two mekal parameters that do not change value between the models are not listed in the table: its temperature, $0.68 \pm 0.03 \text{keV}$, and normalization factor, $(2.4 \pm 0.2) \times 10^{-5}$. Fitted cross-normalization factors are listed separately in Table 3.

$^b$ Epoch index zero marks the long-term average values. Cases in which a parameter is not fitted but calculated as the average of individual epochs are given in parentheses.

$^c$ $+u$ is given when the uncertainty is consistent with the upper end of the parameter domain.

Figure 5 as an illustrative example for all models mentioned in this section, because they are too similar to visually distinguish any differences. The slight differences produced by $\xi$ variations or the average—as opposed to independently fitted—$N_{H,\text{tor}}$ are negligible, as expected from the very small difference in the total $\chi^2$ between these well-fitting models. Given the very small differences in the best-fit reduced $\chi^2$ and $P_{null} > 5\%$ in all cases, it is not possible to formally select the preferred scenario on statistical grounds.

Although we considered a number of other possible improvements and alternatives to models A, A', B, and B', we did not find any that resulted in a significant decrease of the total $\chi^2$. We note, however, that the spectrum in epoch 4 (BeppoSAX data) seems to be most different from the other epochs, with the lowest intrinsic continuum normalization and the lowest ionization parameter. As an additional test, we performed the multi-epoch analysis excluding BeppoSAX data. We find the biggest differences for model B' (the 3-epoch equivalent of model B), which we include in Table 2 for direct comparison. Consistent with expectations, the average normalization of the continuum is higher, but the spectral parameters do not generally change appreciably. The data considered in this spectral analysis may not allow us to distinguish between the slightly different models described above, but they all point toward a self-consistent multi-epoch solution for the broadband X-ray spectrum of NGC1052 with interesting physical constraints further discussed in §4.3.

3.3. 2–10 keV Light Curve Modeling

The RXTE/PCA light curves in the 2–10 keV band shown in Figure 1 (bottom panel) offer an additional
self-consistency test for our broadband X-ray spectral model for NGC 1052. We first employ models A and $A''$ for the average spectrum from §3.2 to calculate observable fluxes in the 2–4 keV, 4–7 keV, and 7–10 keV bands as a function of $N_{H,\text{los}}$ for the range $22 < \log N_{H,\text{los}}/\text{cm}^{-2} < 24$. Then, for each time bin with flux measured in all three bands, we calculate $\chi^2$ as a function of $N_{H,\text{los}}$ and identify the lowest value. With three points per time bin, one free parameter per bin, and 148 (56) bins in the original (3-month averaged) light curves, the total number of degrees of freedom in this fitting problem is 296 (112). While the exact value of $\chi^2$ depends on the assumed systematic uncertainties mentioned in §2.1, we are able to find overall good fits with total $\chi^2$ below about 350 (150) even assuming the minimal level of systematics. The resulting variability in $N_{H,\text{los}}$ during the 4.5-year period covered by RXTE observations is shown in Figure 6. Identical results follow from assuming model $A'$ instead of A. The main outcome of this analysis is the inferred distribution of $N_{H,\text{los}}$, which would be challenging to obtain directly from time-resolved spectral fitting of RXTE data.

As shown in Figure 6 (inset), $N_{H,\text{los}}$ is distributed in the range between $8 \times 10^{22} \text{ cm}^{-2}$ and $2 \times 10^{23} \text{ cm}^{-2}$, with a few outliers around $3 \times 10^{23} \text{ cm}^{-2}$ mostly from observations in late 2005. The medians for the original and three-month averaged light curves are very close: $1.2 \times 10^{23} \text{ cm}^{-2}$ and $1.4 \times 10^{23} \text{ cm}^{-2}$, respectively. The central 68% of the distribution is between $0.9 \times 10^{23} \text{ cm}^{-2}$ and $1.7 \times 10^{23} \text{ cm}^{-2}$. For this calculation we assumed that the intrinsic continuum does not vary, which can be justified by the absence of any notable trend in the Swift/BAT light curve (Figure 1, top panel) over the same time period. If we allow for a small vertical offset and a linear trend in intrinsic luminosity, we get even lower total $\chi^2$, but the $N_{H,\text{los}}$ distribution is not significantly affected. However, this is likely over-fitting the available data. Likewise, fitting a grid of models with variability in both $N_{H,\text{los}}$ and $\xi$ (as in models B and $B'$) provides too much freedom for the data considered here, although from manual comparison for a subset of time bins, we typically find $N_{H,\text{los}}$ slightly above $1 \times 10^{23} \text{ cm}^{-2}$.

4. RESULTS AND DISCUSSION

4.1. Broadband X-ray Spectrum

Our analysis establishes a broadband X-ray spectral model for NGC 1052 that is uniquely based on essentially all currently available hard X-ray data and self-consistently accounts for observed variability over several epochs sparsely covering 17 years. The exquisite broadband coverage is particularly helpful for better constraining the parameters of broad continuum components. Apart from the novel aspect of the physically motivated reprocessed component represented by the borus02 model, the main features of our models are similar to those of models in the literature. Our modeling is deliberately not exhaustive; it is rather focused on demonstrating the advantages of our approach for interpretation of X-ray data in terms of physical rather than phenomenological parameters.

Prior to the long Suzaku observation in 2007 (Brenneman et al. 2009) the absorption profile was not considered to be due to partially ionized gas, which typically led to inferences of $\Gamma < 1.5$ for the intrinsic continuum (Weaver et al. 1999; Guainazzi et al. 2000; Kadler et al. 2004a). Detailed studies by Brenneman et al. (2009), Osorio-Clavijo et al. (2020), and Falocco et al. (2020) considered both ionized and multi-layer, partial-covering absorption reporting $\Gamma$ in the wide range 1.2–1.7 depending on the epoch and the assumed spectral model. Rivers et al. (2013) and Cabral (2020) found $\Gamma$ consistent with 1.65, close to the typical range observed in bright, nearby Seyferts selected in the hard X-ray band (Baloković 2017; Ricci et al. 2017a; Panagiotou & Walter 2019). Our constraints cluster around $\Gamma = 1.74$, with statistical uncertainties approximately equal to systematic uncertainties due to model selection (each contributing about ±0.02). This is under the assumption that $E_{\text{cut}} = 290 \text{ keV}$, based on the current best estimate for the median in the nearby obscured AGN population (Baloković et al. 2020).
Our data and models provide the most robust direct constraint on $E_{\text{cut}}$ in NGC 1052 to date. Letting $E_{\text{cut}}$ be a free parameter in the multi-epoch fits for models considered in § 3.2, we uniformly find that the best-fit value tends to be at the high-energy end of the parameter domain. The models also agree that a lower limit on $E_{\text{cut}}$ is around 220 keV at the 68% confidence level and around 140 keV at the 99% level. As expected from $E_{\text{cut}}$ in this energy range, our constraint on $\Gamma$ does not change with respect to fixed $E_{\text{cut}}$, but uncertainties for each model increase to typically ±0.04. Comparing to $\Gamma = 1.36 \pm 0.09$ and $E_{\text{cut}} = 80^{+29}_{-26}$ keV from Baloković et al. (2020), based on poorer-quality data and a simpler spectral model, we further support their claim that such low and apparently well-constrained cutoffs are likely just a consequence of degeneracy between model parameters. We also make use of the recently published equivalent of the borus02 model named borus12 (Baloković et al. 2019), which features a more physical Comptonized continuum ($\text{nthcomp}$; Zdziarski et al. 1996; Życki et al. 1999) in place of the phenomenological cutoff power law.\footnote{Specifically, we use the FITS table borus12_v190815a.fits.} Instead of $E_{\text{cut}}$, models with this intrinsic continuum directly provide a lower limit on the electron temperature of the corona: $kT_e > 120$ keV at the 68% confidence level and $kT_e > 50$ keV at the 99% level.

One additional feature that previous studies considered is the contribution from relativistic disk reprocessing (i.e., relativistic reflection). Although Brenneman et al. (2009) found tentative evidence for relativistic reflection around the FeKα line in Suzaku data, more recent studies—including this one—did not find it necessary to include such a component in order to fit the observed spectra sufficiently well. We attempted to force a relativistically broadened reflection component into our already well-fitting models by manually increasing its normalization from close to zero. For this exercise we used the relxill model (García et al. 2014; Dauser et al. 2014), which is based on the same intrinsic continuum as borus12. All shared parameters were linked, and we fixed parameters relevant for innermost disk reflection to the ranges of values discussed in Brenneman et al. (2009) and Falocco et al. (2020). However, we were unable to find any configuration in which $\chi^2/\nu$ decreased significantly with the addition of this component. Its normalization generally drifted toward zero in the calculation of uncertainties in Xspec. We therefore conclude that we find no evidence for relativistic reflection in the X-ray spectrum of NGC 1052.

4.2. Variability

Variable intrinsic X-ray luminosity is commonly observed in AGN. In our analysis we allow the intrinsic luminosity to be different in each of the four epochs with the constraint that the average has to match the intrinsic luminosity of the spectra from the BAT, ISGRI, and PCA instruments, which are averaged over long time periods (>4 years in each case). We find that over the four epochs the intrinsic luminosity varies with an amplitude of at most 30% around the mean of $4.7 \times 10^{41}$ erg s$^{-1}$ in the 2–10 keV band. This is consistent with the relatively stable flux in the BAT band (Figure 1, top panel), which is dominated by the intrinsic continuum.

Marginal evidence for the scaling of $\Gamma$ with luminosity over its modest variability amplitude has previously been found by Hernández-García et al. (2013) and Connolly et al. (2016), but in the opposite sense. In our analysis we assumed that $\Gamma$ is not variable because the normalizations of the cutoffpl and borus02 components are highly correlated with $\Gamma$. Calculation of the average intrinsic continuum and therefore the normalizations of the non-variable components in Xspec, which is a key ingredient of our multi-epoch modeling method, is formally correct only under this assumption. Constant $\Gamma$ seems to be statistically consistent with the data considered in our analysis. However, a different setup of the model in future work would make it possible to test the $\Gamma - \lambda_{\text{Edd}}$ relationship in the range of $\lambda_{\text{Edd}}$ where the scaling appears to reverse sign (Constantin et al. 2009; Connolly et al. 2016; She et al. 2018).

Variability of $N_{\text{H,los}}$ in NGC 1052 has been well established in previous studies (e.g., Hernández-García et al. 2013; Falocco et al. 2020; Osorio-Clavijo et al. 2020). A detailed comparison of $N_{\text{H,los}}$ values is hampered by the differences in adopted spectral models and the simultaneous fitting for $\Gamma$ in each epoch leading to the well-known degeneracy between these two spectral parameters. Our multi-epoch spectral modeling and modeling of the RXTE light curves are generally consistent with findings in the literature, which fall within the range $7 \times 10^{22} < N_{\text{H,los}} / \text{cm}^{-2} < 2.5 \times 10^{23}$ for the highest-absorption components. From spectroscopy, we find that $N_{\text{H,los}}$ varies by no more than 20% around the average which is $(1.7 - 1.8) \times 10^{23} \text{cm}^{-2}$, depending on the model (see Table 2). RXTE light curves imply a larger amplitude of variability—up to a factor of two—around a slightly lower median, $(1.2 - 1.4) \times 10^{23} \text{cm}^{-2}$. Light curve modeling may not be as reliable as full spectral modeling, but still represents a valuable consistency test. The most recent broadband X-ray spectral modeling results from Osorio-Clavijo et al. (2020) and Cabral (2020), based on a larger number of...
epochs but fewer hard X-ray spectra, suggest variability in $N_{H,\text{los}}$ similar to the range presented here.

4.3. Circumnuclear X-ray Reprocessing

Most previous studies of NGC 1052 broadband X-ray spectra (e.g., Brenneman et al. 2009; Baloković 2017; Osorio-Clavijo et al. 2020) included a spectral component accounting for reprocessing in circumnuclear material that are based on the simplifying assumption that the Compton hump is largely fixed in shape and well represented by X-ray reprocessing models with the geometry of a slab of infinite column density (e.g., pexrav; Magdziarz & Zdziarski 1995). The use of models similar to pexrav is broadly justified across the literature by the expectation that the circumnuclear material obscuring the central source of X-rays in AGN exists in the form of a torus-like structure containing gas and dust with CT column densities. However, the shape of the reprocessed continuum depends on the geometry and the column density of the circumnuclear material. In Figure 4 we contrast the difference in the spectral shape of the best-fit reprocessed component from our single-epoch modeling (§3.1) with that of the pexrav model. Its normalization ($|R_{\text{pex}}| < 0.3$) is set according to the upper limit based on the most directly constraining NuSTAR data from Baloković (2017), which is consistent with $|R_{\text{pex}}| \approx 0.1$ from additional NuSTAR data considered in Osorio-Clavijo et al. (2020).

Our analysis, based on a model in which the reprocessed component (both the continuum and lines treated self-consistently) is represented by the borus02 model, finds that the X-ray data are consistent with a nearly spherical distribution of circumnuclear material with a high covering factor (80–100 %) and column density significantly below the CT threshold ($1 - 3 \times 10^{23} \text{ cm}^{-2}$). In this regime, the Compton hump is significantly lower and broader (i.e., less strongly peaked) than in pexrav and similar models, as Figure 4 demonstrates. These properties provide a straightforward explanation for the previous measurements, but seem to differ from the expectations for the classical AGN torus. Despite the common nomenclature, which we keep, neither obscuration nor reprocessing in AGN are necessarily tied to the observationally established dusty torus. Direct measurements of the properties of X-ray reprocessing structures have only recently become feasible, and studies like the one presented here are only beginning to test the correspondence (Esparza-Arredondo et al. 2019; Esparza Arredondo et al. 2021; Ogawa et al. 2021).

Both the multi-epoch spectral analysis and the results from light curve modeling suggest that $N_{H,\text{los}}$ is $(1 - 3) \times 10^{23} \text{ cm}^{-2}$, overlapping with our constraints on the $N_{H,\text{tor}}$ parameter of the borus02 component. We show this visually in Figure 7 for models A and A’, noting that models B and B’ provide almost identical constraints. The average $N_{H,\text{los}}$ for four individual epochs, $(1.83 \pm 0.04) \times 10^{23} \text{ cm}^{-2}$, is just slightly above the range containing 68 % of the $N_{H,\text{los}}$ distribution determined from RXTE light curves and shown with the grey hatched region in Figure 7. Excluding the epoch 4 data lowers the average, $(1.66 \pm 0.06) \times 10^{23} \text{ cm}^{-2}$, to within this interval. Taken together at face value, these results could be interpreted as due to an atypical, nearly spherical, roughly uniform, low-density “torus” responsible for both reprocessing and obscuration.

To test this interpretation, we perform a series of fits to the multi-epoch spectral data with the parameter $N_{H,\text{tor}}$ fixed at a range of values in the range

![Figure 7](image-url) Constraints on the main torus parameters (covering factor, $C_{\text{tor}}$, and column density, $N_{H,\text{tor}}$) based on models A and A’. Blue contours show 1σ, 2σ, and 3σ confidence regions going from darker to lighter colors, respectively. The open black triangle at the upper end of the $C_{\text{tor}}$ range marks the best fit for model A, in which $N_{H,\text{tor}}$ is a free parameter. The band covered with black vertical hatching shows 1σ confidence region for fits in which $N_{H,\text{tor}}$ was fixed at values within the plotted range. The white circle and its error bar show the average $N_{H,\text{los}}$ recovered from our analysis of the RXTE light curves. Both the multi-epoch spectral analysis and the light curve modeling suggest that $N_{H,\text{los}} = (1 - 2) \times 10^{23} \text{ cm}^{-2}$, overlapping with our constraints on the $N_{H,\text{tor}}$ parameter.
$22.5 < \log N_{\text{H,tor}}/\text{cm}^{-2} < 24.5$ for both A and B models. With the black hatched region in Figure 7 we show the constraints on the parameter $C_{\text{tor}}$ in the former case. The range of the horizontal axis of the figure is set by the $N_{\text{H,tor}}$ interval within which the fits result in a $\chi^2$ low enough that the models cannot be rejected (i.e., $p_{\text{null}}$ exceeds 5%) outside of the plotted range models are no longer acceptable. From this exercise we conclude that while a torus with $\log N_{\text{H,tor}}/\text{cm}^{-2} \approx 23.5$ and $C_{\text{tor}} \approx 65\%$ is still statistically consistent with the data, one with $\log N_{\text{H,tor}}/\text{cm}^{-2} \gtrsim 24$ is not. However, this is a model-dependent statement, and an alternative model with a non-uniform density distribution may contain a small fraction of lines of sight covered with CT column densities as long as the global average is closer to the observed $N_{\text{H,los}}$.

In order to examine one possible alternative, we employed the BORUS code (Baloković 2017; Baloković et al. 2018) to compute a new table model for Xspec assuming a spherical geometry and a vertical density gradient, such that $n \propto 10^{-z}$, where $z$ is the coordinate perpendicular to the equatorial plane of the torus. We quantify the gradient with the parameters $N_{\text{H,equ}}$, the equatorial column density, and $D_{\text{tor}}$, the density contrast between the equatorial plane and the height equal to the outer radius of the torus above and below that plane. We cover the parameter space, $1 \leq \log D_{\text{tor}} \leq 5$ and $22.5 \leq \log N_{\text{H,equ}}/\text{cm}^{-2} \leq 24.5$, with 5 equidistant points in each direction. The case $\log D_{\text{tor}}=0$ corresponds to uniform density, which we recover from borus02 with $C_{\text{tor}} = 100\%$. In the limited version used here, $N_{\text{H,equ}}$ and $D_{\text{tor}}$ simply replace $N_{\text{H,tor}}$ and $C_{\text{tor}}$ parameters of borus02. We note that this model, like borus02, incorporates only absorption and fluorescence in neutral material. We verified in § 3.1 that the prominent FeKα line corresponds to largely neutral reprocessing. Accounting for mildly ionized material could at most only marginally alter the reprocessed component at $\lesssim 5$ keV, where the absorption profile becomes relevant (see Figure 4). The full model with expanded parameter space will be described in a future publication.

The results of fitting the multi-epoch data with the reprocessing model featuring a vertical density gradient are summarized in Figure 8. We start with the assumption that $\log N_{\text{H,equ}}/\text{cm}^{-2} = 24.0$, finding that the data require a steep density gradient with $\log D_{\text{tor}} = 3.8 \pm 0.6$. Both the equivalent of model A and model B fit the data sufficiently well ($\chi^2/\nu = 1930.3/1836 = 1.051$, $p_{\text{null}}=6\%$, and $\chi^2/\nu = 1920.0/1833 = 1.047$, $p_{\text{null}}=8\%$, respectively), but not better than their uniform-density counterparts. Assuming $\log N_{\text{H,equ}}/\text{cm}^{-2} = 23.5$ fits the data slightly better for a lower $D_{\text{tor}}$, while for a free $N_{\text{H,equ}}$ the fits converge to the original results presented in § 3.2 ($\log D_{\text{tor}} = 0$) within the confidence regions shown in Figure 8. In the figure we also show the model-based $N_{\text{H,los}}$ at the inclination of 80° that we assumed for NGC1052 throughout our analysis. We fitted $N_{\text{H,los}}$ parameters independently here, but these model-based values suggest that, despite the steep density gradient, a torus with $\log N_{\text{H,equ}}/\text{cm}^{-2} \gtrsim 23.5$ cannot self-consistently account for the range of $N_{\text{H,los}}$ observed in NGC1052.

The vertical gradient model belongs to a broader and more flexible class of models than the uniform-density borus02. Surprisingly, the results discussed in this section point to the latter as the preferred configuration in terms of the fitting statistic and the ability to account for both reprocessing and line-of-sight obscuration. Within the limitations of our current X-ray model, we interpret
this as evidence that NGC 1052 may be lacking a classical AGN torus with an appreciable covering factor of CT material outside of our line of sight. Without shielding from CT material, it is easier to ionize a significant fraction of the torus, possibly explaining the mildly ionized absorption along our line of sight despite nearly edge-on inclination. Our conclusion might have been different for an inclination of $\lesssim 45^\circ$. However, such inclination is inconsistent with the VLBI observations of the twin relativistic jets in NGC 1052. Although some misalignment between the torus and jet axes is possible, the most recent constraints on jet orientation suggest an inclination closer to $\simeq 80^\circ$ (Baczko et al. 2016, 2019). This highlights the importance of taking into account constraints from other wavelengths, which we consider in the following two sections.

4.4. Matching Radio Opacity Measurements

In order to compare our torus model to the spatially resolved absorption along the twin jets observed with VLBI in the radio band, we adopt the same approach as Kameno et al. (2001). For torus geometries discussed in the preceding section, we integrate the optical depth (directly proportional to $N$ in the preceding section, we integrate the optical depth as Kameno et al. (2001). For torus geometries discussed in the following two sections.

We initially assume an inclination of $80^\circ$ along the axis defined by the projection of jets onto the sky. We initially assume an inclination of $80^\circ$ as in our X-ray analysis. For simplicity, we ignore the absolute normalization and examine the resulting opacity profiles normalized by their respective maxima. In Figure 9 we compare calculations for a series of models to measurements from Sawada-Satoh et al. (2008). The zero point of these measurements is the brightest point in the 43 GHz VLBI image. It corresponds to the dynamic center of the system (Vermeulen et al. 2003) and the most recent, detailed studies by Baczko et al. (2019) and Nakahara et al. (2020) confirm that it is consistent with the black hole position to within 0.02 mas. Positive offsets from the zero point are in the direction of the receding (western) jet. At the distance of 19.5 Mpc, 1 mas corresponds to 0.095 pc.

In the leftmost panel of Figure 9, we first show that the uniform density model with 80% covering factor (solid magenta line, exactly corresponding to our AGN02-based X-ray models) produces a peak at zero offset, unlike the measurements. To create an asymmetry, we test adding a central cavity with zero density extending up to 25% of the radius assumed for the torus (dashed blue line), and we change the inclination to 70° (dotted cyan line). As long as the central cavity is small compared to the torus volume, its effect on the reprocessed X-ray spectrum would be negligible. Although these modifications move the opacity profile in the right direction, they are far from a good match with the opacity measurements. This is primarily due to the relatively low contrast between the peak and opacity at zero and negative offsets, i.e., in relative terms, the column density of material in front of the approaching jet is too large in the framework of a uniform-density model.

We can further enhance the asymmetry by assuming a simple radial density profile parameterized as $n \propto r^{-k}$, where $r$ is the radial coordinate. Such a density profile has been assumed for the torus in other models (e.g., Stalevski et al. 2016; Fromm et al. 2018), albeit combined with an anisotropy factor that we test separately. With only the radial dependence, this model is nearly isotropic as seen from the X-ray source at the center, so the difference in X-ray spectra with respect to the uniform model would be minimal. In Figure 9, second panel from the left, we show a particular case of $k = 2$, which is well matched to the results of fitting a complex model to multi-frequency VLBI data for NGC 1052 by Fromm et al. (2019). Our conclusions apply more generally to $0.1 \leq k \leq 5$. Again, we find that neither adding a central cavity nor changing the inclination can create a sufficient opacity contrast to match the measurements. With this family of models it is also difficult to reproduce the sharp drop in opacity at the positive offset of about 2 mas, which appears to be associated with the outer edge of the torus.

Finally, we examine the model with a vertical density gradient, which we also considered in § 4.3 with respect to the X-ray data. Two cases are shown in the right half of Figure 9: log $D_{\text{tor}} = 4$, as a good fit to the X-ray data for the assumption log $N_{\text{H,eqv}}/\text{cm}^{-2} = 24$, and a significantly steeper gradient with log $D_{\text{tor}} = 7$. The latter is out of the parameter domain of our preliminary X-ray model calculation, but matches the radio opacity profile slightly better. The addition of a central cavity and the decrease in inclination (with 25% of the torus radius and 70° inclination shown in Figure 9) bring the opacity profiles even closer to the radio measurements. The qualitative agreement of this model with data in both X-ray and radio bands is an encouraging indication of the direction in which a joint fitting model should be further developed. The steep vertical gradient is also a feature of the Fromm et al. (2018) model, which was found to be consistent with numerous VLBI observations of NGC 1052 (Fromm et al. 2019).

Within the confines of our current X-ray model, the best fit occurs for log $D_{\text{tor}} = 0$, but higher values of $12$ Because of the steep density profile, a small cavity ($\sim 1\%$ of the torus radius) is necessary here, otherwise opacity peaks very sharply at zero offset.
Figure 9. Normalized opacity as a function of distance along the jet axis for several simple torus models (colored curves) compared to measurements based on VLBI observations of NGC 1052 jets (Sawada-Satoh et al. 2008; grey symbols). The density distribution assumed for the models is given in the upper left corner of each panel, with $r$ and $z$ referring to the radial coordinate and the vertical coordinate perpendicular to the equatorial plane, respectively. In each panel we show model curves for the following cases: model most similar to that fitted to the X-ray data (solid magenta line; see § 4.4 for details), model with a zero-density central cavity with a radius of 25% of the torus size (blue dashed line), and the same model with an inclination angle of 70° instead of 80° (cyan dotted line). In all cases, the torus radius is adjusted to match the data around 50% opacity at the outer edge around the offset of +2 mas.

$log D_{\text{tor}} \approx 4$ still result in statistically acceptable solutions. We expect that a further increase in the steepness of the density gradient may be able to reproduce the X-ray signature equally well while also concentrating the material toward the equatorial plane of the torus so much that model-based $N_{\text{H,los}}$ at 70–80° inclination could start matching the observed values. However, this requires significantly more computing time compared to the radio opacity calculations primarily because multiple scatterings become increasingly important as the equatorial plane is driven toward optical depths in the CT regime (e.g., Murphy & Yaqoob 2009). A direct fit to the radio measurements and a joint fit to both X-ray and radio data is therefore outside of the scope of this study and will be explored in future work.

For each model curve shown in Figure 9, we adjusted the outer radius of the underlying torus model to match the steep opacity decrease at 50% of the peak around +2 mas. The resulting outer radii are 0.25–0.5 pc for the isotropic models and 0.5–1 pc for the vertical gradient models. X-ray torus reprocessing models in general lack a physical scale (i.e., spectra only depend on the optical depth distribution), while current X-ray instruments can only partially resolve reprocessed emission extended on $\gtrsim$100 pc scales in a limited number of nearby AGN (Fabbiano et al. 2017; Ma et al. 2020; Jones et al. 2021). More self-consistent multiwavelength studies such as the one presented in this section may prove valuable for indirectly setting the spatial scale of the compact reprocessed emission region, informing the expectations for potential direct size measurements using X-ray interferometry in the future (Uttley et al. 2019).

4.5. Broader and Multiwavelength Context

Our multi-epoch X-ray modeling is based on a simple model for X-ray reprocessing in the circumnuclear material, which nevertheless represents a step forward compared to phenomenological models used in previous studies. The X-ray analysis alone leads us to conclude that NGC 1052 lacks a torus containing dense, CT material. Tori containing very little, if any, CT material may not be uncommon among LL AGN such as NGC 1052 ($\lambda_{\text{Edd}} \approx 4 \times 10^{-4}$; Fernández-Ontiveros et al. 2019). Also using the borus02 model, Diaz et al. (2020) found that the reprocessing features in the broadband X-ray spectrum of NGC 3718 ($\lambda_{\text{Edd}} \approx 1 \times 10^{-5}$) are best accounted for by a torus with log $N_{\text{H,tor}}/\text{cm}^{-2}$ $< 23.2$ and preferentially high covering factor. Using similar spectral models, equally low $N_{\text{H,tor}}$ constraints have recently been found for other LL AGN with high-quality NuSTAR observations, such as M 81 ($\lambda_{\text{Edd}} \approx 1 \times 10^{-5}$; Young et al. 2018), NGC 3998, and NGC 4579 ($\lambda_{\text{Edd}} \approx 1 \times 10^{-5}$ and $\lambda_{\text{Edd}} \approx 1 \times 10^{-4}$, respectively; Younes et al. 2019).

Our comparison with VLBI measurements suggests that torus models with high-density material confined to the equatorial plane may be able to simultaneously account for both X-ray spectra and small-scale radio data. This is especially true if we allow for an entirely possi-
ble mild misalignment in inclination between the jet and torus axes. For simplicity, our analysis assumed equal inclination, but we note that X-ray modeling would not change noticeably with a change in torus inclination by ±10°. For better understanding of the physical interaction between the jet and the torus in NGC 1052 and other LL AGN with appreciable jets, it will be critical to self-consistently compute observable signatures like in the recent simulations by Fromm et al. (2018). Despite providing a good fit to a reliable set of X-ray data and a tantalizingly simple interpretation, our best-fit torus model does not represent a unique solution. In future work we will consider improved models featuring steeper vertical density gradients, making the torus more like a puffy disk. Disk-like models (with assumed low covering factors) were used to explain pc-scale absorption of reprocessing jets in other LL AGN, such as NGC 4261 (Haga et al. 2015) and NGC 1275 (Wajima et al. 2020).

Such considerations are important for understanding the dependence of the torus covering factor on intrinsic luminosity (Brightman et al. 2015; Baloković 2017; Marchesi et al. 2019), which is indirectly probed by the ratio of fraction of obscured AGN in the general population (e.g., Hasinger 2008; Burlon et al. 2011; Vasudevan et al. 2013). The covering factor may depend more directly on \( \lambda_{Edd} \) (Ricci et al. 2017b; She et al. 2018). The covering factor for dust, constrained from infrared observations, shows a qualitatively similar decrease toward high luminosities in some studies (Alonso-Herrero et al. 2011), while others find no significant trends (Stalevski et al. 2016; García-Bernete et al. 2019). Results for LL AGN obtained from the X-ray and infrared bands are divergent and even less clear due to limitations of statistics (e.g., Kawamuro et al. 2016; González-Martín et al. 2017; Ichikawa et al. 2019). Studying NGC 1052 at the highest spatial resolution available in the infrared, Fernández-Ontiveros et al. (2019) concluded that jets are the more likely source of broadband infrared emission at \( \lesssim 0.5 \) pc, hence finding no evidence for thermal emission from a dusty torus.

Theoretically, it has been suggested that the typical dense and dusty Seyfert torus cannot be adequately supported in the LL AGN regime (Elitzur & Shlosman 2006; Höning & Beckert 2007; Ramos Almeida & Ricci 2017). Established structural differences in the accretion flow at the smallest scales (i.e., hot accretion flow replacing a thin accretion disk) may be accompanied by differences on pc scales, which are typically associated with the torus, especially if the broad-line region is essentially a smooth continuation of the torus at its inner edge (e.g., Nandra 2006; Shu et al. 2011; Gandhi et al. 2015). Since X-ray reprocessing is dominated by gas and not dust, constraints on the torus from the X-ray band (at energy resolution considered in our study) do not distinguish these two phenomenologically separated structures. Multiwavelength studies directly leveraging joint constraints from more than one band (e.g., Esparza-Arredondo et al. 2019; Lanz et al. 2019; Ogawa et al. 2021; Esparza Arredondo et al. 2021) are needed to elucidate the way forward in building more self-consistent physical models for the complex systems that hide behind the deceptively simple idea of the obscuring “torus”.

5. SUMMARY

In this paper we present modeling of multi-epoch broadband X-ray spectra of NGC 1052 that is novel in at least three aspects: (i) we anchor it with hard X-ray data integrated over 4–8.5 years representing the long-term average spectrum, (ii) we separate variable components from constant components related to the average spectrum, and (iii) we use physically motivated models for X-ray reprocessing in the torus. The main result of our X-ray spectral analysis is a model that self-consistently describes four individual observations extending into the hard X-ray band, the average hard X-ray data, and the spectral variability observed in the 2–10 keV band. Without prior assumption, the results suggest that the observed range of the line-of-sight column density closely matches the average column density of the torus, well below the CT threshold. The torus is found to have a covering factor of 80–100%.

The straightforward interpretation that naturally emerges from our X-ray data analysis is consistent with other recent findings for the properties of LL AGN tori that suggest the lack of a significant covering factor of dense circumnuclear material with CT column density. However, this may be due to the limitations of the current X-ray reprocessing models, which require further development and input from multiwavelength data. In particular, we examined VLBI measurements of absorption on sub-pc scale, finding that a torus model with a steep density gradient roughly in the direction of jet axis may be able to account for both X-ray and radio observations. This provides a valuable direction for the development of improved AGN torus models that could provide a more physically self-consistent picture of the circumnuclear environment in NGC 1052 and potentially in a wider class of AGN at the transition between LL AGN and Seyferts.
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APPENDIX

A. INSTRUMENTAL CROSS-NORMALIZATION FACTORS

In all models presented in §3.1, including the well-fitting ones, we note that the cross-normalization factor (CNF) between the NuSTAR and XMM-Newton instruments is unexpectedly far from unity (0.85–0.87). A similar problem was identified by Osorio-Clavijo et al. (2020), which they attributed to a mismatch in observed spectral slopes. This issue is persistent over multiple different data processing procedures. We find that except for the offset normalization, the NuSTAR and XMM-Newton spectra agree very well in the overlapping 3–12 keV band covered by high-quality data. Adopting a well-fitting model on that band and allowing different $\Gamma$ for NuSTAR and XMM-Newton spectra converges to $\Gamma$ differing by about 0.1, without any significant effect on the CNF. Further testing is outside of the scope of this study, so we simply ignored the offset in the remainder of the spectral analysis presented in this paper.

In our multi-epoch analysis presented in §3.2, as well as in multi-epoch models discussed in §4.3, we adopted a simple scheme for instrumental CNFs such that one hard X-ray instrument per epoch has unity CNF, while all others are determined from the data. In our default configuration, fixed, unity CFs are Swift/BAT (epoch 0), NuSTAR/FPMA (epochs 1 and 2), Suzaku/PIN (epoch 3), and BeppoSAX/PDS (epoch 4). Table 3 lists the fitted CNFs for the spectral models listed in Table 2. Different choices for fixed versus fitted CNFs do not change any best-fit models. Fixing CNFs to values determined from cross-calibration (Madsen et al. 2017) results in small shifts in some spectral parameters (mainly $K$ and $N_{H,los}$) and generally higher $\chi^2$. We verified that none of the results presented in this paper would significantly change under an alternative CNF scheme and chose to mainly present the one that is the most flexible.

REFERENCES

Alonso-Herrero, A., Ramos Almeida, C., Mason, R., et al. 2011, ApJ, 736, 82
Antonucci, R. 1993, ARA&A, 31, 473
Arnaud, K. A. 1996, in Astronomical Society of the Pacific Conference Series, Vol. 101, Astronomical Data Analysis Software and Systems V, ed. G. H. Jacoby & J. Barnes, 17
Table 3. Cross-normalization factors (CNF) for models listed in Table 2

| CNF       | Model S | Model A' | Model B | Model B₂ |
|-----------|---------|----------|---------|----------|
| ISGRI     | ⋯       | 1.1 ± 0.1| 1.1 ± 0.1| 1.0 ± 0.1|
| PCA       | ⋯       | 1.21 ± 0.04| 1.23 ± 0.04| 1.07 ± 0.02|
| FPMB (2017)| 0.99 ± 0.01| 1.00 ± 0.01| 1.00 ± 0.01| 0.99 ± 0.01|
| PN        | 0.86 ± 0.008| 0.86 ± 0.01| 0.86 ± 0.01| 0.863 ± 0.008|
| MOS1+2    | 0.865 ± 0.008| 0.86 ± 0.01| 0.86 ± 0.01| 0.862 ± 0.009|
| FPMB (2013)| ⋯       | 1.05 ± 0.03| 1.05 ± 0.03| 1.05 ± 0.02|
| XIS1      | ⋯       | 1.01 ± 0.03| 1.01 ± 0.03| 0.98 ± 0.02|
| XISO+3    | ⋯       | 1.03 ± 0.03| 1.02 ± 0.03| 0.99 ± 0.02|
| MECS2+3   | ⋯       | 1.3 ± 0.2| 1.4 ± 0.2| ⋯ |
| LECS      | ⋯       | 1.1 ± 0.2| 1.2 ± 0.2| ⋯ |

Astropy Collaboration, Robitaille, T. P., Tollerud, E. J., et al. 2013, A&A, 558, A33
Astropy Collaboration, Price-Whelan, A. M., Sipőcz, B. M., et al. 2018, AJ, 156, 123
Baczko, A. K., Schulz, R., Kadler, M., et al. 2019, A&A, 623, A27
—. 2016, A&A, 593, A47
Baloković, M. 2017, PhD thesis, California Institute of Technology, doi:10.7907/Z9WM1BG8
Baloković, M., Garcia, J. A., & Cabral, S. E. 2019, Research Notes of the American Astronomical Society, 3, 173
Baloković, M., Brightman, M., Harrison, F. A., et al. 2018, ApJ, 854, 42
Baloković, M., Harrison, F. A., Madejski, G., et al. 2020, ApJ, 905, 41
Barth, A. J., Filippenko, A. V., & Moran, E. C. 1999, ApJL, 515, L61
Barthelmy, S. D., Barbier, L. M., Cummings, J. R., et al. 2005, SSRv, 120, 143
Boella, G., Butler, R. C., Perola, G. C., et al. 1997a, A&AS, 122, 299
Boella, G., Chiappetti, L., Conti, G., et al. 1997b, A&AS, 122, 327
Bradt, H. V., Rothschild, R. E., & Swank, J. H. 1993, A&AS, 97, 355
Brenneman, L. W., Weaver, K. A., Kadler, M., et al. 2009, ApJ, 698, 528
Brightman, M., Baloković, M., Stern, D., et al. 2015, ApJ, 805, 41
Buchner, J., Brightman, M., Nandra, K., Nikutta, R., & Bauer, F. E. 2019, A&A, 629, A16
Burlon, D., Ajello, M., Greiner, J., et al. 2011, ApJ, 728, 58

Cabral, S. E. 2020, Master’s thesis, University of Massachusetts Boston, doi:https://scholarworks.umb.edu/masters_theses/630
Claussen, M. J., Diamond, P. J., Braatz, J. A., Wilson, A. S., & Henkel, C. 1998, ApJL, 500, L129
Connolly, S. D., McHardy, I. M., Skipper, C. J., & Emmanuelopoulos, D. 2016, MNRAS, 459, 3963
Constantin, A., Green, P., Aldcroft, T., et al. 2009, ApJ, 705, 1336
Dauser, T., Garcia, J., Parker, M. L., Fabian, A. C., & Wilms, J. 2014, MNRAS, 444, L100
Denicoló, G., Terlevich, R., Terlevich, E., et al. 2005, MNRAS, 356, 1440
Diaz, Y., Arévalo, P., Hernández-García, L., et al. 2020, MNRAS, 496, 5399
Elitzur, M., & Shlosman, I. 2006, ApJL, 648, L101
Esparza Arredondo, D., González Martín, O., Dultzin, D., et al. 2021, arXiv e-prints, arXiv:2104.11263
Esparza-Arredondo, D., González-Martín, O., Dultzin, D., et al. 2019, ApJ, 886, 125
Fabbiano, G., Elvis, M., Paggi, A., et al. 2017, ApJL, 842, L4
Falocco, S., Larsson, J., & Nandi, S. 2020, A&A, 638, A67
Fernández-Ontiveros, J. A., López-Gonzaga, N., Prieto, M. A., et al. 2019, MNRAS, 485, 5377
Fromm, C. M., Perucho, M., Porth, O., et al. 2018, A&A, 609, A80
Fromm, C. M., Younis, Z., Baczko, A., et al. 2019, A&A, 629, A4
Frontera, F., Costa, E., dal Fiume, D., et al. 1997, A&AS, 122, 357
