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Abstract—In this paper, we study the global convergence of model-based and model-free policy gradient descent and natural policy gradient descent algorithms for linear quadratic deep structured teams. In such systems, agents are partitioned into a few sub-populations wherein in each sub-population are coupled in the dynamics and cost function through a set of linear regressions of the states and actions of all agents. Every agent observes its local state and the linear regressions of states, called deep states. For a sufficiently small risk factor and/or sufficiently large population, we prove that model-based policy gradient methods globally converge to the optimal solution. Given an arbitrary number of agents, we develop model-free policy gradient and natural policy gradient algorithms for the special case of risk-neutral cost function. The proposed algorithms are scalable with respect to the number of agents due to the fact that the dimension of their policy space is independent of the number of agents in each sub-population. Simulations are provided to verify the theoretical results.

I. INTRODUCTION

In today’s world, networked control systems are ubiquitous, ranging from smart grids and economics to communication networks and epidemics. Such systems often consist of many decision makers (nodes) with complex interactions. In general, finding an optimal (or even sub-optimal) solution in networked control systems is difficult. This difficulty exacerbates when practical restrictions are taken into account such as limited number of computation and communication resources and incomplete knowledge of the model.

It is well known that the number of computational elements (such as memory and time) increases exponentially with the number of decision makers in stochastic dynamic control systems. In addition, the lack of centralized communication among the decision makers can lead to different perspectives at the agent level, where solving a simple linear quadratic problem is challenging; see [1] for a counterexample in which the resultant optimization problem is non-convex. Furthermore, the above challenges are worsened when the underlying model is not completely known. Therefore, it is of special interest in control theory to find a class of models in which the above challenges can be addressed to some extent.

Motivated from recent developments in artificial intelligence, deep structured teams and games have been introduced in [2], [3], [4], [5], [6], [7], which may be viewed as the generalization of mean-field teams proposed in [8] and showcased in [9], [10], [11], [12], [13], [14]. In such systems, the interaction between the decision makers is modelled by a set of linear regressions (weighted averages) of the states and actions, where the weights represent the dominant features of the model. We call such models deep structured because the interaction between the decision makers is similar to that between the neurons of a deep feed-forward neural network.

In this paper, we study the global convergence of the model-based and model-free policy gradient descent and natural policy gradient descent algorithms for linear quadratic deep structured teams. In such systems, agents are partitioned into S ∈ N disjoint sub-populations (sub-systems) with

II. PROBLEM FORMULATION

In this article, 1(·) is the indicator function, \( \rho(\cdot) \) is the spectral radius of a matrix, diag(·) is a block diagonal matrix, \( \| \cdot \|_F \) is the Frobenius norm of a matrix, and \( \text{var}(\cdot) \) is the variance of a random variable. For any \( n \in \mathbb{N}, x_{1:n} \) is the vector \( (x_1, \ldots, x_n) \) and \( \mathbb{N}_n \) is the finite set \( \{1, \ldots, n\} \). For any vectors \( x, y \) and \( z \), vec(\( x, y, z \)) = \( [x^\top, y^\top, z^\top]^\top \) and for any matrices \( A, B \) and \( C \) with the same number of columns, row(\( A, B, C \)) = \( [A^\top, B^\top, C^\top]^\top \). For any square matrix \( A \), \( A \geq 0 \) and \( A > 0 \) mean that matrix \( A \) is positive semi-definite and positive definite, respectively. Also, \( I \) refers to the identity matrix and \( 0 \) to a matrix with zero arrays.

A. Model

Consider a decentralized stochastic control system with \( n \in \mathbb{N} \) decision makers (agents). The agents are partitioned into \( S \in \mathbb{N} \) disjoint sub-populations (sub-systems) with
For any feature \( j \in \mathbb{N}_{f(s)} \) of sub-population \( s \in \mathbb{N}_S \), define the following linear regressions:

\[
\hat{x}_t^j(s) = \frac{1}{n(s)} \sum_{i=1}^{n(s)} \alpha_{i,j}(s)x_t^i, \quad \bar{u}_t^j(s) = \frac{1}{n(s)} \sum_{i=1}^{n(s)} \alpha_{i,j}(s)u_t^i. 
\]

From [2], [3], [4], [5], [6], we refer to the above linear regressions as deep states and deep actions. At any time \( t \in \mathbb{N} \), define \( \bar{x}_t := \text{vec}(\hat{x}_t^j(s))_{j=1}^{f(s)} \) and \( \bar{u}_t := \text{vec}(\bar{u}_t^j(s))_{j=1}^{f(s)} \). Let the initial states of the agents of each sub-population \( s \in \mathbb{N}_S \) be independent and identically distributed (i.i.d.) Gaussian random vectors with positive covariance matrix \( \Sigma_s(s) \). The per-step cost of agent \( i \in \mathbb{N}_{n(s)} \) in sub-population \( s \in \mathbb{N}_S \) is described by:

\[
x_{t+1} = A(s)x_t^i + B(s)u_t^i + \sum_{j=1}^{f(s)} \alpha_{i,j}(s)(\bar{A}_j(s)\bar{x}_t + \bar{B}_j(s)\bar{u}_t) + w_t^i,
\]

where \( \{w_t^i\}_{t=1}^{\infty} \) is an i.i.d. zero-mean Gaussian random vector with positive covariance matrix \( \Sigma_w(s) \). The social welfare cost function at time \( t \in \mathbb{N} \) is given by:

\[
\bar{c}_t = \sum_{s=1}^{S} \frac{\mu(s)}{n(s)} \sum_{i=1}^{n(s)} c_t^i,
\]

where \( \mu(s) > 0 \) determines the importance of the cost of agents of sub-population \( s \in \mathbb{N}_S \) with respect to other sub-populations. It is assumed that the primitive random vectors \( \{(x_t^i)_{i=1}^{n(s)}\}_{s=1}^{S}, \{(w_t^i)_{i=1}^{n(s)}\}_{s=1}^{S}, \{(u_t^i)_{i=1}^{n(s)}\}_{s=1}^{S}, \ldots \) are defined on a common probability space, and are mutually independent across time and space.

**Definition 1** (Weakly coupled agents [4]). The agents are said to be weakly coupled in the dynamics if the coupling term in (2) can be expressed as: \( \sum_{j=1}^{f(s)} \alpha_{i,j}(s)(\bar{A}_j(s)\bar{x}_t + \bar{B}_j(s)\bar{u}_t) \). Similarly, the agents are said to be weakly coupled in the cost function if the coupling term in (3) can be expressed as: \( \sum_{j=1}^{f(s)} \alpha_{i,j}(s)(\bar{x}_t^j(s))\Sigma_j(s)\bar{x}_t^j(s) + (\bar{u}_t^j(s))\Sigma_j(s)\bar{u}_t^j(s) \). Weakly coupling often arises in natural systems with equivariant structure.

The information structure considered here is called **deep-state sharing** (DSS), where each agent \( i \in \mathbb{N}_{n(s)} \) of sub-population \( s \in \mathbb{N}_S \) observes its local state as well as the deep states, i.e., \( u_t^i = g_t^i(x_t^i, \bar{x}_t) \), where \( g_t^i \) is the control law at time \( t \in \mathbb{N} \). Notice that DSS is a non-classical information structure wherein each agent has a different information set.

**B. Problem statement**

Given any risk factor \( \lambda > 0 \), define the following objective function: \( J_{n,\lambda} := \lim_{T \to \infty} \frac{1}{T} \log E[e^{\lambda \sum_{i=1}^{T} e_t^i}] \). Note that for a small risk factor \( \lambda \), one has:

\[
J_{n,\lambda} \approx E[\lim_{T \to \infty} \frac{1}{T} \sum_{i=1}^{T} e_t^i] + \frac{\lambda}{2} \text{var}(\lim_{T \to \infty} \frac{1}{T} \sum_{i=1}^{T} e_t^i).
\]

From (5), it implies that risk-factor \( \lambda \) balances the trade off between optimality (where \( \lambda \to 0 \)) and robustness (where robustness is defined in terms of minimum variance). To have a well-posed problem, it is assumed that all matrices defined above are uniformly bounded in time and space, and that the set of admissible actions are square integrable. Let \( g := \{(g_t^i)_{n(s)}\}_{s=1}^{S} \) denote the strategy of all agents.

**Problem 1.** Develop model-based gradient descent and natural policy gradient descent algorithms to compute the optimal risk-sensitive strategy \( g^* \) such that for any strategy \( g \), the following inequality holds: \( J_{n,\lambda}(g^*) \leq J_{n,\lambda}(g) \).

**Problem 2.** Develop model-free gradient descent and natural policy gradient descent algorithms to learn the optimal risk-neutral strategies \( g^* \), i.e., when \( \lambda \to 0 \).

**Remark 1.** For the special case of single sub-population (i.e. \( S = 1 \)), single agent (i.e. \( n(s) = 1, s \in \mathbb{N}_S \)) and single feature (i.e. \( f(s) = 1, s \in \mathbb{N}_S \)), deep structured teams reduce to the classical single-agent control problems [18], [19], [20].

**III. MAIN RESULTS FOR PROBLEM 1**

In this section, we first present the solution of Problem 1 in terms of Riccati equations. Then, we establish the global convergence of model-based policy gradient algorithms. From [4], we define a gauge transformation for any agent \( i \in \mathbb{N}_{n(s)} \) in sub-population \( s \in \mathbb{N}_S \) at time \( t \in \mathbb{N} \):

\[
\begin{align*}
\Delta x_t^i &:= x_t^i - \sum_{j=1}^{f(s)} \alpha_{i,j}(s)\bar{x}_t^j(s), \\
\Delta u_t^i &:= u_t^i - \sum_{j=1}^{f(s)} \alpha_{i,j}(s)\bar{u}_t^j(s), \\
\Delta w_t^i &:= w_t^i - \sum_{j=1}^{f(s)} \alpha_{i,j}(s)\bar{w}_t^j(s),
\end{align*}
\]

where \( \bar{w}_t^j(s) := \frac{1}{\mu(s)} \sum_{i=1}^{n(s)} \alpha_{i,j}(s)w_t^i, \forall j \in \mathbb{N}_{f(s)} \). The gauge transformation induces the following linear dependences:

\[
\begin{align*}
\sum_{i=1}^{n(s)} \sum_{j=1}^{f(s)} \alpha_{i,j}(s) \Delta x_t^j &:= 0, \\
\sum_{i=1}^{n(s)} \sum_{j=1}^{f(s)} \alpha_{i,j}(s) \Delta u_t^j &:= 0, \\
\sum_{i=1}^{n(s)} \sum_{j=1}^{f(s)} \alpha_{i,j}(s) \Delta w_t^j &:= 0.
\end{align*}
\]

Subsequently, the dynamics of the \( j \)-th deep state of sub-population \( s \in \mathbb{N}_S \) can be represented as follows:

\[
\bar{x}_{t+1}^j(s) = A(s)\bar{x}_t^j(s) + B(s)\bar{u}_t^j(s) + \bar{A}_j(s)\bar{x}_t + \bar{B}_j(s)\bar{u}_t + \bar{w}_t^j(s).
\]

\[\hat{\bar{u}}_t^j(s) = \frac{1}{\mu(s)} \sum_{i=1}^{n(s)} \alpha_{i,j}(s)\bar{u}_t^i.\]
For any $s \in \mathbb{N}_S$ and $t \in \mathbb{N}$, define the following matrices:

\[
\begin{align*}
\mathbf{A}_t(s) &= \text{diag}(A_t(s))_{f(s)}, \\
\mathbf{B}_t(s) &= \text{diag}(B_t(s))_{f(s)}, \\
\tilde{\mathbf{A}}_t(s) &= \begin{bmatrix} 0 \| f(s) \|_2 & f(1) \|_2^2 & \cdots & 0 \| f(s) \|_2 & f(S) \|_2^2 \end{bmatrix}, \\
\tilde{\mathbf{B}}_t(s) &= \begin{bmatrix} 0 \| f(s) \|_2 & f(1) \|_2^2 & \cdots & 0 \| f(s) \|_2 & f(S) \|_2^2 \end{bmatrix}, \\
\hat{\mathbf{A}}_t &= \text{row}(\tilde{\mathbf{A}}_1(1), \ldots, \tilde{\mathbf{A}}_t(S)), \\
\hat{\mathbf{B}}_t &= \text{row}(\tilde{\mathbf{B}}_1(1), \ldots, \tilde{\mathbf{B}}_t(S)).
\end{align*}
\]

One can then write: $\mathbf{x}_{t+1} = \hat{\mathbf{A}}_t \hat{\mathbf{x}}_t + \hat{\mathbf{B}}_t \hat{\mathbf{u}}_t + \hat{\mathbf{w}}_t$, where $\hat{\mathbf{w}}_t := \text{vec}((\tilde{w}_0(s))_{f(s)})_{j=1}^S$. From (2) and (5), it follows that for any $i \in \mathbb{N}_n(s)$ and $s \in \mathbb{N}_S$: $\Delta x_{t+1} = A(s)\Delta x_t + B(s)\Delta u_t + \Delta w_t$. In addition, one has the following orthogonal relations:

\[
\begin{align*}
\sum_{i=1}^n \sum_{j=1}^f \alpha_{ij}^s(\Delta x_t^s)\tilde{Q}(s)\tilde{x}_t^s = 0, \\
\sum_{i=1}^n \sum_{j=1}^f \alpha_{ij}^s(\Delta u_t^s)\tilde{R}(s)\tilde{u}_t^s = 0.
\end{align*}
\]

Define the following matrices $\mathbf{Q}_t(s) := \text{diag}(Q(s))_{f(s)}$, $\mathbf{R}_t(s) := \text{diag}(R(s))_{f(s)}$, $s \in \mathbb{N}_S$, $t \in \mathbb{N}$, and

\[
\begin{align*}
\mathbf{Q} := \text{diag}(\mu(s)\text{diag}(Q(s), \ldots, Q(s)))_{f(s)}^S + \sum_{s=1}^S \mu(s)\mathbf{Q}(s), \\
\tilde{\mathbf{R}} := \text{diag}(\mu(s)\text{diag}(R(s), \ldots, R(s)))_{f(s)}^S + \sum_{s=1}^S \mu(s)\tilde{\mathbf{R}}(s).
\end{align*}
\]

The proof follows directly from (1) and (6).

Theorem 1 (Model-known solution [4]). Let Assumption 1 hold. There exists a unique stationary optimal linear strategy $\nu_t^*(s)$, $s \in \mathbb{N}_S$, where the certainty equivalence theorem holds.

Lemma 1. For any $s \in \mathbb{N}_S$, the followings hold for any $i \neq j \in \mathbb{N}_n(s)$, $j \neq m \in \mathbb{N}_n(s)$ and $t \in \mathbb{N}$:

\[
\begin{align*}
\mathbb{E}[\Delta w_t^i(\Delta u_t^j)^\top] &= 0, \\
\mathbb{E}[\Delta w_t^i(\Delta u_t^i)^\top] &= \mathbb{E}[\Delta u_t^i(\Delta w_t^i)^\top] = 0.
\end{align*}
\]

Proof. The proof follows directly from (1) and (5).

Remark 2. For the weakly-coupled case in Definition 1, the Riccati equation decomposes further into $S + \sum_{s=1}^S f(s)$ smaller Riccati equations, where (10) can be expressed for any $j \in \mathbb{N}_f(s)$ and any $s \in S$ as follows:

\[
\begin{align*}
\tilde{P}_t^j(s) &= Q(s) + A_t^j(s)\tilde{P}_t^j(s)A_t^j(s) - A_t^j(s)\tilde{P}_t^j(s)B_t^j(s) \times (R_t^j(s)+B_t^j(s)\tilde{P}_t^j(s)B_t^j(s))^{-1}B_t^j(s)\tilde{P}_t^j(s)A_t^j(s), \\
\tilde{P}_n^j(s) &= P_n(s)(I_{d_x^j \times d_x^j} - 2\Delta w(s)\Sigma u(s)P_n(s))^{-1}, \\
\Sigma u(s) &= \text{diag}(\frac{1}{n} \sum_{s=1}^S \text{diag}(\sum w(s), \ldots, \sum w(s)))_{f(s)}^S.
\end{align*}
\]

The dimensions of the above Riccati equations are independent of the number of agents in each sub-population $s \in \mathbb{N}_S$.

Remark 3. Part (I) of Assumption 7 is a standard convexity condition and Part (II) is required to ensure that the system is stabilizable. Part (III) is a standard condition in risk-sensitive LQ problems that guarantees the deep Riccati equation, presented in (9) and (10), admit a unique positive definite solution. Suppose matrices in the dynamics (2) and cost functions (3) are independent of the size of sub-populations $n(s)$, $s \in \mathbb{N}_S$; then, if the risk-factor $\lambda$ decreases and/or the number of agents (i.e. $n(s)$, $s \in \mathbb{N}_S$) increases, the positiveness condition in Part (III) gets more relaxed such that it automatically holds if $\lambda = 0$ and/or $n(s) = \infty$.

Since the certainty equivalence theorem does not hold in the risk-sensitive case, which is in contrast to the risk-neutral model, we present a few key covariance properties.

Theorem 1 (Model-known solution [4]). Let Assumption 7 hold. There exists a unique stationary optimal linear strategy such that for any $i \in \mathbb{N}_n(s)$ and $s \in \mathbb{N}_S$ at time $t \in \mathbb{N}$:

\[
u_t^*(s)x_t^i = \theta_n^*(s)x_t^i - \sum_{j=1}^f \alpha_{ij}^*(s)\theta_n^*(s)x_t^j + \sum_{j=1}^f \alpha_{ij}^*(s)\theta_n^*(s)x_t^j.
\]

Proof. The proof follows from the linearly dependent equations (7), orthogonal relations (8) and covariance properties in Lemma 1 leading to a low-dimensional representation of the solution. For more details, see [4, Theorem 1].
For the special case of weakly coupled agents, the common Riccati equation decomposes into $\sum_{s=1}^{S} f(s) d_{s}^{2}$. For the special case of risk-neutral agents, the common Riccati equation decomposes into $\sum_{s=1}^{S} f(s)$ smaller Riccati equations. In this case, every agent needs to solve only $f(s) + 1$ Riccati equations in (9) and (11) with the dimensions $d_{s}^{2} \times d_{s}^{2}$. During the control process, each agent computes its action according to (12) based on the above Riccati solutions, its local (private) state and influence factors as well as common (public) deep states.

A. Model-based approach

From Theorem 1, the optimization problem in action space is strictly convex and there is no loss of optimality in restricting attention to stationary linear strategies of the form (5)\textsuperscript{(12)}. However, the convexity in action space does not lead to the convexity in policy space; see a simple counterexample in [15]. In what follows, we provide an analytical proof showing that policy gradient methods converge to the globally optimal solution (12) based on the above Riccati solutions, its local (private) state and influence factors as well as common (public) deep states.

The solution of Riccati equation in the risk-sensitive model decomposes into $\sum_{s=1}^{S} f(s)^{-1}$ for the case of weakly coupled agents, the common Riccati equation converges to that of the risk-neutral one. This observation enables us to establish an asymptotic global convergence result for the risk-sensitive cost function.

Theorem 2. Let Assumptions 1\textsuperscript{[7]} and 2\textsuperscript{[2]} hold. For a sufficiently small risk factor $\lambda$ and/or sufficiently large population $n(s)$, $\forall s \in S$, the policy gradient algorithms in (15) and (16) converge to the globally optimal solution $\theta^{*}$ for an adequately small step size $\eta$.

Proof. Let $\theta$ have a finite cost. Following from [15, Lemma 11], we obtain an upper bound on the distance between the cost function and its optimal value in terms of $\theta(s)$ and $\Sigma(s)$, $s \in S$, as well as $E_{\theta}$ and $\Sigma_{\theta}$ (which represent the gradients in (13)). Therefore, there exists a positive constant $L_{1}(\theta^{*})$ such that $|J(\theta) - J(\theta^{*})| \leq L_{1}(\theta^{*}) \|
abla_{\theta} J(\theta^{*})\|_{F}^{2}$. This inequality is known as gradient domination (or PL inequality [22]). Furthermore, we proceed according to [23, Lemmas 15 and 16] to show that the cost and gradient are locally Lipschitz functions in the neighbourhood of $\theta$, where the Lipschitz constants depend on $\varepsilon(\theta)$. In particular, given any $\theta'$ satisfying the inequality $|\theta' - \theta|_{F} < \varepsilon(\theta)$, there exist positive constants $L_{2}(\theta)$ and $L_{3}(\theta)$ such that $|J(\theta') - J(\theta)| \leq L_{2}(\theta)\|\theta' - \theta\|_{F}$ and $\|
abla_{\theta} J(\theta') - \nabla_{\theta} J(\theta)\|_{F} \leq L_{3}(\theta)\|\theta' - \theta\|_{F}$. Following the proof technique proposed in [15, Theorem 7] and [7, Theorem 2], we select a sufficiently small step size $\eta$ such that the value of the cost decreases at each iteration. In particular, for the natural policy gradient descent and a sufficiently large number of iterations $K$, one has: $J(\theta_{K+1}) - J(\theta^{*}) \leq 0$. The above recursion is contractive for a sufficiently small step size $\eta \leq \eta_{\text{max}}$.

IV. MAIN RESULTS FOR PROBLEM 2

In this subsection, we propose model-free policy gradient descent and natural policy gradient algorithms for the special case of risk-neutral $\lambda \rightarrow 0$ and/or $n(s) \rightarrow \infty$, one arrives at

\begin{align}
E_{\theta}(s) & := (R(s) + B^{T}(s) P_{\theta}(s) B(s))\theta(s) - B^{T} P_{\theta}(s) A(s), \\
\Sigma_{\theta}(s) & := \sum_{t=1}^{\infty} (I - 2\lambda \Sigma_{\alpha}(s))^{t} \Delta x_{i}(\Delta x_{i})^{T}, \\
E_{\theta} & := (R + B^{T} P_{\theta} B)\theta - B^{T} P_{\theta} A, \\
\Sigma_{\theta} & := \sum_{t=1}^{\infty} \Delta x_{i}(\Delta x_{i})^{T}. \quad (14)
\end{align}

For simplicity, it is assumed in [21] that the initial states have zero mean.

We propose two gradient methods described below, where $k \in \mathbb{N}$ denotes the iteration.

- **Policy gradient descent:**

\[
\begin{aligned}
\theta_{k+1}(s) &= \theta_{k}(s) - \eta \nabla_{\theta}(s) J(\theta), \quad s \in S, \\
\theta_{k+1} &= \theta_{k} - \eta \nabla_{\theta} J(\theta).
\end{aligned}
\]

- **Natural policy gradient descent:**

\[
\begin{aligned}
\theta_{k+1}(s) &= \theta_{k}(s) - \eta \nabla_{\theta}(s) J(\theta) \Sigma_{\theta}(s)^{-1}, \quad s \in S, \\
\theta_{k+1} &= \theta_{k} - \eta \nabla_{\theta} J(\theta) \Sigma_{\theta}^{-1}.
\end{aligned}
\]

We now make an assumption that the initial policy is stable, which is a standard assumption.

Assumption 2. For the initial policy, $\rho(A(s) - B(s)\theta_{0}(s)) < 1$, $s \in S$, and $\rho(A - B\theta_{0}) < 1$. In addition, part III of Assumption 7 holds for $P_{\theta}(s) > 0$, $s \in S$, and $P_{\theta_{i}} > 0$.
case of risk neutral problem (where \( \lambda \to 0 \)) such that \( J(\theta) = \lim_{T \to \infty} \frac{1}{T} \mathbb{E}[\sum_{t=1}^{T} c_t] \).

**Lemma 2** (Finite-horizon approximation). Let \( \tilde{J}_T(\theta) := \mathbb{E}[\sum_{t=1}^{T} c_t] \) for any \( \theta \) with a finite cost function. Let also \( \varepsilon(T) \) be a positive function such that \( \lim_{T \to \infty} \varepsilon(T) = 0 \). Then, there exists a sufficiently large horizon \( T \) for which \( |\tilde{J}_T(\theta) - J(\theta)| \leq \varepsilon(T) \).

**Proof.** The proof follows from [15, Lemma 26].

Denote by \( S_r \), a set of uniformly distributed points with norm \( r > 0 \) and by \( B_r \) the set of all uniformly distributed points whose norms are at most \( r \). Thus, \( J(\theta) = \mathbb{E}_{\hat{\theta} \sim B_r}[J(\theta + \hat{\theta})] \). Let \( \tilde{\theta} := \{\tilde{\theta}(1), \ldots, \tilde{\theta}(S), \hat{\theta}\} \) be a set of independent random matrices whose Frobenius norm is \( r \).

**Lemma 3** (Zeroth-order optimization). For a smoothing factor \( r > 0 \), \( \nabla_{\hat{\theta}(s)} J(\theta) = \frac{d}{dt} \mathbb{E}_{\hat{\theta} \sim S_r}[J(\theta + \hat{\theta}(s))] \), \( s \in S_r \), and \( \nabla_{\theta} J(\theta) = \sum_{s=1}^{S} f(s) d_s^* \mathbb{E}_{\hat{\theta} \sim S_r}[J(\theta + \hat{\theta}(s))] \).

**Proof.** The proof follows directly from the zeroth-order optimization approach [24, Lemma 1] and the fact that the cost function gets decoupled into \( S + 1 \) additive terms.

**Lemma 4.** Given any \( s \in S_r \), let \( \hat{\theta}_1(s), \ldots, \hat{\theta}_L(s), L \in \mathbb{N} \), be i.i.d. samples drawn uniformly from \( S_r \). For any \( \varepsilon(L) > 0 \), the following average converges to an \( \varepsilon(L) \)-neighbourhood of the gradient \( \nabla J_\theta(s)(\theta) \) in the Frobenius norm with a probability greater than \( 1 - \left( \frac{d_s^*}{e(L)} \right)^{-2} \).

\[
\nabla_{\theta} J(\theta) := \frac{1}{L} \sum_{l=1}^{L} \nabla_{\theta} J(\theta) = \frac{1}{L} \sum_{l=1}^{L} \left( \sum_{s=1}^{S} f(s) d_s^* \right) \mathbb{E}_{\hat{\theta} \sim S_r}[J(\theta + \hat{\theta}(s))] \hat{\theta}.
\]

**Proof.** Following the steps proposed in [15, Lemma 30], the proof follows from Lemma 3 and Bernstein’s inequality.

We now compute an empirical gradient for a sufficiently large number of samples \( L \) and rollsouts \( T \):

\[
\begin{cases}
\nabla_{\theta(s)} J(\theta) := \frac{1}{L} \sum_{l=1}^{L} d_s^* \nabla_{\theta} J(\theta(s)), \\
\nabla_{\theta} J(\theta) := \frac{1}{L} \sum_{l=1}^{L} \left( \sum_{s=1}^{S} f(s) d_s^* \right) \mathbb{E}_{\hat{\theta} \sim S_r}[J(\theta + \hat{\theta}(s))],
\end{cases}
\]

\[
(17)
\]

**Theorem 3.** Let Assumptions 1 and 2 hold. There exists a sufficiently small step size \( \eta \) such that the following inequality holds with a probability converging to one as the number of samples \( L \) and rollsouts \( T \) tend to infinity, \( J_{L,T}(\theta) - J(\theta^*) \leq \varepsilon(L,T) \), where \( \varepsilon(L,T) = \text{poly}(1/L, 1/T) \).

**Proof.** It results from [15, Theorem 31] and [7, Theorem 3] that the following inequality at iteration \( K \in \mathbb{N} \) holds for a sufficiently small step size \( \eta \leq \eta_{\max}: J(\theta_{K+1}) - J(\theta^*) \leq (1 - \eta_{\max} J(\theta_{K+1}) - J(\theta^*)) \). At iteration \( K \), let \( \nabla_{\theta} J(\theta) \) denote the empirical gradient in (17) and \( \theta_{K+1} = \theta_{K} - \eta \nabla_{\theta} J(\theta) \). Denote the iterate with the empirical gradient. Due to the locally Lipschitz continuity, Lemmas 3 and Bernstein inequality, the approximate \( \theta_{K+1} \) converges to its exact value \( \theta_{K+1} \) as the number of samples and rollsouts tend to infinity with a probability greater than \( 1 - \left( \frac{z}{e(L,T)} \right)^{-2} \), where \( z := \left( \sum_{s=1}^{S} f(s) + 1 \right)^2 \). Subsequently, one gets \( J(\theta_{K+1}) - J(\theta^*) \leq (1 - \frac{1}{2} \eta_{\max}) (J(\theta_{K}) - J(\theta^*)) \), when \( J(\theta_{K}) - J(\theta^*) \leq \varepsilon(L,T) \). This recursion is contractive, which is similar to the proof of Theorem 2.

**Remark 4.** From [25], it can be shown that the policy gradient algorithms can be extended to actor-critic ones.

**V. NUMERICAL EXAMPLES**

In this section, we provide two numerical examples.

**Example 1.** Consider a risk-sensitive LQ deep structured team with the following parameters: \( n = 10, A = 0.9, B = 0.4, Q = 2, R = 1, \eta = 5, T = 10, L = 100, \sigma_{\lambda} = 10^{-6} = \sqrt{0.5}, \alpha^7 = \sqrt{1.5}, \alpha^8 = 1, \alpha^9 = \sqrt{2}, \alpha^{10} = \sqrt{2.5}, \nu_t \sim \text{norm}(0, 0.1), \) and \( x_t \sim \text{norm}(0, 0.1) \). It is observed in Figure 1 that the model-based policy gradient descent algorithm converges to the global optimal solution when the risk factor is \( \lambda = 0.1 \).

**Example 2.** Consider a risk-neutral LQ deep structured teams with the following parameters: \( n = 10, A = B = Q = 1, \tilde{Q} = 2, R = 2, \tilde{R} = 1, \eta = 0.2, T = 10, L = 100, \alpha^{10} = 10^{-10} = \sqrt{0.1}, \nu_t \sim \text{norm}(0, 0.02), \) and \( x_t \sim \text{norm}(0, 0.1) \). The learning trajectory of the model-free policy gradient descent algorithm is depicted in Figure 2.
10 random seeds. The simulation was run on a 2.7 GHz Intel Core i5 processor and took roughly 2 hours.

VI. IMPLEMENTATION

In practice, agents can use different methods to implement the RL algorithms. Below, we mention three types.

- **Team (common) learner:** All agents have access to a common exploration noise, meaning that the empirical gradient is identical for all agents. This way, all agents run the same learning algorithm with an identical solution, given that the step sizes are identical for all agents.

- **Single learner and multiple imitators:** This is when a single agent learns the optimal strategy while other agents act as imitators and are passive during the learning process. In particular, one agent explores the system from its point of view and others employ the updated (learned) strategy at each iteration to decide their next actions. It is also possible to select the learner randomly at each iteration in order to have a fair implementation. This type of implementation is similar to the notion of person-by-person optimality, which is different from the global optimality, in general. Its advantage over the above team implementation is that the single player may use an individualized observation. For example, in the natural policy gradient [16], the centralized information \( \Sigma \dot{\theta}(s) \) in [14] may be replaced by the individualized information \( \sum_{i=1}^{\infty} \Delta x^i (\Delta x^i)^\top \), because \( \Delta x^i \) has an identical distribution for all players in sub-population \( s \).

- **Many independent learners:** To avoid discrepancy between the agents during the learning process, the above implementations allow for only one common rule of learning. However, if the number of agents is very large, all agents can independently learn the strategy, because their explorations are decoupled from one another. In such a case, the trajectory of the deep state (the coupling term) is independent of i.i.d. exploration noises.

VII. CONCLUSIONS

In this paper, we investigated the convergence of model-based and model-free gradient descent and natural policy gradient descent algorithms in linear quadratic deep structured teams. The size of the parameter space of the proposed algorithms is independent of the number agents in each sub-population, making the algorithms applicable to large-scale problems. By using the notions of gradient domination and locally Lipschitz continuity, we presented an analytical proof for the global convergence of the above algorithms. The theoretical findings were verified by some simulations. The obtained results naturally extend to other variants of reinforcement learning methods such as actor-critic.
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