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For a doped antiferromagnet with short-range spin stripe correlations and long-range charge stripe order we find that the manifestation of charge order changes abruptly as a function of momentum along the Fermi surface. The disorder averaged local density of states is almost perfectly homogeneous when integrated only over states which contribute to the “nodal” spectral weight whereas it displays long range charge stripe order when integrated only over states which contribute to the “antinodal” spectral weight. An effectively two dimensional isotropic nodal liquid can thus coexist with static charge stripes provided there is no static spin order. We also study commensurate spin and charge stripe ordered systems where the Fermi surface consists of a nodal hole pocket and an open “stripe band” section. Due to the stripe order the relation between hole density and size of a pocket will be reduced compared to a paramagnet by a factor of two for even charge period and four for odd charge period and we find an estimated upper limit on the area fraction of a hole pocket of 1.6% for charge period four and 4% for charge period five. We also discuss why electron pockets are not expected for a stripe ordered system and show that the open Fermi surface section may be electron like with a negative Hall coefficient.

I. INTRODUCTION

Lately it has become increasingly clear that an intrinsic property of the cuprate high-temperature superconductors is the presence of nanoscale inhomogeneity of the low-energy electronic spectral weight in the doped CuO$_2$ planes. In particular this inhomogeneity seems to come in the form of stripes which are unidirectional spin and charge density modulations. From neutron scattering experiments for example there is evidence for a universal spin response in the hole doped materials that is consistent with dynamic spin stripe correlations. The tendency for stripe formation in a doped antiferromagnet is well established and can be understood naively as an effect of the competition between strong antiferromagnetic correlations and delocalization of the doped holes.

Concurrently with the increasing evidence for stripes there is also a picture emerging in which there are electronic quasiparticles in the normal state and Bogoliubov quasiparticles in the superconducting state in line with that expected for a Fermi liquid or a BCS superconductor. In particular, for underdoped materials these quasiparticles appear to be confined in momentum space to the so-called nodal region of the Brillouin zone, near momentum $\pi/2$, where the d-wave gap has a node in the superconducting state. The recent observations by scanning tunneling spectroscopy (STS) of “stripe glass” in which there are static unidirectional electronic domains makes the problem even more intriguing. In fact, this suggests that the two phenomena of stripes and nodal quasiparticles can coexist. A most basic question is how well defined two dimensional quasiparticles can exist in a system where there is one dimensional charge order.

In this paper we consider a mean-field model of a system with long-range charge-stripe order and short-range spin-stripe correlations that we suggest may hold some clues to this puzzle. From Landau theory describing the low-energy long-distance physics it is known that spin stripe order always implies charge stripe order but not the converse thus providing the logical background for the study of such a system. Assuming translational symmetry along the stripe direction allows us to define a momentum resolved local density of states (LDOS) which is integrated only over states with a particular longitudinal momentum. Although this may not be an experimentally measurable quantity it will give some essential insights into the significance of the lack of long-range spin order.

What we find is an abrupt change in the manifestation of the charge stripe order at low energies as a function of the momentum along the Fermi surface. Quite strikingly, as shown in Figure 5, the spin disorder averaged LDOS at the Fermi energy when integrated only over the states which contribute to the nodal region spectral weight show very little evidence of the charge order and is nearly homogeneous and isotropic, while the full LDOS including also antinodal, near $(\pi, 0)$, states clearly display charge order. This should be contrasted with results for a system with both charge and spin order, as shown in Figure 3, for which the LDOS has a clear signature of charge order for antinodal as well as nodal states. The results thus suggest that an effectively two dimensional, isotropic nodal state can indeed coexist with static charge stripe order provided that there is no static spin order. We have considered long range charge order but the results are expected to apply equally well for a system with only local stripe correlations provided that the charge order is effectively static and the spin fluctuations are fast compared to the experimental probe.

Another basic question concerns the nature of the Fermi surface of the underdoped cuprates. Angle re-
solved photoemission (ARPES) experiments observe the famous nodal region “Fermi arc” which is most readily consistent with a large Fermi surface closed around the $(\pi, \pi)$ point but where the spectral weight is suppressed by the so called “pseudogap” in the antinodal region.\cite{1111121314} The large Fermi surface picture has been challenged by the recent observations of high frequency quantum oscillations of the Hall resistivity in strong magnetic fields in YBa$_2$Cu$_3$O$_n$ (YBCO) that seem to imply small Fermi pockets.\cite{111617} We show that exactly this distinction is found between a system with long-range spin stripe order and a system with only short-range spin stripe correlations. In simulations of commensurate stripe ordered systems (Fig. 1) we find a nodal region hole pocket together with a quasi-one dimensional Fermi surface section that are replaced by a large Fermi surface in a disordered stripe system (Fig. 3). It is known that a c-axis magnetic field can enhance stripe order,\cite{1119} thus providing a possible connection to the observations of quantum oscillations. If the high-field measurements indeed probe a stripe ordered state which the ARPES measurements generally do not our results may thus provide an explanation for the apparent discrepancy between the two probes where the Fermi arc could be regarded as the remnant in the disordered state of a nodal hole pocket.

In light of this we also consider the implications of the enlarged stripe unit cell and find that the hole density of a hole pocket will be decreased by a factor of two for even charge period and four for odd charge period compared to an estimate that assumes no long-range order. Based only on the stripe periodicity we can also set an estimated upper limit to the size of a nodal hole pocket of 1.6% of the full Brillouin zone for a period four stripe and 4% for a period five stripe with larger pockets merging into open sections. From the canonical relation between doping and stripe periodicity\cite{2122} we may expect period five for “1/10” doping and period four for “1/8” doping. Quantum oscillations have been observed for doping close 1/10 whereas for 1/8 doping the high field limit remains to be explored\cite{1019} For the period four stripes we expect either no oscillations, corresponding to only open orbits, or possibly a smaller frequency of up to 450T, corresponding to the maximum pocket size. If a sharp distinction is found between 1/8 and 1/10 it would be a dramatic confirmation of stripe order.

Although hole pockets may explain the frequency of quantum oscillations they cannot explain why the Hall coefficient ($R_H$) may be negative at low temperature.\cite{111617} This has led to suggestions for the formation of electron pockets due to broken translational symmetry\cite{2122} However, the location of such electron pockets are in regions of the Brillouin zone (along $(0,0)$ to $(\pi,0)$) where there is no evidence from photoemission of any substantial spectral weight and they must be considered highly speculative. For a stripe ordered system, in particular, we argue that electron pockets arise only as an artifact of a mean-field type description that effectively ignores the interactions on a stripe.

Here, instead, we show that the stripe band with open orbits may be electron-like thus providing an alternative explanation for a negative Hall coefficient. The sign of $R_H$ for the stripe band depends sensitively on the changes of the Fermi velocity over the Fermi surface which depends in turn on the band structure parameters as well as the character (strength and periodicity) of the stripe order. The apparent nonuniversality of the Hall coefficient\cite{1111121314} in different materials is not unexpected if stripe order plays a role.

II. THE MODEL

The model we consider is a tight-binding model on a square lattice in a static potential which couples to the local spin density and which may or may not have long-range stripe order. We can think of the potential as a strong inhomogeneous magnetic field that is generated self-consistently from an interacting model such as the large-$U$ Hubbard model in the Hartree-Fock approximation.\cite{25} The Hamiltonian reads

$$H = -t \sum_{\langle rr' \rangle \sigma} (c_{r,\sigma}^\dagger c_{r',\sigma} + \text{H.C.}) - t' \sum_{\langle rr' \rangle' \sigma} (c_{r,\sigma}^\dagger c_{r',\sigma} + \text{H.C.}) + \sum_{x,y,\sigma} \sigma(-1)^y V(x)c_{x,y,\sigma}^\dagger c_{x,y,\sigma},$$

(1)

where $c_{r,\sigma}$ is the electron destruction operator at site $r = (x, y)$ and with spin $\sigma = \pm$. We will also refer to the stripe perpendicular $(x)$ and stripe parallel $(y)$ directions as $x_\perp (k_\perp)$ and $x_\parallel (k_\parallel)$ respectively. The hopping is given in a standard fashion where $(rr')$ indicates nearest neighbors, $(rr')'$ next-nearest neighbors. We will use energy units such that $t = 1$ and we take $t' = -0.3$. For the Hubbard model with on-site interaction $U \sum_r n_r^\uparrow n_r^\downarrow$ we would identify the quantity $\sigma(-1)^y V(x)/U$ with a self-consistent spin-density wave. (In a stripe ordered state there would also be a charge density wave generated potential of strength $U\delta n/2$, with $\delta n$ the local density variation, which will in general be quite negligible compared to $V$.) In this paper we will not attempt to solve any microscopic model self-consistently, instead the Hamiltonian provides a simple means of simulating a system with stripe correlations by choosing appropriate potentials $V(x)$. This type of model has been considered before in several publications,\cite{2627} however not to consider systems with only charge stripe order and neither has the local density of states been explored in any detail. We will always consider systems which are less than half-filled thus providing a most simple caricature of a hole-doped cuprate with stripe order or stripe correlations. We also consider only commensurate stripe order in which the stripe period is some integer multiple of
rate stripe correlations are found experimentally, stripe the lattice spacing. Although fluctuating incommensurability periodic potential. To exemplify the results we consider bond-centered stripes with charge periodicity four and five. For the period four array we choose a potential \( V_4(x) = 0.5V_{4,0}(x) \) with \( V_{4,0}(x \mod 8) = 1, 1, -1, -1, -1, -1, -1 \) and for the period five array \( V_5(x) = 0.5V_{5,0}(x) \) with \( V_{5,0}(x \mod 5) = 1, 1, -1, -1, -1 \). Note the size of the magnetic unit cell transverse to the stripes which is twice the charge period only for even periodicities. Considering now also the antiferromagnetic (AF) \((-1)^y\) modulation (Eq. 1) along the stripes we have primitive vectors of the magnetic unit cell \((\pi/4, \pm \pi)\) for period four and \((2\pi/5, 0)\) and \((0, \pi)\) for period five. The modulation of the potential is basically the simplest possible consistent with bond-centered stripes. A self-consistent potential is expected to have a somewhat smaller amplitude on a stripe than between stripes because of the higher hole density but such a consideration would not change the qualitative features of our results.

The standard mean field treatment of an antiferromagnet gives a lower and upper Hubbard band separated by an indirect gap (for \( t' \neq 0 \)) while the stripes in the form of \( \pi \) phase shifts of the potential transfer some of that weight to midgap states. With moderate doping, the chemical potential will lie in this midgap stripe band. Depending on the magnitude of the potential and the doping there may be additional states at the Fermi energy coming from the stripe modified lower and upper Hubbard bands. If the potential is large the lower band will be gapped away from the Fermi energy leaving only the midgap stripe states which as we will find have weight primarily in the antinodal region. If the potential is small the upper band will also cross the chemical potential, giving rise to electron pockets. For hole doping and considering as a guide the large-U Hubbard model such electron pockets are most likely unphysical and we make sure to choose potential to avoid such states. Spectral weight in the nodal region most naturally arises from the lower band but does require a somewhat judicious choice of the magnitude of the potential. Whether the stripes are bond-centered or site-centered is however not important for the qualitative features of the Fermi surface.

We diagonalize the Hamiltonian to get a spectrum \( \omega_\alpha \) with single-particle eigenstates \( \Psi_\alpha(k) \) (\( \alpha \) includes band index and spin) that only have spectral weight at momenta connected by multiples of the reciprocal-lattice vectors of the stripe unit cell. The zero-temperature single-particle spectral function is simply given by \( A(k, \omega) = \sum_\alpha |\Psi_\alpha(k)|^2 \delta(\omega - \omega_\alpha) \). Figure 1 shows the Fermi surface (integrated over a narrow window \( \Delta \omega = 0.02 \)) for the two realizations of stripe potentials. For this figure we have chosen the Fermi energy and corresponding hole doping to give a simple Fermi surface with only two bands contributing, one band giving the nodal Fermi pocket and one band giving the quasi-one dimensional antinodal weight. The antinodal spectral weight is qualitatively not very sensitive to the Fermi energy, the Fermi surface only moves along the stripe direction \( k_\parallel \) as expected for a quasi-one dimensional band. The nodal weight on the other hand is very sensitive to the details of the potential and the doping, in particular for higher doping several bands may contribute and give superimposed nodal hole pockets with different sizes.

### Fermi surface

We draw the following general conclusions from the calculations on ordered stripe arrays: (1) The size of a nodal hole pocket does not give the corresponding hole density without an a priori knowledge of the stripe order.
Naively, for a paramagnet with one pocket per quadrant of the full 1st Brillouin zone, one might infer a hole density which is $n_h = 8A$ where $A$ is the area fraction of a pocket. Here we find that the actual hole density is one half of this value $n_h = 4A$ for period four stripes and only one quarter $n_h = 2A$ for period five stripes, i.e. there are only two or one pocket respectively in the reduced first Brillouin zone. We have checked that these results generalize to longer stripe periodicities with the same distinction between even and odd periodicity. Thus, only for even periodicity is the relation between hole density and the size of a pocket the same as for an antiferromagnet. 

(2) The bulk of the hole density for this system is actually in the quasi-one dimensional stripe band which may dominate the charge transport. However, since the corresponding Fermi surface sections do not have any closed orbit this band would not give rise to quantum oscillations.

(3) The size of the Brillouin zone limits the size of a nodal pocket, larger pockets will merge to form extended Fermi surface sections (open orbits). The size limit depends on the shape and orientation of the pocket, however we can make a general and conservative upper estimate by assuming that the extension of the pocket is of the same magnitude along both directions as indicated by the boxes in Figure 1 (b) and (d). With this we estimate the maximum area fraction (of the full extended BZ) to $A_{4,\text{max}} = 1/64 \approx 1.6\%$ for charge period four and $A_{5,\text{max}} = 1/25 = 4\%$ for period five.

The above estimate does appear to rule out a period four stripe ordered state in the system (YBa$_2$Cu$_3$O$_6.5$) with hole doping $p = 0.10$ in which quantum oscillations were recently observed with a pocket of size 1.9%. The size is however well within the limit for a period five state, which may be reasonable given the observations by inelastic neutron scattering of magnetic correlations that are consistent with this stripe periodicity. For charge-period five the size of the pocket would correspond to hole density of only 3.8%, while the remaining 6.2% hole density would according to this model reside in the quasi-one dimensional stripe band.

The cyclotron mass of a pocket is given by $m^*_e = \frac{h^2}{2\pi m_e} \frac{dA}{d\epsilon} \approx 2.61 \frac{A}{A}$ where we have used a lattice spacing of 3.8Å, $t = 0.4eV$, $A$ is the area fraction of one quadrant of the Brillouin zone and $\epsilon$ is energy in units of $t$. A problem with these pockets in relation to the experiments is that the dispersion is quite steep which gives a cyclotron mass of around 0.3 electron masses for both the period four and period five stripes which is much smaller than the 1.9 reported experimentally. However, one may expect that strong correlations can significantly narrow the bands and increase the cyclotron mass.

**Electron pockets and open orbits.**

The Hall resistivity is negative under the conditions in which the quantum oscillations have been detected which from semiclassical transport theory implies electron like charge carriers instead of the expected hole like. This led to a recent suggestion that electron pockets, not hole pockets, in a stripe ordered system may be responsible for the oscillations. In contrast to the hole pockets discussed in this paper such electron pockets are centered on the stripes and may appear with a suitable choice of the potential. However, we would argue that they are unphysical as they correspond effectively to occupying states in the upper Hubbard band of the stripe, with the relatively low energy being an artifact of the mean field like treatment of the stripe.

We can see this by considering a single site-centered stripe in the large $U$ limit. Self-consistently this corresponds to a large staggered potential outside of the stripe center row giving rise to a decoupled tight binding chain on the stripe. The problem with this is particularly obvious at half-filling of the stripe where the procedure gives a gapless electronic band instead of the appropriate insulator with a gap proportional to $U$. This discrepancy is related to the fact that the mean field treatment cannot accurately describe the effectively paramagnetic state on the site-centered stripe. Clearly the naive stripe potential misses essential aspects of the interactions on a stripe, a deficiency that will remain also away from half-filling and for a smaller stripe potential.

The resolution to the negative Hall resistivity may lie instead in the charge transport related to the open stripe band with the oscillations being due to hole pockets. For the transport properties of the quasi-one dimensional stripes it may be important to consider correlations as evidenced by the antinodal pseudogap but here we will do the standard semiclassical calculation. Following the presentation of Ong the sign of the Hall conductivity is given by the integral over the Fermi surface $\tilde{z} \cdot \hat{d} \vec{l} \times \hat{l}$ where $\vec{l} = \vec{v}_F \tau_F$ is the scattering length vector with Fermi velocity $\vec{v}_F$ and relaxation time $\tau_F$. Figure 2 shows constant energy curves of the “stripe band” of the charge period four system considered earlier (same parameters). With increasing energy these evolve from electron pockets into open sections and into hole pockets with the Hall coefficient changing continuously from negative (electron-like) to positive (hole-like). (We have assumed a $\vec{k}$ independent relaxation time.)

Figure 2 shows the area traced out by Fermi velocities for the particular section marked by arrows as the Fermi surface is followed across the Brillouin zone where the velocities $v_\parallel$ and $v_\perp$ corresponding to the longitudinal and transverse components respectively. We see that the outer part of the Fermi surface ($k_\perp \approx \pi/4$) gives a hole-like contribution whereas the inner part ($k_\perp \approx 0$) is electron-like. The particular Fermi surface displayed in Figure 2 has a hole-like open section but is close to the...
transition between hole-like and electron-like.

The sign of the Hall coefficient depends sensitively on the curvature of Fermi surface and the Fermi velocity and small changes can switch the sign. The fact that experimentally the sign of the Hall coefficient in strong magnetic fields appears to be non-universal may be an indication that it is related to such open orbits. A more realistic calculation of the stripe band-structure is needed including also an examination of the total Hall coefficient due to a possibly electron-like open Fermi surface section together with hole pockets.

Charge order

Let us also consider the local density of states of this system \( LDOS(x, \omega) = \sum_{\alpha} |\Psi_{\alpha}(x)|^2 \delta(\omega - \omega_{\alpha}) \). We will be interested in considering the connection between the spectral function and the local density of states at the Fermi energy and in particular the distinction between nodal and antinodal states. Since momentum is conserved modulo \( \pi \) along the stripe direction \( k_{||} \) we can associate to every state a momentum \(-\pi/2 < k_{||,\alpha} \leq \pi/2\) and choose to make a partial sum in the LDOS that only includes states with certain \( k_{||} \). We define

\[
LDOS_{\text{nodal}} = \sum_{\alpha:|k_{||,\alpha}| > \pi/4} |\Psi_{\alpha}(x)|^2 \delta(\omega - \omega_{\alpha}) \\
LDOS_{\text{a-nodal}} = \sum_{\alpha:|k_{||,\alpha}| \leq \pi/4} |\Psi_{\alpha}(x)|^2 \delta(\omega - \omega_{\alpha})
\]

Figure 3 shows the nodal and antinodal LDOS for the period four array, the antinodal states have a higher density on sites \( x \mod 4 = 0 \) or 1 while the nodal states have a higher density on sites \( x \mod 4 = 2 \) or 3 (with respect to the potential \( V_{4,0}(x \mod 8) = 1, 1, -1, 1, -1, -1, -1, -1, -1, 1, 1, -1, 1, -1, -1, 1, 1, -1, 1, -1, -1, -1 \)). As emphasized in several other publications, the nodal states derive from the antiferromagnet whereas the antinodal states are the “stripe states” living on domain walls of the antiferromagnet. We will find that this distinction will be crucial when we in the next section consider a system without long range spin stripe order.

IV. DISORDERED STRIPES

We will now consider a charge ordered but spin disordered system. We generate a stochastic spin-stripe potential with a short correlation length through an update procedure

\[
V(x + 1) = V_0(x)V_0(x + 1)V(x) + \psi
\]

where \(-2m < \psi < 2m\) is a random number and apply a cutoff \(-m < V(x) < m\) at every step. Here \( V_0(x) \) gives the sign of the potential for the corresponding spin-stripe ordered array which in the case of the simple charge-period four bond-centered stripe takes the value \( V_0(x \mod 8) = 1, 1, -1, 1, -1, -1, -1, -1, -1, 1, 1, -1, 1, -1, -1, 1, 1, -1, 1, -1, -1, -1 \). The distribution is readily evaluated analytically and we find a
disorder averaged correlation function

\[ \langle V(x)V(x+j) \rangle = \frac{2}{3} m^2 V_0(x)V_0(x+j)e^{-\kappa|j|}, \quad (3) \]

with a short correlation length \( \xi = 1/\kappa = 1/\ln(2) \approx 1.44 \). We will take \( m = 1 \) which we find gives a good correspondence with the ordered system considered previously, i.e. the same Fermi energy gives roughly the same doping. In order to be able to consider large system sizes (in the transverse direction) we still assume antiferromagnetic order along the stripes. Assuming short-range correlations would broaden the states in \( k_{\parallel} \) but as far as the transverse charge order is concerned we do not expect this to have any significant impact. For the numerical calculations we use a transverse system size \( N \) which is large compared to the correlation length of the potential (typically \( N = 120 \)) and diagonalize the system for a given static but random configuration of the potential and take the average over many realizations.

Physically what we have in mind is a system with fluctuating short-range spin stripe correlations with some correlation length \( \xi \) and frequency \( \omega_0 \). The disorder average can thus be relevant either for a fast, compared to \( \omega_0 \), but extended probe such as inelastic neutron scattering or ARPES (disorder average in real space) or a slow but local probe such as STS (disorder average in time). There is of course a significant approximation involved in representing the spin fluctuations by a sequence of static spin configurations. In particular quasi-particle dynamics will not be accurately represented using such a quasi-static spin approximation. However for the gross and qualitative features of the spectral weight distribution we expect that the approximation can give reasonable results.

Spin correlations

We think of the stripe potential as reflecting the instantaneous spin configuration. Clearly this disordered potential will not be a self-consistent mean field solution to the Hubbard model. Nevertheless, to be physically reasonable we may at least require that the disordered averaged potential should be roughly self consistent in the sense that it faithfully reflects the average spin configuration. For the potential as we have chosen it every site is equivalent up to signs given by \( V_0 \), however for the actual disorder averaged spin density we need to distinguish between two inequivalent sites which are on average on a stripe \((x \mod 4 = 0 \text{ or } 1)\) or between a stripe \((x \mod 4 = 2 \text{ or } 3)\) with respect to the potential \( V_0(x \mod 8) = 1, -1, -1, 1, -1, 1, -1, 1 \).

Figure 5 shows the corresponding spin-spin correlators \( \langle S^z(x)S^z(x+j) \rangle \), as well as the Fourier transforms \( S_{pot}(q) = \langle (1/N) \sum_{x_1,x_2} V(x_1)V(x_2)e^{iq(x_2-x_1)} \rangle \) and \( S(q) = \langle (1/N) \sum_{x_1,x_2} S^z(x_1)S^z(x_2)e^{iq(x_2-x_1)} \rangle \). From the analytic expression for the correlation function of the
potential, Eqn. 3 with $m = 1$, we can calculate

$$S_{\text{pot}}(q) = \frac{2}{3} \left(-1 + \frac{2 - \sqrt{2}}{8} \sum_{q_0 = \pm \pi/4} e^{\kappa - \cos(q - q_0)} \right)$$

$$+ \frac{2 + \sqrt{2}}{8} \sum_{q_0 = \pm 3\pi/4} e^{\kappa - \cos(q - q_0)}$$

with $\kappa = \ln(2)$. The spin-spin correlators are multiplied by a factor $U^2 = (3.5)^2$ and the good agreement with the potential indicates that the averaged potential is quite close to being self-consistent for the Hubbard model with $U = 3.5$. The main source of the discrepancy is caused by the fact that the potential assumes on average a uniform magnitude of the local magnetization whereas a self-consistent calculation gives a smaller magnetization on the stripes (Fig. 4) consistent with a larger hole density. This can be fine tuned without any significant impact on the subsequent results and we will prefer to keep the model as simple as possible.

**Charge order**

Let us now study the charge density in this system with short range spin correlations. Here we consider two objects, the disorder averaged local density of states $LDOS(\vec{x}, \omega) = \langle LDOS(\vec{x}, \omega) \rangle$ and the disorder averaged spectral function $\tilde{A}(\vec{k}, \omega) = \langle \tilde{A}(\vec{k}, \omega) \rangle$ where we can again divide the LDOS into nodal and antinodal parts according to Eqn. 3.

Figure 5 shows the spectral weight integrated over a window $(\delta \omega = 0.05)$ close to the Fermi energy, as well as the corresponding nodal and anti-nodal LDOS. We take the Fermi energy the same ($E_F = -1.15$) as for the period four stripe ordered system considered above which corresponds here to an average hole doping of around 18%. Due to the disorder the spectral weight is spread out such that the stripe Fermi surface and nodal pocket loose their integrity and merge into a single large Fermi surface which if we symmetrize with respect to stripes along both directions would close around the $(\pi, \pi)$ point.

What is particularly notable are the results for the LDOS where the nodal LDOS is almost uniform with only a very weak signature of the charge order whereas the antinodal LDOS shows long range charge-stripe order not very different in magnitude from that of the stripe ordered system considered previously. For the nodal states there is an apparent restoration of the rotational symmetry of the lattice for the spin disordered system. The results can be roughly understood based on the knowledge of the stripe ordered system in which the antinodal weight comes from stripe states that are centered on antiferromagnetic domain walls and are quite insensitive to whether or not there is long-range and static spin order. The nodal states on the other hand live primarily between stripes for a spin-stripe ordered state and the spin fluctuations apparently conceal the stripes. A complementary understanding can be found from earlier work on the same model where it was noted that in the presence of weak potential disorder the localization length transverse to the stripes of the antinodal states is of the order of or less than the stripe period whereas the localization length of the nodal states can be several times the stripe period.

**V. DISCUSSION**

The Fermi momentum resolved charge order found here is yet another manifestation of what has been called the “nodal-antinodal dichotomy” in which the low-energy spectral properties are very different for the nodal and antinodal regions. In particular the enigmatic pseudogap is known from ARPES to be exactly such a momentum resolved phenomenon in which there is a partial suppression of the antinodal spectral weight.

Let us explore the implications of an antinodal pseudogap on our results in a qualitative fashion: First, it would lift the bulk of the antinodal spectral weight away from the Fermi energy leaving only the nodal Fermi arc. In addition it would imply that the charge-stripe order may only be visible above the pseudogap energy scale. The latter property does indeed seem to be realized for the “stripe glass” observed by tunneling spectroscopy for which the differential tunneling conductance is nearly uniform at low energies and only show the unidirectional modulations at energies around the pseudogap energy. These observations together with the results presented here give a very strong indication that the pseudogap is in fact related to stripes. Also corroborating this picture is ARPES data which find that the pseudogap disappears abruptly with the momentum along the Fermi surface in going from $(\pi, 0)$ to $(\pi/2, \pi/2)$. This is in a fashion analogous to the charge stripe order presented here.

The pseudogap is then a strong correlationgap (spin-gap) on a single stripe characterized as an interacting quasi-one dimensional electron gas. In the work presented here any strong correlation effects apart from the stripe order itself are completely ignored but we do find that the antinodal spectral weight comes from the quasi-one dimensional stripe states thus providing a logical consistency with an antinodal pseudogap from stripes. One way to argue why it may be reasonable to treat the stripe correlations separately is if there is a separation of energy scales in the renormalization group sense in which the antiferromagnetic correlations, which for a doped system correspond to stripe correlations, dominate and residual correlations which gives rise to the pseudogap become prominent at a lower energy scale.

As is well known for the underdoped cuprates the superconducting order occurs at an even lower energy scale. From, for example, ARPES results on the gap evolution and STS results on the Bogoliubov quasiparticle interference it is by now quite clear that long-
range superconducting order is intimately linked to the nodal liquid which as we have found can be isotropic even in the presence of charge stripe order. In this context we note that the spin stripe ordered La$_{1.875}$Ba$_{0.125}$CuO$_4$ has a significantly suppressed superconducting transition temperature while there is still a large antinodal pseudogap. The suppression of superconductivity in this system may thus be related to anisotropy of the nodal liquid due to spin stripe order.

As a continuation of this work the modeling of disordered stripes should be extended to include also some characterization of the pseudogap and a d-wave like pair field which could allow for a more detailed comparison with STS and ARPES results. For the ordered stripe phases work is in progress to calculate the total conductivity resulting from the contributions of hole pocket and open stripe band and to characterize more generally the sign and oscillations of the Hall resistivity in such a system.

To summarize, we find that for a charge ordered but spin disordered stripe state there is a natural separation into nodal and antinodal states for which the latter shows a much stronger signature of the charge order. The local density of states at the Fermi energy is almost homogeneous when integrated only over states that contribute to the nodal region spectral weight. We also consider commensurate spin and charge stripe ordered systems where the Fermi surface consists of a nodal hole pocket and an open (quasi-one dimensional) antinodal section. The relation between the size of the pocket and the hole density depends on whether the charge periodicity is odd or even and we give upper estimates of the possible size of a pocket for charge period four and five of 1.6% and 4% respectively. We find that the open section may be electron or hole like depending on the details of the stripe band structure.
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