Laser induced freezing of charge stabilized colloidal system
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We present results from an extensive simulational study of the modulated liquid ↔ crystal transition in a 2-d charge-stabilized colloid subject to a 1-d laser field modulation commensurate with the crystalline phase. Contrary to some earlier simulational and experimental findings we do not find any reentrant liquid phase in our simulation. Furthermore the transition remains first-order (albeit weak, with a fairly large correlation length) even in the limit of infinite field, contrary to mean-field predictions. In the modulated liquid phase, while the translational order decays exponentially, the bond orientational order is actually long ranged.

PACS numbers : 64.70.Dv, 82.70.Dd, 05.70.Fh

The freezing of charge-stabilized colloidal particles in the presence of a stationary modulation (laser) field has been of considerable research interest in recent years. Using light scattering techniques Chowdhury, Ackerson and Clark 3 showed that a charge stabilized colloidal liquid system, confined between two glass plates to form a single layer, when subjected to a commensurate stationary laser modulation (i.e. with the wavevector of the modulating laser field tuned to be half the wavevector at which the direct correlation function \(c^{(2)}(q)\) of the liquid develops its first peak in the absence of an external potential), freezes to form a triangular lattice with full two dimensional symmetry. They 3 also analyzed the phenomenon in terms of a simple Landau - Alexandre - McTague (LAM) theory and concluded that the transition from the modulated liquid to the crystal becomes continuous (second-order) when the field strength is large. The continuous growth of intensities produced by all the density modes with increasing external field intensity was taken by Ackerson and Chowdhury 3 as an indication in favor of a second-order transition scenario. Later experimental studies involving direct microscopic observations 4 and simulational studies using Monte-Carlo (MC) technique 5 confirmed this phenomenon of laser induced freezing (LIF).

Several authors 4, 5, 6 have studied this problem using density functional theory 6. The authors of 6 have shown from general symmetry grounds that for a suitably chosen modulation potential the free energy expansion for the crystalline phase about the modulated liquid contains the relevant order parameters only in even powers. Hence there arises a possibility of change over of the first-order freezing transition at low external field strengths to a continuous transition for large enough external field via a tricritical point. Their DFT results were in accordance with these symmetry arguments.

In a later work Chakrabarti et al. 6 studied a two dimensional colloidal system using MC simulation. The use of a standard procedure of looking at finite-size behavior of the fourth cumulant of the energy 7 seemed to confirm the existence of the tricritical point. Their study also found an intriguing reentrant modulated liquid phase - where increasing the external field strength actually melted the system instead of taking it towards the crystalline phase. Another unusual feature found in their simulation was that the order parameter jumped to zero at a lower value of the screening length compared to where the specific heat peak was seen.

Very recently Wei et al. 12 reported an experimental study of LIF and from the decay of pair correlation and the real space density plots concluded that their results were in accordance with the results of reference 10, showing a reentrant liquid phase.

In this letter we report the main results obtained from a vastly more extensive Monte-Carlo simulation than that in ref. 10 of charge stabilized colloidal particles (with diameter \(2R = 1.07\mu m\)). They are assumed to be confined in a 2-d cell of size \(\sqrt{a_s}L \times a_sL\) with periodic boundary conditions and subjected to an external potential of the form \(U(\vec{r}) = -V_c \cos(q_0 r),\) with \(q_0 = 2\pi/(\sqrt{a_s})\), where \(a_s\) is the mean inter-particle separation. The inter-particle interaction is modeled by the DLVO potential:

\[
U_{ij}(r) = \frac{(Ze)^2}{\epsilon} \frac{exp(\kappa r)}{1 + \kappa r^2} exp(-\kappa r |\vec{r}_{ij}|) \tag{1}
\]

Here \(Ze (Z = 780)\) is the effective surface charge, \(\epsilon\) (=78) is the dielectric constant of the solvent and \(\kappa\) is the inverse of the Debye screening length due to the counterions in the solvent. Details of the simulation will be published elsewhere 13.

The phase diagram obtained by extrapolating the simulation results to infinite system size as detailed below is shown in figure 1. It does not have the reentrance reported in 10. The transition is “strongly first-order” at zero field, signaled by a strong peak in the specific heat \(C_V\) [figure 2(a)] and sharp rise of the order parameters \(\rho_d \) , \(\rho_s\) [figure 2(c)], at \(\kappa_f a_s = 14.47\). At larger field strengths, the peak in \(C_V\) becomes less prominent [figure 2(d)] and the order parameter \(\rho_d\) characterizing the modulated liquid ↔ crystal transition \(\rho_s\), 14 seems to go
The following results, [11], [13]: 

...and the limiting value of the fourth cumulant of energy \(E\) at the scaling of various quantities with large system size \(L\) will actually be rounded always. Hence one must look to the mean-field predictions, [1], [8]. 

For a finite system, one expects that the transition will actually be rounded always. Hence one must look at the scaling of various quantities with large system size \(L\) to ascertain the order of the transition. In particular the limiting value of the fourth cumulant of energy \(V_L \equiv 1 - \frac{\langle E^4 \rangle}{3\langle E^2 \rangle^2}\) and its scaling behavior have been widely used to judge the order of the transition [1], [10]. In case of a first-order transition, \(V_\infty = 2/3\), the peak in \(C_V\) should diverge as \(L^d\), while \((\kappa_L^* - \kappa_\infty^*)\) and \((V_L - V_\infty)\) should scale as \(L^{-d}\). For small system sizes, there are corrections to this scaling behavior and we show below that at large field strengths these corrections become even more important. 

For a first-order transition scenario, assuming that the probability distribution for energy (per particle) is the sum of two Gaussian distributions centered around \(E_+\) and \(E_-\) corresponding to the disordered (modulated liquid) and the ordered (crystalline) phases, one can derive the following results, [11], [13]: 

\[
C_L^* = A L^d + B + D L^{-d} + O(L^{-2d}), \tag{2}
\]

\[
\kappa_L^* = \kappa_\infty^* + M L^{-d} + N L^{-2d} + O(L^{-3d}), \tag{3}
\]

where \(C_L^*\) refers to the height of the specific heat peak for a system of linear size \(L\) and \(A = \frac{(E_+ - E_-)^2}{4k_B T^2}\). To leading order, the constants \(M, N\) and \(D\) are proportional to the inverse of \(\Delta F/\Delta \rho\), \(\Delta F\) being the free energy difference between the liquid and the crystalline phases. 

Figures 3(a) and (c) show the scaling behavior of \(\kappa_L^*\) (from the specific heat peak) for \(\beta V_e = 0.0\) and \(\beta V_e = 2.0\) respectively. By fitting equation 3 (the solid line), we get \(\kappa_\infty^* a_s \approx 14.34 \pm 0.02(15.66 \pm 0.03)\) for \(\beta V_e = 0.0(2.0)\). \(C_L^*\) is plotted as function of \(L\) in figure 3(b) and (d). By fitting equation 2 we find \(\beta (E_+ - E_-) \approx 0.071 \pm 0.0067(0.0044 \pm 0.0031)\) for \(\beta V_e = 0.0(2.0)\). 

While the above analysis indicates that a first-order scenario is a likely possibility even at large \(\beta V_e\), the scaling analysis is done for results which span less than a decade in \(L\) (\(L = 8\) to 30). Because the peak in \(C_V\) is rather broad and small in height, one needs to average over several million MC steps to determine the peak position and peak height within acceptable errorbars. This limits the largest system we are able to simulate to \(L = 30\). 

FIG. 1. Phase diagram of laser induced freezing (extrapolated for infinite system size). 

FIG. 2. Simulation results for 400 particles. The left hand panels (a-c) are for \(\beta V_e = 0.0\) and the right hand panels (d-f) are for \(\beta V_e = 2.0\). 

FIG. 3. Finite size scaling behavior of the transition \(\kappa_m(L)\) (a,b) and of the specific heat peak height (c,d) 

One can further argue that even though the transition remains first order and does not show any reentrant melting till \(\beta V_e = 2.0\), there is always a possibility that the transition does become continuous at a larger field.
strength. To settle this we have carried out an even more extensive simulation at $\beta V_e = \infty$, so that the particles are confined to parallel lines. The resulting simplifications allow us to write a more efficient MC code, making simulations up to $L = 100$ doable within our computing resources. The plot of $\kappa_L^*$ as a function of $L^2$ for $\beta V_e = \infty$, shown in Figure 4(a), has a maximum around $L \sim 30a_s$. This non-monotonic behavior seems to suggest a large but finite length scale in the system. The existence of such a length scale is difficult to understand in the frame work of a second-order transition scenario, where, asymptotically close to the phase transition, one should have just two length scales, the system size $L$ (to which the “diverging” correlation length $\xi$ saturates) and the interaction scale (which is not much larger than $a_s$ for the present case). But if the transition is weakly first-order with a large but finite $\xi$, one expects the finite-size scaling behavior of the first-order transition discussed above to be valid only for $L \gg \xi$. Figures 3(b) and 3(c) show that $\kappa_L^*$ and $C_L^*$ for large $L$ do follow a first-order like scaling [cf., eqs (2) and (3)], with $\kappa_L^* \approx 15.62 \pm 0.05$ and $\beta(E_+ - E_-) \approx 0.0014 \pm 0.0004$; so does $V_L$, which scales as $L^{-2}$ as shown in figure 3(d).

For $\beta V_e = \infty$ we have computed the correlation functions for the coarse grained translational and bond-orientational order parameters, to be denoted by $G_T(y)$ and $G_0(y)$ respectively, for $L = 70$ and 100. In the modulated liquid phase we obtain $\xi$ by fitting $G_T(y)$ to a decaying exponential. Figure 4(c) shows that $\xi$ actually becomes large even in the liquid phase as one goes towards $\kappa_L^*$. But it saturates at around $18a_s$, indicating that the transition really is a weakly first-order transition.

Figures 4(a) and (b) show $G_0(y)$ for the liquid and the solid phase near $\kappa_L^*$. As can be seen from the figures, $G_0(y)$ remains long ranged even in the liquid phase. A 2-d liquid has a local hexagonal order. When one applies a commensurate field, a unique direction (modulo $60^\circ$) is picked up everywhere in the system. Thus the 1-d modulation potential induces not only translational ordering, but also a long-range orientational order even in the modulated liquid phase. This is also understandable from the general phenomenological mean-field free energy given in (4), where a term linear in the bond-orientational order parameter arises as soon the translational order parameter $\rho_T$ conjugate to $V_L$ is turned on in the modulated liquid phase. Thus in the modulated liquid, $G_0(y)$ goes to a constant value at large distances. What distinguishes the modulated liquid from the crystalline phase is $G_T(y)$, which decays exponentially in the modulated liquid phase but as a power law in the 2-d crystalline phase. The energy difference between the two phases becomes smaller as $\beta V_e$ is increased (though it never becomes strictly zero) and is responsible for the broad specific heat peak and the broad region over which the order parameter goes to zero. We believe that this probably led to the results reported in [10], where the true transition was missed, and a statistical fluctuation was mistakenly taken to be the $C_V$ peak and hence the signature of a transition. Since different moments of energy are not independent, a chance increase of $C_V$ will be associated with a dip of $V_L$. Such artifacts arising from insufficient averaging are presumably absent in the present simulation due to the extensive averaging that has been carried out. This also explains why the earlier simulation [10] failed to see the order parameter fall to zero until much higher values of $\kappa a_s$.

For moderate external fields, substantial diffusion precedes the actual transition. While maintaining the translational order over the full system, locally the system accommodates defects. In Figure 4 we show contour plots for the time averaged density as computed over different time spans from a Brownian dynamics simulation of 400 particles for $\beta V_e = 2.0$. The short-time averaged density
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\caption{Finite size scaling for $\beta V_e = \infty$}
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\caption{Correlation functions for $\beta V_e = \infty$}
\end{figure}
FIG. 6. Contour plots for the time averaged density from a Brownian dynamics simulation at $\beta V_e = 2.0$ and $\kappa a_s = 15.3$. The 400 particle system was equilibrated in a run of 20 minutes. Figures (a), (b) and (c) correspond to averaging over 2 minute intervals starting from the 0 th, 6 th and 16 th minute respectively after the system had equilibrated. Figure (d) corresponds to averaging over 20 minutes starting from equilibration.

plots show near perfect crystalline order, with small regions where the particles have moved considerably from the lattice positions. If one averages for a long time ($\simeq 20$ minutes of real time), the average density shows that the chance of finding a particle is nonzero everywhere along the lines. But we still find that the peaks of the average density maintain the crystalline order. Scattering experiments, which measure the structure at short time scales compared to the diffusion time, can differentiate this from the liquid phase via the existence of a crystalline order.
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