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Abstract. This paper introduces a new Lie-theoretic approach to the computation of counterterms in perturbative renormalization. Contrary to the usual approach, the devised version of the Bogoliubov recursion does not follow a linear induction on the number of loops. It is well-behaved with respect to the Connes–Kreimer approach: that is, the recursion takes place inside the group of Hopf algebra characters with values in regularized Feynman amplitudes. (Paradigmatically, we use dimensional regularization in the minimal subtraction scheme, although our procedure is generalizable to other schemes.) The new method is related to Zassenhaus’ approach to the Baker–Campbell–Hausdorff formula for computing products of exponentials. The decomposition of counterterms is parametrized by a family of Lie idempotents known as the Zassenhaus idempotents. It is shown, inter alia, that the corresponding Feynman rules generate the same algebra as the graded components of the Connes–Kreimer β-function. This further extends previous work of ours (together with José M. Gracia-Bondía) on the connection between Lie idempotents and renormalization procedures, where we constructed the Connes–Kreimer β-function by means of the classical Dynkin idempotent.
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Introduction

Renormalization in perturbative quantum field theory (pQFT) is needed because amplitudes \( U(\Gamma) \) associated to Feynman graphs \( \Gamma \) are plagued by ultraviolet (UV) divergences. These divergences in general demand a regularization prescription, where by introducing extra parameters, the amplitudes \( U(\Gamma) \) become formally finite. For instance, in dimensional regularization (DR) they become Laurent series with a polar part encoding the UV divergences.

After regularization, a renormalization scheme has to be chosen. In general, the latter is characterized by an operator, here denoted by \( R \), which implements the extraction of the
UV divergence of a regularized Feynman graph amplitude. In the context of DR the minimal subtraction scheme operator $R$ picks out the polar part of the Laurent series expansion of the amplitude $U(\Gamma)$ associated to a graph $\Gamma$ in the neighbourhood of the physical space-time dimension of the theory. In the BPHZ renormalization prescription, the map $R$ picks out the terms in the Taylor expansion of the Feynman amplitude about zero momentum, usually up to an order determined by the overall (superficial) degree of divergence of the corresponding Feynman graph.

The naive procedure that would consist in defining the renormalized amplitude $U_{\text{ren}}(\Gamma)$ of a Feynman graph $\Gamma$ by subtracting $R(U(\Gamma))$, works only up to 1-loop order. Otherwise it leads to non-physical quantities: in particular, locality could be violated. The correct definition of the renormalized amplitude requires the preliminary treatment of the subdivergences associated to the subgraphs of a given Feynman graph (associated to a given theory). The combinatorics of the renormalization process is encoded in the Bogoliubov preparation map and the Bogoliubov recursion [1, 2, 14, 22, 24].

That recursion is the general subject of the present article. As in the previous article [6], we disclose further properties of renormalization schemes by methods inspired from the classical theory of free Lie algebras (FLAs). Our results build on Kreimer’s discovery of a Hopf algebra structure underlying the process of perturbative renormalization [12], and also on the Connes–Kreimer decomposition of Feynman rules [3] à la Birkhoff–Wiener–Hopf (BWH). Here we further exploit the interpretation of Feynman amplitudes as regularized Hopf algebra characters in terms of a Lie-theoretic version of Bogoliubov’s recursion. Indeed, the recursion now takes place inside the group of Hopf algebra characters (instead, as it is the case for the original Bogoliubov recursion, in the much larger space of linear functions on the set of forests of the theory). We show that, as Hopf algebra characters, the counterterm and the renormalized amplitude split into components naturally associated to a remarkable series of Lie idempotents, known as Zassenhaus idempotents, as well as to another closely related series, baptized accelerated Zassenhaus idempotents. The first series of idempotents, introduced by Krob, Leclerc and Thibon [13] in the setting of noncommutative symmetric functions, has been more recently studied by Duchamp, Krob and Vassilieva [5]. Their combinatorial and Lie-theoretic properties can be regarded as reflecting the Zassenhaus formula familiar from numerical analysis and physics applications. (In linear differential equations theory, similar to the Magnus expansion [15, 17], which is the continuous analogue of the Baker–Campbell–Hausdorff series, the Zassenhaus series has a continuous analogue called the Fer expansion [9, 23].) In this paper we concentrate on several properties of the Zassenhaus idempotents relevant for perturbative renormalization in QFT.

The article is organized as follows. We first settle some notation and recall qualitative features of the Bogoliubov recursion. We then introduce directly the new Lie-theoretic version of the recursion. The by-product is the decomposition of the regularized Feynman character, and hence amplitudes, into an infinite product, whose components are indexed by the number of loops (that is, the degree in the Hopf algebra of graphs). In the third section, we recall the Zassenhaus recursion and its descent algebra interpretation. The last section relates this interpretation to the new recursion. We show that the exponential components of the counterterm and renormalized amplitudes (appearing in the new decomposition) satisfy universal Lie-theoretic properties. That is, they are linked to the global counterterm and the renormalized Feynman rules by means of universal formulas and coefficients pertinent to the Zassenhaus idempotents —in much the same way as the Connes–Kreimer $\beta$-function is underlaid by the Dynkin idempotent [6].
1. Rota–Baxter algebras and the Bogoliubov recursion

Let us recall the general principles of the Bogoliubov recursion in the Connes–Kreimer Hopf algebraic approach to renormalization in pQFT. For details, we refer to the original articles [12, 3], and their successive refinement and generalization in terms of Rota–Baxter algebras [7, 8, 10].

For a given renormalizable QFT (say, $\phi^4$-theory) the perturbative approach consists of expanding $n$-point Green functions in terms of Feynman diagrams with $n$ external legs. The latter are constructed out of propagators and 4-valent interaction vertices. We are not interested in questions concerning the overall convergence properties of those expansions. The perturbative expansions for the 2-point and 4-point Green functions are already not well defined due to the UV divergences appearing in the corresponding Feynman amplitudes beyond the tree-level. In the Hopf algebraic approach one uses the set $F$ of one-particle irreducible (1PI) 2-leg and 4-leg Feynman diagrams,\(^1\) to generate a polynomial algebra $H$ over the complex numbers $\mathbb{C}$ (the free commutative algebra over $F$). The algebra $H$ inherits a graded algebra structure from the decomposition of $F$ according to the number of loops of a given diagram. It receives a coproduct and a Hopf algebra structure from the process of extracting 1PI UV-divergent subdiagrams out of a given Feynman diagram. In summary, Feynman diagrams for any QFT can be organized into a graded connected commutative Hopf algebra $H$. We denote its product $m : H \otimes H \to H$; the coproduct $\Delta : H \to H \otimes H$; the unit map $u : \mathbb{C} \to H$; the co-unit $e : H \to \mathbb{C}$; and the antipode $S : H \to H$. They are such that:

$$m(H_p \otimes H_q) \subset H_{p+q}, \quad \Delta(H_n) \subset \sum_{p+q=n} H_p \otimes H_q, \quad \text{and} \quad S(H_n) \subset H_n.$$  

A Feynman diagram with $n$ loops belongs to $H_n$, the degree $n$ component of $H$.

The Feynman rules associating to each Feynman graph its corresponding amplitude, i.e. a multidimensional iterated integral, are seen in the framework of regularization as a map $\rho$ from $F$ to a commutative algebra $A$ over $\mathbb{C}$. Each set of Feynman rules extends uniquely to a character of $H$, that is, to a multiplicative map from $H$ to $A$. The set of characters $G(A)$ inherits a pro-unipotent group structure from the graded Hopf algebra structure of $H$ (a well-known phenomenon in algebraic geometry: as a functor from commutative algebras to groups, $G$ is the group scheme associated to the commutative Hopf algebra $A$). Similarly, the vector space of linear maps $\text{Lin}(H, A)$ inherits an algebra structure from the coalgebra structure of $H$: the product $\ast$ in $G(A)$ and $\text{Lin}(H, A)$ is called the convolution product and is given by:

$$\forall f, g \in \text{Lin}(H, A) : \quad f \ast g := \pi_A \circ (f \otimes g) \circ \Delta.$$  

The unit for $\ast$, written $e$ as well, is the composition of the unit of $A$ with the co-unit of $H$.

When the Feynman amplitudes are the “bare” ones, that is, when they depend on bare coupling constants of the theory, then $\varphi(\Gamma) = U(\Gamma)$ is ill-defined for a large class of diagrams $\Gamma \in H$. In DR together with minimal subtraction one introduces a regularizing parameter $\epsilon$, a deformation parameter for the space-time dimension of the theory. This allows to define a regularized Feynman rule as a map $\varphi$ from $F$ to the field of Laurent series $\mathcal{L} := \mathbb{C}[\epsilon^{-1}, \epsilon]]$. Now, $\mathcal{L}$ is a weight one Rota–Baxter algebra, that is, for any $(x, y) \in \mathcal{L}^2$, we have:

$$R_-(x)R_-(y) = R_-(xR_-(y)) + R_-(R_-(x)y) - R_-(xy)$$

\(^1\)The notion of $n$-particle irreducible diagrams corresponds to the maximal number, $n$, of propagators that can be cut without making the Feynman diagram disconnected. We refer the reader to aforementioned references.
where $R_-$ is the projection mapping each $x \in \mathbb{C}[\varepsilon^{-1}, \varepsilon]$ to its strict polar part, i.e. $R_-(x) \in \varepsilon^{-1}\mathbb{C}[\varepsilon^{-1}]$ of $\mathcal{L}$, orthogonally to the algebra of formal power series $\mathbb{C}[[\varepsilon]]$. We set $R_+ := 1 - R_-$, so that $R_+$ stands for the projection onto $\mathbb{C}[[\varepsilon]]$ orthogonally to $\varepsilon^{-1}\mathbb{C}[\varepsilon^{-1}]$. Hence, the projectors $R_-$ and $R_+$ correspond to a splitting $\mathcal{L} = \mathcal{L}_- \oplus \mathcal{L}_+$ into two subalgebras with $1 \in \mathcal{L}_+$.

The Bogoliubov recursion allows to disentangle the combinatorics of Feynman graphs. It is defined in terms of Bogoliubov’s preparation map $\varphi \mapsto \overline{\varphi}$, which sends the group $G(\mathcal{L})$ to the set of $\mathbb{C}$-linear maps from $H$ to $\mathcal{L}$. It can be defined, together with the counterterm character $\varphi_-$ and the renormalized character $\varphi_+$ by the set of equations:

$$
\overline{\varphi} := \varphi_+ \ast (\varphi - e) \quad \text{and} \quad \varphi_{\pm} = e \pm R_\pm(\overline{\varphi}).
$$

The Rota–Baxter algebra structure on $\mathcal{L}$ insures that $\varphi = \varphi_+^{-1} \ast \varphi_+$ as well as that $\varphi_-$ and $\varphi_+$ are characters: they are multiplicative maps respectively from $H$ to $\mathbb{C}[\varepsilon^{-1}]$ (in fact $\varphi_-$ maps $H^+$ to $\varepsilon^{-1}\mathbb{C}[\varepsilon^{-1}]$) and from $H$ to $\mathbb{C}[[\varepsilon]]$. In our case scheme, when setting $\varepsilon = 0$ the renormalized character induces a well-defined, scalar-valued character $\varphi_{\text{ren}}$ from $H$ to $\mathbb{C}$, which values on Feynman graphs are the renormalized amplitudes of the theory.

The solution to the system $\overline{\varphi}$ is unique. It can be reached at by induction on the number of loops (hence the terminology “Bogoliubov recursion”). We pointed out already that the recursion takes place in $\text{Lin}(H, \mathcal{L})$ and not in $G(\mathcal{L})$ —since the preparation map is not a character. We refer to $[2]$ for the classical approaches to the Bogoliubov recursion (including its solution by means of Zimmermann’s forest formula) and to $[3]$ for a recent new approach.

2. A Lie theoretic decomposition of characters

Keep in mind the framework of pQFT. We consider the same renormalization scheme as before. In all likelihood, our results can be extended to more general settings —e.g. to other Rota–Baxter target algebras for the group of characters— but we refrain from seeking the utmost generality. Recall that, for an arbitrary commutative algebra $A$, an $A$-valued infinitesimal character is an element $\mu$ of the graded Lie algebra $\Xi(A) = \bigoplus_{n=1}^{\infty} \Xi_n(A)$ associated to the group $G(A)$, that is, an element of $\text{Lin}(H, A)$ that vanishes on $\mathbb{C} = H_0$ and on the square $(H^+)^2$ of the augmentation ideal of $H$.

**Definition 2.1.** An element $\varphi$ of $\bigoplus_{n \in \mathbb{N}} \text{Lin}(H_n, A)$ is $n$-connected if and only if it can be written $\varphi = e + \sum_{k \geq n} \varphi_k$, where $\varphi_k \in \text{Lin}(H_k, A)$. An element $\rho$ of $\Xi(A)$ is $n$-connected if and only if it can be written $\rho = \sum_{k \geq n} \rho_k$, where $\rho_k \in \text{Lin}(H_k, A)$.

In other terms, $\varphi_i = 0$ for $0 < i < n$, and equally $\rho_i = 0$ for $0 \leq i < n$. In the following we often identify implicitly a map such as $\rho_k$ in $\text{Lin}(H_k, A)$ with the corresponding map from $H$ to $A$ (i.e. the one equal to $\rho_k$ on $H_k$ and 0 on $H_i$, $i \neq k$). In particular, we will write $\rho_k \in \text{Lin}(H_k, A) \subset \text{Lin}(H, A)$. From now on in this section $A = \mathcal{L}$.

**Lemma 2.1.** Let $\varphi$ be an $n$-connected character. Then, there exist unique infinitesimal characters $\zeta_n^\varphi$ and $\mu_{n, 2n-1}^\varphi$, respectively in $\Xi_n(\mathcal{L})$ and $\bigoplus_{j=n}^{2n-1} \Xi_j(\mathcal{L})$ such that:

$$
\exp(-R_-(\zeta_n^\varphi)) \ast \varphi \ast \exp(-R_+(\zeta_n^\varphi))
$$

is an $n + 1$-connected character, respectively

$$
\exp(-R_-(\mu_{n, 2n-1}^\varphi)) \ast \varphi \ast \exp(-R_+(\mu_{n, 2n-1}^\varphi))
$$

is a $2n$-connected character.

---

$^2$Recall that for $\psi$ a character on $H$ its inverse is given by $\psi^{-1} := \psi \circ S$. 
Indeed, notice that, for $\rho$ any $n$-connected infinitesimal character, $R_-(\rho), R_+(\rho)$ and $\exp(\rho)$ are $n$-connected (respectively as infinitesimal characters and as a character). Notice also that, by the very definition of the logarithm, for any $n$-connected characters $\lambda, \beta$ and $\tau$, we have in the convolution algebra $\text{Lin}(H, A)$:

$$\log(\lambda) = \sum_{k \in \mathbb{N}^*} \frac{(-1)^{k-1}}{k} \left( \sum_{m \geq n} \lambda_m \right)^k,$$

$$\log(\lambda \ast \tau) = \sum_{k \in \mathbb{N}^*} \frac{(-1)^{k-1}}{k} \left( \sum_{m \geq n} \lambda_m + \sum_{m \geq n} \tau_m + \sum_{l, m \geq n} \lambda_l \ast \tau_m \right)^k,$$

and therefore, since $\lambda_l \ast \tau_m \in \text{Lin}(H_{l+m}, A) \subset \text{Lin}(H, A)$:

$$\log(\lambda)_{j} = \lambda_j, \ \log(\lambda \ast \tau)_{j} = \lambda_j + \tau_j, \ j = n, \ldots, 2n - 1.$$ 

It also follows that:

$$\log(\tau \ast \lambda \ast \beta)_{j} = \tau_j + \lambda_j + \beta_j, \ j = n, \ldots, 2n - 1.$$ 

The proof of the lemma follows by setting: $\zeta_n^\rho := \log(\varphi)_{n} = \varphi_{n}$ and $\mu_i^\rho := \log(\varphi)_{i} = \varphi_{i}, \ i = n, \ldots, 2n - 1$, where we write $\mu^\rho_i$ for the degree $i$ component of $\mu^\rho_{n,2n-1}$.

**Proposition 2.1.** We have the asymptotic formulas in the group of characters:

$$\varphi = \lim_{n \to \infty} \exp(\lambda_1^+) \ast \cdots \ast \exp(\lambda_n^+) \ast \exp(\lambda_1^-) \ast \cdots \ast \exp(\lambda_1^-)$$

and

$$\varphi = \lim_{n \to \infty} \exp(\tau_1^-) \ast \cdots \ast \exp(\tau_n^-) \ast \exp(\tau_1^+) \ast \cdots \ast \exp(\tau_1^+),$$

with the recursive definitions:

$$\varphi_{(n-1)} := \exp(-\lambda_1^-) \ast \cdots \ast \exp(-\lambda_n^-) \ast \varphi \ast \exp(-\lambda_1^+) \ast \cdots \ast \exp(-\lambda_n^+);$$

$$\lambda_n^\pm := R_\pm(\zeta_n^\rho);$$

$$\varphi_{[n-1]} := \exp(-\tau_1^-) \ast \cdots \ast \exp(-\tau_n^-) \ast \varphi \ast \exp(-\tau_1^+) \ast \cdots \ast \exp(-\tau_n^+);$$

$$\tau_n^\pm := R_\pm(\mu_{n,2n-1}^{\rho}).$$

The proof follows from the previous lemma and the pro-unipotent nature of $G(\mathcal{L})$. We have constructed, for a set of Feynman rules corresponding to a perturbatively treated QFT with $\mathcal{L}$ as algebra of amplitudes, two decompositions

$$\varphi = \varphi_+^1 \ast \varphi_+ = \varphi_{(2)}^1 \ast \varphi_{(2)},$$

with

$$\varphi_+ := \lim_{n \to \infty} \exp(\lambda_n^+) \ast \cdots \ast \exp(\lambda_1^+) \ \text{resp.} \ \varphi_{(2)}^+ := \lim_{n \to \infty} \exp(\tau_1^+) \ast \cdots \ast \exp(\tau_n^+)$$

and

$$\varphi_- := \lim_{n \to \infty} \exp(\lambda_n^-) \ast \cdots \ast \exp(\lambda_1^-) \ \text{resp.} \ \varphi_{(2)}^- := \lim_{n \to \infty} \exp(\tau_1^-) \ast \cdots \ast \exp(\tau_n^-).$$

**Theorem 2.1.** We have $\varphi_- = \varphi_{(2)}^-$ and $\varphi_+ = \varphi_{(2)}^+$. Moreover, the $\varphi = \varphi_-^1 \ast \varphi_+$ decomposition agrees with the decomposition obtained from the Bogoliubov recursion.

The proof reduces to a simple unicity argument. Assume that, for $\phi \in G(\mathcal{L}), \phi = \phi^- \ast \phi_+$, where $\phi_\ast - \epsilon$ and $\phi_+ \ast \epsilon^{-1}$ are $C[\epsilon^{-1}]$ and $C[[\epsilon]]$-valued, respectively. Let us write $\alpha \ast \beta := \alpha \ast \beta - \alpha - \beta$. We have:

$$\phi_\ast \phi = \phi_+ - \phi_- - \phi.$$
and therefore \( \phi_- = e + R_-(\phi_-) = e + R_-(\phi_+ - \phi_+ \ast \phi) \) and \( \phi_+ = R_+(\phi_+) = R_+(\phi_- + \phi_- \ast \phi) \). That is:
\[
\phi_- = e - R_-(\phi_+ - \phi_- \ast \phi); \quad \phi_+ = e + R_+(\phi_+ - \phi_- \ast \phi).
\]
Hence:
\[
\phi_- = e - R_-(\phi_- \ast (\phi - e)) \quad \phi_+ = e + R_+(\phi_- \ast (\phi - e))
\]
which is (equivalent to) the Bogoliubov recursion formula. In particular, both decompositions \( \varphi = \varphi_-^{-1} \ast \varphi_+ \) and \( \varphi = \varphi_-^{-1}(2) \ast \varphi_+(2) \) solve the Bogoliubov recursion. Since the latter has a unique solution, the theorem follows.

3. The Zassenhaus Recursions and the Descent Algebra

In this section we review the definition and main properties of the descent algebra, together with its application to the usual Zassenhaus recursion. Our presentation of the latter stems from adapting the noncommutative symmetric functions definitions in [13, 5]; the reader is referred to [11, 18, 19, 20] for further details and proofs. The second series of Zassenhaus idempotents (termed “accelerated”) that we introduce below is new, to the best of our knowledge.

Recall that the tensor algebra \( T(X) = \bigoplus_{n \in \mathbb{N}} T_n(X) \) over a countable set \( x_1, \ldots, x_n, \ldots \) is, as a vector space, the linear span of words \( y_1 \cdots y_n, \ y_i \in X \) over \( X \). It is provided with a graded connected cocommutative Hopf algebra structure defined in terms of concatenation of words as the product \( y_1 \cdots y_n \cdot z_1 \cdots z_p := y_1 \cdots y_n z_1 \cdots z_p \), and the unshuffling map as the coproduct \( \Delta : T(X) \to T(X) \otimes T(X) \):
\[
\Delta(y_1 \cdots y_n) := \sum_{l=(i_1, \ldots, i_k) \subseteq [n]} y_{i_1} \cdots y_{i_k} \otimes y_{j_1} \cdots y_{j_{n-k}},
\]
where \( J = \{j_1, \ldots, j_{n-k}\} = [n] - I \) and \( [n] = \{1, \ldots, n\} \). A word \( y_1 \cdots y_n \) is an element of \( T_n(X) \), the degree \( n \) component of \( T(X) \). There is a natural isomorphism between \( T(X) \) and its graded dual \( T^*(X) := \bigoplus_{n \in \mathbb{N}} T^*_n(X) \) induced by the scalar product on \( T(X) \) for which the words form an orthonormal basis. This defines another, graded connected commutative, Hopf algebra structure on \( T^*(X) \) that can be described, once again, by means of operations on words: the product is now the shuffle product, whereas the coproduct is the deconcatenation of words. Since \( T^*(X) \) is a Hopf algebra, the set \( \text{End}(T^*(X)) \) of linear endomorphisms of \( T^*(X) \) is naturally provided with an associative convolution product \( * \).

**Definition 3.1.** The descent algebra \( \mathcal{D} \) is the convolution subalgebra of \( \bigoplus_{n \in \mathbb{N}} \text{End}(T^*_n(X)) \subset \text{End}(T^*(X)) \) generated by the graded projections \( p_n : T^*(X) \to T^*_n(X) \).

The descent algebra inherits a graduation \( \mathcal{D} = \bigoplus_{n \in \mathbb{N}} \mathcal{D}_n \) from the graded algebra structure on \( \bigoplus_{n \in \mathbb{N}} \text{End}(T^*_n(X)) \) induced by the convolution product —since, for \( f \in \text{End}(T^*_n(X)) \subset \text{End}(T^*(X)) \) and \( g \in \text{End}(T^*_{m}(X)) \subset \text{End}(T^*(X)) \), \( f \ast g \in \text{End}(T^*_{n+m}(X)) \). It embeds naturally into the direct sum of the symmetric group algebras \( \mathcal{S} := \bigoplus_{n \in \mathbb{N}} \mathbb{C}[S_n] \), where \( \mathbb{C}[S_n] \) is viewed as a subset of \( \text{End}(T^*_n(X)) \) by letting \( \sigma \in S_n \) act on \( T^*_n(X) \) by letter permutation:
\[
\sigma(y_1 \cdots y_n) := y_{\sigma^{-1}(1)} \cdots y_{\sigma^{-1}(n)}.
\]
This embedding property follows, e.g. from the fact that \( \mathcal{S} \) is closed under the convolution product in \( \text{End}(T^*(X)) \); see [16].

**Proposition 3.1.** The degree \( n \)-component \( \mathcal{D}_n \) of the descent algebra is a subalgebra of \( \text{End}(T^*_n(X)) \) for the composition of maps, denoted as usual by \( \circ \). It is a free associative algebra over the polynomial ring \( p_n \) for the convolution product \( * \) and carries naturally a Hopf algebra structure.
for which the \( p_n \) behave as a series of divided powers; that is, if we write \( \delta \) for the coproduct on \( D \):

\[
\delta(p_n) = \sum_{i \leq n} p_i \otimes p_{n-i}.
\]

The first part of the Proposition is known as the Solomon fundamental theorem in the case of Coxeter groups of type \( A_n \). It generalizes to arbitrary (finite) Coxeter groups \([21]\). The second part follows directly from the computation of convolution products of the \( p_n \) in terms of descent sets of permutations, see e.g. \([20]\) Chap.9.

**Definition 3.2.** The Zassenhaus series (or left Zassenhaus series) \((Z_n)_{n \in \mathbb{N}}\) (respectively the accelerated or left accelerated Zassenhaus series \((Z_n^{(2)})_{n \in \mathbb{N}}\)) is the series of elements \( Z_n \in D_n \) (respectively \( Z_n^{(2)} \in D_n \)) defined as the (necessarily unique) solution of:

\[
Id_{T^\ast(X)} = \exp(Z_1) \ast \exp(Z_2) \ast \cdots \ast \exp(Z_n) \ast \cdots,
\]

respectively by:

\[
Id_{T^\ast(X)} = \exp(Z_1^{(2)}) \ast \exp(Z_2^{(2)} + Z_3^{(2)}) \ast \cdots \ast \exp(Z_{2n}^{(2)} + \cdots + Z_{2n+1}^{(2)}) \ast \cdots.
\]

The right Zassenhaus and right accelerated Zassenhaus series are defined similarly by:

\[
Id_{T^\ast(X)} = \ast \exp(\tilde{Z}_n) \ast \cdots \ast \exp(\tilde{Z}_2) \ast \exp(\tilde{Z}_1),
\]

respectively by:

\[
Id_{T^\ast(X)} = \ast \exp(\tilde{Z}_{2n}^{(2)} + \cdots + \tilde{Z}_{2n+1}^{(2)}) \ast \cdots \ast \exp(\tilde{Z}_2^{(2)} + Z_3^{(2)}) \ast \exp(\tilde{Z}_1^{(2)}).
\]

The existence and uniqueness of a solution to these equations follow by the same arguments as the ones we developed to construct an exponential solution to the Bogoliubov recursion. The \( Z_n \) and the \( Z_n^{(2)} \) are primitive elements in the Hopf algebra \( D \) and, equivalently, the \( \exp(Z_n) \) are group-like elements; since the logarithm and the exponential map are bijections between group-like and primitive elements, this follows by induction on \( n \) from the equations:

\[
Z_n = p_n \circ \log\left(\exp(-Z_{n-1}) \ast \cdots \ast \exp(-Z_1) \ast Id_{T^\ast(X)}\right),
\]

and

\[
Z_n^{(2)} = p_n \circ \log\left(\exp(-Z_{2n}^{(2)}) - \cdots - Z_{2n+1}^{(2)} \ast \cdots \ast \exp(-Z_1) \ast Id_{T^\ast(X)}\right),
\]

where \( m \) is the highest integer such that \( 2^{m+1} \leq n \). Analogous statements hold for the right series.

The link between left and right series can be made explicit as follows. Let us recollect first some classical facts. Let \( S \) be the convolution inverse of \( Id_{T^\ast(X)} \) (\( S \) is the antipode of \( T^\ast(X) \) in the language of Hopf algebras). We have:

\[
Id_{T^\ast(X)} = \ast \exp(\tilde{Z}_n) \ast \cdots \ast \exp(\tilde{Z}_2) \ast \exp(\tilde{Z}_1),
\]

so that

\[
S = Id_{T^\ast(X)}^{-1} = \exp(-\tilde{Z}_1) \ast \exp(-\tilde{Z}_2) \ast \cdots \ast \exp(-\tilde{Z}_n) \ast \cdots.
\]

However, since \( S = Id_{T^\ast(X)}^{-1} \), and since \( T^\ast(X) \) is commutative, \( S \) is a multiplicative map:

\[
S(xy) = S(x)S(y).
\]

This follows, e.g. from the observation that \( S \), being the convolution inverse of \( Id_{T^\ast(X)} \), belongs to the group \( G(H) \) of \( H \)-valued characters of \( H \). Also, we have \( S^2 = Id_{T^\ast(X)} \). Therefore:

\[
S \circ S = Id_{T^\ast(X)} = S \circ \exp(-\tilde{Z}_1) \ast S \circ \exp(-\tilde{Z}_2) \ast \cdots \ast S \circ \exp(-\tilde{Z}_n) \ast \cdots
\]

\[
= \exp\left(S \circ (-\tilde{Z}_1)\right) \ast \exp\left(S \circ (-\tilde{Z}_2)\right) \ast \cdots \ast \exp\left(S \circ (-\tilde{Z}_n)\right) \ast \cdots
\]

Finally, we note that the \( \delta(p_n) \) behave as a series of divided powers for the \( \delta \) on \( D \):

\[
\delta(p_n) = \sum_{i \leq n} p_i \otimes p_{n-i}.
\]
that is, by uniqueness of the decomposition, \( S \circ (-\tilde{Z}_i) = Z_i \).

(For convenience, our conventions for the Zassenhaus series \( Z_n \) are slightly different from the ones in [13]⁵; they write \( \tilde{Z}_n \) for our \( Z_n \).)

**Corollary 3.1.** The \( Z_k \) and the \( Z_k^{(2)} \) are dual to Lie quasi-idempotents: that is, the dual elements in \( \text{End}(T(X)) \) are, up to multiplication by a scalar, projections from \( T(X) \) onto \( \text{Lie}(X) = \text{Prim}(T(X)) \).

For the Zassenhaus series, the quasi-idempotence property was proved in [13]⁵, using a characterization of Lie quasi-idempotents in the descent algebras [11]: the property follows from the \( Z_k \) being primitive elements in \( D \). The same argument applies to the right and left accelerated Zassenhaus series.

**Proposition 3.2.** The descent algebra is freely generated as an associative algebra by the series of Zassenhaus elements \( Z_n \) (respectively by the series \( Z_n^{(2)}, \tilde{Z}_n, Z_n^{(2)} \)).

This follows by induction on \( n \) from the observation that \( (Z_n - p_n) \) is a noncommutative polynomial in the \( Z_i, i \leq n \), and from the fact that the \( p_n \) generate freely \( D \) as an associative algebra. The same proof holds for the other series.

Recall that the Dynkin operator (of degree \( n \)) is the element of \( \text{End}(T(X)) \) mapping the word \( y_1 \cdots y_n \) to the iterated Lie bracket \([\cdots [y_1, y_2] \cdots, y_n] \). The dual operators \( D_n \) on \( T(X)^* \), that we still call slightly abusively the Dynkin operators, belong to the descent algebra and generate freely the descent algebra as an associative algebra, see [11]⁵.

**Corollary 3.2.** The Zassenhaus elements (respectively the Dynkin operators \( D_n \)) can be expressed as noncommutative polynomials in terms of the Dynkin operators (respectively the Zassenhaus elements).

### 4. On Counterterms and Renormalized Characters

In the present section we show how the four Zassenhaus series of Lie quasi-idempotents connect to the renormalization process and the \( \beta \)-function in pQFT, in the sense of Connes and Kreimer [4]. The series do actually provide universal formulas to split the counterterm and the renormalized characters into products of exponentials of infinitesimal characters of increasing degrees. Since the splittings of \( \varphi_{-1} \) and \( \varphi_+ \) follow the same pattern up to a duality (the two splittings are obtained as left-to-right respectively right-to-left infinite products), we will develop only the case of the counterterm; the renormalized character can be treated similarly, replacing the left Zassenhaus series by the right ones.

Let us recall first a few facts on Hopf algebras and descent algebras from [18]. For \( H \) an arbitrary graded connected commutative Hopf algebra, there is an algebra map \( \alpha_H \) from \( D \) to \( \text{End}(H) \). The map is defined by

\[
\alpha_H(p_{n_1} \cdots p_{n_k}) := p_{n_1}^H \cdots p_{n_k}^H,
\]

where \( p_n^H \) is the projection from \( H \) to the \( n \)-th graded component \( H_n \). It is an algebra morphism for both the convolution and the composition product in \( D \) and \( \text{End}(H) \) [18 Thm.II.7]. The map also behaves nicely with respect to the coalgebra structures on \( H \) (see [19]⁶): namely, for \( h, h' \) in \( H \) and \( f \in D \), we have:

\[
\alpha_H(f)(hh') = \alpha_H(f(1))(h)\alpha_H(f(2))(h')
\]

with the (enhanced) Sweedler notation for the coproduct: \( \delta(f) = f(1) \otimes f(2) \). From now on, for notational convenience, we will often omit \( \alpha_H \) and identify implicitly an element in \( D \).
with its image in $\text{End}(H)$. In particular, we will consider the Zassenhaus series as a series of elements in $\text{End}(H)$.

So, let $h$ be an arbitrary element of $H$. From the identity

$$\text{Id}_{T^\circ(X)} = \exp(Z_1) \cdots \exp(Z_n) \cdots$$

in $\mathcal{D}$, and since, by its very definition, $\alpha_H(\text{Id}_{T^\circ(X)}) = \text{Id}_H$, we obtain:

$$\text{Id}_H = \exp(Z_1) \cdots \exp(Z_n) \cdots$$

Now, for $\mu \in G(A)$ with $A$ an arbitrary commutative algebra, and for $f, g \in \text{End}(H)$ and $h \in H$, we have:

$$\mu(f \ast g)(h) = \mu(f(h^{(1)}) \cdot g(h^{(2)})) = (\mu \circ f \ast \mu \circ g)(h),$$

so that, in particular:

$$\mu \circ \exp(f) = \exp(\mu \circ f).$$

It yields:

$$\mu = \mu \circ \text{Id}_H = \exp(\mu \circ Z_1) \cdots \exp(\mu \circ Z_n) \cdots$$

However, by construction $Z_i \in \mathcal{D}_i$. Therefore, $\mu \circ Z_i \in \text{Hom}(H_i, A) \subset \text{Hom}(H, A)$ or, in other terms, $\mu \circ Z_i$ is zero on the components $H_k$ of $H$ for $k \neq i$. Also, for any $i > 0$, since $\delta(Z_i) = Z_i \otimes 1 + 1 \otimes Z_i$,

$$Z_i(hh') = Z_i(h) \cdot e(h') + e(h) \cdot Z_i(h')$$

which is equal to 0 for any $h, h' \in H^+$. In particular, $\mu \circ Z_i$ is an infinitesimal character of $H$.

Applying this construction to $\varphi^{-1}_-$, the counterterm associated to a set of Feynman rules, it ensues:

$$\varphi^{-1}_- = \exp(\varphi^{-1}_- \circ Z_1) \cdots \exp(\varphi^{-1}_- \circ Z_n) \cdots$$

with $\varphi^{-1}_- \circ Z_i$ an infinitesimal character in $\text{Hom}(H_i, \mathbb{C}[\mathbb{C}[\epsilon^{-1}])$. The uniqueness of such a decomposition insures that $\varphi^{-1}_- \circ Z_i = \lambda_i$.  

**Proposition 4.1.** Let $\varphi$ be a Feynman rule character and $\varphi = \varphi^{-1}_- \ast \varphi^+$ its corresponding decomposition into a counterterm and a renormalized character. Then:

$$\varphi^{-1}_- = \exp(\varphi^{-1}_- \circ Z_1) \cdots \exp(\varphi^{-1}_- \circ Z_n) \cdots$$

with $Z_i$ the $i$-th Zassenhaus idempotent. This decomposition agrees with the exponential decomposition introduced in the first part of the article. Analogous statements hold for the accelerated series; respectively for the renormalized character and the two right Zassenhaus series.

The $\beta$-function associated to a given Feynman rule character controls the flow of the renormalized Feynman rule character with respect to the t’Hooft mass scale, see [6, Sect.7] for details. Algebraically, the $\beta$-function reads:

$$\beta = \varphi_- \circ D$$

or $\beta_n = \varphi_- \circ D_n$ with $D = \sum_n D_n$ the Dynkin operator. Since $D_n$ can be written uniquely as a noncommutative polynomial in the $\tilde{Z}_i$ (and conversely), there are coefficients $c_{i_1, \ldots, i_k}$ with:

$$D_n = \sum_{i_1 + \cdots + i_k = n, \ i_j > 0} c_{i_1, \ldots, i_k} \tilde{Z}_{i_1} \cdots \tilde{Z}_{i_k}.$$
and it follows that
\[ \beta_n = \sum_{i_1 + \cdots + i_k = n, \ i_j > 0} c_{i_1, \ldots, i_k} \varphi_- \circ \tilde{Z}_{i_1} \ast \cdots \ast \varphi_- \circ \tilde{Z}_{i_k}. \]

In other terms, the knowledge of the beta function is equivalent to the knowledge of the (right) exponential decomposition of \( \varphi_- \):
\[ \varphi_- = \cdots \ast \exp(\varphi_- \circ \tilde{Z}_n) \ast \cdots \ast \exp(\varphi_- \circ \tilde{Z}_1). \]

However, by the argument preceding the corollary in the previous section, we also have
\[ -\varphi_- \circ \tilde{Z}_i = \varphi_-^{-1} \circ Z_i, \]
for any \( i > 0 \). Thus the knowledge of the \( \beta \)-function is also algebraically equivalent to that of the left exponential decomposition of the counterterm Feynman character.

The analysis of the physical meaning of the new processes and quantities introduced in the present article is postponed to further work.
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