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We discuss the helicity spinors interpolating between the instant form dynamics (IFD) and the front form dynamics, or the light-front dynamics (LFD), and present the interpolating helicity amplitudes as well as their squares for the scattering of two fermions, and the annihilation of fermion and anti-fermion. We parametrize the interpolation between the two dynamics, IFD and LFD, by an interpolation angle and derive not only the generalized helicity spinors in the \((0, J) \oplus (J, 0)\) chiral representation that links naturally the two typical IFD vs. LFD helicity spinors but also the generalized Melosh transformation that relates these generalized helicity spinors to the usual Dirac spinors. Analyzing the directions of the particle momentum and spin with the variation of the interpolation angle, we inspect the whole landscape of the generalized helicity intermediating between the usual Jacob-Wick helicity in the IFD and the light-front helicity in the LFD. Our analysis clarifies the characteristic difference of the helicity amplitudes between the IFD and the LFD. In particular, we find that the behavior of the angle between the momentum direction and the spin direction bifurcates at a critical interpolation angle and the IFD and the LFD separately belong to the two different branches bifurcated at this critical interpolation angle. This finding further clarifies any conceivable confusion in the prevailing notion of the equivalence between the infinite momentum frame and the LFD. The existence of the universal J-curve found in our previous works of scalar field theory and the sQED theory is confirmed in the present work of interpolating helicity amplitudes for the fermion scattering and annihilation processes. In conjunction with the bifurcation of branches, the two boundaries appear in the interpolating helicity amplitudes and interestingly the J-curve persists within these two boundaries.

I. INTRODUCTION

Among the three different forms of relativistic dynamics proposed by Dirac [1] in 1949, the instant form \((\hat{x}^0 = 0)\) and the front form \((\hat{x}^+ \equiv (\hat{x}^0 + \hat{x}^3) / \sqrt{2} = 0)\) have been the most popular choices in studying hadron physics. While the quantization at the equal time \(t = \hat{x}^0\) (in \(c = 1\) unit) produces the instant form dynamics (IFD) of quantum field theory, the quantization at equal light-front time \(\tau = \hat{x}^+ = (t + z) / \sqrt{2}\) yields the front form dynamics, now known as the light-front dynamics (LFD). In an effort to link these two popular but different forms of relativistic dynamics, IFD and LFD, we have discussed [2–5] the interpolation between the two forms of dynamics by introducing a parameter \(\delta\) called “an interpolation angle”. With this parameter \(\delta\), the interpolating space-time coordinates between IFD and LFD are defined by a transformation from the ordinary space-time coordinates, \(x^\mu = R^\mu_\nu x^\nu\), i.e.

\[
\begin{pmatrix}
\hat{x}^2 \\
\hat{x}^3 \\
\hat{x}^2 \\
\hat{x}^3
\end{pmatrix} =
\begin{pmatrix}
\cos \delta & 0 & 0 & \sin \delta \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\sin \delta & 0 & 0 & -\cos \delta
\end{pmatrix}
\begin{pmatrix}
\hat{x}^0 \\
\hat{x}^1 \\
\hat{x}^2 \\
\hat{x}^3
\end{pmatrix},
\]

(1)

where we use “wide-hat” ("\^\~\") on the indices to denote the interpolating variables with the parameter \(0 \leq \delta \leq \pi/4\). As \(R^\mu_\nu = \delta^\mu_j\) for \(i, j = 1, 2\) in Eq. (1), we will however omit the "\^\~\" notation unless necessary for the perpendicular indices \(j = 1, 2\) in a 4-vector. In the limits \(\delta \to 0\) and \(\delta \to \pi/4\), we recover the corresponding variables in the instant form and the front form, respectively. For example, the interpolating coordinates \(x^\pm\) in the limit \(\delta \to \pi/4\) become the light-front coordinates \(x^\pm = (\hat{x}^0 \pm \hat{x}^3) / \sqrt{2}\) without “wide-hat” ("\^\~\").

Our interpolation between the IFD and the LFD provides the whole picture of landscape between the two and clarifies the issue, if any, in linking them to each other. The same method of interpolating hypersurfaces has been used by Hornbostl [6] to analyze various aspects of field theories including the issue of nontrivial vacuum. The same vein of application to study the axial anomaly in the Schwinger model has been presented [2], and other related works [7–11] can also be found in the literature.

We started out this effort by studying the Poincaré algebra for any arbitrary interpolation angle [3] and recently provided the physical meaning of the kinematic vs. dynamic operators by introducing the interpolating time-ordered scattering amplitudes [4]. In particular, we demonstrated that the longitudinal boost invariance of each individual \(x^\pm\)-ordered scattering amplitude is realized only at \(\delta = \pi/4\) and the disappearance of the connected contributions to the current arising from the vacuum occurs independent of the reference frame only when the interpolation angle is taken to yield the LFD. This affirms the well-known saga of the longitudinal boost \(K^3\) which maximizes the number of kinematic (i.e. interaction independent) generators in LFD as seven out of ten Poincare generators. Dramatic character change of
$K^3$ from “dynamic” for $0 \leq \delta \leq \pi/4$ to “kinematic” in $\delta = \pi/4$ brings indeed a great benefit to use LFD for the study of hadron physics. Our interpolation between IFD and LFD made it also clear that the disappearance of the connected contributions to the current arising from the vacuum in LFD doesn’t require the infinite momentum frame (IMF). It thus resolves the confusion in the prevailing notion of equivalence between the LFD and the IMF. For the study of hadron physics in QCD, the built-in boost invariance together with the simpler vacuum property in LFD is certainly an appealing feature as it may save substantial computational efforts in getting QCD solutions that respect the full Poincaré symmetries.

Although we want ultimately to obtain a general formulation for the QCD using the interpolation between the IFD and the LFD, we start from the simpler theory to discuss first the bare-bone structure that will persist even in the more complicated theories. Subsequent to our study of the simple scalar field theory [4] involving just the fundamental degrees of freedom such as the momenta of particles in scattering processes, we considered very recently interpolating the electromagnetic gauge degree of freedom between the IFD and the LFD and found that the light-front gauge in the LFD is naturally linked to the Coulomb gauge in the IFD through the interpolation angle [5]. We also extended our interpolation of the scattering amplitude presented in the simple scalar field theory [4] to the case of the electromagnetic gauge field theory but still with the scalar fermion fields known as the sQED theory [5] and analyzed the lowest-order scattering processes in sQED such as the analogues of the well-known QED processes $\mu e \rightarrow e \mu$ and $\mu^+\mu^- \rightarrow \mu^+\mu^-$. To promote the sQED calculation to the QED calculation, we now start discussing the fermion degrees of freedom and their interpolation between IFD and LFD. Due to a few different representations available for the spinors, we examine the relationships among the available spinor representations with the interpolation angle parameter $0 \leq \delta \leq \pi/4$ in this work. As the first step, we limit our discussion here only for the on-mass-shell spinors and analyze the interpolating helicity amplitudes for the processes involving fermions as the external particles. We discuss a fermion and another fermion scattering process as well as a fermion and anti-fermion pair annihilation and creation process analogous to “$\mu e \rightarrow e \mu$” and “$\mu^+\mu^- \rightarrow \mu^+\mu^-$”, respectively. In this work, we focus on the effects from the initial and final fermion degrees of freedom rather than from the intermediate gauge boson which we have already studied in our previous work [5].

For an overview of the available spinor representations, we may provide a schematic illustration as shown in Fig. 1 and discuss the relationships among those representations. In Fig. 1, we denote the so-called “standard representation” and “chiral representation” as “S” and “C”. The transformation between the two representations “S” and “C” can be made by the transformation matrix $S$ given by

$$S = S^\dagger = \frac{1}{\sqrt{2}} \begin{pmatrix} I & I \\ I & -I \end{pmatrix},$$

where $I$ is the $2 \times 2$ identity matrix. As the Dirac matrices are related by

$$\gamma^\mu_S = S^\dagger \gamma^\mu_C S, \quad \gamma^\mu_C = S^\dagger \gamma^\mu_S S,$$

the spinors are related by

$$u_S(p) = S u_C(p), \quad u_C(p) = S^\dagger u_S(p),$$

where the spinors $u_S(p)$ and $u_C(p)$ will be expressed explicitly later as the four-component column-vectors. The six Lorentz group generators of rotation ($J$) and boost ($K$) in S and C representations are also related by the transformation matrix $S$ such as $J_S = S J_C S^\dagger$, $K_S = S K_C S^\dagger$, $J_C = S^\dagger J_S S$, $K_C = S^\dagger K_S S$, etc. as given by

$$J_S = J_C = \frac{1}{2} \begin{pmatrix} \sigma & 0 \\ 0 & \sigma \end{pmatrix}, \quad K_S = \frac{i}{2} \begin{pmatrix} 0 & \sigma \\ \sigma & 0 \end{pmatrix}, \quad K_C = \frac{i}{2} \begin{pmatrix} \sigma & 0 \\ 0 & -\sigma \end{pmatrix},$$

where $\sigma$ denotes the Pauli matrices. It is clear that the combinations of rotation and boost given by $J_C + i K_C$ and $J_C - i K_C$ operate only on the corresponding block-diagonal $2 \times 2$ matrices as their explicit representations are

$$J_C + i K_C = \begin{pmatrix} 0 & 0 \\ 0 & \sigma \end{pmatrix}, \quad J_C - i K_C = \begin{pmatrix} \sigma & 0 \\ 0 & 0 \end{pmatrix}.$$

Such decoupling in chiral representation may be understood from the transformation of the Lorentz group algebra with a single invariant $SU(2)$ sub-algebra of the rotation $J$ into two decoupled invariant $SU(2) \times SU(2)$ sub-algebra by defining a pair of specific combinations between rotation and boost given by

$$A = \frac{1}{2} (J + i K), \quad B = \frac{1}{2} (J - i K),$$

which satisfy the following commutation relations:

$$[A_i, A_j] = i \epsilon_{ijk} A_k, \quad [B_i, B_j] = i \epsilon_{ijk} B_k,$$

$$[A_i, B_j] = i \epsilon_{ijk} B_k.$$
\[ [A_i, B_j] = 0, (i, j, k = 1, 2, 3), \] (9)

where \( A \) and \( B \) each generates a corresponding \( SU(2) \) group algebra. The above specific combinations between rotation and boost may suggest the two decoupled helical motions of the particle that may be denoted as the right-handed vs. left-handed chirality. Such idea motivates to consider the transformation \( S \) given by Eq. (2) between the standard representation “\( S \)” and the chiral representation “\( C \)” discussed above. The irreducible representation may then be labeled by two angular momenta \((j, j')\) in the decoupled Lorentz group given by \( SU(2) \times SU(2) \), where \( j \) and \( j' \) denote the quantum numbers corresponding to each individual \( SU(2) \) subgroup of \( A \) and \( B \) generators, respectively. In the case that one of the two angular momenta is absent (or zero), \((j, j')\) corresponds to

\[
\begin{align*}
(0, j) &\rightarrow J = -iK \quad (A = 0), \\
(j, 0) &\rightarrow J = iK \quad (B = 0),
\end{align*}
\] (10)

as easily recognized in the chiral representation given by Eq. (6). Due to such a transparent decoupling, we will write all of our spinors for this work in the \((0, J) \oplus (J, 0)\) chiral representation of the Lorentz group. Corresponding \((0, J) \oplus (J, 0)\) standard representations can be found straightforwardly using the transformation matrix \( S \) given by Eq. (2):

\[
\Psi_S = S \Psi_C = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} \begin{pmatrix} \phi_R \\ \phi_L \end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix} \phi_R + \phi_L \\ \phi_R - \phi_L \end{pmatrix},
\] (12)

where \( \phi_R \) and \( \phi_L \) are the right-handed and left-handed components in the chiral representation. As one can easily get the corresponding standard representation using the above relation, we won’t list them explicitly in this work.

In Fig. 1, we also denote the so-called “helicity spinors” and “Dirac spinors” as “\( H \)” and “\( D \)”. They represent the spinors obtained by two different procedures. Following the procedure laid out by Jacob and Wick [12] that defines the helicity in the IFD and using the kinematic transformations defined in our previous works [4, 5], we may now define the helicity applicable to any arbitrary interpolation angle \( \delta \). To define the helicity spinor in IFD, Jacob and Wick [12] started with a state at rest having a spin projection along the \( z \) direction equal to the desired helicity, then boosted it in the \( z \) direction to get the desired magnitude of momentum \( \hat{P} \), and then rotated it subsequently to get the momentum and spin projection in the desired direction. We follow the same procedure in an arbitrary interpolation angle \( \delta \), replacing the kinematic generators \( J^1 \) and \( J^2 \) in IFD by the corresponding kinematic generators \( K^3 \) and \( K^2 \) given by [4, 5]:

\[
\begin{align*}
K^3 &= -K^1 \sin \delta - J^2 \cos \delta, \\
K^2 &= J^1 \cos \delta - K^1 \sin \delta,
\end{align*}
\] (13a)

where the interpolating kinematic operators \( K^3 \) and \( K^2 \) coincide with the usual \( E^1 \) and \( E^2 \) of LFD modulo sign for \( \delta = \pi/4 \). As extensively discussed in Ref. [3], the transverse rotations \( (J^1, J^2) \) are kinematic in IFD \( (\delta = 0) \), while the LF transverse boosts \( (E^1, E^2) \) are kinematic in LFD \( (\delta = \pi/4) \). The procedure set by Jacob and Wick [12] in IFD can thus be generalized to any interpolation angle \( \delta \) by the transformation matrix \( T \) given by

\[
T = T_{12}T_3 = e^{i\beta_1 K^3 + i\beta_2 K^2} e^{-i\beta_3 K^3},
\] (14)

where the values of \( \beta_1, \beta_2, \beta_3 \) for an interpolation angle \( \delta \) are related to the desired final momentum \( \hat{P} = (P^1, P^2, P^3) \) of the particle with mass \( M \). The detailed derivation of the relationship between \( (\beta_1, \beta_2, \beta_3) \) for a given \( \delta \) and the 4-momentum components \( P^\mu \) has been worked out in our previous work [5] and may be summarized as

\[
\begin{align*}
P^\tau &= (\cos \delta \cosh \beta_3 + \sin \delta \sinh \beta_3) M, \\
P^\tau &= \beta_1 \sin \alpha \alpha (\sin \delta \cosh \beta_3 + \cos \delta \sinh \beta_3) M, \\
P^2 &= \beta_2 \sin \alpha \alpha (\sin \delta \cosh \beta_3 + \cos \delta \sinh \beta_3) M, \\
P^\tau &= \frac{S^2 P^\tau - P_\tau}{C},
\end{align*}
\] (15)

where \( S = \sin 2\delta, \ C = \cos 2\delta \) and \( P_\tau = \cos \alpha (\sin \delta \cosh \beta_3 + \cos \delta \sinh \beta_3) M \) with \( \alpha \equiv \sqrt{C(\beta_1^2 + \beta_2^2)} \). Here, we kept the “\( \alpha \)” notation for the transverse momentum \( P_\tau \) due to the apparent \( \delta \) dependence in this equation although we will usually omit it as mentioned earlier.

From this set of equations in Eq. (15), one can get a few equivalent useful relations between parameters \( \beta_1, \beta_2, \beta_3, \alpha \) and the momentum components as shown in Eq. (A10). It may be worth to note that \( P_\tau \) plays the role of the longitudinal momentum and the factor \( (\sin \delta \cosh \beta_3 + \cos \delta \sinh \beta_3) \) in the 3-momentum \( (P^1, P^2, P^3) \) is due to the first boost \( T_3 = e^{-i\beta_3 K^3} \). The “helicity spinors” denoted by “\( H \)” are thus obtained by applying the transformation \( T \) given by Eq. (14) to the initial state at rest that has a spin projection along the \( z \) direction. On the other hand, the Dirac spinors denoted by “\( D \)” are obtained by directly boosting the initial state at rest that has a spin projection along the \( z \) direction to the state with the desired momentum \( \hat{P} = (P^1, P^2, P^3) \). The Dirac spinors in IFD are the familiar spinors that show up in many textbooks. In IFD, however, the spin direction of the Dirac spinor is in general not aligned to the moving
direction (i.e. the 3-momentum direction or in short the momentum direction) of the particle represented by the same Dirac spinor while the spin direction of the helicity spinor is always aligned to the momentum direction of the particle represented by the same helicity spinor. The reason for this alignment between the spin and momentum direction of the particle represented by “H” in IFD is because the dynamical operation \( T_3 \) in Eq. (14) is made in the same direction as the initial state spin direction, i.e. the \( z \) direction, and followed up by the entirely kinematical operation \( T_{12} \), i.e. the transverse rotation in IFD, under which the alignment of the spin and momentum direction is intact. One should note that the boost operation to get the “D” spinors is entirely dynamical in contrast to the “H” spinors, which would be the case even if the interpolation angle \( \delta \) is away from the IFD. Although one may still consider such interpolating “D” representation for any \( \delta \), the operation to get those interpolating “D” spinors is too dynamical to lend any useful discussion for the present work. Thus, we will refer the “D” spinors in this work to the familiar Dirac spinors in IFD only. We exhibit them for spin \( J = \frac{1}{2} \) in Appendix D using the \( (0, J) \oplus (J, 0) \) chiral representation.

To study the properties of a spinor in general, we need to understand that a spinor for a particle is characterized by two pieces of information: the momentum of the particle, and the spin orientation. As discussed above, the helicity spinor defined in the IFD has the spin of the particle either aligned or anti-aligned with its momentum direction. However, the generalized helicity spinor has its spin oriented at some angle away from the momentum direction in general because the interpolating kinematic operators \( K^1 \) and \( K^2 \) given by Eq. (13) in the \( T_{12} \) transformation involves the transverse rotations as well as the transverse boosts. In this work, we will derive how this spin orientation angle changes with the interpolation angle. In particular, it is useful to find a transformation which relates the usual Dirac spinor in IFD, i.e. the “D” spinor defined in this work, with the generalized helicity spinor because the initial state operated by the \( T \) transformation given by Eq. (14) to get the “H” spinor is nothing but the same initial state operated by the boost to get the “D” spinor and thus the inverse boost on the “D” spinor can be subsequently operated by \( T \) to link the “D” spinor with the “H” spinor. Such transformation for the LFD helicity spinor is the well-known Melosh transformation [13], often referred as the connection between the Dirac spinors and the light-front spinors. In Fig. 1, this Melosh transformation is schematically denoted by the dashed purple arrow from “D” at \( \delta = 0 \) to “H” at \( \delta = \pi/4 \). In this work, we will work out the detailed derivation of a “generalized Melosh transformation” that links the usual “D” spinor to any interpolating “H” spinor.

For explicit demonstration of the whole landscape picture for the helicity amplitude-squares, i.e. helicity probabilities, depending on the reference frame as well as the interpolation angle, we compute all 16 helicity probabilities not only for a fermion-fermion scattering process analogous to “eμ → eμ” but also for a fermion and anti-fermion pair annihilation and creation process analogous to “e⁺e⁻ → μ⁺μ⁻” focusing on the effects from the initial and final fermion degrees of freedom. From this picture, one can see clearly that the helicity probabilities in LFD is independent of the reference frames while all other interpolating helicity probabilities for \( 0 \leq \delta < \pi/4 \) do depend on the reference frames. This can be understood as a direct consequence of the remarkable character change in the longitudinal boost \( K^3 \) from “dynamic” for \( 0 \leq \delta < \pi/4 \) to “kinematic” at \( \delta = \pi/4 \). A simple example of the helicity that depends on the reference frame may be the helicity of the particle in IFD: e.g. the particle moving in the \( z \) direction with the spin parallel to the \( z \) direction for the observer at rest would be seen as moving in the \(-z\) direction with the spin still parallel to the \( z \) direction for the observer moving faster than the particle in the \( z \) direction so that the helicity would flip from +1 in the rest frame to −1 in the moving frame. If the helicity is kept as a fixed value, then the spin direction would flip depending on the reference frame. Unless \( \delta = \pi/4 \) or

![FIG. 1. (color online) An illustration of the relations between different conventions and names we use in this paper. The red letters C and S stand for chiral and standard representations respectively. The blue letters H and D stand for helicity spinor and Dirac spinor respectively. The solid black arrow points from the instant form to the light front form, and the interpolation angle \( \delta \) goes from 0 to \( \pi/4 \). Both the helicity and Dirac spinors can be generated for arbitrary interpolation angle. The dashed purple arrow indicates the Melosh transformation, which relates the instant Dirac spinor to the light-front helicity spinor.](image-url)
LFD, the interpolating helicity is in general dependent on the reference frames as gleaned from this simple example. Thus, the landscape of the helicity probabilities will exhibit the boundaries that depend on the reference frame and the interpolation angle, indicating the change of spin configurations for the particles involved in the process for the helicity probabilities. In fact, we find that the angle difference between the momentum and the spin directions as a function of the momentum direction bifurcates at a critical interpolation angle as shown in Fig. 4. This bifurcation at the critical interpolation angle separates the branch that the LFD belongs to from the branch that the IMF belongs to. This further clarifies the confusion in the prevailing notion of the equivalence between the IMF in IFD and the LFD, demanding a clear distinction between the IMF and the LFD. Moreover, it is interesting to note that the particular correlation, coined as the J-curve, between the total momentum of the system and the interpolation angle found in the scattering amplitude of the scalar field theory [4] as well as the sQED theory [5] persists even in the helicity amplitudes analyzed in the present work. Remarkably, the J-curve appears always within the two boundaries that define the changes of the initial two particle spin configurations in each and every helicity amplitude. We discuss the singular behavior of this remarkable correlation in conjunction with the zero-mode issue in the LFD.

The rest of the paper is organized as follows. In Sec. II, we derive the generalized helicity operator for any interpolation angle and the corresponding \((0, \frac{1}{2}) \oplus (\frac{1}{2}, 0)\) helicity spinors. The spin orientations of these spinors are discussed in Sec. III, considering the two subsequent operations \(B(\eta)D(\mathbf{m}, \theta_s)\) on a spin-up spinor in the rest frame with the first operation \(D(\mathbf{m}, \theta_s)\) that rotates the spin around axis \(\mathbf{m} = (-\sin \phi_s, \cos \phi_s, 0)\) by angle \(\theta_s\) and the second operation \(B(\eta) = e^{-i \eta H}\) that boosts the spinor to momentum \(P\). In Sec. III, we also derive the generalized Melosh transformation that relates these generalized helicity spinors to the Dirac spinors. In Sec. IV, we calculate the generalized helicity probabilities for the fermion-fermion scattering process analogous to \(e \mu_e \rightarrow e \mu_e\) and plot their results in terms of both the total momentum \(P^2\) of the system and the interpolation angle \(\delta\) to reveal the entire landscape of the frame dependence and interpolation angle dependence of these probabilities. The summary and conclusions follow in Sec. V.

For the completeness and clarity, we added several Appendices. Although the readers may refer to our previous work [3–5] for the detailed discussion of the interpolation method, a brief review of the interpolation angle method with some useful formulae for this paper can be found in Appendix A. We exhibit the explicit matrix form of operators \(T\) and \(B(\eta)D(\mathbf{m}, \theta_s)\) in Appendix B, the \((0, \frac{1}{2}) \oplus (\frac{1}{2}, 0)\) helicity spinors for anti-particles in Appendix C, and the Dirac spinors in Appendix D. In Appendices E and F, we list the \((0, J) \oplus (J, 0)\) helicity spinors and corresponding generalized Melosh transformations for higher spins up to \(J = 2\). In Appendix G, the “apparent” spin orientation angle \(\theta_a\) plotted in Fig. 5 is derived for the discussion presented in Sec. III. The plots of the scattering amplitudes corresponding to the generalized helicity probabilities presented in Sec. IV are shown in Appendix H. We also calculate and plot the generalized helicity amplitudes and probabilities for the fermion and anti-fermion pair annihilation and creation process analogous to \(e^+e^- \rightarrow \mu^+\mu^-\) in Appendix I.

II. HELICITY OPERATOR AND HELICITY SPINOR FOR ANY INTERPOLATION ANGLE

As introduced in Sec. I, the helicity spinors denoted by “H” are obtained by applying the transformation \(T\) given by Eq. (14) to the initial state at rest that has a spin projection along the \(z\) direction. We may denote a generalized helicity spinor in a given interpolation angle \(\delta\) as \([p; j, m]\) for a particle of spin \(j\) moving with momentum \(p\) and helicity \(m\). This state \([p; j, m]\) is obtained by the transformation \(T\) from the spin eigenstate \([0; j, m]\) at rest, which has a spin projection along the \(z\) direction satisfying \(J_3[0; j, m] = m[0; j, m]\). Thus, we may specify \([p; j, m]\) as \([0; j, m]T\).

Following the procedure of Leutwyler and Stern [14], we may then define a new spin operator \(J_i\) for a moving particle as \(J_i = TJ_iT^{-1}\) to get

\[
J_3[p; j, m] = TJ_3T^{-1}[0; j, m] = m[p; j, m],
\]

where \(m\) is now not only the eigenvalue of the ordinary spin operator \(J_3\) for the initial state at rest \([0; j, m]\) but also the eigenvalue of the operator \(J_3\) for the generalized helicity spinor state \([p; j, m]\). It is straightforward to verify that \(J_i\) satisfies the SU(2) algebra as \(J_i\) does:

\[
[J_i, J_j] = T[J_i, J_j]T^{-1} = [J_i, J_j]T^{-1} = -i\epsilon_{ijk}T_2J_kT^{-1} = -i\epsilon_{ijk}J_k.
\]

As we have shown in the previous work [3], the new spin operator \(J_i\) commutes with the mass operator \(M\) defined by \(M^2 = P^2 - \beta^2 P_\mu P^\mu - \beta^2 C - C_2 P_2 + S - P_1^2\) for any generalized helicity spinor state, i.e. \([J_i, M][p; j, m] = 0\). The operator \(J_3\) intermediates between the usual Jacob-Wick helicity operator in IFD and the light-front helicity operator in LFD and thus offers the role of general helicity operator in-between for any interpolation angle \(\delta\) as we now discuss below.

Using the Poincaré algebra for any arbitrary interpolation angle [3], we find that the new spin operator written in terms of the parameters \(\beta_1, \beta_2\) and \(\beta_3\) remains un-
changed with or without including $T_3$ [3] as $[J^3, K^3] = 0$ and is given by

$$J_3 = J_3 \cos \alpha + (\beta_1 K^\perp - \beta_2 K^T) \frac{\sin \alpha}{\alpha}. \quad (18)$$

We can then use the relations in Eq. (A10) to rewrite it in terms of the particle’s momentum, and get

$$J_3 = \frac{1}{\mathcal{P}} (P_\perp J_3 + P^1 K^\perp - P^2 K^T), \quad (19)$$

where $\mathcal{P} = \sqrt{(P^\perp)^2 - M^2 C} = \sqrt{P^2_\perp + P^2_\parallel C}$. It is interesting to note that this operator $J_3$ can also be written in terms of the Pauli-Lubanski operator $[14] W^\nu = \frac{i}{2} \epsilon^{\mu\nu\alpha\beta} P^i M_{\alpha\beta}$ simply as $J_3 = W_\perp /\mathcal{P}$. In the instant form limit ($\delta \rightarrow 0$), $K^\perp \rightarrow -J^2$, $K^2 \rightarrow J^1$, $P_\perp \rightarrow P^3$ and $\mathcal{P} \rightarrow \sqrt{(P^\perp)^2 - M^2} = |P|$, and thus the operator $J_3$ coincides with the familiar IFD helicity operator $\mathbf{P} \cdot \mathbf{J} /|\mathbf{P}|$. In the light-front limit ($\delta \rightarrow \pi/4$), $K^\perp \rightarrow -E_1$, $K^2 \rightarrow -E_2$, $P_\perp \rightarrow P^+ \parallel$ and $\mathcal{P} \rightarrow \sqrt{(P^\perp)^2 + M^2} = P^+$, and thus the operator $J_3$ coincides with the light-front helicity operator $J_3 = \frac{1}{\mathcal{P}} (P^2 E_1 - P^1 E_2)$ as discussed in Ref. [15]. Thus, $J_3$ intermediates between the usual Jacob-Wick helicity operator in IFD and the light-front helicity operator in LFD and it is reasonable to identify the operator $J_3$ as the general helicity operator for a singlet interpolation angle $\delta$. The helicity eigenvalue for the state $| p; j, m_\lambda \rangle$ is $m$ as previously given in Eq. (16). One should note, however, that the generalized helicity defined by the operator $J_3$ agrees with the ordinary notion of helicity defined usually by the spin parallel or anti-parallel to the particle momentum direction only in the IFD. For different interpolation angles, in general, there’s a relative angle between the spin orientation and the momentum direction corresponding to the generalized helicity designated by $J_3$. In LFD, the transverse light-front boost operators $E_1$ and $E_2$ in the rotations and they generate the angle between the spin orientation and the momentum direction.

If the particle is moving in $+z$ or $-z$ direction, so that $P^1 = P^2 = 0$, then the generalized helicity operator given by Eq. (19) becomes

$$J_3 = \frac{P_\perp J_3}{\mathcal{P}} = \frac{P_\perp}{|P|} J_3. \quad (20)$$

Thus, for an arbitrary interpolation angle, the helicity sign of a particle moving in $\pm z$ direction depends on the sign of $P_\perp$. In the light-front limit, $P_\perp \rightarrow P^+$ which is always positive, and thus the light-front helicity of the particle is positive once the spin is parallel to the $+z$ direction regardless whether the particle is moving in the $+z$ direction or the $-z$ direction. This is dramatically different from the ordinary helicity defined in the IFD where $P_\perp \rightarrow P^\perp$. For a particle moving in the $-z$ direction, the light-front helicity and the ordinary Jacob-Wick helicity is therefore opposite to each other. The swap of helicity amplitudes caused by such dramatic difference between the light-front helicity and the ordinary Jacob-Wick helicity has been noticed previously in deeply virtual Compton scattering process [16]. We will discuss the sign flip effect of $P^\perp$ factor in Eq. (20) for the more general directions of the particle spin and momentum in the next section, Sec. III.

As mentioned in Sec. I, we write all of our spinors in the $(0, J) \oplus (J, 0)$ chiral representation of the Lorentz group due to a clear decoupling between the right-handed and left-handed components in the chiral representation. In this representation, the transformation $T$ given by Eq. (14) decouples as a block diagonal matrix given by

$$T = \begin{pmatrix} T_R & 0 \\ 0 & T_L \end{pmatrix}, \quad (21)$$

For spin 1/2 fermions in the chiral representation $(0, \frac{1}{2}) \oplus (\frac{1}{2}, 0)$ of the Lorentz group, the right-handed part $T_R$ corresponds to the $(0, \frac{1}{2})$ representation ($\mathbf{A} = 0$): $\mathbf{K} = i \mathbf{J} = i \sigma /2$. Plugging $\mathbf{K}$ and $\mathbf{J}$ into Eq. (14), we get

$$T_R = e^{b_x \cdot \sigma /2} e^{\beta_3 \sigma_3 /2}, \quad (22)$$

where $b_x = (\beta_1 \sin \delta + i \beta_2 \cos \delta, -i \beta_1 \cos \delta + \beta_2 \sin \delta)$. This transforms the right-handed component of the spinor. Using the relation $(b_x \cdot \sigma_1) /2 = -\alpha^2 /I$ and $\sigma_3 /2 = I$ where we recall $\alpha = \sqrt{\alpha^2 + \beta_1^2}$, we obtain

$$T_{12R} = e^{b_1 \cdot \sigma /2} \cos \left( \frac{\alpha}{2} \right) \cdot I + \frac{b_1 \cdot \sigma_1}{\alpha} \sin \left( \frac{\alpha}{2} \right), \quad (23)$$

$$T_{3R} = e^{\beta_3 \sigma_3 /2} = \begin{pmatrix} e^{\beta_3 /2} & 0 \\ 0 & e^{-\beta_3 /2} \end{pmatrix}. \quad (24)$$

Similarly, the left-handed part $T_L$ corresponds to the $(\frac{1}{2}, 0)$ representation ($\mathbf{B} = 0$): $\mathbf{K} = -i \mathbf{J} = -i \sigma /2$. Thus, we get

$$T_L = e^{-b_x^* \cdot \sigma /2} e^{-\beta_3 \sigma_3 /2}, \quad (25)$$

where $b_1^* = (\beta_1 \sin \delta - i \beta_2 \cos \delta, i \beta_1 \cos \delta + \beta_2 \sin \delta)$. With this, we obtain

$$T_{12L} = e^{-b_1^* \cdot \sigma /2} \cos \left( \frac{\alpha}{2} \right) \cdot I - \frac{b_1^* \cdot \sigma_1}{\alpha} \sin \left( \frac{\alpha}{2} \right), \quad (26)$$

$$T_{3L} = e^{-\beta_3 \sigma_3 /2} = \begin{pmatrix} e^{-\beta_3 /2} & 0 \\ 0 & e^{\beta_3 /2} \end{pmatrix}. \quad (27)$$

The explicit matrix form of $T$ can be found in Appendix B.

To obtain the helicity spinor with arbitrary momentum, we apply this $T$ transformation on a spin eigenstate in its rest frame. The definition for helicity operator $J_3$
in Eq. (16) assures that if $|0; j, m\rangle$ is an eigenstate of $J_3$, then $T|0; j, m\rangle$ is an eigenstate of $J_3$. Because here we use the chiral representation, the spinors in the rest frame are given by

$$
u^{(\pm)}(0) = \begin{pmatrix} \sqrt{M} \\ 0 \\ 0 \end{pmatrix}, \quad \nu^{(-\pm)}(0) = \begin{pmatrix} 0 \\ \sqrt{M} \\ 0 \end{pmatrix}, \quad (28)$$

with the normalization $\bar{\nu}^{(\lambda)}\nu^{(\lambda)} = 2M$. After the $T$ transformation given by Eq. (21), we obtain

$$u^{(\pm)}(\beta) = \sqrt{M} \begin{pmatrix} \cos \frac{\alpha}{2} e^{\beta f/2} \\ \beta_R (\sin \delta + \cos \delta) \sin \frac{\alpha}{2} e^{\beta f/2} \\ \beta_R (\sin \delta - \sin \delta) \sin \frac{\alpha}{2} e^{-\beta f/2} \end{pmatrix}, \quad (29a)$$

$$u^{(-\pm)}(\beta) = \sqrt{M} \begin{pmatrix} -\beta_L (\sin \delta - \sin \delta) \sin \frac{\alpha}{2} e^{-\beta f/2} \\ \alpha \cos \frac{\alpha}{2} e^{-\beta f/2} \\ -\beta_L (\sin \delta + \cos \delta) \sin \frac{\alpha}{2} e^{\beta f/2} \end{pmatrix}, \quad (29b)$$

where $\beta_R = \beta_1 + i\beta_2$ and $\beta_L = \beta_1 - i\beta_2$. The subscript “H” is used to denote that these are the generalized helicity spinors as mentioned in Sec. I to distinguish them from the Dirac spinors that we will discuss in the next section, Sec. III. With the relations listed in Eq. (A10), these spinors can be rewritten in terms of the particle’s momentum:

$$u^{(\pm)}(P) = \begin{pmatrix} P^2 + P - \sqrt{2P(P + P_1)} (\cos \delta + \cos \delta) \sqrt{P^2 + P} \\ P^2 - \sqrt{2P(P + P_2)} (\cos \delta - \sin \delta) \sqrt{P^2 - P} \\ P^2 + P - \sqrt{2P(P + P_2)} (\cos \delta - \sin \delta) \sqrt{P^2 - P} \end{pmatrix}, \quad (30a)$$

and

$$u^{(-\pm)}(P) = \begin{pmatrix} -PL \sqrt{\cos \delta - \sin \delta} \sqrt{P^2 - P} \\ \sqrt{P_2 + P} \sqrt{(P^2 - P)} \sqrt{P^2 + P} \\ -PL \sqrt{\sin \delta + \cos \delta} \sqrt{P^2 + P} \end{pmatrix}, \quad (30b)$$

where $P_R = P^1 + iP^2$ and $P_L = P^1 - iP^2$. From $P^2 = (P^2) - M^2 \gamma_1 C = P_2^2 + P_1^2 \gamma_1$, we get

$$\sqrt{(P - P_2)(P_1^2 C)} = 1/\sqrt{P + P_2} \quad (31)$$

and use this equation, i.e. Eq. (31), to obtain the above results given by Eqs. (30a) and (30b). One should note that there are two equivalent ways of writing the same factor as given by Eq. (31), i.e. the left hand side or the right hand side of Eq. (31). The form in the right hand side is convenient for obtaining the light-front limit of these spinors since both $P \rightarrow P^*$ and $P_2 \rightarrow P^*$ are positive and they cannot cancel each other. On the other hand, $P_2$ can be negative for other interpolation angle $\delta \neq \pi/4$ and may cancel $P$ to end up with a treacherous singularity in the form of the right hand side. In such case, it would be more convenient to use the form in the left hand side as $\gamma_0 \neq 0$ and instead take care of the limit $P_1 \rightarrow 0$ noting that the factor $1/|P_1|$ comes with $P_R$ or $P_L$ in Eqs. (30a) and (30b) and the factor $P_R/|P_1|$ or $P_L/|P_1|$ may be taken to be the unity by choosing an appropriate coordinate system.

The antiparticle spinors are generated through charge conjugation as $\nu = C\bar{\nu} = i \gamma^0 \gamma^2 \gamma^0 u^*$. Here, the gamma matrices are written on the chiral basis as (see e.g. Ref. [17]):

$$\gamma^0 = \begin{pmatrix} 0 & I \\ I & 0 \end{pmatrix}, \quad \gamma^i = \begin{pmatrix} 0 & -\sigma^i \\ \sigma^i & 0 \end{pmatrix}, \quad \gamma^5 = \begin{pmatrix} I & 0 \\ 0 & -I \end{pmatrix}. \quad (32)$$

The results of antiparticle spinors are summarized in Appendix (C).

In the instant form limit ($\delta \rightarrow 0$), $C \rightarrow 1$, $P^2 \rightarrow P_0 = E$, $P_2 \rightarrow P^3$ and $P \rightarrow |P|$. Using the relation

$$\sqrt{(E \pm |P|)} = (E + M \pm |P|)/\sqrt{2(E + M)} , \quad (33)$$

one can show that spinors in Eqs. (30a) and (30b) reduce
to their instant form in chiral representation as follows:

\[ u_{(\pm)} = \sqrt{\frac{E + M}{2}} \begin{pmatrix} \frac{E + M + |P|}{E + M} \cos \theta - i e^{i\phi} & \frac{E + M + |P|}{E + M} \sin \theta - \frac{E + M - |P|}{E + M} \cos \theta \sin \frac{E + M + |P|}{E + M} \sin \frac{E + M - |P|}{E + M} \cos \theta \end{pmatrix}, \]  \hspace{1cm} (34a)

\[ u_{(-\pm)} = \sqrt{\frac{E + M}{2}} \begin{pmatrix} \frac{E + M + |P|}{E + M} \cos \theta - i e^{-i\phi} & \frac{E + M + |P|}{E + M} \sin \theta - \frac{E + M - |P|}{E + M} \cos \theta \sin \frac{E + M + |P|}{E + M} \sin \frac{E + M - |P|}{E + M} \cos \theta \end{pmatrix}, \]  \hspace{1cm} (34b)

where \( \theta \) and \( \phi \) specify the direction of the momentum \( P \): \( \sin \theta \cos \phi = P^1/|P| \), \( \sin \theta \sin \phi = P^2/|P| \) and \( \cos \theta = P^3/|P| \), i.e.

\[ \cos(\theta/2) = \sqrt{(|P| + P^3)/(2|P|)}, \]  \hspace{1cm} (35a)

\[ \sin(\theta/2) = \sqrt{(|P| - P^3)/(2|P|)}, \]  \hspace{1cm} (35b)

\[ \exp(i\phi) = P_R/|P| \], \hspace{1cm} (35c)

\[ \exp(-i\phi) = P_L/|P| \]. \hspace{1cm} (35d)

In the light-front limit (\( \delta \to \pi/4 \), \( \zeta \to 0 \), \( P^z \to P^z \), \( P^z \to P^z \), \( P^z \to P^z \), \( P^z \to P^z \)) of the Lorentz group and the representation between the six-component electromagnetic fields, i.e. electric field \( \vec{E} \) and magnetic field \( \vec{B} \) or en masse \( F^{\mu\nu} \), and the four-component electromagnetic potential, i.e. scalar potential \( \Phi \) and vector potential \( \vec{A} \) or en masse \( A^\mu \), respectively. The details of discussion regarding this relationship will be presented elsewhere [19].

### III. SPIN ORIENTATION AND GENERALIZED MELOSH TRANSFORMATION

#### A. Spin Orientation for Generalized Helicity Spinors

A spinor carries two pieces of information: the momentum of the particle and its spin orientation. We may denote the momentum as \( P \), and the direction of momentum \( \hat{\mathbf{P}} \) by \( \theta \), where \( \theta \) is the angle between the momentum direction and the z axis, and \( \phi \) is the azimuthal angle. Likewise, we may denote spin as \( \mathbf{S} \), and the direction of spin \( \hat{\mathbf{S}} \) by \( (\theta_s, \phi_s) \). Since the direction of \( \mathbf{S} \) depends on the reference frame in general, we take \( (\theta_s, \phi_s) \) in the rest frame for the discussion of this Section.

We consider the following transformation on a spin-up spinor in the rest frame:

\[ B(\eta) \mathcal{D}(\hat{\mathbf{m}}, \theta_s) = e^{-i\eta \mathbf{K}} e^{-i\mathbf{m} \cdot \mathbf{J} \theta_s}, \]  \hspace{1cm} (37)

where the first operation \( \mathcal{D}(\hat{\mathbf{m}}, \theta_s) = e^{-i\mathbf{m} \cdot \mathbf{J} \theta_s} \) rotates the spin around the axis given by a unit vector \( \hat{\mathbf{m}} = (\cos \phi_s, \sin \phi_s, 0) \) by angle \( \theta_s \) and then the second operation \( B(\eta) = e^{-i\eta \mathbf{K}} \) boosts the spinor to momentum \( \mathbf{P} \). By combining these two operations, all possible spinors can be reached. Therefore, we should be able to rewrite the \( T \) transformation that we defined in Sec. II as a combination of a rotation and a boost with a suitable set of \( (\theta_s, \phi_s) \):

\[ T = B(\eta) \mathcal{D}(\hat{\mathbf{m}}, \theta_s). \]  \hspace{1cm} (38)

In the \( (0, \frac{1}{2}) \oplus (\frac{1}{2}, 0) \) chiral representation, we have

\[ \mathcal{D}(\hat{\mathbf{m}}, \theta_s) = e^{-i\mathbf{m} \cdot \mathbf{J} \theta_s} = \begin{pmatrix} e^{-i\mathbf{m} \cdot \mathbf{J} \theta_s/2} & 0 \\ 0 & e^{i\mathbf{m} \cdot \mathbf{J} \theta_s/2} \end{pmatrix}, \]  \hspace{1cm} (39a)

\[ B(\eta) = e^{-i\eta \mathbf{K}} = \begin{pmatrix} e^{\eta \mathbf{S} \cdot \mathbf{J}/2} & 0 \\ 0 & e^{-\eta \mathbf{S} \cdot \mathbf{J}/2} \end{pmatrix}. \]  \hspace{1cm} (39b)
\[ e^{-i \mathbf{\theta}/2} = \mathbf{I} \cos \frac{\theta}{2} - i \mathbf{m} \cdot \sigma \sin \frac{\theta}{2}, \quad (40\text{a}) \]
\[ e^{+ \eta/2} = \mathbf{I} \cosh \frac{\eta}{2} \pm \mathbf{n} \cdot \sigma \sinh \frac{\eta}{2}, \quad (40\text{b}) \]

where we used \( \sinh(\eta/2) = |\mathbf{P}|/\sqrt{2M(E + M)} \) and \( \cosh(\eta/2) = (E + M)/\sqrt{2M(E + M)} \).

Because our generalized helicity spinors are obtained by applying the \( T \) transformation on a rest spinor, and now we know that the \( T \) transformation is the same as first a rotation around the axis \( \mathbf{m} \) and then a boost, we conclude that for the positive helicity spinors the spin points in the \((\theta, \phi)\) direction, and for the negative helicity spinors, the spin will point in the exact opposite direction, namely \((\pi - \theta, \pi + \phi)\). Since Eq. (38) is an operator equation, which doesn’t depend on the total spin of the system, this expression should also hold for higher spins although we obtained it using the \( J = 1/2 \) representation.

We notice that the spin \( \mathbf{S} \), momentum \( \mathbf{P} \) and \( z \) axis are all in the same plane due to the fact that \( \phi \) is the same as \( \phi \) as shown in Eq. (41b). Therefore, for the following discussions, we may take \( \phi = \phi_s = 0 \) without loss of any generality and focus on the relation between \( \theta \) and \( \theta_s \).

First of all, in the instant form limit \((\delta \to 0)\), \( P^z \to P^0 = E, \ P_z \to P^3 \) and \( P \to |\mathbf{P}| \), and we get
\[ \cos(\theta_s/2) = \sqrt{(|\mathbf{P}| + P^3)/(|\mathbf{P}|^2)} = \cos(\theta/2). \quad (42) \]

So \( \theta = \theta_s \) when \( \delta = 0 \), and the spin and the momentum directions are aligned, as expected from the usual Jacob and Wick helicity [12] defined in the IFD. However, as \( \delta \) gets different from zero, the two angles \( \theta \) and \( \theta_s \) differ from each other. To give an illustration of the angles, we plot in Fig. 2 the spin orientation (red solid vector) and the momentum direction (black dashed vector) of the positive helicity spinor \( u^{(1)}_H \) for a particle with mass \( M = 1 \) GeV and total momentum \( |\mathbf{P}| = 1 \) GeV.

In the above expressions, \( \mathbf{n} = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta) \) is the unit vector in the momentum \( \mathbf{P} \) direction, and the magnitude of \( \eta \) is given by \( \sinh(\eta) = |\mathbf{P}|/M \) and \( \cosh(\eta) = E/M = \sqrt{P^2 + M^2}/M \). The explicit matrix form of \( B(\eta)D(\mathbf{n}, \theta_s) \) is written in Appendix B.

Comparing the explicit matrix representations of \( T \) and \( B(\eta)D(\mathbf{n}, \theta_s) \) that result in the identical spinor, i.e. the same momentum and spin, we find that indeed Eq. (38) holds, provided that the angles \((\theta, \phi)\) are given by

\[ \cos \frac{\theta}{2} = \sqrt{\frac{2M}{E + M}} \cos \frac{\alpha}{2} \cosh \frac{\beta_3}{2} = \frac{1}{2} \sqrt{\frac{2M}{E + M}} \sqrt{\frac{P_z + E}{2P}} \left( \sqrt{\frac{P^2 + P}{M(\sin \delta + \cos \delta)}} + \sqrt{\frac{M(\sin \delta + \cos \delta)}{P^2 + P}} \right), \quad (41\text{a}) \]
\[ \cos \phi_s = \sqrt{\frac{P^2}{P^2 + P}} = \cos \phi_s, \quad \sin \phi_s = \sqrt{\frac{\beta_1^2 + \beta_2^2}{\beta_1^2 + \beta_2^2}} = \sin \phi, \quad (41\text{b}) \]

when \( \theta = \pi/3 \) and \( \delta = \pi/6 \). It’s clear from Eq. (41a) that the spin orientation depends on both the particle’s momentum and the interpolation angle. In particular, using Eq. (41a), one can analyze how the angle difference between the momentum direction and the spin direction, i.e. \( \theta - \theta_s \), changes as the momentum direction \( \theta \) changes for each different interpolation angle \( \delta \).

To show how the spin orientation changes with the interpolation angle and the momentum direction, we plot \( \theta_s \) of a positive helicity spinor \( u^{(1)}_H \) given by Eq. (41a) in terms of both \( \delta \) and \( \theta \) in Fig. 3. Here again, we take the particle mass \( M = 1 \) GeV and total momentum \( |\mathbf{P}| = 1 \) GeV for illustration. For \( \delta = 0 \), the equality \( \theta = \theta_s \) from Eq. (42) yields the straight line relation at \( \delta = 0 \).
as shown in Fig. 3. As we vary the interpolation angle between $\delta = 0$ and $\delta = \pi/4$, we see that for a fixed $\theta$, i.e. fixed momentum direction, $\theta_s$ decreases as $\delta$ increases in general, and correspondingly the angle between the spin and the momentum will increase with $\delta$. In fact, the angle between the momentum and the spin directions, i.e. $\theta - \theta_s$, increases with the interpolation angle $\delta$ and becomes the largest at the light front. This feature is shown in Fig. 4 as what’s shown in Fig. 3 is now plotted in terms of the angle difference $\theta - \theta_s$ between the momentum and the spin directions for various interpolation angles listed in the legend. Note here that the increment of the angle difference $\theta - \theta_s$ with the increment of the interpolation angle $\delta$ bifurcates at a critical interpolation angle $\delta_c$. This bifurcation of two branches shown in Fig. 4 is also indicated by the transparent vertical plane in Fig. 3. At a fixed interpolation angle $\delta < \delta_c$, the spin orientation $\theta_s$ increases with $\theta$, and when $\theta = \pi$, we also have $\theta_s = \pi$. On the other hand, at a fixed interpolation angle $\delta > \delta_c$, $\theta_s$ doesn’t follow $\theta$ all the way to $\pi$, but instead starts to decrease beyond a certain point and goes back to 0 when $\theta = \pi$. This phenomenon is due to the change of sign for $P_\perp$ in Eq. (20) as we discussed in Sec. II, and the critical interpolation angle $\delta_c$ is thus given by $P_\perp = 0$ when $\theta = \pi$:
\[
\delta_c = \arctan \left( \frac{\left| P \right|}{E} \right).
\] (43)

The critical value for the case $M = \left| P \right| = 1$ GeV shown in Figs. 3 and 4 is $\delta_c \approx 0.61548$. If we change the particle’s mass and total momentum, the position of this critical plane in Fig. 3 will change accordingly. The swap of helicity amplitudes [16] mentioned in the previous section, Sec. II, is directly linked to the fact that the IFD and the LFD separately belong to the two different branches bifurcated and divided out at the critical interpolation angle $\delta_c$. This bifurcation indicates the necessity of the distinction in the spin orientation between the IFD and the LFD and clarifies further the characteristic of helicity amplitudes in the two distinguished forms of the relativistic dynamics. In particular, the discussion of the spin orientation and the helicity amplitudes clarifies any conceivable confusion in the prevailing notion of the equivalence between the IMF formulated in IFD and the LFD. We thus discuss below the distinguished features of the light-front helicity.

As we get to the light-front limit ($\delta \to \pi/4$), $P^+ \to P^*$, $P^- \to P^*$, $P^\perp \to P^\perp$, $P^\parallel \to P^\parallel$, Eq. (41a) becomes
\[
\cos \theta_s = \frac{\sqrt{2}P^* + M}{\sqrt{2\sqrt{2}P^*(E + M)}}.
\] (44)

For a particle that is moving in the $\pm z$ direction, the numerator becomes $E \pm \left| P \right|$ and the denominator becomes $\sqrt{2(E \pm |P|)(E + M)}$. Using Eq. (33), we get $\cos(\theta_s/2) \to 1$. Therefore in the light-front limit, a positive helicity spinor, regardless of whether the particle is moving in the $+z$ or $-z$ direction, always has its spin pointed in the $+z$ direction. This produces the feature of $\theta_s = 0$ at both $\theta = 0$ and $\theta = \pi$ as shown in Fig. 3 as well as in Fig. 4. By the same token, a negative helicity spinor moving in $z$ direction always has its spin pointed to the $-z$ direction in LFD, even when the particle is moving in the $-z$ direction. This already reveals a distinct feature of the light-front helicity and provides the rationale for the swap of helicity amplitudes discussed in deeply virtual Compton scattering process [16]. Because the light-front helicity is obtained in general by the two kinds of boost operations, i.e. the light-front transverse boost $E_1$ and the longitudinal boost $K^3$, as one can get

\[
\begin{align*}
\delta(\theta, \delta) & = \frac{1}{\arctan \left( \frac{\left| P \right|}{E} \right)} \\
& = \frac{1}{\arctan \left( \frac{M}{E} \right)} \\
& = \frac{1}{\arctan \left( \frac{E}{M} \right)}
\end{align*}
\]
$T = e^{-i\delta\mathbf{E}} e^{-i\beta\mathbf{K}^2}$ from Eq. (14) in the limit $\delta \to \pi/4$, we now discuss the salient features of the spin orientations due to each of these two kinds of light-front kinematic operations separately.

**Light-front Transverse Boost $\mathbf{E}_t$ Operation**

Without loss of any generality, we may take the coordinate system where everything lies in the $x-z$ plane and consider just the transverse boost $E^1 = (K^1 + J^2)/\sqrt{2}$ to discuss the effect of the light-front boost operation on the spin orientation. Suppose that the particle at rest with the spin up in the positive $z$ direction is boosted by $E^1$ to gain the particle energy $E = \sqrt{P^2 + M^2}$. As $E^1$ consists of not only the boost in the $x$ direction, $K^1$, but also the rotation around the $y$ axis, $J^2$, the particle gains the momentum in the $-z$ direction as well as in the $x$ direction. Interestingly, the momentum gained in the $-z$ direction takes the non-relativistic form $P^z = -\frac{\mathbf{P}_\perp}{2M}$ (here of course $\mathbf{P}_\perp = P^z \hat{z}$) in such a way that the energy of the particle becomes $E = P^0 = M + \frac{\mathbf{P}_\perp^2}{2M}$ while the light-front plus momentum $P^* = (P^0 + P^z)/\sqrt{2}$ gets invariant [4]. Of course, the relativistic energy-momentum dispersion relation still holds as one may expect:

$$(P^0)^2 - \mathbf{P}_\perp^2 = \left(M + \frac{\mathbf{P}_\perp^2}{2M}\right)^2 - \mathbf{P}_\perp^2 - \left(\frac{\mathbf{P}_\perp^2}{2M}\right)^2 = M^2. \quad (45)$$

In terms of the energy $E$ and the particle mass $M$, one may express the particle momentum components as $P^z = \sqrt{2M(E - M)}$ and $P^x = -\frac{(P^0)^2}{2M} = M - E$ as well as $\sqrt{2P^z + M}$. The resulted momentum direction is given by $\cos \theta_0 = \frac{P^x}{\sqrt{P^2 + M^2}} = \frac{M - E}{\sqrt{E^2 - M^2}} = -\sqrt{\frac{E - M}{E + M}}$. Since the 4-vector of the particle spin $S^\mu$ is transverse to the 4-momentum $P^\mu$, i.e. $S \cdot P = 0$, while its normalization is fixed by $S^2 = -1$, one can find the specific direction of the spin that the particle takes under the $E^1$ operation. Thus, we consider here effectively the $E^1$ operation that results in the final state with the four-momentum $P^\mu$ and the spin 4-vector $S^\mu$ starting from the initial state at rest with the spin up in the $\hat{z}$ direction. As the $E^1$ operation is the only source of the spin rotation here, the rotated $\theta_0$ angle prior to the boost operation $B(\eta) = e^{-i\eta\mathbf{K}}$ with which the final 4-momentum $P^\mu$ and the spin 4-vector $S^\mu$ are obtained.

The maximum “apparent” spin orientation in the moving frame, i.e. the final state, must correspond to the maximum initial spin orientation $(\theta_0)_{\max}$ since the boost $B(\eta) = e^{-i\eta\mathbf{K}}$ tilts the initial spin orientation toward the direction of the rapidity $\eta$ or the final momentum $\mathbf{P}$. Therefore, for a certain total momentum $|\mathbf{P}|$ or energy $E$, $(\theta_0)_{\max}$ should also be obtained at $\theta = \theta_0$ that was attained entirely by the $E^1$ operation.

This initial spin orientation $\theta_0$ given by Eq. (44) can be written as

$$\frac{\theta_0}{2} = \frac{\pi}{2} - \arctan \left(\frac{\sqrt{2P^z + M}}{P^x}\right), \quad (46)$$

since $\cot \frac{\theta_0}{2} = \left(\frac{\sqrt{2P^z + M}}{P^x}\right)$ or $\tan \frac{\theta_0}{2} = \left(\frac{P^x}{\sqrt{2P^z + M}}\right)$.

One may obtain $(\theta_0)_{\max}$ from Eq. (46) by taking $P^x = |\mathbf{P}| \sin \theta$ and $\sqrt{2P^z} = \sqrt{|\mathbf{P}|^2 + M^2} + |\mathbf{P}| \cos \theta$ and differentiating $\theta_0$ with respect to $\theta$ to get zero. As expected, we find the angle $\theta_0$ precisely given by

$$\cos \theta_0 = -\frac{|\mathbf{P}|}{E + M} = \sqrt{\frac{E - M}{E + M}}$$

with the corresponding $(\theta_0)_{\max} = \pi - 2 \arctan \left(\frac{2M}{E - M}\right)$ or equivalently $(\theta_0)_{\max} = 2 \arctan \sqrt{\frac{E - M}{2M}}$. The negative sign here indicates that the $z$ component of the particle momentum must be negative. As $|\mathbf{P}|$ (or $E$) gets larger, $\theta_0$ gets closer to $\pi$. This behavior is shown in Fig. 5. We choose $M = 1$ GeV for an illustration and first plot $\theta_0$ given by Eq. (46) as a function of $\theta$ for fixed values of $|\mathbf{P}|$, e.g. $|\mathbf{P}| = 1, 1.2, 2, 4, 100$ GeV, as indicated in the legend of Fig. 5. The values of $(\theta_0)_{\max}$ is traced out with the thick gray dashed line along the values of $\theta_0$ as $|\mathbf{P}|$ varies in Fig. 5. This thick gray dashed line is obtained entirely by the $E^1$ operation on the initial rest particle and thus the value of $\sqrt{2P^z}$ is identical to the particle mass $M$ throughout this line. As expected, this line approaches to $\theta = \pi/2$ when $|\mathbf{P}|$ gets close to zero. We also plot the “apparent” spin orientation angle $\theta_0$ defined in Appendix G as the magenta dot-dashed line, overlaying with the thick gray dashed line of $(\theta_0)_{\max}$.

As an example of the $(\theta_0)_{\max}$ state lying on the thick gray dashed line, a gray circle is marked for the intersecting point between the line of $|\mathbf{P}| = 1$ GeV (blue solid line) and the thick gray dashed line in Fig. 5. Since $|\mathbf{P}| = 1$ GeV for this state, the value of $\theta_0$ is given by $\arccos \left(\frac{1}{1 + \sqrt{2}}\right) \approx 1.99787$ and the corresponding value of $(\theta_0)_{\max}$ is given by $2 \arctan \left(\frac{1}{\sqrt{2(1 + \sqrt{2})}}\right) = 0.854157$. As a comparison, we displayed the state with the final momentum entirely given by $P^x$ without any $P^z$ component, e.g. $P^x = |\mathbf{P}| = 1$ GeV, or $\theta = \pi/2$, marked by the blue circle in
Fig. 5. To get this final momentum, the initial momentum prior to the $E^1$ operation should have had the positive $P^z$ momentum to compensate the negative $P^z$ component, i.e. $P^z = -\frac{P_0^2}{2M}$, gained by the $E^1$ operation. The initial positive $P^z$ momentum should have been attained by the $K^3$ operation prior to the $E^1$ operation and consequently the amount of $E^1$ operation required to achieve the state with $|P| = 1$ GeV gets reduced. Thus, the corresponding $\theta_s$ for the blue circle is smaller than $(\theta_s)_{\text{max}}$ marked by gray circle. Numerically, the corresponding $\theta_s$ value $2\arctan\left(\frac{1}{\sqrt{2}+1}\right) \approx 0.785398$ for $\theta = \pi/2$ (blue circle) may be compared with $(\theta_s)_{\text{max}} = 2\arctan\left(\frac{1}{\sqrt{2(1+\sqrt{2})}}\right) \approx 0.854157$ for $\theta_0 = \arccos\left(-\frac{1}{1+\sqrt{2}}\right) \approx 1.99787$ (gray circle) on the line of $|P| = 1$ GeV. When $E \to \infty$, both $\theta_0 \to \pi$ and $(\theta_s)_{\text{max}} \to \pi$ as shown in Fig. 5.

**Longitudinal Boost $K^3$ Operation**

As we have completed our discussion on the $E_1$ operation, we now take a look at how the spin direction changes under the longitudinal boost $K^3$ when the particle is not moving in the $zz$ direction. The change in $|P|$ will result in a change in the $\theta_s$ vs. $\theta$ profile as we have already discussed and the changed momentum direction $\theta$ pinpoints the resultant spin direction $\theta_s$ on the corresponding profile. For an illustration, we start with the case when the 3-momentum is perpendicular to the $z$ direction, e.g. $|P| = P^x = 1$ GeV, which we again denote by the blue circle now in Fig. 6. As discussed earlier, the corresponding spin direction is given by Eq. (46), i.e. $\theta_s = 2\arctan\left(\frac{1}{\sqrt{2}+1}\right) \approx 0.785398$. As the particle is boosted in the $+z$ direction while $P^x$ is fixed at 1 GeV, the momentum angle $\theta$ is decreased but the profile is lifted higher as the magnitude of momentum $|P|$ is increased. The corresponding change of $(\theta, \theta_s)$ values follows the red solid dots in the region where $\theta < \pi/2$ as shown in Fig. 6. It is interesting to note that the angle $\theta$ decreases fast enough to get $\theta_s$ decreased despite the fact that the profiles are lifted. When boosted in the $-z$ direction, the momentum angle $\theta$ is increased and in fact it quickly goes over to the $\theta > \theta_0$ side, where $\cos\theta_0 = -\frac{E-M}{E+M}$ as previously discussed. As the whole profile moves upward, the resulted $\theta_s$ is increased following the red solid dots in the region where $\theta > \pi/2$. As can be seen from the trend of the red dots as $\theta \to -\pi$ in Fig. 6, the $\theta_s$ approaches to a value that’s not $\pi$. In other words, even under the maximum boost in the $-z$ direction, the spin does not align in parallel with the momentum direction. While $P^x$ is fixed, the maximum $\theta_s$ value that can be achieved in Eq. (46) is $\pi-2\arctan(M/P^x)$ as $P^x \to -\infty$. For $P^x = 1$ GeV, $\pi-2\arctan(M/P^x) \approx 1.5708$. As $P^x$ is fixed in this case, $P^x$ can approach to zero. This is in contrast to the maximum on the $\theta_s$ vs. $\theta$ profile (i.e. $(\theta_s)_{\text{max}}$) discussed before, for which $P^x$...
is fixed as \(M/\sqrt{2} \) and \(P^z = \sqrt{2M(E-M)}\), so that 
\(\theta_s(\text{max}) = \pi - 2\arctan(2M/P^z) = \pi\) as the \(|P|\) or \(E\) goes to \(\infty\). Effectively, in the fixed \(P^z = 1\) GeV case, the red solid dots follow a monotonic relation between the \(\theta_s\) and \(\theta\) under the boost in \(z\) direction going through the blue circle in Fig. 6.

This may also be understood from Eq. (46) by noting that the rotated angle of the spin after the boost in \(\pm\) direction satisfies the following equation:

\[
-\frac{\Delta \theta_s}{2} = \arctan\left(\frac{\sqrt{2P^+ + M}}{P^z}\right) - \arctan\left(\frac{\sqrt{2P^+ + M}}{P^z}\right),
\]

where \(\theta_s\) denotes the boosted quantities. For boosting the particle in the \(+z\)\((-z)\) direction without changing its momentum in the perpendicular direction, i.e. \(x\) direction, the right-hand-side is positive (negative), because \(P^+ > P^+ (P^+ < P^+)\) and \(P^z = P^z\). The negative sign in front of \(\Delta \theta_s\) indicates that \(\theta_s\) is decreased (increased) as the particle is boosted in the \(+z\)\((-z)\) direction. This illustrates that the rotation of the spin occurs around the \(\mathbf{P} \times (\pm \hat{\mathbf{z}})\) axis as the particle is boosted in the \(\pm z\) direction, respectively. This is of course the well-known Wigner rotation and \(\Delta \theta_s\) is exactly the corresponding Wigner rotation angle given by Eq. (A10) in [20] when it is written using our coordinate system and notations. The fact that the Wigner rotation is not needed when boosting the light-front helicity spinors has been known for a long time, but our discussion using the spin orientation angle provides a clear understanding on this interesting feature of the light-front helicity. This is also related with the reason why the amplitudes computed with the light-front helicity, i.e. the light-front helicity amplitudes, are independent of the reference frame as we shall demonstrate in the scattering processes discussed in the next section, Sec. IV. Since both \(\mathbf{E}_1\) and \(\mathbf{K}^3\) in \(T = e^{-i\beta} \mathbf{E}_1 e^{-i\beta} \mathbf{K}^3\) are the kinematic operators in LFD, the light-front helicity formulation takes care of the Wigner rotation which is a rather complicated dynamic effect, and offers an effective computation of spin observables in hadron physics.

### B. Generalized Melosh Transformation for Any Interpolation Angle

On the light-front, people usually use the Melosh transformation [13] to connect between the Dirac spinors and the light-front spinors. Now that we have our generalized helicity spinors, we can derive a generalized Melosh transformation that connects between the Dirac spinors and our generalized helicity spinors.

Dirac spinors \(u^{(\pm)}(P)\) can be obtained by applying the boost operator \(e^{\pm i\mathbf{K}}\) directly on the rest frame spinors \(u^{(\pm)}(0)\) (see Appendix D for explicit expressions). Us-

Equation (38), this means that the Dirac spinors represent particles moving with momentum \(P\) while their spins are parallel or anti-parallel to the \(z\) axis in their rest frame. Pictorially, when the red solid arrow in Fig. 2 is horizontal while the dashed black arrow remains in its original position, it becomes a Dirac spinor defined for that momentum. Therefore, it is clear that the helicity spinors are related to the Dirac spinors by a pure rotation of the spin.

One can also prove this mathematically. Suppose that the Dirac spinors and the helicity spinors are related by the generalized Melosh transformation in the following way [17] [21]:

\[
u^{(\lambda)}_D = \Omega^{[u_D u_H]}_{\lambda \rho} u_H^{(\rho)} + \Omega^{[\bar{u}_D \bar{v}_H]}_{\lambda \rho} \bar{v}_H^{(\rho)},
\]

where \(H\) and \(D\) subscripts denote the generalized helicity spinors and the Dirac spinors respectively, and \(\rho, \lambda = \frac{1}{2}, -\frac{1}{2}\) denote positive or negative helicity in the case of our generalized helicity spinors and spin up or spin down in the case of Dirac spinors. Using our orthonormal convention \(u_H^{(\rho)}, \bar{v}_H^{(\rho)} = 2M\delta_{\rho \lambda}\), we then have

\[
\Omega^{[u_D u_H]}_{\lambda \rho} = \frac{1}{2M} u_H^{(\rho)}(P) \bar{v}_H^{(\lambda)}(P)
\]

\[
= \frac{1}{2M} u^{(\rho)}(0) e^{-iM \mathbf{J} \theta_s} e^{-i\eta \mathbf{K} \gamma_0} e^{-i\eta \mathbf{K}} u^{(\lambda)}(0)
\]

\[
= \xi^{(\rho)}(0) e^{iM \mathbf{J} \theta_s} \xi^{(\lambda)}(0)
\]

\[
= \mathcal{D}(\bar{\mathbf{m}}, -\theta_s)_{\rho \lambda},
\]

where \(e^{-i \eta \mathbf{K}}\) is because the boost operator \(\mathbf{K}\) is antihermitian, and we’ve rewritten Eq. (28) as

\[
u^{(\lambda)} = \sqrt{M} \xi^{(\lambda)}(0) \xi^{(\lambda)}(0) \xi^{(\lambda)}(0) \xi^{(\lambda)}(0)
\]

Similarly, we have

\[
\Omega^{[\bar{u}_D \bar{v}_H]}_{\lambda \rho} = \mathcal{D}(\bar{\mathbf{m}}, -\theta_s)_{\rho \lambda}.
\]

Using the same method and the orthogonal condition \(u^{(\lambda)}_H v^{(\lambda)}_H = \bar{v}^{(\lambda)}_H u^{(\lambda)}_H = 0\), one can easily check that

\[
\Omega^{[u_D u_H]}_{\lambda \rho} = \Omega^{[\bar{u}_D \bar{v}_H]}_{\lambda \rho} = 0.
\]

From Eq. (50) and Eq. (52), we see that the generalized Melosh transformation is nothing but the transpose of the Wigner rotation matrix \(\mathcal{D}(\bar{\mathbf{m}}, -\theta_s)\). Plugging \(\bar{\mathbf{m}} = (-\sin \phi_s, \cos \phi_s, 0)\) and \(-\theta_s\) into Eq. (40a), we find the
generalized Melosh transformation for spin 1/2 as
\[
\Omega(1/2) = \begin{pmatrix} \omega(1/2) & 0 \\ 0 & \omega(1/2) \end{pmatrix},
\]
(54)
where
\[
\omega(1/2) = \begin{pmatrix} \cos(\theta/2) & -\frac{\epsilon}{2} \sin(\theta/2) \\ e^{-i\phi_s} \sin(\theta/2) & \cos(\theta/2) \end{pmatrix},
\]
(55)
with \(\theta_s, \phi_s\) given by Eq. (41) in terms of the particle’s momentum and “1/2” denotes the fact that this is for spin \(J = 1/2\).

In the light-front limit (\(\delta \to \pi/4\)), we have Eq. (41b) and Eq. (44), so \(\Omega(1/2)\) reduces to the well-known Melosh transformation that relates the light-front spinors in Eq. (36) to the Dirac spinors in Eq. (D1), i.e.,
\[
\omega(1/2) = \frac{1}{\sqrt{2}} \begin{pmatrix} \sqrt{2}P^* + M & -P^R \\ P^L & \sqrt{2}P^* + M \end{pmatrix}.
\]
(56)
The \(\sqrt{2}\) in front of \(P^*\) is due to our convention. This expression agrees with Eq. (A8) in Ref. [17] and Eq. (C2) in Ref. [21].

As Eq. (50), Eq. (52) and Eq. (53) are independent of the spin \(J\), our derivation is also applicable to higher spins. We can therefore quickly write down the generalized Melosh transformations for any spin \(J\), as the transpose of the corresponding Wigner rotation matrix \(D(\hat{\mu}, -\theta_s)\). The generalized Melosh transformation matrices for spins up to \(J = 2\) are listed in Appendix F for reference.

IV. INTERPOLATING HELICITY SCATTERING PROBABILITIES

Using the generalized helicity spinors we can calculate the helicity-dependent amplitudes, for example, for a scattering process depicted in Fig. 7. At the lowest order, the helicity amplitude \(M(\lambda_1, \lambda_2, \lambda_3, \lambda_4)\) is given by
\[
\tilde{u}^{(\lambda_3)}(p_3)\gamma^\mu u^{(\lambda_1)}(p_1)\tilde{u}^{(\lambda_4)}(p_4)\gamma_\mu u^{(\lambda_2)}(p_2),
\]
(57)
where \(\lambda\) denotes the helicity of the particle. We dropped the coupling constant factor \((-ie)^2\) and the Lorentz invariant part of the propagator \(-1/q^2\), since they are irrelevant to our discussion. In this section, we investigate the scattering probabilities which are the square of Eq. (57).

It needs to be emphasized that the “helicity” we discuss here is the “generalized helicity” for an arbitrary interpolation angle, as defined in Sec. II. For a certain helicity, the spin orientation depends on both the interpolation angle \(\delta\) and the momentum of the particle, as given by Eq. (41a). Because a boost in the \(z\) direction changes the 4-momentum, it will also change the spin orientation in general. As a result, for a certain helicity configuration, the scattering probability will have both the interpolation angle dependence and the frame dependence. To demonstrate both dependences, we plot the helicity probabilities in terms of both the interpolation angle \(\delta\) and the total momentum of the system \(P^z\), which reflects the boost effect in the \(z\) direction.

As illustrated in Fig. 7, we set our coordinate system in such a way that the initial particles are lying on the \(z\) axis, and \(\theta\) is the scattering angle between the momentum \(p_1\) and momentum \(p_3\). In the center of mass frame, the 4-momentum of these four particles are given by
\[
\begin{align*}
p_1 &= (\epsilon_1, 0, 0, p_{\text{initial}}), \\
p_2 &= (\epsilon_2, 0, 0, -p_{\text{initial}}), \\
p_3 &= (\epsilon_3, p_{\text{final}} \sin \theta, 0, p_{\text{final}} \cos \theta), \\
p_4 &= (\epsilon_4, -p_{\text{final}} \sin \theta, 0, -p_{\text{final}} \cos \theta),
\end{align*}
\]
(58)
where \(p_{\text{initial}} = p_{\text{final}} \equiv p\), \(\epsilon_1 = \epsilon_3 = \sqrt{|m_1^2 + p^2|}\) and \(\epsilon_2 = \epsilon_4 = \sqrt{|m_2^2 + p^2|}\), from the conservation of energy and momentum. To incorporate the frame dependence for the probabilities, we boost the whole system to the total momentum \(P^z\), and get
\[
\begin{align*}
p_i^0 &= \gamma p_i^0 + \gamma \beta p_i^0 = \frac{E}{M} p_i^0 + \frac{P^z}{M} p_i^z, \\
p_i^z &= \gamma p_i^z + \gamma \beta p_i^z = \frac{E}{M} p_i^z + \frac{P^z}{M} p_i^0, \\
p_i^{\prime} &= p_i^0, \quad (i = 1, 2, 3, 4)
\end{align*}
\]
(59)
where \(M = \epsilon_1 + \epsilon_2\) is the center of mass energy and \(E = \sqrt{(P^z)^2 + M^2}\) is the total energy in the boosted frame. We use these frame-dependent 4-momentum in Eq. (30) to get frame dependent helicity spinors for an arbitrary interpolation angle \(\delta\). The probabilities as the square of Eq. (57) are then calculated using these generalized helicity spinors.
In our calculation, we choose \( \theta = \pi/3 \) in the center of mass frame, and the center of mass momentum for each particle as \( p = 2 \) GeV. The masses of the colliding particles are chosen to be \( m_1 = m_3 = 1 \) GeV and \( m_2 = m_4 = 1.5 \) GeV as an illustrative example. The scattering probabilities for all 16 different helicity configurations are plotted in terms of both the interpolation angle \( \delta \) and the total momentum \( P^z \) in the first 4 rows of Fig. 8, where we denote the positive and negative helicities with “+” and “−”. For example, “+−” represents a process where particle 1 with positive helicity and particle 2 with negative helicity scatter to particle 3 with positive helicity and particle 4 with negative helicity.

The first striking feature that these plots exhibit is the two boundaries indicated by the blue dashed lines in Fig. 8, across which the probabilities suddenly change their values. The appearance of these boundaries is due to the bifurcation of the branches that are distinguished by the critical interpolation angle \( \delta_c \) as we have discussed in Sec. IIIA. Since \( \delta_c \) is obtained from the condition \( P^z = 0 \), the initial two particles that move only in the \( ±z \) direction yield the corresponding two boundaries upon the boost of the reference frame in the \( ±z \) direction. The sudden change of the helicity amplitude-square values is thus caused by the spin flip of the incoming scattering particles 1 and 2 for the given helicity assignment in the amplitude. When this spin flip happens, the probabilities for the same helicity configuration represent different spin configurations. In other words, we are not calculating the same physical process any more but three different initial spin configurations for the corresponding three different branches divided by the two boundaries although the given helicity configuration is identical regardless of the boundaries. Thus, the helicity probability suddenly shifts to a different value crossing a boundary. The only helicity amplitude immune from such bizarre behaviors is the light-front helicity amplitude without any border at \( \delta = \pi/4 \).

To see why the spin flips for \( \delta \neq \pi/4 \), we can approach it in two different ways. First, we can fix a certain value for the total \( P^z \), i.e. we fix the inertial frame, and look at what happens when we change the interpolation angle \( \delta \). From the \( \theta = \pi \) edge of Fig. 3, it’s clear that for a particle moving in the −\( z \) direction, as we increase the \( \delta \), at some critical angle \( \delta_c \), the spin of “positive helicity” will flip from \( \theta_s = \pi \) to \( \theta_s = 0 \). And because the spin direction of “negative helicity” is always exactly the opposite of that of the “positive helicity”, the spin of the “negative helicity” will flip at this \( \delta_c \) from \( \theta_s = 0 \) to \( \theta_s = \pi \). Alternatively, and perhaps more conveniently, this spin flip can be understood by fixing a certain value for the interpolation angle \( \delta \), and see what happens when we boost the system in the \( z \) direction. As we discussed in Sec. II, using Eq. (20), the “helicity” for particles moving in \( ±z \) direction is defined as whether the spin has the same sign as \( P_\z \). So for the same helicity configuration, as we boost the system in \( ±z \) direction, the spin of particle 1 or 2 will flip if the sign of its \( P_\z \) changes. Therefore, we can find these boundary lines by setting \( P_\z = 0 \) for particles 1 and 2, with their momenta given by Eqs. (59a)-(59c) and the form of \( P_\z \) given by Eq. (A4d). The equations that describe these two boundaries are respectively given by

\[
\tan \delta = -\frac{e_1P^z + pE}{e_1E + pP^z}, \tag{60a}
\]

\[
\tan \delta = -\frac{e_2P^z - pE}{e_2E - pP^z}. \tag{60b}
\]

Each of the 4 plots in the last row of Fig. 8 is the summation of the 4 corresponding plots above it. They are the probabilities of a certain helicity configuration going into all possible final helicity configurations. By summing over all final states, we see clearly that the varying landscapes due to the helicity configurations of the scattered particles 3 and 4 disappears and the two boundaries due to the spin flips of the incoming particles 1 and 2 remain. They divide the whole landscape into three regions. To show the positions of these boundaries more clearly, we plot them in the \( \delta \) vs \( P^z \) plane as the two blue dashed lines in Fig. 9.

Another interesting feature exhibited by all 16 helicity probability plots is the J-curve indicated by the red solid line in both Fig. 8 and Fig. 9. This is the same curve that appeared in the time-ordered amplitudes in the \( \phi^3 \) theory [4] and in the sQED theory [5] we studied previously. It starts out in the center of mass frame in the \( \delta = 0 \) limit and maintains the same probability value throughout the whole range of interpolation angle. It follows exactly the same formula as before [4, 5]:

\[
P^z = -\sqrt{\frac{M^2(1-C)}{2C}}, \tag{61}
\]

where \( M^2 \) is the same as the invariant Mandelstam variable “s” used in [4]. As one can see, this curve is independent of the specific kinematics of the scattering process, e.g. the \( \theta \) angle, the masses of these four particles and so on. It’s only scaled by the center of mass energy \( M \), and has a universal shape. In our example, we chose \( \theta = \pi/3 \) in the center of mass frame. As the \( \theta \) angle changes, the landscape will continuously change, but the main features remain the same, and this J-curve is always present. Incidentally, this J-curve as given by Eq. (61) is exactly \( P^z = 0 \) for the system, which can be verified by setting \( P^0 = \sqrt{M^2 + (P^z)^2} \) and \( P^z = P^z \) in Eq. (A4d). As \( \delta \to \pi/4, P^z \to -\infty \), and therefore if we take the limit to the light front along this J-curve, we will have the same probability value as in the center of mass frame in the IFD, which doesn’t agree with the invariant light-
FIG. 8. (Color online) Scattering probabilities (with the factor $e^4/q^4$ dropped) for 16 different helicity configurations, where the masses of the two colliding particles are $m_1 = 1$ GeV and $m_2 = 1.5$ GeV, the center of mass momentum for each particle is $p = 2$ GeV and the scattering angle $\theta = \pi/3$. The 4 plots in the last row are each a summation of the 4 plots above, representing the probability of a certain helicity configuration going into all possible final helicity states.
front result in general, as can be seen from Fig. 8. This raises the issue of non-commuting orders in taking the two independent limits, $\delta \to \pi/4$ and $P_z^2 \to -\infty$. Thus, it requires a great caution in taking the limit to $\delta = \pi/4$. This is reminiscent of the zero-mode issue in LFD as we have previously discussed in great details [4, 5].

In LFD ($\delta = \pi/4$), all 16 helicity probabilities are frame independent as we have discussed. We may relate this LFD invariance with our previous examination on the spin orientations of the light-front spinors. First of all, as we discussed in Sec. III A, for light-front spinors moving in the $\pm z$ directions, positive (negative) helicity always means the spin is orientated in the $+z$ ($-z$) direction. Thus, for a certain helicity configuration, the spin orientations of particles 1 and 2 are fixed and there are no boundaries generated by spin flips. If $\theta = 0$ or $\pi$, then particles 3 and 4 are also moving in $\pm z$ directions, and their spin orientations will also be fixed. In this case, the probabilities are clearly frame independent, since the helicity configuration in different inertial frames represent the same physical spin configuration. What about the case where $0 < \theta < \pi$ (the case plotted in Fig. 8)? As we discussed in Sec. III A using Eq. (47), the light-front spinors naturally generates the required Wigner rotations when boosted in $\pm z$ directions. This means even for the scattered particles 3 and 4 not moving in the $\pm z$ direction, the light-front spinors in different inertial frames still represent the same physical spin states. Since we are calculating the same physical process in different frames, we are guaranteed to get the same probability.

Finally, the helicity probability plots in Fig. 8 show a clear asymmetry between the $+P_z^2$ direction and the $-P_z^2$ direction unless $\delta = \pi/4$. The corresponding helicity amplitudes that provide the probabilities shown in Fig. 8 are plotted in Appendix H. The LFD result is smoothly connected only to the $P_z^2 = +\infty$ result but not to the $P_z^2 = -\infty$ result. This disparity is a good example of showing the difference between the IMF in IFD and the LFD. Our plots obviously clear up the prevailing confusion between the two. Regardless of all the discussion on individual helicity probabilities, however, the sum of all 16 helicity probabilities plotted in Fig. 10 is both frame independent and interpolation angle independent as it must be.

For completeness, the helicity amplitudes and probabilities for annihilation to the lowest order are calculated and plotted in Appendix I.

V. SUMMARY AND CONCLUSIONS

As a continuation of our effort to interpolate between the IFD and the LFD, we generalized the helicity operator to any interpolation angle $\delta$ in this work and derived the generalized helicity spinor that links the instant form helicity spinor to the light-front helicity spinor. For a given generalized helicity spinor, the spin direction does not coincide with the momentum direction in general. Thus, we studied how the spin orientation angle changes in terms of both $\delta$ and the angle $\theta$ that defines the momentum direction of the particle. Applying the transformation matrix $T$ given by Eq. (14) to an initial spin state at rest, we obtained a generalized helicity spinor as we discussed in Sec. II. We then used the operator relation given by Eq. (38) to analyze the spin orientation angles ($\theta_s, \phi_s$), where $\phi_s$ can be taken to be zero without loss of any generality because the spin $S$, momentum $P$ and $z$ axis are all in the same plane. As
shown in Figs. 3 and 4, the angle between the momentum and the spin directions, i.e. $\theta - \theta_s$, increases with the interpolation angle $\delta$ and becomes the largest at the light front. In particular, the increment of the angle difference $\theta - \theta_s$ with the increment of the interpolation angle $\delta$ bifurcates at a critical interpolation angle $\delta_c$, as shown in Fig. 4. We found $\delta_c$ as given by Eq. (43) and noted that the IFD and the LFD separately belong to the two different branches bifurcated and divided out at the critical interpolation angle $\delta_c$. This bifurcation indicates the necessity of the distinction in the spin orientation between the IFD and the LFD and clarifies any conceivable confusion in the prevailing notion of the equivalence between the IMF formulated in IFD and the LFD.

As the light-front helicity is obtained in general by the two kinds of boost operations, i.e. the light-front transverse boost $E_t$ and the longitudinal boost $K^3$, we discussed the salient features of the spin orientations due to each of these two kinds of light-front kinematic operations separately in Sec. IIIA. It is interesting to note that the $E_t$ operation on a rest particle of mass $M$ provides the non-relativistic form of energy gain $E = M + \frac{P_t^2}{2M}$, yet satisfying the relativistic energy-momentum dispersion relation given by Eq. (45). We have analyzed the change of spin orientation under the $E_t$ operation and obtained the “apparent” spin orientation angle $\theta_{app}$ given by Eq. (G4). In Fig. 5, we plotted $\theta_{app}$ in comparison with the corresponding initial spin orientation ($\theta_s$)max discussed in Sec. IIIA along with various $\theta_s$ profiles depending on the particle momentum $|P|$ or the energy $E$. The change of the spin direction under the $K^3$ operation was also very interesting and our result given by Eq. (47) agrees with the well-known result of the Wigner rotation angle given by Eq. (A10) in [20]. Thus, the light-front helicity formulation takes care of the Wigner rotation which is a rather complicated dynamic effect and offers an effective computation of spin observables in hadron physics. With the spin orientation analysis presented in Sec. IIIA, we have also derived the generalized Melosh transformation that connects between the Dirac spinors and our generalized helicity spinors as shown in Sec. IIIB.

Using the generalized helicity spinors, we computed all 16 helicity amplitudes and their squares (or probabilities) for the scattering process analogous to the QED process $e^+ e^- \rightarrow \mu^+ \mu^-$ in Sec. IV. This computation provided an explicit demonstration of the whole landscape picture for the helicity amplitudes and amplitude-squares that depend on the reference frame as well as the interpolation angle. From this picture, one can see clearly that the helicity probabilities in LFD is independent of the reference frames while all other interpolating helicity probabilities for $0 \leq \delta < \pi/4$ do depend on the reference frames. The striking feature of the interpolating helicity probabilities as well as amplitudes is the appearance of the two boundaries due to the the bifurcation of the branches that are distinguished by the critical interpolation angle $\delta_c$. As $\delta_c$ is obtained from the condition $P_z = 0$, the initial two particles that move only in the $\pm z$ direction yield the corresponding two boundaries upon the boost of the reference frame in the $\pm z$ direction. For the given initial helicity states, the two boundaries indicate the spin flip of each of the two incoming scattering particles as we have shown explicitly in Fig. 8 by the blue dashed lines.

Another interesting feature exhibited by all 16 helicity probability plots in Fig. 8 is the J-shaped curved indicated by the red solid line which is the same curve that appeared in our previous works for the $\phi^3$ theory [4] and the sQED theory [5]. In Fig. 9, we showed that the J-curve lies between the two boundaries discussed above. The J-curve has a universal shape independent of the kinematics in the scattering process no matter what the the underlying theory is. The scattering amplitudes maintain the same value along the J-curve in the whole range of interpolation angle $0 \leq \delta \leq \pi/4$. However, in taking the limit to $\delta = \pi/4$, it requires a great caution due to the non-commutativity in the order of taking the two independent limits, $\delta \rightarrow \pi/4$ and $P_z \rightarrow -\infty$. This non-commutativity brings up the zero-mode issue in LFD as we have discussed previously in great details [4, 5]. The disparity between $P_z \rightarrow \infty$ and $P_z \rightarrow -\infty$ also further clears up the confusion between the IMF in IFD and the LFD.

As we discussed in this work as well as in our previous works [4, 5], the interpolation analysis between IFD and LFD appears to be beneficial in understanding the distinguished features of LFD advantageous ultimately for the study of hadron physics in QCD. The extension of the present on-mass-shell fermion analysis into the off-mass-shell fermion analysis involving the intermediate fermion propagator is underway.

**Appendix A: Useful formulae from interpolation angle method**

The interpolation angle $0 \leq \delta \leq \pi/4$ is defined in Eq. (1). In the limit $\delta \rightarrow 0$, we recover the space-time coordinates in the instant form. In the other limit $\delta \rightarrow \pi/4$, $x^2 = (x^0 \pm x^3)/\sqrt{2}$, we get the light-front coordinates. Notice that the speed of light is taken to be 1. In this
new coordinate system, the metric becomes

\[ g^{\bar{\mu}\bar{\nu}} = g_{\mu\nu} = \begin{pmatrix} C & 0 & 0 & S \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ S & 0 & 0 & -C \end{pmatrix}, \] (A1)

where \( S = \sin 2\delta \) and \( C = \cos 2\delta \). The covariant and contravariant components are related by

\[ \begin{align*}
  a_\zeta &= Ca^\zeta + Sa_\zeta; & a^\zeta &= Ca_\zeta + Sa^\zeta \\
  a_\zeta &= Sa^\zeta - Ca_\zeta; & a^\zeta &= Sa_\zeta - Ca^\zeta \\
  a_j = -a^j &= -a_\bar{j}, (j = 1, 2).
\end{align*} \] (A2)

Since the perpendicular components remain the same \((a^j = a^j, a_\bar{j} = a_\bar{j}, j = 1, 2)\), we will omit the "\(\bar{\cdot}\)" notation unless necessary for the perpendicular indices \(j = 1, 2\) in a four-vector. And inner product can be written as

\[ a^\mu b_\mu = (a^\mu b^\mu - a^\bar{\mu} b^\bar{\mu})C + (a^\mu b^\mu + a^\bar{\mu} b^\bar{\mu})S - a^1 b^1 - a^2 b^2 = a^\mu b_\mu. \] (A3)

The same transformations also apply to momentum:

\[ \begin{align*}
  P^{\bar{\tau}} &= P^\rho \cos \delta + P^3 \sin \delta, & \text{(A4a)} \\
  P^{\bar{\nu}} &= P^\rho \sin \delta - P^3 \cos \delta, & \text{(A4b)} \\
  P^\tau &= P^\rho \cos \delta - P^3 \sin \delta, & \text{(A4c)} \\
  P_\nu &= P^\rho \sin \delta + P^3 \cos \delta. & \text{(A4d)}
\end{align*} \]

In this new basis, the Poincaré matrix becomes

\[ M^{\bar{\mu}\bar{\nu}} = \begin{pmatrix}
  0 & E^{\bar{\tau}} & E^2 & -K^3 \\
  -E^{\bar{\tau}} & 0 & J^3 & -F^{\bar{\tau}} \\
  -E^2 & J^3 & 0 & -F^2 \\
  K^3 & F^{\bar{\tau}} & F^2 & 0
\end{pmatrix}, \] (A5)

and

\[ M_{\bar{\mu}\bar{\nu}} = \begin{pmatrix}
  0 & D^{\bar{\tau}} & D^2 & K^3 \\
  -D^{\bar{\tau}} & 0 & J^3 & -K^{\bar{\tau}} \\
  -D^2 & J^3 & 0 & -K^2 \\
  -K^3 & K^{\bar{\tau}} & K^2 & 0
\end{pmatrix}, \] (A6)

where

\[ \begin{align*}
  E^{\bar{\tau}} &= J^2 \sin \delta + K^1 \cos \delta, & K^{\bar{\tau}} &= -K^1 \sin \delta - J^2 \cos \delta, \\
  E^2 &= K^2 \cos \delta - J^1 \sin \delta, & K^2 &= J^1 \cos \delta - K^2 \sin \delta, \\
  F^{\bar{\tau}} &= K^1 \sin \delta - J^2 \cos \delta, & D^{\bar{\tau}} &= -K^1 \cos \delta + J^2 \sin \delta, \\
  F^2 &= K^2 \sin \delta + J^1 \cos \delta, & D^2 &= -J^1 \sin \delta - K^2 \cos \delta.
\end{align*} \] (A7)

The commutation relations between these operators constitute the generalized Poincaré algebra, which is listed in Table I.

Using Eq. (A3), a useful relation for \( P^{\bar{\tau}}, P^1, P_\zeta \) can be found:

\[ (P^{\bar{\tau}})^2 - M^2 C = P^\zeta \bar{P}^\zeta + P_\zeta \bar{P}_\zeta C, \] (A8)

Since this quantity in Eq. (A8) appears so often in our calculations, we now give it a special symbol to simplify our notation

\[ \mathbb{P} = \sqrt{(P^{\bar{\tau}})^2 - M^2 C} = \sqrt{P^\zeta \bar{P}^\zeta + P_\zeta \bar{P}_\zeta}. \] (A9)

Solving Eq. (15), one gets the following useful relations between parameters \( \beta_1, \beta_2, \beta_3, \alpha \) and the momentum components:

\[ \begin{align*}
  \cos \alpha &= \frac{P^\zeta}{\mathbb{P}}, & \text{(A10a)} \\
  \sin \alpha &= \frac{\sqrt{P^\zeta \bar{P}^\zeta}}{\mathbb{P}}, & \text{(A10b)} \\
  e^{\beta_1} &= \frac{P^{\bar{\tau}} + \mathbb{P}}{M (\sin \delta + \cos \delta)}, & \text{(A10c)} \\
  e^{-\beta_2} &= \frac{P^{\bar{\tau}} - \mathbb{P}}{M (\cos \delta - \sin \delta)}, & \text{(A10d)} \\
  \frac{\beta_2}{\alpha} &= \frac{P^1}{\sqrt{P^\zeta \bar{P}^\zeta}}. & \text{(A10e)}
\end{align*} \]

| \( P_\zeta \) | \( D^1 \) | \( D^2 \) | \( K^3 \) | \( K^1 \) | \( K^2 \) | \( J^3 \) | \( P_1 \) | \( P_2 \) | \( P_\zeta \) |
|---|---|---|---|---|---|---|---|---|---|
| 0 | 0 | 0 | 0 | 1 | 1 | 1 | 0 | 0 | 0 |
| 1 | 0 | 0 | 1 | -i | -i | 0 | 0 | 0 | 0 |
| 0 | -i | i | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | i | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Table I. Poincaré Algebra for any interpolation angle. The commutation relation reads [element in the first column, element in the first row] = element at the intersection of the corresponding row and column.
Appendix B: \((0, \frac{1}{2}) \otimes (\frac{1}{2}, 0)\) chiral representation of \(T\) and \(B(\eta)D(\bar{\nu}, \theta_s)\)

Written in the \((0, \frac{1}{2}) \otimes (\frac{1}{2}, 0)\) chiral representation, \(T\) and \(B(\eta)D(\bar{\nu}, \theta_s)\) are

\[
T = \begin{pmatrix} T_R & 0 \\ 0 & T_L \end{pmatrix},
\]

\[
B(\eta)D(\bar{\nu}, \theta_s) = \begin{pmatrix} (B(\eta)D(\bar{\nu}, \theta_s))_R & 0 \\ 0 & (B(\eta)D(\bar{\nu}, \theta_s))_L \end{pmatrix},
\]

where

\[
T_R = \begin{pmatrix} \cos \frac{\alpha}{2} e^{-\frac{\beta_2}{2}} & -\beta_L (\cos \delta - \sin \delta) \sin \frac{\alpha}{2} e^{-\frac{\beta_2}{2}} \\ \beta_R (\sin \delta + \cos \delta) \sin \frac{\alpha}{2} e^{-\frac{\beta_2}{2}} & \cos \frac{\alpha}{2} e^{-\frac{\beta_2}{2}} \end{pmatrix},
\]

\[
T_L = \begin{pmatrix} \cos \frac{\alpha}{2} e^{-\frac{\beta_2}{2}} & -\beta_L (\sin \delta + \cos \delta) \sin \frac{\alpha}{2} e^{-\frac{\beta_2}{2}} \\ \beta_R (\cos \delta - \sin \delta) \sin \frac{\alpha}{2} e^{-\frac{\beta_2}{2}} & \cos \frac{\alpha}{2} e^{-\frac{\beta_2}{2}} \end{pmatrix},
\]

and

\[
(B(\eta)D(\bar{\nu}, \theta_s))_R = \begin{pmatrix} F \cos \theta_s + e^{i\phi} n_L \sinh \frac{\eta}{2} \sin \theta_s & -e^{-i\phi} F \sin \theta_s + n_L \sinh \frac{\eta}{2} \cos \theta_s \\ n_R \sinh \frac{\eta}{2} \cos \theta_s + e^{i\phi} G \sin \theta_s & -e^{-i\phi} n_R \sinh \frac{\eta}{2} \sin \theta_s + G \cos \theta_s \end{pmatrix},
\]

\[
(B(\eta)D(\bar{\nu}, \theta_s))_L = \begin{pmatrix} G \cos \theta_s + e^{i\phi} n_L \sinh \frac{\eta}{2} \sin \theta_s & -e^{-i\phi} G \sin \theta_s - n_L \sinh \frac{\eta}{2} \cos \theta_s \\ -n_R \sinh \frac{\eta}{2} \cos \theta_s + e^{i\phi} F \sin \theta_s & e^{-i\phi} n_R \sinh \frac{\eta}{2} \sin \theta_s + F \cos \theta_s \end{pmatrix},
\]

with \(n_L = n_1 - i n_2, n_R = n_1 + i n_2, (n_1, n_2, n_3) = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta),\) and \(F \equiv \cosh \frac{\eta}{2} + n_3 \sinh \frac{\eta}{2}, G \equiv \cosh \frac{\eta}{2} - n_3 \sinh \frac{\eta}{2}.

Appendix C: \((0, \frac{1}{2}) \otimes (\frac{1}{2}, 0)\) helicity spinors for anti-particles

\[
\tilde{\psi}_H^{(1/2)}(P) = \begin{pmatrix} P_L \sqrt{\frac{\cos \delta - \sin \delta}{2P(P + P_\perp)}} \sqrt{P^\perp - P} \\ -P_L \sqrt{\frac{\sin \delta + \cos \delta}{2P(P + P_\perp)}} \sqrt{P^\perp + P} \end{pmatrix},
\]

\[
\tilde{\psi}_H^{(-1/2)}(P) = \begin{pmatrix} P_R \sqrt{\frac{\sin \delta + \cos \delta}{2P(P + P_\perp)}} \sqrt{P^\perp + P} \\ -P_R \sqrt{\frac{\cos \delta - \sin \delta}{2P(P + P_\perp)}} \sqrt{P^\perp - P} \end{pmatrix},
\]
The Dirac spinors \( u^{(1/2)} \) and \( u^{(-1/2)} \) in chiral representation are given by

\[
\begin{align*}
u_D^{(1/2)}(P) &= \frac{1}{\sqrt{2(E + M)}} \begin{pmatrix} E + P^3 + M \\ P^R \\ E - P^3 + M \\ -P^R \end{pmatrix}, \\
u_D^{(-1/2)}(P) &= \frac{1}{\sqrt{2(E + M)}} \begin{pmatrix} P^L \\ E + P^3 + M \\ -P^L \\ E + P^3 + M \end{pmatrix}.
\end{align*}
\]

(D1)

Appendix E: Generalized \((0, J) \oplus (J, 0)\) helicity spinors for arbitrary interpolation angle up to spin 2

Following the notations in Ref. [3], we will use \( A = \cos \delta \), \( B = -\sin \delta \) in the spinors listed below. We also define

\[
X = \frac{P^2 - \mathbb{P}}{\mathbb{C}} = \frac{P^2 - \sqrt{(P^2)^2 - M^2 \mathbb{C}}}{\mathbb{C}}
\]

for convenience.

Spin-1 helicity spinors for any interpolation angle in chiral representation:

\[
\begin{align*}
u_H^{(+)} &= \frac{1}{2\sqrt{M^2 \mathbb{P}^2}} \begin{pmatrix} (P_+ + \mathbb{P})(P^+ + \mathbb{P}) \\ (A - B) \\ \sqrt{2}P_R(P^+ + \mathbb{P}) \\ (A - B)(P_+ + \mathbb{P})X \\ \sqrt{2}P_R(P^+ - \mathbb{P}) \\ (A + B)(P_R)^2(P^+ - \mathbb{P}) \\ (P_+ + \mathbb{P}) \\ (A - B)(P_+ + \mathbb{P})X \\ \sqrt{2}P_R(P^+ - \mathbb{P}) \\ (A + B)(P_R)^2(P^+ - \mathbb{P}) \\ (P_+ + \mathbb{P}) \end{pmatrix}, \\
u_H^{(-)} &= \frac{1}{2\sqrt{M^2 \mathbb{P}^2}} \begin{pmatrix} (A + B)(P_L)^2(P^+ - \mathbb{P}) \\ (P_+ + \mathbb{P}) \\ \sqrt{2}P_L(P^+ - \mathbb{P}) \\ (A - B)(P_+ + \mathbb{P})X \\ \sqrt{2}P_L(P^+ + \mathbb{P}) \\ (P_+ + \mathbb{P})(P^+ + \mathbb{P}) \\ (A - B) \end{pmatrix}, \\
u_H^{(0)} &= \sqrt{\frac{M}{2\mathbb{P}^2}} \begin{pmatrix} -(A + B)P^L \\ \sqrt{2}P_+ \\ -(A + B)P_R \\ \sqrt{2}P_+ \\ (A + B)P_R \end{pmatrix}.
\end{align*}
\]

(E1)
Spin-$\frac{3}{2}$ helicity spinors for any interpolation angle in chiral representation:

$$u^{(3/2)}_H = \frac{N}{M} \left( \begin{array}{c} \frac{(P_\perp + P)(P^* + P)}{A - B} \\ \sqrt{3}(P_\perp + P)P_R(P^* + P)^{3/2} \\ \sqrt{3}(A - B)(P^R)^2(P^* + P)^{3/2} \\ \frac{(A - B)^{3/2}(P^R)^3(P^* + P)^{3/2}}{\sqrt{(P_\perp + P)^3}} \\ \frac{(A - B)(P_\perp + P)(X)^{3/2}}{(A - B)^2(P_\perp + P)} \\ \sqrt{3}(A - B)P_R(P^* - P)\sqrt{(P_\perp + P)X} \\ \sqrt{3}(A + B)(P^R)^2(P^* - P)^{3/2} \\ \frac{(A + B)^{3/2}(P^R)^3(P^* - P)^{3/2}}{(P_\perp + P)^3} \end{array} \right), \quad u^{(-3/2)}_H = \frac{N}{M} \left( \begin{array}{c} -\frac{(A + B)^{3/2}(P^L)^3(P^* - P)^{3/2}}{(P_\perp + P)^{3/2}} \\ \sqrt{3}(A + B)(P^L)^2(P^* - P)^{3/2} \\ \sqrt{3}(A - B)P^L(P^* - P)\sqrt{(P_\perp + P)X} \\ \frac{(A - B)(P^L)^3(P^* + P)^{3/2}}{(P_\perp + P)^{3/2}} \\ \sqrt{3}(A - B)^{3/2}P^R\sqrt{(P_\perp + P)X} \\ \frac{(A - B)^{3/2}(P^R)^3(P^* + P)^{3/2}}{(P_\perp + P)^3} \end{array} \right)$$

$$u^{(1/2)}_H = N \left( \begin{array}{c} \frac{\sqrt{3}(A + B)P^L\sqrt{(P_\perp + P)(P^* + P)}}{\sqrt{A - B}} \\ \frac{(3P_\perp - P)\sqrt{(P_\perp + P)(P^* + P)}}{\sqrt{A - B}} \\ \frac{(3P_\perp + P)P_R\sqrt{(A - B)(P^* + P)}}{\sqrt{P_\perp + P}} \\ \frac{\sqrt{3}(A - B)^{3/2}(P^R)^2\sqrt{P^* + P}}{\sqrt{P_\perp + P}} \\ \frac{-\sqrt{3}(A - B)^{3/2}P^L\sqrt{(P^* + P)X}}{(3P_\perp - P)\sqrt{(A - B)(P_\perp + P)X}} \\ \frac{(3P_\perp + P)\sqrt{(A - B)(P_\perp + P)X}}{(3P_\perp + P)\sqrt{(A - B)(P_\perp + P)X}} \\ \frac{(3P_\perp + P)P_R\sqrt{(A + B)(P^* - P)}}{\sqrt{P_\perp + P}} \\ \frac{\sqrt{3}(P^* - P)(A + B)^{3/2}(P^L)^2}{\sqrt{P_\perp + P}} \end{array} \right), \quad u^{(-1/2)}_H = N \left( \begin{array}{c} \frac{\sqrt{3}(P^* - P)(A + B)^{3/2}(P^L)^2}{\sqrt{P_\perp + P}} \\ \frac{\sqrt{3}(A + B)^{3/2}(P^L)^3(P^* - P)^{3/2}}{(P_\perp + P)^{3/2}} \\ \frac{\sqrt{3}(A - B)^{3/2}(P^L)^2\sqrt{P^* + P}}{(3P_\perp + P)\sqrt{(A - B)(P_\perp + P)X}} \\ \frac{(A - B)^{3/2}(P^L)^3(P^* + P)^{3/2}}{(3P_\perp + P)^{3/2}} \\ \frac{\sqrt{3}(A - B)^{3/2}P^R\sqrt{(P_\perp + P)X}}{(3P_\perp - P)\sqrt{(A - B)(P_\perp + P)(P^* + P)}} \\ \frac{(A - B)^{3/2}(P^R)^3(P^* + P)^{3/2}}{(3P_\perp - P)^{3/2}} \end{array} \right)$$

where $N = \frac{1}{2\sqrt{2P^3}}$. 
Spin-2 helicity spinors for any interpolation angle in chiral representation:

\[
\begin{aligned}
\mathbf{u}^{(2)}_H &= \frac{1}{4M^{3/2}p^2} \\
&= \frac{(p_\pm + \mathcal{P})^2(p_\mp + \mathcal{P})^2}{(A - B)^2} \\
&\quad - \frac{2P^R(p_\pm + \mathcal{P})(p_\mp + \mathcal{P})^2}{A - B} \\
&\quad + \frac{\sqrt{6}(P^R)^2(p_\mp + \mathcal{P})^2}{A - B} \\
&\quad + \frac{2(A - B)(P^R)^3(p_\mp + \mathcal{P})^2}{(p_\pm + \mathcal{P})^2} \\
&\quad - \frac{(A - B)^2(p_\pm + \mathcal{P})^2(p_\mp + \mathcal{P})^2}{P_\pm + \mathcal{P}} \\
&\quad - \frac{2\mathcal{P}p_\mp}{A - B} \\
&\quad + \frac{\mathcal{C}^2(2p_\pm + \mathcal{P})(P^R)^2\mathcal{X}}{(A - B)(p_\pm + \mathcal{P})} \\
&\quad - \frac{\mathcal{C}^3(P^R)^3\mathcal{X}}{(A - B)^2(p_\pm + \mathcal{P})} \\
&\quad - \frac{\mathcal{C}^3(P^R)^3\mathcal{X}}{(A - B)^2(p_\pm + \mathcal{P})}. \\
\end{aligned}
\]

\[
\mathbf{u}^{(-2)}_H &= \frac{1}{4M^{3/2}p^2} \\
&= \frac{(A + B)^2(p^L)^4(p_\mp + \mathcal{P})^2}{(p_\pm + \mathcal{P})^2} \\
&\quad - \frac{2(A + B)(p^L)^3(p_\mp + \mathcal{P})^2}{P_\pm + \mathcal{P}} \\
&\quad + \frac{\sqrt{6}(P^L)^2(p_\mp + \mathcal{P})^2}{P_\pm + \mathcal{P}} \\
&\quad + \frac{2\mathcal{P}p_\mp}{A - B} \\
&\quad - \frac{(A - B)^2(p_\pm + \mathcal{P})^2(p_\mp + \mathcal{P})^2}{A - B} \\
&\quad + \frac{\mathcal{C}^3(p^L)^3\mathcal{X}}{(A - B)^2(p_\pm + \mathcal{P})} \\
&\quad - \frac{\mathcal{C}^2(2p_\pm + \mathcal{P})(P^L)^2\mathcal{X}}{(A - B)(P_\pm + \mathcal{P})} \\
&\quad - \frac{\mathcal{C}^3(P^L)^3\mathcal{X}}{(A - B)^2(p_\pm + \mathcal{P})} \\
&\quad - \frac{\mathcal{C}^3(P^L)^3\mathcal{X}}{(A - B)^2(p_\pm + \mathcal{P})}. \\
\end{aligned}
\]
In the light-front limit ($\delta \to \pi/4$), $A - B \to \sqrt{2}$, $A + B \to 0$, $\chi \to M^2 / 2P^+$, and $P_+ = P^- = P \to P^+$, and one can verify that our spinors agree with the light-front spinors listed in Ref. [21]. To compare our results to those in that paper, one should note that our spinors are written in the chiral representation while those in Ref. [21] are in the standard representation. The standard representation (SR) and the chiral representation (CR) used in this paper are related by:

$$u_{SR} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} u = \begin{pmatrix} \chi_R \\ \chi_L \end{pmatrix},$$

(E4)

where $\chi_R$ and $\chi_L$ are each 3, 4 and 5 components long for spin 1, 3/2, and 2. In Ref. [21], the notations of $P_R = P^R$ and $P_L = P^L$ were used. One should also note that in our paper $P^+ = (P^0 + P^3) / \sqrt{2}$, and the spinors are all normalized so that $\bar{u}u = 2M$ while the spinors in Ref. [21] are normalized to $\bar{u}u = M^{2j}$ where $j = 1/2, 1, 3/2, 2$ is the total spin.

### Appendix F: Generalized Melosh transformation

For convenience, we write everything in terms of the angles $\theta_s$ and $\phi_s$ which are given by Eq. (41). For spin $i$, the generalized Melosh transformation matrix $\Omega(i)$ which connect the Dirac spinors with our generalized helicity spinors is

$$\Omega(i) = \begin{pmatrix} \omega(i) & 0 \\ 0 & \omega(i) \end{pmatrix}.$$

(F1)

For spin 1,

$$\omega(1) = \begin{pmatrix} \cos^2 \frac{\theta_s}{2} - \frac{e^{i\phi_s} \sin \theta_s}{\sqrt{2}} & \frac{e^{2i\phi_s} \sin^2 \frac{\theta_s}{2}}{2} \\ \frac{e^{-i\phi_s} \sin \theta_s}{\sqrt{2}} & \cos \frac{\theta_s}{2} - \frac{e^{i\phi_s} \sin \theta_s}{\sqrt{2}} \\ \frac{-e^{-2i\phi_s} \sin^2 \frac{\theta_s}{2}}{2} & \frac{e^{-i\phi_s} \sin \theta_s}{\sqrt{2}} & \cos^2 \frac{\theta_s}{2} \end{pmatrix}.$$

(F2)
For spin 3/2, 

$$\omega(\frac{3}{2}) = \begin{pmatrix} 
\cos^3 \frac{\theta_s}{2} - \frac{1}{4}\sqrt{3} e^{i\phi_s} \csc \frac{\theta_s}{2} \sin^2 \theta_s & \frac{1}{2} \sqrt{3} e^{2i\phi_s} \sin \frac{\theta_s}{2} \sin \theta_s & \frac{1}{2} \sqrt{3} e^{2i\phi_s} \sin \frac{\theta_s}{2} \sin \theta_s & -e^{3i\phi_s} \sin^3 \frac{\theta_s}{2} \\
\frac{1}{4} \sqrt{3} e^{-i\phi_s} \csc \frac{\theta_s}{2} \sin^2 \theta_s & \frac{1}{4} \left( \cos \frac{\theta_s}{2} + 3 \cos \frac{3\theta_s}{2} \right) & \frac{1}{4} e^{i\phi_s} \left( \sin \frac{\theta_s}{2} - 3 \sin \frac{3\theta_s}{2} \right) & \frac{1}{4} \sqrt{3} e^{2i\phi_s} \sin \frac{\theta_s}{2} \sin \theta_s \\
\frac{1}{2} \sqrt{3} e^{-2i\phi_s} \sin \theta_s & \frac{1}{2} e^{-i\phi_s} \left( \sin \frac{\theta_s}{2} - 3 \sin \frac{3\theta_s}{2} \right) & \frac{1}{4} \left( \cos \frac{\theta_s}{2} + 3 \cos \frac{3\theta_s}{2} \right) & -\frac{1}{4} \sqrt{3} e^{i\phi_s} \csc \frac{\theta_s}{2} \sin^2 \theta_s \\
e^{-3i\phi_s} \sin^3 \frac{\theta_s}{2} & \frac{1}{2} \sqrt{3} e^{-2i\phi_s} \sin \theta_s & \frac{1}{4} \sqrt{3} e^{-i\phi_s} \csc \frac{\theta_s}{2} \sin^2 \theta_s & \frac{1}{4} \sqrt{3} e^{2i\phi_s} \sin \frac{\theta_s}{2} \sin \theta_s & \cos^3 \frac{\theta_s}{2} 
\end{pmatrix}. \tag{F3}$$

For spin 2, $\omega(2)$ is defined via the five columns

$$\omega(2)_{\alpha,1} = \begin{pmatrix} 
\cos^4 \frac{\theta_s}{2} \\
2 e^{-i\phi_s} \sin \theta_s \csc \frac{\theta_s}{2} \cos^2 \frac{\theta_s}{2} \\
e^{-3i\phi_s} \sin \theta_s \csc \frac{\theta_s}{2} \sin \theta_s \\
e^{-4i\phi_s} \sin^4 \frac{\theta_s}{2} 
\end{pmatrix}, \quad \omega(2)_{\alpha,2} = \begin{pmatrix} 
-2 e^{i\phi_s} \sin \theta_s \cos^3 \frac{\theta_s}{2} \\
\frac{1}{2} \sqrt{3} e^{-i\phi_s} \sin \theta_s \cos \theta_s \\
e^{-2i\phi_s} \sin^2 \theta_s \cos \theta_s \\
e^{-3i\phi_s} \sin^2 \frac{\theta_s}{2} \sin \theta_s 
\end{pmatrix}, \quad \omega(2)_{\alpha,3} = \begin{pmatrix} 
\frac{1}{4} (3 \cos 2\theta_s + 1) \\
\frac{1}{4} \sqrt{3} e^{i\phi_s} \sin \theta_s \cos \theta_s \\
\frac{1}{2} \sqrt{3} e^{-2i\phi_s} \sin^2 \theta_s 
\end{pmatrix}, \quad \omega(2)_{\alpha,4} = \begin{pmatrix} 
-2 e^{i\phi_s} \sin \theta_s \cos^3 \frac{\theta_s}{2} \\
\frac{1}{2} \sqrt{3} e^{-i\phi_s} \sin \theta_s \cos \theta_s \\
e^{-2i\phi_s} \sin^2 \theta_s \cos \theta_s \\
e^{-3i\phi_s} \sin^2 \frac{\theta_s}{2} \sin \theta_s 
\end{pmatrix}, \quad \omega(2)_{\alpha,5} = \begin{pmatrix} 
\frac{1}{4} (3 \cos 2\theta_s + 1) \\
\frac{1}{4} \sqrt{3} e^{i\phi_s} \sin \theta_s \cos \theta_s \\
\frac{1}{2} \sqrt{3} e^{-2i\phi_s} \sin^2 \theta_s 
\end{pmatrix}. \tag{F5}$$

**Appendix G: Apparent Spin Orientation**

As explained in Sec. IIIA, we apply the light-front boost in the $x$ direction to a spin 4-vector and figure out the resulted "apparent" spin direction. With the boost and rotation generators written in the following 4-vector representation:

$$K_1 = \begin{pmatrix} 0 & i & 0 & 0 \\
i & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 
\end{pmatrix}, \quad K_2 = \begin{pmatrix} 0 & 0 & i & 0 \\
0 & 0 & 0 & 0 \\
i & 0 & 0 & 0 \\
0 & 0 & 0 & 0 
\end{pmatrix}, \quad K_3 = \begin{pmatrix} 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
i & 0 & 0 & 0 \\
i & 0 & 0 & 0 
\end{pmatrix}, \quad J_1 = \begin{pmatrix} 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 
\end{pmatrix}, \quad J_2 = \begin{pmatrix} 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 
\end{pmatrix}, \quad J_3 = \begin{pmatrix} 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 
\end{pmatrix}. \tag{G1}$$

and $\beta_3 = 0$, $\beta_1 = 0$ in Eq. (14), the $T_{12}$ transformation can be applied to the momentum 4-vector $P_0^\mu = (M, 0, 0, 0)$ and the spin 4-vector $S_0^\mu = (0, 0, 0, 1)$ defined in the rest frame. The resulted momentum 4-vector is $P^\mu = (M + M\beta_2^2/2, M\beta_1, 0, -M\beta_1^2/2)$, where $\beta_1 = P^z/M$ and the relation $P^z = -\frac{(P^x)^2}{2M}$ is satisfied [4]. The resulted spin 4-vector
is $S^\mu = (\beta_1^2/2, \beta_1, 0, 1 - \beta_1^2/2)$, or written in terms of the final momentum

$$S^\mu = \left( \frac{(P^z)^2}{2M^2}, \frac{P^x}{M}, 0, \frac{2M^2 - (P^z)^2}{2M^2} \right).$$

Therefore, after this transverse light-front boost, the momentum direction and the “apparent” spin direction are given by

$$\theta = -\arctan \left( \frac{2M}{P^x} \right), \quad \theta_a = \arccos \left( \frac{2M^2 - (P^x)^2}{\sqrt{4M^4 + (P^x)^4}} \right).$$

Finally, the “apparent” spin orientation angle $\theta_a$ as a function of the momentum direction $\theta$ is

$$\theta_a = \arccos \left( \frac{\tan^2 \theta - 2}{\sqrt{\tan^4 \theta + 4}} \right),$$

which is plotted as the magenta dot-dashed line in Fig. 5. From Eq. (G4), we note that $\theta_a \approx 0$ as $\theta = \pi/2$ and $\theta_a \approx \pi$ as $\theta = \pi$. This behavior can be seen in Fig. 5.

**Appendix H: Interpolated helicity scattering amplitudes**

In this Appendix, we plot the helicity amplitudes of two particle scattering, as given by Eq. (57), in terms of both the interpolation angle $\delta$ and the total momentum $P^z$. The same parameters in Sec. IV are used. All the 16 helicity amplitudes are shown in Fig. 11.

---

**Appendix I: Interpolated helicity annihilation amplitudes and probabilities**

For a annihilation process depicted in Fig. 12, the helicity-dependent amplitude $\mathcal{M}(\lambda_1, \lambda_2, \lambda_3, \lambda_4)$ is given by

$$\mathcal{g}(\lambda_2)(p_2)\gamma^\mu u^{(\lambda_3)}(p_1)u^{(\lambda_4)}(p_3)\gamma_\mu u^{(\lambda_3)}(p_4),$$

where $\lambda$ denotes the helicity of the particle. Again, we dropped the coupling constant factor $(-ie)^2$ and the Lorentz invariant part of the propagator $-1/q^2$, since they are irrelevant to our discussion.

The 4-momentum of these four particles in the center of mass frame are given by Eq. (58), with $m_1 = m_2 \equiv m_{\text{ini}}$, $m_3 = m_4 \equiv m_{\text{final}}$ and $\epsilon_1 = \epsilon_2 = \sqrt{m_{\text{ini}}^2 + P_{\text{ini}}^2} = \sqrt{m_{\text{final}}^2 + P_{\text{final}}^2} = \epsilon_3 = \epsilon_4 \equiv \epsilon$. The boosted 4-momentum for each particle is given by Eq. (59), with the center of mass energy $M = 2\epsilon$ and the total energy in the boosted frame $E = \sqrt{(P^z)^2 + M^2}$. Just as in the scattering case, we use these frame dependent helicity spinors to calculate the helicity amplitudes, as well as the probabilities which are given by the square of Eq. (I1). In our calculation, we choose $m_{\text{ini}} = 1$ GeV and $m_{\text{final}} = 1.5$ GeV, $\theta = \pi/3$ in the center of mass frame, and $M = 2\epsilon = 4$ GeV.

The annihilation amplitudes and probabilities for all 16 different spin configurations are plotted in terms of both the interpolation angle $\delta$ and the total momentum $P^z$ in Fig. 13 and Fig. 14. In the last row of Fig. 14, we also plot the probabilities of a certain helicity configuration going into all possible helicity configurations.

The boundaries lines and the J-curve are still described by Eq. (60) and Eq. (61), except here $\epsilon_1 = \epsilon_2 = \epsilon = 2$ GeV, $p = \sqrt{\epsilon_3 - m_{\text{ini}}^2}$, $M = 2\epsilon$, and $E = \sqrt{(P^z)^2 + 4\epsilon^2}$.
FIG. 11. Scattering Amplitudes (with the factor $-e^2/q^2$ dropped) for 16 different helicity configurations, where the masses of the two colliding particles are $m_1 = 1$ GeV and $m_2 = 1.5$ GeV, the center of mass momentum for each particle is $p = 2$ GeV and the scattering angle $\theta = \pi/3$. 
FIG. 13. (Color online) Fermion annihilation amplitudes (with the factor $-e^2/q^2$ dropped) for 16 different spin configurations with the center of mass energy $M = 4$ GeV and the annihilation angle $\theta = \pi/3$. The masses of the initial and final particles are $m_{\text{ini}} = 1$ GeV and $m_{\text{final}} = 1.5$ GeV.
FIG. 14. (Color online) Fermion annihilation probabilities (with the factor $e^4 / q^4$ dropped) for 16 different spin configurations with the center of mass energy $M = 4$ GeV and the annihilation angle $\theta = \pi / 3$. The masses of the initial and final particles are $m_{\text{init}} = 1$ GeV and $m_{\text{final}} = 1.5$ GeV. The 4 plots in the last row are each a summation of the 4 plots above, representing the probability of a certain helicity configuration going into all possible final helicity states.
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