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Abstract
Let \( G \) be a Carnot group. We study nonlocal diffusion equations in a domain \( \Omega \) of \( G \) of the form

\[
u_t^\varepsilon(x, t) = \frac{1}{t} \int_G \frac{1}{\varepsilon^2} K_\varepsilon(x, y)(u_t^\varepsilon(y, t) - u_t^\varepsilon(x, t)) \, dy, \quad x \in \Omega
\]

with \( u^\varepsilon = g(x, t) \) for \( x \notin \Omega \). For an appropriated rescaled kernel \( K_\varepsilon \), we apply the Taylor series development in Carnot groups in order to prove that the solutions \( u^\varepsilon \) uniformly approximate the solution of a certain local Dirichlet problem in \( \Omega \), when \( \varepsilon \to 0 \).
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1 Introduction

Diffusion processes have been modeled in the Euclidean space \( \mathbb{R}^n \) by the so-called nonlocal diffusion problems. Indeed, in [8] they consider the probabilist density function of a single population at the point \( x \) at time \( t \), namely \( u(x, t) \), and denote by \( J \) a symmetric function such that \( \int_{\mathbb{R}^n} J(x) \, dx = 1 \) which they use to model the evolution in the following sense: they have that \( J(x - y) \) is the probability distribution of jumping from location \( y \) to location \( x \); \( J * u(x, t) = \int_{\mathbb{R}^n} J(y - x)u(y, t) \, dy \) is the rate at which individuals are arriving to position \( x \) from all other places, and \( -u(x, t) = \int_{\mathbb{R}^n} J(x - y)u(x, t) \, dy \) is the rate at which they are leaving location \( x \) to travel to all other sites. Thus, they have that \( u \) satisfies a nonlocal evolution equation of the form

---
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The diffusion processes and this kind of models have been applied to very different contexts. For example in biology [4] and [13], image processing [12], particle systems [3], coagulation models [10], etc.

In the work [6] the authors prove that solutions of properly rescaled nonlocal Dirichlet problems of the Eq. (1.1) uniformly approximate the solution of the corresponding Dirichlet problem for the classical heat equation in $\mathbb{R}^n$. Also, some of these results have been generalized for kernels that are not convolution.

It is always interesting how this kind of problems translate to other settings. For example, in [17] the author considers a nonlocal diffusion problem on the Heisenberg group and analogous results to those obtained in the works [5] and [6]. In our work we will consider the following problems, originally set in $\mathbb{R}^n$, in the context of Carnot groups. This passage is not straightforward and needs to be handled carefully. Recall that both the Euclidean space and the Heisenberg group are examples of Carnot groups.

In the work [14] the authors prove that smooth solutions to the Dirichlet problem for the parabolic equation

$$u_t(x, t) = J * u(x, t) - u(x, t).$$

(1.1)

properly rescaled, where $\int_{\mathbb{R}^n} J(x) dx = 1$ and $u(x, t) = g(x, t)$ for $x \notin \Omega$.

The study of Carnot groups and PDE’s on them has been increasing in the last years, since the topology is similar to the Euclidean topology and the hypoelliptic equations are easily defined (see the fundamental work of Hörmander [11]). The study of regularity of the solutions is not trivial and constitutes an active topic of interest nowadays. There are examples of smooth domains where the problems with smooth initial data have solutions which are not smooth in certain points (see [1] and [2]).

A Carnot group is a simply connected and connected Lie group $G$, whose Lie algebra $\mathfrak{g}$ is stratified, this means that $\mathfrak{g}$ admits a vector space decomposition $\mathfrak{g} = V_1 \oplus \cdots \oplus V_m$. 
with grading \( |V_1, V_j| = V_{j+1} \), for \( j = 1, \ldots, m - 1 \), and has a family of dilations \( \{ \delta \} \) such that \( \delta X = e^t X \) if \( X \in V_j \).

Let be \( \{ X_1, \ldots, X_{n_i} \} \) a basis of \( V_1 \) and \( \{ X_{n_i+1}, \ldots, X_{n_i+n_2} \} \) a basis of \( V_2 \) and let \( \Omega \subset G \) be a bounded \( C^{2+\alpha} \), \( 0 < \alpha < 1 \), domain (that is, open and connected). The smoothness condition on \( \Omega \) means that the boundary is the graph of a \( C^{2+\alpha} \) function, its precise definition will be given in Sect. 2.2.1.

We consider the following second order local parabolic differential equation with Dirichlet boundary conditions

\[
\begin{cases}
    v_j(x, t) = \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} a_{ij}(x) X_i X_j v(x, t) + \sum_{i=1}^{n_1+n_2} b_i(x) X_i v(x, t), & x \in \Omega, t > 0, \\
    v(x, t) = g(x, t), & x \in \partial \Omega, t > 0, \\
    v(x, 0) = u_0(x), & x \in \Omega,
\end{cases}
\tag{1.2}
\]

where the coefficients \( a_{ij}(x), b_i(x) \) are smooth in \( \overline{\Omega} \) and \( (a_{ij}(x)) \) is a symmetric positive definite matrix, i.e., \( \sum_{ij} a_{ij}(x) \xi_i \xi_j \geq \nu |\xi|^2 \) for every real vector \( \xi = (\xi_1, \ldots, \xi_{n_1}) \neq 0 \) and for some \( \nu > 0 \). Also we have the following nonlocal rescaled Dirichlet problem

\[
\begin{cases}
    u^\epsilon(x, t) = K_\epsilon(u^\epsilon)(x, t), & x \in \Omega, t > 0, \\
    u^\epsilon(x, t) = g(x, t), & x \notin \Omega, t > 0, \\
    u^\epsilon(x, 0) = u_0(x), & x \in \Omega,
\end{cases}
\tag{1.3}
\]

where \( K_\epsilon \) is the nonlocal operator

\[
K_\epsilon u(x) = \int_\Omega K_\epsilon(x, y)(u(y) - u(x)) dy,
\]

defined by a rescaled \( K_\epsilon \) kernel of the form

\[
K_\epsilon(x, y) = \frac{c(x)}{e^{Q + \delta}} \hat{E}(x, y) \hat{L}(x, y),
\]

with the functions \( c, \hat{E} \) and \( \hat{L} \) suitable defined from the coefficients \( a_{ij} \) and \( b_i \) from the differential operator in (1.2). Also, \( \epsilon > 0 \) and \( Q \) is the homogeneous dimension of \( G \). For the full description of \( K_\epsilon \) we need more notation since we have to go back and forth from the Carnot group to its Lie algebra, hence we will postpone it until Sect. 3.2, that is, after we have set the notation.

By means of the nontrivial Taylor series development we will prove the next Theorem:

**Theorem 1.1** Assume that problem (1.2) has a solution \( v \) in \( C^{2+\alpha,1+\alpha}(\overline{\Omega} \times [0, T]) \). Let \( u^\epsilon \) be the solution of problem (1.3) where \( K_\epsilon \) is defined by formula (3.10), \( g \in C^{2+\alpha,1+\alpha}(\Omega^\epsilon \times [0, T]) \) and \( u_0 \in C^{2+\alpha}(\overline{\Omega}) \). Then there exists a positive constant \( c \) such that

\[
||u^\epsilon - v||_{L^{\infty}(\Omega^\epsilon \times [0, T])} \leq c \epsilon^\alpha.
\]

We also study the Fokker-Planck parabolic problem with Dirichlet condition.
\[
\begin{aligned}
v_t(x, t) &= \sum_{i=1}^{n_x} X_iX_i(a(\cdot)v(\cdot, t))(x), & x \in \Omega, & t > 0, \\
v(x, t) &= g(x, t), & x \in \partial \Omega, & t > 0, \\
v(x, 0) &= u_0(x), & x \in \Omega,
\end{aligned}
\] (1.4)

where the coefficient \( a \in C^\infty(G) \); and the nonlocal reescaled Dirichlet problem given by

\[
\begin{aligned}
u^\varepsilon_t(x, t) &= \mathcal{L}_c(u^\varepsilon)(x, t), & x \in \Omega, & t > 0, \\
u^\varepsilon(x, t) &= g(x, t), & x \notin \Omega, & t > 0, \\
u^\varepsilon(x, 0) &= u_0(x), & x \in \Omega,
\end{aligned}
\] (1.5)

where \( \mathcal{L}_c \) is defined as

\[
\mathcal{L}_c(u)(x) = \frac{2C(J)}{e^{\theta+2}} \int_{G} J(\delta_{y^{-1}}x)[a(y)u(y) - a(x)u(x)]dy,
\]

where all of its elements will be clear after we give the notation in the next section. We will also recall this definition in Sect. 3.3 for the benefit of the reader.

Again we apply the Taylor series development to prove the next Theorem:

**Theorem 1.2** Assume that problem (1.4) has a solution \( v \) in \( C^{2+\alpha, 1+\alpha}([\Omega \times [0, T]) \). Let \( u^\varepsilon \) be the solution of problem (1.5) where \( \mathcal{L}_c \) is defined by formula (3.13), \( g \in C^{2+\alpha, 1+\alpha}([\Omega^c \times [0, T]) \) and \( u_0 \in C^{2+\alpha}(\Omega) \). Then there exists a positive constant \( c \) such that

\[
||u^\varepsilon - v||_{L^\infty([\Omega \times [0, T])} \leq ce^{a}.
\]

The rest of the paper is organized as follows. In Sect. 2 we recall some definitions and results on Carnot groups and set the notation to be used later. In Sect. 3 we define and study the operators \( \mathcal{K}_c \) and \( \mathcal{L}_c \). In Sect. 4 we study the existence, uniqueness and other properties of the solutions of the problems (1.3) and (1.5). In Sect. 5 we prove the Main Theorems 1.1 and 1.2.

## 2 Preliminaries

### 2.1 Carnot groups

Let \( G \) be a Carnot group and let \( \mathfrak{g} = V_1 \oplus \cdots \oplus V_m \) denote its (stratified) Lie algebra, as stated in the introduction. The grading of the Lie algebra is closely related to the dilations. Indeed, we can choose a basis \( \beta = \{X_1, \ldots, X_n\} \) of \( \mathfrak{g} \) which is adapted to the grading as we describe as follows. For each \( r > 0 \) the dilation \( \delta_r \) is the automorphism defined by \( \delta_r = \text{Exp}(A \log r) \), where \( \text{Exp} \) denotes the matrix exponential function, and \( A \) is a diagonalizable linear transformation on \( \mathfrak{g} \) with positive eigenvalues \( 1 = \lambda_1 \leq \cdots \leq \lambda_n \).

We also have that...
\[ [A]_\beta = \begin{pmatrix} \lambda_1 & \ldots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \ldots & \lambda_n \end{pmatrix}, \quad \text{and} \quad [\delta_r]_\beta = \begin{pmatrix} r^{\lambda_1} & \ldots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \ldots & r^{\lambda_n} \end{pmatrix}. \]

and moreover,

- the set of eigenvalues of \( A \) is \( \lambda = \{1, 2, \ldots, m\} \),
- the set of eigenvalues for each \( \delta_r \), \( r > 0 \), is \( \{r^1, \ldots, r^m\} \),
- if \( \dim(V_k) = n_k \) for \( 1 \leq k \leq m \), then \( n = n_1 + \cdots + n_m \), and
  - \( \beta_1 = \{X_1, \ldots, X_{n_1}\} \) is a basis of \( V_1 \) of eigenvectors associated to the eigenvalue \( \lambda = 1 \),
  - \( \beta_2 = \{X_{n_1+1}, \ldots, X_{n_1+n_2}\} \) is a basis of \( V_2 \) of eigenvectors associated to the eigenvalue \( \lambda = 2 \),
  - \( \ldots \)
  - \( \beta_m = \{X_{n_1+\cdots+n_{m-1}+1}, \ldots, X_n\} \) is a basis of \( V_m \) of eigenvectors associated to the eigenvalue \( \lambda = m \).
- the homogeneous dimension is \( Q = \text{trace}(A) = \sum_{k=1}^{m} kn_k \).

Since \( g \) is nilpotent, we can identify \( \mathbb{R}^n \) with the group \( G \) via the exponential map: let \( \varphi : \mathbb{R}^n \to G \) be such that every \( (x_1, \ldots, x_n) \in \mathbb{R}^n \) is identified with \( \varphi(t_1, \ldots, t_n) = \exp(t_1X_1 + \cdots + t_nX_n) \); thus \( \varphi^{-1} \) defines a global chart on the Carnot group \( G \). Also, we may resort at some point to the identification \( \varphi = (\phi_1, \ldots, \phi_n) : g \to \mathbb{R}^n \) such that if \( X = t_1X_1 + \cdots + t_nX_n \in g \), then \( \phi(X) = (t_1, \ldots, t_n) \), and \( \phi_j(X) = t_j \). Observe that if \( x \in G \), \( \phi_j(\exp^{-1}(x)) = \pi_j(\varphi^{-1}(x)) \), where \( \pi_j : \mathbb{R}^n \to \mathbb{R} \) denotes the projection.

The Lebesgue measure on \( g \) induces a biinvariant Haar measure on \( G \), and we fix the normalization of Haar measure on \( G \) by requiring that the measure of the unitary ball to be 1. We shall denote with \( |E| \) the measure of a measurable set \( E \) and with \( \int f = \int fd\mu \) the integral of a function \( f \) with respect to this measure. Hence, \( |\delta_r(E)| = r^Q |E| \) and \( d(rx) = r^Q dx \). In particular, \( |B(r, s)| = r^Q \) for all \( r > 0 \) and \( x \in G \).

We will also use the following multiindex notation: if \( I = (i_1, \ldots, i_n) \in \mathbb{N}_0^n \), we set \( x^I = X_1^{i_1}X_2^{i_2} \cdots X_n^{i_n} \). The operators \( X^I \) form a basis for the algebra of left invariant differential operators on \( G \), by the Poincaré-Birkhoff-Witt Theorem. The order of the differential operators \( X^I \) is \( |I| = i_1 + i_2 + \cdots + i_n \) and its homogeneous degree is \( d(I) = \lambda_1 i_1 + \lambda_2 i_2 + \cdots + \lambda_n i_n \). The additive subgroup of \( \mathbb{R} \) generated by \( 0, \lambda_1, \ldots, \lambda_n \) is \( \triangle \). Observe that \( \triangle = \{d(I) : I \in \mathbb{N}_0^n \} \supset \mathbb{N} \) (since \( \lambda_1 = 1 \), which is no other than \( \triangle = \mathbb{N} \). Finally, \( X \in g \) is homogeneous of degree \( k \) if and only if \( X \in V_k \). Let us now define \( J = \sum_{j=1}^{m} X_j^2 \), thus \( -J \) is a left invariant second order differential operator which is homogeneous of degree 2 called the subLaplacian of \( G \) (relative to the stratification and the basis). Its role on \( G \) is analogous to (minus) the ordinary Laplacian in \( \mathbb{R}^n \).

### 2.2 Taylor polynomials in homogeneous Lie groups

Now we are going to recall some concepts and notations on the definition of Taylor polynomials for homogeneous Lie groups from [9]. We say that a function \( P \) on \( G \) is a polynomial if \( P \circ \exp \) is a polynomial on \( g \). Let \( \{\xi_1, \ldots, \xi_n\} \) be the basis for the linear forms on \( g \) dual to the basis \( \{X_1, \ldots, X_n\} \) on \( g \). Let us consider \( \eta_1, \ldots, \eta_n \) are polynomials on \( G \) which form a global coordinate system on \( G \), and generate the algebra of polynomials on \( G \). Thus, every polynomial on \( G \) can be written uniquely as \( P = \sum a_j \eta_j^q \), for
If \( \eta^j \) is homogeneous of degree \( d(I) \), the set of possible degrees of homogeneity for polynomials is the set \( \triangle \). We call the degree of a polynomial \( \max \{ |I| : a_I \neq 0 \} \) the isotropic degree, and its homogeneous degree is \( \max \{ d(I) : a_I \neq 0 \} \). For each \( N \in \mathbb{N} \) we define the space \( \mathcal{P}^N \) of polynomials of isotropic degree \( \leq N \), and for each \( j \in \triangle \) we define the space \( \mathcal{P}_j \) of polynomials of homogeneous degree \( \leq j \). It follows that \( \mathcal{P}_N \subset \mathcal{P}^N \subset \mathcal{P}_{2N} \). The space \( \mathcal{P}_j \) is invariant under left and right translations (see Proposition 1.25 of [9]), but the space \( \mathcal{P}^N \) is not (unless \( N = 0 \) or \( G \) is abelian). For a function \( f \) whose derivatives \( X^l f \) are continuous functions on a neighbourhood of a point \( x \in G \), and for \( j \in \triangle \) such that \( d(I) \leq j \) we define the left Taylor polynomial of \( f \) at \( x \) of homogeneous degree \( j \) to be the unique polynomial \( P \in \mathcal{P}_j \) such that

\[
X^j P(e) = X^j f(x).
\]

Here, we have that \( X^j f(x) = \frac{\partial^{d(I)}}{\partial^1 t_1 \cdots \partial^N t_N} f \left( x \exp \sum_{j=1}^n t_j X_j \right) \bigg|_{t_1 = \cdots = t_N = 0} \). From now on we are going to consider every Taylor polynomial as a left Taylor polynomial, hence we will drop the word left.

We will be using the Taylor polynomial of a function \( f \) at a point \( x \in G \) of homogeneous degree 2, hence we will explicitly show its form with the notation we have presented. Let us call it \( P = P_{x,G} = \sum_{I \in \mathbb{N}^n : d(I) \leq 2} a_I \eta^I \). If the multiindex \( I \in \mathbb{N}^n \) has homogeneous degree \( d(I) = 0 \), \( I = \emptyset \). If \( d(I) = 1 \) then \( I = \bar{e}_j \) for \( 1 \leq j \leq n_1 \) (where \( \bar{e}_j \) denotes the canonical unitary vectors of \( \mathbb{R}^n \), whose \( i \)-component is defined as \( \delta_{ij} \)), and if \( d(I) = 2 \) then either \( I = \bar{e}_i + \bar{e}_j \) for \( 1 \leq i, j \leq n_1 \) or \( I = \bar{e}_j \) for \( n_1 + 1 \leq j \leq n_1 + n_2 \). Hence, for \( y \in G \),

\[
P(y) = a_0 + \sum_{j=1}^{n_1+n_2} a_{\bar{e}_j} \eta^{\bar{e}_j}(y) + \sum_{i,j=1}^{n_1} a_{\bar{e}_i+\bar{e}_j} \eta^{\bar{e}_i+\bar{e}_j}(y).
\]

In order to explicitly state the coefficients we perform some straightforward computations, namely:

- If \( I = \emptyset \) then since \( X^0 P(e) = X^0 f(x) \) we have that \( a_0 = f(x) \).
- Let us consider \( I = \bar{e}_j \) for \( 1 \leq j \leq n_1 + n_2 \). Then for \( y = \exp \sum_{i=1}^n t_i X_i \) we have that \( \eta_{\bar{e}_j}(y) = (\xi_j \circ \exp^{-1})(y) = t_j = (\pi_j \circ \varphi^{-1})(y) \). Since \( X^j P(e) = X^j f(x) \) it follows that \( a_{\bar{e}_j} = X^j f(x) \).
- Similarly, if we consider \( I = \bar{e}_i + \bar{e}_j \) for \( 1 \leq i, j \leq n_1 \) we have that \( \eta^{\bar{e}_i+\bar{e}_j}(y) = t_i t_j = (\pi_i \circ \varphi^{-1})(y)(\pi_j \circ \varphi^{-1})(y) \). And from the equality \( X^{\bar{e}_i+\bar{e}_j} P(e) = X^{\bar{e}_i+\bar{e}_j} f(x) \) it follows that \( a_{\bar{e}_i+\bar{e}_j} + a_{\bar{e}_i+\bar{e}_j} = X^j X^j f(x) \).

We are now able to present the Taylor polynomial \( P \) in a more familiar form:

\[
P(y) = f(x) + \sum_{j=1}^{n_1+n_2} (\pi_j \circ \varphi^{-1})(y) X^j f(x) + \frac{1}{2} \sum_{i,j=1}^{n_1} (\pi_i \circ \varphi^{-1})(y)(\pi_j \circ \varphi^{-1})(y) X^j X^j f(x).
\]

And if we are considering coordinates,

\[
P \left( \exp \left( \sum_{i=1}^n t_i X_i \right) \right) = f(x) + \sum_{j=1}^{n_1+n_2} t_j X^j f(x) + \frac{1}{2} \sum_{i,j=1}^{n_1} t_i t_j X^j X^j f(x). \tag{2.1}
\]
2.2.1 Stratified Taylor inequality

Throughout this section we will consider a fixed stratified group $G$ with the notation described previously. We will regard the elements of the basis of $\mathfrak{g}$ adapted to the gradation as left invariant differential operators on $G$.

Since $V_i$ generates $\mathfrak{g}$ as a Lie algebra, we have that $\exp(V_i)$ generates $G$. More precisely:

**Lemma 2.1** (Lemma 1.40 of [9]) If $G$ is stratified there exist $C > 0$ and $N \in \mathbb{N}$ such that any $x \in G$ can be expressed as $x = x_1 \ldots x_N$ with $x_j \in \exp(V_i)$ and $|x_j| \leq C|x|$, for all $j$.

For $k \in \mathbb{N}$ we define $C^k(G)$ to be the space of continuous functions $f$ on $G$ whose derivatives $X^I f$ are continuous functions on $G$ for $d(I) \leq k$. Also, for $0 < \alpha < 1$ we define the space $C^{k+\alpha}(G)$ as the function $f$ in $C^k(G)$ where

$$\sup_{x,y \in G, d(I) = k} |X^I f(xy) - X^I f(x)| < C|y|^{\alpha},$$

with $C$ independent of $x$ and $y$.

Let us also define the space $C^k(\Omega)$ of those functions $f$ defined on $\Omega$ such that $Df$ is continuous for every differential operator $D$ of homogeneous degree less or equal to $k$.

Another important consequence of the fact that $V_i$ generates $\mathfrak{g}$ is that the set of left invariant differential operators which are homogeneous of degree $k$ (which is the linear span of $\{X^I : d(I) = k\}$) is precisely the linear span of the operators $X_{i_1} \ldots X_{i_k}$ with $1 \leq i_j \leq n_i$ for $j = 1, \ldots, k$. We thus have the following results:

**Theorem 2.2** (Theorem 1.41, Stratified Mean Value Theorem, [9])

Suppose $G$ is stratified. There exist $C > 0$ and $b > 0$ such that for all $f \in C^1$ and all $x, y \in G$,

$$|f(xy) - f(x)| \leq C|y| \sup_{|z| \leq b|y|, 1 \leq k \leq n_1} |X_k f(xz)|.$$

**Theorem 2.3** (Theorem 1.42, Stratified Taylor Inequality, of [9])

Suppose $G$ is stratified. For each positive integer $k$ there is a constant $C_k$ such that for all $f \in C^k$ and all $x, y \in G$,

$$|f(xy) - P_x(y)| \leq C_k|y|^k \eta(x, b^k|y|),$$

where $P_x$ is the Taylor polynomial of $f$ at $x$ of homogeneous degree $k$, $b$ is as in the Stratified Mean Value Theorem, and for $r > 0$,

$$\eta(x, r) = \sup_{|z| \leq r, d(I) = k} |X^I f(xz) - X^I f(x)|.$$

For a function $f \in C^k(\Omega)$ and $x \in \Omega$ let $P = P_{f,x,k}$ denote the Taylor polynomial of $f$ at $x$ of homogeneous degree $k$. By Theorem 2.3 we have that for $\epsilon > 0$,

$$\frac{1}{\epsilon^k} |f(x + \epsilon \delta_x y) - P(y)| \leq C_{\epsilon,k}|\delta_x y|^k \eta(x, b^k|\delta_x y|) = c_{\epsilon,k}|y|^k \eta(x, b^k|\delta_x y|), \quad (2.2)$$

Springer
which goes to 0 as $\epsilon$ does.

Hence, if $f$ in $C^{2+\alpha}(G)$, with $0 < \alpha < 1$ we have the following Taylor expansion of $f$ at $x$ of homogeneous degree $k = 2$: for

$$
f\left(x\exp\left(\sum_{i=1}^{n} t_i X_i\right)\right) = f(x) + \sum_{j=1}^{n_1+n_2} t_j X_j f(x) + \frac{1}{2} \sum_{i,j=1}^{n} t_i t_j X_i X_j f(x) + o(|t_1 X_1 + \cdots + t_n X_n|^2),
$$

in the sense that

$$
\lim_{\epsilon \to 0} \frac{o(|\delta_\epsilon(t_1 X_1 + \cdots + t_n X_n)|^2)}{\epsilon^2} = 0.
$$

Indeed, by (2.1), (2.2) and the fact that $f \in C^{2+\alpha}(G)$, we get

$$
\left| \frac{o(|\delta_\epsilon(t_1 X_1 + \cdots + t_n X_n)|^2)}{\epsilon^2} \right| \\
\leq c \exp(t_1 X_1 + \cdots + t_n X_n)^2 |\eta(x, b^2| \exp(\delta_\epsilon(t_1 X_1 + \cdots + t_n X_n))|) \\
= c |\exp(t_1 X_1 + \cdots + t_n X_n)|^2 \sup_{|z| \leq b^2} |X^i f(x) - X^i f(x)| \\
\leq c |\exp(t_1 X_1 + \cdots + t_n X_n)|^2 b^2 \exp(\delta_\epsilon(t_1 X_1 + \cdots + t_n X_n))|^\alpha \\
= c b^2 |\exp(t_1 X_1 + \cdots + t_n X_n)|^{2+\alpha} e^\alpha.
$$

Before we move forward, let us remark that throughout the work we will denote with $c$ a positive constant that may vary from line to line.

### 3 Some nonlocal diffusion problems

Throughout this section we let $G$ be a Carnot group with Lie algebra $\mathfrak{g}$ and let $\Omega$ be an open, bounded and connected subset of $G$. The aim of this section is to properly define the operators $\mathcal{K}_\epsilon$ and $\mathcal{L}_\epsilon$ from the introduction. In order to understand the techniques involved, we will first work with an evolution operator of a much simpler form (namely the operator given in (1.1)), in the context of the Carnot group $G$. We will see that the solutions to the nonlocal Dirichlet rescaled problems uniformly approximate the solution of the classical heat equation with Dirichlet conditions.

Let us consider a positive and radial function $J \in L^1(G)$ with compact support $F$, normalized such that $\int_G J dx = 1$, whence for $i = 1, \ldots, n$

$$
\int_{\mathbb{R}^n} J(\exp(t_1 X_1 + \cdots + t_n X_n)) t_1 dt_1 \cdots dt_n = 0;
$$

and also

$$
\sum_{i} t_i X_i f(x) + o(|t_1 X_1 + \cdots + t_n X_n|^2),
$$
for a constant \( C(J) > 0 \), \( i = 1, \ldots, n \). From both properties it follows that for \( i, j = 1, \ldots, n \),
\[
\int_{\mathbb{R}^n} J(\exp(t_1 X_1 + \cdots + t_n X_n))t_i^2 dt_1 \cdots dt_n = C(J),
\]
(3.2)

for each \( \epsilon > 0 \) we define the rescaled operator
\[
\mathcal{E}_\epsilon u(x) = \frac{1}{\epsilon^2} [(u \ast J_\epsilon)(x) - u(x)],
\]
(3.6)

we have that
\[
\mathcal{E}_\epsilon u(x) = \frac{1}{\epsilon^2} \left[ (u \ast J_\epsilon)(x) - u(x) \right] = \frac{1}{\epsilon^2} \int_G u(xy^{-1})J_\epsilon(y)dy - u(x)
\]
(3.7)

\[= \frac{1}{\epsilon^2} \int_G u(xy^{-1}) \frac{1}{\epsilon Q} J_{\delta_{\epsilon} y} dy - u(x)\]
\[= \frac{1}{\epsilon^2} \int_G u(x(\delta_{\epsilon}(y))^{-1}) \frac{1}{\epsilon Q} J(y)dy - \int_G J(y)u(x)dy\]
\[= \frac{1}{\epsilon^2} \int_G \left[ u(x(\delta_{\epsilon}(y)^{-1})) - u(x) \right] J(y)dy.\]

\[E\]

\[u(x) = \int_G K_\epsilon(x, y)(u(y) - u(x))dy,\]
for \( G = \mathbb{R}^n \), where the kernel \( K_\epsilon(x, y) \) is a positive function with compact support in \( \Omega \times \Omega \) for \( \Omega \subset G \) a bounded domain such that \( 0 < \sup_{y \in \Omega} K_\epsilon(x, y) = c_\epsilon(x) \in L^\infty(\Omega)\).
Following the ideas of Molino and Rossi, let us consider:

- A function $J$ as defined in the beginning of the section.
- A $n_1 \times n_1$ symmetric and positive definite matrix $\tilde{A}(x) = (a_{ij}(x))$, where the coefficients are smooth in $\bar{\Omega}$ with $\tilde{A}(x) = \tilde{L}(x)\tilde{L}'(x)$ its Cholesky factorization, with $\tilde{L}(x) = (l_{ij}(x))$ and $\tilde{L}^{-1}(x) = (l_{ij}^{-1}(x))$. Also, let $A(x)$ be the $n \times n$ matrix defined by blocks as follows:

$$A(x) = \begin{pmatrix} A(x) & 0 \\ 0 & 1 \\ 0 & \ddots \\ 0 & 1 \end{pmatrix}.$$ 

That is, $A(x)$ is the matrix $\tilde{A}(x)$ extended by the identity to size $n \times n$, and let $L(x)$ and $L'(x)$ be similarly defined.

- A $n_1 \times n_1$ symmetric and positive definite matrix $\tilde{A}(x) = (a_{ij}(x))$, where the coefficients are smooth in $\bar{\Omega}$ with $\tilde{A}(x) = \tilde{L}(x)\tilde{L}'(x)$ its Cholesky factorization, with $\tilde{L}(x) = (l_{ij}(x))$ and $\tilde{L}^{-1}(x) = (l_{ij}^{-1}(x))$. Also, let $A(x)$ be the $n \times n$ matrix defined by blocks as follows:

$$A(x) = \begin{pmatrix} A(x) & 0 \\ 0 & 1 \\ 0 & \ddots \\ 0 & 1 \end{pmatrix}.$$ 

That is, $A(x)$ is the matrix $\tilde{A}(x)$ extended by the identity to size $n \times n$, and let $L(x)$ and $L'(x)$ be similarly defined.

- A $n \times n$ diagonal matrix $W(x) = \text{diag}(\tilde{b}_1(x), \ldots, \tilde{b}_n(x))$ where $\tilde{b}_i(x) = b_i(x)$ if $1 \leq i \leq n_1$, $\tilde{b}_i(x) = \frac{b_i(x)}{c^2}$ if $n_1 < i \leq n_1 + n_2$ and $\tilde{b}_i(x) = 1$ if $n_1 + n_2 < i \leq n$.
- A function $a : G \rightarrow \mathbb{R}$ defined by $a(x) = \sum_{i=1}^n \phi_i(x)\exp^{-1}(x^{-1}) + M$, where $M > 0$ is large enough to ensure $a(x) \geq \beta > 0$ for $x$ belonging to an appropriate set $F'$ defined as

$$F' = \{ x \in G : x = y \exp \delta x L(y) \exp^{-1}(x^{-1}), \forall y \in \Omega, \forall z \in F \},$$

where $F$ is the support of $J$.

Thus, we will work with the scaled kernels defined for each $c > 0$ by

$$K_c(x, y) = \frac{c(x)}{c^{\frac{n+2}{2}}} a((\exp(E(x)\exp^{-1}(y^{-1}x)))^{-1}) \times J(\exp(L^{-1}(x)\exp^{-1}(\delta^{-1}y^{-1}x))),$$

where for $x \in G$, $c(x) = \frac{2}{c(J)^{\frac{n+2}{2}}}$ and $E(x) = \frac{M}{2} W(x) A(x)^{-1}$. Let us remark that we understand the action of a $n \times n$ matrix $M$ on $q$ via the identification $\phi$ with $\mathbb{R}^n$ (with respect to the basis $\beta$) as follows: if $M = (m_{ij})$ and $X = \sum x_i X_i \in \mathfrak{g}$,

$$M X = \sum_{i=1}^n \left( \sum_{k=1}^n m_{ik} x_k \right) X_i.$$ 

Also, since the matrix $A(x)$, $L(x)$ and $W(x)$ are defined by blocks (with corresponding blocks of the same size), and the matrix which defines $\delta_c$ is also defined by blocks (again, of the same corresponding sizes) as a constant times the identity on each block, we have that $\delta_c$ commutes with all of them.
Hence, for these rescaled kernels we will study the integral operators

\[ K_\epsilon u(x) = \frac{c(x)}{e^{Q+2}} \int_G a((\exp(E(x) \exp^{-1}(y^{-1}x)))^{-1}) \times J(\exp(L^{-1}(x) \exp^{-1}(\delta_{x^{-1}}y^{-1}x))(u(y) - u(x))dy. \]

(3.10)

More precisely, we will prove that \( K_\epsilon u \) approximates \( Kv \) where \( K \) is the second order operator defined by

\[ K(v)(x) = \sum_{i,j=1}^{n_1} a_{ij}(x)X_iX_jv(x) + \sum_{i=1}^{n_1+n_2} b_i(x)X_iv(x). \]

(3.11)

### 3.3 A reaction-diffusion equation

In [15] the authors work in the same spirit as Molino and Rossi to approximate the solutions of the Fokker-Planck equation by solutions of operators defined by reescaled kernels which in our present context assume the form, respectively:

\[ L(v)(x) = \sum_{i=1}^n X_i(a(x)v(x)), \]

(3.12)

\[ L_\epsilon(u)(x) = \frac{2C(J)}{e^{Q+2}} \int_G J(\delta_{x^{-1}}y^{-1}x)[a(y)u(y) - a(x)u(x)]dy, \]

(3.13)

with the coefficient \( a \in C^\infty(G) \).

### 4 Existence and uniqueness of solutions

We shall now derive the existence and uniqueness of solutions of

\[
\begin{align*}
  u^\epsilon_t(x,t) &= \int_G K_\epsilon(x,y)(u(y,t) - u(x,t))dy \quad \text{for} \quad (x,t) \in \Omega \times [0,T], \\
  u^\epsilon(x,t) &= g(x,t) \quad \text{for} \quad x \notin \Omega, t \in [0,T], \\
  u^\epsilon(x,0) &= u_0(x) \quad \text{for} \quad x \in \Omega,
\end{align*}
\]

(4.1)

which is a consequence of Banach’s fixed point theorem. The main arguments are basically the same of [5] or [6], but we write them here to make the paper self-contained. Let us also remark that the analogous results for operator \( L_\epsilon \) holds and the proofs are completely similar.

Recall the definition of the set \( F' \) (3.8).

**Theorem 4.1** Let \( u_0 \in L^1(\Omega) \) and let \( J \) and \( K_\epsilon \) defined as in Sect. 3.2, with \( K_\epsilon(x,y) \leq C_\epsilon(x) \in L^\infty(\Omega) \) for \( (x,y) \in \Omega \times F' \). Then there exists a unique solution \( u \) of problem (4.1) such that \( u \in C([0,\infty), L^1(\Omega)) \).
\textbf{Proof} We will use the Banach's Fixed Point Theorem. For \( t_0 > 0 \) let us consider the Banach space

\[ X_{t_0} := \{ w \in C([0, t_0]; L^1(\Omega)) \}, \]

with the norm

\[ \|\|w\|\| := \max_{0 \leq t \leq t_0} \|w(\cdot, t)\|_{L^1(\Omega)}. \]

Our aim is to obtain the solution of (4.1) as a fixed point of the operator \( \mathcal{F} : X_{t_0} \rightarrow X_{t_0} \) defined by

\[ \mathcal{F}(w)(x, t) := \begin{cases} w_0(x) + \int_0^t \int_G K_e(x, y)(w(y, r) - w(x, r)) \, dy \, dr & \text{if } x \in \Omega, \\ g(x, t) & \text{if } x \notin \Omega, \end{cases} \]

where \( w_0(x) = w(x, 0) \).

Let \( w, v \in X_{t_0} \). Then there exists a constant \( C \) depending on \( K_e \) and \( \Omega \) such that

\[ \|\|\mathcal{F}(w) - \mathcal{F}(v)\|\| \leq C t_0 \|\|w - v\|\| + \|w_0 - v_0\|_{L^1(\Omega)}. \quad (4.2) \]

Indeed, since if \( x \notin \Omega \) then \( (w - v)(x, t) = 0 \), it follows that

\[
\int_{\Omega} \left| \mathcal{F}(w) - \mathcal{F}(v) \right|(x, t) \, dx \
\leq \int_{\Omega} |w_0 - v_0|(x) \, dx \\
+ \int_{\Omega} \left| \int_0^t \int_G K_e(x, y)((w - v)(y, r) - (w - v)(x, r)) \, dy \, dr \right| \, dx \\
\leq \|w_0 - v_0\|_{L^1(\Omega)} + t \|C_e(x)\|_{L^\infty(\Omega)} \|\|w - v\|\|. 
\]

Taking the maximum in \( t \) (4.2) follows.

Now, taking \( v_0 := v \equiv 0 \) in (4.2) we get that \( \mathcal{F}(w) \in C([0, t_0]; L^1(\Omega)) \) and this says that \( \mathcal{F} \) maps \( X_{t_0} \) into \( X_{t_0} \).

Finally, we will consider \( X_{t_0,t_0} = \{ u \in X_{t_0} : u(x, 0) = u_0(x) \} \). \( \mathcal{F} \) maps \( X_{t_0,t_0} \) into \( X_{t_0,t_0} \) and taking \( t_0 \) such that \( 2 \|C_e(x)\|_{L^\infty(\Omega)} |\Omega| t_0 < 1 \),

we can apply the Banach's fixed point theorem in the interval \([0, t_0]\) because \( \mathcal{F} \) is a strict contraction in \( X_{t_0,t_0} \). From this we get the existence and uniqueness of the solution in \([0, t_0]\). To extend the solution to \([0, \infty)\) we may take as initial data \( u(x, t_0) \in L^1(\Omega) \) and obtain a solution up to \([0, 2t_0]\). Iterating this procedure we get a solution defined in \([0, \infty)\). \( \square \)

In order to prove a comparison principle of the problem given in (4.1) we need to introduce the definition of sub and super solutions.

\textbf{Definition 4.2} A function \( u \in C([0, T]; L^1(\Omega)) \) is a supersolution of (4.1) if

\[
\begin{cases}
  u_r(x, t) \geq \int_G K_e(x, y)(u(y, t) - u(x, t)) \, dy, & \text{for } x \in \Omega \text{ and } t > 0, \\
  u_r(x, t) \geq g(x, t), & \text{for } x \notin \Omega \text{ and } t > 0, \\
  u(x, 0) \geq u_0(x), & \text{for } x \in \Omega.
\end{cases} \quad (4.3)
\]

As usual, subsolutions are defined analogously by reversing the inequalities.
Lemma 4.3 Let \( u_0 \in C(\overline{\Omega}) \), \( u_0 \geq 0 \), and let \( u \in C(\overline{\Omega} \times [0, T]) \) be a supersolution of (4.1) with \( g \geq 0 \). Then, \( u \geq 0 \).

**Proof** Assume to the contrary that \( u(x, t) \) is negative in some point. Let \( v(x, t) = u(x, t) + \gamma t \) with \( \gamma > 0 \) small such that \( v \) is still negative somewhere. Then, if \((x_0, t_0)\) is a point where \( v \) attains its negative minimum, there it holds that \( t_0 > 0 \) and

\[
v_t(x_0, t_0) = u_t(x_0, t_0) + \gamma > \int_G K_\varepsilon(x_0, y)(u(y, t_0) - u(x_0, t_0)) dy
= \int_G K_\varepsilon(x_0, y)(v(y, t_0) - v(x_0, t_0)) dy \geq 0.
\]

This contradicts that \((x_0, t_0)\) is a minimum of \( v \). Thus, \( u \geq 0 \). \( \square \)

Let \( f(x, t) \) a function in \( G \times (0, \infty) \), we consider next problem

\[
\begin{align*}
  u^c(x, t) &= \int_G K_\varepsilon(x, y)(u(y, t) - u(x, t)) dy + f(x, t) \quad \text{for } \ (x, t) \in \Omega \times [0, T], \\
  u^c(x, t) &= g(x, t) \quad \text{for } \ x \notin \Omega, \ t \in [0, T], \quad (4.4) \\
  u^c(x, 0) &= u_0(x) \quad \text{for } x \in \Omega,
\end{align*}
\]

**Corollary 4.4** Let \( K_\varepsilon \in L^\infty(G) \). Let \( u_0 \) and \( v_0 \) in \( L^1(\Omega) \) with \( u_0 \geq v_0 \) and let the functions \( g, h \in L^\infty((0, T); L^1(G \setminus \Omega)) \) with \( g \geq h \). Let \( u \) be a solution of (4.4) with \( u(x, 0) = u_0(x) \) and Dirichlet datum \( g \), and let \( v \) be a solution of (4.4) with \( v(x, 0) = v_0(x) \) and datum \( h \). Then, \( u \geq v \) a.e. \( \Omega \).

**Proof** Let \( w = u - v \). Then, \( w \) is a supersolution of (4.1) with initial datum \( u_0 - v_0 \geq 0 \) and datum \( g - h \geq 0 \). Using the continuity of the solutions with respect to the data and the fact that \( K_\varepsilon \in L^\infty(G) \), we may assume that \( u, v \in C(\Omega \times [0, T]) \). By Lemma 4.3 we obtain that \( w = u - v \geq 0 \). So the corollary is proved. \( \square \)

**Corollary 4.5** Let \( u, v \in C(\Omega \times [0, T]) \). If \( u \) is a supersolution of (4.4) and \( v \) is a subsolution of (4.4), then \( u \geq v \).

**Proof** It follows from the proof of the previous corollary.

## 5 Proof of the Main Theorems

The following Lemmas are the key for the proof of Theorems 1.1 and 1.2. To illustrate the technique we first prove a result which refers to the evolution problem stated in section 3.1.

**Lemma 5.1** Let \( \Omega \subset G \) be a bounded domain, and let \( v \in C^{2+\alpha}(G) \) for some \( 0 < \alpha < 1 \). Then there exist constants \( c \) and \( c' \) that depends only of \( v \), \( J \) and \( \Omega \) such that for all \( \varepsilon > 0 \)

\[
\left\| \mathcal{E}_\varepsilon(v) - \frac{c'}{2} \mathcal{J}(v) \right\|_{L^\infty(\Omega)} \leq c\varepsilon^\alpha.
\]
where \( J(v)(x) = \sum_{i=1}^{n_1} X_i^2 v(x) \) denotes minus the subLaplacian.

**Proof** Let us begin by writing the formula that defines \( \mathcal{E}_\varepsilon \) by means of the global chart given by the fixed basis of the stratified Lie algebra \( \mathfrak{g} \): for \( x \in \Omega \), since for the coordinates \( (t_1, \ldots, t_n) \in \mathbb{R}^n \) adapted to the basis, we can write

\[
\mathcal{E}_\varepsilon(v)(x) = \frac{1}{\varepsilon^2} \int_G \left[ v(x(\delta_\varepsilon(y^{-1}))) - v(x) \right] J(y) dy
\]

\[
= \frac{1}{\varepsilon^2} \int_{\mathbb{R}^n} \left( v(x \exp(-\varepsilon t_1 X_1 - \cdots - \varepsilon^n t_n X_n)) - v(x) \right) J(\exp(t_1 X_1 + \cdots + t_n X_n)) dt_1 \cdots dt_n.
\]

Thus, from the Taylor expansion (2.3) discussed in Sect. 2,

\[
v(x \exp(-\varepsilon t_1 X_1 - \cdots - \varepsilon^n t_n X_n)) - v(x) = -\varepsilon \sum_{i=1}^{n_1+n_2} t_i X_i v(x) + \frac{\varepsilon^2}{2} \sum_{i,j=1}^{n_1} t_i t_j X_i X_j v(x) + o(\left| \delta_\varepsilon (t_1 X_1 + \cdots + t_n X_n) \right|^2).
\]

Therefore,

\[
\mathcal{E}_\varepsilon v(x) = \frac{1}{\varepsilon^2} I + \frac{1}{\varepsilon^2} II + \frac{1}{\varepsilon^2} III
\]

used (2.4), we have

\[
\left| \frac{1}{\varepsilon^2} III \right| = \left| \int_{\mathbb{R}^n} \frac{o(\left| \delta_\varepsilon (t_1 X_1 + \cdots + t_n X_n) \right|^2)}{\varepsilon^2} J(\exp(t_1 X_1 + \cdots + t_n X_n)) dt_1 \cdots dt_n \right|
\]

\[
\leq c \int_{\mathbb{R}^n} e^{a \left| \exp(t_1 X_1 + \cdots + t_n X_n) \right|^2} \left| J(\exp(t_1 X_1 + \cdots + t_n X_n)) \right| dt_1 \cdots dt_n
\]

\[
\leq c e^{a}. \]

Where from properties (3.1), (3.2) and (3.3) we can compute
\[
I = \frac{1}{\epsilon^2} \sum_{j=1}^{n_1+n_2} e^{t_j}X_j(x) \int_{\mathbb{R}^n} J(\exp(t_1X_1 + \cdots + t_nX_n)) t_1 dt_1 \cdots dt_n = 0,
\]
\[
II = \frac{1}{\epsilon^2} \sum_{j=1}^{n_1} X_j(x) \int_{\mathbb{R}^n} J(\exp(t_1X_1 + \cdots + t_nX_n)) t_1 dt_1 \cdots dt_n
= c' \frac{1}{2} \sum_{j=1}^{n_1} X_j^2(x).
\]

Finally,
\[
\left\| E_\epsilon v(x) - \frac{c'}{2} Jv(x) \right\|_{L^\infty(\Omega)} \leq c\epsilon^a.
\]

\[\square\]

**Lemma 5.2** Let \( \Omega \subset G \) be a bounded domain, and let \( v \in C^{2+a}(G) \) for some \( 0 < a < 1 \). Then, there exists a constant \( c \) that depends only of \( v \), the matrix \( A \), the vector \( b \), \( J \) and \( \Omega \) such that for all \( \epsilon > 0 \)
\[
\left\| K_\epsilon(v) - K(v) \right\|_{L^\infty(\Omega)} \leq c\epsilon^a,
\]
where \( K \) is the operator defined in (3.11).

**Proof** By changing variables via \( z = \exp(L^{-1}(x) \exp^{-1}(\delta_\epsilon\cdot(y^{-1}x))) \), since thus we have that
\[
y = x \exp(\delta_\epsilon L(x) \exp^{-1}(z^{-1})) \text{ and } dy = \epsilon^d \det(L(x))dz
\]
for \( \epsilon > 0 \), the reescaled kernel operator becomes
\[
K_\epsilon v(x) = \frac{c(x) \det(L(x))}{\epsilon^2} \int_G a \left( \left( \exp \frac{M}{2} \delta_\epsilon W(x)(L'(x))^{-1} \exp^{-1} z \right)^{-1} \right) J(z)
\]
\[
(\nu(x \exp(\delta_\epsilon L(x) \exp^{-1}(z^{-1}))) - v(x)) dz,
\]
and by definition of the function \( a \) it finally assumes the form
\[
K_\epsilon v(x) = \frac{2}{\epsilon^2 C(J) M} \int_G \left( -\frac{M}{2} \sum_{j=1}^{n} e^{t_j} \bar{b}_j(x) \sum_{h=1}^{n} t_h \phi_h(\exp^{-1} z) + M \right) \]
\[
(\nu(x \exp(\delta_\epsilon L(x) \exp^{-1}(z^{-1}))) - v(x)) dz.
\]

Now let us write the formula in terms of the global chart as we did before (recall the proof of Lemma 5.1):
\[
K_\epsilon v(x) = \frac{2}{\epsilon^2 C(J) M} \int_{\mathbb{R}^n} \left( -\frac{M}{2} \sum_{j=1}^{n} e^{t_j} \bar{b}_j(x) \sum_{h=1}^{n} t_h \phi_h(\exp^{-1} z) + M \right) J \left( \exp \sum_{i=1}^{n} t_i X_i \right)
\]
\[
\left( \nu \left( x \exp \left( -\sum_{i=1}^{n} e^{t_i} \sum_{k=1}^{n} t_k (x) t_k X_i \right) \right) - v(x) \right) dt_1 \cdots dt_n,
\]
where \( t_h = \phi_h(\exp^{-1} z) \).
For the last factor we apply the Taylor expansion of homogeneous degree 2 (recall formula (2.3))

\[
v \left( x \exp \left( - \sum_{i=1}^{n} e^{t_i} \sum_{k=1}^{n} l_{ik}(x) t_k X_i \right) \right) - v(x)
= - \sum_{i=1}^{n_1+n_2} e^{t_i} \sum_{k=1}^{n_1} l_{ik}(x) t_k X_i v(x) + \frac{e^2}{2} \sum_{i=1}^{n_1} \left( \sum_{k=1}^{n_1} l_{ik}(x) t_k \right) \left( \sum_{h=1}^{n} l_{ih}(x) t_h \right) X_i X_j v(x)
+ o \left( \left| \sum_{i=1}^{n_1} e^{t_i} \sum_{k=1}^{n_1} l_{ik}(x) t_k \right|^2 \right).
\]

Then we can split as follows

\[
K_{\epsilon} v(x) = K_{\epsilon,1} v(x) + K_{\epsilon,2} v(x) + E_{\epsilon}.
\]

By (2.4)

\[
|E_{\epsilon}| \leq \frac{1}{C(J)} \int_{\mathbb{R}^n} \left| \left( - \frac{M}{2} \sum_{j=1}^{n} e^{\tilde{b}_j(x)} \sum_{h=1}^{n} l_{hj}(x) t_h + M \right) J \left( \exp \sum_{r=1}^{n} t_r X_r \right) \right| ^\alpha dt_1 \cdots dt_n
\]

\[
\leq \frac{1}{C(J)} \int_{\mathbb{R}^n} \left| \left( - \frac{M}{2} \sum_{j=1}^{n} e^{\tilde{b}_j(x)} \sum_{h=1}^{n} l_{hj}(x) t_h + M \right) J' \left( \exp \sum_{r=1}^{n} t_r X_r \right) \right| ^\alpha \exp \left( \sum_{i=1}^{n_1} \sum_{k=1}^{n_1} l_{ik}(x) t_k X_i \right) \left( 2 + \alpha \right) dt_1 \cdots dt_n
\]

\[
= c e^\alpha.
\]

Now, for \( K_{\epsilon,1} v(x) \) and \( K_{\epsilon,2} v(x) \), by extensive use of properties (3.1), (3.2) and (3.3), we have
Thus the proof ends. □

**Lemma 5.3** Let $\Omega \subset G$ be a bounded domain, and let $u \in C^{2+\alpha}(G)$ for some $0 < \alpha < 1$. Then, there exists a constant $c$ that depends only of $v$, the function $a$, $J$ and $\Omega$ such that for all $\epsilon > 0$

$$||L_\epsilon(v) - L(v)||_{L^\infty(\Omega)} \leq c \epsilon^\alpha,$$

where $L$ is the operator defined in (3.12).

**Proof** Let us rewrite the operators as follows:

$$L_\epsilon(v)(x) = \frac{2C(J)}{\epsilon^{Q+2}} \int_G J(\delta_{\epsilon^{-1}}y^{-1}x)a(y)[v(y) - v(x)]dy$$

$$+ \frac{2C(J)}{\epsilon^{Q+2}} \int_G J(\delta_{\epsilon^{-1}}y^{-1}x)[a(y) - a(x)]v(x)dy.$$

As usual, let us first change variables according to $z = \delta_{\epsilon^{-1}}y^{-1}x$, hence $y = \delta_{\epsilon}xz^{-1}$ and $dz = -\epsilon^Q dy$ and then write it in coordinates:
\[
\mathcal{L}_c(v)(x) = \frac{2C(J)}{e^2} \int_G J(z) a(\delta_c x z^{-1}) [v(\delta_c x z^{-1}) - v(x)] dz
\]

\[
= \frac{2C(J)}{e^2} \int_G J(z) [a(\delta_c x z^{-1}) - a(x)] v(x) dz
\]

\[
= \frac{2C(J)}{e^2} \int_{\mathbb{R}^n} J \left( \exp \sum_{r=1}^n t_r x_r \right) a \left( x \exp \left( - \sum_{k=1}^n e^{\lambda_k t_k} x_k \right) \right)
\]

\[
\left[ v \left( x \exp \left( - \sum_{i=1}^n e^{\lambda_i t_i} x_i \right) \right) - v(x) \right] dt_1 \ldots dt_n
\]

\[
+ \frac{2C(J)}{e^2} \int_{\mathbb{R}^n} J \left( \exp \sum_{r=1}^n t_r x_r \right) \left[ a \left( x \exp \left( - \sum_{i=1}^n e^{\lambda_i t_i} x_i \right) \right) - a(x) \right]
\]

\[
\times v(x) dt_1 \ldots dt_n
\]

\[= I_1 + I_2,
\]

where \( t_k = \phi_k(\exp^{-1} z) \).

The next step is to apply Taylor decomposition of homogeneous degree 2 (recall formula (2.3)) to \( v \) in \( I \) and to \( a \) in \( I_2 \):

\[
v \left( x \exp \left( - \sum_{i=1}^n e^{\lambda_i t_i} x_i \right) \right) - v(x) = - \sum_{i=1}^{n_1+n_2} e^{\lambda_i t_i} x_i v(x)
\]

\[
+ \frac{e^2}{2} \sum_{i=1}^{n_1} t_i t_j x_i x_j v(x) + o \left( \delta_c \left( \sum_{i=1}^n t_i X_i \right) \right)^2,
\]

hence, by (2.4)

\[
I_1 = \frac{2C(J)}{e^2} \int_{\mathbb{R}^n} J \left( \exp \sum_{r=1}^n t_r x_r \right) a \left( x \exp \left( - \sum_{k=1}^n e^{\lambda_k t_k} x_k \right) \right)
\]

\[
\times \left( - \sum_{i=1}^{n_1+n_2} e^{\lambda_i t_i} x_i v(x) \right) dt_1 \ldots dt_n
\]

\[
+ C(J) \int_{\mathbb{R}^n} J \left( \exp \sum_{r=1}^n t_r x_r \right) a \left( x \exp \left( - \sum_{k=1}^n e^{\lambda_k t_k} x_k \right) \right)
\]

\[
\times \left( \sum_{i=1}^{n_1} t_i t_j x_i x_j v(x) \right) dt_1 \ldots dt_n
\]

\[
+ e^a c \int_{\mathbb{R}^n} J \left( \exp \sum_{r=1}^n t_r x_r \right) a \left( x \exp \left( - \sum_{k=1}^n e^{\lambda_k t_k} x_k \right) \right) dt_1 \ldots dt_n
\]

\[= I_1 + I_2 + e^a c,
\]
and by applying Taylor formula again to \(a\), but this time of homogeneous degree 1, and extensive use of formulas (3.1), (3.2) and (3.3) it follows that

\[
I_1 = \frac{2C(J)}{e^2} \int_{\mathbb{R}^n} J\left(\exp\sum_{r=1}^{n} t_r X_r\right) \left(a(x) - \sum_{k=1}^{n_1} e t_k X_k(a)(x) + o\left(\delta \left(\sum_{r=1}^{n} t_r X_r\right)\right)\right)
\times \left(-\sum_{i=1}^{n_1+n_2} e^{\lambda_i} t_i X_i(v)(x)\right) dt_1 \ldots dt_n
\]

\[
I_1 = \frac{2C(J)}{e^2} \sum_{i=1}^{n_1} \sum_{k=1}^{n_1} e^{\lambda_i} t_i X_i(a)(x) X_i(v)(x) \int_{\mathbb{R}^n} J\left(\exp\sum_{r=1}^{n} t_r X_r\right) t_k t_1 dt_1 \ldots dt_n

+ \frac{2C(J)}{e^2} \int_{\mathbb{R}^n} J\left(\exp\sum_{r=1}^{n} t_r X_r\right) o\left(\delta \left(\sum_{r=1}^{n} t_r X_r\right)\right) \left(-\sum_{i=1}^{n_1} e^{\lambda_i} t_i X_i(v)(x)\right) dt_1 \ldots dt_n
\]

\[
= 2 \sum_{i=1}^{n_1} X_i(a)(x) X_i(v)(x),
\]

\[
+ \frac{C(J)}{e} \int_{\mathbb{R}^n} J\left(\exp\sum_{r=1}^{n} t_r X_r\right) o\left(\delta \left(\sum_{r=1}^{n} t_r X_r\right)\right) \left(-\sum_{i=1}^{n_1} e^{\lambda_i} t_i X_i(v)(x)\right) dt_1 \ldots dt_n
\]

Now, by (2.2) and Theorem 2.3, we get

\[
\int_{\mathbb{R}^n} J\left(\exp\sum_{r=1}^{n} t_r X_r\right) o\left(\delta \left(\sum_{r=1}^{n} t_r X_r\right)\right) \left(-\sum_{i=1}^{n_1} e^{\lambda_i} t_i X_i(v)(x)\right) dt_1 \ldots dt_n
\]

\[
\leq ec \int_{\mathbb{R}^n} J\left(\exp\sum_{r=1}^{n} t_r X_r\right) \left(-\sum_{i=1}^{n_1} e^{\lambda_i} t_i X_i(v)(x)\right) dt_1 \ldots dt_n
\]

\[
\leq ec.
\]

For \(I_2\) we have
Finally, by applying Taylor decomposition of homogeneous degree 2 again to $a$,

$$I_2 = C(J) \int_{\mathbb{R}^n} J \left( \exp \sum_{r=1}^{n} t_r X_r \right) \left( a(x) - \sum_{k=1}^{n_1} e t_k X_k(a)(x) + o \left( \delta \left( \sum_{r=1}^{n} t_r X_r \right) \right) \right) \times \left( \sum_{i,j=1}^{n_1} t_i t_j X_i X_j v(x) \right) dt_1 \ldots dt_n$$

$$= C(J) \sum_{i,j=1}^{n_1} a(x) X_i X_j(v)(x) \int_{\mathbb{R}^n} J \left( \exp \sum_{r=1}^{n} t_r X_r \right) t_i t_j dt_1 \ldots dt_n$$

$$+ C(J) \int_{\mathbb{R}^n} J \left( \exp \sum_{r=1}^{n} t_r X_r \right) o \left( \delta \left( \sum_{r=1}^{n} t_r X_r \right) \right) \left( \sum_{i,j=1}^{n_1} t_i t_j X_i X_j v(x) \right) dt_1 \ldots dt_n$$

$$= \sum_{i=1}^{n_1} a(x) X_i X_i(v)(x)$$

$$+ C(J) \int_{\mathbb{R}^n} J \left( \exp \sum_{r=1}^{n} t_r X_r \right) o \left( \delta \left( \sum_{r=1}^{n} t_r X_r \right) \right) \left( \sum_{i,j=1}^{n_1} t_i t_j X_i X_j v(x) \right) dt_1 \ldots dt_n.$$

Now, by (2.2) and Theorem 2.3, we get

$$\left| \int_{\mathbb{R}^n} J \left( \exp \sum_{r=1}^{n} t_r X_r \right) o \left( \delta \left( \sum_{r=1}^{n} t_r X_r \right) \right) \left( \sum_{i,j=1}^{n_1} t_i t_j X_i X_j v(x) \right) dt_1 \ldots dt_n \right| \leq \epsilon C(J, v, a).$$

Finally, by applying Taylor decomposition of homogeneous degree 2 again to $a$,

$$II = \frac{2C(J)}{\epsilon^2} \int_{\mathbb{R}^n} J \left( \exp \sum_{r=1}^{n} t_r X_r \right)$$

$$\times \left[ - \sum_{i=1}^{n_1} e^2 t_i X_i(a)(x) + \frac{\epsilon^2}{2} \sum_{i,j=1}^{n_1} t_i t_j X_i X_j(a)(x) + o \left( \delta \left( \sum_{r=1}^{n} t_r X_r \right) \right) \right]$$

$$\times v(x) dt_1 \ldots dt_n$$

$$= C(J) \sum_{j=1}^{n_1} X_j X_j(a)(x) v(x) \int_{\mathbb{R}^n} J \left( \exp \sum_{r=1}^{n} t_r X_r \right) t_i t_j dt_1 \ldots dt_n$$

$$+ \frac{2C(J)}{\epsilon^2} \int_{\mathbb{R}^n} J \left( \exp \sum_{r=1}^{n} t_r X_r \right) o \left( \delta \left( \sum_{r=1}^{n} t_r X_r \right) \right) v(x) dt_1 \ldots dt_n$$

$$= \sum_{i=1}^{n_1} X_i X_i(a)(x) v(x)$$

$$+ \frac{2C(J)}{\epsilon^2} v(x) \int_{\mathbb{R}^n} J \left( \exp \sum_{r=1}^{n} t_r X_r \right) o \left( \delta \left( \sum_{r=1}^{n} t_r X_r \right) \right) dt_1 \ldots dt_n,$$

by (2.4)
Next we turn to the proof of Theorem 1.1. The proof of Theorem 1.2 follows the same lines.

**Proof of Theorem 1.1** Let $v(\cdot, t) \in C^{2+\alpha}(\Omega)$ be a solution of problem (1.2), and define an extension $\tilde{v}$ of $v$ to the space $C^{2+\alpha,1+\alpha}(G \times [0, T])$ such that

\[
\begin{align*}
\tilde{v}_j(x, t) &= K(\tilde{v})(x, t), & x \in \Omega, & t > 0, \\
\tilde{v}(x, t) &= \tilde{g}(x, t), & x \not\in \Omega, & t > 0, \\
\tilde{v}(x, 0) &= u_0(x), & x \in \Omega,
\end{align*}
\]

(5.1)

where $\tilde{g}$ is a smooth function which satisfies $\tilde{g}(x, t) = g(x, t)$ if $x \in \partial \Omega$ and $\tilde{g}(x, t) = g(x, t) + O(\epsilon)$ if $x \approx \partial \Omega$, (in the sense $\lim_{\epsilon \to 0} O(\epsilon) = 0$). Let us define now the difference $w^\epsilon(x, t) = \tilde{v}(x, t) - u^\epsilon(x, t)$. Thus defined, $w^\epsilon$ satisfies

\[
\begin{align*}
w^\epsilon_j(x, t) &= K(\tilde{v})(x, t) - K_{\epsilon}\tilde{v}(x, t) + K_{\epsilon}w^\epsilon(x, t), & x \in \Omega, & t > 0, \\
w^\epsilon(x, t) &= g(x, t) - \tilde{g}(x, t), & x \not\in \Omega, & t > 0, \\
w^\epsilon(x, 0) &= 0, & x \in \Omega.
\end{align*}
\]

(5.2)

From Lemma 5.2 exists a constant $K_1$ dependent only of $\tilde{v}$ and the differential operator $K$ such that for all $\epsilon > 0$

\[|K\tilde{v}(x, t) - K_{\epsilon}\tilde{v}(x, t)| \leq K_1 \epsilon^\alpha.\]

Let $\overline{w}(x, t) = K_1 \epsilon^\alpha t + K_2 \epsilon$, where $K_2 > 0$ is a constant independent of $\epsilon$ to be chosen later. Now we see that $\overline{w}(x, t)$ is a supersolution of the problem (5.2). Since $\overline{w}(x, t)$ does not depend on $x$, we have

\[K_{\epsilon}\overline{w}(x, t) = \int_G K_{\epsilon}(x, y)(\overline{w}(y, t) - \overline{w}(x, t)) dy = 0,\]

and follows that

\[\overline{w}_j(x, t) = K_1 \epsilon^\alpha \geq K\tilde{v}(x, t) - K_{\epsilon}\tilde{v}(x, t) + K_{\epsilon}\overline{w}(x, t).\]

Also, $\overline{w}(x, 0) > 0$ and by the definition of $\tilde{g}$, we can choose $K_2 > 0$ such that

\[\overline{w}(x, t) \geq K_2 \epsilon \geq O(\epsilon),\]

for $x \in \Omega^c, x \approx \partial \Omega, t > 0$. Hence $\overline{w}$ is indeed a supersolution of (5.2).

From the comparison principle (Corollary 4.5) we get that $\overline{v} - u^\epsilon \leq \overline{w}(x, t) = K_1 \epsilon^\alpha t + K_2 \epsilon$. Applying the same arguments for $w(x, t) = -\overline{w}(x, t)$ we obtain that $w(x, t)$ is a subsolution of problem (5.2) and again by the comparison principle,
\[-K_1 \epsilon^t - K_2 \epsilon \leq \bar{v} - u^\epsilon \leq K_1 \epsilon^t + K_2 \epsilon.\]

Therefore,
\[
\|\bar{v} - u^\epsilon\|_{L^\infty(\Omega \times [0,T])} \leq K_1 \epsilon^T + K_2 \epsilon \to 0.
\]

\[\square\]
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