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Abstract—We develop a structure-preserving system-theoretic model reduction framework for nonlinear power grid networks. First, via a lifting transformation, we convert the original nonlinear system with trigonometric nonlinearities to an equivalent quadratic nonlinear model. This equivalent representation allows us to employ the $H_2$-based model reduction approach, Quadratic Iterative Rational Krylov Algorithm (Q-IRKA), as an intermediate model reduction step. Exploiting the structure of the underlying power network model, we show that the model reduction bases resulting from Q-IRKA have a special subspace structure, which allows us to effectively construct the final model reduction basis. This final basis is applied on the original nonlinear structure to yield a reduced model that preserves the physically meaningful (second-order) structure of the original model. The effectiveness of our proposed framework is illustrated via two numerical examples.

Index Terms—Power network grids, lifting, nonlinear model reduction, structured model reduction, $H_2$-norm.

I. INTRODUCTION

Power networks are complex and large-scale systems in operation. Simulation of these high dimensional power system models are computationally expensive and demand unmanageable levels of storage in dynamic simulation or trajectory sensitivity analysis. Hence, reducing the order of these models is of a great importance especially for real time applications, stability analysis, and control design [12].

Numerous model order reduction (MOR) techniques have been applied to the linearized power networks models including balanced truncation [11], [13], [20], [52], [36], Krylov subspace (interpolatory) methods [8], [55], [38], [39], proper orthogonal decomposition (POD) [41], singular perturbation theory [13], [27], sparse representation of the system matrices [19], and clustering analysis [10], [16], [23], [37]. For a comparative study of MOR techniques in power systems, see, e.g., [1], [7], [12]. Recently, development of MOR techniques for nonlinear systems including power networks has received great attention. In [28], POD is employed to reduce the hybrid, nonlinear model of a power network for the study of cascading failures. Trajectory piece-wise linearization (TPWL) method to approximate the nonlinear term in swing models together with POD to find a reduced order model for the swing dynamics was employed in [21]. Balanced truncation based on empirical controllability and observability covariances of nonlinear power systems is proposed in [30]. The empirical Gramians and balanced realization were also used in [42], [43] to build a nonlinear power system model suitable for controller design. In [29], real-time phasor measurements are used to cluster generators based on similar behaviors using recursive spectral bipartitioning and spectral clustering. The reduced model is formed by representative generators chosen from each cluster. A model reduction approach that adaptively switches between a hybrid system with selective linearization and a linear system based on the variations of the system state or size of a disturbance was developed in [26]. A structure-preserving, aggregation-based model order reduction framework based on synchronization properties of power systems is introduced in [24]. In [40] an SVD-based approach for real-time dynamic model reduction with the ability of preserving some nonlinearity in the reduced model is presented. The recent work [33] presents the idea of transforming the swing equations into a quadratic system, lifts nonlinear swing equations to a quadratic one, and employs quadratic balanced truncation model order reduction technique. A non-intrusive data-driven modeling framework for power network dynamics using Lift and Learn [31] has been studied in [34].

In this paper, we focus on designing a structure-preserving and input-independent MOR framework for a special class of power grid networks. We obtain the reduction bases using the idea of lifting the nonlinear dynamics to quadratic models and employing $H_2$-quasi-optimal model reduction for quadratic systems (Q-IRKA) [6]. The reduction basis for the second-order nonlinear power network grids model is obtained with the help of the reduction bases obtained by Q-IRKA and their particular subspace structure. This reduction basis is then applied on the second-order nonlinear power network grids model to form a structure-preserving reduced model.

The rest of the paper is organized as follows: Section II briefly introduces the nonlinear dynamical model of the power grid network followed by a quick recap of projection-based structure-preserving model reduction in this setting in Section III. Section IV illustrates how to lift the second-order dynamics of the power grid network to quadratic dynamics and presents an equilibrium analysis. In Section V we describe the model reduction for quadratic systems via the $H_2$-based model reduction, Q-IRKA, followed by the required modification for the quadratized power grid model before employing $H_2$-based model reduction. In Section VI we present our structure-preserving model reduction approach for power grid networks by proving and exploiting the specific structure arising in Q-IRKA for these dynamics. Section VII illustrates the feasibility of our approach via numerical examples and by comparing our
II. POWER GRID NETWORK MODEL

There are three most commonly used models for describing a dynamical model of a power grid network: synchronous motor (SM), effective network (EN) and structure-preserving (SP). Each model is described as a network of \( n \) coupled oscillators (generators or loads) whose dynamics at the \( i \)th node is expressed by the nonlinear second-order equation

\[
\frac{2J_i}{\omega_R} \ddot{\delta}_i + \frac{D_i}{\omega_R} \dot{\delta}_i + \sum_{j=1, j \neq i}^{n} K_{ij} \sin(\delta_i - \delta_j - \gamma_{ij}) = B_i, \tag{1}
\]

where \( \delta_i \) is the angle of rotation for the \( i \)th oscillator; \( J_i \) and \( D_i \) are inertia and damping constants, respectively; \( \omega_R \) is the angular frequency for the system; \( K_{ij} \geq 0 \) is dynamical coupling between oscillator \( i \) and \( j \); and \( \gamma_{ij} \) is the phase shift in this coupling. Constants \( B_i \), \( K_{ij} \) and \( \gamma_{ij} \) are computed by solving the power flow equations and applying Kron reduction \[25\]. The three models mainly differ by the way they model loads. The EN model assumes loads as constant impedances instead of oscillators. The SP model represents loads as first-order oscillators (\( J_i = 0 \)) while the SM model represent loads as synchronous motors expressed as second-order oscillators.

Define the state-vector \( \delta = [\delta_1, \delta_2, \ldots, \delta_n]^T \in \mathbb{R}^n \). Then, the dynamics of a network of \( n \) coupled oscillators, given in \[1\] for the \( i \)th node, can be described in the system form

\[
\mathcal{M} \ddot{\delta}(t) + \mathcal{D} \dot{\delta}(t) + f(\delta) = Bu(t), \tag{2}
\]

\[
y(t) = C\delta(t), \tag{3}
\]

where the matrices \( \mathcal{M}, \mathcal{D} \in \mathbb{R}^{n \times n} \), and \( B \in \mathbb{R}^n \) are defined as

\[
\mathcal{M} = \text{diag}(m_1, \ldots, m_n), \quad \mathcal{D} = \text{diag}(d_1, \ldots, d_n), \quad B = [B_1, B_2, \ldots, B_n]^T, \tag{4}
\]

where \( m_i = \frac{2J_i}{\omega_R} \) and \( d_i = \frac{D_i}{\omega_R} \), \( u(t) = 1 \) is input to the dynamics; and the nonlinear map \( f : \mathbb{R}^n \to \mathbb{R}^n \) is defined such that its \( i \)th component for \( i = 1, 2, \ldots, n \) is

\[
(f(\delta))_i = \sum_{j=1, j \neq i}^{n} K_{ij} \sin(\delta_i - \delta_j - \gamma_{ij}). \tag{5}
\]

The variable \( y(t) \in \mathbb{R}^p \) in \[3\] corresponds to the output (quantity of interest) of the network dynamics, described by the state-to-output matrix \( C \in \mathbb{R}^{p \times n} \).

III. STRUCTURE-PRESERVING MOR APPROACH

Large scale power network dynamics, i.e., those with large \( n \), are computationally expensive to simulate and control. With the aid of the model reduction, we are able to replace these high dimensional models by lower dimensional models that can closely mimic the input-output behavior of the original high dimensional systems. To be more specific, we seek to develop a nonlinear structure-preserving model reduction approach such that the reduced model preserves the physically-meaningful second-order structure. In other words, we directly reduce the second-order dynamics \[2\]-\[3\] to obtain a reduced second-order system with dimension \( r \ll n \) and of the form

\[
\mathcal{M}_r \ddot{\delta}_r(t) + \mathcal{D}_r \dot{\delta}_r(t) + f_r(\delta_r) = B_r u(t), \tag{6}
\]

\[
y_r(t) = C_r \delta_r(t), \tag{7}
\]

where \( \delta_r \in \mathbb{R}^r \) is the reduced state; \( \mathcal{M}_r, \mathcal{D}_r \in \mathbb{R}^{r \times r}; \mathcal{B}_r \in \mathbb{R}^{r \times 1}; f_r : \mathbb{R}^r \to \mathbb{R}^r; \) and \( C_r \in \mathbb{R}^{p \times r} \). The goal of this structure-preserving model reduction process is that \( y_r(t) \) approximates the original output \( y(t) \) with high fidelity.

Given the full-order dynamics \[2\]-\[3\], the most common approach for constructing the reduced model \[6\]-\[7\] is the Petrov-Galerkin projection framework: Construct two model reduction bases \( \mathcal{W}, \mathcal{V} \in \mathbb{R}^{n \times r} \) such that \( \delta(t) \approx \mathcal{V} \delta_r(t) \). Insert \( \mathcal{V} \delta_r(t) \) into \[2\] and enforce a Petrov-Galerkin condition on the residual to obtain the reduced matrices in \[6\] and \[7\] as

\[
\mathcal{M}_r = \mathcal{W}^T \mathcal{M} \mathcal{V}, \quad \mathcal{D}_r = \mathcal{W}^T \mathcal{D} \mathcal{V}, \quad f_r(\delta_r) = \mathcal{W}^T f(\mathcal{V} \delta_r), \quad \mathcal{B}_r = \mathcal{W}^T B, \quad \text{and } C_r = C \mathcal{V}. \tag{8}
\]

To preserve the symmetry and positive definiteness of \( \mathcal{M} \) and \( \mathcal{D} \) in \[6\], we employ a Galerkin projection by setting \( \mathcal{W} = \mathcal{V} \). However, unlike the usual MOR via Galerkin projection where the subspace \( \mathcal{W} \) (and thus \( \mathcal{V} \)) only contains information from the dynamics equation \[2\] and ignores the output equation \[3\], our one-sided Galerkin projection will contain information from both \[2\] and \[3\] by taking advantage of the special structure arising in the network dynamics. These issues are discussed in detail in Section \[VI\]. The term \( f_r(\delta_r) \) in \[8\] is usually further approximated to resolve the lifting bottleneck \[9\]. Due to the page limit, we skip this detail here.

The accuracy of the structure-preserving reduced model \[6\] depends on the proper choice of \( \mathcal{W} \). For general nonlinearities, POD is usually the method of choice. However, for special classes of nonlinear systems such as bilinear and quadratic-bilinear systems, one can indeed use well-established system theoretical methods; see, e.g., \[3\], \[5\], \[6\]. A large class of nonlinear systems, such as those with smooth nonlinearities, e.g., exponential, trigonometric, can indeed be represented as quadratic-bilinear systems by introducing new variables (in a lifting map) \[22\], \[14\], \[4\], \[33\], \[31\]. Converting a nonlinear model to its equivalent quadratic form provides an opportunity to perform input-independent model reduction techniques where a system-theoretic norm is defined \[5\], \[6\]. Although this transformation is not unique, it is exact in many cases (as in here), i.e., there is no approximation error \[5\].

Second-order model \[1\] inherently contains a quadratic nonlinearity in \( f(\delta) \) and the nonlinear system \[2\] can be lifted to a quadratic dynamic as we will see next in Section \[V\]. However, as stated in section \[III\], we seek to obtain a reduced second-order model, not a reduced quadratic model. Therefore, by exploiting the inherent structure of the model reduction bases obtained for the quadratic model, we form the final reduction base \( \mathcal{W} \) to construct the final structure preserving reduced model \[8\]. This is achieved in Sections \[V\]-\[VI\].

IV. QUADRATIC REPRESENTATION

As we mentioned in Section \[III\] for systems with quadratic nonlinearities, effective and in some cases optimal, systemtheoretic MOR methods already exist. Therefore, in obtaining
high-fidelity reduced models, we can significantly benefit from a quadratic representation of the nonlinear swing dynamics.

Towards this goal, recall the original second-order dynamics (1). Expand the nonlinearity \( \sin(\delta_i - \delta_j - \gamma_{ij}) \) using the trigonometric identity and introducing \( s := \sin \) and \( c := \cos \)

\[
s(\delta_i - \delta_j - \gamma_{ij}) = (s(\delta_i)c(\delta_j) - c(\delta_i)s(\delta_j))c(\gamma_{ij}) - (c(\delta_i)c(\delta_j) + s(\delta_i)s(\delta_j))s(\gamma_{ij}).
\]

Note that equation (9) is quadratic in \( \sin(\delta_i) \) and \( \cos(\delta_i) \). This directly hints at choosing \( \sin(\delta) \) and \( \cos(\delta) \) as auxiliary variables in a new state vector to convert the nonlinear dynamics to a quadratic one. This is precisely what has been done in (13) to find a quadratic representation for (2). However, since the transformation, the so-called lifting, is not unique and we have a slightly different form in the resulting state-space form, we include its derivation here for completeness.

**Lemma 1.** Given the second-order dynamics (2), define the new lifted state vector \( q(t) \in \mathbb{R}^{4n} \) as

\[
q(t) = \left[ \begin{array}{c} \delta(t)^T \\ \dot{\delta}(t)^T \\ \sin(\delta(t))^T \\ \cos(\delta(t))^T \end{array} \right]^T = \left[ \begin{array}{c} q_1^T \\ q_2^T \\ q_3^T \\ q_4^T \end{array} \right]. \tag{10}
\]

For the new state \( q(t) \) in (10), the original dynamics (2) can be written exactly as a quadratic nonlinear system of the form

\[
E \dot{q}(t) = Aq(t) + H(q(t) \otimes q(t)) + Bu(t)
\]

where \( E, A \in \mathbb{R}^{4n \times 4n}, B \in \mathbb{R}^{4n \times 1}, C \in \mathbb{R}^{p \times 4n}, H \in \mathbb{R}^{4n \times (4n)^2}, \) and \( \otimes \) denotes the Kronecker product.

**Proof.** The proof is constructive, i.e., it will show how the matrices \( E, A, H, B \) and \( C \) in (11) will be constructed. Using the new state vector \( q(t) \in \mathbb{R}^{4n} \), we can directly rewrite the original output \( y(t) = C \dot{q}(t) \) as in (11) with

\[
C = [C \quad 0 \quad 0 \quad 0] \in \mathbb{R}^{p \times 4n}. \tag{12}
\]

It follows from (2) and (10) that

\[
\dot{q}_1 = q_2, 
\]

\[
M \dot{q}_2 = -D q_2 + f(q_1) + Bu, 
\]

\[
\dot{q}_3 = q_2 \otimes q_4, 
\]

\[
\dot{q}_4 = -q_2 \otimes q_3, 
\]

where \( \otimes \) denotes the Hadamard product.

We start by writing \( q_3 \) in (15) and \( q_4 \) in (16) as

\[
q_3 = \Phi(q_2 \otimes q_4) \quad \text{and} \quad q_4 = -\Phi(q_2 \otimes q_3), \tag{17}
\]

where \( \Phi = [\Phi_1 \quad \Phi_2 \ldots \Phi_n] \in \mathbb{R}^{n \times n^2} \) and \( \Phi_k \in \mathbb{R}^{n \times n}, \) for \( k = 1, \ldots, n, \) has zero entries except for the \( k \)th diagonal element, which is 1. Next, we write the nonlinearity \( f(q_1) \) in (14) as a quadratic term. Towards this goal, we use (9) in (5) to obtain

\[
(f(q_1))_{ij} = \sum_{j=1, j \neq i}^n K_{ij} ((q_3)_i (q_4)_j - (q_4)_i (q_3)_j) \cos(\gamma_{ij})
\]

\[
- \sum_{j=1, j \neq i}^n K_{ij} ((q_4)_i (q_3)_j) \sin(\gamma_{ij})
\]

\[
- \sum_{j=1, j \neq i}^n K_{ij} ((q_3)_i (q_4)_j) \sin(\gamma_{ij}).
\]

Using (18), we can write the vector \( f(q_1) \) compactly as

\[
f(q_1) = -(Z(q_3 \otimes q_4) + \Psi(q_4 \otimes q_4) + \Psi(q_3 \otimes q_3)), \tag{19}
\]

where \( Z = [Z_1 \quad Z_2 \ldots \quad Z_n] \in \mathbb{R}^{n \times n^2} \) consists of \( n \) block matrices \( Z_k \in \mathbb{R}^{n \times n} \) defined as

\[
Z_k(i,j) = \begin{cases} K_{ij} \cos(\gamma_{ij}), & i = j = 1, \ldots, n, \; j \neq k \\ -K_{ij} \cos(\gamma_{ij}), & i = k, \; j = 1, \ldots, n, \; j \neq k. \\ 0 & \text{otherwise} \end{cases}
\]

Similarly, we have \( \Psi \in \mathbb{R}^{n \times n^2} \) for the \( k \)th block of \( \Psi \), denoted by \( \Psi_k \in \mathbb{R}^{n \times n} \), we have

\[
\Psi_k(i,j) = \begin{cases} -\frac{1}{2} K_{ij} \sin(\gamma_{ij}), & i = j = 1, \ldots, n, \; j \neq k \\ -\frac{1}{2} K_{ij} \sin(\gamma_{ij}), & i = k, \; j = 1, \ldots, n, \; j \neq k. \\ 0 & \text{otherwise} \end{cases}
\]

Using (17) and (19), we now rewrite (18) as

\[
\dot{q}_1 = q_2, 
\]

\[
M \dot{q}_2 = -D q_2 + Z(q_3 \otimes q_4), 
\]

\[
+ \Psi(q_4 \otimes q_4) + \Psi(q_3 \otimes q_3) + Bu, 
\]

\[
\dot{q}_3 = \Phi(q_2 \otimes q_4), 
\]

\[
\dot{q}_4 = -\Phi(q_2 \otimes q_3). 
\]

Note that the new formulation of the dynamics in (22)-(25) only contains linear and quadratic terms in \( q \), and the input mapping is linear. The output mapping \( C \) is already established in (12). Therefore, there exist matrices \( E, A, H, B \) and \( C \) such that the original power network dynamics can be written as a quadratic nonlinear system as in (11), thus proving the desired result. However, to give a constructive proof, we continue to show how the matrices in (11) can be explicitly constructed.

It immediately follows from (22)-(25) that \( E \in \mathbb{R}^{4n \times 4n}, A \in \mathbb{R}^{4n \times 4n}, \) and \( B \in \mathbb{R}^{4n} \) in (11) (corresponding to the linear parts of the dynamics) are given by

\[
E = \text{blkdag}(I, \mathcal{M}, I, I), 
\]

\[
B = \begin{pmatrix} 0 \\ \mathcal{B} \\ 0 \end{pmatrix}, \quad \text{and} \quad A = \begin{pmatrix} 0 & I & 0 & 0 \\ 0 & -D & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \tag{27}
\]

where \( I \) denotes the identity matrix (of appropriate size). To show how \( H \) is constructed, we define a revised Kronecker product as

\[
q \odot q = [q_1 \otimes q_1; q_2 \otimes q_2; q_3 \otimes q_3; q_4 \otimes q_4], \tag{28}
\]

where \( q_i \odot q_i = [q_i \otimes q_i; q_i \otimes q_i; q_i \otimes q_i; q_i \otimes q_i, \) for \( i = 1, \ldots, 4. \) Clearly, (28) is a permuted form of the regular Kronecker product. It is introduced here to make the derivation of \( H \) easier. The quadratic terms (23)-(25) can be written as

\[
\tilde{H}(q \odot q) \quad \text{where} \quad \tilde{H} \in \mathbb{R}^{4n \times (4n)^2}. \tag{29}
\]

Decompose \( \tilde{H} \) into four sub-matrices:

\[
\tilde{H} = [\tilde{H}_1 \quad \tilde{H}_2 \quad \tilde{H}_3 \quad \tilde{H}_4], \tag{30}
\]

where \( \tilde{H}_k \in \mathbb{R}^{4n \times 4n^2} \) for \( k = 1, 2, 3, 4. \) The first submatrix \( \tilde{H}_1 \) corresponds to the first block of (28), i.e., \( q_1 \odot q_1 = [q_1 \otimes q_1; q_1 \otimes q_1; q_1 \otimes q_1; q_1 \otimes q_1]. \) There is no \( q_i \odot q_i \) term in (22)-(25). Thus, we set \( \tilde{H}_1 = 0. \)
Similarly, the matrix $\tilde{H}_2$ corresponds to the second block of (28), i.e., $q_2 \otimes q$. We can see from (22), (25) that two terms, namely $q_2 \otimes q_3$ and $q_2 \otimes q_4$, exist in (24) and (28), respectively. One can rewrite (24) as $q_3 = \frac{2}{\tilde{q}}(q_2 \otimes q_4) + \frac{2}{\tilde{q}}(q_3 \otimes q_2)$ and allocate the first term, i.e., $\tilde{q}(q_2 \otimes q_4)$, to $\tilde{H}_2$. More specifically and by using the MATLAB notation for row and column indices, we set the $\tilde{H}_2(2n+1:3n, 3n^2+1:4n^2) = \frac{2}{\tilde{q}}$. (The second term in $q_3$, i.e., $\frac{2}{\tilde{q}}(q_3 \otimes q_2)$, will be matched by $\tilde{H}_4$ below). Similarly, we can write (25) as $q_4 = -\frac{2}{\tilde{q}}(q_2 \otimes q_3) - \frac{2}{\tilde{q}}(q_3 \otimes q_2)$ and allocate the first term to $\tilde{H}_2$ by setting $\tilde{H}_2(3n+1:4n, 2n^2+1:3n^2) = -\frac{2}{\tilde{q}}$ (the second term will be matched via $\tilde{H}_3$). Thus, we set

$$\tilde{H}_2 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & \frac{2}{\tilde{q}} \\ 0 & \frac{2}{\tilde{q}} & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}. \tag{31}$$

Following similar arguments, we obtain

$$\tilde{H}_3 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & \psi & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad \tilde{H}_4 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & \frac{2}{\tilde{q}} \\ 0 & \frac{2}{\tilde{q}} & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}. \tag{32}$$

Since (28) is a permuted form of $(q \otimes q)$, there exists a permutation matrix $P_q \in \mathbb{R}^{n^2 \times n^2}$ such that

$$(q \otimes q) = P^T_q (q \otimes q), \tag{33}$$

where $P = \text{blkdiag}(P_a, P_q, P_q, P_q)$. Then, $H$ in (11) is

$$H = HP^T. \tag{34}$$

### A. Equilibrium analysis

So far we have represented the power network dynamics in two formats: as second-order dynamics in (2)–(3) and as quadratic dynamics in (11). In this section, we investigate how the lifting transformation in (10) affects the equilibrium points.

To find the equilibrium points of (2), first, we transform it to a first-order form by defining a state vector $X(t) = [X_1(t)^T, X_2(t)^T]^T = [\delta(t)^T, \dot{\theta}(t)^T]^T \in \mathbb{R}^{2n}$ to obtain

$$\dot{X}(t) = \begin{bmatrix} 0 & I \\ 0 & -M^{-1}D \end{bmatrix} X(t) + \begin{bmatrix} 0 \\ -M^{-1} f(X_1) \end{bmatrix} + \begin{bmatrix} 0 \\ M^{-1} B \end{bmatrix}, \tag{35}$$

using $u(t) = 1$. Let $X^* = [X_1^T, X_2^T]^T$ be an equilibrium point of (35). By setting $X(t) = 0$, we obtain that $X^*$ satisfies

$$X^* = \begin{bmatrix} X_1^* \\ X_2^* \end{bmatrix} = \begin{bmatrix} \delta^* \\ 0 \end{bmatrix} \text{ where } f(\delta^*) = B. \tag{36}$$

**Lemma 2.** Let $X^* = [\delta^T, 0]^T$ be an equilibrium point of the original dynamics (35). Then,

$$q^* = \begin{bmatrix} \delta^T \\ 0 \end{bmatrix} \begin{bmatrix} \sin(\delta^*) \\ \cos(\delta^*) \end{bmatrix} \tag{37}$$

is an equilibrium point of (11). Similarly, let

$$q^* = \begin{bmatrix} q_1^T \\ q_2^T \\ q_3^T \\ q_4^T \end{bmatrix} \tag{38}$$

be an equilibrium point of (11). Then, $q_2 = 0$ and $X^* = \begin{bmatrix} q_1^T \\ 0 \end{bmatrix}^T$ is an equilibrium point of (35).

**Proof.** Rewrite (35) as

$$\dot{X} = F(X), \tag{39}$$

where $F : \mathbb{R}^{2n} \to \mathbb{R}^{2n}$. If $X^*$ in (36) is an equilibrium of (39), then we have $F(X^*) = 0$. Now, let us write (10) as

$$q = T(X), \tag{40}$$

where $T$ is the quadratic lifting in (10), given by

$$T : X = (x_1, x_2) \to q = \begin{bmatrix} x_1 \\ x_2 \\ \sin(\delta) \\ \cos(\delta) \end{bmatrix}. \tag{41}$$

Differentiate (40) to obtain

$$\dot{q} = J_T \dot{X} = J_T F(X) := G(q), \tag{42}$$

where the Jacobian $J_T$ is given by

$$J_T = \begin{bmatrix} I & 0 \\ 0 & I \\ \text{diag}(\sin(\delta)) & 0 \\ -\text{diag}(\sin(\delta)) & 0 \end{bmatrix} \in \mathbb{R}^{4n \times 2n}. \tag{43}$$

Insert $F(X^*) = 0$ into (42) to obtain $\dot{q} = G(q^*) = J_T F(X^*) = 0$, proving that (37) is an equilibrium of (11).

Now let $q^*$ in (38) be an equilibrium of (11). Then from (42), we obtain $G(q^*) = J_T F(X^*) = 0$. Since the Jacobian $J_T$ has full column rank, we have $F(X^*) = 0$, which by (39) yields that (36) is an equilibrium of (35). The fact that $q_2 = 0$ follows from the second row block of $F(X^*) = 0$. \qed
Construct two model reduction bases $V, W \in \mathbb{R}^{N \times r}$ such that the reduced matrices in (46) are given by
\[
E_r = W^T E V, \quad A_r = W^T A V, \quad H_r = W^T H (V \otimes V),
\]
\[
B_r = W^T B, \quad C_r = CV.
\] (47)

The quality of the reduced system (46) depends on the choice of the model reduction bases $V$ and $W$. There are various model reduction techniques to determine these bases including trajectory-based method such as POD (see, e.g., [15]); and input-independent systems theoretic methods for quadratic systems such as balanced truncation [5], [33], interpolatory projections [4], [14] and $\mathcal{H}_2$-quasi-optimal model reduction [6]. In this paper, we employ the $\mathcal{H}_2$-based approach in [6].

A. $\mathcal{H}_2$-based model reduction of quadratic nonlinearities

Consider the original quadratic dynamics (44) with an asymptotically stable matrix $E^{-1}A$. Define a truncated $\mathcal{H}_2$ norm for (44) denoted by $\|\Sigma\|_{\mathcal{H}_2}(\tau)$ using the three leading Volterra kernels as [6]:
\[
\|\Sigma\|_{\mathcal{H}_2}^2 := 
\]
\[
\text{tr} \left( \sum_{i=1}^{3} \int_{0}^{\infty} \int_{0}^{\infty} h_i(t_1, \ldots, t_i) h_i^T(t_1, \ldots, t_i) dt_1 \cdots dt_i \right),
\] (48)

where $h_1(t_1) = C e^{E^{-1} A t_1} E^{-1} B$, $h_2(t_1, t_2) = 0$, $h_3(t_1, t_2, t_3) = C e^{E^{-1} A t_3} E^{-1} H (e^{E^{-1} A t_2} E^{-1} B \otimes e^{E^{-1} A t_1} E^{-1} B)$ and $\text{tr}(\cdot)$ denotes the trace of the argument (for details see, e.g., [2], [6]). Note that when $H = 0$, only the first kernel $h_1(t_1)$ remains and accordingly (48) boils down to the classical $\mathcal{H}_2$-norm of an asymptotically stable linear system.

The goal is now to construct $V$ and $W$ such that the truncated $\mathcal{H}_2$ error norm $\|\Sigma - \Sigma_r\|_{\mathcal{H}_2}(\tau)$ is minimized. This can be achieved by the model reduction algorithm Q-IRKA [6]. A brief sketch of (the two-sided) Q-IRKA is shown in Algorithm 1. In some settings, to retain the positive definite-ness and/or symmetry of the original realization in the reduced order matrices (47), a one sided version of Q-IRKA is applied where $W$ is set to be $V$ as given in Algorithm 2. The proposed approach to structure preserving model reduction of power networks as outlined in the next section will employ Q-IRKA as an intermediate step. Note that the reduced models from Q-IRKA is quadratic, do not preserve the original second-order structure (2), and thus cannot be directly used in a structure preserving setting. In the next section, we will prove that the model reduction basis $V$ and $W$ resulting from applying Q-IRKA to the quadratic form of power network have special subspace structure, which will then allow us to develop our structure-preserving model reduction algorithm.

B. Modifications to perform Q-IRKA for power network dynamics: zero initial conditions and asymptotic stability

Recall the state vector $q(t)$ in (10). Since $\sin(\delta)$ and $\cos(\delta)$ can not be simultaneously zero, the reformulation (11) as a quadratic model will always have a nonzero initial condition. Since the most system theoretic methods to model reduction assumes a zero initial condition, a natural approach is to consider a shifted state vector that allows the use of the reduction methods developed for zero initial condition. Following [33], we define a shifted state vector $x = q - q_0$, such that in the new state $x$, we have $x(0) = 0$ and write
\[
q \otimes q = x \otimes x + ((I \otimes q_0) + (q_0 \otimes I)) \cdot x + q_0 \otimes q_0.
\] (49)

By substituting (49) in (11) we obtain
\[
\dot{E}z(t) = \tilde{A}z(t) + H(x(t) \otimes x(t)) + \tilde{B}u(t)
\]
\[
y(t) = Cz(t), \quad x(0) = 0,
\] (50)

with $\tilde{A} = A + H ((I \otimes q_0) + (q_0 \otimes I))$, $\tilde{B} = [B \quad Aq_0 + H (q_0 \otimes q_0)]$. (51)

Given the dynamical system (51) with zero initial conditions, one can apply a wide range of available methods, as mentioned at the beginning of Section V to construct a quadratic reduced model. However, as in the linear case, optimal-$\mathcal{H}_2$ model reduction for quadratic system requires asymptotic stability of $E^{-1}A$ [6]. Recall the quadratic dynamics (50) and $\tilde{A}$ in (51). Consider zero initial conditions for $\delta$ and $\delta$, and thus the initial condition $q_0 = [0_{1 \times n} \ 0_{1 \times n} \ 0_{1 \times n} \ 1_{1 \times n}]^T \in \mathbb{R}^{4n}$. Thus, $A$ have zero eigenvalues and therefore $E^{-1}A$ is not asymptotically stable [33]. To overcome this stability issue in the power network setting, we replace $\tilde{A}$ in (50) by
\[
\tilde{A}_\mu = \tilde{A} - \mu E,
\] (52)
where $\mu > 0$ is real and small, so that all the eigenvalues of the pair $\tilde{A}_\mu$ and $E$ have negative real part. Therefore, as the final modification, we replace (50) by
\[
E \dot{x}(t) = \tilde{A}_\mu x(t) + H(x(t) \otimes x(t)) + \tilde{B}u(t),
\]
\[
y(t) = Cx(t), \quad x(0) = 0.
\]
(53)
The quadratic dynamical system in (53) has now asymptotically stable linear part and have zero initial conditions. Therefore, it has the structure to perform $\mathcal{H}_2$ based model reduction using Q-IRKA. However, we re-emphasize that the reduced-model obtained from applying Q-IRKA to (53) is not structure-preserving; it does not inherit the second-order structure. Therefore, we employ Q-IRKA only to obtain potential reduction subspace information. In the next section where we present the proposed framework, we describe how we benefit from and how we use the subspaces resulting from Q-IRKA to obtain a reduced second-order model in (6). We also show that Q-IRKA subspaces applied to (53) has special properties due to the underlying power network structure.

VI. THE PROPOSED APPROACH FOR MOR OF POWER NETWORKS

Our aim is to perform structure-preserving model reduction of the second-order dynamics (6) using the reduction bases $\mathcal{V}, \mathcal{W} \in \mathbb{R}^{n \times r}$ to obtain the reduced second-order model (6). To keep the symmetry of the underlying dynamics, we describe a Galerkin projection by choosing $\mathcal{W} = \mathcal{V}$. Converting the nonlinear second-order dynamics to the quadratic form has allowed us to use (optimal) systems-theoretic techniques to apply, such as Q-IRKA. Although we cannot simply use the output of Q-IRKA as the reduced model (since it does not preserve the second-order structure), we still would like to employ the high-fidelity model reduction bases $V$ and $W$ resulting from Q-IRKA in constructing $\mathcal{V}$. In this section, by analyzing and exploiting the structure of the underlying power network dynamics, we show how to efficiently construct $\mathcal{V}$ using $V$ and $W$ from Q-IRKA.

A. Structures arising in Q-IRKA in the Power Network Setting

Let $V \in \mathbb{R}^{4n \times r}$ and $W \in \mathbb{R}^{4n \times r}$ be the model reduction bases obtained from applying Q-IRKA to (53). Let $V_T \in \mathbb{R}^{n \times r}$ and $W_T \in \mathbb{R}^{n \times r}$ denote leading $n$ rows of $V$ and $W$. Recall that due to (10), the leading $n$ rows of $q(t)$, the state of quadratic dynamic (53), corresponds to the original (second-order) state $\delta(t)$. Therefore, one can consider choosing $\mathcal{V} = V_T$ and $\mathcal{W} = W_T$ in (5). However, in addition to this being a Petrov-Galerkin projection and thus not preserving the symmetry, we will show in the next result $W_T$ has a particular subspace structure that one can further exploit in constructing the structured reduced model.

Theorem 1. Let $V$ and $W$ be obtained via Q-IRKA as in Algorithm 1 to the quadratized dynamics (53) resulting with a reduced quadratic system with asymptotically stable linear part. Let $W_T \in \mathbb{R}^{n \times r}$ denote the first $n$ rows of $W$. Then
\[
\text{Range}(W_T) \subseteq \text{Range}(C^T).
\]
In addition, when $p \leq r_q$, we have $\text{Range}(W_T) = \text{Range}(C^T)$.

Before we prove Theorem 1, we establish a symmetry property of $H$ that will be used in its proof.

Lemma 3. Let $H$ in (53) be the mode-1 matricization of the third order tensor $\mathcal{H} \in \mathbb{R}^{4n \times 4n \times 4n}$. Then, the tensor $\mathcal{H}$ is symmetric, i.e., for every $\nu, \rho \in \mathbb{R}^{4n \times 1}$, it holds
\[
H(\nu \otimes \rho) = H(\rho \otimes \nu).
\]

Proof. Recall (33) and (34), and rewrite $H(\rho \otimes \nu)$ as
\[
H(\rho \otimes \nu) = \tilde{H} P \tilde{T} (\rho \otimes \nu) = \tilde{H} (\rho \otimes \nu),
\]
where $\rho = [\rho_1^T \rho_2^T \rho_3^T \rho_4^T]^T$ and $\nu = [\nu_1^T \nu_2^T \nu_3^T \nu_4^T]^T$ with $\rho_i, \nu_i \in \mathbb{R}^{4n \times 1}$. Using (28) and (30) we obtain
\[
H(\rho \otimes \nu) = [\tilde{H}_2(\rho_2 \otimes \nu) + \tilde{H}_3(\rho_3 \otimes \nu) + \tilde{H}_4(\rho_4 \otimes \nu)].
\]
Let $I_1 = [I \ 0 \ 0 \ 0] \in \mathbb{R}^{n \times 4n}$. Multiply (56) from the right with $I_1$ to pick the first $n$ rows of $H(\rho \otimes \nu)$. Since the first $n$ rows of $\tilde{H}_2, \tilde{H}_3$ and $\tilde{H}_4$ are zero as can be seen in (51) and (52), we have $I_1 H(\rho \otimes \nu) = 0 \in \mathbb{R}^{n \times 1}$. Similarly, $I_1 H(\nu \otimes \rho) = 0 \in \mathbb{R}^{n \times 1}$. Therefore, we have
\[
I_1 H(\rho \otimes \nu) = I_1 H(\nu \otimes \rho).
\]

Now let $I_2 = [0 \ I \ 0 \ 0] \in \mathbb{R}^{n \times 4n}$ and multiply (56) from the right with $I_2$:
\[
I_2 H(\rho \otimes \nu) = \Psi_S(\nu_3 \otimes \rho_4) + \frac{Z}{2} \Psi_S(\nu_3 \otimes \rho_4)
\]
\[
- \frac{Z}{2} \Psi_S(\nu_4 \otimes \rho_3) + \Psi_S(\nu_4 \otimes \rho_3).
\]
(58)

Let $S \in \mathbb{R}^{n^2 \times n^2}$ be the permutation matrix so that
\[
\rho \otimes \nu = S(\nu \otimes \rho),
\]
where $S$ is partitioned as $S = [S_1 \ S_2 \ \ldots \ S_n]$ and each $S_j \in \mathbb{R}^{n^2 \times n}$, for $j = 1, \ldots, n$, is defined as
\[
S_j = \begin{bmatrix}
\epsilon_j & \epsilon_{n+j} & \epsilon_{2n+j} & \ldots & \epsilon_{n(n-1)+j}
\end{bmatrix},
\]
(60)
where $\epsilon_j \in \mathbb{R}^{n \times 1}$ denotes the $j$th column of $n^2 \times n^2$ identity matrix. Insert (59) into (58) to obtain
\[
I_2 H(\rho \otimes \nu) = \Psi_S(\nu_3 \otimes \rho_4) + \frac{Z}{2} \Psi_S(\nu_3 \otimes \rho_4)
\]
\[
- \frac{Z}{2} \Psi_S(\nu_4 \otimes \rho_3) + \Psi_S(\nu_4 \otimes \rho_3).
\]
Then, form $\Psi_S$,
\[
\Psi_S = [\Psi_S_1 \ \Psi_S_2 \ \ldots \ \Psi_S_n],
\]
(62)
where, using (60) we have, for $j = 1, \ldots, n$,
\[
\Psi_S_j = \begin{bmatrix}
\Psi_1(:,j) & \Psi_2(:,j) & \ldots & \Psi_n(:,j)
\end{bmatrix},
\]
(63)
and $\Psi_1(:,j)$ is the MATLAB notation referring to the $j$th column of $\Psi_1$. Since for the coupling between the oscillators $i$ and $j$, we have $K_{ij} = K_{ji}$ and $\gamma_{ij} = \gamma_{ji}$, we can write $\Psi_k(:,j) = \Psi_j(:,k)$ and accordingly rewrite (63) as
\[
\Psi_S_j = \Psi_j, \quad j = 1, \ldots, n.
\]
(64)
Then, inserting (64) into (62) yields
\[
\Psi_S = \Psi.
\]
(65)
Similarly, one can show that

$$ZS = -Z.$$  \hfill (66)

Plug (65) and (66) into (61) to obtain

$$I_2H(\rho \otimes \nu) = I_2H(\nu \otimes \rho).$$  \hfill (67)

Following similar steps, one obtains

$$I_kH(\rho \otimes \nu) = I_kH(\nu \otimes \rho), \quad \text{for } k = 3, 4,$$  \hfill (68)

where $I_3 = \begin{bmatrix} 0 & 0 & I \\ 0 & 0 & 0 \end{bmatrix} \in \mathbb{R}^{4 \times 4}$ and $I_4 = \begin{bmatrix} 0 & 0 & 0 & I \end{bmatrix} \in \mathbb{R}^{8 \times 4}$. Combining (57), (67), and (68), we conclude (55), i.e., $H$ is symmetric. \hfill $\square$

Now we are ready to prove Theorem 1.

Proof. (of Theorem 1) We start by analyzing the first Sylvester equation involving $W_1$ in Step 7 of Algorithm 1

$$-E^TW_1A - \tilde{A}_p^TW_1 = CT\hat{C},$$  \hfill (69)

where $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_r) \in \mathbb{R}^{(r_4) \times r_4}$ contains the eigenvalues of $E^{-1}A_r$, $\hat{C} \in \mathbb{R}^{r \times r_4}$, and

$$\tilde{A}_p = \hat{A} - \mu E = A + H((I \otimes q_0) + (q_0 \otimes I)) - \mu E.$$  \hfill (70)

Recall $H \in \mathbb{R}^{4n \times 2n}$ in (54):

$$H = \begin{bmatrix} 0_{4n \times 2n} & \tilde{H}_2P_q^T & \tilde{H}_3P_q^T & \tilde{H}_4P_q^T \end{bmatrix}.$$  \hfill (71)

Multiply $H((I \otimes q_0) + (q_0 \otimes I))$ by the first unit vector $e_1 \in \mathbb{R}^{4n \times 1}$ from the right to obtain

$$h_1 = H((e_1 \otimes q_0) + (q_0 \otimes e_1)),$$  \hfill (72)

where $h_1 \in \mathbb{R}^{4n \times 1}$ denotes the first column of $H((I \otimes q_0) + (q_0 \otimes I))$. Now, we apply Lemma 3 to (72) and use (71) to obtain

$$h_1 = 2H(e_1 \otimes q_0) = 2H\begin{bmatrix} 0 \\ 0_{4n(4n-1)} \end{bmatrix} = 0.$$  \hfill (73)

Similarly, for the $k$th column of (71), we obtain

$$h_k = 2H(e_k \otimes q_0) = 0; \quad k = 2, 3, \ldots, n.$$  \hfill (74)

Therefore, (73) and (74) reveal that the first $n$ columns of $H((I \otimes q_0) + (q_0 \otimes I))$ are zero. Using this fact, and (26) and (27), we obtain the first $n$ columns of (70) as

$$\tilde{A}_p(1:n) = [-\mu I \quad 0 \quad 0]^T,$$  \hfill (75)

where $Y(1:n) \in \mathbb{R}^{4n \times n}$ refers to the first $n$ columns of the matrix $Y$. Decompose $W_1 = [W_{11}^T \quad W_{12}^T \quad W_{13}^T \quad W_{14}^T]^T \in \mathbb{R}^{4n \times r_q}$ where $W_{1i} \in \mathbb{R}^{4n \times r_q}$, $i = 1, 2, 3, 4$. Recall (12) and (26), and use (71) in (69) to obtain $W_{11}(\mu I - \Lambda) = CT\hat{C}$.

Recall that $\mu$ is a positive real number and the reduced order poles are assumed in the left-half plane. Therefore, the matrix $\mu I - \Lambda$ is invertible and $W_{11} = CT\hat{C}(\mu I - \Lambda)^{-1}$. Similarly, let $W_2 = [W_{21}^T \quad W_{22}^T \quad W_{23}^T \quad W_{24}^T]^T$ and solve for the first $n \times r_q$ block of $W_2 \in \mathbb{R}^{n \times r_q}$, denoted by $W_{21} \in \mathbb{R}^{n \times r_q}$ in the second Sylvester equation in Step 7 of Algorithm 1

$$-E^TW_2A - \tilde{A}_p^TW_2 = \hat{H}^{(2)}(V_1 \otimes W_1)(\hat{H}^{(2)})^T.$$  \hfill (76)

Next, we will prove that the first $n$ rows of $\hat{H}^{(2)}$ are zero. Towards this goal, recall (45) and let $H$ be partitioned as

$$H = \hat{H}^{(1)} = \begin{bmatrix} H_1 \quad H_2 \quad \ldots \quad H_{4n} \end{bmatrix},$$  \hfill (77)

where $H_i \in \mathbb{R}^{4n \times 4n}$ for $i = 1, 2, \ldots, 4n$. From (71), we know that the leading $4n^2$ columns are zero. Therefore, we write

$$H = \hat{H}^{(1)} = \begin{bmatrix} H_{0n} \quad H_{n+1} \quad \ldots \quad H_{4n} \end{bmatrix},$$  \hfill (78)

i.e., $H_i = 0$ for $i = 1, 2, \ldots, n$. Recall that $H$ is symmetric due to Lemma 3. This means that

$$\hat{H}^{(2)} = \hat{H}^{(3)} \in \mathbb{R}^{4n \times (4n)^2},$$  \hfill (79)

where $\hat{H}^{(3)} = [\text{vec}(H_1) \quad \text{vec}(H_2) \quad \ldots \quad \text{vec}(H_{4n})]^T$. Since $H_i = 0$ for $i = 1, 2, \ldots, n$, we obtain

$$\hat{H}^{(3)} = \begin{bmatrix} \text{vec}(H_{n+1}) \quad \ldots \quad \text{vec}(H_{4n}) \end{bmatrix}^T.$$  \hfill (80)

Due to (79), the first $n$ rows of $\hat{H}^{(2)}$ are the first $n$ columns of $\hat{H}^{(3)}$. Then, (80) implies that $\hat{H}^{(2)}(1:n,:) = 0$. Using this fact in (70) yields $W_{21}(\mu I - \Lambda) = 0$. Since $\mu I - \Lambda$ is invertible, we obtain $W_{21} = 0_{n \times r_q}$. Recall $W$ in Step 8 of Algorithm 1 defined as $W = W_1 + W_2$. Then, for the first $n$ rows of $W$, i.e., for $W_T$, we obtain

$$W_T = W_{11} + W_{21} = W_{11} = CT\hat{C}(\mu I - \Lambda)^{-1}.$$  \hfill (81)

Hence, $\text{Range}(W_T) \subseteq \text{Range}(CT)$, which proves (54). In addition, if $p \leq r_q$, the matrix $\hat{C}$ has a right-inverse and thus the reverse direction holds as well, i.e., $\text{Range}(CT) \subseteq \text{Range}(W_T)$, completing the proof of the theorem. \hfill $\square$

We emphasize that the structure of the range of $W_T$ due to Q-IRKA as shown in Lemma 1 is specific to the underlying power network dynamics and its quadratic form. The authors are not aware of any other models that yield such a form. This result will be crucial in forming the proposed algorithm next.

B. Proposed structure-preserving model reduction algorithm

Lemma 1 states that whenever $p \leq r_q$ (which will be the common situation), $W_T$ is rank-deficient. Therefore, even though this means that $W_T$ is not suitable to be used as a model reduction space as is, we can use it to our advantage.

As noted earlier, we will perform Galerkin projection. In other words, in (8) we will use $\mathcal{W} = \mathcal{V}$. One option is to simply ignore $W_T$ and set $\mathcal{V} = V_T$. However, this is not preferred in an input-output based systems-theoretic model reduction setting since the information in $W_T$ related to the output is fully ignored. Fortunately, due to the subspace result (54) in Theorem 1 we can include both the input-to-state subspace information ($V_T$) and the state-to-output subspace information ($W_T$) in one subspace $\mathcal{V}$ by choosing in (8) as

$$\mathcal{V} = \text{orth}(\begin{bmatrix} V_T & CT \end{bmatrix}) \in \mathbb{R}^{n \times r},$$  \hfill (82)

where “orth” refers to forming an orthonormal basis so that $\mathcal{V}^T\mathcal{V} = I$. Then, we choose $\mathcal{W} = \mathcal{V}$ and perform a Galerkin projection to compute the reduced second-order structure-preserving model (6)–(8). Thus, despite performing a one-sided Galerkin, by exploiting Theorem 1 and using the reduction basis $\mathcal{V}$ in (82), we are able to also incorporate the output.
information in the reduction framework, as is the standard in systems theoretic model reduction. We note that for the column dimension \( r \) of \( V \), we have \( r = \min(q + p, 2r_q) \).

Now, we finally summarize our proposed approach, an \( \mathcal{H}_2 \)-based Structure-preserving MOR method for Power Network Dynamics (StrH2), in Algorithm 3. We start by converting the original dynamics to the equivalent quadratic form in Step 1. Then, in Step 2, we either apply two-sided Q-IRKA (Algorithm 1) or one-sided Q-IRKA (Algorithm 2) to the resulting quadratic-system to construct \( V \). The resulting versions of the proposed method will be labeled as StrH2-A and StrH2-B, respectively. Step 3 constructs the final model reduction basis using the analysis of Theorem 1 and Step 4 constructs the final structured reduced-model.

We note that in [32], the \( W \)-subspace information is not needed since it is already contained in \( C^T \). However, StrH2-A version of Algorithm 3 in Step 2, still uses two-sided Q-IRKA, which computes \( W \) during the iteration unlike in one-sided Q-IRKA where the \( W \)-subspace is never computed. One might think that since the \( W \)-subspace information is replaced by \( C^T \) in the end, the two options StrH2-A and StrH2-B should produce equivalent results. This is indeed not the case since the \( V \)-subspace resulting from one-sided and two-sided Q-IRKA implementations are completely different; the former never used the output information. We will see in next section that this distinction does indeed impact the final reduced model.

Algorithm 3 \( \mathcal{H}_2 \)-based Structure-preserving MOR for Power Network Dynamics (StrH2)

Input: Second-order model (2)-(2)

\[ \dot{M} \dot{\delta}(t) + D \ddot{\delta}(t) + f(\delta) = B u(t), \quad y(t) = C \delta(t) \]

Output: Reduced second-order model (6)-(7)

\[ \dot{M}_r \dot{\delta}_r(t) + D_r \ddot{\delta}_r(t) + f_r(\delta_r) = B_r u(t), \quad y_r(t) = C_r \delta_r(t) \]

1: Transform the second-order dynamic (2)-(3) into quadratic dynamics [53] with asymptotically stable linear part:

\[ E \dot{x}(t) = \hat{A} \mu x(t) + H(x(t) \otimes x(t)) + \hat{B} \dot{u}(t) \]

\[ y(t) = Cx(t), \quad x(0) = 0. \] (53)

2: For the quadratic dynamics [53], apply

Option A: Algorithm 1

or to construct \( V \).

Option B: Algorithm 2

3: Form the final model reduction basis \( V \) using the leading \( n \) rows of \( V \) and the output matrix \( C \) as in (52):

\[ V = \text{orth}([V_T \quad C^T]) \]

4: Compute the reduced matrices as in (8) with \( W = V \).

VII. NUMERICAL EXPERIMENTS

We test the proposed approach on two models: (i) the SM model of the 39-bus New England test system and (ii) IEEE 118 bus system, included in the MATPOWER software toolbox [44], [45]. We focus on a single-output system \((p = 1)\) by choosing the arithmetic mean of all phase angles as the output as in [33], [34]. Models are generated by MATPOWER and MATLAB toolbox [46] that provide all the necessary parameters to form (2) including \( J_t, D_t, \omega_R, K_{ij}, \gamma_{ij} \) and \( B_i \). To illustrate the effectiveness of our approach, we compare it with two other approaches (i) a structure-preserving formulation of balanced truncation for power systems denoted by Str-QBT and (ii) POD.

For Str-QBT, we follow the approach of [33] in finding \( V \) and \( W \). However, as opposed to [33], which performs the reduction on the quadratic dynamics [53] and constructs a quadratic reduced model, we directly find the reduced second order dynamic (6) by extracting \( V \) and \( W \) from \( V \) and \( W \). To be more precise, [33] forms the reduction bases \( V \) as

\[ V = \text{blkdiag}(V_b, V_b, V_b, V_b) \] (83)

and similarly for \( W \) using \( W_b \) where \( V_b \) and \( W_b \in \mathbb{R}^{n \times n_q} \) are

\[ V_b = R_b^T \tilde{U}(\cdot; 1 : r_q) (\tilde{\Sigma}(\cdot; 1 : r_q))^{-\frac{1}{2}} \]

\[ W_b = S_b^T \tilde{V}(\cdot; 1 : r_q) (\tilde{\Sigma}(\cdot; 1 : r_q))^{-\frac{1}{2}} \] (84)

\( R_b S_b^T = \tilde{U} \tilde{\Sigma} \tilde{V}^T \) is the SVD of \( R_b S_b^T \), and \( R_b \) and \( S_b \) are, respectively, the Cholesky factors of the second \( n \times n \) block of the truncated reachability and observability gramians of the quadratic system [5]. [33]. Then, [33] performs the reduction on (53) using (83) to obtain a reduced quadratic model for (53). Instead, since the second \( n \times n \) blocks of the truncated reachability and observability gramians of the quadratic system correspond to the second order dynamic (2), we pick \( V = V_b \) and \( W = W_b \) in (53) and directly perform reduction on the second order dynamic (2)-(3) to obtain (8), (11).

To apply POD, we simulate (2) for a given time interval to form state snapshot matrix \( \Delta = [\delta(t_0) \delta(t_1) \ldots \delta(t_{L-1})] = U_{\Delta} \Sigma_{\Delta} V_{\Delta}^T \).

Then, the \( r \) leading left singular vectors of \( \Delta \), i.e., the leading \( r \) columns of \( U_{\Delta} \), form the reduction basis \( V = W \) in (6).

To test the accuracy of the reduced models, we will measure the time-domain error between the true output \( y(t) \) and the reduced-model outputs \( y_r(t) \) over a time interval \( t \in [0, T] \). Towards this goal, define the \( L_{\infty}(T) \) norm of \( y(t) \) as

\[ \|y\|_{L_{\infty}(T)} = \max_{t \in [0, T]} |y(t)|. \] (85)

The corresponding relative \( L_{\infty} \) output error is defined as

\[ \|e\|_{L_{\infty}(T)} = \frac{\|y - y_r\|_{L_{\infty}(T)}}{\|y\|_{L_{\infty}(T)}}. \] (86)

A. New England test system

The model has order \( n = 39 \) in the original second-order coordinates (2). We choose \( \mu = 10^{-3} \) in (52). We apply both formulations of StrH2 in Algorithm 3 (StrH2-A and StrH2-B), Str-QBT, and POD; and reduce the order to \( r = 2, \ldots, 25 \). In Figure 1 the relative \( L_{\infty} \) error \( \|e\|_{L_{\infty}(T)} \) with \( T = 10 \) vs. reduction order \( r \) is depicted for each method. The figure shows that for the majority of \( r \) values, StrH2-A yields the lowest relative \( L_{\infty} \) error. We note that this is the best case
For a more detailed comparison, in Figure 2 the output of the original and all the reduced order models of order \( r = 23 \) (at which the relative error due to StrH2-A drops below 1\%), and the corresponding absolute error, \( | y(t) - y_r(t) | \), are depicted. This figure supports the earlier observation that StrH2-A approximates the original model with a better accuracy compared to POD and Str-QBT. To investigate the robustness of the algorithms to variations in the input, we slightly perturb the input and repeat the same model reduction procedures as before. One might view this perturbation to the input as if the operation conditions are slightly varied. We perturb the input only by 0.1\%. Note that the choice of input has never entered the proposed algorithm or Str-QBT; however it is used to train the POD model. Figures 3 shows the relative error as \( r \) varies for this slightly varied input. As one can observe in Figure 3b, both StrH2-A and StrH2-B outperform POD. Also as in the previous example, the relative errors for the POD reduced models do not show further improvements after \( r = 3 \), while both StrH2 formulations approximate the original model with similar accuracy as in the former case.

VIII. Conclusion

We have developed a structure-preserving system-theoretic MOR technique for nonlinear power grid networks. We lifted the original nonlinear model to its equivalent quadratic form in order to employ Q-IRKA as an intermediate stage of our MOR framework. We have shown that the model reduction bases obtained by Q-IRKA have a specific subspace structure that can be exploited to construct the desired reduction basis for reducing the original nonlinear model. This reduction basis has led to a reduced model that preserved the physically meaningful second-order structure of the original model. We have illustrated the effectiveness of our proposed approach via two numerical examples.
