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Abstract. Network user behavior analysis is very important for the security of large organizations' intranet. In order to analyze the behavior of Intranet users, it is necessary to identify the roles of Intranet users. In this paper, a role recognition method based on network flow characteristics is proposed for organizational intranet, which is a specific network space. Firstly, the interactive distribution characteristics of network flow based on information entropy are used to describe the distribution characteristics of different network nodes. Secondly, traffic characteristics are used to analyze the interaction flow between nodes. Finally, based on these feature sets, Stochastic Forest method is applied to recognize the role of intranet. Experiments on real intranet data verify the effectiveness of the proposed method.

Introduction

Private Intranet is an important basis for daily communication and operation of organizations or enterprises. Intranet attacks may cause huge financial losses and reputation damage. Therefore, data-driven Intranet security tools and analysis methods have attracted great attention in recent years. In many data, network flow is very important for intranet security monitoring. A typical Netflow data includes source IP (srcIP), source port (srcPort), destination IP (dstIP), destination port (dstPort), protocol, bit number and timestamp, etc. Because it is very difficult to analyze the total traffic of the network, Cisco has developed Netflow protocol [1], which collects the complete traffic data as a sample stream, so that network administrators can use Netflow and analysis tools to identify malicious behavior of users. However, the current features provided by Netflow tools are only applicable to simple statistical analysis, which is not enough to support analysis such as role recognition and discovery of new attacks.

Network role recognition is to automatically divide users, hosts and services based on network interaction into different groups, each group has different behavior patterns. Role classification has been widely studied in the field of social networks [2]. Because intranets can be regarded as some kind of social networks, some indicators or methods commonly used in the study of social networks can be applied to the analysis of intranets interaction, such as measuring the degree of importance of nodes, outcomes and so on. The basis of role classification is traffic classification, which can be divided into four categories: port-based classification, payload-based classification, statistical classification and behavior classification [3]. Although there are still some problems in Netflow, such as data packet loss due to router flooding by massive data records, it is still a very useful resource for role recognition [4].

For organizations, identifying roles in the Intranet can help managers understand the workload and efficiency of personnel, as well as discover anomalies. At present, there are some studies on intranet security models or methods, such as Yu et al. [5] grouping intranet user behavior using improved regular expression rules. AsSadhan et al. [6] proposed a long-range Dependence (LRD) behavior analysis method based on time series analysis, and Dong et al. [7] established a method. An internal network user behavior control system helps managers monitor employees' behavior. Xu et al. [8] proposed a behavioral classification framework based on information theory. The index used was information entropy (Entropy) proposed by Shannon. Information entropy has been widely used in
Characteristic Construction of Network Flow

Appropriate network flow characteristics can effectively characterize the user's behavior characteristics. Network flow features based on simple statistics contain redundant information. In order to compress information and extract more compact network flow features, this paper uses entropy to quantify the uncertainty contained in the data.

For a random variable $X$, its possible number of values is $N_X$, assuming that take sampling $m$ times, a random distribution on $X$ is obtained, $p(x_i) = m_i / m$, $x_i \in X$, in which $m_i$ denotes the number of times $x_i$ was observed, then the Shannon entropy of $X$ is defined as [13]:

$$H(X) = - \sum_{x \in X} p(x_i) \log p(x_i)$$

(1)

Formula (1) shows that the more the number of possible values of $X$, the more average the probability distribution and the larger the entropy value. It is noted that the maximum number of different values of $X$ that may be observed in $m$ times observations is $\min\{N_x, m\}$, thus the maximum possible value of entropy is $H_{\text{max}}(X) = \log \min\{N_x, m\}$, i.e., $0 \leq H(X) \leq \log \min\{N_x, m\}$.

It is known that the maximum value of $H(X)$ is affected by $m$ and $N_x$. In order to measure the uncertainty of variable $X$ under the condition that $m$ observations have been obtained, $H(X)$ should be standardized. Therefore, Shannon entropy should be replaced by Relative Uncertainty ($RU$), then we have:

$$RU(X) = \frac{H(X)}{H_{\text{max}}(X)} = \frac{H(X)}{\log \min\{N_x, m\}}$$

(2)

$RU(X)$ takes values from 0 to 1. When $RU(X) = 0$, it means that the observed $m$ values are the same, that is, there exists a certain value $x \in X$, so that $p(x) = 1$. In this case, there is no uncertainty in the observation set. Let $A$ denotes the set of observations of $X$, under the condition of $m \leq N_x$, if and only if $|A| = m$ and for any $x_i \in A$, $p(x_i) = 1/m$, then $RU(X) = 1$. That is to say, $m$ observations are different from each other, and the observation set shows the greatest uncertainty. At this time, $RU(X)$ measures the stochastic degree of $X$. In this case of $m > N_x$, if and only if $m_i = m / N_x$, i.e., for any $x_i \in A$, $p(x_i) = 1/N_x$, then $RU(X) = 1$. In this case, $RU(X)$ is used to measure the uniformity of the random distribution. In this article, $m \ll N_x$.

For a dimension $X$ (such as $srcIP$) and a time period $T$ in Netflow Quaternion ($srcIP$, $dstIP$, $srcPort$, $dstPort$), $m$ is used to represent the number of all network flows generated in $T$, and the set $A = \{a_1, a_2, \ldots, a_n\}$, $n \geq 2$ is used to represents the values of $X$ dimension in these network flows, $m_i$ denotes the number of network flows whose value is $a_i$. Then the probability distribution on $X$ can be expressed as $p_i = P_A(a_i) = m_i / m$. Then $RU(P_A)$ measures the degree of randomness of dimension $X$ in time period $T$. For the network flow in time $T$ with source $IP = srcIP$, we calculate the relative uncertainty of the other three dimensions in the network flow set ($RU_{dstIP}, RU_{srcIP}, RU_{dstPort}$). This triple describes the characteristics of the interaction behavior distribution of the intranet individual $per_i$ in time $T$, as shown in Table 1.
Table 1. Relationship between relative uncertainty and distribution of interaction behaviour.

| RU_dstIP          | RU_srcPort      | RU_dstPort      |
|-------------------|-----------------|-----------------|
| more fixed interactive objects | more fixed sending ports | more fixed traffic |
| Interactive Objects are more random and diverse | random and diverse | Use multiple ports to send traffic to multiple ports |

In order to characterize the behavior patterns of individual Intranet in the morning, afternoon and evening of a day, the sampling time periods are 8:00 to 12:00 ($T_1$), 12:00 to 18:00 ($T_2$), 18:00 to 24:00 ($T_3$), respectively. For individuals $per_i$ with source IP = $srcIP$, the relative uncertainties in three periods are calculated as their network flows. Connection Distribution Features ($CDF$) is showed as:

$$CDF_{per_i} = (T_j RU_{dstIP} , T_j RU_{srcPort} , T_j RU_{dstPort})$$  \hspace{1cm} (3)

The calculation of the above-mentioned entropy only takes into account the number of interactions between nodes, but does not take into account the flow of network flows. For a network individual $per_i$ with source IP = $srcIP$, the total network traffic in time $T$ is defined as $\sum_{per_i,T} Fs$, the number of netflows of $per_i$ in time $T$ is $|netflow_{per_i,T}|$, thus the average network traffic of $per_i$ is defined as:

$$Avg\left(Fs\right)_{per_i,T} = \frac{\sum_{per_i,T} Fs}{|netflow_{per_i,T}|}$$ \hspace{1cm} (4)

Taking $T_1$, $T_2$, $T_3$ as the three time periods of morning, afternoon and evening, the network flow characteristics of network individual $per_i$ are recorded as follows:

$$Avg\left(Fs\right)_{per_i} = \left\{Avg\left(Fs\right)_{per_i,T_1}, Avg\left(Fs\right)_{per_i,T_2}, Avg\left(Fs\right)_{per_i,T_3}\right\}$$ \hspace{1cm} (5)

$Avg\left(Fs\right)_{per_i}$ describes the traffic characteristics of network individuals in one day.

Role Recognition Based on Random Forest

Random Forest [12] is used to classify unknown network individuals based on known role information and network flow characteristics. Random forest model has been widely used in many fields due to its advantages of less parameter adjustment, less over-fitting and providing importance ranking of classification features.

The specific process of role recognition of network individuals based on network flow characteristics using stochastic forest model is as follows:

1. Establish the eigenvector model, i.e., the network flow feature set $F_c(per_i) = (CDF_{per_i}, Avg(Fs_{per_i}))$, and use $(F_c(p_i), r_i)$ to represent all training examples, where $r_i$ represents the role label.

2. Assuming that there are $N$ samples in the training set $S$, $N$ training samples are extracted from $S$ by using the bagging sampling method with playback as the training set $S_i$ of the $i$th tree, and the $i$th decision tree $t_i$ is constructed based on $S_i$.

3. The construction method of decision tree $t_i$: If the number of features in the network flow feature set $F_c$ is $m$, the dimension features $m_{try}$ are randomly selected, and the best classification features $a$ are selected as the splitting attributes of the current node. According to $a$, splitting the node into two branches, the splitting process of the node is recursively called in each branch. The training set $S_i$ can be classified accurately by the decision tree constructed, or all the features have been used.
up. In the process of constructing each decision tree, $m_{ry}$ is a fixed value, usually $m_{ry} = \text{int}(\log_2 m + 1)$.

4) Repeat steps (2) and (3) until $k$ decision trees are established to complete the construction of random forests.

5) Random forests are used to classify the roles of network individuals with unknown roles. The role labels are obtained by considering the classification results of all decision trees. The common methods are voting and probability averaging. That is, when the network flow characteristics $F_c(p_i)$ of the network individual with unknown roles are obtained, the judgment of the role $r_p$ of the network individual is as follows:

$$r_p = \text{arg max}_c \left\{ \frac{1}{N} \sum_{i=1}^{N} I \left( \frac{n_{h_i,c}}{n_{h_i}} \right) \right\},$$

(6)

Probability averaging, $r_p = \text{arg max}_c \left\{ \frac{1}{N} \sum_{i=1}^{N} \omega_i \frac{n_{h_i,c}}{n_{h_i}} \right\}$,

(7)

In which, $N$ is the total number of decision trees in random forests, $I(*)$ is the indicative function, $n_{h,c}$ is the classification result of decision trees for class $C$, $n_{h_i}$ is the number of leaf nodes $h_i$.

Experimental Analysis

This paper studies the internal network environment of a unit, and the network structure is connected with the external Internet. The whole network is divided into seven sub-networks. All network data packets will pass through the central switch, and aggregate the data packets into network flows in the core switch. Seven subnets correspond to six functional departments and one server. If only personal computers are considered in each department, the set of roles $R=\{\text{department 1, Department 2, Department 3, Department 4, Department 5, Department 6, server}\}$. The IP address of the server is fixed, that is, there is only a single element in $\text{per.ip}$. The IP address of the PC is dynamically allocated, that is, there are many IP addresses in $\text{per.ip}$, but only one IP address at the same time. By collecting the data from the core switch, the network flow data generated by 661 hosts in the intranet during the 17 days from November 11 to November 27, 2016 are obtained. There are 195,037,491 data records in total, and the data size is 29.63GB.

By calculating each network flow of $\text{srcIP}$, a total of 2 390 CDFs are obtained. Each CDF corresponds to the random degree characteristics of an intranet individual's interaction behavior on a given day. Three dimensions $(\text{RU}_{\text{dstIP}}, \text{RU}_{\text{srcIP}}, \text{RU}_{\text{dstPort}})$ of the CDF are scattered in three time periods as shown in Figure 3. Three time periods are drawn in three diagonal squares (morning, afternoon, evening). In the other six squares, the dispersion relations between each two time periods are given.
From Figure 1, we can see that the relative uncertainties of the three dimensions are distributed in low-value areas, which shows that most of the intranet objects studied have relatively fixed patterns of interaction behavior, and only a small number of individuals will switch or use more ports between multiple interactive objects, that is, individuals are "uncertain". In the morning, afternoon and evening, it can be seen from the scatter graph matrix $T_j RU_{\text{dstIP}}$ that the scatter points in the scatter graph matrix are mainly distributed on the diagonal line, indicating that the uncertainty of most individuals in choosing interactive objects does not change with the time period; in the scatter graph matrix $T_j RU_{\text{srcPort}}$ and $T_j RU_{\text{dstPort}}$, although the overall distribution of relative uncertainties in the three intervals are similar, but the distribution of walking points is scattered, which indicates that the uncertainty of using interactive ports varies with time.

According to the different roles and departments of Intranet individuals, we can divide the involved intranet individuals ($srcIP$) into seven categories, including the intranet individuals belonging to six different departments (represented by departments 1 to 6) and the intranet individuals belonging to server roles. Accordingly, in a total of 2390 CDFs, the number of CDFs calculated by individuals belonging to seven roles as benchmarks is shown in Table 2. In order to compare the behavior patterns of Intranet individuals of these roles, the distribution histograms of these roles on $(RU_{\text{dstIP}}, RU_{\text{srcIP}}, RU_{\text{dstPort}})$ are drawn, as shown in Table 3. Since most uncertainties do not change much over time, in order to compare the statistical differences among individuals with different roles, the three periods are regarded as equal sampling intervals without considering the distinction of time periods.

In terms of interactive objects, it can be seen from the distribution histogram of $RU_{\text{dstIP}}$ that the other five departments are mainly distributed in the low-value areas, except for the middle-high value areas ($>0.3$) of the 6th departments. The results show that only 6 departments have relatively average distribution of interaction objects and have greater uncertainty. The vast majority of individuals in the remaining 5 departments have smaller range of interaction objects and lower uncertainty. $RU_{\text{dstIP}}$ of Department 1 has a maximum of 0.6 and little distribution above 0.3, which indicates that Department 1 has the lowest uncertainty in terms of interactive objects among the six Departments. $RU_{\text{dstIP}}$ of Department 2 has a part of the high value range from 0.7 to 0.8, which indicates that although most individuals in Department 2 show low uncertainty in the interaction object, there are still a small number of individuals with high uncertainty. The main distribution range of $RU_{\text{dstIP}}$ of servers is similar to other roles, and mainly concentrates on the low and middle value areas, but it shows a more median value (0.3-0.6). This reflects that the server has a higher uncertainty in the interactive objects compared with other types of individuals. This is also due to the working characteristics of the server, that is, the need to ring. It should be decided at the request of different individuals.

In terms of using ports, we can see that the $RU_{\text{srcPort}}$ of server is lower, which reflects that the same server generally uses fixed ports for service response and response, while $RU_{\text{srcPort}}$ in both low-value areas (0-0.3) and (0.7-0.9) are distributed, indicating that due to the different functions of the server,
some servers only go to more fixed individuals and end-to-end. Ports send reply messages, while some servers send reply messages to different ports of different individuals at the same time. $RU_{srcPort}$ of Departments 1 and 4 are mostly concentrated in high-value areas, that is, the ports used to send messages are more uncertain, which reflects the working characteristics of these two departments through multi-ports for a variety of services. The $RU_{srcPort}$ and $RU_{dstPort}$ of department 6 are concentrated in very low areas, which indicates that Department 6 has very low uncertainty in port usage, that is, the network interaction is concentrated on fewer ports, reflecting the scarcity of business types processed through intranet. The other three departments, Department 2, Department 3 and Department 5, have similar $RU_{srcPort}$ and $RU_{dstPort}$ value distribution patterns respectively, which indicates that they have similar behavior rules in the use of Intranet ports.

In order to analyze the size and distribution of network traffic in the whole intranet, a scatter plot of network traffic is drawn from the collected network flow data, as shown in Figure 2. Among them, the horizontal axis represents the size of network traffic, in megabytes (MB) as a unit, and the vertical axis represents the number of network traffic corresponding to the size of traffic in that period, where logarithmic coordinates are used. It can be seen that traffic distribution charts show the characteristics of heavy-tailed distribution, that is, most network traffic only transmits a small amount of traffic, and most traffic is concentrated on a small amount of data flow.

In order to compare the difference of network traffic characteristics among different roles of Intranet individuals, the average traffic is divided according to the roles of Intranet individuals, and the average and median values of each role are calculated. The results are shown in Figure 3. The bar chart above shows the average traffic of individuals with different roles in the morning, afternoon and evening, while the bar chart below shows the median. On average, Section 5 has the highest average traffic, followed by servers, while Section 6 has the highest average traffic in the evening, although the average traffic in the day is low. In addition, the average traffic in the day is significantly higher than that in the night except Department 6. From the median point of view, the average traffic of department 6 in the day is higher than that in the night. Considering the heavy tail of traffic distribution, it can be inferred that this difference is due to the significant increase of the "tail" traffic of department 6, i.e. a small number of individuals in the evening.

Figure 2. Overall distribution of network flow size in Intranet.
Summary

In view of the special network environment of organizational intranet, this paper classifies the roles of different individuals in the intranet by using network flow data and constructing a network flow feature set that can describe the characteristics of interaction distribution and interaction flow. Experiments show that the network flow feature set proposed in this paper can better characterize the interaction behavior characteristics of Intranet individuals, and based on random forest, it can classify the roles according to the network flow data generated by intranet individuals, thus providing a basis for anomaly detection of network users. In the future, more effective features will be proposed to describe Netflow, and other classification methods will be explored to achieve better role recognition results.
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