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We investigate slow quenches in Chern insulators in ribbon geometry. We consider the Qi-Wu-Zhang model and slowly ramp the parameters (large time of the quench $\tau$) from a non-topological (Chern number $= 0$) to a topological regime (Chern number $\neq 0$). In contrast to the Haldane model considered in [L. Privitera and G. E. Santoro, Phys. Rev. B 93, 241406(R) (2016)] earlier, the in-gap state degeneracy point is pinned to an inversion symmetric momentum, which changes the behavior drastically. The density of excitations in the in-gap states scales with the quench time as $\tau^{-1/2}$ as the ramp becomes slow, and the Kibble-Zurek mechanism applies. Despite the slower scaling of the density of in-gap excitations with $\tau$, the Hall conductance after the quench deviates from that of the ground state of the final Hamiltonian by an amount that drops as $\tau^{-1}$.

I. INTRODUCTION

Topological insulators have attracted a lot of attention in recent years due to their novel properties such as quantum (spin) Hall effect in the absence of magnetic field. Such systems can host in-gap conducting edge states that are robust against disorder and account for the exact quantization of the Hall conductance. The existence of the edge states is connected to the non-trivial topological order parameter of the bulk. Several experimental realizations of topological insulators in cold atom systems and in solid state systems have been recently demonstrated.

Response of topological insulators to quantum quenches between different topological phases has been under an active investigation. Studies of bulk systems considered sudden (a parameter of the Hamiltonian is rapidly changed) and slow quenches (a parameter of the Hamiltonian is varied smoothly). Sudden quenches result in a non-quantized value of the Hall conductance. Refs. [19] and [20] considered slow quenches and showed that the (spin) Hall conductivity approaches the quantized value of the final ground state. The ground-state value is never fully reached since during the quench the energy gap closes and the system always gets excited. The number of excitations follows the Kibble-Zurek (KZ) argument which predicts that the density of excitations scales with the quench time to the power given by critical exponents, associated with the critical point across which the system is quenched. Non-equilibrium classification of topological insulators is presented in Ref. [24]. In the case of two-dimensional Chern insulators, the Chern number remains well defined and is equal to the one evaluated in the initial state. Cold atoms could be used to study quantum quenches, where a time-dependent change of a parameter of a Hamiltonian could be performed by changing the external gauge fields in the optical lattice.

Quenches in finite-sized systems with edges were explored less. Sudden quenches in such systems were studied in Refs. [27], [29], and [30], which showed that after a sudden quench from a topological to a trivial regime, edge currents relax into the interior of the system. Ref. [31] studied slow quenches in Floquet Chern insulators in which Floquet Hamiltonian is approximately given by the Haldane model. The degeneracy point of the in-gap states moves in $k$-space during the quench, which results in a perfect population of selected in-gap states after the quench. As a consequence of this anomalous in-gap excitation production, the excitations in the system do not follow the KZ scaling. Deviations from the KZ scaling due to edge states were also observed in the one-dimensional Creutz ladder.

In this paper we study slow quenches in a Chern insulator with edges, represented by the Qi-Wu-Zhang (QWZ) model in a ribbon geometry. After a quench to the topological side, the in-gap states appear and are occupied, in contrast to the bulk Chern number that remains equal to that in the initial Hamiltonian. The number of generated excitations decreases as the quench becomes slow. The number of the excitations in the in-gap states scales with the quench time $\tau$ as $\tau^{-1/2}$ whereas the number of excitations in the bulk states scales as $\tau^{-1}$. The scaling of the in-gap and the bulk excitations is well described by the KZ mechanism. These results differ from the ones in Ref. [31] because in our case the degeneracy point is pinned to an inversion symmetric momentum due to the inversion symmetry. We also calculated the Hall conductance, which approaches the ground-state value of the final Hamiltonian. The deviation of the post-quench Hall conductance from the quantized value arises both due to bulk and in-gap excitations. Both bulk and in-gap contributions scale as $\tau^{-1}$, which in turn is the same as also for the “bulk-only” Chern insulator with periodic boundary conditions in both directions.

The paper is structured as follows: In Sec. II we introduce the QWZ model. In Sec. II A we turn to the state of the system after a quench and discuss the scaling of
the number of excitations in the bulk and in the in-gap bands with the duration of the quench. In Sec. [III B] we consider the Hall response after the quench and in Sec. [IV C] and Sec. [IV D] we discuss effects of the breaking of the inversion symmetry and the chiral symmetry on the system after a quench. In Appendix [A] we pedagogically discuss the linear response of the system in the ground state to the electric potential. In Appendix [B] we derive the scaling of the total number of the in-gap excitations, followed by the calculation of critical exponents of the in-gap bands in Appendix [C]. In Appendix [D] we evaluate the time-averaged Hall conductance for systems out of equilibrium using the time-dependent perturbation theory.

II. THE MODEL

We study a Chern insulator described by the QWZ model[^2], also known as the "half BHZ model" as it is the basic building block of the Bernevig-Hughes-Zhang model[^3] for the quantum spin Hall effect. The real-space QWZ Hamiltonian reads

\[ \hat{H} = \sum_{x,y} \left( |x,y\rangle \langle x,y| \otimes u \hat{\sigma}_z + |x+1,y\rangle \langle x,y| \otimes \hat{t}_x + \text{h.c.} + |x,y+1\rangle \langle x,y| \otimes \hat{t}_y + \text{h.c.} \right), \]

where \( x \) and \( y \) index unit cells of a square lattice and Pauli matrices \( \hat{\sigma}_i \), \( i \in \{x,y,z\} \) represent the internal degree of freedom due to a presence of two orbitals \( |A\rangle \) and \( |B\rangle \) per unit cell. The Hamiltonian contains staggered orbital binding energy \( u \) and nearest neighbour hoppings \( \hat{t}_x = \frac{\hat{\sigma}_x + i \hat{\sigma}_y}{2} \) and \( \hat{t}_y = \frac{\hat{\sigma}_y - i \hat{\sigma}_x}{2} \) in \( x \) and \( y \) directions, respectively.

The system with periodic boundary conditions has the Hamiltonian \( \hat{H} = \sum_{k_x,k_y} |k_x,k_y\rangle \langle k_x,k_y| \otimes \hat{H}(k_x,k_y) \) with

\[ \hat{H}(k_x,k_y) = (u + \cos k_x + \cos k_y) \hat{\sigma}_z + \sin k_x \hat{\sigma}_x + \sin k_y \hat{\sigma}_y, \]

where \( k_x \) and \( k_y \) are the Cartesian components of the momentum vector \( \mathbf{k} \). Throughout the manuscript the lattice constant is fixed to 1. The energy gap between the valence and the conduction band as well as the topological phase of the system are controlled by the parameter \( u \). The gap closes at critical values \( u_c \) \in \{-2,0,2\} where the topological invariant – the Chern number \( C \) – of the ground state changes its value:

\[ C = \begin{cases} 
1, & 0 < u < 2, \\
-1, & -2 < u < 0,
0, & |u| > 2.
\end{cases} \]

At a critical value of \( u \) the two bands form a Dirac cone. The Hamiltonian Eq. (2) possesses the inversion symmetry,

\[ \hat{H}(-k_x,-k_y) = \hat{\sigma}_z \hat{H}(k_x,k_y) \hat{\sigma}_z. \]

Additionally, the Hamiltonian has also the following combination of the reflection and the chiral symmetry:

\[ \hat{H}(-k_x,k_y) = -\hat{\sigma}_z \hat{H}(k_x,k_y) \hat{\sigma}_z. \]

In this work we study the QWZ model in the ribbon geometry where periodic boundary conditions are imposed along \( y \)-direction and open boundary conditions along \( x \)-direction, as presented in Fig. 1. Due to the translation invariance in \( y \)-direction it is convenient to use the basis \( |k_y\rangle \otimes |x\rangle \), where \( k_y \in [-\pi,\pi] \) is a Bloch wave vector and \( x \in \{1,\ldots,N_x\} \) is a lattice site in \( x \)-direction. In this basis the QWZ Hamiltonian is block-diagonal, \( \hat{H} = \sum_{k_y} |k_y\rangle \langle k_y| \otimes \hat{H}(k_y) \) with

\[ \hat{H}(k_y) = \sum_{x=1}^{N_x-1} |x+1\rangle \langle x| \otimes \hat{t}_x + \text{h.c.} + \sum_{x=1}^{N_x} |x\rangle \langle x| \otimes (\cos k_y + u) \hat{\sigma}_z + \sin k_y \hat{\sigma}_y. \]

An electron occupying the \( n \)-th subband with the eigenenergy \( \varepsilon_n(k_y) \) is described by the wave function \( |\Psi_n(k_y)\rangle = |k_y\rangle \otimes |u_n(k_y)\rangle \), where \( |u_n(k_y)\rangle \) is an eigenstate of \( \hat{H}(k_y) \).

In a topologically non-trivial phase a ribbon hosts chiral in-gap states that are localized at the edges and exhibit an exponentially small gap of the order \( e^{-N_x/\xi} \), where \( \xi \) is the localization length of the in-gap states. Due to the inversion symmetry of the ribbon Hamiltonian, \( \hat{H}(k_y) = \hat{U}^\dagger \hat{H}(-k_y) \hat{U} \) with \( \hat{U} = \hat{P} \otimes \hat{\sigma}_z \) and \( \hat{P}|x\rangle = |N_x+1-x\rangle \), the avoided crossing is pinned to an inversion-symmetric momentum \( k_y = 0 \) or \( k_y = \pi \). Due to Eq. (6), the ribbon Hamiltonian possesses also the chiral symmetry, \( \hat{H}(k_y) = -\hat{U}^\dagger \hat{H}(k_y) \hat{U} \) with \( \hat{U} = \hat{P} \otimes \hat{\sigma}_z \). This makes the energy spectrum symmetric and thus pins the crossing to zero energy. The effects of breaking of these symmetries will be studied in Secs. [IV C] and [IV D].

Neglecting the avoided crossing due to hybridization of the edge states, we assign indices \( L \) and \( R \) to in-gap
subbands with a positive and with a negative slope, respectively, as the former are localized to the left \((x = 1)\) edge while the latter are localized to the right \((x = N_x)\) edge near \(k_y = 0\). The energy spectrum of a ribbon with \(N_y = 20\) at \(u = -1.2\) is shown in Fig. 2(a).

We evaluate the Hall conductance \(G_{yx}\) by calculating the current in \(y\)-direction,

\[
\dot{I}_y = \frac{1}{N_y} \sum_{k_y} |k_y\rangle \langle k_y| \otimes \partial \delta_{k_y} \hat{H}(k_y),
\]

as a response to turning on a homogeneous electric field in \(x\)-direction adiabatically as \(E_x(t) = E_0[1 - \exp(-t/\tau E)]\). Here \(q\) is the electron charge and, throughout the manuscript, we set \(\hbar = 1\). In presence of the electric field, the ribbon Hamiltonian \(\hat{H}(k_y)\) thus acquires an additional term \(\hat{V}(t) = -qE_x(t)(\hat{x} - \frac{N_y + 1}{2})\), with \(\hat{x} = \sum_{x=1}^{N_x} x|x\rangle \langle x|\).

In order to investigate the distribution of the current across a ribbon we calculate the current flowing through a particular site \([x,y]\) at position \(r = (x,y)\),

\[
\dot{j}(r) = q \sum_{r'} \frac{i}{2} \delta_{r'r} \langle \{r'|\rangle \otimes \hat{t}_{r'r} - \text{h.c.} \rangle,
\]

where \(\delta_{r'r}\) is the vector pointing from site \(r\) to site \(r'\) and \(\hat{t}_{r'r}\) is the corresponding hopping operator from Eq. (1).

III. SLOW QUENCH

We perform quenches by smoothly varying the parameter \(u\) as \(u(t) = u_0 + (u_1 - u_0) \sin^2(\frac{\pi t}{2})\) for \(t \in [0, \tau]\) from deep in the trivial regime at \(u_0 = -2.8\) to deep in the topological regime at \(u_1 = -1.2\). All the results are calculated for a ribbon of finite length of \(N_y = 201\).

A. Number of excitations

The topological transition at \(u_c = -2\) is characterized by the fact that, in an extended system with periodic boundary conditions in both directions, the valence and the conduction bands form a Dirac cone at \(k = 0\) at that value of \(u\). In the ribbon geometry, the valence and the conduction bands split into a set of subbands. Additionally, on the topological side of the transition two in-gap bands appear. The (avoided) crossing of the in-gap bands is, due to the inversion symmetry and the chiral symmetry, pinned to \(k_y = 0\) and \(\varepsilon = 0\), respectively. In the ground state, single-electron states below the crossing are fully occupied while those above it are empty.

Therefore, when during a quench the parameter \(u\) reaches this critical point, the energy gap both to conduction subbands as well as to excited in-gap states is minimal at \(k_y = 0\) and excitations occur predominantly around that point. The final occupancy of energy bands after the quench with \(\tau = 1\) is shown in Fig. 2(a). As shown, the in-gap bands emerge and are partially populated. Excitations are also present in conduction and valence subbands representing the bulk of the ribbon and their number is maximal at \(k_y = 0\). This result has already been obtained in Refs. 27 and 29 where sudden quenches were performed.

We now explore how the number of both kinds of excitations depends on the quench time \(\tau\). Let us first define the momentum distributions of the number of bulk and in-gap excitations,

\[
\begin{align*}
&n_{\text{exc}}^b(k_y) = \sum_{n=N_x/2+1}^{N_x} \sum_{m=1}^{N_x} |\langle u_n(k_y)|\varphi_m(k_y)\rangle|^2, \\
&n_{\text{exc}}^g(k_y) = \sum_{n \in \{L,R\}} \sum_{m=1}^{N_x} |\langle u_n(k_y)|\varphi_m(k_y)\rangle|^2 \Theta(\varepsilon_n(k_y)).
\end{align*}
\]

FIG. 2. a) Occupancy of energy bands of the ribbon of width \(N_x = 20\) at \(u = -1.2\) after the quench with \(\tau = 1\). The surface of a point is proportional to the probability of finding a particle in the corresponding eigenstate. (b) Energy levels of the whole Hamiltonian \(\hat{H}(k_y)\) (gray) and of the two-level Hamiltonian \(\hat{H}_2(k_y)\) (red) at \(k_y = 0\) as a function of \(u\).

FIG. 3. Number of excitations (a) in the bulk and (b) in the in-gap states as functions of \(\tau\) for different ribbon widths, ranging from \(N_x = 10\) (light grey) to \(N_x = 50\) (black). Red lines denote (a) the exact result for the system with periodic boundary conditions in both directions which scales as \(\tau^{-1}\) and (b) a fitted \(\tau^{-1/2}\) line. Blue dots show results for a Hamiltonian with a broken inversion symmetry of magnitude \(b = 0.15\) and \(N_x = 20\).
Here $|u_n(k_y)\rangle$ is an eigenstate of the final Hamiltonian $\hat{H}(k_y)$ (for bulk excitations the sum over $n$ runs over the conduction subbands while for in-gap excitations it runs over the two in-gap bands), $\Theta$ is the Heaviside function, and $\{|\phi_m(k_y)\rangle, m \in \{1,\ldots,N_x\}\}$ is the set of states obtained by time evolving the states that formed the valence band before the quench.

Fig. 3 shows the number of excitations in the bulk $N_{\text{exc}}^b = N_x^{-1} \sum_{k_y} n_{\text{exc}}^b(k_y)$ and in the in-gap states $N_{\text{exc}}^g = N_x^{-1} \sum_{k_y} n_{\text{exc}}^g(k_y)$ as a function of quench time $\tau$. With increasing $\tau$ the number of bulk and edge excitations decreases. For a large range of $\tau$ from about $\tau \approx 1$ to the upper limit which increases with $N_x$, the number of in-gap excitation scales as $N_{\text{exc}}^g \propto \tau^{-1/2}$, while the number of excitations in the bulk scales as $N_{\text{exc}}^b \propto \tau^{-1}$.

To understand the origin of this difference it is instructive to first consider the momentum distribution of excitations. Results are shown for several $\tau$ in Fig. 4 as a function of the scaled momentum $k_y \sqrt{\tau}$, where the left panel displays the distribution of the bulk and the right panel the distribution of the in-gap excitations. One immediately notices a crucial difference. The distribution of the bulk excitations and its dependence on the quench time can be essentially understood by integrating standard Landau-Zener (LZ) result $n_{\text{exc}}(k) = \exp(-2\pi k^2/\alpha)$ with $\alpha = \pi(u_1 - u_0)/\tau$, valid for a system with periodic boundary conditions in both directions \cite{18,20} over $k_x$:

$$n_{\text{exc}}^b(k_y) = N_x \sqrt{\frac{\alpha}{2\pi}} \frac{1}{\sqrt{2}} \exp(-2\pi k_y^2/\alpha). \quad (10)$$

One can understand the good agreement of this expression with numerical results (see Fig. 4(a)) from the fact that the edges do not matter importantly for the behavior of the bulk (some corrections become apparent for longer quench times only). The momentum distribution of the in-gap excitations, in contrast, behaves differently. It can be described by a function which has a sharper peak close to $k_y = 0$ and reaches value $1/2$ there. On the other hand, as presented on the plot, still different curves collapse when the momentum is scaled with $\sqrt{\tau}$ (with deviations at long quench times that we discuss later).

One can exploit the observed scaling of momentum distributions to explain the scaling of the number of excitations. The total number of excitations is given by $L^d/(2\pi)^d \int d^dk n_{\text{exc}}(k) = \int d^dk \rho(k) \propto \tau^{-d/2}$, where $L^d$ is the volume of the system. Hence, for in-gap states, $N_{\text{exc}}^g \propto \tau^{-1/2}$. It is important that the integral was done in $d = 1$. If the calculation was repeated for the bulk with periodic boundary conditions it is the $d = 2$ that gives the scaling that holds for the bulk states (whereas for the case of a ribbon, the role of $k_x$ momentum that is not conserved due to the edges is played by the band-index).

Now let us discuss how to rationalize the momentum distribution of edge-state excitations as documented by Fig. 4(b). We give a simplistic picture based on the evolution of eigenenergies as displayed in Fig. 2(b). One can find a continuous evolution of the lowest conduction state and the highest valence state into the edge states on crossing the critical point at $u = u_c$ from the non-topological side. A rough picture of the behavior is obtained by retaining these two states only. These approach $\varepsilon = 0$ roughly linearly in $u - u_c$ on the non-topological side and roughly do not evolve any further on the topological side. This is a half of the two-band Landau-Zener problem for a system described by a low-energy two band Hamiltonian $\hat{H}_x(k_y)$, whose eigenenergies are shown in Fig. 2(b) (red). The corresponding calculation is presented in Appendix B. This predicts a function that matches closely the observed behavior, provided one additionally rescales the quench time by a constant. This constant is a reminder that the presented analysis can be at best considered only as a lowest order expansion of the multi-level Landau-Zener problem that retains only two levels, and the precise derivation of the behavior is left for future work.

As observed in Fig. 4, power-law scalings of the number of excitations are valid only in a certain range of quench times. If a quench is performed too quickly, excitations are created also far away from the $k_y = 0$, while the dynamics cannot be correctly described by the LZ model. This happens when $\tau \lesssim 1$. If a quench is performed too slowly, the system evolves adiabatically across the critical point. The relevant energy gap here is the level spacing which scales as $N_x^{-1}$ near a critical point. As in the LZ physics the square of the energy gap determines the boundary between adiabatic and non-adiabatic evolution, the dynamics becomes adiabatic for $\tau \gtrsim N_x^2$. The number of bulk excitations drops exponentially with quench time in this regime. On the other hand, the dynamics of in-gap states is non-adiabatic even for very long quench times, but only deep in the topological regime where our approximation with two diabatic levels com-
completely fails. Therefore, the $\tau^{-1/2}$ scaling also holds only for $\tau \ll N_x^2$.

At last, we discuss whether the QWZ model follows the KZ scaling, which predicts that for linear quenches the total number of excitations scales with the quench rate as $N_{\text{exc}} \propto \tau^{-d
u/(\nu+1)}$. Here, $\nu$ and $z$ are the correlation length and the dynamical critical exponent, respectively, associated with the critical point across which the system is quenched. Refs. [20,22] considered two-dimensional systems with periodic boundary conditions that form a Dirac cone at the critical point and showed that according to the KZ mechanism the number of bulk excitations scales as $\tau^{-1}$. To perform the corresponding calculation for in-gap states, we again described those approximately with the Hamiltonian $H_2(k_y)$. Following Ref. [37] (see Appendix C), we obtained the critical exponents for the in-gap states. These read $\nu = 1$ and $z = 1$ and, taking into account the one-dimensional nature of in-gap states, correctly reproduce the scaling of in-gap excitations as found using the Landau-Zener approach.

**B. Hall conductance**

![Figure 5](image)

**FIG. 5.** a) Hall conductance of the ground state of the final Hamiltonian (black) and after a quench with $\tau = 50$ (blue), and Hall conductivity after a quench with $\tau = 50$ in a system with periodic boundary conditions in both spatial directions (gray), for $N_y = 20$, $E_0 = 0.001$ and $\tau_E = 5$. (b) Deviations from the ground state Hall conductance as a function of $\tau$ for different ribbon widths, ranging from $N_x = 10$ (light gray) to $N_x = 50$ (black). The red line is a fitted $\tau^{-1}$ scaling. Blue dots show results for a Hamiltonian with a broken inversion symmetry of magnitude $b = 0.15$ and $N_y = 20$.

We now turn to the Hall response. In Fig. 5(a) we show the Hall conductances of two states of a ribbon, namely of its ground state at $u = u_1$ and of the state created by a slow quench, together with the Hall conductivity of a system with periodic boundary conditions in both directions, again after a slow quench. In all of the cases the response first experiences a transient behavior and then oscillates around a non-zero value $G_{yx}$, with the frequency corresponding to the band gap of the final Hamiltonian. The latter case represents a pure bulk response which was already studied in Refs. [17,20]. In Ref. [20] it was shown that the long-time average of the Hall conductivity approaches the ground-state value with the deviations scaling with quench time as $\tau^{-1}$. Deviations of $G_{yx}$ of a quenched ribbon from its quantized ground state value $G_0 = q^2/(2\hbar)$, $\delta G_{yx} = |G_{yx} - G_0|$, are presented in Fig. 5(b). For quenches faster than $\tau \approx 1$ the average Hall conductance almost vanishes. For slower quenches the average Hall conductance increases towards the quantized value. In wide ribbons, the deviations diminish as $\tau^{-1}$, as in systems with periodic boundary conditions in both directions.

One might expect the excitations in the in-gap states to dominate the deviations and hence anticipate a scaling with their number that goes as $\tau^{-1/2}$, instead. In order to understand the observed behavior, we evaluated the Hall conductance using the time-dependent perturbation theory. One obtains the following result for the time-averaged Hall current at large times (see Appendix D):

$$\bar{I}_y = G_0 E_0 \sum_{n=1}^{2N_y} \int dk_y n_n(k_y) \Omega_n(k_y),$$

where $n_n(k_y)$ is the occupation of the eigenstate $|u_n(k_y)\rangle$ of the final Hamiltonian. The Hall conductance is then calculated as $G_{yx} = \bar{I}_y/U_x$ where $U_x = E_0(|u_R(0)|\langle \hat{x} | u_R(0) \rangle - |u_L(0)|\langle \hat{x} | u_L(0) \rangle)$ is the voltage between the edges of the ribbon (see Appendix A). The Hall conductance is expressed as an integral of the quantity $\Omega_n(k_y)$ weighted by the band occupancy. This result comes from the fact that the current is given by the change of the dispersion due to the electric potential $-qE_x \hat{x}$, which leads to terms of the form $\partial_k (\langle \hat{x} | u_n(k) \rangle)$. If the system is in the ground state, $n_n(k_y)$ is equal to the Fermi distribution $f(\varepsilon_n(k_y))$ and the conductance is quantized as shown in Eq. (A1) in Appendix A. The deviation of the post-quench Hall conductance from the ground state one can thus be attributed to excitations: $\delta G_{yx} \propto \sum_{n=1}^{2N_y} \int dk_y \delta n_n(k_y) \Omega_n(k_y)$ where $\delta n_n(k_y) = n_n(k_y) - f(\varepsilon_n(k_y))$.

Let us first analyse the in-gap contributions to $\delta G_{yx}$. In the topological phase, quantities $\Omega_{L,R}(k_y)$ are linear in $k_y$ in the interval around $k_y = 0$ where excitations are present after slow quenches (see Appendix A). As $\delta n_{L,R}(k_y) = \pm n_{\text{exc}}^\pm(k_y) \text{sgn}(k_y)$, the in-gap contribution to $\delta G_{yx}$ is proportional to $\int dk_y n_{\text{exc}}^\pm(k_y) |k_y| = \int dk_y g(\sqrt{k_y^2}) |k_y| \propto \tau^{-1}$. This is the same scaling as for the "bulk-only" system with periodic boundary conditions in both directions.

On the other hand, $\Omega_n(k_y)$ for bulk subbands take a finite value at $k_y = 0$. After slow quenches, subbands near the bottom of the conduction band and those near the top of the valence band carry most of the bulk excitations. Therefore we can, to a good approximation, evaluate $\delta G_{yx}$ by replacing $\Omega_n(k_y)$ for conduction and valence subbands in Eq. (11) with values at $k_y = 0$ for
the lowest conduction and the highest valence subband, respectively. As these two values differ only in sign, this approximation leads to a deviation of the post-quench time-averaged Hall conductance from the ground state value which scales as the number of bulk excitations, i.e. as $\tau^{-1}$, as is also the case in a system with periodic boundary conditions in both directions.

C. Breaking of the inversion symmetry

As shown in Sec. II, the QWZ model in the ribbon geometry possesses the inversion symmetry which pins the in-gap subbands crossing to $k_y = 0$ during quenches performed in this work. If the inversion symmetry is broken, as is, e.g., the case in the Haldane model studied in Ref. [31], the $k_y$-point where the crossing occurs may move during the quench. After the quench, this results in a perfect population of the excited in-gap states in the interval of $k_y$-s swept over by the crossing. As discussed in Ref. [31], the reason behind this behavior is that, at each of these momenta, an electron performs a complete Landau-Zener tunneling process with unit transition probability to $\hat{H}(k_y)$. During the quench, the in-gap crossing moves along the $k_y = 0$ line (due to the inversion symmetry), starting at $\varepsilon \propto b$ at $u = -2$ and moving towards zero energy at $u = -1$. We performed quenches for several values of $b$ up to $b = 0.3$. Breaking the chiral symmetry in this way did not affect the scaling of the number of excitations, neither the scaling of deviations of the Hall conductance. The KZ scaling still holds because the momentum distribution of excitations is not affected and still behaves as $n_{\text{exc}}(k) \propto g(k\sqrt{\tau})$. This can be seen by considering the in-gap two-level Landau-Zener problem (see Eq. (11)) with additional term which shifts the in-gap crossing from zero energy: the minimal energy gap during the quench remains proportional to $|k_y|$ and the velocity $\alpha$ with which the two energy bands approach is unchanged.

D. Breaking of the chiral symmetry

In Sec. II, we showed that a QWZ ribbon possesses also the chiral symmetry due to which the in-gap bands crossing is pinned to zero energy. Here we break this symmetry by adding a term $\sum_{x=1}^{N_y-1} \frac{1}{2} |x+1\rangle \langle x| \otimes b^{\dagger} b + \text{h.c.}$ to $\hat{H}(k_y)$. During the quench, the in-gap crossing moves along the $k_y = 0$ line (due to the inversion symmetry), starting at $\varepsilon \propto b$ at $u = -2$ and moving towards zero energy at $u = -1$. We performed quenches for several values of $b$ up to $b = 0.3$. Breaking the chiral symmetry in this way did not affect the scaling of the number of excitations, neither the scaling of deviations of the Hall conductance. The KZ scaling still holds because the momentum distribution of excitations is not affected and still behaves as $n_{\text{exc}}(k) \propto g(k\sqrt{\tau})$. This can be seen by considering the in-gap two-level Landau-Zener problem (see Eq. (11)) with additional term which shifts the in-gap crossing from zero energy: the minimal energy gap during the quench remains proportional to $|k_y|$ and the velocity $\alpha$ with which the two energy bands approach is unchanged.

IV. CONCLUSIONS

To conclude, we investigated the nonequilibrium state that arises in Chern topological insulator ribbons after a slow quench from the trivial to a topological regime. During such a quench excitations are generated both in the bulk bands as well as in the in-gap states localized at the edges of a ribbon. The number of excitations in the bulk drops with quench time $\tau$ as $\tau^{-1}$ while the number of in-gap excitations, provided the ribbon possesses the inversion symmetry, drops as $\tau^{-1/2}$. While the former result is well known from the studies of bulk systems, we explained the latter by taking into account that the in-gap bands, once they form upon entering the topological regime, are stationary. This allowed us to approximately map the quench dynamics related to the in-gap bands to a half of the Landau-Zener problem. Taking additionally into account the one-dimensional nature of the in-gap states we derived the $\tau^{-1/2}$ scaling. We also calculated the critical exponents of the topological transition and showed that, in contrast to the behavior of systems where the inversion symmetry is broken, the scaling of in-gap excitations follows the Kibble-Zurek prediction. Finally, we characterized the quenched state by calculating the Hall conductance. We found that its deviations from the
quantized value characteristic of the post-quench Hamiltonian drop as $\tau^{-1}$, which was also found in systems with periodic boundary conditions.
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Appendix A: Ground state response to the electric field

In the ground state in absence of the electric field the current density $\langle \mathbf{j}(\mathbf{r}) \rangle = \langle j_x(\mathbf{r}), j_y(\mathbf{r}) \rangle$ is zero throughout the system and the particle density $n(\mathbf{r}) = \sum_k \sum_{q=1}^{N_x} |\langle \mathbf{r}| \Psi_n(k_y) \rangle|^2$ is equal to 1 on every site. As the electric field is turned on adiabatically in the topologically non-trivial phase, the current and the particle densities develop profiles shown in Fig. 6(b). The current starts flowing in $y$-direction mostly through the bulk, while the density deviates from 1 at the edges: on the $x = 1$ edge where the electric potential is higher the particle density is increased while on the opposite edge where the electric potential is lower the particle density is lowered. Note that these profiles are invariant of the electric field strength $E_0$ as long as it can be treated as an adiabatic perturbation. Also, the current density in the bulk is constant and invariant of $N_x$.

The time-dependence of the Hall conductance is shown in Fig. 6(c). The conductance rises steeply and then oscillates around a quantized value of 1 in units of $G_0 = q^2/h$ with the frequency corresponding to the bulk energy gap. The amplitude of the oscillations diminishes with time and it also becomes smaller if the electric field is turned on more adiabatically (i.e., with a longer $\tau_E$). In contrast to the Hall conductance, the current density $j_x$ oscillates around zero except for small times $t \lesssim \tau_E$ where it is positive. This corresponds to the current flowing from $x = 1$ to $x = N_x$ until the final inhomogeneous particle density profile is established.

For completeness let us also consider the case when the electric field is adiabatically turned on in the topologically trivial phase. The particle density and the current density $j_x$ behave as in the topologically non-trivial phase discussed above. The current density $j_y$ is non-vanishing, however the time average of the total current $I_y$, proportional to the Hall conductance, is exactly zero.

The quantization of the Hall conductance can be explained by comparing the adiabatically evolved system to: (1) the system in the ground state in presence of the electric field; (2) the system in the ground state without electric field.

1. Comparison to the ground state with electric field

In presence of the electric field, the energy bands are deformed as shown in Fig. 6(a) (blue and black lines). According to the first order perturbation theory, the eigenenergy of an eigenstate $|\Psi_n(k_y)\rangle$ changes due to the perturbing potential $V$,

$$\delta \varepsilon_n(k_y) = \langle \Psi_n(k_y) | \hat{V} | \Psi_n(k_y) \rangle = -qE_x \langle u_{n}(k_y) | \hat{x} - \frac{N_y+1}{2} | u_{n}(k_y) \rangle. \quad (A1)$$

As the in-gap states near $k_y = 0$ are localized at opposite edges, their eigenenergies change significantly. The change of the energy dispersion results in a shift of the degeneracy point of the in-gap states from $k_y = 0$ to $k_y = k_0 > 0$. In the ground state of the system with static electric field the total current is zero. This can be explicitly seen by summing all the contributions to the current carried by the occupied eigenstates, where the contribution of an eigenstate $|\Psi_n(k_y)\rangle$ is equal to

$$\langle \Psi_n(k_y) | \hat{I}_y | \Psi_n(k_y) \rangle = \frac{q}{N_y} \partial_{k_y} \varepsilon_n(k_y). \quad (A2)$$

The calculated current density $j_y^G(\mathbf{r})$ is shown in Fig. 6(b) (gray). As the current density in the bulk is constant, the edge current flows in the opposite direction so it completely cancels out the bulk contributions to the net current.

The quantization of the Hall conductance can be explained by comparing the occupations of the energy bands in the adiabatically-evolved system with those in the system in the ground state with static electric field. As the electric field is turned on, the electrons adiabatically follow the bands which get deformed. This results in the final occupancy, shown in Fig. 6(a) (black lines), which is different from that in the ground state of the Hamiltonian with electric field. The difference lies only in the in-gap bands: band $L$ is occupied up until $\varepsilon_L(0) = -qE_x \langle u_L(0) | \hat{x} - \frac{N_y+1}{2} | u_L(0) \rangle$, while band $R$ is occupied up until $\varepsilon_R(0) = -qE_x \langle u_R(0) | \hat{x} - \frac{N_y+1}{2} | u_R(0) \rangle$. The same occupancy would be observed in a quantum wire contacted to two electron reservoirs, one having the chemical potential at $-qU/2$ and the other at $qU/2$ with $U = E_x (\langle u_R(0) | \hat{x} | u_R(0) \rangle - \langle u_L(0) | \hat{x} | u_L(0) \rangle)$. As the total current in the ground state is zero, only the difference in occupations with respect to those in the ground state contributes to the current,

$$\delta I_y = \frac{q}{2\pi} \left( \int_{\varepsilon_R(0)}^{\varepsilon_R(k_0)} d\varepsilon_R - \int_{\varepsilon_L(0)}^{\varepsilon_L(k_0)} d\varepsilon_L \right) = G_0 U. \quad (A3)$$

$U$ is equal to the voltage between ribbon edges measured by attaching voltage probes as the chemical potential at $x = 1$ edge is equal to $\varepsilon_L(0)$ while the chemical potential at the $x = N_x$ edge is equal to $\varepsilon_R(0)$. Therefore, the Hall conductance is quantized in units of $G_0$. 


The energy spectra at different values of parameter $u$ are shown in Fig. 7. While the system is in the trivial phase, there are no in-gap states present and all of the states are delocalized throughout the whole sample. Near the critical point at $u_c = -2$ the in-gap bands are formed. As $u$ enters the topological phase, the energy gap between the bulk bands reopens while the dispersion of the in-gap bands appears to be static for $k_y$ close to 0. Fig. 8 shows the total number of in-gap excitations during the quench with $\tau = 80$ and $N_x = 50$. The total number of excitations jumps to a non-zero value when the system is near the critical point at $t/\tau = 1/2$. From the critical point on, the total number of excitations is approximately constant. In our analytical evaluation we will therefore assume that the number of in-gap excitations does not change from the critical point on.

In order to calculate the number of excitations in the in-gap states, we first express the Hamiltonian $\hat{H}(k_y)$ in the diabatic basis $\{|\psi_{n\sigma}\rangle\} = \sum_{n=1}^{N_x} \sqrt{\frac{N_y}{N_x+1}} \sin(k_x x) |x\rangle \otimes |\sigma\rangle$, $k_n = \frac{2n}{N_x+1}$, $n \in \{1, \ldots, N_x\}$, $\sigma \in \{A, B\}$. $|\psi_{n\sigma}\rangle$ is an eigenstate of the Hamiltonian that does not couple the $|A\rangle$ and $|B\rangle$ orbitals (when $\hat{\sigma}_x$ and $\hat{\sigma}_y$ terms are put to zero in Eq. (B5) with the eigenenergy $\varepsilon_{n\sigma}(k_y) = \pm (u + \cos k_y + \cos k_n)$). Near the critical point $u$ and therefore eigenenergies of the diabatic states vary linearly in time, which corresponds to the multi-level LZ paradigm. As this problem is not exactly solvable, we approximate the dynamics of electrons in the in-gap bands with a two-level Hamiltonian

$$\hat{H}_2(k_y) = (u + \cos k_y + \cos k_0) \hat{\sigma}_z + \sin k_y \hat{\sigma}_y,$$

which is the projection of the full Hamiltonian to the subspace spanned by diabatic states $|\psi_{1A}\rangle$ and $|\psi_{1B}\rangle$. The energy levels of $\hat{H}_2(k_y)$ as functions of $u$ are shown with red color in Fig. 2. $\hat{H}_2(k_y)$ recreate the exact eigenenergies well up until the critical point. Since the number of excitations is approximately constant from the

2. Comparison to the ground state without electric field

The quantization of the Hall conductance in a system with adiabatically inserted electric field can be also explained by comparing it to the system in the ground state without electric field. As the electrons in the adiabatically evolved system are occupying eigenstates with perturbed eigenenergies, the additional current due to the electric field carried by an electron in an eigenstate $|\Psi_n(k_y)\rangle$ is according to Eqs. (A1) and (A2) equal to $\frac{e^2}{\pi} \sum_{n=1}^{N_x} \int_{-\pi}^{\pi} dk_y f(\varepsilon_n(k_y)) \Omega_n(k_y) = G_0 E_x \left(-\langle u_L(k_y)|\hat{x}|u_L(k_y)\rangle\right)_{0-\pi} - \langle u_R(k_y)|\hat{x}|u_R(k_y)\rangle = G_0 U$,

where $f(\varepsilon)$ is the Fermi distribution.

Appendix B: Number of in-gap excitations

In this section we derive the number of in-gap excitations for quenches with $1 \ll \tau \ll N_x^2$, which is the regime where the power-law scaling of the number of excitations holds. In this regime, the time-evolution of the system is strongly non-adiabatic at the critical point. On the other hand, quenches are slow enough for the excitations to be formed only close to the $k_y = 0$ point where the LZ calculation applies.
critical point on, we evaluate the number of excitations from the LZ formula at $t = 0$ (from here on we measure time from the critical point on). As the excitations are for slow quenches generated only at momenta $k_y$ close to 0 and at times near the critical point, we approximate the Hamiltonian [15] up to the first order in $t$ and $k_y$. The dynamics is dictated by the time-dependent Schrödinger equation,

$$i \frac{d}{dt} \varphi(k_y, t) = \left[ \frac{\alpha}{2} i \hat{\sigma}_z + k_y \hat{\sigma}_y \right] \varphi(k_y, t), \quad (B2)$$

where $\alpha = (u_1 - u_0) \pi / \tau$. We write the wave function as

$$\varphi(k_y, t) = a(k_y, t)e^{\frac{z}{2} \int \alpha dt} |\psi_{1A} \rangle + b(k_y, t)e^{-\frac{z}{2} \int \alpha dt} |\psi_{1B} \rangle, \quad (B3)$$

with initial conditions $|a(k_y, -\infty)| = 1$ and $|b(k_y, -\infty)| = 0$. To obtain the probability for transition to an excited state when the energy gap is closed at $t = 0$, we use the result by Zener [30]

$$a(k_y, t) = e^{-i \alpha t^2 / 4} e^{-\pi \gamma / 4 e^{-i \pi / 4} |k_y|} \times \left( D_{n-1}(iz) + \frac{z}{2} D_{n-1}(iz) \right), \quad (B4)$$

$$b(k_y, t) = e^{i \alpha t^2 / 4} \sqrt{\gamma} e^{-\pi \gamma / 4} D_{n-1}(iz),$$

where $z = \sqrt{i \alpha t}$, $\gamma = k_y^2 / |\alpha|$, $n = -i k_y^2 / \alpha$ and $D_n$ is the Weber function. [39] The eigenstates of the Hamiltonian at $t = 0$ are $|\phi_+ \rangle = \frac{1}{\sqrt{2}} (-i \frac{k_y}{|\alpha|} |\psi_{1A} \rangle + |\psi_{1B} \rangle)$ and $|\phi_- \rangle = \frac{1}{\sqrt{2}} (i \frac{k_y}{|\alpha|} |\psi_{1A} \rangle + |\psi_{1B} \rangle)$ and the probability of finding an electron with $k_y$ in the state with the higher energy $|\phi_+ \rangle$ is $n_{\text{exc}}^k(k_y) = \frac{1}{2} |\frac{k_y}{|\alpha|} a(k_y, 0) + b(k_y, 0)|^2$, its explicit expression being

$$n_{\text{exc}}^k(k_y) = \frac{\pi}{4} e^{-\frac{4k_y^2}{4\alpha}} \frac{-1 + i}{\Gamma \left( \frac{1}{2} + \frac{k_y^2}{2a} \right)} + \sqrt{a} \frac{|k_y|}{\Gamma \left( 1 + \frac{k_y^2}{2a} \right)}.$$  

This analytical result only roughly describes the number of excitations, its deviations originating from the approximation that the in-gap states evolve as a two-level system. We fitted the function in Eq. (B5) to the numerical results and obtained the parameter $\alpha = (u_1 - u_0) \pi / (2.6 \tau)$ that fits the actual number of excitations the best. The fitted function is shown in Fig. 4(b) (red curve). As the agreement between the fitted function and the actual number of excitations is perfect for small $k_y$, we are confident that the analytical result gives the correct scaling of the total number of in-gap excitations with quench time.

**Appendix C: Calculation of the critical exponents**

Let us choose a control parameter $\epsilon$ such that the system undergoes a quantum phase transition at $\epsilon = 0$. A quantum phase transition is characterized by the divergence of both the characteristic length scale $\xi(\epsilon) \propto |\epsilon|^{-\nu}$ and the characteristic time scale $\tau(\epsilon) \propto |\epsilon|^{-2\nu}$, $\nu$ and $z$ being the correlation length and the dynamical critical exponents, respectively. According to the Kibble-Zurek argument, the scaling of the produced defect density depends on these critical exponents. The defects we are interested in here are excitations within the in-gap bands of the QWZ model. In this Appendix we calculate the corresponding critical exponents. We describe the evolution of the in-gap bands during a
quench with the two-level Hamiltonian described with Eq. (B1). The energy levels as a function of control parameter \( u \) are shown in Fig. 3(b).

We extract the critical exponent \( z \nu \) from the characteristic time scale, which is the inverse of the band gap. The spectrum near the gap closing is of the form \( \pm \sqrt{\varepsilon^2 + \Delta_y^2} \), where \( \varepsilon = u - u_c \), with \( u_c = -1 - \cos \frac{\pi}{N_y + 1} \). The gap vanishes as \( \varepsilon \rightarrow 0 \), yielding the critical exponent \( z \nu = 1 \).

For the calculation of the correlation length critical exponent \( \nu \) we follow Ref. [11]. The correlation length is obtained from the scaling of the curvature function \( \mathcal{C} = \int d^d k F(k, \varepsilon) \) calculated as the Berry connection \( \mathcal{C} = \frac{1}{\pi} \text{div} \mathbf{A} \), where \( \mathbf{A} = \frac{1}{2} (d(k_y) \times \partial_y d(k_y)) \). The length scale is then extracted from the scaling function,

\[
\xi(\varepsilon) = \left| \frac{1}{\varepsilon} \frac{\partial^2 F(k_y, \varepsilon)}{\partial \varepsilon^2} \right|^{\frac{1}{2}},
\]

yielding the critical exponent \( \nu = 1 \).

Appendix D: Time-averaged Hall conductance

1. Perturbative evaluation of the Hall conductance

In the main text we obtained the Hall conductance by calculating the Hall current in the state obtained by time evolution with a Hamiltonian which explicitly contained the time-dependent electric field. For small electric potentials one can evaluate the Hall conductance also perturbatively. Let the electrons immediately after a quench occupy the states \( | \partial_x u_m(k_y) \rangle = \sum_m c_{nm}(k_y) \sum_n | u_n(k_y) \rangle \otimes | u_m(k_y) \rangle, 1 \leq n \leq N_x \) where \( | u_n(k_y) \rangle \) are the eigenstates of the post-quench Hamiltonian \( \hat{H}(k_y) \) without the electric field. Following Ref. [17] the response due to the electric potential \( V(t) = -q E_x(t)(\hat{x} - \frac{N_y + 1}{2}) \) can be evaluated using the time-dependent perturbation theory. As the electric potential is turned on, coefficients \( c_{nm}(k_y) \) become time-dependent, \( c_{nm}(k_y, t) = c_{nm}(k_y) + \delta c_{nm}(k_y, t) \). In the first order of perturbation the time-dependent part is equal to

\[
\delta c_{nm}(k_y, t) = -i \sum_{p=1}^{2N_x} t \int_0^t dt' \langle u_m(k_y) | \hat{V}(t') | u_p(k_y) \rangle \times e^{i \Delta_{mp}(k_y) t'} c_{np}(k_y),
\]

where \( \Delta_{mp}(k_y) = \varepsilon_m(k_y) - \varepsilon_p(k_y) \). We calculate the Hall current flowing in \( y \)-direction from Eq. (4). To the first order in \( E_x(t) \) it reads

\[
I_y(t) = 2 \text{Re} \sum_{k_y} \sum_{m=1}^{N_x} \sum_{p=1}^{2N_x} c_{nm}(k_y) \delta c_{np}(k_y, t) \times e^{i \Delta_{mp}(k_y) t'} (u_m(k_y) | \partial_y \hat{H}(k_y) | u_p(k_y)).
\]

Inserting Eq. (D1) results in

\[
I_y(t) = 2 q^2 E_0 \text{Re} \sum_{k_y} \sum_{m=1}^{N_x} \sum_{p=1}^{2N_x} c_{nm}(k_y) c_{np}(k_y) f_{mp}(k_y, t) \times \langle u_m(k_y) | \partial_y \hat{H}(k_y) | u_p(k_y) \rangle \times \langle u_p(k_y) | \hat{x} - \frac{N_y + 1}{2} | u_m(k_y) \rangle.
\]

where we put all the time dependence into the function

\[
f_{mp}(k_y, t) = ie^{i \Delta_{mp}(k_y) t} \int_0^t dt' e^{i \Delta_{mp}(k_y) t'} (1 - e^{-t' / \tau}).
\]

As we are interested in the long-time average of the current, we replace this function with \( f_{mp}(k_y) = \lim_{T \to \infty} \frac{1}{T} \int_0^T dt f_{mp}(k_y, t) \). The measurement of the Hall current unavoidably introduces decoherence and collapses the quenched state to a state represented by a diagonal ensemble, i.e. the \( m \neq r \) terms in Eq. (D3) die out. Of the remaining terms only those with \( p \neq m \) contribute, \( f_{mp}(k_y) = 1 / \Delta_{pm}(k_y) \). The \( p = m \) term vanishes when the real part is taken in Eq. (D3) as \( f_{mm}(k_y) \) is purely imaginary. The long-time average of the current is thus

\[
\bar{I}_y = q^2 E_0 \text{Re} \sum_{k_y} \sum_{m=1}^{2N_x} n_m(k_y) \Omega_m(k_y)
\]

where \( n_m(k_y) = \sum_{n=1}^{N_x} | c_{nm}(k_y) |^2 \) are post-quench occupancies of subbands and

\[
\Omega_m(k_y) = 2 \text{Re} \sum_{p \neq m} \Delta_{pm}(k_y)^{-1} \times \langle u_m(k_y) | \partial_y \hat{H}(k_y) | u_p(k_y) \rangle \times \langle u_p(k_y) | \hat{x} | u_m(k_y) \rangle.
\]

Using the relation \( \langle u_m(k_y) | \partial_y \hat{H}(k_y) | u_p(k_y) \rangle = -\Delta_{pm}(k_y) \langle \partial_y u_m(k_y) | u_p(k_y) \rangle \) this simplifies to

\[
\Omega_m(k_y) = -2 \text{Re} \sum_{p \neq m} \langle \partial_y u_m(k_y) | u_p(k_y) \rangle \langle u_p(k_y) | \hat{x} | u_m(k_y) \rangle.
\]

Adding the purely imaginary \( p = m \) term to the sum we end up with the expression from Eq. (12),

\[
\Omega_m(k_y) = -2 \text{Re} \langle \partial_y u_m(k_y) | \hat{x} | u_m(k_y) \rangle = -\partial_y u_m(k_y) \langle \hat{x} | u_m(k_y) \rangle.
\]

\( \Omega_m(k_y) \) at \( u = -1.2 \) are shown in Fig. 3. Deep in the topological phase, i.e. for small \( |u + 1| \), \( \Omega_m(k_y) \) for in-gap bands is linear in \( k_y \) in the vicinity of \( k_y = 0 \): \( \Omega_L,R(k_y) = \pm 2(u + 1)k_y \).
FIG. 9. $\Omega_L(k_y)$ (blue) and $\Omega_R(k_y)$ (red) for a ribbon with $N_x = 10$ at $u = -1.2$. $\Omega_m(k_y)$ for bulk subbands are plotted in gray color.
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