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**ABSTRACT**

When analyzing the spatio-temporal dependence in most environmental and earth sciences variables such as pollutant concentrations at different levels of the atmosphere, a special property is observed: the covariances and cross-covariances are stronger in certain directions. This property is attributed to the presence of natural forces, such as wind, which cause the transport and dispersion of these variables. This spatio-temporal dynamics prompted the use of the Lagrangian reference frame alongside any Gaussian spatio-temporal geostatistical model. Under this modeling framework, a whole new class was birthed and was known as the class of spatio-temporal covariance functions under the Lagrangian framework, with several developments already established in the univariate setting, in both stationary and nonstationary formulations, but less so in the multivariate case. Despite the many advances in this modeling approach, efforts have yet to be directed to probing the case for the use of multiple advections, especially when several variables are involved. Accounting for multiple advections would make the Lagrangian framework a more viable approach in modeling realistic multivariate transport scenarios. In this work, we establish a class of Lagrangian spatio-temporal cross-covariance functions with multiple advections, study its properties, and demonstrate its use on a bivariate pollutant dataset of particulate matter in Saudi Arabia. Supplementary materials for this article are available online.
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1. Introduction

Many environmental and earth sciences datasets record several variables at certain locations over certain periods of time. These datasets contain rich spatio-temporal information which can be used to enhance predictions. In geostatistics, spatio-temporal data are used to calibrate the parameters of spatio-temporal cross-covariance functions which are valid functions that describe the spatio-temporal relationships within each variable and between any two variables; see Genton and Kleiber (2015), Alegría et al. (2019), and Salvaña and Genton (2020) for recent reviews of the available models in the literature. In multivariate Gaussian spatio-temporal geostatistical modeling, we work with a spatio-temporal process \( Y(s, t) = \{Y_1(s, t), \ldots, Y_p(s, t)\}^T \), \( (s, t) \in \mathbb{R}^d \times \mathbb{R} \), such that at each spatial location \( s \in \mathbb{R}^d, d \geq 1 \), and at each time \( t \in \mathbb{R} \), there are \( p \) variables. A common assumption on \( Y(s, t) \) is that it can be decomposed into a sum of a deterministic and a random component, that is,

\[
Y(s, t) = \mu(s, t) + Z(s, t),
\]

where \( \mu(s, t) \) is a mean function and \( Z(s, t) \) is a zero-mean multivariate Gaussian spatio-temporal process. When \( Z(s, t) \) is second-order stationary, it is completely characterized by its spatio-temporal matrix-valued stationary cross-covariance function \( C(h, u) = \{C_{ij}(h, u)\}_{i,j=1}^p \) on \( \mathbb{R}^d \times \mathbb{R} \), with entries defined as follows:

\[
C_{ij}(h, u) = \text{cov}\{Z_i(s, t), Z_j(s + h, t + u)\}, \quad (h, u) \in \mathbb{R}^d \times \mathbb{R},
\]

for \( i, j = 1, \ldots, p \). Often, \( C_{ij} \) is termed the marginal covariance function when \( i = j \) and is called the cross-covariance function whenever \( i \neq j \). From (2), it is easy to check that \( C_{ij}(h, u) = C_{ji}(-h, -u) \), for any \( (h, u) \in \mathbb{R}^d \times \mathbb{R} \) and \( i, j = 1, \ldots, p \). However, it is not always the case that \( C_{ij}(h, u) = C_{ij}(-h, u) = C_{ij}(-h, -u) = C_{ij}(-h, -u) \) for \( i, j = 1, \ldots, p \). This equality involving different combinations of the signs of the spatial lag, \( h \), and temporal lag, \( u \), is referred to as the full spatio-temporal symmetry property. A consequence of the full spatio-temporal symmetry property is that the marginal and cross-covariances between observations at \((s, t)\) and \((s + h, t + u)\) are equal to the marginal and cross-covariances between observations at \((s, t + u)\) and \((s + h, t)\). This property is highly restrictive and most often not exhibited by environmental and earth sciences data. For instance, when wind blows from West to East, an airborne substance can be transported such that its concentration at a certain site will be highly correlated to its concentration at a certain site some time after some time, at a site to its East. Because of the specific direction of transport, the same...
degree of correlation may not be expressed between the concentration at the aforementioned site and the concentration, measured after some time, at a site to its West. This behavior is recognized as spatio-temporal asymmetry in the marginal and cross-covariance structures (Gneiting, Genton, and Guttorp 2007; Huang, Sun, and Genton 2020; Chen, Genton, and Sun 2021). Whenever such asymmetry is detected, more appropriate spatio-temporal asymmetric cross-covariance functions ought to be used such as the class of spatio-temporal asymmetric models proposed in Stein (2005a), suitable for $p = 1$, and the latent dimensions model in Apanasovich and Genton (2010), catering to $p > 1$.

Within the category of models that captures spatio-temporal asymmetric dependence, a rich subclass was established and is dedicated to transported purely spatial random fields. The models under this subclass are termed spatio-temporal cross-covariance functions under the Lagrangian framework and the pioneering work in the univariate setting is attributed to Cox and Isham (1988). Under this modeling framework, consider a purely spatial random field with a stationary covariance function $C_{ij}(h)$ and suppose that this entire random field moves forward in time, with a random advection velocity $V \in \mathbb{R}^d$. This means that the observations from all spatial locations are being advected or transported by one and the same random advection velocity at each time. The resulting Lagrangian spatio-temporal covariance function has the form:

$$ C(h, u) = \text{Ev} \left[ C^S(h - Vu) \right], $$

where the expectation is taken with respect to $V$. Through $V$, one can transform a purely spatial random field into a spatio-temporal random field. Moreover, by such a transformation to the spatial coordinates that incorporates information regarding a transport phenomenon, a spatio-temporal covariance function can be derived from a purely spatial covariance function. Depending on the distribution assumed by $V$, the model in (3) may not have an explicit form, however, numerical solutions can be easily obtained. The simplest form of (3) may be derived when $V$ is chosen to be constant, that is, $V = v$, and the model is termed the frozen field model. Several authors have used the frozen field model to analyze wind speeds (Gneiting, Genton, and Guttorp 2007; Ezzat, Jun, and Ding 2018) and solar irradiance (Inoue, Sasaki, and Washio 2012; Lonij et al. 2013; Shinozaki et al. 2016). Intuitively, the frozen field model is an unrealistic assumption and a highly idealized model of the transport phenomenon. Wind, for example, may or may not blow at any time of the day, and when it blows, the wind speeds and directions are rarely identical. Therefore, models that allow for variability of the transport, that is, the nonfrozen field models, are preferred. An explicit form of (3) exists when $V \sim \mathcal{N}_d(\mu_V, \Sigma_V)$ and $C^S(|h|)$ is a normal scale-mixture model (Schlather 2010). The derived nonfrozen field model has the form:

$$ C(h, u) = \frac{1}{\sqrt{|I_d + \Sigma Vu^2|}} \times C^S \left( (h - \mu_V u)^\top (I_d + \Sigma Vu^2)^{-1} (h - \mu_V u) \right), $$

where $I_d$ is the $d \times d$ dimensional identity matrix.

Several versions of the Lagrangian spatio-temporal covariance functions have appeared since the seminal work of Cox and Isham (1988). Park and Fuentes (2006) adapted the modeling framework for axial symmetry in time, axial symmetry in space, and diagonal symmetry in space. Porcu, Gregori, and Mateu (2006) explored some anisotropic extensions and Christakos (2017) introduced an acceleration component. Salvaña and Genton (2020) proposed the multivariate extension such that the model in (3) remains valid when the underlying purely spatial covariance function is a matrix-valued nonstationary cross-covariance function $C_S(s_1, s_2)$ on $\mathbb{R}^d$. Their spatio-temporal matrix-valued nonstationary extension has the form:

$$ C(s_1, s_2; t_1, t_2) = \text{Ev} \{ C^S(s_1 - V_{t1}, s_2 - V_{t2}) \}. $$

The above model includes the purely spatial matrix-valued stationary cross-covariance functions, that is, $C^S(h)$, as the underlying purely spatial cross-covariance functions. Their umbrella theorem relies on a single $V$ which implies that every component of $Z(s, t) \in \mathbb{R}^p$ is transported by the same advection velocity. However, different variables may experience different transport patterns which render the model in (5) inadequate. To deal with this issue, they proposed a Lagrangian spatio-temporal cross-covariance function that is a linear combination of uncorrelated univariate Lagrangian spatio-temporal covariance functions, each depending on different advectives. Their proposal is a good first step to addressing this multiple advections problem. When the marginal and cross-advections are introduced, that is, $V_{ij} \in \mathbb{R}^d, i, j = 1, \ldots, p$, several questions arise regarding the validity of the extended model, including which values of $V_{ij}, i \neq j$, will preserve the positive definiteness of the cross-covariance matrix resulting from (5). In this work, we aim at answering such a fundamental question and providing a comprehensive treatment to the Lagrangian spatio-temporal cross-covariance functions with multiple advections, with a main focus on underlying purely spatial cross-covariance functions that are stationary.

The remainder of the article is organized as follows. Section 2 presents the proposed extension of (5) with multiple advections and introduces some examples. Section 3 details the estimation procedure. Section 4 investigates the consequences of neglecting multiple advections in multivariate Lagrangian spatio-temporal modeling. Section 5 compares the performance of the proposed models with other benchmark models in the literature using bivariate pollutant data in Saudi Arabia. The conclusion is presented in Section 6 and proofs are collected in the Appendix.

### 2. Lagrangian Framework with Multiple Advections

The validity of Lagrangian spatio-temporal cross-covariance functions with a different advection for each variable can be established by considering a zero-mean multivariate spatio-temporal random field

$$ Z(s, t) = \{ \tilde{Z}_1(s - V_{11}t), \ldots, \tilde{Z}_p(s - V_{pp}t) \}^\top, $$

such that $\tilde{Z}(s) = \{ \tilde{Z}_1(s), \ldots, \tilde{Z}_p(s) \}^\top$ is a zero-mean multivariate purely spatial random field and every component of $\tilde{Z}$ is transported by different random advections $V_{ii} \in \mathbb{R}^d, i =
1, . . . , p. The resulting matrix-valued spatio-temporal cross-covariance function of the process in (6) is given in the following theorem.

**Theorem 1.** Let \( V_{11}, V_{22}, \ldots, V_{pp} \) be random vectors on \( \mathbb{R}^d \). If \( C^S(h) \) is a valid purely spatial matrix-valued stationary cross-covariance function on \( \mathbb{R}^d \), then

\[
C(h; t_1, t_2) = E_{\mathbf{y}}\{C^S_{ij}(h - \mathbf{v}_u t_1 + \mathbf{v}_u t_2)\}_{i,j=1}^p,
\]

where the expectation is taken with respect to the joint distribution of \( \mathbf{Y} = (V_{11}^T, V_{22}^T, \ldots, V_{pp}^T)^T \), is a valid matrix-valued spatio-temporal cross-covariance function on \( \mathbb{R}^d \times \mathbb{R} \) provided that the expectation exists.

When \( \mathbf{V}_u = \mathbf{V} \), for all \( i \), the above model reduces to the single advection case. Moreover, the model in (7) can be rewritten to resemble the form in (3) such that the temporal lag, \( u \), appears:

\[
C(h; t_1, t_2) = E_{\mathbf{y}}\{[C^S_{ij}(h - \mathbf{v}_u t_1 + \mathbf{v}_u t_2)]^p_{i,j=1}^p,
\]

where \( \mathbf{V}_u = \mathbf{V} + \mathbf{u} \) and \( m = \frac{t_2 - t_1}{u} \). When \( i = j \), the term that depends on the midpoint between \( t_1 \) and \( t_2 \) disappears. Hence, the marginal covariances remain stationary in time. When \( i \neq j \), nonstationarity in time is introduced by the Lagrangian shift in the cross-covariances. This reveals an important advantage of using the multiple advections model in (8). That is, it permits the colocated correlation between two variables, that is, \( C_{ij}(0; t_1, t_2)/\sqrt{C_{ii}(0, 0)C_{jj}(0, 0)} \), to change in time, unlike the prevailing spatio-temporal cross-covariance functions in the literature such as Bourotte, Allard, and Porcu (2016) and Salvaña and Genton (2020).

An explicit form of (7) can also be derived similar to (4) and is given in the following theorem.

**Theorem 2.** For \( p \geq 2 \), let \( \mathbf{Y} = (V_{11}^T, V_{22}^T, \ldots, V_{pp}^T)^T \sim N_p(\mu, \Sigma) \). If \( C^S(\|h\|) \) is a matrix-valued normal scale-mixture cross-covariance function, then

\[
C^S_{ij}(h; \mu, \Sigma) = \frac{C_{ij}(h - B_{(d-1)(d)}^T \mu, \Sigma u^2)^{-1}}{|I_d + B_{(d-1)(d)}^T \Sigma u^2|^{1/2}},
\]

where \( B_{(d-1)(d)} \) is the sub-matrix of \( I_p d \) comprised of its \((d - 1)\)th and \((d)\)th rows, for \( i = 1, \ldots, p \), and

\[
C_{ij}(h; t_1, t_2) = \frac{C^S_{ij}(h - B_{(d-1)(d)}^T \mu, \Sigma u^2)^{-1} - (B_{(d-1)(d)}^T \Sigma u^2 | I_d - T(T^T T)^{-1} | I_d + (B_{(d-1)(d)}^T \Sigma u^2)^{1/2} \},
\]

where \( T = (t_1 I_{d_1} - t_2 I_{d_2}), B = B_{(d-1)(d-1)(d-1)(d-1)} \), such that

\[
B_{(d-1)(d-1)(d-1)(d-1)} \text{ is the sub-matrix of } I_p d \text{ comprised of its } (d - 1)\text{th, } (d)\text{th}, (d - 1)\text{th, and } (d)\text{th rows, for } i, j = 1, \ldots, p, \text{ } i \neq j.
\]

Several properties of nonfrozen Lagrangian spatio-temporal cross-covariance functions with multiple advections can be identified based on Theorem 2. First, the spatial lag at which the maximum value occurs is at \( B_{(d-1)(d)}^T \mu, \Sigma u^2 \), for the marginals, and at \( B_{(d-1)(d)}^T \mu, \Sigma u^2 \), for the cross-covariances. This means that for a given temporal lag \( u \), variable \( i \) measured at location \( s \) is highly dependent with variable \( i \) measured at a location \( B_{(d-1)(d)}^T \mu, \Sigma u^2 \) away from \( s \), \( i = 1, \ldots, p \). Moreover, for a given \( t_1 \) and \( t_2 \) pair, variable \( i \) at \( s \) is highly dependent with variable \( j \) at location \( B_{(d-1)(d)}^T \mu, \Sigma u^2 \), for \( i, j = 1, \ldots, p \) and \( i \neq j \). Second, the maximum absolute colocated correlation, \( \max_i |C_{ij}(0; t_1)/\sqrt{C_{ii}(0, 0)C_{jj}(0, 0)}| \), occurs at \( t = 0 \). Third, the absolute colocated correlation, \( |C_{ij}(0; t)/\sqrt{C_{ii}(0, 0)C_{jj}(0, 0)}| \), goes to zero as \( |t| \to \infty \). This means that the two variables at the same location become statistically independent as time moves away from zero.

Figure 1 shows simulated Lagrangian spatio-temporal bivariate random fields from (9) and (10) on a \( 50 \times 50 \) regular grid in the unit square \([0,1]^2\) for \( p = 2 \) and \( d = 2 \), with the parsimonious Matérn cross-covariance function as \( C^S(h) \) (Gneiting, Kleiber, and Schlather 2010). Panels (a)–(c) correspond to three different joint distributions of \( V_{11} \) and \( V_{22} \), namely, (a) \( V_{11} = 0.9 V_{22}, \) (b) \( V_{11} \) and \( V_{22} \) are independent, and (c) \( V_{11} = -0.9 V_{22} \). The purely spatial parameters were chosen such that the practical spatial range of the variable with a less smooth field is equal to 0.7, that is, \( C_{11}(h, 0)/C_{11}(0, 0) \approx 0.05 \) when \( \|h\| = 0.7 \). The marginal mean advection parameters are as follows: \( E(V_{11}) = (0.1, 0.1)^T \), \( E(V_{22}) = (-0.1, 0.1)^T \), and \( \text{var}(V_{11}) = \text{var}(V_{22}) = 0.1 \times I_2 \).

The three scenarios described above imply different strengths of spatio-temporal dependence. For ease of comparison, we simulate the same \( Z_1(s, t) \) for every configuration and contrast different simulated \( Z_2(s, t) \). It can be seen in Panels (a)–(c) that while the direction of transport of \( Z_2(s, t) \) is to the North West in all three cases, the spatio-temporal random fields are substantially different, with the different scenarios in the joint distribution of \( V_{11} \) and \( V_{22} \) having visible consequences in the values of \( Z_2(s, t) \) as time progresses.

Figure 2 illustrates how the multiple advections model departs from the single advection model by showing the purely spatial correlation values for different combinations of temporal locations \( t_1 \) and \( t_2 \) via heatmaps under nine different advection scenarios. The plots in Figure 2 narrate how strong the dependence is between \( Z_1 \) and \( Z_2 \) taken at the same spatial location but at different points in time. That is, \( Z_1 \), measured at time \( t_1 \), is either behind, ahead, or at the same time as \( Z_2 \), measured at time \( t_2 \). We evaluate the formulas in (10) with different assumptions on \( V_{11} \) and \( V_{22} \). The first row (I) gives the values of the colocated correlation when \( E(V_{11}) = E(V_{22}) = (0.1, 0.1)^T \). The second row (II) shows the values of the colocated correlation when \( E(V_{11}) = (0.1, 0.1)^T \) and \( E(V_{22}) = (0.2, 0.1)^T \). The last row (III) presents the values of the colocated correlation when \( E(V_{11}) = (0.1, 0.1)^T \) and \( E(V_{22}) = (0.3, 0.1)^T \). Furthermore, the vectors \( V_{11} \) and \( V_{22} \) are assumed to be positively correlated in the first column, that is, \( V_{11} = 0.9 V_{22} \), independent in the second column, and negatively correlated in the last column, that is, \( V_{11} = -0.9 V_{22} \). The nonstationarity in time is revealed by the changing correlation values along each diagonal. The single advection model is less flexible as it does not allow for this nonstationarity in the correlation. A stationary in time model will have a constant value along every diagonal. The plot in the
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![Simulated realizations of the Lagrangian spatio-temporal parsimonious Matérn cross-covariance function for $\rho = 2$ and $d = 2$, on a 50 x 50 regular grid in the unit square $[0,1]^2$ with purely spatial parameters, namely, $\nu_1 = 0.5$, $\nu_2 = 1.5$, $\alpha = 0.23$, $\rho = 0.5$, $\sigma_1^2 = \sigma_2^2 = 1$. The plots on the left hand side show the bivariate spatio-temporal random fields simulated from (9) and (10), where a common $Z_1(s,t)$ is simulated for every configuration shown in Panels (a)–(c). The different realizations of $Z_2(s,t)$ under varying degrees of dependence between $V_{11}$ and $V_{22}$, namely, (a) $V_{11} = 0.9V_{22}$, (b) $V_{11}$ and $V_{22}$ are independent, and (c) $V_{11} = -0.9V_{22}$ are displayed in Panels (d)–(f). The plots on the right hand side show the bivariate spatio-temporal random fields simulated from (13) with $d' = 1$, $\chi_1 = 0.2$, $\chi_2 = 0$. Similarly, a common $Z_1(s,t)$ is simulated for different realizations of $Z_2(s,t)$ in Panels (d)–(f), where (d) $\text{cov}(V_{11}', V_{22}') = 0.9$, (e) $\text{cov}(V_{11}', V_{22}') = 0$, and (f) $\text{cov}(V_{11}', V_{22}') = -0.9$.

(1, 1) position in Figure 2 has correlation values that are the closest to the single advection model where the values on the main diagonal should be constant and equal to $\rho$. Even though this particular configuration comes close to the single advection scenario, the nuances appear as $t$, that is, $t = t_1 = t_2$, moves away from zero. When $t = 0$, the correlation is equal to the colocated correlation parameter of the parsimonious Matérn cross-covariance function, that is, $\rho$ with value set at 0.5. As $|t| \to \infty$, the colocated correlation decreases to zero. Moreover, as the multiple advections model gets farther and farther from the single advection model, the faster the drop of the colocated correlation to zero. This is what is shown by the plots in the first row (I). The colocated correlation declines more rapidly when $V_{11}$ and $V_{22}$ are negatively correlated compared to when they are positively correlated. The drop in the values of the colocated correlation is accelerated when $V_{11}$ and $V_{22}$ have different mean advections and this is what is displayed in the second (II) and third (III) rows of Figure 2. Overall, Figure 2 conveys that failing to acknowledge multiple advections can lead to overestimation or underestimation of the true dependence between any two variables. In doing so, prediction accuracy may be affected.

In the models so far, the cross-advections $V_{ij}$, $i \neq j$, cannot be prescribed independently of the temporal locations, that is, the transport behavior experienced in the cross-covariance remains a function of the marginal advections $V_i$ and the temporal locations. An interesting problem is to find a form for $V_{ij}$ such that

$$C(h, u) = \text{Exp}(\{C_{ij}(h - V_{ij}(u))\}_{i,j=1}^{p}),$$

(11)

is valid. Here $\mathbf{V}$ is the vector of marginal and cross-advections. Suppose from (11) that we build the covariance matrix $\Sigma$ as follows:

$$\Sigma = \begin{bmatrix} C_{11, V_1} & C_{12, V_2} & \cdots & C_{1p, V_p} \\ C_{21, V_1} & C_{22, V_2} & \cdots & C_{2p, V_p} \\ \vdots & \vdots & \ddots & \vdots \\ C_{p1, V_1} & C_{p2, V_2} & \cdots & C_{pp, V_p} \end{bmatrix} \in \mathbb{R}^{np \times np},$$

(12)

where $C_{ij, V_{ij}} = \left(\text{Exp} \left[ C_{ij, V_{ij}}(s_i - s_j - V_{ij}(t_i - t_j)) \right] \right)_{i,j=1}^{p} \in \mathbb{R}^{n \times n}$, for $i, j = 1, \ldots, p$. For the model in (11) to be valid, $\Sigma$ has to be positive definite. By Theorem 1 in Ip and Li (2015), $\Sigma$ is positive definite if and only if the $(np \times np)$ matrix $K$ with entries

$$K = \left( C_{ii, V_i} C_{ij, V_j} C_{ji, V_i} C_{jj, V_j} \right)_{i,j=1}^{p} \in \mathbb{R}^{np \times np}$$

is positive definite. Here $A^{1/2}$ is the symmetric square root of a square matrix $A$ such that $A^{1/2}A^{1/2} = A$. This result gives us more control regarding the transport or advection behavior in the cross-covariances. However, it remains a challenge to more precisely characterize $V_{ij}$ such that $K$ is indeed positive definite.
Figure 2. Heatmaps of values of $C_{12}(0; t_1, t_2)/\sqrt{C_{11}(0, 0)C_{22}(0, 0)}$ for different combinations of temporal locations $t_1 \in \mathbb{Z}$ and $t_2 \in \mathbb{Z}$, $t_1, t_2 \in [-5, 5]$. The purely spatial parameters are set as follows: $\nu_{11} = 0.5$, $\nu_{22} = 1.5$, $a = 0.23$, $\rho = 0.5$, $\sigma_{11}^2 = \sigma_{22}^2 = 1$. For all plots, $E(V_{11}) = (0.1, 0.1)^\top$. Rows I-III correspond to $E(V_{22}) = (0.1, 0.1)^\top$, $E(V_{22}) = (0.2, 0.1)^\top$, and $E(V_{22}) = (0.3, 0.1)^\top$, respectively. The dependence between $V_{11}$ and $V_{22}$ in the left, center, and right columns are $V_{11} = 0.9 V_{22}$, independent, and $V_{11} = -0.9 V_{22}$, respectively. The evolution of the spatio-temporal dependence between $Z_1$ and $Z_2$ differs depending on the joint distribution of the advection velocities.

Manipulating the transport behavior in the cross-covariances can also be done by defining new dimensions in space or time and allowing variable specific advections in those extra dimensions. The following theorem establishes a Lagrangian spatio-temporal cross-covariance model that augments the spatial dimensions.

**Theorem 3.** Let $V_{11}, V_{22}, \ldots, V_{pp}$ be random vectors on $\mathbb{R}^d$ and $V'_{11}, V'_{22}, \ldots, V'_{pp}$ be random vectors on $\mathbb{R}^{d'}$. If $C^S_{ij}(\mathbf{h}, \mathbf{h}')$ is a valid purely spatial stationary cross-covariance function on $\mathbb{R}^{d+d'}$, then

$$C_{ij}(\mathbf{h}, \mathbf{h}'; t_1, t_2) = E_{\tilde{V}}[C^S_{ij}(\mathbf{h} - V_{ii}t_1 + V_{jj}t_2, \mathbf{h}' - V_{ii}'t_1 + V_{jj}'t_2)],$$

(13)

where $\mathbf{h}' = s'_{ii} - s'_{jj}$, for $s'_{ii}, \ldots, s'_{pp} \in \mathbb{R}^{d'}$, and the expectation is taken with respect to the joint distribution of $\mathbf{V}' = (V_{11}', V_{11}'^\top, V_{22}', V_{22}'^\top, \ldots, V_{pp}', V_{pp}'^\top)^\top$, is a valid spatio-temporal cross-covariance function on $\mathbb{R}^{d+d'} \times \mathbb{R}$ provided that the expectation exists.

When $d' = 1$, $s'_{ii} \in \mathbb{R}$ can possibly be the altitude or the location in the $z$-axis at which variable $i$ was taken and $V_{ii}' \in \mathbb{R}$ is the component of the advection velocity along that axis. Augmenting the temporal dimensions can also be done similarly. However, introducing a vector of temporal locations brings an unnatural physical interpretation to the Lagrangian transport phenomenon. Even in the classical univariate model of Cox and Isham (1988) in (3), the form of the Lagrangian shift when the temporal argument becomes a vector is nontrivial and has not yet been explored anywhere. A Lagrangian shift $\mathbf{h} - \mathbf{V}u$, where $\mathbf{h} \in \mathbb{R}^d$, $u \in \mathbb{R}^{d'}$, and $\mathbf{V} \in \mathbb{R}^{d \times d'}$ is the advection velocity matrix, can be pursued when faced with multiple dimensions in
time. The columns of $\tilde{V}$ indicate the component of the transport velocity in every dimension of time. However, due to a lack of useful physical interpretation of Lagrangian models with an advection velocity matrix, we discuss only (13) and pursue the idea of advection velocity matrix in another work.

We simulate from (13) using the closed forms in (9) and (10) such that $Z_1$ is taken at $(s^1, 0.2)$ and $Z_2$ at $(s^2, 0)$, that is, $Z_1$ and $Z_2$ have the same locations in the xy-axis but are separated 0.2 units away in the z-axis. Moreover, we set the advection of $Z_1$ and $Z_2$ in the xy-axis to be the same, that is, $E(V_{11}) = E(V_{22}) = (0.1, 0.1)^T$, but we augment them with different vertical components. In particular, we set $V_{11}$ and $V_{22}$ such that $Z_1$ gets transported downwards, while $Z_2$ gets transported upwards, that is, $E(V_{11}) = -0.05$ and $E(V_{22}) = 0.05$. Furthermore, we consider three different strengths of dependence between the vertical components, namely (a) $\text{cov}(V_{11}, V_{22}) = 0.9$, (b) $\text{cov}(V_{11}, V_{22}) = 0$, and (c) $\text{cov}(V_{11}, V_{22}) = -0.9$. The realizations of the resulting bivariate Lagrangian spatio-temporal random field are shown in Panels (d)–(f) in Figure 1.

Another way to introduce multiple advections in the Lagrangian framework while remaining stationary in time is by using latent uncorrelated univariate transported purely spatial random fields, each influenced by different advection velocities. Salvaña and Genton (2020) suggested such models with latent transported purely spatial random fields that are second-order nonstationary. Their proposed model of course remains valid when the latent transported purely spatial random fields are second-order stationary. We formalize such models in the following theorem.

**Theorem 4.** Let $V_r$, $r = 1, \ldots, R$, be random vectors on $\mathbb{R}^d$. If $\rho_r(h)$ are valid univariate stationary correlation functions on $\mathbb{R}^d$, then

$$C(h, u) = \sum_{r=1}^R E[V_r \{\rho_r(h - V_r u)\}] T_r$$  \hspace{1cm} (14)

is a valid spatio-temporal matrix-valued stationary cross-covariance function on $\mathbb{R}^d \times \mathbb{R}^d$, for any $1 \leq R \leq p$ and $T_r$, $r = 1, \ldots, R$, are positive semidefinite matrices.

The model in (14) is the resulting Lagrangian spatio-temporal cross-covariance function of the following multivariate spatio-temporal process:

$$Z(s, t) = AW(s, t)$$

$$= A\{W_1(s - V_1 t), W_2(s - V_2 t), \ldots, W_R(s - V_R t)\}^T,$$  \hspace{1cm} (15)

where $A$ is a $p \times R$ matrix and the components of $W(s, t) \in \mathbb{R}^R$ are independent but not identically distributed. Each component $W_r$ has a univariate Lagrangian spatio-temporal stationary correlation function $\rho_r(h - V_r u)$, $r = 1, \ldots, R$. Here, $T_r = a_r a_r^T$, where $a_r$ is the $r$th column of $A$. Moreover, when $V_1 = V_2 = \cdots = V_R = V$, we return to the single advection velocity vector case and retrieve the Lagrangian spatio-temporal version of the linear model of coregionalization (LMC); see Gelfand, Schmidt, and Sirmans (2002) and Wackernagel (2003) for the discussion of such class of purely spatial cross-covariance functions.

### 3. Estimation

In this section, we outline a viable estimation procedure involving Lagrangian spatio-temporal cross-covariance functions with multiple advections. Suppose $Y = \{Y(s_1, t_1), \ldots, Y(s_n, t_n)\}^\top \in \mathbb{R}^n$ is an $np$-vector of multivariate spatio-temporal observations such that $n$ is the total number of spatio-temporal locations and $p$ is the number of variables. Assume that the mean function in (1) can be characterized as a linear combination of some covariates $X_1, X_2, \ldots, X_M$. Denote by $\beta = (\beta_1, \ldots, \beta_p)^\top \in \mathbb{R}^p$ the vector of mean parameters, where $\beta_i = (\beta_{i1}, \ldots, \beta_{ij})^\top \in \mathbb{R}^m$, for $i = 1, \ldots, p$, and $X = \{I_p \otimes X(s_1, t_1), I_p \otimes X(s_2, t_2), \ldots, I_p \otimes X(s_n, t_n)\}^\top \in \mathbb{R}^{np \times Mp}$, where $X(s, t) = \{X_1(s, t), \ldots, X_M(s, t)\}^\top \in \mathbb{R}^M$.

The model in (1) becomes $Y(s, t) = [I_p \otimes X(s, t)] \beta + Z(s, t)$.

Furthermore, denote by $\Sigma(\Theta) = \{C_{ij}(s - s_l, t - t_l|\Theta)\}_{l=1}^p_{i=j=1}$ the mean parameters, $\beta$, and the cross-covariance parameters, $\Theta$, are estimated via restricted maximum likelihood (REML) estimation which proceeds by maximizing, through an iterative procedure (Cressie and Lahiri 1996; Shor et al. 2019, eqs 4 and 5):

$$l_{\text{REML}}(\Theta, \beta; Y) = l_{\text{MLE}}(\Theta, \beta; Y) + \frac{M_p}{2} \log(2\pi)$$

$$+ \frac{1}{2} \log |X^\top X| - \frac{1}{2} \log |X^\top \Sigma(\Theta)^{-1}X|,$$

(16)

$$l_{\text{MLE}}(\Theta, \beta; Y) = -\frac{np}{2} \log(2\pi) - \frac{1}{2} \log |\Sigma(\Theta)|$$

$$- \frac{1}{2} (Y - X\beta)^\top \Sigma(\Theta)^{-1}(Y - X\beta),$$

(17)

where $l_{\text{MLE}}$ denotes the usual log-likelihood under maximum likelihood estimation (MLE). The iteration procedure begins with an initialization of $\beta$ which we set to the ordinary least squares (OLS) estimate, $\hat{\beta}_{\text{OLS}} = (X^\top X)^{-1}X^\top Y$, and which we plug-in to the log-likelihood equations above wherever $\beta$ appears.

Next, we estimate $\Theta$ in a multi-step fashion. Splitting the estimation problem into several parts has been routinely employed when groups of parameters in the cross-covariance function can be estimated sequentially (Apanasovich and Genton 2010; Bouroite, Allard, and Porcu 2016; Qadir, Euán, and Sun 2021). Furthermore, it has been established that under some fairly general conditions, the multi-step procedure yields consistent estimators of the parameters in the last step (Morup and Topel 2002; Zhelionkin, Genton, and Ronchetti 2012; Greene 2014). The parameters of any Lagrangian spatio-temporal cross-covariance function with multiple advections such that $\mathbf{V} \sim N_p(\mu, \Sigma)$ can be partitioned in two, that is, $\Theta = \begin{pmatrix} \theta_{-\Sigma_V} & \theta_{\Sigma_V}^\top \\ \theta_{-\Sigma_V}^\top & \theta_{\Sigma_V} \end{pmatrix} \in \mathbb{R}^d$, where $\theta_{-\Sigma_V}$ is the vector of parameters excluding the parameters associated with $\Sigma_V$ and $\theta_{\Sigma_V}$ are the parameters that build $\Sigma_V$. Note that $\theta_{-\Sigma_V}$ includes all purely spatial parameters and $\mu_V$. We found that the parameters associated with $\mu_V$ should not be estimated alongside those of $\Sigma_V$, otherwise, the MLE or REML estimates will converge to a local maximum and we might obtain estimates
that are far from the true value. The elements of $\Theta$ are estimated sequentially as follows:

Step 1: Initialize $\Sigma_Y$ and run the optimization through the candidate vectors $\theta - \Sigma_Y$ and find $\hat{\theta} - \Sigma_Y$ that maximizes (16). This is likened to fitting a frozen field multiple advections model.

Step 2: Fit the non-frozen field version of the frozen multiple advections model in Step 1 by finding $\hat{\theta} - \Sigma_Y$ that maximizes (16) while fixing the other parameters to $\hat{\theta} - \Sigma_Y$. To ensure $\Sigma_Y$ remains positive definite, its entries are parameterized via its Cholesky decomposition.

Once $\hat{\Theta} = \begin{pmatrix} \hat{\theta}^T_{-} - \Sigma_Y, \hat{\theta}^T_{+} - \Sigma_Y \end{pmatrix}^T$ is obtained, we solve for $\hat{\beta}_{\text{GLS}}$, where $\hat{\beta}_{\text{GLS}}$ is the vector of estimates of the regression coefficients via generalized least squares (GLS) of the form $\hat{\beta}_{\text{GLS}} = \left( X^T \Sigma (\hat{\Theta})^{-1} X \right)^{-1} X^T \Sigma (\hat{\Theta})^{-1} Y$ and loop again through the above multi-step estimation of $\Theta$. The procedure is terminated when a stopping criterion is reached.

We simulate 100 realizations of Gaussian bivariate spatio-temporal random fields of the form (1) with $\mu_i(s,t) = \mu_i(s) = 0.5 + 0.5s_1 + 0.5s_2$, $i = 1, 2$, and $Z(s,t)$ has a cross-covariance function given in Theorem 2, with purely spatial parameters as in Figure 1 and $\rho = 0.6$, on a $20 \times 20$ grid in the unit square, at time $t = 0, 1, \ldots, 4$. We set $E(V_{11}) = (0.1, 0.1)^T$, $E(V_{22}) = (-0.2, -0.2)^T$, and $V_{11}$ and $V_{22}$ to be independent random vectors. Figure 3 plots the estimates obtained using the proposed multi-step estimation under MLE (17) and REML (16). Note that we denote the entries of $\mu_Y$ and $\Sigma_Y$ as $\mu = (\mu_1, \mu_2, \mu_3, \mu_4)^T$ and $\Sigma_Y = (\Sigma_{ij})_{i,j=1}^d$, respectively. The boxplots show that despite having 26 parameters to estimate, the proposed estimation procedure was able to obtain parameter estimates that are satisfactorily close to the true values both under MLE and REML. However, the variances of the parameter estimates, especially those associated with the mean function, tend to be smaller under REML. Hence, we employ REML in the remainder of this article.

When the observations at $N$ spatial locations are obtained at regular intervals and there is negligible dependence between observations that are very distant in the temporal sense, according to Stein (2005b), for large number of temporal locations, $T$ (16) can be approximated as

$$I_{\text{REML}}(\Theta, \beta; Y) \approx I_{\text{REML}}(\Theta, \beta; Y_{1:t})$$

$$+ \sum_{j=1}^T I_{\text{REML}}(\Theta, \beta; Y_{j-r^*+1:j-1}),$$

where $Y_{a,b} = (Y_{1+a}, \ldots, Y_{b})^T \in \mathbb{R}^{n p}$, $Y_t = (Y(s_1, t)^T, \ldots, Y(s_N, t)^T)^T \in \mathbb{R}^{N p}$, for $a < b$, and $r^*$ specifies the number of consecutive temporal locations included in the conditional distribution. Here $I_{\text{REML}}(\Theta, \beta; Y_{j-r^*+1:j-1})$ is the log-likelihood function based only on the vector of spatio-temporal measurements $Y_{j-r^*+1:j-1} = (Y_{j-r^*+1}, \ldots, Y_{j-1})^T$.

### 4. Simulation Study

Under the single advection setting and for $p = 1$, Salvaña and Genton (2021) showed that when the components of $V \sim \mathcal{N}_d(\mu_V, \Sigma_V)$ have zero-mean, the same variance, and are uncorrelated, that is, $\mu_V = 0$ and $\Sigma_V = \sigma^2 I_d$, for any $\sigma^2 > 0$, the univariate Lagrangian spatio-temporal models with normal scale-mixture $C^S$ reduce to univariate non-Lagrangian spatio-temporal isotropic covariance functions belonging to the Gneiting class (Gneiting 2002). A breakdown on any of the above-mentioned restrictions dichotomizes univariate Lagrangian spatio-temporal models from their non-Lagrangian counterparts. Their simulation studies can be adopted for $p > 1$ and similar conclusions can be drawn.

When faced with a multivariate Lagrangian spatio-temporal random field with multiple advections, one can either fit multivariate Lagrangian spatio-temporal models with multiple advections, as in (8), or marginally fit on each variable a univariate Lagrangian spatio-temporal model, as in (3). While it has been shown in the literature that multivariate modeling generally yields lower prediction errors as the presence of the other variables essentially increases the sample size of one variable (Genton and Kleiber 2015; Zhang and Cai 2015; Salvaña et al. 2021), it remains to be explored how the dependence between any two advection velocities affects prediction accuracy. To answer this inquiry, we perform experiments to identify scenarios where multivariate Lagrangian spatio-temporal models with multiple advections are favorable over multiple univariate Lagrangian spatio-temporal ones. Another objective of this section is to show the consequences of using a bivariate Lagrangian spatio-temporal cross-covariance function with single advection to model a bivariate Lagrangian spatio-temporal random field with advections $V_{11} \sim \mathcal{N}_d(E(V_{11}), \text{var}(V_{11}))$ and $V_{22} \sim \mathcal{N}_d(E(V_{22}), \text{var}(V_{22}))$ such that $E(V_{11}) = E(V_{22})$ and $\text{var}(V_{11}) = \text{var}(V_{22})$ but $V_{11} \neq V_{22}$. Such bivariate random fields appear to be driven by a single advection when in fact they are not. The nature of dependence between $V_{11}$ and $V_{22}$ may or may not be useful in modeling or prediction. In this section, we aim to expose such consequences.

### 4.1. Design

All the simulation studies are framed under the assumption that $d = 2$ and $p = 2$. Consider the following Lagrangian spatio-temporal models:

- **M1**: univariate Lagrangian spatio-temporal model in (4), where $C^S$ is the Matérn covariance function with purely spatial parameters $\sigma, a, \nu$;

- **M2**: bivariate Lagrangian spatio-temporal model with single advection, that is,

$$C_{ij}(h, u) = \frac{\rho \sigma u \sigma v}{\sqrt{|I_d + \Sigma_V u^2|}} M \left\{ \begin{pmatrix} (h - \mu_V u) \end{pmatrix}^T \right\}^T \left\{ (I_d + \Sigma_V u^2)^{-1} (h - \mu_V u) ; a, \nu \right\}, \quad i, j = 1, 2,$$

where $M(||h||; a, \nu)$ is the univariate Matérn correlation with spatial range and smoothness parameters $a$ and $\nu$, respectively; and

- **M3**: bivariate Lagrangian spatio-temporal model with multiple advections in (9) and (10), where $C^S_{ij}$ is the parsimonious Matérn cross-covariance function, with purely spatial parameters $\rho, \sigma_{ij}, a, \nu_{ij}, i, j = 1, 2$. 


We simulate 100 realizations of zero-mean bivariate Gaussian spatio-temporal random fields, $Z_1(s, t)$ and $Z_2(s, t)$, with purely spatial parameters as in Figure 1, containing $N = 529$ spatial observations, on a $23 \times 23$ grid in the unit square, at time $t = 0, 1, \ldots, 5$. This number of spatio-temporal locations is chosen to mimic the setup in the real data application in Section 5. In the following experiments, we remove the observations at $t = 5$ and use the remaining observations to fit the models. Upon obtaining the parameter estimates, we predict the previously removed values using simple kriging for the univariate model and simple cokriging for the bivariate models and report the error of the predictions measured by the Mean Square Error (MSE), $\text{MSE} = \frac{1}{pN} \sum_{i=1}^{p} \sum_{l=1}^{N} \left( \hat{Z}_i(s_l, 5) - Z_i(s_l, 5) \right)^2$.

For the first experiment, we try to understand the effect of the dependence between the two advection velocities, $V_{11}$ and $V_{22}$, on the accuracy of predictions. We simulate from $M_3$ under different assumptions on the joint distribution of $V_{11}$ and $V_{22}$, namely, $E(V_{11}) = (0.1, 0.1)^T$, $E(V_{22}) = (-0.1, 0.1)^T$ and (a) $V_{11} = 0.9V_{22}$, (b) $V_{11}$ and $V_{22}$ are independent, and (c) $V_{11} = -0.9V_{22}$, for several values of the spatial cross-correlation parameter, that is, $\rho = \pm 0.3, \pm 0.6, \pm 0.9$. On the simulated values, we fit the true model, $M_3$, and a simpler alternative model, $M_1$. For the second experiment, we try to reveal the consequences of using a single advection model instead of a multiple advections model. We simulate from $M_3$ such that $E(V_{11}) = E(V_{22}) = (0.1, 0.1)^T$ with different $\text{cov}(V_{11}, V_{22})$, namely, (d)
components of positive and negative dependence between the corresponding advections (M3), given that the true model helsthe latter. Figure 4 summarizes the boxplots of the MSEs under different strengths of dependence between V_{11} and V_{22} for different values of the colocated correlation ρ. It can be seen that the prediction performance of M1 is fairly similar regardless of the true value of ρ and the dependence between the different advections. Using a bivariate model (M3), the other hand, improves predictions for nonzero ρ, with higher gains in accuracy as ρ gets farther away from 0. Furthermore, M3 yields more accurate predictions when the true model consists of a nonzero ρ with advection vectors that are highly dependent. When using M1 over M3, one disregards a possible purely spatial variable dependence and possible dependence between the advections, which can help improve predictions. The reductions in the prediction errors are different and they depend on how correlated V_{11} and V_{22} are. When a random field is generated with a high |ρ|, combined with positively dependent V_{11} and V_{22}, the prediction performance between M1 and M3 are strikingly different. As the advection velocities become independent or negatively dependent, the difference is not that huge. This is because independent or negatively dependent V_{11} and V_{22} dampen the colocated correlation between Z_1 and Z_2.

4.2. Results and Analysis

In the first experiment, we compare the accuracy of the predictions between the two modeling paradigms, namely, marginally fitting multiple univariate Lagrangian spatio-temporal models with different advections (M1) and fitting a bivariate Lagrangian spatio-temporal model with multiple advections (M3), given that the true model is the latter. Figure 4 summarizes the boxplots of the MSEs under different strengths of dependence between V_{11} and V_{22} and different values of the colocated correlation ρ. When this happens, separately modeling and predicting Z_1 and Z_2 becomes as good as jointly modeling and predicting them.

In the second experiment, we study the effect of fitting a single advection model to a bivariate random field that appears to be simulated from a single advection model on two fronts: (a) the estimates of the common parameters; and (b) the prediction performances of models M2 and M3. Figure 5 gives the summary of the parameter estimates of M2 under REML. Clearly, the most impacted parameter is ρ. As the dependence between V_{11} and V_{22} goes from highly positive to highly negative, ρ → 0. This is expected for the following reason. The cross-covariance function in M2 is stationary in space and time, which implies that the purely spatial colocated correlation is constant. M3, on the other hand, has a cross-covariance function that is nonstationary in time with a time-varying and decreasing purely spatial colocated correlation as t that is, t = t_1 → t_2, moves away from 0. Furthermore, the more negatively dependent V_{11} and V_{22} are, the faster the decline in the colocated correlation; see Section 2, Figure 2. Thus, when a model that can only handle a constant purely spatial colocated correlation parameter is fitted to a bivariate random field that possesses decreasing purely spatial colocated correlation, the optimization routine is required to find the best compromise for ρ.

Additionally, we scrutinize the errors, summarized via boxplots in Figure 6, when fitting M2 and M3 to data generated from M3. It can be seen that M2 does not predict as well as M3 in all cases but the difference in accuracy is the highest under scenario (f). This is because in scenario (f), M2 severely overvalues the cross-covariances compared to the ones obtained by M3, resulting in a grave misspecification of spatio-temporal dependence between Z_1 and Z_2. All in all, in both experiments, the results demonstrate that neglecting the multiple advections phenomenon leads to substantial losses in prediction accuracy.

5. Application

Wind is recognized as a major driver of pollutant transport in the atmosphere. Any physical model on pollutants factors in mechanisms of transport such as the wind fields at different levels of the troposphere (Kallos et al. 2007), jet streams,
Figure 5. Boxplots of the parameter estimates of $M_2$ under REML when it is fitted to data generated from $M_3$ under scenarios (d), (e), and (f). The true parameter values are highlighted in red.

Figure 6. Boxplots of the MSEs under scenarios (d)–(f) when $M_2$ (green) and $M_3$ (blue) are fitted to data generated from $M_3$ at different values of $\rho$.

The proliferation of pollutant measurements, which can be obtained from several sources such as ground stations, online databases (e.g., NASA Earthdata website), satellite remote sensing, lidar networks, and other outdoor monitoring systems, has launched a new wave of statistical methodologies focused on modeling and predicting pollutant concentrations (Shao et al. 2011). The list includes Bayesian models (Sahu, Gelfand, and Holland 2006; Calder 2008), generalized additive models (Paciorek et al. 2009; Munir et al. 2013), geographically weighted regression (Van Donkelaar et al. 2016), stochastic partial differential equations (Cameletti et al. 2013), time series models (Goyal, Chan, and Jaiswal 2006), and machine learning models (Mehdipour et al. 2018). These modeling approaches typically require only the historical measurements and other associated covariates. In the following section, we tackle the problem on hand by combining the strengths of Gaussian spatio-temporal...
geostatistical modeling and the concept of transport in CFD through the class of Lagrangian spatio-temporal models.

5.1. Saudi Arabia Black Carbon Data

The data used in the present study were obtained from the NASA Global Modeling and Assimilation Office’s simulated MERRA-2 dataset containing pollutant concentration measurements. The values are given as mass mixing ratios, which measure the kilogram of pollutant per kilogram of air, with unit kg/kg. The list of accessible pollutant data includes black carbon, organic carbon, dust, and sea salt, from 1980 to present. We analyze and model only black carbon (BC) since it often contributes the highest to air pollution and has strong positive radiative forcing effect resulting to global warming (Schacht et al. 2019; Takemura and Suzuki 2019; Rabito et al. 2020).

MERRA-2 BC concentrations are available at 3-hour intervals at 72 different pressure levels from the surface to 0.01 hPa on a regular grid with pixel size 0.5° × 0.625°. They were simulated using the Goddard Chemistry, Aerosol, Radiation, and Transport (GOCART) module (https://acd-ext.gsfc.nasa.gov/People/Chin/gocartinfo.html), the Goddard Earth Observing System (GEOS-5) (https://gmao.gsfc.nasa.gov/GEOS_systems), and atmospheric data assimilation system (ADAS) version 5.12.4 (https://gmao.gsfc.nasa.gov/research/aerosol) (Randles et al. 2017). GOCART is responsible for the sources, sinks, and chemistry aspect while GEOS-5 controls the earth science components of the simulations (Gelaro et al. 2017).

To show the merits of the proposed multiple advections model, we build a bivariate dataset, \( Y(s, t) = \{ Y_1(s, t), Y_2(s, t) \} \), using BC concentrations from pressure levels 925 hPa and 880 hPa, respectively. We hypothesize that the multiple advections model may outperform other alternative Gaussian spatio-temporal covariance function models since the components of the bivariate dataset come from different vertical regions of the atmosphere where advection behaviors may vary. Figure 7 maps the BC concentrations over Saudi Arabia at five consecutive time periods on January 13, 2019. In this spatial domain, there are 550 sites such that the two nearest and the two farthest stations are 66 km and 2204 km apart, respectively. Using the reference location as aid, a northward transport can be detected in both pressure levels.

5.2. The Lagrangian Spatio-Temporal Model

In the simulated examples in the previous sections, such as those in Figure 1, the advection velocity vector, which is commonly associated with the wind vector in real environmental scenarios, is being identified as the main driver of the transport effect. In real data examples, however, several factors may be at play. The transport behavior observed in the BC data may be brought about by wet and dry depositions, time-varying sources, chemical reactions, and meteorological conditions, other than wind, over the area (Tanrikulu et al. 2009). Hence, to model the bivariate spatio-temporal BC data, \( Y(s, t) \), we assume that it has the following structure:

\[
Y_i(s, t) = \mu_i(s, t) + Z_i(s - V_{it}),
\]

where \( \mu_i(s, t) \) is a mean function and \( Z_i(s - V_{it}) \) is a zero-mean Gaussian spatio-temporal stationary process for variable \( i = 1, 2 \). The models we proposed in the paper are for the residual process \( Z_i(s - V_{it}) \). Other time-varying factors that affect BC concentration levels are captured in the mean function \( \mu_i(s, t) \). Hence, we try to extract the stationary residual process \( Z_i(s - V_{it}) \) such that there is no longer a recognizable trend in space and time after subtracting the mean function \( \mu_i(s, t) \) from \( Y_i(s, t) \). It may be that \( \mu_i(s, t) \) has some advection itself. To handle this advection behavior in the mean, we model \( \mu_i(s, t) \) as a linear combination of a set of covariates located at the same pressure level as \( Y_i(s, t) \) including organic carbon, dust, sulfur dioxide (SO2), and sulfate aerosol (SO4). These covariates are also suspended particles, thereby, containing information about the advection in the mean structure. Once \( \hat{\mu}_1(s, t) \), an estimate of \( \mu_1(s, t) \), is obtained and is subtracted from \( Y_1(s, t) \), we are left with a residual bivariate spatio-temporal random variables.
field upon which we apply our proposed models. Any lingering transport behavior to this residual process we attribute to the random variable $V_{it}$ or the random wind vectors over the region.

Furthermore, as an amalgamation of different complex processes, BC is a non-Gaussian and nonstationary process. In order to use the modeling framework discussed in the previous sections, Gaussianity and second-order stationarity of the BC data should be ensured. To obtain close to normally distributed measurements, we take the logarithm of the BC concentrations and pursue the spatio-temporal modeling on the logarithmic transformed dataset, that is, $Y_i(s, t) = \log(Y_i^0(s, t))$, where $Y_i^0(s, t)$ is the raw BC concentration at spatio-temporal location $(s, t)$, for $i = 1, 2$; see Paciorek et al. (2009), Sahu (2012), and Cameletti et al. (2013) for similar treatments. To guarantee that we fit the models on spatio-temporal second-order stationary random fields, we identify consecutive time points such that, for each variable, the spatio-temporal residuals after removing the estimated mean via ordinary least squares, $\hat{\mu}(s, t)$, passed the univariate test of stationarity in space and time devised in Jun and Genton (2012). In 2019, there are 139 nonoverlapping spatio-temporal subsets that passed the test of stationarity. The maximum number of consecutive time points is six, which imputes a cross-covariance matrix of size $6600 \times 6600$. One of the spatio-temporal random fields in 2019 which passed the aforementioned test is the one shown in Figure 7. Its corresponding map of residuals after the estimated mean $\hat{\mu}$ is $\mu$ for $i = 1, 2$.

In fact, the corresponding MERRA-2 simulated wind vectors over the spatio-temporal region under consideration support this zero-mean advection hypothesis. Figure 9 plots the pairwise empirical bivariate distributions of the $U$ and $V$ components of the wind vectors in $m/s$ at the two pressure levels. These simulated wind vectors were used as inputs to simulate the BC concentrations (Randles et al. 2017; Ukhov et al. 2020). From the plot, it can be seen that the wind vectors in 925 hPa and 880 hPa are centered at $(0, 0)^T$. Moreover, the plot shows that the wind vectors at the two different layers are not identical otherwise we should see a straight line in the third plot in the first row and in the last plot in the second row. Instead, the $U$ and $V$ components at 925 hPa and 880 hPa appear to be highly correlated, with empirical correlation values of 0.9497 and 0.9787, respectively. Since the advections at the two layers are highly dependent, a single advection model may be thought to suffice. However, as mentioned in the simulation studies in Section 4, failing to acknowledge multiple advections behavior can reduce accuracy. Furthermore, the bivariate residuals display nonstationary collocated dependence. The empirical collocated correlations, $C_{12}(0, t)/\sqrt{C_{11}(0, 0)C_{22}(0, 0)}$, between the residuals at 925 hPa and 880 hPa are 0.56, 0.09, 0.06, 0.03, and $-0.06$ at $t = 0:00, 3:00, 6:00, 9:00,$ and 12:00, respectively. This resembles the property, which is well accommodated by the multiple advections model and not by the others, of collocated correlation approaching zero as time moves forward (see Figure 2). This indicates that different advection velocities may be affecting the two pressure levels and a multiple advections model may be the more suitable model for this dataset.

5.3. Models

To each of the spatio-temporal subsets that passed the aforementioned test, we fit five different spatio-temporal cross-covariance functions with bivariate parsimonious Matérn purely spatial margins, three of which were used in Section 4, namely, M1, M2, and M3, and the other two are as follows:

- M4: bivariate Lagrangian spatio-temporal LMC in (14) with uncorrelated latent univariate Lagrangian random fields $W_i(s, t), r = 1, 2$; and
Figure 9. Empirical bivariate distributions of the MERRA-2 simulated wind vectors (in m/s) over Saudi Arabia. Here $U$ and $V$ denote the components of the wind vector along the $x$- and $y$-axis. Superimposed are the estimated distributions of the advection velocity vectors for the bivariate random field in Figure 7 by different transport models M1 (red), M2 (green), M3 (blue), and M4 (purple), respectively. The lines in the bivariate plots enclose the 95% probability region. Only M3 is applicable in the $2 \times 2$ panels from the top right corner.

- **M5**: bivariate non-Lagrangian fully symmetric spatio-temporal Gneiting-Matérn, that is,

$$C_{ij}(h, u) = \frac{\rho \sigma_{ij}}{(|u|^{2\xi}/\alpha + 1)^{b/2}} \mathcal{M} \left\{ \frac{||h||}{(|u|^{2\xi}/\alpha + 1)^{b/2}}; a, \nu_{ij} \right\},$$

where $\alpha > 0$ and $\xi \in (0, 1]$ describe the temporal range and smoothness, respectively (Bourotte, Allard, and Porcu 2016).

The parameter $b \in [0, 1]$, also called the “nonseparability parameter,” represents the strength of the spatio-temporal interaction.

### 5.4. Results and Discussions

The parameters of the Lagrangian models M1, M2, M3, and M4 are estimated via multi-step REML, as presented in Section 3,
while those of the non-Lagrangian model M5 are estimated jointly. In each subset, we use all spatio-temporal measurements except those at the last time point to fit the models. Once the parameters were obtained, we predict the measurements at all spatial locations at the last time point. Estimation and prediction routines are implemented in parallel using the high performance libraries, namely, BLACS, PBLAS, and ScaLA-PACK, through the R package pbdBASE, which provides a set of wrappers for those libraries (Schmidt et al. 2020). The codes are run on a cluster using three nodes of 2.6 GHz Intel Skylake with 40 cores per node and 350 GB memory.

Figure 10 shows the values of the in-sample and out-of-sample scores, namely, log-likelihood and MSE, recovered from fitting the five models on all 139 nonoverlapping bivariate spatio-temporal second-order stationary log BC residuals. It can be seen from the figure that the multiple advects model M3 emerged as the best performing model in both metrics. Moreover, the bivariate models, M2–M5, outperform the univariate model, M1, in terms of prediction. This hints that BC at different layers of the atmosphere have substantial dependence which should be taken into account to obtain more accurate predictions. Lastly, although M3 clearly is the best model in terms of the log-likelihood, the prediction performance of M5 does not lag that far behind. The danger, however, in settling with M5 is that fitting a non-multiple advects model on random fields with possible multiple advects can lead to erroneous parameter estimates as illustrated by Figure 5 in Section 4. This could ultimately distort the insights regarding the true nature of dependence between the variables.

Table 1 reports the median values of the boxplots in Figure 10 including the median Akaike (AIC*) and Bayesian information criteria (BIC*). Here AIC* and BIC* are the multi-step versions of the classical AIC and BIC, that is, $AIC^* = -2 l_{\text{REML}}(\hat{\theta}, \hat{\Sigma}_V, \hat{\beta}_{\text{GLS}}) + 2q$ and $BIC^* = -2 l_{\text{REML}}(\hat{\theta}, \hat{\Sigma}_V, \hat{\beta}_{\text{GLS}}) + q \log n$, where $l_{\text{REML}}(\theta, \Sigma_V, \beta_{\text{GLS}})$ is the value of the log-likelihood function at the second estimation step with parameter estimates $\hat{\theta}, \hat{\Sigma}_V$ while fixing the parameters $\Sigma_\theta$ obtained at the first estimation step. For the one step estimation procedure of M5, $AIC^* = -2 l_{\text{REML}}(\Theta, \hat{\beta}_{\text{GLS}}) + 2q$ and $BIC^* = -2 l_{\text{REML}}(\Theta, \hat{\beta}_{\text{GLS}}) + q \log n$. The number of parameters and average computation time of each model are also indicated in Table 1. From the table, it can be seen that the AIC* and BIC* support the usage of M3 even though the model has the most number of parameters. Additionally, the estimates associated with the transport phenomenon are validated against the wind vectors observed in the spatio-temporal domain under study. In Figure 9, the estimated distribution of the advection velocity vectors in the transport models M1–M4 are superimposed on the MERRA-2 simulated wind vectors over Saudi Arabia. From the figure, it can be seen that the advection parameters in all four transport models adequately capture the empirical distribution, with actual empirical coverages of 92% (M1), 86% (M2), 87% (M3), and 84% (M4), for the wind vectors at 925 hPa, and 83% (M1), 85% (M2), 86% (M3), and 94% (M4), for the wind vectors at 880 hPa.

6. Conclusion
We successfully pursued the development of Lagrangian spatio-temporal cross-covariance functions with multiple advects. The proposed framework offers a suite of data-driven models...
which is more flexible and realistic. We also outlined an estimation procedure to get sensible estimates of all parameters. We showed through numerical experiments involving bivariate spatio-temporal random fields how failing to account for multiple advections produces poor predictions and how using simpler univariate Lagrangian spatio-temporal models cannot capitalize on the purely spatial variable dependence. With wind recognized as the main driver of the transport behavior, the proposed models, along with another benchmark non-Lagrangian spatio-temporal model, were tested on pollutant data over Saudi Arabia. Indeed, a model under our proposed class emerged as the best model and its estimate of the multivariate distribution of the advection velocities checks out with the prevailing behavior of wind over the area.

**Appendix**

**Proof of Theorem 1** Let $\lambda_l \in \mathbb{R}^p$, $l = 1, \ldots, n$. Then:

\[
\sum_{l=1}^{n} \sum_{i=1}^{n} \lambda_l \mathbf{C}(s_i, s_l, t_l, t_l) \mathbf{1} = \sum_{l=1}^{n} \sum_{i=1}^{n} \lambda_l \mathbf{E} \left( \left[ C_{ij} \left( (s_i - s_l) + (t_i - t_l) \right) \right] \right) \mathbf{1} \\
= \mathbf{E} \left[ \sum_{l=1}^{n} \sum_{i=1}^{n} \lambda_l \mathbf{C}(s_i, s_l - s_l, t_i - t_l, 0) \right] \geq 0
\]

for all $n \in \mathbb{N}^+$ and $\{(s_i, t_i), \ldots, (s_n, t_n)\} \in \mathbb{R}^d \times \mathbb{R}$. The last inequality follows from the assumption that $\mathbf{C}$ is a valid purely spatial matrix-valued stationary cross-covariance function with variable asymmetry on $\mathbb{R}^d$; see Li and Zhang (2011), Genton and Kleiber (2015), and Qadir, Euán, and Sun (2021) for discussions on this class of cross-covariance functions.

**Proof of Theorem 2** See supplementary materials.

**Proof of Theorem 3** The validity is guaranteed by the dimension expansion approach in Bornn, Shaddick, and Zidek (2012).

**Proof of Theorem 4** The validity of (14) is established as it is the resulting spatio-temporal cross-covariance function of the process in (15).

**Derivation of Equation (8)**

\[
C_{ij}(\mathbf{h} - \mathbf{V}_{u} t_i + \mathbf{V}_{j} t_j) = C_{ij} \left( \mathbf{h} - \mathbf{V}_{u} \left( m + \frac{u}{2} \right) + \mathbf{V}_{j} \left( m - \frac{u}{2} \right) \right) \\
= C_{ij} \left( \mathbf{h} - \mathbf{V}_{i} u + \mathbf{V}_{j} (m - u) \right)
\]

where $u = t_j - t_i$, $m = \frac{t_i + t_j}{2}$, and $\mathbf{V}_{ij} = \frac{\mathbf{v}_i + \mathbf{v}_j}{2}$.

**Supplementary Materials**

Supplementary material provides additional information regarding the MERRA-2 dataset and step-by-step derivation of the explicit form of the proposed model.

**Codes**

The codes can be found in this website: [https://github.com/geostatistech/multiple-advections](https://github.com/geostatistech/multiple-advections)
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