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Abstract

Adversarial training is a widely used strategy for making neural networks resistant to adversarial perturbations. For a neural network of width $m$, $n$ input training data in $d$ dimension, it takes $\Omega(mnd)$ time cost per training iteration for the forward and backward computation. In this paper we analyze the convergence guarantee of adversarial training procedure on a two-layer neural network with shifted ReLU activation, and shows that only $o(m)$ neurons will be activated for each input data per iteration. Furthermore, we develop an algorithm for adversarial training with time cost $o(mnd)$ per iteration by applying half-space reporting data structure.
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1 Introduction

After modest adversarial input perturbations, gradient-trained deep neural networks have a tendency to change their prediction results in an incorrect manner [SZS+13]. Numerous steps have been taken to build deep neural networks immune to such malicious input. Among such efforts, adversarial training with a min-max object is most effective [MMS+18] to obtain a robust neural network against perturbed input according to [CW17, ACW18]. Adversarial training usually yields small robust training loss in practice.

The min-max formulation can be viewed as a two-player game. One player is the learner of neural network and the other player is an adversary allowed to arbitrarily perturb the input up to some norm constraint. For every round, the adversary creates adversarial inputs against the existing neural network. Then, the learner adjusts parameters of neural network by taking a gradient descent step to reduce its prediction loss evaluated by adversarial inputs.

In the past few years, convergence analysis for training neural network on original input has been established. The seminal work of [JGH18] initiates the study of neural tangent kernel (NTK), which is a very useful analytical model in the deep learning theory area. By over-parameterizing the neural network so that the network width is relatively large \( m \geq \Omega(\text{poly}(n)) \), one can show that the training dynamic on a neural network is almost the same as that on a NTK. Analyzing the convergence guarantee via over-parameterization has been broadly studied. [LL18, JGH18, DZPS19, AZLS19a, AZLS19b, DLL+19, SY19, ZCZG20, OS20, LSS+20, BPSW21, SYZ21, HLY21, SZ21, CX21, MOSW22, HSWZ22, Zha22]. Inspired by the over-parameterized neural network convergence theory, [ZPD+20] applies similar analysis to adversarial training, i.e., training with perturbed input.

Training such adversarial neural networks is usually done via gradient descent, whose time is determined by the product of number of training iterations and time cost spent every training iteration. Many previous papers focus on accelerate the time cost per training iteration via nearest neighbor search [CMF+20, CLP+21, DMZS21]. For example, SLIDE [CMF+20] speeds up the forward computation by efficiently retrieving activated neurons with maximum inner product via an locality sensitive hashing data structure. Using data structure to speed up optimization algorithms has made much progress for problems like linear programming [CLS21, LSZ19, Ye20, SY21, DLY21, JSWZ21], semi-definite programming [JKL+20, HJS+22], sum-of-squares [JNW22], non-convex optimization [SYZ21, BPSW21, SZ21], reinforcement learning [SSX21b], frank-wolfe method [SSX21a, SXZ22] and discrepancy [SXZ22, Zha22]. Following this line, we will also strive to reduce the time required for each training iteration by designing algorithm to identify the activated neurons during each training iteration efficiently via high dimensional search data structure.

In this paper, we study a two-layer fully connected neural networks with ReLU \( \sigma : \mathbb{R} \to \mathbb{R} \) activation. We first define the two-layer ReLU activation neural network

\[
 f(x) := \sum_{r=1}^{m} a_r \cdot \sigma_{\tau}(\langle w_r, x \rangle + b_r)
\]

where \( m \) is the number of hidden neurons and \( \sigma_{\tau}(z) = \max\{z, \tau\} \) is the ReLU activation function with threshold \( \tau \). \( \{w_r\}_{r=1}^{m} \subset \mathbb{R}^d \) is the weight vector, \( \{a_r\}_{r=1}^{m} \subset \mathbb{R} \) is the output weight vector, and \( x \in \mathbb{R}^d \) is the input vector. The total number of inputs is \( n \). Therefore, in each training iteration, we need to compute the forward pass for each input vector which requires \( m \) vector inner product of \( d \) dimension. This implies a \( \Omega(mnd) \) cost per training iteration. One question arises:

\textit{Can we design an adversarial training algorithm only requires }o(mnd) \textit{cost per iteration?}
The answer is affirmative. We list our contribution as follows:

- We analyze the convergence of adversarial training for a two-layer neural network with shifted ReLU activation, and shows that in each iteration only \( o(m) \) of neurons are activated for a single input.

- We design an adversarial training algorithm for a two-layer fully-connected neural network with shifted ReLU activation by leveraging a half-space report data structure of weights to identifying the sparsely activated neurons to enable sublinear training time cost per iteration.

1.1 Main Result

Our main theorem is now presented formally.

**Theorem 1.1** (Time complexity). *Given \( n \) data points in \( \mathbb{R}^d \) and a neural network model defined in Eq.(2), the expected time cost per-iteration of adversarial training algorithm (Algorithm 1) is:

\[
o(mnd).
\]

**Roadmap.** We present a brief overview of our techniques in Section 2. We present notations and preliminary tools in Section 3. We prove the existence of pseudo-network to approximate the target \( f^* \) in Section 4. We provide the convergence analysis in Section 5. We analyze the running time complexity of our adversarial algorithm in Section 6. We conclude the contribution of this paper in Section 7.

2 Technique Overview

In this section, we briefly present an overview of the techniques used in this paper.

**Technique I: Approximation via pseudo-network.** An important fact about over-parameterized neural network used in many recent papers is that if a highly over-parameterized neural network \( f(x; W) = \sum_{r=1}^{m} a_{r,0} \cdot \sigma_r(\langle w_r, x \rangle + b_{r,0}) \) has weight close to its random initialization, then by the a pseudo-network \( g(x; W) \), \( f(x; W) \) could be approximated, where \( g(x; W) \) is defined as

\[
g(x; W) = \sum_{r=1}^{m} a_{r,0} \cdot \langle w_r - w_{r,0}, x \rangle \cdot 1[\langle w_{r,0}, x \rangle + b_{r,0} \geq \tau]
\]

We show that \( \sup_{x \in X} |f(x; W) - g(x; W)| \) is very small with a probability \( \geq 1 - \theta_c \).

We decompose \( f(x) \) into three components \( f(x) = A(x) + B(x) + C(x) \). It follows from triangle inequality that \( |f(x) - g(x)| \leq |A(x) - g(x)| + |B(x)| + |C(x)| \). Then we derive upper bounds for the three terms on the right hand side respectively. With the exponential failure probability, we could construct an \( \epsilon \)-net of \( X \) where \( \epsilon = \frac{1}{\text{poly}(m^2)} \) and apply union bound on this \( \epsilon \)-net. Then we prove the stability of \( f \) and \( g \).

\(^1\text{We define } \theta_c := \exp(-\Omega(m^2)).\)
Technique II: Shifted ReLU activation. The second technique is based on the observation that, shifted ReLU activation function on two layer neural network, the number of activated neurons for each training data point is sublinear in the network width $m$. We first prove that at initialization, the number of activated neurons is upper bounded by $Q_0 = 2m \cdot \exp(-(\frac{K^2}{4m^{7/5}})) = O(m^{cQ})$ with probability $\geq 1 - n \cdot \exp(-\Omega(m \cdot \exp(-\frac{K^2}{4m^{7/5}}))).$ Then we analyze the size of neuron set which has different signs at each training iteration compared to the neuron weights at initialization. It can be upper bounded by $O(nm^{7/8})$ with probability at most $\exp(-\Omega(m^{1/5}))$. We can use them to derive the upper bound of activated neurons per training iteration via triangle inequality.

Technique III: Half-space reporting. We leverage the data structure designed by [AEM92] to implement the half-space range reporting functionality.

The half-space range reporting problem requires us to maintain a data structure to store a finite point set $S \subset \mathbb{R}^d$. In addition to store $S$, half-space range problem also has queries. Each query can be denoted by $(a, b) \in \mathbb{R}^d \times \mathbb{R}$. For the query $(a, b)$, the data structure should report a subset $S_{a,b} \subset S$ where $S_{a,b}$ is defined as

$$S_{a,b} = \{ x \in \mathbb{R}^d : x \in S, \text{sgn}(\langle a, x \rangle - b) \geq 0 \}$$

One brute force implementation for the half-space range reporting problem is to maintain $S$ in an array and enumerate all points in $S$ to determine which points are contained in $S_{a,b}$. As we hope to do adversarial training with lower time cost, we introduce tree data structure to organize points in $S$. With the tree data structure, we could report $S_{a,b}$ efficiently. We preprocess the network weights to construct an half-space range reporting (HSR) data structure for $w_r$’s in order that we can efficiently identify the set of activated neurons $Q_{t,j}$ for each of the adversarial input $\tilde{x}_i$. We compute the time spent on querying active neuron set for adversarial training data points, forward and backward computation with the activated neuron set and updating the HSR search data structure respectively. Summing all parts and we obtain an algorithm whose running time per iteration is $\tilde{O}(m^{1-\Theta(1/d)}nd)$.

3 Preliminaries

3.1 Notations

In this paper, $\|x\|_p$ denotes the $\ell_p$ norm and mainly focus on $p = 1, 2$ or $\infty$ for a vector $x$.

$B^\top \in \mathbb{R}^{n \times k}$ denotes the transpose of a matrix $B \in \mathbb{R}^{k \times n}$. And we use $\|B\|_1$ as the entry-wise $\ell_1$ norm, $\|B\|$ as the spectral norm and $\|B\|_F$ as the Frobenius norm. $B_j$ denotes the $j$-th column of $B$ where $j \in [n]$. $\|B\|_{2,1}$ denotes $\sum_{j=1}^{n} \|B_j\|_2$. And $\|B\|_{2,\infty}$ denotes $\max_{j \in [n]} \|B_j\|_2$.

We use $\mathcal{N}(\mu, \sigma^2)$ to represent a Gaussian distribution where $\sigma$ is a covariance and $\mu$ is a mean.

We use $\theta_c := \exp(-\Omega(m^{c})).$

We define $\|f\|_\infty$ as follows

$$\|f\|_\infty = \sup_{x \in \mathcal{X}} |f(x)|,$$

where $f : \mathcal{X} \to \mathbb{R}$.  
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3.2 Network Function

We consider a neural network \( f \) which is parameterized by \((a, b, W) \in \mathbb{R}^m \times \mathbb{R}^m \times \mathbb{R}^{d \times m}\):

\[
f(x) := \sum_{r=1}^{m} a_r \cdot \sigma_\tau(\langle w_r, x \rangle + b_r)
\]

(2)

Note that this neural network is two-layer, and also called one-hidden layer. The activation function we consider here is ReLU.

\( \mathcal{F} \) represent the class of the function above. Because \( a \in \mathbb{R}^m \) and \( b \in \mathbb{R}^m \) remain constant throughout adversarial training and only \( W \in \mathbb{R}^{d \times m} \) is updated, we will also use \( f(x; W) \) to denote the network.

And with \( \tau > 0, \sigma_\tau : \mathbb{R} \to \mathbb{R}_{\geq 0} \) is defined as follows

\[
\sigma_\tau(x) := 1[x > \tau] \cdot x.
\]

Let \( S \subseteq \mathbb{R}^d \times \mathbb{R} \) be the training data with element \((x_i, y_i)\) where \( i \in [n] \). There are some standard assumptions in our paper regarding the training set. While maintaining generality, we set for every \( x_i \in \mathbb{R}^d \) where \( i \in [n] \) that \( x_{i,d} = 1/2 \) and \( \|x_i\|_2 = 1 \).

Therefore, a set \( \mathcal{X} := \{x \in \mathbb{R}^d : x_d = 1/2, \|x\|_2 = 1\} \) is defined. We also define \( \mathcal{X}_1 \) as a maximal \( 1/k \)-net of \( \mathcal{X} \) where \( c \in \mathbb{R}_+ \) is a constant. We set \( |y_i| \leq 1 \) where \( i \in [n] \) for simplicity.

Definition 3.1 (Initialization of \( a, W, b \)). We define the initialization of \( a \in \mathbb{R}^m \) whose entries are uniformly from distribution \( \{-\frac{1}{m^{1/5}}, +\frac{1}{m^{1/5}}\} \), \( W \in \mathbb{R}^{d \times m} \) whose entries are random variables independently from \( \mathcal{N}(0, \frac{1}{m}) \), \( b \in \mathbb{R}^m \) whose entries are random variables independently from \( \mathcal{N}(0, \frac{1}{m}) \) as follows

\[
a_0, W_0 \text{ and } b_0.
\]

3.3 Robust and adversary loss

We take into account the following loss function for analysing the neural nets.

Definition 3.2 (Lipschitz convex regression loss). If a loss function \( \ell : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) meets the below criteria, it is a regression loss (Convex and Lipschitz): \( \ell(x, x) = 0 \) for every \( x \in \mathbb{R} \), positive, \( 1-Lipschitz \) and convex in the second argument.

Definition 3.3 (\( \rho \)-Bounded adversary). With \( \mathcal{B}_2(u, \rho) := \{v \in \mathbb{R}^d : \|v - u\|_2 \leq \rho\} \cap \mathcal{X} \). Suppose \( \rho > 0 \). For adversary \( \mathcal{A} : \mathcal{F} \times \mathcal{X} \times \mathbb{R} \to \mathcal{X} \) where \( z \in \mathbb{R}^d \), we claim \( \mathcal{A} \) is \( \rho \)-bounded, if \( \mathcal{A}(f, x, y) \in \mathcal{B}_2(x, \rho) \).

And then against a loss function \( \ell \), \( \mathcal{A}^* \) is defined as the worst-case \( \rho \)-bounded adversary as follows:

\[
\mathcal{A}^*(f, x, y) := \arg\max_{\tilde{x} \in \mathcal{B}_2(x, \rho)} \ell(y, f(\tilde{x}))
\]

Given a neural net \( f \), we represent an adversarial dataset generated by \( \mathcal{A} \) with respect to it as \( \mathcal{A}(f, S) := \{(\mathcal{A}(f, x_i, y_i), y_i)\}_{i=1}^n \).

Let the robust loss function in the following be defined as the loss of \( f \) evaluated at the adversarial example \( \mathcal{A}(f, x_i, y_i), y_i \).
Definition 3.4 (Robust loss and training loss). For a raw data set $S = \{(x_i, y_i)\}_{i=1}^n$ with $n$ training points and a prediction model $f$, the training loss is

$$\mathcal{L}(S, f) := \frac{1}{n} \sum_{i=1}^{n} \ell(y_i, f(x_i)).$$

The robust training loss is defined for $\rho$-bounded adversary $A$ as

$$\mathcal{L}_A(f) := \mathcal{L}(A(f, S), f) = \frac{1}{n} \sum_{i=1}^{n} \ell(y_i, f(A(f, x_i, y_i))).$$

In addition, the worst-case of the above loss is defined similarly as

$$\mathcal{L}_A^*(f) := \mathcal{L}(A^*(f, S), f) = \frac{1}{n} \sum_{i=1}^{n} \max_{\tilde{x}_i \in B_2(x_i, \rho)} \ell(y_i, f(\tilde{x}_i)).$$

Definition 3.5 (Chi-square distribution). If $a_1, \cdots, a_m$ are independent, standard normal random variables, then the sum of their squares,

$$Q := \sum_{i=1}^{m} a_i^2,$$

is distributed according to the chi-squared distribution with $m$ degrees of freedom.

Definition 3.6 (Boolean function for activated neurons). We define $\Delta w_r$, $\Phi_{x,r}$ and $\Phi_{x,r}^{(0)}$ as follows:

$$\Delta w_r := w_r - w_{r,0},$$

$$\Phi_{x,r} := 1[\langle w_{r,0} + \Delta w_r, x \rangle + b_{r,0} \geq \tau],$$

$$\Phi_{x,r}^{(0)} := 1[\langle w_{r,0}, x \rangle + b_{r,0} \geq \tau].$$

3.4 Well-separated training sets

In the research on over-parametrization, it is common to assume that the training set is well-separated. Given that adversarial perturbations are what we focus on, we need a significantly stronger definition in this situation.

Definition 3.7 ($\gamma$-separability). If for all $i \neq j \in [n]$, $\gamma \leq \epsilon(\epsilon - 2\rho)$ and $\|x_i - x_j\|_2 \geq \epsilon$, a training dataset $\mathcal{X}$ will be $\gamma$-separable for a $\rho$-bounded adversary.

3.5 Sublinear adversarial training algorithm

Associated with an adversary $A$, the algorithm 1 can be used to describe training a network in an adversarial way. The adversary creates adversarial samples against the present neural network in the inner loop. To reduce its loss on the new adversarial samples, the neural network’s parameter undergoes a gradient descent step in the outer loop.

Remark 3.8. We assume that $S^{(t)}$ and $W_t$ are independent, when calculating the $\nabla_W \mathcal{L}(S^{(t)}, f_{W_t})$ so that we don’t need differentiating over $A$. 
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Algorithm 1 Sublinear adversarial training

1: procedure FastAdversarialTraining$(a, b)$
2:     Adversary $A$
3:     Learning rate $\eta$
4:     Training set $S = \{(x_i, y_i)\}_1^n$
5:     Initialization $a_0, b_0, W_0$
6:     ds.INIT$(w_1, \ldots, w_m)$
7: for $t$ in $[T]$ do
8:     $S(t) := \emptyset$
9:     for $i$ in $[n]$ do
10:        $\tilde{x}_i(t) = A(f_{W(t)}, x_i, y_i)$
11:        $Q_{t,i} \leftarrow$ ds.QUERY$(\tilde{x}_i(t))$
12:        $S(t) = S(t) \cup (\tilde{x}_i(t), y_i)$
13:     end for
14:     $Q_t \leftarrow \cup_{i \in [n]} Q_{t,i}$
15:     Forward pass for $\tilde{x}_i(t)$ only on neurons in $Q_{t,i}$ for $i \in [n]$
16:     Calculate gradient for $\tilde{x}_i(t)$ only on neurons in $Q_{t,i}$ for $i \in [n]$
17:     Gradient update $W(t + 1) = W(t) - \eta \cdot \nabla W \mathcal{L}(f_{W(t)}, S(t))$ for the neurons in $Q_t$
18:     ds.DELETE$(w_r(t))$ for $r \in Q_t$
19:     ds.ADD$(w_r(t + 1))$ for $r \in Q_t$
20: end for
21: return $\{W(t)\}_{t=1}^T$
22: end procedure

3.6 Activated neuron set

Definition 3.9 (Activated neuron set). For all $t \in \{0, 1, \cdots, T\}$, $\tau > 0$ and $i \in [n]$, we define the set which has activated neurons at time $t$ as follows

$$Q_{t,i} := \{r \in [m] : \langle w_{r,t}, x_i \rangle + b_r > \tau\}$$

The number of activated neurons at time $t$ is also defined as follows

$$k_{i,t} := |Q_{t,i}|$$

where $t \in \{0, 1, \cdots, T\}$.

3.7 Tools from previous work

Definition 3.10 (Lipschitz continuity). A function $f : X \rightarrow Y$ is called $C$-Lipschitz continuous if, for each $x_1, x_2 \in X$ one has

$$d(f(x_1), f(x_2)) \leq C \cdot d(x_1, x_2)$$

where $d$ stands for the distance.

Lemma 3.11. With $X$ is sampled from $N(0, \sigma^2)$, we have

$$\Pr[|X| \leq \eta] \in (\frac{2 \eta}{3 \sigma}, \frac{4 \eta}{5 \sigma})$$
Lemma 3.12 (Hoeffding bound [Hoe63]). For \( \{X_i\}_1^n \) where \( X_i \) is bounded by \([c_i, d_i] \) independently,  
\[ \sigma_i = (d_i - c_i) \) and \( U = \sum_{i=1}^n \]
\[
\Pr[|U - \mathbb{E}[U]| \geq \eta] \leq 2 \exp(-\frac{2\eta^2}{\sum_{i=1}^n \sigma_i^2}).
\]

Lemma 3.13 (Laurent-Massart [LM00]). Let \( a_1, \ldots, a_n \) be nonegative, and set  
\[
|a|_\infty = \sup_{i \in [n]} |a_i|
\]
\[
|a|_2^2 = \sum_{i=1}^n a_i^2
\]
For i.i.d \( Z_i \sim N(0, 1) \), let \( X = \sum_{i=1}^n a_i(Z_i^2 - 1) \). Then the following inequalities hold for any positive \( t \):
\[
\Pr[X \geq 2|a|_2^2 \sqrt{t} + 2|a|_\infty] \leq e^{-t}
\]
\[
\Pr[X \leq -2|a|_2 \sqrt{t}] \leq e^{-t}
\]

Lemma 3.14 (A Sharper Bound for a Chi-square Variable). Let \( X \) be chi-square with \( n \) degrees of freedom. For any positive \( t \),
\[
\Pr[X - n \geq 2\sqrt{nt} + 2t] \leq e^{-t}
\]
\[
\Pr[X - n \leq -2\sqrt{nt}] \leq e^{-t}
\]

Lemma 3.15 (Chernoff bound [Che52]). With \( Y = \sum_{i=1}^n Y_i \), where \( \Pr[Y_i = 1] = p_i \) and \( \Pr[Y_i = 0] = 1 - p_i \) for all \( i \in [n] \), and \( Y_i \) are independent, and \( \mu = \mathbb{E}[Y] = \sum_{i=1}^n p_i \), we have
- \( \forall 0 < \epsilon < 1 \), \( \Pr[Y \leq \mu(1 - \epsilon)] \leq \exp(-\epsilon^2 \mu/2) \),
- \( \forall \epsilon > 0 \), \( \Pr[Y \geq \mu(1 + \epsilon)] \leq \exp(-\epsilon^2 \mu/3) \).

Lemma 3.16 (Bernstein inequality [Ber24]). We use \( Y_1, \ldots, Y_n \) to represent independent random variables whose mean are 0. Assume that \( |Y_i| \leq M \) almost certainly. We have for every \( \eta > 0 \),
\[
\Pr[\sum_{i=1}^n Y_i > \eta] \leq \exp(-\frac{\frac{1}{2} \eta^2}{\sum_{j=1}^n \mathbb{E}[Y_j^2]} + \frac{1}{3} M \eta).
\]

Lemma 3.17 (Lemma 6.2 from [AZLL19]). Let \( C \) be defined as Definition 4.1. For every \( \epsilon_2 \in (0, 1/C(\phi)) \). Let \( \phi : \mathbb{R} \to \mathbb{R} \) be a univariate polynomial. There will be a function \( h : \mathbb{R}^2 \to [-C(\phi, \epsilon_2), C(\phi, \epsilon_2)] \) so that for all \( y, w \in \mathbb{R}^d \) where \( \|y\|_2 = \|w\|_2 = 1 \): the following
\[
\left| \mathbb{E}[h(\langle w, u \rangle, \beta) \cdot 1\{\langle u, y \rangle + \beta \geq 0\}] - \phi(\langle w, y \rangle) \right| \leq \epsilon_2.
\]

holds. In the above equation, \( \beta \sim \mathcal{N}(0, 1) \), \( u \sim \mathcal{N}(0, I_d) \).

Claim 3.18. Let \( w, b \) be sampled from \( \mathcal{N}(0, I_d) \) and \( \mathcal{N}(0, 1) \) respectively. Suppose \( \eta \geq 0 \) and for every \( x \in \mathcal{X} \),
\[
\Pr[|\langle w, x \rangle + b| \leq \eta] = O(\eta).
\]
Proof. With \( t \) and \( x \) fixed, \( b \sim \mathcal{N}(0, 1) \) and \( w \sim \mathcal{N}(0, I_d) \) imply that \( \langle w, x \rangle + b \sim \mathcal{N}(0, 2) \). And then by replacing \( \langle w, x \rangle + b \sim \mathcal{N}(0, 2) \) with \( z \), we have

\[
\Pr_{z \sim \mathcal{N}(0, 2)} \left[ \mid z \mid \leq \eta \right] = \int_{-t}^{t} \frac{1}{\sqrt{2\pi}} e^{-z^2/4} dz \leq \sqrt{\frac{2}{\pi}} \eta \]

\[\blacksquare\]

Lemma 3.19 (Corollary 5.4 in [FMMS16]). With \( k = \frac{1}{\eta^2} \ln(2/\epsilon_1) \) and \( x \in [-1, \eta] \cup [\eta, 1] \), we have \( |\text{sgn}(x) - p_k(x)| \leq \epsilon_1/2 \).

Let

\[ p_k(z) := z \sum_{i=0}^{k} (1 - z^2)^i \prod_{j=1}^{i} \frac{2j - 1}{2j} \]

with \( 2k + 1 \) as the degree of \( p_k \).

We will use the following theorem in our proof.

Theorem 3.20 (Theorem 3.3 from [SV+14]). With \( X_1, \ldots, X_m \) as independent \( \pm 1 \) random variables, \( X_m := \sum_{i=1}^{m} X_i \) and \( t \geq 0 \), for all \( m, t \) which are positive integers and all \( z \in [-1, 1] \), we have

\[ |\mathbb{E}_{X_1, \ldots, X_m}(T_{Z_m}(z) \mathbf{1}[X_m \leq t]) - z^m| \leq 2e^{-t^2/(2m)} \]

Theorem 3.21 (Theorem 3.1 from [LS01]). Suppose that \( \eta > 0 \) and \( \tau > 0 \). We obtain,

\[ \exp(-\eta^2/2) \Pr_{x \sim \mathcal{N}(0, 1)}[|x| \leq \tau] \leq \Pr_{x \sim \mathcal{N}(0, 1)}[|x - \eta| \leq \tau] \leq \Pr_{x \sim \mathcal{N}(0, 1)}[|x| \leq \tau]. \]

4 Existence of Pseudo-network to Approximate \( f^* \)

In this section, a complexity measure’s definition for polynomials is given first in Section 4.1. We demonstrate the existence of a function \( f^* \) that reliably fits the training dataset and has “low complexity” in Section 4.2. We prove that there exists a univariate polynomial \( q_{\epsilon_1}(z) \) to estimate the step function in Section 4.3. We provide a stronger version of polynomial approximation guarantee in Section 4.4. An upper bound of the coefficients of \( C_k(x) \) is given in Section 4.5.

Then we demonstrate that by using a pseudo-network we can approximate \( f^* \) in Section 4.6. We put them together to prove Theorem 4.8 in Section 4.7.

4.1 Definitions

In the beginning, we define a complexity measure of polynomials according to [AZLL19] with \( K = 1 \) in this work.

Definition 4.1. With parameter \( \epsilon_1 > 0 \), \( c \) as a large enough constant and univariate polynomial \( \phi(z) = \sum_{j=0}^{k} \alpha_j z^j \) with any degree-\( k \), the following two complexity measures are what we define

\[
C(\phi, \epsilon_1) := \sum_{j=0}^{k} c^j \cdot (1 + (\sqrt{\ln(1/\epsilon_1)}/j)^j) \cdot |\alpha_j|
\]
and

\[ C(\phi) := c \cdot \sum_{j=0}^{k} (j + 1)^{1.75} |\alpha_j|. \]

### 4.2 Robust fitting with polynomials

The purpose of this section is to give the proof of Lemma 4.2.

**Lemma 4.2** (Lemma 6.2 in [ZPD+20]). With \( M = 24 \gamma^{-1} \ln(48n/\epsilon) \), we have a polynomial \( q : \mathbb{R} \to \mathbb{R} \) where the upper bound of its coefficients is \( O(\gamma^{-1}2^{6M}) \) and the upper bound of its degree is \( M \), such that for every \( \bar{x}_j \in B_2(x_j, \rho) \) and \( j \in [n] \),

\[
\left| \sum_{i=1}^{n} y_i \cdot q(\langle x_i, \bar{x}_j \rangle) - y_i \right| \leq \epsilon/3.
\]

### 4.3 Existence of step function estimation

In the following claim, we prove the existence of a univariate polynomial \( q_{\epsilon_1}(z) \) to roughly estimate step function.

**Claim 4.3** (Lemma 6.4 in [ZPD+20]). With \( M = \frac{24 \ln(16/\epsilon_1)}{\gamma} \) and \( \epsilon_1 \in (0, 1) \), there will be a univariate polynomial \( q_{\epsilon_1}(z) \) with the bound of coefficients is \( O(2^{\frac{6M}{\gamma}}) \) and degree at most \( M \), such that

1. \( |q_{\epsilon_1}(z)| \leq \epsilon_1 \), for all \( z \) such that \( -1 \leq z < 1 - (\delta - \rho)^2/2 \).
2. \( |q_{\epsilon_1}(z) - 1| \leq \epsilon_1 \), for all \( z \) such that \( 1 - \rho^2/2 \leq z \leq 1 \)

### 4.4 Stronger polynomial approximation

According to [FMMS16], we need a more robust version of the sgn function’s polynomial approximation result in the following lemma.

**Lemma 4.4** (Lemma 6.4 in [ZPD+20]). Let \( M = \frac{3}{\eta} \ln(\frac{2}{\eta \epsilon_1}) \) and \( \eta, \epsilon_1 \in (0, 1) \). There will be a univariate polynomial

\[ p_{\epsilon_1}(x) = \sum_{j \in \{0, 1, \ldots, k\}} \alpha_j x^j \]

with \( |\alpha_j| \leq 2^{4M} \) and degree \( k \leq M \), which is the sgn function’s \( \epsilon_1 \)-approximation in \([-1, 1] \cap (-\eta, \eta)\) such that

1. \( \forall x \in [-1, -\eta], |p_{\epsilon_1}(x) + 1| \leq \epsilon_1. \)
2. \( \forall x \in [\eta, 1], |p_{\epsilon_1}(x) - 1| \leq \epsilon_1. \)
4.5 Upper bound of size of coefficients of $C_k(x)$

In the following we get the upper bound of coefficients of $C_k(x)$’s size.

**Proposition 4.5** (Proposition A.13 in [ZPD+20]). We define $C_k(x)$ as follows:

$$C_k(x) := \sum_{i=0}^{[0.5k]} \binom{k}{2i} \sum_{j \in \{0, \ldots, i\}} i^j x^{2j} (-1)^{i-j} x^{k-2i}$$

The size of the coefficients of $C_k(x)$ is at most $2^{2k}$.

The following outcome is a direct result of the Proposition 4.5:

**Corollary 4.6** (Corollary A.14 in [ZPD+20]). With $s > 0$, $M_s := \sum_{i=1}^{s} X_i$, $M \geq 0$ and $X_1, \ldots, X_s$ iid $\pm 1$ random variables, $p_{s,M}(x)$ is defined as:

$$p_{s,M}(x) := \mathbb{E}_{X_1, \ldots, X_s} [C_{M_s}(x) I[M_s \leq M]]$$

The upper bound of $p_{s,M}(x)$’s degree is $M$ and the upper bound of its coefficients is $2^{2M}$.

4.6 Fake-Network Approximates $f^*$

Suppose $m > \text{poly}(d, (n/\epsilon)^{1/\gamma})$. For a matrix $W^* \in \mathbb{R}^{d \times m}$, with a fake-network $g(x; W^*)$, $f^*$ can be approximated uniformly across $\mathcal{X}$. Compared to [ZPD+20], our neuron network here is based on the shifted ReLU activation whose threshold is $\tau$.

**Lemma 4.7** (A variation of Lemma 6.5 in [ZPD+20]). For all $\epsilon \in (0, 1)$, there will be $K = \text{poly}((n/\epsilon)^{1/\gamma})$ so that $\tau = O(\frac{1}{m})$, $m$ is larger than some $\text{poly}(d, (n/\epsilon)^{1/\gamma})$ we can find and then with probability $\geq 1 - 1/\exp(\Omega((\frac{m}{n})^{1/2}))$, there will be a $W^* \in \mathbb{R}^{d \times m}$ such that

$$\sup_{x \in \mathcal{X}} |g(x; W^*) - f^*(x)| \leq \epsilon/3$$

and

$$\|W^* - W_0\|_{2, \infty} \leq \frac{K}{m^{3/5}}$$

Recall that the randomness is due to initialization (See Definition 3.1).

**Proof.** With $q(z)$ as the polynomial constructed from Lemma 4.2 for every $i \in [n]$, its complexities $\mathcal{C}(q)$ and $\mathcal{C}(q, \epsilon_3)$ (See Definition 4.1) can be bounded now, where we will set $\epsilon_3$ after $\mathcal{C}(q)$ bounded ($\epsilon_3 < 1/\mathcal{C}(q)$ according to Lemma 5.18).

Next, we explain how to upper bound the $\mathcal{C}(q)$, one can get

$$\mathcal{C}(q) \leq c \cdot c_2 \sum_{j=0}^{M} (j + 1)^{1.75} \frac{1}{2^{6j}}$$

$$< c \cdot c_2 (\frac{M + 1}{\gamma})^{2.75} 2^{6M}$$

where the 1st inequality is due to Definition 4.1 and $M$ is the upper bound of the degree of $q$ and $c_2 2^{6M}$ is the upper bound of the size of its coefficients, where $c_2 \in \mathbb{R}_+$ is a constant and $M = \frac{24}{\gamma} \ln(48n/\epsilon)$, the second step is due to $(M + 1)^{2.75} \geq \sum_{j=0}^{M} (j + 1)^{1.75}$. 

10
By \( \epsilon_3 = (c \cdot c_2 \frac{(M+1)^{2.75}}{\gamma} 2^{6M})^{-1} \), we can get:

\[
\ln(1/\epsilon_3) = \ln(c \cdot c_2 \frac{(M+1)^{2.75}}{\gamma} 2^{6M})
\leq O(M) \quad (4)
\]

Then we discuss about how to upper bound \( C(q, \epsilon_3) \),

\[
C(q, \epsilon_3) \leq c_2 \sum_{j=0}^{M} \frac{1}{\gamma} 2^{6M} c^j (1 + \sqrt{\ln(1/\epsilon_3)}/j)^j
\leq O(1) \frac{1}{\gamma} 2^{6M} (M+1) c^M e^{\sqrt{M \ln 1/\epsilon_3}}
\leq O(1) \frac{1}{\gamma} 2^{6M} (M+1) c^M e^{\sqrt{M-O(M)}}
\leq 2^{O(M)}
\]

where the first step is due to Definition 4.1 and \( M \) is the upper bound of the degree of \( q \) and \( c_2 \frac{1}{\gamma} 2^{6M} \) is the upper bound of the size of its coefficients, the second step comes from the geometric sum formula, the third step comes from Eq. (4), and the fourth step follows that \( c^M e^{\sqrt{M-O(M)}} \leq 2^{O(M)} \).

With regard to the selection of \( k \) and the random variables, we now describe how to carrying out the \( n \) use of the lemma.

We define

\[
\tilde{B} := \left\lfloor c_1 \frac{d}{\epsilon_3^2} C^2(q, \epsilon_3) \right\rfloor.
\]

We have that \( n\tilde{B} \leq d(\frac{n}{\epsilon_3})^{c/\gamma} \leq m \) with a large enough \( c \) chosen. We use the Lemma 5.18 with \( k = \left\lfloor \frac{m}{n} \right\rfloor \) for \( i \in [n-1] \) and with \( k = m - (n-1)\left\lfloor \frac{m}{n} \right\rfloor \) for \( i = n \).

For the \( i \)-th datapoint, we use the \((m^{1/2} W((i-1)[\frac{m}{n}]+r,0, m^{1/2} b((i-1)[\frac{m}{n}]+r,0, a((i-1)[\frac{m}{n}]+r,0) ) \) as \((w_r, b_r, a_0)\) in the Lemma 5.18.

By using a union bound over \( n \) different terms, we can recompute the probability, which is

\[
\geq 1 - n/\exp(\Omega(\sqrt{m/n})) = 1 - 1/\exp(\Omega(\sqrt{m/n})).
\]

Recall the movement of weight,

\[
\Delta W = [\Delta W^{(1)}, \ldots, \Delta W^{(m)}] \in \mathbb{R}^{d \times m}.
\]

Then we can obtain the following upper bound for \( \|\Delta W\|_{2,\infty} \):

\[
\|\Delta W\|_{2,\infty} \leq O(\frac{C(q, \epsilon_3) m^{1/5}}{\left\lfloor \frac{m}{n} \right\rfloor})
\leq O(m^{-4/5} \cdot C(q, \epsilon_3) n)
\leq O(m^{-3/5} \cdot C(q, \epsilon_3) n)
\leq O(m^{-3/5} \cdot (n/\epsilon)^{O(\gamma^{-1})})
\]
where the reason behind the first inequality is Lemma 5.18, the second inequality is due to simplifying the terms, the third step is due to $\frac{1}{m^{\gamma/3}} \leq \frac{1}{m^{\theta/3}}$ and the final step comes from $Bn \leq (n/\epsilon)^{c/\gamma}d \leq m$.

And

$$\forall x \in \mathcal{X}, \quad \left| \sum_{r=1}^{m} 1[w_r, 0, x] + b_r, 0 \geq \tau |a_r, 0(|\Delta w_r, x) - \sum_{i=1}^{n} y_i q(\langle x_i, x \rangle) | \right| \leq n\epsilon_3 \leq \epsilon/3,$$

where the final inequality serves as a rough but adequate bound. \qed

4.7 Putting it all together

When we construct function the $g_{x,W^*}$ and $f(x; W)$, we bring the new shifted RELU activated function. And existence problem is base on the new function constructed compared to [ZPD+20]. Put everything in this section together we can prove the following theorem:

**Theorem 4.8** (A variation of Theorem 5.3 in [ZPD+20]). For all $\epsilon \in (0, 1)$, we can get $K = \text{poly}((n/\epsilon)^{1/\gamma})$ and let $m$ be larger than some poly($d, (n/\epsilon)^{1/\gamma}$) we can find, with probability $\geq 1 - \theta_{1/5}$, there will be a $W^* \in \mathbb{R}^{d \times \theta}$ so that the following inequality holds:

$$\mathcal{L}_{A^*}(f_{W^*}) \leq \epsilon$$

and

$$\|W_0 - W^*\|_{2, \infty} \leq \frac{K}{m^{3/5}}$$

The randomness is because selection of $W_0, b_0, a_0$.

**Proof.** To prove Theorem 4.8, we shall make use of Lemmas 4.2, 4.7, and Theorem 5.1. $f^*$ is the result of Lemma 4.2.

As a result of integrating Theorem 5.1 with Lemma 4.7 and $m \geq \max\{M, \text{poly}(d)\}$, we obtain with prob. $\geq 1 - 1/\exp(\Omega(m^{1/5})) - 1/\exp(\Omega(\sqrt{m/n}))$, there will be a $W^* \in \mathbb{R}^{d \times \theta}$ such that

$$\forall x \in \mathcal{X}, |g(x; W^*) - f(x; W^*)| \leq O\left(\frac{K^2}{m^{1/10}}\right) \quad \text{and} \quad |g(x; W^*) - f^*(x)| \leq \epsilon/3. \quad (5)$$

and

$$\|W_0 - W^*\|_{2, \infty} \leq \frac{K}{m^{3/5}}$$

Therefore, for every $\bar{x}_i \in B(x_i, \rho), i \in [n]$,

$$\ell(y_i, f(\bar{x}_i; W^*)) \leq |f(\bar{x}_i; W^*) - y_i|$$

$$\leq |f^*(\bar{x}_i) - y_i| + |g(\bar{x}_i; W^*) - f^*(\bar{x}_i)| + |f(\bar{x}_i; W^*) - g(\bar{x}_i; W^*)|$$

$$\leq \frac{2\epsilon}{3} + O\left(\frac{K^2}{m^{1/10}}\right)$$

$$\leq \epsilon$$

where the first step follows from the 1-Lipschitz defined in Definition 3.2, the second step is because triangle inequality, and the third step is due to Eq. (5) and the final step comes from $\epsilon/3 \geq O\left(\frac{K^2}{m^{1/10}}\right)$. \text{poly}(d, (n/\epsilon)^{1/\gamma}) \leq m$, given a sufficiently big polynomial. Therefore, we can get $L_{A^*}(f^*) \leq \epsilon$.

We get $1 - 1/\exp(\Omega(m^{1/5}))$ as the bound of probability by choosing $m \geq n^2$. \qed
5 Our Result

We demonstrate the stability of \( f \) and \( g \) in Section 5.1 and the upper bound of the sum of \( F_r \) in Section 5.2. In Section 5.3, we upper bound \( \Psi_r \). In Section 5.12, we analyze the upper bound of number of activated neurons during initialization. In Section 5.4, we define several helper functions \( A(x), B(x) \) and \( C(x) \). In Section 5.5, we first prove the upper bound of \( |A(x) - g(x)| \). Then we upper bound \( |B(x)| \) in Section 5.6. We further upper bound \( |C(x)| \) in Section 5.7. We can obtain the overall upper bound for \( |f(x) - g(x)| \) in Section 5.8. We provide some perturbation analysis in Section 5.9. We prove the convergence of our algorithm in Section 5.10. We analyze the gradient coupling of our algorithm in Section 5.11. We upper bound the number of activated neurons for every iteration in Section 5.13. We prove the pseudo-network approximation guarantee in Section 5.14. We analyze the stability of \( S_1 \) and \( S_2 \) in Section 5.15.

5.1 Proof of stability of \( f \) and \( g \)

Note that when we prove the stability of \( f \) and \( g \), our definition of \( f \) and \( g \) is different from [ZPD+20] because of the introduced shifted ReLU operation. With a selection of \( \tau = O(\frac{1}{m}) \), we prove a different upper bound for \( \sup_{x \in \mathcal{X}} |f(x; W) - g(x; W)| \), where \( f(x; W) = \sum_{r=1}^{m} a_{r,0} (\langle w_{r,0} + \Delta w_r, x \rangle + b_{r,0}) \Phi_{x,r} \) and \( g(x; W) = \sum_{r=1}^{m} a_{r,0} (\langle \Delta w_r, x \rangle \Phi_{x,r}^{(i)}) \) compared with [ZPD+20].

**Theorem 5.1** (A variation of Theorem 5.1 in [ZPD+20]). With \( K \geq 1 \), \( \tau = O(\frac{1}{m}) \), for every \( m \geq \) poly\( (d) \), and every \( W \in \mathbb{R}^{d \times m} \) where \( ||W_0 - W||_{2,\infty} \leq \frac{K}{m^{1/5}} \), with probability at most \( 1/\exp(\Omega(m^{1/5})) \) over the initialization (see Definition 3.1), we have that

\[
\sup_{x \in \mathcal{X}} |g(x; W) - f(x; W)| \geq O(K^2 \cdot m^{-1/10})
\]

**Proof.** We have \( ||W - W_0||_{2,\infty} \leq \frac{K}{m^{1/5}} \), which coincides randomly with the \( W_0, a_0, b_0 \). The above limitation is enough to get the upper bound of \( ||f_W - g_W||_{\infty} \) (see Definition 1).

We will take \( W \) into consideration now. For simplicity, \( f(x; W), g(x; W) \) are written as \( f, g \) separately. Now, we can get

\[
f(x) = \sum_{r=1}^{m} a_{r,0} (\langle w_{r,0} + \Delta w_r, x \rangle + b_{r,0}) \Phi_{x,r}
\]

\[
g(x) = \sum_{r=1}^{m} a_{r,0} (\langle \Delta w_r, x \rangle \Phi_{x,r}^{(i)})
\]

We represent \( \Psi_r(x, \eta) \) as follows for any \( x \in \mathcal{X}, \eta \in \mathbb{R}_+ \) and \( r \in [m] \).

\[
\Psi_r(x, \eta) := 1[||\langle w_{r,0}, x \rangle + b_{r,0} - \tau|| \leq \eta].
\]

With Claim 3.18, we can get

\[
\Pr[\Psi_r(x, \eta) = 1] < \Pr[||\langle w_{r,0}, x \rangle + b_{r,0}|| \leq \eta] \leq O(\eta \sqrt{m}).
\]

We define

\[
F_r := 1[\Phi_{x,r}^{(i)} \neq \Phi_{x,r}]
\]
Now, we can get the bound of the size of $\sum_{r=1}^{m} F_r$ in Claim 5.2. With probability at least $1 - 1/\exp(\Omega(m^{9/10}))$,

$$\sum_{r=1}^{m} F_r \leq O(K \cdot m^{9/10}), \forall x \in X.$$  

What needs to be done now is union bounding above inequality across each $x \in X$. Obviously, the issue that $X$ is not countable still remains. Therefore, across a net of $X$ with an extremely fine grain, we will get a union bound first and then discuss how $f$ and $g$ have changed as $x \in X$ as input have changed slightly.

With $X_1$ as a maximal $\frac{1}{m}$-net of $X$, we can have that $|X_1| \leq (\frac{1}{m})^{O(d)}$. By Lemma 5.8 and a union bound across $x \in X_1$, we can know that for $m \geq \Omega(d^3)$,

$$1 - (1/\exp(\Omega(m^{1/5}))) \cdot \exp(O(d \log m)) = 1 - \theta_{1/5},$$

one can obtain the following guarantee:

$$\forall x \in X_1, \ |g(x; W) - f(x; W)| \leq O(K^2 \cdot m^{-1/10}) \tag{7}$$

The perturbation analysis comes last. We leverage Lemma 5.9 which works for fixed inputs to apply a union bound across $x \in X_1$. By $m \geq \Omega(d^3)$, for all $x \in X_1$ and $\mu \in \mathbb{R}^d$ where $\|\mu\|_2 \leq \frac{1}{m}$ and $x + \mu \in X$, we can have that with probability at most $(1/\exp(\Omega(m^{1/2}))) \cdot \exp(O(d \log m)) = 1/\exp(\Omega(m^{1/2}))$, the Eq. (13) and Eq. (12) fail.

Now, with prob. $\geq$

$$1 - 1/\exp(\Omega(m^{1/5})) - 1/\exp(\Omega(m^{1/2})) = 1 - \theta_{1/5}.$$

One can further upper bound $\|g(x; W) - f(x; W)\|_\infty$ by:

$$\|g(x; W) - f(x; W)\|_\infty \leq O(K^2 \cdot m^{-1/10} + m^{-1/5} + K \cdot m^{-1/2} + K \cdot m^{-1}) = O(K^2 \cdot m^{-1/10})$$

where the first step comes from combining Eq. (7), Eq. (13) and Eq. (12), and applying a union bound, and the second step is due to combining the terms.

The proof is complete. \hfill \Box

### 5.2 Upper bound of sum of $F_r$

The sum of $F_r$ is to be upper bound in this section.

Recall that $F_r = 1[\Phi_{x,r} \neq \Phi_{x,r}^{(0)}]$ and our definitions of $\Phi_{x,r}$ and $\Phi_{x,r}^{(0)}$ are based on the shifted ReLU activation. Note that $\sum_{r=1}^{m} F_r$ represents the number of neurons whose outputs have different signs between the initialized weights $w_{r,0}$ and the updated weights $w_{r,0} + \Delta w_r$. And we obtain a different upper bound of sum of $F_r$ compared with [ZPD+20].

**Claim 5.2** (A variation of Claim A.3 in [ZPD+20]). For each $x \in X$,

$$\Pr[\sum_{r=1}^{m} F_r \leq O(K \cdot m^{9/10})] \geq 1 - \theta_{9/10}.$$
Proof. With an $x \in \mathcal{X}$ fixed, $\|\Delta W\|_{2,\infty} \leq K/m^{3/5}$ and $\|x\|_2 = 1$, we can get

$$F_r \leq 1[\|\Delta w_r\|_2 \geq |\langle w_r,0,x \rangle + b_r,0 - \tau|] \leq \Psi_r(x, K \cdot m^{-3/5}).$$

where the first step comes from the definition of $\Phi_{x,r}^{(0)}$ and $\Phi_{x,r}$ (See Definition 1.), and the second step comes from Eq. (6) and $\|\Delta W\|_{2,\infty} \leq K/m^{3/5}$.

With Gaussian anti-concentration from Lemma 3.11, we can have that for all $r \in [m]$:

$$\Pr[\Psi_r(x, K/m^{3/5}) = 1] < \Pr[|\langle w_r,0,x \rangle + b_r,0| \leq K \cdot m^{-3/5}] < O(K \cdot m^{-1/10}),$$

By fixing $x$, there will be $m$ Bernoulli random variables that are independent. With Bernstein inequality from Lemma 3.16, with probability at most $1/\exp(\Omega(m^9/10))$, we attain that

$$\sum_{r=1}^{m} \Psi_r(x, K \cdot m^{-3/5}) \geq O(K \cdot m^9/10).$$

We can also have

$$\sum_{r=1}^{m} F_r \leq \sum_{r=1}^{m} \Psi_r(x, K \cdot m^{-3/5}),$$

which implies

$$\sum_{r=1}^{m} F_r \leq O(K \cdot m^9/10).$$

The proof is complete now. \qed

5.3 Upper bound of $\Psi_r$

In this section, we want to prove the upper bound of $\Psi_r$.

Lemma 5.3 (Upper bound of $\Psi_r$). For $x \in \mathcal{X}$, $r \in [m]$, $\eta \in \mathbb{R}_+$ and $\tau > 0$, we define $\Psi_r(x, \eta)$ as follows:

$$\Psi_r(x, \eta) := 1[|\langle w_r,0,x \rangle + b_r,0 - \tau| \leq \eta].$$

with probability at least $1 - \theta_{9/10}$

$$\sum_{r=1}^{m} \Psi_r(x, K/m^{3/5}) \leq O(K \cdot m^{9/10}).$$

Proof. We decompose $f$ into three functions $A(x), B(x), C(x)$ in Definition 5.4. Then the proof comes from Lemma 5.5, Lemma 5.6 and Lemma 5.7. \qed
5.4 Definitions of Help Functions

We can split the $f(x)$ into the following three sub-functions for future analysis purpose.

**Definition 5.4.** The following is how $A(x), B(x), C(x)$ are defined:

- $A(x) := \sum_{r=1}^{m} a_{r,0}(\Delta w_r, x)\Phi_{x,r}$
- $B(x) := \sum_{r=1}^{m} a_{r,0}(\langle w_{r,0}, x \rangle + b_{r,0})\Phi_{x,r}^{(0)}$
- $C(x) := \sum_{r=1}^{m} a_{r,0}(\langle w_{r,0}, x \rangle + b_{r,0})(\Phi_{x,r} - \Phi_{x,r}^{(0)})$

We will acquire the upper bound of $|A(x) - g(x)|$, $|B(x)|$ and $|C(x)|$ to upper bound $|g(x) - f(x)|$, because $f(x)$ is the summation of $A(x), B(x)$ and $C(x)$.

Recall that our definitions of $\Phi_{x,r}^{(0)}$ and $\Phi_{x,r}$ are based on shifted ReLU activation with a threshold set as $\tau$, which is different from [ZPD+20].

$$\Phi_{x,r}^{(0)} = \mathbf{1}[\langle w_{r,0}, x \rangle + b_{r,0} \geq \tau]$$
$$\Phi_{x,r} = \mathbf{1}[\langle w_{r,0} + \Delta w_r, x \rangle + b_{r,0} \geq \tau].$$

5.5 Upper bound of $|A(x) - g(x)|$

First, we want to obtain the upper bound of $|A(x) - g(x)|$. We obtain a different upper bound based on the shifted ReLU activation compared with [ZPD+20] because our definitions of $\Phi_{x,r}$ and $\Phi_{x,r}^{(0)}$ are different due to the shifted ReLU activation.

**Claim 5.5 (A variation of Claim A.5 in [ZPD+20]).** We have that

$$\Pr[|g(x) - A(x)| \geq O(K^2 \cdot m^{-1/10})] \leq \theta_{9/10}$$

**Proof.** We can easily have that

$$|A(x) - g(x)| = \left| \sum_{r=1}^{m} a_r(\Phi_{x,r} - \Phi_{x,r}^{(0)})\langle \Delta w_r, x \rangle \right|$$

$$\leq \sum_{r=1}^{m} |a_r| \cdot F_r \cdot |\langle \Delta w_r, x \rangle|$$

$$\leq \frac{K}{m} \sum_{r=1}^{m} F_r$$

where the 1st equality is due to the Def. of $A(x)$ and $g(x)$, the 2nd inequality is because $|\Phi_{x,r} - \Phi_{x,r}^{(0)}| \leq F_r$ and the definition of $F_r$, and the last step is because $\|\Delta W\|_{2,\infty} \leq \frac{K}{m^{1/3}}$, $a_r \sim \{\pm \frac{1}{m^{1/3}}\}.$

By Claim 5.2, we can have that:

$$\Pr[|g(x) - A(x)| \geq O(K^2 \cdot m^{-1/10})] \leq 1/ \exp(\Omega(m^{9/10})) = \theta_{9/10}.$$ 

The proof is complete now.
5.6 Upper bound of $|B(x)|$

Then we want to upper bound $B(x)$. We obtain a different upper bound $O(1/m^{3/10})$ and different failure probability $\theta_{1/5} = 1/\exp(\Omega(m^{1/5}))$ based on the shifted ReLU activation whose threshold is $\tau$ compared to $[ZPD+20]$.

**Claim 5.6** (A variation of Claim A.6 in $[ZPD+20]$). With probability at most $\theta_{1/5}$, it gives

$$|B(x)| \geq O(m^{-1/10})$$

**Proof.** Note that

$$B(x) = \sum_{r=1}^{m} a_{r,0} \sigma_{\tau}(<w_{r,0}, x> + b_{r,0}).$$

With $\sigma_{\tau}(x) = 1[x > \tau]x$, we can have

$$\sum_{r=1}^{m} \sigma_{\tau}^2(<w_{r,0}, x> + b_{r,0}) \leq \sum_{r=1}^{m} (<w_{r,0}, x> + b_{r,0})^2$$

(8)

We can obtain that with probability $\leq \theta_1$,

$$\sum_{r=1}^{m} \sigma_{\tau}^2(<w_{r,0}, x> + b_{r,0}) \geq \sum_{r=1}^{m} (<w_{r,0}, x> + b_{r,0})^2$$

$$= O(1)$$

where the first step is because of Eq. (8), and the second step is because the random variable $<w_{r,0}, x> + b_{r,0}$ is sampled from $N(0, 2/m)$ independently where $r \in [m]$.

Now, because $a_{r,0} \sigma_{\tau}(<w_{r,0}, x> + b_{r,0})$ for $r \in [m]$ are independence and are Chi-Square random variables(See Definition 3.5.), by using Hoeffding’s concentration inequality from Lemma 3.12, for some large constant $c > 0$,

$$\Pr[|\sum_{r=1}^{m} a_{r,0} \sigma_{\tau}(<w_{r,0}, x> + b_{r,0})| \geq \frac{c}{m^{1/10}} | b_0, W_0]$$

$$\leq \exp(-\Omega(\frac{1}{m^{2/5}} \sum_{r=1}^{m} \sigma_{\tau}^2(<w_{r,0}, x> + b_{r,0}))).$$

By utilizing the bound above, with probability at most $1/\exp(\Omega(m^{1/5}))$, we have

$$|B(x)| \geq O(m^{-1/10})$$

The proof is complete. \qed

5.7 Upper bound of $|C(x)|$

Finally, we want to obtain a new upper bound $|C(x)|$ based on shifted ReLU in the following Claim 5.7. Because our definition of $C(x)$ is different from $[ZPD+20]$, we obtain a different upper bound $O(K^2/m^{3/10})$ and failure probability $\exp(-\Omega(m^{5/6}))$ compared with $[ZPD+20]$. 
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Claim 5.7 (A variation of Claim A.7 in [ZPD+20]). With $\sigma_r$ and probability at most $\exp(-\Omega(m^{9/10}))$, we have

$$|C(x)| \geq O(K^2 \cdot m^{-1/10}).$$

Proof.

$$|C(x)| = \left| \sum_{r=1}^{m} a_{r,0} (\Phi_{x,r} - \Phi_{x,r}^{(0)}) (\langle w_{r,0}, x \rangle + b_{r,0}) \right|$$

$$\leq \sum_{r=1}^{m} |a_{r,0}| |\Phi_{x,r} - \Phi_{x,r}^{(0)}| |\langle w_{r,0}, x \rangle + b_{r,0}|$$

$$\leq \frac{1}{m^{1/5}} \sum_{r=1}^{m} |\Phi_{x,r} - \Phi_{x,r}^{(0)}| |\langle w_{r,0}, x \rangle + b_{r,0}|$$

where the first step is because of the definition of $C(x)$, the second step is due to triangle inequality, and the third step is due to $|a_{r,0}| = \frac{1}{m^{1/5}}$.

We have that

$$|\Phi_{x,r}^{(0)} - \Phi_{x,r}| \leq F_r$$

$$\leq \Psi_r(x, K \cdot m^{-3/5}). \quad (9)$$

And then recall that

$$\Psi_r(x, K \cdot m^{-3/5}) \neq 0 \iff |\langle w_{r,0}, x \rangle + b_{r,0}| \leq K \cdot m^{-3/5}, \quad (10)$$

which implies that

$$|\langle w_{r,0}, x \rangle + b_{r,0}| \cdot |\Phi_{x,r}^{(0)} - \Phi_{x,r}|$$

$$\leq |\langle w_{r,0}, x \rangle + b_{r,0}| \cdot \Psi_r(x, K \cdot m^{-3/5})$$

$$\leq \frac{K}{m^{3/5}} \cdot \Psi_r(x, K \cdot m^{-3/5})$$

where the first step is because of Eq. (9), the final step is due to Eq. (10).

Now we can have,

$$|C(x)| \leq \frac{K}{m} \sum_{r \in [m]} \Psi_r(x, K \cdot m^{-3/5}).$$

As we’ve already demonstrated, with $\Pr[]$ at most $\theta_{9/10}$,

$$\sum_{r=1}^{m} \Psi_r(x, K \cdot m^{-3/5}) \geq O(K \cdot m^{9/10}).$$

Therefore, with $\Pr[]$ at most $\theta_{9/10}$,

$$|C(x)| \geq O(K^2 \cdot m^{-1/10}).$$

The proof is complete now. \qed
5.8 Upper bound of $|f(x) - g(x)|$

With Claim 5.5, Claim 5.6 and Claim 5.7 in hand, we are prepared to demonstrate that, $|f(x; W) - g(x; W)|$ is tiny for every fixed $x \in \mathcal{X}$ with a high degree of probability. Recall that our definition of $A(x), B(x)$ and $C(x)$ are different from [ZPD+20] and we obtain different upper bounds in Claim 5.5, Claim 5.6 and Claim 5.7. Consequently, we obtain a different upper bound for $|f(x) - g(x)|$ compared with [ZPD+20].

**Lemma 5.8** (A variation of Lemma 4 in [ZPD+20]). For each $x \in \mathcal{X}$, with probability $\leq \theta_{1/5}$,

$$|f(x; W) - g(x; W)| \geq O(K^2 \cdot m^{-1/10})$$

**Proof.** With Lemma 5.5, Lemma 5.6 and Lemma 5.7 aggregated together and a union bound, for $\forall x \in \mathcal{X}$, with succeed probability

$$1 - \theta_{9/10} - \theta_{1/5} = 1 - \theta_{1/5},$$

it provides

$$|f(x; W) - g(x; W)| \leq |A(x) - g(x)| + |B(x)| + |C(x)|$$

$$\leq O(K^2 / m^{1/10})$$  \hfill (11)

where the first step is due to triangle inequality and $f(x) = A(x) + B(x) + C(x)$, and the second step is the result of Claim 5.5, Claim 5.6 and Claim 5.7.

This completes the proof. \hfill $\square$

5.9 Perturbation analysis

We do perturbation analysis for $f(x)$ and $g(x)$ with shifted ReLU activation in the following lemma when the perturbation $v$ satisfies that $\|\mu\|_2 \leq \frac{1}{m}$ and $x + \mu \in \mathcal{X}$. We obtain a different perturbation upper bound for $|f(x + v) - f(x)|$ with the shifted ReLU activation threshold set as $\tau = O(1/m)$ compared with [ZPD+20].

**Lemma 5.9** (A variation of Lemma A.8 in [ZPD+20]). For every $x \in \mathcal{X}_1$, every $\mu \in \mathbb{R}^d$ where $\|\mu\|_2 \leq \frac{1}{m}$ and $x + \mu \in \mathcal{X}$, with $\tau = O(\frac{1}{m})$ and probability at least $1 - 1/\exp(\Omega(m^{1/2}))$, we have

$$|g(x + \mu; W) - g(x; W)| \leq O(K \cdot m^{-1/2}).$$  \hfill (12)

and

$$|f(x + \mu; W) - f(x; W)| \leq O(K \cdot m^{-1} + 1/m^{1/5})$$  \hfill (13)

**Proof.** We define $\mu$ as a small perturbation of $x$ which depends on $a(0) \in \mathbb{R}^d, W_0 \in \mathbb{R}^{m \times d}, b_0 \in \mathbb{R}^d$ arbitrarily and has properties listed in the statement of Lemma.

$$|f(x + \mu; W) - f(x; W)| = \sum_{r=1}^{m} a_{r,0} \left( \sigma_\tau(\langle w_{r,0} + \Delta w_r, x + \mu \rangle + b_{r,0}) - \sigma_\tau(\langle w_{r,0} + \Delta w_r, x \rangle + b_{r,0}) \right)$$

$$\leq \sum_{r=1}^{m} |a_{r,0}| (|\langle w_{r,0} + \Delta w_r, \mu \rangle| + \tau)$$
\[
\leq \frac{1}{m} \sum_{r=1}^{m} |a_{r,0}| \lVert w_{r,0} + \Delta w_r \rVert_2 + \sum_{r=1}^{m} |a_{r,0}| \tau \\
= \frac{1}{m^{1+1/5}} \sum_{r=1}^{m} \lVert w_{r,0} + \Delta w_r \rVert_2 + \tau m^{1/5} \\
\leq \frac{1}{m^{6/5}} \sum_{r=1}^{m} \lVert w_{r,0} \rVert_2 + \frac{1}{m^{6/5}} \sum_{r=1}^{m} \lVert \Delta w_r \rVert_2 + O(\frac{1}{m^{1/5}}) \\
\leq \frac{1}{m^{6/5}} \sum_{r=1}^{m} \lVert w_{r,0} \rVert_2 + \frac{K}{m} + O(\frac{1}{m^{1/5}}) \\
\leq O\left(\frac{1}{m^{1/5}} + \frac{K}{m}\right)
\]

where the first step is due to the definition of \(f(x; W)\), the second step follows is due to triangle inequality, the third step follows \(\lVert \mu \rVert_2 \leq \frac{1}{m}\), the fourth step comes from \(|a_{r,0}| = \frac{1}{m^1}\), the fifth step is due to triangle inequality, and the sixth inequality is due to \(\sum_{r \in [m]} \lVert \Delta w_r \rVert_2 \leq K \cdot m^{1/5}\), and the final step follows that for any \(r \in [m]\), with probability \(\leq 1/\exp(\Omega(m^2/d))\), we have \(\lVert w_{r,0} \rVert_2 \geq O(1)\).

By concentration (See Lemma 3.12) of the sum of a set of \(\chi^2\) random variables which are independent and with union bound over \(r \in [m]\) and \(m \geq d\),

\[
\Pr\left[O(1) \leq \lVert W_0 \rVert_{2,\infty} \right] \leq \theta_1.
\] (14)

And then we take \(g\) into account.

\[
\lvert g(x + \mu; W) - g(x; W) \rvert \\
= \left| \sum_{r=1}^{m} 1(\langle w_{r,0}, x + \mu \rangle + b_{r,0} \geq \tau) a_{r,0} (\langle \Delta w_r, x + \mu \rangle - \sum_{r=1}^{m} 1(\langle w_{r,0}, x \rangle + b_{r,0} \geq \tau) a_{r,0} (\langle \Delta w_r, x \rangle \right| \\
\leq \frac{1}{m} \sum_{r=1}^{m} |a_{r,0}| \lVert \Delta w_r \rVert_2 \\
+ \sum_{r=1}^{m} \left| 1(\langle w_{r,0}, x + \mu \rangle + b_{r,0} \geq \tau) - 1(\langle w_{r,0}, x \rangle + b_{r,0} \geq \tau) \right| : |a_{r,0}| \cdot |(\langle \Delta w_r, x \rangle|
\leq \frac{K}{m} + \frac{K}{m} \sum_{r=1}^{m} \left| 1(\langle w_{r,0}, x + \mu \rangle + b_{r,0} \geq \tau) - 1(\langle w_{r,0}, x \rangle + b_{r,0} \geq \tau) \right|.
\]

where the first step is due to the definition of \(g(x; W)\), the second step follows from triangle inequality, and the third step is because that \(\sum_{r=1}^{m} \lVert \Delta w_r \rVert_2 \leq K \cdot m^{1/5}\) and \(|a_{r,0}| = \frac{1}{m^1}\).

About the last sum, from Eq. (14), we have \(\lVert W_0 \rVert_{2,\infty} \leq O(1)\). And the we can attain that

\[
\sum_{r=1}^{m} \left| 1(\langle w_{r,0}, x + \mu \rangle + b_{r,0} \geq \tau) - 1(\langle w_{r,0}, x \rangle + b_{r,0} \geq \tau) \right| \leq \sum_{r=1}^{m} \Psi_r(x, O(1/m))
\]

By Claim 3.18, with probability at most \(O(\frac{1}{m^{1/2}})\), we can get \(\Psi_r(x, O(m^{-1})) = 1\). With \(x\) fixed, \(\Psi_r(x, O(m^{-1}))\) where \(r \in [m]\) can be seen as \(m\) independent Bernoulli random variables. Therefore, by Chernoff bound (See Lemma 3.15), with probability at least \(1 - 1/\exp(\Omega(m^{1/2}))\), we can have

\[
\sum_{r=1}^{m} \Psi_r(x, O(m^{-1})) \leq O(m^{1/2}).
\]
The proof of Eq. (12) is finished now. \(\square\)

5.10 Convergence analysis

We first define the \(\|\cdot\|_{2,1}\) and \(\|\cdot\|_{2,\infty}\) norms in the following definition.

**Definition 5.10.** Let \(W \in \mathbb{R}^{d \times m}\) and \(w_r \in \mathbb{R}^d\) denote the \(r\)-th column of the matrix \(W\). We define

\[
\|W\|_{2,1} := \sum_{r=1}^{m} \|w_r\|_2
\]

\[
\|W\|_{2,\infty} := \max_{r \in [m]} \|w_r\|_2
\]

We define the gradient of real net gradient and pseudo-net gradient as follows:

**Definition 5.11.** The two notions of gradients are represented as convenient notations in the following:

Gradient of pseudo-net \(\hat{\nabla}^{(t)}(g) := \nabla_W \mathcal{L}(S^{(t)}, g(W_t)) \in \mathbb{R}^{d \times m}\)

Gradient of real net \(\nabla^{(t)}(f) := \nabla_W \mathcal{L}(S^{(t)}, f(W_t)) \in \mathbb{R}^{d \times m}\)

In the following theorem we analyze the convergence of our neural network \(f_W\) with shifted ReLU and choose a different parameter:

\[
m \geq \Omega(\max\{n^{300/31}, (Kn/\epsilon)^{24/15}, (K^2/\epsilon)^{300/29}\})
\]

\[
\eta = \frac{K}{m^{1/5}\sqrt{T}} = \Theta(m^{-1/5}\epsilon)
\]

compared with [ZPD+20].

**Theorem 5.12** (A variation of Theorem 4.1 in [ZPD+20]). For all \(K > 0\), and \(\epsilon \in (0, 1)\), for every \(m\) which is larger than some \(\text{poly}(n, K, 1/\epsilon)\).

We set

\[
\eta = \Theta(\epsilon m^{-1/5}) \quad \text{and} \quad T = \Theta(\epsilon^{-2}K^2),
\]

Running Algorithm 1, for every \(W^* \in \mathbb{R}^{d \times m}\) with \(\|W_0 - W^*\|_{2,\infty} \leq \frac{K}{m^{3/5}}\), there will be weights \(\{W_t\}_{t=1}^{T} \in \mathbb{R}^{d \times m}\) such that

\[
\mathcal{L}_{A^*}(f_{W^*}) + \epsilon \geq \frac{1}{T} \sum_{t=1}^{T} \mathcal{L}_{A}(f_{W_t})
\]

The succeed probability is \(1 - \theta_{1/5}\). The randomness is coming from initialized states (See Definition 3.1).

**Proof.** As for \(T\) and \(\eta\), we will give them value in the proof later. We define various distances as follows

\[
D_{\text{max}} := \max_{t \in [T]} \|W_t - W_0\|_{2,\infty}
\]

(15)

and

\[
D_{W^*} := \|W^* - W_0\|_{2,\infty}
\]

(16)

where \(D_{W^*} = O\left(\frac{K}{m^{3/5}}\right)\).

By Lemma 5.14, with high probability \(D_{\text{max}}\) and \(D_{W^*}\) will be coupled, if \(W_t\) remains near initiation (\(D_{\text{max}} \leq m^{-15/24}\)).

\[
\|\hat{\nabla}^{(t)}(g) - \nabla^{(t)}(f)\|_{2,1} \leq O(nm^{27/50})
\]
Remark 5.13. We assume $D_{\text{max}} \leq m^{-15/24}$ first. Finally, we will set $\eta, T$ and $m$ to the appropriate values to ensure that it occurs.

We can bound the size of gradient for all $r \in [m]$:

$$
\|\nabla^{(t)}(f)_r\|_2 \leq \frac{1}{n} \sum_{i=1}^{n} \sigma_r(\langle w_{r,t}, x_i \rangle + b_{r,0}) \cdot \|\bar{x}_i\|_2 \cdot |a_r| 
\leq \frac{1}{m^{1/5}}
$$

(17)

where the first step is because the loss is 1-Lipschitz, and the second step is due to $|a_r| = 1/m^{1/5}$ and $\sigma_r(\langle w_{r,t}, x_i \rangle + b_{r,0}) \cdot \|\bar{x}_i\|_2 \leq O(1)$.

The $\mathcal{L}(S_r(g(W)))$ is a convex function with respect to $W \in \mathbb{R}^{d \times m}$ because $g$ is linear with respect to $W \in \mathbb{R}^{d \times m}$.

We express the inner product of two two identically sized matrices $B$ and $C$ as

$$
\langle B, C \rangle := \text{tr}[B^\top C]
$$

And then we have:

$$
\mathcal{L}(S^{(t)}, g(W_t)) - \mathcal{L}(S^{(t)}, g(W^*)) 
\leq \langle \hat{\nabla}^{(t)}(g) - \nabla^{(t)}(f), W_t - W^* \rangle + \langle \nabla^{(t)}(f), W_t - W^* \rangle 
\leq \|\hat{\nabla}^{(t)}(g) - \nabla^{(t)}(f)\|_{2,1} \cdot \|W_t - W^*\|_{2,\infty} + \langle \nabla^{(t)}(f), W_t - W^* \rangle 
$$

(18)

where the first step is due to triangle inequality, and the second step is because the inner product and the definition of $\|\cdot\|_{2,1}$ and $\|\cdot\|_{2,\infty}$.

For simplicity, we define $\alpha(t) \in \mathbb{R}$ and $\beta(t) \in \mathbb{R}$ as follows:

$$
\alpha(t) := \langle \nabla^{(t)}(f), W_t - W^* \rangle 
\beta(t) := \|\hat{\nabla}^{(t)}(g) - \nabla^{(t)}(f)\|_{2,1} \cdot \|W_t - W^*\|_{2,\infty}
$$

Therefore, we have:

$$
\mathcal{L}(S^{(t)}, g(W_t)) - \mathcal{L}(S^{(t)}, g(W^*)) \leq \alpha(t) + \beta(t)
$$

$\alpha(t)$ and $\beta(t)$ terms will be dealt with separately.

As for $\alpha(t)$, we can have:

$$
\|W_{t+1} - W^*\|_F^2 = \|W_t - \eta \nabla^{(t)}(f) - W^*\|_F^2 
= \|W_t - W^*\|_F^2 + \eta^2 \|\nabla^{(t)}(f)\|_F^2 - 2\eta \alpha(t)
$$

where the first step us due to $W_{t+1} = W_t - \eta \nabla^{(t)}(f)$, and the second step is because of rearranging the terms.

And then by reorganizing the terms, we can have

$$
\alpha(t) \leq \frac{\eta}{2} \|\nabla^{(t)}(f)\|_F^2 + \frac{1}{2\eta} \cdot (\|W_t - W^*\|_F^2 - \|W_{T+1} - W^*\|_F^2)
$$

By summing over $t$, we have

$$
\sum_{t=1}^{T} \alpha(t) \leq \frac{\eta}{2} \sum_{t=1}^{T} \|\nabla^{(t)}(f)\|_F^2 + \frac{1}{2\eta} \cdot (\|W_0 - W^*\|_F^2 - \|W_{T+1} - W^*\|_F^2)
$$
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where the first inequality is due to the upper bound of $\alpha(t)$, and the second inequality is because
\[ \|W^* - W_0\|_F^2 \leq m \cdot \|W^* - W_0\|_{2,\infty} = mD_{W^*}^2. \]
and $\|\nabla^{(t)}(f)\|_F^2 \leq \sum_{r=1}^m \|\nabla^{(t)}_r\|_2^2 \leq m^{1/5}$.

For the $\beta(t)$'s,
\[
\beta(t) \leq \|W_t - W^*\|_{2,\infty} : O(nm^{27/50}) \\
\leq (D_{W^*} + D_{\text{max}}) \cdot O(nm^{27/50})
\]
where the 1st inequality is because Lemma 5.14, and the 2nd inequality is due to triangle inequality and the definition of $D_{\text{max}}$ and $D_{W^*}$ in Eq. (15) and Eq. (16).

Additionally, we may get the bound of $D_{\text{max}}$'s size using the bound of gradients.
\[
D_{\text{max}} = \max_{t \in [T]} \|W_0 - W_t\|_{2,\infty} \\
\leq \sum_{t=1}^T \eta \max_{r \in [m]} \|\nabla^{(t)}_r(f)\|_2 \\
\leq \frac{\eta T}{m^{1/5}}
\]
where the first equality is due to the value of $D_{\text{max}}$, the second inequality replies on accumulating $T$ iterations, and the final inequality is due to Eq. (17).

Combining it with the preexisting condition $D_{W^*} = O(\frac{K}{m^{1/5}})$, we arrive to the following:
\[
\sum_{t=1}^T \mathcal{L}(S^{(t)}, g(W_t)) - \sum_{t=1}^T \mathcal{L}(S^{(t)}, g(W^*)) \\
\leq \sum_{t=1}^T \alpha(t) + \sum_{t=1}^T \beta(t) \\
\leq O(1)(m^{1/5} \eta T + \frac{K^2}{m^{1/5}\eta} + \eta T^2 nm^{31/150} + \frac{\eta KT \eta}{m^{29/150}})
\]
where the first step is due to Eq. (18), and the second step is due to the upper bound in Eq. (19) and Eq. (20).

Then,
\[
\frac{1}{T} \sum_{t \in [T]} \mathcal{L}(S^{(t)}, g(W_t)) - \frac{1}{T} \sum_{t \in [T]} \mathcal{L}(S^{(t)}, g(W^*)) \leq O(\epsilon).
\]

The following values were chosen for the hyper-parameters $\eta, m$, and $T$:
\[
\eta = \frac{K}{m^{1/5}\sqrt{T}} = \Theta(m^{-1/5}\epsilon), \\
m \geq \Omega(\max \{n^{300/31}, (Rn/\epsilon)^{24/15}, (K^2/\epsilon)^{300/29}\}), \\
T = \Theta(\epsilon^{-2}K^2)
\]
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where \( m \) is required to satisfy \( \eta T^2nm^{31/150} + \frac{\eta K T n}{m^{29/150}} \leq O(\epsilon) \), \( D_{\text{max}} \leq m^{-15/24} \) and to fulfill the prerequisite for using the Theorem 5.1, we have for all \( t \in [T] \) that

\[
\sup_{x \in \mathcal{X}} |g(x; W_t) - f(x; W_t)| \leq O(\epsilon)
\]

Therefore, we have

\[
\frac{1}{T} \sum_{t=1}^{T} \mathcal{L}(S(t), f_{W_t}) - \frac{1}{T} \sum_{t=1}^{T} \mathcal{L}(S(t), f_{W^*}) \leq c \cdot \epsilon
\]

where \( c \in \mathbb{R}_+ \) is a large constant. With \( \mathcal{L}(S(t), f_{W_t}) = \mathcal{L}_A(f_{W_t}) \) and \( \mathcal{L}(S(t), f_{W^*}) \leq \mathcal{L}_A(f_{W^*}) \), if we replace \( \epsilon \) with \( \frac{\epsilon}{c} \), the proof will hold for all \( \epsilon > 0 \). We finish the proof now. \( \square \)

### 5.11 Gradient coupling

In this section, we show that \( \|\hat{\nabla}^{(t)}(g) - \nabla^{(t)}(f)\|_{2,1} \) (\( \| \cdot \|_{2,1} \) is from Definition 5.10) can be upper bounded with high probability for all iterations \( t \). Due to the new shifted ReLU activation with threshold \( \tau \), the new upper bound is \( O(nm^{27/50}) \) which is different from [ZPD+20].

**Lemma 5.14** (A variation of Lemma A.10 in [ZPD+20]). For every \( t \in [T] \) let \( \|W_t - W_0\|_{2,\infty} \leq O(m^{-15/24}) \). Then

\[
\Pr\left[\|\hat{\nabla}^{(t)}(g) - \nabla^{(t)}(f)\|_{2,1} \leq O(nm^{27/50})\right] \geq 1 - \theta_{1/5}
\]

**Proof.** For every \( t \in [T] \), by Claim 5.16 and \( D_{\text{max}} = \|W_t - W_0\|_{2,\infty} \), we have,

\[
\Pr\left[\sum_{r=1}^{m} 1[\nabla_r^{(t)} \neq \hat{\nabla}_r^{(t)}] \leq O(nm^{7/8})\right] \geq 1 - \theta_{1/5}. \tag{21}
\]

For \( r \in [m] \) where \( \nabla_r^{(t)} \neq \hat{\nabla}_r^{(t)} \),

\[
\|\hat{\nabla}_r^{(t)} - \nabla_r^{(t)}\|_2 \leq |a_r| \frac{1}{n} \sum_{i=1}^{n} \|\bar{x}_i\|_2 1[\langle w_{r,t}, \bar{x}_i \rangle + b_{r,0} \geq \tau] - 1[\langle w_{r,0}, x_i \rangle + b_{r,0} \geq \tau] \leq \frac{1}{m^{1/5}} \frac{1}{n} \sum_{i=1}^{n} 1[\langle w_{r,t}, \bar{x}_i \rangle + b_{r,0} \geq \tau] - 1[\langle w_{r,0}, x_i \rangle + b_{r,0} \geq \tau] \leq \frac{1}{m^{1/5}} \tag{22}
\]

where the first step is because that the loss is 1-Lipschitz, and the second step is because that \( a_r \in \left\{ -\frac{1}{m^{1/5}}, \frac{1}{m^{1/5}} \right\} \), and the third step is because that \( |1[\langle w_{r,t}, \bar{x}_i \rangle + b_{r,0} \geq \tau] - 1[\langle w_{r,0}, x_i \rangle + b_{r,0} \geq \tau]| \leq 1 \).

Thus, we conclude

\[
\|\hat{\nabla}^{(t)}(g) - \nabla^{(t)}(f)\|_{2,1} = \sum_{r=1}^{m} \|\hat{\nabla}_r^{(t)} - \nabla_r^{(t)}\|_2 \leq \frac{1}{m^{1/5}} \cdot O(nm^{7/8}) = O(nm^{27/50})
\]

where the first step is due to the definition of \( \| \cdot \|_{2,1} \), the second step is due to Eq. (21) and Eq. (22), and the final step is the result of merging the terms. \( \square \)
5.12 Upper bound of number of activated neurons at initialization

We prove the upper bound of number of activated neurons with shifted ReLU activation whose threshold is $\tau$ at initialization. We will use the below lemma to compute the time cost per training iteration.

**Lemma 5.15 (Number of activated neurons during initialization).** Let $c_Q \in (0, 1)$ denote a fixed constant. Let $Q_0 = 2m \cdot \exp(-\frac{K^2}{4m^{1/5}})) = O(m^c_Q)$. For every $\eta \in \mathbb{R}_+$, $x \in \mathcal{X}$ and $r \in [m]$, $\Psi_r(x, \eta)$ is defined as follows:

$$\Psi_r(x, \eta) := 1[|\langle w_{r,0}, x \rangle + b_{r,0}| \geq \eta].$$

with succeed probability $\geq 1 - n/\exp(\Omega(m \cdot \exp(-\frac{K^2}{4m^{1/5}})))$

$$\sum_{r \in [m]} \Psi_r(x, K/m^{3/5}) \leq Q_0.$$

**Proof.** Fix $x, \langle w_{r,0}, x \rangle + b_{r,0} \sim \mathcal{N}(0, \frac{2}{m})$, due to the reason that $b_0$ and $W_0$ are random variables from $\mathcal{N}(0, \frac{1}{m})$ independently. By Gaussian tail bounds and replacing $\langle w_{r,0}, x \rangle + b_{r,0}$ with $z$, the probability that each initial neuron is activated is

$$\Pr[\langle w_{r,0}, x \rangle + b_{r,0} \geq K \cdot m^{-3/5}] = \Pr_{z \sim \mathcal{N}(0, \frac{2}{m})} [z \geq K \cdot m^{-3/5}] 
\leq \exp(-\frac{K^2}{4m^{1/5}}))$$

By using $1_{r \in Q_0,i}$, we have

$$\mathbb{E}[1_{r \in Q_0,i}] \leq \exp(-\frac{K^2}{4m^{1/5}}))$$

By Bernstein inequality from Lemma 3.16, with $\eta > 0$

$$\Pr[Q_{i,0} > \eta + t] \leq \exp(-\frac{t^2/2}{\eta + t/3}), \forall t > 0$$

where $\eta := m \cdot \exp(-\frac{K^2}{4m^{1/5}}))$.

By choosing $t = \eta$, we can have:

$$\Pr[Q_{i,0} > 2\eta] \leq \exp(-3\eta/8)$$

By applying union bound across $i \in [n]$, we can attain that for each $x_i \in \mathcal{X}$ with at least probability

$$1 - n \cdot 1/\exp(\Omega(m \cdot \exp(-\frac{K^2}{4m^{1/5}})))$$

the upper bound of $Q_{i,0}$ (See definition 3.9.) is $2m \cdot \exp(-\frac{K^2}{4m^{1/5}})).$
5.13 Upper bound of the size of activated neuron set

We have obtained the upper bound of the size of activated neuron set at initialization. In this section, we want to upper bound the size of neuron set which has different signs compared to the neuron weights at initialization under shifted ReLU activation per training iteration. When computing the sign, we need to take the activation threshold $\tau$ into account compared with [ZPD+20].

Claim 5.16 (A variation of Claim A.11 in [ZPD+20]). For any $\|\Delta w_r\|_2 \leq m^{-15/24}$ and any subset $\{x_i\}_i \subseteq X$. Then we have
\[
\sum_{r=1}^{m} 1[\exists i \in [n], \ sgn(\langle x_i, w_{r,0} + \Delta w_r \rangle + b_{r,0} - \tau) \neq sgn(\langle x_i, w_{r,0} \rangle + b_{r,0} - \tau)] < O(n^m7/8)
\]
and
\[
\forall i \in [m], 1[\exists i \in [n], \ sgn(\langle x_i, w_{r,0} + \Delta w_r \rangle + b_{r,0} - \tau) \neq sgn(\langle x_i, w_{r,0} \rangle + b_{r,0} - \tau)] < O(nm^{-1/8})
\]

The succeed probability is $1 - \theta_{1/5}$.
The randomness is from initialized states (See Definition 3.1).

Proof. We first give a proof of Claim 5.16 with $n$ points in the set fixed. At last we get the final result by using a union bound across all the sets.

With $\{x_1, \ldots, x_n\} \subseteq X$ where $x_i$’s are fixed, we have the following definition:

\[C_r := 1[\exists i \in [n], \ sgn(\langle w_{r,t}, x_i \rangle + b_{r,0} - \tau) \neq sgn(\langle w_{r,0}, x_i \rangle + b_{r,0} - \tau)]\]

Now we will focus on bounding the size of $\sum_{r=1}^{m} C_r$. By Claim 3.18, for $x_i \in X$ we have that
\[\Pr[|\langle w_{r,0}, x_i \rangle + b_{r,0} - \tau| \leq m^{-15/24}] < \Pr[|\langle w_{r,0}, x_i \rangle + b_{r,0}| \leq \frac{1}{m^{15/24}}] \leq O\left(\frac{1}{m^{1/8}}\right)\]

By a union bound across $i \in [n]$, we have
\[\Pr[\exists i \in [n] \text{ s.t. } |\langle w_{r,0}, x_i \rangle + b_{r,0} - \tau| \leq m^{-15/24}] \leq O\left(\frac{n}{m^{1/8}}\right)\]

such that
\[\Pr[C_r = 1] \leq \Pr[\exists i \in [n] \text{ s.t. } |\langle w_{r,0}, x_i \rangle + b_{r,0} \geq \tau| \leq \frac{1}{m^{15/24}}] < O\left(\frac{n}{m^{1/8}}\right)\]

With $x_i \in X$’s fixed, $C_r$’s will be $m$ Bernoulli random variables which are independent where $r \in [m]$. Therefore, by Chernoff bound from Lemma 3.15,
\[\Pr[\sum_{r \in [m]} C_r \geq O(m^{7/8}n)] \leq 1/\exp(\Omega(m^{7/8}n)).\]

We will only amplify by just $\exp(O(nd \log m))$ on the failure probability with a big enough $m$ when over product space $\otimes^n X$, we assume a union bound over a $\frac{1}{m}$-net.

Remark 5.17. In each training iteration we only use $Q_0 + O(nm^{7/8})$ activated neurons to do the computation to save training cost. We will use the second upper bound to compute the time eventually. $Q_0$ is the activated neuron set size during initialization.
5.14 Proof of Pseudo-network approximation

We will first demonstrate how individual components of $f^*$ may be approximated by pseudo-networks and combine them to create a sizable pseudo-network by which $f^*$ is approximated.

**Lemma 5.18** (A variation of Lemma A.16 in [ZPD+20]). Let $q : \mathbb{R} \to \mathbb{R}$ univariate polynomial, $i \in [n]$, $c_1$ be a large constant, $\epsilon_3 \in (0, \frac{1}{C(q)})$ and $k \geq \frac{dC^2(q, \epsilon_3)}{c_1}$. For every $r \in [k]$, with independent random variables $w_{r, 0}, b_{r, 0}$ and $a_{r, 0}$, where $w_{r, 0}$ is a d-dimensional standard Gaussian random variable, $b_{r, 0}$ is a standard normal variable, and $a_{r, 0} \sim \{-\frac{1}{z^2}, \frac{1}{z^2}\}$ uniformly at random. With $\tau = O(k^{-1/2})$ and probability at least $1 - 1/\exp(\Omega(k^{1/2}))$, there will be $\Delta W^{(i)} \in \mathbb{R}^{d \times k}$ such that

\[
\forall x \in X, \sum_{r=1}^{k} a_{r, 0} \langle \Delta w_{r}(i), x \rangle 1[\langle w_{r, 0}, x \rangle + b_{r, 0} \geq \tau] - y_i q((x_i, x)) \leq 3\epsilon_3
\]

and

\[
\|\Delta W^{(i)}\|_{2, \infty} \leq O\left(\frac{C(q, \epsilon_3)}{k} \cdot m^{1/5}\right)
\]

**Proof.** Notice that $\langle w_{r}, x \rangle + b_r \sim \mathcal{N}(0, 2)$, and then by claim 3.18, we can have $\Pr[1[\langle w, x \rangle + b < \tau]] = O(\tau)$. And then there will be a function defined as $h : \mathbb{R}^2 \to [-C(q, \epsilon_3), C(q, \epsilon_3)]$ which satisfies that:

\[
\left| \mathbb{E}_{b \sim \mathcal{N}(0, 1), w \sim \mathcal{N}(0, I_d)} 1[\langle w, x \rangle + \beta \leq \tau] h((x_i, w), b) \right| \leq O(\tau)C(q, \epsilon_3)
\]  

(23)

We use Lemma 3.17 by setting $\phi(z) = y_i q(z)$ and $\epsilon_1 = \epsilon_3$. Note that $|y_i| \leq O(1)$, $\phi$ will have an equal complexity to $q$, with some constant. Therefore, we have a function $h : \mathbb{R}^2 \to [-C(q, \epsilon_3), C(q, \epsilon_3)]$ s. t. for every $x$ in set $X$.

\[
\left| \mathbb{E}_{b \sim \mathcal{N}(0, 1), w \sim \mathcal{N}(0, I_d)} h((x_i, w), b) 1[\langle w, x \rangle + b \geq \tau] - y_i q((x_i, x)) \right| \
\leq \left| \mathbb{E}_{b \sim \mathcal{N}(0, 1), w \sim \mathcal{N}(0, I_d)} h((x_i, w), b) 1[\langle w, x \rangle + b \geq 0] - y_i q((x_i, x)) \right| \
+ \left| \mathbb{E}_{b \sim \mathcal{N}(0, 1), w \sim \mathcal{N}(0, I_d)} h((x_i, w), b) 1[\langle w, x \rangle + b < \tau] \right| \\
\leq \epsilon_3 + O(\tau)C(q, \epsilon_3) \\
\leq \epsilon_3 + O\left(\frac{C(q, \epsilon_3)}{k^{1/2}}\right)
\]

(24)

where the first step is due to triangle inequality, and the second step is because of Lemma 3.17 and Eq.(23), the last step comes from $\tau = O(k^{-1/2})$.

With an $x \in X$ fixed and by Hoeffding’s inequality (Lemma 3.12), with probability at least $1 - 1/\exp(\Omega(\epsilon_3^2 k/C(q, \epsilon_3)))$, we have

\[
\left| \frac{1}{k} \sum_{r=1}^{k} 1[\langle w_{r, 0}, x \rangle + b_{r, 0} \geq \tau] h((w_{r, 0}, x_i), b_{r, 0}) \right|
\]
\[
\mathbb{E}_{b \sim N(0,1), w \sim N(0, I_d)} \left[ \mathbf{1}[\langle w, x \rangle + b \geq \tau] \ h(\langle w, x_i \rangle, b) \right] \leq \epsilon_3
\]  

(25)

Let

\[
\Delta w_r(i) = \frac{1}{\alpha_{r,0}} \frac{1}{k} \cdot 2 h(\langle w_{r,0}, x_i \rangle, b_{r,0}) \cdot \hat{c}.
\]

where \( \hat{c} \) is a vector whose only the last element is 1 and otherwise is 0, we can obtain the following upper bound:

\[
||\Delta W(i)||_{2, \infty} \leq O\left( \frac{C(q, \epsilon_3)}{k} \cdot m^{1/5} \right)
\]

For every \( x \in \mathcal{X} \), because \( x_d = 1/2 \), with probability at most \( \exp(-\Omega\left( \frac{ke^2}{C^2(q, \epsilon_3)} \right)) \), we have

\[
\sum_{r=1}^{k} \mathbf{1}[\langle w_{r,0}, x \rangle + b_{r,0} \geq \tau] a_{r,0}(\Delta w_{r,i}, x) = \mathbb{E}_{b \sim N(0,1), w \sim N(0, I_d)} \left[ h(\langle w, x_i \rangle, b) \ \mathbf{1}[\langle w, x \rangle + b \geq \tau] \right] \geq \epsilon_3
\]

(26)

With \( \mathcal{X}_1 \) as a maximal \( \frac{1}{k^2} \)-net of \( \mathcal{X} \) and \( c \in \mathbb{R}_+ \) as a large enough constant, we all understand that \( |\mathcal{X}_1| \leq \left( \frac{1}{k^{2d}} \right)^{O(d)} \). With a union bound over \( \mathcal{X}_1 \) for Eq. (26) and \( c_1 \) as a significant constant, we have that for \( k \geq c_1 \frac{d}{\epsilon_3^2} C^2(q, \epsilon_3) \),

\[
\Pr \left[ \sum_{r=1}^{k} \mathbf{1}[\langle w_{r,0}, x \rangle + b_{r,0} \geq \tau] a_{r,0}(\Delta w_{r,i}, x) - \mathbb{E}_{b \sim N(0,1), w \sim N(0, I_d)} \left[ h(\langle w, x_i \rangle, b) \ \mathbf{1}[\langle w, x \rangle + b \geq \tau] \right] > \epsilon_3, \ \forall x \in \mathcal{X}_1 \right] \\
\leq (1/\exp(\Omega\left( \frac{ke^2}{C^2(q, \epsilon_3)} \right))) \exp(O(d \log k)) \\
= 1/\exp(\Omega\left( \frac{ke^2}{C^2(q, \epsilon_3)} \right)) \]  

(27)

where the first step is due to Eq.(25), the second step is because of adding terms, and the last step demonstrate that for each \( x \in \mathcal{X}_1 \), with a high probability, if \( x \) is adjusted by no more than \( \frac{1}{k^2} \) in \( \ell_2 \), the LHS of Eq. (26) only slightly changes.

After showing that a given \( x \in \mathcal{X} \) is stable, a union bound will be performed.

Indeed, with a large enough \( c \) and combining Eq. (24), (27) and Claim 5.19, with probability at least \( 1 - 1/\exp(\Omega(k^{1/2})) - 1/\exp(\Omega\left( \frac{ke^2}{C^2(q, \epsilon_3)} \right)) \), we attain that

\[
\forall x \in \mathcal{X}_1 \left| \sum_{r=1}^{k} a_{r,0}(\Delta w_{r,i}, x) \mathbf{1}[\langle w_{r,0}, x \rangle + b_{r,0} \geq \tau] - y_{i,q}(\langle x_i, x \rangle) \right| \leq O\left( k^{-1/2} \cdot C(q, \epsilon_3) \right) + 2\epsilon_3
\]

since \( k \geq c_1 \frac{d}{\epsilon_3^2} C^2(q, \epsilon_3) \) for a large constant \( c_1 \), the proof is complete. □
5.15 Stability of $S_1$ and $S_2$

In this section, we’ll talk about the stability of $S_1$ and $S_2$ based on the shifted ReLU activation with a threshold set as $\tau$. When we bound $S_1$ and $S_2$, we need to bound the sum of $k$ independent Bernoulli random variables $1[|\langle w_{r,0}, x \rangle + b_{r,0} - \tau| \leq \frac{1}{\sqrt{k}}]$ which is different from [ZPD+20].

**Claim 5.19 (A variation of Claim A.17 in [ZPD+20]).** For $\tau > 0$ and every $x \in \mathcal{X}_1$, let $c$ be large enough and $\mu \in \mathbb{R}^d$ such that $\|\mu\|_2 \leq \frac{1}{c}$ and $x + \mu \in \mathcal{X}$. With independent random variables $w_{r,0}$, $b_{r,0}$ and $a_{r,0}$, where $w_{r,0}$ is a $d$-dimensional standard Gaussian random variable, $b_{r,0}$ is a standard normal variable, and probability $\geq 1 - 1/\exp(\Omega(k^{1/2}))$, we have

$$S_1 := \sum_{r=1}^{k} \alpha_{r,0} \langle \Delta w_r(i), x + \mu \rangle 1[|\langle w_{r,0}, x + \mu \rangle + b_{r,0} - \tau| \leq \frac{1}{\sqrt{k}}] - \sum_{r=1}^{k} \alpha_{r,0} \langle \Delta w_r(i), x \rangle 1[|\langle w_{r,0}, x \rangle + b_{r,0} - \tau| \leq \frac{1}{\sqrt{k}}]$$

$$\leq O(k^{-1/2} \cdot C(q, \epsilon_3))$$

and

$$S_2 := \mathbb{E}_{b \sim \mathcal{N}(0,1), w \sim \mathcal{N}(0, I_d)} \left[ h(\langle w, x_i \rangle, b) 1[|\langle w, x + \mu \rangle + b - \tau| \leq \frac{1}{\sqrt{k}}] \right]$$

$$\leq O(k^{-1/2} \cdot C(q, \epsilon_3))$$

**Proof.** The upper bound of $D_1$ will be given first. Note that $\Delta W^{(i)}_{r,j} = 0$ for $j \leq d - 1$ based on how we generated $\Delta W(i)$. And $\langle \Delta w_r(i), \mu \rangle = 0$ when $v_d = 0$.

With conditions as follows:

$$|\alpha_{r,0}| = \frac{1}{k^{1/5}} \text{ and } \|\Delta W^{(i)}\|_{2,\infty} \leq O\left(\frac{C(q, \epsilon_3) m^{1/5}}{k}\right),$$

we will have

$$S_1 \leq O\left(\frac{C(q, \epsilon_3)}{k}\right) \sum_{r=1}^{k} 1[|\langle w_{r,0}, x + \mu \rangle + b_{r,0} - \tau| \leq \frac{1}{\sqrt{k}}] - 1[|\langle w_{r,0}, x \rangle + b_{r,0} - \tau| \leq \frac{1}{\sqrt{k}}]$$

$$\leq O\left(\frac{C(q, \epsilon_3)}{k}\right) \sum_{r=1}^{k} \left[ 1[\text{sgn}(\langle w_{r,0}, x + \mu \rangle + b_{r,0} - \tau) \neq \text{sgn}(\langle w_{r,0}, x \rangle + b_{r,0} - \tau)] \right]$$

$$\leq O\left(\frac{C(q, \epsilon_3)}{k}\right) \sum_{r=1}^{k} \left[ \text{sgn}(\langle w_{r,0}, x + \mu \rangle + b_{r,0} - \tau) \neq \text{sgn}(\langle w_{r,0}, x \rangle + b_{r,0} - \tau) \right]$$

$$\leq O\left(\frac{C(q, \epsilon_3)}{k}\right) \sum_{r=1}^{k} \left[ |\langle w_{r,0}, x \rangle + b_{r,0} - \tau| \leq k^{-1/2} \right] + 1[|\|w_{r,0}\|_2 > c_2 \cdot k^{1/2}]$$

where the first step is due to $|h(\cdot)| \leq C(q, \epsilon_3)$, the second step is the result of the value of $1[|\langle w_{r,0}, x + \mu \rangle + b_{r,0} - \tau| \leq \frac{1}{\sqrt{k}}] - 1[|\langle w_{r,0}, x \rangle + b_{r,0} - \tau| \leq \frac{1}{\sqrt{k}}]$ is determined by the number of differences between the sign of $\langle w_{r,0}, x + \mu \rangle + b_{r,0}$ and $\langle w_{r,0}, x \rangle + b_{r,0}$, and the third step follows that only when $\langle w_{r,0}, x + \mu \rangle + b_{r,0}$ and $\langle w_{r,0}, x \rangle + b_{r,0}$ have different sign, $1[|\langle w_{r,0}, x + \mu \rangle + b_{r,0} - \tau| \neq \text{sgn}(\langle w_{r,0}, x \rangle + b_{r,0} - \tau)]$ is 1 which is decided by $w_{r,0}$ and $\mu$, where $\|\mu\|_2 \leq \frac{1}{c}$, $w \sim \mathcal{N}(0, I_d)$ and $1[|\|w_{r,0}\|_2 > c_2 k^{1/2}] \geq 0$.

We can choose a large enough constant $c_2$ if an sufficiently large constant $c$ is chosen.

And then we demonstrate that with probability at least $1 - 1/\exp(\Omega(k))$, for every $r \in [k], \|w_{r,0}\|_2 \leq O(k^{1/2})$. 
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By the concentration property of sum of a set of independent Chi-Square random variables from Lemma 3.13 and Lemma 3.14, for all \( r \in [k] \), with probability \( \leq 1/\exp(\Omega(k^2/d)) \), we have \( \|w_{r,0}\|^2 \geq O(k) \). By applying union bound over all \( r \in [k] \) we can complete the proof with \( k \geq d \).

Therefore, by selecting \( c_2 \) correctly, we can obtain the following bound:

\[
S_1 \leq O(k^{-1} \cdot C(q, \epsilon_3)) \sum_{r=1}^{k} \mathbb{1}[|\langle w_{r,0}, x \rangle + b_{r,0} - \tau| \leq k^{-1/2}]
\]  
(28)

The succeed probability is \( \geq 1 - 1/\exp(\Omega(k)) \).

Now, \( \mathbb{1}[|\langle w_{r,0}, x \rangle + b_{r,0} - \tau| \leq k^{-1/2}] \) can be seen as \( k \) independent Bernoulli random variables. We have

\[
\Pr[|\langle w_{r,0}, x \rangle + b_{r,0} - \tau| \leq k^{-1/2}] \leq \Pr[|\langle w_{r,0}, x \rangle + b_{r,0} | \leq k^{-1/2}]
\]

\[
\leq O(k^{-1/2}).
\]

where the first step is due to Theorem 3.21, the second step is due to Claim 3.18.

The corresponding probability of \( \mathbb{1}[|\langle w_{r,0}, x \rangle + b_{r,0} - \tau| \leq k^{-1/2}] = 1 \) is bounded by \( O(k^{-1/2}) \). Therefore, by Chernoff bounds (Lemma 3.15) with probability at least \( 1 - 1/\exp(\Omega(k^{1/2})) \), we have

\[
\sum_{r=1}^{k} \mathbb{1}[|\langle w_{r,0}, x \rangle + b_{r,0} - \tau| \leq k^{-1/2}] \leq O(k^{1/2}).
\]  
(29)

With a union bound over two bounds in Eq. (28) and Eq. (29).

One can obtain the following bound for \( S_1 \):

\[
S_1 \leq O(k^{-1/2} \cdot C(q, \epsilon_3)).
\]

The succeed probability of above equation is

\[
1 - 1/\exp(\Omega(k^{1/2})) - 1/\exp(\Omega(k)) = 1 - 1/\exp(\Omega(k^{1/2})).
\]

And now we will focus on getting the bound of \( S_2 \). We have

\[
S_2 \leq C(q, \epsilon_3) \mathbb{E}_{b \sim N(0,1), w \sim N(0,I_d)} \left[ \mathbb{1}[|\langle w, x + \mu \rangle + b \geq \tau| - \mathbb{1}[|\langle w, x \rangle + b \geq \tau|] \right]
\]

\[
\leq C(q, \epsilon_3) \mathbb{E}_{b \sim N(0,1), w \sim N(0,I_d)} \left[ \mathbb{1}[|\langle w, x \rangle + b| \leq k^{-1/2}] + 1[k^{1/2} \cdot c_2 < \|w\|_2] \right]
\]

where the first step is because \( |h(\cdot)| \leq C(q, \epsilon_3) \), and the second step is because \( |\mathbb{1}[|\langle w, x + \mu \rangle + b \geq \tau| - \mathbb{1}[|\langle w, x \rangle + b \geq \tau|] | \) is decided by the sign of \( \mathbb{1}[|\langle w, x + \mu \rangle + b \geq \tau| \) and \( \mathbb{1}[|\langle w, x \rangle + b \geq \tau|] \). The above difference is decided by the value of \( \|\mu\|_2 \leq \frac{1}{k} \) and \( w \sim N(0,I_d) \), and \( 1[k^{1/2} \cdot c_2 < \|w\|_2] \geq 0 \). The constant \( c_2 \) is the same as previously.

Still,

\[
\Pr_{b \sim N(0,1), w \sim N(0,I_d)} [k^{-1/2} \geq |\langle w, x \rangle + b - \tau|] \leq \Pr_{b \sim N(0,1), w \sim N(0,I_d)} [k^{-1/2} \geq |\langle w, x \rangle + b|]
\]

\[
\leq O(k^{-1/2})
\]
where the first step is due to Theorem 3.21, the second step is due to Lemma 3.18.

Then we have

\[
\Pr_{b \sim \mathcal{N}(0,1), w \sim \mathcal{N}(0, I_d)}[k^{1/2} \cdot c_2 < \|w\|_2] \leq 1/ \exp(\Omega(k)).
\]

Therefore,

\[
S_2 \leq O(k^{-1/2} \cdot C(q, \epsilon_3)).
\]

This completes the proof. 

6 Running Time

This section 6 analyzes the adversarial training algorithm’s time complexity. In section 6.1, we provide the Half-space reporting data structure at first. In Section 6.2, we examine the time complexity of our sublinear time adversarial training algorithm.

6.1 Data Structure for Half-Space Reporting

We formally give the definition of the problem of the half-space range reporting, which is of importance in the field of computational geometry. And we give the data-structure in [AEM92] whose functions are outlined in Algorithm 2 and complexity is given in Corollary 6.2.

**Definition 6.1 (Half-space range reporting).** With \( P \) as a set of \( m \) points in \( \mathbb{R}^d \), we have two operations:

- **QUERY** \((W)\) : We can use this function to find each point in \( P \cap W \) with \( W \subseteq \mathbb{R}^d \) as a half-space.
- **UPDATE**: has two operations as follows:
  1. **INSERT** \((p)\) : add a point \( p \) to \( P \).
  2. **REMOVE** \((p)\) : remove a point \( p \) from \( P \).

We address the problem (See Definition 6.1) with the data-structure in [AEM92] which has the functions outlined in Algorithm 2. Because the data-structure partitions the set \( P \) recursively as well as use a tree data-structure to organizes the points. Given a query \((b, c)\), all the points from \( P \) which satisfy \(\langle b, x \rangle - c \geq 0\) can be quickly found all the points from \( P \). And in our paper, the problem is find all \( r \in [m] \) such that \(\langle w_r, x \rangle + b_r - \tau > 0\). The half-space (See Definition 6.1.) in our algorithm is defined by \( (w_r, b_r - \tau) \) for \( r \in [m] \) and the query \((a, b)\) holds for query\((w_r, b_r - \tau)\).

**Algorithm 2 Data Structure For Half Space Reporting**

| 1: data structure                     |                      |
|---------------------------------------|----------------------|
| 2: INIT\((P, n, d)\)                  | \(\triangleright\) Construct our data structure via \( P \subseteq \mathbb{R}^d, |P| = n \) |
| 3: QUERY\((b, c)\)                    | \(b, c \in \mathbb{R}^d\). Find all the points \( z \in P \) which satisfies \(\text{sgn}(\langle b, z \rangle - c) \geq 0\) |
| 4: INSERT\((z)\)                      | \(\triangleright\) Insert a point \( z \in \mathbb{R}^d \) to \( P \) |
| 5: REMOVE\((z)\)                      | \(\triangleright\) Remove a point \( z \in \mathbb{R}^d \) from \( P \) |
| 6: end data structure                 |                      |
Corollary 6.2 ([AEM92]). Considering \( n \) points in \( \mathbb{R}^d \) as a set, we can solve the half-space reporting problem with the complexity as follows, where \( T_{\text{INIT}} \) indicates the time to construct the data structure, \( T_{\text{QUERY}} \) represent the time spent on each query and \( T_{\text{UPDATE}} \) represent the time on each update:

- Part 1. \( T_{\text{INIT}}(n,d) = O_d(n \log n), T_{\text{QUERY}}(n,d,k) = O_d(n^{1-1/[d/2]} + k) \), amortized \( T_{\text{UPDATE}} = O_d(\log^2(n)) \).
- Part 2. \( T_{d,\epsilon}(n,d,\epsilon) = O_d((d + \epsilon) \cdot (\log(n) + k)), \) amortized \( T_{\text{UPDATE}} = O_d(n[d/2] - 1) \).

6.2 Weights Preprocessing

We offer a adversarial training algorithm with sublinear time in this part. The foundation of our algorithm (Algorithm 1) is the construction of a search data structure (in high dimensional space) for neural network weights. To avoid needless calculation, the activated neurons can be identified quickly by using the Half-Space reporting technique.

We provide an algorithm with preprocessing procedure for \( w_r \) where \( r \in [m] \), which is widely used (see [CMF+20, KKL20, CLP+21]).

The two-layer ReLU network is given in section 3.2 as

\[
f(x) = \sum_{r=1}^{m} a_r \cdot \sigma(\langle w_r, x \rangle + b_r).
\]

We can rapidly identify a collection of active neurons \( Q_{t,i} \) for every \( i \) (which is the adversarial training sample \( x_i \)) by building a HSR data-structure. Pseudo-code is shown in Algorithm 1.

The time complexity analysis of the algorithm is the major topic of the remaining portion of this section.

6.3 Time complexity per training iteration

Lemma 6.3 (Time complexity). Given a two-layer ReLU network defined in Eq.(2). Assume there are \( n \) data points. Say those points are from \( d \)-dimensional space.

Then, the expected time cost for each iteration of our adversarial algorithm (Algorithm 1) runs in time:

\[
\tilde{O}(m^{1-\Theta(1/d)}n_d)
\]

Proof. The complexity for Algorithm 1 at each iteration can be decomposed as follows:

- Querying the active neuron set for \( n \) adversarial training data points \( \bar{x}_i \) takes \( \tilde{O}(m^{1-\Theta(1/d)}n_d) \) time.
  \[
  \sum_{i=1}^{n} T_{\text{QUERY}}(2m, d, k_{i,t}) = \tilde{O}(m^{1-\Theta(1/d)}n_d)
  \]
  where the first step is according to Corollary 6.2.

- Forward computation takes \( O(d \cdot (Q_0 + nm^{7/8})) \) time.
  \[
  \sum_{i=1}^{n} O(d \cdot k_{i,t}) = O(d \cdot (Q_0 + nm^{7/8}))
  \]
  where the last step is according to Lemma 5.15 and Claim 5.16.
• Backward computation involving computing gradient $\Delta W$ and updating $W(t+1)$ takes $O(d \cdot (Q_0 + nm^{7/8}))$ time.

\[ O(d \cdot \text{nnz}(P)) = O(d \cdot (Q_0 + nm^{7/8})) \]

where the last step is the result of Lemma 5.15 and Claim 5.16.

• Updting the weight vectors takes $O((Q_0 + nm^{7/8}) \cdot \log^2(2m))$ time.

\[ T_{\text{update}} \cdot (|Q_{t,i}| + |Q_{t+1,i}|) = O(\log^2(2m)) \cdot \left( \sum_{i=1}^{n} k_{i,t} + k_{i,t+1} \right) \]

\[ = O(\log^2(2m)) \cdot (Q_0 + O(nm^{7/8})) \]

\[ = O((Q_0 + nm^{7/8}) \cdot \log^2(2m)) \]

where the first step is according to Corollary 6.2, the second step is the result of Lemma 5.15 and Claim 5.16, and the third step is the result of aggregating the terms.

Summing over all the quantities in four bullets gives us the per iteration cost $\tilde{O}(m^{1-\Theta(1/d)}nd)$.

7 Conclusion

Making neural networks more resilient to the impact of adversarial perturbations is a common application of adversarial training. The usual time complexity of training a neural network of width $m$, and $n$ input training data in $d$ dimension is $\Omega(mnd)$ per iteration for the forward and backward computation. We show that only a sublinear number of neurons are activated for every input data during every iteration when we apply the shifted ReLU activation layer. To exploit such characteristics, we leverage a high-dimensional search data structure for half-space reporting to design an adversarial training algorithm which only requires $\tilde{O}(m^{1-\Theta(1/d)}nd)$ time for every training iteration.
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