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ABSTRACT. In this paper, to design a piecewise linear contractual function, we
consider to solve the single-level nonconvex programming with integral opera-
tor which is equivalent to the principal-agent bilevel programming model with
continuous distribution. A modified constraint shifting homotopy method for
solving the Karush-Kuhn-Tucker system of the discrete nonconvex program-
mapping is proposed and the global convergence from any initial point in shifted
feasible set is proven under some mild conditions. A simple homotopy path
tracing algorithm is given and is implemented in Matlab. For some typical
risk averse utility functions and the typical distribution functions which si-
multaneously satisfy monotone likelihood ratio condition and convexity of the
distribution function condition, some numerical tests to design the piecewise
linear contract are done by our homotopy method as well as by using fmincon
in Matlab, LOQO and MINOS and, as a comparison, the piecewise constant
contracts are also designed by solving the single-level nonconvex programming
which is equivalent to the principal-agent bilevel programming model with
Corresponding author.

1. Introduction. In this paper, the principal-agent model with hidden action
which was proposed by Mirrless [1] is considered. This is a bilevel program-
problem, finite dimensional in case of discrete distribution or infinite dimensional
in case of continuous distribution, in which the upper level object is that principal
maximizes its expected utility through designing an incentive feasible compensation
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contract, and the constraints are the agent’s individual rational constraint and incentive compatibility constraint, which is the lower level optimization problem, i.e., the agent privately chooses a level of effort to maximize its own expected utility.

To transform it into a single level programming problem, an effective and conventional method is first-order approach (FOA) which substitutes the lower level problem by its Karush-Kuhn-Tucker (KKT) condition. Mirrlees [1, 2] and Roger-son [3] have proved the validity of FOA in the context of the assumptions that the distribution functions simultaneously satisfy monotone likelihood ratio condition (MLRC) and convexity of the distribution function condition (CDFC). Some distribution functions which simultaneously satisfy MLRC and CDFC have been constructed in [3, 4, 5]. For more references about first-order approach for solving principal-agent problems see, e.g., [6, 7, 8, 9, 10, 11].

After transforming the bilevel programming into a single level programming in the context of satisfying MLRC and CDFC, one can try to solve it by the existing algorithms for nonlinear programming, with suitable design of the contract in the case of continuous distribution. However, generally speaking, the single-level programming transformed from bilevel programming by FOA is a nonconvex programming and it is difficult to find its global optimal solution. Even if one wants to find a local optimal solution or a KKT point of it, it needs some strong assumptions to get global convergence. In order to avoid the difficulty of solving nonconvex programming, Myerson [12] proposed the generalized principal-agent model in the case of discrete distribution, which is a linear programming problem by taking the probability distribution of each possible compensation, output and private information triplet as choice variable. Prescott [13, 14] proposed the Dantzig-Wolfe decomposition algorithm for solving the generalized principal-agent model. A possible problem one may meet when he uses the excellent linear programming approach is: if the grid is sufficient fine, the size of the linear programming will be too big to solve. To avoid dealing with linear programming with huge size, Su and Judd [15] proposed a mathematical programming with equilibrium constraints (MPEC) approach and a hybrid procedure that combined MPEC and the linear programming approach for solving the generalized principal-agent model, in which they again met the difficulty of nonconvex programming and tried to find a solution as good as possible by using multi-initial points. In addition, solving generalized principal-agent model can only obtain the optimal probability distribution of each possible compensation, output and action triplet and not a specific contract.

To design a specific deterministic contract, we will try to give a globally convergent solution method for solving the equivalent nonconvex infinite-dimensional single-level nonlinear programming transformed from the bilevel programming of principal-agent model in continuous distribution case.

As an important globally convergent method, the homotopy method has been paid much attention for solving nonlinear problems since the 1970’s, see, e.g., [16, 17, 18]. For solving nonconvex nonlinear programming with inequality constraint, in [19] and [20], a combined homotopy interior point method was proposed, and the existence and global convergence of a smooth homotopy path from a given interior point to a KKT point was proved under the normal cone condition as well as some commonly used constraint qualifications. To weaken the normal cone condition and permit non-interior initial point, Yu and Shang [21] constructed a constraint shifting homotopy. Lin, Li and Yu [22] generalized the combined homotopy method to nonconvex programming with both equality and inequality constraints. Yang,
Yu and Xu [23] constructed a modified homotopy which is more convenient to use and the global convergence was proved under weaker conditions than the one given in [22].

In this paper, we consider to design a piecewise linear contractual function instead of designing general continuous contractual functions or designing discrete contractual functions, which in fact are piecewise constant contractual functions. To do so, we will solve the single-level nonconvex programming with integral operator which is equivalent to the principal-agent model in the space of piecewise linear functions. A globally convergent modified constraint shifting homotopy method for computing the solution to the KKT systems of the equivalent single level nonconvex programming with piecewise linear contractual function are proposed.

The remainder of this paper is organized as follows. In section 2, the infinite dimensional single-level nonconvex programming which is equivalent to the principal-agent model with continuous distribution and its finite dimensional version via designing a piecewise linear contractual function are introduced. Nonconvexity of them are also discussed. In section 3, a modified constraint shifting homotopy method for solving KKT systems of the single level nonconvex programming with piecewise linear contractual function is proposed and the existence and convergence of a smooth path from any initial point in shifted feasible set to the solution to KKT systems is proved. In section 4, a simple homotopy path tracing algorithm is listed and some numerical tests to design the piecewise linear contract are done by our homotopy method as well as by using fmincon in Matlab, LOQO and MINOS and, as a comparison, the piecewise constant contracts are also designed by solving the single-level nonconvex programming which is equivalent to the principal-agent bilevel programming model with corresponding discrete distributions. Numerical tests show that: to design a piecewise linear contract, which is much better than a piecewise constant contract, it needs only to solve a lower dimensional optimization problem and hence needs much less computing time. Numerical experiences also show that the modified constraint shifting homotopy method is robust and effective. The conclusions are made in section 5.

2. The model.

2.1. The principal-agent model. In the paper, we consider the following principal-agent model with hidden action in continuous distribution case which is a bilevel programming problem:

\[
\begin{align*}
\max_{s(x), a \in A} & \quad U(s(x), a) \quad (1a) \\
\text{s.t.} & \quad V(s(x), a) \geq V_0 \quad (1b) \\
& \quad a \in \arg \max_{\hat{a} \in A} V(s(x), \hat{a}), \quad (1c)
\end{align*}
\]

where

\[
U(s(x), a) = \int_{x \in X} u(x - s(x)) f(x, a) dx, \quad (2)
\]

\[
V(s(x), a) = \int_{x \in X} v(s(x), a) f(x, a) dx; \quad (3)
\]

are the expected utilities of the principal and the agent, \( u(\cdot) \) is the utility function of the principal, \( v(\cdot) \) is the utility function of the agent, \( s(x) \) is the contractual function, i.e., the wage paid to the agent for the output \( x \), (1b) is the individual
output $x \in X = [x_a, x_f]$, the set of possible output, and the agent chooses an action $a \in A = [a_l, a_u]$ on the basis of the agreed payment schedule $s(x)$. $f(x, a)$ is the continuous density function of output $x$ for the action $a$ undertaken by the agent, which is assumed sufficiently continuous differentiable in $x$ and $a$. Let $F(x, a)$ denote the distribution function of $f(x, a)$.

If the contract $s(x)$ is a piecewise constant on $x$ and $f(x, a)$ is a piecewise constant on $x$ when the action $a$ is taken by the agent, the model (1) is equivalent to the principal-agent model in discrete case, see [3].

As in the literatures, suppose that the principal is risk neutral with utility $u(x - s(x)) = x - s(x)$, and the agent is risk averse with a separable Von Neumann-Morgenstern utility $v(s(x), a) = v(s(x)) - c(a)$, with $v'(s(x)) > 0$, $v''(s(x)) < 0$ and $c''(a) \geq 0$. And suppose that the following two properties hold: (I) $f(x, a)$ satisfies MLRC, i.e., $\frac{F_a(x, a)}{f(x, a)}$ is nondecreasing in $x$ for every $a$. MLRC is used to insure that $s(x)$ is nondecreasing in outcome $x$. (II) $f(x, a)$ satisfies CDPC, i.e., $F_a(x, a) \geq 0$. CDPC is used to insure that the expected utility of the agent is concave in $a$. Then, by FOA, we have the following equivalent relaxed pareto-optimization programming of the principal-agent model with continuous distribution:

$$\max_{s(x), a \in A} \int_{x \in X} (x - s(x))f(x, a)dx,$$

(4a)

$$\text{s.t. } \int_{x \in X} v(s(x))f(x, a)dx - c(a) \geq V_0,$$

(4b)

$$\int_{x \in X} v(s(x))f_a(x, a)dx - c'(a) = 0,$$

(4c)

in which constraint (1c) is replaced with (4c).

When the contract $s(x)$ is a piecewise constant on $x$ and $f(x, a)$ is a piecewise constant on $x$ when the action $a$ is taken by the agent, the MLRC and CDPC are equivalent to the corresponding properties of the discrete distributions and the single-level programming (4) is also equivalent to the corresponding relaxed pareto-optimization programming in discrete case, see [3].

Generally speaking, the equivalent relaxed pareto-optimization programming (4) is a nonconvex nonlinear programming. Firstly, the equality constraint (4c) is generally nonlinear, consequently problem (4) is nonconvex. For example, let utility function of the risk averse agent be $v(s(x)) = -\exp(-s(x))$ and the distribution function be $F(x, a) = x \cdot \exp(a(x - 1))$ which is constructed in [4], then

$$V_a(s(x), a) = \int_{x \in X} v(s(x))f_a(x, a)dx - c'(a)$$

$$= -\int_{x \in X} \exp(-s(x)) \cdot (2x + ax^2 + 1 + ax) \cdot \exp(a(x - 1))dx - c'(a).$$

Obviously, the equality constraint function $V_a(s(x), a)$ is nonlinear.

Secondly, taking second order partial derivative with $s(x)$ of the inequality constraint function $V(s(x), a)$ in (4), we have

$$V_{ss}(s(x), a) = \int_{x \in X} v''(s(x))f(x, a)dx.$$
Since \( v'' < 0 \) and \( f(x, a) \) is a density function, we get \( V_s(s(x), a) \leq 0 \). Therefore, \( V(s(x), a) \) is concave in \( s(x) \). Although the inequality constraint function \( V(s(x), a) \) is concave in both \( s(x) \) and \( a \) implied by CDPC, \( V(s(x), a) \) is generally a nonconcave function. For example, let \( G(x, y) = -xy + 1 \), although \( G(x, y) \) is not only concave but also convex in \( x \) and \( y \), it is neither concave nor convex. Since the Hessian matrix of \( G(x, y) \) is

\[
\nabla^2 G = \begin{pmatrix} 0 & -1 \\ -1 & 0 \end{pmatrix}.
\]

By simple computation, the eigenvalues of the Hessian matrix \( \nabla^2 G \) are \(-1\) and \(1\). Then, the Hessian matrix \( \nabla^2 G \) is indefinite, i.e., \( G(x, y) \) is neither concave nor convex.

### 2.2. The principal-agent model with piecewise linear deterministic contractual function

Suppose the nodes which have been known in \( X \) satisfy \( \bar{x} = x_1 \leq x_2 \leq \ldots \leq x_m \leq x_{m+1} = \bar{x} \), and designing piecewise linear contractual function as follows:

\[
s(x) = \begin{cases} 
  s_1(x) = p_1x + q_1, & x_1 \leq x \leq x_2, \\
  s_2(x) = p_2x + q_2, & x_2 \leq x \leq x_3, \\
  \vdots \\
  s_m(x) = p_mx + q_m, & x_m \leq x \leq x_{m+1},
\end{cases}
\]

which satisfies

\[
p_l x_{l+1} + q_l = p_{l+1} x_{l+1} + q_{l+1}, l = 1, 2, \ldots, m - 1.
\]

Then, the expected utilities (2) and (3) of the principal-agent model with hidden action can be reformulated as follows:

\[
U(s(x), a) = \int_{x \in X} (x - s(x)) f(x, a) dx = \sum_{l=1}^{m} \int_{x_l}^{x_{l+1}} u(x - p_l x - q_l) f(x, a) dx,
\]

\[
V(s(x), a) = \int_{x \in X} v(s(x), a) f(x, a) dx = \sum_{l=1}^{m} \int_{x_l}^{x_{l+1}} v(p_l x + q_l) f(x, a) dx - c(a).
\]

Therefore, the relaxed pareto-optimization programming (4) of the principal-agent model with piecewise linear deterministic contractual function can be written as follows:

\[
\begin{align*}
\min & - \sum_{l=1}^{m} \int_{x_l}^{x_{l+1}} (x - p_l x - q_l) f(x, a) dx \\
\text{s.t.} & - \sum_{l=1}^{m} \int_{x_l}^{x_{l+1}} v(p_l x + q_l) f(x, a) dx + c(a) + V_0 \leq 0, \\
& a - \bar{a} \leq 0, \\
& -a + a \leq 0, \\
& p_l x_{l+1} + q_l - p_{l+1} x_{l+1} - q_{l+1} = 0, \quad l = 1, 2, \ldots, m - 1, \\
& \sum_{l=1}^{m} \int_{x_l}^{x_{l+1}} v(p_l x + q_l) f_a(x, a) dx - c'(a) = 0.
\end{align*}
\]
As a matter of convenience, we give the following denotation respectively:

\[
\phi(p, q, a) = -\sum_{i=1}^{m} \int_{x_i}^{x_{i+1}} (x - p_i x - q_i) f(x, a) dx,
\]

\[
g_1(p, q, a) = -\sum_{i=1}^{m} \int_{x_i}^{x_{i+1}} v(p_i x + q_i) f(x, a) dx + c(a) + V_0,
\]

\[
g_2(p, q, a) = a - \bar{a},
\]

\[
g_3(p, q, a) = -a + \bar{a},
\]

\[
h_1(p, q, a) = p_1 x_2 + q_1 - p_2 x_2 - q_2,
\]

\[
h_2(p, q, a) = p_2 x_3 + q_2 - p_3 x_3 - q_3,
\]

\[
\cdots
\]

\[
h_{m-1}(p, q, a) = p_{m-1} x_m + q_{m-1} - p_m x_m - q_m,
\]

\[
h_m(p, q, a) = \sum_{i=1}^{m} \int_{x_i}^{x_{i+1}} v(p_i x + q_i) f_a(x, a) dx - c'(a),
\]

where \( p = (p_1, p_2, \ldots, p_m)^T, \ q = (q_1, q_2, \ldots, q_m)^T, \ a = a. \) For the sake of convenience, we also denote \( \theta = (a, p, q)^T \) and \( \Omega = \{ \theta : g_i(\theta) \leq 0, h_j(\theta) = 0, i = 1, 2, 3, j = 1, 2, \ldots, m \}. \)

Then, the equivalent relaxed pareto-optimization programming (8) of the principal-agent model with piecewise linear deterministic contractual function can be rewritten as follows:

\[
\begin{align*}
\min_{\theta} & \quad \phi(\theta), \\
\text{s.t.} & \quad g_i(\theta) \leq 0, i \in \{1, 2, 3\} \\
& \quad h_j(\theta) = 0, j \in \{1, 2, \ldots, m\}.
\end{align*}
\] (9)

As it’s known that it is difficult to obtain the global solution of nonconvex nonlinear programming, we can only obtain the solution to its KKT systems. Therefore, in order to solve problem (9), we need to solve the following KKT systems:

\[
\nabla \phi(\theta) + \sum_{i=1}^{3} \nabla g_i(\theta) y_i + \sum_{j=1}^{m} \nabla h_j(\theta) z_j = 0
\]

\[
h_j(\theta) = 0, j = 1, 2, \ldots, m
\]

\[
y_i g_i(\theta) = 0, y_i \geq 0, g_i(\theta) \leq 0, i = 1, 2, 3,
\]

where \( z \in R^n, \nabla = \left( \frac{\partial \phi}{\partial p}, \frac{\partial \phi}{\partial q}, \frac{\partial \phi}{\partial a} \right)^T. \)

Throughout the paper, let \( R^n, R^n_+, R^n_{++} \) denote \( n \)-dimension Euclidean space, nonnegative orthant and positive orthant of \( R^n \), respectively. The following parameterized Sard’s lemma (see Theorem 2.1., [18]) will be used in this paper. Let \( B \subset R^n \) be an open set and let \( \varphi : B \rightarrow R^p \) be a \( C^\alpha \) \( (\alpha > \text{max}\{0, n - p\}) \) mapping; we say that \( \pi \in R^p \) is a regular value of \( \varphi \) if

\[
\text{Range} \left[ \partial \varphi(\theta) / \partial \theta \right] = R^p, \forall \theta \in \varphi^{-1}(\pi).
\]

**Lemma 2.1.** Let \( B \subset R^n, \ D \subset R^m \) be open sets, and let \( \varphi : B \times D \rightarrow R^k \) be a \( C^\alpha \) mapping, where \( \alpha > \text{max}\{0, m - k\} \). If \( 0 \in R^k \) is a regular value of \( \varphi \), then for almost all \( b \in B, \ 0 \) is a regular value of \( \varphi_b = \varphi(b, \cdot). \)
3. Modified constraint shifting homotopy method. In this paper, let \( \tilde{g}_i(\theta, t), i = 1, 2, 3 \) and \( \tilde{h}_j(\theta, t), j = 1, 2, \ldots, m \) be the shifted constraint functions, which satisfy the following conditions:

(A1) \( \tilde{g}_i(\theta, t), i = 1, 2, 3 \) and \( \tilde{h}_j(\theta, t), j = 1, 2, \ldots, m \) are three times continuously differentiable.

(A2) \( \tilde{g}_i(\theta, 0) = g_i(\theta), i = 1, 2, 3 \) and \( \tilde{h}_j(\theta, 0) = h_j(\theta), j = 1, 2, \ldots, m \).

For the sake of convenience, denote \( \Omega(t) = \{ \theta : \tilde{g}_i(\theta, t) \leq 0, \tilde{h}_j(\theta, t) = 0, i = 1, 2, 3, j = 1, 2, \ldots, m \}, \Omega^0(t) = \{ \theta : \tilde{g}_i(\theta, t) < 0, \tilde{h}_j(\theta, t) = 0, i = 1, 2, 3, j = 1, 2, \ldots, m \}, \partial\Omega(t) = \Omega(t) \setminus \Omega^0(t), \) and \( I_i(\theta) = \{ i \in \{ 1, 2, 3 \} : \tilde{g}_i(\theta, t) = 0 \} \) respectively. Let \( \nabla \tilde{g}(\theta, t) \) and \( \nabla \tilde{h}(\theta, t) \) denote the gradient of \( \tilde{g}(\theta, t) \) and \( \tilde{h}(\theta, t) \) with respect to the variate \( \theta \), respectively.

To solve the KKT systems (10) of problem (9), for any randomly chosen \( \xi \in R^{2m+1} \) and any given \( \eta \in R_+^3 \), a modified constraint shifting homotopy is constructed as follows:

\[
H(w, t) = \begin{pmatrix}
(1 - t)(\nabla \phi(\theta) + \nabla \tilde{g}(\theta, t)y) + \nabla \tilde{h}(\theta, t)z + t(\theta - \theta^0) + t(1 - t)\xi
\end{pmatrix}
\]

\[
\begin{pmatrix}
Y \tilde{g}(\theta, t) + t\eta \\
\tilde{h}(\theta, t)
\end{pmatrix}
\]

where \( w = (\theta, y, z)^T \in R^{2m+1} \times R^3 \times R^m, \theta^0 \in \Omega^0(1), Y = \text{diag}(y_1, y_2, y_3), \) the shifted constraint functions \( \tilde{g}_i(\theta, t), i = 1, 2, 3 \) and \( \tilde{h}_j(\theta, t), j = 1, 2, \ldots, m \) also satisfy the following conditions:

(A3) (Slater condition) \( \forall \theta \in [0, 1], \Omega^0(t) \neq \emptyset \) and \( \cup_{t \in [0, 1]} \Omega(t) \) is bounded.

(A4) (Positive-linearly independent condition) \( \forall \theta \in [0, 1], \theta \in \Omega(t), \) matrix \( \{ (\nabla \tilde{g}_i(\theta, t))_{i \in I_1(\theta)}, \nabla \tilde{h}(\theta, t) \} \) is positive-linearly independent (see [24]) at \( \theta \).

(A5) (The normal cone condition) \( \forall \theta \in \partial\Omega(1), \) the normal cone of \( \Omega(1) \) only meets \( \partial\Omega(1) \) at \( \theta \), i.e., \( \forall \theta \in \partial\Omega(1), \)

\[
\{ \theta + \sum_{i \in I_1(\theta)} \nabla \tilde{g}_i(\theta, 1)y_i + \sum_{j=1}^m \nabla \tilde{h}_j(\theta, 1)z_j \mid i \in I_1(\theta), y_i \geq 0, z_j \in R^m \} \cap \Omega(1) = \{ \theta \}.
\]

Remark 1. In comparison with [22], the normal cone condition (A5) only requires that the constraint shifting set \( \Omega(t) \) holds at \( t = 1 \) but not the whole constraint set \( \Omega \). Therefore, it is more weaker than that of [22]. In comparison with [23], the construction of the shifted constraint functions in homotopy (11) is more optional and our method can solve the more general problems, as is shown in the following example that some problems can be solved by our method while which can’t be solved by the method in [23].

Example 1. Considering nonconvex feasible set \( \Omega = \{ x : x_1^2 + x_2^2 - 9 \leq 0, 1 - (x_1 - 2.2)^2 - x_2^2 \leq 0 \} = D_1 \setminus D_2 \), where \( D_1 = \{ x : x_1^2 + x_2^2 - 9 \leq 0 \} \) and \( D_2 = \{ x : (x_1 - 2.2)^2 + x_2^2 - 1 < 0 \} \) are two discs.

The nonconvex feasible set \( \Omega \) which is drawn in the Figure 1(a), 2(a), 3(a) and 4(a) (the area filled with gray) doesn’t satisfy the normal cone condition, since the normal line drawn in the figure intersects the set \( \Omega \) itself.

We cannot construct a shifted constraint function of the form \( \tilde{g}(x, t) = g(x) - t\tau \phi, \tau \geq 0 \) given in [23] to satisfy both conditions (A4) and (A5). Two typical cases are given below to show its unfeasibility: in case 1, both conditions (A4) and (A5) are violated; in case 2, condition (A5) is satisfied, however, condition (A4) is violated.
Case 1. When $\rho = 1$ and $\tau = 4c_1 = 4 \ast (1, 0)^T$, the shifted constraint function $\bar{g}(x, t)$ is
\[
\bar{g}(x, t) = (\bar{g}_1(x, t), \bar{g}_2(x, t))^T = g(x) - 4t \ast e_1 = (x_1^2 + x_2^2 - 9 - 4t, 1 - (x_1 - 2.2)^2 - x_2^2)^T. \tag{12}
\]
In the shifting process, the shifting feasible set $\Omega(t) = D_1(t) \setminus D_2(t) = \{ x : \bar{g}(x, t) \leq 0 \}$ generated by (12) will deform from $\Omega(1)$ to $\Omega(0) = \Omega$ when $t$ changes from $t = 1$ to $t = 0$, in which the bigger disc $D_1(t) = \{ x : \bar{g}_1(x, t) \leq 0 \}$ will gradually shrink up to $D_1$ while the smaller disc $D_2(t) = D_2$ will keep fixed. For more details about the shifting process see Figure 1(a)-(d) for $t=0, 0.2, 0.31$ and 1, respectively.

![Figure 1](image)

**Figure 1.** The process of constraint shifting generated by (12) for $t=0$, 0.2, 0.31, 1.

Since the normal line intersects the set $\Omega(1)$ itself as is shown in the Figure 1(d), the shifting feasible set $\Omega(1)$ doesn’t satisfy normal cone condition. Moreover, as is shown in the Figure 1(c), for $t = 0.31$ the shifting feasible set $\Omega(t)$ doesn’t satisfy the positive linearly independent condition at the point, at which the smaller disc $D_2(t)$ is internally tangent to the bigger disc $D_1(t)$ and the two normal lines are in the opposite direction.

Case 2. When $\rho = 1$ and $\tau = 2c_2 = 2 \ast (0, 1)^T$, the shifted constraint function $\bar{g}(x, t)$ is
\[
\bar{g}(x, t) = (\bar{g}_1(x, t), \bar{g}_2(x, t))^T = g(x) - 2t \ast e_2 = (x_1^2 + x_2^2 - 9, 1 - (x_1 - 2.2)^2 - x_2^2 - 2t)^T. \tag{13}
\]
As parameter $t$ changes from $t = 1$ to $t = 0$, the shifting feasible set $\Omega(t) = D_1(t) \setminus D_2(t) = \{ x : \bar{g}(x, t) \leq 0 \}$ generated by shifted constraint function (13) will deform from $\Omega(1)$ to $\Omega(0) = \Omega$, in which the bigger disc $D_1(t) = D_1$ will keep fixed, while the smaller disc $D_2(t) = \{ x : \bar{g}_2(x, t) < 0 \}$ will gradually expand from an empty set $D_2(1)$ to $D_2$. For more details about the shifting process see Figure 2(a)-(d) for $t = 0, 0.18, 0.4$ and 1, respectively.

As is shown in the Figure 2(d), for $t = 1$ the shifting feasible set $\Omega(t)$ is the whole disc $D_1(1)$ itself which is a convex set, naturally, it satisfies the normal cone condition. However, as is shown in the Figure 2(b), for $t = 0.18$ the shifting feasible set $\Omega(t)$ doesn’t satisfy the positive linearly independent condition at the point, at which the smaller disc $D_2(t)$ is internally tangent to the bigger disc $D_1(t)$ and the two normal lines are in the opposite direction.
In comparison with the shifted constraint function \( \bar{g}(x,t) \) given in [23], we can construct a shifted constraint function of the form \( \tilde{g}(x,t) \) given in the modified homotopy (11) to satisfy both conditions (A4) and (A5). Two typical cases are given below to show its feasibility.

**Case A.** The shifted constraint function \( \tilde{g}(x,t) \) is constructed as
\[
\tilde{g}(x,t) = (\tilde{g}_1(x,t), \tilde{g}_2(x,t))^T = (x_1^2 + x_2^2 - 9 + 7t, 1 - (x_1 - 2.2)^2 - x_2^2)^T. \tag{14}
\]
In the shifting process, the shifting feasible set \( \Omega(t) = D_1(t) \setminus D_2(t) = \{ x : \tilde{g}(x,t) \leq 0 \} \) generated by (14) will deform from \( \Omega(1) \) to \( \Omega(0) = \Omega \) as parameter \( t \) changes from \( t = 1 \) to \( t = 0 \), in which the bigger disc \( D_1(t) = \{ x : \tilde{g}_1(x,t) \leq 0 \} \) will gradually expand up to \( D_1 \) while the smaller disc \( D_2(t) = D_2 \) will keep fixed. For more details about the shifting process see Figure 3 (a)-(d) for \( t = 0, 0.2, 0.6 \) and 1, respectively.

**Case B.** The shifted constraint function \( \tilde{g}(x,t) \) is constructed as
\[
\tilde{g}(x,t) = (\tilde{g}_1(x,t), \tilde{g}_2(x,t))^T = ((x_1 + t)^2 + x_2^2 - 9, 1 - (x_1 - 2.2 - t)^2 - x_2^2)^T. \tag{15}
\]
When parameter \( t \) changes from \( t = 1 \) to \( t = 0 \), the shifting feasible set \( \Omega(t) = D_1(t) \setminus D_2(t) = \{ x : \tilde{g}(x,t) \leq 0 \} \) generated by (15) will deform from \( \Omega(1) \) to \( \Omega(0) = \Omega \), in which the disc \( D_1(t) = \{ x : (x_1 + t)^2 + x_2^2 - 9 \leq 0 \} \) and \( D_2(t) = \{ x : -\tilde{g}_2(x,t) < 0 \} \) will keep the shape unchanged and move towards each other. For more details about the shifting process see Figure 4 (a)-(d) for \( t = 0, 0.3, 0.9 \) and 1, respectively.
As is shown in the Figure 4(d), for $t = 1$ the shifting feasible set $\Omega(t)$ is the whole disc $D_1(1)$ itself which is a convex set, naturally, it satisfies normal cone condition. Moreover, in the shifting process as is shown in the Figure 4 (a)-(d), $\Omega(t)$ always satisfies the positive linearly independent condition as $t$ changes from $t = 1$ to $t = 0$.

For the modified homotopy (11), when $t = 0$, the homotopy equation $H(w, 0) = 0$ turns to the KKT systems (10) of problem (9); when $t = 1$, the homotopy equation $H(w, 1) = 0$ has a unique simple solution, which can be proved by the following lemma.

**Lemma 3.1.** If $H(w, t)$ is defined as (11) and conditions (A1)-(A5) hold, then the homotopy equation $H(w, 1) = 0$ has a unique solution

$$
(\theta, y, z) = (\theta^0, y^0, z^0) = (\theta^0, -[\text{diag}(\tilde{g}(\theta^0, 1))]^{-1}\eta, 0).
$$

**Proof.** By the condition (A3), suppose that $(\tilde{\theta}, \tilde{y}, \tilde{z})$ be a solution of homotopy equation $H(w, 1) = 0$. From $H((\tilde{\theta}, \tilde{y}, \tilde{z}), 1) = 0, \eta \in R^3_{++}$ and $\tilde{y} \geq 0$, we get $\tilde{\theta} \in \Omega_1$.

Next, we will proceed by contradiction and assume $\tilde{\theta} \neq \theta^0$, which implies that $\tilde{z} \neq 0$. By the first equation of $H((\tilde{\theta}, \tilde{y}, \tilde{z}), 1) = 0$, we have $\theta^0 = \tilde{\theta} + \nabla h(\tilde{\theta}, 1)\tilde{z}$, which contradicts with the condition (A5). Hence, $\tilde{\theta} = \theta^0$ and $\nabla h(\tilde{\theta}, 1)\tilde{z} = \nabla h(\theta^0, 1)\tilde{z} = 0$.

From the condition (A4), we get $\tilde{z} = 0$. From the second equation of $H((\tilde{\theta}, \tilde{y}, \tilde{z}), 1) = 0$, we have $\tilde{y} = -[\text{diag}(\tilde{g}(\theta^0, 1))]^{-1}\eta$.

Therefore, we obtain the result. \hfill \square

For a given $w^0 \in \Omega^0(1) \times R^3_{++} \times R^m$, the zero-point set of $H(w, t)$ is denoted as follows:

$$
H^{-1}_w(0) = \{(w, t) \in \Omega^0(1) \times R^3_{++} \times R^m \times (0, 1] : H(w, t) = 0\}.
$$

**Theorem 3.2.** Suppose that conditions (A1)-(A5) hold, for almost all $w^0 \in \Omega^0(1) \times R^3_{++} \times R^m$, the zero-point set of the homotopy equation (11) contains a smooth curve $\Gamma_{w^0} \subset \Omega^0(1) \times R^3_{++} \times R^m \times (0, 1]$ starting from $(\theta^0, y^0, z^0, 1)$, which terminates in or approaches to the hyperplane $t = 0$. If $(\theta^*, y^*, z^*, 0)$ is an ending limit point of $\Gamma_{w^0}$, then $w^* = (\theta^*, y^*, z^*)$ is a solution to KKT systems (10) of problem (9).

**Proof.** Let $\tilde{H}(w, \theta^0, \xi, t)$ be the same mapping as $H(w, t)$ but also taking $(\theta^0, \xi)$ as variate. Considering the submatrix of the Jacobian $D\tilde{H}(w, \theta^0, \xi, t)$:

$$
\frac{\partial \tilde{H}(w, \theta^0, \xi, t)}{\partial (\theta^0, y, \xi)} = \begin{pmatrix}
-tI & (1-t)\nabla \tilde{g}(\theta, t) & t(1-t)I \\
0 & \text{diag}(\tilde{g}(\theta, t)) & 0 \\
\nabla h(\theta^0, t)^T & 0 & 0
\end{pmatrix}.
$$

For all $t \in (0, 1)$, from $\eta > 0$ and $Y \tilde{g}(\theta, t) + t\eta = 0$, we get that $\text{diag}(\tilde{g}(\theta, t))$ is nonsingular. Since for any $\theta^0 \in \Omega^0(1)$, $\nabla h(\theta^0, t)$ is a matrix of full column rank, we
have that $\nabla \tilde{h}(\theta^0, t)^T$ is a matrix of full row rank. Therefore, $
abla \tilde{h}(w, \theta^0, t)$ is a matrix of full row rank for any $t \in (0, 1)$, which implies that matrix $D\tilde{H}(w, \theta^0, t)$ is full row rank for any $t \in (0, 1)$.

Noting that the matrix

$$
\frac{\partial H(w(0), 1)}{\partial w} = \begin{pmatrix}
Y^0 \nabla \tilde{g}(\theta^0, 1)^T & \text{diag}(\tilde{g}(\theta^0, 1)) & 0 \\
\nabla \tilde{h}(\theta^0, 1)^T & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
$$

is nonsingular, we get that the matrix $D\tilde{H}(w, \theta^0, t)$ is a matrix of full row rank for any $t \in (0, 1]$, which implies that $0$ is a regular value of $H(w, \theta^0, t)$. Therefore, by Lemma 2.1, for almost all $(\theta^0, \xi) \in \Omega^0(1) \times R^{2m+1}$, $0$ is a regular value of $H(w, t)$. For given $w(0) \in \Omega^0(1) \times R^4 \times R^m$, if $0$ is a regular value of $H(w, t)$, from the fact $H(w(0), 1) = 0$, $\frac{\partial H(w(0), 1)}{\partial w}$ is nonsingular and the implicit function theorem, we know that $H(w, 0)$ must contain a smooth curve $\Gamma_{w(0)}$, which starts from $(\theta^0, y^0, z^0, 1)$, goes into $\Omega^0(1) \times R^4 \times R^m \times (0, 1)$ and terminates in the boundary of $\Omega(t) \times R^4 \times R^m \times [0, 1]$.

Let $(\theta^*, y^*, z^*, t^*)$ be a limit point of $\Gamma_{w(0)}$ when $t \to 0$. Only the following five cases are possible:

(i) $(\theta^*, y^*, z^*, t^*) \in \Omega(1) \times R^4 \times R^m$, $t^* = 1$, $\|(y^*, z^*)\| < \infty$;
(ii) $(\theta^*, y^*, z^*, t^*) \in \Omega(t^*) \times R^4 \times R^m$, $t^* \in (0, 1]$, $\|(y^*, z^*)\| = \infty$;
(iii) $(\theta^*, y^*, z^*, t^*) \in \partial \Omega(t^*) \times R^4 \times R^m$, $t^* \in (0, 1)$, $\|(y^*, z^*)\| < \infty$;
(iv) $(\theta^*, y^*, z^*, t^*) \in \partial \Omega(t^*) \times R^4 \times R^m$, $t^* \in (0, 1)$, $\|(y^*, z^*)\| = \infty$;
(v) $(\theta^*, y^*, z^*, t^*) \in \Omega \times R^4 \times R^m$, $t^* = 0$, $\|(y^*, z^*)\| < \infty$.

It follows from Lemma 3.1 that $w(0) = (\theta^0, y^0, z^0)$ is the unique simple solution of $H(w(0), 1) = 0$, which implies that case (i) is impossible.

If the case (ii) happens, there exists a sequence of points $\{(\theta^k, y^k, z^k, t^k)\} \subset \Gamma_{w(0)}$ such that $t^k \to t^* \in [0, 1]$, $\theta^k \to \theta^* \in \Omega(t^*)$ and $\|(y^k, z^k)\| \to \infty$ as $k \to \infty$. From the first equation of (11), we have

$$
(1 - t^k)(\nabla \phi(\theta^k) + \sum_{i=1}^{3} y_i^k \nabla \tilde{g}_i(\theta^k, t^k) + \sum_{j=1}^{m} \nabla \tilde{h}_j(\theta^k, t^k)z_j^k)
+ t^k(\theta^k - \theta^0) + t^k(1 - t^k)\xi = 0.
$$

And only the following two subcases are possible: (I) $t^* = 1$; (II) $t^* \in (0, 1)$.

(I) $t^* = 1$. If $\|(1 - t^k)y^k, z^k\| < \infty$, suppose $((1 - t^k)y^k, z^k) \to (y^*, z^*)$, then $y_i^* = 0$ for $i \notin I_1(\theta^*)$ from the second equation of (11). Taking limits in (16) as $k \to \infty$, we have

$$
\theta^0 = \theta^* + \lim_{k \to \infty} \left[ (1 - t^k)(\nabla \phi(\theta^k) + \sum_{i=1}^{3} y_i^k \nabla \tilde{g}_i(\theta^k, t^k) + \sum_{j=1}^{m} \nabla \tilde{h}_j(\theta^k, t^k)z_j^k) \
+ t^k(\theta^k - \theta^0) + t^k(1 - t^k)\xi = 0 \right].
$$

which contradicts with condition (A5).

If $\|(1 - t^k)y^k, z^k\| \to \infty$, the discussion is the same as case (II).
(II) \( t^* \in [0, 1] \). Without loss of generality, suppose that \( ((1 - t^k)y^k, z^k)) \to ((\alpha^*, \beta^*) with \( \|\alpha^*, \beta^*\| = 1 \) and \( \alpha^*_i = 0 \) for \( i \notin I^*(\theta^*) \). Dividing the both sides of equation (16) by \( \|((1 - t^k)y^k, z^k)) \) and taking limits as \( k \to \infty \), we have
\[
\sum_{i \in I^*(\theta^*)} \alpha^*_i \nabla \tilde{g}_i(\theta^*, t^*) + \sum_{j=1}^m \beta^*_j \nabla \tilde{h}_j(\theta^*, t^*) = 0,
\]
which contradicts with condition (A4).

From the above discussions (I) and (II), we conclude that case (ii) is also impossible.

From diag(\( \tilde{g}(\theta^*, t^*) \))y* + t* \( \eta = 0 \), we have that \( t^* > 0 \) and \( y^* \in \partial R^3 \), i.e., \( y^*_i = 0 \) for some \( 1 \leq i \leq 3 \) can’t happen simultaneously. Therefore, case (iii) is impossible. If \( y^*_i > 0 \) and \( t^* > 0 \), from diag(\( \tilde{g}(\theta^*, t^*) \))y* + t* \( \eta = 0 \), we get diag(\( \tilde{g}(\theta^*, t^*) \)) < 0, which implies that case (iv) is impossible.

As a conclusion, case (v) is the only possible case. That is \( \Gamma_{w^*} \) must terminate in or approach to the hyperplane at \( t^* = 0 \) and \( w^* = (\theta^*, y^*, z^*) \) is a solution to KKT systems (10) of problem (9).

**Remark 2.** In Theorem 3.2, the global convergence only means that the proposed method, i.e., the modified constraint shifting homotopy method, converges globally for solving the KKT systems (10).

### 4. Implementation of the algorithm and numerical examples.

For the modified constraint shifting homotopy (11), the numerical path-tracing of the homotopy path \( \Gamma_{w^*} \) can be implemented by the following procedure, in which predictor-corrector procedure contains three steps: the first predictor step, the midway predictor step and the corrector step. The first predictor step is taken by computing the tangent direction, and the midway predictor steps are taken by using secant directions. The corrector steps are taken by Newton iterations for solving an augmented system. Some detailed discussions on the predictor-corrector algorithms and the convergence can be seen, e.g., [25, 26] and etc. Detailed description of the implementation on homotopy method is formulated as follows.

**Algorithm 4.1.**

**Step 1.** Initialization.

For the given risk averse utility \( v(\cdot) \), density function \( f(x, a) \), the minimum expected utility \( V_0 \), the number \( m \) of nodes and node points \( x_i, i = 1, 2, \ldots, m \), formulate \( \phi(\theta) \), \( g(\theta) \), \( h(\theta) \) in the principal-agent model with piecewise linear contractual function, shifted constraint functions \( \tilde{g}(\theta, t) \), the homotopy map \( H \) and its Jacobian. Set the accuracy parameters \( \varepsilon_1 \geq \varepsilon_2 > 0 \), initial point \( (\theta^0, 1) \in \Omega^0(1) \), initial steplength \( \lambda_0 > 0 \), minimum steplength \( \lambda_{\text{min}} \); the maximum steplen length \( \lambda_{\text{max}} \), the maximum number \( N \) of the corrector steps, the threshold value \( \varepsilon_\alpha \) for the angle between two neighbouring predictor directions, step contraction factors \( \varepsilon_1, \varepsilon_2 \) and \( \varepsilon_3 \), step expansion factors \( \varepsilon_4 \) and \( \varepsilon_5 \), a random vector \( \xi \), a positive vector \( \Omega \) and the threshold value \( 0 < \varepsilon_1 < 1 \) for starting the end game. Set \( k = 0 \).

**Step 2.** The first predictor step.

If \( k = 0 \), set \( \lambda = \lambda_0, \varepsilon = \varepsilon_1 \);

Let \( d^{-1} = (0, \ldots, 0, -1)^T \in R^{2m+1+3+m+1} \) and compute the predictor step \( d \) by

...
Step 4. The corrector step.

Set \( j = 0 \); Repeat; Compute the Newton step \( \hat{d} \) by solving
\[
\begin{bmatrix}
DH(w^{k+1,j}, t_{k+1,j}) \\
(d^k)^T
\end{bmatrix} \hat{d} = -H(w^{k+1,j}, t_{k+1,j})
\]

Determine the smallest nonnegative integer \( i \) such that
\[
(w^{k+1,j+1}, t_{k+1,j+1}) = (w^{k+1,j}, t_{k+1,j}) + \epsilon_3 \hat{d} \in \Omega(t_{k+1,j+1}) \times R^3 \times R^m \times (0,1) \text{ and } \lambda = \epsilon_3 \lambda;
\]
Go to Step 3;

Else
Go to Step 5;

Step 3. The corrector step.

Set \( j = 0 \); Repeat; Compute the Newton step \( \hat{d} \) by solving
\[
\begin{bmatrix}
DH(w^{k+1,j}, t_{k+1,j}) \\
(d^k)^T
\end{bmatrix} \hat{d} = -H(w^{k+1,j}, t_{k+1,j})
\]

Determine the smallest nonnegative integer \( i \) such that
\[
(w^{k+1,j+1}, t_{k+1,j+1}) = (w^{k+1,j}, t_{k+1,j}) + \epsilon_3 \hat{d} \in \Omega(t_{k+1,j+1}) \times R^3 \times R^m \times (0,1) \text{ and } \lambda = \epsilon_3 \lambda;
\]
If \( \|H(w^{k+1,j+1}, t_{k+1,j+1})\|_\infty \leq \|H(w^{k+1,j}, t_{k+1,j})\|_\infty \) go to Step 6.

Else
Set \( j = \bar{N} \) and \( (w^{k+1,j}, t_{k+1,j}) = (w^{k+1}, t_{k+1}) \), until \( \|H(w^{k+1,j}, t_{k+1,j})\|_\infty \leq \epsilon \text{ or } j = \bar{N} \);
Go to Step 4.

Step 4. The steepest descent.

If \( j = \bar{N} \) and \( \|H(w^{k+1,j}, t_{k+1,j})\|_\infty > \epsilon \),
Set \( \lambda = \max\{\lambda_{\min}, \epsilon_2 \lambda\} \) and \( (w^{k+1,j}, t_{k+1,j}) = (w^k, t_k) + \lambda \hat{d} \);
Go to Step 3;

Else
Set \( (w^{k+1}, t_{k+1}) = (w^{k+1,j}, t_{k+1,j}) \), adjust the steplength \( \lambda \) as follows:
If \( (d^k)^T \hat{d} < \epsilon_{\alpha} \), set \( \lambda = \max\{\lambda_{\min}, \epsilon_1 \lambda\} \);
If \( j > 3 \), set \( \lambda = \max\{\lambda_{\min}, \epsilon_2 \lambda\} \);
If \( j = 2 \), set \( \lambda = \min\{\lambda_{\max}, \epsilon_4 \lambda\} \);
If \( j < 2 \), set \( \lambda = \min\{\lambda_{\max}, \epsilon_5 \lambda\} \);
If \( t_{k+1} < \epsilon_4 \), go to Step 6.
If \( \|H(w^{k+1,0})\|_\infty \leq \epsilon_2 \) and \( w^{k+1} \) is feasible, then terminate the algorithm.
\( \bar{w} = w^{k+1} \) is the optimal solution to the KKT systems (10). Therefore, \( \bar{a} = a^k \) is the optimal action and \( s^k_{i+1}(x) = p^k_{i+1}x + q^k_{i+1}, i = 1, 2, \ldots, m \) is the piecewise linear contractual function.
Set \( \epsilon = \min\{t_{k+1}, \epsilon_1\} \), \( k = k + 1 \).

Step 5. The midway predictor step.
Let \( d^k = ((w^k, t_k) - (w^{k-1}, t_{k-1})) / \|(w^k, t_k) - (w^{k-1}, t_{k-1})\| \).
Determine the smallest nonnegative integer \( i \) such that
\[
(w^{k+1,j,0}, t_{k+1,0}) = (w^k, t_k) + \epsilon_3 \hat{d} \in \Omega(t_{k+1,0}) \times R^3 \times R^m \times (0,1) \text{ and } \lambda = \epsilon_3 \lambda;
\]
Set \( \lambda = \epsilon_3 \lambda \);
Go to Step 3.

Step 6. The end game.
Set \( j = 0 \); \( w^{k+1,0} = w^{k+1} \);
Repeat;
Compute the Newton step \( d_{\text{end}} \) by solving the equation
\[
\frac{\partial H}{\partial w}(w^{k+1,j},0)d_{\text{end}} = -H(w^{k+1,j},0),
\]
set \( w^{k+1,j+1} = w^{k+1,j} + d_{\text{end}}, j = j+1; \)

Until, \( \|H(w^{k+1,j},0)\|_\infty < \varepsilon_2 \) or \( j = N; \)

If \( \|H(w^{k+1,j},0)\|_\infty \leq \varepsilon_2 \) and \( w^{k+1,j} \) is feasible, then terminate the algorithm.

\( \hat{w} = w^{k+1,j} \) is the computed solution to the KKT systems (10). Therefore, \( \hat{a} = a^{k+1,j} \) is the optimal action and \( s_i^{k+1,j}(x) = p_i^{k+1,j}x + q_i^{k+1,j}, i = 1, 2, \ldots, m \) is the piecewise linear contractual function.

Else, set \( \epsilon_t = 0.1 \epsilon_t. \)

Algorithm 4.1 cannot only be applied to design piecewise linear contractual function but also to design piecewise constant contractual function. We have implemented it by Matlab language and done some numerical tests for some typical utility functions and distribution functions satisfying MLRC and CDFC. The computations are performed on a computer running the software Matlab R2007b on Microsoft Windows XP Professional with Intel(R) 1.83GHz processor and 1024 megabytes of memory.

To show the advantage of designing piecewise linear contractual function over designing piecewise constant contractual function, we have made comparison between numerical results for both models. To show the feasibility, robustness and effectiveness of Algorithm 4.1, we have also computed the test problems by Matlab minimization routine fmincon, LOQO 6.01 Student Version and MINOS 5.5 Student Version.

For a sake of simpleness, in the following numerical examples, the shifted constraint functions are constructed as \( \tilde{g}_i(\theta, t) = g_i(\theta) - t^2\tau + h_j(\theta, t) = h_j(\theta) - t^2s_i(\theta^0), \) where the constant \( \tau \) is chosen as \( \tau = 0 \) when \( g_i(\theta^0) < 0 \) and \( \tau = \max\{g_i(\theta^0)\} + 10 \) when \( g_i(\theta^0) \geq 0. \) Of course, we can also construct special shifted constraint functions based on the feature of the usual risk averse utility functions. For example, for the typical risk averse utility function \( u(s(x)) = -\exp(-\gamma * s(x)) \), where \( \gamma > 0 \) is the coefficient of risk aversion, if the solution to the principal-agent model with \( \gamma = \gamma_1 \) is easy to compute (or has been computed), then for the principal-agent model with \( \gamma = \gamma_2 \), we can construct the shifted constraint function as \( \tilde{q}(\theta, t) = \int_{x}^{\infty} \exp(-\gamma(t) * s(x))f(x, a)dx - a, \) where \( \gamma(t) = t\gamma_1 + (1-t)\gamma_2 \) and \( t \) is homotopy parameter.

In modified homotopy (11) and Algorithm 4.1, the parameters are set as follows: \( \eta_k = 10, \xi = \text{randn}(2m + 1, 1) \), a \( 2m + 1 \) vector with random entries drawn from a normal distribution with mean zero and standard deviation one, \( N = 5, \lambda_0 = 0.7, \epsilon_1 = 0.4, \epsilon_2 = 0.6, \epsilon_3 = 0.9, \epsilon_4 = 1.4, \epsilon_5 = 2.5, \epsilon_t = 0.1, \epsilon_n = \sqrt{2}, \epsilon_1 = 10^{-2} \) and \( \epsilon_2 = 10^{-6}. \)

In the following numerical tests, designing piecewise linear contractual function is made comparison with designing piecewise constant contractual function as the following three aspects: (1) when the discrete segment is same, the optimal objective value of designing piecewise linear contractual function is made comparison with designing piecewise constant contractual function; (2) when the computing time is almost same, how many segments need to be discretized is discussed in case of designing piecewise constant contractual function; (3) when the optimal objective value is almost same, how many segments need to be discretized is also discussed in case of designing piecewise constant contractual function.

In the following tables, the computing methods are listed in column 1, the contract is listed in column 2, the optimal objective value \( U^* \) is listed in column 3, the
computing time denoted by CPU is listed in column 4, the iteration steps denoted by IT is listed in column 5. Let MCSH denote the modified constraint shifting homotopy, PL- and PC- denote piecewise linear contractual function and piecewise constant contract with the segment number \( m \), respectively, e.g., PL-2 and PC-2 denote piecewise linear contractual function and piecewise constant contract with the segment number \( m = 2 \).

Since LOQO 6.01 student version and MINOS 5.5 Student Version are limited to 300 variables and 300 constraints and objectives, and iteration steps are limited to 500, when the variables are more than 300 or iteration steps exceed 500, LOQO 6.01 student version and MINOS 5.5 Student Version are invalid and it will be indicated by “♯” in the following tables. For the MINOS 5.5 Student Version, if some functions such as \( \text{pow}(\cdot) \) and \( \text{exp}(\cdot) \) can’t be evaluated and lead to the solution aborted, it will be indicated by “♮” in the following tables.

Since the limitations of \( \text{fmincon} \), if the number of iterations exceeds maximum number 99 of iterations allowed and the measure of first-order optimality condition is too large or infinity, \( \text{fmincon} \) will be terminated and it will be indicated by “—”. If a method terminates in a finite iteration, but it doesn’t satisfy the final precision required and the result isn’t a solution to KKT systems, it will be indicated by “!”.

If a method goes into an endless loop or fails, it will be indicated by dash “—”. If a method can’t show the computing time, it will be indicated by “⋆”.

**Example 2.** For distribution function \( F(x, a) = \frac{x^2 + x \exp(-a)}{1 + \exp(-a)} \) which is constructed in [5], \( x \in (0, 1) \), \( a \in A = R_+ \), \( c(a) = 0.01a \) and the utility function of risk averse agent \( v(s(x)) = \sqrt{s(x)} \), suppose that \( s(x) = \begin{cases} p_1x + q_1, & x_1 = 0 < x \leq x_2 \\ p_2x + q_2, & x_2 \leq x < x_3 = 1 \end{cases} \) which satisfies \( p_1x_2 + q_1 = p_2x_2 + q_2 \) with the known node \( x_2 = 0.5 \) and \( V_0 = 0.6 \).

In this example, when the contract is piecewise linear function, the initial points are chosen as \( \hat{\theta}_0^1(1.5, 1.5, 1.5, 1.5) \), \( \hat{\theta}_0^2(1.8, 1.8, 1.8, 1.8) \) and \( \hat{\theta}_0^3(2, 1.2, 1.2, 1.2) \) which satisfies \( \hat{\theta}_0^2 = (1.8, 1.8, 1.8, 1.8) \) and \( \hat{\theta}_0^3 = (2, 1.2, 1.2, 1.2, 1.2) \).

The numerical results are listed in Table 1-3.

| Method | Contract | \( U^* \) | CPU | IT |
|--------|----------|----------|-----|----|
| **MCSH** | PC-2 | 0.0392 | 0.24 | 51 |
| | PC-20 | 0.2258 | 0.47 | 120 |
| | PC-25 | 0.2309 | 0.71 | 147 |
| | PL-2 | 0.2507 | 0.66 | 84 |
| **fmincon** | PC-2 | 0.0392 | 1.71 | 8 |
| | PC-20 | - | - | - |
| | PC-25 | - | - | - |
| | PL-2 | - | - | - |
| **LOQO** | PC-2 | 0.0392 | - | 11 |
| | PC-20 | 0.2258 | - | 13 |
| | PC-25 | 0.2309 | - | 15 |
| | PL-2 | 0.2507 | - | 15 |
| **MINOS** | PC-2 | 0.0392 | - | 7 |
| | PC-20 | - | - | - |
| | PC-25 | - | - | - |
| | PL-2 | - | - | - |
Table 2. For $\theta_2^0$ and $\hat{\theta}_2^0$, the numerical results of Example 2.

| Method | Contract | $U^*$ | CPU | IT |
|--------|----------|-------|-----|----|
| PC-2   | -0.0392  | 0.13  | 50  |
| PC-20  | 0.2258   | 0.47  | 140 |
| PC-25  | 0.2309   | 0.65  | 146 |
| PL-2   | 0.2507   | 0.70  | 86  |
| PC-2   | -0.0392  | 0.07  | 8   |
| PC-20  | —        | —     | —   |
| PC-25  | —        | —     | —   |
| PL-2   | —        | —     | —   |

Table 3. For $\theta_3^0$ and $\hat{\theta}_3^0$, the numerical results of Example 2.

| Method | Contract | $U^*$ | CPU | IT |
|--------|----------|-------|-----|----|
| PC-2   | -0.0392  | 0.32  | 56  |
| PC-20  | 0.2258   | 0.52  | 138 |
| PC-25  | 0.2309   | 0.90  | 177 |
| PL-2   | 0.2507   | 0.75  | 86  |
| PC-2   | -0.0392  | 0.04  | 9   |
| PC-20  | —        | —     | —   |
| PC-25  | —        | —     | —   |
| PL-2   | —        | —     | —   |
| PC-2   | -0.0392  | *     | 11  |
| PC-20  | 0.2258   | *     | 13  |
| PC-25  | 0.2309   | *     | 13  |
| PL-2   | 0.2507   | *     | 13  |

From Table 1-3, when the contract is piecewise linear function, in comparison with fmincon, LOQO 6.01 and MINOS 5.5, since fmincon goes into an endless loop for the three initial points, LOQO 6.01 sometimes needs more iterations, MINOS 5.5 is solution aborted for the first two initial points, MCSV is more feasible and effective. When the contract is piecewise constant, for the three initial points $\theta_2^0$, $\hat{\theta}_2^0$ and $\hat{\theta}_2^0$, in comparison with designing piecewise linear contractual function, the optimal objective values are only -0.0392, 0.2258 and 0.2309 which are much smaller than 0.2507. Therefore, when the contract is piecewise linear function, the numerical results are much better than that of the piecewise constant contract.

For the method MCSV and the initial points $\theta_2^0$, $\hat{\theta}_2^0$ and $\hat{\theta}_2^0$, when the contract is piecewise linear function, the numerical solution is $\theta^*=(1.688,0.815,0.073,0.013,0.384)$. Therefore, the action is $a^*=1.688$ and the contract is

$$s(x) = \begin{cases} 0.815x + 0.013, & x_1 = 0 < x \leq 0.50 \\ 0.073x + 0.384, & 0.50 \leq x < x_3 = 1 \end{cases}$$

which is drawn in the Figure 5.
Example 3. For distribution function $F(x,a) = \exp(x - 1) \cdot (x + \frac{x^2}{1+a})$ which is constructed in [5], $x \in (0, 1)$, $a \in A = [0, 100]$, the utility function of agent $v(s(x)) = -\exp(-s(x))$ and $c(a) = 0.01a$, suppose $s(x) = \begin{cases} \ 0 \quad & x_1 = 0 < x \leq x_2 \\ p_2x + q_2, \quad & x_2 \leq x < x_3 = 1 \end{cases}$ which satisfies $p_1x_2 + q_1 = p_2x_2 + q_2$ with the known node $x_2 = 0.5$ and $V_0 = -0.8$.

In this example, when the contract is piecewise linear function, the initial points are chosen as $\theta^0_1=(0.5,0.8,0.8,0.8,0.8)$, $\theta^0_2=(0.8,0.5,0.5,0.5,0.5)$ and $\theta^0_3=(0.6,0.5,0.4,0.3,0.2)$. When the contract is piecewise constant and the segment number is 2, 70 and 6000, the initial points are chosen as $\hat{\theta}^0_1=(0.8,0.5,\ldots,0.5)$, $\hat{\theta}^0_2=(0.5,0.8,\ldots,0.8)$ and $\hat{\theta}^0_3=(0.2,0.2,\ldots,0.2)$. The numerical results are listed in Table 4-6.

Table 4. For $\theta^0_1$ and $\hat{\theta}^0_1$, the numerical results of Example 3.

| Method | Contract | $U^*$  | CPU  | IT |
|--------|----------|--------|------|----|
|        |          |        |      |    |
| MCSH   | PC-2     | 0.0652 | 0.35 | 157|
|        | PC-70    | 0.3265 | 0.75 | 123|
|        | PC-6000  | 0.3356 | 1354.99 | 267|
|        | PL-2     | 0.3357 | 0.71 | 76 |
|        | PC-2     | 0.0652 | 0.64 | 8  |
|        | PC-70    | 0.3290 | 0.97 | 30 |
|        | PC-6000  | 0.3354 | 751.51 | 16 |
|        | PL-2     | 0.3357 | 0.67 | 15 |
| fmincon| PC-2     | 0.0652 | *    | 12 |
|        | PC-70    | 0.3285 | *    | 11 |
|        | PC-6000  | *      | *    | 15 |
|        | PL-2     | 0.3357 | *    | 17 |
| LOQO   | PC-2     | 0.0652 | *    | 14 |
|        | PC-70    | *      | !    | 14 |
|        | PC-6000  | *      | !    | 14 |
|        | PL-2     | 0.3357 | *    | 19 |
| MINOS  | PC-2     | 0.0652 | *    | 17 |
|        | PC-70    | *      | !    | 13 |
|        | PC-6000  | *      | !    | 13 |

From Table 4-6, when the contract is piecewise linear function, in comparison with fmincon, since the optimal objective values of fmincon are 0.3355 and 0.3356 which are different and smaller than 0.3357 for the initial points $\theta^0_1$ and $\theta^0_2$, MCSH, LOQO 6.01 and MINOS 5.5 are more robust and effective. When the contract is piecewise constant and the segment number is 2 which is equal to that of designing piecewise linear contractual function, the optimal objective values is only 0.0652 for the four methods and MINOS 5.5 fails for the second initial points $\hat{\theta}^0_2$; When the computing time is almost same, designing piecewise constant contract...
needs to be discretized as 70 segments and the optimal objective values is 0.3285 for the four methods except MINOS 5.5; When the optimal objective value of designing piecewise constant contract is almost equal to that of designing piecewise linear contractual function, the piecewise constant contract needs to be discretized as 6000 segments, the computing time is more than 600 seconds and the results are concluded as follows: the optimal objective value of MCSH is 0.3356, the optimal objective value of \textit{fmincon} is 0.3351, 0.3331 and 0.3351 for the initial points $\hat{\theta}_0^1$, $\hat{\theta}_0^2$ and $\hat{\theta}_0^3$ respectively, LOQO 6.01 and MINOS 5.5 are invalid since the variables exceed 300. Therefore, designing piecewise linear contractual function is much better than designing piecewise constant contract.

For the method MCSH and the initial points $\theta_0^1$, $\theta_0^2$ and $\theta_0^3$, when the contract is piecewise linear function, the numerical solution is $\theta^*=(0.906,0.368,0.494,-0.054)$. Therefore, the action is $a^*=0.906$ and the contract is

$$ s(x) = \begin{cases} 
0.368x + 0.0089, & x_1 = 0 < x \leq 0.50 \\
0.494x - 0.054, & 0.50 \leq x < x_3 = 1 
\end{cases} $$

which is drawn in the Figure 6.
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Example 4. For distribution function $F(x,a) = x \cdot \exp(a(x-1))$ which is constructed in [4], $x \in (0, 1)$, $a \in A = R^+$, $c(a) = 0.06a$ and the utility function of agent $v(s(x)) = -\exp(-s(x))$, suppose the piecewise linear contract function is

$$s(x) = \begin{cases} 
  p_1x + q_1, & x_1 = 0 < x \leq x_2 \\
  p_2x + q_2, & x_2 \leq x \leq x_3 \\
  p_3x + q_3, & x_3 \leq x \leq x_4 \\
  p_4x + q_4, & x_4 \leq x < x_5 = 1 
\end{cases}$$

which satisfies $p_1x_2 + q_1 = p_2x_2 + q_2$, $p_2x_3 + q_2 = p_3x_3 + q_3$, $p_3x_4 + q_3 = p_4x_4 + q_4$ with the known nodes $(x_2, x_3, x_4) = (\frac{1}{4}, \frac{1}{2}, \frac{3}{4})$ and $V_0 = -0.62$.

In this example, when the contract is piecewise linear function, the initial points are chosen as $\theta_0^1=(3,1.5,1.5,1.5,1.5,1.5,1.5,1.5)$, $\theta_0^2=(60,4,4,4,4,-4,-4,-4)$ and $\theta_0^3=(3,1,4,6,8,-1/2,-1,-2,-7/2)$. When the contract is piecewise constant, the initial points are chosen as $\hat{\theta}_0^1=(0.2,0.2,...,0.2)$, $\hat{\theta}_0^2=(0.5,0.5,...,0.5)$ and $\hat{\theta}_0^3=(0.8,0.8,...,0.8)$. The numerical results are listed in Table 7-9.

TABLE 7. For $\theta_0^1$ and $\hat{\theta}_0^1$, the numerical results of Example 4.

| Method | Contract | $U^*$ | CPU | IT |
|--------|----------|-------|-----|----|
|        |          |       |     |    |
|        | PC-4     | -0.1078 | 0.20 | 65 |
| MCRSH  | PC-85    | 0.0181 | 1.18 | 104|
|        | PC-6000  | 0.0239 | 508.86 | 116|
|        | PL-4     | 0.0240 | 1.16 | 75 |

fmincon

| Method | Contract | $U^*$ | CPU | IT |
|--------|----------|-------|-----|----|
|        |          |       |     |    |
|        | PC-4     | -0.1078 | 2.26 | 11 |
|        | PC-85    | 0.0181 | 0.83 | 16 |
|        | PC-6000  | 1.0560 | 1.16 | 11 |
|        | PL-4     | 1.1640 | 1.16 | 11 |

LOQO

| Method | Contract | $U^*$ | CPU | IT |
|--------|----------|-------|-----|----|
|        |          |       |     |    |
|        | PC-4     | -0.1078 | * | 10 |
|        | PC-85    | 0.0181 | * | 12 |
|        | PC-6000  | 1.0560 | 1.05 | 11 |
|        | PL-4     | 1.1640 | 1.05 | 11 |

MINOS

| Method | Contract | $U^*$ | CPU | IT |
|--------|----------|-------|-----|----|
|        |          |       |     |    |
|        | PC-4     | -0.1078 | * | 17 |
|        | PC-85    | 1.0560 | 1.05 | 17 |
|        | PC-6000  | 1.1640 | 1.05 | 17 |
|        | PL-4     | 1.2740 | 1.05 | 17 |

From Table 7-9, when the contract is piecewise linear function, the measure of first-order optimality condition of fmincon is infinity for $\theta_0^1$ and $\theta_0^2$, and the optimal objective value of fmincon is 0.0239 for $\theta_0^2$; MINOS 5.5 is solution aborted for $\theta_0^1$ and $\theta_0^2$; However, the optimal objective values of MCSH and LOQO 6.01 are
Table 8. For $\theta_2^0$ and $\hat{\theta}_2^0$, the numerical results of Example 4.

| Method | Contract | $U^*$ | CPU | IT |
|--------|----------|-------|-----|----|
| PCS-4  | -0.1078  | 0.17  | 67  |
| PCS-240| 0.0219   | 3.58  | 134 |
| MCSH   | 0.0239   | 1964.7| 399 |
| PL-4   | 0.0240   | 3.43  | 242 |
| fmincon| -0.1078  | 0.04  | 8   |
|        | 0.0219   | 2.81  | 13  |
|        | 0.0239   |       |    |
|        | PC-4     | - -   | - - |
|        | PC-240   | -     | -   |
|        | PC-6000  | -     | -   |
|        | PL-4     | -     | -   |

Table 9. For $\theta_3^0$ and $\hat{\theta}_3^0$, the numerical results of Example 4.

| Method | Contract | $U^*$ | CPU | IT |
|--------|----------|-------|-----|----|
| PCS-4  | -0.1078  | 0.06  | 33  |
| PCS-70 | 0.0168   | 0.87  | 79  |
| MCSH   | 0.0239   | 1762.61| 355 |
| PL-4   | 0.0240   | 0.88  | 56  |
| fmincon| -0.1078  | 0.04  | 8   |
|        | 0.0168   | 1.85  | 24  |
|        | PC-6000  |       |    |
|        | PL-4     | 0.0239| 0.22| 27 |
| LOQO   | -0.1078  | *     | 11  |
|        | 0.0168   | *     | 12  |
|        | PC-6000  | *     | *   |
|        | PL-4     | 0.0240| *   | 12 |
| MINOS  | -0.1078  | *     | 28  |
|        | PC-70    | *     | *   |
|        | PC-6000  | *     | *   |

$0.0240$ for the three initial points, which show that MCSH and LOQO 6.01 are much better. When the contract is piecewise constant, for the segment number 4 which is equal to that of designing piecewise linear contractual function, the optimal objective values is only -0.1078 for the four methods which is much smaller than 0.0240; When the computing time is almost same, the piecewise constant contract needs to be discretized as 85, 240 and 70 segments for the three initial points and the optimal objective values are still much smaller than 0.0240; When the optimal objective value of designing piecewise constant contract is almost equal to 0.0240, for the three initial points, the piecewise constant contract needs to be discretized as 6000 segments, the computing time needs at least 350 seconds and the results are concluded as follows: the optimal objective value of MCSH is 0.0239, fmincon can’t obtain a solution to KKT systems when the procedure terminates, LOQO 6.01 and MINOS 5.5 are invalid since the variables exceed 300. Therefore, the numerical results show that designing piecewise linear contractual function is better than designing piecewise constant contract, and MCSH is more effective and feasible.

For the method MCSH and the initial points $\theta_1^0$, $\theta_2^0$ and $\theta_3^0$, when the contract is piecewise linear function, the numerical solution is $\theta^*=(0.62, 1.27, 0.86, 0.66, 0.53,$
0.004, 0.10, 0.21, 0.30). Therefore, the action is \( a^* = 0.62 \) and the contract is
\[
s(x) = \begin{cases} 
1.27x + 0.004, & x_1 = 0 < x \leq \frac{1}{4} \\
0.86x + 0.10, & \frac{1}{4} < x \leq \frac{1}{4} \\
0.66x + 0.21, & \frac{1}{4} < x \leq \frac{1}{2} \\
0.53x + 0.30, & \frac{1}{2} < x < x_5 = 1 
\end{cases}
\]
which is drawn in the Figure 7.

![Figure 7. The piecewise linear contractual function of Example 4.](image)

**Example 5.** For distribution function \( F(x, a) = x + \frac{x-a}{a+1} \), which is constructed in [4], \( x \in [0, 1] \), \( a \in A = R_+ \), the utility function of agent \( v(s(x)) = -\exp(-s(x)) \) and \( c(a) = 0.01a \), suppose the contract is piecewise linear function with eight segments, the known nodes are \( (x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, x_9) = (0, \frac{1}{8}, \frac{1}{4}, \frac{3}{8}, \frac{1}{2}, \frac{5}{8}, \frac{3}{4}, \frac{7}{8}, 1) \) and \( V_0 = -0.85 \).

In this example, when the contract is piecewise linear function, the initial points are chosen as \( \theta_0^1 = (1, 1, \ldots, 1), \theta_0^2 = (1.5, 1.5, 1.5, 1.5, 1.5, 1.5, 1.5, 1.5, 1.5, 1.5, 1.5, 1.5, 1.5, 1.5, 1.5, 1.5, 1.5, 1.5, 1.5, 1.5, 1.5, 1.5) \) and \( \theta_0^3 = (1.2, 1.2, \ldots, 1.2) \). When the contract is piecewise constant, the initial points are chosen as \( \hat{\theta}_0^1 = (1, 0.8, 0.8, \ldots, 0.8), \hat{\theta}_0^2 = (0.5, 0.5, \ldots, 0.5) \) and \( \hat{\theta}_0^3 = (0.2, 0.2, \ldots, 0.2) \). The numerical results are listed in Table 10-12.

| Method | Contract | \( U^* \) | CPU | IT |
|--------|----------|-----------|-----|----|
| MSH    | PC-8     | 0.1832    | 0.22 | 97 |
|        | PC-60    | 0.2365    | 1.05 | 143|
|        | PC-3200  | 0.2447    | 403.43 | 226|
|        | PL-8     | 0.2448    | 1.08 | 77 |
| fmincon| PC-8     | 0.1832    | 0.05 | 8  |
|        | PC-60    | 0.2365    | 2.37 | 39 |
|        | PC-3200  | 1         |       |    |
|        | PL-8     | 0.2441    | 0.09 | 12 |
| LOQO   | PC-8     | 0.1832    | *    | 13 |
|        | PC-60    | 0.2365    | *    | 11 |
|        | PC-3200  | *         |       |    |
|        | PL-8     | 0.2448    | *    | 14 |
| MINOS  | PC-8     | *         | *    | 5  |
|        | PC-60    | *         | *    | 5  |
|        | PC-3200  | *         | *    | 5  |
|        | PL-8     | 0.2448    | *    | 55 |

Table 10. For \( \theta_0^1 \) and \( \hat{\theta}_0^1 \), the numerical results of Example 5.
Table 11. For $\theta^0_2$ and $\hat{\theta}^0_2$, the numerical results of Example 5.

| Method | Contract | $U^*$ | CPU | IT |
|--------|----------|-------|-----|----|
| PC-8   | 0.1832   | 0.22  | 94  |
| PC-100 | 0.2398   | 1.48  | 133 |
| MCSS   | 0.2447   | 385.60| 217 |
| PL-8   | 0.2448   | 1.46  | 101 |

| Method | Contract | $U^*$ | CPU | IT |
|--------|----------|-------|-----|----|
| PC-8   | 0.1832   | 0.04  | 12  |
| PC-100 | 0.2398   | 2.33  | 21  |
| PL-8   | 0.2446   | 0.14  | 24  |

| Method | Contract | $U^*$ | CPU | IT |
|--------|----------|-------|-----|----|
| PC-8   | 0.1832   | 0.03  | 7   |
| PC-100 | 0.2389   |       |     |
| PL-8   | 0.2448   | 1.10  | 137 |

From Table 10-12, when the contract is piecewise linear function, the optimal objective value of method \textit{fmincon} is 0.2441, 0.2446 and 0.2447 for the three initial points, respectively; However, the optimal objective values of method MCSS, LOQO 6.01 and MINOS 5.5 are 0.2448 which are bigger than that of \textit{fmincon} for the three initial points. When the contract is piecewise constant contract, for the segment number 8 which is equal to that of designing piecewise linear contractual function, the optimal objective values is only 0.1832 which is much smaller than 0.2448 and MINOS 5.5 is solution aborted for initial point $\hat{\theta}^0_2$. When the computing time is almost same, the piecewise constant contract needs to be discretized as 3200, 100 and 150 segments and the optimal objective values are also much smaller than that (0.2448) of the piecewise linear contractual function, in which \textit{fmincon} can’t obtain a solution to KKT systems when the procedure terminates for initial points $\hat{\theta}^0_2$ and $\hat{\theta}^0_3$; and MINOS 5.5 is solution aborted for $\hat{\theta}^1_1$ and fails for the initial points $\hat{\theta}^0_2$ and $\hat{\theta}^0_3$. When the optimal objective value of designing piecewise constant contract is almost equal to 0.2448, for the three initial points, the piecewise constant contract needs to be discretized as 3200 segments, the computing time needs at least
180 seconds and the results are concluded as follows: the optimal objective value of method MCSH is 0.2447, \textit{fmincon} can’t obtain a solution to KKT systems when the procedure terminates, LOQO 6.01 and MINOS 5.5 are invalid since the variables exceed 300. Therefore, the numerical results shows that the piecewise linear contract is better than piecewise constant contract, and the method MCSH is more robust and effective.

For the method MCSH and the initial points \( \theta_0^1, \theta_0^2 \) and \( \theta_0^3 \), when the contract is piecewise linear function, the numerical solution is \( \theta^*=(1.51,0.29,0.33,0.37,0.42,0.49,0.57,0.68,0.82,0.02,0.02,0.006,-0.01,-0.05,-0.10,-0.18,-0.30) \). Therefore, the action \( a^* =1.51 \) and the piecewise linear contractual function is

\[
 s(x) = \begin{cases} 
 0.29x + 0.02, & 0 < x \leq \frac{1}{8} \\
 0.33x + 0.02, & \frac{1}{8} < x \leq \frac{1}{8} \\
 0.37x + 0.006, & \frac{1}{8} < x \leq \frac{1}{4} \\
 0.42x - 0.01, & \frac{1}{4} < x \leq \frac{3}{8} \\
 0.49x - 0.05, & \frac{3}{8} < x \leq \frac{1}{2} \\
 0.57x - 0.10, & \frac{1}{2} < x \leq \frac{5}{8} \\
 0.68x - 0.18, & \frac{5}{8} < x \leq \frac{3}{4} \\
 0.82x - 0.30, & \frac{3}{4} < x < 1 
\end{cases}
\]

which is drawn in Figure 8.

![Figure 8](image)

**Figure 8.** The piecewise linear contractual function of Example 5.

5. **Conclusions.** The main work of this paper is listed as follows: (1) to design a piecewise linear contractual function, we consider to solve the single-level infinite-dimensional nonconvex programming with integral operator which is equivalent to the principal-agent bilevel programming model; (2) the globally convergent modified constraint shifting homotopy method is proposed in order to solve the KKT systems of the equivalent relaxed pareto-optimization programming with piecewise linear deterministic contractual function and the global convergence is obtained for any initial point chosen in shifting feasible set under some mild conditions; (3) in the case of typical risk averse utility function and typical distribution functions simultaneously satisfying monotone likelihood ratio condition and convex of distribution function condition, some numerical tests to design the piecewise linear contract are done by our homotopy method as well as by using \textit{fmincon} in Matlab, LOQO and MINOS and, as a comparison, the piecewise constant contracts are also designed by solving the single-level nonconvex programming which is equivalent to the principal-agent bilevel programming model with corresponding discrete distributions.
The numerical tests in Section 4 show that: 1) As is shown in the figures in Section 4, the piecewise linear contractual function is nondecreasing in output $x$. This coincides with the theoretical result (Prop. 1 (iii), [3]); 2) In comparison with designing piecewise constant contract, the advantage of designing a piecewise linear contract is that it needs only to solve a much lower dimensional optimization problem and needs much less computing time to get a similar optimal value; 3) For the problems that can be solved by Matlab minimization routine fmincon, LOQO and MINOS, our modified constraint shifting homotopy method can also solve them and get the same optimal objective values and solutions. The choice of the initial points of the modified constraint shifting homotopy method is flexible and convenient. So we can say that the modified constraint shifting homotopy method is feasible, effective and robust.
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