Influence of image noise on crack detection performance of deep convolutional neural networks
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ABSTRACT: Development of deep learning techniques to analyse image data is an expansive and emerging field. The benefits of tracking, identifying, measuring, and sorting features of interest from image data has endless applications for saving cost, time, and improving safety. Much research has been conducted on classifying cracks from image data using deep convolutional neural networks; however, minimal research has been conducted to study the efficacy of network performance when noisy images are used. This paper will address the problem and is dedicated to investigating the influence of image noise on network accuracy. The methods used incorporate a benchmark image data set, which is purposely deteriorated with two types of noise, followed by treatment with image enhancement pre-processing techniques. These images, including their native counterparts, are then used to train and validate two different networks to study the differences in accuracy and performance. Results from this research reveal that noisy images have a moderate to high impact on the network's capability to accurately classify images despite the application of image pre-processing. A new index has been developed for finding the most efficient method for classification in terms of computation timing and accuracy. Consequently, AlexNet was selected as the most efficient model based on the proposed index.
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1 INTRODUCTION

Cracks develop in metal and concrete structures due to many reasons, for example, cyclic fatigue loading, stress corrosion, seasonal temperature fluctuations, mechanical damage, material aging, Alkali-Silica reaction, welding operations, and during manufacturing. Cracks that are not detected and repaired are likely to lengthen and deepen resulting in eventual structural catastrophic failure in some cases.

Tunnels and bridges are examples of civil structures that can cause loss of life or serious asset damage should they fail. The size, height, location and access constraints with these structures can make identification of cracks dangerous and time-consuming [1, 2]. Islam and Jong-Myon [3] acknowledge that visual inspections of large civil infrastructure is a common trend for maintaining their reliability and structural health. Other than safety and time inefficiencies associated with manual crack detection methods, Kim, Ahn [4] advises that manual visual inspections are often considered to be ineffective with regards to accuracy, reliability and cost.

It is well understood that identification of cracks in common civil materials such as concrete and metals is vital; however, the trend to conduct manual visual inspections remains a commonly adopted practice that has limitations [5]. There are safety risks associated with conducting manual inspections and there are even more severe safety risks with not embarking on any structural health monitoring (SHM) regime [6]. The more recent Morandi bridge failure in Genoa Italy, is an example of structural failure due to questionable maintenance practice and high-cost constraints [7].

Detection of cracks in concrete materials has largely been conducted by visual inspections which is known to be ineffective but time-consuming. The recent application of computer vision and deep convolution neural networks (DCNNs) has become an emerging subfield for crack detection, which has made a contribution to improved safety, reduced cost and time [8, 9]. Computer vision is a type of artificial intelligence that trains computers to identify and classify objects from images [10].

The input images used in computer vision method are captured by various means. Unmanned aerial vehicles (UAVs) are becoming a popular choice for high-rise building façade visual crack detection, according to Liu et al. [11]. Images can also be taken by manual means by handheld cameras or cameras can be transported by vehicles and robotic methods such as the methods utilized by Chen et al. [12]. Image capture is subject to the limitations of noise, which can originate from the image capture equipment or relative translations between image capture equipment and the image subject [13]. Such motion noise is a common error when image capture equipment is mounted to UAV equipment [14].

Despite the growing use of DCNN for crack classification applications, there are some remaining problems to be addressed. Little research has been conducted on the impact of using lower quality images to detect cracks or how to overcome those effects through the use of image pre-processing tools. The lack of research investment in this area has created uncertainty when noisy images are presented for SHM applications. The significance of this research is the bridging of this uncertainty when comparing the performance of different techniques.

Referring to the above preface, the outline of this article is as follows: Firstly, some of the related papers in the realm of
the impact of noise and computer vision are reviewed. Following this, different types of noises are introduced and the image data set is presented, including the introduction of the proposed methodology for comparing image enhancement techniques. Finally, the results for each technique are depicted and discussed in detail.

2 RELATED WORK

The use of image data in computer vision-based crack detection has recently become a hot topic in the non-contact monitoring approach as opposed to the contact type health monitoring such as the successful methods deployed by researchers Nguyen et al., whereby FE modeling and model updating exercises are performed based on inputs obtained from single and triaxial sensors affixed to structures [15, 16]. Similarly, structural deterioration and damage can also be classified from contact sensor data using signal processing techniques and supervised machine learning approaches as recently introduced by Gharahbaghi et al. [17, 18].

In the area of computer vision-based crack detection, deep learning algorithms are used to classify cracks from non-contact means such as image data. The two main approaches in this direction are (i) deep learning by pre-trained models (aka transfer learning) and (ii) deep learning based on new model developments. The advantage of pre-trained models is the reduction in time required to gain skills and to develop alternative model network architectures. Depending on the application, pre-trained models can also speed up the training process [19]. Pre-trained models require images as input data that need to be resized, which results in interpolation between image features in the time-frequency space, which has a consequence of reduced network accuracy.

Notable research utilizing pre-trained models include that conducted by Bang et al. [20], who compared VGG-16 and ResNet-101 against their own designed network tasked at detecting pavement cracks. Results reveal that pre-trained networks had lesser accuracy compared to the researcher's approach with their own black-box asphalt image set. Similarly, Cho and Kim [21] used AlexNet to train images scraped from the internet and their own UAV images to classify cracks, joints, edges and other surface irregularities in concrete materials. A probability map was generated; however, many images contained very well-defined surface irregularities with little noise impact. Other pre-trained networks such as VGG-16, InceptionV3 and Resnet have been tasked with classifying concrete crack images by automated means with well-defined concrete cracks [22]. The comparison of networks was, however, not completed on noisy images. AlexNet, InceptionV3, and Resnet pre-trained models have also been compared, utilizing well-defined crack images with no discernible image noise [3].

Currently, there is limited research investigating the impact of image blur and Salt & Pepper noise incorporating automated vision-based crack detection utilizing pre-trained methods. This study will bridge this gap and furthermore, install confidence with the use of poor image quality for classification tasks.

3 NOISE ON IMAGES AND DATASETS

Image noise occurs due to image acquisition and image transmission. The main types of noise include impulse, Gaussian, Rayleigh, Erlang, Exponential, Uniform and Impulse (salt & pepper) [23]. Impulse noise can be caused by incorrect ISO digital settings [24]. Gaussian noise can occur due to elevated image sensor temperatures and due to voltage and illumination variables [25]. Blur noise is also a type of image acquisition noise caused by the relative movement between the image subject and acquisition equipment. For computer vision and AI image processing with CNNs, image noise poses as a threat to classification accuracy performance.

Popular public image datasets for the development of SHM crack detection techniques include SDNET-2018 [26], which contains over 56 000 images, Mendeley data with 40 000 images [27] and GoogleNet [28] with a growing image database. This research will use SDNET-2018 due to its challenging images, which includes a large variety of crack image width and sizes, including concrete surface irregularities and minor cracks. Samples of the less challenging Mendeley images can be viewed in Figure 1 below, with images A-D showing cracks and the bottom row E-H without cracks.

Similarly, sample challenging SDNET-2018 images used in this research can be viewed in figure 2 below, with the top row (A-D) showing cracks. Due to the thin and lesser defined crack images, the data is more challenging to classify.

![Figure 1 Mendeley data](image1.png)

![Figure 2 SDNET-2018](image2.png)
Figure 3 shows samples of SDNET-2018 dataset in the existence of motion blur and salt & pepper noise. As can be seen, identifying minor cracks in a noisy environment is a changeling issue. Therefore this image data is selected for comparing the performance of different methods in classifying the crack and non-crack image. In the following, the proposed methodology for this target is described.

**Figure 3 Noise impact on SDNET-2018**

### METHODOLOGY

In this study, images sourced from SDNET-2018 are strategically processed based on the workflow depicted in figure 4 below. Firstly two types of noise, including blur and salt and pepper, are applied to the image separately. Afterward, three methods include M1 (pure transfer learning), M2 (transfer learning coupled with 2d-adaptive noise filtering), and M3 (transfer learning coupled with image sharpening), are deployed for classifying crack and non-crack images. Finally, some indices are practices for assessing image classification performance.

#### 4.1 Image filtering methods (M2 and M3):

In the following approaches, two filtering techniques are applied to the noisy images to test network efficacy in the pre-trained networks: 2D adaptive noise Wiener filtering and image sharpening. 2D adaptive noise filter calculates the local mean and variance around each pixel as follows

\[
\delta = \frac{1}{PQ} \sum_{p_1,p_2} s(p_1, p_2)
\]

(1)

\[
\sigma^2 = \frac{1}{PQ} \sum_{p_1,p_2} s^2(p_1, p_2) - \delta^2
\]

(2)

Where \( \delta \) denotes a \( P \times Q \) local neighbourhood of each pixel in a sample image, \( s \) being the power spectrum with \( p_1 \) and \( p_2 \) being the upper and lower frequency bands.

Next, a filter is created by using the average of the local estimated variances:

\[
r(p_1, p_2) = \delta + \frac{\sigma^2 - \sigma^2}{\sigma^2}(s(p_1, p_2) - \delta)
\]

(3)

Where \( \sigma^2 \) is the average of the noise variance, and when it is not available, the adaptive filter deploys the mean of all local variances instead.

In method M3, the image sharpening technique used is called unsharp masking (USM) sharpening for enhancing edge contrast. The USM sharpening approach contains the following steps:

Firstly, Gaussian high-pass filtering is applied as follows

\[
H(x, y) = I_f(x, y) - I(x, y) \ast G_{\sigma}
\]

(4)

where \( H \) presents the high pass filter for the original image \( I_f(x, y) \) stands for coordinates, and \( G_{\sigma} \) is Gaussian high-pass filter. Herein, the standard deviation \( \sigma \) controls the sharpening range.

Secondly, an unsharpened mask is added to the original image as:

\[
O(x, y) = I_f(x, y) + \lambda H(x, y)
\]

(5)

where \( O(x, y) \) presents the sharpened image and \( \lambda \) the sharpening.

#### 4.2 Transfer learning

Most popular transfer learning methods are based on convolutional neural networks (CNNs). CNNs are one of the main subsets of deep neural networks with artificial neurons deployed for image classification and recognition. A typical CNN includes a set of convolution and pooling layers as a feature extraction part and fully connected layers and activation
function as classification part for classification objects. A typical CNN architecture is shown in Figure 5 [32]. In transfer learning, the CNN, which is previously pre-trained with a significant number of images, is deployed for the classification of a new dataset with a modified classification part. Subsequently, the pre-trained models are able to transfer the previous knowledge such as weights and features gained from one task (source task) is reused to a new, however similar task (target task) with less computational resources and training time [33].

There are several pre-trained deep learning models, including Xception, VGG16, Vgg19, ResNet50, and MobileNet have been used for image classification. However, in this study, three pre-trained models, including AlexNet, Inception-V3 and ResNet101, have been repurposed through a process of transfer learning. These models are selected so as to conduct a comparison between models with various model complexity as well as computational complexity. For illustration purposes, a ball chart presentation of different models taken from Top-1 accuracy on the ImageNet-1k is reported in Figure 6. In this figure, each model's computational cost is considered through the floating-point operations (FLOPs), and the area of each ball presents the model complexity (total amount of learnable parameters) [34].

Referring to the figure, AlexNet is a candidate for rapid models with fewer operations required but not very accurate; and Inception-V3 and ResNet101 are amongst the top models for accuracy with higher computational complexity (higher amount of parameters). As an example case of network repurposing, Figure 7 shows the modified AlexNet layers. These networks were previously trained using for than 1000 000 images from the ImageNet database to classify more than 1000 image classes [35]. CNN model repurposing includes modification of the network input and final layers to classify cracked and non-cracked concrete images from SDNET-2018 data. Similarly, Inception-V3 and ResNet-101 network models have their input and last fully connected layers modified to suit the repurposed application to classify cracks from concrete images. Each model is trained with 1000 SDNET-2018 images containing cracks and non-cracked base image data.

\[
\text{Precision} = \frac{\text{True Positive}}{\text{Actual Results}} \tag{6}
\]

\[
\text{Recall} = \frac{\text{True Positive}}{\text{Predicted Results}} \tag{7}
\]

\[
\text{F1Score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{8}
\]

In this paper, for the purpose of having a union comparison, a new comparative performance index (CI) is established as the average of the three above indices.

\[
\text{CI} = \frac{\text{Precision} + \text{Recall} + \text{F1Score}}{3} \tag{9}
\]
5 RESULTS AND DISCUSSION

In this section, the results are demonstrated for three methods (M1, M2 and M3) separately. To show the efficiency of each technique, the percentage of improvement is reported versus the reference benchmarks mentioned in Table 1. This table consists of the performance results of classification using transfer learning applied to original images (noise-free). These attribute results are utilized as reference benchmarks for each model, i.e. Ref.1 for AlexNet, Ref.2 for Inception-V3, and Ref.3 for ResNet101.

Table 1. Baseline network results - no noise (References)

| Attribute % | AlexNet (Ref.1) | Inception-V3 (Ref.2) | ResNet-101 (Ref.3) |
|-------------|----------------|----------------------|-------------------|
| Validation  | 87.30          | 84.67                | 86.00             |
| Precision   | 87.34          | 84.72                | 87.30             |
| F1          | 87.34          | 84.69                | 86.64             |

Furthermore, in order to have the same condition for pre-trained models, the hyperparameters for training is set as depicted in Table 2. It noteworthy that the best hyperparameters can be obtained exclusively for each model through an optimization solver like the Bayesian algorithm. The system configuration used for analysis is shown in Table 3.

Table 2. Hyper Parameters

| Training Solver | Stochastic Gradient Descent with Momentum (SGDM) |
|-----------------|--------------------------------------------------|
| Initial Learn Rate | 0.0001                                          |
| Minimum Batch Size | 16                                               |
| Validation Frequency | 5                                               |
| Maximum Epochs | 10                                              |

Table 3. System configuration

| GPU | GTX 1050 | 4 GB/GDDR5 |
|-----|----------|------------|
| RAM | DDR4     | 8 GB       |
| CPU | Ryzen5-3500 | 4 Cores/8 Threads |

5.1 M1 (Transfer Learning Method)

Applying the first method (M1) the results for each type of noise is shown in Figure 8 and 9. It is evident that the performance is reduced in all models due to noise. Referring to Figure 8, the most efficient model for salt and pepper noise is Inception-V3 with about 78.0%, and the worst case is ResNet-101 with approximately 70.0% accuracy. Additionally, the maximum variation observed in the performance was for ResNet-101 with an observed 16.5% change. This result depicts that ResNet-101 is the most sensitive model to the salt and pepper noise.

By observing Figure 9, AlexNet reveals better performance for motion blur noise with about 82%, and ResNet-101 has the worst performance of around 78.0% accuracy. Comparing both figures, it is deducted that salt and pepper noise has more impact on decreasing the classification accuracy using transfer learning.

5.2 M2 (2d adaptive noise filtering)

With regards to the second approach and studying Figure 10 and 11, it is evident that both types of noises reveal a negative impact on the performance of classification. In the case of salt and pepper noise, AlexNet and Inception-V3 are suitable candidates for classification with a performance of about 78.5%; however, ResNet-101 is not an appropriate model for comparison purposes. The most significant reduction in performance is observed for ResNet101, which is almost 13%.

Contrarily, AlexNet, and Inception-V3, are not appropriate alternatives for motion blue noise since they experience more than a 10% fall in performance level. Nonetheless, ResNet-101 is the most efficient model, which indicates a nearly 5% drop in classification accuracy.
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The classification results for the last approach are depicted in Figure 12 and 13, where the maximum performance of approximately 78.2% is achieved by ResNet-101 and the minimum by Inception-V3 with 69.42% in the existence of salt and pepper noise.

When motion blur noise is applied to images, the top performance is observed for ResNet101 with roughly 86.0%. Inception-V3 reveals relatively lower functionality in this case, with about 82.0% accuracy. Considering both noises, salt and pepper noise discloses considerably higher effects on crack classification performance.

5.4 Efficiency index

For the purpose of comparing the computational time in running each method, the average elapsed time in minutes is calculated for all methods and presented separately for each model (Figure 14). It is clearly evident that AlexNet is more than five times faster than the other two models. Inception-V3 results in a computational time of approximately 27 minutes for processing the test images. The most computationally complex deep learning model is Resnet101, which requires approximately 33.0 minutes for completing a classification process.

Finally, for the sake of determining the most cost-effective solution for the noise environment, computational efficiency criteria (Cc) is established such that it can nominate the most accurate method while it demands less computational time. This evaluation criterion is defined through an index as:

$$C_{e,i} = \frac{1 + CI_i}{(1 + CI_i) \times C_{e,max}} \text{ & } CT \geq 1.0$$

(10)

Where $CI_i$ stands for comparative performance index for the $i^{th}$ method and $CT$ is the computation time in minutes calculated for each method. $C_{e,max}$ is the maximum value of $CI_i$ which is used for normalization. In this equation, the minimum computation time is supposed to be one minute. Ignoring the normalization parameter, $C_{e,max}$, the highest limit of $C_e$ would be 100, which is derived from $CI = 1.0$ and...
Values near one indicate the superior, cost-effective method, while the lower values denote the more costly method. The results for each method and each type of noise is indicated in Figure 15 and 16. As highlighted, the proposed index is not sensitive to the type of image and takes the same values for both types of noise. Therefore, despite the fact that the AlexNet was not an accurate model in all cases, respect of computational cost criteria, it is the leading model in all methods. Likewise, InceptionV3 and ResNet101 depict nearly the same functionality based on Cc criteria.

In order to assess the efficiency of each method and model, a criterion called Cc was developed, which considered both accuracy and computational time simultaneously. The proposed index revealed that AlexNet was the best CNN for all considered methods concerning overall performance.

Besides the excellent advantages of transfer learning for image classification applications, such as classifying concrete images, it has been found that there is a moderate to high impact on classification accuracy when blur noise or Salt & Pepper is introduced to the images. As an extension of this research, new approaches utilizing non-transfer learning techniques, including signal transformation and feature conditioning coupled with hyper-parameters optimization techniques, is underway to help with coping with image data uncertainties such as noise. Additionally, testing of these techniques with other types of noise, such as Impulse, Erlang, and Rayleigh noise, presents a recommended future research opportunity. This and the extended research have opened a number of opportunities for future research on deep learning for structural health monitoring of civil infrastructure.

6 CONCLUSION

This research successfully evaluates the influence of image blur noise on AlexNet, Inception-V3, and ResNet-101 CNN accuracy. Three different approaches, including transfer learning without image enhancement, transfer learning coupled with 2d-adaptive noise filtering and image sharpening, were utilized for assessing the effect of different noise on the performance of image classification.

As a result, it was shown that 2d-adaptive image filtering applied with transfer learning (M2) is the best solution for addressing salt and paper noises. Whereas, noise mitigation by means of image sharpening (M3) was the most appropriate method for dealing with motion blur image noise. As a summary of results, network performance improvements for these two effective methods and corresponding models (AlexNet, Inception-V3, and ResNet-101) are shown in Table 4 below.

| Method          | Model             | Performance (%) | Suitable state        |
|-----------------|-------------------|-----------------|-----------------------|
| M2 (2d adaptive | AlexNet &         | 78.5%           | Salt and pepper noise |
| noise filtering)| Inception-V3      |                 |                       |
| M3 (Image       | ResNet-101        | 86.0%           | Motion Blur noise     |
| sharpening)     |                   |                 |                       |

In order to assess the efficiency of each method and model, a criterion called Cc was developed, which considered both accuracy and computational time simultaneously. The proposed index revealed that AlexNet was the best CNN for all considered methods concerning overall performance.
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