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Abstract

This paper continues the study of the integral input-to-state stability (iiss) property. It is shown that the iiss property is equivalent to one which arises from the consideration of mixed norms on states and inputs, as well as to the superposition of a “bounded energy bounded state” requirement and the global asymptotic stability of the unforced system. A semiglobal version of iiss is shown to imply the global version, though a counterexample shows that the analogous fact fails for input to state stability (iss). The results in this note complete the basic theoretical picture regarding iiss and iss.

1 Introduction and Basic Definitions

We consider continuous time nonlinear systems of the following form:

\[ \dot{x} = f(x, u) \]  

with states \( x \) evolving in \( \mathbb{R}^n \) and inputs \( u \) taking values in \( \mathbb{R}^m \). Inputs \( u \) are measurable, locally essentially bounded functions of time. The map \( f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n \) is assumed to satisfy \( f(0, 0) = 0 \), and to be locally Lipschitz. Given any state \( \xi \in \mathbb{R}^n \) and any input \( u : [0, \infty) \to \mathbb{R}^m \) we denote by \( x(t, \xi, u) \) the unique maximal solution of the system (1), which is defined on some maximal interval \([0, t_{\text{max}}(\xi, u))\). The system is said to be forward complete if \( t_{\text{max}}(\xi, u) = +\infty \) for all \( \xi \) and \( u \). We use the notation \(|\zeta|\) for Euclidean norm of vectors \( \zeta \), and \( \|u\|_\infty \) for (essential) supremum of a function of time.

This paper continues the study of the input-to-state stability (iss) property (cf. [4, 5, 7, 8, 9, 10, 11, 15, 14, 16, 17, 19, 20, 21, 22]) as well as its variant, the integral input-to-state
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stability (ISS) property (cf. [1, 2, 12, 18]). Recall that the first of these is the natural extension to nonlinear systems (under arbitrary coordinate changes in states and inputs) of the notion of external stability known as “finiteness of $L^1$ gain” (that is, finite operator norm from $L^\infty$ to $L^\infty$), while the second one extends to nonlinear systems the notion of finite “$H_2$ gain” (that is, finite operator norm from $L^2$ to $L^\infty$).

It was shown in [18] that the ISS property is equivalent to the following “integral to integral” stability concept: the system (1) is forward complete, and there are some $\alpha$, $\chi$, and $\sigma \in K_\infty$ such that, for all initial states $\xi$ and inputs $u$, the following estimate holds for all $t \in [0, t_{\text{max}}(\xi, u))$:

$$\int_0^t \alpha(|x(s, \xi, u)|) \, ds \leq \chi(|\xi|) + \int_0^t \sigma(|u(s)|) \, ds.$$  \hfill (2)

In particular, for example, a system which has “finite $H_\infty$ norm” (i.e., operator norm from $L^2$ to $L^2$), meaning that an estimate such as

$$\left( \int_0^t (|x(s, \xi, u)|^q \, ds \right)^{\frac{1}{q}} \leq \left( |\xi|^p + \int_0^t \sigma(|u(s)|)^p \, ds \right)^{\frac{1}{p}}$$  \hfill (3)

holds with $p = q = 2$, is necessarily ISS. (Actually, in a sense every ISS system satisfies an estimate of this form, under coordinate changes; see [1].) The estimate (3) with $p = q = 2$ (or, more generally, for any $p = q$) gives rise to an estimate as in (2) simply by raising both sides to the $p$th power. However, mixed norms $p \neq q$ give rise, after raising to the $p$th power, to the more general type of estimate:

$$\gamma \left( \int_0^t \alpha(|x(s, \xi, u)|) \, ds \right) \leq \chi(|\xi|) + \int_0^t \sigma(|u(s)|) \, ds$$  \hfill (4)

with all comparison functions of class $K_\infty$. Alternative ways of stating such a condition arise by taking $\gamma^{-1}$, leading to an estimate such as

$$\int_0^t \alpha(|x(s, \xi, u)|) \, ds \leq \gamma \left( \chi(|\xi|) + \int_0^t \sigma(|u(s)|) \, ds \right)$$  \hfill (5)

(we wrote $\gamma^{-1}$ again as $\gamma$), which could also be written as

$$\int_0^t \alpha(|x(s, \xi, u)|) \, ds \leq \tilde{\chi}(|\xi|) + \tilde{\gamma} \left( \int_0^t \sigma(|u(s)|) \, ds \right)$$  \hfill (6)

(just let $\tilde{\chi}(r) := \gamma(2\chi(r))$ and $\tilde{\gamma}(r) := \gamma(2r)$), or even as:

$$\int_0^t \alpha(|x(s, \xi, u)|) \, ds \leq \chi \left( |\xi| + \int_0^t \sigma(|u(s)|) \, ds \right)$$  \hfill (7)

holding for some $\alpha$, $\chi$, and $\sigma \in K_\infty$ (take $\chi := \tilde{\chi} + \tilde{\gamma}$). Note that an estimate of this type in turn implies again an estimate as in (2), if one takes $\gamma := \chi^{-1}$ (and “$\chi$” is the identity in [1]).

Given the apparent similarity between on the one hand (3) and on the other (4) and its equivalent versions (5)-(7), it seems natural to conjecture that this latter property is also equivalent to ISS. Surprisingly, however, and this is one of the main results of this paper, this equivalence turns out to be false, and (4) is in fact equivalent to integral input-to-state stability (iISS). Recall
that a system is said to be iISS if there exist functions $\alpha, \sigma$ of class $K_\infty$, and $\beta$ of class $KL$, such that
\[
\alpha(|x(t, \xi, u)|) \leq \beta(|\xi|, t) + \int_0^t \sigma(|u(s)|) \, ds
\]
holds along all trajectories. Observe that any iISS system is necessarily forward complete, because $\alpha(|x(t, \xi, u)|)$ is bounded by $\beta(|\xi|, 0) + \int_0^T \sigma(|u(s)|) \, ds$ on any interval $[0, T)$, with $T < t_{\text{max}}(\xi, u)$, on which the trajectory is defined (so maximal trajectories stay bounded, and are therefore everywhere defined).

The concept of iISS is very natural; among other characterizations, it was shown in [2] that iISS is equivalent to the existence of a proper and positive definite smooth function $V$ which satisfies a dissipation inequality of the following kind:
\[
DV(x) f(x, u) \leq -\rho(|x|) + \sigma(|u|) \quad \forall x \in \mathbb{R}^n, \forall u \in \mathbb{R}^m,
\]
for some positive definite function $\rho$ and some $\sigma$ of class $K_\infty$. (In contrast, the strictly stronger ISS property is equivalent to the existence of a dissipation inequality of this general form, but where $\rho$ is required to be class $K_\infty$.)

We may weaken the requirements in the iISS definition by not asking that the effect of initial conditions decay, replacing $\beta(|\xi|, t)$ by just an upper bound $\gamma(|\xi|)$, and even by allowing an additional additive constant. This leads to the following notion: a system is \textit{uniformly bounded energy bounded state (UBEBS)} if, for some $\alpha, \gamma$, and $\sigma \in K_\infty$, and some positive constant $c$, the following estimate holds along all trajectories:
\[
\alpha(|x(t, \xi, u)|) \leq \gamma(|\xi|) + \int_0^t \sigma(|u(s)|) \, ds + c.
\]

Another apparently weaker notion of stability, which will be used in Section 3 in order to deal with semi-global versions of iISS, is given by estimates of this type, which mix integral and sup norms:
\[
\alpha(|x(t, \xi, u)|) \leq \beta(|\xi|, t) + \int_0^t \sigma(|u(s)|) \, ds + \gamma(\|u_{[0,t]}\|_\infty),
\]
understood as holding for some $\beta$ of class $KL$ and some $\alpha, \sigma$, and $\gamma$ of class $K_\infty$.

Our main equivalence results, to be proved in Section 2, can be summarized as follows. In addition to the “integral to integral stability” equivalences, we also state a sort of “separation” theorem for iISS, which allows to decompose the property into global asymptotic stability of the zero-input system $\dot{x} = f(x, 0)$ (the O-GAS property) plus the “bounded input-energy bounded state” property UBEBS.

\textbf{Theorem 1} For any system ([3]), the following facts are equivalent:

1. The system is iISS.
2. The system is O-GAS and UBEBS.
3. The system is forward complete and satisfies an estimate as in ([4]).
4. The system satisfies an estimate as in ([1]).

We turn now to a “semiglobal” version of the iISS property, in which estimates are only required to hold for bounded initial states and inputs.
Definition 1.1 A system (1) is semiglobally iiss if for each $M > 0$ there are functions $\beta_M \in \mathcal{K}\mathcal{L}$, and $\gamma_M$ and $\alpha_M$ in $\mathcal{K}_\infty$, such that the following estimate:

$$\alpha_M(|x(t, \xi, u)|) \leq \beta_M(|\xi|, t) + \int_0^t \sigma_M(|u(s)|) \, ds \quad (12)$$

holds for all initial states $\xi$ and inputs $u$ such that $|\xi| \leq M$ and $\|u\|_\infty \leq M$, for all $t \in [0, t_{\text{max}}(\xi, u))$.

Note that such a system is clearly o-gas, because when $u \equiv 0$, $\beta_{|\xi|}(|\xi|, t) \to 0$ as $t \to \infty$ implies that $x(t, \xi, 0) \to 0$ (attractivity), and applying with $M = 1$ one establishes stability.

The main result in that respect will be as follows.

Theorem 2 A system (1) is semiglobally iiss if and only if it is iiss.

This is proved in Section 3. Interestingly, the respective result does not hold for the iss property, in so far as initial states are concerned; see Section 4.

2 Proof of Theorem 1

We will first show that $1 \iff 2$. It is obvious that $1 \Rightarrow 2$, but the converse requires the following steps: first we establish the existence of a lower-semicontinuous Lyapunov-like function $V$, under the assumption that an ubebs-like estimate holds, and then we combine this $V$ with a function as in the characterization of o-gas given in [2] to obtain a non-smooth dissipation inequality; the final step is to show that the iiss property can be deduced from this inequality.

Next we establish that $1 \Rightarrow 3$. This implication makes essential use of the Lyapunov characterization of iiss given in [4].

We then turn to showing that $3 \Rightarrow 2$. The proof of the implication is heavily based upon the Lyapunov characterization of forward completeness which was recently given in [8]. (As a matter of fact, the original motivation for that paper was in trying to provide the main technical step required in this proof.) The fact that [7] together with forward completeness is a sufficient condition for o-gas was already shown in [19] (see the proof of Theorem 1 in that paper, applied to the special case when $u = 0$). Hence, we are only left to show that a ubebs estimate holds.

Since it is clearly true that $1$ implies $4$, we are only left to show that the converse is also true; we do this in Section 2.4.

2.1 $1 \iff 2$

The implication $1 \Rightarrow 2$ follows easily simply considering that $\beta(|\xi|, t) \leq \beta(|\xi|, 0)$ and recalling that $\beta(\cdot, 0)$ is a $\mathcal{K}$ function. The converse implication is more interesting.

As a preliminary step, we show that, if a system is o-gas and ubebs, we may always reduce to the special case $c = 0$. Moreover, we show that a weaker estimate is also possible.

Lemma 2.1 Suppose that a system (1) is o-gas. Then the following properties are equivalent:
• The system satisfies along all trajectories an estimate of the following type, for suitable maps of class $\mathcal{K}_\infty$:

$$\alpha_1(|x(t, \xi, u)|) \leq \alpha_3(|\xi|) + \chi \left( \int_0^t \kappa(|u(s)|) \, ds \right). \quad (13)$$

• The system satisfies along all trajectories an UBEBS-like estimate with $c = 0$:

$$\alpha(|x(t, \xi, u)|) \leq \gamma(|\xi|) + \int_0^t \sigma_1(|u(s)|) \, ds. \quad (14)$$

• The system is UBEBS.

Proof. If an estimate of the type (13) holds along all trajectories, we simply introduce $\alpha_4(r) := \chi^{-1}(r/2)$, so that (14) holds with $\alpha = \alpha_4 \circ \alpha_1$ and $\gamma(r) = \alpha_4(2\alpha_3(r))$. Clearly, if an estimate of type (14) holds, then the system is UBEBS (just take $c = 0$). Thus, all that we need to prove is that any $o$-GAS and UBEBS system satisfies an estimate of type (13).

By virtue of Lemma 4.10 in [2], we have that $o$-GAS implies the existence of a smooth function $V : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$, two class $\mathcal{K}_\infty$ functions $\alpha_i$ such that (18) holds, and some $\theta, \delta$ of class $\mathcal{K}_\infty$, so that

$$DV(x) f(x, u) \leq \theta(|x|) \delta(|u|) \quad \forall x \in \mathbb{R}^n, \forall u \in \mathbb{R}^m. \quad (15)$$

Taking the integral of this inequality in both sides yields the following estimate:

$$V(x(t, \xi, u)) \leq V(\xi) + \int_0^t \theta(|x(s, \xi, u)|) \delta(|u(s)|) \, ds \quad (16)$$

along all possible solutions corresponding to initial states $\xi$ and controls $u$. We now exploit the UBEBS property in order to show that we can always reduce ourselves to the case $c = 0$.

In general, for any class-$\mathcal{K}$ map $\alpha$, we have that $\alpha(a + b + c) \leq \alpha(3a) + \alpha(3b) + \alpha(3c)$. Applying this observation to (14), we obtain the following estimate along all solutions:

$$\theta(|x(s, \xi, u)|) \leq \tilde{\alpha}(3\gamma(|\xi|)) + \tilde{\alpha} \left( \int_0^s 3\sigma(|u(\tau)|) \, d\tau \right) + \tilde{\alpha}(3c), \quad (17)$$

where $\tilde{\alpha}(r) := \theta \circ \alpha^{-1}(3r)$. Majorizing $\theta(|x(s)|)$ in the right hand side of (16) according to (17), we obtain:

$$V(x(t, \xi, u)) - V(\xi) \leq \int_0^t \left\{ \tilde{\alpha}(\gamma(|\xi|)) + \tilde{\alpha} \left( \int_0^s \sigma(|u(\tau)|) \, d\tau \right) + \tilde{\alpha}(c) \right\} \delta(|u(s)|) \, ds$$

$$\leq \int_0^t \left\{ \tilde{\alpha}(\gamma(|\xi|)) + \tilde{\alpha} \left( \int_0^s \sigma(|u(\tau)|) \, d\tau \right) + \tilde{\alpha}(c) \right\} \delta(|u(s)|) \, ds$$

$$= \left\{ \tilde{\alpha}(\gamma(|\xi|)) + \tilde{\alpha} \left( \int_0^s \sigma(|u(s)|) \, ds \right) + \tilde{\alpha}(c) \right\} \int_0^t \delta(|u(s)|) \, ds$$

$$\leq \left[ \tilde{\alpha}(\gamma(|\xi|)) \right]^2 + \chi \left( \int_0^t \kappa(|u(s)|) \, ds \right)$$

where $\kappa(r) = \max\{\sigma(r), \delta(r)\}$ and $\chi(r) = r^2 + \tilde{\alpha}(c)r + \tilde{\alpha}(r)r$. Now let $\alpha_1$ and $\alpha_2$ be such that (18) holds. Then we have an estimate of the type (13) holding along all trajectories, with $\alpha_3 := \alpha_2 + \left[ \tilde{\alpha}(\gamma(\cdot)) \right]^2$. 


Thus, we assume from now on that an estimate (14) holds. The next step is to obtain a Lyapunov-like property.

**Lemma 2.2** Suppose that system (1) satisfies an estimate (14). Then, there exist functions $\alpha_1, \alpha_2, \text{ and } \sigma_1$ of class $K_\infty$, and a lower semicontinuous function $V : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ such that

$$\alpha_1(|x|) \leq V(x) \leq \alpha_2(|x|) \quad (18)$$

holds for all $x$, so that along all trajectories the following estimate is satisfied:

$$V(x(t, \xi, u)) - V(\xi) \leq \int_0^t \sigma_1(|u(s)|) \, ds . \quad (19)$$

**Proof.** Take as $V$ the following function:

$$V(\xi) := \sup_{t \geq 0, u(\cdot)} \left\{ \alpha(|x(t, \xi, u)|) - \int_0^t \sigma_1(|u(s)|) \, ds \right\} . \quad (20)$$

Lower-semicontinuity of $V$ follows by a routine argument from the continuity of $\alpha(|x(\cdot, \cdot, u)|)$. By definition of $\text{UBES}$ in (14), $V$ is finite-valued and (18) is satisfied with $\alpha_1 = \alpha$ and $\alpha_2 = \gamma$.

We show next that, along trajectories of the system, $V$ satisfies (19). In fact

$$V(x(t, \xi, u)) = \sup_{\tau \geq 0,v(\cdot)} |x(\tau, x(t, \xi, u), v)| - \int_0^t \sigma_1(|v(s)|) \, ds$$

$$= \sup_{\tau \geq 0,v(\cdot)} |x(\tau + t, \xi, u\#v)| - \int_0^t \sigma_1(|v(s)|) \, ds$$

$$\leq \left[ \sup_{\tau \geq 0,v(\cdot)} |x(\tau + t, \xi, u\#v)| - \int_0^{t+\tau} \sigma_1(|u\#v(s)|) \, ds \right] + \int_0^t \sigma_1(|u(s)|) \, ds$$

$$\leq V(\xi) + \int_0^t \sigma_1(|u(s)|) \, ds ,$$

where $u\#v$ denotes the concatenation input: $u\#v(t) = u(t)$ for $t < \tau$ and $v(t - \tau)$ otherwise. \[\blacksquare\]

To complete the proof that the system is ISS, we take a function $V_1$ as in Lemma 2.2. In [1], it is shown that, for each O-GAS system there exists some smooth, positive definite, and “semi-proper” function $V_2 : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ so that, for some $\sigma_2 \in K_\infty$ and some continuous positive definite function $\rho : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$,

$$DV_2(x)f(x, u) \leq -\rho(|x|) + \sigma_2(|u|) \quad (21)$$

holds for all $x \in \mathbb{R}^n$ and all $u \in \mathbb{R}^m$. (Semiproper was defined in that paper as: for each $r$ in the range of $V_2$, the sublevel set $\{x : V_2(x) \leq r\}$ is compact.) Consider the function $V := V_1 + V_2$. This function is such that (18) holds for all $x$, for suitable $\alpha_1, \alpha_2$ of class $K_\infty$, and also there is a $\sigma$ of class $K_\infty$ (namely, we may pick $\sigma = \sigma_1 + \sigma_2$) and a continuous positive definite function $\rho$, such that

$$V(x(t, \xi, u)) \leq V(\xi) + \int_0^t \sigma(|u(s)|) \, ds - \int_0^t \rho(|x(s, \xi, u)|) \, ds \quad (22)$$
holds along all trajectories. (Note that \( V(x(t, \xi, u)) \) is Lebesgue measurable as a function of \( t \), because \( V \) is lower semicontinuous, so the integral makes sense.) Thus the proof will be completed once that we show the following non-smooth version of the sufficiency condition for iiss established in \([2]\).

**Lemma 2.3** Consider a system \((1)\), and suppose that there exists a function \( V : \mathbb{R}^n \to \mathbb{R}_{\geq 0} \), functions \( \alpha_1, \alpha_2, \sigma \) of class \( K_\infty \), and a continuous positive definite function \( \rho \), such that \((18)\) holds for all \( x \), and so that \( V(x(t, \xi, u)) \) is Lebesgue measurable as a function of \( t \), and \((22)\) holds for all \( \xi \in \mathbb{R}^n \), all input signals \( u \), and all \( t \geq 0 \). Then the system is Integral Input-to-State Stable.

**Proof.** We apply Lemma 3.1 in \([2]\) to the continuous positive definite function \( \rho \), to conclude the existence of \( \rho_1 \in K_\infty \) and \( \rho_2 \in L \) such that:

\[
\rho(r) \geq \rho_1(r) \rho_2(r)
\]  
(23)

holds for all \( r \geq 0 \). We define

\[
\tilde{\rho}(r) := \rho_1(\alpha_2^{-1}(r)) \rho_2(\alpha_1^{-1}(r))
\]

and we pick a continuous positive definite and locally Lipschitz \( \rho^* \) such that

\[
\rho^*(r) \leq \tilde{\rho}_1(r/2) \tilde{\rho}_2(r)
\]

for all \( r \).

Thus, for all \( x \in \mathbb{R}^n \) we have:

\[
\rho(|x|) \geq \rho_1(|x|) \rho_2(|x|) \geq \rho_1(\alpha_2^{-1}(V(x))) \rho_2(\alpha_1^{-1}(V(x))) = \tilde{\rho}(V(x)).
\]  
(24)

From \((22)\), taking into account \((24)\), we have that

\[
V(x(t, \xi, u)) \leq V(\xi) + \int_0^t \sigma(|u(s)|) ds - \int_0^t \tilde{\rho}(V(x(s, \xi, u))) ds
\]

along all trajectories. We also note for future reference, that \( V \) satisfies the following “no upper jumps” properties:

\[
\limsup_{t \to t_0^+} V(x(t)) \leq V(x(t_0)) \quad (26)
\]

\[
\liminf_{t \to t_0^-} V(x(t)) \geq V(x(t_0)). \quad (27)
\]

along all trajectories, for all \( t_0 \geq 0 \).

Now pick any initial state \( \xi \) and any input \( u \), and consider the (unique, since \( \rho^* \) is locally Lipschitz) solution of the following initial value problem:

\[
\dot{w} = \sigma(|u|) - \rho^*(w), \quad w(0) = V(\xi).
\]  
(28)

**Claim:**

\[
V(x(t, \xi, u)) \leq w(t) \quad \forall t \geq 0.
\]  
(29)
In order to prove this, we first fix an arbitrary \( \varepsilon > 0 \), and we consider the initial value problem
\[
\dot{w} = \sigma(|u|) - \rho^*(w), \quad w(0) = V(\xi) + \varepsilon.
\] (30)

We will we show that (29) holds for this modified problem, for each such \( \varepsilon \). Then the result will follow for the original problem by letting \( \varepsilon \to 0 \) and using the fact that, for each \( t \), the solution \( w(t) \) depends continuously on \( \varepsilon \). Note that, since \( w(0) > 0 \) for the modified problem, also \( w(t) > 0 \) for all \( t \), by a comparison principle: \( \dot{w}(t) \geq -\rho^*(w(t)) \) for all \( t \), and the equation \( \dot{w} = -\rho^*(v) \) has unique solutions and has zero as an equilibrium.

Assume, by way of contradiction that there would exist some \( t > 0 \) such that \( V(x(t, \xi, u)) \geq w(t) \). Let:
\[
\tau := \inf \{ t > 0 : V(x(t, \xi, u)) \geq w(t) \}.
\] (31)

To simplify notation, we write from now on \( x(t) \) instead of \( x(t, \xi, u) \). By definition of \( \tau \) and (26), we have
\[
w(\tau) \leq \limsup_{t \to \tau^+} V(x(t)) \leq V(x(\tau)).
\] (32)

Since \( V(\xi) < w(0) \), necessarily \( \tau > 0 \).

Observe that \( V(x(t)) < w(t) \) for all \( t < \tau \), so in particular, using (27) and continuity of \( w(t) \):
\[
w(\tau) \geq \limsup_{t \to \tau^-} V(x(t)) \geq \liminf_{t \to \tau^-} V(x(t)) \geq V(x(\tau)).
\] (33)

Putting together (33) and (32) gives
\[
w(\tau) = V(x(\tau)) = \lim_{t \to \tau^+} V(x(t)),
\]
so there exists some \( \delta > 0 \) such that \( w(t) \geq V(x(t)) \) for every \( t \in [\tau - \delta, \tau) \). We also have the fact that
\[
\tilde{\rho}(r) \geq \tilde{\rho}_1(r) \tilde{\rho}_2(r) \geq \tilde{\rho}_1(s/2) \tilde{\rho}_2(s) = \rho^*(s)
\]
whenever \( s/2 \leq r \leq s \). We thus obtain a contradiction:
\[
V(x(\tau)) \leq V(x(\tau - \delta)) + \int_{\tau - \delta}^{\tau} \sigma(|u(s)|) \, ds - \int_{\tau - \delta}^{\tau} \tilde{\rho}(V(x(s))) \, ds
\]
\[
< w(\tau - \delta) + \int_{\tau - \delta}^{\tau} \sigma(|u(s)|) \, ds - \int_{\tau - \delta}^{\tau} \rho^*(w(s)) \, ds
\]
\[
= w(\tau).
\]

This completes the proof of the claim.

By Corollary 4.3 in [2], associated to the positive definite continuous function \( \rho^* \) there is some function \( \beta \) of class \( \mathcal{KL} \) with the following property: if \( u \) is an input and \( w \) is the solution of \( \dot{w} = \sigma(|u|) - \rho^*(w) \) with initial condition \( w_0 \), then \( w(t) \leq \beta(w_0, t) + \int_0^t \sigma(|u(s)|) \, ds \) for all \( t \).

It follows from our claim that
\[
\alpha_1(|x(t, \xi, u)|) \leq V(x(t, \xi, u)) \leq w(t) \leq \beta(V(\xi), t) + \int_0^t \sigma(|u(s)|) \, ds.
\] (34)

This proves that the system is ISS.
2.2 1 $\Rightarrow$ 3

We show next that 1 implies 3. We must show the estimate in (7). By virtue of the converse Lyapunov characterization of ISS cited earlier, there exists a smooth function $V : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ so that (18) holds for suitable $\alpha_1$ and $\alpha_2$, such that (3) holds. Integrating, we obtain that (22) holds along all solutions. In particular, $|x(t, \xi, u)| \leq \kappa_1(\|\xi\|) + \kappa_2\left(\int_0^t \sigma(|u(s)|) \, ds\right)$, where we have defined $\kappa_1(s) = \alpha_1^{-1} \circ 2\alpha_2(s)$ and $\kappa_2(s) = \alpha_1^{-1} \circ 2s$. We apply Lemma 3.1 in [2] to the continuous positive definite function $\rho$, to conclude the existence of $\rho_1 \in \mathcal{K}_\infty$ and $\rho_2 \in \mathcal{L}$ such that (23) holds for all $r \geq 0$. Then,

$$V(x(t, \xi, u)) \leq V(\xi) + \int_0^t \sigma(|u(s)|) \, ds$$

Define now the function $\gamma$ as

$$\gamma(r) = \frac{1}{\rho_2(r)} - \frac{1}{\rho_2(0)}.$$

Notice that $\gamma$ is of class $\mathcal{K}_\infty$. Moreover, we also to define the following class $\mathcal{K}$ functions:

$$\chi_1(r) = \max\{\gamma \circ 2\kappa_1(r), \alpha_2(r)\}$$
$$\chi_2(r) = \max\{\gamma \circ 2\kappa_2(r), r\}.$$

It follows from (35) and (37) that

$$\int_0^t \rho_1(|x(s, \xi, u)|) \, ds$$

$$\leq \left[ \frac{1}{\rho_2(0)} + \gamma \left( \kappa_1(\|\xi\|) + \kappa_2\left(\int_0^t \sigma(|u(s)|) \, ds\right) \right) \right] \left[ V(\xi) + \int_0^t \sigma(|u(s)|) \, ds \right]$$

$$\leq \left[ \frac{1}{\rho_2(0)} + \gamma(2\kappa_1(\|\xi\|)) + \gamma \circ 2\kappa_2\left(\int_0^t \sigma(|u(s)|) \, ds\right) \right] \left[ \alpha_2(\|\xi\|) + \int_0^t \sigma(|u(s)|) \, ds \right]$$

$$\leq \frac{\alpha_2(\|\xi\|)}{\rho_2(0)} + \frac{\int_0^t \sigma(|u(s)|) \, ds}{\rho_2(0)} + \left(\chi_1(\|\xi\|) + \chi_2 \left(\int_0^t \sigma(|u(s)|) \right) \right)^2$$

$$\leq \alpha_2(\|\xi\|)/\rho_2(0) + 2\chi_1(\|\xi\|)^2 + (\chi_2/\rho_2(0) + 2\chi_2^2) \circ \left(\int_0^t \sigma(|u(s)|) \right)$$

This is an estimate of type (8), as wanted.

2.3 3 $\Rightarrow$ 2

As mentioned earlier, the fact that (7) together with forward completeness is a sufficient condition for O-GAS was already shown in [18]. So we must show that a UBEBS estimate holds.

We start by recalling a result in [3]. It is shown there that forward completeness of (1) implies (and is, in fact, equivalent to) there being an estimate of the following type along all trajectories:

$$|x(t, \xi, u)| \leq \kappa_1(t) + \kappa_2(\|\xi\|) + \kappa_3\left(\int_0^t \gamma(|u(s)|) \, ds\right) + c$$

(38)
holding for some $\kappa_1, \kappa_2, \kappa_3, \gamma$ of class $\mathcal{K}_\infty$ and some $c \geq 0$. We choose functions like this, and let $\alpha, \chi, \sigma$ be as in the estimate (39). We also introduce

$$\delta := \max\{\gamma, \sigma\}.$$ 

We also define, for each $r \geq 0$:

$$m(r) := \sup \left\{ |x(t, \xi, u)| : t \geq 0, \ |\xi| \leq r, \int_0^{+\infty} \delta(|u(s)|) \, ds \leq r \right\}.$$ 

Note that $m$ is a nondecreasing function. The main technical step is in showing that $m(r) < \infty$:

**Lemma 2.4** For each $r > 0$,

$$m(r) \leq \kappa_1 \left( \frac{\chi(2r)}{\alpha(r)} \right) + \kappa_2(r) + \kappa_3(r) + c.$$  \hspace{1cm} (39)

**Proof.** Pick any $r > 0$ and denote for simplicity the right-hand side of (39) as $M(r)$. Pick any state $\xi$ and input $u$ so that $|\xi| \leq r$ and $\int_0^{+\infty} \delta(|u(s)|) \, ds \leq r$. We need to show that, for all $t$, $|x(t, \xi, u)| \leq M(r)$. Assume that is not the case, so there is some $T > 0$ so that $|x(T, \xi, u)| > M(r)$. Let

$$\tau := \sup \{t \leq T : |x(t, \xi, u)| \leq r \},$$

so that $|x(t, \xi, u)| > r$ for all $t \in [\tau, T]$. It follows from (7) that

$$\alpha(r)(T - \tau) \leq \int_{\tau}^{T} \alpha(|x(s, \xi, u)|) \, ds \leq \int_0^{T} \alpha(|x(s, \xi, u)|) \, ds \leq \chi \left( r + \int_0^{T} \sigma(|u(s)|) \, ds \right) \leq \chi(2r).$$

With the notations

$$\tilde{T} := T - \tau \leq \frac{\chi(2r)}{\alpha(r)}, \quad \tilde{\xi} := x(\tau, \xi, u), \quad \tilde{u}(\cdot) := u(\cdot - \tau)$$

we have that

$$|x(T, \xi, u)| = |x(\tilde{T}, \tilde{\xi}, \tilde{u})| \leq \kappa_1(\tilde{T}) + \kappa_2(r) + \kappa_3(r) + c = M(r),$$

a contradiction.

Now pick any $\xi$ and $u$, and let

$$r := \max \left\{ |\xi|, \int_0^{+\infty} \delta(|u(s)|) \, ds \right\}.$$ 

By definition of $m$,

$$|x(t, \xi, u(\cdot))| \leq m(r) \leq \chi(r) + c$$

for all $t \geq 0$, where $\chi$ is any class-$\mathcal{K}_\infty$ function and $c$ is any constant such that $m(r) \leq \chi(r) + c$ for all $r$ (such $\chi$ and $c$ exist because $m$ is nondecreasing and finite-valued). With $\alpha := (2\chi)^{-1}$, we conclude that

$$\alpha(|x(t, \xi, u(\cdot))|) \leq r + \alpha(2c),$$

for all $t$, which gives us a UBEBS estimate, as wanted.
2.4 \( 4 \Rightarrow 1 \)

In order to prove the result, we need to appeal to the “small gain” argument used in the proof of the converse Lyapunov theorem for \( \text{iiss} \) in [2]. We review here the key technical steps needed from that argument, in a manner not stated explicitly in [2].

In general, for any system (1), and any given smooth \( K_\infty \) function \( \varphi \), we consider the following auxiliary system:

\[
\dot{x} = f(x, d\varphi(|x|)),
\]

(40)

where we restrict the inputs \( d \) to have values in the closed unit ball, i.e. \( d(\cdot) : [0, +\infty) \to \bar{B} \), where \( \bar{B} \) denotes the set \( \{ \mu \in \mathbb{R}^m : |\mu| \leq 1 \} \). We let \( \mathcal{M}_B \) denote the set of such inputs. For each \( \xi \) and \( d \), we use \( x(\varphi(t, \xi, d)) \) to denote the trajectory of (40) corresponding to initial state \( \xi \) and input \( d \), defined in some maximal interval \( [0, t_{\text{max}}(\xi, d)) \).

Suppose given, for the system (40), maps \( \tilde{\alpha}, \gamma, \) and \( \varphi \) of class \( K_\infty \), such that \( \gamma \) is smooth, and denote, for each \( \xi \in \mathbb{R}^n \), each \( t \geq 0 \), and each \( d \in \mathcal{M}_B \),

\[
z(t, \xi, d) := \tilde{\alpha}(|x(\varphi(t, \xi, d))|) - \int_0^t \gamma(|d(s)| \varphi(|x(\varphi(s, \xi, d))|)) \, ds
\]

and for each \( \xi \),

\[
g(\xi) := \sup\{ z(t, \xi, d) : t \in [0, t_{\text{max}}(\xi, d)), d \in \mathcal{M}_B \}
\]

(possibly = \( +\infty \)). Suppose also given a \( \beta_0 \in K_\infty \) so that

\[
z(t, \xi, d) \leq \beta_0(|\xi|) \quad \forall \xi, d, t \in [0, t_{\text{max}}(\xi, d)).
\]

(41)

Notice that, under this assumption, \( g \) is finite-valued, and

\[
\tilde{\alpha}(|\xi|) \leq g(\xi) \leq \beta_0(|\xi|)
\]

for all \( \xi \in \mathbb{R}^n \). Finally, assume that for each \( 0 < r_1 < r_2 \) there is a \( T(r_1, r_2) \geq 0 \) such that the following property holds:

\[
r_1 < |\xi| < r_2 \quad \Rightarrow \quad g(\xi) = \sup\{ z(t, \xi, d) : 0 \leq t \leq T(r_1, r_2), d \in \mathcal{M}_B \}.
\]

(42)

Then, the proof of the main theorem in [2] contains a proof of this fact:

**Proposition 2.5** If the system (1) is \( O\text{-GAS} \), and if the above assumptions hold, then the system (1) is \( \text{iiss} \). \( \Box \)

We now apply this result to show that a system which satisfies an estimate (11) is necessarily \( \text{iiss} \). Note that such a system is \( O\text{-GAS} \). Assume without loss of generality that \( \sigma = \gamma \) in (11), i.e., the system satisfies the following estimate:

\[
\alpha(|x(t, \xi, u)|) \leq \beta(|\xi|, t) + \int_0^t \gamma(|u(s)|) \, ds + \gamma(||u(0, t)||_{\infty})
\]

(43)

for all \( t \geq 0 \), all initial conditions \( \xi \in \mathbb{R}^n \), and all measurable locally essentially bounded \( u(\cdot) \). Let \( \varphi \) be any smooth \( K_\infty \) function such that

\[
\gamma(\varphi(s)) \leq \frac{\alpha(s)}{2} \quad \forall s \geq 0.
\]
We will establish the properties needed for applying Proposition 2.6 with the same \( \gamma \) and \( \varphi \), \( \alpha := \alpha/2 \), and \( \beta_0 := \beta(\alpha, 0) \). (The only minor technical problem in applying the result is the requirement that \( \gamma \) be smooth; smoothness at the origin is needed due to the method of proof used in [2]. It is possible, however, to assume this fact with no loss of generality, employing the same trick as in [2] to produce a related system for which (11) holds with smooth \( \gamma \).)

We start by establishing (41).

**Lemma 2.6** For all \( \xi, d \), and \( t \in [0, t_{\text{max}}(\xi, d)] \),

\[
\alpha(||x^\varphi(t, \xi, d)||) \leq 2 \beta_0(||\xi||) + 2 \int_0^t \gamma(||d(s)|| \varphi(||x^\varphi(s, \xi, d)||)) \, ds .
\]

**Proof.** For all \( \tau \in [0, t] \), write \( u(\tau) := d(\tau) \varphi(||x^\varphi(\tau, \xi, d)||) \), so that

\[
\gamma(||u(\tau)||) \leq \gamma(||\varphi(||x^\varphi(\tau, \xi, d)||)||) \leq \frac{\alpha(||x^\varphi(\tau, \xi, d)||)}{2}
\]

for all \( \tau \), and thus also

\[
\gamma(||u_{[0, \tau]}||) \leq \frac{\alpha(||x_{[0, \tau]}^\varphi||)\infty)}{2}
\]

for all \( \tau \), where we are denoting by \( ||x_{[0, \tau]}^\varphi||\infty \) the sup norm of \( x^\varphi(\cdot, \xi, d) \) over the interval \([0, \tau]\). Now applying (43) with this \( u \), we have

\[
\alpha(||x^\varphi(\tau, \xi, d)||) \leq \beta(||\xi||, t) + \int_0^\tau \gamma(||u(s)||) \, ds + \frac{\alpha(||x_{[0, \tau]}^\varphi||)\infty}{2} .
\]

Now taking the supremum over \( \tau \in [0, t] \) we obtain:

\[
\alpha(||x_{[0, t]}^\varphi||)\infty \leq \beta(||\xi||) + \int_0^t \gamma(||u(s)||) \, ds + \frac{\alpha(||x_{[0, t]}^\varphi||)\infty}{2}
\]

so that we conclude

\[
\alpha(||x_{[0, t]}^\varphi||)\infty \leq 2 \beta_0(||\xi||) + 2 \int_0^t \gamma(||u(s)||) \, ds .
\]

Equation (44) follows from \( \alpha(||x^\varphi(t, \xi, d)||) \leq \alpha(||x_{[0, t]}^\varphi||)\infty \). \( \blacksquare \)

In order to obtain the \( T(r_1, r_2) \)'s as in (12), we need a simple observation. For each \( \xi \) and \( d \), we let \( G(\xi, d) \) denote the set of \( t \in [0, t_{\text{max}}(\xi, d)] \) for which

\[
||x^\varphi(t, \xi, d)|| = ||x_{[0, t]}^\varphi||\infty
\]

where we again use \( ||x_{[0, t]}^\varphi||\infty \) to indicate the sup norm of \( x^\varphi(\cdot, \xi, d) \) over the interval \([0, t]\).

**Lemma 2.7** For each \( \xi, d \), and \( t \in [0, t_{\text{max}}(\xi, d)] \), there is some \( \tau \in G(\xi, d) \) such that \( ||x^\varphi(t, \xi, d)|| = ||x^\varphi(\tau, \xi, d)|| \) and \( \tau \leq t \).

**Proof.** Just let \( \tau := \min\{s \in [0, t] : ||x^\varphi(s, \xi, d)|| \geq ||x^\varphi(t, \xi, d)||\} \). By definition of \( \tau \), \( ||x^\varphi(s, \xi, d)|| < ||x^\varphi(\tau, \xi, d)|| \) for all \( s \in [0, \tau) \). \( \blacksquare \)
We use this remark as follows. Given any $\xi$ and $d$, and any $t$, we pick $\tau$ as in the Lemma. As $\tau \leq t$ and $\gamma$ is nonnegative,

$$-\int_0^\tau \gamma(|d(s)\varphi(|x^\varphi(s,\xi,d)|)) \, ds \leq -\int_0^\tau \gamma(|d(s)\varphi(|x^\varphi(s,\xi,d)|)) \, ds$$

so also $z(t,\xi,d) \leq z(\tau,\xi,d)$. Thus, for each $\xi$,

$$g(\xi) = \sup\{z(t,\xi,d) : t \in G(\xi,d), d \in \mathcal{M}_B\}.$$  

For $t \in G(\xi,d)$, the estimate (46) gives

$$\tilde{\alpha}(|x^\varphi(t,\xi,d)|) = \alpha(|x^\varphi(t,\xi,d)|) - \frac{\alpha(||x^\varphi|_{[0,t]}||)}{2} \leq \beta(|\xi|,t) + \int_0^t \gamma(|d(s)\varphi(|x^\varphi(s,\xi,d)|)) \, ds,$$

i.e., $z(t,\xi,d) \leq \beta(|\xi|,t)$. Since $g(\xi) \geq \tilde{\alpha}(|\xi|)$, we may pick as $T(r_1,r_2)$ any $t$ such that $\beta(r_2,t) < \tilde{\alpha}(r_1)$. This completes the verification of the conditions needed in order to apply Proposition 2.5.

3 Proof of Theorem 2

For technical reasons, it is convenient to introduce properties separating semiglobal behavior with respect to inputs or states respectively.

We say that a system is **semiglobal iiss with respect to inputs** if, for each $M > 0$ there are functions $\beta_M \in \mathcal{K}\mathcal{L}$, and $\gamma_M$ and $\alpha_M$ in $\mathcal{K}_\infty$, such that the estimate (12) holds for all initial states $\xi$ and all those inputs $u$ for which $\|u\|_{\infty} \leq M$. The system is **semiglobal iiss with respect to initial states** if, for each $M > 0$ there are functions $\beta_M \in \mathcal{K}\mathcal{L}$, and $\gamma_M$ and $\alpha_M$ in $\mathcal{K}_\infty$, such that the estimate (12) holds for all inputs $u$ and for all those initial states $\xi$ such that $|\xi| \leq M$.

We could ask in these definitions "\(\forall t \in [0, t_{\text{max}}(\xi, u)]\)" or "\(\forall t \geq 0\)"; it amounts to the same thing since either property implies forward completeness, i.e. $t_{\text{max}}(\xi, u) = +\infty$. Note also that if a system satisfies either of these properties then it is o-gas (the argument is exactly the same as the one given earlier for semiglobal iiss).

The property of being semiglobally iiss with respect to inputs can be equivalently restated as the requirement that every saturated-input system

$$\dot{x} = f(x, \text{sat}_M(u)),$$

where $\text{sat}_M(u)$ indicates the projection of $u$ into the ball of radius $M$ in $\mathbb{R}^m$, be iiss, for each $M > 0$. Indeed, asking for each such system to be iiss amounts to asking that the required estimation functions exist.

We will first prove this:

**Proposition 3.1** The following facts are equivalent:

1. System (1) is iiss.
2. System (1) is semiglobally iiss with respect to inputs.
3. System (1) is semiglobally iISS with respect to initial states.

Then, we shall prove a variant of the equivalence of 4 and iISS in Theorem 3. We replace the estimate (11) by an estimate as follows:

\[ \alpha(|x(t, \xi, u)|) \leq \beta_0(|\xi|) + \int_0^t \sigma(|u(s)|) \, ds + \gamma(\|u_{[0, t]}\|_\infty), \]  

understood as holding for some \( \beta_0, \alpha, \sigma, \) and \( \gamma \) of class \( K_\infty \), along all trajectories. Of course, an estimate (11) implies also an estimate of this type, just using \( \beta_0(r) := \beta(r, 0) \). So an iISS system always satisfies this. The converse is less obvious:

**Proposition 3.2** System (1) is iISS if and only if it is O-GAS and it satisfies an estimate (18).

The key calculation is contained in the following fact, to be proved after we show how the main conclusions follow from it.

**Lemma 3.3** Assume given three families of functions

\[ \{\tilde{\beta}_M, M \in \mathbb{N}\} \subseteq KL, \quad \{\tilde{\sigma}_M, M \in \mathbb{N}\} \subseteq K_\infty, \quad \{\tilde{\gamma}_M, M \in \mathbb{N}\} \subseteq K_\infty, \]

as well as two nondecreasing functions

\[ \alpha_i : [0, \infty) \to [0, \infty), \quad i = 1, 2. \]

Then, there are a class-\( KL \) function \( \beta \) and class-\( K_\infty \) functions \( \gamma_1, \gamma_2, \delta_1, \) and \( \delta_2 \) such that, for all \( T \geq 0 \),

\[ \tilde{\beta}_{[\alpha_1(R) + \alpha_2(S)]}(R, T) + \tilde{\gamma}_{[\alpha_1(R) + \alpha_2(S)]}(R, T) = \beta(R, T) + \gamma_1(\alpha_1(R)) + \gamma_2(\alpha_2(S)) + \delta_1 \int_0^T \delta_2(\varphi(s)) \, ds \]

for all \( R > 0 \), all \( S > 0 \), and all measurable functions \( \varphi : [0, T] \to \mathbb{R}_{\geq 0} \).

Here we are using \( [r] \) to denote the “ceiling” of \( r \in \mathbb{R} \), i.e. the smallest integer larger or equal than \( r \). In the following we will also make use of the “floor” function, \( \lfloor r \rfloor \), defined as the largest integer smaller or equal than \( r \).

Let us see how Proposition 3.1 follows from this. Suppose first that the system is semiglobally iISS with respect to inputs. Thus there are families \( \alpha_M \) and \( \beta_M \) so that (12) holds whenever \( \|u\|_\infty \leq M \), for all \( \xi \) and \( t \). Applying \( \alpha_M^{-1} \) to both sides, we obtain:

\[ |x(t, \xi, u)| \leq \tilde{\beta}_M(|\xi|, t) + \tilde{\gamma}_M \left( \int_0^t \tilde{\sigma}_M(|u(s)|) \, ds \right), \]

where we defined \( \tilde{\gamma}_M(r) = \alpha_M^{-1}(2r) \) and \( \tilde{\beta}_M(r, t) = \alpha_M^{-1}(2\beta_M(r, t)) \). We apply Lemma 3.3 to these families of maps (restricting attention to integer values of \( M \)), with \( \alpha_1 \equiv 0 \) and \( \alpha_2(S) = S \). With the functions given by that Lemma, take now any \( \xi, u, \) and \( t \). Let \( S := \|u\|_\infty, M := \lfloor S \rfloor, \) and \( R := |\xi| \). As \( \gamma_1(\alpha_1(R)) = \gamma_1(0) = 0 \), we have

\[ |x(t, \xi, u)| \leq \beta(|\xi|, t) + \gamma_2(\|u\|_\infty) + \delta_1 \left( \int_0^t \delta_2(|u(s)|) \, ds \right). \]
Applying to both sides $\alpha(\cdot)$, where $\alpha(3\delta_1(r)) = r$, we get rid of the $\delta_1$ function and recover the estimate in part 4 of Theorem [1], so that the system is indeed iISS.

Suppose now that, instead, the system is semiglobally iISS with respect to initial states. Thus there are families $\alpha_M$ and $\beta_M$ so that \([12]\) holds whenever $|\xi| \leq M$, for all $u$ and $t$.

Applying $\alpha_M^{-1}$ to both sides, we obtain again an estimate like \([49]\). This time, we apply the Lemma with $\alpha_2 \equiv 0$ and $\alpha_1(R) = R$. With the functions given by the Lemma, take any $\xi$, $u$, and $t$. Let $S := \|u\|_\infty$, $R := |\xi|$, and $M := [R]$. As $\gamma_2(\alpha_1(S)) = 0$, we have
\[
|x(t, \xi, u)| \leq \beta(|\xi|, t) + \gamma_1(|\xi|) + \delta_1 \left( \int_0^t \delta_2(|u(s)|) \, ds \right)
\]
where $\gamma(r) = \beta(|r|, 0) + \gamma_1(|r|)$. Applying to both sides $\alpha(\cdot)$, where $\alpha(2\delta_1(r)) = r$, we get rid of the $\delta_1$ function and recover an UBEBS-estimate; together with the fact that the system is O-GAS, Theorem [1] guarantees that the system is indeed iISS. This ends the proof of Proposition 3.4.

Let us now prove Proposition 3.2. Suppose an estimate \([48]\) holds for all trajectories. Because of Proposition 3.1, it is sufficient to show semiglobal iISS with respect to inputs, or equivalently that each system \([17]\) is iISS. Fix any $M$. The estimate \([18]\), applied to inputs bounded by $M$, gives us that the UBEBS property holds, with $c = \gamma(\|u_{[0,t]}\|_\infty)$ and $\gamma = \beta_0$. Thus the system \([47]\) is iISS, as follows from Theorem [1] applied to that saturated system.

Finally, we prove Theorem 2. We assume that there are families $\alpha_M$ and $\beta_M$ so that \([12]\) holds whenever $|\xi| \leq M$, $\|u\|_\infty \leq M$, and all $t$. Applying $\alpha_M^{-1}$ to both sides, we obtain again an estimate like \([49]\). We apply once more Lemma 3.3, now with $\alpha_1(R) = \alpha_2(R) = R$. With the functions given by the Lemma, take now any $\xi$, $u$, and $t$. Let $S := \|u\|_\infty$, $M := [S]$, and $R := |\xi|$. Then we obtain an estimate as follows along all solutions:
\[
|x(t, \xi, u)| \leq [\beta(|\xi|, 0) + \gamma_1(|\xi|)] + \gamma_2(\|u\|_\infty) + \delta_1 \left( \int_0^t \delta_2(|u(s)|) \, ds \right).
\]
Applying to both sides $\alpha(\cdot)$, where $\alpha(3\delta_1(r)) = r$, we once more eliminate the $\delta_1$ function and recover an estimate \([48]\), so Proposition 3.2 gives us that the system is indeed iISS.

To summarize, we are only left with proving Lemma 3.3.

### 3.1 Proof of Lemma 3.3

Let us state several facts about $\mathcal{KL}$ and $\mathcal{K}_\infty$ functions, to be proved below.

**Lemma 3.4** Let $\{\tilde{\beta}_M\}_{M \in \mathbb{N}}$ be a family of class $\mathcal{KL}$ functions. Then there exist functions $\tilde{\gamma}_1 \in \mathcal{K}_\infty$ and $\tilde{\beta} \in \mathcal{KL}$ such that
\[
\tilde{\beta}_M(r, t) \leq \tilde{\gamma}_1(M) \tilde{\beta}(r, t)
\]
for all $r, t \geq 0$ and all $M > 0$.

**Lemma 3.5** Let $\{\tilde{\gamma}_M\}_{M \in \mathbb{N}}$ and $\{\tilde{\sigma}_M\}_{M \in \mathbb{N}}$ be two families of class $\mathcal{K}_\infty$ functions. Then, there exist three functions $\tilde{\gamma}_2$, $\delta_1$, and $\delta_2$ of class $\mathcal{K}_\infty$ such that, for all $T > 0$ and measurable functions $\varphi : [0, T] \to \mathbb{R}_{\geq 0}$,
\[
\tilde{\gamma}_M \left( \int_0^T \tilde{\sigma}_M(\varphi(s)) \, ds \right) \leq \tilde{\gamma}_2(M) \delta_1 \left( \int_0^T \delta_2(\varphi(s)) \, ds \right).
\]
Lemma 3.3 follows immediately from these two lemmas, since $\lceil \alpha_1(R) + \alpha_2(S) \rceil \leq \alpha_1(R) + \alpha_2(S) + 1$ and using the facts that

$$\hat{\gamma}_1(\alpha_1(R) + \alpha_2(S) + 1) \leq \hat{\gamma}_1(3\alpha_1(R)) + \hat{\gamma}_1(3\alpha_2(S)) + \hat{\gamma}_1(3)$$

(and similarly for $\hat{\gamma}_2$) and $ab \leq a^2 + b^2$. One gets

$$\beta(R, T) = \hat{\gamma}_1(3) \hat{\beta}(R, T) + 2 \lceil \beta(R, T) \rceil^2,$$

$$\gamma_1(r) = \lceil \hat{\gamma}_1(3r) \rceil^2 + \lceil \hat{\gamma}_2(3r) \rceil^2,$$

$$\delta_1(r) = \hat{\gamma}_2(3) \hat{\delta}_1(r) + 2 \lceil \delta_1(r) \rceil^2,$$

and the same $\delta_2$.

So we must prove these two lemmas. Let us collect first three useful facts about $K\mathcal{L}$ and $K\infty$ functions.

**Lemma 3.6** (Corollary 10 and Remark 11 in [18].) For each $\gamma \in K\infty$ there is a $\sigma \in K\infty$ such that $\gamma(rs) \leq \sigma(r)s$ for all $r, s \geq 0$.

**Lemma 3.7** (Proposition 7 in [18].) For each $\beta \in K\mathcal{L}$ there exist $\theta_1$ and $\theta_2$ in $K\infty$ such that $\beta(r, t) \leq \theta_1(\theta_2(s)e^{-t})$ for all $r, t \geq 0$.

**Lemma 3.8** (Corollary 4.5 in [2].) Suppose that $\gamma : \mathbb{R}_{\geq 0}^2 \to \mathbb{R}$ is such that $\gamma(\cdot, s) \in K$ for each $s \in \mathbb{R}_{> 0}$ and $\gamma(r, \cdot) \in K$ for each $r \in \mathbb{R}_{> 0}$. Then, there exists some function $\sigma \in K$ such that $\gamma(r, s) \leq \sigma(r)\sigma(s)$ for all $(x, y) \in (\mathbb{R}_{\geq 0})^2$.

We prove one more result of this type:

**Lemma 3.9** Let $\{\gamma_M\}_{M \in \mathbb{N}}$ be a family of class $K\infty$ functions. Then, there exists a $\sigma$ in $K$ such that $\gamma_M(r) \leq \sigma(M)\sigma(r)$ for all $r \geq 0, \forall M \in \mathbb{N}$.

**Proof.** We first make $\{\gamma_M\}$ into a monotonically increasing family of functions, by defining

$$\tilde{\gamma}_M(r) = \max_{i=1\cdots M} \gamma_i(r).$$

(50)

We then let $\hat{\gamma} : \mathbb{R}_{\geq 0}^2 \to \mathbb{R}_{\geq 0}$ be as follows

$$\hat{\gamma}(s, r) = \begin{cases} 
\tilde{\gamma}_s(r) & \text{if } s \in \mathbb{N} \\
\tilde{\gamma}_{[s]}(r)([s] - s) + \tilde{\gamma}_{[s]}(r)(s - [s]) & \text{if } s > 1 \text{ and } s \notin \mathbb{N} \\
\tilde{\gamma}_1(r)s & \text{if } s \in [0, 1). 
\end{cases}$$

(51)

By construction, $\hat{\gamma}$ is a function of class $KK$, so we may apply to it Lemma 3.8, obtaining $\sigma$ so that $\gamma_M(r) \leq \hat{\gamma}_M(r) \leq \hat{\gamma}(M, r) \leq \sigma(M)\sigma(r)$.

(52)
holds for all $M, r$.

Let us prove Lemma 3.4. Let $\tilde{\beta}_M \in \mathcal{N}$ be a family of class $KL$ functions. We apply Lemma 3.7 to each $\tilde{\beta}_M$, obtaining families $\{\theta^1_M\}$ and $\{\theta^2_M\}$ in $\mathcal{K}_\infty$ such that $\tilde{\beta}_M(r, t) \leq \theta^1_M(\theta^2_M(r)e^{-t})$ for all $r, t \geq 0$ and all $M$. Next we apply Lemma 3.9 to each of the families $\{\theta^1_M\}$ and $\{\theta^2_M\}$, obtaining functions $\sigma_1$ and $\sigma_2$, and to $\sigma_1$ we apply Lemma 3.6 to get $\theta \in \mathcal{K}_\infty$ such that:

$$\tilde{\beta}_M(r, t) \leq \sigma_1(M) \theta(\sigma_2(M)) \sigma_2(r) e^{-t}$$

as desired.

Finally, we prove Lemma 3.5. We apply Lemma 3.9 to each of the families $\{\tilde{\gamma}_M\}_{M \in \mathcal{N}}$ and $\{\tilde{\sigma}_M\}_{M \in \mathcal{N}}$, obtaining functions $\sigma_1$ and $\sigma_2$ and to $\sigma_1$ we apply Lemma 3.6 to get $\theta \in \mathcal{K}_\infty$ such that:

$$\tilde{\gamma}_M \left( \int_0^T \tilde{\sigma}_M(\varphi(s)) \, ds \right) \leq \sigma_1(M) \sigma_1 \left( \int_0^T \sigma_2(M) \sigma_2(\varphi(s)) \, ds \right) \leq \sigma_1(M) \sigma_1 \left( \sigma_2(M) \int_0^T \sigma_2(\varphi(s)) \, ds \right) \leq \sigma_1(M) \theta(\sigma_2(M)) \theta \left( \int_0^T \sigma_2(\varphi(s)) \, ds \right)$$

so the conclusions of Lemma 3.5 hold with with $\gamma_2(M) := \sigma_1(M) \theta(\sigma_2(M))$, $\delta_1 := \theta$, and $\delta_2 := \sigma_2$.

4 A Remark on Semiglobal ISS

For ISS, in contrast to iISS, the corresponding semiglobal property is strictly weaker, as shown by a counterexample in Section 4.1. If only inputs are restricted, however, a positive result exists, as we discuss next.

We say that a system is semiglobally ISS with respect to inputs if for each $M > 0$ there are functions $\beta_M \in \mathcal{K}$, and $\gamma_M$ in $\mathcal{K}_\infty$, such that

$$|x(t, \xi, u)| \leq \beta_M(|\xi|, t) + \gamma_M(\|u\|_\infty)$$

holds for all initial states $\xi$ and all those inputs $u$ for which $\|u\|_\infty \leq M$.

We will establish the following result:

**Theorem 3** System (14) is ISS if and only if it is semiglobally ISS with respect to inputs.

**Proof.** We will prove the result exploiting the “lim property” characterization of ISS given in (13): ISS is equivalent to Lyapunov stability of the unforced system $\dot{x} = f(x, 0)$ plus the following asymptotic gain condition on all solutions of (14):

$$\liminf_{t \to +\infty} |x(t, \xi, u)| \leq \gamma(\|u\|_\infty),$$
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for some function $\gamma$ of class $K_\infty$. Stability is clearly implied by semiglobal ISS with respect to inputs; in fact the unforced system is clearly o-gas. Suppose that, for all $M$, the functions $\beta_M \in KL$ and $\gamma_M \in K_\infty$ are as in the definition. We apply lemma 3.9 to the family $\{\gamma_M\}$ to obtain a $\sigma$ as there, and define
\[ \gamma(r) := \gamma(r + 1) \gamma(r), \]
which is clearly of class $K_\infty$. We claim that (54) holds. Indeed, pick any $\xi$ and $u$, and let $M := \lceil \|u\|_\infty \rceil$. Then, for all $t$,
\[ |x(t, \xi, u)| \leq \beta_M(\|\xi\|, t) + \sigma(M) \sigma(\|u\|_\infty) \leq \beta_M(\|\xi\|, t) + \gamma(\|u\|_\infty) \]
from which (54) follows.

4.1 Counter-example

We now provide a system which is “semiglobally ISS with respect to initial states” in the obvious sense but which is not ISS. Consider the system:
\[ \dot{x}_1 = -x_1(1 - \sin x_2), \]
\[ \dot{x}_2 = -x_2 + u. \] (55)

Claim 1: The system is not ISS. Suppose that the system is ISS. Then there exists some $\beta \in KL$ and some $\gamma \in K$ such that
\[ |x(t, \xi, u)| \leq \beta(\|\xi\|, t) + \gamma(\|u\|_\infty) \]
for all $t \geq 0$, all initial states $\xi$ and all $u$. Consequently,
\[ \limsup_{t \to \infty} |x(t, \xi, u)| \leq \gamma(\|u\|_\infty) \]
for all $\xi$. Consider the initial state $\xi = (\gamma(\pi/2) + 1, \pi/2)$ and the input given by $u(t) \equiv \pi/2$. The corresponding trajectory is
\[ x_1(t) = \gamma(\pi/2) + 1, \quad x_2(t) = \pi/2, \quad \forall \ t \geq 0. \]
Property (56) fails to hold for this trajectory. This shows that the system is not ISS.

Claim 2: There is a $KL$-function $\beta$ such that, for each $M > 0$, there is a $K$-function $\gamma_M$ such that
\[ |x(t, \xi, u)| \leq \beta(\|\xi\|, t) + \gamma_M(\|u\|_\infty), \quad \forall \ t \geq 0, \]
for all $|\xi| \leq M$ and all $u$.

The trajectories of the system are given by:
\[ x_1(t) = \xi_1 e^{\int_0^t -(1-\sin x_2(s)) ds}, \]
\[ x_2(t) = \xi_2 e^{-t} + e^{-t} \int_0^t e^s u(s) ds. \]

For the $x_2$ part, one has the following estimation:
\[ |x_2(t)| \leq |\xi_2| e^{-t} + \|u\|_\infty. \] (57)
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The estimation for the $x_1$ is a bit more complicated than the $x_2$ part. First of all, we note that, for all $s \geq 0$,

$$|\sin x_2(s)| \leq \left| \sin[\xi_2 e^{-s} + e^{-s} \int_0^s e^\sigma u(\sigma) d\sigma] \right|$$

$$= \left| \sin[\xi_2 e^{-s} + e^{-s} \int_0^s e^\sigma u(\sigma) d\sigma] \right|$$

$$= \left| \sin(\xi_2 e^{-s}) \cos(e^{-s} \int_0^s e^\sigma u(\sigma) d\sigma) + \cos(\xi_2 e^{-s}) \sin(e^{-s} \int_0^s e^\sigma u(\sigma) d\sigma) \right|$$

$$\leq |\sin(\xi_2 e^{-s})| + \left| \sin(e^{-s} \int_0^s e^\sigma u(\sigma) d\sigma) \right|$$

$$\leq |\xi_2| + \left| \sin(e^{-s} \int_0^s e^\sigma u(\sigma) d\sigma) \right| ,$$

so

$$|x_1(t)| \leq |\xi_1 e^{-t} e^{\int_0^t |\sin x_2(s)|} ds$$

$$\leq |\xi_1 e^{\int_0^t |\sin x_2(s)|} ds|$$

Observe that

$$\left| \sin \left( e^{-s} \int_0^s e^\sigma u(\sigma) d\sigma \right) \right| \leq \min \left\{ e^{-s} \int_0^t e^{t} |u(\sigma)| d\sigma , 1 \right\} .$$

Hence, when $\|u\|_\infty \leq 1/2$, one has

$$\int_0^t \left| \sin \left( e^{-s} \int_0^s e^\sigma u(\sigma) d\sigma \right) \right| ds \leq \int_0^t e^{-s} \int_0^s e^{\sigma \|u\|_\infty} d\sigma ds$$

$$\leq \int_0^t e^{-s} \left( e^{s} - 1 \right) \frac{d\sigma}{2} \leq t/2 ,$$

and when $\|u\|_\infty \geq 1/2$, one has

$$\int_0^t \left| \sin \left( e^{-s} \int_0^s e^\sigma u(\sigma) d\sigma \right) \right| ds \leq \int_0^t ds = t .$$

Consequently, when $\|u\| \leq 1/2$,

$$|x_1(t)| \leq |\xi_1| e^{\xi_2} e^{-t/2} = |\xi_1| e^{\xi_2} e^{-t/2} ,$$

and when $\|u\| \geq 1/2$,

$$|x_1(t)| \leq |\xi_1| e^{\xi_2} e^{-t} = |\xi_1| e^{\xi_2} .$$

Let $\tilde{\beta}(s, t) = se^{s} e^{-t/2}$, and, for each $M > 0$, let $\tilde{\gamma}_M$ be any $K$ function such that $\tilde{\gamma}_M(r) \geq M e^M$ for all $r \geq 1/2$. Then the above shows that

$$|x_1(t)| \leq \tilde{\beta}(|\xi|, t) + \tilde{\gamma}_M(\|u\|_\infty) , \quad \forall t \geq 0 ,$$

for all $\xi$ and $u$. Combining this with (57), one sees that Claim 2 is true.
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