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Abstract

Referring image segmentation is a typical multi-modal task, which aims at generating a binary mask for referent described in given language expressions. Prior arts adopt a bimodal solution, taking images and languages as two modalities within an encoder-fusion-decoder pipeline. However, this pipeline is sub-optimal for the target task for two reasons. First, they only fuse high-level features produced by uni-modal encoders separately, which hinders sufficient cross-modal learning. Second, the uni-modal encoders are pre-trained independently, which brings inconsistency between pre-trained uni-modal tasks and the target multi-modal task. Besides, this pipeline often ignores or makes little use of intuitively beneficial instance-level features. To relive these problems, we propose MaIL, which is a more concise encoder-decoder pipeline with a Mask-Image-Language trimodal encoder. Specifically, MaIL uniﬁes uni-modal feature extractors and their fusion model into a deep modality interaction encoder, facilitating sufﬁcient feature interaction across different modalities. Meanwhile, MaIL directly avoids the second limitation since no uni-modal encoders are needed anymore. Moreover, for the ﬁrst time, we propose to introduce instance masks as an additional modality, which explicitly intensiﬁes instance-level features and promotes ﬁner segmentation results. The proposed MaIL set a new state-of-the-art on all frequently-used referring image segmentation datasets, including RefCOCO, RefCOCO+, and G-Ref, with signiﬁcant gains, 3%-10% against previous best methods. Code will be released soon.

1. Introduction

This paper focuses on referring image segmentation, which is a typical multi-modal task by generating segmentation on images with the guidance of language descriptions. Since the real world contains not only vision but also multiple modalities, like audios and languages, this joint vision-text task could push a step further to better vision-language understanding, providing more user-friendly and convenient functions for practical applications like image manipulation and editing.

The de facto paradigm to tackle the referring segmentation task is the encoder-fusion-decoder pipeline, which first separately extracts image features and text features from two independent uni-modal encoders respectively, then fuses these representations together in a joint embedding space, finally decodes the target mask (Fig. 1(a)). Prior arts following this pipeline have achieved substantial success but still suffer from three limitations: (1) Insufficient modality interaction, especially on low-level features: the modality fusion module is always applied to high-level features; (2) Insufficient cross-modal learning, especially on instance-level features: the modality fusion module only fuses high-level features, which hinders sufficient cross-modal learning; (3) Inconsistency between pre-trained uni-modal tasks and the target multi-modal task: the uni-modal encoders are pre-trained independently, which brings inconsistency between pre-trained uni-modal tasks and the target multi-modal task. Besides, this pipeline often ignores or makes little use of intuitively beneficial instance-level features. To relive these problems, we propose MaIL, which is a more concise encoder-decoder pipeline with a Mask-Image-Language trimodal encoder. Specifically, MaIL uniﬁes uni-modal feature extractors and their fusion model into a deep modality interaction encoder, facilitating sufﬁcient feature interaction across different modalities. Meanwhile, MaIL directly avoids the second limitation since no uni-modal encoders are needed anymore. Moreover, for the ﬁrst time, we propose to introduce instance masks as an additional modality, which explicitly intensiﬁes instance-level features and promotes ﬁner segmentation results. The proposed MaIL set a new state-of-the-art on all frequently-used referring image segmentation datasets, including RefCOCO, RefCOCO+, and G-Ref, with signiﬁcant gains, 3%-10% against previous best methods. Code will be released soon.
representations that are learned independently from each modality. A series of works [2, 13–15, 37] have been proposed to focus on how to effectively fuse high-level features together after separate extraction, but these works may suffer from low-level detail information loss. Since referring segmentation is a pixel-level task, we believe that the low-level features like texture, colors and shapes in images and the features of the words in the language are important for precisely recognizing the target object, while only fusing the high-level features of deep uni-modality encoders always loses the low-level interaction. Therefore, fusing information from different modalities at both early and later stages is necessary to promote cross-modal representation for this task. (2) Unaligned pre-trained tasks: the uni-modal encoders are often pre-trained on uni-modal tasks different from the target task. In detail, the visual feature extractors are usually pre-trained with image classification task on ImageNet [5] and the language encoders are usually randomly initialized or pre-trained on language classification and generation tasks [6]. The pre-trained tasks guarantee network’s ability on feature extraction in specific modality but inevitably bring inconsistency across different modalities for the cross-modal representations learning in referring image segmentation. (3) Incomplete utilization of instance-level features: visual embeddings are always treated equally in terms of every location without highlighting in instances. Most of the previous methods [2, 27, 28, 37] in this area directly use the global image representations without considering the instance-level features. However, for referring segmentation, the instance-level features should be highlighted since the referent in expression is often prone to describe instances. Some works [18,38] focus on the instance-level features by using regions or heatmaps, which are in a coarse and implicit manner.

To address the above limitations, this paper proposes MaIL, a unified trimodal Mask-Image-Language framework for joint image, language and mask learning, as illustrated in Fig. 1(b). MaIL is mainly different from previous methods in two aspects. First, MaIL models the referring segmentation task as a deep modality interaction problem with a more concise and effective encoder-decoder pipeline. We employ a unified transformer structure as the encoder to fuse features from the input of each modality directly. This pipeline could directly handle the first two limitations since thorough cross-modal interaction is performed in the encoder and no uni-modal pre-training is needed anymore by discarding the deep single-modal encoders. We could adopt multi-modal pre-trained weights for our model, providing better aligned representations for this task compared to pre-training on unimodal tasks. The second different aspect is that our MaIL is a trimodal framework rather than previous bimodal structure by explicitly considering the instance-level object masks as a modality. Intuitively, explicitly introducing the pre-segmented mask information could help the images and languages to pay more attentions to the instance-level features through modality interaction and strengthen the image features for finer prediction. To investigate this, we propose to regard the masks as a kind of modality, then we could build deep interactions among masks, language and image features at different feature levels. Moreover, in the decoder, we adaptively process all the candidate mask features to select the most relevant and informative one and compensate the image features with it as a visual prior to obtain the final prediction.

Our contributions are three folds:

- We propose MaIL, which is a new unified Mask-Image-Language trimodal framework for referring image segmentation. The proposed deep modality interaction structure greatly simplifies the whole pipeline and sufficiently strengthens the interaction of multi-modal features.
- For the first time, we propose to introduce object masks as an additional modality for this task. Together with the adaptive mask selection strategy, we make full use of the mask information and find that it indeed benefits a lot to this task.
- The proposed MaIL set a new state-of-the-art on all datasets with significant gains comparing to previous systems in the literature. Specifically, MaIL outperforms the prior leading methods by 3%-10% on RefCOCO, RefCOCO+, and G-Ref.

2. Related Work

2.1. Referring Image Segmentation

Referring image segmentation aims at generating binary mask for referent described in given language expressions. Hu et al. [12] first proposes this task, and they construct an encoder-fusion-decoder pipeline to tackle this problem. They first encode language and image features from two separate encoders, then fuse them by simple concatenation and leverage a fully convolutional network for segmentation. Following this paradigm, proceeding works mainly focus on how to effectively fuse extracted language and image features. Recurrent network in [25, 30] and pyramid feature map in [22] are utilized to excavate more semantic context for fusion. Luo et al. [28] proposes to learn referring segmentation and comprehension in a unified manner for better aligned representation. Inspired by the prevalence of attention mechanism in computer vision field, researchers resort to attention mechanism for an effective fusion of multi-modal representations. Ye et al. [37] develops self-attention and cross-attention modules to capture long-range correlations between two modalities. Hu et al. [13] constructs two kinds of attention: language-guide visual attention and visual-guided language attention for two modal-
Multi-modal has been an active research area in recent years. A comprehensive survey of multi-modal learning is beyond the scope of this paper, so we only briefly review several related works here, especially on recent transformer-based image-language representation learning.

Existing methods for image-language learning could be classified into two categories. The first line takes a dual-stream structure, which focuses on learning strong separate encoders for images and languages. Most of works [17, 21, 34] in this type focus on learning strong representations with massive noisy web data. Methods [19, 20, 35] in the second categories use a sing-stream framework. They mainly research on modeling the modality interaction after the uni-modal encoders. We are inspired by a work [19] in this line, which designs its entire network as a transformer for efficiency. In this paper, we regard referring image segmentation as a deep multi-modal interaction task and build our network upon existing visual-language pre-training models instead of separate pre-trained image and language encoders. We further introduce the global instance masks as another modality to enhance the instance features, which dramatically improves the performance.

3. Method

The overall architecture of MaIL is shown in Fig. 2. It first takes the image, the referring expression and the corresponding instance masks as input, then feeds them into the proposed trimodal transformer encoder for sufficient multi-modality interaction, and finally generates the mask prediction by the decoder. In the following, we will first briefly revisit the previous encoder-decoder pipeline and present our compact encoder-decoder paradigm (Sec. 3.1). Then we give an in-depth illustration of our core trimodal transformer encoder (Sec. 3.2). In the end, we will illustrate the decoder with the proposed mask selection strategy in detail (Sec. 3.3).

3.1. Encoder-Decoder Pipeline

For referring image segmentation task, the input typically consists of an image $I \in \mathbb{R}^{H \times W \times 3}$ and its corresponding language expression $L = \{l_t\}_{t=1,…,T}$, where $H$ and $W$ denote the height and width of the input image. $T$ indicates the length of the expression. Previous methods always use an encoder-decoder paradigm, which first adopts two uni-modal encoders (e.g. ResNet [11] and GRU [4]) to extract images features $I$ and languages features $L$, separately, and then designs a modality fusion module to fuse representations from different modalities to obtain the fused features $F$. In the end, $F$ is fed into a decoder to generate the final segmentation prediction $P$. This paradigm can be formulated as three steps:

$$E_I = Encoder_I(I), E_L = Encoder_L(L);$$
$$F = Fusion(E_I, E_L);$$
$$P = Decoder(F)$$

The above paradigm is faced with several limitations like the lack of interactions in low-level uni-modal features and the misalignment in the pre-trained uni-modal tasks and the target multi-modal task. To resolve these problems, we propose MaIL to combine the original uni-modal encoders and the modality fusion module into one unified
Figure 2. Overview of the proposed MaIL. The trimodal encoder fuses feature from the input of each modality directly, jointly learning cross-modal representations among the mask, image and language modality. The decoder produces the segmentation results based on interacted representations with an adaptive mask selection strategy and a segmentation head.

3.2. Trimodal Transformer Encoder

Instance-level features are essential for the referring segmentation task since the referent in expression is often prone to describe specific instances \[18, 23, 38\]. However, there are only a few methods \[18, 38\] in this area focusing on this point and their usages are usually coarse and implicit, such as using regions or heatmaps. This paper proposes to highlight the instance-level features by explicitly leveraging such as using regions or heatmaps. This paper proposes to highlight the instance-level features by explicitly leveraging much more delicate binary masks \(M = \{m_k\}_{k=1, \ldots, K}\) (\(K\) instances in an image), which could be directly generated by an off-the-shelf instance segmentation model \[10\].

Specifically, MaIL introduces the generated masks as a modality and makes the encoder a trimodal one for joint learning with mask, image and language modalities. Then, the first step in Eq. 2 becomes:

\[
F^* = \text{Encoder}^*(M, I, L) \tag{3}
\]

We adopt the vision transformer structure proposed in ViT \[8\] as our encoder to handle the trimodal inputs. As shown in Fig. 2, the input image \(I \in \mathbb{R}^{H \times W \times 3}\) is first sliced into patches and flattened as \(\hat{I} \in \mathbb{R}^{N \times (3P^2)}\), where \(P\) is the patch size and \(N = HW/P^2\). Then, followed by the linear projection and added with the positional embedding, the input image is embedded into \(v_I \in \mathbb{R}^{N \times d}\), where \(d\) is the feature dimension of the transformer. A similar procedure is applied on the corresponding \(K\) masks. They are then embedded into \(v_M \in \mathbb{R}^{N' \times d}\), where \(N' = \sum_{k=1}^{K} H_k W_k / P^2\) and \(\{H_k, W_k\}\) denotes the height and width of valid area in \(k\)-th mask. The referring language is embedded to \(v_L \in \mathbb{R}^{T \times d}\) with a word embedding matrix and its position embedding matrix. After that, the embeddings of the three modalities are summed with their corresponding modality type embeddings respectively and then concatenated into a combined representation \(z^0 \in \mathbb{R}^{(N' + N + T) \times d}\) before sending to the transformer:

\[
z^0 = [v_M + t_M; v_I + t_I; v_L + t_L] \tag{4}
\]

where \(t_M, t_I\) and \(t_L\) are the type embeddings of the three modalities respectively.

The trimodal transformer encoder consists of \(D\) stacked blocks and each block contains a multi-head self-attention (MSA) layer and a multi-layer perceptron (MLP) layer, so the output of the \(d\)-th block is:

\[
\hat{z}^d = \text{MSA}(\text{LN}(z^{d-1})) + z^{d-1}, \tag{5}
\]

\[
z^d = \text{MLP}(\text{LN}(\hat{z}^d)) + \hat{z}^d.
\]
Here LN denotes layer normalization [1]. The contextualized vector sequence \( z^d \) is iteratively updated through blocks, thus facilitating sufficient feature interaction across modalities due to the self-attention mechanism. The final output feature vectors of the trimodal encoder, \( z^D \), can be divided back to features of different modalities as \( \{ z_M, z_I, z_L \} \).

Now the features of each modality are fully attended with the information from others via the trimodal transformer encoder. Finally, we reshape the image and mask features back to the original 2-D image size and obtain the encoder’s output \( F^e = \{ F_I, F_M \} \). Note that the dimensions are \( F_I \in \mathbb{R}^{H' \times W' \times d} \) and \( F_M = \{ F_M^k \in \mathbb{R}^{H' \times W' \times d} \}_{k=1, \ldots, K} \), where \( H' = H/P \) and \( W' = W/P \) due to the patch division.

### 3.3. Decoder

After sufficient feature interaction in the encoder, the output image and mask features can be regarded as two types of representations containing rich information across different modalities. The image features include the whole image’s semantic content and the instance-level mask features focus on each instance’s representation. In order to generate precise segmentation results, our decoder needs to combine features from both two aspects. Specifically, we propose an adaptive selection strategy to process various numbers of mask features and choose the most informative one while discarding others. A segmentation head is placed afterward to produce results based on the combination of the whole image features and selected instance-level features.

**Adaptive Mask Selection Strategy.** It is evident that using the information of all masks is redundant and utilizing all of them will bring extra distractors, as demonstrated in the experiment (Sec. 4.3). Therefore, we design an adaptive mask selection strategy to figure out the most informative mask features. As illustrated in Fig. 3, to make a fair comparison and choice in a common shared embedding space, our MaIL first crops features in the image feature maps (we use the word “aligned” for this type of feature for clarification) corresponding to the mask areas. In detail, for the \( k \)-th mask \( m_k \), we first obtain the aligned feature vector \( f_k \) by average pooling on the features of the mask-cropped areas, and further use an MLP layer to derive a corresponding score \( s_k \) for every mask. Mathematically, this process could be achieved by,

\[
    f_k = \text{AVG}(F_I \odot m_k), \quad s_k = \text{MLP}(f_k)
\]

Then, we could select the most informative mask feature \( F_M^\rho \in \mathbb{R}^{H' \times W' \times d} \) according to the largest score for further processing, where \( \rho \) is the index of the maximum score.

Specifically, we consider a mask feature as the most informative one if it is the most similar to the ground truth. To let the network learn how to distinguish the most relevant instance mask among others, we set a training objective to maximize the predicted score for the mask which has the largest overlap with the ground truth mask while minimizing the other scores. In detail, we first compute the intersection-over-union (IoU) between the ground truth mask and each input candidate mask. Then, a contrastive loss is applied to the generated scores:

\[
    L_{\text{select}} = -\log \frac{\exp(s_\rho)}{\sum_{k=1}^{K} \exp(s_k)}
\]

where \( \alpha \) is the index of the mask which has the largest IoU with the ground truth.

Next, the selected mask is used to supply the global image feature maps \( F_I \). More specifically, we first use two \( 1 \times 1 \) convolution layers to reduce the channels by a factor of \( r \) to ease the computing cost on image feature map \( F_I \) and \( F_M^\rho \) respectively. Then we concatenate them with a 2-D spatial coordinate map \( O \in \mathbb{R}^{H' \times W' \times 2} \) and obtain the concatenated feature maps \( \hat{F} \),

\[
\hat{F} = \text{Concat}(F_I, F_M^\rho, O)
\]

\( \hat{F} \) will be sent to the next step, the segmentation head.

**Segmentation Head.** To perform pixel-level segmentation in original space, we adopt a progressive up-sampling segmentation structure [40]. It contains multiple stacked blocks, and the architecture of each block is: \( 3 \times 3 \) conv + sync batch norm + ReLU + \( 2 \times 2 \) bi-linear up-sampling, and one \( 1 \times 1 \) conv attached at last block as shown in Fig. 2. We use \( \log_2 P \) blocks to recover the input resolution. After that, the decoder generates the final mask prediction \( P \in \mathbb{R}^{H \times W \times 1} \), which has the identical shape to the original image. We use the Focal loss [24] and DICE loss [31] to supervise the generated mask, and sum up with \( \lambda L_{\text{select}} \) (Eq. 7) as the final training objective of our proposed MaIL, where \( \lambda \) is used to balance the losses.

### 4. Experiments

We evaluate our proposed method on three commonly used benchmark datasets for referring image segmenta-
Table 1. Comparison of state-of-the-art methods with ours on RefCOCO, RefCOCO+ and G-Ref with the IoU metric. Previous best results are underlined for emphasis. U: UMD split, G: Google split.

| Method   | RefCOCO val | RefCOCO test A | RefCOCO test B | RefCOCO+ val | RefCOCO+ test A | RefCOCO+ test B | G-Ref val(U) | G-Ref test(U) | G-Ref test(G) |
|----------|-------------|----------------|----------------|--------------|----------------|----------------|--------------|---------------|---------------|
| RMI [25] | 45.18       | 45.69          | 45.57          | 29.86        | 30.48          | 29.50          | -            | -             | 34.52         |
| DMN [30] | 49.78       | 54.83          | 45.13          | 38.88        | 44.22          | 32.29          | -            | -             | 36.76         |
| ASGN [33]| 50.46       | 51.20          | 49.27          | 38.41        | 39.79          | 35.97          | -            | -             | 41.36         |
| RRN [22] | 55.33       | 57.26          | 53.93          | 39.75        | 42.15          | 36.11          | -            | -             | 36.45         |
| MattNet [38]| 56.51   | 62.37          | 51.70          | 46.67        | 52.39          | 40.08          | 47.64        | 48.61         | -             |
| CMSA [37]| 58.32       | 60.61          | 55.09          | 43.76        | 47.60          | 37.89          | -            | -             | 39.98         |
| CAC [3]  | 58.90       | 61.77          | 53.81          | -            | -              | -              | 46.37        | 46.95         | 44.32         |
| STEP [2] | 60.04       | 63.46          | 57.97          | 48.19        | 52.32          | 40.41          | -            | -             | 46.40         |
| BRINet [13]| 60.98   | 62.99          | 59.21          | 48.17        | 52.32          | 42.11          | -            | -             | 48.04         |
| CMPC [14] | 61.36       | 64.53          | 59.64          | 49.56        | 53.44          | 43.23          | -            | -             | 39.98         |
| LSCM [15] | 61.47       | 64.99          | 59.55          | 49.34        | 53.12          | 43.50          | -            | -             | 48.05         |
| MCN [28] | 62.44       | 64.20          | 59.71          | 50.62        | 54.99          | 44.69          | 49.22        | 49.40         | -             |
| BUSNet [36]| 62.56     | 65.61          | 60.38          | 50.98        | 56.14          | 43.51          | -            | -             | 49.98         |
| EFN [9]  | 62.76       | 65.69          | 59.67          | 51.50        | 55.24          | 43.01          | -            | -             | 51.93         |
| CGAN [27]| 64.86       | 68.04          | 62.07          | 51.03        | 55.51          | 44.06          | 51.01        | 51.69         | 46.54         |
| JRNet [16]| 65.32       | 68.56          | 62.04          | 52.75        | 58.46          | 44.12          | -            | -             | 48.95         |
| LTS [18] | 65.43       | 67.76          | 63.08          | 54.21        | 58.32          | 48.02          | 54.40        | 54.25         | -             |
| VLT [7]  | 65.65       | 68.29          | 62.73          | 55.50        | 59.20          | 49.36          | 52.99        | 56.65         | 49.76         |

MaIL (416×416) 69.38 71.31 66.76 61.02 64.68 54.86 60.86 61.39 60.26
MaIL 70.13 71.71 66.92 62.23 65.92 56.06 62.45 62.87 61.81

We use AdamW [26] optimizer with a base learning rate of $10^{-4}$ and weight decay of $10^{-2}$. The training phase contains 10 epochs and the learning rate is warmed up for 10% of the total training steps and decayed linearly to zero for the rest of training. We train our network on 4 NVIDIA RTX3090 GPUs with a batch size of 128.
problem with different configurations of the modalities of the encoder and the decoder, respectively. For the encoder, we construct three variants: variant 1 (image + language), variant 2 (mask + language) and variant 5 (image + mask + language). Note that for variant 2, we use the mask-cropped images to keep the original pixel information inside masks. The results between variant 1 and variant 5 demonstrate that introducing mask as an independent modality can bring 2.89% performance gain (IoU) since it enables the network pay more attention to the instance-level features.

On the other hand, directly using mask modality like variant 2 leads to a large performance drop. We attribute it to the loss of the background features and the location information. We provide the visualization in Fig. 4 for better understanding. For the input of decoder, we investigate the influence of different modalities when given three modalities inputs in encoder part. Specifically, we have three variants: variant 3 (image), variant 4 (mask) and variant 5 (image + mask). From which we have 3 findings: (1) Simply sending the masks into encoder without any further process in decoder (variant 3) brings little improvement against variant 1. (2) Only feeding mask representations to the decoder (variant 4) causes the performance degradation since image features also matter and provide rich information. (3) Explicitly combining features from mask and image modality (variant 5, i.e., our MaIL) with the proposed select strategy achieves the best results. Therefore, the final conclusion is that the mask modality is beneficial when the modality for both encoder and decoder is properly configured.

**4.3. Ablation Study**

We conduct a series of ablation experiments to validate our method on the validation split of the RefCOCO+.

**Is the encoder-decoder pipeline helpful?** To demonstrate the benefit of our pipeline, we implement variant 1 and variant 6 in Tab. 2, where the former only uses the image and language modalities with a bimodal transformer encoder and the latter removes the multi-modal pre-trained weights from MaIL. Variant 1 obtains 59.20% of IoU score, which already surpasses all the methods in Tab. 1 with a large margin. Variant 6 drops about 8% compared to our MaIL (but still comparable to the state-of-the-art). The results verify our original motivations that our encoder-decoder pipeline could (1) empower the sufficient modality interaction and (2) take advantage of aligned multi-modal pre-training task.

**Is the mask modality beneficial?** We demonstrate this problem with different configurations of the modalities of the encoder and the decoder. Without multi-modal pre-train weight [19].

| Variants | Encoder Modality | Decoder Modality | Pr@0.5 | Pr@0.6 | Pr@0.7 | Pr@0.8 | Pr@0.9 | IoU   |
|----------|------------------|------------------|--------|--------|--------|--------|--------|-------|
| 1        | Image + Language | Image            | 69.10  | 62.52  | 53.08  | 35.31  | 8.75   | 59.20 |
| 2        | Mask + Language  | Mask             | 55.62  | 51.52  | 42.45  | 24.48  | 04.27  | 46.19 |
| 3        | Image + Mask + Language | Image | 69.24  | 63.23  | 54.26  | 37.27  | 10.92  | 59.52 |
| 4        | Image + Mask + Language | Mask | 67.22  | 63.51  | 57.08  | 39.28  | 9.63   | 56.51 |
| 5        | Image + Mask + Language | Image + Mask | 72.35  | 67.79  | 60.54  | 45.82  | 15.29  | 62.23 |
| 6        | Image + Mask + Language † | Image + Mask | 61.89  | 58.35  | 52.47  | 40.52  | 13.66  | 53.96 |

Table 2. Ablation study of the pipeline and modality configuration on the validation set of RefCOCO+. Encoder Modality denotes input modalities of transformer encoder, while Decoder Modality denotes which modalities output of the encoder are fed into the decoder. † : without multi-modal pre-train weight [19].

| Methods                  | Pr@0.5 | Pr@0.6 | Pr@0.7 | Pr@0.8 | Pr@0.9 | IoU   |
|--------------------------|--------|--------|--------|--------|--------|-------|
| Mean                     | 70.91  | 65.34  | 58.02  | 42.95  | 13.66  | 61.26 |
| Maximum                  | 71.21  | 66.22  | 58.54  | 43.58  | 13.47  | 61.30 |
| Weighted Sum             | 71.07  | 66.13  | 59.71  | 44.34  | 14.25  | 61.36 |
| Adaptive Select          | 72.35  | 67.79  | 60.54  | 45.82  | 15.29  | 62.23 |

Table 3. Ablation study of mask selection strategies.

Notably, MaIL achieves greater performance gains than previous methods as the complexity of the dataset increases. This success stems from two aspects: (1) the deep modality interaction of MaIL, where the long and complex sentences could sufficiently interact with the features of masks and images at different levels, then the most useful information for the target object could be easily found. (2) the introduction of the mask modality is beneficial for enhancing the informative instance-level features and build tight relationships between these instance features with the expressions to figure out the most possible candidate.
Figure 4. Examples of the segmentation results with different input modalities. Given referring expression and (a) image, the other three columns compare the results from (b) MaIL w/o mask modality, (c) MaIL w/o image modality and (d) MaIL. Best view in color.

Figure 5. Visualization of the adaptive mask selection results. (a) Input image and expression, (b) input masks, the one with largest score highlighted, (c) MaIL output, (d) ground truth.

the first two since it allows the network to learn where to focus and suppress influence from irrelevant areas. However, these strategies consider embeddings of all masks, thus the irrelevant areas’ information can be misleading. Finally, our proposed adaptive selection strategy achieves the best results by directly using mask embedding with the highest score, which brings 2.57% improvement against variant 3. The visualization of the chosen masks in Fig. 5 also proves the effectiveness of the proposed strategy.

4.4. Visualization Results

In Fig. 4, we show the qualitative comparison of our method and when lack of image modality or mask modality, i.e., variant 5 (MaIL), variant 1 and 2 in Tab. 2. Variant 1 mistakenly segments out referent and its surroundings, especially the distractors, because of the lack of instance-level mask modality. For instance, it fails to distinguish the target vase, fruits and remote with other adjacent objects belonging to the same categories. As for variant 2, which only has mask-cropped image areas as inputs and omits the background, its output can be obviously affected by the quality of the pre-segmented input masks and leading to completely wrong results like the examples in the visualization.

We also present the visualization of the mask selection results in Fig. 5. The mask with the highest score is highlighted using the red frame. It can be seen that our proposed adaptive mask selection strategy can select the most relevant mask. Besides, when looking at the comparison between the MaIL’s final result and selected mask, it demonstrates the segmentation head with image feature map can amend flaws in the pre-generated mask. For instance, the selected mask in the first row of Fig. 5 segments a spare piece of an area on the left of the target goat, while the final output mask successfully removes this part.

5. Conclusion

In this paper, we present MaIL, a unified network for referring image segmentation. There are two fundamental differences from existing works: (i) Unify the uni-modal feature extractors and fusion models as one deep modality interaction transformer, simplifying the pipeline from encoder-fusion-decoder to encoder-decoder and enabling sufficient modality interaction in multi-level features; (ii) Explicitly introduce the instance masks as an additional modality, constructing a trimodal framework rather than previous bimodal networks and intensifying the beneficial instance-level features. Experiments across diverse benchmarks of this task show that proposed MaIL outperforms state-of-the-art methods with large margins (3%-10%), setting a new baseline for this task.
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