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Abstract

We propose an original model for inferring team strengths using a Markov Random Field, which can be used to generate historical estimates of the offensive and defensive strengths of a team over time. This model was designed to be applied to sports such as soccer or hockey, in which contest outcomes take value in a limited discrete space. We perform inference using a combination of Expectation Maximization and Loopy Belief Propagation. The challenges of working with a non-convex optimization problem and a high-dimensional parameter space are discussed. The performance of the model is demonstrated on professional soccer data from the English Premier League.

1 Introduction

Which is the best team in the English Premier League this year? If one asks five different soccer enthusiasts, one may receive five different answers. Some will highlight the team’s realized Win-Draw-Loss record, while others will cite statistical estimates such as ESPN’s Power Rankings [10]. Everyone agrees that competitors are of varying skill, but establishing how strong any given team is can be difficult, as that team’s underlying strength is never directly observed. Poor recent results can always be explained away by a lack of spirit or a tough lineup; good recent results may simply be a lucky run.

While team strength is unobserved, we do directly observe some statistics about the game. In soccer, we observe the final score, shots on goal, possession statistics, penalties, etc. We might want to use those to infer team strength, but we face a number of challenges. There are no statistics generated exclusively by a given team’s offense; we have only statistics generated by that offense in combination with the defense of some other team. That defense, in turn, always appears in combination with yet other offenses. Our estimate of each team’s strength depends on our estimate of every other team’s strength, and we will need to estimate all of them simultaneously. Further complicating matters, team strengths can (and do) change over time. We might like to have a principled way of updating our beliefs about a team’s strength as a season progressed that incorporated both of these facts.

We propose a model that assumes team offensive and defensive strengths can change over time and that the final scores we observe are generated probabilistically as a function of underlying team strengths. We will look at some previous ranking models that have been applied to soccer, and we will then provide background on two methods from the field of machine learning (Expectation Maximization and Belief Propagation) that will prove useful for developing our model. We then lay out model notation and methodology, explaining how unobserved model parameters and unobserved strengths can both be simultaneously estimated. Finally, we present our estimates of the underlying offensive and defensive strengths of teams in the English Premier League from 1993 to 2012. Additionally, we examine the predictive performance of our model.
Before we lay out the technical details of the model, we can demonstrate the kind of result it produces. Figure 1 is a graph of our model’s estimate of Manchester City’s latent offensive strength from 1993 to 2012.

![Manchester City Offense](image)

Figure 1: Inferred Manchester City offensive strength, 1993-2012. For the purposes of plotting, an expectation was taken over four discrete states (0-3), and this expectation was rescaled to a strength ranging from 0 to 100. Breaks in the line represent time between seasons, which can be relatively short between two successive Premier League seasons or relatively long during periods of relegation (as happened after the 1995-1996 season).

The only data available to this model is the number of goals scored by each team in each game they played. As one can see, the model infers a dramatic improvement in Manchester City offensive strength from the beginning of the 2008 - 2009 season onward. This mirrors the September 2008 purchase of the team by Sheikh Mansour bin Zayed Al Nahyan, who spent lavishly on talent and transformed the team from one that went 15-5-18 (wins, draws, and losses, respectively) in 2008-2009 to one that went 28-5-5 in 2011-2012. The model did not have access to the fact of his purchase, but it inferred the evolution in strength regardless based on observed match data.

### 1.1 Related Work

One of the most widely known models for inferring underlying opponent strength based on the outcome of one-on-one matches is the Elo ranking system. This system was originally created to rank chess players, but has now been applied to rank competitors in other areas such as soccer [3] and Scrabble [8]. In this system, it is assumed that the skill of each contestant is normally distributed with the same variance but possibly different means. The result (win, draw, loss) of a one-on-one contest is simplified to a win or loss (with draws being counted as a half-win, half-loss). This outcome is compared to the previously estimated probability that each player was expected to win or lose given his or her incoming rating. If the player outperforms their expectation, their rating is adjusted upward by an amount proportional to the outperformance and a scaling factor called a “K-factor.” Such a system could be applied to our problem at the team level, treating teams as individual contestants in one-on-one contests.

The original Elo system featured a number of simplifications to allow for easy calculation. Many adaptations of the system have been proposed. One of the most relevant to the problem of modeling soccer is Microsoft’s TrueSkill™ system, which has extended the basic Elo methodology to allow individual player strengths to be estimated in a team setting, such as one might find in the context of online multiplayer gaming [7]. This individually-based ranking approach could be extended to a sport like soccer. An important weakness of this model for our purposes is that we see limited rotation among team members in professional soccer games, as rosters change slowly. If two players often play together, we will not be able to establish how much each contributes individually. This
is not a problem in the context for which TrueSkill was designed, as online teams are comput- 
sel ected from a large pool of players, and a contestant plays with many different teammates.

There are also ranking systems that move beyond purely mathematical approaches and try to in-

corporate human intuition for the game into a mathematical framework. One of the most widely 

followed of these types of models in soccer is the Soccer Power Index (SPI) created by Nate Silver 

for ESPN. This model is based on observed scoring data, but it makes a number of adjustments for 

expected competitiveness, home-field advantage, and the recentness of the observation. Both team-

t level and individual-level strengths are estimated, and those strengths are combined into an overall 

t rating that can be used to predict the outcome of a game. More detail on this approach can be found 

in [10].

2 Methodological Background

Some readers may find a review of Expectation Maximization and Belief Propagation useful, as we 

rely upon these techniques to do inference in our model. Those already familiar with Expectation 

Maximization and Belief Propagation are welcome to skip ahead to Section 3.

2.1 Expectation Maximization

The method of maximum likelihood (ML) is used to find parameters for statistical models that 

match these models to observed data. In ML estimation, one assumes a parametric form for the 

process that generated the observed data and then selects the parameters $\theta = \{\theta_1, \ldots, \theta_k\}$ for that 

distribution under which the observed data are most likely to have occurred. Given observed data 

points $\mathcal{X} = \{X_1, \ldots, X_n\}$ and parameters $\theta = \{\theta_1, \ldots, \theta_k\}$, the likelihood function is

$$L(\theta | \mathcal{X}) = \prod_{i=1}^{n} P(X_i | \theta).$$

ML estimation finds $\hat{\theta}$ such that

$$\hat{\theta} = \text{argmax}_{\theta} [L(\theta | \mathcal{X})].$$

This is frequently achieved by taking the derivative of the log-likelihood with respect to the parame-

ters $\theta$ and identifying critical points where the derivative is equal to zero. One may wish to estimate 

ML parameters $\hat{\theta}$ in a model in which there are latent variables $Z$ as well as observed variables $\mathcal{X}$ 

and parameters $\theta$. We define $Z = \{Z_1, \ldots, Z_k\}$, where $Z_1, \ldots, Z_k$ are variables that take values in 

different spaces of the latent variables. Given latent variables, the likelihood above can be written

$$P(\mathcal{X} | \theta) = \sum_Z P(\mathcal{X}, Z | \theta) = \sum_Z \prod_{i=1}^{n} P(X_i, Z | \theta).$$

It will be considerably more difficult to take the derivative of this function with respect to individual 

parameters, as the logarithm of the log-likelihood will not pass through the summation over $Z$ to the 

product over $\mathcal{X}$. To perform ML estimation of $\theta$ in models with latent variables $Z$, we make use of 

the EM algorithm, first introduced by Dempster, Laird, and Rubin [4]. A good textbook introd uction 

can be found in Bishop [1]. Formally, the EM algorithm seeks $\hat{\theta}$ such that

$$\hat{\theta} = \text{argmax}_{\theta} [Q(\theta, \theta^{old})]$$

where

$$Q(\theta, \theta^{old}) = \sum_Z [P(Z | \mathcal{X}, \theta^{old}) \ln(P(\mathcal{X} | \theta))]$$

(1)

This algorithm is guaranteed to generate an estimate $\hat{\theta}$ for $\theta$ that converges to a local maximum of 

the likelihood. The EM algorithm may be understood as repeating two steps, M and E. In step 1 (M
Belief propagation (BP) is a technique that can be used to efficiently calculate marginal distributions in large models with many variables. It was introduced by Pearl [9], and a good textbook treatment can be found in Bishop [1]. In the context of EM, it can be used to compute \( P(Z|X, \theta^{old}) \).

We review BP for a simple case in which there is a joint distribution over \( N \) discrete variables \( \{X_1, ..., X_N\} \), each of which is discrete and can take \( K \) possible values.\(^1\) We assume that the joint may be factorized

\[
P(X_1, ..., X_N) = P(X_1)P(X_2|X_1)P(X_3|X_2)...P(X_i|X_{i-1})P(X_{i+1}|X_i)...P(X_N|X_{N-1}).
\]

Instead of considering the entire distribution, we may want to investigate the distribution of one or several variables, ignoring all others. We can do this by marginalizing over the variables we wish to ignore. For example, if one wanted to find the distribution over a single \( X_i \) such that

\[
P(X_i) = \sum_{X_1} \sum_{X_2} ... \sum_{X_{i-1}} \sum_{X_{i+1}} ... \sum_{X_n} P(X_1, ..., X_n).
\]

This factorization is represented graphically by Figure 2. Each variable is referred to as a “node” of the graph, and lines connecting nodes indicate dependencies between variables.

\[\text{Figure 2: Graphical representation of factorized joint distribution}\]

One may compute this marginal by evaluating all \( K^N \) possible states of the joint distribution and summing over them appropriately. The computational cost of this calculation will scale exponentially with \( N \), the number of variables in the distribution, and so is of \( O(K^N) \). This will become computationally infeasible as \( N \) becomes moderately large.

Belief propagation offers a computationally advantageous way to calculate marginal distributions. First, we substitute the factorized joint distribution for the full joint distribution

\[
\sum_{X_1} \sum_{X_2} ... \sum_{X_{i-1}} \sum_{X_{i+1}} ... \sum_{X_n} P(X_1)P(X_2|X_1)P(X_3|X_2)...P(X_i|X_{i-1})P(X_{i+1}|X_i)...P(X_N|X_{N-1}).
\]

Terms may be reordered as long as each term is kept to the right of the summation over it, i.e.,

\[
P(X_i) = \sum_{X_{i-1}} P(X_i|X_{i-1})...[\sum_{X_2} P(X_3|X_2)\sum_{X_1} P(X_2|X_1)P(X_1)]
\]

\[
[\sum_{X_{i+1}} P(X_{i+1}|X_i)...\sum_{X_n} P(X_n|X_{n-1})].
\]

This reordering significantly reduces computational requirements. This calculation now requires \((N-1)\) summations, each of which summations occurs over a \( K \times K \) joint distribution. The

\(^1\)BP may also be used when the underlying latent variables are not discrete, although the mathematics become more complicated as integrals replace summations. Weiss et. al. [11] provides an extension of BP to Gaussian latent variables.
complete marginalization has computational cost $O(NK^2)$, and thus the number of required operations scales linearly with $N$ rather than exponentially with $N$. In models with large $N$, this is a dramatically reduces the computational cost and makes marginalization computationally feasible.

There is another interpretation of Formula 2 for the marginal $P(X_i)$. Moving from right to left, one may see the top line as a “message” sent from $X_1$ to $X_i$, and may see the bottom line as a “message” sent from $X_N$ to $X_i$. One starts at one end of the chain, say $X_1$. One marginalizes over $X_1$ and stores the resulting distribution over $X_2$ as $M_1$. One then moves down the chain to the next variable, $X_2$, piecewise multiplies by the previously calculated $M$ (here, $M_1$), marginalizes over $X_2$, and stores the result as $M_2$. One continues on until one reaches $X_i$, where one stops. This process is repeated from the other end of the chain. In this way, the sending of messages down chains can be used to complete marginalizations. One advantage of seeing belief propagation as message passing is that it highlights the local nature of the calculation. Once one has calculated and stored message $M$ above at each point, it is possible to calculate marginals for any node in the graph by using only the messages immediately feeding into that node. We will take advantage of this fact to efficiently calculate marginal distributions later on.

The above graph may also be interpreted as a product of “factors” which encode the joint distribution between neighboring variables. A factor representation of the above chain is given in Figure 3. In this figure, one can see that each pair of neighboring variables is governed by the same factor. For example, $X_2$ and $X_3$ are connected by $f_{2,3}$. This signals that $X_2$ and $X_3$ are governed by the factor $f_{2,3}$, which encodes the relationship $P(X_3|X_2)$. Factor graphs are a convenient representation to employ when doing message passing.

The above discussion assumes that the joint distribution $P(X_1, \ldots, X_N)$ factors as described. The same argument may be extended to “tree-shaped” graphs, in which there is only a single path from one node to any other. Certain graphs, however, will not factor in this way. In this case, belief propagation may still be used to generate approximate marginals, but it is no longer guaranteed converge to a correct result. We make use of loopy BP for the E step of parameter learning in our model.

### 3 Model (Notation)

We begin with a number of definitions. Let $D = \{1, \ldots, D\}$ be an ordered set. These will be a sequence of dates. Let $d \in D$ be a variable taking values in the ordered set $D$. Let $T = \{1, \ldots, T\}$ be a set; these will refer to teams. Let $t \in T$, $a \in T$, $h \in T$ be variables taking values in this set. Let $I_{h,a,d}$, $h \in T$, $a \in T$, $d \in D$, be an indicator function defined such that

$$I_{h,a,d} = \begin{cases} 
1 & \text{if home team } h \text{ and away team } a \text{ played on date } d \\
0 & \text{otherwise.}
\end{cases}$$

Let $G = \{1, \ldots, G_{\text{max}}\}$ be an ordered set of indices referring to possible goal totals.

Let $M_{h,a,d,g}$ be an indicator function such that

$$M_{h,a,d,g} = \begin{cases} 
1 & \text{if home team } h \text{ faced away team } a \text{ on date } d \text{ and scored } g \in G \text{ goals} \\
0 & \text{otherwise.}
\end{cases}$$

---

2For more information on loopy belief propagation, please see Frey and MacKay [6] or section 8.4.7 of Bishop [1].

3To reduce model complexity, goals scored are capped at 4. Teams rarely score more than this number of goals (less than 2% of the time in our English Premier League data).
Let \( \mathbf{m}_{h,a,d} = \{ M_{h,a,d,0}, \ldots, M_{h,a,d,G_{max}} \} \) be the indicator vector for the goals scored by home team \( h \in T \) facing away team \( a \in T \) at date \( d \in D \). For example, if home team 1 (\( t = 1 \)) played away team 2 (\( t = 2 \)) at the third date of the sample (\( d = 3 \)) and scored four goals (\( g = 4 \)), then \( \mathbf{m}_{1,2,3} = \{ 0, 0, 0, 0, 1 \} \). Let \( \mathcal{M} = \{ \mathbf{m}_{1,2,0}, \ldots, \mathbf{m}_{T,T,D} \} \).

Likewise, let \( N_{a,h,d,g} \) be an indicator function such that

\[
N_{a,h,d,g} = \begin{cases} 
1 & \text{if away team } a \in T \text{ faced home team } h \in T \text{ on date } d \in D \text{ and scored } g \in G \text{ goals} \\
0 & \text{otherwise.}
\end{cases}
\]

Let \( \mathbf{n}_{a,h,d} = \{ N_{a,h,d,0}, \ldots, N_{a,h,d,G_{max}} \} \) be the indicator vector for the goals scored by away team \( a \in T \) facing home team \( h \in T \) at date \( d \in D \). Let \( \mathcal{N} = \{ \mathbf{n}_{1,2,0}, \ldots, \mathbf{n}_{T,T,D} \} \).

With these indicator functions defined, we can develop our model for team strength. As we proceed, it may be helpful to refer to Figure 4, a graphical example of the model. All observed variables are represented by shaded nodes, and unobserved variables are represented by unshaded nodes. This example shows a round robin tournament in which team 1 (home) plays team 2 (away) at time 1, team 1 (home) plays team 3 (away) at time 2, and team 2 (home) plays team 3 (away) at time 3. In each of the three time periods, only one contest occurs. In every period, each team is assumed to have some latent offensive strength \( o \in S \) and some latent defensive strength \( d \in S \).

We cannot directly observe these strengths, which are represented as unshaded circles. We assume that the offensive strength a team occupies can change over time, and that the probability of a team’s offensive strength moving from one level to another is governed by an offensive transition matrix. The same is assumed to be true of defensive strength. While underlying strengths are unobserved, we do observe home and away goal totals, which are represented graphically by shaded circles. We assume that a home goal total is determined probabilistically by the home team’s offensive strength and the away team’s defensive strength. Likewise, we assume that an away goal total is determined probabilistically by the away team’s offensive strength and the home team’s defensive strength. The aim of the model is to use the observed goals to infer the unobserved underlying offensive and defensive strengths at each point in time.

Let

\[
O_{t,d,s} = \begin{cases} 
1 & \text{if the offense of team } t \in T \text{ at date } d \in D \text{ was at strength } s \in S \\
0 & \text{otherwise.}
\end{cases}
\]

Let \( \mathbf{o}_{t,d} = \{ O_{t,d,1}, \ldots, O_{t,d,s} \} \) be the indicator vector for the offensive strength of team \( t \in T \) at date \( d \in D \). For example, if the offense of team 1 (\( t = 1 \)) at the beginning of the sample (\( d = 1 \)) was at offensive strength 3 (\( s = 3 \)), then \( \mathbf{o}_{1,1} = \{ 0, 0, 1, 0 \} \). Let \( O = \{ \mathbf{o}_{1,1}, \ldots, \mathbf{o}_{T,D} \} \).

Likewise, let

\[
D_{t,d,s} = \begin{cases} 
1 & \text{if the defense of team } t \in T \text{ at date } d \in D \text{ was at strength } s \in S \\
0 & \text{otherwise.}
\end{cases}
\]

Let \( \mathbf{d}_{t,d} = \{ D_{t,d,1}, \ldots, D_{t,d,s} \} \) be the indicator vector for the defensive strength of team \( t \in T \) at date \( d \in D \). Let \( D = \{ \mathbf{d}_{1,1}, \ldots, \mathbf{d}_{T,D} \} \).

Let \( \Omega \) be an \( S \times S \) transition matrix, where \( \Omega_{i,j} \) equals the probability of a team moving from offensive strength \( i \) to offensive strength \( j \) in the subsequent week. Let \( \Delta \) be an \( S \times S \) transition matrix, where \( \Delta_{i,j} \) equals the probability of a team moving from defensive strength \( i \) to defensive strength \( j \) in the subsequent week. Let \( \pi \) be a vector of length \( S \) which gives the initial distribution over offensive strengths. Let \( \rho \) be a vector of length \( S \) which gives the initial distribution over defensive strengths.

Let \( \Psi \) be an \( S \times S \times G \) emission conditional probability table (CPT) consisting of entries \( \Psi_{i,j,g}, i \in S, j \in S, g \in G \). Each entry \( \Psi_{i,j,g} \) represents the probability of the home team at offensive

\footnote{The model setup created by the sample EPL data is much larger: there are 45 teams, 678 weeks of data, and an average of approximately 11 contests in any given period.}
strength $i$ scoring $g$ goals when facing an away defense at strength $j$. Let $\Gamma$ be an $S \times S \times G$ emission CPT consisting of entries $\Gamma_{i,j,g}$, $i \in S$, $j \in S$, $g \in G$. Each entry $\Gamma_{i,j,g}$ represents the probability of the away team at offensive strength $i$ scoring $g$ goals when facing a home defense at strength $j$. Each of these emission CPTs is of dimension $S \times S \times G$ as it encodes a relationship between offensive strengths (of which $S$ are possible), defensive strengths (of which $S$ are possible), and goal states (of which $G$ are possible).

This model contains a large number of parameters relative to the available data. As a result, ML estimation will tend to fit models that generalize poorly. To address this issue, we will establish a prior distribution for certain parameters and find the most likely parameter estimates considering both the prior and the data. This is called maximum a posteriori (MAP) estimation. We use a Dirichlet prior for both our transition parameters $\Omega$ and $\Delta$ and our goal emission parameters $\Psi$ and $\Gamma$. Our Dirichlet transition parameter is $A$, which consists of $k$ vectors $\alpha_k$, each of which consists of positive reals $\alpha_{k,1}, \ldots, \alpha_{k,j}$, where $k = j = S$. We believe teams are more likely to remain in their current state than to change states. Accordingly, we set $\alpha_{j,k}$ higher if $j = k$.

Our Dirichlet home goal emission parameter is $\beta$, a vector of positive reals $\beta_0, \ldots, \beta_G$. Our Dirichlet away goal emission parameter is $\phi$, a vector of positive reals $\phi_0, \ldots, \phi_G$. We set $\beta_g$ using the distribution over home goals seen historically across professional soccer leagues, and we set $\phi_g$ similarly for away teams.

---

5 It should also be noted that, in our implementation, we make use of two different types of transitions: one within-season and one between-seasons. Noting these separately adds additional complication to the notation and is omitted from this presentation; it is a straightforward extension of the model presented here. For the within-season Dirichlet prior, each $\alpha_{j,k} = C((1.25S - 0.25)(8^D))$, where $C$ is a number chosen to affect the influence of the regularization, $S$ is the max number of states in the model, and $D = \lfloor k - j \rfloor$ if $|k - j| < 1$ and 0 otherwise. For the between-season Dirichlet prior, each $\alpha_{j,k} = C/(F(2^{|k-j|}))$, where $F = \sum_{i=1}^{S-1} 2(S-i)/(2^i)$. 
For example, if an away team typically scored zero goals half of the time, we would set $\phi_0 = C/2$, where $C$ is a number chosen to affect the influence of the regularization.

In this model, the set of all observed variables is $X = \{M, N\}$, the set of all latent variables is $Z = \{O, D\}$, the set of all hyperparameters is $\Lambda = \{\pi, \rho, \Omega, \Delta, \Psi, \Gamma\}$, and the set of all parameters is $\theta = \{\pi, \rho, \Omega, \Delta, \Psi, \Gamma\}$.

3.1 Methodology

Our goal is to find parameters $\theta$ that reflect how the offensive and defensive strengths of teams evolve over time, and that capture how likely a team at a given offensive strength is to score a certain number of goals when facing a team at a given defensive strength. We would like to use those learned parameters $\theta$ to discover the strength of teams’ offenses and defenses in the past, and, potentially, to predict the outcome of matches between teams in the future. We will infer $\theta$ by using a two step process. First, we will use loopy belief propagation to find the distribution over the latent $Z$ given the current parameter settings $\theta$ ($\mathbb{E}$ step). Then, we will use the M step to update our estimate of $\theta$.

The joint distribution $P(Z, X, \theta | \Lambda)$ can be factorized as

$$P(X, Z, \theta | \Lambda) = P(Z | \theta)P(X | Z, \theta)P(\theta | \Lambda)$$

where

$$P(Z | \theta) = \prod_{t \in T} \prod_{i \in S} \{ (\pi_i^{O_{t-1, d}}) (\rho_i^{D_{t-1, d}}) \} \prod_{d \in D \setminus 1} \prod_{k \in S} \{ (\omega_{t,k}^{m_{t,d,k}}) (\Delta_{t,k}^{m_{t,d,k}}) (\Psi_{t,k}^{m_{t,d,k}}) (\alpha_{t,k}^{m_{t,d,k}}) (\beta_{t,k}^{m_{t,d,k}}) (\phi_{t,k}^{m_{t,d,k}}) \}$$

$$P(X | Z, \theta) = \prod_{d \in D} \prod_{h \in T} \prod_{a \in T} \prod_{i \in S} \prod_{j \in S} \prod_{g \in G} \{ \Psi_{i,j,g}^{M_{i,j,g}} (O_{h,d,i}) (D_{a,d,j}) \} \prod_{i,j,g} \{ \Gamma_{i,j,g}^{N_{a,d,i}} (O_{h,d,i}) (D_{a,d,j}) \}$$

$$P(\theta | \Lambda) \propto \prod_{k \in S} \prod_{j \in S} \prod_{g \in G} \omega_{k,j}^{-1} \Delta_{k,j}^{-1} \Psi_{k,j}^{-1} \Gamma_{k,j}^{-1} \phi_k^{-1}$$

It may be helpful to note that many of the products in the exponents evaluate to zero. We use unnecessary parentheses in many places where we believe it helps readability.

The above can also be expressed as a product of the factors labeled in Figure 4. As before, each circle on the graph represents a variable, and each box on the graph represents a dependency between variables. Each offensive chain begins with $\pi$, a factor that encodes the initial distribution over offensive states, and each defensive chain begins with $\rho$, a factor that encodes the initial distribution over defensive states. Each offensive node is connected to its neighbor by $\Omega$, the offensive transition matrix, and each defensive node is connected to its neighbor by $\Delta$, the defensive transition matrix. $\Psi$ encodes the relationship between offensive strength, defensive strength, and number of home goals scored. $\Gamma$ encodes the relationship between offensive strength, defensive strength, and number of away goals scored. Each factor will return a value that reflects the current setting of its neighbors. For example, if offensive strength $O_{1,1}$ were set to $(1,0,0,0)$, defensive strength $d_{2,1}$ were set to $(0,1,0,0)$, and $m_{1,2,1}$ were set to $(0,0,0,1,0)$ then the factor $\Psi$ attached to those three nodes would return the value $\Psi_{1,2,3}$, which in our model is the conditional probability of seeing 3 home goals given a home offense at strength 1 facing an away defensive at strength 2. By taking the product of all the factors on the graph, we can thus calculate the likelihood of the given state of all variable nodes.

We wish to find the maximum a posteriori parameter estimates $\theta$ given observed values of $X$ and unobserved latent variables $Z$, which we will do using the EM algorithm. We define the following:

$$\gamma_{t,d,k} = \mathbb{E}[O_{t,d,k}] = P(O_{t,d,k} = 1 | X, \theta, \Lambda)$$

$$\gamma_{t,d,k} = \mathbb{E}[D_{t,d,k}] = P(D_{t,d,k} = 1 | X, \theta, \Lambda)$$

$$\xi_{t,d-1,j} = \mathbb{E}[(O_{t,d-1,j}) (O_{t,d,k})] = P(O_{t,d-1,k} = 1, O_{t,d,j} = 1 | X, \theta, \Lambda)$$

$$\xi_{t,d-1,j} = \mathbb{E}[(D_{t,d-1,j}) (D_{t,d,k})] = P(D_{t,d-1,k} = 1, D_{t,d,j} = 1 | X, \theta, \Lambda)$$

$$\zeta_{t,d,k} = \mathbb{E}[(O_{t,d,k}) (D_{t,d,j})] = P(O_{t,d,k} = 1, D_{t,d,j} = 1 | X, \theta, \Lambda)$$
The above give distributions over each individual offensive node, each individual defensive node, each subsequent pair of offensive nodes, each subsequent pair of defensive nodes, and each opposing pair of offensive and defensive nodes that interact in creating a goal total.

The above expectations require the distribution over \( Z \) as calculated using BP in the E step of the EM algorithm. A example of how this distribution can be calculated from messages is given as follows.

Suppose that four strength states are possible, and that the offensive strength of team \( t \) at time \( d \) has an incoming message from its past offensive strength at time \( d-1 \) of \((0.1, 0.2, 0.3, 0.4)\), an incoming message from its future offensive strength at time \( d+1 \) of \((0.14, 0.16, 0.32, 0.38)\), and an incoming message from a home goal node at time \( d \) of \((0.45, 0.25, 0.15, 0.05)\). This represents an offense that is relatively strong at times \( d-1 \) and \( d+1 \), with more probability mass on higher states, but that has performed poorly in the game at time \( d \). The distribution over the team’s offensive strength state at this time \( d \) can be obtained simply by multiplying these three vectors in element-wise fashion and rescaling the result so that the distribution sums to one. Here, the latent offensive strength would be calculated to be \(((0.1)(0.14)(0.45) , (0.2)(0.16)(0.25) , (0.3)(0.32)(0.15) , (0.4)(0.38)(0.05)) = (0.0063, 0.008, 0.0144, 0.0076)\). We rescale this vector to sum to one and find a latent offensive strength distribution at time \( t \) of \((0.174, 0.220, 0.397, 0.209)\). In the earlier described notation, we would write that \( \gamma_{o}(O_{t,d,0})=0.174, \gamma_{o}(O_{t,d,1})=0.220, \gamma_{o}(O_{t,d,2})=0.397, \) and \( \gamma_{o}(O_{t,d,3})=0.209 \).

The same procedure can be used to find the distribution over goals. In the interest of clarity, we will suppose that only two strength states are possible (0 and 1) and that only two goal states are possible (0 and 1). Suppose that a mediocre home offense sending message \((0.7, 0.3)\) encounters a strong away defense sending message \((0.1, 0.9)\). These two messages encounter each other at a goal factor \( \Psi \) with factor values as given in the conditional probability table in Figure 5.

| \( g \) | 0 | 1 |
|-------|---|---|
| \( \Psi_{0,0,g} \) | 0.55 | 0.45 |
| \( \Psi_{0,1,g} \) | 0.75 | 0.25 |
| \( \Psi_{1,0,g} \) | 0.2 | 0.8 |
| \( \Psi_{1,1,g} \) | 0.45 | 0.55 |

Figure 5: Example parameters for \( \Psi \) used to illustrate details of message passing.

The first line of the conditional probability table for \( \Psi \) in Figure 5 can be understood as encoding the belief that when a home offense in strength 0 encounters an away defense in strength 0, that home team will score zero goals 55 percent of the time, and one goal 45 percent of the time. In this example, one can see that stronger offenses tend to score a goal more often, whereas stronger defenses tend to prevent goals from being scored.

We can combine this \( \Psi \) factor with the incoming messages to generate a distribution over goals. Practically, this calculation involves multiplying every entry \( \Psi_{x,y} \) with the corresponding components of incoming messages from an offensive state \( x \) and a defensive state \( y \) and then marginalizing out to get a distribution over the goals. This calculation is illustrated in Figure 6.

This yields a distribution over goals: 63.85 percent of the time we expect to see zero goals scored by the home team, 36.15 percent of the time we expect to see one goal scored by the home team. In this example, the vector over goals we found by summing the two columns itself summed to one, as is required for a valid probability distribution. Usually this vector will not sum to one, which can be remedied in the same way as in the earlier message passing example by rescaling the vector to sum to one.

Given these expectations we can derive parameter updates. We demonstrate by deriving the update for \( \Omega_{x,y} \), the probability of moving from offensive strength \( x \in S \) to offensive strength \( y \in S \). Please note that this derivation is repeated for all parameters, as we are optimizing via coordinate ascent. We want to maximize Eqn. (1) with respect to \( \Omega_{x,y} \) subject to the constraint that \( \sum_{k \in S} \Omega_{x,k} = 1 \), as \( \Omega \) is a CPT and the probability of moving from a given state to all possible states must sum to one. Using a Lagrange multiplier, the function \( F \) to be maximized is given
\[
F(\Omega_{x,k}, \Omega_{x,k}^{old}) = \sum_{Z \in \mathbb{Z}} [P(Z|X, \Omega_{x,k}^{old}) \ln(P(X, Z, \Omega_{x,k}|\Lambda))] - \lambda(\sum_{k \in \mathcal{S}} \Omega_{x,k} - 1)
\]

where

\[
\ln(P(X, Z, \Omega_{x,y}|\Lambda)) = \sum_{i \in \mathcal{S}} \left( \sum_{d \in \mathcal{D}} \sum_{k \in \mathcal{S}} ((O_{t,1,i}) \ln(\pi_i) + (D_{t,1,i}) \ln(\rho_i)) \right.
\]

\[
+ \left( \sum_{d \in \mathcal{D}} \sum_{k \in \mathcal{S}} ((O_{t,d-1,i}) \ln(\Omega_{i,k}) + (D_{t,d-1,i}) \ln(\Delta_{i,k})) \right)
\]

\[
+ \sum_{d \in \mathcal{D}} \sum_{k \in \mathcal{S}} \sum_{j \in \mathcal{G}} \sum_{g \in \mathcal{G}} \sum_{l \in \mathcal{G}} \sum_{h \in \mathcal{H}} \ln(\Psi_{i,j,g}) (M_{h,a,d,g}) (O_{h,d,i}) (D_{a,d,j})
\]

\[
+ \ln(\Gamma_{i,j,g}) (N_{a,h,d,g}) (O_{a,d,i}) (D_{h,d,j})
\]

\[
+ \sum_{k \in \mathcal{S}} \sum_{j \in \mathcal{G}} \sum_{g \in \mathcal{G}} ((\alpha_{j,k} - 1) \ln(\Omega_{k,j}) + (\alpha_{j,k} - 1) \ln(\Delta_{k,j}))
\]

\[
+ \sum_{k \in \mathcal{S}} \sum_{j \in \mathcal{G}} \sum_{g \in \mathcal{G}} ((\beta_{g} - 1) \ln(\Psi_{k,j,g}) + (\phi_{g} - 1) \ln(\Gamma_{k,j,g})) - K
\]

where \(K\) is a normalization constant introduced by the Dirichlet priors. We are maximizing the above \(\ln(P(X, Z, \Omega_{x,y}|\Lambda))\) with respect to a single parameter, \(\Omega_{x,y}\). To maximize the above with respect to \(\Omega_{x,y}\), we take a derivative with respect to \(\Omega_{x,y}\). Since most of the terms in the above are constants with respect to \(\Omega_{x,y}\), they will effectively fall into the constant term when we take that derivative, and so we may rewrite the function to be optimized as

\[
F(\Omega_{x,y}, \Omega_{x,y}^{old}) = \mathbb{E}[\ln(P(X, Z, \Omega_{x,y}|\Lambda))] - \lambda(\sum_{k \in \mathcal{S}} \Omega_{x,k} - 1)
\]

\[
= \mathbb{E}[\ln(\Omega_{x,y})]((\alpha_{x,y} - 1) + (\sum_{t \in \mathcal{T}} \sum_{d \in \mathcal{D}|_{1}} O_{t,d-1,x} O_{t,d,y})]) + C - \lambda(\sum_{k \in \mathcal{S}} \Omega_{x,k} - 1)
\]

\[
= \ln(\Omega_{x,y})[(\alpha_{x,y} - 1) + (\sum_{t \in \mathcal{T}} \sum_{d \in \mathcal{D}|_{1}} \xi_{o}(O_{t,d-1,x}, O_{t,d,y})] - \lambda(\sum_{k \in \mathcal{S}} \Omega_{x,k} - 1) + C.
\]

where \(C\) is a constant.

Taking the derivative with respect to \(\Omega_{x,y}\) and setting the equation equal to zero yields:

\[
\frac{(\alpha_{x,y} - 1 + \sum_{t \in \mathcal{T}} \sum_{d \in \mathcal{D}|_{1}} \xi_{o}(O_{t,d-1,x}, O_{t,d,y})}{\Omega_{x,y}} - \lambda = 0
\]
Rearranging,
\[
(\alpha_{x,y} - 1 + \sum_{t \in T} \sum_{d \in D \setminus 1} \xi_o(O_{t,d-1,x}, O_{t,d,y}) / \lambda = \Omega_{x,y}
\]

Taking the derivative of \( F \) to be maximized with respect to \( \lambda \) and setting the equation equal to zero yields:
\[
(\sum_{k \in S} \Omega_{x,k}) - 1 = 0
\]

Substituting the expression for \( \Omega_{x,y} \) above into the equation immediately allows one to solve for \( \lambda \), and thus for the update calculation for \( \Omega_{x,y} \). The updates for each parameter can be found similarly and are
\[
\Omega_{k,j} = \frac{(\alpha_{k,j} - 1) + \sum_{t \in T} \sum_{d \in D \setminus 1} \xi_o(O_{t,d-1,k}, O_{t,d,j})}{\sum_{t \in S} [(\alpha_{k,i} - 1) + \sum_{t \in T} \sum_{d \in D \setminus 1} \xi_o(O_{t,d-1,k}, O_{t,d,i})]}
\]
\[
\pi_k = \frac{\sum_{t \in T} [\sum_{i \in S} \gamma_o(O_{t,1,i})]}{\sum_{t \in T} [\sum_{i \in S} \gamma_o(O_{t,1,i})]}
\]
\[
\rho_k = \frac{\sum_{t \in T} [\sum_{i \in S} \gamma_d(D_{t,1,i})]}{\sum_{t \in T} [\sum_{i \in S} \gamma_d(D_{t,1,i})]}
\]
\[
\Delta_{k,j} = \frac{(\alpha_{k,j} - 1) + \sum_{t \in T} \sum_{d \in D \setminus 1} \xi_d(D_{t,d-1,k}, D_{t,d,j})}{\sum_{t \in S} [(\alpha_{k,i} - 1) + \sum_{t \in T} \sum_{d \in D \setminus 1} \xi_d(D_{t,d-1,k}, D_{t,d,i})]}
\]
\[
\Psi_{k,j,g} = \sum_{g \in G} [\beta_g + \sum_{h \in T} \sum_{a \in T} \sum_{d \in D} (M_{h,a,d,g}) \zeta(O_{h,d,k}, D_{a,d,j})]
\]
\[
\Gamma_{k,j,g} = \sum_{g \in G} [\phi_g + \sum_{h \in T} \sum_{a \in T} \sum_{d \in D} (N_{h,a,d,g}) \zeta(O_{a,d,k}, D_{h,d,j})]
\]

The MAP updates above were used to do update parameters iteratively. To initialize the model, a random setting of the parameters was chosen. Thereafter the following steps were followed. First, belief propagation was used to compute the conditional distribution of the \( Z \) given the observed \( X \), selected hyperparameters \( \Lambda \), and current setting of the \( \theta \). Because of the loops in the factor

\[\text{In our implementation, we applied an additional condition to the goal factors } \Psi \text{ and } \Gamma \text{ that leads them to no longer have an analytic form. We enforced the condition that higher state numbers corresponded to higher strength. We did this by replacing the analytic update formula for } \Psi \text{ above with an interior-point optimization in which we found all optimal parameters } \Psi_{k,j,g} \text{ that maximized the objective likelihood function subject to several conditions. First, each row of the CPT was required to sum to one. Second, the expected number of goals scored by an offense at a higher strength was required to be higher than the expected number of goals scored by an offense at a lower strength, and that the expected number of goals allowed by a defense at a higher strength was required to be lower than the expected number of goals scored by a defense at a lower strength. A similar process was followed to calculate } \Gamma.\]
graph, loopy belief propagation was used, which required selecting a message passing schedule and repeatedly distributing messages through the network. Second, messages from belief propagation were used to calculate the marginal distribution over each individual element of \( Z \) and over relevant pairs of variables in \( Z \), which yielded \( \gamma, \xi, \) and \( \zeta \). Third, updated parameters \( \pi, \rho, \Omega, \Delta, \Psi, \) and \( \Gamma \) were calculated according to the formulae above. The network was then updated with these new parameter values and a new iteration was begun. This process was repeated until convergence.

4 Experiments

English Premier League match data and corresponding William Hill sportsbook lines were obtained from football-data.co.uk [2]. The algorithm was implemented in C++. We were able to experiment with many different combinations of strength states and regularization parameters to evaluate which ones were optimal. The non-convexity of the objective function proved to be a serious challenge in training the model. Given in Figure 7 are eight paths of the joint log likelihood for the same case: training data, regularization parameters, and number of strength states employed are identical in each instance. The only difference between these cases is the randomization of the initial parameter settings. As is evident above, each of the eight initializations resulted in different parameter estimates. The non-convexity of the objective function leads to inconsistent parameter estimation and requires repeated runs and cross-validation to ensure that the computed parameters are reasonable. This is an issue commonly encountered with EM-based approaches. That said, the learned models were subjectively similar with respect to learned offensive and defensive strength estimates. We show results from the models with the best cross-validated predictive performance.

A number of graphs of offensive and defensive strength over time as inferred by the model are given in Figure 8.

A number of the shifts in the above graphs can be corroborated with external events that significantly affected the team. As an example, Leeds faced serious financial issues after the 2001 season. These difficulties forced them to trade away a number of their highly prized defenders, including Rio Ferdinand and Jonathan Woodgate [5]. These events are reflected in the rapid decline of their defense in this period.

The final parameters used to generate the inferred team strengths above are given in Figures 9 and 10. We used 4 strength states, and as regularization parameters chose 236 goal pseudocounts for \( \Psi \) and \( \Gamma \) and 87 pseudocounts for \( \Omega \) and \( \Delta \).

---

7With the selected schedule, 20 cycles of message passing were found to be sufficient.
Our model aims to provide an interpretable measurement of a team's strength over time. We do this by building a generative model for goals scored that relies upon the latent strengths of the two competing teams. After parameter estimation and inference of a distribution over historical team strength is completed, we are left with a full generative model for the English Premier League.
Figure 9: Parameters estimated for teams in the English Premier League, 8/14/1993 - 12/31/2011. \( \pi \) and \( \rho \) encode the initial probability of a team beginning the period in different strength states. Few teams are excellent, and as such little mass is put on the top strength state (3) while more is put on the lowest strength state (0). \( \Omega \) and \( \Delta \) encode transitions, and we can see that teams usually stay in the same state week-to-week.

| Parameter | Estimate | Parameter | Estimate |
|-----------|----------|-----------|----------|
| \( \pi_0 \) | 0.817 | \( \rho_0 \) | 0.476 |
| \( \pi_1 \) | 0.034 | \( \rho_1 \) | 0.07 |
| \( \pi_2 \) | 0.082 | \( \rho_2 \) | 0.372 |
| \( \pi_3 \) | 0.066 | \( \rho_3 \) | 0.082 |

Indexed values of \( \Omega_{i,j} \):

| | 0 | 1 | 2 | 3 |
|---|---|---|---|---|
| \( i=0 \) | 0.957 | 0.043 | 0.000 | 0.000 |
| 1 | 0.021 | 0.970 | 0.009 | 0.000 |
| 2 | 0.000 | 0.014 | 0.974 | 0.011 |
| 3 | 0.000 | 0.000 | 0.008 | 0.992 |

Indexed values of \( \Delta_{i,j} \):

| | 0 | 1 | 2 | 3 |
|---|---|---|---|---|
| \( i=0 \) | 0.979 | 0.021 | 0.000 | 0.000 |
| 1 | 0.009 | 0.946 | 0.045 | 0.000 |
| 2 | 0.000 | 0.09 | 0.906 | 0.005 |
| 3 | 0.000 | 0.000 | 0.002 | 0.998 |

Figure 10: Parameters estimated for teams in the English Premier League, 8/14/1993 - 12/31/2011. \( \Psi \) and \( \Gamma \) encode goal factors, in which one can see that stronger offensive teams tend to score more goals while stronger defensive teams allow fewer goals.

We could additionally use this model to predict the outcome of future contests, and we experimented with this potential use of the model. We evaluated the model’s out-of-sample, real-time predictive performance against two competing methods. The first is the implied win, draw, and loss percentage inferred from sports betting lines posted by William Hill, a popular London sportsbook. The second is the prediction made by an Elo model with parameters optimized on the same training data we use to fit our model. We applied our model to data from the English Premier League.
Figure 11 gives our predictive results.

![Model Performance on Held Out English Premier League Games](image)

Figure 11: Model performance on held out English Premier League Games, 2005-2012. The model was initially trained using data through the end of the 2004-2005 season. For every subsequent week, scoring predictions were made and these were translated into a probability of win, draw, and loss. These were compared with implied win, draw, loss probabilities from William Hill, Elo, and a naive method that assumed an optimal constant home win, draw, and loss percentage. The cumulative net log likelihood the model placed on the actual outcome of the game compared to that of each of these three methods is depicted above. After each week’s predictions had been made, the model was allowed to incorporate that week’s data into future predictions by completing ten iterations of the coordinate ascent procedure before proceeding onto the next week.

On a large sample of English Premier League data, the model’s predictions added substantial information versus a naive approach in which every game is estimated to have identical home win, draw, and loss probabilities. The model underperformed both Elo and expert human linemakers, however.

5 Discussion

We believe that estimations of historical team strength could have use in a variety of different contexts. Sports enthusiasts might like to examine inferred trends in the strength of their favorite teams when visiting sports news websites. Recreational sports bettors might enjoy comparing team strengths before placing their bets. Coaches and strategists might find these inferred strengths useful decision-support tools: they could compare how a team’s inferred strength evolved after known changes to the team were made. In general, these inferred strengths offer a way of seeing something that cannot be directly seen: how skilled a team’s offense or defense truly is. Inferred strengths can be used to remove the guesswork from making an assessment about whether or not a team’s skill is likely to have truly changed after a particularly good or bad run of performance.

This model could be applied to a number of other sports with low, discrete scores, such as ice hockey, field hockey, and lacrosse. The strengths inferred by this model could also be used as an additional feature in models designed to predict the outcome of matches. As this is an original approach to modeling soccer, we believe these inferred strengths may contain new information that could add to an existing predictive model. We believe that real-time predictions based exclusively on this model are naturally limited by the discrete state-space modeling of latent strength, but one who wished to make the most accurate possible predictions of games could extend this modeling framework into a continuous space through the use of Gaussian strength states and Poisson-parameterized goal emission factors.
The parameters estimated by this model may themselves be of interest to sports analysts. Our goal emission factors were very flexibly parameterized and were allowed to discover the discrete conditional distributions over goals that best fit the observed data. The Poisson distribution is commonly used to model soccer, but we did not impose that restriction on our goal emission factors. In fact, a number of the conditional distributions we discovered deviated noticeably from a Poisson distribution. For example, we can examine the distribution over home goals given by $\Psi_{1,2,g}$, when a relatively weaker home offense challenges a relatively stronger away defense. The distribution over goals as estimated by the model and by a comparable Poisson distribution (with $\lambda$ selected to match the expectation over this discrete distribution) is given in Figure 12. There is a substantial difference in the shape of these two distributions, particularly in the amount of mass each assigns to zero and one goals.

![Figure 12: Comparison of conditional probabilities encoded in $\Psi_{1,2,g}$ and matched Poisson distribution.](image)
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