Encoding category-level and context-specific phonological information at different stages: An EEG study of Mandarin third-tone sandhi word production
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ABSTRACT

Pronunciation of words or morphemes may vary systematically in different phonological contexts, but it remains unclear how different levels of phonological information are encoded in speech production. In this study, we investigated the online planning process of Mandarin Tone 3 (T3) sandhi, a case of phonological alternation whereby a low-dipping tone (T3) changes to a Tone 2 (T2)-like rising tone when followed by another T3. To examine the time course of the encoding of the abstract category-level (underlying form) and context-specific phonological form (surface form) of T3, we conducted an electroencephalographic (EEG) study with a phonologically-primed picture naming task and examined the event-related potentials (ERPs) time-locked to the stimulus onset as well as speech response onset. The behavioral results showed that targets primed by T3 or T2 primes yielded shorter naming latencies than those primed by control primes. Importantly, the EEG data revealed that T3 primes elicited larger positive amplitude over broad frontocentral regions roughly in the 320–550 ms time window of stimulus-locked ERP and 500 to 400 ms time window of response-locked ERP, whereas T2 primes elicited larger negative amplitude over left frontocentral regions roughly in the 240 to 100 ms time window of response-locked ERP. These results indicate that the underlying and the surface form are encoded at different processing stages. The former presumably occurs in the earlier phonological encoding stage, while the latter probably occurs in the later phonetic encoding or motor preparation stage. The current study offers important implications for understanding the processing of phonological alternations and tonal encoding in Chinese word production.

1. Introduction

In connected speech, words or morphemes are not always pronounced in canonical forms but may change to different pronunciation variants in different phonological environments. For example, the English plural suffix “-s” is pronounced as [s] when preceded by voiceless consonants (e.g., books), and as [z] when preceded by voiced consonants or vowels (e.g., girls, boys). Such phonological alternation occurs not only in segments but also in suprasegments. A well-noted example is the tone sandhi in many Chinese dialects, whereby a lexical tone changes from its citation pitch form (pronunciation in isolation) to a different pitch form in the conditioned phonological context (Chen, 2000). Despite the abundance of phonological alternations in natural speech, how speakers plan the phonological alternations and select the intended variant conditioned by the phonological context in speech production has received relatively less attention in previous research. Related to this
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question, current speech production models do not adequately account for the encoding process of phonological alternations (Bürki, 2018; Bürki et al., 2014). To shed light on this issue, the current study seeks to investigate the online planning process of the Mandarin Tone 3 sandhi, a case of phonological alternation, during speech production.

In Mandarin, there are four lexical tones associated with a syllable to distinguish meanings: Tone 1 (T1, a high-level tone/55/, e.g., ma ‘mother’), Tone 2 (T2, a rising tone/35/, e.g., ma, ma ‘hemp’), Tone 3 (T3, a low-dipping tone/214/, e.g., ma, mà ‘horse’) and Tone 4 (T4, a high-falling tone/51/, e.g., ma, mà, ‘cold’). In disyllabic words, when the T3 is followed by another T3 (e.g., yù-sàn 伞 ‘umbrella’), the first T3 changes from its original citation pitch form (a low-dipping tone/214/) to a T2-like high rising tone/35/. This process is known as T3 sandhi (e.g., Chao, 1948; Peng, 2009; Wang and Li, 1967; Yuan and Chen, 2014; C. Zhang and Peng, 2013; J. Zhang and Lai, 2010). It has been argued that this process cannot be attributed to a pure articulatory process like tonal co-articulation (Shih, 1986; Xu, 1997; J. Zhang and Lai, 2010). There has been an intense debate over the encoding process of Mandarin T3 sandhi in previous literature (e.g., Y. Chen et al., 2011; Nixon et al., 2015; C. Zhang et al., 2015; J. Zhang et al., 2022). Studies on phonological alternations propose that phonological alternations could be generated during speech production in at least two ways: either via the online computation (e.g., through phonological rules) operated on a presumed underlying representation for phonological variants, or via the direct retrieval of the pre-stored phonological variants from the lexicon (Arndt-lappe and Ernestus, 2020; Bürki et al., 2010, 2011; Bürki and Gaskell, 2012; Bürki et al., 2014). Regarding Mandarin T3 sandhi, different accounts have also been proposed by linguists.

Influenced by the early generative phonological framework (Chomsky and Halle, 1968), the computation account implicitly assumes that all the T3 variants are only stored as a shared underlying representation (T3 tonal category) in the lexicon and proposes that the context-specific surface form (T2-like rising sandhi variant) is computed on the fly in production (e.g., C. Zhang and Peng, 2013; C. Zhang et al., 2015; J. Zhang and Lai, 2010; J. Zhang et al., 2022; hereafter, we will label T3 as the underlying form and T2 as the surface form for convenience). Although researchers disputed over the nature of the underlying representation (see discussion in Chien et al., 2016, 2020, 2021; Meng et al., 2020; Politzer-Ahles et al., 2016; Zhou and Marslen-Wilson, 1997) and computation (e.g., Politzer-Ahles and Zhang, in press), it has been suggested that the generation of T2-like sandhi variant could be operated as an online tonal substitution rule that changes the underlying T3 to a T2 (Chang and Kuo, 2020). Under this account, the T3 sandhi production involves a serial encoding process, with the underlying T3 firstly specified and the surface T2-like sandhi tone generated at a later time point before phonetic spellout or articulation (e.g., J. Chen, 1999; Politzer-Ahles and Zhang, in press). Moreover, as the sandhi tone involves online computation and does not require direct retrieval of the surface form from the lexicon, it also assumes that the application of T3 sandhi will not be influenced by the lexical frequency and will be productively observed in pseudowords and nonwords (see below).

In contrast, the lexical storage account assumes that the disyllabic T3 sandhi words are only stored as their surface form (i.e., as a T2 + T3 sequence) in the mental lexicon (the surface representation view defined by Zhou and Marslen-Wilson, 1997, also see J. Chen et al., 2012), and the morpheme-specific sandhi variant is directly accessed from memory during production (e.g., Hsiieh, 1970, 1976). Under this account, the underlying form of T3 plays no role in production. Moreover, this account also suggests that T3 sandhi will be only applied to real words and the application of T3 sandhi will be sensitive to word frequency, as the word frequency would affect the strength of the representation of the surface sandhi tone in memory and thus the subsequent retrieval process in production (see discussion in J. Zhang et al., 2022).

More recently, another alternative account, the multivariant activation account, has also been proposed (Y. Chen et al., 2011; Li and Chen, 2015). This account takes a hybrid view and assumes the storage of both the abstract T3 category and the T2-like T3 sandhi variant (which is abstracted from the T3 exemplars and stored as allotones under the general T3 category). This assumption stands in contrast to the computation account (which mainly assumes the storage of only the abstract T3 category) and the lexical storage account (which assumes the storage of only surface sandhi tone). Moreover, the multivariant activation account also assumes that the T3 tonal category and the context-specific T2-like sandhi variant are both activated during T3 sandhi production (Nixon et al., 2015; Y. Chen et al., 2011). Although this account does not make specific assumptions on the temporal order of the activation of different variants during production, results of a PWI study implied that both the T3 tonal category and the context-specific T2-like sandhi variant are activated in parallel (Nixon et al., 2015), which is different from the serial processing assumption of the computation account. Under this assumption, the intended sandhi variant is only selected later after the following tonal information is available (see a similar proposal in Miozzo and Caramazza, 1999). In addition, the multivariant account makes no specific assumptions on the role of lexical frequency in the application of T3 sandhi.

The computation account has gained support from behavioral studies testing the productivity of Mandarin T3 sandhi. An early study (Cheng, 1968) found that T3 sandhi is not only applied in Chinese real words but also in code-mixing phrases when a T3 Chinese morpheme is followed by English words beginning with an unstressed low-pitch syllable (e.g. Ef professor, ‘good professor’). Moreover, previous literature has consistently shown that T3 sandhi can be productively applied to pseudowords composed of existing morphemes (e.g., 捨弃, sù qì ‘to destroy’ + ‘mountain’) (Deng et al., 2003; Politzer-Ahles and Zhang, in press; Tang et al., 2019; Xu, 1997; J. Zhang and Lai, 2010), nonwords containing pseudo-syllables (where the segmental syllable exists but never occurs together with T3 in a real situation, e.g., pīng zhèng (J. Zhang and Lai, 2010), and even sequences containing two non-occurring segmental syllables (e.g., tiáng lǜ (C. Zhang and Peng, 2013; C. Zhang et al., 2015).

Several recent neurolinguistic studies also provide evidence for the computation account. In an EEG study by C. Zhang et al. (2015), participants were asked to listen to two real or two non-occurring syllables (consisting of either a T2 plus T3 or two T3s) and make covert production by combining the two syllables into a disyllabic sequence. Examination of the event-related potentials (ERP) time-locked to the second syllable revealed a larger positive amplitude in the P2 time window for the T3 + T3 sequence than for the T2 + T3 sequence, no matter whether the syllables were real or non-occurring. As larger P2 is linked to processing difficulty (Kim et al., 2008) and P2 is sensitive to phonological processing (Crowley and Colrain, 2004; J. Zhang et al., 2012), the researchers interpreted this result as a likely indication of additional effortful phonological processing caused by the T3 sandhi irrespective of the lexicality status, thus supporting the computation account. Another recent EEG study (J. Zhang et al., 2022) also found that T3 sandhi words elicited a larger positive amplitude than non-sandhi words in the left anterior regions around 336–520 ms after participants were cued to produce the target words, and this effect was not modulated by lexical frequency, which is aligned with the computation account. Other studies

---

1 The tonal values are based on Chao’s (1948) five-point-scale tonal notation system, with 5 standing for the highest pitch value and 1 for the lowest pitch value.

2 The italicized forms are Hanyu Pinyin, the romanization system used in China, with tonal values marked on the vowels by diacritics.

3 Previous studies reveal that there are some minute acoustic differences between the derived T3 sandhi rising tone and the T2 rising tone (e.g., Kuo et al., 2007 and Peng, 2000 based on laboratory speech elicited in designed experiments; Yuan and Chen, 2014 based on corpus data), but it is also shown that native speakers could not distinguish them in perception, as observed in identification tasks (e.g., Peng, 2006; Wang and Li, 1967).
(Chang and Kuo, 2016; Chang et al., 2014) using functional magnetic resonance imaging (fMRI) to examine the brain activation during T3 sandhi production also revealed a higher activation of the right posterior inferior frontal gyrus (IFG) in the condition where participants were required to produce sequences involving T3 sandhi overtly. Chang and Kuo (2020) argued that the higher activation of the right IFG in producing T3 sandhi sequences supports the existence of an extra online tonal subcomponent during the T3 sandhi production. According to Chang and Kuo (2020), the frontal lobe has been suggested to engage in online phonological processing and articulation in previous research (e.g., Indefrey and Levelt, 2004), so the higher activation of the right IFG may indicate more efforts due to the extra online tonal operation in pronouncing the T3 sandhi sequences, which provided support for the computation account.

However, the tasks used in previous productivity and neurolinguistic studies typically require participants to combine isolated syllables into sequences, which may encourage participants to focus more on the underlying form and resort more to the computation mechanism (see discussion in Chien et al., 2020; J. Zhang et al., 2022). For this reason, it remains less clear whether the computation mechanism is also engaged in those more naturalistic language production tasks (e.g., word naming or picture naming).

The production of T3 sandhi words has also been investigated using other tasks. One line of the research comes from the implicit priming task, where shorter speech latencies are found when participants produced a set of disyllabic words sharing the initial tonal syllable (homogenous set) than a set of words without tonal overlap in the initial syllable or a set of words without any initial phonological overlap (heterogenous set) (J. Chen et al., 2002). However, this line of research has yielded inconsistent findings on the T3 sandhi. For example, Y. Chen et al. (2011) and J. Chen et al. (2012) observed similar degrees of facilitatory effects in production latencies when the underlying tonal category of T3 was shared, no matter whether the surface tone was exposed or not. In contrast, Politzer-Ahles and Zhang (in press) and X. Chen (2012) found that facilitation in production latencies occurred only when the surface tone was shared, but no facilitation was observed when the underlying tonal category was shared and the surface tone differed. The inconsistencies of the above studies could be attributed to different task implementation, attentional bias and ad-hoc strategies caused by the learning procedure of the implicit priming task (Politzer-Ahles and Zhang, in press) or the heterogeneous language background of participants (e.g., Beijing vs. Taiwain Mandarin) across these studies. More crucially, some researchers have suggested that the implicit priming task may not be sensitive to the early phonological encoding stage (Wong and Chen, 2008, p. 1173). Thus, this task may not allow researchers to probe into the entire production process of T3 sandhi words.

To investigate the Mandarin T3 sandhi word production, Nixon et al. (2015) employed another task, the picture-word interference (PWI) paradigm, whereby participants were asked to name pictures while ignoring accompanying distractors. They further manipulated the stimulus-onset asynchrony (SOA hereafter) to tap into the time course of the activation for the categorical-level (underlying form) and context-specific (surface form) information in production. In their first experiment, participants saw 27 pictures of disyllabic T3 sandhi target words (e.g., 辅助, fǔ dōu, ‘tutor’), with a distractor Chinese character superimposed upon the pictures. The distractor character consisted of three types: a T3 morpheme (sharing the tonal category, or the underlying form, e.g., 討, tōu), a T2 morpheme (sharing the context-specific pitch contour, or the surface form, e.g., 安, ān), and a control morpheme (T1 or T4, e.g., 服, fú). Moreover, the SOA was manipulated by presenting the distractors simultaneously with the picture onset (SOA = 0) or after the picture onset (SOA = 83 ms). In general, they found that the T3 and T2 distractors both facilitated the naming latencies of T3 sandhi words compared to the control distractor, suggesting the activation of both underlying and surface forms during the production of T3 sandhi words. Moreover, further analyses revealed that both the T3 and T2 distractors led to a significant facilitation effect when the SOA was 0 ms. However, only the T2 distractor significantly facilitated the naming latencies when the SOA was 83 ms. As argued by the authors, the facilitation effect of both T3 and T2 distractors at 0 ms SOA suggested that both the category-level and context-specific phonological information of T3 were activated in an early time window. In contrast, the remaining facilitation effect only for the T2 distractor at 83 ms SOA could be because the T2-like surface form has longer activation than the T3 underlying form, or because, with both forms activated all the time, the T2 distractor could additionally benefit the later articulation preparation due to the articulatory/acoustic congruency between the T2 distractor and the final surface form.

In general, the results in Nixon et al. (2015) support the multivariant activation account assuming activation of both underlying and surface forms in production. However, the results did not conclusively confirm the parallel activation of the underlying and surface forms. Instead, the serial processing assumed by the computation account might offer an alternative explanation. It may be assumed that during T3 sandhi production, the underlying form of T3 is first activated, and the surface form is later computed on the fly. If so, the T3 distractor at 0 ms SOA could primarily facilitate the earlier phonological encoding process while the T2 distractor at 0 ms SOA only facilitates the later articulation preparation process. Thus, we could expect both T3 and T2 distractors at 0 ms SOA could yield facilitation effects on the final naming latencies. But at the late SOA (83 ms), only the later production process could be mostly influenced. As the processing of distractors takes time, the facilitation effect is thus only preserved for the T2 distractor but not for the T3 distractor. Therefore, behavioral studies may not be the most informative, because naming latencies as the end-product of production could not reveal the entire time course of production, which calls for a further investigation using EEG.

1.1. The present study

Given the unresolved controversy over the planning process of T3 sandhi word production in the previous literature, we conducted an EEG study using a phonologically-primed picture naming task to examine the time course of the encoding of the categorical-level (underlying form) and context-specific (surface form) phonological information in Mandarin T3 sandhi word production. Instead of merely relying on the final naming latencies in behavioral measurements, we utilized the high temporal resolution of EEG to directly probe into the online planning process during T3 sandhi word production to obtain a clearer picture of its time course.

Moreover, following previous EEG studies on speech production (e.g., Laganaro and Perret, 2011; Laganaro, 2014), we examined the event-related potentials (ERPs) time-locked to both the stimulus (picture) onset and response (speech production) onset. As suggested in the introduction, the encoding of the context-specific surface form could potentially occur in the later motor planning stage. As pointed out by Bürki (2017), the stimulus-locked ERP analysis could probe into the early phonological encoding processes shortly after the presence of the stimulus, but only the response-locked ERP analysis could tap into the late motor preparation processes close to articulation. However, nearly all the current EEG studies on Chinese word production only focused on the ERPs time-locked to the stimulus onset (e.g., Cai et al., 2020; Feng et al., 2015; Qu et al., 2020), which may fail to capture the later motor planning processes (Laganaro, 2014). Thus, a combination of stimulus-locked and response-locked ERP allowed us to investigate the entire production process, which could offer new insights into the time course issue.

Similar to Nixon et al. (2015), we employed a picture naming task in this study, which could cover the entire production process from conceptualization to articulation (Indefrey and Levelt, 2004) and is more naturalistic than the implicit priming task or the syllable or
morpheme combination tasks. Moreover, as Nixon et al. (2015), we used overt immediate naming instead of covert or delayed naming (e.g., C. Zhang et al., 2015; J. Zhang et al., 2022), because previous research has suggested that covert or delayed production may involve different processes from overt production (e.g., Ganschak et al., 2011; Lagano and Perret, 2011) and previous fMRI research found that the effect of the T3 sandhi could only be observed in the overt production rather than covert production (e.g., Chang & Kuo, 2020).

However, we modified the traditional PWI paradigm used in Nixon et al. (2015) to optimize ERP data analysis. If visual distractors are superimposed on pictures during naming like in Nixon et al. (2015), it would make it difficult to tease apart the processes of the distractor recognition and word production on the ERPs. To circumvent this problem, we introduced two changes to Nixon et al.’s (2015) PWI task. First, we adopted the priming/cueing technique in previous spoken word recognition studies (e.g., Chien et al., 2016, 2021) and employed a phonologically-primed picture naming task, whereby participants were asked to name pictures of disyllabic T3 sandhi words, with different types of monosyllabic primes presented with a long negative SOA to separate the prime processing and word production. Second, unlike the typical PWI paradigm that only employed either visual or auditory distractors, we combined the use of both auditory and visual primes (which were simultaneously presented for the same short duration before the target pictures) in our current study to boost the priming effect with a long negative SOA and to minimize potential visual or auditory confusion (see more details in Methods).

To examine the encoding of the underlying and surface forms in T3 sandhi word production, we manipulated the tonal features of the preceding monosyllabic primes, with the conditions of the primes similar to Nixon et al. (2015). There were three types of primes: a T3 prime (sharing only the underlying form with the target), a T2 prime (sharing only the surface form with the target), and a control prime (carrying T1 or T4, with syllabic overlap but no tonal overlap with the first morpheme of the target).

Based on previous theoretical accounts, we make the following predictions about the priming effect of the T3 and T2 prime (compared to the control prime) on both behavioral and ERP data. The computation account assumes a serial encoding process from the early activation of the underlying form to the later generation of the surface form before articulation. According to previous proposals (J. Chen, 1999; Politzer-Ahles and Zhang, in press), we also speculate that the activation of the underlying form may occur in the early phonological encoding stage while the generation of the surface form may occur in the later phonetic encoding or motor preparation stage. Thus, the computation account predicts facilitatory effects on the naming latencies for both T3 and T2 primes with their effects occurring in early and late time windows respectively: the T3 prime will modulate the ERP amplitude in an earlier time window (phonological encoding stage), whereas the T2 prime will modulate the ERP amplitude in a later time window (phonetic encoding/motor preparation stage). Alternatively, the multivariant activation account assumes that the underlying and surface form are both stored and activated in production and thus also predicts the priming effects for both the T3 and T2 prime. As mentioned above, the multivariant activation account did not make specific assumptions on the time course of the activation of both the underlying and surface form given that only behavioral results were collected. However, the discussion in Nixon et al. (2015) implicitly indicates that the underlying and surface form are activated in parallel from the early stage of production. If so, we would expect the T3 and T2 primes to simultaneously modulate the ERP amplitude in the early time window (the phonological encoding stage), but only the effect of the T2 prime continues to the late time window (the phonetic encoding/motor preparation stage).

Moreover, we also explored the potential modulation effect of lexical frequency on the activation of the underlying and surface form during T3 sandhi production. Although some previous studies did not find a modulatory effect of lexical frequency on the T3 sandhi production (e.g., C. Zhang et al., 2015; J. Zhang et al., 2022; Nixon et al., 2015), another study did show that when the lexical frequency is extremely high (i.e., >1000 in frequency counts of 3,431,707 words in the Xinhua newswire corpus), there is an influence on the acoustic realization of T3 sandhi words (Yuan and Chen, 2014). Thus, this issue still awaits further investigation. As mentioned earlier, only the computation account and the lexical storage account make specific assumptions on the effect of lexical frequency. The computation account assumes no role of lexical frequency in T3 sandhi production. In contrast, the lexical storage account assumes that the T3 sandhi production process may be modulated by lexical frequency. As very high-frequency words may have a strong listing of the surface form in memory, we expect that the effect of the T2 prime may be stronger for very high-frequency words than for low-frequency words (also see similar discussion in Yuan and Chen, 2014).

2. Methods

2.1. Participants

We recruited 39 native Standard Mandarin speakers, who were studying or working in Hong Kong at the time of the experiment. All the participants were born and raised in Mandarin-speaking regions in Northern China (regions to the north of the Qinling-Huaihe Line) and reported they acquired Standard Mandarin (Putonghua) before the age of seven and predominantly used Standard Mandarin in their daily life. To minimize the potential influence from the usage of those Southern Chinese dialects, we excluded one participant who reported to have acquired Cantonese at an early age and currently use Cantonese as the dominant language (over 90%) in daily communication, and another participant who acquired the Hakka dialect from her parents in childhood. Besides, another two participants had to be excluded due to failure to complete the whole experiment. Thus, the final sample included 35 participants (12 men and 23 women; mean age = 22.1 years, SD = 3.9, range = 18–34). All the participants were right-handed (as assessed by the Edinburgh Handedness Inventory, Oldfield, 1971), and reported normal hearing, normal or corrected-to-normal vision, and no neurological or language disorder history. The experimental procedures were...
approved by the Human Subjects Ethics Sub-committee of The Hong Kong Polytechnic University (PolyU) (Application number: HSEARS20201016001). Informed written consent was obtained from the participants in compliance with the experimental protocols and participants got paid after the experiment.

2.2. Design and stimuli

The target stimuli were 48 pictures of disyllabic Mandarin T3 sandhi words (Appendix 1 in supplementary materials). We selected these target words from a wide range of lexical frequencies taken from the Leiden Weibo Corpus (Van Esch, 2012), with a mean frequency of 14.92 occurrences per million words (SD = 38.91, range = 0.07 to 242.85). In addition to corpus frequencies, we also collected the subjective frequency ratings for the target words (on a 7-point Likert scale, 1 = ‘no exposure to the word’, and 7 = ‘extremely frequent exposure to the word’) from our participants using Qualtrics (Qualtrics, Provo, UT, USA, https://www.qualtrics.com) after they completed the EEG experiment (Mean rating score = 4.99, SD = 0.79, range = 3.11 to 6.70, highly correlated with the log-transformed Weibo corpus frequency: \( r = 0.784, \ p < .001 \)). We selected 48 corresponding grayscale line drawings for these target words. Due to a lack of standardized pictures for T3 sandhi words, the target pictures were selected from multiple sources, with five pictures from the materials in Nixon et al. (2015), two pictures from the standardized MultiPic picture database (Duñabetia et al., 2018), and the remaining 41 pictures adapted from the Internet clipart sources.

The target picture was preceded by a prime with a relatively long negative SOA (i.e., the time interval between the onset of the prime and that of the picture; jittered between 800 and 1000 ms, see below) following Pellet Cheneval et al. (2018). This negative SOA was adopted to avoid the overlap of the recognition processes of the primes and the planning processes of picture naming to ease the interpretation of the ERP activities following the target picture onset. In this way, we can more confidently attribute any differences found between the prime conditions to the planning processes of speech production instead of the recognition processes for different primes.

The prime was presented simultaneously in its visual (Chinese character) and auditory form (spoken word). The combined use of visual and auditory primes was motivated for several reasons. First, it was intended to boost and obtain a robust phonological facilitation effect when primes were presented with a long negative SOA, as previous research showed that the phonological facilitation effect often became weaker or absent when the SOA was negative with the only use of either visual or auditory primes (e.g., Schriefers et al., 1990; Q. Zhang et al., 2016). To confirm that a phonological priming effect could be obtained, we conducted a behavioral pilot study on another 25 native Mandarin speakers with a similar design to the current study (X. Chen et al., 2021), and we found a reliable phonological priming effect in reaction times even when the SOA was as long as –1200 ms. Second, the combination of visual and auditory primes could minimize potential visual confusion when only the visual primes were presented (e.g., misrecognition of similar-looking Chinese characters with different pronunciations such as 治 and 治, or the wrong activation of homophones or acoustically similar sounds when only the auditory primes were presented. Moreover, only using the auditory T3 prime could potentially activate the target morpheme, leading to a confounding influence of morphological or semantic relatedness instead of phonological relatedness to the target words.

Our pilot study (X. Chen et al., 2021) found that combining the auditory T3 prime with another visual homophonic character different from the target morpheme led to a much smaller priming effect than combining the auditory T3 prime with the same visual target morpheme. This suggests that using a different visual homophonic character could control for the confounding effect of activating the target morpheme introduced by the T3 auditory prime, and make the T3 prime condition better matched with the other two prime conditions in terms of morphological and semantic relatedness to the target words. Therefore, we opted to use both visual and auditory primes together in our current study.

For each target picture (e.g., 雨伞, yǔ sǎn, ‘umbrella’), the prime is a different monosyllabic morpheme that shares the same syllable with the first morpheme of the target word. There were three types of primes (see Appendix 1 in supplementary materials): a T3 prime (underlying form, e.g., 语, yǔ, ‘language/speech’), a T2 prime (surface form, e.g., 魚, yú, ‘fish’), and a control prime (tonally-unrelated, carrying T1 or T4, e.g., 玉, yù, ‘jade’). Due to the limited number of available items, following several prior studies on speech production (e.g., Cat, et al., 2020; Feng et al., 2019; Q. Zhang and Damian, 2019), the target pictures were presented with all three types of primes for each participant. Moreover, each condition was also repeated to increase the experimental power (see Lorenz et al., 2021 for a similar practice). Thus, each target word was repeated 6 times (3 prime conditions \( \times \) 2 repetitions), giving rise to a total of 96 trials for each prime type.

To further control the potential influence of other prime features, the selected visual primes paired with the auditory primes were neither orthographically nor semantically related to the target words for all three prime conditions. Moreover, we avoided using heterophonics characters (i.e., Chinese characters with multiple pronunciations in different semantic contexts) as the visual primes. In addition, we matched the three prime conditions in character frequency (log-transformed frequency per million from the Leiden Weibo corpus; T3 prime: Mean = 1.77, SD = 0.91; T2 prime: Mean = 1.77, SD = 0.80; Control prime: Mean = 1.77, SD = 0.63), visual complexity (number of strokes; T3 prime: Mean = 8.90, SD = 3.20; T2 prime: Mean = 8.90, SD = 3.02; Control prime: Mean = 8.90, SD = 3.21), and the tonal syllable frequency' (log-transformed raw token frequency of a syllable plus tone, based on the calculations from Da (2010); T3 prime: Mean = 5.14, SD = 0.52; T2 prime: Mean = 5.09, SD = 0.70; Control prime: Mean = 5.22, SD = 0.69).

The auditory primes were recorded by a young male native Standard Mandarin speaker from Shandong (aged 22), who acquired Standard Mandarin (Putonghua) since childhood and seldom spoke the local Mandarin dialect. The recording was conducted in a sound-proof booth with Audacity (Audacity Team, 2017) on a PC connected to an Audio-Technica AT2035 cardioid condenser microphone, with a 44,100 Hz sampling rate and 16 bits per sample. As for the T3 prime, we chose to use the half-third tone variant (/21/) instead of the full canonical form (/214/).\(^{6}\) This was because the canonical form of T3 had been reported to be more likely to be perceptually confused with T2 by both native Chinese and non-native speakers (T. Huang and Johnson, 2011), partly because the final rising portion of the low dipping tone T3 shared acoustic similarity with the rising tone T2. The half-third variant of T3, on the other hand, is more acoustically distinct from both the rising tone T2 and the sandhi variant of T3. Note that a previous study showed that both the canonical (/214/) and the half-third variant of T3 (/21/) induced a similar magnitude of priming effects (Chien et al., 2021). To elicit a more natural production of the half-third variant, we asked the speaker to pronounce a disyllabic word containing the T3 target syllable followed by a T4 syllable with an obstruct onset (plosives, fricatives, or affricates), and then we extracted the first syllables from those recorded

\(^{6}\) Another reason to choose the /21/ variant was that our male speaker tended to use a creaky voice when pronouncing the /214/ variant in isolation, which made the sound quality very poor after the duration normalization.
tokens. For the T2 and control primes, the speaker was asked to pronounce them in isolation as naturally as possible. For each prime, the speaker was asked to produce at least three tokens. All the audio stimuli were normalized to 300 ms in duration by Audacity to align the presentation duration of the auditory primes to that of the visual primes. The best resulting tokens, which had maximal naturalness, auditory clarity, and perceptual distinctiveness, were selected by the first author as the auditory primes. To ensure the quality of the processed audio stimuli, a trained phonetician (also a native Mandarin speaker from Northern China) was also asked to evaluate whether the recorded tokens could be recognized as the intended tones. Finally, the loudness of the selected audio stimuli was normalized by equalizing the peak amplitude (set to 0.7) by the Scale Peak algorithm in Praat (Boersma and Weenink, 2018).

To mask the experimental purpose, we included another 84 filler pictures (see Appendix 2 in supplementary materials), which were common objects or actions selected or adapted from the standardized MultiPic database (Duñabetia et al., 2018) or other internet sources. The initial morpheme of the fillers did not contain any morpheme or syllable identical to the initial morpheme of the targets. Like the target words, the filler words were also repeated 6 times in total, resulting in 504 filler trials. All the fillers were preceded by monosyllabic visual primes (a different Chinese character from the initial morpheme of the fillers) together with the corresponding auditory forms. The primes of the fillers were either phonologically related (sharing segmental syllable and tone or only sharing segmental syllable) or unrelated (no syllabic and tonal overlap) to the first morpheme of the fillers. In particular, we made the overall number of the phonologically related and unrelated primes identical across the experiment to reduce potential strategic processing caused by the phonological relatedness between primes and targets (see detailed descriptions in Appendix 2 in supplementary materials). Another eight pictures of disyllabic words, each paired with one unrelated prime, were selected for practice.

2.3. Procedure

The participants were tested in a sound-proof booth and seated approximately 70 cm in front of a 24.5-inch DELL LCD computer screen with a refresh rate of 60 Hz and a resolution of 1920 × 1080 pixels. The stimulus presentation and data collection were controlled by the software E-Prime 2.0 (Psychology Software Tools, Inc., Pittsburgh, PA) in a computer connected to a Chronos Box (a USB-based stimulus and response device). The auditory primes were presented synchronously with the visual primes via ER3 disposable form ear tips connected to the Chronos Box. The Chronos Box was also connected to an Audio-Technica ATR-1100 dynamic microphone for the voice-key triggering and recording of the participants’ oral responses. The recorded oral responses were saved as wav audio files at a sampling rate of 48,000 Hz with 16 bits per sample.

To reduce the naming variability, we followed a procedure commonly adopted in previous studies on speech production (e.g., Lorenz et al., 2021) and trained participants to familiarize themselves with the names of all the pictures before the experiment. First, participants were given all the pictures together with their corresponding written names and instructed to pay attention to the mapping between the written words and the pictures. Next, they were asked to complete a picture naming test on a tablet computer, where they named all the pictures presented on the screen one by one in random order and were corrected by the experimenter if they named a picture incorrectly. Once they named all the pictures correctly, the experiment started. The familiarization procedure took about 30 min.

Each trial in the experiment underwent the same procedure as follows (Fig. 1A). It began with a fixation cross at the center of the screen lasting 500 ms. Then, a visual Chinese character prime in black 32-point

![Fig. 1.](image-url)
Song font was presented for 300 ms at the same position on the screen. Simultaneously, the spoken form of the visual prime, with a duration of a blank screen randomly jittered between 800 ms and 1000 ms, with a SOA between 1100 and 1300 ms, Mean duration of about 900 ms for the three conditions (with a total angle of 10.4°). The primes overlapping with the picture naming processes and reduce anticipatory strategies due to target repetitions.

Moreover, each block always started with three filler pictures. In each block, 12 out of the 42 filler pictures were paired with the visual primes from the targets (all phonologically unrelated to the first morpheme of the filler words). This was intended to prevent participants from implicitly learning the links between the primes and target words, and to minimize participants’ anticipatory strategies due to target repetitions in the experiment. The order of the trials (except for the first three filler trials at the beginning) within each block was pseudo-randomized, and the primes between consecutive trials did not share the same syllable. Before the experiment, participants also received eight practice trials (another eight pictures paired with one unrelated prime) to get familiar with the procedure. Short breaks were allowed between blocks. After the whole experiment, participants were also asked to complete a subjective markers, which were also double-checked by the first author. The first author and a native Mandarin speaker with phonetic training who was blind to the experimental purpose. The acoustic onset was determined based on the acoustic characteristics of the beginning segment in the wideband spectrogram. To ensure the reliability of the measurement process, the first author, a trained phonetician, also measured the data of two participants at the beginning and then cross-checked the data measured by the research assistant. Latencies with a discrepancy larger than 10 ms between the two annotations (accounting for 8.16% of all trials) were examined and discussed by the first author and the research assistant to reach a consensus of the annotation criteria. Then the research assistant completed the latency measurements for the remaining participants, which were also double-checked by the first author. The first author and the research assistant also jointly examined the accuracy of participants’ oral responses. Trials were coded as errors if the audio recordings of participants’ oral responses fell into the following categories: (a) responding to the target picture with an incorrect word (or word fragment); (b) incomplete production of the target word; (c) containing pronunciation errors in the first morpheme of the target word, including segmental and tonal errors, or non-application of the T3 sandhi; (d) containing verbal disfluencies, including filler expressions (such as uh or oh), stuttering, repairs, long pause between the two syllables (larger than 300 ms), as well as other illegal sounds (like coughing); (e) containing no response (due to recording equipment failure or participants’ attentional lapse). We excluded all the erroneous trials (2.15%), and trials with naming latencies shorter than 200 ms and longer than 2000 ms or beyond three standard deviations from the mean naming latencies of each condition for each participant (1.79%) (see a similar approach in Qu et al., 2020). The remaining naming latencies were log-transformed to reduce right skewness (Baayen, 2008) and then analyzed by the linear mixed-effect modeling (LMM) using lme4 package (Bates et al., 2015b) in R (Core Team, 2021), with p-values estimated via the Satterthwaite approximation method implemented in the lmerTest package (Kuznetsova et al., 2017). Moreover, the raw naming latencies obtained from the behavioral data pre-processing were used to generate the speech onset markers, which were temporally aligned with the EEG signal for each participant.

2.4. EEG data

The EEG data were pre-processed using the EEGLAB toolbox (Delorme and Makeig, 2004), the plugin ERPLAB (Lopez-Calderon and Luck, 2014) and customized MATLAB (R2020b, The Mathworks, Inc.) scripts. The EEG signal was re-referenced offline against the average of left and right mastoids, bandpass filtered between 0.1 and 30 Hz using a zero-phase IIR Butterworth filter (slope: 12 dB/octave), and down-sampled to 500 Hz. Bad channels (no more than 4 channels per participant, detected with a kurtosis value larger than the threshold value of 10) were removed and later interpolated using the spherical spline method after artifact correction.

We extracted long epochs (~200 ms–2500 ms relative to the picture presentation onset) and ran the Independent Component Analysis (ICA)
to correct the ocular artifacts using the Adaptive Mixture ICA (AMICA) algorithm (Palmer et al., 2011). Components associated with blinks and eye movements (2 up to 4 components for each participant) were identified by visual inspection and removed. We then removed epochs with erroneous responses (2.15%) and with extremely long naming latencies (longer than 2000 ms, 0.01%). To avoid the potential influence of speech artifacts, unlike the pre-processing of the behavioral data, we followed a common practice in previous EEG research on speech production (e.g., Strijkers et al., 2010) and further excluded epochs with naming latencies shorter than 550 ms (4.38%, with the threshold selected based on the distribution of naming latencies). We then baseline-corrected the remaining epochs using the −100 ms–0 ms pre-stimulus time window (the same baseline time window was applied to both stimulus-locked and response-locked ERPs, see a similar approach in Jeong et al., 2021), and additionally rejected the epochs with amplitudes exceeding ±100 μV at any electrode in the time window between −100 and 550 ms relative to the picture presentation onset, as well as in the time window between 500 and 100 ms before the speech onset, or containing large muscular artifacts or electrode drifting 100 ms prior to the speech onset (2.15%). The average retention rate of the final epochs across the three prime conditions was 91.31% (SD = 6.87%), with 90.18% (SD = 7.87%) for the T3 prime condition, 91.64% (SD = 6.55%) for the T2 prime condition and 92.11% (SD = 7.24%) for the control prime condition. We then extracted the stimulus-locked epochs (−100 to 550 ms relative to the picture presentation onset) and the response-locked epochs (−500 ms up to the speech onset) from the pre-processed long epochs for further analysis.

Moreover, we adopted a new analytical method in recent EEG research on speech production (e.g., Bürki, 2017) and conducted the mass univariate analysis with the hierarchical general linear modeling using the LIMO plugin (Pernet et al., 2011) to investigate the effect of Prime type. Unlike conventional ERP analysis, the advantage of this new approach was to allow us to explore the effect of the predictor across the entire time course during production and across the entire scalp, and avoid the difficulty of selecting a priori time window(s) or electrode(s) for the analysis. Thus, this analysis was suitable for our current study, as previous literature did not provide informative knowledge of the time window for tonal encoding during the picture naming task. The LIMO plugin implemented a two-level analysis. In the first-level analysis, general linear regression models (with Prime type as the predictor) were respectively fit for each time point and electrode within each participant, and the beta coefficients for the three prime conditions were respectively estimated. Then the obtained beta coefficient matrix for the three prime conditions across the participants was entered into the second level of analysis and analyzed using a robust one-way repeated-measure ANOVA test. To make direct comparisons between different conditions of a categorical predictor, planned contrast was utilized in the ANOVA test in LIMO. Following our hypothesis, our primary contrasts of interest concerned the effect of the T3 and T2 prime against the control prime condition. We then performed the ANOVA tests using two pre-specified coding schemes. To compare the T3 prime and the control prime, we coded the predictor as [T3: 1; T2: 0; Control: −1]; and to compare the T2 prime against the control prime, we coded the predictor as [T3: 0; T2: 1; Control: −1]. The uncorrected p-values of the one-way repeated-measure ANOVA tests for each time point/electrode were obtained via a bootstrap technique in LIMO (see Pernet et al., 2011 for more technical details), which was set to 5000 bootstrap times. Finally, the spatiotemporal clustering method (Maris and Oostenveld, 2007) was used to correct the multiple comparisons, with the neighboring distance set to 4 cm, the minimum number of channels for a cluster set to at least 2 (minnbchan = 2), and the alpha value set to 0.05 (Pernet et al., 2015). Data points with p-values exceeding .05 under the neighboring distance threshold were identified as a cluster. The sum of the F values of the data points in the clusters was computed and used as the cluster-level statistic (known as the cluster-mass value). The significance of the computed cluster-mass value was then assessed via a bootstrap technique (set to 5000 times). Any cluster(s) with a significant cluster-mass value found between the prime conditions served as an indication of the difference between conditions (for more technical details, see Pernet et al., 2015). The time window of interest was from 0 to 550 ms after the picture onset for the stimulus-locked analysis, and from 500 to 100 ms before the speech onset for the response-locked analysis. For the response-locked analysis, the last 100 ms before the speech onset was not analyzed to exclude potential contamination of the speech-related artifacts (e.g., Bürki, 2017).

Moreover, to further examine the potential interaction between the prime condition and lexical frequency, we also performed the single-trial analysis with LMM for both stimulus-locked and response-locked data. The voltage amplitudes were averaged in pre-selected time windows and electrodes for the stimulus-locked epochs or response-locked epochs in each trial. The selected time windows and electrodes were mainly based on the results from the cluster-based tests from LIMO (see similar practice from Frömmer et al., 2018; Lorenz et al., 2021).

3. Results

3.1. Behavioral results

The behavioral data for the three prime conditions are summarized in Table 1 (also see Fig. 2). We did not analyze the accuracy data because the average accuracy rates were near ceiling for all the three prime conditions. We then used LMM to analyze the naming latency data and investigated the effect of Prime type and its potential interaction with Lexical frequency. We dummy coded the Prime type variable and used the control prime condition as the reference for comparison, since we focused on the effect of T3 and T2 prime against the control prime. For the Lexical frequency variable, we also ran separate analyses respectively using two z-scored frequency norms: the Weibo corpus frequency and the subjective frequency ratings collected from participants. The Weibo corpus frequency has been shown to have a superior predictive power for lexical processing data in Chinese (Sun et al., 2018) and subjective frequency has often been shown to account for a larger variance in lexical processing data than corpus frequencies and more faithfully capture the strength of lexical representations (e.g., Kuperman and van Dyke, 2013; Inai et al., 2005). The use of these two frequency norms could offer a complete picture of the role of lexical frequency in Mandarin T3 sandhi word production.

In the current study, we constructed the LMM in the following ways (including the LMM analysis on the EEG data below). Firstly, we

| Prime Condition     | Latency | Accuracy |
|---------------------|---------|----------|
| T3 prime            | 718.1 (65.5) | 97.92% (2.38%) |
| T2 prime            | 727.6 (69.0) | 98.24% (2.83%) |
| Control prime       | 760.7 (74.9) | 97.38% (2.87%) |

Table 1

Mean naming latency (in milliseconds) and mean accuracy rates with standard deviations (in parentheses) for the three prime conditions.
examined the effect of Prime type and built a model with only Prime type as the fixed-effect predictor. For the random effect structure, we firstly included the by-participant and by-item random intercept and slope for Prime type (Barr et al., 2013), but due to the singularity fitting and non-convergence problems caused by the complex random effect structure, we performed the principal component analysis using the rePCA function (Bates et al., 2015a) and reduced the random effect structure accordingly (i.e. by removing the correlations between random intercept and random slope, and then removing the random effects with the smallest variance) until the model was supported by the data. Then, we built additional models respectively for the two frequency norms to further explore the effect of Lexical frequency and its interaction with Prime type. For each frequency norm, we built a second model by further adding the lexical frequency norm (i.e., Prime type + frequency norm) and a third model by further adding the interaction term between the lexical frequency norm and Prime type (i.e., Prime type × frequency norm). Model comparisons with likelihood ratio tests were performed to assess the significance of the main effect of each lexical frequency norm and its interaction with Prime type.

Our results (see Table 2) revealed that both T3 and T2 primes elicited significantly shorter naming latencies than the control prime. For the Weibo corpus frequency, we did not observe statistical significance for its main effect ($\chi^2(1) = 0.290, p = .590$) or its interaction with the Prime type ($\chi^2(2) = 4.279, p = .118$). There was only a marginally significant main effect of the subjective frequency ($\chi^2(1) = 3.123, p = .077$), with higher-subjective-frequency words tending to elicit shorter naming latencies than lower-subjective-frequency words. But the interaction between subjective lexical frequency and Prime type did not reach statistical significance ($\chi^2(2) = 3.790, p = .150$).

Table 2

| Predictors | $\beta$ | SE  | df  | t    | p         |
|------------|--------|-----|-----|------|-----------|
| Intercept  | 6.617  | 0.020 | 72.9 | 337.245 | <.001     |
| T3 prime   | 0.056  | 0.004 | 37.1 | 12.917 | <.001     |
| T2 prime   | 0.044  | 0.005 | 40.7 | -9.618 | <.001     |

Note. The formula of the LMM is: lmer(logLatency ~ PrimeType+(1|Subject)+(0+PrimeType|Subject)+(1|Item)+(0+PrimeType|Item); $p$ values less than 0.05 were in bold.

3.2. EEG results

3.2.1. Mass univariate analysis

**Stimulus-locked ERP:** For the stimulus-locked ERPs, the mass univariate analysis revealed an overall significant main effect of Prime type ($p = .002$). Planned comparisons further revealed a significant difference between the T3 and the control prime ($p = .001$), driven mainly by a cluster between 318 and 550 ms (Fig. 3A). Moreover, the cluster was broadly distributed over the frontocentral scalp regions, which was also shown by the topographical maps (Fig. 3B). The separate average ERP waveforms for the selected electrodes in the cluster revealed more positive amplitude in the T3 prime than the control prime roughly after 320 ms of the stimulus-locked epochs (Fig. 3C). In contrast, no significant difference was found between the T2 prime and the control prime by the mass univariate analysis after cluster-test correction.

**Response-locked ERP:** For the response-locked ERPs, the mass univariate analysis showed that there was an overall significant main
effect of Prime type ($p = .001$). Planned comparisons further revealed significant differences between the T3 and the control prime ($p = .020$), as well as between the T2 and the control prime ($p = .010$), but the differences seemed to occur in different time windows. The difference between the T3 and control prime was driven by a cluster between 500 and 406 ms before the speech onset (Fig. 4A). In contrast, the difference between the T2 and control prime was driven by another cluster between 236 and 100 ms before the speech onset (Fig. 4B). Moreover, the cluster for the T3 prime effect was broadly distributed across the anterior and central regions on the scalp, which had a similar scalp

---

**Fig. 3.** (A) Results of the mass univariate analysis for the effect of T3 prime (compared to Control prime) in the stimulus-locked ERP after cluster-correction for multiple comparisons. The x-axis represents the time points of the analysis time window, and the y-axis represents individual electrode channels. The colored (orange) area represents the electrodes/time points with $F$ values exceeding the statistical significance threshold. (B) Topographic maps of the difference between T3 and Control prime, and between T2 and Control prime in the 320–550 ms time window of stimulus-locked ERP. (c) Grand-average stimulus-locked ERPs for the three prime conditions in representative electrodes from frontocentral scalp regions. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)
distribution to the T3 prime effect found in the stimulus-locked ERPs (time-locked to the picture presentation onset). In contrast, the cluster for the T2 prime effect mainly had a left anterior and central distribution on the scalp. The separate average ERP waveforms for the selected electrodes in the two clusters (Fig. 4C) showed that the T3 prime elicited more positive amplitude than the control prime approximately in the −500 to −400 ms time window of the response-locked ERPs (time-locked to the speech onset). In contrast, the T2 prime elicited more negative amplitude mostly in the left frontal and central electrodes approximately in the −240 to −100 ms time window of the response-locked ERPs. Topographic plots of the two time windows based on the two clusters also confirmed these different scalp distributions respectively for the effect of the T3 and T2 primes (Fig. 4D).

3.2.2. LMM results

Stimulus-locked ERP: For the single-trial LMM analysis of the stimulus-locked ERPs, we first averaged the voltage amplitudes in the time window of 320–550 ms after the picture onset on a set of selected electrodes based on the LIMO results (FP1, AF3, AF4, FZ, F1, F3, F5, F2, F4, F6, FC2, FC1, FC3, FC5, FC6, CZ, C1, C3, C5, T7, C2, C4, C6, T8, CP2, CP1, CP3, CP5, CP2, CP4, CP6, PZ, P1, P3, P5, P2, P4, P6). The LMM construction procedure followed those described in the behavioral results section. Our results (see Table 3) showed that the T3 prime elicited a significantly positive amplitude compared to the control prime, but no significant difference was observed between the T2 prime and control prime. These results confirmed the findings of the mass univariate analysis. Further examination revealed a marginally significant main effect for the Weibo corpus frequency ($\chi^2 (1) = 3.438, p = .064$), as high-corpus-frequency words tended to show more negativity than low-corpus-frequency words. However, the interaction between the Weibo corpus frequency and Prime type was not statistically significant ($\chi^2 (2) = 1.386, p = .500$). As for the subjective frequency, neither significant main effect ($\chi^2 (1) = 0.643, p = .423$) nor significant interaction with Prime type ($\chi^2 (2) = 1.778, p = .411$) was found.

Response-locked ERP: For the single-trial LMM analysis of the response-locked ERPs, we focused on two time windows: 500–400 ms and 240–100 ms before the speech onset. For the first time window, we averaged the voltage amplitudes on the electrodes selected based on the LIMO results (FP1, AF3, AF4, FZ, F1, F3, F5, F7, F2, F4, F6, F8, FC2, FC1, FC3, FC5, FC6, CZ, C1, C3, C5, C2, C4, CP2, CP1, CP3). For the second time window, we averaged the voltage amplitudes on another set of electrodes selected based on the LIMO results (FP1, FPZ, F2P, AF3, AF4, F1, F3, F5, F7, F11, F2, F6, F8, F12, FC1, FC3, FC5, FC6, FT11, C3, C5, T7, CP5, TP7). Model construction and selection followed the same procedure previously described.

For the response-locked data in the -500 to -400 ms time window before the speech onset, the model results (see Table 4) showed that only the T3 prime elicited a significantly larger positive amplitude than the control prime, whereas there was no significant difference between the T2 prime and control prime. These results converged with the results of the mass univariate analysis. Further examination revealed that there were no significant main effects for the Weibo corpus frequency ($\chi^2 (1) = 2.267, p = .132$) or the subjective frequency ($\chi^2 (1) = 0.434, p = .510$), nor were there any significant interactions between the Weibo corpus/subjective frequency and Prime type (Weibo corpus frequency: $\chi^2 (2) = 1.103, p = .576$; subjective frequency: $\chi^2 (2) = 2.695, p = .260$) in this time window.

Regarding the response-locked data in the 240–100 ms time window before the speech onset, our results (see Table 5) showed that compared to the control prime, the T2 prime elicited a significantly larger negative amplitude. In contrast, no significant difference was found between the T3 prime and the control prime. These results further confirmed the results from the mass univariate analysis. We did not observe statistical significance for the main effect of the Weibo corpus frequency ($\chi^2 (1) = 0.545, p = .461$) or its interaction with the Prime type ($\chi^2 (2) = 2.165, p = .339$). Moreover, there was no significant main effect for the subjective frequency ($\chi^2 (1) = 1.599, p = .206$). But we observed a very weak interaction between the subjective frequency and Prime type ($\chi^2 (2) = 5.047, p = .080$). Further exploration revealed that there seemed to be a larger difference between the control and T2 prime for the low-subjective-frequency words than for high-subjective-frequency words, suggesting a larger T2 priming effect on the low-subjective-frequency words than the high-subjective-frequency words. However, as this interaction effect was very weak, caution must be taken to avoid over-interpreting the result.

4. Discussion

4.1. Major findings and discussion

In this study, we found that the T3 and T2 prime yielded significant facilitation effects on the naming latencies compared to the control prime behaviorally. However, our EEG result showed that the effect of priming with a T3 prime elicited more positive amplitude primarily in the broad anterior and central scalp regions roughly between 320 and 550 ms after the picture onset, as well as roughly between 500 and 400 ms before the speech onset. In contrast, the effect of priming with a T2 prime elicited more negative amplitude primarily in the left anterior and central scalp regions roughly between 240 and 100 ms before the speech onset. The temporal differences for the T3 and T2 priming effects suggest that the encoding of the underlying form and the surface form occurred at different stages. Moreover, the polarity and topographic differences for the T3 and T2 priming effects also suggest that the facilitation effect on naming latencies by the T3 and T2 primes may involve different mechanisms.

Based on the meta-analysis by Indefrey and his colleagues (Indefrey and Levelt, 2004; Indefrey, 2011), they suppose that the picture naming task roughly takes 600 ms on average to complete, and the phonological encoding (including the retrieval of phonological codes and syllabification) starts from approximately 275 ms after the picture onset, and the phonetic encoding starts from 455 ms. In the current study, the effect of T3 prime starts approximately from 320 ms after the picture onset, which corresponds roughly to the phonological encoding stage. Note that we also observed the effect of T3 between 500 ms and 400 ms in the response-locked ERP. Although the response onset varied across trials and participants, there is reason to believe that the -500 to -400 ms time window in the response-locked ERP showed temporally overlap with the later time window in the stimulus-locked ERP. If we consider the average naming latencies of those trials used for ERP analysis (c.a. 754 ms), -500 to -400 ms before the speech onset roughly corresponded to 255–355 ms after the picture/stimuli onset, which could be considered to be the start of the phonological encoding stage and showed some overlap with the time window for the T3 priming effect in the stimulus-locked ERP (320–550 ms). The topographic distribution of these two clusters is also similar – both involved broad fronto-central electrode sites, suggesting that the two clusters in the stimulus- and response-locked ERPs may capture similar neural stages. Moreover, we found a high correlation ($r = 0.749, p < .001$) between the mean amplitude difference between the T3 and Control prime in the 320–550 ms time window stimulus-locked ERP, and the mean amplitude difference between the T3 and Control prime in the -500 to -400 ms time window of the response-locked ERPs. Based on the temporal and topographic overlap and strong correlation, we reasoned that the cluster for the T3 prime effect in the response-locked ERP reflected the same stage of phonological encoding. However, this point should be further verified in future studies (e.g., via source localization based on high-density scalp EEG recordings). In general, it seems that the T3 prime mainly influenced the phonological encoding stage in T3 sandhi word production, and the underlying form of T3 was mainly retrieved and processed during this stage.

In contrast, the effect of the T2 prime on the ERP waveforms was only observed in the time window roughly between 240 and 100 ms before...
Fig. 4. Results of the mass univariate analysis for (A) the effect of T3 prime (compared to Control prime), and (B) the effect of T2 prime (compared to Control prime) in the response-locked ERP after cluster-correction for multiple comparisons, with the colored (orange) areas representing the electrodes/time points with F values exceeding the statistical significance threshold. (C) Grand-average response-locked ERPs for the three prime conditions in representative electrodes from fronto-central scalp regions. (D) Topographic maps of the difference between T3 and Control prime, and between T2 and Control prime in the -500–400 ms time window, and in the -240–100 ms time window of response-locked ERP. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)


4.2. Discussion of online processing mechanisms for Mandarin T3 sandhi

Our results offer implications for the role of the underlying and surface form in the Mandarin T3 sandhi production. The priming effects observed for both the T3 and T2 prime in behavioral and ERP data are reminiscent of the results of Experiment 1 in Nixon et al. (2015) and suggest that both the underlying and the surface form are involved during T3 sandhi word production. This agrees with both the computation and multivariant account, but disconfirms the lexical storage account which assumes that only the surface form is involved in production.

More critically, regarding the time course of the activated underlying and surface forms in T3 sandhi word production, our ERP results reveal that Mandarin T3 sandhi word production probably undergoes a two-stage serial encoding process, consisting of the early retrieval of the abstract T3 category information (underlying form) and the later motor preparation for the context-specific tonal contour (surface form). This is compatible with the seriality assumption in the computation account, which predicts the facilitation effect of the T3 and T2 prime in different time windows. This is also consistent with the claim that the surface form is computed before the articulation (Politzer-Ahles and Zhang, in press) or before phonetic spell-out (J. Chen, 1999), but not compatible with the claim that the T3 sandhi is executed after the initiation of articulation (J. Chen et al., 2012). Furthermore, although our ERP results support the activation of the underlying and surface form in the T3 sandhi word production as specified in the multivariant activation account, our results do not seem to support the parallel activation of the underlying and surface form as suggested in Nixon et al. (2015), because it predicts that the effect of T2 prime should also be observed in the early ERP time window as the T3 prime, which is not the case according to our data. But if we assume that the underlying and surface form are serially activated in a hierarchical manner in different time windows during T3 sandhi word production, the multivariant activation account could also offer explanations for our data. That is, the abstract T3 category (underlying form) is first retrieved and then the context-specific T2-like tonal contour (surface form) is only activated and selected at a later stage when the phonetic realization of T3 can be determined upon the following tonal information (as in the late selection hypothesis proposed by Minneci and Caramazza, 1999). In this sense, the multivariant activation account is very similar to the serial processing described in the computation account.

However, it could still be argued that both underlying and surface form are activated in parallel, but the lack of the T2 prime effect in the early EEG time window may be because the T2 prime only activated the T2 tonal category, which could cause phonological conflicts in the retrieval of phonological codes. Alternatively, there is another similar account that assumes that the T3 non-sandhi and sandhi variants are stored as allomorphs for the same morpheme and both simultaneously activated in production (e.g., Tsay and Myers, 1996). It could be argued that only the T3 prime activated the corresponding T3 target allomorph but the T2 prime only activated a different T2 morpheme, so we only observed an early effect of the T3 prime and but not for T2. However, the above claims that the T2 prime could only activate the T2 tonal category or T2 morpheme are questionable. There is some evidence in recognition studies showing that T2 could also activate the T3 sandhi words (Meng et al., 2021, see also Speer and Xu, 2008, although their effect does not seem robust and remains to be replicated). Based on this finding, if we assumed that both the underlying and the surface form are activated in parallel, we would expect that the T2 prime could also activate the corresponding T3 underlying and surface form and show an effect as the T3 prime in the same ERP time window. However, the current study observed different time windows for the T3 and T2 prime, which is inconsistent with the assumption that both underlying and surface form are activated in parallel. Thus, our results may be better accommodated by the serial processing/activation view discussed earlier.

Taken together, our data do not unequivocally disentangle different theoretical accounts, but we may take our results to support serial processing, which involves the abstract T3 category in the early phonological encoding stage and the context-specific T2-like tonal contour in the later motor preparation stage. Further research, however, is needed to gather more evidence.

4.3. Discussion of the modulation of lexical frequency

In the current study, we also explored the effect of lexical frequency and its interaction with the prime type using two frequency norms: the Weibo corpus frequency and the subjective frequency. However, we only observed some very weak (marginal significant) effects, and these effects were not consistent across the two frequency norms. For example, regarding the subjective frequency, we observed a weak main effect for the naming latency data and a weak interaction effect with

The speech onset close to the articulation. This time window could be attributed to the phonetic encoding or motor preparation stage. In particular, the T2 prime elicited more negative amplitude in the left anterior and central scalp regions. Based on the time window and channel locations, the effect of the T2 prime in the current study is probably linked to a left-lateralized slow-rising negative frontal component documented in previous EEG research on speech production (Ries et al., 2013, 2021), which is termed as the left-lateralization anterior negativity (LLAN) and thought to be associated with response preparation, motor planning and execution (Ries et al., 2021). Due to the pitch contour similarity between the T2 prime and the T3 sandhi variant (Nixon et al., 2015), the T2 prime probably brought benefits to the phonetic encoding or motor preparation stage, and the surface form was more likely to be encoded during this stage.

### Table 3

Summary of the results of the final LMM for the stimulus-locked ERP data in the 320–550 ms time window after picture presentation onset (Prime type was dummy coded, with Control prime as the reference baseline).

| Predictors | β   | SE  | df | t    | p    |
|------------|-----|-----|----|------|------|
| Intercept  | -2.674 | 0.874 | 53.0 | -3.059 | .003 |
| T3 prime   | 0.847 | 0.240 | 9120.6 | 3.534 | <.001 |
| T2 prime   | 0.009 | 0.239 | 9120.7 | 0.037 | .970 |

Note. The formula of the LMM is: lmer(Voltage ~ PrimeType+(1|Subject)+(1|Item); p values less than 0.05 were in bold.

### Table 4

Summary of the results of the final LMM for the response-locked ERP data in the 500–400 ms time window before speech onset (Prime type was dummy coded, with Control prime as the reference baseline).

| Predictors | β   | SE  | df | t    | p    |
|------------|-----|-----|----|------|------|
| Intercept  | -5.294 | 0.835 | 54.1 | -6.340 | <.001 |
| T3 prime   | 0.763 | 0.255 | 9120.7 | 2.908 | .003 |
| T2 prime   | -0.089 | 0.254 | 9120.9 | -0.349 | .727 |

Note. The formula of the LMM is: lmer(Voltage ~ PrimeType+(1|Subject)+(1|Item); p values less than 0.05 were in bold.

### Table 5

Summary of the results of the final LMM for the response-locked ERP data in the 240–100 ms time window before speech onset (Prime type was dummy coded, with Control prime as the reference baseline).

| Predictors | β   | SE  | df | t    | p    |
|------------|-----|-----|----|------|------|
| Intercept  | -2.680 | 0.980 | 44.0 | -2.734 | .009 |
| T3 prime   | -0.100 | 0.298 | 9121.2 | -0.334 | .738 |
| T2 prime   | -0.941 | 0.297 | 9121.4 | -3.169 | .002 |

Note. The formula of the LMM is: lmer(Voltage ~ PrimeType+(1|Subject)+(1|Item); p values less than 0.05 were in bold.
prime type in the later time window of response-locked ERPs, whereas for the Weibo Corpus frequency, we observed a weak main effect in the stimulus-locked ERPs. Currently we do not have good explanations for these inconsistencies and speculate that these results could be due to the discrepancy between the two frequency norms, or due to the insufficient statistical power given the relatively small number of items (48 items) in the current experiment. Moreover, it should be noted that the repetition of targets and the presence of the phonologically related primes in the study design could potentially reduce the lexical frequency effect, making it difficult to interpret the weak main effect of lexical frequency or the weak interaction effect between prime type and lexical frequency. Moreover, as in Nixon et al. (2015), the frequency range of our stimuli may be restricted. Yuan and Chen (2014) only found the effect of lexical frequency on the acoustic realizations of T3 sandhi words when the extremely high-frequency words were included, and our stimuli did not cover the extremely high-frequency words due to the limited availability of qualified items. Thus, the modulation of lexical frequency was also inconclusive in the current study. Future studies with a larger number of items are required to better understand how lexical frequency modulates the T3 sandhi production.

4.4. Implications for other issues

Our current ERP data revealed different polarities for the T3 and T2 prime effects, with T3 eliciting more positive amplitudes and T2 eliciting more negative amplitudes. Moreover, the topographic distribution was also different, with the effect of T3 more broadly distributed in the frontocentral scalp regions and the effect of T2 located mostly in the left frontocentral scalp regions. We take both effects on the ERPs as an indication of facilitation, since we observed the global facilitation effect for both T3 and T2 primes on the naming latencies in the behavioral data.11 Interestingly, a similar pattern of polarity and topography was also found in a recent ERP study investigating Cantonese word production (Wong et al., 2019), which showed that phonologically-related conditions elicited more bilateral positive amplitudes in the early time window but more left-lateralized negative amplitudes in the later time window compared to the phonologically-unrelated condition. However, since many previous studies did not yield consistent polarity effects for the phonological relatedness and those studies varied in terms of tasks and designs (see reviews in de Zubicaray and Piai, 2019; also see discussion in Q. Zhang and Damian, 2019), it remains unclear why the phonological relatedness led to different polarity effects, which awaits further investigation.

Our results offer some clues to the tonal representation for T3. The significant effect of the T3 prime using the half-third sandhi variant supports the presence of a shared underlying representation for all the T3 tonal variants (Chien et al., 2016, 2021), and cannot be explained by the surface representation view assuming the only storage of the surface form. However, the nature of the underlying representation is still debated, which has been argued to be the canonical form /214/ (as in the canonical representation view mentioned in Zhou and Marslen-Wilson, 1997), an abstract Low tone (e.g., Cheng, 1968), or an underspecified representation (e.g., Politzer-Ahles et al., 2016). Based on recent priming studies, it is probable that the underlying tone of T3 is represented as an abstract Low tone (Chien et al., 2020, 2021; Meng et al., 2021), but other studies have reported inconsistent findings (Politzer-Ahles et al., 2016; Zhou and Marslen-Wilson, 1997). As the current study was not designed to test the nature of the underlying representation, further research is still required.

Our EEG data also shed some light on lexical tonal encoding in Mandarin word production. To our knowledge, this study is the first EEG study to examine the encoding of lexical tones in overt Mandarin word production. Our results suggest that tonal encoding could start in the early phonological encoding stage, consistent with previous behavioral findings (Zhou and Zhuang, 2000). However, less is known about the relative encoding order of lexical tones and other phonological information such as segments and atonal syllables. Earlier ERP studies using meta-linguistic judgment tasks indicated that lexical tones may be encoded in a later time window than the onset segment but in a similar time window as the vowel segment in production (Q. Zhang and Damian, 2009; Q. Zhang and Zhu, 2011). However, the time window of tonal encoding in our study roughly corresponded to the time window of atonal syllable encoding reported in recent studies investigating overt Mandarin word production (e.g., Cai et al., 2020; Q. Zhang and Damian, 2019). As our study did not directly compare the encoding of tones, atonal syllables and segments, more research is needed to clarify these issues. Moreover, recent studies on speech errors seem to suggest that tonal encoding also involves a later tone-to-syllable mapping process linking the lexical tone to the syllabic frame (Aldeirete et al., 2019; Kember et al., 2015), but it is unknown how this could be reflected in the EEG signals, which awaits further research.

Our study also offers insight into the processing of phonological alternations in speech production. For productive phonological alternations like Mandarin T3 sandhi, our results suggest that an abstract underlying phonological representation could be first retrieved at the earlier phonological encoding stage, but the context-specific phonetic forms could be only derived or selected during the later phonetic encoding or motor preparation stage when the information of the following phonological context is available. However, since there are many different types of phonological alternations (Bürki, 2018; Bürki et al., 2010, 2011, 2014; Bürki and Gaskell, 2012), it remains to be investigated how the current results generalize to other types of phonological alternations. Even regarding tone sandhi, some recent research suggests that different processing mechanisms may be involved in the tone sandhi processing in other Chinese dialects (Chang et al., 2019; Chien et al., 2017; Yan et al., 2020, 2021). Moreover, the application of tone sandhi is also subject to other factors such as morphosyntactic structure and prosodic structure (Chen, 2000), and recent research suggests that the processing of disyllabic Mandarin T3 sandhi words with different morphological structures (e.g., lexical compounds vs. reduplication) may also differ (Gao et al., 2021). Future research should elucidate the processing of different types of phonological alternations and the interaction with other high-level linguistic factors including syntax and semantics and delineate the conditions or contexts that will affect the processing mechanisms.

5. Conclusion

In summary, our experiment revealed facilitation effects of both the T3 and T2 prime on the production of T3 sandhi words in a phonologically-primed picture naming study, but their facilitation effects were observed in different ERP time windows. The results are taken to suggest that the abstract category-level (underlying form) and context-specific (surface form) phonological information are encoded at different stages of Mandarin T3 sandhi word production, with the former possibly encoded at the phonological encoding stage and the latter at the phonetic encoding or motor preparation stage.
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