Learning macroscopic internal variables and history dependence from microscopic models
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A B S T R A C T

This paper concerns the study of history dependent phenomena in heterogeneous materials in a two-scale setting where the material is specified at a fine microscopic scale of heterogeneities that is much smaller than the coarse macroscopic scale of application. We specifically study a polycrystalline medium where each grain is governed by crystal plasticity while the solid is subjected to macroscopic dynamic loads. The theory of homogenization allows us to solve the macroscale problem directly with a constitutive relation that is defined implicitly by the solution of the microscale problem. However, the homogenization leads to a highly complex history dependence at the macroscale, one that can be quite different from that at the microscale. In this paper, we examine the use of machine-learning, and especially deep neural networks, to harness data generated by repeatedly solving the finer scale model to: (i) gain insights into the history dependence and the macroscopic internal variables that govern the overall response; and (ii) to create a computationally efficient surrogate of its solution operator, that can directly be used at the coarser scale with no further modeling. We do so by introducing a recurrent neural operator (RNO), and show that: (i) the architecture and the learned internal variables can provide insight into the physics of the macroscopic problem; and (ii) that the RNO can provide multiscale, specifically $\text{FE}^2$, accuracy at a cost comparable to a conventional empirical constitutive relation.

1. Introduction

The engineering properties of materials are determined through complex interactions of mechanisms that operate over a range of time and length scales (e.g. Phillips, 2001). Over the last few decades, the framework of multiscale modeling has emerged and provides means of understanding this complexity. The entire range of material behavior is divided into a hierarchy of scales, the relevant phenomenon is identified and modeled at each scale and the hierarchy is reassembled assuming a pair-wise interaction between the scales (e.g., Van Der Giessen et al., 2020). Statistical mechanics and the theory of homogenization provide the basis for this pair-wise reassembly: the coarser scale controls or regulates the finer scale, and observes the averaged or filtered response from the smaller scale.

Of particular interest in this work is the link between two continuum scales where the physics is specified on a scale that is significantly smaller than that of the application. Consider for example a polycrystalline solid with grains significantly smaller than
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the overall dimensions where each grain is governed by crystal plasticity while the solid is subjected to macroscopic loads. The theory of homogenization (Bensoussan et al., 2011; Pavliotis and Stuart, 2008) states that we may solve the balance laws at the application or macroscopic or coarse scale using a constitutive relation that is determined in an implicit manner by solving a problem on a unit cell or representative volume at the microscopic or fine scale at which the physics is specified. The implementation of this framework is prohibitively computationally expensive since one needs to solve a microscopic scale unit cell problem at each point and at each time of the macroscopic calculation. This provides the first motivation of our work.

Also of interest in this work is history and rate-dependent phenomena (like crystal plasticity with hardening and rate dependence). While the history dependence is specified at the microscopic scale, the process of homogenization or averaging over the unit cell adds significant complexity. In particular, heterogeneous strain and strain-rate distributions within the unit cell mean that phenomena at distinct rates interact and thus the history dependence at the macroscopic scale can be very different. For example, it is easy to show that a composite material made of constituents governed by a linear Kelvin-Voigt model where the stress depends only on strain and strain-rate can have infinite memory (i.e., the stress depends on the entire history of strain) at the macroscopic scale (e.g., Sanchez-Hubert and Sanchez-Palencia, 1978; Francfort and Suquet, 1986). In fact, Brenner and Suquet (2013) provide examples where the macroscopic response can only be described using a fractional time derivative of the strain. The situation in nonlinear history dependent phenomena like plasticity is far more complex and very little is known theoretically. This provides the second motivation for our work.

These issues have motivated a growing body of work in computational mechanics that seeks to use machine learning in multiscale modeling. In an early work, Lefik, Bos and Shreiber (Lefik et al., 2009) apply machine learning to the multiscale modeling of composite materials. More recently, various researchers have used a recurrent neural network (RNN) to approximate history dependent behavior. Ghavamian and Simone (2019) suggested that an RNN with long short-term memory (LSTM) can be used to describe effective plastic behavior of a representative volume and then be used in FE calculations. They demonstrated it in an “academic example” of a bar governed by isotropic Perzyna viscoplasticity with periodic line of holes. Mozaffar et al. (2019) showed that an RNN with gated recurrent units (GRUs) is able to approximate the homogenized behavior of a composite medium consisting of isotropic elastic inclusions in an isotropic rate-independent plastic matrix. Wu et al. (2020) used an RNN to approximate the overall unit cell behavior of a particulate composite consisting of dilute circular elastic particles in an isotropic matrix undergoing J2 plasticity, isotropic hardening and no rate-effects, and then used the trained macroscopic (GRU) RNN in macroscopic simulations. Wu and Noels (2022) seek to predict macroscopic response and microscopic strain distribution using a (GRU) RNN combined with PCA of the strain-field. They again apply it to a particulate composite consisting of dilute circular elastic particles in an isotropic matrix undergoing J2 plasticity, isotropic hardening and no rate-effects. There is a similar study of plasticity in particulate composites by Logarzo, Capuano and Rimoli (Logarzo et al., 2021). There is also an emerging literature in using RNNs to accelerate large scale finite element calculations (e.g. Im et al., 2021; Bonatti and Mohr, 2022a). One issue in this approach is that the complexity of the LSTM/GRU architecture with very large number of parameters (e.g., millions in Mozaffar et al., 2019).

In this paper, we examine the use of machine-learning and especially deep neural networks to harness data generated by repeatedly solving the finer scale model: (i) to gain insights into the history dependence and the macroscopic internal variables that govern the overall response; and (ii) to create a computationally efficient surrogate of its solution operator, that can directly be used at the coarser scale with no further modeling.

We draw inspiration from the established literature on the use of internal or state variable theories in continuum mechanics (Rice, 1971; Gurtin et al., 2010) (and more broadly the use of order parameters in physics) to develop the architecture for our machine-learned approximation. These theories postulate that all prior history of deformation can be represented through state or internal variables that evolve with the deformation. So the stress at any point at any instant of time is determined locally from the deformation gradient and the state variable at that point at that instant using a “stress–strain” relation. Further, the rate of change of the state variable at any point at any instant of time again depends locally on the deformation gradient and state variable at that point at that instant through a “kinetic relation” or “evolution law”. Therefore, we introduce two feed-forward neural networks, one for the stress–strain relation and one for the kinetic relation. Importantly, the internal variables are not specified a priori, but are discovered through training using macroscopic data.

Further, we formulate the approximation in continuous time and therefore this architecture represents a functional that maps the history of the deformation gradient to the stress. In practice, both the training data and the application involve discretized data and so one could formulate the architecture for the discrete data. However, in such situations, the architecture and the training embeds the discretization, and it provides poor approximation when applied to other discretizations. This is problematic because the training and application of the approximation may involve different time discretizations. This is indeed the case in multiscale modeling since the coarse scale time-step is dictated by the application and the coarse-scale numerical method. We overcome this by formulating the approximation in a time-continuous manner, and then discretizing as necessary during training and application. An alternate approach in the context of LSTM-based RNNs has recently been proposed by Bonatti and Mohr (2022b).

We describe the resulting architecture as a recurrent neural operator (RNO). We use the same feed-forward networks at every instant of time and therefore, we regard this architecture as “recurrent”. Further, we use the word “operator” to emphasize the time continuous formulation. Once discretized in time, the resulting architecture is similar to an RNN. However, it differs from the usual standard LSTM or gated RNNs in the way it introduces history. In fact, our architecture is much simpler, and requires a significantly smaller number of parameters, and thus less training data.

Here, we focus on elasto-viscoplastic polycrystals. The behavior of the single crystal is governed by crystal plasticity and therefore can be highly anisotropic. After some lower dimensional examples, we study the case of magnesium where we have a combination of soft slip systems, intermediate tension twin systems and hard slip systems. Further, we have isotropic rate-dependent hardening.
of these materials. Therefore, we expect the macroscopic behavior to be complex with non-trivial history dependence. We use repeated solutions of the unit cell problem subject to various average deformation gradient trajectories to generate the data in the form of average deformation gradient trajectory, average stress pairs. We use this data to train our approximation and show that the proposed RNO provides an accurate and efficient representation. We examine the insights that the RNO can provide into hidden physics from data about the deformation gradient and stress. As already noted, we anticipate highly complex history dependence in materials, and there is no established method to identify the macroscopic internal variable (or even its dimensionality) either through homogenization theory or experimentally. So even identifying the number of internal variables required to represent the data can be meaningful. In some cases, it is also possible to obtain further insight. We then demonstrate that the trained RNO can be used effectively and efficiently as a (macroscopic) constitutive relation in macroscopic calculations. Crucially, we show convergence with respect to time-discretization, and find that the cost of using the RNO in a macroscopic calculation is only marginally more than that of a classical constitutive relation. In other words, the trained RNO provides multiscale, specifically FE, accuracy at a cost comparable to a conventional empirical constitutive relation.

The paper is organized as follows. Section 2 provides the background and describes the proposed architecture and training procedure. We then study an academic example of a one-dimensional composite in Section 3. We can explicitly compute the effective response in this example, and we show that the proposed architecture and training lead to an accurate approximation. We study a second academic example of three dimensional laminates in Section 4. We show that the RNO and training leads to an accurate approximation, but with fewer internal variables than that suggested by theory. We explore this with a detailed study of the RNO trained with macroscopic response and the micromechanical internal variables. We turn to polycrystals in Section 5. We first study a two-dimensional example where each grain has two slip systems and use data generated by full-field numerical simulations. We show that the RNO is able to provide a highly accurate surrogate, and that the internal variables can provide some insights into the underlying physics. We subsequently turn to the case of magnesium in three dimensions with data generated by Taylor averaging. Again, we show that an RNO is able to provide an accurate surrogate. We discuss the link between resolution independence and architecture in Section 6 and demonstrate resolution independence of the proposed RNO. We then use the trained RNO for magnesium as a surrogate in macroscopic problems in Section 7. We conclude in Section 8 with a discussion.

2. Background, proposed architecture and training

We are interested in problems where there is a separation of scales between the scale at which the physics is specified (e.g., the crystal plasticity model at the scale of an individual grain), and the scale of the application (e.g., an impact problem). The theory of homogenization (Bensoussan et al., 2011; Pavliotis and Stuart, 2008) states that we may solve the balance laws at the application scale using a constitutive relation

\[ \Psi : \{ F(\tau) : \tau \in (0, t) \} \mapsto \sigma(t) \] (1)

that links the macroscopic deformation gradient history to the macroscopic Cauchy stress, and one that is determined in an implicit manner by solving the fine scale problem at which the physics is specified on a unit cell or representative volume. The macroscopic deformation gradient history provides the boundary condition for the unit cell problem and the returned macroscopic stress is the average of the stress in the unit cell. We refer the reader to Liu et al. (2022) for details.

This framework raises two issues. The first concerns implementation of the framework: the evaluation of this map \( \Psi \) is prohibitively expensive in most problems of interest since the unit cell problem has to be solved at each instant of time (numerically at each time step) at each material point (numerically at each quadrature point). Therefore, it would be useful to have an approximation that is both accurate and inexpensive to evaluate. The second concerns an understanding of the underlying physics. Since the unit cell problem involves the solution of a complex system of equation, the nature of the dependence of the stress on strain history at the macroscopic scale, and whether such history can be encoded into a internal variable is unclear.

We address these two issues by seeking to approximate the map \( \Psi \) using a recurrent neural operator (RNO) in this work. Specifically, we consider an RNO approximation of the form

\[
\begin{align*}
\sigma(t) &= f(F(t), \{ \xi_{\alpha}(t) \}_{\alpha=1}^{k}), \\
\dot{\xi}_{\alpha}(t) &= g_{\alpha}(F(t), \{ \xi_{\alpha}(t) \}_{\alpha=1}^{k}) \quad i = 1, \ldots, k
\end{align*}
\] (2)

where \( f : \mathbb{R}^{d \times d} \times \mathbb{R}^k \to \mathbb{R}^{d \times d} \) and \( g_{\alpha} : \mathbb{R}^{d \times d} \times \mathbb{R}^k \to \mathbb{R} \) are neural networks and the superposed dot represents time derivative. We call \( \{ \xi_{\alpha}(t) \}_{\alpha=1}^{k} \) the internal variables, and these encapsulate the history. We do not identify the internal variables a priori; instead, they are identified as a part of the training process. Note that while the architecture maps trajectories to trajectories, the architecture is local and identifies the stress simply on the value of the deformation gradient and stretch at that instance.

We now make a series of comments about the RNO and its training, as well as a few other alternatives.

Discretization and discretization independence The RNO (2) is an operator that maps functions (deformation gradient history over a time interval) to a matrix (stress). However, in practice, both training and application data are discretized in time, although they do not necessarily have the same discretization/resolution. In order to construct an architecture that is independent of the time
discretization, we use the following forward Euler discretization: for a time-discretization with time-steps \((\Delta t)_n\), we evaluate the RNO at the \(n^{th}\) time step to be

\[
\begin{align*}
\sigma_n &= f(F_n, \{\xi_{ai}\}_{a=1}^k), \\
\xi_{ij} &= \xi_{ij}^{n-1} + (\Delta t)_n \gamma_{ij}(F_n, \{\xi_{ai}^{n-1}\}_{a=1}^k) \quad i = 1, \ldots k.
\end{align*}
\]

(3)

In this work, we use uniform discretization so that \((\Delta t)_n = (\Delta t)\) is independent of \(n\). For this approximation to be meaningful, it should be independent of the time discretization. In other words, we should be able to train it at one time discretization and use it at another time discretization without any loss of accuracy. This is also important in practice because the training data may need to be generated at smaller time steps due to the underlying microscale physics compared to that used in a macroscale application.

**RNO architecture** We use fully connected neural networks (LeCun et al., 2015) to model the feed-forward functions \(f\) and \(g_i\). By default, we assume that each of \(f\) and \(g_i\) is comprised of four intermediate linear layers, each with 100 nodes. Nonlinear activation functions are applied using the scaled exponential linear unit (SELU) (Klambauer et al., 2017), and the networks are trained with the ADAM optimization algorithm (Kingma and Ba, 2014).

**Training and training data** We train the RNO, i.e., identify the parameters of the neural networks \(f, g_i\) as well as the internal variables \(\{\xi_{ai}\}_{a=1}^k\), using data generated by the numerical solution of the unit cell problem. Specifically, we repeatedly solve the unit cell problem to obtain various realizations of the map

\[
\Psi_F : \{ F(\tau) : \tau \in (0, T)\} \mapsto \{\sigma(t) : t \in (0, T)\}.
\]

(4)

for some fixed \(T > 0\).

A crucial issue in generating numerical data is to balance the cost of generating the data with the need to sample sufficient input (average deformation gradient histories) to provide an accurate enough approximation for the input encountered in application. This leads to the question of identifying an optimal distribution of input. This remains an active area of research. In our application on impact problems, we anticipate encountering trajectories of macroscopic stretch that vary smoothly with time, but change directions arbitrarily. To this end, we divide \((0, T)\) into \(M\) intervals \((\Delta t)^m = \tau_m - \tau_{m-1}, m = 1, \ldots M\) where \(0 = \tau_0 < \tau_1 < \cdots < \tau_M = T\) and set \((F_{ij})^m = (F_{ij})^m_0 + (\gamma_{ij})^m F_{max} \sqrt{\Delta t}^m, i,j = 1, \ldots, d,i \leq j\) where \((\gamma_{ij})^m \in \{-1,1\}\) follow a Rademacher distribution for each \(j\). We take \(F_{ij}(t)\) to be the cubic Hermite interpolation of \(\{(\tau_m, (F_{ij})^m)\}\). We take \(T = 1, M = 10\) and random time intervals drawn from a uniform distribution. We clarify that the subintervals \((\Delta t)^m\) used here to determine loading paths are distinct from the time step \((\Delta t)\) that we use to either train or use the RNO.

**Internal variables** In our formulation, we have to decide \(a\) priori the number \(k\) of internal variables (though not the internal variable themselves). Our approach is to train the neural network separately for various numbers of internal variables, and then test the resulting approximation over a set of test data. We find that the test error initially decreases with increasing \(k\), but then saturates beyond a particular value. In fact, we find the transition from decrease to saturation is sharp. We take the value of \(k\) at this sharp transition to be the number of internal variables.

As already noted the internal variables have no inherent meaning. In fact, it is easily verified from (2) that any reparametrization or smooth one-to-one and onto change of variables \(\{\xi_{ai}\} \rightarrow \{\eta_{ai}\}\) of the form

\[
\eta_i = \varphi_i(\{\xi_{ai}\})
\]

yields an equivalent RNO:

\[
\begin{align*}
\sigma(t) &= \hat{f}(F(t), \{\eta_{ai}(t)\}_{a=1}^k), \\
\hat{\eta}_i(t) &= \hat{g}_i(F(t), \{\eta_{ai}(t)\}_{a=1}^k) \quad i = 1, \ldots k
\end{align*}
\]

(6)

where

\[
\begin{align*}
\hat{f}(F, \{\eta_{ai}\})_{a=1}^k &= f((F, \{\varphi_{ai}^{-1}(\eta_{ai})\}_{a=1}^k)), \\
\hat{g}_i(F, \{\eta_{ai}\})_{a=1}^k &= \sum_{a=1}^k \frac{\partial f}{\partial \eta_i}(\{\eta_{ai}^k\}_{a=1}^k) \gamma_{ij}(F, \{\varphi_{ai}^{-1}(\eta_{ai})\}_{a=1}^k). 
\end{align*}
\]

This invariance also has implications on the training: the same data can produce different (but equivalent) choices of the internal variable depending on the initialization.

**Internal or state variable theories** The form of the RNO (2) is similar to the internal or state variable theories that are widely used to describe inelastic behavior in continuum mechanics and physics (Rice, 1971; Gurtin et al., 2010). We may regard the learned internal variables those variables that represent the state of the material; we take the first of the two equations to be the stress–strain relation and the second to be the kinetic relation for the evolution of the state variables. However, the choice of state variables postulated in theories of mechanics reflect physical intuition, while those in the RNO reflects the behavior of the training data and is not unique due to the invariance under reparametrization (5).
Thermodynamic and symmetry restrictions

In this work, we do not impose any thermodynamic or material symmetry restrictions on the functions \( f, g \) in (2). Physics as well as mathematical well-posedness require the constitutive relations to satisfy some thermodynamic restrictions. In our setting, we expect the stress \( f \) to be the derivative of a quasiconvex strain energy functional while we expect the evolution law \( g \) to be dissipative (or the derivative of a non-negative and convex dissipation potential). Similarly, in some problems we may know a priori the overall material symmetry. For example, in the polycrystals we study in Section 5, we expect the overall behavior to be isotropic. It is possible to build architectures with these conditions (e.g., Masi et al., 2021 for dissipative processes and As’Ad et al., 2022 for hyperelasticity). We do not do so. However, since our data is generated from numerical solutions of well-posed problems, we anticipate that the model automatically learn such restrictions from the data. For example, we demonstrate in Liu et al. (2022) that a PCA-Net automatically learns isotropy from the data. We discuss this further in Section 8.

Viscoelastic RNO

In the RNO in (2), we do not include an explicit dependence on the rate of change of deformation gradient \( \dot{F} \). So we can introduce an alternate form

\[
\begin{align*}
\sigma(t) &= \tilde{f}(F(t), \dot{F}(t), \{\xi_n(t)\}_{n=1}^k), \\
\dot{\xi}(t) &= \tilde{g}(F(t), \{\xi_n(t)\}_{n=1}^k) \quad i = 1, \ldots, k
\end{align*}
\]

that explicitly includes the rate of change of \( \dot{F} \). We call this the viscoelastic RNO.

The viscoelastic RNO (7) includes the original form (2) as a special case. However, since \( \tilde{f}, \tilde{g} \) are over-parametrized neural networks, it would take a very large amount of data for the training to recognize it. Therefore, they tend to behave differently, especially with respect to discretization independence. We shall show in what follows that for elasto-viscoplasticity that we study in this work, the approximation learnt causality from the data, however. In contrast, causality is built into the proposed network architectures with these conditions (e.g., Masi et al., 2021 for dissipative processes and As’Ad et al., 2022 for hyperelasticity). We do not impose any thermodynamic or material symmetry restrictions. In our setting, we expect the stress \( \sigma \) to be the derivative of a quasiconvex strain energy functional while \( \epsilon \) is independent of \( \dot{F} \). We conclude that

**3 Elasto-viscoplastic composites in one dimension**

In this, and the following section, we study the ability of the proposed RNO to learn the map \( \Psi \) at the macroscopic scale using data from the repeated solution to a unit cell problem. We formulate a crystal plasticity model at the microscopic scale, solve these equations repeatedly over a unit cell subjected to various (average) stretch trajectories as the boundary condition, and calculate the corresponding stress trajectory. We then use the resulting pairs of average stretch and average stress trajectories to train the RNO.

We begin with a simple example in one dimension. It is customary to work with displacement and strain \( \epsilon \), and we do so noting that \( \epsilon = F^{-1} \) in the notation introduced earlier. We begin by formulating the unit cell problem. The governing equations are

\[
\begin{align*}
\epsilon &= \frac{du}{dx}, \\
\sigma &= E(\epsilon - \epsilon_p), \\
\frac{d\sigma}{dx} &= 0, \\
\dot{\epsilon}_p &= \dot{\epsilon}_p \cdot \text{sign}(\sigma) \left( \frac{|\sigma|}{\sigma_0} \right)^n, \\
u(x, 0) &= 0, \\
\epsilon_p(x, 0) &= 0, \\
u(0, t) &= 0, \\
u(1, t) &= \tilde{\epsilon}(t).
\end{align*}
\]

where the displacement \( u \), the strain \( \epsilon \), the plastic strain \( \epsilon_p \), the stress \( \sigma \) are the variables, and the material parameters are Young’s modulus \( E \), rate constant\(^2\) \( \dot{\epsilon}_p \), yield stress \( \sigma_0 \) and rate exponent \( n \). The first line of equations are the field equations (compatibility, stress–strain, equilibrium and plastic flow rule in order), the second line the initial conditions and the final line are the boundary conditions. We consider a composite material made of \( N \) constituents with material parameters \( E, \dot{\epsilon}_p, \sigma_0 \) and \( n \) are piecewise constant.

We can rewrite the constitutive relation (8) as \( \epsilon - \epsilon_p = E^{-1} \sigma \). We observe from compatibility (8) and boundary conditions (10) that \( \langle \epsilon \rangle = \tilde{\epsilon} \) where \( \langle \cdot \rangle \) denotes average over \( x \), and from equilibrium (8) that \( \sigma \) is independent of \( x \). Therefore \( \tilde{\epsilon} - \langle \epsilon_p \rangle = \langle E^{-1} \sigma \rangle \). We conclude that

\[
\begin{align*}
\sigma &= (E^{-1})^{-1}(\tilde{\epsilon} - \langle \epsilon_p \rangle), \\
\langle \dot{\epsilon}_p \rangle &= \dot{\epsilon}_p \sigma_0^n \cdot \text{sign}(\sigma)|\sigma|^n = \text{sign}(\tilde{\epsilon} - \langle \epsilon_p \rangle) \langle \dot{\epsilon}_p \rangle \sigma_0^n (E^{-1})^{-n} |\tilde{\epsilon} - \langle \epsilon_p \rangle|^n.
\end{align*}
\]

\(^2\) It is customary to use a superposed dot to denote this material constant \( \dot{\epsilon}_p \); note that it does not denote time derivative in this context.
Setting $\xi = \langle \varepsilon_p \rangle$, we find that the effective behavior is of the form (2) with one internal variable,

$$\begin{cases}
\sigma = f(\bar{\varepsilon}, \xi), \\
\dot{\xi} = g(\bar{\varepsilon}, \xi).
\end{cases}$$

(13)

Therefore, we conclude that we should be able to represent the effective behavior with a single internal variable. We further note that in this particular case, $f, g$ are in fact functions of a single variable, $\eta = \bar{\varepsilon} - \xi$:

$$\sigma = f(\bar{\varepsilon}, \xi) = \tilde{f}(\bar{\varepsilon} - \xi),$$

(14)

$$\dot{\xi} = g(\bar{\varepsilon}, \xi) = \tilde{g}(\bar{\varepsilon} - \xi).$$

(15)

We now examine, in a computational example, whether we are able to recover this structure from simply the strain history to stress map. We consider composite materials with $N$ pieces of equal length, with $N$ ranging from 1 to 10. For each $N$, we sample $E, n$ and $\sigma_0$ i.i.d. from a uniform distribution supported on $[1, 10]$ GPa, $[1, 20]$ and $[0.1, 1]$ GPa respectively. In all cases $\dot{\varepsilon}_{p0}$ is fixed to be $1$ s$^{-1}$.

We solve the governing Eqs. (8), (9) and (10) above to generate the data in the form of a homogenized strain history to stress map: $\{\bar{\varepsilon}(t), t \in (0, T)\} \rightarrow \{\sigma(t), t \in (0, T)\}$. Note that the equilibrium condition requires the stress to be uniform and independent of $x$. We sample the input $\{\bar{\varepsilon}(t), t \in (0, T)\}$ along smooth but increasing and decreasing trajectories following the methodology described above.

We then use this data to train an RNO with the architecture described in Section 2 with a fixed number of internal variables. For each $N$, we use 300 samples to train and the remaining 100 to test the RNO.

Fig. 1 shows our results. A typical input is shown in Fig. 1(a). The corresponding result of the unit cell problem of a three-phase material ($N = 3$) as well as the outputs of the trained RNO with one internal variable ($k = 1$) are compared in Fig. 1(b). We see that the trained RNO is able to accurately capture the actual behavior. This is studied in detail in Fig. 1(c) which shows the average test error, defined as

$$\text{error} = \frac{1}{S} \sum_{s=1}^{S} \left( \frac{\int_{0}^{T} |\sigma_s^{\text{truth}}(t) - \sigma_s^{\text{approx}}(t)|^2 \, dt}{\int_{0}^{T} |\sigma_s^{\text{truth}}(t)|^2 \, dt} \right)^{1/2}$$

(16)

where $s$ indexes the $S$ inputs, for a number of different experiments with varying number of constituents and varying number of internal variables. We observe that an RNO with one internal variable is able to learn the overall behavior with high accuracy. An
RNO with no internal variables leads to large errors and increasing the number of internal variables beyond one does not lead to any improvements. Fig. 1(d) compares the learnt internal variable (with suitable scaling) with the theoretical internal variable $\langle \varepsilon_p \rangle$. As noted above, our architecture is invariant under an invertible change of variables; in this case, we find that the training results in a internal variable that is simply a scaled version of the original variable. We observe that our architecture is able to learn the physically meaningful internal variable from the strain history to stress history map.

Finally we examine the efficacy of our training to identify the correct forms for $\hat{f}, \hat{g}$. Figs. 1(e, f) compare the actual functions $\hat{f}, \hat{g}$ according to ((14), (15)) with those that are learnt. The figures shows in dark red the actual functions according to the model, and in light gray dots the points $\{\hat{\varepsilon} - \zeta, \hat{f}(\hat{\varepsilon} - \zeta)\}$ and $\{\varepsilon - \zeta, \hat{f}(\varepsilon - \zeta)\}$ for the learnt $\hat{f}, \hat{g}$ for input strain paths in Fig. 1(a). To do this comparison we use the scaled internal variable using the scaling identified in Fig. 1(d). We see that the training identifies the two functions to a reasonable degree of accuracy.

In summary, in the case of a one-dimensional elasto-viscoplastic composite, where we can analytically characterize the effective behavior, we find that our proposed RNO architecture and training procedure is able to accurately learn the effective behavior.

4 Elasto-viscoplastic laminated composite

We now study a laminated composite where we have alternating layers of equal width of two different elasto-viscoplastic materials at the microscopic scale. We postulate a plasticity model in infinitesimal strain at the microscopic scale, solve these equations repeatedly over a unit cell subjected to various (average) strain trajectories as the boundary condition, and calculate the corresponding stress trajectory. We then use the resulting pairs of average strain and average stress trajectories to train the RNO.

The governing equations in the unit cell are

$$\varepsilon = \frac{1}{2}(\nabla \mathbf{u} + \nabla \mathbf{u}^T), \quad \nabla \cdot \sigma = 0, \quad \sigma = C(\varepsilon - \varepsilon^p), \quad \varepsilon^p = \frac{3}{2} \frac{\sigma}{\mu},$$

$$-\bar{s} + \sigma_0 \left( H(q) + \left( \frac{\mu}{\sigma_0} \right)^m \right) \geq 0, \quad q \geq 0, \quad -\bar{s} + \sigma_0 \left( H(q) + \left( \frac{\mu}{\sigma_0} \right)^m \right) \bar{q} = 0$$

where $\mathbf{u}$ is the displacement, $\varepsilon$ the strain, $\sigma$ the stress, $C$ the elastic modulus (assumed to be isotropic with Lamé and shear modulus $\lambda$ and $\mu$ respectively, and homogeneous), $\varepsilon^p$ the plastic strain, $q$ the accumulated plastic strain, $s$ the deviatoric stress, $\bar{s} = \sqrt{\frac{2}{3}} |s|$ the effective stress ($| \cdot |$ denoting Frobenius norm), $\sigma_0$ the yield strength, $H(q)$ is the isotropic strain hardening function,

$$H(q) = \begin{cases} 1 & \text{no strain hardening} \\ 1 - \exp \left( -h \frac{q}{\sigma_0} \right) & \text{exponential strain hardening} \end{cases}$$

for some hardening coefficient $h$, $q_0$ the reference plastic strain rate and $m$ the rate-hardening exponent. The first line describes the strain–displacement and the equilibrium equation, the second line the stress–strain and evolution of the accumulated plastic work and the third line the yield criterion and the flow rule written in terms of a Kuhn–Tucker condition. We further assume plane stress $\sigma_{13} = 0$ and prescribe the history of the in-plane average strain $\bar{\varepsilon}(t)$. We solve the governing equations subject to the prescribed history of the in-plane average strain $\langle \varepsilon_{\text{inplane}}(x,t) \rangle_x = \bar{\varepsilon}(t)$, and find the average in-plane stress $\bar{\sigma}(t) = \langle \sigma_{\text{inplane}}(x,t) \rangle_x$. We are interested in understanding the map

$$\{\bar{\varepsilon}(\tau) : \tau \in [0, t]\} \mapsto \bar{\sigma}(t).$$

For our laminate, the unit cell consists of two layers shown in Fig. 2. All the parameters of the model in each of the two layers (such as rate-hardening $m$ for example), are distinguished by use of $\pm$ ($m^\pm$ for example). We look for a solution to the governing equations repeatedly over a unit cell subjected to various (average) strain trajectories as the boundary condition, and calculate the corresponding stress trajectory. We then use the resulting pairs of average strain and average stress trajectories to train the RNO.
Table 1
Material parameters used for laminates.

| Case   | $\lambda$ (GPa) | $\mu$ (GPa) | $\sigma_+^p$ (MPa) | $\sigma_-^p$ (MPa) | $m^+$ | $m^-$ | $\dot{q}_i$ (s$^{-1}$) |
|--------|-----------------|-------------|--------------------|--------------------|-------|-------|-------------------|
| MH (green) | 24              | 25          | 500                | 500                | 0.2   | 0.2   | 1                 |
| M1 (blue) | 24              | 25          | 250                | 500                | 0.1   | 0.2   | 1                 |
| M2 (red)  | 24              | 25          | 100                | 500                | 0.04  | 0.2   | 1                 |
| M3 (yellow) | 24             | 25           | 50                 | 500                | 0.02  | 0.2   | 1                 |
| M4 (purple) | 24             | 25          | 250                | 500                | 0.4   | 0.2   | 1                 |

Fig. 3. Approximating a elasto-viscoplastic laminate with no-strain hardening with a recurrent neural operator. (a) Training RNOs with various numbers of internal variables. In each case, we train the homogeneous material (MH) and then use transfer learning. The notation $A \leftarrow B$ indicates the case $A$ was trained using transfer learning from $B$. (b) Comparison of the ground truth and RNO output for eight arbitrarily chosen test strain trajectories for the case M3. (c–f) Training RNOs with various numbers of internal variables both directly and with transfer learning.

Eqs. (17)–(19) that is uniform in the strain, plastic strain, stress and accumulated plastic strain in each region ($\varepsilon^\pm$, $\varepsilon^p\pm$, $\sigma^\pm$, $q^\pm$ respectively). The first two Eqs. (17) are automatically satisfied in the interior of each region, and reduce to the jump conditions on the interface

$$\varepsilon^+ - \varepsilon^- = a \otimes \dot{\varepsilon}_1 + \dot{\varepsilon}_1 \otimes a, \quad (\sigma^+ - \sigma^-)\dot{\varepsilon}_1 = 0. \quad (23)$$

We can use this condition along with the plane-stress condition to conclude that

$$a_1 = \frac{\mu}{\lambda + 2\mu} (\varepsilon_{11}^p - \varepsilon_{11}^n), \quad a_2 = \varepsilon_{12}^p - \varepsilon_{12}^n, \quad a_3 = \varepsilon_{13}^p - \varepsilon_{13}^n = 0. \quad (24)$$

Given the average strain history $\bar{\varepsilon}(t)$, we can now solve ((18),(19)) to obtain the average stress history $\bar{\sigma}(t)$ and obtain the map (22). Note that we have four state variables in each region ($\varepsilon_{11}^p, \varepsilon_{12}^p, \varepsilon_{22}^p, q^p$) for a total of eight state variables.

4.1 No strain hardening

We have no strain hardening and therefore have only six internal variables ($\varepsilon_{11}^p, \varepsilon_{12}^p, \varepsilon_{22}^p, q^p, q^s$) in the formulation. We consider various combinations of material parameters that represent both small and large contrast, and the values are given in Table 1. We generate data by picking average strain histories (applying the approach described in Section 2 to each component of strain with a maximum strain of 33%) and computing the resulting stress histories. We generate 800 trajectories, using 640 for training and 160 for testing.

Fig. 3 describes the results of training an RNO (default architecture changed to 4 intermediate layers of 200 nodes per layer) for the various cases. Fig. 3(a) shows the test error as a function of the number of internal variables for each of the choices of material parameters. Here, we fix the number of internal variables, train the homogeneous material (MH), and then use transfer learning – defined as using the trained RNO for MH as a starting point for training other models – for the four cases (M1–M4) corresponding to different material parameters. In each case, we see a sharp decline in error at two internal variables, and further (often more modest) drop in error when we increase from two to three internal variables. Increasing the number of internal variables beyond three has little effect. Further, the relative error, same as Eq. (16) in Section 3, is small, approximately 1–1.5% relative error in each
Fig. 4. Reducing the number of the model variables using an auto-encoder. (a) The error of approximating the model variables (state variables in the original laminate model) with an auto encoder for various reduced dimensions. (b) Comparison between the computed values of the model variables and the recovered values from the trained auto-encoder for eight arbitrarily chosen trajectories in the test data for the case M3. (c) The computed values of the model variables in the two layers for eight arbitrarily chosen trajectories in the test data for the case M3. (d) Comparison of the computed stress response (solid) with the learnt stress response (dashed) for a typical test trajectory for the case M3. (e) Comparison of the computed plastic strains model variables (solid) with the reconstructed plastic strain (dashed) for a typical test trajectory for the case M3. (f) Comparison of the computed stress with the learnt stress for eight test trajectories for the case M3.

The approximation of the elasto-viscoplastic behavior by an RNO with three internal variables as demonstrated in Fig. 3(a) (or four as in Fig. 3(c–f)) is surprising in a system with six internal variables. The possibility that the training process gets stuck in a local minimum would lead to a larger, not a smaller, number of internal variables. Instead, the good approximation suggests that the equations of the system force the six state variables in the model \(\left\{\varepsilon_p^\pm(i)\right\}\) (which we refer to as model variables in this section to distinguish them from the learnt internal variables of the RNO) to close proximity of a three dimensional manifold. Similarly, notice that the test error decreases with the contrast MH-M3. This is also surprising as one would expect larger fluctuations with higher contrast.

We examine the range of values taken by the model variables using an auto-encoder to gain insight into these observations. Briefly, an auto-encoder is a deep neural network approach to dimension reduction. It is a deep neural network approximation of the identity map on some data in \(\mathbb{R}^n\); it has a symmetric structure and an intermediate layer with a small latent dimension \(m < n\).

In other words we may think of the auto-encoder as a map \(A: \mathbb{R}^n \rightarrow \mathbb{R}^n\) such that \(A =\psi_{AE}\phi_{AE} \approx id\) on some set of data where \(\phi_{AE}: \mathbb{R}^m \rightarrow \mathbb{R}^m, \psi_{AE}: \mathbb{R}^m \rightarrow \mathbb{R}^n\) are neural networks. For any \(x\in \mathbb{R}^n\), we call \(\phi_{AE}(x)\in \mathbb{R}^m\) the reduced variable. If we are able to successfully train an auto-encoder on the data, it means that for any data point, \(x \approx \psi_{AE}\phi_{AE}(x)\); the reduced variable \(\phi(x)\) "encodes" all the information in the data (LeCun et al., 2015). In other words, the \(n\)-dimensional data, actually lives on a \(m\)-dimensional manifold.

We take each of the trajectories and take the values of the model variables at each computed instant \(t\), \(\left\{\varepsilon_p^\pm(t)\right\}\), as a six-dimensional data point. Since we generate 800 trajectories each with 100 time-steps, we have a rich data set of \(8 \times 10^4\) data points. We use \(6.4 \times 10^4\) (corresponding to 640 trajectories) of these for training an auto-encoder, consisting of one layer with 50 nodes in both the encoding and decoding portions, and \(1.6 \times 10^4\) for testing. We train auto-encoders with varying reduced dimension. The results are shown in Fig. 4. We see that in Fig. 4(a) that for all cases, the results are well approximated with a reduced dimension
of three using a relative reconstruction error,

$$\text{error} = \frac{1}{S} \sum_{s=1}^{S} \left| \frac{\frac{\partial \phi_v}{\partial \sigma}(\hat{\sigma}(t)) - \phi_v(\hat{\sigma}(t))}{\frac{\partial \phi_v}{\partial \sigma}(\hat{\sigma}(t))} \right|$$

(25)

where \(s\) indexes the \(8 \times 10^4\) data points and \(|\cdot|\) denotes an \(l^2\) norm of the six-dimensional data points \(\{\epsilon^{\pm}(t)\}\). Fig. 4(b) compares the actual values of the model variables and those that are reconstructed from the reduced variables. We observe good reconstruction indicating that the auto-encoder is able to correctly encode the model variables. All of this leads us to the conclusion that the equations of the system force the six model variables to (close proximity) of a three dimensional manifold in all cases. This agrees with what we anticipated from the RNO.

We explore this further in Fig. 4(c) that compares the values of the model variables (plastic strain) in the + layer with that in the – layer. It shows that the 11 and 22 components of the plastic strain are almost equal in both layers while the 12 component in the (harder) – remains relatively small. This observation provides us with a heuristic insight as to why we only need three internal variables in the RNO approximation. When the imposed strain is small, the response is largely elastic and therefore one does not need internal variables. When the imposed strain is large (so that the plastic strain is much larger than the elastic strain), the strain compatibility (23) forces the 22 and 33 components of strain to be approximately equal, \(\epsilon_{22} = \epsilon_{33} \approx \epsilon_{23} \). Since the plastic strain is trace-free, \(\epsilon_p = -\epsilon_{11} - \epsilon_{22} \approx \epsilon_{12} \), and we conclude that the 11 component of the plastic strains are also equal, \(\epsilon_{11} = \epsilon_{12} \). Furthermore, the stress continuity condition (23) means that the 11, 12 components are the same and that the stress can only differ in the 22 component. This limits the fluctuation in the deviatoric stress, and we expect plastic yield in the softer layer (+ layer) to dominate over the other. Since only the 12 components of plastic strain can differ from one another, we expect the value in the softer + material to be significantly larger than that in the harder – material, \(\epsilon_{12} \gg \epsilon_{12} \). In short, at large strains, we only need information from the softer layer, and thus only three internal variables. Further, this approximation improves when we have higher contrast.

The fact that the reduced variables encode the model variables suggests that they can be used as internal variables in an RNO. So we again train an RNO of the form (2) with three internal variables \((k = 3)\) set to be the reduced variables learnt by the auto-encoder. To elaborate, let \(\phi_{AE} : \epsilon^{PE} \rightarrow \zeta\) denote the trained auto-encoder from the model variables \(\epsilon^{PE} \in \mathbb{R}^6\) to the reduced variables \(\zeta \in \mathbb{R}^3\). So, for any trajectory, at any instant, we use \(\{\hat{\epsilon}(t), \phi_{AE}(\epsilon^{PE}(t))\}\) as input and \(\{\hat{\sigma}(t), \phi_{AE}(\epsilon^{PE}(t))\}\) as output to train a neural network approximation for the map

$$\Phi : \begin{cases} \sigma = f(\hat{\epsilon}, \zeta), \\ \zeta = g(\hat{\epsilon}, \zeta). \end{cases}$$

(26)

We train this map on a training data set consisting of 100 time-steps across 800 trajectories, with an architecture of 6 layers and 400 nodes, and test it against a test data set consisting of 100 time-steps across 200 trajectories. The overall error is 2.39%. Fig. 4(d) compares the actual computed stress response (solid line) with the learnt response (dashed line) for a typical test trajectory. Fig. 4(e) compares model variables (solid line) with those reconstructed from the learnt map (26) and the auto-encoder for a typical test trajectory. Specifically, for a given strain trajectory, we predict the stress \(\sigma\) and \(\zeta\) using the learnt map (26), and then reconstruct the plastic strains from the learnt auto-encoder \(\psi_{AE}(\zeta)\). Fig. 4(f) repeats the stress comparison for eight trajectories chosen arbitrarily from the test data.

Recall from Section 2 that the internal variables have no inherent meaning, and that reparametrization can lead to an equivalent set of internal variables. In the passage above, we identified one set of internal variables by training the RNO purely from the macroscopic strain trajectory to stress trajectory map, and an alternate set by reducing the dimension of the microscopic or model variables using an auto-encoder. The fact that both sets can approximate the macroscopic response suggests that they are equivalent sets of internal variables. We conclude this section by studying the converse. Fig. 5 shows that the internal variables learnt by training the RNO purely from the macroscopic strain trajectory to stress trajectory response does in fact reconstruct the micromechanical model variables. We train a neural network from the internal variables to the model variables, and the figure shows that it provides a good representation. We should note, however, that this ability of the internal variables to learn the model variables may be very particular to the case of the laminate—in general the map from the micromechanical variables in high dimension to the macroscopic internal variables in low dimension may not be invertible.
4.2 Exponential strain hardening

We repeat the analysis with exponential strain hardening. Fig. 6(a–c) shows the results of training a RNO for the homogeneous case (MH), and the case (M3) with an exponential hardening coefficient of $h = 1$ (MH-EH and M3-EH). We see in Fig. 6(a) that we need four internal variables (in contrast to the case of no hardening where we needed only three). Furthermore, we observe that the final error is larger, though we do obtain good approximation. Fig. 6(b) shows that transfer learning (as defined in the preceding subsection) starting from the homogeneous material with no hardening leads to a better approximation even for the homogeneous case. Fig. 6(c) compares the ground truth and RNO output for eight test trajectories for the case (M3-EH). (d–f) Reducing the number of the internal variables using an auto-encoder: (d) The error of approximating the model variables (state variables in the original laminate model) with an auto encoder for various reduced dimensions. (e) Comparison between the computed values of the model variables and the recovered values from the trained auto-encoder for eight arbitrarily chosen trajectories in the test data for the case M3-EH. (f) The computed values of the model variables in the two layers for eight arbitrarily chosen trajectories in the test data for the case M3-EH.

In summary, we find that the RNO trained only on macroscopic stress–strain data provides an accurate approximation of the actual response of a laminated composite. Further, the training process shows that we require half the number of internal variables than one would expect, and an analysis of the micromechanical fields shows that the governing equations force the micromechanical variables to the proximity of a low dimensional manifold.

5 Elasto-viscoplastic polycrystals

We now consider a polycrystalline medium that is an ensemble of grains, each made of the same anisotropic material but with varying orientations. We assume that each grain is elasto-viscoplastic with a number of slip and twin systems. We adopt the two scale framework introduced in Section 2, generate data using an unit cell problem and then use this data to train the RNO approximation in both two and three dimensions.

5.1 Two dimensions with data generated by full-field solution

The data in two dimensions is generated from a polycrystalline unit cell with 32 randomly oriented grains generated using periodic Voronoi tessellation (Fritzen et al., 2009) according to the microscopic model described in Appendix. The corresponding
full-field unit cell problem with two slip systems is solved using the accelerated computational micromechanics framework (Zhou and Bhattacharya, 2021). We consider a system with two slip systems with parameters shown in Table 2 unless otherwise specified.

Recall that we take the elastic behavior to be the compressible neo-Hookean (Eq. (A.1)) at the microscale, and it is easy to verify that the Cauchy stress may be decomposed into hydrostatic and deviatoric components

\[
\sigma^\mu(F^\mu, F^\mu_p) = -p(\det F^\mu)\mathbb{1} + \sigma^\text{dev,}\mu(F^\mu, F^\mu_p)
\]

(27)

where we use the superscript \( \mu \) to emphasize that this holds at the microscopic scale, and the fact that \( \det F^\mu_p = 1 \). It follows that at the macroscopic scale,

\[
\sigma = -(\det F^\mu)\mathbb{1} + (\sigma^\text{dev,}\mu(F^\mu, F^\mu_p)) = -p\mathbb{1} + \sigma^\text{dev}.
\]

(28)

Now, since \( \det F^\mu_p = 1 \), the pressure at any point in the unit cell is independent of the plastic strain at that point. So, it is independent of the history of that point. However, the overall stress distribution and therefore the overall hydrostatic pressure can depend on the distribution of the plastic strain in the unit cell. Therefore, it is possible the overall hydrostatic pressure can develop history dependence from the evolution of the plastic strain distribution. Still, we expect that the deviatoric stress would be much more sensitive to the history. Therefore, we fit the hydrostatic pressure and deviatoric stress separately: in other words, we train an RNO to learn the hydrostatic pressure and another independent RNO to learn the deviatoric stress.\(^3\)

We generate data associated with 500 trajectories for various combinations of material parameters. We use 400 trajectories for training and 100 trajectories for testing. Again, for each case we train the model with various numbers of internal variables using 4 nodes for 200 epochs on each. The results are shown in Fig. 7. Fig. 7(a) shows the decrease of the training error for the deviatoric stress with the number of training epochs for the case with parameters in Table 2. We see that the error decreases rapidly and we obtain convergence with about 1500 epochs. The results are similar in other cases.

Fig. 7(b) shows the test error in learning the deviatoric stress with for the PH and P1-P3 material cases shown in Table 2. In each case, we see that the RNO with no internal variables has a large error, but the error reduces with one and two internal variables. Increasing the number of internal variables beyond two does not reduce the error. Moreover, the relative error is small. Thus, we conclude that the data is well-represented with two internal variables. Fig. 7(c) shows the corresponding results for the hydrostatic pressure: we see no dependence of the error on the number of internal variables, and the error is small. Therefore, we conclude that the hydrostatic pressure has no history dependence. Fig. 7(d) shows a typical deformation gradient trajectory, and Fig. 7(e) compares the ‘truth’ vs. the learned corresponding stress trajectory for the PH material case. Note that this is the only the deviatoric stress. Again, we see that the learned response provides a very good approximation for the data. Finally, we study the effect of strain hardening in Fig. 7(f): we again observe that we obtain good approximation with two internal variables, and increasing the number of internal variables beyond two does not provide any better approximation.

In summary, we find that the RNO is able to provide a highly accurate surrogate for 2D crystal plasticity. Further, we only require two state variables for various choices of parameters. In two dimensions, deviatoric stresses as well as isochoric stretches associated with plasticity lie on a two-dimensional manifold. The fact that we are able to represent the stretch vs. stress trajectory with two hidden variables is therefore significant. At the same time, we do not know how general this is, and discuss this further in Section 8.

---

\(^3\) Or, one can think of them as one RNO with two disjoint parts.

---

**Table 2**

Material parameters used for polycrystals in two dimensions.

| Case  | \( h_1 \) | \( n_1 \) | \( \sigma_{11}^\mu \) (MPa) | \( j_{11}^\mu \) (1/s) | \( m_1 \) | \( \sigma_{11}^\mu \) (MPa) | \( h_1 \) (MPa) |
|-------|--------|--------|-----------------|-----------------|--------|-----------------|--------|
| PH,P1,P2 | (1, 0) | (0, 1) | 100 | 1 | 0.05 | 2 | 7100 |
| P3 | (1, 0) | (0, 1) | 100 | 1 | 0.05 | 50 | 100 |
| P4 | (1, 0) | (0, 1) | 100 | 1 | 0.05 | 100 | 100 |
| P5 | (1, 0) | (0, 1) | 100 | 1 | 0.05 | 100 | 100 |

| Case  | \( h_2 \) | \( n_2 \) | \( \sigma_{22}^\mu \) (MPa) | \( j_{22}^\mu \) (1/s) | \( m_2 \) | \( \sigma_{22}^\mu \) (MPa) | \( h_2 \) (MPa) |
|-------|--------|--------|-----------------|-----------------|--------|-----------------|--------|
| PH | (1, 1) | (−1, 1) | 100 | 1 | 0.25 | 2 | 7100 |
| P1 | (1, 1) | (−1, 1) | 100 | 1 | 0.25 | 2 | 7100 |
| P2 | (1, 1) | (−1, 1) | 100 | 1 | 0.25 | 2 | 7100 |
| P3 | (1, 1) | (−1, 1) | 100 | 1 | 0.25 | 2 | 7100 |
| P4 | (1, 1) | (−1, 1) | 100 | 1 | 0.25 | 2 | 7100 |
| P5 | (1, 1) | (−1, 1) | 500 | 1 | 0.25 | 500 | 100 |
The data in three dimensions is generated from a polycrystalline unit cell with 128 randomly oriented grains using Taylor averaging where the solution to the equilibrium equation is replaced by the assumption that the deformation gradient is uniform (Kocks et al., 2000). Each grain has three basal, three prismatic and six pyramidal slip systems in addition to six tensile twin systems (treated as pseudoslip), and the material parameters chosen to represent magnesium (Chang and Kochmann, 2015). We refer the reader to Liu et al. (2022) for details.

We use up to 2400 realizations to train RNOs with 0 through 10 internal variables. The architecture, optimizer and hyperparameters are the same as in one dimension described in Section 3, except the number of internal layers for both of $f$ and $g$ are increased to 5, and the width of each internal layer is increased to 200.

The results are shown in Fig. 8. Fig. 8(a) shows the test error of the RNOs with varying number of internal variables tested against 25000 realizations. We see that the RNO with no internal variables has large error, but the error reduces with increasing number of internal variables until it saturates at five internal variables. Increasing the number of internal variables beyond five does not reduce the error. Thus, we conclude that the data is well-represented with five internal variables. Fig. 8(b) shows the test error as a function of the size of the training dataset which enables us to conclude that 2400 trajectories provides excellent representation.

A typical input deformation gradient history and output stress history (both the original data ("Truth") and the prediction of the RNO with five internal variables ("Approx")) are shown in Figs. 8(c) and (d) respectively.

In three dimensions, deviatoric stresses and isochoric stretches associated with plasticity lie on a five-dimensional manifold. The fact that we are able to represent the stretch vs. stress trajectory with five internal variables is therefore significant. At the same time, we do not know how general this is, and discuss this further in Section 8.

In Fig. 8(a), we also show the test error associated with a PCA-Net trained with 30000 trajectories (Liu et al., 2022). We observe that the RNO with five internal variables performs significantly better than the PCA-Net trained with a significantly larger data set. This is also reflected in the inset of Fig. 8(b) that compares test error vs size of the training data for both the current RNO and the previous PCA-Net.

We further test the efficacy of our trained RNO with five internal variables with three loading paths that are traditionally used to train material models: uniaxial tension, cavity expansion and uniaxial cyclic loading. The results, shown in Fig. 9, show good ability to reproduce these tests despite the fact that these trajectories are not included in the training data. Further, the resulting error of 8% is better than the error of the best fit Johnson-Cook material model (Johnson and Cook, 1983) that is widely used and

---

4 We take this opportunity to correct an incorrect statement there. The implementation by Chang and Kochmann (2015) does not compute yield, but updates the slip and pseudoslip from zero stress.
Fig. 8. Approximating three dimensional polycrystalline elasto-viscoplasticity with a recurrent neural operator. (a) Test error of the trained RNOs of a various number of internal variables; also shown in the dashed line is the test error of a PCA-Net. (b) Test error as a size of the training data. The inset shows the corresponding test error for the PCA-Net and Johnson-Cook model fitted in a classical manner. (c) A typical average deformation gradient history input test data. (d) Comparison of the resulting stress history for the test data (“Truth”) and the prediction of the RNO with five internal variables (“Approx”).

fit against this very data. Indeed, testing the best fit Johnson-Cook material model that is fit against these classical tests produces an average error of 40% when tested against the random trajectories used in this work see inset of Fig. 8(b).

In summary, we find that the RNO is able to provide a highly accurate surrogate for 3D crystal plasticity. Further, the RNO requires significantly less data to train compared to our previous work on PCA-net, and results in a smaller error. Finally, the RNO provides a resolution independent representation.

6 Resolution independence and architecture

As noted in the introduction, it is desirable that any neural operator approximation be independent of the resolution so that it represents the actual map rather than the numerical data that is used to train it. We test this in Fig. 10. In the examples studied in Sections 3 and 5.2, we solve the elasto-viscoplastic unit cell problem using 1000 time steps. We down-sample it to 200 time steps and use this as our training data. We then test the RNO trained at 200 time steps against test data down sampled to various resolutions. We see in Fig. 10 that the error elasto-viscoplastic RNO (“E-VP”) is largely independent of the resolution in all the three examples that we have studied. Thus, the RNO (2) provides a resolution-independent representation of elasto-viscoplasticity.

We then examine the alternate viscoelastic RNO (7), where the stress depends on both stretch and stretch rate, on the same elasto-viscoplastic data. We again train it with data at a resolution of 200 time steps in each example and test it against test data at various resolutions. We observe from Fig. 10 that while the test error is small at the training resolution, it is large at other resolutions. Thus, the RNO (7) does not provides a resolution-independent representation of elasto-viscoplasticity.

This is interesting for three reasons. First, the elasto-viscoplastic RNO (2) may be regarded as a special case of the alternate viscoelastic RNO (7). Therefore, the viscoelastic RNO (7) has all the ability of the elasto-viscoplastic RNO (2). However, the extra freedom leads to over-training at the training resolution, and is unable to provide the right representation for processes at a different
resolution. Second, we have studied viscoelasticity in the companion paper (Bhattacharya et al., 2023), and there the situation is reversed: the viscoelastic RNO (7) provides resolution-independent representation while the elasto-viscoplastic RNO (2) does not (it has low error at the training resolution and not elsewhere). In viscoelasticity, one needs the extra freedom of the viscoelastic RNO (7) to have resolution independence. Finally, from a physical point of view, note that the crystal at the individual grain does not have any viscoelasticity (explicit rate-dependence in the stress–stretch relationship). The good resolution-independence of the elastic-viscoplastic RNO (2), and the poor resolution-independence of the viscoelastic RNO (7) shows that the polycrystal does not acquire any viscoelasticity from the averaging process and the system remains elastic-viscoplastic.

Together all of this shows that there is a connection between the underlying physics, architecture, training and resolution independence. While an architecture that does not necessarily represent the correct physics may be trained at a particular resolution, it fails when used at another. Thus examining RNOs at various resolution is a useful tool to understand both the efficacy of the approximation and aspects of the underlying physics.

7 Multiscale simulation

The goal of developing a machine-learned surrogate constitutive model is to use it in macroscopic calculations, and we do so here for two classical impact problems in three dimensions. We implement the trained RNO with five internal variables described in Section 5.2 as a material model in (“VUMAT”) in the commercial finite element package ABAQUS (Anon, 2014) and perform
various tests. This implementation exploits the local nature of the RNO architecture. This enables us to directly calculate the stress and internal variable update based on the deformation gradient update and current value of the internal variable following (3). We emphasize that the RNO is trained only once for all the calculations presented below; the cost of training is amortized across all future uses of the machine-learned surrogate constitutive model. We use the first example to show how one can use the RNO for a design parameter study and the second example to demonstrate resolution independence.

7.1 Projectile impact on a plate

The first test concerns the impact of a blunt rigid heavy projectile on a rigid plate as shown schematically in Fig. 11(a). Figs. 11(b) and (c) show the result of a typical test where a cylindrical projectile of radius $D_p = 2$ mm, traveling at a velocity $V = 200$ m/s, impacts a large magnesium plate of thickness $H_p = 1$ mm which is simply supported far away from the point of impact. The von Mises strain $\sigma_M = \sqrt{\frac{3}{2}} |\sigma - (\text{tr} \sigma)/3 I|$ is shown in Fig. 11(c). An elastic wave followed by a plastic wave propagates into the plate and is reflected from the free-face. Subsequently, the plate becomes a wave guide with radially expanding elastic and plastic waves as the impactor penetrates into the plate. Figs. 11 (d) and (e) show the parametric study for various impact velocities (d) and plate thicknesses (e). These results agree qualitatively with those of our prior results (Liu et al., 2022) using a PCA-Net as VUMAT, though the actual stress distributions differ slightly due to differences in the ability to approximate the polycrystal behavior.

7.2 Taylor impact test

The second is the Taylor impact test shown in Fig. 12. A magnesium cylinder of height $H_T = 5$ mm and diameter $D_T = 1$ mm, traveling with an initial velocity $V = 200$ m/s, impacts a rigid friction-less wall at time $t = 0$ as shown schematically in Fig. 12(a).
Fig. 12. Taylor impact. (a) Schematic. (b) Deformation in three dimensions. (c) Snapshots an axial cross-section with the von Mises stress measure. (d) The reaction force vs. time for various time resolution.

Fig. 12(b) shows a snapshot in perspective view while Fig. 12(c) shows various snap-shots of the cross-section (the color denoting the von Mises stress). Upon impact, an elastic wave first propagates into the impactor followed by an expanding region of plastic deformation. We also have a release wave from the side leading to a complex radial distribution of the plastic deformation. These results agree qualitatively with those of our prior results (Liu et al., 2022) using a PCA-Net as VUMAT, though the actual stress distributions differ slightly due to differences in the ability to approximate the polycrystal behavior.

We use the example to demonstrate the (time) resolution-independence of the RNO, and convergence with time-step. We repeat the calculation with various time resolution, and we find in Fig. 12(d) that the results, and specifically the reaction force, remain essentially unchanged. The peak reaction force is slightly lower for the coarsest resolution as expected.

7.3 Computational cost

We finally assess the computational cost of using the trained RNO in a finite element calculation. We conduct a single element calculation in ABAQUS using the classical Johnson-Cook constitutive model, the RNO trained in this work and the PCA-Net trained in our previous work (Liu et al., 2022), and ensure that the calculation is conducted on a single CPU for proper comparison. We do a number of calculations with various time steps (with the same boundary condition imposed all three models), and plot the cost as a function of the number of time steps in Fig. 13. We find that the cost scales linearly with the number of time steps in all three models. The RNO has a computational cost that is comparable to the classical Johnson–Cook constitutive model. Further, the PCA-Net is slower than the other two due to the increased cost of communicating the entire strain history as opposed to the strain increment and internal variables. In summary, the RNO is computationally competitive with traditional models.

8 Discussion

In this paper, we have proposed exploiting a recurrent neural operator (RNO) of the form (2) as a surrogate for a fine-scale model in multi-scale modeling of history dependent materials. The architecture of the RNO builds in causality in that the stress at any instant of time depends only on the prior history of the deformation. The history is represented using a internal variable and
thus the stress can be evaluated locally in space and time. The architecture of the RNO is consistent with common formulation of constitutive relations using internal variables or state variables in continuum mechanics (Rice, 1971; Gurtin et al., 2010). We may regard the internal variables to be those variables that describe the state of the continuum, as the kinetic relation that describes evolution of the state of the continuum. However, a crucial point is that we do not specify a priori what the internal variables are, but seek to learn them from the stress–strain data.

We have demonstrated in the setting of elasto-viscoplasticity in a polycrystalline material that the RNO can be trained to provide an accurate representation of a polycrystalline ensemble (Section 5), and that the trained RNO can be efficiently used in a macroscopic application scale calculation (Section 7). Thus, the trained RNO effectively provides multiscale, specifically FE², accuracy at a cost comparable to a conventional empirical constitutive relation.

In a previous work, we had explored the use of a PCA-Net as a surrogate constitutive model at the macroscale (Liu et al., 2022). The PCA-Net does not have a causal architecture and seeks to approximate the response over the entire map. The proposed RNO requires significantly less data to train and has a higher accuracy in both the two and three dimensional settings. Further the current RNO can be evaluated locally while the PCA-Net cannot. For this and other reasons, it has a computational cost that is smaller than the PCA-Net. Finally, we are restricted to computation in a fixed time-interval on which the PCA is conducted; in contrast the RNO can be used on arbitrarily long time intervals as long as the stretch trajectory remains within the realm of the training data. Therefore, the RNO is a better surrogate in such history dependent materials. We anticipate that the RNO will similarly outperform other architectures like the graph neural operators (Li et al., 2020) and Fourier neural operator (Li et al., 2021) in this context.

In this work, we have explored multi-scale modeling in the context of elasto-viscoplasticity with crystal plasticity as the fine-scale model. However, the framework and the methodology is broader and can be used in other settings where we have (numerical or experimental) information about the map from the history of deformation to the stress. Therefore, we can use it in other two-scale settings like atomic-continuum transitions and granular materials. We have studied viscoelastic composite materials in a related work (Bhattacharya et al., 2023). Further, it can also be used to identify constitutive behavior from experimental data provided we have a sufficiently rich data-set concerning the map from the history of deformation to the stress.

In formulating this work, we recognize that the macroscopic behavior can be an operator from one function space (deformation gradient over an interval of time) to a tensor (though there may be examples where this is also a function space). This means that we want the trained model to be independent of the resolution (time step) at which the training data is presented and the trained model is used. In other words, the training data can be at one resolution, but we can use the trained model accurately at every resolution. This is crucial for the use of this model in multiscale modeling since we may generate training data from the microscopic model at one (generally fine) resolution, but may want to use the trained model in macroscopic calculations at different (generally coarse) resolution. We have demonstrated resolution-independence of the RNO architecture in elasto-viscoplasticity in this work.

We believe that the proper architecture, one that correctly reflects the physics is critical for this resolution independence. For example, while the architecture shows resolution independence in elasto-viscoplasticity, the slightly different (more general)

---

Fig. 13. Computational cost: CPU time versus number of time steps for the classical Johnson-Cook constitutive law, the PCA-Net proposed in our previous work and the current RNO.
viscoelastic architecture (7) that explicitly includes the stretch rate is not resolution independent when trained with the same data. This indicates that the effective behavior does not have an explicit strain dependence. We demonstrated the exact opposite in our work on viscoelasticity (Bhattacharya et al., 2023) where we have explicit strain dependence: the rate independent form (2) is not while the rate dependent form (7) is.

An important, and interesting question, concerns the number of state or internal variables that one should use. We show through theoretical considerations in Section 3 that we need a single internal variable for elasto-viscoplastic composite (8) in one dimension irrespective of the number of constituents. This is also borne out in the training: we trained RNOs with various numbers of internal variables and found that one is the smallest number that gives rise to good approximation. Further, the discovered state variables in this case happens to be a good approximation of the theoretical state variables. This gives us confidence in the robustness of the architecture and the training procedure.

In the case of elasto-viscoplastic laminates, Section 4, we find empirically that we need three (four with hardening) internal variables for a good approximation while the theory suggests six (respectively eight). We therefore studied the state variables in the micromechanical model and learnt that the governing equations forced the six (respectively eight) model variables to be confined close to a three (respectively four) dimensional manifold.

In the case of elasto-viscoplastic polycrystals, we find empirically through our training procedure that the number of internal variables is related to the dimension of the isochoric manifold—two in two dimensions, and five in three dimensions. This is somewhat unexpected. A typical empirical elasto-viscoplastic law in three dimensions has five variables for the plastic strain, one for the isotropic hardening and five for the kinematic hardening. The fact that we are able to fit complex loading paths, exhibiting both isotropic and kinematic hardening and using only five variables, suggests that either there is some redundancy in classical empirical models or that there are particular simplifying aspects of the crystal plasticity single crystal model that we use to generate the data.

The single crystal model we use to generate our data has two particular choices that may be relevant. First, it uses an isotropic “compressible neo-Hookean” elastic model. This means that the polycrystal is elastically homogeneous. Second, the various slip and twin systems all have a uniform rate-hardening exponent. Since different systems are activated in different grains depending on orientation, different rate-hardening exponent can give rise to different time scales which interact in such a manner that requires additional internal variables. In related recent work on viscoelasticity (Bhattacharya et al., 2023), we study the overall behavior of a one dimensional composite made of Kelvin-Voigt materials. There, it is known that a composite with \( N \) constituents (with \( N \) distinct ratios of elastic modulus to viscosity) requires \( N - 1 \) internal variables. Further, it is known that in higher dimensions, viscoelastic materials may need an infinite number of internal variables in the presence of corners (Brenner and Suquet, 2013). Thus, it is possible that the choices we make in the single crystal model lead to this low number of internal variables. A more complete understanding of this issue remains a topic for the future.

We note the internal variables that we identify do not necessarily have any inherent meaning. Indeed, as noted in Section 2, a change of variables (5) leaves the form of the RNO invariant.

Another interesting question concerns thermodynamic and symmetry restrictions. In this work, we have not required any thermodynamic or material symmetry restrictions on the functions \( f, g \) in (2). Instead, we expect the models to learn such restrictions from the data. It is possible to build architectures with such conditions (e.g., Masi et al., 2021 for dissipative processes and As'Ad et al., 2022 for hyperelasticity). We do not do so for two reasons. Thermodynamic and symmetry conditions often restrict the constitutive relations to certain (nonlinear) manifolds, and this breaks the linear space structure that is useful for neural networks. Further, we believe the ability to learn such non-trivial conditions from data are a very useful check on the ability of these otherwise black-box over-parametrized models to approximate the data. So there is an interesting balance to be achieved between building in all known physics on the one hand, and maintaining a relevant mathematical structure to learn physics from the data on the other. This is a topic of current research.

Yet another topic of current research is the connection between the field variables in the micromechanical calculations and the internal variables learned from the macroscopic response. Here, we train our RNO using only macroscopic stress-strain data following the framework of homogenization or multiscale modeling where the large scale provides the control and the small scale returns the average. However, our micromechanical simulations have a lot more information, and this information is discarded. The question of whether this information can be used is a very interesting question, one that is an active topic of our research. In the example of laminates, Section 4, we find that the six (eight with strain hardening) dimensional micromechanical (field) variables can be encoded using only three (respectively four) internal variables. This is very much in the spirit of reduced order modeling. Further these encoding variables can be used as internal variables. So it is possible that adding the micromechanical fields can lead to an identification of internal variables with less data (fewer trajectories). The converse (reconstructing the micromechanical field from the macroscopically learned internal variable) is subtler. Since the macroscale response is averaged, it is possible that many different micromechanical fields give rise to the same incremental macroscale response. In other words, the map from micromechanical field to incremental macroscopic response is unique but the converse may not be. The analogous question over a trajectory over long periods of time is not clear since the flow may collapse the micromechanical fields. All of this is a topic of current research.

Finally, we note that our approach does not address the starting microstructure, and that we have to train an RNO for each starting microstructure. The internal variables do incorporate some information about the microstructure during its evolution. Therefore, it is possible that one can incorporate starting microstructure into this RNO framework. This remains a topic for the future.

---

7 One cannot expect this is general due to reparametrization invariance, but happens to be case here.
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Appendix. Crystal plasticity in 2D

The deformation gradient is decomposed multiplicatively into the elastic and plastic parts $F = F^e F^p$. We have $N_s$ slip systems with slip plane normal $\{b_i\}_{i=1}^{N_s}$, slip direction $\{b_i\}_{i=1}^{N_s}$, slip activity $y^p = \{\gamma_i^p\}_{i=1}^{N_s}$, and accumulated activity $e = \{e_i\}_{i=1}^{N_s}$. The rate of change plastic deformation gradient and accumulated slip activity depend on the rate of change of slip activity $\dot{F}^p = \sum_{i=1}^{N_s} \dot{\gamma}_i^p b_i \otimes n_i$, $\dot{e}_i = |\dot{\gamma}_i^p|$.

The stored energy density of the polycrystal consists of an elastic energy density $W^e$ that depends on the elastic part of the deformation gradient $F^e$ and a stored energy density of plastic work $W^p$ that depends on the accumulated plastic activity in the slip systems $e$. We take (for 2 dimensions)

$$W^e(A) = \mu \left( \frac{\text{tr} A^T A}{\det A} - 2 \right) + \frac{K}{2} (\det A - 1)^2 \quad (A.1)$$

$$W^p = \sum_{i=1}^{N_s} \sigma_i^{\infty} \left( e_i + \frac{\sigma_i^{\infty}}{h_i} \exp \left( -\frac{h_i e_i}{\sigma_i^{\infty}} \right) \right) + \frac{1}{2} \sum e_i K_{ij} e_j \quad (A.2)$$

where the first term in the stored energy of plastic work is associated with self-hardening and the second the latent hardening. Above, $\mu, K$ are the shear and bulk moduli; $\sigma_i^{\infty}$ is the ultimate strength and $h_i$ the hardening parameter for the $i$th slip system; and $K_{ij}$ is the latent hardening matrix with zero diagonal entries. The evolution of the slip activity is governed by the dissipation potential

$$\Psi^*(y^p) = \sum_{i=1}^{N_s} r_{0,i}^p m_i + \left( \frac{\gamma_i^p}{r_{0,i}} \right)^{m_i+1} \quad (A.3)$$

where $r_{0,i}^p$ is the critical resolved shear stresses, $r_{0,i}^p$, the reference shear rate, and $m_i$ the power rate hardening parameter for the $i$th slip system.

The system evolves satisfying mechanical equilibrium and the yield criterion,

$$\nabla \cdot \left( \frac{\partial W}{\partial F} \right) = 0 \quad \text{and} \quad 0 \leq -r_{0,i}^p + \frac{\partial W^p}{\partial e_i} + \partial_i \Psi^* \quad (A.4)$$

respectively, along with the boundary conditions at each time.

References

Anon, 2014. ABAQUS user manual: ABAQUS theory guide, vol. 6.14. p. 281.
As'Ad, F., Avery, P., Farhat, C., 2022. A mechanics?informed artificial neural network approach in data?driven constitutive modeling. Internat. J. Numer. Methods Engrg. 123, 2738-2759.
Benoussan, A., Lions, J.-L., Papanicolaou, G., 2011. Asymptotic Analysis for Periodic Structures, Vol. 374. American Mathematical Soc.
Bhattacharya, K., Liu, B., Stuart, A., Trautner, M., 2023. Learning markovian homogenized models in viscoelasticity. Multiscale Model. Simul. 21 (2), 641–679.
Bonatti, C., Mohr, D., 2022a. On the importance of self-consistency in recurrent neural network models representing elasto-plastic solids. J. Mech. Phys. Solids 158, 104697.
Bonatti, C., Mohr, D., 2022b. On the importance of self-consistency in recurrent neural network models representing elasto-plastic solids. J. Mech. Phys. Solids 158, 104697.
Brenner, R., Suquet, P., 2013. Overall response of viscoelastic composites and polycrystals: Exact asymptotic relations and approximate estimates. Int. J. Solids Struct. 50 (10), 1824–1838.
