Robust Deformation Estimation in Wood-Composite Materials using Variational Optical Flow
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Abstract. Wood-composite materials are widely used today as they homogenize humidity related directional deformations. Quantification of these deformations as coefficients is important for construction and engineering and topic of current research \cite{7,8}, but still a manual process.

This work introduces a novel computer vision approach that automatically extracts these properties directly from scans of the wooden specimens, taken at different humidity levels during the long lasting humidity conditioning process. These scans are used to compute a humidity dependent deformation field for each pixel, from which the desired coefficients can easily be calculated.

The overall method includes automated registration of the wooden blocks, numerical optimization to compute a variational optical flow field which is further used to calculate dense strain fields and finally the engineering coefficients and their variance throughout the wooden blocks. The methods regularization is fully parameterizable which allows to model and suppress artifacts due to surface appearance changes of the specimens from mold, cracks, etc. that typically arise in the conditioning process.

1. Introduction

Since this paper addresses a highly interdisciplinary research topic, a short introduction to humidity related wood deformations is given, before our and related work is presented.

1.1. Deformation of wood w.r.t. humidity

Wood, as orthotropic material, shows a humidity dependent deformation behavior that varies greatly in the different fiber directions. Whilst the directions parallel to the fiber hardly change at all, the orthogonal radial directions show strong changes \cite{5}.

In order to homogenize these swelling and shrinking effects various wood-composite materials, like cross laminated timber, have been developed and are widely used today \cite{2,3}. Although these materials are more isotropic, strong local border effects still remain \cite{7,8} (Figure 1). Even though this is hardly a problem for a single composite block, these directional dependent local changes add up if a construction is assembled from multiple composite blocks.

To further improve these materials, as well as for the generation of key figures for construction and engineering, quantification of this deformation behavior is necessary. Moosbrugger et al. \cite{7,8} are currently conducting research to gather these coefficients for various materials, using the following procedure. First, a specimen of the wood-composite under investigation is generated and both the starting humidity and key dimensions are measured manually. Next, the specimen’s humidity is altered in a controlled way which can take weeks. Now all key positions are re-measured and deformations are calculated. This process is repeated for all humidity values and specimens. For documentation purposes high resolution images of the specimens faces are gathered at each step using a flatbed scanner to re-
duce the projection error. Figure 2 shows cropped and aligned regions of such images in original and dry state. Various changes like cracks, rounded and jagged borders, mold stains, color changes in the annular rings etc. can be observed.

Figure 2. Image artifacts from the humidity conditioning process – details only visible in digital version at high zoom; 1: artifact at the border, 2: damages to the border, 3: border not well defined due to rounding effects, 4: various stains from mold, 5: annular ring color change seems like shrinkage.

1.2. Contributions

In order to improve measurement accuracy, to increase the amount of calculated data-points and to reduce manual labor at the same time, we propose a novel approach based on computer vision that is fully automatic and can be used for a huge number of specimens, after an initial setup procedure.

Our approach adds 3 automatic steps after image acquisition. Those are, image preprocessing and alignment (sec. 2.2), estimation of the optical flow and the brightness changes in the surface of the wood by means of optimization (sec. 2.3), and finally calculation of the relative deformation field and the overall deformation coefficients (sec. 2.4).

In a first step, a pre-processing pipeline automatically detects and calculates bounding boxes for the specimen in the images. Then all the images showing the same face of the specimen at different humidity levels are aligned, cropped and saved as separate image files with same dimensions.

After that an image pair of the same face at different humidity levels is selected and the apparent motion of each pixel (optical flow) as well as additional brightness changes between the two images are estimated. It is done using a variational optimization approach with Huber regularization [1]. This allows to specify how smooth or piecewise constant the final flow and illumination fields shall be estimated, which allows specification on how well cracks and surface color changes shall be modeled.

Finally, this flow field is used to calculate the relative deformation field in a dense manner for the whole 2D image as well as the desired engineering coefficients and their variation throughout the block. The method is also robust as it reduces the effects from single artifacts (Figure 2), as the whole 2D image is taken into account in the optimization process.

1.3. More simple but non robust alternatives

We also investigated simpler ideas that turned out less accurate and robust. However, with perfect conditions they yield reasonable results and have therefore been used to verify our main method (sec. 3.2).

Estimation of the coefficients using automatically generated and matched image descriptors like SIFT, BRIEF or ORB [9] does not work well due to the partly extreme brightness changes on the objects due to mold, minor damages, etc.. Especially in the case of dried wood blocks with cracks, standard feature detectors yield many false matches. Furthermore, these descriptors are typically not sub-pixel accurate, whilst the optical flow estimation which serves as basis for our main method has sub-pixel accuracy.

Deformation estimation that simply uses the blocks edge-boundary seems tempting as well. However, the edge-boundary is not well defined in the image, especially in the deformed cases where the flatbed scanner might also capture parts of the perpendicular face. Furthermore the edges are only initially sharp and easily get damaged due to handling and cracks as can be seen in Figure 2.

1.4. Related Work

Clocksin et al. [10, 11] also use optical flow for inspection of surface strain in materials like metals or ceramics. They use a probabilistic inspired model to estimate a flow field that can model discontinuities and use it to estimate the overall small strain tensor using a least squares fit. Their method is well suited for applications such as mechanical testing rigs with a fixed camera that continuously retains images.

Works by Rodriguez et al. [6] use a block-matching approach for a similar setup.

However, both approaches do not model surface color changes, nor do they cope with image registration, which both are absolutely necessary for our application. In contrast, our approach allows to specify how piecewise smooth or constant our flow and illumination fields shall be estimated, which can be tuned for the needs of any application scenario. Furthermore, we give a dense pixel-wise estimate of the surface strain and calculation procedures for the de-
sired engineering coefficients including their variation throughout the block.

2. Method

In this section the complete method will be explained. It starts with the preparation of the specimen and the gathering of the images followed by the aforementioned preprocessing step. Next, the optical flow field will be estimated and finally the deformation characteristics are computed based on it.

2.1. Preparation of the specimen and acquisition of images

The first part of the method consists in preparation of the specimens. These wooden blocks consist of various plates that are laminated together in different orientations. Then they are cut to given starting dimensions which ensures an approximate rectangular shape. For the original manual measurement procedure of [8], also various key points need to be marked. Finally, the humidity is measured and images of the specimens are acquired using a flatbed scanner. Since the specimens’ surfaces are planar in the beginning, their faces will align parallel to the scanner which keeps the projection error negligible.

Next, the specimens are put into a special environment for humidity control. They are stored for multiple days up to weeks until a final homogeneous humidity level is reached throughout the block. Finally, the current humidity is measured and high-resolution scans are taken again.

Since the specimens are now deformed their surfaces are not necessarily planar anymore. Therefore, length changes on one side $\Delta y$ can lead to an apparent motion $\Delta x$ on the perpendicular side as well. Figure 3 illustrates this, modeled with the assumption that perpendicular changes can lead to shearing, which can be used to estimate the error as

$$\text{err}_{\text{proj},\text{max}} = r \left( 1 - \cos \left( \arcsin \left( \frac{\Delta y}{r} \right) \right) \right)$$

Therefore, the estimated maximum projection error is $\approx \pm 0.04 \text{ mm}$ which is around $\pm 1\%$ of the maximum perpendicular length change. This is an effect that may be observable in the final results, but is still in an acceptable range for this measurement purpose.

2.2. Image preprocessing and alignment

Once the images of the specimen are available at different humidity values, a multi step preprocessing procedure is conducted to prepare the images for optical flow calculation (Figure 4). The main idea is to segment the object of interest - the face of the specimen - in all the images and to align the images showing the same face in different humidity states so that the geometrical center of the specimen’s face is well aligned over all the images.

There are many possibilities on how the alignment may be achieved - the approach used in this work relies on generation of binary object masks and analysis of their properties. For many parts of the implementation the python based image processing library scikit-image [9] was used. An overview of the procedure will be given in the following.

First, the image resolution is reduced to a working resolution of 150 dpi and a black background border is added to ensure that none of the specimens faces is touching the border, which eases later processing. Next, the color space is transformed from RGB to HSV (Hue Saturation Value) where the channels are less correlated and the object is easier to segment in the value. Then the image is converted to black and white using a threshold that is automatically generated using Otsus method [9], which tries to maximize the variance for both black and white pixels. Small errors are removed using a median filter.

In order to find the main object of interest the connectivity of white pixels is analyzed and the same label id is given to regions of pixels if they are connected by least one of their 8 surrounding pixels (hor., vert., diag.). The region connected to the previously added border is the background that typically fills most of the image. To fill up holes inside the objects, the labeling process is repeated for all the pixels that are not part of this connected background. Now the amounts of pixels in each region are counted and the one with the highest count that is not the background is selected as the region of interest, using the white pixels as binary mask.

For this mask the dimensions are calculated and the center of gravity (CoG) is estimated using im-
age moments. The mask from the initial state where the specimen is still rectangular, is de-rotated to align well with the $x$ and $y$ axis so that it can serve as a reference. The relative rotation of the other humidity states can later be estimated using the optical flow results. This whole process is repeated for all the images of the same face of the specimen.

Finally, all images with the same face are aligned on their CoG and cropped according to the maximum $x$ and $y$ extent of the combination of all binary masks. Each aligned image is stored separately as well as all the binary masks.

Since the specimen is not perfectly rectangular, especially in the deformed condition, there is a chance for higher projection errors at the border of the specimens face. Furthermore, there are numerous artifacts that can happen at the border as illustrated in Figure 2. Therefore, a data-term mask is also being generated that will be used in the optimization process to specify regions to ignore. It is generated by shrinking the binary image mask using erosion with a diamond stencil in order to preserve sharp corners in the mask.

2.3. TV-L₁ Optical Flow with compensation

Given the aligned images, the computation of the apparent motion of the pixels (optical flow) can be started. The underlying idea is that the brightness between the two images remains similar during the motion, which is known as the brightness constancy assumption. Taylor approximation directly leads to the optical flow constraint, given here in scalar and vectorial form. In this notation $v = (v_x, v_y)^T$ describes the flow as vector field $v : \Omega \rightarrow \mathbb{R}^2$, $\nabla I$ is the derivative w.r.t. space and $I_t$ w.r.t. time.

$$I(x, y, t) \approx I(x + \Delta x, y + \Delta y, t + \Delta t)$$

$$0 \approx \frac{\partial I}{\partial x} \Delta x + \frac{\partial I}{\partial y} \Delta y + \frac{\partial I}{\partial t} \Delta t$$

$$\rho(v) = (\nabla I)^T v + I_t$$

In practice, TV-L₁ flow estimation is repeated multiple times for each stage of a coarse to fine network, always using the flow estimate $v^0$ from the previous run to warp the target image $I_2$ incrementally closer towards the original $I_1$, which allows to estimate the flow incrementally finer, but requires re-computation of the gradients $I_t$ and $\nabla I$ in each step.

In our case the illumination can vary, which can be modeled by an additive scalar field $u : \Omega \rightarrow \mathbb{R}$. Its overall influence can be specified with the scaling parameter $\beta$. This results in the modified version

$$\rho_\beta(u, v) = I_t + (\nabla I)^T (v - v^0) + \beta u$$

which is the final model describing our data-term. To perform the optimization, a minimization approach that minimizes the total variation in the fields defined by the data-term is used, as described by [11]. It is based on minimizing the following variational model

$$\min_{u, v} ||\nabla u||_1 + ||\nabla v||_1 + \lambda ||\rho_\beta(u, v)||_1$$
The terms \( \| \nabla u \|_1 \) and \( \| \nabla v \|_1 \) in (1) are the regularization terms that use a \( L_1 \) norm on gradients of the fields. This regularization penalty results in fields that are piecewise constant. For our case, we want a trade-off between mostly smooth fields – which could be achieved using a \( L_2 \) norm – since the flow and the illumination are expected to be mostly smooth, and also allow some discontinuity in the fields if the errors would otherwise be large. This is necessary to model local effects like cracks inside the blocks that correspond to discontinuities in the flow field and to model mold and small stains that correspond to piecewise constant regions in the illumination as can be seen in Figure 2. This can be achieved using a norm that uses the Huber function \( \| \cdot \|_H \) as can be chosen with the parameter \( \varepsilon_H \) and illustrated in Figure 5. It basically models a smooth transition from a \( L_2 \) norm to a \( L_1 \) norm that can be chosen with the parameter \( \varepsilon_H \) and illustrated in Figure 5. It basically models a smooth transition from a \( L_2 \) norm to a \( L_1 \) norm that can be chosen with the parameter \( \varepsilon_H \)

\[
\| p \|_H = \sum_{i=1}^{N} h_{\varepsilon_H}(p_i) \quad (7)
\]

\[
h_{\varepsilon_H}(\alpha) = \begin{cases} \frac{\alpha^2}{\varepsilon_H^2} & \text{if } |\alpha| \leq \varepsilon_H \\ |\alpha| - \frac{\varepsilon_H}{2} & \text{if } |\alpha| > \varepsilon_H \end{cases} \quad (8)
\]

and illustrated in Figure 5. It basically models a smooth transition from a \( L_2 \) norm to a \( L_1 \) norm that can be chosen with the parameter \( \varepsilon_H \).

Since we also have regions that show invalid data, like the border and the outside regions, we want to have the possibility to mask out pixels that are not of interest and better ignored in the optimization process. This can be achieved using the aforementioned data-term-mask, named \( m \) here, which is multiplied element-wise (Hadamard product \( \odot \)) with the data-term.

This leads to our final variational model

\[
\min_{u,v} \| \nabla u \|_{H,\mathbb{R}^2} + \| \nabla v \|_{H,\mathbb{R}^{1\times 2}} + \lambda \| m \odot \rho_B(u,v) \|_1 \quad (9)
\]

which is optimized using the primal dual algorithm [1]. At this point only an intuition of this algorithm will be given, for implementation details please refer to [1]. The idea is to convert the primal minimization problem into a saddle point problem where optimization takes place by minimizing the primal and maximizing the dual variables in each iteration which has speed-up benefits for this kind of non-smooth optimization problem.

The rotation between the two images can be estimated with the difference in the angle \( \Delta \theta \) formed by the original \( x,y \) coordinates angles and angles from the deformed coordinates \( \tilde{x}, \tilde{y} \). Averaging over \( v \) and \( \Delta \theta \) gives an estimate for the average displacements \( \bar{v}_{\text{avg}} \) and average rotation \( \bar{\theta}_{\text{avg}} \). Optionally, \( \Delta \theta_{\text{avg}}, \bar{v}_{\text{avg}} \) can be used to further optimize the registration of image \( I_2 \) w.r.t. \( I_1 \) in combination with a repetition of the whole flow estimation process.

\[
\bar{x} = x + v_x(x,y) \quad \bar{y} = y + v_y(x,y) \quad (10)
\]

\[
\Delta \theta = \bar{\theta} - \theta = \arctan\left(\frac{\bar{y}}{\bar{x}}\right) - \arctan\left(\frac{y}{x}\right) \quad (11)
\]

\[
= \arctan\left(\frac{\bar{y}/\bar{x} - x/y}{1 + \bar{y}/x \cdot x/y}\right) \quad (12)
\]

\[\text{2.4. Calculation of the deformation field}\]

In this interdisciplinary section the exemplary calculation of one relative deformation coefficient for engineering will be shown. It is done by relating strain tensors known from classical mechanics of materials [4] with our flow field. These tensor fields are then used to calculate the engineering coefficient in a full and a more simplified version.

The engineering coefficient on which we demonstrate the procedure is \( k_{\text{corr}},a \) from [8](13) that we shortly call \( k \) here. It describes the relative length change w.r.t. the humidity change and is calculated independently for each side of the block. This is basically a global estimate for the normal strains as seen at the surface w.r.t. to the humidity change. In [8] it is calculated using manual caliper measurements of the lengths in original \( l_0 \) and deformed state \( l_1 \) together with the according relative humidities \( RH_i \).

\[
k = \left(\frac{l_0 - l_1}{l_0(RH_0 - RH_1)}\right) \quad (13)
\]

In mechanics of materials [4], strains fields are described by the Green strain tensor \( E \) and the small strain tensor \( e \). The strain tensor \( e \) is a linearized version of \( E \) and is used more widely in engineering due to its simplicity, although it is less accurate.

\[
E = \begin{bmatrix} E_{11} & E_{12} \\ E_{21} & E_{22} \end{bmatrix} \approx e = \begin{bmatrix} \epsilon_{11} & \gamma_{12}/2 \\ \gamma_{21}/2 & \epsilon_{22} \end{bmatrix} \quad (14)
\]
The principal diagonal elements of these tensors are related with the normal strains termed $\epsilon$ whereas the other elements $\gamma_{ij}$ and $E_{ij}$ correspond to shearing effects. These strains can be calculated by derivation of the absolute displacement vector which in our case corresponds to the flow field. In our notation $\epsilon_{ii}$ is based on the small strain, whereas $\epsilon_i$ is based on the Green strain. The coordinates $x$ and $y$ always correspond to the non-deformed state of the object.

$$\epsilon_{11} = \frac{\partial u}{\partial x}, \quad \epsilon_{22} = \frac{\partial u}{\partial y}, \quad \gamma_{12} = \gamma_{21} = \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x}$$

$$\epsilon_1 = \sqrt{1 + 2E_{11}} - 1, \quad \epsilon_2 = \sqrt{1 + 2E_{22}} - 1$$

$$E_{11}(x,y) = \frac{\partial v}{\partial x} + \frac{1}{2}\left( (\frac{\partial v}{\partial x})^2 + (\frac{\partial v}{\partial y})^2 \right)$$

$$E_{22}(x,y) = \frac{\partial u}{\partial y} + \frac{1}{2}\left( (\frac{\partial u}{\partial x})^2 + (\frac{\partial v}{\partial y})^2 \right)$$

Normalization of the normal strains with the humidity change that caused the deformation results in a dense estimate for $k$ in form of a point wise vector field with the $x$ and $y$ component given by

$$k_x(x,y) = \frac{\epsilon_{1}(x,y)}{\Delta RH} \approx \frac{\epsilon_{11}(x,y)}{\Delta RH} = \frac{\partial v}{\partial x} \frac{\Delta RH}{\Delta RH}$$

$$k_y(x,y) = \frac{\epsilon_{2}(x,y)}{\Delta RH} \approx \frac{\epsilon_{22}(x,y)}{\Delta RH} = \frac{\partial v}{\partial y} \frac{\Delta RH}{\Delta RH}$$

If the block would be perfectly homogeneous per direction, every normal-strain $\epsilon_{22}$ along the $y$-axis of a given $x$-position would be equal to the overall normal-strain at the same $x$-position. This can be seen in Figure 6 [1] that illustrates the overall concept.

However, in a real specimen the normal-strain changes throughout the block, due to inhomogeneities such as annular rings, cracks etc. The resulting global normal-strain can therefore be estimated by averaging. But since we are interested in how the $y$ dimension changes over $x$, the averaging is only done along the $y$ dimension [21]. The same can be done vice versa for the $x$ dimension changes [22]. The averaging range is set according to the data-term mask where the flow was optimized for.

$$k_y(x) = \text{avg}_y \left( \frac{\epsilon_2}{\Delta RH} \right) \approx \text{avg}_y \left( \frac{\epsilon_{22}}{\Delta RH} \right)$$

$$k_x(y) = \text{avg}_x \left( \frac{\epsilon_1}{\Delta RH} \right) \approx \text{avg}_x \left( \frac{\epsilon_{11}}{\Delta RH} \right)$$

If the block has cracks, extreme strain values appear at the discontinuities, which can be used to find the cracks. Although, this increases the variance of $k$, the value for the small strain version $k_e$ reflects the overall value as seen at the averaging boundary ($a$ and $b$) ignoring inner distribution, due to a telescopic sum [23] as averaging and derivation directions are aligned. This is not the case for $k_E$ from the Green tensor. Absolute strain values roughly an order of magnitude higher then the biggest small strain estimate for $k_e$ are considered cracks and therefore best omitted for the average and variance of $k_E$.

$$k_{y,e}(x) = \frac{1}{y_b - y_a} \sum_{y=y_a}^{y_b} \frac{\epsilon_{22}(x,y)}{\Delta RH}$$

$$= \ldots = \frac{v_y(x,y_b) - v_y(x,y_a)}{(y_b - y_a)\Delta RH}$$

$$k_{x,e}(y) = \frac{v_x(x_b, y) - v_x(x_a, y)}{(x_b - x_a)\Delta RH}$$

To sum up, the correction factor $k$ can be calculated for any desired region or direction of the block directly from flow field. Furthermore, the block’s strain tensors $e$ and $E$ are computed as dense fields, which can be useful for many applications.

### 3. Conducted experiments

Now that the method has been presented, various experiments will be made for setup, validation and demonstration purposes.

#### 3.1. Setting up the regularization and hyper-parameters for the flow

The optimization step of our method contains hyper-parameters that need to be set up. For some of these parameters rules of thumb can be given that work for wide ranges of data, but some others need to be adjusted more carefully to the current dataset.

For example, the results will generally be better the more warps, primal-dual-iterations, and pyramid layers are used, but values of around 5-10 warps, 30-100 primal-dual-iterations, a pyramid scale of around...
0.8-0.9 that corresponds to around 10-20 steps depending on image size will usually work fine.

Setting up the parameters that are associated with equation (9) is heavily dependent on the target data. These parameters basically specify how piecewise-smooth we want our flow ($\varepsilon_{H,\text{Flow}}$) and illumination ($\varepsilon_{H,\text{Ilu}}$) fields to be estimated, how big we want the impact of the illumination compensation to be ($\beta$) and how much influence the overall data-term will have in comparison to the regularization that implies the penalties on the variation in the fields ($\lambda$).

Before the setup procedure will be explained, an example of a good setup will be shown in Figure 7. A mid section. This Figure was generated using $\varepsilon_{H,\text{Flow}} = 0.2, \varepsilon_{H,\text{Ilu}} = 0.05, \beta = 0.04$ and $\lambda = 10$. Here the two lower leftmost images show the final warped version of $I_{2,w}$ with and without illumination compensation. As can be seen the algorithm managed to close the cracks just with flow information and the intensity compensation just dampened the effects of stains to some degree. These parameters were acquired using the following iterative procedure. First, setting $\beta = 0$ to remove illumination compensation, whilst working regions for $\varepsilon_{H,\text{Flow}}$ and $\lambda$ are being tested out. This can be verified by comparing the final warped image $I_2, w$ to the original version of $I_1$. Once this is achieved, the illumination compensation term can be activated by setting $\beta$ to some value $\leq 1$ and specifying how piecewise constant/smooth the illumination compensation shall be using $\varepsilon_{H,\text{Ilu}}$. However, since these parameters setup competition weights in the optimization process, changing a single one leads to overall changes as well. Therefore, the final setup needs to be done jointly and iteratively. This setup is best done on a selection of image pairs from the dataset that require vastly different flow and illumination fields, to ensure that the settings will work well for all images. For example, the image pairs should contain combinations with smooth and discontinuous (small, large stains) brightness changes as well as no changes. The same should be true for the flow, which should contain image pairs with no flow, smooth, discontinuous flow (cracks) etc.

Care must be taken to avoid that the intensity compensation models too fine details. This can lead to inpainting effects, as can be seen in Figure 7 bottom, where the flow was not able to close the cracks, and the compensation simply re-painted it.

### 3.2. Comparison with other methods

In order to verify if the results of the main method are plausible, comparison against different measurement options have been carried out (Figure 8). The first method uses manually placed markers on both images, that have been fine tuned using correlation. All points have been visually checked after the correlation to avoid wrong correspondences due to stains, mold etc. Furthermore, only points that are sufficiently close to the border under investigation (for $y$-top-bottom) are taken into account to avoid local effects, e.g. visible close to the annular rings. $k$ is calculated according to equation (13) for each point. Since the front face of specimen PK1 shows a more or less well defined boundary in both images, also an estimation using the boundaries of the binary mask can be conducted in this particular case. Here the lengths for equation (13) are measured from the binary masks along the $x$ and $y$ direction respectively.

As can be seen the method with the markers, even though fine tuned with correlation, has a high variance on the output. Also the method using the image mask’s border has a high noise, even though the border is particularly well defined in this case. For other specimen this method rendered completely useless. Our main method on the other hand yields a dense result for $k$ that aligns well with the noisy measurements from the other methods and it also allows to calculate the variance of the coefficient throughout.
the block along with the averaging process. In the case of the dried specimen, the estimate for $k_E$ based on the Green tensor seems to account that the block actually became smaller than apparent on the surface due to the voids in form of the cracks. On the other hand the small strain estimate for $k_e$ better reflects the values near the surface, due to the telescopic sum in the averaging process.

4. Conclusion and future work

As shown in experiments, our approach is able to extract humidity dependent strain properties directly from the images of the specimen at different humidity levels. This works very robust despite the specimens’ appearance-changes during the humidification process. Our method describes exemplary estimation of one particular deformation coefficient and its variance. However, since we estimate the whole strain field in a dense manner, various other coefficients might be estimated using this method as well. Since our method allows accurate and separate setup of how piecewise constant or smooth the flow and illumination fields shall be estimated, it can easily be adapted to a variety of similar applications.

Future work includes investigations on expansion of the method to other useful engineering coefficients. Furthermore, more in depth analysis on the absolute achievable accuracy using well defined test objects might be valuable.
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