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Abstract

This paper aims to automatically detect COVID-19 patients by analysing the acoustic information embedded in coughs. COVID-19 affects the respiratory system, and, consequently, respiratory-related signals have the potential to contain salient information for the task at hand. We focus on analysing the spectrogram representations of coughing samples with the aim to investigate whether COVID-19 alters the frequency content of these signals. Furthermore, this work also assesses the impact of gender in the automatic detection of COVID-19. To extract deep learnt representations of the spectrograms, we compare the performance of a cough-specific, and a Resnet18 pre-trained Convolutional Neural Network (CNN). Additionally, our approach explores the use of contextual attention, so the model can learn to highlight the most relevant deep learnt features extracted by the CNN. We conduct our experiments on the dataset released for the Cough Sound Track of the DiCOVA 2021 Challenge. The best performance on the test set is obtained using the Resnet18 pre-trained CNN with contextual attention, which scored an Area Under the Curve (AUC) of 70.91 at 80% sensitivity.
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1. System Description

This paper presents our contribution to the Cough Sound Track of the DiCOVA 2021 Challenge [1]. Section 1.1 introduces the suggested approaches. Section 1.2 describes the pre-processing applied to the coughing samples, and details the representations extracted for their modelling, which is explained in Section 1.3. Finally, Section 1.4 summarises the results obtained from the approaches presented.

1.1. Methodology Overview

The outbreak of the Coronavirus Disease 2019 (COVID-19) has dramatically stressed the health systems worldwide. Despite the vaccines, massive population screenings will still be needed to control the spread of this disease and its strains. Current medical diagnostic tools are time consuming, and burden public expenditures. Thus, there is an opportunity to develop new digital, diagnostic tools to improve the monitoring and the early detection of COVID-19 at a large scale cost-effectively.

The symptomatology of COVID-19 includes affections in the respiratory system. Therefore, the acoustics of respiratory-related body signals, such as coughs, have a high potential to contain salient information that can be used towards the diagnosis of COVID-19 patients. A standard approach would be the extraction of engineering-based handcrafted features. However, it is not clear yet which are the optimal features for this problem.

In this work, we opt for analysing the spectrogram representations of the coughing signals with the aim to: i) investigate whether COVID-19 symptomatology alters the frequency content of the coughing signals, and ii) assess the impact of gender in the automatic detection of COVID-19 patients. To extract salient information from the spectrograms, our approach relies on Convolutional Neural Networks (CNNs) combined with Fully Connected (FC) layers responsible for the classification of the embedded features learnt. Furthermore, our approach explores the use of contextual attention so the network learns to highlight the most relevant embedded features for the task at hand.

1.2. Data Preparation

This section details the data preparation stage of our approach, which has several steps: audio resampling, silence removal, feature extraction, data patch generation, and data augmentation.

1.2.1. Audio resampling

The training and validation partitions of the DiCOVA Challenge dataset for the Cough Sound Track are composed of 1040 audio recordings of different durations, ranging from ca. 1 sec up to 15 sec, with an average duration of 4.7 sec. The provided audio files are originally sampled at 48 kHz. Our preliminary spectral analysis of a subset of the recordings revealed that a substantial amount of them does not have any frequency content above 8 kHz. We hypothesize a potential reason to explain this is the use of low-quality equipment by patients when recording their coughing samples, e.g., with mobile devices. Therefore, we resample all audio files to a common sampling rate of 8 kHz to account for the diversity of devices used for recording. Besides, the lack of frequency content above 8 kHz results in a dark patch in the spectrogram representations of the corresponding coughing samples, which creates noise in the training data.

1.2.2. Sound Activity Detection

Each audio sample in the dataset contains a sequence of coughs. A short amount of silence separates consecutive coughing samples within each sequence. We consider these silent regions to be irrelevant in the detection of COVID-19, and, therefore, we use a Sound Activity Detector (SAD) to filter them out. After the resampling step, the audio files are subsequently passed through a SAD based on the Root-Mean-Square (RMS) value of the audio samples in the time domain. We compute the RMS using the librosa Python library [2], and a frame length of 64 msec.
1.2.3. Feature Extraction and Patch Generation

With this strategy, several patches from a single coughing sample are used for training the models. We use min-max normalization to scale each audio file’s RMS, and we discard all frames below a threshold of 0.1 (set empirically). After the SAD step, we concatenate all frames above the threshold, and save the result as a new audio file for further processing. As an additional experiment, we compared the RMS-based SAD to a SAD based on spectral flux, which detects abrupt changes in the spectral domain. Although a cough is an example of such a change, the preliminary exploration of the results using both methods showed that the RMS-based SAD worked better in this context. Note that to assess the effectiveness of silence removal in the detection of COVID-19 patients, our experiments use both the original, and the cough-only audio files. Details about the experiments performed and the results obtained are given in Section 1.3 and Section 1.4, respectively.

1.2.4. Data Augmentation

The training dataset is unbalanced in terms of positive and negative examples: from the 1040 samples in both the train and the validation partitions, 965 are negative (healthy patients), while only 75 are positive (COVID-19 patients). This difference also impacts the number of spectrograms generated from the patches of the coughing samples defined. Thus, we increase the number of positive examples via replication, i.e., including copies of the positive spectrograms to balance the dataset. We considered other forms of augmentation, such as filtering or additive noise. However, since it is not clear yet which kind of information from the audio is relevant for the task at hand, we decided not to alter the acoustic content in any way. Although replication introduces redundancy in the training set, we believe it is useful when the number of positive and negative examples significantly differs.

1.3. Classifier Description

This section presents the neural networks used to model the coughing samples to detect COVID-19 patients. While Section 1.3.1 describes the architecture of the networks implemented, Section 1.3.2 details the procedure for our networks to consider gender information.

1.3.1. Network Architectures

The networks trained to detect COVID-19 from coughing samples are composed of two main blocks: the first one extracts embedded representations from the input spectrograms, while the second one focuses on the classification of the embedded features depending on whether they belong to healthy or COVID-19 patients. For the latter, we employ two FC layers with 128 and 2 output neurons, respectively. While the first layer uses Rectified Linear Unit (ReLU) as the activation function, the second one uses Softmax, so that the network outputs can be interpreted as probability scores.

As our networks’ inputs are spectrograms, the extraction of the embedded representations is implemented using CNNs. Specifically, we compare the performance of a cough-specific CNN trained from scratch with the performance of a Resnet18 pre-trained CNN [3]. The cough-specific CNN is implemented with two convolutional blocks with 32 and 64 channels, respectively, a square kernel of $3 \times 3$, and a stride of 1. Both blocks...
implement batch normalisation, and use ReLU as the activation function. While the first block includes a $2 \times 2$ max-pooling, the second one uses adaptive average pooling, so the learnt feature map has a dimension of $2 \times 2$.

To highlight the salient information from the embedded representations learnt, we include a contextual attention mechanism (adapted from [4] and [5]) between the two blocks of the network. Representing the deep features learnt as $h$, the contextual attention mechanism is mathematically defined as follows:

$$ u = \tanh(W_h + b), $$

$$ \alpha = \frac{\exp(u^T u_k)}{\sum \exp(u^T u_k)}, $$

$$ h = \alpha h, $$

where $W$, $b$, and $u_k$ are parameters to be learnt by the network. The parameter $u_k$ can be interpreted as the context vector. The attention-based representation obtained $h$ is then fed into the FC layers for classification.

### 1.3.2. Gender Awareness

Assessing the impact of gender in the automatic detection of COVID-19 patients is also one of this work’s goals. To address this aspect, we explore three different network configurations. The first one does not consider any gender information, and is used as a baseline for our experiments. The second one, referred to as gender-based models in our experiments, includes an encoded representation of the patients’ gender, which is concatenated with the deep learnt features extracted. Both are fed into the FC layers of the network. The third and last configuration, referred to as gender-specific models in our experiments, trains gender-specific models, so female and male coughs are analysed with models trained using samples from patients of the same gender.

### 1.4. Results

All models are trained to minimise the Categorical Cross-Entropy Loss, using Adam as the optimiser with a fixed learning rate of $1 \times 10^{-3}$. Network parameters are updated in batches of 32 samples, and trained during a maximum of 100 epochs. We implement an early stopping mechanism to stop training when the validation loss does not improve for ten consecutive epochs. To assess the models, we follow a 5-fold cross-validation approach, as defined by the Challenge organisers. Each fold is trained during a specific number of epochs. Therefore, when modelling all training material and to prevent overfitting, the training epochs are determined by computing the median of the training epochs processed in each fold.

As described in Section 1.2.3, several fix-length spectrograms can be extracted from a single coughing sample. Thus, at inference time, several probability scores can be predicted for a single sample. To overcome this issue, we compute the probability of a specific sample to belong to a COVID-19 patient as the median of the probabilities inferred from the corresponding spectrograms. The results obtained when assessing the models trained using a cough-specific CNN without and with contextual attention are summarised in Tables 3 and 4, respectively. The results obtained when assessing the models trained using the pre-trained ResNet18 CNN without and with contextual attention are compiled in Tables 3 and 4, respectively.

One of our experiments’ main insights is that models that incorporate gender information outperform the baseline model in most cases. In this task, the gender of the patient is especially relevant: the vocal apparatus has a different shape and size for males and females, which results in significant differences both in the timbre and frequency range of the respiratory-related signals. We obtained the best performance with the gender-based model in three of the four scenarios we present in this paper. Besides, it is worth mentioning that although in Table 4 the best performance is achieved with the gender-specific model, the corresponding Area Under the Curve (AUC) for the gender-based model is only 1% lower, suggesting that they have an equivalent performance. Since both models incorporate gender information, these results lead us to conclude that the gender of the patient is a very relevant feature for this task.

When we compare the results between cough-only and original audio files, we observe a clear difference: interestingly, the best performances using cough-only audio files on the test set were obtained with the cough-specific CNN (cf. Tables 3 and 4), while original audio files scored the highest AUC using the pre-trained ResNet18 CNN (cf. Tables 3 and 4). One potential reason behind these differences is that ResNet18 is a pre-trained network for image classification and not directly related to acoustics. In general, images can be quite heterogeneous, i.e., they commonly have several elements, separated by edges,

| Models     | Audio Files | Partition | AUC  | Sensitivity | Specificity |
|------------|-------------|-----------|------|-------------|-------------|
| Baseline   | Original    | Val. 62.32 | 81.60 | 33.16       |
|            | Test        | 68.43     | 80.49 |
| Cough-only | Original    | Val. 53.55 | 81.60 | 16.48       |
|            | Test        | 54.55     | 80.49 |
| Gender     | Original    | Val. 64.35 | 82.40 | 38.24       |
| Based      | Test        | 68.95     | 80.49 |
| Gender     | Original    | Val. 55.33 | 84.00 | 18.45       |
| Specific   | Test        | 52.31     | 82.93 |

| Models     | Audio Files | Partition | AUC  | Sensitivity | Specificity |
|------------|-------------|-----------|------|-------------|-------------|
| Baseline   | Original    | Val. 62.97 | 81.60 | 37.41       |
|            | Test        | 69.17     | 80.49 |
| Cough-only | Original    | Val. 54.93 | 82.40 | 21.55       |
|            | Test        | 52.56     | 80.49 |
| Gender     | Original    | Val. 61.59 | 80.80 | 31.19       |
| Based      | Test        | 69.89     | 80.49 |
| Cough-only | Original    | Val. 55.38 | 80.80 | 24.56       |
|            | Test        | 54.34     | 80.49 |
| Gender     | Original    | Val. 62.01 | 83.20 | 36.27       |
| Specific   | Test        | 70.91     | 80.49 |
| Cough-only | Original    | Val. 59.56 | 81.60 | 35.23       |
|            | Test        | 59.01     | 80.49 |
with higher gradients to be captured by the CNN. In our spectrogram images, part of the edges appear at the beginning and end of the silent regions because of the abrupt change in the frequency content. The cough-only audio files do not contain these silent regions, and, therefore, they become much more homogeneous. In contrast, the original audio files have more edges, and they would be more suitable for such a pre-trained network.
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