Efficient approximation of experimental Gaussian boson sampling
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Two recent landmark experiments have performed Gaussian boson sampling (GBS) with a non-programmable linear interferometer and threshold detectors on up to 144 output modes (see Refs. 1 and 2). Here we give classical sampling algorithms with better total variation distance and Kullback-Leibler divergence than these experiments and a computational cost quadratic in the number of modes. Our method samples from a distribution that approximates the single-mode and two-mode ideal marginals of the given Gaussian boson sampler, which are calculated efficiently. One implementation sets the parameters of a Boltzmann machine from the calculated marginals using a mean field solution. This is a 2nd order approximation, with the uniform and thermal approximations corresponding to the 0th and 1st order, respectively. The kth order approximation reproduces Ursell functions (also known as connected correlations) up to order k with a cost exponential in k and high precision, while the experiment exhibits higher order Ursell functions with lower precision. This methodology, like other polynomial approximations introduced previously, does not apply to random circuit sampling because the kth order approximation would simply result in the uniform distribution, in contrast to GBS.

I. INTRODUCTION

Quantum computers hold the promise of efficiently solving certain computational tasks that are beyond the capabilities of classical computers. There is still a long path ahead towards the realization of a large-scale, error-corrected, programmable quantum computer. Nevertheless, in 2019 Ref. 3 reported a beyond-classical computation through the task of random circuit sampling (RCS) [4] using a fully programmable quantum processor; this announcement has been followed by similar experiments [5, 6]. RCS uses standard quantum circuits and there is a substantial body of literature studying RCS in complexity theory [4, 7–12] and computational methods [13–23], including approximations [24–32]. As of today, despite substantial improvements in classical algorithms and implementations [14–18], the sampling tasks reported in Refs. [3, 5, 6] have not been reproduced with classical supercomputers.

In 2020, Ref. 1 reported a landmark Gaussian boson sampling experiment (GBS) [33–43] in a photonic interferometer with 50 input single-mode squeezed states and threshold detectors on 100 output modes, followed by Ref. 2 with 144 output modes and improved calibration. The linear interferometers used in these experiments are not programmable. The cost of calculating the ideal output probability of a given bit string is exponential in the number of 1s or detector clicks. The mean number of clicks is as high as 66.87 in dataset 2.b.5, see Table 1.

| Dataset | experiment | N | waist (µm) | P(W) | theoretical mean click num. |
|---------|------------|---|------------|------|----------------------------|
| 1       | 1 (Ref. 1) | 100 | -          | -    | 41.04                      |
| 2.a.1   |            | 125 | 0.5        | 7.27 |
| 2.a.2   |            | 1.412 | 19.26      |
| 2.b.1   | 2 (Ref. 2) | 144 | 0.15       | 5.98 |
| 2.b.2   |            | 65  | 0.3        | 11.94|
| 2.b.3   |            | 1.0 | 0.6        | 24.66|
| 2.b.4   |            | 1.65 | 41.79      |
| 2.b.5   |            |     | 1.65       | 66.87|

TABLE I. Experimental datasets of Refs. 1 and 2. As explained by the authors, reducing the focus waist or increasing the power P(W) of the pump results in an increased mean click number in the output. See Figs. 3, 10 and 11 and App. H for details on the distributions of click number and their moments.

Refs. 1 and 2 show that some known mockup distributions are further from the ground truth or ideal distribution than the experiment. The mockup distributions considered are: uniform samples, distinguishable bosons, and a thermal approximation. Ref. 2 also shows that high order Ursell functions can be detected in the experiment.

The only known efficient general approximation of the RCS output is the uniform distribution over bit strings [4, 24]. Indeed, the marginal probabilities for any subset of qubits are also exponentially close to uniform due to the highly entangled nature of the RCS output.

1 Ref. 30 gives an efficient approximation better than uniform for one dimensional random circuits with gate fidelity below some threshold.
The difficulty of approximating the RCS output distribution can be appreciated with the observation that even a single discrete error on a random quantum circuit will result in an output distribution uncorrelated with the ground truth [4]. Furthermore, such high error sensitivity of RCS allows us to use it as an estimator of system fidelity [3, 4, 44, 45].

The situation is very different for boson sampling: marginals of the output distribution are far from uniform [46–51]. This makes it harder than in the RCS case to reach a conclusion about the computational hardness of a given experiment as a sampling problem, and GBS does not result in an estimate of fidelity. Note that GBS is based on the continuous variable formulation of bosonic interference [52, 53], which is by design not as sensitive to discrete errors such as losing photons in a specific mode. Furthermore, in GBS photon loss is incorporated in the ground truth, as it is included in the quantum continuous variable description of the experiment.

Consequently, there exist polynomial approximations of boson sampling [48, 51, 54–59]. One type of approximation aims at finding a positive quasi-probability description of the experiment from first principles, but it does not apply to the parameter regime [54, 55] of the experiments of Refs. 1 and 2. A different kind of approximation was first developed as a polynomial approximation of noisy permanents in the context of boson sampling with a well defined number of photons [48, 56, 57]. Although it can be extended to GBS, which uses quantum continuous variables [51, 58], it might require relatively expensive high order polynomial calculations [1, 59].

In this paper we give a different approximation to boson sampling and we show that the GBS task of Refs. 1 and 2 can be approximated with better statistical distance than the experiment efficiently, with a cost quadratic in the number of modes. We proposed the basic idea, related to previous polynomial approximations [48, 51] but more directly applicable to GBS with continuous variables, the same day that Ref. 1 appeared [60]. The starting point is that the ideal two-mode marginals, or two-mode correlations, are easy to compute both for standard boson sampling [47, 49–51, 61] and GBS [1, 53]. Our method samples from a distribution that approximates all the single-mode and two-mode marginals. We implement two heuristic algorithms that achieve that. The first one sets the parameters of a Boltzmann machine using the calculated correlations to compute the effective, mean field coupling constants of a fully-connected Ising model. The main difficulty is to compare with the ground truth, given that calculating the ideal probabilities corresponding to the experiment is expensive (see App. A). Note that the uniform distribution is a 0th order approximation in this method, and a thermal approximation is the 1st order approximation. This method is capable of generating millions of bit strings per minute on a single workstation. Our methodology can be extended to order k approximations with a cost exponential in k, and it does not capture Ursell functions (also known as connected correlations) beyond kth order. Note that Ref. 62 has recently introduced substantial improvements for the exact calculation of the ground truth probabilities, although the cost is still exponential and impractical for the exact simulation of the GBS experiments of Refs. 1 and 2. The same reference also introduced an approximate and efficient sampling algorithm that performs better than a thermal sampler.

Recently, Ref. 63 proposed an alternative heuristic to estimate a given output probability with a kth order polynomial and multiplicative error. The required order of their approximation will increase with the number of clicks and the calculation needs to be performed repeatedly for each output bit string. This is in contrast with our method, as we do not estimate any global probabilities. While the approximation of Ref. 63 is in some sense exponential in the number of clicks, the authors argue that a fourth order approximation would suffice to reproduce the 100 mode experiment in Ref. 1 based on numerical studies with 30 modes.

II. CLASSICAL MOCKUP SAMPLING METHODS

The output of a GBS experiment with threshold detectors over N modes is a bit string z of length N. Computing a bit string probability exactly is exponentially
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The dark count rate of the superconducting nano-wire single-photon detector used is very low, $p_d \sim 10^{-4}$ [55].
A. Boltzmann machines

The expected best \( k \)th order approximation corresponds, from the maximum entropy principle, to a Boltzmann machine (BM) (see App. C):

\[
p(z) = \frac{1}{Z} \exp \left( \sum_a \lambda_a z_a + \sum_{a < b} \lambda_{a,b} z_a z_b + \sum_{a < b < c} \lambda_{a,b,c} z_a z_b z_c + \cdots \right),
\]

where \( Z \) represents the partition function, which normalizes the probability distribution.

Trivially we consider the uniform distribution over bit strings as the 0th order approximation. The 1st order approximation samples each bit independently with its correct average, and therefore uses only one-mode marginals; this corresponds to a BM with only the first summand in the exponent of Eq. (1). We call this the thermal approximation. Consistent with the results reported in Ref. 1, this approximation performs worse than the experiment (see Section III).\(^3\)

At order \( k \geq 2 \) we can train such a BM, which includes the first \( k \) summands in the exponent of Eq. (1), through gradient descent of the log-likelihood \([64]\). Estimating the gradient of the log-likelihood requires estimating the correlations of the ground truth (ideal Gaussian boson sampling), and of the BM. While the ground truth correlations can be calculated directly with machine precision (see App. A), the correlations of a large fully connected BM can only be estimated through sampling.\(^4\) Therefore, training a BM requires order \( \frac{1}{T} \) samples of the intermediate BM per training step, where \( T \) is the required precision in the marginal probabilities. Given the exponentially decreasing values of the correlations with \( k \) (see Fig. 1), this training requires exponentially increasing number of samples in \( k \) to achieve a fixed relative error in the order of the correlations considered.

Given the poor scaling of the gradient descent method to train the BM with the desired precision, we choose to find the parameters for the 2nd order BM through a mean field approximation, which avoids sampling the BM during the training. In order to do so, it is more natural to rewrite the BM in terms of spin variables, \( s = \{ s_a \}_{a=1}^N \), as opposed to the Boolean variables of Eq. (1). This is achieved by the change of variables \( s_a = 2z_a - 1 \). In this language, the probability of a spin string \( s \) is:

\[
p(s) = \frac{1}{Z} \exp [-H(s)],
\]

where \( H(s) \) is the fully-connected Ising Hamiltonian:

\[
H(s) = -\sum_a h_a s_a - \sum_{a < b} J_{a,b} s_a s_b.
\]

In order to find the coupling constants of Eqs. (2) and (3) we now use the Thouless, Anderson, Palmer

\(^3\) Ref. 1 uses a different thermal approximation. They use thermal states as input to the linear interferometer, while we approximate the output of the linear interferometer as a thermal state. The results are nevertheless similar.

\(^4\) Note that this is not just a problem with estimating the partition function, which might be addressed with the pseudo-likelihood method. The problem is that we do not have samples from the ground truth, but only the marginal probabilities.
(TAP) mean field approximation, which yields [64, 65]:

\[
J^{\text{TAP}}_{a,b} = \frac{-2(C^{-1})_{a,b}}{1 + \sqrt{1 - 8(C^{-1})_{a,b} \langle s_a \rangle \langle s_b \rangle}} \tag{4}
\]

\[
h^{\text{TAP}}_a = -\sum_{a \neq b} (J^{\text{TAP}}_{a,b})^2 (1 - \langle s_b \rangle^2) \\
- \sum_{a \neq b} J^{\text{TAP}}_{a,b} \langle s_b \rangle + \text{arctanh}(\langle s_a \rangle). \tag{5}
\]

Note that the expressions in Eqs. (4) and (5) are a function of the one-spin magnetizations \( \langle s_a \rangle \) (one-mode marginals) and the covariance matrix of the spins \( C \) (two-mode marginals). Other mean field solutions seem to give similar results.

The next step is using this BM to produce mockup samples. We do this using standard Gibbs sampling [66], as the probability of one bit (spin) conditional on all the others is easy to calculate (see App. E). Note that this algorithm runs in \( O(N^2L) \) time, where \( N \) is the number of modes and \( L \) the number of samples. The numerical results of this method are discussed in Section III.

B. Greedy heuristic for generating bit strings with desired \( k \)th order marginals

In this section we describe an alternative greedy heuristic to generate a set of \( L \) \( N \)-bit strings with approximately correct marginal probabilities. We encode the set of bit strings in a matrix \( S \) of size \( L \times N \) with entries either 0 or 1. Each row corresponds to a bit string and each column to one of the \( N \) modes. Our goal is to choose each entry of the matrix to be either a 0 or a 1 in a way such that the empirical marginals up to order \( k \) of the set of \( L \) bit strings are as close as possible to the theoretical marginals.

We initially work with the first \( k \) columns of matrix \( S \) and iterate over all \( L \) rows, where \( k \) is the order of the approximation. On iteration \( i \) we choose the bit string of bits \( S_{i,1} \) through \( S_{i,k} \) to complete the sub-matrix of \( S \) with rows from 1 through \( i \) and columns 1 through \( k \), which we denote by \( S_{1:i,1:k} \). We choose the \( k \)-bit string \( S_{i,1:k} \) which minimizes the \( \ell_1 \) distance between the vectors of empirical and theoretical (ideal) marginal probabilities for the first \( k \) modes. After \( L \) iterations we have placed all matrix elements in sub-matrix \( S_{1:L,1:k} \). Finally we shuffle all rows before proceeding to the next column.

We now place bits on the \((k+1)\)th column through the \(N\)th column of \( S \). For each column \( j \), with \( k+1 \leq j \leq N \), we iterate over rows. On iteration \( i \) we choose the bit \( S_{i,j} \) such that it minimizes the \( \ell_1 \) distance between the vectors of empirical and the theoretical marginal probability distributions of order \( k \) that involve mode \( j \) and \( k-1 \) modes from the set \( \{l\}_{l=1}^{k-1} \). After \( L \) iterations we have placed all matrix elements in column \( j \) of \( S \). We now shuffle all rows of sub-matrix \( S_{1:j,1:L} \). We repeat this procedure sequentially over all columns.

We see numerically that the \( L \) bit strings thus generated produce a vector of empirical probability distributions with \( \ell_1 \) distance of order \( O(1/L) \) to the theoretical marginals, i.e., of the order of the rounding error. This algorithm runs in \( O(N^{k+2}L) \) time.

Note that the samples generated this way are not i.i.d. We can reduce the correlations between them by randomly selecting a subset of them for the output. We can also generate i.i.d. samples by repeating this method many times and randomly selecting a single bit string per run. In addition, one might try variations of this algorithm, e.g., iterating over rows and columns in different orders.

III. NUMERICAL RESULTS

In this section we discuss the performance of the classical mockup samplers introduced in Section II as compared to the experimental quantum samplers of Refs. 1 and 2.

We begin by comparing the Ursell functions (see App. D) of the experiment and mockup samplers against their ideal values (see Fig. 2). Mockup samplers of order \( k \) exhibit only \( k \)th order Ursell functions by construction: the thermal sampler only shows correct 1st order Ursell
Fig. 4. Total variation distance difference $\Delta \delta = \delta_m - \delta_e$ where $\delta_m$ is the distance between the ideal marginal distribution and a mockup, and $\delta_e$ is the distance between ideal and experiment. The title of each subplot denotes the dataset (see Table I). We consider marginal distributions from 1 to 14 modes. Each point represents the average of $\Delta \delta$ over 100 randomly chosen subsets of modes. Error bars represent the empirical standard deviation. For each subset of modes, the empirical probabilities are computed with 10 million sampled bit strings. A negative $\Delta \delta$ means the mockup sampler is sampling from a distribution with smaller total variation distance to the ideal distribution than the experiment, therefore outperforming the experiment according to this metric. For a finite number of samples, the estimator of $\Delta \delta$ is biased towards 0. This bias becomes larger as the number of modes increases. In order to have a converged estimate of $\Delta \delta$, an exponential number of samples would be needed. Shaded areas represent lower and upper bounds of the actual value of $\Delta \delta$ (see App. G for details).

functions, the 2nd order samplers show correct 1st and 2nd order correlations, with a fast decay beyond that order, and the third order greedy sampler shows correct Ursell functions up to 3rd order. The 3rd order residual of the 2nd order samplers is almost identical, suggesting that the greedy sampler is performing similarly to a maximum entropy sampler. Interestingly, the experiment shows correlation of the Ursell functions with their ideal values for all orders studied here (see Ref. 2), while the mockup samplers see a fast decay past the order of the sampler.

Next we consider the distribution of the number of clicks. See Refs. 42 and 63 for recent studies on this quantity. Fig. 3 shows the distribution $\Pr(\text{click number})$ for the different mockup samplers for dataset 2.b.5. In addition, the dotted black curve represents a Gaussian (2nd moment) approximation to the theoretical distribution of the number of clicks, similar to the one introduced in Ref. 63. The Gaussian approximation has a deviation of at most $\sim 2 \times 10^{-4}$ compared to the 3rd moment approximation. We observe that the thermal sampler performs worse than all others while, for this dataset, the higher order mockup samplers outperform the experiment.

Our main result is a comparison of the total variation distance from the ideal distribution (ground truth) to the experiment and mockup samplers. On the one hand, it is not possible to estimate the total variation distance between for the samplers with a large mean number of clicks, both because the exact ideal probabilities are too hard to calculate, and also because it is not possible to produce enough samples of the experiment or mockup samplers to estimate the empirical probabilities. On the other hand, the ideal probabilities of the marginal distribution in a small subset of modes is easy to calculate (see App. A) and the empirical marginal distribution for the same subset of modes can also be estimated. This is the approach that be follow to estimate the total vari-
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5 Note that the $k$th order samplers have a $(k+1)$th order residual. It is not generally possible to construct a probability distribution with correlations of order $k$ or lower fixed to a given value, and higher order correlations equal to 0.
FIG. 5. Kullback-Leibler (KL) divergence difference per mode, ∆DKL/(# modes), over marginal distributions of 1 through 14 modes between the mockup samplers and the experiment. This figure is similar to Fig. 4. Each point represents the average of ∆DKL/(# modes) over 100 randomly chosen subsets of modes of a certain size (or all 144 modes for the one mode case in experiment 2); error bars represent the standard error of the average. For each subset of modes, the empirical probabilities, necessary to get DKL (see main text), are computed over a set of 10 million sampled bit strings. A negative ∆DKL/(# modes) means the mockup sampler is sampling from a distribution with smaller KL divergence, DKL, to the ideal distribution than the experiment, therefore outperforming the experiment.

6 The estimation of ∆δ using empirical probabilities is biased towards 0 and converges slowly in the number of samples used. This is more evident with a larger number of modes, due to the exponentially many probabilities and the fact that there is only a finite set of samples available to estimate them empirically. The KL divergence shows much faster convergence with number of samples, which alleviates this problem. See App. G for details.

7 Note that the KL divergence is an extensive quantity. Dividing by the number of modes makes it intensive and more convenient to analyze.
FIG. 6. Cross entropy difference, $\Delta XE$, between mockup samples and experimental samples over bit strings with a fixed click number. Markers represent the average over up to 1000 samples. Error bars represent the propagated standard errors of the average XE of the experimental and the mockup samples. For dataset 2.b.5, we have marginalized the probability distribution over modes 1 through 90; this allows us to get enough bit strings with the studied click numbers. Vertical dashed lines denote the average click number of the dataset. Note that for datasets 2.a.1, 2.b.1, and 2.b.2 we are analyzing close to the full distribution, without the need to extrapolate to large click numbers. This is because the distributions of click number for these datasets have most of their mass over low click numbers (see Fig. 10). While the thermal sampler is consistently worse than the experiment, the greedy sampler of order 3 performs similar to the experiment. It is interesting to notice that the order 2 TAP sampler becomes better with larger power, i.e. over distributions with smaller single mode biases (1-mode marginals closer to $\frac{1}{2}$). With the TAP sampler, for datasets 2.a.1 and 2.b.1 we could not collect enough bit strings with the number of clicks studied. Finally, all samplers seem to perform better with increasing click number.

We observe in Fig. 5 that the thermal sampler outperformed by the experiment once a few modes are considered, while the greedy samplers of order 2 and 3 outperform the experiment. In general, the KL divergence difference per mode either gets wider or stabilizes as a function of the number of modes, and the 3rd order greedy sampler outperforms the 2nd order one. In the case of datasets 2.a.2 and 2.b.1, the 2nd order greedy sampler shows a difference with the experiment that shrinks with the number of modes, while the 3rd order sampler widens its difference with the number of modes; these two datasets are arguably the ones with highest quality experimental samples, as seen through other metrics too, such as the quality of the distribution of click numbers (see App. H and Fig. 11). As with the total variation distance of Fig. 4, datasets 2.b show the experiment degrades with power [2]. This is also true for experiment 1 as compared to experiment 2. Consistent with the total variation distance, we see that the mean field sampler TAP performs similarly to the greedy sampler of order

between the mockup samplers and the experiment. The KL divergence between two distributions with probabilities $p(z)$ and $q(z)$ is

$$D_{KL}(p, q) = XE(p, q) - H(p) = \sum_z p(z) \log \frac{p(z)}{q(z)}, \quad (7)$$

where XE is the cross-entropy and $H$ is the entropy. The cross-entropy is

$$XE(p, q) = -\sum_z p(z) \log q(z). \quad (8)$$

The KL divergence is a non-symmetric distance between two distributions. We choose $p(z)$ to be the mockup sampler probabilities and $q(z)$ to be the ideal probabilities. The cross-entropy $XE(p, q)$ can then be estimated for a larger number of clicks. This has been used in a similar context previously [1–4, 6, 39]. We analyze the XE at the end of the present section (see Fig. 6). We observe in Fig. 5 that the thermal sampler outperformed by the experiment once a few modes are considered, while the greedy samplers of order 2 and 3 outperform the experiment. In general, the KL divergence difference per mode either gets wider or stabilizes as a function of the number of modes, and the 3rd order greedy sampler outperforms the 2nd order one. In the case of datasets 2.a.2 and 2.b.1, the 2nd order greedy sampler shows a difference with the experiment that shrinks with the number of modes, while the 3rd order sampler widens its difference with the number of modes; these two datasets are arguably the ones with highest quality experimental samples, as seen through other metrics too, such as the quality of the distribution of click numbers (see App. H and Fig. 11). As with the total variation distance of Fig. 4, datasets 2.b show the experiment degrades with power [2]. This is also true for experiment 1 as compared to experiment 2. Consistent with the total variation distance, we see that the mean field sampler TAP performs similarly to the greedy sampler of order

between the mockup samplers and the experiment. The KL divergence between two distributions with probabilities $p(z)$ and $q(z)$ is

$$D_{KL}(p, q) = XE(p, q) - H(p) = \sum_z p(z) \log \frac{p(z)}{q(z)}, \quad (7)$$

where XE is the cross-entropy and $H$ is the entropy. The cross-entropy is

$$XE(p, q) = -\sum_z p(z) \log q(z). \quad (8)$$

The KL divergence is a non-symmetric distance between two distributions. We choose $p(z)$ to be the mockup sampler probabilities and $q(z)$ to be the ideal probabilities. The cross-entropy $XE(p, q)$ can then be estimated for a larger number of clicks. This has been used in a similar context previously [1–4, 6, 39]. We analyze the XE at the end of the present section (see Fig. 6).
On the other hand, the 3rd order greedy sampler has consistently larger XE than the experiment (see Fig. 10), which avoids the need to extrapolate. As seen in Fig. 10, the experiment can show non-negligible deviations from the ideal distribution of click number. Second, the quality of the samples generated over each sector might not be consistent, as can be seen in datasets 2.a.1, 2.b.1, and 2.b.2, where increasing the click number works in favor of the 2nd and 3rd order samplers, which show a decaying ∆XE.

IV. DISCUSSION

In this work, we propose a family of classical methods for approximating experimental Gaussian boson sampling with a cost only quadratic in the number of modes. We show that a 2nd order Boltzmann machine with parameters computed from a mean field approximation outperforms the experimental output from Refs. 1 and 2 over its hardest instances, as measured by total variation distance and KL divergence. In addition, we introduce a heuristic, greedy method to generate samples with correct kth order marginal probabilities over the GBS output modes at a cost polynomial exponential in k and polynomial in the number of modes. This method also outperforms the experimental output already at k = 2 and improves with higher k. The scaling of the distance to the ideal distribution with the order k of the representation is an interesting open question. The same methodology can be applied to other boson sampling proposals where marginal probabilities can be computed efficiently [47, 49–51, 61]. We also review the relation between total variation distance, KL divergence and cross-entropy [8].

The kth order approximation reproduces Ursell functions only up to order k, with a cost exponential in k and high precision, while the experiment exhibits higher order Ursell functions with lower precision. We do not attempt to produce here samples with similar high order Ursell functions to the experiment. Nevertheless, the theoretical computational hardness of boson sampling [46], GBS [33–43], IQP [67, 68] and RCS [4, 7–12] is based on the difficulty of approximate sampling, for which total variation distance is a standard measure. The fact that a quadratic classical algorithm obtained a better approximation to the ideal distribution questions the computational hardness of the experiments in Refs. [1, 2]. This result does not apply to random circuit sampling where, in contrast to boson sampling, the only known polynomial approximation is the uniform distribution over bit strings. This highlights the advantages of a fully programmable quantum computer in increased

---

8 Another example of a bad sampler with low entropy is the proposal of Ref. [32], which in addition has exponential cost. Indeed, the entropy of this sampler does not grow with system size.

2 for datasets 1 and 2.b.5 and with lower quality for datasets with lower power.

Let us now turn our attention to the cross entropy (XE) difference between experiment and mockup samples, see Eq. (8). For a set of n samples from p(z), S_{sampler}, we can estimate XE(p,q) as

\[
\text{XE} \simeq -\frac{1}{n} \log \Pr(S_{\text{sampler}}) 
\]

\[
= -\frac{1}{n} \sum_{i=1}^{n} \log [q(z_{\text{sampler},i})],
\]

where q(z) is the ideal probability. This equation also corresponds to minus the average log-likelihood of the samples S_{sampler} = \{z_{\text{sampler},i}\}_i with respect to the ideal probability distribution, q. This estimator is convenient in cases where n is small compared to the size of the sampling space, e.g., when samples consist of bit strings with a large number N of modes. In this case it is intractable to compute empirical probabilities p(z).

The tractability of computing the XE over larger systems (although still constrained by the exponentially hard computation of ideal probabilities) has made it a standard benchmark in both RCS [3–6] and GBS [1, 2]. In addition, in RCS, under fairly weak assumptions, the XE becomes an estimator of the system's fidelity [3, 4]. More generally, note that the KL divergence is the difference between the cross-entropy XE and the sampler entropy, see Eq. 7. Therefore, a sampler with low cross-entropy and low entropy will have small distance to the ideal sampler, and the cross-entropy is close to the ideal entropy, see Eq. 8. Therefore, a sampler with low cross-entropy becomes an estimator of the system's fidelity [3, 4].

In this work, we propose a family of classical methods for approximating experimental Gaussian boson sampling with a cost only quadratic in the number of modes. We show that a 2nd order Boltzmann machine with parameters computed from a mean field approximation outperforms the experimental output from Refs. 1 and 2 over its hardest instances, as measured by total variation distance and KL divergence. In addition, we introduce a heuristic, greedy method to generate samples with correct kth order marginal probabilities over the GBS output modes at a cost polynomial exponential in k and polynomial in the number of modes. This method also outperforms the experimental output already at k = 2 and improves with higher k. The scaling of the distance to the ideal distribution with the order k of the representation is an interesting open question. The same methodology can be applied to other boson sampling proposals where marginal probabilities can be computed efficiently [47, 49–51, 61]. We also review the relation between total variation distance, KL divergence and cross-entropy [8].

The kth order approximation reproduces Ursell functions only up to order k, with a cost exponential in k and high precision, while the experiment exhibits higher order Ursell functions with lower precision. We do not attempt to produce here samples with similar high order Ursell functions to the experiment. Nevertheless, the theoretical computational hardness of boson sampling [46], GBS [33–43], IQP [67, 68] and RCS [4, 7–12] is based on the difficulty of approximate sampling, for which total variation distance is a standard measure. The fact that a quadratic classical algorithm obtained a better approximation to the ideal distribution questions the computational hardness of the experiments in Refs. [1, 2]. This result does not apply to random circuit sampling where, in contrast to boson sampling, the only known polynomial approximation is the uniform distribution over bit strings. This highlights the advantages of a fully programmable quantum computer in increased
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8 Another example of a bad sampler with low entropy is the proposal of Ref. [32], which in addition has exponential cost. Indeed, the entropy of this sampler does not grow with system size.
computational capacity.

We show how to estimate the statistical distance between an experiment or a mockup distribution, and the ideal distribution. As experiments improve, in terms of input state preparation, photon-indistinguishability, photon-loss rate, system size, etc, the distance to the ideal distribution will improve. Higher order mockup distributions also have improved distance, with a cost exponential in the order. Understanding this distance quantitatively, in experiments and numerics, remains an open question.
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Appendix A: GBS ground truth probabilities

The state at the output of a quantum linear optics experiment (in our case a GBS experiment) is described by the covariance matrix $\sigma$. Detailed notes on how to compute $\sigma$ for the experiment of Ref. 1 are provided in App. B. $\sigma$ is a matrix of size $2N \times 2N$, where $N$ is the number of output modes of the experiment. Given an output bit string $z$ with threshold detectors clicking on modes in the set $S$, its probability is computed as:

$$p(z) = \frac{\text{Tor}(O_S)}{\det(\sigma)}, \quad (A1)$$

where $O_S = 1 - (\sigma^{-1})_S$ and $A_S$ is the sub matrix of $A$ with rows $j$ and $j+N$ and columns $j$ and $j+N$, for all $j$ in the set $S$. The so called Torontonian function $\text{Tor}(A)$ is defined as:

$$\text{Tor}(A) = \sum_{z \in P(\{|S|\})} \frac{(-1)^{|z|}}{\sqrt{\det(1-Az)}}, \quad (A2)$$

where $P(\{|S|\})$ is the set of all $2^{|S|}$ subsets of $|S| = \{1,2,\ldots,|S|\}$. The cost of computing the determinant of a matrix of size $m \times m$ is $O(m^3)$, and so the cost of computing the Torontonian is dominated by the exponentially many terms in the sum of Eq. (A2). This cost scales as $O(|S|^2 2^{|S|})$, i.e., exponentially in the number of clicks.

The partial trace of the quantum Gaussian state in a subset of modes $R$ has covariance matrix $\sigma_R$, which, similar to above, is the submatrix of $\sigma$ with rows and columns $j$ and $j+N$ for all $j$ in the set $R$, and where $\sigma$ is of size $2N \times 2N$ [53]. Computing marginalized probabilities is then also done with Eq. (A1), starting with covariance matrix $\sigma_R$. Note that the cost of computing a marginal probability on $k$ modes is exponential in the number of ones, which is at most $k$, and therefore efficient for $k$ fixed and small.

GBS with threshold detectors, as well as the Toronto function, was introduced in Ref. 34. See that reference for a detailed derivation of the expressions presented above. This appendix follows closely parts of that reference.

Appendix B: Obtaining $\sigma$

Refs. 1 and 2 do not provide the output matrix $\sigma$ of each dataset explicitly. Instead, the data downloaded from https://quantum.ustc.edu.cn/web/node/915 and https://quantum.ustc.edu.cn/web/node/951 provides both the squeezing parameters $r_k$ of each dataset and the transformation matrix of the interferometer $T$. There are only three transformation matrices: one for each set of datasets with fixed waist, i.e., 1, 2.a and 2.b (see Table I of the main text). In this appendix we give a prescription for transforming this data into the covariance matrix $\sigma$ used in App. A. This appendix follows closely both Ref. 34 and the Supplemental Material of Ref. 1.

Matrix $\sigma$ is obtained from the expression:

$$\sigma = 1 - \frac{1}{2} \begin{pmatrix} T & 0 \\ 0 & T^* \end{pmatrix} \begin{pmatrix} T^\dagger & 0 \\ 0 & T^T \end{pmatrix}$$

$$+ \begin{pmatrix} T & 0 \\ 0 & T^* \end{pmatrix} \sigma_{in} \begin{pmatrix} T^\dagger & 0 \\ 0 & T^T \end{pmatrix}, \quad (B1)$$

where $T$ is a $N \times 50$ complex transformation matrix, with $N = 100$ in the experiment of Ref. 1 and $N = 144$ in the experiment of Ref. 2. $\sigma_{in}$ is the covariance matrix describing the input state to the interferometer. Note that matrix $T$ is not unitary, since it includes the effects of photon loss in the experiment, thus partially including noise in the ground truth of the experiment. Note also that, as explained in the supplementary information of Ref. 1, the phases of the squeezing parameters are absorbed in $T$, and $r_k$ are therefore real and positive.

We now turn our attention to obtaining $\sigma_{in}$, which is simply the tensor product of 25 two-mode squeezed vacua:

$$\sigma_{in} = S \sigma_{vac} S^\dagger_{TM}. \quad (B2)$$

The vacuum covariance matrix is of the 25 pairs of input modes is $\sigma_{vac} = \frac{1}{2}$, of size $100 \times 100$. The squeezing matrix $S$ is defined as

$$S = \begin{pmatrix} \text{Ch}(r_1) & 0 & \cdots & \text{Sh}(r_1) & 0 & \cdots \\ 0 & \text{Ch}(r_2) & \cdots & 0 & \text{Sh}(r_2) & \cdots \\ \vdots & \ddots & \ddots & \vdots & \ddots & \ddots \\ \text{Sh}(r_1) & 0 & \cdots & \text{Ch}(r_1) & 0 & \cdots \\ 0 & \text{Sh}(r_2) & \cdots & 0 & \text{Ch}(r_2) & \cdots \\ \vdots & \ddots & \ddots & \vdots & \ddots & \ddots \end{pmatrix} \quad (B3)$$
with
\[
Ch(r_k) = \begin{pmatrix}
\cosh(r_k) & 0 \\
0 & \cosh(r_k)
\end{pmatrix},
\]
\[
Sh(r_k) = \begin{pmatrix}
\sinh(r_k) & 0 \\
0 & \sinh(r_k)
\end{pmatrix},
\]
where \( k = 1, 2, \ldots, 25 \) and \( S \) is of size 100×100. Note that the squeezing phases do not appear in this expression, since they have been effectively absorbed in the transformation matrix \( T \). Important, note also that the order of rows and columns used in the definition of \( S \) in Eq. (B3) is different from that one in the Supplemental Material of Ref. 1. Indeed, the order implied there was corrected in the text accompanying the downloadable data online, and this reordering of rows and columns is needed so the covariance matrix obtained, \( \sigma \), is compatible with the transformation matrix \( T \). We believe that this confusion has led Ref. 42 to use the wrong experimental data in their analysis.

Appendix C: Principle of maximum entropy

We want to find a probability distribution \( p(z) \) such that its marginals up to order \( k \) are equal to those of another probability distribution we want to approximate. The principle of maximum entropy tells us to choose the distribution with the largest entropy out of the family of distributions that satisfy these properties.

We write the constraints on the marginal probabilities in the form:
\[
\sum_z p(z) f_\alpha(z) = F_\alpha.
\]

Let \( p_{i_1,\ldots,i_l} \) denote the marginal probabilities that all the bits \{1, \ldots, \( l \}\} are 1. We are interested in the constraints \( F_\alpha \equiv p_{i_1,\ldots,i_l} \), i.e., \( F_1 \equiv p_1, \ldots, F_{m+l-1} \equiv p_{12}, \) etc. For a \( k \)th order approximation we have \( l \leq k \). Because the variables are Boolean, this corresponds to \( f_\alpha(z) \equiv z_{i_1} \cdot \ldots \cdot z_{i_l} \).

More explicitly: \( f_1(z) \equiv z_1, f_2(z) \equiv z_2, \ldots, f(z)_{m+1} \equiv z_1z_2, f_{m+2}(z) \equiv z_1z_3, \) etc.

The general solution for the maximum entropy distribution obeying constraints as in Eq. C1 is
\[
p(z) = \frac{1}{Z} \exp \left[ \sum_{\alpha=1}^n \lambda_\alpha f_\alpha(z) \right].
\]

In our case this gives a Boltzmann machine:
\[
p(z) = \frac{1}{Z} \exp \left[ \sum_a \lambda_a z_a + \sum_{a,b} \lambda_{a,b} z_a z_b + \sum_{a,b,c} \lambda_{a,b,c} z_a z_b z_c + \ldots \right].
\]

Note that the constraints used to derive Eq. C3 completely determine any \( l \)-bit marginal. Indeed the \( 2^l - 1 \) degrees of freedom of an \( l \)-bit marginal probability distribution are given by the set of 1-bit marginal probabilities, \( \{p_{i_1,\ldots,i_l}\} \), together with the 2-bit marginal probabilities \( \{p_{i_m,i_n}\}_{1 \leq m < n \leq l} \), together with the 3-bit marginal probabilities, etc.

Appendix D: Ursell functions

Given a single mode \( a \) of a GBS experiment, we define its 1st order "correlation" \( d^a \) as
\[
d^a = \text{E}[z_a] - \frac{1}{2},
\]
i.e., the difference between its marginal probability of click and the uniform distribution marginal probability. Note that this definition is different from the standard one, which would not include the subtraction of \( \frac{1}{2} \).

For order \( k > 1 \), the \( k \)-mode Ursell function over \( k \) modes \( \vec{a} = a_1, \ldots, a_k \) is the difference between \( \text{E}[z_{a_1} z_{a_2} \ldots z_{a_k}] \) and the sum, over all partitions of the modes in \( \vec{a} \), of the product of Ursell functions of the subsets of each partition (or the one-mode probability for subsets with only one mode):
\[
d^{\vec{a}} = p^{\vec{a}}(z_{a_1}, \ldots, z_{a_k}) - \sum_{A \in P[\vec{a}]} \prod_{d \in A} \bar{d}^d,
\]
where \( P[\vec{a}] \) is the set of all partitions of the set of modes \( \vec{a} \), \( \bar{d} \) iterates over all subsets in partition \( A \), and \( d^\vec{a} = d^{\vec{a}} \) if set \( \vec{a} \) has more than one mode, and \( d^\vec{a} = \text{E}[z_{a_1}] \) if set \( \vec{a} \) has only one mode, namely \( a_1 \). For illustration purposes, let us explicitly write down the expression for

![Graph showing DKL / # modes vs. # samples](image-url)
FIG. 8. Estimates of the total variation distance difference $\Delta \delta = \delta_m - \delta_c$ as a function of the number of samples for mockup samplers on subsystems of 14 modes for all datasets. Markers represent averages over 100 randomly chosen subsystems and error bars represent standard errors. Solid black lines represent $-\delta_c$, which is used as a lower bound of $\Delta \delta$ for mockup samplers with negative $\Delta \delta$. Prior to convergence estimates are biased towards 0 and can be used as upper (lower) bounds of $\Delta \delta$. As an example, the top left panel shows with a shaded area the lower and upper bounds estimated with 10 million samples for the 3rd order greedy sampler.

The 3rd order Ursell functions $d^3 = d^{a_1,a_2,a_3}$:

$$
d^3 = \mathbb{E}[z_{a_1} z_{a_2} z_{a_3}] - \mathbb{E}[z_{a_1}] \mathbb{E}[z_{a_2}] \mathbb{E}[z_{a_3}] - \mathbb{E}[z_{a_1}] d^{a_2,a_3} - \mathbb{E}[z_{a_2}] d^{a_1,a_3} - \mathbb{E}[z_{a_3}] d^{a_1,a_2}.
$$

(D2)

Ursell functions, which are also known as connected correlations, were originally introduced by Ursell through the equivalent definition [69] (see also Refs. 2, 70–72):

$$
d^{a_1,\ldots,a_k} = \frac{\partial}{\partial r_1} \cdots \frac{\partial}{\partial r_k} \log \mathbb{E} \left[ \exp \left( \sum_{i=1,\ldots,k} r_i z_{a_i} \right) \right] \bigg|_{r=0}.
$$

(D3)

Appendix E: Gibbs sampling from a Boltzmann machine

Given a BM as in Eq. (1) or Eq. (3) of the main text, it is simple to perform Gibbs sampling from it. In practice we have used the spin representation of the BM (i.e., Eq. (3)) in our implementation with parameters gotten from the mean field TAP approximation, so let us focus on that representation in this appendix. Gibbs sampling is a Markov Chain Monte Carlo (MCMC) algorithm to sample from a distribution whose conditional probabilities of one variable conditioned on all others are known. First, we choose a random bit string. We then choose a mode, say mode $a$, and choose $s_a$ to take value $-1$ or $1$ with probability equal to $p(s_a|\{ s_i \}_{i \neq a})$. We iterate over all modes sequentially and, at each iteration, choose the corresponding bit with its probability conditioned on all other modes being set to their current value. This MCMC algorithm requires a burn-in period, in order to converge, and a thinning period, in order to reduce correlations between consecutive samples. In practice, we use a burn-in period of 15000 and a thinning period of 900. Note that we have the number of modes is 100 in experiment 1 and 144 in experiment 2.

The probability of mode $a$ taking value $s_a = -1$ conditioned on all others can be computed efficiently from...
FIG. 9. Estimates of the KL divergence difference per mode $\Delta D_{KL}/(\# \text{ modes})$ as a function of the number of samples for mockup samplers on subsystems of 14 modes for all datasets. Markers represent averages over 100 randomly chosen subsystems and error bars represent standard deviations. Solid black lines represent $\delta_e$, which are shown for completeness, but are not used to estimate a lower bound for $\Delta D_{KL}$. We can see that $\Delta D_{KL}$ converges with a moderate number of samples and has therefore been estimated with high precision.

Eq. (3):

$$p(s_a = -1|\{s_i\}_{i \neq a}) = \frac{1}{1 + \exp\left\{2h_a + 2 \sum_{i \neq a} J_{ai}s_i\right\}},$$

(E1)

where the probability $\Pr(S)$ is defined by the ground truth as in App. A. We can rewrite this expression as:

$$r_{HOG} = \frac{1}{1 + e^{n(XE_{\text{experiment}} - XE_{\text{mockup}})}} = \frac{1}{1 + e^{-n\Delta XE}},$$

(F2)

where the cross-entropy $XE$ is defined in Section III of the main text. For large $n$ ($n \approx 1000$ in practice) $r_{HOG}$ gives either 0 or 1, depending on whether the sign of the XE difference is negative or positive, respectively. Given the fluctuations of the sign of $\Delta XE$ for all mockup samplers other than the thermal (Fig. 6 of the main text) we choose to show the raw data instead of the HOG rate. Note that, given that the cost of computing single bit string probabilities is exponential in their click number, $\Delta XE$ is estimated over subspaces of a fixed click number, as is the HOG rate in Ref. [1].

Appendix F: HOG rate and $\Delta XE$

In order to compare experimental samples $S_{\text{experiment}}$ to mockup samples $S_{\text{mockup}}$, the authors of Ref. 1 define the HOG rate as the ratio

$$r_{HOG} = \frac{\Pr(S_{\text{experiment}})}{\Pr(S_{\text{experiment}}) + \Pr(S_{\text{mockup}})},$$

(F1)

Appendix G: Estimates and bounds on the total variation distance and KL divergence with a finite number of samples

Both the total variation distance $\delta$ and the KL divergence $D_{KL}$ suffer from a bias when estimated from empir-
We therefore estimate an upper (lower) bound of $\delta$ which allows these estimates to be used as lower (upper) bounds of $\Delta$. We can see that $\Delta$ is far from converged as a function of the number of samples averaged over subsystems of 14 modes. As opposed to $\Delta$, $\Delta_{\text{KL}}$ converges on most cases to a precise value with a modest number of samples. This is certainly the case for the curves with $\Delta_{\text{KL}} < 0$. For completeness, the black line shows $-\Delta_{\text{KL}}$ of the experimental data. Given the convergence of $\Delta_{\text{KL}}$, we do not use the black line as a lower bound of this quantity in Fig. 5 of the main text.

**Appendix H: Click number distributions and their moments**

In this appendix we study the distributions of click number of the experiment and mockup samplers. The empirical distributions of click number of the experiments are shown in Fig. 10. We can see that both reducing the waist and increasing the power of the pump increases the overall click number in the output.

In order to study the quality of the experimental and mockup data when compared to the ideal distributions of click number, we now proceed to analyze the empirical and theoretical values of the low order moments of these distributions, for the experiment and mockup samplers. We first derive expressions for the calculation of the ideal

FIG. 10. Experimental distributions of the click number of the sampled bit strings. See Table I for a characterization of the different datasets. Dashed vertical lines denote the empirical average of the distributions, while dotted vertical lines denote the average of the ideal distributions of click numbers. The ideal distributions are not shown. Note that the disagreement in these averages grows with the power of the experiment, i.e., as the experiment detects more clicks. This is an indication of the degradation of the quality of the experiment with its complexity.
moments of the click number distributions.

The $k$th moment of the distribution of click number with respect to its mean can be computed from the set of all $k$th and lower order marginals of the theoretical distribution $p(z)$. This is done by first writing the click number operator as $\hat{Z} = \sum_a z_a$ and then writing its $k$th order moment as

$$\mu^k = \mathbb{E} \left[ \left( \sum_a z_a - \mu^1 \right)^k \right], \quad (H1)$$

where $\mu^1$ is the mean click number. The binomial in Eq. (H1) can be expanded in terms of the moments of all $k'$ with respect to 0, which are computed through

$$\mathbb{E} \left[ \left( \sum_a z_a \right)^{k'} \right] = \sum_{\mathbf{a}} \sum_{a_1,a_2,...,a_{k'}} (z_{a_1} z_{a_2} \cdots z_{a_{k'}}) p(\mathbf{a})$$

$$= \sum_{a_1,a_2,...,a_{k'}} p^{a_1,a_2,...,a_{k'}}(11...1)$$

$$= \sum_{l=1}^{k'} t(k',l) \sum_{a_1 < a_2 < \cdots < a_l} p^{a_1,a_2,...,a_l}(11...1), \quad (H2)$$

where $p^{a_1,a_2,...,a_l}(z_{a_1} z_{a_2} \cdots z_{a_l})$ is the marginal probability of the $k'$-bit string $z_{a_1} z_{a_2} \cdots z_{a_l}$ over modes $(a_1, a_2, \ldots, a_l)$ and the combinatorial factor $t(k',l)$ is equal to

$$t(k',l) = \sum_{n_1 + n_2 + \cdots + n_l = k'} \binom{k'}{n_1, n_2, \ldots, n_l}, \quad (H3)$$

where $n_1, \ldots, n_l > 0$. We have used the fact that the sum over all bit strings of the product $(z_{a_1} z_{a_2} \cdots z_{a_l})p(\mathbf{a})$ is effectively summing over all configurations of the bits that are not in the set $\{a_1, \ldots, a_l\}$ conditioned to the bits in the set being all equal to 1. This is equal to the marginal probability of the bit string of all 1s over the set of modes $\{a_1, \ldots, a_l\}$. This computation is similar to the one introduced in Ref. 63. Note that Ref. 42 derived expressions to calculate the theoretical click number distribution exactly, although we do not make use of them here.

Fig. 11 shows the relative difference between the empirical moments of the click number of the experimental and mockup samplers and their theoretical, ideal values, for all datasets and up to order 3. In general, we see that a $k$th order sampler only approximates moments of the click number distribution up to order $k$, as expected from Eqs. (H1) and (H2). In addition, the relative difference of the moments (of order up to the order of the sampler) usually becomes smaller as the click number distributions shift towards larger click numbers, i.e., as the power of the experiment increases. This is in contrast to the experiment, for which the relative difference with the theoretical values of the moments becomes larger as the power increases, consistent with the degradation in the quality of the experimental output [2].

For mockup samplers other than TAP we see better performance (for orders smaller or equal to the order of the sampler) than the experiment. The TAP mean field sampler outperforms the experiment in this metric over the datasets with the largest click numbers, consistent with $\Delta \delta$ and $D_{KL}/#$ modes (see Figs. 4 and 5 of the main text). While $k$th order samplers only approximate moments of order $\leq k$, we expect the experiment to approximate higher order moments of this distribution, albeit with degrading quality as the order increases. Finally, it is interesting to notice that the data of experiment 2 shows better performance than experiment 1.

Fig. 3 of the main text includes an approximation to the theoretical distribution of click number. We obtain this curve by finding the constants of the exponential function of the form $\exp(A + Bx + Cx^2)$, where $x$ is the click number, such that its first two moments match the ideal ones. For the data of Fig. 3, we find that a 3rd order approximation to this distribution, i.e., using an ansatz of the form $\exp(A + Bx + Cx^2 + Dx^3)$ and the first three moments, results only in a negligible correction. This correction is smaller than the differences found with the empirical distributions of the samplers. These approximations to the click number distribution are similar to those introduced in Ref. 63. Incidentally, these exponential functions correspond to the maximum entropy solution for the click number distribution with constrained low order moments. Note that Ref. 42 recently introduced a procedure to calculate the click number distribution exactly.

Interestingly, the relative difference of the mean improves from dataset 2.a.1 to 2.a.2, consistent with Figs. 4 and 5 of the main text.
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