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Abstract. In this paper we extend the construction of complementary series representations to convex-cocompact isometry groups of CAT(-1) spaces with conditionally negative metrics. Our approach is purely dynamical and generalizes the constructions known for negatively curved algebraic groups as $SO(p, 1)$, $SU(n, 1)$ or $SL_2(\mathbb{Q})$ and their lattices [25] to new examples as non-linear groups coming from lattices of certain hyperbolic buildings [6] [20].
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1. Introduction

Concerning the representation theory and the harmonic analysis over discrete groups arising in a geometric context it is appropriate, at least at one stage, to try to see the problems in a general setting.

Let us therefore begin by recalling the general questions which have guided the development in the past and will certainly continue to serve in this role in the future:

(1) Given the natural geometric action of $G$, is there a procedure that induces irreducible representations over $G$?
(2) Is these representations are enough to obtain a type of Plancherel formula for $G$?
(3) What those representations reveal about the harmonic analysis over $G$?

In the case of free groups those questions were investigated for the natural actions over trees by Fig-Talamanca and Piccardelo [18]. Later Bader Muchnik [3] pushed the investigation over the broader class of CAT(-1) groups and consider Koopman representations associated to natural dynamical systems over geometric boundaries at infinity called boundary representations. This new perspectives have motivated many works [19] [5] [9] [2].
2 ANALOGS OF COMPLEMENTARY SERIES FOR CAT(-1) GROUPS.

Considering CAT(-1) groups as generalized rank 1 lattices such representations correspond to parabolic inductions from trivial characters. In this paper we pursue these investigations and straighten this analogy by establishing the existence of complementary series.

Given a group $G$, a family of unitary $G$-representations $(\pi_s)_s$ continuously parametrized by the interval $[0,1]$, with respect to the Fell topology on the unitary dual of $G$, such that $\pi_s^* = \pi_{1-s}$ for $s \in [0,1]$, $\pi_\frac{1}{2}$ is a boundary representation and $\pi_1 = 1_G$ is the trivial representation is called complementary series if it satisfies the extra conditions:

1. For all $s \in [0,1]$, $\pi_s$ is irreducible;
2. for all $t, s \in [0,1]$, $\pi_s$ is unitarily equivalent to $\pi_t$ if and only if $s = t$ or $s = 1 - t$;
3. if $\lambda$ stands for the regular representation of $G$, $\pi_s$ is weakly contained in $\lambda$ if and only if $s = \frac{1}{2}$.

In the context of rank 1 Lie groups these representations appear as parabolic induction from non-unitary characters over a Cartan subgroup. As exposed in Section 3 our approach follows an geometric analogue of this idea. It leads to a natural family of Banach representations called (s)-homogeneous representations, $(F_s)_s$, over the skew-product associated to the boundary action (cf. Section 3) that are unitarizable under certain assumptions on the geometry of $(X,d)$ and the parameter $s$.

Many negatively curved groups have the Kazhdan property (T) and therefore have their trivial representation isolated [4]. In particular the existence of complementary series over the all interval $[0,1]$ rules out those groups although it is conjectured that an uniformly bounded analogue of those complementary series exists on any negatively curved group.

To formulate our results we now set up some notations.

Let $(X,d)$ be a proper CAT(-1) space and $G$ a non-elementary discrete group of isometries acting properly that is convex-compact.

A continuous kernel $k$ over $X$ is called conditionally negative [4] if for any finite set $F \subset X$ and any family of real numbers $(c_x)_{x \in F}$ with $\sum_{F} c_x = 0$ one has:

$$\sum_{x,y \in F} c_x c_y k(x,y) \leq 0$$

Examples of such kernels are given by combinatorial distances over the 1-skeleton of CAT(0) cube complexes, hyperbolic distances over real or complex hyperbolic spaces or more generally pseudo-distances associated to measured wall structures [12]. Let us also mention the even Bourdon hyperbolic building $I_{4p',q}$ with $p' \geq 2$ and $q \geq 3$ [6] [20].
Theorem 1. Assume the distance \( d \) over \( X \) is conditionally negative, then the family of homogeneous Banach representations \( (F_s) \) are unitarizable over the all interval \([0, 1]\). If \( \mathcal{H}_s \) stands for the unitarization of \( F_s \) one has in addition \( \mathcal{H}_s^* = \mathcal{H}_{1-s} \) for \( s \in [0, 1] \), \( \mathcal{H}_{\frac{1}{2}} \) is a boundary representation and \( \mathcal{H}_1 \) is the trivial representation.

Let \( \mu_o \) be the Patterson-Sullivan measure at a basepoint \( o \in X \) over the boundary \( \partial X \) of \( X \). The proof of theorem 1 relies on the spectral positivity of a kernel operator \( I_s \) with \( \frac{1}{2} < s \leq 1 \) defined over \( L^2(\partial X, \mu_o) \) introduced in Subsection 3.1.2 and inspired by [18]. More precisely the conditional negativity of the metric, \( d \), over \( X \) implies the positivity of \( I_s \).

A remarkable fact is that the positivity of \( I_s \) is the only obstruction for \( F_s \) to form a complementary series over \( G \):

Theorem 2. Assume the operators \( I_s \) are positive over \( L^2(\partial X, \mu_o) \) for all \( s \in [\frac{1}{2}, 1] \), then the unitary \( G \)-representations \( (\mathcal{H}_s)_{s \in [0,1]} \) form a complementary series.

Note that even if the positivity of the operator \( I_s \) is only established for conditionally negative distances we conjecture that it remain true whenever the trivial representation of \( G \) is not isolated.

1.1. Outlines.
After introducing standard facts about hyperbolic geometry and the Patterson-Sullivan theory in Section 2 we introduced the family of Banach representations \( F_s \) and the operator \( I_s \), discussed in the introduction, in Section 3. The Section 4 is dedicated to the proof of Theorem 1. In Section 5 we analyze matrix coefficients of certain averages of operators related to those representations. This is our principal tool to investigate the properties of the representations \( (\mathcal{H}_s)_{s \in [0,1]} \) in Section 6 where we prove Theorem 2.

1.2. Notations and conventions.
In order to avoid the escalation of constants coming from estimates up to controlled additive or multiplication error terms we will use the following conventions. Given two real valued functions, \( a, b \), over a set \( Z \), we write \( a \preceq b \) if there exists \( C > 0 \) such that \( a(z) \leq Cb(z) \) for all \( z \in Z \) and \( a \asymp b \) if \( a \preceq b \) and \( b \preceq a \). Analogously we write \( a \preceq b \) if there exists \( c \) such that \( a(z) \leq b(z) + c \) and \( a \asymp b \) if \( a \preceq b \) and \( b \preceq a \).
Given a topological space $Z$, the space of continuous functions over $Z$ is endowed with topology of uniform convergence on compact sets if nothing else is specified and is denoted $C(Z)$. The space of Borel probability over $Z$ is considered with its $\ast$-weak topology. If $Z$ has a metric structure, $d$, we denote $\dim_H(Z)$ its Hausdorff dimension of $(Z, d)$.

The notations $r$ and $R$ stands for specific constants introduced in subsection 2.4 and $o \in X$ for a fixed basepoint.

2. PRELIMINARIES

In this section we introduce some material and facts needed throughout this paper. The reader can refer to [14] [11] [7] for further details.

A proper geodesic space $(X, d)$ is CAT(-1) if for any geodesic triangle $\Delta$ its comparison $\overline{\Delta}$ in $\mathbb{H}^2$ satisfies:

$$d(x, y) \leq d_{\mathbb{H}^2}(\overline{x}, \overline{y})$$

for all $x, y \in \Delta$. This notion encapsulates a large family of spaces as Riemannian manifolds with sectional curvature bounded above by $-1$ as well as hyperbolic buildings [6].

2.1. Hyperbolic spaces and compactifications.

Given a basepoint $o \in X$, the Gromov product over $X$ at $o \in X$ is defined as:

$$\langle x, y \rangle_o = \frac{1}{2}(d(x, o) + d(y, o) - d(x, y))$$

for $x, y \in X$. A space $(Z, d)$ is called Gromov hyperbolic if one can find a positive constant $c_X \geq 0$ such that:

$$\langle x, y \rangle_w \geq \min\{\langle x, z \rangle_w, \langle y, z \rangle_w\} - c_X$$

for all $x, y, z, w \in Z$. Every proper geodesic CAT(-1) space satisfies this condition [10].

Given a hyperbolic space $(X, d)$ a boundary, $\partial X$, called Gromov boundary is attached to it. Let us recall a construction of this object and its properties.

2.1.1. Hyperbolic boundaries regarded as equivalence classes of sequences.

A sequence of points $(x_n)_n$ in $X$ converges to infinity if $\lim_{n,m} \langle x_n, x_m \rangle_o \to +\infty$. 

\textbf{ANALOGS OF COMPLEMENTARY SERIES FOR CAT(-1) GROUPS.}
Since $(X, d)$ is hyperbolic the relation defined over the set of sequences which converge to infinity, $X^\infty \subset X^N$ as:

$$(a_n) \mathcal{R} (b_n) \text{ if and only if } \lim_{n,m} \langle a_n, b_m \rangle_o \to \infty$$

with $(a_n), (b_n) \in X^\infty$, is an equivalence relation independent of the basepoint $o$. The boundary $\partial X$ of $X$ is defined as the set of equivalence classes for this relation and the class of a sequence $(x_n)_n \in X^\infty$ is denoted $\lim_n x_n = \xi$.

The Gromov product extends to $\overline{X} = X \cup \partial X$ and in the case of CAT(-1) spaces this extension is continuous and given by the formula:

$$\langle x, y \rangle_o = \lim_{n,m} \langle x_n, y_m \rangle_o \in [0, +\infty]$$

where the sequences $(x_n)_n$ and $(y_m)_m$ converge respectively to $x$ and $y$ in $\overline{X} = X \cup \partial X$.

This extended Gromov product satisfies [10]:

1. $\langle x, y \rangle_o = \infty$ if and only if $x, y \in \partial X$ and $x = y$;
2. $\langle x, y \rangle_o \geq \min \{\langle x, z \rangle_o, \langle z, y \rangle_o\} - 2c_X$ for all $x, y, z \in \overline{X}$.

Given $x \in X$ the kernel:

$$d_x : (\xi, \eta) \in \partial X \times \partial X \mapsto \begin{cases} e^{-\langle \xi, \eta \rangle} & \text{when } \xi \neq \eta \\ 0 & \text{otherwise} \end{cases}$$

defines a distance over $\partial X$ called visual distance at $x$ [6] that defines the natural topology over $\partial X$ independent of $x \in X$.

The space $\overline{X} = X \cup \partial X$ admits a compact metrizable topology that is compatible with the topology of $X$ and $\partial X$ such that a sequence $(x_n)_n$ in $\overline{X}$ converges to $\xi \in \partial X$ if and only if $\langle x_n, \xi \rangle_o \to \infty$. In particular given a function $\varphi \in \mathcal{C}(\overline{X})$ its uniform continuity around points at infinity can be expressed as:

$$|\varphi(\xi) - \varphi(x)| < \omega(\langle \xi, x \rangle_o)$$

for all $x \in \overline{X}$ and $\xi \in \partial X$, where $\omega$ is a positive decreasing function with $\omega(t) \to +\infty$.

A essential object in our framework is the Busemann function $b$. Given $\xi \in \partial X$, any geodesic $(\xi_t)_t$ that converges to $\xi$ and $x, y \in X$, $b_\xi(x, y)$ is defined as $\lim_t d(x, \xi_t) - d(y, \xi_t)$. The map $b_\bullet(\bullet, \bullet) : \overline{X} \times X \times X \to \mathbb{R}$ is continuous and satisfies:

$$\langle x, y \rangle_o = \frac{1}{2} \sup_z [b_x(o, z) + b_y(o, z)] = \frac{1}{2} [b_x(o, p) + b_y(o, p)] \in \mathbb{R}_+$$
where \( p \) belongs to the geodesic between \( x, y \in \mathcal{X} \). Moreover for any \( x \in \mathcal{X} \) the map \( b_x : X \times X \to \mathbb{R} \) is an additive cocycle over \( X \). As a consequence the family of visual distances \( \{ d_x \}_{x \in X} \) satisfies the conformal relation:

\[
    d_x(\xi, \eta) = e^{\frac{1}{2} \left( b_x(x, x') + b_x(x, x') \right)} d_{x'}(\xi, \eta)
\]

for any \( \xi, \eta \in \partial X \) and \( x, x' \in X \).

The group of isometries, \( \text{Is}(X) \), of \( (X, d) \) is endowed with the compact-open topology that makes it locally compact and second countable. Under these assumptions the action of \( \text{Is}(X) \) on \( (X, d) \) is continuous, has closed orbits and compact stabilizers. Its action extends continuously to \( \mathcal{X} \) by homeomorphisms and satisfies the invariance relations:

\[
    b_{g.x}(g.y, g.z) = b_x(y, z)
\]

and

\[
    d_{g.x}(g.\xi, g.\eta) = d_x(\xi, \eta)
\]

for any \( g \in \text{Is}(X) \), \( x \in \mathcal{X} \), \( y, z \in X \) and \( \xi, \eta \in \partial X \).

### 2.2. Boundary retractions.

The limit set of a discrete subgroup \( G \subset \text{Is}(X) \) is defined as \( \Lambda(G) = \overline{G.o} \cap \partial X \). Given \( \Lambda(G) \) the geodesic hull \( \mathcal{Q}(\Lambda(G)) \subset X \) is defined as the union of geodesics with endpoints in \( \Lambda(G) \). The group \( G \) is called convex-cocompact if it acts cocompactly over \( \mathcal{Q}(\Lambda(G)) \) or equivalently if there exists a uniform constant \( R_{X,G} \) such that any geodesic from \( o \) to \( \xi \in \Lambda(G) \) stays within a \( R_{X,G} \)-neighborhood of \( G.o \). In particular cocompact subgroups are convex-cocompact [14] [27].

A measurable map \( f : \overline{\mathcal{Q}(\Lambda(G))} \to \Lambda(G) \) is called boundary retraction if one can find \( c_{X,f} \) such that \( \langle f(x), x \rangle_o \geq d(o, x) - c_{X,f} \) and \( f|_{\Lambda(G)} = \text{Id}_{\Lambda(G)} \). In particular \( f \) is continuous at any point of \( \Lambda(G) \).

The shadow at \( x \in X \) of radius \( r \) from the basepoint \( o \in X \) is defined as:

\[
    \mathcal{O}_o(x, r) = \{ \xi \in \partial X | \langle \xi, x \rangle_o \geq d(x, o) - r \}
\]

There exists \( r_X > 0 \) large enough such that \( \mathcal{O}_o(x, r_X) \neq \emptyset \) for all \( x \in X \). Using a compact fundamental domain for the action of \( G \) over \( \mathcal{Q}(\Lambda(G)) \) one can show that a boundary retraction exists (cf [23]).

For the rest of this paper a boundary retraction, \( f \), is fixed. Given \( x \in \mathcal{Q}(\Lambda(G)) \) and \( g \in \text{Isom}(X, d) \) we denote \( \tilde{x} = f(x) \in \partial X \), \( \tilde{g} = f(g.o) \in \partial X \) and \( \tilde{g} = f(g^{-1}.o) \in \partial X \).
2.3. The Patterson-Sullivan theory.
Let \( G \subset \text{Is}(X) \) be a discrete convex-cocompact subgroup of isometries of \((X,d)\) a proper CAT(-1) space that is non-elementary, i.e. \( G \) is not virtually abelian.

**Definition 2.1.** The critical exponent of \( G \) denoted \( \delta \in [0, +\infty] \), is defined as the infimum over all \( s \geq 0 \) such that the Poincar integral at \( s \):

\[
\int_{G} e^{-s d(g,o,o)} dg
\]

is finite.

It follows from [14] that \( G \) has finite critical exponent and is divergent, i.e. its Poincar integral diverges at \( s = \delta \).

**Definition 2.2.** A \( \alpha \)-density, for some positive \( \alpha \), is a continuous \( G \)-equivariant map:

\[
\mu_{\bullet} : X \mapsto \text{Prob}(\partial X); \quad x \mapsto \mu_{x}
\]

such that for all \( x, y \in X \), \( \mu_{x} \sim \mu_{y} \) and

\[
\frac{d\mu_{x}}{d\mu_{y}}(\xi) = e^{-\alpha b_{\xi}(x,y)}
\]

for \([\mu]\)-almost every \( \xi \in \partial X \).

Let us denote \( m \) the push-forward of the Haar measure of \( G \) over the orbit \( G.o \). A \( \delta \)-density over \( \partial X \) can be constructed from \( m \) as follows. Let

\[
\mu_{\bullet,t} : X \mapsto \text{Prob}(X); \quad x \mapsto \mu_{x,t}
\]

be the map defined as:

\[
d\mu_{x,t}(y) = \frac{1}{\mathcal{W}(t)} e^{-td(x,y)} dm(y)
\]

where

\[
\mathcal{W}(t) = \int_{X} e^{-td(x,y)} dm(y)
\]

and \( t > \delta \).

The family \( (\mu_{\bullet,t})_{t>\delta} \) is \( G \)-equivariant, equicontinuous and bounded on compact sets for any \( t \in (\delta, \delta + 1) \) [11]. It is therefore pre-compact as elements of \( C_{G}(X, \text{Prob}(X)) \) and any of its accumulation point defines a \( \delta \)-density supported on the limit set of \( G, G.o \cap \partial X = \Lambda(G) \).

Under the assumptions over \( G \) \( \mu_{\bullet} \) is unique, non-atomic and ergodic [14].

We prove a alternative form of the Shadow lemma for the family \( (\mu_{\bullet,t})_{t>\delta} \).

We shall need the following lemma.
Lemma 2.3. Given $0 < \varepsilon \leq 1$, there exist $\delta < T$ and $r_1$ such that:

$$\mu_{o,t}(C(o,x,\rho)) \leq \varepsilon$$

where

$$C(o,x,\rho) = \{ z \in \overline{X} \mid \langle y, x \rangle_o \geq \rho \} \subset \overline{X}$$

for all $\delta < t \leq T$, $x \in \overline{X}$ and $\rho \geq r_1$.

Proof. Assume there exist $0 < \varepsilon_0 \leq 1$, $(C_n = C(o,x_n,\rho_n))_n$ with $\rho_n \to +\infty$ and $(t_n)_n$ such that $t_n > \delta$ with $t_n \to \delta$ and

$$\mu_{o,t_n}(C(o,x_n,\rho_n)) > \varepsilon_0.$$ 

Then up to a subsequence we can assume that the sequence of closed sets, $(C_n)_n$, inside of the metrizable compact space $\overline{X}$ converges for the Gromov-Hausdorff topology to $C_\infty$. Since $\rho_n \leq \langle z, x_n \rangle_o \leq d(o,z)$ for all $z \in C_n$ one has $C_\infty \subset \partial X$. Moreover for all $\xi, \eta \in C_\infty$ one can find $z_n \in C_n \to \xi$ and $z'_n \in C_n \to \eta$ it follows:

$$\langle \xi, \eta \rangle_x = \lim_{n} \langle z_n, z'_n \rangle_x \geq \lim \min \{ \langle z_n, x_n \rangle_o, \langle x_n, z'_n \rangle_o \} \geq \lim_{n} \rho_n = +\infty$$

in other words $C_\infty$ is reduced to a single point. Using the fact that $C_n$ is Cauchy for the Gromov-Hausdorff distance for any $i$ one can find $N(i)$ such that:

$$C_{n+k} \subset V(C_n, 2^{-i})$$

for all $n \geq N(i)$ which implies for any $k \geq 0$:

$$\mu_{o,t_{N(i)+k}}(V(C_{N(i)}, 2^{-i})) \geq \mu_{o,t_{N(i)+k}}(C_{N(i)+k}) \geq \varepsilon_0$$

At the limit over $k$ it follows:

$$\mu_{o}(V(C_{N(i)}, 2^{-i})) \geq \varepsilon_0$$

for all $i \geq 0$ and therefore $\lim_i \mu_{o}(V(C_{N(i)}, 2^{-i})) = \mu_{o}(C_\infty) \geq \varepsilon_0$ which contradict the fact that $\mu_{o}$ is atom free. \hfill $\Box$

Lemma 2.4 (Shadow lemma).

There exist $T > \delta$ and $r_0$ such that:

$$\mu_{o,t}(U(o,x,\rho)) = e^{\delta \rho} e^{-\delta d(o,x)}$$

where

$$U(o,x,\rho) = \{ z \in \overline{X} \mid \langle z, x \rangle_o \geq d(o,x) - \rho \} \subset \overline{X}$$

$o \in X$, $x \in Q(\Lambda(G))$, $\rho \geq r_0$ and $\delta < t \leq T$.

In particular:

$$\mu_{o,t}(C(o,\xi,\rho)) = e^{-\delta \rho}$$

for all $\xi \in \Lambda(G)$, $\rho \geq r_0$ and $\delta < t \leq T$. 

Proof. It is enough to prove:

\[
\frac{1}{2} e^{-\delta d(g, o, o)} \leq \mu_{o,t}(U(o, g, o, \rho)) \leq e^{2\delta \rho} e^{-\delta d(g, o, o)}
\]

for any \( g \in G \) and \( \rho \geq r_0 \) and \( \delta < t \leq T \). Indeed using a tree approximation argument (cf. \cite{14} Proposition 7.4 proof) one can find universal constants \( c_1 \) and \( c_2 \) such that for any \( x \in X \) and \( \rho \geq r_0 \):

\[
U(o, g(x), o, c_1) \subset U(o, x, \rho) \subset U(o, g(x), o, c_2)
\]

where \( g(x) \in G \) with \( d(o, g(x), o) \approx d(o, x) - \rho \) if \( x \in X \) and \( d(o, g(x), o) \approx \rho \) otherwise.

Given \( g \in G \) one has:

\[
\mu_{o,t}(U_o(g, o, \rho)) = \mu_{o,t}(g, U(g^{-1}, o, o, \rho)) = \mu_{g^{-1}, o,t}(U(g^{-1}, o, o, \rho)) = \int_{U(g^{-1}, o, o, \rho)} e^{-\delta b_z(g^{-1}, o, o)} d\mu_{o,t}(z)
\]

Since \( b_z(g^{-1}, o, o) = 2\langle z, o \rangle_{g^{-1}, o} - d(o, g^{-1}, o) \) for all \( g \in G, o \in X \) and \( z \in \overline{X} \) it follows:

\[
d(o, g, o) - 2\rho \leq b_z(g^{-1}, o, o) \leq d(o, g, o)
\]

for all \( z \in U(o, g, o, \rho) \). Therefore:

\[
e^{-\delta d(g, o, o)} \mu_{o,t}(U(g^{-1}, o, o, \rho)) \leq \mu_{o,t}(U_o(g, o, \rho)) \leq e^{2\delta \rho} e^{-\delta d(g, o, o)}
\]

On the other hand for any \( y, z \in U(g^{-1}, o, o, \rho)^c \subset \overline{X} \) one has:

\[
\langle y, o \rangle_{g^{-1}, o} = d(g, o, o) - \langle y, g^{-1}, o \rangle_o
\]

and similarly for \( z \). It follows:

\[
\langle y, g^{-1}, o \rangle_o, \langle z, g^{-1}, o \rangle_o \geq \rho.
\]

Using the hyperbolic inequality one obtain:

\[
\langle y, z \rangle_o \geq \min\{\langle g^{-1}, o, z \rangle_o, \langle g^{-1}, o, y \rangle_o\} - c_X \geq \rho - c_X
\]

for some universal constant \( c_X \geq 0 \). In other words \( \overline{X} \setminus U(g^{-1}, o, o, \rho) \subset \mathcal{C}(o, y, \rho - c_X) \) for any \( y \in U(g^{-1}, o, o, \rho)^c \). Lemma \ref{2.3} implies that one can find \( r_1 \) such that:

\[
\mu_{o,t}(\overline{X} \setminus U(g^{-1}, o, o, \rho)) \leq \frac{1}{2}
\]

for all \( \rho \geq r_1 \) and thus:

\[
\frac{1}{2} e^{-\delta d(g, o, o)} \leq \mu_{o,t}(U_o(g, o, \rho)) \leq e^{2\delta \rho} e^{-\delta d(g, o, o)}
\]

\[\square\]

As a consequence of Lemma \ref{2.4} one has \( \mu_o(O_o(x, \rho)) \neq 0 \) for all \( x \in \mathcal{Q}(\Lambda(G)) \) and \( \rho > r_0 \).
2.4. Covering and equidistribution.

The visual ball centered at $\xi \in \partial X$ of radius $e^{-\rho}$ is defined as:

$$B_o(\xi, e^{-\rho}) = \{\eta \in \partial X \mid d_o(\xi, \eta) \geq e^{-\rho}\} = \{\eta \in \partial X \mid d_o(\xi, \eta) \leq e^{-\rho}\}$$

We introduce the straight and inverted cones from $o \in X$ to $\xi \in \partial X$ of radius $\rho$ respectively as:

$$C^+_o(\xi; \rho, \varsigma) = \{g \in G \mid O_o(g.o, \varsigma) \cap B_o(\xi, \rho) \neq \emptyset\}$$

$$C^-_o(\xi; \rho, \varsigma) = \{g \in G \mid O_o(g^{-1}.o, \varsigma) \cap B_o(\xi, \rho) \neq \emptyset\}$$

The two sided cone from $o \in X$ at $(\xi, \eta) \in \partial X \times \partial X$ is defined as:

$$C^{(2)}_o(\xi, \eta; \rho, \varsigma) = C^+_o(\xi; \rho, \varsigma) \cap C^-_o(\eta; \rho, \varsigma)$$

Since $G$ is convex-cocompact there exists $R_{X,G} > 0$ such that every geodesic from a basepoint $o \in X$ to $\xi \in \Lambda(G)$ is at distance at most $R_{X,G}$ from $G.o$. Let us fix once for all a universal constant $R \geq R_{X,G}$ such that for all $g, h \in G$, there exists $g' \in G$ with $d(g.o, g'.o) \leq R$ and $d(gh.o,o) \geq d(g.o,o) + d(h.o,o) - 2R$. The existence of such a constant follow from Milnor lemma together with [19] Lemma 4.4. In the rest $R$ will refer to this particular constant and we define:

$$S_{o,G}(t) = \{g \in G \mid tR \leq d(g.o,o) < (t+1)R\} \subset G.$$

The following counting lemma corresponds to Lemma 4.3 of [19]:

**Lemma 2.5.** Let $r_0$ be as in Lemma 2.4. There exists $r \geq r_0$ such that for all $\xi \in \Lambda(G)$ and $t \geq \frac{R}{r}$:

$$|C^+_o(\xi; \rho, r) \cap S_{o,G}(t)| = o,r e^{\delta t}e^{-\delta \rho}$$

In the rest $r$ will refer to this particular constant.

The following covering and equidistribution results are slight improvements of results already present in [3].

**Lemma 2.6** (Vitali cover lemma). There exists $r' > r$ such that for all $t > 0$ there exist $S_{o,G}^*(t) \subset S_{o,G}(t)$ and a family of measurable subsets $(O_o^{(2)}(g))_{g \in S_{o,G}^*(t)}$ of $\partial X \times \partial X$ such that:

1. $|S_{o,G}^*(t)| = e^{\delta t}$;
2. $\bigcup_{g \in S_{o,G}^*(t)} O_o^{(2)}(g) \supseteq \Lambda(G) \times \Lambda(G)$;
3. $O_o^{(2)}(g) \cap O_o^{(2)}(h) = \emptyset$ for all $g \neq h$ in $S_{o,G}^*(t)$;
\[
\mathcal{O}_o(g.o, R(t)) \times \mathcal{O}_o(g^{-1}.o, R(t)) \subset \mathcal{O}_o^{(2)}(g)
\]

and
\[
\mathcal{O}_o^{(2)}(g) = \mathcal{O}_o(g.o, R'(t)) \times \mathcal{O}_o(g^{-1}.o, R(t)')
\]

where \( R(t) = \frac{1}{2}tR + r \) and \( R'(t) = \frac{1}{2}tR + r' \).

**Proof.** Using Lemma 4.2 [19] one has:
\[
\Lambda(G) \times \Lambda(G) \subset \bigcup_{g \in S_{o,G}(t)} \mathcal{O}_o(g.o, R(t)) \times \mathcal{O}_o(g^{-1}.o, R(t))
\]

Since \( \mathcal{O}_o(g.o, r) \subset B_o(\tilde{g}, e^{-\delta(R(t)-C)}) \) for some \( C > 0 \) and \( g \in S_{o,G}(t) \) one has:
\[
\Lambda(G) \times \Lambda(G) \subset \bigcup_{g \in S_{o,G}(t)} B_o(\tilde{g}, e^{-\delta(R(t)-C)}) \times B_o(\tilde{g}, e^{-\delta(R(t)-C)})
\]

Using Vitali Lemma [26] one can find \( S^*_o,G(t) \subset S_{o,G}(t) \) such that:
\[
\Lambda(G) \times \Lambda(G) \subset \bigcup_{g \in S^*_o,G(t)} B_o(\tilde{g}, 5e^{-\delta(R(t)-C)}) \times B_o(\tilde{g}, 5e^{-\delta(R(t)-C)})
\]

and
\[
B_o(\tilde{g}, e^{-\delta(R(t)-C)}) \times B_o(\tilde{g}, e^{-\delta(R(t)-C)}) \cap B_o(\tilde{h}, e^{-\delta(R(t)-C)}) \neq \emptyset
\]

for all \( g \neq h \) in \( S^*_o,G(t) \). Following [26] Lemma 2 p.15 we define \( \mathcal{O}_o^{(2)}(g) \) that satisfies (2), (3) and (4) with \( g \in S^*_o,G(t) \) by induction as:
\[
\mathcal{O}_o^{(2)}(g_k) = B_o^{(2)}(g, 5e^{-\delta(R(t)-C)}) \cap \bigcup_{j<k} \mathcal{O}_o^{(2)}(g_j) \cap \bigcup_{k<j} B_o^{(2)}(g_j, e^{-\delta(R(t)-C)})
\]

where we enumerate \( S^*_o,G(t) = \{g_1, \ldots, g_{|S^*_o,G(t)|} \} \) and \( B_o^{(2)}(g, 5e^{-\delta(R(t)-C)}) \) stands for \( B_o(\tilde{g}, e^{-\delta(R(t)-C)}) \times B_o(\tilde{g}, e^{-\delta(R(t)-C)}) \). It follows from (4) that
\[
1 = \mu_o \otimes \mu_o(\Lambda(G) \times \Lambda(G)) = \sum_{g \in S^*_o,G(t)} \mu_o \otimes \mu_o(\mathcal{O}_o^{(2)}(g)) = |S^*_o,G(t)| e^{-\delta tR}
\]

and thus
\[
|S^*_o,G(t)| = e^{\delta tR}
\]

As a consequence of the Lebesgue differentiation theorem for Ahlfors regular measures:
Corollary 2.7. The sequence of probabilities \((\nu_{o,t})_{t>0}\) over \(G\) defined as:
\[
\nu_{o,t} = \int_{S_{o,G}^*(t)} \mu_o(O_o^{(2)}(g)) \cdot D_g dg
\]
where \(D_g\) stands for the Dirac mass at \(g \in G\), are supported over \(S_{o,G}^*(t)\) for any \(t > 0\) and satisfies:
\[
\int_G \Psi(g.o,g^{-1}.o) d\nu_{o,t}(g) \rightarrow \int_{\partial X \times \partial X} \Psi(\xi,\eta) d\mu_o(\xi) d\mu_o(\eta)
\]
for any \(\Phi \in \mathcal{C}(\partial X \times \partial X)\).

The proof follows the arguments of Theorem 3.2 of [8].

3. Parabolic induction from a geometric perspective

As above \((X,d)\) stands for a proper CAT(-1) space, \(G\) a discrete non-elementary convex-cocompact subgroup of isometries and \(\mu_o\) its \(\delta\)-conformal density over \(\partial X\).

Under our assumptions the probability \(\mu_o\) over \(\partial X\) has Hausdorff dimension \(\delta\) which means that:
\[
\sup_{\xi} \int_{\partial X} \frac{1}{d_o^\alpha(\xi,\eta)} d\mu_o(\eta) < +\infty
\]
for all \(0 < \alpha < \delta\) [15] [27].

3.1. Skew product and Homogeneous functions.

The skew-product \(\mathcal{H}(X) = \partial X \times \mathbb{R}_+^*\) is the \(G\)-dynamical system defined as \(g.(\xi,t) = (g.\xi, \frac{d^{-1} \mu_o}{d\mu_o}(\xi) t)\) with \(g \in G\) and \((\xi,t) \in \mathcal{H}(X)\) together with the infinite \(G\)-invariant measure \(d\tilde{\mu}(\xi,t) = d\mu_o(\xi) \frac{dt}{t^2}\).

The guideline of our approach is the parabolic induction: As an example let \(G = SO(n,1), n \geq 1\), be the isometry group of the symmetric space \(X = \mathbb{H}^n = G/K\) where \(K \simeq SO(n)\) is a maximal compact subgroup of \(G\) and \(\partial X \simeq G/P\) the Furstenberg boundary of \(\mathbb{H}^n\) with \(P\) a minimal parabolic subgroup.

Denote \(A \simeq (\mathbb{R}_+^*, \times)\) a Cartan subgroup of \(G\), \(N\) a maximal unipotent subgroup and \(M = K \cap P\). A unitary character, \(\chi\), over \(A\) and a irreducible representation, \(\pi_M\), of \(M\) naturally produce a representation of the Levy group \(AM \simeq A \times M\) which extends to \(P = MAN\). Note that \(N\) is normal inside of \(P\) and \(\chi \times \pi_M\) is taken to be trivial over \(N\).

The parabolic induction with parameter \((\chi,\pi_M)\) is therefore obtained as a Hilbert completion of the space of sections:
\[
\mathcal{F}_{(\chi,\pi_M)} = \{ f \in \mathcal{C}(G; H_{\chi \times \pi_M}) \mid f(pg) = \chi \times \pi_M(p)f(g) \text{ and } \operatorname{supp}(f)P \subset G/P \text{ compact} \}
\]
where $H_{\chi \times \pi_M}$ stands for the representation of $P$. It is known that in the spherical case, i.e., when $\pi_M = 1$, the space of sections $F_\chi$ associated to certain non unitary characters of $A$ admits a $G$-unitary structure. These representations called unitary spherical complementary series are our objects of investigation.

In the spherical case the space of sections identifies with functions, $f$, over $MN\backslash G$ that satisfy $f(aMNg) = \chi(a)f(MNg)$ for all $g \in G$ and $a \in A$. From a geometric stand point where $X = \mathbb{H}^n$ is regarded as a CAT(-1) space and $\partial X \simeq S^{n-1}$ as its geometric boundary, the subgroup $P$ is identified with the stabilizer of a point $\xi \in S^{n-1}$ at infinity, $MN \subset P$ as the stabilizer of the horospheres centered around this point and where $A \subset P$ acts by homogeneous dilations on these horospheres.

Our approach consists to identify $pMNzG, gq$ with the skew product $(H^pX, g)$ which corresponds in the geometric setting to the horospherical foliation over the space $X$.[24]

A continuous function $f$ on $\mathcal{H}(X)$ is called $s$-homogeneous for a complex parameter $s \in \mathbb{C}$ if

$$f(\xi, tt') = t^s f(\xi, t')$$

for $\widehat{\mu}$-almost every $(\xi, t'), (\xi, tt') \in \mathcal{H}(X)$.

The space of $s$-homogeneous functions, denoted $F_s$, is an analogy with the space of $A$-equivariant sections over $MN\backslash G$ for the character $\chi(a) = a^s$.

These spaces are $G$-invariant and together with the norm:

$$\|f\|_{x,s} = \text{ess sup}_{(\xi, t)} |t^{-s}f(\xi, t)|$$

for $f \in F_s$ they define a family of Banach $G$-representations.

Given the character $\chi_s : t \mapsto t^s$ over $(\mathbb{R}_+^*, \times)$, the operator:

$$e_s : C(\partial X) \to (C(\mathcal{H}(X)), \| \cdot \|_{x,s}); \quad \varphi \mapsto \chi_s \times \varphi$$

induces an isometry between $C(\partial X)$ and the space of $s$-homogeneous functions with inverse:

$$p : C(\mathcal{H}(X)) \to C(\partial X); \quad f \mapsto \frac{1}{2\pi} \int_{\mathbb{R}_+^*} t^{-s}f(\xi, t) \frac{dt}{1 + t^2}$$

Observe that:

$$g.f(\xi, t) = f(g^{-1}.\xi, \frac{dg\mu_o}{d\mu_o}(\xi)t) = \left[\frac{dg\mu_o}{d\mu_o}(\xi)\right]^s f(g^{-1}.\xi, t)$$

for all $f \in F_s, g \in G$ and $\widehat{\mu}$-almost every $(\xi, t) \in \mathcal{H}(X)$. 
If \( \pi_s : G \times C(\partial X) \rightarrow C(\partial X) \) denote the Banach \( G \)-representation defined as:

\[
\pi_s(g)(\varphi)(\xi) = \left[ \frac{dg_{\mu_o}}{d\mu_o} (\xi) \right]^{s} \varphi(g^{-1} \xi)
\]

for \( g \in G, \varphi \in C(\partial X) \) and \( \xi \in \partial X \). The operator \( e_s \) defines an isomorphism between the Banach representations \( F_s \) and \( (C(\partial X), \pi_s) \) that can be seen as a compact realization of the representations \( F_s \) for \( s \in \mathbb{C} \).

A natural coupling between \( F_s \) and \( F_{1-s} \) exists:

**Lemma 3.1.** The bilinear map:

\[
Q : F_s \times F_{1-s} \rightarrow \mathbb{C}; \quad (f_1, f_2) \mapsto \int_{\partial X} f_1(\xi) \overline{f_2}(\xi) d\mu_o(\xi)
\]

is continuous and \( G \)-invariant. Moreover the operator \( Q : F_s \rightarrow F^*_{1-s} \) defines an \( G \)-intertwiner with

\[
\text{Ker}[Q] = \{ f \in F_s \mid f|_{\Lambda(G)} = 0 \}.
\]

**Proof.** Since \( \mu_o \) is a probability the continuity of the bilinear map \( Q \) is trivial.

For all \( s \in \mathbb{C}, \varphi \in F_s, \phi \in F_{1-s} \) and \( g \in G \) one has:

\[
Q(g, \varphi, \phi) = \int_{\partial X} \left[ \frac{dg_{\mu_o}}{d\mu_o} (\xi) \right]^{s} \varphi(g^{-1} \xi) \overline{\phi}(\xi) d\mu_o(\xi)
\]

\[
= \int_{\partial X} \left[ \frac{dg_{\mu_o}}{d\mu_o} (g, \xi) \right]^{s} \varphi(\xi) \overline{\phi}(g, \xi) dg^{-1} \mu_o(\xi)
\]

\[
= \int_{\partial X} \varphi(\xi) \left[ \frac{dg^{-1}_{\mu_o}}{d\mu_o}(\xi) \right]^{s} \overline{\phi}(g, \xi) d\mu_o(\xi)
\]

\[
= Q(\varphi, g^{-1} \phi)
\]

which proves the \( G \)-invariance.

Eventually if \( f \in \text{Ker}[Q] \) then necessarily \( f = 0 \) \( \mu_o \)-almost everywhere and since \([\mu_o]\) is supported on the limit set of \( G, \Lambda(G) \), it follows that \( f = 0 \) on \( \Lambda(G) \). \( \square \)

As a consequence the operator:

\[
T \in \text{End}_G(F_s, F_{1-s}) \mapsto Q(T[\bullet], \bullet) \in \text{Bil}_G(F_s)
\]

that maps intertwiner between \( F_s \) and \( F_{1-s} \) to \( G \)-invariant bilinear forms over \( F_s \) is well defined.

**Example 3.2.** For \( s = \frac{1}{2} + i\alpha \) with \( \alpha \in \mathbb{R}, L_{F_{\frac{1}{2} + i\alpha}} \in \text{End}_G(F_{\frac{1}{2} + i\alpha}, F_{\frac{1}{2} + i\alpha}) \) and \( Q \) itself induces a unitary structure on \( F_{\frac{1}{2} + i\alpha} \) that corresponds to the usual spherical parabolic induction by a unitary character over \( A \). We call such
For $s = 1$ the projector:

$$T : \mathcal{F}_1 \to \mathcal{F}_0; \quad \varphi \mapsto \left[ \int_{\partial X} \varphi(\xi) d\mu_o(\xi) \right] 1(\bullet)$$

is an element of $\text{End}_G(\mathcal{F}_1, \mathcal{F}_0)$ and

$$Q(T[\varphi], \psi) = \int_{\partial X} \varphi(\xi) d\mu_o(\xi) \int_{\partial X} \psi(\xi) d\mu_o(\xi)$$

induces the trivial representation of $G$.

3.1.1. The $s$-Poisson transform.

Analogously to the Poisson transform associated to continuous functions over $\partial X$:

$$x \in X \mapsto \int_{\partial X} \varphi(\xi) d\mu_x(\xi) = \int_{\partial X} \varphi(\xi) \left[ \frac{d\mu_x}{d\mu_o} \right](\xi) d\mu_o(\xi)$$

for $\varphi \in \mathcal{C}(\partial X)$, it is natural to define the $s$-Poisson transform for $0 \leq s \leq 1$ as:

$$\Theta_s[\varphi](x) = \int_{\partial X} \varphi(\xi) \left[ \frac{d\mu_x}{d\mu_o} \right]^{1-s}(\xi) d\mu_o(\xi)$$

for $\varphi \in \mathcal{F}_s \simeq \mathcal{C}(\partial X)$ and $x \in X$. From this point of view the standard transform corresponds to the parameter $s = 0$.

The Martin-Poisson correspondence states that the map $\Theta_0 : \mathcal{C}(\partial X) \to L^\infty(X)$ is injective and given any continuous function $\varphi \in \mathcal{C}(\partial X)$ and geodesic $c$ in $(X, d)$ with $c(0) = o$ and $c(\infty) = \xi \in \Lambda(G) \subset \partial X$:

$$\Theta_0[\varphi](c(t)) \sim \varphi(\xi) = \varphi(\xi) \Theta_0[1](c(t))$$

when $t$ goes to infinity [13].

In our investigation on complementary series we shall prove an extension of this correspondence to general $s$-Poisson transforms with $s \neq \frac{1}{2}$, namely:

$$\Theta_s[\varphi](c(t)) \sim T_s[\varphi](\xi) \Theta_s[1](c(t))$$

for large $t$ and any $\varphi \in \mathcal{F}_s$, where $T_s$ stands for an operator over $\mathcal{C}(\partial X)$.

3.1.2. Intertwiners and asymptotics of $s$-Martin-Poisson transforms with parameters $\frac{1}{2} < s \leq 1$.

In this subsection we introduce the intertwiner $T_s$, $\frac{1}{2} < s \leq 1$, between $\mathcal{F}_s$ and $\mathcal{F}_{1-s}$ which plays a central role in the unitarization of those representations and discuss its relation with the $s$-Martin-Poisson transform.
**Lemma 3.3.** For any \( \frac{1}{2} < s \leq 1 \) and \( \varepsilon > 0 \) one can find \( \tau = \tau(\varepsilon, s) > 0 \) such that:

\[
\int_{\{\tau \leq \langle x, \bullet \rangle_o \}} \frac{1}{d_o^{2(1-s)} \delta(x, y)} d\mu_{o, t}(y) \leq \varepsilon
\]

for all \( x \in \overline{X} \) and \( \delta < t \leq T \) as Lemma [2.4].

**Proof.** Let \( r_0 \) and \( T \) as in Lemma [2.4]. Using the layer cake representation:

\[
\int_{\tau \leq \langle x, \bullet \rangle_o} e^{2(1-s)\delta(x, y) o} d\mu_{o, t}(y) \\
= \int_{X} e^{2(1-s)\delta(x, y) o} d\mu_{o, t}(y) - \int_{\{\langle x, \bullet \rangle_o \leq \tau \}} e^{2(1-s)\delta(x, y) o} d\mu_{o, t}(y) \\
= 2(1-s)\delta \int_{\tau}^{+\infty} e^{2(1-s)\delta u} \mu_{o, t}(\{\langle x, \bullet \rangle_o > u\}) du \\
\leq 2(1-s)\delta \int_{\tau}^{+\infty} e^{2(1-s)\delta u} e^{-\delta u} du \\
= 2(1-s)\delta \int_{\tau}^{+\infty} e^{(1-2s)\delta u} du = \frac{1}{(2s - 1)} - 1 \] \( e^{(1-2s)\delta \tau} \)

for all \( x \in \overline{X} \), \( \tau \geq r_0 \) and \( \delta < t \leq T \) which concludes the proof. \( \square \)

As a consequence the operator:

\[
\mathcal{I}_s : \mathcal{C}(\partial X) \rightarrow \mathcal{C}(\overline{X}); \quad \varphi \mapsto \mathcal{I}_s[\varphi](x) = \int_{\partial X} \frac{\varphi(\eta)}{d_o^{2(1-s)} \delta(x, \eta)} \mu_{o}(\eta)
\]

is well defined for any \( s \in \mathbb{R} \) with \( s > \frac{1}{2} \).

**Proposition 3.4.** The operator \( \mathcal{I}_s \) is bounded for the uniform norm over \( \mathcal{C}(\partial X) \) and induces an intertwiner between \( \mathcal{F}_s \) and \( \mathcal{F}_{1-s} \). In particular the bilinear form over \( \mathcal{F}_s \):

\[
Q_s(\varphi, \psi) = Q(\mathcal{I}_s[\varphi], \psi) = \int_{\partial X \times \partial X} \varphi(\xi) \bar{\varphi}(\eta) \mu_{o}(\xi, \eta)
\]

is \( G \)-invariant.

**Proof.** Let \( k_\tau \in \mathcal{C}(\mathbb{R}_+) \), with \( \tau \geq 0 \), be a positive function such that \( k_\tau|_{[0, \tau]} = 1 \) and \( k_\tau|_{[\tau+1, + \infty)} = 0 \). Then the kernel \( K_\tau \), on \( \overline{X} \times \partial X \) defined as \( (x, \eta) \mapsto k_\tau(e^{2(1-s)\delta(x, \eta) o}) e^{2(1-s)\delta(x, \eta) o} \) is continuous and bounded. In particular the function:

\[
\overline{X} \rightarrow \mathbb{C}; \quad x \mapsto \mathcal{I}_{s, \tau}[\varphi](x) = \int_{\partial X} \varphi(\eta) K_\tau(x, \eta) d\mu_{o}(\eta)
\]
is continuous for any $\tau \geq 0$.

On the other hand using Lemma 3.3 one has:

$$|I_{s,\tau}(\varphi)(x) - I_{s,\tau'}(\varphi)(x)| \leq \|\varphi\| \lim_{s,\tau' \to 0} e^{2(1-s)\delta(x,\eta)\omega} d\mu_o(\eta)$$

which goes to zero when $\tau$ and $\tau'$ go to zero. In other words $(I_{s,\tau}(\varphi))_\tau$ is Cauchy for the uniform norm over $X$ and its limit, $J_s[\varphi]$, is therefore continuous.

Since $K_\tau(x, \bullet)$ is dominated by the integrable function $\eta \mapsto e^{2(1-s)\delta(x,\eta)\omega}$ for any fixed $x \in X$ the dominated convergence theorem implies that:

$$J_s[\varphi](x) = I_s[\varphi](x)$$

for all $x \in X$ and thus $I_s$ is well defined and bounded.

Eventually for any $f \in \mathcal{F}_s$, $g \in G$ one has:

$$I_s[\pi_s(g)\varphi](\eta) = \int_{\partial X} \frac{dg\mu_o(\xi)}{d\mu_o(\eta)} \varphi(g^{-1}\xi) d\mu_o(\xi)$$

$$= \int_{\partial X} e^{-s\delta_\xi(g.o.o)} \varphi(g^{-1}\xi) d\mu_o(\xi)$$

$$= \int_{\partial X} e^{-s\delta_\xi(g.o.o)} \varphi(\xi) d\mu_o(\xi)$$

$$= \int_{\partial X} e^{-s\delta_\xi(g.o.o) + \delta_\eta(g^{-1}.o,o)} d\mu_o(\xi)$$

$$= e^{(1-s)\delta_\xi(g.o.o)} \int_{\partial X} \varphi(\xi) d\mu_o(\xi) = \pi_1(g)I_s[\varphi](\eta)$$

for $[\mu_o]$-almost every $\eta$. \hfill \Box

**Lemma 3.5.** The operator $I_s$ extends to $L^2(\partial X, \mu_o)$ as a bounded self-adjoint operator.

**Proof.** The Cauchy-Schwarz inequality implies:

$$|I_s(\varphi)|^2(x) = \int_{\partial X} \varphi(\xi)e^{2(1-s)\delta(\xi,x)\omega} d\mu_o(\xi)\leq \int_{\partial X} |\varphi|^2(\xi)e^{2(1-s)\delta(\xi,x)\omega} d\xi \cdot \int_{\partial X} e^{2(1-s)\delta(\xi,x)\omega} d\mu_o(\xi)$$

$$< s \int_{\partial X} |\varphi|^2(\xi)e^{2(1-s)\delta(\xi,x)\omega} d\mu_o(\xi) = I_s(|\varphi|^2)(x)$$
for all $\varphi \in L^2(\partial X, \mu_o)$ and $x \in \overline{X}$. It follows that:

$$\|I_s(\varphi)\|^2 <_s \|I_s(|\varphi|^2)\|^2 = \int_{\partial X} |\varphi|^2(\xi)[\int_{\partial X} e^{2(1-s)\delta(\xi,\eta)}d\mu_o(\eta)]d\mu_o(\xi)$$

for all $\varphi \in L^2(\partial X, \mu_o)$. The fact that $I_s$ is self-adjoint follows from its definition. \(\square\)

Observe that the quadratic form $Q_s$ associated to $I_s$ is positive if and only if $I_s$ as a $L^2$-operator is positive. Moreover the Banach representations $(\pi_s)_{0 \leq s \leq 1}$ over $\mathcal{C}(\partial X)$ extend over $L^2(\partial X, \mu_o)$ as bounded operators and Lemma 3.1, 3.5 with Proposition 3.4 imply $\pi_s(g) = \pi_{1-s}(g^{-1})$ and $\pi_{1-s}(g)I_s = I_s\pi_s(g)$ for all $g \in G$.

We conclude this subsection with the following observations:

**Lemma 3.6.** For any $0 < s < 1$ with $s \neq \frac{1}{2}$:

$$\Theta_s[1](x) = e^{-(\frac{1}{2} + |s - \frac{1}{2}|)\delta d(x,o)} + \frac{2(\frac{1}{2} + |s - \frac{1}{2}|)}{(s - \frac{1}{2})}e^{-\frac{s}{2}\delta d(x,o)} \sinh[(s - \frac{1}{2})\delta d(x,o)]$$

for $m$-almost every $x \in X$. In particular:

$$\Theta_s[1](x) \sim e^{-(\frac{1}{2} - |s - \frac{1}{2}|)\delta d(x,o)}$$

when $d(x, o)$ goes to infinity.

**Proof.** Since $m$ is supported on the orbit $G.o$ and $\Theta_s[1](g.o) = \Theta_{1-s}[1](g^{-1}.o)$ for all $s \in \mathbb{R}$ and $g \in G$. It is therefore enough to estimate $\Theta_{1-s}[1]$ for $\frac{1}{2} < s < 1$:

$$\Theta_{1-s}[1](x) = \int_{\partial X} e^{-s\delta b_t(x,o)}d\mu_o(\xi)$$

$$= \int_{\partial X} e^{-s\delta[d(x,o)-2\langle \xi,\eta \rangle]}d\mu_o(\xi)$$

$$= e^{-s\delta d(x,o)} \int_{\partial X} e^{2s\delta \langle \xi,\eta \rangle}d\mu_o(\xi)$$

$$= e^{-s\delta d(x,o)}[1 + 2s\delta \int_0^{d(x,o)} e^{2s\delta t}d\mu_o(\{\langle x, \cdot \rangle_o \geq t\})]dt$$

$$= e^{-s\delta d(x,o)}[1 + 2s\delta \int_0^{d(x,o)} e^{(2s-1)\delta t}dt]$$
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for $m$-almost every $x \in X$. It follows:

$$
\Theta_{1-s}[1](x) = e^{-s\delta d(x,o)} + e^{-s\delta d(x,o)} 2s\delta \int_0^{d(x,o)} e^{(2s-1)\delta t} dt
$$

$$
= e^{-\left(\frac{1}{2} + |s - \frac{1}{2}|\right)\delta d(x,o)} + \frac{2(\frac{1}{2} + |s - \frac{1}{2}|)}{(s - \frac{1}{2})} e^{-\frac{1}{2}\delta d(x,o)} \sinh[(s - \frac{1}{2})\delta d(x,o)]
$$

Remark 3.7. Using an similar approach one can prove that for $0 \leq s \leq 1$ with $s \neq \frac{1}{2}$, the operator $\Theta_s$ takes values in $L^p(X, m)$ if and only if $1 \leq s \leq 1$ and $s \geq 1 - \frac{1}{p}$ or $0 \leq s < \frac{1}{2}$ and $\frac{1}{p} < s$. In such cases $\Theta_s$ defines an intertwiner between the representation $F_s$ and Koopman representation on $L^p(X, m)$.

It follows from Lemma 3.6

$$
\Theta_s[\varphi](x) = \int_{\partial X} \varphi(\xi) e^{(1-s)\delta d(x,o)} d\mu_o(\xi)
$$

$$
= e^{-(1-s)\delta d(x,o)} \int_{\partial X} \varphi(\xi) e^{2(1-s)\delta(\xi,x)} d\mu_o(\xi)
$$

$$
= e^{-(1-s)\delta d(x,o)} \mathcal{I}_s[\varphi](x) = \mathcal{I}_s[\varphi] \Theta_s(1)
$$

for any $\frac{1}{2} < s \leq 1$, $\varphi \in C(\partial X) \simeq F_s$ and $x \in \overline{X}$. In other words $\mathcal{I}_s[\varphi]$ extends the asymptotic part of the Martin-Poisson correspondence for $\frac{1}{2} < s \leq 1$. The injectivity of $\Theta_s$ is discussed in Section 6.

4. The unitary structures over the spaces of homogeneous functions

This section is concerned with the positivity of the $G$-invariant quadratic forms $Q_s$ over $F_s$ associated to the operator $\mathcal{I}_s$ introduced in subsection 3.1.2 for $\frac{1}{2} < s \leq 1$ assuming the distance over $X$ is conditionally negative. In a second time we use the duality between $F_s$ and $F_{1-s}$ for $\frac{1}{2} < s \leq 1$ to deduce a unitary structure over $F_{1-s}$ whenever $F_s$ is unitarizable. Together with Example 3.2 this will prove Theorem 1.

Let $\frac{1}{2} < s \leq 1$ and consider the measures $(m_{o,s,t})_{t>\delta}$ defined as:

$$
dm_{o,s,t}(x, y) = \frac{1}{d_o^{2(1-s)\delta}(x, y)} d\mu_{o,t}(x) d\mu_{o,t}(y)
$$

on $\overline{X} \times \overline{X}$. 

Corollary 4.1. Up to a subsequence the finite measures \( (m_{o,s,t})_{t \to \delta} \) converges weakly to
\[
dm_{o,s}(\xi, \eta) = e^{2(1-s)\delta(\xi, \eta)_o} d\mu_o(\xi) d\mu_o(\eta)
\]
over \( \partial X \times \partial X \) when \( t \) goes to \( \delta \).

Proof. Assume \( (\mu_{o,t})_t \) converges weakly to \( \mu_o \) over \( \partial X \).

Let \( k_\tau \in C(\mathbb{R}_+) \), with \( \tau \geq 0 \), be a positive function such that \( k_\tau|_{[0, \tau]} = 1 \)
and \( k_\tau|_{[\tau + 1, +\infty)} = 0 \) and
\[
K_\tau : \overline{X} \times \overline{X} \to \mathbb{R}_+ ; \quad (x, y) \mapsto k_\tau(e^{2(1-s)\delta(x, y)_o}) e^{2(1-s)\delta(x, y)_o}
\]
as in Proposition 3.4 proof. Since the kernel \( K_\tau \) is continuous on \( \overline{X} \times \overline{X} \) and \( (\mu_{o,t})_t \) converges weakly to \( \mu_o \), for any fixed \( \tau > 0 \) and any continuous function \( \Phi \) over \( \overline{X} \times \overline{X} \):
\[
| \int_{X \times X} \Phi(x, y) K_\tau(x, y) d\mu_{o,t} \otimes \mu_{o,t}(x, y) - \int_{\partial X \times \partial X} \Phi(\xi, \eta) K_\tau(\xi, \eta) d\mu_o \otimes \mu_o(\xi, \eta) | \converges\, to\, 0 \ when \ t \ goes\, to\, \delta.
\]

On the other hand Lemma 3.3 implies that for any \( \varepsilon > 0 \) one can find \( \tau_\varepsilon > 0 \) and \( \delta < T \) such that \( m_{o,s,t}(\{(\cdot, \cdot)_o \geq \tau_\varepsilon\}) \leq \varepsilon \) for any \( \delta < t \leq T \). It follows:
\[
\begin{align*}
&| \int_{X \times X} \Phi(x, y)[e^{2(1-s)\delta(x, y)_o} - K_{\tau_\varepsilon}(x, y)] d\mu_{o,t}(x) d\mu_{o,t}(y) \\
&- \int_{\partial X \times \partial X} \Phi(\xi, \eta)[e^{2(1-s)\delta(\xi, \eta)_o} - K_{\tau_\varepsilon}(\xi, \eta)] d\mu_o(\xi) d\mu_o(\eta) | \\
&\leq \left| \int_{\{(\cdot, \cdot)_o \geq \tau_\varepsilon\} \cap X \times X} \Phi(x, y) e^{2(1-s)\delta(x, y)_o} d\mu_{o,t}(x) d\mu_{o,t}(y) \\
&- \int_{\{(\cdot, \cdot)_o \geq \tau_\varepsilon\} \cap \partial X \times \partial X} \Phi(\xi, \eta) e^{2(1-s)\delta(\xi, \eta)_o} d\mu_o(\xi) d\mu_o(\eta) | \\
&\leq 2 \Phi \| \mathcal{E} \]
\]
which concludes the proof. \( \square \)

Let us recall some material concerning kernels over topological spaces:

Definition 4.2. A continuous kernel \( q \) over \( X \) is called positive definite if there exist a Hilbert space \( \mathbf{H} \) and a continuous map \( r : X \to \mathbf{H} \) such that:
\[
q(x, y) = (r(x), r(y))_\mathbf{H}
\]
for all \( x, y \in X \).
Equivalently a continuous kernel $q$ over $X$ is positive definite if for all finite set $F \subset X$ and any family of complex numbers $(c_x)_{x \in F}$, the quantity:

$$\sum_{x,y \in F} c_x \overline{c_y} q(x,y)$$

is positive [4].

**Theorem** (Schoenberg’s). Let $k$ be a conditionally negative kernel over $X$. Then for any $t \geq 0$, the kernel $q_t = e^{-tk}$ is positive definite over $X$.

**Proposition 4.3.** If the distance $d$ over $X$ is conditionally negative. Then for any $\frac{1}{2} < s \leq 1$ the quadratic form $Q_s$ over $F_s$ constructed from the intertwiner $\mathcal{I}_s$ is positive or equivalently $\mathcal{I}_s$ as an operator over $L^2(\partial X, \mu_o)$ is positive.

**Proof.** According to Corollary [4.] one can assume that $(m_{o,s,t})_t$ converges weakly to $m_{o,s}$.

Since $d$ is conditionally negative the Schoenberg theorem implies that for all $0 \leq s \leq 1$ one can find a Hilbert space, $H_{1-s}$, and a continuous map $r_{1-s} : X \to H_{1-s}$ such that:

$$e^{-(1-s)\delta d(x,y)} = (r_{1-s}(x), r_{1-s}(y))_{1-s}$$

for all $x, y \in X$. For any $\varphi \in C(\overline{X})$ it follows that:

$$q_{s,t}(\varphi) := \int_{X \times X} \varphi(x) \overline{\varphi(y)} e^{2(1-s)\delta d(x,y)} d\mu_{o.t}(x) d\mu_{o.t}(y)$$

$$= \int_{X \times X} \varphi(x) \overline{\varphi(y)} (e^{-(1-s)\delta d(x,o)} r_{1-s}(x), e^{-(1-s)\delta d(y,o)} r_{1-s}(y))_{1-s} d\mu_{o.t}(x) d\mu_{o.t}(y)$$

for any $\delta < t$.

For any $t > \delta$ fixed a dominated convergence argument shows that given an exhaustion of compact sets $(K_n)_n$, i.e. a increasing sequence of compact sets, $K_n$, with $\bigcup_n K_n = X$ and $K_n \subset K_{n+1}$ one has:

$$\int_{K_n \times K_n} \varphi(x) \overline{\varphi(y)} (e^{-(1-s)\delta d(x,o)} r_{1-s}(x), e^{-(1-s)\delta d(y,o)} r_{1-s}(y))_{1-s} d\mu_{o.t}(x) d\mu_{o.t}(y) \to q_{s,t}(\varphi)$$

when $n$ goes to infinity.

Since $K_n$ is compact the linear form:

$$L_n : v \mapsto \int_{K_n} \varphi(x)(v, e^{-(1-s)\delta d(x,o)} r_{1-s}(x))_{1-s} d\mu_{o.t}(x)$$
over $H_{1-s}$ is bounded with norm $\|L_n\| \leq \|\varphi\|_x e^{\delta \operatorname{diam}(F_{\mu_n})}$. Let us denote:

$$\int_{K_n} \varphi(x) e^{(1-s)\delta d(x,0)} r_{1-s}(x) \in H_{1-s}$$

the unique vector such that

$$L_n(v) = (v, \int_{K_n} \varphi(x) e^{(1-s)\delta d(x,0)} r_{1-s}(x))_{1-s}$$

In particular:

$$\int_{K_n \times K_n} \varphi(x) \overline{\varphi(y)} e^{(1-s)\delta d(x,0)} r_{1-s}(x), e^{(1-s)\delta d(y,0)} r_{1-s}(y)_{1-s} d\mu_{o,t}(x) d\mu_{o,t}(y)$$

$$= (\int_{K_n} \varphi(x) e^{(1-s)\delta d(x,0)} r_{1-s}(x) d\mu_{o,t}(x), \int_{K_n} \varphi(y) e^{(1-s)\delta d(x,0)} r_{1-s}(y) d\mu_{o,t}(y))_{1-s} \geq 0$$

and therefore $q_{s,t}(\varphi) \geq 0$ for all $t > \delta$.

Eventually using Corollary 4.1 and up to the extraction of a subsequence one has:

$$q_{s,t}(\varphi) \lim_{t \to \delta} \int_{\partial X \times \partial X} \varphi(\xi) \overline{\varphi(\eta)} e^{2(1-s)\delta(\xi,\eta)} d\mu_{o}(\xi) d\mu_{o}(\eta) = Q(I_s(\varphi), \varphi)$$

which is positive as a limit of the positive sequence $(q_{s,t}(\varphi))_{t > \delta}$.

Let $F'_{1-s}$ for $\frac{1}{2} < s \leq 1$ be the sub-representation $F'_{1-s} = I_s[F_s] \subset F_{1-s}$.

**Corollary 4.4.** For any $\frac{1}{2} < s \leq 1$, there exists a unitary structure over $F'_{1-s}$ such that the intertwiner $I_s : F_s \to F_{1-s}$ extends as an isometric intertwiner between $\pi_s$ and $\bar{\pi}_{1-s}$. In addition $Q$ extends uniquely as a coupling between $\mathcal{H}_s$ and $\mathcal{H}_{1-s}$, which are respectively the Hilbert completion of $F_s$ and $F_{1-s}$, such that:

$$|Q(v, w)| \leq \|v\|_s \|w\|_{1-s}$$

for any $v \in \mathcal{H}_s$ and $w \in \mathcal{H}_{1-s}$.

**Proof.** Using the self-adjointness of $I_s$ over $L^2(\partial X, \mu_o)$ it appears that the bilinear form over $F'_{1-s} \subset L^2(\partial X, \mu_o)$, $Q_{1-s}$, given as:

$$Q_{1-s}(\varphi', \varphi) = (I_s[\varphi], \varphi)$$

for $\varphi' = I_s[\varphi], \varphi' = I_s[\varphi] \in F'_{1-s}$ with $\varphi, \phi \in F_s$ is well defined.

It follows

$$Q_{1-s}(\varphi') = (I_s[\varphi], \varphi) \geq 0$$

since $I_s$ is positive and

$$Q_{1-s}(\pi_{1-s}(g)\varphi') = (I_s\pi_s(g)\varphi, \pi_s(g)\varphi) = (I_s[\varphi], \varphi) = Q_{1-s}(\varphi')$$

for all $\varphi' = I_s[\varphi] \in F'_{1-s}$ with $\varphi \in F_s$ and $g \in G$.

By the very definition of $Q_{1-s}$ the operator $I_s : F_s \to F'_{1-s}$ is isometric and extends to an unitary intertwiner between $\mathcal{H}_s$ and $\mathcal{H}_{1-s}$.
On the other hand the Cauchy-Schwarz inequality implies:

\[ |Q_s(\varphi, \phi')| \leq \|\varphi\|_s \|\phi\|_s = \|\varphi\|_s \|\phi\|_{1-s} \]

for all \( \varphi, \phi \in \mathcal{F}_s \) and \( \phi' = \mathcal{I}_s[\phi] \in \mathcal{F}_{1-s} \) and thus \( Q \) extends as a coupling between \( \mathcal{H}_s \) and \( \mathcal{H}_{1-s} \). Moreover Lemma 3.1 implies that \( Q \) is non-degenerated over \( \mathcal{H}_s \times \mathcal{H}_{1-s} \).

We extend the family of representations \( \mathcal{H}_{se[0,1](\frac{1}{2})} \) at \( \frac{1}{2} \) with the Koopman representation \( \mathcal{H}_{\frac{1}{2}} = L^2(\partial X, \mu_o) \subset L^2(\partial X, \mu_o) \), that is nothing but the so-called boundary representation [3]. In Proposition 6.6 we prove this extension is actually continuous for the Fell topology over the unitary dual of \( G \).

In the rest we refer to the representations \( \mathcal{H}_s, \pi_s \) as complementary even if the proof Theorem 2 is given in Section 6.

5. Analysis of matrix coefficients

From this section the operators \( \mathcal{I}_s \) over \( L^2(\partial X, \mu_o) \) is assumed to be positive for \( \frac{1}{2} \leq s \leq 1 \). According to Proposition 4.3 this is the case whenever the distance over \( X \) is conditionally negative.

This section is dedicated to estimates over averages of matrix coefficients associated to unitary representations \( \mathcal{H}_s \) introduced in Section 4. This will be our principal tool in the investigation of those representations in Section 6.

We start by extending the asymptotic estimates of the \( s \)-Martin-Poisson transforms discussed in Subsection 3.1.2 for parameter \( \frac{1}{2} < s \leq 1 \) to \( 0 \leq s \leq 1 \).

**Lemma 5.1.** Given \( \frac{1}{2} \leq s \leq 1 \) and \( \varphi \in C(\partial X) \), there exists a positive decreasing function \( \omega_\varphi \) with \( \omega_\varphi(t) \xrightarrow{t \to +\infty} 0 \) such that:

\[
\frac{\Theta_{1-s}[|\varphi - \varphi(\hat{x})|]}{\Theta_{1-s}[1]}(x) \leq \omega_\varphi(d(o, x))
\]

for all \( x \in Q(\Lambda(G)) \). In particular

\[
\frac{\Theta_{1-s}[\varphi]}{\Theta_{1-s}[1]}(x) = \frac{1}{\Theta_{1-s}[1]} \int_{\partial X} \left[ \frac{d\mu_x}{d\mu_o} \right]^s(\xi)\varphi(\xi)d\mu_o(\xi) \xrightarrow{\eta \to \infty} \varphi(\eta)
\]

for all \( \eta \in \Lambda(G) \), i.e. \( \frac{\Theta_{1-s}[\cdot]}{\Theta_{1-s}[1]} \) extends continuously over the closed geodesic hull of the limit set, \( \overline{Q(\Lambda(G))} \).

**Proof.** The case \( s = 1 \) corresponds to the classic Martin-Poisson transform and \( s = \frac{1}{2} \) is [19] Lemma 5.3 proof. One can therefore assume \( \frac{1}{2} < s < 1 \). Given \( \varphi \in C(\partial X) \) and \( x \in Q(\Lambda(G)) \) we denote \( \nabla_x \varphi(\xi) = \varphi(\xi) - \varphi(\hat{x}) \).
It is enough to prove that for any \( \varepsilon \), there exists \( \rho \) such that \( d(o, x) \geq \rho \) implies
\[
\frac{\Theta_{1-s}[[\nabla_x \varphi]]}{\Theta_{1-s}[1]}(x) \leq \varepsilon
\]
Because \( \hat{\varphi} \) is uniformly continuous over \( \partial X \) there exists a bounded positive decreasing function over \( \mathbb{R}^+ \) with \( \omega'_\varphi(t) \xrightarrow{t \to +\infty} 0 \) such that:
\[
|\nabla_x \varphi|(\xi) \leq \omega'_\varphi(\langle \xi, \hat{x} \rangle_o) \leq \omega'_\varphi(\langle \xi, x \rangle_o - C)
\]
for some universal constant \( C \geq 0 \).

On the other hand for any \( \rho' > r \):
\[
\frac{1}{\Theta_{1-s}[1](x)} \int_{\mathcal{O}_d(o, x, -\rho')^c} e^{-s\delta_\mathcal{O}(x, o)} d\mu_o(\xi) = \frac{\Theta_{1-s}[1](x)}{\Theta_{1-s}[1](x)} \int_{\mathcal{O}_d(o, x, -\rho')^c} e^{2s\delta_\mathcal{O}(\xi, x)} d\mu_o(\xi)
\]
\[
= e^{(1-2s)\delta_\mathcal{O}(x, o)} \int_{\mathcal{O}_d(o, x, -\rho')^c} e^{2s\delta_\mathcal{O}(\xi, x)} d\mu_o(\xi)
\]
\[
\leq e^{(1-2s)\delta_\mathcal{O}(x, o)} e^{2s\delta_\rho'}
\]
Eventually given \( \varepsilon \) and \( \rho > \rho' \geq r \) such that \( \omega'_\varphi(\rho' - C) \leq \frac{1}{\varepsilon} \) and \( e^{-(1-2s)\delta_\rho'} e^{2s\delta_\rho'} \leq \frac{\varepsilon}{d(o,x)} \) one has:
\[
\frac{\Theta_{1-s}[[\nabla_x \varphi]]}{\Theta_{1-s}[1]}(x) = \frac{1}{\Theta_{1-s}[1](x)} \int_{\partial X} \Theta_{1-s}[[\nabla_x \varphi]](\xi) e^{-s\delta_\mathcal{O}(x, o)} d\mu_o(\xi)
\]
\[
= \frac{1}{\Theta_{1-s}[1](x)} \int_{\mathcal{O}_d(o, x, -\rho')} |\nabla_x \varphi|(\xi) e^{-s\delta_\mathcal{O}(x, o)} d\mu_o(\xi)
\]
\[
+ \frac{1}{\Theta_{1-s}[1](x)} \int_{\mathcal{O}_d(o, x, -\rho')^c} |\nabla_x \varphi|(\xi) e^{-s\delta_\mathcal{O}(x, o)} d\mu_o(\xi)
\]
\[
\leq \omega'_\varphi(\rho' - C) + 2\|\varphi\|_x e^{-(1-2s)\delta_\mathcal{O}(x, o)} e^{2s\delta_\rho'} \leq \varepsilon
\]
whenever \( d(o, x) \geq \rho \).

We are ready to prove the following equidistribution over regular matrix coefficients:

**Proposition 5.2.** Given any continuous functions \( \varphi, \phi \in C(\partial X) \) and \( f_1, f_2 \in C(X) \) the averages of matrix coefficients:
\[
\int_G \frac{(\pi_s(g, \varphi, \phi))}{\Theta_{1-s}[1](g, o)} f_1(g, o) f_2(g^{-1}, o) d\nu_{o,t}(g)
\]
equidistribute when \( t \) goes at infinity to:
\[
(\mathcal{I}_s[\varphi], f_2|_{\partial X})(\phi, f_1|_{\partial X})
\]
As a consequence:
\[
\left. \int_G \frac{(I_s[\pi_s(g)\varphi, \phi]}{\Theta_{s[1]}(g^{-1}.o)} \cdot f_1(g.o) f_2(g^{-1}.o) dv_{o,t}(g) \right| \rightarrow (I_s[\varphi], f_2|\partial X)(I_s[\phi], f_1|\partial X)
\]
for all \( \varphi, \phi \in \mathcal{C}(\partial X) \) and \( f_1, f_2 \in \mathcal{C}(X) \).

Proof. Let \( t \geq 0 \) and denote:
\[
I_t = \left| \int_G \frac{(\pi_s(g)\varphi, \phi)}{\Theta_{1-s[1]}(g,o)} f_1(g.o). f_2(g^{-1}.o) - I_s[\varphi](\tilde{g}). \phi(\tilde{g}). f_1(g.o). f_2(g^{-1}.o) dv_{o,t}(g) \right|
\]
Lemma 2.6 implies:
\[
I_t \leq \int_{S^*_{o,G}(t)} | \frac{(\pi_s(g)\varphi, \phi)}{\Theta_{1-s[1]}(g,o)} - I_s[\varphi](\tilde{g}). \phi(\tilde{g})| \cdot | f_1(g.o). f_2(g^{-1}.o) | \mu_o(O^{(2)}_o) dg
\]
\[
\leq \| f_1 \| \| f_2 \| \| x \| \int_{S^*_{o,G}(t)} a(g). \mu_o(O_o(g.o, R'(t))) \mu_o(O_o(g^{-1}.o, R'(t))) dg
\]
where
\[
a(g) = \left| \frac{(\pi_s(g)\varphi, \phi)}{\Theta_{1-s[1]}(g,o)} - I_s[\varphi](\tilde{g}). \phi(\tilde{g}) \right|
\]
for \( t \geq 0 \) and \( g \in S^*_{o,G}(t) \).

Let \( \omega_\phi \) as in Lemma 3.1 and \( \omega_\varphi \) the visual modulus of continuity over the compact set \( Q[A, G] \) of \( \Theta_{s[1]}(\tilde{1}) \).

For any \( g \in S_{o,G}(t) \) observe that:
\[
a(g) = \left| \frac{(\pi_s(g)\varphi, \phi - \phi(\tilde{g})\tilde{1})}{\Theta_{1-s[1]}(g,o)} + \phi(\tilde{g}) \left[ \frac{\Theta_s[\varphi](g^{-1}.o)}{\Theta_s[1](g^{-1}.o)} - I_s(\varphi)(\tilde{g}) \right] \right|
\]
\[
\leq \| \varphi \| \| \phi \| \| x \| \omega_\phi(d(o, g.o)) \| \| \phi \| \| x \| \omega_\varphi(g^{-1}.o, \tilde{g}).\tilde{1} \| \| \varphi \| \| x \| \omega_\phi(t - R) + \| \phi \| \| x \| \omega_\varphi(t - R)
\]
which goes to 0 when \( t \) goes to infinity.

On the other hand according to Lemma 2.6
\[
\mu_o(O_o(g.o, R'(t))) \mu_o(O_o(g^{-1}.o, R'(t))) | S^*_R(t) | = e^{-2\delta' t} e^{-\delta t R} | S^*_R(t) | = 1
\]
Eventually the dominated convergence theorem implies:
\[
I_t \leq \| f_1 \| \| f_2 \| \| x \| \int_{S^*_{o,R}(t)} a(g) \mu_o(O_o(g.o, R'(t))) \mu_o(O_o(g^{-1}.o, R'(t))) dg
\]
\[
\leq \left[ \| f_1 \| \| f_2 \| \| x \| e^{-2\delta' t} \right] e^{-\delta t R} \int_{S^*_{o,R}(t)} a(g) dg
\]
\[
\leq \left[ \| f_1 \| \| f_2 \| \| x \| e^{-2\delta' t} \right] e^{-\delta t R} | S^*_o(t) | \| \varphi \| \| x \| \omega_\phi(t - R) + \| \phi \| \| x \| \omega_\varphi(t - R) \] \rightarrow 0
\]
In the following we extend Proposition 5.2 to all $\mathcal{H}_s$-matrix coefficients. We shall need the following estimate:

**Lemma 5.3.** Given any $\frac{1}{2} < s \leq 1$ one has:

$$I_s(1) = \left[ \frac{1}{(2s - 1)} \right] 1.$$  

**Proof.** For any $\xi \in \partial X$ one has:

$$I_s(1)(\xi) = \int_{\partial X} d_o^{-2(1-s)\delta}(\xi, \eta)d\mu_o(\eta) = \int_{\partial X} e^{2(1-s)\delta\langle \xi, \eta \rangle_o} d\mu_o(\eta)$$

$$= 1 + 2(1-s)\delta \int_0^{+\infty} e^{2(1-s)\delta t} \mu_o(\{\langle \xi, \bullet \rangle_o \geq t\}) dt$$

$$= 1 + 2(1-s)\delta \int_0^{+\infty} e^{(1-2s)\delta t} dt = \frac{1}{(2s - 1)}.$$

□

**Proposition 5.4.** For any $\frac{1}{2} < s \leq 1$ the following inclusions hold:

$$(\mathcal{H}_{1-s}, Q_{1-s}) \subset (L^2(\partial X, \mu_o), \| \cdot \|_2^2) \subset (\mathcal{H}_s, Q_s)$$

In other words:

$$\|v\|_2^2 < s Q_{1-s}(v)$$

for any $v \in \mathcal{H}_{1-s}$ and:

$$Q_s(w) < s \|w\|_2^2$$

for any $w \in L^2(\partial X, \mu_o)$.

**Proof.** Let us consider the bounded operator $d_s : L^2(\partial X, \mu_o) \to L^2(\partial X \times \partial X, \mu_o \otimes \mu_o)$ defined as:

$$d_s[\varphi](\xi, \eta) = \frac{\varphi(\xi) - \varphi(\eta)}{d_o^{(1-s)\delta}(\xi, \eta)}$$

for $(\xi, \eta) \in \partial X \times \partial X$ and $\mathcal{D}_s = \frac{1}{2}d_s^*d_s \in \mathcal{B}[L^2(\partial X, \mu_o)]$.

Observe that:

$$\frac{1}{2} \|d_s[\varphi]\|_2^2 = (\mathcal{D}_s[\varphi], \varphi) = \frac{1}{2} \int_{\partial X \times \partial X} \frac{|\varphi(\xi) - \varphi(\eta)|^2}{d_o^{(1-s)\delta}(\xi, \eta)} d\mu_o(\xi) d\mu_o(\eta)$$

$$= \int_{\partial X} |\varphi(\xi)|^2 \left[ \int_{\partial X} \frac{d\mu_o(\eta)}{d_o^{(1-s)\delta}(\xi, \eta)} \right] d\mu_o(\xi) - Re[(I_s[\varphi], \varphi)]$$

$$= \int_{\partial X} |\varphi(\xi)|^2 I_s[1](\xi) d\mu_o(\xi) - (I_s[\varphi], \varphi)$$
for any \( \phi \in L^2(\partial X, \mu_o) \). If \( \mathcal{M}_s \) stands for the operator over \( L^2(\partial X, \mu_o) \) defined as \( \mathcal{M}_s[\varphi](\xi) = \sqrt{\mathcal{I}_s[1]}(\xi).\varphi(\xi) \) one has:

\[
\mathcal{M}_s = \mathcal{I}_s + \mathcal{O}_s
\]
as positive operators over \( L^2(\partial X, \mu_o) \). In particular Lemma 5.3 implies:

\[
(\mathcal{I}_s[\varphi], \varphi) \leq (\mathcal{M}_s \varphi, \varphi) < \|\varphi\|^2
\]
for any \( \varphi \in C(\partial X) \) and thus \( L^2(\partial X, \mu_o) \subset \mathcal{H}_s \) since continuous functions over \( \partial X \) are dense in \( L^2(\partial X, \mu_o) \).

On the other hand \( \mathcal{I}_s \) is positive over \( L^2(\partial X, \mu_o) \) and therefore the operator \( R_{s,\varepsilon} = (\mathcal{I}_s + \varepsilon \mathcal{I})^{-1} \) is well defined and positive over \( L^2(\partial X, \mu_o) \) for any \( \varepsilon > 0 \). Observe that:

\[
\sqrt{R_{s,\varepsilon}} \circ \mathcal{I}_s \circ \sqrt{R_{s,\varepsilon}} = \mathcal{I} - \varepsilon R_{s,\varepsilon}
\]
and therefore:

\[
\sqrt{R_{s,\varepsilon}} \circ \mathcal{M}_s \circ \sqrt{R_{s,\varepsilon}} = \sqrt{R_{s,\varepsilon}} \circ [\mathcal{I}_s + \mathcal{O}_s] \circ \sqrt{R_{s,\varepsilon}}
= \mathcal{I} - \varepsilon R_{s,\varepsilon} + \mathcal{O}'_{s,\varepsilon}
\]
where \( \mathcal{O}'_{s,\varepsilon} = \sqrt{R_{s,\varepsilon}} \circ \mathcal{O}_s \circ \sqrt{R_{s,\varepsilon}} \geq 0 \). It follows that:

\[
\mathcal{I} \leq \sqrt{R_{s,\varepsilon}} \circ \mathcal{M}_s \circ \sqrt{R_{s,\varepsilon}} + \varepsilon R_{s,\varepsilon}
\]
as operators over \( L^2(\partial X, \mu_o) \) for any \( \varepsilon > 0 \).

Together with the relation:

\[
\mathcal{I}_s \circ R_{s,\varepsilon} \circ \mathcal{I}_s = \mathcal{I}_s - \varepsilon \mathcal{I} + \varepsilon^2 R_{s,\varepsilon}
\]
one obtain:

\[
\|\varphi\|^2 \leq (\mathcal{M}_s \circ \sqrt{R_{s,\varepsilon}}[\varphi], \sqrt{R_{s,\varepsilon}}[\varphi]) + \varepsilon (R_{s,\varepsilon}[\varphi], \varphi)
\leq (1 + \varepsilon)(R_{s,\varepsilon}[\varphi], \varphi)
= (1 + \varepsilon)\|\varphi\|^2_{1-s} - (1 + \varepsilon)\varepsilon \|\psi\|^2_{1-s} + (1 + \varepsilon)\varepsilon^2 (R_{s,\varepsilon}[\psi], \psi)
\]
where \( \varphi = \mathcal{I}_s[\psi] \in \mathcal{F}_{1-s} \simeq \mathcal{I}_s[C(\partial X)] \) and any \( \varepsilon > 0 \). To conclude observe that:

\[
\|R_{s,\varepsilon}\|_{L^2 \rightarrow L^2} \leq \sup_{t \geq \varepsilon} \frac{1}{t} = \frac{1}{\varepsilon}
\]
for any \( \varepsilon > 0 \) which implies that \( \varepsilon^2 R_{s,\varepsilon} \xrightarrow{\varepsilon \rightarrow 0} 0 \) in operator norm and therefore

\[
\|\varphi\|^2_{1-s} \leq \varepsilon \|\varphi\|^2_{1-s}
\]
In other words \( \mathcal{H}_{1-s} \subset L^2(\partial X, \mu_o) \). \( \Box \)
Given $0 \leq \sigma \leq 1$, $t \geq 0$ and $f_1, f_2 \in \mathcal{C}(\overline{X})$ we define the operator $A_{\sigma,t}[f_1, f_2]$ over $L^2(\partial X, \mu_o)$ as:

$$A_{\sigma,t}[f_1, f_2] := \int_{\partial X} \frac{\pi_{\sigma}(g)}{\Theta_{\sigma}[1](g,o)} f_1(g,o) f_2(g^{-1}.o) d\nu_{o,t}(g)$$

**Lemma 5.5.** For any $\frac{1}{2} < s \leq 1$ and $f_1, f_2 \in \mathcal{C}(\overline{X})$ the sequence of operators $(A_{1-s,t}[f_1, f_2])_t$ over $L^2(\partial X, \mu_o)$ is uniformly bounded with

$$\|A_{s,t}[f_1, f_2]\| < s \|f_1\|_\infty \|f_2\|_\infty$$

**Proof.** Let us denote $P_{1-s,t} := A_{1-s,t}[1, 1]$.

First observe that:

$$P_{1-s,t}[1](\xi) = \int_{\partial X} \frac{\pi_{1-s}(g)}{\Theta_{1-s}[1](g,o)} [1](\xi) d\nu_{o,t}(g)$$

$$= \int_{\partial X} \frac{\pi_{1-s}(g)}{\Theta_{1-s}[1](g,o)} [1](\xi) d\nu_{o,t}(g)$$

$$< s \int_{\partial X} e^{2(1-s)\delta(\xi,g,o)\circ} d\nu_{o,t}(g)$$

where the last inequality follows from Lemma 3.6.

On the other hand Lemma 2.5 and 2.6 imply:

$$P_{1-s,t}[1](\xi) < s 1 + 2(1-s)\delta \int_0^{\theta R} e^{2(1-s)\delta u} e^{-\delta tR} |\{g \in S_{0,G}^* | \langle \xi, g.o \rangle_o \geq u\}| du$$

$$< s 1 + 2(1-s)\delta \int_0^{\theta R} e^{2(1-s)\delta u} e^{-\delta tR} |C_0^+(\xi; u, r) \cap S_{0,G}(t)| du$$

$$< s 1 + 2(1-s)\delta \int_0^{\theta R} e^{(1-2s)\delta u} du = \frac{1}{2s-1} + \left[1 - \frac{1}{2s-1}\right] e^{(1-2s)\delta tR}$$

Similarly one has:

$$P_{1-s,t}^*[1](\xi) = \int_{\partial X} \frac{\pi_{1-s}(g)\circ}{\Theta_{1-s}[1](g,o)} [1](\xi) d\nu_{o,t}(g)$$

$$< e^{(1-2s)\delta tR} \int_{\partial X} e^{2s\delta(\xi,g^{-1}.o)r} d\nu_{o,t}(g)$$

$$\leq e^{(1-2s)\delta tR} + 2s\delta e^{(1-2s)\delta tR} \int_0^{\theta R} e^{2s\delta u} e^{-\delta tR} |C_0^-(\xi; u, r) \cap S_{0,G}(t)| du$$

$$= e^{(1-2s)\delta tR} + 2s\delta e^{(1-2s)\delta tR} \int_0^{\theta R} e^{(2s-1)\delta u} du = 1 + \frac{1}{2s-1} \left[1 - e^{(1-2s)\delta tR}\right]$$

In other words $P_{1-s,t}[1]$ and $P_{1-s,t}^*[1]$ are uniformly bounded.
Using the Cauchy-Schwarz inequality with respect to the measure
\[ \frac{1}{\Theta_{1-s}(g,o)} \left[ \frac{d \mu_{g,o}}{d \mu_o} \right]^{1-s} (\xi) d \mu_o(\xi) d \nu_{o,t}(g) \]
we eventually obtain:
\[ |(A_{1-s,t}[f_1, f_2](\varphi), \phi)|^2 \]
\[ = | \int_{G \times \hat{\mathcal{X}}} \varphi(g^{-1} \xi) \overline{\varphi}(\xi) f_1(g,o) f_2(g^{-1},o) \left[ \frac{d \mu_{g,o}}{d \mu_o} \right]^{1-s} (\xi) d \mu_o(\xi) \frac{d \nu_{o,t}(g)}{\Theta_{1-s}(g,o)} |^2 \]
\[ \leq \| f_1 \|^2 \| f_2 \| \int_{G \times \hat{\mathcal{X}}} |\varphi(g^{-1} \xi)\overline{\varphi}(\xi)|^2 \left[ \frac{d \mu_{g,o}}{d \mu_o} \right]^{1-s} (\xi) d \mu_o(\xi) \frac{d \nu_{o,t}(g)}{\Theta_{1-s}(g,o)} \]
\[ \times \int_{G \times \hat{\mathcal{X}}} |\varphi(\xi)|^2 \left[ \frac{d \mu_{g,o}}{d \mu_o} \right]^{1-s} (\xi) d \mu_o(\xi) \frac{d \nu_{o,t}(g)}{\Theta_{1-s}(g,o)} \]
\[ = \| f_1 \|_2 \| f_2 \|_2 \| (P_{1-s,t}[\varphi]^2), 1 \|. (P_{1-s,t}[1], |\phi|^2) \]
\[ \leq \| f_1 \|_2 \| f_2 \|_2 \| P_{1-s,t}[1] \|_\infty \| P_{1-s,t}^*[1] \|_\infty \| \varphi \|_2 \| \phi \|_2 \]
for any \( \varphi, \phi \in L^2(\hat{\mathcal{X}}, \mu_o) \) or equivalently:
\[ \| A_{1-s,t}[f_1, f_2] \| \leq \sqrt{\| P_{1-s,t}[1] \|_\infty \| P_{1-s,t}^*[1] \|_\infty \| f_1 \|_\infty \| f_2 \|_\infty} \]

\[ \square \]

As a consequence of Proposition 5.4 and Lemma 5.5 one has:
\[ \| A_{1-s,t}[f_1, f_2](v) \|_s \leq \| A_{1-s,t}[f_1, f_2](v) \|_2 \leq_{s, f_1, f_2} \| v \|_s \leq \| v \|_{1-s} \]
for any \( v \in \mathcal{H}_{1-s} \) and \( t \geq 0 \).

Therefore the sequence of operators \( A_{1-s,t}[f_1, f_2]^{[s]}_{\mathcal{H}_{1-s}} \) with \( \frac{1}{2} < s \leq 1 \) and \( f_1, f_2 \in C(\mathcal{X}) \) is uniformly bounded with:
\[ \| A_{s,t}[f_1, f_2] \|_{\mathcal{H}_{1-s}} \rightarrow \mathcal{H}_s \leq s \| f_1 \|_\infty \| f_2 \|_\infty \]

If \( [f_i]_{\mathcal{X}}, i = 1, 2 \), denote the class of \( f_i \) in \( \mathcal{H}_s \). It follows from Proposition 5.2 together with Lemma 5.3:

**Corollary 5.6.** The averages of matrix coefficients:
\[ \int_G \frac{Q(\pi_s(g)v, w)}{\Theta_{1-s}[1](g,o)} f_1(g,o) f_2(g^{-1},o) d \nu_{o,t}(g) \]
equidistribute when \( t \) goes to infinity toward:
\[ Q(\mathcal{I}_s[v], [f_2]_{\mathcal{X}}) Q(\mathcal{I}_s[w], [f_1]_{\mathcal{X}}) \]
for all \( v \in \mathcal{H}_s \) and \( w \in \mathcal{H}_{1-s} \) and similarly:
\[ \int_G \frac{Q(\mathcal{I}_s[\pi_s(g)v], w)}{\Theta_s[1](g^{-1},o)} f_1(g,o) f_2(g^{-1},o) d \nu_{o,t}(g) \rightarrow Q(\mathcal{I}_s[v], [f_2]_{\mathcal{X}}) Q(\mathcal{I}_s[w], [f_1]_{\mathcal{X}}) \]
for all \( v, w \in \mathcal{H}_s \).
6. Properties of complementary series

In this section we investigate the properties of the family of unitary representations \((\mathcal{H}_s)_{s \in [0,1]}\) constructed in Section 4. The proof of Theorem 2 will follow from the propositions 6.2, 6.5, 6.6 and Corollary 6.4.

A straightforward application of Corollary 5.6 is the following extension of the Martin-Poisson correspondence:

**Corollary 6.1.** For \(\frac{1}{2} < s \leq 1\) the operators:
\[
\Theta_{1-s} : \mathcal{C}(\partial X) \simeq \mathcal{F}_{1-s} \to L^\infty(X, m)
\]
and
\[
\Xi_s : \mathcal{C}(\partial X) \simeq \mathcal{F}_s \to L^\infty(X, m); \quad x \mapsto \Theta_{1-s}[\mathcal{I}_s[\varphi]](x)
\]
are injective intertwiners.

Note that \(\operatorname{Ran}[\Xi_s] \subset \operatorname{Ran}[\Theta_{1-s}], \Xi_s[\varphi] = s \Theta_s[\varphi]\) and
\[
\mathcal{I}_s|_{\mathcal{F}_s} = [\Theta_{1-s}|_{\operatorname{Ran}[\Theta_{1-s}]}]^{-1} \circ \Xi_s|_{\mathcal{F}_s}
\]
Compare with the formula introduced in [18] Chapter 4.

**Proposition 6.2.** The unitary complementary representations \((\pi_s)\) are irreducible for all \(0 \leq s \leq 1\).

**Proof.** The case \(s = \frac{1}{2}\) is proved in [19] and the cases \(s = 0, 1\) are trivial. Since \(\pi_s^* \simeq \pi_{1-s}\) let us assume \(\frac{1}{2} < s < 1\).

As proved in Section 5 the sequence of operators \((\mathcal{P}_{s,t})_t\) defined as \(\mathcal{P}_{s,t} = \mathcal{A}_{s,t}[1, 1]\) for \(t \geq 0\), converges for the weak operator topology to the projection, \(\mathcal{P}_s\), over the constant vector \(1 \in \mathcal{H}_s\) in \(\mathcal{B}[\mathcal{H}_s]\).

Since operators \((\mathcal{P}_{s,t})_t\) belongs to the von Neumann algebra generated by \(\pi_s\) inside of \(\mathcal{B}[\mathcal{H}_s]\), in order to prove the irreducibility of \(\pi_s\) it is enough to prove that \(1\) is cyclic for \(\pi_s\) [17].

Let \(v \in \overline{\operatorname{Span}[\pi_s(g)1]} \subset \mathcal{H}_s\), then for any \(f \in \mathcal{C}(\partial X) \simeq \mathcal{F}_s\) one has:
\[
Q_s(\mathcal{A}_{s,t}[f, 1], v) = \int_G \frac{Q(\mathcal{I}_s[\pi_s(g)1], v)}{\Theta_s[1](g^{-1}, o)} \tilde{f}(g, o) d\nu_{o,t}(g) = 0.
\]
On the other hand Corollary 5.6 implies:
\[
\int_G \frac{Q(\mathcal{I}_s[\pi_s(g)1], v)}{\Theta_s[1](g^{-1}, o)} \tilde{f}(g, o) d\nu_{o,t}(g) \to Q_s(1)Q(\mathcal{I}_s[f], v)
\]
in other words \(Q(\mathcal{I}_s[f], v) = 0\) for any \(f \in \mathcal{C}(\partial X)\). Since \(\mathcal{F}_s \simeq \mathcal{C}(\partial X)\) is dense in \(\mathcal{H}_s\), \(v = 0\) and the vector \(1\) is cyclic. \(\square\)
Given $\varphi, \phi \in \mathcal{C}(\partial X) \simeq \mathcal{F}_s$ Lemma 3.6 implies the following estimate on the rate of decay holds:

$$|Q_s(\pi_s(g)\varphi, \phi)| <_s \|\varphi\|_\infty \|\phi\|_\infty \Theta_s[1](g, o) =_s \|\varphi\|_\infty \|\phi\|_\infty e^{-\left[\frac{1}{2} - \left|s - \frac{1}{2}\right|\right]\delta d(g, o, o)}$$

As proved below this is sharp.

**Proposition 6.3** (Characteristic decay). Let $\pi_s$ be the complementary representation of parameter $\frac{1}{2} < s \leq 1$ and $v, w \in \mathcal{H}_s$. If one can find $\varepsilon > 0$ such that:

$$Q_s(\pi_s(g)v, w) = O(e^{-\left[\frac{1}{2} - \left|s - \frac{1}{2}\right|\right]\delta d(g, o, o)}$$

then $Q_s(\pi_s(\bullet)v, w) = 0$.

**Proof.** Lemma 5.6 implies:

$$Q_s(A_{s, t}[f_1, f_2]v, w) = \int_G \frac{Q_s(\pi_s(g)v, w)}{\Theta_s[1](g, o)} f_1(g, o) f_2(g^{-1}, o) d\nu_{o, t}(g)$$

$$<_s \|f_1\|_\infty \|f_2\|_\infty \int_G e^{-\varepsilon d(g, o, o)} d\nu_{o, t}(g) = \|f_1\|_\infty \|f_2\|_\infty e^{-\varepsilon t R} \to 0$$

for any continuous functions $f_1$ and $f_2$ in $\mathcal{C}(\overline{X})$

On the other hand:

$$\lim \limits_t Q_s(A_{s, t}[f_1, f_2]v, w) = Q_s(v, [f_1|_{\partial X}]_s) Q_s([f_2|_{\partial X}]_s, w)$$

for all $f_1$ and $f_2$ in $\mathcal{C}(\overline{X})$.

It follows that $v$ or $w$ must be zero and therefore $Q_s(\pi_s(g)v, w) = 0$ for all $g \in G$.

**Corollary 6.4.** Let $\pi_s$ and $\pi_{s'}$ be two complementary representations of parameter $0 \leq s, s' \leq 1$. Then $\pi_s$ and $\pi_{s'}$ are unitary equivalent if and only if $s' = 1 - s$

**Proof.** Since $\pi_s \simeq \pi_{1-s}$ for any $0 \leq s \leq 1$ one can assume $\frac{1}{2} < s < s' \leq 1$. Suppose one can find $T_{s \to s'} : \mathcal{H}_s \to \mathcal{H}_{s'}$ unitary intertwiner between $\pi_s$ and $\pi_{s'}$.

Then $T_{s \to s'} 1 \neq 0$ and:

$$Q_{s'}(\pi_s'(g) T_{s \to s'} 1, T_{s \to s'} 1) = Q_s(\pi_s(g) 1, 1)$$

It follows that:

$$Q_{s'}(\pi_s'(g) T_{s \to s'} 1, T_{s \to s'} 1) = O(e^{-\left[\frac{1}{2} - \left|s' - \frac{1}{2}\right|\right]\delta d(g, o, o) - \left|s' - s\right| \delta d(g, o, o)})$$

and Proposition 6.3 implies $T_{s \to s'} 1 = 0$ which is a contradiction.

**Proposition 6.5.** The unitary representations $(\mathcal{H}_s)_s$ are not weakly contained in the regular representation of $G$ except for $s = \frac{1}{2}$.
Proof. The weak containment of $H_{1/2}$ inside of the regular representation is well known and follows from [1] with [22]. Assume $H_s$ is weakly contained inside of the regular representation $\lambda$ of $G$ for $s > 1/2$. The spectral transfer principal implies:

$$\|\pi_s(f)\| \leq \|\lambda(f)\|$$

for all $f \in L^1(G, dg)$ and thus

$$\int_G Q_s(\pi_s(g)1, 1)d\nu_{o,t}(g) <_s \|\pi_s(\nu_{o,t})\| \leq \|\lambda(\nu_{o,t})\|$$

On one hand the Corollary 5.6 implies

$$\int_G Q_s(\pi_s(g)1, 1)d\nu_{o,t}(g) = e^{-(1-s)\delta t}$$

On the other hand, using the hyperbolicity of $G$, the Haagerup inequality [21] implies:

$$\|\lambda(\nu_{o,t})\| \leq Q(t)\|\nu_{o,t}\|_2 = Q(t)e^{-\frac{1}{2}\delta t}$$

where $Q$ is polynomial function which is a contradiction.

□

Proposition 6.6. The family of representations $(\mathcal{H}_s)_{s \in [0,1]}$ is continuously parametrized for the Fell topology over the unitary dual of $G$.

Proof. Since $\pi_s^* = \pi_{1-s}$ for all $0 \leq s \leq 1$ it is enough to prove the continuity over the interval $[\frac{1}{2}, 1]$. Moreover the continuity at $H_{s_0}$ for $s_0 > \frac{1}{2}$ follows from the very definition of those representations together with the dominated convergence theorem. One can therefore assume $s_0 = \frac{1}{2}$.

The argument consists to prove that any $H_{1/2}$-matrix coefficient is a limit when $s$ goes to $\frac{1}{2}$ of matrix coefficients in $H_s$. First observe that for any $g \in G$ and $v \in L^2(\partial X, \mu_o)$ one has:

$$\|\pi_s(g)v\|_2^2 = \int_{\partial X} e^{2s\delta b_c(g,o,o)}|v(g^{-1}\xi)|^2d\mu_o(\xi)$$

$$= \int_{\partial X} e^{(1-2s)\delta b_c(g^{-1},o,o)}|v(\xi)|^2d\mu_o(\xi)$$

$$\leq e^{(2s-1)\delta d(g,o,o)}\|v\|_2^2$$

in other words $\|\pi_s(g)\|_{L^2 \to L^2} \leq e^{\delta d(g,o,o)}$. Using Proposition 5.4 proof the following relation holds over $\mathcal{B}(L^2(\partial X, \mu_o))$:

$$\mathcal{M}_s - \mathcal{I}_s = \mathcal{D}_s$$

and Lemma 5.3 implies that the operators $\sqrt{(2s-1)}\mathcal{M}_s \in L^\infty(\partial X, \mu_o) \subset \mathcal{B}(L^2(\partial X, \mu_o))$ with $\frac{1}{2} < s \leq 1$ satisfy:

$$\sqrt{(2s-1)}\mathcal{M}_s = 1$$
uniformly over $s$. Extracting a subsequence if necessary one can assume that
$\sqrt{(2s - 1)}\mathcal{M}_s$ converges for the weak operator topology to $\mathcal{M}^0_{\frac{1}{2}}$ when $s > \frac{1}{2}$
goes to $\frac{1}{2}$. Note that the uniform lower bound given by Lemma 5.3 implies
that $\mathcal{M}^0_{\frac{1}{2}}$ is positive and invertible.

Given a Lipschitz function $\varphi \in \text{Lips}(\partial X)$ one has:

$$
\langle \mathcal{D}_s \varphi, \varphi \rangle = \frac{1}{2} \int_{\partial^2 X} \frac{|\varphi(\xi) - \varphi(\eta)|^2}{d_\alpha^{2(1-s)}(\xi, \eta)} \mu_\alpha(\xi) d\mu_\alpha(\eta)
$$

that is uniformly bounded for $s \geq \frac{1}{2} - \frac{1}{2\delta}$.

The Cauchy-schwarz inequality relative to the positive operator $\mathcal{D}_s$ over $L^2(\partial X, \mu_\alpha)$ implies:

$$(2s - 1)|\langle \mathcal{D}_s [\pi_s(g)\varphi], \varphi \rangle|^2 \leq (2s - 1)(\langle \mathcal{D}_s [\pi_s(g)\varphi], \pi_s(g)\varphi \rangle (\mathcal{D}_s [\varphi], \varphi)$$

$$= (2s - 1)[(\langle \mathcal{M}_s[\pi_s(g)\varphi], \pi_s(g)\varphi \rangle - (\mathcal{I}_s[\varphi], \varphi)](\mathcal{D}_s[\varphi], \varphi)$$

$$< \sqrt{(2s - 1)}(\|\pi_s(g)\varphi\|^2 + \|\varphi\|^2) \|\mathcal{D}_s[\varphi], \varphi)$$

$$+ (2s - 1)|\langle \mathcal{D}_s[\varphi], \varphi \rangle|^2 \to 0$$

On the other hand the dominated convergence theorem implies:

$$(\pi_s(g)\varphi, \sqrt{(2s - 1)}\mathcal{M}_s[\varphi]) \to (\pi_{\frac{1}{2}}(g)\varphi, \mathcal{M}^0_{\frac{1}{2}}[\varphi])$$

Eventually one has:

$$\sqrt{(2s - 1)}(\mathcal{I}_s\pi_s(g)\varphi, \varphi) = \sqrt{(2s - 1)}[(\mathcal{M}_s - \mathcal{D}_s)\pi_s(g)\varphi, \varphi)$$

$$= (\pi_s(g)\varphi, \sqrt{(2s - 1)}\mathcal{M}_s[\varphi]) - \sqrt{(2s - 1)}(\mathcal{D}_s[\pi_s(g)\varphi], \varphi)) \to (\pi_{\frac{1}{2}}(g)\varphi, \mathcal{M}^0_{\frac{1}{2}}[\varphi])$$

Since $\text{Lips}(\partial X)$ is dense in $L^2(\partial X, \mu_\alpha)$ and operator $\mathcal{M}^0_{\frac{1}{2}} \in L^\infty(\partial X, \mu_\alpha)$ is
invertible the claim is proved. \hfill \Box

References

[1] S. Adams. Boundary amenability for word hyperbolic groups and an application to smooth dynamics of simple groups. Topology, 33(4):765–783, 1994.

[2] Uri Bader and Jan Dymara. Boundary unitary representations—right-angled hyperbolic buildings. J. Mod. Dyn., 10:413–437, 2016.

[3] Uri Bader and Roman Muchnik. Boundary unitary representations—irreducibility and rigidity. J. Mod. Dyn., 5(1):49–69, 2011.

[4] Bachir Bekka, Pierre de la Harpe, and Alain Valette. Kazhdan’s property (T), volume 11 of New Mathematical Monographs. Cambridge University Press, Cambridge, 2008.

[5] Kevin Boucher. Random walks in negative curvature and boundary representations. 01 2020.
[6] M. Bourdon. Immeubles hyperboliques, dimension conforme et rigidité de Mostow. *Geom. Funct. Anal.*, 7(2):245–268, 1997.

[7] Marc Bourdon. Structure conforme au bord et flot géodésique d’un CAT(−1)-espace. *Enseign. Math. (2)*, 41(1-2):63–102, 1995.

[8] Adrien Boyer and Łukasz Garnarek. Asymptotic Schur orthogonality in hyperbolic groups with application to monotony. *Trans. Amer. Math. Soc.*, 371(10):6815–6841, 2019.

[9] Adrien Boyer and Dustin Mayeda. Equidistribution, ergodicity and irreducibility associated with Gibbs measures. *Comment. Math. Helv.*, 92(2):349–387, 2017.

[10] Martin R. Bridson and André Haefliger. *Metric spaces of non-positive curvature*, volume 319 of *Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]*. Springer-Verlag, Berlin, 1999.

[11] M. Burger and S. Mozes. CAT(-1)-spaces, divergence groups and their commensurators. *J. Amer. Math. Soc.*, 9(1):57–93, 1996.

[12] Pierre-Alain Cherix, Florian Martin, and Alain Valette. Spaces with measured walls, the Haagerup property and property (T). *Ergodic Theory Dynam. Systems*, 24(6):1895–1908, 2004.

[13] Chris Connell and Roman Muchnik. Harmonicity of quasiconformal measures and Poisson boundaries of hyperbolic spaces. *Geom. Funct. Anal.*, 17(3):707–769, 2007.

[14] Michel Coornaert. Mesures de Patterson-Sullivan sur le bord d’un espace hyperbolique au sens de Gromov. *Pacific J. Math.*, 159(2):241–270, 1993.

[15] Michel Coornaert and Athanase Papadopoulos. Horofunctions and symbolic dynamics on Gromov hyperbolic groups. *Glasg. Math. J.*, 43(3):425–456, 2001.

[16] Rémi Coulon, Rhiannon Dougall, Barbara Schapira, and Samuel Tapie. Twisted patterson-sullivan measures and applications to amenability and coverings. 09 2018.

[17] Jacques Dixmier. *Les algèbres d’opérateurs dans l’espace hilbertien (algèbres de von Neumann)*. Gauthier-Villars Éditeur, Paris, 1969. Deuxième édition, revue et augmentée, Cahiers Scientifiques, Fasc. XXV.

[18] Alessandro Figà-Talamanca and Massimo A. Picardello. *Harmonic analysis on free groups*, volume 87 of *Lecture Notes in Pure and Applied Mathematics*. Marcel Dekker, Inc., New York, 1983.

[19] Łukasz Garnarek. Boundary representations of hyperbolic groups. 04 2014.

[20] Frédéric Haglund and Frédéric Paulin. Simplicité de groupes d’automorphismes d’espaces à courbure négative. In *The Epstein birthday schrift*, volume 1 of *Geom. Topol. Monogr.*, pages 181–248. Geom. Topol. Publ., Coventry, 1998.

[21] Paul Jolissaint. Rapidly decreasing functions in reduced $C^*$-algebras of groups. *Trans. Amer. Math. Soc.*, 317(1):167–196, 1990.

[22] M. Gabriella Kuhn. Amenable actions and weak containment of certain representations of discrete groups. *Proc. Amer. Math. Soc.*, 122(3):751–757, 1994.

[23] Bogdan Nica. Proper isometric actions of hyperbolic groups on $L^p$-spaces. *Compos. Math.*, 149(5):773–792, 2013.

[24] Thomas Roblin. Ergodicité et équidistribution en courbure négative. *Mém. Soc. Math. Fr. (N.S.)*, (95):vi+96, 2003.

[25] Elias M. Stein. Analytic continuation of group representations. *Advances in Math.*, 4:172–207 (1970), 1970.

[26] Elias M. Stein. *Harmonic analysis: real-variable methods, orthogonality, and oscillatory integrals*, volume 43 of *Princeton Mathematical Series*. Princeton University
ANALOGS OF COMPLEMENTARY SERIES FOR CAT(-1) GROUPS.

Press, Princeton, NJ, 1993. With the assistance of Timothy S. Murphy, Monographs in Harmonic Analysis, III.

[27] Dennis Sullivan. The density at infinity of a discrete group of hyperbolic motions. *Publications mathématiques de l'IHÉS*, 50(1):171–202, Dec 1979.