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Abstract. Remarkable efforts have been made to develop the job shop scheduling problem up to now. As a novel generalization, the stage shop can be defined as an environment in which each job is composed of some stages and each stage may include one operation or more. A stage can be defined as a subset of operations of a job such that these operations can be done in any arbitrary relative order while the stages should be processed in a predetermined order. In other words, the operations of a stage cannot be initiated until all operations of the prior stage are completed. In this paper, an innovative lower bound by solving the preemptive open shop (using a linear programming model in polynomial time) is devised for the makespan in a stage shop problem. In addition, three metaheuristics, namely firefly (FF), Harmony Search (HS), and Water Wave Optimization (WWO) algorithms, are applied to the problem. The results of the algorithms are compared with each other with the proposed lower bound and a commercial solver.
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1. Introduction

One of the important factors that affect the performance of manufacturing systems is their scheduling approach [1]. In particular, the job shop scheduling problem has various applications, even out of the manufacturing environments (e.g., see [2] for train scheduling). However, in practice, job shop assumptions are restrictive and cannot be applied to many cases. Therefore, researchers have presented several extensions of the job shop scheduling problem.

For instance, a mixture of job shop and open shop is defined as mixed shop, which is known as an NP-hard problem in its general form. In this problem, the set of jobs is partitioned into two separate subsets: one subset of the job shop type and one subset of the open shop type. Shakhlevich et al. [3] discussed the complexity of the mixed shop problems with several performance measures and illuminated the border between the NP-hard and polynomially solvable problems.

Moreover, there exist several other extensions of the job shop problem. Ramudhin and Marier [4] defined a problem called “shops with a partial ordering of operations pertaining to each job or machine,” which was solved by an extension of the shifting bottleneck method. Besides, Kis [5] proposed a generalization of the job shop scheduling problem in which the routing of each job was a collection of alternative subgraphs constituting a directed acyclic graph. In this configuration, some operations were included in a subgraph, which determined their order of processing. Özgün et al. [6] developed a mathematical programming model for flexible job shop scheduling problems with process plan flexibility and presented its computational results for hypothetically generated test problems. Nasiri
and Kianfar [7] solved the partial job shop scheduling problem using hybrid scatter search. In another research, Nasiri and Kianfar [8] combined the genetic algorithm and tabu search to solve a new generalization of the mixed shop problem. In [9], Dugarzhapov and Kononov studied a mixed shop problem with preemptions and at most two unit operations per job. They presented a new exact polynomial-time algorithm for solving this problem. Doh et al. [10] suggested a practical priority scheduling approach. In this approach, a combination of operation/machine selection and job sequencing rules is used to concurrently decide about the routing and scheduling of jobs. Nasiri [11] proposed a modified Artificial Bee Colony (ABC) algorithm to solve the stage shop scheduling problem. He compared the results with the basic ABC and a new algorithm called Covariance Matrix Adaptation Evolutionary Strategy (CMA-ES). Inspired by a real industrial case, another extension of the mixed shop problem called the hybrid stage shop was proposed by Rossi et al. [12]. Jin et al. [13] developed several novel mixed integer linear programming models for the scheduling of a job shop flexible manufacturing system. They considered the integration of process planning and scheduling to efficiently utilize the manufacturing resources. In another research, Gao et al. [14] worked on a flexible job shop scheduling problem with the aim of minimizing the weighted combination of two minimization criteria, namely the maximum completion time (makespan) and the mean of earliness and tardiness. In order to solve the problem, they developed a discrete Harmony Search (HS) algorithm. Bozek and Werner [15] suggested models and optimization approaches to a flexible job shop scheduling problem with lot streaming and lot sizing of the variable sublots. Zubaran and Ritth [16] presented a heuristic for the partial shop scheduling problem. They solved various problem sets and showed that their method was effective.

For an optimization problem with min (max) objective function, a lower bound (an upper bound) may be required in order to compare the results with an approximation algorithm. Obtaining this bound helps us estimate the gap between an arbitrary solution and the optimal solution to a problem. In this paper, a new lower bound for the stage shop scheduling problem is computed using a novel method, in which several open shop problems are solved. In addition, the Water Wave Optimization (WWO) algorithm is applied to a scheduling problem for the first time and compared with firefly (FF) and HS algorithms using a new statistical approach.

The remainder of the paper is organized as follows. In Section 2, the stage shop scheduling problem is introduced and its formulation and notation are presented. Section 3 describes the new method for the computation of the lower bound. In Section 4, three proposed stochastic search algorithms are discussed. The computational results are given in Section 5. Finally, Section 6 concludes the paper.

2. Problem definition and notation

In a stage shop, each job consists of several stages comprising operations the relative order of which is under control of the decision maker. If all operations of a job constitute one stage, the job can be considered as an open shop one. The execution order of the stages of a job is predetermined the same as the operations of a job in a job shop. Consequently, if each stage of a job consists of merely one operation, it resembles a job shop job.

Consider a set of jobs \( J = \{1, 2, \ldots, n\} \) and a set of machines \( M = \{1, 2, \ldots, m\} \). Job \( j \) includes \( s_j \) stages of operations such that these stages should be completed successively pursuant to the stage numbers: \( 1, 2, \ldots, s_j \). Stage \( k \) of job \( j \) includes a set of operations denoted by \( H_{jk} \). Indeed, it is permitted to initiate the execution of the operations of the stage \( k + 1 \) of job \( j \) only when the execution of all operations of stage \( k \) (i.e., operations in \( H_{jk} \)) is terminated. The processing of each operation \( a \) should be done on a predetermined machine without any interruption for \( p_{ak} \) time units. It is worth noting that there is no precedence relation between the operations of a particular stage. The other assumptions are as follows:

- From time zero on, all machines and all jobs are accessible;
- None of the jobs visits a particular machine more than once; in other words, recirculation is not allowed;
- There is no precedence relation between the operations of different jobs;
- Transportation times between machines are negligible;
- Only one job can be in execution on a machine at any instant of time;
- There is an infinite buffer capacity between any two machines.

The criterion which should be optimized in this paper is makespan \( (C_{max}) \). For the mathematical model and more information about the stage shop problem, the reader is referred to Nasiri and Kianfar [8].

3. The new lower bound

Inspired by Carlier’s lower bound [17] for the JSSP, a simple lower bound for the makespan of the stage shop problem has been presented by Nasiri and Kianfar [8].
Their lower bound and the required notation for comprehending the calculation of the new lower bound are presented in Appendix A.

Understanding similarities between the stage shop and open shop scheduling problems can be helpful in introducing a new lower bound for the makespan criterion of the stage shop problem. In the next subsection, the open shop problem that is required for finding the new lower bound is defined first and then, the relation between the objective function of the open shop problem and the new lower bound will be revealed.

3.1. Definition of the open shop problem
Consider the operations that should be processed on machine $i$ in a stage shop problem, which are denoted by $I_i$. As can be seen in the assumptions of the stage shop (recirculation prohibition), at most one operation from each job is supposed to be processed on a particular machine. If the operation that should be processed by machine $i$ is at stage $k$ of job $j$, then ordered pair $(j,k)$ is added to $K_i$. In other words:

$$K_i = \{(j, k) | a \in I_i : a \in H_{jk}\}. \tag{1}$$

Now, there is at most one stage in each job and all operations in the selected stages form an open shop problem ($OpenShop_i$). In the new problem, the operations of each job can be performed in any arbitrary order without violating the stage shop constraints, because they are from the same stage of the main stage shop problem. Therefore, any solution to the defined open shop problem is a partial solution to the main stage shop problem.

Example 3.1. See Appendix B.

3.2. Release dates and due dates
After defining the open shop problem, release dates and due dates should be defined for $OpenShop_i$ (which can be represented as $O_{max} | r | L_{max}$) according to the well-known idea of heads and tails [18], respectively. According to the notation given in Appendix A, for each job $j$, the release date is equal to $r_j$ and the due date can be calculated by $d_j = LB_1 - q_j (r_j = r_a$ and $q_j = q_a$, which respectively denote the head and tail of job $j$, are the same for every $a \in H_{jk}$).

3.3. Calculating the new lower bound
Using the provided definitions for $OpenShop_i$, release dates, and due dates, it is sufficient to find the optimal value (minimum) of the maximum lateness ($L^*_{max}$) in $OpenShop_i$.

Theorem 1. \(LB_1 + \max \{0, L^*_{max}(OpenShop_i)\} \) is a lower bound for the stage shop problem.

Proof. It is assumed that there is no recirculation. Therefore, all the operations of job $j$ in $OpenShop_i$ are from the same stage of the stage shop problem. The processing of each operation $a$ at stage $k$ of job $j$ can be started only after the processing of the prior stages of job $j$ is finished. Thus, $r_j$ can be considered as the release date of job $j$. In addition, the time that is required after the completion of job $j$ is at least equal to $q_j$. Therefore, for each feasible sequence of operations in $OpenShop_i$ like $S$ and the corresponding schedule in the stage shop problem, the completion time of job $j(C_j)$ plus the tail of job $j(C_j + q_j)$ is a lower bound for the stage shop makespan of any solution with a sequence of operations identical to $S$ (for common operations). Now, if the maximum value of this bound is obtained for all the jobs of $OpenShop_i$, a lower bound is achieved for the makespan of the mentioned order of the operations in the stage shop problem. Consequently, the lower bound can be calculated as the minimum value of this bound for all feasible sequences of $OpenShop_i$. Furthermore, because $LB_1$ is a constant, we have:

$$\min_S \left\{ \max_j \{C_j + q_j\} \right\} = LB_1$$

$$+ \min_S \left\{ \max_j \{C_j + q_j - LB_1\} \right\} = LB_1$$

$$+ \min_S \left\{ \max_j \{C_j - (LB_1 - q_j)\} \right\} = LB_1$$

$$+ \min_S \left\{ \max_j \{C_j - d_j\} \right\} = LB_1$$

$$+ \min_S \left\{ L_{max}(OpenShop_i) \right\} = LB_1$$

$$+ L^*_{max}(OpenShop_i). \tag{2}$$

where $d_j$ denotes the due date of job $j$, as defined above. Since $L^*_{max}(OpenShop_i)$ can be negative and we want to improve the previous lower bound, the new lower bound can be $LB_1 + \max \{0, L^*_{max}(OpenShop_i)\}$. In order to convert the problem to standard form, one can imagine that we want to add the maximum possible quantity to the previous lower bound ($LB_1$ in Eq. (A.3)).

A more efficient lower bound can be obtained by solving all the open shop problems $OpenShop_i$ for $i = 1, 2, ..., m$.

**Corollary 1.** Eq. (2) defines a lower bound for the stage shop problem.

$$LB_2 = LB_1$$

$$+ \max \left\{ 0, \max_{i \in \{1, ..., m\}} \left\{ L_{max}(OpenShop_i) \right\} \right\}. \tag{2}$$
Proof. $LB_2$ represents the maximum lower bound obtained by solving each Open Shop and obviously, it is also a lower bound for the stage shop problem. □

Example 3.2. See Appendix B.

Because the problem $O_m | r_j \leq p_j | L_{\text{max}}$ is NP-hard [19], considering its preemptive counterpart which can be solved polynomially is useful. In the next subsection, the application of the preemptive open shop is discussed.

3.4. Application of preemptive open shop

The optimal objective function of problem $O_m | r_j \leq p_j | L_{\text{max}}$ is a lower bound for the fitness value of problem $O_m | r_j | L_{\text{max}}$, because the optimal solution to the latter is a feasible solution to the former. The preemptive open shop problem is modeled efficiently by Cho and Salmi [20]. This model is stated here as explained by Pinedo [19].

First, all due dates $d_j$ are regarded as deadlines $d_j$ and then, a linear programming model is used to realize whether or not we can find a feasible schedule in which each job is completed on time. Assume that $a_1 < a_2 < \cdots < a_{v+1}$ is the ordered assortment of the diverse release times $r_j$ and deadlines $d_j$. Therefore, $v$ intervals $[a_k, a_{k+1}]$ exist. Let $\delta_k = a_{k+1} - a_k$ be the length of interval $k$, $J_j$ denote the operations of job $j$, and $x_{ijk}$ represent a decision variable showing the time that the operation of job $j$ performed by machine $i$ is processed in interval $k$. Now, consider the following linear model:

$$\max \sum_{k=1}^{\nu} \sum_{i=1}^{m} \sum_{j=1}^{n} x_{ijk},$$

s.t.: 

$$\sum_{i=1}^{m} x_{ijk} \leq \delta_k \quad j = 1, 2, \ldots, n \quad k = 1, 2, \ldots, v,$$  

$$\sum_{j=1}^{n} x_{ijk} \leq \delta_k \quad i = 1, 2, \ldots, m \quad k = 1, 2, \ldots, v,$$  

$$\sum_{k=1}^{\nu} x_{ijk} = p_o \quad o \in (I_i \cap J_j),$$  

$$x_{ijk} \geq 0 \quad r_j \leq a_k \text{ and } d_j \leq a_{k+1}.$$  

4. Three stochastic search methods

4.1. Encoding and decoding

Representation of the schedule is the depiction of a relative priority rule determining the job or activity that is selected next during the scheduling process [21]. Solution encoding in the stage shop problem should determine the sequence of operations for each job at each stage and machine. Furthermore, a random key representation is utilized to encode the solution. To extract the solution by the proposed solution encoding, the Largest Position Value (LPV) rule is employed. To better clarify the encoding scheme and the decoding technique (LPV rule), we designed an example of the stage shop problem with 2 jobs, 5 machines, and 10 operations. The detailed information about the instance is illustrated in Figure 1, in which the stages are identified by thick lines and the dummy operations are not shown. In addition, the data for the problem are shown in the cells with bold and colored text and the solution data are shown in the other cells. Figures 2 and 3 show the order of operations obtained by the LPV rule for each job at each stage and machine (based on the encoded solution in Figure 1), respectively.

| Job 1 | Operation | 1 | 2 | 3 | 4 | 5 |
|-------|-----------|---|---|---|---|---|
|       | Machine   | 3 | 5 | 2 | 1 | 4 |
|       | Random key| 1.45 | 0.78 | 2.03 | 2.20 | 0.70 |

| Job 2 | Operation | 6 | 7 | 8 | 9 | 10 |
|-------|-----------|---|---|---|---|----|
|       | Machine   | 5 | 4 | 3 | 2 | 1 |
|       | Random key| 2.73 | 0.12 | 1.64 | 0.42 | 0.96 |

Figure 1. Solution encoding of the stage shop problem.
Initialization
Read StageShopPr
Set step

/* StageShopPr is the problem for which the lower bound should be computed */
prvlB $\leftarrow$ PrevLowerBound(StageShopPr)
newLB $\leftarrow$ prvlB
For $m = 1$ to nmach
flag $\leftarrow$ False
Do
LP Solve(StageShopPr, newLB, m)
/* Solves LP for preemptive OpenShop, with newLB and returns infeasible–true if LP is infeasible */
If (infeasible)
flag $\leftarrow$ True
prvlB $\leftarrow$ newLB
newLB $\leftarrow$ (newLB + step)
End if
While (infeasible)
If (flag)
Do
LP Solve(StageShopPr, newLB, m)
If (infeasible)
newLB $\leftarrow$ newLB
Else
prvlB $\leftarrow$ newLB
End if
End if
End if
End for
Return newLB

Algorithm 1. The procedure for finding the new lower bounds.

| Stage | Alternative process plans | Selected by LPV |
|-------|---------------------------|-----------------|
| 1     | 1 $\rightarrow$ 2        | $\checkmark$    |
|       | 2 $\rightarrow$ 1         |                 |
|       | 3 $\rightarrow$ 4 $\rightarrow$ 5 |                |
|       | 3 $\rightarrow$ 5 $\rightarrow$ 4 |                |
|       | 4 $\rightarrow$ 3 $\rightarrow$ 5 |                |
|       | 4 $\rightarrow$ 5 $\rightarrow$ 3 |                |
|       | 5 $\rightarrow$ 3 $\rightarrow$ 4 |                |
|       | 5 $\rightarrow$ 4 $\rightarrow$ 3 |                |

(a)

Figure 2. Alternative process plans for (a) job 1 and (b) job 2.

4.2. The Harmony Search (HS) algorithm
HS is a metaheuristic algorithm which imitates the music improvisation process to develop a strong optimization strategy [22,23]. In the music improvisation process, musicians improvise the pitches on the instruments to find a perfect state of harmony. In the HS algorithm, each solution is called a “harmony,” which is represented by a $D$-dimensional real vector. The general steps of the HS algorithm are as follows:

- **Initialize the problem and HS parameters:**
The aim of this step is to specify the parameters of the HS algorithm, including the Harmony Memory
Size (HMS), Harmony Memory Considering Rate (HMCR), Pitch Adjusting Rate (PAR), and the Number of Improvisations (NI).

- **Initialize the Harmony Memory (HM):** In this step, the initial HM is generated using a uniform distribution as Eq. (9):

\[
x_{id}^\text{min} = x_d^\text{max} + \text{rand}(0, 1) \times (x_d^\text{max} - x_d^\text{min})
\]

\[
d = 1, \ldots, D; \quad i = 1, \ldots, \text{HMS}.
\]

- **Improvise a new harmony:** Three main rules are used to improvise a new harmony vector \(x' = (x'_1, x'_2, \ldots, x'_D)\) in the HS algorithm, including memory consideration, pitch adjustment, and random selection.

  For each \(d \in \{1, \ldots, D\}\), if \(\text{rand}(0, 1) < \text{HMCR}\) (memory consideration), the new harmony vector is \(x'_d = x_d\) where \(i = \text{rand}(1, 2, \ldots, \text{HMS})\); otherwise, if \(\text{rand}(0, 1) < \text{PAR}\) (pitch adjustment), the new harmony vector is \(x'_d = x_d + bw \times (\text{rand}(0, 2) - 1)\) where \(bw\) is an arbitrary distance bandwidth which is often selected as \(bw_d = 0.01 \times (x_d^\text{max} - x_d^\text{min})\). Otherwise (with random selection), the new harmony vector is \(x'_d = x_d^\text{min} + \text{rand}(0, 1) \times (x_d^\text{max} - x_d^\text{min})\).

- **Update HM:** If the fitness of the generated harmony vector is better than that of the worst harmony, then the worst harmony in the HM should be replaced by the generated harmony \(x' = (x'_1, x'_2, \ldots, x'_D)\).

- **Check the stopping criterion:** The maximum NI is the criterion to stop the HS algorithm [24–26].

The pseudo code of the HS algorithm is described in Algorithm 2.

### Algorithm 2. Pseudo code for harmony search algorithm.

```
// Initialization
Set parameters HMS, HMCR, PAR, and NI;
Generate an initial population with HMS size
For i=1 to HMS
    Evaluate the fitness function of each harmony vector
End for
For r=1 to NI
    Generate new solution x
    For d=1 to D
        If (rand(0,1) < HMCR) (memory consideration)
            x'_d = x_d
        Else if (rand(0,1) < PAR) (pitch adjustment)
            x'_d = x_d + bw \times (\text{rand}(0,2) - 1)
        Else (random selection)
            x'_d = x_d^\text{min} + \text{rand}(0,1) \times (x_d^\text{max} - x_d^\text{min})
        End if
    End for
    If (f(x') < f(x^\text{worst}))
        x^\text{worst} = x'
    End if
End for
Return the best schedule
```

### 4.3. The firefly (FF) algorithm

The FF algorithm is a novel algorithm inspired by the social behavior of fireflies. This algorithm is based on the flashing characteristics of fireflies and introduced by Yang [27]. Attracting other fireflies is the main role of the flash of a firefly.

Three main rules of the FF algorithm are explained as follows:

1. **All fireflies are unisex:** The flashing behavior is usually used to send signals to the opposite sex. However, any firefly can attract the other fireflies in this algorithm.

2. **The brightness of a firefly determines its attractiveness.** The less bright firefly will be attracted by the brighter one as the apparent brightness of a firefly is proportional to its distance from the other firefly. If both have the same brightness, they will move randomly.

3. **The brightness of a firefly is equivalent to the value of the objective function.** In minimization problems, the brightness of an arbitrary firefly is inversely proportional to the value of the objective function. On the other hand, in a maximization problem, the brightness of a firefly is directly proportional to the value of the objective function. Important issues about the FF algorithm are given as follows:

   - **Initialization:** The initial positions of agents in the search space are determined randomly as:

\[
x_{id}^0 = x_d^\text{min} + \text{rand}(0, 1) \times (x_d^\text{max} - x_d^\text{min}),
\]

\[
i = 1, \ldots, N; \quad d = 1, \ldots, D,
\]

where \(x_{id}^0\) is the \(d\)th dimension of firefly \(i\) in its initial position.

   - **Attraction:** In order to generalize the main form of the attractiveness function \(\beta(r)\), any monotonically decreasing functions such as Eq. (11) can be considered:

\[
\beta(r) = \beta_0 \exp(-\gamma r^m); \quad m \geq 1,
\]

where \(r\) is the distance between two fireflies. Also, \(\beta_0\) and \(\gamma\) are the initial attractiveness of a firefly and the absorption coefficient, respectively.

   - **Distance between fireflies:** The distance between any two fireflies \(i\) and \(j\) (at positions \(x_i\) and \(x_j\)) can be calculated as follows:

\[
r_{ij} = x_i - x_j = \sqrt{\sum_{d=1}^{D} (x_{id} - x_{jd})^2};
\]

\[
i \neq j; \quad i = 1, \ldots, N; \quad j = 1, \ldots, N.
\]
Algorithm 3. Pseudo code for firefly algorithm.

- Movement of firefly: The movement of firefly $i$, attracted to the brighter firefly $j$, can be calculated as:
  \[
  x_i = x_i + \beta(r)(x_j - x_i) + \alpha(r \text{rand}(0, 1) - 0.5);
  \]
  \[i \neq j; i = 1, ..., N; j = 1, ..., N. \tag{13}\]
  
  The second term of the equation shows how a firefly moves toward the other fireflies and the third term represents the random movement of a firefly. The coefficient $\alpha \in [0, 1]$ is a random parameter determined by the problem of interest, while $\text{rand}$ is a random number obtained by a uniform distribution in the space $[0, 1]$ [28-30].

  The main steps of the FF algorithm are similar to those of the Particle Swarm Optimization (PSO). The pseudo-code of FF can be summarized as given in Algorithm 3.

4.4 Water Wave Optimization (WWO) algorithm

WWO is an innovative meta-heuristic algorithm inspired by the shallow water wave theory to solve global optimization problems [31]. In WWO algorithm, each solution can be considered as a "wave" with a height $h$ and a length $\lambda$. Furthermore, the search space is similar to the seabed area and the solution fitness can be calculated according to the seabed depth (i.e., the shorter the distance to the still water level, the higher the fitness value). In order to solve a maximization problem with objective function $f$, this algorithm firstly initializes a set of waves ($h = h_{\text{max}}$, $\lambda = 0.5$). Afterwards, three operators, namely propagation, refraction, and breaking, are used during the problem-solving process.

- Propagation: In this operator, in each generation, wave $X'$ propagates only one time to generate a new wave $X'$ by changing the dimension of the original wave $X$ as:
  \[
  X'(d) = X(d) + \text{rand}(-1, 1) \cdot L(d), \tag{14}
  \]
  where $\text{rand}(-1, 1)$ is a random number generated uniformly in the range of $[-1, 1]$ and $L(d)$ is considered as the length of the $d$th dimension in the search area ($1 \leq d \leq n$). If the new determined position is not feasible, its position will be changed to a random value in the range of $[-1, 1]$.

  After the propagation and generating the new wave $X'$, its fitness will be calculated and compared with the original wave $X$. If the fitness of the offspring wave $X'$ is higher than that of the original wave $X$, i.e., $f(X') > f(X)$, wave $X'$ will be the substitute for wave $X$ and its height is reset to $h_{\text{max}}$; otherwise, the original wave $X$ will be maintained while its height will be reduced to one.

  As seen in Figure 4, the waves in deep water have wavelengths longer than the ones in the shallow water. However, the waves in shallow water have lower heights than the ones in the deep water. Moving a wave from the deep water (with low fitness value) toward the shallow water (with high fitness value) will decrease its wavelength. WWO algorithm mimics such phenomena to determine the wavelength of each wave $X$ after each generation as:
  \[
  \lambda = \lambda \cdot \frac{(f(x) - f_{\text{new}} + \varepsilon)(f_{\text{max}} - f_{\text{new}} + \varepsilon)}{(f_{\text{max}} - f_{\text{new}} + \varepsilon)}, \tag{15}
  \]
Set the parameters of WWO (\(n\)-Pop, \(h_{\text{w.o.}}\), \(a\), \(\beta\) and \(k_{\text{max}}\)).

\begin{algorithm}
\begin{algorithmic}
\State \textbf{Generate} an initial population \(P\) of \(n\) waves randomly
\While {stop criterion is not verified}
\For {each wave \(X \in P\)}
\State Propagate wave \(X\) to a new wave \(X'\) using Eq. (4.6);
\State Calculate the fitness value wave \(X'\), i.e. \(f(X')\);
\If {\(f(X') > f(X)\)}
\If {\(f(X') > f(X_{\text{best}})\)}
\State Break wave \(X'\) into a train of solitary waves by using Eq. (4.8);
\State Update wave \(X_{\text{best}}\) with wave \(X'\);
\EndIf
\State Replace wave \(X\) with wave \(X'\);
\Else
\State \(\xi h = \xi h - 1\);
\If {\(\xi h = 0\)}
\State Refract wave \(X\) to a new wave \(X'\) using Eqs. (4.9) and (4.10);
\EndIf
\EndIf
\EndFor
\EndWhile
\State Return the best solution;
\end{algorithmic}
\end{algorithm}

\textbf{Algorithm 4.} Pseudo-code for Water Wave Optimization (WWO).

where the maximum and minimum fitness values in the current population are represented by \(f_{\text{max}}\) and \(f_{\text{min}}\), respectively. Also, \(a\) denotes the length reduction coefficient of the wave and \(\varepsilon\) is a small positive constant to prevent zero-division-error.

- \textbf{Breaking}: This operator is used to conduct a local search around the current best wave. If the fitness value of a new wave \(X\) is higher than that of the current best wave, it will be broken into a set of solitary waves through breaking operator. In detail, this operator first selects \(k\) dimensions randomly (where \(k\) is a random number chosen between 1 and an algorithm parameter \(k_{\text{max}}\)) and then, generates a solitary wave \(X_i'\) by shifting from its original position at each selected dimension \(d\) as:

\[ X_i' = X_i + \text{norm}(0,1) \cdot \beta L(d), \]

where \(\beta\) is the breaking coefficient. Experimentally, it is recommended by Zheng [31] to set \(k\) to \(\min(12, n/2)\) in which \(n\) is the dimension of the problem. If there is not any wave among solitary waves whose fitness value is higher than that of wave \(X\), we maintain wave \(X\).

- \textbf{Refraction}: The refraction operator moves only the motionless waves (whose heights diminish to zero) to new positions. The position after the refraction can be calculated by Eq. (17). That is, a new wave \(X'\) is generated according to the position of both the original wave \(X\) and the best wave \(X_{\text{best}}\) at each dimension \(d\).

\[ X_i' = \text{norm} \left( \frac{X_{\text{best},d} + X_d - X_{\text{best},d}}{2}, \frac{X_{\text{best},d} + X_d - X_{\text{best},d}}{2} \right). \]

where \(\text{norm}(\mu, \sigma)\) denotes a normal random number with a mean of \(\mu\) and a standard deviation of \(\sigma\). After each refraction operation, the wave height of \(X'\) is reinitialized to \(h_{\text{max}}\) and its wavelength can be calculated by:

\[ \lambda' = \lambda \frac{f(X)}{f(X')} . \]

As in [31], the pseudo-code of the WWO algorithm is described by Algorithm 4.

\section{5. Computational Results}

All the experiments of this research were implemented in Visual C++ 2010 and performed on a laptop with 2.5 GHz CPU (Core i5-3210M).
5.1. The problem instances
The problem instances (which are called ATA01-50) used in this paper are exactly the 50 instances of Nasiri and Kianfar [8]. These problems are based on the well-known Taillard’s benchmarks (which are available on his website [32]) for the job shop scheduling [33] and all processing times and their respective machines are the same. The only data generated by Nasiri and Kianfar [8] are the structures of the stages, which are available in Supplementary Material, Appendix C. To know more about the way of building the structure, please refer to Nasiri and Kianfar [8].

5.2. Lower bounds for the stage shop problem instances
The only parameter to be set is step, which is set to 30. Table 1 displays the new lower bound for the stage shop problem instances. The results show that the lower bounds are improved in 26 out of 50 problems. It seems that the improvements are more significant when the problem sizes are square (number of jobs and number of machines are the same).

| Problem | Size | LB1 | LB2 | Problem | Size | LB1 | LB2 |
|---------|------|-----|-----|---------|------|-----|-----|
| ATA01   | 15 x 15 | 977 | 1048 | ATA26   | 20 x 20 | 1207 | 1363 |
| ATA02   | 15 x 15 | 942 | 1097 | ATA27   | 20 x 20 | 1331 | 1331 |
| ATA03   | 15 x 15 | 921 | 1030 | ATA28   | 20 x 20 | 1269 | 1269 |
| ATA04   | 15 x 15 | 911 | 1035 | ATA29   | 20 x 20 | 1267 | 1363 |
| ATA05   | 15 x 15 | 940 | 949  | ATA30   | 20 x 20 | 1212 | 1246 |
| ATA06   | 15 x 15 | 1030 | 1074 | ATA31   | 30 x 15 | 1764 | 1764 |
| ATA07   | 15 x 15 | 951 | 1032 | ATA32   | 30 x 15 | 1774 | 1774 |
| ATA08   | 15 x 15 | 963 | 1096 | ATA33   | 30 x 15 | 1729 | 1729 |
| ATA09   | 15 x 15 | 982 | 1054 | ATA34   | 30 x 15 | 1828 | 1828 |
| ATA10   | 15 x 15 | 933 | 1065 | ATA35   | 30 x 15 | 1729 | 1731 |
| ATA11   | 20 x 15 | 1139 | 1164 | ATA36   | 30 x 15 | 1777 | 1777 |
| ATA12   | 20 x 15 | 1251 | 1251 | ATA37   | 30 x 15 | 1771 | 1771 |
| ATA13   | 20 x 15 | 1178 | 1178 | ATA38   | 30 x 15 | 1673 | 1673 |
| ATA14   | 20 x 15 | 1130 | 1132 | ATA39   | 30 x 15 | 1641 | 1654 |
| ATA15   | 20 x 15 | 1148 | 1148 | ATA40   | 30 x 15 | 1602 | 1602 |
| ATA16   | 20 x 15 | 1181 | 1181 | ATA41   | 30 x 20 | 1830 | 1830 |
| ATA17   | 20 x 15 | 1257 | 1287 | ATA42   | 30 x 20 | 1761 | 1761 |
| ATA18   | 20 x 15 | 1153 | 1246 | ATA43   | 30 x 20 | 1694 | 1694 |
| ATA19   | 20 x 15 | 1202 | 1202 | ATA44   | 30 x 20 | 1787 | 1787 |
| ATA20   | 20 x 15 | 1216 | 1216 | ATA45   | 30 x 20 | 1731 | 1738 |
| ATA21   | 20 x 20 | 1217 | 1322 | ATA46   | 30 x 20 | 1856 | 1856 |
| ATA22   | 20 x 20 | 1240 | 1371 | ATA47   | 30 x 20 | 1690 | 1690 |
| ATA23   | 20 x 20 | 1185 | 1236 | ATA48   | 30 x 20 | 1744 | 1818 |
| ATA24   | 20 x 20 | 1271 | 1402 | ATA49   | 30 x 20 | 1758 | 1758 |
| ATA25   | 20 x 20 | 1256 | 1385 | ATA50   | 30 x 20 | 1674 | 1674 |

5.3. Setting parameters
The values of parameters have a significant effect on the efficiency of the algorithm. If they are not correctly set, getting the appropriate results will become challenging. Therefore, in this section, to improve the behavior of the suggested algorithms, the values for the parameters of each algorithm are tuned using Taguchi design method. Taguchi method is one of best approaches to the calibration of input parameters for meta-heuristic solution methods (see [11,34]). This method exploits orthogonal arrays to manage and adjust experiences in the presence of a group of decision variables or factors. The aim of this method is to minimize the effect of noise and to obtain the optimal level of signal factors. To get more information about Taguchi method, the interested readers can refer to [33].

As already mentioned, there are three parameters in the HS algorithm, including HMS, HMCR, and PAR. The FF algorithm has four parameters, including $g_{\text{max}}$, $n$, $\gamma$, $\beta$, and $\alpha$. In addition, the WWO algorithm has five parameters, including $n$, $\gamma$, $\beta$, and $k_{\text{max}}$. The considered levels for the parameters of
5.4. Comparison of the algorithms

In this section, the performance of the developed metaheuristic algorithms, namely HS, FF, and WWO, is evaluated in comparison. Each of the 50 problem instances mentioned in Subsection 5.1 is solved 30 times by each algorithm. To make a fair judgment, the same termination criterion (10⁶ function evaluations) is used for all the three algorithms. For each run of a problem instance, the quality of the metaheuristic methods is evaluated by comparing their best fitness values with the lower bound using the Relative Gap (RG) measure. The RG is calculated by $\text{RG} = (\text{OFV}_{\text{M} \text{ata}} - \text{LB}_{2}) / (\text{LB}_{2})$, where $\text{OFV}_{\text{M} \text{ata}}$ and $\text{LB}_{2}$ are the objective function value of the best solution obtained by the metaheuristic algorithm and the lower bound obtained by the presented approach, respectively.

The computational results are summarized in Table 3, in which “UB” indicates the Upper Bounds derived using a pure solver (Cplex in GAMS software) in 3000s. Also, “Best,” “M$_{av}$,” “ARG,” and “CPU$_{av}$ (s)” represent the best makespan, the average makespan, the average of the RGs, and the average of CPU times achieved by each algorithm over 30 runs for each problem, respectively. As seen in Table 3, in HS, FF, and WWO algorithms, M$_{av}$ is lower than the upper bound obtained by solving the MIP model using a pure solver in 34, 35, and 21 out of 50 instances, respectively. It should be noted that the best upper bound found for each problem (over all experiments) is distinguished by bold letters. Table 3 shows that all of the bold numbers are related to the metaheuristic algorithms.

In addition, the sensitivity analysis of CPU$_{av}$ based on the change in problem size for three metaheuristic algorithms is illustrated in Figure 5. As far as the CPU time is concerned, the FF algorithm outperforms WWO in all the problems. FF also shows better performance than HS in all the problems except for those with the largest sizes.

Figure 6 presents a graph depicting the convergence behavior of FF, HS, and WWO algorithms for problem ATA25. As it can be seen, FF and WWO have faster convergence rates than HS.

A statistical procedure is applied to comparing the performance of the developed algorithms in terms of the above-defined RG measure. We employ two statistical approaches, namely single-problem and multiple-problem analyses.

5.4.1. Single-problem analysis

In the single-problem analysis, the proposed algorithms are compared with each other over each problem instance independently using the parametric/non-parametric statistical tests [36]. In order to carry out a parametric test, it is required to check three conditions, namely independence, normality, heteroscedasticity [37]. In the current research, the independence condition is satisfied for the results of each algorithm as
| Problem | UB | HS | Best | M_v | ARG | CPU(s) | FF | Best | M_v | ARG | CPU(s) |
|--------|----|----|------|-----|-----|--------|----|------|-----|-----|--------|
| A1     | 111 | 111 | 111  | 114 | 114 | 114    | 114| 114  | 114 | 114 | 114    |
| A2     | 111 | 111 | 111  | 114 | 114 | 114    | 114| 114  | 114 | 114 | 114    |
| A3     | 111 | 111 | 111  | 114 | 114 | 114    | 114| 114  | 114 | 114 | 114    |
| A4     | 111 | 111 | 111  | 114 | 114 | 114    | 114| 114  | 114 | 114 | 114    |
| A5     | 111 | 111 | 111  | 114 | 114 | 114    | 114| 114  | 114 | 114 | 114    |
| A6     | 111 | 111 | 111  | 114 | 114 | 114    | 114| 114  | 114 | 114 | 114    |
| A7     | 111 | 111 | 111  | 114 | 114 | 114    | 114| 114  | 114 | 114 | 114    |
| A8     | 111 | 111 | 111  | 114 | 114 | 114    | 114| 114  | 114 | 114 | 114    |
| A9     | 111 | 111 | 111  | 114 | 114 | 114    | 114| 114  | 114 | 114 | 114    |
| A10    | 111 | 111 | 111  | 114 | 114 | 114    | 114| 114  | 114 | 114 | 114    |

The best makespan found by the algorithm is better than the upper bound obtained by solving the MIP model.

The average makespan of 30 runs of the algorithm is better than the upper bound obtained by solving the MIP model.
they are obtained by independent runs with randomly generated initial populations. A Kolmogorov-Smirnov test is used to carry out the normality analysis at the significance level of \( \alpha = 0.05 \). It is well-known that \( p \)-values greater than the level of significance \( \alpha \) mean the fulfillment of the normality condition. The \( p \)-values obtained by the Kolmogorov-Smirnov test are included in Supplementary Data, Appendix C. Based on the results, the normality condition is satisfied in most of the cases. More precisely, in HS, FF, and WWO algorithms, the normal distribution is accepted in 48, 47, and 45 out of 50 cases, respectively. We use the Levene’s test to determine whether homoscedasticity condition is verified or not. The results of the Levene’s test are given in Supplementary Data, Appendix C.

If all the required conditions utilizing the parametric tests are simultaneously met in a statistical hypothesis test, a paired t-test can be used (as in this paper) for the pairwise comparison of the algorithms with respect to the RG measure. Otherwise, if any of the three conditions is not met, a non-parametric test is more reliable than the parametric test [37]. In this case, the Wilcoxon signed-rank test as a non-parametric test is utilized. In fact, these tests (Wilcoxon or paired t-test) are conducted to check whether there is a significant difference between the two algorithms under comparison in terms of the RG measure in each problem instance \( \left( H_0 : \mu_{alg1RG} = \mu_{alg2RG} \right) \).

Tables 4–6 represent the \( p \)-values obtained by Wilcoxon test/paired t-test, Average RG (ARG) difference between the two algorithms under comparison, and the results of the single-problem analysis. If the \( p \)-value is less than 0.05, the null hypothesis is rejected at the level of significance \( \alpha = 0.05 \). Therefore, we can express that the two algorithms are statistically different from each other based on the comparison metric of RG for the considered problem instance. Thus, every algorithm which has a lower ARG outperforms the other one in that problem instance.

The results of Tables 3–6 allow us to make the following conclusions:

- As far as the RG is concerned, the HS algorithm has a better performance than the FF algorithm in five out of the first 10 problem instances, while as the size of problem instances grows, FF outperforms HS in all the next 40 problem instances except for ATA21;
- Both FF and HS algorithms have statistically con-

Table 4. Comparison of Harmony Search (HS) and firefly (FF): \( p \)-values obtained by Wilcoxon test/paired t-test, difference between Average Relative Gap (ARG) and the result of statistical analysis in the single-problem analysis.

| Problem | ATA01* | ATA02 | ATA03 | ATA04 | ATA05 | ATA06 | ATA07 | ATA08 | ATA09 | ATA10 |
|---------|--------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| \( p \)-value | 0.171 | 0.099 | 0.072 | 0.011 | 0.061 | 0.346 | 0.019 | 0.009 | 0.182 | 0.00 |
| Difference of ARG | -0.010 | -0.014 | -0.009 | -0.015 | -0.014 | -0.004 | -0.015 | -0.016 | -0.007 | -0.015 |
| Result | ND HoF | ND HoF | ND HoF | ND HoF | ND HoF | ND HoF | ND HoF | ND HoF | ND HoF |

| Problem | ATA11 | ATA12* | ATA13 | ATA14* | ATA15 | ATA16 | ATA17 | ATA18* | ATA19* | ATA20* |
|---------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| \( p \)-value | 0.000 | 0.000 | 0.000 | 0.005 | 0.001 | 0.037 | 0.000 | 0.004 | 0.02 | 0.001 |
| Difference of ARG | 0.020 | 0.021 | 0.031 | 0.016 | 0.014 | 0.013 | 0.017 | 0.016 | 0.012 | 0.021 |
| Result | F0H F0H F0H F0H F0H F0H F0H F0H F0H F0H |

| Problem | ATA21 | ATA22 | ATA23* | ATA24* | ATA25 | ATA26 | ATA27* | ATA28* | ATA29* | ATA30* |
|---------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| \( p \)-value | 0.112 | 0.000 | 0.000 | 0.026 | 0.007 | 0.013 | 0.000 | 0.001 | 0.000 | 0.000 |
| Difference of ARG | 0.008 | 0.020 | 0.022 | 0.011 | 0.019 | 0.013 | 0.018 | 0.018 | 0.027 | 0.028 |
| Result | ND F0H F0H F0H F0H F0H F0H F0H F0H F0H |

| Problem | ATA31* | ATA32 | ATA33* | ATA34 | ATA35 | ATA36 | ATA37* | ATA38* | ATA39 | ATA40* |
|---------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| \( p \)-value | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| Difference of ARG | 0.029 | 0.030 | 0.037 | 0.033 | 0.030 | 0.031 | 0.027 | 0.025 | 0.038 | 0.031 |
| Result | F0H F0H F0H F0H F0H F0H F0H F0H F0H F0H |

| Problem | ATA41* | ATA42 | ATA43 | ATA44* | ATA45 | ATA46 | ATA47 | ATA48 | ATA49 | ATA50 |
|---------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| \( p \)-value | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| Difference of ARG | 0.030 | 0.034 | 0.035 | 0.031 | 0.037 | 0.031 | 0.036 | 0.030 | 0.028 | 0.029 |
| Result | F0H F0H F0H F0H F0H F0H F0H F0H F0H F0H |

Note: ND: There is no statistical difference between algorithms; HoF: Firefly outperforms harmony search; F0H: Harmony search outperforms firefly.

*: At least one of the conditions of parametric tests is not satisfied; therefore, Wilcoxon signed-ranks test is used.
### Table 5. Comparison of Harmony Search (HS) and Water Wave Optimization (WWO): p-values obtained by Wilcoxon test/paired t-test, difference between Average Relative Gap (ARG) and the result of statistical analysis in the single-problem analysis.

| Problem | ATAO1 | ATAO2 | ATAO3 | ATAO4 | ATAO5 | ATAO6 | ATAO7 | ATAO8 | ATAO9 | ATAO10 |
|---------|-------|-------|-------|-------|-------|-------|-------|-------|-------|--------|
| p-value | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| Difference of ARG | -0.063 | -0.064 | -0.054 | -0.068 | -0.066 | -0.051 | -0.074 | -0.070 | -0.059 | -0.059 |
| Result | HoW | HoW | HoW | HoW | HoW | HoW | HoW | HoW | HoW | HoW |

| Problem | ATA11 | ATA12 | ATA13 | ATA14 | ATA15 | ATA16 | ATA17 | ATA18 | ATA19 | ATA20 |
|---------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| p-value | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| Difference of ARG | -0.040 | -0.049 | -0.040 | -0.057 | -0.035 | -0.060 | -0.049 | -0.042 | -0.043 | -0.036 |
| Result | HoW | HoW | HoW | HoW | HoW | HoW | HoW | HoW | HoW | HoW |

| Problem | ATA21 | ATA22 | ATA23 | ATA24 | ATA25 | ATA26 | ATA27 | ATA28 | ATA29 | ATA30 |
|---------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| p-value | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| Difference of ARG | -0.052 | -0.034 | -0.060 | -0.063 | -0.038 | -0.063 | -0.068 | -0.057 | -0.045 | -0.060 |
| Result | HoW | HoW | HoW | HoW | HoW | HoW | HoW | HoW | HoW | HoW |

| Problem | ATA31 | ATA32 | ATA33 | ATA34 | ATA35 | ATA36 | ATA37 | ATA38 | ATA39 | ATA40 |
|---------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| p-value | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| Difference of ARG | -0.030 | -0.043 | -0.043 | -0.030 | -0.042 | -0.052 | -0.041 | -0.042 | -0.065 | -0.067 |
| Result | HoW | HoW | HoW | HoW | HoW | HoW | HoW | HoW | HoW | HoW |

| Problem | ATA41 | ATA42 | ATA43 | ATA44 | ATA45 | ATA46 | ATA47 | ATA48 | ATA49 | ATA50 |
|---------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| p-value | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| Difference of ARG | -0.056 | -0.046 | -0.051 | -0.060 | -0.046 | -0.056 | -0.057 | -0.028 | -0.059 | -0.040 |
| Result | HoW | HoW | HoW | HoW | HoW | HoW | HoW | HoW | HoW | HoW |

Note: HoW: Harmony search outperforms water wave optimization algorithm.

*: At least one of the conditions of parametric tests is not satisfied; therefore, Wilcoxon signed-ranks test is used.

### Table 6. Comparison of Firefly (FF) and Water Wave Optimization (WWO): p-values obtained by Wilcoxon test/paired t-test, difference between Average Relative Gap (ARG) and the result of statistical analysis in the single-problem analysis.

| Problem | ATAO1 | ATAO2 | ATAO3 | ATAO4 | ATAO5 | ATAO6 | ATAO7 | ATAO8 |
|---------|-------|-------|-------|-------|-------|-------|-------|-------|
| p-value | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| Difference of ARG | -0.054 | -0.050 | -0.045 | -0.053 | -0.052 | -0.047 | -0.059 | -0.054 |
| Result | FoW | FoW | FoW | FoW | FoW | FoW | FoW | FoW |

| Problem | ATA11 | ATA12 | ATA13 | ATA14 | ATA15 | ATA16 | ATA17 | ATA18 | ATA19 | ATA20 |
|---------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| p-value | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| Difference of ARG | -0.060 | -0.069 | -0.070 | -0.074 | -0.049 | -0.073 | -0.066 | -0.078 | -0.055 | -0.057 |
| Result | FoW | FoW | FoW | FoW | FoW | FoW | FoW | FoW | FoW | FoW |

| Problem | ATA21 | ATA22 | ATA23 | ATA24 | ATA25 | ATA26 | ATA27 | ATA28 | ATA29 | ATA30 |
|---------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| p-value | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| Difference of ARG | -0.060 | -0.054 | -0.082 | -0.074 | -0.077 | -0.076 | -0.086 | -0.074 | -0.072 | -0.088 |
| Result | FoW | FoW | FoW | FoW | FoW | FoW | FoW | FoW | FoW | FoW |

| Problem | ATA31 | ATA32 | ATA33 | ATA34 | ATA35 | ATA36 | ATA37 | ATA38 | ATA39 | ATA40 |
|---------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| p-value | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| Difference of ARG | -0.068 | -0.073 | -0.080 | -0.073 | -0.072 | -0.083 | -0.067 | -0.067 | -0.103 | -0.099 |
| Result | FoW | FoW | FoW | FoW | FoW | FoW | FoW | FoW | FoW | FoW |

| Problem | ATA41 | ATA42 | ATA43 | ATA44 | ATA45 | ATA46 | ATA47 | ATA48 | ATA49 | ATA50 |
|---------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| p-value | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| Difference of ARG | -0.085 | -0.079 | -0.086 | -0.100 | -0.084 | -0.087 | -0.092 | -0.088 | -0.087 | -0.069 |
| Result | FoW | FoW | FoW | FoW | FoW | FoW | FoW | FoW | FoW | FoW |

Note: FoW: Firefly outperforms water wave optimization algorithm.

*: At least one of the conditions of parametric tests is not satisfied; therefore, Wilcoxon signed-ranks test is used.
considerable superiority to the WWO algorithm in all problem instances;

- FF algorithm has the best performance among the proposed metaheuristics in solving the stage shop problem, especially for large-sized problem instances.

5.4.2. Multiple-problem analysis

The conclusions reached in the previous subsection can be tested by the multiple-problem analysis by which the behavior of the algorithms is analyzed considering all problem instances simultaneously [39]. In fact, the multiple-problem analysis is used to check whether there is a global difference between the algorithms over all 50 problem instances or not. To perform the multiple-problem analysis, the ARG obtained for each problem instance is used.

In order to perform the multiple-problem analysis, three required conditions for the parametric tests must be checked at first. Tables 7 and 8 represent the p-values achieved by the normality and heteroscedasticity tests in the multiple-problem analysis, respectively. As Tables 7 and 8 show, the required conditions for the parametric tests are simultaneously met in all cases. Therefore, a paired t-test is conducted to perform pairwise comparisons among the metaheuristics for all the problem instances.

The results of the conducted paired t-tests are reported in Table 9. Given that the p-value for all statistical hypothesis tests is less than the confidence level (α = 0.05), we can claim that the pairwise performances of the algorithms are statistically different. Hence, each algorithm with the lower ARG outperforms the other one in all problem instances. According to Table 3 (ARG) and Table 9 (p-value), we can observe that the FF algorithm outperforms the competitor algorithms and the WWO algorithm has the worst performance in solving the stage shop scheduling problem, which is consistent with the conclusion of the previous subsection. It should be noted that all the statistical tests are conducted at the level of significance α = 0.05 by the SPSS 21 software package.

Moreover, the plots of 95% confidence interval for makespan mean are depicted in Figure 7 to validate the obtained results.

![Figure 7](image-url)
6. Conclusion

To evaluate the performance of approximation algorithms for large-size problems, it is not possible to find the optimal solution using the integer programming models. Therefore, a good lower bound can be a strong basis for these circumstances. In this paper, a new lower bound for the stage shop problem was proposed using the open shop problem with maximum lateness criterion. The computational results showed remarkable improvements in lower bounds for the problem instances. Three metaheuristic algorithms, namely Harmony Search (HS), firefly (FF), and Water Wave Optimization (WWO), were applied to the stage shop scheduling problem. Furthermore, the Relative Gap (RG) between the best fitness values obtained by metaheuristic algorithms and the corresponding new lower bound was taken into account to evaluate the performance of the developed metaheuristic algorithms. Then, we compared the effectiveness of the algorithms using a relatively new statistical approach, which was conducted in two ways, namely single-problem and multiple-problem analyses. Experimental results indicated that the FF algorithm outperformed the competitor algorithms in both single-problem and multiple-problem analyses. As a future direction, the proposed lower bound can be used in a branch and bound framework to find the optimal solution to the stage shop. In addition, considering other challenges (e.g., preemption, blocking, flexible environment, and sequence dependent setup times) in the stage shop scheduling problem is recommended. Furthermore, the uncertainty in processing time or machine breakdown can be regarded as research suggestions.

Supplementary data

The Supplementary data are available at: http://scienetianica.sharif.edu/jufile?ar_file=111821
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**Appendix A**

**The previous lower bound**

Here, we give the simple lower bound for the makespan of the stage shop problem, which was presented by Nasiri and Kianfar [8]. First, let us define some parameters.

\[ a, b \] Indices for operations
\[ J_j \] Set of operations of job \( j \)
\[ I_i \] Set of operations that should be processed on machine \( i \)
\[ H_{jk} \] Set of operations of stage \( k \) of job \( j \)
\[ P_a \] Processing time of operation \( a \)

Now, it is needed to define heads (\( r \)) and tails (\( q \)). In the stage shop problem, \( r_a \) parameters for all operations of a stage (\( a \in H_{jk} \)) are equal and the same is true for \( q_a \). The parameters can be defined as follows:

\[
r_a = \sum_{t=1}^{k-1} p_h \quad \text{(A.1)}
\]

\[
q_a = \sum_{t=k+1}^{s_j} p_h \quad \text{(A.2)}
\]

These definitions are consistent with the conventional definitions of heads and tails in job shop and open shop.

\[
LB_1 = \max \left\{ \max_{i \in \{1, \ldots, m\}} \left\{ \min_{a \in H_i} r_a + \sum_{a \in H_i} p_a + \min_{a \in H_i} q_a \right\}, \right. \left. \max_{j \in \{1, \ldots, n\}} \left\{ \sum_{a \in J_j} p_a \right\} \right\} \quad \text{(A.3)}
\]

The operations of job \( j(J_j) \) cannot be performed concurrently. Hence, the makespan would be greater
than or equal to the sum of the processing times of the operations in $J_j$ even though there is no idle time between them. On the other hand, the operations that should be processed on machine $i(I_i)$ cannot be performed in parallel, either. In addition, the first of these operations cannot be started before $\min_{a \in I_i} r_a$. Then, at least the sum of the processing times ($\sum_{a \in I_i} p_a$) should be passed before the last operation of $I_i$ is completed. Finally, makespan would be at least by $\min_{a \in I_i} q_a$ greater than the completion of the last operation.

### Appendix B

**Examples**

**Example 3.1.** In the stage shop problem of Figure B.1, we want to form an open shop.

Suppose that we want to derive OpenShop from the mentioned stage shop problem. As can be seen in Figure B.1, machine 1 is used at stage 1 of every three jobs and therefore, $K_1 = \{(1, 1), (2, 1), (3, 1)\}$. Other machines required in forming are machines 3 and 5 that are related to operations of the stage 1 of each job. In OpenShop, the machines 1, 3, and 5 are renumbered to 1, 2, and 3, respectively. Indeed, OpenShop includes three jobs, three machines, and five operations. The data of OpenShop is shown in Table B.1. For better illustration, we also describe the formation of OpenShop$_2$, which is different from OpenShop$_1$ in some way, as the operations of OpenShop$_2$ are from stages with different indices. Three operations in $I_2$ are from stage 2 of job 1, stage 2 of job 2, and stage 3 of job 3. Therefore, $K_2 = \{(1, 2), (2, 2), (3, 3)\}$.

**Example 3.2.** Consider the stage shop problem in Figure B.1, including 3 jobs and 6 machines.

The stages of each job are identified with different colors, e.g., job 3 comprises four stages and job 2 includes three stages. The previous lower bound can be calculated using Eq. (A.3). Therefore, we have $LB_1 = 20$ (the calculations are shown in Figure B.1 and Table B.2).

Solving OpenShop$_4$ with complete enumeration of feasible solutions results in $L_{\text{max}} = 1$, which is equivalent to the lower bound $LB_2 = 20 + 1 = 21$. The optimal solution is represented in Figure B.2.

**Example 3.3.** Consider the problem OpenShop$_1$ (in Example 3.1) with preemption, namely a problem with three jobs and three machines ($O_3 | r_{j}, p_{mj} L_{\text{max}}$).

In this problem, there are two intervals that can be specified with $a_1 = r_1 = r_2 = r_3 = 0$, $a_2 = d_1 = d_2 = 5$, and $a_3 = d_3 = 8$. The lengths of the intervals are $d_1 = 5$ and $d_2 = 3$, respectively. Therefore, there would be 18 ($3 \times 3 \times 2$) decision variables $x_{i,j,k}$. Now,

### Table B.1. Open shop problem for machine 1 (OpenShop$_1$).

| Operations | Jobs | 1 | 2 | 3 | 4 | 5 | 6 | $\sum_{a \in I_i} p_a$ |
|------------|-----|---|---|---|---|---|---|---------------------|
| Processing Time | 1 | 2 | 1 | 3 | 2 | 3 | 6 | 18 |
| | 2 | 5 | 4 | 2 | 3 | 3 | 6 | 20 |
| | 3 | 6 | 2 | 4 | 2 | 4 | 3 | 20 |
| Machine | 1 | 5 | 1 | 4 | 2 | 6 | 5 | 20 |
| | 2 | 7 | 1 | 4 | 2 | 6 | 5 | 20 |
| | 3 | 5 | 1 | 3 | 6 | 2 | 4 | 14 |

**Figure B.1.** An instance of the stage shop problem.

| Table B.2. Calculations for obtaining the lower bound. |
|-----------------------------------------------|
| **Machines** | 1 | 2 | 3 | 4 | 5 | 6 |
| $\min_{a \in I_i} r_a$ | 0 | 3 | 0 | 3 | 0 | 3 |
| $\sum_{a \in I_i} p_a$ | 8 | 11 | 10 | 7 | 15 | 7 |
| $\min_{a \in I_i} q_a$ | 12 | 2 | 0 | 0 | 0 | 0 |
| **Total** | 20 | 16 | 10 | 10 | 15 | 10 |

**Figure B.2.** The solution to the open shop problem for machine 1.
the variables with the value of zero should be specified for each $i$: $X_{i11} = 0$ because $r_1 \geq a_2$; $x_{i24} = 0$ because $d_2 \leq a_4$; $x_{i32} = 0$ because $r_3 \geq a_5$; and $x_{i31} = 0$ because $r_3 \geq a_2$.

In addition, machine 3 is not required by job 1 and job 2. Also, machine 2 is not required by job 2 and job 3. Thus, for $k = 1, 2$: $x_{31k} = 0$, $x_{22k} = 0$, $x_{32k} = 0$, and $x_{23k} = 0$.

The first set of constraints of the LP includes six constraints. The first constraint of this set (for $j = 1$, $k = 1$) is:

$$x_{111} + x_{211} + x_{311} \leq 5.$$  

The second set of constraints of the LP has six constraints. The first constraint of this set (for $i = 1$, $k = 1$) is:

$$x_{i11} + x_{i21} + x_{i31} \leq 5.$$  

The third set of constraints of the LP has nine constraints. The first constraint of this set (for $i = 1$, $j = 1$) is:

$$x_{111} + x_{112} = 1.$$  

The linear programming model obtained in this phase has no feasible solution. Therefore, each of due dates $d_j$ is replaced by $d_j + 1$. Consequently, we have $a_1 = 0$, $a_2 = 6$, and $a_3 = 9$. The lengths of the new intervals are equal to $\delta_1 = 6$ and $\delta_2 = 3$, respectively. In addition, the variables that should take the value of zero do not change. Solving the new problem leads to a feasible solution. As a result, the minimum $L_{\text{max}}$ in the preemptive (like the non-preemptive) problem is equal to one and the new lower bound is equal to $LB_2 = 20 + 1 = 21$.
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