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Abstract. The minimum rank problem is to determine for a graph $G$ the smallest rank of a Hermitian (or real symmetric) matrix whose off-diagonal zero-nonzero pattern is that of the adjacency matrix of $G$. Here $G$ is taken to be a circulant graph, and only circulant matrices are considered. The resulting graph parameter is termed the minimum circulant rank of the graph. This value is determined for every circulant graph in which a vertex neighborhood forms a consecutive set, and in this case is shown to coincide with the usual minimum rank. Under the additional restriction to positive semidefinite matrices, the resulting parameter is shown to be equal to the smallest number of dimensions in which the graph has an orthogonal representation with a certain symmetry property, and also to the smallest number of terms appearing among a certain family of polynomials determined by the graph. This value is then determined when the number of vertices is prime. The analogous parameter over $\mathbb{R}$ is also investigated.

1. Introduction

The location of the off-diagonal nonzero entries of a Hermitian or real symmetric matrix can naturally be specified by a graph. More formally, we have the following.

Definition 1.1. Let $A$ be an $n \times n$ Hermitian matrix and $G$ be a simple graph on $n$ vertices, say with $V(G) = \{v_1, v_2, \ldots, v_n\}$. We say that $G$ is the graph of $A$ if it is the case that $\{v_i, v_j\} \in E(G)$ if and only if $a_{ij} \neq 0$, for all $i, j \in \{1, 2, \ldots, n\}$ with $i \neq j$.

A problem of interest in combinatorial matrix theory is to determine particular ways in which the graph of a matrix constrains its rank. Because the diagonal entries of the matrix play no role in Definition 1.1, every graph allows a diagonally dominant matrix, so the question of how large the rank may be is not interesting. On the other hand, to determine the smallest rank among all matrices with a given graph is an interesting problem, known as the minimum rank problem for graphs. More formally, the problem is to determine the value of the graph parameter defined as follows.

Notation 1.2. Let $G$ be a graph. We write $\mathcal{H}(G)$ for the set of all complex Hermitian matrices with graph $G$.

Definition 1.3. Let $G$ be a graph. The minimum rank of $G$ is

$$\text{mr}(G) = \min \{\text{rank}(A) : A \in \mathcal{H}(G)\}.$$ 

The present work focuses on the case in which $G$ is a circulant graph. We may then consider the smallest rank among all Hermitian (or real symmetric) circulant matrices whose off-diagonal nonzero entries occur according to the edges of $G$.
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A question that naturally arises is: When $G$ is a circulant graph, under what conditions is the smallest rank among all Hermitian (or real symmetric) matrices with graph $G$ attained by a circulant matrix? In Section 5 we show that this in fact does occur for at least one broad class of circulant graphs, namely those in which each vertex neighborhood comprises a consecutive set of vertices. We also give examples of circulants for which this does not occur, however the problem of providing a complete characterization of such circulants remains open.

We also investigate the problem in the positive semidefinite setting. First, in Section 3, we show that the problem of determining the smallest rank among all positive semidefinite circulant matrices with a given graph is equivalent to determining the smallest number of dimensions admitting an orthogonal representation for the graph with a specific symmetry property. Then, in Section 4 this problem in turn is shown to be equivalent to determining the smallest number of terms in a real polynomial with nonnegative coefficients whose zeros intersect a precise subset, determined by the graph, of the complex roots of unity. In Section 5 this value is determined for two broad classes of circulants. Finally, Section 6 develops analogous results over $\mathbb{R}$.

2. Preliminaries

We begin with some fundamental definitions. In particular, we need to set out what is meant by a circulant, in both the sense of a graph and of a matrix, and then establish appropriate connections between the two notions.

2.1. Circulant graphs. Intuitively, $G$ is a circulant graph precisely when its vertices may be arranged around a circle such that the presence of an edge between any two vertices is determined entirely by the distance “around the circle” from one to the other. More precisely, we have the following definition.

Definition 2.1. A graph $G$ on $n$ vertices is said to be a circulant graph if its vertices may be labeled as $v_0, v_1, \ldots, v_{n-1}$ such that there exists a set $S \subseteq \{1, 2, \ldots, n-1\}$ with
\[
\{v_i, v_j\} \in E(G) \iff i - j \equiv k \mod n \text{ for some } k \in S.
\]

When $v \in V(G)$, we write $N(v)$ for the neighborhood of $v$, i.e., the set of all vertices adjacent to $v$. Note that when $G$ is a circulant graph, its entire edge set is determined by the neighborhood of any single vertex. Hence, it is convenient to specify a circulant graph by giving its number of vertices together with the neighborhood of just one vertex.

Notation 2.2. Let $n$ be a positive integer and $S \subseteq \{1, 2, \ldots, n-1\}$ be closed under taking the additive inverse modulo $n$. By $\text{Circ}(n, S)$ we denote the unique circulant graph on vertex set $\{0, 1, \ldots, n-1\}$ such that $N(0) = S$. For the sake of convenience, when writing the elements of a specific set $S$, we do not restrict ourselves to integers in $\{1, 2, \ldots, n-1\}$, but may instead write other integers that represent the same residues modulo $n$.

Note that, by definition, $\text{Circ}(n, S)$ is necessarily regular of degree $|S|$.

Definition 2.3. A graph $G$ is a consecutive circulant if there exist integers $n$ and $k$ with $1 \leq k \leq \lfloor n/2 \rfloor$ such that $G = \text{Circ}(n, S)$ for $S = \{\pm 1, \pm 2, \ldots, \pm k\}$.

Note that Definition 2.3 precludes a graph with no edges; we do not consider the empty graph to be a consecutive circulant.
Example 2.4. The circulant graphs $\text{Circ}(10, \{\pm1, \pm2, \pm3\})$ and $\text{Circ}(6, \{\pm2, 3\})$ are shown in Figure 2.1. The former is a consecutive circulant.

2.2. Circulant matrices. In what follows, the rows and columns of every matrix, as well as the coordinates of every vector, are taken to be zero-indexed. That is, the coordinates of each $n$-dimensional vector, as well as the rows and the columns of each $n \times n$ matrix will be indexed by the integers $0, 1, \ldots, n - 1$. We write $A_{ij}$ for the entry residing in row $i$ and column $j$ of matrix $A$.

Accordingly, given subsets $S$ and $T$ of the set $\{0, 1, \ldots, n - 1\}$, we write $A[S, T]$ for the submatrix of $A$ that lies on the rows of $A$ with indices in $S$ and the columns with indices in $T$. When $S = T$, we denote this submatrix simply by $A[S]$.

Definition 2.5. An $n \times n$ matrix $A$ is a circulant matrix if there exist values for $b_0, b_1, \ldots, b_{n-1}$ such that

$$A = \begin{bmatrix}
  b_0 & b_1 & b_2 & \cdots & b_{n-2} & b_{n-1} \\
  b_{n-1} & b_0 & b_1 & \cdots & b_{n-3} & b_{n-2} \\
  b_{n-2} & b_{n-1} & b_0 & \cdots & b_{n-4} & b_{n-3} \\
  \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
  b_2 & b_3 & b_4 & \cdots & b_0 & b_1 \\
  b_1 & b_2 & b_3 & \cdots & b_{n-1} & b_0 
\end{bmatrix}.$$

Note that $A$ is a circulant matrix if and only if the value of $A_{ij}$ is a function of the residue of $i - j$ modulo $n$. For a general reference on circulant matrices and their properties, see the monograph [9] or the more recent [15].

Notation 2.6. In any context in which $n$ is understood to be a positive integer, we write $\omega$ for the complex $n$th root of unity $e^{2\pi i/n}$.

Definition 2.7. For every positive integer $n$, the $n \times n$ Fourier matrix $F_n$ is defined by $(F_n)_{ij} = \frac{1}{\sqrt{n}} \omega^{ij}$. At times we wish to neglect the scaling factor of $1/\sqrt{n}$, and so for convenience of notation we let $\hat{F}_n = \sqrt{n}F_n$. Explicitly, we have

$$F_n = \frac{1}{\sqrt{n}} \hat{F}_n = \frac{1}{\sqrt{n}} \begin{bmatrix}
  1 & 1 & 1 & \cdots & 1 \\
  1 & \omega & \omega^2 & \cdots & \omega^{n-1} \\
  1 & \omega^2 & \omega^4 & \cdots & \omega^{2(n-1)} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  1 & \omega^{n-1} & \omega^{2(n-1)} & \cdots & \omega^{(n-1)(n-1)} 
\end{bmatrix}.$$
Note that \( \hat{F}_n \) is the Vandermonde matrix of the complex \( n \)th roots of unity. Note also that \( F_n^* = F_n^{-1} \), so that \( F_n \) is unitary. The significance of the Fourier matrix in the context of circulant matrices stems from the fact that \( F_n \) diagonalizes every \( n \times n \) circulant matrix.

**Theorem 2.8** (see, e.g., [9, Theorem 3.2.2]). If \( A \) is an \( n \times n \) circulant matrix, then \( F_n^* A F_n \) is diagonal.

2.3. **Minimum circulant rank.** As established above, the term “circulant” has a distinct meaning as applied to a matrix as opposed to a graph. When that distinction is clear from the context, however, we will sometimes refer to an object simply as a “circulant” for the sake of brevity.

The classical minimum rank problem seeks the smallest rank among all Hermitian (or real symmetric) matrices with the zero-nonzero pattern specified by a given graph. We wish to consider this problem with its scope restricted to the circulant matrices. Hence, for a given circulant graph, we seek the smallest rank of a Hermitian or real symmetric circulant matrix whose zero-nonzero pattern is that given by the graph. That is, we wish to study the following graph parameter analogous to that set out in Definition 1.3.

**Definition 2.9.** Let \( G \) be a circulant graph. The *minimum circulant rank* of \( G \) is

\[
\text{mcr}(G) = \min \{ \text{rank}(A) : A \in \mathcal{H}(G) \text{ and } A \text{ is a circulant matrix} \}.
\]

The following easy observation shows that \( \text{mcr}(G) \) is well-defined.

**Observation 2.10.** A graph \( G \) is a *circulant graph* if and only if the adjacency matrix of \( G \) can be taken to be a circulant matrix.

Occasionally, we will consider some previously-defined minimum rank parameter over a specific field other than \( \mathbb{C} \). To be precise, we establish the following notation.

**Notation 2.11.** When \( K \) denotes a field, we write \( K \) as a superscript to denote an analogous minimum rank parameter defined such that the matrices in question are taken to be symmetric with entries in \( K \). For instance, \( \text{mcr}^K(G) \) denotes the minimum rank over all real symmetric circulant matrices with graph \( G \).

We refer to the problem of determining the value of \( \text{mcr}(G) \) for a graph \( G \) as the *circulant minimum rank problem*. The following question thus arises naturally.

**Question 2.12.** What conditions on a circulant graph \( G \) are sufficient to ensure that \( \text{mr}(G) = \text{mcr}(G) \)?

The extent to which a simple or complete answer to Question 2.12 exists is certainly not clear. Nevertheless, Theorem 5.7 provides a partial result in this direction, showing that the equality of Question 2.12 does in fact hold for at least one natural family of circulant graphs.

2.4. **The positive semidefinite case.** A variant of the minimum rank problem which has been well-studied (see, e.g., [7], [8], [13, Section 46.3] and [19]) is that in which only positive semidefinite matrices are considered. For convenience in this context, we set up the following notation, analogous to Notation 1.2.

**Notation 2.13.** Let \( G \) be a graph. We write \( \mathcal{H}_+(G) \) for the set of all positive semidefinite Hermitian matrices with graph \( G \).
Definition 2.14. Let $G$ be a graph on $n$ vertices. The minimum semidefinite rank of $G$ is
\[ \text{mr}_+(G) = \min \{ \text{rank} A : A \in \mathcal{H}_+(G) \}. \]

We wish to consider the effect of restricting our attention to circulants in the positive semidefinite setting as well. Hence, we define the following graph parameter.

Definition 2.15. Let $G$ be a circulant graph. The minimum semidefinite circulant rank of $G$ is
\[ \text{mcr}_+(G) = \min \{ \text{rank}(A) : A \in \mathcal{H}_+(G) \text{ is a circulant matrix} \}. \]

The following observation shows that this parameter is well-defined.

Observation 2.16. Given a circulant graph $G$ on $n$ vertices, let $A$ be its adjacency matrix. Since $G$ is a circulant, it is $d$-regular for some $d$. In particular, the graph Laplacian matrix of $G$, namely $dI - A$, is well-known to be positive semidefinite of rank at most $n - 1$, and is clearly a circulant matrix. Hence, $\text{mcr}_+(G)$ is defined and $\text{mcr}_+(G) \leq n - 1$.

Example 2.17. Consider the graph $G = \text{Circ}(6, \{\pm 2, 3\})$, shown in Figure 2.1. In particular, note that $G$ is the complement of the 6-cycle. The real symmetric matrix
\[
A = \begin{bmatrix}
1 & 0 & -2 & 3 & -2 & 0 \\
0 & 1 & 0 & -2 & 3 & -2 \\
-2 & 0 & 1 & 0 & -2 & 3 \\
3 & -2 & 0 & 1 & 0 & -2 \\
-2 & 3 & -2 & 0 & 1 & 0 \\
0 & -2 & 3 & -2 & 0 & 1
\end{bmatrix}
\]
has graph $G$ and is a circulant matrix with rank 3. Meanwhile, from [4, Theorem 14] we have that $\text{mr}(G) \geq 3$. Hence, for this graph we have
\[ \text{mr}(G) = \text{mr}^\mathbb{R}(G) = \text{mcr}(G) = \text{mcr}^\mathbb{R}(G) = 3. \]

Note that $A$ is not positive semidefinite; its nonzero eigenvalues are 6 (with multiplicity 2) and $-6$. In fact, it is shown in Example 6.21 that $\text{mcr}_+(G) = 4$.

The analog of Question 2.12 is again of interest. In particular, for which circulant graphs $G$ do $\text{mr}_+(G)$ and $\text{mcr}_+(G)$ differ? Example 6.21 gives one such graph, showing that the two notions are in fact distinct. More broadly, certain inequalities between the various minimum rank parameters are inherent from the sets over which their respective minima are defined. These inequalities are illustrated in Figure 2.2, which is annotated with references showing separation between pairs of parameters, when available.

Although Definition 2.15 may seem restrictive, Theorem 5.7 will show that there is at least one natural class of circulant graphs $G$ for which $\text{mr}(G)$ and $\text{mcr}_+(G)$ coincide, meaning that the smallest rank among all Hermitian matrices with graph $G$ is realized by a positive semidefinite circulant matrix. Of course, as the following observation notes, all of the minimum rank parameters mentioned here do coincide for the complete graph.

Observation 2.18. The $n \times n$ matrix with every entry equal to 1 witnesses that
\[ \text{mr}(K_n) = \text{mr}_+(K_n) = \text{mcr}(K_n) = \text{mcr}_+(K_n) = 1. \]
3. Orthogonal Representations and Symmetry

A critical tool in studying the minimum semidefinite rank of a graph is the notion of an orthogonal representation of the graph. This is an assignment of a single vector to each vertex of the graph such that the adjacency relation of the graph is captured by the orthogonality relation on the corresponding vectors. More precisely, we make the following definition.

**Definition 3.1.** Let $G$ be a graph and $K$ be a field. An orthogonal representation for $G$ in $K^d$ is a function $r : V(G) \to K^d$ such that, whenever $v, w \in V(G)$ are distinct, $\langle r(v), r(w) \rangle \neq 0$ if and only if $\{v, w\} \in E(G)$. We also refer to such a function $r$ as an orthogonal representation for $G$ over $K$. The rank of the orthogonal representation is the dimension of the subspace spanned by $r[V(G)]$.

Less formally, given a graph $G$ with $n$ vertices, we say that a sequence of $n$ vectors forms an orthogonal representation for $G$ when some correspondence between the vectors and the vertices of the graph gives an orthogonal representation.

The following theorem gives the significance of the notion of an orthogonal representation in the context of the minimum rank problem. Although this result is well-known, we include a proof for the sake of completeness, and because it serves as a prototype for the proofs of some analogous results to follow.

**Theorem 3.2** (well-known). Let $G$ be a graph. The following are equivalent.

1. There exists a positive semidefinite Hermitian matrix with rank $k$ and graph $G$.
2. There exists an orthogonal representation for $G$ over $\mathbb{C}$ with rank $k$.

**Proof.** Let $M$ be an $n \times n$ positive semidefinite Hermitian matrix with rank $k$ and graph $G$. Then $M = A^*A$ for some $k \times n$ matrix $A$ of rank $k$ by [14] Theorem 7.2.7. Since $M$ has graph $G$, the columns of $A$ form an orthogonal representation for $G$ with rank $k$. 

---

**Figure 2.2.** Hasse diagram illustrating inequalities that hold by definition among various minimum rank parameters; the values of the parameters are nonincreasing from top to bottom. Annotations on the edges in the diagram give references showing that strict inequality is possible between the corresponding pairs of parameters.
Conversely, let \( r \) be an orthogonal representation for \( G \) over \( \mathbb{C} \) with rank \( k \). Then the Gram matrix of the vectors in the image of \( r \) is a positive semidefinite Hermitian matrix of rank \( k \) by [14, Theorem 7.2.10]. Since those vectors form an orthogonal representation for \( G \), this matrix has graph \( G \).

Note that the proof of Theorem 3.2 actually shows that if a graph \( G \) has an orthogonal representation over \( \mathbb{C} \) with rank \( k \), then \( G \) has an orthogonal representation in \( \mathbb{C}^k \). Combining this observation with Theorem 3.2 gives the following corollary.

**Corollary 3.3.** Let \( G \) be a graph and let \( k \) be the smallest integer such that \( G \) has an orthogonal representation in \( \mathbb{C}^k \). Then \( k = \text{mr}_+(G) \).

Hence, the problem of determining \( \text{mr}_+(G) \) for a particular graph \( G \) is equivalent to determining the smallest \( k \) such that \( G \) has an orthogonal representation in \( \mathbb{C}^k \). An entirely similar argument shows that \( \text{mr}_+^\mathbb{R}(G) \) is identical with the smallest \( k \) such that \( G \) has an orthogonal representation in \( \mathbb{R}^k \).

**Example 3.4.** Consider once again the graph \( G = \text{Circ}(6, \{\pm 2, 3\}) \) shown in Figure 2.1. Let

\[
\begin{align*}
v_0 &= \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}, & v_1 &= \begin{bmatrix} 0 \\ 2 \\ 3 \end{bmatrix}, & v_2 &= \begin{bmatrix} 1 \\ 3 \\ -2 \end{bmatrix}, & v_3 &= \begin{bmatrix} 1 \\ -1 \\ -1 \end{bmatrix}, & v_4 &= \begin{bmatrix} 1 \\ 0 \\ 1 \end{bmatrix} \quad \text{and} \quad v_5 &= \begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix}.
\end{align*}
\]

It is straightforward to verify that \( \langle v_i, v_j \rangle \neq 0 \) precisely when \( i - j \equiv k \mod 6 \) for some \( k \in \{\pm 2, 3\} \). Hence, \( i \mapsto v_i \) is an orthogonal representation for \( G \) of rank 3, showing that \( \text{mr}_+^\mathbb{R}(G) \leq 3 \). Viewed as extending Example 2.17, this gives \( \text{mr}_+(G) = \text{mr}_+^\mathbb{R}(G) = 3 \).

The first major goal of the present work is to show that the connection established by Theorem 3.2 has a natural analog for the minimum semidefinite circulant rank of Definition 2.15. In particular, the restriction to circulant matrices corresponds to a requirement that the orthogonal representations considered possess symmetry in the sense set out precisely as follows.

**Definition 3.5.** Let \( G \) be a graph with \( V(G) = \{0, 1, \ldots, n - 1\} \). An orthogonal representation \( r \) for \( G \) in \( \mathbb{C}^k \) is said to be cyclically symmetric if there exists some \( k \times k \) unitary matrix \( U \) with \( U^n = I \) and some \( x \in \mathbb{C}^k \) such that \( r(i) = U^i x \) for each \( i \in \{0, 1, \ldots, n - 1\} \).

The following example serves to illustrate Definition 3.5 and represents essentially the same construction used by Lovász for [18, Theorem 2]. The discussion of Example 6.19 details how the theory of Section 6 was applied to construct this example.

**Example 3.6.** Consider the 5-cycle, \( C_5 = \text{Circ}(5, \{\pm 1\}) \). Figure 3.1 shows five vectors in \( \mathbb{R}^3 \) that form an orthogonal representation for this graph; the endpoints of the vectors are at a distance from the \( yz \)-plane such that \( v_i \) and \( v_j \) meet at an angle of \( \pi/2 \) precisely when \( i - j \not\equiv \pm 1 \mod 5 \). Explicitly, these vectors are given by

\[
v_i = \left(\sqrt{2} \cos(\pi/5), \cos\left(\frac{2i\pi}{5}\right) - \sin\left(\frac{2i\pi}{5}\right), \cos\left(\frac{2i\pi}{5}\right) + \sin\left(\frac{2i\pi}{5}\right)\right)
\]

for \( i \in \{0, 1, \ldots, 4\} \). In particular, each \( v_i \) is the image of \( v_{i-1} \) under a rotation about the \( x \)-axis by an angle of \( 2\pi/5 \), where the subscripts are computed modulo 5. Hence, taking \( x \) to be any of the five vectors and \( U \) to be the unitary matrix whose action on \( \mathbb{R}^3 \) is
the aforementioned rotation shows that Definition 3.5 is satisfied. That is, the orthogonal representation depicted is cyclically symmetric.

The following proposition shows that when Definition 3.5 is met by an orthogonal representation for $G$ in $\mathbb{R}^k$, the associated unitary matrix can be taken to be real orthogonal.

**Proposition 3.7.** Let $G$ be a graph with $V(G) = \{0, 1, \ldots, n - 1\}$. If $r : V(G) \to \mathbb{R}^k$ is a cyclically symmetric orthogonal representation for $G$, then there exists some $k \times k$ real orthogonal matrix $A$ such that $A^n = I$ and some $x \in \mathbb{R}^k$ such that $r(i) = A^i x$ for each $i \in \{0, 1, \ldots, n - 1\}$.

**Proof.** Suppose $r : V(G) \to \mathbb{R}^k$ is a cyclically symmetric orthogonal representation for $G$. Then, by Definition 3.5, there exists some $x \in \mathbb{R}^k$ and some $k \times k$ unitary matrix $U$ such that $U^n = I$ and $U^i x = r(i) \in \mathbb{R}^k$ for each $i \in \{0, 1, \ldots, n - 1\}$. In particular, letting $W$ be the $\mathbb{R}$-span of $\{x, Ux, U^2 x, \ldots, U^{n-1} x\}$, we have that $W$ is invariant under $U$. Since $U$ is a unitary transformation, the action of $U$ on this subspace of $\mathbb{R}^k$ induces a real isometry. Hence, there is some real orthogonal matrix $A$ such that $Ay = Uy$ for every $y \in W$, so that, in particular, $r(i) = U^i x = A^i x$ for every $i \in \{0, 1, \ldots, n - 1\}$. □

A fact that will be important to what follows is that, whenever a cyclically symmetric orthogonal representation exists, one can be found in a certain very simple canonical form; with a view toward expressing this form, we introduce the following notation.

**Notation 3.8.** When $n$ is understood to be a positive integer, we write $U_n$ for the diagonal matrix whose $i$th diagonal entry is $\omega^i$, i.e., $U_n = \text{diag}(1, \omega, \omega^2, \ldots, \omega^{n-1})$. Note that $U_n^n = I$.

**Observation 3.9.** For any integer $i \geq 0$, $U_n^i = \text{diag}(1, \omega^i, \omega^{2i}, \ldots, \omega^{(n-1)i})$ so that, for any vector $x = (x_0, x_1, \ldots, x_{n-1}) \in \mathbb{C}^n$, 

$$U_n^i x = (x_0, \omega^i x_1, \omega^{2i} x_2, \ldots, \omega^{(n-1)i} x_{n-1})$$
and hence, for any integer \( j \geq 0 \),

\[
\langle U^i_n, x, U^j_n \rangle = \sum_{k=0}^{n-1} x_k \omega^{ki} x_k \omega^{-kj} = \sum_{k=0}^{n-1} |x_k|^2 \omega^{ki} \omega^{-kj} = \sum_{k=0}^{n-1} |x_k|^2 (\omega^{i-j})^k.
\]

Unsurprisingly, the matrix \( U_n \) has a close connection with the Fourier matrix \( F_n \) given in Definition 2.7. The following lemma gives one view of this connection.

**Lemma 3.10.** Given \( x = (x_0, x_1, \ldots, x_{n-1}) \in \mathbb{R}^n \), let \( \Lambda = n \text{ diag}(x_0^2, x_1^2, \ldots, x_{n-1}^2) \). Then the Gram matrix of the vectors \( x, U_n x, U_n^2 x, \ldots, U_n^{n-1} x \) is \( F_n^* \Lambda F_n \).

**Proof.** Let \( X = \sqrt{n} \text{ diag}(x_0, x_1, \ldots, x_{n-1}) \) and note that \( X^2 = \Lambda \). It follows from (3.1) that column \( i \) of \( X F_n \) is given by \( U^i_n x \) for each \( i \in \{0, 1, \ldots, n-1\} \). Hence, letting \( M \) be the Gram matrix of the vectors \( x, U_n x, U_n^2 x, \ldots, U_n^{n-1} x \), we have that \( M_{ij} \) is the inner product of the \( i \)th and \( j \)th columns of \( X F_n \) for every \( i, j \in \{0, 1, \ldots, n-1\} \). Thus,

\[
M = (X F_n)^* (X F_n) = (F_n X) (X F_n) = F_n^* X^2 F_n = F_n^* \Lambda F_n. \quad \Box
\]

Given any \( x \in \mathbb{R}^n \), the vectors \( x, U_n x, U_n^2 x, \ldots, U_n^{n-1} x \) by definition form a cyclically symmetric orthogonal representation for the graph of their Gram matrix. Lemma 3.10 shows how the eigenvalues of this matrix arise directly from the coordinates of \( x \). A very useful consequence is that the rank of the Gram matrix, and hence of the associated orthogonal representation, becomes transparent.

**Lemma 3.11.** If \( x \in \mathbb{R}^n \) has support of size \( k \), then the vectors \( x, U_n x, U_n^2 x, \ldots, U_n^{n-1} x \) span a \( k \)-dimensional subspace.

**Proof.** By Lemma 3.10 the Gram matrix of the vectors \( x, U_n x, U_n^2 x, \ldots, U_n^{n-1} x \) has eigenvalues \( n x_0^2, n x_1^2, \ldots, n x_{n-1}^2 \), and exactly \( k \) of these are nonzero. \( \Box \)

Lemma 3.11 will be especially useful once we have shown that cyclically symmetric orthogonal representations by vectors of the form \( x, U_n x, U_n^2 x, \ldots, U_n^{n-1} x \) are essentially the only ones which must be considered. This fact is anticipated by the following result, which uses Theorem 2.8 to give Lemma 3.10 a natural interpretation in terms of circulant matrices.

**Proposition 3.12.** An \( n \times n \) positive semidefinite Hermitian matrix is a circulant matrix if and only if it is the Gram matrix of the vectors \( x, U_n x, U_n^2 x, \ldots, U_n^{n-1} x \) for some nonnegative \( x \in \mathbb{R}^n \).

**Proof.** Let \( M \) be an \( n \times n \) positive semidefinite Hermitian matrix. Suppose first that \( M \) is a circulant matrix. Then, by Theorem 2.8,

\[
F_n M F_n^* = \Lambda = \text{ diag } (\lambda_0, \lambda_1, \ldots, \lambda_{n-1}),
\]

where \( \lambda_0, \lambda_1, \ldots, \lambda_{n-1} \) are the eigenvalues of \( M \). Since these are nonnegative, we may take \( x = (\sqrt{\lambda_0/n}, \sqrt{\lambda_1/n}, \ldots, \sqrt{\lambda_{n-1}/n}) \in \mathbb{R}^n \). Then \( x \) is nonnegative and, by Lemma 3.10, \( M \) is the Gram matrix of the vectors \( x, U_n x, U_n^2 x, \ldots, U_n^{n-1} x \).

Now suppose \( M \) is the Gram matrix of the vectors \( x, U_n x, U_n^2 x, \ldots, U_n^{n-1} x \) for some nonnegative \( x \in \mathbb{R}^n \). Then \( M \) is positive semidefinite by [14, Theorem 7.2.10]. It remains to show only that \( M \) is a circulant matrix, and this follows from the fact that, since \( U_n^0 = I \),

\[
M_{ij} = \langle U^i_n x, U^j_n \rangle = \langle U^{i-j}_n x, x \rangle = \langle U^{i-j}_n x, U^{j'}_n x \rangle = M_{i'j'}
\]

for every \( i, j, i', j' \in \{0, 1, \ldots, n-1\} \) with \( i - j \equiv i' - j' \mod n \). \( \Box \)
The following theorem serves to establish the canonical form for a cyclically symmetric orthogonal representation that was alluded to earlier. However, its primary significance is seen by analogy with Theorem 3.2. Just as that theorem showed the existence of a positive semidefinite matrix with a given graph to be equivalent to the existence of an orthogonal representation for that graph with the same rank, the following result shows that a positive semidefinite circulant matrix with a given graph exists precisely when there is a corresponding cyclically symmetric orthogonal representation for that graph with the same rank.

**Theorem 3.13.** Let $G = \text{Circ}(n, S)$. The following are equivalent.

1. There exists a positive semidefinite Hermitian circulant matrix with rank $k$ and graph $G$.
2. There exists a cyclically symmetric orthogonal representation for $G$ over $\mathbb{C}$ with rank $k$.
3. There exists a nonnegative $x \in \mathbb{R}^n$ with support of size $k$ such that $i \mapsto U^n_i x$ is an orthogonal representation for $G$.

**Proof.** The theorem is proved by establishing that (2) $\Rightarrow$ (1) $\Rightarrow$ (3) $\Rightarrow$ (2).

Suppose first that (2) holds. Then there exist a vector $x$ and a unitary matrix $V$ with $V^n = I$ such that $i \mapsto V^i x$ gives an orthogonal representation for $G$ of rank $k$. Let $M$ be the Gram matrix of the vectors $x, Vx, V^2x, \ldots, V^{n-1}x$. As in the proof of Theorem 3.2, $M$ is a positive semidefinite Hermitian matrix with rank $k$ and graph $G$. By an argument identical to that used in the proof of Proposition 3.12, $M$ is also a circulant matrix. Hence, (1) holds.

That (1) implies (3) follows directly from Proposition 3.12 and Lemma 3.11. Finally, assume that (3) holds, i.e., that there exists some nonnegative $x \in \mathbb{R}^n$ with support of size $k$ such that $i \mapsto U^n_i x$ gives an orthogonal representation for $G$. Let $\hat{x} \in \mathbb{R}^k$ be the vector formed from the nonzero coordinates of $x$ and let $\hat{U}$ be the $k \times k$ unitary matrix that results from deleting the $i$th row and column from $U$ precisely when $x_i = 0$, i.e., let $\hat{U} = U_n[\{i : x_i \neq 0\}]$.

Using Observation 3.9, we have that for every $i, j \in \{0, 1, \ldots, n - 1\}$,

$$\langle U^n_i x, U^n_j x \rangle = \sum_{k=0}^{n-1} |x_k|^2 (\omega^{i-j})^k = \sum_{x_k \neq 0} |x_k|^2 (\omega^{i-j})^k = \langle \hat{U}^i \hat{x}, \hat{U}^j \hat{x} \rangle.$$  

Hence, $i \mapsto \hat{U}^i \hat{x}$ is an orthogonal representation for $G$ in $\mathbb{C}^k$. Moreover, this representation has rank $k$ by Lemma 3.11. Thus, (2) holds.

As noted in Observation 2.16, whenever $G$ is a circulant graph, there exists a positive semidefinite Hermitian circulant matrix with graph $G$. By Theorem 3.13, then, every circulant graph $G$ has a cyclically symmetric orthogonal representation over $\mathbb{C}$. It is also clear that no such orthogonal representation may exist unless $G$ is a circulant graph, so that, although Definition 3.5 made no stipulations on the graph, we have the following.

**Observation 3.14.** A graph $G$ is a circulant graph if and only if there exists a cyclically symmetric orthogonal representation for $G$ over $\mathbb{C}$.

Just as the particulars of the proof of Theorem 3.2 gave Corollary 3.3, the argument that condition (3) implies condition (2) in the proof of Theorem 3.13 now gives the following analogous result.
**Corollary 3.15.** Let \( G \) be a circulant graph and let \( k \) be the smallest integer such that \( G \) has a cyclically symmetric orthogonal representation in \( \mathbb{C}^k \). Then \( k = \text{mcr}_+(G) \).

Hence, given a circulant graph \( G \), the problem of finding a positive semidefinite matrix with graph \( G \) of smallest rank that is a circulant matrix is equivalent to the problem of finding an orthogonal representation for \( G \) in the smallest number of dimensions that is cyclically symmetric.

4. Connection with polynomials

Let \( G \) be a circulant graph on \( n \) vertices. We next show that finding a cyclically symmetric orthogonal representation for \( G \) over \( \mathbb{C} \) is equivalent to finding a polynomial satisfying certain combinatorial conditions determined by \( G \). These conditions are entirely in terms of the values of the polynomial on the complex \( n \)th roots of unity. We may therefore bound the degree of the polynomials we consider.

**Lemma 4.1.** Let \( n \in \mathbb{Z}^+ \) and \( p \in \mathbb{R}[z] \). Then there exists a unique polynomial \( q \in \mathbb{R}[z] \) with \( \deg(q) \leq n - 1 \) such that \( p(\omega^j) = q(\omega^j) \) for all \( j \in \mathbb{Z} \).

**Proof.** Letting \( a_0, a_1, a_2, \ldots \) be the sequence of real numbers with \( a_i = 0 \) for \( i > \deg(p) \) such that
\[
p(z) = a_0 + a_1 z + a_2 z^2 + a_3 z^3 + \cdots,
\]
take
\[
q(z) = (a_0 + a_n + \cdots) + (a_1 + a_{n+1} + \cdots) z + \cdots + (a_{n-1} + a_{2n-1} + \cdots) z^{n-1}.
\]
Then, since \( (\omega^i)^{kn+i} = (\omega^i)^i \) for any \( i, j, k \in \mathbb{Z} \), the desired property holds. Uniqueness follows since the values of \( q(z) \) are prescribed for \( n \geq \deg(q) + 1 \) distinct values of \( z \). \( \Box \)

We ultimately wish to show that an appropriate polynomial gives rise to an orthogonal representation for \( G \) by vectors in \( \mathbb{C}^n \). To this end, we establish a correspondence between polynomials and vectors.

**Notation 4.2.** We write \( \mathbb{R}_{\geq 0}[z] \) for the subset of \( \mathbb{R}[z] \) comprising those polynomials with every coefficient nonnegative.

**Definition 4.3.** Let \( p \in \mathbb{R}_{\geq 0}[z] \). Lemma 4.1 gives the existence of a unique \( q \in \mathbb{R}_{\geq 0}[z] \) with degree at most \( n - 1 \) whose value coincides with that of \( p \) on every complex \( n \)th root of unity. Say
\[
q(z) = b_0 + b_1 z + b_2 z^2 + \cdots + b_{n-1} z^{n-1},
\]
with \( b_i = 0 \) for \( \deg(q) < i \leq n - 1 \). Then the **normalized coefficient vector** of \( p \) is the vector
\[
\left( \sqrt{b_0}, \sqrt{b_1}, \ldots, \sqrt{b_{n-1}} \right) \in \mathbb{R}^n.
\]

Note that the polynomial \( q \) referenced in Definition 4.3 is given explicitly by (4.1). Hence, it is straightforward to compute the normalized coefficient vector of any given \( p \in \mathbb{R}_{\geq 0}[z] \).

**Definition 4.4.** Given a nonnegative vector \( v \in \mathbb{R}^n \), the **polynomial corresponding to** \( v \) is
\[
v_0^2 + v_1^2 z + v_2^2 z^2 + \cdots + v_{n-1}^2 z^{n-1} \in \mathbb{R}_{\geq 0}[z].
\]
Definitions 4.3 and 4.4 together give a bijective correspondence between polynomials in \( \mathbb{R}_{\geq 0}[z] \) of degree at most \( n - 1 \) and nonnegative vectors in \( \mathbb{R}^n \). The motivation for setting up this correspondence is made clear by the following lemma.

**Lemma 4.5.** Suppose \( p \in \mathbb{R}_{\geq 0}[z] \) and \( x = (x_0, x_1, \ldots, x_{n-1}) \in \mathbb{R}^n \) is its normalized coefficient vector. Then, for every \( i \in \{0, 1, \ldots, n-1\} \),

\[
p(\omega^j) = 0 \iff j \not\in S \text{ for all } j \in \{1, 2, \ldots, n-1\}.
\]

*Proof.* Since \( x \) is the normalized coefficient vector of \( p \), the first equality is a direct consequence of Definition 4.3 while the second follows from (3.2). \( \square \)

**Proposition 4.6.** Suppose \( p \in \mathbb{R}_{\geq 0}[z] \) and \( x \in \mathbb{R}^n \) is its normalized coefficient vector. Then \( i \mapsto U_n^i x \) is a cyclically symmetric orthogonal representation for \( \text{Circ}(n, S) \) if and only if \( p \) satisfies

\[
p(\omega^j) = 0 \iff j \not\in S \text{ for all } j \in \{1, 2, \ldots, n-1\}.
\]

*Proof.* Note that \( i \mapsto U_n^i x \) is an orthogonal representation for \( \text{Circ}(n, S) \) if and only if

\[
j \not\in S \iff 0 = \langle x, U_n^j x \rangle \iff 0 = \langle U_n^j x, x \rangle = p(\omega^j)
\]

for every \( j \in \{1, 2, \ldots, n-1\} \), where the final equality holds by Lemma 4.5. \( \square \)

Now Proposition 4.6 and Theorem 3.13 can be combined to summarize the connection between polynomials and cyclically symmetric orthogonal representations as follows.

**Theorem 4.7.** Let \( G = \text{Circ}(n, S) \). The following are equivalent.

1. There exists a positive semidefinite Hermitian circulant matrix with rank \( k \) and graph \( G \).
2. There exists a cyclically symmetric orthogonal representation for \( G \) over \( \mathbb{C} \) with rank \( k \).
3. There exists a polynomial \( p \in \mathbb{R}_{\geq 0}[z] \) whose normalized coefficient vector has support of size \( k \) such that

\[
p(\omega^j) = 0 \iff j \not\in S \text{ for all } j \in \{1, 2, \ldots, n-1\}.
\]

4. There exists a polynomial \( p \in \mathbb{R}_{\geq 0}[z] \) of degree at most \( n - 1 \) with exactly \( k \) terms such that the condition given in (1.2) holds.

**Example 4.8.** Consider the 4-cycle, \( C_4 = \text{Circ}(4, \{\pm 1\}) \). In the notation of Theorem 4.7, \( n = 4 \), so that \( \omega = i \). The polynomial \( p(z) = z + 1 \) has \( p(\omega^3) = 0 \) while \( p(\omega^1) \) and \( p(\omega^{-1}) \) are nonzero. Hence, the condition given in (1.2) is met, so that Theorem 4.7 applies. Thus, as \( \deg(p) = 1 \leq n - 1 \) and \( p \) has 2 terms, there must exist a cyclically symmetric orthogonal representation for the 4-cycle of rank 2, so that \( \text{mcr}_4(C_4) \leq 2 \). In particular, as the normalized coefficient vector of \( p \) is \((1, 1, 0, 0) \in \mathbb{R}^4 \), the vectors

\[
x = \begin{bmatrix} 1 \\ 1 \\ 0 \\ 0 \end{bmatrix}, \quad U_4x = \begin{bmatrix} 1 \\ i \\ 0 \\ 0 \end{bmatrix}, \quad U_4^2x = \begin{bmatrix} 1 \\ -1 \\ 0 \\ 0 \end{bmatrix}, \quad \text{and} \quad U_4^3x = \begin{bmatrix} 1 \\ -i \\ 0 \\ 0 \end{bmatrix}
\]
form a cyclically symmetric orthogonal representation for $C_4$ by Proposition 4.6. Since $x$ has support of size 2, by Lemma 3.11 the rank of this representation should be 2, which in fact is visibly the case. Finally, it is easy to verify that $\mr(C_4) = 2$, so that in fact

$$\mr(C_4) = \mr_+(C_4) = \mcr_+(C_4) = 2.$$  

Hence, the 4-cycle is an example of a graph for which there is a positive semidefinite circulant matrix achieving the minimum rank, and hence the minimum semidefinite rank as well.

As Example 4.8 illustrates, Proposition 4.6 allows the construction of a cyclically symmetric orthogonal representation for a given circulant graph on $n$ vertices in terms of a polynomial $p$ with nonnegative coefficients that vanishes on a corresponding selection of the complex $n$th roots of unity. Such a polynomial can be taken with degree at most $n - 1$, and then the rank of the resulting representation is simply the number of terms appearing in $p$.

This naturally leads to an interest in the following question. Given precisely which complex $n$th roots of unity are zeros of a certain polynomial with nonnegative coefficients, how few terms may appear in that polynomial? In addressing this question, a useful upper bound is provided by the following lemma, the proof of which rests on a fundamental result of convex geometry.

**Lemma 4.9.** Let $W$ be a self-conjugate set of complex $n$th roots of unity with $1 \notin W$. Then there exists a polynomial $p \in \mathbb{R}_{\geq 0}[z]$ with $\deg(p) \leq n - 1$ and at most $|W| + 1$ terms such that $p(w) = 0$ for all $w \in W$.

**Proof.** Assume without loss of generality that $W \neq \emptyset$ and take $\alpha_1, \ldots, \alpha_k \in \mathbb{C} \setminus \mathbb{R}$ such that $W \setminus \{-1\} = \{\alpha_1, \bar{\alpha}_1, \ldots, \alpha_k, \bar{\alpha}_k\}$.

For each $i \in \mathbb{Z}$, let

$$v_i = ((-1)^i, \Re(\alpha_1^i), \Im(\alpha_1^i), \ldots, \Re(\alpha_k^i), \Im(\alpha_k^i)) \in \mathbb{R}^{|W|}$$

if $-1 \in W$, and otherwise let

$$v_i = (\Re(\alpha_1^i), \Im(\alpha_1^i), \ldots, \Re(\alpha_k^i), \Im(\alpha_k^i)) \in \mathbb{R}^{|W|}.$$

Every element of $W$ is a root of $z^{n-1} + z^{n-2} + \cdots + z + 1$, and it follows that $\sum_{i=0}^{n-1} v_i = 0$. In particular, $0 \in \mathbb{R}^{|W|}$ is in the convex hull of the $v_i$ vectors. It follows by Carathéodory’s Theorem (see, e.g., [5] Theorem 2.3]) that there exist nonnegative $b_0, b_1, \ldots, b_m \in \mathbb{R}$ such that $\sum_{i=0}^{n-1} b_i v_i = 0$ with $|\{i : b_i \neq 0\}| \leq |W| + 1$. Hence, taking

$$p(z) = b_0 + b_1 z + b_2 z^2 + \cdots + b_{n-1} z^{n-1}$$

gives a polynomial as desired. \qed

Note that standard proofs of Carathéodory’s Theorem are both elementary and constructive. Hence, under the hypotheses of Lemma 4.9 the polynomial that is asserted to exist can in fact be calculated in a finite number of steps.

When the goal is to apply Theorem 4.7, the serious limitation of Lemma 4.9 is that nothing about the result or its proof provides any guarantee as to which complex $n$th roots of unity are not zeros of the promised polynomial. Under some circumstances, however, this limitation can be overcome, as we will see in the next section.
5. Minimum circulant rank for particular classes of circulants

In general, determination of the minimum semidefinite rank \( \text{mr}_+(G) \) for a particular graph \( G \) is a difficult problem; the necessary upper and lower bounds may both be difficult to obtain.

A remarkable upper bound that holds in general was proved by probabilistic methods in [16, 17] and gives the following connection between \( \text{mr}_+(G) \) and the vertex connectivity of \( G \), namely the smallest number of vertices whose deletion from \( G \) leaves a disconnected graph, which we denote by \( \kappa(G) \).

**Theorem 5.1** ([16, Corollary 1.4]). For every graph \( G \) on \( n \) vertices, \( \text{mr}_+(G) \leq n - \kappa(G) \).

In particular, let \( G = \text{Circ}(n, S) \). Since deleting all neighbors of a single vertex is sufficient to disconnect the graph, certainly \( \kappa(G) \leq |S| \). When equality holds, Theorem 5.1 gives \( \text{mr}_+(G) \leq n - |S| \). Interestingly, results of [20] show that in fact \( \kappa(G) = |S| \) does hold under certain conditions, including both when \( G \) is a consecutive circulant (see Definition 2.3) and when \( n \) is prime. Therefore, we have the following.

**Theorem 5.2.** Let \( G = \text{Circ}(n, S) \). If \( G \) is a consecutive circulant or \( n \) is prime, then \( \text{mr}_+(G) \leq n - |S| \).

Also appearing in [16] is the so-called Delta Conjecture, attributed to Maehara, which asserts that in fact \( \text{mr}_+(G) \leq n - \delta \) for every graph on \( n \) vertices with minimum degree \( \delta \). Since \( \text{Circ}(n, S) \) is regular of degree \( |S| \), the truth of this conjecture would imply that the bound of Theorem 5.2 in fact holds for all circulant graphs.

In what follows, we strengthen the result of Theorem 5.2 by showing first that \( \text{mr}_+(G) \) can be replaced with \( \text{mcr}_+(G) \), and then that, moreover, this modification actually gives equality. In particular, we prove this under the hypothesis that \( G \) is a consecutive circulant in Subsection 5.1 and under the hypothesis that \( n \) is prime in Subsection 5.2. Moreover, our methods of proof are constructive, so that, when the hypothesis of Theorem 5.2 holds, a matrix achieving the minimum of \( \text{mcr}_+(G) \) can be found in a finite number of steps.

5.1. Computing \( \text{mcr}_+(G) \) for consecutive circulants. Before we proceed, a remark about lower bounds is also in order. In particular, a combinatorial graph parameter called the zero forcing number of \( G \), introduced in [12] and denoted by \( Z(G) \), provides a lower bound for the minimum rank over any field.

**Theorem 5.3** ([12, Proposition 2.4]). Let \( G \) be a graph on \( n \) vertices and let \( K \) be a field. Then \( \text{mr}_K(G) \geq n - Z(G) \).

For consecutive circulant graphs, the zero forcing number behaves in a predictable way. In particular, the following is straightforward to show.

**Theorem 5.4.** If \( G = \text{Circ}(n, S) \) is a consecutive circulant, then \( Z(G) = |S| \).

Combining Theorems 5.3 and 5.4 with Theorem 5.2 gives that

\[
 n - |S| \leq \text{mr}(G) \leq \text{mr}_+(G) \leq n - |S|
\]

for any consecutive circulant graph \( G = \text{Circ}(n, S) \), so that, in particular, equality holds throughout, i.e., \( \text{mr}(G) = \text{mr}_+(G) = n - |S| \). Theorem 5.7, which follows, strengthens this result by showing that \( \text{mcr}_+(G) = n - |S| \) as well. Hence, for a consecutive circulant graph,
the minimum rank over \( \mathbb{C} \) can always be achieved by a positive semidefinite circulant matrix. (Example 6.1 will show that this does not hold over \( \mathbb{R} \), however.)

Since our goal is to show the existence of an appropriate circulant matrix, we turn our attention to constructing polynomials of the kind required to invoke Theorem 4.7. Since these must be polynomials with nonnegative coefficients, we will find the following result, which we quote verbatim from [2], to be very useful.

**Theorem 5.5** ([2, Theorem 1.1]). Let \( p \) be a polynomial of degree \( N \), \( p(0) = 1 \), with nonnegative coefficients and zeros \( z_1, z_2, \ldots, z_N \). For \( t \geq 0 \) write

\[
p_t(z) = \prod_{1 \leq j \leq N, \ |\arg(z_j)| > t} (1 - z/z_j).
\]

Then if \( p_t \neq p \), all of the coefficients of \( p_t \) are positive.

Taking \( p(z) = z^{n-1} + z^{n-2} + \cdots + z + 1 \) as the initial polynomial \( p \) of Theorem 5.5, we obtain that any monic polynomial \( q \) whose zeros are precisely \( \omega^{k+1}, \omega^{k+2}, \ldots, \omega^{n-k-1} \) for some \( k \) with \( 1 \leq k < [n/2] \) will have only positive coefficients. That observation is the essential content of the following lemma.

**Lemma 5.6.** Whenever \( n \) and \( k \) are integers with \( 1 \leq k < [n/2] \), the polynomial \( p(z) = \prod_{j=k+1}^{n-k-1} (z - \omega^j) \) has degree \( n - 2k - 1 \) and positive real coefficients.

**Proof.** Note that

\[
p(z) = \frac{\prod_{j=1}^{n-1} (z - \omega^j)}{\prod_{j=1}^{k} (z - \omega^j)(z - \omega^{n-j})} = \frac{z^{n-1} + \cdots + z^1 + 1}{\prod_{j=1}^{k} (z - \omega^j)(z - \omega^{n-j})}.
\]

Hence, \( p(z) \) has positive real coefficients by Theorem 5.5. Moreover, since the numerator and denominator in the rightmost expression of (5.1) clearly have degree \( n - 1 \) and \( 2k \), respectively, the degree of \( p(z) \) must be \( n - 2k - 1 \). \(\square\)

Given the polynomial supplied by Lemma 5.6, we may now apply Theorem 4.7 to obtain the following result.

**Theorem 5.7.** If \( G = \text{Circ}(n, S) \) is a consecutive circulant graph, then

\[
\text{mcr}_+(G) = \text{mr}_+(G) = \text{mr}(G) = n - |S|.
\]

**Proof.** If \( G \) is a complete graph, then \( |S| = n - 1 \), and the result follows by Observation 2.18. Hence, assume \( G \) is not a complete graph. Then \( S = \{-1, \pm 2, \ldots, \pm k\} \) for some integer \( k \) with \( 1 \leq k < [n/2] \). Consider the polynomial \( p(z) = \prod_{j=k+1}^{n-k-1} (z - \omega^j) \). Lemma 5.6 implies that \( p \) has positive real coefficients and \( \deg(p) = n - 2k - 1 \leq n - 1 \). Therefore, exactly \( n - 2k \) terms appear in \( p \). Moreover, it is easy to verify that \( p \) and \( S \) satisfy the condition given in (4.2). Hence, Theorem 4.7 gives the existence of a positive semidefinite Hermitian circulant matrix with rank \( n - 2k \) and graph \( G \). Thus,

\[
\text{mcr}_+(G) \leq n - 2k = n - |S|.
\]

Meanwhile, Theorem 5.4 gives

\[
n - |S| \leq \text{mr}(G) \leq \text{mr}_+(G) \leq \text{mcr}_+(G)
\]

for the corresponding lower bound. \(\square\)
Theorem 4.7 allows this to be accomplished by showing that there is a polynomial in a given circulant graph has a cyclically symmetric orthogonal representation of small rank, 5.2.

5.2. Computing \( mcr_+ (G) \) for circulants of prime order. When the goal is to show that a given circulant graph has a cyclically symmetric orthogonal representation of small rank, Theorem 4.7 allows this to be accomplished by showing that there is a polynomial in \( \mathbb{R}_{\geq 0} [z] \) with a small number of terms whose zeros intersect the complex roots of unity in a way precisely determined by the edges of the graph.

Lemma 4.9 allows us to place an upper bound on the number of terms that must appear in a polynomial with nonnegative coefficients that vanishes on any desired set of complex nth roots of unity. Unfortunately, the polynomial provided by Lemma 4.9 may have “extra” zeros at other, undesired nth roots of unity. Here we investigate the situation further and resolve this issue for the case in which the graph has a prime number of vertices.

Recall from Definition 2.7 that \( \hat{F}_n \) is the Vandermonde matrix of the complex nth roots of unity. Hence, for a vector \((b_0, b_1, \ldots, b_{n-1}) \in \mathbb{R}^n\), the results of evaluating the polynomial
\[
p(z) = b_0 + b_1 z + \cdots + b_{n-1} z^{n-1}
\]
at every nth root of unity are precisely the coordinates of the vector \( \hat{F}_n b \). That is, \( p(\omega^j) = (\hat{F}_n b)_j \) for each \( j \in \{0, 1, \ldots, n-1\} \). Finding a polynomial which satisfies the condition given in (4.2) is therefore equivalent to finding a nonnegative vector in \( \mathbb{R}^n \) which is orthogonal to the \( j \)th row of \( F_n \) precisely when \( j \in \{1, 2, \ldots, n-1\} \setminus S \).

The proof of the following lemma demonstrates the value in this point of view.

**Lemma 5.8.** Let \( p \) be prime. A polynomial in \( \mathbb{R}[z] \) with \( k \) terms cannot vanish on more than \( k - 1 \) complex \( p \)th roots of unity.

**Proof.** Let \( \omega = e^{2\pi i/p} \). Suppose \( q \in \mathbb{R}[z] \) has \( k \) terms and let
\[
S = \{0 \leq j \leq p - 1 : q(\omega^j) = 0\}.
\]
Assume for the sake of contradiction that \( |S| \geq k \).

By Lemma 4.4 we may assume without loss of generality that \( q \) has degree at most \( p - 1 \). Then there exists \((b_0, b_1, \ldots, b_{p-1}) \in \mathbb{R}^p \) with \( q(z) = b_0 + b_1 z + \cdots + b_{p-1} z^{p-1} \). Let \( y = \hat{F}_p b \), so that \( q(\omega^i) = y_i \) for each \( i \in \{0, 1, \ldots, p-1\} \), let \( \hat{S} \) be any subset of \( S \) with \( |\hat{S}| = k \), and let \( A \) be the \( k \times k \) matrix given by 
\[
A = \hat{F}_p [\hat{S}, \{i : b_i \neq 0\}].
\]
Let \( \hat{b} \) be the vector in \( \mathbb{R}^k \) obtained from \( b \) by deleting all zero coordinates. Then \( \hat{A} \hat{b} = 0 \) and so \( A \) is singular. But this contradicts the fact [10, Theorem 4] that every square submatrix of \( F_p \) is nonsingular. \( \square \)

When the result on polynomials provided by Lemma 5.8 is translated via Theorem 4.7 to give information about cyclically symmetric orthogonal representations, it provides the key to both the lower and upper bounds necessary to establish the following result.

**Theorem 5.9.** If \( p \) is prime and \( G = \text{Circ}(p, S) \), then \( mcr_+ (G) = p - |S| \).

**Proof.** Let \( \omega = e^{2\pi i/p} \) and let \( W = \{\omega^j : j \in \{1, 2, \ldots, p - 1\} \setminus S\} \). Note that \( W \) is self-conjugate. Therefore, Lemma 4.9 gives a polynomial \( q \) with \( \deg(q) \leq p - 1 \) and at most \( |W| + 1 = (p - 1 - |S|) + 1 = p - |S| \) terms such that \( q(w) = 0 \) for every \( w \in W \). Moreover, Lemma 5.8 gives \( \deg(q(\omega^j)) \neq 0 \) for every \( j \in S \). Hence, the condition given in (4.2) is satisfied,
so that by Theorem 4.7 there exists a positive semidefinite Hermitian circulant matrix with rank \( p - |S| \) and graph \( G \). Thus, \( \text{mcr}_+(G) \leq p - |S| \).

For the reverse inequality, suppose there exists some positive semidefinite Hermitian circulant matrix with rank \( k \) and graph \( G \). Then, by Theorem 4.7, there is a polynomial \( q \in \mathbb{R}_{\geq 0}[z] \) of degree at most \( p - 1 \) with exactly \( k \) terms such that the condition given in (4.2) holds, i.e.,

\[
q(\omega^j) = 0 \iff j \not\in S \text{ for all } j \in \{1, 2, \ldots, p - 1\}.
\]

In particular, \( q \) is zero on at least \( p - 1 - |S| \) complex \( p \)th roots of unity. It follows by Lemma 5.8 that \( k \geq (p - 1 - |S|) + 1 = p - |S| \). \( \square \)

6. Minimum circulant rank over \( \mathbb{R} \)

In this section we investigate the parameter defined for a circulant graph \( G \) as the smallest rank over all real symmetric positive semidefinite circulant matrices with graph \( G \). Of course, the inequality \( \text{mcr}_+(G) \leq \text{mcr}^\mathbb{R}_+(G) \) trivially holds. From [19] and Example 3.6 we have for the 5-cycle that

\[
3 \leq \text{mr}(C_5) \leq \text{mcr}_+(C_5) \leq \text{mcr}^\mathbb{R}_+(C_5) \leq 3,
\]

demonstrating that equality does occur for some circulant graphs. On the other hand, the following example shows that the 4-cycle is a circulant for which equality does not hold.

**Example 6.1.** Consider the 4-cycle, \( C_4 = \text{Circ}(4, \{\pm 1\}) \). Over \( \mathbb{C} \), we have by either Example 4.8 or the more general result of Theorem 5.7 that

\[
\text{mr}(C_4) = \text{mr}_+(C_4) = \text{mcr}_+(C_4) = 2.
\]

Furthermore, it is easily verified that the vectors

\[
\begin{bmatrix}
1 \\
0
\end{bmatrix},
\begin{bmatrix}
1 \\
1
\end{bmatrix},
\begin{bmatrix}
0 \\
1
\end{bmatrix}, \text{ and } \begin{bmatrix}
1 \\
-1
\end{bmatrix}
\]

form an orthogonal representation for \( C_4 \) in \( \mathbb{R}^2 \). Hence, we have in addition that

\[
\text{mr}^\mathbb{R}(C_4) = \text{mr}^\mathbb{R}_+(C_4) = 2.
\]

On the other hand, \( \text{mcr}^\mathbb{R}_+(C_4) \neq 2 \). To see this, let \( M \) be a real symmetric circulant matrix with graph \( C_4 \). Then

\[
M = \begin{bmatrix}
b & a & 0 & a \\
a & b & a & 0 \\
0 & a & b & a \\
a & 0 & a & b
\end{bmatrix}
\]

for some \( a, b \in \mathbb{R} \). When \( a \neq 0 \) and \( b = 0 \), \( M \) has rank 2. It follows that \( \text{mcr}^\mathbb{R}(C_4) = 2 \). For \( M \) to be positive semidefinite, we may assume without loss of generality that \( b = 1 \). This leaves \( M \) with a characteristic polynomial of

\[
x^4 - 4x^3 + (-4a^2 + 6)x^2 + (8a^2 - 4)x - (4a^2 - 1).
\]

Hence, for \( M \) to be singular requires that \( 4a^2 - 1 = 0 \), and this gives \( 8a^2 - 4 \neq 0 \), so that the rank of the matrix is 3. Hence, \( \text{mcr}^\mathbb{R}_+(C_4) = 3 \).
We now begin a development parallel to that of Section 3 except over $\mathbb{R}$. One of the central tools in Section 3 was the canonical form provided for a cyclically symmetric orthogonal representation by condition (3) of Theorem 3.13. With a view toward establishing an analog of this canonical form, we next introduce a real orthogonal matrix that will play the same role as that of the unitary matrix $U_n$ of Notation 3.8.

**Notation 6.2.** For any $\theta \in \mathbb{R}$, let $R_\theta$ denote the $2 \times 2$ rotation matrix

$$R_\theta = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix} = \begin{bmatrix} \text{Re}(e^{i\theta}) & \text{Im}(e^{i\theta}) \\ \text{Im}(e^{i\theta}) & \text{Re}(e^{i\theta}) \end{bmatrix}.$$ 

When $n$ is understood to be a positive integer, we write $A_n$ for the $n \times n$ matrix that has all entries zero with the exceptions that $A_{jj} = 1$ when $j = 0$, that $A_n[\{j, n-j\}] = R_{2\pi j/n}$ for $1 \leq j < n/2$, and that $A_{jj} = -1$ for $j = n/2$ when $n$ is even. For $k \in \mathbb{Z}$, we have $R_{k\theta}^k = R_{k\theta}$, and so

$$A_n^k[\{j, n-j\}] = R_{2\pi j/n}^k = R_{2\pi j/k^n} = \begin{bmatrix} \cos \left(\frac{2\pi jk}{n}\right) & -\sin \left(\frac{2\pi jk}{n}\right) \\ \sin \left(\frac{2\pi jk}{n}\right) & \cos \left(\frac{2\pi jk}{n}\right) \end{bmatrix} = \begin{bmatrix} \text{Re}(\omega^{jk}) & \text{Im}(\omega^{(n-j)k}) \\ \text{Im}(\omega^{jk}) & \text{Re}(\omega^{(n-j)k}) \end{bmatrix}.$$ 

Note that $A_n$ is permutationally similar to a direct sum of $2 \times 2$ block rotation matrices, a single $1 \times 1$ block whose entry is 1 and, when $n$ is even, another $1 \times 1$ block whose entry is $-1$. In particular, since every block of $A_n$ is orthogonal and has eigenvalues that are $n$th roots of unity, $A_n$ is itself orthogonal, and $A_n^n = I$.

Just as the Gram matrix of the vectors $x, U_n x, U_n^2 x, \ldots, U_n^{n-1} x$ played a central role in Section 3 the Gram matrix of the vectors $x, A_n x, A_n^2 x, \ldots, A_n^{n-1} x$ will be critical to what follows. The following lemma gives the relationship between these two matrices.

**Lemma 6.3.** Let $x = (x_0, x_1, \ldots, x_{n-1}) \in \mathbb{R}^n$. Then, for every $i, j \in \{0, 1, \ldots, n - 1\}$,

$$\langle A_{i}^j x, A_{n}^j x \rangle = \text{Re} \left( \langle U_{i}^j x, U_{n}^j x \rangle \right).$$

**Proof.** Since $A_n$ and $U_n$ are both unitary, $\langle A_{i}^j x, A_{n}^j x \rangle = \langle x, A_{n}^{i-j} x \rangle$ and $\langle U_{i}^j x, U_{n}^j x \rangle = \langle x, U_{n}^{i-j} x \rangle$ for every $i, j \in \mathbb{Z}$. As a result, it suffices to show that $\langle x, A_{k}^j x \rangle = \text{Re} \left( \langle x, U_{k}^j x \rangle \right)$ for every $k \in \mathbb{Z}$. Toward this end, note that $A_{k}^j + (A_{k}^j)^T = 2 \text{Re}(U_{k}^j)$, and that, since $U_{k}^j$ is diagonal, $\text{Re} \left( \langle x, U_{k}^j x \rangle \right) = \langle x, \text{Re}(U_{k}^j)x \rangle$. Therefore,

$$\text{Re} \left( \langle x, U_{k}^j x \rangle \right) = \langle x, \text{Re}(U_{k}^j)x \rangle = \langle x, \frac{1}{2}(A_{k}^j + (A_{k}^j)^T)x \rangle.$$ 

Properties of the real inner product give $\langle x, (A_{k}^j)^T x \rangle = \langle A_{k}^j x, x \rangle = \langle x, A_{k}^j x \rangle$, so that

$$\langle x, \frac{1}{2}(A_{k}^j + (A_{k}^j)^T)x \rangle = \frac{1}{2} \langle x, A_{k}^j x \rangle + \frac{1}{2} \langle x, (A_{k}^j)^T x \rangle = \langle x, A_{k}^j x \rangle,$$

as desired. \hfill $\square$

It will also be useful to understand the support of the vectors $x, A_n x, A_n^2 x, \ldots, A_n^{n-1} x$.

**Observation 6.4.** The block structure of the matrix $A_n$ dictates that the $i$th row of $A_n^k$ may have nonzero entries in only columns $i$ and $n - i$. Therefore, the $i$th coordinate of $A_n^k x$ may be nonzero only if at least one of $i$ or $n - i$ is in supp($x$). That is, the support of the vector $A_n^k x$ must be a subset of the set

$$W(x) = \{ i : i \in \text{supp}(x) \text{ or } n - i \in \text{supp}(x) \}.$$ 

As a result, the coordinates of $x$ with indices in $W(x)$ are the only ones that may affect the product $A_n^k x$ for any $k \in \mathbb{Z}$. 
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Definition 6.5. Given a vector $x \in \mathbb{R}^n$, the \textit{weight} of $x$, denoted $\text{weight}(x)$, is defined by $\text{weight}(x) = |W(x)|$, where $W(x)$ is as given in (6.1).

Definition 6.6. A vector $x \in \mathbb{R}^n$ is \textit{balanced} if $x_i = x_{n-i}$ for all $i \in \{1, 2, \ldots, n-1\}$.

Observation 6.7. If $x \in \mathbb{R}^n$ is balanced, then $\text{weight}(x) = |\text{supp}(x)|$.

Note that $\text{weight}(x)$ is the number of coordinates that contain a nonzero entry in at least one of the vectors $x, A_n x, A_n^2 x, \ldots, A_n^{n-1} x$. Our next goal is to show that the weight of $x$ in fact gives the dimension of the span of those vectors. We first need two intermediate results.

Lemma 6.8. Let $x = (x_0, x_1, \ldots, x_{n-1}) \in \mathbb{R}^n$ and let $\hat{x} = (x_0, x_{n-1}, x_{n-2}, \ldots, x_1)$. Then $\langle U_n^i \hat{x}, U_n^j \hat{x} \rangle = \langle U_n^i x, U_n^j x \rangle$ for every $i, j \in \{0, 1, \ldots, n-1\}$.

\textit{Proof.} The second claimed equality is trivial. For the first, note, using Observation 3.9, that $\langle U_n^i x, U_n^j x \rangle = \sum_{k=0}^{n-1} |x_k|^2 (\omega^{i-j})^k = |x_0|^2 + \sum_{k=1}^{n-1} |x_k|^2 (\omega^{i-j})^{n-k}$. Reindexing the rightmost expression then gives $\langle U_n^i \hat{x}, U_n^j \hat{x} \rangle = \sum_{k=0}^{n-1} |\hat{x}_k|^2 (\omega^{i-j})^k = \sum_{k=0}^{n-1} |x_{n-k}|^2 (\omega^{i-j})^k = \langle U_n^i x, U_n^j x \rangle$. \hfill \Box

Lemma 3.10 showed the Gram matrix of the vectors $x, U_n x, U_n^2 x, \ldots, U_n^{n-1} x$ to have eigenvalues given by $n$ times the squares of the coordinates of $x$. Hence, one consequence of Lemma 6.8 is that the conjugate (not the Hermitian) of this matrix has the same spectrum, but with the eigenvalues occurring in a different order in the diagonalized form that results from conjugation by the Fourier matrix.

Lemma 6.3 gave the explicit relationship between the Gram matrix of the vectors $x, U_n x, U_n^2 x, \ldots, U_n^{n-1} x$ and that of the vectors $x, A_n x, A_n^2 x, \ldots, A_n^{n-1} x$, namely that taking the real part of each entry in the first matrix gives the second matrix. Now, just as Lemma 3.10 gave the spectral decomposition of the first matrix, we are ready to obtain this information for the second matrix as well.

Lemma 6.9. Given $x = (x_0, x_1, \ldots, x_{n-1}) \in \mathbb{R}^n$, let $A = n \text{ diag } \left( x_0^2, \frac{1}{2} (x_1^2 + x_{n-1}^2), \frac{1}{2} (x_2^2 + x_{n-2}^2), \ldots, \frac{1}{2} (x_{n-1}^2 + x_1^2) \right)$.

Then the Gram matrix of the vectors $x, A_n x, A_n^2 x, \ldots, A_n^{n-1} x$ is $F_n^* A F_n$.

\textit{Proof.} Let $X$ be the Gram matrix of the vectors $x, A_n x, A_n^2 x, \ldots, A_n^{n-1} x$ and $Y$ be the Gram matrix of the vectors $x, U_n x, U_n^2 x, \ldots, U_n^{n-1} x$. By Lemma 6.3 then, we have $X = \text{Re}(Y) = (Y + Y^*)/2$. Since each of $Y$ and $Y^*$ is a circulant matrix, $F_n^* Y F_n^*$ and $F_n^* Y^* F_n$ are both diagonal by Theorem 2.3. In particular,

$F_n^* Y F_n^* = n \text{ diag } \left( x_0^2, x_1^2, \ldots, x_{n-1}^2 \right)$

by Lemma 3.10 while

$F_n^* Y^* F_n = n \text{ diag } \left( x_0^2, x_{n-1}^2, x_{n-2}^2, \ldots, x_1^2 \right)$
by the combination of Lemmas \ref{lem:gram-balanced} and \ref{lem:gram-spec}. Thus,
\[
X = \frac{1}{2} (Y + \overline{Y})
\]
\[
= \frac{1}{2} n F_n^* n \text{diag} (x_0^2, x_1^2, \ldots, x_{n-1}^2) F_n
\]
\[
+ \frac{1}{2} n F_n^* (\text{diag} (x_0^2, x_1^2, \ldots, x_{n-1}^2) + \text{diag} (x_0^2, x_{n-1}^2, x_{n-2}^2, \ldots, x_1^2)) F_n
\]
\[
= \frac{1}{2} n F_n^* (2 x_0^2, x_1^2 + x_{n-1}^2, x_2^2 + x_{n-2}^2, \ldots, x_{n-1}^2 + x_1^2) F_n
\]
\[
= \frac{1}{2} n F_n^* (\frac{2}{n} \Lambda) F_n
\]
\[
= F_n^* \Lambda F_n.
\]

We now obtain as a corollary the following result analogous to Lemma \ref{lem:gram-balanced}.

\begin{lemma}
If \( x \in \mathbb{R}^n \) has weight \( k \), then the vectors \( x, Ax, A^2 x, \ldots, A^{n-1} x \) span a \( k \)-dimensional subspace.
\end{lemma}

\begin{proof}
The Gram matrix of the vectors \( x, Ax, A^2 x, \ldots, A^{n-1} x \) has eigenvalues
\[
n x_0^2, \frac{n}{2} (x_1^2 + x_{n-1}^2), \frac{n}{2} (x_2^2 + x_{n-2}^2), \ldots, \frac{n}{2} (x_{n-1}^2 + x_1^2)
\]
by Lemma \ref{lem:gram-spec}. Since the entries of \( x \) are real, precisely \( k \) of these are nonzero.
\end{proof}

The next result is an analog of Proposition \ref{prop:gram-balanced}.

\begin{proposition}
An \( n \times n \) real symmetric positive semidefinite matrix is a circulant matrix if and only if it is the Gram matrix of the vectors \( x, Ax, A^2 x, \ldots, A^{n-1} x \) for some balanced nonnegative \( x \in \mathbb{R}^n \).
\end{proposition}

\begin{proof}
First, let \( M \) be a real positive semidefinite circulant matrix. By Proposition \ref{prop:gram-balanced}, \( M \) is the Gram matrix of the vectors \( x, U_n x, U_n^2 x, \ldots, U_n^{n-1} x \) for some nonnegative \( x = (x_0, x_1, \ldots, x_{n-1}) \in \mathbb{R}^n \). By Lemma \ref{lem:gram-real}, since \( M \) is real, \( M \) is in fact the Gram matrix of the vectors \( x, Ax, A^2 x \ldots, A^{n-1} x \). Hence, we have \( M = F_n^* \Lambda F_n \) for
\[
\Lambda = \text{diag} (n x_0^2, n x_1^2, n x_2^2, \ldots, n x_{n-1}^2)
\]
\[
= \text{diag} (n x_0^2, \frac{n}{2} (x_1^2 + x_{n-1}^2), \frac{n}{2} (x_2^2 + x_{n-2}^2), \ldots, \frac{n}{2} (x_{n-1}^2 + x_1^2)),
\]
where the first equality is from Lemma \ref{lem:gram-balanced} and the second is from Lemma \ref{lem:gram-spec}. This shows that, for each \( i \in \{1, 2, \ldots, n-1\} \),
\[
\frac{n}{2} (x_i^2 + x_{n-i}^2) = n x_i^2,
\]
so that, since \( x \) is nonnegative, \( x_i = x_{n-i} \). That is, \( x \) is balanced.

For the converse, let \( M \) be the Gram matrix of the vectors \( x, Ax, A^2 x, \ldots, A^{n-1} x \) for some balanced nonnegative \( x \in \mathbb{R}^n \). Trivially, \( M \) is real symmetric positive semidefinite. Since \( M \) is real, it follows from Lemma \ref{lem:gram-real} that \( M \) is actually the Gram matrix of the vectors \( x, U_n x, U_n^2 x, \ldots, U_n^{n-1} x \). By Proposition \ref{prop:gram-balanced}, then, \( M \) is a circulant matrix, as desired.
\end{proof}

We are now ready to prove an analog of Theorem \ref{thm:gram-balanced}, the central result of Section \ref{sec:gram-balanced}.

There are actually two possibilities for an analog of condition \ref{cond:gram-balanced} from that theorem.

\begin{theorem}
Let \( G = \text{Circ}(n, S) \). The following are equivalent.
\begin{enumerate}
\item There exists a real positive semidefinite circulant matrix with rank \( k \) and graph \( G \).
\item There exists a cyclically symmetric orthogonal representation for \( G \) over \( \mathbb{R} \) with rank \( k \).
\end{enumerate}
\end{theorem}
(3) There exists a nonnegative \( x \in \mathbb{R}^n \) with weight \( k \) such that \( i \mapsto A_n^i x \) is an orthogonal representation for \( G \).

(4) There exists a balanced nonnegative \( x \in \mathbb{R}^n \) with support of size \( k \) such that \( i \mapsto A_n^i x \) is an orthogonal representation for \( G \).

Proof. We proceed by showing (2) \( \Rightarrow \) (1) \( \Rightarrow \) (3) \( \Rightarrow \) (2). First, (2) \( \Rightarrow \) (1) follows by an appeal to the rank of the Gram matrix of the vectors of the representation; the argument is identical to that of the analogous implication in the proof of Theorem 3.13.

Now assume that (1) holds. Then there exists a real positive semidefinite circulant matrix \( M \) with rank \( k \) and graph \( G \). By Proposition 6.11 \( M \) is the Gram matrix of the vectors \( x, A_n x, A_n^2 x, \ldots, A_n^{n-1} x \) for some balanced nonnegative \( x \in \mathbb{R}^n \). Thus, \( i \mapsto A_n^i x \) is an orthogonal representation for the graph of \( M \), which is \( G \). By Lemma 6.10, we have weight \( x = \text{rank}(M) = k \). Since \( x \) is balanced, the support of \( x \) has size \( k \) by Observation 6.7. Hence, (1) holds.

That (1) implies (3) follows immediately from Observation 6.7.

Finally, assume (3) holds. Then there exists a nonnegative \( x \in \mathbb{R}^n \) with weight \( k \) such that \( i \mapsto A_n^i x \) is an orthogonal representation for \( G \). Let \( \hat{x} \in \mathbb{R}^k \) be the vector formed on the coordinates of \( x \) with indices in the set \( W(x) \) as defined in (6.1) and let \( \hat{A} \) be the \( k \times k \) orthogonal matrix formed on the rows and columns of \( A \) with indices in \( W(x) \). More precisely, let \( \hat{A} = A_n[W(x)] \).

Note that the support of each block of \( A \) that intersects \( W(x) \) is entirely contained within \( W(x) \), so that by Observation 6.4 we have \( \langle A_n^i x, A_n^j x \rangle = \langle \hat{A}_n^i \hat{x}, \hat{A}_n^j \hat{x} \rangle \) for every \( i, j \in \{0, 1, \ldots, n - 1\} \). Therefore, since \( i \mapsto A_n^i x \) is an orthogonal representation for \( G \), so is \( i \mapsto \hat{A}_n^i \hat{x} \). Moreover, since \( x \) has weight \( k \), it follows from Lemma 6.10 that this representation has rank \( k \). Hence, (2) holds.

Just as Corollary 3.15 followed from Theorem 3.13 and its proof, the next corollary follows in exactly the same way from Theorem 6.12.

Corollary 6.13. Let \( G \) be a circulant graph and let \( k \) be the smallest integer such that \( G \) has a cyclically symmetric orthogonal representation in \( \mathbb{R}^k \). Then \( k = \text{mcr}^R(G) \).

Section 4 showed how to connect the equivalent conditions of Theorem 3.13 with related conditions in terms of polynomials. Our next goal is to develop analogous connections in the real setting. We first need one additional ancillary result.

Lemma 6.14. Suppose \( x \in \mathbb{R}^n \) is balanced. Then \( \langle A_n^i x, A_n^j x \rangle = \langle U_n^i x, U_n^j x \rangle \) for every \( i, j \in \{0, 1, \ldots, n - 1\} \).

Proof. Choose any \( i, j \in \{0, 1, \ldots, n - 1\} \). Let \( \hat{x} = (x_0, x_{n-1}, x_{n-2}, \ldots, x_1) \), but note that actually \( \hat{x} = x \), since \( x \) is balanced. As a result, we have by Lemma 6.8 that

\[
\langle U_n^i x, U_n^j x \rangle = \langle U_n^j \hat{x}, U_n^i \hat{x} \rangle = \langle U_n^j x, U_n^i x \rangle = \langle U_n^i x, U_n^j x \rangle.
\]

Thus, \( \langle U_n^i x, U_n^j x \rangle \) is real. Hence, Lemma 6.3 gives \( \langle A_n^i x, A_n^j x \rangle = \langle U_n^i x, U_n^j x \rangle \). □

In particular, the Gram matrix of the vectors \( x, U_n x, U_n^2 x, \ldots, U_n^{n-1} x \) is equal to that of the vectors \( x, A_n x, A_n^2 x, \ldots, A_n^{n-1} x \) whenever \( x \in \mathbb{R}^n \) is balanced.

In a parallel to Section 4, we now develop a correspondence between real orthogonal representations and certain polynomials whose values are constrained at specific complex
roots of unity. Just as each of the two conditions (3) and (4) of Theorem 6.12 can be considered analogous to condition (3) of Theorem 3.13, we present two results here, each giving a correspondence with polynomials analogous to Proposition 4.6. The first result establishes a polynomial correspondence with condition (3) of Theorem 6.12.

**Proposition 6.15.** Suppose \( p \in \mathbb{R}_{\geq 0}[z] \) and \( x \in \mathbb{R}^n \) is its normalized coefficient vector. Then \( i \mapsto A_n^i x \) is a cyclically symmetric orthogonal representation for \( \text{Circ}(n, S) \) if and only if \( p \) satisfies

\[
(6.2) \quad \text{Re}(p(\omega^j)) = 0 \iff j \not\in S \quad \text{for all } j \in \{1, 2, \ldots, n-1\}.
\]

**Proof.** The proof is similar to that of Proposition 4.6. Note that \( i \mapsto A_n^i x \) is an orthogonal representation for \( \text{Circ}(n, S) \) if and only if

\[
j \not\in S \iff 0 = \langle x, A_n^j x \rangle = \langle A_n^j x, x \rangle = \text{Re}(\langle U_n^j x, x \rangle) = \text{Re}(p(\omega^j))
\]

for every \( j \in \{1, 2, \ldots, n-1\} \), where the third and fourth equalities follow from Lemmas 6.3 and 4.5 respectively. \( \square \)

The condition given in (6.2) that the polynomial take on only purely imaginary values on a given set of points may be harder to work with than the condition that the polynomial vanishes on that set. However, by imposing the additional requirement that the normalized coefficient vector of the polynomial is balanced, we can obtain a second correspondence, this time in terms of zeros of the polynomial. In particular, the following result establishes a polynomial correspondence with condition (4) of Theorem 6.12.

**Proposition 6.16.** Suppose \( p \in \mathbb{R}_{\geq 0}[z] \) and \( x \in \mathbb{R}^n \) is its normalized coefficient vector. Suppose also that \( x \) is balanced. Then \( i \mapsto A_n^i x \) is a cyclically symmetric orthogonal representation for \( \text{Circ}(n, S) \) if and only if \( p \) satisfies

\[
(6.3) \quad p(\omega^j) = 0 \iff j \not\in S \quad \text{for all } j \in \{1, 2, \ldots, n-1\}.
\]

**Proof.** The proof is identical to that of Proposition 6.15 except that now, since \( x \) is balanced, we have \( \langle A_n^j x, x \rangle = \langle U_n^j x, x \rangle = p(\omega^j) \), where the first and second equalities follow from Lemmas 6.14 and 4.5 respectively. \( \square \)

By applying Theorem 6.12 together with Propositions 6.15 and 6.16 we obtain an analog of Theorem 4.7 that summarizes the real case as follows.

**Theorem 6.17.** Let \( G = \text{Circ}(n, S) \). The following are equivalent.

1. There exists a real positive semidefinite circulant matrix with rank \( k \) and graph \( G \).
2. There exists a cyclically symmetric orthogonal representation for \( G \) over \( \mathbb{R} \) with rank \( k \).
3. There exists a polynomial \( p \in \mathbb{R}_{\geq 0}[z] \) whose normalized coefficient vector has weight \( k \) such that

\[
\text{Re}(p(\omega^j)) = 0 \iff j \not\in S \quad \text{for all } j \in \{1, 2, \ldots, n-1\}.
\]

4. There exists a polynomial \( p \in \mathbb{R}_{\geq 0}[z] \) whose normalized coefficient vector is balanced and has support of size \( k \) such that

\[
p(\omega^j) = 0 \iff j \not\in S \quad \text{for all } j \in \{1, 2, \ldots, n-1\}.
\]
Now the polynomial used in the proof of Theorem 5.7 can be modified slightly in order to obtain an analog of that result.

**Theorem 6.18.** If \( G = \text{Circ}(n, S) \) is a consecutive circulant graph and \( n \) is odd, then

\[
\text{mcr}^R_+(G) = \text{mcr}_+(G) = n - |S|.
\]

**Proof.** As in the proof of Theorem 5.7 we may assume that \( G \) is not a complete graph, so that \( S = \{\pm 1, \pm 2, \ldots, \pm k\} \) for some integer \( k \) with \( 1 \leq k < \lfloor n/2 \rfloor \). Also using Theorem 5.7 we have \( \text{mcr}^R_+(G) \geq \text{mcr}_+(G) = n - |S| = n - 2k \). Hence, we need only show the existence of a real positive semidefinite matrix with graph \( G \) and rank \( n - 2k \).

Let the polynomial

\[
p(z) = \prod_{j=k+1}^{n-k-1} (z - \omega^j) = \sum_{i=0}^{n-2k-1} a_i z^i
\]

and let \( q(z) = z^{k+n+1} p(z) \). By Lemma 5.6 both \( p \) and \( q \) have \( n - 2k \) terms and positive real coefficients. Moreover, \( q \) vanishes at precisely the same complex \( n \)th roots of unity as does \( p \).

Because every zero of \( p \) has modulus 1, its coefficients are symmetric in the sense that \( a_i = a_{\deg(p)-i} \) for each \( i \in \{0, 1, \ldots, \deg(p)\} \). As a result, the coefficient of \( z^{n+j} \) in \( q \) must equal the coefficient of \( z^{n-j} \) for each \( j \in \{k+1, k+2, \ldots, n-k-1\} \). It follows that the normalized coefficient vector of \( q \) is balanced with weight \( n - 2k \). Hence, Theorem 6.17 gives the existence of a matrix as desired. \( \square \)

Some of our earlier examples may now be reexamined in terms of polynomials. For instance, the orthogonal representation for \( C_5 \) over \( \mathbb{R} \) given in Example 3.6 was generated by following the proof of Theorem 6.18. We now show the details.

**Example 6.19.** Once again considering the 5-cycle, this graph satisfies the hypotheses of Theorem 6.18 with \( n = 5 \) and \( S = \{\pm 1\} \). Hence, as in the proof of that theorem, the polynomial

\[
p(z) = \prod_{j=2}^{3} (z - \omega^j) = z^2 + 2 \cos(\pi/5) z + 1
\]

may be multiplied by \( z^4 \) to produce the “shifted” polynomial

\[
q(z) = z^4 p(z) = z^6 + 2 \cos(\pi/5) z^5 + z^4,
\]

whose normalized coefficient vector is

\[
x = (\sqrt{2 \cos(\pi/5)}, 1, 0, 0, 1) \in \mathbb{R}^5.
\]

Note that \( x \) is nonnegative and balanced, with support of size 3. Meanwhile, we have by construction that \( q(\omega^j) = 0 \) if and only if \( j \in S \), so that \( q \) satisfies condition (4) of Theorem 6.17. Hence, by Proposition 6.16 applying powers of \( A_5 \) to \( x \) must give a cyclically symmetric orthogonal representation for \( C_5 \). Stripping the third and fourth coordinates (which are necessarily zero) from the resulting vectors gives the representation shown in Figure 3.1.
Theorem 6.18, unlike the analogous Theorem 5.7, includes the additional hypothesis that $n$ is odd. Example 6.1 shows that this is necessary; that is, the conclusion of Theorem 6.18 does fail for some consecutive circulants of even order. As noted in that example, $C_4 = \text{Circ}(4, \{\pm 1\})$ is a graph for which the minimum rank is achieved by a circulant matrix that is Hermitian and positive semidefinite, by a circulant matrix that is real and symmetric but not positive semidefinite, and by a non-circulant matrix that is real and positive semidefinite, but not by a circulant matrix that is real and positive semidefinite! In other words, $\text{mcr}_+(G) = \text{mcr}_R^\mathbb{R}(G) = \text{mcr}_R^\mathbb{R}(G) = 2$, and yet $\text{mcr}_R^\mathbb{R}(G) = 3$. We now show how the polynomial results of Theorems 4.7 and 6.17 can be used to give alternate proofs of these equalities, expanding on Examples 4.8 and 6.1 and providing explicit orthogonal representations in the process.

**Example 6.20.** Consider the 4-cycle, $C_4 = \text{Circ}(4, \{\pm 1\})$. Here, $n = 4$ and $\omega = i$. The matrices $U_4$ and $A_4$ are given by

$$U_4 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & i & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -i \end{bmatrix} \quad \text{and} \quad A_4 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & -1 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix}.$$  

It is easy to see that $\text{mr}(C_4) = 2$, which will provide a lower bound in what follows.

The polynomial $p(z) = z + 1$ is zero at $\omega^2 = -1$ and has a nonzero real part at $\omega^4$ and at $\omega^{-1}$. Hence, both of Theorems 4.7 and 6.17 may be applied. The normalized coefficient vector of $p$ is $x = (1, 1, 0, 0) \in \mathbb{R}^4$. This vector has support of size 2 and weight 3. Hence, Propositions 4.6 and 6.15 give cyclically symmetric orthogonal representations of ranks 2 and 3, respectively. Explicitly, these are the representations formed by

$$x = \begin{bmatrix} 1 \\ 1 \\ 0 \\ 0 \end{bmatrix}, \quad U_4x = \begin{bmatrix} 1 \\ i \\ 0 \\ 0 \end{bmatrix}, \quad U_4^2x = \begin{bmatrix} 1 \\ -1 \\ 0 \\ 0 \end{bmatrix}, \quad U_4^3x = \begin{bmatrix} 1 \\ -i \\ 0 \\ 0 \end{bmatrix},$$

and by

$$x = \begin{bmatrix} 1 \\ 1 \\ 0 \\ 0 \end{bmatrix}, \quad A_4x = \begin{bmatrix} 1 \\ 0 \\ 0 \\ 1 \end{bmatrix}, \quad A_4^2x = \begin{bmatrix} 1 \\ 0 \\ 0 \\ -1 \end{bmatrix}, \quad A_4^3 = \begin{bmatrix} 1 \\ 0 \\ 0 \\ -1 \end{bmatrix}.$$  

That these representations have ranks 2 and 3, respectively, is in fact visibly the case. It follows that $\text{mcr}_+(C_4) = 2$ and $\text{mcr}_R^\mathbb{R}(C_4) \leq 3$.

For a lower bound corresponding to the latter inequality, we argue as follows. Suppose a real positive semidefinite circulant matrix with graph $C_4$ and rank 2 exists. Then, by Theorem 6.17, there exists a polynomial $p \in \mathbb{R}_{\geq 0}[z]$ with $p(\omega^2) = p(-1) = 0$ whose normalized coefficient vector is balanced with support of size 2. We may assume that $\deg(p) \leq 3$. Then either $p$ has positive coefficients on the $z^2$ and constant terms, or positive coefficients on the $z^3$ and $z$ terms. Discarding a factor of $z$ reduces the second case to the first, so we may take $p(z) = az^2 + b$ for some positive $a, b \in \mathbb{R}$. But then $0 = p(-1) = a + b$, a contradiction.
Hence, \( mcr_+^R (C_4) > 2 \). Therefore, the orthogonal representation over \( \mathbb{R} \) shown above is of minimum rank, and \( mcr_+^R (C_4) = 3 \).

Theorem 6.17 also enables us to return to the graph Circ(6, \{±2, 3\}) considered in Examples 2.17 and 3.4 and compute its remaining minimum rank parameters.

**Example 6.21.** Let \( G = \text{Circ}(6, \{±2, 3\}) \), the complement of the 6-cycle shown in Figure 2.1. Now \( n = 6 \) so that \( \omega = e^{2\pi i/6} \). Previous examples give \( mr_+^R (G) = mcr^R (G) = 3 \). The following argument shows that \( mcr_+ (G) = mcr_+^R (G) = 4 \).

First, consider the polynomial \( p(z) = \frac{1}{2} z^4 + \frac{1}{2} z^3 + \frac{1}{2} z^2 + 1 \). It is easy to check that \( p(\omega^j) = p(\omega^{-j}) = 0 \), while \( p(\omega^j) \neq 0 \) for \( j \in \{±2, 3\} \). Moreover, the normalized coefficient vector of \( p \) is balanced with support of size 4. Hence, from Theorem 6.17 we have \( mcr_+ (G) \leq mcr_+^R (G) \leq 4 \).

Suppose for the sake of contradiction that \( mcr_+ (G) = 3 \). Then, by Theorem 4.7 there is a polynomial \( p \in \mathbb{R}_{\geq 0}[z] \) in which exactly three terms appear with \( p(\omega^j) = p(\omega^{-j}) = 0 \) and \( p(\omega^j) \neq 0 \) for \( j \in \{±2, 3\} \). Without loss of generality, take \( p(z) = az^k + bz^k + 1 \) with \( 1 \leq k < \ell \leq 5 \) and \( a, b > 0 \). Now \( p(\omega) = a\omega^k + b\omega^k + 1 = 0 \), and hence \( a\omega^k + b\omega^k \) gives \(-1\) as a convex combination of two complex 6th roots of unity. Geometrically, it is easy to see that the only possibility is that \( a = b = 1 \), with \( k = 2 \) and \( \ell = 4 \). That is, \( p(z) = z^4 + z^2 + 1 \). But this gives \( p(\omega^2) = 0 \), which is a contradiction. Hence, \( mcr_+ (G) \neq 3 \), and so \( mcr_+ (G) = mcr_+^R (G) = 4 \).

7. Further directions

Some natural questions remain unresolved. For instance, Example 6.21 shows that \( mr_+ (G) \) and \( mcr_+ (G) \) may differ. The general problem of determining exactly when this occurs remains open, however.

**Question 7.1.** Is it possible to characterize the circulant graphs \( G \) for which \( mcr_+ (G) = mr_+ (G) \)?

As noted in Section 4 when \( G \) has \( n \) vertices, the possibility of diagonal dominance implies that the maximum rank of a Hermitian (or real symmetric) matrix with graph \( G \) is certainly \( n \). Clearly, when \( G \) is a circulant graph, a matrix with rank \( n \) can be found that is positive semidefinite, or a circulant matrix, or both simultaneously. It follows from Lemma 1.1] that within the Hermitian matrices in general and also within the positive semidefinite matrices in particular, every rank in between the minimum and \( n \) is achievable by some matrix with graph \( G \). Hence, it is natural to ask whether this is the case within the circulant matrices as well.

**Question 7.2.** Given a circulant graph \( G \), must there exist a Hermitian circulant matrix with rank \( k \) and graph \( G \) for every integer \( k \) with \( mcr (G) \leq k \leq n \)? Must there exist such a matrix that is positive semidefinite with rank \( k \) for every \( k \) with \( mcr_+ (G) \leq k \leq n \)?

Note that Question 7.2 has an affirmative answer when \( G \) is a consecutive circulant. In particular, the proof of Theorem 5.7 used a polynomial from \( \mathbb{R}_{\geq 0}[z] \) of degree \( mcr_+ (G) - 1 \) in which the maximum possible number, namely \( mcr_+ (G) \), of possible terms appear. Multiplying this polynomial by successive powers of \((z + 2)\) creates a polynomial with each larger number of terms while respecting the condition given in (4.2) of Theorem 4.7 thereby inducing a positive semidefinite Hermitian circulant matrix with graph \( G \) and rank \( k \) for each
k with $\text{mcr}_+(G) \leq k \leq n$. (The maximum occurs when the degree of the polynomial reaches $n - 1$.)

Of the twelve separations possible in the Hasse diagram of Figure 2.2, references are given that separate all but three of them. It may interesting to find an explicit graph giving each of the remaining separations, if possible.

**Question 7.3.** Can an explicit circulant graph $G$ be found such that $\text{mr}(G) \neq \text{mcr}(G)$, $\text{mcr}(G) \neq \text{mcr}^R(G)$, or $\text{mr}^R(G) \neq \text{mcr}^R(G)$?
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