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ABSTRACT. This paper adapted a reliable treatment technique, called the fractional residual power series, to the fractional gradient-based system in solving a class of nonlinear programming model in Caputo’s sense. The gradient-based system has been constructed to transform the nonlinear programming problem with equality constraints to unconstrained optimization problem, and then the fractional residual power series method is implemented to obtain the essential behavior of underlying problem. The proposed methods have been applied effectively to produce optimal solution in rapidly convergent fractional series representations without linearization, or any limitations. To confirm the performance of the proposed methods, some optimization problems are tested. Further, numerical comparisons with other existing methods are also given. The results exhibit that the FRPS method is easy, simple, effective, and fully compatible with the complexity of such models.

1. INTRODUCTION

Over the past years, the topic of optimization has had the interest of many scholars in various applications of science and technology and associated with several categories of optimization problems. Besides, many effective methods have been developed to find the optimal solution to these problems. For more details see [1-6]. The gradient-based approach is one such method that is used to solve nonlinear programming (NLP) problems. Transforming the optimization problem into a system of ordinary differential equations (ODEs) is the basic idea of this method, which is equipped
with ideal conditions to reach the optimal solutions to this problem [7-13]. Fractional calculus is a generalization of the derivatives and integrals of an arbitrary system. Recently, the subject of fractional calculus has received the attention of scientists and engineers because of its important applications in various fields, whether science or engineering [14-19]. Many real-life problems in various fields of applied science have been modeled using fractional differential equations (FDEs), which are generalizations of ODEs.

For describing the behavior of the unknowns of FDEs, many researchers usually implement some numerical or numerical analytical techniques instead. In this regard, some recent techniques are proposed for solving FDEs. Among them decomposition technique, symmetric perturbation technique, variable frequency technique, and partial differential transformation technique [20-26]. Further, more applications and promising approaches are utilized to treat the nonlinear fractional gradient-based systems of FDEs could be founded in the references [27-30]. Motivated by the existing techniques, the main contribution of this article is to transform equality constrained NLP problem to unconstrained optimization problem by identifying a penalty function, then construct a gradient-based system of FDEs. Besides the, the fractional residual power series (FRPS) technique is applied to provide us the accordance between the optimal solution of the NLP problem and the power series solution of the obtained FDEs system.

FRPS technique is one of the modern numeric-analytic techniques was initially proposed in [31] to investigate the sequential solution of fuzzy differential equations of both first and second degree. It has been used to generate accurate approximate solutions in terms of fractional series formulas for several kinds for linear and non-linear FDEs, Partial FDEs and Fuzzy FDEs (see [32-36]). This scheme is used basically the residual-error function and employed the fractional differentiation in each stage in determining the coefficient of the suggested series expansion without linearity, division, or perturbation (see [37-42]). It does not require any converting while switching from the lower order to the higher order; as a result, the method can be applied directly to the given problem by choosing an initial guess approximation. FRPS is quick and easy calculation to find series solutions via utilizing software package. Also, different Taylor series method, FRPS needs easy computation state with high reliability and less time.

The organization of this paper was to present a brief presentation of some basic and necessary definitions and properties in fractional calculus in section 2, in addition to the fact that the central problem in this paper was presented in section 3. Section 4 presents the details of the application of
the proposed technique and provides a clear and simple algorithm for the basic steps of this technique. Clarifying the applicability and efficiency of the proposed technique by comparing the results derived from it for some numerical examples with the results of the fourth degree Rung-Kutta method, done in section 5. Section 6 is designed to provide some concluding observations.

2. PRELIMINARIES

In this section, we present the definition of the Riemann-Liouville fractional integral operator, the Caputo partial derivative, and some of their properties [43-49]. Throughout this paper, the symbol \( R \) denotes the set of real numbers, \( N \) the set of integers, and \( \Gamma(.) \) is a gamma function. For more details, please see [45-49] and references therein.

Definition 1. Let \( \alpha \geq 0 \) and for each \( \alpha \), \( x \in \mathbb{R} \). The Riemann-Liouville fractional integral operator of order, for a function \( u(x) \), is defined as follow

\[
I^\alpha u(x) = \frac{1}{\Gamma(\alpha)} \int_0^x (x - s)^{1-\alpha} u(s)ds, \ t > 0,
\]

In particular, if \( \alpha = 0 \), then \( I^0 u(t) = u(t) \).

Definition 2. The Caputo fractional derivative of a function \( u(x) \) with \( m - 1 < \alpha \leq m \), \( m \in \mathbb{N} \), is defined as

\[
D^\alpha u = \begin{cases} 
\frac{1}{\Gamma(m-\alpha)} \int_0^x (x - s)^{m-\alpha-1} u^{(m)}(s)ds, & m - 1 < \alpha < m, \ x > 0, \\
u^{(m)}(x), & \alpha = m .
\end{cases}
\]

On the other hand, the operator \( D^\alpha \) has some basic properties such as, for any real number \( A \), then we have \( D^\alpha A = 0 \), and for \( u(x) = x^k \), \( k \geq -1 \), we have \( D^\alpha x^k = \frac{r(k+1)}{r(k+1-\alpha)} x^{k-\alpha} \). Moreover, the Caputo fractional derivative has the linearity property, this means, for each constant \( \gamma \) and \( \mu \) we have \( D^\alpha [\gamma u(x) + \mu v(x)] = \gamma D^\alpha u(x) + \mu D^\alpha v(x) \).

Lemma 1. For \( m - 1 < \alpha \leq m \) and \( u(x) \in C^m[0,\infty) \), \( m \in \mathbb{N} \), then we have

1. \( D^\alpha I^\alpha u(x) = u(x) \),

2. \( I^\alpha D^\alpha u(x) = u(x) - \sum_{i=0}^{m-1} u^{(k)}(0^+)\frac{x^k}{k!}, \ x > 0 \).

3. OPTIMIZATION PROBLEM

The second part presents the details of the optimization problem to be studied in this paper. We consider the following NLP problem with equality constrains
\[
\min u(x) \text{ s.t. } w(x) = 0, x \in \mathbb{R}^n, \quad (2)
\]
where \( x \in \mathbb{R}^n \) is decision variable, \( u(x) \) is a vector-valued function of a real variable, and \( w = (w_1, w_2, \ldots, w_p)^T : \mathbb{R}^n \to \mathbb{R}^p \) are twice continuously differentiable function such that whose gradient \( \nabla w(x) \) has full rank. We assume that a feasible region of (2) is nonempty bounded set.

The penalty function can be defined as
\[
P(x) = u(x) + \phi(x), \quad (3)
\]
where \( \phi(x) \) is the penalty term defined on \( \mathbb{R}^n \) and has the following property
\[
\phi(x) = \begin{cases} 
0, & w(x) = 0 \\
\text{nonnegative,} & w(x) \neq 0.
\end{cases} \quad (4)
\]
One can be defined the penalty term \( \phi(x) \) as
\[
\phi(x) = \frac{1}{\mu} \|w(x)\|_\mu = \frac{1}{\mu} \sum_{i=1}^p |w_i(x)|^\mu, \quad (5)
\]
where \( \mu > 0 \) is a constant.

A well-known penalty function for the problem (2) has been defined as
\[
P(x, \eta_m) = u(x) + \frac{\eta_m}{\mu} \sum_{i=1}^p |w_i(x)|^\mu, \quad (6)
\]
where the penalty parameter \( \eta_m \) satisfying the inequality \( 0 < \eta_m < \eta_{m+1} \) for all \( m \), \( \eta_m \to \infty \). It is worth mentioning that the penalty parameter \( \eta_m \) can be chosen randomly. Thus, \( \eta_m \) can be chosen in positive constant depends on the difficulty of minimizing the penalty function at every iteration. It can be shown that under some suitable conditions the solution of the equality constrains NLP problem (2) are solution of the following unconstrained optimization problem
\[
\min P(x, \eta_m) = u(x) + \frac{\eta_m}{\mu} \sum_{i=1}^p |w_i(x)|^\mu \quad \text{s.t. } x \in \mathbb{R}^n. \quad (7)
\]

We assume that the unconstrained optimization problem (7) for each \( m \), has a solution and we denote it by \( x_m \). The main results that connect the solutions of the equality constrained NLP problem (2) and unconstrained problem (7) present in the following theorem.

Theorem 1. Let \( \{x_m\} \) be a sequence generated by the penalty method of the unconstrained problem (7). Then any limit point of the sequence is a solution to the equality constrained NLP problem (2). The author in [12] showed that the unconstrained optimization problem (7) can be described by the following gradient based dynamic system of ODEs
\[
\frac{dx(t)}{dt} = -\nabla_x \left( u(x) + \frac{\eta_m}{\mu} \sum_{i=1}^p |w_i(x)|^\mu \right), \quad x(t_0) = b \in \mathbb{R}^n \quad (8)
\]
where $\nabla_x$ is the gradient vector with respect to the $x \in \mathbb{R}^n$. We can describe the system (8) by an approach based on fractional gradient based dynamic system by the following system of FDEs

$$D_t^\alpha x(t) = -\nabla_x \left( u(x) + \frac{\eta m}{\mu} \sum_{i=1}^{p} |w_i(x)|^\mu \right), x(t_0) = b \in \mathbb{R}^n, \; 0 < \alpha \leq 1. \quad (9)$$

The system (9) has an equilibrium point $x_e$, if $x_e \in \mathbb{R}^n$ is satisfies the right-hand side of the system. A more convenient form of the system (9) can be expressed as follows

$$D_t^\alpha x_i(t) = f_i(t, \eta m, x_1, x_2, ..., x_n), \; i = 1, 2, ..., n, \; x(t_0) = b \in \mathbb{R}^n, \; 0 < \alpha \leq 1. \quad (10)$$

The stable equilibrium point of the fractional system (10) is acquired with the RPS technique.

### 4. FRPS TECHNIQUE

This subsection devoted to applying the RPS method to derive analytic solution of the system of FDEs (10). We begin by propose the definition of fractional power series.

**Definition 3.** A power series (PS) expansion at $t = t_0$ of the following form

$$\sum_{i=0}^{\infty} c_i (t - t_0)^{j\alpha} = c_0 + c_1 (t - t_0)^{\alpha} + c_2 (t - t_0)^{2\alpha} + \cdots, \quad (11)$$

for $0 \leq n - 1 < \alpha \leq n, n \in \mathbb{N}, t \geq t_0$ where $c_j$’s are constants called the fractional power series (FPS).

**Theorem 2.** Suppose that $x(t)$ has a FPS representation at $t = t_0$ of the form

$$x(t) = \sum_{i=0}^{\infty} c_i (t - t_0)^{j\alpha}, \quad t_0 \leq t \leq t_0 + R. \quad (12)$$

If $x(t) \in C[t_0, t_0 + R]$, and $D_t^\alpha x(t) \in C(t_0, t_0 + R)$, for $i = 0, 1, 2, ..., \text{then the coefficients } c_i \text{ in Eq. (6) will take the form } c_i = \frac{D_i^\alpha x(t_0)}{R^{i(\alpha+1)}} \text{ where } D_i^\alpha = D^\alpha \cdot D^\alpha \cdots D^\alpha \text{ (i-times) and } R \text{ is the convergent radius.}$

**Theorem 3.** If $K \in (0, 1)$, such that $\|x_{i+1}(t)\| \leq K \|x_i(t)\| \; \forall i \in \mathbb{N}$ and $0 < t < T < 1$, then the series of numerical solutions converges to an exact solution

**Proof.** We notice that $\forall \; 0 < t < T < 1,$

$$\|x(t) - x_i(t)\| = \left\| \sum_{m=i+1}^{\infty} x_i(t) \right\| \leq \sum_{m=i+1}^{\infty} \|x_i(t)\| \leq \|b\| \sum_{m=i+1}^{\infty} K^m$$

$$= \frac{k^{k+1}}{1-K} \|b\| \to 0 \text{ as } k \to \infty.$$
Now, to utilize the FRPS technique to solve the system (10), we substitute the FPS expansion (12) among the recurrent fractional differentiation of truncation residual functions. Suppose that the solution of the system (10) about the initial point \( t = t_0 \) takes the form

\[
x_i(t) = \sum_{j=0}^{\infty} c_{ij} (t - t_0)^{j\alpha}, \quad i = 1, 2, \ldots, n. \quad (13)
\]

Differentiate the expansion form (13) for \( t > 0 \) within the interval of convergence, we get

\[
D_t^\alpha x_i(t) = \sum_{j=1}^{\infty} \frac{c_{ij}\Gamma(j\alpha + 1)}{\Gamma((j - 1)\alpha + 1)} (t - t_0)^{(j-1)\alpha}, \quad i = 1, 2, \ldots, n.
\quad (14)
\]

Hence,

\[
D_t^{2\alpha} x_i(t) = \sum_{j=2}^{\infty} \frac{c_{ij}\Gamma(j\alpha + 1)}{\Gamma((j - 2)\alpha + 1)} (t - t_0)^{(j-2)\alpha}, \quad i = 1, 2, \ldots, n,
\quad (15)
\]

where \( D_t^{2\alpha} = D_t^\alpha D_t^\alpha \). Therefore, we suppose that the approximate solution of \( x_i(t) \) can be constructed by the following series

\[
x_{ik}(t) = \sum_{j=0}^{k} c_{ij} (t - t_0)^{j\alpha}, \quad i = 1, 2, \ldots, n.
\quad (16)
\]

Since \( x_i(t) \) satisfy the initial condition \( x_i(t_0) = b_i, \quad i = 1, 2, \ldots, n \), then \( c_{i0} = b_i \) and series (16) can be rewritten by

\[
x_{ik}(t) = b_i + \sum_{j=1}^{k} c_{ij} (t - t_0)^{j\alpha}, \quad k = 1, 2, 3, \ldots, i = 1, 2, \ldots, n.
\quad (17)
\]

According the RPS technique, we define the residual function, \( \text{Res}_{x_i}(t) \), about \( t = t_0 \) for the system (10) as follows

\[
\text{Res}_{x_i}(t) = D_t^\alpha x_i(t) + \nabla x_i P(x_i, \eta), \quad i = 1, 2, \ldots, n.
\quad (18)
\]

by assuming the penalty parameter \( \eta_m = \eta \) (constant). The \( k \)-th residual function, \( \text{Res}_{x_{ik}}(t) \), can be defined by

\[
\text{Res}_{x_{ik}}(t) = D_t^\alpha x_{ik}(t) + \nabla x_{ik} P(x_{ik}, \eta), \quad k = 1, 2, 3, \ldots, i = 1, 2, \ldots, n.
\quad (19)
\]

Note that, \( \text{Res}_{x_i}(t) = 0 \) and \( \lim_{k \to \infty} \text{Res}_{x_{ik}}(t) = \text{Res}_{x_i}(t), \quad i = 1, 2, \ldots, n, \) for all \( t \geq 0 \). As a matter of fact, it yields the following algebraic system

\[
D_t^{(k-1)\alpha} \text{Res}_{x_{ik}}(t_0) = 0, \quad k = 1, 2, 3, \ldots, i = 1, 2, \ldots, n.
\quad (20)
\]
Through the algebraic system (20) we can obtained the coefficient \( c_j, j = 1, 2, 3, \ldots, k \) by applying the following steps.

Algorithm 1. Algorithm of finding the coefficients \( c_{ij} \) of the k-th truncated series (16).

1. Substitute the k-th residual expansion (19) into (18), where
   \[
   x_{ik}(t) = c_{i0} + \sum_{j=1}^{k} c_{ij} (t - t_0)^j, \quad c_{ij} = \frac{D^j b_i}{\Gamma(j \alpha + 1)}.
   \] (21)

2. Find the formula \( D_t^{(k-1)\alpha} (\text{Res}_{x_{ik}}(t_0)), i = 1, 2, \ldots, n \).

3. The coefficient \( c_{ij} \) can be obtained by solve the algebraic system
   \[
   D_t^{(k-1)\alpha} \text{Res}_{x_{ik}}(t_0) = 0, \quad k = 1, 2, 3, \ldots, i = 1, 2, \ldots, n.
   \] (22)

4. Substitute the obtained values of \( c_{ij} \) back into Eq. (17).

5. NUMERICAL IMPLEMENTATION AND RESULTS

This section is designed to apply the proposed technique, FRPS, and evaluate its performance and accuracy in deriving some numerical solutions for a number of examples and comparing the results obtained with the analytical solutions of the examples. We used the Mathematica software package to perform numerical and symbolic calculations.

Example 1. Consider the following NLP problem
\[
\begin{align*}
\min u(x) &= 100(x_1^2 - x_2)^2 + (x_1 - 1), \\
\text{subject to} \quad w(x) &= x_1(x_1 - 4) - 2x_2 + 12 = 0.
\end{align*}
\] (23)

According to (6), the correspond penalty function for the problem (23) at \( \mu = 2 \) is given by
\[
P(x_1, x_2, \eta) = 100(x_1^2 - x_2)^2 + (x_1 - 1) + \frac{1}{2} \eta(x_1^2 - 4x_1 - 2x_2 + 12)^2,
\] (24)

where the penalty variable \( \eta \in \mathbb{R}^+, \eta \to \infty \). Hence, we get the following correspond system of FDEs
\[
\begin{align*}
D_t^\alpha x_1(t) &= -400(x_1^2 - x_2)x_1 - 2(x_1 - 1) \\
&\quad - \eta(2x_1 - 4)(x_1^2 - 4x_1 - 2x_2 + 12), \\
D_t^\alpha x_2(t) &= 200(x_1^2 - x_2) + 2\eta(x_1^2 - 4x_1 - 2x_2 + 12), \\
x_1(0) &= x_2(0) = 0,
\end{align*}
\] (25)
where $0 < \alpha \leq 1$.

To apply the FRPS technique to solve the system (25), we suppose that

$$x_1(t) = \sum_{j=0}^{\infty} c_{1j} (t-t_0)^j \alpha, x_2(t) = \sum_{j=0}^{\infty} c_{2j} (t-t_0)^j \alpha. \quad (26)$$

Thus, the k-th truncated series is

$$x_{1k}(t) = \sum_{j=1}^{k} c_{1j} (t-t_0)^j \alpha, x_{2k}(t) = \sum_{j=1}^{k} c_{2j} (t-t_0)^j \alpha. \quad (27)$$

Consequently, the k-th residual function, $Res_{x_{i,k}}(t)$, can be defined by

$$Res_{x_{1,k}}(t) = D_t^\alpha x_{1k}(t) + 400(x_1^2 - x_2)x_1 + 2(x_1 - 1)$$
$$+ \eta (2x_1 - 4) (x_1^2 - 4x_1 - 2x_2 + 12),$$
$$Res_{x_{2,k}}(t) = D_t^\alpha x_{2k}(t) - 200(x_1^2 - x_2) - 2\eta (x_1^2 - 4x_1 - 2x_2 + 12), \quad (28)$$

Finally, Algorithm 1 applied to find the coefficients $c_{ij}$, then getting the approximate solution of the system (25).

The efficiency of FRPS approach is introduced via establishing some numerical comparisons for the obtained results and the results obtained by Runge-Kutta approach and listed in Table 1, for problem (23), from this table we noted that the FRPS solutions are compatible with the exact solution more that the RK4 solutions. The geometric behavior of the FRPS approximate solutions are shown against the exact and RK4 solutions as in Figure 1. Clearly, the figure indicates that the exact and FRPS approximate solutions are in good agreement for different values of $\alpha$, comparing with the exact and RK4 approximate solutions over the domain of $\alpha$.

Table 1. Comparison of $x_1(t)$ and $x_2(t)$ for problem (23) between FRPS with RK4 solutions at $\eta = 200$ and $\alpha = 1$.

| $t$   | FRPS $x_1(t)$ | FRPS $x_2(t)$ | RK4 $x_1(t)$ | RK4 $x_2(t)$ | Absolute error $x_1(t)$ | Absolute error $x_2(t)$ |
|-------|---------------|---------------|--------------|--------------|-------------------------|-------------------------|
| 0.0000| 0.000000      | 0.000000      | 0.000000     | 0.000000     | 0.000000                | 0.000000                |
| 0.0005| 1.971356      | 3.872061      | 1.970899     | 3.871887     | 0.000457                | 0.000174                |
| 0.0010| 1.978467      | 3.908321      | 1.978274     | 3.907993     | 0.000193                | 0.000328                |
| 0.0013| 1.98151       | 3.923481      | 1.981384     | 3.922554     | 0.000126                | 0.000927                |
| 0.0015| 1.984216      | 3.932718      | 1.983132     | 3.930578     | 0.001084                | 0.00214                 |
| 0.0020| 1.9864        | 3.937884      | 1.984252     | 3.935654     | 0.002148                | 0.00223                 |
Figure 1. Comparison of $x_1(t)$ and $x_2(t)$ for problem (23) between FRPS with RK4 solutions at $\eta = 200$ and $\alpha = 1$: (a) $x_1(t)$, (b) $x_2(t)$, solid line: FRPS, dash line: RK4.

Example 2. Consider the following NLP problem:

$$\min u(x) = (x_1 - 1)^2 + (x_1 - x_2)^2 + (x_2 - x_3)^2 + (x_3 - x_4)^4 + (x_4 - x_5)^4,$$

subject to:

$$w_1(x) = x_1 + x_2^2 + x_3^3 - 2 - 3\sqrt{2} = 0$$
$$w_2(x) = x_2 - x_3^2 + x_4 + 2 - 2\sqrt{2} = 0,$$

$$w_3(x) = x_1x_5 - 2 = 0$$

(29)

We define the penalty function for the problem (29) as

$$P(x_1, x_2, x_3, x_4, x_5, \eta) = (x_1 - 1)^2 + (x_1 - x_2)^2 + (x_2 - x_3)^2 + (x_3 - x_4)^4 + (x_4 - x_5)^4 + \frac{\eta}{2}[(x_1 + x_2^2 + x_3^3 - 2 - 3\sqrt{2})^2 + (x_2 - x_3^2 + x_4 + 2 - 2\sqrt{2})^2 + (x_1x_5 - 2)^2],$$

(30)

where the penalty variable $\eta \in \mathbb{R}^+$, $\eta \to \infty$. Depending on this penalty function, the corresponding FDEs system can be written as

$$D_t^\alpha x_i(t) = ∇_{x_i} u(x) + \eta \sum_{i=1}^{5} ∇_{x_i} w_i(x) w_i(x), x_i(0) = 2, i = 1, 2, 3, 4, 5,$$

(31)

where $0 < \alpha \leq 1$. We adapt the FRPS technique to the FDEs system (31) with penalty variable $\eta = 300$ at fractional order derivative $\alpha = 0.9$, we acquired solutions as shown in Table 2. Figure 2 present the obtained FRPS solutions $x_1(t)$ and $x_4(t)$ at various fractional derivative order $\alpha$. Obviously, from Figure 2, the curves-FRPS approximate solutions consistent with each other and approach the exact curve with increasing fractional values to the integer-order value $\alpha = 1$. 


Table 2. The obtained solution of NLP problem (29) by FRPS technique at \( \eta = 300 \) and \( \alpha = 0.9 \).

| \( t \)  | \( x_1(t) \) | \( x_2(t) \) | \( x_3(t) \) | \( x_4(t) \) | \( x_5(t) \) |
|--------|-------------|-------------|-------------|-------------|-------------|
| 0.000  | 2.000000    | 2.000000    | 2.000000    | 2.000000    | 2.000000    |
| 1.000  | 1.19855     | 1.36387     | 1.47429     | 1.64587     | 1.67875     |
| 2.000  | 1.19951     | 1.36981     | 1.47237     | 1.63658     | 1.67801     |
| 3.000  | 1.20181     | 1.36473     | 1.48531     | 1.63782     | 1.67947     |
| 4.000  | 1.21414     | 1.36588     | 1.48431     | 1.63842     | 1.68371     |
| 5.000  | 1.26941     | 1.36947     | 1.48997     | 1.64889     | 1.68753     |
| 6.000  | 1.27542     | 1.37842     | 1.49568     | 1.64998     | 1.68947     |

Figure 2. The FRPS solutions: (a) \( x_1(t) \), (b) \( x_4(t) \); \( \alpha = 0.9 \) solid, \( \alpha = 0.8 \) dashed, and \( \alpha = 0.7 \) dot-dashed, at \( \eta = 300 \).

Example 3. Consider the following NLP problem:

\[
\min u(t) = (x_1 - 20)^2 + (x_2 + 20)^2,
\]

subject to:

\[
w(t) = \frac{x_1^2}{100} + \frac{x_2^2}{4} - 1 = 0,
\]

(32)

The penalty function of this problem can be written as

\[
P(x_1, x_2, \eta) = (x_1 - 20)^2 + (x_2 + 20)^2 + \eta \left( \frac{x_1^2}{100} + \frac{x_2^2}{4} - 1 \right)^2,
\]

(33)

where the penalty variable \( \eta \in \mathbb{R}^+ \), \( \eta \to \infty \). Therefore, we can write the correspond FDEs system as
\[ D_t^\alpha x_1(t) = 2x_1 - 40 + \eta \left( \frac{x_1^3}{5000} + \frac{x_1 x_2^2}{200} - \frac{x_1}{50} \right), \]

\[ D_t^\alpha x_2(t) = 2x_2 + 40 + \eta \left( \frac{x_2^2 x_2}{200} + \frac{x_2^3}{8} - \frac{x_2}{2} \right), \]

\[ x_1(0) = x_2(0) = 0, \]  

where \( 0 < \alpha \leq 1. \)

The FRPS utilize to construct the solution of this system and we get the following numerical solutions of the NLP problem (32) as shown in Table 3. It is very clear that the results obtained for example 3 indicated that the proposed method is simple, and its performance is very effective comparing with Runge-Kutta method.

Table 3. Comparison of \( x_1(t) \) and \( x_2(t) \) for problem (32) between FRPS with RK4 solutions \( \eta = 10^6 \) and \( \alpha = 1. \)

| t   | FRPS \( x_1(t) \) | FRPS \( x_2(t) \) | RK \( x_1(t) \) | RK \( x_2(t) \) | Error \( x_1(t) \) | Error \( x_2(t) \) |
|-----|------------------|------------------|--------------|--------------|----------------|----------------|
| 0.0 | 0.000000         | 0.000000         | 0.000000     | 0.000000     | 0.000000       | 0.000000       |
| 1.0 | 5.850119         | -0.47496         | 5.847465     | -0.477547    | 0.002654       | 0.002584       |
| 2.0 | 6.744776         | -0.53968         | 6.741904     | -0.542553    | 0.002872       | 0.002873       |
| 4.0 | 8.460532         | -0.58119         | 8.457551     | -0.584133    | 0.002981       | 0.002948       |
| 6.0 | 8.735192         | -0.61163         | 8.732010     | -0.615305    | 0.003182       | 0.003675       |
| 7.0 | 8.980451         | -0.63668         | 8.977187     | -0.640466    | 0.003264       | 0.003782       |
| 8.0 | 9.092537         | -0.663578        | 9.090838     | -0.661673    | 0.001699       | 0.001905       |
| 10.0| 9.304238         | -0.691245        | 9.303232     | -0.680066    | 0.001006       | 0.018393       |

5. CONCLUSIONS

In this a novel paper, the corresponding system of FDEs for NLP was designed and analyzed under the meaning of Caputo derivative and then solved the target system via a modern efficient technique, named FRPS technique. The benefit of utilizing the present technique is that it gives accurate convergence approximate solution to an exact solution with needs a small size of computation to the optimal solutions to the NLP problems. Three attractive NLP are considered to validate the applicability and superiority of the FRPS scheme. Simulation data and graphical
representations are discussed and indicated that the obtained results by FRPS approach are in good agreement with each other and with exact solution at various values of fractional derivative order $\alpha$, as well as from the figures the results emphasized that obtained FRPS solutions more accurate from the obtained Runge-Kutta solutions versus the exact solution. Consequently, the presented technique has the ability to handle both linear and nonlinear fractional biological phenomena. In future works, the FRPS can be extended to generate accurate approximate solutions for systems of fractional partial differential equations.
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