Cosmogenic activation of silicon
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The production of $^3$H, $^7$Be, and $^{22}$Na by interactions of cosmic-ray particles with silicon can produce radioactive backgrounds in detectors used to search for rare events. Through controlled irradiation of silicon CCDs and wafers with a neutron beam that mimics the cosmic-ray neutron spectrum, followed by direct counting, we determined that the production rate from cosmic-ray neutrons at sea level is (112 ± 4) atoms/(kg day) for $^3$H, (8.1 ± 1.9) atoms/(kg day) for $^7$Be, and (43.0 ± 7.1) atoms/(kg day) for $^{22}$Na. Complementing these results with the current best estimates of activation cross sections for cosmic-ray particles other than neutrons, we obtain a total sea-level cosmic-ray production rate of (124 ± 24) atoms/(kg day) for $^3$H, (9.4 ± 2.0) atoms/(kg day) for $^7$Be, and (49.6 ± 7.3) atoms/(kg day) for $^{22}$Na. These measurements will help constrain background estimates and determine the maximum time that silicon-based detectors can remain unshielded during detector fabrication before cosmogenic backgrounds impact the sensitivity of next-generation rare-event searches.

I. INTRODUCTION

Interactions of cosmic-ray particles with detector materials can produce radioactive isotopes that create backgrounds for experiments searching for rare events such as dark matter interactions and neutrinoless double beta decay. Silicon is a widely used detector material because it is available with very high purity, which leads to low intrinsic radioactive backgrounds. In particular, solid-state silicon-based detector technologies show promise because their eV-scale energy thresholds [1–3] provide sensitivity to scattering events between atoms and “low-mass” dark matter particles with masses below 1 GeV/c² [4].

Three prominent low-mass dark matter efforts that employ silicon detectors are DAMIC [5], SENSEI [1], and SuperCDMS [6]. All three use the highest-purity single-crystal silicon as detector substrates [7], with sensors fabricated on the surfaces for readout of charge or phonons and installed in low-background facilities to reduce the event rate from environmental backgrounds.

A primary challenge in these rare-event searches is to distinguish potential signal events from the much higher rate of interactions due to conventional sources of radiation, both from the terrestrial environment and in the detector materials. A variety of mitigation strategies are used to minimize backgrounds; nevertheless, a nonzero residual background expectation is generally unavoidable. Despite the high purity of silicon, the dominant residual backgrounds in future silicon-based experiments are expected to be intrinsic to and on the surfaces of the silicon substrates. Beta-emitting radiocontaminants are especially challenging, because the decay products can produce energy signals that are indistinguishable from the expected dark matter signal. Both DAMIC and SuperCDMS have investigated these detector backgrounds (see, e.g., Refs. [6, 8, 9]), and they have identified $^3$H (tritium) and $^{32}$Si (intrinsically to the silicon) and $^{210}$Pb (surface contamination) as the leading sources of background for future silicon-based experiments. Unlike for $^{32}$Si, there are not yet any direct measurements of the tritium background in silicon; current estimates are based on models that have yet to be validated.

Tritium and other radioactive isotopes such as $^7$Be and $^{22}$Na are produced in silicon detectors as a result of cosmic-ray exposure, primarily due to interactions of high-energy cosmic-ray neutrons with silicon nuclei in the detector substrates [10, 11]. The level of background from cosmogenic isotopes in the final detector is effectively determined by the above-ground exposure time during and following detector production, the cosmic-ray flux, and the isotope-production cross sections. The neutron-induced production cross sections for tritium, $^7$Be, and to a lesser extent $^{22}$Na, are not experimentally known except for a few measurements at specific energies. There are several estimates of the expected cross sections; however, they vary significantly, leading to large uncertainties in the expected cosmogenic background for rare-event searches that employ silicon detectors. To address this deficiency, we present measurements of the integrated isotope-production rates from a neutron beam at the Los Alamos Neutron Science Center (LANSCE) ICE HOUSE facility [12, 13], which has a similar energy spectrum to that of cosmic-ray neutrons at sea level. This spectral-shape similarity allows for a fairly
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direct extrapolation from the measured beam production rates to the expected cosmogenic production rates. While the spectral shape is similar, the flux of neutrons from the LANSCE beam greater than 10 MeV is roughly $5 \times 10^8$ times larger than the cosmic-ray flux, which enables production of measurable amounts of cosmogenic isotopes in short periods of time. Our measurement will allow the determination of acceptable above-ground residency times for future silicon detectors, as well as improve cosmogenic-related background estimates and thus sensitivity forecasts.

We begin in Sec. II with a discussion of radioisotopes that can be cosmogenically produced in silicon, and we identify those most relevant for silicon-based dark matter searches: $^3$H, $^7$Be, and $^{22}$Na. For these three isotopes, we review previous measurements of the production cross sections and present the cross-section models that we use in our analysis. Section III introduces our experimental approach, in which several silicon targets—a combination of charge-coupled devices (CCDs) and wafers—were irradiated at LANSCE. In Sec. IV and Sec. V we present our measurements and predictions of the beam-activated activities, respectively. These results are combined in Sec. VI to provide our best estimates of the production rates from cosmogenic neutrons. In Sec. VII we evaluate other (non-neutron) production mechanisms and we conclude in Sec. VIII with a summarizing discussion.

## II. COSMOGENIC RADIOISOTOPES

Most silicon-based dark matter experiments use high-purity (>99%) natural silicon (92.2% $^{28}$Si, 4.7% $^{29}$Si, 3.1% $^{30}$Si [15]) as the target detector material. The cosmogenic isotopes of interest for these experiments are therefore any long-lived radioisotopes that can be produced by cosmic-ray interactions with silicon; Table I lists all isotopes with half-lives greater than 30 days that are lighter than $^{30}$Si + n/p. None of them have radioactive daughters that may contribute additional backgrounds. Assuming that effectively all nonsilicon atoms present in the raw material are driven out during growth of the single-crystal silicon boules used to fabricate detectors, and that the time between crystal growth and moving the detectors deep under-

| Isotope | Half-Life [yrs] | Decay Mode | Q-value [keV] |
|---------|----------------|------------|---------------|
| $^3$H   | 12.32 ± 0.02   | $\beta^-$  | 18.591 ± 0.003 |
| $^7$Be  | 0.1457 ± 0.0020 | EC         | 861.82 ± 0.02  |
| $^{10}$Be | (1.51 ± 0.06)×10^6 | $\beta^-$  | 556.0 ± 0.6    |
| $^{14}$C | 5700 ± 30       | $\beta^-$  | 156.475 ± 0.004 |
| $^{22}$Na | 2.6018 ± 0.0022 | $\beta^+$  | 2842.2 ± 0.2    |
| $^{26}$Al | (7.17 ± 0.24)×10^5 | EC        | 4004.14 ± 6.00  |

TABLE I. List of all radioisotopes with half-lives > 30 days that can be produced by cosmogenic interactions with natural silicon. All data is taken from NNDC databases [14].

ground is typically less than 10 years, cosmogenic isotopes with half-lives greater than 100 years (i.e., $^{10}$Be, $^{14}$C, and $^{26}$Al) do not build up sufficient activity [16, 17] to produce significant backgrounds. Thus the cosmogenic isotopes most relevant to silicon-based rare-event searches are tritium, $^{7}$Be, and $^{22}$Na. Tritium is a particularly dangerous background for dark matter searches because it decays by pure beta emission and its low Q-value (18.6 keV) results in a large fraction of decays that produce low-energy events in the expected dark matter signal region. $^{7}$Be decays by electron capture, either directly to the ground state of $^7$Li (89.56%) or via the 477 keV excited state of $^7$Li (10.44%). $^7$Be is not a critical background for dark matter searches, because it has a relatively short half-life (53.22 day); however, the 54.3 eV atomic de-excitation following electron capture is a potentially useful energy-calibration tool. $^{22}$Na decays primarily by positron emission (90.3%) or electron capture (9.6%) to the 1275 keV level of $^{22}$Ne. For thin silicon detectors $^{22}$Na can be a significant background as it is likely that both the 1275 keV $\gamma$ ray and the 511 keV positron-annihilation photons will escape undetected, with only the emitted positron or atomic de-excitation following electron capture depositing any energy in the detector. Note that compared to $^3$H, the higher $\beta^+$ endpoint (546 keV) means that a smaller fraction of the $^{22}$Na decays produce signals in the energy range of interest for dark matter searches.

### A. Tritium Production

Tritium production in silicon at sea-level is dominated by spallation interactions of high-energy cosmogenic neutrons with silicon nuclei. Tritium is a pure $\beta$ emitter and it is therefore not possible to directly measure the production cross section using conventional
methods that rely on γ-ray detectors to tag the reaction products. There are three previous experimental measurements of the neutron-induced tritium production cross section in silicon (shown in Fig. 1), which either extracted tritium from a silicon target and measured the activity in a proportional counter [18] or measured the triton nuclei ejected from a silicon target using ΔE − E telescopes [19, 20]. The proton-induced cross section is expected to be similar to that of neutrons so we also show previous measurements with proton beams [21, 22]. While these measurements provide useful benchmarks at specific energies, they are insufficient to constrain the cosmogenic production cross section across the full range of relevant neutron energies (from ~10 MeV to a few GeV).

For this reason, previous estimates of tritium production in silicon dark matter detectors have relied on estimates of the cross section from calculations and simulations of the nuclear interactions or compiled databases that combine calculations with experimental data [23–25]. The production of tritons due to spallation is difficult to model, because the triton is a very light nucleus that is produced not only during the evaporation or de-excitation phase but also from coalescence of nucleons emitted during the high-energy intra-nuclear cascade stage [26–28]. Due to large variations among the predictions of different cross-section models, we consider several models for comparison to our experimental results and extraction of cosmogenic production rates. Shown in Fig. 1 are the semi-empirical formulae of Konobeyev and Korovin (K&K) [29] (extracted from the commonly used ACTIVIA code [30]) and results from nuclear reaction calculations and Monte Carlo simulations that are performed by codes such as TALYS [31], INCL [32] and ABLA [33]. We also compared effective cross sections (extracted through simulation) from built-in physics libraries of the widely used Geant4 simulation package [38, 39] such as INCLXX [32, 36], BERTINI [40–43], and Binary Cascades (BIC) [44].

B. 7Be Production

7Be is produced as an intermediate-mass nuclear product of cosmogenic particle interactions with silicon. The neutron-induced production cross section has

---

1 The Konobeyev and Korovin (7H), and Silberberg and Tsao (7Be, 22Na) cross sections were obtained from the ACTIVIA code package [34], the TALYS cross sections were calculated using TALYS-1.9 [35], and the INCL cross sections were calculated using the INCL++ code (v6.0.1) with the ABLA07 de-excitation model [36]. The default parameters were used for all programs. We note that the TALYS models are optimized in the 1 keV to 200 MeV energy range though the maximum energy has been formally extended to 1 GeV [37].

2 We used Geant4.10.3.p02 with physics lists QGSP_INCLXX 1.0 (INCL++ v5.3), QGSP_BERT 4.0, and QGSP_BIC 4.0.

---

C. 22Na Production

22Na is produced as a residual nucleus following cosmogenic interactions with silicon. Compared to tri-

---

3 We have excluded measurements from Ref. [48], because there are well-known discrepancies with other measurements [49, 50].
The production of the short-lived isotopes $^{22}$Na and $^{7}$Be, the production of $^{22}$Na is the best studied. Measurements of the neutron-induced cross section were carried out by Michel et al. using quasi-monoenergetic neutrons between 33 and 175 MeV, with TALYS-predicted cross sections used as the initial guess to unfold the experimentally measured production yields [58, 59]. These, along with six other data points between 66 and 370 MeV [45, 60, 61], are shown in Fig. 3. Proton-induced cross-section measurements $^{4}$ [46, 47] span the entire energy range of interest and are significantly larger than the measured neutron-induced cross sections. As before, we also show the predicted cross sections from Silberberg and Tsao, TALYS, INCL++, (ABLA 07) and Geant4 models. In order to compare the existing neutron cross-section measurements to our data, we use a piecewise model that follows the measurements in Refs. [58, 59] below 180 MeV and follows the TALYS model at higher energies. This model is hereafter referred to as “Michel-TALYS” (see Fig. 3). $^{22}$Na can also be produced indirectly through the production of the short-lived isotopes $^{22}$Mg, $^{22}$Al, and $^{22}$Si, which eventually decay to $^{22}$Na, but for the models considered the total contribution from these isotopes is $<1\%$, and is ignored here.

III. BEAM EXPOSURE

To evaluate the production rate of cosmogenic isotopes through the interaction of high-energy neutrons, we irradiated silicon charge-coupled devices (CCDs) and silicon wafers at the LANSCE neutron beam facility. Following the irradiation, the CCDs were read-out to measure the beam-induced $\beta$ activity within the CCD active region, and the $\gamma$ activity induced in the wafers was measured using $\gamma$-ray spectroscopy. In this section we describe the details of the targets and beam exposure, while in Sec. IV we present the measurement results.

A. CCDs

The irradiated CCDs were designed and procured by Lawrence Berkeley National Laboratory (LBNL) [62] for the DAMIC Collaboration. CCDs from the same fabrication lot were extensively characterized in the laboratory and deployed underground at SNOLAB to search for dark matter [3]. The devices are three-phase scientific CCDs with a buried $p$-channel fabricated on a 670 $\mu$m-thick $n$-type high-resistivity (10–20 k$\Omega$ cm) silicon substrate, which can be fully depleted by applying $>40$ V to a thin backside contact. The CCDs feature a 61.44 $\times$ 30.72 mm$^2$ rectangular array of 4096 $\times$ 2048 pixels (each 15 $\times$ 15 $\mu$m$^2$) and an active thickness of (661 $\pm$ 10) $\mu$m. By mass, the devices are $>99\%$ elemental silicon with natural isotopic abundances. Other elements present are oxygen ($\sim0.1\%$) and nitrogen ($<0.1\%$) in the dielectrics, followed by phosphorous and boron dopants ($<0.01\%$) in the silicon.

Ionizing particles produce charge in the CCD active region; e.g., a fast electron or $\beta$ particle will produce on average one electron-hole pair for every 3.8 eV of deposited energy. The ionization charge is drifted by the applied electric field and collected on the pixel array. The CCDs are read out serially by moving the charge vertically row-by-row into the serial register (the bottom row) where the charge is moved horizontally pixel-by-pixel to the output readout node. Before irradiation, the charge-transfer inefficiency from pixel to pixel was $<10^{-6}$ [62], the dark current was $<1$ e/$\mu$m$^2$/s, and the uncertainty in the measurement of the charge collected by a pixel was $\sim2$ e$^{-}$/pixel RMS. Further details on the response of DAMIC CCDs can be found in Sec. IV of Ref. [3]. Even after the significant increase in CCD noise following irradiation (e.g., due to shot noise associated with an increase in dark current), the CCD can still resolve most of the tritium $\beta$-decay spectrum.

Irradiation generates defects in silicon devices that can trap charges and negatively impact the performance of CCDs. Fully-depleted devices are resilient to irradiation damage in the bulk silicon because the ionization charge is collected over a short period of time, which minimizes the probability of charge being trapped by defects before it is collected. For this reason LBNL CCDs have been considered for space-based imaging where the devices are subjected to high levels of cosmic radiation [63]. Measurements at the LBNL cyclotron demonstrated the remarkable radiation tolerance of the CCDs proposed for the SNAP satellite, which follow the same design principles and fabrication process as the DAMIC CCDs. For the measure-

---

$^{4}$ Similar to $^{7}$Be, we have excluded measurements from Ref. [48].
ments presented in this paper, there is a trade-off between activation rate and CCD performance. Higher irradiation leads to a higher activity of radioisotopes in the CCD and hence a lower statistical uncertainty in the measurement. On the other hand, higher irradiation also decreases the CCD performance, which needs to be modeled and can thus introduce significant systematic uncertainty.

The two most relevant performance parameters affected by the irradiation are the charge-transfer inefficiency (CTI) and the pixel dark current (DC). Ref. [63] provides measurements of CTI and DC after irradiation with 12.5 and 55 MeV protons. Following irradiation doses roughly equivalent to a LANSCE beam fluence of $2.4 \times 10^{12}$ neutrons above 10 MeV, the CCDs were still functional with the CTI worsened to $\sim 10^{-4}$ and asymptotic DC rates (after days of operation following a room-temperature anneal) increased to $\sim 100$ e$^-$/pixel/h. These values depend strongly on the specific CCD design and the operation parameters, most notably the operating temperature. Considering the available beam time, the range of estimated production rates for the isotopes of interest, and the CCD background rates, we decided to irradiate three CCDs with different levels of exposure, roughly corresponding to $2.4 \times 10^{12}$, $1.6 \times 10^{12}$, and $0.8 \times 10^{12}$ neutrons above 10 MeV at the LANSCE neutron beam. Furthermore, we used a collimator (see Sec. III C) to suppress irradiation of the serial register at the edge of the CCDs by one order of magnitude and thus mitigate CTI in the horizontal readout direction.

The CCDs were packaged at the University of Washington following the procedure developed for the DAMIC experiment. The CCD die and a flex cable were glued onto a silicon support piece such that the electrical contact pads for the signal lines are aligned. The CCDs were then wedge bonded to the flex cable with 25 µm-thick aluminum wire. A connector on the tail of the flex cable can be connected to the electronics for device control and readout.

Each packaged device was fixed inside an aluminum storage box, as shown in Fig. 4. The CCDs were kept inside their storage boxes during irradiation to preserve the integrity of the CCD package, in particular to prevent the wire bonds from breaking during handling and to reduce any possibility of electrostatic discharge, which can damage the low-capacitance CCD microelectronics. To minimize the attenuation of neutrons along the beam path and activation of the storage box, the front and back covers that protect each CCD were made from relatively thin (0.5 mm) high-purity aluminum (alloy 1100).

![FIG. 4. Photograph of the CCD package inside its aluminum storage box. Left: Package before wire bonding. Right: After wire bonding, with aluminum frame to keep the CCD package fixed in place.](image)

## B. Wafers

In addition to the CCDs, we exposed several Si wafers, a Ge wafer, and two Cu plates to the neutron beam. These samples served both as direct targets for activation and measurement of specific radioisotopes, and as witness samples of the neutron beam. In this paper, we focus on the Si wafers; however, the Ge wafer and Cu plates were also measured and may be the subject of future studies.

A total of eight Si wafers (4 pairs) were used: one pair matched to each of the three CCDs (such that they had the same beam exposure time) and a fourth pair that served as a control sample. The eight wafers were purchased together and have effectively identical properties. Each wafer was sliced from a Czochralski-grown single-crystal boule with a 100-mm diameter and a resistivity of $>20 \, \Omega \cdot \text{cm}$. The wafers are undoped, were polished on one side, and have a (100) crystal-plane alignment. The thickness of each individual wafer is $(500 \pm 17)$ µm (based on information from the vendor). The control sample was not exposed to the neutron beam and thus provides a background reference for the gamma counting. Note that because the wafers were deployed and counted in pairs, henceforth we distinguish and refer to only pairs of wafers rather than individual wafers. The (single) Ge wafer is also 100 mm in diameter and undoped, with a thickness of $(525 \pm 25)$ µm, while the Cu plates have dimensions of $114.7 \times 101.6 \times 3.175$ mm.

## C. LANSCE Beam Exposure

The samples were irradiated at the LANSCE WNR ICE-HOUSE II facility [13] on Target 4 Flight Path 30 Right (4FP30R). A broad-spectrum (0.2–800 MeV) neutron beam was produced via spallation of 800 MeV protons on a tungsten target. A 2.54-cm (1") diameter beam collimator was used to restrict the majority of the neutrons to within the active region of the CCD and thus prevent unwanted irradiation of the serial registers on the perimeter of the active region. The neutron fluence was measured with $\text{^{238}U}$ foils by an in-beam fission chamber [64] placed downstream of the collimator. The beam has a pulsed time structure, which allows the incident neutron energies to be determined using...
the time-of-flight technique (TOF)—via a measurement between the proton beam pulse and the fission chamber signals [12, 64].

The beam exposure took place over four days between September 18th and 22nd, 2018. On Sept. 18, CCD 1 was placed in the beam line at 18:03 local time, located closest to the fission chamber, along with a pair of Si wafers, one Ge wafer, and one Cu plate placed downstream (in that order; cf. Fig. 5 left). The front face of the Al box containing CCD 1 was 260 mm from the face of the fission chamber. At 17:16 on Sept. 20, CCD 2 was added directly downstream from CCD 1, along with another pair of Si wafers. The front face of the Al box for CCD 2 was 14.3 mm from the front face of CCD 1. At 09:11 on Sept. 22, CCD 3 was added downstream with an equidistant spacing relative to the other CCDs, along with another pair of Si wafers and a second Cu plate. Figure 5 shows schematics of these three exposure setups, while Fig. 6 shows a photograph of the final setup in which all three CCDs were on the beam line. The exposure was stopped at 08:00 on Sept. 23, and all parts exposed to the beam were kept in storage for approximately seven weeks to allow short-lived radioactivity to decay prior to shipment for counting.

D. Target Fluence

The fluence measured by the fission chamber during the entire beam exposure is shown in Fig. 7, with a total of \((2.91 \pm 0.22) \times 10^{12}\) neutrons above 10 MeV. The uncertainty is dominated by the systematic uncertainty in the \(^{238}\text{U}(n, f)\) cross section used to monitor the fluence, shown in Fig. 8. Below 200 MeV the assumed LANSCE cross section and various other experimental measurements and evaluations [65–67] agree to better than 5%. Between 200 and 300 MeV there are only two measurements of the cross section [65, 68] which differ by 5–10%. Above 300 MeV there are no experimental measurements. The cross section used by the LANSCE facility assumes a constant cross section above 380 MeV at roughly the same value as that measured at 300 MeV [68]. This is in tension with evaluations based on extrapolations from the \(^{235}\text{U}(p, f)\) cross section that recommend an increasing cross section to a constant value of roughly 1.5 b at 1 GeV [69, 70]. We have used the LANSCE cross section and assumed a 5% systematic uncertainty below 200 MeV, a 10% uncertainty between 200 and 300 MeV, and a constant 20% uncertainty between 300 and 750 MeV. The uncertainty in the neutron energy spectrum due to the timing uncertainty in the TOF measurement (1.2 nsec) is negligible for this measurement.

While the nominal beam diameter was set by the 1” collimator, the cross-sectional beam profile has significant tails at larger radii. At the fission chamber approximately 38.8% of neutrons fall outside a 1” diameter, as calculated with the beam profile provided by

LANSCE. Additionally the beam is slightly diverging, with an estimated cone opening angle of 0.233°. A Geant4 [38, 39] simulation that included the measured beam profile and beam divergence, the measured neutron spectrum, and the full geometry and materials of the targets, mounting apparatus, and fission chamber, was used to calculate the neutron fluence through each material, accounting for any attenuation of the neutrons through the targets. To reduce computational time, a biasing technique was used to generate neutrons. Instead of following the beam profile, neutrons were generated uniformly in a 16 cm \(\times\) 16 cm square in front of the fission chamber, covering the entire cross-sectional area of the setup. After running the Geant4 simulation, each event was assigned a weight which is proportional to the intensity of the beam at the simulated neutron location, as obtained from the two-dimensional beam profile supplied by LANSCE. This allows reuse of the same simulation results for different beam profiles and alignment offsets. A total of \(5.5 \times 10^{10}\) neutrons above 10 MeV were simulated for each setup and physics list. At this level of statistics, the statistical uncertainties in the simulation are sub-dominant to the total neutron fluence uncertainty.

The simulations show that each CCD receives about 83% of the whole beam. To assess the uncertainty in the neutron fluence due to misalignment of the beam with the center of the CCDs, the profile of the beam was reconstructed by measuring the dark current rate as a function of position (see Sec. IV B). The beam misalignment is calculated to be about \(-2.3\) mm in the \(x\) direction and \(+0.5\) mm in the \(y\) direction, which when input into the Geant4 simulation yields a systematic uncertainty in the neutron fluence of less than 1%. The total neutron fluence (\(>\) 10 MeV) through each CCD and its Si-wafer matched pair is listed in Table II. Corresponding energy spectra are shown in Fig. 7 (the spectral shape of the fluence through each Si-wafer pair is very similar to that of the corresponding CCD and has been omitted for clarity).

| Target | Exposure Time [hrs] | Neutrons through target (\(> 10\) MeV) |
|--------|----------------------|----------------------------------------|
| CCD 1  | 109.4                | \((2.39 \pm 0.18) \times 10^{12}\)     |
| Wafer 1| 109.4                | \((2.64 \pm 0.20) \times 10^{12}\)     |
| CCD 2  | 62.7                 | \((1.42 \pm 0.11) \times 10^{12}\)     |
| Wafer 2| 62.7                 | \((1.56 \pm 0.12) \times 10^{12}\)     |
| CCD 3  | 22.8                 | \((5.20 \pm 0.39) \times 10^{11}\)     |
| Wafer 3| 22.8                 | \((5.72 \pm 0.43) \times 10^{11}\)     |

TABLE II. Beam exposure details for each CCD and its Si-wafer matched pair.
IV. COUNTING

A. Wafers

The gamma-ray activities of the Si-wafer pairs (including the unirradiated pair) were measured with a low-background counter at Pacific Northwest National Laboratory (PNNL). Measurements were performed using a Canberra Broad Energy Ge (BEGe) gamma-ray spectrometer (model BE6530) situated within the shallow underground laboratory (SUL) at PNNL [73]. The SUL is designed for low-background measurements, with a calculated depth of 30 m water equivalent, which results in approximately 100× fewer fast neutrons and 6× fewer muons. The BEGe spectrometer is optimized for the measurement of fission and activation products, combining the spectral advantages of low-energy and coaxial detectors, with an energy range from 3 keV to 3 MeV. The detector is situated within a lead shield (200 mm), lined with tin (1 mm) and copper (1 mm). It is equipped with a plastic scintillator counter [74–77] to veto cosmic rays, which improves sensitivity by further reducing the cosmic-induced detector background by 25%. The detector was operated with a Canberra Lynx MCA to provide advanced time-stamped list mode functionality.

Each wafer pair was measured independently, with wafer pair 3 and the unexposed wafer pair 0 counted for longer periods because their expected activities were the lowest. Table III shows the gamma-counting details, and Fig. 9 shows the measured gamma-ray spectra. Spectral analysis was performed using the Canberra Genie 2000 Gamma Acquisition & Analysis software (version 3.4) and all nuclear data were taken from the Evaluated Nuclear Data File (ENDF) database [78] hosted at the National Nuclear Data Center by Brookhaven National Laboratory. Compared to the unirradiated wafer-pair spectrum, the only new peaks identified in the spectra of the irradiated wafer pairs are at 478 and 1275 keV, corresponding to $^7$Be (10.44%) and...
FIG. 6. Layout of the samples as placed in the beam during the final irradiation setup (cf. Fig. 5 right). The beam first passes through the cylindrical fission chamber (far right) and then through the samples (from right to left): 3 CCDs in Al boxes (with flex cables emerging at the top), 3 pairs of Si wafers, 1 Ge wafer, and 2 Cu plates.

FIG. 7. Comparison of the LANSCE 4FP30R/ICE II neutron beam with sea-level cosmic-ray neutrons. The black data points and left vertical axis show the number of neutrons measured by the fission chamber during the entire beam exposure used for this measurement. Uncertainties shown are statistical only (see main text for discussion of systematic uncertainties). The colored markers show the simulated fluence for each of the CCDs in the setup. For comparison, the red continuous line and the right vertical axis show the reference cosmic-ray neutron flux at sea level for New York City during the midpoint of solar modulation [71].

$^{22}$Na (99.94%), respectively (cf. Fig. 9). Note that each of the irradiated wafer pairs also has a significant excess at 511 keV, corresponding to positron-annihilation photons from $^{22}$Na decays, and an associated sum peak at 1786 keV ($= 511 + 1275$ keV).

The $^{7}$Be and $^{22}$Na activities in each wafer pair were calculated using the 478 and 1275 keV peaks, respectively. The measured values listed in Table III include the detector efficiency and true-coincidence summing corrections for the sample geometry and gamma-ray energies considered (calculated using the Canberra In Situ Object Counting Systems, or ISOCS, calibration software [79]). The activity uncertainties listed in Table III include both the statistical and systematic contributions, with the latter dominated by uncertainty in the efficiency calibration ($\sim 4\%$). Each measured activity is then corrected for isotope decay that occurred during the beam exposure, as well as between the end of the beam exposure and the time of the gamma counting.

To compare among the results of the different wafer pairs, we divide each decay-corrected activity by the total number of incident neutrons and the number of target Si atoms to obtain a beam-averaged cross section (also listed in Table III). The values are in good agreement for both $^{7}$Be and $^{22}$Na (even if the common systematic uncertainty associated with the neutron beam fluence is ignored), which serves as a cross-check of the neutron-beam exposure calculations. The lack of any other identified peaks confirms that there are no other significant long-lived gamma-emitting isotopes produced by high-energy neutron interactions in silicon. Specifically, the lack of an identifiable peak at 1808.7 keV allows us to place an upper limit on the produced activity of $^{26}$Al at the minimum detectable activity level of 12 mBq (Currie MDA with a 5% confidence factor [72]), i.e. at least $58 \times$ lower than the $^{22}$Na activity in wafer pair 1.

FIG. 8. Experimental measurements (circles) [65, 67, 68] and evaluations (squares) [66, 69, 70] of the $^{238}$U(n, f) cross section. The cross section assumed by the LANSCE facility to convert the fission chamber counts to a total neutron fluence is shown by the black line, with the shaded grey band indicating the assumed uncertainty.
FIG. 9. Spectral comparison of the gamma-counting results for the Si-wafer pairs. Inspection of the full energy range (top panel) reveals two peaks in the irradiated samples (1, 2, and 3) at 478 keV (bottom left) and 1275 keV (bottom right) that are not present in the unirradiated sample (0), corresponding to $^7$Be and $^{22}$Na activated by the LANSCE neutron beam, respectively.

B. CCDs

CCD images were acquired at The University of Chicago in a custom vacuum chamber. Prior to counting, the CCDs were removed from the aluminum transport boxes and placed in a copper box inside the vacuum chamber. Images taken were 4200 columns by 2100 rows in size, with 52 rows and 104 columns constituting the “overscan” (i.e., empty pixel reads past the end of the CCD pixel array). These overscan pixels contain no charge and thus provide a direct measurement of the pixel readout noise. Each post-irradiation image corresponds to a total exposure of 417 sec. A total of 8030 images were acquired with CCD 3, 6174 with CCD 2, and 3875 with CCD 1, for total counting times of 38.76, 30.56, and 19.79 days, respectively. Data were taken in long continuous runs of many images. Interruptions in data taking for testing of the CCD demarcate separate data runs for each CCD. No significant difference between runs was noticed and all runs for each CCD were analyzed together.

Background data for each CCD were taken prior to shipment to the LANSCE facility for neutron irradiation. These background data consist of the combined spectrum from all radioactive backgrounds in the laboratory environment, including the vacuum chamber, the intrinsic contamination in the CCD, and cosmic rays. All data were acquired using the same readout settings, but a longer total exposure of 913 sec was used for background images. The measured background spectra for the three CCDs are consistent to within statistical uncertainty; so we used the largest data set acquired with CCD 3 for the analysis. This set contained 1236 images, for a total counting time of 13.06 days.

CCD images were processed with the standard DAMIC analysis software [3], which subtracts the image pedestal, generates a “mask” to exclude repeating charge patterns in the images caused by defects, and groups pixels into clusters that correspond to individual ionization events. The high dark current caused by damage to the CCD from the irradiation (see Fig. 10) necessitated a modification to this masking procedure because the average CCD pixel values were no longer uniform across the entire CCD, as they were before
irradiation. The images were therefore split into 20-column segments which were treated separately for the pedestal subtraction and masking steps.

Simulations of $^3$H, $^{22}$Na, and $^7$Be decays in the bulk silicon of the CCD were performed using a custom Geant4 simulation, using the Penelope Geant4 physics list, with a simplified geometry that included only the CCD and the surrounding copper box. Radioactive-decay events were simulated according to the beam profile, assumed to be proportional to the dark current profile (shown in Fig. 10). The CCD response was simulated for every ionization event, including the stochastic processes of charge generation and transport that were validated in Ref. [80].

To include the effects of noise and dark current on the clustering algorithm, simulated “blank” images were created with the same noise and dark-current profile as the post-irradiation data. The simulated ionization events were pixelated and added onto the blank images, which were then processed with the standard DAMIC reconstruction code to identify clusters. The increase in the vertical (row-to-row) charge transfer inefficiency (CTI) observed in the post-irradiation data was simulated with a Poissonian kernel, which assumes a constant mean probability, $\lambda$, of charge loss for each pixel transfer along a column [81]. We assume a dependence of $\lambda$ as a function of column number that is proportional to the dark current profile. The total effect of CTI on a particular cluster depends on the number of vertical charge transfers $n$. The continuous CCD readout scheme, chosen to optimize the noise while minimizing overlap of charge clusters, results in a loss of information about the true number of vertical charge transfers for each cluster. For every simulated cluster we therefore pick a random $n$ uniformly from 1 to 2000 to simulate events distributed from the bottom row to the top row of the CCD and apply the Poissonian kernel. We determined the maximum value of $\lambda$ near the center of the CCD to be $9 \times 10^{-4}$ by matching the distribution of the vertical spread of clusters in the simulation to the data.

For CCD1 and CCD2, which experienced significantly higher neutron irradiation than CCD3, the vertical CTI could not be well-described with a Poissonian kernel. We suspect that the CTI in these CCDs is dominated by the effect of charge traps introduced by the neutron irradiation. During the readout procedure these traps are filled with charge from ionization clusters. The charge is then released on the timescale of milliseconds, corresponding to $\sim 25$ vertical transfers. This effect is difficult to model and results in considerable loss of charge from clusters in these two CCDs. We have therefore not used CCD1 and CCD2 for any measurements and only report results from CCD3.

The identified clusters in the background data acquired prior to irradiation at LANSCE were also introduced on simulated blank images to include the effect of dark current, defects, and CTI on the background spectrum in the activated region of the CCD.

The post-irradiation energy spectrum measured with CCD3 was fit using a model that includes components for the CCD background, $^{22}$Na decays, and $^3$H decays. $^7$Be was excluded from the fit because the decay does not produce a significant contribution to the total energy spectrum, even at many times the activity expected from the wafer measurement.

We constructed a binned Poissonian log-likelihood as the test statistic for the fit, which was minimized using Minuit [82] to find the best-fit parameters. Due to the relatively low statistics in the background template compared to post-irradiation data, statistical errors were corrected using a modified Barlow-Beeston method [83], allowing each bin of the model to fluctuate by a Gaussian-constrained term with a standard deviation proportional to the bin statistical uncertainty. The data spectrum was fit from 2 to 25 keV to contain most of the $^3$H spectrum, while excluding clusters from noise at low energies. A 2 keV-wide energy region around the copper K-shell fluorescence line at 8 keV was masked from the fit because it is not well-modeled in the simulation. This peak-like feature is more sensitive to the details of the energy response than the smooth $^3$H spectrum. We have verified that including this K-shell line in the fit has a negligible effect on the fitted $^3$H activity. The background rate for the fit was fixed to the pre-irradiation value, while keeping the amplitude of the $^{22}$Na spectrum free. This choice has a negligible impact on the $^3$H result because the background and $^{22}$Na spectra are highly degenerate within the fit energy range, with a correlation coefficient of 0.993. Figure 11 shows the measured energy spectrum and the best-fit result ($\chi^2$/NDF=104/87).

After the fit was performed, the activities were calculated by dividing the fitted counts by the cumulative data exposure. This number was corrected for the isotope-specific event detection efficiency obtained from the simulation for the energy region of interest. Systematic errors were estimated from a series of fits under different configurations, including varying the energy range of the fit, varying the energy response
and charge transfer parameters within their uncertainties, and floating versus constraining the amplitudes of the background and/or $^{22}\text{Na}$ components in the fit. The best estimate for the tritium activity in CCD 3 (after correcting for radioactive decay) is $45.7 \pm 0.5$ (stat) $\pm 1.5$ (syst) mBq.

The precision of the $^{22}\text{Na}$ measurement in the CCDs is limited because the relatively flat $^{22}\text{Na}$ spectrum is degenerate with the shape of the background spectrum. Unfortunately, there are no features in the CCD spectrum at low energies that can further constrain the $^{22}\text{Na}$ activity. Further, the damage to the CCD renders the spectrum at higher energies unreliable because events with energies $>50$ keV create large extended tracks where the effects of CTI, dark current, and pileup with defects becomes considerable, preventing reliable energy reconstruction. Notably, characteristic full-absorption $\gamma$ lines are not present in the CCD spectrum because $\gamma$ rays do not deposit their full energy in the relatively thin CCDs. As a cross-check of the post-irradiation background rate, we separately fit the first and last 400 columns of the CCD (a region mostly free of neutron exposure) and found values consistent with the pre-irradiation background to within $\sim 7\%$. Constraining the background to within this range has a negligible effect on the fitted tritium activity but leads to significant variation in the estimated $^{22}\text{Na}$ activity, which dominates the overall systematic uncertainty. The best estimate for the $^{22}\text{Na}$ activity in CCD 3 is $126 \pm 5$ (stat) $\pm 26$ (syst) mBq. This is consistent with the more precise measurement of the $^{22}\text{Na}$ activity in the silicon wafers, which corresponds to a CCD 3 activity of $(88.5 \pm 5.3)$ mBq.

V. PREDICTED BEAM PRODUCTION RATE

If the neutron beam had an energy spectrum identical to that of cosmic-ray neutrons, we could simply estimate the cosmogenic production rate by scaling the measured activity by the ratio of the cosmic-ray neutrons to that of the neutron beam. However the beam spectrum falls off faster at higher energies than that of cosmic rays (see Fig. 7). Thus we must rely on a model for the production cross sections to extrapolate from the beam measurement to the cosmogenic production rate.

We can evaluate the accuracy of the different cross-section models by comparing the predicted $^3\text{H}$, $^7\text{Be}$, and $^{22}\text{Na}$ activity produced by the LANSCE neutron beam irradiation to the decay-corrected measured activities. For a given model of the isotope production cross section $\sigma(E)$ [cm$^2$], the predicted isotope activity, $P$ [Bq], produced by the beam (correcting for decays) is given by

$$ P = \frac{n_a}{\tau} \int S(E) \cdot \sigma(E) \, dE \tag{1} $$

where $n_a$ is the areal number density of the target silicon atoms [atoms/cm$^2$], $\tau$ is the mean life [sec] of the isotope decay, and $S(E)$ is the energy spectrum of neutrons [neutrons/MeV]. The second column of Table IV shows the predicted activity in CCD 3, $P_{\text{CCD3}}$, for the different $^3\text{H}$ cross-section models considered. The corresponding numbers for $^7\text{Be}$ and $^{22}\text{Na}$ in Wafer 3 ($P_{W3}$) are shown in Tables V and VI respectively. The uncertainties listed include the energy-dependent uncertainties in the LANSCE neutron beam spectrum and the uncertainty in the target thickness.

A. Ejection and Implantation

Light nuclei, such as tritons, can be produced with significant fractions of the neutron kinetic energy. Due to a CCD 3 activity of

\[ \text{CCD 3 activity of } 126 \pm 5 \text{ (stat) } \pm 26 \text{ (syst) mBq.} \]
activity therefore depends not only on the thickness of the silicon targets, what is actually measured is a combination of the nuclei produced in the target that are not ejected and nuclei produced in surrounding material that are implanted in the silicon target. The measured activity therefore depends not only on the thickness of the target but also on the nature and geometry of the surrounding materials.

The residual activity, \( R_i \), eventually measured in volume \( i \), can be written as

\[
R_i = \sum_j T_{ij} P_j \quad (2)
\]

where \( P_j \) is the total activity produced in volume \( j \) (see Eq. 1) and \( T_{ij} \) is the transfer probability—the probability of a triton produced in \( j \) to be eventually implanted in \( i \). Because the ejection and implantation of light nuclei is also an issue for dark matter detectors during fabrication and transportation, we have also explicitly factored the transfer probability into ejected activity (\( E_i \)) and activity implanted from other materials (\( I_i \)) to give the reader an idea of the relative magnitudes of the two competing effects:

\[
E_i = (1 - T_{ii}) \cdot P_i \quad (3)
\]

\[
I_i = \sum_{j \neq i} T_{ij} P_j \quad (4)
\]

\[
R_i = P_i - E_i + I_i \quad (5)
\]

### Table IV

| Model          | Pred. LANSCE | Ejected Activity \( H_{CCD} \) [mBq] | Implanted Activity \( I_{CCD} \) [mBq] | Pred. LANSCE | Meas./Pred. | 3H res. act. |
|----------------|--------------|-------------------------------------|-------------------------------------|--------------|-------------|--------------|
| K&K (ACTIVIA)  | 40.8 ± 4.2   | 41.5 ± 5.4                          | 1.10 ± 0.15                         |              |             |              |
| TALYS          | 116 ± 16     | 53.8 ± 2.1                          | 0.370 ± 0.052                       |              |             |              |
| INCL++(ABLA07) | 41.8 ± 4.5   | 123 ± 17                            | 1.07 ± 0.15                         |              |             |              |
| GEANT4 BERTINI| 13.0 ± 1.4   | 13.3 ± 1.5                          | 3.43 ± 0.40                         |              |             |              |
| GEANT4 BIC     | 17.8 ± 1.7   | 19.2 ± 1.9                          | 2.38 ± 0.25                         |              |             |              |
| GEANT4 INCLXX  | 42.3 ± 4.8   | 38.5 ± 4.4                          | 1.19 ± 0.14                         |              |             |              |

### Table V

| Model          | Pred. LANSCE | Ejected Activity \( Be_{CCD} \) [mBq] | Implanted Activity \( I_{CCD} \) [mBq] | Pred. LANSCE | Meas./Pred. | 7Be res. act. |
|----------------|--------------|-------------------------------------|-------------------------------------|--------------|-------------|--------------|
| S&T (ACTIVIA)  | 408 ± 44     | 405 ± 47                            | 1.08 ± 0.15                         |              |             |              |
| TALYS          | 294 ± 39     | 292 ± 41                            | 1.50 ± 0.24                         |              |             |              |
| INCL++(ABLA07) | 141 ± 21     | 140 ± 22                            | 3.12 ± 0.54                         |              |             |              |
| GEANT4 BERTINI| 518 ± 66     | 514 ± 70                            | 0.85 ± 0.13                         |              |             |              |
| GEANT4 BIC     | 1.27 ± 0.24  | 1.98 ± 0.50                         | 221 ± 58                            |              |             |              |
| GEANT4 INCLXX  | 21.6 ± 2.9   | 21.4 ± 3.1                          | 20.4 ± 3.3                          |              |             |              |

### Table VI

| Model          | Pred. LANSCE | Ejected Activity \( Na_{CCD} \) [mBq] | Implanted Activity \( I_{CCD} \) [mBq] | Pred. LANSCE | Meas./Pred. | 22Na res. act. |
|----------------|--------------|-------------------------------------|-------------------------------------|--------------|-------------|--------------|
| S&T (ACTIVIA)  | 295 ± 28     | 295 ± 28                            | 0.502 ± 0.083                       |              |             |              |
| TALYS          | 209 ± 17     | 208 ± 17                            | 0.711 ± 0.067                       |              |             |              |
| INCL++(ABLA07) | 207 ± 21     | 206 ± 21                            | 0.718 ± 0.079                       |              |             |              |
| Michel-TALYS   | 151 ± 14     | 151 ± 14                            | 0.98 ± 0.10                         |              |             |              |
| GEANT4 BERTINI| 97 ± 10      | 96 ± 10                             | 1.54 ± 0.18                         |              |             |              |
| GEANT4 BIC     | 393 ± 39     | 392 ± 39                            | 0.378 ± 0.041                       |              |             |              |
| GEANT4 INCLXX  | 398 ± 39     | 398 ± 39                            | 0.373 ± 0.040                       |              |             |              |
For nuclear models that are built-in as physics lists within Geant4, explicit calculations of transfer probabilities are not necessary, because the nuclei produced throughout the setup are propagated by Geant4 as part of the simulation. For the TALYS model, which does calculate the kinematic distributions for light nuclei such as tritons but is not included in Geant4, we had to include the propagation of the nuclei separately. Since the passage of nuclei through matter in the relevant energy range is dominated by electromagnetic interactions, which are independent of nuclear production models and can be reliably calculated by Geant4, we used TALYS to evaluate the initial kinetic energy and angular distributions of triton nuclei produced by the LANSCE neutron beam and then ran the Geant4 simulation starting with nuclei whose momenta are drawn from the TALYS-produced distributions. For the remaining models which do not predict kinematic distributions of the resulting nuclei, we simply used the average and standard deviation of the transfer probabilities from the models that do provide this information. As an example, the transfer matrix (expressed in terms of activity $T_{ij} = T_{ij} \cdot P_j$) from the Geant4 INCLXX model for all three isotopes of interest is shown in Fig. 13. The uncertainties are calculated by propagating the statistical errors from the simulations through Eqs. (2), (3), and (4). Additionally we have evaluated a 1% systematic uncertainty on ejection and implantation of $^3$H and $^7$Be due to the uncertainty in the target thicknesses.

1. Tritium

The model predictions for the ejected and implanted activity of tritons in CCD 3 are shown in the third and fourth columns of Table IV. One can see that depending on the model, 25%–50% of the tritons produced in the CCDs are ejected and there is significant implantation of tritons from the protective aluminum boxes surrounding the CCDs. Due to the similarity of the aluminum and silicon nucleus and the fact that the reaction Q-value for triton production only differs by 5.3 MeV, at high energies the production of tritons in aluminum is very similar to that of silicon. In Ref. [20], the total triton production cross section as well as the single and double differential cross sections for neutron-induced triton ejection were found to be the same for silicon and aluminum, within the uncertainty of the measurements. This led the authors to suggest that results for aluminum, which are more complete and precise, can also be used for silicon. We show all existing measurements for neutron- and proton-induced triton production in aluminum [46, 47, 84] in Fig. 14 along with model predictions. Comparison to Fig. 1 shows that all models considered have very similar predictions for aluminum and silicon.

This similarity in triton production, as well as the similar stopping powers of aluminum and silicon, leads to a close compensation of the triton ejected from the silicon CCD with the triton implanted into the CCD from the aluminum box. If the material of the box and CCD were identical and there was sufficient material surrounding the CCD, the compensation would be exact, with no correction to the production required (ignoring attenuation of the neutron flux). In our case, the ratio of production to residual tritons is predicted to be $0.985 \pm 0.078$, based on the mean and RMS over all models with kinematic information, and we apply this ratio to the rest of the cross-section models.

2. $^7$Be

Due to the heavier nucleus, the fraction of ejected $^7$Be nuclei is expected to be smaller than for tritons. As listed in Table V, the Geant4 INCLXX model pre-

FIG. 13. Shown are the activities [mBq] of $^3$H (left), $^7$Be (middle), and $^{22}$Na (right) produced and implanted in various volumes (i.e., $T_{ij} \cdot P_j$) as predicted by the GEANT4 INCLXX model. CCD 1, CCD 2, CCD 3 are the CCDs, with CCD 1 being closest to the fission chamber. Box 1, Box 2, and Box 3 are the aluminum boxes that contain CCD 1, CCD 2, and CCD 3, respectively. Si 1, Si 2, Si 3, and Ge are the silicon and germanium wafers downstream of the CCDs. World represents the air in the irradiation room.
sections do slightly overpredict the production from neutrons, as found in Ref. [45], but the value is within the measurement uncertainty. For $^{22}$Na, there is good agreement between our measured activity and the predictions from the experimental measurements of the neutron-induced activity by Michel et al. [58, 59], extrapolated at high energies using the TALYS model. For comparison, the use of the proton-induced production cross section (shown in Fig. 3) leads to a value that is roughly 1.9 times larger than our measured activity.

If we assume that the energy dependence of the cross-section model is correct, the ratio of the experimentally measured activity to the predicted activity is the normalization factor that must be applied to each model to match the experimental data. In the next section we will use this ratio to estimate the production rates from cosmic-ray neutrons at sea level.

VI. COSMOGENIC NEUTRON ACTIVATION

The isotope production rate per unit target mass from the interaction of cosmic-ray neutrons, $P'$ [atoms/(kg sec)], can be written as

$$P' = n \int \Phi(E) \cdot \sigma(E) \, dE,$$

where $n$ is the number of target atoms per unit mass of silicon [atoms/kg], $\sigma(E)$ is the isotope production cross section [cm$^2$], $\Phi(E)$ is the cosmic-ray neutron flux [neutrons/(cm$^2$ sec MeV)], and the integral is evaluated from 1 MeV to 10 GeV.$^5$ While the cross section is not known across the entire energy range and each of the models predicts a different energy dependence, the overall normalization of each model is determined by the comparison to the measurements on the LANSCE neutron beam. The similar shapes of the LANSCE

3. $^{22}$Na

As seen in the third and fourth columns of Table VI, both the ejection and implantation fraction of $^{22}$Na nuclei are negligible due to the large size of the residual nucleus and no correction needs to be made to the predicted production activity.

$^5$ The TALYS cross sections only extend up to 1 GeV [37]. We have assumed a constant extrapolation of the value at 1 GeV for energies >1 GeV.
TABLE VII. Predicted $^3$H production rates (middle column) from sea-level cosmic-ray neutron interactions in silicon for different cross-section models. The final column provides our best estimate of the production rate for each model after scaling by the ratio of the measured to predicted $^3$H activities for the LANSCE neutron beam.

| Model          | Pred. Cosm. $^3$H prod. rate [atoms/(kg d)] | Scaled Cosm. $^3$H prod. rate [atoms/(kg d)] |
|----------------|---------------------------------------------|-----------------------------------------------|
| K&K (ACTIVIA)  | 98 ± 12                                      | 108 ± 20                                      |
| TALYS          | 259 ± 33                                     | 96 ± 18                                       |
| INCL++(ALBA07) | 106 ± 13                                     | 114 ± 21                                      |
| G4 BERTINI     | 36.1 ± 4.5                                   | 124 ± 21                                      |
| G4 BIC         | 42.8 ± 5.4                                   | 102 ± 17                                      |
| G4 INCLXX      | 110 ± 14                                     | 130 ± 23                                      |

TABLE VIII. Predicted $^7$Be production rates (middle column) from sea-level cosmic-ray neutron interactions in silicon for different cross-section models. The final column provides our best estimate of the production rate for each model after scaling by the ratio of the measured to predicted $^7$Be activities for the LANSCE neutron beam.

| Model          | Pred. Cosm. $^7$Be prod. rate [atoms/(kg d)] | Scaled Cosm. $^7$Be prod. rate [atoms/(kg d)] |
|----------------|---------------------------------------------|-----------------------------------------------|
| S&T (ACTIVIA)  | 8.1 ± 1.0                                    | 8.7 ± 1.6                                     |
| TALYS          | 4.17 ± 0.52                                  | 6.2 ± 1.3                                     |
| INCL++(ALBA07) | 2.81 ± 0.35                                  | 8.8 ± 1.9                                     |
| natSi(p,n)$^7$Be Spl. | 9.8 ± 1.2                                  | 8.3 ± 1.7                                     |
| G4 INCLXX      | 0.411 ± 0.052                                | 8.4 ± 1.7                                     |

TABLE IX. Predicted $^{22}$Na production rates (middle column) from sea-level cosmic-ray neutron interactions in silicon for different cross-section models. The final column provides our best estimate of the production rate for each model after scaling by the ratio of the measured to predicted $^{22}$Na activities for the LANSCE neutron beam.

| Model          | Pred. Cosm. $^{22}$Na prod. rate [atoms/(kg d)] | Scaled Cosm. $^{22}$Na prod. rate [atoms/(kg d)] |
|----------------|-----------------------------------------------|-----------------------------------------------|
| S&T (ACTIVIA)  | 86 ± 11                                       | 43.2 ± 7.1                                    |
| TALYS          | 60.5 ± 7.6                                    | 43.0 ± 6.8                                    |
| INCL++(ALBA07) | 60.0 ± 7.5                                    | 43.1 ± 7.2                                    |
| Michel-TALYS   | 42.8 ± 5.4                                    | 42.0 ± 6.8                                    |
| G4 BERTINI     | 28.0 ± 3.5                                    | 43.0 ± 7.3                                    |
| G4 BIC         | 115 ± 14                                      | 43.4 ± 7.2                                    |
| G4 INCLXX      | 116 ± 15                                      | 43.1 ± 7.1                                    |

There have been several measurements and calculations of the cosmic-ray neutron flux (see, e.g., Refs. [85–87]). The intensity of the neutron flux varies with altitude, location in the geomagnetic field, and solar magnetic activity—though the spectral shape does not vary as significantly—and correction factors must be applied to calculate the appropriate flux [88]. The most commonly used reference spectrum for sea-level cosmic-ray neutrons is the so-called “Gordon” spectrum [71] (shown in Fig. 7), which is based on measurements at five different sites in the United States, scaled to sea level at the location of New York City during the mid-point of solar modulation. We used the parameterization given in Ref. [71], which agrees with the data to within a few percent. The spectrum uncertainties at high energies are dominated by uncertainties in the spectrometer detector response function (< 4% below 10 MeV and 10–15% above 150 MeV). We have assigned an average uncertainty of 12.5% across the entire energy range.

The predicted production rates per unit target mass for the cross-section models considered are shown in the second columns of Tables VII, VIII, and IX for $^3$H, $^7$Be, and $^{22}$Na respectively. Scaling these values by the ratio of the measured to predicted activities for the LANSCE neutron beam, we obtain our best esti-
At sea level the flux of cosmic-ray protons is lower than that of cosmic-ray neutrons due to the attenuation effects of additional electromagnetic interactions in the atmosphere. To estimate the production rate from protons we have used the proton spectra from Ziegler [89, 90] and Diggory et. al. [91] (scaled by the angular distribution from the PARMA analytical model [92] as implemented in the EXPACS software program [93]), shown in Fig. 15.

Experimental measurements of the proton-induced tritium production cross section have been made only at a few energies (see Fig. 1). We have therefore based our estimates on the neutron cross-section models, scaled by the same factor used in Table IV. To account for possible differences between the proton- and neutron-induced cross sections, we have included a 30% uncertainty based on the measured differences between the cross sections in aluminum (see Fig. 14). Similar to the neutron-induced production, we have used the mean and sample standard deviation of the production rates calculated with all the different combinations of the proton spectra and cross-section models as our estimate of the central value and uncertainty, yielding a sea-level production rate from protons of $(10.0 \pm 4.5)$ atoms$^{(3}H)/$(kg day).

For $^{7}$Be and $^{22}$Na, measurements of the proton cross section across the entire energy range have been made; we have used spline fits to the data with an overall uncertainty of roughly 10% based on the experimental uncertainties (see Figs. 2 and 3). Our best estimates for the $^{7}$Be and $^{22}$Na production rates from protons are $(1.14 \pm 0.14)$ atoms$^{(7}Be)/(kg day)$ and $(3.96 \pm 0.89)$ atoms$^{(22}Na)/(kg day)$.

The flux of high-energy gamma rays at the Earth’s surface was obtained using the PARMA analytical model [92] as implemented in the EXPACS software program [93]. Similar to the neutron spectrum, we used New York city as our reference location for the gamma spectrum, which is shown in Fig. 15.

Photounuclear yields of $^{7}$Be and $^{22}$Na in silicon have been measured using bremsstrahlung beams with endpoints ($E_{0}$) up to 1 GeV [94]. We are not aware of any measurements of photounuclear tritium production in silicon, though there is a measurement in aluminum with $E_{0} = 90$ MeV [95] which we assume to be the same as for silicon. The yields, $Y(E_{0})$, are typically quoted in terms of the cross section per equivalent quanta (eq.q), defined as

$$Y(E_{0}) = \int_{0}^{E_{0}} \sigma(k)N(E_{0},k)dk$$

where $\sigma(k)$ is the cross section as a function of photon energy $k$, and $N(E_{0},k)$ is the bremsstrahlung energy spectrum. To obtain an estimate for $\sigma(k)$, we assume a $1/k$ energy dependence for $N(E_{0},k)$ [96] and scale the TALYS photounuclear cross section models to match the measured yields of 72 µb/eq.q. at $E_{0} = 90$ MeV for tritium and 227 µb/eq.q. and 992 µb/eq.q. at $E_{0} = 1000$ MeV for $^{7}$Be and $^{22}$Na, respectively (see Fig. 16). This corresponds to estimated photounuclear production rates of 0.73 atoms$^{(3}H)/(kg day)$, 0.12 atoms$^{(7}Be)/(kg day)$, and 2.2 atoms$^{(22}Na)/(kg day)$. Given the large uncertainties in the measured yields, the cross-section spectral shape, and the bremsstrahlung spectrum, we assume a $\sim 70\%$ overall uncertainty on these rates.
The production rate of a specific isotope $X$ from sea-level cosmogenic muon capture can be expressed as

$$P_{\mu}(X) = \frac{\lambda_c(Si)}{Q\lambda_d + \lambda_c(Si)} \cdot f_{Si}(X) \quad (8)$$

where $R_0 = (484 \pm 52) \mu \text{m}^{-1} / (\text{kg day})$ is the rate of stopped negative muons at sea level at geomagnetic latitudes of about 40° [97], the middle term is the fraction of muons that capture on silicon (as opposed to decaying) with the capture rate on silicon $\lambda_c(Si) = (8.712 \pm 0.018) \times 10^5 / \text{sec}$ [98], the decay rate of muons $\lambda_d = 4.552 \times 10^5 / \text{sec}$ [99], and the Huff correction factor $Q = 0.992$ for bound-state decay [100]. The final term, $f_{Si}(X)$, is the fraction of muon captures on silicon that produce isotope $X$.

For $^{28}\text{Si}$ the fraction of muon captures with charged particles emitted has been measured to be $(15 \pm 2)\%$ with theoretical estimates [101] predicting the composition to be dominated by protons ($f_{Si}(^1\text{H}) = 8.8\%$), alphas ($f_{Si}(^4\text{He}) = 3.4\%$), and deuterons ($f_{Si}(^2\text{H}) = 2.2\%$). The total fraction of muon captures that produce tritons has not been experimentally measured, but a lower limit can be set at $(7 \pm 4) \times 10^{-3}\%$ from an experimental measurement of tritons emitted above 24 MeV [102]. Recent measurements of the emission fractions of protons and deuterons following muon capture on aluminum have found values of $f_{Al}(^1\text{H}) = (4.5 \pm 0.3)\%$ and $f_{Al}(^2\text{H}) = (1.8 \pm 0.2)\%$ [103], and those same data can be used to calculate a rough triton emission fraction of $f_{Al}(^3\text{H}) = 0.4\%$ [104]. If one assumes the same triton kinetic energy distribution in silicon as estimated for aluminum [103] and uses it to scale the value measured above 24 MeV, one obtains a triton production estimate of $f_{Si}(^3\text{H}) = (0.49 \pm 0.28)\%$. The production rate of tritons from muon capture is then estimated to be $(1.57 \pm 0.92) \text{atoms} / (\text{kg day})$.

The fraction of muon captures that produce $^{22}\text{Na}$ has been measured at $f_{Si}(^{22}\text{Na}) = (0.15 \pm 0.03)\%$ [105], corresponding to a production rate from muon captures of $(0.48 \pm 0.11) \text{atoms} / (\text{kg day})$. To our knowledge there have been no measurements of the production of $^7\text{Be}$ through muon capture on silicon. We assume the ratio of $^7\text{Be}$ to $^{22}\text{Na}$ production is the same for muon capture as it is for the neutron production rates calculated earlier, with roughly 100% uncertainty, resulting in an estimated production rate from muon captures of $(0.09 \pm 0.09) \text{atoms} / (\text{kg day})$.

### VIII. DISCUSSION

The final estimates for the total cosmogenic production rates of $^3\text{H}$, $^7\text{Be}$, and $^{22}\text{Na}$ at sea level are listed in Table X. These rates can be scaled by the known variations of particle flux with altitude or depth, location in the geomagnetic field, and solar activity, to obtain the total expected activity in silicon-based detectors for specific fabrication, transportation, and storage scenarios. The production rate at sea level is dominated by neutron-induced interactions, but for shallow underground locations muon capture may be the dominant production mechanism. For estimates of the tritium background, implantation of tritons generated in surrounding materials and ejection of tritons from thin silicon targets should also be taken into account.

Tritium is the main cosmogenic background of concern for silicon-based dark matter detectors. At low energies, 0–5 keV, the estimated production rate corresponds to an activity of roughly 0.02 decays/(keV kg day) per day of sea-level exposure. This places strong restrictions on the fabrication and transportation of silicon detectors for next-generation dark matter experiments. In order to mitigate the tritium background, we are currently exploring the possibility of using low-temperature baking to remove implanted tritium from fabricated silicon devices.

Aside from silicon-based dark matter detectors, silicon is also widely used in sensors and electronics for rare-event searches due to the widespread use of silicon in the semiconductor industry and the availability of high-purity silicon. The relative contributions of $^3\text{H}$, $^7\text{Be}$, and $^{22}\text{Na}$ to the overall background rate of an experiment depends not only on the activation rate but also on the location of these components within the detector and the specific energy region of interest. The cosmogenic production rates determined here can be

| Source          | $^3\text{H}$ production rate [atoms/(kg day)] | $^7\text{Be}$ production rate [atoms/(kg day)] | $^{22}\text{Na}$ production rate [atoms/(kg day)] |
|-----------------|---------------------------------------------|-----------------------------------------------|-----------------------------------------------|
| Neutrons        | $112 \pm 24$                                | $8.1 \pm 1.9$                                | $43.0 \pm 7.1$                                |
| Protons         | $10.0 \pm 4.5$                              | $1.14 \pm 0.14$                              | $3.96 \pm 0.89$                              |
| Gamma Rays      | $0.73 \pm 0.51$                             | $0.118 \pm 0.083$                            | $2.2 \pm 1.5$                                |
| Muon Capture    | $1.57 \pm 0.92$                             | $0.09 \pm 0.09$                              | $0.48 \pm 0.11$                              |
| Total           | $124 \pm 24$                                | $9.4 \pm 2.0$                                | $49.6 \pm 7.3$                                |

$^6$ A direct measurement of triton production from muon capture in silicon by the AlCap collaboration is expected in the near future.

TABLE X. Final estimates of the radioisotope production rates in silicon exposed to cosmogenic particles at sea level.
used to calculate experiment-specific background contributions and shielding requirements for all silicon-based materials.
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