Generic Controllability Properties for the Bilinear Schrödinger Equation
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1. Introduction

In this paper we consider controlled Schrödinger equations of the type

$$i\frac{\partial \psi}{\partial t}(t, x) = (-\Delta + V(x) + u(t) W(x)) \psi(t, x), \quad u(t) \in U,$$

(1)

where the wave function $\psi$ is a map from $[0, +\infty) \times \Omega$ to $C$ for some domain $\Omega$ of $\mathbb{R}^d$, $d \geq 1$, $V, W$ are real-valued functions and $U$ is a nonempty subset of $\mathbb{R}$. We will assume either that $\Omega, V, W$ are bounded and $\psi|_{[0, +\infty) \times \Omega} = 0$ or that $\Omega = \mathbb{R}^d$ and $-\Delta + V + uW$ has discrete spectrum for every $u \in U$.

As proved in [37], the control system (1) is never exactly controllable in $H^2(\Omega) \cap \mathcal{F}$, where $\mathcal{F}$ denotes the unit sphere of $L^2(\Omega, \mathbb{C})$. Approximate
controllability is known not to hold for some specific system of type (1) (see [25]). Nevertheless, several positive controllability results have been proved in recent years. Among them, let us mention [10, 12], where the exact controllability among regular enough wave functions belonging to $\mathcal{F}$ is proved for $d = 1$, $\Omega$ bounded and $V = 0$, and [27] for the $H^2$-approximate controllability when $\Omega$ is bounded under suitable conditions on $V$ and $W$. (See also [13, 26].) Other controllability results for related systems have been obtained in [1, 17] (when more than one control is available) and in [24] (when the spectrum has only finitely many discrete eigenvalues).

In this paper we focus on the approximate controllability results obtained by the authors in collaboration with Boscain and Chambrion in [16]. Such results are related to those in [27] although the sets of sufficient conditions proposed in the two papers are incomparable and the techniques used are completely different: [27] applies a control Lyapunov function approach, whereas [16] is based on geometric control methods for the Galerkin approximations in the spirit of [3, 33]. As a consequence, the results in [16] are valid also in the case in which $\Omega = \mathbb{R}^d$ (unlike those in [27]) and when $\Omega$ is a manifold and $\Delta$ is the Laplace–Beltrami operator. It should also be mentioned that the sufficient conditions for approximate controllability proposed in [16] imply stronger control properties such as control of density matrices (see Section 2) or tracking of unfeasible trajectories (see [15]).

The aim of this paper is to show that such sufficient conditions are generic.

The genericity issue for the controllability of the Schrödinger equation has already been addressed in the literature. In particular, [27, Lemma 3.12] proves generic $L^2$-approximate controllability with respect to the pair $(V, W)$ when $d = 1$ and $\Omega$ is bounded. Newer results can be found in [26]. Generic $L^2$-approximate controllability with respect to $(\Omega, W)$ in the case $V = 0$ is obtained in [28] as a consequence of generic properties of the Laplace–Dirichlet operator. Other generic controllability results for a linearized Schrödinger equation can be found in [11] and are further discussed in Section 5.

The difference between our approach and those usually adopted to prove generic properties of controlled partial differential equations is that, instead of applying local infinitesimal variations, we exploit global, long-range, perturbations. The idea is the following: denote by $\Gamma$ the class of systems on which the genericity of a certain property $P$ is studied. If we are able to prove the existence of at least one element of $\Gamma$ satisfying $P$, then we can propagate $P$ if some analytic dependence properties hold true. In this way we can prove that the property holds in a dense subset of $\Gamma$.

The paper is organized as follows: in Section 2 we describe the notion of solution of (1) (this is a delicate point when $\Omega = \mathbb{R}^d$ and $W$ is unbounded) and we recall the approximate controllability results obtained in [16, Theorem 2.6]. In particular, we formulate the two conditions ensuring approximate controllability: (i) the spectrum of $-\Delta + V$ is non-resonant and (ii) the potential $W$ couples, directly or indirectly, every pair of eigenvectors of $-\Delta + V$. We also recall the notion of genericity and we detail the topologies with respect to which genericity is considered. In Section 3 we prove the generic approximate controllability of (1) with respect to the pair $(V, W)$. As an intermediate step, we prove in Proposition 3.2 that, generically with respect to $V$, the spectrum of $-\Delta + V$ is non-resonant. Section 4 refines the results of Section 3 by showing that the approximate controllability is generic separately with respect to $V$ or $W$ when $(\Omega, W)$ or $(\Omega, V)$ is fixed.
controllability of (1) when \((V, W)\) is fixed.

2. Mathematical Framework

2.1. Notations and Definition of Solutions

Let \(\mathbb{N}\) be the set of positive integers. For \(d \in \mathbb{N}\), denote by \(\Xi_d\) the set of nonempty, open, bounded and connected subsets of \(\mathbb{R}^d\) and let \(\Xi_{\infty} = \Xi_d \cup \{\mathbb{R}^d\}\). Take \(U \subset \mathbb{R}\) and assume that \(0\) belongs to \(U\).

In the following we consider the Schrödinger equation (1) assuming that the potentials \(V, W\) are taken in \(L^\infty(\Omega, \mathbb{R})\) if \(\Omega\) belongs to \(\Xi_d\) and that \(V, W \in L^\infty_{\text{loc}}(\mathbb{R}^d, \mathbb{R})\) and \(\lim_{|x| \to \infty} V(x) + uW(x) = +\infty\) for every \(u \in U\) if \(\Omega = \mathbb{R}^d\). Then, for every \(u \in U\), \(-\Delta + V + uW\) (with Dirichlet boundary conditions if \(\Omega\) is bounded) is a skew-adjoint operator on \(L^2(\Omega, \mathbb{C})\) with compact resolvent and discrete spectrum (see [18, 29]). In particular, \(-\Delta + V + uW\) generates a group of unitary transformations \(e^{it(-\Delta+V+uW)} : L^2(\Omega, \mathbb{C}) \to L^2(\Omega, \mathbb{C})\). Therefore, \(e^{it(-\Delta+V+uW)}(\mathcal{F}) = \mathcal{F}\) where \(\mathcal{F}\) denotes the unit sphere of \(L^2(\Omega, \mathbb{C})\).

When \(\Omega\) is bounded, for every \(u \in L^\infty([0, T], U)\) and every \(\psi_0 \in L^2(\Omega, \mathbb{C})\) there exists a unique weak (and mild) solution \(\psi(\cdot; \psi_0, u) \in C([0, T], L^2(\Omega, \mathbb{C}))\). Moreover, if \(\psi_0 \in D(A)\) and \(u \in C^1([0, T], U)\) then \(\psi(\cdot; \psi_0, u)\) is differentiable and it is a strong solution of (1). (See [9] and references therein.)

The situation is more complicated when \(\Omega = \mathbb{R}^d\) and \(W\) is unbounded. However, due to the well-definedness of \(e^{it(-\Delta+V+uW)}\) for every \(u \in U\) and \(t \in \mathbb{R}\), we can always associate a solution

\[
\psi(t; \psi_0, u) = e^{-(t-\sum_{l=1}^{k-1} t_l)(-\Delta+V+uW)} \circ e^{-i\sum_{l=1}^{k-1} (-\Delta+V+uW)} \circ \cdots \circ e^{-i t_k(-\Delta+V+u_k W)}(\psi_0),
\]

with every initial condition \(\psi_0 \in L^2(\Omega, \mathbb{R})\) and every piecewise constant control function \(u(\cdot)\). Here \(\sum_{l=1}^{k-1} t_l \leq t < \sum_{l=1}^{k} t_l\) and

\[
u(t) = u_k \quad \text{if} \quad \sum_{l=1}^{k-1} t_l \leq t < \sum_{l=1}^{k} t_l
\]

for \(k = 1, \ldots, j\).

**Definition 2.1.** We say that the quadruple \((\Omega, V, W, U)\) is approximately controllable if for every \(\psi_0, \psi_1 \in \mathcal{F}\) and every \(\varepsilon > 0\) there exist \(T > 0\) and \(u : [0, T] \to U\) piecewise constant such that \(\|\psi_1 - \psi(T, \psi_0, u)\| < \varepsilon\).

It is useful for the applications to extend the notion of approximate controllability from a single Schrödinger equation to a (possibly infinite) family of identical systems with different initial conditions, through the study of the evolution of the associated density matrix (see [5, 14]).

Let \((\varphi_j)_{j \in \mathbb{N}}\) be an orthonormal basis of \(L^2(\Omega, \mathbb{C})\), \((P_j)_{j \in \mathbb{N}}\) be a sequence of non-negative numbers such that \(\sum_{j=1}^{\infty} P_j = 1\), and denote by \(\rho\) the density matrix

\[
\rho = \sum_{j=1}^{\infty} P_j \varphi_j \varphi_j^*,
\]
where \( \psi^*(\cdot) = (\psi, \cdot) \), for \( \psi \in L^2(\Omega, \mathbb{C}) \) and \( (\cdot, \cdot) \) denotes the scalar product in \( L^2 \). According to the classical definition of density matrix, \( \rho \) is a non-negative, self-adjoint operator of trace class (see [30]). If each \( \varphi_j = \varphi_j(t) \) is interpreted as the state of a Schrödinger equation of the form (1), each equation being characterized by the same potentials \( V \) and \( W \) and driven by the same piecewise constant control \( u = u(t) \), then the time evolution of the density matrix \( \rho = \rho(t) \) is described by

\[
\rho(t) = U(t)\rho(0)U^*(t) = \sum_{j=1}^{\infty} P_j U(t)\varphi_j(0)(U(t)\varphi_j(0))^* \tag{3}
\]

where the operator \( U(t) \) is defined by

\[
U(t)\psi_0 = \psi(t; \psi_0, u) \tag{4}
\]

and \( U^*(t) \) denotes the adjoint of \( U(t) \).

**Definition 2.2.** Two density matrices \( \rho_0 \) and \( \rho_1 \) are said to be **unitarily equivalent** if there exists a unitary transformation \( U \) of \( L^2(\Omega, \mathbb{C}) \) such that \( \rho_1 = U\rho_0 U^* \).

For closed systems the problem of connecting two density matrices by a feasible trajectory makes sense only for pairs of density matrices that are unitarily equivalent. (The situation is different for open systems, see for instance [7].)

**Definition 2.3.** We say that the quadruple \( (\Omega, V, W, U) \) is approximately controllable in the sense of density matrices if for every pair \( \rho_0, \rho_1 \) of unitarily equivalent density matrices and every \( \varepsilon > 0 \) there exist \( T > 0 \) and \( u : [0, T] \rightarrow U \) piecewise constant such that \( \|\rho_1 - U(T)\rho_0 U(T)^*\| < \varepsilon \), where \( \|\cdot\| \) denotes the operator norm on \( L^2(\Omega, \mathbb{C}) \) and \( U \) is defined as in (4).

It is clear that approximate controllability in the sense of density matrices implies approximate controllability (just take \( P_1 = 1 \)).

In order to state the approximate controllability result obtained in [16], we need to recall the following two definitions.

**Definition 2.4.** The elements of a sequence \( (\mu_n)_{n \in \mathbb{N}} \subseteq \mathbb{R} \) are said to be **\( \mathbb{Q} \)-linearly independent** (equivalently, the sequence is said to be non-resonant) if for every \( K \in \mathbb{N} \) and \( (q_1, \ldots, q_K) \in \mathbb{Q}^K \setminus \{0\} \) one has \( \sum_{n=1}^{K} q_n \mu_n \neq 0 \).

**Definition 2.5.** A \( n \times n \) matrix \( C = (c_{jk})_{1 \leq j,k \leq n} \) is said to be **connected** if for every pair of indices \( j, k \in \{1, \ldots, n\} \) there exists a finite sequence \( r_1, \ldots, r_l \in \{1, \ldots, n\} \) such that \( c_{r_1 r_2} c_{r_2 r_3} \cdots c_{r_{l-1} r_l} c_{r_l r_k} \neq 0 \).

In the following we denote by \( \sigma(\Omega, V) = (\lambda_j(\Omega, V))_{j \in \mathbb{N}} \) the non-decreasing sequence of eigenvalues of \(-\Delta + V\), counted according to their multiplicities, and by \( (\phi_j(\Omega, V))_{j \in \mathbb{N}} \) a corresponding sequence of eigenfunctions. Without loss of generality we can assume that \( \phi_j(\Omega, V) \) is real-valued for every \( j \in \mathbb{N} \). Recall moreover that \( (\phi_j(\Omega, V))_{j \in \mathbb{N}} \) forms an orthonormal basis of \( L^2(\Omega, \mathbb{C}) \). If \( j \in \mathbb{N} \) is such that \( \lambda_j(\Omega, V) \) is simple, then \( \phi_j(\Omega, V) \) is uniquely defined up to sign.
2.2. Basic Facts

The theorem below recalls the controllability results obtained in [16, Theorems 3.4, 5.2]. Here and in the following a map \( h : \mathbb{N} \to \mathbb{N} \) is called a reordering of \( \mathbb{N} \) if it is a bijection.

**Theorem 2.6.** Let either (i) \( \Omega \in \Xi_d \), \( V, W \in L^\infty(\Omega, \mathbb{R}) \) or (ii) \( \Omega = \mathbb{R}^d \), \( V, W \in L^\infty_{\text{loc}}(\mathbb{R}^d, \mathbb{R}) \), \( \lim_{|x| \to \infty} V(x) + uW(x) = +\infty \) for every \( u \in U \), and \( |W| \) have at most exponential growth at infinity. Assume that \( U \) contains the interval \([0, \delta]\) for some \( \delta > 0 \), that the elements of \( \{\lambda_{k+1}(\Omega, V) - \lambda_k(\Omega, V)\}_{k \in \mathbb{N}} \) are \( \mathbb{Q} \)-linearly independent and that there exists a reordering \( h : \mathbb{N} \to \mathbb{N} \) such that for infinitely many \( n \in \mathbb{N} \) the matrix

\[
B^h_n(\Omega, V, W) := \left( \int_{\Omega} W(x) \phi_{h(j)}(\Omega, V) \phi_{h(k)}(\Omega, V) \, dx \right)_{j, k = 1}^n
\]

is connected (i.e., \( B^h_n(\Omega, V, W) \) is frequently connected). Then \((\Omega, V, W, U)\) is approximately controllable in the sense of density matrices.

**Remark 2.7.** Notice that, even in the unbounded case, each integral \( \int_{\Omega} W(x) \phi_{j}(\Omega, V) \phi_{i}(\Omega, V) \, dx \) is well defined. Indeed, when \( \Omega = \mathbb{R}^d \), the growth of \( |W| \) is at most exponential and \( e^{ai|x|} \phi_j(\mathbb{R}^d, V) \in L^\infty(\mathbb{R}^d, \mathbb{R}) \) for every \( a > 0 \) and \( j \in \mathbb{N} \) (see [2]).

Let \( \mathcal{U}(\Omega) \) be equal to \( L^\infty(\Omega, \mathbb{R}) \) if \( \Omega \in \Xi_d \) or to \( \{V \in L^\infty_{\text{loc}}(\mathbb{R}^d, \mathbb{R}) \mid \lim_{|x| \to \infty} V(x) = +\infty\} \) if \( \Omega = \mathbb{R}^d \), and endow \( \mathcal{U}(\Omega) \) with the \( L^\infty \) topology, i.e., the topology induced by the \( L^\infty \) distance.

Let us recall some useful perturbation results describing the dependence on \( V \) of the spectrum of the operator \( -\Delta + V \).

**Theorem 2.8** (Continuity). Let \( \Omega \in \Xi^\circ_d \). Assume that \( \nabla \) belongs to \( \mathcal{U}(\Omega) \) and that \( \lambda_1(\Omega, \nabla) \) is simple. Then there exists a neighborhood \( \mathcal{N} \) of \( \nabla \) in \( \mathcal{U}(\Omega) \) such that \( \lambda_1(\Omega, V) \) is simple for every \( V \in \mathcal{N} \) and \( V \mapsto \lambda_1(\Omega, V) \) depends continuously on \( V \) on \( \mathcal{N} \). Moreover, the map \( V \mapsto \phi_1(\Omega, V) \) (defined up to the sign) is continuous from \( \mathcal{N} \) to \( L^2(\Omega, \mathbb{R}) \).

The theorem follows from the remark that, if \( V \) tends to \( \nabla \) in \( \mathcal{U}(\Omega) \), then the difference between the two operators \(-\Delta + V\) and \(-\Delta + \nabla\) tends to zero in norm. Therefore, the corresponding resolvents converge in norm, leading to the convergence of eigenvalues and spectral projections (see [20]).

We will need in the following a stronger continuity result.

**Proposition 2.9.** Let \( \Omega = \mathbb{R}^d \). Assume that \( \nabla \) belongs to \( \mathcal{U}(\mathbb{R}^d) \), \( \lambda_1(\mathbb{R}^d, \nabla) \) is simple, and \( W \in L^\infty_{\text{loc}}(\mathbb{R}^d, \mathbb{R}) \) be such that \( |W| \) has at most exponential growth. Then there exists a neighborhood \( \mathcal{N} \) of \( \nabla \) in \( \mathcal{U}(\mathbb{R}^d) \) such that \( \lambda_1(\mathbb{R}^d, V) \) is simple for every \( V \in \mathcal{N} \) and \( V \mapsto \sqrt{|W|} \phi_1(\mathbb{R}^d, V) \) (defined up to sign) is a continuous function from \( \mathcal{N} \) to \( L^2(\mathbb{R}^d, \mathbb{C}) \).

**Proof.** Let \( \mathcal{N} \) be a neighborhood of \( \nabla \) such that \( \lambda_1(\mathbb{R}^d, V) \) is simple for every \( V \in \mathcal{N} \) (Theorem 2.8). Fix \( C, \varepsilon > 0 \) such that \( |W(x)| < C e^{2|\varepsilon x|} \) almost everywhere on \( \mathbb{R}^d \). Let, moreover, \( \varepsilon' \) be a constant larger than \( \varepsilon \).
The estimates obtained in [2, Theorems 4.1, 4.3 and 4.4] imply that, up to taking a smaller $N$, there exists $K > 0$ such that
\[
\int_{\mathbb{R}^d} e^{x' |x|} \phi_k(\mathbb{R}^d, V)^2 dx < K
\]
for every $V \in N$.

Let $(V_n)_{n \in \mathbb{N}}$ be a sequence converging to $\mathcal{V}$ in $\mathcal{V}(\mathbb{R}^d)$. Since $x' > x$, given $\epsilon > 0$, there exists $R > 0$ such that for every $n$ large enough
\[
\int_{\{x \in \mathbb{R}^d \mid |x| > R\}} |W(x)| (\phi_k(\mathbb{R}^d, V_n)^2 + \phi_k(\mathbb{R}^d, V)^2) dx < \epsilon
\]

Moreover, by continuity of $V \mapsto \phi_k(\mathbb{R}^d, V)$ from $N$ to $L^2(\mathbb{R}^d, \mathbb{R})$ and since $W \in L^\infty_{\text{loc}}(\mathbb{R}^d, \mathbb{R})$,
\[
\int_{\{x \in \mathbb{R}^d \mid |x| > R\}} |W(x)| (\phi_k(\mathbb{R}^d, V_n) - \phi_k(\mathbb{R}^d, V))^2 dx < \epsilon
\]

for every $n$ large enough. Therefore, $\sqrt{W} \phi_k(\mathbb{R}^d, V_n)$ converges to $\sqrt{W} \phi_k(\mathbb{R}^d, V)$ in $L^2(\mathbb{R}^d, \mathbb{C})$ as $n$ tends to infinity. \hfill $\square$

Another crucial result for our needs concerns analytic perturbation properties.

**Theorem 2.10** ([20, Chapter VII], [31, Chapter II]). Let $I$ be an interval of $\mathbb{R}$ and $\Omega$ belong to $\Xi_d^\infty$. Assume that $V$ belongs to $\mathcal{V}(\Omega)$ and that $\mu \mapsto W_\mu$ is an analytic function from $I$ into $L^\infty(\Omega, \mathbb{R})$. Then, there exist two families of analytic functions $(\Lambda_k : I \to \mathbb{R})_{k \in \mathbb{N}}$ and $(\Phi_k : I \to L^2(\Omega, \mathbb{R}))_{k \in \mathbb{N}}$ such that for any $\mu$ in $I$ the sequence $(\Lambda_k(\mu))_{k \in \mathbb{N}}$ is the family of eigenvalues of $-\Delta + V + W_\mu$ counted according to their multiplicities and $(\Phi_k(\mu))_{k \in \mathbb{N}}$ is an orthonormal basis of corresponding eigenfunctions.

In the following sections we will also make use of the stronger analytic dependence result stated below.

**Proposition 2.11.** Let $\Omega$ belong to $\Xi_d^\infty$ and $\{V_\mu \mid \mu \in [0, 1]\}$ be a family of functions in $\mathcal{V}(\Omega)$ such that $V_\mu - V_0$ is analytic in $L^\infty(\Omega)$ with respect to $\mu$. Let $W \in L^\infty_{\text{loc}}(\Omega, \mathbb{R})$ be such that $|W(x)| \leq C |V_0(x)| + 1$ for almost every $x \in \Omega$, for some positive constant $C$. Then, if the eigenvalues $\lambda_\mu(\Omega, V_0)$ and $\lambda_\mu(\Omega, V_\mu)$ are simple for $\mu \in (0, 1)$, the map

$$
\mu \mapsto \int_{\Omega} W \phi_\mu(\Omega, V_\mu) \phi_\mu(\Omega, V_0)
$$

is analytic from $(0, 1)$ to $\mathbb{R}$.

**Proof.** First of all notice that, when $\Omega$ is bounded, the proposition follows directly from Theorem 2.10. Let then $\Omega = \mathbb{R}^d$. Since the scalar product in $L^2(\mathbb{R}^d, \mathbb{C})$ is analytic, it is enough to prove that the map $\mu \mapsto \sqrt{W} \phi_k(\mathbb{R}^d, V_\mu)$ is analytic in $L^2(\mathbb{R}^d, \mathbb{C})$ if $\lambda_k(\mathbb{R}^d, V_\mu)$ is simple for $\mu \in (0, 1)$. 

Let us first show that, setting \( T_\mu = -\Delta + V_\mu \) and endowing \( D(T_0) \) with the graph norm \( \| \phi \|_{T_0} = \| \phi \|_{L^2(\mathbb{R}^d, C)} + \| T_0 \phi \|_{L^2(\mathbb{R}^d, C)} \), the eigenfunctions \( \phi_0(\mathbb{R}^d, V_\mu) \) are analytic from \((0, 1)\) to \( D(T_0)\). (This is essentially done in [32, Theorem 5.6]. We adapt the argument to our case for the sake of completeness.) Take \( \lambda_0 \) in the resolvent set of the operator \( T_\mu \), for a fixed \( \mu_0 \in (0, 1) \). For \( \mu \) in a neighborhood of \( \mu_0 \) we have

\[
(T_\mu - \lambda_0)^{-1} = (T_{\mu_0} - \lambda_0)^{-1} (\text{Id} + (V_\mu - V_{\mu_0}) (T_{\mu_0} - \lambda_0)^{-1})^{-1},
\]

where \( \text{Id} \) denotes the identity.

Note that \( \mu \mapsto (\text{Id} + (V_\mu - V_{\mu_0}) (T_{\mu_0} - \lambda_0)^{-1})^{-1} \) is analytic in \( \mathcal{L}(L^2(\mathbb{R}^d, C)) \), the space of linear and continuous operators of \( L^2(\mathbb{R}^d, C) \), for \( \mu \) in a neighborhood of \( \mu_0 \).

Notice also that \( (T_{\mu_0} - \lambda_0)^{-1} \) belongs to \( \mathcal{L}(L^2(\mathbb{R}^d, C), D(T_0)) \), the space of linear and continuous maps from \( L^2(\mathbb{R}^d, C) \) to \( D(T_0) \) (endowed with the graph norm), as it follows from the following series of inequalities:

\[
\| (T_{\mu_0} - \lambda_0)^{-1} \phi \|_{T_0} = \| (T_{\mu_0} - \lambda_0)^{-1} \phi \|_{L^2(\mathbb{R}^d, C)} + \| T_0 (T_{\mu_0} - \lambda_0)^{-1} \phi \|_{L^2(\mathbb{R}^d, C)} \\
\leq \| (T_{\mu_0} - \lambda_0)^{-1} \phi \|_{L^2(\mathbb{R}^d, C)} + \| \phi + (\lambda_0 + V_0 - V_{\mu_0}) (T_{\mu_0} - \lambda_0)^{-1} \phi \|_{L^2(\mathbb{R}^d, C)} \\
\leq \left( \| (T_{\mu_0} - \lambda_0)^{-1} \| + 1 + \| \lambda_0 + V_0 - V_{\mu_0} \|_{L^\infty(\mathbb{R}^d, C)} \right) \| (T_{\mu_0} - \lambda_0)^{-1} \phi \|_{L^2(\mathbb{R}^d, C)}.
\]

Hence \( F \mapsto (T_{\mu_0} - \lambda_0)^{-1} F \) is a linear and continuous operator from \( \mathcal{L}(L^2(\mathbb{R}^d, C)) \) to \( \mathcal{L}(L^2(\mathbb{R}^d, C), D(T_0)) \). It follows from (5) that \( \mu \mapsto (T_{\mu} - \lambda_0)^{-1} \) is analytic from a neighborhood of \( \mu_0 \) to \( \mathcal{L}(L^2(\mathbb{R}^d, C), D(T_0)) \).

Then the eigenfunction \( \phi_0(\mathbb{R}^d, V_\mu) \) is analytic with respect to \( \mu \) in \( D(T_0) \) since the spectral projection

\[
(2\pi i)^{-1} \int_{|\lambda - \lambda_0(\mathbb{R}^d, V_\mu)| = \varepsilon} (T_\mu - \lambda)^{-1} d\lambda,
\]

where \( \varepsilon \) is small enough, is analytic as a function of \( \mu \) taking values in \( \mathcal{L}(L^2(\mathbb{R}^d, C), D(T_0)) \). (See [29, Theorem XII.8] for details.)

To conclude the proof of the proposition it is enough to check that the linear map from \( D(T_0) \) to \( L^2(\mathbb{R}^d, C) \) sending \( \phi \) to \( \sqrt{W} \phi \) is continuous, i.e., that there exists \( \widetilde{C} > 0 \) such that \( \| \sqrt{W} \phi \|_{L^2(\mathbb{R}^d, C)} \leq \widetilde{C} \| \phi \|_{T_0} \) for every \( \phi \in D(T_0) \). We have

\[
\| \sqrt{W} \phi \|_{L^2(\mathbb{R}^d, C)}^2 \leq \widetilde{C} \left( \| \sqrt{W} \phi \|_{L^2(\mathbb{R}^d, C)}^2 + \| \phi \|_{L^2(\mathbb{R}^d, C)}^2 \right) \\
\leq \widetilde{C} \left( \| \nabla \phi \|_{L^2(\mathbb{R}^d, C)}^2 + \| \sqrt{W} \phi \|_{L^2(\mathbb{R}^d, C)}^2 + \| \phi \|_{L^2(\mathbb{R}^d, C)}^2 \right) \\
= \widetilde{C} \left( \| (\Delta + |V_0|) \phi \|_{L^2(\mathbb{R}^d, C)}^2 + \| \phi \|_{L^2(\mathbb{R}^d, C)}^2 \right) \\
\leq \widetilde{C} \left( \| \phi \|_{T_0} \| \phi \|_{L^2(\mathbb{R}^d, C)} + 2 \max \{0, -\text{ess inf} V_0\} \| \phi \|_{L^2(\mathbb{R}^d, C)} \right) \\
\leq \widetilde{C} \| \phi \|_{T_0}^2,
\]

where we can take \( \widetilde{C} = C(1 + 2 \max \{0, -\text{ess inf} V_0\}) \). \( \square \)
The following proposition states the existence of analytic paths of potentials such that the spectrum is simple along them.

**Proposition 2.12.** Let $\Omega$ belong to $\Xi_0^\infty$ and $V, Z \in \mathcal{V}(\Omega)$ be such that $Z - V \in L^\infty(\Omega, \mathbb{R})$. Then there exists an analytic function $\mu \mapsto W_\mu$ from $[0, 1]$ into $L^\infty(\Omega, \mathbb{R})$ such that $W_0 = 0$, $W_1 = Z - V$ and the spectrum of $-\Delta + V + W_\mu$ is simple for every $\mu \in (0, 1)$.

**Proof.** Denote by $\mathcal{C}_0(\Omega)$ the subspace of $L^\infty(\Omega)$ of continuous real-valued functions vanishing at infinity. Note that $\mathcal{C}_0(\Omega)$ is a separable Banach space. The proof of the proposition is based on [35, Theorem B], which guarantees that the thesis holds true with $W_\mu \in \mathcal{C}_0(\Omega) + \mathbb{R}(Z - V)$ provided that, for every $W \in \mathcal{C}_0(\Omega) + \mathbb{R}(Z - V)$ and every multiple eigenvalue $\lambda$ of $-\Delta + V + W$, there exist two orthonormal eigenfunctions $\phi_1$ and $\phi_2$ pertaining to $\lambda$ such that the linear functionals

$$p \mapsto \int_\Omega p(\phi_1^2 - \phi_2^2)dx$$

and

$$p \mapsto \int_\Omega p\phi_1\phi_2dx$$

are linearly independent on $\mathcal{C}_0(\Omega) + \mathbb{R}(Z - V)$.

The linear independence of the two functionals can be proved by taking any pair of orthonormal eigenfunctions $\phi_1$ and $\phi_2$ pertaining to $\lambda$ and assuming by contradiction that there exists $(a_1, a_2) \in \mathbb{R}^2 \setminus \{(0, 0)\}$ such that

$$p \mapsto \int_\Omega p(a_1\phi_1^2 - a_1\phi_2^2 + a_2\phi_1\phi_2)dx$$

is identically equal to zero on $\mathcal{C}_0(\Omega) + \mathbb{R}(Z - V)$. Hence, $a_1\phi_1^2 - a_1\phi_2^2 + a_2\phi_1\phi_2$ must be identically equal to zero on $\Omega$.

By diagonalizing the quadratic form $a_1v_1^2 - a_1v_2^2 + a_2v_1v_2$ we end up with $c_1, c_2 \in \{-1, 0, 1\}$ and two linearly independent eigenfunctions $\psi_1$ and $\psi_2$ pertaining to $\lambda$ such that $c_1^2 + c_2^2 > 0$ and

$$c_1\psi_1^2 + c_2\psi_2^2 \equiv 0.$$ 

Then for every $x \in \Omega$ either $\psi_1(x) = \psi_2(x)$ or $\psi_1(x) = -\psi_2(x)$. Thanks to the unique continuation property (see [34]) we have $\psi_1 = \pm \psi_2$, contradicting the linear independence of $\psi_1$ and $\psi_2$. □

### 2.3. Genercity: Topologies and Definitions

From now on we will write simply $L^p(\Omega)$ or $L^p_{\text{loc}}(\Omega)$ to denote $L^p(\Omega, \mathbb{R})$ or $L^p_{\text{loc}}(\Omega, \mathbb{R})$ respectively. Similarly, $H^p(\Omega)$ and $H^p_0(\Omega)$ will denote $H^p(\Omega, \mathbb{R})$ and $H^p_0(\Omega, \mathbb{R})$. 
For every $\Omega \in \Xi_d^Y$ let $\mathcal{W}(\Omega)$ be equal to $L^\infty(\Omega)$ if $\Omega \in \Xi_d$ or to
\[
\left\{ W \in L^\infty_{\text{loc}}(\mathbb{R}^d) \mid \text{ess sup}_{x \in \mathbb{R}^d} \frac{\log(\|W(x)\| + 1)}{\|x\| + 1} < \infty \right\}
\]
if $\Omega = \mathbb{R}^d$. In both cases endow $\mathcal{W}(\Omega)$ with the $L^\infty$ topology. Denote
\[
\mathcal{Z}(\Omega, U) = \{(V, W) \mid V \in \mathcal{V}(\Omega), W \in \mathcal{W}(\Omega), V + uW \in \mathcal{V}(\Omega) \text{ for every } u \in U \}
\]
and endow $\mathcal{Z}(\Omega, U)$ with the product $L^\infty$ topology. We also introduce, for every $V \in \mathcal{V}(\Omega)$ and every $W \in \mathcal{W}(\Omega)$, the topological subspaces of $\mathcal{V}(\Omega)$ and $\mathcal{W}(\Omega)$ defined, with a slight abuse of notation, by
\[
\mathcal{V}(\Omega, W, U) = \{ \tilde{V} \in \mathcal{V}(\Omega) \mid (\tilde{V}, W) \in \mathcal{Z}(\Omega, U) \},
\]
\[
\mathcal{W}(\Omega, V, U) = \{ \tilde{W} \in \mathcal{W}(\Omega) \mid (V, \tilde{W}) \in \mathcal{Z}(\Omega, U) \}.
\]
Notice that neither $\mathcal{V}(\Omega, W, U)$ nor $\mathcal{W}(\Omega, V, U)$ is empty. Moreover, both $\mathcal{V}(\Omega, W, U)$ and $\mathcal{W}(\Omega, V, U)$ are invariant by the set addition with $L^\infty(\Omega)$. In particular, they are open in $\mathcal{V}(\Omega)$ and $\mathcal{W}(\Omega)$ respectively and they coincide with $L^\infty(\Omega)$ when $\Omega \in \Xi_d$.

Theorem 2.6 motivates the following definition.

**Definition 2.13.** Let $V \in \mathcal{V}(\Omega)$ and $W \in \mathcal{W}(\Omega)$. We say that $(\Omega, V, W)$ is fit for control if $(\lambda_{+1}(\Omega, V) - \lambda_{-1}(\Omega, V))_{i \in \mathbb{N}}$ is non-resonant and $B_{\Omega}(\Omega, V, W)$ is frequently connected for some reordering $h$. Let $(V, W)$ be an element of $\mathcal{Z}(\Omega, U)$. We say that the quadruple $(\Omega, V, W, U)$ is effective if $(\Omega, V + uW, W)$ is fit for control for some $u$ such that $[u, u + \delta) \subset U$ for some $\delta > 0$.

Theorem 2.6 can then be rephrased by saying that being effective is a sufficient condition for controllability in the sense of the density matrices. The rest of the paper deals with the genericity of the notions introduced in Definition 2.13.

Let us recall that a topological space $X$ is called a Baire space if the intersection of countably many open and dense subsets of $X$ is dense in $X$. Every complete metric space is a Baire space. The intersection of countably many open and dense subsets of a Baire space is called a residual subset of $X$. Given a Baire space $X$, a boolean function $P : X \to \{0, 1\}$ is said to be a generic property if there exists a residual subset $Y$ of $X$ such that every $x$ in $Y$ satisfies property $P$, that is, $P(x) = 1$.

3. The Triple $(\Omega, V, W)$ is Generically Fit for Control with Respect to the Pair $(V, W)$

Let us start by recalling a known result on the generic simplicity of eigenvalues for Schrödinger operators on bounded domains (see [4]).

**Proposition 3.1** (Albert). Let $\Omega$ belong to $\Xi_d$. For every $k \in \mathbb{N}$ the set
\[
\{ V \in L^\infty(\Omega) \mid \lambda_1(\Omega, V), \ldots, \lambda_k(\Omega, V) \text{ are simple} \}
\]
is open and dense in $L^\infty(\Omega)$. Hence, the spectrum $\sigma(\Omega, V)$ is simple generically with respect to $V$.  

For every $\Omega \in \Xi_d^\infty$ and every $k \in \mathbb{N}$, let

$$\mathcal{R}_k(\Omega) = \{ V \in \mathcal{V}(\Omega) | \lambda_1(\Omega, V), \ldots, \lambda_k(\Omega, V) \text{ are simple} \}. \tag{6}$$

We generalize Proposition 3.1 as follows.

**Proposition 3.2.** Let $\Omega$ belong to $\Xi_d^\infty$. For every $K \in \mathbb{N}$ and $q = (q_1, \ldots, q_K) \in Q^K \setminus \{0\}$, the set

$$\mathcal{G}_q(\Omega) = \left\{ V \in \mathcal{R}_K(\Omega) | \sum_{j=1}^K q_j \lambda_j(\Omega, V) \neq 0 \right\} \tag{7}$$

is open and dense in $\mathcal{V}(\Omega)$. Hence, the spectrum $\sigma(\Omega, V)$ forms a non-resonant family generically with respect to $V$.

The proof of Proposition 3.2 is based on the following lemma.

**Lemma 3.3.** Let $\Omega$ belong to $\Xi_d^\infty$ and $\omega$ be a nonempty, open subset compactly contained in $\Omega$ and whose boundary is Lipschitz continuous. Let $v \in L^\infty(\omega)$ and $(V_k)_{k \in \mathbb{N}}$ be a sequence in $\mathcal{V}(\Omega)$ such that $V_k|_{\omega} \to v$ in $L^\infty(\omega)$ as $k \to \infty$ and $\lim_{k \to \infty} \inf_{\Omega \setminus \omega} V_k = +\infty$. Then, for every $j \in \mathbb{N}$, $\lim_{k \to \infty} \lambda_j(\Omega, V_k) = \lambda_j(\omega, v)$. Moreover, if $\lambda_j(\omega, v)$ is simple then (up to the sign) $\phi_j(\Omega, V_k)$ and $\sqrt{V_k} \phi_j(\Omega, V_k)$ converge respectively to $\phi_j(\omega, v)$ and $\sqrt{\psi_j}(\omega, v)$ in $L^2(\Omega, C)$ as $k$ goes to infinity, where $\phi_j(\omega, v)$ is identified with its extension by zero outside $\omega$.

**Proof of Lemma 3.3.** Without loss of generality we can assume that $v \geq 1$ on $\omega$ and $V_k \geq 1$ on $\Omega$. Indeed, for $k$ large enough $V_k \geq 1$ on $\Omega \setminus \omega$ and, for what concerns the values of $V_k$ and $v$ on $\omega$, it suffices to notice that if we replace $v$ by $v + c$ and each $V_k$ by $V_k + c$ with

$$c = \max\{ \|v\|_{L^\infty(\omega)}, \|V_k\|_{L^\infty(\omega)} | k \in \mathbb{N} \} + 1,$$

then we simply operate a shift of the spectra $\sigma(v, \omega)$ and $\sigma(V_k, \Omega)$ by the common constant $c$. Therefore, the operators $-\Delta + v$ and $-\Delta + V_k$ are invertible and their inverses, denoted respectively by $a: L^2(\omega) \to L^2(\omega)$ and $A_k: L^2(\Omega) \to L^2(\Omega)$, have uniformly bounded norm.

Let $A: L^2(\Omega) \to L^2(\Omega)$ be the operator associating with $f \in L^2(\Omega)$ the extension by zero on $\Omega \setminus \omega$ of $a(f|_{\omega})$. Let us prove that $A_k$ converges pointwise to $A$.

Fix $f \in L^2(\Omega)$ and denote, for every $k \in \mathbb{N}$, $w_k = A_k f$ and $w = Af$. Then $w_k \in H_0^1(\Omega)$ is the weak solution of

$$(-\Delta + V_k)w_k = f \quad \text{in } \Omega$$

and $w|_{\omega} \in H_0^1(\omega)$ is the weak solution of

$$(-\Delta + v)w = f \quad \text{in } \omega. \tag{8}$$

We must prove that $\|w_k - w\|_{L^2(\Omega)}$ tends to zero as $k$ goes to infinity.
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By definition of weak solution, for every \( \varphi \in H^1_0(\Omega) \),

\[
\int_{\Omega} \nabla w_k \cdot \nabla \varphi + \int_{\Omega} V_k w_k \varphi = \int_{\Omega} f \varphi
\]

and, similarly, for every \( \psi \in H^1_0(\omega) \),

\[
\int_{\omega} \nabla w \cdot \nabla \psi + \int_{\omega} \psi w \psi = \int_{\omega} f \psi.
\]

Taking \( w \) as \( \varphi \) in (9) we easily get that the sequence \( w_k \) is uniformly bounded in \( H^1_0(\Omega) \). Denote by \( w^* \) the limit of a subsequence of \( w_k \) weakly converging in \( H^1_0(\Omega) \) (whose existence is guaranteed by Banach–Alaoglu theorem). With a slight abuse of notation, let us identify \( w_k \) with its weakly converging subsequence.

The definition of weak convergence and (9) imply that, for every \( \psi \in H^1_0(\omega) \),

\[
\int_{\omega} \nabla w^* \cdot \nabla \psi + \int_{\omega} \psi w^* \psi = \int_{\omega} f \psi.
\]

Taking again \( \varphi = w_k \) in (9), we notice that \( \{ \sqrt{\inf_{\omega} V_k} \| w_k \|_{L^2(\Omega, \omega)} \}_{k \in N} \) is a bounded sequence in \( \mathbb{R} \). Hence, \( w_k \to 0 \) in \( L^2(\Omega \setminus \omega) \) and thus \( w^* = 0 \) on \( \Omega \setminus \omega \). Recall that, since the boundary of \( \omega \) is Lipschitz continuous, then any \( H^1 \) function which is defined in a neighborhood of \( \omega \) and which annihilates outside \( \omega \) belongs to \( H^1_0(\omega) \) (see [19, Lemma 3.2.15]). Hence \( w^* \in H^1_0(\omega) \) coincides with \( w \), the unique weak solution of (8). Since a \( H^1 \)-weakly converging sequence converges \( L^2 \)-strongly on bounded sets (see, for instance, [21, Theorem 8.6]), then we have proved the convergence of \( w_k \) to \( w \) in \( L^2(\Omega) \), that is, the pointwise convergence of \( A_k \) to \( A \).

We claim that the family of operators \( \{ A_k \mid k \in N \} \) is collectively compact. Recall that \( \{ A_k \mid k \in N \} \) is collectively compact if for every \( (f_k)_{k \in N} \) in the unit ball of \( L^2(\Omega) \), the set \( \{ A_k f_k \mid k \in N \} \) is pre-compact (see [8]). The proof of this fact is quite classical and the argument proposed here follows a similar one given in [6, Lemma 5.1]. Let \( z_k = A_k f_k \) and notice that

\[
\| \nabla z_k \|^2_{L^2(\Omega)} + \| \sqrt{\nabla z_k} \|^2_{L^2(\Omega)} = \int_{\Omega} f_k z_k.
\]

Since the \( A_k \)'s are uniformly bounded, then the right-hand side of (10) is uniformly bounded. Thus, up to extracting a subsequence, \( z_k \) weakly converges to some \( z \) in \( H^1_0(\Omega) \). If \( \Omega \in \mathbb{E}_d \) then \( z_k \to z \) strongly in \( L^2(\Omega) \) which proves the collective compactness of \( A_k \) in this case. When \( \Omega = \mathbb{R}^d \) let \( \nabla(x) = \inf_{V_k(x)} V_k(x) \) for every \( x \in \mathbb{R}^d \). Then \( \nabla \) belongs to \( L^\infty_{\text{loc}}(\mathbb{R}^d) \), \( \nabla \geq 1 \) almost everywhere and \( \lim_{|x| \to \infty} \nabla(x) = + \infty \). In order to prove this last property, assume by contradiction that there exists a sequence \( x_k \) such that \( \lim_{k \to \infty} \| x_k \| = \infty \) and \( \nabla(x_k) \) is uniformly bounded. Then there exists a subsequence \( x_{k_j} \) such that either \( v_j = V_m(x_{k_j}) \) is uniformly bounded for some \( m \in N \) or \( V_m(x_{k_j}) \) is uniformly bounded for some unbounded sequence \( (m_j)_{j \in N} \) in \( N \). The contradiction follows in the first case from the fact that \( V_m \in \mathcal{U}(\mathbb{R}^d) \), while in the second case it is a consequence of the convergence of \( \inf_{\mathbb{R}^d} V_k \) to infinity as \( k \) goes to infinity. Then, for every \( \rho > 0 \),

\[
\| z_k - z \|^2_{L^2(\mathbb{R}^d)} \leq \int_{|x| \geq \rho} (z_k - z)^2 + \frac{1}{\rho} \int_{|x| \leq \rho} (z_k - z)^2 \nabla
\]
and $[\nabla < \rho]$ is bounded. It follows from (10) that the $L^2$-norm of $z_k \sqrt{\nabla}$ on $\mathbb{R}^d$ is uniformly bounded with respect to $k$. Since $z_k$ converges $H^1$-weakly to $z$ in $\mathbb{R}^d$, and therefore $L^2$-strongly on each compact set, then $z \sqrt{\nabla}$ belongs to $L^2(\mathbb{R}^d)$. We deduce that $\int_{[\nabla > \rho]} (z_k - z)^2 \nabla$ is uniformly bounded with respect to $k$ and thus, for $\rho$ large enough, $(1/\rho) \int_{[\nabla > \rho]} (z_k - z)^2 \nabla$ is arbitrarily small, uniformly with respect to $k$. Since $[\nabla < \rho]$ is bounded, then, for any fixed $\rho$, $z_k \rightarrow z$ in $L^2([\nabla < \rho])$. It follows from (11) that $z_k$ converges to $z$ in $L^2(\mathbb{R}^d)$, concluding the proof of the collective compactness of $\{A_k\}_{k \in \mathbb{N}}$.

Theorems 4.8 and 4.11 in [8] guarantee that $\lambda_j(\Omega, V_k)$ converges to $\lambda_j(\omega, v)$ as $k$ goes to infinity for every $j \in \mathbb{N}$ and that, if $\lambda_j(\omega, v)$ is simple, then (up to the sign) $\lim_{k \rightarrow \infty} \phi_j(\Omega, V_k) = \phi_j(\omega, v)$ in $L^2(\Omega)$.

To conclude the proof we observe that it is enough to show that the restriction of $\sqrt{\nabla} \phi_j(\Omega, V_k)$ to $\Omega \setminus \omega$ converges to zero in $L^2(\Omega \setminus \omega)$ as $k$ goes to infinity, where $j$ is such that $\lambda_j(\omega, v)$ is simple.

Since $\phi_j(\Omega, V_k)$ satisfies
\[
(-\Delta + V_k) \phi_j(\Omega, V_k) = \lambda_j(\Omega, V_k) \phi_j(\Omega, V_k)
\]
in the weak sense, then taking $\phi_j(\Omega, V_k)$ as test function we have
\[
\int_{\Omega} \|\nabla \phi_j(\Omega, V_k)\|^2 + \int_{\Omega} V_k \phi_j(\Omega, V_k)^2 = \lambda_j(\Omega, V_k). \tag{12}
\]
In particular the sequence $(\phi_j(\Omega, V_k))_{k \in \mathbb{N}}$ is uniformly bounded in $H^1_0(\Omega)$ and so $\phi_j(\Omega, V_k)$ converges to $\phi_j(\omega, v)$ not only strongly in $L^2(\Omega)$ but also weakly in $H_0^1(\Omega)$. Hence,
\[
\limsup_{k \rightarrow \infty} \|\sqrt{\nabla} \phi_j(\Omega, V_k)\|^2_{L^2(\Omega \setminus \omega)} = \lambda_j(\omega, v) - \int_{\omega} w \phi_j(\omega, v)^2 - \liminf_{k \rightarrow \infty} \|\nabla \phi_j(\Omega, V_k)\|^2_{L^2(\Omega)} \leq \lambda_j(\omega, v) - \int_{\omega} w \phi_j(\omega, v)^2 - \|\nabla \phi_j(\omega, v)\|^2_{L^2(\Omega)}.
\]
The last term of the above inequality is equal to zero, as it follows from the analogous of (12) for $\phi_j(\omega, v)$. \hfill \Box

Proof of Proposition 3.2. The second part of the statement clearly follows from the first one, since
\[
\{V \in \mathcal{U}(\Omega) \mid \sigma(\Omega, V) \text{ non-resonant} \} = \bigcap_{q \in \Delta_{\mathcal{Q}, \Omega}(Q^d \setminus \{0\})} C_q(\Omega).
\]

For each $K \in \mathbb{N}$ and $q = (q_1, \ldots, q_K) \in \mathcal{Q}^K \setminus \{0\}$, the openness of $C_q(\Omega)$ in $\mathcal{U}(\Omega)$ follows directly from the continuity of the eigenvalues on $V$. (See Theorem 2.8.)

We prove the density of $C_q(\Omega)$ in $\mathcal{U}(\Omega)$ by an analytic perturbation argument. Fix $V \in \mathcal{U}(\Omega)$. Let $\omega$ be a $d$-orthotope compactly contained in $\Omega$ and $v$ a measurable bounded function on $\omega$ such that $\sigma(\omega, v)$ is non-resonant. (The existence of such $\omega$ and $v$ is obtained in [16, Section 6.3] for $d = 3$ and the proof extends with no extra difficulty to the general case $d \in \mathbb{N}$.)

Let us consider a sequence $(V_k)_{k \in \mathbb{N}} \in \mathcal{U}(\Omega)$ such that $V_k - V \in L^\infty(\Omega)$, $\forall k \in \mathbb{N}$ and such that $V_k |_{\omega} \rightarrow v$ in $L^\infty(\omega)$ as $k \rightarrow \infty$ and $\lim_{k \rightarrow \infty} \inf_{\Omega \setminus \omega} V_k = +\infty$. 

By Lemma 3.3 we have that \( \lim_{k \to \infty} \sum_{j=1}^{K} q_j \phi_j(\Omega, V_k) = \sum_{j=1}^{K} q_j \phi_j(\omega, v) \neq 0 \) so that \( V_k \in \Theta_q \) for some \( k \) large enough.

By Proposition 2.12 we can construct an analytic path \( \mu \mapsto W_\mu \) from \( [0, 1] \) into \( L^\infty(\Omega) \) such that \( W_0 = 0, W_1 = V - V \) and the spectrum of \( -\Delta + V + W_\mu \) is simple for every \( \mu \in (0, 1) \). This, together with Theorem 2.10, implies that the map \( \mu \mapsto \sum_{j=1}^{K} q_j \phi_j(\Omega, V + W_\mu) \), which is different from zero at \( \mu = 1 \), is analytic and thus different from zero almost everywhere. Hence, \( \Theta_q \) is dense in \( V(\Omega) \).

The following theorem extends the analysis from \( V \) to the pair \( (V, W) \), combining the generic non-resonance of the spectrum of \( -\Delta + V \) with the genericity of the connectedness of the matrices \( B_n^\mu(\Omega, V, W) \).

**Theorem 3.4.** Let \( \Omega \) belong to \( \Xi^\omega_q \). Then, generically with respect to \( (V, W) \in \mathcal{I}(\Omega, U) \) the triple \( (\Omega, V, W) \) is fit for control.

**Proof.** We proved in Proposition 3.2 that each \( \mathcal{R}_k(\Omega) \), defined in (6), is open and dense in \( \mathcal{V}(\Omega) \). If \( V \) belongs to \( \mathcal{R}_k(\Omega) \), then the eigenfunctions \( \phi_k(\Omega, V), \ldots, \phi_k(\Omega, V) \) are uniquely defined in \( L^2(\Omega) \) up to sign. It makes sense, therefore, to define

\[
\mathcal{U}_k(\Omega, U) = \left\{ (V, W) \in \mathcal{I}(\Omega, U) | V \in \mathcal{R}_k(\Omega), \int_{\Omega} W\phi_j(\Omega, V)\phi_j(\Omega, V) \neq 0 \text{ for every } 1 \leq j_1, j_2 \leq k \right\}.
\]

Let \( 1 \leq j_1, j_2 \leq k \). As it follows from the unique continuation property (see [34]), the product \( \phi_{j_1}(\Omega, V)\phi_{j_2}(\Omega, V) \) is a nonzero function on \( \Omega \). The set of potentials \( W \) belonging to \( \mathcal{W}(\Omega) \) that are not orthogonal to \( \phi_{j_1}(\Omega, V)\phi_{j_2}(\Omega, V) \) is therefore open and dense in \( \mathcal{W}(\Omega) \). Intersecting all such sets as \( j_1 \) and \( j_2 \) vary in \( \{1, \ldots, k\} \) we obtain again an open and dense subset of \( \mathcal{W}(\Omega) \). Hence, \( \mathcal{U}_k(\Omega, U) \) is dense in \( \mathcal{I}(\Omega, U) \). Its openness, moreover, follows from Proposition 2.9.

The proof is concluded by noticing that \( (\Omega, V, W) \) is fit for control if \( (V, W) \) belongs to

\[
\left( \bigcap_{k \in \mathbb{N}} \mathcal{U}_k(\Omega, U) \right) \cap \left( \bigcap_{q \in \mathbb{N}} \mathcal{Q}_q(\Omega) \right),
\]

which is a countable intersection of open and dense subsets of \( \mathcal{I}(\Omega, U) \). \( \square \)

### 4. Generic Controllability with Respect to One Single Argument

The following technical result will play a crucial role in the later discussion.

**Lemma 4.1.** Let \( \Omega \) belong to \( \Xi^\omega_q \) and \( Z \) be a non-constant absolutely continuous function on \( \Omega \). Then there exist \( \omega \in \Xi_d \) compactly contained in \( \Omega \) with Lipschitz continuous boundary and a reordering \( h : \mathbb{N} \to \mathbb{N} \) such that \( \sigma(\omega, 0) \) is simple and

\[
\int_{\omega} Z\phi_{h(l)}(\omega, 0)\phi_{h(l+1)}(\omega, 0) \neq 0 \tag{13}
\]

for every \( l \in \mathbb{N} \).
Proof. Let \( \tilde{x} \in \Omega \) be such that \( \nabla Z(\tilde{x}) \) exists and is different from zero. Up to a change of coordinates \( \tilde{x} = 0 \) and each component of \( \nabla Z(0) = (\partial_i Z(0), \ldots, \partial_d Z(0)) \) is different from zero.

Take as \( \omega \) an orthotope of the type \( (0, r_1) \times \cdots \times (0, r_d) \) such that \( \sigma(\omega, 0) \) is simple. This is true, for instance, if

\[
\prod_{1 \leq j \leq d, j \neq i} r_j^2, \quad j = 1, \ldots, d,
\]

are \( \mathbb{Q} \)-linearly independent. Let \( r = (r_1, \ldots, r_d) \).

The choice of \( r \) guarantees that \( \sigma(\omega, 0) \) is simple for every \( \omega > 0 \). Therefore, the eigenfunctions of \( -\Delta \) on \( \omega \alpha \) are uniquely defined up to sign by

\[
\psi_k^2(x_1, \ldots, x_d) = \frac{2^d \pi}{\alpha \sqrt{\prod_{i=1}^d r_i}} \prod_{i=1}^d \sin \left( \frac{k_i x_i \pi}{\alpha r_i} \right)
\]

where \( k = (k_1, \ldots, k_d) \) belongs to \( \mathbb{N}^d \).

Denote by \( f_i(k) \) the element of \( \mathbb{N}^d \) obtained from \( k \) by adding 1 to its \( i \)th component. By construction \( Z(x) = Z(0) + \sum_{j=1}^d x_j \partial_j Z(0) + z(x) \) with \( \lim_{x \to 0} z(x)/\|x\| = 0 \). Hence,

\[
\int_{\omega \alpha} Z(x) \psi_k^2(x) \psi_{f_i(k)}(x) dx = 2\partial_i Z(0) \int_0^{\alpha \pi} x \sin \left( \frac{k_i x_i \pi}{\alpha r_i} \right) \sin \left( \frac{(k_i + 1) x_i \pi}{\alpha r_i} \right) dx_i + \phi_{k_i}(x)
\]

with \( |\phi_{k_i}(x)| \leq \varphi(x) \) and \( \varphi \), independent of \( k \) and \( i \), satisfies \( \lim_{x \to 0} \varphi(x)/x = 0 \). (One can take, for instance, \( \varphi(x) = \sup_{x \in \omega \alpha} |z(x)| \).)

Notice now that

\[
\frac{1}{\alpha^2 r_i^2} \int_0^{\alpha \pi} x \sin \left( \frac{k_i x_i \pi}{\alpha r_i} \right) \sin \left( \frac{(k_i + 1) x_i \pi}{\alpha r_i} \right) dx_i = \frac{4k_i (1 + k_i)}{(1 + 2k_i)^2 \pi^2}
\]

and that

\[
\lim_{k_i \to \infty} \frac{4k_i (1 + k_i)}{(1 + 2k_i)^2 \pi^2} = -\frac{1}{\pi^2}.
\]

Therefore, for \( \alpha \) small enough, we have

\[
\int_{\omega \alpha} Z(x) \psi_k^2(x) \psi_{f_i(k)}(x) dx \neq 0
\]

for every \( k \in \mathbb{N}^d \) and every \( i \in \{1, \ldots, d\} \).

We are left to prove that there exists a bijection \( \hat{h} : \mathbb{N} \to \mathbb{N}^d \) such that \( \|\hat{h}(j + 1) - \hat{h}(j)\| = 1 \) for every \( j \in \mathbb{N} \). This can be interpreted by saying that an infinite-length snake as in [36] can fill \( \mathbb{N}^d \) (see Figure 1).
We claim that the following holds:

For every \( m = (m_1, \ldots, m_d) \in \mathbb{N}^d \) such that each \( m_j \) is odd, there exists a bijection

\[
\hat{h}_m : \{1, \ldots, \prod_{i=1}^{d} m_i\} \rightarrow \{1, \ldots, m_1\} \times \cdots \times \{1, \ldots, m_d\}
\]

such that \( \|\hat{h}_m(j + 1) - \hat{h}_m(j)\| = 1 \) for \( j = 1, \ldots, \prod_{i=1}^{d} m_i - 1 \), \( \hat{h}_m(1) = (1, \ldots, 1) \) and \( \hat{h}_m(\prod_{i=1}^{d} m_i) = m \). Moreover, if we define \( \bar{m} = (m_1, \ldots, m_{\bar{d}}) = (m_1, \ldots, m_{p-1}, m_p + 2, m_{p+1}, \ldots, m_d) \) for some \( p \in \{1, \ldots, d\} \), then the map \( \hat{h}_m \) can be extended to a bijection

\[
\hat{h}_{\bar{m}} : \{1, \ldots, \prod_{i=1}^{\bar{d}} \bar{m}_i\} \rightarrow \{1, \ldots, \bar{m}_1\} \times \cdots \times \{1, \ldots, \bar{m}_{\bar{d}}\}
\]

verifying \( \|\hat{h}_{\bar{m}}(j + 1) - \hat{h}_{\bar{m}}(j)\| = 1 \) for \( i = 1, \ldots, \prod_{i=1}^{\bar{d}} \bar{m}_i - 1 \), \( \hat{h}_{\bar{m}}(1) = (1, \ldots, 1) \) and \( \hat{h}_{\bar{m}}(\prod_{i=1}^{\bar{d}} \bar{m}_i) = \bar{m} \).

To prove the existence of such \( \hat{h}_{\bar{m}} \) we proceed by induction. For \( d = 1 \) the claim is trivial. Let now \( d = \tilde{d} > 1 \) and assume that the claim is true for \( d = \tilde{d} - 1 \). Let \( m = (m_1, \ldots, m_{\tilde{d}}) \in \mathbb{N}^{\tilde{d}} \) with \( m_i \) odd for every \( i = 1, \ldots, \tilde{d} \). The first part of the claim on \( \hat{h}_m \) is obvious when \( m_{\tilde{d}} = 1 \) by the inductive assumption. If \( m_{\tilde{d}} > 1 \) we consider a function \( \hat{h}_{\bar{m}} \) satisfying the first part of the claim with \( \bar{m} = (m_1, \ldots, m_{\tilde{d}-1}) \). For simplicity denote \( \mu = \prod_{i=1}^{\tilde{d}-1} m_i \). Then the map

\[
\hat{h}_m(i) = \begin{cases} 
\hat{h}_{\bar{m}}(i - j \mu), j + 1 & \text{for } i = j \mu + 1, \ldots, (j + 1) \mu, j \text{ even}, \\
\hat{h}_{\bar{m}}((j + 1) \mu - i + 1), j + 1 & \text{for } i = j \mu + 1, \ldots, (j + 1) \mu, j \text{ odd},
\end{cases}
\]
satisfies the required properties. As for the second part of the claim on \( \hat{h}_m \), let us assume without loss of generality that \( p = \hat{d} \) (if this is not the case it is enough to reorder the indices of \( m_1, \ldots, m_\mu \)). Then the map

\[
\hat{h}_m(i) = \begin{cases} 
\hat{h}_m(i) & \text{for } 1 \leq i \leq \mu m_\mu \\
(\hat{h}_m(\mu m_\mu + i - 1) + 1, m_\mu + 1) & \text{for } \mu m_\mu + 1 \leq i \leq \mu (m_\mu + 1) \\
(\hat{h}_m(i - \mu (m_\mu + 1)), m_\mu + 2) & \text{for } \mu (m_\mu + 1) + 1 \leq i \leq \mu (m_\mu + 2)
\end{cases}
\]

satisfies the required properties.

To conclude the proof of the existence of \( \hat{h} \) it is enough to consider a sequence of \( d \)-uples \( m(l) = (m_1(l), \ldots, m_\mu(l)) \) with positive odd components, such that for every \( l \) there exists \( p \) with \( m_p(l + 1) = m_p(l) + 2 \) and \( m_j(l + 1) = m_j(l) \) for \( j \neq p \), and moreover \( m_j(l) \) goes to infinity as \( l \) goes to infinity for any fixed \( j \). (Take, for instance, \( p = l(\text{mod } d) + 1 \).) The map \( \hat{h} \) is then obtained by extending inductively each map \( \hat{h}_{m(l)} \) to a map \( \hat{h}_{m(l+1)} \).

4.1. The Triple \((\Omega, V, W)\) is Generically Fit for Control with Respect to \( V \)

Let \( \Omega \in \Xi^\infty_d \) and fix \( W \in \mathcal{W}(\Omega) \). Let us consider the following subspace of \( \mathcal{V}(\Omega) \)

\[
\mathcal{\hat{V}}(\Omega, W) = \left\{ V \in \mathcal{V}(\Omega) \mid \text{ess sup}_{x \in \Omega} \frac{|W(x)|}{|V(x)|} + 1 < +\infty \right\}.
\]

Theorem 4.2. Let \( \Omega \) belong to \( \Xi^\infty_d \) and \( W \in \mathcal{W}(\Omega) \) be non-constant and absolutely continuous. Then, generically with respect to \( V \) in \( \mathcal{\hat{V}}(\Omega, W) \), the triple \((\Omega, V, W)\) is fit for control.

Proof. We will denote by \( \mathcal{C}_\infty(\Omega, W) \) the set of potentials \( V \in \mathcal{\hat{V}}(\Omega, W) \) such that for every pair of indices \( j, k \in \{1, \ldots, n\} \) there exists a finite sequence \( r_1, \ldots, r_l \in \mathbb{N} \) such that \( r_1 = j, r_l = k \), \( \hat{\lambda}_e(\Omega, V) \) is simple for every \( i = 1, \ldots, l \), and

\[
\int_\Omega W \phi_{r_i}(\Omega, V) \phi_{rn+1}(\Omega, V) \neq 0
\]

for every \( i = 1, \ldots, l - 1 \).

For every \( i = 1, \ldots, l - 1 \),

\[
\text{the openness of } \mathcal{C}_\infty(\Omega, W) \text{ follows from Proposition 2.9.}
\]

As for its density, apply Lemma 4.1 with \( W \) playing the role of \( Z \). Then there exist \( \omega \in \Xi^\infty_d \) with Lipschitz boundary and compactly contained in \( \Omega \), and a reordering \( h \) of \( \mathbb{N} \) such that \( \sigma(\omega, 0) \) is simple and

\[
\int_\omega W \phi_{h(l)}(\omega, 0) \phi_{h(l+1)}(\omega, 0) \neq 0 \tag{14}
\]

for every \( l \in \mathbb{N} \).

Given \( V \in \mathcal{\hat{V}}(\Omega, W) \), let \( (V_k)_{k \in \mathbb{N}} \) be the sequence in \( \mathcal{V}(\Omega) \) defined by \( V_k = 0 \) in \( \omega \) and \( V_k = V + k \in \Omega \setminus \omega \).

Since we know from Lemma 3.3 that \( \sqrt{\|\nabla \phi_{j}(\Omega, V_k)\|_{L^2(\Omega, \omega)}} \) converges to 0 as \( k \) goes to infinity, for every \( j \in \mathbb{N} \), we have that \( \sqrt{\|W\phi_{j}(\Omega, V_k)\|_{L^2(\Omega, \omega)}} \) converges to 0 as \( k \) goes to infinity and, by equation (14), we deduce that there exists \( k \) large enough such that \( V_k \in \mathcal{C}_\infty(\Omega, W) \).
By Proposition 2.12 there exists an analytic function $\mu \mapsto W_\mu$ from $[0,1]$ into $L^\infty(\Omega)$ such that $W_0 = 0$, $W_1 = V - \nabla$ and the spectrum of $-\Delta + \nabla + W_\mu$ is simple for every $\mu \in (0,1)$. Therefore applying Proposition 2.11 and since $V_1 = \nabla + W_1 \in \mathcal{E}_\mu(\Omega, W)$ we get that $\nabla + W_\mu \in \mathcal{E}_\mu(\Omega, W)$ for almost every $\mu \in (0,1)$, so that $\mathcal{E}_\mu(\Omega, W)$ is dense in $\mathcal{V}(\Omega, W)$.

The set $\bigcap_{n \in \mathbb{N}} \mathcal{E}_\mu(\Omega, W)$ is then residual in $\mathcal{V}(\Omega, W)$. We claim that if $V \in \bigcap_{n \in \mathbb{N}} \mathcal{E}_\mu(\Omega, W)$ then there exists a reordering $\hat{h}$ of $\mathbb{N}$ such that $B^{h}_n(\Omega, V, W)$ is connected for every $n \in \mathbb{N}$. Indeed, let $x$ be a map from the power set of $\mathbb{N}$ into itself defined by

$$x(J) = \left\{ m \in \mathbb{N} \setminus J \mid \int_\Omega W\phi_n(\Omega, V)\phi_m(\Omega, V) \neq 0 \text{ for some } n \in J \right\}.$$ 

Then $\hat{h}$ can be defined inductively as follows: set $\hat{h}(1) = 1$ and, for every $n \in \mathbb{N}$, let $\hat{h}(n+1)$ be the smallest element of $x(\{\hat{h}(1), \ldots, \hat{h}(n)\})$. It is straightforward to check that $\hat{h}$ is a reordering of $\mathbb{N}$.

The triple $(\Omega, V, W)$ is then fit for control if $V$ belongs to

$$\left( \bigcap_{n \in \mathbb{N}} \mathcal{E}_\mu(\Omega, W) \right) \cap \left( \bigcap_{q \in \{0\} \setminus \mathbb{Q}} \mathcal{E}_q(\Omega) \right),$$

that is the intersection of countably many open and dense subsets of $\mathcal{V}(\Omega, W)$. □

Remark 4.3. The proof shows that if $\sigma(\Omega, V)$ is simple and if, for every pair of indices $j, k \in \mathbb{N}$, there exists a finite sequence $r_1, \ldots, r_l \in \mathbb{N}$ such that $r_1 = j$, $r_l = k$, and

$$\int_\Omega W\phi_{r_i}(\Omega, V)\phi_{r_{i+1}}(\Omega, V) \neq 0$$

for every $i = 1, \ldots, l-1$, then there exists a reordering $h$ of $\mathbb{N}$ for which $B^{h}_n(\Omega, V, W)$ is connected for every $n \in \mathbb{N}$. In particular, if $\sigma(\Omega, V)$ is simple and for some reordering $h$ the matrices $B^{h}_n(\Omega, V, W)$ are frequently connected (as in the definition of fitness for control), then we can assume without loss of generality that $B^{h}_n(\Omega, V, W)$ is connected for every $n \in \mathbb{N}$.

The next corollary follows immediately from Theorem 4.2.

Corollary 4.4. Let $\Omega \in \Xi_1$ and $W \in L^\infty(\Omega)$ be non-constant and absolutely continuous. Then, generically with respect to $V$ in $L^\infty(\Omega)$, the triple $(\Omega, V, W)$ is fit for control.

In the unbounded case we deduce the following.

Corollary 4.5. Let $\Omega = \mathbb{R}^d$ and $W \in \mathcal{W}(\mathbb{R}^d)$ be non-constant and absolutely continuous. Assume that $U \subset \mathbb{R}$ has nonempty interior. Then, generically with respect to $V$ in $\mathcal{V}(\mathbb{R}^d, W, U)$, the quadruple $(\mathbb{R}^d, V, W, U)$ is effective.

Proof. Let $u$ belong to the interior of $U$. Assume in particular $[u - \delta, u + \delta] \subset U$. Then, from the definition of $\mathcal{V}(\mathbb{R}^d, W, U)$ we have that $V + uW + \delta W$ and
$V + uW - \delta W$ are both positive outside a bounded subset $\Omega_0$ of $\mathbb{R}^d$. In particular $|W| \leq \frac{1}{\delta} |V + uW|$ outside $\Omega_0$, while $W$ is bounded on $\Omega_0$. Therefore $V + uW \in \mathcal{T}(\mathbb{R}^d, W)$ and applying Theorem 4.2, we have that the triple $(\mathbb{R}^d, V + uW, W)$ is fit for control, generically with respect to $V \in \mathcal{V}(\mathbb{R}^d, W)$. \hfill \Box

4.2. The Quadruple $(\Omega, V, W, U)$ is Generically Effective with Respect to $W$

We prove in this section that for a fixed potential $V$, generically with respect to $W \in \mathcal{W}(\Omega, V, U)$, the quadruple $(\Omega, V, W, U)$ is effective. Notice that $(\Omega, V, W)$ cannot be fit for control if the spectrum of $-\Delta + V$ is resonant, independently of $W$. In this regard the result is necessarily weaker than Theorems 3.4 and 4.2, where the genericity of the fitness for control was proved.

**Proposition 4.6.** Let $\Omega$ belong to $\Xi^\infty_d$ and $V \in \mathcal{V}(\Omega)$ be an absolutely continuous function on $\Omega$. Assume that $U$ has nonempty interior. Then, generically with respect to $W \in \mathcal{W}(\Omega, V, U)$, the quadruple $(\Omega, V, W, U)$ is effective.

**Proof.** Fix $u \neq 0$ in the interior of $U$. Notice that $V + u\mathcal{W}(\Omega, V, U)$ is an open subset of $\mathcal{V}(\Omega)$ diffeomorphic to $\mathcal{W}(\Omega, V, U)$. In particular, for every $K \in \mathbb{N}$ and $q \in \mathbb{Q}^K \setminus \{0\}$, the set $\{W \in \mathcal{W}(\Omega, V, U) \mid V + uW \in \mathcal{C}_q(\Omega)\}$ is open and dense in $\mathcal{W}(\Omega, V, U)$.

For every $W \in \mathcal{W}(\Omega, V, U)$ let $\mathcal{C}_n(\Omega, W)$ be defined as in the previous section. As proved in Corollary 4.5, for every $W \in \mathcal{W}(\Omega, V, U)$ one has $V + uW \in \mathcal{T}(\Omega, W)$. We prove the proposition by showing that for every $n \in \mathbb{N}$, for each $W$ in a open and dense subset of $\mathcal{W}(\Omega, V, U)$ (depending on $n$), $V + uW$ belongs to $\mathcal{C}_n(\Omega, W)$.

Define

$$
\mathcal{P}_n = \{W \in \mathcal{W}(\Omega, V, U) \mid V + uW \in \mathcal{C}_n(\Omega, W)\}.
$$

Because of Remark 4.3 it is enough to prove that each $\mathcal{P}_n$ is open and dense. Since

$$
W \mapsto \int_\Omega W\phi_j(\Omega, V + uW)\phi_k(\Omega, V + uW).
$$

is continuous on $\{W \in \mathcal{W}(\Omega, V, U) \mid \lambda_j(\Omega, V + uW), \lambda_k(\Omega, V + uW)\}$ for every $j, k \in \mathbb{N}$ (Proposition 2.9), we deduce that $\mathcal{P}_n$ is open.

Fix $W \in \mathcal{W}(\Omega, V, U)$. We are left to prove that $W$ belongs to the closure of $\mathcal{P}_n$.

Consider first the case in which $V$ is constant. In particular, $\Omega \in \Xi_d$, $\mathcal{W}(\Omega, V, U) = V + u\mathcal{W}(\Omega, V, U) = L^\infty(\Omega)$, and

$$
\int_\Omega W\phi_j(\Omega, V + uW)\phi_k(\Omega, V + uW) = \int_\Omega W\phi_j(\Omega, uW)\phi_k(\Omega, uW). \tag{15}
$$

Fix $\omega \in \Xi_d$ compactly contained in $\Omega$, whose boundary is Lipschitz continuous and such that the spectrum $\sigma_\omega(0)$ is simple. For instance, $\omega$ can be taken as an orthotope whose side’s lengths are non-resonant. (The simplicity of the spectrum of the Laplace–Dirichlet operator on $\omega$ is actually generic among sufficiently smooth domains, as proved in [23, 38].)
Let \( z \in L^\infty(\omega) \) be non-orthogonal in \( L^2(\omega) \) to \( \phi_j(\omega, 0)\phi_k(\omega, 0) \) for every \( j, k \in \mathbb{N} \). (Such \( z \) exists because each \( \phi_j(\omega, 0)\phi_k(\omega, 0) \) is not identically equal to zero and because \( L^\infty(\omega) \) is a Baire space.) Then, for every \( j, k \in \mathbb{N} \), the derivative of 

\[
\varepsilon \mapsto \int_\omega \varepsilon z \phi_j(\omega, \varepsilon z) \phi_k(\omega, \varepsilon z)
\]
at \( \varepsilon = 0 \) is equal to

\[
\int_\omega z \phi_j(\omega, 0) \phi_k(\omega, 0) \neq 0.
\]

By Theorem 2.10, there exists \( \tilde{\varepsilon} \in \mathbb{R} \) such that the spectrum \( \sigma(\omega, \tilde{\varepsilon} z) \) is simple and

\[
\int_\omega \tilde{\varepsilon} z \phi_j(\omega, \tilde{\varepsilon} z) \phi_k(\omega, \tilde{\varepsilon} z) \neq 0
\]

for every \( j, k \in \mathbb{N} \).

Let \( (W_j)_{j \in \mathbb{N}} \) be a sequence in \( L^\infty(\Omega) \) such that \( W_j - \overline{W} \in L^\infty(\Omega) \), \( \lim_{j \to \infty} W_j|_{\omega_0} = (\tilde{\varepsilon}/u)z \) in \( L^2(\omega) \) and \( \lim_{j \to \infty} \inf_{\omega_0} W_j = +\infty. \) By Lemma 3.3 we deduce that there exists \( \tilde{l} \) large enough such that

\[
\int_\Omega W_j(\Omega, uW_j)\phi_k(\Omega, uW_j) \neq 0 \quad \text{for } j, k = 1, \ldots, n.
\]

By Proposition 2.12 we can consider an analytic curve \( \mu \mapsto \hat{W}_\mu \) in \( L^\infty(\Omega) \) for \( \mu \in [0, 1] \) such that \( \hat{W}_0 = \overline{W} \), \( \hat{W}_1 = W_j \) and the spectrum of \( -\Delta + u\hat{W}_\mu \) is simple for every \( \mu \in (0, 1) \), and we have

\[
\int_\Omega \hat{W}_\mu(\Omega, V + u\hat{W}_\mu)\phi_k(\Omega, V + u\hat{W}_\mu) = \int_\Omega \hat{W}_\mu(\Omega, \hat{W}_\mu)\phi_k(\Omega, u\hat{W}_\mu) \neq 0
\]

for almost every \( \mu \in (0, 1) \) and in particular for some \( \mu \) arbitrarily small, implying that \( \overline{W} \) belongs to the closure of \( \mathbb{B}_n \).

Let now \( V \) be non-constant. Let \( \omega \subset \Omega \) and \( h \) be as in the statement of Lemma 4.1 with \( V \) playing the role of \( Z \).

Take a sequence \( (W_k)_{k \in \mathbb{N}} \) in \( \mathcal{W}(\Omega, V, U) \) such that \( W_k - \overline{W} \) belongs to \( L^\infty(\Omega) \) for every \( k \) and

\[
\lim_{k \to +\infty}\| V + uW_k \|_{L^\infty(\omega)} = 0, \quad \lim_{k \to +\infty}\inf_{\Omega \setminus \omega}(uW_k) = +\infty.
\]

According to Lemma 3.3,

\[
\lim_{k \to +\infty}\phi_{m}(\Omega, V + uW_k) = \phi_{m}(\omega, 0) \quad \text{and} \quad \lim_{k \to +\infty}\sqrt{V + uW_k}\phi_{m}(\Omega, V + uW_k) = 0
\]

in \( L^2(\Omega, \mathcal{C}) \) for every \( m \in \mathbb{N} \), where \( \phi_{m}(\omega, 0) \) is identified with its extension by zero on \( \Omega \setminus \omega \). In particular, we have that \( \sqrt{V}\phi_{m}(\Omega, V + uW_k) \) converges in \( L^2(\Omega, \mathcal{C}) \) as \( k \) tends to infinity to the extension by zero of \( \sqrt{V}\phi_{m}(\omega, 0) \) on \( \Omega \setminus \omega \). Hence,

\[
\lim_{k \to +\infty} \int_{\Omega} W_k\phi_{h(0)}(\Omega, V + uW_k)\phi_{h(l+1)}(\Omega, V + uW_k) = -\frac{1}{u} \int_{\omega} V\phi_{h(l)}(\omega, 0)\phi_{h(l+1)}(\omega, 0) \neq 0,
\]
for every $l \in \mathbb{N}$. For a fixed $n \in \mathbb{N}$, we can choose $k$ large enough so that
\[
\int_{\Omega} W_{l} \phi_{h(l)}(\Omega, V + uW_{l}) \phi_{h(l+1)}(\Omega, V + uW_{l}) \neq 0.
\]
for $l$ large enough, in order to guarantee that $W_{l} \in \mathcal{P}_{\mu}$. By Proposition 2.12 there exists an analytic path $\mu \mapsto \hat{W}_{\mu}$ from $[0, 1]$ into $L^{\infty}(\Omega)$ such that $\hat{W}_{0} = 0$, $\hat{W}_{1} = W_{1} - W$ and the spectrum of $-\Delta + V + uW + u\hat{W}_{\mu}$ is simple for every $\mu \in (0, 1)$. Therefore, by analyticity of the eigenfunctions and by applying Proposition 2.11, we get that
\[
\int_{\Omega} (W + \hat{W}_{\mu}) \phi_{h(j)}(\Omega, V + uW + u\hat{W}_{\mu}) \phi_{h(l+1)}(\Omega, V + uW + u\hat{W}_{\mu}) \neq 0
\]
for almost every $\mu \in (0, 1)$.

Hence, $W$ belongs to the closure of $\mathcal{P}_{\mu}$. 

**Remark 4.7.** It seems possible to adapt the arguments presented above and in the previous section to the conditions ensuring approximate controllability in the recent work by Nersesyan [27]: namely, that there exists a reordering $h$ such that $\lambda_{h(1)}(\Omega, V) - \lambda_{h(j)}(\Omega, V) \neq \lambda_{h(p)}(\Omega, V) - \lambda_{h(q)}(\Omega, V)$ for all $j, p, q \in \mathbb{N}$ such that $\{1, j\} \neq \{p, q\}$ and $j \neq 1$, and that the first line of $B_{\mu}^{h}(\Omega, V, W)$ is made of non-zero elements for every $n \in \mathbb{N}$ ([27] also requires that $\Omega$ is bounded, with smooth boundary and that $V, W$ are smooth up to the boundary). In order to do so, a counterpart of Lemma 4.1 should be proved, replacing (13) by
\[
\int_{\Omega} Z\phi_{h(1)}(\omega, 0) \phi_{h(l)}(\omega, 0) \neq 0, \quad \text{for every } l \in \mathbb{N}.
\]
This is done in [11] for the case $d = 2$ (just replace $\mu$ by $(Z, 0)$ in Proposition 2.8).

5. Conclusion

In this paper we proved that once $(\Omega, V)$ or $(\Omega, W)$ is fixed (with $W$ non-constant), the bilinear Schrödinger equation on $\Omega$ having $V$ as uncontrolled and $W$ as controlled potential is generically approximately controllable in the sense of the density matrices with respect to the other element of the triple $(\Omega, V, W)$.

A natural question is whether a similar property holds with respect to the dependence on $\Omega$. It makes sense to conjecture that it does but the proof of this fact seems hard to obtain through the techniques used here. Fix $V$ and $W$ absolutely continuous on $\mathbb{R}^{d}$ with $W$ nowhere locally constant. Let $m \in \mathbb{N}$ and $\Omega$ belong to the space of bounded $C^{m}$ domains endowed with the $C^{m}$ topology (this space is Baire as proved in [22]). One important remark is that the dependence of $\lambda_{l}(\Omega, V)$ on $\Omega$ is not necessarily analytic, as it would be the case if $V$ was analytic. (A genericity non-resonance result for the spectrum in the case $V = 0$, for instance, has been proved along these lines in [28].) Similarly, the quantities $\int_{\Omega} W\phi_{l}(\Omega, V)\phi_{l}(\Omega, V)$ do not in general vary analytically with respect to $\Omega$. Hence, the pattern of the proofs seen in the previous sections could not be followed. A partial result going in the right direction can be found in [11], where the authors prove that for $V = 0$ and $W \in C^{0}(\mathbb{R}^{2}, \mathbb{R})$ nowhere-constant, for a generic $C^{0}$ domain $\Omega \subset \mathbb{R}^{2}$ one has
\[ \int_{\Omega} \mathcal{W}(\Omega,0) \phi_j(\Omega,0) \neq 0 \text{ for every } j \in \mathbb{N}. \] The proof of this fact in [11] is very technical and ingenious. Its extension to general uncontrolled potentials and to the case \( d > 2 \) looks to be an extremely hard task.
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