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Abstract — As technology overgrows, the assortment of information and the density of work becomes demanding to manage. To resolve the density of employment and human labor, machine-learning (ML) technology developed. Reinforcement learning (RL) is the recent advancement of ML studies. Multi-agent reinforcement learning (MARL) is useful to train multiple agents in the surrounding environment. The previous research studies focused on two-agent cooperation. Their data representation was held in a two-dimensional array, which is called a matrix. The limitation of this two-dimensional array appears as the training data of agents increases. The growth in the training data of agents creates storage drawbacks and data redundancy. Our first aim in this research is to improve an algorithm that can represent MARL training in tensor. In MARL, multiple agents are work together to achieve joint work. To share the training records and data of numerous agents, we need to collect the previous cumulative experience of agents in tensor. Secondly, we will discover the agent’s cooperation and competition, with local and global goals of agents in MARL. Local goals are the cooperation of agents in a group or team where we use the training model as a student and teacher agent. The global goal is the competition between two contrary teams to acquire the reward. All learning agents have their Q table for storing the individual agent’s training data in an environment. The growth in the number of learning agents, their training experience in Q tables, and the requirement for representing multiple data become the most challenging issue. We introduce tensor to store various data to resolve the challenges for data representation in multiple agent associations. Tensor is expressed as the three-dimensional array, although it is an N-way array, which is useful for representing and accessing numerous data. Finally, we will implement an algorithm for learning three cooperative agents against the opposed team using a tensor-based framework in the Q learning algorithm. We will provide an algorithm that can store the training records and data of multiple agents. Tensor advances to get a small storage size than the matrix for the training records of agents. Although three agent cooperation benefits to having maximum optimal reward.

Index Terms — Local and Global goal; MARL; Reinforcement Learning; Tensor decomposition.

I. INTRODUCTION

Reinforcement learning is a framework in which an agent learns by trial and error with the surrounding environment’s interaction. As we see in Fig.1, the agent perceives the entire state of the surrounding location and takes action, and then the agent takes his reward that can be a positive or negative reward; this leads to change into a new state. The agent obtains a scalar reward warning sign that assesses the quality of this transition. The function that indicates the action to take in an actual state is named policy. The goal of the agent is to discover a policy that can maximize the total accumulated reward. In the Markov decision process (MDP) theory, single-agent interact with the surrounding environment, but the second agent is only part of that environment. Markov game is a stochastic game developed to resolve the limitation of MDP and the theory of game designed for multi-agents. A multi-agent system (MAS) [1] is a gathering of autonomous, cooperating entities sharing a familiar environment. The growth in the complication of numerous tasks of agents makes them challenging to handle through preprogrammed performance. However, the agent’s mission is to find out a solution on their own learning skills.

Fig. 1. Representation of Reinforcement Learning.

Previous researchers who work in the Markov game region [2]-[4] focused on studying two-agent teams playing in contradiction of each other. Their research permits a single reward function that one agent tries to maximize, and the opposed agent tries to minimize; this is called a zero-sum game. Nevertheless, as the number of agents rises, the cooperative work or the joint action among agents opens a new door to the research. To resolve the limitation of the previous research area, we propose three agent relationships in one team to get the reward in contradiction of the opposed team in a stationary environment. Our framework is to implement the Q learning function with a representation of tensor in a three-dimensional array. Q learning is the preferred way for agents to train and learn how to perform optimally in Markovian domains. The objectives [5] of Q learning is to train agents in the action value function Qπ(s, a) for policy π by minimizing the estimated loss. The policy is the crucial way to know agents to get the optimal reward using Q learning policy; this helps to identify what action is supposed to take and what circumstances. Q learning does not
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necessitate the idea of the surrounding location, and it can solve problems without stochastic transition, reward, and without demanding adaptation.

Tensor is [6] a multi-dimensional array of arithmetical values. However, we can term a tensor to be an N-dimensions. In this investigation, as Fig.2 shows, we can consider a 3-dimensional tensor that displays the same properties as a higher-dimensional. Tensor is a higher-order simplification of matrices, were a multi-way array, which can denote different types of variability in the higher dimension. This placement of agents in multi-dimensional termed tensor. There are three models; each model represents one agent. The tensor $T_{i,j,k}$ denotes the model 1 agent indicating action i, where model 2 agent demonstrates action j and model 3 agent showing action k.

![Fig. 2. Three-Dimensional Array.](image)

Our paper emphasizes on implementation of the Q-learning algorithm with the improvement in an extension of a tensor. The Multi Q tensor contains the current Q-Tables of all the agents. The tensor factorization [7] consists of storing each episode; the Q-table for each agent involved in the computation with a 3-way array (Tensor) MQT $∈ \mathbb{R}^{S×A×No}$ Agent where the dimensions are the number of states, number of action, and number of agents on which [8] Tucker decomposition should be accomplished. After the factorization, the MQT tensor is emptied to accept new Q-tables produced during the agents’ learning.

II. BACKGROUND

Artificial Intelligence (AI) is a portion of computer science allocating through the simulation of intelligent presentation in a computer. It is a technology [9], making it possible for a machine to acquire experience by adjusting the input and executing human-like tasks. It involves observing the characteristics of human beings’ intelligence and then relating them as algorithms in a computer to make a machine related to humans compared to their intelligence. Machine Learning is an arena [10] of AI, a technique that allows learning machine from data, deprived of being explicitly programmed. It is a solution used to find a statistical structure in the data given, and from there, it will come up with the rules for automating the task. RL is [11] a learning technology that is unlike supervised learning and non-supervised learning. RL allows machine and software agents to learn how to behave in an environment by performing actions and getting the related maximum reward. Its learning steps are to see the current state S, then choose an action A and execute it, after that the agent will receive instant reward R; finally, the agent perceives the new state S’. The RL was used in a single-agent learning environment, but the number of agents opens new learning methods.

MARL is a learning discipline that emphasizes models that consist of two or more agents that learn [12] by dynamically cooperating with their environment. On the other way round, the complication of MARL scenarios rises with the growth in number of agents to train in the environment.

Markov decision process (MDP) studies have been used for single-agent interaction in an environment. MDP [13] is denoted by four-tuple $(S, A, R, T)$ where $S$ indicates a state; $A$ represents as action, $T$ indicates the state transition probability $T: S × A → S$, $R$ is the reward function $R: S × A → R$. The agent’s main aim is to discover a policy, whereas to maximize the estimated discount reward. A reward can be divided into a current or immediate reward and a future reward. However, in MDP [14], a single agent trains with one optimal policy $\pi$ in a stationary environment, but the second agent can only be part of the environment, to fix this problem Markov game added as an extension.

Markov game is a stochastic game generalize as a natural extension of MDP to include multiple agents; it is a suitable mathematic tool to model dynamic interaction situations and permits multiple agents to interact with each other in an environment. Moreover, defined [15] as four-tuple $(S, A, R, T)$ state S, actions $A_1, ..., A_k$ for every agent in the environment, state transition $T: S × A_1 × ... × A_k → S$, and each agent has its estimated reward $R: S × A_1 × ... × A_k → R$. If the reward and the transition function is not identified, there is a Q learning algorithm used to solve the limitation of MDP. In RL, we need to find a function Q(s, a) that calculates the best action A in state S to maximize a collective reward. This function predicted using Q-learning by repeatedly updates Q(s, a) with the Bellman Equation. Q learning [16] is an algorithm used to implement when the MDP is with unknown reward and transition. Q-Learning algorithm is a model-free off-policy RL algorithm where the learner builds incrementally a Q-function which attempts to guess the discounted future rewards for taking action from given states. Q-values are [17] usually stored in a table. To learn the optimal policy $\pi$ for an agent Q function wherein state S and action A, $Q: S × A → R$. The main impression of Q-Learning is to explore all opportunities of state-action pairs and estimate the long-term reward that will be received by applying an action in a state as: $Q(S,A) \leftarrow (1-\alpha)Q(S,A)+\alpha(r+\gamma \max_{A'}Q(S',A'))$ (1)

Where $\gamma$ is a discount factor $0 \leq \gamma < 1$, and $\alpha$ is the learning rate ($\alpha > 0$).

III. LITERATURE REVIEW

Reinforcement learning is a massive area of ML. This research area is vast, and many researchers work on different techniques, but in this manuscript, we will discover some ideas of the researchers who have similar contributions to our research.

The author [18] focuses on learning an agent with
coordinated action to have teammate model and reward allotment. Teammate modeling adopts by observation to predict other teammate actions’ actions. Their proposed work is limited to a two-agent teammate model: one prey and two-hunter agent’s cooperation. They categorized the reward into two kinds; the first one is the immediate reward, which is executed after each action. The second is the goal reward, which is when the training agent reaches the goal state.

The author [7] proposed implementing RL and MARL algorithms by utilizing results from multi-dimensional data using tensor and tensor factorization. Their target is on presenting how to modify the existing Q learning algorithm using tensor factorization in their Q tables by training multi-agents to generate knowledge about the actions performed in the environment. The action taken by agents is to perform the collaborative effort of multiple agents in an environment to have a joint achievement. They discover many techniques of RL to prove the innovation of their work in tensor decomposition. Although they introduce and implement tucker decomposition to remove the correlation between the Q tables.

This [19] paper gives a general overview of a tensor with its decomposition and its usage in ML. Tensor is a multi-dimensional array, which can be thought of as a data cube. They describe tensor decomposition in three models; a temporal data model is one of the tensor models that can be applied when new data arrives in a never-ending continuous stream, without having to deal with an infinite time dimension. The second model where the tensor arises naturally is the representation of multi-relational data. The third model is that the latent variable model in ML used tensor methods that have been effectively applied to hidden Markov models.

The [20] author developed higher-order tensor decomposition for the large-scale data analysis. In many applications, data are modeled as tensor or multi-dimensional arrays. They avoid sizeable matrix-matrix multiplication and exploit massive data sets’ sparsity to minimize intermediate data and flops by sequentially computing the intermediate matrices and generating the intermediate tensor vector wise. Although they describe the CANDECOMP/PARAFAC (CP) and Tucker decomposition.

The authors of those papers [21]–[24] briefly describe the tensor network's advantages in ML and big data. Growth in technology brings difficulty in storage and runtime of the memory. With the increase in the dimensions of tensor, some useful values were unseen. However, a tensor network is used for dimensional reduction, finding hidden structures in large-scale data, handling missing values, and removing noisy data. Tensor network is an efficient way to access larger order tensor where tensor train network and hierarchical tensor network are most recommended methods. They stated the algorithms how to implement from high order tensor to lower-order tensor.

Those papers [25], [26] elaborates that the tensor train network is stable, and its computation is built on a lower rank approximation of auxiliary unfolding matrices. They define the new form of unfolding matrices as a clear and convenient way to implement all basic operations efficiently. They provide the algorithms and graphical representations of tensor train networks from high order tensor to lower order.

The coordination of two agents is useful to transport an object from one place to another. This transportation of items [27] describes the coordination of MARL where agents are trying to avoid obstacles to reach their given task at the minimum time state. They used [28] two cooperative agent teammates involving joint action to transport an object. The agents have to transport a target object to the home base in minimum time. The first step to transport the item is the agents must have to grasp the item, and then they need to reach the target place, although both agents must have the coordination to pull the object in the same direction.

This paper [3] proposes MARL main idea in Markov games. Markov game allows two agents with different goals to share the environment. This game is stochastic as they are considering two opposed agents playing each other, but their expected reward is single. When one agent wants to maximize, and the opponent agent tries to minimize, then the algorithm called minimax Q learning. Minimax algorithm used to the zero-sum Markov game of agents’ competition. The optimal policy is the policy that can maximize the expected sum of the reward, where they use optimal policy to find the matrix game where two agents play against each other. The agent i try to maximize its expected reward, but the opponent agent j tries to minimize it.

The author of those [29] and [30] papers focus on robot soccer on MARL. Their focus is on how to improve shooting abilities for RoboCup League domains. The experiment that they implemented shows the result of their proposed work in the RL algorithm, which was the training of agents to acquire good shooting skills in real-time. Their newly implemented algorithm is called the Temporal Difference algorithm with the value iteration function and the state-value functions. The main purpose of a soccer game is to score goals.

Concurrently [4] to our work, they describe coordination and competition of MARL. Their framework is implemented by zero-sum Markov game to compete with an opponent agent team, and they implement how the teammate Markov game can accomplish the two-agent cooperation. In their proposed work, there are two competitive agent teams, and each agent team has its team commander to be responsible for making a decision. The team commander arranges different roles for all its members. Their simulation is about robot soccer how the agents can cooperate in the environment to enhance the local goal and the overall association to compete with their opposed team. They use two kinds of Markov game technique that is zero-sum Markov game used for competition between agent teams and team Markov game is used for teammate cooperation. Zero-sum Markov game is the model used for the opposing goal were used to get the global goals due to one team agent needs to maximize its reward other team agent needs to minimize its reward. Minimax Q learning algorithm is a unique feature designed for zero-sum games. While in minimax Q learning, team Markov game has single reward all the teammate needs to maximize their teams’ goal. Every team member’s objective is to get their team’s desired reward instead of their individual benefit.
IV. METHODOLOGY

As we know, RL is the arena of machine learning used to solve challenging problems; most successful works have been done on learning a single agent. The increase in the number of agents derives MARL. MARL is the technology of interacting with many agents to provide joint work. The combination or the collection of agents in a coordination system is to have combined output, have united effort, and gain some techniques to defeat the opposed team. While in the comparative behaviour of agents, usually, they are standing against the other team to get their maximum reward. Due to the limitation on the number of cooperative agents and competitive agents in previous works on Markov game and Q learning in the stationary environment as well as in learning multi-dimensional information, we propose to use a tensor-based Markov game framework in MARL.

This project’s framework is presented in Fig. 3 comparative and cooperative Markov game that adapts the relationship among three agent teammates against the opposed team, which is competitive goals in an environment. The recommended task is to represent three agents’ cooperation in a multi-dimensional array by training the agents in an environment. Every agent has its Q table according to the number of state and the number of action in every step. Team commander has the responsibility to provide different tasks to agent teams according to their learned skills in Multi Q table. To represent the three agent teammates association, we suggest using the Multi Q learning algorithm, which is the idea of tensor factorization. Tensor is the representation of a Multi-dimensional array. Multi Q tensor is the collection of Q tables for all agents.

Fig. 3. Multi-Agent Coordination Framework.

Our case study is about robot soccer playing by eleven agents as a teammate against another team, as shown in the above Fig. 4. To implement this scenario, we use three agent relationships in a team.

Each agent learning process is stored in the Q table as the agent takes every action and state. The Q table has a matrix form with rows and columns. To combine the knowledge of multiple learning agents’ data in a Q table, we need to use tensor. Tensor is multi-dimensional generalizations of matrices. This project aims to represent the agent's data in 3rd order tensor and learn how to cooperate with three agents in a team to achieve the goal.

Tensor [31] is a multi-dimensional array of geometric values (datasets) and generalizes matrices to multiple dimensions. The multi-dimensional array is titled as tensor; however, it can be expressed as one dimension like vector, two dimensions like matrices, three dimensions like tensor, and more than three dimensions called the higher-order tensor.

To perform this task, we extend the Q learning algorithm with [32] tensor factorization. Q-Learning is the Q function model, which is useful in value-based reinforcement learning algorithms to discover the optimal action-selection policy. The main purpose is to get the maximum Q value function. Q-table has a matrix illustration where every row denotes a state (s) and every column as action (a). The primary value of the Q table is 0; however, then Q values are updated after training. Q table helps us to discover the best action for each state, and it helps to maximize the expected reward by selecting the best of all possible actions. The values that are kept in the Q-table are entitled as a Q-values, and it is plotting according to a (state, action) arrangement. The goal [33] is to find an approximate optimal action-value function called the Q-value function. The Q-value function is stated as the estimated amount of future reward obtained by taking action in the current state. Q(state, action) returns the predictable future reward of that action and at that state. Bellman equation is a function that uses to estimated Q-Learning, with repeated updates of Q(s, a). Initially, [29] agents are exploring for all possible action in an environment, then they choose the appropriate action to acquire the reward; finally, they update the Q-table. When the Q-table is prepared, the agent starts to exploit the environment and begin to take better action.

A. Q-Learning Algorithm Process

Fig. 5 describes the hierarchical description of the Q-learning algorithm.

1) Step 1: Initialize the Q-Table

We will first build a Q-table for each agent training data in a matrix form. There are n columns, where the n= number of actions. There are m rows, where the m= number of states.

Fig. 4. Robot Soccer.
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Primarily all the values given in the Q-table are zeros.

2) Step 2: Choose an action

This is the second step of the agent's training in the Q-learning process. This process goes on until the training time terminates, or the training loop ends as the agent reaches his designated goal. The agent will select an action (a) in the state (s) based on the Q-table.

3) Step 3: Perform an action

To perform an action of agents in an environment, we will use some epsilon-greedy policy techniques. The epsilon-greedy policy is a means of choosing random action with uniform distribution from a set of existing activities. This policy indicates that either agent can select an action with arbitrary action using epsilon probability or choose an action with the 1-epsilon possibility, which can provide a maximum reward in a state. In the beginning, the epsilon rate is higher. However, the agent tries to explore the surrounding environment and randomly choose actions. The logic behind this is that the agent does not know anything about the environment. As the agent discovers the environment, the epsilon rate decreases and the agent starts exploiting the surrounding environment. During the procedure of exploration, the agent gradually becomes more assured in estimating the Q-values.

4) Step 4: Measure the reward

According to the given Q table data, we are able to calculate the change in Q value ΔQ(s, a) to measure the reward. The reward in Q learning has an immediate reward and future reward. However, we add the initial Q value to the ΔQ(s, a) multiplied by an earning rate. To maximize the expected reward by selecting the best of all possible actions. Function Q (state, action) returns the estimated future reward of the indicated action at the known state. The agent's game to reiterate the scoring/reward structure is +1, -1, and 0.

5) Step 5: Update Q table

As indicated in fig. 8; this process is the final step of the Q learning algorithm process. To update a Q-value of the trained state, we need to focus on the observed reward and the maximum possible reward for the following state. The updating is done through the formula and parameters described in performing an action. After taking action and observing the outcome and reward, then we need to update the Q function.

B. Comparative Framework

However, this paper explains the use of a multi-agent team, which means each group has its own team commander. The team commander helps to control his team's overall actions and provide tasks according to the individual agent's talent. Due to the multiple agent members, we implement the multi-Q learning algorithm. In multi-Q learning, every agent has its own Q table and Q value. However, the team commander gets every agent training history or ability from the stored data. To access the stored data or represent the enormous amount of training data, we need a multi-dimensional array called a tensor. Minimax multi-Q learning algorithm is used in this scenario, as shown in the diagram (Fig. 6) below, where the team commanders can easily observe agents' training data.

C. Cooperative Framework

In cooperative MARL, the accurate expected reward is obtained due to the optimal joint actions. In this coordinate framework, agents try to cooperate with their actions to get their desired optimal collective action. We will discuss the three agent coordination in a robot soccer game to get the most accurate reward. This learning system helps agents communicate easily and have common goals, which helps to have common knowledge. This association of three agent training system allows agents to have a united local goal. According to the increasing in the coordination of agents to have joint work, we need to store their training data in multi-way dimension. This multi-way dimensional array we call it tensor. To achieve the multi-agent cooperation's designated goal, we need to use a multi Q table and multi Q value to store and access the agents' different talent history. This elaborates every agent has its own action and state, which means tensor is useful to store the multiple agent association. To demonstrate the agents learning as the three agents' relationship, we label it as a local goal and a global goal of agents.

D. The Proposed System Schema Overview

The design and implementation of MARL in cooperation and competition will be displayed in the diagram below. As we see in Fig. 7, the local goals' flowchart of how the three agents cooperate with each other to perform joint action. This flowchart shows how the agent interacts with the environment to improve his training and how the agents exchange advice in order to have a collective work. As we see in the diagram, a student agent has their own training skill and action value but to cooperate as a teammate with other agents, and they need to communicate with the teacher agent to ask for advice. In this case, the teacher agent will give a response, according to the student agent's request. If the teacher agent doesn't have any advice, then the student agent can use his original action.

In Fig. 8, we see the whole system, how it connects each other, and how it works. All agents in RL, in the beginning, they do not have any experience, or they do not have any initial knowledge. However, every agent has his own Q table
at the training stage to store his learning action at every state. As we see in the flowchart below, we use tensor to keep all the Q tables of several agents' training experience. The team commander (MQT) can access the training experience of every agent from the tensor. Each team in robot soccer has its own team commander to control the game and divide the task to agents according to their training experience. Finally, those two teams play against each other to get the optimal reward.

![Flowchart of the Whole System](image)

Fig. 8. Flowchart of the Whole System.

E. Task Level Learning

Our framework assumes every agent as a student and a teacher interchangeably; however, as we have shown in the diagram (Fig. 9), we will elaborate the case as request advice action agent i as a student and the joint advice response action agent j and k as a teacher. Agent, i at certain task-level learning, can use its original action to perform his task, but to get an optimal policy to maximize the local goal agent, i can choose to send requests for advice from his teammates.

Using student policy $\pi_s^i$, the agent, i think whether to ask for advice from agent's j and k or no. If the agent i decide to send a request, then his teammate agents j and k will check the teacher policy $\pi_t^j$ and task level policy to decide what they can respond to the advice according to agent i request. Then the agent i executes the advised policy that comes from joint action $a'$ and $a''$. Finally, the agent i updates his task level policy; the advantage of advising policy is that the agent can study how to use the local joint knowledge to improve the teammate goals.

Concurrently to previous works, our model is also on when/what to advise actions using three-agent association. Task level policy is used for learning agents how to coordinate in the environment to maximize their performance in a given task. Advice level policy is used to advise their teammates to be well skilled and get the maximum reward where the agents are not experts, but this policy shows how to advise effectively in the process of task-level policy to accelerate learning.

![Student and Teacher Policy](image)

Fig. 9. Student and Teacher Policy.

V. EVALUATION METHOD

The developed algorithms are verified that cooperation among three agents increases the possibility to get the maximum reward. The training data of these three agents' collaboration can be represented in tensor due to the storage and accuracy issue. To perform a joint work of multiple agent teammates, they store their training data in MQT. To model the cooperation among agents, we use the student and teacher policy.

A. Algorithms on Local Goal of Agents

The developed algorithm enlightens about agents' local goals and how they behave to coordinate each other, where agent i, j, and k learn joint work to perform their given tasks. This learning algorithm is suitable to develop a student agent and teacher agent's coordination learning algorithm. In every learning episode, those agents interrelate with the environment, and they try to enhance their skills by collecting data from the given algorithm. For every agent trains to execute their task by using the task level policy $\pi$, the student policy $\pi_s$, is used to request action advice, and the teacher policy $\pi_t$ is used to respond to the asked action advice. In this implemented algorithm, every agent can use the character of the teacher and student position. However, first, we assign for the agent, one who has a ball at the current time is always requesting advice from his teammate. The second scenario is the agents without a ball at the current game are the advice-givers by arranging their positions. The student agent i execute the joint action advice $a'$ and $a''$ that he got from his team's response instead of his original action. This learning method call it local goals, which helps the agents transform the local knowledge into task level policies to get actionable advice.

B. Algorithms on Global Goal of the Agents

This developed algorithm for the global goal of agents has verified that the combined knowledge of those agents in a team improves the overall performance of a system. Besides, we clearly state the training data representation and the general knowledge for every agent in a tensor. Tensor is useful to combine or to store the Q table of each agent training action.

Furthermore, the main objective of agents training is to look for a policy that can maximize their related reward. To have continuing action with a successful goal, agents need optimization for long run reward by focusing on the current
or short-term reward. As we see in the above algorithm implemented to show the Q learning process, which is useful to show the long-term reward of agents and the minimax Q learning algorithm which is used to the competition of two-agent teams against the opposed team. The multi-agent Q learning algorithm represents the multiple Q table of each agent training experience in tensor. MQT is used tucker decomposition to get access to the training data without any duplication.

Tucker decomposition is one of the decomposition methods used in tensor factorization or tensor decomposition. It is used for analyzing higher-order tensor into the matrix to remove the unused correlation or duplication of elements in the representation of tensor. This decomposition works by decomposing tensor into core tensor, were used to multiply by matrix alongside with mode. The main advantage of Tucker decomposition in MARL is for use of Q table at every episode and Q tables of different team agents correlate with each other, which is used for their whole team to share the trained data. Due to the Q table's representation as a slice of a tensor, this placement helps to remove the duplication of values in the Q table. As we are looking for the best action from a different angle view, so the negative reward is higher than the positive reward. After many trials and errors, the agent tries to improve his action, and his training value is stored in the Q table. The agent is in training until he gets the best action in the surrounding environment to perform a positive reward.

In Fig. 11, we can see the difference between the traditional model of two agent association and the proposed model of three agent coordination. This result is compared according to the score or the way how to get the optimal reward. As we have shown below, the three agents' coordination receives a better score than the two agents' coordination. The advice that comes from two teacher agents is better because they are looking for the best action from a different angle view, so their joint advice is more accurate than one agent advice. In our model and the previous model, we use the student and teacher relationship. However, in our research, we have two teacher agents and one student agent; however, they use one student agent and one teacher agent in the traditional model. In general, thought the joint action or two mind thinking is better than one agent action.
duplication of data in tensor, we use tucker decomposition. Tucker decomposition is useful to express the entries of a tensor by mode of matrices to reduce the vast amount of storage size.

As the tensor dimension rises, we call it a higher-order tensor, where the tensor network is viral for dimensional reduction. So, in our future work, we will try to model tensor networks that are useful for conventional neural networks and auto-encoder to alleviate the curse of dimensionality. This tensor network helps identify the hidden values on a large scale of data and handle the missing values and noisy data.

VIII. CONCLUSION

RL is one of the learning techniques in machine learning. RL is unique from all current learning because most of them try to begin their learning from the previously stored data. However, in RL, every agent is trained at the moment without any previous experience and without any prior knowledge. This implies RL is the online training without any limitation to those agents, even though it is free role learning, but at the training stage, we have to tell the agents the action which cannot be done to get the optimal reward. As we are discussed previously, the agents can achieve their tasks by trial and error many more times. After taking some training, the agents can be able to differentiate which action can maximize their reward and which action can drag them to the negative reward. The training knowledge of the agents is stored in a Q table. When the agent first visits the environment at state s, then the agent looks at what action is supposed to take to get his reward. At this stage, the agent's achievement starts to store in the Q table to look for future rewards. Also, in multiple training agents' Q table, it is useful to share agents' training data to have joint action. MARL is the training of various agents on how to interact with the environment.

This paper covers the Q learning algorithm using a tensor framework where three agents cooperate playing in a team against the opposed team. Our focus was on playing agents in a cooperative and competitive scenario where each agent's training knowledge is stored in the Q table. To represent the three-array data for each agent, we need to use tensor. Tensor is useful to keep the training data of each agent's experience in Q table, to have an association between the learner agents where tensor is supportive of sharing the previously-stored experience of agents and of having the long term reward agents must have to follow their current reward. To conclude, this project proposed task is attained to represent the agent's learning experience in 3rd order tensor and learn how to cooperate the three agents against the opposed team to get the desired reward.

VII. FUTURE WORK

MARL is the training of agents on how to interact with the environment and how to reach their target area. This paper proposes the Q learning algorithm using a tensor framework where three agents cooperate in playing robot soccer. The traditional model of a robot soccer Markov game is played by collaborating two agent teammates against the opponent team where their experiment was conducted in matrix form as it is a two-agent cooperation process. Our proposed model was the relationship between the three agent teammates to compete with the other team to win. To represent the three agent associations, we use a tensor to store our training data.

The cumulative training data of multiple cooperative agents on storing their experience is the main problem of many current types of research. The previously studied researches were used as a matrix model to store their training data because the cooperation is among two agent associations. However, in our study, we use three agent associations, so we need to store this agent association using tensor because tensor can store multiple training data. As we see in Fig. 13, the comparison between agent training data in tensor and matrix. In two dimensional array, which means matrix, we cannot store the three agent associations, but we can store single-agent training data with action and state.

Moreover, we can store two agent associations in a matrix. So it means, as we see in the diagram, to store more than two agent association training data requires many matrix storages, but in tensor, we can keep the three agent association without any difficulties because tensor is multi-dimension. Also, as we compare the storage and accuracy, a tensor is better than a matrix because, in a tensor, we can store the three agent training data at the same time so that it requires a small storage size; however, in a matrix, we need many sizes in MB because we cannot store the three agent training data as the same time. To have the best action and get the optimal reward requires the joint action of many agent suggestions.
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