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Abstract—Cross-camera image data association is essential for many multi-camera computer vision tasks, such as multi-camera pedestrian detection, multi-camera multi-target tracking, 3D pose estimation, etc. This association task is typically stated as a bipartite graph matching problem and often solved by applying minimum-cost flow techniques, which may be computationally inefficient with large data. Furthermore, cameras are usually treated by pairs, obtaining local solutions, rather than finding a global solution at once. Other key issue is that of the affinity measurement: the widespread usage of non-learnable pre-defined distances, such as the Euclidean and Cosine ones. This paper proposes an efficient approach for cross-cameras data-association focused on a global solution, instead of processing cameras by pairs. To avoid the usage of fixed distances, we leverage the connectivity of Graph Neural Networks, previously unused in this scope, using a Message Passing Network to jointly learn features and similarity. We validate the proposal for pedestrian multi-view association, showing results over the EPFL multi-camera pedestrian dataset. Our approach considerably outperforms the baseline, showing results over the EPFL multi-camera pedestrian dataset. Our approach considerably outperforms the baseline, showing results over the EPFL multi-camera pedestrian dataset.
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I. INTRODUCTION

DATA association across camera views is an intermediate key step in many complex computer vision tasks, such as multi-camera 3D pedestrian detection [1], 3D pose estimation for multiple views [2]–[4], multi-view multi-target tracking [5]–[7], and even robotic perception [8], among others. As the end result of all these tasks depends, to a large extent, on how good the association is, it is worth investing in finding an optimal solution.

This association is typically stated as a bipartite graph matching problem and solved applying minimum-cost flow techniques, e.g., resolving an association matrix using the Hungarian algorithm [9]–[11]. Re-Identification appearance cues [12] that may be combined with 3D spatial location [13], [14] are widely used to build the association matrix. However, due to their computational cost, the use of minimum-cost flow-based solvers in practical implementations is limited to datasets not containing large number of data [15].

A fundamental issue in data association is the affinity measurement, i.e., the likelihood that two objects from different views belong to the same instance. In order to compare location coordinates (on image or ground-plane) and appearance features of the objects, the Euclidean and Cosine distances are widely used [7], [16]–[19]. However, it is an unsupervised and sub-optimal approach [20] since these fixed metrics are not adapted to the target domain. Moreover, a manual threshold is often required to take an association decision. Metric learning [21] incorporates training data in a supervised manner to achieve a better performance. It aims to learn a task-specific distance function, thus, a new feature space, such that features of the same instance are close.

Other challenge is to handle the process of n-view matching (i.e., n > 2). Previous works have been limited to perform cross-camera data association by pair of views [2], [4], [5]. However, matching each pair of views independently may produce undesired cycle-inconsistent correspondences [22], i.e., a pair of corresponding data in two different views not corresponding to the same data in another view.

Graphs are a type of structure that model data as a set of objects or concepts (represented by nodes) and the relationships between them (edges). Recently, traditional graph analysis using machine learning techniques has been applied to many fields such as social sciences [23], [24], natural sciences [25], [26], knowledge graphs [27], and computer vision [28]–[30], among other research fields. Graph Neural Networks (GNNs) were initially introduced by [31] as an adaptation of Neural Networks (NNs) to work on graph structures, including cyclic, directed, and undirected graphs. GNNs are based on an information diffusion mechanism. The main idea is that a graph is built as a set of nodes linked according to the graph connectivity. The nodes and edges may update their hidden states by exchanging (propagating), information along their neighbourhood (adjacent nodes). Finally, the output is computed based on the states, locally at node or edge-level, or globally at graph-level, depending on the target task. The information (message) passing mechanisms along the graph structure were reformulated as a common framework called Message Passing Networks (MPNs) by [32] and later extended in [33].

In this paper, we propose to treat the cross-camera data association task as a learning problem. We learn, simultaneously, the feature representations and the similarity function to merge bounding box detections of the same object from different camera views, aiming to deal with the view-point variation challenge. The idea of learning both the feature representation as well as the similarity at the same time has been already proposed and its effectiveness proven in other scopes such as single-view multi object tracking [34], human pose recovery [35], and vehicle re-identification [36], among others; however, to the best of our knowledge, it has not yet been considered.
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for the cross-camera data association task. To this aim we propose to learn a solution by training a GNN, since it has been proven effective in other similar tasks, being, as far as we know, the first paper tackling the cross-camera data association task using GNNs. We leverage the appearance and spatial information without making any prior assumption about the true number of objects in the scene. We perform learning directly in the graph domain with a Message Passing Network, thus providing a global association solution for all the cameras at once, instead of performing association by pairs.

In summary, the main contributions of this paper include:

- A new approach fully devoted to associate data from different views frame by frame, giving a global solution at once, instead of finding local sub-optimal solutions.
- The use of GNNs to solve the cross-camera data association task, previously unused in this scope.
- A novel approximation based on similarity learning, yet unconsidered for this task, to avoid the usage of fixed thresholded distances.
- An extensive ablation study and comparison with state of the art techniques showing the favorable performance of the proposed approach (we reach an improvement of 18.55% over the better state-of-the-art approach).

II. RELATED WORK

Within the computer vision field, cross-camera data association is the process of finding the correspondences between the data, typically points, regions or bounding boxes, of different camera views. This work focuses on associating multi-view detections frame by frame, and processing all the camera views global and simultaneously.

A. Multi-view Association

The traditional multi-view data association approaches address the issue by finding local optimum solutions, opposed to finding a global solution. Thus, solving a sequence of decoupled pairwise matching sub-tasks, i.e. by pairs of cameras independently. Moreover, these matchings tend to be solved as linear assignment problems. This greedy approximation does not leverage the redundancy in the data and often leads to cycle-inconsistent associations [37]. For instance, a detection in view 1 is matched to another in view 2, and to another in view 3, but the detections in views 2 and 3 are not matched together. A multi-view multi-target tracking approach performing cross-camera data association solving a min-cost problem over conventional graphs exploiting spatial and temporal information was presented in [5]. However, they proposed association only between pairs of cameras. The task of multi-person 3D pose estimation from multiple views was tackled in [2] by carrying out data association across views limited to a pair of cameras at the same time.

B. Affinity Measure

Since deep learning spread to computer vision (e.g., in re-identification field [38], [39]), deep features (i.e., embeddings) are chosen to describe bounding boxes’ appearance for multi-view matching. In order to measure the affinity between these appearance features, the use of non-learnable pre-defined distances, such as Euclidean and Cosine distances, was widely spread [7], [16]–[19]. The Euclidean distance between spatial features is also used by [40] to associate multi-camera people detection. An extension of this work was proposed by [1], in which they also use the Euclidean distance between location and appearance features to associate detections. In [2], they combine re-identification appearance and geometrical information performing a linear assignment based on the Euclidean distance for the similarity computation, for the task of multi-camera 3D pose estimation. Although the usage of this fixed distances is broadly common, it has been proven to be less efficient than similarity learning [41]–[44]. Similarity learning involves three main processes: 1) transformation of the data into features vectors using a deep learning architecture (typically an encoder); 2) pairwise comparison of the vectors by using a distance metric (typically Euclidean); and 3) classification of this distance as similar or dissimilar (using
any classifier). Since we adopt this methodology, these three concepts are present in our approach.

### C. Graph Neural Networks

Graph Neural Networks are used in several scopes, however they have not been exploited until recently in computer vision. GNNs have been applied in point feature matching [22], [37], gesture learning [45], video moment retrieval [46], visual question answering [47] or single-camera single-object tracking [48]. Regarding single-camera multi-object tracking, [49] proposes the use of GNN to extract node and edge embeddings, but computing similarity using the cosine distance and perform data association by using a linear assignment, i.e., Hungarian Algorithm. The first approach of performing feature and similarity learning jointly for associating detections was introduced in [34] by proposing a time-aware MPN variation: detecting associations across time to perform batch-based/offline single-camera multi-object tracking. Although they propose a very novel and well-developed idea, the appearance variation of a detected object (bounding box) from frame to frame is not very significant, in contrast to multi-view association, where the view-point variation is the main challenge.

### III. Method

Although the proposed approach can be applied to associate any type of cross-camera object detections, we focus our evaluation on pedestrians. We exploit the connectivity of a Graph Neural Network (GNN) using a Message Passing Network (MPN) [32], [33] to perform feature learning as well as to provide a solution for cross-camera association by computing edge classification. It is composed of the following main stages: Graph Construction (Section III-B), Graph Initialization (Section III-C), Message Passing Network (Section III-D) and the Classifier (Section III-E). The Post-Processing stage (Section III-F) and the computation of the Connected Component (CC) in the graph. are only performed when inference.

#### A. Problem Formulation

Let us define a graph \( G = (V, E) \), where \( V \) is a set of nodes and \( E \) is the set of edges between them. On the basis of GNNs, we can give each unit in a graph, i.e. nodes and edges, a state representation, i.e., embedding, to represent its concept. In our case, nodes stand for all pedestrian detections in the available views, and edges for the relationship between them. The initialization, update and classification of nodes, and edges embeddings are described in the following subsections.

Let us assume \( C = \{c_i, i \in [1,M]\} \) as a set of \( M \) simultaneously available cameras with overlapping fields of view (FoVs).

Let \( P_t = \{p_i, i \in [1,|P_t|]\} \), be the set of detected pedestrians in a scene at frame \( t \). Each person identity \( p_i \) is formed by a set of detections coming from a single or multiple camera views. Equivalently, an identity can be defined as a set of nodes in the graph such that \( p_i = \{v_j, j \in [1,M_{p_i}]\} \), being \( M_{p_i} \) the number of cameras detecting the person \( p_i \).

The goal is, at each frame \( t \), to group the nodes in the graph \( G_t = (V, E) \) corresponding to the same person identity, obtaining as many clusters of nodes as pedestrians appear. To this aim, we perform edge classification based on the final edge embedding. Let us consider a binary variable for each edge in the graph in order to represent the graph partitions. The binary variable \( y_{(v_i,v_j)} \) for the edge between the nodes \( v_i \) and \( v_j \) is defined as:

\[
y_{(v_i,v_j)} = \begin{cases} 1 & \exists p_i \in P_t \text{ s.t. } (v_i, v_j) \in p_i \\ 0 & \text{otherwise} \end{cases}
\]

In other words, it is defined to be 1 (active) between nodes that belong to the same pedestrian, and 0 (non-active) otherwise. Thus, each person in the scene can be mapped into a group of nodes in the graph, in other words, a Connected Component (CC) in the graph.

#### B. Graph Construction

As input we consider, at each frame \( t \), a set of pedestrian detections \( D_t = \{d_i, i \in [1,N_t]\} \), being \( N_t \) the number of total detections at \( t \). Each detection is defined by \( d_i = (b_i, c_i) \), where \( b_i \) and \( c_i \) stand for its bounding box image and camera number, respectively.

We model the problem with an undirected graph \( G_t = (V, E) \), where all the edges are bidirectional. Thus, at each frame \( t \) a graph \( G_t \) is constructed so that all detections from different camera views are connected. We apply this constraint since we work under the assumption that two detections coming from the same camera cannot belong to the same identity (person \( p_i \)).

Let \( V = \{v_i, i \in [1,N_t]\} \) be the set of nodes, and each node \( v_i \in V \) denotes a single detection \( d_i \in D_t \). Let \( E \) be the set of edges connecting pair of nodes as follows:

\[
E = \{(v_i, v_j), c_i \neq c_j\}
\]

Note that nodes under the same camera are not connected between them.

#### C. Graph Initialization: Feature Encoding

As stated in Section [I][L] the target of GNNs is to learn final state embeddings, for each node and edge in the graph, containing information about their neighbourhood, which can be used to generate an output, such as the node or edge prediction label. This section details the states initialization; update and
classification are explained in the following subsections. All the nodes and edges in \( G_t \) are initialized with their respective initial state embeddings (see Figure 3).

The initial nodes embeddings \( h_{v_i} \) rely only on appearance information. For each detection \( d_i \in D_t \), its bounding box \( b_i \) is fed to a Convolutional Neural Network (CNN) to extract its appearance descriptor. The latter goes through the learnable node encoder \( \mathcal{E}_v \), which outputs the node embedding \( h_{v_i} \) used to initialize node \( v_i \). It can be defined as follows:

\[
h_{v_i} = \mathcal{E}_v(\text{CNN}(b_i)). \tag{3}\]

On the other hand, the initial edges embeddings rely on a concatenation of the appearance and spatial information related to the pair of nodes that the edge is connecting. Let us define the related appearance feature between two nodes as follows:

\[
\Delta f_{i,j} = [ \| \text{CNN}(b_i), \text{CNN}(b_j) \|_2, \cos_{\text{similarity}}(\text{CNN}(b_i), \text{CNN}(b_j)) ] \tag{4}\]

where \([ \cdot, \cdot \] denotes the concatenation of the Euclidean distance and Cosine similarity between the appearance descriptors of a pair of bounding boxes \( b_i \) and \( b_j \). Both distances are considered, as they are the most commonly used for computing features distances, to obtain a higher dimension and more distinctive feature.

Since we only consider cross-camera associations (Equation 2), in order to obtain a relative spatial distance between detections from different cameras, a transformation to a common ground plane is required. More specifically, we need to obtain an approximation, as accurate as possible, of the foot position on the ground plane is required. More specifically, we need to obtain the relative spatial distance between detections from different cameras, a transformation to a common ground plane is required. Given a bounding box \( b_i \) associated to the node \( v_i \), the middle point of its base is defined by \( (x_i, y_i) \), being \( (x_i, y_i, w_i, h_i) \) the upper-left corner pixel coordinates, the width and height. This point is projected to the common ground plane as

\[
(X_i, Y_i) = \mathbf{H}_c(x_i + \frac{w_i}{2}, y_i), \tag{5}\]

being \( \mathbf{H}_c \) the homography matrix that transforms coordinates from the image plane of the camera \( c_i \) to coordinates in the common ground plane. Hence, we compute the relative spatial distance information between two nodes as

\[
\Delta s_{i,j} = [ \| (X_i, Y_i), (X_j, Y_j) \|_1, \| (X_i, Y_i), (X_j, Y_j) \|_2 ], \tag{6}\]

the concatenation of the Manhattan and Euclidean distances, as they are the most commonly used for computing spatial distances, in order to obtain a more distinctive feature.

Finally, the concatenation of the distances, \( \Delta f_{i,j} \) and \( \Delta s_{i,j} \), is fed to a learnable edge encoder \( \mathcal{E}_e \) to obtain the initial edge embedding:

\[
h_{(v_i,v_j)} = \mathcal{E}_e(\Delta f_{i,j}, \Delta s_{i,j}). \tag{7}\]

Both Multi Layer Perceptron (MLP) encoders (FCs + ReLU), \( \mathcal{E}_v \) and \( \mathcal{E}_e \), learn the optimal adjustment of the features to the target association task.

\textbf{D. Message Passing Network}

MPNs propagate neural messages between neighbouring nodes and edges. Formally, each node and edge are initialized with a starting representation, usually called initial state. The last state is commonly used for prediction. Figure 4 depicts the main blocks diagram of the method.

The goal of MPNs is to propagate neural messages between neighbouring nodes and edges along the graph \( G_t \). This diffusion is accomplished by embedding updates, known as message passing steps, introduced by [32]. At each propagation step, each node’s and edge’s sent messages are computed; then, every node and edge aggregates their received messages; and, finally, their representation is updated by merging the incoming information with their own previous representation. Formally, each node and edge are initialized with a starting representation, usually called initial state (see Section III-C). The last state is commonly used for prediction (see Section III-E). Our formulation, is based on [24], [33] and it divides each message passing step in two stages: edge update and node update. Both updates are iteratively performed over \( L \) iterations, i.e., \( L \) message passing steps. Note that the higher \( L \) is, the farther the information is propagated along the graph. It plays a similar role to the receptive field of Convolutional Neural Networks (CNNs). For each iteration \( l \in [1, L] \), the embedding of the edge connecting nodes \( v_i \) and \( v_j \) is updated as follows:

\[
h_i^l = \mathcal{U}_e(\{ h_i^{l-1}, h_j^{l-1}, h_{(v_i,v_j)}^{l-1} \}), \tag{8}\]

where \( \mathcal{U}_e \) is a learnable MLP encoder (FCs + ReLU). On the other hand, the node embedding is updated by aggregating all the messages coming to the node \( v_i \) from its adjacent nodes, i.e., its neighbors (see Figure 3):

\[
h_i^l = \sum_{j \in \mathcal{N}(v_i)} m_i^{l-1}(v_i, v_j), \tag{9}\]

where \( \mathcal{N}(\cdot) \) denotes the neighboring nodes, and

\[
m_i^{l-1}(v_i, v_j) = \mathcal{U}_e(\{ h_i^{l-1}, h_j^{l-1}, h_{(v_i,v_j)}^{l-1} \}), \tag{10}\]

where \( \mathcal{U}_e \) is another learnable MLP encoder (FCs + ReLU). The update functions \( \mathcal{U}_e \) and \( \mathcal{U}_e \) are learnt and shared across \( G_t \). It is worth to mention that during all the iterations of
the message passing procedure, the propagation of information happens simultaneously for all nodes and edges in $G_t$. Also note that during the first iteration $l = 1$, $l - 1 = 0$ denotes the initial state of the graph, just after graph construction (section III-B) and features initialization (section III-C).

E. Classifier

Our proposal is learning to predict which edges in the graph are active (being the same person identity). We train our model to predict $\hat{y}_{(v_i, v_j)}$, the value of the binary variable $y_{(v_i, v_j)}$ for each edge in $G_t$. It can be seen as an edge classification problem, using $y_{(v_i, v_j)}$ as labels. During inference, the graph is pruned according to each edge’s prediction and a post-processing strategy is follow to fulfill some constraints (see Section III-F).

The classification of a given edge at a given iteration is computed by:

$$\hat{y}_{(v_i, v_j)} = C(h_{(v_i, v_j)})$$

being $C$ the learnable classifier, i.e., another MLP (FC + ReLU) followed by a sigmoid function, that outputs a single prediction value.

1) Training: To compute the training loss of the graph $G_t$, we use the classical binary Cross-Entropy loss ($CE$) [50], aggregated over all edges in $E$ (equation 2) and all iterations, similarly to [34]:

$$L_{G_t} = \sum_{l=1}^{L} \sum_{(v_i, v_j) \in E} CE(\hat{y}_{(v_i, v_j)}, y_{(v_i, v_j)}).$$

In the end, we learn a method capable to directly predict partitions in the graph by performing edge classification.

2) Inference: As previously mentioned, the goal is, at each frame $t$, to group the nodes in the graph $G_t$ corresponding to the same person identity, obtaining as many CCs as pedestrians appear. To infer these components in the graph, we consider the output of the trained MPN model at the final iteration $l = L$. Thus, we obtain, for each edge in $G_t$, $\hat{y}_{(v_i, v_j)}^L \in [0, 1]$, denoting the probability of the edge of being active. Then, this likelihood prediction is binarized, as usual in the literature, as follows:

$$\hat{y}_{(v_i, v_j)}^B = \begin{cases} 0, & \text{if } \hat{y}_{(v_i, v_j)}^L < 0.5 \\ 1, & \text{otherwise.} \end{cases}$$

$\hat{y}_{(v_i, v_j)}^B$ is used to classify edges as actives or non-actives. Non-active edges are pruned, while the active ones are maintained. The last stage of the inference is the Post-processing strategy, that is described hereunder.

F. Post-processing

Let us define the flow of a node as the number of edges connected to it. As each node can only belong to a single identity, we work under the assumption that each node can be connected to, at most, $M - 1$ nodes, thus each pedestrian identity can be composed of, at most, detections of $M$ views.meaning that each node can be connected to, at most, other $M - 1$ nodes, being $M$ the number of total cameras (see figure 4). Graph theory [51] defines cycles in graphs as non-empty closed paths starting and ending at the same node. On the other hand, bridges in a graph are edges not contained in any cycle, i.e., whose suppression increases the number of Connected Components in the graph. The bridges represent vulnerabilities in a connected network, and they may be useful for designing and network reasoning. An example of a bridge is represented in Figure 4 as the edge connecting nodes 4 and 5. Note that this is the only edge in the graph whose suppression will affect the number of connected components.

Therefore, for each node $v_i$ the first following flow constraint must be satisfied:

$$\sum_{j=1}^{V} \hat{y}_{(v_i, v_j)}^B \leq (M - 1), \forall j \neq i,$$  (14)

Graph theory [51] defines cycles in graphs as non-empty closed paths starting and ending at the same node. On the other hand, bridges in a graph are edges not contained in any cycle, i.e., whose suppression increases the number of Connected Components in the graph. The bridges represent vulnerabilities in a connected network, and they may be useful for designing and network reasoning. An example of a bridge is represented in Figure 4 as the edge connecting nodes 4 and 5. Note that this is the only edge in the graph whose suppression will affect the number of connected components.

To ensure the flow constraint in Equation 14 we perform the following pruning strategy:
Algorithm 1 Pruning

1: Compute the flow of each node in $V$
2: while there are nodes violating equation 14 do:
3: if there is one bridge then
4: remove it
5: if there is more than one bridge then
6: remove bridge edge with $\min(\hat{y}_L(v_i, v_j))$
7: if there is no bridge then
8: remove edge with $\min(\hat{y}_L(v_i, v_j))$
9: end

The second constraint that must be fulfilled refers to the size of each cluster. Since each identity should be represented by a unique connected component of nodes in the graph, it is logical to assume that

$$|p_i| \leq M,$$

namely the maximum cardinality of each identity set should be, at most, the total number of cameras (see Figure 5). To ensure the cardinality constraint we perform the following splitting strategy:

### IV. Experiments

#### A. Evaluation framework

1) Datasets: To evaluate the proposed approach, we require datasets that simultaneously provide multiple views of the same pedestrians and calibration information for camera-to-world mapping. We consider the EPFL\footnote{https://www.epfl.ch/labs/cvlab/data/data-pom-index-php/} multi-camera pedestrian videos dataset. The EPFL dataset is divided in different

| Training | Inference |
|----------|-----------|
| Laboratory | Terrace | Basketball | Laboratory | Terrace | Basketball |
| S1 | ✓ | ✓ | ✔ | ✓ |
| S2 | ✓ | ✓ | ✓ | ✓ |
| S3 | ✓ | ✓ | ✓ | ✓ |

Fig. 5. Splitting Post-processing example of a graph with $M = 4$. (a) shows the initial state of the graph after inference and before Post-processing stage. All nodes fulfill equation 14 condition. However, the graph is not fulfilling the condition in equation 15 since it is a unique connected component of size 8. First candidate edges to remove are the bridges (2,4), (4,5) and (5,7). (b) shows the final sub-graphs after removing the minimum probability bridge.

Fig. 6. Sample frames from EPFL sequences: Basketball, Laboratory and Terrace.

Algorithm 2 Splitting

1: Compute the size of each connected component in $G_t$
2: while there are components violating equation 15 do:
3: if there is one bridge then
4: remove it
5: if there is more than one bridge then
6: remove bridge edge with $\min(\hat{y}_L(v_i, v_j))$
7: if there is no bridge then
8: remove edge with $\min(\hat{y}_L(v_i, v_j))$
9: end

G. Connected Components

Once the final graph is computed, to obtain the clusters of nodes containing different view detections of the same person identity, we compute the Connected Components (CCs) over the graph (see Figure I). A component, i.e., partition, of a graph is said to be a CC if there is a path between every pair of nodes. Thus, each component will denote an identity, and each node in the component will correspond to a given identity in a certain camera view.
sequences; we use the Terrace, Laboratory, and Basketball sequences, which are outdoor, indoor, and sport scenarios, respectively. All the sequences are captured by 4 cameras with overlapping FOVs and up to 9 pedestrians are present in them. Figure 6 depicts sample frames from the 4 cameras of each sequence. Note that each sequence is totally independent from the others, in terms of scene location, lighting conditions, and the people who appear, so they correspond to totally different domains.

Table I details the sub-sets of data we have defined for the experiments. Note that S1-3 sets are all possible training-inference combinations of EPFL sequences. We consider these combinations to prove that the method’s operation does not depend on the visual appearance of the scene.

2) Evaluation Metrics: Since our objective is to group nodes in the graph corresponding to detections of the same person, we evaluate our data association by measuring the clustering performance. We can evaluate the clustering performance using supervised metrics, as detections’ identities are known.

In [52], the following desirable objectives of cluster assignments were defined: Homogeneity: each cluster contains only samples of the same class; and Completeness: all samples of a given class are assigned to the same cluster. V-measure is also defined in [52] as the harmonic mean between Homogeneity and Completeness scores (as Precision and Recall are commonly combined into F-measure [53]). Homogeneity (H), Completeness (C) and V-measure (V-m) scores range from 0 to 1, where 1 represents perfect clustering.

These previous metrics are limited for the case of random labeling with a large number of clusters (i.e., scores may not be low). Therefore, we also consider metrics corrected-against-chance such as the Adjusted Rand Index (ARI) [54] that focuses on the assignment similarity, and the Adjusted Mutual Information (AMI) [55] that relies on the mutual information of two assignments [56]. Both ARI and AMI range from 1 (perfect match) to 0 (random labeling).

All the considered metrics (H, C, V-m, ARI and AMI) score in [0, 1], but we provide them in the interval [0, 100].

3) Implementation Details: As input of the proposed and compared approaches, we consider the ground-truth bounding boxes to avoid biases related to detector’s performance. Furthermore, to remove dependency on the CNN feature extractor, we consider several of them publicly available in the state of the art. An ablation study on their influence is performed in Section IV-B1. Each bounding box input image is resized according to the feature extractor employed, and also normalized by the mean and standard deviation of the ImageNet dataset [57]. To reduce the overfitting and to improve generalization, we perform several random data augmentation techniques such as horizontal flip, color jitter and random erasing.

The proposed approach has been implemented using PyTorch and Pytorch Geometric frameworks, running on a NVIDIA TITAN RTX 24GB Graphics Processing Unit. To minimize the loss function and optimize the network parameters, we adopt the Stochastic Gradient Descend (SGD) solver. Since our model is trained from scratch, and in order to avoid training instability, we perform, as proposed in [58], a gradual warmup strategy that increases the learning rate from 0 to the initial learning rate linearly during 5 epochs. The initial learning rate is heuristic set to $5e^{-3}$ and it decays along 20 epochs following the cosine annealing decay strategy, introduced in [59], whose effectiveness with respect to the step decay has already been proven [60], [61]. The batch size is set to 64, i.e., 64 graphs, since a graph per frame is computed (see Section III-A).

In Table II, we report the specifications of each learnable encoder of the network, and the classifier.

### Table II

| Feature Encoders | Layer | Type | Input | Output |
|------------------|-------|------|-------|--------|
| $\mathcal{E}_v$  | 0     | FC + ReLU | 512    | 128    |
|                  | 1     | FC + ReLU | 128    | 32     |

| Message Passing Network | Layer | Type | Input | Output |
|-------------------------|-------|------|-------|--------|
| $\mathcal{U}_v$         | 0     | FC + ReLU | 38     | 32     |
| $\mathcal{U}_e$         | 0     | FC + ReLU | 70     | 6      |

| Classifier | Layer | Type | Input | Output |
|------------|-------|------|-------|--------|
|            | 0     | FC + ReLU | 6     | 4      |
|            | 1     | FC + Sigmoid | 4     | 1      |

B. Ablation Study

We present an ablation study to analyze the performance impact of parameters and strategies considered in the proposed approach. Firstly, the influence of different appearance descriptors is evaluated. Secondly, the effect of the number of message passing steps is analysed, and, finally, the post-processing strategies are assessed.

1) Appearance descriptor: Table III shows the algorithm performance when varying the feature extractor used to obtain the appearance descriptor, that is used to initialize the nodes and edges embeddings in the graph. For the sake of simplicity and space, we perform this comparison over the S1 set; similar results are obtained for the other sets.

In [34], a model using ResNet50 as backbone and trained on Market1501 [62], CUHK03 [59], and DukeMTMC [63] datasets was provided. A new backbone, Omni-Scale Network (OSNet), was introduced in [64]. We employ their same-domain model, trained in Market1501, and a multi-source model, introduced by [19], and trained on MSMT17 [65], CUHK03, and DukeMTMC. Lastly, [66] proposed the TopDB-NET architecture, using ResNet50 as baseline. They only provide same-domain models, thus we consider the ones...
trained on CUHK03 and in Market1501. Table III shows the comparison in terms of clustering evaluation metrics obtained with all the previously mentioned models; in addition, the first row shows the performance considering ResNet50 as backbone just pre-trained on the ImageNet [57] dataset.

Intuitively, we expect that a better descriptor yields a better performance. The results of this experiment seem to prove this hypothesis, since using a trained descriptor devoted to pedestrian re-identification increases the performance, at least, a 35.33% in terms of ARI, a 27.02% regarding ARI and 12.76% of V-m. Note that each ReID model is trained with a different image size. Since a bigger image size implies more computational resources, we believe, in the light of the results, that using the model trained by [34], second row of the table, is a good trade-off between image size and performance, thus we adopt this model for the following ablation experiments.

2) Number of message passing steps: This experiment studies the impact of performing different number of message passing steps or iterations (L). It could be reasonable to expect that higher values of L yield better performance, since the nodes and edges information is spread farther along the graph, in other words, more neighbours features is involved in the edge prediction.

We train the network with \( L = [1, 8] \) and we report V-measure metric, capturing both Homogeneity and Completeness, in Figure 7. For reliable results, we perform this experiment over the three sets of data. As expected, an upward tendency is observed. We can also note that the biggest rise occurs when instead of just looking at the first adjacent neighbour, higher-order information is taken into account. Lastly, we note the performance is slightly stabilized for \( L \geq 3 \), i.e., when each node knows about neighbours at a distance of 3 and forward. The topology of the scenario under consideration, (\( M = 4 \) cameras), may be a reason for this behaviour.

In the light of the results, we consider \( L = 4 \), as a peek of performance, for the further experiments.

3) Post-processing strategies: As described in section III-F, pruning forces each node to be connected to, at most, \( M - 1 \) nodes, thus each pedestrian identity can be composed of, at most, detections of \( M \) different views. The splitting strategy ensures pedestrians identity clusters to be at most of \( M \) size.

Table IV shows the clustering evaluation metrics, previously detailed in section IV-A2, of the proposed data association algorithm when performing no post-processing, each post-processing strategy independently, and both in conjunction.

We list the inference performance of all the sets S1-3 and the average of them. From Table IV we can observe that both strategies independently increase the global association performance, measured by ARI and AMI indexes, and in conjunction, both outperform the results. Focusing on the average performance: Pruning, individually, yields a performance increment of 20.7% and 12.7%, for both indexes respectively; splitting increases ARI and AMI by 19.3% and 10.74%; whilst, both together report increases of 30.9% and 16.1%. The Homogeneity is considerably improved with both strategies, since they inherently break wrong large clusters into smaller ones, yielding an increase in H of 25.7%. Consequently, a 4.89% is sacrificed regarding Completeness, since, it is easier for all the samples of a class to belong to the same cluster if there are artificially large clusters. Note that the best V-measure is reached when combining both strategies.

### Table III

Ablation study on CNN ReID appearance model. Datasets key:

I = ImageNet; M = Market-1501; C = CUHK03; D = DukeMTMC; MS = MSMT17.

| Feature Extractor | Clustering evaluation metrics |
|-------------------|------------------------------|
| Method | Backbone | Source | Size | AMI | ARI | H | C | V-m |
| ResNet50 | I | [128, 64] | 49.37 | 61.26 | 71.63 | 89.41 | 75.77 |
| ResNet50 | M = C + D | [128, 64] | 70.23 | 80.21 | 81.74 | 95.83 | 87.05 |
| OSNet | M | [256, 128] | 74.24 | 82.38 | 85.35 | 94.44 | 88.99 |
| OSNet | M = C + D | [256, 128] | 73.10 | 76.47 | 84.20 | 93.91 | 89.74 |
| Top-DB-Net | C | [384, 128] | 86.81 | 77.81 | 79.41 | 95.50 | 85.44 |
| Top-DB-Net | M | [384, 128] | 70.34 | 85.59 | 88.91 | 95.59 | 90.97 |

### Table IV

Ablation study on the effect of pruning and splitting post-processing strategies. Average results are underlined and the best average results are in bold.

| Post-processing | Clustering evaluation metrics |
|-----------------|------------------------------|
| Pruning | ARI | AMI | H | C | V-m |
| S1 ✓ ✓ | 70.23 | 80.21 | 81.74 | 95.83 | 87.05 |
| S2 ✓ | 69.68 | 80.03 | 80.08 | 96.48 | 85.29 |
| S3 ✓ | 54.32 | 65.96 | 61.92 | 99.78 | 70.71 |
| avg. ✓ ✓ | 64.74 | 75.46 | 74.58 | 97.29 | 81.00 |
| S1 ✓ ✓ | 78.07 | 84.33 | 88.21 | 93.82 | 90.39 |
| S2 ✓ ✓ | 77.90 | 85.27 | 87.96 | 94.70 | 90.68 |
| S3 ✓ ✓ | 78.46 | 85.67 | 84.20 | 98.31 | 89.17 |
| avg. ✓ ✓ | 78.14 | 85.09 | 85.56 | 95.61 | 90.08 |
| S1 ✓ ✓ | 77.45 | 82.24 | 89.73 | 90.47 | 89.80 |
| S2 ✓ ✓ | 76.88 | 83.62 | 87.86 | 92.98 | 89.43 |
| S3 ✓ ✓ | 77.43 | 84.96 | 84.70 | 96.59 | 89.36 |
| avg. ✓ ✓ | 77.25 | 83.60 | 87.51 | 93.34 | 89.53 |
| S1 ✓ ✓ | 82.99 | 85.12 | 94.23 | 89.97 | 91.94 |
| S2 ✓ ✓ | 83.07 | 86.77 | 93.59 | 92.03 | 92.66 |
| S3 ✓ ✓ | 88.24 | 91.07 | 93.63 | 95.59 | 94.42 |
| avg. ✓ ✓ | 84.76 | 87.65 | 93.81 | 92.53 | 93.00 |
The next approach for comparison estimates how the reidentiﬁcation ranking technique performs for the task at hand. We treat each node in the graph as a query and the rest as the gallery, which is ranked in decreasing order based on their Euclidean distances between descriptors. We report the performance when connecting each node to its top-1 rank node.

**Geometrical approach.** We have implemented the geometrical approach proposed in [40], which considers traditional graphs where nodes representing pedestrians are connected based on their ground plane spatial location. As the authors propose, two nodes in the graph are connected if their Euclidean spatial distance is under a threshold. We consider the original setting, since they also report results using the EPFL benchmark.

**Geometrical approach + Appearance (L2 + th).** We also have implemented the extended version of the geometrical approach, proposed by [1]. This approach adds a new condition to the graphs construction, based on the distance between appearance features. Now, two nodes are connected according to their thresholded Euclidean spatial and appearance distances. Again, for a fair comparison, we consider the optimal computed threshold for each set of data.

The results in Table V show a considerable increment of performance of GNN-CCA over the rest of approaches. Regarding the V-measure, a relative percentage increment of the 97.28% is obtained with respect to the commonly used L2 distance for comparing appearance features. An increment of the 18.55% is obtained with respect to the best approach, the combination of geometrical and appearance features. Both

\[
\text{V-measure} = \frac{\text{Rand Index} + \text{Mutual Information} + \text{Homogeneity} + \text{Completeness}}{4}
\]

\[
\text{Thresholds} = \{0.1 \cdot k, k \in [0, 1]\}
\]

\[
\{\text{0.55, 0.59, 0.63}\}
\]
can be applied for cross-camera matching of any type of objects, although we validate it in pedestrians scenarios. The results show that the proposal outperforms the state-of-the-art techniques currently used to solve the task of associating cross-camera detections. Furthermore, a global association is made, being an advantage over pairwise alternatives, maintaining a low computational complexity. The proposed method represents an effective and lightweight technique for the association of cross-camera detections, with a performance improvement over other alternatives that benefits the overall results of the target multi-camera computer vision task.
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