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Abstract—Brain-computer interface (BCI) is challenging to use in practice due to the inter/intra-subject variability of electroencephalography (EEG). The BCI system, in general, necessitates a calibration technique to obtain subject/session-specific data in order to tune the model each time the system is utilized. This issue is acknowledged as a key hindrance to BCI, and a new strategy based on domain generalization has recently evolved to address it. In light of this, we've concentrated on developing an EEG classification framework that can be applied directly to data from unknown domains (i.e., subjects), using only data acquired from separate subjects previously. For this purpose, in this paper, we proposed a framework that employs the open-set recognition technique as an auxiliary task to learn subject-specific style features from the source dataset while helping the shared feature extractor with mapping the features of the unseen target dataset as a new unseen domain. Our aim is to impose cross-instance style in-variance in the same domain and reduce the open space risk on the potential unseen subject in order to improve the generalization ability of the shared feature extractor. Our experiments showed that using the domain information as an auxiliary network increases the generalization performance.

Clinical relevance—This study suggests a strategy to improve the performance of the subject-independent BCI systems, which is to provide a system that can correctly identify unknown task or object in real-world circumstances. The goal of OSR is to simultaneously lower the empirical classification risk on labeled known data and the open space risk on potentially unknown data acquired on different days/sessions. For this purpose, there have been transfer learning-based approaches that use other subjects’ data to help learn a small amount of calibration data or to create a generalized model [10], [11]. Considering the variability problem from the perspective of the domain shift problem, it is divided into domain adaptation and domain generalization depending on whether the data of the target subject is used. This subject-independent BCI corresponds to domain generalization because calibration data from the target subject is not used at all during the entire training procedure. Most of the studies in this area use the leave-one-subject-out validation, which uses data of all users other than the target in order to use as much data as possible. However, we cannot rule out the possibility that subjects that may have a negative effect are included in the transfer learning process that uses the data of others. This may even happen with the data of the same subject if the data is collected on different days/sessions. For this reason, it may be beneficial for the network to recognize the samples that belong to the same subject and make their features as close as possible.

To deal with that problem, the invariance cross instances from the same subject can be targeted, and, according to our hypothesis, the feature extractor can be trained better for an unseen subject with an open-set recognition (OSR) technique. There is a possibility of encountering an unknown task or object in real-world circumstances. The goal of OSR is to provide a system that can correctly identify unknown and known classes during testing. The main goal is to simultaneously lower the empirical classification risk on labeled known data and the open space risk on potentially unknown

EEG analysis is complicated since variations in the user's physiological or psychological state cause fluctuations over time, and it differs from subject to subject. The model's performance on unknown data is hampered by the inter/intra-subject variability of EEG signals. As a result, generic BCI systems need a calibration technique to collect subject/session-specific data in order to fine-tune the model each time the device is utilized [3]–[5]. EEG components such as rapid serial visual presentation, steady-state visual evoked potentials, and event-related potentials require fewer calibration data or do not require any calibration at all [6], [7]. On the other hand, motor imagery (MI) and speech imagery need well-developed calibration methods. Although MI is a practical modality for patients with motor disabilities since it requires no muscular activities, the calibration process of MI might take up to an hour of data collecting and model training time, which is unpleasant for the new user [8], [9].

I. INTRODUCTION

Brain-computer interface (BCI) is a platform for communicating with a computer system utilizing human brain impulses without the need for muscles. Because of its affordable and portable nature, electroencephalogram (EEG) signals have been widely used in many clinical and research BCI applications [1]. By using specifically developed signal processing and machine learning algorithms, the collected waveforms are carefully integrated and collectively utilized to produce a real-time control signal [2] for further BCI processing.
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data [12]. In traditional deep-learning methods, a linear classification layer is applied to the features by applying the softmax function on the obtained features. This operation divides the feature space with hyperplanes into subspaces. The number of subspaces is equal to the number of classes. Although the softmax operation separates the classes well, it is not good at telling the difference between the known and unknown classes. For this reason, several methods [13], [14] use prototype learning to force the training features to be close to corresponding prototypes, which makes it easier to distinguish the known and unknown classes.

In this study, we proposed a prototype-based domain generalization framework by using an auxiliary network that employs the OSR technique to learn subject-specific style features from the source dataset while helping the feature extractor with mapping the features of the unseen target dataset as a new unseen domain.

II. METHODS

Rather than using the subject information in an adversarial manner, our idea is to impose cross-instance style in-variance in the same domain by utilizing the subject labels. For this purpose, a style encoder follows the convolutional neural network (CNN) along with the semantic encoder. CNN acts as a shared featured extractor between these encoders. The purpose of the style encoder is to help the feature extractor recognize the subject and support the classification. In order to reduce the open space risk on the potential unknown subject and to have a better generalized network, convolutional prototype learning (CPL) [13] is adapted as the OSR method to classify the subjects. In addition, we utilize CPL for task classification on the semantic features that come from the semantic encoder as well. The whole framework can be seen in Fig. 1. It should be highlighted that our goal is not to classify the subjects perfectly, but rather to assist with task classification using knowledge coming from the subjects.

A. Convolutional Prototype Learning for EEG Decoding

Originally, CPL is a framework designed to handle the open-world problem and improve the robustness of the feature extractor by utilizing prototypes. Different from the traditional CNN, in CPL, the softmax layer is removed, and prototypes are learned from the data. These prototypes are jointly trained with the feature extractor and instances are classified into the class with the nearest prototype. As the distance metric between the prototypes and instances, we used Euclidean distance in this study just as in the original paper.

While training the feature extractor we used distance-based cross-entropy loss (DCE) [13]. In this approach, the distance between the samples and the prototypes is treated as the probability of that sample belonging to the class of the corresponding prototype. Let’s say we have $C$ number of classes and have one prototype for each class. For a training sample $(x, y)$, let $m_i$ denote the prototype where $i \in \{1, 2, ..., C\}$ and $M = \{m_i| i = 1, ..., C\}$ be the parameters of the prototypes that are learned during training. Feature extractor is denoted as $f(x, \theta)$, where $\theta$ is the parameters of the network. In our case; CNN and style encoder are the feature extractor for style features and CNN and semantic encoder are the feature extractor for class/task features. Then the probability in proportion can be written as:

$$p(x \in m_i | x) \propto (\| f(x) - m_i \|_2^2).$$  (1)

Furthermore, in order to satisfy the sum-to-one property of probability, the distances are passed to a softmax equation as the following:

$$p(y|x) = \frac{e^{-\gamma(\| f(x) - m_i \|_2^2)}}{\sum_{k=1}^{C} e^{-\gamma(\| f(x) - m_k \|_2^2)}}.$$  (2)

Here $\gamma$ is the temperature hyper-parameter that controls the hardness of the softmax operation. Based on this loss function cross-entropy loss is defined.

Lastly, a prototype loss (PL) is added to the equation as a regularizer to improve the generalization performance of the model. This loss function is defined as:

$$l_p((x, y); \theta, M) = \| f(x) - m_i \|_2^2.$$  (3)

The total loss function can be summarized as:

$$\text{loss}((x, y); \theta, M) = l((x, y); \theta, M) + \beta l_p((x, y); \theta, M),$$  (4)

where $\beta$ is the hyper parameter that controls the weight of the prototype loss.

B. Open-Set Recognition for Subject Identification

In general, subject information is ignored or used in an adversarial manner in subject-independent EEG networks. In this study, we try to get the advantage of this information as an auxiliary network to support the classification of the main task. We assume that by learning the subject information CNN will be better trained for that subject’s data. To be able to use this method on an unseen subject, we propose to use a classification technique that is used in the open-set recognition area. In our hypothesis, by using an OSR method on the auxiliary network CNN will be better trained for the unseen subject. Therefore, CPL has been used as an OSR method to classify the subjects.
In order to have the subject information separately from the class information, we utilize two encoders called style and semantic encoders that take the output of CNN. The output of the style encoder is tried to match with centers that are learned from the subject labels and the output from the semantic encoder is tried to match with centers that are learned from the task labels (i.e. motor imagery classes). The total loss function of our framework can be summarized as below:

$$\mathcal{L} = \mathcal{L}_c + \beta_1 \mathcal{L}_{cp} + \alpha (\mathcal{L}_d + \beta_2 \mathcal{L}_{dp}),$$ (5)

where $\mathcal{L}_c$ is the DCE loss for the task, $\mathcal{L}_{cp}$ is the prototype loss for the task, $\mathcal{L}_d$ is the DCE loss for subjects, $\mathcal{L}_{dp}$ is the prototype loss for subjects, and $\alpha$ is the hyper-parameter that controls the weight of the subject loss.

III. EXPERIMENTS

A. Dataset

OpenBMI dataset [15]: This dataset consists of 54 subjects and 2 motor imagery classes (left hand, right hand). Each subject has 4 sessions of data, each of these sessions include 100 trials (200 trials for a class). Each trial consists of 4 seconds of data that is sampled with 1,000 Hz and collected from 62 electrodes. We use 4 seconds of task data and all 62 channels. The signals are downsampled to 250 Hz from 1,000 Hz with an order-8 Chebyshev type-I filter for anti-aliasing.

B. Data-Split

We validated our experiments by leaving one subject out. For example, the source data for cross-subject training was the samples excluding one subject from the 54 subjects’ samples (i.e. 53 subjects), and the excluded data was the test data. We divided the source dataset into two parts, each with an 80:20 split, and used them as train and validation data, respectively. Only the 4th session of the test subject was used to evaluate the network as the other research [16]. The rest of the test data was kept aside for a possible future adaptation scenario. We evaluated the proposed method and the baseline methods on 4 different sizes of training data. Namely, 11, 21, 31, and 54 subjects. In all settings, the test subject was excluded and the rest was used for train and validation. We have 10, 20, 30, and 53 subjects for training respectively. These subjects were chosen randomly but all the frameworks were trained with the same set of subjects.

C. Experimental Details

We used DeepConvNet [22] without the final classification layer as the shared feature extractor. It is a popular CNN structure for EEG decoding that consists of 4 convolution-pooling blocks. Its first convolution block has temporal and spatial convolution filters.

Our baseline classifier is trained only with cross-entropy loss. Our proposed classifier is trained with distance based cross-entropy loss, prototype loss for classes along with DCE, and PL for domains. Weights of the PLs ($\beta_1$, $\beta_2$) are set to 0.001 and the weight of the domain loss ($\alpha$) is set to 0.1. Both the style and semantic encoders are implemented using a fully connected layer. Since our input size is $[62 \times 1,000]$, the shared feature extractor outputs a feature with size 1,400. Then both the style and semantic encoders reduce the feature size to 2. All of the prototypes are initialized to zero at the beginning of the training, and only 1 prototype is kept for a class/domain.

The loss function was optimized by the Adam algorithm with a learning rate of 0.005. We also used the cosine annealing learning rate scheduler. Batch size $b$ for training was 16. All the networks were trained for 200 epochs, and the model with the lowest loss on the validation set was selected for evaluation.

IV. RESULTS AND DISCUSSION

We compared our results with previous subject-dependent and subject-independent methods. To observe the effect of the number of subjects we re-implemented the baseline method. In total, we experimented with three different methods in subject-independent settings. The first one is the original DeepConvNet which is trained with the traditional softmax function and the second one is the DeepConvNet which uses CPL for task classification. Lastly, our third one is the proposed framework. The comparison of results is given in Table I. Along with our experimental results, we also provide the results for DeepConvNet from another paper [16] and some subject-specific results from other papers.

All the methods are run 5 times with 10 subjects, 3 times with 20 subjects, 2 times with 30 subjects, and 1 time with 53 subjects. All runs contain different sets of subjects but the same sets are used for each method. Our baseline achieves 72.83% average accuracy on 10 subjects, 80.65% on 20 subjects, 82.81% on 30 subjects, and 84.98% on 53 subjects. DeepConvNet with CPL achieves 70.17% average accuracy on 10 subjects, 80.30% on 20 subjects, and 84.07% on 53 subjects.

| Methods                                  | Accuracy (%) (Standard Deviation) |
|------------------------------------------|----------------------------------|
| **Subject Dependent**                    |                                  |
| CSSP [17]                                | 68.17 (±17.57)                  |
| CSSP [18]                                | 69.69 (±18.53)                  |
| FBCSP [19]                               | 70.59 (±18.56)                  |
| BSSFO [20]                               | 71.02 (±18.83)                  |
| CNN [21]                                 | 71.32 (±15.88)                  |
| DeepConvNet [16]                         | 63.54 (±14.25)                  |
| **Subject Independent**                  |                                  |
| DeepConvNet [16]                         | 72.83* (±14.22)                 |
| DeepConvNet (Baseline)                   | 80.65 (±13.02)                  |
| DeepConvNet with CPL                     | 82.81* (±12.83)                 |
| Proposed Method                          | 84.19 (±9.98)                   |
| DeepConvNet with CPL                     | 72.67* (±14.04)                 |
| DeepConvNet with CPL                     | 80.30 (±12.45)                  |
| Proposed Method                          | 82.23* (±12.11)                 |
| Proposed Method                          | 84.80 (±11.84)                  |
| Proposed Method                          | 74.17 (±14.19)                  |
| Proposed Method                          | 81.61 (±12.83)                  |
| Proposed Method                          | 84.07 (±12.25)                  |
| Proposed Method                          | 85.22 (±12.24)                  |

* (p < 0.05) BETWEEN THE PROPOSED FRAMEWORK AND OTHER FRAMEWORKS ARE MARKED WITH *
Our ablation study which uses CPL for only task classification seems to be the worst in all cases compared to baseline and the proposed method. However, its performance is still comparable to the baseline.

As it can be seen from the results, the proposed method outperforms both of the other methods on all sets but the gap between the methods decreases as the number of subjects increases, and it becomes almost similar when we use all the subjects. For example, the gap between the baseline and the proposed method is about 1.3% in 10 subjects but it is around 0.2% in 53 subjects. This change over the number of subjects can be seen better in Fig. 2. In our hypothesis when the number of subjects increases it gets harder for the framework to discriminate the known and unknown subjects from each other and the baseline has a better generalization performance as the amount of data increases largely.

V. CONCLUSION

In this paper, we proposed a prototype-based framework for EEG based BCIs that uses an open-set recognition method for unseen subjects. In our framework, the main goal is to impose cross-instance style in-variance in the same domain and reduce the open space risk on the potential unseen subject. To the best of our knowledge, the proposed framework achieved the best performance on the dataset with a subject-independent training scheme. In the future, we are planning to focus on adaptive schemes using the proposed framework. We will also expand our system to categorize previously unseen classes since we employ the OSR approach for both domain and class classification. In addition to this, we are planning to use the suggested framework for mental state monitoring tasks such as neurofeedback, identifying epileptic seizures, and sleep disorders.
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