Ruppeiner geometry of isotropic Blume–Emery–Griffiths model
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Abstract With the aid of Ruppeiner thermodynamic metric defined on a two-dimensional phase space of dipolar ($m$) and quadrupolar ($q$) order parameters, we derive an expression for the Ricci scalar ($R$) in the isotropic Blume–Emery–Griffiths model. Temperature dependence of $R$ is investigated for various values of bilinear to biquadratic ratio ($r$). Its behavior near the continuous/discontinuous phase transition temperatures and a tricritical point is presented. It is found that in addition to the divergence singularity and finite jumps connected with the phase transitions, there are field-dependent broad extrema in the Ricci scalar.

1 Introduction

The spin-1 isotropic Blume–Emery–Griffiths (BEG) model (also known as the spin-1 Ising model with bilinear (dipolar) and biquadratic (quadrupolar) pair interactions) is one of the simplest lattice-spin systems with vanishing single-ion anisotropy [1]. It has been solved theoretically, using various techniques, to observe the meetings of phase boundaries between the ordered and disordered states [2–17]. In the prevailing majority of studies, calculations were carried out using mean-field theory (MFT). In the zeroth- and first-order approximations, the MFT self-consistent expressions for the dipolar and quadrupolar order parameters were derived using the free energy minimization for the spin system at equilibrium. Solutions of these expressions give various branches including stable, metastable and unstable states of the system [2,9–12,14]. The MFT calculations of the isotropic BEG model from Tanaka and Mannari work [2] were combined with phenomenological and statistical nonequilibrium theories by Erdem and co-workers in order to determine the thermal dependence of several dynamic quantities [18–23].

A similar approach based on the MFT self-consistency has recently been employed to calculate the curvature scalar or Ricci scalar ($R$) of Ising magnets with two spin states by one of us [24–26]. In these references, for a given manifold $\mathcal{M}$ defined in the thermodynamic state space, a metric called Ruppeiner metric [27,28] was found from the Hessian matrix (HM) of mean-field free energy. Because the derivatives in the HM are evaluated in the equilibrium state, Ricci scalar was derived in terms of the known equilibrium values of order parameters. Among the conclusions, it was noted that in the whole range of external parameters, the
curvature scalar remains positive \((R > 0)\), and thus, no sign change in \(R\) occurs. Another evaluation of \(R\) was in Ref. [29] where it was shown by Mirza and Talaei that the two-dimensional Ising model on a Kagome lattice in a magnetic field has diverging curvature to \(\pm \infty\) on opposite sides of the phase transition line \((R < 0\) on the ferromagnetic \((F)\) side, and \(R > 0\) on the frustrated side). Likewise, \(R\) has already been worked out extensively in a number of discrete spin systems [30–33]. Although much work is devoted to thermodynamic geometry of magnetic systems, the sign of \(R\) is still less explored in most spin systems than in fluid systems.

In the present work, we extend the Ruppeiner’s geometrical treatment of thermodynamics to the isotropic BEG model. This extension is more interesting than the above-mentioned geometric formulations of Ising magnets, because \(R\) for the present spin system is negative on the \(F\) side of continuous phase transition line with a divergence to \(-\infty\) near the zero temperature, but it diverges to \(+\infty\) below the critical temperature. Conversely, \(R > 0\) on the paramagnetic \((P)\) side. The vanishing curvature line \((R = 0)\) which separates the \(R > 0\) and \(R < 0\) phase regimes will be determined in the phase diagram, and the results will be analyzed in comparison with the other curvature calculations [34].

This paper is organized as follows: Sect. 2 contains a brief recall presentation of isotropic BEG model and its equilibrium properties under the MFT. In Sect. 3, we deal with the derivation of Ricci scalar using Ruppeiner metric. The behavior of \(R\) near the phase transition temperatures is shown in Sect. 4. Finally, some concluding remarks are given in the last section.

2 The model and mean-field solutions for the system at equilibrium

For a system of \(N\) spins, the Hamiltonian of the isotropic BEG model is given by [2–21]

\[
\mathcal{H} = -J \sum_{\langle ij \rangle} S_i S_j - K \sum_{\langle ij \rangle} S^2_i S^2_j ,
\]

(1)

where \(S_i\) is the spin variable (at site \(i\)) which take on three values 0, \(\pm 1\) and the interactions are between nearest-neighbor pairs \(\langle ij \rangle\) only. \(J\) and \(K\) are the bilinear and biquadratic exchange coupling energies, respectively. The properties of the system at equilibrium are generally determined self-consistently using Gibbs energy calculations. Letting \(U, T, \sigma, H, D, m,\) and \(q\) be the internal energy, absolute temperature, entropy per site, external magnetic field, single-ion anisotropy, dipolar-order parameter (or magnetization per site), and quadrupolar-order parameter (or quadrupole moment per site), respectively, the Gibbs energy functional is given by the following general formula [35]

\[
G = U - TN\sigma - HN m + DN q.
\]

(2)

Here, we assume \(m \equiv \langle S_i \rangle\) and \(q \equiv \langle S^2_j \rangle - 2/3\) where \(\langle \cdots \rangle\) denotes the thermal expectation value. We recall that Eq. (2) represents the total Legendre transform of entropy with respect to the variables \(m\) and \(q\). Under the MFT in the Bragg–Williams formalism, it can be rewritten in the form

\[
\phi(m, q) = \frac{1}{K N} G = -r m^2 - q^2 + \theta \sum_{i=1}^3 p_i \ln p_i - hm + dq ,
\]

(3)

where \(r = J/K\) is the coupling ratio constant, \(\theta = k_B T/K\) is the reduced temperature \((k_B\) the Boltzmann constant), \(h = H/K, d = D/K\), and \(p_i\) are the probabilities of the spin states
consistent with given values of dipolar and quadrupolar-order parameters. They are defined by

\[
p_1 = \frac{1}{3} + \frac{1}{2}m + \frac{1}{2}q, \quad p_2 = \frac{1}{3} - q, \quad p_3 = \frac{1}{3} - \frac{1}{2}m + \frac{1}{2}q.
\]

The equilibrium values of the dipolar and quadrupolar-order parameters are found from the conditions \(\partial f / \partial m = 0\) and \(\partial f / \partial q = 0\) which yield the following set of self-consistent equations for the isotropic case \((d = 0)\)

\[
m = \frac{2e^z \sinh(y)}{1 + 2e^z \cosh(y)}, \quad q = \frac{2}{3} \left( \frac{e^z \cosh(y) - 1}{1 + 2e^z \cosh(y)} \right).
\]

Here, the notations \(y = (2rm + h)/\theta\) and \(z = 2q/\theta\) are introduced for simplicity. From the numerical solutions of (5), the relevant equilibrium states have been investigated for several values of \(r\). According to the graphical results shown for \(h = 0\) by Tanaka and Mannari [2], order parameters \(m\) and \(q\) start from their saturated values \((m \approx 1\) and \(q \approx 1/3\)), decrease continuously with increasing \(\theta\), and approach to zero at critical temperature \((\theta_C = 4r/3)\), while \(r \geq 2/3\). This phenomenon is known as a continuous (or second-order) phase transition from the \(F\) phase \((m, q > 0)\) to \(P\) phase \((m = q = 0)\). In this case, the order parameters can be expressed in the vicinity of \(\theta_C\) by

\[
m \approx 2 \left( \frac{1}{2r} - \frac{1}{3} \right)^{1/2} \delta^{1/2}, \quad q \approx \frac{1}{2} \left( \frac{3}{3r - 2} \right) \delta,
\]

where \(\delta = \theta_C - \theta\), a measure of distance from the critical temperature. On the other hand, both order parameters jump to zero at the critical point when \(1/3 \leq r < 2/3\), called a discontinuous (or first-order) phase transition and the system has a tricritical point (TCP) for \(r = 2/3\). Also, one can observe that a first-order phase transition between quadrupolar \((Q)\) \((m = 0, q < 0)\) and \(P\) phases exists, if \(r < 1/3\). In the presence of an external magnetic field \((h \neq 0)\), the phase transition has been removed [11]. These solutions are usually known as the stable branch. There exists another set of solutions (or metastable and unstable branches) which can obviously be seen in Refs. [2, 9–12, 14]. The above information is very important for the geometrical analysis of critical and tricritical properties, particularly for the investigation of Ricci scalar vs. reduced temperature plots.

3 Ruppeiner geometry and derivation of Ricci scalar for the isotropic BEG model

Now, considering a \(n\)-dimensional thermodynamic state space (manifold \(\mathcal{M}\)), a metric (line element) is defined as follows:

\[
ds^2 = g_{ij} dx^i dx^j, \quad (i, j = 1, 2, \ldots, n),
\]

where \(x^i\) denotes the various thermodynamic variables. In the Ruppeiner approach [27], components of the metric tensor are usually found from the Hessian of the entropy with respect to the extensive quantities of a system. As indicated in the third line of Table II in Ref. [28], the total Legendre transform of entropy or internal energy with respect to variables \(x^i\) is another convenient quantity to calculate the metric elements via the definition

\[
g_{ij} = -\beta \partial_i \partial_j \phi,
\]

where \(\phi\) is the thermodynamic potential per site, \(\beta = 1/k_BT\), and \(\partial_i = \partial / \partial x^i\). In terms of the metric elements \(g_{ij}\), the Christoffel symbols \((\Gamma^i_{jk})\) and curvature tensor \((R^i_{jkl})\) are,
respectively, written. Then, the Ricci tensor is defined by \( R_{ij} = R^{k}_{ikj} \), and after another contraction of the Ricci tensor indexes, follows the Ricci scalar \( R = g^{ij} R_{ij} \),

(9)

where \( g^{ij} \) are the components of contravariant metric tensor. Equation (9) is also called as the thermodynamic curvature which measures the complexity of a system and plays a central role in any attempt to look at phase transitions from geometrical perspective. Specifically, the sign of \( R \) indicates whether the interactions in fluids and spin systems are effectively attractive (\( R < 0 \)) or repulsive (\( R > 0 \)). In the literature, it has been calculated and analyzed for a variety of critical phenomena [34,36–38].

For the spin system under consideration, we firstly parameterize a two-dimensional manifold by \((x^1, x^2) = (m, q)\). Then, one can find the elements of a nondiagonal metric tensor directly using (3) and (8) as follows:

\[
\begin{align*}
g_{11} &= -\frac{1}{\theta} \frac{\partial^2 \phi}{\partial m^2}, \\
g_{12} &= -\frac{1}{\theta} \frac{\partial^2 \phi}{\partial m \partial q}, \\
g_{22} &= -\frac{1}{\theta} \frac{\partial^2 \phi}{\partial q^2},
\end{align*}
\]

(10)

where the derivatives are evaluated in the equilibrium state. Using the results of (10) in (9) Ricci scalar is found in terms of the known equilibrium values of \( m \) and \( q \) determined by the self-consistent equations (5) as follows:

\[
R(m, q) = -\frac{81}{2} \frac{A}{B^2} \theta^3,
\]

(11)

where the coefficients \( A \) and \( B \) are defined by

\[
\begin{align*}
A &= 18(r m^2 + q^2) + 12q(3r - 1) - 9\theta + 6r + 2, \\
B &= -108rq(m^2 - q^2 - q) - 54\theta (r m^2 + q^2 - r q) \\
&\quad + 36r (m^2 + \theta) - 27\theta^2 - 18q\theta + 12\theta - 16r.
\end{align*}
\]

(12)

(13)

Some examples of numerical calculations related to Eq. (11) and the discussion of the results will be given in the next section.

4 Results and discussion

The variation of Ricci scalar \( R \) as a function of the reduced temperature (\( \theta \)) in the \( F, P \), and \( Q \) phases is shown in Fig. 1a–c for several values of \( r \), which correspond to the second-order phase transition temperature, the first-order phase transition temperature, and the TCP. In the figures, the vertical dotted lines refer to phase transition temperatures when there is no external magnetic field and the horizontal dotted lines are for \( R = 0 \) case. According to results displayed in Fig. 1a, Ricci scalar for \( r \geq 2/3 \) is mostly negative and dependent on \( r \) at low temperatures in the \( F \) phase. Also, it decreases and \( R \rightarrow -\infty \) as the temperature is lowered to zero which is a novel result and not found in earlier studies. This property can be verified by inserting the saturated values of the order parameters (\( m = 1.0 \) and \( q = 1/3 \)) into Eqs. (12) and (13) and resulting expressions to (11). Thus, we observe that \( R \propto -\theta^{-1} \) corresponding to a tendency to \(-\infty \) as \( \theta \rightarrow 0 \). On the other hand, the Ricci scalar \( R \) decreases with increasing temperature, but it reaches to a minimum value (\( R_M \approx -69.255 \)) when \( \theta_M \approx 0.877 \) for \( r = 2/3 \). Further increase in \( \theta \) causes a sign change at \( \theta_{SC} \approx 0.882 \). Then, a rapid increase or a tendency to the plus infinity (\( R \rightarrow +\infty \)) near the temperature of tricritical point (\( \theta_{TCP} \approx 0.888 \)) on both sides in the \( R > 0 \) region is observed (See the red
curve in Fig. 1a). The same picture is also displayed when \( r = 1.2 \), illustrated by the blue curve in Fig. 1a. In this case, the minimum in the \( F \) phase (with \( \theta_M \approx 1.493, R_M \approx -11.50 \)) is wider and less deeper than that in the tricritical one. After changing its sign from negative to positive at \( \theta_{SC} \approx 1.541 \), a very rapid divergence to positive infinity occurs around \( \theta_C = 1.6 \). In order to analytically investigate the behavior of the Ricci scalar just below \( \theta_C \), we insert (6) into (12) and (13) to obtain

\[
R(\delta) = \frac{X}{4Y} \delta^{-2},
\]

where \( X = \sum_{k=0}^{4} a_k(r) \delta^k \) and \( Y = \sum_{\ell=0}^{4} b_\ell(r) \delta^\ell \). From Eq. (14), one can conclude that when \( r \) is a finite number with \( r > 2/3 \), corresponding to the cases \( a_0(r) > 0 \) and \( b_0(r) > 0 \). \( R \) is always positive and tends to plus infinity as \( \delta \to 0 \) or \( \theta \to \theta_C \) from below. Using again Eq. (14), it is found that the Ricci scalar just below the criticality is expressed as \( R(\delta) \propto \delta^\lambda \) with a curvature exponent of \( \lambda = -2 \). It has long been argued that near a critical point \( R(\delta) \propto \delta^{\alpha-2} \) where \( \alpha \) is the specific heat exponent with \( \alpha > 0 \) [29]. In addition, most of the phase transitions observed in the framework of BEG model are represented by the discontinuous jumps of specific heat which correspond to \( \alpha = 0 \) [39]. Hence, setting \( \alpha = 0 \) we reach the same result \( R(\delta) \propto \delta^{-2} \). The value of curvature exponent reported in this study (\( \lambda = -2 \)) matches exactly those of other spin models with \( d \geq 4 \) dimensions although there is no physical relation between them. Therefore, the above results provide a similar example of statistical approximation in which the curvature of thermodynamic metric diverges at the critical point.

Another critical behavior is the large jump of Ricci scalar (\( \Delta R \approx 10,000 \)) at the first-order phase transition temperature where \( R \) also changes its sign abruptly from \( R < 0 \) in the \( F \) phase to \( R > 0 \) in the \( P \) phase, shown in Fig. 1b. Similarly, going from \( Q \) phase to \( P \) phase by raising the temperature at a constant \( r \) value gives a first-order phase transition accompanied by an abrupt increase with a sign change in \( R \) (Fig. 1c). The only difference in both figures is that Ricci scalar is independent of \( r \) in the whole range of temperature in the \( Q \) phase, while it slightly depends on \( r \) just above the phase transition temperature and becomes again \( r \)-independent at very high \( \theta \) in the \( P \) phase. Also in this category is the ferroelectric crystals. In this family of crystals, \( R \) is negative for lower energy gap (\( \epsilon \)) and pressure (\( p \)) values and sharply increases to large positive values at the first-order ferroelectric–paraelectric phase transition as either \( \epsilon \) or \( p \) is increased [34].

Besides the study of \( R \) along the \( F / P \) phase equilibria, we now locate the \( R = 0 \) boundary line in the phase space, which is very close to conventional phase transition indicated by the blue lines in Fig. 1d. Across the red line in the figure, \( R \) changes its sign smoothly from negative to positive as one increases the temperature. This change is mostly referred as geometric phase transition [40]. Unlike the phase boundary associated with singularity in \( R \), the geometric phase transitions from \( R < 0 \) phase to \( R > 0 \) phase are not associated with any divergence behavior. In the geometric phase diagram, both \( R = 0 \) line and the line of \( R_M \) terminate at the same point (\( E \)) (\( r_E \approx 0.55, \theta_E \approx 0.739 \)) located on the discontinuous phase transition line (dotted blue line). This is very similar to the critical end-point definition presented by Hoston and Berker [41].

In the next two figures (Fig. 2a, b), we show different types of thermal variation of Ricci scalar for \( h \neq 0 \) with the other parameters taken as in Fig. 1a. As can be seen, there is no anomaly of \( R \) because external magnetic field cancels the singularities observed in Fig. 1. The existence of smooth curves with two new characteristics is illustrated: one with large maximum or a peak (\( R_P \)) above the critical point, and another with a small minimum (\( R_M \)) below \( \theta_C \). The shapes and positions of these extrema depend both on the magnetic
field and exchange coupling ratio. When $r$ is fixed ($r = 1.2$), but $h$ increases, the extrema become smaller and shift toward higher temperatures (Fig. 2a). But, on increasing $r$ at fixed $h$ ($h = 0.05$) $R_P$ ($R_M$) becomes larger (smaller), while the same shifts occur (Fig. 2b).

On the other hand, the extrema $R_P$ of the curves observed in Fig. 2a determine the line of curvature maxima, thus indicating the loci of correlation length maxima or the Widom line for the isotropic BEG model. In Fig. 2c, we construct four Widom lines (colored solid curves) predicted for $r = 0.4, 2/3, 0.9, 1.2$. They start at their critical temperatures indicated by the vertical dotted lines in Fig. 2b and extend into the region $h > 0$ in $h - \theta$ plane illustrated in Fig. 2c. We compare our results for Widom lines with those of the 1D Ising model on the $h - \theta$ plane where a manifold $\mathcal{M}$ with $(x^1, x^2) = (\beta J, h)$ is used by Dey et al. [32]. We find a good agreement between the spin models, thus supporting the power of $(m, q)$ choice in the geometrical investigations. It is natural to ask whether the $R_P$ line might coincide with the $R = 0$ line (colored dashed curves) and $R_M$ line (colored dotted curves) since these lines mark a transition from attractive to repulsive interactions in fluid systems [36]. We proceed to analyze our results comparing the above curves for various values of $r$ in Fig. 2c. Indeed,
Fig. 2  

(a) Ricci scalar $R$ vs. reduced temperature $\theta$ for the case $h \neq 0$ at $r = 1.2$. 

(b) Same as (a) but for the case $\alpha \geq 1/3$ at $h = 0.05$. 

c Loci of $R_P$ and $R_M$ with $R = 0$ line for several values of $r$ in the $h - \theta$ plane. 

d Same as (c) but in the $r - \theta$ plane when $h = 0.05$. 

...three curves join at the temperature of $\theta_{TCP}$ when $h = 0, r = 2/3$ and coincide only for very small $h$ values if $r < 2/3$. This fact represents a possible correspondence between $R = 0$ and Widom curves (For an example of such a correspondence in fluids, see [36]). Finally, loci of extrema of $R$ can also be worked out in the full range of $r$ with $r \geq 1/3$. For a special value of $h$ ($h = 0.05$), determinations of $R_P$ and $R_M$ are straightforward and the results are represented in Fig. 2d. It is shown that both $R_P$ (green solid line) and $R_M$ (green dashed line) extend into the region $r \geq 1/3$ in $h - \theta$ plane on opposite sides of $R = 0$ boundary (red solid line). Note that the conventional phase boundary lines from Fig. 1d (blue solid and dotted lines) are also replotted in Fig. 2d so that the reader can compare them with the results of $R = 0$ boundary line.
5 Conclusions

As a conclusion, we have reported here on the microscopic basis for a geometrical extension of the isotropic BEG model. This is the first and novel treatment of geometrical approach in spin-1 Ising systems. From the results for the Ricci scalar presented in Fig. 1, the spin system has two different behaviors depending on whether $\theta < \theta_C$ or $\theta > \theta_C$. For $\theta < \theta_C$, the Ricci scalar $R$ is mainly negative with a divergence singularity at $\theta = 0$ ($R \to -\infty$). Thus, we may call the ferromagnetic spin interaction is attractive, while for $\theta > \theta_C$, $R$ is always positive and so the interaction between the spins is repulsive, as in other solids [42]. We have shown that there are $r$-dependent critical values for the reduced temperature $\theta_{SC}(r)$ where $R$ varies rapidly and undergoes a change of sign. Such a geometric transitions are necessarily continuous. We also confirmed numerically theoretical predictions for the critical point properties of $R$ and find that the curvature scalar diverges with an exponent of $-2$ below $\theta_C$. We notice that these findings are consistent with the recently developed interpretation that Ricci scalar gives for the ordered/disordered phases in the ferroelectric crystals. This consistency is an expected result, since, as identified in Ref. [34], the quantum lattice version of the BEG model corresponds precisely to Eq. (1) with $H = 0$. After introducing the external magnetic field, $R$ becomes smooth functions of $\theta$ with broad extrema in the $R < 0$ and $R > 0$ regimes (Fig. 2). In this case, $\theta_{SC}$ depends on both $r$ and $h$. Another issue is whether the above features exist beyond two-dimensional ($n = 2$) manifolds that we have studied here. In this regard, we conclude by noting that preliminary results for a similar analysis of three-dimensional manifold where $(x^1, x^2, x^3) = (m, q, \theta)$ also clearly indicate the presence of a negative curvature region, although this domain in parameter space is somewhat smaller than that for $n = 2$ case mentioned above.

Acknowledgements We would like to thank Prof. G. Ruppeiner (New College of Florida, USA) for useful discussions related to the topic.

References

1. M. Blume et al., Phys. Rev. A 4, 1071 (1971)
2. M. Tanaka, I. Mannari, J. Phys. Soc. Jpn. 41, 741 (1976)
3. M. Tanaka, K. Takahashi, J. Phys. Soc. Jpn. 43, 1832 (1977)
4. O.F.D.A. Bonfim, F.C.S. Barreto, Phys. Lett. A 109, 341 (1985)
5. A.F. Siqueira, I.P. Fittipaldi, Phys. Rev. B 31, 6092 (1985)
6. C.E.I. Carneiro et al., J. Phys. A: Math. Gen. 20, 189 (1987)
7. K.G. Chakraborty, J. Phys. C: Solid State Phys. 21, 2911 (1988)
8. J.W. Tucker, J. Phys. C: Solid State Phys. 21, 6215 (1988)
9. M. Keskin et al., Phys. A 157, 1000 (1989)
10. M. Keskin, Ş. Özgan, Phys. Lett. A 145, 340 (1990)
11. M. Keskin, Phys. Scr. 47, 328 (1993)
12. M. Keskin, A. Erdinç, Tr. J. Phys. 19, 88 (1995)
13. O. Vatamaniuk, Y. Rudavskii, Phys. Stat. Sol (b) 197, 199 (1996)
14. A. Erdinç, M. Keskin, Phys. A 307, 453 (2002)
15. E. Albayrak, T. Cengiz, J. Phys. Soc. Jpn. 80, 054004 (2011)
16. M. Ertaş, M. Keskin, Phys. A 526, 120933 (2019)
17. E. Albayrak, Phys. B 594, 412353 (2020)
18. R. Erdem, M. Keskin, Phys. Rev. E 64, 026102 (2001)
19. M. Keskin, R. Erdem, Phys. Lett. A 297, 427 (2002)
20. R. Erdem, M. Keskin, Phys. Lett. A 310, 74 (2003)
21. R. Erdem, Phys. Lett. A 312, 238 (2003)
22. R. Erdem, S. Özüm, Mod. Phys. Lett. B 33, 1950258 (2019)
23. S. Özüm, R. Erdem, Mod. Phys. Lett. B 34, 2050338 (2020)
24. R. Erdem, J. Phys.: Conf. Ser. 1132, 012028 (2018)
25. R. Erdem, Acta Phys. Pol. B 49, 1823 (2018)
26. R. Erdem, Phys. A 526, 121173 (2019)
27. G. Ruppeiner, Phys. Rev. A 20, 1608 (1979)
28. G. Ruppeiner, Rev. Modern Phys. 67, 605 (1995)
29. B. Mirza, Z. Talaei, Phys. Lett. A 377, 513 (2013)
30. H. Janyszek, R. Mrugała, Phys. Rev. A 39, 6515 (1989)
31. D.C. Brody, A. Ritz, J. Geom. Phys. 47, 207 (2003)
32. A. Dey et al., Phys. A 392, 6341 (2013)
33. G. Ruppeiner, S. Bellucci, Phys. Rev. E 91, 012116 (2015)
34. R. Erdem, Phys. A 556, 124837 (2020)
35. A. Pawlak et al., J. Magn. Magn. Mater. 395, 1 (2015)
36. G. Ruppeiner, Phys. Rev. E 86, 021130 (2012)
37. H.-O. May et al., Phys. Rev. E 91, 032141 (2015)
38. P. Mausbach et al., J. Chem. Phys. 151, 064503 (2019)
39. M. Gzik, T. Balcerzak, Acta Phys. Pol. A 92, 543 (1997)
40. D.C. Brody, D.W. Hook, J. Phys. A 42, 023001 (2009)
41. W. Hoston, A.N. Berker, Phys. Rev. Lett. 67, 1027 (1991)
42. G. Ruppeiner et al., Phys. Lett. A 379, 646 (2015)