Time Series Forecasting for Electricity Consumption using Kernel Principal Component Analysis (kPCA) and Support Vector Machine (SVM)
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Abstract. Time series data are collected based on certain periods which have constants value (e.g. daily, weekly or monthly), it can be used to forecast or predict future circumstance. Prediction is one of the objectives of the time series analysis by identifying the model from previous data and assuming the current information will also occur in the future. In Big Data trend, huge amount of time series data come from different heterogeneous sources and multiple application domains. This present a new challenge for time series forecasting. Time series modelling has been widely applied and proposed in various fields to improve its accuracy and efficiency of forecasting. This paper discusses time series forecasting for electricity consumption using kernel principal component analysis (KPCA) and Support Vector Machine (SVM). This research will be measured with Mean Absolute Error and Mean Squared Error.

1. Introduction
The result of time series data analysis is usually in the form of prediction, classification, clustering, segmentation and detection. The most challenges in analysing time series data are high dimensional data, noise on data, non-stationary data, and lack of privacy protection [1]. That is clear that the success of time series forecasting depends on using the right model. Time series data in predicting electricity consumption have been applied using the K-means [2], K-means and FCM-based [3] and Polynomial-Fourier series model (P-FS) methods [4]. In the study explained that the use of K-means method can determine the best pattern, but when grouping a lot of data there will be duplicate cluster. Likewise with the P-FS model that cannot accommodate a lot of information that has different data structures. Gonzalez and Zamarreno [5] predict short-term electricity loads using artificial neural network feedback methods. Prediction errors with respect to the output are used to train the network. This model produces a maximum Mean Absolute Percentage Error (MAPE) of 2.88. Another method that has the potential to forecast or predict is Support Vector Machine (SVM).

SVM has been proven to be able to overcome the problem of overfitting, so that it can achieve high generalization performance in solving various time series forecasting problems [6]. In addition, the advantages of using SVM [7] compared to other forecasting methods such as Artificial Neural Network (ANN) are able to handle the size of the data sample and avoid local minimum. In developing forecasting using SVM, the first most important step is feature selection. According to Mark Claesen, all available indicators can be used as inputs in SVM, but features that are irrelevant or correlated can have a negative impact on generalization performance. Therefore, the Kernel Principal Component Analysis (KPCA) method for feature extraction is added.
This paper will describe the models or methods used in time series forecasting; kernel principal component analysis and support vector machine. The analysis of result using SVM method will also be described in this paper. The organizations of this paper are as follows. In section 2 (Literature Review), present the theory of Time Series, kernel principal component analysis and SVM. In section 3 (Methodology), explain the how this research will be working. In section 4 (Experiment and Result), present the case study and show the obtained result. In section 5 (Conclusion), is the last part of this paper.

2. Literature Review

2.1. Time Series

Time series Models and forecasting methods have been studied by various people and detailed analysis can be found in. Time Series Models can be divided into two kinds [8]. Univariate Models where the observations are those of single variable recorded sequentially over equal spaced time intervals. The other kind is the Multivariate, where the observations are of multiple variables. A common assumption in many time series techniques is that the data are stationary. A stationary process has the property that the mean, variance and autocorrelation structure do not change over time. Stationarity can be defined in precise mathematical terms, but for our purpose we mean a flat looking series, without trend, constant variance over time, a constant autocorrelation structure over time and no periodic fluctuations. There are a number of approaches to modelling time series.

2.2. Support Vector Machine

SVM is a supervised machine learning algorithm that mostly used in classification purposes but can be used to the task of regression and time series forecasting. SVM uses a linear model to find the best hyperplane as a separator of two classes on a vector input. The best hyperplane can be determined by calculating the hyperplane margin value. Margin is the distance between hyperplane and the nearest pattern of each class. Pattern that closest to the maximum margin of this hyperplane is called support vector [9]. If both classes -1 and +1 and a hyperplane is a d-dimensional can defined as:

\[ \vec{w} \cdot \vec{x} + b = 0 \]  \hspace{1cm} (1)

Pattern \( \vec{x}_i \) in negative (-1) and positive (+1) samples can be formulated:

\[ \vec{w} \cdot \vec{x} + b \leq -1 \] \hspace{1cm} (2)

\[ \vec{w} \cdot \vec{x} + b \geq +1 \] \hspace{1cm} (3)

Quadratic programming is used to find the largest margin value, \( \frac{1}{||\vec{w}||} \) by finding the minimal point.

\[ \min_{\vec{w}} \tau(\vec{w}) = \frac{1}{2} ||\vec{w}||^2 \] \hspace{1cm} (4)

Using the Lagrange multiplier then the primal form of quadratic programming can be transformed into a dual form with the following equation:

\[ L(\vec{w}, b, \alpha) = \frac{1}{2} ||\vec{w}||^2 - \sum_{i=1}^l \alpha_i (y_i((\vec{x}_i \cdot \vec{w}) + b) - 1)) \] \hspace{1cm} (5)

2.3. Kernel Principal Component Analysis

Traditional PCA only allows linear dimensionality reduction. However, if the data has more complicated structures, which cannot be simplified in a linear sub-space, traditional PCA will become invalid. Fortunately, Kernel PCA allows us to generalize traditional PCA to nonlinear dimensionality reduction. A kernel principal component analysis (PCA) was previously proposed as a nonlinear extension of a
PCA. The basic idea is [10] to first map the input space into a feature space through nonlinear mapping and then compute the principal components in that feature space.

Generally, this transformation is unknown, and is very difficult to understand, so the dot product calculation according to Marcer's theory can be replaced with $K(x_i, x_j)$ kernel function which defines implicitly transformation $\Phi$. This is called the kernel trick which is formulated as follows:

$$K(x_i, x_j) = \Phi(x_i)^T \Phi(x_j)$$  \hspace{1cm} (6)

Gaussian kernel is one of the kernel tricks. The Gaussian Kernel function that is formed is as follows:

$$K(x_i, x_j) = \exp\left( -\frac{1}{2} \frac{|x_i - x_j|^2}{\sigma^2} \right)$$  \hspace{1cm} (7)

2.4. Related Works
Zhao and Magoules [11] reviewed the prediction of electricity consumption in buildings using technical expertise methods, time series statistical methods, and artificial methods. Sandel and his colleagues [12] used regression methods to predict electricity consumption one day in the future in office buildings. Fumo and Biswas applied single, multiple and quadratic regression analysis to predict energy consumption per hour and per day by using historical data on energy consumption and weather parameters as input. Various time series models such as ARIMA and SARIMA have been developed over the years. The ARIMA model designed by Box and Jenkins [13] is the most commonly used model and an effective statistical tool for time series forecasting [14]. In particular, ARIMA combines three processes, namely autoregressive (AR) as a linear function, moving average (MA) as a linear function based on a combination of linear and integrated errors (I) as the average variation of constant data.

Non-linear applications in machine learning techniques (machine learning) to predict energy consumption and optimize the model of Artificial Neural Network (ANN) have been proposed by Lee and his colleagues [15] to predict hourly electricity consumption in a building. Linear and non-linear hybrid methods have also been used to forecast time series data by Lee and Tong. For example, Khashei and Bijair [16] proposed an ANN-ARIMA model for time series forecasting. In his research, the ARIMA model was used to identify and enlarge linear structures in the data, while the ANN model was used to capture non-linear components of the data. The results of his research explained that this hybrid model requires quite a lot of data in order to provide an effective modeling process. In addition, the ANN model has several problems in controlling various parameters and overfitting. Another machine learning methods to improve prediction accuracy and at the same time to avoid overfitting data are Support Vector Machine (SVM) methods. SVM is widely applied in other fields such as function estimation, image classification and time series data prediction [17,18,19]. SVM characteristics are not only intended to make the classification process better, but also to produce a good generalization of training data [20].

3. Methodology
3.1. Description of Electricity Dataset
The dataset from the UCI Machine Learning Repository. The data source of this study is donated by George Hebrail with the name of Individual Household Electric Power Consumption data collected from December 2006 to November 2010 (47 Months). This data displays electricity consumption per minute in every house in Paris. This dataset has 1.25% missing values. As an index of accuracy the forecasting method uses Mean Squared Error (MSE) dan Mean Absolute Error (MAE).

3.2. Modelling
With the fundamental theoretical background given in the previous chapter the model of this research will be explained. The experiments were conducted using kernel principal component analysis (KPCA)
for selecting features and reduce dimension of data and Support Vector Machine (SVM) for prediction. The conceptual framework for the use of methods in forecasting electricity consumption as follows:

4. Experiment and Result

4.1. Time Series Model Identification

The first step is to make time series plot for load data of Individual Household Electric Power Consumption from 2006 to 2010 using the software R. This plot is useful to see the stability of the data.

Figure 2 above shows that the characteristics of time series data sets are multivariate because they have many variables or features, besides that the data set has seasonal or seasonal movements. Therefore, data sets for Individual Household Electric Power Consumption can be said to be non-linear. The kernel PCA is useful for extracting non-linear data structures.
4.2. Normalization Data

The electricity consumption data used has a different range of values. For example, global active power has values ranging from one to ten, global reactive power is under ten and the global intensity value is above ten. Therefore, the initial data obtained will be transformed so that there is no longer a data variable that dominates other data variables. This transformation process is used in the training and testing stages. This data transformation is done so that the data is at 0-1 intervals, so that convergence is faster achieved. In this study, normalization of the data used is min-max. Min-max technique will be used to normalize feature data so that they are in the range of 0 to 1. Examples of feature results after normalization can be seen in Table 1. The normalization results below are data at 17:53:00 - 18:02:00.

### Table 1. Normalization Data.

| No | GAP   | GRA   | Volt | Global | SM1 | SM2 | SM3 |
|----|-------|-------|------|--------|-----|-----|-----|
| 1  | 0.4499 | 0.5226 | 0.2825 | 0.4559 | 0.000 | 0.013 | 0.85 |
| 2  | 0.5779 | 0.5449 | 0.2310 | 0.5751 | 0.000 | 0.013 | 0.8 |
| 3  | 0.5795 | 0.6224 | 0.2165 | 0.5751 | 0.000 | 0.027 | 0.85 |
| 4  | 0.5811 | 0.6275 | 0.2357 | 0.3886 | 0.000 | 0.013 | 0.85 |
| 5  | 0.3884 | 0.66   | 0.3182 | 0.3678 | 0.000 | 0.013 | 0.85 |
| 6  | 0.3721 | 0.6525 | 0.2902 | 0.3886 | 0.000 | 0.027 | 0.85 |
| 7  | 0.3924 | 0.65   | 0.2931 | 0.3886 | 0.000 | 0.013 | 0.85 |
| 8  | 0.3922 | 0.6375 | 0.2987 | 0.3886 | 0.000 | 0.013 | 0.85 |
| 9  | 0.3886 | 0.6375 | 0.2463 | 0.3886 | 0.000 | 0.013 | 0.85 |
| 10 | 0.3880 | 0.6224 | 0.2408 | 0.4870 | 0.000 | 0.027 | 0.8 |

As can be seen in Table 1, GAP (Global Active Power), GRA (Global Reactive Power), Voltage, Global Intensity in ampere, SM1 (Sub Metering 1) in watt/hour that corresponds to kitchen, SM2 (Sub Metering 2) corresponds to laundry room and SM3 (Sub Metering 3) corresponds to electric water-heater and an air-conditioner, after normalization the values live between 0 and 1.

4.3. KPCA Transformation

In this research used Gaussian Kernel PCA to extract 9 features from the training data. For Gaussian kernel PCA, the most important parameter is the $\sigma$ in the kernel function [21] defined by Eq. 8. The Gaussian kernel is a function of the distance $||x - y||$between two vectors $x$ and $y$. Since there exists no principled method for finding the kernel width $\sigma$ in unsupervised learning, we chose the default value $\sigma = 1$ which lead to visually satisfying results. Kernel PCA succeeded to reduction the data from 20628 $\times$ 210 to 1680 $\times$ 2.

4.4. Prediction using Support Vector Machine

Predictions of electricity consumption in household’s process was using java programming language. Prediction time is for 30 minutes ahead. SVM model parameters are determined by experience of trial and error. Furthermore, the epsilon, gamma and probability parameters are set to find the best MSE and RMSE values. Predicting results are as shown in Fig 3. The following is a prediction in table 2.

In Fig. 3 the horizontal axis is consumption electricity data and the vertical axis is sum of consumption electricity each data. The red graphic is actual and the blue one is predicted result. Actual data and prediction have quite different comparison. The data around 1 to 300 are almost close to the
actual data value, while the data around 500 do not approach the actual data. So, the MAE and RMSE values are 11.48 and 13.86.

Table 2. MAE and RMSE of Prediction

| ε    | Gamma | P   | MAE  | RMSE |
|------|-------|-----|------|------|
| 0.001| 0.5   | 1   | 11.71| 14.04|
| 0.0001| 0.5   | 1   | 14.32| 18.51|
| 0.00001| 0.5  | 1   | 11.84| 14.10|
| 0.000001| 0.5 | 1   | 11.69| 14.75|
| 0.0000001| 0.5 | 1   | 11.53| 13.89|
| 0.00000001| 0.5 | 1   | 11.58| 14.63|
| 0.00000001| 0.4 | 1   | 11.56| 13.92|
| 0.00000001| 0.3 | 1   | 11.72| 14.86|
| 0.00000001| 0.2 | 1   | 11.48| 13.86|
| 0.00000001| 0.1 | 1   | 12.53| 15.64|
| 0.00000001| 0.2 | 0.9 | 12.43| 15.53|
| 0.00000001| 0.2 | 0.8 | 11.71| 13.97|
| 0.00000001| 0.2 | 0.7 | 14.38| 18.61|
| 0.00000001| 0.2 | 0.6 | 11.22| 14.20|
| 0.00000001| 0.2 | 0.5 | 11.60| 13.98|

Figure 3. Comparison between actual and predicted consumption of electricity

5. Conclusion
In this paper, we discussed the theories of Time Series, kernel PCA and Support Vector Machine (SVM), then focused on prediction consumption electricity of household. Time Series use for to see the stability of the data. And the result the data is non-linear. With this information, the kernel PCA is useful for extracting non-linear data structures. We have tested kernel PCA dimensionality reduction on non-linear data of Electric Power Consumption, and found that Gaussian kernel PCA succeeded to reduction the data from 20628 × 210 to 1680 × 2. The main conclusion of this case study is that it is possible to obtain good energy consumption forecast using methodologies such as SVM in complex scenarios as discussed in this paper. Support Vector Machine reach good enough generalisation properties using the structural risk minimisation principle. The strength of SVM is controlling the parameters. The best achieved for studied are with epsilon 0.00000001, gamma 0.2 and probability 1, and the result are MAE 11.48 and RMSE 13.86.

As future work we propose to explore and experiment with various techniques in the pre-processing phase, particularly in defining the best training data set for processing of SVMs in order to improve consistency and accuracy of results.
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