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Abstract

We propose a real-time vision-based teleoperation approach for robotic arms that employs a single depth-based camera, exempting the user from the need for any wearable devices. By employing a natural user interface, this novel approach leverages the conventional fine-tuning control, turning it into a direct body pose capture process. The proposed approach is comprised of two main parts. The first is a nonlinear customizable pose mapping based on Thin-Plate Splines (TPS), to directly transfer human body motion to robotic arm motion in a nonlinear fashion, thus allowing matching dissimilar bodies with different workspace shapes and kinematic constraints. The second is a Deep Neural Network hand-state classifier based on Long-term Recurrent Convolutional Networks (LRCNs) that exploits the temporal coherence of the acquired depth data. We validate, evaluate and compare our approach through both classical cross-validation experiments of the proposed hand state classifier; and user studies over a set of practical experiments involving variants of pick-and-place and manufacturing tasks. Results revealed that LRCNs outperform single image Convolutional Neural Networks; and that users’ learning curves were steep, thus allowing the successful completion of the proposed tasks. When compared to a previous approach, the TPS approach revealed no increase in task complexity and similar times of completion, while providing more precise operation in regions closer to workspace boundaries.
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1 Introduction

Human-Robot Interaction (HRI) comprises the field that allows humans and robots to communicate with the aim of accomplishing well-defined goals. This interaction can be either close or distant, depending on the aspects of space and time involved. According to [13], two paradigms of human-robot interaction were always present within the robotics context: (1) teleoperation and (2) supervisory control. Teleoperation is the act of remotely operating a robot, either mobile or fixed, without necessarily being physically present in the same environment. Supervisory control is the process of supervising (watching and possibly acting for correction) the behaviour of an autonomous system or process.

A common application example for discussed fields takes place in manufacturing industries with human cognitive inspection [47]. A surveillance mobile robot equipped with a camera and a robotic arm may inspect and take simple actions such as activating an emergency alarm or turning up a crank. Another application would be aiding search and rescue tasks in potentially harmful places [8]. A mobile robot may survey an unknown area while looking for victims and assessing structural stability. In both these applications, advantages reside in the ability to address complex problems from unstructured and possibly unknown environments, combining human cognition with sensory tools and low-level autonomous behavior of robots.

In the context of robotics and automation, Learning from Demonstration (LfD) is the process where a robot acquires new skills by imitating an expert, assuming the existence
of a knowledge transferring procedure, as discussed by Ravinchantar et al. [39]. Within the LfD field, teleoperation can be used as one of such procedures, besides kinesthetic teaching and passive observation. LfD is appropriate for situations where ideal behavior might not be easily scripted or defined as an easy optimization problem. By trying to replicate the expert motions, robots might implicitly learn task constraints. When combined with exploration-based methods and exhaustive simulation, adaptive behavior for unstructured environments can be achieved. Furthermore, in cases where imitator and expert have dissimilar bodies, a kinetic mapping between motions becomes necessary, commonly referred to as motion re-targeting. A similarity metric can be used to evaluate the quality of re-targeting, which can be performed either in joint or Cartesian spaces.

As we face the increasing presence of robots within the human workspace, a concern that naturally emerges is the guarantee of safety for human individuals. As stated in [50], it is necessary to address physical, psychological, and social influence over people who get exposed to robots’ perception, cognition, and action. It is also shown that there was a boom in color-depth sensory devices development starting from 2010, causing a noticeable interest in perception-enabled safety systems. As input data, these systems would use accurate real-time depth information from the observed workspace, which may include the environment, humans, and other robots. Color-depth sensors are also known as RGB-D (red, green and blue color channels along with a depth channel). When compared to ordinary RGB cameras, the main advantage of RGB-D sensors is a higher invariance to color and lighting conditions. One direct implication is to use depth data for human skeleton cognition and pose inference with Deep Neural Networks (DNNs). Vision-based human pose detection allows for high-level interactions, such as controlling the position of a robot based on human body movement. The main advantage resides in direct motion control, exempting the user from additional hardware components such as complex joysticks or wearable devices. Concerning teleoperation, using vision-based control naturally brings into light the re-targeting problem: how to effectively map human motion to robot movement.

In the discussed scenario of HRI, we aim to address the problem of finding a good vision-based position control through a natural user interface that exploits human motion for teleoperating a robotic arm, using only non-intrusive RGB-D data from the user as sensory input, with no additional controllers or wearable devices. As a study case, we implement a complete position control system for a robotic arm and its end-effector using Robot Operating System (ROS) as a communication backend.

The present work directly contributes to those of [23] as an improvement iteration. Here, our main contributions are the following:

1. A human hand state classifier based on Long-term Recurrent Convolutional Networks (LRCNs) that exploits the temporal coherence of the problem, thus allowing a reliable robot gripper state control without the need for temporal filtering;
2. A novel pose mapping approach based on Thin-Plate Splines (TPS) to transfer human body poses to the robotic arm poses. We highlight that the proposed pose mapping can be individually trained to fit each particular user body, addressing the problem of users’ kinematic limitations and comfort concept. This is the main contribution for the present paper.

As corroborated in our experiments, the combination of these parts provides a natural user interface that showed to be an intuitive and responsive alternative for teleoperation, with enhanced precision in critical workspace regions, such as their boundaries.

The organization of the article is as follows. Section 2 discusses about related works within the robotics telemanipulation field. Section 3 gives an overview about the present paper and its goals. Section 4 presents a detailed discussion about the proposed non-linear position mapping between user and robot. Section 5 discusses about the classifier used to infer user’s hand state through Recurrent Neural Networks. Section 6 addresses specifics about the system architecture used to serve as testing environment to this paper. Section 7 discusses about the participants experiment, including definitions and obtained results. At last, Section 8 presents the finishing statements about the present work.

2 Related Work

Natural human-robot control approaches rely on the combination of human pose and gesture recognition methods, and human motion transfer to robots. In the following, we describe previous work related to our method, and also briefly describe natural human-robot control approaches that resemble ours.

2.1 Vision-Based Human Body Pose Recognition

Vision-based human pose estimation research, using rgb images, already resulted in a vast literature [30, 37] before the popularization of depth sensors in the 2010s. Until then, results were not feasible for real-world applications.
The advent of the Kinect sensor and its original skeleton tracking algorithm [43] allowed the development of novel natural user interfaces based on human body poses and gestures [29]. By exploiting geometric information and huge annotated datasets of depth data, real-time human pose recognition finally became a reality. Consequently, the literature in gesture recognition with depth sensors grew quickly. For a comprehensive presentation, we refer the reader to [11, 19, 26, 27].

Nevertheless, depth data-based methods relied on depth sensors, which are still not omnipresent as rgb sensors that are currently available in most mobile devices. This limitation has been overcome by novel deep learning algorithms capable of estimating human poses from rgb data in real-time. To the best of our knowledge, OpenPose [5] has represented the first real-time, multi-person, and deep learning-based system to jointly detect human body, hand, facial, and foot keypoints using monocular rgb images. However, the original algorithm was limited to 2d human poses (skeletons), and thus unsuitable for 3d natural user interfaces. 3d human pose estimation from rgb images is more challenging since it needs to predict the depth information of body joints [6]. Since such methods are still in its infancy, we opt for the popular and accurate depth-based Kinect v2 tracking algorithm, since it achieves state-of-the-art accuracy for 3d human pose recognition [51]. In addition, natural human-robot control applications are expected to be performed in controlled environments, where it is feasible to employ a depth sensor.

### 2.2 Vision-Based Hand Gesture Estimation

Vision-based human hand gesture estimation is also an extensively studied problem in the last few decades due to its potential in many distinct applications, which resulted in many literature reviews and surveys [35, 38, 46]. According to Oudah et al. [35], hand gesture estimation methods may exploit color, appearance, motion, skeleton, depth, 3d models, or be based on Deep Learning algorithms. Similarly to body pose recognition approaches, these vision-based methods are mostly based on rgb or depth images, possibly requiring the use of markers, such as gloves. In what follows, we focus on some Deep Learning approaches, since they are more closely related to our work.

To the best of our knowledge, deep neural networks have been proposed for hand gesture recognition since 2014, when Neverova et al. [33] employed 2D Convolutional Neural Networks to recognize upper-body and hand gestures from RGBD data. They proposed a multi-modal and multi-scale framework for gesture detection, localization and recognition. Next, Molchanov et al. [31] proposed an algorithm for drivers’ hand gesture recognition from depth and intensity data using 3D convolutional neural networks. Their solution combines information from multiple spatial scales for the final prediction of dynamic hand gestures. Differently, our approach requires the recognition of static hand gestures (i.e., hand poses).

Oyedotun and Khashman et al. [36] applied two different deep learning approaches to the task of recognizing 24 American Sign Language (ASL) static hand gestures: 2D convolutional neural networks and stacked denoising autoencoder. As a limitation, their input is a single grayscale image, which consequently does not exploit the spatiotemporal coherence of the problem. Static hand gestures recognition from grayscale single images were also investigated by Peijun et al. [2], but using a deeper convolutional neural network comprised of 9 convolutional layers. Many CNN-based static hand gesture recognition approaches followed similar approaches, including [1, 16, 21]. Recently, object detection approaches have been proposed for static hand gesture recognition, using state-of-the-art deep neural network architectures such as Yolo [32]. None of these works considered more than one image (i.e., a small video of the last frames) to recognize static hand gestures, thus ignoring the spatiotemporal coherence of the problem.

Specifically for control, Lima et al. [23] employed a Convolutional Neural Network that recognizes whether the user hand is opened or closed using depth data. We improve that approach by using small sequences comprised of the last images acquired by the sensor, thus exploiting the spatiotemporal coherence of the problem through LRCNs. Nuzzi et al. [34] presented a Faster R-CNN Object Detector to find the accurate position of the hands in RGB images, with the aim to perform real-time human-robot interaction. Although their application was similar to ours (controlling a robotic arm), they were based on single RGB images. Differently, our hand gesture classifier has two important differences: it uses depth images, and consider not one, but a sequence of several images to perform the classification of the current gesture. Hu and Wang [15] proposed a dynamic hand gesture recognition system based on skeleton data given by a Leap Motion sensor. A few deep neural networks were experimented, with the aim to control unmanned aerial vehicles (UAV). Although providing accurate skeletons, the Leap Motion sensor requires the user’s hands to be at most 60cm from the sensor. Consequently, it is unfeasible to simultaneously capture full body gestures. A Leap Motion sensor was also used by Liu et al. [25] to recognize hand motion in a multimodal control interface for human-robot collaboration that also included body posture and voice recognition. However, only a vanilla Multilayer Perceptron was experimented for hand motion recognition.
2.3 Natural Human-Robot Control

Real-time robotic imitation of human motion is a relevant problem to allow teleoperation and ensuring safe physical human-robot interaction. More importantly, this is a crucial step towards automating complex manipulation tasks in human-shared environments. Due to its importance, many techniques have already been proposed. Specifically, such techniques try to achieve a general solution to the correspondence problem, namely a mapping between the observed human posture and the robot one. This a challenging problem, since the workspace of humans and robots generally have different geometries [23].

The problem of kinematic re-targeting was discussed in [7], while proposing a virtual-joint based similarity criteria for evaluation mapping performance. Two platforms were implemented to experimentally verify the flexibility and the effectiveness of the proposed metric, both using the Matlab framework. Specifically, they used the Robotic Toolbox for model visualization and the Optimization Toolbox for kinematics mapping. Two robots with 6 DOF were used.

Similar to our project, a transformation mapping from the user’s left arm to the robot was the subject of the experiments in three steps: user pose capture, kinematics transformation and, lastly, transfer to the real robot. Differently from them, our work used a metric-less non-linear mapping by directly specifying points from each Cartesian workspace (demonstrator and imitator). They also did not take into consideration the hand state mapping for the robot gripper.

The problem of kinematic re-targeting was discussed in [7], while proposing a virtual-joint based similarity criteria for evaluation mapping performance. Two platforms were implemented to experimentally verify the flexibility and the effectiveness of the proposed metric, both using the Matlab framework. Specifically, they used the Robotic Toolbox for model visualization and the Optimization Toolbox for kinematics mapping. Two robots with 6 DOF were used.

Similarly to our approach, a transformation mapping from the user’s left arm to the robot was the subject of the experiments in three steps: user pose capture, kinematics transformation and, lastly, transfer to the real robot. Differently from them, our work used a metric-less non-linear mapping by directly specifying points from each Cartesian workspace (demonstrator and imitator). They also did not take into consideration the hand state mapping for the robot gripper.

In [14], this problem is addressed by using electromyogram (EMG) signals recorded from the muscles of the elbow. The proposed applications were assisting elderly people, supporting people with physical disabilities, or tele-operation in hazardous sites. They applied the methodology in a 5 degrees of freedom (DOF) anthropomorphic robotic manipulator, by mimicking the exact joint angles from the user’s arm. To accomplish it, they used two accelerometer sensors coupled to the user’s arm alongside the elbow EMG readings as input data. Different from us, they addressed the problem by replicating the full user’s arm joint values in a low-cost robotic arm system, besides using EMG and acceleration sensors. In our case, we simplified the problem to address only the gripper position mapping, using a fixed down-side orientation which is proper for most pick-and-place tasks.

In [20], the problem is addressed from a teleoperated robotic nurse point of view. Their focus was on human-robot collaboration in medical environments, making a study about the acceptability of a teleassistive robotic system among healthcare professionals. Their methodology consisted of testing 3 different control modes for a manipulative goal: haptic control, gesture control, and voice commands. Their gesture control method used a Kinect V1 to capture the user’s upper body skeleton and pose information, alongside two EMG readers (in armband form) to infer the user’s hand state (open or closed). Armbands also provided gyroscope information to detect the roll/pitch motion of the user’s hand to control the robot’s mobile base. They performed the validation experiment with 11 pre-med and bio-engineering students as participants, evaluating two main parameters in the form of a Likert scale survey: (1) difficulty in control and (2) safety. Different from their approach, in our experiments the robot’s base was fixed. Moreover, we did not use any wearable device for the robot manipulator control. Both the user pose and the hand state were inferred directly from the RGB-D data. On the other hand, we also used Likert scales for our participants’ survey, but with different measured aspects (smoothness of movement and difficulty near workspace boundaries).

In [24], the theme of teleoperation is addressed while applied to a manufacturing environment aided by virtual reality (VR) techniques. Using the concept of a Virtual Reality Control Room (VRCR), the user’s state is mapped to the VRCR, and the VRCR is mapped to the robotic system, decoupling the sensory stimuli (which is given from the virtual environment) from the robot communication. They tested the system using the Oculus Rift with Touch controllers, along with a Baxter robot. Baxter provided camera feedback for the user in both the stereo-camera placed at the head of the robot and an end-effector camera for each gripper. They assessed the effect of a high-latency network, through the simulation of a limited system connectivity. Similarly to us, they also tested the system for pick-and-place and assembly tasks, measuring their time of completion. Their sub-tasks (which one could associate to the atomic operations in our work) involved the interaction with two Lego cubes, which were: approaching, grasping,
aligning, and assembling (stacking one on top of another). If the user made an unrecoverable error, mis-aligned the blocks, or took longer than 6 minutes for each sub-task, the attempt was recorded as a failure. Different from us, they assessed the mapping for both human arms, although our system expands naturally for both arms. Also, we did not need any wearable devices like Oculus Rift or Touch Sensors, relying only on the Depth Sensor and visual feedback (i.e.: a common RGB camera).

Finally, Lima et al. [23] proposed to exploit skeletons extracted from a depth sensor to map the user’s hand position (with respect to the shoulder frame) to the robot gripper position (with respect to the base frame), providing a mapping that is invariant to user location and orientation in the camera space. However, the proposed mapping between a human arm pose space to a robotic arm pose space was a naive linear mapping, which is not efficient since both demonstrator and imitator workspaces have different volumes.

Figure 1 illustrates such volume differences. Demonstrator taskspace volume is a semi-sphere while the robot taskspace volume is an approximated semi-cylinder. [23] also developed a hand-state classifier using depth images and Deep Neural Networks. As a depth sensor, they used a Kinect V1, along with a robotic arm (Denso VP6264) and a gripper (Robotiq 2F-85).

Differently from that previous work, we propose a novel hand-state classifier based on LRCNs, and a novel pose mapping approach based on a TPS formulation that learns from each user, through a training session, a customized non-linear pose map to appropriately transfer its body movements to the robotic arm movements. For a more comprehensive presentation on deep learning methods in robotics, we refer the reader to [18].

3 Overview

In this work, we focus on the problem of developing natural user interfaces to control a robotic arm using a depth sensor such as Kinect V2. We face the challenge of developing an accurate and intuitive interface to control the position and the state of a robotic arm manipulator through human motion, without using any wearable device such as haptic gloves.

We take advantage of the similarity between the human superior limbs and the robotic arms, and propose to map the human hand position w.r.t. the shoulder to the robotic gripper position w.r.t its base; and the human hand state to the robot gripper state. With this goal, in addition to the robotic arm, the proposed method relies only on a Kinect V2 sensor, which could eventually be replaced by a similar depth sensor, and an average desktop computer.

The method is comprised of two main parts: a novel customizable motion mapping function based on Thin Plate Splines [3], which relies on a personalized user training session to fit each individual user body characteristics; and a recurrent neural network trained to recognize whether the user hand is opened or closed from depth
images. Figure 2 shows an overview of the method, which we detail in the following sections.

4 Natural Human-Robot Interface

The development of user interfaces for robotic arm teleoperation is challenging due to the high dimension of the robot pose space and the non-intuitive output of varying each joint angle. In this work we propose a novel method based on Thin Plate Splines [3] to smoothly and intuitively map human body poses to the robotic arm pose. We also rely on depth sensor skeletons to estimate human body poses but using a Kinect V2 in our experiments. The proposed mapping is customized for each user in an individual training session, to capture its specific anatomic limitations.

Following, we first describe the invariant human arm representation which was previously presented in [23]. Then, we briefly describe the mapping model formulation and how it is employed to map the human arm pose to the robotic arm pose. Finally, we detail a straightforward training process in which a user may customize the mapping to fit its body characteristics.

4.1 Human Arm Representation

To provide invariance to translations and rotations of the body w.r.t. to the depth sensor, we employ the human arm pose representation presented in [23]. Note that only the relative position of the hand w.r.t. the corresponding shoulder is exploited to control the robot.

First, we define a reference frame centered on the active shoulder, which we consider to be the right shoulder from now on. The following skeleton joints are used: right shoulder (\(j_{rs}\)); right elbow (\(j_{re}\)); right hand (\(j_{rh}\)); left shoulder (\(j_{ls}\)); shoulder center (\(j_{sc}\)); and spine center (\(j_{sp}\)). Used joints and vectors are illustrated in Fig. 3, and discussed at following paragraphs.

The basis of the reference frame is given by three vectors related to the torso plane. Two of them represent the torso
vertical and horizontal directions. More specifically, we compute vertical \( \hat{v} \) and horizontal \( \hat{h} \) unit vectors given by:

\[
\hat{v} = \frac{\mathbf{sp} - \mathbf{sc}}{\| \mathbf{sp} - \mathbf{sc} \|}, \quad \hat{h} = \frac{\mathbf{sr} - \mathbf{sc}}{\| \mathbf{sr} - \mathbf{sc} \|}.
\]

(1)

The last vector of the basis is the normal vector \( \hat{n} \) of the torso plane, which can be easily computed by the normalized cross product:

\[
\hat{n} = \frac{\hat{h} \times \hat{v}}{\| \hat{h} \times \hat{v} \|}.
\]

(2)

A right arm vector \( \mathbf{u} \) is first computed within camera coordinate system, where:

\[
\mathbf{u} = \mathbf{jr} - \mathbf{js}.
\]

(3)

Finally, the aforementioned invariance is achieved through a change of basis of \( \mathbf{u} \) from the camera basis \( \{ \hat{e}_x, \hat{e}_y, \hat{e}_z \} \) to the reference frame basis \( \{ \hat{h}, \hat{v}, \hat{n} \} \) (see Fig. 3):

\[
\mathbf{ur} = \mathbf{u} \cdot \left[ \hat{h}, \hat{v}, \hat{n} \right].
\]

(4)

### 4.2 Human-Robot Pose Mapping

In this subsection, we briefly describe the naive transformation proposed in [23] to map the human arm pose to the robotic arm pose and discuss its limitations. Then, we present the novel position mapping approach.

#### 4.2.1 Naive Affine Pose Mapping

The Naive Affine Pose Mapping (NA-PM) is our base approach. In this straightforward approach, the input is given by a normalized arm vector (\( \mathbf{ur} \)), due to differences in users’ arm lengths. To perform this normalization, the sum of the lengths of the arm and forearm vectors is employed as follows (Fig. 3):

\[
\mathbf{ur} = \frac{\mathbf{ur}}{\| \mathbf{ur} \|} = \left[ u'_x, u'_y, u'_z \right].
\]

(5)

Then, the following affine transformation is applied to mimic the human arm pose to the robotic arm pose:

\[
P_G = \begin{bmatrix}
\eta \omega_x u'_x + \delta_x \\
\eta \omega_y u'_y + \delta_y \\
\omega_y u'_y + \delta_z
\end{bmatrix} \cdot \begin{bmatrix}
\hat{X}_0 \\
\hat{Y}_0 \\
\hat{Z}_0
\end{bmatrix}
\]

(6)

where:

- \( (\omega_x, \omega_y, \omega_z) \) is a constant mapping proportion vector;
- \( (\delta_x, \delta_y, \delta_z) \) is a constant mapping displacement offset;
- \( (\hat{X}_0, \hat{Y}_0, \hat{Z}_0) \) is the orthonormal basis of the robot coordinate system.
- \( \eta \in \{-1, 1\} \) is a constant that represents a mirroring mode, allowing for mirroring horizontal and normal axes of user’s body plane;
- \( P_G \) is the position of the gripper w.r.t. the robot coordinate system, as shown in Fig. 3.

It is worth mentioning that we consider that the gripper orientation always stays pointing downwards since this is the default orientation for simple pick-and-place tasks.

Although fairly simple, this transformation requires a manual tuning of the aforementioned constants, which may vary depending on the user’s preferences and robot motion boundaries. Besides, even after a careful calibration procedure, one of the following cases might stand: (1) the resulting calibration is restrictive and robot movement becomes limited to prevent mapping the robot gripper position outside its valid workspace; or (2) the calibration is more flexible, leading to robot gripper positions that must be projected to the workspace boundary. Both scenarios occur due to the inherently different geometries of the pose spaces (semi-sphere vs. semi-cylinder).

Also, different users might have substantially different body limitations concerning arm movement (body limits that may not be fixed by the arm length normalization discussed in Section 4). For instance, a specific user might not be able to reach his left side with his right arm as far as the others. Such limitations motivated the use of (1) a more flexible non-linear family of mapping functions; and (2) a customized training procedure to fit the mapping function to each specific user body.

#### 4.2.2 Thin Plate Splines Pose Mapping

Thin-Plate Splines (TPS) [3], are a class of spline mapping functions that have been applied to distinct problems such as interpolation [17], non-rigid image [42] and surface registration [4].

Such mapping functions are easily computable, globally smooth, separable into affine and non-affine components, and provide the least possible non-affine warping component in the presence of mapping constraints. Given two corresponding point sets \( X = \{ x_1, ..., x_m \} \) and \( Y = \{ y_1, ..., y_m \} \), Duchon [12] proved that there is a unique function \( f: \mathbb{R}^n \mapsto \mathbb{R} \) that minimizes the bending energy given by

\[
J = \int \left( \sum_{i,j} f_{x_j} \right)^2 \; dx_1 \cdots dx_n,
\]

(7)

constrained to \( f(x_i) = y_i^k \), for \( i = 1 \ldots m \), where \( y_i^k \) is the \( k \)-th coordinate of point \( y_i \).

This unique function takes the form \( x D + K(x) w \), where \( x \) is a row vector containing the homogeneous coordinates of a point of \( X \), \( D \) is an affine transformation; \( K(x) \) is an \( m \)-dimensional row vector in which \( K_i(x) = U_i(x-x_i) \) is a Green’s function; and \( w \) is an \( m \)-dimensional column vector.
of non-affine warping parameters constrained to $M^t w = 0$. Here, $M$ is an $m \times n$ matrix where each row contains the coordinates of a point of $X$.

Note that, given the corresponding point sets $X$ and $Y$, one has to find the TPS parameters $w$ and $D$. Fortunately, such a solution is given in closed-form as the solution of the linear system:

$$\begin{pmatrix} w \\ D \end{pmatrix} = \begin{pmatrix} K & M^t \\ M & 0 \end{pmatrix}^{-1} \begin{pmatrix} Y \\ 0 \end{pmatrix},$$

(8)

where $K_{ij} = U(|x_i - x_j|)$.

In the following, we describe how to train a TPS to map a user arm pose to the robotic arm pose, in a customized manner, to provide a smooth and adaptable Human-Robot Interface. This approach is called TPS Position Mapping (TPS-PM).

4.2.3 Customized TPS Training

As discussed in Section 4.2, the NA-PM proposed in [23] is unsuitable to map a semi-sphere to a semi-cylinder, besides having the necessity of fine-tuning parameters depending on user-specific body constraints.

We propose to compute a non-linear TPS-PM function based on constraints given by key pose correspondences between the user and the robot. Our hypothesis is that, by constraining a few relevant key poses on the boundaries of the human and the robot working spaces, the other poses would be smoothly and intuitively mapped by the interpolation capabilities of the TPS. More specifically, we propose a custom training of corresponding key poses for each specific user.

We empirically defined a set of 16 robotic arm poses that should be mapped to their respective human arm poses. To avoid extrapolation, such key poses were chosen in the boundary of the robotic arm workspace, at two different height levels (8 per level). Figure 4 reveals the 16 proposed positions for the robotic arm, which are represented in the robot base coordinate system.

To assist the users in the training process, an interactive training tool is proposed. For each robotic arm key pose, an image is first rendered from a 3D human avatar performing the suggested corresponding human key poses, as illustrated in Fig. 5. Then, the images are sequentially shown to guide the user in performing the pose. The user pose is collected using the depth sensor, mirrored (so that users think of the avatar as a mirror) and converted to the proposed arm representation (shown in Eq. 4). Since Kinect skeletons are prone to noise, a sequence of skeletons are collected over a specific period of time, and then the resulting skeleton is computed as the median skeleton, by taking the median value for each skeleton coordinate. It is worth mentioning that, differently from the naive affine transformation method, here the arm representation is not required to be normalized, since the TPS mapping is trained for each specific user body.

Finally, after the training process, the sets representing the robotic arm key poses ($Y$) and the collected user poses ($X$) are obtained to compute the TPS mapping, according to Eq. 8. In Section 7.2 we show that the resulting map is capable of performing smoothly while converting user arm poses to robotic arm poses.

5 Hand-state Classification

The second main part of our methodology aims to provide a natural way to control the robot gripper state using the user’s hand, in a binary fashion (open or closed).

We focus on recognizing the user’s hand state using the depth image. The advantage of this approach lies in its resilience against variations in color, texture, and lighting conditions. It is worth mentioning that, although hand skeletons can be estimated by Software Development Kits (SDKs) such as the original Kinect V2 SDK, they are...

---

Fig. 4 Set of 16 robot poses used to train the TPS-PM model. Poses were organized into two different heights. Points were symmetrically chosen, at the boundary of the robot workspace.
still very inaccurate due to the complexity of the hand skeleton and occlusion. Thus, since we aim to solve a binary classification problem, developing a binary classifier that exploits depth images was considered to be the most suitable approach, as already shown in [23].

In that previous work, a Convolutional Neural Network (CNN) was proposed to evaluate the user hand using a single depth image and map the corresponding state to the robot gripper in real-time. The main idea behind CNNs is that they learn to extract relevant features from input data, generating a proper feature map that allows the classification task to be optimally performed. CNNs first perform convolutions on input data through several convolutional layers, possibly using max-pooling and dropout layers, and then flattening the resulting feature map into a single-dimension array. The flattened array is then classified using dense layers.

Differently, in this work we propose to exploit a sequence of depth images collected from a short period, thus taking advantage of the temporal coherence of the problem. With this aim, we adopt a deep neural network architecture known as Long-term Recurrent Convolutional Network (LRCN, [10]). In what follows, we first describe the depth image preprocessing, and then present the adopted LRCN architecture, highlighting its differences from the CNN presented in [23].

5.1 Depth Image Preprocessing

Depth images acquired by a depth sensor are first cropped, according to the hand position in the image space; filtered to remove background objects; and encoded in grayscale or binary image. This process is performed both in dataset acquisition (for classifier training) and during experiment tests.

Fig. 5 All 16 poses used as reference for the TPS model training. For each avatar pose in the collage, a corresponding real user pose is shown below. Both avatar arm and user arm are mirrored. A set of 16 spheres with all avatar hand positions was used. The green sphere means the current hand position while the blue spheres represent all the previous and next ones.

The following data, which is provided by the Kinect V2 SDK in real-time, is exploited in this step:

- raw depth image $d : U \subset \mathbb{R}^2 \mapsto \mathbb{R}$;
- 3D skeleton composed of 3D body joint positions in Euclidian coordinates, where $j_i \in \mathbb{R}^3$ is the position of the $i$-th joint, in the Kinect camera space.
- 2D skeleton, computed by projecting the 3D skeleton joint positions onto the image plane, where $p_i \in U$ denotes the 2D coordinates, in pixels, of the $i$-th joint.

For the hand segmentation phase, we used the same approach as described in [23]. Let $rh$ be the joint index of the user’s right hand. The raw depth image $d$ is first cropped by defining a 2D squared hand region $\mathcal{H}$ centered at $p_{rh}$, with a side of $B$ pixels. Note that, as the hand moves closer or further away, $\mathcal{H}$ must scale accordingly to keep the projected hand on a constant scale. More specifically, $B$ must vary inversely with the distance from the right hand to the sensor, which is given by $d(p_{rh})$. Thus, we set the side of $\mathcal{H}$ according to the function $b : \mathbb{R} \mapsto \mathbb{R}$, which is given by

$$b(d(p_{rh})) = \frac{K}{d(p_{rh})},$$

where $K$ is an empirically tuned proportionality constant that we set to 60.

The raw depth image is cropped to the hand region $\mathcal{H}$, with side given by $b(d(p_{rh}))$, resulting in the cropped hand image $d' : \mathcal{R} \mapsto \mathbb{R}$. However, such an image may include unwanted data like other parts of the user body or background objects. To address this issue, two filtering approaches might be used: segmentation by depth thresholding; and segmentation followed by binarization.
Fig. 6 Process of image acquisition and pre-processing. First, a squared region of size $K/d(p_{bh})$ is extracted from original image $d$, generating the cropped region $d'$. Then, a filtering step is performed in order to remove the background that is further from the threshold distance $D_{\text{min}} + T$, followed by binarization that generates the binary image $b$. For the LRCN input, a sliding window of size 15 is used over the binary images $b$.

Depth thresholding is performed by simply computing a segmented image $g$ as follows:

$$g(x, y) = \begin{cases} d'(x, y), & d'(x, y) \leq D_{\text{min}} + T \\ 0, & d'(x, y) > D_{\text{min}} + T \end{cases},$$

(10)

where $T$ is a threshold whose value was empirically set to 0.2 meters; and $D_{\text{min}} = \min d'(x, y)$ is the closest point from the camera and, therefore, it is assumed to be a point of the hand. Thus, every point that is further than $D_{\text{min}} + T$ should be removed.

Optionally, a binarization procedure may be applied to generate a binary image $b$ according to:

$$b(x, y) = \begin{cases} 1, & d'(x, y) \leq D_{\text{min}} + T \\ 0, & d'(x, y) > D_{\text{min}} + T \end{cases}.$$  

(11)

In our work, we used the binarization approach. After generating $b(x, y)$, each image is resampled to 50 × 50 pixels, which is the input format of the classifiers that we present and compare in this work.

A summary of the discussed pre-processing procedure is available in Fig. 6.

5.2 Deep Neural Network Architectures

In this subsection, we present the LRCN architecture that we adopt in the proposed methodology, and briefly describe the CNN presented in [23] which we use as a baseline to compare to the LRCN. Examples of each architecture are shown in Fig. 7.

It is worth mentioning that the CNN input is a single image, while the LRCN input is a sequence of many continuous images in time. More specifically, the LRCN classifier aims to predict the hand state of the last image of the input sequence.

**Convolutional Neural Network** In this approach, the pre-processed images described in Section 5.1 are given as input to a CNN, which is comprised of two parts: convolutional layers, to extract relevant features; and dense layers, to perform the binary classification. In the following, we describe hyperparameters that we experimented with in order to fairly compare CNNs to the proposed LRCN architecture. The input data is filtered by 1 or 2 convolutional

![CNN: 1x50x50](image1)

![LRCN: 15x150x50](image2)

Fig. 7 Best CNN and LRCN classifiers found in the experiments described in Section 7.1. Images were generated with aid of Netron open-source software [41]
layers, where each layer may apply filters with size \((F)\) \(3 \times 3\) or \(5 \times 5\). For each convolutional layer, \(8, 16, 32, 64,\) and \(128\) filters per layer \((S)\) were examined. After each convolutional layer, a max-pooling layer with \(2 \times 2\) receptive fields may be applied to downsample the feature map. The resulting map is then flattened and follows to 1 or dense layers, with \(80, 120,\) or \(160\) hidden units each \((D)\). Dropout probability \((P)\) defines both probabilities of dropout in convolutional and dense layers, in which case we tested the combinations \([0.5, 0], [0.5, 0.5]\) and \([0, 0.5]\). In all convolutional and dense layers, we use the rectified linear \((ReLU)\) as the activation function.

**Long-term Recurrent Convolutional Network** LRCNs may potentially exploit the temporal coherence in videos (or sequence of images). More specifically, since the hand state of the user continuously varies with time, we hypothesize that a classifier that exploits such coherence using a sequence of continuous images \((LRCN)\), may achieve higher accuracy than a single-image classifier \((CNN)\). Different from the CNNs, the flattened feature map extracted from the convolutional layers are given as input to Long Short-Term Memory \((LSTM)\) cells instead of dense units. It is worth mentioning that, in order to train LRCN classifiers in a supervised manner, training set must comprise one binary label per image. Thus, after defining a fixed sequence length with value \(n\), sequences of \(n\) continuous images in time are compiled from the original training set, through a sliding window approach. Note that each sequence is associated with a single label, which must be the state of the user at the last image of the sequence. To perform a fair comparison, the convolutional layers hyperparameters were experimented as in the previous CNN architecture. In the recurrent part of these networks, a single LSTM-layer was experimented with a varying number of LSTM units: \(50, 100, 250\) and \(500\) units. Dropout probability \((P)\) was also experimented as in the CNN architecture. In all convolutional layers, we adopt the ReLU as activation function and the hyperbolic tangent in all LSTM layers. Finally, a softmax dense layer with 2 neurons outputs the final probability distribution.

A grid-search was performed to evaluate variations of both CNN and LRCN architectures, to both tune and compare whether LRCN outperforms the CNN in the hand state recognition task. Results are revealed in Section 7.

### 6 System Architecture

This section describes implementation details of the proposed methodology. All modules were developed on a Windows 10, Intel Core i5, 16GB RAM DDR3, and NVidia GeForce GTX 2080 TI 12GB computer with ROS [44] in Melodic version. We used a robotic manipulator of model Denso VP6242 [9], along with a Robotiq 2F-85 [40] gripper in our experiments.

The whole system was developed using two computers. One of them was responsible solely for direct communication with gripper and arm controllers through Matlab 2015. The other was responsible for running user data capture, classification and simulation modules.

To collect our dataset, we used a Microsoft Kinect V2 [28] depth camera, including provided SDK. The whole application was programmed in Python 3 language, except for the bridge between ROS and Kinect V2 SDK, which was programmed in C++. Our classification models were developed using TensorFlow GPU and Keras.

Modules from our system communicate in a distributed manner using the publisher/subscriber architecture provided by ROS, with TCP (Transmission Control Protocol) as the underlying communication protocol. In our study case, Windows was chosen because Kinect V2 SDK is unavailable for Linux. There are, however, viable alternatives such as Libfreenect2 from OpenKinect community [49] and OpenNI [48] libraries for Kinect data manipulation.

How the system was developed allowed for decoupling system components. Classification modules are the same for both visual simulation and real-life trials. The complete application comprises the following modules:

- Kinect V2 and ROS interface;
- Database acquisition;
- Hand-state classification model;
- Hand-position transformation model;
- Robot visual simulation;
- Real robot control.

Hand-state classification and hand-position transformation models can be set in run-time, via ROS parameters. Simulation and robot control nodes can be turned on and off without interfering in classification, since both nodes behave as read-only consumers from ROS topics. A detailed flow diagram of the system is shown in Fig. 2. Data is passed from left to right, except when persisting input data is desired. The complete system is capable of running in real-time, at 30 frames per second.

It is important to mention some safety procedures considered in our architecture. Within the robot visual simulation, collision between robot links and the table is taken into consideration by the inverse kinematics algorithm. Joint limits are established in both the simulating and controlling environments. If, for some reason, the connection between simulation and controlling environment is interrupted, the last known joint positions are maintained by the controller.

There are also hardware and software halting mechanisms for the robot. The hardware mechanism is a red
physical button which halts the robot when pressed, stopping the software communication completely. The software mechanism is a switch in the controlling program which toggles between simulation received joint states and home-position (arm up, 90 degrees elbow). Another safety procedure measure is that, during the robot operation, no user is allowed to transit close to the robot workspace. One last procedure that is worthy to mention is a dead-zone applied to the output of the neural binary classifier: the gripper state only toggles if a minimum or maximum state threshold is achieved, removing undesired fluctuations over the gripper state.

7 Experiments

In this section, we describe the experiments performed to both validate and evaluate the proposed methodology and discuss the results achieved. We first describe experiments to compare the novel LRCN hand state classifier and the previously presented CNN (Section 7.1). Then, we describe the setup of user experiments performed to evaluate and compare the proposed pose mapping approach in Section 7.2. Finally, results of the latter experiments are revealed and discussed in Section 7.3.

7.1 Hand State Classifier

We created a novel database from scratch which is comprised of binary images in .pgm format, in order to train the classifiers discussed in the present paper. This database consists of 9668 labeled images from 7 different people and organized them into 14 sequential episodes, publicly available. 1 As the same database would serve both for the CNN and the LRCN methods, it was organized in an episodic way. For each person, two episodes were continuously recorded at 30 FPS while the user performed the grab-and-release task (imagining an object in the air) from one side to another. The difference between each of the two episodes per person was the starting side for the grab-and-release movement.

After collecting the database, the next step was to train the classifiers. We adopted a 2-fold cross-validation setting to split our available data, in which one fold was used for training and the other was used for testing. A grid search was conducted over the hyperparameters previously described for both the CNNs and the LRCNs (Section 5.2). In this section, we present the best configurations found for both variants.

CNN performed better when using dropout probability \( P \) of 0.5 in both convolutional and hidden layers. Table 1 reveal the results for the experimented CNNs. The best CNN architecture showed to be for convolutional kernel sizes \( F = [[5, 5], [5, 5]] \), with \( S = 32 \) filters per layer, and two hidden layers of dimensions \( D = [120, 80] \). It is also worth mentioning the similar accuracy achieved by the top-performing architectures, suggesting low sensitiveness to hyperparameter variations over the best classified ones.

A similar grid search was performed to find the best LRCNs classifiers. Results are shown in Table 2. Dropout showed a weaker influence on LRCN accuracy. Two specific configurations achieved the same top accuracy value of 98.72% and thus outperforming the best CNNs. This is one of the most relevant results of our experiments, suggesting that, by exploiting a sequence of many images, LRCNs are capable of coping with challenging examples.

To better investigate the effects of the sequence length, we experimented with the top-performing LRCN architecture on three distinct sequence lengths. The results are shown in Table 3, revealing higher accuracy for longer sequences. Thus, we conclude that accuracy is improved when more data is available to be evaluated by the LRCNs.

---

1https://drive.google.com/file/d/1bOQfOFtDxgGfp_b9HELAK3WNchBUxGdX
Table 2 Results for the top 10 LRCN-based networks in our grid-search, sorted by accuracy

| F           | S   | D   | P            | Weights | Accuracy | Loss |
|-------------|-----|-----|--------------|---------|----------|------|
| [[3, 3], [3, 3]] | 16  | 250 | [0.5, 0.5]   | 2,189,982 | 98.7225  | 0.0494|
| [[3, 3], [5, 5]] | 128 | 50  | [0, 0]       | 2,981,310 | 98.7225  | 0.0413|
| [[5, 5], [3, 3]] | 64  | 250 | [0.5, 0.5]   | 6,690,094 | 98.7119  | 0.0541|
| [[3, 3], [5, 5]] | 32  | 250 | [0.5, 0.5]   | 3,477,454 | 98.7119  | 0.0503|
| [[3, 3], [5, 5]] | 32  | 50  | [0, 0]       | 676,254  | 98.6908  | 0.0438|
| [[5, 5], [5, 5]] | 128 | 250 | [0, 0]       | 11,032,558 | 98.6908 | 0.0428|
| [[5, 5], [3, 3]] | 32  | 100 | [0.5, 0.5]   | 1,330,682 | 98.6908  | 0.0497|
| [[3, 3], [5, 5]] | 128 | 100 | [0, 0]       | 5,571,610 | 98.6908  | 0.0433|
| [[3, 3], [5, 5]] | 16  | 500 | [0.5, 0.5]   | 4,209,578 | 98.6803  | 0.0564|
| [[5, 5], [3, 3]] | 64  | 50  | [0.5, 0.5]   | 1,328,894 | 98.6803  | 0.0461|

Table 3 Configuration and accuracy of the best-performing LRCN architecture and the sequence length

| Sequence length | Accuracy | Loss |
|----------------|----------|------|
| 15             | 98.7225  | 0.0494|
| 10             | 98.3337  | 0.0575|
| 5              | 98.1377  | 0.0699|

7.2 User Experiments Setup

To validate and compare the proposed TPS-PM (Sections 4.2.2 and 4.2.3) to the previously proposed NA-PM (Section 4.2.1), we performed usability tests to measure the user experience with both compared approaches. We set up a test environment and predetermined a set of five tasks in which users were asked to manipulate objects with the robotic arm through both pose mapping approaches.

For each position mapping approach, the following aspects were evaluated:

- **Training.** Were users able to accomplish the training procedure successfully?
- **Goal achievement.** Were users able to accomplish the required tasks?
- **Comfort.** Which approach feels more comfortable and natural?
- **Learning curve.** Does the learning curve allow rapid progress in such a way that users could cope with increasingly difficult tasks?

In our experiment, the visual feedback was represented by the vision of the robot from the participant’s point of view. The feedback video transmission, which is an important characteristic of a teleoperated environment, was not the scope of the present work. The physical configuration of our reduced teleoperation scenario can be seen at Fig. 8. Participants were placed at 1.2 meters in front of the robot, within a safety distance. The main objective is to make the robotic arm interact with objects from the environment, which are placed at the robot table. A Kinect V2 camera was placed at 0.9 meters towards the right side of the robot, pointing directly to the participant. This camera was responsible to gather the depth images which are used for position mapping and hand state classification.

At the beginning of each session, users were asked to perform the training to calibrate their body to each pose mapping approach (NA-PM and TPS-PM). For the NA-PM, the calibration was effortless, since the only requirement from users was to stretch their right arm in order to measure its length. In contrast, TPS-PM calibration was more time-consuming. The main issue was that TPS-PM required a considerable spatial awareness from users to correctly perform the keyposes during the training process. Thus, it was necessary to reject low-quality TPS-PM customizations. More specifically, a supervisor visually examined the sixteen collected hand positions to check whether they had an unusual spatial distribution, with two or more vertices being too close together or in an unexpected relative position. Figure 9 shows an example of a successful and of a failed TPS-PM customization, respectively. When the training failed, the user was asked to repeat the procedure.

The set of experimental tasks required not only motor skills and spatial awareness from the users but also the ability to adapt to the specific transformation being used. Each experiment has some increased difficulty in relation to the previous one. Before the experiments, users were asked to fill out a compliance form allowing them to be recorded during the sections for analysis and scientific purposes.

Interaction elements employed in the experiments were:

- two cubes of length equal to 5 cm;
- a cup with a 10 cm diameter red-marked open side and a height of 12 cm. The closed side of the cup has 7.5 cm of diameter.

The cup can be used both upwards or downwards. When placed upwards, the cup serve as a hopper where objects
Fig. 8 Configuration of simulated teleoperation environment. In (a), the distances between the testing environment elements are shown. User is placed at 1.2 meters in front of the robotic arm. There is also a Kinect V2 placed at 0.9 meters along the right side of the robot. Participant’s goal is to use their right arm in order to control the robotic arm and interact with objects from the robot table. In (b), a photo of the real environment is provided. User’s visual feedback is provided by their vision of the robot at each moment.

Fig. 9 Three-dimensional visualization of a successful (left) and of a rejected (right) TPS-PM customization. The difference is noticeable in the relative positions between consecutive poses. A low-quality calibration will not follow the relative placement from one pose to another, generating an ill formed model.
can be put in. When place downwards, the cup serve as a platform where objects can be put on top of. Thus, we will refer to upwards cup as hopper from now on, while referring to the downwards cup as platform. We also defined 4 areas within the robot workspace, named from A to D.

To quantify each task, we use the concept of atomic movements. One atomic movement is an indivisible continuous displacement of the robot gripper with well-defined starting and ending times. Translations and gripper state variations (opening/closing, or grab/release) are also considered atomic movements. Thus, each task can be performed using a minimum number of atomic movements.

More specifically, tasks were:

1. Take a cube from region B to region A. It’s an initial task to test the user’s ability to successfully grab and move an object to another location. It can be achieved with a minimum of 4 atomic movements: home-to-B, grab, B-to-A, release.
2. Swap cubes between regions B and A, using region C as auxiliary. The purpose of this task is to measure the increase in user’s skills since the first task. The swap task can be done in a minimum of 12 atomic movements, all of them with the same difficulty as the first task, e.g.: home-to-A, grab, A-to-C, release, C-to-B, grab, B-to-A, release, A-to-C, grab, C-to-B, release.
3. Bring cubes from regions A and B to the hoop. This task introduces the necessity of motion at higher heights, thus increasing task complexity in the vertical axis. Users have to take into consideration avoiding collision between the gripper and the hoop while bringing the cubes to the proper height before releasing it. Skills evaluated here also include ease of use near robot boundaries, since the platform is located at region D. It can also be executed with a minimum of 8 atomic movements, e.g: home-to-A, grab, A-to-hoop, release, hoop-to-B, grab, B-to-hoop, release.
4. Pile cubes in region A. This task introduces a new component in evaluation which is the ability to fine-tune the cube position to successfully pile one cube onto another. Previous tasks had a less strict acceptance with relation to where the cubes might be placed. Can also be performed within 8 atomic movements, e.g.: home-to-C, grab, C-to-A, release, A-to-B, grab, B-to-A, release.
5. Move a cube from platform to A, then from B to platform. Skills needed are boundary regions control and the ability to fine-tune the cube position to place it on top of the platform. Can also be performed on a minimum of 8 atomic movements, e.g.: home-to-hoop, grab, hoop-to-A, release, A-to-B, grab, B-to-hoop, release.

Both initial and target configurations for each of the previously discussed experiments are shown in Fig. 10. In order to measure time completion for each experiment, we defined the following conditions: (1) time counter starts as soon as the user-control mode is triggered, and; (2) time counter finishes as soon as the target is reached and the objects of interaction remain still. Success occurs when the target configuration is reached and objects stay within established areas (not touching the workspace region outside the black markers). A fail occurs when the experiment reaches a state where the target configuration is not feasible without human assistance (i.e. when one cube falls outside the robot workspace).

Besides analyzing the completion time for the tasks, an important measure would be the confidence of users over the classifier during the experiments. For instance, one could ask whether the users were able to trust that grabbed objects by the gripper would not be released unexpectedly. In order to quantify this confidence, we decided to manually count the number and the nature of the errors for each trial, by means of watching the users recorded videos after experiments were finished. Thus, two types of errors were defined: (1) classifier infer open when user hand is closed, and; (2) classifier infer closed when user hand is open. Two values were used in our analysis: the average number of errors per trial atomic movements, and; the total number of errors per error category.

The previously discussed set of five experiments was repeated twice for each user, firstly using NA-PM and then using TPS-PM. Before the very first experiment of each pose mapping method started, a “playground time” of two minutes was given to each user for free operation so that they could acquire familiarity with the method. After the very last experiment of each session, users were asked to answer two multiple choices quantitative Likert-based [22] questions by selecting a value in the range from 1 to 5, about how they felt with relation to the pose mapping method:

- (Q1) How smooth was the movement of the robotic arm during control? This question evaluates how comfortable users were with the smoothness of the robotic arm movement when their right hand move.
- (Q2) How difficult was the movement near the workspace boundaries? This question evaluates the quality of the pose mapping when the robot gripper is closer to its boundaries. A good mapping would present the user with a consistent low difficulty that does not depend on the region of operation, with an overall effort being as minimum as possible.

After both sets of experiments were finished and their respective objective questions were answered, the users were asked to answer a set of 3 discursive questions to
Fig. 10  Initial (left) and target (right) configurations of each task performed by the users. Each row represents one task from 1 to 5, respectively.
Table 4  Demographics about experiment participants. All participants were male computer students or professors. Following data was collected: height \( h \), wingspan \( ws \), hand horizontal span \( hhs \), hand vertical span \( hvs \), body mass interval \( bmi \)

| Participant | \( h \) (m) | \( ws \) (m) | \( hhs \) (m) | \( hvs \) (m) | \( bmi \) (kg) |
|-------------|-------------|-------------|-------------|-------------|-------------|
| p1          | 1.88        | 1.94        | 0.255       | 0.21        | [90, 120]   |
| p2          | 1.70        | 1.71        | 0.225       | 0.18        | [50, 90]    |
| p3          | 1.86        | 2.00        | 0.23        | 0.21        | [90, 120]   |
| p4          | 1.60        | 1.55        | 0.205       | 0.18        | [50, 90]    |
| p5          | 1.89        | 1.86        | 0.24        | 0.25        | [90, 120]   |

evaluate overall opinion about the comparison between both mappings:

– (Q3) In your opinion, which were the advantages of each mapping?
– (Q4) What were the challenges found during the experiment?
– (Q5) Would you have any suggestions to improve the interface?

Besides the experience information we also collected demographic information about all invited participants, Since we rely on body visual information as input to the controlling task. This demographic data included:

– \( h \) height in meters of the participant;
– \( ws \) wingspan in meters, which is defined as the distance between each middle finger when arms are wide open horizontally;
– \( hhs \) hand span in meters over the horizontal axis, which is the maximum distance between the thumb and the little finger when the hand is wide open;
– \( hvs \) hand size in meters over the vertical axis, which is the distance between the wrist and the tip of the middle finger when the fingers are straight;

– \( bmi \) body mass interval in kilograms in which participant’s weight falls into.

All participant answers were collected through an online form for posterior analysis. At this phase, five participants volunteered for testing purposes. A two-sample Student’s T-test [45] was performed over collected duration/atomic values for the two classes (NA-PM and TPS-PM).

7.3 User Experiments Results

After successfully performing the customized training procedure, each individual executed each of the five proposed tasks using NA-PM, before executing the same tasks using TPS-PM. Collected demographics about participants are present on Table 4. All participants were male computer students or professors. Table 5 shows the time duration taken by each participant to complete each task. We did not ask participants to perform the tasks as fast as possible, thus allowing them to take the necessary time without a rush. The number of classification errors accounted for each participant is present in Table 6. All proposed tasks were able to be completed within 3 or fewer trials. A sample of each

Table 5  Timing results for each experiment performed by the volunteers. “F” means fail in the current trial, with each specific task being offered a maximum of 3 trials. Times are represented in seconds from the beginning to the completion. The acronym atm stands for atomic movements

| part. time/task | Duration (secs) for NA-PM | Duration (secs) for TPS-PM |
|-----------------|---------------------------|---------------------------|
|                 | 1 | 2 | 3 | 4 | 5 | 1 | 2 | 3 | 4 | 5 | 1 | 2 | 3 | 4 | 5 | 1 | 2 | 3 | 4 | 5 |
| p1              | 13.3 | 29.2 | 29.1 | 23.0 | 38.2 | 11.0 | 43.1 | 25.2 | 21.2 | F, 26.2 |
| p2              | 14.1 | 33.1 | F, 30.0 | 34.1 | 25.1 | 11.2 | 32.1 | 36.0 | 22.1 | 28.2 |
| p3              | 12.2 | 43.1 | F, 36.1 | 23.2 | 32.2 | 19.1 | 76.0 | 51.1 | F, F, 31.0 | F, 35.0 |
| p4              | 20.1 | 47.2 | 28.1 | 34.2 | 28.2 | 17.3 | 54.0 | 29.1 | 59.3 | 35.0 |
| p5              | 08.1 | 21.0 | 15.1 | 13.2 | 20.1 | 09.0 | F, 15.0 | 23.0 | 16.2 | 22.2 |
| mean            | 13.3 | 33.1 | 29.1 | 23.2 | 28.2 | 11.2 | 43.1 | 29.1 | 22.1 | 28.2 |
| std             | 4.3 | 10.6 | 7.7 | 8.8 | 6.9 | 4.4 | 23.0 | 11.3 | 17.2 | 5.6 |
| atm             | 4 | 12 | 8 | 8 | 8 | 4 | 12 | 8 | 8 | 8 |
| mean/atm       | 3.3 | 2.8 | 3.6 | 2.9 | 3.5 | 2.8 | 3.6 | 3.6 | 2.8 | 3.5 |
Table 6  Number of classification errors visually counted by the authors for each experiment performed by the volunteers. A count of zero means no error was detected within trial

| part. errors/task | # of errors for NA-PM | # of errors for TPS-PM | avg/atm      |
|-------------------|-----------------------|------------------------|--------------|
|                   | 1 2 3 4 5             | 1 2 3 4 5              | mean std     |
| p1                | 0 0 2 0 2             | 0 2 1 0 2             | 0.07 0.11    |
| p2                | 1 1 2.0 2 0           | 1 0 1 1 2             | 0.14 0.11    |
| p3                | 0 0 1.1 0 0           | 1 0 0 2.0 0 1.0       | 0.06 0.09    |
| p4                | 3 4 2 2 1            | 3 1 2 2 0            | 0.3 0.25     |
| p5                | 0 0 0 0 0            | 0 1.1 2 2 1          | 0.07 0.10    |

A number different than zero represents the sum of errors from type 1 (wrongly inferring open) and from type 2 (wrongly inferring closed). At the last two columns, we normalize the count variable over the number of atomic movements before applying the mean and standard deviation.

Task may be seen in a public available video. For each task, there is two simultaneous views of the participant. One is a cropped version of the RGB video captured by the Kinect V2. The other is a video recorded with an ordinary webcam.

By analysing the time intervals of Table 5, it’s possible to infer that the change on the control mode did not have a substantial influence over the total duration of each task. To further investigate this fact, we conducted a two-sample T-test over both classes, for the mean/atomics variable, assuming that classes were independent. The T-test resulted in a p-value of $0.899 > 0.05$, which confirms the null hypothesis in which both mapping modes (NA-PM and TPS-PM) have the same expectation for duration/atomics values. Such fact leads to the assumption that both modes have a similar learning curve, even though each one of them presents its own peculiarities. Such fact can be confirmed visually as shown in Fig. 11.

Some of the participants were able to perform the tasks faster, showing a better spatial awareness, as the participant p5, for instance. Others presented a more cautious and curious manner, trying to experiment with the nuances of the robot movement, as the participant p3, for instance. This heterogeneity on the test participants contributed to a substantial diversity in the final duration of the tasks.

Tasks 1, 2, and 4, which did not require operation in high heights, nor interaction with the cup, presented the best duration per atomic operation. Tasks 1 and 2 were able to be successfully fulfilled within one single trial for all participants, except one. Tasks 3 and 5 failures were due to the collision of the robot gripper with the cup, causing a displacement since it was not fixed to the environment, leading to an unrecoverable state of the current task. Failures in Task 4 were due to a specific displacement in the center of the user’s hand position when the hand state was toggled, i.e. when the hand closes and its center moves closer to the user’s wrist. User p3, with his cautious explorer profile, tried to understand this behavior during the experiment, causing him to take longer to complete the task.

As already stated at the start of the present section, the counting number of classification errors during experiments is present in Table 6. Average values are calculated taking into account the number of errors within each trial, and normalizing it over the task’s minimum number of atomic movements. Since classification errors are deeply related to the user’s hand morphology (instead of the task definition itself), mean and standard deviation were calculated for each specific user.

Analyzing the Table 6, it is possible to notice that three of the users had an average error/atomic of less than 0.07. This leads to a sense of safety during the the tasks execution, since participants were confident while manipulating environment objects. Larger values error values were presented by the participants p2 and p4. Crossling this data with the Table 4, the following facts are evidenced:

1. p2 and p4 have smaller $hhs$ and $hvs$ values. Their hand morphology for open and closed hands are slightly less distinct, if comparing from the same distance from the camera;
2. p2 and p4 have smaller $ws$ values, which means their arms can reach shorter distances. As the distance from the camera was measured by a mark on the floor where they should position their feet, users with smaller $ws$ values would have their hands moving in a further region from the camera.
3. Further and smaller hands, in the camera point of view, present less resolution in the segmented depth image.

Putting facts 1, 2 and 3 together, our hypothesis is that the increased error for participants p1 and p4 would have been decreased if:

- the network training data was augmented with random scale for dealing with different hand sizes;

---

2 Video with experiments: https://youtu.be/Rk3iS_KnaWc
Fig. 11 Comparison between durations for both control modes (NA-PM and TPS-PM). Showing both the mean duration and the mean duration per atomic movement values. Graphs does not show substantial alterations in duration values, which leads to believe that novel method does not increase task difficulty – participants feet positioning were customized accordingly, taking into consideration participants wingspan.

The nature of the classification errors for the whole experiment can be seen in Fig. 12. The majority of the errors is classified as type 2, where the model infer that the hand is closed when it is actually open or partially open. This type of error accounted for more than 90% of the total. For all type 2 errors, if the user opens up his hand a little more, the classifier infers correctly again.

Still referring to Fig. 12, almost no classification error of type 1 was witnessed. Another safety discussion can be added here, since the absence of type 1 error makes users confident that, once they grab a certain object, the gripper would not unexpectedly open and release the object.

Participants’ answers for the subjective questions Q1 and Q2 are presented in Fig. 13. From these plots only, it is suggested that participants agreed more with respect to smoothness of the robot arm movement. On the other hand, they presented more variance within answers related
Fig. 13 Comparison between both control modes (NA-PM and TPS-PM). Both questions Q1 and Q2 were answered in a scale of intensity from 1 to 5. Naive Affine mode performance was better with respect to smoothness, according to users. Thin Plate Spline performance with respect to difficulty was better near to boundary limits of robot arm workspace.

to the difficulty of arm control near the boundaries of the workspace, but suggested a tendency for a decrease in difficulty.

In general, users considered the first control mode to be smoother concerning the robotic arm speed, but found the second control mode to be better near the robot workspace boundaries. Both phenomena are explained by the fact that TPS-PM allows users to define their custom mapping in a non-linear fashion. Thus, while this customization provides a more accurate mapping in the boundary of the workspace, its non-linearity also implies variations in the magnitude of the gradient of the mapping function, which harms the sense of smoothness. Also, it was noted that smaller users’ workspace volumes resulted in more comfortable control of the robot since users do not need to completely stretch their arm to reach robot arm boundaries. In other words, users only need to reach the boundaries of their trained workspace model.

As questions Q3 to Q5 were open and subjective, we will discuss the most frequent statements from the participants. Question Q3 was related to the advantages of each mapping. According to the users, the advantages of the NA-PM model were intuitiveness and smoothness. One participant reported that “The advantage of NA-PM is the displacement of the arm matching the displacement of the robot, in other words, the relative movement is almost the same. The advantage of the TPS-PM is the fact of the movement at boundaries did not degenerate”.

Question Q4 was related to the challenges faced during task executions, where answers presented the higher diversity among the three subjective questions. One participant stated difficulties related to the hand-state classifier. We concluded that this difficulty was due to the hand bounding-box size (defined by Eq. 9) not taking into consideration users’ hand size, but only its distance from the camera. Thus, users with excessive small or bigger hands, which were not present in the hand state classifier training dataset, would face a decreased accuracy in the classifier. This issue can be attenuated by training custom bounding box sizes for each user.

Another challenge for the users was to learn both mappings variants in consecutive sessions. This might have lead to confusion and thus less-than-optimal performance.

Finally, question Q5 was related to improvement suggestions. One suggestion was to have a classifier that would work with any hand orientation. In current work, for the hand-state classifier to be accurate, participants were asked to maintain their hands at a specific orientation (faced to the depth camera). Another valid suggestion was to create a more intuitive calibration for the TPS model, with some kind of online visual feedback, leading to an easier calibration process.

Overall, we conclude that, while the NA-PM is efficient and practical for many simple tasks, the novel TPS-PM approach is more appropriated for tasks where high precision near the workspace boundaries is required. Besides, TPS-PM still provides reliable performance for straightforward tasks.

8 Conclusion

In this work we presented a novel approach for kinematic mapping between human and robotic arm poses that combines a user-customizable pose mapping method based on Thin Plate Splines; and Long-term Recurrent Convolutional Networks for hand state recognition. A complete motion-based teleoperation system using only a depth camera was built and validated through user experiments. The system works in a distributed way, where decoupled modules communicate through Robot Operating System framework. Cross-validation experiments showed higher accuracy of the LRCNs when compared to a previously proposed CNN classifier to recognize human pose state. Besides, user experiments revealed that users adapted successfully to the new approach. Although the timings to accomplish the proposed tasks were similar to the compared straightforward affine mapping, it was perceived by the users that the TPS pose mapping was more accurate in regions closer to the workspace boundaries.
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