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Selected reaction monitoring (SRM) is a targeted mass spectrometry technique that provides sensitive and accurate protein detection and quantification in complex biological mixtures. Statistical and computational tools are essential for the design and analysis of SRM experiments, particularly in studies with large sample throughput. Currently, most such tools focus on the selection of optimized transitions and on processing signals from SRM assays. Little attention is devoted to protein significance analysis, which combines the quantitative measurements for a protein across isotopic labels, peptides, charge states, transitions, samples, and conditions, and detects proteins that change in abundance between conditions while controlling the false discovery rate. We propose a statistical modeling framework for protein significance analysis. It is based on linear mixed-effects models and is applicable to most experimental designs for both isotope label-based and label-free SRM workflows. We illustrate the utility of the framework in two studies: one with a group comparison experimental design and the other with a time course experimental design. We further verify the accuracy of the framework in two controlled data sets, one from the NCI-CPTAC reproducibility investigation and the other from an in-house spike-in study. The proposed framework is sensitive and specific, produces accurate results in broad experimental circumstances, and helps to optimally design future SRM experiments. The statistical framework is implemented in an open-source R-based software package SRMstats, and can be used by researchers with a limited statistics background as a stand-alone tool or in integration with the existing computational pipelines.
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Selected reaction monitoring (SRM) is a mass spectrometry technique that can accurately and reproducibly quantify proteins in complex biological mixtures (1, 2, 3). It can cover a nearly complete dynamic range of abundance of cellular proteome, with a lower boundary of detection below 50 copies per cell for single cellular organisms (3). Considerable efforts are currently invested into developing high-throughput SRM assays, even for whole proteomes (4, 5). These assays are then used to simultaneously quantify hundreds of proteins with a high degree of reproducibility across multiple samples, and as a result the assays are increasingly used in systems biology and in clinical investigations (3, 6, 7, 8).

SRM experiments quantify a priori known protein species. They require knowledge of the peptides of these proteins that are unique to the target proteins and can be observed by a mass spectrometer (9, 10), and of the mass spectrometric characteristics of these peptides such as fragment ion mass, signal intensity distribution, and optimal collision energy (2). Enzymatically digested proteins are subjected to liquid chromatography separation and are monitored in a triple quadrupole mass spectrometer, and the ion signals for an a priori selected set of fragment ions are recorded over chromatographic time (11, 12). The intensities of precursor/fragment ion pairs of a peptide, called transitions, are then used as measurements of protein abundance. Label-based workflows further enhance the accuracy of the quantification by spiking an isotopically labeled reference version of each target peptide into the samples and then compare the relative intensities of the endogenous and the reference transitions.

Many SRM experiments aim at class comparison, i.e. comparing protein abundance across conditions or time points of interests. Statistical and computational tools are essential for this task. In addition to increasing sample throughput, the tools allow us to conduct and interpret the experiment in an objective and reproducible fashion. A typical SRM bioinformatics analysis workflow is overviewed in Fig. 1A. It includes assay development, signal processing, and protein significance analysis. Currently, most available bioinformatics tools focus on the first two steps in Fig. 1A. A variety of stand-alone software packages such as MRMmaid, MRM worksheet and others reviewed in (13) help to automatically select transition pairs of a peptide, called transitions, are then used as measurements of protein abundance. Label-based workflows further enhance the accuracy of the quantification by spiking an isotopically labeled reference version of each target peptide into the samples and then compare the relative intensities of the endogenous and the reference transitions.

Many SRM experiments aim at class comparison, i.e. comparing protein abundance across conditions or time points of interests. Statistical and computational tools are essential for this task. In addition to increasing sample throughput, the tools allow us to conduct and interpret the experiment in an objective and reproducible fashion. A typical SRM bioinformatics analysis workflow is overviewed in Fig. 1A. It includes assay development, signal processing, and protein significance analysis. Currently, most available bioinformatics tools focus on the first two steps in Fig. 1A. A variety of stand-alone software packages such as MRMmaid, MRM worksheet and others reviewed in (13) help to automatically select transition
lists, schedule retention times, optimize collision energy, etc. Other stand-alone tools, e.g., MultiQuant (Applied Biosystems/MDS Scieix) and Pinpoint (Thermo Scientific), quantify and visualize the acquired signals, and AuDIT (14) and mProphet (15) detect and filter out poor quality transitions. Alternatively, comprehensive pipelines such as Skyline (16) and ATAQS (17) integrate the transition design and the signal processing steps in user-friendly workflows. Therefore, the upstream setup of SRM measurements and the analysis of the raw primary data to quantify the targeted peptides are well supported by the available software tools.

At the same time, there is no generally accepted approach to significance analysis of the identified and quantified proteins. We define protein significance analysis as a procedure that appropriately combines the quantitative measurements for a targeted protein across isotopic labels, peptides, charge states, transitions, samples, and conditions, and detects proteins that change in abundance between conditions more systematically than as expected by random chance, while controlling the false discovery rate (18). Significance analysis is challenging, in part, because of the natural biological variation of protein abundance and the experimental variation in sample handling (19). Signal processing also contributes to the variation when individual transitions are missed, misidentified or imprecisely quantified (14). Statistical inference allows us to make objective conclusions in such situations, however the development of statistical methods for protein significance analysis in SRM experiments has not received sufficient attention as of yet.

Many investigations perform significance analysis using simple statistical methods such as the two-sample t test, which compares the abundance of all the transitions from one condition to another. Such tests take as input intensities of the individual transitions of the protein (or their averages within a run) in label-free experiments, or ratios of the endogenous and reference transitions in label-based experiments. In this manuscript we argue that more accurate conclusions can be obtained by a more detailed probabilistic modeling. We propose a general and flexible statistical framework for SRM experiments, which is schematically illustrated in Fig. 1B. The framework consists of the following components: (a) definition of the biological populations of interest and of the desired scope of conclusions, (b) exploratory data analysis to control the quality of MS runs, (c) joint representation of the quantitative measurements of the protein using a flexible linear mixed-effects model, and model-based determination of proteins that change in abundance from one condition to another, and (d) statistical design of future follow-up experiments.

The proposed framework is implemented in an open source R-based software package SRMstats, and can be used stand-alone or as a module integrated with comprehensive pipelines such as Skyline and ATAQS. It is implemented for both label-free and label-based SRM workflows.

**Experimental Procedures**

Controlled Spike-In Experimental Data Sets—We evaluated the statistical framework using two controlled spike-in experimental data sets. The first was generated by a multilaboratory investigation of the Clinical Proteomic Technology Assessment for Cancer network of the National Cancer Institute (NCI-CPTAC), described in detail in (19). The original goal of this investigation was to assess reproducibility, recovery, linear dynamic range, limits of detection, and quantification of SRM assays. Here we used the data sets to evaluate the ability of significance analysis to detect known changes in protein concentration.

Briefly, the investigation targeted seven proteins, each was represented by up to three peptides and each peptide by up to three transitions. The proteins were spiked into a complex background in a series of nine concentrations, and heavy isotope-labeled synthetic peptides (20) were used as internal standards. The spike-in samples were prepared according to three mixing and digestion protocols (called Study I, II, and III). Study III was subjected to sources of technical variation closest to a real-life experiment. The samples were shipped to eight participating sites, which independently performed SRM analyses to detect and quantify the transitions. We took as input the tabulated transition abundances as quantified by each participating site, and evaluated the ability of significance analysis to detect known fold changes, separately for each study and site.

The second controlled data set was an in-house spike-in experiment (supplemental Material Sec. 1.1). To evaluate the sensitivity of significance analysis, six proteins were spiked into a complex background in varying concentrations according to a Latin square design (21). The design is advantageous in that it allows us to evaluate the ability to detect a range of fold changes over a series of proteins, baseline concentrations, and replicate runs, while limiting the number of mixtures. To evaluate the specificity of the significance analysis, six additional proteins were spiked into the background in constant concentrations. Each protein was represented by two peptides and each peptide by up to three transitions. Heavy isotope-labeled synthetic peptides (20) were used as references, and each mixture was profiled in two mass spectrometry runs. We evaluated the ability of significance analysis to detect known fold changes, as well as the extent of false positive changes among proteins spiked in constant concentrations.

Biological Investigations—We tested the statistical framework using example data sets from two biological investigations. The first studied plasma samples from six patients with epithelial ovarian cancer and ten healthy controls in a group comparison experimental design (supplemental Material Sec. 1.2). Each specimen was analyzed in a single mass spectrometry run. 14 N-glycosylated proteins were selected based on prior evidence of differential abundance from the literature and profiled as potential diagnostic ovarian cancer biomarkers. Heavy isotope-labeled reference peptides (20) were spiked into the samples as internal references, and up to three transitions were measured for each endogenous and heavy-labeled peptide.

The second example is the study of central carbon metabolism of Saccharomyces cerevisiae described in detail in (3) (supplemental Material Sec. 1.3). The experiment targeted 45 proteins in the glycolysis/gluconeogenesis/TCA cycle/glyoxylate cycle network in yeast, which spans the range of protein abundance from less than 128 to 10E6 copies per cell. Unlike the previous example this study had a time course experimental design. Three biological replicates were analyzed at ten time points (T1-T10), while the cells transitioned through exponential growth in a glucose-rich medium (T1-T4), diauxic shift (T5-T6), post-diauxic phase (T7-T9), and stationary phase (T10). Prior to trypsinization, the samples were mixed with an equal amount of proteins from a common 13N-labeled yeast sample, which was used as a reference. Each sample was profiled in a single mass spectrom-
etry run, where each protein was represented by up to two peptides and each peptide by up to three transitions. Transcriptional activity under the same experimental conditions has been previously investigated in (22). Genes coding for 29 out of the 45 targeted proteins were found differentially expressed between conditions similar to those represented by T7 and T1 in this proteomic study and are used in this manuscript for external validation.

**Synthetic Data Sets—** Additional simulated data sets were generated to demonstrate the performance of the proposed significance analysis in a variety of circumstances, such as in the presence of missing transitions, relatively large between-run variation, and the presence/absence of technical replication of a same biological sample. Pseudocode of the basic algorithm used to generate these synthetic data sets is provided in (supplemental Material Sec. 4.1).

**RESULTS**

In the following sections we detail each step of the proposed statistical framework for protein significance analysis in SRM measurements (Fig. 1B). To detect differences in protein abundance with high sensitivity and specificity, the key step is to select an appropriate statistical model, i.e. STEP 3 (model-based analysis) of the proposed framework. Prior to the statistical modeling, it is necessary to examine the properties of the data as demonstrated in STEP 1 (problem statement) and STEP 2 (exploratory data analysis). Finally, STEP 4 uses the model and the data to plan the design of future experiments.

**STEP 1 Problem Statement—** The important first step in designing and analyzing an SRM experiment is to determine the comparisons of interest, the experimental design, and the scope of the conclusions of the study, in order to select an appropriate statistical model for the data. In this manuscript we refer to this step as problem statement.

**Determine the Comparisons of Interest and the Experimental Design—** First, we define the comparisons of interests, i.e. the conditions that will be compared in the study. For example in the ovarian cancer study the only comparison of interest was between the mean protein abundance of subjects with the disease and the controls; in the yeast metabolism study researchers could compare the mean protein abundances in many pairs of time points. In the following we focus on comparing the time points 1 and 7.

Next, we distinguish the experimental designs that are group comparison and time course. Group comparison studies acquire measurements on distinct individuals in each condition. For example the ovarian cancer study had a group comparison design. In contrast, time course studies acquire measurements on each biological source repeatedly at several conditions or time points. The repeated nature of the experiment allows us to profile changes in protein abundance
for each individual over time. The yeast metabolism study had the time course design. Different statistical models will be required for these two experimental designs, and we will discuss this in the following section.

**Determine the Desired Scope of Validity of the Conclusions**—An important aspect of the problem statement is the specification of the desired scope of validity of the conclusions, *i.e.* the scope to which the conclusions from the analysis will be valid, with respect to the biological and technical MS run variation. As an illustration, Fig. 3A shows a hypothetical protein measured with two subjects per condition (Healthy and Disease) and three endogenous transitions per subject in large biological variation scenario. The black curves represent the distribution of protein abundances in the populations of subjects that are of interest to the investigation. The solid dots are the protein abundances of the subjects selected in the study. The black circles are the endogenous transitions measured for this protein and this subject.

Given the observed intensities of the transitions, two comparisons can be potentially of interest. The first compares average protein abundances in the selected subjects (comparing two stars), while taking into account the noise and the variation in the quantified transitions. In other words, we restrict the scope of our conclusions to the selected subjects. The second comparison is between the average protein abundances in the underlying populations (comparing two squares), while taking into account both the variation because of random selection of the subjects and the variation in the transitions. In other words, we expand the scope of our conclusions to the entire population, beyond the selected subjects.

Specification of the scope of the conclusions has two important implications for the results. First, the conclusions of the two comparisons may disagree. As seen in Fig. 3A, when the variation of protein abundance in the population is large, the abundance in the selected subjects can differ between the groups even though the abundance of the underlying populations is the same between groups. The discrepancy is particularly frequent in studies with a small number of subjects, where the subjects do not adequately represent the full diversity of the underlying population. Second, the reduced scope of the conclusions only takes into account the measurement error, while the expanded scope of the conclusions considers both the measurement error and the biological variation. Because the reduced scope accounts for less variation, it is typically easier to find changes in abundance among the selected subjects. Fig. 3B shows that these discrepancies disappear in proteins that are highly regulated and have a small biological variation.

These considerations provide practical guidelines. Because many SRM experiments are exploratory screens with a small sample size, it often helps to restrict the conclusions to the specific biological replicates in the experiment. The restricted scope of the conclusions helps us gain statistical power of the initial screen and generate initial scientific hypotheses, even though some of these hypotheses may not be confirmed in the populations. On the other hand, expanding the scope of the conclusions to the entire populations is appropriate for confirmatory investigations.

A similar distinction between the restricted and expanded scope of the conclusions applies to the technical variation, *i.e.* variation introduced by the mass spectrometry technology. It may sometimes be meaningful to restrict the scope of the conclusions to the performed mass spectrometry runs. But more frequently we must view the replicate MS runs of a same biological sample as random instances that represent the variability of sample handling and spectral acquisition, and expand our conclusions to fully account for this variation. This distinction is made regardless of whether the experiment acquires technical replicates of a same biological sample.

For the example data sets, both the ovarian cancer study and the yeast metabolism study were initial screening experiments, and therefore we restricted the scope of our conclusions to the selected biological replicates. At the same time, we fully accounted for the technical variation associated with all possible MS runs, and expanded the scope of the conclusions with respect to the technical variation.

The scope of the conclusions should be defined prior to conducting the experiment, according to the purpose of the study. It is reflected in the statistical model in STEP 3. Further discussion of this topic can be found, *e.g.* in (21, 23, 24, 25). The models proposed in this manuscript and implemented in SRMstats enable a flexible representation of both experimental designs, and of the scope of validity of the conclusions.

**STEP 2 Exploratory Data Analysis**—The second step of the proposed statistical framework is to use exploratory analysis plots to visualize the biological and the technical MS run variation in the data. Understanding the properties of the data further helps to select the most appropriate statistical model.

The quantified transitions can be influenced by the technical MS run variability, *e.g.* because of changes in the instrument performance over a large number of MS runs. This technical variation can be partly removed by a global between-run normalization, *e.g.* by constant normalization that equalizes the median peak intensities of all reference transitions between runs. The normalization is based on the assumption that the intensities of the reference transitions are stable across all MS runs.

Exploratory analysis plots in *supplemental* Fig. S2 help determine whether there is systematic bias because of technical MS run variability and whether this bias should be addressed by global normalization. For example, the plots for the ovarian cancer study (*supplemental* Fig. S2b) showed small variability of reference signal intensities across MS runs, and a global normalization had almost no effect. Alternatively, in the in-house spike-in study the intensities of the reference signals varied substantially between runs, and this was primarily because of sample evaporation in the second replicate.
set (supplemental Fig. S2a). Global normalization corrected for this systematic difference in signals (supplemental Fig. S2d), and we show below that it lead to meaningful results despite the variation.

Fig. 2 shows quantified transition signals of an example protein from each of the biological investigations, after a global normalization. As can be seen, transitions of the reference peptides had a roughly constant abundance between runs. In contrast, transitions of the endogenous peptides indicated systematic differences between conditions, and these changes are of primary interest. The measurements were subject to biological variation of protein abundance and technical between-run variation. Some transitions were heterogenous, i.e., transitions from a same protein produced contradictory evidence of abundance within a run because of, e.g., co-eluting interfering peptides and misidentified or misquantified transitions, and this effect is particularly strong for low-abundant proteins. The plots in Fig. 2 can help evaluate the extent of transitions with interferences and the extent of missing values. The plots can also complement computational tools such as AuDIT and mProphet in detecting low quality transitions that should be removed.

For example, protein CLU from the ovarian cancer study did not contain transitions with interferences and missing transitions. In the case of yeast metabolism study, protein IDP2 contained heterogenous transitions particularly in early time points, but no missing transitions. Such properties of the data set are addressed in the following statistical modeling. The plots and the normalization are obtained automatically with SRMstats.

STEP 3 Model-based Analysis—
Linear Models Account for Transition-specific Variation Without Calculating Ratios of Endogenous and Reference Transitions—We propose a linear mixed-effects model that represents all the quantitative measurements for a targeted protein, in order to detect systematic changes in protein abundance between conditions with high sensitivity and specificity at a controlled false discovery rate. A distinctive feature of the approach is that, for label-based experiments, we do not calculate the ratios of the endogenous and the reference transitions within a run, but model the individual intensities directly. Although we do not calculate the ratios, the intensity-based approach reflects the pairing between the endogenous and the reference transitions, and accounts for the transition-specific variation that was not removed by global normalization.

To illustrate the advantages of the proposed intensity-based approach, in this subsection we describe the model in a simplified data set, and illustrate the connection between the intensity-based and the ratio-based models in this simple situation. In the next subsection we extend this example to complex real-life data sets, and introduce a family of full intensity-based probability models.

Global normalization cannot remove transition-specific nuisance variation that arises, e.g., from variation in peptide ionization in the presence or absence of other peptides in the sample. Fig. 3C illustrates this using a hypothetical protein that was measured with three transitions in samples from two different conditions acquired in two MS runs. In the figure, intensities of the endogenous transitions are affected by both condition-specific variation (of interest) and transition-specific variation (nuisance). In particular, the intensity of the second endogenous transition in the disease group decreased, while the intensities of the other transitions increased. A label-free experiment would compare the averages of the endogenous transitions (stars), and would not distinguish the systematic change from nuisance variation. Label-based workflows consider deviations of the endogenous transitions from their references (dashed vertical lines). These deviations are larger in the disease run than in the control, pointing to a systematic change in protein abundance. Therefore, label-based experiments are more efficient in the presence of transition-specific variation.

Label-based workflows account for this transition-specific variation by spiking reference peptides in constant concen-
The variation in the reference transitions was because of the technical factors alone, and we detect the effect of conditions on the protein abundance by studying deviations of the endogenous transitions from their references. In the example of Fig. 3C, these deviations were larger in the disease sample than in the control sample, pointing to a systematic change in abundance. Therefore, the label-based experiment was more efficient in the presence of transition-specific variation.

In statistical terminology, the pairing of endogenous and reference transitions within a run is called blocking (24). Blocking aims at controlling the known sources of variation in the data, and is encountered in many areas of statistical experimental design (21) as a tool for improving efficiency. To reflect the beneficial effect of blocking, we model the log-intensities of the transitions directly instead of the log-ratios, and introduce a dedicated model term Run, which accounts for the shared run membership of the endogenous and reference transition pairs in one MS run:

$$\text{LogIntensities}_{ijk} = \mu + \text{Condition}_i + \text{Run}_k + \text{Error}_{ijk},$$

where

$$i = \{\text{Healthy}, \text{Disease}, \text{Reference}\}, j = \{T_1, T_2, T_3\}, k = \{\text{Run1}, \text{Run2}\},$$

In contrast to the proposed approach, currently researchers often perform the t test on the log-ratios of the endogenous and the reference transition pairs measured in one MS run. The log-ratios are equivalent to the differences of log-intensities (dashed lines in Fig. 3C). For the simplist example in Fig. 3C, the model underlying the t test is:
LogRatio\(_i\) = OverallMean + Condition\(_i\) + Error\(_i\), where
\[i = \{\text{Healthy}, \text{Disease}\}, j = \{T1, T2, T3\},\]
\[\sum \text{Condition}\_i = 0, \text{Error}\_i \sim \mathcal{N}(0, \sigma^2_{\text{LogRatio}}) \] (2)

In the special case of balanced data sets (i.e. data sets where the protein has a same number of quantified measurements across runs), the intensity-based model in Eq. (1) is equivalent to the ratio-based model in Eq. (2) as it yields identical protein-level conclusions. However in other situations the intensity-based model in Eq. (1) has a number of advantages. The next section utilizes this insight, extends the simplified version of the intensity-based model in Eq. (1) to realistic data sets, and discusses the advantages of this approach.

**Linear Models Reflect the Structure of the Data and the Scope of the Conclusions**—To accurately detect proteins that change in abundance between conditions, we need to obtain (a) an accurate estimate of protein abundances in each condition, and (b) an accurate assessment of variation associated with these estimates. A statistical model is essential for these tasks. In this section we introduce the proposed linear mixed-effects statistical modeling framework, and illustrate the choices of the details of the models that best represent the properties of the data.

The potential sources of variation of SRM measurements can be illustrated in a typical data set generated by a label-based experiment, e.g. a Table in Fig. 3D produced by detecting, quantifying and normalizing the intensities of transitions. Entries in the table share sources of variation from *Label*, distinguishing endogenous and reference transitions; *Feature*, reflecting the intensities of the signal of each peptide/transition pair; *Group*, reflecting the conditions that may induce systematic changes in protein abundance; and *Run*, reflecting potential changes in signal intensities between MS runs. Finally, *Subject* reflects the natural variation in protein abundance between biological samples. Because the same synthetic peptides are used as references in all runs, they can be viewed as another instance of *Subject*. This is similar to the analysis of experiments with reference designs in cDNA microarrays (24, 26), however, the opportunity for such models in SRM experiments has so far been unrecognized.

To express these sources of variation in the data, we developed a family of linear mixed-effects models shown in Fig. 4 and (supplemental Material Secs. 2.1). The family distinguishes group comparison and time course experiments, and includes the term *Run* that normalizes each endogenous transition with respect to its reference. Statistical interactions represent between-group and between-run heterogeneity of the features. The interaction terms can be omitted when exploratory analysis points toward homogenous transitions to avoid overfitting.

The family encompasses four distinct models, which have the same terms but differ in the scope of the validity of the conclusions attributed to *Subject* and *Run*. The restricted scope of biological interpretation is supported by the model that views *Subject* as fixed effect, and the expanded scope is supported by the model that views *Subject* as random effect. The restricted scope of technical MS run variation is supported by the model where *Run* is fixed effect, and the expanded scope is supported by *Run* viewed as random effect.

To understand the relationship between the proposed models and the models for log-ratios, we derived the models for log-ratios that are special cases of Fig. 4 (supplemental Material Secs. 2.2 to 2.4). We theoretically demonstrated (supplemental Material Sec. 2.5) that in balanced data sets the model in Fig. 4 with *fixed Run* yields the same protein-level conclusions as the model for log-ratios. In other words, the use of the ratios implies the reduced scope of technical MS run variation. Furthermore, the model in Fig. 4 with *fixed Run* and random *Subject* yields the same protein-level conclusions as the *t* test with averaged transition ratios. In other words, the *t* test with averaged transition ratios implies the expanded scope of biological variation.

In comparison to the ratio-based models, the intensity-based approach proposed in Fig. 4 has multiple advantages. First, it can represent a broader class of problem statements. In particular, it can specify the model that simultaneously reduces the scope of biological variation (fixed *Subject*) and expands the scope of technical MS run variation (random *Run*). This is arguably the most interesting specification in exploratory SRM screens with a small sample size, and we show theoretically in (supplemental Material Sec. 1.5) that this specification also yields the highest sensitivity. However, this is impossible to achieve with the ratio-based approaches, because of the assumptions implied by the calculations of the ratios and the averages.

Second, the intensity-based models utilize transitions that miss their endogenous or their reference counterparts, thereby making the most complete use of the data. Finally, the intensity-based models are naturally extended to experiments with more than two isotopic labels, and to label-free experiments. In particular, we show below how the models enable a direct comparison between label-free and label-based experimental designs.

To summarize, there are multiple choices in statistical modeling that need to be made to account for the properties of the data and the desired scope of conclusions. These choices are once again overviewed in Fig. 5. The same statistical model choice is used for all proteins in the study.

For example, in the ovarian cancer study the model was specified to reflect the group comparison design, the restricted scope of biological variation and the expanded scope of technical MS run variation. Unlike protein CLU, which shows the evidence of homogenous transitions (Figs. 2A, 2B), the majority of the proteins in the ovarian cancer study have transitions with some interference. Therefore, the model was specified with the interaction model terms. In the yeast metabolism study the model was specified to reflect the time course design, the restricted scope of biological variation, the
expanded scope of technical MS run variation, and the presence of interferences in the quantified transitions. Only the proposed model in Fig. 4 allowed the flexibility to address all these circumstances. All the models proposed in Fig. 4 are implemented in SRMstats.

Linear Models for Protein Significance Analysis are not Equivalent to Linear Models for Reproducibility—The term “linear mixed-effects models” refers to a very general class of models that extends well beyond the scope of this manuscript. Different research purposes might lead to different specification of linear mixed-effects models. In this section we discuss how the linear mixed-effects models for protein significance analysis in Fig. 4 differ from the linear mixed-effects models for assessing reproducibility.

Recently Xia et al. (27) applied linear mixed-effects modeling to the NCI-CPTAC data set, to assess the reproducibility of SRM measurements.
ibility of SRM experiments. The goal of reproducibility analysis is to quantify the components of technical variation, and find the steps of the experimental protocol that contribute most to the variation. Accordingly, the models in Xia et al. partitioned the variation in the data into the contributions of the studies, sites, peptide groups, transitions and their interactions, and expanded the scope of the conclusions with respect to peptides and transitions by treating these terms as random. The primary output of this approach were the quantified variances, and their relative magnitude rank. The models were customized to the NCI-CPTAC data set, and different models would be needed for another experiment with a different design.

In contrast, the goal of protein significance analysis in this manuscript is to compare distinct biological populations (or specific subjects from these populations) for a pre-defined set of proteins and transitions, in an experiment typically conducted in a single laboratory or site. As the result, the models in Fig. 4 do not contain the terms related to studies and sites, and account for the prior selection of peptides and transitions by treating them as fixed. The primary output is a list of proteins that are differentially abundant across conditions, at a controlled false discovery rate. Therefore, although both approaches utilize the same general class of linear mixed-effects models, they are quite different in nature. The flexibility of the experimental design of the NCI-CPTAC data set allowed us to use it to benchmark the performance of protein significance analysis, as illustrated below.

The Proposed Modeling Framework is Sensitive and Specific—We compared the sensitivity and the specificity of significance analysis with the proposed approach as implemented in SRMstats to the $t$ test in the two controlled investigations, and the two biological investigations. SRMstats used as input log-intensities of individual reference and endogenous transitions. Because both studies were exploratory screens, we restricted the scope of biological variation to the selected samples (i.e. fixed Subject), while expanding the scope of technical MS run variation (i.e. random Run). The $t$ test used as input log-ratios of endogenous and reference transitions. Both SRMstats and the $t$ test compared the same two pre-specified conditions, while adjusting the $p$ values to control the false discovery rate.

Fig. 6A summarizes the results for the noisiest study (Study III) of the NCI-CPTAC data set. We selected a series of known changes in protein abundance from a low and a high baseline, and in low and high fold changes. Consistent with the goal of protein significance analysis, the results are obtained separately for each study and each site. Figs. 6B, 6C summarize the results for the in-house spike-in data set. In addition to the sensitivity, the experimental design also allowed us to evaluate the specificity of the tests. Overall, SRMstats outperformed the $t$ test in sensitivity of detecting true known changes in abundance for all concentration baselines without a large loss of specificity.

In the two biological investigations, SRMstats also strongly outperformed the $t$ test in sensitivity. In the investigation of ovarian cancer, the 14 selected proteins had prior evidence of differential abundance from the literature, and SRMstats yielded a maximal sensitivity for these proteins (Fig. 7A). In the investigation of yeast metabolism genes coding for 29 proteins, they were previously found differentially expressed between conditions similar to time points T7 and T1, and SRMstats produced the highest agreement between the proteomic and the transcriptomic investigations (Fig. 7B). Negative controls were not measured in both studies, which precludes any claim regarding specificity and false positives in these examples. More details on the performance of the models are provided in (Supplemental Material Sec. 3).

The Intensity-based Linear Models Produce Accurate Results in Most Broad Circumstances—To further investigate the advantage of the proposed intensity-based models over linear mixed models that utilize log-ratios of endogenous and reference transitions (supplemental Material Sec. 2.4), this section empirically compares these models using synthetic data sets.

First, we empirically showed (supplemental Material Sec. 4.2) that expanding the scope of technical MS run variation to all possible mass spectrometry runs (i.e. random Run) gained sensitivity, especially in experiments with low technical MS run variation. This specification is impossible when modeling the log-ratios of endogenous and reference transitions. The reduced scope of biological variation, when it is appropriate, further gained sensitivity. This specification was impossible with the ratio-based $t$ test. Second, in presence of missing values, the intensity-based model produced the smallest bias and the smallest variance of estimates of fold changes (Fig. 8A and (supplemental Material Sec. 4.3)).

Third, in label-based workflows, intensity-based models allowed us to distinguish the extent of biological and technical MS run variation even without technical replicated mass spectrometry runs from a same biological sample. Because the same reference peptides were spiked to all samples in constant concentrations, and their transitions were only subject to technical MS run variation, they could be used to separate the extent of technical MS run variation from the biological variation. (Supplemental Material Sec. 4.4) illustrates the accuracy of this estimation using a synthetic data set.

Overall, the intensity-based linear model produced accurate results for the most broad range of data sets, and is therefore recommended for practical applications and implemented in SRMstats.

STEP 4 Statistical Design of Future Experiments—While label-based workflows yield accurate quantification, label-free workflows are cheaper and higher in throughput. The proposed statistical framework helps choose between these two workflows when planning a new experiment. We extended the model in Fig. 4 to represent label-free SRM experiments (supplemental Material Sec. 5.1), and this allowed...
us to compare the accuracy of the two workflows using a computer simulation. The results of one such simulation are summarized in Fig. 8B. The label-based workflow consistently yielded accurate estimates of changes in abundance. With relatively small between-run variation both workflows had similar results, and the label-free workflow could be viewed as a viable alternative to the label-based experiments. However, the label-free workflow became less accurate when the between-run variation increased. Such calculations can be performed in any lab, using lab-specific estimates of variation, to evaluate the expected performance of the label-free or label-based workflows.

The proposed framework also allowed us to calculate the required sample size for a future investigation (Fig. 8C and supplemental Material Sec. 5.2). The choice of a data analysis strategy had the strongest impact on the sample size, and linear modeling allowed us to substantially reduce the required number of biological replicates as compared with the t test. In
addition, larger fold changes and the changes among relatively high-abundant proteins required fewer biological replicates. Similar calculations can determine the number of technical replicates for a same biological sample and the number of peptides and transitions per protein for each experimental system. These calculations are implemented in SRMstats, open-development system R.

Implementation—We developed a software package SRMstats, which implements the proposed framework in the open-source (28). The package takes quantified endogenous and reference transitions as inputs, and provides functionalities for data visualization, quality control, model-based protein significance analysis, and experimental planning for both label-based and label-free SRM experiments. The package can be used by researchers with limited statistics background, as a stand-alone tool or in integration with the existing analysis pipelines such as Skyline or ATAQS. We also developed detailed examples of fitting the proposed models in the commercial software system SAS (SAS Institute Inc., Cary, NC), which is frequently used in clinical investigations. The SAS examples can be useful to researchers with statistics expertise. The implementations, examples of their use, and three experimental data sets are available at www.stat.purdue.edu/~ovitek/Software.html.

DISCUSSION

We proposed a general statistical modeling framework for protein significance analysis for SRM-based quantitative proteomics. It is applicable to a variety of experimental designs and to both label-based and label-free workflows. It strongly outperforms the naïve method underlying the t test, and yields accurate results in the most broad type of experimental circumstances, such as in the presence of missing values. The framework allows us to plan subsequent experiments, in particular select between a label-free and a label-based experiment, and choose the appropriate number of biological and technical replicates. It is implemented in the open-source R-based package SRMstats, which can be used stand-alone or integrated into pipelines, such as Skyline or ATAQS.

The proposed framework can be extended beyond the discussion above. For example, it can represent experimental designs with even more complex structures, such as factorial or cross-over investigations. In addition to testing, the models can be used to quantify the abundance of proteins in individual samples (29) for use with clustering or machine learning algorithms. Straightforward extensions can also be made to specify heterogeneity of biological or technical variance components across features or conditions. Robust estimation (30) can help account for potential outliers, and Empirical Bayes estimation (31) can compensate for a small sample size. Finally, separate customized statistical models can be specified for all proteins in the study. At the same time, the flexibility of the proposed framework should not be misused. In particular, comparisons of interest, the scope of conclusions regarding Subject and Run, and model terms (illustrated in STEP 1: problem statement of the proposed statistical framework) should be specified prior to collecting the data based on the goals of the experiment as opposed to maximizing the sensitivity of the results.

A potential limitation of the proposed framework is the assumption that all the peptides and transitions are correctly mapped to the underlying protein. This limitation can be addressed by assigning weights to individual transitions according to the confidence in their quantification (14, 15). In the future, this drawback will be partly alleviated by improved experimental optimization of protein-specific SRM assays.
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