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Travelling waves for the Gross-Pitaevskii equation II

Fabrice Béthuel 1, Philippe Gravejat 2, Jean-Claude Saut 3

Abstract

The purpose of this paper is to provide a rigorous mathematical proof of the existence of travelling wave solutions to the Gross-Pitaevskii equation in dimensions two and three. Our arguments, based on minimization under constraints, yield a full branch of solutions, and extend earlier results (see [4, 3, 8]) where only a part of the branch was built. In dimension three, we also show that there are no travelling wave solutions of small energy.

1 Introduction

1.1 Statement of the results

In this paper, we investigate the existence of travelling waves to the Gross-Pitaevskii equation

\[ i\partial_t \Psi = \Delta \Psi + \Psi (1 - |\Psi|^2) \text{ on } \mathbb{R}^N \times \mathbb{R}, \]  

\( (GP) \)

in dimensions \( N = 2 \) and \( N = 3 \). Travelling waves are solutions to \( (GP) \) of the form

\[ \Psi(x,t) = u(x_1 - ct, x_\perp), \quad x_\perp = (x_2, \ldots, x_N). \]

Here, the parameter \( c \in \mathbb{R} \) corresponds to the speed of the travelling waves (we may restrict to the case \( c \geq 0 \) using complex conjugation). The equation for the profile \( u \) is given by

\[ ic\partial_t u + \Delta u + u(1 - |u|^2) = 0. \]  

\( (TW_c) \)

The Gross-Pitaevskii equation appears as a relevant model in various areas of physics: nonlinear optics, fluid mechanics, Bose-Einstein condensation... (see for instance [38, 25, 29, 31, 30, 5, 2]). At least on a formal level, the Gross-Pitaevskii equation is hamiltonian. The conserved Hamiltonian is a Ginzburg-Landau energy, namely

\[ E(\Psi) = \frac{1}{2} \int_{\mathbb{R}^N} |\nabla \Psi|^2 + \frac{1}{4} \int_{\mathbb{R}^N} (1 - |\Psi|^2)^2 \equiv \int_{\mathbb{R}^N} e(\Psi). \]

Similarly, the momentum

\[ \vec{P}(\Psi) = \frac{1}{2} \int_{\mathbb{R}^N} \langle i\nabla \Psi , \Psi - 1 \rangle, \]

is formally conserved. Here, the notation \( \langle , \rangle \) stands for the canonical scalar product of the complex plane \( \mathbb{C} \) identified to \( \mathbb{R}^2 \), i.e.

\[ \langle z_1, z_2 \rangle = \text{Re}(z_1)\text{Re}(z_2) + \text{Im}(z_1)\text{Im}(z_2) = \text{Re}(\overline{z_1}z_2). \]
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We will denote by $p$, the first component of $\vec{P}$, which is hence a scalar.

If $\Psi$ does not vanish, one may write

$$\Psi = \sqrt{\rho} \exp i\Phi,$$

which leads to the hydrodynamic form of the equation

$$\begin{cases}
\partial_t \rho + \text{div}(\rho v) = 0, \\
\rho(\partial_t v + v.\nabla v) + \nabla \rho^2 = \rho \nabla \left( \frac{\Delta \rho}{\rho} - \frac{|\nabla \rho|^2}{2\rho^2} \right),
\end{cases}$$

(1.1)

where

$$v = -2\nabla \Phi.$$

If one neglects the r.h.s of the second equation, which is often referred to as the quantum pressure, the system (1.1) is similar to the Euler equation for a compressible fluid, with pressure law $p(\rho) = \rho^2$. In particular, the speed of sound waves near the constant solution $u = 1$ is given by

$$c_s = \sqrt{2}.$$

Travelling waves of finite energy play an important role in the dynamics of the Gross-Pitaevskii equation. They were considered by Iordanskii and Smirnov [29] in dimension three. They were thoroughly analyzed by Jones, Putterman and Roberts [31, 30] both on a formal and numerical point of view, in dimensions two and three. For the two-dimensional case, they found a branch of solutions with speeds $c$ covering the full subsonic range $(0, \sqrt{2})$, and they conjectured the non-existence of travelling waves for supersonic speeds.

The program developed by Jones, Putterman and Roberts was approached more recently on a rigorous mathematical level. The non-existence of supersonic travelling waves was established in [19], and in [21] for the sonic case that is $c = \sqrt{2}$ in dimension two (existence or non-existence of sonic travelling waves in dimension three remains still open). Therefore, we may assume throughout this paper that

$$0 < c < \sqrt{2} \text{ if } N = 2, \text{ and } 0 < c \leq \sqrt{2} \text{ if } N = 3.$$

The existence problem in dimensions two and three is the main focus of this paper: only part of the formal results provided in the physical literature has been established with rigorous mathematical proofs. It is a classical observation that one may obtain travelling waves by minimizing the energy $E$ keeping the momentum $p$ fixed. In this approach, equation $(\text{TWc})$ is the Euler-Lagrange equation to this constrained minimization problem. The speed $c$ appears as a Lagrange multiplier, and therefore is not fixed a priori. However an important advantage of this point of view is that it allows to address in a satisfactory way the question of stability. It was already used in [3], and will be followed here again. For a given $p \geq 0$, we consider therefore the minimization problem

$$E_{\text{min}}(p) = \inf \{ E(v), v \in W(\mathbb{R}^N), p(v) = p \},$$

(1.2)

where $W(\mathbb{R}^N)$ represents a functional space adapted to the problem. The choice of $W(\mathbb{R}^N)$ has to fulfill two requirements. First, we wish the functionals $E$ and $p$ to be continuous on $W(\mathbb{R}^N)$. Second, all finite energy subsonic solutions to $(\text{TWc})$ have to belong to $W(\mathbb{R}^N)$. Properties of solutions of $(\text{TWc})$ have been studied recently extensively, in particular in [18, 20, 22, 24]. It is proved that any finite energy solution $u$ to $(\text{TWc})$ has a limit at infinity, which is a number of modulus one, which in view of the symmetry by rotation, we may take, without loss of generality,
to be equal to 1. The decay properties of solutions are summed up in Proposition 2.1. In view of these properties, we introduce the space

\[ V(\mathbb{R}^N) = \{ v : \mathbb{R}^N \mapsto \mathbb{C}, \text{s.t.} (\nabla v, \text{Re}(v)) \in L^2(\mathbb{R}^N)^2, \text{Im}(v) \in L^4(\mathbb{R}^N) \text{ and } \nabla \text{Re}(v) \in L^4(\mathbb{R}^N) \}, \]

and

\[ W(\mathbb{R}^N) = \{ 1 \} + V(\mathbb{R}^N). \]

It can be checked that the quantity \( \langle i\partial_1 v, v - 1 \rangle \) is integrable for a function \( v \in W(\mathbb{R}^N) \), so that the so-called scalar momentum \( p(v) \) is well-defined. This is a consequence of the identity

\[ \langle i\partial_1 v, v - 1 \rangle = \partial_1(\text{Re}(v))\text{Im}(v) - \partial_1(\text{Im}(v))(\text{Re}(v) - 1), \]

and various H"older's inequalities. Moreover, \( W(\mathbb{R}^N) \) has the announced desired properties (see Corollary 2.2 and Lemma 3.1).

Remark 1. If one may lift a map \( v \in W(\mathbb{R}^N) \) as \( v = \varrho \exp i\varphi \), then it can be shown under some suitable integrability assumptions (see Subsections 2.2 and 2.3), that

\[ p(v) = \frac{1}{2} \int_{\mathbb{R}^N} \langle i\partial_1 v, v - 1 \rangle = \frac{1}{2} \int_{\mathbb{R}^N} \eta \partial_1 \varphi, \]

where, throughout the paper, we set

\[ \eta = 1 - \varrho^2. \]

Notice that for maps which may be lifted, with \( \varrho \geq \frac{1}{2} \), the last integral makes sense, even if we assume that \( v \) only belongs to the energy space

\[ E(\mathbb{R}^N) = \{ v : \mathbb{R}^N \mapsto \mathbb{C}, \text{s.t.} E(v) < +\infty \}. \]

Hence the last integral in (1.6) provides another definition for the momentum, which holds for maps which may be lifted, and which we use in most of this paper.

In dimension two, our main existence theorem is the following.

**Theorem 1.** Let \( p > 0 \). There exists a non-constant finite energy solution \( u_p \in W(\mathbb{R}^2) \) to equation (TWc), with \( c = c(u_p) \), such that

\[ p(u_p) = \frac{1}{2} \int_{\mathbb{R}^2} \langle i\partial_1 u_p, u_p - 1 \rangle = p, \]

and such that \( u_p \) is solution to the minimization problem

\[ E(u_p) = E_{\min}(p) = \inf \{ E(v), v \in W(\mathbb{R}^2), p(v) = p \}. \]

Remark 2. In [4], existence of solutions is obtained for small prescribed speeds \( c \). Instead of using minimization under constraint, the idea there is to introduce, for given \( c \), the Lagrangian

\[ F_c(v) = E(v) - cp(v), \]

whose critical points are solutions to (1WC), and then to apply a mountain-pass argument. Although it is likely that the solutions obtained in [4] correspond to the solutions obtained in Theorem 1 for large \( p \), we have no proof of this fact.

Remark 3. Theorem 1 shows in particular that there exist travelling wave solutions of arbitrary small energy. This suggests that scattering in the energy space is not likely to hold.
In dimension three, the existence result is somewhat different.

**Theorem 2.** Assume \( N = 3 \). There exists some constant \( p_0 > 0 \) such that:

i) For \( 0 < p < p_0 \),
\[
E_{\text{min}}(p) = \inf \{E(v), v \in W(\mathbb{R}^3), p(v) = p\} = \sqrt{2p},
\]
and the infimum is not achieved in \( W(\mathbb{R}^3) \).

ii) For \( p \geq p_0 \), there exists a non-constant finite energy solution \( u_p \in W(\mathbb{R}^3) \) to equation (1.6), with \( c = c(u_p) \), such that \( p(u_p) = p, E(u_p) = E_{\text{min}}(p_0) = \sqrt{2p_0} \) and, for \( p > p_0 \),
\[
E(u_p) = E_{\text{min}}(p) = \inf \{E(v), v \in W(\mathbb{R}^3), p(v) = p\} < \sqrt{2p}.
\]

iii) There exists some positive constant \( E_0 \leq \sqrt{2p_0} \), such that there are no non-trivial finite energy solutions \( v \) to equation (1.6) satisfying
\[
E(v) < E_0.
\]

iv) We have
\[
\sup \{c(u_p), p \geq p_0\} < \sqrt{2}.
\]

**Remark 4.** In [3], the existence of \( u_p \) was already established, but only for large values of the prescribed momentum \( p \). The solutions obtained there are the same as the one provided by Theorem 2. In [3], existence of non-trivial finite energy solutions to (1.6) was established for prescribed small speeds \( c \), using a mountain-pass argument. As for the two-dimensional case, it is likely, but unknown, that the solutions obtained in [3] correspond to the solutions obtained in Theorem 2 for large \( p \).

**Remark 5.** In contrast with the two-dimensional case, statement iii) in Theorem 2 shows that there are no small energy travelling wave solutions in dimension three (see Theorem 2.14 in Subsection 2.8 for the proof of this statement). This opens the door to a small energy scattering theory. Such a theory has been developed in dimension \( N \geq 4 \) by Gustafson, Nakanishi and Tsai in [27] (see also [28, 37]). Very recently those authors have succeeded to present a scattering theory in dimension three (see [26]).

Besides the existence of minimizers, our analysis yields also properties of the curve \( E_{\text{min}} \) as well as of the speed \( c(u_p) \). First we prove that in both dimensions, \( E_{\text{min}} \) is a Lipschitz, non-decreasing and concave curve, which lies below the curve \( p \mapsto \sqrt{2p} \), and tends to \(+\infty\) as \( p \to +\infty \) (see Theorem 3 below). In particular, the function \( E_{\text{min}} \) is differentiable except possibly for a countable set of values: its derivative, at the points of differentiability is then given by the speed \( c(u_p) \), which satisfies for any \( p > 0 \),
\[
0 < c(u_p) < \sqrt{2}.
\]

It remains an open problem to determine whether the curve \( E_{\text{min}} \) is differentiable or not. This question is related to the problem of uniqueness up to symmetries for the minimizer \( u_p \), which is completely open as well. As a matter of fact, uniqueness for any \( p > 0 \) of the minimizer would lead to the differentiability of the full curve, which in turn would provide a full interval of speeds. In dimension two, the spectrum of speeds would then be the interval \((0, \sqrt{2})\). Although we did not work out here a proof, we believe that our compactness result would show that, if at some point \( E_{\text{min}} \) were not differentiable, then there are at least two different minimizers with different speeds. In that case, the function \( p \mapsto c(u_p) \) is not single valued. However, we can prove that it is a decreasing (possibly multivalued) function.

In dimension two, the function \( E_{\text{min}} \) has the following graph:
In dimension three, the graph of $E_{\text{min}}$ has the following form:

Notice that as a consequence of Theorem 2, $E(u_{p_0}) = \sqrt{2}p_0$, and that, in view of (1.8), the slope of the curve $E_{\text{min}}$ at the point $(p_0, \sqrt{2}p_0)$ is strictly less than $\sqrt{2}$.

Our results are in full agreement with the corresponding figure given in [31]. In dimension three, the numerical value found in [31] for $p_0$ is close to 80. Jones and Roberts have also shown in [31], mainly by numerical means, that in dimension three, the branch of solutions $u_p$ can be extended past the curve $E = \sqrt{2}p$. This curve is represented in the $E$-$p$ diagram above as the curve $E_{\text{up}}$. Starting from the point $(p_0, \sqrt{2}p_0)$, the curve $E_{\text{up}}$ goes down to the left staying above the curve $E = E_{\text{min}}(p) = \sqrt{2}p$, until it reaches the bifurcation point $(p_b, E_b)$. After this bifurcation point, the curve $E_{\text{up}}$ goes up to the right, and is asymptotic from above to the curve $E = \sqrt{2}p$, as $p \to +\infty$. We believe that the presence of the bifurcation point $(p_b, E_b)$ is due to the choice of our representation, and that the curve $p \mapsto u_p$ is actually differentiable.

At this stage, there is no mathematical proof of the existence of the upper branch of solutions. The fact that the slope of the curve at the point $(p_0, \sqrt{2}p_0)$ is strictly less than $\sqrt{2}$ leaves some hope to use an implicit function theorem to construct the curve $E_{\text{up}}$, at least near $(p_0, \sqrt{2}p_0)$.

One important point which we have not addressed in this paper is the appearance of vortices (that is zeroes of solutions). It is known that in dimension two, solutions have two vortices for large $p$ (see [4]), whereas there are vortex rings in dimension three for large $p$ (see [3, 8]). Jones, Putterman and Roberts conjectured in [31] the existence of some momentum $p_1$ such that $u_p$ has vortices for $p \geq p_1$, and has no vortex otherwise. The numerical value found in [31] for $p_1$ is close to 75.

The next step in the analysis is to describe some properties of the solutions we obtained in Theorems 1 and 2.

**Theorem 3.** Let $N = 2$ or $N = 3$, $p > 0$ and assume that $E_{\text{min}}(p)$ is achieved by $u_p$. Then $u_p$ is real-analytic on $\mathbb{R}^N$, and is, up to a translation, axisymmetric. More precisely, there exists a
function $u_p : \mathbb{R} \times \mathbb{R}_+ \text{ such that}$

$$u_p(x) = u_p(x_1, |x_\perp|), \forall x = (x_1, x_\perp) \in \mathbb{R}^N.$$  

In another direction, the limit $p \to +\infty$ has already been discussed in [3, 5, 8], and the analogy with solution of the incompressible Euler equations in fluid dynamics, stressed. In dimension two, we wish to initiate here the rigorous mathematical study of the other end of the $E_{\min}$ curve, namely the asymptotic properties in the limit $p \to 0$, for which many interesting results have been derived in the physical literature.

In [32, 33], it is formally shown that, if $u_c$ is a solution to (TWc) in dimension two, then, after a suitable rescaling, the function $1 - |u_c|^2$ converges, as the speed $c$ converges to $\sqrt{2}$, to a solitary wave solution to the two-dimensional Kadomtsev-Petviashvili equation (KP I), which writes

$$\partial_t u + u \partial_x u + \partial_y^3 u - \partial_y^{-1}(\partial_y^2 u) = 0. \quad (KP I)$$

As (GP), equation (KP I) is hamiltonian, with Hamiltonian given by

$$E_{KP}(u) = \frac{1}{2} \int_{\mathbb{R}^2} (\partial_x u)^2 + \frac{1}{2} \int_{\mathbb{R}^2} (\partial_y^{-1}(\partial_y u))^2 - \frac{1}{6} \int_{\mathbb{R}^2} u^3, \quad (1.9)$$

and the $L^2$-norm of $u$ is conserved as well. Solitary-wave solutions $u(x, t) = w(x_1 - \sigma t, x_2)$ may be obtained in dimension two minimizing the Hamiltonian, keeping the $L^2$-norm fixed (see [4, 11]). The equation for the profile $w$ of a solitary wave of speed $\sigma = 1$ is given by

$$\partial_t w - w \partial_x w - \partial_y^3 w + \partial_y^{-1}(\partial_y^2 w) = 0. \quad (1.10)$$

In contrast with the Gross-Pitaevskii equation, the range of speeds is the positive axis. Indeed, for any given $\sigma > 0$, a solitary wave $w_\sigma$ of speed $\sigma$ is deduced from a solution $w$ to (1.10) by the scaling

$$w_\sigma(x_1, x_2) = \sigma w(\sqrt{\sigma} x_1, \sigma x_2).$$

The correspondence between the two equations is given as follows. Setting $\varepsilon \equiv \sqrt{2 - c^2}$ and $\eta_c \equiv 1 - |u_c|^2$, and performing the change of variables

$$w_c(x) = \frac{6}{\varepsilon^2} \eta_c \left( \frac{x_1}{\varepsilon}, \frac{\sqrt{2} x_2}{\varepsilon^2} \right), \quad (1.11)$$

it is shown that $w$ approximatively solves (1.10) as $c$ converges to $\sqrt{2}$. Set

$$S(v) = E_{KP}(v) + \frac{1}{2} \int_{\mathbb{R}^2} v^2.$$

We will term ground-state a solution $w$ to (1.10) which minimizes the action $S$ among all the solutions to (1.10) (see [11] for more details). In dimension two, it is shown in [8] that $w$ is a ground state if and only if it minimizes the Hamiltonian keeping the $L^2$-norm fixed. The constant $S_{KP}$ denotes the action $S(w)$ of the ground-state solutions $w$ to equation (1.10). In the asymptotic limit $p \to 0$, the value $E_{\min}(p)$ relates to the constant $S_{KP}$ as the next result shows.

**Proposition 1.** Assume $N = 2$.

i) There exist some constants $p_1 > 0$, $K_0$ and $K_1$ such that we have the asymptotic behaviours

$$\frac{48 \sqrt{2}}{S_{KP}^2} p_3 - K_0 p^4 \leq \sqrt{2} p - E_{\min}(p) \leq K_1 p^3, \forall 0 \leq p \leq p_1. \quad (1.12)$$
ii) Let $u_p$ be as in Theorem 4. Then, there exist some constants $p_2 > 0$, $K_2 > 0$ and $K_3$ such that

$$K_2 p^2 \leq \sqrt{2} - c(u_p) \leq K_3 p^2, \forall 0 \leq p < p_2.$$  

(1.13)

Moreover, the map $u_p$ verifies $|u_p| \geq \frac{1}{2}$, so that we may write $u_p = q_p \exp i \varphi_p$, and we have the estimates

$$\int_{\mathbb{R}^2} \left( |\nabla q_p|^2 + |\partial_2 u_p|^2 \right) + \left| \int_{\mathbb{R}^2} \left( 1 - \varphi_p^2 \right) |\nabla \varphi_p|^2 \right| \leq K p^3,$$  

(1.14)

and

$$|u_p(0)| = \min_{x \in \mathbb{R}^2} |u_p(x)| \leq 1 - K p^2,$$  

(1.15)

where $K$ is some universal constant.

In a separate paper, we will provide a rigorous proof of the asymptotic expansion given in \[29, 31, 30\], under specific assumptions on the solutions $u_p$: these assumptions are in particular verified by the solutions constructed in Theorem 1, thanks in particular to estimates (1.14).

Remark 6. If $u_c$ is a solution to (TWd) in dimension three, then it is also formally shown in \[29, 31, 30\], that the function $w_c$ defined by

$$w_c(x) = \frac{6}{\varepsilon^2} \left( 1 - \nu \left( \frac{x_1}{\varepsilon}, \frac{\sqrt{2} x_2}{\varepsilon^2}, \frac{\sqrt{2} x_3}{\varepsilon^2} \right) \right)^2,$$

converges, as the speed $c$ converges to $\sqrt{2}$, to a solitary wave solution $w$ to the three-dimensional Kadomtsev-Petviashvili equation (KP), which writes

$$\partial_t u + w \partial_1 u + \partial_3^3 u - \partial_3^{-1}(\partial_2^2 u + \partial_3^3 u) = 0.$$  

In particular, the equation for the solitary wave $w$ is now written as

$$\partial_1 w - w \partial_1 w - \partial_3^3 w + \partial_3^{-1}(\partial_2^2 w + \partial_3^3 w) = 0.$$  

Remark 7. For $N = 2$ and $N = 3$, the Cauchy problem for (KP) is known to be well-posed in the energy space $\mathcal{E}(\mathbb{R}^N)$ (see \[15, 16\]), as well as in the space $\{v\} + H^1(\mathbb{R}^N)$, where $v$ is a finite energy solution to (TWd) (see \[14\], and also \[14, 17, 27\]). An important advantage of the space $\{v\} + H^1(\mathbb{R}^N)$, besides the fact that it is affine, is that the momentum is well-defined (in contrast as mentioned above with the energy space). Moreover, it can be shown that the momentum, defined by (1.3) in the three-dimensional case, and after an integration by parts, by

$$p(v) = -\int_{\mathbb{R}^N} \partial_1(\text{Im}(v))(\text{Re}(v) - 1),$$

in the two-dimensional case, is a conserved quantity. In particular, the fact that $u_p$ solves the minimization problem (1.3) strongly suggests that $u_p$ is orbitally stable. A rigorous proof of the orbital stability of $u_p$ would require, in addition to solving the Cauchy problem, to obtain compactness properties for minimizing sequences for (1.2). We will not tackle this problem here.

1.2 Some elements in the proofs

The starting point of our proofs is a careful analysis of the curve $p \mapsto E_{\text{min}}(p)$.

Theorem 4. Let $N = 2$ or $N = 3$. For any $p, q \geq 0$, we have the inequality

$$|E_{\text{min}}(p) - E_{\text{min}}(q)| \leq \sqrt{2}|p - q|,$$  

(1.16)
i.e. the real-valued function \( p \mapsto \min(p) \) is Lipschitz, with Lipschitz’s constant \( \sqrt{2} \). Moreover, it is concave and non-decreasing on \( \mathbb{R}_+ \). Set

\[
\Xi(p) = \sqrt{2} p - \min(p).
\]

(1.17)

The function \( p \mapsto \Xi(p) \) is nonnegative, convex, continuous, non-decreasing on \( \mathbb{R}_+ \), and tends to \( +\infty \) as \( p \to +\infty \). In particular, there exists some number \( p_0 \geq 0 \) such that \( \Xi(p) = 0 \), if \( p \leq p_0 \), and \( \Xi(p) > 0 \), otherwise.

An important consequence of the concavity of the function \( \min(p) \) is the following

**Corollary 1.** The function \( \min(p) \) is subadditive that is, for any non-negative numbers \( p_1, \ldots, p_\ell \), we have

\[
\sum_{i=1}^\ell \min(p_i) \geq \min\left( \sum_{i=1}^\ell p_i \right).
\]

Moreover, if \( \ell \geq 2 \) and (1.18) is an equality, then the function \( \min(p) \) is linear on \((0,p)\), where \( p \equiv \sum_{i=1}^\ell p_i \).

**Proof.** Since \( \min(0) = 0 \), and since \( \min(p) \) is concave, its graph lies above the segment joining \((0,0)\) and \((p,\min(p))\). In particular, for any \( 0 \leq q \leq p \), we have

\[
\min(q) \geq \frac{q \min(p)}{p}.
\]

Specifying this relation for \( p_i \), and adding these inequalities, we obtain (1.18). If (1.18) is an equality, then necessarily \( \min(p_i) = p_i \frac{\min(p)}{p} \), and the graph has to be linear. \( \square \)

Since the function \( \min(p) \) is Lipschitz, non-decreasing and concave, its left and right derivatives exist for any \( p \geq 0 \), are equal except possibly on a countable subset \( Q \) of \( \mathbb{R}_+ \), are non-negative and non-increasing, and satisfy the inequality

\[
0 \leq \frac{d^+}{dp}(E_{\min}(p)) \leq \frac{d^-}{dp}(E_{\min}(p)) \leq \sqrt{2},
\]

where we have set

\[
\frac{d^\pm}{dp}(E_{\min}(p)) \equiv \lim_{\Delta p \to 0^\pm} \frac{E_{\min}(p \pm \Delta p) - E_{\min}(p)}{\pm \Delta p}.
\]

Moreover, the derivatives are related to the speed \( c(u_p) \) as follows.

**Lemma 1.** Let \( p > 0 \) and assume that \( \min(p) \) is achieved by a solution \( u_p \) of (TWC) of speed \( c(u_p) \). Then we have

\[
\frac{d^+}{dp}(E_{\min}(p)) \leq c(u_p) \leq \frac{d^-}{dp}(E_{\min}(p)).
\]

(1.19)

Strict concavity also plays an important role in our argument. In that direction, we have

**Lemma 2.** Let \( 0 \leq p_1 < p_2 \) and assume the function \( \min(p) \) is affine on \((p_1,p_2)\). Then, for any \( p_1 < p < p_2 \), the infimum \( \min(p) \) is not achieved in \( W(\mathbb{R}^N) \).

So far, we have not addressed the existence problem for \( u_p \). Notice that as a direct consequence of (1.16), one has

\[
\min(p) \leq \sqrt{2} p.
\]

(1.20)
Inequality (1.20) corresponds in some sense to a linearization of the equation, or alternatively to an asymptotic situation where only quadratic terms in the functional are kept. To get some feeling for its proof, we consider a map \( v \in \{ 1 \} + C_c^\infty(\mathbb{R}^N) \) such that

\[
\delta = \inf_{x \in \mathbb{R}^N} |v(x)| \geq \frac{1}{2},
\]

so that we may write \( v = \rho \exp i\phi \). To obtain (1.20) we need to construct \( v \) so that \( E(v) \simeq \sqrt{2}|p(v)| \). In view of formula (1.6) for the momentum, we have

\[
|p(v)| = \left| \frac{1}{2} \int_{\mathbb{R}^N} (1 - \rho^2) \partial_1 \phi \right| \leq \frac{1}{2\delta} \int_{\mathbb{R}^N} \left| 1 - \rho^2 \right| |\rho \partial_1 \phi|.
\] (1.21)

Using the inequality \( ab \leq \frac{1}{2}(a^2 + b^2) \), we observe therefore that

\[
|p(v)| \leq \frac{1}{\sqrt{2\delta}} \left( \frac{1}{2} \int_{\mathbb{R}^N} \rho^2 |\nabla \phi|^2 + \frac{1}{4} \int_{\mathbb{R}^N} \left( 1 - \rho^2 \right)^2 \right) \leq \frac{1}{\sqrt{2\delta}} E(v),
\]

i.e. \( \sqrt{2\delta}|p(v)| \leq E(v) \). To obtain a map such that \( E(v) \simeq \sqrt{2}\rho(p(v)) \), we need therefore to have \( \delta \) close to 1, and the inequality \( ab \leq \frac{1}{2}(a^2 + b^2) \) close to an equality, that is \( a \simeq b \) or in our case \( \sqrt{2}\rho \partial_1 \phi \simeq 1 - \rho^2 \).

This elementary observation is the starting point in the proof of the existence of solutions minimizing \( E_{\min} \), in the case \( \Xi(p) > 0 \), that is for \( p > p_0 \). As a matter of fact, the discrepancy term

\[
\Sigma(v) = \sqrt{2}\rho(v) - E(v)
\]

is central in our analysis. Notice in particular, that

\[
\Xi(p) = \sup\{ \Sigma(v), v \in W(\mathbb{R}^N), p(v) = p \},
\]

and that, in view of Theorem 4, a way to formulate the fact that \( p_0 < p \) is to say that there exists a map \( v \in W(\mathbb{R}^N) \) such that

\[
\Sigma(v) > 0, \text{ and } p(v) = p.
\]

In this situation, we have

Lemma 3. Let \( v \in W(\mathbb{R}^N) \) and assume \( p(v) > 0 \). Then we have

\[
\inf_{x \in \mathbb{R}^N} |v(x)| \leq \max \left\{ \frac{1}{2}, 1 - \frac{\Sigma(v)}{\sqrt{2}\rho(v)} \right\}.
\] (1.22)

Proof. Set as above

\[
\delta = \inf_{x \in \mathbb{R}^N} |v(x)|.
\]

If \( \delta \leq \frac{1}{2} \), there is nothing to prove. Otherwise, one may show that \( v \) has a lifting, i.e. that we may write \( v = \rho \exp i\phi \). It follows therefore from (1.21) that

\[
\sqrt{2}\delta p(v) = \sqrt{2}\delta |p(v)| \leq E(v) = \sqrt{2}\rho(v) - \Sigma(v),
\]

and hence

\[
1 - \delta \geq \frac{\Sigma(v)}{\sqrt{2}\rho(v)},
\]

which yields the conclusion. \( \square \)
Lemma 3 is the starting point in the analysis of minimizing sequences for (1.2). In particular, it shows that their modulus cannot converge uniformly to 1 in the case $p_0 < p$. However, to go beyond that simple observation, one needs to get a better control on minimizing sequences.

Among the analytical difficulties which have already been stressed in [4, 3, 8], the first one is presumably the lack of compactness of minimizing sequences or Palais-Smale sequences. Working directly with arbitrary Palais-Smale sequences, i.e. approximate solutions to (TWc) with an additional small $H^{-1}$-term leads to substantial technical issues, which seem hard to remove.

The lack of regularity of the $H^{-1}$-term raises some major problems, for instance concerning regularity of the functions under hand, as well as Pohozaev’s type identities which turn out to be crucial in our arguments, in particular in order to bound the Lagrange multiplier $1$

To overcome the difficulties related to a direct approach, we specify the way minimizing sequences are constructed. There are presumably many ways to proceed. Here, we consider the corresponding minimization problem on expanding tori (as in [3]). This choice has several advantages. First, the torus is compact, so that the existence of minimizers presents no major difficulty. Second, it has no boundary, so that the elliptic theory is essentially the local one and concentration near the boundary is avoided. The torus captures also some of the translation invariance for the problem on $\mathbb{R}^N$. Finally, Pohozaev’s identities yield comfortable bounds for the Lagrange multipliers, which provide a uniform control on the ellipticity of (TWc). Our strategy to obtain compactness for the sequence of approximate minimizers is then to develop the elliptic theory for the equation on tori, derive several estimates which do not rely on the size of the torus, and then to pass to the limit when the size of the torus tends to infinity.

More precisely, we introduce the flat torus, for $N = 2$ and $N = 3$, defined by $T^N_n \simeq \Omega^N_n \equiv [-\pi n, \pi n]^N$, for any $n \in \mathbb{N}^*$ (with opposite faces identified), and the space $X^N_n = H^1(T^N_n, \mathbb{C}) \simeq H^1_{\text{per}}(\Omega^N_n, \mathbb{C})$ of $2^n$-periodic $H^1$-functions. We define the energy $E_n$ and the momentum $p_n$ on $X^N_n$ by

$$E_n(v) = \frac{1}{2} \int_{T^N_n} |\nabla v|^2 + \frac{1}{4} \int_{T^N_n} (1 - |v|^2)^2 = \int_{T^N_n} e(v),$$

and

$$p_n(v) = \frac{1}{2} \int_{T^N_n} \langle i \partial_1 v, v \rangle,$$

which clearly defines a quadratic functional on $X^N_n$, as well as the discrepancy term $\Sigma_n(v) = \sqrt{2} p_n(v) - E_n(v)$. We introduce the set $\Gamma^N_n(p)$ defined in dimension three by $\Gamma^3_n(p) \equiv \{ u \in X^3_n, p_n(u) = p \}$, whereas in dimension two, its definition is slightly more involved, and is given by

$$\Gamma^2_n(p) \equiv \{ u \in X^2_n, p_n(u) = p \} \cap \mathcal{S}_n^0.$$

The set $\mathcal{S}_n^0$ corresponds to a topological sector of the energy $E_n$, following the approach of Almeida [3]. We will define it precisely in definition (4.14) of Subsection 4.2: at this stage, let us just mention that we introduce the set $\mathcal{S}_n^0$ to have appropriate lifting properties far from the possibly vorticity set. We consider the minimization problem

$$E^m_{\text{min}}(p) \equiv \inf_{u \in \Gamma^N_n(p)} \left( E_n(u) \right).$$

The constraint is non void, so that it is possible to prove the existence of a minimizer for $(\mathcal{P}^N_n(p))$.  

1This direct approach would have the important advantage to pave the way to the study of the orbital stability of the travelling waves.
Proposition 2. Assume $N = 3$, or $N = 2$ and $n \geq \tilde{n}(p)$, where $\tilde{n}(p)$ is some integer only depending on $E_{\min}(p)$. Then, there exists a minimizer $u^n_p \in \Gamma^n_0(p)$ for $E^n_{\min}(p)$, and some constant $c^n_p \in \mathbb{R}$ such that $u^n_p$ satisfies $(TWc^n_0)$, i.e.

$$ic^n_p \partial_t u^n_p + \Delta u^n_p + u^n_p(1 - |u^n_p|^2) = 0 \text{ on } T_n^N.$$ 

In particular, $u^n_p$ is smooth. Moreover if

$$\Xi(p) > 0,$$

then there exist a constant $K(p)$, and an integer $n(p)$, only depending on $p$ such that

$$|c^n_p| \leq K(p).$$

(1.23)

for any $n \geq n(p)$. In particular, for any $k \in \mathbb{N}$, there exists some constant $K_k(p)$ only depending on $p$ and $k$ such that we have

$$\|u^n_p\|_{C^k(T^N_n)} \leq K_k(p).$$

(1.24)

The last estimate in Proposition 2 is a simple consequence of bound (1.23) on $c^n_p$, combined with standard elliptic estimates.

In view of the invariance by translation of the problem $(P^n_0(p))$ on the torus $T_n^N$, we may assume without loss of generality that the infimum of $|u^n_p|$ is achieved at the point 0, that is

$$|u^n_p(0)| = \min_{x \in T_n^N} |u^n_p(x)|. $$

(1.25)

On the other hand, the argument of the proof of Lemma 3 carries over for continuous maps $v \in X^2_n \cap S^0_n$, resp. $v \in X^3_n$, for $n$ sufficiently large, so that

$$\min_{x \in T_n^N} |v(x)| \leq \sup \left\{ \frac{1}{2}, 1 - \frac{\sum_n(v)}{\sqrt{2p_n(v)}} \right\},$$

(1.26)

if $p_n(v) > 0$, and $n$ is sufficiently large. Indeed, it follows from Lemma 4.4, resp. Lemma 4.2, that continuous maps $v \in X^2_n \cap S^0_n$, resp. $v \in X^3_n$, such that $|v| \geq \frac{1}{2}$ on $T_n^N$, have a lifting on $T_n^N$, so that the argument of the proof of Lemma 3 applies without any change. Combining (1.23) and (1.26), we are led to

$$\limsup_{n \to +\infty}(|u^n_p(0)|) \leq \sup \left\{ \frac{1}{2}, 1 - \frac{\Xi(p)}{\sqrt{2p}} \right\}.$$

If $\Xi(p) > 0$, then we may use Ascoli’s and Rellich’s compactness theorems to assert

Proposition 3. Let $N = 2$ or $N = 3$, $p > 0$, and assume that

$$\Xi(p) > 0.$$ 

(1.27)

Then, there exists a non-trivial finite energy solution $u_p$ to $(TWc)$ such that, passing possible to a subsequence, we have

$$u^n_p \rightharpoonup u_p \text{ in } C^k(K),$$

(1.28)

for any $k \in \mathbb{N}$, and any compact set $K$ in $\mathbb{R}^N$. Moreover, we have

$$E(u_p) \leq E_{\min}(p),$$

and

$$|u_p(0)| \leq \sup \left\{ \frac{1}{2}, 1 - \frac{\Xi(p)}{\sqrt{2p}} \right\} < 1.$$
Notice that, provided one is able to verify condition (1.27), Proposition 3 already provides the existence of non-trivial travelling wave solutions. To go further and establish the statements of Theorems 1 and 2, one needs to pass to the limit in the integral quantities $E$ and $p$, the main difficulty being that the domain is not bounded, and therefore we have only weak convergences in $L^2$. The possible failure of convergence is described in the next proposition, which is a classical concentration-compactness result.

**Proposition 4.** Let $N = 2$ or $N = 3$, $p > 0$, and assume (1.27) is satisfied. Let $u^n_p$ and $u_p$ be as in Proposition 3. Then, there exists an integer $\ell_0$ depending only on $p$, and $\ell$ points $x^n_1 = 0, \ldots, x^n_\ell$ depending on $n$, $\ell$ finite energy solutions $u_1 = u_p, \ldots, u_\ell$ to (TWc), and a subsequence of $(u^n_p)_{n \in \mathbb{N}^*}$ still denoted $(u^n_p)_{n \in \mathbb{N}^*}$ such that $\ell \leq \ell_0$,

$$|x^n_i - x^n_j| \to +\infty, \quad n \to +\infty,$$

(1.29)

for any $i \neq j$, and

$$u^n_p(\cdot + x^n_i) \rightharpoonup u_i(\cdot) \text{ in } C^k(K), \quad n \to +\infty,$$

(1.30)

for any compact set $K \subset \mathbb{R}^N$ and any $k \in \mathbb{N}$. Moreover, we have the identities

$$E_{\text{min}}(p) = \sum_{i=1}^{\ell} E(u_i), \quad \text{and} \quad p = \sum_{i=1}^{\ell} p(u_i).$$

The maps $u_i$ are minimizers for $E_{\text{min}}(p_i)$, where $p_i = p(u_i)$, and

$$0 < c(u_p) < \sqrt{2}.$$

Combining Corollary 1, Lemma 2 and Proposition 4 we obtain

**Theorem 5.** Assume $N = 2$ or $N = 3$. If $p > p_0$, where $p_0 \geq 0$ is defined in Theorem 4, then $E_{\text{min}}(p)$ is achieved by the map $u_p \in W(\mathbb{R}^N)$ constructed in Proposition 3.

Theorems 1 and 2 are then deduced from Theorem 5 and various aspects of the analysis presented above. We will show in particular, thanks to Proposition 1, that $p_0 = 0$ in dimension two, whereas $p_0 > 0$ in dimension three. This fact accounts for a large part for the differences in the statements of Theorems 1 and 2.

### 1.3 Outline of the paper

The paper is organized as follows. In the next section, we present some known and also some new properties of finite energy travelling wave solutions. In Section 2, we provide properties of $E_{\text{min}}$, in particular, we prove Theorems 3 and 4. In Section 3, we study solutions on tori, whereas in Section 4, we study their asymptotic properties on expanding tori. In particular, we prove the concentration-compactness result. In Section 5, we consider the minimization problem on tori, and we provide the asymptotic limits of the energy and momentum on expanding tori. In Section 6, we finally complete the proofs of Theorems 1, 2 and 5.

### 2 Properties of finite energy solutions on $\mathbb{R}^N$

In this section, we recall some known facts about finite energy solutions to (TWc) on $\mathbb{R}^N$, and supplement them with some results which enter in our analysis.
2.1 Pointwise estimates

The following results were proved in [13] (see also [40]).

**Lemma 2.1** ([13, 40]). Let \( v \) be a finite energy solution to (TWc) on \( \mathbb{R}^N \). Then, \( v \) is a smooth, bounded function on \( \mathbb{R}^N \). Moreover, there exist some constants \( K(N) \) and \( K(c, k, N) \) such that

\[
\| 1 - |v| \|_{L^\infty(\mathbb{R}^N)} \leq \max \left\{ 1, \frac{c}{2} \right\},
\]

(2.1)

\[
\| \nabla v \|_{L^\infty(\mathbb{R}^N)} \leq K(N) \left( 1 + \frac{c^2}{4} \right)^{\frac{3}{2}},
\]

(2.2)

and more generally,

\[
\| v \|_{C^k(\mathbb{R}^N)} \leq K(c, k, N), \forall k \in \mathbb{N}.
\]

(2.3)

**Proof.** In view of [13, 40] (see also [4, 20]), a finite energy solution \( v \) to equation (TWc) is a smooth, bounded function on \( \mathbb{R}^N \), such that

\[
|v(x)| \to 1, \text{ as } |x| \to +\infty.
\]

(2.4)

In particular, we have

\[
\| v \|_{L^\infty(\mathbb{R}^N)} \geq 1.
\]

In order to prove inequalities (2.1), (2.2) and (2.3), we compute the laplacian of \( |v|^2 \). By the inequality \( ab \leq \frac{1}{2}(a^2 + b^2) \), we have

\[
\Delta |v|^2 = 2 \langle v, \Delta v \rangle + 2|\nabla v|^2 = 2|\nabla v|^2 - 2c \langle i \partial_1 v, v \rangle - 2|v|^2(1 - |v|^2) \\
\geq 2|\nabla v|^2 - 2|\partial_1 v|^2 - \frac{c^2}{2}|v|^2 - 2|v|^2(1 - |v|^2),
\]

so that

\[
\Delta |v|^2 + 2|v|^2 \left( 1 + \frac{c^2}{4} - |v|^2 \right) \geq 0.
\]

(2.5)

When \( \| v \|_{L^\infty(\mathbb{R}^N)} > 1 \), it follows from (2.4) and (2.3) that we can apply the weak maximum principle to \( |v|^2 \) to obtain

\[
|v|^2 \leq 1 + \frac{c^2}{4}.
\]

(2.6)

When \( \| v \|_{L^\infty(\mathbb{R}^N)} = 1 \), inequality (2.6) is straightforward, so that it holds in any case. In particular, the function \( 1 - |v| \) satisfies

\[
\| 1 - |v| \|_{L^\infty(\mathbb{R}^N)} \leq \max \left\{ 1, \sqrt{1 + \frac{c^2}{4}} - 1 \right\} \leq \max \left\{ 1, \frac{c}{2} \right\},
\]

so that inequality (2.1) is established.

We turn to (2.2). Consider the function \( w \) defined by

\[
w(x) = v(x) \exp \left( i \frac{c}{2} x_1 \right), \forall x \in \mathbb{R}^N.
\]

(2.7)

By equation (TWc), \( w \) satisfies

\[
\Delta w + w \left( 1 + \frac{c^2}{4} - |w|^2 \right) = 0.
\]
Letting \( x_0 \in \mathbb{R}^N \), and denoting \( B(x_0, 1) = \{ y \in \mathbb{R}^N, \text{ s.t. } |y - x_0| < 1 \} \), the ball with center \( x_0 \) and radius 1, it holds from inequality (2.3) that
\[
\| \Delta w \|_{L^\infty(B(x_0,1))} \leq \frac{2}{3\sqrt{3}} \left( 1 + \frac{c^2}{4} \right)^{\frac{3}{2}}.
\] (2.8)

By standard elliptic theory, there exists some constant \( K(N) \) such that
\[
|\nabla w(x_0)| \leq K(N) \left( \| \Delta w \|_{L^\infty(B(x_0,1))} + \| w \|_{L^\infty(B(x_0,1))} \right),
\]
so that, by inequalities (2.6) and (2.8), and definition (2.7),
\[
|\nabla w(x_0)| \leq 2K(N) \left( 1 + \frac{c^2}{4} \right)^{\frac{3}{2}}.
\]
Hence, by definition (2.7) once more,
\[
|\nabla v(x_0)| \leq |\nabla w(x_0)| + \frac{c}{2} |v(x_0)| \leq (2K(N) + 1) \left( 1 + \frac{c^2}{4} \right)^{\frac{3}{2}},
\]
which gives inequality (2.9). Finally, one invokes standard estimates for the Laplacian to prove (2.3). \( \square \)

**Lemma 2.2** ([10]). Let \( r > 0 \), and assume that \( v \) is a finite energy solution to (1.1) on \( \mathbb{R}^N \). There exists some constant \( K(N) \) such that for any \( x_0 \in \mathbb{R}^N \),
\[
\left\| 1 - |v| \right\|_{L^\infty(B(x_0, \frac{r}{2}))} \leq \max \left\{ K(N) \left( 1 + \frac{c^2}{4} \right)^2 E(v, B(x_0, r)) \frac{1}{N+2}, \frac{K(N)}{r^N} E(v, B(x_0, r)) \frac{1}{2} \right\},
\]
(2.9)

where \( E(v, B(x_0, r)) \equiv \int_{B(x_0, r)} e(v) \).

**Proof.** Let \( \eta = 1 - |v|^2 \). By Lemma 2.1, the function \( \eta \) is smooth on \( \mathbb{R}^N \), and satisfies
\[
\| \nabla \eta \|_{L^\infty(\mathbb{R}^N)} \leq 2 \| \nabla v \|_{L^\infty(\mathbb{R}^N)} \leq K(N) \left( 1 + \frac{c^2}{4} \right)^2.
\]

Let \( \overline{x} \) be some point in \( B(x_0, \frac{r}{2}) \) such that
\[
|\eta(\overline{x})| = \sup_{y \in B(x_0, \frac{r}{2})} |\eta(y)|.
\]

We compute
\[
|\eta(y)| \geq |\eta(\overline{x})| - K(N) \left( 1 + \frac{c^2}{4} \right)^2 |y - \overline{x}|,
\]
so that
\[
|\eta(y)| \geq \frac{|\eta(\overline{x})|}{2},
\]
for any point \( y \in B(\overline{x}, \mu) \) where \( \mu = \frac{|\eta(\overline{x})|}{2K(N)(1 + \frac{c^2}{4})^2} \). Therefore, we are led to
\[
E(v, B(x_0, r)) \geq \frac{1}{16} \int_{B(\overline{x}, \mu)} \eta(\overline{x})^2 dy = \min \left\{ \frac{|\eta(\overline{x})|^{N+2} |B(x_0, 1)|}{2^{N+4} K(N)^N (1 + \frac{c^2}{4})^{2N}}, \frac{|\eta(\overline{x})|^2 \overline{r}^{N} |B(x_0, 1)|}{2^{N+4}} \right\}.
\]
(2.10)

In conclusion,
\[
\left\| 1 - |v| \right\|_{L^\infty(B(x_0,1))} \leq \| \eta \|_{L^\infty(B(x_0,1))} = |\eta(\overline{x})|,
\]
so that inequality (2.9) follows from inequality (2.10). \( \square \)
If we next consider the class of functions
\[ \Lambda(\mathbb{R}^N) = \left\{ v \in C^0(\mathbb{R}^N), E(v) < +\infty \text{ and } \exists R(v) > 0 \text{ s.t. } |v(x)| \geq \frac{1}{2}, \forall |x| \geq R(v) \right\}, \]
a rather direct consequence of Lemma 2.2 is

**Corollary 2.1.** Let \( v \) be a finite energy solution to \( (TWc) \) on \( \mathbb{R}^N \). Then \( v \) belongs to \( \Lambda(\mathbb{R}^N) \).

**Proof.** Indeed, the energy of \( v \) being finite, there exists some radius \( R(v) > 0 \) so that
\[ E(v, B(x_0, 1)) \leq \int_{\mathbb{R}^N \setminus B(0, R(v)-1)} e(v) \leq \frac{1}{(2K(N)(1 + \frac{\epsilon^2}{4}))^N + 2}, \forall |x_0| \geq R(v), \]
where \( K(N) \) is the constant in inequality (2.9). Hence, \( v \) belongs to \( \Lambda(\mathbb{R}^N) \) in view of (2.9).

### 2.2 Alternate definitions of the momentum

If \( v \in \Lambda(\mathbb{R}^N) \), we may write, for \( |x| > R(v) \),
\[ v = \varphi \exp i\varphi, \quad (2.11) \]
where \( \varphi \) is a real function on \( \mathbb{R}^N \setminus B(0, R(v)) \) defined modulo a multiple of \( 2\pi \). Notice that, if \( v \) may be written as in (2.11), then we have
\[ \partial_j v = \left( i\varphi \partial_j \varphi + \partial_j \varphi \right) \exp i\varphi, \]
so that
\[ \langle i\partial_1 v, v \rangle = -\varphi^2 \partial_1 \varphi, \quad \text{and} \quad e(v) = \frac{1}{2} \left( |\nabla \varphi|^2 + \varphi^2 |\nabla \varphi|^2 \right) + \frac{1}{4} (1 - \varphi^2)^2. \quad (2.12) \]

In this context, the next elementary observation will be used in several places of our work.

**Lemma 2.3.** Let \( \varphi \) and \( \varphi \) be \( C^1 \) scalar functions on a domain \( \mathcal{U} \) in \( \mathbb{R}^N \), such that \( \varphi \) is positive. Set \( v = \varphi \exp i\varphi \). Then we have the pointwise bound
\[ \left| (\varphi^2 - 1)\partial_1 \varphi \right| \leq \sqrt{2} \varphi e(v). \]

**Proof.** Notice that we have by (2.12),
\[ e(v) = \frac{1}{2} \left( |\nabla \varphi|^2 + \varphi^2 |\nabla \varphi|^2 \right) + \frac{1}{4} (1 - \varphi^2)^2 \geq \frac{1}{4} (2 |\varphi| \partial_1 \varphi|^2 + \frac{1}{2} (1 - \varphi^2)^2). \]
The conclusion then follows from the inequality \( ab \leq \frac{1}{2} (a^2 + b^2) \) applied to \( a = \frac{1}{\sqrt{2}}(\varphi^2 - 1) \) and \( b = \varphi \partial_1 \varphi \).

The previous observations lead as in [3, 20] to an alternate definition of the momentum on the space \( \Lambda(\mathbb{R}^N) \). For that purpose, consider the function
\[ g(v) = \langle i\partial_1 v, v \rangle + \partial_1 (1 - \chi)\varphi, \]
where \( v = \varphi \exp i\varphi \) on \( \mathbb{R}^N \setminus B(0, R(v)) \), and \( \chi \) is an arbitrary smooth function with compact support such that \( \chi \equiv 1 \) on \( B(0, R(v)) \) and \( 0 \leq \chi \leq 1 \). It follows from (2.12) that
Lemma 2.4. If \( v \) belongs to \( \Lambda(\mathbb{R}^N) \), then \( g(v) \) belongs to \( L^1(\mathbb{R}^N) \). Moreover the integral
\[
\tilde{p}(v) = \frac{1}{2} \int_{\mathbb{R}^N} g(v) = \frac{1}{2} \int_{\mathbb{R}^N} \left( i\partial_1 v, v \right) + \partial_1 \left( (1 - \chi) \varphi \right)
\]
does not depend on the choice of \( \chi \).

Proof. As a consequence of (2.12), we verify that
\[
g(v) = (1 - \varphi^2) \partial_1 \varphi, \quad \text{on } \mathbb{R}^N \setminus \text{supp}(\chi),
\]
so that in particular, it follows from Lemma 2.3 that
\[
|g(v)| \leq 2 \sqrt{2} e(v) \quad \text{on } \mathbb{R}^N \setminus \text{supp}(\chi),
\]
and hence, since \( v \) is smooth on \( \mathbb{R}^N \), and its energy is bounded, the function \( g(v) \) is integrable on \( \mathbb{R}^N \). The last assertion is a direct consequence of the integration by parts formula. \( \square \)

2.3 Decay at infinity

We will use in several places decay properties of solutions which have been established in [18, 20, 21]. They play, among other things, a central role in our concentration-compactness results.

Proposition 2.1 ([18, 20, 21]). Let \( v \) be a finite energy solution to (TWc).
\[\text{i) There exists a constant } v_\infty, \text{ such that } |v_\infty| = 1 \text{ and } v(x) \to v_\infty, \text{ as } |x| \to \infty.\]
\[\text{ii) Assume } c(v) < \sqrt{2}. \text{ Then, there exists some constant } K > 0 \text{ depending only on } c(v), E(v) \text{ and the dimension } N, \text{ such that the following estimates hold for any } x \in \mathbb{R}^N,
\]
\[
|\text{Im}(v(x))| \leq \frac{K}{1 + |x|^{N-1}}, \quad |\text{Re}(v(x)) - 1| \leq \frac{K}{1 + |x|^N},
\]
\[
|\nabla \text{Im}(v(x))| \leq \frac{K}{1 + |x|^N}, \quad |\nabla \text{Re}(v(x))| \leq \frac{K}{1 + |x|^{N+1}}.
\]
\[\text{(2.13)}\]
\[\text{iii) Assume } N = 3 \text{ and } c(v) = \sqrt{2}. \text{ Then, } \text{Re}(v) - 1 \text{ and } \nabla \text{Im}(v) \text{ belong to } L^p(\mathbb{R}^3), \text{ for any } p > \frac{5}{3}, \text{ Re}(v) \text{ belongs to } L^p(\mathbb{R}^3), \text{ for any } p > \frac{4}{3}, \text{ whereas } \text{Im}(v) \text{ belongs to } L^p(\mathbb{R}^3), \text{ for any } p > \frac{15}{4}.\]

A first consequence is

Corollary 2.2. Let \( v \) be a finite energy solution to (TWc), and assume \( v_\infty = 1 \). Then \( v \) belongs to \( W(\mathbb{R}^N) \).

Proof. In view of definitions (I.3) and (I.4), Corollary 2.2 directly follows from the decay estimates (ii) and (iii) of Proposition 2.1. \( \square \)

Remark 2.1. Since any finite energy solution \( v \) to (TWc) has a limit \( v_\infty \) at infinity, we may write \( v = \varphi \exp i\varphi \) outside some ball \( B(0, R) \), for some \( R > 0 \), where \( \varphi \) is a smooth function on \( \mathbb{R}^N \setminus B(0, R) \), which is defined up to an integer multiple of \( 2\pi \). Moreover the function \( \varphi \) has a limit at infinity \( \varphi_\infty \), which we may take equal to 0, if we assume that \( v_\infty = 1 \). The statements given in [18, 20, 21] are actually expressed in terms of the real functions \( \varphi \) and \( \varphi_\infty \) as follows:
Proposition 2.2. Let

We next distinguish two cases.

\[(i) \text{ if } 0 \leq c(v) < \sqrt{2}, \text{ there exists some constant } K > 0 \text{ depending only on } c(v), E(v) \text{ and } N \text{ such that}
\]

\[
|\varphi(x)| \leq \frac{K}{1 + |x|^{N-1}}, |1 - \varphi(x)| \leq \frac{K}{1 + |x|^N},
\]

\[
|\nabla \varphi(x)| \leq \frac{K}{1 + |x|^N}, |\nabla \varphi(x)| \leq \frac{K}{1 + |x|^{N+1}}.
\]

(ii) if \(c(v) = \sqrt{2},\) the function \(\varphi\) belongs to \(L^p(\mathbb{R}^3 \setminus B(0, R)),\) for any \(p > \frac{15}{4},\) \(\varphi - 1 \text{ and } \nabla \varphi \text{ belong to } L^p(\mathbb{R}^3 \setminus B(0, R)),\) for any \(p > \frac{5}{4}\).

The previous inequalities are easily seen to be equivalent to those given in Proposition 2.1.

A remarkable consequence of Proposition 2.1 is

Proposition 2.2. Let \(v\) be a finite energy solution to \((TWd)\) on \(\mathbb{R}^N.\) Then, we have

\[\tilde{p}(v) = p(v).\]

Proof. Let \(R(v) > 0\) be such that \(|v| \geq \frac{1}{2} \text{ on } \mathbb{R}^N \setminus B(0, R(v)).\) As in Proposition 2.1 and Remark 2.2, we may assume without loss of generality that \(v_\infty = 1 \text{ and } \varphi_\infty = 0.\) If \(x\) is sufficiently large, the expansion of the sin function yields

\[
\left| \frac{\text{Im}(v(x))}{\varphi(x)} - \varphi(x) \right| \leq \frac{|\varphi(x)|^3}{6}.
\]

Let \(R > R(v)\) be sufficiently large. We have, integrating by parts

\[
\int_{B(0,R)} (i\partial_1 v, 1) = -\frac{1}{R} \int_{\partial B(0,R)} \text{Im}(v(x))x_1 dx, \text{ and } \int_{B(0,R)} \partial_1 (1 - \chi)\varphi = \frac{1}{R} \int_{\partial B(0,R)} \varphi(x)x_1 dx,
\]

so that it follows

\[
\int_{B(0,R)} (i\partial_1 v, v - 1) - g(v) = \frac{1}{R} \int_{\partial B(0,R)} \left(\text{Im}(v(x)) - \varphi(x)\right)x_1 dx.
\]

We write \(\text{Im}(v) - \varphi = \frac{\text{Im}(v)}{\varphi} - \varphi + \text{Im}(v) \frac{\varphi - 1}{\varphi},\) so that

\[
\left| \int_{B(0,R)} (i\partial_1 v, v - 1) - g(v) \right| \leq \frac{1}{R} \int_{\partial B(0,R)} \left(\frac{|\varphi|^3}{6} + 2|\text{Im}(v)||\varphi - 1|\right).
\]

We next distinguish two cases.

Case 1. \(N = 2\) or \(N = 3, \) and \(c(v) < \sqrt{2}.\) It follows from (2.13) and (2.14) that

\[
\frac{|\varphi(x)|^3}{6} + 2|\text{Im}(v(x))||\varphi(x) - 1| \leq \frac{K}{1 + |x|^N},
\]

so that (2.13) yields

\[
\int_{B(0,R)} |(i\partial_1 v, v - 1) - g(v) | \to 0, \text{ as } R \to +\infty,
\]

which yields the conclusion.
Case 2. \( N = 3 \) and \( c(v) = \sqrt{2} \). It follows from Remark 2.1 that \( \varphi \) belongs to \( L^q(\mathbb{R}^3 \setminus B(0, R(v))) \) for any \( q > \frac{15}{4} \), and \( \varphi - 1 \) belongs to \( L^q(\mathbb{R}^3 \setminus B(0, R(v))) \) for any \( q > \frac{5}{4} \), so that by Proposition 2.1, the function \( f \equiv |\varphi|^2 + 2|\text{Im}(v)||\varphi - 1| \) belongs to \( L^q(\mathbb{R}^3 \setminus B(0, R(v))) \) for any \( q > \frac{5}{4} \). Given \( R > R(v) \) and \( q > \frac{5}{4} \) to be determined later, we may find some \( R' \leq 2R \), and some constant \( K(q) \) only depending on \( q \), such that

\[
\int_{\partial B(0, R')} f \leq K(q) R^{2 - \frac{3q}{4}},
\]

Choosing \( q = \frac{4}{3} \), we obtain that \( \int_{\partial B(0, R')} f \to 0 \), as \( R \to +\infty \). This yields by (2.15)

\[
\left| \int_{B(0, R')} \left( i\partial_1 v, v - 1 \right) - g(v) \right| \to 0, \text{ as } R \to +\infty,
\]

which yields the conclusion again, since the integrand is integrable by Lemma 2.4 and Corollary 2.2.

\[ \square \]

2.4 Pohozaev’s type identities

**Lemma 2.5.** Let \( v \) be a finite energy solution to (TWc) on \( \mathbb{R}^N \), with speed \( c = c(v) \). We have the identities

\[
E(v) = \int_{\mathbb{R}^N} |\partial_1 v|^2,
\]

and for any \( 2 \leq j \leq N \),

\[
E(v) = \int_{\mathbb{R}^N} |\partial_j v|^2 + c(v)p(v).
\]

Moreover, if \( c(v) > 0 \) and \( v \) is not constant, then \( p(v) > 0 \).

**Proof.** The first identity was established in [13], whereas, concerning the second identity, it was proved there that for any \( 2 \leq j \leq N \),

\[
E(v) = \int_{\mathbb{R}^N} |\partial_j v|^2 + c(v)p(v).
\]

The conclusion then follows from Proposition 2.2. \[ \square \]

Notice that adding the identities in Lemma 2.5 we obtain

\[
\frac{N - 2}{2} \int_{\mathbb{R}^N} |\nabla v|^2 + \frac{N}{4} \int_{\mathbb{R}^N} (1 - |v|^2)^2 - c(v)(N - 1)p(v) = 0. \quad (2.16)
\]

Notice also, that introducing the quantities \( \Sigma(v) = \sqrt{2}p(v) - E(v) \) and \( \varepsilon(v) = \sqrt{2 - c(v)^2} \), the second identity in Lemma 2.5 may be recast as

\[
\int_{\mathbb{R}^N} |\partial_j v|^2 + \Sigma(v) = \left( \sqrt{2} - \sqrt{2 - \varepsilon(v)^2} \right) p(v) = \frac{\varepsilon(v)^2}{\sqrt{2} + \sqrt{2 - \varepsilon(v)^2}} p(v). \quad (2.17)
\]
Corollary 2.3. Let \( v \) be a finite energy solution to \((TW)\) on \( \mathbb{R}^N \), with speed \( c = \sqrt{2} \) and such that \( \Sigma(v) \geq 0 \). Then, \( v \) is a constant.

**Proof.** Since \( \varepsilon(v) = 0 \) and \( \Sigma(v) \geq 0 \), identity (2.17) implies that, for any \( 2 \leq j \leq N \),

\[
\int_{\mathbb{R}^N} |\partial_j v|^2 = 0,
\]

so that \( v \) depends only on the \( x_1 \) variable. Since the energy is finite, this is impossible, unless \( v \) is constant.

Notice more generally that, if \( \Sigma(v) > 0 \), then identity (2.17) gives

\[
\int_{\mathbb{R}^N} |\partial_j v|^2 \leq \varepsilon(v)p(v), \forall 2 \leq j \leq N.
\]

In connection with the previous inequality, the next result gives a more quantitative version of Corollary 2.3.

**Lemma 2.6.** Let \( v \) be a finite energy solution to \((TW)\) on \( \mathbb{R}^N \). Then, there exists a constant \( K(c) > 0 \), possibly depending on \( c \), such that

\[
\|\eta\|_{L^\infty(\mathbb{R}^N)}^{N+1} \leq K(c) \int_{\mathbb{R}^N} \left( \lambda |\partial_j v|^2 + \frac{\eta^2}{\lambda} \right),
\]

for any \( 2 \leq j \leq N \), and for any \( \lambda > 0 \). In particular, we have

\[
\|\eta\|_{L^\infty(\mathbb{R}^N)}^{N+1} \leq K(c) \left( \lambda \left( \varepsilon(v)p(v) - \Sigma(v) \right) + \frac{E(v)}{\lambda} \right).
\]

**Proof.** Set \( \eta_\infty = \|\eta\|_{L^\infty(\mathbb{R}^N)} \). We may assume without loss of generality, that \( |\eta(0)| = \eta_\infty \). In view of uniform bound (2.2), there exists some constant \( K(c) \) depending only on \( c \) such that

\[
|\eta(x)| \geq \frac{\eta_\infty}{2}, \forall x \in B\left(0, \frac{\eta_\infty}{2K(c)} \right).
\]

We next consider for any point \( a = (a_1, \ldots, a_j-1, 0, a_{j+1}, \ldots, a_N) \), the line \( D_j(a) \) parallel to the axis \( x_j \), that is the set \( D_j(a) = \{a_j(x) \equiv (a_1, \ldots, a_{j-1}, x, a_{j+1}, \ldots, a_N), x \in \mathbb{R} \} \). We claim that

\[
|\eta_\infty|^2 \leq 4 \int_{D_j(a)} \left( \lambda |\partial_j \eta|^2 + \frac{\eta^2}{\lambda} \right),
\]

for any \( a = (a_1, \ldots, a_j-1, 0, a_{j+1}, \ldots, a_N) \in B(0, \frac{\eta_\infty}{2K(c)}) \). Indeed, since \( \eta(x) \to 0 \), as \( |x| \to +\infty \), we have by integration,

\[
\eta(a)^2 = 2 \int_{-\infty}^0 \partial_j \eta(a_j(x))\eta(a_j(x))dx
\]

\[
\leq \int_{\mathbb{R}} \left( \lambda \left|\partial_j \eta(a_j(x))\right|^2 + \frac{\eta(a_j(x))^2}{\lambda} \right)dx.
\]

Invoking inequality (2.18), one derives (2.19). The conclusion then follows integrating inequality (2.18) on \( a = (a_1, \ldots, a_j-1, 0, a_{j+1}, \ldots, a_N) \in B(0, \frac{\eta_\infty}{2K(c)}) \).
2.5 Analyticity

The proofs of Theorem 2.1 and Lemma 2.3 rely on the following result, which is of independent interest.

**Proposition 2.3.** Let \( v \) be a finite energy solution of \( (\text{I} weaken the equation), with \( 0 \leq c < \sqrt{2} \). Then, each component of \( v \) is real-analytic on \( \mathbb{R}^N \).

This is a consequence of the next more general result.

**Theorem 2.1.** Let \( N \geq 2 \) and let \( v \) be a finite energy solution to \( (\text{I} weaken the equation), with \( 0 \leq c < \sqrt{2} \). There exists some number \( \lambda_0 > 0 \), possibly depending on \( v \), such that \( \text{Re}(v) \) and \( \text{Im}(v) \) extend to analytical functions on the cylinder \( \mathbb{C}(\lambda_0) = \{ z \in \mathbb{C}^N, |\text{Im}(z)| < \lambda_0 \} \).

**Proof.** The argument is reminiscent of [6, 7] (see also [32, 35, 36]). The idea is to prove the convergence of the Taylor series of \( v \)

\[
T_{v,x}(z) = \sum_{\alpha \in \mathbb{N}^N} \frac{\partial^\alpha v(x)}{\alpha!}(z - x)^\alpha, \quad (2.21)
\]

on a complex neighbourhood of an arbitrary point \( x \in \mathbb{R}^N \), the required estimates for the derivatives being provided by the partial differential equation, standard \( L^q \)-multiplier theory, and Sobolev’s embedding theorem. We apply here this strategy to the functions \( v_1 = \text{Re}(v) - 1 \) and \( v_2 = \text{Im}(v) \), which satisfy the equations

\[
\begin{align*}
\Delta^2 v_1 - 2\Delta v_1 + c^2 \partial_t^2 v_1 &= \Delta F_1(v_1, v_2) + c\partial_t F_2(v_1, v_2) , \quad (2.22) \\
\Delta^2 v_2 - 2\Delta v_2 + c^2 \partial_t^2 v_2 &= -c\partial_t F_1(v_1, v_2) - 2F_2(v_1, v_2) + \Delta F_2(v_1, v_2) , \quad (2.23)
\end{align*}
\]

where the functions \( F_1 \) and \( F_2 \) are defined from \( \mathbb{C}^2 \) to \( \mathbb{C} \) by

\[
F_1(z_1, z_2) = 3z_1^2 + z_2^2 + z_1^3 + z_1 z_2^2, \quad F_2(z_1, z_2) = 2z_1 z_2 + z_1^2 z_2 + z_2^3 . \quad (2.24)
\]

Indeed, by equation (I weaken the equation),

\[
\begin{align*}
\Delta v_1 - c\partial_t v_2 - 2v_1 &= F_1(v_1, v_2) , \quad (2.25) \\
\Delta v_2 + c\partial_t v_1 &= F_2(v_1, v_2) , \quad (2.26)
\end{align*}
\]

so that equation (2.22) is derived applying the differential operator \( \Delta \) to equation (2.23), the operator \( c\partial_t \) to equation (2.26), and adding the corresponding relations, whereas equation (2.23) is derived applying the differential operator \( \Delta - 2 \) to equation (2.26), the operator \( -c\partial_t \) to equation (2.25), and adding the corresponding relations. Taking the Fourier transforms of equations (2.22) and (2.23) and denoting \( H_{j,k}, H_{1,j,k} \) and \( K_{j,k} \), the kernels defined by

\[
\begin{align*}
\hat{H}_{j,k}(\xi) &= \frac{\xi_j \xi_k |\xi|^2}{|\xi|^4 + 2|\xi|^2 - c^2 |\xi_1|^2} , \quad \hat{H}_{1,j,k}(\xi) = \frac{\xi_1 \xi_j \xi_k}{|\xi|^4 + 2|\xi|^2 - c^2 |\xi_1|^2} , \quad \hat{K}_{j,k}(\xi) = \frac{\xi_j \xi_k (2 + |\xi|^2)}{|\xi|^4 + 2|\xi|^2 - c^2 |\xi_1|^2},
\end{align*}
\]

for any \( 1 \leq j, k \leq N \), equations (2.22) and (2.23) may be recast as

\[
\begin{align*}
\partial^2 v_1 &= H_{j,k} * F_1(v_1, v_2) - icH_{1,j,k} * F_2(v_1, v_2) , \quad (2.27) \\
\partial^2 v_2 &= icH_{1,j,k} * F_1(v_1, v_2) + K_{j,k} * F_2(v_1, v_2) . \quad (2.28)
\end{align*}
\]

In order to compute \( L^q \)-estimates of \( \partial^2 v_1 \) and \( \partial^2 v_2 \), we show that \( \hat{H}_{j,k}, \hat{H}_{1,j,k} \) and \( \hat{K}_{j,k} \) are \( L^q \)-multipliers for any \( 1 < q < +\infty \). For that purpose, we use Theorem 8 of [33].
Theorem 2.2 ([33]). Let \(0 \leq \alpha < 1\). Consider a bounded function \(\hat{K}\) in \(C^N(\mathbb{R}^N \setminus \{0\})\), and assume that
\[
\prod_{j=1}^{N} |\xi_j|^{\alpha+j} |\partial_{\xi_1}^{k_1} \ldots \partial_{\xi_N}^{k_N} \hat{K}(\xi)| \in L^\infty(\mathbb{R}^N)
\] (2.29)
for any \((k_1, \ldots, k_N) \in \{0,1\}^N\) such that \(k_1 + \ldots + k_N \leq N\). Then, \(\hat{K}\) is a multiplier from \(L^q(\mathbb{R}^N)\) to \(L^{\frac{\alpha}{\alpha-q}}(\mathbb{R}^N)\) for any \(1 < q < \frac{1}{\alpha}\) (with the usual convention \(\frac{1}{\infty} = +\infty\)). More precisely, there exists a constant \(K(q)\) only depending on \(q\), such that the multiplier operator \(\mathcal{K}\) defined by
\[
\mathcal{K}(\hat{f})(\xi) = \hat{K}(\xi)\hat{f}(\xi),
\]
satisfies for any \(1 < q < \frac{1}{\alpha}\),
\[
\|\mathcal{K}(f)\|_{L^{\frac{\alpha}{\alpha-q}}(\mathbb{R}^N)} \leq K(q)M(\hat{K})\|f\|_{L^q(\mathbb{R}^N)},
\] (2.30)
where
\[
M(\hat{K}) \equiv \sup \left\{ \prod_{j=1}^{N} |\xi_j|^{\alpha+j} |\partial_{\xi_1}^{k_1} \ldots \partial_{\xi_N}^{k_N} \hat{K}(\xi)| : \xi \in \mathbb{R}^N, (k_1, \ldots, k_N) \in \{0,1\}^N, k_1 + \ldots + k_N \leq N \right\}.
\] (2.31)

By an inductive argument, the kernels \(\hat{H}_{j,k}, \hat{H}_{1,j,k}\) and \(\hat{K}_{j,k}\) satisfy assumption (2.29) for \(\alpha = 0\) and any \((k_1, \ldots, k_N) \in \{0,1\}^N\) such that \(k_1 + \ldots + k_N \leq N\). Therefore, they are \(L^q\)-multipliers for any \(1 < q < +\infty\). This implies

**Step 1.** Let \(1 \leq j, k \leq N\), \(\alpha \in \mathbb{N}^N\) and \(1 < q < +\infty\). There exists some positive number \(K_1(q)\), possibly depending on \(q\), but not on \(\alpha\), such that
\[
\|\partial^\alpha \partial_{j,k}^2 v_1\|_{L^q(\mathbb{R}^N)} + \|\partial^\alpha \partial_{j,k}^2 v_2\|_{L^q(\mathbb{R}^N)} \leq K_1(q) \left( \|\partial^\alpha F_1(v_1, v_2)\|_{L^q(\mathbb{R}^N)} + \|\partial^\alpha F_2(v_1, v_2)\|_{L^q(\mathbb{R}^N)} \right).
\] (2.32)

By [24], \(\partial^\alpha v_1\) and \(\partial^\alpha v_2\) belong to \(L^q(\mathbb{R}^N)\) for any \(\frac{N}{N-1} < q < +\infty\), if \(\alpha = 0, 1 < q < +\infty\), elsewhere. Using the chain rule, it follows that \(\partial^\alpha F_1(v_1, v_2)\) and \(\partial^\alpha F_2(v_1, v_2)\) are in \(L^q(\mathbb{R}^N)\) for any \(1 < q < +\infty\). On the other hand, by (2.27) and (2.28),
\[
\partial^\alpha \partial_{j,k}^2 v_1 = H_{j,k} \ast \partial^\alpha F_1(v_1, v_2) - i\sigma H_{1,j,k} \ast \partial^\alpha F_2(v_1, v_2),
\]
\[
\partial^\alpha \partial_{j,k}^2 v_2 = i\sigma H_{1,j,k} \ast \partial^\alpha F_1(v_1, v_2) + K_{j,k} \ast \partial^\alpha F_2(v_1, v_2),
\]
and inequality (2.32) follows from the fact that \(\hat{H}_{j,k}, \hat{H}_{1,j,k}\) and \(\hat{K}_{j,k}\) are \(L^q\)-multipliers for any \(1 < q < +\infty\). We are now in position to obtain uniform estimates of \(\partial^\alpha v_1\) and \(\partial^\alpha v_2\).

**Step 2.** Let \(1 \leq j \leq N\), \(\alpha \in \mathbb{N}^N\) and \(\frac{N}{N-1} < q < +\infty\). There exist some positive numbers \(K_2(q)\) and \(K_3(q)\), possibly depending on \(q\), but not on \(\alpha\), such that
\[
\|\partial^\alpha v_1\|_{L^\infty(\mathbb{R}^N)} + \|\partial^\alpha v_2\|_{L^\infty(\mathbb{R}^N)} \leq K_2(q) F_q(\alpha),
\]
\[
\|\partial^\alpha \partial_j v_1\|_{L^q(\mathbb{R}^N)} + \|\partial^\alpha \partial_j v_2\|_{L^q(\mathbb{R}^N)} \leq K_3(q) F_q(\alpha),
\] (2.33)
where we have set
\[
F_q(\alpha) = \max_{0 \leq \beta \leq \alpha} \left( \|\partial^\beta F_1(v_1, v_2)\|_{L^q(\mathbb{R}^N)} + \|\partial^\beta F_2(v_1, v_2)\|_{L^q(\mathbb{R}^N)} \right).
\] (2.34)
By Sobolev’s embedding theorem and inequality (2.32), we have

\[ \|\partial^\alpha v_1\|_{L^\infty(\mathbb{R}^N)} \leq K_S(q) \left( \|\partial^\alpha v_1\|_{L^q(\mathbb{R}^N)} + \|\partial^\alpha d^2 v_1\|_{L^q(\mathbb{R}^N)} \right) \leq 2K_S(q)K_1(q)F_q(\alpha). \]

Using the same argument for \( \partial^\alpha v_2 \), the first estimate of (2.33) holds with \( K_2(q) = 4K_S(q)K_1(q) \).

On the other hand, using Gagliardo-Nirenberg’s inequality and inequality (2.32), we are led to

\[ \|\partial^\alpha \partial_j v_1\|_{L^q(\mathbb{R}^N)} \leq K_{GN}(q)\|\partial^\alpha v_1\|_{L^q(\mathbb{R}^N)}^{1/2} \|d^2 v_1\|_{L^q(\mathbb{R}^N)}^{1/2} \leq K_{GN}(q)K_1(q)F_q(\alpha), \]

and the second inequality of (2.33) also holds with \( K_3(q) = 2K_{GN}(q)K_1(q) \).

We now come back to the convergence of the Taylor series \( T_{v_1,x}(z) \) and \( T_{v_2,x}(z) \), defined in (2.21). Using the uniform estimates of Step 2, it suffices to prove the convergence of the series

\[ S_{q,x_0}(z) = \sum_{\alpha\in\mathbb{N}^N} F_q(\alpha) \frac{\partial^\alpha}{\alpha!} |z - x_0|^{|\alpha|}, \quad (2.35) \]

for \( z \) sufficiently close to \( x_0 \), and some suitable exponent \( q \). This follows from the next estimate.

**Step 3.** Let \( \alpha \in \mathbb{N}^N \) and \( \frac{N}{\alpha} < q < +\infty \). There exists some positive number \( K_4(q) \), possibly depending on \( q \), but not on \( \alpha \), such that

\[ F_q(\alpha) \leq K_4(q)^{|\alpha|} \alpha^{\tilde{\alpha}}, \quad (2.36) \]

where we have set \( \tilde{\alpha} = (\max\{\alpha_1 - 1, 0\}, \ldots, \max\{\alpha_N - 1, 0\}) \).

The proof is by induction on \( l = |\alpha| \). Inequality (2.36) being valid for \( 0 \leq l \leq 5 \) and any constant \( K_4(q) \) sufficiently large, we assume that it holds for any multi-index \( \alpha \) such that \( |\alpha| \leq l \), and consider some multi-index \( \alpha = (\beta_1, \ldots, \beta_j + 1, \ldots, \beta_N) \) such that \( |\alpha| = |\beta| + 1 = l + 1 \). Using the inductive assumption for \( \beta \), we claim that

**Claim 1.** Let \( (a, b, c) \in \{1, 2\}^3 \). Then,

\[ \|\partial_j \partial^\beta (v_a v_b)\|_{L^q(\mathbb{R}^N)} \leq 2^{N+1} K_2(q) K_3(q)^l \beta^\tilde{\beta}, \]

\[ \|\partial_j \partial^\beta (v_a v_b v_c)\|_{L^q(\mathbb{R}^N)} \leq 4^{N+1} K_2(q) K_3(q)^2 K_4(q)^l \beta^\tilde{\beta}. \]

We postpone the proof of Claim 1 and first complete the proof of Step 3. By definitions (2.24) and estimates (2.37),

\[ \|\partial_j \partial^\beta F_1(v_1, v_2)\|_{L^q(\mathbb{R}^N)} + \|\partial_j \partial^\beta F_2(v_1, v_2)\|_{L^q(\mathbb{R}^N)} \leq 4^{N+2} K_2(q) K_3(q)(1 + K_3(q)) K_4(q)^l \beta^\tilde{\beta}, \]

so that choosing \( K_4(q) = 4^{N+2} K_2(q) K_3(q)(1 + K_3(q)) \), and using the above definition of \( \alpha \), we are led to

\[ \|\partial^\alpha F_1(v_1, v_2)\|_{L^q(\mathbb{R}^N)} + \|\partial^\alpha F_2(v_1, v_2)\|_{L^q(\mathbb{R}^N)} \leq K_4(q)^l \beta^\tilde{\beta}, \]

which finally gives

\[ F_q(\alpha) \leq K_4(q)^l \alpha^{\tilde{\alpha}}, \]

and completes the inductive proof of Step 3.

**Proof of Claim 1.** Let \( (a, b) \in \{1, 2\}^2 \). The chain rule gives

\[ \|\partial_j \partial^\beta (v_a v_b)\|_{L^q} \leq \sum_{0 \leq \gamma \leq \beta} \frac{\beta!}{\gamma!(\beta - \gamma)!} \left( \|\partial_j \partial^\gamma v_a\|_{L^q} \|\partial^\beta - \gamma v_b\|_{L^q} + \|\partial^\gamma v_a\|_{L^q} \|\partial_j \partial^\beta - \gamma v_b\|_{L^q} \right), \]
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Hence, by the inductive assumption,

\[ \| \partial_j \partial^\beta (v_\nu v_\beta) \|_{L^n(\mathbb{R}^N)} \leq 2 \sum_{0 \leq \gamma \leq \beta} \frac{\beta!}{\gamma!(\beta - \gamma)!} K_2(q) K_3(q) F_\eta(\gamma) F_\eta(\beta - \gamma). \]

At this stage, we require the next elementary lemma.

**Lemma 2.7.** Let \( \beta \in \mathbb{N}^N \setminus \{0\} \). Then,

\[ \sum_{0 \leq \gamma \leq \beta} \frac{\beta!}{\gamma!(\beta - \gamma)!} \gamma^{\gamma}(\beta - \gamma)^{\beta - \gamma} \leq 4^N \beta^\beta. \]  

**(Proof of Lemma 2.7.** Assume first that \( N = 1 \) and \( \beta \geq 2 \). By Abel’s identity (as in [22]),

\[ \sum_{0 \leq \gamma \leq \beta} \frac{\beta!}{\gamma!(\beta - \gamma)!} \gamma^{\gamma}(\beta - \gamma)^{\beta - \gamma} = 2\beta^{\beta - 1} + \sum_{1 \leq \gamma \leq \beta - 1} \frac{\beta!}{\gamma!(\beta - \gamma)!} \gamma^{\gamma - 1}(\beta - \gamma)^{\beta - \gamma - 1} = 2(\beta - 1)\beta^{\beta - 2}, \]

so that

\[ \sum_{0 \leq \gamma \leq \beta} \frac{\beta!}{\gamma!(\beta - \gamma)!} \gamma^{\gamma}(\beta - \gamma)^{\beta - \gamma} \leq 4\beta^{\beta - 1} = 4^N \beta^\beta. \]

Since this inequality is straightforward in the cases \( \beta = 0 \) or \( \beta = 1 \), (2.33) is proved for \( N = 1 \). If \( N > 1 \), we invoke a little algebra and the one-dimensional case to conclude by the relations

\[ \sum_{0 \leq \gamma \leq \beta} \frac{\beta!}{\gamma!(\beta - \gamma)!} \gamma^{\gamma}(\beta - \gamma)^{\beta - \gamma} = \prod_{i=1}^{N} \left( \sum_{0 \leq \gamma_i \leq \beta_i} \frac{\beta_i!}{\gamma_i!(\beta_i - \gamma_i)!} \gamma_i^{\gamma_i}(\beta_i - \gamma_i)^{\beta_i - \gamma_i} \right) \leq \prod_{i=1}^{N} \left( \beta_i! \right) = 4^N \beta^\beta. \]

**Step 4.** The Taylor series \( T_{v_1,x_0}(z) \) and \( T_{v_2,x_0}(z) \) are uniformly convergent with respect to \( x_0 \in \mathbb{R}^N \) on the set \( D(x_0, \lambda_0) = \{ z \in \mathbb{C}^N, |z - x_0| < \lambda_0 \} \), where \( \lambda_0 = \frac{k_4(N)}{k_3(N)} \).

We choose \( q = N \). By Stirling’s formula, the series \( \sum_{\alpha \geq 0} \frac{K_4(N)^{\alpha} a_{\alpha}}{\alpha!} z^\alpha \) converges on \( D(0, \lambda_0) \), so that using estimate (2.36), the series \( S_{N,x_0}(z) \) converges for any \( z \in D(x_0, \lambda_0) \), uniformly with respect to \( x_0 \in \mathbb{R}^N \). By assertion (2.35), \( T_{v_1,x_0}(z) \) and \( T_{v_2,x_0}(z) \) converge the same way.

By Step 4, we conclude that there exist some positive number \( \lambda_0 \) and two analytic functions \( V_1 \) and \( V_2 \) on \( C_{\lambda_0} \), such that \( v_1 \), respectively \( v_2 \), are identically equal to \( V_1 \), respectively \( V_2 \) on \( \mathbb{R}^N \). Therefore, \( \text{Re}(v) = 1 + v_1 \) and \( \text{Im}(v) = v_2 \) extend to analytic functions \( 1 + V_1 \) and \( V_2 \) on \( C_{\lambda_0} \), which completes the proof of Theorem 2.1. □
2.6 Solutions without vortices

In this subsection, we consider only solutions $v$ to (TWc) on $\mathbb{R}^N$ which do not vanish. In particular, we assume throughout that

$$|v| \geq \frac{1}{2},$$

so that $v$ may be written as in (2.11), $v = \rho \exp i \varphi$. Using (2.12), the energy writes in the variables $\rho$ and $\varphi$,

$$E(v) = E(\rho, \varphi) \equiv \frac{1}{2} \int_{\mathbb{R}^N} \left( |\nabla \rho|^2 + \rho^2 |\nabla \varphi|^2 + \frac{(1 - \rho^2)^2}{2} \right),$$

(2.41)

whereas for the momentum, we have $\langle i \partial_1 v, v \rangle = -\rho^2 \partial_1 \varphi$. Therefore, it follows from Proposition 2.2 that

$$p(v) = \tilde{p}(v) = \frac{1}{2} \int_{\mathbb{R}^N} \left( -\rho^2 \partial_1 \varphi + \partial_1 ((1 - \chi) \varphi) \right) = \frac{1}{2} \int_{\mathbb{R}^N} (1 - \rho^3) \partial_1 \varphi.$$

(2.42)

The system for $\rho$ and $\varphi$ writes

$$\begin{cases}
\frac{c^2}{2} \partial_1^2 \rho + \text{div} \left( \rho^2 \nabla \varphi \right) = 0, \\
c \rho \partial_1 \varphi - \Delta \rho - \rho (1 - \rho^2) + \rho |\nabla \varphi|^2 = 0.
\end{cases}$$

(2.43)

Notice that the quantity $\eta = 1 - \rho^2$ satisfies the equation

$$\Delta^2 \eta - 2 \Delta \eta + c^2 \partial_1^2 \eta = -2 \Delta (|\nabla v|^2 + \eta^2 - c \rho \partial_1 \varphi) - 2 c \partial_1 \text{div} (\eta \nabla \varphi),$$

(2.44)

where the l.h.s is linear with respect to $\eta$, whereas the r.h.s is quadratic.

A first elementary remark is

**Lemma 2.8.** Let $v$ be a finite energy solution to (TWc) on $\mathbb{R}^N$ satisfying (2.40). Then, we have the identity

$$cp(v) = \int_{\mathbb{R}^N} \rho^2 |\nabla \varphi|^2.$$  

(2.45)

**Proof.** The identity is obtained multiplying the first equation in (2.43) by $\varphi$ and integrating by parts using the decay properties of Remark 2.1. □

**Lemma 2.8** has the following remarkable consequence.

**Lemma 2.9.** Let $v$ be a finite energy solution to (TWc) on $\mathbb{R}^N$ satisfying (2.40). Then,

$$E(v) \leq 7 c^2 \int_{\mathbb{R}^N} \eta^2.$$ 

**Proof.** We have, in view of assumption (2.40), Lemma 2.8 and Cauchy-Schwarz’s inequality,

$$\int_{\mathbb{R}^N} \rho^2 |\nabla \varphi|^2 = \frac{c}{2} \int_{\mathbb{R}^N} (1 - \rho^2) \partial_1 \varphi \leq c \left( \int_{\mathbb{R}^N} \eta^2 \right)^{\frac{1}{2}} \left( \int_{\mathbb{R}^N} |\nabla \varphi|^2 \right)^{\frac{1}{2}} \leq 2 c \left( \int_{\mathbb{R}^N} \eta^2 \right)^{\frac{1}{2}} \left( \int_{\mathbb{R}^N} \rho^2 |\nabla \varphi|^2 \right)^{\frac{1}{2}}.$$

Hence, we deduce

$$\int_{\mathbb{R}^N} \rho^2 |\nabla \varphi|^2 \leq 4 c^2 \int_{\mathbb{R}^N} \eta^2.$$  

(2.46)
It remains to bound the integral of $|\nabla \varphi|^2$. For that purpose we multiply the second equation in (2.43) by $\varphi^2 - 1$ and integrate by parts on $\mathbb{R}^N$ using the decay properties of Remark 2.1. This yields
\[
\int_{\mathbb{R}^N} \left( 2\varphi |\nabla \varphi|^2 + \varphi(1 - \varphi^2)^2 \right) = c \int_{\mathbb{R}^N} \varphi(1 - \varphi^2) \partial_1 \varphi + \int_{\mathbb{R}^N} \varphi(1 - \varphi^2)|\nabla \varphi|^2, \tag{2.47}
\]
so that
\[
\int_{\mathbb{R}^N} \left( |\nabla \varphi|^2 + \frac{1}{2}(1 - \varphi^2)^2 \right) \leq c \left( \int_{\mathbb{R}^N} \varphi^2 |\partial_1 \varphi|^2 \right)^{\frac{1}{4}} \left( \int_{\mathbb{R}^N} (1 - \varphi^2)^2 \right)^{\frac{1}{4}} + 2 \int_{\mathbb{R}^N} \varphi^2 |\nabla \varphi|^2,
\]
by (2.40) and Cauchy-Schwarz’s inequality. Invoking (2.40) in order to bound the r.h.s of this identity in terms of the integral of $\eta^2$, we deduce the desired inequality.

### 2.7 Subsonic vortexless solutions

We next specify a little further the analysis assuming that the solution $v$ verifies the additional condition
\[ 0 < c(v) < \sqrt{2}. \tag{2.48} \]
We set, for such a solution
\[ \varepsilon(v) = \sqrt{2 - c(v)^2}. \]
We first have the bound

**Proposition 2.4.** Let $v$ be a non-trivial finite energy solution to (TWc) on $\mathbb{R}^N$ satisfying (2.48). Then,
\[ \left\| 1 - |v| \right\|_{L^\infty(\mathbb{R}^N)} \geq \frac{\varepsilon(v)^2}{10}. \]

**Proof.** Set $\delta = \left\| 1 - |v| \right\|_{L^\infty(\mathbb{R}^N)}$. If $\delta \geq \frac{1}{2}$, then the proof is straightforward. Otherwise, assumption (2.40) is satisfied and going back to identity (2.43), we observe that by Lemma 2.3,
\[ c p(v) = \frac{c}{2} \left| \int_{\mathbb{R}^N} (1 - \varphi^2) \partial_1 \varphi \right| \leq \frac{c}{\sqrt{2}(1 - \delta)} \int_{\mathbb{R}^N} e(v), \]
so that, using identity (2.43) and Lemma 2.8,
\[ \int_{\mathbb{R}^N} \varphi^2 |\nabla \varphi|^2 \leq \frac{c}{\sqrt{2}(1 - \delta)} \int_{\mathbb{R}^N} e(v). \tag{2.49} \]
Similarly, we have for the r.h.s of identity (2.47)
\[ c \left| \int_{\mathbb{R}^N} \varphi(1 - \varphi^2) \partial_1 \varphi \right| \leq \sqrt{2}c \int_{\mathbb{R}^N} e(v), \tag{2.50} \]
and using (2.40),
\[ \left| \int_{\mathbb{R}^N} \varphi(1 - \varphi^2)|\nabla \varphi|^2 \right| \leq 6\delta \int_{\mathbb{R}^N} e(v). \tag{2.51} \]
Combining (2.47), (2.50) and (2.51), and using the fact that $\rho \geq 1 - \delta > 0$, we are led to
\[ \int_{\mathbb{R}^N} \left( \frac{|\nabla \varphi|^2}{2} + \frac{(1 - \varphi^2)^2}{4} \right) \leq \frac{\sqrt{2}c + 6\delta}{4(1 - \delta)} \int_{\mathbb{R}^N} e(v). \tag{2.52} \]
Finally, from (2.49) and (2.52), we derive
\[ \lambda \int_{\mathbb{R}^N} e(v) \leq 0, \]
where we have set \( \lambda = 1 - \frac{c}{\sqrt{2(1-\delta)}} \) - \( \frac{3\delta}{2(1-\delta)} \). Since \( v \) is non-trivial, its energy is not equal to 0 so that \( \lambda \leq 0 \) and
\[ \delta \geq \frac{2}{5} \left( 1 - \frac{c}{\sqrt{2}} \right) = \frac{2}{5} \left( 1 - \sqrt{1 - \frac{c^2}{2}} \right) \geq \frac{c^2}{10}, \]
which is the desired inequality.

Combining Lemma 2.5 with Lemma 2.8, we are led to

**Lemma 2.10.** Let \( v \) be a finite energy solution to (TWc) on \( \mathbb{R}^N \) satisfying (2.40) and (2.48).

Then,
\[ \Sigma(v) + \frac{1}{N} \int_{\mathbb{R}^N} |\nabla \varphi|^2 = \frac{\varepsilon(v)^2}{\sqrt{2} + c(v)} p(v). \]  
(2.53)

Moreover, if \( N = 2 \), then we have
\[ \int_{\mathbb{R}^2} |\nabla \varphi|^2 \left( 1 + \frac{1}{\varrho^2} \right) = \int_{\mathbb{R}^2} \eta |\nabla \varphi|^2. \]  
(2.54)

**Proof.** For the proof of equality (2.53), we first add equality (2.16) and the identity provided in Lemma 2.8 to obtain
\[ \frac{N-2}{2} \int_{\mathbb{R}^N} |\nabla \varphi|^2 + \frac{N}{2} \int_{\mathbb{R}^N} \varrho^2 |\nabla \varphi|^2 + \frac{N}{4} \int_{\mathbb{R}^N} \eta^2 = cNp(v), \]
using the identity \( |\nabla v|^2 = |\nabla \varphi|^2 + \varrho^2 |\nabla \varphi|^2 \). This yields
\[ E(v) - cp(v) = \frac{1}{N} \int_{\mathbb{R}^N} |\nabla \varphi|^2, \]
and equality (2.53) follows from the definitions of \( \Sigma(v) \) and \( \varepsilon(v) \).

For equality (2.54), we multiply the second equation in (2.43) by \( \frac{\eta}{\varrho} \), and integrate on \( \mathbb{R}^N \). This yields
\[ \int_{\mathbb{R}^N} \left( c\varrho \partial_1 \varphi - \frac{\Delta \varphi}{\varrho} \eta - \eta^2 + \eta |\nabla \varphi|^2 \right) = 0. \]

Since by definition \( \eta = 1 - \varrho^2 \), we obtain, integrating by parts
\[ \int_{\mathbb{R}^N} \frac{\Delta \varphi}{\varrho} \eta = - \int_{\mathbb{R}^N} \varrho \nabla \varphi \left( 1 - \frac{\varrho^2}{\varrho} \right) = \int_{\mathbb{R}^N} |\nabla \varphi|^2 \left( 1 + \frac{1}{\varrho^2} \right). \]

On the other hand, for \( N = 2 \), identities (2.14) and (2.42) yield
\[ \int_{\mathbb{R}^2} \eta^2 = 2cp(v) = c \int_{\mathbb{R}^2} \eta \partial_1 \varphi. \]

Conclusion (2.54) follows combining the last three relations.

\[ \square \]
2.8 Use of Fourier transform

We consider for \( \xi \in \mathbb{R}^N \), and a function \( f \) defined on \( \mathbb{R}^N \), its Fourier transform \( \hat{f}(\xi) \) defined by the integral

\[
\hat{f}(\xi) = \int_{\mathbb{R}^N} f(x) e^{-ix\cdot\xi} \, dx.
\]

**Lemma 2.11.** Let \( v \) be a finite energy solution to \((TWc)\) on \( \mathbb{R}^N \) satisfying (2.40). Then, for any \( \xi \in \mathbb{R}^N \), we have

\[
(|\xi|^2 + 2 - c^2 \frac{\xi^2}{|\xi|^2}) \hat{\eta}(\xi) = 2R_0(\xi) - 2c \sum_{j=2}^N \frac{\xi^2}{|\xi|^2} R_1(\xi) + 2c \sum_{j=2}^N \frac{\xi_1 \xi_j}{|\xi|^2} R_j(\xi),
\]

where we have set \( R_0 = |\nabla v|^2 + \eta^2 \) and \( R_j = \eta \partial_j \phi \).

**Proof.** It suffices to consider the Fourier transform of (2.44).

Using (2.55), we deduce in the two-dimensional case,

**Lemma 2.12.** Let \( N = 2 \) and let \( v \) be a finite energy solution to \((TWc)\) on \( \mathbb{R}^2 \) satisfying (2.40) and (2.48). Then, there exists some universal constant \( K > 0 \) such that

\[
\varepsilon(v) \leq KE(v).
\]

**Proof.** We first notice that for any integrable function \( f \) on \( \mathbb{R}^N \) and any \( \xi \in \mathbb{R}^N \), we have in view of the definition of \( \hat{f}(\xi) \),

\[
|\hat{f}(\xi)| \leq \|f\|_{L^1(\mathbb{R}^N)}.
\]

It follows from integrating (2.55) that we have for any \( 1 \leq q \leq +\infty \),

\[
\int_{\mathbb{R}^N} |\hat{\eta}(\xi)|^q d\xi \leq K(1 + c^q) \left( \int_{\mathbb{R}^N} |L_\varepsilon(\xi)|^q d\xi \right) E(v)^q,
\]

where we have set, for any \( \xi \in \mathbb{R}^N \),

\[
L_\varepsilon(\xi) = \frac{1}{|\xi|^2 + 2 - c^2 \frac{\xi^2}{|\xi|^2}} = \frac{|\xi|^2}{|\xi|^4 + 2|\xi|^2 - c^2\xi_1^2}.
\]

In the case \( q = 2 \), this leads in view of Plancherel’s formula to

\[
\int_{\mathbb{R}^N} \eta(x)^2 dx \leq K(1 + c^2) \left( \int_{\mathbb{R}^N} |L_\varepsilon(\xi)|^2 d\xi \right) E(v)^2.
\]

We claim that

\[
\int_{\mathbb{R}^2} L_\varepsilon(\xi)^2 d\xi = \frac{\pi}{\sqrt{2\varepsilon(c)}}.
\]

We postpone the proof of the claim, and complete the proof of Lemma 2.12. Combining (2.48), (2.58) and Lemma 2.4, we have

\[
E(v) \leq 7c^2 \int_{\mathbb{R}^N} \eta^2 \leq \frac{K}{\varepsilon(c)} E(v)^2,
\]

where we used claim (2.59) for the second inequality. This concludes the proof of Lemma 2.12.
Proof of Claim (2.59). Introducing polar coordinates, we have
\[
\int_{\mathbb{R}^2} L_\varepsilon(\xi)^2 \, d\xi = \int_0^{+\infty} \int_0^{2\pi} \frac{r \, dr \, d\theta}{(r^2 + 2 - c^2 \cos^2(\theta))^2} = \frac{1}{2} \int_0^{2\pi} \frac{d\theta}{2 - c^2 \cos^2(\theta)}.
\]
Using the change of variables \( t = \tan(\theta) \) and \( u = \sqrt{\frac{2}{2-c^2}} t \), we obtain
\[
\int_{\mathbb{R}^2} L_\varepsilon(\xi)^2 \, d\xi = 2 \int_0^{+\infty} \frac{dt}{2 - c^2 + 2t^2} = \sqrt{\frac{2}{2 - c^2}} \int_0^{+\infty} \frac{du}{1 + u^2} = \frac{\pi}{\sqrt{2} \varepsilon(c)}.
\]
\[\blacksquare\]

In dimension three, the previous analysis leads to a result of a very different nature.

Lemma 2.13. Let \( v \) be a finite energy solution to (1.4) on \( \mathbb{R}^3 \) satisfying (2.40) and (2.48). Then, there exists some universal constant \( K > 0 \) such that
\[
E(v) \geq \mathcal{E}_0(c) \equiv \frac{K c}{c(1 + c^2) \arcsin(\frac{c}{\sqrt{2}})}.
\]

Proof. The argument is parallel to the argument of Lemma 2.12 up to (2.58). However, in contrast with (2.59) we have in dimension three,
\[
\int_{\mathbb{R}^3} L_\varepsilon(\xi)^2 \, d\xi = \frac{\pi^2}{c} \arcsin(\frac{c}{\sqrt{2}}).
\]
We postpone the proof of (2.60), and complete the proof of Lemma 2.13. By (2.58) and Lemma 2.9, there exists some constant \( K > 0 \) such that
\[
E(v) \leq 7 c^2 \int_{\mathbb{R}^3} \eta^2 \leq K c^2 (1 + c^2) \left( \int_{\mathbb{R}^3} L_\varepsilon(\xi)^2 \, d\xi \right) E(v)^2.
\]
Lemma 2.13 follows using (2.60).
\[\blacksquare\]

Proof of Claim (2.60). Introducing spherical coordinates, and using the change of variables \( u = \cos(\theta) \), we have
\[
\int_{\mathbb{R}^3} L_\varepsilon(\xi)^2 \, d\xi = 2 \pi \int_0^{+\infty} \left( \int_0^\pi \frac{r^2 \sin(\theta) \, d\theta}{(r^2 + 2 - c^2 \cos^2(\theta))^2} \right) \, dr = 4 \pi \int_0^{+\infty} \left( \int_0^1 \frac{r^2 \, du}{(r^2 + 2 - c^2 u^2)^2} \right) \, dr.
\]
An integration by parts with respect to the variable \( r \) gives
\[
\int_{\mathbb{R}^3} L_\varepsilon(\xi)^2 \, d\xi = 2 \pi \int_0^{+\infty} \left( \int_0^1 \frac{du}{r^2 + 2 - c^2 u^2} \right) \, dr.
\]
Using the change of variables \( v = \frac{r}{\sqrt{2 - c^2 u^2}} \) and \( w = \frac{cu}{\sqrt{2}} \), we obtain
\[
\int_{\mathbb{R}^3} L_\varepsilon(\xi)^2 \, d\xi = \frac{\pi^2}{c} \arcsin(\frac{c}{\sqrt{2}}).
\]
\[\blacksquare\]
The previous analysis extends to any finite energy subsonic and sonic solutions, providing a proof of iii) in Theorem 3.

**Lemma 2.14.** Let \( v \) be a non-trivial finite energy solution to \((TWc)\) on \( \mathbb{R}^3 \). Then
\[
E(v) \geq \mathcal{E}_0,
\]
where \( \mathcal{E}_0 \) is some positive universal constant.

**Proof.** In view of the results of [19], we know that there are no supersonic travelling waves on the whole space that is \( 0 < c(v) \leq \sqrt{2} \). Moreover, in dimensions \( N > 2 \), it follows from Lemma 2.2 that
\[
\|1 - |v|\|_{L^\infty(\mathbb{R}^N)} \leq KE(v)^{\frac{1}{N-2}},
\]
so that, choosing possibly a smaller constant \( \mathcal{E}_0 \), we may assume that \( v \) satisfies \((2.40)\), and \( v \) may be written as in \((2.11)\),
\[
v = \varrho \exp i\phi.
\]
If \( v \) is subsonic, i.e. \( c(v) < \sqrt{2} \), then Lemma 2.13 yields the conclusion, since the function \( c \mapsto c(1 + c^2) \arcsin(\frac{c}{\sqrt{2}}) \) is bounded on \((0, \sqrt{2})\). In the sonic case, one observes similarly that
\[
\int_{\mathbb{R}^3} L_0(\xi)^2 d\xi = \frac{\pi^3}{2\sqrt{2}} < +\infty,
\]
and the same proof as in Lemma 2.13 applies to yield the conclusion. \hfill \Box

In the same spirit, but with more involved methods, we may prove

**Lemma 2.15.** Let \( \frac{5}{3} < q < +\infty \), and let \( v \) be a finite energy solution to \((TWc)\) on \( \mathbb{R}^3 \) satisfying \((2.40)\). Then, there exists a constant \( K(q) \) only depending on \( q \) such that
\[
\|\eta\|_{L^q(\mathbb{R}^3)} \leq K(q)E(v)^{\frac{1}{q} + \frac{2}{5}}.
\]

**Proof.** We first recall that there are no non-trivial finite energy supersonic travelling waves on \( \mathbb{R}^3 \). Hence, we may assume that \( 0 \leq c \leq \sqrt{2} \). In view of equation (2.55), we have
\[
\hat{\eta}(\xi) = L_c(\xi) \left( 2\hat{R}_0(\xi) - 2c \sum_{j=2}^{3} \frac{\xi_j^2}{|\xi|^2} \hat{R}_1(\xi) + 2c \sum_{j=2}^{3} \frac{\xi_1 \xi_j}{|\xi|^2} \hat{R}_j(\xi) \right),
\]
so that the proof reduces to estimate the r.h.s of (2.61) by using multipliers theory developed in [33]. Indeed, using Lemma 2.1, and the fact that \( 0 \leq c \leq \sqrt{2} \) once more, we have for any \( 1 < q < +\infty \),
\[
\|R_j\|_{L^q(\mathbb{R}^3)} \leq K \left( \int_{\mathbb{R}^3} e(v)^q \right)^{\frac{1}{q}} \leq KE(v)^{\frac{1}{q}}.
\]
On the other hand, it follows from standard Riesz-operator theory (see [39]) that the functions \( \xi \mapsto \frac{\xi_j}{|\xi|^2} \) are \( L^q \)-multipliers for any \( 1 < q < +\infty \) and any \( 1 \leq j, k \leq 3 \). Hence, there exists some constant \( K(q) \), possibly depending on \( q \), so that the function \( F \) defined by
\[
\hat{F}(\xi) = 2\hat{R}_0(\xi) - 2c \sum_{j=2}^{3} \frac{\xi_j^2}{|\xi|^2} \hat{R}_1(\xi) + 2c \sum_{j=2}^{3} \frac{\xi_1 \xi_j}{|\xi|^2} \hat{R}_j(\xi),
\]
(2.62)
belongs to $L^q(\mathbb{R}^3)$ for any $1 < q < +\infty$, and satisfies
\[
\|F\|_{L^q(\mathbb{R}^3)} \leq K(q) \sum_{j=0}^{3} \|R_j\|_{L^q(\mathbb{R}^3)} \leq K(q)E(v)^{\frac{1}{q}}.
\] (2.63)

Finally, in view of Theorem 2.2, $L_\epsilon$ is a multiplier from $L^q(\mathbb{R}^3)$ to $L^{(\frac{5q}{3q-2q})}(\mathbb{R}^3)$ for any $1 < q < \frac{5}{2}$. More precisely, denoting $L_\epsilon$, the multiplier operator given by
\[
\widehat{L_\epsilon(f)}(\xi) = L_\epsilon(\xi) \hat{f}(\xi),
\] (2.64)
there exists some constant $K(q)$ possibly depending on $q$ but not on $c$, such that, for any $1 < q < \frac{5}{2}$,
\[
\|L_\epsilon(f)\|_{L^{(\frac{5q}{3q-2q})}(\mathbb{R}^3)} \leq K(q)\|f\|_{L^q(\mathbb{R}^3)}, \forall f \in L^q(\mathbb{R}^3). \tag{2.65}
\]

We postpone the proof of claim (2.65), and complete the proof of Lemma 2.15. Indeed, it follows from (2.64), (2.62) and (2.64) that
\[
\eta = L_\epsilon(F).
\]
Therefore, by (2.63) and (2.65), we have
\[
\|\eta\|_{L^{\frac{5q'}{3q-2q'}}(\mathbb{R}^3)} \leq K(q')E(v)^{\frac{1}{q'}},
\]
for any $1 < q' < \frac{5}{2}$. Letting $q = \frac{5}{2}$, that is $\frac{1}{q} = \frac{1}{q'} + \frac{2}{5}$, this ends the proof of Lemma 2.15. \hfill \square

**Proof of Claim (2.65).** Claim (2.65) is a consequence of Theorem 2.2 applied to $L_\epsilon$. Indeed, we may check that $L_\epsilon$ satisfies the assumptions of Theorem 2.2, i.e. that the quantity
\[
M(L_\epsilon) \equiv \sup \left\{ \frac{3}{\prod_{j=1}^{3} \left| \xi_j \right|^{\alpha+k_j}} \left| \partial_1^{k_1} \partial_2^{k_2} \partial_3^{k_3} L_\epsilon(\xi) \right|, \xi \in \mathbb{R}^3, (k_1, k_2, k_3) \in \{0, 1\}^3, k_1 + k_2 + k_3 \leq 3 \right\},
\]
is finite for some suitable choice of $\alpha$. This follows from the next computation of some derivatives of $L_\epsilon$,
\[
\partial_j L_\epsilon(\xi) = \frac{2\xi_j}{\left( |\xi|^4 + 2|\xi|^2 - c^2\xi_1^2 \right)^2} \left( -|\xi|^4 - c^2\xi_1^2 + c^2\delta_{1,j}|\xi|^2 \right), \tag{2.66}
\]
for any $1 \leq j \leq 3$,
\[
\partial_{jk}^2 L_\epsilon(\xi) = \frac{4\xi_j \xi_k}{\left( |\xi|^4 + 2|\xi|^2 - c^2\xi_1^2 \right)^3} \left( 2|\xi|^6 + c^2(6\xi_1^2)|\xi|^2 + 4\xi_1^2 - (\delta_{1,j} + \delta_{1,k})(3|\xi|^4 + 2|\xi|^2 + c^2\xi_1^2) \right), \tag{2.67}
\]
for any $1 \leq j \neq k \leq 3$, and
\[
\partial_{123}^3 L_\epsilon(\xi) = \frac{16\xi_1 \xi_2 \xi_3}{\left( |\xi|^4 + 2|\xi|^2 - c^2\xi_1^2 \right)^4} \left( -3|\xi|^8 + c^2(6|\xi|^6 - 18\xi_1^2|\xi|^4 + 8|\xi|^4 + 6(c^2 - 4)\xi_1^2|\xi|^2 - 3c^2\xi_1^4 + 4|\xi|^2 + 4c^2\xi_1^2 - 12\xi_1^2 \right), \tag{2.68}
\]
Considering some multi-index $(k_1, k_2, k_3) \in \{0, 1\}^3$ such that $k_1 + k_2 + k_3 \leq 3$, it follows from (2.57), (2.66), (2.67) and (2.68), and the fact that $0 \leq c \leq \sqrt{2}$, that there exists some universal constant $K$ such that, for any $|\xi| \geq 1$,
\[
\left| \frac{3}{\prod_{j=1}^{3} \left| \xi_j \right|^{\alpha+k_j}} \left| \partial_1^{k_1} \partial_2^{k_2} \partial_3^{k_3} L_\epsilon(\xi) \right| \right| \leq K \frac{K}{|\xi|^2 - 3\alpha} \leq K, \tag{2.69}
\]
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provided \( \alpha \leq \frac{2}{3} \). On the other hand, if \(|\xi| \leq 1\), we deduce from (2.57), (2.66), (2.67) and (2.68), that there exists some universal constant \( K \) such that

\[
|\partial_1^{k_1}\partial_2^{k_2}\partial_3^{k_3}L_{c}(\xi)| \leq K \frac{|\xi|^{k_1}|\xi|^{k_2}|\xi|^{k_3}}{(|\xi|^4 + 2|\xi|^2 - c^2\xi^2)^{(1+k_1+k_2+k_3)}} (1 - k_1)|\xi|^2 + k_1(|\xi|^4 + 2|\xi|^2 - c^2\xi^2)^\alpha).
\]

Therefore, denoting \( \xi = \rho \sigma \) where \( \rho \geq 0 \) and \( \sigma = (\sigma_1, \sigma_\perp) \in \mathbb{S}^{N-1} \), we are led to

\[
\prod_{j=1}^{3} |\xi_j|^{\alpha+k_j} |\partial_1^{k_1}\partial_2^{k_2}\partial_3^{k_3}L_{c}(\xi)| \leq K \frac{\rho^{2(1+k_2+k_3)+3\alpha}|\sigma_\perp|^{2(\alpha+k_2+k_3)}}{\rho^{2(1+k_2+k_3)}(\rho^2 + 2|\sigma_\perp|^2)^{(1+k_2+k_3)}} \leq K \max\{\rho, |\sigma_\perp|\}^{5\alpha - 2} \leq K,
\]

provided that \( \alpha \geq \frac{2}{3} \). Using (2.66) and (2.70), and choosing \( \alpha = \frac{2}{5} \), the quantity \( M(L_c) \) is bounded by some constant \( K \) not depending on \( \varepsilon \), so that, by Theorem 2.2, \( L_c \) is a multiplier from \( L^q(\mathbb{R}^3) \) to \( L^{\frac{2q}{2q-1}}(\mathbb{R}^3) \) for any \( 1 < q < \frac{5}{2} \). Hence, inequality (2.65) follows from (2.30) and (2.31).

We will use the following consequence.

**Corollary 2.4.** There exists some constants \( K > 0 \) and \( \alpha > 0 \) such that

\[
\|1 - |v|\|_{L^\infty(\mathbb{R}^3)} \geq \frac{K}{E(v)^\alpha}.
\]

**Proof.** If \( \|1 - |v|\|_{L^\infty(\mathbb{R}^3)} \geq \frac{1}{2} \), then we are done in view of Lemma 2.14, for \( K = \frac{6^\alpha}{4} \) and any \( \alpha > 0 \). Therefore, we may assume \( \|1 - |v|\|_{L^\infty(\mathbb{R}^3)} \leq \frac{1}{2} \). In that case, using Lemmas 2.9 and 2.13, and the fact that \( 0 \leq c \leq \sqrt{2} \), we write for any \( \frac{5}{3} < q < 2 \),

\[
E(v) \leq 7c^2\|\eta\|_{L^2(\mathbb{R}^3)}^2 \leq 14\|\eta\|_{L^4(\mathbb{R}^3)}^q\|\eta\|_{L^\infty(\mathbb{R}^3)}^{2-q} \leq K(q)\|\eta\|_{L^\infty(\mathbb{R}^3)}^{2-q} E(v)^{1+\frac{2q}{2-q}}.
\]

Hence,

\[
\|1 - |v|\|_{L^\infty(\mathbb{R}^3)} \geq \frac{1}{1 + \|\|\|_{L^\infty(\mathbb{R}^3)}} \geq \frac{2}{5} \frac{\|\eta\|_{L^\infty(\mathbb{R}^3)}}{E(v)^{\frac{2q}{2-q}}} \geq \frac{K(q)}{E(v)^{\frac{2q}{2-q}}}.
\]

We conclude, choosing for instance \( q = \frac{7}{4} \) and \( \alpha = \frac{14}{5} \). \( \square \)

Combining the previous result with Lemma 2.2, we obtain the following bound for \( \varepsilon(v) \).

**Lemma 2.16.** Let \( v \) be a finite energy solution to (1.1) on \( \mathbb{R}^3 \), such that \( \Sigma(v) > 0 \). Then, there exists some constant \( K(c) \) depending only on \( c \), and some universal constant \( \alpha > 0 \), such that

\[
\varepsilon(v)p(v) \geq \frac{K(c)}{E(v)^{8\alpha + 1}}.
\]

**Proof.** In view of Lemma 2.6, we have

\[
\lambda\varepsilon(v)p(v) + \frac{E(v)}{\lambda} \geq K(c)\|\eta\|_{L^\infty(\mathbb{R}^3)}^4 \geq \frac{K(c)}{E(v)^{4\alpha}}, \forall \lambda > 0,
\]

where we have made use of Corollary 2.4 for the last inequality. The choice \( \lambda = \frac{2E(v)^{4\alpha + 1}}{K(c)} \) yields the desired result. \( \square \)
3 Properties of the function $E_{\min}(p)$

The main purpose of this section is to provide the proofs to Theorem 4, Lemma 3, and Lemma 4, as well as the proof of Theorem 3.

3.1 Proof of Theorem 4

We begin this subsection with a number of elementary observations.

**Lemma 3.1.** For $N = 2$ and $N = 3$, we have the inclusion $W(\mathbb{R}^N) \subset \mathcal{E}(\mathbb{R}^N)$. Moreover, the functions $E$ and $p$ are continuous on $W(\mathbb{R}^N)$.

**Proof.** Concerning the momentum $p$, we have already seen that, in view of (1.3) and Hölder’s inequality, it is well-defined and continuous on $W(\mathbb{R}^N)$. For the energy $E$, we start with the identity

$$(1 - |1 + w|^2)^2 = 4\text{Re}(w)^2 + 4\text{Re}(w)|w|^2 + |w|^4,$$

for any $w \in V(\mathbb{R}^N)$, so that

$$(1 - |1 + w|^2)^2 \leq 8\text{Re}(w)^2 + 4\text{Re}(w)^4 + 4\text{Im}(w)^4,$$

and the l.h.s of this identity belongs to $L^1(\mathbb{R}^N)$, whenever $w$ belongs to $V(\mathbb{R}^N)$. Hence, $W(\mathbb{R}^N)$ is included in $\mathcal{E}(\mathbb{R}^N)$, and the $L^1$-norm of the l.h.s of (3.1) being continuous on $V(\mathbb{R}^N)$, $E$ is also continuous in $W(\mathbb{R}^N)$. \hfill \square

**Lemma 3.2.** Assume $N = 2$ or $N = 3$ and let $v = 1 + w$ be in $W(\mathbb{R}^N)$. There exists a sequence of maps $(w_n)_{n \in \mathbb{N}}$ in $C_c^\infty(\mathbb{R}^N)$ such that $w_n \to w$ in $V(\mathbb{R}^N)$, as $n \to +\infty$,

$$p(v_n) = p(v), \text{ and } E(v_n) \to E(v), \text{ as } n \to +\infty.$$ \hfill (3.2)

In particular, given any $p \geq 0$, there exists a sequence of maps $(w_n)_{n \in \mathbb{N}}$ in $C_c^\infty(\mathbb{R}^N)$ such that

$$p(1 + w_n) = p, \text{ and } E(1 + w_n) \to E_{\min}(p), \text{ as } n \to +\infty,$$

so that

$$E_{\min}(p) = \inf\{E(1 + v), v \in C_c^\infty(\mathbb{R}^N), p(1 + v) = p\}. \hfill (3.3)$$

**Proof.** In view of continuity properties stated in Lemma 3.1 and the density of $C_c^\infty(\mathbb{R}^N)$ into $V(\mathbb{R}^N)$, given any $w \in V(\mathbb{R}^N)$, there exists a sequence of maps $(\tilde{w}_n)_{n \in \mathbb{N}}$ such that

$$p(\tilde{v}_n) \to p(v), \text{ and } E(\tilde{v}_n) \to E(v), \text{ as } n \to +\infty,$$

where we have set $\tilde{v}_n = 1 + \tilde{w}_n$, and $v = 1 + w$. In order to prove the first assertion, we distinguish two cases. First, if $p(v) \neq 0$, then we may assume without loss of generality that $p(v) > 0$, so that by continuity, we have $p(\tilde{v}_n) > 0$, for $n$ sufficiently large. In this case, we set

$$w_n = \sqrt{\frac{p(v)}{p(\tilde{v}_n)}} \tilde{w}_n, \text{ and } v_n = 1 + w_n,$$

so that $p(v_n) = p(v)$, whereas $w_n \to w$ in $V(\mathbb{R}^N)$, as $n \to +\infty$, which yields the conclusion.

The case $p(v) = 0$ (which is actually not the most relevant one for our discussion) is treated by an approximation argument. Indeed, in this case, we may assume that $p(\tilde{v}_n) \neq 0$ for $n$ sufficiently large (otherwise, up to a subsequence, the conclusion holds for $w_n = \tilde{w}_n$). For given $\delta > 0$, we may construct (see Lemma 3.3 below) a map $f_\delta \in C_c^\infty(\mathbb{R}^N)$ such that $p(1 + f_\delta) = \delta$, $E(1 + f_\delta) \leq 2|\delta|$ and $\|f_\delta\|_{V(\mathbb{R}^N)} \leq K\sqrt{|\delta|}$ for some universal constant $K$. Denoting $f_\delta(x_1, x_\perp) = f_\delta(-x_1, x_\perp)$,
this construction is also possible for any $\delta < 0$. We then consider the map $w_n = \tilde{w}_n + f_{\delta_n}(-a_n)$, where $\delta_n = -p(1 + \tilde{w}_n) \to 0$, as $n \to +\infty$, and the point $a_n \in \mathbb{R}^N$ is chosen sufficiently large so that the supports of $\tilde{w}_n$ and $f_{\delta_n}(-a_n)$ do not intersect. Denoting $v_n = 1 + w_n$, we have $p(v_n) = p(\tilde{w}_n) + p(f_{\delta_n}) = 0$, $|E(v_n) - E(v)| \leq |E(\tilde{v}_n) - E(v)| + |E(1 + f_{\delta_n})| \to 0$, and $\|w_n - w\|_{V(\mathbb{R}^N)} \leq \|\tilde{w}_n - w\|_{V(\mathbb{R}^N)} + \|f_{\delta_n}\|_{V(\mathbb{R}^N)} \to 0$, as $n \to +\infty$, which completes the proof of the first assertion.

The two last assertions follow, once it is proved that

$$\Gamma^N(p) = \{ w \in W'(\mathbb{R}^N), \text{ s.t. } p(w) = p \}$$

is not empty. This is again a consequence of Lemma 3.3 below.

As a rather direct consequence of Lemma 3.2, we have

**Corollary 3.1.** Let $p > 0$. Then,

$$\limsup_{n \to +\infty} E_{\min}^n(p) \leq E_{\min}(p).$$

**Proof.** In view of identity \(3.2\), given any $\delta > 0$, there exists a map $v = 1 + w \in \{1\} + C_c^\infty(\mathbb{R}^N)$ such that

$$E_{\min}(p) \leq E(v) \leq E_{\min}(p) + \delta, \text{ and } p(v) = p.$$

Since $w$ has compact support in some ball $B(0, R)$, for some radius $R > 0$, the restriction of $w$ to the set $\Omega^N_n$ vanishes on the boundary $\partial \Omega^N_n$, provided $\pi n > R$, and hence defines a map in $H^1(T^N_n)$. Adding to $w$ the constant function $1$, we have similarly $v \in H^1(T^N_n, \mathbb{C})$. Moreover, in the two-dimensional case, if $n \geq (\frac{\delta}{\pi})^\frac{4}{3}$, then $w \in S^0_n$ (see definition (4.14) in Subsection 4.2 below). This implies

$$E(v) \geq E_{\min}^n(p), \forall n \geq \left(\frac{R}{\pi}\right)^\frac{4}{3}.$$

Hence,

$$E_{\min}(p) \leq E_{\min}(p) + \delta,$$

and the conclusion follows letting $\delta$ tends to zero.

Next, we have

**Lemma 3.3.** Let $N \geq 2$ and $s > 0$ be given. There exists a sequence of non-constant maps $(\gamma_n)_{n \in \mathbb{N}}$ in $\{1\} + C_c^\infty(\mathbb{R}^N)$ such that

$$p(\gamma_n) = s, \|\gamma_n\|_{W(\mathbb{R}^N)} \leq K \sqrt{s}, \text{ and } E(\gamma_n) \to \sqrt{2s}, \text{ as } n \to +\infty,$$

where $K$ is some universal constant. In particular, $E_{\min}(p) \leq \sqrt{2p}$, for any $p \geq 0$, and the map $p \mapsto \Xi(p)$ is non-negative.

**Proof.** Recall that if $v = \varphi \exp i \varphi \in \{1\} + C_c^\infty(\mathbb{R}^N)$, then the energy and momentum write

$$E(v) = \frac{1}{2} \int_{\mathbb{R}^N} (|\nabla \varphi|^2 + |\nabla \varphi|^2 + \frac{\eta^2}{2}) - \frac{1}{2} \int_{\mathbb{R}^N} \eta|\nabla \varphi|^2, \text{ and } p(v) = \frac{1}{2} \int_{\mathbb{R}^N} \eta \partial_{\varphi} \varphi.$$

As mentioned in the introduction, if one keeps only the quadratic terms, minimizing the energy for fixed momentum amounts to have $\sqrt{2} \partial_{\varphi} \varphi \simeq \eta$. For this simplified problem, the infimum is not achieved, and for minimizing sequences, transverse derivatives tend to zero, as well as the modulus. In view of this observation, we take an arbitrary map $\varphi \in \mathbb{C}_c^\infty(\mathbb{R}^N)$, and we construct by scaling and multiplication by a scalar a sequence which has the properties announced in the
statements of Lemma 3.3. Inspired by the scaling (1.11), we introduce three parameters $\alpha > 1$, $\lambda > 1$ and $0 < \mu < 1$, and consider the map $\Gamma = \rho \exp \Phi$, where the phase $\Phi$ is given by $\Phi(x) = \sqrt{2}\mu \varphi(\frac{\rho x}{\lambda}, \frac{\rho|\rho|}{\mu})$ and the modulus $\rho$ by $\rho(x) = 1 - \frac{\mu}{\lambda} \partial_1 \varphi(\frac{\rho x}{\lambda}, \frac{\rho|\rho|}{\mu})$. Notice in particular that, if $\mu \to 0$ and $\lambda \to +\infty$, then

$$\sqrt{2} \partial_1 \Phi = 2(1 - \rho) \simeq 1 - \rho^2 \equiv \eta,$$

and that the transverse derivatives are of lower order. Next, we compute

$$\int_{\mathbb{R}^N} |\partial_1 \Gamma|^2 = \mu^2 \lambda^{(N-1)\alpha - 1} \left( 2 \int_{\mathbb{R}^N} \left( 1 - \frac{\mu}{\lambda} \partial_1 \varphi \right)^2 (\partial_1 \varphi)^2 + \frac{1}{\lambda^2} \int_{\mathbb{R}^N} (\partial_1^2 \varphi)^2 \right),$$

$$\int_{\mathbb{R}^N} |\nabla ⊥ \Gamma|^2 = \mu^2 \lambda^{(N-3)\alpha + 1} \left( 2 \int_{\mathbb{R}^N} \left( 1 - \frac{\mu}{\lambda} \partial_1 \varphi \right)^2 |\nabla ⊥ \varphi|^2 + \frac{1}{\lambda^2} \int_{\mathbb{R}^N} |\nabla ⊥ \partial_1 \varphi|^2 \right),$$

$$\frac{1}{4} \int_{\mathbb{R}^N} \eta^2 = \mu^2 \lambda^{(N-1)\alpha - 1} \int_{\mathbb{R}^N} \left( 1 - \frac{\mu}{2\lambda} \partial_1 \varphi \right)^2 (\partial_1 \varphi)^2,$$

whereas

$$p(\Gamma) = \sqrt{2} \mu^2 \lambda^{(N-1)\alpha - 1} \int_{\mathbb{R}^N} \left( 1 - \frac{\mu}{2\lambda} \partial_1 \varphi \right) (\partial_1 \varphi)^2.$$ (3.3)

For given $n \in \mathbb{N}$, we choose $\lambda = n$, and determine the parameter $\mu$ so that $p(\Gamma) = s$. In particular, this choice leads to

$$\mu \simeq \frac{\sqrt{5}}{2^\frac{1}{2}} \|\partial_1 \varphi\|_{L^2(\mathbb{R}^N)} n^{\frac{1-(N-1)\alpha}{2}},$$

so that $\mu \to 0$ and $\frac{\mu}{\lambda} \to 0$, as $n \to +\infty$. In view of (3.3) and (3.4), choosing $\gamma_n = \Gamma$ (with the particular choices of $\lambda$ and $\mu$ above), we are led to

$$p(\gamma_n) = s,$$

and $E(\gamma_n) \sim 2 \mu^2 \lambda^{(N-1)\alpha - 1} \int_{\mathbb{R}^N} (\partial_1 \varphi)^2 \sim \sqrt{2} s$, as $n \to +\infty$, for any $\alpha > 1$. In order to complete the proof of Lemma 3.3, we now turn to the norm of the function $\gamma_n$ in $W(\mathbb{R}^N)$. Using the fact that $\frac{\mu}{\lambda} \to 0$, as $n \to +\infty$, we compute

$$|\text{Re}(\gamma_n) - 1| \leq K_\varphi(|\rho - 1| + \Phi^2),$$

$$|\text{Im}(\gamma_n)| \leq K_\varphi|\Phi|,$$

$$|\nabla \text{Re}(\gamma_n)| \leq K_\varphi(|\nabla|\rho| + |\Phi||\nabla\Phi|),$$

where $K_\varphi$ is some constant possibly depending on $\varphi$, but not on $\alpha$ and $n$. Hence, we are led to

$$\int_{\mathbb{R}^N} |\text{Re}(\gamma_n) - 1|^2 \leq K_\varphi \mu^2 \lambda^{(N-1)\alpha - 1} \left( \int_{\mathbb{R}^N} (\partial_1 \varphi)^2 + \mu^2 \lambda^2 \int_{\mathbb{R}^N} \varphi^4 \right),$$

$$\int_{\mathbb{R}^N} |\text{Im}(\gamma_n)|^4 \leq K_\varphi \mu^4 \lambda^{(N-3)\alpha + 1} \int_{\mathbb{R}^N} \varphi^4,$$

$$\int_{\mathbb{R}^N} |\partial_1 \text{Re}(\gamma_n)|^\frac{4}{N-1} \leq K_\varphi \mu^\frac{4}{N-1} \lambda^{(N-3)\alpha - \frac{2}{N-1}} \left( \int_{\mathbb{R}^N} (\partial_1^2 \varphi)^\frac{4}{N-1} + \mu^\frac{4}{N-1} \lambda^\frac{4}{N-1} \int_{\mathbb{R}^N} |\varphi|^\frac{4}{N} |\partial_1 \varphi|^\frac{4}{N} \right),$$

$$\int_{\mathbb{R}^N} |\nabla ⊥ \text{Re}(\gamma_n)|^\frac{4}{N-1} \leq K_\varphi \mu^\frac{4}{N-1} \lambda^{(N-3)\alpha - \frac{2}{N-1}} \left( \int_{\mathbb{R}^N} |\nabla ⊥ \partial_1 \varphi|^\frac{4}{N} + \mu^\frac{4}{N-1} \lambda^\frac{4}{N-1} \int_{\mathbb{R}^N} |\varphi|^\frac{4}{N} |\nabla ⊥ \varphi|^\frac{4}{N} \right),$$

so that, assuming that $\alpha = \frac{3}{N-1}$,

$$\|\gamma_n\|_{W(\mathbb{R}^N)} \sim K_\varphi \sqrt{s},$$

as $n \to +\infty$.

This concludes the proof of Lemma 3.3. Indeed, the last assertions of this lemma are direct consequences of the definitions (1.2) and (1.17) of $E_{\text{min}}$ and $\Xi$. □
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Lemma 3.4. We have, for any \( p, q \geq 0, \)
\[
|E_{\min}(p) - E_{\min}(q)| \leq \sqrt{2}|p - q|. \tag{3.5}
\]
In particular the function \( p \mapsto E_{\min}(p) \) is Lipschitz continuous on \( \mathbb{R}_+ \), with Lipschitz’s constant \( \sqrt{2} \), and the function \( p \mapsto \Xi(p) \) is non-negative, non-decreasing and continuous on \( \mathbb{R}_+ \).

**Proof.** We may assume without loss of generality that \( q \geq p \). We show first that
\[
E_{\min}(q) \leq E_{\min}(p) + \sqrt{2}(q - p). \tag{3.6}
\]
For that purpose, let \( \delta > 0 \) be given, and consider a map \( v_\delta = 1 + w_\delta \), where \( w_\delta \in C_c^\infty(\mathbb{R}^N) \), such that
\[
p(v_\delta) = p, \text{ and } E(v_\delta) \leq E_{\min}(p) + \frac{\delta}{2}.
\]
The existence of such a map \( v_\delta \) follows from identity (3.2) in Lemma 3.2. Set \( s = q - p \) and let \( f_\delta \) be in \( C_c^\infty(\mathbb{R}^N) \) such that \( p(1 + f_\delta) = s \), and \( E(1 + f_\delta) \leq \sqrt{2}s + \frac{\delta}{2} \). The existence of such a map \( f_\delta \) follows from Lemma 3.3. We set
\[
v = 1 + w_\delta + f_\delta(\cdot - a_\delta),
\]
where \( a_\delta \in \mathbb{R}^N \) is chosen so that the support of \( w_\delta \) and \( f_\delta(\cdot - a_\delta) \) do not intersect. In particular, we have
\[
E(v) = E(v_\delta) + E(1 + f_\delta), \text{ and } p(v) = p(v_\delta) + p(1 + f_\delta) = p + s = q.
\]
It follows that
\[
E_{\min}(q) \leq E(v) = E(v_\delta) + \sqrt{2}s + \frac{\delta}{2} \leq E_{\min}(p) + \sqrt{2}(q - p) + \delta,
\]
which yields (3.6) in the limit \( \delta \to 0 \). Next we turn to the inequality
\[
E_{\min}(p) \leq E_{\min}(q) + \sqrt{2}(q - p). \tag{3.7}
\]
We similarly consider a map \( \tilde{v}_\delta = 1 + \tilde{w}_\delta \), where \( \tilde{w}_\delta \in C_c^\infty(\mathbb{R}^N) \), such that
\[
p(\tilde{v}_\delta) = q, \text{ and } E(\tilde{v}_\delta) \leq E_{\min}(q) + \frac{\delta}{2}.
\]
We set
\[
\tilde{v} = 1 + \tilde{w}_\delta + \tilde{f}_\delta(\cdot - b_\delta),
\]
where the map \( \tilde{f}_\delta \) is defined as in the proof of Lemma 3.2, and where \( b_\delta \) is chosen so that the support of \( \tilde{w}_\delta \) and \( \tilde{f}_\delta(\cdot - b_\delta) \) do not intersect. Notice that we have
\[
E(1 + \tilde{f}_\delta(\cdot - b_\delta)) = E(1 + f_\delta) \leq \sqrt{2}s + \frac{\delta}{2}
\]
and
\[
p(1 + \tilde{f}_\delta(\cdot - b_\delta)) = -p(1 + f_\delta) = -s,
\]
so that \( p(\tilde{v}) = p(\tilde{v}_\delta) - s = p \). Hence we have
\[
E_{\min}(p) \leq E(\tilde{v}) = E(\tilde{v}_\delta) + E(1 + \tilde{f}_\delta(\cdot - b_\delta)) \leq E_{\min}(q) + \sqrt{2}s + \delta,
\]
and the conclusion (3.7) follows letting \( \delta \) tends to 0. This completes the proof of Lemma 3.4, the last assertion being a consequence of (3.5).
\[\square\]
Lemma 3.5. Let \( p, q \geq 0 \). Then,

\[
E_{\min}\left(\frac{p + q}{2}\right) \geq \frac{E_{\min}(p) + E_{\min}(q)}{2}.
\]

Proof. The main idea is to construct comparison maps using a reflexion argument. For that purpose, for a map \( f \in W(\mathbb{R}^N) \), and \( a \in \mathbb{R} \), we consider the map \( T_a^\pm f \) defined by \( T_a^\pm f = f \circ P_a^\pm \), where \( P_a^+ \) (resp. \( P_a^- \)) restricted to the set \( \Gamma_a^+ = \{ x = (x_1, \ldots, x_N) \in \mathbb{R}^N, x_N \geq a \} \) (resp. the set \( \Gamma_a^- = \{ x = (x_1, \ldots, x_N) \in \mathbb{R}^N, x_N \leq a \} \)) is the identity, whereas its restriction to the set \( \Gamma_a^- \) (resp. \( \Gamma_a^+ \)) is the symmetry with respect to the hyperplane of equation \( x_n = a \). In coordinates, this reads as

\[
T_a^+(x_1, \ldots, x_N) = f(x_1, \ldots, x_N) \text{ if } x_N \geq a,
\]

\[
T_a^+(x_1, \ldots, x_N) = f(x_1, \ldots, 2a - x_N) \text{ if } x_N \leq a.
\]

One similarly defines \( T_a^- f \), reversing the inequalities at the end of each line. We verify that \( T_a^\pm f \) belongs to \( W(\mathbb{R}^N) \), and that

\[
E(T_a^\pm f) = 2E(f, \Gamma_a^\pm), \quad \text{and} \quad p(T_a^\pm f) = 2\left(\frac{1}{2} \int_{\Gamma_a^\pm} \langle i\partial_1 f, f - 1 \rangle \right). \tag{3.8}
\]

We also notice that the function \( a \mapsto p(T_a^+ f) \) is continuous and, by Lebesgue’s theorem, tends to zero, as \( a \to +\infty \), and to \( 2p(f) \), as \( a \to -\infty \). Therefore, it follows by continuity that, for every \( \alpha \in (0, p(f)) \), there exists a number \( a \in \mathbb{R} \) such that

\[
p(T_a^+ f) = 2\alpha, \quad \text{and} \quad p(T_a^- f) = 2(p(f) - \alpha). \tag{3.9}
\]

Next, we consider, for any \( p, q \geq 0 \) and any \( \delta > 0 \), a map \( v \in W(\mathbb{R}^N) \) such that

\[
p(v) = \frac{p + q}{2}, \quad \text{and} \quad E(v) \leq E_{\min}\left(\frac{p + q}{2}\right) + \delta/2.
\]

Invoking (3.9) for \( f = v \) and \( \alpha = \frac{\delta}{2} \), we may find some \( a \in \mathbb{R} \) such that

\[
p(T_a^+ v) = p, \quad \text{and} \quad p(T_a^- v) = q.
\]

It then follows from (3.8) that

\[
E_{\min}(p) \leq E(T_a^+ v) \leq 2E(v, \Gamma_a^+),
\]

and

\[
E_{\min}(q) \leq E(T_a^- v) \leq 2E(v, \Gamma_a^-).
\]

Adding these relations, we obtain

\[
E_{\min}(p) + E_{\min}(q) \leq 2E(v, \Gamma_a^-) + 2E(v, \Gamma_a^+) = 2E(v) \leq 2E_{\min}\left(\frac{p + q}{2}\right) + \delta.
\]

The conclusion follows, letting \( \delta \) tends to 0. \( \square \)

Corollary 3.2. The function \( p \mapsto E_{\min}(p) \) is concave and non-decreasing on \( \mathbb{R}_+ \).

Proof. Continuous functions \( f \) satisfying the inequality

\[
f\left(\frac{p + q}{2}\right) \geq \frac{f(p) + f(q)}{2}
\]

are concave. Similarly, concave non-negative functions on \( \mathbb{R}_+ \) are non-decreasing, so that, in view of Lemmas 3.4 and 3.5, \( E_{\min} \) is concave and non-decreasing on \( \mathbb{R}_+ \). \( \square \)
Proof of Theorem 4 completed. Combining Lemma 3.4 and Corollary 3.2, all the statements in Theorem 4 are proved, except the fact that \( \Xi(p) \) tends to \(+\infty\), as \( p \to +\infty \) (the existence of \( p_0 \) being a consequence of the properties of \( \Xi \)). This fact is a direct consequence of the vortex solutions constructed in dimension two in \([4]\), and of the vortex ring solutions constructed in dimension three in \([3, 8]\). As a matter of fact, these results show that

\[
E_{\text{min}}(p) \leq 2\pi \ln(p) + K, \quad \text{as} \quad p \to +\infty,
\]

in case \( N = 2 \), respectively

\[
E_{\text{min}}(p) \sim \pi \sqrt{p} \ln(p), \quad \text{as} \quad p \to +\infty,
\]

in case \( N = 3 \), so that \( \Xi(p) \sim \sqrt{2p} \), as \( p \to +\infty \).

Remark 3.1. We actually believe that the arguments in \([4]\) might lead to the estimate

\[
E_{\text{min}}(p) \sim 2\pi \ln(p), \quad \text{as} \quad p \to +\infty.
\]

3.2 Proof of Lemma 1

Let \( p > 0 \) be given, and assume that \( E_{\text{min}} \) is achieved by a solution \( u = u_p \) of (TWc) of speed \( c = c(u_p) \). Equation (TWc), which is the Euler-Lagrange equation for the constrained minimization problem \( E_{\text{min}} \), may be recast in a more abstract form as

\[
ccd p(u_p) = dE(u_p),
\]

where \( dp \) and \( dE \) denote the Fréchet differentials of \( p \) and \( E \) given, for any \( \psi \in C^\infty_c(\mathbb{R}^N) \), by

\[
 dp(u_p)(\psi) = \int_{\mathbb{R}^N} (i\partial_1 u_p, \psi), \quad \text{and} \quad dE(u_p)(\psi) = -\int_{\mathbb{R}^N} (\Delta u_p + u_p (1 - |u_p|^2), \psi).
\]

We claim that \( dp(u_p) \neq 0 \). Indeed, if we take formally \( \psi_0 = u_p - 1 \), then \( dp(u_p)(\psi_0) = 2p \neq 0 \). By density of smooth functions with compact support in \( V(\mathbb{R}^N) \), the claim follows. Let therefore \( \psi_1 \) be a function in \( C^\infty_c(\mathbb{R}^N) \) such that

\[
 dp(u_p)(\psi_1) = 1.
\]

We consider the curve \( \gamma : \mathbb{R} \mapsto W(\mathbb{R}^N) \) defined by \( \gamma(t) = u_p + t\psi_1 \). Since the functions \( E \) and \( p \) are smooth on \( W(\mathbb{R}^N) \), we have

\[
p(\gamma(t)) = p + s, \quad \text{where} \quad s = t + p(\psi_1)t^2,
\]

\[
E(\gamma(t)) = E_{\text{min}}(p) + ct + O(t^2),
\]

so that

\[
E_{\text{min}}(p + s) - E_{\text{min}}(p) \leq E(\gamma(t)) - E_{\text{min}}(p) \leq cs + O(s^2).
\]

Conclusion (1.19) follows, letting \( s \to 0^\pm \).
3.3 Proof of Lemma 3.6

We consider in this subsection two numbers 0 \leq p_1 < p_2 and assume throughout this section that \( E_{\min} \) is affine on the interval \((p_1, p_2)\) that is

\[
E_{\min}(\theta p_1 + (1 - \theta)p_2) = \theta E_{\min}(p_1) + (1 - \theta)E_{\min}(p_2), \forall \theta \in [0, 1].
\]

(3.12)

The first observation is

Lemma 3.6. Assume that assumption (3.12) holds and that, for some 0 \leq p_1 < p < p_2 the infimum \( E_{\min}(p) \) is achieved by some function \( u_p \). Then, we have

\[
c(u_p) = \frac{E_{\min}(p_2) - E_{\min}(p_1)}{p_2 - p_1}.
\]

Moreover, 0 < c(u_p) < \sqrt{2}.

Proof. Identity (3.13) is a direct consequence of Lemma 1. For the second statement, we first notice that, in view of (1.16), (3.13) and the monotonicity of \( E_{\min} \), we have the inequality 0 \leq c(u_p) \leq \sqrt{2}. Next, assuming that \( c(u_p) = 0 \), the concavity of \( E_{\min} \) ensures that

\[
0 \leq E_{\min}(q) \leq E_{\min}(p_1), \forall q \geq p_1,
\]

so that \( E_{\min} \) is bounded on \( \mathbb{R}_+ \), which leads to a contradiction with (3.10) or (3.11) according to the value of the dimension. On the other hand, assuming that \( c(u_p) = \sqrt{2} \), in view of the concavity of \( E_{\min} \), the left and right derivatives of \( E_{\min} \) are non-decreasing, so that, since they are bounded by \( \sqrt{2} \), they are equal to \( \sqrt{2} \) on \((0, p_2)\). By integration, we obtain that \( E_{\min}(p) = \sqrt{2}p \) on \((0, p_2)\), which yields a contradiction with Corollary 2.3.

Lemma 3.7. Assume that assumption (3.12) holds and that, for some 0 \leq p_1 < p < p_2, the infimum \( E_{\min}(p) \) is achieved by \( u_p \). Let \( s \) be such that \((p - s, p + s) \subset (p_1, p_2)\). Then, there exists some number \( a(s) \in \mathbb{R} \) such that

\[
E(T_{a(s)}^\pm u_p) = E_{\min}(p \pm s),\quad \text{and} \quad p(T_{a(s)}^\pm u_p) = p \pm s,
\]

so that \( E_{\min}(p \pm s) \) is achieved by \( T_{a(s)}^\pm u_p \). Moreover the map \( s \mapsto a(s) \) is decreasing.

Proof. We proceed as in Lemma 3.3. In view of (3.9), we choose the value \( a(s) \) so that

\[
p(T_{a(s)}^\pm u_p) = p \pm s,
\]

which yields a decreasing function \( s \mapsto a(s) \). It follows from (3.8) that

\[
E_{\min}(p \pm s) \leq E(T_{a(s)}^\pm u_p) = 2E(u_p, \Gamma_{a(s)}^\pm).
\]

(3.15)

Adding the relations for the + and − signs, we obtain

\[
E_{\min}(p - s) + E_{\min}(p + s) \leq 2E(u_p, \Gamma_{a(s)}^-) + 2E(u_p, \Gamma_{a(s)}^+) = 2E(u_p) = 2E_{\min}(p).
\]

On the other hand, by assumption (3.12), \( E_{\min}(p - s) + E_{\min}(p + s) = 2E(u_p) \), which is only possible if we have equality in (3.15), i.e. if we have identities (3.14).

Corollary 3.3. Assume that assumption (3.12) holds and that, for some 0 \leq p_1 < p < p_2, the infimum \( E_{\min}(p) \) is achieved by some map \( u_p \).

i) There exist real numbers \( a_1 \neq a_2 \), such that

\[
\partial_N u_p = 0, \quad \text{on} \quad \mathbb{R}^{N-1} \times (a_1, a_2).
\]

ii) The infimum \( E_{\min}(p) \) is achieved for some 0 \leq p_1 < p < p_2.
Proof. Since for every $s$ such that $(p - s, p + s) \subset (p_1, p_2)$, the infimum $E_{\min}(p \pm s)$ is achieved by $T_{a(s)}u_p$, the map $T_{a(s)}u_p$ solves $(\Gamma W_0)$ for some $c \geq 0$, and hence is smooth by Lemma 2.1. Since $T_{a(s)}u_p$ is obtained through a reflection of $u_p$ along the hyperplane of equation $x_n = a(s)$, $T_{a(s)}u_p$ is of class $C^1$ if and only if

$$\partial_N u_p = 0 \text{ on } \mathbb{R}^{N-1} \times \{a(s)\}.$$ 

The proof of statement i) follows letting $s$ varies. For statement ii), we notice that the infimum $E_{\min}(q)$ is achieved for every $q \in (p - s, p + s)$, where $s$ is such that $(p - s, p + s) \subset (p_1, p_2)$. The conclusion then follows from a continuity argument.

Proof of Lemma 3 completed. We assume (3.12), and for the sake of contradiction, that for some $0 \leq p_1 < p < p_2$, the infimum $E_{\min}(p)$ is achieved by some function $u_p$. In view of Lemma 3.6, we have $c < \sqrt{2}$. The analyticity of $u_p$, provided by Proposition 2.3 and Corollary 3.3 yields

$$\partial_N u_p = 0 \text{ on } \mathbb{R}^N,$$

so that $u_p$ does not depend on the variable $x_N$. In particular, the energy would be infinite, unless $u_p$ is constant, that is $p = 0$, which gives the desired conclusion.

3.4 Proof of Theorem 3

The proof of Theorem 3 readily follows the arguments of Lopes in [24], and involves, as in the quoted reference, symmetries with respect to hyperplanes. If $e$ is a unit vector in $\mathbb{R}^N$, and if $W_e$ denotes the orthogonal to $e$, i.e. $W_e = \langle e \rangle$, we consider, for any $a \in \mathbb{R}$, the affine hyperplane $V_{a,e} \equiv \{ae\} + W_e$ containing $ae$ and parallel to $W_e$. Let $S_{a,e}$ be the symmetry with respect to $V_{a,e}$. The main ingredient in the proof of Theorem 3 is

Lemma 3.8. Let $e$ be a unit vector such that $\langle e, e_1 \rangle = 0$, where $e_1$ is a unit vector on the $x_1$-axis. There exists a number $a \in \mathbb{R}$ such that $u_p$ is symmetric with respect to the hyperplane $V_{a,e}$, that is

$$u_p = u_p \circ S_{a,e}.$$ 

Proof. We may assume without loss of generality that $e = e_N$ is a unit vector on the $x_N$-axis and use the notations and results in the proof of Lemma 3.8. If follows from (3.3) applied to $\alpha = \frac{p}{\sqrt{2}}$, that there exists some $a \in \mathbb{R}$ such that

$$p(T_{a}^+ u_p) = p(T_{a}^- u_p) = 2\alpha = p.$$  \hspace{1cm} (3.16)

In view of (3.8), we have

$$E(T_{a}^+ u_p) = E(T_{a}^- u_p) = 2E(u_p, \Gamma_a^\pm),$$

so that by summation, we obtain

$$E(T_{a}^+ u_p) + E(T_{a}^- u_p) = 2E(u_p),$$

whereas by minimality of $u_p$ and (3.16), we have $E(T_{a}^+ u_p) \geq E(u_p)$. It follows that

$$E(T_{a}^+ u_p) = E(T_{a}^- u_p) = E(u_p) = E_{\min}(p),$$

so that $T_{a}^+ u_p$ and $T_{a}^- u_p$ are minimizers for $E_{\min}(p)$, hence solutions to $(\Gamma W_0)$ for some $c \geq 0$, and therefore real-analytic. Since they coincide with $u_p$ on $\Gamma_a^+$ (resp. $\Gamma_a^-$), they coincide everywhere, that is $u_p = T_{a}^+ u_p = T_{a}^- u_p$, which yields the desired conclusion.
**Remark 3.2.** An alternative approach would be to use a unique continuation principle for elliptic operators instead of analyticity.

*Proof of Theorem 3 completed.* In the two-dimensional case, Lemma 3.8 (with \( e = e_2 \)) already provides the proof, since in that case, it is sufficient to translate the origin to the point \( a = (0, a_2) \) to conclude. In dimension three, the argument is a little more involved. We first apply Lemma 3.8 with \( e = e_2 \), to find some number \( a_2 \) such that

\[
u = \nu \circ S_{a_2, e_2}.
\]

Next we consider some angle \( \alpha \in [0, \frac{\pi}{2}] \), and the unit vector \( e_\alpha = \cos(\alpha)e_2 + \sin(\alpha)e_3 \). Applying Lemma 3.8 with \( e_\alpha \), we find a number \( a_\alpha \) such that

\[
u = \nu \circ S_{a_\alpha, e_\alpha}.
\]

Notice that \( R_{2\alpha} = S_{a_\alpha, e_\alpha} \circ S_{a_2, e_2} \) is an affine rotation with axis \( D \) parallel to \( e_1 \), and angle \( 2\alpha \). In particular, if \( G \) denotes the group generated by the rotation \( R_{2\alpha} \), then

\[
u = \nu \circ g, \quad \forall g \in G.
\]

(3.17)

If \( \alpha \) is chosen so that \( \frac{\alpha}{\pi} \) is irrational, then \( 2\alpha\mathbb{Z} + 2\pi\mathbb{Z} \) is dense in \( \mathbb{R} \). In particular, denoting \( R_\beta \), the affine rotation with axis \( D \) and angle \( \beta \), there exists a sequence of rotations \( (g_n)_{n \in \mathbb{N}} \) in \( G \) such that

\[
R_n(x) \to R_\beta(x), \quad \text{as} \ n \to +\infty,
\]

for any \( x \in \mathbb{R}^3 \). Taking the limit \( n \to +\infty \) in (3.17), we are led to the identity \( \nu = \nu \circ R_\beta \), so that \( \nu \) is axisymmetric around axis \( D \). This completes the proof of Theorem 3 in dimension three.

### 3.5 An upper bound for \(E_{\min}(p)\) in dimension two

In this subsection, we prove

**Lemma 3.9.** Assume \( N = 2 \). There exists some universal constant \( K_0 \) such that we have the upper bound

\[
E_{\min}(p) \leq \sqrt{2p} - \frac{48\sqrt{2}}{S_{KP}^2} p^3 + K_0 p^4,
\]

(3.18)

for any \( p \) sufficiently small. Here, \( S_{KP} \) denotes the action \( S(w) \) of the ground-state solutions \( w \) to equation (1.10).

*Proof.* We construct a comparison map using the formal scaling given by (1.11). We start with a non-trivial solution \( w \) to equation (1.10), which is a scalar function, and construct phase and modulus for the comparison map. For that purpose, we recall that, by (1.11), \( w \) is a smooth function and belongs to \( L^q(\mathbb{R}^2) \) for any \( q > 1 \). Moreover, its gradient belongs to \( L^q(\mathbb{R}^2) \) for any \( q > 1 \) as well. Its Fourier transform satisfies the relation

\[
\hat{w}(\xi) = \frac{1}{2 |\xi|^2 + \xi_1^2} \hat{w}_1^2(\xi),
\]

(3.19)

As a consequence of (3.19), there exists a smooth function \( v \) which solves \( w = \partial_1 v \). Indeed, at least formally, the distribution \( v \) whose Fourier transform is given by

\[
\hat{v}(\xi) = \frac{i}{2 |\xi|^2 + \xi_1} \hat{w}_1^2(\xi),
\]

(3.20)
has the desired property. More precisely, the necessary properties of \( v \) can be deduced from properties of the kernel \( H_0 \) given by

\[
\widetilde{H}_0(\xi) = \frac{\xi_1}{|\xi|^2 + \xi_1^2}.
\]

First, we notice that, by Theorems 3 and 4 of [24], the kernel \( H_0 \) belongs to \( L^q(\mathbb{R}^2) \) for any \( 2 < q < +\infty \). Since the function \( w^2 \) as well as any of its derivatives is a smooth function in \( L^1(\mathbb{R}^2) \cap L^\infty(\mathbb{R}^2) \), the map \( v \) defined in (3.20) is also smooth and belongs to \( L^q(\mathbb{R}^2) \) for any \( q > 2 \), and then relations (3.19) and (3.20) yield as expected \( w = \partial_1 v \). We also deduce that the gradient of \( v \) belongs to \( L^q(\mathbb{R}^2) \) for any \( q > 1 \). Indeed, the first order partial derivatives of \( v \) are given by

\[
\partial_j \hat{v}(\xi) = \frac{1}{2} \frac{\xi_1 \xi_j}{|\xi|^2 + \xi_1^2} \hat{w}^2(\xi).
\]

By Propositions 1 and 2 of [24], the kernels \( H_j \) defined by

\[
\widetilde{H}_j(\xi) = \frac{\xi_1 \xi_j}{|\xi|^2 + \xi_1^2}
\]

belong to \( L^q(\mathbb{R}^2) \) for any \( 1 < q < 3 \), if \( j = 1 \), \( 1 < q < \frac{3}{2} \), otherwise. Since \( w^2 \) is in \( L^q(\mathbb{R}^2) \) for any \( q \geq 1 \), the function \( \nabla v \) does belong to \( L^q(\mathbb{R}^2) \) for any \( q > 1 \).

We are now in position to define a comparison map \( w_\epsilon \) making use of the formal scaling (1.11)

\[
w_\epsilon = \rho_\epsilon \exp i\varphi_\epsilon,
\]

where \( \rho_\epsilon \) and \( \varphi_\epsilon \) are the functions defined by

\[
\rho_\epsilon(x_1, x_2) = 1 - \frac{t\epsilon^2}{2} \left( \epsilon x_1, \frac{\epsilon^2}{\sqrt{2}} x_2 \right), \tag{3.22}
\]

and

\[
\varphi_\epsilon(x_1, x_2) = \frac{t\epsilon}{\sqrt{2}} \left( \epsilon x_1, \frac{\epsilon^2}{\sqrt{2}} x_2 \right). \tag{3.23}
\]

Here, \( t \) denotes some positive parameter to be fixed later, whereas the constant \( \epsilon \) is chosen so that the identity

\[
p = \frac{\epsilon}{\sqrt{2}} \int_{\mathbb{R}^2} w^2 \tag{3.24}
\]

holds. We claim that the map \( w_\epsilon \) belongs to \( W(\mathbb{R}^2) \). Indeed, the integrability properties for \( v \) and \( w \) first show that the functions \( \rho_\epsilon - 1, \nabla \rho_\epsilon \) and \( \nabla \varphi_\epsilon \) belong to \( L^q(\mathbb{R}^2) \) for any \( q > 1 \), whereas \( \varphi_\epsilon \) is in \( L^q(\mathbb{R}^2) \) for any \( q > 2 \). On the other hand, it follows from definitions (3.21), (3.22) and (3.23), and the boundedness of \( v \) and \( w \) that there exists some constant \( K > 0 \) such that

\[
|\text{Re}(w_\epsilon) - 1| = |\rho_\epsilon \cos(\varphi_\epsilon) - 1| \leq K (|\rho_\epsilon - 1| + \varphi_\epsilon^2), \quad |\text{Im}(w_\epsilon)| = |\rho_\epsilon \sin(\varphi_\epsilon)| \leq K |\varphi_\epsilon|,
\]

\[
|\nabla \text{Re}(w_\epsilon)| \leq K (|\nabla \rho_\epsilon| + |\varphi_\epsilon| |\nabla \varphi_\epsilon|), \quad |\nabla \text{Im}(w_\epsilon)| \leq K (|\nabla \varphi_\epsilon| + |\varphi_\epsilon| |\nabla \rho_\epsilon|),
\]

so that \( w_\epsilon \) does belong to \( W(\mathbb{R}^2) \).

The next step is to determine the value of the parameter \( t \) so that \( p(w_\epsilon) = p \). For that purpose, we compute the momentum of \( w_\epsilon \) making use of formula (1.14). This gives

\[
p(w_\epsilon) = \frac{\epsilon^2}{2} \int_{\mathbb{R}^2} w^2 - \frac{\epsilon^3}{8} \int_{\mathbb{R}^2} w^3. \tag{3.25}
\]
Therefore, there exists a positive number $t_p$ such that

$$p(w) = p.$$  

We expand $t_p$ using equations (3.24) and (3.25)

$$t_p = \frac{1}{6} + 18 \left( \frac{\int_{\mathbb{R}^2} w^3}{(\int_{\mathbb{R}^2} w^2)^{\frac{3}{2}}} \right) p^2 + O_p \left( p^4 \right).$$  

(3.26)

On the other hand, using definition (3.21) and formula (2.41), the value of $E(w)$ is given by

$$E(w) = t^2 \left( \left( \frac{\epsilon}{\sqrt{2}} \int_{\mathbb{R}^2} w^2 + \frac{\epsilon^3}{4\sqrt{2}} \int_{\mathbb{R}^2} \left( (\partial_1 w)^2 + (\partial_2 v)^2 \right) + \frac{\epsilon^5}{8\sqrt{2}} \int_{\mathbb{R}^2} (\partial_2 w)^2 \right) - t \left( \frac{3\epsilon^3}{4\sqrt{2}} \int_{\mathbb{R}^2} w^3 \right) 
\right. 
\left. + \frac{\epsilon^5}{4\sqrt{2}} \int_{\mathbb{R}^2} w \partial_2 v \right) + t^2 \left( \frac{5\epsilon^5}{32\sqrt{2}} \int_{\mathbb{R}^2} w^4 - \frac{\epsilon^7}{16\sqrt{2}} \int_{\mathbb{R}^2} w^2 (\partial_2 v)^2 \right) \right).$$

Since for $t = t_p$, $p(w) = p$, we may invoke the definition of $E_{\text{min}}(p)$ to conclude that there exists some constant $K > 0$ only depending on $w$ such that

$$E_{\text{min}}(p) \leq E(w) \leq \sqrt{2} p \left( 1 + A_2(w) p^2 \right) + K p^4.$$  

(3.27)

By (3.24) and (3.26), we are led to

$$E_{\text{min}}(p) \leq \sqrt{2} p \left( 1 + A_2(w) p^2 \right) + K p^4,$$

where the number $A_2(w)$ is given in view of (1.9), by

$$A_2(w) = 2592 \frac{E_{KP}(w)}{\left( \int_{\mathbb{R}^2} w^2 \right)^{\frac{3}{2}}}.$$  

In order to complete the proof of inequality (3.18), we optimize the value of the constant $A_2(w)$ with a suitable choice of the solution $w$ to equation (1.10). For this purpose, we first relate the coefficient $A_2(w)$ with the action $S(w)$ of the considered solution $w$. By (1.24), the following equalities hold

$$E_{KP}(w) = -\frac{1}{6} \int_{\mathbb{R}^2} w^2, \quad \text{and} \quad S(w) = \frac{1}{3} \int_{\mathbb{R}^2} w^2,$$  

(3.28)

so that

$$A_2(w) = - \frac{48}{S(w)^2}.$$  

Since $S(w) > 0$ by the second equation of (3.28), it remains to minimize the action $S(w)$ among all non-trivial solutions $w$ to equation (1.10). In view of the definition of ground states, the minimizer $S_{KP}$ is precisely the action of a ground-state solution to equation (1.10), so that the optimal inequality provided by (3.27) is exactly (3.18).
4 Properties of solutions on $T^N_n$

The purpose of this section is to present a number of results concerning solutions to (TWc) on the torus which are of presumably independent interest. Many of the results presented here have already been derived elsewhere (in particular in [3]), possibly in a slightly different form. In order to be self-consistent, we wish to give here a self-contained presentation. Since many of the results in this section are valid in higher dimensions, we consider more generally the torus $T^N_n$ in dimension $N$, and let $v = v_n^c$ be an arbitrary non-trivial solution to (TWc) on $T^N_n$.

As we have seen in the introduction, working on tori has a number of important advantages. The first one is that they are compact, allowing to establish quite easily existence of minimizing solutions. The second one is that the torus has some invariance by translation. Working on tori introduces however a number of small new difficulties. Some of them are related to the identification $T^N_n \simeq [-\pi n, \pi n]^N$, which we will clarify next, as well as we recall the notion of unfolding.

4.1 Working on tori

Working on tori presents a number of peculiarities which we would like to point out in this subsection. We begin with the usual definition $T^N_n = \mathbb{R}^N/(2\pi n\mathbb{Z})^N$ obtained by the identification $x \sim x'$ if and only if $x - x' \in (2\pi n\mathbb{Z})^N$. For $\alpha = (\alpha_1, \ldots, \alpha_N) \in \mathbb{R}^N$, the cube $C_\alpha \equiv \prod_{i=1}^N [-\pi n + \alpha_i, \pi n + \alpha_i]$ contains a unique element of each equivalence class ($C_\alpha$ is often termed a fundamental domain). It may therefore be identified with $T^N_n$. Given $\alpha \in \mathbb{R}^N$, the unfolding $\tau_\alpha$ of $T^N_n$ associated to $\alpha$ is by definition the one-to-one mapping

$$\tau_\alpha : T^N_n \longrightarrow \Omega^N_n \equiv [-\pi n, \pi n]^N,$$

$$p = [(x_1 + \alpha_1, \ldots, x_N + \alpha_N)] \longrightarrow (x_1, \ldots, x_N).$$

This corresponds to a translation of the origin in $\mathbb{R}^N$, and thus on the torus. For a given function $f$ defined on $T^N_n$, each unfolding $\tau_\alpha$ induces a $2\pi n$-periodic function $f_\alpha$ defined on $\Omega^N_n$.

In some computations (in particular, dealing with integration by parts for functions which are not necessarily all periodic), we will need to estimate boundary integrals. The following lemma provides a choice of a “good” unfolding of the torus, by averaging.

**Lemma 4.1.** Let $f$ be a $2\pi n$-periodic function of $L^1(\Omega^N_n)$, and let $A$ be a subset of $[-\pi n, \pi n]$. There exists some $\alpha_N$ in $[-\pi n, \pi n] \setminus A$ such that

$$\left| \int_{[-\pi n, \pi n]^{N-1} \times \{\alpha_N\}} f(x)dx \right| \leq \frac{1}{2\pi n - |A|} \int_{\Omega^N_n} |f(x)|dx. \quad (4.1)$$

In particular, we may find an unfolding $\tau_\alpha$ of the torus $T^N_n$ such that

$$\left| \int_{[-\pi n, \pi n]^{N-1} \times \{-\pi n, \pi n\}} f_\alpha(x)dx \right| \leq \frac{2}{2\pi n - |A|} \int_{\Omega^N_n} |f(x)|dx,$$

and

$$\left| \int_{\partial \Omega^N_n} f_\alpha(x)dx \right| \leq \left( \frac{2}{2\pi n - |A|} + \frac{N-1}{\pi n} \right) \int_{\Omega^N_n} |f(x)|dx.$$

**Proof.** Integrate the l.h.s of (4.1) for $\alpha_N \in [-\pi n, \pi n] \setminus A$ and use the mean-value theorem. \qed

**Remark 4.1.** The trace of $f_\alpha$ is well-defined for almost every unfolding. In the sequel, we will no longer distinguish $f$ and $f_\alpha$: this hopefully will not lead to any confusion.
Remark 4.2. Recall that, on $X_n \equiv H^1(T_n)$, we have defined the momentum as

$$p_n(v) = \frac{1}{2} \int_{T_n} \langle i\partial_1 v, v \rangle.$$  

For a map $u$ in the space $Y_n \equiv \{ u \in H^1(\Omega_n, \mathbb{C}), u \equiv 1 \text{ on } \partial \Omega_n \} \subset X_n$, we claim that we have

$$p_n(u) = m_n(u) = \frac{1}{2} \int_{\Omega_n} \langle Ju, \zeta_1 \rangle.$$  \hspace{1cm} (4.2)

Here, the Jacobian $Ju$ of $u$ denotes the 2-form defined on $\Omega_n$ by

$$Ju \equiv \frac{1}{2} d(u \times du) = \sum_{1 \leq i < j \leq N} (\partial_i u \times \partial_j u) dx_i \wedge dx_j,$$

and $\zeta_1$ denotes the 2-form defined on $\Omega_n$ by

$$\zeta_1(x) \equiv -\frac{2}{N-1} \sum_{i=2}^N x_i dx_1 \wedge dx_i.$$  \hspace{1cm} (4.3)

Finally, $\langle \cdot, \cdot \rangle$ stands for the scalar product of 2-forms. Claim (4.2) reduces in fact to an integration by parts. Indeed, we write

$$2\langle Ju, \zeta_1 \rangle dx_1 \wedge \ldots \wedge dx_N = d(u \times du) \wedge *\zeta_1 = d((u \times du) \wedge *\zeta_1) + (u \times du) \wedge d(*\zeta_1),$$  \hspace{1cm} (4.4)

where $*$ denotes the Hodge-star operator for differential forms. The special choice of $\zeta_1$ yields the identity

$$(u \times du) \wedge d(*\zeta_1) = 2\langle i\partial_1 u, u \rangle dx_1 \wedge \ldots \wedge dx_N.$$

Combining with (4.4) and integrating on the torus, we are led to

$$\int_{T_n} \langle i\partial_1 u, u \rangle - \int_{\Omega_n} \langle Ju, \zeta_1 \rangle = -\frac{1}{2} \int_{\partial \Omega_n} (u \times du) \top \wedge (*\zeta_1) \top.$$  \hspace{1cm} (4.5)

If $u$ belongs to $Y_n$, then the boundary term is zero, and claim (4.2) follows.

As we will see later, the term $m_n(u)$ explicitly appears in Pohozaev’s formula. On the torus $T_n$, however, $m$ is not well-defined (due to the fact that the 2-form $\zeta_1$ is not periodic, and hence well-defined on the torus). We will circumvent this difficulty by choosing suitable unfoldings.

4.2 Lifting properties and topological sectors

In several places of this paper, we have to face the following situation. Let $R \geq 1$ and $\ell_0 \in \mathbb{N}^*$ be given, and consider $\ell$ points $x_1, \ldots, x_\ell$ on $T_n$ with $\ell \leq \ell_0$. Assume that we have

$$|x_i - x_j| \geq 2R,$$  \hspace{1cm} (4.6)

for any $i \neq j$, and that $v$ is a map in $H^1(T_n)$ such that

$$|v(x)| \geq \frac{1}{2}, \forall x \in \mathcal{O}_n\left(\frac{R}{2}\right) = T_n \setminus \bigcup_{j=1}^\ell B(x_j, R/2).$$  \hspace{1cm} (4.7)

The problem we wish to investigate is the following: find conditions such that one may lift the map $v$ on $\mathcal{O}_n(R) = T_n \setminus \bigcup_{j=1}^\ell B(x_j, R)$ as $v = \rho \exp i\varphi$, with $\varphi \in H^1(\mathcal{O}_n(R))$. In dimension three, we have a simple answer.
Lemma 4.2. Assume $N = 3$. Given any numbers $E > 0$, $R > 1$ and $\ell_0 \geq 1$, there exists a constant $n(E, R, \ell_0)$, such that if $n \geq n(E, R, \ell_0)$, and $v \in H^1(\mathbb{T}_n^3, \mathbb{C})$ satisfies (4.6), (4.7) and

$$E_n(v) \leq E,$$  \hspace{1cm} (4.8)

then $v = |v| \exp i\varphi$ on $O_n(R)$, with $\varphi \in H^1(O_n(R), \mathbb{R})$.

Proof. We consider first a special case.

Case 1. $O_n(R) = \mathbb{T}_n^3$, i.e. $|v| \geq \frac{1}{2}$ on $\mathbb{T}_n^3$. In this case we may write $v = |v| w$, with $|w| = 1$, and perform the Hodge-de-Rham decomposition of $w \times dw$. Since $d(w \times dw) = 0$, the Hodge-de-Rham decomposition is written as

$$w \times dw = d\varphi + \sum_{j=1}^{3} \alpha_j dx_j,$$

where $\varphi$ is a $H^1$-function, each $\alpha_j$ is a real number, and $dx_j$ stands for the canonical harmonic forms on $\mathbb{T}_n^3$. One then checks that

$$w(x) = \exp \left( \varphi(x) + \sum_{j=1}^{3} \alpha_j x_j + \theta \right),$$

for some constant $\theta \in \mathbb{R}$. Periodicity implies that $\alpha_j$ has the form $\alpha_j = \frac{k_j}{n}$, for some integer $k_j$. The $L^2$-orthogonality of the Hodge-de-Rham decomposition yields

$$\|w \times dw\|_{L^2(\mathbb{T}_n^3)}^2 = \|d\varphi\|_{L^2(\mathbb{T}_n^3)}^2 + 8\pi^3 n \sum_{j=1}^{3} k_j^2,$$  \hspace{1cm} (4.9)

which implies by (4.8),

$$\sum_{j=1}^{3} k_j^2 \leq \frac{1}{8\pi^3 n} \|\nabla w\|_{L^2(\mathbb{T}_n^3)}^2 \leq \frac{E}{\pi^4 n}.$$

Choosing $n(E, 0, 0) = \frac{2}{\pi^4 E}$, the previous inequality implies $k_j = 0$ for $n \geq n(E, 0, 0)$. On the other hand, it follows from (4.13) that $\varphi \in H^1(\mathbb{T}_n^3, \mathbb{R})$, so that the conclusion of Lemma 4.2 holds.

Case 2. The general case. Arguing by a density argument, we may assume without loss of generality, that $v$ is smooth. Next we claim that there exists a map $\tilde{v} = |\tilde{v}| \tilde{w}$, with $\tilde{w} = 1$, such that $|\tilde{v}| \geq \frac{1}{2}$ on $\mathbb{T}_n^3$, and

$$\tilde{v} = v \text{ on } O_n(R),$$  \hspace{1cm} (4.10)

and

$$\|\nabla \tilde{w}\|_{L^2(\mathbb{T}_n^3)}^2 \leq K(R, \ell_0) E(v),$$  \hspace{1cm} (4.11)

where $K(R, \ell_0)$ is some constant depending only on $R$ and $\ell_0$. The conclusion then follows using the argument of Case 1 for the function $\tilde{v}$. In particular, it only remains to prove Claims (4.10)-(4.11).

Proof of Claims (4.10)-(4.11). The construction of $\tilde{v}$ relies on some standard topological arguments. Using the mean-value inequality, there exists some radius $\frac{R}{2} < R_j < R$ such that

$$\int_{\partial B(x_j, R_j)} e(v) \leq \frac{2}{R} \int_{B(x_j, R)} e(v),$$  \hspace{1cm} (4.12)
On the other hand, \( v \) is a continuous function on \( \partial B(x_j, R_j) \) such that \( |v| \geq \frac{1}{2} \), so that it can be written as \( v = \varrho \exp i\varphi \) on \( \partial B(x_j, R_j) \). Denoting \( \varrho_j \), resp. \( \varphi_j \), the harmonic extensions of \( \varrho \), resp. \( \varphi \), on \( B(x_j, R_j) \), we consider the function \( \tilde{v} \) defined by

\[
\tilde{v} = v \text{ on } T_n^3 \setminus \bigcup_{j=1}^{\ell} B(x_j, R_j),
\]

\[
\tilde{v} = \varrho_j \exp i\varphi_j \text{ on } B(x_j, R_j),
\]

so that \( \tilde{v} \) satisfies (4.10), and \( |\tilde{v}| \geq \frac{1}{2} \) on \( T_n^3 \) (by (4.7) and the maximum principle). Moreover, using standard trace theorems, the harmonicity of \( \varphi_j \) gives

\[
\int_{B(x_j, R_j)} |\nabla \tilde{w}|^2 = \int_{B(x_j, R_j)} |\nabla \varphi_j|^2 \leq K(R) \int_{\partial B(x_j, R_j)} |\nabla \varphi|^2 \leq K(R) \int_{\partial B(x_j, R_j)} e(v),
\]

where \( K(R) \) denotes some constant only depending on \( R \), so that, by (4.12),

\[
\int_{B(x_j, R_j)} |\nabla \tilde{w}|^2 \leq K(R) \int_{B(x_j, R_j)} e(v).
\]

Claim (4.11) then follows from definition (4.13), and the fact that \( \ell \leq \ell_0 \). \( \square \)

In dimension two, the situation is very different. In particular, the minimal energy of harmonic 1-forms does not depend on the size \( n \) of the torus (by conformal invariance of the energy), so that the statement of Lemma 4.3 does not extend. As an example, one may take for instance the map \( v_n = \exp i\frac{\pi}{n} \), whose energy does not depend on \( n \), and which is not liftable. However, when the energy is small, the situation is parallel to the three-dimensional case.

**Lemma 4.3.** Assume \( N = 2 \), and consider a function \( v \in H^1(T_n^2) \) such that \( E(v) \leq E_0 = \frac{\pi^2}{3} \), and

\[
|v| \geq \frac{1}{2} \text{ on } T_n^2,
\]

then \( v = |v| \exp i\varphi \) on \( T_n^2 \), with \( \varphi \in H^1(T_n^2, \mathbb{R}) \).

**Proof.** The proof is identical to Case [I] of the proof of Lemma 4.2, apart from equation (4.9), which becomes here

\[
\|w \times dw\|_{L^2(T_n^2)} = \|d\varphi\|_{L^2(T_n^2)}^2 + 4\pi^2 \sum_{j=1}^{3} k_j^2,
\]

so that

\[
\sum_{j=1}^{3} k_j^2 \leq \frac{1}{4\pi^2} \|\nabla w\|_{L^2(T_n^2)}^2 \leq \frac{2E_0}{\pi^2} \leq \frac{2}{3}.
\]

Hence, the numbers \( k_j \) are identically equal to 0, so that the conclusion of Lemma 4.3 holds, following the lines of Case [I] of the proof of Lemma 4.2. \( \square \)

If we wish to have a lifting property when the energy is not small, we need to restrict the class of test maps. Indeed, although the zero set of Ginzburg-Landau maps on \( T_n^2 \) may be not empty, a restriction on the Ginzburg-Landau energy allows us to define a notion of degree with suitable continuity properties. First, notice that by Sobolev’s embedding theorem, for \( v \in H^1(T_n^2) \) and \( j \in \{1, 2\} \), the restriction \( v \) to \( I_{n,r}^j \) is continuous for almost any \( r \in [-\pi n, \pi n] \), where we have set

\[
I_{n,r}^1 = \{r\} \times [-\pi n, \pi n] \simeq \mathbb{S}_n^1, \text{ and } I_{n,r}^2 = [-\pi n, \pi n] \times \{r\} \simeq \mathbb{S}_n^1.
\]
In particular, if \( v \) does not vanish on \( I_{n,r}^j \), in view of periodicity, we may define the degree of \( \frac{v}{|v|} \) restricted to \( I_{n,r}^j \). Denoting \( B^j(v) \), the subset of numbers \( r \) in \([-\pi n, \pi n]\) for which the restriction of \( v \) to \( I_{n,r}^j \) is continuous and does not vanish, we set

\[
T_{n}^{d_1,d_2} = \left\{ u \in H^1(T_n^2), \text{ s.t. } \forall j \in \{1,2\}, \exists B^j \subset B^j(u), \text{ s.t. } \begin{cases} |B^j| \geq 2\pi(n - n^2), \\
\deg(u,I_{n,r}^j) = d_j, \forall r \in B^j \end{cases} \right\},
\]

for any \((d_1,d_2) \in \mathbb{Z}^2\). It follows from this definition that \( T_{n}^{d_1,d_2} \cap T_{n}^{d_1',d_2'} = \emptyset \) if \((d_1,d_2) \neq (d_1',d_2')\), and \( \cup_{d \in \mathbb{Z}^2} T_n^d \neq H^1(T_n^2) \). In the introduction, we have introduce the set \( S_{n}^0 \), which we next define as

\[
S_{n}^0 = T_{n}^{0,0}.
\]

We claim that if a map \( v \) in \( S_{n}^0 \) satisfies suitable topological assumptions, then \( v \) has a lifting.

**Lemma 4.4.** Assume \( N = 2 \), and that \( v \in S_{n}^0 = T_{n}^{0,0} \) satisfies (4.6), (4.7) and

\[
\deg\left(\frac{v}{|v|}, \partial B(x_j, R)\right) = 0, \forall j \in \{1, \ldots, \ell\}.
\]

Then, there exists a constant \( n(R, \ell_0) \) depending only on \( R \) and \( \ell_0 \) such that, if \( n \geq n(R, \ell_0) \), then \( v = |v| \exp i\varphi \) on \( \mathcal{O}_n(R) \), with \( \varphi \in H^1(\mathcal{O}_n(R), \mathbb{R}) \).

**Proof.** The proof is very similar to the proof of Lemma 4.2. Using (4.11), we may construct in the three-dimensional case as in the two-dimensional case a map \( \tilde{v} \) satisfying (4.10), and such that \(|\tilde{v}| \geq \frac{1}{2} \) on \( T_n^2 \). Moreover, since \( \ell \leq \ell_0 \), we may check that \( \tilde{v} \) belongs to \( S_{n}^0 \) for \( n \) sufficiently large, so that we may restrict ourselves to the case \( \mathcal{O}_n(R) = T_n^2 \). In this situation, denoting \( v = |v|w \), with \(|v| = 1\), the argument of Case 1 of the proof of Lemma 4.2 gives that there exist a function \( \varphi \in H^1(T_n^2) \), a constant \( \theta \) and integers \( k_j \) such that

\[
w(x) = \exp i\left(\varphi(x) + \sum_{j=1}^{2} \frac{k_j x_j}{n} + \theta\right),
\]

for any \( x \in T_n^2 \). It follows that \( v \) is in \( T_n^{k_1,k_2} \), so that \( k_1 = k_2 = 0 \), which completes the proof of Lemma 4.4.

We will use the following consequence in the spirit of Lemma 4.3.

**Corollary 4.1.** Assume \( N = 2 \), and that \( v \in S_{n}^0 \) satisfies (4.6), (4.7) and

\[
E_n\left(v, \mathcal{O}_n\left(\frac{R}{2}\right)\right) < \frac{\pi}{8}.
\]

Then, there exists a constant \( n(R, \ell_0) \) depending only on \( R \) and \( \ell_0 \) such that, if \( n \geq n(R, \ell_0) \), then \( v = |v| \exp i\varphi \) on \( \mathcal{O}_n(R) \), with \( \varphi \in H^1(\mathcal{O}_n(R), \mathbb{R}) \).

**Proof.** Corollary 4.1 is a direct consequence of Lemma 4.4, once it is proved that assumption (4.11) is a consequence of assumption (4.16). This last fact follows from a direct computation of the topological degree of \( \frac{v}{|v|} \) on \( \partial B(x_j, R) \). Indeed, by the mean-value inequality, there exists some radius \( \frac{R}{2} \leq r_j \leq R \) such that

\[
\int_{\partial B(x_j, r_j)} e(v) \leq \frac{2}{R} E_n\left(v, \mathcal{O}_n\left(\frac{R}{2}\right)\right),
\]
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so that by Cauchy-Schwarz’s inequality,
\[ \int_{\partial B(x_j, r_j)} |\nabla v| \leq \sqrt{\frac{8\pi}{R}} E_n(v, \mathcal{O}_n(\frac{R}{2}))^{\frac{1}{2}}. \] (4.17)
However, the topological degree of \( \frac{v}{|v|} \) on \( \partial B(x_j, r_j) \) is defined by
\[ \text{deg}(\frac{v}{|v|}, \partial B(x_j, r_j)) = \frac{1}{2\pi} \int_{\partial B(x_j, r_j)} \frac{v}{|v|} \wedge \partial \tau(\frac{v}{|v|}), \]
where \( \tau \) denotes the properly oriented unit tangent vector to \( \partial B(x_j, r_j) \). Hence, we have by (4.7), (4.16) and (4.17),
\[ \text{deg}(\frac{v}{|v|}, \partial B(x_j, r_j)) \leq \frac{1}{2\pi} \int_{\partial B(x_j, r_j)} |\nabla v| \leq \sqrt{\frac{8\pi}{R}} E_n(v, \mathcal{O}_n(\frac{R}{2}))^{\frac{1}{2}} < 1, \]
so that
\[ \text{deg}(\frac{v}{|v|}, \partial B(x_j, r_j)) = 0. \]
Since \( v \) does not vanish on \( B(x_j, R) \setminus B(x_j, r_j) \), assumption (4.13) holds. The conclusion then follows invoking Lemma 4.4.

It remains to verify that these sets have appropriate properties with respect to the methods of calculus of variations. For that purpose we restrict ourselves to the sublevel sets \( E_{n,\Lambda} \) of \( H^1(T_n^2) \) defined by
\[ E_{n,\Lambda} = \{ u \in H^1(T_n^2), \text{ s.t. } E_n(u) \leq \Lambda \}, \]
and set
\[ S_{n,\Lambda}^{d_1,d_2} = E_{n,\Lambda} \cap T_n^{d_1,d_2}. \]
The following result was readily proved by Almeida (see Theorem 6 in [1]).

**Theorem 4.1** ([1]). Let \( \Lambda > 0 \) be given. There exists an integer \( n_\Lambda \), such that for every \( n \geq n_\Lambda \), we have the partition
\[ E_{n,\Lambda} = \bigcup_{(d_1, d_2) \in \mathbb{Z}^2} S_{n,\Lambda}^{d_1,d_2}. \]
Moreover, the degree application
\[ \text{deg} : E_{n,\Lambda} \to \mathbb{Z}^2, \quad u \mapsto \text{deg}(u) = (d_1(u), d_2(u)) \]
is continuous on \( E_{n,\Lambda} \), so that \( S_{n,\Lambda}^{d_1,d_2} \) is a closed subset of \( H^1(T_n^2) \), whereas \( S_{n,\Lambda}^{d_1,d_2} \equiv \{ u \in H^1(T_n^2), \text{ s.t. } E_n(u) < \Lambda \} \cap T_n^{d_1,d_2} \) is an open subset of \( H^1(T_n^2) \).

Notice that in [1] there is a small parameter \( \varepsilon > 0 \) appearing in the energy functional. In our case, \( \varepsilon \) corresponds to \( \varepsilon = \frac{1}{n} \), and one recovers the context of Theorem 6 in [1] (in the particular case of the torus \( T^2 = \mathbb{R}/(2\pi\mathbb{Z}) \)) performing the change of scale \( \bar{x} = \frac{x}{n} \), with the exception of one major difference. Indeed, the sets \( T_n^{d_1,d_2} \) are defined in [1] by
\[ T_n^{d_1,d_2} = \left\{ u \in H^1(T_n^2), \text{ s.t. } \forall j \in \{1, 2\}, \exists B_j \subset B_j(u), \text{ s.t. } \begin{cases} |B_j| \geq \frac{3\pi}{4}n, \\ \text{deg}(u, I_n^{d_1,d_2}) = d_j. \end{cases} \right\}. \]
The difference in the assumption on the length of the sets \( B_j \) comes from the fact that the proof performed in [1] requires that the sets \( B_j \) are at some distance larger than \( \frac{2\pi}{3} \) in the
\( \varepsilon \) context of \([1]\)) from the boundary of a suitable unfolding of the torus \( \mathbb{T}_n^2 \). However, it can be proved using exactly the same arguments as in \([1]\) that this assumption can be removed by a less restrictive one, where the sets \( B_j \) are at some distance only larger than \( \frac{\pi \varepsilon}{2} \) (or \( \frac{\pi}{2} \) in the \( \varepsilon \) context of \([1]\)) from the boundary of a suitable unfolding of the torus \( \mathbb{T}_n^2 \), so that Theorem 6 in \([1]\) extends to the case considered here.

### 4.3 Pointwise estimates on \( \mathbb{T}_n^N \)

Our first result provides local bounds. For a domain \( \mathcal{U} \subset \mathbb{T}_n^N \), we consider the local energy density

\[
E_n(v, \mathcal{U}) = \int_{\mathcal{U}} \frac{1}{2} |\nabla v|^2 + \frac{1}{4} (1 - |v|^2)^2.
\]

As for the whole space, we have on the torus \( \mathbb{T}_n^N \) the pointwise estimates.

**Lemma 4.5.** Let \( n \in \mathbb{N}^* \), and let \( v \) be a finite energy solution to \((\mathrm{TWc})\) on \( \mathbb{T}_n^N \). There exist some constants \( K(N) \) and \( K(c, k, N) \) such that

\[
\|1 - |v|\|_{L^\infty(\mathbb{T}_n^N)} \leq \max \left\{1, \frac{c}{2}\right\},
\]

\[
\|
abla v\|_{L^\infty(\mathbb{T}_n^N)} \leq K(N) \left(1 + \frac{c^2}{4}\right)^{\frac{1}{2}},
\]

and more generally,

\[
\|v\|_{C^k(\mathbb{T}_n^N)} \leq K(c, k, N), \forall k \in \mathbb{N}.
\]

**Lemma 4.6.** Let \( n \in \mathbb{N}^* \) and \( r > 0 \). Assume that \( v \) is a finite energy solution to \((\mathrm{TWc})\) on \( \mathbb{T}_n^N \). There exists some constant \( K(N) \) such that for any \( x_0 \in \mathbb{T}_n^N \),

\[
\|1 - |v|\|_{L^\infty(B(x_0, \frac{\varepsilon}{2}))} \leq \max \left\{K(N) \left(1 + \frac{c^2}{4}\right)^{2} E_n(v, B(x_0, r))^{\frac{1}{2}}, \frac{K(N)}{r^N} E_n(v, B(x_0, r))^{\frac{1}{2}}\right\},
\]

The proofs are, almost word for word, identical to the proofs of Lemmas 2.1 and 2.2 respectively. Therefore, we omit them.

### 4.4 Upper bounds for the velocity

We first notice that, if \( v \) is non-constant, there is at most one value of \( c \) for which \( v \) might be a solution to \((\mathrm{TWc})\); we sometimes emphasize this fact writing for a non-trivial solution \( c = c(v) \).

We consider next, for a solution \( v \) to \((\mathrm{TWc})\), the discrepancy term

\[
\Sigma_n(v) = \sqrt{2} p_n(v) - E_n(v).
\]

The main result of this subsection asserts, that, in dimensions two and three, if \( \Sigma_n(v) > 0 \), the speed \( c(v) \) can be bounded by a function of \( \Sigma_n(v) \) and the energy \( E_n(v) \). More precisely, we have

**Theorem 4.2.** Assume \( N = 2 \) or \( N = 3 \), and let \( E_0 > 0 \) and \( \Sigma_0 > 0 \) be given. Let \( v \) be a non-trivial finite energy solution to \((\mathrm{TWc})\) in \( \mathbb{X}_n^2 \cap \mathbb{S}_n^3 \), resp. \( \mathbb{X}_n^3 \), with \( c = c(v) \in \mathbb{R} \), \( E_n(v) \leq E_0 \) and

\[
0 < \Sigma_0 \leq \Sigma_n(v).
\]

Then, there is some constant \( n_0 \in \mathbb{N} \) depending only on \( E_0 \) and \( \Sigma_0 \) such that, if \( n \geq n_0 \), then

\[
|c(v)| \leq K \frac{E_n(v)}{\Sigma_n(v)},
\]

where \( K > 0 \) is some universal constant.
Remark 4.3. In contrast with the results in [19], which asserts that every finite energy solution to (TWc) on the torus $T^n$ there exists a constant $\mu$.

Remark 4.4. 1. Notice that Lemma 4.7. $\mu$ constant

2. Identity (4.18) actually holds for any subdomain $\mathcal{U} \subset \Omega_n^N$ replacing the integrals on $\Omega_n^N$ by integrals on $\mathcal{U}$, and the boundary integrals by integrals on $\partial \mathcal{U}$. In particular, if $0 < R < \pi n$, then $B(0, R) \subset \Omega_n^N$ and Pohozaev’s identity yields the inequality

$$\left| \int_{B(0,R)} |\nabla v|^2 + \frac{N}{4} \int_{B(0,R)} (1-|x|^2)^2 - c N \int_{B(0,R)} \langle Jv, \zeta \rangle \right| \leq R \int_{\partial B(0,R)} e(v).$$

The starting point in order to prove Theorem 4.2 and to bound $c(v)$ is formula (4.18). The use of this formula requires to have an upper bound of the boundary terms on the r.h.s as well as a lower bound for the quantity

$$\left| \int_{\Omega_n^N} \langle Jv, \zeta_1 \rangle \right|,$$

which depends on the unfolding. We have already noticed that (4.19) is related to the momentum $p_n(v)$ (they would actually even be equal if $v$ were constant on $\partial \Omega_n^N$). An appropriate choice of the unfolding allows to obtain the suitable bounds as the next proposition shows.

Proposition 4.1. Assume $N = 2$ or $N = 3$, and let $E_0 > 0$ be given. Let $v$ be a non-trivial finite energy solution to (TWc) in $X_n^2 \cap S_n^3$, resp. $X_n^3$, with $E_n(v) \leq E_0$. Given any $\delta_0 > 0$, there exists a constant $n_0 \in \mathbb{N}$ depending only on $E_0$ and $\delta_0$, such that, if $n \geq n_0$, then there exists an unfolding of $\mathbb{T}_n^N$ such that

$$\left| p_n(v) - \frac{1}{2} \int_{\Omega_n^N} \langle Jv, \zeta_1 \rangle \right| \leq \frac{E_n(v)}{\sqrt{2}} + \delta_0,$$

and

$$n \int_{\partial \Omega_n^N} e(v) \leq 2 \int_{\mathbb{T}_n^N} e(v).$$

For the proof of Proposition 4.1, we invoke several elementary lemmas. The first one is used throughout the paper.

Lemma 4.8. Let $I$ be an interval of $\mathbb{R}$, such that $|I| \geq 1$. Given any $\delta > 0$, there exists a constant $\mu_0(\delta) > 0$, such that if $u \in H^1(\mathbb{R}, \mathbb{C})$ satisfies

$$\int_I e(u) \leq \mu_0(\delta),$$
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then

\[ |1 - |u|| \leq \delta \text{ on } I. \] (4.23)

**Proof.** By the energy bound, we have

\[
\frac{1}{2} \int_I |\nabla u|^2 + \frac{1}{4} \int_I (1 - |u|^2)^2 \leq \mu_0.
\]

Hence, from the inequality \(ab \leq \frac{1}{2}(a^2 + b^2)\), it holds

\[
\int_I |\nabla u||1 - |u|^2| \leq \frac{1}{\sqrt{2}} \int_I |\nabla u|^2 + \frac{\sqrt{2}}{4} \int_I (1 - |u|^2)^2 \leq \sqrt{2} \mu_0,
\]

that is

\[
\int_I |\nabla \xi(|u|)| \leq \sqrt{2} \mu_0,
\]

where the function \(\xi\) is defined by \(\xi(t) = t - \frac{t^3}{3}\). In particular, \(\xi\) has a strict local maximum at \(t = 1\). Going back to (4.24), the mean-value inequality and the fact that \(|I| \geq 1\) yields the existence of some point \(x_0 \in I\) such that

\[ |1 - |u(x_0)|| \leq 2 \sqrt{\mu_0}. \]

Combining both the previous inequalities, we deduce that

\[
\sup_{x \in I} \left| \xi(|u(x)|) - \xi(1) \right| \leq \int_I |\nabla \xi(|u|)| + \frac{1}{3} |1 - |u(x_0)|| \leq \frac{2}{3} \mu_0,
\]

from which (4.23) follows invoking the coercivity of \(\xi\) at \(t = 1\).

**Lemma 4.9.** Let \(u\) be in \(H^1([a,b])\) with \(|a - b| \geq 1\), such that \(u = \rho \exp i \varphi\), with \(\varphi(a) = \varphi(b)\). Assume moreover that for some \(0 \leq \delta < \frac{1}{2}\), \(u\) satisfies (4.24). Then, we have

\[
\left| \int_I \langle i \dot{u}, u \rangle \right| \leq \frac{\sqrt{2}}{1 - \delta} \int_I e(u).
\]

**Proof.** Since by assumptions, \(u = \rho \exp i \varphi\) on \(I\), we have

\[
\langle i \dot{u}, u \rangle = -\rho^2 \dot{\varphi}, \text{ and } |\dot{u}|^2 = \rho^2 \dot{\varphi}^2 + \dot{\rho}^2.
\]

We next compute

\[
\left| \int_I \langle i \dot{u}, u \rangle \right| = \left| \int_I \rho^2 \dot{\varphi} \right| = \left| \int_I (\rho^2 - 1) \varphi \right| \leq \frac{\sqrt{2}}{1 - \delta} \int_I e(u),
\]

where we used the results of Lemma 4.8 and Lemma 4.9 for the last inequality.

In dimension two, a related result is

**Lemma 4.10.** Let \(0 < \delta < \frac{1}{2}\) be given. There exists some constant \(\mu_1(\delta) > 0\), such that, for any map \(u \in H^1(T^2_n)\) which satisfies

\[
\int_{T^2_n} e(u) \leq \mu_1(\delta),
\]

we have the estimate

\[
\left| \int_{T^2_n} \langle i \partial_j u, u \rangle \right| \leq \frac{\sqrt{2}}{1 - \delta} \int_{T^2_n} e(u), \forall j \in \{1, 2\}.
\]
Proof. If we knew that $|u| \leq 1 - \delta$, then the proof would essentially follow the same arguments as the proof of Lemma 4.3. However, in contrast with the one-dimensional case, smallness of the energy does not allow to draw that conclusion. To overcome the difficulty, we introduce an approximation of $u$ for which the proof of Lemma 4.9 applies. Indeed, for $\lambda > 1$ given to be determined later, we consider a map $u_\lambda \in H^1_0(T^2_n, \mathbb{C})$ solution to the minimization problem

$$F_\lambda(u_\lambda) = \inf\{F_\lambda(v), v \in H^1_0(T^2_n, \mathbb{C})\},$$

where

$$F_\lambda(v) = \frac{\lambda}{2} \int_{T^2_n} |u - v|^2 + \int_{T^2_n} \mathcal{E}(v).$$

Existence of $u_\lambda$ is straightforward. By minimality of $u_\lambda$, we have

$$\frac{\lambda}{2} \int_{T^2_n} |u - u_\lambda|^2 + \int_{T^2_n} \mathcal{E}(u_\lambda) \leq \int_{T^2_n} \mathcal{E}(u),$$

and the Euler-Lagrange equation writes

$$-\Delta u_\lambda = \lambda(u - u_\lambda) + u_\lambda(1 - |u_\lambda|^2) \text{ on } T^2_n.$$

In particular $u_\lambda$ is smooth. We compute the difference

$$\langle i \partial_j u_\lambda, u_\lambda \rangle - \langle i \partial_j u, u \rangle = \langle i \partial_j u_\lambda, u_\lambda - u \rangle + \langle i \partial_j (u_\lambda - u), u \rangle,$$

so that integrating by parts, we are led to the identity

$$\int_{T^2_n} \langle i \partial_j u_\lambda, u_\lambda \rangle - \langle i \partial_j u, u \rangle = \int_{T^2_n} \left( \langle i \partial_j u_\lambda, u_\lambda - u \rangle + \langle i(u - u_\lambda), \partial_j u \rangle \right),$$

and hence

$$\left| \int_{T^2_n} \langle i \partial_j u_\lambda, u_\lambda \rangle - \langle i \partial_j u, u \rangle \right| \leq \|u - u_\lambda\|_{L^2(T^2_n)} \left( \|
abla u\|_{L^2(T^2_n)} + \|
abla u_\lambda\|_{L^2(T^2_n)} \right) \leq \frac{4}{\sqrt{\lambda}} \int_{T^2_n} \mathcal{E}(u),$$

where we have used (4.26) for the last inequality. We choose therefore the value of the parameter $\lambda = \lambda(\delta)$ so that

$$\frac{1}{\sqrt{\lambda(\delta)}} = \frac{1}{2\sqrt{2}} \left( \frac{1}{1 - \delta} - \frac{1}{1 - \frac{\delta}{2}} \right).$$

(4.28)

For this choice of $\lambda$, we claim that there exists a constant $\mu_1(\delta) > 0$, such that, if (4.27) is satisfied, then

$$|u_\lambda| \geq 1 - \delta\frac{2}{2} \text{ on } T^2_n.$$

(4.29)

We postpone the proof of Claim (4.29), and complete the proof of Lemma 4.10. Indeed, invoking Lemma 4.3, and using (4.29) and (4.27), with $\mu_1(\delta)$ sufficiently small, we can assume that $u_\lambda$ is written as $u_\lambda = \varphi \exp i\varphi$ on $\mathbb{T}_n^2$, with $\varphi \in H^1(T^2_n)$. In view of Claim (4.29), the same argument as in Lemma 4.9 then shows that

$$\left| \int_{T^2_n} \langle i \partial_j u_\lambda, u_\lambda \rangle \right| \leq \frac{\sqrt{2}}{1 - \frac{\delta}{2}} \int_{T^2_n} \mathcal{E}(u),$$

so that the conclusion follows from (4.27) and the choice (4.28) of $\lambda(\delta)$.
Proof of Claim (4.29). We write
\[ |u_\lambda(1 - |u_\lambda|^2)| \leq 2\left( |1 - |u_\lambda|^2|1_{\{|u_\lambda| \leq 2\}} + (|u_\lambda|^2 - 1)^{3/2}1_{\{|u_\lambda| \geq 2\}} \right), \]
so that if \( u \) satisfies (4.25) with \( 0 \leq \mu_1(\delta) \leq 1 \), then
\[ \|u_\lambda(1 - |u_\lambda|^2)\|_{L^2 + L^4(\mathbb{T}^n_\lambda)} \leq 2\left( |1 - |u_\lambda|^2|_{L^2(\mathbb{T}^n_\lambda)} + |1 - |u_\lambda|^2|_{L^4(\mathbb{T}^n_\lambda)}^{3/2} \right) \leq 10\left( \int_{\mathbb{T}^n_\lambda} e(u) \right)^{1/2}. \]
By (4.28), we have
\[ \|\lambda(u - u_\lambda)\|_{L^2(\mathbb{T}^n_\lambda)} \leq \lambda \delta \left( \int_{\mathbb{T}^n_\lambda} e(u) \right)^{1/2}, \]
so that
\[ \|\Delta u_\lambda\|_{L^2 + L^4(\mathbb{T}^n_\lambda)} \leq 10(\lambda \delta + 1) \left( \int_{\mathbb{T}^n_\lambda} e(u) \right)^{1/2}. \]
By (4.21), we are led to
\[ \|\nabla u_\lambda\|_{H^1 + W^{1,4}(\mathbb{T}^n_\lambda)} \leq K(\lambda \delta + 1) \left( \int_{\mathbb{T}^n_\lambda} e(u) \right)^{1/2}, \]
where \( K \) is some universal constant, so that, by Sobolev’s embedding theorem,
\[ \|\nabla u_\lambda\|_{L^4(B(x,1))} \leq K(\lambda \delta + 1) \left( \int_{\mathbb{T}^n_\lambda} e(u) \right)^{1/2}, \]
for any point \( x \in \mathbb{T}^n_\lambda \). It follows therefore from Morrey’s embedding theorem that we have
\[ |u_\lambda(x) - u_\lambda(y)| \leq K(\lambda \delta + 1) \left( \int_{\mathbb{T}^n_\lambda} e(u) \right)^{1/2} |x - y|^{1/4} \leq K(\lambda \delta + 1) \mu_1(\delta) |x - y|^{1/4}, \]
for any \( |x - y| \leq 1 \). To conclude, assume by contradiction that there is a point \( x_0 \) such that \( |u_\lambda(x_0)| \leq 1 - \delta^{3/4} \). Then, we have \( |u_\lambda(x)| \leq 1 - \delta^{3/4} \) for any \( x \in B(x_0,r_0) \), where the radius \( r_0 \) is given by
\[ r_0 = \frac{\delta^{4}}{16K^2(\lambda \delta + 1)^2 \mu_1(\delta)}, \]
so that integrating, we obtain
\[ \int_{B(x_0,r_0)} (1 - |u_\lambda|^2)^2 \geq \frac{\pi \delta^2}{16} = \frac{\pi \delta^6}{(16)^3 K^4(\lambda \delta + 1)^4 \mu_1(\delta)^2}, \]
which implies using (4.28),
\[ \mu_1(\delta)^3 \geq K \delta^{10}, \]
and leads to a contradiction if the number \( \mu_1(\delta) \) is chosen sufficiently small. \( \square \)

We are now in position to give the proof of Proposition 4.1.

Proof of Proposition 4.1. The starting point is formula (4.3), the main point being to estimate the boundary term. Since the computations depend on the dimensions, we distinguish two cases \( N = 2 \) and \( N = 3 \).
Case 1. $N = 2$. We have $\zeta_1 = -2x_2 dx_1 \wedge dx_2$, so that $\ast \zeta_1 = -2x_2$. Inserting this identity into (4.3), we obtain

$$\int_{T^2_2} \langle i \partial_1 v, v \rangle - \int_{\Omega_n^2} \langle Jv, \zeta_1 \rangle = n\pi \int_{[-\pi n, \pi n] \times [-\pi n, \pi n]} \langle i \partial_1 v, v \rangle. \quad (4.30)$$

for any unfolding of the torus. Let $\delta > 0$ be fixed, to be determined later, and consider the subset $A$ of $[-\pi n, \pi n]$ defined by $\alpha \in A$ if and only if

$$\int_{[-\pi n, \pi n] \times \{\alpha\}} e(v) \geq \frac{\mu_0(\delta)}{2},$$

where $\mu_0(\delta)$ is the constant provided by Lemma 4.8. Notice in particular that by integration

$$|A| \leq \frac{2}{\mu_0(\delta)} E_0(v) \leq \frac{2E_0}{\mu_0(\delta)} \leq 2\pi n^4, \quad (4.31)$$

as soon as $n \geq \left(\frac{E_0}{\pi \mu_0(\delta)}\right)^{\frac{1}{4}}$. Using Lemma 4.8, it follows that

$$|v| \geq 1 - \delta$$

on $[-\pi n, \pi n] \times \{\alpha\}$, for any $\alpha \in [-\pi n, \pi n] \setminus A$. Since $v \in S_0^0$, the topological degree of $\frac{\partial}{\partial \phi}$ is equal to 0 on $[-\pi n, \pi n] \times \{\alpha\}$, for any $\alpha$ in a subset $B$ of $[-\pi n, \pi n] \setminus A$ with $|B| \geq 2\pi (n - 2n^4)$ by (4.31), so that $v$ may be written as

$$v = |v| \exp i\phi \text{ on } [-\pi n, \pi n] \times \{\alpha\}, \quad (4.32)$$

for any $\alpha \in B$. We next apply Lemma 4.1 to the function $f \equiv e(v)$ and the complementary $B^c$ of the set $B$. This yields an unfolding of the torus such that $\pm \pi n \notin A$,

$$\int_{[-\pi n, \pi n] \times \{-\pi n, \pi n\}} e(v) \leq \mu_0(\delta), \quad \int_{[-\pi n, \pi n] \times \{-\pi n, \pi n\}} e(v) \leq \frac{1}{\pi(n - 2n^4)} E_n(v),$$

and

$$\int_{\partial \Omega_n^2} e(v) \leq \left(\frac{1}{\pi(n - 2n^4)} + \frac{1}{\pi n}\right) E_n(v). \quad (4.33)$$

Invoking (4.32) to apply Lemma 4.9 to this choice of unfolding, we have therefore

$$\left| n\pi \int_{[-\pi n, \pi n] \times \{-\pi n, \pi n\}} \langle i \partial_1 v, v \rangle \right| \leq \frac{n\sqrt{2}E_n(v)}{(n - 2n^4)(1 - \delta)}. \quad (4.34)$$

We first fix $\delta < \frac{1}{2}$ so that

$$\frac{2\delta - \delta^2}{(1 - \delta)^2} E_0 \leq \sqrt{2} \delta_0.$$

Equation (4.34) becomes

$$\left| n\pi \int_{[-\pi n, \pi n] \times \{-\pi n, \pi n\}} \langle i \partial_1 v, v \rangle \right| \leq \frac{\sqrt{2}}{(1 - \delta)^2} E_n(v) \leq \sqrt{2}E_n(v) + 2\delta_0, \quad (4.35)$$

and equation (4.33) gives

$$n \int_{\partial \Omega_n^2} e(v) \leq \frac{2 - \delta}{\pi(1 - \delta)} E_n(v) \leq 2E_n(v), \quad (4.36)$$

for any $n \geq \frac{16}{\pi^2}$. The conclusion then follows, choosing $n_0 \geq \max\left\{\left(\frac{E_0}{\pi \mu_0(\delta)}\right)^{\frac{1}{4}}, \frac{16}{\pi^2}\right\}$, and combining (4.30), (4.33) and (4.36).
Case 2. \(N = 3\). In this case, the 2-form \(\zeta_1\) is written as \(\zeta_1 = -x_2dx_1 \wedge dx_2 - x_3dx_1 \wedge dx_3\), so that \(*\zeta_1 = -x_2dx_3 + x_3dx_2\), and
\[
\frac{1}{2} \int_{\partial\Omega_n^N} (u \times du) \wedge (*\zeta_1) = n\pi \sum_{i=2}^{3} \int_{C_i} (i\partial_1 u, u),
\]
where, for any \(i \in \{2, 3\}\), the set \(C_i\) is the union of two squares, namely \(C_2 = [-\pi n, \pi n] \times \{-\pi n, \pi n\}\), and \(C_3 = [-\pi n, \pi n]^2 \times \{-\pi n, \pi n\}\). The end of the argument is then essentially the same as in Case 1, replacing Lemmas 4.8 and 4.9 by Lemma 4.10, with the exception of one major difference. Indeed, the proof of Lemma 4.10 does not require to have a lifting of \(v\), so that we can directly apply Lemma 4.3 to the set \(A\) (with \(\mu_0(\delta)\) replaced by the constant \(\mu_1(\delta)\) provided by Lemma 4.10) in the three-dimensional case.

\[\square\]

Proof of Theorem 4.2. We may assume without loss of generality that \(p_n(v) > 0\). Let \(\delta_0 > 0\) be given, and consider the unfolding provided by Proposition 4.1 for any \(n \geq n_0\). It follows from (4.20) that
\[\Sigma_n(v) \leq \frac{1}{\sqrt{2}} \int_{\Omega_n^N} \langle Jv, \zeta_1 \rangle + \sqrt{2}\delta_0.\]
Choosing \(\delta_0\) so that \(\sqrt{2}\delta_0 < \frac{\Sigma_n}{2}\), we are led to the inequality
\[\Sigma_n(v) \leq \sqrt{2} \int_{\Omega_n^N} \langle Jv, \zeta_1 \rangle,\]
for any \(n \geq n_0\). On the other hand, we may invoke Lemma 4.3 to assert that
\[\left| N - \frac{2}{2} \int_{\Omega_n^N} |\nabla v|^2 \right| + \frac{N}{4} \int_{\Omega_n^N} (1 - |v|^2)^2 - c(v) \frac{N - 1}{2} \int_{\Omega_n^N} \langle Jv, \zeta_1 \rangle \right| \leq \pi n \int_{\partial\Omega_n^N} e(v),\]
which yields, combined with (4.21) and provided \(n \geq n_0\),
\[|c(v)| \int_{\Omega_n^N} \langle Jv, \zeta_1 \rangle \leq K E_n(v),\]
for some universal constant \(K > 0\). Combining (4.37) and (4.38), we deduce
\[|c(v)| \Sigma_n(v) \leq K E_n(v),\]
which yields the desired conclusion. \(\square\)

4.5 Concentration of energy

The results in this section are a first step towards the proof of Proposition 4.1. By a standard covering argument, we first deduce from Lemma 4.6.

Lemma 4.11. Let \(c_0 > 0\) and \(E_0 > 0\) be given. Let \(v\) be a finite energy solution to (4.26) on \(T_n^N\) such that \(|c(v)| \leq c_0\) and \(E_n(v) \leq E_0\). Given any \(\delta > 0\), there exists a number \(\ell_0 \in \mathbb{N}\) depending only on \(c_0\), \(E_0\) and \(\delta\), such that there exists a finite number \(\ell(v) \leq \ell_0\) of points \(x_1, \ldots, x_{\ell(v)}\) in \(T_n^N\) which satisfy
\[1 - |v| \leq \delta \text{ on } T_n^N \setminus \bigcup_{i=1}^{\ell(v)} B(x_i, 1),\]
and, for any \(i \in \{1, \ldots, \ell(v)\}\),
\[1 - |v(x_i)| \geq \delta.\]
Proof. It follows from Lemma 4.5 that \( v \) is continuous on \( T^N_n \), so that the set \( \mathcal{V}_\delta \) defined by
\[
\mathcal{V}_\delta = \{ x \in T^N_n, \text{ s.t. } |1 - |v|| \geq \delta \},
\]
is compact, and is therefore included in a finite collection of balls \( B(x_i, \frac{1}{5}) \) with \( x_i \in \mathcal{V}_\delta \). Using Vitali’s covering lemma, there exists a finite subcollection of balls \( (B(x_i, \frac{1}{5}))_{1 \leq i \leq \ell(v)} \) so that
\[
\mathcal{V}_\delta \subset \bigcup_{i=1}^{\ell(v)} B(x_i, 1),
\]
and
\[
B\left(x_i, \frac{1}{5}\right) \cap B\left(x_j, \frac{1}{5}\right) = \emptyset, \forall 1 \leq i \neq j \leq \ell(v).
\]
(4.41)
In particular, conclusions (4.39) and (4.40) hold for this subcollection. On the other hand, we deduce from Lemma 4.6 that
\[
E_n\left(v, B\left(x_i, \frac{1}{5}\right)\right) \geq K(N, c_0, \delta),
\]
where \( K(N, c_0, \delta) \) is some positive constant depending on \( N, c_0 \) and \( \delta \), so that invoking (4.41),
\[
E_0 \geq \sum_{i=1}^{\ell(v)} E_n\left(v, B\left(x_i, \frac{1}{5}\right)\right) \geq K(N, c_0, \delta)\ell(v).
\]
Hence, there exists some integer \( \ell_0 \in \mathbb{N} \) depending only on \( c_0, E_0 \) and \( \delta \) so that \( \ell(v) \leq \ell_0 \), which completes the proof of Lemma 4.11. \( \square \)

Considering clusters of the balls \( B(x_i, 1) \), and enlarging possibly the radius, we may assume that their mutual distance is even larger in view of the following abstract but elementary lemma.

Lemma 4.12. Let \( X \) be a metric space, and consider \( \ell \) distinct points \( x_1, \ldots, x_\ell \) in \( X \). Let \( \mu_0 > 0 \) and \( 0 < \kappa \leq \frac{1}{2} \) be given. Then, there exists \( \mu > 0 \) such that
\[
\mu_0 \leq \mu \leq \left(\frac{2}{\kappa}\right)\ell \mu_0,
\]
and a subset \( \{x_j\}_{j \in J} \) of \( \{x_1\}_{1 \leq i \leq \ell} \) such that
\[
\bigcup_{i=1}^{\ell} B(x_i, \mu_0) \subset \bigcup_{j \in J} B(x_j, \mu),
\]
and
\[
dist(x_j, x_k) \geq \frac{\mu}{\kappa}, \forall j \neq k \in J.
\]
(4.42)
(4.43)
Proof. The proof is by iteration, in at most \( \ell \) steps. First, consider the collection \( \{x_i\}_{1 \leq i \leq \ell} \). If (4.42) and (4.43) are verified with \( \mu = \mu_0 \), there is nothing else to do. Otherwise, take two points, say \( x_1 \) and \( x_2 \) such that \( dist(x_1, x_2) \leq \kappa^{-1} \mu_0 \), consider the collection \( \{x_2, \ldots, x_\ell\} \), and set \( \mu = 2\kappa^{-1} \mu_0 \). If (4.42) is verified, we stop. Otherwise, we go on in the same way. If the process does not stop in \( \ell - 1 \) steps, at the \( \ell^{th} \) step, we are left with one single ball of radius \( \mu = 2^\ell \kappa^{-\ell} \mu_0 \), and (4.43) is void. \( \square \)

We may specify Lemma 4.12 to the points \( x_1, \ldots, x_\ell(v) \), provided by Lemma 4.11. It follows that there exists some \( 1 \leq \mu \leq \left(\frac{2}{\kappa}\right)\ell(v) \mu_0 \), and a subset \( J \) of \( \{1, \ldots, \ell(v)\} \) such that
\[
\bigcup_{i=1}^{\ell(v)} B(x_i, 1) \subset \bigcup_{j \in J} B(x_j, \mu), \text{ and } |x_j - x_k| \geq \frac{\mu}{\kappa}, \forall j \neq k \in J.
\]
(4.44)
In particular,
\[ |v| \geq 1 - \delta \geq \frac{1}{2} \text{ on } \mathcal{O}_n(\mu) \equiv T_n^N \setminus \bigcup_{j \in J} B(x_j, \mu), \tag{4.45} \]

and for any \( j \in J \), \( \left| 1 - |v(x_j)| \right| \geq \delta. \)

The main result in this subsection is

**Proposition 4.2.** Let \( E_0, c_0, \delta \) and \( v \) be as in Lemma 4.11, and assume the points \( x_1, \ldots, x_\ell(v) \), and the set \( J \) are such that (4.44) and (4.47) are satisfied.

i) Let \( 0 < \kappa < \frac{1}{\ln(\kappa)} \). There exists some radius \( \mu \leq R \leq \frac{2}{\mu} \) such that
\[ E_n\left( v, \bigcup_{j \in J} \left(B(x_j, 2R) \setminus B(x_j, R)\right)\right) \leq 2 E_n(v) \frac{\mu}{|\ln(\kappa)|}. \tag{4.46} \]

ii) If one may write \( v = \varphi \exp i\varphi \) on \( \mathcal{O}_n(\mu) \), where \( \varphi \) is a smooth real-valued function, then there exists a constant \( K(c_0) \) possibly depending on \( c_0 \) such that we have the estimate
\[ \left| \int_{U_n(2R)} \left( \frac{c}{2} (1 - \varphi^2) \partial_1 \varphi - e(v) \right) \right| \leq K(c_0) \left( \delta \int_{U_n(2R)} e(v) + E_n(v) \frac{\mu}{|\ln(\kappa)|} \right), \tag{4.47} \]

where \( U_n(2R) \equiv T_n^N \setminus \bigcup_{j \in J} B(x_j, 2R) \).

iii) If moreover \( c_0 < \sqrt{2} \), and \( 0 < \delta \leq c_0 \), then
\[ \int_{U_n(2R)} e(v) \leq \frac{4K(c_0) E_n(v)}{(2 - c_0^2)|\ln(\kappa)|}. \tag{4.48} \]

**Proof.** For statement i), we set \( R_k = 2^k \mu \) for any \( k \geq 1 \), so that \( \mu \leq R_k \leq \frac{4}{\mu} \), provided \( 1 \leq k \leq k_0 - 1 \), where \( k_0 \) is the largest integer less or equal to \( \frac{|\ln(\kappa)|}{\ln(2)} \). Since the sets \( B(x_j, R_{k+1}) \setminus B(x_j, R_k) \) are disjoints, we have by summation
\[ \sum_{k=1}^{k_0-2} E_n\left( v, \bigcup_{j \in J} \left(B(x_j, R_{k+1}) \setminus B(x_j, R_k)\right)\right) \leq E_n(v). \]

In particular, there exists some integer \( k_1 \in \{1, \ldots, k_0 - 2\} \) such that
\[ E_n\left( v, \bigcup_{j \in J} \left(B(x_j, R_{k_1+1}) \setminus B(x_j, R_{k_1})\right)\right) \leq E_n(v) \leq \frac{2 \ln(2)}{|\ln(\kappa)|} E_n(v). \]

Conclusion (4.46) follows from choosing \( R = R_{k_1} \).

We divide the proof of statement ii) into three steps.

**Step 1.** There exists some constant \( K(c_0) \) possibly depending on \( c_0 \) such that
\[ \left| \frac{c}{2} \int_{U_n(2R)} (1 - \varphi^2) \partial_1 \varphi - \int_{U_n(2R)} \varphi^2 |\nabla \varphi|^2 \right| \leq K(c_0) \frac{E_n(v)}{|\ln(\kappa)|}. \tag{4.49} \]

Set, for any \( j \in J \),
\[ \varphi_j = \frac{1}{|\partial B(x_j, R)|} \int_{\partial B(x_j, R)} \varphi, \]
and consider a smooth non-negative function \( \chi \) defined on \( \mathbb{R}_+ \) such that \( \chi(t) = 1 \), for any \( 0 \leq t \leq 1 \), and \( \chi(t) = 0 \), for any \( t \geq 2 \). We consider the map \( \tilde{\varphi} \) defined by
\[ \tilde{\varphi}(x) = \chi\left(\frac{|x - x_j|}{R}\right) \varphi_j + \left(1 - \chi\left(\frac{|x - x_j|}{R}\right)\right) \varphi(x), \forall x \in B(x_j, 2R), \]
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and
\[ \tilde{\varphi}(x) = \varphi(x), \] elsewhere.

Notice in particular that \( \tilde{\varphi} = \varphi_j \) on the ball \( B(x_j, R) \), and that an elementary computation based on Poincaré-Wirtinger’s inequality shows that
\[
\int_{B(x_j,2R)} |\nabla \tilde{\varphi}|^2 \leq K \int_{B(x_j,2R) \setminus B(x_j, R)} \left( \frac{|\varphi - \varphi_j|^2}{R^2} + |\nabla \varphi|^2 \right)
\leq K \int_{B(x_j,2R) \setminus B(x_j, R)} |\nabla \varphi|^2 \leq K \frac{E_n(v)}{|\ln(\kappa)|},
\] (4.50)

where \( K \) is some universal constant. We now multiply the first equation in (2.43) by \( \tilde{\varphi} \) on \( \mathbb{T}^N \) and integrate by parts. By (4.45), this leads to
\[
\left| \frac{c}{2} \int_{B(x_j,2R)} (\varphi^2 - 1) \partial_1 \varphi - \int_{B(x_j,2R)} \varphi^2 |\nabla \varphi|^2 \right| = \left| -\frac{c}{2} \int_{C(R)} (\varphi^2 - 1) \partial_1 \tilde{\varphi} + \int_{C(R)} \varphi^3 \nabla \varphi \nabla \tilde{\varphi} \right|
\leq K(c_0) \left( \int_{C(R)} e(v) \right)^{\frac{1}{2}} \left( \int_{C(R)} |\nabla \tilde{\varphi}|^2 \right)^{\frac{1}{2}},
\] (4.51)

where we have set \( C(R) = \bigcup_{j \in J} \left( B(x_j, 2R) \setminus B(x_j, R) \right) \). Invoking (4.49) and (4.50), the l.h.s of (4.51) can be estimated so to obtain inequality (4.49).

**Step 2.** There exists some constant \( K(c_0) \) possibly depending on \( c_0 \) such that
\[
\left| c \int_{B(x_j,2R)} \varphi(1 - \varphi^2 - 1) \partial_1 \varphi - \int_{B(x_j,2R)} \left( 2\varphi |\nabla \varphi|^2 + \varphi(1 - \varphi^2)^2 \right) \right| \leq K(c_0) \left( \delta \int_{B(x_j,2R)} e(v) + \frac{E_n(v)}{|\ln(\kappa)|} \right).
\] (4.52)

The argument is somewhat similar. We consider the function \( \tilde{\varrho} \) defined on \( \mathbb{T}^N \) by
\[
\tilde{\varrho}(x) = \chi \left( \frac{|x-x_j|}{R} \right) \varrho_j + \left( 1 - \chi \left( \frac{|x-x_j|}{R} \right) \right) \varrho(x), \forall x \in B(x_j, 2R),
\]
and
\[
\tilde{\varrho}(x) = \varrho(x), \] elsewhere,

where \( \varrho_j = \frac{1}{|\partial B(x_j, R)|} \int_{\partial B(x_j, R)} \varrho \), and \( \chi \) is as in Step 1. Notice that \( \tilde{\varrho} = \varrho_j \) on the balls \( B(x_j, R), \) and as for (4.50), we have
\[
\int_{B(x_j,2R)} |\nabla \tilde{\varrho}|^2 \leq K \frac{E_n(v)}{|\ln(\kappa)|}.
\] (4.53)

Moreover, since \( |1 - \varrho| \leq \delta \) outside \( \bigcup_{j \in J} B(x_j, R) \), it follows that
\[
|1 - \tilde{\varrho|} \leq \delta \text{ on } \mathbb{T}^N.
\] (4.54)

We now multiply the second equation in (2.43) by \( \tilde{\varrho}^2 - 1 \), and integrate by parts on \( \mathbb{T}^N \). This leads to
\[
\int_{B(x_j,2R)} \left( 2\varrho |\nabla \varrho|^2 + \varrho(1 - \varrho^2)^2 - c \varrho(1 - \varrho^2) \partial_1 \varphi \right) = \int_{\mathbb{T}^N} \varrho(1 - \tilde{\varrho}^2) |\nabla \varphi|^2
\]
\[
- \int_{C(R)} \left( \nabla \varrho \nabla \tilde{\varrho} + \varrho(1 - \tilde{\varrho}^2)(1 - \tilde{\varrho}^2) - c \varrho(1 - \tilde{\varrho}^2) \partial_1 \varphi \right).
\]

Bounding the r.h.s of this equality using (1.49), (4.53) and (4.54), we derive inequality (4.52).
Step 3. Proof of estimate (4.47) completed.

Since $|1 - \varrho| \leq \delta$ on $\mathcal{U}(2R)$, we first observe that
\[
\left| \int_{\mathcal{U}_n(2R)} \left( \varrho(1 - \varrho^2)\partial_1 \varphi - (1 - \varrho^2)\partial_1 \varphi \right) \right| \leq K\delta \int_{\mathcal{U}_n(2R)} e(v),
\]
and similarly,
\[
\left| \int_{\mathcal{U}_n(2R)} \left( 2\varrho|\nabla \varrho|^2 + \varrho(1 - \varrho^2) - 2|\nabla \varrho|^2 - (1 - \varrho^2)^2 \right) \right| \leq K\delta \int_{\mathcal{U}_n(2R)} e(v),
\]
where $K$ is some universal constant. Combining (4.46), (4.49), (4.52), (4.55) and (4.56), we deduce conclusion (4.47).

We finally turn to the proof of statement iii). In view of Lemma 2.3, we have
\[
\left| \int_{\mathcal{U}_n(2R)} (1 - \varrho^2)\partial_1 \varphi \right| \leq \frac{\sqrt{2}}{1 - \delta} \int_{\mathcal{U}_n(2R)} e(v),
\]
so that (4.47) leads to
\[
(1 - \frac{c}{\sqrt{2}(1 - \delta)} - K(c_0)\delta) \int_{\mathcal{U}_n(2R)} e(v) \leq K(c_0) \frac{E_n(v)}{|\ln(\kappa)|},
\]
and conclusion (4.48) follows.

4.6 Subsonic vortexless solutions

We next specify a little further the analysis assuming that the solution verifies the additional condition
\[
0 < c(v) < \sqrt{2}.
\]
We set, for such a solution, $\varepsilon(v) = \sqrt{2} - c(v)^2$. As on the whole space $\mathbb{R}^N$, we have

**Proposition 4.3.** Given $E_0 > 0$, let $v$ be a non-trivial finite energy solution to $(\text{TW}_c)$ in $X^2_0 \cap S^0_n$, resp. $X^2_3$, satisfying (4.57), and $E_n(v) \leq E_0$. Then there exists some integer $n_0$ only depending on $E_0$ such that
\[\left\| 1 - |v| \right\|_{L^\infty(T^n_N)} \geq \frac{\varepsilon(v)^2}{10}, \forall n \geq n_0.\]

**Proof.** The proof is similar to the proof of Proposition 2.4, invoking Lemmas 4.2 and 4.4 to construct a lifting of $v$. Therefore, we omit it.

5 Asymptotics of solutions on expanding tori

In this section, we consider the asymptotics $n \to +\infty$ for a sequence $(v^n)_{n \in \mathbb{N}^+}$ of solutions of $(\text{TW}_c)$ on tori $T^n_n$. Our purpose is to carry out the asymptotic analysis of the sequence, in the spirit of concentration-compactness. We assume throughout that there exists a constant $K > 0$, which is independent of $n$, such that, for any $n \in \mathbb{N},$
\[
E_n(v^n) \leq K, \ 0 \leq p_n(v^n) \leq K, \text{ and } c(v^n) \leq K.
\]

Passing possibly to a subsequence, we may assume, without loss of generality, that for some numbers $E \geq 0$, $p \geq 0$ and $c \geq 0$, we have
\[
E_n(v^n) \to E, \ p_n(v^n) \to p, \text{ and } c(v^n) \to c, \text{ as } n \to +\infty.
\]

The main result in this section is
Theorem 5.1. Assume \( N = 2 \) or \( N = 3 \), and let \((v^n)_{n \in \mathbb{N}^*}\) be a sequence of solutions of (TWc) in \( X_n^2 \cap \Delta_n^0 \), resp. \( X_n^3 \), satisfying (5.1). Assume moreover that \( E > 0 \) and
\[
0 < c < \sqrt{2}. \tag{5.2}
\]
There exist an integer \( \ell_0 \) depending only on \( c \) and \( E \), \( \ell \) non-trivial finite energy solutions \( v_1, \ldots, v_\ell \) to (TWc) on \( \mathbb{R}^N \) of speed \( c \) with \( 1 \leq \ell \leq \ell_0 \), \( \ell \) points \( x_1^n, \ldots, x_\ell^n \), and a subsequence of \((v^n)_{n \in \mathbb{N}^*}\) still denoted \((v^n)_{n \in \mathbb{N}^*}\) such that
\[
|x_i^n - x_j^n| \to +\infty, \text{ as } n \to +\infty, \tag{5.3}
\]
and
\[
v^n(\cdot + x_i^n) \to v_i(\cdot) \text{ in } C^k(K), \text{ as } n \to +\infty, \tag{5.4}
\]
for any \( 1 \leq i \neq j \leq \ell \), any \( k \in \mathbb{N} \), and any compact set \( K \subset \mathbb{R}^N \). Moreover, we have the identities
\[
E = \lim_{n \to +\infty} \left( E_n(v^n) \right) = \sum_{i=1}^{\ell} E(v_i), \text{ and } p = \lim_{n \to +\infty} \left( p_n(v^n) \right) = \sum_{i=1}^{\ell} p(v_i). \tag{5.5}
\]

In Theorem 5.1, the tori \( \mathbb{T}^N_n \) are identified with the subdomains \( \Omega_n^\infty \) of \( \mathbb{R}^N \), using possibly a suitable unfolding, so that convergence (1.3) makes sense. We will also need a variant of Theorem 5.1 in the sonic case.

Theorem 5.2. Assume \( N = 3 \), and let \((v^n)_{n \in \mathbb{N}^*}\) be as in Theorem 5.1 with assumption (5.2) replaced by
\[
c = \sqrt{2}.
\]
Let \( 0 < \delta < 1 \) be given. There exist an integer \( \ell_0 \) depending only on \( E \), \( \ell \) non-trivial finite energy solutions \( v_1, \ldots, v_\ell \) to (TWc) on \( \mathbb{R}^N \) of speed \( \sqrt{2} \) with \( 0 \leq \ell \leq \ell_0 \), \( \ell \) points \( x_1^n, \ldots, x_\ell^n \), and a subsequence of \((v^n)_{n \in \mathbb{N}^*}\) still denoted \((v^n)_{n \in \mathbb{N}^*}\) such that (5.3) and (5.4) hold. Moreover, there exist real numbers \( \mu \geq 0 \) and \( \nu \) such that we have the identities
\[
E = \lim_{n \to +\infty} \left( E_n(v^n) \right) = \sum_{i=1}^{\ell} E(v_i) + \mu, \text{ and } p = \lim_{n \to +\infty} \left( p_n(v^n) \right) = \sum_{i=1}^{\ell} p(v_i) + \nu, \tag{5.6}
\]
and the inequality
\[
|\mu - \sqrt{2}\nu| \leq K\delta\mu, \tag{5.7}
\]
where \( K \) is some universal constant.

Remark 5.1. In contrast with the subsonic case, where \( \ell \geq 1 \), i.e. there is always at least one non-trivial finite energy solution on \( \mathbb{R}^N \), with speed \( c \), namely \( v_1 \), appearing in the limiting behaviour, here, we may well have \( \ell = 0 \). In this situation we have \( E = \mu \) and \( p = \nu \).

The first observation which paves the way to the proof of Theorem 5.1 is that the elliptic estimates derived in Subsection 4.3 lead to the compactness of sequences of solutions, when we consider their restrictions to bounded domains. More precisely, as a direct consequence of Lemma 4.5, we have

Lemma 5.1. Let \((v^n)_{n \in \mathbb{N}^*}\) be as in Theorem 5.1 or 5.2. There exists a finite energy solution \( v \) to (TWc) with speed \( c \), and a subsequence of \((v^n)_{n \in \mathbb{N}^*}\) still denoted \((v^n)_{n \in \mathbb{N}^*}\) such that
\[
v^n \to v \text{ in } C^k(K), \text{ as } n \to +\infty,
\]
for any \( k \in \mathbb{N} \), and any compact set \( K \subset \mathbb{R}^N \).
Proof. Since the family of speeds \((c_n)_{n \in \mathbb{N}}\) is bounded, it follows from Lemma 4.12, that, for any \(k \in \mathbb{N}\), there exists a constant \(K(k)\) such that
\[
\|v^n\|_{C^k(T_{\mathbb{Z}}^N)} \leq K(k), \forall n \in \mathbb{N}.
\]

Hence, it follows from Ascoli’s theorem, that, considering for any \(j \in \mathbb{N}\), the compact balls \(B(0, j)\), there exists a subsequence (depending possibly on \(j\)), and a smooth map \(v^j\) on \(B(0, j)\) such that
\[
v_n \underset{n \to +\infty}{\to} v^j \text{ in } C^k(B(0, j)), \forall k \in \mathbb{N}.
\]

Taking the limit in equation (T WC) for \(v^n\), one verifies that the map \(v^j\) solves \((\text{T WC})\), with speed \(c\), the limit of the speeds \(c(v^n)\) as \(n \to +\infty\). To conclude, we let \(j \to +\infty\), and we invoke a diagonal argument, so that in particular \(v = v^j\) does not depend on the ball \(B(0, j)\).

Lemma 5.1 does not handle the invariance by translations of the equation, which is a source of non-compactness. In particular, if we do not take care of this invariance, the limit \(v\) provided by Lemma 5.1 might well be equal to a constant, so that there is no hope to have conservation of energy and momentum. In order to handle the invariance by translations, we invoke the following general result.

**Lemma 5.2.** Let \(\ell \in \mathbb{N}^*\), and consider for any \(n \in \mathbb{N}^*\), a family \(\{x_1^n, \ldots, x_{\ell}^n\}\) of \(\ell\) points in \(T_{\mathbb{Z}}^N\). There exist a subset \(J_\infty\) of \(\{1, \ldots, \ell\}\), a non-decreasing injection \(\sigma : \mathbb{N} \to \mathbb{N}\), and sequences \((\kappa_k)_{k \in \mathbb{N}}, (R_k)_{k \in \mathbb{N}}\) and \((n(k))_{k \in \mathbb{N}}\) such that
\[
0 < \kappa_k < \frac{1}{64}, \quad \kappa_k \to 0, \text{ as } k \to +\infty, \quad \text{and } 1 \leq R_k < \left(\frac{2}{k_k}\right)^{\ell}, \forall k \in \mathbb{N},
\]
and such that we have the relations
\[
\bigcup_{i=1}^{\ell} B(x_i^{\sigma(n)}, 1) \subset \bigcup_{j \in J_\infty} B(x_j^{\sigma(n)}, R_k), \quad \text{and } \text{dist}\left(x_i^{\sigma(n)}, x_j^{\sigma(n)}\right) \geq \frac{R_k}{4\kappa_k}, \forall i \neq j \in J_\infty,
\]
for any \(n \geq n(k)\).

**Proof.** We iterate Lemma 4.12 applied to the family \(\{x_1^n, \ldots, x_{\ell}^n\}\) with values of \(\kappa\) going to zero. More precisely, we introduce a new parameter \(m \in \mathbb{N}\) which will eventually go to \(+\infty\) and take \(\kappa\) of the form
\[
\kappa_m = \frac{1}{m + 64}.
\]
Starting with \(m = 0\), Lemma 4.12 yields for any \(n \in \mathbb{N}\), a subset \(J_0^n\) of \(\{1, \ldots, \ell\}\), and a number
\[
0 < \mu_0^n \leq \left(\frac{2}{\kappa_0}\right)^{\ell}
\]
such that
\[
\bigcup_{i=1}^{\ell} B(x_i^n, 1) \subset \bigcup_{j \in J_0^n} B(x_j^n, \mu_0^n), \quad \text{and } \text{dist}(x_i^n, x_j^n) \geq \frac{\mu_0^n}{\kappa_0}, \forall i \neq j \in J_0^n.
\]
We may extract a subsequence \(\sigma_0 : \mathbb{N} \to \mathbb{N}\) such that \(J_0^{\sigma(n)}\) does not depend on \(n\), so that we may denote it \(J_0\), and such that the sequence \((\mu_0^{\sigma(n)})_{n \in \mathbb{N}}\) has a limit which we denote \(\mu_0\). In particular, there exists some integer \(n_0\) such that
\[
\bigcup_{i=1}^{\ell} B(x_i^{\sigma_0(n)}, 1) \subset \bigcup_{j \in J_0} B(x_j^{\sigma_0(n)}, 2\mu_0), \quad \text{and } \text{dist}(x_i^{\sigma_0(n)}, x_j^{\sigma_0(n)}) \geq \frac{\mu_0}{2\kappa_0}, \forall i \neq j \in J_0,
\]
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for any $n \geq n_0$. We next proceed the same way with the family $\{x_1^{\sigma_0(n)}, \ldots, x_\ell^{\sigma_0(n)}\}_{n \in \mathbb{N}}$ and $\kappa_1$, so that by Lemma 4.12, we find a subset $J_1^{\sigma_0(n)}$ of $\{1, \ldots, \ell\}$, and a number $0 < \mu_1 \leq \left(\frac{\delta}{\kappa_1}\right)^\ell$

such that

$$\bigcup_{i=1}^\ell B\left(x_i^{\sigma_0(n)}, 1\right) \subset \bigcup_{j \in J_1^{\sigma_0(n)}} B\left(x_j^{\sigma_0(n)}, \mu_1\right),$$

and $\text{dist}\left(x_i^{\sigma_0(n)}, x_j^{\sigma_0(n)}\right) \geq \frac{\mu_1}{\kappa_1}, \forall i \neq j \in J_1^{\sigma_0(n)}$, for any $n \in \mathbb{N}$. We may extract a new subsequence $\tilde{\sigma}_1 : \mathbb{N} \rightarrow \mathbb{N}$ such that, for $\sigma_1 = \tilde{\sigma}_1 \circ \sigma_0$, the set $J_1^{\sigma_1(n)}$ does not depend on $n$, so that we may denote it $J_1$, and such that the sequence $(\mu_1^{\sigma_1(n)})_{n \in \mathbb{N}}$ has a limit which we denote $\mu_1$. In particular, there exists some integer $n_1$ such that

$$\bigcup_{i=1}^\ell B\left(x_i^{\sigma_1(n)}, 1\right) \subset \bigcup_{j \in J_1} B\left(x_j^{\sigma_1(n)}, \mu_1\right),$$

and $\text{dist}\left(x_i^{\sigma_1(n)}, x_j^{\sigma_1(n)}\right) \geq \frac{\mu_1}{2\kappa_1}, \forall i \neq j \in J_1$, for any $n \geq n_1$. We then iterate this argument to construct for any $j \in \mathbb{N}$, some non-decreasing injection $\widetilde{\sigma}_j : \mathbb{N} \rightarrow \mathbb{N}$, some subset $J_j$ of $\{1, \ldots, \ell\}$, some number $1 < \mu_j \leq \left(\frac{\delta}{\kappa_j}\right)^\ell$, and some integer $n_j$ such that, if we set $\sigma_j = \widetilde{\sigma}_j \circ \sigma_{j-1}$, then we have

$$\bigcup_{i=1}^\ell B\left(x_i^{\sigma_j(n)}, 1\right) \subset \bigcup_{k \in J_j} B\left(x_k^{\sigma_j(n)}, 2\mu_j\right),$$

and $\text{dist}\left(x_i^{\sigma_j(n)}, x_k^{\sigma_j(n)}\right) \geq \frac{\mu_j}{2\kappa_j}, \forall i \neq k \in J_j$, (5.8)

for any $n \geq n_j$. We then set for any $n \in \mathbb{N}$, following the usual diagonal argument $\sigma(n) = \sigma_n(n)$ and $R_n = 2\mu_n$. In view of (5.8), we have for this choice

$$\bigcup_{i=1}^\ell B\left(x_i^{\sigma(n)}, 1\right) \subset \bigcup_{j \in J_m} B\left(x_j^{\sigma(n)}, R_m\right),$$

and $\text{dist}\left(x_i^{\sigma(n)}, x_j^{\sigma(n)}\right) \geq \frac{R_m}{4\kappa_m}, \forall i \neq j \in J_m$, for any $m \in \mathbb{N}$, and any $n \geq n_m$. To conclude, we finally extract a subsequence $(\alpha(m))_{m \in \mathbb{N}}$ such that $J_{\alpha(m)}$ does not depend on $m$. \hfill $\Box$

In the course of the proof of Theorem 5.1, we will combine Lemma 5.2 with Proposition 4.2, and for that purpose, some decay properties of travelling wave solutions, which we recalled in Subsection 2.3, turn out to be central in the arguments.

**Proof of Theorem 5.1.** Set $\varepsilon = \sqrt{2 - c_0}$, so that we may assume, without loss of generally that $\frac{\varepsilon}{2} \leq \varepsilon(n) = \sqrt{2 - c(v^n)^2} \rightarrow \varepsilon$, as $n \rightarrow +\infty$, and that the energy $E_n(v^n)$ is uniformly bounded by some constant $E_0$. Our starting point is Lemma 4.11, which we apply to $v^n$, with $c_0 = \sqrt{2 - \frac{\varepsilon^2}{4}}$, and $\delta > 0$ taken as

$$\delta = \delta_0(c_0) = \inf \left\{ \frac{\sqrt{2} - c_0}{2\sqrt{2}(K(c_0) + 1)} \right\},$$

(5.9)

where $K(c_0)$ is the constant appearing in Proposition 4.2. This yields a finite number $1 \leq \ell_n \leq \ell(\delta_0)$ of points $x_1^n, \ldots, x_{\ell_n}^n$ in $\mathbb{T}_n^N$ such that

$$\left| 1 - |v^n| \right| \leq \delta \text{ on } \mathbb{T}_n^N \setminus \bigcup_{i=1}^{\ell_n} B(x_i^n, 1),$$

and

$$\left| 1 - |v^n(x_i^n)| \right| \geq \delta(c_0), \forall 1 \leq i \leq \ell_n.$$  (5.10)

Notice that the collection is not empty (i.e. $\ell_n \geq 1$), otherwise the map $v^n$ would be constant, in view of Proposition 4.3. Passing possibly to a subsequence, we may assume that the number $\ell_n$ is independent of $n$, so that we may denote it $\ell$. We next apply Lemma 5.2 to the family
\{x_1^n, \ldots, x_\ell^n\}_{n \in \mathbb{N}^*}. Passing to a further subsequence, there exist a subset \( J_\infty \) of \( \{1, \ldots, \ell\} \), and sequences \( (\kappa_k)_{k \in \mathbb{N}}, (n(k))_{k \in \mathbb{N}} \) and \( (R_k)_{k \in \mathbb{N}} \) such that
\[
0 < \kappa_k < \frac{1}{64}, \ \kappa_k \to 0, \ \text{as} \ k \to +\infty, \ \text{and} \ 1 \leq R_k < \left( \frac{2}{\kappa_k} \right)^\ell,
\]
for any \( k \in \mathbb{N} \), and such that we have the relations
\[
\bigcup_{i=1}^\ell \ B\left(x_i^{\sigma(n)}, 1\right) \subset \bigcup_{j \in J_\infty} B\left(x_j^{\sigma(n)}, R_k\right), \ \text{and dist}\left(x_i^{\sigma(n)}, x_j^{\sigma(n)}\right) \geq \frac{R_k}{4\kappa_k}, \forall i \neq j \in J_\infty,
\]
for any \( n \geq n(k) \). We next apply Lemma 5.1 to the sequences of maps \( (v^n(\cdot + x_j^n))_{n \in \mathbb{N}^*}, \) for any \( j \in J_\infty \), to assert that there exists some finite energy solution \( v_j \) with speed \( c \) to (TW) such that we have, up to a subsequence,
\[
v^n(\cdot + x_j^n) \to v_j \ \text{in} \ C^m(B(0, R)), \ \text{as} \ n \to +\infty,
\]
for any \( R > 0 \), and any \( m \in \mathbb{N} \). It follows from (5.10) that
\[
\left| 1 - |v_j(0)| \right| \geq \delta(c_0),
\]
so that \( v_j \) is not constant. At this stage, it remains to establish identities (5.3).

**Identity for the limiting energy.** We introduce the number \( \mu_k = \frac{R_k}{8\sqrt{\kappa_k}} \) for any \( k \in \mathbb{N} \), as well as the exterior set
\[
U_k = \mathbb{T}_n^N \setminus \bigcup_{j \in J_\infty} B\left(x_j^n, \frac{R_k}{8\kappa_k}\right) = \mathbb{T}_n^N \setminus \bigcup_{j \in J_\infty} B\left(x_j^n, \frac{\mu_k}{\sqrt{\kappa_k}}\right),
\]
so that \( \mu_k \to +\infty \) as \( k \to +\infty \). In view of relations (5.11), we are in position to apply Proposition 4.2 to \( v^n \), with \( \mu = \mu_k \) and \( \kappa = \sqrt{\kappa_k} \), which yields
\[
\int_{U_k} e(v^n) \leq \frac{K'(c_0)E_0}{\ln(\kappa_k)|\epsilon|^2} = \frac{o}{\kappa \to +\infty} (1), \ \forall n \geq n(k),
\]
where \( K'(c_0) \) is some constant possibly depending on \( c_0 \). In view of convergence (5.12), and since \( \frac{\mu_k}{\sqrt{\kappa_k}} \to +\infty \), as \( k \to +\infty \), we have for any fixed \( k \),
\[
\lim_{n \to +\infty} \left( E_n(v^n, B\left(x_j^n, \frac{\mu_k}{\sqrt{\kappa_k}}\right)) \right) = E(v_j, B\left(0, \frac{\mu_k}{\sqrt{\kappa_k}}\right)) = E(v_j) + o \ \text{as} \ k \to +\infty (1).
\]
Combining (5.13) and (5.14), we deduce that
\[
\lim_{n \to +\infty} \left( E_n(v^n) \right) = \sum_{j \in J_\infty} E(v_j) + o \ \text{as} \ k \to +\infty (1).
\]

**Identity for the limiting momentum.** Let \( r > 0 \) be such that that \( |v_j| \geq \frac{1}{2} \) on \( \mathbb{R}^N \setminus B(0, r) \), for any \( j \in J_\infty \), so that in particular we may write \( v_j = \psi_j \exp i\varphi_j \) on \( \mathbb{R}^N \setminus B(0, r) \). Let \( 0 \leq \chi \leq 1 \) be a smooth function with compact support on \( \mathbb{R}^N \) such that \( \chi = 1 \) on \( B(0, r) \). In view of Lemma 2.4, we have
\[
p_j \equiv p(v_j) = \tilde{p}(v_j) = \frac{1}{2} \int_{\mathbb{R}^N} \left( i\partial_i v_j, v_j \right) + \partial_i \left( (1 - \chi)\varphi_j \right).
\]
Since the integrand is integrable on \( \mathbb{R}^N \), and since \( r_k \equiv \frac{\mu_k}{\sqrt{\kappa_k}} \to +\infty \), as \( k \to +\infty \), we have
\[
p(v_j) = p_k(v_j) + o \ \text{as} \ k \to +\infty (1),
\]

63
where we have set
\[ p_k(v_j) = \frac{1}{2} \int_{B(0,r_k)} \langle i \partial_1 v_j, v_j \rangle + \frac{1}{2r_k} \int_{\partial B(0,r_k)} \varphi_j(x) x_1 dx. \]

We now go back to the sequence \((v^n)_{n \in \mathbb{N}}\). Using Lemma 4.2, we may write \(v^n = \vartheta^n \exp i \varphi^n\) on the set \(O_n(2R_k) \equiv T^n \setminus \bigcup_{j \in J_k} B(x^n_j, 2R_k)\) in dimension three for any \(n \geq n(k)\). The existence of such a lifting in the two-dimensional case is more involved. Using (5.13), we can invoke Corollary 4.1 to write \(v^n = \vartheta^n \exp i \varphi^n\) on the set \(O_n(2\mu_k) \equiv T^n \setminus \bigcup_{j \in J_k} B(x^n_j, 2\mu_k)\), so that, since \(v^n\) does not vanish on each annulus \(B(x^n_j, 2\mu_k) \setminus B(x^n_j, 2R_k)\), we may also write \(v^n = \vartheta^n \exp i \varphi^n\) on the set \(O_n(2R_k)\) in dimension two. In particular, \(\langle i \partial_1 v^n, v^n \rangle = -(\vartheta^n)^2 \partial_1 \varphi^n\) for any \(n \geq n(k)\), so that, since \(U_k\) is included in \(O_n(2R_k)\), we have
\[
\int_{U_k} \langle i \partial_1 v^n, v^n \rangle = -\int_{U_k} (\vartheta^n)^2 \partial_1 \varphi^n = \int_{U_k} \left(1 - (\vartheta^n)^2\right) \partial_1 \varphi^n + \sum_{j \in J_k} \frac{1}{r_k} \int_{\partial B(x^n_j, r_k)} \varphi_1(x) x_1 dx.
\]

It follows that
\[
p_n(v^n) = \sum_{j \in J_k} P_{j,k}(v^n) + \frac{1}{2} \int_{U_k} \left(1 - (\vartheta^n)^2\right) \partial_1 \varphi^n,
\]
where we have set
\[
P_{j,k}(v^n) = \frac{1}{2} \int_{B(x^n_j, r_k)} \langle i \partial_1 v^n, v^n \rangle + \frac{1}{2r_k} \int_{\partial B(x^n_j, r_k)} \varphi^n(x) x_1 dx.
\]

We deduce from convergence (6.12) that, for any fixed \(k\), we have
\[
P_{j,k}(v^n) \to p_k(v_j), \text{ as } n \to +\infty.
\]

On the other hand, we have by Lemma 2.3 and inequality (5.13),
\[
\left| \int_{U_k} \left(1 - (\vartheta^n)^2\right) \partial_1 \varphi^n \right| \leq 2\sqrt{2} \int_{U_k} e(v^n) \leq \frac{K'(\varepsilon)}{\ln(n) e} = o_{k \to +\infty}(1).
\]

Combining (5.13), (5.16), (5.17) and (5.18), we obtain
\[
\lim_{n \to +\infty} p_n(v^n) = \sum_{j \in J_k} p(v_j),
\]
so that the proof is complete.

Proof of Theorem 5.4. The beginning of the proof is identical to the proof of Theorem 5.1 above, with the exception of one major difference: whereas the choice of \(\delta\) (when applying Lemma 4.1) is given in the proof of Theorem 5.1 by \(\begin{equation} #9 \end{equation}\) (which would yield 0 in the sonic case), here we use the parameter \(\delta\) which is provided in the statement of Theorem 5.2. Another difference concerns the integer \(\ell_m\): it might be equal to 0, and at this stage is bounded by a number possibly depending on \(\delta\). All the arguments and estimates extend to the sonic case, except estimates (5.13) for the integral of the energy density on \(U_k\), and estimate (5.18) for the momentum on \(U_k\). Since the total energy is bounded, passing possibly to a further subsequence, we may assume that there exists some number \(0 \leq \mu \leq E\) such that
\[
\int_{U_k} e(v^n) \to \mu, \text{ as } n \to +\infty.
\]
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Combining (5.19) with (5.14), we deduce the first equality in (5.4). For the second equality, using Lemma 4.1, we may write \( v^n = \varphi^n \exp i \varphi^n \) on the set \( O_n(2R_k) \), and passing possibly to another subsequence, we may assume similarly that, for some number \( v \in \mathbb{R} \), we have
\[
\frac{1}{2} \int_{\mathcal{U}_k} \left( 1 - (\varphi^n)^2 \partial_1 \varphi^n \right) \to v, \quad \text{as} \quad n \to +\infty,
\]
so that combining (5.20) with (5.13), (5.16) and (5.17), we deduce the identity for the limiting momentum in (5.6). For inequality (5.7), we invoke inequality (4.47) in Proposition 4.2 which yields
\[
\left| \int_{\mathcal{U}_k} \left( \frac{\sqrt{2}}{2} (1 - (\varphi^n)^2) \partial_1 \varphi^n - e(\varphi^n) \right) \right| \leq K(c_0) \left( \delta \int_{\mathcal{U}_k} e(\varphi^n) + \frac{\alpha}{k^{1/2}} (1) \right),
\]
which yields the desired conclusion, taking the limit \( n \to +\infty \). Finally, in order to see that the number \( \ell \) may be bounded independently of \( \delta \), we invoke Lemma 2.14. Indeed, each function \( v_j \) is a non-trivial finite energy solution to \((\Gamma\mathcal{W}_c)\) on \( \mathbb{R}^3 \), so that by Lemma 2.14, \( E(v_j) \geq \epsilon_0 \).
Hence,
\[
E = \sum_{j=1}^\ell E(v_j) + \mu \geq \ell \epsilon_0,
\]
so that \( \ell \leq \ell_0 \equiv \frac{E}{\epsilon_0} \) is bounded independently of \( \delta \).

## 6 Properties of \( E^{n}_{\min}(p) \) and \( u^{n}_{p} \)

In this section, we provide the proofs of Propositions 3 and 4. We also show that \( E^{n}_{\min}(p) \) converges to \( E_{\min}(p) \) as \( n \to +\infty \).

### 6.1 Proof of Proposition 3

The first task is to establish the existence of a minimizer for \( (\Gamma\mathcal{W}_c) \). For that purpose, we consider a minimizing sequence \( (w_k)_{k \in \mathbb{N}} \) for \( (\Gamma\mathcal{W}_c) \). Since \( E_n(w_k) \) is uniformly bounded with respect to \( k \), \( (w_k)_{k \in \mathbb{N}} \) is bounded in \( H^1(T_n^3) \), so that, passing possibly to a subsequence, we may assume that
\[
w_k \to u^n_p \quad \text{in} \quad H^1(T_n^3), \quad \text{as} \quad k \to +\infty,
\]
for some \( u^n_p \in H^1(T_n^3) \). By weak lower semi-continuity and Rellich’s compactness theorem, we infer that
\[
E_n(u^n_p) \leq \liminf_{k \to +\infty} (E_n(w_k)) = E^{n}_{\min}(p),
\]
and
\[
p_n(u^n_p) = \lim_{k \to +\infty} \left( \frac{1}{2} \int_{T_n^3} \langle i w_k, \partial_1 w_k \rangle \right) = p.
\]

The sequel of the proof is different according to the dimension. The two-dimensional case is substantially more difficult due to the topological constraint on the test functions.

**Case 1. \( N = 3 \).** Since \( u^n_p \) belongs to \( \Gamma^3_{\mathcal{W}}(p) \) by (5.3), it is a minimizer for \( (\Gamma\mathcal{W}_c) \), so that the Lagrange multiplier rule implies that
\[
dE_n(u^n_p) = c^n_p dp_n(u^n_p),
\]
for some \( c^n_p \in \mathbb{R} \). The previous equality is precisely the weak formulation for the equation
\[
iv^n_p \partial_1 u^n_p + \Delta u^n_p + u^n_p (1 - |u^n_p|^2) = 0 \quad \text{on} \quad T^3_n,
\]
whose finite energy solutions are smooth by standard elliptic theory.
Case 2. \( N = 2 \). In order to prove that \( u^n_p \) is a minimizer for \((P^2_n(p))\), it remains to verify in view of (6.3) and (6.4), that
\[
u^n_p \in S^0_n,
\]
a difficulty which was not present in the three-dimensional case. To prove (6.4), we are going to show that a suitable choice of the minimizing sequence yields strong convergence to \( u^n_p \). This will yield the conclusion in view of the closeness of \( S^0_n \cap E_{n,\Lambda} \) for any fixed \( \Lambda \). The main tool is Ekeland’s variational principle.

Indeed, we consider some number \( \Lambda \) such that \( \Lambda > E_{\text{min}}(p) \). Using Corollary 3.1 there exists some integer \( n(\Lambda) \) such that \( E^n_{\text{min}}(p) \leq \Lambda \) for any \( n \geq n(\Lambda) \). In particular, using Ekeland’s variational principle (see (2)), we can construct a minimizing sequence \( (w_k)_{k \in \mathbb{N}} \) for \((P^2_n(p))\) such that
\[
E^n_{\text{min}}(p) \leq E_n(w_k) < \Lambda, \forall k \in \mathbb{N},
\]
and
\[
E_n(w_k) - E_n(w) \leq \frac{1}{k} ||w_k - w||_{H^1(T^2_n)}, \forall w \in \Gamma^2_n(p), \forall k \in \mathbb{N}.
\]
Letting \( \delta > 0 \), and \( \psi \in H^1(T^2_n) \), and invoking Theorem 4.1 and (6.3), the function \( w_k - \delta \psi \) belongs to \( E_{n,\Lambda} \cap S^0_n \) for any \( \delta \) sufficiently small, and any \( n \) sufficiently large. Moreover,
\[
p_n(w_k - \delta \psi) = p_n(w_k) - \delta \int_{T^2_n} \langle i\partial_1 w_k, \psi \rangle + \delta^2 p_n(\psi) \to p, \text{ as } \delta \to 0,
\]
so that the function \( z_{k,\delta} = \sqrt{p_n(w_k - \delta \psi)}(w_k - \delta \psi) \) belongs to \( \Gamma^2_n(p) \) for \( \delta \) sufficiently small. Setting \( w = z_{k,\delta} \) in inequality (6.6), and taking the limit \( \delta \to 0 \) after dividing by \( \delta \), we are led to
\[
\lambda_k dp_n(w_k)(\psi) - dE_n(w_k)(\psi) \leq \frac{1}{k} \frac{dp_n(w_k)(\psi)}{2} ||w_k - \psi||_{H^1(T^2_n)},
\]
where \( \lambda_k = \frac{1}{2p} dE_n(w_k)(w_k) \). By (3.2), this gives
\[
\left| \lambda_k dp_n(w_k)(\psi) - dE_n(w_k)(\psi) \right| \leq \frac{K(\Lambda)}{k} ||\psi||_{H^1(T^2_n)},
\]
where \( K(\Lambda) \) is some constant only depending on \( \Lambda \). In particular, choosing \( \psi = u^n_p \), we are led to
\[
\lambda_k dp_n(w_k)(u^n_p) - dE_n(w_k)(u^n_p) \to 0, \text{ as } k \to +\infty.
\]
On the other hand, it follows from (6.3) that
\[
dp_n(w_k)(u^n_p) \to 2p_n(u^n_p) = 2p, \text{ as } k \to +\infty,
\]
and
\[
dE_n(w_k)(u^n_p) \to \int_{T^2_n} \left( |\nabla u^n_p|^2 - |u^n_p|^2(1 - |u^n_p|^2) \right), \text{ as } k \to +\infty,
\]
so that
\[
\lambda_k \to \frac{1}{2p} \int_{T^2_n} \left( |\nabla u^n_p|^2 - |u^n_p|^2(1 - |u^n_p|^2) \right), \text{ as } k \to +\infty.
\]
Hence, using (3.2) and Rellich’s compactness theorem, we have
\[
\int_{T^2_n} |\nabla w_k|^2 \to 2p \lim_{k \to +\infty} (\lambda_k) + \int_{T^2_n} |u^n_p|^2(1 - |u^n_p|^2) = \int_{T^2_n} |\nabla u^n_p|^2, \text{ as } k \to +\infty,
\]
which proves the strong $H^1$-convergence of the sequence $(w_k)_{k \in \mathbb{N}}$ towards $u^n_p$. In particular, since $E_n, \Lambda \cap S^0_n$ is closed by Theorem 4.1, $u^n_p$ belongs to $S^0_n$, so that $u^n_p$ is a minimizer for $(P^2_n(p))$. Moreover, the set $\{ u \in H^1(T^n_2) \mid E_n(u) < \Lambda \} \cap S^0_n$ is open by Theorem 4.1, so that the Lagrange multiplier rule implies that

$$ic^n_p \partial_1 u^n_p + \Delta u^n_p + u^n_p(1 - |u^n_p|^2) = 0 \text{ on } T^n_2,$$

for some $c^n_p \in \mathbb{R}$. Hence, $u^n_p$ is also smooth in the two-dimensional case.

We finally turn to (1.23) and (1.24) to complete the proof of Proposition 2. We first notice that, by Corollary (3.1),

$$\limsup_{n \to +\infty} (E^n_{\min}(p)) \leq E_{\min}(p), \forall p > 0,$$

so that

$$\liminf_{n \to +\infty} (\Sigma(u^n_p)) \geq \Xi(p).$$

In particular, if $\Xi(p) > 0$, it follows that there exists some integer $n(p)$, and some number $\Sigma_0 > 0$ such that

$$\Sigma(u^n_p) \geq \Sigma_0, \forall n \geq n(p).$$

Invoking Theorem 4.2, we obtain (1.23), whereas (1.24) follows from Lemma 4.5.

6.2 Proof of Proposition 4

By Proposition 3, for given $p > 0$, the sequence $(u^n_p)_{n \in \mathbb{N}^*}$ is a sequence of finite energy solutions of $(TWc)$, with uniformly bounded energy, and such that $(c(u^n_p))_{n \in \mathbb{N}^*}$ is bounded. By Proposition 3, it converges up to a subsequence towards a non-trivial finite energy solution $u_p$ to $(TWc)$ on $\mathbb{R}^N$ of speed $c$, which satisfies in particular $\partial_1 u_p \neq 0$. Hence, in view of convergence (1.28) of Proposition 3, we have

$$c^n_p \equiv c(u^n_p) \to c, \text{ as } n \to +\infty.$$

Moreover, we deduce from the results of [19] that

$$0 < c \leq \sqrt{2}.$$

On the other hand, we may assume up to another subsequence that

$$E(u^n_p) = E^n_{\min}(p) \to \limsup_{n \to +\infty} (E^n_{\min}(p)), \text{ as } n \to +\infty.$$

We next distinguish two cases.

**Case 1.** $0 < c < \sqrt{2}$. In this case, we may apply directly Theorem 5.1 to the sequence $(u^n_p)_{n \in \mathbb{N}^*}$. This yields (1.29), (1.30) as well as

$$p = \sum_{i=1}^\ell p_i, \text{ and } \limsup_{n \to +\infty} (E^n_{\min}(p)) = \sum_{i=1}^\ell E(u_i). \quad (6.7)$$

Moreover, since $c > 0$, it follows from Lemma 2.3 that $p_i = p(u_i) > 0$. In view of the definition of $E_{\min}$, we have $E(u_i) \geq E_{\min}(p_i)$, whereas by Corollary 5.1 we have $\limsup_{n \to +\infty} (E^n_{\min}(p)) \leq E_{\min}(p)$, so that identity (6.7) yields

$$\sum_{i=1}^\ell E_{\min}(p_i) \leq E_{\min}(p).$$
Comparing with inequality (1.18) of Corollary 1, which is precisely the reverse inequality, we deduce that all inequalities actually have to be identities, that is
\[ E(u_i) = E_{\min}(p_i), \text{ and } \limsup_{n \to +\infty} \left( E_n^{\min}(p) \right) = E_{\min}(p), \]
and the proof is complete in the considered case.

**Case 2.** \( c = \sqrt{2} \). We are going to show that this case is excluded, so that Case 1 always holds. For that purpose, we apply Theorem 5.2 instead of Theorem 5.1 to the sequence \( (u_n^p)_{n \in \mathbb{N}^*} \), with a parameter \( \delta > 0 \) to be determined later. It yields a number \( \ell \geq 1 \) of finite energy solutions \( u_i \) of speed \( \sqrt{2} \) on \( \mathbb{R}^N \), and numbers \( \mu \geq 0, \nu \geq 0 \) such that
\[ |\mu - \sqrt{2}\nu| \leq K\delta\mu, \quad (6.8) \]
where \( K \) is some universal constant,
\[ p = p' + \nu, \text{ where } p' = \sum_{i=1}^{\ell} p(u_i) = \sum_{i=1}^{\ell} p_i, \quad (6.9) \]
and
\[ \limsup_{n \to +\infty} \left( E_n^{\min}(p) \right) = \sum_{i=1}^{\ell} E(u_i) + \mu. \]
Invoking as above Corollary 3.1, we are led to
\[ \sum_{i=1}^{\ell} E_{\min}(p_i) + \mu \leq E_{\min}(p). \]
In view of Corollary 2.3, we have \( \Sigma(u_i) < 0 \), so that \( E(u_i) > \sqrt{2}p_i \). Combining with (6.8) and (6.9), we obtain
\[ \sqrt{2}p = \sqrt{2} \left( \sum_{i=1}^{\ell} p_i + \nu \right) \leq E_{\min}(p)(1 + K\delta), \]
that is
\[ \Xi(p) \leq K\delta E_{\min}(p). \]
Since \( \delta \) was arbitrary, we may let it go to zero, so that \( \Xi(p) \leq 0 \), which is a contradiction with assumption (1.27), and completes the proof of Proposition 4.

**Remark 6.1.** In the course of the proof, we have proved the identity
\[ \limsup_{n \to +\infty} \left( E_n^{\min}(u_n^p) \right) = \limsup_{n \to +\infty} \left( E_n^{\min}(p) \right) = E_{\min}(p). \]

7 Proof of the main theorems

7.1 Proof of Theorem 5

If \( p > p_0 \), it follows from Theorem 5 that \( \Xi(p) > 0 \), so that Propositions 3 and 4 apply. In particular, it follows from Proposition 3 that there exist some integer \( \ell \geq 1 \), and some positive numbers \( p_1, \ldots, p_\ell \) such that \( E_{\min}(p_i) \) is achieved by some map \( u_i \) for any \( i \in \{1, \ldots, \ell\} \), with
\[ p = \sum_{i=1}^{\ell} p_i, \text{ and } E_{\min}(p) = \sum_{i=1}^{\ell} E_{\min}(p_i). \quad (7.1) \]
We claim that
\[ \ell = 1. \] (7.2)
Indeed, assume by contradiction that \( \ell \geq 2 \). Then, it follows from Corollary 2 that \( E_{\text{min}} \) is linear on the interval \((0, p)\). By Lemma 3, we deduce that \( E_{\text{min}}(q) \) is not achieved for any \( 0 < q < p \). This contradicts the fact that \( E_{\text{min}}(p_i) \) is achieved by \( u_i \), for any \( i \in \{1, \ldots, \ell\} \), and establishes therefore (7.2).

Going back to (7.1), we have
\[ p = p_1 = p(u_1), \text{ and } E_{\text{min}}(p) = E_{\text{min}}(p_1) = E(u_1). \]
This shows that \( E_{\text{min}}(p) \) is achieved by the map \( u_1 = u_p \), which belongs to \( W(\mathbb{R}^N) \), up to a multiplication by a constant of modulus one, by Corollary 2.

### 7.2 The two-dimensional case: proof of Theorem 1 and Proposition 1

In this section, we provide the proof of the main results in dimension two, namely the proofs to Theorem 1 and Proposition 1.

**Proof of Theorem 1.** In view of Theorem 5, it is sufficient to show that \( p_0 = 0 \) if \( N = 2 \).

Going back to the definition of \( p_0 \) and the properties stated in Theorem 4, this is equivalent to show that
\[ \Xi(p) > 0, \forall p > 0. \] (7.3)
Since the function \( \Xi \) is non-decreasing, it is sufficient to check that property for \( p \) sufficiently small. By Lemma 3.9, we have for any \( p \) sufficiently small,
\[ \Xi_{\text{min}}(p) \geq \frac{48\sqrt{2}}{S_{KP}} p^3 - K_0 p^4, \] (7.4)
which yields (7.3), then the desired conclusion.

**Proof of Proposition 1.** We divide the proof into several steps.

**Step 1.** There exists \( p_1 > 0 \) such that, if \( 0 < p < p_1 \), and \( u \) is a finite energy solution to (TWc) on \( \mathbb{R}^2 \) such that \( p(u) = p \), and \( E(u) = E_{\text{min}}(p) \), then
\[ |u(x)| \geq \frac{1}{2}, \forall x \in \mathbb{R}^2. \]
This is a consequence of inequality (2.9) of Lemma 2.2 and the facts that \( 0 \leq c \leq \sqrt{2} \), and \( E_{\text{min}}(p) \leq \sqrt{2p} \).

**Step 2.** If \( 0 < p < p_1 \), and \( u \) is a finite energy solution to (TWc) on \( \mathbb{R}^2 \) such that \( p(u) = p \) and \( E(u) = E_{\text{min}}(p) \), then
\[ K_2 p \leq \varepsilon(u) \leq K_3 p, \]
where \( K_2 > 0 \) and \( K_3 \) are some universal constant. In particular, (1.13) is established.

The second inequality follows from Step 1, Lemma 2.12, and the fact that \( E_{\text{min}}(p) \leq \sqrt{2p} \). For the first one, we invoke equality (2.17) for a minimizer \( u_p \), which yields in particular,
\[ \Xi(p) = \Sigma(u_p) \leq \frac{\varepsilon(u_p)^2}{\sqrt{2}} p(u_p) = \frac{\varepsilon(u_p)^2}{\sqrt{2}} p. \] (7.5)
The conclusion follows using (7.4).
Step 3. Proof of inequality (1.12).

The lower bound for $\Xi$ in inequality (1.12) is provided by Lemma 3.9. Concerning the upper bound, we invoke inequality (7.4) and Step 4 to obtain

$$\Xi(p) \leq Kp^3.$$ 

Step 4. Proof of inequality (1.14).

Combining inequality (2.17) with Step 1 and Step 2, we obtain

$$\int_{\mathbb{R}^2} |\partial_2 u_p|^2 \leq \int_{\mathbb{R}^2} |\partial_2 u_p|^2 + \Xi(p) \leq K\varepsilon(u_p)^2 \leq Kp^3,$$

whereas Lemma 2.10 yields a similar estimate for the two other terms on the l.h.s of (1.14).

Step 5. Proof of inequality (1.15).

In view of the invariance by translation, we may assume without loss of generality that the infimum of $|u_p|$ is achieved at the point 0, that is

$$|u_p(0)| = \min_{x \in \mathbb{R}^2} |u_p(x)|.$$

Inequality (1.15) is then a consequence of (1.22) for $v = u_p$, and (7.5).

7.3 The three dimensional case: proof of Theorem 2

Lemma 7.1. Let $N = 3$. We have

$$p_0 \geq \frac{\varepsilon_0}{\sqrt{2}},$$

(7.6)

where $\varepsilon_0 > 0$ is the constant provided in Lemma 2.11.

Proof. Assume by contradiction that $p_0 < \frac{\varepsilon_0}{\sqrt{2}}$. Then, by Theorem 3, $E_{\text{min}}(p)$ is achieved for any $p > p_0$, by some map $u_p$. On the other hand, $E_{\text{min}}(p) \leq \sqrt{2}p$, so that if $p_0 < p < \frac{\varepsilon_0}{\sqrt{2}}$, then

$$E(u_p) < \varepsilon_0,$$

whereas, in view of Lemma 2.13, there is no finite energy solution to (TWd) with energy smaller than $\varepsilon_0$. This gives a contradiction.

Lemma 7.2. Given any $p > p_0$, let $u_p$ be a minimizer of $E_{\text{min}}(u_p)$ given by Theorem 4. Then, there exists a function $u_{p_0} \in W(\mathbb{R}^3)$ such that $u_p \rightarrow u_{p_0}$ in $C^\infty_{\text{loc}}(\mathbb{R}^3)$, as $p \rightarrow p_0$, with $p(u_{p_0}) = p_0$, and $E(u_{p_0}) = \sqrt{2}p_0$. In particular, $E_{\text{min}}(p_0)$ is achieved.

Proof. We first notice that it follows from Theorem 4 and Corollary 2.4 that, there exists a universal constant $K > 0$, such that, for any $p > p_0$, we have

$$\|1 - |u_p|\|_{L^\infty(\mathbb{R}^3)} \geq \frac{K}{E_{\text{min}}(p_0)^{\alpha}} \geq K.$$

(7.7)

Without loss of generality, we may assume, in view of the invariance by translation, that

$$|u_p(0)| = \inf_{x \in \mathbb{R}^3} |u_p(x)|,$$

so that it follows from (7.7) that

$$|u_p(0)| \leq 1 - K < 1.$$
Arguing as in the proof of Proposition 3, there exists a non-trivial finite energy solution $u_1$ to (TWc) with $c = \limsup_{p \to p_0}(c(p))$, such that, passing possibly to a subsequence, we have

$$u_p \to u_1 \quad \text{in} \quad C^k(K), \quad \text{as} \quad p \to p_0,$$

for any compact set $K$ in $\mathbb{R}^3$, and any $k \in \mathbb{N}$. Moreover, we have

$$E(u_1) = \liminf_{p \to p_0}(E(u_p)) = E_{\min}(p_0) = \sqrt{2}p_0, \quad \text{and} \quad |u_1(0)| \leq 1 - K < 1,$$

so that $u_1$ is non-trivial. Assuming first that $c = \sqrt{2}$, we next apply Theorem 5.2 to the sequence $(u_p)_{p > p_0}$, with a parameter $\delta > 0$ to be determined later. Indeed, following the lines of the proofs of Theorems 5.1 and 5.2, we may verify that their statements remain valid for any sequence $(v^n)_{n \in \mathbb{N}}$ of finite energy solutions to $(TWc_n)$ on $\mathbb{R}^N$ satisfying (5.1). Hence, there exist a number $\ell \geq 1$ of finite energy solutions $u_i$ of (TWc) on $\mathbb{R}^3$, and numbers $\mu \geq 0$ and $\nu \geq 0$ such that

$$|\mu - \sqrt{2}\nu| \leq K\delta\mu,$$

$$p_0 = p' + \nu,$$

where $p' = \sum_{i=1}^{\ell} p(u_i) = \sum_{i=1}^{\ell} p_i$, and

$$\sqrt{2}p_0 = E_{\min}(p_0) = \sum_{i=1}^{\ell} E(u_i) + \mu,$$

so that, by Theorem 4,

$$E_{\min}(p_0 - \nu) = \sqrt{2}(p_0 - \nu) = E_{\min}(p_0) - \sqrt{2}\nu \geq \sum_{i=1}^{\ell} E(u_i) - K\delta\mu.$$

In view of inequality (1.18) of Corollary 4, we deduce that

$$E(u_i) \leq E_{\min}(p_i) + K\delta\mu \leq \sqrt{2}p_i + K\delta E_{\min}(p_0).$$

Taking $i = 1$ and letting $\delta \to 0$, we deduce that

$$\Sigma(u_1) \geq 0.$$

It then follows from Corollary 2.3 that

$$c = \limsup_{p \to p_0}(c(u_p)) < \sqrt{2},$$

which gives a contradiction. Hence, we may assume that $c < \sqrt{2}$, and apply Theorem 5.1 to the sequence $(u_p)_{p > p_0}$. We then conclude as in the proof of Theorem 3 that $\ell = 1$, $p(u_1) = p_0$, and $E_{\min}(p_0) = E(u_1)$.

**Proof of Theorem 3 completed.** It follows from Lemma 7.1 that $p_0$ is not equal to zero, from Theorem 3 that $E_{\min}(p)$ is achieved for $p > p_0$, and from Lemma 7.2 that $E_{\min}(p_0)$ is achieved, with $E_{\min}(p_0) = \sqrt{2}p_0$. In view of Theorem 3, $E_{\min}$ is affine on $(0, p_0)$, so that it is not achieved on $(0, p_0)$ by Lemma 3. Hence, statements i) and ii) of Theorem 3 hold, such as statement...
iii), which follows from Lemma 2.14 and (7.6). Finally, statement iv) results from Lemma 2.16. Indeed, this yields that any minimizer \( u_{p_0} \) of \( E_{\text{min}}(p_0) = E(u_{p_0}) = \sqrt{2}p_0 \), satisfies

\[
\varepsilon(u_{p_0}) \geq \frac{K}{p_0^{6\alpha+2}} > 0,
\]

for some universal constants \( \alpha \) and \( K \), so that \( c(u_{p_0}) < \sqrt{2} \), and the conclusion follows using the monotonicity properties of the function \( p \mapsto c(u_p) \).
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