ON A GENERALIZED KURAMOTO MODEL WITH RELATIVISTIC EFFECTS AND EMERGENT DYNAMICS
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Abstract. We propose a generalized Kuramoto model with relativistic effects and investigate emergent asymptotic behaviors. The proposed generalized Kuramoto model incorporates relativistic Kuramoto (RK) type models which can be derived from the relativistic Cucker-Smale (RCS) on the unit sphere under suitable approximations. We present several sufficient frameworks leading to complete synchronization in terms of initial data and system parameters. For the relativistic Kuramoto model, we show that it can be reduced to the Kuramoto model in any finite time interval in a non-relativistic limit. We also provide several numerical examples for two approximations of the relativistic Kuramoto model, and compare them with analytical results.

1. Introduction

Collective phenomena are ubiquitous in nature and human societies, e.g., aggregation of bacteria [30], flocking of birds [11, 18, 29], synchronization of pacemaker cells and fireflies [4, 5, 6, 7, 10, 24, 26, 27], swarming of fish [14, 12, 13], etc. For a brief introduction on the subject, we refer to review papers and books [1, 27, 28, 32, 33]. To begin with, we consider the nonrelativistic Kuramoto model. Let $\theta_i = \theta_i(t)$ be the phase of the $i$-th Kuramoto oscillator whose dynamics is governed by the system of first-order ordinary differential equations:

$$\dot{\theta}_i = \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_i), \quad \forall \; i = 1, \ldots, N,$$

where $\nu_i$ and $\kappa$ are natural frequency of the $i$-th oscillator and nonnegative coupling strength, respectively. The emergent dynamics of (1.1) has been extensively studied in literature from various viewpoints, to name a few, complete synchronization [6, 9, 10, 15, 20], critical coupling strength [17], uniform mean field limit [21, 25], gradient flow formulation [31], thermodynamic Kuramoto model [23], kinetic Kuramoto model [4, 5, 8] etc.

Next, we present a generalized phase-coupled model generalizing the Kuramoto model (1.1). Let $F$ be an odd and continuously differentiable monotone increasing in the interval $(-L, L)$:

$$F'(\omega) > 0, \quad F(-\omega) = -F(\omega), \quad \forall \; \omega \in (-L, L).$$
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Then, the generalized Kuramoto model to be discussed in this paper reads as follows.

\[(1.3) \quad F(\dot{\theta}_i) = \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_i), \quad \forall \ i = 1, \cdots, N.\]

Of course, for the well-definedness of \(\dot{\theta}_i\), the R.H.S. of (1.3) must be in the range of \(F\). Note that the choice \(F(\omega) = \omega\) with \(L = \infty\) satisfies the relations (1.2) and system (1.3) reduces to the Kuramoto model (1.1), whereas the choice

\[\Gamma(\omega) := \frac{1}{\sqrt{1 - |\omega|^2}}, \quad L = c, \quad F(\omega) = \omega \Gamma(\omega) \left(1 + \frac{\Gamma(\omega)}{c^2}\right)\]

appears in the modeling of [2] which can be derived from the relativistic Cucker-Smale model [22] (see Section 3) and it satisfy the relations (1.2). Here \(c\) is the speed of light. The non-local modeling for \(F(\dot{\theta}_i)\) also appears in the fractional Kuramoto model [19] which is out of our scope. In this paper, we are interested in the following two questions.

- (Q1): Under what conditions on system parameters and initial data, does the generalized Kuramoto model (1.3) exhibit asymptotic synchronization?
- (Q2): For the relativistic Kuramoto model

\[(1.4) \quad \dot{\theta}_i \Gamma_i \left(1 + \frac{\Gamma_i}{c^2}\right) = \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_i), \quad \forall \ t > 0, \quad \forall \ i = 1, \cdots, N,\]

does system (1.4) converge to the Kuramoto model (1.1) as \(c \to \infty\)?

The purpose of this paper tries to answer the above two questions. More precisely, our main results can be summarized as follows. First, we provide sufficient frameworks leading to the complete synchronization (see Definition 2.1) in relation with (Q1). For an identical ensemble with the same natural frequency, phase dynamics is governed by the following system:

\[
\begin{cases}
F(\dot{\theta}_i) = \nu + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_i), & \forall \ t > 0, \\
\theta_i(0) = \theta_i^{in}, & \forall \ i = 1, \cdots, N.
\end{cases}
\]

Our first set of main result deals with complete synchronization. Consider a homogeneous ensemble whose dynamics is governed by the following system:

\[(1.5) \quad F(\dot{\theta}_i) = \nu + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_i), \quad \forall \ i = 1, \cdots, N.\]

If the initial data and coupling strength satisfy

\[\mathcal{D}(\Theta^{in}) < \pi \quad \text{and} \quad \kappa > 0,\]

one has an exponential synchronization: there exists a positive constant \(\Lambda = \Lambda(\Theta^{in}, \nu, \kappa, (F^{-1})')\) such that

\[\mathcal{D}(\Theta(t)) \leq e^{-\Lambda t} \mathcal{D}(\Theta^{in}), \quad \forall \ t > 0.\]
For details, see Theorem 4.1. As another setting, we assume that initial data and coupling strength satisfy
\[ R(0) = \left| \frac{1}{N} \sum_{i=1}^{N} e^{i \theta_i} \right| > 0 \quad \text{and} \quad \kappa > 0. \]
Then, the phase configuration tends to either completely synchronized state or bi-cluster state:
\[ \lim_{t \to \infty} (\theta_i(t) - \theta_j(t)) = 0 \quad \text{mod} \quad \pi, \quad \forall \ i, j = 1, \cdots, N. \]
For details, see Theorem 4.2. On the other hand, for a heterogeneous ensemble, if initial configuration, natural frequency, and coupling strength satisfy
\[ \kappa > D(\Omega) > 0, \quad D(\Theta^{in}) < \pi - \theta_*, \quad \theta_* := \sin^{-1} \left( \frac{D(\nu)}{\kappa} \right) \in \left( 0, \frac{\pi}{2} \right). \]
Then, asymptotic complete synchronization emerges (see Theorem 4.3):
\[ \lim_{t \to \infty} \left| \dot{\theta}_i(t) - \dot{\theta}_j(t) \right| = 0. \]
Second, our last result is concerned with the non-relativistic limit of (1.4). More precisely, let \( \Theta^c = (\theta_1^c, \cdots, \theta_N^c) \) and \( \Theta^\infty = (\theta_1^\infty, \cdots, \theta_N^\infty) \) be solutions to (1.4) and (1.1) with the same initial data, respectively. We set
\[ \| \Theta^c - \Theta^\infty \|_1 := \sum_{i=1}^{N} |\theta_i^c - \theta_i^\infty|. \]
Then, one can derive a non-relativistic limit (see Theorem 5.1):
\[ \lim_{c \to \infty} \sup_{0 \leq t \leq T} \| \Theta^c(t) - \Theta^\infty(t) \|_1 = 0. \]

The rest of the paper is organized as follows. In Section 2, we briefly review the (non-relativistic) Kuramoto model and its emergent dynamics. In Section 3, we introduce the relativistic Kuramoto model, basic structural properties and a gradient flow formulation and related convergence results. In Section 4, we study emergent properties of the relativistic Kuramoto model for homogenous and heterogeneous ensembles. In Section 5, we study a non-relativistic limit from the relativistic model to the Kuramoto model, as the speed of light tends to infinity, and we present several numerical simulations for the non-relativistic and relativistic Kuramoto models and compare them with analytical results. Finally, Section 6 is devoted to a brief summary of our main results and some remaining issues to be explored in a future work.

**Gallery of notation:** Throughout the paper, we will use the following simplified notation:
\[ N := \{1, \cdots, N\}, \quad \Theta := (\theta_1, \cdots, \theta_N), \quad \dot{\Theta} := (\dot{\theta}_1, \cdots, \dot{\theta}_N), \quad \Omega := (\nu_1, \cdots, \nu_N). \]
We set phase and natural frequency diameters as
\[ D(\Theta) := \max_{1 \leq i, j \leq N} |\theta_i - \theta_j|, \quad D(\Omega) := \max_{1 \leq i, j \leq N} |\nu_i - \nu_j|. \]
2. Preliminaries

In this section, we first recall the nonrelativistic Kuramoto model and review the state-of-the-art on the emergent dynamics, and then we introduce the relativistic Kuramoto model and study its basic properties.

2.1. The Kuramoto model. Let \( z_i = e^{i\theta_i} \in \mathbb{S}^1 \) be the position of the \( i \)-th rotor, and let \( \theta_i \) and \( \dot{\theta}_i \) denote the phase and frequency of the \( i \)-th oscillator, respectively. Then, the phase dynamics is governed by the following Cauchy problem:

\[
\begin{aligned}
\dot{\theta}_i &= \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_i), \quad \forall \ t > 0, \\
\theta_i(0) &= \theta_{in}, \quad \forall \ i = 1, \ldots, N.
\end{aligned}
\] (2.1)

In the sequel, we introduce a minimum material to be used crucially. First, we recall several concepts in relation with collective dynamics.

Definition 2.1. \([20]\) Let \( \Theta = (\theta_1, \ldots, \theta_N) \) be a Kuramoto phase vector whose dynamics is governed by (2.1).

1. \( \Theta = \Theta(t) \) is a phase-locked state of (2.1), if all relative phase differences are constant:
   \[ \theta_i(t) - \theta_j(t) = \theta_{in}^i - \theta_{in}^j, \quad \forall \ t \geq 0, \ \forall \ i, j = 1, \ldots, N. \]

2. \( \Theta = \Theta(t) \) exhibits (asymptotic) complete phase-locking, if the relative phase differences converge as \( t \to \infty \):
   \[ \exists \lim_{t \to \infty} (\theta_i(t) - \theta_j(t)), \quad \forall \ i, j = 1, \ldots, N. \]

3. \( \Theta = \Theta(t) \) exhibits complete synchronization, if the relative frequency differences converge to zero as \( t \to \infty \):
   \[ \lim_{t \to \infty} |\dot{\theta}_i(t) - \dot{\theta}_j(t)| = 0, \quad \forall \ i, j = 1, \ldots, N. \]

In what follows, we briefly review an order parameter and a gradient flow formulation of (2.1).

2.1.1. Order parameter. Let \( \Theta = \Theta(t) \) be an \( N \)-phase vector whose time evolution is governed by (2.1). Then, we define real order parameters \( R(\Theta) \) and \( \phi(\Theta) \) by the following relation:

\[ R(\Theta)e^{i\phi(\Theta)} := \frac{1}{N} \sum_{j=1}^{N} e^{i\theta_j}. \]

This implicit relation yields

\[
R^2 = Re^{i\phi(\Theta)}Re^{-i\phi(\Theta)} = \frac{1}{N^2} \sum_{j,k=1}^{N} e^{i(\theta_j - \theta_k)} = \frac{1}{N^2} \left( \sum_{j,k=1}^{N} \cos(\theta_j - \theta_k) + i \sum_{j,k=1}^{N} \sin(\theta_j - \theta_k) \right) = \frac{1}{N^2} \sum_{j,k=1}^{N} \cos(\theta_j - \theta_k).
\] (2.2)

Note that the amplitude order parameter \( R(\Theta) \in [0,1] \) is well-defined for all \( t \geq 0 \), and it is invariant under uniform rotation. It measures overall “phase coherence” of the ensemble \( \Theta \).
example, \( R(\Theta) = 1 \) corresponds to the state in which all phases are the same, i.e., complete phase synchronization:
\[
R(\Theta) = 1 \iff \Theta = (\alpha, \cdots, \alpha) \mod 2\pi, \quad \text{for some } \alpha \in \mathbb{R},
\]
whereas \( R(\Theta) = 0 \) corresponds to an incoherent state in which oscillators behave independently. On the other hand, \( \phi(\Theta) \) is well defined modulo \( 2\pi \) if \( R(\Theta) > 0 \), but it is meaningless when \( R(\Theta) = 0 \).

If we suppose \( R(\Theta(t)) > 0 \) for all \( t \in \mathcal{I} \), then it is possible to choose a branch of \( \phi(\Theta(t)) \) smoothly on \( \mathcal{I} \). As long as there is no confusion, we sometimes suppress \( \Theta \)-dependence on \( R \) and \( \phi \):
\[
R(t) := R(\Theta(t)), \quad \phi(t) := \phi(\Theta(t)), \quad \forall \ t \in \mathcal{I}.
\]

2.1.2. A gradient flow formulation. Next, we present another alternative formulation of the Kuramoto model as a gradient flow \cite{31} with the analytical potential \( V \) on \( \mathbb{R}^N \):
\[
\dot{\Theta} = -\nabla_{\Theta} V(\Theta),
\]
where \( V[\Theta] := -\sum_{k=1}^{N} \nu_k \theta_k + \frac{\kappa}{2N} \sum_{k,l=1}^{N} (1 - \cos(\theta_k - \theta_l)) \).

Note that the double sum in (2.3) can be simplified using (2.2):
\[
\frac{\kappa}{2N} \sum_{k,l=1}^{N} (1 - \cos(\theta_k - \theta_l)) = \frac{\kappa N^2}{2} (1 - R^2).
\]

Then, it follows from (2.3) and (2.4) that
\[
V[\Theta] = -\Omega \cdot \Theta + \frac{\kappa N}{2} (1 - R^2),
\]
where \( \cdot \) is the usual inner product in \( \mathbb{R}^N \). The Kuramoto model (2.3) has the following property regarding asymptotic dynamics.

**Proposition 2.1.** \cite{20} Let \( \Theta = \Theta(t) \) be a uniformly bounded global solution to (2.3) in \( \mathbb{R}^N \):
\[
\sum_{i=1}^{N} \nu_i = 0 \quad \text{and} \quad \sup_{0 \leq t < \infty} \|\Theta(t)\|_{\infty} < \infty.
\]
Then, the phase vector \( \Theta(t) \) and the frequency vector \( \dot{\Theta}(t) \) converge to a phase locked state and the zero vector, respectively, as \( t \to \infty \), i.e., there exists a phase locked state \( \Theta^\infty \) such that
\[
\lim_{t\to\infty} \|\Theta(t) - \Theta^\infty\|_{\infty} = 0 \quad \text{and} \quad \lim_{t\to\infty} \|\dot{\Theta}(t)\|_{\infty} = 0.
\]

2.2. Previous results. In this subsection, we briefly review previous results on the emergence of asymptotic phase-locking which is closely related with main results in this paper.

**Theorem 2.1.** \cite{9} \cite{16} Suppose that natural frequencies, the coupling strength and initial data \( \Theta^{in} \) satisfy
\[
\sum_{i=1}^{N} \nu_i = 0, \quad \kappa > \mathcal{D}(\Omega), \quad \mathcal{D}(\Theta^{in}) < \pi - \arcsin\left( \frac{\mathcal{D}(\Omega)}{\kappa} \right),
\]
and let \( \Theta = \Theta(t) \) be a solution to (2.1). Then, the following assertions hold:
(1) The phase diameter is bounded: there exists a finite time $T > 0$ such that
\[ D(\Theta(t)) \leq \arcsin \left( \frac{D(\Omega)}{\kappa} \right), \quad \forall \ t \geq T. \]

(2) The phase vector $\Theta(t)$ approaches a phase-locked state $\Theta^\infty$ with an exponential rate: there exist positive constants $C_0(T)$ and $\Lambda = O(\kappa)$ such that
\[ D(\dot{\Theta}(t)) \leq C_0 \exp(-\Lambda t), \quad \forall \ t \geq 0. \]

(3) The emergent phase-locked state $\Theta^\infty$ is unique up to $U(1)$-symmetry, and is ordered according to the ordering of their natural frequencies: there are constants $U$ and $L$ such that for any indices $i, j$ with $\nu_i \geq \nu_j$,
\[ \sin^{-1} \left( \frac{\nu_i - \nu_j}{\kappa U} \right) \leq \theta^\infty_i - \theta^\infty_j \leq \sin^{-1} \left( \frac{\nu_i - \nu_j}{\kappa L} \right). \]

Remark 2.1. Asymptotic phase-locking for generic initial data was first obtained by Ha et al. [20] in a sufficiently large coupling regime. An important piece of the argument of [20] is that some statements of Theorem 2.1 can be extended to the case where we have only a majority, not the totality, of the population lying on a small arc.

Theorem 2.2. [20] Suppose the initial configuration $\Theta^{\text{in}}$ and coupling strength satisfy
\[ R^{\text{in}} > 0 \text{ and } \theta^{\text{in}}_i \neq \theta^{\text{in}}_j \text{ mod } 2\pi, \quad \forall \ i \neq j, \quad \kappa \gg D(\Omega), \]
and let $\Theta(t)$ be a solution to (2.1) with the initial data $\Theta^{\text{in}}$. Then, there exists a phase-locked state $\Theta^\infty$ such that
\[ \lim_{t \to \infty} \|\Theta(t) - \Theta^\infty\|_\infty = 0. \]

3. A gradient flow formulation

In this section, we first show that the relativistic Cucker-Smale(RCS) model presented in [2] falls down to a relativistic Kuramoto model (1.4), and then we introduce a gradient-like flow framework for later usage.

3.1. From the RCS model to the RK model. In this subsection, we briefly review the derivation of the RK model from the RCS model on the unit circle $S^1$. First, we consider the RCS model on $S^d$:

\[
\begin{align*}
\dot{x}_i &= v_i, \quad \forall \ t > 0, \quad \forall \ i = 1, \ldots, N, \\
(\dot{v}_i + \|v_i\|^2 x_i) &\left( \Gamma_i \left( 1 + \frac{\Gamma_i}{c^2} \right) \right) + v_i \frac{d}{dt} \left( \Gamma_i \left( 1 + \frac{\Gamma_i}{c^2} \right) \right) \\
&= \frac{\kappa}{N} \sum_{j=1}^{N} \psi(x_i, x_j) \left( v_j - v_i - \frac{\langle x_i, v_j \rangle}{\langle x_i, x_j \rangle} (x_i + x_j) \right) , \\
(x_i(0), v_i(0)) &= (x^{\text{in}}_i, v^{\text{in}}_i) \in TS^d \subset \mathbb{R}^{d+1} \times \mathbb{R}^{d+1},
\end{align*}
\]

where $\psi$ is communicate weight function, and $\Gamma_i$ is the Lorentz factor defined by
\[ \Gamma_i := \frac{1}{\sqrt{1 - \|v_i\|^2/c^2}}, \quad \forall \ i = 1, \ldots, N. \]
Since system (3.1) is reduced from the Riemannian Cucker-Smale model, one has
\[(x_i, v_i) \in \mathbb{T}^d, \quad \forall \ t \geq 0, \quad \forall \ i = 1, \ldots, N.\]

For the derivation of the relativistic Kuramoto model, we choose angle as communication weight function:
\[\psi(x_i, x_j) = \langle x_i, x_j \rangle, \quad \forall \ i, j = 1, \ldots, N.\]

Consider \(S^1\) embedded in \(\mathbb{R}^2\), and we set
\[d = 1, \quad x_i := (\cos \theta_i, \sin \theta_i), \quad \forall \ t \geq 0, \quad \forall \ i = 1, \ldots, N.\]

This implies
\[v_i = (- \sin \theta_i, \cos \theta_i) \dot{\theta}_i, \quad \Gamma_i = \frac{1}{\sqrt{1 - \frac{|\theta_i|^2}{c^2}}},\]
\[\dot{v}_i = - (\cos \theta_i, \sin \theta_i) \dot{\theta}_i^2 + (\sin \theta_i, \cos \theta_i) \ddot{\theta}_i, \quad \forall \ t > 0, \quad \forall \ i = 1, \ldots, N.\]

We substitute (3.2), (3.3), and (3.4) into (3.1) to obtain
\[(LHS) = (- \sin \theta_i, \cos \theta_i) \left[ \frac{\dot{\theta}_i \Gamma_i}{1 + \frac{\Gamma_i}{c^2}} \right] + \dot{\theta}_i \left. \frac{d}{dt} \left( \Gamma_i \left( 1 + \frac{\Gamma_i}{c^2} \right) \right) \right],\]
\[(RHS) = (- \sin \theta_i, \cos \theta_i) \frac{\kappa}{N} \sum_{j=1}^N \cos(\theta_j - \theta_i) \left( \dot{\theta}_j - \dot{\theta}_i \right),\]

where we used relation:
\[v_j = \frac{\langle x_i, v_j \rangle}{1 + \langle x_i, x_j \rangle}(x_i + x_j)\]
\[= (- \sin \theta_j, \cos \theta_j) \dot{\theta}_j - \frac{\dot{\theta}_i \sin(\theta_i - \theta_j)}{1 + \cos(\theta_j - \theta_i)}(\cos \theta_i + \cos \theta_j, \sin \theta_i + \sin \theta_j)\]
\[= (- \sin \theta_i, \cos \theta_i) \dot{\theta}_j.\]

It follows from (3.5) that
\[\frac{\kappa}{N} \sum_{j=1}^N \cos(\theta_j - \theta_i) \left( \dot{\theta}_j - \dot{\theta}_i \right)\]
\[= \dot{\theta}_i \Gamma_i \left( 1 + \frac{\Gamma_i}{c^2} \right) + \dot{\theta}_i \left. \frac{d}{dt} \left( \Gamma_i \left( 1 + \frac{\Gamma_i}{c^2} \right) \right) \right] = \frac{d}{dt} \left( \dot{\theta}_i \Gamma_i \left( 1 + \frac{\Gamma_i}{c^2} \right) \right).
\]

This yields
\[\dot{\theta}_i(t) \Gamma_i(t) \left( 1 + \frac{\Gamma_i(t)}{c^2} \right)\]
\[= \dot{\theta}_i(0) \Gamma_i(0) \left( 1 + \frac{\Gamma_i(0)}{c^2} \right) + \frac{\kappa}{N} \sum_{j=1}^N \int_0^t \cos(\theta_j(s) - \theta_i(s)) \left( \dot{\theta}_j(s) - \dot{\theta}_i(s) \right) ds\]
\[= \dot{\theta}_i(0) \Gamma_i(0) \left( 1 + \frac{\Gamma_i(0)}{c^2} \right) - \frac{\kappa}{N} \sum_{j=1}^N \sin(\theta_j(0) - \theta_i(0)) + \frac{\kappa}{N} \sum_{j=1}^N \sin(\theta_j(t) - \theta_i(t)).\]
Then, we can introduce natural frequencies depending on initial data:

\[
\nu_i := \dot{\theta}_i(0)\Gamma_i(0)\left(1 + \frac{\Gamma_i(0)}{c^2}\right) - \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j(0) - \theta_i(0)), \quad \forall \ i = 1, \cdots, N
\]

and we obtain the Kuramoto type model:

\[
\dot{\theta}_i\Gamma_i\left(1 + \frac{\Gamma_i}{c^2}\right) = \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_i), \quad \forall \ t \geq 0, \quad \forall \ i = 1, \cdots, N.
\]

Note that the well-definedness of (3.6) can be followed from the fact that

\[
x \mapsto cx \sqrt{1 + \frac{1}{c} \sqrt{c^2 - x^2}}
\]

is monotone increasing odd function on \((-c, c)\) whose image is \(\mathbb{R}\). From now on, we call this system (3.6) as the relativistic Kuramoto model. In what follows, we consider two approximations of the L.H.S. of (3.7) in a low velocity regime as follows.

- (The first approximation): Suppose that \(|\dot{\theta}_i|\)‘s are sufficiently small compared to the speed of light \(c\):

\[
|\dot{\theta}_i| \ll c, \quad \forall \ i = 1, \cdots, N
\]

so that L.H.S. of (3.6) can be approximated as

\[
\dot{\theta}_i\Gamma_i\left(1 + \frac{\Gamma_i}{c^2}\right) \approx \dot{\theta}_i\Gamma_i = \frac{\dot{\theta}_i}{\sqrt{1 - \frac{|\dot{\theta}_i|^2}{c^2}}} =: F_\ell(\dot{\theta}_i),
\]

which is the proper velocity of the \(i\)-th oscillator. Note that \(F_\ell(x) = \frac{x}{\sqrt{1 - \frac{x^2}{c^2}}}\) is also odd and monotonically increasing on \((-c, c)\) just like (3.7). Hence, our first approximated system for (3.6) becomes

\[
F_\ell(\dot{\theta}_i) = \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_i),
\]

where \(F_\ell \in C^1(-c, c ; \mathbb{R})\) is monotone increasing odd function whose image is \(\mathbb{R}\).

- (The second approximation): Next, we consider the second approximation of (3.6). Let \(\phi_i\) be the rapidity of the \(i\)-th oscillator:

\[
\phi_i := \tanh^{-1}\left(\frac{\dot{\theta}_i}{c}\right), \quad \forall \ t \geq 0.
\]

Then, the L.H.S. of (3.6) can be further approximated as follows:

\[
\dot{\theta}_i\Gamma_i\left(1 + \frac{\Gamma_i}{c^2}\right) \approx \dot{\theta}_i\Gamma_i = \frac{\dot{\theta}_i}{\sqrt{1 - \left(\frac{\dot{\theta}_i}{c}\right)^2}} = \frac{c \tanh \phi_i}{\sqrt{1 - \tanh^2 \phi_i}} = \frac{c \sinh \phi_i}{\sqrt{1 - \sinh^2 \phi_i}}
\]

\[
\approx c \phi_i = c \tanh^{-1}\left(\frac{\dot{\theta}_i}{c}\right) =: F_r(\dot{\theta}_i).
\]
Note that $F_r(x) = c \tanh^{-1}(x/c)$ is also odd and monotonically increasing on $(-c,c)$. Thus, the second approximation of (3.6) becomes,

$$F_r(\dot{\theta}_i) = \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_i), \quad \forall \ t \geq 0, \quad \forall \ i = 1, \ldots, N,$$

where $F_r \in C^1(-c,c;\mathbb{R})$ is monotone increasing odd function whose image is $\mathbb{R}$.

Finally, we present an energy estimate and close this subsection. Recall that $\sum_{i,j} \gamma_i(t) \sin(\theta_i - \theta_j) \geq 0$, and sum the resulting relation with respect to $i$ to obtain

$$\sum_{i,j} \gamma_i(t) \sin(\theta_i - \theta_j) \geq 0, \quad \forall \ i = 1, \ldots, N.$$

Thus, the integrand of (3.12) is nonnegative and $\gamma_i \geq 1$, $\mathcal{E}_F$ is also nonnegative. Next, we show that $\mathcal{E}_F$ satisfies a dissipative estimate.

**Proposition 3.1.** Let $\theta_i$ be a global smooth solution to (3.11). Then, we have

$$\frac{d\mathcal{E}_F}{dt} = -\frac{\kappa}{2N} \sum_{i,j=1}^{N} \cos(\theta_j - \theta_i)(\dot{\theta}_i - \dot{\theta}_j)^2, \quad \forall \ t > 0.$$

**Proof.** We differentiate (3.11), multiply $\dot{\theta}_i$, and sum the resulting relation with respect to $i$ to obtain

$$\sum_{i=1}^{N} F'(\dot{\theta}_i) \dot{\theta}_i \ddot{\theta}_i = \frac{\kappa}{N} \sum_{i,j=1}^{N} \cos(\theta_j - \theta_i)(\dot{\theta}_j - \dot{\theta}_i) \ddot{\theta}_i = -\frac{\kappa}{2N} \sum_{i,j=1}^{N} \cos(\theta_i - \theta_j)(\dot{\theta}_i - \dot{\theta}_j)^2.$$

Now, we claim:

$$\sum_{i=1}^{N} F'(\dot{\theta}_i) \dot{\theta}_i \ddot{\theta}_i = \frac{d\mathcal{E}_F}{dt}.$$

It follows from (3.13) and $F'(\omega) = F'(-\omega)$ that

$$\mathcal{F}(\gamma_i) = F'(\sqrt{L \frac{1}{\gamma_i}}) = F'(\sqrt{\gamma_i}) = F'(\dot{\theta}_i), \quad \gamma_i = \left(1 - \frac{\dot{\theta}_i^2}{L^2}\right)^{-\frac{3}{2}} \dot{\theta}_i \ddot{\theta}_i = \frac{\dot{\theta}_i \ddot{\theta}_i}{L^2}.$$

Then, we use relations (3.15) to see

$$\sum_{i=1}^{N} F'(\dot{\theta}_i) \dot{\theta}_i \ddot{\theta}_i = \sum_{i=1}^{N} \frac{L^2 \mathcal{F}(\gamma_i)}{\gamma_i} \dot{\theta}_i \ddot{\theta}_i = \frac{d\mathcal{E}_F}{dt}.$$

Finally, we combine (3.14) and (3.16) to find the desired result. \qed
3.2. A gradient-like flow framework. In this subsection, we present a gradient-like flow framework which will be used for \((3.5)\) in Section 4. We first introduce a useful lemma.

**Lemma 3.1.** (Barbalat’s lemma \(3\)) Let \(f: [0, \infty) \to \mathbb{R}\) be a continuous function. The following assertions hold.

1. If \(f\) is uniformly continuous and satisfies \(\int_0^\infty f(t)dt < \infty\), then one has
   \[
   \lim_{t \to \infty} f(t) = 0.
   \]

2. If \(f\) satisfies \(\lim_{t \to \infty} f(t) = \alpha \in \mathbb{R}\) and \(f'\) is uniformly continuous, then one has
   \[
   \lim_{t \to \infty} f'(t) = 0.
   \]

Let \(\varphi\) be a monotonically increasing odd function. Then for such \(\varphi\), we define a vector-valued function on \(\mathbb{R}^N\):

\[
\Phi(x_1, \ldots, x_N) = (\varphi(x_1), \ldots, \varphi(x_N)).
\]

Now we consider an autonomous system:

\[
\begin{cases}
    \dot{X} = \Phi(-\nabla_X V(X) + \alpha 1), & \forall \ t > 0, \\
    \alpha \in \mathbb{R}, & 1 = (1, \ldots, 1) \in \mathbb{R}^N,
\end{cases}
\]

where \(V\) is a real-valued \(C^1\) potential function such that

\[
\tag{3.18}
1 \cdot \nabla_X V = 0.
\]

**Lemma 3.2.** Let \(X = X(t) \in \mathbb{R}^N\) be a solution to \((3.17)-(3.18)\). Then, the following three assertions hold:

1. \(V(X(t))\) is monotonically decreasing in \(t\).

2. Suppose \(V(X(t))\) is bounded below. Then there exists \(V^\infty \in \mathbb{R}\) such that
   \[
   \lim_{t \to \infty} V(X(t)) = V^\infty.
   \]

3. Suppose \(\frac{d}{dt} V(X(t))\) is uniformly continuous. Then we have, for all \(i, j = 1, \ldots, N\),
   \[
   \lim_{t \to \infty} (v_i(t) - v_j(t)) [\varphi(v_i(t) - \alpha) - \varphi(v_j(t) - \alpha)] = 0,
   \]
   where \(\nabla_X V(X(t)) = (v_1(t), \ldots, v_N(t))\).

**Proof.** (i) We set

\[
\begin{align*}
    v_i &:= \frac{\partial V}{\partial x_i}, & \forall \ i = 1, \ldots, N.
\end{align*}
\]

Then, it follows from \((3.18)\) that

\[
\tag{3.19}
\sum_{j=1}^N v_j = 0.
\]
Now we use (3.17) and (3.19) to find
\[
\frac{d}{dt} V(X) = \nabla_X V(X) \cdot \dot{X} = \nabla_X V(X) \cdot \Phi \left( -\nabla_X V(X) + \alpha \mathbf{1} \right)
\]
\[
= \sum_{i=1}^N v_i \varphi(-v_i + \alpha) = \sum_{i=1}^N (v_i - \alpha) \varphi(-v_i + \alpha) + \alpha \sum_{i=1}^N \varphi(-v_i + \alpha)
\]
\[
= -\sum_{i=1}^N (v_i - \alpha) \varphi(v_i - \alpha) + \frac{1}{N} \sum_{j=1}^N (v_j - \alpha) \sum_{i=1}^N \varphi(v_i - \alpha)
\]
\[
= -\frac{1}{2N} \sum_{i,j=1}^N (v_i - v_j) \left( \varphi(v_i - \alpha) - \varphi(v_j - \alpha) \right) \leq 0,
\]
which yields our first desired result.

(ii) Since \( V(X) \) is nonincreasing and bounded below, there exists \( V^\infty \) such that
\[
V^\infty = \lim_{t \to \infty} V(X(t)).
\]

(iii) Suppose \( \frac{d}{dt} V(X(t)) \) is uniformly continuous. Then, we apply Lemma 3.1 to get
\[
\lim_{t \to \infty} \frac{d}{dt} V(X(t)) = 0.
\]

Note that since \( \varphi \) is monotonically increasing, we have
\[
(v_i(t) - v_j(t)) [\varphi(v_i(t) - \alpha) - \varphi(v_j(t) - \alpha)] \geq 0, \quad \forall i, j = 1, \cdots, N.
\]
This and (3.20) imply the desired estimate:
\[
\lim_{t \to \infty} (v_i(t) - v_j(t)) [\varphi(v_i(t) - \alpha) - \varphi(v_j(t) - \alpha)] = 0, \quad \forall i, j = 1, \cdots, N.
\]

4. Emergent collective dynamics

In this section, we study emergent properties for the following Cauchy problem:
\[
\begin{cases}
F(\dot{\theta}_i) = \nu_i + \frac{\kappa}{N} \sum_{j=1}^N \sin(\theta_j - \theta_i), \quad \forall \ t > 0, \\
\theta_i(0) = \theta_i^0, \quad \forall \ i = 1, \cdots, N,
\end{cases}
\]
where \( \nu_i \) is natural frequency, \( \kappa \) is coupling strength, and \( F \in C^1(-c, c ; \mathbb{R}) \) satisfies the structural conditions (1.2) with image \( \mathbb{R} \). Then, one can define \( G := F^{-1} : \mathbb{R} \to (-c, c) \), which is also monotonically increasing odd function, and system (3.1) can also be written as
\[
\dot{\theta}_i = G \left( \nu_i + \frac{\kappa}{N} \sum_{j=1}^N \sin(\theta_j - \theta_i) \right).
\]
Since \( F' \) is strictly positive, \( G \) is also continuously differentiable.
4.1. **A homogeneous ensemble.** Consider a homogeneous RK ensemble consisting of identical oscillators with the same natural frequency:

$$\nu_i = \nu, \quad \forall \ i = 1, \cdots, N.$$ 

Then, the dynamics of the homogeneous ensemble $$\Theta = (\theta_1, \cdots, \theta_n)$$ is governed by

$$\begin{cases}
F(\dot{\theta}_i) = \nu + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_i), & \forall \ t > 0, \\
\theta_i(0) = \theta_i^{in}, & \forall \ i = 1, \cdots, N,
\end{cases}$$

or equivalently

$$\begin{cases}
\dot{\theta}_i = G\left(\nu + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_i)\right), & \forall \ t > 0, \\
\theta_i(0) = \theta_i^{in}, & \forall \ i = 1, \cdots, N.
\end{cases} \ (4.1)$$

4.1.1. **A differential inequality approach.** Our first result is concerned with the exponential synchronization of a homogeneous Kuramoto ensemble to the one-point cluster configuration following two steps:

- **Step A** (Half circle configuration is an invariant set): by continuity argument and structural conditions of $$G$$ and sinusoidal interactions, one has $$\mathcal{D}(\Theta^{in}) < \pi \implies \mathcal{D}(\Theta(t)) \leq \mathcal{D}(\Theta^{in})$$.

- **Step B** (Derivation of exponential synchronization): we derive a Gronwall’s inequality for the phase diameter $$\mathcal{D}(\Theta)$$:

$$\frac{d}{dt} \mathcal{D}(\Theta) \leq -\frac{\kappa \sin(\mathcal{D}(\Theta^{in}))}{\mathcal{D}(\Theta^{in})} \left(\min_{\nu - \kappa \leq \omega \leq \nu + \kappa} G'(\omega)\right) \mathcal{D}(\Theta), \quad \forall \ t > 0.$$ 

This yields exponential convergence of $$\mathcal{D}(\Theta)$$ toward zero.

**Lemma 4.1.** Suppose initial data and coupling strength satisfy

$$\mathcal{D}(\Theta^{in}) < \pi \quad \text{and} \quad \kappa > 0,$$

and let $$\Theta = \Theta(t)$$ be a global smooth solution to (4.1). Then, one has

$$\mathcal{D}(\Theta(t)) \leq \mathcal{D}(\Theta^{in}), \quad \forall \ t > 0.$$

**Proof.** For a proof, we use continuous induction and we study the evolution of the diameter $$\mathcal{D}(\Theta)$$. For this, we define a set $$\mathcal{T}$$ and its supremum $$T^*$$:

$$\mathcal{T} := \{ T \in (0, \infty) : \mathcal{D}(\Theta(t)) < \pi, \quad \forall \ t \in [0, T) \}, \quad T^* := \sup \mathcal{T}.$$ 

By the assumption on $$\mathcal{D}(\Theta^{in})$$ and the continuity of phase diameter, there exists $$\delta > 0$$ such that $$\mathcal{D}(\Theta(t)) < \pi, \quad \forall \ t \in [0, \delta).$$

Hence, the set $$\mathcal{T}$$ is nonempty. Now, we claim:

$$T^* = \infty.$$
Suppose not, i.e., $T^* < \infty$ and one has
\[ D(\Theta(t)) < \pi, \quad \forall \ t \in [0, T^*). \]
Next, we introduce time-dependent extremal indices $M$ and $m$ such that
\[ \theta_M = \max_{1 \leq i \leq N} \theta_i \text{ and } \theta_m = \min_{1 \leq i \leq N} \theta_i. \]
For $t \in (0, T^*)$, we use (4.1) to find
\[
\frac{d}{dt} D(\Theta) = \dot{\theta}_M - \dot{\theta}_m
= G\left( \nu + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_M) \right) - G\left( \nu + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_m) \right)
\leq - \left( \min_{\nu - \kappa \leq \omega \leq \nu + \kappa} G'(\omega) \right) \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_M - \theta_j) + \sin(\theta_j - \theta_m)
< - \left( \min_{\nu - \kappa \leq \omega \leq \nu + \kappa} G'(\omega) \right) \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_M - \theta_m)
= -\kappa \left( \min_{\nu - \kappa \leq \omega \leq \nu + \kappa} G'(\omega) \right) \sin(D(\Theta)),
\]
where we used the fact that
\[ \sin x + \sin y > \sin(x + y), \quad \forall \ x, y \in (0, \pi). \]
Then in (4.2), we use $D(\Theta) \in (0, \pi)$ and $G' \geq 0$ to see that
\[ \frac{d}{dt} D(\Theta) \leq 0, \quad \forall \ t \in (0, T^*). \]
This yields
\[ D(\Theta(t)) \leq D(\Theta^{in}) < \pi, \quad \forall \ t \in (0, T^*). \]
Therefore, there exists a positive constant $\delta'$ such that
\[ D(\Theta(t)) < \pi, \quad \forall \ t \in [0, T^* + \delta'), \]
which contradicts to the definition of $T^*$. Hence $T^* = \infty$ and we have
\[ D(\Theta(t)) \leq D(\Theta^{in}), \quad \forall \ t \in [0, \infty). \]
\[ \square \]
Now, we are ready to present an exponential synchronization for restricted initial data lying in a half circle.

**Theorem 4.1.** Suppose that initial data and coupling strength satisfy
\[ D(\Theta^{in}) < \pi \quad \text{and} \quad \kappa > 0, \]
and let $\Theta = \Theta(t)$ be a global smooth solution to (4.1). Then, complete synchronization occurs exponentially fast, i.e., there exists a positive constant $\Lambda = \Lambda(\Theta^{in}, \nu, \kappa, G')$ such that
\[ D(\Theta(t)) \leq e^{-\Lambda t} D(\Theta^{in}), \quad \forall \ t > 0. \]
Proof. We use (4.2) and
\[ \sin x \leq \frac{\sin(D(\Theta^{in}))}{D(\Theta^{in})}x, \quad \forall x \in [0, D(\Theta^{in})] \]
to obtain
\[
\frac{d}{dt}D(\Theta) \leq -\kappa \left( \min_{\nu - \kappa \leq \omega \leq \nu + \kappa} G'(\omega) \right) \sin(D(\Theta)) \\
\leq -\frac{\kappa \sin(D(\Theta^{in}))}{D(\Theta^{in})} \left( \min_{\nu - \kappa \leq \omega \leq \nu + \kappa} G'(\omega) \right) D(\Theta), \quad \forall t > 0.
\]
Then, Grönwall’s lemma yields the desired estimate:
\[ D(\Theta(t)) \leq e^{-\Lambda t} D(\Theta^{in}), \quad \Lambda := \frac{\kappa \sin(D(\Theta^{in}))}{D(\Theta^{in})} \left( \min_{\nu - \kappa \leq \omega \leq \nu + \kappa} G'(\omega) \right) > 0, \]
\]
4.1.2. A gradient flow approach. In this part, we extend a formation of complete synchronization for generic initial data using a gradient-like formation of (4.1). Motivated by the gradient flow formulation of the Kuramoto model, the potential function
\[ V(\Theta) := -\frac{\kappa}{2N} \sum_{i,j=1}^{N} \cos(\theta_i - \theta_j) \]
and for all \( i = 1, \ldots, N, \)
\[ \dot{\theta}_i = G\left( \nu + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_i) \right) \iff \dot{\theta}_i = G\left( \nu - \frac{\partial V}{\partial \theta_i} \right). \]
In order to use Lemma 3.2, we set
\[
X(t) := \Theta(t), \quad \alpha := \nu, \quad \varphi := G, \quad V(\Theta) := -\frac{\kappa}{2N} \sum_{i,j=1}^{N} \cos(\theta_i - \theta_j).
\]
As an application of Lemma 3.2 one has the following complete synchronization.

Lemma 4.2. Let \( \Theta = \Theta(t) \) be a global smooth solution to (4.1). Then, we have, for all \( t > 0 \) and \( i = 1, \ldots, N, \)
\[
\frac{d}{dt} \sum_{i,j=1}^{N} \cos(\theta_i - \theta_j) \geq 0, \quad \lim_{t \to \infty} \sum_{j=1}^{n} \sin(\theta_i - \theta_j) = 0.
\]

Proof. (i) (First relation): By the setting (4.3), in order to use (3.2), it suffices to check
\[
\sum_{i=1}^{N} \frac{\partial V}{\partial \theta_i} = \frac{\kappa}{N} \sum_{i,j=1}^{N} \sin(\theta_i - \theta_j) = 0.
\]
We apply Lemma 3.2 (1) to see
\[
\frac{d}{dt} V(\Theta(t)) = -\frac{\kappa}{2N} \frac{d}{dt} \sum_{i,j=1}^{N} \cos(\theta_i - \theta_j) \leq 0,
\]
which yields the first desired result.

(ii) (Second relation): Note that \( \dot{\theta}_i \) and \( V(\Theta(t)) \) have uniform-in-time lower bound:

\[
\sup_{0 \leq t < \infty} \left| \dot{\theta}_i(t) \right| \leq \max \left\{ G(\nu - \kappa), G'\left(\nu + \kappa\right) \right\},
\]

(4.5)

\[
\sup_{0 \leq t < \infty} \left\{ \left| V(\Theta(t)) \right|, \left| \frac{d}{dt} V(\Theta(t)) \right| \right\} \leq \frac{\kappa N}{2}.
\]

We differentiate (4.1) with respect to \( t \) to get

\[
\ddot{\theta}_i = G' \left( \kappa N \sum_{j=1}^{N} \sin(\theta_j - \theta_i) \right) \cdot \left( \kappa N \sum_{j=1}^{N} \cos(\theta_j - \theta_i)(\dot{\theta}_j - \dot{\theta}_i) \right).
\]

This yields

\[
\sup_{0 \leq t < \infty} \left| \ddot{\theta}_i(t) \right| \leq \kappa \left( \max_{-\kappa \leq \omega \leq \kappa} G'(\omega) \right) \cdot \max \left\{ G(\kappa), G(-\kappa) \right\}.
\]

(4.6)

On the other hand, it follows from (4.4) that

\[
\frac{d^2}{dt^2} V(\Theta(t)) = \kappa \frac{1}{2N} \sum_{i,j=1}^{N} \left[ \cos(\theta_i - \theta_j)(\dot{\theta}_i - \dot{\theta}_j)^2 + \sin(\theta_i - \theta_j)(\dot{\theta}_i - \dot{\theta}_j) \right].
\]

(4.7)

In (4.7), since \( \dot{\theta}_i \) and \( \ddot{\theta}_i \) are uniformly bounded by (4.5) and (4.6), we have

\[
\sup_{0 \leq t < \infty} \left| \frac{d^2}{dt^2} V(\Theta(t)) \right| < \infty.
\]

This implies that \( \frac{d}{dt} V(\Theta(t)) \) is uniformly continuous and then, by Lemma 3.1 and Lemma 3.2, one has

\[
\lim_{t \to \infty} (v_i(t) - v_j(t))(G(v_i(t) - \nu) - G(v_j(t) - \nu)) = 0, \quad \forall \ i, j = 1, \ldots, N,
\]

where

\[
v_i := \frac{\kappa}{N} \sum_{k=1}^{N} \sin(\theta_i - \theta_k), \quad \forall \ i = 1, \ldots, N.
\]

On the other hand, since

\[
|v_i - v_j| \cdot |G(v_i - \nu) - G(v_j - \nu)| \geq \left( \min_{-\kappa \leq x \leq -\nu + \kappa} G'(x) \right) |v_i - v_j|^2,
\]

we obtain

\[
\lim_{t \to \infty} |v_i - v_j| = 0.
\]

Finally, it follows from \( \sum_{i=1}^{N} v_i = 0 \) that

\[
\lim_{t \to \infty} v_i = \lim_{t \to \infty} \frac{1}{N} \sum_{j=1}^{N} (v_i - v_j) = 0,
\]

which yields our desired result. \( \square \)
Next, we analyze the order parameters. For a global solution \( \Theta \) to (4.1), we introduce order parameters \((R, \phi)\) by the following relation:

\[
Re^{i\phi} = \frac{1}{N} \sum_{j=1}^{N} e^{i\theta_j}.
\]

(4.8)

If \( R \) is strictly positive for some time interval \( I \), then \( \phi \) can be defined smoothly on \( I \). Note that

\[
R^2 = \frac{1}{N^2} \left( \sum_{i=1}^{N} e^{i\theta_i} \right) \left( \sum_{j=1}^{N} e^{-i\theta_j} \right) = \frac{1}{N^2} \sum_{i,j=1}^{N} e^{i(\theta_i-\theta_j)} = \frac{1}{N^2} \sum_{i,j=1}^{N} \cos(\theta_i - \theta_j),
\]

and it follows from Lemma 4.2 that \( R \) is monotonically increasing. Hence, if \( R(0) > 0 \), order parameters are well defined for all \( t \geq 0 \). Moreover, since \( R \in (0, 1] \), there exists \( R^\infty > 0 \) such that

\[
\lim_{t \to \infty} R(t) = R^\infty.
\]

Furthermore, we divide both sides of (4.8) by \( e^{i\theta_i} \) and take imaginary part to obtain

\[
R \sin(\phi - \theta_i) = \frac{1}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_i).
\]

By Lemma 3.2 (ii), we have

\[
\lim_{t \to \infty} \sin(\phi - \theta_i) = 0, \quad \forall \ i = 1, \ldots, N.
\]

This implies

\[
\lim_{t \to \infty} \sin(\theta_i - \theta_j) = \lim_{t \to \infty} \left( \sin(\theta_i - \phi) \cos(\theta_j - \phi) - \cos(\theta_i - \phi) \sin(\theta_j - \phi) \right) = 0.
\]

We summarize those arguments in the following theorem.

**Theorem 4.2.** Suppose that initial data and coupling strength satisfy

\[
R(0) = \left| \frac{1}{N} \sum_{i=1}^{N} e^{i\theta^0_i} \right| > 0, \quad \kappa > 0,
\]

and let \( \theta_i \) be a global solution of (4.1). Then, we have

\[
\lim_{t \to \infty} (\theta_i - \theta_j) = 0 \mod \pi, \quad \forall \ i, j = 1, \ldots, N.
\]

**Remark 4.1.** Note that Theorem 4.2 guarantees complete synchronization and it guarantees dichotomy: complete synchronization or bipolar state.

4.2. A heterogeneous ensemble. Consider the generalized Kuramoto model with distributed natural frequencies:

\[
\begin{aligned}
\dot{\theta}_i &= G \left( \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_i) \right), \quad \forall \ t > 0, \\
\theta_i(0) &= \theta^0_i, \quad \forall \ i = 1, \ldots, N.
\end{aligned}
\]

(4.9)
Lemma 4.3. Suppose that initial data, natural frequency, and coupling strength satisfy
\[ \kappa > \frac{\mathcal{D}(\Omega)}{\mathcal{D}(\Omega^m)} > 0, \quad \mathcal{D}(\Theta^{\text{in}}) < \pi - \theta_*, \quad \theta_* := \sin^{-1}\left(\frac{\mathcal{D}(\Omega)}{\kappa}\right) \in \left(0, \frac{\pi}{2}\right), \]
and let \( \Theta \) be the global smooth solution to (4.9). Then, there exists \( t_* \geq 0 \) such that, for all \( t \geq t_* \),
\[ \mathcal{D}(\Theta(t)) \leq \max\{\theta_*, \min\{\mathcal{D}(\Theta^{\text{in}}), \pi - \mathcal{D}(\Theta^{\text{in}})\}\} \leq \frac{\pi}{2}. \]

Proof. We use a similar argument in the proof of Lemma 4.1. As in the proof of Lemma 4.1, let \( M \) and \( m \) be time dependent indices such that
\[ \theta_M = \max_{1 \leq i \leq N} \theta_i \quad \text{and} \quad \theta_m = \min_{1 \leq i \leq N} \theta_i, \]
and furthermore, we define two constants \( \nu_* \) and \( \nu^* \) satisfying
\[ \nu_* := \min_{1 \leq A \leq N} \nu_i \quad \text{and} \quad \nu^* := \max_{1 \leq A \leq N} \nu_i. \]

- Case A (\( \mathcal{D}(\Theta^{\text{in}}) \leq \theta_* \)): Suppose that the following set is nonempty and we set its supremum:
\[ \mathcal{T} := \{ t > 0 : \mathcal{D}(\Theta(t)) > \theta_* \}, \quad t_* := \inf \mathcal{T}. \]
Then, it follows from the definition of \( t_* \) that
\[ \mathcal{D}(\Theta(t_*)) = \theta_* \quad \text{and} \quad \frac{d}{dt}\Big|_{t=t_*^+} \mathcal{D}(\Theta) \geq 0. \]
On the other hand, since
\[ \nu_M + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j(t_*^+) - \theta_M(t_*^+)) - \left(\nu_m + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j(t_*^+) - \theta_m(t_*^+))\right) \leq \mathcal{D}(\Omega) - \frac{\kappa}{N} \sum_{j=1}^{N} \left[ \sin(\theta_M(t_*^+)) - \sin(\theta_j(t_*^+)) + \cos(\theta_j(t_*^+) - \theta_m(t_*^+))\right] \]
\[ < \mathcal{D}(\Omega) - \kappa \sin(\theta_M(t_*^+) - \theta_m(t_*^+)) = \mathcal{D}(\Omega) - \kappa \sin \theta_* = 0, \]
one can conclude that at \( t = t_*^+ \),
\[ \frac{d}{dt} \mathcal{D}(\Theta) = G\left(\nu_M + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_M)\right) - G\left(\nu_m + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_m)\right) \leq \left(\min_{\nu_* - \kappa \leq \omega \leq \nu^* + \kappa} G'(\omega)\right) \left(\mathcal{D}(\Omega) - \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_M - \theta_j) + \sin(\theta_j - \theta_m)\right) < 0. \]
This contradicts to (4.10). Therefore, we can conclude that \( \mathcal{T} \) is empty, which is our desired result with \( t_* = 0 \).

- Case B (\( \theta_* < \mathcal{D}(\Theta^{\text{in}}) \)): It follows from the continuity of \( \theta_i \) that there exists \( T > 0 \) satisfying
\[ \theta_* < \mathcal{D}(\Theta(t)) < \pi - \theta_*, \quad \forall \ t \in [0, T). \]
Then, for all \( t \in (0, T) \), we have
\[
\nu_M + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_M) - \left( \nu_m + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_m) \right) \\
\leq D(\Omega) - \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_M - \theta_j) + \sin(\theta_j - \theta_m)
\]
(4.11)
\[
< D(\Omega) - \kappa \sin((\Theta)) < D(\Omega) - \kappa \sin \theta_* = 0.
\]
This implies that for all \( t \in (0, T) \),
\[
\frac{d}{dt} D(\Theta) = G\left( \nu_M + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_M) \right) - G\left( \nu_m + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_m) \right) \\
\leq \left( \min_{\nu_* - \kappa \leq \omega \leq \nu^* + \kappa} G'(\omega) \right) \left( D(\Omega) - \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_M - \theta_j) + \sin(\theta_j - \theta_m) \right) < 0.
\]
(4.12)

Since \( D(\Theta) \) monotonically decrease on \((0, T)\), we can conclude
\[
D(\Theta(t)) \leq D(\Theta^{in}) < \pi - \theta_* \quad \forall \ t \geq 0.
\]

\( \diamond \) Case B.1 \((D(\Theta^{in}) \leq \pi/2)\): Since
\[
\max\{\theta_*, \min\{D(\Theta^{in}), \pi - D(\Theta^{in})\}\} = D(\Theta^{m}),
\]
we obtain our desired result with \( t_* = 0 \).

\( \diamond \) Case B.2 \((D(\Theta^{in}) > \pi/2)\): Suppose that
\[
D(\Theta(t)) > \pi - D(\Theta^{in}) \quad \text{for all } t > 0.
\]
Then, (4.11) and (4.12) imply, for all \( t > 0 \),
\[
\frac{d}{dt} D(\Theta) < \left( \min_{\nu_* - \kappa \leq \omega \leq \nu^* + \kappa} G'(\omega) \right) \left( D(\Omega) - \kappa \sin(D(\Theta^{in})) \right) \\
< \left( \min_{\nu_* - \kappa \leq \omega \leq \nu^* + \kappa} G'(\omega) \right) \left( D(\Omega) - \kappa \sin \theta_* \right) = 0.
\]
This yields, for all \( t > 0 \),
\[
D(\Theta(t)) - D(\Theta^{in}) < t \left( \min_{\nu_* - \kappa \leq \omega \leq \nu^* + \kappa} G'(\omega) \right) \left(D(\Omega) - \kappa \sin(D(\Theta^{in})) \right) < 0.
\]
Letting \( t \to \infty \), we observe \( D(\Theta) \) diverges to \(-\infty\), which gives a contradiction. So, we obtain the desired result with
\[
t_* \geq \frac{2D(\Theta^{in}) - \pi}{\left( \min_{\nu_* - \kappa \leq \omega \leq \nu^* + \kappa} G'(\omega) \right) (\kappa \sin(D(\Theta^{in})) - D(\Omega))}.
\]

Now, we combine Proposition 2.1 and Lemma 3.1 to present the result on the emergence of phase locked state.
We also differentiate (3.10) and take absolute value to obtain
\[ |\dot{\theta}_i(t)| \leq 2\kappa \int_{t_*}^{t} |\dot{\theta}_i(s) - \dot{\theta}_j(s)| \, ds \]

and let \( \theta_i \) be a global smooth solution to (3.1). Then, asymptotic complete-frequency synchronization occurs asymptotically:
\[ \lim_{t \to \infty} |\dot{\theta}_i(t) - \dot{\theta}_j(t)| = 0. \]

**Proof.** For \( t_* \geq 0 \), we use Lemma 4.3 to see,
\[ \mathcal{D}(\Theta(t)) \leq \max \{ \theta_{*}, \min \{ \mathcal{D}(\Theta^{in}), \pi - \mathcal{D}(\Theta^{in}) \} \} =: \theta_{*} < \frac{\pi}{2}, \quad \forall \ t \geq t_*, \]
when \( \mathcal{D}(\Theta^{in}) \neq \pi/2 \). However, when \( \mathcal{D}(\Theta^{in}) = \pi/2 \), (3.7) and (3.8) imply
\[ \frac{d}{dt} \bigg|_{t=0+} \mathcal{D}(\Theta) \leq \left( \min_{\nu - \kappa \leq \omega \leq \nu + \kappa} G'(\omega) \right) (\mathcal{D}(\Theta) - \kappa \sin(\mathcal{D}(\Theta^{in}))) < 0. \]
Without loss of generality, one can assume that \( \mathcal{D}(\Theta^{in}) \neq \pi/2 \). Then, we use (4.13) and Proposition 2.1 to obtain
\[ \frac{\kappa}{2N} \sum_{i,j=1}^{n} \int_{t_*}^{t} \cos(\theta_j(s) - \theta_i(s))(\dot{\theta}_i(s) - \dot{\theta}_j(s))^2 \, ds \]
\[ \leq \mathcal{E}_F(t) + \frac{\kappa}{2n} \sum_{i,j=1}^{N} \int_{t_*}^{t} \cos(\theta_j(s) - \theta_i(s))(\dot{\theta}_i(s) - \dot{\theta}_j(s))^2 \, ds = \mathcal{E}_F(t_*) \]
This implies
\[ \cos \theta_{*} \int_{t_*}^{\infty} (\dot{\theta}_i(s) - \dot{\theta}_j(s))^2 \, ds \leq \int_{t_*}^{\infty} \cos(\theta_j(s) - \theta_i(s))(\dot{\theta}_i(s) - \dot{\theta}_j(s))^2 \, ds < \infty. \]
Now we claim:
the map \( t \mapsto (\dot{\theta}_i(t) - \dot{\theta}_j(t))^2 \) is uniformly continuous.
Once this claim is verified, we can apply Lemma 3.1 to obtain the desired result.

**Proof of claim:** It follows from (3.10) that
\[ |\dot{\theta}_i| \leq \max \left\{ \left| G\left( \min_{1 \leq i \leq N} \nu_i - \kappa \right) \right|, \left| G\left( \max_{1 \leq i \leq N} \nu_i + \kappa \right) \right| \right\}, \quad \forall \ t \geq 0, \quad \forall \ i = 1, \ldots, N. \]
We also differentiate (3.10) and take absolute value to obtain
\[ |\ddot{\theta}_i| \leq 2\kappa G'(0) \left( \max_{1 \leq i \leq N} |\dot{\theta}_i| \right), \quad \forall \ t \geq 0, \quad \forall \ i = 1, \ldots, N. \]
This uniform boundedness implies
\[ (\dot{\theta}_i(t) - \dot{\theta}_j(t))^2 = 2(\dot{\theta}_i(t) - \dot{\theta}_j(t))(\ddot{\theta}_i(t) - \ddot{\theta}_j(t)) \]
is also uniformly bounded, from which we can conclude our claim. \( \square \)
5. NON-RELATIVISTIC LIMIT OF THE RK MODEL

In this section, we study a non-relativistic limit from the relativistic Kuramoto model to the non-relativistic Kuramoto model in any finite-time interval, as \( c \to \infty \). More precisely, we consider the relativistic Kuramoto model: for all \( t > 0 \) and \( i = 1, \ldots, N \),

\[
\dot{\theta}_i \Gamma_i \left( 1 + \frac{\Gamma_i}{c^2} \right) = \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_i),
\]

and the non-relativistic Kuramoto model:

\[
\dot{\theta}_i = \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_i), \quad \forall \, t > 0, \quad \forall \, i = 1, \ldots, N,
\]

with the same initial data:

\[
\theta_i(0) = \theta_i^0, \quad \forall \, i = 1, \ldots, N.
\]

5.1. A non-relativistic limit. In this subsection, we present a non-relativistic limit from (5.1) to (5.2) in any finite time interval as \( c \to \infty \). We set \( \Theta_c := (\theta_1^c, \ldots, \theta_N^c) \) and \( \Theta^\infty := (\theta_1^\infty, \ldots, \theta_N^\infty) \).

Let \( \Theta_c \) and \( \Theta^\infty \) be the smooth solutions to (5.1) and (5.2) with the same initial data (5.3), respectively and recall that

\[
F(x) = \frac{cx}{\sqrt{c^2 - x^2}} + \frac{x}{c^2 - x^2} \quad \text{and} \quad G = F^{-1}.
\]

Then, \( \Theta_c \) and \( \Theta^\infty \) satisfy (5.5):

\[
\begin{cases}
\dot{\theta}_i^c = G \left( \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j^c - \theta_i^c) \right), \\
\dot{\theta}_i^\infty = \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j^\infty - \theta_i^\infty).
\end{cases}
\]

**Lemma 5.1.** Let \( \Theta_c \) and \( \Theta^\infty \) be smooth solutions to (5.5) with the same initial data (5.3). Then, there exists a positive constant \( G^\infty \) independent of \( c \) such that for all \( t \geq 0 \),

\[
(i) \, \left| G \left( \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j^c - \theta_i^c) \right) \right| \leq G^\infty,
\]

\[
(ii) \, \left| G \left( \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j^c - \theta_i^c) \right) - \left( \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j^\infty - \theta_i^\infty) \right) \right| \leq O(c^{-2}),
\]

**Proof.** (i) We set

\[
x := \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j^c - \theta_i^c).
\]

It follows from (5.4) that

\[
\frac{cG(|x|)}{\sqrt{c^2 - G(|x|)^2}} + \frac{G(|x|)}{c^2 - G(|x|)^2} = |x|.
\]
This and the monotonicity of $G$ imply
\[
\frac{cG(|x|)}{\sqrt{c^2 - G(x)^2}} \leq |x|, \quad |G(x)| = G(|x|) \leq \frac{c|x|}{\sqrt{c^2 + |x|^2}} \leq |x|.
\]

This yields
\[
\left| G\left(\nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta^e_j - \theta^c_i)\right) \right| \leq \left| \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta^e_j - \theta^c_i) \right| \leq \kappa + \max_{1 \leq i \leq N} |\nu_i| =: G^\infty.
\]

Note that the constant $G^\infty$ is independent on $c$.

(ii) Note that
\[
\frac{cG(x)}{\sqrt{c^2 - G(x)^2}} - G(x) + \frac{G(x)}{c^2 - G(x)^2} = x - G(x) \iff \frac{cG(x)}{\sqrt{c^2 - G(x)^2}} + \frac{G(x)}{c^2 - G(x)^2} = x.
\]

This implies
\[
|G(x) - x| \leq \left| \frac{cG(x)}{\sqrt{c^2 - G(x)^2}} - G(x) \right| + \left| \frac{G(x)}{c^2 - G(x)^2} \right| \leq G^\infty \left| \frac{c}{\sqrt{c^2 - (G^\infty)^2}} - 1 \right| + \left| \frac{G^\infty}{c^2 - (G^\infty)^2} \right| = O(c^{-2}),
\]

where we used the relation:
\[
\left| \frac{c}{\sqrt{c^2 - (G^\infty)^2}} - 1 \right| = \frac{(G^\infty)^2}{(c + \sqrt{c^2 - (G^\infty)^2})(\sqrt{c^2 - (G^\infty)^2})}.
\]

Hence, we have the desired estimate. \(\square\)

**Theorem 5.1.** For $T \in (0, \infty)$, let $\Theta^e$ and $\Theta^\infty$ be two solutions to (5.5) with the same initial data (5.3). Then, one has
\[
\lim_{c \to \infty} \sup_{0 \leq t \leq T} \|\Theta^e(t) - \Theta^\infty(t)\|_1 = 0.
\]

**Proof.** We split its proof into two steps.

- **Step A:** We derive the following relation:

\[
(5.6) \quad \frac{d}{dt} \|\Theta^e(t) - \Theta^\infty(t)\|_1 \leq O(c^{-2}), \quad \forall \ t > 0.
\]
It follows from (5.5) that

\[
\frac{1}{2} \frac{d}{dt} |\theta_i^c - \theta_i^\infty|^2 = |\theta_i^c - \theta_i^\infty| \cdot \frac{d}{dt} |\theta_i^c - \theta_i^\infty| = (\theta_i^c - \theta_i^\infty)(\dot{\theta_i}^c - \dot{\theta_i}^\infty)
\]

\[
= (\theta_i^c - \theta_i^\infty) \left[ G \left( \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j^c - \theta_i^c) \right) - \left( \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j^\infty - \theta_i^\infty) \right) \right]
\]

\[
= (\theta_i^c - \theta_i^\infty) \left[ G \left( \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j^c - \theta_i^c) \right) - \left( \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j^\infty - \theta_i^\infty) \right) \right]
+ \left( \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j^c - \theta_i^c) \right) - \left( \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j^\infty - \theta_i^\infty) \right).
\]

(5.7)

Now, we use (5.7), Lemma 5.1 and mean-value theorem to find

\[
|\theta_i^c - \theta_i^\infty| \cdot \frac{d}{dt} |\theta_i^c - \theta_i^\infty| \leq |\theta_i^c - \theta_i^\infty| \cdot \left| G \left( \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j^c - \theta_i^c) \right) - \left( \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j^\infty - \theta_i^\infty) \right) \right|
\]

\[
+ (\theta_i^c - \theta_i^\infty) \left( \left( \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j^c - \theta_i^c) \right) - \left( \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j^\infty - \theta_i^\infty) \right) \right)
\]

\[
\leq O(c^{-2})|\theta_i^c - \theta_i^\infty| + (\theta_i^c - \theta_i^\infty) \left( \left( \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j^c - \theta_i^c) \right) - \left( \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j^\infty - \theta_i^\infty) \right) \right)
\]

\[
= O(c^{-2})|\theta_i^c - \theta_i^\infty| + \frac{\kappa}{N} (\theta_i^c - \theta_i^\infty) \sum_{j=1}^{N} \cos(t_{ij}^*) \left( \theta_j^c - \theta_j^\infty + \theta_i^\infty \right),
\]

where we used \( t_{ij}^* = t_{ji}^* \), the fact that cosine is even, and the relation:

\[
\min(\theta_j^c - \theta_i^c, \theta_j^\infty - \theta_i^\infty) < t_{ij}^* < \max(\theta_j^c - \theta_i^c, \theta_j^\infty - \theta_i^\infty).
\]

Then, one has

\[
\frac{d}{dt} |\theta_i^c - \theta_i^\infty| \leq O(c^{-2}) + \frac{\kappa}{N} \cdot \sgn(\theta_i^c - \theta_i^\infty) \sum_{j=1}^{N} \cos(t_{ij}^*) \left( \theta_j^c - \theta_j^\infty + \theta_i^\infty \right).
\]

(5.8)

We take a sum (5.8) over \( i = 1, \cdots, N \) to find the desired estimate:
\[ \frac{d}{dt} \| \Theta^c(t) - \Theta^\infty(t) \|_1 \]
\[ \leq O(c^{-2}) + \frac{\kappa}{N} \sum_{i,j=1}^{N} \cos(t_{ij}^c) \text{sgn}(\theta_i^c - \theta_i^\infty) \left( \theta_j^c - \theta_i^c + \theta_j^\infty - \theta_i^\infty \right) \]
\[ = O(c^{-2}) + \frac{\kappa}{2N} \sum_{i,j=1}^{N} \left[ \cos(t_{ij}^c) \left( \text{sgn}(\theta_i^c - \theta_i^\infty) - \text{sgn}(\theta_j^c - \theta_j^\infty) \right) \left( \theta_j^c - \theta_j^\infty - \theta_i^c - \theta_i^\infty \right) \right] \]
\[ \leq O(c^{-2}), \]

where we used the standard index interchanging argument and the fact that
\[ \left( \text{sgn}(\theta_i^c - \theta_i^\infty) - \text{sgn}(\theta_j^c - \theta_j^\infty) \right) \left( \theta_j^c - \theta_j^\infty - \theta_i^c - \theta_i^\infty \right) \]
is non-positive.

- **Step B:** We integrate [5.6] over \([0, T]\) using \(\| \Theta^{c, in} - \Theta^{\infty, in} \|_1 = 0\) to find
\[ \sup_{0 \leq t \leq T} \| \Theta^c(t) - \Theta^\infty(t) \|_1 \leq O(c^{-2}) t \leq O(c^{-2}) T. \]

Letting \(c \to \infty\), we obtain the desired estimate. \(\square\)

### 5.2. Numerical simulations

In this subsection, we study the nonlinear response on the emergent dynamics changing the size of \(c\) and a non-relativistic limit \((c \to \infty)\) from the relativistic Kuramoto model to the non-relativistic one.

Consider following four Kuramoto type systems:

\[
\begin{cases}
\text{Kuramoto model (KM)} : & \dot{\theta}_i = \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_i), \\
\text{RK model (RKM)} : & \dot{\theta}_i \Gamma_i \left( 1 + \frac{\Gamma_i}{c^2} \right) = \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_i), \\
\text{Approximate RK model I (ARKM-1)} : & \frac{\dot{\theta}_i}{\sqrt{1 - \frac{|\dot{\theta}_i|^2}{c^2}}} = \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_i), \\
\text{Approximate RK model II (ARKM-2)} : & c \tanh^{-1} \left( \frac{\dot{\theta}_i}{c} \right) = \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_i) \\
\end{cases}
\]

subject to the same initial data:

\[ \theta_i(0) = \theta^{in}_i, \quad \forall \ i = 1, \ldots, N. \]

For the simplicity of notation, we denote \(\Theta^0, \Theta^1, \Theta^2\) and \(\Theta^3\) as solutions to the Kuramoto model, the relativistic Kuramoto model, the approximate Kuramoto model I, and the approximate Kuramoto model II with the same initial data [5.10], respectively. All the simulations in what follows, we used the fourth-order Runge-Kutta method.
5.2.1. Formation of phase-locked state. In this part, we compare phase-locked states for four systems in (5.9) issued from the same initial data. For numerical simulations, we choose system parameters as follows:

\[ \Delta t = 0.01, \quad N = 10, \quad \kappa = 1, \]

and we choose initial data and natural frequencies randomly from the following intervals, respectively:

\[ \theta_{i}^{in} \in \left[ -(\pi - \theta_{*})/2, (\pi - \theta_{*})/2 \right], \quad \theta_{*} := \sin^{-1} \left( \frac{D(\Omega)}{\kappa} \right), \quad \nu_{i} \in [-0.15, 0.15], \quad \forall i = 1, \ldots, N. \]

In Figure 1, we compare time-evolution of four trajectories corresponding to four different models with the same initial configuration. We plot smooth solutions \( \Theta^{0}, \Theta^{1}, \Theta^{2}, \Theta^{3} \) for \( t = 0, 1, 2, 3 \).

Note that each flow tends to different phase-locked states exponentially fast, and each model shows different decay rate. The solution of relativistic Kuramoto model \( \Theta^{1} \) decay rate is relatively slow compared to that of other models.
In Figure 2, we study the decay rate toward the phase-locked state due to the effect of speed of light \(c\). The left plot shows the time-evolution of \(\log D(\Theta^1)\) in a heterogeneous ensemble, and right plot is for the homogeneous ensemble: \(\nu_i = 0\). Each simulation was conducted for \(c = 0.5, 1, 5, 10\). For the heterogenous case, \(\Theta^1\) converges to phase-locked state with \(D(\Theta^1) > 0\), so \(\log D(\Theta^1)\) converges to certain value, whereas for the homogeneous case, \(\Theta^1\) converges to a single point, so we can observe the exponential decay of \(D(\Theta^1)\).

The decay rate increases, as \(c\) increases and seems to converge to certain value. Note that the plot when \(c = 5\) and \(c = 10\) is almost identical so that the convergence of decay rate tends to that of the Kuramoto model, as \(c \to \infty\).

5.2.2. A non-relativistic limit. In this part, we perform a numerical study on the non-relativistic limit and compare them with analytical results in Theorem 5.1. Again, we choose system parameters as follows:

\[
\Delta t = 0.01, \quad N = 10, \quad \kappa = 1,
\]

and natural frequencies and initial data are randomly chosen from the intervals \([-0.15, 0.15]\) and \([-(\pi - \theta_i)/2, (\pi - \theta_i)/2]\), respectively.

In Figure 3, we study the temporal evolution of \(\|\Theta^0 - \Theta^1\|_1\) over time by changing the speed of light \(c = 0.5, 1, 5, 10, 20\) and tries to see whether \(c^2 \sup_{0 \leq t < T} \|\Theta^0(t) - \Theta^1(t)\|\) is order of \(O(T)\) or not. The first plot of Figure 3 is for the heterogeneous ensemble case, when natural frequencies are non-identical. The second plot is for a homogeneous ensemble case, when all natural frequencies are identical to \(0\). The last plot is when every natural frequencies are all zero.

The time-evolution of \(c^2 \sup_{0 \leq t < \infty} \|\Theta^0(t) - \Theta^1(t)\|\) are almost identical for \(c = 5, 10, 20\). These plots show that the following estimation holds:

\[
\sup_{0 \leq t \leq T} \|\Theta^c(t) - \Theta^\infty(t)\|_1 \leq O(c^{-2})T.
\]

One can observe that when natural frequencies are heterogeneous and natural frequencies are not equal to zero, the quantity \(c^2 \sup_{0 \leq t < \infty} \|\Theta^0(t) - \Theta^1(t)\|\) is not bounded. The numerical results suggest that \(\ell^1\) distance seems to increase linearly in time. On the other hand, when all natural...
frequencies are equal to zero, $c^2 \sup_{0 \leq t < \infty} \| \Theta^0(t) - \Theta^1(t) \|_1$ seems to converge to certain positive value as $t \to \infty$.

Quick observation of $\sum \dot{\theta}$ suggests this numerical results. For a solution to the Kuramoto model, $\sum_{\theta_i \in \Theta^0} \dot{\theta}_i$ is always equal to $\sum \nu$ where as in general case $\sum_{\theta_i \in \Theta^1} \dot{\theta}_i$ will not be equal to $\sum \nu$. Hence the phase-locked state will be slowly drift apart by velocity of $\frac{1}{N} \left( \sum_{\theta_i \in \Theta^1} \dot{\theta}_i - \sum_{\theta_i \in \Theta^0} \dot{\theta}_i \right)$. But when every natural frequency are equal to zero, every agents in $\Theta^1$ will converge to certain point, and $\frac{1}{N} \sum_{\theta_i \in \Theta^1} \dot{\theta}_i$ will be equal to zero, which can be verified analytically through Lemma 3.1.

6. Conclusion

In this paper, we have proposed a generalized Kuramoto model for phase synchronization and investigated its emergent behaviors. Our proposed model is quite general enough to incorporate the relativistic Kuramoto model derived from the relativistic Cucker-Smale model on the unit sphere. As a first set of results, we provided several sufficient frameworks for the complete synchronization for homogeneous and inhomogeneous ensembles. Our sufficient frameworks are given in terms of some conditions on the initial data and system parameters such as the coupling strength and natural frequencies. Compared to the Kuramoto model, our frameworks are rather restrictive in the sense that the initial data for complete synchronization is not generic, although the proposed model can be written as a gradient-like system. Thus, it would be interesting whether the complete synchronization holds for generic initial data in a large coupling regime. Second, we studied a non-relativistic limit for the relativistic Kuramoto model by analyzing temporal evolution of $\ell^1$-discrepancy between the non-relativistic Kuramoto model and the relativistic Kuramoto model issued from the same initial configuration. Our rough bound for such an $\ell^1$-discrepancy is the order of size of time-interval $\times c^{-2}$. Thus, in a finite-time interval, we show that the $\ell^1$-discrepancy decays to zero at the order of $c^{-2}$ in a non-relativistic limit $c \to \infty$. Again, it would be very interesting to see whether this non-relativistic limit can be made uniformly in time at least for some admissible set of initial data. We leave this interesting problem in a future work.
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