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Abstract—The simple scheme of treating interference as noise (TIN) is studied in this paper for the $3 \times 2$ X channel. A new sum-capacity upper bound is derived. This upper bound is transformed into a generalized degrees-of-freedom (GDoF) upper bound, and is shown to coincide with the achievable GDoF of a scheme that combines TDMA and TIN for some conditions on the channel parameters. These conditions specify a noisy interference regime which extends noisy interference regimes available in literature. As a by-product, the sum-capacity of the $3 \times 2$ X channel is characterized within a constant gap in the given noisy interference regime.

I. INTRODUCTION

Dealing with interference is a main challenge in wireless communications. Compared with noise, interference contains information. Using this property, some techniques have been investigated which decode the interference in order to have a cleaner version of the received signal. This was shown to be optimal in some cases such as 2-user interference channel (IC) with strong interference \(^1\). On the other hand, there is another extreme case in which the interference is so weak that the undesired receiver is not able to decode it. Ignoring the interference completely at the undesired receiver is a common way to deal with interference in such cases. This technique is known as treating interference as noise (TIN) \(^2\).

TIN is simple from a computational point of view, and is not demanding in terms of channel state information and coordination between different nodes. This simplicity makes TIN an appropriate choice for practical communication scenarios. The practical advantages of TIN makes it interesting to identify cases where TIN is capacity-optimal \(^3\). In \(^4\), it is shown that TIN is capacity optimal within a gap of 1 bit in a 2-user IC which satisfies $\sqrt{\text{INR}} < \text{SNR}$. TIN is constant-gap optimal in the symmetric $K$-user IC ($K > 2$) under the same condition \(^5\). This result has been extended for asymmetric $K$-user IC in \(^6\). The optimality of TIN has also been studied for scenarios in which numbers of transmitters and receivers are not equal \(^7\). In such cases, it turns out that the constant-gap optimality regime of TIN is increased \(^8\) by switching some users off. For a more general $M \times N$ X channel, conditions for constant gap optimality in the noisy interference regime were identified in \(^9\). The X channel models a cellular network, in which a user is communicating with multiple base stations in order to achieve a soft hand-over.

In this paper, we show that the noisy interference regime of the X channel for which a constant gap to capacity is achieved is in fact larger than the one given in \(^10\). To do this, we consider a $3 \times 2$ X channel for simplicity, and we derive a noisy interference regime where a TDMA-TIN scheme (which combines TDMA and TIN) is constant-gap optimal. The resulting noisy interference regime identified in our work not only subsumes the regime in \(^11\), but also extends it. This is mainly due to a novel upper bound that we establish in this paper.

Throughout the paper, we use $C(x) = \log_2(1+x)$ for $x > 0$, $\bar{x} = 1 - x$ for $x \in [0,1]$, and $x^n = (x_1, \ldots, x_n)$.

II. SYSTEM MODEL

The system we consider is a $3 \times 2$ Gaussian X channel which consists of three senders and two receivers (Figure 1). Each sender wants to communicate with each receiver. Namely, transmitter $i$ (Txi) wants to send the messages $W_{ji}$ to receiver $j$ (Rxi), where $i \in \{1,2,3\}$ and $j \in \{1,2\}$. The message $W_{ji}$ has a rate $R_{ji}$. Txi encodes $(W_{i1}, W_{i2})$ into a codeword $x^n_i \in \mathbb{C}^n$ of $n$ symbols. The transmitters have power constraints $\rho$ which must be satisfied by their transmitted signals.

At time instant $t \in \{1, \ldots, n\}$, Rxi receives

$$y_j[t] = h_{j1} x_1[t] + h_{j2} x_1[t] + h_{j3} x_3[t] + z_j[t],$$

where $z_j[t]$, $j \in \{1,2\}$, is a complex-valued Gaussian noise with zero mean and unit variance, and the constant $h_{ji}$ represents the complex (static) channel coefficient between Txi and

\(^1\)The time index $t$ will be suppressed henceforth for clarity.
Rxj. Since noise variance is unit, the transmit signal-to-noise ratio is given by $\rho$. The noises $z_2$ and $z_2$ are independent of each other and are both independent and identically distributed (i.i.d.) over time.

After $n$ transmissions, Rxj has $y^n$ and decodes $W_{jj}$, $i \in \{1, 2, 3\}$. The probability of error, achievable rates $R_{ji}$, capacity region $C$ are defined in the standard Shannon sense [12]. The sum-capacity $C_S$ is the maximum achievable sum-rate $R_S = \sum_{i=1}^{3} \sum_{j=1}^{2} R_{ji}$ for all rate tuples in the capacity region $C$.

In this work, we focus on the interference limited scenario, and hence, we assume that all signal-to-noise and interference-to-noise ratios are larger than 1, i.e., $\rho |h_{jj}|^2 > 1$ for all $j \in \{1, 2\}$ and $i \in \{1, 2, 3\}$. Defining

$$\alpha_{ji} = \frac{\log_2(\rho|h_{ji}|^2)}{\log_2(\rho)},$$

we define the generalized degrees-of-freedom (GDoF) of the channel as in [8]

$$d_{S}(\alpha) = \lim_{\rho \to \infty} \frac{C_{S}(\alpha)}{\log_2(\rho)},$$

where $\alpha$ is a vector which contains all $\alpha_{ji}$.

The focus of this work is studying constant gap optimality of TIN for the $3 \times 2$ Gaussian X channel. Next, we introduce the transmission strategy we propose in this paper.

### III. TDMA-TIN

In this scheme, we allow only two transmitters to be active simultaneously. In addition to this, for each active transmitter only one dedicated receiver is considered. Thus, we decompose the X channel into its underlying interference channels (IC). In total, we have six 2-user IC’s in the $3 \times 2$ X channel. Using TDMA, we assign a $\tau_s > 0$ fraction of time to each of those six 2-user IC’s, with $\sum_{s=1}^{6} \tau_s = 1$. If the achievable sum-rate using TIN for one of those IC’s is $R_s$, then the achievable sum-rate of TDMA-TIN is given by

$$R_{TT} = \max_{\tau_1, \ldots, \tau_6} \sum_{s=1}^{6} \tau_s R_s.$$  

This optimization problem is linear in $\tau_s$ and is solved by setting $\tau_s = 1$ for some $s \in \{1, \ldots, 6\}$ and setting the remaining $\tau_s^\prime = 0$. Namely, the maximization above is achieved by activating the 2-user IC which yields the highest sum-rate. Without loss of generality, suppose that the 2-user IC with maximum TIN sum-rate is the one in which $T_{x_1}$ and $T_{x_2}$ want to send messages $W_{j_1j_1}$ and $W_{j_2j_2}$ to $R_{xj_1}$ and $R_{xj_2}$, respectively. The transmitters encode their message into a codeword with power $\rho$. This causes interference at undesired receivers. Therefore, the receivers decode their desired messages using TIN. Using this scheme, the following sum-rate is achievable

$$R_{j_1j_1} + R_{j_2j_2} = C\left(\frac{\rho^{\alpha_{j_1j_1}}}{1 + \rho^{\alpha_{j_1j_2}}}\right) + C\left(\frac{\rho^{\alpha_{j_2j_2}}}{1 + \rho^{\alpha_{j_2j_1}}}\right).$$

In general, the achievable sum-rate by using TDMA-TIN is presented in the following proposition.

**Proposition 1.** The achievable sum-rate of TDMA-TIN in the $3 \times 2$ Gaussian X channel is given by

$$R_{TT} = \max_{p_{TT}} R_{TT}(p_{TT})$$

where $p_{TT} = (i_1, i_2, j_1, j_2)$ with $i_1, i_2 \in \{1, 2, 3\}$, $j_1, j_2 \in \{1, 2\}$, $i_1 \neq i_2$, $j_1 \neq j_2$, and where

$$R_{TT}(p_{TT}) = C\left(\frac{\rho^{\alpha_{j_1i_1}}}{1 + \rho^{\alpha_{j_1j_2}}}\right) + C\left(\frac{\rho^{\alpha_{j_2i_2}}}{1 + \rho^{\alpha_{j_2j_1}}}\right).$$

Let us transform this achievable rate expression to an achievable GDoF expression. We first bound $R_{TT}(p_{TT})$ as follows

$$R_{TT}(p_{TT}) = \max_{p_{TT}} R_{TT}(p_{TT}) > \left[\left((\alpha_{j_1i_1} - \alpha_{j_1j_2})^+ + (\alpha_{j_2j_2} - \alpha_{j_2i_1})^+\right) \log_2(\rho) - 2.\right]$$

Therefore, for this particular set of transmitters and receivers, TDMA-TIN achieves a GDoF of

$$D_{TT}(p_{TT}) = (\alpha_{j_1i_1} - \alpha_{j_1j_2})^+ + (\alpha_{j_2j_2} - \alpha_{j_2i_1})^+.$$

As a result, TDMA-TIN achieves the following GDoF

$$d_{TT}(\alpha) = \max_{p_{TT}} D_{TT}(p_{TT}).$$

Despite the simplicity of TDMA-TIN, this scheme is constant-gap optimal in some cases as we shall see next.

### IV. Constant-Gap Optimality of TDMA-TIN

Here, we want to introduce a noisy interference regime in which TDMA-TIN achieves the GDoF of the $3 \times 2$ Gaussian X channel, and moreover, achieves its sum-capacity within a constant gap. The following theorem characterizes the GDoF of the channel in such a noisy interference regime.

**Theorem 1.** If there exist distinct $i_1, i_2, i_3 \in \{1, 2, 3\}$ and distinct $j_1, j_2 \in \{1, 2\}$ such that the following noisy interference regime conditions are satisfied:

$$\alpha_{j_1i_1} - \alpha_{j_1j_2} \geq \psi,$$

$$\alpha_{j_2i_2} - \alpha_{j_2j_1} \geq \max\{\alpha_{j_1i_1} - \alpha_{j_1j_2}, \alpha_{j_2i_2} - \alpha_{j_2j_1}\},$$

where $\psi = \max\{\alpha_{j_1i_3} - (\alpha_{j_2i_3} - \alpha_{j_1i_1})^+\},$ then TDMA-TIN achieves the GDoF of the $3 \times 2$ Gaussian X channel given by

$$d_{S}(\alpha) \leq \alpha_{j_1i_1} - \alpha_{j_1j_2} + \alpha_{j_2j_2} - \alpha_{j_2i_1}.$$
with \( \alpha \) smaller than \( \alpha_3 \). The converse is provided in the next section. GDoF which coincides with (9) under the conditions (7) and (8). The upper bound is given in the following lemma.

\[ C_S \leq \min_p B(p) \quad (12) \]

where \( p = (i_1, i_2, i_3, j_1, j_2) \) for distinct \( i_1, i_2, i_3 \in \{1, 2, 3\} \) and distinct \( j_1, j_2 \in \{1, 2\} \), and where \( B(p) \) is as given in (13) on the top of the next page.

Proof: We consider the following permutation of transmitters and receivers: \( p = (i_1, i_2, i_3, j_1, j_2) = (1, 2, 3, 1, 2) \); the other cases can be proved similarly. We give \( V_{j_1} = V_1 = \{W_{21}, W_{23}\} \) and \( S_{j_1}^n = c(h_{11}X_1^n + d \cdot h_{13}X_3^n) + N_{j_1}^n \) to Rx1 as side information where \( N_{j_1}^n \) is a zero-mean unit-variance Gaussian noise independent of \( Z_1 \) and \( Z_2 \) and i.i.d. over time. We also give \( V_{j_2} = V_2 = W_{12} \) and \( S_{j_2}^n = h_{12}X_1^n + N_{j_2}^n \) to Rx2 as side information, where \( N_{j_2}^n = Z_2^n \). Using Fano’s inequality, and defining \( W_j \) as the set of messages desired at Rx \( j \), i.e. \( \{W_{j_1}, W_{j_2}, W_{j_3}\} \), we obtain

\[ nR_S \leq \frac{1}{2} \left[ I(W_j; Y_j^n, S_j^n, V_j) + n\epsilon_n, \right. \]

where \( \epsilon_n \to 0 \) as \( n \to \infty \). Then, using the chain rule, and since all messages are independent, we can write

\[ nR_S \leq \frac{1}{2} \left[ I(W_j; Y_j^n | V_j) + I(W_j; Y_j^n | S_j^n, V_j) \right] + n\epsilon_n. \]

Now by using \( h(S_j^n | W_j, V_j) = h(N_j^n) \) we get

\[ nR_S \leq \frac{1}{2} \left[ h(S_j^n | V_j) - h(N_j^n) + h(Y_j^n | S_j^n, V_j) - h(Y_j^n | W_j, V_j) \right] + n\epsilon_n. \]

V. CONVERSE FOR THEOREM[1]

Here, we derive an upper bound on the sum-capacity of the 3 × 2 Gaussian X channel which proves the converse of Theorem[1]. The upper bound is given in the following lemma.

**Lemma 1.** The sum-capacity of the 3 × 2 Gaussian X channel is upper bounded by

\[ C_S \leq \min_p B(p) \quad (12) \]

where \( p = (i_1, i_2, i_3, j_1, j_2) \) for distinct \( i_1, i_2, i_3 \in \{1, 2, 3\} \) and distinct \( j_1, j_2 \in \{1, 2\} \), and where \( B(p) \) is as given in (13) on the top of the next page.

Proof: We consider the following permutation of transmitters and receivers: \( p = (i_1, i_2, i_3, j_1, j_2) = (1, 2, 3, 1, 2) \); the other cases can be proved similarly. We give \( V_{j_1} = V_1 = \{W_{21}, W_{23}\} \) and \( S_{j_1}^n = c(h_{11}X_1^n + d \cdot h_{13}X_3^n) + N_{j_1}^n \) to Rx1 as side information where \( N_{j_1}^n \) is a zero-mean unit-variance Gaussian noise independent of \( Z_1 \) and \( Z_2 \) and i.i.d. over time.

We also give \( V_{j_2} = V_2 = W_{12} \) and \( S_{j_2}^n = h_{12}X_1^n + N_{j_2}^n \) to Rx2 as side information, where \( N_{j_2}^n = Z_2^n \). Using Fano’s inequality, and defining \( W_j \) as the set of messages desired at Rx \( j \), i.e. \( \{W_{j_1}, W_{j_2}, W_{j_3}\} \), we obtain

\[ nR_S \leq \frac{1}{2} \left[ I(W_j; Y_j^n, S_j^n, V_j) + n\epsilon_n, \right. \]

where \( \epsilon_n \to 0 \) as \( n \to \infty \). Then, using the chain rule, and since all messages are independent, we can write

\[ nR_S \leq \frac{1}{2} \left[ I(W_j; Y_j^n | V_j) + I(W_j; Y_j^n | S_j^n, V_j) \right] + n\epsilon_n. \]

Now by using \( h(S_j^n | W_j, V_j) = h(N_j^n) \) we get

\[ nR_S \leq \frac{1}{2} \left[ h(S_j^n | V_j) - h(N_j^n) + h(Y_j^n | S_j^n, V_j) - h(Y_j^n | W_j, V_j) \right] + n\epsilon_n. \]

Furthermore, since conditioning does not increase entropy, we have \( h(\hat{S}_j^n | V_j) \geq h(\hat{S}_j^n | V_1, dX_3^n) \). Substituting in (16) yields

\[ nR_S \leq \frac{1}{2} \left[ h(S_j^n | V_j) - h(N_j^n) + h(Y_j^n | S_j^n, V_j) - h(Y_j^n | W_j, V_j) \right] + n\epsilon_n. \]

The capital letter notation is used for random variables.
where \((c)\) follows since \(h(S^n_2|V_2) = h(S^n_2|V_1, X^n_B)\) if \(d = 0\), and \(h(S^n_1|V_1) - h(S^n_1|V_1) \leq n\) if \(d = 1\) as shown in Lemma 2 in Appendix A. By dropping the conditioning on \(V_1\) and \(V_2\), using Lemma 1 in Appendix A which shows that a circularly symmetric complex Gaussian distribution maximizes the conditional differential entropy for a given covariance constraint, dividing by \(n\), letting \(n \to \infty\), and using \((2)\), we obtain

\[
B(p) = C\left(\rho^{\alpha_{j_i}^{1/2}} + \frac{d\rho^{\alpha_{j_j}^{1/3}}}{1 + c^2(\rho^{\alpha_{j_i}^{1/1}} + \rho^{\alpha_{j_i}^{1/3}})}\right) + C\left(\rho^{\alpha_{j_i}^{1/2}} + \rho^{\alpha_{j_j}^{1/3}} + \frac{\rho^{\alpha_{j_i}^{1/2}}}{1 + \rho^{\alpha_{j_i}^{1/2}}}\right) + 1
\]

(13)

\[
(c^2, d) = \begin{cases} 
(\rho^{\alpha_{j_i}^{1/2}} - \alpha_{j_j}^{1/1}, 0) & \text{if } \alpha_{j_i}^{1/1} \leq \alpha_{j_j}^{1/1}, \\
(\rho^{\alpha_{j_i}^{1/2}} - \alpha_{j_j}^{1/1}, 1) & \text{if } \alpha_{j_i}^{1/1} > \alpha_{j_j}^{1/1} \text{ and } \alpha_{j_i}^{1/1} - \alpha_{j_j}^{1/1} \leq \alpha_{j_i}^{1/1} - \alpha_{j_j}^{1/1}, \\
(\rho^{\alpha_{j_i}^{1/2}} - \alpha_{j_j}^{1/1}, 1) & \text{otherwise}.
\end{cases}
\]

By rewriting the parameters \(\alpha\) as a function of \(\rho\), we obtain (14) for this permutation. Writing the resulting GDoF upper bound as \(R_{\Sigma} \leq C\left(\rho^{\alpha_{j_i}^{1/2}} + \frac{d\rho^{\alpha_{j_j}^{1/3}}}{1 + c^2(\rho^{\alpha_{j_i}^{1/1}} + \rho^{\alpha_{j_i}^{1/3}})}\right) + C\left(\rho^{\alpha_{j_i}^{1/2}} + \rho^{\alpha_{j_j}^{1/3}} + \frac{\rho^{\alpha_{j_i}^{1/2}}}{1 + \rho^{\alpha_{j_i}^{1/2}}}\right) + 1\)

(18)

which is equal to the desired bound \(B(p)\) (13) for this specific permutation \(p = (i_1, i_2, i_3, j_1, j_2) = (1, 2, 3, 1, 2)\) of transmitters and receivers. By rewriting the parameters \(\alpha\), \(d\) as a function of \(\rho\), we obtain (14) for this permutation. Writing the upper bound in (18) for all permutations of \(i_1, i_2, i_3 \in \{1, 2, 3\}\) and \(j_1, j_2 \in \{1, 2\}\), we obtain the upper bound in (12).

With this, we obtain a sum-capacity upper bound. We can use the definition of the GDoF in (3) to write this upper bound as a GDoF upper bound. For this purpose, we divide \(B(p)\) by \(\log(\rho)\) and we let \(\rho \to \infty\) to obtain a GDoF upper bound for each of the cases in (14). By combining the resulting GDoF upper bounds, we get the GDoF upper bound for a specific permutation \(p\) (details can be found in Appendix B)

\[
D(p) < \max\{\alpha_{j_i}^{1/1}, \alpha_{j_j}^{1/2} - \alpha_{j_j}^{1/2}\} + \max\{\alpha_{j_i}^{1/2}, \alpha_{j_j}^{1/1} - \alpha_{j_j}^{1/2}, \alpha_{j_i}^{1/1} - \alpha_{j_j}^{1/1}\}
\]

(19)

Therefore \(d_2(\alpha) \leq \min_p D(p)\). Now, we have a general GDoF upper bound. Let us specialize this bound to the noisy interference regime of Theorem 1. Suppose that the conditions in Theorem 1 are satisfied for some permutation of transmitters and receivers \(p = (t_1, t_2, t_3, r_1, r_2)\). By using these conditions we get

\[
d_2(\alpha) \leq \min_p D(p)
\]

\[
\leq D(\hat{p}) = \alpha_{r_1} - \alpha_{r_1} + \alpha_{r_2} - \alpha_{r_2},
\]

which proves the converse of Theorem 1.

**APPENDIX A**

In this appendix, we introduce a lemma which is necessary for proving the bound (12). Let \(W_A\) and \(W_B\) be two independent messages, and let \(X_A\) (independent of \(W_B\)) and \(X_B\) (independent of \(W_A\)) be two independent complex-valued signals satisfying a power constraint \(\rho\). Define \(Y_A\) and \(Y_B\) as noisy channel outputs given by

\[
Y_A = h_1 X_A + h_2 X_B + Z_A
\]

(20)

\[
Y_B = h_3 X_A + h_4 X_B + Z_B,
\]

(21)

where \(Z_A\) and \(Z_B\) are zero-mean unit-variance Gaussian noises, and are independent of each other and of all other random variables, and where the constants \(h_1, h_2, h_3\) and \(h_4\) are complex-valued and satisfy

\[
|h_1|^2 \leq |h_3|^2 \leq \frac{|h_4|^2}{\rho |h_2|^2} \text{ and } 1 < \rho |h_3|^2.
\]

(22)

Let \(Y^n_A\) and \(Y^n_B\) be the outputs corresponding to inputs \(X^n_A\) and \(X^n_B\) of length \(n\), and define \(W_C = (W_A, W_B)\). Then, we have the following lemma.

**Lemma 2.** If conditions (22) are satisfied, then we have

\[
h(Y^n_A|W_C) - h(Y^n_B|W_C) \leq n.
\]

(23)

**Remark 1.** The parameter \(c\) in (15) is chosen such that the conditions in (22) are satisfied, and therefore in converse for Theorem 1 \(h(S^n_1|V_1) - h(S^n_1|V_1) \leq n\).

**Proof:** We start by upper bounding the difference as follows

\[
h(Y^n_A|W_C) - h(Y^n_B|W_C) = I(X^n_A; X^n_B; Y^n_A|W_C) - I(X^n_A, X^n_B; Y^n_B|W_C)
\]

(a)

\[
\leq I(X^n_A, X^n_B; Y^n_A|W_C) - I(X^n_A, X^n_B; Y^n_B|W_C)
+ I(X^n_A; Y^n_B|W_C)
\]

(b)

\[
\leq I(X^n_A; Y^n_A, X^n_B|W_C) + I(X^n_B; Y^n_A|X^n_A, W_C)
- I(X^n_B; Y^n_B|W_C) - I(X^n_A; Y^n_B|X^n_B, W_C),
\]

where (a) follows from the non-negativity of mutual information and (b) follows by using chain rule. Note that \(I(X^n_A, X^n_B|W_C) = 0\), and hence, \(I(X^n_A; Y^n_A, X^n_B|W_C) = I(X^n_A; Y^n_A|X^n_B, W_C)\). Using some standard steps, we get

\[
h(Y^n_A|W_C) - h(Y^n_B|W_C)
\]

\[
\leq I(X^n_A; h_1 X^n_A + Z^n_A|W_C) + I(X^n_B; h_2 X^n_B + Z^n_B|W_C)
- I(X^n_B; Y^n_B|W_C) - I(X^n_A; h_1 X^n_A + \frac{h_1}{h_2} Z^n_B|W_C)
\]

(c)

\[
\leq I(X^n_B; h_2 X^n_B + Z^n_B|W_C) - I(X^n_B; Y^n_B|W_C),
\]

(24)

where (c) follows since \(I(X^n_A; h_1 X^n_A + Z^n_A|W_C) \leq I(X^n_A; h_1 X^n_A + \frac{h_1}{h_2} Z^n_B|W_C)\) since \(Z_A\) and \(Z_B\) have the same
distribution and $|h_1|^2 \leq |h_3|^2$. Next, we proceed by bounding $T = I(X^n_B; Y^n_B | W_C)$. First, we write

$$T = I(X^n_B; \tilde{X}^n_A + X^n_B + Z^n_B | W_C)$$

(25)

where we define $\tilde{X}_A = \frac{X_A}{\sqrt[n]{n}}, X_B = h_4 \frac{X_B}{\sqrt[n]{n}},$ and $Z_B = \frac{Z_B}{\sqrt[n]{n}}$. Note that $I(X^n_B; \tilde{X}^n_A + X^n_B + Z^n_B | W_C) \geq I(X^n_B; \tilde{X}^n_A + X^n_B + Z^n_B | W_C)$ since increasing the noise variance (by $1 - \frac{1}{n^2}$) leads to a degraded channel, and hence, decreases the mutual information. This leads to $T \geq I(X^n_B; \tilde{X}^n_A + X^n_B + Z^n_B | W_C)$. Now, observe that $I(X^n_B; \tilde{X}^n_A + X^n_B + Z^n_B | W_C)$ is larger than $h(\tilde{X}_A + Z^n_B | X^n_B, W_C) - h(\tilde{X}_A + Z^n_B | W_C)$ since conditioning reduces entropy. As a result,

$$T \geq h(\tilde{X}_A + Z^n_B | X^n_B, W_C) - h(\tilde{X}_A + Z^n_B | W_C)$$

since $h(\tilde{X}_A + Z^n_B | X^n_B, W_C) = h(\tilde{X}_A + Z^n_B | W_B) = h(\tilde{X}_A + Z^n_B | W_B)$ because $(\tilde{X}_A, W_B)$ is independent of $X_B$ and $W_B$, and similarly $h(\tilde{X}_A + Z^n_B | X^n_B, W_C) = h(\tilde{X}_A + Z^n_B | W_C)$. Thus,

$$T \geq h(\tilde{X}_A + Z^n_B | X^n_B, W_C) - I(\tilde{X}_A; X^n_B + Z^n_B | W_C)$$

$$= h(\tilde{X}_A + Z^n_B | W_C) - I(\tilde{X}_A; X^n_B + Z^n_B | W_C)$$

$$\geq h(\tilde{X}_A + Z^n_B | W_C) - I(\tilde{X}_A; X^n_B + Z^n_B | W_C)$$

where $\tilde{Z}_B = \frac{Z_B}{\sqrt[n]{n}} Z^n_B$ and the last step follows by increasing the noise variance by $1 - \frac{1}{n^2}$, which is larger than $h(\tilde{Z}_B | X^n_B, W_C) - h(\tilde{Z}_B | W_C)$.

For the other case where $\alpha_{j_2 i_1} - \alpha_{j_1 i_1} > \alpha_{j_2 i_2} - \alpha_{j_1 i_2}$, we have $c^2 = \rho^{\alpha_{j_2 i_1} - \alpha_{j_1 i_1}}$. Using similar steps as above, we can get

$$B(p) \leq \min\{\alpha_{j_2 i_2}, \alpha_{j_1 i_1} - (\alpha_{j_2 i_2} - \alpha_{j_1 i_2})\} \log_2(\rho)$$

and as a result, we get $D(p)$ as given in (19).
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