Instability of the magnetohydrodynamics system at vanishing Reynolds number

Ismaël Bouya

UMR 7586 Institut de mathématiques de Jussieu – Analyse fonctionnelle

Abstract

The aim of this note is to study the dynamo properties of the magnetohydrodynamics system at vanishing $R_m$. Improving the analysis in [6], we shall establish a generic Lyapunov instability result.

1 The induction equation

The incompressible Magnetohydrodynamics (MHD) system is a classical model for conducting fluids. It is derived from both Navier-Stokes equation for the fluid movement under the magnetic field and the Maxwell equations with Ohm’s law for the evolution of the magnetic field generated by the fluid movement. It is in dimensionless form:

\[
\begin{align*}
\partial_t u + u \cdot \nabla u + \nabla p - \frac{1}{R_e} \Delta u &= (\nabla \times b ) \times b + f, \\
\partial_t b - \nabla \times (u \times b) - \frac{1}{R_m} \Delta b &= 0, \\
\nabla \cdot u &= 0, \\
\nabla \cdot b &= 0,
\end{align*}
\]

(1)

where $R_e$ and $R_m$ are the hydrodynamic and magnetic Reynolds numbers. In this system, $u = u(t, \theta)$ and $b = b(t, \theta)$ are respectively the velocity field of the fluid and the magnetic field, vector-valued functions in $\mathbb{R}^3$, and $f$ is an additional forcing term (anything that is not the electromagnetic force). To lighten notations, we will assume in this note that $R_e = 1$ and $R_m = \varepsilon$, where $\varepsilon$ is a small parameter. Note that the Reynolds magnetic number – that is the one that corresponds to the definition commonly used – is defined by $R_m = \frac{LV}{\nu_m}$, where $L$ and $V$ are respectively the typical variation length and amplitude of the velocity field $u$. This means that for a given time-and-space scale for the velocity field, we consider large magnetic diffusivity (or vanishing conductivity) of the fluid. The reader may refer to [3] to have a complete explanation on how the above MHD system is computed. One may say it is the base system for describing MHD in the case of a conducting viscous fluid.
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Our aim here, related to dynamo theory is to deal with the stability of solutions of this last system, and more precisely with the instability of solutions of the form

\[(u, b) = (u(t, x), 0).\] (2)

The physical problem behind the study of the stability of such solutions is to understand the generation of magnetic field by the fluid. The fluid “gives” energy to the magnetic field by the term \(\nabla \wedge (u \wedge b)\), which should compensate the dissipation term in the equation. We know for long that this kind of phenomena occurs in planets and stars like the Sun or the Earth and make them act like a magnet (See [9] where the problem was first posed).

There have been many results in the past century in dynamo theory. First results where “negative” results in the sense that they gave condition for which fluids cannot generate a dynamo effect, i.e. this corresponds to situations where solutions of the form (2) were actually stable. Those results spread the idea that the velocity field has to be chaotic enough to expect a dynamo effect (See M.M.Vishik, [16]). The knowledge in the domain concerning stability of the MHD system has been summed up in [7].

Then positive results began to emerge concerning kinetic dynamos, that is a dynamo where we consider only the induction equation in the system: physically, this corresponds to the case where the Laplace force is neglected in the fluid movement, i.e. the magnetic field has no retro-action on the fluid. This case is much simpler since it corresponds to only a linear case. More recent results gave positive result with the full MHD system, which is non-linear.

In this note, we will focus on a particular mechanism for the generation of magnetic field, that is the “alpha-effect”, which was first introduced by E.N. Parker [11]. This mechanism is based on scale separation: we formally decompose the fields into two parts, a fluctuating one, evolving on small lengths, and a mean one evolving on much bigger ones. The idea is that the small-scale field can have an effect on the big-scale one through the mean part of the crossed-term \(\nabla \wedge (u \wedge b)\) in the induction equation and may create instability on the large-scale. Note that this kind of mechanism has been experimentally confirmed much recently by R. Stieglitz and U. Müller [14].

Three regimes of \(R_m\) can be identified in the MHD system:

**The intermediate regime where \(R_m\) is of order 1.** We considered this regime in a former article [2].

**The regime of large \(R_m\).** In that case, one can expect a dynamo at the scale of the velocity field, since the diffusive effect is very weak at such scale. A related question is whether the dynamo is “fast” or “slow”, that is whether the best growing mode decreases to 0 as \(R_m \to +\infty\) or not. So far this regime has been mainly studied formally and numerically (up to \(R_m \sim 10^5\)) in physics [10, 13, 12, 1], in particular in the case of ABC-like flows, and the result seems to be difficult to predict in the considered cases. This regime will be the object of a forthcoming paper.

**The regime of small \(R_m\).** This regime is relevant to laboratory experiments, and is the focus of the present note. More precisely, we use the \(\alpha\)-effect mechanism to obtain a linearized
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where \( \bar{b} = \bar{b}(x) \) and \( \bar{b} = \bar{b}(x, \theta) \) depend on the original small-scale variable \( \theta \), but also on a large-scale variable \( x = \varepsilon^2 \theta \). In this decomposition, \( \bar{b} \in H^s_\text{loc}(\mathbb{R}^3 \times \mathbb{T}^3) \) is periodic and average-free with respect to the second variable \( \theta \), whereas \( \tilde{b} \in H^s_\text{loc}(\mathbb{R}^3) \).

Using the formal variable separation above, the equation then writes under the form

We split this equation between mean part and fluctuating part:

\[ \Delta_\theta \tilde{b} + \varepsilon^3 \nabla \theta \wedge (U \wedge \bar{b}) + \Delta \tilde{b} + \varepsilon^3 \nabla \theta \wedge (U \wedge \tilde{b}) + \varepsilon^4 (\nabla \theta \cdot \nabla \theta + \nabla \theta \cdot \nabla \theta) \tilde{b} + \varepsilon^2 \nabla \theta \wedge (U \wedge \bar{b}) + \varepsilon^3 \nabla \theta \wedge (U \wedge \tilde{b}) + \varepsilon^4 \Delta \bar{b} = \varepsilon^4 \lambda \tilde{b}, \]
\[ \nabla_x \wedge U \wedge \vec{b} + \Delta_x \vec{b} = \lambda^s \vec{b}. \] 

And we rewrite the fluctuating part of the equation to separate terms with \( \tilde{b} \) and \( \bar{b} \):

\[
\Delta \tilde{b} + \varepsilon \nabla_\theta \wedge (U \wedge \tilde{b}) + \varepsilon^2 (\nabla_x \cdot \nabla_\theta + \nabla_\theta \cdot \nabla_x) \tilde{b} + \varepsilon^3 \nabla_x \wedge \nabla_\theta \bar{b} + \varepsilon^4 \Delta \bar{b} - \varepsilon^4 \lambda^s \bar{b} 
= -\nabla_\theta \wedge (U \wedge \bar{b}) - \varepsilon^2 \nabla_x \wedge (U \wedge \bar{b}) 
\]

Equations (11) to (13) will be used extensively throughout the note.

We can now give the theorems that we will prove in this note. The first one is related to the induction equation (8):

**Theorem 1** Let \( s > 0 \) be a real number. There exists a dense subset \( \Omega \) of \( \mathcal{P} \) such that for all \( U \in \Omega \), there exists a real \( \varepsilon_0 > 0 \), a vector \( \xi \in \mathbb{R}^3 \) and a function \( \lambda_U : [0, \varepsilon_0] \to \mathbb{R}_+ \) analytic such that for all \( \varepsilon \in [0, \varepsilon_0] \), there exists a solution \( b \) of (8) of the form:

\[
b(\theta, t) = e^{\lambda_U(\varepsilon)t + \varepsilon^2 \xi \cdot \theta} (\tilde{b}' + \varepsilon \bar{b}'(\theta)),
\]

where \( U \in \mathcal{P}, \tilde{b}' \in \mathbb{R}^3 \) and \( \bar{b}' \in H^s_0(\mathbb{T}^3) \).

Our second theorem concerns the full MHD system (7). For this next theorem, we introduce for any vector \( T \in (\mathbb{R}_+^3)^3 \) the Sobolev space \( H^s_T = H^s(\mathbb{R}/T_1\mathbb{Z} \times \mathbb{R}/T_2\mathbb{Z} \times \mathbb{R}/T_3\mathbb{Z}) \)

**Theorem 2** Suppose \( s > 3/2 + 1 \). Then there exists a dense subset \( \Omega \) of \( \mathcal{P} \) such that for all \( U \in \Omega \), there exists a vector \( T = (T_1, T_2, T_3) \) with integer coordinates and a sequence \( (\varepsilon_n)_{n>0} \) decreasing to 0 such that the solution \( \left( \begin{array}{c} U \\ 0 \end{array} \right) \) of the (MHD) system (11) is nonlinearly unstable in \( H^s_T \) in the following sense:

There exists initial values

\[
\begin{pmatrix} u_0 \\ b_0 \end{pmatrix} \in H^s_T,
\]

and \( C_0 > 0 \) such that for all \( \delta > 0 \), the solution \( \begin{pmatrix} u_\delta \\ b_\delta \end{pmatrix} \) of (7) with initial value \( \delta \begin{pmatrix} u_0 \\ b_0 \end{pmatrix} \) satisfies

\[
\left\| \begin{pmatrix} u_\delta \\ b_\delta \end{pmatrix}(t_\delta) \right\|_{H^s_T} \geq C_0
\]

for some time \( t_\delta \).

This result extends substantially the article [6] by D. Gérard-Varet. Recast in our variables, this article considers the case of large magnetic diffusion, that is \( R_m = \varepsilon \ll 1 \). Let us point out that D. Gérard-Varet didn’t use the physicists scaling for the velocity field, thus making possible confusion to the fact that he chose “\( R_m = 1 \)” and that it actually corresponds to the case where \( R_m \) is vanishing with \( \varepsilon \). To get the usual Reynolds number you have to do a time-space transformation \( t \mapsto t/\varepsilon^3, x \mapsto x/\varepsilon^2 \) (and multiply the amplitude \( V \) by \( 1/\varepsilon \)), thus making the Reynolds number \( \varepsilon \) instead of 1.
Briefly, it is shown in [6] that for all $m \in \mathbb{N}$, there are solutions of (8) (on a larger box depending on $\varepsilon$) that go from amplitude $\varepsilon^m$ initially to an amplitude $\eta = \eta(m) > 0$ independent of $\varepsilon$ (but depending on $m$). Note that, as $\eta$ depends on $m$, the result in [6] does not yield Lyapunov instability at fixed small $\varepsilon$, contrary to ours.

The main idea to prove our two theorems is to construct an exact solution $(\tilde{b}, \tilde{\theta})$ of equations (11) to (13). We shall obtain it through a perturbative argument, starting from the case $\varepsilon = 0$.

2 Case $\varepsilon = 0$

2.1 An eigenvalue problem

The fluctuating part in the case $\varepsilon = 0$ is

$$\Delta_0 \tilde{b} = -\nabla_\theta \wedge (U \wedge \tilde{b}).$$

(17)

Since the Laplacian is invertible as a function from $\mathcal{H}^{s+2}_0$ to $\mathcal{H}^s_0$, we can write

$$\tilde{b} = -\Delta_0^{-1} \nabla_\theta \wedge (U \wedge \tilde{b}) = \mathcal{L}(\theta) \tilde{b},$$

(18)

where $\mathcal{L}(\theta) : \mathcal{H}^s_0 \to \mathcal{H}^{s+1}_0$ ($x$ can be taken as a parameter since it is not involved in $\mathcal{L}$).

Now we can replace $\tilde{b}$ by $\mathcal{L}(\theta) \tilde{b}$ in the mean part of the equation (12) to have an equation involving only $\tilde{b}$:

$$\nabla_x \wedge U \wedge \mathcal{L}(\theta) \tilde{b} + \Delta_x \tilde{b} = \lambda^0 \tilde{b}.$$  (19)

We introduce the matrix $\alpha$ defined by

$$\alpha(U) \tilde{b} = U \wedge \mathcal{L}(\theta) \tilde{b} = - \int_{[0,1]} U \wedge \Delta_0^{-1} \nabla_\theta \wedge (U \wedge \tilde{b}) \, d\theta.$$  (20)

(The name of the matrix is the one related to the so called alpha effect mentioned in the introduction)

Now the equation is

$$\nabla_x \wedge (\alpha(U) \tilde{b}) + \Delta_x \tilde{b} = \lambda^0 \tilde{b}.$$  (21)

We will find a solution of this last equation under the form $\tilde{b}(x) = e^{i\xi \cdot x} \tilde{b}'$. Using this stanza, the equation then has the form (dropping the prime to lighten notations in the end of the subsection):

$$i\xi \wedge (\alpha(U) \tilde{b}) - |\xi|^2 \tilde{b} = \lambda^0 \tilde{b}.$$  (22)

Thus we have come now to an eigenvalue problem with the matrix $\xi \wedge \alpha(U)$. The properties of the matrix $\alpha$ are the source of the alpha-effect mechanism; they have been already studied in [6] and in [2] with a more general case. We give here a proposition which is only the particular case of the similar study done in those papers:

**Proposition 1** The matrix $\alpha(U)$ defined above is real and symmetric. Furthermore, there exists a dense subset $\Omega$ of $\mathcal{P}$ such that for all profile $U \in \Omega$, there exists some $\xi \in \mathbb{R}^3$ such that the matrix defined by the left hand side of (22) admits an eigenvalue of positive real part.
The reader should refer to those paper for a proof of this proposition.

From now on, we will assume that our base flow belongs to this subset $\Omega$. This gives the existence of a vector $\xi \in \mathbb{R}^3$ and an eigenvector $b_0$ associated to an eigenvalue $\lambda^0$ with positive real part such that

$$\tilde{b}(x) = e^{\delta \xi \cdot x} b_0$$

is a growing mode of (21)

### 3 Existence of growing mode for $\varepsilon > 0$

In this section we will search for a solution of the induction equation for $\varepsilon > 0$, and we will search a solution under the form

$$b^\varepsilon(\theta, t) = e^{\varepsilon \theta + \varepsilon i \xi \cdot \theta}(\tilde{b} + \varepsilon \tilde{b}(\theta)),$$

based on the result of last section, where $\xi$ is the one chosen for $\varepsilon = 0$. Thus the equations become:

$$\begin{aligned}
\Delta \tilde{b} + \varepsilon \nabla_\theta \cdot (u \wedge \tilde{b}) + ie^2(\xi \cdot \nabla_\theta + \nabla_\theta \cdot \xi) \tilde{b} + \varepsilon^3 i \xi \wedge (u \wedge \tilde{b}) - \varepsilon^4 |\xi|^2 \tilde{b} - \varepsilon^4 \tilde{b} \\
= -\nabla_\theta \cdot (u \wedge \tilde{b}) - \varepsilon^2 i \xi \wedge (u \wedge \tilde{b}),
\end{aligned}$$

$$i \xi \wedge u \wedge \tilde{b} - |\xi|^2 \tilde{b} = \lambda^\varepsilon \tilde{b}.$$ (26)

The left part of (25) may be seen as an operator from $\mathcal{H}_0^{s+2}$ to $\mathcal{H}_0^s$, and for small enough $\varepsilon$ and $\lambda^\varepsilon$ close enough to $\lambda^0$ it is a perturbation of the Laplacian. Thus this operator is invertible and we can write again

$$\tilde{b} = \mathcal{L}_{\xi,\varepsilon,\lambda}(\theta)\tilde{b},$$ (27)

where $\mathcal{L}_{\xi,\varepsilon,\lambda}(\theta) = -L_{\xi,\varepsilon,\lambda}^{-1}(\nabla_\theta \wedge u \wedge \cdot + \varepsilon^2 i \xi \wedge (u \wedge \cdot))$ is the operator from $\mathcal{H}_0^s$ to $\mathcal{H}_0^{s+1}$ where

$$L_{\xi,\varepsilon,\lambda} = \Delta_\theta + \varepsilon \nabla_\theta \cdot (u \wedge \cdot) + ie^2(\xi \cdot \nabla_\theta + \nabla_\theta \cdot \xi) + \varepsilon^3 i \xi \wedge (u \wedge \cdot) - \varepsilon^4 |\xi|^2 - \varepsilon^4 \lambda^\varepsilon$$ (28)

and the mean-part equation is

$$i \xi \wedge (\alpha_{\xi,\varepsilon,\lambda}(u)\tilde{b}) - |\xi|^2 \tilde{b} = \lambda^\varepsilon \tilde{b},$$ (29)

where the matrix $\alpha$ depends here on some parameters:

$$\alpha_{\xi,\varepsilon,\lambda}(u)\tilde{b} = u \wedge \mathcal{L}_{\xi,\varepsilon,\lambda}(\theta)\tilde{b}$$

$$= \int_{[0,1]^3} u \wedge L_{\xi,\varepsilon,\lambda}^{-1}(\nabla_\theta \wedge u \wedge \tilde{b} + \varepsilon^2 i \xi \wedge (u \wedge \tilde{b}))$$ (30)

This equation admits non-zero solution $\tilde{b}$ if and only if

$$\det(i \xi \wedge \alpha_{\xi,\varepsilon,\lambda}(u) - |\xi|^2 \text{Id} - \lambda^\varepsilon \text{Id}) = 0,$$ (31)
where
\[
\begin{pmatrix}
\alpha_{\xi,\varepsilon,\mu}(u) & = & i \begin{pmatrix}
0 & -\xi_3 & \xi_2 \\
\xi_3 & 0 & -\xi_1 \\
-\xi_2 & \xi_1 & 0
\end{pmatrix}
\end{pmatrix}
\]
\[
\xi
\]
being fixed by the former section, we define the following function
\[
f(\varepsilon, \mu) = \det(i\xi \wedge \alpha_{\xi,\varepsilon,\mu}(u) - |\xi|^2 \text{Id} - \mu \text{Id}),
\]
defined in a neighborhood \(V\) of \((0, \lambda^0)\) in \(\mathbb{R}^2\).

4 Implicit function theorem

We know from former section that \(f(0, \lambda^0) = 0\). Now we want to prove that for \(\varepsilon > 0\) small enough, there exists \(\lambda^\varepsilon\) such that \(f(\varepsilon, \lambda^\varepsilon) = 0\). Furthermore, \(f\) is analytic in \((\varepsilon, \mu)\) in \(V\).

We prove in this section that \(\frac{\partial f}{\partial \mu}\bigg|_{\varepsilon=0, \mu=\lambda^0} \neq 0\), so that we can apply the analytic implicit functions theorem and conclude that there exists a neighborhood \(W\) of 0 and a function \(\varphi: W \to \mathbb{R}\) such that \(\varphi(0) = \lambda^0\) and \(\forall \varepsilon \in W, f(\varepsilon, \varphi(\varepsilon)) = 0\) (we can then restrict this neighborhood to positive values of \(\varepsilon\)).

We compute now \(\frac{\partial f}{\partial \mu}\bigg|_{\varepsilon=0, \mu=\lambda^0}\): using usual computation rules on composition of functions, we have that
\[
\frac{\partial f}{\partial \mu}\bigg|_{\varepsilon=0, \mu=\lambda^0} = d \det|_{\xi \wedge \alpha_{\xi,\varepsilon,\mu}}(u) - |\xi|^2 \text{Id} - \lambda^0 \text{Id} \circ d(i\xi \wedge \alpha_{\xi,\varepsilon,\mu}(u) - |\xi|^2 \text{Id} - \mu \text{Id})|_{\varepsilon=0, \mu=\lambda^0} (0, 1). 
\]

The computation of the second differential is straightforward and gives
\[
d(i\xi \wedge \alpha_{\xi,\varepsilon,\mu}(u) - |\xi|^2 \text{Id} - \mu \text{Id})|_{\varepsilon=0, \mu=\lambda^0} (0, 1) = \frac{\partial (i\xi \wedge \alpha_{\xi,\varepsilon,\mu}(u) - |\xi|^2 \text{Id} - \mu \text{Id})}{\partial \mu}\bigg|_{\varepsilon=0, \mu=\lambda^0} = - \text{Id}.
\]

And the computation of the first one gives
\[
d \det|_{\xi \wedge \alpha_{\xi,\varepsilon,\mu}}(u) - |\xi|^2 \text{Id} - \mu^0 \text{Id} \circ \text{Tr}(\text{com}(i\xi \wedge \alpha_{\xi,\varepsilon,\mu}(u) - |\xi|^2 \text{Id} - \lambda^0 \text{Id})).
\]

We know from the second section the matrix \(A = i\xi \wedge \alpha_{\xi,\varepsilon,\mu}(u) - |\xi|^2 \text{Id} - \lambda^0 \text{Id}\) is diagonalizable and that his eigenvalues are 0, \(-\lambda^0\), \(-2\lambda^0\). Thus, \(\text{com}(A)\) is similar to the matrix
\[
\text{com} \begin{pmatrix}
0 & 0 & 0 \\
0 & -\lambda^0 & 0 \\
0 & 0 & -2\lambda^0
\end{pmatrix} = \begin{pmatrix}
2(\lambda^0)^2 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix},
\]
which is of trace \(2(\lambda^0)^2 \neq 0\).
Thus
\[
\left. \frac{\partial f}{\partial \mu} \right|_{\mu=\lambda^0} = 2(\lambda^0)^2 \neq 0.
\] (38)

Since \( \varphi \) is continuous on 0, and \( \varphi(0) = \lambda^0 \) has positive real value, this remains true for \( \varepsilon > 0 \) sufficiently small, which concludes the proof of the existence of a growing mode for a small \( \varepsilon > 0 \).

5 Nonlinear instability

We will now prove nonlinear instability of the system (8). For that we will adapt a method developed by S. Friedlander, W. Strauss and M. Vishik in [5] (itself adapted from Y. Guo and W. Strauss in [8]) to prove nonlinear instability given linear instability. The condition \( s > 3/2 + 1 \) in the main theorem is used only in this section to obtain an inequality on the nonlinear terms similar to that in the article [5]. Actually, using the parabolic feature of the MHD system, it would be possible to lower our regularity requirements (see for instance Friedlander et al [4] in the context of the Navier-Stokes equations). We stick here to regular data for simplicity of exposure.

Let \( U \in \mathcal{P} \) belonging to the dense subset of linearly unstable flows described in the previous section.

We introduce Leray operator \( \mathcal{P} \) to get rid of \( p \). We rewrite system (7) as
\[
\partial_t \mathcal{U} + L_s \mathcal{U} = Q(\mathcal{U}, \mathcal{U}),
\] (39)
where
\[
\mathcal{U} = \begin{pmatrix} u' \\ b \end{pmatrix},
\] (40)
\[
L_s \mathcal{U} = \varepsilon^{-3} \left( \mathcal{P}(u \cdot \nabla u' + u' \cdot \nabla u) - \Delta u' \\ -\nabla \wedge (u \wedge b) - \Delta b \right)
\] (41)
is the linearized operator around \( \begin{pmatrix} u' \\ 0 \end{pmatrix} \), and
\[
Q(\mathcal{U}, \mathcal{U}) = \varepsilon^{-3} \left( \mathcal{P}(\nabla \wedge b) \wedge b - u' \cdot \nabla u' \right)
\] (42)
is the nonlinearity.

We shall consider this system in \( \mathcal{H}_T^s \), \( T \) to be specified later. We also denote \( L_T^2 = \mathcal{H}_T^0 \) the \( L^2 \) space on the torus. Since we will work in these spaces until the end of the proof, we will drop the \( T \) in the notation. We have the following a priori estimates for the nonlinear term:

Every term of every component of \( Q(\mathcal{U}, \mathcal{U}) \) can be written as a product of one component of \( \mathcal{U} \) and one of \( \nabla \mathcal{U} \) (composed by \( \mathcal{P} \)). Thus, we have the first estimate
\[
\| Q(\mathcal{U}, \mathcal{U}) \|_{L^2} \leq C \varepsilon^{-3} \| \mathcal{U} \| \| \nabla \mathcal{U} \|_{L^2} \leq C \varepsilon^{-3} \| \mathcal{U} \|_{L^2} \| \nabla \mathcal{U} \|_{L^\infty}.
\] (43)
For $r = \frac{1}{2}(s + n/2 + 1) > n/2 + 1$ (here $n = 3$), we have that
\[ \| \nabla \mathcal{U} \|_{L^2} \leq \| \mathcal{U} \|_{\mathcal{H}^r}, \]  \hspace{1cm} (44)
and
\[ \| \mathcal{U} \|_{\mathcal{H}^r} \leq C\| \mathcal{U} \|_{L^2}^{\eta} \| \mathcal{U} \|_{\mathcal{H}^r}^{1-\eta} \]  \hspace{1cm} (45)
for $\eta$ such that $r = (1 - \eta)s$ (i.e. $\eta = \frac{1}{2} - \frac{n+2}{4s} = \frac{1}{2} - \frac{5}{4s}$).

Thus, we have:
\[ \| Q(\mathcal{U}, \mathcal{U}) \|_{L^2} \leq C\varepsilon^{-3} \| \mathcal{U} \|_{L^2}^{1+\eta} \| \mathcal{U} \|_{\mathcal{H}^r}^{1-\eta} \]  \hspace{1cm} (46)

We shall prove the following theorem, which is a mere reformulation of the second theorem:

**Theorem 3** Suppose $s > 3/2 + 1$. Then there exists a vector $T = (T_1, T_2, T_3)$ with integer coordinates and a sequence $(\varepsilon_n)_{n>0}$ decreasing to 0 such that the system (39) is nonlinearly unstable in $\mathcal{H}^r_T$ in the following sense:

There exists a growing mode $\mathcal{U}_0 = \begin{pmatrix} u_0 \\ b_0 \end{pmatrix}$ with $\| \mathcal{U}_0 \|_{\mathcal{H}^r_T} = 1$ of the linearized system and a constant $C_0 > 0$ depending only on $\mathcal{U}_0, s, n, \rho$ such that for all $\delta > 0$, the solution of the full magnetohydrodynamics system with initial value $\delta \mathcal{U}_0$ satisfies $\| \mathcal{U}(t) \|_{\mathcal{H}^r_T} \geq C_0$ for some time $t_\delta$.

**Remark 1** This theorem only proves that the solution reaches high values in finite time no matter how small the initial condition is. In particular it doesn’t say whether it explodes in finite time or is defined for all time, since both situations are possible in the result of the theorem. Actually, for small enough initial data (that is small enough $\delta$), it is classical that the solution of the system doesn’t explode in finite time. More details in [15] (Theorem 3.8)

Assume in contrary that the system is nonlinearly stable while spectrally unstable, that is that for any growing mode of initial value $\mathcal{U}_0 = \begin{pmatrix} u_0 \\ b_0 \end{pmatrix}$ with $\| \mathcal{U}_0 \|_{\mathcal{H}^r_T} = 1$ in any box $T$ of the system (i.e. an eigenvector of $L_s$ associated to an eigenvalue with positive real part) and for any $\varepsilon > 0$, there exists a $\delta > 0$ such that for all $t > 0$, the solution $\mathcal{U}(t)$ of the system with initial values $\delta \mathcal{U}_0$ satisfies $\| \mathcal{U}(t) \|_{\mathcal{H}^r_T} \leq \varepsilon$.

### 5.1 Proof of the nonlinear instability

Let $b_{\varepsilon}(\theta) = e^{i\varepsilon^2 \xi \cdot \theta} b^\varepsilon(\theta)$ be the unstable eigenmode given by Theorem 2. We fix $\varepsilon < \varepsilon_0$ in such a way that
\[ T = \left( \frac{2\pi}{\varepsilon^2 |\xi_1|}, \frac{2\pi}{\varepsilon^2 |\xi_2|}, \frac{2\pi}{\varepsilon^2 |\xi_3|} \right) \]  \hspace{1cm} (47)
belongs to $\mathbb{N}^3$. This is possible, as it is clear from the proof of Theorem 2 that $\xi$ can be chosen in $(2\pi Q^*_s)^3$ (take $\varepsilon$ to be the inverse of a large integer, which can be chosen as big as we want). In
particular, $\tilde{\mathcal{Z}}_0 = \begin{pmatrix} 0 \\ b_L \end{pmatrix}$ is an eigenvector of $L_s$ associated to an eigenvalue with positive real part in $\mathcal{H}_s^\perp$.

Denote by $\rho$ the maximum real part of the spectrum of $L_s$:
\[
\rho = \max \{ \Re \lambda, \lambda \in \text{Spectr}(L_s) \}. \tag{48}
\]

By the previous remark on $\tilde{\mathcal{Z}}_0$, we know that $\rho > 0$. Moreover, since the spectrum of $L_s$ is only made of eigenvalues, there exists an eigenvector $\mathcal{Z}_0 = \begin{pmatrix} u_0 \\ b_0 \end{pmatrix}$ with eigenvalue $\lambda$ satisfying exactly $\Re \lambda = \rho$.

Moreover, by standard properties of the spectral radius of $e^{L_s}$, we know that
\[
e^{\rho} = \lim_{t \to +\infty} \| e^{L_s} \|^t. \tag{49}
\]

Thus, for all $\eta > 0$, there exists a $C_\eta$ such that for all $t \geq 0$,
\[
\| e^{L_s} \| \leq C_\eta e^{\rho(1 + \frac{3}{2})t} \tag{50}
\]

Then, the solution $\mathcal{U}$ of (39) with initial data $\delta \mathcal{Z}_0$ can be written
\[
\mathcal{U} = \dot{\mathcal{U}} + \delta e^{\lambda} \mathcal{Z}_0, \tag{51}
\]

where $\dot{\mathcal{U}}$ satisfies
\[
\begin{cases}
\partial_t \dot{\mathcal{U}} = L_s \dot{\mathcal{U}} + Q(\mathcal{U}, \mathcal{U}) \\
\dot{\mathcal{U}}|_{t=0} = 0
\end{cases} \tag{52}
\]

Using Duhamel’s formula, we can write the solution under the form:
\[
\dot{\mathcal{U}}(t) = \int_0^t e^{(t-s)L_s} Q(\mathcal{U}, \mathcal{U}) \, ds. \tag{53}
\]

Define
\[
T_\delta = \sup \left\{ t > 0, \forall s \leq t, \| \partial_s \mathcal{U}(s) \|_{L^2} \leq \frac{1}{2} \delta e^{\rho t} \| \mathcal{Z}_0 \|_{L^2} \right\}, \tag{54}
\]

where $\lambda$ is the coefficient in the growing linear mode. Then, since we supposed that $\mathcal{U} = \mathcal{U}_l + \dot{\mathcal{U}}$ remains bounded, and $\| \mathcal{U}_l \| \sim \delta e^{\rho t} \| \mathcal{Z}_0 \|$, we have that $T_\delta < \infty$, and for all $t < T_\delta$,
\[
\| \mathcal{U}(t) \|_{L^2} \leq \frac{3}{2} \delta e^{\rho t} \| \mathcal{Z}_0 \|_{L^2}. \tag{55}
\]

Using a priori estimates stated earlier, we have for $\eta = \frac{1}{2} - \frac{n+2}{4s} = \frac{1}{2} - \frac{5}{4s}$:
\[
\| \dot{\mathcal{U}}(t) \|_{L^2} \leq C_\eta e^{-3} \int_0^t e^{\rho(1 + \frac{3}{2}) (t-s)} \| \mathcal{U} \|_{L^2}^{1+\eta} \| \mathcal{Z} \|_{L^2}^{1-\eta} \, ds. \tag{56}
\]
\[
\| \mathcal{U}(t) \|_{L^2} \leq 2^{1+\eta} C \eta e^{-s} \int_0^t e^{(r-s)(1+\frac{\eta}{2})} e^{(1+\eta)s} e^{-1-\eta} \, ds \\
\leq C \eta e^{1+\eta} e^{(1+\frac{\eta}{2})s} e^{-2-\eta} \frac{2}{\eta \rho} (e^{\frac{\eta}{2} \rho} - 1) \\
\leq C' e^{1+\eta} e^{(1+\eta)\rho} e^{-2-\eta}
\] (57)

Thus, getting back to \( \mathcal{U} \):

\[
\| \mathcal{U} \|_{L^2} \geq \| \mathcal{U}_0 \|_{L^2} e^{\eta t} - C' \delta^{1+\eta} e^{-2-\eta} e^{(1+\eta)\rho}.
\] (58)

By definition of \( T_\delta \), we have:

\[
\| \mathcal{U}(T_\delta) \|_{L^2} = \frac{1}{2} \delta e^{\eta T_\delta} \| \mathcal{U}_0 \|_{L^2} \leq C' \delta^{1+\eta} e^{-2-\eta} e^{(1+\eta)\rho},
\] (59)

that is

\[
\frac{1}{2} \| \mathcal{U}_0 \|_{L^2} \leq C' \delta^{1+\eta} e^{-2-\eta} e^{T_\delta \rho},
\] (60)

\[
T_\delta \geq \ln \left( \frac{\| \mathcal{U}_0 \|_{L^2}}{2 C' \delta \eta \rho e^{-2-\eta}} \right) \frac{1}{\eta \rho}.
\] (61)

Denote by \( t_\delta \) the quantity

\[
t_\delta = \ln \left( \frac{\| \mathcal{U}_0 \|_{L^2}}{2 C' \delta \eta e^{-2-\eta} (1 + \eta)} \right) \frac{1}{\eta \rho}.
\] (62)

Thus \( t_\delta \leq T_\delta \), and at this time \( t_\delta \)

\[
\| \mathcal{U} \|_{L^2} \geq \delta e^{\eta t_\delta} \left( \| \mathcal{U}_0 \|_{L^2} - \frac{\| \mathcal{U}_0 \|_{L^2}}{1+\eta} \right) = \frac{\eta}{1+\eta} \| \mathcal{U}_0 \|_{L^2} \left( \frac{\| \mathcal{U}_0 \|_{L^2} e^{2+\eta}}{C' (1+\eta)} \right)^{1/\eta}.
\] (63)

Thus \( \| \mathcal{U} \|_{L^2} \) (and \( \| \mathcal{U} \|_{H^1} \)) can be bounded below by a value independent of \( \delta \), which contradicts the assumption, and proves the theorem.
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