Projection algorithm for state preparation on quantum computers
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We present an efficient method to prepare states of a many-body system on quantum hardware, first isolating individual quantum numbers and then using time evolution to isolate the energy. Our method in its simplest form requires only one additional auxiliary qubit. The total time evolved for an accurate solution is proportional to the ratio of the spectrum range of the trial state to the gap to the lowest excited state, a substantial improvement over other projection algorithms, and the accuracy increases exponentially with the time evolved. Isolating the quantum numbers is efficient because of the known eigenvalues, and increases the gap thus shortening the propagation time required. The success rate of the algorithm, or the probability of producing the desired state, is a simple function of measurement times and phases and is dominated by the square overlap of the original state to the desired state. We present examples from the nuclear shell model and the Heisenberg model. We compare this algorithm to previous algorithms for short evolution times and discuss potential further improvements.

Quantum computers are expected to have an exponential advantage in calculating the dynamics of strongly-interacting quantum systems. This has many possible applications in all fields of physics, from neutron scattering of materials to response functions studied experimentally in cold atom systems to high-energy neutrino electron and neutrino scattering from nuclei to hadronization in QCD. In each of these applications, though, one must often prepare a specific initial state. State preparation is a critical initial step in simulating quantum dynamics on many-body systems.

While preparing the ground state of general Hamiltonians is in principle QMA-complete [1], in practice accurate ground states can be prepared on classical computers using approximate algorithms including Quantum Monte Carlo [2, 3], Tensor Networks [4], and Coupled Cluster [5, 6] methods. On a quantum computer it has been shown that a ground state can be prepared if the ground state energy, spectral gap to a low-lying excitation, and total width of the spectrum are known and if we can prepare an initial state with a non-zero overlap with the desired eigenstate [7].

In this paper we present an efficient Quantum Projection Filter (QPF) algorithm that requires shorter evolution times, particularly useful for early fault tolerant quantum computers. We plan to investigate applications to advanced NISQ devices with small noise in a future work. We optimize the measurements required to produce the ground state assuming minimal knowledge of the spectra of the initial state. We assume the dominant limitation on near-term devices is the total evolution time $t$ required to obtain $\exp(-iHt)$ in the physical space, where $H$ is the Hamiltonian operator. This is a fundamental limitation for a general exact algorithm due to the no fast-forwarding theorem [8].

We demonstrate that accurate states can be prepared with a total propagation time of a small multiple of the inverse spectral gap. By projecting on good quantum numbers, we increase the relevant spectral gap, thus reducing the evolution time required. We then perform energy projection assuming minimal knowledge of the ground state energy, the spectrum width, the increased gap, and the overlap, here optimizing both measurement times and phases. The accuracy of this method increases exponentially with time, so improvements in hardware while reducing errors will have a large impact. This algorithm takes advantage of good initial variational states which shorten the required evolution time by reducing the highest energy states having overlap with the initial state.

Several general classes of algorithms for initial state preparation on quantum computers have been presented in the literature. Variational algorithms like VQE [9, 10] often provide a critical first step in state preparation, but while these methods are variational, providing an upper bound to the ground state energy, they are not exact and not always systematically improvable with known convergence rates.

Exact algorithms for initial state preparation similarly can be divided into several general categories. Adiabatic evolution can be used to transform from a known ground state of a different Hamiltonian to the ground state of the desired Hamiltonian by a slowly-evolving time-dependent Hamiltonian. This method is exact but requires long circuit depths and relies upon the adiabatic evolution of states with no sharp avoided level crossings [11, 12]. Projection methods have also been developed to reduce Trotter errors [13] and for symmetry restoration [14]. Some of these algorithms mimic classical computations, like quantum imaginary time evolution (QITE) and quantum Lanczos (QLANCZOS) [15–18], which are quantum-computer analogues of imaginary-time evolution employed in quantum Monte Carlo and the Lanczos algorithm. These methods are extremely
successful on classical computers with applications in cold and hot dense matter [19], atomic and molecular systems, nuclear physics, and QCD. They often suffer from sign problems but very accurate approximations to the path integral have been developed. Quantum computers by nature provide unitary evolution, and QITE andQLANCZOS emulate the classical computing equivalent through hybrid classical-quantum approaches. These hybrid algorithms suffer an exponential overhead in general due to the classical optimization procedure.

Projection methods based directly upon unitary evolution have also been studied [7, 20–22]. We propose a similar but more flexible algorithm for state preparation that for the first time takes into account the symmetries exhibited by the problems considered. Our algorithm first projects out the desired quantum numbers of the state to increase the relevant spectral gaps and then uses unitary time evolution to filter the system by energy. Similar to the other algorithms, it is a probabilistic algorithm in that the state will be prepared successfully with a probability determined by the squared overlap of the initial state with the desired state and the times and phases used in the measurements.

The total evolution time required, a key indicator of the efficiency of the algorithm, is proportional to the inverse of the ratio of the gap of the desired state to nearby states with the same quantum numbers to the total width of the initial state energy distribution. The algorithm can be used to prepare states with various quantum numbers and energies.

We describe a QPF algorithm with one auxiliary qubit, similar to the algorithms for both eigenvector preparation of Refs. [7, 22] and response function calculation of Ref. [23]. Extensions to multiple auxiliary qubits should be valuable given sufficient quantum resources and sufficiently low error rates.

Attaching an ancilla qubit $a$ in a 0 state so that the entangled system state is $|\psi\rangle \otimes |0\rangle$, we perform a series of unitary transformations exp$(-i(t_i O + \delta_i) \otimes Y_A)$, so that for each iteration the new state of the system becomes

$$|\psi(t)\rangle = \cos(t_i O + \delta_i)|\psi\rangle \otimes |0\rangle + \sin(t_i O + \delta_i)|\psi\rangle \otimes |1\rangle_a.$$  
(1)

After each transformation, we measure qubit $a$, which, for selected times $t_i$ and phases $\delta_i$, projects on the desired physical subspace. A schematic circuit is shown in Eq. (2). The operator $O$ defines the relevant quantum numbers of the system (e.g. $J^2$, particle number or total momentum) or the Hamiltonian $H$ for energy projection. The probability of reading off qubit $a$ in state |0$\rangle$ is $\langle \psi | \cos^2(t_i O + \delta_i) | \psi \rangle$ and the success probability of the algorithm will be given by the product of individual probabilities after all measurements [24].

We choose the number of different measurements that scales logarithmically with the total time (sum of all individual times). Trotterization of each evolution or qubitization may require significant resources per measurement related to the time evolution required.

We perform a series of time evolutions followed by measurements. Requiring each time the qubit $a$ to be in state 0 yields a physical state $|\psi(t = \sum t_i)\rangle = N \prod \cos(t_i O + \delta_i)|\psi(t = 0)\rangle$, with a probability of success (all 0 measurements) given by the product of the squared cosines. Below we call the product of phase shifted cosines the filter function $f = \prod \cos(t_i o_\alpha + \delta_i)$, where $o_\alpha$ are the eigenvalues of $O$.

Projecting on quantum numbers is a crucial initial step, and is readily accomplished since the spectrum is known in advance and is very regular. For symmetry projections, we take all $\delta_i = 0$. Assume for the moment that we desire a spin zero (ground) state. Choosing $t_1 = \pi/4$ removes concurrently $J = 1, 2, 5, 6, 9, 10, 13, 14, \ldots$ values, as $\cos(J(J+1)\pi/4) = 0$. To project out other $J$ states requires more iterations. Taking $t_{i+1} = t_i/2$, one projects out successfully larger values of $J$, including values missed in previous iteration(s), with shorter and shorter additional time evolutions. The initial (large) value of $t_1$ defines the resolution of the projection, and subsequent $t_i$ with successfully smaller values gives a projection function value of zero for larger and larger values of $J$. The largest zero value for the projection function increases exponentially with the number of measurements. Thus, with this choice of times (and all zero phases) the filter function rapidly approaches a delta function centered on zero.

Similar sequences work well for other dispersion relations: linear as for particle number or quadratic like a typical non-relativistic dispersion relation. In each case the longest time is governed by the lowest excitation, with additional exponentially shorter times. The total time evolution approaches $2t_1$ after all steps. Different eigenvalues can be projected out by shifting the operator by a constant. The total success probability to project onto the targeted space is the product of the overlaps between the initial state and the desired quantum number for zero phases. The final state after quantum number projection retains the space spanned by the eigenstates with the same quantum number and the same relative amplitudes as in the original state. Often the number of energy eigenstates is reduced dramatically in this step, and the corresponding gaps similarly increased, which increases the efficiency of subsequent energy projection.

The energy can be projected similarly. If the spectrum is known from classical computations, we can apply the same algorithm described above for symmetry projection to prepare the initial state by removing individual undesired states. However, the method can be used with limited knowledge of the spectrum, assuming that the desired energy, the approximate width of the spectrum...
and the approximate gap to nearby states are known to good enough precision (10−20%). If the spectrum is not known, one can obtain information about the eigenvalues and the overlap with the eigenvectors of the Hamiltonian by running the circuit in Fig. 12 of Ref. [25]. This will also reduce the evolution time required for a well-chosen variational trial state, as high energy states will not contribute. In the remaining discussion we assume the Hamiltonian is shifted and scaled to have a range of eigenvalues between zero and one. We present ground state projection where the desired state is at zero energy. Excited states can be prepared similarly.

For the energy the starting state typically does not have known spectra and overlaps. Using only the minimal information that the shifted ground state is near zero energy, an estimate of the gap $\Delta_e$, and a rough estimate of the overlap between the trial and desired state $\alpha_e$, we can design a filter that quickly reaches the ground state. To optimize the times and phases in the filter, we assume a pseudo-Hamiltonian $\tilde{H}$ with a zero energy ground state, a gap $\Delta_e$ and a uniform spectra from the gap $\Delta_e$ to 1 (maximum dimensionless energy in the spectrum) with small random perturbations to the eigenvalues to preclude artificial minima for regular spectra. We assume the initial spectral distribution with an amplitude governed by $\alpha_e$ at zero energy and equal amplitudes on each excited state of $\tilde{H}$. We then apply the equivalent of the quantum filtering algorithm to this state and optimize the times $t_i$ and phases $\delta_i$ to maximize the squared overlap of the final state with the ground state. This optimization consists in retaining $\cos(Ht_i+\delta_i)|\psi(t_{i-1})\rangle$ after each time step (note that for optimization all states are written as superposition of $\tilde{H}$ eigenstates), and can be done beforehand on a classical computer since the number of measurements (parameters) is logarithmic in the desired accuracy of the output state.

In Fig. 1 we show the resulting filter function for $\Delta_e = 0.15$ and an assumed ground state overlap of 0.05. The filter function ($\delta_i = 0$) for constant, Gaussian, and exponential time distributions are all shown, in each case limiting the total time evolution to $\pi/\Delta_e$. The filter function is larger for the ground state compared to other excitations, particularly low-lying excitations, guaranteeing exponential convergence when iterated. The optimization improves the filtering of low-energy excitations in particular. Non-zero phase shifts allow the filter function to be linear and decreasing near the ground state, and enable a total projection linear in the inverse gap rather than quadratic. We show an example where the ratio of the gap to the full spectral width is $10^{-4}$ in [24].

Upon convergence, the cumulative success probability for obtaining the ground state (or a very good approximation) starting from the initial trial state $|\psi(t = 0)\rangle$ is given by $P_{\text{success}} = f(0)^2|\langle\Psi_0|\psi(t = 0)\rangle|^2$, where $\Psi_0$ is the desired ground state and $f(0) = \prod_i \cos \delta_i$. The factor $f(0)^2$ is one for cases where the phases are set to zero.

Otherwise it is an output of the optimization but typically close to one. The function to be optimized can be made closer to one by increasing $\alpha_e$, with a potentially slightly longer evolution time required for convergence. The success probability can also be reduced slightly if the exact ground state energy is unknown. The success probability is the product of success probabilities for each measurement, each of which is less than one, but the overall success is finite because the state is improving after each measurement, with individual measurement success probabilities rapidly approaching one [24].

The times $t_i$ and the phase shifts $\delta_i$ can be optimized based upon facts known about the spectra and the overlap of the initial state with eigenstates of different energies. For example if there are low lying quasiparticles with small widths and well defined energies, the algorithm could be adjusted to filter them out quickly. Phase shifts could be useful to help project out isolated low-lying states. Non-zero phases give asymmetry between positive and negative energies and could help remove isolated low-lying states where the largest evolution time required by zero phase shifts is very large. Further details are given in the Supplemental Material [24].

The times and phases can also potentially be optimized to partially take into account statistical or systematic errors in the quantum hardware. For example errors may increase with time due to noise in the system and potentially due to Trotter errors. This will limit the possible energy resolution, but in principle the times and phases could be further optimized given a model of the errors.

We first show results for a simple Heisenberg model

$$H = \sum_{<i,j>} \sigma_i \cdot \sigma_j + \sum_i h\sigma_i \cdot \hat{z}, \quad (3)$$

where the sum over $i$ and $j$ runs over nearest neighbors,
the $\sigma$ are Pauli SU(2) spinors and $h$ represents a coupling to an external magnetic field. On larger lattices this problem has been extensively studied in the literature, using exact diagonalization, Quantum Monte Carlo, and other methods. The ground state has been calculated extremely accurately using QMC methods, which for a bipartite lattice does not suffer from a sign problem. The ground state is $J = 0$ for $h = 0$ but can have a large $J$ for large magnetic couplings $h$. Here we consider a 2D 4x4 square lattice in periodic boundary conditions. For simplicity we take $h = 0$, for finite $h$ we would have just an overall energy shift for each $J_z$ subspace.

Both the total spin and the total third component of spin are good quantum numbers for this Hamiltonian. In total there are $2^{10} = 65,536$ many-body states. 12,870 states have total $J_z = 0$, or an equal number of up and down spins. In principle these could be isolated from a more general state by projecting upon $J_z$. Here we assume the initial state has good $J_z = 0$.

For the initial state we use the Neel state with all spins up (down) on even (odd) sublattices. This state has good $J_z = 0$ but not good $J^2$. The initial state has a fairly large $\langle J^2 \rangle$ and not a very accurate energy (scaled energy $\approx 0.17$) The maximum possible $J$ in this system is $J = N/2 = 8$. To project out all the $J > 0$ states requires three iterations, the last one would be sufficient to project out even higher $J$ on a bigger lattice. For this case the projection exactly projects out eigenstates with $J > 0$ resulting in a state with $\langle J^2 \rangle = 0$. The energy is lowered to $E \approx 0.06$ after the $J^2$ projection.

The success probability of the $J = 0$ projection is approximately 11%, corresponding to the fraction of the initial state probability in the $J = 0$ subspace. This could be improved with better trial states, but would be smaller for larger lattices. The gap from the ground state to the lowest relevant excited state is significantly enhanced with $J^2$ projection, from approximately 0.03 to 0.15 of the total spectrum width.

We then do an energy projection after obtaining the large gap between the ground and first excited state. We compare the energy as a function of time for constant, Gaussian, and optimized times without and with phases in the bottom panel of Fig. 2.

The plot compares results for total propagation time of $t = \pi/\Delta$. For the constant and Gaussian cases we choose the number of steps to optimize the energy with a fixed total propagation time. For the Gaussian case we average over choices of 7 steps from a normal distribution and scaled them to a total evolution time of $t = \pi/\Delta$. For the QPF case with times and phases we chose times and phases assuming a gap of 0.15 and a 5% initial ground state probability. We find six time and phase measurements gives the optimum minimization, adding further measurements does not improve the optimization unless more is known about the initial energy distribution. The small non-zero phases found slightly reduce the success probability (see top panel in Fig. 2), but increase the accuracy of the prepared ground state. Similarly we show results with optimized times $t_i$ but zero phases.

A Qiskit implementation of the 4 by 4 lattice for the Heisenberg problem uses 21.8k CNOT gates and 23k RZ and RY gates, producing in both cases an approximation to the exact ground state having an energy with a relative error compared to the exact energy of 0.6%. Using the results of Ref. [26, 27] the number of T gates needed to synthesize the above number of RZ with precision $10^{-7}$ is approximately $1.5 \times 10^6$.

Finally, we have considered the shell model Hamiltonian as in previous publications [28, 29], in order to test QPF for a problem with the complexity of the nuclear many-body system. This is similar to a lattice model in that there is a finite single-particle basis, but the interactions generally span the space with only angular momentum conservation as a symmetry. Core states are regarded as fully occupied, and the interaction between active nucleons is phenomenologically adjusted to reproduce energy levels in several nuclei. In this paper, we show results for $^{10}$B, i.e., three protons and three neutrons active in the $p$ shell interacting via the phenomenological Hamiltonian [30], assuming $^4$He inert core. The spin of the ground state in this case is 3, and in this case the operator used to project on states with $J = 3$ is $J^2 - 12$. Other examples for even-even and odd-mass nuclei are given in the Supplemental Material [24].

In Fig. 3 we compare the improvement in the ground state energy for times up to $t = \Delta/\pi \approx 1.2$, where $\Delta$ the exact excitation energy of the first $3^+$ excited state. The success probabilities shown in 3(a) as a function of time
We further expect that very similar algorithms will be extremely useful for linear response studies, particularly when one is interested in the response for specific energies, an important early application of quantum computers in various fields. In addition they may find useful applications in explicit final state measurements of time-evolved quantum systems.
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Algorithmic Details and applications to the Heisenberg model

In this supplemental material we illustrate further details of the algorithm. We first present some details that are being exploited to perform the projection. We start again with Eq. (1) in the main paper

\[ |\psi(t)\rangle = \cos(t_i O + \delta_i)|\psi\rangle \otimes |0\rangle_a + \sin(t_i O + \delta_i)|\psi\rangle \otimes |1\rangle_a. \]  

(1)

The operator \(O\) and trial state \(\psi\) can be both expanded using the spectrum \(o_n\) and eigenstates \(|v_0^n\rangle\) of the operator \(O\), so that in this representation Eq. (1) becomes

\[ |\psi(t)\rangle = \sum_n \cos(t_i o_n + \delta_i)|v_0^n\rangle\langle v_0^n|\psi\rangle \otimes |0\rangle_a + \sum_n \sin(t_i o_n + \delta_i)|v_0^n\rangle\langle v_0^n|\psi\rangle \otimes |1\rangle_a. \]  

(2)

The eigenvectors \(|v_0^n\rangle\) do not need to be known, but it helps if the eigenvalues \(o_n\) are known, as in this case one can chose efficiently the times \(t_i\) so that after each measurement of the ancilla qubit \(a\) in state 0, we remove all the contributions from a set of eigenvalues. Note that if the target eigenvalue is not zero, we can always shift the spectrum \(o_n\) by the desired value \(o_{\text{target}}\). For our algorithm, this reduces to evolving with the operator \(O - o_{\text{target}}\). Alternately, we can always use phases to get rid of states with unwanted symmetries. For example, if we target a spin \(J = 2\) state, and we want to remove \(J = 0\), we can chose \(t_1 = \pi/12\) and \(\delta_1 = -\pi/2\). However, this approach seems to be less efficient at removing the unwanted states than the simple shift.

Initially we describe in a bit more detail the efficiency and impact of quantum number projection. In Figure 1 we show the filter function after three iterations of the Eq. (1) in the main text with times \(\pi/4, \pi/8\) and \(\pi/16\) to produce a filter that eliminates all states with \(J \leq 10\). In reality, the first \(J\) that is not eliminated by this choice is \(J = 15\).

![FIG. 1. Filter function after 3 iterations of Eq. (1) in the main text to project out \(J^2 = 0\) state. The black points in the figure are the values of \(J(J+1)\) we wish to filter out, while the blue curve is the filter function. The red point represents the \(J = 0\) state.](image)

For the Heisenberg model above we considered an initial Neel state with up and down spins on the even and odd sublattices. We have also considered a very poor initial trial state that has amplitude 1 in the ground state and amplitudes randomly chosen between -1 and 1 for all other states, with the whole state then normalized to magnitude 1. The initial state has a large \(\langle J^2 \rangle\) and a large energy near the middle of the entire spectrum because of the random initial state. The maximum possible \(J\) in this system is \(J = N/2 = 8\). To project out all the \(J > 0\) states requires three iterations, the last one would be sufficient to project out higher \(J\) on a bigger lattice.

In Fig. 2 we show the amplitudes of the random initial state, the state after \(J^2\) projection and the state after an additional energy projection. The \(J^2\) projection eliminates the large number of states with \(\langle J^2 \rangle > 0\), and amplifies the remaining amplitude because of the unitarity requirement.
The energy projection after $J^2$ projection is very effective here. The original gap in this problem is about 0.03, but increases to 0.15 with $J^2$ projection. A similar number of measurements ($7$) and total time projection ($t = \pi/\Delta$) is required to isolate the ground state from this random initial state, though it is not as accurate as starting from the Neel state. Exponential convergence with time is retained, however.

To optimize the times and phases, we consider an initial state with all equal amplitudes, with a finite fraction of amplitudes at zero energy (in this case 50 out of 1000), and the remainder distributed with energies from the gap to one on a grid but randomly displaced within a grid spacing to avoid artificial correlations. We then define a target function that is one at zero energy and zero at all the energies from the gap to one. We then calculate the impact of the filter function [Eq. (1) in the main text] for a set of times and phases. We optimize the magnitude of these times and phases to produce the smallest mean squared difference between the state produced by the algorithm acting on the initial state and the target state all at energy zero. The resulting filter function for an assumed gap of 0.2 is shown in Fig. 1 in the main text.

In figure 3 we show the filter function near zero energy. Note because of the additional phases the filter function does not have zero slope near the origin. This reduces the impact of uncertainties in the knowledge of the ground state energy and the gap. In addition the phases enable better convergence for systems with small gaps. All that is required for convergence is that the filter function at the true ground state energy is larger than the filter function at the true first excited state.

In figure 4 we plot the optimized times and phases for this case. The times are nearly logarithmically distributed, while the phases are all positive and larger for the longer times. The times obtained in an optimization with all phases set to zero are also shown. Additional information on the spectra of the state could lead to different times and phases. Note that switching the order of the times and phases has no impact in the absence of errors, in the convergence plots in the paper we apply the shortest time first.

For large systems the gap will typically be very small compared to the width of the spectrum. This algorithm handles these cases very well. When the gap is very small the optimized times approach a constant ratio of $\sqrt{2}$ the filter function for this case has very little ringing, the filter function for exponential times for various ratios are shown.
FIG. 4. Times and phases obtained by the optimization procedure for the filter function shown in Fig. 1 of the main text. The horizontal axis is the measurement index.

in Fig. 5.

FIG. 5. Filter function as a function of energy for a constant total time of $\frac{\pi}{\Delta}$ and exponentially distributed times with various ratios of individual measurement times.

For a finite gap the optimized times and phases perform slightly better. In Fig. 6 we show the optimized times and phases for a total time of $2\pi/\Delta$ and a gap of $10^{-4}$. We choose the longer total time to demonstrate the rapid convergence with even longer times. The optimized times are nearly exponential for this case. The phases for the shorter time step are indistinguishable from zero in the optimization.

FIG. 6. Optimized times and times plus phases for the case of a gap of $0.0001$ and a total time of $2\pi/\Delta$.

The energy versus time for this case is shown in Fig. 7. The Hamiltonian eigenvalues are randomly distributed between the gap and one, and the initial state is very poor, random amplitudes on each state. For this reason the acceptance probability is artificially low. Nevertheless the convergence is excellent.
FIG. 7. Energy versus total propagation time for a gap of $10^{-4}$ to a time of $2\pi/\Delta$.

Applications to the nuclear many-body problem

In general, even-even nuclei have a more regular spectrum ($J = 0$ spins for the ground state, larger well-defined gaps, and somewhat clear rotational and vibrational states/energy bands) than their odd-odd and odd-mass counterparts. However, as we have shown in the main text, the algorithm works well for odd-odd nuclei as well. In Fig. 8, we show the results of different filtering methods for $^{20}\text{Ne}$ (2 protons and 2 neutrons interacting in the $sd$ shell, with a $^{16}\text{O}$ core) using the "universal sd" interaction [1]. In this case, the ground state has $J = 0$ spin, so the operator applied in Eq. (1) of the main text is $O = J^2$. We also show in Fig. 9 the same amplitudes for the problem considered in Fig. 8. The HF state contains more of the higher states, in particular first and second excited states, which are degenerated (given their values of the total angular momentum). After spin projection, however, the $J = 0$ in this case are the only surviving ones, while further energy filtering removes the excited $J = 0$ states.

In Fig. 10 we show additional results for the $^{10}\text{B}$ case presented in Fig. 3 of the main text. Here we plot the amplitudes of the exact energies in the Hartree-Fock (HF) state, after the $J^2$ projection, and at the end, after we apply the QPF with optimized times and phases. Note that the final state we obtain is a superposition of seven-degenerated spin projection values, and this is why we do not obtain a single blue triangle with amplitude 1.

Finally, in Fig. 11, we also present an odd-even nucleus, $^{9}\text{B}$ in the $p$-shell, with the Hamiltonian given by the Cohen-Kurath interaction [2] in the $p$ shell. In this case, since the ground state is spin $3/2$, for the $J$ projection we have shifted $J^2$ by 3.75. As shown in the figure, even in this case, our algorithm also provides most improvement.

Success Probabilities for the general algorithm

We report here a description of the repeated measurement scheme. Given a state $|\Psi\rangle$, and ancillary qubit in state $|0\rangle$ and a family of unitary operators $U_i$ acting as

$$U_i |0\rangle |\Psi\rangle = |0\rangle A_i |\Psi\rangle + |1\rangle B_i |\Psi\rangle \tag{3}$$

where $A_i$ and $B_i$ are general hermitian operator. After evolution with $U_1$ operator and a projective measurement over the ancillary register we have the state

$$|\psi_1\rangle = \frac{|0\rangle A_1 |\Psi\rangle}{\sqrt{p_1}}, \tag{4}$$
FIG. 8. Energy (a) and success probabilities (b) as a function of time for preparing the ground state for $^{20}\text{Ne}$ in the $sd$ shell model space using the "universal USD" interaction [1], starting from the HF solution. We show constant time (red circles), Gaussian-sampled times (purple triangles), QPFE (green squares), and QPFE with optimized times and phases (black diamonds), and with the same filed symbols the Gaussian-sampled times, QPF and QPF with optimized times and phases, but after the trial HF state has been projected on $J = 0$. Gaussian sampling produce both positive and negative values, but since the phase is not important in this case, we plot the running sum of absolute values of times. The exact targeted energy is at zero.

FIG. 9. Amplitudes of exact eigenvectors in the decomposition of the HF state (red circles), the state after the $J^2$ projection (green squares), and the final state (blue triangles) for $^{20}\text{Ne}$ in $sd$ shell.

with $p_1 = \langle \Psi | A_1^2 | \Psi \rangle$ success probability for obtaining the outcome 0 over the ancillary qubit. Repeating the scheme above, evolving with an operator $U_2$, whose action over the state $|\psi_1\rangle$ is described below

$$ U_2 |0\rangle |\psi_1\rangle = \frac{|0\rangle A_2 A_1 |\Psi\rangle}{\sqrt{p_1}} + \frac{|1\rangle B_2 A_1 |\Psi\rangle}{\sqrt{p_1}}, $$

and after measurement postselection of the ancilla in state 0 we obtain

$$ |\psi_2\rangle = \frac{|0\rangle A_1 A_2 |\Psi\rangle}{\sqrt{p_2}} $$

where

$$ p_2 = \langle \Psi | A_2^2 A_1^2 | \Psi \rangle. $$

and we notice the cancellation of $\sqrt{p_1}$. Generalizing the above identities can be generalized in a straightforward way to the case of $N$ consecutive measurement leading to the following success probability

$$ p_N = \langle \Psi | A_N^2 \cdots A_2^2 A_1^2 | \Psi \rangle. $$
FIG. 10. Same as in Fig. 9 for $^{10}$B corresponding to the example presented in Fig. 3 of the main text. Because the state is degenerated, it is a mixture of different spin projections. Hence probability of those states add to one.

FIG. 11. Relative error in energy (a) and success probabilities (b) as a function of time for preparing the ground state for $^9$Be (2 protons and 3 neutrons in p shell). In this case, the targeted has $J = \frac{3}{2}$ spin, hence the operator used to project on good spin is $J^2 - \frac{3}{2}$.  

If we consider a set of operators of the form $A_i = f_i(H - E)$, where $f_i$ some general block encoding of a function of the Hamiltonian we can write

$$p_N = |\langle \Psi | 0 \rangle|^2 \prod_i f_i^2(E_0 - E),$$

which is the formula reported in the main text.
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