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Abstract. We use categorical annular evaluation to give a uniform construction of both \( \mathfrak{sl}_n \) and HOMFLYPT Khovanov-Rozansky link homology, as well as annular versions of these theories. Variations on our construction yield \( \mathfrak{gl}_{0,n} \) link homology, i.e. a link homology theory associated to the Lie superalgebra \( \mathfrak{gl}_{0,n} \), both for links in \( S^3 \) and in the thickened annulus. In the \( n = 2 \) case, this produces a categorification of the Jones polynomial that we show is distinct from Khovanov homology, and gives a finite-dimensional categorification of the colored Jones polynomial. This behavior persists for general \( n \). Our approach yields simple constructions of spectral sequences relating these theories, and emphasizes the roles of super vector spaces, categorical traces, and current algebras in link homology.

1. Introduction

The years since Khovanov’s pioneering work categorifying the Jones polynomial [24] have seen a medley of categorifications of type A link polynomials. Indeed, a large cast of authors have constructed link homology theories categorifying the \( \mathfrak{sl}_n \) Reshetikhin-Turaev and HOMFLYPT link polynomials using a variety of means [57, 36, 10, 11, 61, 37, 64]. Despite using differing tools, all of these constructions follow a similar procedure: first, link crossings are formally resolved to give a chain complex whose terms are curves or webs (certain planar graphs); next, this complex is interpreted as specifying a chain complex in a certain abelian (or additive) category, depending on the particular construction being used and the link polynomial being categorified (either \( \mathfrak{sl}_n \) or HOMFLYPT); and, finally, the complexes for the various crossings are pieced together, to yield a complex of graded vector spaces, whose homology is the link invariant. Despite the variety of choices at the second step, for a fixed type A link polynomial, almost all known categorifications have been shown to agree with the original constructions given by Khovanov and Rozansky [30, 31] or the colored variants thereof [71, 72, 65]. This begs the question: could we also remove the “other variable” in the second step, i.e. can we find a uniform construction of all type A link homology theories that recovers the \( \mathfrak{sl}_n \) (for every \( n \)) or HOMFLYPT version in a simple way?

In this paper, we answer this question in the affirmative: given the input data of a graded super vector space \( V \) with an endomorphism \( T \), we construct a homology theory \( \mathcal{H}_{V,T} \) that, for specific choices of \( V \) and \( T \), recovers \( \mathfrak{sl}_n \) and HOMFLYPT homology. In fact, we show more: by varying our input data, we are able to explicitly construct \( \mathfrak{gl}_{-n} \) link homology, a theory long-conjectured to exist. This produces an example of a homology theory for links in \( S^3 \) that categorifies the \( \mathfrak{sl}_n \) Reshetikhin-Turaev polynomial, but, as we show, is distinct from Khovanov-Rozansky homology. Additionally, the colored variant of this theory gives a categorification of the Sym-colored \( \mathfrak{sl}_n \) Reshetikhin-Turaev polynomial that is manifestly finite-dimensional. Our unifying construction clarifies various structural problems.

---

1One exception is the “odd” categorification of the Jones polynomial, given in [42]. Another is the recent finite-rank invariant given in [9], which we will show surprisingly doesn’t agree with Khovanov-Rozansky homology, but rather with the \( \mathfrak{gl}_{-n} \) link homology constructed in this paper.

2Note: the \( \mathfrak{sl}_n \) and \( \mathfrak{gl}_{-n} \) link polynomials agree, up to an overall \( \pm 1 \) factor.
properties of link homology in type A, and gives simple constructions of spectral sequences relating the various theories. We also show that the “annular” versions of \( \mathfrak{sl}_n \) homology can also be recovered from our framework, and we produce new annular invariants, corresponding to the HOMFLYPT and \( \mathfrak{gl}_{-n} \) theories.

Our construction utilizes annular evaluation, a technique introduced in [45] by the first two named authors for studying homological invariants of links in the thickened annulus. The present paper shows that this tool is also useful for the study of links in \( S^3 \). The core idea is as follows: the formal complex of webs assigned to a braid \( \beta \) is identical (i.e. independent of \( n \)) in all definitions of type A link homologies. Viewing this complex in the appropriate setting, it is possible to take its “trace”, which produces an invariant of braid conjugacy, i.e. an invariant of the braid closure, viewed as a link in the thickened annulus. Annular evaluation then provides a means to simplify this complex into a particularly nice form, again independent of our choice of \( n \). Using the input data \( V \) and \( T \), we are able to pass to a complex of graded super vector spaces, whose homology is an invariant of braid conjugacy.

1.1. Annular evaluation for link polynomials. In fact, this procedure is interesting even in the decategorified setting of link polynomials, which demonstrates many of the features of the general theory. We now discuss this case in some detail, as a warm-up for the categorified results in the remainder of the paper.

Given a link \( \mathcal{L} \), we can compute its \( \mathfrak{sl}_n \) Reshetikhin-Turaev polynomial [49] using the work of Cautis-Kamnitzer-Morrison [12], which generalizes the Kauffman bracket formulation of the Jones polynomial [23], and the MOY formulation of the Reshetikhin-Turaev invariant [39]. Each crossing is assigned a linear combination of \( \mathfrak{sl}_n \) webs via the rules:

\[
\left\langle \begin{array}{c} \otimes \\ \end{array} \right\rangle = q^{-1}, \quad \left\langle \begin{array}{c} \otimes \\ \end{array} \right\rangle = -q + 1,
\]

and these rules extend linearly to assign a \( \mathbb{Z}[q,q^{-1}] \)-linear combination \( \left\langle \mathcal{L} \right\rangle \) of \( \mathfrak{sl}_n \) webs to a diagram for \( \mathcal{L} \). Next, the rules\(^3\):

\[
\left(1.2\right) \quad \begin{array}{c} k \otimes \quad k \otimes \quad k \otimes \quad k \otimes \\ k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \quad k \quad l \quad p \ \end{array} \right\rangle
\]

and hence express \( \langle \mathcal{L} \rangle \) as an element \( \tilde{P}_n(\mathcal{L}) \in \mathbb{Z}[q,q^{-1}] \). Rescaling\(^4\) then gives the \( \mathfrak{sl}_n \) Reshetikhin-Turaev polynomial \( P_n(\mathcal{L}) = q^{nw_L} \tilde{P}_n(\mathcal{L}) \), which is independent of the chosen diagram for \( \mathcal{L} \).

\(^3\)In these equations, \( [k] = \frac{q^k - q^{-k}}{q - q^{-1}} \) are the quantum integers, and \( [\binom{n}{k}] \) are quantum binomial coefficients.

\(^4\)Here \( w_L \) denotes the writhe of the chosen diagram for \( \mathcal{L} \).
Note that equations (1.1) and (1.2) are both independent of \( n \). We can thus attempt to wait “as long as possible” before applying the relations in equation (1.3) in expressing \( \langle L \rangle \) as a Laurent polynomial. To most effectively do so, we restrict the types of link diagrams we consider. Recall the following well known result:

**Theorem 1.1 (Alexander’s Theorem).** Given any link \( L \subset S^3 \), there exists a braid \( \beta \) so that \( L \) is isotopic to the closure of \( \beta \).

To fix notation, if \( \beta \) is a braid, we denote its closure, viewed as a link in \( S^3 \), by \( L_\beta \). We can also consider the closure of \( \beta \) as a link in the thickened annulus \( \mathcal{A} \times [0, 1] \), which we denote by \( \hat{\beta} \). The latter maps to \( L_\beta \) via the standard inclusion of the thickened annulus into \( S^3 \). In summary:

\[
\hat{\beta} \longrightarrow \beta \quad \text{take closure in } \mathcal{A} \times [0, 1] \quad \hat{\beta} = \beta \quad \text{include in } \mathcal{A} \times [0, 1] \text{ in } S^3 \quad L_\beta = \beta
\]

Given \( \beta \), we can hence consider \( \langle \hat{\beta} \rangle \), which is a linear combination of webs embedded in the thickened annulus, i.e. an element of the \( \mathfrak{s}\mathfrak{l}_n \) web skein module of the annulus (given by webs modulo isotopy and the relations above). We have that \( \langle \hat{\beta} \rangle \mapsto \langle L_\beta \rangle \) under the inclusion \( \mathcal{A} \times [0, 1] \hookrightarrow S^3 \). The following result, proved in [45] (or as the decategorification of Theorem 3.2 below) allows us to simplify \( \langle \hat{\beta} \rangle \), independent of our choice of \( n \), before passing to \( \langle L_\beta \rangle \).

**Theorem 1.2 (Decategorified annular evaluation).** The annular closure of any braid-like web can be expressed as a \( \mathbb{Z}[q, q^{-1}] \)-linear combination of essential, labeled, concentric circles, using only the web relations in equation (1.2), and those obtained from these via symmetry/reversing all orientations.

Using this, we can express \( \langle \hat{\beta} \rangle \) as a \( \mathbb{Z}[q, q^{-1}] \)-linear combination of essential, labeled circles, which we denote by \( \langle \hat{\beta} \rangle_\circ \). Finally, we can recover the \( \mathfrak{s}\mathfrak{l}_n \) link polynomials \( P_n(L_\beta) \) by using the appropriate version of the second relation in equation (1.3) to “evaluate” the labeled circles. Since this formula is polynomial in \( q^n \), we can also recover the HOMFLYPT polynomial \( P_\infty(L_\beta) \) if we instead multiply by \( a^{w_\beta} \) and use the assignment \( k \mapsto q^{k^2}a^{-k} \prod_{i=1}^{k} \frac{1 - a^2q^{2i}}{1 - q^2} \).

Surprisingly, there are different values for \( k \)-labeled circles that also produce the invariants \( P_n \) and \( P_\infty \) when specializing \( \langle \hat{\beta} \rangle_\circ \). The \( \mathfrak{s}\mathfrak{l}_n \) web formulation of link polynomials presented above is based on the Cautis-Kamnitzer-Morrison description of the category of finite-dimensional \( U_q(\mathfrak{s}\mathfrak{l}_n) \) representations, in

---

5 Moreover, \( \langle \hat{\beta} \rangle_\circ \) is unique once we insist that the labelings on the essential circles are radially non-decreasing, hence is an invariant of the conjugacy class of \( \beta \) (i.e. of the annular link \( \hat{\beta} \)).
which webs describe intertwiners between tensor products of the fundamental \( U_q(\mathfrak{sl}_n) \) representations \( \wedge^k(\mathbb{C}_n^q) \). In particular, the values for circles above are the dimensions of the (quantum) exterior powers. However, in [52] it is shown that the relations in equation (1.2) also hold in a diagrammatic description of \( \text{Rep}(U_q(\mathfrak{sl}_n)) \) in which webs describe intertwiners between tensor products of the symmetric representations \( \text{Sym}^k(\mathbb{C}_n^q) \). It follows that we can obtain the same \( \mathfrak{sl}_n \) Reshetikhin-Turaev invariants \( P_n(\mathcal{L}_\beta) \) via the annular evaluation procedure, but instead using the evaluation

\[
\mathcal{Q}_n = \left[ \frac{n + k - 1}{k} \right]
\]

at the final step. To state things precisely, we need the symmetric webs version of equation (1.4). In this setting, the crossing formulae become:

\[
\left\{ \begin{array}{c}
\begin{array}{c}
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where the 2-labeled edge now corresponds to the representation \( \text{Sym}^2(\mathbb{C}_n^q) \). We can again apply Theorem 1.2 to the braid conjugacy invariant \( \{ \hat{\beta} \} \) to obtain \( \{ \hat{\beta} \}_o \), which is again a linear combination of labeled circles. We can then recover \( P_n(\mathcal{L}_\beta) \) as before by rescaling and evaluating circles at the dimensions of the corresponding symmetric power representations, i.e. using equation (1.4).

**Proposition 1.4.** The link invariant \( P_n(\mathcal{L}_\beta) \) is recovered from the braid conjugacy invariant \( \{ \hat{\beta} \}_o \) by multiplying by \( q^{nw_\beta} \) and assigning the value \([n+1-k-1] \) to \( k \)-labeled circles. The same is true for the HOMFLYPT polynomial \( P_\infty(\mathcal{L}_\beta) \) if we instead multiply by \( a^{w_\beta} \) and use the assignment

\[
\mathcal{Q}_k \mapsto q^k a^{-k} \prod_{i=1}^k \frac{1 - a^2 q^{2i-2}}{1 - q^{2i}} =: c_{\text{Sym}}
\]

In fact, we can re-state Proposition 1.3 purely in terms of the bracket \( \{ \hat{\beta} \}_o \) as well. The values for crossings in equation (1.1) can be obtained from those in equation (1.5) by using the substitution \( q \leftrightarrow q^{-1} \) and multiplying by \( -1 \). It follows that

\[
\{ \hat{\beta} \}_o = (-1)^{w_\beta} \{ \hat{\beta} \}_o |_{q=q^{-1}}
\]

**Proposition 1.5.** The link invariant \( P_n(\mathcal{L}_\beta) \) is recovered from the braid conjugacy invariant \( \{ \hat{\beta} \}_o \) by first using the substitution \( q \leftrightarrow q^{-1} \), then multiplying by \((-1)^{w_\beta} q^{nw_\beta} \) and assigning the value \([n] \) to \( k \)-labeled circles. The same is true for the HOMFLYPT polynomial \( P_\infty(\mathcal{L}_\beta) \) if we instead multiply by \((-1)^{w_\beta} a^{w_\beta} \) and use the assignment

\[
\mathcal{Q}_k \mapsto q^{k^2} a^{-k} \prod_{i=1}^k \frac{1 - a^2 q^{2i-2}}{1 - q^{2i}} =: c_{\Lambda}
\]

Taken together, Propositions 1.4 and 1.5 show that using only one formula for the crossings, we can obtain the \( \mathfrak{sl}_n \) and HOMFLYPT link polynomials in two distinct ways, by using different values for our \( k \)-labeled circles and rescalings.

**Remark 1.6.** In the HOMFLYPT case, we can rewrite the values of \( k \)-labeled circles in Proposition 1.5 as

\[
c_{\Lambda} = (-1)^k q^{-k} a^{-k} \prod_{i=1}^k \frac{1 - a^2 q^{2i-2}}{1 - q^{-2i}}
\]
which equals \((-1)^k\) times the value \(c_{\text{sym}k}\) of the \(\text{Sym}^k\)-colored unknot, after applying the substitution \(q \leftrightarrow q^{-1}\). The sum of the labelings on the circles in each term in \(\{\beta\}\) equals the number of strands in the braid \(\beta\), which we denote\(^6\) by \(i_\beta\). Combining this with Propositions 1.4 and 1.5 we find that

\[
P_\infty(\mathcal{L}_\beta)|_{q=q^{-1}} = \left( a^{w_\beta}\{\beta\}_c |_{c_{\text{sym}k}} \right)|_{q=q^{-1}} = (-1)^{i_\beta} a^{w_\beta} \left( \{\beta\}_c \right)|_{q=q^{-1}} = (-1)^{i_\beta+w_\beta} P_\infty(\mathcal{L}_\beta).
\]

It is easy to see that \(i_\beta + w_\beta\) has the same parity as the number of components \#\(\mathcal{L}_\beta\) of the link \(\mathcal{L}_\beta\). Thus,

\[
(1.7) \quad P_\infty(\mathcal{L}_\beta)|_{q=q^{-1}} = (-1)^{\#\mathcal{L}_\beta} P_\infty(\mathcal{L}_\beta).
\]

We will categorify this fact in Section 6.3, where we interpret it as a manifestation of the “mirror symmetry” property of the HOMFLYPT polynomial.

**Remark 1.7.** More generally, throughout this section we could have worked with braids/links whose strands are colored by positive integers. Using colored versions\(^7\) of our crossing formulae, and the same annular evaluation process, the circle evaluations in Proposition 1.5 produce the \(\Lambda\)-colored link polynomials, while those in Proposition 1.4 recover the \(\text{Sym}\)-colored invariants (in both the \(s\text{t}_{\text{n}}\) Reshetikhin-Turaev and HOMFLYPT setting).

To be precise, we must additionally rescale in order for the link polynomials to be independent of framing. For the choice of circle evaluations \(c_{\text{sym}•}\), a computation shows that:

\[
\left\{ \begin{array}{c} \uparrow \\ k \end{array} \right\} = a^{-k} q^{k-k^2} \left\{ \begin{array}{c} \uparrow \\ k \end{array} \right\}, \quad \left\{ \begin{array}{c} \uparrow \\ k \end{array} \right\} = a^{k} q^{k^2-k} \left\{ \begin{array}{c} \uparrow \\ k \end{array} \right\}
\]

If we define the writhe of a colored braid \(\beta\) by

\[
w_\beta := \sum_{k>0} k \left( \# \left( \begin{array}{c} \uparrow \\ k \end{array} \right) - \# \left( \begin{array}{c} \uparrow \\ k \end{array} \right) \right)
\]

and a “quadratic” writhe by

\[
W_\beta := \sum_{k>0} k^2 \left( \# \left( \begin{array}{c} \uparrow \\ k \end{array} \right) - \# \left( \begin{array}{c} \uparrow \\ k \end{array} \right) \right)
\]

then \(a^{w_\beta} q^{W_\beta-w_\beta} \{\beta\}_c |_{c_{\text{sym}•}}\) is a colored link invariant, which agrees with the \(\text{Sym}\)-colored HOMFLYPT polynomial. Similarly, using \(c_{\Lambda•}\) for our circle evaluations gives

\[
\left\langle \begin{array}{c} \uparrow \\ k \end{array} \right\rangle = a^{-k} (-q)^{k^2-k} \left\langle \begin{array}{c} \uparrow \\ k \end{array} \right\rangle, \quad \left\langle \begin{array}{c} \uparrow \\ k \end{array} \right\rangle = a^{k} (-q)^{k^2-k} \left\langle \begin{array}{c} \uparrow \\ k \end{array} \right\rangle
\]

so \(a^{w_\beta} (-q)^{W_\beta-W_\beta} \{\beta\}_c |_{c_{\Lambda•}}\) is a colored link invariant that agrees with the \(\Lambda\)-colored HOMFLYPT polynomial. In both cases, the corresponding colored \(s\text{t}_{\text{n}}\) Reshetikhin-Turaev polynomials can be

\(^6\)More generally, given a colored braid \(\beta\), we let \(i_\beta\) denote the sum of the labelings of the strands in \(\beta\).

\(^7\)Colored crossings can be defined in terms of uncolored crossings by iteratively using the second relation in equation (1.2) to “explode” \(k\)-labeled strands into 1-labeled strands, provided we require the “pitchfork” relation that slides trivalent vertices through crossings. Alternatively, in the symmetric case, these are given e.g. as the decategorification of the crossing formulae in equation (3.10). The antisymmetric case is obtained from the symmetric case by taking \(q \leftrightarrow q^{-1}\) and multiplying by \((-1)^{kl}\), where \(k\) and \(l\) are the labelings of the involved strands; this generalizes equation (1.6).
recovered by setting $a = q^n$. In Section 6.3, we will show that the colored analogue of Remark 1.6 corresponds to the “mirror symmetry” between $\text{Sym}$- and $\wedge$-colored HOMFLYPT polynomials.

1.2. The categorified story (i.e. the contents of the remainder of this paper). At the decategorified level, we've seen that all link invariants of type A, i.e. the $\mathfrak{sl}_n$ and HOMFLYPT link polynomials, can be recovered from the braid conjugacy invariant $\{\beta\}_o$. In the remainder of this paper, we will promote this result to the categorical level. Using the annular foam technology developed in previous work of the first two named authors [45], we give a uniform construction of both $\mathfrak{sl}_n$ and HOMFLYPT Khovanov-Rozansky homology. As in the decategorified setting, we do so by first building a “universal” type A braid conjugacy invariant, and then recover Khovanov-Rozansky homology by assigning certain data to essential circles. Our results do much more than simply re-package known invariants: our approach shows that there is freedom in the choice of data assigned at the final step, and for novel choices of this data we construct homological link invariants distinct from the Khovanov-Rozansky theory. Moreover, our approach provides a simple criteria for showing that a given link homology theory agrees with those we construct; this should prove useful e.g. in showing that recent categorifications of the HOMFLYPT polynomial [41, 19] agree with that of Khovanov-Rozansky.

The remainder of the paper is organized as follows:

In Section 2 we quickly review some basic notions from knot theory, and establish conventions and notation for graded vector spaces and categories.

In Section 3, we discuss the category of annular foams, which is the natural setting for a chain complex $\mathcal{F}$ that categorifies the braid conjugacy invariant $\{\beta\}_o$. We then give an updated perspective on the categorical annular evaluation from [45] (including a streamlined proof), which allows us to pass from $\mathcal{F}$ to a homotopy equivalent complex $\mathcal{F}_o$ that, similarly to $\{\beta\}_o$, is given in terms of labeled, essential circles in the annulus. The complex $\mathcal{F}_o$ can be interpreted as a universal homological braid conjugacy invariant in type A.

In Section 4, we cast our results in terms of traces of categorified quantum groups, or equivalently, the current algebras $\mathfrak{g}l_{m}[t]$. Using this, we are able to prove a result that characterizes monoidal functors from the “circular” subcategory of annular foams to the category of graded, super vector spaces in terms of the data of a single graded, super vector space $V$, together with an endomorphism $T : V \to V$. Using this, we see that one obtains a homology theory for each choice of $V$ and $T$, which is an invariant of braid conjugacy.

In Section 5, we investigate particular choices of these parameters, and show that we can recover $\mathfrak{sl}_n$ and HOMFLYPT Khovanov-Rozansky link homology for special choices. In particular, this shows that for certain choices of $V$ and $T$ our braid conjugacy invariants descend to give invariants of links in $S^3$. More surprisingly, we show that different choices, which correspond to passing from the “skew-symmetric” evaluation in Proposition 1.3 to the “symmetric” evaluation in Proposition 1.4, produce a homology theory for links $\mathcal{L} \subset S^3$ that categorifies the $\mathfrak{sl}_n$ link polynomials, but is distinct from the Khovanov-Rozansky theory. This invariant can be interpreted as the link homology theory associated to the Lie superalgebra $\mathfrak{gl}_{-n} := \mathfrak{gl}_{0|n}$, so we denote it $\mathcal{H}_{-n}(\mathcal{L})$. We also show how to recover the annular $\mathfrak{sl}_n$ homology defined in [44], and also construct HOMFLYPT and $\mathfrak{gl}_{-n}$ (or symmetric) versions of this theory, the latter of which carries an action of the Lie algebra $\mathfrak{sl}_n$. Finally, we briefly discuss deformations of these theories.

In Section 6, we build spectral sequences relating HOMFLYPT link homology to both $\mathfrak{sl}_n$ and $\mathfrak{gl}_{-n}$ link homology. In doing so, we also provide a categorification of the “mirror symmetry” in Remark 1.6 above.

Finally, in Section 7 we compute some examples.
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Remark 1.8. After this material was presented at the Isaac Newton Institute, we were informed by Emmanuel Wagner that he and Louis-Hadrien Robert planned to combine our annular technology from [45] with a “symmetric foam evaluation” to give a different construction of our invariant $H_{n}(L)$. Due to the unusually prolonged preparation of this manuscript, they slightly beat us to the presses; find their recent (and interesting) work here [50], which they call symmetric Khovanov-Rozansky homology.

2. Basic notions and conventions

2.1. Braids and links. Throughout, we build our link invariants using Alexander’s Theorem 1.1, i.e. starting with a braid $\beta$ whose closure $L_\beta$ in $S^3$ is our desired link. Recall that we also denote the closure of $\beta$ in the thickened annulus $A \times [0, 1]$ by $\hat{\beta}$. We will generally refer to links in $A \times [0, 1]$ as annular links.

Complementary to Alexander’s Theorem is the following result, which shows that link invariants can be constructed by considering braid invariants satisfying certain relations.

Theorem 2.1 (Markov’s Theorem). Given two braids $\beta_1, \beta_2$, we have that $L_{\beta_1} \sim L_{\beta_2}$ if and only if $\beta_1$ and $\beta_2$ are related by a sequence of the following “Markov moves”: 

I. Conjugation: $\beta \leftrightarrow \gamma \beta \gamma^{-1}$

II. Stabilization: $\beta \leftrightarrow b^n \beta$ for $\beta \in B_n$.

All of our invariants will manifestly be invariant under conjugation, as they will intrinsically be invariants of braid closures in the thickened annulus, but only some will be invariant under the second Markov move. Those that are not invariant under this move are still topologically relevant, as indicated by the following version of Markov’s Theorem for braid closures in the thickened annulus. A proof can be found in [38]; see also [22] for a thorough exposition.

Theorem 2.2. Given two braids $\beta, \beta'$, we have that $\hat{\beta} \sim \hat{\beta'}$ if and only if $\beta$ and $\beta'$ are conjugate braids.

More generally, we consider colored braids, that is, braids in which each strand carries a labeling by a non-negative integer. Such braids no longer form a group, but rather a groupoid, in which objects correspond to the sequences of positive integers labeling the boundaries of the colored braids. We call a colored braid balanced provided it is an endomorphism in the groupoid of colored braids. We can take the (annular) closure of a balanced, colored braid to obtain a colored (annular) link. The Alexander and (annular) Markov theorems extend immediately to this setting.

2.2. Graded linear categories. We will make significant use of the concept of graded linear category. The standard definition of such a category is one enriched in $\mathbb{Z}$-graded vector spaces. Given such a category $C$, we can introduce formal grading shifts $q^k X$ of objects $X$ in $C$, and restrict to morphisms $q^k X \to q^l Y$ that satisfy:

$$\text{deg}(\alpha) + l - k = 0.$$
It is this latter notion that we call a graded linear category.

Remark 2.3. As a convention, throughout the paper we will denote shift functors for various gradings as above, via powers of formal variables. For example, a shift of a graded vector space $V$ is denoted by $q^k V$, where $(q^k V)_t := V_{t-k}$. Similarly, a shift on a bi-graded vector space $W$ is denoted $q^k a^l W$, a shift in homological degree on a chain complex is denoted by $h^k$, and a shift in super-degree on a super vector space is denoted by $\Pi$.

Returning to our discussion, given a graded linear category $\mathbf{C}$, we can recover a linear category enriched in $\mathbb{Z}$-graded vector spaces, which we denote $\mathbf{C}^*$, by identifying all shifts of a given object, and taking

$$\text{Hom}_{\mathbf{C}^*}(X,Y) := \text{HOM}_{\mathbf{C}}(X,Y) := \bigoplus_{t \in \mathbb{Z}} \text{Hom}_{\mathbf{C}}(q^t X,Y)$$

where the right-hand side gives the decomposition as a graded vector space. This shows that both notions are equivalent, but we will find it necessary to distinguish between them for various constructions. Further, at times we will deal with bi-graded and/or super versions of these notions as well.

A linear 2-category can be viewed as a category enriched in linear categories. It follows that we immediately obtain analogous notions for 2-categories, i.e. we can consider graded linear 2-categories. Again, we formally distinguish these from 2-categories with Hom-categories enriched in $\mathbb{Z}$-graded vector spaces.

Throughout, we also tacitly assume that all linear categories are additive unless otherwise specified. That is, we will assume that we have a notion of direct sum. If a linear category is not additive, we can pass to the additive closure by introducing finite formal direct sums of objects and by working with matrices of morphisms. We do the same for 2-categories enriched in linear categories.

3. Annular foams and link invariants

In this section we give a uniform description of all type A link homologies, using annular foam categories. We will relegate some proofs to subsequent sections, as they rely on the relation between foam categories and categorified quantum groups, which we review in Section 4.

3.1. The annular foam category. We begin by quickly recalling the 2-category of $\mathfrak{sl}_n$ foams; see [44] for full details, and [34] for an earlier incarnation of $\mathfrak{sl}_n$ foams. Objects in $n\text{Foam}$ are finite sequences $k = [k_1, \ldots, k_m]$ with $k_i \in \{1, \ldots, n\}$, and 1-morphisms are graded formal direct sums of “left-directed” $\mathfrak{sl}_n$ webs, trivalent graphs with edges labeled by elements in $\{1, \ldots, n\}$, with vertices locally modeled by

$$\begin{array}{c}
\begin{array}{c}
\text{k} \\
\text{l} \\
\text{k+l} \\
\text{i} \\
\text{l} \\
\text{i} \\
\text{k} \\
\end{array}
\end{array}$$

We use powers of the formal variable $q$ to denote shifts in grading. The 2-morphisms in $n\text{Foam}$ are matrices of linear combinations of degree-zero $\mathfrak{sl}_n$ foams, certain singular cobordisms between $\mathfrak{sl}_n$ webs,

\footnote{With this convention, we have that $\text{HOM}_{\mathbf{C}}(X, q^k Y) \cong q^k \text{Hom}_{\mathbf{C}^*}(X,Y)$ as graded vector spaces.}
with decorated facets, locally modeled by the pieces:

\[
\begin{align*}
\text{(3.1)} \\
\text{k-labeled,} \\
\end{align*}
\]

modulo local relations and isotopy. Facets that are \(k\)-labeled carry decorations by elements in \(\mathbb{C}[t_1, \ldots, t_k]^{S_k}\). Moreover, the foam relations imply that the endomorphism algebra of a \(k\)-labeled edge in \(n\text{Foam}\) is isomorphic to \(H^\bullet(Gr(k,n))\), so we can view decorations on facets as living in this quotient of \(\mathbb{C}[t_1, \ldots, t_k]^{S_k}\). We denote decorations on 1-labeled facets by labeled dots \(\bullet\), which correspond to the elements \(t^n \in \mathbb{C}[t]/t^n \cong H^\bullet(\mathbb{CP}^{n-1})\). This 2-category admits a tensor product (i.e. it is a 3-category), given by placing webs/foams in front or back of each other.

We will be particularly interested in a limiting version of \(n\text{Foam}\), denoted \(\infty\text{Foam}\), where we allow objects and web labels to take values in \(\mathbb{N}\), and where we remove the relation:

\[
\text{(3.2)} \\
1^n = 0,
\]

which is the only foam relation explicitly dependent on \(n\). It follows that \(n\text{Foam}\) is equivalent to the 2-category obtained from \(\infty\text{Foam}\) by taking the quotient by the ideal generated by equation (3.2). Hence, we can study aspects of \(\mathfrak{sl}_n\) link homology uniformly by considering \(\infty\text{Foam}\). We will refer to the 1-morphisms in this 2-category as \(\mathfrak{sl}_\infty\) webs.

As in [45], we consider an annular version of \(\infty\text{Foam}\), where webs are embedded in the annulus \(A = S^1 \times [0, 1]\), and foams between them lie in \(A \times [0, 1]\).

**Definition 3.1.** Let \(\infty\text{A Foam}\) be the category whose objects are graded formal direct sums of annular webs – closed, clockwise-oriented \(\mathfrak{sl}_\infty\) webs embedded in \(A\). Morphisms are matrices of linear combinations of degree zero annular foams in \(A \times [0, 1]\) mapping between such objects.

To be precise, annular foams are those that can be locally modeled by the pieces in equation (3.1), and whose generic horizontal slices are annular webs. This category is monoidal, with tensor product given by gluing the outer boundary of an annulus to the inner boundary of another. Note that every
annular web can be obtained by taking the “annular closure” of a (non-annular) $s\ell_\infty$ web:

$$\Rightarrow$$

but this is not true in general for annular foams.

In the next section, we will see how to assign a complex in $\infty\mathcal{A}\text{Foam}$ to any braid closure. Up to homotopy, this complex will be an isotopy invariant of the corresponding link in $\mathcal{A} \times [0,1]$. We hence turn our attention to the bounded homotopy category of complexes $K^b(\infty\mathcal{A}\text{Foam})$. A key observation, which essentially appears in [45], is that the category $K^b(\infty\mathcal{A}\text{Foam})$ is equivalent to its subcategory consisting of complexes of webs and foams that are $S^1$-equivariant (after forgetting decorations).

**Theorem 3.2.** Any complex in $K^b(\infty\mathcal{A}\text{Foam})$ is homotopy equivalent to a complex in which the only webs that appear are labeled, concentric circles. Every morphism between such webs can be expressed as a composition of tensor products of foams of the form:

$$F_r = \quad \text{and} \quad E_r = \quad \text{where in these annular foams the middle (blue) facets are 1-labeled.}$$

**Proof.** The proof proceeds in two steps: first, we show that every annular web is homotopy equivalent to a complex (which is concentrated only homological degrees zero and one) in which the only webs appearing are concentric circles. This then immediately implies that every complex in $K^b(\infty\mathcal{A}\text{Foam})$ is isomorphic to such a complex. The second step, showing that all foams between such webs take the desired form, follows from equation (4.6) and [5, Theorem 6.1]. Since an entirely foam-based proof of this step is not more-enlightening, we will only show the first step. Note that this is essentially the statement of [45, Proposition 5.1], which is stated in terms of categorical traces; however, we give an updated and more-streamlined proof here.

We can assume that all annular webs are in “ladder form,” meaning that they are the closure of compositions of tensor products of the basic pieces:

with identity webs. We refer to the $r$-labeled edges above as the “rungs,” and the other edges as the “uprights” (think of a ladder, which has been laid on its side). Note that it may be the case that one or more of the uprights in such a web does not actually appear (i.e. appears with label zero).

A radial slice through such an annular web $W$ that does not intersect any rungs determines a sequence of numbers $\vec{k} = [k_1,\ldots,k_m]$, by considering the labels of the uprights it intersects, ordered from the outermost to the innermost. In fact, the web itself is determined (up to isotopy) by a cyclic sequence $k_W$ of such number sequences. We can assume moreover that each sequence appearing in
$k_W$ has the same length, by inserting zeros into sequences shorter than the longest one. For a given web $W$, the sum $s_W = \sum_{i=1}^{m} k_i$ is equal for each $\vec{k}$ in $k_W$.

We can pass from the cyclic sequence $k_W$ to an associated cyclic sequence $\lambda_W$, whose entries are the sequences obtained from those $\vec{k} = [k_1, \ldots, k_m]$ in $k_W$ by letting $\vec{\lambda} = (\lambda_1, \ldots, \lambda_{m-1})$, where $\lambda_i = k_i - k_{i+1}$. Up to isotopy, the web $W$ is determined by the sequence $\lambda_W$, together with the integer $s_W$. The entries of $\lambda_W$ are integral $sl_m$ weights, i.e. elements in $\mathbb{Z}^{m-1}$, and, as such, one (or more) entry is minimal with respect to the standard (partial) order on the weight lattice.

We now show that $W$ is homotopy equivalent to a complex, concentrated in homological degrees zero and one, in which all webs $W'$ have corresponding cyclic sequences $\lambda_{W'}$ with either strictly larger minimal weight, or in which the minimal weight appears fewer times. Moreover, the number of weights appearing in each $\lambda_{W'}$ is less than or equal to the number in $\lambda_W$ and $s_{W'} = s_W$.

Consider the portion of $W$ near the radial slice corresponding to a minimal $\vec{\lambda}$ in $\lambda_W$. We necessarily have that this portion of $W$ takes the form:

\[
\begin{array}{ccc}
\vdots & & \vdots \\
& k & \\
\vdots & & \vdots \\
\end{array}
\begin{array}{ccc}
\vdots & & \vdots \\
& r & \\
\vdots & & \vdots \\
\end{array}
\]

where the slice corresponding to $\vec{\lambda}$ is in the middle, and the rungs to the right and left of this slice may or may not lie between the same pair of uprights. If these rungs do not lie between the same pair of uprights, then $W$ is isomorphic to the web where these rungs appear in opposite order, either via a web isotopy (if the pairs of uprights the rungs pass between are disjoint), or using the web isomorphisms:

\[
\begin{array}{ccc}
\vdots & & \vdots \\
& p & \\
\vdots & & \vdots \\
\end{array}
\begin{array}{ccc}
\vdots & & \vdots \\
& l+p & \\
\vdots & & \vdots \\
\end{array}
\]

and

\[
\begin{array}{ccc}
\vdots & & \vdots \\
& p & \\
\vdots & & \vdots \\
\end{array}
\begin{array}{ccc}
\vdots & & \vdots \\
& l & \\
\vdots & & \vdots \\
\end{array}
\]

if the rungs share exactly one upright. In either case, the new web $W'$ obtained has corresponding $\lambda_{W'}$ with either higher minimal weight, or has its minimal weight appearing one fewer time than in $\lambda_W$.

If the rungs lie between the same uprights, then locally $W$ takes the form

\[
\begin{array}{ccc}
\vdots & & \vdots \\
& l & \\
\vdots & & \vdots \\
\end{array}
\begin{array}{ccc}
\vdots & & \vdots \\
& l-s+r & \\
\vdots & & \vdots \\
\end{array}
\begin{array}{ccc}
\vdots & & \vdots \\
& k+s-r & \\
\vdots & & \vdots \\
\end{array}
\]

If $k-l \geq r-s$, then we can use the relation

\[
\begin{array}{ccc}
\vdots & & \vdots \\
& l & \\
\vdots & & \vdots \\
\end{array}
\begin{array}{ccc}
\vdots & & \vdots \\
& l-s+r & \\
\vdots & & \vdots \\
\end{array}
\begin{array}{ccc}
\vdots & & \vdots \\
& k-s+r & \\
\vdots & & \vdots \\
\end{array}
\]

If $k-l \leq r-s$, then we can use the relation

\[
\begin{array}{ccc}
\vdots & & \vdots \\
& l & \\
\vdots & & \vdots \\
\end{array}
\begin{array}{ccc}
\vdots & & \vdots \\
& l-s+r & \\
\vdots & & \vdots \\
\end{array}
\begin{array}{ccc}
\vdots & & \vdots \\
& k-s-r & \\
\vdots & & \vdots \\
\end{array}
\]

\[
\begin{array}{ccc}
\vdots & & \vdots \\
& l & \\
\vdots & & \vdots \\
\end{array}
\begin{array}{ccc}
\vdots & & \vdots \\
& l-s+r & \\
\vdots & & \vdots \\
\end{array}
\begin{array}{ccc}
\vdots & & \vdots \\
& k-s-r & \\
\vdots & & \vdots \\
\end{array}
\]
to see that $W$ is isomorphic to a direct sum of webs $W'$, each of which has corresponding $\lambda_W$ with either higher minimal weight, or has its minimal weight appearing one fewer time than in $\lambda_W$. If $k - l < r - s$, we instead have the isomorphism:

$$
\begin{align*}
W' \xrightarrow{\phi_W} S \oplus \underbrace{W}_{l-s+j} \xrightarrow{\iota_{W,s}} W' \\
\end{align*}
$$

where the web in equation (3.5) appears exactly once in the direct sum. This gives an isomorphism

$$
W' \xrightarrow{\phi_W} S \oplus \underbrace{W}_{l-s+j} \xrightarrow{\iota_{W,s}} W' 
$$

where $S$ consists of a direct sum of webs. Note that for $W'$, as well as for all of the webs appearing in $S$, the minimal weight appearing in their corresponding $\lambda$'s is either larger than that for $W$, or appears fewer times. We can use this isomorphism to obtain the desired homotopy equivalence:

\begin{equation}
W \simeq \left( S \oplus \underbrace{W}_{l-s+j} \xrightarrow{\iota_{W,s}} S \right) \simeq \left( S \xrightarrow{\phi_W} S \right)
\end{equation}

Iterating this procedure produces a homotopy equivalence between $W$ and a complex concentrated in homological degrees zero and one, and in which all webs are labeled, concentric circles. To do so, we (simultaneously) induct on the minimal weight appearing in the cyclic sequences associated with webs in the complex, and the number of times the minimal weight appears in the complex. Note that there is a maximal possible weight for a given (initial) value of $s_W$, and the only webs corresponding to cyclic sequences of length one are concentric circles.

For the induction step, we replace a web containing the minimal weight with webs of higher minimal weight, or with webs having fewer occurrences of the minimal weight, as in equation (3.6). To do so, we view our complex $A \xrightarrow{d} B$ as the cone of the chain map

\begin{equation}
\begin{align*}
0 \xrightarrow{0} A \xrightarrow{d} 0 \xrightarrow{0} B
\end{align*}
\end{equation}

If the web we wish to replace is a summand of $A$, then we use (3.6) to replace the domain of (3.7) with a complex concentrated in homological degrees one and two, and having the desired properties. If instead the web we wish to replace is a summand of $B$, then we use the following variant of (3.6):

\begin{equation}
\begin{align*}
W \simeq \left( S \xrightarrow{\iota_{W,s}} W \right) \simeq \left( S \xrightarrow{\iota_{W}} W' \right)
\end{align*}
\end{equation}

to replace the codomain of (3.7) with a complex, concentrated in homological degrees zero and one, that has the desired properties. Replacing the (co)domain of a chain map with a homotopy equivalent complex yields a cone homotopy equivalent to the cone of the original map, as desired.

Hence any web (viewed as a complex concentrated in homological degree zero) is homotopy equivalent to a complex in which all webs appearing are concentric, labeled circles. Taking direct sums shows this is true for any complex concentrated in homological degree zero. Since any bounded complex is homotopy equivalent to an iterated cone of such complexes, the same is true for any complex in $K^b(\infty\text{Foam}) \square$
Example 3.3. Consider the annular web from equation (3.3), we have:

\[
\begin{align*}
\text{Example 3.3.} & \quad \text{Consider the annular web from equation (3.3), we have:} \\
& \quad \text{In this example, we found that passing to the homotopy category of complexes was unnecessary: this annular web is isomorphic to a direct sum of labeled, concentric circles. This is equivalent to the statement that the annular web is equal to a } N[q, q^{-1}] \text{-linear combination of such concentric circles at the decategorified level. In fact, this is the case for all examples we’ve computed, and we suspect this behavior holds generally.}

\textbf{Conjecture 3.4.} \quad \text{Any annular } \mathfrak{sl}_\infty \text{ web is isomorphic to a direct sum of labeled, concentric circles.}

\textbf{3.2. Link invariants from annular foams.} \quad \text{We will now see how to use Theorem 3.2 to construct invariants of links in } A \times [0, 1] \text{ and } S^3. \text{ The formulae:}

\[
\begin{align*}
(3.9) \quad \llbracket \begin{array}{c}
\begin{array}{c}
\stackrel{\mathfrak{sl}_k}{\longrightarrow}
\end{array}
\end{array}
\rrbracket &= \left( q \begin{array}{c}
\stackrel{\mathfrak{sl}_l}{\longrightarrow}
\end{array} \right), \quad \llbracket \begin{array}{c}
\begin{array}{c}
\stackrel{\mathfrak{sl}_k}{\longrightarrow}
\end{array}
\end{array}
\rrbracket &= \left( \begin{array}{c}
\begin{array}{c}
\stackrel{\mathfrak{sl}_l}{\longrightarrow}
\end{array}
\end{array} q^{-1} \right)
\end{align*}
\]

extend (using horizontal composition and tensor product) to assign a complex [\beta] in \infty\textbf{Foam} to any braid \beta. Moreover, up to homotopy equivalence, this complex is invariant under the braid relations, \text{i.e.} the braid-like Reidemeister II and III moves. Note that these complexes decategorify to the bracket in equation (1.5), and also decategorify to the bracket in equation (1.1) if we first apply shifts h^\pm 1 in homological degree, and negate the q-grading.

More generally, the following formulae assign complexes in \infty\textbf{Foam} to braids whose strands are colored by elements in \mathbb{N}, in the case that \(k \geq l\): \(3.10\)

\[
\begin{align*}
\begin{array}{c}
\begin{array}{c}
\stackrel{\mathfrak{sl}_k}{\longrightarrow}
\end{array}
\end{array}
\rrbracket &= \left( q^0 \begin{array}{c}
\begin{array}{c}
\stackrel{\mathfrak{sl}_l}{\longrightarrow}
\end{array}
\end{array} q^{l-1} \begin{array}{c}
\begin{array}{c}
\stackrel{\mathfrak{sl}_k}{\longrightarrow}
\end{array}
\end{array} q^{l-2} \begin{array}{c}
\begin{array}{c}
\stackrel{\mathfrak{sl}_k}{\longrightarrow}
\end{array}
\end{array} \ldots \begin{array}{c}
\begin{array}{c}
\stackrel{\mathfrak{sl}_k}{\longrightarrow}
\end{array}
\end{array} \right)
\end{align*}
\]

\[
\begin{align*}
\begin{array}{c}
\begin{array}{c}
\stackrel{\mathfrak{sl}_l}{\longrightarrow}
\end{array}
\end{array}
\rrbracket &= \left( q^0 \begin{array}{c}
\begin{array}{c}
\stackrel{\mathfrak{sl}_l}{\longrightarrow}
\end{array}
\end{array} q^{l-1} \begin{array}{c}
\begin{array}{c}
\stackrel{\mathfrak{sl}_l}{\longrightarrow}
\end{array}
\end{array} q^{l-2} \begin{array}{c}
\begin{array}{c}
\stackrel{\mathfrak{sl}_l}{\longrightarrow}
\end{array}
\end{array} \ldots \begin{array}{c}
\begin{array}{c}
\stackrel{\mathfrak{sl}_l}{\longrightarrow}
\end{array}
\end{array} \right)
\end{align*}
\]

\[
\begin{align*}
\begin{array}{c}
\begin{array}{c}
\stackrel{\mathfrak{sl}_k}{\longrightarrow}
\end{array}
\end{array}
\rrbracket &= \left( q^0 \begin{array}{c}
\begin{array}{c}
\stackrel{\mathfrak{sl}_l}{\longrightarrow}
\end{array}
\end{array} q^{l-1} \begin{array}{c}
\begin{array}{c}
\stackrel{\mathfrak{sl}_l}{\longrightarrow}
\end{array}
\end{array} q^{l-2} \begin{array}{c}
\begin{array}{c}
\stackrel{\mathfrak{sl}_l}{\longrightarrow}
\end{array}
\end{array} \ldots \begin{array}{c}
\begin{array}{c}
\stackrel{\mathfrak{sl}_l}{\longrightarrow}
\end{array}
\end{array} \right)
\end{align*}
\]
where the differential is as given in [44, 53]. Similar formulae hold in the case that \( l \leq k \). Given a balanced, colored braid \( \beta \), equations (3.9) and (3.10) assign a complex \([\hat{\beta}]\) to its annular closure \( \hat{\beta} \). By the results in [44, 8], the complex is again invariant under (colored) braid relations.

**Theorem 3.5.** The complex \([\hat{\beta}]\) is an invariant of the colored annular link \( \hat{\beta} \).

**Proof.** By Theorem 2.2, it suffices to check that \([\hat{\beta}]\) is invariant under conjugation. Given a colored braid \( \gamma \) (which is composable with \( \beta \)), the annular link \( \gamma \beta \gamma^{-1} \) is isotopic to \( \beta \) via an isotopy that first slides \( \gamma \) around the annulus (i.e. slides the crossings through the part of the thickened annulus where the closure took place), and then is given by a sequence of Reidemeister II-like braid moves.

As mentioned above, the latter induce homotopy equivalences, so it suffices to check the former. To do so, note that it suffices to check that sliding a single crossing around the annulus induces a homotopy equivalence. This in turn follows since the foam that slides a portion of a web around the annulus is an isomorphism in \( \infty \text{AFoam} \), hence performing it on all of the webs in the complex corresponding to the crossing is a chain isomorphism. Thus, in particular, it is a homotopy equivalence. \( \square \)

The invariant \([\hat{\beta}]\) contains so much information that it is unwieldy; we will later see that it contains all of the information about known type \( A \) link homologies (and more!). Using Theorem 3.2, we have a means to obtain more-manageable invariants from it. Define \( \infty \text{AFoam}_0 \) to be the subcategory of \( \infty \text{AFoam} \) where objects are given by essential, labeled, concentric circles, and where morphisms are generated by the foams in equation (3.4). Given a balanced, colored braid, we let \([\hat{\beta}]_0 \) be a complex in \( \infty \text{AFoam}_0 \) that is homotopy equivalent to \([\hat{\beta}]\). Save for the first statement, which we show in Section 4.4, the following is immediate:

**Theorem 3.6.** The category \( \infty \text{AFoam}_0 \) is a full monoidal subcategory of \( \infty \text{AFoam} \). Any graded functor \( \Upsilon : \infty \text{AFoam}_0 \rightarrow C \) to a graded, additive category \( C \) determines an invariant \( \Upsilon([\hat{\beta}]_0) \in K^b(C) \) of the colored annular link \( \hat{\beta} \).

In the event that \( C \) is abelian, we can take homology to obtain further invariants.

### 3.3. Link homology theories

We now explore the invariants defined in the previous section in the case where \( C = \text{grVect}^{Z/2} \), the category of graded, complex, super vector spaces. This construction parallels the Bar-Natan [2] approach to Khovanov homology, in which one first obtains an abstract invariant of links by considering the Khovanov complex in the homotopy category of complexes over Bar-Natan’s cobordism category, and then passes to a more-manageable invariant by applying a TQFT-like functor to obtain a complex of vector spaces and takes homology. In our case, \([\hat{\beta}]_0 \) plays the role of the former, and \( \Upsilon \) plays the role of the TQFT. Our next result, which we prove in Section 4.4, shows how to produce many functors \( \Upsilon : \infty \text{AFoam}_0 \rightarrow \text{grVect}^{Z/2} \).

**Proposition 3.7.** Given any graded, complex, super vector space \( V \) and a degree-2 endomorphism \( T : V \rightarrow V \), we obtain a monoidal functor

\[
\Upsilon^S_{V,T} : \infty \text{AFoam}_0 \rightarrow \text{grVect}^{Z/2}
\]

that sends a \( k \)-labeled essential circle to \( \text{Sym}^k V \). The functor \( \Upsilon^S_{V,T} \) sends the annular foams \( F_r \) and \( E_r \) from equation (3.4) to

\[
\begin{align*}
\text{Sym}^k V \otimes \text{Sym}^l V & \xrightarrow{id} \text{Sym}^{k-1} V \otimes V \otimes \text{Sym}^l V \\
\text{Sym}^{k-1} V \otimes V \otimes \text{Sym}^l V & \xrightarrow{id \otimes T \otimes id} \text{Sym}^{k-1} V \otimes V \otimes \text{Sym}^l V \\
\text{Sym}^{k-1} V \otimes \text{Sym}^{l+1} V & \xrightarrow{id \otimes \pi} \text{Sym}^{k-1} V \otimes \text{Sym}^{l+1} V
\end{align*}
\]
and

\[ \text{Sym}^k V \otimes \text{Sym}^l V \xrightarrow{\text{id} \otimes \pi} \text{Sym}^k V \otimes \text{Sym}^{l-1} V \xrightarrow{\text{id} \otimes T \otimes \text{id}} \text{Sym}^k V \otimes \text{Sym}^{l-1} V \xrightarrow{\pi \otimes \text{id}} \text{Sym}^{k+1} V \otimes \text{Sym}^{l-1} V \]

respectively, where by convention \( T^0 = \text{id} \).

To specify the maps \( \iota \) and \( \pi \), we identify \( \text{Sym}^k V \) with the subspace of \( V^k \) consisting of symmetric tensors. The map \( \iota \) is inclusion, while \( \pi : \text{Sym}^k V \otimes V \to \text{Sym}^{k+1} V \) and \( V \otimes \text{Sym}^k V \to \text{Sym}^{k+1} V \) are both \( k + 1 \) times the restriction of the projection map \( pr : V^k \to \text{Sym}^{k+1} V \). The latter map is explicitly given by

\[ pr(v_1 \otimes \cdots \otimes v_{k+1}) = \frac{1}{(k+1)!} \sum_{\sigma \in S_{k+1}} \sigma(v_1 \otimes \cdots \otimes v_{k+1}) \]

**Remark 3.8.** In this proposition, we could have equivalently worked with skew-symmetric powers \( \Lambda^k V \) in place of \( \text{Sym}^k V \). However, given a super vector space \( V \) we have an isomorphism:

\[ \Lambda^k V \cong \begin{cases} \Pi \text{Sym}^k (IV) & k \text{ odd} \\ \text{Sym}^k (IV) & k \text{ even} \end{cases} \]

(recall \( \Pi \) denotes a shift in super-degree). Thus, up to a degree shift, working with symmetric powers suffices. However, we will make explicit use of the functors corresponding to skew-symmetric tensors without this degree shift (i.e. corresponding to replacing every occurrence of \( \text{Sym} \) in Proposition 3.7 with \( \Lambda \)), in comparing our construction to \( \mathfrak{s}l_n \) Khovanov-Rozansky homology. We denote these functors by \( \mathcal{Y}_{0,T} \).

Combining Proposition 3.7 and Remark 3.8 with Theorem 3.6 yields homological invariants of (colored) annular links that arise as braid closures. Moreover, some of these invariants actually give invariants of the corresponding links \( \mathcal{L}_\beta \subset S^3 \).

**Theorem 3.9.** Let \( \beta \) be a balanced colored braid. For each choice of \( V \) and \( T \), the homology \( \mathcal{Y}_{0,T}(\beta) \) of the complex \( \mathcal{Y}_{V,T}(\beta) \) is an invariant of the colored annular link \( \beta \subset A \times [0,1] \), for \( A = \Lambda \) or \( S \). Moreover, we recover each known type \( A \) link homology theory by taking the following choices and rescalings:

- Let \( V_n := q^{-n} \mathbb{C}[t]/t^n \), then \( \mathcal{H}_{V_n,T}(\mathcal{L}_\beta) := h^{w_\beta} q^{W_\beta - w_\beta} \mathcal{Y}_{V_n,T}(\beta) \) is an invariant\(^9\) of the colored link \( \mathcal{L}_\beta \subset S^3 \) and is isomorphic to colored \( \mathfrak{s}l_n \) Khovanov-Rozansky link homology \( \text{KhR}_n(\mathcal{L}_\beta) \). Here, \( t \) is an even variable with \( \text{deg}_q(t) = 2 \).

- Let \( V_\infty := qa^{-1} \mathbb{C}[t, \theta]/\theta^2 \), then \( \mathcal{H}_{V_\infty,T}(\mathcal{L}_\beta) := a^{w_\beta} q^{W_\beta - w_\beta} \mathcal{Y}_{V_\infty,T}(\beta) \) is an invariant of the colored link \( \mathcal{L}_\beta \subset S^3 \) and is isomorphic to the colored variant of Khovanov-Rozansky’s triply-graded \text{HOMFLYPT} link homology \( \text{HHH}(\mathcal{L}_\beta) \). Here, \( t \) is an even variable with \( \text{deg}_{q,a}(t) = (2,0) \) and \( \theta \) is an odd variable with \( \text{deg}_{q,a}(\theta) = (0,2) \).

- Let \( \mathbb{C}^n \) be the standard representation of \( \mathfrak{s}l_n \) with the weight-space grading, then \( \mathcal{H}_{\mathbb{C}^n,T}(\beta) := h^{w_\beta} \mathcal{Y}_{\mathbb{C}^n,0}(\beta) \) is colored, annular \( \mathfrak{s}l_n \) Khovanov-Rozansky homology \( \mathcal{A}\text{KhR}_n(\beta) \).

\(^9\)Here, and throughout, we denote by \( t \) the endomorphism that is multiplication by this variable.

\(^{10}\)The shifts involving \( W_\beta - w_\beta \) are necessary for colored Markov II invariance, and vanish in the uncoldred case. Compare to the crossing formulae in [71, Definition 12.16], where our invariant corresponds to the homology of the mirror image of the given link.
We prove the bullet-pointed claims in Section 5, where we take a closer look at each of these invariants, as well as others.

Before proceeding, we comment on some of the invariants not explicitly identified in Theorem 3.9. If we consider \( \Upsilon^S_{C^n,0} \), the homology is a version of annular \( \mathfrak{sl}_n \) link homology based on the symmetric tensors, i.e. in which an essential \( k \)-labeled circle is assigned the \( \mathfrak{sl}_n \) representation \( \text{Sym}^k(C^n) \). Up to an overall super-degree shift, this can equivalently be obtained using \( \Upsilon^S_{C^n,0} \) with \( V = C^{0|n} \). We thus propose this as the definition of \textit{annular} \( \mathfrak{gl}_{n} \) \textit{link homology}, since it is defined in exactly the same way as annular \( \mathfrak{sl}_n \) link homology, but with \( C^{0|n} \) replacing \( C^{n|0} \) in the final bullet-point in Theorem 3.9.

Much more interesting is the case where we consider \( \Upsilon^S_{V_n,t} \). Here, as above, \( V_n = q^{1-n}C[t]/t^n \). This produces an invariant that is a relative of \( \mathfrak{sl}_n \) link homology for the link \( \mathcal{L}_\beta \subset S^3 \), but, in contrast to Khovanov-Rozansky homology, is built from the symmetric powers of \( C^n \), i.e. a \( k \)-colored unknot is assigned \( \text{Sym}^k(V_n) \). In this case, the invariant of a \( k \)-colored link is finite-dimensional, and its decategorification is the quantum \( \mathfrak{sl}_n \) Reshetikhin-Turaev invariant of the link with components colored by the symmetric power \( \text{Sym}^kC^n_q \) of the standard representation \( C^n_q \) of quantum \( \mathfrak{sl}_n \).

Given that \( \text{Sym}^1C^n_q \cong C^n_q \cong \bigwedge^1C^n_q \), the following result is surprising:

**Theorem 3.10.** The homology of \( q^{n\omega + \mathbf{w}_3} - w_3 \Upsilon^S_{V_n,t}(\mathcal{L}_\beta) \) is an invariant of colored links in \( S^3 \). Moreover, even in the uncolored (i.e. 1-colored) case, it is distinct from \( \mathfrak{sl}_n \) Khovanov-Rozansky homology.

In particular, in the uncolored, \( n = 2 \) case, we obtain a categorification of the Jones polynomial \textit{distinct} from Khovanov homology. It is also distinct from the odd Khovanov homology studied in [42].

Up to a grading shift, this invariant can equivalently be described using \( \Upsilon^S_{\hat{V}_n,t} \) and we note that \( \Pi V_n = \Pi q^{1-n}C[t]/t^n \cong C^{0|n} \). This description is hence \textit{exactly} the same as that for \( \mathfrak{sl}_n \) link homology, but with \( C^{n|0} \) replaced by \( C^{0|n} \). For this reason, we propose that this homology is \( \mathfrak{gl}_{n} \) \textit{link homology}, and will denote this invariant as \( \mathcal{H}_{\mathfrak{n}}(\mathcal{L}_\beta) \) for the duration. See Section 5.3 for further details, including a proof of Theorem 3.10.

**Remark 3.11.** Since \( \dim_q(\text{Sym}^k(V_n)) = \binom{n+k-1}{k} \), our invariant \( \mathcal{H}_{\mathfrak{n}}(\mathcal{L}_\beta) \) precisely decategorifies to the description of the \( \mathfrak{sl}_n \) link polynomials given in Proposition 1.4. We’ve hence resolved the question, posed (in the \( n = 2 \) case) in [52], of finding a categorification of the symmetric webs presentation of the \( \mathfrak{sl}_n \) link polynomials.

**Remark 3.12.** We will see in Section 6.3 that a variant of triply-graded HOMFLYPT homology, denoted \( \text{HHH}^\vee(\mathcal{L}_\beta) \), can be obtained using \( \Upsilon^\vee_{V_n,t} \) in Theorem 3.9, where \( V_n^\vee \) is a re-graded variant of the super vector space \( V_n = qa^{-1}C[t, \theta]/\theta^2 \). An isomorphism between \( \text{HHH}^\vee(\mathcal{L}_\beta) \) and \( \text{HHH}(\mathcal{L}_\beta) \) will categorify the mirror symmetry in Remark 1.6. From the perspective of \( \text{HHH}^\vee(\mathcal{L}_\beta) \), \( \text{KhR}_\mathfrak{n}(\mathcal{L}_\beta) \) “looks like \( \mathfrak{sl}_n \) link homology” and \( \mathcal{H}_{\mathfrak{n}}(\mathcal{L}_\beta) \) “looks like \( \mathfrak{gl}_{n} \) homology,” but from the perspective of \( \text{HHH}(\mathcal{L}_\beta) \), the roles actually appear reversed!

### 4. Categorified quantum groups and traces

In this section, we review background material on categorified quantum groups and categorical traces that underlies the constructions in Section 3, and that is necessary to prove Theorem 3.6, Proposition 3.7, and Theorem 3.9.

#### 4.1. Categorified quantum groups

Fix a positive integer \( m \). We denote by \( U(\mathfrak{sl}_m) := U_q(\mathfrak{sl}_m) \) the cyclic version of the categorified quantum group associated to \( \mathfrak{sl}_m \) and corresponding to the fixed
choice of scalars \( Q \) satisfying:

\[
t_{i, j} = \begin{cases} 
-1 & \text{if } i = j + 1 \\
1 & \text{else}
\end{cases} \quad \text{and} \quad s^{pq}_{ij} = 0.
\]

We also choose a compatible choice of bubbles parameters \( c_{i, \lambda} \), such that \(^{11}c_{i, \lambda} = \pm 1 \) for all \( \mathfrak{sl}_m \) weights \( \lambda \). See [4] for the definition of the cyclic version of the categorified quantum group, and [25, 27, 26, 55, 13] for earlier versions of this 2-category.

It will often be useful for us to work with \( \mathfrak{gl}_m \) instead of \( \mathfrak{sl}_m \). Following [35], we can succinctly define the corresponding categorified quantum group as

\[
\mathcal{U}(\mathfrak{gl}_m) := \prod_{\mathbb{Z}} \mathcal{U}(\mathfrak{sl}_m).
\]

Concretely, \( \mathcal{U}(\mathfrak{gl}_m) \) admits a description almost identical to that of \( \mathcal{U}(\mathfrak{sl}_m) \), but with objects now given by \( \mathfrak{gl}_m \) weights \( k = [k_1, \ldots, k_m] \) instead of \( \mathfrak{sl}_m \) weights \( \lambda = (\lambda_1, \ldots, \lambda_{m-1}) \). As in \( \mathcal{U}(\mathfrak{sl}_m) \), 2-morphisms in \( \mathcal{U}(\mathfrak{gl}_m) \) are given by string diagrams with regions labeled by weights. A diagram containing a region labeled by the \( \mathfrak{gl}_m \) weight \( k \) corresponds to a 2-morphism in the \( \left[ \frac{1}{m} \sum k_i \right]^{\text{th}} \) copy of \( \mathcal{U}(\mathfrak{sl}_m) \), with the corresponding region labeled by the \( \mathfrak{sl}_m \) weight \( \lambda \) satisfying \( \lambda_i = k_i - k_{i+1} \). We denote the Schur quotient of \( \mathcal{U}(\mathfrak{gl}_m) \) by \( \mathcal{U}(\mathfrak{gl}_m)^{\text{Z}} \); this is the quotient of \( \mathcal{U}(\mathfrak{gl}_m) \) obtained by killing all objects \( [k_1, \ldots, k_m] \) such that \( k_i < 0 \) for some \( i \). Finally, we follow the standard convention that the notation \( \mathcal{U} \) corresponds to taking the Karoubi completion, i.e. \( \mathcal{U}(\mathfrak{sl}_m) \) is the 2-category obtained from \( \mathcal{U}(\mathfrak{sl}_m) \) by taking the Karoubi completion in each Hom-category.

Of particular importance are the Rickard complexes, certain chain complexes \( \tau_i 1_\lambda \) in \( \mathcal{U}(\mathfrak{sl}_m) \) that generate categorical braid group actions on integrable 2-representations of \( \mathcal{U}(\mathfrak{sl}_m) \). They are explicitly given as follows:

\[(4.1) \quad \tau_i 1_\lambda = q^{(\lambda_i)}_i 1_\lambda \longrightarrow q^{-1} q^{(\lambda_i+1)}_i 1_\lambda \longrightarrow \cdots \longrightarrow q^{-b} q^{(\lambda_i+b)}_i 1_\lambda \longrightarrow \cdots
\]

when \( \lambda_i \geq 0 \) and

\[(4.2) \quad \tau_i 1_\lambda = q^{(-\lambda_i)}_i 1_\lambda \longrightarrow q^{-1} q^{(-\lambda_i+1)}_i 1_\lambda \longrightarrow \cdots \longrightarrow q^{-a} q^{(-\lambda_i+a)}_i 1_\lambda \longrightarrow \cdots
\]

when \( \lambda_i \leq 0 \). The 1-morphisms \( \varepsilon_i^{(b)} 1_\lambda \) and \( \gamma_i^{(c)} 1_\lambda \) are the divided power 1-morphisms defined in [28], and the differentials on the complex are described using the so-called “thick calculus” from that work. See [8, 44] for full details.

4.2. Categorified \( \mathfrak{gl}_m \) and foams. The connection between categorified quantum groups and \( \mathfrak{sl}_n \) foams/link homology is studied in [33, 44], where the former is used to define the latter, as motivated by categorical skew Howe duality. The main result from that paper, extended to the case of \( \infty \text{Foam} \) and given using our conventions for categorified quantum groups above, takes the following form.

\(^{11}\)The specific values of the bubbles parameters will not play a role in our work.
Theorem 4.1. For each \( m \geq 2 \), there exists a 2-functor \( \mathcal{U}(\mathfrak{gl}_m) \xrightarrow{\Phi} \infty\text{Foam} \) determined by the following:

\[
1_k \mapsto \cdots \cdots k_m \quad , \quad E_i 1_k \mapsto \cdots \cdots k_{i+1-1} \quad , \quad F_i 1_k \mapsto \cdots \cdots k_{i+1+1} \quad , \quad G_i 1_k \mapsto \cdots \cdots k_{i+1+1} \quad \text{via:}
\]

It is determined on the positive part of \( \mathcal{U}(\mathfrak{gl}_m) \) via:
where the $i^{th}$ sheet is always in the front, and $j - i > 1$. On cap and cup generators, $\Phi_\infty$ is given\(^{12}\) by:

\[
\begin{align*}
&\begin{array}{c}
\uparrow_i k \\ k_i
\end{array} \mapsto \pm \begin{array}{c}
\downarrow_i k \\ k_i+1
\end{array}, \\
&\begin{array}{c}
\downarrow_i k \\ k_i+1
\end{array} \mapsto \pm \begin{array}{c}
\uparrow_i k \\ k_i
\end{array}, \\
&\begin{array}{c}
\uparrow_i k \\ k_i+1
\end{array} \mapsto \begin{array}{c}
\downarrow_i k \\ k_i
\end{array}, \\
&\begin{array}{c}
\downarrow_i k \\ k_i
\end{array} \mapsto \begin{array}{c}
\uparrow_i k \\ k_i+1
\end{array}
\end{align*}
\]

This 2-functor factors through $\mathcal{U}(\mathfrak{gl}_m)^{\geq 0}$ and extends to the full 2-subcategory $\mathcal{U}(\mathfrak{gl}_m)^{\geq 0} \subset \hat{\mathcal{U}}(\mathfrak{gl}_m)^{\geq 0}$ generated by the divided power morphisms $E_i^{(a)} 1_k$ and $F_i^{(b)} 1_k$. The crossing formulae given in equations (3.9) and (3.10) are, up to shifts in quantum and homological degree, the images of the Rickard complexes and their inverses.

We will combine this functor with the theory of categorical traces to prove Proposition 3.7.

### 4.3. Traces of 2-categories and current algebras

In this section, we quickly recall the definitions of categorical traces of a linear 2-category $\mathcal{C}$, which are defined and extensively studied in [3, Section 2].

First, the vertical trace is the category $\text{vTr}_\mathcal{C}$ in which the objects are the same as those in $\mathcal{C}$, and, given objects $c, d \in \text{Ob}(\mathcal{C})$,

\[
\text{Hom}_{\text{vTr}_\mathcal{C}}(c, d) = \left( \bigoplus_{X \in \text{Hom}_\mathcal{C}(c, d)} 2\text{End}(X) \right) / (\alpha \gamma - \gamma \alpha)
\]

where the quotient is taken over all 2-morphisms $\alpha : X \Rightarrow Y$ and $\gamma : Y \Rightarrow X$ and all $X, Y : c \to d$. Composition in $\text{vTr}_\mathcal{C}$ is given using horizontal composition in $\mathcal{C}$.

This definition is elucidated by the graphical depiction of 2-categories. Recall that in this formalism, a 2-morphism $\alpha : W \Rightarrow Z$ between 1-morphisms $W, Z \in \text{Hom}_\mathcal{C}(c, d)$ is described by the “string diagram”:

\[
\begin{array}{c}
W \\
\alpha \\
c \\
d \\
Z
\end{array}
\]

in which regions are labeled by objects, “strings” are labeled by 1-morphisms, and 2-morphisms are denoted by labeled tags. In a similar way, morphisms in $\text{vTr}_\mathcal{C}$ can be depicted as string diagrams.

\(^{12}\) The factors of $\pm 1$ on the left-oriented cup and cap can be explicitly specified, using the 2-functor from [44] and a version of the isomorphism in [4, Theorem 2.1] that rescales the left-oriented cap/cups instead of the right-oriented ones. We won’t need specific knowledge of these values in the present work.
drawn on a cylinder, \textit{i.e.} the equivalent class in $\text{Hom}_{v\text{Tr}\,\mathcal{C}}$ of a 2-endomorphism $\alpha$ is depicted via:

\[
\begin{array}{c}
\begin{array}{c}
\text{d} \\
\text{c}
\end{array}
\end{array}
\begin{array}{c}
\alpha \\
\end{array}
\begin{array}{c}
\text{c} \\
\text{d}
\end{array}
\]

with composition given by gluing cylinders along circular boundaries. The trace relation is encoded diagrammatically via the ability to slide a tag around the back of the cylinder.

This interpretation suggests that interesting structure should also result from the horizontal gluing of a string diagram. Along these lines, the \textit{horizontal trace} $h\text{Tr}\,\mathcal{C}$ of a 2-category $\mathcal{C}$ is the category in which objects are 1-endomorphisms $X : c \to c$ for $c \in \text{Ob}(\mathcal{C})$. Morphisms from $X : c \to c$ to $Y : d \to d$ are equivalence classes of pairs $(M, \alpha)$ consisting of a 1-morphism $M : c \to d$ and a 2-morphism $\alpha : M \cdot X \Rightarrow Y \cdot M$. The equivalence relation\footnote{Here, and for the duration, we denote horizontal composition by $\cdot$, and vertical composition by either $\circ$ or concatenation.} is generated by $(M, (\text{id}_Y \cdot \gamma)) \sim (N, \gamma (\tau \cdot \text{id}_X))$ for $M, N : c \to d$, $\gamma : M \cdot X \Rightarrow Y \cdot N$, $\tau : N \Rightarrow M$, and is more-easily visualized using string diagrams:

\[
\begin{array}{c}
\begin{array}{c}
Y \\
M
\end{array}
\begin{array}{c}
\gamma \\
N
\end{array}
\begin{array}{c}
d \\
X
\end{array}
\end{array}
\triangleq
\begin{array}{c}
\begin{array}{c}
Y \\
N
\end{array}
\begin{array}{c}
\gamma \\
\tau
\end{array}
\begin{array}{c}
d \\
X
\end{array}
\end{array}
\]

This is clarified further for the case of 2-categories in which every 1-morphism possesses a biadjoint, in which case we can visualize morphisms in $h\text{Tr}\,\mathcal{C}$ as follows:

\[
(M, \alpha) = 
\begin{array}{c}
\begin{array}{c}
Y \\
M
\end{array}
\begin{array}{c}
\alpha \\
\tau
\end{array}
\begin{array}{c}
d \\
X
\end{array}
\end{array}
\leftrightarrow 
\begin{array}{c}
\begin{array}{c}
Y \\
\alpha
\end{array}
\begin{array}{c}
d \\
X
\end{array}
\end{array}
\]

and the equivalence relation is given via isotopy around the back of the cylinder.

These two notions of trace are related via a canonical functor $i : v\text{Tr}\,\mathcal{C} \to h\text{Tr}\,\mathcal{C}$, defined on objects by $i : c \mapsto \text{1}_c$, and on morphisms by sending the class of $\alpha \in 2\text{End}(X)$ to the class of the pair $(X, \alpha)$. In our description of traces in terms of cylinders, this functor is given by rotating\footnote{This gives the functor on the nose in the event that the 2-category $\mathcal{C}$ is pivotal. In other circumstances, scalings may be introduced when performing this rotation.} the cylinder representing a morphism in $v\text{Tr}\,\mathcal{C}$ clockwise by 90°. From this description, it is easy to see that $i$ is in fact the inclusion of the full subcategory whose objects are the identity 1-morphisms in $\mathcal{C}$.

In the event that our 2-category $\mathcal{C}$ is graded, there is an alternative version of the vertical trace, where we allow maps of all degrees in the direct sum appearing in equation \eqref{eq:4.3}. Concretely, given a graded 2-category $\mathcal{C}$, we first pass to the 2-category $\mathcal{C}^\ast$, observe that $v\text{Tr}\,\mathcal{C}^\ast$ is then enriched in graded vector spaces, and then define $v\text{Tr}\,\mathcal{C}^\ast$ to be the corresponding graded linear category. In this setting,
the canonical functor extends to give a functor \( vTr^* \mathcal{C} \xrightarrow{i} hTr \mathcal{C} \), which is given identically as before. Again, this functor is the inclusion of a full subcategory.

### 4.4. Current algebras and traces of foam categories

To connect with the foam categories from Section 3 giving our link invariants, note that all traces discussed in the preceding section are functorial, so Theorem 4.1 gives the commutative diagram:

\[
\begin{align*}
\xymatrix{ vTr^* (U(gl_m)_{\geq 0}) \ar[r]^{vTr^*(\Phi_\infty)} \ar[d]_{i} & vTr^* (\infty Foam) \ar[d]_{i} \\
hTr (U(gl_m)_{\geq 0}) \ar[r]^{hTr(\Phi_\infty)} & hTr (\infty Foam) }
\end{align*}
\]

Moreover, the vertical trace of a category is equivalent to that of its Karoubi completion, so the top left corner of the diagram can be replaced by \( vTr^* (U(gl_m)_{\geq 0}) \).

We will now use this diagram to prove the non-trivial claims in Theorem 3.6 and Proposition 3.7 i.e. that \( \infty A Foam \circ \) is a full subcategory of \( \infty A Foam \), and that \( \Upsilon_{V,T} \) (and hence \( \Upsilon_{V,T}^\wedge \)) are well-defined functors for each choice of \( T : V \to V \).

To begin, we identify some of the categories appearing in equation (4.5). The following result is immediate:

**Proposition 4.2.** The category \( hTr (\infty Foam) \) is monoidally equivalent to the annular foam category \( \infty A Foam \).

**Proof.** The identification between objects in \( hTr (\infty Foam) \) and \( \infty A Foam \) is given by identifying a \( 1 \)-endomorphism in \( \infty Foam \) with its annular closure. On morphisms, the pair \( (W, \alpha) \) corresponds to the foam that is given by \( \alpha \) in the front of the thickened annulus, and slides the web \( W \) around the back of the thickened annulus. \( \square \)

Work of Beliakova, Habiro, Lauda, and Webster identifies the category \( vTr^* (U(gl_m)) \) with an idempotented version of the polynomial current algebra \( gl_m \otimes \mathbb{C}[t] \). Let \( U(\mathfrak{sl}_m[t]) \) be the enveloping algebra of the current algebra \( \mathfrak{sl}_m \otimes \mathbb{C}[t] \), as defined e.g. in [5]. Denoting the standard Chevalley generators of \( \mathfrak{sl}_m \) by \( x_i^+ \), \( x_i^- \) and \( \xi_i \) for \( 1 \leq i \leq m-1 \), \( U(\mathfrak{sl}_m[t]) \) has generators \( x_i^+ = x_i^+ \otimes t^r \), \( x_i^- = x_i^- \otimes t^r \), and \( \xi_i = \xi_i \otimes t^r \) for \( r \in \mathbb{Z}_{\geq 0} \). Let \( \hat{U}(\mathfrak{sl}_m[t]) \) be the idempotented version of this algebra, which can be viewed as a category with objects given by \( \mathfrak{sl}_m \) weights, and with

\[
\text{Hom}_{\hat{U}(\mathfrak{sl}_m[t])}(\lambda, \mu) := U(\mathfrak{sl}_m[t])/I_{\lambda,\mu}
\]

for

\[
I_{\lambda,\mu} = \sum_{i=1}^{n-1} U(\mathfrak{sl}_m[t])(\xi_i,0 - \lambda_i) + \sum_{i=1}^{n} (\xi_i,0 - \mu_i)U(\mathfrak{sl}_m[t])
\]

Introducing a grading by setting \( \deg_q(t) = 2 \), the category \( \hat{U}(\mathfrak{sl}_m[t]) \) is then a linear category enriched in graded vector spaces, and we can hence equivalently consider it as a graded linear category.

The relation to traces is given as follows:

**Theorem 4.3 (Beliakova-Habiro-Lauda-Webster [5]).** There is an isomorphism

\[
\hat{U}(\mathfrak{sl}_m[t]) \xrightarrow{\cong} vTr^* U(\mathfrak{sl}_m)
\]
that is the identity on objects and is determined on morphisms by:

\[
x^+_{i,r} \mapsto \bullet^{r_i}, \quad x^-_{i,r} \mapsto \bullet^{r_i},
\]

Under this functor

\[
\xi_{i,0} \lambda \mapsto \lambda_i, \quad \xi_{i,r} \mapsto \sum_{a+b=r} (a+1) \bullet^{a+b},
\]

where we use the \(\bullet\)-notation from \([28]\) for dotted bubbles.

As usual, it will be more convenient to work in the \(\mathfrak{gl}_m\) setting, so we consider \(\hat{U}(\mathfrak{gl}_m[t])\), which is equal to a direct sum of copies of \(\hat{U}(\mathfrak{sl}_m[t])\). More precisely, it is the category whose objects are \(\mathfrak{gl}_m\) weights, and with

\[
\text{Hom}_{\hat{U}(\mathfrak{gl}_m[t])}(k, p) := \frac{U(\mathfrak{sl}_m[t])}{I_{\lambda, \mu}}
\]

where \(\lambda\) and \(\mu\) are the \(\mathfrak{sl}_m\) weights associated with the \(\mathfrak{gl}_m\) weights \(k\) and \(p\), respectively. We also let \(\hat{U}(\mathfrak{gl}_m[t])^{\geq 0}\) be the quotient of \(\hat{U}(\mathfrak{gl}_m[t])\) by the ideal generated by all morphisms that factor through a \(\mathfrak{gl}_m\) weight \(k \in \mathbb{Z}^m \setminus \mathbb{Z}^m_{\geq 0}\). It immediately follows from Theorem 4.3 that we have a surjective map

\[
\hat{U}(\mathfrak{gl}_m[t])^{\geq 0} \twoheadrightarrow v\text{Tr}^* (\hat{U}(\mathfrak{gl}_m)^{\geq 0})
\]

and \([5, \text{Theorem 7.5}]\) shows that this map is an isomorphism.

We can also use Theorem 4.3 to identify \(v\text{Tr}^* (\infty\text{Foam})\). Using the canonical inclusion to the horizontal trace, it immediately follows that \(v\text{Tr}^* (\infty\text{Foam})\) is isomorphic to the full subcategory of \(\infty\text{A Foam}\) in which objects are given by concentric, labeled circles. Recall now from \([44]\) that the family of 2-functors \(\Phi_\infty\) from Theorem 4.1 is “eventually full,” i.e. given any foam \(\kappa\) in \(\infty\text{Foam}\), we can find some \(m\) and a 2-morphism \(\alpha\) in \(\hat{U}(\mathfrak{gl}_m)\) so that \(\Phi_\infty(\alpha) = \kappa\). It follows that the same is true after taking traces, hence all morphisms in \(v\text{Tr}^* (\infty\text{Foam})\) can be expressed as those in the image of \(\hat{U}(\mathfrak{gl}_m[t])^{\geq 0} \xrightarrow{v\text{Tr}^* (\Phi_\infty)} v\text{Tr}^* (\infty\text{Foam})\). These are precisely those generated by the annular foams in equation (3.4), so we see that \(\infty\text{A Foam}_c\) is equivalent to \(v\text{Tr}^* (\infty\text{Foam})\).

To summarize, we have shown that the diagram in equation (4.5) takes the form:

\[
\begin{array}{c}
\hat{U}(\mathfrak{gl}_m[t])^{\geq 0} \\
\downarrow_{v\text{Tr}^* (\Phi_\infty)}
\end{array}
\xrightarrow{\infty\text{A Foam}_c}
\begin{array}{c}
\hat{U}(\mathfrak{gl}_m)^{\geq 0} \\
\downarrow_{h\text{Tr}^* (\Phi_\infty)}
\end{array}
\]

Since the vertical arrows are inclusions of full subcategories, this proves the claim given in Theorem 3.6, that \(\infty\text{A Foam}_c\) is a full subcategory of \(\infty\text{A Foam}\).

We conclude this section by proving Proposition 3.7, i.e. we show that the functors \(\Upsilon^S_{V,T}\) are well-defined. To do so, we use a variant of Howe duality. Let \(V\) be a graded super vector space and let \(T : V \to V\) be a linear transformation. The action of \(T\) gives \(V\) the structure of a \(\mathbb{C}[t]\)-module, so the following is immediate:

**Lemma 4.4.** The super vector space \(\mathbb{C}^m \otimes V\) is a representation of \(\hat{U}(\mathfrak{gl}_m[t])^{\geq 0}\). Moreover, if \(\deg_q(T) = 2\), then this is a graded representation.
Proof. To be explicit, the $k$-weight space is $V$ if $k = e_i$, the $gl_m$ weight with 1 in the $i^{th}$ entry and all other entries zero, and is zero otherwise. Choosing a basis $\{u_1, \ldots, u_m\}$ for $\mathbb{C}^m$, the generating morphisms act via:

$$1_{e_i} x^+_i 1_{e_{i+1}} : u_{i+1} \otimes v \mapsto u_i \otimes T^r(v)$$

$$1_{e_{i+1}} x^-_i 1_{e_i} : u_i \otimes v \mapsto u_{i+1} \otimes T^r(v)$$

and are zero otherwise.

It follows that the tensor algebra $\otimes^\bullet (\mathbb{C}^m \otimes V)$ and hence its symmetric and skew-symmetric subspaces $\mathrm{Sym}^\bullet (\mathbb{C}^m \otimes V)$ and $\wedge^\bullet (\mathbb{C}^m \otimes V)$ have induced representations of $\hat{\mathcal{U}}(gl_m[l])^{\geq 0}$, which again are graded. We focus on the symmetric tensors, since, as noted in Remark 3.8, we can obtain the skew-symmetric tensors from these by shifting $V$ in super-degree.

The representation $\mathrm{Sym}^\bullet (\mathbb{C}^m \otimes V)$ determines a graded functor

$$\hat{\mathcal{T}}_{V,T} : \hat{\mathcal{U}}(gl_m[l])^{\geq 0} \to \text{gr Vect}_{Z/2}$$

that we now describe. The $gl_m$-weight space decomposition is given by:

$$\mathrm{Sym}^\bullet (\mathbb{C}^m \otimes V) \cong \bigoplus_{k \in \mathbb{Z}_{\geq 0}} \mathrm{Sym}^{k_1} V \otimes \cdots \otimes \mathrm{Sym}^{k_m} V$$

(4.7)

so $\hat{\mathcal{T}}_{V,T}(k) = \mathrm{Sym}^{k_1} V \otimes \cdots \otimes \mathrm{Sym}^{k_m} V$. The images of the generating morphisms are given as follows. Each of $\hat{\mathcal{T}}_{V,T}(x_{i,r}^\pm)$ is the identity on all tensor factors except the $i^{th}$ and $(i+1)^{st}$. On these factors, which take the form $\mathrm{Sym}^{k_1} V \otimes \mathrm{Sym}^{k_{i+1}} V$, we have that

(4.8)

$$\hat{\mathcal{T}}_{V,T}(1_k, x_{i,r}^- 1_k) = (\text{id}_{k_{i-1}} \otimes \pi_{i+1}) \circ (\text{id}_{k_{i-1}} \otimes T^r \otimes \text{id}_{k_{i+1}}) \circ (k_{i-1} t_1 \otimes \text{id}_{k_{i+1}})$$

$$\hat{\mathcal{T}}_{V,T}(1_k, x_{i,r}^+ 1_k) = (k_{i+1} \pi_1 \otimes \text{id}_{k_{i+1}+1}) \circ (\text{id}_{k_{i+1}} \otimes T^r \otimes \text{id}_{k_{i+1}+1}) \circ (\text{id}_{k_{i+1}} \otimes 4 t_{i+1} - 1)$$

where $k \pi_i : \mathrm{Sym}^{k_{i+1}} V \otimes \mathrm{Sym}^{i+1} V \to \mathrm{Sym}^{k+i+1} V$ is $(k_{i+1}) \times$ times the canonical projection, $k t_i : \mathrm{Sym}^{k+i+1} V \to \mathrm{Sym}^{k+i} V \otimes \mathrm{Sym}^{i} V$ is the inclusion map, and $\text{id}_{k_{i+1}}$ is the identity on $\mathrm{Sym}^{k_{i+1}} V$.

We now claim that $\hat{\mathcal{T}}_{V,T} : \hat{\mathcal{U}}(gl_m[l])^{\geq 0} \to \text{gr Vect}_{Z/2}$ so that the diagram:

$$\hat{\mathcal{U}}(gl_m[l])^{\geq 0} \xrightarrow{\hat{\mathcal{U}}^T(\Phi_\infty)} \hat{\mathcal{A}}\text{Foam}_\infty \xrightarrow{\hat{\mathcal{T}}_{V,T}} \text{gr Vect}_{Z/2}$$

commutes for every $m \geq 1$. Since every object and morphism in $\hat{\mathcal{A}}\text{Foam}_\infty$ is the image of one in $\hat{\mathcal{U}}(gl_m[l])^{\geq 0}$ for $m$ sufficiently large, it is clear how $\hat{\mathcal{T}}_{V,T}$ should be defined: it sends concentric circles labeled by $k_1, \ldots, k_m$ to the super vector space:

$$\hat{\mathcal{T}}_{V,T}(k) := \mathrm{Sym}^{k_1} V \otimes \cdots \otimes \mathrm{Sym}^{k_m} V$$

and sends the foams $F_r$ and $E_r$ from equation (3.4) to the images of $x_{i,r}^-$ and $x_{i,r}^+$ from equation (4.8), respectively.
It thus suffices to check that this definition is well-defined, that is, if two morphisms in \( \infty \text{Foam}_o \) are equal (when viewed as morphisms in \( \infty \text{Foam} \)) then their images under \( \Upsilon_{V,T} \) agree. To see that this is the case, recall from [44] that the family of 2-functors \( \Phi_\infty \) from Theorem 4.1 is “eventually faithful,” i.e. if two 2-morphisms in \( \infty \text{Foam} \) agree, then we can find \( m \) and preimages of the 2-morphisms in \( \check{\Upsilon}(\text{gl}_m[t])^{\geq 0} \) that agree. It follows that the same is true for the functors \( \check{\Upsilon}(\text{gl}_m[t])^{\geq 0} \overset{\nu_{\text{Tr}}(\Phi_\infty)}{\longrightarrow} \infty \text{Foam}_o \), so the well-definedness of \( \check{\Upsilon}_{S,V},T \), together with the compatibility of these functors with the various inclusions \( \check{\Upsilon}(\text{gl}_m[t])^{\geq 0} \overset{\kappa}{\hookrightarrow} \check{\Upsilon}(\text{gl}_{m+m'}[t])^{\geq 0} \), implies that \( \Upsilon_{S,V},T \) is well-defined.

Remark 4.5. Repeating this argument with skew-symmetric powers gives functors \( \check{\Upsilon}_{\wedge,V},T : \check{\Upsilon}(\text{gl}_m[t])^{\geq 0} \rightarrow \text{grC Vect}_Z/2 \) and proves the well-definedness of \( \Upsilon_{\wedge,V},T \).

4.5. Dotted web categories. The functor \( \Upsilon_{S,V},T : \infty \text{Foam}_o \rightarrow \text{grC Vect}_Z/2 \) is most easily visualized using a description of \( \infty \text{Foam}_o \) in terms of a non-negatively graded extension of Cautis-Kamnitzer-Morrison’s \( \mathfrak{s}\mathfrak{l}_\infty \) webs. Indeed, recall that the objects in \( \infty \text{Foam}_o \) are rotationally symmetric with respect to the core of the annulus, and the same is true for morphisms after forgetting the decorations on facets. We can hence describe this category by taking the intersection of a morphism with a radial plane, and remembering the decorations.

It follows that \( \infty \text{Foam}_o \) admits a description as a monoidal category in which objects are sequences \( k \in \prod_{m>0} \mathbb{Z}_{\geq 0}^m \) and morphisms are generated by:

where \( f \in \mathbb{C}[t_1, \ldots, t_k]^{\mathfrak{s}\mathfrak{l}_k} \). Note that we draw these dotted webs vertically, and omit orientations, as they represent morphisms that are built from 2-morphisms in \( \infty \text{Foam} \), in contrast to the previously appearing oriented horizontal webs, which are 1-morphisms in \( \infty \text{Foam} \).

The relations in \( \infty \text{Foam} \) imply that the undotted webs satisfy the \( q = 1 \) specialization of the upward relations, i.e. those in equation (1.2), as well as the decoration sliding relation:

Together, these imply that any decoration can be expressed in terms of decorations on 1-labeled strands, i.e. simply as dots labeled by positive integers. Using this, the functor \( \Upsilon_{S,V,T} \) is determined by sending:

(4.9)

5. Link homologies

For each choice of \( V \) and \( T \), and \( \square = S \) or \( \wedge \), Theorem 3.9 produces a homology theory \( \overline{\Pi}_{V,T}(\hat{\beta}) \) for colored, annular braid closures \( \hat{\beta} \). In this section, we investigate these invariants for various choices
of these parameters. In particular, we prove the bullet-pointed claims in Theorem 3.9, showing that certain choices give known invariants (after suitable rescalings), some of which descend to invariants of the corresponding links $\mathcal{L}_\beta \subset S^3$. We also prove Theorem 3.10.

5.1. Khovanov-Rozansky $\mathfrak{sl}_n$ link homology. In this section we prove the following result, which is the first bullet-pointed claim in Theorem 3.9.

**Theorem 5.1.** Let $\beta$ be a balanced, colored braid, and $\mathcal{V}_n = q^{1-n}C[t]/t^n$ with $\deg_q(t) = 2$, then $\mathcal{H}_{\mathcal{V}_n}^\wedge(L_\beta) := h_{u^*}q^{w^- - w^+} \mathcal{H}_{\mathcal{V}_n}^\wedge(\beta)$ is isomorphic to colored Khovanov-Rozansky homology, and hence is an invariant of the colored link $L_\beta \subset S^3$.

**Proof.** In [45, Theorem 6.2], we showed that colored $\mathfrak{sl}_n$ Khovanov-Rozansky homology $\text{KhR}_n(L_\beta)$ can be recovered from the complex $[\hat{\beta}]_0$ using an action of the current algebra $\mathfrak{gl}_m[t]$ on the center of objects in the foam 2-category $n\text{Foil}$. It thus suffices to show that this current algebra representation is isomorphic to that given by $\hat{\mathcal{Y}}_{\mathcal{V}_n}$.

We first quickly recall this description of $\text{KhR}_n(L_\beta)$, referring the reader to [45] for more details. In [44], we show that the Khovanov-Rozansky homology of $L_\beta$ is the homology of the complex of graded vector spaces

$$C_n(\beta) := q^{-s_n(k)} 2\text{HOM}^n_{\text{Foil}}(I_k, [\beta])$$

(up to the writhe-dependent shifts $h_{w^+}q^{w^- - w^+}$ in homological and quantum degree needed for colored Markov II invariance). Here $I_k$ denotes the identity web of the object $k$ corresponding to the coloring of the endpoints of $\beta$, and $s_n(k) := \sum_i k_i(n - k_i)$. We can simplify this complex in a manner similar to Theorem 3.2: the simplifications corresponding to web isomorphisms or the homotopy equivalences in equations (3.6) and (3.8) can be applied to $[\beta]_0$, hence to $C_n(\beta)$. The remaining simplification, web isomorphism via isotopy around the annulus, also has an analogue in this context. It suffices to slide webs around the annulus one ladder-rung at a time, and this corresponds to the graded vector space isomorphism

$$q^{-s_n(k)} 2\text{HOM}^n_{\text{Foil}}(I_k, \mathcal{R} \cdot \mathcal{W}) \cong q^{-s_n(k \pm \varepsilon_i)} 2\text{HOM}^n_{\text{Foil}}(I_{k \pm \varepsilon_i}, \mathcal{W} \cdot \mathcal{R})$$

where $\mathcal{R} \in \text{Hom}_{n\text{Foil}}(k \pm \varepsilon_i, k)$ is a web consisting of a single ladder rung between the $i^{th}$ and $(i+1)^{st}$ uprights. This isomorphism is given via composition with cap and cup foam generators. Simplifying $C_n(\beta)$ by applying the analogues of the moves used to simplify $[\beta]_0$ to $[\hat{\beta}]_0$, we end with a complex that is the image of the complex $[\hat{\beta}]_0$ under the functor $\text{Foil} \rightarrow \text{grCVect}$ induced from the action of $U(\mathfrak{gl}_m[t])$ on the center of objects in $n\text{Foil}$.

Recall from [7, Section 6] that the center of objects of a linear 2-category is the direct sum of all 2End-spaces of identity 1-morphisms. In the case that our 2-category $\mathcal{C}$ is graded linear, we instead consider the vector space

$$\mathcal{Z}(\mathcal{C}) := \bigoplus_{\mathcal{E} \in \text{Ob}(\mathcal{C})} 2\text{END}_\mathcal{C}(1_{\mathcal{C}})$$

which gives a graded analogue. Here $2\text{END}_\mathcal{C}(1_{\mathcal{C}}) := 2\text{HOM}_\mathcal{C}(1_{\mathcal{C}}, 1_{\mathcal{C}})$. As is shown in [5], any 2-representation $\mathcal{U}(\mathfrak{gl}_m[t]) \stackrel{\Phi}{\rightarrow} \mathcal{C}$ induces an action of $\mathcal{U}(\mathfrak{gl}_m[t])$ on $\mathcal{Z}(\mathcal{C})$, i.e. a functor $\mathcal{U}(\mathfrak{gl}_m[t]) \rightarrow \text{grCVect}$ that sends a $\mathfrak{gl}_m$ weight $k$ to $2\text{END}_\mathcal{C}(1_{\Phi(k)})$ and sends the generator $\mathcal{T}_{i,r}1_{k}$ to the composition:

$$2\text{END}_\mathcal{C}(1_{\Phi(k)}) \xrightarrow{\alpha \rightarrow \Phi(\downarrow)} 2\text{END}_\mathcal{C}(\Phi(\mathcal{F}_{i,r}1_{k-r})) \xrightarrow{\beta \rightarrow \Phi(\cup i)} 2\text{END}_\mathcal{C}(1_{\Phi(k-i)})$$
and mutatis mutandis for $\pm x_i^r 1_k$.

In our setting, this representation sends a $\mathfrak{gl}_m$-weight $k$ to

$$q^{-s_n(k)} \text{2END}_{n} \text{Foam} \left( \begin{array}{c|c} k_m & k_1 \\ \hline \end{array} \right) \cong q^{-s_n(k)} H^\ast(Gr(k_1, n)) \otimes \cdots \otimes H^\ast(Gr(k_m, n)) \cong \hat{\mathbb{Y}}_{\nu_{n,t}}(k)$$

As mentioned in Section 3, the first isomorphism follows from [44, Remark 4.1]. The second isomorphism is given as follows. Recall that $H^\ast(Gr(k, n))$ has a basis consisting of classes of Schur polynomials $s_\mu$, where $\mu$ is a partition that fits in a $k \times (n-k)$ box (i.e. $\mu$ has at most $k$ parts, and $\mu_1 \leq n-k$). The isomorphism is then given on each factor by the isomorphism

$$H^\ast(Gr(k, n)) \cong \bigwedge^k C[t]/t^n$$

given by

$$s_\mu \mapsto \sum_{\sigma \in \mathfrak{S}_k} (-1)^{\text{sgn}(\sigma)} \sigma(t^{\mu_1+k-1} \otimes t^{\mu_2+k-2} \otimes \cdots \otimes t^{\mu_k}) \in \bigwedge^k C[t]/t^n.$$

It remains to show that the actions of $\pm x_i^r 1_k$ in this representation agree with $\hat{\mathbb{Y}}_{\nu_{n,t}}(x_i^r 1_k)$. In fact, it suffices to show that they agree up to a sign, which is what we will show. Moreover, we only consider the case of $x_i^r 1_k$, since the argument for $x_i^{-r} 1_k$ is completely analogous. Consider the action of $x_i^r 1_k$, which is given locally on the $i^{th}$ and $(i+1)^{st}$ tensor factors via

$$\bigwedge^i \mathbb{V}_n \otimes \bigwedge^{k_{i+1}+1} \mathbb{V}_n \rightarrow \bigwedge^i \mathbb{V}_n \otimes \mathbb{V}_n \otimes \bigwedge^{k_{i+1}+1-1} \mathbb{V}_n \rightarrow \bigwedge^i \mathbb{V}_n \otimes \mathbb{V}_n \otimes \bigwedge^{k_{i+1}+1-1} \mathbb{V}_n \rightarrow \bigwedge^{k_{i+1}+1} \mathbb{V}_n \otimes \bigwedge^{k_{i+1}+1-1} \mathbb{V}_n$$

More topologically, the action of $x_i^r 1_k$ is given (up to a factor of $\pm 1$) by sewing an $r$-dotted, 1-labeled ribbon along singular seams parallel to the boundaries of the two sheets, and adjusting the boundary labelings. From this latter description, it is clear that this can be expressed as the composition of three maps: the first sews an undotted 1-labeled ribbon to the back sheet, producing an endomorphism of parallel 1-labeled and $(k_{i+1}+1)$-labeled strands. The second adds $r$ dots to the 1-labeled portion, and the third sews a 1-labeled ribbon between the front sheet and the 1-labeled boundary.

The foam relations imply that any endomorphism of parallel strands can be written as a linear combination of decorations on vertical sheets, so we can assume that we have performed this simplification after applying the first of the three maps. It follows that the second map is simply the tensor product of identity maps with the endomorphism of a 1-labeled strand given by an $r$-dotted sheet, and the third map is given by sewing in a 1-labeled ribbon between decorated $k_i$-labeled and 1-labeled sheets. We have thus written the action of $x_i^r 1_k$ as a composition:

$$\bigwedge^i \mathbb{V}_n \otimes \bigwedge^{k_{i+1}+1} \mathbb{V}_n \rightarrow \bigwedge^i \mathbb{V}_n \otimes \mathbb{V}_n \otimes \bigwedge^{k_{i+1}+1-1} \mathbb{V}_n \rightarrow \bigwedge^i \mathbb{V}_n \otimes \mathbb{V}_n \otimes \bigwedge^{k_{i+1}+1-1} \mathbb{V}_n \rightarrow \bigwedge^{k_{i+1}+1} \mathbb{V}_n \otimes \bigwedge^{k_{i+1}+1-1} \mathbb{V}_n$$

Indeed, if they disagree, we could fix this by rescaling our isomorphism on highest weight vectors in the relevant (quotients of) Weyl modules into which our representations decompose. See [5] for details on the relation between Weyl modules and traces of categorified quantum groups.
where the middle map is \( \text{id} \otimes t^r \otimes \text{id} \). Recall from equation (4.8) that \( \hat{\mathcal{U}}_{\nu,t}(x^+_t 1_k) \) factors in exactly the same way, with the middle map given by \( t^r \) (for our current choice of \( T \)). It hence suffices to show that the first and third maps above agree with those in equation (4.8), up to \( \pm 1 \).

We begin with the third map. To help with identifying it, we first note that the isomorphism from equation (5.3) can be explicitly realized in \( n\text{Foam} \) by applying the “blister” relations from \([44]\) to a sheet decorated by the Schur polynomial \( s_\mu \) with \( \mu = (\mu_1, \ldots, \mu_k) \). The first such relation:

\[
k \cdot \mu_1 + k - 1 \cdot s_{\mu'} = k \cdot s_{\bar{\mu}}
\]

expresses such a decorated sheet in terms of a blister with a dotted 1-labeled sheet and a \((k - 1)\)-labeled sheet decorated by a Schur polynomial, either corresponding to the partition \( \mu' = (\mu_2, \ldots, \mu_k) \) or \( \bar{\mu} = (\mu_1 + 1, \ldots, \mu_{k-1} + 1) \) depending on whether the 1-labeled sheet is in front or back, respectively.

Repeated application expresses a sheet decorated by \( s_\mu \) as a sheet with an “iterated blister” containing dotted 1-labeled sheets, where the \( i \)th blister sheet from the front carries \( \mu_i + k - i \) dots. The second blister relation:

\[
(-1)^{k-l} = (-1)^{kl}
\]

allows us to identify such a foam with the basis vector \( \sum_{\sigma \in S_k} (-1)^{\text{sgn}(\sigma)} \sigma(t^{\mu_1 + k - 1} \otimes t^{\mu_2 + k - 2} \otimes \cdots \otimes t^{\mu_k}) \) in \( \bigwedge^k \mathbb{C}[t]/t^n \). Using this identification, it immediately follows that the map \( \bigwedge^{k_1} \mathbb{C}[t]/t^n \otimes \mathbb{C}[t]/t^n \to \bigwedge^{k_1 + 1} \mathbb{C}[t]/t^n \) given by

\[
\text{is equal to } k_1 + 1 \text{ times the canonical projection. This determines the third map in equation (5.4) and verifies that it equals } k_1 \pi_1 \otimes \text{id}_{k_i + 1 - 1}, \text{ as desired.}
We now turn to the first map in equation (5.4), which is determined by the map $\bigwedge^{k_{i+1}} \mathcal{V}_n \to \mathcal{V}_n \otimes \bigwedge^{k_{i+1}-1} \mathcal{V}_n$ given by:

To compute this map, note that its domain is the lowest weight space for the $\mathfrak{sl}_2$ representation given by considering the $t$-degree zero part of the action of $U(\mathfrak{gl}_2[t])_{\geq 0}$ on the center of objects of the 2-subcategory of $n\text{Foam}$ whose objects have only two entries that sum to $k_{i+1}$. The map itself is the action of the standard Chevalley generator $E \in \mathfrak{sl}_2$. The corresponding action of the Chevalley generator $F \in \mathfrak{sl}_2$ is a map in the opposite direction $\mathcal{V}_n \otimes \bigwedge^{k_{i+1}-1} \mathcal{V}_n \to \bigwedge^{k_{i+1}} \mathcal{V}_n$ and is exactly as given above, hence is $k_{i+1}$ times the canonical projection.

The isotypic decomposition shows that

$$F = \begin{pmatrix} F' & 0 \\ \end{pmatrix}$$

when restricted to this weight space, where $F'$ is an isomorphism from the subspace of non-lowest weight vectors in the $(2-k_{i+1})^{st}$ weight space to the $(-k_{i+1})^{st}$ weight space. We must have $-k_{i+1} \cdot \text{id} = EF - FE = 0 - FE$, so it follows that

$$E = k_{i+1} \begin{pmatrix} (F')^{-1} & 0 \\ \end{pmatrix}$$

and, in particular, is completely determined by the action of $F$ on this representation. We have already seen that $F$ is $k_{i+1}$ times the canonical projection, hence it agrees with $\hat{\mathcal{Y}}_{\mathcal{V}_n, t}^\wedge (x_{1,0}^{-1}[1,k_{i+1}-1])$. It follows that $E$ agrees with $\hat{\mathcal{Y}}_{\mathcal{V}_n, t}^\wedge (x_{1,0}^{-1}[0,k_{i+1}])$ and therefore is the canonical inclusion, as desired. 

\begin{remark}
Given our conventions for the $\mathfrak{sl}_n$ link polynomials in Section 1.1, we must first negate the $q$-degree of $\mathcal{H}_{\mathcal{V}_n, t}(\mathcal{L}_\beta) \cong \text{KhR}_n(\mathcal{L})$ before decategorifying to obtain $P_n(\mathcal{L})$ on the nose. In other words, we precisely have $\chi(\text{KhR}_n(\mathcal{L})|_{q=1}) = P_n(\mathcal{L})$, where $\chi$ denotes taking the alternating sum of graded dimensions. We will use the notation $\text{KhR}_n^q(\mathcal{L})$ to denote $\text{KhR}_n(\mathcal{L})$ with its $q$-degree negated; this then gives $\chi(\text{KhR}^q_n(\mathcal{L})) = P_n(\mathcal{L})$.
\end{remark}

\section{HOMFLYPT link homology.}
Let $\text{HHH}(\mathcal{L})$ denote the triply-graded categorification of the HOMFLYPT polynomial introduced in [31]. In this section, we prove the following result, which is the second bullet-pointed claim in Theorem 3.9.

\begin{theorem}
Let $\beta$ be a balanced, colored braid and $\mathcal{V}_\infty = qa^{-1} \mathbb{C}[t, \theta] / \theta^2$, where $\mathbb{C}[t, \theta] / \theta^2$ is a bigraded superalgebra such that $t$ is an even variable with $\deg_{q,a}(t) = (2,0)$ and $\theta$ is an odd variable with $\deg_{q,a}(\theta) = (0,2)$, then $\mathcal{R}_{\mathcal{V}_\infty, t}(\mathcal{L}_\beta) := a^{w_\beta} q^{W_\beta - w_\beta} \mathcal{H}_{\mathcal{V}_\infty, t}^S(\beta)$ is isomorphic to the colored variant of Khovanov-Rozansky’s triply-graded HOMFLYPT link homology $\text{HHH}(\mathcal{L}_\beta)$, and hence is an invariant of the colored link $\mathcal{L}_\beta \subset S^3$.
\end{theorem}

Recall that work of Khovanov [29] describes $\text{HHH}(\mathcal{L}_\beta)$ in terms of the Hochschild homology of Soergel bimodules. The latter are bimodules over a polynomial ring introduced by Soergel [58, 59]
in his study of category $\mathcal{O}$. We quickly summarize this construction: in \cite{54}, Rouquier assigns a complex of Soergel bimodules to each braid group generator, and shows that the tensor product of such complexes corresponding to a product of generators gives an invariant of the resulting braid $\beta$. Khovanov shows that the HOMFLYPT link homology $HHH(\mathcal{L}_\beta)$ can be obtained from the complex of Soergel bimodules assigned to $\beta$, by first taking the Hochschild homology of the terms in the complex to obtain a complex of bi-graded vector spaces, and then taking homology. Moreover, this description extends to colored braids and links \cite{65,9} if we work in the more-general context of singular Soergel bimodules \cite{68}.

For our considerations, the details of the above construction are most easily understood in terms of 2-representations of categorified quantum groups and foam 2-categories. Indeed, as explained in \cite{26,32}, the Khovanov-Lauda 2-representation of $U(\mathfrak{gl}_n)$ built from the equivariant cohomology of partial flag varieties \cite{26,32} specifies a 2-representation of $U(\mathfrak{gl}_n)$ on the 2-category of singular Soergel bimodules. Recall that the latter is the idempotent completion of the 2-category $\text{BSBim}$ of Bott-Samelson bimodules, defined as follows.

Objects in $\text{BSBim}$ are as in $\infty\text{Foam}$, that is, sequences $k = [k_1, \ldots, k_m]$ with $k_i > 0$. The Hom-categories in $\text{BSBim}$ are defined as follows. Given such a sequence $k$, set $N = \sum k_i$ and consider the subgroup $\mathfrak{S}_k := \mathfrak{S}_{k_1} \times \cdots \times \mathfrak{S}_{k_m}$ of the symmetric group $\mathfrak{S}_N$. Let $R_k := \mathbb{C}[t_1, \ldots, t_N]^{\mathfrak{S}_k} \subseteq \mathbb{C}[t_1, \ldots, t_N] :=: R$, and note that if $\mathfrak{S}_k \subseteq \mathfrak{S}_p$ then $R_p \subseteq R_k$, so the latter is a module over the former. We define $\text{Hom}_{\text{BSBim}}(k, k')$ to be the additive category generated by $(R_k, R_k')$-bimodules of the form

$$q^d R^k \otimes_{R_p} \cdots \otimes_{R_p} R^k$$

when the sum of the entries in $k$ and $k'$ agree (and to be trivial otherwise). Here, as before, the power of $q$ denotes a shift in degree, and $\deg_q(t_i) = 2$. As in the case of $\infty\text{Foam}$, this 2-category admits a tensor product\footnote{The “other” tensor product, over the rings $R^k$, is the horizontal composition in $\text{BSBim}$.}, given on objects by concatenating sequences, and on 1- and 2-morphisms by taking the tensor product over $\mathbb{C}$.

The results in \cite{63} further imply that the Khovanov-Lauda 2-functor $U(\mathfrak{gl}_m) \xrightarrow{\Phi_{BS}} \text{BSBim}$ factors through $\infty\text{Foam}$, giving a monoidal 2-functor $\infty\text{Foam} \xrightarrow{\Psi_{BS}} \text{BSBim}$ that we now describe. It is the identity on objects, and is given on generating webs as follows:

\[
\begin{aligned}
\begin{array}{c}
\xymatrix{& R^k 
\ar[rr]_{k+i} & & R^{k+i} 
\ar[rr]_{k+i+l} & & R^{k+i+l} 
\ar[rr]_{k+l} & & R^{k+l} 
\ar[rr]_{k} & & R^{k} }
\end{array}
\end{aligned}
\]

Note that in the exponent $[k]$ denotes a sequence with only one entry (and not a quantum integer), so $R^k = \mathbb{C}[t_1, \ldots, t_l]^{\mathfrak{S}_k}$ is symmetric polynomials in $k$-variables, viewed as the diagonal $(R^k, R^k)$-bimodule. (Here we’ve rotated our webs by $45^\circ$ so they point diagonally, instead of leftward, for the sake of space and aesthetics.)

The images of foams under $\Psi_{BS}$ can be deduced by translating the formulae in \cite{26} into our language. We will only explicitly need the formulae for the foams that are the images under $\Phi_\infty$ of cap and cup morphisms in $U(\mathfrak{gl}_m)$. Up to factors of $\pm 1$ (which we won’t specifically need), they are given as the
following morphisms of \((R^{[k,l]}, R^{[k,l]})\)-bimodules:

\[
\begin{align*}
R^{[k,l]} & \rightarrow q^{1-k-l} R^{[k,1,l-1]} \otimes R^{[k+1,l-1]} R^{[k,1,l-1]} \\
1 & \mapsto \sum_{j=0}^{k} (-1)^{k-j} t_{k+1}^{j} \otimes c_{k-j}(t_1, \ldots, t_k) \\
R^{[k,l]} & \rightarrow q^{1-k-l} R^{[k-1,1,l]} \otimes R^{[k-1,l+1]} R^{[k-1,1,l]} \\
1 & \mapsto \sum_{j=0}^{l} (-1)^{l-j} t_{k}^{j} \otimes c_{l-j}(t_{k+1}, \ldots, t_{k+l})
\end{align*}
\]

We can now succinctly describe Khovanov’s construction of HOMFLYPT link homology. Given a (balanced, colored) braid \(\beta\), we consider the complex \([\beta] \in K^b(\infty \text{Foam})\). Applying \(\Psi_{BS}\) produces a complex \(\Psi_{BS}([\beta])\) of (singular) Soergel bimodules. Taking Hochschild homology\(^{17}\) produces a complex of bi-graded vector spaces. After shifting\(^{18}\) by \(q^{1} + W_{\beta} - w_{\beta} a_{w_{\beta} - i_{\beta}}\), the homology of this complex is an invariant of the corresponding link \(L_{\beta} \subset S^3\), and this is the HOMFLYPT link homology \(\text{HHH}(L_{\beta})\).

We now show that this invariant is the same as the one constructed in Theorem 3.9 using \(\Upsilon_{V_{\infty,t}}\) for \(V_{\infty} = qa^{-1} C[t, \theta]/\theta^2\). To begin, we recall the following, which \(e.g.\) appears as a special case of the results in \([6]\); see also \([29, 54]\).

**Proposition 5.4.** The Hochschild homology functors \(\text{HH}_{\bullet} : \text{End}_{BS}\text{Bim}(k) \rightarrow \mathbb{C}\text{Vect}\) factor through the horizontal trace, i.e. they induce a functor \(\text{HH}_{\bullet} : h\text{Tr}(BS\text{Bim}) \rightarrow \text{gr}\mathbb{C}\text{Vect}\).

It follows that, up to the aforementioned shift, \(\text{HHH}(L_{\beta})\) is the homology of the complex obtained by applying the composition of functors:

\[
K^b(h\text{Tr}(\infty \text{Foam})) \xrightarrow{h\text{Tr}(\Psi_{BS})} K^b(h\text{Tr}(BS\text{Bim})) \xrightarrow{\text{HH}_{\bullet}} K^b(\text{gr}\mathbb{C}\text{Vect})
\]

to the complex \([\beta]\). We can now give the following.

**Proof (of Theorem 5.3).** In light of Theorem 3.2, it suffices to show that upon restricting equation (5.5) to \(\infty \text{A}\text{Foam}_o \subseteq \infty \text{A}\text{Foam} \cong h\text{Tr}(\infty \text{Foam})\), the induced functor \(\infty \text{A}\text{Foam}_o \rightarrow \text{gr}\mathbb{C}\text{Vect}\) agrees with \(\Upsilon_{V_{\infty,t}}\), up to isomorphism and grading shift.

\(^{17}\)Since all of our rings \(R^k\) are isomorphic to polynomial rings, we could equivalently work with Hochschild cohomology.

\(^{18}\)This shift is required for invariance under the second Markov move. Here, \(i_{\beta}\) is the sum of the labels of the strands in \(\beta\), and the shifts involving it precisely correspond to the shift by \(qa^{-1}\) in defining \(V_{\infty}\) in Theorem 5.3.
To see this, we first compute $\HH_* \circ \hTr(\Psi_{BS})$ on a $k$-labeled circle. By definition, this is the Hochschild homology of

$$R^{[k]} = \mathbb{C}[t_1, \ldots, t_k]^{\Sigma_k} = \mathbb{C}[e_1, \ldots, e_k]$$

where $e_i$ denotes the $i^{th}$ elementary symmetric polynomial in the variables $t_1, \ldots, t_k$. The Hochschild homology of polynomial rings is well-known, see e.g. [67], and hence gives that

$$(5.6) \quad \HH_*(\mathbb{C}[e_1, \ldots, e_k]) \cong \mathbb{C}[e_1, \ldots, e_k] \otimes_{\mathbb{C}} \Lambda^*(\mathbb{C}^k).$$

We have $\deg_q(t_i) = 2$ for all $i$, so $\deg_q(e_i) = 2i$. In this presentation, the basis of $\mathbb{C}^k$ consists of vectors commonly denoted $\{de_i\}_{i=1}^k$ having Hochschild degree equal to one, and $q$-degree equal to $q^{2i-2}$. In our conventions, the $a$-degree equals twice the Hochschild degree, so $\deg_q(\partial t_i) = (2i-2, 2)$. The computation

$$(5.7) \quad \Sym^k(\mathbb{C}[t, \theta]/\theta^2) \cong (\mathbb{C}[t_1, \ldots, t_k](dt_1, \ldots, dt_k))^{\Sigma_k} \cong \mathbb{C}[e_1, \ldots, e_k](de_1, \ldots, de_k)$$

which follows from the “fundamental theorem of symmetric differential forms,” shows that this agrees with the value of $\Upsilon_{\mathbb{C}_{\infty}, t}$ on a $k$-labeled circle, up to the required grading shift of $q^k a^{-k}$.

It remains to compute $\HH_* \circ \hTr(\Psi_{BS})$ on the annular foams in equation (3.4), and we only consider the first, as the second is completely analogous. As in Section 5.1, it suffices to only check that this agrees with the image of these foams under $\Upsilon_{\mathbb{C}_{\infty}, t}$ up to a sign. Moreover, we can factor each of the foams appearing in equation (3.4) into a composition of three annular foams, where the first foam splits off a $1$-labeled circle from one the circles, the second is the dotted cylinder endomorphism of the $1$-labeled circle, and the third merges the $1$-labeled circle with another (in each step, tensored with the identify maps on the un-involved circles).

To aid in this computation, we recall the computation of the Hochschild homology of polynomial rings via Koszul resolutions, and relate the resolution used to compute the value of $k$ concentric $1$-labeled circles with one that computes equation (5.6) above. For the former, we must compute the Hochschild homology of the polynomial ring $\mathbb{C}[t_1, \ldots, t_k]$. In this case, the Koszul complex takes the form:

$$(5.8) \quad \mathcal{P}_k := \mathbb{C}[x_1, \ldots, x_k] \otimes_{\mathbb{C}} \mathbb{C}[y_1, \ldots, y_k] \otimes_{\mathbb{C}} \Lambda^*(\mathbb{C}^k)$$

and, if we choose a basis $\{\zeta_1, \ldots, \zeta_k\}$ for $\mathbb{C}^k$, the differential is given by contraction with $\sum_{i=1}^k (y_i - x_i) \zeta_i^*$. Tensoring with $\mathbb{C}[t_1, \ldots, t_k]$, viewed as the diagonal $\mathbb{C}[x_1, \ldots, x_k], \mathbb{C}[y_1, \ldots, y_k]$-bimodule, we obtain the complex $\mathbb{C}[t_1, \ldots, t_k] \otimes_{\mathbb{C}} \Lambda^*(\mathbb{C}^k)$ with zero differential, which is hence the Hochschild homology of $\mathbb{C}[t_1, \ldots, t_k]$. The symmetric group $\Sigma_k$ acts on the complex in (5.8), and this action commutes with the differential. The terms in this complex are free $\mathbb{C}[y_1, \ldots, y_k]^{\Sigma_k}, \mathbb{C}[x_1, \ldots, x_k]^{\Sigma_k}$-bimodules, and taking $\Sigma_k$-invariants gives a free resolution $\mathcal{P}_k^{[k]}$ of $\mathbb{C}[t_1, \ldots, t_k]^{\Sigma_k}$ as a direct summand of (5.8). Moreover, the map $\mathcal{P}_k \to \mathbb{C}[t_1, \ldots, t_k] \otimes_{\mathbb{C}} \Lambda^*(\mathbb{C}^k)$ given by $x_i \mapsto t_i, y_i \mapsto t_i$ induces a surjective map $R^{[k]} \otimes_{(R^{[k]})} \mathcal{P}_k^{[k]} \to \left(\mathbb{C}[t_1, \ldots, t_k] \otimes_{\mathbb{C}} \Lambda^*(\mathbb{C}^k)\right)^{\Sigma_k}$, and equation (5.6) implies that this is a quasi-isomorphism (where we view the codomain as a complex with zero differential).

We now compute the constituent pieces of the requisite foams. For the dotted cylinder endomorphism of a $1$-labeled circle, we must compute the map induced in Hochschild homology by the map

$$R^{[1]} := \mathbb{C}[t] \overset{t}{\to} \mathbb{C}[t] =: R^{[1]}.$$

\footnote{Here, and for the duration, the notation $A^e := A \otimes_{\mathbb{C}} A$ denotes the enveloping algebra of a commutative $\mathbb{C}$-algebra $A$. Recall that the Hochschild homology $\HH_*(A, M)$ of an $(A, A)$-bimodule $M$ is computed by finding any projective resolution $P^* \to M$, and taking the homology of $A \otimes_{A^e} P^*$. We denote $\HH_*(A, A) =: \HH_*(A)$.}
The Koszul resolution of $C[t]$ is given by $C[x, y] \xrightarrow{x \mapsto y} C[x, y]$, and the above map lifts to the map that is multiplication by $x$ on each term in the complex. After tensoring with $C[t]$, this is precisely the map $C[t, \theta]/\theta^2 \xrightarrow{L} C[t, \theta]/\theta^2$, in agreement with $Y^S_{\infty, \ell}$.

Next, we consider the image under $HH_* \circ \text{hTr}(\Psi_{BS})$ of the foam that splits a $k$-labeled circle into a $(k-1)$- and 1-labeled circle, i.e. the foam:

$$
\text{(5.9)}
$$

This can be presented as the composition of three annular foams: the first is the annular closure of the $l = 1$ case of the second to last foam in equation (3.1), the second is an isotopy sliding a trivalent vertex around the annulus, and the third is the annular closure of the $l = 1$ case of the first foam on the second line in equation (3.1). After mapping to Soergel bimodules, the first is the map induced in Hochschild homology by the map of $(R^k, R^k)$-bimodules

$$
R^k \to R^{k-1,1}
$$

$$
(5.10)
\begin{align*}
1 &\mapsto 1.
\end{align*}
$$

Note that $p^k_k$ is a complex of projective, hence free, $(R^k, R^k)$-bimodules, and that $R^{k-1,1}_k$ is a free (left or right) $R^k$-module. It follows that $R^{k-1,1}_k \otimes_{R^k} p^k_k$ is a projective resolution of $R^{k-1,1}_k \otimes_{R^k} R^k \cong R^{k-1,1}_k$, so we can lift the map in equation (5.10) to the map $p^k_k \to R^{k-1,1}_k \otimes_{R^k} p^k_k$ that sends $v \mapsto 1 \otimes v$. The map on Hochschild homology is hence induced by the map

$$
R^k \otimes_{(R^k)^{op}} p^k_k \to R^k \otimes_{(R^k)^{op}} \left( R^{k-1,1}_k \otimes_{R^k} p^k_k \right)
$$

that sends $1 \otimes v \mapsto 1 \otimes 1 \otimes v$. Next, the slide isotopy is the isomorphism

$$
HH_* (R^k, R^{k-1,1}_k) \xrightarrow{\cong} HH_* (R^{k-1,1}_k, R^{k-1,1}_k \otimes_{R^k} R^{k-1,1}_k).
$$

To explicitly compute this, first note that $R^{k-1,1}_k \otimes_{R^k} p^k_k \otimes_{R^k} R^{k-1,1}_k$ is a projective resolution of $R^{k-1,1}_k \otimes_{R^k} R^{k-1,1}_k \cong R^{k-1,1}_k \otimes_{R^k} R^{k-1,1}_k \otimes_{R^k} R^{k-1,1}_k$, as a $(R^{k-1,1}_k, R^{k-1,1}_k)$-bimodule. This follows since the terms of $p^k_k$ are free $(R^k, R^k)$-bimodules, and

$$
R^{k-1,1}_k \otimes_{R^k} (R^k \otimes_C R^k) \otimes_{R^k} R^{k-1,1}_k \cong R^{k-1,1}_k \otimes_C R^{k-1,1}_k.
$$

Using this resolution, the slide map is induced by the map

$$
R^k \otimes_{(R^k)^{op}} \left( R^{k-1,1}_k \otimes_{R^k} p^k_k \right) \xrightarrow{\cong} R^{k-1,1}_k \otimes_{(R^k)^{op}} \left( R^{k-1,1}_k \otimes_{R^k} p^k_k \otimes_{R^k} R^{k-1,1}_k \right)
$$

that sends $1 \otimes f \otimes v \mapsto 1 \otimes f \otimes v \otimes 1$. Finally, the third map is the one induced on Hochschild homology by the multiplication map

$$
R^{k-1,1}_k \otimes_{R^k} R^{k-1,1}_k \to R^{k-1,1}_k
$$

$$
f \otimes g \mapsto fg
$$

of $(R^{k-1,1}_k, R^{k-1,1}_k)$-bimodules. In order to lift this map to our projective resolution, it helps to note that, after using the isomorphism $R^{k-1,1}_k \otimes_{R^k} R^{k-1,1}_k \cong R^{k-1,1}_k \otimes_{R^k} R^{k-1,1}_k \otimes_{R^k} R^{k-1,1}_k$, the above map is the same as the composition:

$$
R^{k-1,1}_k \otimes_{R^k} R^k \otimes_{R^k} R^{k-1,1}_k \otimes_{R^k} R^{k-1,1}_k \otimes_{R^k} R^{k-1,1}_k \to R^{k-1,1}_k
$$

$$
R^{k-1,1}_k \otimes_{R^k} R^{k-1,1}_k \otimes_{R^k} R^{k-1,1}_k \to R^{k-1,1}_k
$$
where the second map is simply multiplication $f \otimes g \otimes h \mapsto fgh$. We can lift this to the map

$$P_{k-1,1} \otimes R_k \to P_{k-1,1} \otimes R_k \to P_{k-1,1} \otimes R_k \to P_{k-1,1}$$

given by $f \otimes v \otimes g \mapsto fvg$. Our final map is the one induced by this on Hochschild homology.

Composing these three maps, we find that the foam in equation (5.9) is sent to the map on homology induced by the map

$$R_k \otimes (R_k) \to R_{k-1,1} \otimes (R_{k-1,1}) \to P_{k-1,1} \otimes R_k \to P_{k-1,1}$$

that sends $1 \otimes v \mapsto 1 \otimes v$, i.e. on homology it is simply the inclusion

$$\left( \mathbb{C}[t_1, \ldots, t_k] \otimes \mathbb{C} \right) \mathcal{S}_k \mathcal{S}_k \mathcal{S}_k \cong \left( \mathbb{C}[t_1, \ldots, t_k] \otimes \mathbb{C} \right) \mathcal{S}_{k-1} \times \mathcal{S}_1$$

as desired.

Finally, it suffices to compute the image under $HH_\bullet \circ \hTr(\Psi_{BS})$ of the foam:

$$(5.11)$$

To do so, we use a similar argument as in Section 5.1. Indeed, precomposing the map $HH_\bullet \circ \hTr(\Psi_{BS})$ with the map $\hat{U}(\mathfrak{sl}_2[t]) \xrightarrow{\hTr(\Phi)} \mathcal{A} \mathcal{F}oam$, we see that the image of the foam in equation (5.11) is the action of the standard Chevalley generator $F \in \mathfrak{sl}_2$ mapping from the second-lowest to the lowest weight space of an $\mathfrak{sl}_2$ representation. It follows that on this weight space we can write $F = (F', 0)$ with $F'$ invertible, using the isotypic decomposition. On the lowest weight space, which in this case has weight $-l$, the Chevalley generator $E$ can similarly be written as $E = \left( E' \right)$, and we have

$$-l \cdot \text{id} = EF - FE = 0 - (F' \cdot 0) \left( E' \right) = -F'E'$$

thus $F' = l \cdot (E')^{-1}$. Now, $E$ acts via the foam

and a similar computation to the one used to compute the foam in equation (5.9) shows that this is the inclusion

$$(\mathbb{C}[t_1, \ldots, t_l] \otimes \mathbb{C} \wedge^\bullet (\mathbb{C}^l)) \mathcal{S}_l \mathcal{S}_l \mathcal{S}_l \cong \left( \mathbb{C}[t_1, \ldots, t_l] \otimes \mathbb{C} \wedge^\bullet (\mathbb{C}^l) \right) \mathcal{S}_{l-1} \times \mathcal{S}_1$$

hence the foam in equation (5.11) is $l$ times the projection, as desired.

$\square$

**Remark 5.5.** Our construction of $HH_\bullet(\mathcal{C})$ in this section precisely categorifies the description of the HOMFLYPT polynomial given in Proposition 1.4, which is given as the $n \to \infty$ limit of the symmetric

$\begin{cases}
\text{symmetric} & \text{20}\text{Although this representation is infinite-dimensional, it is finite-dimensional in each q-degree and the sl}_2 \text{ action preserves this degree.}
\end{cases}$
webs presentation of the \(\mathfrak{sl}_n\) link polynomials. Indeed, the complex \([\beta]_o\) decategorifies to exactly give \(\{\hat{\beta}\}_o\), and the isomorphism in equation (5.7) shows that we exactly have

\[
\dim_{q,a} \text{Sym}^k(V_\infty) = q^k a^{-k} \prod_{i=1}^k \frac{1-a^2 q^{2i-2}}{1-q^{2i}} = c_{\text{Sym}^k}
\]

For this reason, we will see in Section 6.1 that the spectral sequence induced by the "most obvious" differential on this complex converges not to \(KhR_n(\mathcal{L})\), but rather to the \(\mathfrak{gl}_n\) link homology that is constructed in the next section (and is likewise built from symmetric powers).

5.3. \(\mathfrak{gl}_n\) link homology. As detailed after Theorem 3.9, \(\overline{\mathcal{H}}_{V_n,t}(\hat{\beta})\) is particularly interesting. In this section, we study this invariant, and prove Theorem 3.10.

At the decategorified level, the \(\mathfrak{sl}_n\) Reshetikhin-Turaev polynomials [49] can be defined for links colored by arbitrary \(U_q(\mathfrak{sl}_n)\) representations; however, in the typical web-based approach to link polynomials and link homology, \(k\)-colored link components are understood as colored by the fundamental representations \(\bigwedge^k(C_q^n)\). On the other hand, the symmetric powers of the fundamental representation are the ones involved in the construction of 3-manifold invariants and link homology, since up to a shift in super-degree, it can equivalently be expressed in terms of symmetric powers of \(\mathfrak{sl}_n\) link homology, see e.g. [14, 60, 56, 51, 8]. This technique results in homology theories for colored knots and links that are manifestly infinite-dimensional, and thus cannot be directly used to build \((3+1)\)-dimensional TQFTs.

Thus far, the typical method for categorifying such colored invariants has mostly followed the route of constructing categorical analogues of the highest weight projectors from the \(k\)-fold tensor product of the standard representation to the \(k\)th symmetric representation, see e.g. [14, 60, 56, 51, 8]. This technique results in homology theories for colored knots and links that are manifestly infinite-dimensional, and thus cannot be directly used to build \((3+1)\)-dimensional TQFTs. The following result is hence promising, and follows immediately from the definition of \(\overline{\mathcal{H}}_{V_n,t}(\hat{\beta})\) in Theorem 3.9, and the discussion in Section 1.1, particularly Remark 1.7.

**Proposition 5.6.** Let \(\beta\) be a balanced, colored braid and \(V_n = q^1 - n \mathbb{C}[t]/t^n\) with \(\text{deg}_q(t) = 2\), then \(q^{n w_\beta + W_\beta - w_\beta} \overline{\mathcal{H}}_{V_n,t}(\hat{\beta})\) is finite dimensional, and taking the alternating sum of graded dimensions recovers the \(\mathfrak{sl}_n\) Reshetikhin-Turaev invariant of the associated colored link \(\mathcal{L}_\beta\), with components colored by the corresponding symmetric powers of the standard representation \(C_q^n\) of \(U_q(\mathfrak{sl}_n)\).

**Proof.** The invariant is finite-dimensional since it is the homology of a bounded complex of finite-dimensional graded vector spaces. Comparing the construction of \(\overline{\mathcal{H}}_{V_n,t}(\hat{\beta})\) with the discussion in Section 1.1, and noting that \(\dim_q(\text{Sym}^k(V_n)) = \left\lceil \frac{n+k-1}{k} \right\rceil\), proves the second claim. \(\Box\)

From the definition, it is only clear \textit{a priori} that \(q^{n w_\beta + W_\beta - w_\beta} \overline{\mathcal{H}}_{V_n,t}(\hat{\beta})\) is an invariant of the annular link \(\hat{\beta}\). We now show that this homology is indeed invariant under the second Markov move, and hence determines an invariant of links \(\mathcal{L}_\beta \subset S^3\). Recall that we denote the resulting homology theory \(\mathcal{H}_{-n}(\mathcal{L}_\beta)\) and call it \(\mathfrak{gl}_{-n}\) link homology, since up to a shift in super-degree, it can equivalently be obtained as \(q^{n w_\beta + W_\beta - w_\beta} \overline{\mathcal{H}}_{V_n,t}(\hat{\beta})\), and thus is the analogue of \(\mathfrak{sl}_n\) Khovanov-Rozansky homology for the Lie superalgebra \(\mathfrak{gl}_{-n} = \mathfrak{gl}_{0|n}\) (compare to Theorem 5.1, and note that \(\Pi V_n \cong \mathbb{C}^{0|n}\)). Nevertheless, we work with its formulation in terms of symmetric powers of \(V_n\) to avoid the use of super vector spaces.

To prove Markov II invariance, we observe that, surprisingly, this invariant has appeared before, although in a different guise, \textit{i.e.} without the use of our annular evaluation technology, and without specialization to a root of unity [48, 69], although the results in [15] suggest other means to recover the 3-manifold invariants.

---

21 This requires specializing \(q\) to a root of unity [48, 69], although the results in [15] suggest other means to recover the 3-manifold invariants.
the relation to \( \mathfrak{gl}_n \). Indeed, while this work was in progress, the paper \cite{9} appeared. Therein, Cautis constructs a differential \( \delta_n \) on the complex used to compute HOMFLYPT link homology, i.e. in our notation, on the complex \( q^{s_i}W_{\beta}a_{\pi_{ij}}\mathbb{H}_n(\Psi_{BS}(\{\beta\})) \). Denoting the “usual” differential on this complex by \( \partial \), i.e. the one coming from equations (3.9) and (3.10), it is shown in \cite[Theorem 6.1]{9} that \( \delta_n \) commutes with \( \partial \), and that the homology of the total complex \( \text{Tot}(q^{s_i}W_{\beta}a_{\pi_{ij}}\mathbb{H}_n(\Psi_{BS}(\{\beta\})), \partial, \delta_n) \) is an invariant of \( \mathcal{L}_\beta \).

In Section 6.1 below, we introduce a differential \( d_{-n} \) on the complex
\[
C_0(\hat{\beta}) := a_{\pi_{ij}}^n q^{s_i}W_{\beta}a_{\pi_{ij}}\mathbb{H}_n(\hTr(\Psi_{BS}(\{\hat{\beta}\})) )) \simeq a_{\pi_{ij}}^n q^{s_i}W_{\beta}a_{\pi_{ij}}\mathbb{H}_n(\Psi_{BS}(\{\beta\}))
\]
that commutes with \( \partial \), and so that
\[
H^\bullet(\mathbb{H}^\bullet(C_0(\hat{\beta}), d_{-n}), \partial) \cong \mathcal{H}_{-n}(\mathcal{L}_\beta).
\]
Here \( \mathbb{H}^\bullet \) denotes taking homology with respect to the indicated differentials. For degree reasons, the spectral sequence \( H^\bullet(H^\bullet(C_0(\hat{\beta}), d_{-n}), \partial) \Rightarrow H^\bullet(\text{Tot}(C_0(\hat{\beta}), \partial, d_{-n})) \) collapses at the second page, which gives that \( \mathcal{H}_{-n}(\mathcal{L}_\beta) \cong H^\bullet(\text{Tot}(C_0(\hat{\beta}), \partial, d_{-n})). \)

Hence, to show that \( \mathcal{H}_{-n}(\mathcal{L}_\beta) \) is an invariant of links in \( S^3 \), it suffices\(^{22}\) to show that the differential \( \delta_n \) agrees with \( d_{-n} \) after applying the homotopy equivalence in equation (5.12). To see this, we observe that, starting with the complex \( q^{s_i}W_{\beta}a_{\pi_{ij}}\mathbb{H}_n(\Psi_{BS}(\{\beta\})) \), we can proceed as in Theorem 3.2, simplifying the complex by replacing the terms in the complex, which are the Hochschild homology of bimodules assigned to the various webs in \( \{\beta\} \), with the Hochschild homology of simpler webs. It suffices to show that the differential \( \delta_n \) is compatible with these simplifications, and then to identify it with \( d_{-n} \) on the simplified complex \( C_0(\hat{\beta}) \). The differential \( \delta_n \) acts summand-wise on \( q^{s_i}W_{\beta}a_{\pi_{ij}}\mathbb{H}_n(\Psi_{BS}(\{\beta\})) \): each web in \( \{\beta\} \) contributes a term that is the Hochschild homology of an \((R^k, R^k)\)-bimodule (where \( k \) corresponds to the labelings of the boundary of the web), and the differential is given on such a term by the action of an element \( \gamma_k \in \mathbb{H}^1(R^k) \) on the Hochschild homology.

All of the homotopy equivalences used in Theorem 3.2 to simplify the complex \( [\hat{\beta}] \) take one of the following three forms:

(1) a web \( \mathbb{W} \) is replaced by a direct sum \( \bigoplus_i \mathbb{W}_i \) of isomorphic webs,
(2) a “reverse” Gaussian elimination homotopy equivalence is used to replace a web that is isomorphic to a summand of another web, or
(3) an annular web is replaced by an isotopic one, using an isotopy that slides part of the web around the annulus.

In our setting, compatibility with the analogue of the first type of equivalence follows since the action of \( \gamma_k \) on \( \mathbb{H}_n(\Psi_{BS}(\mathbb{W})) \) agrees with that on \( \bigoplus_i \mathbb{H}_n(\Psi_{BS}(\mathbb{W}_i)) \). This also confirms the second type, since the maps realizing the homotopy equivalence are built from the terms in the isomorphism and the differentials in the complex, and these all commute with the action of \( \gamma_k \). Compatibility with the third type is equivalent to showing that if a web \( \mathbb{W} \) with boundary \( k \) can be written as the (horizontal) composition of two webs \( \mathbb{W} = \mathbb{W}_1 \cdot \mathbb{W}_2 \) glued along boundary \( \mathbb{P} \), then the action of \( \gamma_k \) on

\(^{22}\) In general, given two double complexes \((C, \partial_C, \delta_C)\) and \((D, \partial_D, \delta_D)\) and a homotopy equivalence \( f : (C, \partial_C) \stackrel{\cong}{\to} (D, \partial_D) \) with homotopy inverse \( g \), to deduce that \( f \) and \( g \) induce a homotopy equivalence between the total complexes, it suffices to check that \( f \) and \( g \) are chain maps with respect to the differentials \( \delta_C \) and \( \delta_D \), and that these differentials commute with the maps realizing the homotopies \( id_C \simeq gf \) and \( id_D \simeq fg \). In our case, all homotopy equivalences are Gaussian eliminations, hence are built from the entries of the “horizontal” differentials, so the check that the “vertical” differentials commute with the relevant maps follows since these latter differentials are given summand-wise, and commute with the former.
$HH_* (Ψ_{BS} (W_1 \cdot W_2))$ agrees with that of $γ_p$ on $HH_* (Ψ_{BS} (W_2 \cdot W_1))$. This follows directly from [9, Lemma 6.2]. Finally, identifying $δ_β$ on $HH_* (hTr (Ψ_{BS} ([β]_L)))$ amounts to computing the action of $γ_k$ on $HH_* (R^k)$, which we do in Section 6.2 below, after we define our differential $d_{-n}$.

We now note a surprising result, which will complete the proof of Theorem 3.10. For an uncolored (i.e. 1-colored) braid $β$, both $H_{-n} (L_β)$ and $KhR_n (L_β)$ are invariants of the link $L_β \subset S^3$, and both decategorify to the (uncolored) $sl_n$ Reshetikhin-Turaev invariant of $L_β$, since $A^1 C_q^n \cong C_q^n \cong Sym^1 C_q^n$. One might expect that (perhaps up to a re-grading) these invariants are isomorphic, but this is not the case.

Proposition 5.7. In general, $H_{-n} (L_β) \not\cong KhR_n (L_β)$ for an uncolored link $L_β$.

Proof. It suffices to exhibit an example. Let $T$ be the right-handed trefoil knot. In Section 7.3 we show that $\dim_{q,h} (KhR^2 (T)) = (q + q^3) + h^2 q^5 + h^3 q^9$, while $\dim_{q,h} (H_{-2} (T)) = h^{-2} (q^7 + q^5) + h^{-1} (q^9 + q^7)$. Hence, these invariants are not isomorphic, even as non-graded vector spaces (but do decategorify to give the same Laurent polynomial).

Moreover, $H_{-2} (L_β)$ is also distinct from odd Khovanov homology [42]; see Section 7.2. We also stress that even in the most trivial case of $n = 1$, the two homologies $H_{-n} (L_β)$ and $KhR_n (L_β)$ differ; the latter is always 1-dimensional, so it appears that the former contains more information.

Remark 5.8. It is predicted in [16] that there should exist a reduced $gl_n$ link homology, and that this theory should be isomorphic to reduced $sl_n$ Khovanov-Rozansky homology. It is an interesting open question to relate such a theory to our invariant $H_{-n} (L_β)$.

5.4. Other link homology theories. In this section, we discuss a number of other link homologies (some old, some new), which are given by our construction for choices of $V$ and $T$ not-yet discussed. Our exposition will be brief, as all results follow from arguments analogous to those in Sections 5.1 – 5.3, and in [45].

5.4.1. Annular theories. Taking $V = C^n$, $T = 0$, the definition of $H_{C^n,0}^\wedge (\hat{β})$ precisely coincides with that for annular $sl_n$ Khovanov-Rozansky link homology $AKhR_n (\hat{β})$. This invariant of annular links $\hat{β}$ was defined by the first two named authors in [45] (extending the $n = 2$ case from [1]), and we recall here its pertinent properties. The differentials in $[\hat{β}]$ are sent by $Y_{C^n,0}$ to compositions of the maps $\pi_t$ and $\zeta_t$ from (4.9), which commute with the action of $sl_n$ on the vector spaces $Y_{C^n,0}$ induced via the canonical action of $sl_n$ on $C^n$. It follows that $AKhR_n (\hat{β})$ carries an action of $sl_n$, generalizing the $sl_2$ action on sutured annular Khovanov homology from [20]. Simple computations show that this does not determine an invariant of the corresponding link $L_β$ (i.e. is not invariant under the second Markov move); however, there does exists a spectral sequence $AKhR_n (\hat{β}) \Rightarrow KhR_n (L_β)$, arising from the filtration by (relative) current algebra degree on the complex used to compute the latter.

Passing from skew-symmetric to symmetric tensors, we consider $H_{C^n,0}^\wedge (\hat{β})$, which is an invariant of annular links $\hat{β}$ built from the $sl_n$ representations $Sym^k (C^n)$. As in the non-annular case, up to an overall super-degree shift we can also obtain this invariant as $H_{C^n,0}^\wedge (\hat{β})$, so we call this invariant annular $gl_n$ link homology, and denote it by $AH_{-n} (\hat{β})$. Simple computations show that $AH_{-n} (\hat{β}) \not\cong AKhR_n (\hat{β})$. Repeating the above arguments in this setting, we have the following result.

Proposition 5.9. Annular $gl_n$ link homology is an invariant of the annular link $\hat{β}$, carries an action of $sl_n$, and admits a spectral sequence $AH_{-n} (\hat{β}) \Rightarrow H_{-n} (L_β)$. 

More generally, we can consider $\mathcal{H}_{V,0}(\hat{\beta})$ for any choice of $V$ (and for $\square = \circ$ or $\wedge$). Taking $V = \mathbb{C}[t, \theta]/\theta^2$ produces the annular HOMFLYPT homology $AHHH(\hat{\beta})$ conjectured to exist in [21]. As in the $\mathfrak{s}l_n$ and $\mathfrak{gl}_n$ cases, filtering the complex $C_n(\hat{\beta})$ from equation (5.12) by current algebra degree produces a spectral sequence from annular to non-annular HOMFLYPT homology. Additionally, in this case we can also repeat the constructions in Section 6 below to obtain spectral sequences from annular HOMFLYPT homology to the annular $\mathfrak{s}l_n$ and $\mathfrak{gl}_n$ homologies. In summary, we obtain the following result.

**Proposition 5.10.** Annular HOMFLYPT homology is an invariant of the annular link $\hat{\beta}$, and admits spectral sequences converging to each of $HHH(L_{\hat{\beta}})$, $AKhR_n(\hat{\beta})$, and $A\mathcal{H}_{-\infty}(\hat{\beta})$.

**Remark 5.11.** Taking $V = \mathbb{C}[t, \theta]/\theta^2$ for any choice of $m, n \in \mathbb{N}$, we obtain an annular link homology theory corresponding to $\mathfrak{gl}_{m|n}$. The super Howe duality from [46] shows that this invariant similarly carries an action of $\mathfrak{gl}_{m|n}$. Unfortunately, for general $m, n$, it is not clear how (or if) this should be related to the conjectural $\mathfrak{gl}_{m|n}$ homology [18] of colored links in $S^3$.

### 5.4.2. Deformations

In [53], the second named author and Wedrich showed that deformed, colored $\mathfrak{sl}_n$ link homology (see [70] and references therein) can be defined in the context of a deformation of $n$-Foam, in which the relation (3.2) is replaced by the relation

$$p(t) = 0$$

where $p(t) \in \mathbb{C}[t]$ is any (monic) polynomial of degree $n$. Repeating the arguments in Section 5.1 in this context, and noting that [53, Lemma 15] identifies the deformed $\mathfrak{sl}_n$ homology of the $k$-colored unknot with $\Lambda^k(\mathbb{C}[t]/p(t))$, we arrive at the following.

**Proposition 5.12.** Let $V_p = \mathbb{C}[t]/p(t)$, then for any balanced, colored braid $\beta$, $\mathcal{H}_{V_p,t}(\mathcal{L}_{\hat{\beta}})$ agrees with the deformed, colored $\mathfrak{sl}_n$ link homology of $\mathcal{L}_{\hat{\beta}}$.

Similarly, we can define deformed, colored $\mathfrak{gl}_{-\infty}$ link homology by considering $\mathcal{H}_{V_p,t}(\mathcal{L}_{\hat{\beta}})$.

### 6. Differentials and Mirror Symmetry

In this section, we further study HOMFLYPT link homology. We construct two families of differentials that induce spectral sequences $HHH(L_{\hat{\beta}}) \Rightarrow \mathcal{H}_{-\infty}(\mathcal{L}_{\hat{\beta}})$ and $HHH(L_{\hat{\beta}}) \Rightarrow KhR_n(\mathcal{L}_{\hat{\beta}})$. In order to define the latter, we give a categorical interpretation of the “mirror symmetry” for HOMFLYPT polynomials detailed in Remark 1.6.

#### 6.1. The differential $d_{-\infty}$

The super vector space $\mathbb{C}[t, \theta]/\theta^2$ admits a differential\(^{23} d_{-\infty}$ determined by

$$d_{-\infty}(t) = 0 \quad , \quad d_{-\infty}(\theta) = t^n$$

\(^{23}\)It may seem strange notation to call this differential $d_{-\infty}$, as opposed to $d_n$, but we take this choice because the corresponding spectral sequence will converge to $\mathcal{H}_{-\infty}(\mathcal{L}_{\hat{\beta}})$, while $d_n$ should give a spectral sequence to $\mathfrak{gl}_n$ link homology. From the perspective of $HHH(L_{\hat{\beta}})$, it would make more sense to call Khovanov-Rozansky homology “$\mathfrak{gl}_{-\infty}$ link homology,” but we’ve chosen not to fight history in this paper.
that extends to all of $\mathbb{C}[t, \theta]/\theta^2$ by insisting that it is a DG algebra. The differential $d_{-n}$ is a map of $(q,a)$-degree $(2n, -2)$, so the degree giving the DG structure is one-half the $a$-degree. We denote this degree by $\deg_D$ for the remainder of this section. Equation (6.1) also specifies a differential on the super vector space $V_{\infty} = qa^{-1}\mathbb{C}[t, \theta]/\theta^2$ giving the HOMFLY homology of the unknot, by insisting that the latter is a DG module over $(\mathbb{C}[t, \theta]/\theta^2, d_{-n})$. Here, our shifts do not affect the $D$-degree. The differential $d_{-n}$ preserves $\deg_{\omega} := \deg_q + n \deg_a$, and we find that $H^*(V_{\infty}, d_{-n}) \cong V_n = q^{1-n}\mathbb{C}[t]/t^n$, provided we identify the $q$-degree with the latter with the $Q_n$-degree on the former.

**Proposition 6.1.** Let $\beta$ be a balanced, colored braid. The differential $d_{-n}$ induces a spectral sequence with first page $HHH(L_\beta)$ that converges to $\mathcal{H}_{-n}(L_\beta)$.

**Proof.** The differential $d_{-n}$ induces a differential on $V_{\infty}^{\otimes k}$ that we also denote by $d_{-n}$. The symmetric group $\Theta_k$ acts on the super vector space $V_{\infty}^{\otimes k}$, and this action commutes with24 $d_{-n}$. It follows that $(\text{Sym}^k V_{\infty}, d_{-n})$ is a subcomplex and the inclusion and projection maps

$$
(\text{Sym}^k V_{\infty}, d_{-n}) \hookrightarrow (V_{\infty}^{\otimes k}, d_{-n}) \text{ and } (V_{\infty}^{\otimes k}, d_{-n}) \twoheadrightarrow (\text{Sym}^k V_{\infty}, d_{-n})
$$

are chain maps. Moreover, it is easy to see that the endomorphisms $\text{id}_{\otimes j-1} \otimes t \otimes \text{id}_{\otimes k-j} : V_{\infty}^{\otimes k} \to V_{\infty}^{\otimes k}$ also commute with $d_{-n}$, for $j = 1, \ldots, k$.

It follows that $d_{-n}$ determines a differential on the complex

$$
C_0(\hat{\beta}) = a^{w_\beta - i_\beta} q^{a + W_\beta - w_\beta} HH_4(h\text{Tr}(\Psi_{BS}(\hat{\beta})) \cong a^{w_\beta} q^{W_\beta - w_\beta} \mathcal{Y}^S_{V_{\infty}, t}(\hat{\beta})_0)
$$

that commutes with the differential whose homology gives $HHH(L_\beta)$; we denote this latter differential by $\partial$. Passing to the associated double complex, we obtain two spectral sequences by considering the “horizontal” and “vertical” filtrations.

Viewing $\partial$ as the horizontal differential, and $d_{-n}$ as the vertical one, the first page of the latter spectral sequence is the homology of $C_0(\hat{\beta})$ with respect to $\partial$, hence is $HHH(L_\beta)$. The differentials on this page of the spectral sequence are those induced by $d_{-n}$, and since $HHH(L_\beta)$ is supported in only finitely many $h$- and $a$-degrees, the spectral sequence converges to the homology of the total complex $\text{Tot}(C_0(\hat{\beta}), \partial, d_{-n})$.

It remains to identify the homology of the total complex with $\mathcal{H}_{-n}(L_\beta)$. Considering the horizontal filtration, we obtain a spectral sequence whose first page is the homology of $C_0(\hat{\beta})$ with respect to $d_{-n}$. To compute this first page, we first note that $H^*(V_{\infty}, d_{-n}) \cong V_n^{\otimes k}$ by the Künneth theorem. Further, it is easy to see that $H^*(\text{Sym}^k V_{\infty}, d_{-n}) \cong \text{Sym}^k V_n$, and more generally the Künneth theorem shows that $H^*(\text{Sym}^k V_{\infty} \otimes \cdots \otimes \text{Sym}^k V_{\infty}, d_{-n}) \cong \text{Sym}^k V_n \otimes \cdots \otimes \text{Sym}^k V_n$. It follows that the terms in $H^*(C_0(\hat{\beta}), d_{-n})$ are precisely the terms in the complex $q^{w_\beta + W_\beta - w_\beta} \mathcal{Y}^S_{V_{\infty}, t}(\hat{\beta})_0$.

The maps induced on $H^*(-, d_{-n})$ by the inclusion and projection maps in equation (6.2) are precisely the inclusion and projection maps $V_{\infty}^{\otimes k} \hookrightarrow V_n$ and $V_n \twoheadrightarrow \text{Sym}^k V_n$, and, the map induced by $t : V_{\infty} \to V_{\infty}$ on $(V_{\infty}, d_{-n})$ is $t : V_n \to V_n$. This implies that the differential on the first page, which is induced on $H^*(C_0(\hat{\beta}), d_{-n})$ by $\partial$, is the differential on the complex $q^{w_\beta + W_\beta - w_\beta} \mathcal{Y}^S_{V_n, t}(\hat{\beta})_0$. It follows that the second page of this spectral sequence is precisely $\mathcal{H}_{-n}(L_\beta)$. Moreover, the differentials on all pages of the spectral sequence after the first are zero, as they don’t preserve the $a$-degree, and the terms on the first page are all concentrated in a single $a$-degree. It follows that $\text{Tot}(C_0(\hat{\beta}), \partial, d_{-n}) \cong \mathcal{H}_{-n}(L_\beta)$.

24To see this, note that the super-degree $\deg_H$ equals $\deg_D \text{mod}(2)$, and recall that $\sigma_i \in \Theta_k$ acts via $\sigma_i(v_1 \otimes \cdots \otimes v_i \otimes v_{i+1} \otimes \cdots \otimes v_k) = (-1)^{\deg_H(v_i) \deg_H(v_{i+1})} v_1 \otimes \cdots \otimes v_i \otimes v_{i+1} \otimes \cdots \otimes v_k$ on a tensor product of super vector spaces.
Remark 6.2. In the setting of reduced \( \mathfrak{s}_k \) homology, there is a similar spectral sequence, due to Rasmussen [47]. Recent work of Naisse-Vaz [40] gives a new construction of this spectral sequence, and shows that it converges at the second page, i.e. that there are differentials \( d_n \) on reduced \( \text{HHH}(\mathcal{L}) \) whose homology give reduced \( \text{KhR}_n(\mathcal{L}) \). We will construct such a spectral sequence in the unReduced, colored setting in Section 6.2 below, and this construction mirrors our construction in Proposition 6.1.

We hence conjecture that our \( \mathfrak{gl}_n \) spectral sequence also converges at the second page.

We close this section by verifying the only outstanding part of our proof of Theorem 3.10 from Section 5.3, that Cautis’s differential \( \delta_n \) agrees with \( d_n \) on the HOMFLYPT homology of concentric, labeled circles. As detailed in Section 5.3, in Cautis’s setup the invariant of circles labeled \( k_1, \ldots, k_m \) is \( \text{HH}_*(R^k) \). After identifying \( \text{HH}_*(R^k) \) with \( \bigoplus_{0 \leq t \leq k} \mathbb{C}[t_1, \ldots, t_k] \cdot dt_{i_1} \wedge \cdots \wedge dt_{i_t} \), the differential \( \delta_n \) is given by the action of the element

\[
\gamma = \sum_{i=1}^k t_i^\gamma \frac{\partial}{\partial t_i} \in \bigoplus_{i=1}^k \mathbb{C}[t_1, \ldots, t_k] \cdot \frac{\partial}{\partial t_i} \cong \text{HH}_1(R^k).
\]

More generally, since \( \gamma \) is symmetric, it determines an element \( \gamma_k \in \text{HH}_1(R^{k_1, \ldots, k_m}) \) for every \( k = [k_1, \ldots, k_m] \), and the differential \( \delta_n \) is given by the action of \( \gamma_k \) on \( \text{HH}_*(R^{k_1, \ldots, k_m}) \subseteq \text{HH}_*(R^k) \). It thus suffices to check that \( \delta_n \) agrees with \( d_n \) on \( \text{HH}_*(R^k) \). We can identify \( \Omega^*(\mathcal{C}^k) \) with the super vector space \( \mathcal{V}^k \) by identifying basis vectors \( t_1^p_1 \cdots t_k^p_k \cdot dt_{i_1} \wedge \cdots \wedge dt_{i_t} \) (with \( i_r < i_{r+1} \)) with the vectors \( \partial_j t_1^p_1 \cdots t_k^p_k \cdot dt_{i_1} \wedge \cdots \wedge dt_{i_t} \), where \( j_i = 1 \) if \( i \in \{i_1, \ldots, i_t\} \), and is zero otherwise. After doing so, it is clear that \( \delta_n \) and \( d_n \) agree.

6.2. The differential \( d_n \). As mentioned in Remark 5.5, our construction of \( \text{HHH}(\mathcal{L}) \) naturally categorifies the symmetric webs presentation of the HOMFLYPT polynomial in Proposition 1.4, so the spectral sequence from Section 6.1 can be viewed as a categorical analogue of specializing \( a = q^n \) in that setting. This begs the question: can we also realize the categorical version of the specialization in Propositions 1.3 and 1.5 using our framework?

Indeed, we can. To do so, we first give a variant of the construction of \( \text{HHH}(\mathcal{L}) \) from Section 5.2 that naturally categorifies the description of the HOMFLYPT polynomial in Proposition 1.5. We then introduce a differential \( d_n \) that agrees with \( d_n \) on 1-colored circles, but differs on circles of higher color. This differential induces a spectral sequence from HOMFLYPT link homology to \( \mathfrak{s}_n \) Khovanov-Rozansky homology, and in the colored case between the \( \mathcal{A} \)-colored variants of these theories.

Recall from Remark 5.2 that the version of \( \mathfrak{s}_n \) Khovanov-Rozansky that categorifies the \( \mathfrak{s}_n \) link polynomial, as formulated in Section 1.1, is \( \text{KhR}_n(\mathcal{L}) \). We begin by defining an analogous version of HOMFLYPT link homology, which we denote \( \text{HHY}(\mathcal{L}) \). Let \( \text{Foam}^Y \) denote the version of the 2-category \( \text{Foam} \) in which the \( q \)-degree has been negated. Similarly, given a colored braid \( \beta \), let \( [\beta]^Y \in \mathcal{K}^Y(\text{Foam}^Y) \) be given by negating the grading shifts in equations (3.9) and (3.10), i.e. by replacing every instance of \( q \) by \( \frac{1}{q} \). Repeating the arguments in Sections 3 and 4, with all \( q \)-degrees negated, shows that the homology of the complex \( \mathcal{T}_{\mathcal{V},\mathcal{T}}^Y(\mathcal{V},(\hat{\beta})^Y) \) is an invariant of the annular link \( \hat{\beta} \) for any graded super vector space \( \mathcal{V} \) and endomorphism \( T \) of degree \(-2\).

Set \( \mathcal{V}_\infty^Y := q^{-1}a\mathcal{C}(t, \partial t) / \partial t^2 \), where \( t \) is an even variable with \( \text{deg}_{q,a}(t) = (-2,0) \) and \( \partial \) is an odd variable with \( \text{deg}_{q,a}(\partial) = (0,-2) \). Given a balanced, colored braid \( \beta \), define

\[
\text{HHH}(\mathcal{L},\beta) := \mathcal{H}^Y(h^w a^w \hat{a}^w W_\beta \mathcal{T}_{\mathcal{V}_\infty^Y,T}^Y((\hat{\beta})^Y)).
\]
Proposition 6.3. Given a balanced, colored braid $\beta$, $\chi(\text{HHH}^V(L_\beta)) = P_\infty(a, q, L_\beta^\vee)$, where the latter denotes the $\wedge$-colored HOMFLYPT polynomial.

Proof. We first note that

$$\dim_{q, a} (\wedge^k V^\vee_\infty) = q^{-k} a^k \prod_{i=1}^k \frac{q^{2-2i} - a^{-2}}{1 - q^{-2i}} = (-1)^k q^{-k} a^{-k} \prod_{i=1}^k \frac{1 - a^2 q^{2-2i}}{1 - q^{-2i}} = c_{\wedge}^k,$$

which follows using Remark 3.8 to obtain a variant of the isomorphism in equation (5.7). We then compute that

$$\chi(\text{HHH}^V(L_\beta)) = (-1)^w a^w q^{w_\beta - W_\beta} (-1) \sum_{c \in \beta} k_c l_c (\beta)_0 \big|_{c_{\wedge}^k}.$$

Here $\sum_{c \in \beta} k_c l_c$ denotes the sum over the crossings $c$ in $\beta$ of the labels $k_c$ and $l_c$ on the involved strands, and $\sum_{d \in \beta} k_d l_d$ is similarly defined, but only taking the sum over crossings $d$ in which two distinct colors are present. Since $\beta$ is balanced, the latter must be even. The result then follows from Remark 1.7.

In Proposition 6.6 below, we show that $\text{HHH}^V(L_\beta)$ is an invariant of the colored link $L_\beta \subset S^3$ (up to degree shifts). Before doing so, we construct our spectral sequence to Khovanov-Rozansky homology.

Proposition 6.4. Let $\beta$ be a balanced, colored braid. There exists a differential $d_n$ on the complex $\text{Tot}(\beta, t)$ that determines a spectral sequence with first page $\text{HHH}^V(L_\beta)$ and converging to $\text{KhR}_n^V(L_\beta)$.

Proof. The construction of this spectral sequence exactly parallels that in Proposition 6.1, simply trading $\text{Sym}^k$ for $\wedge^k$ throughout.

First, define the differential $d_n$ on $C[t, \partial]/\partial^2$ by taking $d_n(t) = 0, d_n(\partial) = t^n$, and extend to $C[t, \partial]/\partial^2$ by demanding that it be a DG algebra. We then obtain a differential on $V_\infty$ by requiring that it is a DG module. This differential raises the $D$-degree (which again is half the $a$-degree, before imposing the shifts defining $V_\infty$), and preserves the $q$-degree, which again is defined by $\deg_{Q_n} := \deg_q + n \deg_v$.

As above, there is an induced differential on the tensor product $(V_\infty^\vee)^{\otimes k}$ commuting with the symmetric group action, so $(\wedge^k V_\infty^\vee, d_n)$ is a subcomplex, and the inclusion and projection maps

$$((\wedge^k V_\infty^\vee, d_n) \hookrightarrow ((V_\infty^\vee)^{\otimes k}, d_n) \text{ and } (V_\infty^\vee)^{\otimes k}, d_n) \rightarrow (\wedge^k V_\infty^\vee, d_n)$$

are chain maps. Similarly, the endomorphisms $\text{id}^{\otimes k-1} \otimes t \otimes \text{id}^{\otimes k-j} : (V_\infty^\vee)^{\otimes k} \rightarrow (V_\infty^\vee)^{\otimes k}$ again commute with $d_n$, so the latter determines a differential on the complex

$$C^V_0(\hat{\beta}) := h^w q^{w_\beta - W_\beta} \chi^{V_\infty^\vee, t}([\hat{\beta}]_0^V)$$

that commutes with the differential $\partial$ coming from $[\hat{\beta}]_0^V$.

Repeating the arguments in Proposition 6.1, one of the filtrations on this double complex produces a spectral sequence with first page $\text{HHH}^V(L_\beta)$, and converging to the homology of the total complex $\text{Tot}(C^V_0(\hat{\beta}), \partial, d_n)$. Defining $\gamma_n^\vee = q^{n-1} C[t]/t^n$, we can proceed as above and use the spectral sequence arising from the other filtration to identify the homology of the total complex with the homology of the complex $h^w q^{w_\beta + W_\beta - W_\beta} \chi^{V_\infty^\vee, t}([\hat{\beta}]_0^V)$, after identifying the $q$-degree on the latter with the $Q_n$-degree on the former. The homology of this latter complex is precisely $\text{KhR}_n^V(L_\beta)$. $\square$
Remark 6.5. Our spectral sequence can be viewed as an unreduced, \( \Lambda \)-colored analogue of the Rasmussen spectral sequence. Such a spectral sequence was also constructed in [66], using the theory of matrix factorizations.

6.3. Mirror symmetry. In the previous section, we assigned a triply-graded vector space \( \text{HHH}^\vee(\mathcal{L}_\beta) \) to a balanced, colored braid \( \beta \) that decategorifies to the \( \Lambda \)-colored HOMFLYPT polynomial of the closure \( \mathcal{L}_\beta \subset S^3 \). In this section, we show that, up to a grading shift, this invariant is isomorphic to \( \text{HHH}(\mathcal{L}_\beta) \). This allows us to produce a spectral sequence \( \text{HHH}(\mathcal{L}_\beta) \Rightarrow \text{Kh}_R(\mathcal{L}_\beta) \), and provides a categorical interpretation of the mirror symmetry property of the colored HOMFLYPT polynomial.

Recall that the HOMFLYPT polynomial for (uncolored) links \( \mathcal{L} \subset S^3 \) can be defined as the unique link invariant \( P_{\infty}(\mathcal{L}) \) satisfying the relations:

\[
(6.3) \quad a^{-1}P_{\infty} \left( \begin{array}{c} \lambda \\ \lambda \end{array} \right) - aP_{\infty} \left( \begin{array}{c} \lambda \\ \lambda \end{array} \right) = (q^{-1} - q)P_{\infty} \left( \begin{array}{c} 1 \\ 1 \end{array} \right), \quad P_{\infty} \left( \begin{array}{c} \lambda \\ \lambda \end{array} \right) = \frac{a - a^{-1}}{q - q^{-1}}
\]

In this section, we use the notation \( P_{\infty}(a, q; \mathcal{L}) \) to emphasize the variables. Since both relations are invariant under the substitution \( q \leftrightarrow -q^{-1} \), we have the so-called “mirror symmetry”

\[
(6.4) \quad P_{\infty}(a, q; \mathcal{L}) = P_{\infty}(a, -q^{-1}; \mathcal{L})
\]

for the HOMFLYPT polynomial. More generally, for a link \( \mathcal{L}_\Lambda \) with \#\( \mathcal{L} \) components colored by partitions \( \Lambda = (\lambda_1, \ldots, \lambda_{\#\mathcal{L}}) \), this symmetry takes the form

\[
(6.5) \quad P_{\infty}(a, q; \mathcal{L}_\Lambda) = P_{\infty} \left( \begin{array}{c} a, q^{-1}; \mathcal{L}_{\Lambda^T} \end{array} \right)
\]

where \( \Lambda^T = (\lambda_1^T, \ldots, \lambda_{\#\mathcal{L}}^T) \) consists of the conjugates of the partitions in \( \Lambda \).

The skein relation in equation (6.3) implies that \( P_{\infty}(\mathcal{L}) \) is an odd (respectively even) function of \( q \) when the (uncolored) link \( \mathcal{L} \) has an odd (resp. even) number of components \#\( \mathcal{L} \). It follows that the (uncolored) mirror symmetry (6.4) can equivalently be written as

\[
(6.6) \quad P_{\infty}(a, q; \mathcal{L}_\Lambda) = (-1)^{\#\mathcal{L}} P_{\infty}(a, q^{-1}; \mathcal{L})
\]

which is precisely equation (1.7) from Remark 1.6 in the introduction. For a link with components colored by \( \Lambda = (\lambda_1, \ldots, \lambda_{\#\mathcal{L}}) \), equation (6.5) can be re-written as

\[
(6.6) \quad P_{\infty}(a, q; \mathcal{L}_\Lambda) = (-1)^{|\Lambda|} P_{\infty}(a, q^{-1}; \mathcal{L}_{\Lambda^T})
\]

for \( |\Lambda| = \sum_{i=1}^{\#\mathcal{L}} |\lambda_i| \). This re-formulation is well-known, see e.g. [62], and, in the case that \( \Lambda \) consists only of 1-row partitions, it follows by decategorifying our next result.

Proposition 6.6. There is an isomorphism \( \text{HHH}(\mathcal{L}_\beta) \cong h^{-w_\beta} \Pi^j \text{HHH}^\vee(\mathcal{L}_\beta) \) that preserves \( a \)- and \( h \)-degree, and negates \( q \)-degree. This isomorphism is a categorical manifestation of mirror symmetry.

Proof. Consider the isomorphism \( \mathcal{M} : \text{V}_{\infty} \Rightarrow \Pi^j \text{V}_{\infty}^\vee \) defined by sending \( t^k \mapsto \vartheta t^k \) and \( \theta t^k \mapsto t^k \). This gives an isomorphism \( \text{V}_{\infty} \otimes \mathbb{C}^m \Rightarrow \Pi^j \text{V}_{\infty}^\vee \otimes \mathbb{C}^m \) commuting with the action of \( \hat{U}(\mathfrak{gl}_m[t]) \), and hence induces an isomorphism

\[
\mathcal{M} : \text{Sym}^k(\text{V}_{\infty} \otimes \mathbb{C}^m) \xrightarrow{\cong} \text{Sym}^k(\Pi^j \text{V}_{\infty}^\vee \otimes \mathbb{C}^m) \cong \Pi^k \vee^k(\text{V}_{\infty}^\vee \otimes \mathbb{C}^m)
\]

of \( \hat{U}(\mathfrak{gl}_m[t]) \)-modules, for each \( k \). This isomorphism preserves \( a \)-degree, but negates the \( q \)-degree. Given a balanced, colored braid \( \beta \), this gives a \( q \)-degree negating chain isomorphism

\[
(6.7) \quad \mathcal{M} : T_{\text{V}_{\infty}, \lambda}^k(a^{w_\beta} q^{W_\beta - w_\beta} \mathcal{L}_\beta) \xrightarrow{\cong} \Pi^j \vee^k T_{\text{V}_{\infty}, \lambda}^k(a^{w_\beta} q^{w_\beta - W_\beta} \mathcal{L}_\beta)
\]
since the differentials in both complexes are given by the current algebra action. Taking homology now gives the isomorphism

\[ \text{HHH}(\mathcal{L}_\beta) \xrightarrow{\cong} h^{-w_\beta} \Pi^i \text{HHH}^\vee(\mathcal{L}_\beta). \]  

To see that this categorifies equation (6.6), note that for a balanced, colored braid \( \beta \), \( \chi(\text{HHH}(\mathcal{L}_\beta)) = P_\infty(a, q; \mathcal{L}^\Lambda) \), where \( \Lambda \) consists of the 1-row partitions corresponding to the colors of the strands in \( \beta \). Similarly, \( \chi(\text{HHH}^\vee(\mathcal{L}_\beta)) = P_\infty(a, q; \mathcal{L}^{\Lambda^T}) \). The result then holds since the parity of \( i_\beta - w_\beta \) equals the parity of \( \# \mathcal{L}_\beta \), and because the isomorphism in equation (6.8) negates \( q \)-degree. \( \square \)

**Corollary 6.7.** Given a balanced, colored braid \( \beta \), there is a spectral sequence \( \text{HHH}(\mathcal{L}_\beta) \Rightarrow \text{KhR}_n(\mathcal{L}_\beta) \).

**Proof.** Conjugating the differential \( d_n \) by the isomorphism in equation (6.7) defines the relevant differential \( M^{-1} \circ d_n \circ M \) on the complex \( C_\circ(\hat{\beta}) \). The result then follows from Proposition 6.4. \( \square \)

**Remark 6.8.** There is a much more interesting symmetry of HOMFLYPT link homology conjectured in \([18]\), which categorifies the mirror symmetry of the reduced HOMFLYPT polynomial. The latter is defined using the skein relation in equation (6.3), but replacing the value of the unknot by 1. This invariant is categorified by viewing \( \text{HHH}(\mathcal{L}) \) as a module over the unknot, and tensoring over this with \( \mathbb{C} \). We do not address this more-sophisticated result in our present work, but hope that our perspective on unreduced mirror symmetry will be useful in future considerations.

### 7. Some computations

In this section, we compute a few simple examples that suffice to confirm various assertions about our link invariants.

#### 7.1. The once-stabilized unknot

The annular closure of a crossing gives the simplest non-trivial annular knot. In the case of a positive crossing \( \sigma_+ \), we compute

\[
\begin{align*}
\left( \begin{array}{c}
\includegraphics[width=0.25\textwidth]{unknot.png}
\end{array} \right) & \cong q \left( \begin{array}{c}
\includegraphics[width=0.1\textwidth]{unknot.png}
\end{array} \right) \rightarrow q \left( \begin{array}{c}
\includegraphics[width=0.1\textwidth]{unknot.png}
\end{array} \right) \\
\end{align*}
\]

Here, and in the following examples, we use the notation from Section 4.5 in depicting our annular foams. Applying the functor \( \Upsilon_{\mathbb{C}^n,0}^8 \) and computing homology, we find that

\[
\text{AHH}_n(\sigma_+) = \begin{cases} 
q \wedge^2 \mathbb{C}^n & \text{if } i = -1 \\
q^{-1} \text{Sym}^2 \mathbb{C}^n & \text{if } i = 0 \\
0 & \text{else}
\end{cases}
\]

If we instead use \( \Upsilon_{\mathbb{C}^n,0}^A \), we find that

\[
\text{AKhR}_n(\sigma_+) = \begin{cases} 
q \text{Sym}^2 \mathbb{C}^n & \text{if } i = 0 \\
q^{-1} \wedge^2 \mathbb{C}^n & \text{if } i = 1 \\
0 & \text{else}
\end{cases}
\]

This confirms that neither \( \text{AHH}_n \) nor \( \text{AKhR}_n \) is an invariant of links in \( S^3 \). Indeed, \( \mathcal{L}_{\sigma_+} \) is an unknot, and applying either \( \text{AHH}_n \) or \( \text{AKhR}_n \) to the annular closure of the 1-strand braid (which also closes to an unknot in \( S^3 \)) gives \( \mathbb{C}^n \). It also suggests that \( \text{AHH}_n \not\cong \text{AKhR}_n \) (although in this case they are isomorphic as non-graded vector spaces – we will see an example where this is not the case below).
We quickly note that if we instead apply $\Upsilon^S \nu_n, t$ to (7.1), together with the relevant shifts from Theorem 3.10, then $\mathcal{H}_{-n}(L_{\sigma^+_2})$ is the homology of a complex that is homotopy equivalent to the complex

$$q^{n+1} \Lambda^2 \nu_n \rightarrow q^{n-1} \text{Sym}^2 \nu_n$$

in which the differential is injective. If we instead apply $\Upsilon^\wedge \nu_n, t$ and the shifts from Theorem 5.1, we find that $\mathcal{K}_h \nu_n(L_{\sigma^+_2})$ is the homology of a complex that is homotopy equivalent to the complex

$$q^{1-n} \text{Sym}^2 \nu_n \rightarrow q^{-1-n} \Lambda^2 \nu_n$$

with surjective differential. In both cases, the homology is precisely isomorphic to $\nu_n$ concentrated in homological degree zero, as expected.

7.2. The Hopf link. The Hopf link is the closure of the braid $\sigma^+_2$, and we compute

$$\begin{array}{c}
\begin{array}{c}
\includegraphics[width=0.5\textwidth]{hopf_link_diagram}
\end{array}
\end{array}
\begin{array}{c}
\rightarrow
\begin{array}{c}
\includegraphics[width=0.5\textwidth]{hopf_link_homology}
\end{array}
\end{array}$$

Our results above imply that

$$\mathcal{A} \mathcal{H}^i_{-n}(\sigma^+_2) = \begin{cases} q^2 \Lambda^2 C^n & \text{if } i = -2 \\ \text{Sym}^2 C^n & \text{if } i = -1 \\ \text{Sym}^2 C^n + q^{-2} \text{Sym}^2 C^n & \text{if } i = 0 \\ 0 & \text{else} \end{cases}$$

and this confirms that, in general, $\mathcal{A} \mathcal{H}^i_{-n}(\hat{\beta}) \not\cong \mathcal{A} \mathcal{K}_h \nu_n(\hat{\beta})$.

Similarly, the $\mathfrak{gl}_{-n}$ and $\mathfrak{sl}_n$ homology of the Hopf link $L_{\sigma^+_2} \subset S^3$ are:

$$\mathcal{H}^i_{-n}(L_{\sigma^+_2}) = \begin{cases} q^{1+n} \nu_n & \text{if } i = -1 \\ q^{n} \text{Sym}^2 \nu_n + q^{2n-2} \text{Sym}^2 \nu_n & \text{if } i = 0 \\ 0 & \text{else} \end{cases}$$

and

$$\mathcal{K}_h \nu_n(\sigma^+_2) = \begin{cases} q^{1-n} \nu_n & \text{if } i = 0 \\ q^{-2n} \Lambda^2 \nu_n + q^{-2-2n} \Lambda^2 \nu_n & \text{if } i = 2 \\ 0 & \text{else} \end{cases}$$

This shows that, in general, for links $L \subset S^3$ we have $\mathcal{H}_{-n}(L) \not\cong \mathcal{K}_h \nu_n(L)$. Moreover, this also shows that $\mathcal{H}_{-2}(L)$ is generally distinct from odd Khovanov homology, since for the Hopf link the former has rank eight, while the latter has rank four.

7.3. The right-handed trefoil. We conclude by computing the Khovanov homology $\mathcal{K}_h \nu_2$ and the $\mathfrak{gl}_{-2}$ homology of the right-handed trefoil $T \subset S^3$, confirming that these invariants are distinct for the
simplest non-trivial knot. This trefoil can be presented as the closure of the braid \( \sigma^4_+ \). Recall from [45] that the complex of annular foams assigned to

\[
\tilde{\sigma}^4 = \begin{array}{c}
\end{array}
\]

is given (using our present normalizations and notation) by:

\[
[q^3 \begin{array}{c}
\end{array} A \rightarrow q^3 \begin{array}{c}
\end{array} + q \begin{array}{c}
\end{array} B \rightarrow q \begin{array}{c}
\end{array} + q^{-1} \begin{array}{c}
\end{array} C \rightarrow q^{-1} \begin{array}{c}
\end{array} + q^{-3} \begin{array}{c}
\end{array}
\]

where the matrices specifying the differential are as follows:

\[
A = \begin{pmatrix}
\begin{array}{c}
\end{array} & \begin{array}{c}
\end{array} \\
0 & 0
\end{pmatrix}, \quad B = \begin{pmatrix}
\begin{array}{c}
\end{array} & \begin{array}{c}
\end{array} \\
0 & 0
\end{pmatrix}, \quad C = \begin{pmatrix}
\begin{array}{c}
\end{array} & \begin{array}{c}
\end{array} \\
-1 & -1
\end{pmatrix}
\]

Since the second entry in the first row of \( C \) is equal to two times the identity, this complex is homotopy equivalent to

\[
q^3 \begin{array}{c}
\end{array} A \rightarrow q^3 \begin{array}{c}
\end{array} + q \begin{array}{c}
\end{array} B' \rightarrow q \begin{array}{c}
\end{array} + q^{-3} \begin{array}{c}
\end{array}
\]

where \( A \) is as above, \( B' = (0 \quad 0) \), and

\[
C' = \frac{1}{2} \begin{pmatrix}
\begin{array}{c}
\end{array} & \begin{array}{c}
\end{array} \\
1 & 1
\end{pmatrix}
\]

Applying \( \Upsilon_{\mathcal{V}_2}^{t} \) to (7.2), as well as the requisite shifts from Theorem 3.9, we find that \( \text{KhR}_2(\mathcal{T}) \) is the homology of the following complex:

\[
q^{-3} \mathcal{V}_2 \otimes \mathcal{V}_2 \xrightarrow{\text{id} \otimes \text{id}} q^{-3} \Lambda^2(\mathcal{V}_2) \oplus q^{-5} \Lambda^2(\mathcal{V}_2) \xrightarrow{} q^{-5} \Lambda^2(\mathcal{V}_2) \xrightarrow{} q^{-9} \Lambda^2(\mathcal{V}_2).
\]

This complex is homotopy equivalent to the complex

\[
q^{-3} \text{Sym}^2(\mathcal{V}_2) \xrightarrow{} q^{-5} \Lambda^2(\mathcal{V}_2) \xrightarrow{} q^{-5} \Lambda^2(\mathcal{V}_2) \xrightarrow{} q^{-9} \Lambda^2(\mathcal{V}_2)
\]

in which the first map is surjective, so we find that the Poincare polynomial of the Khovanov homology of \( \mathcal{T} \) is

\[
\dim_{q,h}(\text{KhR}_2(\mathcal{T})) = (q^{-1} + q^{-3}) + h^2 q^{-5} + h^3 q^{-9}
\]

and, after negating \( q \)-degree (as indicated in Remark 5.2), this gives

\[
(7.3) \quad \dim_{q,h}(\text{KhR}_2(\mathcal{T})) = (q + q^3) + h^2 q^5 + h^3 q^9.
\]

If we instead apply \( \Upsilon_{\mathcal{V}_2}^{t} \) to (7.2), as well as the shifts from Theorem 3.10, we find that \( \mathcal{H}_{-2}(\mathcal{T}) \) is the homology of the following complex:

\[
q^9 \mathcal{V}_2 \otimes \mathcal{V}_2 \xrightarrow{\text{id} \otimes \text{id}} q^9 \text{Sym}^2(\mathcal{V}_2) \oplus q^7 \text{Sym}^2(\mathcal{V}_2) \xrightarrow{} q^7 \text{Sym}^2(\mathcal{V}_2) \xrightarrow{} q^3 \text{Sym}^2(\mathcal{V}_2).
\]
This is homotopy equivalent to the complex
\[
q^0 \Lambda^2(V_2) \longrightarrow q^7 \text{Sym}^2(V_2) \longrightarrow q^7 \text{Sym}^2(V_2) \longrightarrow q^4 \text{Sym}^2(V_2)
\]
in which the first map is injective and the final map is non-zero (in the only possible degree). Thus,
\[
\dim_{q,h}(H_{-2}(T)) = h^{-2}(q^7 + q^3) + h^{-1}(q^6 + q^2) + (q^3 + q)
\]
Both (7.3) and (7.4) decategorify to \( q + q^3 + q^5 - q^9 \), the unreduced Jones polynomial of the trefoil, as expected.
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