Identification of an entity that is of interest is prominent in any intelligent system. The visual intelligence of the model is enhanced when the capability of recognition is added. Several methods such as transfer learning and zero shot learning help to reuse the existing models or augment the existing model to achieve improved performance at the task of object recognition. Transferred fusion learning is one such mechanism that intends to use the best of both worlds and build a model that is capable of outperforming the models involved in the system. We propose a novel mechanism to amplify the process of transfer learning by introducing a student architecture where the networks learn from each other.

Keywords Deep Learning · Image Classification · Machine Learning · Skip Connections · Transfer Learning.

1 Introduction

Deep learning is a specialization of machine learning which is derived from the neurological structure of the human brain. A main component present in the neurological structure of the brain is the neuron. The neuron consists of axons which serves as a medium to transfer electrical impulses. Dendrites are used to receive information from other neurons in the system. Soma is the cell body which defines the neuron’s structure. Similarly in case of deep learning, the nodes present in the layers serve the functionality of soma, the links connecting the nodes are served by axons and dendrites. The nodes are arranged in a sequential manner, one on top of the other. A layer for the neural network is formed by stacking neurons on top of one another. A neural network consists of three layers, input, hidden and output. These three layers are connected via a link where one layer passes the output to the other layer. On each link, the trained weights decide the weightage of the output. Initially, random weights are assigned to all the neurons in the network. We pass a training dataset composed of inputs and the actual target output. The neural network predicts the targeted output from the weights initially assigned and the error function takes the difference between the actual and the predicted output. This error is then backpropagated to re-adjust the weights based on the error.

Different types of layers can be cascaded to achieve the intended purpose. The neural network can mimic a universal hypothesis that is proficient in approximating the true function given a suitable architecture. A deep enough neural network can perform feature extraction in the starting stages of the network and learn to associate the features with the desired task in the latter stages of the network. Introducing non-linearity in the architecture of the model can help the model learn more complex features. Choosing appropriate hyper-parameters can enhance the capabilities of the model, electing a challenging enough dataset can augment the training process.

The trained network is capable of performing numerous tasks that offer intelligence to the system that is using it. In one sense it aids in replicating the behaviour of an intelligent agent. These networks can identify objects, rectify distortions, enhance the features as well as remove imperfections. The necessity of designing an optimal architecture to achieve the desired goal is of paramount. We propose one such architecture that is well versed in the process of image classification and completely utilizes the subsystems i.e other smaller neural networks in our case, even the ones that are prone to underfitting.
The components constituting the suggested approach and the architecture is presented over the next sections. Section 2 describes the ideas that overlap with the advocated approach and form the building blocks to the recommended architecture. Section 3 briefs about the experimentation procedure, the datasets used to prove the correctness and describes the architecture itself. The last section presents an analysis over the acquired results and further concludes with the possible improvements and future scope.

2 Essentials of the proposed architecture

The proposed system excels at correlating the features learned by it constituents. The following concepts overlap with the design proposed in our work and describe the basic idea that is required to prove the correctness of the new model.

2.1 Convolutional Neural Network

Convolutional neural networks take an image as an input and predict the type of the image output class from the classes provided as a part of the training set. The output classes are the labels assigned for the training set of images. The layers present in the network serve different purposes. An input image which lies in either RGB, HSV, CMYK colour space is fed to the convolution layer. A convolutional layer extracts the distinguishing features from the image like the outer edges, shades of the spatial context, uniformity in the patterns and lighting intensities. A kernel, which is a matrix smaller than the input image moves through the image based on the stride value. The size of the input matrix is increased by padding it by a padding depth. We acquire a feature map or activation map of reduced dimensions from the input image. The size of an image of order \( W_1 \times H_1 \times D_1 \) after convolution is given by:

\[
W_2 = \frac{W_1 - F + 2 \cdot P}{S} + 1 \\
H_2 = \frac{H_1 - F + 2 \cdot P}{S} + 1 \\
D_2 = D_1
\]

where \( F \) is the size of the kernel, \( P \) denotes padding size or padding depth and \( S \) is the stride value for a output feature map of dimension \( W_2 \times H_2 \times D_2 \).

These feature maps are passed as an input to an activation function to introduce non linearity in the model. Variety of activation functions are used and tested according to the requirement of the model. All the networks that form the constituents of our design use Rectified Linear Unit(ReLU) as the activation function right after the convolutional layer. The values present in the entries of the feature map are either converted to zero or are left undisturbed based on the magnitude of the value i.e the entries that are negative are converted to zero and the positive values are left unchanged. Equation 2 represents the definition of the ReLU function.

\[
F(x) = \max(0, Z)
\]
where $Z$ can be linear or quadratic in nature. A pooling operation is applied on the activated feature map to reduce the computational complexity of the model. The units in the activated feature maps are dropped based on a specific criteria [7]. A max pooling is applied to the activated feature map in the pooling layer in every stage of the proposed architecture. In max pooling, a suitable matrix size that is lesser than the feature map is chosen. The matrix from the pooling layer moves across the map based on a stride value $S$ and the maximum of the values seen by this matrix is computed. A new matrix with reduced dimensions is obtained after the procedure. The size of the output matrix can be computed using the equation (3) given the input matrix is of the order $W_1 \times H_1 \times D_1$.

$$\begin{align*}
W_2 &= \frac{W_1 - F}{S} + 1 \\
H_2 &= \frac{H_1 - F}{S} + 1 \\
D_2 &= D_1
\end{align*}$$

(3)

where $F$ is the size of the pooling kernel, $S$ is the stride value that influences the shift in the pooling window on the output feature map of dimension $W_2 \times H_2 \times D_2$.

The max pooled matrix is converted to a single vector by the process of flattening, this is done by stacking the succeeding rows side by side. This flattened matrix is fed as an input to the fully connected layer. The fully connected layer is a feed forward artificial neural network that performs backpropagation [8] to every instance of the training example. After training the model for a good number of epochs, the model is able to classify an image from the test set not present as a part of the training set.

2.2 Transfer Learning

Whenever humans encounter a new task to fulfill, they use their learning experience from previous tasks instead of learning everything from scratch. Traditional learning methods need to train from scratch based on specific problems [9]. Transfer learning [10] is an approach where a model when presented with a new problem applies its experiences from the previous training instances. The need of transfer learning can be explained with an example. When task t is presented where we need to detect a list of objects present in images of a restobar. The traditional learning model would train only on the set of restobar images and hence it’s domain is confined to the use case of a restobar. Suppose we need to extend the task of detecting objects from images previously under consideration to a new set of images such as a parks, this model is bound to perform poorly as it was trained only on a narrow set of instances, in the given example, that being the images of a restobar. The process of training a model is an added burden. Since not enough data is available to train the model on the park images, the model is unable to excel at this task. Transfer learning can aid in accelerating this process and land the model in superior terminating states than the one that is trained on a new dataset [11].

Transfer learning can be described using two primal components:

- Domain $D = (Q, P(X))$
where $Q$ represents the feature space and $P(X)$ is the marginal distribution given by $X = \{x_1, x_2, ..., x_n\}$ where $x_i$ belongs to $Q$.

- Task $T = (R, P(Y/X)) = (R, n)$

where $Y$ is given by $Y = \{y_1, y_2, ..., y_n\}$ and the label space is denoted by $R$ and $y_i \in R$. $n$ is a predictive function computed by training on the pair $(x_i, y_i)$ where $x_i \in Q$ and $y_i \in R$.

The output for every feature vector in the domain is computed using $n(x_i) = y_i$. The model is presented with a source domain and the corresponding target domain represented using $D_s$ and $T_s$ respectively, along with the target domain and the target task denoted by $D_t$ and $T_t$ respectively. This systems enables the model to learn $P(Y_t|X_t)$ present in the $D_t$, using the trained experience it gained from $D_s$ and $T_s$ under the condition that $D_s! = D_t$ and $T_s! = T_t$.

The process of transfer learning can be mainly categorized into three methods:

- Inductive transfer learning: The constraints $D_s = D_t$ and $T_s = T_t$ has to be followed, but the tasks of the source and target are remarkably different from each other. The tasks in the source and target domains are supervised [12].

- Unsupervised transfer learning [13]: The constraints of the inductive transfer learning are followed while the main focus is on unsupervised tasks in the target domain.

- Transductive transfer learning [14]: The domains and labels do not exhibit any overlap i.e $D_s! = D_t$ and $T_s! = T_t$, but the tasks of both the source and target domain are similar intuitively.

### 2.3 Skip Connections

![Image of skip connections](image)

Figure 3: Representation of how skip connections enable the model to carry forward the feature map

Initially, training extremely deep neural networks posed a major problem due to the gradient vanishing phenomenon [15] encountered during the backpropagation [8] stage of the training process. This was a major setback, especially when the network was extremely deep [16]. As a result of the vanishing gradient problem, the deeper networks performed worse than the shallower networks in a lot of cases. In order to combat this issue skip connections were introduced [17]. A new neural network architecture known as ResNet [18] came up with the idea of skip connections. These connections are between the input of the convolution layer and its output. The dimensions of the skipped ends were to be ensured to agree with one another. The dimensions of the activation maps at the ends of the skip connections were to be adjusted to a common value using a convolutional block if they did not agree with one another [19]. The new design worked for the following reasons:

1. There is another path from the input to the output of a convolution layer(that doesn’t involve a convolution operation) which is responsible for reduction in gradient loss during the backpropagation phase. This prevents the gradient from vanishing during propagation.

2. The identity function present makes sure that the higher layer will perform at least as good as the lower layers.

### 3 Experimentation

#### 3.1 Datasets

- **Natural Images**

The dataset consists of the images of different objects that are captured in the wild [20]. There are a total of 8 different classes of images that exhibit enough variations for the model to understand the features. The class labels include
Table 1: Image count of each class

| Class    | Airplane | Car     | Motorbike | Flower | Fruit | Person | Cat | Dog |
|----------|----------|---------|-----------|--------|-------|--------|-----|-----|
| Count    | 727      | 968     | 788       | 843    | 1000  | 986    | 885 | 702 |

airplane, car, motorbike, flower, fruit, person, cat and dog. The dimensions of the images varied from class to class ranging from 100x100 to as big as 700x400. 6899 images were used for training and validating. The dataset posed challenges in orientation, lighting conditions and temporal inconsistencies of the objects. The distribution of the dataset can be observed by looking at table 1.

Figure 4: Sample Images from Natural Images Dataset

3.1.2 MNIST

The dataset [21] consists of 70,000 hand written digits which are monochromatic. It has 10 classes, each per digit and offers variations in translation, skewness, region of interest and the hand writing followed in the image. Each image is of the dimension 28x28 and each instance can be uniquely identified by the characteristics it exhibits. The dataset does not pose any serious challenge and can be considered as a benchmark to prove the correctness of the algorithm.

3.1.3 CIFAR-100

Closely resembling the CIFAR-10, the dataset provides images of dimension 32x32 distributed over a variety of classes that have little to no overlap. The dataset has exactly 100 classes and provides 600 images per class. The images are taken from different angles from the object of interest and offers higher level of challenge compared to the other two datasets. There is significant variations in the lighting conditions, angle of the object and even the object of interest is occluded in few cases.

3.2 Architecture

3.2.1 Preprocessing

The images in the dataset were of different dimensions, this introduced the necessity to resize the images into the same size. To make them uniform, all the images were resized to the dimension 100x100 as this dimension introduced minimal distortions when compared to other dimensions that were manually inspected. The dataset was divided into training set and testing (validation) set with training set having 80% of the dataset.

3.2.2 Proposed Methodology

The new model intends to introduce skip connections in between the pre-trained models. The output of a block, consisting of a convolutional layer and an activation unit is fed to the other model in the system. The outflow of the models are exchanged to make sure that the other model learns the features of its counterpart. Dense layers are appended to the system after making sure that the outputs of the models are concatenated. The system is trained using a small set of data and the weights are updated to make sure the desired output is obtained.
The existing architecture of two pre-trained models is trained on a dataset that is completely different from the hybrid model. The new architecture learns to re-use the features learnt from the previous datasets and learns the feature map accordingly. The new model is not only learning the features from the data provided to it, but also learns the activation patterns from the other model. The models are co-learning from each other as well as from the data provided during the secondary training. The models are inspected for matching dimensions or dimensions that are almost similar. In case the dimensions exactly match, the output from the first model is added to the output from the counterpart by directly feeding it to the input of the next layer. The same procedure is repeated for the other model in the system. In layers where the dimensions slightly overlap don’t fit perfectly, a new convolution block is added to resize the activation map \([22]\) to the desired shape. Since the dimensions match after the convolution operation, the same procedure is followed there after.

The skip connections helps to transfer the feature map between the models \([23]\). They act like a bridge that helps to transfer the features from one model to another. The model learn to correlate the patterns in the input and the activation pattern from the other model in the system. This enhances the operation of transfer learning, where not only the features from the old model is transferred to the new model, features from a model with similar architecture is also transferred to the hybrid model. This enhances the process of retraining the model with a smaller dataset, as there is much more for the new model to learn.
4 Results and Conclusion

The proposed approach was tested on a multitude of combinations to prove the goodness of the new architecture. The datasets were juggled for the same pair to thoroughly critique the proposed model. Inception V3 [24] and SqueezeNet [25] are widely popular pretrained networks that are equally versatile and exhibit remarkable results with transfer learning. SqueezeNet is composed of a light weight architecture whereas the inception is more deeper and dense, both are very different from one another and are appropriate to provide insights into the suggested architecture.

A CNN with 16 layers was designed and trained to analyse the algorithm accordingly [26]. The network consisted of residual connections after every 4th block and used batch normalization to improve the understanding of the data. The network was deep enough to understand intricate details of data presented to it and was large enough to pair up with the deeper models such as inception and squeezenet. This custom designed neural network is referred to as "custom model" on the context here after.

Table 2 throws light over the experimentation performed and reports the results obtained. It can be observed that the architecture involving the pre-trained models performs much better that the architecture that use custom model as one of its constituents. This is expected as the pre-trained models are trained on datasets such as ImageNet which contains millions of images. Although inception and squeezenet are far more superior than the custom model, the custom model performs exceptionally well when it is paired up with pre-trained models using the suggested architecture. For the CIFAR-100 dataset, the state-of-the-art models show 55% to 70% accuracy while the proposed architecture is right under the margin. The suggested model is a huge improvement over transfer learning as well as training a model from scratch when it comes to the CIFAR-100 dataset. The suggested architecture performs remarkably well on the MNIST dataset as well and falls right in the creamy layer. Natural images dataset is not considered a benchmark among the community, although widely used, there is little to no information on the performance of the top notch architecture on the dataset. Considering the number of classes and the challenges it poses, the proposed architecture performed exceptionally well in general. Overall, the system seem to perform satisfactory in most cases if not exceptionally well.

To test the goodness of the suggested methodology and its superiority over the traditional transfer learning approach, the experimentation on the custom model was closely monitored. The custom model was trained on one single dataset and another model trained on a separate dataset was combined with this model using the transferred fusion learning approach. The individual models were also subjected to transfer learning and were tested on the same dataset. Table 3 brieflys about the experimentation procedure followed and the results exhibited by the new approach. It can be observed that the new approach shows marginal improvements over the transfer learning approach in some cases while huge improvements over others. The suggested methodology works pretty well when the features are very complex and the network is not able to generalize the patterns thoroughly. Combining two pre-trained models enables both of them to augment its learning procedure when unseen data is presented to it during training procedure.

| Model 1          | Model 2          | Pretraining Dataset (Model 1) | Pretraining Dataset (Model 2) | Retraining Dataset | TL Accuracy (Model 1) | TL Accuracy (Model 2) | Hybrid Learning Accuracy |
|------------------|------------------|------------------------------|------------------------------|--------------------|-----------------------|-----------------------|-------------------------|
| Inception V3     | SqueezeNet       | –                            | –                            | CIFAR-100          | 52.18%                |                       |                         |
| Inception V3     | SqueezeNet       | –                            | –                            | MNIST              | 97.21%                |                       |                         |
| Inception V3     | SqueezeNet       | –                            | –                            | Natural Images     | 89.57%                |                       |                         |
| Inception V3     | Custom           | –                            | MNIST                        | CIFAR-100          | 45.62%                |                       |                         |
| Custom           | SqueezeNet       | Natural Images               | –                            | CIFAR-100          | 43.28%                |                       |                         |
| Custom           | SqueezeNet       | MNIST                        | –                            | Natural Images     | 60.82%                |                       |                         |
| Custom 1         | Inception V3     | CIFAR-100                    | –                            | Natural Images     | 73.23%                |                       |                         |
| Custom 1         | Custom 2         | MNIST                        | CIFAR-100                    | Natural Images     | 62.23%                |                       |                         |
| Custom 1         | Custom 2         | CIFAR-100                    | Natural Images               |                     | 68.48%                |                       |                         |

Table 3: Improvements in custom model

| Pretraining Dataset (Model 1) | Pretraining Dataset (Model 2) | Retraining Dataset | TL Accuracy (Model 1) | TL Accuracy (Model 2) | Hybrid Learning Accuracy |
|------------------------------|------------------------------|--------------------|-----------------------|-----------------------|-------------------------|
| MNIST                        | CIFAR-100                    | Natural Images     | 52.86%                | 55.15%                | 62.23%                  |
| Natural Images               | MNIST                        | CIFAR-100          | 35.58%                | 34.29%                | 38.17%                  |
| CIFAR-100                    | Natural Images               |                    | 42.15%                | 38.46%                | 68.48%                  |
It is safe to conclude that the hybrid model performed reasonably well and can be scaled for solving real world problems in real time. The proposed architecture showed appreciable results considering the ease of implementation and the time to make it production ready. The hybrid model outperformed the transfer learning by 10%-15% in several instances. It can be inferred that combining two pre-trained models using skip connections generates a better model that outperforms the model trained using transfer learning in several cases and performs reasonably well in all the cases.

Although the procedure is computationally expensive compared to the traditional processes, the improved accuracy makes it suitable for several applications. The trade off between training time and accuracy is highly implementation specific. The proposed approach shows great potential to be extended to one shot learning methodology rather than simply as a tool for image classification. The model can learn to infer the differences in the features from itself and the corresponding pair. This opens new door ways to several other applications. The advocated architecture has proven to be worthy and acts as an effective counterpart to the traditional transfer learning methodology and proves that the architecture is capable enough to be extended to several applications.
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