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Abstract

In this article, a parameter-uniform numerical method is presented to solve one-dimensional singularly perturbed parabolic convection-diffusion multiple turning point problems exhibiting two exponential boundary layers. We study the asymptotic behaviour of the solution and its partial derivatives. The problem is discretized using the implicit Euler method for time discretization on a uniform mesh and a hybrid scheme for spatial discretization on a generalized Shishkin mesh. The scheme is shown to be $\varepsilon$-uniformly convergent of order one in time direction and order two in spatial direction up to a logarithmic factor. Numerical experiments are conducted to validate the theoretical results. Comparison is done with upwind scheme on uniform mesh as well as on standard Shishkin mesh to demonstrate the higher order accuracy of the proposed scheme.
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1 Introduction

Singularly perturbed differential equations are model equations for convection-diffusion processes in various physical phenomena and engineering problems, such as heat and mass transport problem with high Peclet numbers, fluid flow at high Reynolds numbers, the drift-diffusion equation in the modeling of semiconductor devices, financial mathematics, quantum physics, etc. A singularly perturbed equation contains a small parameter $\varepsilon$ multiplied with the highest derivative term. The solution of these problems changes rapidly in a thin region as $\varepsilon$ approaches zero. These layer regions are referred to as boundary layers in fluid mechanics, shock layers in fluid and solid mechanics, edge layers in solid mechanics, transition points in quantum mechanics, skin layers in electrical applications and Stokes lines and surfaces in mathematics. Classical numerical methods fail to capture the behaviour of the solution of the singularly perturbed problems. In order to overcome this difficulty, various special methods based on the fitted mesh and fitted operator technique have been adopted in literature. For more details one may refer to [2, 9, 12].

In this article, we consider the following class of singularly perturbed parabolic problems on a
rectangular domain $Q$ with degenerating convective term

\[ L_\varepsilon u(x, t) = f(x, t), \quad (x, t) \in Q = \Omega_x \times \Omega_t, \]  
\[ u(x, t) = g(x, t), \quad (x, t) \in S, \]  
where

\[ L_\varepsilon u(x, t) = \left\{ \varepsilon \frac{\partial^2 u}{\partial x^2} + a(x, t) \frac{\partial u}{\partial x} - d(x, t) \frac{\partial u}{\partial t} - b(x, t) \right\} u(x, t), \]

\[ 0 < \varepsilon \ll 1, \quad S = \overline{Q} \setminus Q, \quad \Omega_x = (-1, 1) \quad \text{and} \quad \Omega_t = (0, T]. \]

The coefficients $a(x, t)$, $b(x, t)$, $d(x, t)$ and $f(x, t)$ are sufficiently smooth functions such that

\[ a(x, t) = -a_0(x, t)x^p, \quad p \geq 1 \text{ is a non-negative odd integer, for } (x, t) \in \overline{Q}, \]
\[ a_0(x, t) \geq a_0 > 0, \text{ for } (x, t) \in \overline{Q}, \]
\[ b(x, t) \geq \beta > 0, \text{ for } (x, t) \in \overline{Q}, \]
\[ d(x, t) \geq \gamma \geq 0, \text{ for } (x, t) \in \overline{Q}. \]  

The set $\overline{Q}_R$ and $\overline{Q}_L$ are defined as

\[ \overline{Q}_L = [-1, 0] \times [0, T] \text{ and } \overline{Q}_R = [0, 1] \times [0, T]. \]

Sufficient regularity conditions are imposed on the data of the problem (1.1)-(1.3) which guarantee the smoothness of the solution on the set $\overline{Q}$. The set $S$ is denoted by $S = S_l \cup S_x \cup S_r$, where $S_x = [-1, 1] \times \{t = 0\}$, $S_l = \{x = -1\} \times (0, T]$, $S_r = \{x = 1\} \times (0, T]$. Also, we define the boundaries corresponding to the domains $Q_L$ and $Q_R$ as $S_l = \overline{Q}_L \setminus Q_L = S_l \cup S_0 \cup (S_x \cap \overline{Q}_L)$, $S_R = \overline{Q}_R \setminus Q_R = S_r \cup S_0 \cup (S_x \cap \overline{Q}_R)$, where $S_0 = \{x = 0\} \times (0, T]$. The data of the problem (1.1)-(1.3) are assumed to be sufficiently smooth and the compatibility conditions are imposed at the corner points $(-1, 0)$ and $(1, 0)$ to ensure the desired smoothness of the solution of the problem (1.1)-(1.3) for our analysis. The assumed compatibility conditions will ensure the existence of the unique solution $u(x, t)$ of the problem (1.1)-(1.3) which belongs to $C(\overline{Q}) \cap (C^{4+\lambda/2, \lambda/2}(\overline{Q}_L) \cup C^{4+\lambda, \lambda/2}(\overline{Q}_R))$, where $\lambda \in (0, 1)$.

The problem (1.1)-(1.3) is an interior turning point problem. For $p > 1$, the problem (1.1)-(1.3) has multiple turning points. Singularly perturbed turning point problems arise in the mathematical modeling of various physical phenomenon. Interior turning point problems are convection-diffusion problems with a dominant convective term and a speed field that changes its sign in catch basin. The characteristic curves of the reduced problem are parallel to the boundaries $S_r$ and $S_l$. The solution of the problem possesses parabolic boundary layers in the neighborhood of $S_l$ and $S_r$.

The singularly perturbed ordinary differential equation with a simple turning point exhibiting twin boundary layers has been extensively studied by many authors [1, 3, 4, 5, 6, 7, 10]. Kadalbajoo et al [4] constructed a second-order accurate numerical method based on cubic splines with a non-uniform grid to solve a singularly perturbed two point boundary value problem with a turning point exhibiting twin boundary layers. Natesan et al. [10] proposed a fitted mesh method to approximate the solution of the singularly perturbed one dimensional simple turning point problem exhibiting twin boundary layers. The authors proved that the proposed method is parameter uniform with first-order accuracy. Kadalbajoo et al. [5] used B-spline collocation method on a piecewise-uniform Shishkin mesh to approximate the solution of singularly perturbed two-point boundary value problems with interior simple turning point exhibiting twin boundary layers. The method is second-order accurate in the maximum norm. Further, Kadalbajoo et al. [4] examined
a stiff singularly perturbed boundary value problem with simple interior turning point having two boundary layers. The authors constructed a fitted operator finite difference scheme of II’in type using cubic splines, collocation and an artificial viscosity. The reproducing kernel method along with the method of scaling was examined by Geng et al. [3] to solve the singularly perturbed turning point problem with twin boundary layers. Becher et al. [1] considered the singularly perturbed turning point problem with two boundary layers. The authors applied Richardson extrapolation method on classical finite difference scheme with piecewise uniform Shishkin mesh to improve the order of convergence from $O(N^{-1} \log N)$ to $O(N^{-2} \log^2 N)$. In a recent paper, Devendra [7] considered the singularly perturbed two point boundary value problem with interior turning point. The author discussed both the cases, one in which the solution exhibit interior layer and the other when twin boundary layers are present in the solution. The numerical method used to approximate the solution of the problem comprised of quintic B-spline collocation method on appropriate piecewise uniform Shishkin mesh. For singularly perturbed two-point boundary value problem with multiple interior turning point one can refer to [13].

In this article, we extend the study of singularly perturbed turning point problems exhibiting twin boundary layers to time dependent case. To the best of our knowledge, no paper have analysed the twin boundary layers occurring due to interior multiple turning point for singularly perturbed parabolic convection-diffusion problem. In general, the numerical treatment of turning point problems are more difficult than the non-turning point problems because the convection coefficient vanishes inside the domain. In addition, developing a higher order scheme for such problems is of great importance in the field of numerical analysis. In the process, we develop a scheme which comprises of implicit Euler method for time discretization on uniform mesh and a hybrid scheme for spatial discretization on a generalized Shishkin mesh. It is observed that the standard central difference scheme is stable in maximum norm for sufficiently small step size i.e. when $h \leq C\varepsilon$ and the midpoint upwind scheme is of second order convergent outside the layer region. Therefore, we develop the hybrid scheme in such a way that the central difference scheme is applied on the set of indices where it is stable otherwise midpoint upwind scheme is applied. The proposed scheme is parameter uniform with first-order accuracy in time variable and almost second-order accuracy in space variable.

The article is organized as follows: In Section 2, we provide a priori bounds on the derivatives of the solution of the considered problem and also obtain sharper bounds via decomposing the solution into regular and singular components. In Section 3, we construct a generalized piecewise uniform Shishkin mesh and propose a scheme to discretize the considered problem. Also, we discuss the stability of the proposed scheme on the generalized Shishkin mesh. Further, in Section 4, we study and analyse the proposed scheme to prove the $\varepsilon$-uniform convergence of order $O(\Delta t + N^{-2}L^2)$, where $L \sim \log N$. In Section 5, the accuracy of the proposed scheme is demonstrated by conducting and discussing the numerical experiments via tables and graphs. Finally, we end this article with some conclusions given in Section 6.

**Notations:** Throughout this article, we use $C$ as a generic positive constant independent of $\varepsilon$ and of the mesh parameters. All the functions defined on the domain $Q$ are measured in supremum norm, denoted by

$$\|f\|_Q = \sup_{x \in Q} |f(x)|.$$
2 Analytical Results

In this section, the analytical aspects of the solution of the problem (1.1)-(1.3) and its derivatives are studied. The bounds on the solution of the problem (1.1)-(1.3) and its derivatives are derived. The operator $L_\varepsilon$ satisfies the following minimum principle

**Lemma 2.1** (Minimum principle). Let $v$ be a smooth function satisfying $L_\varepsilon v(x,t) \leq 0$, for $(x,t) \in Q$ and $v(x,t) \geq 0$, for $(x,t) \in S$, then $v(x,t) \geq 0$, for $(x,t) \in \overline{Q}$.

**Proof.** The proof easily follows from [11].

Using the above minimum principle it can be proved that the solution of the problem (1.1)-(1.3) satisfies the following stability estimate.

**Lemma 2.2.** The exact solution $v(x,t)$ of the problem (1.1)-(1.3) satisfies the following bound

$$
\|v\|_{Q} \leq T\|f\|_{Q} + \|v\|_{S}.
$$

**Proof.** Defining the following barrier functions

$$
\Psi^\pm(x,t) = t\|f\|_{Q} + \|v\|_{S} \pm v(x,t), \quad (x,t) \in Q,
$$

and using the minimum principle we can obtain the required estimate.

Now, we will derive the coarse bounds for the derivatives of the solution $u(x,t)$ of the problem (1.1)-(1.3) on the domains $\overline{Q}_L$ and $\overline{Q}_R$. We will write down the compatibility conditions which will ensure the existence of the unique solution $u(x,t) \in C^{K+\lambda,K/2+\lambda/2}(\overline{Q}_L) \cap C^{K+\lambda,K/2+\lambda/2}(\overline{Q}_R)$. The compatibility conditions for the derivatives $\partial^{k_0} u(x,t)/\partial t^{k_0}$, $2k_0 \leq K$ on the set of the corner points, e.g., for the case when the initial condition $g(x,0)$ and its derivatives vanish on the set $S_c = (S_L \cup S_T) \cap S_x$ (the set of corner points $(-1,0)$ and $(1,0)$) and $S_0 = S_0 \cap S_x$ (the point $(0,0)$), is the left corner point of the domain $\overline{Q}_R$ and right corner point of the domain $\overline{Q}_L$ are defined as

$$
\begin{align*}
\left\{ \begin{array}{ll}
\partial^{k_0} g(x,t) / \partial t^{k_0} = 0, & 0 \leq k + 2k_0 \leq l, \\
\partial^{k} g(x,t) / \partial x^{k} = 0, & 0 \leq k \leq l - 2,
\end{array} \right. \\
\partial^{k+2k_0} f(x,t) / \partial x^{k} / \partial t^{k_0} = 0, & 0 \leq k + 2k_0 \leq l - 2, \quad (x,t) \in S_c \cup S_0,
\end{align*}
$$

where $l > 0$ is even. By virtue of the conditions (2.1), we have

$$
\partial^{k_0} u(x,t) / \partial t^{k_0} = 0, \quad (x,t) \in S_0^c, \quad 2k_0 \leq l.
$$

Thus, at the point $(0,0)$ the compatibility conditions for the derivatives of $t$ up to order $K/2$ are satisfied, where $K = l$. The compatibility conditions in the corners points of the domains $\overline{Q}_R$ and $\overline{Q}_L$ are fulfilled by the conditions (2.1) and (2.2), which are sufficient for $u(x,t) \in C^{K+\lambda,K/2+\lambda/2}(\overline{Q}_L) \cap C^{K+\lambda,K/2+\lambda/2}(\overline{Q}_R)$ (see [8]).

**Theorem 2.1.** Assume that $a(x,t)$, $d(x,t)$, $b(x,t)$, $f(x,t) \in C^{2+\lambda,1+1/2}(\overline{Q}_R) \cap C^{2+\lambda,1+1/2}(\overline{Q}_L)$, $g(x,t) \in C^{4+\lambda,2+\lambda/2}(S_x \cap \overline{Q}_R) \cap C^{4+\lambda,2+\lambda/2}(S_x \cap \overline{Q}_L) \cap C^{4+\lambda,2+\lambda/2}(S_T \cup S_r)$ and the compatibility conditions (2.1) are fulfilled for $K = 4$. Then, the solution $u(x,t)$ of the problem (1.1)-(1.3) is such that for all non-negative integers $i, j$, $0 \leq i + 2j \leq 4$, we have

$$
\left\| \partial^{i+j} u / \partial x^i \partial t^j \right\|_{Q} \leq C\varepsilon^{-i}.
$$
Theorem 2.2. For all non-negative integers \(0 \leq i + 2j \leq 4\), we have
\[
\left\| \frac{\partial^{i+j} u}{\partial x^i \partial t^j} \right\|_{Q_2} \leq C.
\]

**Proof.** We first consider the subdomain \(Q_R = (0, 1) \times (0, T]\). We handle the layer at \(x = 1\) by taking the stretched variable \(\xi = \frac{1-x}{\varepsilon}\). Then, the transformed operator \(\tilde{L}_\varepsilon\) defined as
\[
\tilde{L}_\varepsilon \equiv \left( \frac{\partial^2}{\partial \xi^2} - \tilde{a} \frac{\partial}{\partial \xi} - \varepsilon \tilde{d} \frac{\partial}{\partial t} - \varepsilon \tilde{b} \right) \tilde{u} = \varepsilon \tilde{f}, \text{ on } \tilde{Q}_R,
\]
is not singularly perturbed. Here, we get \(\tilde{Q}_R = (0, 1/\varepsilon) \times (0, T]\), \(\tilde{S}_R = \tilde{Q}_R \setminus \tilde{Q}_R\) and \(\tilde{u}(\xi, t) = u(x, t)\) and similarly the variables \(\tilde{a}, \tilde{b}, \tilde{d}\) and \(\tilde{f}\) are defined. Now, for each \(\xi \in (0, 1/\varepsilon)\) and each \(\delta > 0\), we will define a rectangular neighborhood \(R_{\xi, \delta}\) as \((\xi - \delta, \xi + \delta) \times (0, T]\) \(\cap \tilde{Q}_R\) and \(\tilde{R}_{\xi, \delta}\) is the closure of \(R_{\xi, \delta}\) in the \((\xi, t)\)-plane. Using the estimate (10.5) from [8], for each point \((\xi, t) \in \tilde{Q}_R\), we get
\[
\left\| \frac{\partial^{i+j} \tilde{u}}{\partial \xi^i \partial t^j} \right\|_{\tilde{R}_{\xi, \delta}} \leq C(1 + \|\tilde{u}\|_{\tilde{R}_{\xi, 2j}}),
\]
where \(C\) is independent of the domain \(R_{\xi, \delta}\). Then the above bounds hold for any point \((\xi, t) \in \tilde{Q}_R\).

Returning to the original variable \(x\), we get
\[
\left\| \frac{\partial^{i+j} u}{\partial x^i \partial t^j} \right\|_{Q_R} \leq C \varepsilon \left(1 + \|u\|_{Q_R}\right).
\]

Applying Lemma 2.1, we get the desired estimate on the domain \(\overline{Q}_R\). The similar estimate can be obtained on the domain \(\overline{Q}_L\), analogously. Hence, we obtain the desired estimate. \(\square\)

**Remark:** From the above Theorem 2.2, we can easily conclude that \(|u_x| \leq C\) and \(|u_{tt}| \leq C\). Hereinafter, we will divide the domain \(Q\) as \(Q = Q_1 \cup Q_2 \cup Q_3\), where \(Q_1 = [-1, -\delta] \times (0, T]\), \(Q_2 = [-\delta, \delta] \times (0, T]\) and \(Q_3 = [\delta, 1] \times (0, T]\), for some \(\delta\) lying in the set \((0, 1]\).

Before proving the next theorem, we define an operator
\[
L_jv(x, t) \equiv (\varepsilon v_{xx} + av_x - dv_t - q_j v)(x, t), \tag{2.3}
\]
where \(q_j(x, t) = b(x, t) - ja_x(x, t), 1 \leq j \leq 4\). Noticing that \(q_j(0, t) = b(0, t) > 0\), we can conclude that there exist a positive integer \(q_s > 0\) such that
\[
q_j(x, t) \geq q_s > 0, \quad (x, t) \in Q_2.
\]
The operator \(L_j\) satisfies the minimum principle on \(Q_2\).

**Theorem 2.2.** For all non-negative integers \(0 \leq i + 2j \leq 4\), we have
\[
\left\| \frac{\partial^{i+j} u}{\partial x^i \partial t^j} \right\|_{Q_2} \leq C.
\]

**Proof.** Firstly, we will prove \(|u_x| \leq C\) on \([\alpha_1, \beta_1] \subset Q_2\), where \(\alpha_1 \in (-\delta, 0)\) is such a point that
\[
\left| \frac{\partial u(\alpha_1, t)}{\partial x} \right| = \left| \frac{u(0, t) - u(-\delta, t)}{\delta} \right| \leq C. \tag{2.4}
\]
Similarly, \(\beta_1 \in (0, \delta)\) is chosen such that
\[
\left| \frac{\partial u(\beta_1, t)}{\partial x} \right| \leq C. \tag{2.5}
\]
Using the bound $|u_t| \leq C$ and Lemma 2.2, we get
\[ |L_1(u_x)| = |f_x + d_x u_t + b_x u| \leq C. \tag{2.6} \]

The inequalities (2.4), (2.5) and (2.6) together with the fact that $L_1$ satisfies minimum principle on $Q_2$, gives
\[ |u_x| \leq C. \tag{2.7} \]

Now, we will prove $|u_{xt}| \leq C$. Differentiating eqn. (1.1) w.r.t $t$, we get
\[ \bar{L}w(x,t) \equiv [\varepsilon w_{xx} + aw_x - dw_t - (b + d_t)w](x,t) = (f_t - a_t u_x + b_t u)(x,t), \text{ where } w = u_t. \]

Without loss of generality we can chose $b$ to be so large that $(b + d_t) > 0$, as $(b + d_t) > 0$ can always be obtained by a preliminary change of variable. As a result, the operator $\bar{L}$ satisfies the minimum principle. We will define a new operator $\tilde{L}_1$ which is same as the operator $L_1$ with $b$ replaced by $b + d_t$ and $f$ replaced by $f_t - a_t u_x + b_t u$. Using the fact that the operator $\tilde{L}_1$ satisfies minimum principle and following the arguments used in proving the estimate (2.7), we can show $|w_x| \leq C$ i.e. $|u_{xt}| \leq C$. The estimate for higher derivatives can be obtained on similar lines.

For the error analysis of the proposed numerical scheme we require sharper bounds on the exact solution $u(x,t)$ of the problem (1.1)-(1.3) and its derivatives. Therefore, we decompose the exact solution $u(x,t)$ into regular component $y(x,t)$ and singular component $z(x,t)$ as:
\[ u(x,t) = y(x,t) + z(x,t), \text{ for } (x,t) \in \overline{Q}. \]

The data of the problem (1.1)-(1.3) is assumed to satisfy,
\[ a(x,t), b(x,t), d(x,t), f(x,t) \in C^{l_0+\lambda}(\overline{Q}_1) \cap C^{l_0+\lambda}(\overline{Q}_3), \]
\[ g(x,t) \in C^{l_0+\lambda}(S_x \cap \overline{Q}_1) \cap C^{l_0+\lambda}(S_x \cap \overline{Q}_3) \cap C^{l_0+\lambda}(\overline{S}_t \cup \overline{S}_r), \quad l_0 > 0, \quad \lambda \in (0, 1). \tag{2.8} \]

Also, the following compatibility conditions are imposed on the functions $g(x,t)$ and $f(x,t)$, for $(x,t) \in S_0^c \cup S_0^r$,
\[ \frac{\partial^k g(x,t)}{\partial x^k} = 0, \quad \frac{\partial^{k_0} g(x,t)}{\partial t^{k_0}} = 0, \quad \frac{\partial^{k+k_0} f(x,t)}{\partial x^k \partial t^{k_0}} = 0, \quad 0 \leq k + k_0 \leq l_0 = l_0^t + 2. \tag{2.9} \]

**Theorem 2.3.** Assuming sufficient smoothness and compatibility conditions (2.8)-(2.9) at the corner points, for $K = l_0^t = 4$, the smooth component $y(x,t)$ and the singular component $z(x,t)$ satisfies
\[ \left\| \frac{\partial^{i+j} y}{\partial x^i \partial t^j} \right\| \leq C(1 + \varepsilon^{3-i}), \]
and
\[ \left\| \frac{\partial^{i+j} z}{\partial x^i \partial t^j} \right\| \leq C\varepsilon^{-i}(\exp(-\alpha(1 + x)/\varepsilon) + \exp(-\alpha(1 - x)/\varepsilon)), \text{ for } 0 \leq i + 2j \leq 4, \]

where $\alpha$ is some constant from $(0, \alpha_0)$. 
Proof. Firstly, we will obtain the bounds on the subdomains $Q_1$ and $Q_3$. The regular component $y(x, t)$ is further expanded in terms of $\varepsilon$ as:

$$y(x, t) = y_0(x, t) + \varepsilon y_1(x, t) + \varepsilon^2 y_2(x, t) + r(x, t), \ (x, t) \in Q_1 \cup Q_3,$$

where $y_0(x, t)$, $y_1(x, t)$ and $y_2(x, t)$ satisfies the following non-homogeneous hyperbolic equations:

$$\left( a \frac{\partial y_0}{\partial x} - d \frac{\partial y_0}{\partial t} - by_0 \right) (x, t) = f(x, t), \ (x, t) \in Q_1 \cup Q_3,$$
$$y_0(x, t) = u(x, t), \ (x, t) \in S_x \cap (Q_1 \cup Q_3), \tag{2.11}$$

$$\left( a \frac{\partial y_1}{\partial x} - d \frac{\partial y_1}{\partial t} - by_1 \right) (x, t) = -\frac{\partial^2 y_0(x, t)}{\partial x^2}, \ (x, t) \in Q_1 \cup Q_3,$$
$$y_1(x, t) = 0, \ (x, t) \in S_x \cap (Q_1 \cup Q_3), \tag{2.12}$$

$$\left( a \frac{\partial y_2}{\partial x} - d \frac{\partial y_2}{\partial t} - by_2 \right) (x, t) = -\frac{\partial^2 y_1(x, t)}{\partial x^2}, \ (x, t) \in Q_1 \cup Q_3,$$
$$y_2(x, t) = 0, \ (x, t) \in S_x \cap (Q_1 \cup Q_3), \tag{2.13}$$

and the residue term $r(x, t)$ satisfy

$$L_\varepsilon r = -\varepsilon^3 \frac{\partial^2 y_2}{\partial x^2}, \ (x, t) \in Q_1 \cup Q_3,$$
$$r(x, t) = 0, \ (x, t) \in S \cap (Q_1 \cup Q_3). \tag{2.14}$$

The regular component $y(x, t)$ satisfies the following problem

$$L_\varepsilon y(x, t) = f(x, t), \ (x, t) \in Q_1 \cup Q_3,$$
$$y(x, t) = u(x, t), \ (x, t) \in S_x \cap (Q_1 \cup Q_3),$$
$$y(x, t) = (y_0 + \varepsilon y_1 + \varepsilon^2 y_2)(x, t), \ (x, t) \in S_I \cup S_r. \tag{2.15}$$

By virtue of the conditions (2.8) and (2.9), the data of the problem (2.15) are assumed to be sufficiently Smooth and appropriate compatibility conditions for the data of the problems (2.11)-(2.15) are fulfilled on the sets $S_c$ and $S_0$ for the desired smoothness of the components of the expansion (2.10) and to guarantee the inclusion $y(x, t) \in C^{K+\lambda, K/2+\lambda/2}(Q_1 \cup Q_3)$, $K = 4$. Since $y_0$, $y_1$ and $y_2$ are solutions of first order hyperbolic equations (2.11)-(2.13) whose coefficients are bounded under sufficient compatibility conditions (2.9), for all non-negative integers $i$, $j$ such that $0 \leq i + 2j \leq 4$, we get

$$\left\| \frac{\partial^{i+j} y_0}{\partial x^i \partial t^j} \right\|_{Q_1 \cup Q_3} \leq C, \quad \left\| \frac{\partial^{i+j} y_1}{\partial x^i \partial t^j} \right\|_{Q_1 \cup Q_3} \leq C \quad \text{and} \quad \left\| \frac{\partial^{i+j} y_2}{\partial x^i \partial t^j} \right\|_{Q_1 \cup Q_3} \leq C. \tag{2.16}$$

As the problem (2.14) is similar to the problem (1.1)-(1.3), we can use Theorem 2.1 to obtain the following estimate

$$\left\| \frac{\partial^{i+j} r}{\partial x^i \partial t^j} \right\|_{Q_1 \cup Q_3} \leq C \varepsilon^{-i}, \text{ for } 0 \leq i + 2j \leq 4. \tag{2.17}$$
Using the estimates \((2.16)-(2.17)\) and the expansion \((2.10)\), we get
\[
\left\| \frac{\partial^{i+j} y}{\partial x^i \partial t^j} \right\|_{\overline{Q}_1 \cup \overline{Q}_3} \leq C(1 + \varepsilon^{3-i}), \text{ for } 0 \leq i + 2j \leq 4.
\]

The singular component satisfies the following homogeneous initial value problem:
\[
L_\varepsilon z(x, t) = 0, \ (x, t) \in Q_1 \cup Q_3, \quad z(x, t) = 0, \ (x, t) \in S_\varepsilon \cap (\overline{Q}_1 \cup \overline{Q}_3), \quad z(x, t) = u(x, t) - y(x, t), \ (x, t) \in S_l \cup S_r.
\]

Firstly, we will obtain the bounds on the singular component \(z(x, t)\) and its derivatives on the domain \(\overline{Q}_1\). Let us denote the left singular component by \(z_l(x, t)\), where \(z_l(x, t) = z(x, t), \ (x, t) \in \overline{Q}_1\). We construct two barrier functions:
\[
\Psi^\pm(x, t) = |z_l(-1, t)| \exp \left( -\frac{\alpha(1 + 1)}{\varepsilon} \right) \exp(t) \pm z_l(x, t),
\]
and it can be easily verified that \(\Psi^\pm(-1, t) \geq 0, \ \Psi^\pm(-\delta, t) \geq 0, \ \Psi^\pm(x, 0) \geq 0\). Also,
\[
L_\varepsilon \Psi^\pm(x, t) = |z_l(-1, t)| \exp \left( -\frac{\alpha(1 + 1)}{\varepsilon} \right) \exp(t) \left( \frac{\alpha^2}{\varepsilon} - \frac{\alpha a}{\varepsilon} - d - b \right) (x, t)
\]
\[
\leq |z_l(-1, t)| \exp \left( -\frac{\alpha(1 + 1)}{\varepsilon} \right) \exp(t) \left( \frac{\alpha}{\varepsilon} (a - \alpha) - d - b \right) (x, t)
\]
\[
\leq |z_l(-1, t)| \exp \left( -\frac{\alpha(1 + 1)}{\varepsilon} \right) \exp(t) \left( \frac{\alpha}{\varepsilon} (\alpha_0 \delta^p - \alpha) - d - b \right) (x, t).
\]

Since, \(a_0(x, t) \geq \alpha_0 > 0\), we can always choose \(\delta\) in such a way that \(\alpha_0 \delta^p \geq \alpha\). Hence, we can conclude that \(L_\varepsilon \Psi^\pm(x, t) \leq 0\). Using Lemma \(2.1\) we get \(\Psi^\pm(x, t) \geq 0\) and hence
\[
|z_l(x, t)| \leq C \exp \left( -\frac{\alpha(1 + 1)}{\varepsilon} \right), \text{ for } (x, t) \in \overline{Q}_1. \quad (2.18)
\]

Using the approach of Theorem \(2.1\) we can show
\[
\left\| \frac{\partial^{i+j} z_l}{\partial x^i \partial t^j} \right\|_{\overline{Q}_1} \leq C \varepsilon^{-i}(1 + \|z_l\|_{\overline{Q}_1}).
\]

Using estimate \((2.18)\), we get
\[
\left\| \frac{\partial^{i+j} z_l}{\partial x^i \partial t^j} \right\|_{\overline{Q}_1} \leq C \varepsilon^{-i} \exp(-\alpha(1 + 1)/\varepsilon).
\]

Next, the right singular component \(z_r(x, t)\), where \(z_r(x, t) = z(x, t), \ (x, t) \in \overline{Q}_3\), and its derivatives on the domain \(\overline{Q}_3\) can be handled analogously. Hence, we obtain the following estimate
\[
\left\| \frac{\partial^{i+j} z_r}{\partial x^i \partial t^j} \right\|_{\overline{Q}_1 \cup \overline{Q}_3} \leq C \varepsilon^{-i}(\exp(-\alpha(1 + x)/\varepsilon) + \exp(-\alpha(1 - x)/\varepsilon)), \text{ for } 0 \leq i + 2j \leq 4.
\]

The Theorem \(2.2\) guarantees that the solution of the problem \((1.1)-(1.3)\) and its derivatives are smooth in the domain \(\overline{Q}_2\). Hence, the desired estimates hold.
3 Discrete Problem

In this section, a numerical method is proposed on an appropriate piecewise uniform Shishkin mesh to solve the problem (1.1)-(1.3) numerically. The proposed numerical method consists of implicit Euler method on a uniform mesh to discretize in time variable and a combination of midpoint upwind scheme and central difference scheme on a generalized piecewise uniform Shishkin mesh condensing in the neighborhood of the layer regions to discretize the space variable.

3.1 Piecewise uniform generalized Shishkin mesh

We take $M$ and $N$ as the number of intervals in time and space direction, respectively. We construct a rectangular grid defined as $\Omega_{\tau}^{N,M} = \Omega_{\tau}^N \times \Omega_{\tau}^M$, where $\Omega_{\tau}^M$ is a mesh with uniform step-size $\Delta t = T/M$ and $\Omega_{\tau}^N$ is a generalized piecewise uniform Shishkin mesh condensing in the neighborhood of the left and right layer regions. We divide the spatial domain $\Omega_{\tau} = [-1,1]$ into three subdomains such that $\Omega_{\tau} = \Omega_1 \cup \Omega_2 \cup \Omega_3$ where $\Omega_1 = [-1,-1+\tau]$, $\Omega_2 = [-1+\tau,1-\tau]$ and $\Omega_3 = [1-\tau,1]$. The subintervals $[-1,-1+\tau]$ and $[1-\tau,1]$ have a uniform mesh with $N/4$ mesh intervals, whereas $[-\tau,\tau]$ have a uniform mesh with $N/2$ mesh intervals. The spatial step sizes $h_i = x_i - x_{i-1}$, for $i = 1, 2, \ldots, N$ are defined as $h = \frac{4\tau}{N}$ on $\Omega_1 \cup \Omega_3$ and $H = \frac{4(1-\tau)}{N}$ on $\Omega_2$. The transition parameter $\tau$ is defined as

$$\tau = \min \left\{ \frac{1}{4}, \tau_0 \epsilon L \right\}, \quad (3.1)$$

where $L$ satisfies $e^{-L} \leq L/N$, $L \leq \ln N$ and $\tau_0 \geq \frac{1}{\alpha}$. We can clearly notice that $h = \frac{4\tau_0 \epsilon L}{N}$ and $\frac{2}{N} \leq H \leq \frac{4}{N}$. Also, $\Omega_{\tau}^N = \Omega_{1\tau}^N \cup \Omega_{2\tau}^N \cup \Omega_{3\tau}^N$ where $\Omega_{1\tau}^N = \overline{\Omega}_i \cap \Omega_{\tau}^N$, $i = 1,2,3$ and $S_{\tau}^{N,M} = S_x^N \cup S_t^N \cup S_r^N$, where $S_x^N = S_x \cap \Omega_{\tau}^{N,M}$, $S_t^N = S_t \cap \Omega_{\tau}^{N,M}$, $S_r^N = S_r \cap \Omega_{\tau}^{N,M}$. For $\tau = 1/4$, uniform mesh is obtained.

3.2 The finite difference scheme

Before moving on to the scheme, we define the following finite-difference operators $D_x^+, D_x^-, D_x^0$, $\delta_x^2$ and $D_t^-$ for a given discrete function $v(x,t_n) = v^n_i$ as

$$D_x^+ v^n_i = \frac{v^{n+1}_i - v^n_i}{h_{i+1}}, \quad D_x^- v^n_i = \frac{v^n_i - v^{n-1}_i}{h_i}, \quad D_x^0 v^n_i = \frac{v^{n+1}_i - v^{n-1}_i}{\hat{h}_i},$$

$$\delta_x^2 v^n_i = \frac{2(D_x^+ v^n_i - D_x^- v^n_i)}{\hat{h}_i} \quad \text{and} \quad D_t^- v^n_i = \frac{v^n_i - v^{n-1}_i}{\Delta t},$$

where $\hat{h}_i = h_i + h_{i+1}$, for $i = 0, \ldots, N - 1$.

Here, $U^n_{i\pm1/2}$ is defined as $U^n_{i\pm1/2} = \frac{U^n_{i+1} + U^n_i}{2}$. For a given function $g(x,t)$ defined on $\Omega_{\tau}^{N,M}$, we define $g^n_{i\pm1/2}$ as

$$g^n_{i\pm1/2} = \frac{g^n_{i\pm1} + g^n_i}{2}.$$

The proposed scheme is a combination of the central difference scheme

$$L_{\epsilon, cen}^{N,M} U^n_i = \epsilon \delta_x^2 U^n_i + a_i^n D_x^0 U^n_i - d_i^n D_t^- U^n_i - b_i^n U^n_i,$$
and the midpoint upwind scheme

\[ L_{e,\mu,+}^{N,M} U_i^n = \varepsilon \delta_2 U_i^n + a_{i+1/2}^n D_x^+ U_i^n - d_{i+1/2}^n D_t^- U_{i+1/2}^n - b_{i+1/2}^n U_{i+1/2}^n, \]

\[ L_{e,\mu,-}^{N,M} U_i^n = \varepsilon \delta_2 U_i^n + a_{i-1/2}^n D_x^- U_i^n - d_{i-1/2}^n D_t^- U_{i-1/2}^n - b_{i-1/2}^n U_{i-1/2}^n. \]

Define a set \( I = \{ i \in \{1, \ldots, N - 1 \} : |a_i h_i| < 2\varepsilon \} \), where central difference discretization is stable.

We define the discrete problem corresponding to the problem (1.1)-(1.3) as

\[
L_{e}^{N,M} U(x_i, t_n) = \begin{cases} 
U_i^n, & \forall i \in I, \text{ where } 1 \leq i \leq N - 1, \ n\Delta t \leq T, \\
L_{e,cen}^{N,M} U_i^n = f_i^n, & \forall i \notin I, \text{ where } 1 \leq i \leq N/2, \ n\Delta t \leq T, \\
L_{e,\mu,+}^{N,M} U_i^n = f_{i+1/2}^n, & \forall i \notin I, \text{ where } N/2 < i \leq N - 1, \ n\Delta T \leq T.
\end{cases}
\]

(3.2)

Also,

\[ U(x_i, t_n) = g(x_i, t_n), \quad \text{for} \ (x_i, t_n) \in S^{N,M}. \]

(3.3)

On rearranging the terms in eqn. (3.2), we obtain the following system of equations

\[
\begin{align*}
U_i^0 &= g(x_i, t_0), \quad 0 \leq i \leq N, \\
\left\{ 
\begin{aligned}
U_i^n &= f_i^n, \quad \forall i \in I, \text{ where } 1 \leq i \leq N - 1, \ n\Delta t \leq T, \\
U_i^n &= f_{i+1/2}^n, \quad \forall i \notin I, \text{ where } 1 \leq i \leq N/2, \ n\Delta t \leq T, \\
U_i^n &= f_{i+1/2}^n, \quad \forall i \notin I, \text{ where } N/2 < i \leq N - 1, \ n\Delta T \leq T, \\
U_0^n &= g(x_0, t_n), \quad U_N^n = g(x_N, t_n), \ n > 0.
\end{aligned}
\right.
\]

(3.4)

Here, for \( i \in I \) and \( 1 \leq i \leq N - 1 \), the coefficients of the system of equations (3.4) are given by

\[
\begin{align*}
\left\{ 
\begin{aligned}
r_{cen,i}^- &= \frac{2\varepsilon \Delta t}{h_i h_i}, \\
r_{cen,i}^0 &= \frac{-2\varepsilon \Delta t}{h_i} \left( \frac{1}{h_i} + \frac{1}{h_{i+1}} \right) - b_i^n \Delta t - a_i^n, \\
r_{cen,i}^+ &= \frac{2\varepsilon \Delta t}{h_i h_{i+1}} + d_i^n, \\
f_{cen,i} &= \Delta t f_i^n - d_i^n U_i^{n-1},
\end{aligned}
\right.
\]

(3.5)

where for \( i \notin I \) and \( N/2 + 1 \leq i \leq N - 1 \), the coefficients of the system of equations (3.4) are given by

\[
\begin{align*}
\left\{ 
\begin{aligned}
r_{mu,i,-}^+ &= \frac{2\varepsilon \Delta t}{h_i h_{i+1}}, \\
r_{mu,i,-}^0 &= \frac{-2\varepsilon \Delta t}{h_i} \left( \frac{1}{h_i} + \frac{1}{h_{i+1}} \right) + \frac{a_i^{n-1/2} \Delta t}{h_i} - \frac{d_i^{n-1/2}}{2} - \frac{b_i^{n-1/2} \Delta t}{2}, \\
r_{mu,i,-}^- &= \frac{2\varepsilon \Delta t}{h_i h_i} - \frac{a_i^{n-1/2} \Delta t}{h_i} - \frac{d_i^{n-1/2}}{2} + \frac{b_i^{n-1/2} \Delta t}{2}, \\
f_{mu,i,-} &= \Delta t f_i^{n-1/2} - d_i^{n-1/2} U_i^{n-1/2},
\end{aligned}
\right.
\]

(3.6)
and for $i \notin I$ and $1 \leq i \leq N/2$, the coefficients of the system of equations (3.4) are given by

\[
\begin{align*}
 r^+_{m,i,+} &= \frac{2\varepsilon \Delta t}{h_i h_{i+1}} + \frac{a^n_{i+1/2} \Delta t}{h_{i+1}} - \frac{d^m_{i+1/2}}{2} - \frac{\Delta t b^n_{i+1/2}}{2}, \\
 r^0_{m,i,+} &= \frac{-2\varepsilon \Delta t}{h_i} \left( \frac{1}{h_i} + \frac{1}{h_{i+1}} \right) - \frac{a^n_{i+1/2} \Delta t}{h_{i+1}} - \frac{d^m_{i+1/2}}{2} - \frac{\Delta t b^n_{i+1/2}}{2}, \\
 r^-_{m,i,+} &= \frac{2\varepsilon \Delta t}{h_i h_i}, \\
 f_{m,i,+} &= \Delta t f^n_{i+1/2} - d^n_{i+1/2} U^n_{i+1/2}.
\end{align*}
\tag{3.7}
\]

In the next lemma, we will prove that the tridiagonal matrix corresponding to the system (3.4) is an M-matrix. For this lemma we define a positive integer, $\kappa \geq \alpha/2 > 0$. We know that $a(x_{N/2+1}, t_n) < 0$ and $a(x_{N/2-1}, t_n) > 0$. Also, $a_0(x, t) \geq \alpha_0 > 0$, so there exists a constant $\kappa > 0$ such that $|a(x_i, t_n)| \geq \kappa > 0$, for $i > N/2$ and $i < N/2$.

**Lemma 3.1.** Assume that there exists some $N_0 > 0$ satisfying

\[
\begin{align*}
 N_0 \kappa &\geq 2 \left( \frac{\|d\|_Q}{\Delta t} + \|b\|_Q \right) \\
 2\tau_0 \|a\|_Q &< \frac{N_0}{\ln N_0},
\end{align*}
\tag{3.8}
\]

such that for all $N \geq N_0$, the tridiagonal matrix corresponding to difference operator (3.4) is an M-matrix.

**Proof.** Firstly, we will consider the case of $a(x, t) \geq 0$ i.e $(x, t) \in (-1, 0] \times (0, T]$. For $i \in I$, we have $|a_i h_i| < 2\varepsilon$, which gives

\[
r^-_{cen,i} = \frac{2\varepsilon \Delta t}{h_i} - \frac{\Delta t a_i}{h_i} = \frac{\Delta t}{h_i} \left( \frac{2\varepsilon}{h_i} - a_i \right) > 0,
\]

and

\[
r^+_{cen,i} = \frac{2\varepsilon \Delta t}{h_i h_{i+1}} + \frac{a_i \Delta t}{h_{i+1}} > 0.
\]

Using (3.5), we get

\[
|r^+_{cen,i}| + |r^-_{cen,i}| < |r^0_{cen,i}|.
\]

For all $N \geq N_0$, where $N_0$ satisfies $2\tau_0 \|a\|_Q < \frac{N_0}{\ln N_0}$, we have $|a_i h_i| < 2\varepsilon$, for all $x_i \in \mathbb{T}_1^N$, which implies the set $\{1, \ldots, N/4\} \subseteq I$. From this we can conclude that $L^{N,M}_{r,\rho,\mu,+}$ is applied for $N/4 < i \leq N/2$, where $i \notin I$.

For $i \notin I$, we have

\[
r^+_{m,i,+} = \frac{2\varepsilon \Delta t}{h_i h_{i+1}} + \frac{a^n_{i+1/2} \Delta t}{h_{i+1}} - \frac{d^m_{i+1/2}}{2} - \frac{\Delta t b^n_{i+1/2}}{2},
\]

\[
> \Delta t \left( \frac{a^n_{i+1/2}}{h_{i+1}} - \frac{d^m_{i+1/2}}{2\Delta t} - \frac{b_{i+1/2}}{2} \right).
\]
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Proof. The proof of the above lemma follows easily from the Taylor’s series expansion. Similarly, the case of $a(x,t) < 0$ can be proved analogously. This completes the proof. □

Lemma 3.2 (Discrete minimum principle). Let $W^N$ be any mesh function defined on $\overline{Q}^{N,M}_\tau$. If $W^N(x_i,t_n) \geq 0$, for $(x_i,t_n) \in S^{N,M}$ and $L^N_M W^N(x_i,t_n) \leq 0$, for $(x_i,t_n) \in Q^{N,M}_\tau$, then $W^N(x_i,t_n) \geq 0$, for $(x_i,t_n) \in Q^{N,M}_\tau$.

Lemma 3.3. Let $W^N$ be any mesh function defined on $Q^{N,M}_\tau$. If $W^N(x_i,t_n) \geq 0$, for $(x_i,t_n) \in S^{N,M}$ then

$$|W^N(x_i,t_n)| \leq \max_{S^{N,M}} |W^N| + \frac{T}{\beta} \max_{S^{N,M}} |L^N_M W^N|, \quad \text{for } (x_i,t_n) \in \overline{Q}^{N,M}.$$

Proof. Using the barrier function

$$\phi^\pm = \max |W^N| + \frac{\tau}{\beta} \max |L^N_M W| \pm W^N,$$

and the discrete minimum principle we obtain the desired estimate. □

4 Convergence Analysis

In this section, we separately prove the error bounds for the regular and the singular components. The $\varepsilon$-uniform error estimate is obtained by combining the error bounds for the regular and singular components.

Lemma 4.1. Let $v(x,t)$ be a smooth function defined on the domain $\overline{Q}$ and $v^n_i = v(x_i,t_n)$ be the corresponding discrete function on $Q^{N,M}_{\tau}$. Then the local truncation error at the mesh points $(x_i,t_n)$ corresponding to the discrete scheme $L^N_M$ satisfies

$$\tau^n_i = \begin{cases} 
|L^N_M v^n_i - L_{\varepsilon} v(x_i,t_n)|, & \text{for } i \in I, \\
|L^N_M v^n_i - L_{\varepsilon} v(x_{i+1/2},t_n)|, & \text{for } i \notin I, \ i \leq N/2, \\
|L^N_M v^n_i - L_{\varepsilon} v(x_{i-1/2},t_n)|, & \text{for } i \notin I, \ i > N/2,
\end{cases}$$

$$\leq C \left[ \Delta t + h_i \varepsilon \int_{x_{i-1}}^{x_{i+1}} |v_{xxx}| dx + h_{i+1} \int_{x_i}^{x_{i+1}} |v_{xxx}| dx \right], \quad \text{for } i \in I,$$

$$\leq C \left[ \Delta t + \varepsilon \int_{x_{i-1}}^{x_{i+1}} |v_{xxx}| dx + h_{i+1} \int_{x_i}^{x_{i+1}} (|v_{xxx}| + |v_{xx}| + |v_x|) dx \right], \quad \text{for } i \notin I, \ i \leq N/2,$$

$$\leq C \left[ \Delta t + \varepsilon \int_{x_{i-1}}^{x_{i+1}} |v_{xxx}| dx + h_i \int_{x_{i-1}}^{x_i} (|v_{xxx}| + |v_{xx}| + |v_x|) dx \right], \quad \text{for } i \notin I, \ i > N/2.$$

Proof. The proof of the above lemma follows easily from the Taylor’s series expansion. □
The next two lemmas provide certain barrier functions which will be required to prove the $\varepsilon$-uniform error estimates on the singular component. We construct the following barrier functions:

\[
\begin{align*}
\bar{B}_i &= \begin{cases} 
(1 + \frac{\alpha h}{\varepsilon})^{-i}, & \text{for } i = 0, \ldots, N/4, \\
(1 + \frac{\alpha h}{\varepsilon})^{-N/4}, & \text{for } i = N/4, \ldots, N/2,
\end{cases} \\
\hat{B}_i &= \begin{cases} 
(1 + \frac{\alpha h}{\varepsilon})^{-N/4}, & \text{for } i = N/2, \ldots, 3N/4, \\
(1 + \frac{\alpha h}{\varepsilon})^{-(N-i)}, & \text{for } i = 3N/4, \ldots, N.
\end{cases}
\end{align*}
\]

Lemma 4.2. There exist discrete functions $\bar{B}_i$ and $\hat{B}_i$ such that for $1 \leq i \leq N - 1$, we have

\[
L_{N,M}^{N,M} \varepsilon \bar{B}_i \leq \begin{cases} 
-\frac{C}{\varepsilon} \bar{B}_i, & \text{for } i = 1, \ldots, N/4, \\
-C \bar{B}_i, & \text{for } i = N/4 + 1, \ldots, N/2,
\end{cases}
\]
\[
L_{N,M}^{N,M} \hat{B}_i \leq \begin{cases} 
-C \hat{B}_i, & \text{for } i = N/2 + 1, \ldots, 3N/4, \\
-\frac{C}{\varepsilon} \hat{B}_i, & \text{for } i = 3N/4 + 1, \ldots, N - 1.
\end{cases}
\]

Proof. We first deduce the result for $L_{N,M}^{N,M} \hat{B}_i$. Consider the case for $i \geq 3N/4 + 1$. Since, the set of points $\{3N/4 + 1, \ldots, N - 1\} \subset I$, the operator $L_{N,M}^{N,M, cen}$ is applied on the barrier function $\hat{B}_i$, to get

\[
L_{N,M}^{N,M} \hat{B}_i = r_i^- \hat{B}_{i-1} + r_i^0 \hat{B}_i + r_i^+ \hat{B}_{i+1},
\]

where

\[
r_i^- = \frac{2\varepsilon}{h_i h_{i+1}} - \frac{a_i}{h_i}, \quad r_i^+ = \frac{2\varepsilon}{h_{i+1} h_i} + \frac{a_i}{h_i}, \quad r_i^0 = -\frac{2\varepsilon}{h_i h_{i+1}} - \frac{2\varepsilon}{h_i} - b_i^n.
\]

On simplifying the eqn. (4.3), we obtain

\[
L_{N,M}^{N,M, cen} \hat{B}_i \leq -\hat{B}_i \left[ \frac{\alpha}{2h} \left\{ \frac{h}{\varepsilon + \alpha h} (\alpha a_i^n - 2\alpha) - \frac{a_i^n h}{\varepsilon} \right\} + b_i^n \right].
\]

Since, $a_i^n < 0$ for $i > N/2$, we get

\[
L_{N,M}^{N,M} \hat{B}_i \leq -\frac{C}{\varepsilon} \hat{B}_i.
\]

For $N/2 + 1 \leq i \leq 3N/4$, whether $i \in I$ or $i \notin I$ we can easily get

\[
L_{N,M}^{N,M} \hat{B}_i = -b(x_i, t_n) \hat{B}_i \leq -C \hat{B}_i.
\]

The result for $L_{N,M}^{N,M} \hat{B}_i$ can be established analogously. \qed
Lemma 4.3. The discrete barrier functions \( \tilde{B}_i \) and \( \hat{B}_i \) satisfy the following estimates

(i) \( \exp(-\alpha(1 + x_i)/\varepsilon) \leq \tilde{B}_i \) and \( \exp(-\alpha(1 - x_i)/\varepsilon) \leq \hat{B}_i \),

(ii) \( \tilde{B}_i \leq \begin{cases} 1, & \text{for } 1 \leq i \leq N/4, \\ CN^{-\alpha \tau_0} L^{\alpha \tau_0}, & \text{for } N/4 < i \leq N/2, \\ 1, & \text{for } N/2 < i \leq 3N/4, \\ 1, & \text{for } 3N/4 < i \leq N - 1. \end{cases} \)

and

\( \hat{B}_i \leq \begin{cases} CN^{-\alpha \tau_0} L^{\alpha \tau_0}, & \text{for } N/4 < i \leq 3N/4, \\ 1, & \text{for } 3N/4 < i \leq N - 1. \end{cases} \)

Proof. To prove the estimates (i) and (ii) one mainly uses the inequalities \( e^{-t} \leq (1 + t)^{-1} \) and 
\( (1 + t)^{-1} \leq e^{t + t^2} \), respectively, where \( t \geq 0 \). For more details one can refer to [1], Appendix. \( \square \)

We will split the discrete problem (3.2)-(3.3) into left and right discrete problems centred around \( x_{N/2} = 0 \). The problems are defined as

\[
L^N_{x} \cdot U_L(x_i, t_n) = f^n_i, \quad (x_i, t_n) \in Q_{L, \tau}^N = Q_{\tau}^N \cap Q_L,
\]

\[
U_L(-1, t_n) = g(-1, t_n), \quad \text{for } n\Delta t \leq T,
\]

\[
U_L(0, t_n) = u(0, t_n), \quad \text{for } n\Delta t \leq T,
\]

\[
U_L(x_i, 0) = g(x_i, 0), \quad \text{for } i \leq N/2,
\]

and

\[
L^N_{x} \cdot U_R(x_i, t_n) = f^n_i, \quad (x_i, t_n) \in Q_{R, \tau}^N = Q_{\tau}^N \cap Q_R,
\]

\[
U_R(1, t_n) = g(1, t_n), \quad \text{for } n\Delta t \leq T,
\]

\[
U_R(0, t_n) = u(0, t_n), \quad \text{for } n\Delta t \leq T,
\]

\[
U_R(x_i, 0) = g(x_i, 0), \quad \text{for } i \geq N/2,
\]

where \( U(x_i, t_n) = \begin{cases} U_L(x_i, t_n), & i \leq N/2, \ n\Delta t \leq T, \\ U_R(x_i, t_n), & i \geq N/2, \ n\Delta t \leq T \end{cases} \). To obtain \( \varepsilon \)-uniform error estimates, we decompose each \( U_{L,R} \) into a regular components \( Y_{L,R} \) and a singular components \( Z_{L,R} \) as

\[
U_{L,R}(x_i, t_n) = (Y_{L,R} + Z_{L,R})(x_i, t_n), \quad (x_i, t_n) \in \overline{Q}_\tau^N,
\]

where the discrete left and right regular components \( Y_L(x_i, t_n) \) and \( Y_R(x_i, t_n) \), respectively, are the solutions of the problems

\[
L^N_{x} \cdot Y_L(x_i, t_n) = f(x_i, t_n), \quad \forall (x_i, t_n) \in Q_{L, \tau}^N,
\]

\[
Y_L(x_i, t_n) = y(x_i, t_n), \quad \forall (x_i, t_n) \in S_L^M,
\]

\[
Y_L(x_i, t_n) = u(x_i, t_n), \quad \forall (x_i, t_n) \in (S_L^N \cap Q_{L, \tau}^N) \cup \{(x_{N/2}, t_n), \ n\Delta t \leq T\},
\]

and

\[
L^N_{x} \cdot Y_R(x_i, t_n) = f(x_i, t_n), \quad \forall (x_i, t_n) \in Q_{R, \tau}^N,
\]

\[
Y_R(x_i, t_n) = y(x_i, t_n), \quad \forall (x_i, t_n) \in S_R^M,
\]

\[
Y_R(x_i, t_n) = u(x_i, t_n), \quad \forall (x_i, t_n) \in (S_R^N \cap Q_{R, \tau}^N) \cup \{(x_{N/2}, t_n), \ n\Delta t \leq T\}.
\]
The discrete left and right singular components $Z_L$ and $Z_R$, respectively, are the solutions of the problems

\[
L^N_M \varepsilon Z_L(x_i, t_n) = 0, \quad \forall (x_i, t_n) \in Q^N_M,
\]

\[
Z_L(x_i, t_n) = z_i(x_i, t_n), \quad \forall (x_i, t_n) \in S^N_M,
\]

\[
Z_L(x_i, t_n) = 0, \quad \forall (x_i, t_n) \in (S^N_x \cap Q^N_M) \cup \{(x_{N/2}, t_n), \quad n\Delta t \leq T\},
\]

and

\[
L^N_M \varepsilon Z_R(x_i, t_n) = 0, \quad \forall (x_i, t_n) \in Q^N_M,
\]

\[
Z_R(x_i, t_n) = z_r(x_i, t_n), \quad \forall (x_i, t_n) \in S^N_M,
\]

\[
Z_R(x_i, t_n) = 0, \quad \forall (x_i, t_n) \in (S^N_x \cap Q^N_M) \cup \{(x_{N/2}, t_n), \quad n\Delta t \leq T\}.
\]

(4.9)

(4.10)

**Lemma 4.4 (Error estimate for the regular component).** Under the assumptions \(\text{[4.8]}\), the following error estimate is satisfied by the smooth component at each mesh points \((x_i, t_n) \in \Omega^N_M\),

\[
|(Y - y)(x_i, t_n)| \leq C(\Delta t + N^{-2}), \quad \text{for } 0 \leq i \leq N, \quad n\Delta t \leq T.
\]

**Proof.** Firstly, the result is deduced for the right regular component $Y_R$. We will consider two cases depending upon the relationship between $\varepsilon$ and $N$.

**Case I:** When $\varepsilon > \|a\|_\infty/N$. In this case we have $|a_i/h_i| < 2\varepsilon$, for all $i \in \{N/2 + 1, \ldots, N - 1\}$ which implies the set $\{N/2 + 1, \ldots, N - 1\} \subseteq I$. We get

\[
|L^N_M \varepsilon Y_R - y(x_i, t_n)| = |L^N_M \varepsilon \text{ren}(Y_R - y)(x_i, t_n)|, \quad \forall N/2 + 1 \leq i \leq N - 1, \quad n\Delta t \leq T
\]

\[
\leq C[\Delta t + h_i(h_{i+1} + h_i)(\varepsilon |y_{xxx}| + |y_{xxx}|)].
\]

Using the fact that $h_{i+1} + h_i \leq 2N^{-1}$, for all $i$ and the bounds on the derivatives of $y$ given in Theorem \(\text{[2.3]}\) we get

\[
|L^N_M \varepsilon Y_R - y(x_i, t_n)| \leq C(\Delta t + N^{-2}), \quad N/2 + 1 \leq i \leq N - 1, \quad n\Delta t \leq T.
\]

Applying Lemma \(\text{[3.3]}\) we can obtain

\[|(Y_R - y)(x_i, t_n)| \leq C(\Delta t + N^{-2}), \quad N/2 \leq i \leq N, \quad n\Delta t \leq T. \]  (4.11)

**Case II:** When $\varepsilon \leq \|a\|_\infty/N$. In this case the truncation error associated with the smooth component for $i > N/2$ is given by

\[
|L^N_M \varepsilon (Y_R - y)(x_i, t_n)| \leq \begin{cases} 
C \Delta t \left[ h_i(h_i + h_{i+1})(\varepsilon |y_{xxx}| + |y_{xxx}|) \right], & \text{for } i \in I, \\
C \Delta t \left[ \varepsilon (h_{i+1} + h_i)(|y_{xxx}| + |y_{xxx}|) + h_i^2(|y_{xxx}| + |y_{xxx}|) \right], & \text{for } i \notin I.
\end{cases}
\]

Applying the bounds given in Theorem \(\text{[2.3]}\) and using the fact that $h_{i+1} + h_i \leq 2N^{-1}$ and $\varepsilon \leq CN^{-1}$, we obtain

\[
|L^N_M \varepsilon (Y_R - y)(x_i, t_n)| \leq C(\Delta t + N^{-2}), \quad N/2 + 1 \leq i \leq N - 1.
\]

Applying the Lemma \(\text{[3.3]}\) we get

\[
|(Y_R - y)(x_i, t_n)| \leq C(\Delta t + N^{-2}), \quad \text{for } N/2 \leq i \leq N, \quad n\Delta t \leq T. \]  (4.12)
Similarly, for \( i \leq N/2 \), we can show
\[
| (Y_L - y)(x_i, t_n) | \leq C(\Delta t + N^{-2}), \quad \text{for } 0 \leq i \leq N/2, \ n\Delta t \leq T. \tag{4.13}
\]
Combining eqns. (4.12)-(4.13), we get
\[
| (Y - y)(x_i, t_n) | \leq C(\Delta t + N^{-2}), \quad \text{for } (x_i, t_n) \in \overline{Q}^N_{\tau}. \tag{4.14}
\]

**Lemma 4.5** (Error estimates for the singular component). Under the assumption (3.8), the following error estimate is satisfied by the singular component \( Z(x_i, t_n) \) at each mesh points \( (x_i, t_n) \in \overline{Q}^N_{\tau} \)
\[
| (Z - z)(x_i, t_n) | \leq C(\Delta t + N^{-2}L^2), \quad \text{for } 0 \leq i \leq N, \ n\Delta t \leq T. \tag{4.15}
\]

**Proof.** Firstly, consider the right boundary layer component \( Z_R \). To start with, we first compute the error in the outer region \([0, 1 - \tau] \times (0, T)\) and then, we analyse the error in the inner region \((1 - \tau, 1] \times (0, T)\). In the outer region, both \( Z_R \) and \( z_r \) are small irrespective of the fact whether \( i \in I \) or \( i \notin I \). So, we use the following barrier functions
\[
\Phi_{R,i}^{n,\pm} = C\hat{B}_i \pm Z_R(x_i, t_n), \quad (x_i, t_n) \in \overline{Q}^N_{R,\tau}, \tag{4.16}
\]
where \( C = |z_r(x_N, t_n)| \). Using Lemma 4.2, we get
\[
L_{\epsilon}^{N,M} \Phi_{R,i}^{n,\pm} = CL_{\epsilon}^{N,M} \hat{B}_i \pm L_{\epsilon}^{N,M} Z_R(x_i, t_n) \leq 0. \tag{4.17}
\]
Also, \( \Phi_{R,N/2}^{n,\pm} \geq 0 \) and \( \Phi_{R,i}^{0,\pm} \geq 0 \), for \( N/2 \leq i \leq N, \ n\Delta t \leq T \), and \( \Phi_{R,N}^{n,\pm} = C \pm Z_R(x_N, t_n) \geq 0 \), \( n\Delta t \leq T \). Using discrete minimum principle, we get
\[
|Z_R(x_i, t_n)| \leq C\hat{B}_i, \quad \text{for } N/2 \leq i \leq N, \ n\Delta t \leq T. \tag{4.18}
\]
Now, for \( N/2 \leq i \leq 3N/4 \), inequality (4.15) and Lemma 4.3 results into
\[
|Z_R(x_i, t_n)| \leq CL^{\alpha \tau_0} N^{-\alpha \tau_0}. \tag{4.19}
\]
From Theorem 2.3 and Lemma 4.3, we obtain
\[
|z_r(x_i, t_n)| \leq \exp \left( \frac{-\alpha(1 - x_i)}{\epsilon} \right) \leq C\hat{B}_i \leq CL^{\alpha \tau_0} N^{-\alpha \tau_0}. \tag{4.20}
\]
Using (4.16) and (4.17), we can obtain the following bound in the outer region \([0, 1 - \tau] \times (0, T)\)
\[
|Z_R(x_i, t_n) - z_r(x_i, t_n)| \leq |Z_R(x_i, t_n)| + |z(x_i, t_n)| \leq CN^{-2}L^2, \quad \forall \ N/2 \leq i \leq 3N/4, \ n\Delta t \leq T, \tag{4.21}
\]
with the choice of \( \tau_0 = 2/\alpha \).
Similarly, using the same arguments as in the previous case we can show that the left singular component \( Z_L \) in the outer region \([-1 + \tau, 0] \times (0, T)\), satisfies the error bound
\[
|Z_L(x_i, t_n) - z_l(x_i, t_n)| \leq CN^{-2}L^2, \quad \forall \ N/4 \leq i \leq N/2, \ n\Delta t \leq T. \tag{4.22}
\]
Next, we consider the inner region \((1 - \tau, 1] \times (0, T]\). Since for all \(N \geq N_0\) satisfying condition (3.8), we have \(|a_i h_i| < 2\varepsilon\), for all \(i = 3N/4 + 1, \ldots, N\), therefore \(\{3N/4 + 1, \ldots, N\} \subset I\). Hence, \(L_{\varepsilon, cen}^{N,M}\) is applied in the layer region \((1 - \tau, 1] \times (0, T]\).

For \(3N/4 + 1 \leq i \leq N - 1\), we have

\[
|L_{\varepsilon, cen}^{N,M}(Z_R - z_r)(x_i, t_n)| \leq C \left[ \Delta t + h_i \int_{x_{i-1}}^{x_{i+1}} \varepsilon |(z_r)_{xxx}| + |(z_r)_{xxx}| dx \right] \\
\leq C \left[ \Delta t + \frac{h_i}{\varepsilon} \int_{x_{i-1}}^{x_{i+1}} \exp \left( \frac{-\alpha(1 - x)}{\varepsilon} \right) dx \right] \\
= C \left[ \Delta t + \frac{h_i}{\varepsilon^2 \alpha} \left\{ \exp \left( \frac{-\alpha(1 - x_i)}{\varepsilon} \right) - \exp \left( \frac{-\alpha(1 - x_{i+1})}{\varepsilon} \right) \right\} \right] \\
= C \left[ \Delta t + \frac{h_i}{\varepsilon^2 \alpha} \exp \left( \frac{-\alpha(1 - x_i)}{\varepsilon} \right) \left\{ \exp \left( \frac{\alpha h}{\varepsilon} \right) - \exp \left( \frac{-\alpha h}{\varepsilon} \right) \right\} \right] \\
= C \left[ \Delta t + \frac{h_i}{\varepsilon^2 \alpha} \exp \left( \frac{-\alpha(1 - x_i)}{\varepsilon} \right) \sinh \left( \frac{\alpha h}{\varepsilon} \right) \right]. \quad (4.20)
\]

Under the assumption \(2\tau_0 \|a\|_{L^2_q} < \frac{N_0}{\ln N_0}\), we have \(\alpha h/\varepsilon < 2\). Also, we know that \(\sinh \xi \leq C\xi\), for \(0 \leq \xi \leq 2\), so we have \(\sinh \left( \frac{\alpha h}{\varepsilon} \right) \leq C \frac{\alpha h}{\varepsilon}\).

From inequality (4.20), we get

\[
|L_{\varepsilon, cen}^{N,M}(Z_R - z_r)(x_i, t_n)| \leq C \left[ \Delta t + \frac{h_i^2}{\varepsilon^3} \exp \left( \frac{-\alpha(1 - x_i)}{\varepsilon} \right) \left\{ \exp \left( \frac{\alpha h}{\varepsilon} \right) - \exp \left( \frac{-\alpha h}{\varepsilon} \right) \right\} \right] \\
= C \left[ \Delta t + \frac{N^{-2} L^2}{\varepsilon} \exp \left( \frac{-\alpha(1 - x_i)}{\varepsilon} \right) \right].
\]

Using Lemma 4.3, we get

\[
|L_{\varepsilon, cen}^{N,M}(Z_R - z_r)(x_i, t_n)| \leq C \left[ \Delta t + \frac{N^{-2} L^2}{\varepsilon} \hat{B}_i \right]. \quad (4.21)
\]

From inequality (4.18), we get

\[
|(Z_R - z_r)(x_{3N/4}, t_n)| \leq C N^{-2} L^2.
\]

Also, \(|(Z_R - z_r)(x_{N}, t_n)| = |(Z_R - z_r)(x_{i}, t_0)| = 0\), for \(3N/4 \leq i \leq N\), \(n \Delta t \leq T\). Using the estimate given in eqn. (4.21), we construct the following barrier functions

\[
\psi^\pm(x_i, t_n) = C(N^{-2} L^2 \hat{B}_i + (\Delta t + N^{-2} L^2)t_n) \pm (Z_R - z_r)(x_i, t_n).
\]

It can be observed that \(\psi^\pm(x_i, t_n) = 0\) at the points \((x_{3N/4}, t_n), (x_N, t_n)\) and \((x_i, t_0)\) in \(S_{\varepsilon, cen}^{N,M}\). Using Lemma 4.2 and eqn. (4.21), we get

\[
L_{\varepsilon, cen}^{N,M} \psi^\pm(x_i, t_n) = C(N^{-2} L^2 L_{\varepsilon, cen}^{N,M} \hat{B}_i(x_i t_n) - d(x_i, t_n)(\Delta t + N^{-2} L^2)) \\
\pm L_{\varepsilon, cen}^{N,M}(Z_R - z_r)(x_i, t_n) \leq 0, \text{ for } 3N/4 + 1 \leq i \leq N - 1, \ n \Delta t \leq T,
\]

On using the discrete minimum principle, we get the following estimate

\[
|(Z_R - z_r)(x_i, t_n)| \leq C(N^{-2} L^2 \hat{B}_i + \Delta t), \text{ for } 3N/4 \leq i \leq N, \ n \Delta t \leq T \\
\leq C(\Delta t + N^{-2} L^2).
\]
On similar lines we can show the following error bound for left singular component $Z_L$ in the inner region $[-1, -1 + \tau] \times (0, T)$

$$|(Z_L - z_l)(x_i, t_n)| \leq C(N^{-2}L^2\bar{B}_i + \Delta t), \text{ for } 0 \leq i \leq N/4, \ n\Delta t \leq T$$

$$\leq C(\Delta t + N^{-2}L^2).$$

Combining the error estimates for the regular and the singular components, $Y(x_i, t_n)$ and $Z(x_i, t_n)$, respectively, we can obtain the error estimate for the discrete solution $U(x_i, t_n)$ of the problem (3.2)-(3.3) at each mesh points $(x_i, t_n) \in Q_{\tau}^{N,M}$.

**Theorem 4.1.** Let $u(x_i, t_n)$ be the exact solution of the problem (1.1)-(1.3) and $U(x_i, t_n)$ be the discrete solution of the problem (3.2)-(3.3) at each mesh points $(x_i, t_n) \in Q_{\tau}^{N,M}$. Then, for $N \geq N_0$ with the assumption (3.8), we have

$$\|U - u\|_{Q_{\tau}^{N,M}} \leq C(\Delta t + N^{-2}L^2 + N^{-2}).$$

5 Numerical Examples and results

In this section, numerical experiments are conducted on two examples to show the efficiency and applicability of the proposed scheme. The numerical results demonstrate the high accuracy and convergence rate of the proposed finite difference scheme as compared to the upwind scheme on uniform mesh as well as upwind scheme on Shishkin mesh.

**Problem 1.** Consider the following singularly perturbed parabolic IBVP :-

$$\begin{cases} 
(\varepsilon \frac{\partial^2 u}{\partial x^2} - 2(2x - 1)\frac{\partial u}{\partial x} - \frac{\partial u}{\partial t} - 4u)(x,t) = 0, \text{ for } (x,t) \in Q = (0,1) \times (0,1), \\
u(x,0) = 1, \text{ for } x \in [0,1], \\
u(-1,t) = 1, \ u(1,t) = 1, \text{ for } t \in (0,1].
\end{cases}$$

(5.1)

**Problem 2.** Consider the following singularly perturbed parabolic IBVP :-

$$\begin{cases} 
(\varepsilon \frac{\partial^2 u}{\partial x^2} - x^p\frac{\partial u}{\partial x} - \frac{\partial u}{\partial t} - u)(x,t) = 1, \text{ for } (x,t) \in Q = (-1,1) \times (0,1], \\
u(x,0) = 1, \text{ for } x \in [-1,1], \\
u(-1,t) = 1, \ u(1,t) = 1, \text{ for } t \in (0,1].
\end{cases}$$

(5.2)

Since the analytical solutions of the considered problems are not known, the double mesh principle is used to estimate the maximum pointwise error as follows:

$$E_{\varepsilon}^{N,M} = \|U^{N,M}(x_i, t_n) - U^{2N,2M}(x_i, t_n)\|_{Q_{\tau}^{N,M}}.$$

The corresponding order of convergence $q_{\varepsilon}^{N,M}$ is computed as

$$q_{\varepsilon}^{N,M} = \frac{\ln \left( E_{\varepsilon}^{N,M} / E_{\varepsilon}^{2N,2M} \right) }{\ln 2}.$$

Also, the $\varepsilon$-uniform maximum pointwise error $E^{N,M}$ is computed as

$$E^{N,M} = \max_{\varepsilon} E_{\varepsilon}^{N,M},$$
and the corresponding $\varepsilon$-uniform order of convergence $q^{N,M}$ is given by
\[
q^{N,M} = \ln \left( \frac{E^{N,M}}{E^{2N,2M}} \right) / \ln 2.
\]
The maximum pointwise error $E_{\varepsilon}^{N,M}$ and the order of convergence $q_{\varepsilon}^{N,M}$ are computed in Tables 1-6 for Problems 1 and 2, corresponding to different values of $\varepsilon$ and $N$. The numerical solutions, errors and loglog plots are given in Figures 1-3 for Problems 1 and 2.

Tables 1 and 3 display the results computed using upwind scheme on uniform mesh and piecewise uniform Shishkin mesh for Problems 1 and 2, respectively. From Tables 1 and 3, we can see that the numerical method on the uniform mesh is not $\varepsilon$-uniformly convergent. It is clearly evident that the upwind scheme on Shishkin mesh is $\varepsilon$-uniformly convergent with almost first-order accuracy.

Tables 2 and 4 display the results computed using the hybrid scheme on the generalized Shishkin mesh for Problems 1 and 2, respectively. The results clearly showcase the $\varepsilon$-uniform convergence of the proposed numerical scheme. Table 4 does not clearly reflect the actual theoretical order of convergence of the proposed hybrid scheme (3.2) in space as proved in Theorem 1.1 due to first order accuracy in time direction. To justify the spatial order of convergence we conduct the numerical experiments by taking $M = N^2$ and display the maximum pointwise errors $E_{\varepsilon}^{N,M}$ and the corresponding order of convergence $q_{\varepsilon}^{N,M}$ in Table 5.

In Table 6, the $\varepsilon$-uniform maximum pointwise error $E^{N,M}$ and the corresponding order of convergence $q^{N,M}$ are tabulated to show that the proposed numerical scheme works equally well for different values of $p$.

In Figure 1, the surface plots corresponding to Problems 1 and 2 are displayed which clearly shows that the solutions of the problems exhibit twin boundary layers. The higher efficiency of the proposed hybrid scheme compared to the upwind scheme is showcased in Figures 2 and 3 for Problems 1 and 2, respectively.

6 Conclusions

A singularly perturbed parabolic convection-diffusion problem with multiple interior turning point exhibiting twin exponential boundary layers is examined. Analytical aspects of the problem are studied via obtaining theoretical bounds on the solution of the problem and its derivatives. A higher order numerical method is constructed comprising of implicit Euler method for the temporal discretization on uniform mesh and a hybrid numerical scheme on the generalized Shishkin mesh for the spatial discretization. The proposed method is $\varepsilon$-uniformly convergent of order one in the time variable and almost order two in the space variable. Further, numerical experiments are conducted to investigate the performance of the proposed scheme. The numerical results tabulated and the plots displayed clearly demonstrate the higher accuracy of the proposed hybrid scheme on the generalized Shishkin as compared to the simple upwind scheme on the uniform mesh as well as on the standard Shishkin mesh. The results obtained are in good agreement with the theoretical results.
Table 1: The maximum pointwise errors $\varepsilon_{N,M}^{N,M}$ and the corresponding order of convergence $q_{N,M}^{N,M}$ for the Problem 1 using the upwind scheme on uniform mesh and piecewise uniform Shishkin mesh.

| $\varepsilon$ | Schemes | $N = 32$ | $N = 64$ | $N = 128$ | $N = 256$ | $N = 512$ | $N = 1024$ | $N = 2048$ |
|---------------|---------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| $2^{-6}$      | Upwind scheme on uniform mesh | 8.65176e-02 | 8.05002e-02 | 5.36304e-02 | 3.35928e-02 | 1.91246e-02 | 1.02013e-02 | 5.32557e-03 |
|               | Upwind scheme on Shishkin mesh | 5.07853e-02 | 3.54176e-02 | 2.85132e-02 | 1.39745e-02 | 8.18788e-03 | 4.66192e-03 | 2.59945e-03 |
| $2^{-5}$      | Upwind scheme on uniform mesh | 5.07853e-02 | 3.54176e-02 | 2.85132e-02 | 1.39745e-02 | 8.18788e-03 | 4.66192e-03 | 2.59945e-03 |
|               | Upwind scheme on Shishkin mesh | 5.19343e-01 | 6.32201e-01 | 7.09496e-01 | 7.11398e-01 | 8.12666e-01 | 8.42717e-01 | 2.4683e-03 |
| $2^{-4}$      | Upwind scheme on uniform mesh | 5.07853e-02 | 3.54176e-02 | 2.85132e-02 | 1.39745e-02 | 8.18788e-03 | 4.66192e-03 | 2.59945e-03 |
|               | Upwind scheme on Shishkin mesh | 5.19343e-01 | 6.32201e-01 | 7.09496e-01 | 7.11398e-01 | 8.12666e-01 | 8.42717e-01 | 2.4683e-03 |
| $2^{-3}$      | Upwind scheme on uniform mesh | 5.07853e-02 | 3.54176e-02 | 2.85132e-02 | 1.39745e-02 | 8.18788e-03 | 4.66192e-03 | 2.59945e-03 |
|               | Upwind scheme on Shishkin mesh | 5.19343e-01 | 6.32201e-01 | 7.09496e-01 | 7.11398e-01 | 8.12666e-01 | 8.42717e-01 | 2.4683e-03 |
| $2^{-2}$      | Upwind scheme on uniform mesh | 5.07853e-02 | 3.54176e-02 | 2.85132e-02 | 1.39745e-02 | 8.18788e-03 | 4.66192e-03 | 2.59945e-03 |
|               | Upwind scheme on Shishkin mesh | 5.19343e-01 | 6.32201e-01 | 7.09496e-01 | 7.11398e-01 | 8.12666e-01 | 8.42717e-01 | 2.4683e-03 |
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Table 2: The maximum pointwise errors $E_{N,M}^{\varepsilon}$ and the corresponding order of convergence $q_{N,M}^{\varepsilon}$ for the Problem 1 using the hybrid scheme on the generalized Shishkin mesh.

| $\varepsilon$ | $N = 32$   | $N = 64$   | $N = 128$  | $N = 256$  | $N = 512$  | $N = 1024$ | $N = 2048$ |
|----------------|-------------|-------------|------------|------------|------------|------------|------------|
| $2^{-6}$       | 4.76539e-02 | 1.55289e-02 | 4.92103e-03| 1.54015e-03| 4.64216e-04| 1.31311e-04| 3.58076e-05|
|                | 1.61885e+00 | 1.65792e+00 | 1.67589e+00| 1.73029e+00| 1.82181e+00| 1.87496e+00|           |
| $2^{-8}$       | 5.07576e-02 | 1.63691e-02 | 5.18905e-03| 1.62227e-03| 4.90864e-04| 1.39166e-04| 3.58076e-05|
|                | 1.63265e+00 | 1.65802e+00 | 1.67687e+00| 1.72462e+00| 1.81852e+00| 1.95847e+00|           |
| $2^{-10}$      | 5.15288e-02 | 1.65802e-02 | 5.25362e-03| 1.64287e-03| 4.97547e-04| 1.41138e-04| 3.60069e-05|
|                | 1.63592e+00 | 1.65808e+00 | 1.67731e+00| 1.72331e+00| 1.81773e+00| 1.97076e+00|           |
| $2^{-12}$      | 5.17220e-02 | 1.66331e-02 | 5.27039e-03| 1.64802e-03| 4.99219e-04| 1.41634e-04| 3.61501e-05|
|                | 1.63672e+00 | 1.65810e+00 | 1.67715e+00| 1.72299e+00| 1.81753e+00| 1.97007e+00|           |
| $2^{-14}$      | 5.17703e-02 | 1.66463e-02 | 5.27447e-03| 1.64931e-03| 4.99637e-04| 1.41755e-04| 3.61859e-05|
|                | 1.63692e+00 | 1.65810e+00 | 1.67716e+00| 1.72291e+00| 1.81748e+00| 1.96909e+00|           |
| $2^{-16}$      | 5.17823e-02 | 1.66496e-02 | 5.27551e-03| 1.64963e-03| 4.99741e-04| 1.41786e-04| 3.61948e-05|
|                | 1.63697e+00 | 1.65810e+00 | 1.67716e+00| 1.72289e+00| 1.81747e+00| 1.96985e+00|           |
| $2^{-18}$      | 5.17854e-02 | 1.66504e-02 | 5.27578e-03| 1.64971e-03| 4.99767e-04| 1.41793e-04| 3.61971e-05|
|                | 1.63699e+00 | 1.65810e+00 | 1.67716e+00| 1.72289e+00| 1.81747e+00| 1.96984e+00|           |
| $2^{-20}$      | 5.17861e-02 | 1.66506e-02 | 5.27584e-03| 1.64973e-03| 4.99774e-04| 1.41795e-04| 3.61976e-05|
|                | 1.63699e+00 | 1.65810e+00 | 1.67716e+00| 1.72289e+00| 1.81747e+00| 1.96984e+00|           |
| $2^{-22}$      | 5.17863e-02 | 1.66507e-02 | 5.27588e-03| 1.64974e-03| 4.99775e-04| 1.41796e-04| 3.61978e-05|
|                | 1.63699e+00 | 1.65810e+00 | 1.67716e+00| 1.72288e+00| 1.81747e+00| 1.96984e+00|           |
| $2^{-24}$      | 5.17864e-02 | 1.66507e-02 | 5.27588e-03| 1.64974e-03| 4.99776e-04| 1.41796e-04| 3.61978e-05|
|                | 1.63699e+00 | 1.65810e+00 | 1.67716e+00| 1.72288e+00| 1.81747e+00| 1.96984e+00|           |

$E_{N,M}^{\varepsilon}$ and $N_{N,M}^{\varepsilon}$ represent the maximum pointwise errors and the corresponding order of convergence, respectively.
Table 3: The maximum pointwise errors $E_N^{N,M}$ and the corresponding order of convergence $q_N^{N,M}$ for the Problem 2 using the upwind scheme on uniform mesh and piecewise uniform Shishkin mesh.

| $\varepsilon$ | Schemes | $N = 32$ | $N = 64$ | $N = 128$ | $N = 256$ | $N = 512$ | $N = 1024$ | $N = 2048$ |
|--------------|---------|----------|----------|-----------|-----------|-----------|-----------|-----------|
| 2<sup>-6</sup> | Upwind scheme on uniform mesh | 1.13453e-01 | 1.0284e-01 | 6.7635e-02 | 4.2296e-02 | 2.4052e-02 | 1.2909e-02 | 6.6941e-03 |
| | Shishkin mesh | 4.21726e-02 | 2.90406e-02 | 1.7665e-02 | 1.0497e-02 | 5.6313e-03 | 3.1068e-03 | 1.6996e-03 |
| 2<sup>-8</sup> | Upwind scheme on uniform mesh | 6.6600e-02 | 9.8061e-02 | 1.1356e-01 | 1.0632e-01 | 6.9867e-02 | 4.3653e-02 | 2.4862e-02 |
| | Shishkin mesh | -4.9196e-02 | -2.7441e-02 | 1.1201e-01 | 5.9213e-01 | 6.7431e-01 | 8.1227e-01 | 8.7013e-01 |
| 2<sup>-10</sup> | Upwind scheme on uniform mesh | 4.28790e-02 | 2.9570e-02 | 1.8352e-02 | 1.0721e-02 | 6.0291e-03 | 3.3109e-03 | 1.7967e-03 |
| | Shishkin mesh | 5.3613e-01 | 6.8925e-01 | 7.7417e-01 | 8.3040e-01 | 8.6711e-01 | 8.8184e-01 | 8.8184e-01 |
| 2<sup>-12</sup> | Upwind scheme on uniform mesh | 2.56205e-02 | 3.7818e-02 | 6.0962e-02 | 9.0846e-02 | 1.1269e-02 | 1.0528e-01 | 7.0097e-03 |
| | Shishkin mesh | -5.9962e-01 | -6.8841e-01 | -5.7706e-01 | -3.0873e-01 | 9.8151e-01 | 5.8684e-04 | |
| 2<sup>-14</sup> | Upwind scheme on uniform mesh | 4.26028e-02 | 2.9040e-02 | 1.7913e-02 | 1.0534e-02 | 6.0291e-03 | 3.3109e-03 | 1.7967e-03 |
| | Shishkin mesh | 5.3613e-01 | 6.8952e-01 | 7.7417e-01 | 8.3040e-01 | 8.6711e-01 | 8.8184e-01 | 8.8184e-01 |
| 2<sup>-16</sup> | Upwind scheme on uniform mesh | 1.07982e-02 | 1.2684e-02 | 2.0042e-02 | 3.4933e-02 | 5.9321e-02 | 9.0177e-02 | 1.1245e-01 |
| | Shishkin mesh | -2.3224e-01 | -6.6881e-01 | -8.0153e-01 | -7.6395e-01 | -6.0421e-01 | -3.1855e-01 | - |

E<sup>N,M</sup> is the maximum pointwise error and $q_N^{N,M}$ is the order of convergence.
Table 4: The maximum pointwise errors $E_{N,M}$ and the corresponding order of convergence $q_{N,M}$ for the Problem 2 using the hybrid scheme on the generalized Shishkin mesh with $p = 3$.

| $\varepsilon$ | $N = 32$       | $N = 64$       | $N = 128$      | $N = 256$      | $N = 512$      | $N = 1024$     | $N = 2048$     |
|---------------|----------------|----------------|---------------|---------------|---------------|---------------|---------------|
| $2^{-6}$      | 1.31600e-02    | 4.59892e-03    | 1.43004e-03   | 7.16764e-04   | 3.58819e-04   | 1.79519e-04   | 8.97870e-05   |
|               | 1.51708e+00    | 1.68495e+00    | 9.96489e-01   | 9.98242e-01   | 9.99120e-01   | 9.99560e-01   |
| $2^{-8}$      | 1.58487e-02    | 4.76817e-03    | 1.46684e-03   | 7.63995e-04   | 3.58819e-04   | 1.79519e-04   | 8.97869e-05   |
|               | 1.73286e+00    | 1.70072e+00    | 9.42778e-01   | 1.08860e+00   | 9.99120e-01   | 9.99560e-01   |
| $2^{-10}$     | 1.64697e-02    | 4.99240e-03    | 1.44044e-03   | 7.21264e-04   | 3.60532e-04   | 1.81544e-04   | 8.97869e-05   |
|               | 1.72201e+00    | 1.79362e+00    | 9.97510e-01   | 1.00040e+00   | 9.89812e-01   | 1.01574e+00   |
| $2^{-12}$     | 1.66249e-02    | 5.04828e-03    | 1.44536e-03   | 7.18025e-04   | 3.59389e-04   | 1.79750e-04   | 8.98677e-05   |
|               | 1.71949e+00    | 1.80320e+00    | 1.01640e+00   | 9.84900e-01   | 9.99510e-01   | 1.00120e+00   |
| $2^{-14}$     | 1.66637e-02    | 5.06226e-03    | 1.45146e-03   | 7.17533e-04   | 3.59017e-04   | 1.79589e-04   | 8.98166e-05   |
|               | 1.71887e+00    | 1.80227e+00    | 1.01638e+00   | 9.88990e-01   | 9.99612e-01   | 9.99617e-01   |
| $2^{-16}$     | 1.66734e-02    | 5.06572e-03    | 1.45269e-03   | 7.17539e-04   | 3.59021e-04   | 1.79568e-04   | 8.97982e-05   |
|               | 1.71871e+00    | 1.80204e+00    | 1.01760e+00   | 9.88988e-01   | 9.99539e-01   | 9.99772e-01   |
| $2^{-18}$     | 1.66759e-02    | 5.06659e-03    | 1.45300e-03   | 7.17541e-04   | 3.59022e-04   | 1.79569e-04   | 8.97984e-05   |
|               | 1.71867e+00    | 1.80198e+00    | 1.01790e+00   | 9.88988e-01   | 9.99539e-01   | 9.99772e-01   |
| $2^{-20}$     | 1.66765e-02    | 5.06681e-03    | 1.45308e-03   | 7.17541e-04   | 3.59023e-04   | 1.79569e-04   | 8.97985e-05   |
|               | 1.71866e+00    | 1.80196e+00    | 1.01798e+00   | 9.88987e-01   | 9.99538e-01   | 9.99772e-01   |
| $2^{-22}$     | 1.66767e-02    | 5.06680e-03    | 1.45310e-03   | 7.17541e-04   | 3.59023e-04   | 1.79569e-04   | 8.97985e-05   |
|               | 1.71866e+00    | 1.80196e+00    | 1.01800e+00   | 9.88987e-01   | 9.99538e-01   | 9.99772e-01   |
| $2^{-24}$     | 1.66767e-02    | 5.06688e-03    | 1.45310e-03   | 7.17541e-04   | 3.59023e-04   | 1.79569e-04   | 8.97985e-05   |
|               | 1.71866e+00    | 1.80196e+00    | 1.01800e+00   | 9.88987e-01   | 9.99538e-01   | 9.99772e-01   |

$p_{E_{N,M}}$ $E_{N,M}$ $p_{N,M}$ $N_{E_{N,M}}$ $N_{N,M}$

| 1.66767e-02 | 5.06688e-03 | 1.45310e-03 | 7.17541e-04 | 3.59023e-04 | 1.79569e-04 | 8.97985e-05 | 1.71866e+00 | 1.78838e+00 | 9.42778e-01 | 1.08173e+00 | 9.89812e-01 | 1.01444e+00 |
Table 5: The maximum pointwise errors $E_{\varepsilon}^{N,M}$ and the corresponding order of convergence $q_{\varepsilon}^{N,M}$ for the Problem 2 using the hybrid scheme on the generalized Shishkin mesh with $M = N^2$ and $p = 3$.

| $\varepsilon$ | $N = 32$    | $N = 64$    | $N = 128$   | $N = 256$   | $N = 512$   |
|---------------|-------------|-------------|-------------|-------------|-------------|
| $2^{-6}$      | 1.61692e-02 | 6.74563e-03 | 1.89181e-03 | 6.31041e-04 | 2.03613e-04 |
|               | 1.26122e+00 | 1.83419e+00 | 1.58396e+00 | 1.63190e+00 |             |
| $2^{-8}$      | 1.89880e-02 | 6.50248e-03 | 2.17098e-03 | 7.70847e-04 | 2.33877e-04 |
|               | 1.54602e+00 | 1.58264e+00 | 1.49383e+00 | 1.72070e+00 |             |
| $2^{-10}$     | 1.96402e-02 | 6.74166e-03 | 2.25106e-03 | 7.47893e-04 | 2.41407e-04 |
|               | 1.54264e+00 | 1.58250e+00 | 1.58875e+00 | 1.63136e+00 |             |
| $2^{-12}$     | 1.98031e-02 | 6.80120e-03 | 2.27317e-03 | 7.54838e-04 | 2.43306e-04 |
|               | 1.54187e+00 | 1.58109e+00 | 1.59114e+00 | 1.63272e+00 |             |
| $2^{-14}$     | 1.98439e-02 | 6.81607e-03 | 2.27873e-03 | 7.56505e-04 | 2.43837e-04 |
|               | 1.54168e+00 | 1.58071e+00 | 1.59081e+00 | 1.63343e+00 |             |
| $2^{-16}$     | 1.98540e-02 | 6.81978e-03 | 2.28013e-03 | 7.57016e-04 | 2.44028e-04 |
|               | 1.54164e+00 | 1.58061e+00 | 1.59072e+00 | 1.63328e+00 |             |
| $2^{-18}$     | 1.98566e-02 | 6.82071e-03 | 2.28047e-03 | 7.57145e-04 | 2.44076e-04 |
|               | 1.54162e+00 | 1.58059e+00 | 1.59069e+00 | 1.63324e+00 |             |
| $2^{-20}$     | 1.98575e-02 | 6.82094e-03 | 2.28056e-03 | 7.57177e-04 | 2.44088e-04 |
|               | 1.54162e+00 | 1.58058e+00 | 1.59069e+00 | 1.63323e+00 |             |
| $2^{-22}$     | 1.98574e-02 | 6.82100e-03 | 2.28058e-03 | 7.57185e-04 | 2.44091e-04 |
|               | 1.54162e+00 | 1.58058e+00 | 1.59069e+00 | 1.63323e+00 |             |
| $2^{-24}$     | 1.98574e-02 | 6.82102e-03 | 2.28059e-03 | 7.57187e-04 | 2.44092e-04 |
|               | 1.54162e+00 | 1.58058e+00 | 1.59068e+00 | 1.63323e+00 |             |

$E_{\varepsilon}^{N,M}$ and $p_{\varepsilon}^{N,M}$
Table 6: The $\varepsilon$-uniform maximum pointwise errors $E_{N,M}$ and the corresponding order of convergence $q_{N,M}$ for the Problem 2 using the hybrid scheme on the generalized Shishkin mesh with $M = N^2$ corresponding to different values of $p$.

| $p$ | $N = 32$        | $N = 64$        | $N = 128$       | $N = 256$       | $N = 512$       |
|-----|-----------------|-----------------|-----------------|-----------------|-----------------|
| 1   | 1.98574e-02     | 6.82102e-03     | 2.28059e-03     | 7.71391e-04     | 2.44092e-04     |
|     | 1.54162e+00     | 1.58058e+00     | 1.56387e+00     | 1.66004e+00     |                 |
| 5   | 1.98574e-02     | 6.82101e-03     | 2.28059e-03     | 7.81153e-04     | 2.44092e-04     |
|     | 1.54162e+00     | 1.58058e+00     | 1.54573e+00     | 1.67818e+00     |                 |
| 7   | 2.29690e-02     | 6.82101e-03     | 2.28059e-03     | 8.06812e-04     | 2.44092e-04     |
|     | 1.75163e+00     | 1.58058e+00     | 1.49910e+00     | 1.72481e+00     |                 |
| 9   | 3.19970e-02     | 6.82101e-03     | 2.28059e-03     | 8.52480e-04     | 2.44091e-04     |
|     | 2.22988e+00     | 1.58058e+00     | 1.41967e+00     | 1.80424e+00     |                 |
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