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Abstract

Using a new approach to the analysis of false vacuum decay based on the so-called tunneling potential, we develop a general method to find scalar potentials with a false vacuum with exactly solvable decay at the semi-classical level, including gravitational corrections. We examine in particular the decays of de Sitter vacua providing concrete examples that allow to explore analytically the transition between the Coleman-De Luccia and Hawking-Moss regimes.
1 Introduction

False vacuum decay in quantum field theory is a fascinating phenomenon of key importance for cosmology, both in the Standard Model and its extensions. A giant step in the theoretical analysis of such decays (in particular for the calculation of the tunneling action that controls the exponential suppression of vacuum decay) was due to Coleman [1] who pioneered an elegant and powerful approach based on an Euclidean formulation of the problem. This formulation is well known, as it became the standard approach, it proved particularly convenient to go beyond the semi-classical approximation including quantum corrections [2], and was also extended, by Coleman and De Luccia, to include gravitational corrections [3].

Recently, an alternative approach to the calculation of tunneling actions was proposed [4]. It reformulates the problem without reference to Euclidean space or quantities, as a variational problem in field space, using an auxiliary function, $V_t$, dubbed tunneling potential, that contains all the information needed to calculate the decay action. It is always useful to have alternative formulations for important problems, like false vacuum decay certainly is, and the $V_t$ approach has proven quite useful in many respects, see [5–10].

It was also possible to extend the $V_t$ formalism to include in a very compact way gravitational corrections [5]. In this paper we make extensive use of this general formulation, reviewed in section 2 and push forward in several directions the results obtained already in [5]. One particularly interesting type of vacuum decay is that of de Sitter (dS) vacua. While in [5] it was already discussed how the $V_t$ formalism recovered the Hawking-Moss rate [11] in the appropriate limit, we enlarge that discussion here, explaining in more detail how this new formalism reproduces the detailed balance for transitions between dS vacua (section 3), some basic properties of the dS decay action under several rescalings of parameters (section 4) and different ways in which the Hawking-Moss (HM) regime takes over the usual Coleman-De Luccia (CdL) one (section 5), for which the $V_t$ approach is ideally suited.

While the CdL to HM transition is discussed in an approximate way in section 5, one of the useful applications of the $V_t$ approach is to find potentials, $V$, for which the problem of finding the decay configuration is exactly solvable. In [4] this was done in a generic way formally integrating an equation for $V$ in terms of $V_t$, that can be explicitly solved for simple $V_t$ choices. With gravity included, this problem is harder and [5] did not provide a general solution, although it did manage to give an exactly solvable $V$ for a particular $V_t$. This solvable model, which had some adjustable parameters, could provide analytic examples for decays of Minkowski and anti-de Sitter (AdS) false vacua. No example was given for dS false vacua and the possibility of analytically examining the switch from a CdL-dominated decay to a HM-dominated one was not achieved. In this paper we fix both shortcomings of [5]: in section 6 we develop a general method to find exactly solvable potentials if $V_t$ is given, including gravity. The method is applicable to any false vacua, Minkowski, dS or AdS. In section 7 we collect examples of solvable potentials with false dS vacua decaying to other dS or AdS vacua. This serves, in particular, to study in an analytically controllable way how CdL-dominated decays turn to HM-dominated transitions. We conclude in section 8.
2 Brief Review of the Tunneling Potential Approach

The so-called tunneling potential approach \[4,5\] is an alternative formulation of the problem of finding the tunneling action for the decay of a false vacuum at \(\phi_+\) of some potential \(V(\phi)\). It does not rely on the Euclidean formulation of Coleman \[1\] and transforms the problem into a simple variational problem in field space. In the case with gravity, this variational problem is the following: find the (tunneling potential) function \(V_t(\phi)\) which interpolates between \(\phi_+\) and some unknown \(\phi_0\) on the basin of the true vacuum\(^1\) and minimizes the action functional

\[
S[V_t] = \frac{6\pi^2}{\kappa^2} \int_{\phi_+}^{\phi_0} d\phi \left( \frac{D + V_t'}{V_t'^2 D} \right)^2 ,
\]

with

\[
D^2 \equiv V_t'^2 + 2\kappa(V - V_t)V_t ,
\]

where primes denote field derivatives, and \(\kappa = 1/m_P^2\) (\(m_P\) is the reduced Planck mass). This method reproduces the Euclidean result of Coleman and De Luccia \[3\] and has a number of advantages discussed elsewhere \[4–6,9\]. The Euler-Lagrange equation \(\delta S/\delta V_t = 0\) gives

\[
\frac{\delta S}{\delta V_t} = -108\pi^2 \frac{(V - V_t)}{D^5} \text{ EoM} = 0 ,
\]

where the “equation of motion” (EoM) for \(V_t\) is:

\[
\text{EoM} \equiv 6(V - V_t) [V_t'' + \kappa (3V - 2V_t)] + V_t' (4V_t' - 3V') = 0 ,
\]

or, in terms of \(V_t'/D\),

\[
\frac{d}{d\phi} \left( \frac{V_t'}{D} \right) = \kappa \frac{(2V_t - 3V)}{D} .
\]

The tunneling potential \(V_t\) satisfies the boundary conditions

\[
V_t(\phi_+) = V(\phi_+) \equiv V_+ , \quad V_t(\phi_0) = V(\phi_0) \equiv V_0 ,
\]

where \(\phi_0\) must be determined by minimizing (2.1) and equals the central value of the bounce, \(\phi(0)\), in the Euclidean approach.

\(V_t\) is qualitatively different depending on the false vacuum nature \[5\]:

- For decays of Minkowski or AdS false vacua, \(V_t\) is monotonic with \(V_t' \leq 0\). The EoM for \(V_t\) also fixes \(V_t'(\phi_+) = V''(\phi_+) = 0\), and \(V_t'(\phi_0) = 3V''(\phi_0)/4\). As known from \[3\], for this type of false vacua, gravity can forbid decay (gravitational quenching). In the \(V_t\) formulation, to have a real tunneling action, \(V_t\) must give \(D^2 > 0\). Gravitational quenching occurs when this condition cannot be satisfied for any \(V_t\) \[5\]. For these vacua the second term in (2.2) is negative and in some cases it can be impossible to satisfy \(D^2 > 0\) for any \(V_t\) and the potential is stabilized \[9\].

\(^1\)If we call \(\phi_-\) the true vacuum, we use the convention \(\phi_- > \phi_+\). Then, \(\phi_+ < \phi_0 < \phi_-\).
For decays of dS vacua, \( V_t \) is not monotonic, see figure 1. From \( \phi_+ \) to \( \phi_{0+} \) one has \( V_t = V \) [notice that this also solves \( \delta S/\delta \phi = 0 \), see (2.3)]. From \( \phi_{0+} \) to some \( \phi_{0-} \), \( V_t < V \) and this range corresponds to the field range for the CdL bounce, with \( V_t'(\phi_{0\pm}) = 3V'(\phi_{0\pm})/4 \) and \( \phi_{0-} \) corresponding to \( \phi(0) \) of the bounce. Finally, from \( \phi_{0-} \) to the second minimum \( \phi_- \), one has again \( V_t = V \). If the overall energy scale of the potential is increased, the range of the CdL interval shrinks to zero and the action tends to the HM one [5].

For later reference we collect here several formulas that connect the tunneling potential formalism to the Euclidean approach and allow to translate the results between the two. For details on their derivation see [5]. In the Euclidean formulation, vacuum decay is described by a bounce configuration \( \phi(\xi) \), an \( O(4) \)-symmetric extremal of the Euclidean action, and a metric function, \( \rho(\xi) \), for the \( O(4) \)-symmetric Euclidean space-time metric

\[
\mathrm{d}s^2 = \mathrm{d}\xi^2 + \rho(\xi)^2 \mathrm{d}\Omega_3^2 ,
\]

where \( \xi \) is a radial coordinate and \( \mathrm{d}\Omega_3^2 \) is the line element on a unit three-sphere.

The key link between both formulations is

\[
V_t(\phi) = V(\phi) - \frac{1}{2} \dot{\phi}^2 ,
\]

where \( \dot{x} \equiv dx/d\xi \), and \( \phi \) on the right hand side is assumed to be expressed in terms of the field, using the bounce profile \( \phi(\xi) \). Using (2.8) and the differential equations satisfied by \( \phi \) and \( \rho \) one can establish the following dictionary, where the left hand side is a Euclidean quantity and the right hand side does not depend at all on Euclidean quantities. We have

\[
\dot{\phi} = -\sqrt{2(V - V_t)} , \quad \ddot{\phi} = V' - V_t' ,
\]

where the minus sign in the equation for \( \dot{\phi} \) applies for our convention \( \phi_+ < \phi_- \), and

\[
\rho = \frac{3\sqrt{2(V - V_t)}}{D} , \quad \dot{\rho} = -\frac{V_t'}{D} , \quad \ddot{\rho} = -\frac{\kappa}{3} (3V - 2V_t) .
\]
3 dS to dS Transitions

In the decay of a dS vacuum, only the finite space inside the horizon is required to transition (see e.g. [12]). This makes the rate non zero generically and allows upward transitions, from a dS vacuum to another with higher cosmological constant. There is a simple relation between the actions for transitions between two dS vacua and it is instructive to derive such relation in the tunneling potential formalism.

The tunneling action $S_{+\to -}$ for the decay from a dS vacuum at $\phi_+$ to a dS vacuum at $\phi_-$ can be obtained as the action integral (2.1). For the discussion in this section it is convenient to extend the integration interval to the full interval from $\phi_+ \to \phi_-$. The integral has three different pieces [5] according to the three different ranges described in the previous section and illustrated by figure 1: In the first, from $\phi_+ \to \phi_0^+$, where one has $V_t \equiv V$, with $V'_t \geq 0$, one gets $D = V'_t$ and the action density is simply

$$s = \frac{24\pi^2 V'}{\kappa^2 V^2},$$

which can be integrated exactly. In the CdL range, $(\phi_0^+, \phi_0^-)$, one has $V_t \leq V$. Finally, from $\phi_0^- \to \phi_-$ with $V_t \equiv V$ again but with $V'_t = V' \leq 0$, the action density is $s = 0$.\[2\]

The total decay action can then be written as the sum of two nonzero pieces, one that we call (with an slight abuse of notation) the “Hawking-Moss” part and the other the CdL contribution:\[3\]

$$S_{+\to -} = \Delta S_{HM} + \Delta S_{CdL} = \frac{24\pi^2}{\kappa^2} \left( \frac{1}{V_+} - \frac{1}{V_{0+}} \right) + \frac{6\pi^2}{\kappa^2} \int_{\phi_{0+}}^{\phi_{0-}} \left( \frac{D + V'_t}{DV_t^2} \right)^2 d\phi,$$

with $V_{0+} \equiv V(\phi_{0+})$. When the overall mass scale of the potential (say $V_+$) is sufficiently large, the CdL bounce part disappears and the transition is purely of Hawking-Moss type, as discussed in section 5.

The decay in the opposite direction, from $\phi_- \to \phi_+$ proceeds in a similar manner, in fact with the same $V_t$ function, but now taken as starting from $\phi_-$, so that its derivative flips sign. This implies that now there is a simple non-zero contribution from the interval $\phi_- \to \phi_0^-$ and a zero contribution from the interval from $\phi_0^- \to \phi_+$. The difference between the two tunneling actions, $\Delta S \equiv S_{+\to -} - S_{-\to +}$, takes a very simple form, as only the term linear in $V'_t$ in the action density, the only one that flips sign, contributes. This term can be integrated exactly and one gets

$$\Delta S = \frac{24\pi^2}{\kappa^2} \left( \frac{1}{V_+} - \frac{1}{V_-} \right).$$

This can be rewritten simply as $\Delta S = S_+ - S_-$, where $S_\pm$ is the Gibbons-Hawking entropy of a dS vacuum with cosmological constant $V_\pm$. Indeed, this entropy is one fourth of the horizon’s area in Planck units $S_{\pm} = A_{\pm}/(4l_P^2)$, where the area is given by $A_{\pm} = 4\pi/H_{\pm}^2$, with $H_{\pm}^2 = \kappa V_{\pm}/3$. In the formulas above one has $l_P = 1/M_P$ and $1/M_P^2 = G$, $8\pi G = \kappa$.

---

3 One also sees that there are no transitions from AdS to dS: the action density would diverge if $V_+ < 0$ as $V_t$ would need to cross zero with positive slope.

4 The mixed nature of the dS to dS transitions, with a “HM” piece and a CdL part has been given a thermal interpretation in [13].
4 Some Basic Properties of dS Decays

The expression for the tunneling action in terms of \( V \) can be used to derive in a simple way the following basic properties for dS vacuum decays under several rescalings: (1) Stretching of the potential; (2) stretching of the field; (3) changing the strength of gravity and (4) a combination of the latter two.

(1) If the potential is rescaled by a constant, \( V \rightarrow aV \), then the tunneling potential that minimizes the action is \( aV \) (as is clear from the EoM for \( V \)) and the tunneling action gets rescaled as \( S \rightarrow S/a \). Therefore, for \( a > 1 \) the rescaling of \( V \) increases the energy scale of the false vacuum and makes it more unstable, even though the height of the potential barrier is also increased. This conclusion holds whether the transition happens via a CdL bounce or via a HM instanton.

(2) The effect of gravity can be examined by studying how the action is affected by a change in \( \kappa \) [in the understanding that a larger (smaller) \( \kappa \) means all mass scales of the potential are smaller (larger) compared to \( m_P \)]. This is best analyzed by looking at

\[
\frac{dS[V_i]}{d\kappa} = \frac{d}{d\kappa} \int_{\phi_+}^{\phi_-} s(V, V_i, V_i', \kappa) d\phi = \int_{\phi_+}^{\phi_-} \left[ \left( \frac{\partial s}{\partial V} - \frac{d}{d\phi} \frac{\partial s}{\partial V_i'} \right) \frac{dV_i}{d\kappa} + \frac{\partial s}{\partial \kappa} \right] d\phi ,
\]

(4.1)

where \( s(V, V_i, V_i', \kappa) \) is the tunneling action density and we have written the total action as an integral in the full interval \((\phi_+, \phi_-)\), as in the previous section. The term inside round brackets above cancels due to the EoM for \( V \), eqs. (2.3) and (2.4) in the whole integration interval, and the rest gives

\[
\frac{dS[V_i]}{d\kappa} = \frac{3\pi^2}{\kappa^3} \int_{\phi_+}^{\phi_-} \frac{D}{V_i^2} \left( \frac{1 + V_i'}{D} \right)^2 \left[ \left( \frac{1 - V_i'}{D} \right)^2 - 4 \right] d\phi .
\]

(4.2)

The sign of this derivative depends on the type of transition considered. For dS to dS transitions, defined as those for which \( V(\phi_{0-}) > 0 \) even if \( V_- \) might be negative, we have \( V_i > 0 \) for \( \phi < \phi_{0-} \) (and zero integrand for \( \phi > \phi_{0-} \)). Then, it follows that \(-1 \leq V_i'/D \leq 1\) and \( dS[V_i]/d\kappa < 0 \) and so, one concludes that larger \( \kappa \) (stronger gravitational effects) lowers the tunneling action, making dS vacua more unstable.

However, for dS to AdS transitions [i.e. those with \( V(\phi_{0-}) < 0 \)], \( V_i \) gets negative at some point resulting in \( V_i'/D < -1 \) and the sign of \( dS[V_i]/d\kappa \) depends on the shape of the potential. If the region with negative \( V_i \) dominates in the integral (4.2) one would get a positive slope and stronger gravity makes the false vacuum more stable (as always happens for the decays of Minkowski or AdS false vacua). In subsection 7.5 we show an example of potential that can realize both signs of \( dS[V_i]/d\kappa \) depending on its parameters.

(3) If we rescale the field as \( \phi \rightarrow \phi/a \), the tunneling potential for \( V_a(\phi) \equiv V(\phi/a) \) is not simply \( V_i(\phi/a) \) but we can still see how the action changes depending on whether \( a < 1 \) (thinner barrier) or \( a > 1 \) (wider barrier). As the HM part of the action does not change under a field rescaling, we simply look at the CdL part. Consider the CdL part of the action

\[
\frac{dS[V_i]}{d\kappa} = \frac{3\pi^2}{\kappa^3} \int_{\phi_+}^{\phi_-} \frac{D}{V_i^2} \left( \frac{1 + V_i'}{D} \right)^2 \left[ \left( \frac{1 - V_i'}{D} \right)^2 - 4 \right] d\phi .
\]

(4.2)
for a rescaled \( V_t(\phi) \equiv V_t(\phi/a) \) (for any arbitrary \( V_t \)):

\[
\Delta S_{CdL}[V_{ta}] = \frac{6\pi^2}{\kappa^2} \int_{a\phi_{0-}}^{a\phi_{0+}} \frac{[D^n_{\kappa} + V'_{Ja}]}{D^n_{\kappa}V^2_{Ja}} \, d\phi ,
\]

(4.3)

where

\[
D^n_{\kappa} \equiv \left[ V'^2_{Ja} + 6\kappa(V_a - V_{Ja})V_{Ja} \right]^{1/2} .
\]

(4.4)

Changing the integration variable \( \phi \to \phi/a \) we have

\[
\Delta S_{CdL}[V_{ta}] = \frac{6\pi^2}{\kappa^2} \int_{\phi_{a}}^{\phi_{a+}} \frac{[D_{\kappa a}^2 + V'^2_{Ja}]}{D_{\kappa a}^2V^2_{Ja}} \, d\phi ,
\]

(4.5)

where

\[
D_{\kappa a}^2 \equiv \left[ V'^2_{Ja} + 6\kappa a^2(V - V_t)V_t \right]^{1/2} .
\]

(4.6)

Now, for \( a > 1 \) it is easy to show that \( [D_{\kappa a}^2 + V'^2_{Ja}]/(D_{\kappa a}^2V^2_{Ja}) \geq [D_{\kappa} + V'^2_{Ja}]/(D_{\kappa}V^2_{Ja}) \) so that the action integrand is larger for \( a > 1 \) than for \( a = 1 \). This proves that, for \( a > 1 \), \( \Delta S_{CdL}[V_{Ja}] \geq \Delta S_{CdL}[V_t] \) for any \( V_t \). Therefore, the minimum of the functional \( S[V_{Ja}] \) is larger (or equal\(^5\)) than the minimum of \( S[V_t] \) and the tunneling action must increase (or stay constant) when the barrier is made wider (\( a > 1 \)). Eventually, the action for tunneling via a CdL instanton will become larger than the HM one (unchanged by the field rescaling) and for barriers wider than a critical value it is the HM action that controls the decay. Finally, for the opposite case of \( a < 1 \) all inequalities are reversed, so that a thinner barrier leads to a higher decay rate (lower tunneling action).

(4) From (4.5) and the previous discussion of the \( \kappa \) dependence of the action, we see that the tunneling action after a field rescaling \( \phi \to \phi/a \) is related to the action after \( \kappa \to \kappa a^2 \) by

\[
S_{\phi \to \phi/a} = a^4 S_{\kappa \to \kappa a^2} .
\]

We can combine this inequality with \( S_{\phi \to \phi/a} \geq S \) for \( a > 1 \) from (3) above (wider barriers increase the action). For dS to dS transitions or dS to AdS transitions with \( dS/d\kappa < 0 \), we also know from (2) above that \( S_{\kappa \to \kappa a^2} < S \) for \( a > 1 \) (stronger gravity makes such dS vacua more unstable). Combining all this we get \( S \leq S_{\phi \to \phi/a} = a^4 S_{\kappa \to \kappa a^2} < a^4 S \). Therefore we arrive at the following two inequalities for \( a > 1 \)

\[
S \leq S_{\phi \to \phi/a} < a^4 S ,
\]

\[
a^{-4} S \leq S_{\kappa \to \kappa a^2} < S ,
\]

(4.7)

that set upper and lower bounds for these rescalings. Notice that this behaviour is quite different from the one for Minkowski or AdS vacuum decay. In these two cases, making the barrier wide enough or increasing sufficiently the strength of gravity could quench completely the decay (leading to \( S \to \infty \)). The bounds above prevent this from happening in the dS case. After all, a dS vacuum can always decay via the HM instanton.

\(^4\)Taking \( x = 6\kappa(V - V_t)V_t/V^2_{Ja} \) reduces the problem to the inequality \( f(xa^2) \geq f(x) \) involving the function \( f(x) \equiv \sqrt{1 + x} + 1/\sqrt{1 + x} \) for \( x \in (-1, \infty) \), as \( D^2 > 0 \). The equality holds only for \( x = 0 \), which requires \( V = V_t \), i.e. a HM transition.

\(^5\)If the original decay was already a HM one, then the rescaling has no effect on the action and that is why we also include the possible equality here.
5 Onset of Hawking-Moss Transitions

It is well known that, if the vacuum energy of a false dS vacuum is sufficiently large, the CdL instanton disappears and vacuum decay proceeds via the Hawking-Moss [11] instanton instead.\(^6\) In this section we use the tunneling potential approach to examine this phenomenon.

The decay of a false dS vacuum minimizes the tunneling action (2.1) which is the sum of two nonzero pieces, as written in (3.2). The first action contribution, \(\Delta S_{HM}\), pulls \(V_{0+}\) towards \(V_+\) (and thus \(\phi_{0+} \to \phi_+\)) to become smaller, while \(\Delta S_{CdL}\) wants the interval \((\phi_{0+}, \phi_{0-})\) to shrink so as to lower the value of the CdL integral. The final solution comes from the interplay between these two opposing demands [5]. To get a simple qualitative understanding of this trade-off it is useful to make the rough approximation of taking \(V_t\) to be a constant.

In that case [5]

\[
S(V_t) = \frac{24\pi^2}{\kappa^2} \left( \frac{1}{V_+} - \frac{1}{V_{t}} \right) + \frac{6\pi^2\sqrt{3}}{(\kappa V_t)^{3/2}} \int_{\phi_{0+}}^{\phi_{0-}} \sqrt{2(V - V_t)} \, d\phi ,
\]

where \(\phi_{0\pm}\) are just the two solutions of \(V = V_\pm\). If one keeps the shape of \(V\) fixed but raises the overall energy scale \(V_+\) then \(\Delta S_{HM} \sim 1/V^2_+\) and \(\Delta S_{CdL} \sim 1/V^{3/2}_+\) and the minimization of the total tunneling action requires \(\Delta S_{CdL} \to 0\) with \(\phi_{0+} \to \phi_{0-} \to \phi_B\), the field value for the top of the barrier. In that case, vacuum decay proceeds via the Hawking-Moss instanton with rate

\[
S = S_{HM} = \frac{24\pi^2}{\kappa^2} \left( \frac{1}{V_+} - \frac{1}{V_B} \right) ,
\]

where \(V_B \equiv V(\phi_B)\) as obtained from (2.1) when the CdL interval shrinks to zero [5].\(^7\)

Although the previous behaviour is generic and will happen for potentials of any shape, the particular way in which the transition between CdL-mediated and HM-mediated decay happens depends on the shape of the potential barrier.

Consider first the case of a barrier with an inverse quadratic top

\[
V = V_B - \frac{1}{2} m^2 \phi^2 + ...
\]

In the constant-\(V_t\) approximation \(S(V_t)\) can be calculated (and minimized) analytically. One gets

\[
S(V_t) = \frac{24\pi^2}{\kappa^2} \left( \frac{1}{V_+} - \frac{1}{V_t} \right) + \frac{6\sqrt{3}\pi^3}{m(\kappa V_t)^{3/2}} (V_B - V_t) .
\]

Figure 2, left plot, shows this action (blue continuous curves) as a function of \(V_t\) for different values of \(V_B\) (the end point of each curve corresponds to \(V_t = V_B\)). The black dashed line marks the location of the minimum of \(S(V_t)\) while the horizontal dashed lines give the value of \(S_{HM}\) for each case. As the scale of the potential \(V_B\) increases, the location of the minimum of \(S(V_t)\) gets closer to the top of the barrier \(V_B\) and the action tends to the Hawking-Moss

\(^6\)For the possible cosmological signatures of a HM transition, see e.g. [14].

\(^7\)For a derivation of this rate in the context of a stochastic approach to tunneling, see [15].
Above a certain critical value the minimum of $S(V_t)$ is at $V_B$ and the CdL instanton has disappeared being replaced by the Hawking-Moss one. While we vary $V_B$ we keep $V_+$ fixed and this is why the action increases with $V_B$.

The value of the critical $V_B$ calculated in the constant $V_t$ approximation is obtained as $V_{Bc} = 16m^2/(3\kappa \pi^2) \simeq 0.54m^2/\kappa$ which gives right its order of magnitude. The exact value can be obtained easily by solving the EoM for the exact $V_t(\phi)$ in the limit of CdL disappearance, when $V_t$ gets very close to the top of the barrier. In that limit, a quadratic expansion should be enough to study the behaviour of $V$ and $V_t$. Writing $V = V_B - m^2 \phi^2/2 + ...$ and $V_t = V_B - \delta - m^2_t \phi^2/2 + ...$, and imposing the boundary condition $V'_t = 3V'/4$ at the $\phi_0 \simeq \sqrt{2\delta/(m^2 - m^2_t)}$ for which $V_t = V$ one gets

$$m^2_t = \frac{3}{4} m^2 .$$

(5.5)

Using this in the EoM for $V_t$ it follows that $V''_{tB} + \kappa(3V_B - 2V_{tB}) = 0$, from which we get the criticality condition

$$V_{Bc} = \frac{3m^2}{4\kappa} .$$

(5.6)

For $V_B \geq V_{Bc}$ the Hawking-Moss instanton is the relevant one to describe dS vacuum decay. In the analytical examples we present in section 7 it can be checked explicitly how this critical relation is satisfied. We can also interpret the critical relation (5.6) as a limit on how large the curvature at the top should be for the CdL instanton to exist:

$$m^2 > \frac{4}{3} \kappa V_B .$$

(5.7)

In the Euclidean formalism, this bound is understood as a necessary condition for the CdL compact bounce to fit inside the horizon at $\phi_B$. Substituting the expressions for $V$ and $V_t$
above in eq. (2.9) for $\dot{\phi}$ and integrating that equation

$$
\int_0^{\xi_{CdL}} d\xi = \int_{-\phi_0}^{\phi_0} d\phi / \sqrt{2(V - V_t)} \simeq \frac{1}{\sqrt{m^2 - m_i^2}} \int_{-\phi_0}^{\phi_0} d\phi / \sqrt{1 - \phi^2/\phi_0^2},
$$

(5.8)

we find that the size of the CdL instanton is $\xi_{CdL} = \pi / \sqrt{m^2 - m_i^2} = 2\pi / m$. The horizon radius at the top of the barrier, $\phi_B$, is $\xi_{dS,B} = \pi \sqrt{3} / (\kappa V_B)$ and imposing $\xi_{CdL} < \xi_{dS,B}$ gives (5.7).

We can then examine what would happen if the top of the potential barrier is flatter, say like an inverted quartic:

$$
V = V_B - \frac{1}{4} \lambda \phi^4 + ...
$$

(5.9)

Again, the constant-$V_t$ approximation can give the rough qualitative behaviour. One gets

$$
S(V_t) = \frac{24\pi^2}{K^2} \left( \frac{1}{V_+} - \frac{1}{V_t} \right) + \frac{16\sqrt{3} \pi^2 K(-1)}{(\kappa V_t)^{3/2}} (V_B - V_t)^{3/4},
$$

(5.10)

where $K(m)$ is the complete elliptic integral of the first kind, with $K(-1) \simeq 1.3$. Figure 2, right plot, shows $S(V_t)$ for different values of $V_B$ (again keeping $V_+$ fixed). For low values of $V_B$, $S(V_t)$ has a minimum with action lower than the HM action (corresponding to the CdL instanton decay) and a maximum with higher action. The location of these minima and maxima is given by the black dashed lines. As $V_B$ increases, the minimum is lifted, until a critical value is reached for which the minimum is degenerate with the HM one. For $V_B$ higher than that critical value, the minimum is minimized by the HM instanton. For $V_B$ higher than the critical value, the minimum and maximum of $S(V_t)$ get closer until they merge into a saddle point and disappear for even higher $V_B$.

Note that this case is qualitatively different from the previous one with quadratic barrier top for which the CdL-mediated minimum merges with the HM one at the critical value, while now they are still separate. When the barrier top is flat, the CdL integral decreases more slowly as $V_B$ increases and at some point it is advantageous to switch to the HM instanton. The picture obtained above from the simple constant-$V_t$ approximation is confirmed by a numerical calculation of $V_t$.

Potentials with a flat-top barrier have been studied before using the Euclidean approach [16–19], which emphasized the potential obstruction to the existence of the CdL bounce when condition (5.7) is violated, as well as possible exceptions to that bound. Although one can also apply the $V_t$ formalism to examine in more detail flat-top potentials, we do not pursue this goal further. We tried to obtain exactly solvable examples of this type of flat-top potentials to include in section 7 but we failed to find any.

---

8Some of these works also discuss the so-called oscillating bounces, which cross the top of the barrier more than once. We do not discuss them here (although the $V_t$ formalism can be applied to them as well) as they do not seem to be relevant for vacuum decay.
6 Exactly Solvable Models: Getting $V$ from $V_t$

The tunneling potential formulation can be quite useful to generate potentials with exactly solvable false vacuum decay.\(^9\) The idea is to postulate a simple enough $V_t$ and solve its EoM for $V$, which is a much simpler task than solving for $V_t$ given $V$. Without gravity, the integration for $V$ can be done formally, and explicitly for certain $V_t$'s. This was done in [4] to generate some exactly solvable potentials. In the case with gravity the formal integration for $V$ has not been done but [5] presented one exactly solvable case for a particular choice of $V_t$ leading to analytic examples of Minkowski or AdS decays. In this section we perform the formal integration for $V$ in the presence of gravity and in the next section we will make use of it to generate a number of examples for dS decays.

Given the expression for $D^2$ in (2.2) we can formally write $V(\phi)$ in terms of $V_t(\phi)$ and $D(\phi)$ as

$$V(\phi) = V_t + \frac{D^2 - V_t'^2}{6\kappa V_t}.$$  \hspace{1cm} (6.1)

When $D \equiv 0$ the action $S[V_t]$ becomes infinite and the decay is forbidden by gravity. In that case the potential $V$ reproduces the generic form of a critical potential [9]. In that sense, $D$ measures deviations of $V$ from criticality.

Using (6.1) the equation of motion (2.4), given in terms of $V_t$ and $V$, can be rewritten in terms of $D$ and $V_t$ and takes the form

$$V_t'' + \kappa V_t + \frac{D^2 - V_t'^2}{2V_t} - V_t' \frac{D'}{D} = 0.$$  \hspace{1cm} (6.2)

This differential equation can be integrated formally to obtain $D^2$ in terms of $V_t$ as

$$D^2(\phi) = \frac{V_t'^2}{1 - \phi F} ,$$  \hspace{1cm} (6.3)

where

$$F(\phi) \equiv \frac{2\kappa}{E(\phi)} \int_{\phi_0}^{\phi} E(\tilde{\phi}) \tilde{V}_t'(\tilde{\phi}) d\tilde{\phi} , \quad E(\phi) \equiv \exp \left[ 2\kappa \int_{\phi_0}^{\phi} \frac{V_t(\tilde{\phi})}{V_t'(\tilde{\phi})} d\tilde{\phi} \right].$$  \hspace{1cm} (6.4)

and $\phi_0$ is some reference field value, taken here to be one of the two contact points between $V$ and $V_t$, so that $D^2(\phi_0) = V_t'^2(\phi_0)$.

The procedure to find an analytical $V$ under control is then to find a $V_t$ simple enough that the integrals $E$ and $F$ can be performed analytically. Once $D^2$ is found, it can be plugged in (6.1) to obtain $V$ as

$$V(\phi) = V_t + \frac{V_t'^2}{6\kappa(1/F - V_t)}.$$  \hspace{1cm} (6.5)

\(^9\)Exactly solvable models with gravity included have been obtained using other methods before, see [20–22] for an incomplete list.
The function $F$ plays a key role in what follows and it is instructive to rewrite (6.2) as a differential equation for $F$, which takes the very simple form

$$F'V_t' = 2\kappa(1 - FV_t) . \tag{6.6}$$

As is evident from (6.1) and (6.3), the zeros of $F$ determine the field values at which $V_t$ touches $V$. In (6.5) we see that at such points $1/F$ diverges and the second term drops, giving precisely $V = V_t$.

The previous results are general: they apply to decays from Minkowski, AdS or dS vacua, and the formalism can be used to obtain analytical potentials in all those cases. In what follows we focus on dS decays. In order to get sensible results, $V_t$ must satisfy the proper boundary conditions and constraints. In the case of dS decays, the field range of the CdL bounce is $(\phi_0^+, \phi_0^-)$, with $\phi_0^\pm$ being different from the minima of the potential. The values of $\phi_0^\pm$ will correspond to the zeros of $F$:

$$F(\phi_0^\pm) = 0 . \tag{6.7}$$

This condition is crucial as it fixes the value of $\phi_0^\pm$. We show explicit examples of this in the next section.

In the dS case, $V_t$ is not monotonic but rather it should have a maximum at some intermediate field value $\phi_T$ (which corresponds to the maximum value of the metric function $\rho$ in the Euclidean formulation, see [5]) and at this maximum the top of $V_t$ should be an inverted quadratic: From the EoM (2.4) it follows that

$$V''_{tT} = -\kappa(3V_T - 2V_{tT}) < 0 . \tag{6.8}$$

(The subindex $T$ on a function indicates that it is evaluated at $\phi_T$.) Eq. (6.5) shows that $V'_t = 0$ would naively lead to $V_T = V(\phi_T) = V_{tT} = V_t(\phi_T)$ while the contact points between $V$ and $V_t$ should be just $\phi_0^\pm$. The condition $V_T \neq V_{tT}$ requires

$$F(\phi_T)V_t(\phi_T) = 1 , \tag{6.9}$$

so that the ratio in (6.5) gives a finite value. This means $1 - FV_t$ goes to zero at $\phi_T$ as $V''_t$ does. From (6.6) we then learn that $F'$ also vanishes at $\phi_T$. Using (6.6), (6.9) and L’Hôpital’s rule we get

$$V_T = V_{tT} + \frac{V''_{tT}}{3V_{tT}F''_T} . \tag{6.10}$$

Moreover, (6.3) shows that $FV_t < 1$ and therefore (6.6) forces $F'$ to have the same sign as $V'_t$: $F$ is also a nonmonotonic function with a maximum and $V''_{tT}/F''_T > 0$, with $F''_T < 0$ and $V''_{tT} < 0$.

In the next section we put this formalism to work and obtain several examples of analytical potentials describing dS to dS transitions (as well as one transition from dS to AdS). We relegate to the appendix a simple case of Minkowski false vacuum decay, that generalizes the scale invariant potential $V(\phi) = -\lambda\phi^4/4$ to the case with gravity.
7 Examples of Solvable dS Decays

To use the formalism described in the previous section we can postulate a simple \( V_t \) (with a maximum at some point \( \phi_T \)) that allows to integrate explicitly (6.6) for \( F \). The result will depend on an integration constant \( C \) that is fixed in the following way. A Taylor expansion of \( F \) around \( \phi_T \) takes the generic form

\[
F(\phi_T + \epsilon) = \frac{1}{V_{IT}} + \frac{g^2}{\kappa - \kappa_c} \epsilon^2 + \mathcal{O}(\epsilon^3) + (C - C_\kappa)\mathcal{O}(\epsilon^{2\kappa/\kappa_c}) ,
\]

with \( g^2, \kappa_c > 0, \) and \( C_\kappa \) is some model dependent constant and

\[
\kappa_c = -\frac{V_{IT}''}{V_{IT}}. \tag{7.2}
\]

As explained in the discussion at the end of the previous section, around eq. (6.10), we need \( F''(\phi_T) < 0 \) and finite to have \( V_t \) below \( V \) at \( \phi_T \). From (7.1) we immediately see that to satisfy that requirement we need to respect the limit \( \kappa < \kappa_c \) (if this is violated the decay occurs via the HM instanton rather than the CdL bounce) and fix the integration constant as \( C = C_\kappa \).

Although most of the examples we present below follow this method, there is an alternative way to generate solvable potentials: postulate a simple enough \( F \), with two zeros and a maximum between them, and integrate equation (6.6) for \( V_t \). Example 7.4 illustrates this route. Besides the examples we present below we have found many others and the interested reader should be able to produce new ones easily.

7.1 \( V_t(\phi) = A - 1 + \cos \phi \)

For simplicity, in this \( V_t \) (and some other examples below) we suppress mass scales (e.g. in the normalization of the field and the prefactor of the cosine, etc.). These scales can be recovered trivially if needed. As \( V_t \) is symmetric under \( \phi \to -\phi \), the potential \( V \) enjoys the same symmetry. The CdL field range will simply be \((\phi_0^+, \phi_0^-) = (-\phi_0, \phi_0)\) with \( 0 < \phi_0 < \pi \) and the maximum of \( V_t \) occurs at \( \phi_T = 0 \).

Equation (6.6) can be integrated analytically and \( F \) expressed in terms of a hypergeometric function as

\[
F(\phi) = \frac{[\cos(\phi/2)]^{4\kappa}}{A} \, {}_2F_1[-2\kappa,-A\kappa;1-A\kappa;-\tan^2(\phi/2)] + C \frac{(\sin^2 \phi)^\kappa}{[\tan^2(\phi/2)]^{(1-A)\kappa}} , \tag{7.3}
\]

where \( C \) is an integration constant. Expanding \( F(\phi) \) around \( \phi_T = 0 \) we have

\[
F(\epsilon) = \frac{1}{A} + \frac{\kappa}{2A(A\kappa - 1)} \epsilon^2 + \mathcal{O}(\epsilon^3) + C \epsilon^{2A\kappa} \left[ 4(1-A)\kappa + \mathcal{O}(\epsilon^2) \right] , \tag{7.4}
\]

which conforms to the generic expression (7.1). We immediately conclude that \( C = 0 \) and the condition to have a CdL bounce is \( \kappa < \kappa_c = 1/A \). If that bound is not satisfied the transition
occurs via the Hawking-Moss instanton. Having fixed $F$, the potential is then obtained by plugging $F$ above on (6.5) and $\phi_0$ is obtained from $F(\phi_0) = 0$.

For numerics, let us examine first the case with fixed $A$ (we take $A = 2$) and let $\kappa$ vary. Figure 3 shows $\phi_0$ as a function of $\kappa$ and different $V$’s for several choices of $\kappa$, as indicated. The numerical analysis confirms the critical value $\kappa_c = 1/A = 1/2$, at which the CdL range shrinks to zero ($\phi_0 \to 0$). Above that critical value the transition occurs via the Hawking-Moss instanton.

It is also instructive to fix $\kappa = 1/4$ and let $A$ vary. Figure 4 shows $\phi_0$ as a function of $A$ and pairs of $V$ and $V_t$ for several choices of $A$, as indicated. We see that, as expected, there is a critical value for $A$, $A_c = 1/\kappa = 4$, at which the CdL range shrinks to zero ($\phi_0 \to 0$), in accordance with the bound $\kappa < 1/A$ derived above. In figure 5 we show, for the same choice of parameters, the actions for decay via the HM transition or via the CdL bounce (fixing $V_+ = 0.01$ for concreteness), confirming that the latter action is smaller. This is not guaranteed (see discussion in section 5) and must be checked in each case. The rest of the examples we present do pass this test.
Figure 5: For example 7.1, right plot: Actions for decay via HM transition or via CdL bounce as a function of $A$, with $\kappa = 1/4$. Left plot: Potential and tunneling potential, extended beyond the CdL range, with $A = 3$ and $\kappa = 1/4$. The extension of $V_t$ is labeled $V_{tL}$ and shown by dashed lines.

When a potential $V$ is obtained from a postulated $V_t$, as done in this section, in principle $V$ is defined only in the CdL interval $(\phi_0^+, \phi_0^-)$. Outside that interval one is free to extend $V$ almost arbitrarily, although the continuity of $V$ and $V'$ at $\phi_{0\pm}$ are natural conditions to impose. In addition, the location of the potential minima should be compatible with the decay considered. For instance, a $V_t$ with a maximum describes dS decay and therefore, the false vacuum (in the region of $V$ outside the CdL interval) should have $V > 0$.

In some cases, the function $V_t$ that has been used to construct $V$ is defined and well behaved outside the CdL interval and can be used to extend also $V$ in that field range. Figure 5 illustrates this, for $A = 3$ and $\kappa = 1/4$, with $V$ and $V_t$ both simply extended beyond the CdL range. The extension of $V_t$, labeled $V_{tL}$ in the figure, can be simply ignored or if not, needs to be reinterpreted, as it breaks the crucial relation $V_t = V - \dot{\phi}^2/2$ which implies $V_t \leq V$. This extension is similar to the Lorentzian continuation of Euclidean CdL geometries performed in [20] to extend the exact solutions to describe the aftermath of bubble nucleation. Exploring the precise meaning of this extension for $V_t$ would be interesting but goes beyond the goals of the present paper.

### 7.2 $V_t(\phi) = e^{-\phi^2}$

For this $V_t$, integrating (6.6), we get

$$F(\phi) \equiv \frac{\kappa}{2}(-\phi^2)^{\kappa/2} \left[ \Gamma(-\kappa/2, -\phi^2) - \Gamma(-\kappa/2) \right] + C(\phi^2)^{\kappa/2},$$

where $\Gamma(a, z)$ is the incomplete gamma function. Expanding $F(\phi)$ around $\phi_T = 0$ one gets

$$F(\epsilon) = 2 + \frac{\kappa}{\kappa - 2} \epsilon^2 + O(\epsilon^3) + C(\epsilon^2)^{\kappa/2},$$

from which we read $\kappa_c = 2, C = 0$, in accordance with the general discussion around (7.1). The potential is then obtained by plugging $F$ above on (6.5) and $\phi_0$ is obtained from $F(\phi_0) = 0$. 
Figure 6: For example 7.2, varying \( \kappa \). Left plot: Limit, \( \phi_0 \), of the CdL interval. Right plot: For the fixed \( V_t \), several \( V \)’s in the CdL range for the indicated values of \( \kappa \).

Figure 7: For example 7.3, varying \( \kappa \). Left plot: Limits, \( \phi_{0\pm} \), of the CdL interval. Right plot: For the fixed \( V_t \), several \( V \)’s in the CdL range for the indicated values of \( \kappa \).

Figure 6 shows \( \phi_0 \) as a function of \( \kappa \) and different \( V \)’s for the same \( V_t \) for several choices of \( \kappa \), as indicated. We see how the CdL range shrinks to zero (\( \phi_0 \to 0 \)) as \( \kappa \to \kappa_c \). Above that critical value the transition occurs via the Hawking-Moss instanton.

### 7.3 \( V_t(\phi) = e^{-\phi} / \cosh^2 \phi \)

This is one simple example with \( V_t \) and \( V \) that are not symmetric under \( \phi - \phi_T \to \phi_T - \phi \). For these cases the critical equation \( F(\phi) = 0 \) has two non symmetric zeros, \( \phi_{0\pm} \), that give the extremes of the CdL interval. For the example above we have\(^{10}\)

\[
F(\phi) = \frac{\kappa}{\sqrt{3}(9 - 2\kappa)(9 - 4\kappa^2)} \left\{ \frac{1}{6\sqrt{z}} \left[ 9(111 - 30z - z^2) - 144\kappa(1 + z) + 4\kappa^2(3 + z)^2 \right] \ight. \\
+ \left. 48(1 - z)^{4\kappa/3}z^{-\kappa}(3 - 4\kappa) [B(z; \kappa - 1/2, -4\kappa/3) - C] \right\} ,
\]

\(^{10}\)For the particular case \( \kappa = 3/4 \), \( F(\phi) \) can be expressed in terms of elementary functions, although it is not particularly simple.
where \( z \equiv 3e^{2\phi} \) and \( B(z; a, b) \) is the incomplete beta function. Expanding \( F(\phi) \) around the maximum of \( V_t \), at \( \phi_T = -\log(3)/2 \), we get
\[
F(\phi_T + \epsilon) = \frac{4}{3\sqrt{3}} + \frac{2\kappa^2}{\sqrt{3}(2\kappa - 3)} + O(\epsilon^3) + O(e^{4\kappa/3})(C - C_\kappa + O(\epsilon)) \, ,
\]
with
\[
C_\kappa = -\frac{\pi \csc(4\pi \kappa/3)\Gamma(\kappa - 1/2)}{\Gamma(-1/2 - \kappa/3)\Gamma(1 + 4\kappa/3)} .
\]
From this expansion we obtain \( \kappa_c = 3/2 \) and \( C = C_\kappa \).

The potential is obtained from (6.5) and the extremes of the CdL interval come from solving \( F(\phi_{0\pm}) = 0 \). They are shown in figure 7, left plot, with \( \phi_{0+} = \phi_{0-} \) for \( \kappa = 3/2 \). The right plot gives \( V_t \) and \( V \) for several values of \( \kappa \) as indicated, showing again how for \( \kappa \to \kappa_c = 3/2 \) the CdL interval disappears.

### 7.4 \( V_t(\phi) = 2 (\cos \theta + \cos \phi) / \sin^2 \theta \)

As mentioned, we can also get simple examples by postulating a simple \( F \), from which one gets \( V_t \) and then \( V \). For instance, if we take \( F = aV_t + b \) and solve for \( V_t \) we end up with the simplest example we have found. We get
\[
V_t(\phi) = \frac{1}{4a} \left[ -2b + (1 + 4a + b^2)\cos(\sqrt{2\kappa}\phi + C) + i(1 - 4a - b^2)\sin(\sqrt{2\kappa}\phi + C) \right] ,
\]
where \( C \) is an integration constant. Setting \( \kappa = 1/2 \), \( C = 0 \) and \( b = -\sqrt{1 - 4a} \) (to have a real \( V_t \)), we end up with
\[
V_t(\phi) = \frac{2}{\sin^2 \theta} (\cos \theta + \cos \phi) ,
\]
where we have introduced the angular parameter \( \theta \), given by \( 4a = \sin^2 \theta \), with \( 0 \leq \theta \leq \pi/2 \). From this we obtain the axion-like potential
\[
V(\phi) = \frac{4}{3\sin^2 \theta} (\cos \theta + 2\cos \phi) ,
\]
and the CdL range is simply the interval \((-\theta, \theta)\), with \( V(\pm \theta) = V_t(\pm \theta) = 4\cos \theta / \sin^2 \theta \) at the contact points of \( V \) and \( V_t \). The CdL part of the action can be calculated exactly as
\[
\Delta S_{CdL} = 24\pi^2 \sin \theta (\tan \theta - \theta) .
\]
The limit \( \theta \to 0 \) corresponds to the CdL instanton disappearance (which in this particular example only happens for \( V_B = V(0) \to \infty \)) with \( \Delta S_{CdL} \to 0 \). The limit \( \theta \to \pi/2 \) corresponds instead to a forbidden Minkowski to Minkowski transition and has \( \Delta S_{CdL} \to \infty \).

It is instructive to derive the field and metric Euclidean profiles, \( \phi(\xi) \) and \( \rho(\xi) \) for this simple example. By integrating \( d\phi/d\xi = -\sqrt{2(V - V_t)} \), see (2.9), we get
\[
\phi(\xi) = -2 \text{ am} \left( \frac{2\xi - \xi_e}{2\sqrt{6}\cos(\theta/2)} \right) \csc^2(\theta/2) \]
\[ (7.14) \]
where am(u|m) is the Jacobi amplitude function and
\[ \xi_e = \sqrt{6} \sin \theta \, K(\sin^2(\theta/2)) , \] (7.15)
with \( K(m) \) the complete elliptic function of the first kind. The metric function is obtained from \( \rho = 3\sqrt{2(V - V_t)}/D, \) see (2.10), as
\[ \rho(\xi) = \sqrt{3[\cos \phi(\xi) - \cos \theta]} . \] (7.16)

The finite interval over which the CdL instanton is defined is \( \xi \in (0, \xi_e), \) with \( \rho \) being zero at both extremes. Figure 8 shows the profiles of both \( \phi(\xi) \) and \( \rho(\xi) \) for two choices of the \( \theta \) parameter. This example nicely illustrates the complementarity between the Euclidean and \( V_t \) formalisms showing how a complicated description in one case can become elementary in the other.

### 7.5 \( V_t(\phi) = Ae^\phi - e^{a\phi} \)

This example, with \( A > 0 \) and \( a > 1 \), is interesting as it can feature a dS vacuum decaying to AdS. This \( V_t \) peaks at \( \phi_T = \log(A/a)/(a - 1) \) and is an asymmetric example with two different zeros \( \phi_{0\pm} \). The function \( F \) is obtained as
\[ F(\phi) = \frac{r}{q(a-1)} \left[ \left( \frac{a}{A} \right)^q \left( e^{-\phi} - \frac{A}{a} e^{-a\phi} \right)^r C + e^{-a\phi} \frac{2F_1(1, p; 1 + q; \frac{A}{a} e^{-(a-1)\phi})}{C} \right] , \] (7.17)
where \( r = 2\kappa/a, \) \( p = (a - 2\kappa)/(a - 1), \) \( q = 1 + p/a \) while \( \frac{2F_1(a, b; c; z)}{C} \) is the hypergeometric function and \( C \) is an integration constant. The expansion of \( F \) around \( \phi_T \) reads
\[ F(\phi_T + \epsilon) = \frac{1}{a - 1} \left( \frac{a}{A} \right)^{a/(a-1)} \left[ 1 + \frac{a\kappa^2}{2(\kappa - a)} + \mathcal{O}(\epsilon^3) \right] + \mathcal{O}(e^{2\kappa/a})(C - C_\kappa) , \] (7.18)
with
\[ C_\kappa = \frac{\pi \csc(\pi r)}{B(p, 1 + r)} , \] (7.19)
where $B(a, b)$ is the Euler beta function. We read off from this expansion $\kappa_c = a$ and $C = C_\kappa$, as usual. As in all previous cases, the potential is obtained from (6.5) and the extremes of the CdL interval come from solving $F(\phi_{0\pm}) = 0$.

For the numerical examples we take $A = 1/2$, $a = 2$ and leave $\kappa$ free. Fig. 9, left plot, shows $\phi_{0\pm}$ as well as the value $\phi_B$ for the barrier top of $V$ as a function of $\kappa$. For $\kappa < 2/3$, $V$ grows without reaching a maximum. For $\kappa < 3/2$, $V_t$ never reaches $V$ while for $\kappa = 3/2$, $V$ reaches $V_t$ only asymptotically with $\phi_{0-} \to \infty$, corresponding to a CdL field range of infinite extension. Finally, for $\kappa > \kappa_c = 2$ there is no CdL instanton. We are therefore interested in principle in the interval $(3/2, 2)$ for $\kappa$.

The tunneling potential, $V_t$, and several potentials, $V$, for different choices of $\kappa$ are plotted in figure 9, right plot. We confirm that, as $\kappa \to \kappa_c = 2$ the CdL interval shrinks to zero. For $\kappa \lesssim 1.81$ the transition is from dS to AdS (the left plot also marks by a dashed line this special value). For $\kappa = 3/2$ the intersection point $\phi_{0-}$ of $V$ and $V_t$ goes to $\infty$. This case is discussed below.
Figure 10 shows the ratio between the action for HM decay and the action for decay via the CdL instanton, as a function of $\kappa$. For concreteness we have assumed that the false vacuum $\phi_+$ sits at a potential height $V_+ = 0.03$ (this just affects the overall value of the actions but not which one dominates). The plot shows that decay occurs via a CdL instanton below $\kappa = 3/2$, while for $\kappa > 3/2$ the HM instanton has lower action and drives the decay. Notice also that the CdL part of the action remains finite also below $\kappa = 3/2$ even though the CdL range is infinite in that case (and moreover, $V_i$ never reaches $V$ for $\kappa < 3/2$). This does not seem to be physically accessible for decay, but the action thus obtained might be relevant to bound the true decay action in that range of $\kappa$ (similarly to what happens when a CdL bounce only exists at asymptotic infinity). The situation might be worth looking at in more detail, but goes beyond the goals of this paper.

Performing the integral (4.2) numerically we get the behaviour shown in Fig. 10, right plot, with both signs of $dS[V_i]/d\kappa$ being possible although $dS/d\kappa > 0$ occurs only in the suspicious case with $\kappa < 3/2$.

The special case $\kappa = 3/2$ (still with $A = 1/2$ and $a = 2$) is particularly interesting. For that critical value of $\kappa$, the potential simplifies dramatically to

$$V(\phi) = \frac{4}{9}e^{2\phi} - \frac{2}{3}e^{2\phi}.$$  \hfill (7.20)

Although the CdL field range is infinite, $(\phi_{0+}, \phi_{0-}) = (-\log 6, \infty)$, the CdL part of the action turns out to be finite, and can be computed exactly: $\Delta S_{CdL} = 48\pi^2$. This leads to a total action $S = \Delta S_{HM} + \Delta S_{CdL} = (24\pi^2/\kappa^2)(1/V_+ - 1/V_{0+}) + 48\pi^2$. Remarkably, this is the same as the HM action $S_{HM} = (24\pi^2/\kappa^2)(1/V_+ - 1/V_B)$. Therefore, in this case both instantons coexist and have the same action. Notice that this is very different from previous cases in which the HM case is reached as a limit in which the CdL instanton disappears. It is also interesting that, in the current case, one has $-3V_B'' = 4\kappa V_B = 4/9$, saturating the usual bound (5.7) for the onset of HM.

In this simple example one can also obtain analytic expressions for the Euclidean bounce and metric profiles, by integrating (2.9) and (2.10), as

$$\phi(\xi) = \log \frac{\xi^2}{6(2\xi_e - \xi)\xi}, \quad \rho(\xi) = \frac{\xi(\xi_e - \xi)(2\xi_e - \xi)}{\xi_e^2}.$$  \hfill (7.21)

with $\xi_e = 6\sqrt{6}$. The instanton is compact with the $\xi$ interval being $(0, \xi_e)$. In this case, $\xi_e < \xi_{ds,B} \equiv \pi \sqrt{3/(\kappa V_B)}$, so that the CdL bounce fits comfortably inside the $\phi_B$ horizon.

8 Summary and conclusions

In this work we have resorted to the tunneling potential ($V_t$) formulation of vacuum decay in quantum field theory, including gravitational corrections [5], to obtain exactly solvable potentials in which to study such decays. The idea is to find a simple $V_i$ function (or the auxiliary function $F$ introduced in section 6) whose differential equation of motion can be
integrated to get $V$. The method can be used to study decays from any type of false vacua: Minkowski, anti-de Sitter or de Sitter, although we have focused on the latter, which is especially interesting and was lacking in [5]. Section 7 contains a selection of several examples of such dS decays, including some strikingly simple ones, like the one in subsection 7.4. The method is quite powerful and many other examples can be found. Previous solvable examples discussed in the literature include some simple cases, like a conformally coupled scalar with a quartic potential with a particular value of the quartic coupling and an AdS false vacuum [22] or more general methods based on postulating the Euclidean metric function $\rho(\xi)$, either by deforming the one of Hawking-Moss instantons [21], or by imposing necessary constraints on the general form of $\rho(\xi)$ [20]. Compared with this last more general method, the one we follow has some built-in advantages: for instance, the null-energy condition $\dot{\rho}^2 - \rho \ddot{\rho} - 1 \geq 0$, imposed by [20] (and identified there as the most challenging condition to find a physically meaningful $\rho$) is automatically satisfied by the $V_t$ formulation [as one can check by substituting in the condition above the relations in (2.10)].

As we were particularly interested in finding examples of solvable dS decays, we first examined how the $V_t$ formulation describes such decays. In particular we showed how these transitions are composed of two different pieces: a Hawking-Moss part (with $V_t = V$) and a Coleman-de Luccia part (with $V_t < V$), with their relative importance set by a balance between their competing needs to be minimized. The illuminating discussion of [13] described a similar split between a thermal excitation part (corresponding to our HM part) and a tunneling CdL part (corresponding to our $V_t < V$ part). Our formalism also allows to derive in a straightforward way the simple relation between the actions for two-way transitions between dS vacua and how, as the energy scale of the potential is raised, the dS decay is dominated by HM instantons. The method also allows to understand the influence of the shape of the barrier top on this switch from CdL-dominated to HM-dominated decays. For potentials with a quadratic barrier top we derived in a simple manner the critical value of $V''$ at the top of the barrier below which only the HM persists, showing also how the CdL instanton shrinks away and disappears at that critical value. For potentials with a flatter top the switch from the CdL-dominated decay to the HM-dominated one is qualitatively different, with the CdL instanton coexisting with the HM one although with higher action.

In addition, the general expression for the tunneling action integral allows to obtain several scaling properties of the action for dS decays: (1) Increasing all potential scales by an overall factor (thus increasing the height of the false vacuum but also that of the barrier and of the true vacuum by the same amount) lowers the action, making the potential more unstable; (2) Increasing gravitational effects (e.g. by increasing all mass scales towards $m_P$) lowers the action of dS to dS transitions but can have the opposite effect for dS to AdS transitions, depending on the potential shape and the relative balance of dS and AdS parts of the CdL range; (3) As one would expect, wider barriers make the decay action larger, making the vacuum more stable; (4) There is a limit to the effects in (2) and (3) above, given by the relations in (4.7) which give lower and upper bounds on the action after the indicated rescalings.
A Conformal Invariant Example

Without gravity, the scale invariant potential \( V(\phi) = -\lambda \phi^4 / 4 \), has a false vacuum at \( \phi = 0 \) that can decay via Fubini-Lipatov [23] instanton configurations

\[
\phi(r) = \frac{\phi_0}{1 + \lambda \phi_0^2 r^2 / 8}, \tag{A.1}
\]

where \( \phi_0 = \phi(0) \) is arbitrary, all having the same tunneling action \( S = 8\pi^2/(3\lambda) \). In the \( V_t \) formulation, this family of instantons corresponds to the family of tunneling potentials

\[
V_t(\phi) = -\frac{1}{4} \lambda \phi^3 \phi_0. \tag{A.2}
\]

In the presence of gravity, the previous family of instanton field configurations still describes the decay of the false vacuum provided the Lagrangian includes a non-minimal coupling of the field to the Ricci scalar, \( \delta \mathcal{L} = G(\phi) R \), where

\[
G(\phi) \equiv -\frac{1}{2\kappa} + \frac{1}{2} \xi \phi^2, \tag{A.3}
\]

with the conformal value \( \xi = 1/6 \). In the \( V_t \) formulation, the tunneling potentials now are

\[
V_t(\phi) = -\frac{1}{4} \lambda \phi^3 \left( \frac{\phi_0 - \kappa \phi^3/6}{1 - \kappa \phi^2/6} \right). \tag{A.4}
\]

The previous discussion is done in the so-called Jordan frame and it is interesting to see how the previous potential and \( V_t \) look like in the Einstein frame, after removing the non-minimal coupling by a Weyl rescaling of the metric

\[
g_{\mu\nu} \rightarrow \frac{G_E}{G(\phi)} g_E^{\mu\nu}, \tag{A.5}
\]

where \( G_E = G(0) \) and the index \( E \) indicates Einstein frame quantities. This transformation changes the potentials and kinetic term of the scalar field as

\[
V_E = \left( \frac{G_E}{G} \right)^2 V, \quad V_tE = \left( \frac{G_E}{G} \right)^2 V_t, \quad \frac{1}{2} \phi^2_E = \frac{G_E}{G} \frac{1}{2} \phi^2. \tag{A.6}
\]

The latter expression can be integrated exactly, leading to

\[
\phi = \sqrt{6/\kappa} \tanh \left( \sqrt{\kappa/6} \phi_E \right). \tag{A.7}
\]

Using this relation and the expressions above, one ends up with

\[
V_E(\phi_E) = -\frac{9\lambda}{\kappa^2} \sinh^4 \left( \sqrt{\kappa/6} \phi_E \right), \tag{A.8}
\]

\[
V_tE(\phi_E) = V_E(\phi_E) - \frac{9\lambda^2}{8\kappa^2} \sinh^3 \left( 2\sqrt{\kappa/6} \phi_E \right) \left[ \tanh \left( \sqrt{\kappa/6} \phi_{E0} \right) - \tanh \left( \sqrt{\kappa/6} \phi_E \right) \right],
\]

where \( \phi_{E0} \) is arbitrary and is related to \( \phi_0 \) in the Jordan frame by (A.7).
Acknowledgments

The work of J.R.E. and J.H. has been supported by the Spanish Ministry for Science and Innovation under grant PID2019-110058GB-C22 and the grant SEV-2016-0597 of the Severo Ochoa excellence program of MINECO. The work of J.-F.F. is supported by NSERC.

References

[1] S. Coleman, “The Fate of the False Vacuum. 1. Semiclassical Theory,” Phys. Rev. D 15 (1977) 2929 Erratum: [Phys. Rev. D 16 (1977) 1248].

[2] C. Callan, Jr. and S. Coleman, “The Fate of the False Vacuum. 2. First Quantum Corrections,” Phys. Rev. D 16 (1977) 1762.

[3] S. Coleman and F. De Luccia, “Gravitational Effects on and of Vacuum Decay,” Phys. Rev. D 21 (1980) 3305.

[4] J. Espinosa, “A Fresh Look at the Calculation of Tunneling Actions,” JCAP 07 (2018) 036 [th/1805.03680].

[5] J. Espinosa, “Fresh look at the calculation of tunneling actions including gravitational effects,” Phys. Rev. D 100 (2019) 104007 [th/1808.00420].

[6] J. Espinosa and T. Konstandin, “A Fresh Look at the Calculation of Tunneling Actions in Multi-Field Potentials,” JCAP 01 (2019) 051 [th/1811.09185].

[7] J. Espinosa, “Tunneling without Bounce,” Phys. Rev. D 100 (2019) 105002 [th/1908.01730].

[8] J. Espinosa, “Vacuum Decay in the Standard Model: Analytical Results with Running and Gravity,” JCAP 06 (2020) 052 [ph/2003.06219].

[9] J. Espinosa, “The Stabilizing Effect of Gravity Made Simple,” JCAP 07 (2020) 061 [th/2005.09548].

[10] S. Arunasalam and M. Ramsey-Musolf, “Tunneling Potentials for the Tunneling Action: Gauge Invariance,” [ph/2105.07588].

[11] S. Hawking and I. Moss, “Supercooled Phase Transitions in the Very Early Universe,” Phys. Lett. 110B (1982) 35.

[12] A. R. Brown and A. Dahlen, “Populating the Whole Landscape,” Phys. Rev. Lett. 107 (2011) 171301 [th/1108.0119].

[13] A. Brown and E. Weinberg, “Thermal derivation of the Coleman-De Luccia tunneling prescription,” Phys. Rev. D 76 (2007) 064003 [th/0706.1573].
[14] P. Batra and M. Kleban, “Transitions Between de Sitter Minima,” Phys. Rev. D 76 103510 (2007) [th/0612083].

[15] M. Noorbala, V. Vennin, H. Assadullahi, H. Firouzjahi and D. Wands, “Tunneling in Stochastic Inflation,” JCAP 09 (2018) 032 [th/1806.09634].

[16] L. Jensen and P. Steinhardt, “Bubble Nucleation for Flat Potential Barriers,” Nucl. Phys. B 317 (1989) 693.

[17] V. Balek and M. Demetrian, “A Criterion for bubble formation in de Sitter universe,” Phys. Rev. D 69 (2004) 063518 [gr-qc/0311040].

[18] J. Hackworth and E. Weinberg, “Oscillating bounce solutions and vacuum tunneling in de Sitter spacetime,” Phys. Rev. D 71 (2005) 044014 [th/0410142].

[19] L. Battarra, G. Lavrelashvili and J. Lehners, “Zoology of instanton solutions in flat potential barriers,” Phys. Rev. D 88 (2013) 104012 [th/1307.7954].

[20] X. Dong and D. Harlow, “Analytic Coleman-De Luccia Geometries,” JCAP 1111 (2011) 044 [hep-th/1109.0011].

[21] S. Kanno and J. Soda, “Exact Coleman-de Luccia Instantons,” Int. J. Mod. Phys. D 21 (2012) 1250040 [hep-th/1111.0720]; S. Kanno, M. Sasaki and J. Soda, “Tunneling without barriers with gravity,” Class. Quant. Grav. 29 (2012) 075010 [hep-th/1201.2272].

[22] S. de Haro, I. Papadimitriou and A. C. Petkou, “Conformally Coupled Scalars, Instantons and Vacuum Instability in AdS(4),” Phys. Rev. Lett. 98 (2007) 231601 [hep-th/0611315]; I. Papadimitriou, “Multi-Trace Deformations in AdS/CFT: Exploring the Vacuum Structure of the Deformed CFT,” JHEP 0705 (2007) 075 [hep-th/0703152].

[23] S. Fubini, “A New Approach to Conformal Invariant Field Theories,” Nuovo Cim. A 34 (1976) 521; L. Lipatov, “Divergence of the Perturbation Theory Series and the Quasiclassical Theory,” Sov. Phys. JETP 45 (1977) 216 [Zh. Eksp. Teor. Fiz. 72 (1977) 411].