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Abstract

We analyze effective potential around the electroweak (EW) scale in the Standard Model (SM) extended with heavy inert scalars. We show that the additional scalars can have a strong impact on the issue of vacuum stability. Although the additional heavy scalars may improve the behavior of running Higgs self-coupling at large field values, we prove that they can destabilize the vacuum due to EW-scale effects. A new EW symmetry conserving minimum of the effective potential can appear rendering the electroweak symmetry breaking (EWSB) minimum meta- or unstable. However, for the case of the inert doublet model (IDM) with a 125 GeV Higgs boson we demonstrate that the parameter space region where the vacuum is meta- or unstable cannot be reconciled with the constraints from perturbative unitarity, electroweak precision tests (EWPT) and dark matter relic abundance measurements.

1 Introduction

In the summer of 2012 the Higgs boson was discovered, and with the measurement of its mass the issue of vacuum stability gained a lot of attention. State of the art computations show that the SM vacuum is metastable – it is not a global minimum of the potential but its lifetime is extremely long \[1,2\]. However, this is not the final answer to the question of vacuum stability because the SM does not describe all phenomena that we know, and some beyond SM (BSM) theories are necessary. New BSM interactions can modify vacuum structure of the potential and change the lifetime of the EWSB vacuum \[3–6\].

Well studied extensions of the SM are two-Higgs-doublet models (2HDM). The IDM \[7–9\] is a special 2HDM providing a viable candidate for the DM particle \[10–14\]. Moreover, in its spectrum it has a SM-like Higgs boson which is in agreement with recent experimental data \[15–19\]. In this paper we study vacuum stability in this model, in particular we check how the additional scalars affect the vacuum structure of the effective potential.

To study stability of a vacuum state one normally starts from requiring the (effective) potential to be bounded from below (positivity conditions). The common way of achieving this at the one-loop level is to check the tree-level positivity conditions with running couplings inserted. In presence of additional scalars the running Higgs self-coupling receives additional positive contribution, which helps to stabilize the potential. It has been shown that indeed in the IDM the potential is stable up to higher energy scales than the SM potential \[18\]. This is, however, not enough for stability of the EWSB vacuum since the additional scalars can modify the structure of the effective potential introducing new minima, potentially deeper than the EWSB minimum. The aim of the present article is to examine the structure of the potential and stability of the vacuum state around the EW scale in the presence of inert scalars. We will show that the potential can be significantly modified, and the EWSB minimum can be rendered meta- or unstable.

The paper is organized as follows. In section 2 the model is briefly introduced. Section 3 explains our use of the effective potential, and in section 4 the computation of the lifetime of the vacuum is described. The results of the paper are presented in section 5. Section 6 summarizes the conclusions.

2 IDM at tree level

The IDM is a special version of 2HDM \[7,9\]. The most attractive feature of the IDM is that it provides a viable DM candidate which can account for the observed relic density of DM \[10–14\]. Moreover, within
the model thermal evolution of the Universe \cite{13,20,21} and strong electroweak phase transition \cite{22,25} can be studied. With a slight extension of the model, neutrino masses can be accounted for \cite{26,27}. Moreover, the IDM can be constrained with the use of accelerator data, such as invisible Higgs decay branching ratios and the diphoton Higgs decay rate \cite{14–19}.

Scalar interactions of two \(SU(2)\) doublets in the IDM are given by the following potential

\[
V = \frac{1}{2} \left[ m_{11}^2 (\phi_1^+ \phi_S^0) + m_{22}^2 (\phi_1^D \phi_D^0) \right] + \frac{1}{2} \left[ \lambda_3 (\phi_1^+ \phi_3)^2 + \lambda_2 (\phi_1^D \phi_D^0)^2 \right] \\
+ \lambda_3 (\phi_3^+ \phi_3^0) (\phi_1^D \phi_D^0) + \lambda_4 (\phi_3^+ \phi_3^0) (\phi_1^D \phi_D^0) + \frac{1}{2} \lambda_5 \left[ (\phi_3^+ \phi_D^0)^2 + (\phi_1^D \phi_D^0)^2 \right].
\]

The potential is symmetric under two \(\mathbb{Z}_2\) transformations, \(D : \phi_D \rightarrow -\phi_D, \phi_S \rightarrow \phi_S\) and \(S : \phi_S \rightarrow -\phi_S, \phi_D \rightarrow \phi_D\), the SM fields are assumed not to change under these transformations. To preserve the \(D\) symmetry Yukawa interactions are set to type I (i.e., only the \(\phi_S\) doublet couples to fermions), and at tree level a \(D\)-symmetric vacuum state is considered

\[
\phi_S = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v \end{pmatrix}, \quad \phi_D = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ 0 \end{pmatrix}.
\]

This way the whole Lagrangian is \(D\)-invariant, and \(D\) parity is a conserved quantum number.

The \(\phi_S\) and \(\phi_D\) doublets can be decomposed around the vacuum state in the following way

\[
\phi_S = \frac{1}{\sqrt{2}} \begin{pmatrix} \sqrt{2} G^+ \\ v + h + i G \end{pmatrix}, \quad \phi_D = \frac{1}{\sqrt{2}} \begin{pmatrix} 2 H^+ \\ H + i A \end{pmatrix},
\]

where all the fields are mass eigenstates, \(G\) and \(G^\pm\) are pseudo-Goldstone bosons, and \(h\) is the Higgs boson. The tree-level masses of the physical particles read

\[
M_H^2 = -\frac{1}{2} m_{11}^2 + \frac{3}{2} \lambda_1 v^2 = \lambda_1 v^2 = m_{11}^2,
\]

\[
M_{H^\pm}^2 = \frac{1}{2} (-m_{22}^2 + \lambda_3 v^2),
\]

\[
M_A^2 = \frac{1}{2} (-m_{22}^2 + \lambda_{345} v^2),
\]

\[
M_W^2 = \frac{1}{2} (-m_{22}^2 + \lambda_{345} v^2),
\]

where \(v^2 = m_{11}^2 / \lambda_1, \lambda_{345} = \lambda_3 + \lambda_4 + \lambda_5\), and \(\lambda_{345} = \lambda_3 + \lambda_4 - \lambda_5\). In the numerical computations we used \(M_W, M_Z\) and \(\alpha\) from Ref. \cite{28} as input parameters, which gives us the value of \(v = 250.606\) GeV.

The \(h\) particle is a SM-like Higgs boson so we fix its mass to 125 GeV. It has all tree-level couplings to fermions and gauge bosons equal to the respective couplings in the SM. The \(D\)-odd particles \(A, H, H^\pm\) are jointly referred to as dark or inert scalars, as they do not couple to fermions at tree level. In contrast, they do interact with the gauge bosons, however, they always appear in pairs in interaction vertices due to conservation of \(D\) parity.

The lightest neutral \(D\)-odd particle, \(H\) or \(A\), is stable and thus can play a role of the DM particle. The two options are exactly equivalent, they differ just by the sign of the \(\lambda_5\) parameter. Here we choose \(H\) as the DM candidate, and thus partially fix the mass hierarchy: \(M_H < M_A, M_{H^\pm}\). This implies that \(\lambda_5 < 0, \lambda_1 < 0\). In the light of current experimental constraints, there are two ranges of masses of DM for which correct relic density is produced: \(M_H \lesssim M_W\) and \(M_H \gtrsim 500\) GeV \cite{10,12,14}.

To parametrize IDM one can use the parameters appearing in the Lagrangian, i.e., \(\lambda_1, \ldots, \lambda_5, m_{22}^2\) (\(m_{11}^2\) is fixed by Eq. 3). Alternatively, physical parameters can be used, e.g., \(\lambda_2, \lambda_{345}, M_H, M_A, M_{H^\pm}\). In the following analysis we will employ the latter. The two sets of parameters are related as follows

\[
\lambda_1 = \frac{M_H^2}{v^2},
\]

\[
\lambda_3 = \frac{2}{v^2} \left( M_{H^\pm}^2 - M_H^2 \right) + \lambda_{345},
\]

\[
\lambda_4 = \frac{1}{v^2} \left( M_H^2 + M_A^2 - 2 M_{H^\pm}^2 \right),
\]

\[
\lambda_5 = \frac{1}{v^2} \left( M_H^2 - M_A^2 \right),
\]

\[
m_{22}^2 = -2M_H^2 + \lambda_{345} v^2.
\]
The $\lambda_2$ parameter in general is very hard to constrain since it is the quartic coupling between the dark scalars. On the other hand, $\lambda_{345}$ is proportional to the coupling between DM particles and the $h$ boson so it significantly influences relic density of the DM, DM-nucleon scattering cross-section, and also invisible decays of the Higgs boson to the DM particles.

3 Effective potential

A vacuum state is a ground state of a theory, i.e., a state of the lowest energy. A stable vacuum state should correspond to a global minimum of the potential. A state which is a local minimum can decay (tunnel) to the global minimum, and thus is not absolutely stable. However, if it has sufficiently long lifetime (longer than the age of the Universe) it can also play a role of the ground state. Such configurations will be referred to as metastable vacua. An unstable minimum (with lifetime shorter than the age of the Universe) it can also play a role of the ground state. Such configurations will be called unstable vacua.

To examine the vacuum structure of a model we need to analyze the effective potential. Study of vacuum stability in models with more scalar fields is a complex task as the effective potential becomes a function of multiple variables, and new minima can appear in the effective potential along various directions (see e.g. analysis in Ref. [23,29]). To avoid this problem but still study the impact of the presence of additional scalars on vacuum stability, we employ an effective approach. Our simplifying assumption is that the dark scalars cannot be observed in the final/initial states, i.e., they are integrated out. Because of this approach, we focus on the heavy DM regime, where $M_H \gtrsim 500$ GeV. In this way, in the effective potential computation we only consider one classical field on external legs of the diagrams, and the effective potential is a function of only one variable. Nonetheless, loop corrections from the inert scalars are included in the one-loop renormalization process, and their contributions to the Coleman–Weinberg (CW) potential are taken into account. Despite this simplification, we will show that the impact of the new scalars on vacuum structure can be significant.

The one-loop effective potential is given by

$$V_{\text{eff}}^{(1)} = V_{\text{eff}}^{(0)} + \delta V_{\text{CW}} + \delta V + \text{const.}$$

(4)

$V_{\text{eff}}^{(0)}$ denotes the tree-level effective potential

$$V_{\text{eff}}^{(0)} = -\frac{1}{4} m_i^2 \varphi^2 + \frac{1}{8} \lambda_1 \varphi^4,$$

(5)

where $\varphi$ is a real classical field. $\delta V_{\text{CW}}$ stands for the CW potential, and $\delta V$ is the counterterm potential. A constant that shifts the potential to get $\lim_{\varphi \to 0} V(\varphi) = 0$ is explicitly singled out.

The CW contribution coming from the Higgs boson, Goldstone bosons, fermions (we include top and bottom quarks as the heaviest ones), gauge bosons, and inert scalars, computed in dimensional regularization ($D = 4 - \epsilon$) reads

$$\delta V_{\text{CW}} = \sum_i \frac{f_i}{64 \pi^2} m_i \varphi^4 \left[ -\frac{2}{\epsilon} + \gamma_E - C_i + \log \left( \frac{M_i(\varphi)^2}{4 \pi \mu^2} \right) \right],$$

(6)

where $i$ runs over particle species, and $f_i$ depends on the spin, electric and color charge of a particle ($f_h = f_G = f_A = 1$, $f_{GZ} = f_{HZ} = 2$, $f_t = f_b = 12$, $f_{W^\pm} = 6$, $f_Z = 3$), and $C_i = \frac{3}{2}$ for all of the particles, except the gauge bosons, for which $C_{W^\pm} = C_Z = \frac{5}{2}$. For the physical particles the field dependent masses $M_i(\varphi)$ are obtained by substituting $\varphi$ instead of $v$ in the tree-level masses. The tree-level masses of the scalars are given in Eq. (3), for gauge bosons and fermions they read

$$M_W = \frac{g v}{2}, \quad M_Z = \frac{\sqrt{g^2 + g'^2}}{2} v, \quad M_f = \frac{y_f v}{\sqrt{2}}.$$

The field dependent masses of the Goldstones are as follows

$$M_{GZ}^2 = M_{GZ}^2 = -\frac{1}{2} m_i^2 + \frac{1}{2} \lambda_1 \varphi^2,$$

which of course vanish for $\varphi = v$. For $\varphi < v$ the field-dependent masses of the Goldstone bosons become negative, and the effective potential acquires an imaginary part. This is a well known phenomenon, and in the following we simply analyze the real part of the effective potential.

\footnote{Some tree-level constraints come from the stability of the inert vacuum, see [13].}
The counterterms $\delta V$ are obtained by on-shell (OS) renormalization of the tree-level potential. We require that the one-loop tadpole of $h$ is cancelled — this way the tree-level value of $v$ is preserved at the one-loop level, and that the Higgs propagator has a pole at $M_h$ with a residue equal to $i$ (we follow Ref. [23]). The infinities present in $\delta V$ exactly cancel the $\frac{3}{2}$ terms in $\delta V_{\text{CW}}$, together with $\gamma_E - \log(4\pi\mu^2)$. Thus the final potential is finite and $\mu$-independent.

4 Lifetime of the vacuum

As we will show in the following, in the IDM with heavy inert scalars EWSB minimum is not necessarily the global one. To assess whether such a state can play a role of a metastable vacuum state we have to compute its lifetime, and check whether it is longer than the age of the Universe. In the computation of the vacuum lifetime we follow the seminal papers [30,31], and the more recent ones [3–6].

To determine the lifetime of vacuum we have to find a classical trajectory, the so-called bounce solution, $\varphi_B$, which satisfies the following equation (in the $O(4)$-symmetric case it depends only on one variable $s = \sqrt{x^2 + x_4^2}$):

$$\ddot{\varphi} + \frac{3}{s} \dot{\varphi} = \frac{\partial V^{(1)}_{\text{eff}}(\varphi)}{\partial \varphi},$$

where dot denotes derivative with respect to $s$. The boundary conditions are: $\varphi_B(0) = 0$, and $\varphi_B(\infty) = v$. Having this solution, an approximate relative lifetime of the vacuum $\tau$ is given by (in the units of the age of the Universe $T_U$)

$$\tau = \frac{e^{S_E}}{\varphi_0^4 T_U^{3/2}}.$$

The formula above is an approximation since quantum fluctuations around the bounce solution in the exponential prefactor have been replaced by another dimensional quantity, $\varphi_0 = \varphi(0)$, see Refs. [5,6]. This approximation has been shown [5] to give a good estimation of the tunneling time. The quantity $S_E$ is the Euclidean action on the bounce solution $\varphi_B$,

$$S_E = 2\pi^2 \int ds s^3 \left[ \frac{1}{2} \dot{\varphi}_B^2(s) + V(\varphi_B(s)) \right].$$

The effective potential is a rather complicated function of the classical field so it is not possible to solve Eq. (7) analytically. Therefore, we solve it using the undershoot-overshoot method.

Eq. (7) can be viewed as an equation describing movement of a body in the potential $-V^{(1)}_{\text{eff}}$, in the presence of a friction force (second term of Eq. (7)), and time denoted by $s$; see Fig. 1 for an exemplary shape of $-V^{(1)}_{\text{eff}}$. A bounce solution corresponds to a classical trajectory of a body sliding down from the slope of the higher hill (corresponding to the deeper minimum in $V^{(1)}_{\text{eff}}$) with initial velocity $\dot{\varphi}$ equal zero, and stopping at the lower hill at infinite time $s$. The task is to find appropriate starting point: if we start too close to the peak of the bigger hill we will overshoot and the body will not stop on the other hill. If we start too far, it will not reach the top. Somewhere in between lies the correct starting point. Knowing that, we look for it using the bisection method, and solve Eq. (7) numerically.

5 Results

5.1 Effective potential and lifetime of the vacuum

To evaluate the impact of the inert scalars on vacuum stability we analyze the structure of the effective potential for the IDM with heavy inert scalars around the EW scale. For this general discussion we fix $\lambda_{345} = -0.1$, as suggested by DM data (see e.g. Ref. [16]). The $A$ and $H^\pm$ particles are assumed to be degenerate, with common mass $M$. In Fig. 2 the OS effective potential for the IDM with different values of $M$ is shown. The solid line represents the SM case. Similar results were presented in Ref. [23].

Fig. 2 shows that for lighter inert scalars the effective potential of the IDM is very close to the SM one. While the common mass $M$ of $A$ and $H^\pm$ is increased (while $M_H$ is fixed), the maximum at $\varphi = 0$ turns to a minimum, and a maximum for $0 < \varphi < v$ appears. Then, the minimum at $\varphi = v$ becomes a local

For the computation of the tunneling time we shift the potential such that it is equal zero at $\varphi = v$, not at $\varphi = 0$. Thanks to that the integrand in Eq. (9) converges to zero for $s \to \infty$. 
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minimum of the potential, and thus to constitute a metastable vacuum state for our model it must have long enough lifetime.

It might be surprising that the heavier the $A$ and $H^\pm$ scalars are, the bigger is the deviation from the SM scenario. This is because the mass of $H$ is fixed here, and increasing the splitting between $M$ and $M_H$, we increase the couplings and enter a non-decoupling regime. For $M$ and $M_H$ being close (and heavy) we are in the decoupling regime, and no significant deviation from the SM is observed.

To check whether the local minima can constitute metastable vacuum states we computed their lifetimes. We underline that we are interested here in lifetimes with respect to the tunneling to the EW symmetric minimum, we do not consider tunneling to a possible minimum at very high field values. In the cases with $M = 750, 800$ GeV the EWSB minima are stable, their energy is lower than the energy of the EW symmetric minimum. For $M = 850$ GeV the tunneling can occur but the lifetime of the EWSB vacuum is very long, $\log_{10} \tau \approx 434$ (where $\tau$ is the lifetime of the vacuum with respect to the age of the Universe). For the cases with $M = 900, 950, 1000$ GeV EWSB minima are highly unstable, their lifetimes are $\log_{10} \tau \approx -129, -164, -171$, respectively. Thus they cannot be considered as ground states for the IDM.

This shows that additional scalars can have a striking impact on the issue of vacuum stability. Although the additional heavy scalars may improve the behavior of running Higgs self-coupling at large field values [18], they can destabilize the vacuum due to EW-scale effects. We demonstrated this effect for the IDM with heavy dark scalars, but one can expect similar behavior in other models with extra scalar
As was mentioned above, the interesting case of unstable EWSB minimum corresponds to relatively large splitting between $M$ and $M_H$. This suggests that “large” values of the $\lambda_i$ parameters are required. How large? For the presented cases we checked the perturbative unitarity conditions, which constrain the parameters $\lambda_i$. In the scenarios with $M$ up to 900 GeV the conditions are fulfilled, and starting from $M = 950$ GeV they are violated. So parameters $\lambda_i$ required for the meta- or unstable scenarios are rather big but still within the allowed region.

In the following section we confront the bounds coming from requirement of stability with other theoretical and experimental constraints in more detail to check whether meta- or instability scenarios can occur within viable parameter space of the IDM.

### 5.2 Parameter space constraints

Among the relevant constraints for the IDM are

**Perturbative unitarity.** We will assume that the eigenvalues of the scattering matrix $\Lambda_i$ fulfill $|\Lambda_i| \leq 8\pi$ (see, e.g., Ref. [32]). The allowed region in the parameter space depends on the value of $\lambda_2$ which is otherwise not present in our computations. The bigger the value of $\lambda_2$, the larger the excluded part of parameter space. Therefore in this analysis we fix $\lambda_2$ to a small value, $\lambda_2 = 0.01$.

**Electroweak precision tests (EWPT).** We use the $S$ and $T$ values from the Gfitter group, Ref. [33], with $U$ fixed to 0 (the reference value of $M_h$ is 125 GeV),

$$T = 0.10 \pm 0.07,$$

$$S = 0.06 \pm 0.09,$$

with the correlation between the parameters equal to 0.91. We implement the constraints at $2\sigma$ level. The formulas for $S$ and $T$ in the IDM can be found for example in Ref. [32] (see also references therein). It is important to note that the constraints come mainly from the $T$ parameter, as $S$ is naturally small. In the case of degenerate $A$ and $H^\pm$ parameter $T$ vanishes, so the electroweak measurements do not constrain this scenario.

**Relic density of DM.** The current constraints from the Planck experiment give [34]

$$0.1118 < \Omega_{DM}h^2 < 0.1280 \quad \text{(at 3\sigma)}.$$  

This constrains the parameters of the IDM, see Refs. [10,14,16]. Below we will not perform a scan of the parameter space with the constraint (10) but we will comment on the consistency of our results and the relic density constraints.

The constraints coming from LEP measurements are important for lighter inert scalars (masses below $O(100 \text{ GeV})$) so we do not consider them here.

We will start from analyzing the case with degenerate $A$ and $H^\pm$, as was described in the previous section. We will examine the regions in the $(M_H, M)$ plane where the EWSB minimum is stable/metastable/unstable, and confront them with other constraints. We underline that we do not consider the behavior of the potential at large field values here, we are only interested in the stability around the EW scale.

The results can be seen in Fig. 3 (left panel), the solid line represents the region where $V_H^{1(1)}(v) = 0$, i.e., the boundary between stability and metastability region. Along the dashed line $\tau = T_U$ so it is the boundary between the metastable and unstable vacua. The shaded region is excluded by perturbative unitarity. Since $M_A = M_{H^\pm}$ the EWPT do not introduce new constraints. $\lambda_{345}$ is fixed to $-0.2$. We checked that changing $\lambda_{345}$ within the range that is favored by the relic density constraints ($-0.3 \lesssim \lambda_{345} \lesssim 0.3$) [35] changes the picture only slightly.

It is clear from Fig. 3 that meta- and unstable scenarios are in agreement with unitarity constraints and EWPT, as was discussed before. However, for an unstable vacuum to appear, the splitting between $M_H$ and $M$ has to be large, at the level of 300 GeV. This cannot be reconciled with the relic density constraints – the heavy DM needs coannihilation with other scalars to develop the correct relic density and the mass splitting among dark scalars must be small [36].

Let us then consider a case where $H$ and $A$ are quasidegenerate (we assume $M_A = M_H + 1 \text{ GeV}$) to allow for coannihilation processes. Fig. 3 (right panel) shows the boundaries between regions with vacua

---

3If rather big values of $\lambda_2$ were considered, the meta- and unstable scenarios could be excluded by unitarity.
of different properties, the coding is the same as in the left panel. Once more we fix $\lambda_{345} = -0.2$, and small changes in $\lambda_{345}$ do not alter the picture significantly. In this case we have to take into account the EWPT constraints. The light shaded region is excluded by constraints on $S$ and $T$ (it overlaps with the region excluded by unitarity). Unitarity and EWPT exclude the scenarios where metastability or instability can occur.

Therefore we conclude that the metastability or instability scenarios within the IDM with heavy scalars cannot be reconciled with theoretical and experimental constraints.

6 Conclusions

In this work we analyzed the impact of new scalar particles on the structure of effective potential of the IDM around the EW scale.

We showed that the new scalars can have a striking effect on the effective potential. They can turn the maximum of the effective potential at $\varphi = 0$ into a minimum, and moreover change the energy of the EWSB minimum in such a way that it becomes only a local one. This gives rise to unstable or metastable EWSB minimum, and the source of instability is around the EW scale. Our analysis was performed for the IDM but similar effects may be observed in other extensions of the SM. This shows that it is not enough to consider the behavior of the effective potential or running coupling constants at large field values. Introduction of new fields can modify the effective potential at low energies and one has to check what effect such modifications have on vacuum stability.

For the particular case of the IDM we checked that the metastability/instability scenario is not a threat since the region where it is realized cannot be reconciled with perturbative unitarity, EWPT and the DM relic abundance measurements by the Planck experiment.

Note added

At the final stage of preparation of this manuscript Ref. [37] appeared in which vacuum stability in the IDM is analyzed. In contrast to our work, the focus of this paper is on the high-scale vacuum stability. In Ref. [37] it was confirmed that additional scalars improve the running of Higgs self-coupling and it was shown that even if a new minimum is formed at large energy scales, the lifetime of the vacuum is longer than in the SM.
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