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Operational data of two small size blast furnaces (BFs) with respect to the occurrence of raceway blockages are analyzed. These blockages mainly occur due to erratic movements in the burden. In a previous project, the authors have investigated the various types of raceway blockages and tested different approaches to implement a reliable way to detect such blockages at a very early stage. Early detection of severe blockage events is important to avoid tuyere damages and trigger operational reactions like, e.g., the shutdown of pulverized coal injection (PCI) branches. The most promising algorithm of the previous project has been implemented in the process control system of the BFs and enhanced with the additional calculation of a strength factor serving as an indicator for the severity of a blockage event. The system is now collecting data on raceway blockages since the beginning of 2019. As there is now a good data basis available, herein, the latest findings on blockage event statistics and the correlation with other operational data of the BF are presented.

1. Introduction and Motivation

Around 69% of the worldwide steel production is still based on pig iron production through the blast furnace (BF) route. Although the overall process and the chemical reactions inside a BF are well understood, it still remains a sort of black box when it comes to local flow conditions and the movement of solid particles, gas, and liquids inside. Thus, there are a lot of issues during BF operation which cannot be fully explained on the basis of the available measurement data. One of these issues is the irregular movements of the burden. Sometimes the descent of the burden comes to a stop or suddenly drops down even for a few meters. This behavior is usually termed “hanging” and “slipping.”[1] Hanging and slipping of the burden can occur as local effects influencing only one or several neighboring tuyeres or can also appear on a large scale covering major parts or the entire BF. It can locally change the permeability of the burden and cause asymmetries in the BF, and they are also assumed as one of the reasons for the frequent occurrence of raceway blockages that can affect one or several tuyeres.

Although, the reasons for hanging and slipping are yet not fully understood, there are some possible explanations for this behavior. From the theory of granular media, it is known that particles form force chains.[2,3] This arching effects are of major interest for the discharging of granular material from hoppers as they can cause jamming and avalanching.[4,6] For monodisperse spherical material, the probability of jamming during hopper discharge is influenced by the ratio of particle diameter and the outflow diameter.[1] However, for technically relevant materials the formation of force chains is also influenced by the shape of the particles,[7,9] and the differences in particle sizes for nonmonodisperse materials.[10] In a lab-scale environment, these force chains can also be visualized experimentally.[11]

Comparably, counter-current reactors like BFs are also affected by arching and avalanching effects. All granular materials inside have an irregular shape and a wide distribution of particle sizes from the range of centimeters (coke and sinter) down to the micrometer range (dust and unburned coal particles from pulverized coal injection [PCI]). Especially, the cohesive zone is prone to form force chains and arching as the melting iron tends to glue particles together on one side and the consumption of coke and ore also produces additional voidage.

A second reason for irregular burden movements is scaffolds at the furnace walls. These can be formed when alkali- or zinc-rich components are vaporized in the lower hot areas and then condense at the cooler walls. These scaffolds locally alter the gas and temperature distribution. Eventually, these structures will break off the walls when they become too large, especially when there are void regions formed below due to the consumption of coke.

Although there are hundreds of measurement signals nowadays, there is still very few information available what is really going on inside the BF. Most data are temperature and pressure signals or signals related to the mass flow rates of burden and coke charged at the top, liquid iron and slag tapped from the bottom and the hot blast flow rates. There are basically only two regions where information can be obtained from inside the BF—the
burden fill level at the top of the BF and the visual information of the raceway areas through the tuyere inspection windows. Information about the burden height can be derived from pointwise measurements via mechanical stockrod probes or microwave sensors,\textsuperscript{[12]} 3D radar systems,\textsuperscript{[13,14]} or, more recently, also the 3D reconstruction of the burden from optical sensors.\textsuperscript{[15,16]} If the burden measurement system has a sufficient time resolution also the downward movement of the burden can be tracked.

Concerning the raceway itself there is mainly pressure signals available which give the flow rate of hot blast on every tuyere. In addition, there is the visual information from the peepholes but inspection is mainly done manually by the operating personal on an arbitrary basis. However, due to the rapid development in camera technology, some furnaces have been extended with a permanent camera installation delivering continuously image data from the tuyeres. This visual information is invaluable to better understand the transient behavior of hot blast flow rates and the appearance of different types of raceway blockages.\textsuperscript{[17–19]} To give two examples, Figure 1a shows a normal raceway behavior, and Figure 1b shows an entire blockage of the tuyere. Further examples of raceway blockages are given in the previous paper.\textsuperscript{[17]}

In the previous publication, we conducted a feasibility test where we were processing 1500 h of BF data in a test environment to check if the system runs stable and delivers useful results.\textsuperscript{[18]} At that time, we were only detecting blockage events regardless of it were only short- or long-lasting blockages. To gain more information, we enhanced our system in the meanwhile to also account for the strength of a blockage event. After implementation of the proposed signal processing method in the process control system, it is continuously recording data since May 2019. In this study, we now make use of the collected data over a time range of 10 months to analyze the relation of raceway blockages and sudden movements in the burden in more detail.

Note that, all data in this article are given in a non-dimensional, normalized form. However, the qualitative information was conserved, and the figures are kept clear and easy to interpret.

2. The Blockage Detection System

We have previously compared various strategies to reliably detect raceway blockages.\textsuperscript{[17–19]} A blockage in front of the tuyere will cause a reduction on hot blast flow rate and will be recognizable in the pressure signal of that tuyere. However, the most common implementation of simply thresholding the pressure signals lacks of accuracy due to deviations between the tuyeres and sensor drifts due to ageing effects, sensor damage, or other electrical issues. To improve the blockage detection rate, we have tested more robust signal processing strategies.\textsuperscript{[18]} Although a human operator can easily distinguish between an ordinary raceway situation and an abnormal behavior, it is a difficult task to find blockage events in an image series via classical means of image processing.\textsuperscript{[19]} The brightness and contrast of the images varies strongly with PCI rates and temperature and, therefore, automatic processing of the camera data is not straightforward. Machine learning methods have not been tested yet, but will be investigated in future activities.

The data used in this study are obtained from BFs BF1 and BF4 at voestalpine Stahl Donawitz GmbH. Both furnaces do not have a permanent camera installation. Only temporary cameras on single tuyeres have been used to obtain validation material for the tested algorithms. As an outcome of the previous study an algorithm based on short- and long-term filtering of the hot blast signals has been implemented in the process control system. This algorithm was labeled A2 in the previous paper.\textsuperscript{[18]} We will give a short summary of the signal processing procedure here, and Figure 2 shows the procedure for one of our test case signals.

The algorithm is based on the comparison of a short- and a long-term filtering of the tuyere pressure signals. It calculates a weighted average with two different weight factors $w_S$ and $w_L$.

\begin{equation}
\bar{x}_{S,k} = x_k \cdot w_S + (1 - w_S) \cdot \bar{x}_{S,k-1}
\end{equation}

\begin{equation}
\bar{x}_{L,k} = x_k \cdot w_L + (1 - w_L) \cdot \bar{x}_{L,k-1}
\end{equation}

for short- and long-term averaging, respectively. The signal $x_k$ is the last sample of the tuyere pressure signal (which corresponds to the hot blast flow rate). The weight factors are set to $w_S = 0.2$ and $w_L = 0.02$. A small weight factor means, that the influence of the most recent sample on the average $\bar{x}_{L,k}$ is low, thus we have a long-term filtering, a larger weight factor increases the influence of the most recent value and we obtain a short-term filtering $\bar{x}_{S,k}$. This weighted averaging can also be interpreted as
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  \caption{a) Example of normal raceway operation and b) complete blockage of the raceway.}
\end{figure}
low-pass filtering of the signal with two different cut-off frequencies. The ratio of short- and long-term filtering results

\[ f_R = \frac{x_S}{x_L} \]  

is a good indicator for time periods where \( x_S \) strongly deviates from \( x_L \). This is the case when blockages in front of the tuyere rapidly reduce the hot wind flow rate. Applying appropriate threshold levels on \( f_R \) finally delivers the digital blockage signal \( f_B \). As \( f_R \) is normalized, the threshold levels are now independent of the strongly deviating mean signal levels of \( x_k \) on the individual tuyeres (which might be caused by signal drift, sensor ageing effects, etc.).

The algorithms have been validated against several test data sets, which consist of the real tuyere pressure signals from the BF plus additional image data from temporarily installed tuyere cameras. Out of these image data, a reference signal vector has been extracted, marking every blockage event a human operator would identify as such. The filter weight factors \( w_S \) and \( w_L \) and the threshold levels (\( th_{on} = 0.935 \) to activate the blockage signal and \( th_{off} = 0.98 \) to deactivate it) have then been optimized manually to reach the highest match and lowest false-detection rates on the test data.

The system has then been further extended to provide not only a yes/no signal if a blockage is present or not, but also additional information about the strength of an event. The strength signal \( f_S \) (red line at the bottom of Figure 2) is generated by taking the absolute value of the result signal \( f_R \) and doing a sample-based multiplication with the digital blockage signal \( f_B \) and the digital signal \( f_C \) which indicates the switching events of the hot blast stoves

\[ f_S = |f_R| \cdot f_B \cdot f_C \]

In the online system, each detected event is stored in a database with a unique event id. Every database entry consists of the following information: 1) tuyere number; 2) start time of event; 3) end time of event; 4) duration in seconds; and 5) strength of event.

The latter value is calculated by integrating the strength signal \( f_S \) for each event between the start and end time. Doing so will produce a high value for all long events—also if the reduction of hot blast flow rate is not that high—and also for shorter events where the reduction of the wind flow rate is very strong. The resulting scalar value is therefore a good indicator for the severity of a raceway blockage event.

In the previous publication, we conducted a feasibility test on \( \approx 1500 \) h of operational data of BF1. In this quasionline test, the data were read from a database and processed in our test environment. As it was running stable and delivering consistent results, the proposed method of signal processing was implemented in the online process control system and finally enhanced with the calculation of the strength factor. After an initial testing and optimization phase, the system is now continuously recording data since May 2019. As everything is based on the hot blast flow rate signals, the blockage signals and event statistics can also be recalculated offline by exporting the flow rate signals from the process control system. This is done on a regular basis to cross-check the results and test different parameter sets.
3. Results and Discussion

3.1. Long-Term Statistics on Raceway Blockages

The blockage event data presented in this section were collected in the period from May 2019 until March 2020 on BF1 and BF4 at voestalpine Stahl Donawitz GmbH which have 20 tuyeres each. In total, the system has recorded 312.725 events on BF1 and 221.876 on BF4, respectively. These numbers appear quite large, and indeed we have stored every detected event (also very short ones) in the database to obtain a complete picture. Although it is known that there are frequent blockages of the raceway, very short blockages are usually not recognized by the operating staff. Thus, the total number of events is surprisingly high, even if we account for a false-detection rate of \( \approx 10\% \).

Table 1 shows the comparison between the average number of blockages per hour and day for the whole furnace and per tuyere. The third column in Table 1 shows the corresponding numbers from the formerly published data of the test system.\(^{[18]}\) It demonstrates that the currently implemented online system is fully consistent in its results with the data from the proof-of-concept tests (these tests were only conducted on data from BF1). The average number of detected blockages is essentially the same in the final implementation.

Figure 3 shows the number of recorded events per tuyere. Both furnaces have one taphole which is located between tuyere 1 and 20 to give an orientation of the diagram. The number of blockage events is not evenly distributed around the circumference of the BFs. There are tuyeres which show indeed the double number of detected blockages (e.g., tuyeres 2 and 12 on BF1) than on other tuyeres (c.f. tuyeres 4 and 17 on BF1). This indicates that there are inherent asymmetries in the furnaces. There are no obvious reasons for such asymmetries, however, there are a few assumptions how this behavior can be explained. One reason could be that local differences in the permeability of a particle bed tend to reinforce themselves. A higher porosity leads to a locally decreased pressure drop and thus a higher percentage of gas flow is passing through the higher porosity zone and enforces segregation and channeling effects. This behavior is well known from fluidized bed reactors.\(^{[20,21]}\) However, local deviations in the permeability cannot explain the persistent differences between the tuyeres on the long term. In a BF, the active coke zone has a higher porosity than the cohesive zone, thus, the air flow rising from the raceways is typically deflected toward the center of the BF. To alter this average flow behavior, it needs longstanding or repeatedly occurring local deviations in the bed structure. For example, scaffolds above a tuyere lead to an increased deflection of the gas flow toward the center of the BF.\(^{[22,23]}\) Deflections toward the circumference could be caused by bird’s nest structures due to the accumulation of unburned coal particles in the coke bed or an asymmetric geometry of the dead man (which is usually assumed to be a cone-like structure).\(^{[24,25]}\)

Table 1. Average number of detected blockage events. The last column refers to the previously published data and demonstrates that the currently implemented online system is consistent with the proof of concept on a test system (data available only for BF1).\(^{[18]}\)

| BF   | BF1 Data period | BF1 May 2019–March 2020 | BF2 May 2019–March 2020 | BF1 January 2018–March 2018 |
|------|-----------------|--------------------------|-------------------------|-----------------------------|
| Blockage events per hour | 41.5 | 29.4 | 41.5 |
| Blockage events per hour per tuyere | 2.07 | 1.47 | 2.17 |
| Blockage events per day | 995 | 706 | 1044 |
| Blockage events per day per tuyere | 49.7 | 35.3 | 52.2 |

Figure 3. Total number of blockage events per tuyere for BF1 (left) and BF4 (right) in the period May 2019 to March 2020.
larger buoyancy force on the dead man as coke has a much lower density than liquid iron. Thus, BF4 has a stronger tendency for a floating dead man than BF1. If we stick to the assumption that the dead man is a cone-like structure one conclusion is, that if this structure is moved upward the hot blast gas flow distribution at the tuyere level will be altered. In which manner is hard to predict as it is not clear in what area the porosity will be higher. The coke bed in the dead man is usually assumed to have a porosity of 0.35. If there is no deposition of fines in the dead man area (the formerly mentioned bird’s nest effect), the coke bed in the dead man will most likely have a higher porosity than the descending burden (especially the cohesive zone). This would lead to a more centrally oriented gas flow. If the opposite is the case and the dead man accumulates unburned coal particles and other fines resulting in a low porosity, the flow will be deflected toward a ring-like area closer to the wall. The differences between a wall working and a central working furnace are illustrated by Geerdes et al.

A second difference between BF1 and BF4 is the age of the lining. Both furnaces undergo an alternating partial relining every 4 years, which means that the refractories of BF4 are 2 years longer in operation. Presumably, the erosion of the lining on BF4 is larger than on BF1 and BF4 has a larger inner diameter and a more irregular shape of the outer walls. The used burden material is rich of alkali (the average load for 2017 was 7.8 kg thm⁻¹) which increases erosion and the tendency to form scaffolds. Hence, this is another factor which can influence the flow distribution between the central area and the wall region. Figure 4 might give additional information to understand the differences between BF1 and BF4. It shows the number distribution of recorded blockage strengths. The vast majority of recorded blockage events are weak events. The total number of strong events is actually very low. Figure 4 also shows that the difference in the total number of events between BF1 and BF4 is mainly caused by a different frequency of occurrence of weak events. In addition to the first bar of the lowest strength values, the remaining distribution is almost the same for both BFs. This is another indicator that there is a different flow distribution in the two furnaces. From a fluid mechanics perspective, it is plausible that a persistent difference in the average flow situation (which could be caused by, e.g., a floating dead man in one furnace and a sitting dead man in the other) can influence the number of short blockages on the long run. As discussed earlier, a higher inertia around the raceway will alter the local force balances and push smaller agglomerates of material away and keep the tuyere free of blockages. However, these minor differences on the global flow distribution are not likely to influence large-scale movements of the burden. Consequently, the number of strong blockages is almost identical for both furnaces.

3.2. Coupling of Neighboring Tuyeres

The blockage detection system treats every tuyere individually. However, it can be assumed that a blockage on one raceway could be caused not only by a local movement in the bed, but also by large-scale movements of the burden. Thus, most likely neighboring raceways will show a similar behavior and high correlation of blockage events.

Figure 5 shows the correlation matrix of the tuyeres for the daily number of events on BF1 and BF4. Along the main diagonal, we see that each tuyere has a coupling with its ultimate neighbors. This means that a certain number of blockages does affect more than one raceway area. Especially, the area around the taphole (which is located between tuyere 20 and 1) shows higher correlations on both furnaces. On BF1, the tuyeres 18, 19, 20, 1, 2, and 3 have a strong coupling, whereas this area is less pronounced on BF 4 (tuyeres 20, 1, and 2) but still stronger correlated than the rest of the tuyeres. BF 1 also shows a larger block of correlated blockage events between tuyeres 3 and 9. Off the main diagonal, the correlation coefficients between the tuyeres are lower on BF4 than on BF1. For BF1, we can identify some areas off the diagonal with a correlating frequency of occurrence of blockages. Figure 5a even shows an X-like structure in the correlation matrix. Blockages on tuyeres 4–6 are related to blockage events on tuyeres 13–15, which are located at the opposite side of the furnace. Likewise, there is a high correlation of tuyeres 8 and 9 with tuyeres 12 and 13. This behavior is caused by the increased

Figure 4. Distribution of blockage strength for BF1 (left) and BF4 (right) in the period May 2019 to March 2020. The insets show the zoomed range of strong events.
number of blockages in the neighborhood of tuyeres 7 and 14 which was caused by the temporary plugging of these tuyeres that is discussed in more detail in Section 3.3. It is also interesting to note that tuyere 4 has a stronger correlation with other tuyeres around the furnace which are not in the proximity of the tuyere (e.g., tuyeres 9, 15, and 17). According to Figure 3, tuyeres 4 and 17 are among the tuyeres that show the lowest numbers of blockage events. Our interpretation of a low number of blockages but high correlation coefficient is that these tuyeres are mainly affected by larger movements in the burden (which are more likely to be strong events). This presumption is substantiated by the fact that the number of weak events (strength value 1, c.f. Figure 4) is around 7000 for these two tuyeres, whereas it is above 10,000 for other tuyeres. However, one has to be careful in interpreting such correlation coefficients as there is not necessarily a physical reason for correlations in the data. These can also simply be triggered by coincidence and need to be further investigated. The main conclusion from Figure 5 is that each tuyere has a coupling with its neighbors and thus the number of blockages spanning two or three tuyeres is high.

3.3. Correlation of Raceway Blockages with Large-Scale Burden Movements

To understand the relation of large-scale burden movements and raceway blockages, it is helpful to compare a period with smooth BF operation and a period with erratic behavior. Figure 6 and 7 shows an example for both cases. Figure 6 shows a period of smooth operation from July 2019 and Figure 7 an irregular phase from August 2019 where tuyeres 7 and 14 were closed. Both figures show a time plot of the tuyere pressure levels along with the furnace pressure (black line) and the two pointwise burden radar signals (red and blue lines). The furnace pressure signal indicates two phases of shutdown for revisions in Figure 7.

The average number of events per day is almost equal (1188 for the time period shown in Figure 6, 1127 for Figure 7), however, there is a significant difference on the number of strong events. During smooth operation, the vast majority of events was weak, and there was only one event recorded with a strength level >20 (c.f. the strength distribution shown in Figure 4). In contrast, there were 192 strong blockage events detected during the time period shown in Figure 7. It is evident that the absence of gas flow and raceways on the two closed tuyeres has a negative impact on the burden movement in the area between them. There is a significant increase in strong blockage events, and the blockages tend to occur on multiple tuyeres at the same time. We can assume that the plugging of the two tuyeres intensifies erratic burden movements, and these movements occur on a larger scale, affecting the whole area between the closed tuyeres.

It is highly interesting that, despite the fact that there is a vertical distance of ≈25 m between the tuyere level and the burden level, the movements on top of the burden still correlate well with the blockages detected at the tuyere level which can be seen from the stockrod data. During normal operation, the burden radar shows fluctuations around an average fill level with some occasional larger descents of the burden (Figure 6). During the period shown in Figure 7, the radar signals show larger deviations and a higher occurrence of strong movements in the burden. This underlines that the plugging of the two tuyeres has a negative impact on the movement of the complete burden and enforces hanging and slipping.

3.4. Raceway Blockages as an Indicator for Tuyere Damages

Damages of the tuyeres are a significant cost factor and also imply some security risks due to the water leakage into the BF. Thus, the early detection of process states that can potentially
lead to tuyere damages would be highly beneficial for BF operation. The operators could take countermeasures to prevent the damage, or, if this is not possible, schedule an early replacement of the tuyere in the sense of predictive maintenance.

Figure 6. Period of smooth BF operation. The color plot provides the pressure levels on all 20 tuyeres of BF1 during the period July 3, 2019 to July 10, 2019. The red color indicates highly reduced or increased blast flow rates (due to blockages or channeling). In addition, the top line (black) is the furnace pressure and the red and blue curves are the two burden radar signals. All signals are normalized.

Figure 7. Erratic BF operation during a period where tuyeres 7 and 14 have been plugged. The color plot provides the pressure levels on all 20 tuyeres of BF1 during the period August 4, 2019 to August 9, 2019. The red color indicates highly reduced or increased blast flow rates (due to blockages or channeling). In addition, the top line (black) is the furnace pressure, and the red and blue curves are the two burden radar signals. All signals are normalized.
Figure 8 shows an example of a tuyere damage on February 16, 2020. The signals show the detected blockages (magenta) along with the furnace pressure (black), the tuyere hot blast flow rate (blue), the water flow rate of the tuyere cooling circuit (red), and the measured H$_2$ concentration in the top gas (yellow). At 10 pm, we see a slight reduction of water flow in the cooling circuit. This is the same time, where the H$_2$ concentration in the top gas starts to increase, thus, we can assume a water leakage from the tuyere into the BF. A major blockage event was recorded 7 min ahead of the leakage. This correlation was also observed for several other tuyere damages. Even more interesting is the fact, that the series of blockage events actually starts much earlier. In the shown example, the first stronger event was detected 53 min ahead of the water leakage. This correlation was also observed for several other tuyere damages. Even more interesting is the fact, that the series of blockage events actually starts much earlier. In the shown example, the first stronger event was detected 53 min ahead of the water leakage. In other cases, we observed an increase in blockage events up to 90 min before the actual tuyere damage. Thus, the blockage detection system can be used to generate warning signals for the operators to have a closer look on a specific tuyere or start preparations for the next shutdown phase to replace the damaged equipment.

4. Conclusions and Outlook

Currently, the phenomenon of frequent raceway blockages inside a BF is not fully understood. In this article, we discussed the results of an improved raceway blockage detection system based on the signal analysis of the hot blast flow rate data of the individual tuyeres. This system was validated against temporary tuyere camera installations in a previous study and finally implemented in the process control system of two small-size furnaces at voestalpine Stahl Donawitz GmbH in 2019. The data presented in this article cover a time span of 10 months from May 2019 to March 2020. These data now allow to do long-term statistics of blockage events and to test the relation of these blockages with other process parameters. Our main conclusions from the collected data so far are: 1) the actual number of blockages is quite big; however, the majority of blockage events is rather short and not critical concerning potential damage of the tuyeres. 2) Despite the large vertical distance between the raceway zone and the burden top, there are periods with clear correlation between sudden movements of the burden at the top of the furnace and the strength of tuyere blockages. Thus, many tuyere blockages are not caused by only local effects in the raceway but can be triggered by large-scale motions in the burden due to hanging and slipping. 3) This fact can also be deduced from the correlation of neighboring tuyeres. Larger movements in the bed are likely to affect several raceway areas within a certain time span. 4) The accumulation of strong raceway blockages is a good indicator for potential tuyere damages. The collected data show that the number and strength of blockages was increasing right before the damages occurred. Future test will show, if the blockage signals can be used as an indicator for predictive maintenance measures.

Future activities should be focused on two major issues: i) further data analysis to test for correlations of the blockage events with other process parameters, ii) implementation of the system on a larger BF to see if there are significant differences in the frequency of occurrence of raceway blockages.
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