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Introduction

Heart diseases are mainly developing in humans, due to the existence of various obstacles and abnormalities in the heart and blood vessels, which interrupts the blood pumping process negatively. Heart Attack, Coronary Heart Disease, Heart Arterial Disease, Congenital Heart Failure, and Rheumatoid Heart disease are some common and frequently occurred heart diseases. According to the statistics from the American Heart Association (AHA) (Salim and Virani, 2020), in 2017 total of 859,125 people died in the USA, due to various Cardio Vascular Diseases (CVD). A research program of the WHO revealed that 17.9 million global deaths happened in 2017 due to CVD and this value was 31% of the total global deaths in that year (WHO, 2021). The World Heart Federation (WHF) report (WHF, 2017) specified that in India among the noncommunicable disease mortalities, 60% of deaths happened in 2017, due to various CVDs only.

The above statistics on CVDs are alarming the need to focus on controlling the heart disease mortality rates. The early prediction of these heart diseases would help prevent the patients from hospitalization and mortalities. Heart disease prediction and severity values are evaluated based on the risk factors (Simons et al., 1998; Kannel, 2002) (i.e., bio-graphic data and medical data) associated with the humans like age, gender, chest pain, ECG, cholesterol levels, etc. By analyzing the relations, associations, and dependencies among these risk factors (attributes), heart diseases will be predicted and staged accurately. Machine learning algorithms (Alaa et al., 2019; Meda and Raveendra, 2017) are the most adaptable in this scenario for mining the relations and dependencies among the attributes and for predicting heart diseases.

Some former researchers (Shouman et al., 2011; Gupta et al., 2020; Javeed et al., 2019; Awan et al., 2018) designed the heart disease prediction models, which analyze the heart disease data sets. using the machine learning algorithms (Meda and Raveendra, 2017), to classify the heart diseases patient’s data from the datasets. Shouman et al. (2011) conducted the experiments on heart disease datasets using various types of decision trees with Gini index, information gain, voting classifier, and error pruning techniques, to predict the heart diseases from
datasets. To enhance the disease prediction result accuracy, they integrated the two decision tree models voting classifier and discretization methods. Gupta et al. (2020) applied the six different machine learning classification models to the Cleveland heart disease dataset and observed that the Naive Bayes model recorded a high prediction accuracy than the other classification models. Backward elimination and Pearson correlation coefficient techniques were used with the Naive Bayes to prioritize the high impact attributes and to downgrade the low impact attributes. This model reduced the burden of processing the low impact attributes in disease prediction, which improved the processing speed and result inaccuracy. Finally, the feature selection process is applied with all selected learning models to increase the prediction results accuracy by reducing the false negatives.

Javeed et al. (2019) integrated the random search algorithm and random forest tree methods to achieve high prediction accuracy. The grid search model they applied for feature selection and random forests generation is later used for the heart failure predictions. By integrating these two algorithms, the training data over-fit problem was addressed and the heart failure prediction accuracy was improved. Shahid et al. (2018) worked on different types of Artificial Neural Networks (ANNs) to predict the disease information from the Cleveland heart disease dataset. Simple Neural Networks, Multi-layer perceptron, Feed-forward neural networks, Recurrent Neural Networks, and the nonlinear autoregression are the types of neural networks they implemented in their research experiments. By applying the Principle Component Analysis (PCA) with ANNs, they achieved high prediction accuracy from the results.

Although many researchers (Shouman et al., 2011; Gupta et al., 2020; Javeed et al., 2019; Awan et al., 2018) were concentrated on designing the reliable heart disease prediction models, we noticed a few considerable limitations from them are: (1) Multi-layered disease prediction models are expecting the optimal algorithms at each layer, (2) None of the Individual algorithms recorded the high prediction accuracy (3) Disease categorization was not implemented and (4) false positive and false negative rate is high in results. Dey et al. (2016) conducted the two-phased experiments for heart disease predictions. In the first phase, they used the traditional machine learning algorithms for heart disease prediction and recorded the prediction result accuracy. In the second phase, they integrated the Principle Component Analysis (PCA) model with the traditional learning models, which returned a high accuracy than the traditional learning algorithms. Khan and Algarni (2020) integrated the Modified Slap Swarm Optimization (MSSO) based learning process with the advanced prediction model Adaptive Neuro-Fuzzy Inference System (ANFIS) to get the high accuracy in disease prediction. Khourdfi and Bahaj (2019), integrated the Particle Swarm Optimization (PSO) with the Ant Colony Optimization (ACO) algorithm to obtain high prediction accuracy using this integrated approach. From the above research works, we noticed that the integration of the optimal algorithms for disease prediction yielded better results than the individual algorithms.

To address the aforementioned limitations in the heart disease prediction process, in this study we proposed a new fuzzy neural-genetic algorithm, which helps in designing the accurate and reliable Heart Disease Prediction System (HDPS). For designing this new prediction model we integrated the three different machine learning technologies Genetic Algorithm, Artificial Neural Networks, and Fuzzy logic. At first, the Genetic Algorithm (GA) was appointed to train the ANNs with optimal input values in the training phase. Later the ANNs are appointed as a classification model, which classifies the input records as diseased and non-diseased, based on the supervised training knowledge obtained from the GA. Finally, fuzzy logic was used to categorize the disease range based on the ANN produced by each record-related disease prediction probability value. The major contributions and the advantages of the proposed fuzzy neural-genetic algorithm are:

1) Each processing layer of the prediction system is equipped with optimal algorithms
2) Various machine learning technologies were integrated and coordinated to achieve the high accuracy in predictions
3) Along with the disease prediction process, the disease range (severity) is also calculated
4) False-positive and false-negative rate from the predictions is reduced

To conduct the experiments using the proposed fuzzy neural-genetic algorithm, we selected the real-time dataset the Cleveland heart disease dataset. To implement the proposed fuzzy neural-genetic algorithm-based prediction system prototype, the python programming language libraries are used along with some external visualization tools. Experiments with the proposed prototype on the Cleveland dataset proved that the proposed fuzzy neural-genetic algorithm achieved a high accuracy than the other machine learning models.

Related Work

A. Heart Disease Dataset

In this study, the Cleveland heart disease dataset is used for conducting the experiments with the proposed fuzzy neural-genetic algorithm-based heart disease prediction model. Cleveland heart disease dataset contains a total of 303 health records with 75 attributes, which is a multivariate and popular heart disease dataset.
Among the 75 attributes, only the prominent 14 attributes (age, sex, cp, trestbps, chol, FBS, resting, thalach, exang, old peak, slope, ca, thal and num) are chosen to participate in the heart disease prediction process. These 14 attributes are the considerable risk factors, whose values are helpful in prediction of the heart diseases. The values of these 14 attributes (presented in Table 1) are transformed as integers to make the prediction process smooth and feasible. Figure 1 is presenting some randomly collected records from the heart disease dataset before any preprocessing.

**Dataset**

**B. Disease Prediction Algorithms**

Machine learning modeled supervised classification algorithms are the adaptive algorithms for designing the heart disease prediction systems. Although various machine learning algorithms were used in designing the heart disease prediction systems, this section explores the popular classification models like Decision Trees, Naïve Bayes, Voting Classifiers, and ANNs in brief. As these algorithms were popular and most frequently used in disease prediction models, we selected them to perform the comparison with our proposed prediction model.

A decision tree (Shouman et al., 2011) is a supervised machine learning tree model, which is constructed with decision nodes and leaves at each level of the tree. Decision trees are mainly implemented as the classification trees and the regression trees. In the decision-making process, for the categorical (multivariate) data processing sake, the binary classification trees are used, and for the continuous data values assessment sake, the regression trees are used. Decision trees will use the ID3, J48, CART, and C4.5 algorithms internally, which are useful for finding the multiple input attribute values and their relations to predict the outcomes.

At each attribute level, the entropy is calculated to determine adaptive attributes and finally, the decision tree is constructed with the hierarchy of conditions to predict the results. Now the constructed decision trees are applied against the test dataset to predict the result values. To calculate the entropy value for the multiple attributes, where the T is the current state, E is entropy, P is a probability, and X as the selected attribute is represented as:

\[
E(T, X) = \sum_{c \in X} P(c) \cdot E(c)
\]

Naïve Bayes (Gupta et al., 2020) is another reliable supervised machine learning model, which controls the classification errors under high dependency among the dataset attributes. It contains a set of data classification models internally that are homogeneous in nature. The input dataset is separated into the feature matrix and response vectors. Input data element \( X \), which is the part of class \( C_i \), and its posterior probability \( P(C_i|X) \) is calculated as follows:

\[
P(C_i|X) = \frac{P(X|C_i) \cdot P(C_i)}{P(X)}
\]

Voting Classifiers (Latha and Jeeva, 2019) are recently gained attention in classifying the multivariate data by incorporating several machine learning algorithms with the voting classifiers. Instead of the single classifier-based predictions, it simply allows multiple classifiers to participate in predictions. Finally, all classifier’s related results are aggregated and the result generation class will be defined based on the votes gained by that class. The hard voting model of the voting classifier follows the voting majority, whereas the soft voting model follows the voting average in determining the result generation (prediction) class.

Artificial neural networks (Awan et al., 2018) are designed from the inspiration of the human brain mapping model, which is a layered architecture that converts the input vectors into the output. The input layer, hidden layers, and the output layer are the three different layers in this model. The input layer receives the vector inputs, the hidden layer applies the nonlinear functions (neurons) for processing the input data, and finally, the output layer returns the results as output as shown in Fig. 2.

The errors at each hidden layer of the processing will be forwarded to the next hidden layer to correct them using the processing functions. To determine the proximity between the predicted values and the actual values, entropy functions are appointed with ANNs. Feedforward and backpropagation are the two different ANN architectures. Feedforward networks will forward the errors to the next layer and don't allow the input cycles, whereas the backpropagation allows the input cycling based on the error rates by fine-tuning the weights.

| Table 1: Cleveland heart disease dataset with 14 attributes |
|---------------------------------|----------------------------------|
| **Attrib name** | **Description** |
| Age | Patient’s age (int) |
| Sex | Male/Female (0,1) |
| Cp | Chest pain type (0,1,2,3) |
| Trestbps | Resting blood pressure |
| Chol | Serum cholesterol level in mg/dl |
| FBS | Fasting blood sugar (0,1 at >120mg/dl) |
| Resting | Resting ECG results (0,1,2) |
| Thalach | Maximum heart rate achieved |
| Exang | Exercise-induced angina |
| Old peak | ST depression observed in ECG |
| Slope | Slope of the ST segment during peak exercise |
| Ca | Number of major vessels colored by fluoroscopy (0,1,2,3,4) |
| Thal | Normal, fixed defect, reversible defect (0,1,2,3) |
| Target | Abnormal/normal values of the heart disease (1/0) |
A. Data Preprocessing Layer

Data preprocessing is the primary activity of any data mining task, which assures the data quality to generate reliable results. To preprocess the dataset, the cleansing, transformation, and reduction techniques were applied using the optimal preprocessing models (Tang et al., 2020). As part of the data cleansing process, the missing values are imputed using the probable values, and the noisy data is eliminated using the clustering process. In the data transformation process, the data normalization techniques were applied and the attributes were grouped into the personal data and the health data. Finally, the attribute with character values is transformed into the numeric (integral) values. In the data reduction process, attribute subsets were selected, records with outliers are eliminated and the duplication records were deleted from the dataset. After this dataset preprocessing, a total of 287 records were left as perfect ones and the other 5 records were deleted due to failure in satisfying the preprocessing conditions.

B. Dataset Training Layer

After preprocessing, the dataset records are partitioned into the training dataset and the test dataset. By following the common guidelines of data partitioning, we randomly selected 70% or 200 records for training purposes and the leftover 30% or 87 records are assigned for the testing purpose. Now the machine learning models can be used to obtain the knowledge from the training data, which further classifies the test data. In our proposed model, we selected the ANN (Gad et al., 2018) as the primary algorithm for executing the main classification process. But ANNs are by default created as the forward pass mechanisms for updating network weights among the hidden layers that existed with neurons. As the backward pass was not implemented by default with ANNs, it needs to create more hidden layers for updating the network weights, which impacts negatively on ANNs processing speed and accuracy. To overcome this issue with the ANN’s training process, we adopted the genetic algorithm to optimize the ANN training network weights (Rivero et al., 2009).

A genetic algorithm (Katoch et al., 2021) is an unsupervised machine learning algorithm, which provides the optimal solutions based on the genetic and natural selection methodologies. Genetic algorithm is selected only for training the ANNs, because the GA allows the variance in results, multi-dimensional solutions to cover the problem and they won’t force the population with a direct optimization algorithm in training. GA generates the optimal solutions after the basic five phases (Katoch et al., 2021) of processing are: Initial population, fitness function, selection, cross-over, and mutation. At the beginning of GA, the input data is generated as a set of possible population vectors, by
exchanging the binary chromosomes with the random gene (weight) values. Population vectors are unique in nature and are generated to cover the problem in all possible dimensions. Each population vector-related fitness value is calculated by the fitness function and the prediction function. In this process, the vector weights are adjusted based on the comparison against the sample outputs. To enrich the population vectors with more possibilities, GA applies the cross-over technique, which performs the mating among the parent vectors to generate the new population called the off-springs. To prevent premature convergence and to maintain the diversity among the off-springs, a part of the vector is selected and their binary values are flipped is called the mutation process of the GA. Finally, the GA returns the optimal population as input vectors to ANN processing layer, which is appointed to execute the heart disease main classification job.

C. ANN Processing Layer

This is the final layer, which contains the two modules’ classification and categorization. Instead of self-training, ANN adopted the evolutionary genetic algorithm to train the neural networks called Evolutionary Artificial Neural Networks (EANN’s). Regardless of the type of ANN model (i.e., either feed-forward or backpropagation), GA can train an ANN model with its fine-grained input population. The modeling and modularization process of the proposed fuzzy neural-genetic algorithm is shown in Fig. 4, which explains the optimal technologies integration model and their modules arrangement.

Genetic Algorithm

After the input optimization process, GA sends the selected population to ANN for the training and classification process. ANN decodes the GA input vectors as population networks to train the ANN model. With the help of this GA-based training knowledge, the ANN performs the classification process on test data to extract the desired result. Using the genetic population networks, ANN begins the optimization process iteratively to find the best solutions. Finally, the best fitness value is identified from the obtained solutions and the best fitness value associated with the input data weights are considered as the ideal weights for the output prediction. The Fitness score is the input network fitness value, which plays a vital role in classification and the categorization of the networks. After calculating all networks related fitness scores using the trained knowledge, ANN applies the classification techniques using the arg-max function. For classification of the test data input networks, the forward propagation method is used to compare the obtained fitness (probability) score against each possible output class and the output class which is the nearest to the fitness value is considered the relevant output class. In this way based on the probability of input networks the input data classifies whether the person is having the heart disease (diseased) or not (non-diseased).

Apart from this, our proposed model categorizes the disease severity among the 0 to 5 using the fuzzy membership functions (Al-Dmour et al., 2019). For this, we selected the fitness score and the ANN classifier predicted values as the inputs and selected the Mamdani fuzzy interference system (Çeven et al., 2020) for categorization. Using this model, initially, the fuzzy rules will be defined and the fuzzy membership function will evaluate the strength of the fuzzified inputs based on the fuzzy rules. Iteratively the consequent rules are identified and they are integrated finally to find the target output distribution. The proposed model will categorize the patient records based on the diseased information, fitness score, and attribute weights and values. The categorization falls into total 6 categories are: 0 (Not Diseased - No Risk), 1 (Not Diseased - Early Warnings), 2 (Not Diseased – Symptomatic), 3 (Diseased – Mild Risk), 4 (Diseased – Moderated Risk) and 5 (Diseased – High Risk). In this way, the proposed fuzzy neural-genetic algorithm-based prediction model will classify and categorize the patient data, which is more useful in disease diagnosis and treatment.

D. Fuzzy Neural Genetic Algorithm

Along with the theoretical explanation using the layers and the activities of the proposed fuzzy neural-genetic algorithm, in this section, we presented the basic design prototype of the fuzzy neural-genetic algorithm using the sequential steps involved in it. After the routine data preprocessing and the separation (train and test data) process onwards, how the proposed algorithm is designed to predict the optimal solution is shown in algorithm-1.

Initially, the multivariate dataset Q contained x data records are transformed as the NN’s input population vectors set \{v_1, v_2, v_3 \ldots v_l\} ∈ PV, which feeds the neural networks at an early stage. In the next step, the PV is passed as an input parameter to the procedure evalNN (), which annoys the neural networks model. The basic NN model with default configuration initiates the neural networks using the initiateNN () function and the weights \{w_1, w_2, w_3 \ldots w_l\} and bias \{b_1, b_2, b_3 \ldots b_x\} values are randomly assigned to the population vectors. As part of the neural networks processing, each vector \(v_i\) related weighted sum WS (\(v_i\)) is calculated and passed through the activity functions (Nwankpa et al., 2018) like ReLu, Sigmoid, TanH, etc. These activation functions are part of hidden layers, which will help the neural networks to learn the complex non-linearity that existed among the input population. This learned knowledge plays a vital role in the training and classification process of NN.
The result ($\sigma$) of this active function compares against the threshold $\delta$ value and is passed to another hidden layer (activation function) as an updated population with the updated weights and bias values to obtain the improved results. The last hidden layer result will be forwarded to the output (predict) function to evaluate the fitness probability value. In our case, the prediction is a binary (disease or nondisease) classification model, which can be implemented using the Sigmoid function (Nwankpa et al., 2018) and the result is $\sigma(z_i)$. To evaluate the prediction compliance with current weights and bias values the loss function is implemented which reveals the distance between the prediction value $\hat{y}$ and the actual value $y$. We selected the cross-entropy CE-based loss function to assess the performance of our binary classification model. At the end of NN processing, the fitness score of $\sigma(z_i)$ and the entropy value CE is compared against the expectations to determine the optimal solution $\beta$ among the generations.

In case, if the generated solution by NN is not up to mark, then the Genetic Algorithm (Katoch et al., 2021) prepares the next generation with new optimal population vectors $P\bar{V}$ using the selection, crossover, and mutation operations. This input optimization and NN execution process will continue until the best solution $\beta$ is found. After the best solution is identified for the efficient classification of test data, the fuzzy fitness score $f(v_i)$ of each input vector $v_i \in P\bar{V}$ is evaluated and the range values $R(v_i)$ of each input vector is calculated based on the categorization rule set $R$. After the defuzzification $\Delta f(v_i)$ process, the obtained classification results with the best solution $\beta$ and the categorization results $R(v_i)$ will be presented.

Algorithm-1: Fuzzy neural genetic algorithm

\begin{verbatim}
Input: Training Data Set Q
Output: Optimal solution $\beta$ and rangeVector $R(v)$
Start
popSize := x
population_vectors(PV) := initial_population(Q(x))
procedure: evalNN(population_vectorsP)
nn := InitiateNN(PV)
nn := randomWeightsAndBias(nn)
each vector $v_i$ in PV
$WS(v_i) = v_i \ast w_i + b_i$
$\sigma = active\_fun(WS(v_i))$
if $\sigma > \delta$ then pass to predict()
else update weights and compute $WS(v_i)$
$z_i = |WS(v_i)|$
$\sigma(z_i) = \frac{1}{1 + e^{-z_i}}$
$CE = -\sum_{i=1}^{y}\hat{y} \ast \log(y)$
end
if fitness($\sigma(z_i) \pm b$) < y && loss (CE $< \text{avg} (CE)$) then pass the $\sigma(z_i)$ as optimal solution $\beta$ & break()
else
// GA Process
$\hat{S}$ = selection (PV)
$\hat{C}$ = crossover ($\hat{S}$)
$\hat{M}$ = mutation($\hat{C}$)
$P\bar{V}$ = next generation($M$

evalNN($P\bar{V}$)
// fuzzy process
foreach vector $v_i$ in PV
$f(v_i) = \text{fuzzify} (f\text{itval} (\sigma(z_i)))$
$R(v_i) = \text{rangeCalc} (f(k), R)$
$\Delta f(v_i) = \text{defuzzify} (f(v_i))$
print $\beta$ and R($v$)
end
Stop
\end{verbatim}
Experimental Analysis

In order to prove the accuracy and efficiency of the proposed fuzzy neural-genetic algorithm-based heart disease prediction systems, we implemented the proposed HDPS using the python libraries (van Rossum, 2018) and selected the Cleveland heart disease dataset (explained in section-2A) for experiments.

A windows7 based computer system with hardware 8GB RAM, 1TB hard disk, and i7 inter-processor is selected for the experiments. To implement, run and visualize the proposed HDPS, the Jupyter Notebook server (Randles et al., 2017) 6.1.3 with python 3.8.1 combination is chosen, as this collaboration is extremely compliant for the scientific application development process. To program the proposed system using python, many python machine learning libraries (Stančin and Jović, 2019) (i.e., pandas, numpy, scikit, pygad, etc.) are widely used along with our custom code.

The heart disease prediction experiments were planned to conduct with the proposed fuzzy neural-genetic algorithm and with the other popular machine learning models like Decision Trees (Shouman et al., 2011), Gupta et al. (2020), voting classifiers (Javeed et al., 2019) and ANN (Awan et al., 2018). Prediction accuracy, precision, recall, f_score, and confusion matrix are selected as the metrics to measure the performance of each learning model implemented in experiments. Finally, the results of each metric regarding all learning models are compared to find the best learning model among the ones who participated in the experiments.

For this, the total data records are classified into the training dataset (70%) and the testing dataset (30%), where the training set is used to feed the learning models for training, and the test set is used to perform the predictions based on training knowledge. Finally, the predicted results of the learning model are compared against the actual values using various metrics to assess the performance of the learning model. In this way, we conducted the experiments on Cleveland dataset records using the selected learning models and the results were presented in Table 2.

The above Table 2 is presenting the results from various heart disease prediction models are proves that our proposed Fuzzy Neural Genetic Algorithm (FNN and GA) recorded the high-performance values in all dimensions like accuracy, precision, recall, and f_score. Apart from this, the four-fold confusion matrix is used to describe, how much the proposed FNN&GA model reduced the false positives and false negatives in disease predictions as shown in Table 3.

**HDPS**

Each learning model-related confusion matrix values True Positives (TP), False Negatives (FP), False Positives (FP), and True Negatives (TN) will describe the prediction errors at the input records level. Table 3 presents confusion matrix comparison data specifying that the proposed FNN and GA model reduced the number of false negatives and the false positives dramatically when compared to its counterpart learning models.

**Genetic Algorithm**

Along with the classification process, our proposed model will do the disease severity categorization based on the calculated disease probability values, using the fuzzy logic technology (Al-Dmour et al., 2019) as shown in the piece of categorization results in Table 4. The prediction probability value, disease confirmation (0 or 1), disease range (0-5), and disease severity values are categorized using our model and this information will be very useful for doctors in treating the patients based on their disease severity. A total of 87 test records are categorized similarly and each patient record disease severity range (0-5) is presented in Fig. 5.

![Fig. 5: Total test dataset severity categorization result](image-url)

**Table 2:** Disease prediction results comparison of the HDPS

| Prediction model       | Accuracy | Precision | Recall | F_Score |
|------------------------|----------|-----------|--------|---------|
| Decision tree          | 80.45%   | 79.54%    | 81.39% | 80.45%  |
| Naive bayes            | 83.90%   | 84.31%    | 87.75% | 86%     |
| Voting classifier      | 77.01%   | 71.69%    | 93.02% | 79.16%  |
| ANN                    | 83.90%   | 83.33%    | 78.95% | 81.08%  |
| FNN and GA             | 96.55%   | 95.74%    | 97.83% | 96.77%  |

**Table 3:** Comparison of the confusion matrix values of the

| Prediction Model | TP | FN | FP | TN |
|------------------|----|----|----|----|
| Decision Tree    | 35 | 9  | 8  | 35 |
| Naive Bayes      | 30 | 8  | 6  | 43 |
| Voting Classifier| 29 | 15 | 5  | 38 |
| ANN              | 30 | 8  | 6  | 43 |
| FNN and GA       | 45 | 2  | 1  | 39 |
Conclusion and Future Work

In this study, we proposed the fuzzy neural-genetic algorithm-based heart disease prediction model to improve the prediction accuracy and efficiency. For this, the former disease prediction systems are thoroughly analyzed and considerable limitations are identified. At each layer of the disease prediction system, an efficient and compliance algorithm was appointed to get the best output from that layer. In this way, we integrated the neural networks, genetic algorithm, and fuzzy logic technologies to fulfill the objectives of this study. A genetic algorithm is used to train the neural networks with optimal input values and the neural networks are used for disease classification based on the training knowledge obtained from the genetic input population. Finally, fuzzy logic is used to categorize the disease severity based on prediction probability scores. Experimental results proved that the proposed fuzzy neural-genetic algorithm achieved high accuracy and low error rate (false positives and false negatives), when compared to the other machine learning models.

Although the proposed HDPS model is offering both classification and categorization operations, in the future we are planning to implement the advancements in the categorization process. In the future we are expecting to consider the input record level attribute values along with the prediction probability values, to make the categorization process more robust and reliable.
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