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A tree functional is called additive if it satisfies a recursion of the form
\[
F(T) = \sum_{j=1}^{k} F(B_j) + f(T),
\]
where \(B_1, \ldots, B_k\) are the branches of the tree \(T\) and \(f(T)\) is a toll function. We prove a general central limit theorem for additive functionals of \(d\)-ary increasing trees under suitable assumptions on the toll function. The same method also applies to generalised plane-oriented increasing trees (GPORTs). One of our main applications is a log-normal law that we prove for the size of the automorphism group of \(d\)-ary increasing trees, but many other examples (old and new) are covered as well.
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1 Introduction

In this paper, we are interested in functionals of rooted trees that satisfy an additive relation, i.e. a recursion of the form
\[
F(T) = \sum_{j=1}^{k} F(B_j) + f(T),
\]
where \(B_1, \ldots, B_k\) are the branches of the tree \(T\) and \(f(T)\) is a so-called toll function, which often only depends on specific features of the tree such as the size or the root degree, but can in principle be arbitrary. The trees in our context will be labelled; it is assumed that the toll function only depends on the relative order of the labels, not the labels themselves, so that it is also well-defined if the labels are not necessarily \(1, 2, \ldots, n\). It is consistent with (1) to assume that we have the identity \(F(\bigcirc) = f(\bigcirc)\) for the tree \(T = \bigcirc\) consisting only of a single labelled vertex. Important examples include

- the number of leaves, which corresponds to the toll function
\[
f(T) = \begin{cases} 1 & |T| = 1, \\ 0 & \text{otherwise.} \end{cases}
\]
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• the number of vertices of outdegree \( k \), in which case one can simply take
\[
f(T) = \begin{cases} 
1 & \text{if the root of } T \text{ has outdegree } k, \\
0 & \text{otherwise.}
\end{cases}
\]

• the internal path length, i.e., the sum of the distances from the root to all vertices, which can be obtained from the toll function \( f(T) = |T| - 1 \).

• the log-product of the subtree sizes \([11]\), also called the “shape functional” \([6]\), corresponding to \( f(T) = \log |T| \).

• the logarithm of the size of the automorphism group: here, it is not difficult to see that the toll function is \( f(T) = \log(R(T)) \), where \( R(T) \) is the size of the symmetry group of the collection of root branches.

Such functionals also arise frequently in the study of divide-and-conquer algorithms, e.g. quicksort \([9]\). An alternative viewpoint is based on the notion of fringe subtrees: a fringe subtree of a tree is a subtree induced by a vertex and all its descendants. If we let \( F(T) \) denote the collection of all fringe subtrees of a tree \( T \), then it is easy to verify that
\[
F(T) = \sum_{S \in F(T)} f(S).
\]

In particular, the number of occurrences of a specific tree as a fringe subtree is an additive functional (corresponding to the case that the toll function \( f \) is an indicator function), and every additive functional can be obtained as a linear combination of such special functionals.

There are several recent papers providing central limit theorems for rather general additive tree functionals \([3, 5, 6, 8, 10, 14]\). Specifically, Holmgren and Janson \([8]\) proved such a central limit theorem for binary increasing trees (which are also equivalent to binary search trees) and recursive trees. Both are instances of so-called increasing trees: labelled trees with the additional property that the labels increase along any path starting at the root.

Varieties of increasing trees were studied systematically in \([1]\) (see also \([4, \text{Section 1.3.3}]\)). The exponential generating function \( Y(x) \) associated with a variety of increasing trees satisfies a differential equation of the characteristic shape
\[
Y''(x) = \Phi(Y(x)), \quad Y(0) = 0
\]
for some function \( \Phi(t) \). Varieties of increasing trees for which a uniformly random tree with a given number of vertices can also be generated by a growth process have been of particular interest. There are three such types \([12]\):

• The variety of recursive trees is perhaps the most basic instance: these are simply labelled rooted unordered trees (“unordered” meaning that the order of branches does not matter) with the aforementioned property that the labels increase along paths starting at the root. Uniformly random recursive trees can be obtained by the following growth process: starting from a single vertex (the
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root, carrying label 1), the vertex labelled \( n \) is attached in the \( n \)-th step to one of the previous vertices, chosen uniformly at random. As mentioned earlier, the order of children attached to a vertex does not matter. To obtain a canonical representation, one can e.g. always make the newly added vertex the rightmost child. In this example, the function \( \Phi \) is the exponential function. It is easy to see that the generating function is \( Y(x) = -\log(1 - x) \), and for every positive integer \( n \), there are \((n - 1)!\) recursive trees.

- Plane-oriented recursive trees (PORTs) differ from recursive trees in only one aspect: trees are regarded as embedded in the plane, the order of branches is taken into account. The growth process to generate uniformly random PORTs follows a “preferential attachment” rule: it is essentially the same as for recursive trees, but the probability that the vertex labelled \( n \) is attached to a specific vertex \( v \) is proportional to 1 plus the current outdegree of \( v \). Here, we have \( \Phi(t) = (1 - t)^{-1} \), so the generating function is \( Y(x) = 1 - \sqrt{1 - 2x} \), and the number of plane oriented recursive trees with \( n \) vertices is \((2n - 3)!\).

Generalised plane oriented recursive trees (GPORTs) are obtained by introducing an additional parameter: for some positive real number \( \alpha \), we let the probability that the vertex labelled \( n \) is attached to a specific vertex \( v \) be proportional to \( \alpha \) plus the current outdegree of \( v \). An equivalent description uses weighted PORTs: to each PORT \( T \), we associate a weight based on its outdegrees. If \( N_j(T) \) is the number of vertices whose outdegree is \( j \), we set

\[
w(T) = \prod_{j \geq 1} \binom{\alpha + j - 1}{j}^{N_j(T)}.
\]

In choosing a random GPORT, the probability of a tree to be chosen is proportional to its weight. In the exponential generating function \( Y(x) \), each tree is also weighted with \( w(T) \). The function \( \Phi \) in (2) is now given by \( \Phi(t) = (1 - t)^{-\alpha} \). It follows that \( Y(x) = 1 - (1 - (\alpha + 1)x)^{1/(1+\alpha)} \), the total weight of all trees with \( n \) vertices is \( \prod_{j=1}^{\alpha-1} ((\alpha + 1)j - 1) \).

- Finally, we have the variety of \( d \)-ary increasing trees, which will be the focus of this paper: here, every vertex has \( d \) possible places to which a child can be attached (for example, in the binary case, there are left and right children). In the construction of uniform \( d \)-ary increasing trees by a growth process, we simply attach the vertex labelled \( n \) to one of the \((d - 1)(n - 1) + 1\) places available in total, once again selected uniformly at random. Therefore, the probability that the new vertex is attached to an existing vertex \( v \) is proportional to \( d \) minus the current outdegree of \( v \) (in particular, if \( v \) already has \( d \) children, no further vertices can be attached to it). Here, \( \Phi(t) = (1 + t)^d \) and \( Y(x) = (1 - (d - 1)x)^{-1/(d-1)} - 1 \). The total number of \( d \)-ary increasing trees with \( n \) vertices is \( \prod_{j=1}^{d-1} ((d - 1)j + 1) \).

**Remark 1** We remark that recursive trees and \( d \)-ary increasing trees can also be seen as weighted PORTs, with weights

\[
w(T) = \prod_{j \geq 1} c_j^{N_j(T)},
\]

where \( c_j = \frac{1}{j!} \) for recursive trees (to factor out the different ways of ordering the branches) and \( c_j = \binom{d}{j} \) (to take the \( d \) possible points of attachment into account) respectively.
In the following, we state and prove a central limit theorem for additive tree functionals of uniformly random $d$-ary increasing trees under certain technical conditions on the toll function. As mentioned earlier, binary increasing trees (as well as recursive trees) have already been covered in [8]. Since the approach in [8] is based on representations of binary increasing trees and recursive trees that are not available for other classes of increasing trees, and the generating function method of [14] requires the resulting differential equations to be explicitly solvable, which is also not the case, we use a different approach based on moments, as in a paper of Fuchs [7] on the number of fringe subtrees of given size (which is also an additive functional). Although we only discuss the case of $d$-ary increasing trees in (some) detail, our method also applies to GPORTs, for which we only state the corresponding result in the following section.

This extended abstract only summarises the proof our main theorem and lists some interesting examples to which our result can be applied. Technical details and proofs of all intermediate lemmas will be provided in the full version of this paper.

2 The general central limit theorem

Let us now formulate our main result. In the following, $d$ is fixed, and $T_n$ always denotes a random $d$-ary increasing tree with $n$ vertices. We assume that the toll function $f(T)$ satisfies the following conditions:

(C1) $f(T)$ is bounded,

(C2) \[ \sum_{k \geq 1} \frac{\mathbb{E}|f(T_k)|}{k} < \infty \text{ and } \mathbb{E}|f(T_n)| \to 0 \text{ as } n \to \infty. \]

Under these assumptions, our central limit theorem for additive functionals reads as follows:

Theorem 1 Let $T_n$ be a uniformly random $d$-ary increasing tree with $n$ vertices. If the toll function $f(T)$ satisfies (C1) and (C2), then there exist constants $\mu$ and $\sigma$ such that the mean and variance of $F(T_n)$ are asymptotically

\[ \mathbb{E}(F(T_n)) = \mu n + \frac{\mu}{d-1} + o(1), \quad \text{Var}(F(T_n)) = \sigma^2 n + o(n). \]

The constants $\mu$ and $\sigma$ can be represented as

\[ \mu = (d-1) \sum_T f(T) \frac{|T|}{\prod_{j=1}^{|T|} (d-1)j + d} \]

and

\[ \sigma^2 = -\frac{\mu^2}{d-1} - (d-1) \sum_T \frac{f(T)^2 - 2f(T)(F(T) - \mu|T|)}{\prod_{j=1}^{|T|} ((d-1)j + d)} + d \sum_{T_1} \sum_{T_2} \frac{(d-1)^{1-|T_1|-|T_2|}f(T_1)f(T_2)}{(|T_1|-1)!(|T_2|-1)!} \int_0^1 \phi_{|T_1|}(x)\phi_{|T_2|}(x)dx, \]
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where

\[ \phi_k(x) = (1 - x)^{-1} \int_x^1 (1 - w)^{d/(d-1)} w^{k-1} dw. \]

The sums are taken over all d-ary increasing trees. If \( \sigma \neq 0 \), then the renormalised random variable \( (F(T_n) - \mu n)/\sqrt{\sigma^2 n} \) converges weakly to a standard normal distribution.

Remark 2 We remark that the result remains true if conditions (C1) and (C2) hold for a shifted version \( f(T) + c \) (\( c \) any constant) of the toll function rather than the toll function itself, since this changes \( F(T) \) only by the deterministic quantity \( c|T| \).

Remark 3 By means of the Cramér-Wold device, we also obtain joint normal distribution of tuples of additive functionals.

As mentioned earlier, the method used in proving Theorem 1 also applies to GPORTs. Without going into detail, let us just state the corresponding theorem:

Theorem 2 Let \( T_n \) be a random GPORT (with fixed parameter \( \alpha \)) with \( n \) vertices. If the toll function \( f(T) \) satisfies (C1) and (C2), then there exist constants \( \mu \) and \( \sigma \) such that the mean and variance of \( F(T_n) \) are asymptotically

\[ \mathbb{E}(F(T_n)) = \mu n - \frac{\mu}{\alpha + 1} + o(1), \quad \text{Var}(F(T_n)) = \sigma^2 n + o(n). \]

The constants \( \mu \) and \( \sigma \) can be represented as

\[ \mu = (\alpha + 1) \sum_T w(T) \frac{|T|}{\prod_{j=1}^{|T|} ((\alpha + 1)j + \alpha)} \]

and

\[ \sigma^2 = \frac{\mu^2}{\alpha + 1} - (\alpha + 1) \sum_T w(T) \frac{f(T)^2 - 2f(T)(F(T) - \mu|T|) + \sum_{T_1, T_2} w(T_1)w(T_2) \frac{f(T_1)f(T_2)}{(|T_1| - 1)!(|T_2| - 1)!} \int_0^1 \varphi_{|T_1|}(x)\varphi_{|T_2|}(x) dx,} \]

where

\[ \varphi_k(x) = \int_x^1 (1 - w)^{\alpha/(\alpha+1)} w^{k-1} dw. \]

The sums are taken over all PORTs, weighted by \( w(T) \). If \( \sigma \neq 0 \), then the renormalised random variable \( (F(T_n) - \mu n)/\sqrt{\sigma^2 n} \) converges weakly to a standard normal distribution.

3 Preliminaries

Recall that the exponential generating function \( Y(x) \) of d-ary increasing trees satisfies the differential equation

\[ Y'(x) = \Phi(Y(x)), \quad Y(0) = 0, \quad (4) \]
Lemma 3

The function \( n! \cdot [x^n]Y(x) = \prod_{j=1}^{n-1} ((d-1)j + 1) \).

Let us first define a multivariate generating function that also incorporates the tree functional \( F \) and its toll function \( f \). Specifically, we set

\[ Y(x, a, b) = \sum_T \frac{x^{|T|}}{|T|!} e^{aF(T)-bf(T)}. \]

In view of the recursion satisfied by \( F \), (4) becomes

\[ \frac{\partial}{\partial x} Y(x, a, a) = \sum_T \frac{x^{|T|-1}}{|T|!} e^{a(F(T)-f(T))} = \Phi(Y(x, a, 0)), \quad Y(0, a, b) = 0. \]

We set

\[ Z(x, a, b) = 1 + Y(xe^{-a\mu}, a, b) = 1 + \sum_T \frac{x^{|T|}}{|T|!} e^{aF(T)-a\mu|T|-bf(T)}, \]

where \( \mu \) will be determined later, so that

\[ \frac{\partial}{\partial x} Z(x, a, a) = e^{-a\mu}\Phi(Y(xe^{-a\mu}, a, 0)) = e^{-a\mu}\Phi(Z(x, a, 0) - 1) = e^{-a\mu}Z(x, a, 0)^d. \]

Note that

\[ M_n(a) = \frac{[x^n]Z(x, a, 0)}{[x^n]Z(x, 0, 0)} = \frac{n! [x^n]Z(x, a, 0)}{Y_n} \]

is the moment generating function for the random variable \( F(T_n) - \mu|T_n| = F(T_n) - \mu n \) when a random \( d \)-ary increasing tree \( T_n \) with \( n \) vertices is generated. Its derivatives with respect to \( a \), evaluated at 0, yield the moments.

Let the \( r \)-th derivative of \( Z \) with respect to \( a \) be denoted by \( Z^{(r)}(x, a, b) \). Our first goal is to determine a differential equation for the function \( Z^{(r)}(x, 0, 0) \). This is done by means of Faà di Bruno’s formula. First, we need some further notation regarding integer partitions: we represent partitions of a positive integer \( n \) as sequences \( \ell = (\ell_1, \ell_2, \ldots) \), where \( \ell_j \) denotes the multiplicity of \( j \). Thus \( \ell \) is a partition of \( r \) if

\[ \sum_j j\ell_j = r. \]

The set of all partitions of \( r \) is denoted by \( \mathcal{P}(r) \), and we write \( |\ell| = \ell_1 + \ell_2 + \cdots \) for the total number of parts in the partition \( \ell \).

**Lemma 3** The function \( Z^{(r)}(x, 0, 0) \) satisfies the differential equation

\[ \frac{d}{dx} \left( Z(x, 0, 0)^{-d} Z^{(r)}(x, 0, 0) \right) = -Z(x, 0, 0)^{-d} H_r(x) + \sum_{s=0}^{r} \binom{r}{s} (-\mu)^{r-s} \sum_{\ell \in \mathcal{P}(s)} \prod_{\ell_\ell \neq 1} \frac{1}{|\ell|!} \frac{d!}{(d-|\ell|)!} \left( Z^{(|\ell|)}(x, 0, 0) \right)^{\ell_j}, \quad (5) \]
where

\[ H_r(x) = \sum_{s=1}^{r} \binom{r}{s} \sum_T \frac{x^{|T|-1}}{(|T| - 1)!}(F(T) - \mu|T|)^{r-s}(-f(T))^s. \]

Note that at this stage, \( H_r(x) \) is only considered as a formal power series, convergence is not taken into account. We first analyse this differential equation in the special cases \( r = 1 \) and \( r = 2 \) corresponding to mean and variance before we move on to the central limit theorem.

4 Mean and variance

Let us now determine mean and variance of \( F(T_n) \). Since the values of the toll function \( f(T) \) for \(|T| > n\) will not affect the distribution of \( F(T_n) \), we can assume in this section that \( f(T) = 0 \) for \(|T| > n\). This means in particular that the functions \( H_r(x) \) also depend on \( n \), so we write \( H^{(n)}(x) \) to emphasize this dependence. For \( r = 1 \), Equation (5) becomes

\[
\frac{\partial}{\partial x} \left( Z(x, 0, 0)^{-d} Z^{(1)}(x, 0, 0) \right) = -Z(x, 0, 0)^{-d} H_1^{(n)}(x) - \mu,
\]

so

\[
Z^{(1)}(x, 0, 0) = Z(x, 0, 0)^d \int_0^x \left( -Z(w, 0, 0)^{-d} H_1^{(n)}(w) - \mu \right) dw,
\]

where

\[
H_1^{(n)}(x) = -\sum_{|T|\leq n} \frac{x^{|T|-1}}{(|T| - 1)!} f(T). \quad (6)
\]

If we choose \( \mu = \mu^{(n)} \) in such a way that

\[
\mu^{(n)} = -(d - 1) \int_0^{1/(d-1)} Z(w, 0, 0)^{-d} H_1^{(n)}(w) dw,
\]

then we can write

\[
Z^{(1)}(x, 0, 0) = \frac{\mu^{(n)}}{d - 1} Z(x, 0, 0) + R(x), \quad (7)
\]

where

\[
R(x) = Z(x, 0, 0)^d \int_x^{1/(d-1)} Z(w, 0, 0)^{-d} H_1^{(n)}(w) dw.
\]

The first term on the right side of (7) contributes \( \frac{\mu^{(n)}}{d-1} \) to the mean, so it suffices to determine the contribution from \( R(x) \). Note that \( R(x) \) is a polynomial of degree \( n \) whose coefficients can be computed explicitly using the following lemma:

**Lemma 4** If \( P(x) = \sum_{k=0}^{n-1} a_k x^k \) and \( Q(x) = (1 - x)^{-\beta} \int_x^1 (1 - w)^\beta P(w) dw \),

then

\[
P(x) = \sum_{k=0}^{n-1} a_k x^k \quad \text{and} \quad Q(x) = (1 - x)^{-\beta} \int_x^1 (1 - w)^\beta P(w) dw.
\]
then \( Q(x) \) is a polynomial of degree \( n \) with

\[
\langle x^m \rangle Q(x) = -\frac{\alpha_{m-1}}{m + \beta} + \sum_{k=m}^{n-1} \left( \frac{\beta + m - 1}{m} \right) \frac{\Gamma(\beta + 1)k!a_k}{\Gamma(\beta + k + 2)}
\]

\[
= \mathcal{O} \left( \frac{\alpha_{m-1}}{m} + m^{\beta-1} \sum_{k=m}^{n-1} k^{-\beta-1} |a_k| \right).
\]

This lemma gives us in particular an expression for \( \langle x^n \rangle R(x) \), since

\[
\langle x^n \rangle R(x) = \langle x^n \rangle (1 - (d - 1)x)^{-d/(d-1)} \int_x^{1/(d-1)} (1 - (d - 1)w)^{d/(d-1)} H_1^{(n)}(w) \, dw
\]

\[
= (d - 1)^{n-1} \langle x^n \rangle (1 - x)^{-d/(d-1)} \int_x^{1} (1 - w)^{d/(d-1)} H_1^{(n)} \left( \frac{w}{d-1} \right) \, dw.
\]

Evaluating the integral in the expression for \( \mu^{(n)} \) explicitly gives us

\[
\mu^{(n)} = d(d - 1) \sum_{m \leq n} \frac{1}{((d - 1)m + 1)((d - 1)m + d)Y_m} \sum_{|T| = m} f(T)
\]

\[
= d(d - 1) \sum_{m \leq n} \frac{\mathbb{E}(f(T_m))}{((d - 1)m + 1)((d - 1)m + d)}.
\]

Putting everything together, we arrive at an explicit formula for the mean:

\[
\mathbb{E}(F(T_n)) = \mu^{(n)} n + \frac{\mu^{(n)}}{d - 1} + \frac{n!\langle x^n \rangle R(x)}{Y_n}
\]

\[
= (d(d - 1)n + d) \sum_{m \leq n} \frac{\mathbb{E}(f(T_m))}{((d - 1)m + 1)((d - 1)m + d)} + \frac{n}{(n + d/(d - 1))Y_n} \sum_{|T| = n} f(T)
\]

\[
= (d(d - 1)n + d) \sum_{m < n} \frac{\mathbb{E}(f(T_m))}{((d - 1)m + 1)((d - 1)m + d)} + \mathbb{E}(f(T_n)).
\]

If we complete the series and make use of conditions (C1) and (C2), we arrive exactly at the desired asymptotic formula for the mean in Theorem 1. The variance, which is obtained by using Equation (5) for \( r = 2 \), can be treated in a similar fashion. Without going into detail, under our conditions (C1) and (C2), we can show that

\[
\text{Var}(F(T_n)) = c^{(n)} n + o(n),
\]

where \( c^{(n)} \) is a truncated double series which converges to the constant \( \sigma^2 \) in Theorem 1 as \( n \to \infty \).

5 The central limit theorem

We first consider the case that \( f(T) \) has finite support. Conditions (C1) and (C2) are then automatically satisfied, hence the results in the previous section for the mean and variance are valid in this case as well. For the central limit theorem, we also need higher moments, for which we have the following statement.
Lemma 5 If the toll function \( f \) has finite support, i.e. there exists a constant \( K \) such that \( f(T) = 0 \) whenever \( |T| > K \), then the centred moments of the functional \( F \) are asymptotically given by

\[
\mathbb{E}((F(T_n) - \mu n)^r) = \begin{cases} 
(r - 1)! \sigma^r n^{r/2} + O(n^{r/2-1}) & \text{if } r \text{ even,} \\
O(n^{(r-1)/2}) & \text{if } r \text{ odd.}
\end{cases}
\]

Here, \( \mu \) and \( \sigma \) are as in Theorem 1. Consequently, if \( \sigma \neq 0 \), then the renormalised random variable

\[
\frac{F(T_n) - \mu n}{\sqrt{\sigma^2 n}}
\]

converges weakly to a standard normal distribution.

The key to proving this lemma is the fact that the functions \( H_r \) are now given by finite sums and therefore trivially represent entire functions. This enables us to apply singularity analysis to the functions \( Z^{(r)}(x, 0, 0) \) for arbitrary \( r \), which yields the asymptotics of the centred moments.

To deal with toll functions that are not finitely supported, we employ a trick that was already used in [8, 10]: we approximate them by truncated versions to which we can apply Lemma 5. This approach is based on the following simple yet general lemma.

Lemma 6 If \( (X_n)_{n \geq 1} \) and \( (W_{m,n})_{m,n \geq 1} \) are sequences of centred random variables such that

- \( W_{m,n} \xrightarrow{d} W_m \) and \( W_m \xrightarrow{d} W \), where \( W \) has a continuous distribution function,
- \( \text{Var}(X_n - W_{m,n}) \xrightarrow{n} \gamma_m^2 \) and \( \gamma_m \xrightarrow{m} 0 \),

then \( X_n \xrightarrow{d} W \).

We return to additive functionals and assume that the toll function \( f(T) \) satisfies conditions (C1) and (C2). For every positive integer \( m \), consider the truncated toll function \( f_m \) and the corresponding function \( F \):

\[
f_m(T) = \begin{cases} 
f(T) & |T| \leq m, \\
0 & \text{otherwise,}
\end{cases} \quad \text{and} \quad F_m(T) = \sum_{S \in \mathcal{F}(T)} f_m(S) = \sum_{S \in \mathcal{F}(T), |S| \leq m} f(S).
\]

From Section 4, we know that the mean and variance of \( F_m(T) \) have the asymptotic estimates

\[
\mathbb{E}(F_m(T)) = \mu m + \frac{\mu^m}{m-1} + o(1) \quad \text{and} \quad \text{Var}(F_m(T)) = \sigma_m^2 n + o(n)
\]

as \( n \to \infty \). Furthermore, for each \( m \), if \( \sigma_m^2 \neq 0 \) then \( F_m(T) \) satisfies the central limit theorem, and \( \mu_m \to \mu \) and \( \sigma_m^2 \to \sigma \) as \( m \to \infty \). On the other hand, the functional \( F(T) - F_m(T) \) is also additive with toll function \( f(T) - f_m(T) \). The conditions (C1) and (C2) are both satisfied by the latter toll function, so from the asymptotic formula for the variance we know that

\[
\lim_{n \to \infty} \frac{\text{Var}(F(T_n) - F_m(T_n))}{n} = \gamma_m 0
\]

under the conditions on the toll function \( f \). Hence, Lemma 6 applies to the sequences

\[
W_{m,n} = \frac{F_m(T_n) - \mathbb{E}(F_m(T_n))}{n} \quad \text{and} \quad X_n = \frac{F(T_n) - \mathbb{E}(F(T_n))}{n},
\]

which proves Theorem 1 for arbitrary toll functions \( f \) that satisfy (C1) and (C2).
6 Some applications

6.1 Fringe subtrees of given size and occurrences of specific fringe subtrees

The simplest example of a toll function is perhaps the indicator function of a specific tree $S$:

$$f(T) = \begin{cases} 1 & T = S, \\ 0 & \text{otherwise}. \end{cases}$$

The associated additive functional is simply the number of occurrences of $S$ on the fringe of a random tree: by an occurrence of $S$, we mean a fringe subtree that is isomorphic to $S$ (including the relative order of the labels).

In this case, we obtain a central limit theorem with mean and variance only depending on the size of $S$: if $S$ has $k$ vertices, then

$$\mu = \frac{d - 1}{\prod_{j=1}^{k}((d - 1)j + d)} \quad \text{and} \quad \sigma^2 = -\mu^2 \left(2k + \frac{1}{d - 1}\right) + \mu + \frac{d(d - 1)^{1-2k}}{(k-1)!^2} \int_0^1 \phi_k(x)^2 \, dx.$$

A closely related functional is the number of fringe subtrees of some given size $k$ (equivalently, the number of vertices with exactly $k - 1$ descendants). In particular, the special case $k = 1$ corresponds to the number of leaves. Here, the toll function is given by

$$f(T) = \begin{cases} 1 & |T| = k, \\ 0 & \text{otherwise}, \end{cases}$$

and we obtain a central limit theorem with

$$\mu = \frac{d(d - 1)}{((d - 1)(k + d)((d - 1)k + 1))} \quad \text{and} \quad \sigma^2 = -\mu^2 \left(2k + \frac{1}{d - 1}\right) + \mu + \frac{d(d - 1)^{1-2k}Y_k^2}{(k-1)!^2} \int_0^1 \phi_k(x)^2 \, dx.$$

This was already shown by Fuchs [7], who also considered the case that $k$ is not fixed but rather tends to infinity with the size of the tree as well.

6.2 The number of subtrees

The number of subtrees is already a somewhat more complicated example: for Galton-Watson trees, binary increasing trees and recursive trees, it was already studied in [14]. Here, we count all subtrees, i.e., all induced subgraphs that are again trees, not just those on the fringe. It is useful to study an auxiliary quantity first, namely the number of subtrees containing the root: we write $s(T)$ for this number. It is not difficult to see that

$$s(T) = \prod_{j=1}^{k} (1 + s(B_j)),$$

since each subtree induces either the empty set or a subtree containing the root in each of the branches. Taking the logarithm gives us

$$\log(1 + s(T)) = \sum_{j=1}^{k} \log(1 + s(B_j)) + \log(1 + s(T)^{-1}),$$
so \( \log(1 + s(T)) \) is an additive functional with toll function \( f(T) = \log(1 + s(T)^{-1}) \). Simple a priori estimates show that the technical conditions of our general central limit theorem are satisfied: this is because \( s(T) \geq |T| \) (since every path from the root to a vertex is also a subtree), which implies that \( f(T) = O(|T|^{-1}) \) for all \( T \) (even deterministically, not just on average). Thus our main result applies to the functional \( s(T) \). As it was shown in [14], the difference between \( F(T) = \log(1 + s(T)) \) and the logarithm of the total number of subtrees (not necessarily containing the root) is \( O(\log |T|) \), so the central limit theorem remains correct for the total number of subtrees.

### 6.3 The size of the automorphism group

An important motivating example for this paper is the size of the automorphism group. In their article [2], Bóna and Flajolet proved, motivated by questions in phylogenetics, that the logarithm of the size of the automorphism group of uniformly random binary trees is asymptotically normally distributed (they proved this limit law for the number of nodes for which the two branches are isomorphic, which is equivalent). Here, we obtain an analogous statement for \( d \)-ary increasing trees. We remark that binary increasing trees are also essentially equivalent to the Yule-Harding model (as opposed to the uniform model) of phylogenetics [13, Section 2.5].

As it was mentioned in the introduction, the relevant toll function is \( f(T) = \log(R(T)) \), where \( R(T) \) is the size of the symmetry group of the collection of root branches. This simplifies considerably in the case of binary trees, where we only have two branches \( B_1 \) and \( B_2 \). In this case, it follows that

\[
f(T) = \begin{cases} 
\log 2 & \text{if } B_1 \text{ and } B_2 \text{ are isomorphic,} \\
0 & \text{otherwise.}
\end{cases}
\]

As one would expect, it is very unlikely for large trees that the two branches are actually isomorphic, which is why the technical condition on the toll function is satisfied. In fact, one can show that \( E(|f(T_n)|) \) decays exponentially for binary increasing trees. We find that the number of automorphisms of a random binary increasing tree asymptotically follows a log-normal law, which parallels the aforementioned result of Bóna and Flajolet.

The same holds more generally for \( d \)-ary trees, although the expected value of the toll function does not decay as quickly: in this case, the probability that two branches are isomorphic only decreases at a rate of \( O(|T|^{-2/(d-1)}) \), which however is still sufficient.

### 6.4 The number of orbits

Two vertices of a rooted tree (or generally any graph) are said to belong to the same orbit if there exists an automorphism that maps one of the vertices to the other. The vertex set can thus be partitioned in a natural way into orbits, and the number of orbits can also be regarded as an additive functional. Let us illustrate this for binary increasing trees: if the two branches \( B_1 \) and \( B_2 \) of \( T \) are isomorphic, then \( F(T) = F(B_1) + 1 = F(B_2) + 1 \), otherwise, \( F(T) = F(B_1) + F(B_2) + 1 \). Hence, the toll function is given by

\[
f(T) = \begin{cases} 
1 - F(B_1) & \text{if } B_1 \text{ and } B_2 \text{ are isomorphic,} \\
1 & \text{otherwise.}
\end{cases}
\]

Our technical conditions (C1) and (C2) are not completely satisfied in this examples, but it is possible to work around that. First, the expected value of \( |f(T_n)| \) does not tend to 0, but the expected value of
$|f(T_n) - 1|$ does, cf. Remark 2. Second, $f(T)$ is not bounded, but this condition can be replaced by the fact that $f(T)$ and $F(T)$ are both $O(|T|)$. Again, everything also remains valid for $d$-ary increasing trees, although the details are somewhat more intricate.
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