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Abstract. In this paper we deal with the existence of solutions for the following class of magnetic semilinear Schrödinger equation

\[
(P) \quad \begin{cases}
(i\nabla + A(x))^2 u + u = |u|^{p-2} u, \quad \text{in } \Omega, \\ u = 0 \quad \text{on } \partial \Omega,
\end{cases}
\]

where \( N \geq 3, \Omega \subset \mathbb{R}^N \) is an exterior domain, \( p \in (2, 2^*) \) with \( 2^* = \frac{2N}{N-2} \), and \( A : \mathbb{R}^N \to \mathbb{R}^N \) is a continuous vector potential verifying \( A(x) \to 0 \) as \( |x| \to \infty \).
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1. Introduction

In this paper we investigate the existence of solutions for the following magnetic semilinear Schrödinger equation

\[
(P) \quad \begin{cases}
(i\nabla + A(x))^2 u + u = |u|^{p-2} u, \quad \text{in } \Omega, \\ u = 0 \quad \text{on } \partial \Omega,
\end{cases}
\]

where \( N \geq 3, p \in (2, 2^*) \), \( 2^* = \frac{2N}{N-2} \) is the critical Sobolev exponent, \( \Omega \subset \mathbb{R}^N \) is an exterior domain, i.e. \( \Omega \) is an unbounded domain with smooth boundary \( \partial \Omega \neq \emptyset \) such that \( \mathbb{R}^N \setminus \Omega \) is bounded, and \( A \in C(\mathbb{R}^N, \mathbb{R}^N) \) satisfies

\[
A(x) \to 0 \quad \text{as } |x| \to \infty.
\]
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During the past years there has been a considerable interest in the existence of solutions for elliptic equations in exterior domains, more precisely, for problems of the type

$$
\begin{align*}
-\Delta u + u &= f(u), \quad \text{in } \Omega, \\
u &\in H_0^1(\Omega),
\end{align*}
$$

where $f$ is a continuous function satisfying some technical conditions. The main difficulty in dealing with (1.1) is the lack of compactness of the Sobolev embedding due to the unboundedness of the domain. In order to overcome this difficulty, in some papers, authors assumed certain type of symmetry on $\Omega$; see for instance [9], [23] and [25].

In [12], Benci and Cerami studied the existence of nontrivial solutions for the problem

$$
\begin{align*}
-\Delta u + \lambda u &= |u|^{p-2}u, \quad \text{in } \Omega, \\
u &\in H_0^1(\Omega),
\end{align*}
$$

in an exterior domain $\Omega$ without assuming symmetry, with $2 \leq p < 2^*$ and $\lambda > 0$. In that article, they proved that (1.2) does not have a ground state solution and this fact yields a series of difficulties. The key idea exploited by the authors was to analyze the behavior of Palais-Smale sequences, obtaining a precise estimate of the energy levels where the Palais-Smale condition fails. The authors proved that if $p = 1 + \frac{8}{N}$ for $N = 5, 6, 7$ or $p < \frac{2(N-1)}{N-2}$ for $N = 3, 4$,

- there exists $\lambda_*>0$ such that, for every $\lambda \in (0, \lambda_*)$, (1.2) has at least one positive solution,
- for every $\lambda$ there exists a $\rho = \rho(\lambda)$ such that if $\mathbb{R}^N \setminus \Omega \subset B(x_0, \rho)$, with $x_0 \in \mathbb{R}^N \setminus \Omega$, (1.2) has at least one positive solution.

Later, existence results were obtained for more general problems

$$
\begin{align*}
-\Delta u + \lambda u &= f(x, u), \quad \text{in } \Omega, \\
u &\in H_0^1(\Omega),
\end{align*}
$$

where $f$ is a continuous function satisfying

$$
\lim_{|x| \to +\infty} f(x, t) = f_\infty(t), \quad \text{for all } t \in \mathbb{R}.
$$

In [9], Bahri and Lions studied (1.3) with $f(x, t) = b(x)|t|^{p-2}t$ where $b(x) \to b > 0$ as $|x| \to +\infty$. Using topological arguments, they showed that (1.3) has a solution when $\Omega$ is an arbitrary exterior domain, for all $\lambda > 0$. In the autonomous case, using the technique introduced in [9], Li and Zheng [28] proved that (1.3) possesses at least one positive solution, with $f$ asymptotically linear satisfying some assumptions, in particular, a property of convexity (see also [21]). Whereas in [29], Maia and Pellacci established an existence result without the hypothesis of convexity.

In the above-mentioned papers, a key point to prove the results of existence is the uniqueness, up to a translation, of the positive solution for the “equation at infinity” associated with (1.3) given by

$$
-\Delta u + \lambda u = f_\infty(u) \quad \text{in } \mathbb{R}^N.
$$
However, when the exterior domain is the exterior of a ball, more precisely $\Omega = \mathbb{R}^N \setminus B(0, R)$ for some $R > 0$, it is possible to explore some groups of rotation in order to get multiple solutions without using the uniqueness of solutions of the limit problem when $R$ is large enough, see for example Cao and Noussair [16] and Clapp, Maia and Pellacci [22]. In [2], Alves and de Freitas studied the existence of a positive solution for a class of elliptic problems in exterior domains involving critical growth. Finally, we mention a recent paper due to Alves, Molica Bisci and Torres Ledesma [5], in which a fractional elliptic equation with Dirichlet-type condition set in an exterior domain is considered.

In the last years time-independent magnetic Schrödinger equations in bounded domains or in whole of $\mathbb{R}^N$ have received a special attention. A basic motivation to study these equations stems from the search of standing wave solutions for the time-dependent nonlinear Schrödinger equation of the type

$$i h \frac{\partial \psi}{\partial t} = \left( \frac{h}{i} \nabla - A(z) \right)^2 \psi + U(z) \psi - f(|\psi|^2) \psi, \quad z \in \mathcal{D}, \, t \in \mathbb{R},$$

where $\mathcal{D} \subset \mathbb{R}^N$, with $N \geq 2$, is a smooth domain, the function $\psi$ takes values in $\mathbb{C}$, $h$ is the Planck constant, $i$ is the imaginary unit and $A : \mathbb{R}^N \to \mathbb{R}^N$ denotes a magnetic potential. For the interested reader in this subject, we cite the papers by Alves, Figueiredo and Furtado [3,4], Ambrosio [6,7], Arioli and Szulkin [8], Barile [10,11], Chabrowski and Szulkin [17], Cingolani [18], Cingolani and Clapp [19], Cingolani, Jeanjean and Secchi [20], Ding and Liu [24], Esteban and Lions [26] and the references therein.

After a careful bibliography review, we did not find any paper concerned with magnetic semilinear Schrödinger equations in exterior domains. Motivated by this fact and the above-mentioned papers, the aim of this paper is to give a first existence result for $(P)$. We emphasize that the main difficulty in dealing with this type of problem is related to the uniqueness, up to a translation, of the solution for the limit problem. Recently, in a very interesting paper due to Bonheure, Nys and Van Schaftingen [14], we found a partial answer for this question when the magnetic field $A$ satisfies some technical conditions; see [14, Theorem 1].

The main result of this paper can be stated as follows:

**Theorem 1.1.** Suppose that $(A)$ holds. Then, there exist $\rho_0 > 0$ and $\epsilon > 0$ such that if $\mathbb{R}^N \setminus \Omega \subset B(0, \rho)$, $\rho < \rho_0$ and $\|A\|_{\infty} \leq \epsilon$, then problem $(P)$ has at least one weak solution.

The proof of Theorem 1.1 will be done via variational methods inspired by [2] and [12]. However, with respect to [2,12], a more careful analysis will be needed and some refined estimates will be given. The diamagnetic inequality in [26] will play a fundamental role.

We point out that Theorem 1.1 complements the study in magnetic semilinear Schrödinger equations, in the sense that we obtain an existence result for a magnetic Schrödinger equation in an exterior domain.

The paper is organized as follows. In Sect. 2, we introduce suitable function spaces and collect some useful results concerning the limit problem that we will
work with. In Sect. 3, we establish a compactness result in the spirit of [12] for the energy functional associated with problem (P). In Sect. 4, we show some technical estimates that will be used in Sect. 5, where Theorem 1.1 is proved.

Notations: In this paper, we use the following notations:

- For \( q \in (2, 2^*) \), we define \( q' \) as the conjugate exponent of \( q \), that is, \( q' := \frac{q}{q-1} \).
- The usual norm of the Lebesgue spaces \( L^t(\Omega) \) for \( t \in [1, \infty] \), will be denoted by \( | \cdot |_t \), and the norm of the Sobolev space \( H^1_0(\Omega) \), by \( \| \cdot \| \);
- \( C \) denotes (possibly different) any positive constant.

2. Preliminary Results and the Limit Problem

In what follows, we denote by \( H^1_A(\Omega, \mathbb{C}) \) the Hilbert space obtained by the closure of \( C^\infty_0(\Omega, \mathbb{C}) \) under the scalar product

\[
\langle u, v \rangle := \Re \left( \int_\Omega (\nabla_A u(x) \cdot \nabla_A v(x) + u(x) v(x)) \, dx \right),
\]

where \( \Re(w) \) denotes the real part of \( w \in \mathbb{C} \), \( \overline{w} \) is its complex conjugate, \( \nabla_A u := (D_1 u, D_2 u, ..., D_N u) \) where \( D_j := -i \partial_j + A_j(x) \), for \( j = 1, 2, ..., N \). The norm induced by this inner product is given by

\[
\| u \| := \left( \int_\Omega (|\nabla_A u(x)|^2 + |u(x)|^2) \, dx \right)^{\frac{1}{2}}.
\]

We also consider the Hilbert space \( H^1_A(\mathbb{R}^N, \mathbb{C}) \) defined as

\[
H^1_A(\mathbb{R}^N, \mathbb{C}) := \{ u \in L^2(\mathbb{R}^N, \mathbb{C}) : \nabla_A u \in L^2(\mathbb{R}^N, \mathbb{C}^N) \}
\]

endowed with the scalar product

\[
\langle u, v \rangle_A := \Re \left( \int_{\mathbb{R}^N} (\nabla_A u(x) \cdot \nabla_A v(x) + u(x) v(x)) \, dx \right).
\]

Then we can define the norm

\[
\| u \|_A := \left( \int_{\mathbb{R}^N} (|\nabla_A u(x)|^2 + |u(x)|^2) \, dx \right)^{\frac{1}{2}}.
\]

By [26, Proposition 2.1-(i)], we know that \( C^\infty_0(\mathbb{R}^N, \mathbb{C}) \) is dense in \( H^1_A(\mathbb{R}^N, \mathbb{C}) \). A direct computation shows that \( H^1_0(\Omega, \mathbb{C}) \subset H^1_A(\mathbb{R}^N, \mathbb{C}) \).

As proved in [26, Sect. 2], for any \( u \in H^1_A(\mathbb{R}^N, \mathbb{C}) \), there holds the diamagnetic inequality, namely

\[
|\nabla|u|| \leq |\Re(\nabla_A u \text{sign}(u))| \leq |\nabla u_A|, \quad \text{a.e. in } \mathbb{R}^N,
\]

where

\[
\text{sign}(u) = \begin{cases} \frac{u(x)}{|u(x)|} & \text{if } u(x) \neq 0, \\ 0 & \text{if } u(x) = 0. \end{cases}
\]

Hence, if \( u \in H^1_A(\mathbb{R}^N, \mathbb{C}) \), then \( |u| \in H^1(\mathbb{R}^N, \mathbb{R}) \). Furthermore, as a consequence of the diamagnetic inequality, we have that the embedding

\[
H^1_A(\mathbb{R}^N, \mathbb{C}) \hookrightarrow L^*(\mathbb{R}^N, \mathbb{C})
\]
is continuous for any \( s \in [2, 2^*]\).

### 2.1. Limit Problem

In this subsection, we consider the scalar limit problem associated with \((P)\), namely

\[
(P_0) \quad \begin{cases} 
-\Delta u + u = |u|^{p-2}u & \text{in } \mathbb{R}^N, \\
u \in H^1_0(\mathbb{R}^N, \mathbb{C}),
\end{cases}
\]

where \( p \in (2, 2^*) \). The reader is invited to see that \( u = u_1 + iu_2 \), with \( u_1 \) and \( u_2 \) real valued, is a solution of \((P_0)\) if and only if \( u_1 \) and \( u_2 \) solve the following elliptic system

\[
(S_0) \quad \begin{cases} 
-\Delta u_1 + u_1 = \left( \sqrt{|u_1|^2 + |u_2|^2} \right)^{p-2} u_1, & \text{in } \mathbb{R}^N, \\
-\Delta u_2 + u_2 = \left( \sqrt{|u_1|^2 + |u_2|^2} \right)^{p-2} u_2, & \text{in } \mathbb{R}^N,
\end{cases}
\]

which is a system of the gradient type.

Note that, the solutions of \((P_0)\) are critical points of the functional

\[
I_0 : H^1(\mathbb{R}^N, \mathbb{C}) \to \mathbb{R}
\]

\[
u \to I_0(u) := \frac{1}{2} \int_{\mathbb{R}^N} (|\nabla u(x)|^2 + |u(x)|^2)dx - \frac{1}{p} \int_{\mathbb{R}^N} |u(x)|^p dx.
\]

(2.3)

If \( c_0 \) denotes the mountain pass level of \( I_0 \) and \( N_0 \) is the Nehari manifold defined as

\[
N_0 := \{ u \in H^1_0(\mathbb{R}^N, \mathbb{C}) \setminus \{0\} : I'_0(u)u = 0 \},
\]

it is well-known (see [30]) that

\[
c_0 = c_0^* := \inf_{u \in N_0} I_0(u),
\]

from where it follows that \( c_0 \) is the least energy of \((P_0)\). We recall that \( u \in H^1_0(\mathbb{R}^N, \mathbb{C}) \) is a least energy solution of \((P_0)\) if \( I_0(u) = c_0^* \) and \( I'_0(u) = 0 \), and \( c_0^* \) is called the least energy of \((P_0)\).

**Lemma 2.1.** The following fact holds: \( u \) is a least energy solution of \((P_0)\) if, and only if, \( v(x) := |u(x)| \in H^1(\mathbb{R}^N) \) is a least energy solution of

\[
(P_\infty) \quad -\Delta v + v = |v|^{p-2}v, \text{ in } \mathbb{R}^N, \quad v > 0.
\]

Moreover, \((P_0)\) and \((P_\infty)\) have the same least energy.

**Proof.** The proof can be done as in [24, Lemma 2.5]. \( \Box \)

**Lemma 2.2.** The following facts hold:

1. \( c_0 > 0 \) is the least energy of \((P_\infty)\);
2. \( N_0 \neq \emptyset \);
(3) \( c_0 \) is attained, and the set
\[ R_0 := \{ u \in \mathcal{N}_0 : I_0(u) = c_0, \ u(0) = \|u\|_\infty \} \]
is compact in \( H^1_0(\mathbb{R}^N, \mathbb{C}) \);
(4) There exists \( C, c > 0 \) such that
\[ |u(x)| \leq Ce^{-c|x|} \quad \forall x \in \mathbb{R}^N, u \in R_0. \]

Proof. See [24, Lemma 2.6]. \( \square \)

Let \( I_\infty : H^1(\mathbb{R}^N, \mathbb{R}) \to \mathbb{R} \) be the energy functional given by
\[ I_\infty(w) := \frac{1}{2} \int_{\mathbb{R}^N} (|\nabla w(x)|^2 + |w(x)|^2)dx - \frac{1}{p} \int_{\mathbb{R}^N} |w(x)|^p dx. \]

Note that \( I_\infty \) is defined on \( H^1(\mathbb{R}^N, \mathbb{R}) \) while \( I_0 \) is defined on \( H^1(\mathbb{R}^N, \mathbb{C}) \). If \( c_\infty \) denotes the mountain pass level of \( I_\infty \) and \( \mathcal{N}_\infty \) is the Nehari manifold given by
\[ \mathcal{N}_\infty := \{ w \in H^1(\mathbb{R}^N, \mathbb{R}) \setminus \{0\} : I_\infty'(w)w = 0 \}, \]
then (see [30])
\[ c_\infty = c_\infty^* := \inf_{w \in \mathcal{N}_\infty} I_\infty(w). \]

Let \( \varphi \in H^1(\mathbb{R}^N, \mathbb{R}) \) be a positive ground state solution of \( (P_\infty) \), that is,
\[ I_\infty(\varphi) = c_\infty^* = c_\infty \quad \text{and} \quad I_\infty'(\varphi) = 0. \]  \hfill (2.4)

The function \( \varphi \) can be chosen radial and decreasing with respect to \( |x| \); see [13].

An immediate consequence of Lemmas 2.1 and 2.2, we have the equality \( c_0 = c_\infty \), and so, \( \varphi \) is also a ground state solution for \( (P_0) \).

Before concluding this section, we state an important result that is a particular case of a result due to Bonheure, Nys and Van Schaftingen [14, Theorem 1], which will be crucial in our approach.

**Theorem 2.3.** There is \( \kappa > 0 \) such that if \( w \in H^1_0(\mathbb{R}^N, \mathbb{C}) \) is a critical point of \( I_0 \)
with \( I_0(w) \leq c_0 + \kappa \), then there are \( a \in \mathbb{R}^N \) and \( \theta \in \mathbb{R} \) such that \( w(x) = e^{i\theta} \varphi(x-a) \),
for all \( x \in \mathbb{R}^N \). Hence, \( I_0(w) = c_0 \).

### 3. A Compactness Result for Energy Functional

In this section, we study some compactness property of the energy functional \( I_A : H^1_A(\Omega, \mathbb{C}) \to \mathbb{R} \) associated with \( (P) \) given by
\[ I_A(u) := \frac{1}{2} \int_\Omega (|\nabla_A u(x)|^2 + |u(x)|^2)dx - \frac{1}{p} \int_\Omega |u(x)|^p dx. \]

In the sequel, we denote by \( c_A \) the mountain pass level of \( I \) that satisfies the equality below
\[ c_A = \inf_{u \in \mathcal{N}_A} I_A(u), \] \hfill (3.1)
where \( \mathcal{N}_A \) is the Nehari manifold of \( I_A \) given by
\[ \mathcal{N}_A := \{ u \in H^1_A(\Omega, \mathbb{C}) \setminus \{0\} : I'_A(u)u = 0 \}. \]
Theorem 3.1. The equality $c_0 = c_A$ holds true. Hence, there is no $u \in H^1_A(\Omega, \mathbb{C})$ such that

$$I_A(u) = c_A \quad \text{and} \quad I'_A(u) = 0,$$

and so, problem (P) has no ground state solution.

Proof. By using the diamagnetic inequality (2.1),

$$c_0 \leq c_A. \quad (3.2)$$

Recalling that $\varphi$ satisfies (2.4) and that $c_0 = c_\infty$, we have that

$$I_0(\varphi) = c_0 \quad \text{and} \quad I'_0(\varphi) = 0.$$

Let $(y_n) \subset \Omega$ be a sequence such that $|y_n| \to +\infty$, and $\rho$ be the smallest positive number satisfying

$$\mathbb{R}^N \setminus \Omega \subset B(0, \rho) = \{x \in \mathbb{R}^N : |x| < \rho\}.$$

Furthermore, let us define $\zeta \in C^\infty(\mathbb{R}^N, [0, 1])$ by

$$\zeta(x) := \xi \left( \frac{|x|}{\rho} \right),$$

where $\xi : [0, +\infty) \to [0, 1]$ is a smooth non-decreasing function such that

$$\xi(t) = 0 \quad \forall t \leq 1 \quad \text{and} \quad \xi(t) = 1 \quad \forall t \geq 2.$$

Now, we consider the sequence

$$\psi_n(x) := \zeta(x)\varphi(x - y_n),$$

and fix $t_n > 0$ such that $t_n \psi_n \in \mathcal{N}_A$. By making the change of variable $z = x - y_n$, we deduce

$$\| \zeta\varphi(\cdot - y_n) - \varphi(\cdot - y_n) \|_{L^p(\mathbb{R}^N)} = \left( \int_{\mathbb{R}^N} |(\zeta(x + y_n) - 1)|\varphi(x)|^pdx \right)^{1/p}. \quad (3.3)$$

Since $|y_n| \to +\infty$ as $n \to +\infty$, it is easy to check that

$$|\zeta(x + y_n) - 1|\varphi(x)|^p \to 0 \quad \text{a.e.} \quad x \in \mathbb{R}^N.$$

As

$$|\zeta(x + y_n) - 1|\varphi(x)|^p \leq |\zeta(x + y_n) - 1|^p|\varphi(x)|^p \leq 2^p|\varphi(x)|^p \in L^1(\mathbb{R}^N),$$

the dominated convergence theorem ensures that

$$\int_{\mathbb{R}^N} |\zeta(x + y_n)\varphi(x) - \varphi(x)|^pdx \to 0 \quad \text{as} \quad n \to +\infty,$$

or equivalently,

$$\zeta(\cdot + y_n)\varphi \to \varphi \quad \text{in} \quad L^p(\mathbb{R}^N). \quad (3.3)$$
Recalling that $\zeta(x) = 0$ for $x \in \mathbb{R}^N \setminus \Omega$, by the previous discussion,

$$
\|\zeta \varphi(\cdot - y_n)\|_{L^p(\Omega)} = \left(\int_\Omega |\zeta(x) \varphi(x - y_n)|^p dx\right)^{1/p} = \left(\int_{\mathbb{R}^N} |\zeta(x + y_n) \varphi(x)|^p dx\right)^{1/p} = \left(\int_{\mathbb{R}^N} |\varphi(x)|^p dx\right)^{1/p} + o_n(1).
$$

On the other hand, for each $j \in \{1, \ldots, N\}$,

$$
\int_{\mathbb{R}^N} |D_j(\zeta(x) \varphi(x - y_n))|^2 dx = \int_{\mathbb{R}^N} |(-i \partial_j + A_j(x))(\zeta(x) \varphi(x - y_n))|^2 dx
$$

$$
= \int_{\mathbb{R}^N} \left[|\partial_j(\zeta(x + y_n) \varphi(x))|^2 + |A_j(x + y_n) \zeta(x + y_n) \varphi(x)|^2\right] dx
$$

$$
= \int_{\mathbb{R}^N} \left[|\zeta(x + y_n) \partial_j \varphi(x) + \varphi(x) \partial_j \zeta(x + y_n)|^2 + |A_j(x + y_n) \zeta(x + y_n) \varphi(x)|^2\right] dx.
$$

Since $\zeta(x + y_n) \to 1$, $A(x + y_n) \to 0$ as $n \to +\infty$ and $\partial_j \zeta(x + y_n) \to 0$, the dominated convergence theorem implies that

$$
\int_{\mathbb{R}^N} |D_j(\zeta(x) \varphi(x - y_n))|^2 dx = \int_{\mathbb{R}^N} |\partial_j \varphi(x)|^2 dx + o_n(1),
$$

and so,

$$
\int_{\mathbb{R}^N} |\nabla A(\zeta(x) \varphi(x - y_n))|^2 dx = \int_{\mathbb{R}^N} |\nabla \varphi(x)|^2 dx + o_n(1). \quad (3.4)
$$

By the previous analysis together with the fact that $\varphi \in \mathcal{N}_0$, using translation invariance it is not difficult to prove that $t_n \to 1$. Thus, by definition of $c_A$, (3.3) and (3.4), we get

$$
c_A \leq I_A(t_n \psi_n) = c_0 + o_n(1),
$$

that leads to

$$
c_A \leq c_0. \quad (3.5)
$$

From (3.2) and (3.5),

$$
c_0 = c_A. \quad (3.6)
$$

Now, suppose by contradiction that there is $v_0 \in H^1_A(\Omega, \mathbb{C})$ such that

$$
I_A(v_0) = c_A \quad \text{and} \quad I'_A(v_0) = 0.
$$

By (2.1), (3.6), and recalling that $c_0 = c_\infty$, we deduce that the function $w = |v_0| \in H^1_0(\mathbb{R}^N, \mathbb{R})$ is a ground state solution of $(P_\infty)$, that is,

$$
-\Delta w + w = |w|^{p-2} w, \quad \text{in} \quad \mathbb{R}^N.
$$

Since $w \geq 0$ in $\mathbb{R}^N$ and $w \not\equiv 0$, the strong maximum principle ensures that $w(x) > 0$ for all $x \in \mathbb{R}^N$, which is impossible because $v_0 = 0$ in $\mathbb{R}^N \setminus \Omega$. \hfill \square
3.1. A Compactness Lemma

In this section, we prove a compactness result involving the energy functional $I_A$ associated with $(P)$. In order to do this, we need to consider the energy functional $I_0 : H^1_0(\mathbb{R}^N, \mathbb{C}) \to \mathbb{R}$ associated with $(P_0)$ defined as in (2.3). With the above notations, we are able to prove the following compactness result.

**Lemma 3.2.** Let $(u_n) \subset H^1_A(\Omega, \mathbb{C})$ be a sequence such that

$$I_A(u_n) \to c \quad \text{and} \quad I'_A(u_n) \to 0 \quad \text{as} \quad n \to +\infty. \quad (3.7)$$

Then, up to a subsequence, there exists a weak solution $u^0 \in H^1_A(\Omega, \mathbb{C})$ of $(P)$ such that

$$u_n \rightharpoonup u^0 \quad \text{in} \quad H^1(\mathbb{R}^N)$$

or there are $k$ functions $(u^0_j) \subset H^1_0(\mathbb{R}^N, \mathbb{C})$, $1 \leq j \leq k$ such that

$$u_n \rightharpoonup u^0 \quad \text{in} \quad H^1_A(\Omega, \mathbb{C}),$$

$$u^0_j \rightharpoonup u^j \quad \text{in} \quad H^1_0(\mathbb{R}^N, \mathbb{C}) \quad \text{for} \quad 1 \leq j \leq k,$$

where $u^j$ are nontrivial weak solutions of $(P_0)$, for every $1 \leq j \leq k$. Furthermore

$$\|u_n\|^2 \to \|u_0\|^2 + \sum_{j=1}^{k} \|u^j\|^2_0$$

and

$$I_A(u_n) \to I_A(u^0) + \sum_{j=1}^{k} I_0(u^j).$$

**Proof.** We proceed by steps.

**Step 1.** The sequence $(u_n)$ is bounded in $H^1_A(\Omega, \mathbb{C})$.

By (3.7),

$$\langle I'_A(u_n), \psi \rangle = \Re \int_{\Omega} (\nabla A u_n(x) \cdot \nabla \psi(x) + u_n(x) \overline{\psi(x)}) \, dx - |u_n(x)|^{p-2} u_n(x) \overline{\psi(x)} \, dx = o(1) \quad (3.8)$$

for any $\psi \in H^1_A(\Omega, \mathbb{C})$ and

$$\frac{1}{2} \int_{\Omega} (|\nabla A u_n(x)|^2 + |u_n(x)|^2) \, dx - \frac{1}{p} \int_{\Omega} |u_n(x)|^p \, dx \to c. \quad (3.9)$$

Choosing $\psi = u_n$ in (3.8), we obtain

$$\|u_n\|^2 - \int_{\Omega} |u_n(x)|^p \, dx = o_n(1) \quad (3.10)$$

which combined with (3.9) and (3.10) gives

$$\left(\frac{1}{2} - \frac{1}{p}\right) \|u_n\|^2 = c + o_n(1). \quad (3.11)$$

Therefore, $(u_n)$ is bounded in $H^1_A(\Omega, \mathbb{C})$. 

Consequently, up to a subsequence, there exists \( u^0 \in H^1_A(\Omega, \mathbb{C}) \) such that
\[
\begin{align*}
  u_n & \rightarrow u^0 \quad \text{in} \quad H^1_A(\Omega, \mathbb{C}), \\
  u_n & \rightarrow u^0 \quad \text{in} \quad L^p_{\text{loc}}(\Omega, \mathbb{C}) \quad \text{for} \quad p \in [2, 2^*), \\
  u_n(x) & \rightarrow u^0(x) \quad \text{a.e. in} \quad \Omega.
\end{align*}
\] 
(3.12)
We claim that \( u^0 \) is a weak solution of \((P)\). In fact, for an arbitrary function \( \psi \in H^1_A(\Omega, \mathbb{C}) \), the limit \( I'(u_n) \rightarrow 0 \) in \((H^1_A(\Omega, \mathbb{C}))^*\) yields
\[ \langle I'(u_n), \psi \rangle \rightarrow 0 \quad \text{as} \quad n \rightarrow \infty, \]
that is,
\[
\lim_{n \rightarrow \infty} \Re \left( \int_{\Omega} \nabla_A u_n(x) \overline{\nabla_A \psi(x)} + u_n(x) \overline{\psi(x)} \right) dx - \int_{\Omega} |u_n(x)|^{p-2} u_n(x) \overline{\psi(x)} dx = 0.
\] 
(3.13)
Since \( u_n \rightarrow u^0 \) in \( H^1_A(\Omega, \mathbb{C}) \), it follows that
\[
\lim_{n \rightarrow \infty} \Re \left( \int_{\Omega} \nabla_A u_n(x) \overline{\nabla_A \psi(x)} + u_n(x) \overline{\psi(x)} \right) dx
\]
\[= \Re \left( \int_{\Omega} \nabla_A u^0(x) \overline{\nabla_A \psi(x)} + u^0(x) \overline{\psi(x)} \right) dx. \] 
(3.14)
From the boundedness of \((u_n)\) in \( H^1_A(\Omega, \mathbb{C}) \) and Sobolev embedding, we know that \(|u_n|^{p-2} u_n\) is a bounded sequence in \( L^{\frac{p}{p-1}}(\Omega, \mathbb{C}) \). Moreover, by (3.12), we see that
\[ |u_n|^{p-2} u_n \rightarrow |u^0|^{p-2} u^0 \quad \text{a.e. in} \quad \Omega. \]
Consequently, by [27, Lemma 4.8], \(|u^0|^{p-2} u^0\) is the weak limit of the sequence \(|u_n|^{p-2} u_n\) in \( L^{\frac{p}{p-1}}(\Omega, \mathbb{C}) \). Hence,
\[
\lim_{n \rightarrow \infty} \int_{\Omega} |u_n(x)|^{p-2} u_n(x) \overline{\psi(x)} dx = \Re \int_{\Omega} |u^0(x)|^{p-2} u^0(x) \overline{\psi(x)} dx. \] 
(3.15)
From (3.13)–(3.15),
\[
\Re \left( \int_{\Omega} \nabla_A u^0(x) \overline{\nabla_A \psi(x)} + u^0(x) \overline{\psi(x)} \right) dx - \int_{\Omega} |u^0(x)|^{p-2} u^0(x) \overline{\psi(x)} dx = 0,
\]
which means that \( I'(u^0) = 0 \), and so, \( u^0 \) is a weak solution of \((P)\).

Now, let \( \Psi_n^1 \) be the function defined as
\[ \Psi_n^1(x) := \begin{cases} 
(u_n - u^0)(x), & x \in \Omega \\
0, & x \in \mathbb{R}^N \setminus \Omega.
\end{cases} \]
With the above notations, we are able to prove the following steps:

**Step 2.**
\[
I_0(\Psi_n^1) = I_A(\Psi_n^1) + o_n(1) = I_A(u_n) - I_A(u^0) + o_n(1). \] 
(3.16)
Note that by the Brezis-Lieb lemma [15],
\[
\int_{\Omega} |u_n(x)|^p dx = \int_{\Omega} |u^0(x)|^p dx + \int_{\mathbb{R}^N} |\Psi_n^1(x)|^p dx + o_n(1). \] 
(3.17)
Moreover,

\[ \|\Psi_n^1\|_0^2 = \int_{\mathbb{R}^N} |\nabla_0 \Psi_n^1(x)|^2 dx = \int_{\mathbb{R}^N} | - i \nabla \Psi_n^1(x)|^2 dx \]
\[ = \int_{\mathbb{R}^N} | - i \nabla \Psi_n^1(x) + (A(x) - A(x)) \Psi_n^1(x)|^2 dx \]
\[ = \int_{\mathbb{R}^N} |\nabla_A \Psi_n^1(x) - A(x) \Psi_n^1(x)|^2 dx. \]

Using condition \((A)\), it is easy to prove that

\[ \lim_{n \to \infty} \int_{\mathbb{R}^N} |A(x) \Psi_n^1(x)|^2 dx = 0. \]

Therefore,

\[ \int_{\mathbb{R}^N} |\nabla_A \Psi_n^1(x) - A(x) \Psi_n^1(x)|^2 dx = \int_{\mathbb{R}^N} |\nabla_A \Psi_n^1(x)|^2 dx + o_n(1) = \|\Psi_n^1\|_A^2 + o_n(1). \]

Consequently,

\[ \|\Psi_n^1\|_0^2 = \|\Psi_n^1\|_A^2 + o_n(1) = \|u_n\|_A^2 - \|u^0\|_A^2 + o_n(1). \]

(3.18)

Now, (3.16) follows from (3.17) and (3.18).

**Step 3.**

\[ I'_0(\Psi_n^1) = I'_A(\Psi_n^1) + o_n(1) = I'_A(u_n) - I'_A(u^0) + o_n(1) = o_n(1). \]

(3.19)

For each \(v \in H_A^1(\Omega, \mathbb{C}) \subset H^1_0(\mathbb{R}^N, \mathbb{C})\) with \(\|v\| \leq 1\), one has

\[ I'_A(\Psi_n^1)v = \Re \left( \int_{\Omega} (\nabla_A \Psi_n^1(x) \cdot \nabla_A v(x) + \Psi_n^1(x) \overline{v(x)}) dx - \int_{\Omega} |\Psi_n^1(x)|^{p-2} \Psi_n^1(x) \overline{v(x)} dx \right) \]

and

\[ I'_0(\Psi_n^1)v = \Re \left( \int_{\mathbb{R}^N} (\nabla_0 \Psi_n^1(x) \cdot \nabla_0 v(x) + \Psi_n^1(x) \overline{v(x)}) dx - \int_{\mathbb{R}^N} |\Psi_n^1(x)|^{p-2} \Psi_n^1(x) \overline{v(x)} dx \right). \]

Then, as in the previous step,

\[ |I'_A(\Psi_n^1) - I'_0(\Psi_n^1, v)| = |\Re \left( \int_{\Omega} (\nabla_A \Psi_n^1(x) \cdot \nabla_A v(x) - \nabla_0 \Psi_n^1(x) \cdot \nabla_0 v(x)) dx \right)| = o_n(1) \]

for every \(v \in H_A^1(\Omega, \mathbb{C})\) with \(\|v\| \leq 1\). Consequently,

\[ I'_0(\Psi_n^1) = I'_A(\Psi_n^1) + o_n(1), \quad \text{in} \quad H_A^1(\Omega, \mathbb{C})'. \]

(3.20)

Now, we are going to show that

\[ I'_A(\Psi_n^1) = I'_A(u_n) - I'_A(u^0) + o_n(1) = o_n(1). \]

(3.21)
Note that
\[\langle I'_A(\Psi^1_n) - I'_A(u^n) + I'_A(u^0), v \rangle\]
\[= \Re \left( \int_\Omega \nabla A \Psi^1_n(x) \nabla v(x) + \Psi^1_n(x)v(x)dx - \int_\Omega \Phi^1_n(x)|^{p-2}\Psi^1_n(x)v(x)dx \right)\]
\[- \Re \left( \int_\Omega \nabla A u_n(x) \nabla v(x) + u_n(x)v(x)dx - \int_\Omega |u_n(x)|^{p-2}u_n(x)v(x)dx \right)\]
\[+ \Re \left( \int_\Omega \nabla A u^0(x) \nabla v(x) + u^0(x)v(x)dx - \int_\Omega |u^0(x)|^{p-2}u^0(x)v(x)dx \right).\]

As \(\Psi^1_n = u_n - u^0\) in \(\Omega\), by Hölder inequality,
\[|\langle I'_A(\Psi^1_n) - I'_A(u_n) + I'_A(u^0), v \rangle|\]
\[\leq \left( \int_\Omega \|u_n(x)|^{p-2}u_n(x) - |u^0(x)|^{p-2}u^0(x) - |\Psi^1_n(x)|^{p-2}\Psi^1_n(x)|v(x)|dx \right)^{\frac{p-1}{p}}.\]

Recalling that by [1, Lemma 3] there holds
\[\left( \int \|u_n(x)|^{p-2}u_n(x) - |u^0(x)|^{p-2}u^0(x) - |\Psi^1_n(x)|^{p-2}\Psi^1_n(x)\right)^{\frac{p-1}{p}} = o_n(1),\]
it follows that
\[I'_A(\Psi^1_n) = I'_A(u_n) - I'_A(u^0) + o_n(1).\]

As \(u^0\) is critical point of \(I_A\), we have \(I'_A(u^0) = 0\) and thus (3.19) holds.

If \(\Psi^1_n \to 0\) in \(H^1_A(\Omega, \mathbb{C})\) the statements of the main result are verified. Thus, we can suppose that
\[\Psi^1_n \not\to 0 \text{ in } H^1_A(\Omega, \mathbb{C}).\]  
(3.22)

By using the fact that
\[I_0(\Psi^1_n) = \frac{1}{2} \|\Psi^1_n\|^2 - \frac{1}{p} \int_{\mathbb{R}^N} |\Psi^1_n(x)|^p dx,\]
and \(I'_0(\Psi^1_n) = o_n(1)\), we have
\[I'_0(\Psi^1_n) \Psi^1_n = \|\Psi^1_n\|^2 - \int_{\mathbb{R}^N} |\Psi^1_n(x)|^p dx = o_n(1).\]  
(3.23)

Therefore,
\[I_0(\Psi^1_n) = \left( \frac{1}{2} - \frac{1}{p} \right) \|\Psi^1_n\|^2 + o_n(1).\]

By (3.22), there is \(\alpha > 0\) such that
\[I_0(\Psi^1_n) \geq \alpha > 0.\]  
(3.24)
Now, let us decompose $\mathbb{R}^N$ into $N$-dimensional unit hypercubes $Q_i$ whose vertices have integer coordinates and put

$$d_n := \max_i \|\Psi_n^1\|_{L^p(Q_i)}.$$  \hfill (3.25)

Arguing as in [12, Lemma 3.1], there is $\gamma > 0$ such that

$$d_n \geq \gamma > 0.$$  \hfill (3.26)

Denote by $(y_n^1)$ the center of a hypercube $Q_i$ in which $\|\Psi_n^1\|_{L^p(Q_i)} = d_n$. We claim that $(y_n^1)$ is unbounded sequence in $\mathbb{R}^N$. Arguing by contradiction, let us suppose that $(y_n^1)$ is bounded in $\mathbb{R}^N$. Then, there is $R > 0$ such that

$$\int_{B(0,R)} |\Psi_n^1(x)|^p dx \geq \int_{Q_i(y_n^1)} |\Psi_n^1(x)|^p dx = d_n^p > \gamma^p > 0.$$  \hfill (3.27)

On the other hand, since $\Psi_n^1 \rightharpoonup 0$ in $H_0^1(\mathbb{R}^N, \mathbb{C})$, the local compactness of the Sobolev embedding gives

$$\int_{B(0,R)} |\Psi_n^1(x)|^p dx \to 0, \text{ as } n \to +\infty,$$

against (3.27). Therefore, the sequence $(y_n^1)$ is unbounded. Since

$$\|\Psi_n^1(\cdot + y_n^1)\|_0 = \|\Psi_n^1\|_0 \quad \forall n \in \mathbb{N},$$

we deduce that $(\Psi_n^1(\cdot + y_n^1))$ is a bounded sequence in $H_0^1(\mathbb{R}^N, \mathbb{C})$. Then, there is $u^1 \in H_0^1(\mathbb{R}^N, \mathbb{C})$ such that

$$\Psi_n^1(\cdot + y_n^1) \to u^1 \text{ in } H_0^1(\mathbb{R}^N, \mathbb{C})$$

and

$$\Psi_n^1(\cdot + y_n^1) \to u^1 \text{ in } L^p_{loc}(\mathbb{R}^N, \mathbb{C}).$$

**Step 4.** $u^1$ is a nontrivial weak solution of $(P_0)$.

First, by (3.27), we derive that $u^1 \neq 0$, and by a straightforward computation

$$I_0^1(\Psi_n^1(\cdot + y_n^1))\phi = o_n(1), \quad \forall \phi \in C_0^\infty(\mathbb{R}^N, \mathbb{C}).$$

Thus, passing to the limit as $n \to +\infty$, we find

$$\Re \left( \int_{\mathbb{R}^N} (\nabla_0 u^1(x) \cdot \nabla_0 \phi(x) + u^1(x)\phi(x)) dx \right) = \Re \left( \int_{\mathbb{R}^N} |u^1(x)|^{p-2} u^1(x)\overline{\phi(x)} dx \right), \quad \forall \phi \in C_0^\infty(\mathbb{R}^N, \mathbb{C}).$$

Now, the density of $C_0^\infty(\mathbb{R}^N, \mathbb{C})$ in $H_0^1(\mathbb{R}^N, \mathbb{C})$ ensures that

$$\Re \left( \int_{\mathbb{R}^N} (\nabla_0 u^1(x) \cdot \nabla_0 w(x) + u^1(x)w(x)) dx \right) = \Re \left( \int_{\mathbb{R}^N} |u^1(x)|^{p-2} u^1(x)\overline{w(x)} dx \right), \quad \forall w \in H_0^1(\mathbb{R}^N, \mathbb{C}),$$

i.e., the function $u^1$ is a nontrivial weak solution of problem $(P_0)$.

We can repeat this process obtaining the sequences

$$\Psi_n^j(x) = \Psi_n^{j-1}(x + y_n^{j-1}) - u^{j-1}(x), \quad j \geq 2.$$
with
\[ |y_n^j| \to +\infty, \text{ as } n \to +\infty \]
and
\[ \Psi_n^{j-1}(x + y_n^{j-1}) \to u^{j-1} \text{ in } H_0^1(\mathbb{R}^N, \mathbb{C}), \] (3.28)
where each function \( u^j \) is a nontrivial weak solution of problem \((P_0)\).

Now, an inductive argument ensures that
\[ \|\Psi_n^j\|_0^2 = \|\Psi_n^{j-1}\|_0^2 - \|u^{j-1}\|_0^2 + o_n(1) = \|u_n\|_A^2 - \|u_0\|_A^2 - \sum_{i=1}^{j-1} \|u_i\|_0^2 + o_n(1) \] (3.29)
and
\[ I_0(\Psi_n^j) = I_0(\Psi_n^{j-1}) - I_0(u^{j-1}) + o_n(1) = I_A(u_n) - I_A(u_0) - \sum_{i=1}^{j-1} I_0(u_i) + o_n(1). \] (3.30)

Since \( u^j \) is a nontrivial solution of \((P_0)\), it follows that
\[ I_0(u^j) \geq c_0, \] (3.31)
for every \( 1 \leq j \leq k \). Now, the rest of the proof follows as in [12, Lemma 3.1]. □

**Corollary 3.3.** Let \((u_n)\) be as in Lemma 3.2 with \( c < c_0 \). Then \((u_n)\) admits a strongly convergent subsequence. Hence, the functional \( I_A \) verifies the \((PS)_c\) condition, for every \( c \in (0, c_0) \).

**Proof.** The argument is standard. However, we give the details for the reader’s convenience. Thanks to our hypotheses, one has
\[ I_A(u_n) \to c \text{ and } I'_A(u_n) \to 0 \text{ as } n \to +\infty, \]
with \( c < c_0 \). Without loss of generality, we can suppose that \((u_n)\) is bounded in \( H_A^1(\Omega, \mathbb{C}) \). Then, up to some subsequence, there exists \( u^0 \in H_A^1(\Omega, \mathbb{C}) \) such that
\[ u_n \rightharpoonup u^0 \text{ in } H_A^1(\Omega, \mathbb{C}). \]

If \( u \not\to u^0 \) in \( H_A^1(\Omega, \mathbb{C}) \), by Lemma 3.2 we must have \( k \geq 1 \). Hence,
\[ I_A(u_n) \to c \geq c_0, \]
which contradicts \( c < c_0 \). Thereby,
\[ u_n \to u^0 \text{ and } \|u_n\|^2 \to \|u^0\|^2, \]
and this implies that \( u_n \to u^0 \) in \( H_A^1(\Omega, \mathbb{C}) \). □

**Corollary 3.4.** Assume that there exists \((u_n)\) for which all the assumptions of Lemma 3.2 hold. If
\[ c_0 < c < c_0 + \kappa_1, \] (3.32)
where \( \kappa_1 < \min\{\kappa, c_0\} \), then \((u_n)\) admits a strongly convergent subsequence. Hence, the energy functional \( I_A \) satisfies the \((PS)_c\) condition, for every \( c \in (c_0, c_0 + \kappa_1) \), where \( \kappa \) is given by Theorem 2.3.
Proof. Assume by contradiction that \( u_n \not\rightarrow u^0 \) in \( H^1_A(\Omega, \mathbb{C}) \). By Lemma 3.2, it follows that \( k \geq 1 \). As \( I_0(u^1) \geq c_0 \), we must have \( k = 1 \), and so,

\[
I_A(u_n) \rightarrow I_A(u^0) + I_0(u^1).
\]

We claim that \( u^0 \neq 0 \), otherwise

\[
I_0(u^1) = I_A(u_n) + o_n(1) = c + o_n(1)
\]

and thus \( u^1 \) is a critical point of \( I_0 \) with \( I_0(u^1) < c_0 + \kappa_1 \). Hence, by Theorem 2.3, we must have \( I_0(u^1) = c_0 \), which is impossible because \( c > c_0 \). From this, \( u^0 \neq 0 \) and

\[
I_A(u^0) \geq c_A = c_0.
\]

Hence, the limit equality

\[
I_A(u_n) = I_A(u^0) + I_0(u^1) + o_n(1),
\]

yields that

\[
\lim_{n \to +\infty} I_A(u_n) = I_A(u^0) + I_0(u^1) \geq 2c_0,
\]

which gives an absurd. Thus, we must have \( u_n \rightarrow u^0 \) in \( H^1_A(\Omega, \mathbb{C}) \). This shows the desired result.

\[\square\]

4. Technical Estimates

The main goal this section is to establish some technical estimates that we will use in the proof of Theorem 1.1.

We start by introducing the following operator

\[
\Phi_\rho : \mathbb{R}^N \rightarrow H^1_0(\mathbb{R}^N, \mathbb{C})
\]

\[
y \rightarrow \Phi_\rho(y) := \phi_{y, \rho},
\]

where

\[
\phi_{y, \rho}(x) := \zeta(x)\varphi(x - y) = \xi \left( \frac{|x|}{\rho} \right) \varphi(x - y),
\]

\( \varphi \) is the positive ground state of \((P_\infty)\) satisfying \((2.4)\) and \( \zeta, \xi \) are given as in the proof of Theorem 3.1. A direct computation ensures that the functions \( \phi_{y, \rho} \) belong to \( H^1_A(\Omega, \mathbb{C}) \) and \( L^p(\Omega, \mathbb{C}) \), respectively. From now on, we take \( t_{y, \rho} > 0 \) such that \( \psi_\rho(y) = t_{y, \rho}\phi_{y, \rho} \in \mathcal{N}_A \).

Lemma 4.1. The following relations hold:

(i) \[ \limsup_{\rho \rightarrow 0} I_A(\psi_\rho(y)) \leq c_0 + M\Gamma \|\varphi\|_{L^2(\Omega)}^2 \text{ uniformly in } y; \]

(ii) \[ I_A(\psi_\rho(y)) \rightarrow c_0 \text{ as } |y| \rightarrow +\infty, \text{ for every } \rho, \]

where \( M := \sum_{j=1}^{N} \|A_j\|_\infty^2 \) and \( \Gamma > 0 \) is a constant independent of \( y \).
Proof. (i) Note that
\[
\int_{\mathbb{R}^N} |\phi_{y,\rho}(x) - \varphi(x - y)|^2 \, dx = \int_{\mathbb{R}^N} \left| \left( \frac{|x|}{\rho} \right) - 1 \right| \varphi(x - y) \right|^2 \, dx
\]
\[
= \int_{\mathbb{R}^N} \left( \frac{|x|}{\rho} \right) - 1 \right| \varphi(x - y) \right|^2 \, dx
\]
\[
= \int_{B(0,2\rho)} \left( \frac{|x|}{\rho} \right) - 1 \right| \varphi(x - y) \right|^2 \, dx
\]
\[
\leq C_1 \varphi^2(0) |B(0,2\rho)| \to 0 \quad \text{as} \quad \rho \to 0,
\]
from where it follows that
\[
\phi_{y,\rho} \to \varphi(\cdot - y) \quad \text{in} \quad L^2(\mathbb{R}^N) \quad \text{as} \quad \rho \to 0, \quad \text{uniformly in} \quad y \in \mathbb{R}^N.
\]
Consequently,
\[
\|\phi_{y,\rho}\|_{L^2(\Omega)}^2 \to \|\varphi(\cdot - y)\|_{L^2(\mathbb{R}^N)}^2 = \|\varphi\|_{L^2(\mathbb{R}^N)}^2 \quad \text{as} \quad \rho \to 0, \quad \text{uniformly in} \quad y \in \mathbb{R}^N.
\]
In the same way, we can show that
\[
\phi_{y,\rho} \to \varphi(\cdot - y) \quad \text{in} \quad L^p(\mathbb{R}^N) \quad \text{as} \quad \rho \to 0, \quad \text{uniformly in} \quad y \in \mathbb{R}^N
\]
and
\[
\|\phi_{y,\rho}\|_{L^p(\Omega)}^p \to \|\varphi(\cdot - y)\|_{L^p(\mathbb{R}^N)}^p = \|\varphi\|_{L^p(\mathbb{R}^N)}^p \quad \text{as} \quad \rho \to 0, \quad \text{uniformly in} \quad y \in \mathbb{R}^N.
\]
On the other hand, note that for each \(j \in \{1, \ldots, N\},\)
\[
\int_{\Omega} |D_j \phi_{y,\rho}(x)|^2 \, dx = \int_{\mathbb{R}^N} \left| -i \partial_j \phi_{y,\rho}(x) + A_j(x) \phi_{y,\rho}(x) \right|^2 \, dx
\]
\[
= \int_{\mathbb{R}^N} \left( |\partial_j \phi_{y,\rho}(x)|^2 + |A_j(x) \phi_{y,\rho}(x)|^2 \right) \, dx
\]
\[
\leq \int_{\mathbb{R}^N} |\partial_j \phi_{y,\rho}(x)|^2 \, dx + \|A_j\|_{\infty}^2 \|\varphi\|_{L^2(\Omega)}^2.
\]
We claim that
\[
\int_{\mathbb{R}^N} |\partial_j \phi_{y,\rho}(x)|^2 \, dx \to \int_{\mathbb{R}^N} |\partial_j \varphi(x)|^2 \, dx \quad \text{as} \quad \rho \to 0. \quad (4.3)
\]
Indeed, note that
\[
\int_{\mathbb{R}^N} \varphi(x - y) \partial_j \xi \left( \frac{|x|}{\rho} \right) \right|^2 \, dx \leq \|\varphi\|_{\infty}^2 |B(0, \rho)|,
\]
which yields
\[
\lim_{\rho \to 0} \int_{\mathbb{R}^N} \varphi(x - y) \partial_j \xi \left( \frac{|x|}{\rho} \right) \right|^2 \, dx = 0, \quad \text{uniformly in} \quad y \in \mathbb{R}^N.
\]
Since
\[
\lim_{\rho \to 0} \int_{\mathbb{R}^N} \xi \left( \frac{|x|}{\rho} \right) \partial_j \varphi(x - y) \right|^2 \, dx = \int_{\mathbb{R}^N} |\partial_j \varphi(x - y)|^2 \, dx, \quad \text{uniformly in} \quad y \in \mathbb{R}^N,
\]
we can deduce that (4.3) holds.

As \( \psi_\rho(y) = t_{y,\rho} \phi_{y,\rho} \in \mathcal{N}_\Lambda \), it follows that

\[
t_{y,\rho} \| \phi_{y,\rho} \|^2_A = t_{y,\rho}^{p-1} \int_\Omega |\phi_{y,\rho}(x)|^p dx.
\]

This combined with diamagnetic inequality (2.1) leads to

\[
t_{y,\rho} \| \phi_{y,\rho} \|^2_{H^1(\mathbb{R}^N)} \leq t_{y,\rho}^{p-1} \int_{\mathbb{R}^N} |\phi_{y,\rho}(x)|^p dx.
\]

Now, recalling that

\[
\| \phi_{y,\rho} \|^2_{H^1(\mathbb{R}^N)} \rightarrow \| \varphi \|^2_{H^1(\mathbb{R}^N)} \quad \text{and} \quad \| \phi_{y,\rho} \|^2_{L^p(\mathbb{R}^N)} \rightarrow \| \varphi \|^2_{L^p(\mathbb{R}^N)}
\]
as \( \rho \rightarrow 0 \), uniformly in \( y \), we can infer that

\[
\liminf_{\rho \rightarrow 0} t_{y,\rho} \geq 1 \quad \text{uniformly in } y \in \mathbb{R}^N.
\]

On the other hand, we also know that the limits below

\[
\limsup_{\rho \rightarrow 0} \| \phi_{y,\rho} \|^2_A \leq \| \varphi \|^2_{H^1(\mathbb{R}^N)} + M \| \varphi \|^2_{L^2(\Omega)} \quad \text{and}
\]

\[
\limsup_{\rho \rightarrow 0} \int_{\Omega} |\phi_{y,\rho}(x)|^p dx = \int_{\mathbb{R}^N} |\varphi(x)|^p dx,
\]

are uniform in \( y \in \mathbb{R}^N \). These facts imply that there exists \( C > 0 \) that depends on \( M \), which is independent of \( y \in \mathbb{R}^N \), such that

\[
\limsup_{\rho \rightarrow 0} t_{y,\rho} \leq C \quad \text{uniformly in } y \in \mathbb{R}^N.
\]

Indeed,

\[
\limsup_{\rho \rightarrow 0} t_{y,\rho} = \limsup_{\rho \rightarrow 0} \left( \frac{\| \phi_{y,\rho} \|^2_A}{\| \phi_{y,\rho} \|^p_{L^p(\mathbb{R}^N)}} \right)^{\frac{1}{p-2}} \leq \left( \frac{\| \varphi \|^2_{H^1(\mathbb{R}^N)} + M \| \varphi \|^2_{L^2(\Omega)}}{\| \varphi \|^p_{L^p(\mathbb{R}^N)}} \right)^{\frac{1}{p-2}} =: C.
\]

Therefore, using the fact that \( \varphi \) satisfies (2.4) and that \( c_0 = c_\infty \), we obtain

\[
\limsup_{\rho \rightarrow 0} I_A(\psi_\rho(y)) = \limsup_{\rho \rightarrow 0} I_A(t_{y,\rho} \varphi_{y,\rho}) \leq C^2 I_\infty(\varphi) + M \Gamma \| \varphi \|^2_{L^2(\Omega)} = c_0 + M \Gamma \| \varphi \|^2_{L^2(\Omega)},
\]

where \( \Gamma := \frac{C^2}{2} \). We point out that, from the above calculations, \( \Gamma \) is bounded when \( M \rightarrow 0 \). This information will be useful in the next section.

\( (ii) \) For each fixed \( \rho \), let us consider an arbitrary sequence \( (y_n) \subset \mathbb{R}^N \) with \( |y_n| \rightarrow \infty \) as \( n \rightarrow +\infty \) and let \( t_{y_n,\rho} > 0 \) such that \( t_{y_n,\rho} \Phi_{y_n,\rho} \in \mathcal{N}_\Lambda \). As in the proof of Theorem 3.1,

\[
\| \psi_{y_n,\rho} \|^2_A \rightarrow \| \varphi(\cdot - y_n) \|^2_0, \quad \int_\Omega |\psi_{y_n,\rho}(x)|^p dx \rightarrow \int_{\mathbb{R}^N} |\varphi(\cdot - y_n)|^p dx \quad \text{and} \quad t_{y_n,\rho} \rightarrow 1.
\]

From this,

\[
I_A(\psi_\rho(y_n)) = I_A(t_{y_n,\rho} \varphi_{y_n,\rho}) = I_0(\varphi) + o_n(1) = I_\infty(\varphi) + o_n(1) = c_\infty + o_n(1) = c_0 + o_n(1).
\]

\[ \square \]

In light of the previous lemma, we can prove the corollary below.
Corollary 4.2. There is $\rho_0 > 0$ and $\epsilon > 0$ such that if $\|A\|_{\infty} < \epsilon$, then
\[
\sup_{y \in \mathbb{R}^N} I_A(\psi_{\rho}(y)) < c_0 + \kappa_1, \quad \forall \rho \leq \rho_0.
\] (4.4)

Proof. By Lemma 4.1—Part (i), one has
\[
\limsup_{\rho \to 0} I_A(\psi_{\rho}(y)) \leq c_0 + M\Gamma \|\varphi\|_{L^2(\mathbb{R}^N)}^2,
\]
where $M = \sum_{j=1}^{N} \|A_j\|_{\infty}^2$, for every $y \in \mathbb{R}^N$. So, there is $\rho_0 > 0$ small enough such that
\[
\sup_{y \in \mathbb{R}^N} I_A(\psi_{\rho}(y)) \leq c_0 + 2M\Gamma \|\varphi\|_{L^2(\mathbb{R}^N)}^2, \quad \forall \rho < \rho_0.
\]
Fixing $\epsilon > 0$ such that if $\|A\|_{\infty} < \epsilon$ then $2M\Gamma \|\varphi\|_{L^2(\Omega)}^2 < \kappa_1$, we must have that
\[
\sup_{y \in \mathbb{R}^N} I_A(\psi_{\rho}(y)) \leq c_0 + 2M\Gamma \|\varphi\|_{L^2(\Omega)}^2 < c_0 + \kappa_1.
\]
This ends the proof of the corollary. \qed

Hereafter, let us fix $\rho \in (0, \rho_0)$, such that
\[
\mathbb{R}^N \setminus \Omega \subset B(0, \rho).
\]
Furthermore, we consider the barycenter function given by
\[
\tau : H^1_0(\mathbb{R}^N, \mathbb{C}) \to \mathbb{R}^N
\]
\[
u \to \tau(\nu) := \int_{\mathbb{R}^N} |\nu(x)|^2 \chi(|x|) dx,
\]
where $\chi \in C(\mathbb{R}^+, \mathbb{R})$ is a non-increasing real function such that
\[
\chi(t) = \begin{cases} 
1, & t \in (0, R] \\
\frac{R}{t}, & t > R,
\end{cases}
\]
for some $R > 0$ such that $\mathbb{R}^N \setminus \Omega \subset B(0, R)$. By definition of $\chi$,
\[
\chi(|x|)|x| \leq R, \quad \forall x \in \mathbb{R}^N.
\] (4.5)
Set
\[
T_0 := \{u \in \mathcal{N}_A : \tau(u) = 0\} \subset \mathcal{N}_A \subset H^1_A(\Omega, \mathbb{C}).
\]

Lemma 4.3. If
\[
\lambda_0 := \inf_{u \in T_0} I_A(u),
\]
then
\[
c_0 < \lambda_0
\] (4.6)
and there exists $R_0 > 0$, with $R_0 > \rho$ such that:
(i) If $y \in \mathbb{R}^N$ with $|y| \geq R_0$, then
\[
I_A(\psi_{\rho}(y)) \in \left(c_0, \frac{c_0 + \lambda_0}{2}\right).
\]
Proof. Since \( T_0 \subset \mathcal{N}_A \) and
\[
c_0 = c_A = \inf_{u \in \mathcal{N}_A} I_A(u),
\]
we have
\[
c_0 \leq \lambda_0.
\]
Now we are going to show that \( c_0 \neq \lambda_0 \). Suppose by contradiction that \( c_0 = \lambda_0 \).
Then, there exists a minimizing sequence \( (u_n) \subset T_0 \subset H^1_A(\Omega, \mathbb{C}) \) such that
\[
I_A(u_n) \to c_0 \quad \text{and} \quad \tau(u_n) = 0 \quad \forall n \in \mathbb{N}.
\]
By the Ekeland variational principle [30, Theorem 2.4], we can find a sequence \( (w_n) \subset \mathcal{N}_A \) such that
\[
I_A(w_n) \to c_0, \quad \nabla \mathcal{N}_A I_A(w_n) \to 0 \quad \text{and} \quad \|w_n - u_n\|_A \to 0.
\]
A well-known computation shows that \( (u_n) \) and \( (w_n) \) are bounded. Moreover, there exists a sequence \( (\lambda_n) \subset \mathbb{R} \) such that
\[
I_A'(w_n) - \lambda_n J_A'(w_n) = o_n(1), \quad (4.7)
\]
where \( J_A(u) = \langle I_A'(u), u \rangle \). Using standard arguments, we have that \( \lambda_n \to 0 \), and then \( (4.7) \) yields
\[
I_A'(w_n) \to 0.
\]
Assuming that \( w_n \rightharpoonup w^0 \) in \( H^1_A(\Omega, \mathbb{C}) \), we have that \( I_A'(w^0) = 0 \), and so, \( w^0 \) is a solution for \( (P) \). Hence, by Theorem 3.1, we cannot have \( w_n \rightharpoonup w^0 \) in \( H^1_A(\Omega, \mathbb{C}) \), because this convergence would imply in \( I_A(w^0) = c_0 = c_A \). Thereby, by Lemma 3.2,
\[
c_0 = \lim_{n \to +\infty} I_A(w_n) = I_A(w^0) + \sum_{j=1}^k I_0(u^j) \geq I_A(w^0) + kc_0.
\]
As \( I_A(w^0) \geq 0 \), then \( k = 1 \), \( w^0 = 0 \) and \( u^1 \) is a nontrivial solution of \( (P_0) \) with \( I_0(u^1) = c_0 \). From Theorem 2.3, there are \( \theta > 0 \) and \( a \in \mathbb{R}^N \) such that
\[
u^1(x) = e^{i\theta} \varphi(x - a), \quad \forall x \in \mathbb{R}^N.
\]
Since \( w_n \rightharpoonup w^0 = 0 \), we get
\[
\Psi_n(x + y^1_n) = w_n(x + y^1_n) \rightharpoonup u^1(x)
\]
and
\[
\|\Psi_n(\cdot + y^1_n)\|_A^2 = \|w_n(\cdot + y^1_n)\|_A^2 \to \|u^1\|_0^2,
\]
where \( (y^1_n) \) must be a sequence satisfying \( |y^1_n| \to \infty \). Therefore,
\[
w_n(\cdot + y^1_n) \to u^1 \quad \text{in} \quad H^1_A(\mathbb{R}^N, \mathbb{C}).
\]
Setting
\[
u = u^1, \quad y_n = y^1_n \quad \text{and} \quad v_n(x + y^1_n) = w_n(x + y^1_n) - u^1(x),
\]
we have
\[
\Psi_n(\cdot + y^1_n) = v_n(x + y^1_n) \rightharpoonup u(x)
\]
for each \( u \in H^1_A(\mathbb{R}^N, \mathbb{C}) \).
we have
\[ v_n(x) = w_n(x) - u(x - y_n) \quad \text{and} \quad \|v_n\|^2_A = \|w_n(\cdot + y_n) - u\|^2_A. \]
Therefore, the strong convergence of \((w_n(\cdot + y_n))\) to \(u\) yields \(v_n \to 0\) in \(H_0^1(\mathbb{R}^N, \mathbb{C})\).
Next, we consider the following sets
\[ (\mathbb{R}^N)_{n}^+ := \{ x \in \mathbb{R}^N : \langle x, y_n + a \rangle > 0 \} \quad \text{and} \quad (\mathbb{R}^N)_{n}^- = \mathbb{R}^N \setminus (\mathbb{R}^N)_{n}^+, \]
where the vector \(a\) is given in (4.8). Using the fact that \(|y_n| \to +\infty\) as \(n \to +\infty\), we claim that there is a ball
\[ B(y_n + a, r_*) = \{ x \in \mathbb{R}^N : |x - y_n - a| < r_* \} \subset (\mathbb{R}^N)_{n}^+ \]
such that
\[ \varphi(x - y_n - a) \geq \frac{1}{2} \varphi(0) > 0, \quad \forall x \in B(y_n + a, r_*). \]  
(4.9)
It is easy to see that (4.9) holds for \(r_* > 0\) small enough, because \(\varphi\) is positive, radial, strictly decreasing with respect to \(|x|\) and
\[ \varphi(0) = \max_{z \in \mathbb{R}^N} \varphi(z). \]
On the other hand, for each \(r_* > 0\) fixed, there is \(n_0\) such that
\[ \langle x, y_n + a \rangle > \frac{|x|^2 + |y_n + a|^2 - r_*^2}{2} > \frac{|y_n + a|^2 - r_*^2}{2} > 0, \quad \forall n \geq n_0, \quad \forall x \in B(y_n + a, r_*), \]
showing that
\[ B(y_n + a, r_*) \subset (\mathbb{R}^N)_{n}^+, \quad \text{for } n \text{ large enough.} \]
Hence, for \(n\) large enough,
\[ |\varphi(x - y_n - a)|^2 \chi(|x|) \langle x, y_n \rangle > 0 \quad \forall x \in (\mathbb{R}^N)_{n}^+, \quad B(y_n + a, r_*) \subset (\mathbb{R}^N)_{n}^+, \]
and \(|x| > R\) for every \(x \in B(y_n + a, r_*).\) Using this information, we find
\[
\int_{(\mathbb{R}^N)_{n}^+} |u(x - y_n)|^2 \chi(|x|) \langle x, y_n + a \rangle dx = \int_{(\mathbb{R}^N)_{n}^+} |\varphi(x - y_n - a)|^2 \chi(|x|) \langle x, y_n + a \rangle dx \\
\geq \frac{|\varphi(0)|^2}{4} \int_{B(y_n + a, r_*)} \chi(|x|) \langle x, y_n + a \rangle dx \\
= \frac{|\varphi(0)|^2}{8} R |B(y_n + a, r_*)| |y_n + a| > 0.
\]
Recalling that for each \(x \in (\mathbb{R}^N)_{n}^-\),
\[ |x - y_n - a| \geq |x|, \]
and using again the fact that \(\varphi\) is radial with relation to the origin and decreasing, it follows that
\[ |u(x - y_n)|^2 \chi(|x||x|) = |\varphi(x - y_n - a)|^2 \chi(|x|) \leq R|\varphi(0)|^2 \in L^1(\mathbb{R}^N). \]
This fact, combined with the limit
\[ \varphi(\cdot - y_n - a) \to 0 \quad \text{as } |y_n| \to +\infty \]
ensures that
\[
\int_{(\mathbb{R}^N)^n} |u(x - y_n)|^2 \chi(|x|)|x| dx = o_n(1). \tag{4.10}
\]

Therefore, by the Cauchy-Schwarz inequality and (4.10),
\[
\langle \tau(u(x - y_n)), \frac{y_n + a}{|y_n + a|} \rangle = \int_{(\mathbb{R}^N)^n} |\varphi(x - y_n - a)|^2 \chi(|x|)\langle x, \frac{y_n + a}{|y_n + a|} \rangle dx
\]
\[
+ \int_{(\mathbb{R}^N)^n} |\varphi(x - y_n - a)|^2 \chi(|x|)\langle x, \frac{y_n + a}{|y_n + a|} \rangle dx
\]
\[
\geq \frac{R|\varphi(0)|^2}{8}|B(y_n + a, r_*)| - \int_{(\mathbb{R}^N)^n} |\varphi(x - y_n - a)|^2 \chi(|x|)|x| dx
\]
\[
\geq \frac{R|\varphi(0)|^2}{8}|B(y_n + a, r_*)| - o_n(1) > 0. \tag{4.11}
\]

Now, using the fact that \(w_n \to u^1\) in \(H^1_0(\mathbb{R}^N, \mathbb{C})\) together with the limit \(\tau(w_n) = o_n(1)\), we find that
\[
\tau(u(x - y_n)) = o_n(1), \tag{4.12}
\]
which contradicts (4.11), and so,
\[
c_0 < \lambda_0.
\]

Now we are ready to prove the assertion (i) of Lemma 4.3. As \(\psi_\rho(y) = t_{y, \rho}\phi_{y, \rho} \in \mathcal{N}_0\), by Theorem 3.1,
\[
I_A(\psi_\rho(y)) > c_A = c_0, \quad \forall y \in \mathbb{R}^N.
\]

By Lemma 4.1-part (ii), for each \(\rho\) fixed
\[
I_A(\psi_\rho(y)) \to c_0 \text{ as } |y| \to \infty. \tag{4.13}
\]

Thereby, for a given \(\epsilon_1 \in (0, \frac{\lambda_0 - c_0}{2})\), there is \(R_0 > 0\) such that
\[
|I_A(\psi_\rho(y)) - c_0| < \epsilon_1 \text{ whenever } |y| \geq R_0.
\]

From this
\[
I_A(\psi_\rho(y)) \in \left(c_0, \frac{\lambda_0 + c_0}{2}\right), \quad \forall y \in \mathbb{R}^N \text{ such that } |y| \geq R_0.
\]
Finally, let us show assertion (ii) of Lemma 4.3, by definition of $\psi_\rho(y)$ and arguing as above with $|y|$ large enough, we derive

$$\langle \tau(\psi_\rho(y)), \frac{y}{|y|} \rangle = t_{y,\rho}^2 \int_{(\mathbb{R}^N)_+} |\phi_{y,\rho}(x)|^2 \chi(|x|) \langle x, \frac{y}{|y|} \rangle dx$$

$$+ t_{y,\rho}^2 \int_{(\mathbb{R}^N)_-} |\phi_{y,\rho}(x)|^2 \chi(|x|) \langle x, \frac{y}{|y|} \rangle dx$$

$$\geq t_{y,\rho}^2 \int_{B(y,\rho)} |\phi_{y,\rho}(x)|^2 \chi(|x|) \langle x, \frac{y}{|y|} \rangle dx$$

$$+ t_{y,\rho}^2 \int_{(\mathbb{R}^N)_-} |\phi_{y,\rho}(x)|^2 \chi(|x|) \langle x, \frac{y}{|y|} \rangle dx$$

$$\geq t_{y,\rho}^2 \frac{|\varphi(0)|^2}{4} \int_{B(y,\rho)} \left| \frac{x}{\rho} \right|^2 \chi(|x|) \langle x, \frac{y}{|y|} \rangle dx - o(1).$$

As $t_{y,\rho} \to 1$ as $|y| \to +\infty$, we have for $|y| = R_0$ large,

$$\langle \tau(\psi_\rho(y)), \frac{y}{|y|} \rangle > 0.$$  \hspace{1cm} (4.14)

5. Proof of Theorem 1.1

In the sequel, we consider the sets

$$\Sigma := \{ \psi_\rho(y) : |y| \leq R_0 \} \subset H^1_A(\Omega, \mathbb{C}),$$

$$\mathcal{H} := \left\{ h \in C(\mathcal{N}_A, \mathcal{N}_A) : h(u) = u, \forall u \in \mathcal{N}_A \text{ with } I_A(u) < \frac{\lambda_0 + c_0}{2} \right\}$$

and

$$\mathcal{Y} := \{ B \in \mathcal{N}_A : B = h(\Sigma), h \in \mathcal{H} \}.$$

Lemma 5.1. If $B \in \mathcal{Y}$, then $B \cap T_0 \neq \emptyset$.

Proof. We are going to show that, for every $B \in \mathcal{Y}$, there exists $u \in B$ such that $\tau(u) = 0$. Equivalently, we prove that: for every $h \in \mathcal{H}$, there exists $\tilde{y} \in \mathbb{R}^N$ with $|\tilde{y}| \leq R_0$ such that

$$(\tau \circ h \circ \psi_\rho)(\tilde{y}) = 0.$$  \hspace{1cm} (5.1)

For any $h \in \mathcal{H}$, we set the functions

$$\mathcal{J} := \tau \circ h \circ \psi_\rho : \mathbb{R}^N \rightarrow \mathbb{R}^N$$

and $\mathcal{F} : [0,1] \times \overline{B}(0, R_0) \rightarrow \mathbb{R}^N$ given by

$$\mathcal{F}(t, z) := t\mathcal{J}(z) + (1 - t)z.$$
We claim that $0 \not\in \mathcal{F}(t, \partial B(0, R_0))$. Indeed, for $|y| = R_0$, by Lemma 4.3—Part (i) we have

$$ I_A(\psi_r(y)) < \frac{\lambda_0 + c_0}{2}. $$

Hence,

$$ \mathcal{F}(t, y) = t(\tau \circ \psi_r)(y) + (1 - t)y $$

and

$$ \langle \mathcal{F}(t, y), y \rangle = t\langle \tau(\psi_r(y)), y \rangle + (1 - t)\langle y, y \rangle. \quad (5.2) $$

Now

- If $t = 0$, then $\langle \mathcal{F}(0, y), y \rangle = |y|^2 = R_0^2 > 0$;
- If $t = 1$, then by Lemma 4.3—Part (ii) we have $\langle \mathcal{F}(1, y), y \rangle = \langle \tau(\psi_r(y)), y \rangle > 0$;
- If $t \in (0, 1)$, then $\langle \mathcal{F}(t, y), y \rangle > 0$, since the terms $t, 1 - t, \langle \tau(\psi_r(y)), y \rangle$ and $|y|^2$ are positives.

Then, by using the homotopy-invariance of the Brouwer degree, one has

$$ d(\mathcal{F}(t, \cdot), B(0, R_0), 0) = \text{constant}, \quad \forall t \in [0, 1]. $$

Recalling that

$$ d(\mathcal{J}, B(0, R_0), 0) = 1 \neq 0, $$

there exists $\tilde{y} \in B(0, R_0)$ such that $\mathcal{J}(\tilde{y}) = 0$, that is,

$$ \mathcal{J}(\tilde{y}) = (\tau \circ h \circ \psi_r)(\tilde{y}) = 0. $$

This completes the proof of Lemma 5.1. □

Now, let us define

$$ c := \inf_{B \in \Upsilon} \sup_{u \in B} I_A(u), \quad (5.3) $$

$$ \mathcal{K}_c := \{ u \in \mathcal{N}_A : I_A(u) = c \text{ and } \nabla I_A \big|_{\mathcal{N}_A} (u) = 0 \} $$

and

$$ L_\gamma := \{ u \in \mathcal{N}_A : I_A(u) \leq \gamma \}, $$

for every $\gamma \in \mathbb{R}$.

**Proof of Theorem 1.1.** We choose $\rho = \rho_0$, where $\rho_0$ is given in Corollary 4.2. We claim that the constant $c$ defined in (5.3) is a critical value for $I_A$, that is, $\mathcal{K}_c \neq \emptyset$. We start our analysis by noting that

$$ c_0 < c < c_0 + \kappa_1. \quad (5.4) $$

First of all, we recall that by Lemma 5.1, $B \cap \mathcal{T}_0 \neq \emptyset$ for every $B \in \Upsilon$. Then, for each $B \in \Upsilon$, there is $\tilde{u} \in B \cap \mathcal{T}_0$ such that

$$ \inf_{u \in \mathcal{T}_0} I_A(u) \leq \inf_{u \in B \cap \mathcal{T}_0} I_A(u) \leq I_A(\tilde{u}) \leq \sup_{u \in B \cap \mathcal{T}_0} I_A(u) \leq \sup_{u \in B} I_A(u). \quad (5.5) $$
By Lemma 4.3 and (5.5),
\[ c_0 < \lambda_0 = \inf_{u \in T_0} I_A(u) \leq \sup_{u \in B} I_A(u), \quad \forall B \in \Upsilon. \]

Thus
\[ c_0 < \lambda_0 \leq \inf_{B \in \Upsilon} \sup_{u \in B} I_A(u) = c. \] (5.6)

Since
\[ c \leq \sup_{u \in B} I_A(u), \quad \forall B \in \Upsilon, \] (5.7)

it follows that
\[ c \leq \sup_{|y| \leq R_0} I_A(h(\psi_\rho(y))), \quad \forall h \in \mathcal{H}. \]

Now, taking \( h \equiv I \), we find
\[ c \leq \sup_{|y| \leq R_0} I_A(h(\psi_\rho(y))) \leq \sup_{y \in \mathbb{R}^N} I_A(\psi_\rho(y)). \]

The last inequality, together with Corollary 4.2 and (5.6) leads to
\[ c_0 < c < c_0 + \kappa_1, \] (5.8)

which proves (5.4).

Suppose by contradiction that \( K_c = \emptyset \). Recall that
\[ \frac{\lambda_0 + c_0}{2} \leq \frac{c + c_0}{2} < c < c_0 + \kappa_1. \]

By Corollary 3.4 and the deformation lemma [30], there is a continuous map
\[ \eta : [0, 1] \times \mathcal{N}_A \to \mathcal{N}_A, \]

and a positive number \( \varepsilon_0 \) such that
\begin{enumerate}
  \item[(a)] \( L_{c+\varepsilon_0} \setminus L_{c-\varepsilon_0} \subset L_{c_0+\kappa_1 \setminus L_{\lambda_0+\varepsilon_0}}, \)
  \item[(b)] \( \eta(t, u) = u, \quad \forall u \in L_{c-\varepsilon_0} \cup \{ \mathcal{N}_A \setminus L_{c+\varepsilon_0} \} \) and \( \forall t \in [0, 1], \)
  \item[(c)] \( \eta(1, L_{c+\varepsilon_0}) \subset L_{c-\varepsilon_0}. \)
\end{enumerate}

Fix \( \tilde{B} \in \Upsilon \) such that
\[ c \leq \sup_{u \in \tilde{B}} I_A(u) < c + \frac{\varepsilon_0}{2}. \]

Since
\[ I_A(u) < c + \frac{\varepsilon_0}{2}, \quad \forall u \in \tilde{B}, \]

it follows that
\[ \tilde{B} \subset L_{c+\varepsilon_0}. \]

Now, by (c), one has
\[ I_A(u) < c - \frac{\varepsilon_0}{2}, \quad \forall u \in \eta(1, \tilde{B}), \]
that is,

\[ \sup_{u \in \eta(1, \tilde{B})} I_A(u) < c - \frac{\varepsilon_0}{2}. \] (5.9)

On the other hand, we notice that \( \eta(1, \cdot) \in C(\mathcal{N}_A, \mathcal{N}_A) \). Moreover, since \( \tilde{B} \in \Upsilon \), there exists \( h \in \mathcal{H} \) such that \( \tilde{B} = h(\Sigma) \). Consequently,

\[ \tilde{h} = \eta(1, \cdot) \circ h \in C(\mathcal{N}_A, \mathcal{N}_A). \]

Since \( h \in \mathcal{H} \), it follows that

\[ h(u) = u, \quad \forall u \in \mathcal{N}_A \text{ with } I_A(u) < \frac{\lambda_0 + c_0}{2} \]

and

\[ \tilde{h}(u) = \eta(1, u) \quad \forall u \in \mathcal{N}_A \text{ with } I_A(u) < \frac{\lambda_0 + c_0}{2}. \]

Taking into account that

\[ \frac{\lambda_0 + c_0}{2} < c - \epsilon_0, \]

by item (b), we easily have

\[ \tilde{h}(u) = \eta(1, u) = u, \quad \forall u \in \mathcal{N}_A \text{ with } I_A(u) < \frac{\lambda_0 + c_0}{2} < c - \epsilon_0. \]

Then \( \tilde{h} \in \mathcal{H} \). Moreover

\[ \eta(1, \tilde{A}) \in \Gamma, \]

owing to \( \eta(1, \tilde{B}) = \tilde{h}(\Sigma) \). Therefore, exploiting the definition of \( c \), we have

\[ c \leq \sup_{u \in \eta(1, \tilde{B})} I_A(u), \]

which contradicts (5.9). Thereby, \( K_c \neq \emptyset \) and \( c \) is a critical value of \( I_A \) on \( \mathcal{N}_A \), namely there is at least one nontrivial weak solution of (P). Hence, Theorem 1.1 is proved.

**Acknowledgements**

The authors want to thank the anonymous referee for his/her deep observations, careful reading and suggestions, which enabled us to improve this version of the manuscript.

**Funding** Open access funding provided by Università Politecnica delle Marche within the CRUI-CARE Agreement.
Open Access. This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

References

[1] Alves, C.O.: Existence of positive solutions for a problem with lack of compactness involving the p-Laplacian. Nonlinear Anal. 51(7), 1187–1206 (2002)
[2] Alves, C.O., de Freitas, L.R.: Existence of a positive solution for a class of elliptic problems in exterior domains involving critical growth. Milan J. Math. 85(2), 309–330 (2017)
[3] Alves, C.O., Figueiredo, G.M., Furtado, M.F.: Multiple solutions for a nonlinear Schrödinger equation with magnetic fields. Comm. Partial Differ. Equ. 36(9), 1565–1586 (2011)
[4] Alves, C.O., Figueiredo, G.M., Furtado, M.F.: On the number of solutions of NLS equations with magnetics fields in expanding domains. J. Differ. Equ. 251(9), 2534–2548 (2011)
[5] Alves, C.O., Bisci, G. Molica., Ledesma, C.E., Torres. : Existence of solutions for a class of fractional elliptic problems on exterior domains. J. Differ. Equ. 26811, 7183–7219 (2020)
[6] Ambrosio, V.: Concentrating solutions for a magnetic Schrödinger equation with critical growth. J. Math. Anal. Appl. 479(1), 1115–1137 (2019)
[7] Ambrosio, V.: Multiple solutions for singularly perturbed nonlinear magnetic Schrödinger equations. Asympt. Anal. (2021). https://doi.org/10.3233/ASY-211705
[8] Arioli, G., Szulkin, A.: A semilinear Schrödinger equation in the presence of a magnetic field. Arch. Ration. Mech. Anal. 170(4), 277–295 (2003)
[9] Bahri, A., Lions, P.L.: On the existence of a positive solution of semilinear elliptic equations in unbounded domains. Ann. Inst. H. Poincaré Anal. Non Linéaire 14(3), 365–413 (1997)
[10] Barile, S.: Multiple semiclassical states for singular magnetic nonlinear Schrödinger equations. Electron. J. Differ. Equ. 2008(37), 18 (2008)
[11] Barile, S.: A multiplicity result for singular NLS equations with magnetic potentials. Nonlinear Anal. 68(11), 3525–3540 (2008)
[12] Benci, V., Cerami, G.: Positive solutions of some nonlinear elliptic problems in exterior domains. Arch. Rational. Mech. Anal. 99(4), 283–300 (1987)
[13] Berestycki, H., Lions, P.-L.: Nonlinear scalar field equations. I. Existence of a ground state. Arch. Rational. Mech. Anal. 824, 313–345 (1983)
14. Bonheure, D., Nys, M., Schaftingen, J.V.: Properties of ground states of nonlinear Schrödinger equations under a weak constant magnetic field. J. Math. Pures Appl. 9(124), 123–168 (2019)

15. Brézis, H., Lieb, E.: A Relation between pointwise convergence of functions and convergence of functional. Proc. Am. Math. Soc. 88(3), 486–490 (1983)

16. Cao, D., Noussair, E.S.: Existence of symmetric multi-peaked solutions to singularly perturbed semilinear elliptic problems. Comm. Partial Differ. Equ. 25(11–12), 2185–2232 (2000)

17. Chabrowski, J., Szulkin, A.: On the Schrödinger equation involving a critical Sobolev exponent and magnetic field. Topol. Methods Nonlinear Anal. 25(1), 3–21 (2005)

18. Cingolani, S.: Semiclassical stationary states of nonlinear Schrödinger equations with an external magnetic field. J. Differ. Equ. 188(1), 52–79 (2003)

19. Cingolani, S., Clapp, M.: Intertwining semiclassical bound states to a nonlinear magnetic Schrödinger equation. Nonlinearity 22(9), 2309–2331 (2009)

20. Cingolani, S., Jeanjean, L., Secchi, S.: Multi-peak solutions for magnetic NLS equations without non-degeneracy conditions. ESAIM Control Optim. Calc. Var. 15(3), 653–675 (2009)

21. Citti, G.: On the exterior Dirichlet problem for \( \Delta u - u + f(x, u) = 0 \). Rend. Sem. Mat. Univ. Padova 88, 83–110 (1992)

22. Clapp, M., Maia, L.A., Pellacci, B.: Positive multipeak solutions to a zero mass problem in exterior domains. Commun. Contemp. Math. 232, 1950062 (2021)

23. Coffman, C.V., Marcus, M. M.: Existence theorems for superlinear elliptic Dirichlet problems in exterior domains, Part 1 (Berkeley, Calif., 1983), 271–282, Proc. Sympos. Pure Math., 45, Part 1, Amer. Math. Soc., Providence, RI (1986)

24. Ding, Y., Liu, X.: Semiclassical solutions of Schrödinger equations with magnetic fields and critical nonlinearities. Manuscripta Math. 140(1–2), 51–82 (2013)

25. Esteban, M. J., Lions, P. -L.: Existence and nonexistence results for semilinear elliptic problems in unbounded domains. Proc. R. Soc. Edinburgh Sect. A 93(1-2), 1–14 (1982/83)

26. Esteban, M. J., Lions, P.-L.: Stationary solutions of nonlinear Schrödinger equations with an external magnetic field. Partial differential equations and the calculus of variations, Vol. I, 401–449, Progr. Nonlinear Differential Equations Appl., 1, Birkhäuser Boston, Boston, MA (1989)

27. Kavian, O.: Introduction à la théorie des points critiques et applications aux problèmes ellittiques, Mathématiques and Applications (Berlin) [Mathematics & Applications], 13. Springer, Paris, viii+325 pp (1993)

28. Li, G., Zheng, G.F.: The existence of positive solution to some asymptotically linear elliptic equations in exterior domains. Rev. Mat. Iberoam. 22(2), 559–590 (2006)

29. Maia, L.A., Pellacci, B.: Positive solutions for asymptotically linear problems in exterior domains. Ann. Math. Pura Appl. 4(1964), 1399–1430 (2017)

30. Willem, M.: Minimax Theorems, Progress in Nonlinear Differential Equations and their Applications, vol. 24, p. x+162. Birkhäuser Inc, Boston (1996)
Claudianor O. Alves  
Unidade Acadêmica de Matemática  
Universidade Federal de Campina Grande  
Campina Grande PB 58429-970  
Brazil  
e-mail: coalves@mat.ufcg.edu.br

Vincenzo Ambrosio  
Dipartimento di Ingegneria Industriale e Scienze Matematiche  
Università Politecnica delle Marche  
Via Brecce Bianche, 12  
60131 Ancona  
Italy  
e-mail: v.ambrosio@staff.univpm.it

César E. Torres Ledesma  
Departamento de Matemáticas  
Universidad Nacional de Trujillo  
Av. Juan Pablo II s/n.  
Trujillo  
Peru  
e-mail: ctl_576@yahoo.es

Received: June 29, 2021.  
Accepted: September 28, 2021.