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Abstract

In risk-sensitive learning, one aims to find a hypothesis that minimizes a risk-averse (or risk-seeking) measure of loss, instead of the standard expected loss. In this paper, we propose to study the generalization properties of risk-sensitive learning schemes whose optimand is described via optimized certainty equivalents (OCE): our general scheme can handle various known risks, e.g., the entropic risk, mean-variance, and conditional value-at-risk, as special cases. We provide two learning bounds on the performance of empirical OCE minimizer. The first result gives an OCE guarantee based on the Rademacher average of the hypothesis space, which generalizes and improves existing results on the expected loss and the conditional value-at-risk. The second result, based on a novel variance-based characterization of OCE, gives an expected loss guarantee with a suppressed dependence on the smoothness of the selected OCE. Finally, we demonstrate the practical implications of the proposed bounds via exploratory experiments on neural networks.

1 Introduction

The systematic minimization of the quantifiable uncertainty, or risk [22], is one of the core objectives in all disciplines involving decision-making, e.g., economics and finance. Within machine learning contexts, strategies for risk-aversion have been most actively studied under sequential decision-making and reinforcement learning frameworks [21, 8], giving birth to a number of algorithms based on Markov decision processes (MDPs) and multi-armed bandits. In those works, various risk-averse measures of loss have been used as a minimization objective, instead of the risk-neutral expected loss; popular risk measures include entropic risk [21, 6, 7], mean-variance [39, 13, 28], and a slightly more modern alternative known as conditional value-at-risk (CVaR [15, 10, 42]). Yet, with growing interest to the societal impacts of machine intelligence, the importance of risk-aversion under non-sequential scenarios has also been spotlighted recently. For instance, Williamson and Menon [45] give an axiomatic characterization of the fairness risk measures, and propose a convex fairness-aware objective based on CVaR. Also, Curi et al. [11] empirically demonstrate the effectiveness of their CVaR minimization algorithm to account for the covariate shift in the data-generating distribution.

The advantage of risk-sensitive (either risk-seeking or risk-averse) objectives in machine learning, however, is not limited to tasks involving social considerations. Indeed, there exists a rich body of works which implicitly propose to minimize risk-sensitive measures of loss, as a technique to better optimize the standard expected loss. For example, the idea of prioritizing low-loss samples for learning is prevalent in noisy label handling [18] or curriculum learning [24]. In those contexts, high-loss samples are viewed as either mislabeled, or correctly labeled but detrimental to training dynamics due to their “difficulty.” Such algorithms can be viewed as implicitly optimizing a risk-seeking counterpart of CVaR (see Section 2.2). Contrarily (and ironically), it is also common to focus on high-loss samples to improve the model accuracy or accelerate the optimization [9]. Such algorithms can be viewed as minimizing risk-averse measures of loss; for instance, learning with average top-k loss [12] is equivalent to the CVaR minimization when the number of samples is fixed.

Given this widespread use of risk-sensitive learning algorithms, theoretical understandings of their generalization properties are still limited. For risk-seeking learning, the risk measure being minimized is
typically not explicitly stated; see [18], for instance. For risk-averse learning, existing theoretical results are focused on validating the stability and convergence of the algorithm (e.g. [28]), instead of providing generalization/excess-risk guarantees. Some exceptions in this respect are the recent works on CVaR [12, 11, 40]; the guarantees, however, are highly specialized for the algorithmic setups considered, such as support vector machines with reproducing kernel Hilbert spaces [12], finite function class1 [11], or requiring additional smoothness assumptions [40].

To fill this gap, we propose to study risk-sensitive learning schemes under a statistical learning theory viewpoint [19], where the focus is on the convergence properties of the risk measure itself; learning algorithms are simply abstracted as a procedure of finding a hypothesis minimizing the target risk measure on training data. To discuss various risk-sensitive measures under a unified framework, we rejuvenate the notion of optimized certainty equivalent (OCE [4]). With a careful choice of the disutility function governing the deviation penalty, OCE covers a wide range of risk-averse measures including the entropic risk, mean-variance, and CVaR (see Section 2). To formalize risk-seeking learning schemes, we newly define inverted OCE as a natural counterpart of OCE; inverted OCE covers learning algorithms that only utilize a fraction of samples with smallest losses.

Under this general framework, we establish two performance guarantees for the empirical OCE minimization (EOM) procedure (see Section 3); we also provide analogous results for inverted OCEs.

- Theorem 3 provides a general bound on the excess OCE of the EOM hypothesis via Rademacher averages. For the case of CVaR, the bound provides a first data-dependent bound that improves over the existing results for the analysis of modern hypothesis spaces (e.g., neural networks), which can also recover existing data-independent bounds (e.g., VC dimension). For the case of expected loss, the bound recovers the standard risk guarantee. The proof is based on the contraction properties [25] of a product space constructed with the original hypothesis space and dual parameter space.

- Theorem 6 controls the expected loss of the EOM hypothesis via a novel variance-based characterization of OCE (Lemma 5). In contrast to the OCE guarantee in Theorem 3, the expected loss guarantee does not depend crucially on the properties of the target OCE measure in the realizable case, i.e., the hypothesis space is rich enough to contain a hypothesis with an arbitrarily small loss, such as deep neural networks. Finally, we empirically validate an implication of Lemma 5 that EOM can be relaxed to the sample variance penalization (SVP) procedure. The relaxed version is known to enjoy stronger generalization properties, making the algorithm an attractive candidate to be considered as an alternative baseline method for the OCE minimization. In our experiments on CIFAR-10 [23] with ResNet18 [20], we find that batch-based SVP indeed outperforms batch-based CVaR minimization (see Section 4).

All proofs are deferred to Appendix A.

Notations. We write \(|t|_+ := \max\{0, t\}, |t|_- := \max\{0, -t\}\) for any \(t \in \mathbb{R}\). \(\mathbb{R}_+\) denote the set of nonnegative real numbers. For \(\alpha \in [0, 1]\), we write \(\bar{\alpha} := 1 - \alpha\). The subgradient set of a function \(\phi : \mathbb{R} \to \mathbb{R}\) is denoted by \(\partial \phi(\cdot)\). The pushforward measure of a distribution \(P\) by a mapping \(f\), i.e., the distribution of \(f(Z)\) where \(Z \sim P\), is denoted by \(f_{\sharp}P\). All logs are base \(e\).

2 Measures for risk-sensitive learning

We start from the standard statistical learning framework [19]. We have a class \(\mathcal{P}\) of probability measures called data-generating distributions, defined on a measurable instance space \(\mathcal{Z}\). We are also given a hypothesis space \(\mathcal{F}\) of measurable functions \(f : \mathcal{Z} \to \mathbb{R}_+\), quantifying the loss incurred by a decision rule when applied to a data instance \(z \in \mathcal{Z}\). A standard measure to aggregate samplewise losses of a hypothesis over a population

\footnote{We note that [11] claims that the result can be extended to the case of finite VC-dimension. Nevertheless, our Rademacher average bound in Section 3.1 refines their claimed yet unproven result.}
of data instances is to take an expected loss, defined as
\[ R(f) := E_P[f(Z)] = \int_Z f(z) P(dz). \]  
(1)

We assume that the data-generating distribution \( P \) is not known to the learner, but instead, the learner has access to \( n \) independent copies of training samples \( Z^n = (Z_1, \ldots, Z_n) \) drawn from \( P \). Then, the expected loss can be estimated by the empirical loss
\[ R_n(f) := E_{P_n}[f(Z)] = \frac{1}{n} \sum_{i=1}^{n} f(Z_i), \]  
(2)
where \( P_n \) denotes the empirical distribution of training samples. Both expected loss and empirical loss are risk-neutral measures that assign uniform weight on the samples regardless of their losses.

### 2.1 Risk-averse measures: optimized certainty equivalents

Among the diverse set of measures for risk-aversion in economics (see, e.g., [14]), we focus on the family of optimized certainty equivalents (OCE) introduced by Ben-Tal and Teboulle [4].

**Definition 1 (OCE risk).** Let the disutility function \( \phi : \mathbb{R} \to \mathbb{R} \cup \{+\infty\} \) be a nondecreasing, closed, convex function with \( \phi(0) = 0 \) and \( 1 \in \partial\phi(0) \). Then, the corresponding OCE risk is given as
\[ \text{oce}^\phi(f; P) := \inf_{\lambda \in \mathbb{R}} \left\{ \lambda + E_P[\phi(f(Z) - \lambda)] \right\}. \]  
(3)

Definition 1, having its root in the expected utility theory [44], may look mysterious at first glance. To give an intuitive explanation, we present an alternative form of Eq. (3) in terms of the excess disutility \( \varphi(t) := \phi(t) - t \): For a nonnegative, convex function \( \varphi : \mathbb{R} \to \mathbb{R}_+ \) such that \( \varphi(0) = 0 \) and \( \varphi(t) + t \) is nondecreasing, the OCE risk can be written as
\[ \text{oce}^\varphi(f) = R(f) + \inf_{\lambda \in \mathbb{R}} E_P[\varphi(f(Z) - \lambda)]. \]  
(4)

In other words, OCE additionally penalizes the expected deviation of the random object \( f(Z) \) from some optimized anchor point \( \lambda \). The penalization scheme is described by choice of nonnegative, “bowl-shaped” excess disutility function \( \varphi \) (and thus by choice of \( \phi \) as well).

With a careful choice of \( \phi \), Definition 1 covers a wide range of risk-averse measures used in machine learning literature, including the expected loss, entropic risk, mean-variance, and CVaR; popular OCE risks and corresponding choices of disutility are summarized in Table 1. The measures have been used in the following machine learning contexts. (1) Entropic risk: The risk has been used in one of the earliest works on risk-sensitive MDPs [21], and is often revisited in modern reinforcement learning contexts [6, 7, 32]. (2) Mean-variance: Markowitz’s mean-variance analysis [29] is typically relaxed to the variance regularization in the context of MDPs [13, 28], multi-armed bandits [35, 43], and reinforcement learning [39, 1]. (3) CVaR: CVaR is used in more recent works on risk-averse reinforcement learning regarding bandits [15, 8] and MDPs [10, 42]. CVaR also enjoys connections to distributional robustness and fairness under general learning scenarios [45, 11, 40].

Similar to the expected loss, the OCE risk of a data-generating distribution can be estimated from the samples by using the empirical distribution as a proxy measure: we define the empirical OCE risk as
\[ \text{oce}^\varphi_n(f) := \text{oce}^\varphi(f; P_n) = \inf_{\lambda \in \mathbb{R}} \left\{ \lambda + \frac{1}{n} \sum_{i=1}^{n} \phi(f(Z_i) - \lambda) \right\}. \]  
(5)
Table 1: A summary of popular OCE risks in machine learning literature, with corresponding choices of disutility function. $q(\cdot; f_{\sharp P})$ denotes the quantile function of $f_{\sharp P}$.

| Name                      | Definition                  | Disutility function |
|---------------------------|-----------------------------|---------------------|
| Expected loss             | $\mathbb{E}[f(Z)]$          | $\phi(t) = t$       |
| Entropic risk             | $\frac{1}{2} \log \mathbb{E}[\exp(\gamma \cdot f(Z))]$ | $\phi_\gamma(t) = \frac{1}{2} \exp(\gamma \cdot t) - \frac{1}{2}$ |
| Mean-variance             | $\mathbb{E}[f(Z)] + c \cdot \mathbb{E}[(f(Z) - \mathbb{E}[f(Z)])^2]$ | $\phi_c(t) = t + c \cdot t^2$ |
| Conditional Value-at-Risk† | $\mathbb{E}[f(Z) \mid f(Z) > q(1 - \alpha; f_{\sharp P})]$ | $\phi_\alpha(t) = \frac{1}{2} \lbrack t \rbrack_+$ |

† The conditional expectation representation holds for $f, P$ having continuous $f_{\sharp P}$ only; the definition for general case can be found in [34].

The empirical OCE generally underestimates the population OCE, due to its variational definition. Indeed, the OCE risk for a mixture distribution $\alpha P + \bar{\alpha} Q$ is greater than or equal to the weighted average of OCE risks $\alpha \text{oce}(f; P) + \bar{\alpha} \text{oce}(f; Q)$, as the inequality $\inf_\lambda \{g_1(\lambda) + g_2(\lambda)\} \geq \inf_\lambda g_1(\lambda) + \inf_\lambda g_2(\lambda)$ holds. From this observation, one may expect a slower two-sided uniform convergence of empirical OCE than empirical loss; this intuition is confirmed later (see Lemma 2).

We note that OCE risks are known to satisfy the following properties, which enable an efficient computation and optimization (see [5] for derivations): (a) Convexity, i.e., $\text{oce}(\alpha f_1 + \bar{\alpha} f_2) \leq \alpha \text{oce}(f_1) + \bar{\alpha} \text{oce}(f_2)$, (b) Shift-additivity, i.e., $\text{oce}(f + c) = \text{oce}(f) + c$, (c) Monotonicity; i.e., if $f_1(Z) \leq f_2(Z)$ with probability 1, then $\text{oce}(f_1) \leq \text{oce}(f_2)$. Convexity is especially useful whenever the loss function underlying the hypotheses are also convex; interested readers are referred to [14].

### 2.2 Risk-seeking measures: inverted OCEs

Unlike in financial literature, it often occurs in machine learning schemes [24, 18] to focus on the minimization of losses on easy examples (i.e., the samples already with low loss) and disregard hard examples. To formally address such learning schemes, we propose considering the following family of risk-seeking measures constructed by inverting OCE risks.

**Definition 2 (Inverted OCE risk).** Let $\phi : \mathbb{R} \to \mathbb{R} \cup \{+\infty\}$ be a nondecreasing, closed, convex function with $\phi(0) = 0$ and $1 \in \partial \phi(0)$. Then, the corresponding inverted OCE risk is given as

$$\text{oce}^\phi(f; P) := \sup_{\lambda \in \mathbb{R}} \{\lambda - \mathbb{E}_P[\phi(\lambda - f(Z))]\}. \quad (6)$$

We call the measure an “inverted” OCE risk due to the following reason: Roughly speaking, inverted OCE is designed to treat the sample at bottom-$\alpha$ loss quantile, as OCE treats the sample at top-$\alpha$ loss quantile. This goal can be achieved by defining the inverted OCE risk to satisfy $\text{oce}(f) = -\text{oce}(-f)$, which gives the form (6). Analogously to Eq. (4), one can write inverted OCE alternatively as

$$\text{oce}(f) = R(f) - \inf_{\lambda \in \mathbb{R}} \mathbb{E}_P[\varphi(\lambda - f(Z))], \quad (7)$$

where again $\varphi(t) = \phi(t) - t$. In other words, the inverted OCE rewards the deviation from the optimized anchor $\lambda$, using $-\varphi(-t)$ to shape the reward.

It is straightforward to see that inverted OCE risks can be used to describe the algorithms that disregard samples with high loss. For example, Han et al. [18] propose the following scheme to handle noisy labels: two models are trained simultaneously by selecting and feeding $\alpha$-fraction of samples with the lowest loss to each other. Such a training objective can be described as an inverted version of CVaR, i.e., by using $\phi(t) = \frac{1}{\alpha} [t]_+$, as we can see from the following proposition (see Appendix A.1 for proof).
**Proposition 1** (Average bottom-k loss as inverted CVaR). Let $k \in \mathbb{N}, k < n$ be the desired number of samples. Then, by the choice of disutility function $\phi(t) = \frac{n}{k+1} t_+, i.e., \alpha = \frac{k+1}{n}$, we get

$$\overline{\text{OCE}}(f; P_n) = \frac{1}{k} \sum_{i=1}^{k} f(Z_{\pi(i)}), \quad \text{(8)}$$

where $\pi(i)$ denotes the index of the sample with $i$-th smallest value of $f(\cdot)$ among $Z^n$.

The proposed notion of inverted OCE can thus be viewed as a generalized class of optimands for easy example first algorithms, that comes with theoretical performance guarantees (Theorems 3 and 6). We note that this class also includes a “softer” variant of the algorithm considered in Proposition 1, where a weighted sum of sample losses is taken with weights $\{\gamma_1 n, \gamma_2 n\}$ instead of $\{\frac{1}{n\alpha}, 0\}$ for the bottom-$\alpha$ fractions and top-$\bar{\alpha}$ fraction, respectively; we naturally assume that $0 \leq \gamma_2 < 1 < \gamma_1$ and $\alpha = \frac{1-\gamma_2}{\gamma_1-\gamma_2}$ holds. Indeed, one can simply choose $\phi(t) = \gamma_1 t_+ - \gamma_2 t_-$ to get the desired risk.

Given this formalization of learning objective for noisy label handling algorithm [18], can we explain the empirically observed robustness of the algorithm via the properties of inverted OCEs? While this question is not under the main scope of this paper, we provide a partial answer to this question by the influence function [17] analysis; interested readers are referred to Appendix B. Roughly speaking, we show that inverted versions of popular OCE risks tend to have a smaller worst-case influence function than the expected loss, which implies that OCE estimates are more robust against adversarial contamination of the dataset (see Proposition 11).

### 3 Performance guarantees for empirical OCE minimizers

We now consider an empirical OCE minimization (EOM) procedure, finding

$$\hat{f}_{\text{eom}} := \arg \min_{f \in \mathcal{F}} \text{oce}_n(f), \quad \text{(9)}$$

instead of the ordinary empirical risk minimization (ERM), which aims to minimize the empirical loss. Existing learning algorithms that implement EOM, either explicitly or implicitly, can be roughly categorized into two categories, depending on their purposes. In the works belonging to the first category (e.g. [12, 11, 40]), the primary goal is to minimize the population OCE risk (i.e., $\text{oce}(f)$) for risk-aversion or fairness considerations. In the works of the second category (e.g. [9, 31]), the ultimate goal is to optimize the population expected loss (i.e., $R(f)$), and risk-sensitive measures are used with the belief that minimizing the measures may help accelerate/stabilize the learning dynamics. To address both lines of research, we provide performance guarantees in terms of both OCE and expected loss; in particular, we show that $\hat{f}_{\text{eom}}$ has OCE risk and expected loss similar to those of

$$f_{\text{oce}}^* := \arg \min_{f \in \mathcal{F}} \text{oce}(f), \quad f_{\text{avg}}^* := \arg \min_{f \in \mathcal{F}} R(f), \quad \text{(10)}$$

in Section 3.1 and Section 3.2, respectively. Analogous results regarding the empirical inverted OCE minimization (EIM) will also be given, where the hypotheses achieving minimum empirical and population $\overline{\text{OCE}}$ will be denoted by $\hat{f}_{\text{eim}}$ and $f_{\text{oce}}^*$.

#### 3.1 OCE guarantee via uniform convergence

First, we provide an excess OCE guarantee of the empirical OCE minimizer based on the uniform convergence of the empirical OCE risk to the population OCE risk. To formalize, recall that the *Rademacher average* [3] of a hypothesis space $\mathcal{F}$ given training samples $Z^n$ is defined as

$$\mathcal{R}_n(\mathcal{F}(Z^n)) := \mathbb{E}_{\epsilon_n} \left[ \sup_{f \in \mathcal{F}} \left\{ \frac{1}{n} \sum_{i=1}^{n} \epsilon_i f(Z_i) \right\} \right], \quad \text{(11)}$$
where \( \{\epsilon_i\}_{i=1}^n \) are independent Rademacher random variables, i.e., \( P[\epsilon_i = +1] = P[\epsilon_i = -1] = \frac{1}{2} \). With this definition at hand, we can state our key lemma characterizing uniform convergence properties of OCE risks and inverted OCE risks (see Appendix A.2 for proof).

**Lemma 2** (Uniform convergence). Suppose that the hypothesis space is bounded, i.e. there exists some \( M > 0 \) such that \( \sup_{z \in \mathcal{Z}} f(z) \leq M \) holds for all \( f \in \mathcal{F} \). Then, for any \( \delta \in (0, 1] \),

\[
\sup_{f \in \mathcal{F}} |\text{oce}(f) - \text{oce}_n(f)| \leq \text{Lip}(\phi) \cdot \left( 2E[R_n(\mathcal{F}(Z^n))] + \frac{M(C_0 + \sqrt{\log(2/\delta)})}{\sqrt{n}} \right) \tag{12}
\]

holds with probability at least \( 1 - \delta \) for some absolute constant \( C_0 < 3 \).

Moreover, the same bound holds whenever the oce, oce\(_n\), are replaced by \( \text{cce}, \text{cce}_n \).

Similar to the uniform convergence guarantees of the empirical loss to the expected loss [3], the bound (12) vanishes to zero at the rate \( 1/\sqrt{n} \) for standard hypothesis spaces whose expected Rademacher averages could be bounded from above by a \( O(1/\sqrt{n}) \) term. Indeed, Lemma 2 closely recovers the usual uniform convergence bound for expected loss if we plug in \( \phi(t) = t \), with a slack of \( MC_0/\sqrt{n} \) that is small compared to the other terms. We also note that the Lipschitz constant of disutility functions are always greater than or equal to one, and thus Lemma 2 cannot be used to guarantee a strictly faster convergence rate for OCE risks than the bound for the expected loss.

Lemma 2 generalizes and improves over existing guarantees on CVaR [36, 41, 11, 40]. Indeed, all previous results (up to our knowledge) are described in terms of data-independent complexity measures of the hypothesis space, e.g. VC-dimension; roughly, this is due to the proof technique relying on a direct use of union bound. In contrast, by considering a dual product space approach (see, e.g. [26]) combined with contraction principles [25], we arrive at the bound described via Rademacher averages. Rademacher average of union bound. In contrast, by considering a dual product space approach (see, e.g. [26]) combined with contraction principles [25], we arrive at the bound described via Rademacher averages. Rademacher average of union bound. In contrast, by considering a dual product space approach (see, e.g. [26]) combined with contraction principles [25], we arrive at the bound described via Rademacher averages. Rademacher average of union bound. In contrast, by considering a dual product space approach (see, e.g. [26]) combined with contraction principles [25], we arrive at the bound described via Rademacher averages. Rademacher average of union bound. In contrast, by considering a dual product space approach (see, e.g. [26]) combined with contraction principles [25], we arrive at the bound described via Rademacher averages. Rademacher average of union bound. In contrast, by considering a dual product space approach (see, e.g. [26]) combined with contraction principles [25], we arrive at the bound described via Rademacher averages. Rademacher average of union bound. In contrast, by considering a dual product space approach (see, e.g. [26]) combined with contraction principles [25], we arrive at the bound described via Rademacher averages. Rademacher average of union bound. In contrast, by considering a dual product space approach (see, e.g. [26]) combined with contraction principles [25], we arrive at the bound described via Rademacher averages. Rademacher average of union bound.

Using Lemma 2, we can provide the following excess OCE risk guarantee on the hypothesis minimizing the empirical OCE risk (see Appendix A.3 for proof).

**Theorem 3** (OCE guarantee). Suppose that the hypothesis space is bounded, i.e. there exists some \( M > 0 \) such that \( \sup_{z \in \mathcal{Z}} f(z) \leq M \) holds for all \( f \in \mathcal{F} \). Then, the empirical OCE minimizer (9) satisfies

\[
\text{oce}(\hat{f}_{\text{em}}) \leq \text{oce}(f^*_\text{oce}) + \text{Lip}(\phi) \cdot \left( 4E[R_n(\mathcal{F}(Z^n))] + \frac{2M(C_0 + \sqrt{\log(2/\delta)})}{\sqrt{n}} \right), \tag{13}
\]

with probability at least \( 1 - \delta \). For the empirical inverted OCE minimizer, we analogously have

\[
\text{cce}(\hat{f}_{\text{em}}) \leq \text{cce}(f^*_\text{cce}) + \text{Lip}(\phi) \cdot \left( 4E[R_n(\mathcal{F}(Z^n))] + \frac{2M(C_0 + \sqrt{\log(2/\delta)})}{\sqrt{n}} \right), \tag{14}
\]

with probability at least \( 1 - \delta \).

For sufficiently expressive hypothesis spaces, such as deep neural networks, \( \text{oce}(f^*_\text{oce}) \) becomes zero, and the upper bound becomes directly proportional to the Lipschitz constant of the disutility function.

### 3.2 Expected loss guarantee via variance-based characterization

To establish expected loss guarantees for the empirical OCE minimizer, we give two inequalities relating moments of the loss population to the OCE risk. The first one follows directly from the definitions of oce and cce (see Appendix A.4 for proof).
Proposition 4 (Mean-based characterization). For any \( f, P \) and \( \phi \), we have
\[
0 \leq \overline{\text{OCE}}(f) \leq R(f) \leq \text{oce}(f) \leq \text{Lip}(\phi) \cdot R(f).
\]

Combining Proposition 4 with Lemma 2, one can obtain an elementary expected loss guarantee on the EOM hypothesis: With probability at least \( 1 - \delta \), we have
\[
R(\hat{f}_{\text{eom}}) \leq \text{Lip}(\phi) \cdot \left( R(f_{\text{avg}}^*) + 4E[\mathcal{R}_n(F(Z^n))] + \frac{2M(C_0 + \sqrt{\log(2/\delta)})}{\sqrt{n}} \right).
\]

The explanatory power of Ineq. (16), however, is clearly limited. To see this, consider a sufficiently expressive hypothesis space be bounded, i.e. there exists some \( M > 0 \) such that \( R_n(f) \leq \text{oce}_n(f) \) holds from Proposition 4. Then, one may expect an expected loss guarantee of the EOM hypothesis to be similar to that of the ERM hypothesis, not scaling with \( \text{Lip}(\phi) \).

In light of this observation, we provide an alternative bound which relates OCE risks to both mean and variance of the loss population. For conciseness, we first introduce a shorthand notation for the loss variance of a hypothesis \( f \in \mathcal{F} \):
\[
\sigma(f; P) := \sqrt{E_P[(f(Z) - R(f))^2]}.
\]

Now we can prove the following lemma bounding the difference of OCE risks and expected loss in terms of loss variance (see Appendix A.5 for proof).

Lemma 5 (Variance-based characterization). Let \( f : Z \to \mathbb{R}_+ \) be a bounded function, i.e. there exists some \( M > 0 \) such that \( \sup_{z \in Z} f(z) \leq M \) holds. Then, we have
\[
C_\phi \cdot \sigma^2(f) \leq \text{oce}(f) - R(f) \leq \frac{\text{Lip}(\phi)}{2} \cdot \sigma(f)
\]
\[
C_\phi \cdot \sigma^2(f) \leq R(f) - \text{ece}(f) \leq \frac{\text{Lip}(\phi)}{2} \cdot \sigma(f),
\]
where \( C_\phi := \inf_{0 < \phi \leq M} \frac{\phi(t) - t}{t^2} \geq 0. \)

We note that Gotoh et al. [16] also relates (dual forms of) OCE risks to variance, where the authors assume the twice continuous differentiability of the convex conjugate of the disutility function \( \phi \) and use Taylor expansion to arrive at an asymptotic expression for the case \( \text{Lip}(\phi) \to 1 \). Lemma 5, on the other hand, exploits the convexity of \( \phi \) and the dominance relations between disutility functions to provide nonasymptotic bound without requiring further smoothness assumptions on \( \phi \). For example, the conjugate disutility function of CVar is not differentiable, but Lemma 5 holds with \( C_\phi = \frac{1}{\sqrt{n}} \min\{1, \frac{n}{2}\} \) and \( \text{Lip}(\phi) = \frac{1}{n} \).

Using Lemma 5, we can prove the following theorem (see Appendix A.6 for proof).

Theorem 6 (Expected loss guarantee). Let \( P \) be a fixed, unknown data-generating distribution, and let hypothesis space be bounded, i.e. there exists some \( M > 0 \) such that \( \sup_{z \in Z} f(z) \leq M \) holds almost surely for all \( f \in \mathcal{F} \). Then, for any \( \delta \in (0, 1] \) and \( n \geq 2, \) we have
\[
R(\hat{f}_{\text{eom}}) \leq \left( R(f_{\text{avg}}^*) + \frac{\text{Lip}(\phi)}{2} \sigma(f_{\text{avg}}^*) + 4E[\mathcal{R}_n(F(Z^n))] + \frac{4M\sqrt{\log(3/\delta)}}{\sqrt{n}} \right),
\]
with probability at least \( 1 - \delta \). Under the same assumptions, we have
\[
R(\hat{f}_{\text{eim}}) \leq R(f_{\text{avg}}^*) + 4E[\mathcal{R}_n(F(Z^n))] + \frac{4M\sqrt{\log(2/\delta)}}{\sqrt{n}} + \frac{\text{Lip}(\phi)}{2} \sigma_n(\hat{f}_{\text{eim}}),
\]
with probability at least \( 1 - \delta \). Moreover, one can replace \( f_{\text{avg}}^* \) in (20), (21) by any fixed \( f \in \mathcal{F} \).
In contrast to (16), the bound (20) is related to the disutility function only through a term proportional to \( \sigma(f^*_\text{avg}) \). To see the benefit of this suppressed dependence, consider a case where the hypothesis space is a universal approximator, e.g., deep neural networks (also known as the \textit{realizable case}). Then, the first and second moment of loss population becomes zero, and Theorem 6 provides an ERM-like expected loss guarantee on \( \hat{f}_{\text{eom}} \).

Regarding the bound for the EIM hypothesis, we remark that the non-vanishing term in the bound (21) depends on the behavior of the learned hypothesis on the training data only, unlike in (20); such discrepancy can help to recover ERM-like bounds under a milder assumption than universal approximability, for inverted OCE measures that make \( \sigma_n(\hat{f}_{\text{eim}}) \) small (e.g., inverted entropic risk).

We remark that Lemma 5 indicates a potential connection of EOM to the sample variance penalization (SVP) procedure suggested by Maurer and Pontil [31]. Under suitable setups, one can show that the excess expected loss of the SVP hypothesis is \( O(1/n) \), even when the excess expected loss of ordinary ERM decays no faster than \( 1/\sqrt{n} \). An interesting open question is whether, and under what conditions, the EOM can provide a similar acceleration. Indeed, we observe that EOM provides a nontrivial acceleration under at least one specific scenario: the stylized example of [31].

**Example.** Consider a hypothesis space consisting of only two hypotheses \( F = \{ f_1, f_2 \} \), such that under the presumed data-generating distribution \( P \) we have

\[
f_1(Z) = \frac{1}{2}, \quad f_2(Z) = \begin{cases} 0 & \text{w.p. } \frac{1-\epsilon}{2}, \\ 1 & \text{w.p. } \frac{1+\epsilon}{2}, \end{cases}
\]

for some \( \epsilon \in (0, \frac{1}{2}) \). We are interested in the probability that EOM erroneously learns \( f_2 \) and incur the excess risk of size \( \epsilon \). More formally, we aim to provide lower and upper bound on the excess risk probability as \( \delta_{\text{eom}} := P[\text{oce}_n(f_2) \leq \text{oce}_n(f_1)] \). If we focus on the case of CVaR, the excess risk probability becomes \( \delta_{\text{eom}} = P[X \leq \frac{n\alpha}{2}] \) where \( X \sim \text{Bin}(n, \frac{1+\epsilon}{2}) \), and analyze the binomial tail to give the following proposition (see Appendix A.7 for proof).

**Proposition 7** (Faster convergence). There exists an absolute constant \( C_1 > \frac{2\sqrt{2}}{3} \), such that

\[
C_1 \exp\left(-4n (\epsilon + \bar{\alpha})^2 - \log \sqrt{n\alpha} - \frac{16}{n}\right) \leq \delta_{\text{eom}} \leq \exp\left(-\frac{n(\epsilon + \bar{\alpha})^2}{2}\right)
\]

(23)

holds for the empirical CVaR minimizer with \( \alpha \in (0, 1] \).

We observe that \( \delta_{\text{eom}} \) can be made less than \( \exp(-\frac{n}{2}) \) by taking \( \alpha \to 0 \), regardless of \( \epsilon \).

4 **Numerical simulations: Batch-SVP for CVaR minimization**

Recall that Lemma 5 implies that the EOM can be relaxed to the SVP, where one aims to find

\[
\hat{f}_{\text{SVP}} = \arg \min_{f \in F} \{R_n(f) + \lambda \cdot \sigma_n(f)\},
\]

(24)

for some hyperparameter \( \lambda \geq 0 \). At the same time, the relaxed form enjoys a favorable theoretical properties in terms of generalization [31], as briefly discussed in the previous section (although requiring a careful choice of \( \lambda \)). In light of this observation, we explore the potential benefit of using SVP as an additional \textit{simple baseline} for algorithmic studies on OCE minimization, along with a popularly used baseline of batch-based EOM; batch-based empirical CVaR minimization (dubbed \textit{batch-CVaR}) has been used as a baseline in recent algorithmic works on CVaR minimization [11, 40]. As will be shown shortly, we find that batch-based SVP (dubbed \textit{batch-SVP}) can outperform batch-CVaR without an overly sophisticated selection of the hyperparameter \( \lambda \).
Figure 1: Trajectories of test/train CVaR (left/right) for hypotheses trained on ResNet18 and CIFAR-10 ($\alpha = 0.2$). Shaded regions denote the (mean ± standard deviation) over ten independent trials.

Setup. We focus on the case of CVaR minimization on CIFAR-10 image classification task [23] where we use the standard cross-entropy loss. As a model, we use ResNet18 [20]. As an optimizer, we use Adam with weight decay [27] with a batch size 100 and PyTorch default learning rate. For CVaR, we have experimented with $\alpha = \{0.2, 0.4, 0.6, 0.8\}$. For batch-SVP, we have simply tested over $\lambda = \{0.5, 1.0\}$. All results are averaged over ten independent trials (more details at Appendix C).

Results and discussion. Trajectories of test and train CVaR for 100 epochs are given in Fig. 1 for $\alpha = 0.2$; plots for $\alpha = \{0.4, 0.6, 0.8\}$ are given in Appendix C. We observe that batch-SVP hypotheses achieve a similar or better performance than batch-CVaR at the best epoch, and have a much more stable learning curve due to the regularization properties of SVP. Moreover, after $\sim 40$ epochs, batch-CVaR start to perform worse than vanilla ERM. Similar phenomenon has been reported by [11], where batch-CVaR (and even other sophisticated methods) underperform the vanilla ERM under a number of settings. The trajectories suggest that such CVaR optimization methods are suffering from over-training. SVP provides a baseline method, which does not have such issues.

5 Summary and future directions

In this paper, we have (a) presented general theoretical guarantees for risk-sensitive learning (Theorems 3 and 6), (b) established a new framework to study risk-seeking learning scheme (Section 2.2), and (c) rejuvenated the sample variance penalization as a baseline algorithm for risk-averse learning (Section 4). As future work, we aim to address the generalization properties of learning algorithms that simultaneously train a hypothesis and a weighting function, according to which the hypothesis will be evaluated [33, 38]. Formalizing such scenarios may accompany an investigation of the complexity (e.g., Rademacher averages, VC-dimension) of the space of all possible weighting functions based on a generalized notion of spectral risk measures [2].
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A  Omitted proofs

A.1  Proof of Proposition 1

First, we note from the definition of inverted OCE (Definition 2 that \( \overline{\text{OCE}}(f; P_n) = -\text{OCE}(-f; P_n) \)). Then, we use [34, Proposition 5] to proceed as

\[
-\text{OCE}^\phi(-f; P_n) = -\mathbb{E}_{P_n}
\left[
-f(Z) \mid -f(Z) > q\left(\frac{n-k-1}{n}; (-f)^\sharp P_n\right)
\right]
\]

(25)

\[
= \mathbb{E}_{P_n}
\left[
-f(Z) \mid f(Z) < -q\left(\frac{n-k-1}{n}; (-f)^\sharp P_n\right)
\right]
\]

(26)

\[
= \frac{1}{k} \sum_{i=1}^{k} f(Z_{\pi(i)}).
\]

(27)

A.2  Proof of Lemma 2

We begin by giving the following technical lemma.

**Lemma 8.** Suppose that \( P, f \) satisfies \( f(Z) \in [0, M] \) almost surely for \( Z \sim P \). Then, we have

\[
\text{OCE}(f) = \min_{\lambda \in [0, M]} \left\{ \lambda + \mathbb{E}_P \phi(f(Z) - \lambda) \right\}
\]

(28)

\[
\overline{\text{OCE}}(f) = \max_{\lambda \in [0, M]} \left\{ \lambda - \mathbb{E}_P \phi(\lambda - f(Z)) \right\}.
\]

(29)

**Proof.** See Appendix A.8.

In other words, the search space of the variational parameter \( \lambda \) appearing in the definition of OCE risk (3) can be constrained to a finite length interval, given that the random variable \( f(Z) \) is also bounded. Using this...
result, we can take a closer look at the one-sided deviation; for any \( f \in \mathcal{F} \), we have
\[
\text{oce}(f) - \text{oce}_n(f) = \min_{\lambda \in [0, M]} \{ \lambda + \mathbf{E}_f \phi(f(Z) - \lambda) \} - \min_{\lambda \in [0, M]} \{ \lambda + \mathbf{E}_{P_n} \phi(f(Z) - \lambda) \} \tag{30}
\]
\[
\leq \max_{\lambda \in [0, M]} \{ \mathbf{E}_f \phi(f(Z) - \lambda) - \mathbf{E}_{P_n} \phi(f(Z) - \lambda) \}, \tag{31}
\]
where the inequality holds by selecting the first \( \lambda \) to be identical to the second \( \lambda \). Taking supremum over \( \mathcal{F} \) on both sides, we get
\[
\sup_{f \in \mathcal{F}} \{ \text{oce}(f) - \text{oce}_n(f) \} \leq \sup_{g \in \mathcal{G}} \{ \mathbf{E}_f [\phi \circ g(Z)] - \mathbf{E}_{P_n} [\phi \circ g(Z)] \}, \tag{32}
\]
where \( \mathcal{G} := \{ f(\cdot) - \lambda \mid f \in \mathcal{F}, \lambda \in [0, M] \} \) is a product hypothesis space constructed upon \( \mathcal{F} \) and \([0, M]\).

To bound the (one-sided) uniform deviation, we first control its expectation via Rademacher averages. As \( \phi(0) = 0 \) holds by definition, we can invoke the contraction principle (see, e.g., [25, Eq. 4.20]) to proceed as
\[
\mathbf{E} \sup_{g \in \mathcal{G}} \{ \mathbf{E}_f [\phi \circ g(Z)] - \mathbf{E}_{P_n} [\phi \circ g(Z)] \} \leq \text{Lip}(\phi) \cdot 2\mathbf{E} \mathbf{R}_n(\mathcal{G}(Z^n)) \tag{33}
\]
\[
\leq \text{Lip}(\phi) \cdot (2\mathbf{E} \mathbf{R}_n(\mathcal{F}(Z^n)) + 2\mathbf{E} \mathbf{R}_n(\Lambda)) \tag{34}
\]
\[
\leq \text{Lip}(\phi) \cdot \left( 2\mathbf{E} \mathbf{R}_n(\mathcal{F}(Z^n)) + \frac{M\sqrt{8\log 2}}{\sqrt{n}} \right), \tag{35}
\]
for \( \Lambda = \{-M, 0\}^n \), where for each line we used the contraction principle, the structural properties of Rademacher averages (see, e.g., [3]), and Massart’s finite class lemma [30], respectively. The residual term can be controlled using the McDiarmid’s inequality to give
\[
\sup_{g \in \mathcal{G}} \{ \mathbf{E}_f [\phi \circ g(Z)] - \mathbf{E}_{P_n} [\phi \circ g(Z)] \} \leq \text{Lip}(\phi) \left( 2\mathbf{E} \mathbf{R}_n(\mathcal{F}(Z^n)) + \frac{M(\sqrt{8\log 2} + \sqrt{\log(2/\delta)})}{\sqrt{n}} \right) \text{ w.p. } 1 - \frac{\delta}{2}. \tag{36}
\]
The other direction can be derived similarly. Using the union bound, we get the bound with the absolute constant \( C_0 = \sqrt{8\log 2} \approx 2.355 \).

To get the same bound with \( \text{oce} \), we slightly modify Eqs. (30) and (31) as follows.
\[
\text{oce}(f) - \text{oce}_n(f) = \max_{\lambda \in [0, M]} \{ \lambda - \mathbf{E}_f \phi(\lambda - f(Z)) \} - \max_{\lambda \in [0, M]} \{ \lambda - \mathbf{E}_{P_n} \phi(\lambda - f(Z)) \} \tag{37}
\]
\[
\leq \max_{\lambda \in [0, M]} \{ \mathbf{E}_{P_n} \phi(\lambda - f(Z)) - \mathbf{E}_f \phi(\lambda - f(Z)) \}, \tag{38}
\]
where the inequality holds by selecting the second \( \lambda \) to be equal to the first \( \lambda \). The remaining steps are identical to the proof of the claim for \( \text{oce} \).

### A.3 Proof of Theorem 3

The claim is a direct consequence of Lemma 2. Indeed, we can proceed as
\[
\text{oce}(\hat{f}_{\text{oom}}) - \text{oce}(\hat{f}_{\text{oce}}) = [\text{oce}(\hat{f}_{\text{oom}}) - \text{oce}_n(\hat{f}_{\text{oom}})] + [\text{oce}_n(\hat{f}_{\text{oom}}) - \text{oce}_n(\hat{f}_{\text{oom}}^*)] + [\text{oce}_n(\hat{f}_{\text{oom}}^*) - \text{oce}(\hat{f}_{\text{oom}}^*)], \tag{39}
\]
where the nonpositivity of second term follows from the definition of \( \hat{f}_{\text{oom}} \). The remaining terms can be bounded via Lemma 2 to get the claimed result.
The proof for $\mathcal{f}_{\text{cem}}$ can be done equivalently, by
\[
\mathcal{g}(\mathcal{f}_{\text{cem}}) - \mathcal{g}(\mathcal{f}_{\text{cem}}) = \mathcal{g}(\mathcal{f}_{\text{com}} - \mathcal{g}(\mathcal{f}_{\text{com}})) + [\mathcal{g}(\mathcal{f}_{\text{cem}}) - \mathcal{g}(\mathcal{f}_{\text{cem}})] + [\mathcal{g}(\mathcal{f}_{\text{cem}}) - \mathcal{g}(\mathcal{f}_{\text{cem}})],
\]

(A.4) Proof of Proposition 4

To get $0 \leq \mathcal{g}(f)$, plug in $\lambda = 0$ to Definition 2 to observe that
\[
\mathcal{g}(f) \geq -E_P \phi(-f(Z)) \geq -E_P \phi(0) = 0,
\]
where the second inequality holds as $\phi$ is a nondecreasing function.

To get $\mathcal{g}(f) \leq R(f)$, we first observe that $\phi(t) \geq t$ holds for all $t$, as $\phi$ is a convex function with $\phi(0) = 0$. Thus, we get
\[
\mathcal{g}(f) \leq \sup_{\lambda \in \mathbb{R}} \{\lambda - E_P(\lambda - f(Z))\} = E_P f(Z) = R(f).
\]

To get $R(f) \leq \mathcal{g}(f)$, use again that $\phi(t) \geq t$ to proceed as
\[
\inf_{\lambda \in \mathbb{R}} \{\lambda + E_P \phi(f(Z) - \lambda)\} \geq \inf_{\lambda \in \mathbb{R}} \{\lambda + E_P f(Z) - \lambda\} = R(f).
\]

To get $\mathcal{g}(f) \leq \text{Lip}(\phi) \cdot R(f)$, observe that
\[
\inf_{\lambda \in \mathbb{R}} \{\lambda + E_P \phi(f(Z) - \lambda)\} \leq E_P \phi(f(Z)) \leq \text{Lip}(\phi) \cdot E_P f(Z) - 0 = \text{Lip}(\phi) \cdot R(f),
\]
where for the first inequality we plugged in the special case $\lambda = 0$.

(A.5) Proof of Lemma 5

We first prove the bounds for $\mathcal{g}(f)$. To get the lower bound, we start from Lemma 8 and proceed as
\[
\inf_{\lambda \in [0,M]} \{\lambda + E_P \phi(f(Z) - \lambda)\} \geq \inf_{\lambda \in [0,M]} \{\lambda + E_P [f(Z) - \lambda] + C_{\phi} \cdot E_P(f(Z) - \lambda)^2\}
\]
\[
= R(f) + C_{\phi} \cdot \inf_{\lambda \in [0,M]} E_P(f(Z) - \lambda)^2
\]
\[
= R(f) + C_{\phi} \cdot \sigma^2(f),
\]
where the inequality holds by the definition of $C_{\phi}$. To get the upper bound, plug in $\lambda = R(f)$ to the variational definition (3) and observe that
\[
\mathcal{g}(f) \leq R(f) + E_P \phi(f(Z) - R(f))
\]
\[
\leq R(f) + \text{Lip}(\phi) \cdot E_P f(Z) - R(f)
\]
\[
= R(f) + \text{Lip}(\phi) \cdot \frac{E_P f(Z) - R(f)}{2},
\]
where the last line holds by the Jensen’s inequality.

The bounds for $\mathcal{g}(f)$ can be proved similarly. For the lower bound, we plug in $\lambda = R(f)$ to get
\[
\mathcal{g}(f) \geq R(f) - E_P \phi(R(f) - f(Z))
\]
\[
\geq R(f) - \text{Lip}(\phi) \cdot \frac{E_P f(Z) - R(f)}{2},
\]

(A.4) Proof of Proposition 4

To get $0 \leq \mathcal{g}(f)$, plug in $\lambda = 0$ to Definition 2 to observe that
\[
\mathcal{g}(f) \geq -E_P \phi(-f(Z)) \geq -E_P \phi(0) = 0,
\]
where the second inequality holds as $\phi$ is a nondecreasing function.

To get $\mathcal{g}(f) \leq R(f)$, we first observe that $\phi(t) \geq t$ holds for all $t$, as $\phi$ is a convex function with $\phi(0) = 0, 1 \in \partial \phi(0)$. Thus, we get
\[
\mathcal{g}(f) \leq \sup_{\lambda \in \mathbb{R}} \{\lambda - E_P(\lambda - f(Z))\} = E_P f(Z) = R(f).
\]

To get $R(f) \leq \mathcal{g}(f)$, use again that $\phi(t) \geq t$ to proceed as
\[
\inf_{\lambda \in \mathbb{R}} \{\lambda + E_P \phi(f(Z) - \lambda)\} \geq \inf_{\lambda \in \mathbb{R}} \{\lambda + E_P f(Z) - \lambda\} = R(f).
\]

To get $\mathcal{g}(f) \leq \text{Lip}(\phi) \cdot R(f)$, observe that
\[
\inf_{\lambda \in \mathbb{R}} \{\lambda + E_P \phi(f(Z) - \lambda)\} \leq E_P \phi(f(Z)) \leq \text{Lip}(\phi) \cdot E_P f(Z) - 0 = \text{Lip}(\phi) \cdot R(f),
\]
where for the first inequality we plugged in the special case $\lambda = 0$.
For the upper bound, we use the definition of $C_\phi$ to get

$$\sup_{\lambda \in [0,M]} \{ \lambda - E_P \phi (\lambda - f(Z)) \} \leq \sup_{\lambda \in [0,M]} \{ \lambda - E_P [\lambda - f(Z)] - C_\phi \cdot E_P (\lambda - f(Z))^2 \}$$

(55)

$$= R(f) - C_\phi \cdot \inf_{\lambda \in [0,M]} E_P (\lambda - f(Z))^2$$

(56)

$$= R(f) - C_\phi \cdot \sigma^2(f)$$

(57)

### A.6 Proof of Theorem 6

To prove the first claim, we start with Lemma 5 to proceed as

$$R(\widehat{f}_{eom}) \leq R_n(\widehat{f}_{eom}) + \sup_{f \in F} |R(f) - R_n(f)|$$

(58)

$$\leq C_F n (\widehat{f}_{eom}) - C_\phi \sigma^2_n(\widehat{f}_{eom}) + \sup_{f \in F} |R(f) - R_n(f)|$$

(59)

$$\leq C_F n (f^*_\text{avg}) - C_\phi \sigma^2_n(\widehat{f}_{eom}) + \sup_{f \in F} |R(f) - R_n(f)|$$

(60)

$$\leq R_n(f^*_\text{avg}) + \frac{\text{Lip}(\phi)}{2} \sigma_n(f^*_\text{avg}) - C_\phi \sigma^2_n(\widehat{f}_{eom}) + \sup_{f \in F} |R(f) - R_n(f)|$$

(61)

$$\leq R(f^*_\text{avg}) + \frac{\text{Lip}(\phi)}{2} \sigma_n(f^*_\text{avg}) - C_\phi \sigma^2_n(\widehat{f}_{eom}) + 2 \sup_{f \in F} |R(f) - R_n(f)|.$$  

(62)

As $f^*_\text{avg}$ is a fixed object independent of the samples (for given $P$), Theorem 10 of [31] implies

$$\sigma_n(f^*_\text{avg}) - \sigma(f^*_\text{avg}) \leq M \sqrt{\frac{2 \log(3/\delta)}{n-1}} \leq 2M \sqrt{\frac{\log(3/\delta)}{n}}, \quad \text{w.p.} \ 1 - \delta / 3.$$  

(63)

Combining with standard symmetrization bounds on uniform deviation (see, e.g., [37]) with excess risk probability $2\delta/3$, we get the first claim.

The second claim can be proved similarly, but without invoking the concentration of sample variance. We proceed as follows.

$$R(\widehat{f}_{eim}) \leq R_n(\widehat{f}_{eim}) + \sup_{f \in F} |R(f) - R_n(f)|$$

(64)

$$\leq C_F n (\widehat{f}_{eim}) + \text{Lip}(\phi) \cdot \sigma_n(\widehat{f}_{eim}) + \sup_{f \in F} |R(f) - R_n(f)|$$

(65)

$$\leq C_F n (f^*_\text{avg}) + \text{Lip}(\phi) \cdot \sigma_n(\widehat{f}_{eim}) + \sup_{f \in F} |R(f) - R_n(f)|$$

(66)

$$\leq R_n(f^*_\text{avg}) + \text{Lip}(\phi) \cdot \sigma_n(\widehat{f}_{eim}) + \sup_{f \in F} |R(f) - R_n(f)|$$

(67)

$$\leq R(f^*_\text{avg}) + \text{Lip}(\phi) \cdot \sigma_n(\widehat{f}_{eim}) + 2 \sup_{f \in F} |R(f) - R_n(f)|.$$  

(68)

Plugging in the standard Rademacher average bound, we get what we want.

### A.7 Proof of Proposition 7

We begin by observing that $\delta_{eom}$ for CVaR reduces to the binomial tail probability.

**Lemma 9.** Let $\delta_{eom}$ be the excess risk probability of empirical CVaR minimization for some $\alpha \in (0, 1)$. Then, we have $\delta_{eom} = P\{ X \leq \frac{\alpha}{1+\alpha} \}$, where $X \sim \text{Bin}(n, \frac{1+\alpha}{2})$.  
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Proof. See Appendix A.9.

To get the upper bound, observe that Lemma 9 can also be stated in the following form: the excess risk probability of the empirical CVaR minimization is

$$\delta_{\text{emp}} = \mathbb{P}\left[\frac{1}{n} \sum_{i=1}^{n} X_i \leq \frac{\alpha}{2}\right], \quad \text{where } X_i \sim \text{Bern}\left(\frac{1 + \epsilon}{2}\right). \quad (69)$$

Then, the upper bound follows from the Hoeffding’s inequality.

For the lower bound, we bound the binomial tail from below by the largest term in the binomial sum. Using the Stirling’s approximation, we have for any $k \leq n$,

$$\mathbb{P}[X \leq k] \geq \binom{n}{k} \left(\frac{1 + \epsilon}{2}\right)^k \left(\frac{1 - \epsilon}{2}\right)^{n-k} \geq \sqrt{\frac{2\pi n}{e^k(n-k)}} \exp\left(-n\mathcal{D}\left(\frac{k}{n}\left|\frac{1 + \epsilon}{2}\right)\right), \quad (70)$$

where $\mathcal{D}(p||q)$ denotes the binary Kullback-Leibler (KL) divergence. To complete the lower bound, we note the quadratic upper and lower bound on the binary KL divergence.

Lemma 10. For any $p, q \in (0, 1)$, we have

$$\mathcal{D}(p||q) \geq 2(1 - p)q. \quad (74)$$

Proof. See Appendix A.10.

From Lemma 10, the binary KL divergence of our interest can be upper bounded as

$$\mathcal{D}\left(\frac{\lfloor n\frac{\alpha}{2}\rfloor}{n} \left|\frac{1 + \epsilon}{2}\right) \leq 8\left(1 + \frac{\epsilon}{2} - \frac{\lfloor n\frac{\alpha}{2}\rfloor}{n}\right)^2 \leq 8\left(\epsilon + \frac{\alpha}{2} + \frac{1}{n}\right)^2 \leq 4(\epsilon + \frac{\alpha}{2})^2 + \frac{16}{n^2}, \quad (71)$$

where the last inequality holds by the Jensen’s inequality. Combining Eq. (71) with Eq. (70), we can proceed as

$$\mathbb{P}\left[X \leq \left\lfloor \frac{n\alpha}{2}\right\rfloor\right] \geq \sqrt{\frac{2\pi n}{e^k(n-k)}} \exp\left(-4n(\epsilon + \alpha)^2 - \frac{16}{n}\right) \quad (72)$$

$$\geq \sqrt{\frac{4\pi}{e^k}} \exp\left(-4n(\epsilon + \alpha)^2 - \frac{16}{n} - \log \sqrt{n\alpha}\right). \quad (73)$$

A.8 Proof of Lemma 8

We first prove Eq. (28). For simplicity, we use the shorthand notation

$$\zeta(\lambda) := \lambda + \mathbb{E}_P \phi(f(Z) - \lambda). \quad (74)$$

Note that $\zeta$ is a continuous function, as the convexity of $\phi$ implies the convexity (and continuity) of $\mathbb{E}_\phi$. We prove the claim by contradiction; for any (supposedly optimal) $\lambda^* \notin [0, M]$, we show that there exists a corresponding $\lambda \in [0, M]$ such that $\zeta(\lambda) \leq \zeta(\lambda^*)$.

Case ($\lambda^* > M$). We show that $\zeta(M + \epsilon) \geq \zeta(M)$ for any $\epsilon > 0$. Indeed, by considering a negative random variable $X := f(Z) - M$ lying in the interval $[-M, 0]$, we get

$$\zeta(M + \epsilon) = M + \epsilon + \mathbb{E}\phi(X - \epsilon) \geq M + \epsilon + \mathbb{E}\phi(X) - \epsilon = \zeta(M), \quad (75)$$

where the inequality holds because $\phi$ is a convex function having 1 as a subgradient at 0.
Case ($\lambda^* < 0$). Similarly, we show $\zeta(-\varepsilon) \geq \zeta(0)$ for any $\varepsilon > 0$. By considering a positive random variable $X := f(Z)$, we get

$$\zeta(-\varepsilon) = -\varepsilon + \mathbf{E}\phi(X + \varepsilon) \geq \mathbf{E}\phi(X) = \zeta(0),$$

where the inequality follows from the fact that $\phi$ is a convex function having 1 as a subgradient at 0.

With $\zeta$ being a continuous function and $[0, M]$ being a compact search space, we can replace the infimum by minimum. Eq. (29) can be proved in a similar manner.

A.9 Proof of Lemma 9

We begin by introducing the shorthand notation $X := \sum_{i=1}^{n} f(Z_i)$. From the setup, we know that $X \sim \text{Bin}(n, 1+\varepsilon^2)$. From Lemma 8, we can proceed as

$$\text{oce}_n(f_2) = \min_{\lambda \in [0, 1]} \left\{ \lambda + \frac{1}{n\alpha} \sum_{i=1}^{n} [f(Z_i) - \lambda] \right\}$$

$$= \min_{\lambda \in [0, 1]} \left\{ \lambda + \frac{1-\lambda}{n\alpha} X \right\}$$

$$= \min \left\{ 1, \frac{X}{n\alpha} \right\}.$$  

(77)

(78)

(79)

Thus, $\text{oce}_n(f_2) \leq \text{oce}_n(f_1) = \frac{1}{2}$ holds if and only if $X \leq \frac{n\alpha}{2}$.

A.10 Proof of Lemma 10

To get the lower bound, we view $\mathfrak{d}(p\|q)$ as a function of $p$ and use the Taylor’s theorem. The partial derivatives of the binary KL divergence with respect to $p$ are as follows.

$$\frac{\partial \mathfrak{d}(p\|q)}{\partial p} = \log \frac{pq}{\bar{p}q}, \quad \frac{\partial^2 \mathfrak{d}(p\|q)}{\partial p^2} = \frac{1}{p} + \frac{1}{\bar{p}}.$$  

Note that as $p \in (0, 1)$, the second derivative is bounded from below by 4. Evaluating $\mathfrak{d}(-\cdot\|q)$ at $q$, we have for some $p^*$ in the interval between $p$ and $q$,

$$\mathfrak{d}(p\|q) = \mathfrak{d}(q\|q) + \frac{\partial \mathfrak{d}(\cdot\|q)}{\partial p} (q)(p-q) + \frac{1}{2} \frac{\partial^2 \mathfrak{d}(\cdot\|q)}{\partial p^2} (p^*)(p-q)^2 \geq 2(p-q)^2.$$  

(81)

To get the upper bound, we view $\mathfrak{d}(p\|q)$ as a function of $q$ and use the Taylor’s theorem again. The partial derivatives with respect to $q$ are

$$\frac{\partial \mathfrak{d}(p\|q)}{\partial q} = \frac{\bar{p}}{q} - \frac{p}{q}, \quad \frac{\partial^2 \mathfrak{d}(p\|q)}{\partial q^2} = \frac{\bar{p}}{q^2} + \frac{p}{q^2}.$$  

(82)

Given that $q \in \left(\frac{1}{2}, \frac{3}{4}\right)$, we know that the second derivative is uniformly upper bounded as

$$\frac{\bar{p}}{q^2} + \frac{p}{q^2} \leq 16\bar{p} + 4p \leq 16.$$  

(83)

Evaluating $\mathfrak{d}(p\|\cdot)$ at $p$ in the same manner as Eq. (81), we get the upper bound.
B Influence functions of inverted OCE risks

The influence function is one of the key notions in the discipline of robust statistics [17]. The function measures the sensitivity of a statistic, with respect to a contamination (or outlier). More formally, the influence function of a statistic \( \rho : \mathcal{P} \rightarrow \mathbb{R}_+ \) for the data contamination at some \( z^* \in \mathcal{Z} \) is given as

\[
\text{IF}(z^*; P, \rho) := \lim_{\varepsilon \to 0^+} \frac{\rho(\varepsilon P + \varepsilon \Delta_{z^*}) - \rho(P)}{\varepsilon},
\]

where \( \Delta_{z^*} \) denote the point probability mass at \( z^* \), and \( P \) denotes the distribution of uncontaminated samples. If we use the OCE risk as the statistic, i.e., \( \rho(\cdot) = \text{oce}^\rho(f; \cdot) \), then the influence function measures how noisy the procedure of finding minimum-OCE hypothesis can be.

In the following proposition, we show that the inverted versions of popular OCE measures have a better robustness characteristics than the expected loss.

**Proposition 11** (Influence function of oce). The influence function for the inverted entropic risk and the inverted mean-variance are given as follows.

- **Entropic risk**: \( \frac{1}{\gamma} \left( 1 - \frac{1}{\gamma} \frac{\exp(-\gamma f(z^*))}{\mathbb{E}_P \exp(-\gamma f(z))} \right) \).

- **Mean-variance**: \( f(z^*) - R(f) + c \left( \mathbb{E}_P[(f(Z) - R(f))^2] - (f(z^*) - R(f))^2 \right) \).

Whenever \( f_{z^*} \) has a continuous density, then the influence function of inverted CVaR is given as

- **CVaR**: \( \frac{1}{\alpha} \mathbb{E}_P[\gamma(\alpha; f_{z^*}) - f(Z)]_+ - \frac{1}{\alpha} [\gamma(\alpha; f_{z^*}) - f(z^*)]_+ \).

**Proof.**

1. **Inverted Entropic risk**: From elementary calculus, we know that

\[
\text{oce}^{-1}(f) = -\frac{1}{\gamma} \log \mathbb{E}_P \exp(-\gamma f(Z)), \quad \lambda^* = -\frac{1}{\gamma} \log \mathbb{E}_P \exp(-\gamma f(Z)).
\]

The corresponding influence function is then given as

\[
\text{IF}(z^*) = \frac{1}{\gamma} \cdot \lim_{\varepsilon \to 0^+} \frac{1}{\varepsilon} \log \left( \frac{\mathbb{E}_P \exp(-\gamma f(Z))}{\varepsilon \mathbb{E}_P \exp(-\gamma f(Z)) + \varepsilon \exp(-\gamma f(z^*))} \right)
\]

\[
= -\frac{1}{\gamma} \cdot \lim_{\varepsilon \to 0^+} \frac{1}{\varepsilon} \log \left( \frac{\exp(-\gamma f(z^*))}{\mathbb{E}_P \exp(-\gamma f(Z))} \right)
\]

\[
= \frac{1}{\gamma} \frac{\exp(-\gamma f(z^*))}{\mathbb{E}_P \exp(-\gamma f(Z))}.
\]

2. **Inverted mean-variance**: From elementary calculus, we know that

\[
\text{oce}^{-1}(f) = R(f) - c \cdot \sigma(f)^2, \quad \lambda^* = R(f).
\]

The corresponding influence function is then given as

\[
\text{IF}(z^*) = \lim_{\varepsilon \to 0^+} \frac{1}{\varepsilon} \left[ -\varepsilon R(f) + \varepsilon f(z^*) + c \cdot \varepsilon \sigma^2(f) - c \cdot \varepsilon (f(z^*) - R(f))^2 \right]
\]

\[
= f(z^*) - R(f) + c \left[ \sigma^2(f) - (f(z^*) - R(f))^2 \right].
\]

3. **Inverted CVaR**: Using the argument similar to [34], we get that

\[
\text{oce}^{-1}(f) = q(\alpha; f_{z^*}) - \frac{1}{\alpha} \mathbb{E}_P[q(\alpha; f_{z^*}) - f(Z)]_+, \quad \lambda^* = q(\alpha; f_{z^*}).
\]
We denote the $z^*$-contaminated distribution by $\tilde{P}$. Then, the corresponding influence function can be written as

$$IF(z^*) = \lim_{\epsilon \to 0^+} \frac{1}{\epsilon} \left[ q(\alpha; f_{z^*\tilde{P}}) - q(\alpha; f_{z\tilde{P}}) + \frac{1}{\alpha} E_P[q(\alpha; f_{z\tilde{P}}) - f(Z)]_+ ight. \\
- \left. \frac{\epsilon}{\alpha} E_P[q(\alpha; f_{z\tilde{P}}) - f(z^*)]_+ - \frac{\epsilon}{\alpha} [q(\alpha; f_{z\tilde{P}}) - f(z^*)]_+ \right].$$

(93)

By adding and subtracting $\frac{\epsilon}{\alpha} E_P[q(\alpha; f_{z\tilde{P}}) - f(Z)]_+$, we can rewrite as

$$= \frac{1}{\alpha} E_P[q(\alpha; f_{z\tilde{P}}) - f(Z)]_+ - \frac{1}{\alpha} [q(\alpha; f_{z\tilde{P}}) - f(z^*)]_+$$

$$+ \lim_{\epsilon \to 0^+} \frac{1}{\epsilon} \left[ q(\alpha; f_{z\tilde{P}}) - q(\alpha; f_{z\tilde{P}}) + \frac{\epsilon}{\alpha} E_P\left[(q(\alpha; f_{z\tilde{P}}) - f(Z)]_+ - [q(\alpha; f_{z\tilde{P}}) - f(z^*)]_+ \right] \right].$$

(94)

Now, notice that the limiting term is 0 whenever whenever $f_{z\tilde{P}}$ does not have a point mass around $q(\alpha; f_{z\tilde{P}})$. Indeed, $[q(\alpha; f_{z\tilde{P}}) - f(Z)]_+ - [q(\alpha; f_{z\tilde{P}}) - f(z^*)]_+$ is zero with probability $1 - \alpha$, and $q(\alpha; f_{z\tilde{P}}) - q(\alpha; f_{z\tilde{P}})$ with probability $\alpha$. Taking the limit, remaining terms cancel out.

Comparing Proposition 11 to the influence function of the expected loss, which is $f(z^*) - R(f)$, we observe that influence functions of the example inverted OCE risks have a smaller worst-case value. In particular, whenever there exists some $z^*$ such that $R(f)$ is arbitrarily large, then the influence function of the expected loss can grow arbitrarily large as well. On the other hand, influence functions of the example inverted OCE risks are bounded from above by $\frac{1}{\alpha} E_P[q(\alpha; f_{z\tilde{P}}) - f(Z)]_+$, and $\frac{1}{\alpha} E_P[q(\alpha; f_{z\tilde{P}}) - f(Z)]_+$, respectively.

C Additional plots and other experimental details

Unless stated otherwise, we follow PyTorch default parameters.

Dataset. We use CIFAR-10 image classification dataset [23], normalized using the constants

$$(0.4914, 0.4822, 0.4465), (0.247, 0.243, 0.261).$$

We used random cropping (with padding of 4) and random horizontal flipping for augmentation.

Optimization. We use mini-batch gradient descent, i.e. sampling without replacement until every samples are drawn.
Figure 2: Trajectories of test/train CVaR (left/right) for hypotheses trained on ResNet18 and CIFAR-10 ($\alpha = \{0.4, 0.6, 0.8\}$).