Research on tomography algorithm of furnace flame temperature field based on acoustic method in thermal power station
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Abstract. An improved Tikhonov regularization algorithm MCTR based on Markov radial basis function is proposed to obtain the feedback of closed-loop control for pulverized coal injection process in thermal power plant, so as to solve the ill posed problem in temperature field reconstruction in furnace. The algorithm constructs a new regularization matrix to replace the standard Tikhonov regularization element matrix, so as to achieve the correction effect of the new algorithm. MCTR algorithm determines the boundary singular value of small singular value defined in this paper by determining the proportion between the standard deviation component corresponding to small singular value and the sum of standard deviation components corresponding to all singular values after singular value decomposition of coefficient matrix. After determining the boundary, a new regularization matrix is constructed according to the eigenvector corresponding to small singular value. Compared with the MTR algorithm using the identity matrix as the regularization matrix, MCTR algorithm only selectively modifies the parameters corresponding to small singular values after determining the regularization parameters, which improves the stability of the parameter solution and the reconstruction accuracy of the temperature field, and is helpful to the automatic control of thermal power plants and the efficiency of coal combustion.

1. Introduction

Temperature is of great significance in industrial automation control and daily life. At present, most of the temperature measurements are indirect. By measuring the changes of sensor parameters with specific relationship with temperature, the change of temperature can be deduced [1]. According to whether the measured object is in contact with the corresponding sensor during measurement, the temperature measurement technology can be divided into two categories: contact and non-contact. Contact temperature measurement includes thermocouple temperature measurement, thermal resistance temperature measurement, optical fiber temperature measurement, etc. The non-contact temperature measurement technology does not require the sensor to directly contact the object to be measured, and has the characteristics of non-invasive and non-interference [2]. At the same time, the non-contact temperature measurement technology has small thermal inertia, small time delay and can dynamically reflect the temperature field change of the object to be measured. Common non-contact temperature measurement technologies mainly include radiation temperature measurement technology,
thermal imaging temperature measurement technology, acoustic temperature measurement technology, etc.

Many scholars are exploring acoustic reconstruction of temperature field through various methods (Mayer, S. F. Green, M. Bramanti, Barth et al). Their research results enable other scholars to better apply acoustic temperature field tomography algorithm. However, in the process of temperature field reconstruction algorithm, there are still some unsolved problems, such as improving the stability of parameter solution, so as to improve the reconstruction accuracy of temperature field and achieve better anti noise ability. Therefore, many scholars still need to carry out some simulations and experiments to study and overcome the problems in acoustic reconstruction of temperature field.

Based on the MTR algorithm using identity matrix as regularization matrix, a new algorithm MCTR is proposed and discussed in this paper. At the same time, through the calculation of correcting the square difference of the regularization matrix, the errors of the two are compared, and the advantages of the new reconstruction algorithm are obtained through MATLAB simulation analysis. The part 2 is the principle of measuring temperature field by acoustic method. The part 3 is the regularization matrix correction process to determine the boundary of small singular values defined in this paper. The part 4 is the simulation analysis. The advantages of the new reconstruction algorithm are obtained through the simulation effect. The part 5 is the conclusion.

2. The Principle of Acoustic Temperature Field Reconstruction

When the sound wave passes through the measurement plane of the furnace flame temperature field, its propagation speed has a specific functional relationship with the absolute temperature of the flue gas in the furnace[3]. Therefore, in the process of acoustic method temperature field reconstruction, the temperature distribution in the furnace can be obtained according to the measured sound wave path in the furnace temperature field propagation velocity[4-6]. The sound velocity c in a gaseous medium at an absolute temperature T is given by

\[ c = \sqrt{\frac{\gamma RT}{m}} = Z\sqrt{T} \]  

(1)

Where \( Z \) is a constant decided by gas composition. The value of \( Z \) for air is 20.05.

The reconstruction of acoustic temperature field is mainly divided into two steps: the first step is to establish the forward problem model, obtain the coefficient matrix describing the acoustic system according to the layout of the temperature acoustic transceiver and the division of grid pixels, and use the measured acoustic flight time to establish a linear relationship to model the problem to be solved. In the second step, the mathematic model describing the problem is solved, and the appropriate temperature field reconstruction algorithm is used to reconstruct the temperature distribution of the furnace flame. When reconstructing the actual temperature field, whether it is the simulation verification of the computer in the laboratory or the actual measurement of the utility boiler, the reconstruction matrix describing the acoustic system must be obtained and solved first.

The typical two-dimensional temperature field reconstruction and three-dimensional temperature field reconstruction acoustic path are shown in the figure below. In this paper, the two-dimensional temperature field is mainly reconstructed.

![Fig. 1. Two-dimensional acoustic path distribution](image1)

![Fig. 2. Three-dimensional acoustic path distribution](image2)
3. Construction of new regularization matrix

The standard Tikhonov method takes the identity matrix as the regularization matrix, which can be used to a great extent to reduce the variance of parameter estimation and improve the stability of parameter solution. According to the transmission law of covariance, we can know the standard Tikhonov's covariance formula is[7]:

\[
\text{cov}(\bar{e})=\sigma_0^2 (A^T A+\alpha I)^{-1} A^T A (A^T A+\alpha I)^{-1}
\]  

(2)

According to the covariance formula, the trace of the coefficient matrix is:

\[
D(\bar{e})=\text{tr}\left[\sigma_0^2 (A^T A+\alpha I)^{-1} A^T A (A^T A+\alpha I)^{-1}\right]
\]  

(3)

The eigenvalues of square array \( A^T A \) are decomposed as follows:

\[
A^T A=G^T G^T=\sum_{i=1}^n G_i \land_i G_i^T
\]  

(4)

Where eigenvalue \( \land_i=\lambda_i^2 \), the eigenvalue of the square matrix \( A^T A \) is the square of the singular value of the matrix \( A \), and the eigenvalue of \( \land_i \) is the right singular vector of the singular value \( \lambda_i \). Substitute Formula (4) into formula (3) to obtain:

\[
D(\bar{e})=\text{tr}\left[\sigma_0^2 \left(\left( (A^T A)^{-1}\left(\sum_{i=1}^n G_i \land_i G_i^T+\alpha \sum_{i=1}^n G_i G_i^T\right)\right)^{-1}\right) (A^T A+\alpha I)^{-1}\right]
\]

\[
=\sigma_0^2 \sum_{i=1}^n \frac{\land_i}{(\land_i+\alpha)^2}
\]  

(5)

The standard Tikhonov is a biased estimation and the deviation formula is:

\[
\text{(bias}(\bar{e}_0)\text{)}^2=\alpha^2 (A^T A+\alpha I)^{-1} \bar{e} \bar{e}^T (A^T A+\alpha I)^{-1}
\]  

(6)

The trace can be obtained by decomposing the eigenvalues in the above formula:

\[
\text{tr}\left[(\text{bias}(\bar{e}_0))^2\right]=\sum_{i=1}^n G_i \frac{\alpha^2}{(\land_i+\alpha)^2} G_i^T \bar{e}
\]  

(7)

It can be seen from formula (5) that the standard Tikhonov obtains a stable parameter solution after reducing the parameter variance by modifying the eigenvalue of the square matrix \( A^T A \). Because the unit matrix is used, after the regularization parameters are determined, each eigenvalue is modified to the same extent[8]. According to formula (7), standard Tikhonov regularization introduces deviation when reducing variance estimation[9]. The size of the introduced deviation is related to the selected regularization matrix. Different regularization matrices will correct the eigenvalues to varying degrees and the regularization method can be further modified.

Formula 5 shows that the influence caused by the serious ill condition of the equation is fully reflected in the amplification of the variance of parameter estimation by the eigenvalue with small value. According to \( \land_i=\lambda_i^2 \), the influence of the eigenvalues on variance can be transformed into the influence of singular values on standard deviation[10-11].

\[
\text{sta}=\left\{\left(\frac{1}{\lambda_1},\frac{1}{\lambda_2},\ldots,\frac{1}{\lambda_n}\right),\ldots,\left(\frac{1}{\lambda_1},\frac{1}{\lambda_2},\ldots,\frac{1}{\lambda_n}\right)\right\}
\]  

(8)

According to the above formula, the smaller the singular value, the greater the impact on the standard deviation, according to the characteristics of several orders of magnitude difference between large singular values and small singular values of ill posed matrix, when the sum of standard deviation components of small singular values accounts for more than 95% of the standard deviation, the boundaries of these singular values are determined and regularized to reduce their impact on the
standard deviation[12]. The judgment conditions for singular value boundaries are expressed as follows:

$$\sum_{i=k}^{m} \sigma_i > 95% \sum_{i=1}^{m} \sigma_i$$  \hspace{1cm} (9)

In the matrix $S$ composed of singular values, $\lambda_1 > \lambda_2 > \cdots > \lambda_k > \cdots > \lambda_m$, $\lambda_k$ is the boundary value of the small singular value, and the eigenvector corresponding to the small singular value is selected to construct the regularization matrix:

$$R=\sum_{i=k}^{m} G_i G_i^T$$  \hspace{1cm} (10)

The regularization of the newly constructed regularization matrix can be expressed as:

$$\arg \min_\varepsilon = \| A\hat{\varepsilon} - g \|^2 + \alpha \varepsilon R \varepsilon$$  \hspace{1cm} (11)

$$\hat{\varepsilon} = (A^T A + \alpha \sum_{i=k}^{m} G_i G_i^T)^{-1} A^T g$$  \hspace{1cm} (12)

By substituting the regularization matrix $R$ into formula (5), the trace of the variance matrix is:

$$D(\varepsilon) = \text{tr} \left[ \sigma_{\varepsilon}^2 \left( \left( (A^T A)^{-1} \right) \left( \sum_{i=1}^{n} G_i \lambda_i G_i^T + \alpha \sum_{i=1}^{n} G_i G_i^T \right) \right)^{-1} (A^T A + \alpha I)^{-1} \right]$$

$$= \sigma_{\varepsilon}^2 \left[ \sum_{i=1}^{k} \frac{1}{\lambda_i} + \sum_{i=k}^{m} \frac{\lambda_i}{(\lambda_i + \alpha)^2} \right]$$  \hspace{1cm} (13)

By substituting the newly constructed regularization matrix into equation (7), the deviation formula of regularization can be obtained as follows:

$$\text{tr} \left[ (\text{bias}(\varepsilon_{\theta}))^2 \right] = \sum_{i=k}^{m} e^T G_i \frac{\sigma_e^2}{(\lambda_i + \alpha)^2} G_i^T e$$  \hspace{1cm} (14)

Comparing formula (5) with formula (14), it can be seen that the deviation value corresponding to formula (14) is always less than that corresponding to formula (5). It is proved that the regularization method using the newly constructed regularization matrix can reduce the variance of parameter estimation and reduce the introduction of deviation compared with the standard Tikhonov regularization method, so as to improve the stability of the undetermined parameter solution.

4. Simulation Research on the New Reconstruction Algorithm

In order to verify the reconstruction effect and accuracy of the two algorithms, simulation needs to be carried out in different temperature field models verification:

Single peak symmetric temperature model:

$$T(x,y) = a + b \times \cos(k_1 \pi x) \times \cos(k_2 \pi y)$$  \hspace{1cm} (15)

Single peak bias temperature model:

$$T(x,y) = a + b \times \cos(k_1 \pi (x-x_1)) \times \cos(k_2 \pi (y-y_1))$$  \hspace{1cm} (16)

Bimodal temperature model:

$$T(x,y) = a_1 \left[ (x-x_1)^2 + \left( \frac{y-y_1}{c_1} \right)^2 \right]^{\frac{i}{2}} + a_2 \left[ (x-x_2)^2 + \left( \frac{y-y_2}{c_2} \right)^2 \right]^{\frac{i}{2}}$$  \hspace{1cm} (17)

Where $a$ and $b$ are constants, and $a_1$ represents the average temperature distribution of the temperature field; $b$ represents the temperature gradient of the temperature field; $k_1$ and $k_2$ are constants, indicating the peak value of the temperature field; $(x_1, y_1)$ represents the peak position of the single peak bias temperature field; $(x_1, c_1 y_1)$, $(x_2, c_2 y_2)$ respectively represent the positions of the two peaks; $a_1$ and $b_1$ represent the temperature gradient of the temperature field.
In order to analyze the reconstruction accuracy of MTR and MCTR algorithms, simulation verification is carried out in three temperature field models respectively. To evaluate the quality of the reconstructions, the root-mean-squared percent error of the reconstructed field is used, which is defined as follows.

\[
E_{\text{rms}} = \sqrt{\frac{1}{N} \sum_{j=1}^{N} (T(j) - \hat{T}(j))^2} \times 100\%
\]

(18)

Where \(T(j)\) represents the model temperature of the first network, \(\hat{T}(j)\) represents the reconstruction temperature of the second grid, and \(T_{\text{ave}}\) represents the average temperature of the model temperature field, set the mesh division to 8*8 and the noise standard to 5E-4.

### Table 1. Error analysis of reconstruction results

| Model                  | Reconstruction algorithm | Meshing | Noise standard | \(E_{\text{rms}}\) (%) |
|------------------------|--------------------------|---------|----------------|------------------------|
| Single peak symmetrical| MTR                      | 8*8     | 5E-4           | 2.87                   |
| Single peak offset     | MCTR                     | 8*8     | 5E-4           | 6.63                   |
| Double peak            |                          |         |                | 3.29                   |

From the above simulation studies, the simulation results of MTR and MCTR are made respectively. The simulation results of MTR and MCTR under the same grid division and the same noise standard under the conditions of Single peak symmetry, Single peak offset and Double peak are given. The results show that the new algorithm is more suitable for the reconstruction of complex temperature field, and the new algorithm can also reconstruct complex field well.
5. Conclusion
According to the simulation results of root mean square error of three temperature field models in the above table, MCTR effectively improves the accuracy of temperature field reconstruction. Compared with MTR algorithm, MCTR algorithm has further improved the reconstruction accuracy under different models and different noise levels, which shows that this algorithm has better anti noise ability, and proves the reconstruction advantages of the new algorithm compared with MTR algorithm.

In order to realize the large-scale commercial application of acoustic temperature measurement technology in furnace flame temperature measurement of thermal power station, there are still many problems to be studied. The accurate measurement of acoustic flight time is directly related to the reconstruction accuracy of temperature field. At present, the acoustic line bending effect based on variational principle will be considered in the measurement of acoustic flight time. However, in the actual measurement process, the improvement is not significant when the temperature gradient is small. How to accurately measure and reasonably correct the acoustic flight time in order to improve the applicability of different temperature field reconstruction is also the key research content.
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