SOME PERSPECTIVES
ON (NON)LOCAL PHASE TRANSITIONS AND MINIMAL SURFACES

SERENA DIPIERRO AND ENRICO VALDINOCI

Abstract. We present here some classical and modern results about phase transitions and minimal surfaces, which are quite intertwined topics.

We start from scratch, revisiting the theory of phase transitions as put forth by Lev Landau. Then, we relate the short-range phase transitions to the classical minimal surfaces, whose basic regularity theory is presented, also in connection with a celebrated conjecture by Ennio De Giorgi.

With this, we explore the recently developed subject of long-range phase transitions and relate its genuinely nonlocal regime to the analysis of fractional minimal surfaces.
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1. Introduction

In this paper we deal with phase coexistence models, in connection with the geometric problems of minimal interfaces. We will analyze the classical case, in which the limit interface is regulated by surface tension, as well as the long-range case, which, at least in some circumstances, can be related to a variational problem of fractional perimeter type. To fully understand the rather sophisticated theory for these problems and its concrete impact on applied sciences, and also to develop a sufficient intuition of the elaborated questions arising in this context, we will also review the basic physical notions related with phase transition models.
A classical description of a system exhibiting two phases is given by the energy functional
\begin{equation}
\int_{\Omega} \left( \frac{\| \nabla u(x) \|^2}{2} + W(u(x)) \right) \, dx,
\end{equation}
where \( W \) is a “double-well potential”, whose minima correspond to the two phases under consideration.

Roughly speaking, a double-well potential is a (sufficiently smooth) function with two absolute minima. For convenience, one can renormalize \( W \) to be nonnegative and its minima to be located at \(-1\) and \(+1\). For stronger geometric results, it is also customary to assume that these minima are nondegenerate (though some geometric investigation on degenerate cases are also possible, see [DFV18b]). In this way, we will suppose that
\begin{equation}
W \in C^2(\mathbb{R}), \quad W(x) > 0 \text{ for all } x \in \mathbb{R} \setminus \{-1, 1\},
\end{equation}
\begin{equation}
W(-1) = W(1) = 0 \quad \text{and} \quad W''(\pm 1) > 0.
\end{equation}

A typical example of double-well potential is given by the symmetric quartic polynomial
\begin{equation}
W(u) = (1 - u^2)^2/4.
\end{equation}

As discussed in quite detail in Sections 2.1 and 2.2, the functional in (1.1) is related to the so-called free energy of a material exhibiting the coexistence of two phases and the model is general enough to comprise both\footnote{The names of first- and second-order phase transitions are nowadays quite standard, though they may be a bit confusing, since they do not deal with the order of a partial differential equations, nor with the degree of a polynomial. Also, usually, what is “second-order” is potentially more complicated than what is “first-order”, but for phase transitions the opposite feature occurs: first-order phase transitions are potentially more complicated than second-order ones, since they show the additional phenomenon of “latent heat”. Since second-order phase transitions are technically simpler, we discuss them in Section 2.1, namely before, not after, the first-order phase transitions, which are presented in Section 2.2.} “first-order phase transitions” at the critical temperature (in which the production or absorption of a “latent heat” occurs during the phase transition without changing the temperature of the medium) and “second-order phase transitions” at a temperature less than or equal to the critical one (in this case, the phase change occurs without “latent heat”).

We will also consider a natural nonlocal counterpart of (1.1), given by
\begin{equation}
\frac{1}{4} \iint_{Q(\Omega)} \frac{(u(x) - u(y))^2}{|x - y|^{n+\alpha}} \, dx \, dy + \int_{\Omega} W(u(x)) \, dx,
\end{equation}
with
\begin{equation}
Q(\Omega) := (\Omega \times \Omega) \cup (\Omega^c \times \Omega) \cup (\Omega \times \Omega^c),
\end{equation}
being \( \Omega^c := \mathbb{R}^n \setminus \Omega \) (a more precise intuition of the set \( Q(\Omega) \) as the set collecting all the possible interactions that affect the states in the container \( \Omega \) will be discussed in Section 2.3).

In (1.4), the exponent \( \alpha \) lies in the range \((0, 2)\), but, as we will see more precisely in Section 7, the value \( \alpha = 1 \) provides a structural threshold: specifically, we will see that at a large scale the model tends to reduce to the classical interface problem when \( \alpha \in [1, 2) \), while when \( \alpha \in (0, 1) \) the nonlocal features persist at every scale and the asymptotic behavior is related to minimal surfaces of nonlocal type.

To describe these nonlocal minimal surfaces, as introduced by [CRS10], given \( \alpha \in (0, 1) \) and two (measurable) disjoints subsets \( E \) and \( F \) of \( \mathbb{R}^n \), one considers the \( \alpha \)-interaction between \( E \) and \( F \), defined by
\begin{equation}
I_\alpha(E, F) := \iint_{E \times F} \frac{dx \, dy}{|x - y|^{n+\alpha}}.
\end{equation}
This is the cornerstone to construct the \( \alpha \)-perimeter functional, as in [CRS10]. Namely, one sets
\[
\text{Per}_\alpha(E) := \mathcal{I}_\alpha(E, E^c).
\]

More generally, given a bounded reference domain \( \Omega \) with Lipschitz boundary, one defines the \( \alpha \)-perimeter of \( E \) in \( \Omega \) as the collection of all the interactions between the set \( E \) and its complement in which at least one side of the interaction lies in \( \Omega \), that is
\[
\text{Per}_\alpha(E, \Omega) := \mathcal{I}_\alpha(E \cap \Omega, E^c \cap \Omega) + \mathcal{I}_\alpha(E \cap \Omega^c, E^c \cap \Omega) + \mathcal{I}_\alpha(E \cap \Omega, E^c \cap \Omega^c).
\]

With this basic mathematical setting in mind, we can now dive into a detailed analysis of the models above, in connection with classical and contemporary results aiming at understanding qualitative and symmetry properties for phase transitions. To this end, we will start by recalling in Section 2 the classical theory of phase transitions introduced by Lev Landau: the exposition aims to be detailed and accessible, and basically no prerequisite is assumed (up to some basic thermodynamics combined with common sense physical intuition).

Then, Section 3 showcases one of the most typical mathematical formulations for phase coexistence problems, namely the Allen-Cahn equation, which is analyzed in Section 4 in the light of \( \Gamma \)-convergence. This constitutes a strong link between phase transitions and minimal surfaces, i.e. hypersurfaces locally minimizing a perimeter functional. The regularity of these surfaces will be recalled in Section 5 thus motivating a classical conjecture by Ennio De Giorgi in relation with the one-dimensional symmetry of global and monotone phase transitions.

Sections 6, 7 and 8 provide the long-range counterpart of the previous investigations from Sections 3, 4 and 5. Namely, Section 6 clarifies the role of long-range interactions in the theory of phase transitions and presents the nonlocal Allen-Cahn equation, while Section 7 presents a recently established \( \Gamma \)-convergence theory for the long-range setting, and then Section 8 deals with nonlocal minimal surfaces and with the long-range version of the above mentioned conjecture by De Giorgi.

The paper ends with some technical estimates collected in Appendices A and B.

2. Landau Theory of Phase Transitions

The description of coexisting phases in a given material is a very complex topic, combining different perspectives from statistical physics, thermodynamics, material sciences and mathematical analysis. Also, the setting may vary according to the specific case under consideration, given the different underlying physical structures involved: for instance, while in our everyday life we are mostly exposed to the changes of state related to melting, freezing, vaporization and condensation, other important phase transitions, such as the one from a conducting to a superconducting state, are the outcome of brand new properties of the solid state, such as electron coupling.

Though it is virtually impossible to provide here an exhaustive account of phase transition theories, we can recall some general facts which can be helpful to develop an intuition of the problem under consideration.

A common treat in the study of phase transitions is to describe a given system in terms of relevant physical quantities, such as temperature \( T \), pressure \( P \), volume \( V \), entropy \( S \), magnetic moment \( M \), etc. The energy of a system is thus an outline of its “ability to perform some tasks”. In this performance, however, the system typically “wastes” some energy in the form of heat. The “useful” energy, that is the energy that is available to do work, thus consists in the difference between the full internal energy of the system minus the energy that is “unavailable
to perform work” since it gets lost through heat. Being “free to do the work”, such energy is often called “free energy”, though the name is under an intense debate.

Hence, the minimizers (or, more generally, the stable critical points) of this energy correspond to observable states of our system. Concretely, the system may present significantly different features, or “phases”, such as being in a solid or fluid state, or having a magnetic momentum, or presenting superfluid or superconductor properties, and the appearance of these phases may be seen as an outcome of energy minimization.

The arising of different phases may be the outcome of a critical physical parameter involved in the free energy, such as temperature: in practice, a “disordered phase” typically corresponds to a high temperature, while an “exceptionally ordered phase” arises at low temperatures. This is the case, for instance, for magnetization, since magnetic materials have no permanent magnetic moment above their Curie Temperature (about 570 degree Celsius for the usual magnetite) but below this temperature the atoms tend to behave as tiny magnets which spontaneously align themselves, so that the magnetic materials show a permanent magnetization oriented in a certain direction, see e.g. [PLM06].

Specifically, when the temperature $T$ is above the Curie Temperature $T_c$, in the absence of external sources a magnetic system lies in a zero field state, which happens to be a minimal configuration for the free energy corresponding to its temperature. When the temperature is decreased below such critical temperature $T_c$, the system will go through a state in which the magnetization is still zero, but this corresponds only to a critical point, not a minimum of the free energy, making this equilibrium configuration totally unstable. For this reason, below the critical temperature $T_c$, small perturbations from the environment will inevitably induce the system to reorganize its microscopic structure to possibly preserve a zero average but creating regions with a nontrivial magnetic momentum. The formation of these magnetic domains will produce a supplementary interfacial energy, which, in some sense, favors domain segregation with a phase separation which is “as small as possible” (in a sense which will be clarified below in Section 2.3).

2Our presentation of free energy is certainly quite inaccurate. More precisely, there are typically two versions of this quantity, depending on the physical variables that describe the state of the system. On the one hand, when one models the system by using as main independent variables the temperature $T$ and the volume $V$, one obtains the Helmholtz free energy $F = F(V, T)$, whose infinitesimal increment is defined by

$$dF = -SdT - PdV.$$ 

On the other hand, if the system is described in terms of the independent variables pressure $P$ and temperature $T$, one obtains the Gibbs free energy $G = G(P, T)$, whose infinitesimal increment is given by

$$dG = -SdT + VdP.$$ 

So, some care is needed when dealing with free energy, and the precise dependence on the relevant physical values cannot be, in general, omitted. Nonetheless, in our discussion here, we are considering the free energy in dependence of temperature only, therefore the two approaches, namely the one based on the Helmholtz free energy and that based on the Gibbs free energy, are essentially equivalent. In particular, from the infinitesimal increments, we see that when pressure and volumes are kept constant and only temperature varies, then

$$S = -\frac{\partial F}{\partial T} = -\frac{\partial G}{\partial T},$$

that is, one reconstructs the entropy from the variation in temperature of the free energies (essentially, in an equivalent way with respect to the choice of free energy).

We should also stress that the interpretation of free energy as the part of internal energy which is keen to perform work is also rather simplistic. Indeed, looking at the increments defining the free energies, one sees that they comprise the available energy to do mechanical work (related to change of pressure and volumes) but also a term which is entropy-dependent and temperature-related of the form $-SdT$, which is not directly related to mechanical work. The term free is likely to be related to the fact that the increments of the free energies do not present terms of the form $TdS$, which, in reversible processes, would correspond to heat increments $dQ$, via the Second Law of Thermodynamics (that is, very roughly speaking, the contributions of heat are removed from the free energy).

3The Curie Temperature is named after Pierre Curie, who in 1895 related some magnetic properties to change in temperature.
It is also interesting to remark that such a phase separation also produces a symmetry breaking: the free energy is symmetric (since it weighs equally, say, the magnetizations oriented towards the North pole and the ones oriented towards the South pole), nonetheless the magnetization configuration reached by the system during the cooling is somewhat accidental, as a result of small environmental perturbations, making the final state reached by the system not necessarily symmetric.

2.1. The second-order theory of phase transitions. To account for the phenomena of phase transition and phase coexistence, one can consider an “order parameter” $\eta$ which describes, in some sense, how every point of the system is “organized” with respect to a given notion of phase. The name of this parameter is possibly inspired by its statistical mechanics interpretation, relating different phases to the degree of “order”, or “disorder”, of a system. In specific situations, the order parameter can be either a scalar or a vector: for instance, in a liquid-gas phase transition the order parameter corresponds to the difference of the densities between the two phases, which is a scalar, while in superfluidity and superconductivity it is a complex-valued wave function (or, equivalently, a two-dimensional vector), and for ferromagnetic momenta it is in general a three-dimensional vector. Phase transitions also occur in cosmology, since as the universe expanded and cooled, a number of symmetry-breaking phase transitions occurred, and the description of these phenomena often relies on an order parameter which is a tensor. Here we only consider the case in which the order parameter $\eta$ is a scalar function.

As in the above discussion about the Curie Temperature, the phase transition theory introduced in [Lan37] considers a critical situation in which phase separation occurs. Assume that the free energy presents the Taylor expansion

$$ (2.1) \quad a_0 + a_1 \eta + a_2 \eta^2 + a_3 \eta^3 + a_4 \eta^4 + \ldots, $$

where the coefficients $a_0$, $a_1$, $a_2$, $a_3$, $a_4$, $\ldots$, depend on relevant physical quantities. Here, for the sake of concreteness, we suppose that they depend on the temperature $T$ of the system. We also focus on the case in which the free energy is symmetric with respect to the order parameter (say, assuming that the deviations from the neutral case equally affect the energy, as in the magnetic case outlined above). In this situation, the odd coefficients of the expansion in (2.1) must vanish, thus reducing the free energy to

$$ (2.2) \quad a_0 + a_2 \eta^2 + a_4 \eta^4, $$

where we have also neglected the higher order terms. The coefficient $a_0$ is irrelevant to determine the critical points of this energy, but the coefficients $a_2$ and $a_4$ play an essential role. So, we can think that $a_0$ is just a constant, while $a_2 = a_2(T)$ and $a_4 = a_4(T)$ depend on the temperature $T$. In particular, the sign of these coefficients is determinant in the formation of new phases. Indeed, if we expect the state parameter $\eta$ to be confined in a bounded region (which is typically the case, since we do not expect that a physical parameter tends to diverge), it is convenient to assume that $a_4(T)$ is positive for all $T$ (in this way, the free energy (2.2) is bounded from below and possesses minima for all $T$). To model the spontaneous formations of new phases below the critical temperature, one may suppose that

$$ (2.3) \quad a_2(T) > 0 \text{ for all } T > T_c \text{ and } a_2(T) < 0 \text{ for all } T < T_c. $$

Also, we assume that $a_2$ varies continuously with respect to $T$, hence

$$ (2.4) \quad a_2(T_c) = 0. $$
In this way, one readily checks that the critical points of (2.2) are

\[
\begin{cases}
\{0\} & \text{if } T \geq T_c, \\
\{-\sqrt{-\frac{a_2(T)}{2a_4(T)}}, 0, \sqrt{-\frac{a_2(T)}{2a_4(T)}}\} & \text{if } T < T_c.
\end{cases}
\]

Furthermore,

- the critical point 0 is a nondegenerate minimum when $T > T_c$,
- a degenerate minimum when $T = T_c$,
- and a local maximum when $T < T_c$,

while $\pm \sqrt{-\frac{a_2(T)}{2a_4(T)}}$ are nondegenerate minima when $T < T_c$.

Figure 1. Free energy corresponding to the parameters in (2.7) for $T \in \{4, 3, 2, 1, 0, -1\}$.

As an example, just to favor intuitive thinking, and without aiming at a realistic physical description of a specific material, one can consider the case

\[
(2.7) \quad T_c := 2, \quad a_0 := \frac{1}{4}, \quad a_2(T) := \frac{T - 2}{2} \quad \text{and} \quad a_4(T) := \frac{1}{4}.
\]

Different plots of the free energy in (2.2) for this case related to various choices of the temperature $T$ are given in Figure 1, where the bifurcation diagram corresponding to the critical
points is apparent. Specifically, the minimizers of the free energy in the model case (2.7) are

\[
\begin{cases}
\{0\} & \text{if } T \geq 2, \\
\{-\sqrt{2-T}, \sqrt{2-T}\} & \text{if } T < 2,
\end{cases}
\]

see Figure 2.

\[\text{Figure 2. Bifurcation diagram of the minimizers corresponding to the parameters in (2.7) for } T \in [0, 4].\]

Notice also that the parameters above produce the double-well potential in (1.3) when \(T := 1\).

The bifurcation diagram depicted in Figure 1 represents a situation in which the order parameter exhibited by the system changes continuously with respect to the temperature: namely, in light of (2.5), if the free energy depends continuously on the temperature \(T\), then the new minima when \(T < T_c\) can be seen as a continuous modification of the null state: for instance, in the setting of (2.7), these minima are given by \(\pm \sqrt{2-T}\) for \(T < 2\). Interestingly, the dependence of these minima on the temperature \(T\) is not in general smooth, due to the presence of the square root.

In jargon, the situations in which the observed order parameter depends continuously on the temperature are called “second-order phase transitions”. The name possibly comes from this feature: if we evaluate the free energy in (2.2) at the minima in (2.5) we obtain

\[
E(T) := \begin{cases} 
\frac{a_0}{2a_4(T)} + \frac{a_4(T)a_2(T)}{4a_4^2(T)} & \text{if } T \geq T_c, \\
\frac{a_0}{4a_4(T)} & \text{if } T < T_c.
\end{cases}
\]

The function \(E\) is sometimes called “the free energy as a function of temperature”.

Moreover,

\[
E'(T) = \begin{cases} 
0 & \text{if } T > T_c, \\
-\frac{a_2(T)a_4(T)}{2a_4(T)} + \frac{a_4(T)a_4'(T)}{4a_4^2(T)} & \text{if } T < T_c,
\end{cases}
\]

Obviously, deducing “global” properties of an energy functional, as in (2.5) and (2.6), from its Taylor expansion in the vicinity of the origin, as in (2.1), is, to say the least, conceptually inadequate. Nevertheless, the local expansion in (2.1) here was mainly utilized to reduce the calculation to a four-degree polynomial, thus simplifying the notation and making the structure of the energy functional more transparent. Once one understands this simplified scenario for phase transitions, one also has a clue of the bifurcation occurring for the critical points of the energy in dependence of a variable parameter, thus recovering the situation in Figure 1 and related ones, possibly in a more general, and more rigorous, way.
whence, recalling (2.4),
\[ \lim_{T \nearrow T_c} E'(T) = 0 = \lim_{T \searrow T_c} E'(T). \]

Accordingly, the first derivative with respect to temperature
of the “free energy as a function of temperature”
vansishes continuously at the critical temperature.

Furthermore,
\[ E''(T) = \begin{cases} 
0 & \text{if } T > T_c, \\
-\frac{(a_2'(T))^2}{2a_4(T)} - \frac{a_2(T) a_4''(T)}{2a_4(T)} + \frac{a_2(T) a_4'(T) a_4'(T)}{2a_4(T)} & \text{if } T < T_c,
\end{cases} \]
leading to
\[ \lim_{T \nearrow T_c} E''(T) = -\frac{(a_2'(T))^2}{2a_4(T)} \quad \text{while} \quad \lim_{T \searrow T_c} E''(T) = 0. \]

In particular, if \( T_c \) is a nondegenerate zero of \( a_2 \) (as it happens for instance in the model case (2.7)), we find that
\[ \lim_{T \nearrow T_c} E''(T) < 0 = \lim_{T \searrow T_c} E''(T). \]

In this situation, the second derivative with respect to temperature
of the “free energy as a function of temperature”
presents a discontinuity at the critical temperature.

The phenomena in (2.9) and (2.10) are likely to be the justification of the name of “second-order phase transitions” to describe these situations: see Figure 3 for a sketch of the functions \( E \) and \( E' \) in the model case (2.7).

![Figure 3](image)

**Figure 3.** The free energy as a function of temperature, and its derivative, corresponding to the parameters in (2.7) for \( T \in [0, 4] \).

From a physical point of view, the discontinuities of \( E' \) at the critical temperature are related to the “latent heat” (roughly speaking, the energy released or absorbed by the system in a phase

\[ dQ = T dS = -T dE', \]

without aiming at being thorough, a heuristic explanation of the link between the “latent heat” and the possible discontinuities of \( E' \) can be obtained as follows. Consider a system undergoing a phase change at temperature \( T_c \), keeping the other physical parameters constant. Owing to the discussion in footnote 2, we know that the derivative with respect to temperature of the free energy corresponds, up to a sign change, to entropy, hence we write \( S = -E' \) and we use the Second Law of Thermodynamics \( dS = \frac{dQ}{T} \) by supposing that a reversible process occurs in the phase change due to the cooling of the system from temperature \( T_c + \varepsilon \) to \( T_c - \varepsilon \), being \( \varepsilon > 0 \) small. In this way, we formally have that
change without changing its temperature), hence (2.9) corresponds to the absence of latent heat in these types of phase transitions.

2.2. The first-order theory of phase transitions. In many physical situations, however, the change of the state of a substance at its critical temperature is related to a latent heat which is supplied to or extracted from the medium without changing its temperature. These types of phase transitions correspond to a discontinuity of the first derivative of $E$ and are called in jargon “first-order phase transitions”. In these situations, the observed order parameters also jump discontinuously at the transition temperature.

It is instructive to remark that a simple modification of the above theory can also describe these phenomena. For this, we retake the free energy expansion in (2.1), neglecting higher order terms, and we aim at modeling a situation in which $\eta = 0$ is the observed value of the state parameter above a critical temperature $T_c$, but below $T_c$ a new stable phase arises. More precisely, we describe a model in which $\eta = 0$ is a nondegenerate local minimum, hence a stable phase, for the free energy for all values of the temperature $T$ (and the only minimizer when $T > T_c$), but a new stable phase arises when $T \leq T_c$, with the new phase becoming a global minimizer when $T < T_c$. Here we are not assuming that the free energy is symmetric in $\eta$. From (2.1), the condition that $\eta = 0$ is a critical point gives that $a_1$ must necessarily vanish for all $T$, therefore we can rewrite the free energy in this case as

$$a_2(T)\eta^2 + a_3(T)\eta^3 + a_4(T)\eta^4,$$

where, for simplicity, we have dropped the term $a_0$ since it does not modify the critical points of the system.

Accordingly, the condition that $\eta = 0$ is a nondegenerate local minimum of the free energy yields that

$$a_2(T) > 0.$$ (2.12)

The condition that the energy is bounded from below (thus producing minimizers) also gives that

$$a_4(T) > 0.$$ (2.13)

The phase transition can be thus modeled on the specific properties of $a_3(T)$. Namely, the assumption that $\eta = 0$ is the only minimizer for $T > T_c$ says that

$$a_2(T) + a_3(T)\eta + a_4(T)\eta^2 > 0$$ for all $\eta \in \mathbb{R}$ and $T > T_c$. (2.14)

Also, we assume that at $T = T_c$ a new minimizer, say at $\eta = \eta_0 > 0$, occurs, whence

$$a_2(T_c)\eta_0^2 + a_3(T_c)\eta_0^3 + a_4(T_c)\eta_0^4 = 0.$$ (2.15)

though we need to interpret this equation with a pinch of salt, since $dE' = E'' dT$ may be not classically defined at $T_c$ (due to the possible discontinuities of $E'$ at the critical temperature). Therefore, it is convenient to integrate the above expression separately for $T \in (T_c - \varepsilon, T_c)$ and $T \in (T_c, T_c + \varepsilon)$. In this way, we find that, when $\varepsilon \searrow 0$,

$$Q(T_c - \varepsilon) - Q(T_c) = \int_{T_c - \varepsilon}^{T_c} dQ = - \int_{T_c - \varepsilon}^{T_c} T dE' = - \int_{T_c - \varepsilon}^{T_c} (T_c + o(1)) dE' = -(T_c + o(1))(E'(T_c) - E'(T_c - \varepsilon)),$$

and similarly

$$Q(T_c + \varepsilon) - Q(T_c) = -(T_c + o(1))(E'(T_c + \varepsilon) - E'(T_c)).$$

By summing up the latter two equations, one obtains that

$$Q(T_c + \varepsilon) - Q(T_c - \varepsilon) = -(T_c + o(1))(E'(T_c + \varepsilon) - E'(T_c - \varepsilon)).$$

Thus, assuming that the left- and right-limits as $\varepsilon \searrow 0$ exist,

$$Q(T_c^+) - Q(T_c^-) = -T_c(E'(T_c^+) - E'(T_c^-)).$$

This shows that a discontinuity of the derivative of the free energy at the critical temperature corresponds to a “latent heat” proportional to minus such a discontinuity times the critical temperature.
The existence of a global minimum different from $\eta = 0$ below the critical temperature translates into

$$
\min_{\eta \in \mathbb{R}} a_2(T) \eta^2 + a_3(T) \eta^3 + a_4(T) \eta^4 < 0 \quad \text{for all } T < T_c.
$$

An example of coefficients satisfying (2.12), (2.13), (2.14), (2.15) and (2.16) is, for instance,

$$
T_c := 2, \quad a_2(T) := 1,
$$

where $a_3(T)$ is a smooth and increasing function such that $a_3(T) < 2$ for all $T \in \mathbb{R}$

with $a_3(T) = T - 4$ for all $T \leq 5$,

$$
a_4(T) := 1 \quad \text{and} \quad \eta_* := 1.
$$

As a matter of fact, when $T = T_c$ the free energy according to the parameters in (2.17)

is $\eta^2(\eta - 1)^2$, which coincides, up to translations and scaling, to the double-well potential in (1.3).

![Figure 4](image.png)

**Figure 4.** Free energy corresponding to the parameters in (2.17) for $T \in \{3, 2.05, 2, 1.95, 1.9\}$.

The free energy in (2.11) corresponding to the model case (2.17) for different values of the temperature $T$ is sketched in Figure 4. This situation has to be compared with that of second-order phase transitions in Figure 1.

We stress that the nonzero critical points of the free energy in (2.11) correspond to solutions $\eta = \eta(T)$ of

$$
2a_2(T) + 3a_3(T) \eta + 4a_4(T) \eta^2 = 0
$$

and therefore when $T < T_c$ the minimum takes the form

$$
\eta(T) := \frac{-3a_3(T) + \sqrt{9a_3^2(T) - 32a_2(T) a_4(T)}}{8a_4(T)}.
$$

For instance, in the model case (2.17) the global minima of the free energy are described by

$$
\begin{cases}
\{0\} & \text{if } T > 2, \\
\{0, 1\} & \text{if } T = 2, \\
\left\{ \frac{12 - 3T + \sqrt{9T^2 - 72T + 112}}{8} \right\} & \text{if } T < 2,
\end{cases}
$$

see Figure 5.

These minima should be compared with the situation in (2.8) (as well as Figure 5 should be compared with the case of second-order phase transitions in Figure 2): in particular, we stress that (2.19) shows a discontinuous jump at the critical temperature for the minima of the free energy, which corresponds to the abrupt formation of a new stable phase and which constitutes a typical phenomenon for the so-called “first-order phase transitions”.

\[\text{SERENA DIPIERRO AND ENRICO VALDINOCI}\]
As in Section 2.1, the name “first-order phase transition” possibly arises from the regularity properties of the free energy in (2.11) evaluated at its global minima. Namely, in this case the “free energy as a function of temperature” takes the form

\[ E(T) := \begin{cases} 
0 & \text{if } T \geq T_c, \\
 a_2(T) \eta^2(T) + a_3(T) \eta^3(T) + a_4(T) \eta^4(T) & \text{if } T < T_c.
\end{cases} \]

As a result, by (2.18),

\[ \lim_{T \uparrow T_c} E'(T) = a'_2(T_c) \eta^2(T_c) + a'_3(T_c) \eta^3(T_c) + a'_4(T_c) \eta^4(T_c) \]

\[ = a'_2(T_c) \eta^2(T_c) + a'_3(T_c) \eta^3(T_c) + a'_4(T_c) \eta^4(T_c). \]

It is interesting to observe that this quantity is always nonnegative (and strictly positive in “nondegenerate” cases): indeed, if

\[ \phi(T) := a_2(T) \eta^2(T_c) + a_3(T) \eta^3(T_c) + a_4(T) \eta^4(T_c), \]

it follows from (2.14) and (2.15) that \( \phi(T_c) = 0 \leq \phi(T) \) for all \( T > T_c \), whence

\[ 0 \leq \phi'(T_c) = a'_2(T_c) \eta^2(T_c) + a'_3(T_c) \eta^3(T_c) + a'_4(T_c) \eta^4(T_c). \]

From this and (2.21) we obtain that

\[ \lim_{T \uparrow T_c} E'(T) \geq 0 = \lim_{T \downarrow T_c} E'(T), \]

with strict inequality occurring whenever \( \phi'(T_c) \neq 0 \).

The strict inequality in (2.22) corresponds to the typical situations in the so-called first-order phase transitions, in which the derivative of the free energy with respect to temperature is discontinuous at the critical temperature, which in turn corresponds to a physical situation in which a “latent heat” is emitted or absorbed by the system when the phase change occurs (recall footnote 5).
As an example, one can consider the model situation in (2.17). In this case (2.20) reduces to
\[
\mathcal{E}(T) = \begin{cases} 
0 & \text{if } T \geq 2, \\
\frac{1}{8} \left(12 - 3T + \sqrt{9T^2 - 72T + 112}\right)^2 + (T - 4) \left(12 - 3T + \sqrt{9T^2 - 72T + 112}\right)^3 & \text{if } T < 2.
\end{cases}
\]
where (2.19) was used.
Accordingly, in this case,
\[
\lim_{T \to 2^+} \mathcal{E}'(T) = 1 > 0 = \lim_{T \to 2^-} \mathcal{E}'(T),
\]
showing the occurrence of the discontinuity at the critical temperature of the first derivative of
the free energy with respect to temperature.

For the sake of completeness, we also give an example in which, in the framework of (2.11),
(2.12), (2.13), (2.14), (2.15) and (2.16), a degenerate situation occurs, in which the equality
sign holds true in (2.22). This has some physical relevance because it entails that the dis-
tinction between first- and second-order phase transitions has to be taken into account with
some caution: in particular, the next example shows that there are degenerate cases of phase
transitions whose free energy is modeled on (2.11), (2.12), (2.13), (2.14), (2.15) and (2.16) but
whose first derivative of the free energy with respect to temperature happens to be continuous
(hence, not producing any “latent heat”, these phase transitions should be effectively considered
second-order).

This degenerate example goes as follows. We consider
\[
T_c := 2, \quad a_2(T) := 1, \\
a_3 a smooth and increasing function such that \( a_3(T) < 2 \) for all \( T \in \mathbb{R} \)
\]
with \( a_3(T) = (T - 2)^3 - 2 \) for all \( T \leq 3, \)
\( a_4(T) := 1 \) and \( \eta_\star := 1. \)
(2.23)
This choice has to be compared with that in (2.17). We stress that in this case (2.12) and (2.13)
are obviously satisfied. Moreover, if
\[
g(T) := T^3 - 6T^2 + 12T - 12,
\]
we have that \( g'(T) = 3(T - 2)^2 \geq 0 \) and therefore, when \( T \in (2, 3], \)
\[
\frac{(T - 2)^3 - 2}{(T - 2)^3} - \frac{4}{(T - 2)^3} = T^3 - 6T^2 + 12T - 12 = g(T) < g(3) = -3 < 0.
\]
For this reason, we have that the discriminant of the polynomial
\[
x \mapsto P_T(x) := a_2(T) + a_3(T) x + a_4(T) x^2
\]
is equal to \( a_3^2(T) - 4a_2(T)a_4(T) = ((T - 2)^3 - 2)^2 - 4 < 0 \) whenever \( T \in (2, 3]. \) Accordingly,
since \( P_T(0) = a_2(T) = 1 > 0, \) we have that \( P_T(x) > 0 \) for every \( T \in (2, 3] \) and \( x \in \mathbb{R}. \)
As a consequence, if \( T \in (2, 3] \) and \( \eta \in \mathbb{R} \),
\[
a_2(T) + a_3(T)\eta + a_4(T)\eta^2 = P_T(\eta) > 0.
\]
Moreover, if \( T > 3 \) then \( a_3(T) \in (-1, 2) \) and thus \( a_3^2 - 4 < 0 \). As a result, if \( T > 3 \) and \( \eta \in \mathbb{R} \),
\[
a_2(T) + a_3(T)\eta + a_4(T)\eta^2 = 1 + a_3(T)\eta + \eta^2 > 0.
\]
These considerations yield that (2.14) is also satisfied.

Additionally, here
\[
a_2(T_c)\eta^2_n + a_3(T_c)\eta^3_n + a_4(T_c)\eta^4_n = 1 - 2 + 1 = 0,
\]
which is (2.15), and, if \( T < 2 \),
\[
\min_{\eta \in \mathbb{R}} a_2(T)\eta^2 + a_3(T)\eta^3 + a_4(T)\eta^4 \leq a_2(T) + a_3(T) + a_4(T)
\leq 1 + (T - 2)^3 - 2 + 1 = (T - 2)^3 < 0,
\]
which is (2.16), thus confirming that (2.23) fulfills the desired setting.

Figure 6. Bifurcation diagram of the minimizers corresponding to the parameters in (2.23) for \( T \in [0, 4] \).

In this case, by (2.18), we have that the global minima of the free energy are described by
\[
(2.24) \begin{cases}
\{0\} & \text{if } T > 2, \\
\{0, 1\} & \text{if } T = 2, \\
\left\{ \frac{1}{8} \left( \sqrt{9T^6 - 108T^5 + 540T^4 - 1476T^3 + 2376T^2 - 2160T + 868} \right) 
- 3T^3 + 18T^2 - 36T + 30 \right\} & \text{if } T < 2,
\end{cases}
\]
to be compared with (2.19).

The bifurcation diagram of the minima in (2.24) is sketched in Figure 6 and it has to be compared with Figure 5.

The change of minimal levels for the free energy in this case is depicted in Figure 7 to be compared with Figure 4.

The relevant feature here is that, owing to (2.21),
\[
\lim_{T \to T_c} \mathcal{E}'(T) = a_2'(T_c)\eta^2(T_c) + a_3'(T_c)\eta^3(T_c) + a_4'(T_c)\eta^4(T_c)
= 0 + 3(2 - 2)^3 + 0 = 0 = \lim_{T \searrow T_c} \mathcal{E}'(T),
\]
hence the derivative of the free energy as a function of temperature is continuous at the critical temperature, differently from what happened in case (2.17). Hence, some care is needed to
distinguish first- and second-order phase transitions and for this it may not be sufficient\(^6\) to only look at pictures (for instance, it is difficult to distinguish from Figures 4 and 7 that only

\(\text{But figures are certainly essential to consolidate visual thinking. For instance, inspired by Gibbs’ work, in 1874 Maxwell spent an entire winter to make a three-dimensional clay sculpture (also replicated in several plaster casts, one of which was sent by Maxwell to Gibbs as a gift) representing the energy of a fictitious substance with respect to volume and entropy, see Figure }\)\(^8\)\(\). In this sculpture, one can recognize the principal features of phase transitions and latent heat formation via simple geometrical operations, such as placing a flat sheet of glass to mimic the tangent plane of the surface, or placing the model in sunlight and tracing the curve when the rays graze the surface.

The specific setting of this sculpture is different from the one described here in Figures 1, 4 and 7, since Maxwell was only describing the internal energy of the system as a function of \(S\) and \(V\), not the free energy corresponding to different order parameters (roughly speaking, Figures 1, 4 and 7 represent a free energy, at a given temperature, pressure and volume, in dependence of the order parameter \(\eta\), and the minimization of this functional would produce the phase observed in the system, which in turn would produce the corresponding observed free energy).
the first corresponds to the creation of latent heat); thus, as usual, a detailed mathematical framework can come in handy.

Figure 9. Commemorative postage stamp and zoom on the microprinting of the collar of Gibbs’ portrait depicting his original mathematical equation for the change in internal energy (image from http://gigapan.com/gigapans/61023).

2.3. Interfacial energy of phase transitions. The description of phase models so far focused only on the favorable configurations of the free energy which support one phase over the other, but we have not discussed how two different coexisting phases are separated, that is what the geometry of the domains corresponding to each phase is.

For this, we start by observing that the coexistence of two phases occurs when they both attain the minimal value of the free energy: this is precisely the case of first-order phase transitions at the critical temperature and of second-order phase transitions at the critical temperature or below it, see the discussions in Sections 2.1 and 2.2, as well as Figures 1, 4 and 7.

In principle, when two minima of the free energy occur at the same level, the two phases are equally favorable from an energetic point of view, hence any configuration in which any point of the state lies in any of the two phases is “as good as any other”. This however is in

To appreciate the geometric arguments elucidated in Maxwell’s thermodynamic surface, we recall that the internal energy $U$ has the form

$$U = TS - PV,$$

therefore

$$\frac{\partial U}{\partial S} = T \quad \text{and} \quad \frac{\partial U}{\partial V} = -P.$$ A normal vector to the surface $U = U(S, V)$ is accordingly

$$\nu := \left(-\frac{\partial U}{\partial S}, -\frac{\partial U}{\partial V}, 1\right) = (-T, P, 1).$$

Consequently, if two points of the surface are touched by the same plane with normal $\nu$, then they necessarily present the same temperature $T$ and pressure $P$ (but they possibly present different values of entropy and internal energy). The physical system will then select the state with lower energy and the difference of entropy (multiplied by temperature) is related to latent heat (see footnote 5).

Geometric considerations of this type allowed Maxwell to draw on the model the curves of equal pressure and of equal temperature. In 2005, the United States Postal Service issued a 37 cents commemorative postage stamp honoring Gibbs. Next to Gibbs’ portrait, the stamp features a diagram illustrating a thermodynamic surface. Also, an almost invisible microprinting on the collar of Gibbs’ portrait depicts the equation $d\varepsilon = t \, d\eta - p \, dv$ (in Gibbs’ notation, $\varepsilon$ stands for internal energy, $t$ for temperature, $\eta$ for entropy, $p$ for pressure and $v$ for volume, hence this formula is equivalent to the one that we used to characterize the tangent vector to the thermodynamic surface). See Figure 9.

Here is another historical anecdote. In his scientific correspondence with other scientists, Maxwell developed a jokey kind of code language. For instance, $\Sigma \phi \rho \xi$ stood for spherical harmonics and $\Theta \Delta \iota \varsigma$ for thermodynamics. See [Mah04] for a detailed biography of James Clerk Maxwell.
contradiction with common experience, since in many phenomena the change of phase between different regions of the space occurs in very specific regions, see e.g. Figure 10.

In practice, the model of “pure phases” is possibly “too abrupt”, since small “fluctuations” produce values of the state parameter which are not precisely equal to either of the two phases. To model these fluctuations, one can consider the order parameter \( \eta \) as a function of the continuous spatial coordinates and assume that the fluctuations are the byproduct of the mutual interaction between regions of spaces corresponding to a different state parameter. Though a full understanding of these fluctuations is a very delicate problem in statistical physics, a crude, but perhaps efficient, model is to assume that the “effective” energy of the system comes from the free energy, plus an interaction term between different phases. The introduction of this interaction term dates back at least to Van der Waals, who considered molecular interactions as averaged over long ranges. One of the additional benefits of such an interaction term is, roughly speaking, to penalize the unnecessary changes of phase and somewhat favor, among all the configurations which minimize the free energy, the ones which present a “minimal interface” between regions with different phases.

The precise notion of minimal interface certainly depends on the additional interaction term that one takes into account, thus we describe now some specific choices of interest. Considering the spatial domain the whole of \( \mathbb{R}^n \), one can take into account an interaction energy of the form

\[
\int_{\mathbb{R}^n \times \mathbb{R}^n} (\eta(x) - \eta(y))^2 \mathcal{K}(x, y) \, dx \, dy.
\]

The quadratic power above is somewhat arbitrary\(^7\) but it provides the advantage of corresponding to a linear equation (and, of course, being symmetric if one exchanges the roles of \( x \) and \( y \)).

\(^7\)Ideally, one may want to determine a precise interaction kernel from general first principles. However, due to the complexity of natural phenomena, in many concrete situations, the precise determination of an interaction kernel may be based on phenomenological considerations, interpretation of experimental data, or even, more frequently than one may think at a first glance, on the opportunity of finding useful computational simplifications. As an example of “convenient choice” of an interaction kernel, we recall the fact that, in the development of his new theory of gases based on statistical physics [Max68], James Clerk Maxwell introduced an interaction kernel based on the inverse fifth power of the molecular distance. Actually, it seems that the model was possibly taking into account the general case of the \( \kappa \)th power of the distance: according to [Bis18], “it has been argued that Maxwell admitted that this choice of \( \kappa = 5 \) [came] less from the physical consequences of the choice than from the attractiveness of the possibility of explicit integration”.

---
and $y$ if $\mathcal{K}$ also presents this symmetry). If we assume the kernel $\mathcal{K}$ to be symmetric under translations and rotations, we have that

$$\mathcal{K}(x, y) = \mathcal{K}(x - y, y - y) = \mathcal{K}(x - y, 0) = \mathcal{K}(|x - y|e_1, 0) =: K(|x - y|).$$

If additionally the kernel is short-range, i.e. it vanishes whenever $|x - y| \geq g$, for some small $g > 0$, the quantity in (2.25) formally reduces to

$$\int_{\mathbb{R}^n} \left[ \int_{B_\rho(x)} (\eta(x) - \eta(y))^2 K(|x - y|) \, dy \right] \, dx$$

$$= \int_{\mathbb{R}^n} \left[ \int_{B_\rho(x)} \left( \nabla \eta(x) \cdot (x - y) + O(\sigma(x) |x - y|^2) \right)^2 K(|x - y|) \, dy \right] \, dx$$

$$= \int_{\mathbb{R}^n} \left[ \int_{B_\rho(x)} \left( \nabla \eta(x) \cdot z + O(\sigma(x) |z|^2) \right)^2 K(|z|) \, dz \right] \, dx$$

$$= \int_{\mathbb{R}^n} \left[ \int_{B_\rho} \left( \nabla \eta(x) \cdot z \right)^2 K(|z|) \, dz \right] \, dx + \int_{\mathbb{R}^n} \left[ \int_{B_\rho} O(\sigma^2(x) |z|^3) K(|z|) \, dz \right] \, dx$$

$$= \int_{\mathbb{R}^n} \left[ \int_{B_\rho} |\nabla \eta(x)|^2 z_1^2 K(|z|) \, dz \right] \, dx + \int_{\mathbb{R}^n} \left[ \int_{B_\rho} O(\sigma^2(x) |z|^3) K(|z|) \, dz \right] \, dx$$

$$= C \int_{\mathbb{R}^n} |\nabla \eta(x)|^2 \, dx + O(C\rho),$$

where

$$\sigma(x) := \|\eta\|_{C^2(B_\rho(x))}, \quad C := \int_{\mathbb{R}^n} z_1^2 K(|z|) \, dz,$$

and a suitable decay on the kernel and on $\sigma$ are assumed for integrability purposes.

Accordingly, for $\rho$ sufficiently small, the interaction term in (2.25), up to normalizing constants, can be approximated by

$$\int_{\mathbb{R}^n} |\nabla \eta(x)|^2 \, dx.$$ 

This and the discussions in Sections 2.1 and 2.2 give that, for short-range phase interactions, we can approximately describe the coexistence of two phases for first-order phase transitions at the critical temperature and of second-order phase transitions at the critical temperature or below it via the energy functional

$$\frac{1}{2} \int_\Omega |\nabla \eta(x)|^2 \, dx + \int_\Omega W(\eta(x)) \, dx,$$

where $W$ is a double-well potential, as described in (1.2) and $\Omega \subseteq \mathbb{R}^n$ (we consider here the case in which the order parameter $\eta$ is prescribed along $\partial \Omega$; alternatively one can consider the case in which the average of $\eta$, or of a function of $\eta$, in $\Omega$ is prescribed).

The functional in (2.28) is the prototypical example of classical phase coexistence energy studied e.g. in [MM77, Mod87, OS91]. The phase separation in this case is dictated by the usual “surface tension” aiming at making the interface a codimension 1 surface with the least possible $(n - 1)$-dimensional area: to see this, at least heuristically, one considers a rescaling
of (2.28) in which the gradient term is explicitly a penalization of the double-well potential responsible of the phase separation.

That is, for a small parameter $\varepsilon > 0$, one takes into account the energy functional

$$(2.29) \quad \frac{\varepsilon}{2} \int_{\Omega} |\nabla \eta(x)|^2 \, dx + \frac{1}{\varepsilon} \int_{\Omega} W(\eta(x)) \, dx.$$ 

By the Cauchy-Schwarz Inequality and the Coarea Formula, one can bound this quantity from below by

$$\int_{\Omega} |\nabla \eta(x)| \sqrt{2W(\eta(x))} \, dx = \int_{-1}^{1} \left[ \int_{\{\eta(x) = \tau\}} \sqrt{2W(\tau)} \, d\mathcal{H}^{n-1}_x \right] d\tau = \int_{-1}^{1} \sqrt{2W(\tau)} \, d(\Omega \cap \{\eta = \tau\}) \, d\tau,$$

where $\mathcal{H}^{n-1}$ denotes the $(n-1)$-dimensional Hausdorff measure. We recall that $-1$ and $1$ represent the pure phases of the system. Also, for small $\varepsilon$, we may think that the energy minimizers try to "optimize" the above lower bound and to sit in the zeros (or close to the zeros) of the double-well potential as much as possible. Therefore, for small $\varepsilon$, the minimal energy in (2.29) is expected to be related to

$$c\mathcal{H}^{n-1}(\Omega \cap (\partial E)) \quad \text{where} \quad c := \int_{-1}^{1} \sqrt{2W(\tau)} \, d\tau,$$

being $E$ a set in which the order parameter is "essentially" equal to $+1$ and the complement of $E$ a set in which the order parameter is "essentially" equal to $-1$. A precise formulation for this phenomenon will be given in Section 4. See also [Gur85] for an alternative approach to interfacial energy for phase transitions.

For long-range interactions, the gradient approximation in (2.27) is not available anymore and, in light of (2.25) and (2.26), it is more opportune to replace (2.28) with a nonlocal energy term of the form

$$(2.30) \quad \frac{1}{4} \int_{\mathcal{Q}(\Omega)} (\eta(x) - \eta(y))^2 K(|x - y|) \, dx \, dy + \int_{\Omega} W(\eta(x)) \, dx,$$

where

$$(2.31) \quad \mathcal{Q}(\Omega) := (\Omega \times \Omega) \cup (\Omega^c \times \Omega) \cup (\Omega \times \Omega^c),$$

being $\Omega^c := \mathbb{R}^n \setminus \Omega$.

The notation $\mathcal{Q}(\Omega)$ stands for a "cross-shaped set" ("Q" stands for cross, since "C" is used for constants and "K" for kernels!). The intuition behind this set is that we are prescribing here the order parameter $\eta$ outside the domain $\Omega$, which is the "global" counterpart of prescribing $\eta$ along $\partial \Omega$ in (2.28). Accordingly, the energy functional in (2.30) should account for all the configurations which involve the values of the state parameter in $\Omega$: whatever piece of energy containing only the values of the state parameter outside $\Omega$ is prescribed, whence does not influence energy minimization (interestingly, in this way, one considers the energy confined outside the domain as "constant", even if this constant can actually be infinite!). In this spirit, the cross-shaped set in (2.31) accounts for all the phase interactions in which at least one of the sites is located in $\Omega$.

Special cases of kernels $K$ are the ones which are positively homogeneous of some degree $d$, that is $K(|tz|) = t^dK(|z|)$ for all $z \in \mathbb{R}^n \setminus \{0\}$ and $t \in (0, +\infty)$. 

Note that the degree $d$ cannot be arbitrarily chosen in the reals, since to make sense of the interaction energy in (2.30) it is desirable to have it finite at least when $\eta \in C_0^\infty(\Omega, [0, 2])$ with $\eta(x) = 2 - |x - x_0|^2$ for all $x \in B_r(x_0)$, for some small $r \in (0, 1)$ such that $B_{2r}(x_0) \subseteq \Omega \subseteq B_{1/r}(x_0)$. Hence, if $x \in B_r(x_0)$, then $\eta(x) \geq 2 - r^2 > 1$. This yields that, for every $\theta \in (0, +\infty)$,  
\[
+\infty \geq \iint_{B_r(x_0) \times B_r(x_0)} (\eta(x) - \eta(y))^2 K(|x - y|) \, dx \, dy 
\]
\[
\geq \iint_{B_r(x_0) \times (\mathbb{R}^n \setminus B_{1/r}(x_0))} K(|x - y|) \, dx \, dy 
\]
\[
\geq \iiint_{B_r(x_0) \times (\mathbb{R}^n \setminus B_{2/r}(x_0))} K(|z|) \, dx \, dz 
\]
\[
= |B_r| \int_{\mathbb{R}^n \setminus B_{2/r}} K\left(\left|\frac{z}{\theta}\right| \theta e_1\right) \, dz 
\]
\[
= |B_r| \int_{\mathbb{R}^n \setminus B_{2/r}} \frac{|z|^d}{\theta^d} K\left(|\theta e_1|\right) \, dz 
\]
\[
= \frac{|B_r| K(\theta)}{\theta^d} \int_{\mathbb{R}^n \setminus B_{2/r}} |z|^d \, dz 
\]
and accordingly (2.32) 
\[
d < -n, 
\]
unless of course $K$ vanishes identically.

In a similar fashion, using the substitutions $z := x - y$ and $w := 2(x - x_0) - z$,  
\[
+\infty \geq \iint_{B_r(x_0) \times B_r(x_0)} (\eta(x) - \eta(y))^2 K(|x - y|) \, dx \, dy 
\]
\[
= \iint_{B_r(x_0) \times B_r(x_0)} (|x - x_0|^2 - |y - x_0|^2)^2 K(|x - y|) \, dx \, dy 
\]
\[
= \iint_{B_r(x_0) \times B_r(x_0)} ((x + y - 2x_0) \cdot (x - y))^2 K(|x - y|) \, dx \, dy 
\]
\[
\geq \iint_{B_{r/2}(x_0) \times B_{r/2}} ((2(x - x_0) - z) \cdot z)^2 K(|z|) \, dx \, dz 
\]
\[
\geq \frac{1}{2^n} \int_{B_{r/8}} \left[ \int_{B_{r/8} \cap \{ \frac{w}{|w|} \geq \frac{1}{2} \}} (w \cdot z)^2 K(|z|) \, dw \right] \, dz 
\]
\[
\geq \frac{1}{2^{n+2}} \int_{B_{r/8}} \left[ \int_{B_{r/8} \cap \{ \frac{w}{|w|} \geq \frac{1}{2} \}} |z|^2 K\left(\left|\frac{z}{\theta}\right| \theta e_1\right) \, dw \right] \, dz 
\]
\[
= \left| B_{r/8} \cap \left\{ w_1 \geq \frac{1}{2} \right\} \right|_{2^{n+2}} \int_{B_{r/8}} \frac{|z|^{2+d}}{\theta^d} K\left(|\theta e_1|\right) \, dz 
\]
\[ B_{r/8} \cap \left\{ w_1 \geq \frac{1}{2} \right\} \] \[
abla^2 u(x) = W'(u(x))
\]
for \( x \in \Omega \). The model case in which the potential takes the form in (1.3) reduces to
\[ -\Delta u = u - u^3, \]
which is known as the Allen-Cahn equation. This equation indeed produces the stationary states of an evolution equation presented in [AC72] with the specific goal of describing the phase separation in multi-component alloy systems. Moreover, solutions of the Allen-Cahn equation are also stationary states of the so-called Cahn-Hilliard equation
\[ \partial_t u = \Delta (u^3 - u - \Delta u), \]
which was introduced in [CH58] to represent the process of spontaneous phase separation in a binary fluid.

Figure 11. Evolution of random initial data under the Cahn-Hilliard equation (image from Wikipedia, by Yonatan Oren, public domain).

The success of equation (3.3) in describing spontaneous phase separation with a tendency of similar phases to cluster together is indeed quite perceptible, see Figure 11.

The above equations can also be modified to account for a heterogeneous material. For instance, the potential in (3.1) can be modulated by a spatially dependent function $Q = Q(x)$, ranging in $[Q, \overline{Q}]$, for some $Q \geq \overline{Q} > 0$. In this setting, equation (3.1) can be generalized to

\[ \Delta u(x) = Q(x) W'(u(x)) \]

and further generalization are also possible (e.g. by considering more general spatially dependent double-well potentials or spatially dependent elliptic operators, say in divergence form to have a consistent link with the arguments related to energy functionals in Section 2).

An interesting feature of the Allen-Cahn equation, as well as of the equations closely related to it, is to be strongly cross-disciplinary. And this not only because its deep relation with phase coexistence models makes it a standard tool of investigation for physicists, chemists, biologists and engineers too, but also because it presents an immediate link with the theory of dynamical systems, in which the space dimension $n$ is taken to be 1, and the role space is replaced by time. To clarify this point, one can consider equation (3.1) when $n = 1$ and replace the name of the variable $x$ by $t$ (to physically represent time), thus obtaining

\[ \ddot{u}(t) = W'(u(t)). \]

For instance, when, for all $u \in [-1, 1]$, one has $W(u) := 1 - \cos(\pi u)$, equation (3.5) reduces to $\ddot{u}(t) = \pi \sin(\pi u(t))$, which is the equation of the simple pendulum. A similar procedure applied to (3.4) produces the equation $\ddot{u}(t) = \pi Q(t) \sin(\pi u(t))$, which is the equation of a pendulum in a variable in time gravitational field.

This type of relations inspired a series of works in which methodologies typical of dynamical systems (such as the so-called Aubry-Mather theory [Mat82], also related to classical works on geodesics [Mor24]) are employed to study phenomena strictly related to elliptic partial differential equations and the Allen-Cahn equation, see e.g. [Mos86], [Ban89], [AJM00], [dlLV07], [Bes08], [JGV09], [RS11] and the references therein.

For example, the theory of dynamical systems often focuses on the determination of orbits with given “rotation numbers”: for instance, especially in periodic settings, it is common to
seek trajectories of ordinary differential equations exhibiting a linear growth, up to bounded oscillations, that is such that

\[ |u(t) - \rho t| \leq K \quad \text{for all } t \in \mathbb{R}, \]

for some \( \rho \in \mathbb{R} \) and \( K \geq 0 \).

From a geometric viewpoint, one can restate (3.6) by saying that the graph of \( u \), that is \( G_u := \{ (t, u(t)), t \in \mathbb{R} \} \), is trapped in a slab perpendicular to \( \omega := \left( \frac{-\rho}{\sqrt{1+\rho^2}} \right) \) and of width \( 2M \), with \( M := \frac{K}{\sqrt{1+\rho^2}} \), namely

\[ G_u \subseteq \{ x \in \mathbb{R}^2 \text{ s.t. } |x \cdot \omega| \leq M \}. \]

With respect to this matter, a natural counterpart for phase transitions would be to construct examples in which the interface

\[ I_{u, \vartheta} := \{ x \in \mathbb{R}^n \text{ s.t. } |u(x)| < \vartheta \} \]

is trapped in a slab (or equivalently, trapped within two hyperplanes). This is indeed the content of the following result (which is a particular case of Theorem 8.1 in [Val04]):

**Theorem 3.1.** Let \( n \geq 2 \), \( \vartheta \in (0,1) \) and assume that \( Q(x+m) = Q(x) \) for all \( m \in \mathbb{Z}^n \).

Then, there exists a constant \( M > 0 \), depending only on \( \vartheta \), \( n \), \( Q \) and \( W \), such that, given any direction \( \omega \in \partial B_1 \), we can construct a solution \( u \) of (3.4) such that

\[ I_{u, \vartheta} \subseteq \{ x \in \mathbb{R}^2 \text{ s.t. } |x \cdot \omega| \leq M \}. \]

The reader can appreciate the similarity between (3.7) and (3.8). For completeness, we also mention that the solution constructed in Theorem 3.1 enjoys several extra features, such as it is a local minimizer of the associated energy functional, it is periodic when \( \omega \) is rationally dependent, its interface fulfills a suitable non-self-intersecting property, etc.

4. **The limit interface and the theory of \( \Gamma \)-convergence**

4.1. **Singular perturbations and \( \Gamma \)-convergence theory.** We now come back to the perturbation problem induced by the energy functional in (2.29). Compared with (3.1), this setting produces a “rescaled version” of the Allen-Cahn equation of the form

\[ \varepsilon^2 \Delta u(x) = W'(u(x)). \]

This can be seen as a “singular perturbation” problem, since the main term in the equation would disappear when \( \varepsilon = 0 \) and therefore a delicate analysis is required to capture the essential features of the problem for small values of the parameter \( \varepsilon \).

As a matter of fact, this kind of singular perturbation analysis is one of the main fillip to the development of the notion of \( \Gamma \)-convergence, see [DG75]. To appreciate this theory, let us consider a functional of the form \( \mathcal{F}_\varepsilon \) and let us try to discuss a convenient meaning for a suitable convergence of \( \mathcal{F}_\varepsilon \) to some \( \mathcal{F} \) as \( \varepsilon \searrow 0 \). Notice that a pointwise convergence could be out of reach, because a singular perturbation problem may drastically change the structure of the limit functional as well as its natural domain of definition, therefore a “new” notion of convergence is called for. In particular, to make this notion practical and serviceable, it is desirable to keep the notion of local energy minimizers in the limit: namely,

\[ \text{if } u_\varepsilon \text{ is a local minimizer for } \mathcal{F}_\varepsilon \]

\[ \text{and } u_\varepsilon \rightarrow u \text{ in some topology } X \text{ as } \varepsilon \searrow 0, \]

this functional notion of convergence should entail

that \( u \) is a local minimizer for \( \mathcal{F} \).
To this extent, the limit functional $\mathcal{F}$ may be considered as an “effective energy” and the choice of the topology $X$ can be possibly made “loose enough” to ensure compactness of the minimizers beforehand (choosing a “too strong” topology $X$ produces the pitfall that minimizers may not converge).

It is also desirable that
\begin{equation}
(4.3)
\end{equation}
the limit functional $\mathcal{F}$ is lower semicontinuous in order to develop a solid existence theory for its minimizers.

With these remarks in mind, it is not too difficult to “guess” what an “appropriate” notion of functional convergence should be. To this end, we distinguish between the lower limit and the upper limit. For the lower limit we take inspiration from the classical Fatou’s Lemma (after all, it is sensible that a good functional convergence turns out to be compatible with the classical scenarios) in which one considers the very special case of $u_\varepsilon$ being a sequence of nonnegative measurable functions converging pointwise to $u$, takes $\mathcal{F}_\varepsilon(v) := \mathcal{F}(v) := \int_{\mathbb{R}^n} v(x) \, dx$ and writes that
\begin{equation}
\liminf_{\varepsilon \searrow 0} \mathcal{F}_\varepsilon(u_\varepsilon) = \liminf_{\varepsilon \searrow 0 \mathbb{R}^n} u_\varepsilon(x) \, dx \geq \int_{\mathbb{R}^n} u(x) \, dx = \mathcal{F}(u).
\end{equation}

Hence, a natural requirement for a general notion of functional convergence is that
\begin{equation}
(4.4)
\end{equation}
whenever $u_\varepsilon \to u$ in $X$, $\liminf_{\varepsilon \searrow 0} \mathcal{F}_\varepsilon(u_\varepsilon) \geq \mathcal{F}(u)$.

Let us now consider an upper limit condition in the light of (4.2). Namely, let us consider a minimizer $u_\varepsilon^*$ for $\mathcal{F}_\varepsilon$ (say, under suitable boundary or external conditions, or mass prescriptions, or so): then, it holds that, for every competitor $u_\varepsilon$ for $u_\varepsilon^*$,
\begin{equation}
(4.5)
\end{equation}
and the recipe in (4.2) would suggest to obtain the same structural inequality as $\varepsilon \searrow 0$. To wit, for every competitor $u$ for $u^*$, we aim at showing that
\begin{equation}
(4.6)
\end{equation}
For this, if $u_\varepsilon$ is any sequence converging to $u$ in $X$, we know from (4.4) and (4.5) that
\begin{equation}
\limsup_{\varepsilon \searrow 0} \mathcal{F}_\varepsilon(u_\varepsilon) \leq \liminf_{\varepsilon \searrow 0} \mathcal{F}_\varepsilon(u_\varepsilon) \geq \liminf_{\varepsilon \searrow 0} \mathcal{F}_\varepsilon(u_\varepsilon^*) \geq \mathcal{F}(u^*).
\end{equation}

Therefore, to obtain (4.6), it suffices to find one, possibly very special sequence $u_\varepsilon$ converging to $u$ in $X$ for which
\begin{equation}
(4.7)
\end{equation}
This special sequence making the job is sometimes called “recovery sequence”, the name coming from the observation that if $u$ is as in (4.7), by (4.4) one in fact has that $\mathcal{F}(u) = \lim_{\varepsilon \searrow 0} \mathcal{F}_\varepsilon(u_\varepsilon)$.

Thus, a natural upper limit condition to complement (4.4) consists in requiring that
\begin{equation}
(4.8)
\end{equation}
Conditions (4.4) and (4.8) are often accompanied by a compactness assumption under a bounded energy requirement, such that
\begin{equation}
(4.9)
\end{equation}
if $\sup_{\varepsilon \in (0,1)} \mathcal{F}_\varepsilon(u_\varepsilon) < +\infty$,
then there exists a subsequence $u_{\varepsilon'}$ converging in $X$ as $\varepsilon' \searrow 0$.

---

\textsuperscript{8}For simplicity, we will always implicitly assume that the topology of $X$ is induced by a metric space, so that compactness and sequential compactness are the same.
When conditions (4.4), (4.8) and (4.9) are met, then we say that $\mathcal{F}_\varepsilon \Gamma$-converges to $\mathcal{F}$.

We also observe that conditions (4.4) and (4.8) entail the lower semicontinuity property mentioned in (4.3), because if $w_k \to w$ in $X$ as $k \to +\infty$ we can take a subsequence $w_{k_j}$ such that
\[
\liminf_{k \to +\infty} \mathcal{F}(w_k) = \lim_{j \to +\infty} \mathcal{F}(w_{k_j}).
\]
Also, for any given $j$, we can find a recovery sequence $w_{j,m}$ that converges to $w_{k_j}$ in $X$ as $m \to +\infty$ and such that
\[
\lim_{m \to +\infty} \mathcal{F}_{\varepsilon_m}(w_{j,m}) = \mathcal{F}(w_{k_j}).
\]
Hence, given $\ell \in \mathbb{N}$, we pick $j_\ell \in \mathbb{N}$ such that if $j \geq j_\ell$ then $\|w_{k_j} - w\|_X \leq \frac{1}{\ell}$ and then we pick $m_\ell \in \mathbb{N}$ such that if $m \geq m_\ell$ then $\|w_{j,m} - w_{k_{j_\ell}}\|_X \leq \frac{1}{\ell}$ and
\[
\left| \mathcal{F}_{\varepsilon_m}(w_{j_\ell,m}) - \mathcal{F}(w_{k_{j_\ell}}) \right| \leq \frac{1}{\ell}.
\]
This construction gives that $\|w_{j_\ell,m} - w\|_X \leq \frac{2}{\ell}$ and consequently $w_{j_\ell,m} \to w$ in $X$ as $\ell \to +\infty$. As a result, by (4.4),
\[
\mathcal{F}(w) \leq \liminf_{\ell \to +\infty} \mathcal{F}_{\varepsilon_m}(w_{j_\ell,m}) \leq \liminf_{\ell \to +\infty} \left( \mathcal{F}(w_{k_{j_\ell}}) + \frac{1}{\ell} \right) = \liminf_{k \to +\infty} \mathcal{F}(w_k),
\]
which proves the lower semicontinuity property mentioned in (4.3).

See [Bra02] and the references therein for a thorough introduction to $\Gamma$-convergence and related topics.

One of the chief achievements of the $\Gamma$-convergence theory consists precisely in the correct limit assessment of the singular perturbation problem posed by the Allen-Cahn equation in (4.1). Namely, as established in [MM77], we have that:

**Theorem 4.1.** The functional
\[
\mathcal{F}_\varepsilon(u) := \int_\Omega \left( \varepsilon \frac{|
abla u(x)|^2}{2} + \frac{W(u(x))}{\varepsilon} \right) \, dx
\]
$\Gamma$-converges as $\varepsilon \searrow 0$ to
\[
\mathcal{F}(u) := \begin{cases} 
\varepsilon \text{ Per}(E, \Omega) & \text{if } u = \chi_E - \chi_{\mathbb{R}^n \setminus E} \text{ for some set } E \text{ of finite perimeter}, \\
+\infty & \text{otherwise},
\end{cases}
\]
where
\[
c := \int_{-1}^{1} \sqrt{2W(r)} \, dr.
\]

The notion of perimeter in (4.11) is the classical one induced by the functions of bounded variations, see e.g. [Giu84].

A deep variant of Theorem 4.1 deals with the case of solutions of (4.1) which are not necessarily local minimizers for the energy functional: this analysis is carried out in [HT00], in which it is shown that the phase interface converges to a suitably “generalized” minimal hypersurface (possibly counting the “multiplicity” of the layers produced by non-minimal solutions).
4.2. Density estimates and geometric convergence. Another extremely useful variant of Theorem 4.1 consists in a “geometric” convergence results for the level sets of the minimizers of (4.10), stating, roughly speaking, that if \( u_\varepsilon \) is a minimizer of (4.10), then its level sets approach locally uniformly the limit interface. To state this result, which was obtained in [CC95], we make the notation more precise by setting \( \mathcal{F}_\varepsilon(u, \Omega) := F(u) \) whenever we want to emphasize the dependence on the domain \( \Omega \) of the functional in (4.10), and we have that:

**Theorem 4.2.** Assume that \( u_\varepsilon \) is a local minimizer for the functional \( \mathcal{F}_\varepsilon \) in (4.10) in the ball \( B_{1+\varepsilon} \).

Then:

- There exists \( C > 0 \), depending only on \( n \) and \( \mathcal{W} \), such that

\[
(4.12) \quad \mathcal{F}_\varepsilon(u_\varepsilon, B_1) \leq C.
\]

- Up to a subsequence,

\[
(4.13) \quad u_\varepsilon \to \chi_E - \chi_{\mathbb{R}^n \setminus E} \text{ as } \varepsilon \searrow 0 \text{ in } L^1(B_1)
\]

and the set \( E \) has locally minimal perimeter in \( B_1 \).

- Given \( \vartheta_1, \vartheta_2 \in (-1,1) \), if \( u_\varepsilon(0) > \vartheta_1 \), then

\[
(4.14) \quad \left| \{ u_\varepsilon > \vartheta_2 \} \cap B_r \right| \geq cr^n,
\]

as long as \( r \in (0,1] \) and \( \varepsilon \in (0, c_* r] \), where \( c > 0 \) depends only on \( n \) and \( \mathcal{W} \) and \( c_* > 0 \) depends only on \( n, \mathcal{W} \), \( \vartheta_1 \) and \( \vartheta_2 \).

- Similarly, given \( \vartheta_1, \vartheta_2 \in (-1,1) \), if \( u_\varepsilon(0) < \vartheta_1 \), then

\[
(4.15) \quad \left| \{ u_\varepsilon < \vartheta_2 \} \cap B_r \right| \geq cr^n,
\]

as long as \( r \in (0,1] \) and \( \varepsilon \in (0, c_* r] \), where \( c > 0 \) depends only on \( n \) and \( \mathcal{W} \) and \( c_* > 0 \) depends only on \( n, \mathcal{W} \), \( \vartheta_1 \) and \( \vartheta_2 \).

- For every \( \vartheta \in (0, 1) \), the set \( \{ |u_\varepsilon| < \vartheta \} \) approaches \( \partial E \) locally uniformly as \( \varepsilon \searrow 0 \); more explicitly, given \( r_0 \in (0, 1) \) and \( \delta > 0 \) there exists \( \varepsilon_0 > 0 \) such that if \( \varepsilon \in (0, \varepsilon_0) \) then

\[
(4.16) \quad \{ |u_\varepsilon| < \vartheta \} \cap B_{r_0} \subseteq \bigcup_{p \in \partial E} B_{\delta}(p).
\]

A direct, but important, consequence of Theorem 4.2 is that the interface of a phase transition behaves “like a codimension one” set, at least in terms of density estimates: more specifically, given \( \vartheta \in (0, 1) \), if \( u_\varepsilon(0) \in (-\vartheta, \vartheta) \), then, when \( r \in (0, 1] \) and \( \varepsilon \in (0, c_* r] \),

\[
(4.17) \quad \left| \{ |u_\varepsilon| < \vartheta \} \cap B_r \right| \leq C \varepsilon r^{n-1}
\]

\[
(4.18) \quad \text{and } \min \left\{ \left| \{ u_\varepsilon > \vartheta \} \cap B_r \right|, \left| \{ u_\varepsilon < -\vartheta \} \cap B_r \right| \right\} \geq cr^n.
\]

To check (4.17) and (4.18), one can argue as follows. Taking \( \vartheta_1 := -\vartheta \) and \( \vartheta_2 := \vartheta \), one deduces from (4.14) that \( \left| \{ u_\varepsilon > \vartheta \} \cap B_r \right| \geq cr^n \). Similarly, taking \( \vartheta_1 := \vartheta \) and \( \vartheta_2 := -\vartheta \), one deduces from (4.15) that \( \left| \{ u_\varepsilon < -\vartheta \} \cap B_r \right| \geq cr^n \). These observations lead to (4.18).

Additionally, setting \( \varepsilon' := \varepsilon \) and \( v_\varepsilon(x) := u_\varepsilon(rx) \), we have that \( v_\varepsilon \) is a local minimizer of the functional \( \mathcal{F}_\varepsilon \) in the ball \( B_{1+\varepsilon} \supseteq B_{1+\varepsilon} \). As a consequence, by (4.12),

\[
(4.19) \quad C \geq \mathcal{F}_\varepsilon(v_\varepsilon, B_1) = \int_{B_1} \left( \frac{\varepsilon' r^2 |\nabla u_\varepsilon(rx)|^2}{2} + \frac{W(u_\varepsilon(rx))}{\varepsilon'} \right) dx
\]

\[
= \frac{1}{r^{n-1}} \int_{B_r} \left( \frac{\varepsilon |\nabla u_\varepsilon(y)|^2}{2} + \frac{W(u_\varepsilon(y))}{\varepsilon} \right) dy.
\]

In particular,

\[
C \geq \frac{1}{\varepsilon r^{n-1}} \int_{\{|u_\varepsilon| < \varepsilon\} \cap B_r} W(u_\varepsilon(y)) dy
\]
\[
\geq \frac{1}{\varepsilon r^{n-1}} \min_{[-\vartheta,\vartheta]} W \left( |u_\varepsilon| < \vartheta \right) \cap B_r,
\]
from which (4.17) readily follows, up to renaming \(C\).

\[\begin{array}{c}
\{ |u_\varepsilon| < \vartheta \}
\end{array}\]
\[\partial E\]

Figure 12. Uniform convergence of level sets.

See also Figure 12 for a sketch of the result stated in (4.16). It is actually instructive to see the proof of (4.16) as a consequence of (4.13) and (4.18). For this, one can argue by contradiction, assuming that (4.16) does not hold true, thus finding a sequence of \(\varepsilon \searrow 0\) for which there exists a sequence of points \(q_\varepsilon \in \{ |u_\varepsilon| < \vartheta \} \cap B_{r_0}\) with \(B_{\delta/2}(q_\varepsilon) \cap (\partial E) = \emptyset\). This gives that either \(B_{\delta/2}(q_\varepsilon) \subseteq E\) or \(B_{\delta/2}(q_\varepsilon) \subseteq \mathbb{R}^n \setminus E\). We assume the latter to be true, up to swapping \(E\) and \(\mathbb{R}^n \setminus E\).

Moreover, by centering (4.18) at \(q_\varepsilon\) we infer that
\[
\min \left\{ \left| \{ u_\varepsilon > \vartheta \} \cap B_r(q_\varepsilon) \right|, \left| \{ u_\varepsilon < -\vartheta \} \cap B_r(q_\varepsilon) \right| \right\} \geq cr^n,
\]
as long as \(r + r_0 < \frac{1+r_0}{2}\). In particular, we can take \(r := \min \left\{ \frac{1-r_0}{4}, \frac{\delta}{4} \right\}\) and deduce from (4.13) that
\[
0 = \lim_{\varepsilon \searrow 0} \int_{B_1} \left| u_\varepsilon(x) - \chi_E(x) + \chi_{\mathbb{R}^n \setminus E}(x) \right| dx
\]
\[
\geq \lim_{\varepsilon \searrow 0} \int_{\{ u_\varepsilon > \vartheta \} \cap B_r(q_\varepsilon) \cap \mathbb{R}^n \setminus E} \left| u_\varepsilon(x) - \chi_E(x) + \chi_{\mathbb{R}^n \setminus E}(x) \right| dx
\]
\[
= \lim_{\varepsilon \searrow 0} \int_{\{ u_\varepsilon > \vartheta \} \cap B_r(q_\varepsilon) \cap \mathbb{R}^n \setminus E} \left( u_\varepsilon(x) + 1 \right) dx
\]
\[
\geq \lim_{\varepsilon \searrow 0} \int_{\{ u_\varepsilon > \vartheta \} \cap B_r(q_\varepsilon)} (\vartheta + 1) dx
\]
\[
\geq c(\vartheta + 1)r^n.
\]
Since this is a contradiction, the proof of (4.16) is complete.
It is also worth pointing out that (4.17) and (4.18) are essentially optimal, since the inequalities presented there can be also reversed, up to changing constants. Indeed, the inequality in (4.18) can be of course reversed up to constants, since
\[
\min \left\{ |\{ u_\varepsilon > \vartheta \} \cap B_r|, \ |\{ u_\varepsilon < -\vartheta \} \cap B_r| \right\} \leq |B_r| = |B_1| r^n.
\]
As for reverting (4.17), we point out that, given \( \vartheta \in (0, 1) \), if \( u_\varepsilon(0) \in (-\vartheta, \vartheta) \), then, when \( r \in (0, 1) \) and \( \varepsilon \in (0, \varepsilon_o, r) \),
\[
\{ |u_\varepsilon| \leq \vartheta \} \cap B_r \geq c_o \varepsilon r^{n-1}
\]
for some \( c_o > 0 \) depending only on \( n, W \) and \( \vartheta \). To check this, we define
\[
\tilde{u}_\varepsilon(x) := \begin{cases} 
  u_\varepsilon(x) & \text{if } u_\varepsilon(x) \in (-\vartheta, \vartheta), \\
  \vartheta & \text{if } u_\varepsilon(x) \in [\vartheta, +\infty), \\
  -\vartheta & \text{if } u_\varepsilon(x) \in (-\infty, -\vartheta]
\end{cases}
\]
and we let \( \mu \) be the average of \( \tilde{u}_\varepsilon \) in \( B_r \). Thus, recalling (4.18), we see that if \( \mu \leq 0 \) then
\[
\int_{B_r} \left| \tilde{u}_\varepsilon(x) - \mu \right| dx \geq \int_{\{ \tilde{u}_\varepsilon \geq \vartheta \} \cap B_r} (\tilde{u}_\varepsilon(x) - \mu) dx \\
\geq \vartheta \left| \{ \tilde{u}_\varepsilon \geq \vartheta \} \cap B_r \right| = \vartheta \left| \{ u_\varepsilon \geq \vartheta \} \cap B_r \right| \geq c\vartheta r^n
\]
and similarly if \( \mu > 0 \) then
\[
\int_{B_r} \left| \tilde{u}_\varepsilon(x) - \mu \right| dx \geq \int_{\{ \tilde{u}_\varepsilon \leq -\vartheta \} \cap B_r} (\mu - \tilde{u}_\varepsilon(x)) dx \\
\geq \vartheta \left| \{ \tilde{u}_\varepsilon \leq -\vartheta \} \cap B_r \right| = \vartheta \left| \{ u_\varepsilon \leq -\vartheta \} \cap B_r \right| \geq c\vartheta r^n.
\]
Either way, by Poincaré Inequality,
\[
(4.21) \quad \int_{B_r} \left| \nabla \tilde{u}_\varepsilon(x) \right| dx \geq \frac{c_1}{r} \int_{B_r} \left| \tilde{u}_\varepsilon(x) - \mu \right| dx \geq c_2 r^{n-1},
\]
for suitable positive constants \( c_1 \) and \( c_2 \) depending only on \( n, W \) and \( \vartheta \).

Furthermore, using the Cauchy-Schwarz inequality and (4.19), for every \( \Lambda > 0 \),
\[
\int_{B_r} \left| \nabla \tilde{u}_\varepsilon(x) \right| dx = \int_{B_r} \left| \nabla u_\varepsilon(x) \chi_{\{|u_\varepsilon| \leq \vartheta\}}(x) \right| dx \\
\leq \frac{1}{2} \int_{B_r} \left( \left| \nabla u_\varepsilon(x) \right|^2 \Lambda + \Lambda \chi_{\{|u_\varepsilon| \leq \vartheta\}}(x) \right) dx \\
\leq \frac{Cr^{n-1}}{\varepsilon \Lambda} + \frac{\Lambda}{2} \left| \{ |u_\varepsilon| \leq \vartheta \} \cap B_r \right|.
\]
From this and (4.21) we arrive at
\[
c_2 r^{n-1} \leq \frac{Cr^{n-1}}{\varepsilon \Lambda} + \frac{\Lambda}{2} \left| \{ |u_\varepsilon| \leq \vartheta \} \cap B_r \right|.
\]
Therefore, choosing \( \Lambda := \frac{2C}{\varepsilon c_2} \),
\[
\frac{c_2 r^{n-1}}{2} \leq \frac{C}{\varepsilon c_2} \left| \{ |u_\varepsilon| \leq \vartheta \} \cap B_r \right|,
\]
from which (4.20) follows, as desired.
Another interesting consequence of the previous geometric constructions is a "clean ball condition": namely, looking at a ball centered at the interface, one can also find balls of comparable size in either side of the interface (hence the interface is not "spread out" here and there). The precise result in the spirit of Theorem 4.2 is that if \( \vartheta \in (0, 1) \), \( r \in (0, 1] \), \( \varepsilon \in (0, c, r] \) and \( |u_\varepsilon(0)| < \vartheta \) then there exist \( \kappa \in (0, 1) \), depending only on \( n, W \) and \( \vartheta \), and points \( q_\varepsilon \) and \( \overline{q}_\varepsilon \) such that

\[
(4.22) \quad B_{\kappa r}(q_\varepsilon) \subseteq \{u_\varepsilon < -\vartheta\} \cap B_r \quad \text{and} \quad B_{\kappa r}(\overline{q}_\varepsilon) \subseteq \{u_\varepsilon > \vartheta\} \cap B_r.
\]

See Figure 13 for a sketch of this phenomenon. To prove (4.22) one can argue as follows. Given \( \kappa \in (0, \frac{1}{100}) \), we have that

\[
(4.23) \quad \{u_\varepsilon < \vartheta\} \cap B_{r/20} \subseteq \bigcup_{p \in \{u_\varepsilon < \vartheta\} \cap B_{r/20}} B_{2\kappa r}(p).
\]

By the Vitali Covering Lemma, we can extract a family of disjoint balls \( \{B_{2\kappa r}(p_j)\}_{j \in \mathbb{N}} \) for some at most countable set of indexes \( \mathbb{N} \), such that

\[
(4.24) \quad \bigcup_{p \in \{u_\varepsilon < \vartheta\} \cap B_{r/20}} B_{2\kappa r}(p) \subseteq \bigcup_{j \in \mathbb{N}} B_{10\kappa r}(p_j).
\]

By (4.15), we know that

\[
\left|\{u_\varepsilon < \vartheta\} \cap B_{r/20}\right| \geq c r^n
\]

up to renaming \( c \), and consequently, by (4.23) and (4.24),

\[
c r^n \lesssim \left|\bigcup_{p \in \{u_\varepsilon < \vartheta\} \cap B_{r/20}} B_{2\kappa r}(p)\right| \leq \left|\bigcup_{j \in \mathbb{N}} B_{10\kappa r}(p_j)\right| \leq \sum_{j \in \mathbb{N}} |B_{10\kappa r}(p_j)| = \kappa^n r^n |B_{10}| \# \mathbb{N},
\]

yielding that

\[
(4.25) \quad \# \mathbb{N} \geq \frac{\tilde{c}}{\kappa^n},
\]

for some \( \tilde{c} > 0 \) depending only on \( n \).

---

\[\text{Footnote: The choice in (4.23) will lead to the proof of the first claim in (4.22). The proof of the second claim in (4.22) would focus instead on \{u_\varepsilon > -\vartheta\} in the analog of (4.23).}\]
Now, let $\tilde{N}$ denote the indexes $j \in N$ for which $B_{\kappa r}(p_j) \cap \{|u_\varepsilon| < \vartheta\} \neq \emptyset$. Accordingly, for each $j \in \tilde{N}$, let us pick a point $\zeta_j \in B_{\kappa r}(p_j) \cap \{|u_\varepsilon| \leq \vartheta\}$. We stress that if $x \in B_{\kappa r}(\zeta_j)$ then $|x - p_j| \leq |x - \zeta_j| + |\zeta_j - p_j| < 2\kappa r$ and therefore
\begin{equation}
B_{\kappa r}(\zeta_j) \subseteq B_{2\kappa r}(p_j).
\end{equation}
We also note that, utilizing (4.20),
\[ \left|\{|u_\varepsilon| < \vartheta\} \cap B_{\kappa r}(\zeta_j)\right| \geq c_o \varepsilon r^{n-1} n^{n-1}. \]
Using this, (4.26) and the fact that the balls $B_{2\kappa r}(p_j)$ are disjoint we find that
\[ c_o \varepsilon r^{n-1} n^{n-1} \#\tilde{N} \leq \sum_{j \in \tilde{N}} \left|\{|u_\varepsilon| < \vartheta\} \cap B_{\kappa r}(\zeta_j)\right| \]
\[ \leq \sum_{j \in \tilde{N}} \left|\{|u_\varepsilon| < \vartheta\} \cap B_{2\kappa r}(p_j)\right| \]
\[ = \left|\{|u_\varepsilon| < \vartheta\} \cap \left( \bigcup_{j \in \tilde{N}} B_{2\kappa r}(p_j) \right) \right| \]
\[ \leq \left|\{|u_\varepsilon| < \vartheta\} \cap \bar{B}_r\right|. \]
This and (4.17) give that
\[ c_o \varepsilon r^{n-1} n^{n-1} \#\tilde{N} \leq C \varepsilon r^{n-1} \]
and, as a consequence,
\[ \#\tilde{N} \leq \frac{C}{c_o \varepsilon r^{n-1}}. \]
Comparing this with (4.25) we conclude that, if $\kappa$ is conveniently small,
\[ \#(N \setminus \tilde{N}) \geq \frac{c}{2\kappa n} > 0. \]
In particular, we can pick $j_* \in N \setminus \tilde{N}$, yielding that
\[ B_{\kappa r}(p_{j_*}) \cap \{|u_\varepsilon| \leq \vartheta\} = \emptyset. \]
Since $u_\varepsilon(p_{j_*}) \in \{u_\varepsilon < \vartheta\}$ due to (4.23), we infer that $B_{\kappa r}(p_{j_*}) \subseteq \{u_\varepsilon \leq -\vartheta\}$. This establishes the first claim in (4.22) and the second can be proved similarly (recall footnote 9).

5. MINIMAL SURFACES AND ONE-DIMENSIONAL SYMMETRY

The results of Theorems 4.1 and 4.2 linking the Allen-Cahn equation to the theory of minimal surfaces (i.e., in our notation, of hypersurfaces which are boundary of sets and minimize the perimeter functional under compactly supported perturbations in a given domain) strongly suggest that the understanding of the locally minimal solutions of the Allen-Cahn equation and that of perimeter minimizers are deeply related. In general, solutions of semilinear equations, e.g. equations of the form $\Delta u = f(u)$ for some $f : \mathbb{R} \to \mathbb{R}$, possess the remarkable property that their Laplacian is constant along level sets, thus again suggesting a strong relation with geometric objects, such as hypersurfaces with constant mean curvature.

5.1. CLASSICAL MINIMAL SURFACES. To further appreciate the links between analytic and geometric results, we briefly review some classical aspects of the theory of minimal surfaces. First of all, the first and second variations of the perimeter functional can be explicitly computed in terms of the mean curvature $H$ and of the norm $c$ of the second fundamental form. More precisely (see e.g. [Giu84], pages 115–120 for details), one can consider a domain $\Omega \subset \mathbb{R}^n$, a set $E \subset \mathbb{R}^n$ and a function $\phi \in C_0^\infty(\Omega)$ such that $\partial E$ is a hypersurface of class $C^2$ in the support $S$ of $\phi$. Thus, we take the exterior normal vector $\nu$ to $E$ in $S$, consider the vector field $\phi \nu$ (extended to 0 outside $S$). We denote by $E_t$ the flow of the set $E$ along this vector field, see Figure 14.
Then (see [Giu84, equations (10.12) and (10.13)]) it follows that, as $t \to 0$,
\[
\text{Per}(E_t, \Omega) = \text{Per}(E, \Omega) + t \int_{\partial E} H(x) \phi(x) \, d\mathcal{H}^{n-1}_x \\
+ \frac{t^2}{2} \int_{\partial E} \left( |\nabla_T \phi(x)|^2 - (c^2(x) - H^2(x)) \phi^2(x) \right) \, d\mathcal{H}^{n-1}_x + o(t^2),
\]
where the “tangential gradient” is given by
\[
\nabla_T \phi = \nabla \phi - (\nabla \phi \cdot \nu) \nu.
\]
Therefore, by (5.1), a critical point for the perimeter functional is (regularity allowing) a hypersurface with vanishing mean curvature and a minimizer satisfies additionally that
\[
\int_{\partial E} \left( |\nabla_T \phi(x)|^2 - c^2(x) \phi^2(x) \right) \, d\mathcal{H}^{n-1}_x \geq 0
\]
for every test function $\phi \in C_0^\infty(\Omega)$.

Condition (5.3) found its own place in the mathematical literature, and it is indeed customary to say that a vanishing mean curvature hypersurface is “stable” if (5.3) holds true (in particular, local minimizers of the perimeter are stable).

One of the chief results in the classical theory of minimal surfaces is that
\[
\text{perimeter minimizers are smooth in dimension } n \leq 7.
\]
We stress that the dimensional assumption in (5.4) is optimal, since
\[
\text{singular minimal cones occur in dimension } n \geq 8,
\]
as constructed in [BDGG69], see also e.g. [Law72, Sim74, BM95] for additional examples.

The result in (5.4) is proved by reducing, after a blow-up procedure (see [Giu84, Theorem 9.3 and Corollary 9.5]) and a dimensional reduction (see [Giu84, Theorem 9.10]), to the case in which the minimal surface $E$ under consideration is a cone (namely, if $p \in E$ then $tp \in E$ for all $t > 0$) and its only possible singularity is at the origin. Thus, in this setting, the claim
in (5.4) is a consequence of a celebrated result in [Sim68], according to which a vanishing mean curvature cone in \( \mathbb{R}^n \) with \( n \leq 7 \)

\( (5.6) \)

which is stable, and smooth outside the origin, is necessarily a halfplane.

To prove (5.6) we will show that if \( n \leq 7 \) then \( c = 0 \): correspondingly, all the principal curvatures of the cone must vanish identically, and therefore the cone must necessarily be a halfplane.

More precisely, the proof of (5.6) relies on a beautiful inequality of geometric type valid for all cones \( E \) with zero mean curvature at regular points, stating that

\( (5.7) \)

\[
\frac{\Delta_T c^2}{2} \geq |\nabla_T c|^2 + \frac{2c^2}{|x|^2} - c^4,
\]

where \( \Delta_T \) is the Laplace-Beltrami operator, which can be defined, for instance, in the distributional sense via the tangential gradient, for smooth and compactly supported functions \( f \) and \( g \), by

\( (5.8) \)

\[
\int_{\partial E} \Delta_T f(x) \, g(x) \, d\mathcal{H}^{n-1}_x = - \int_{\partial E} \nabla_T f(x) \cdot \nabla_T g(x) \, d\mathcal{H}^{n-1}_x.
\]

See e.g. [DV21] for further details on the Laplace-Beltrami operator.

We postpone the proof of (5.7) and we use it now to obtain (5.6).

**Proof of the statement in (5.6).** We consider a test function \( \zeta \) and exploit the stability inequality in (5.3) with \( \varphi := c\zeta \), finding that

\( (5.9) \)

\[
0 \leq \int_{\partial E} \left( |\zeta(x)\nabla_T c(x) + c(x)\nabla_T \zeta(x)|^2 - c^4(x)\zeta^2(x) \right) \, d\mathcal{H}^{n-1}_x
\]

\[
= \int_{\partial E} \left( |\zeta(x)\nabla_T c(x)|^2 + |c(x)\nabla_T \zeta(x)|^2 + \frac{1}{2} \nabla_T c^2(x) \cdot \nabla_T \zeta^2(x) - c^4(x)\zeta^2(x) \right) \, d\mathcal{H}^{n-1}_x
\]

\[
= \int_{\partial E} \left( \zeta^2(x)|\nabla_T c(x)|^2 + c^2(x)|\nabla_T \zeta(x)|^2 - \frac{\Delta_T c^2(x)}{2} \zeta^2(x) - c^4(x)\zeta^2(x) \right) \, d\mathcal{H}^{n-1}_x.
\]

Combining this and (5.7), we infer that

\( (5.10) \)

\[
\int_{\partial E} \frac{2c^2(x)\zeta^2(x)}{|x|^2} \, d\mathcal{H}^{n-1}_x \leq \int_{\partial E} c^2(x) |\nabla_T \zeta(x)|^2 \, d\mathcal{H}^{n-1}_x.
\]

Now, given \( \alpha, \beta \in \mathbb{R} \), and \( \varepsilon \in (0, 1) \) to be taken as small as we wish\(^{10}\) in what follows, we consider \( \tau_\varepsilon \in C^\infty_0\left(B_{2/\varepsilon} \setminus B_\varepsilon, [0, 1]\right) \) with \( \tau_\varepsilon = 1 \) in \( B_{1/\varepsilon} \setminus B_{2\varepsilon} \) with

\( (5.10) \)

\[
|\nabla \tau_\varepsilon| \leq \frac{4}{\varepsilon} \chi_{B_{2\varepsilon} \setminus B_\varepsilon} + 4\varepsilon \chi_{B_{2/\varepsilon} \setminus B_{1/\varepsilon}}.
\]

Let also \( \zeta_\varepsilon := \tau_\varepsilon \varphi_\varepsilon \), with

\[
\varphi_\varepsilon(x) := \frac{|x|^\alpha}{2} \left( \sqrt{(|x|^\beta - 1)^2 + \varepsilon + |x|^\beta} + 1 \right).
\]

\(^{10}\)Roughly speaking, the idea now is to take as a test function in (5.9) something with two different behaviors near zero and at infinity, such as

\[
\begin{cases}
|x|^\alpha & \text{if } x \in B_1, \\
|x|^{\alpha+\beta} & \text{if } x \in \mathbb{R}^n \setminus B_1.
\end{cases}
\]

As a matter of fact, this choice would formally lead to (5.16). However, one needs an approximation and cutoff argument in order to make the above test function rigorously admissible, which is the reason for introducing the parameter \( \varepsilon \) here.
The idea is to use $\zeta_\varepsilon$ as a test function in (5.9) and pass to the limit as $\varepsilon \downarrow 0$. For this approximation method to work, we will need to choose appropriately the parameters $\alpha$ and $\beta$, which, in turn, will be possible only under the dimensional restriction in (5.6). For this, we note that

$$\lim_{\varepsilon \downarrow 0} \zeta_\varepsilon(x) = \lim_{\varepsilon \downarrow 0} \varphi_\varepsilon(x) = \frac{|x|^\alpha}{2} \left( |x|^\beta - 1 + |x|^\beta + 1 \right) = \begin{cases} |x|^{\alpha + \beta} & \text{if } x \in \mathbb{R}^n \setminus B_1, \\ |x|^\alpha & \text{if } x \in B_1. \end{cases}$$

Thus, Fatou’s Lemma entails that

$$\liminf_{\varepsilon \downarrow 0} \int_{\partial E} \frac{2c^2(x) \zeta_\varepsilon^2(x)}{|x|^2} \, d\mathcal{H}^{n-1}_x \geq \int_{(\partial E) \cap B_1} 2c^2(x) |x|^{2\alpha - 2} \, d\mathcal{H}^{n-1}_x + \int_{(\partial E) \setminus B_1} 2c^2(x) |x|^{2\alpha + 2\beta - 2} \, d\mathcal{H}^{n-1}_x.$$  

(5.11)

Furthermore, since $E$ is a cone, its curvatures are positively homogeneous of degree $-1$ and therefore, for all $x \in \mathbb{R}^n \setminus \{0\}$,

$$|c(x)| = \frac{|c\left(\frac{x}{|x|}\right)|}{|x|} \leq M = \max_{(\partial E) \cap (\partial B_1)} |c|.$$  

(5.12)

As a result,

$$\int_{(\partial E) \cap B_1} 2c^2(x) |x|^{2\alpha - 2} \, d\mathcal{H}^{n-1}_x + \int_{(\partial E) \setminus B_1} 2c^2(x) |x|^{2\alpha + 2\beta - 2} \, d\mathcal{H}^{n-1}_x \leq 2M^2 \left[ \int_{(\partial E) \cap B_1} |x|^{2\alpha - 4} \, d\mathcal{H}^{n-1}_x + \int_{(\partial E) \setminus B_1} |x|^{2\alpha + 2\beta - 4} \, d\mathcal{H}^{n-1}_x \right]$$

$$= 2M^2 \left[ \int_0^\infty \rho^{2\alpha - 4} \mathcal{H}^{n-2}(\partial E \cap B_\rho) \, d\rho + \int_1^{+\infty} \rho^{2\alpha + 2\beta - 4} \mathcal{H}^{n-2}(\partial E \cap (\partial B_\rho)) \, d\rho \right]$$

$$= 2M^2 \mathcal{H}^{n-2}(\partial E \cap (\partial B_1)) \left[ \int_0^1 \rho^{2\alpha + n - 6} d\rho + \int_1^{+\infty} \rho^{2\alpha + 2\beta + n - 6} d\rho \right]$$

$$< +\infty,$$

as long as

$$2\alpha + n - 5 > 0 \quad \text{and} \quad 2\alpha + 2\beta + n - 5 < 0.$$  

(5.13)

In particular, these conditions guarantee that the integrals in the right hand side of (5.11) are finite.

Additionally, we claim that

$$|\nabla \varphi_\varepsilon(x)| \leq C \max\{|x|^{\alpha + \beta - 1}, |x|^{\alpha - 1}\},$$  

(5.14)
for some $C > 0$ depending only on $\alpha$ and $\beta$, as long as $\epsilon > 0$ is small enough. Indeed, using the notation $r := |x|$, we have that

$$\nabla \varphi(x) = \frac{r^{\alpha-1}}{2} \left( \alpha + \beta \right) \left( (r^\beta - 1)^2 + \epsilon + r^\beta + 1 \right)$$

(5.15)

$$\quad - \beta \frac{\sqrt{(r^\beta - 1)^2 + \epsilon - r^\beta + 1 + \epsilon}}{\sqrt{(r^\beta - 1)^2 + \epsilon}}$$

and (5.14) plainly follows when $r \in [\frac{1}{2}, 2]$. Also, if $r \in (0, \frac{1}{2})$, we have that

$$\frac{(r^\beta - 1)^2 + \epsilon}{1 - r^\beta} = \sqrt{1 + \frac{\epsilon}{(1 - r^\beta)^2}} \in [1 - C\epsilon, 1 + C\epsilon].$$

Accordingly,

$$\sqrt{(r^\beta - 1)^2 + \epsilon + r^\beta + 1} \in \left[ (1 - C\epsilon)(1 - r^\beta) + r^\beta + 1, (1 + C\epsilon)(1 - r^\beta) + r^\beta + 1 \right] \subseteq [2 - C\epsilon, 2 + C\epsilon]$$

and

$$\frac{\sqrt{(r^\beta - 1)^2 + \epsilon - r^\beta + 1 + \epsilon}}{\sqrt{(r^\beta - 1)^2 + \epsilon}} - 1 = \frac{1 - r^\beta + \epsilon}{\sqrt{(r^\beta - 1)^2 + \epsilon}} \in \left[ \frac{(1 - C\epsilon)(1 - r^\beta) + (1 + C\epsilon)(1 - r^\beta)}{1 - r^\beta} \right] \subseteq [1 - C\epsilon, 1 + C\epsilon],$$

where, as customary, $C$ has been renamed line after line.

Hence, we deduce from (5.15) that

$$\nabla \varphi(x) \leq \frac{r^{\alpha-1}}{2} \left( |2(\alpha + \beta) - 2| + C\epsilon \right) \leq (|\alpha + \beta - 1| + C\epsilon) r^{\alpha-1},$$

which proves (5.14) in this case.

Finally, if $r > 2$,

$$\sqrt{(r^\beta - 1)^2 + \epsilon} \in [2 - C\epsilon, 2 + C\epsilon]$$

and

$$\frac{\sqrt{(r^\beta - 1)^2 + \epsilon - r^\beta + 1 + \epsilon}}{\sqrt{(r^\beta - 1)^2 + \epsilon}} = 1 - \frac{r^\beta - 1 - \epsilon}{\sqrt{(r^\beta - 1)^2 + \epsilon}} \in [-C\epsilon, C\epsilon],$$

yielding that

$$\nabla \varphi(x) \leq \frac{r^{\alpha-1}}{2} \left( |2(\alpha + \beta)r^\beta| + C\epsilon \right) \leq r^{\alpha + \beta - 1} \left( |\alpha + \beta| + C\epsilon \right).$$

Combining these pieces of information and (5.15), we obtain that (5.14) holds true in this case as well.

Now, exploiting (5.10), (5.12) and (5.14), and possibly renaming $C$ in dependence also on $E$, we see that

$$\left| \int_{\partial E} c^2(x) \left| \nabla T \zeta(x) \right|^2 d\mathcal{H}^{n-1}_x - \int_{\partial E} c^2(x) \left| \nabla T \varphi(x) \right|^2 d\mathcal{H}^{n-1}_x \right|$$

\[ C \left( \int_{\partial E \cap \{ B_2 \cup (\mathbb{R}^n \setminus B_{1/\varepsilon}) \}} c^2(x) |\nabla \varphi_\varepsilon(x)|^2 \, d\mathcal{H}^{n-1}_x + \int_{\partial E} c^2(x) |\nabla \tau_\varepsilon(x)|^2 \, d\mathcal{H}^{n-1}_x \right) \leq C \left( \int_{\partial E \cap \{ B_2 \cup (\mathbb{R}^n \setminus B_{1/\varepsilon}) \}} \max \{ |x|^{2\alpha + 2\beta - 4}, |x|^{2\alpha - 4} \} \, d\mathcal{H}^{n-1}_x \right. \\
+ \left. \int_{\partial E \setminus B_{2\varepsilon}} \varepsilon^{-2} |x|^{2\alpha - 2} \, d\mathcal{H}^{n-1}_x + \int_{\partial E \setminus B_{1/\varepsilon}} \varepsilon^2 |x|^{2\alpha + 2\beta - 2} \, d\mathcal{H}^{n-1}_x \right) \leq C \left( \varepsilon^{2\alpha + n - 5} + \varepsilon^{5 - 2\alpha - 2\beta - n} \right), \]

which is infinitesimal as long as condition (5.13) is fulfilled. This, together with (5.9) and (5.11), yields that

\[ \int_{\partial E \cap B_1} 2c^2(x) |x|^{2\alpha - 2} \, d\mathcal{H}^{n-1}_x + \int_{\partial E \setminus B_1} 2c^2(x) |x|^{2\alpha + 2\beta - 2} \, d\mathcal{H}^{n-1}_x \leq \liminf_{\varepsilon \downarrow 0} \int_{\partial E} \frac{2c^2(x) \zeta^2_\varepsilon(x)}{|x|^2} \, d\mathcal{H}^{n-1}_x \]
\[ \leq \liminf_{\varepsilon \downarrow 0} \int_{\partial E} c^2(x) |\nabla \zeta_\varepsilon(x)|^2 \, d\mathcal{H}^{n-1}_x \]
\[ = \liminf_{\varepsilon \downarrow 0} \int_{\partial E} c^2(x) |\nabla \varphi_\varepsilon(x)|^2 \, d\mathcal{H}^{n-1}_x \]
\[ \leq \liminf_{\varepsilon \downarrow 0} \int_{\partial E} c^2(x) |\nabla \varphi_\varepsilon(x)|^2 \, d\mathcal{H}^{n-1}_x. \]

Owing to (5.12), (5.13) and (5.14), we can also pass the limit inside the integral sign in the latter term, using the Dominated Convergence Theorem, and, recalling (5.15), we thus find that

\[ \int_{\partial E \cap B_1} 2c^2(x) |x|^{2\alpha - 2} \, d\mathcal{H}^{n-1}_x + \int_{\partial E \setminus B_1} 2c^2(x) |x|^{2\alpha + 2\beta - 2} \, d\mathcal{H}^{n-1}_x \leq \int_{\partial E} \frac{c^2(x)}{1 + |\nabla \varphi_\varepsilon(x)|^2} \, d\mathcal{H}^{n-1}_x \]
\[ = \int_{\partial E \cap B_1} \alpha^2 c^2(x) |x|^{2\alpha - 2} \, d\mathcal{H}^{n-1}_x + \int_{\partial E \setminus B_1} (\alpha + \beta)^2 c^2(x) |x|^{2\alpha + 2\beta - 2} \, d\mathcal{H}^{n-1}_x, \]

that is

\[ \int_{\partial E \cap B_1} \kappa_1 c^2(x) |x|^{2\alpha - 2} \, d\mathcal{H}^{n-1}_x + \int_{\partial E \cap B_1} \kappa_2 c^2(x) |x|^{2\alpha + 2\beta - 2} \, d\mathcal{H}^{n-1}_x \leq 0, \]

where \( \kappa_1 := 2 - \alpha^2 \) and \( \kappa_2 := 2 - (\alpha + \beta)^2 \).

Our goal is now to exploit the dimension assumption \( n \leq 7 \) in (5.6) in order to fulfill (5.13) and also make \( \kappa_1 \) and \( \kappa_2 \) strictly positive. We stress that this would complete the proof of (5.6), since we would deduce from (5.17) that \( c \) vanishes identically, giving that \( \partial E \) is a hyperplane.
Thus, it remains to check that it is possible to choose our free parameters $\alpha$ and $\beta$ such that

$$\zeta := \alpha + \beta < \frac{5 - n}{2} < \alpha, \quad |\zeta| < \sqrt{2} \quad \text{and} \quad |\alpha| < \sqrt{2}. \quad (5.18)$$

Notice that if $3 \leq n \leq 7$, then in particular $-\sqrt{2} < \frac{5 - n}{2} < \sqrt{2}$, and therefore it is possible to choose $\alpha$ and $\beta$ in such a way that the conditions in (5.18) are satisfied. Namely, if $3 \leq n \leq 7$ we can choose

$$\alpha := \frac{5 - n}{4} + \frac{\sqrt{2}}{2} \quad \text{and} \quad \beta := -\sqrt{2},$$

obtaining (5.6) in this case.

We remark that when $n = 2$ the statement in (5.6) is clearly satisfied, since to rule out the possibility that a minimal cone is nontrivial in the plane it is enough to take a straight line which has less perimeter. This completes the proof of (5.6). \hfill \Box

Now we provide a proof of (5.7).

**Proof of (5.7).** We start by rewriting (5.2) in coordinates as

$$\partial_{T,j} \phi = \partial_i \phi - (\nabla \phi \cdot \nu_j), \quad \text{for} \quad j \in \{1, \ldots, n\}. \quad (5.19)$$

We stress that $\partial_{T,j}$ plays the role of a “tangential derivative”, since $\tau_j := e_j - \nu_j \nu$ is a tangent vector to $\partial E$ (because $\tau_j \cdot \nu = e_j \cdot \nu - \nu_j = 0$) and $\nabla \phi \cdot \tau_j = \partial_{T,j} \phi$. Note also that $\nabla_T \phi$ plays the role of a tangent vector, since

$$\nu \cdot \nabla_T \phi = \sum_{i=1}^{n} \nu_i \partial_{T,i} \phi = \sum_{i=1}^{n} \nu_i \left( \partial_i \phi - (\nabla \phi \cdot \nu) \nu_i \right) = \sum_{i=1}^{n} \nu_i \partial_i \phi - (\nabla \phi \cdot \nu) = 0. \quad (5.20)$$

Furthermore, we extend $\nu$ to a neighborhood of $\partial E$, say by a normal extension according to which, for all $x \in \partial E$ and $t \in \mathbb{R}$ with $|t|$ close enough,

$$\nu(x + t\nu(x)) = \nu(x). \quad (5.21)$$

In this way, for each $i \in \{1, \ldots, n\}$,

$$0 = \left. \frac{d}{dt} \nu_i(x) \right|_{t=0} = \left. \frac{d}{dt} \nu_i(x + t\nu(x)) \right|_{t=0} = \sum_{j=1}^{n} \partial_j \nu_i(x) \nu_j(x). \quad (5.22)$$

Hence, since $c$ is the norm of the second fundamental form $\nabla_T \nu$, we have that

$$c^2 = \sum_{i,j=1}^{n} (\partial_{T,j} \nu_i)^2. \quad (5.23)$$

At this stage, it is also convenient to observe that the Laplace-Beltrami operator can be reconstructed from the tangential derivatives through the formula

$$\Delta_T f = \sum_{i=1}^{n} \partial_{T,i} \partial_{T,i} f. \quad (5.24)$$

Not to interrupt the flow of the argument, we defer the proof of (5.24) to Appendix A. Moreover, recalling (5.8),

$$\int_{\partial E} \left( \Delta_T f^2(x) - 2|\nabla_T f(x)|^2 - 2f(x)\Delta_T f(x) \right) g(x) \, d\mathcal{H}^{n-1}_x$$

$$= - \int_{\partial E} \nabla_T f^2(x) \cdot \nabla_T g(x) \, d\mathcal{H}^{n-1}_x - 2 \int_{\partial E} |\nabla_T f(x)|^2 \, g(x) \, d\mathcal{H}^{n-1}_x + 2 \int_{\partial E} \nabla_T f(x) \cdot \nabla_T (f(x)g(x)) \, d\mathcal{H}^{n-1}_x$$

$$= 0, \quad (5.25)$$
that is
\[ \frac{\Delta_T f^2}{2} = |\nabla_T f|^2 + f \Delta_T f. \]

From these observations, we arrive at
\[ \frac{\Delta_T c^2}{2} = \frac{1}{2} \sum_{i,j=1}^{n} \Delta_T (\partial_T \nu_i)^2 = \sum_{i,j=1}^{n} [ |\nabla_T \partial_T \nu_i|^2 + \partial_T \nu_i \Delta_T (\partial_T \nu_i)] \]
\[ = \sum_{i,j=1}^{n} (\partial_T \nu_i \partial_T \nu_j)^2 + \sum_{i,j=1}^{n} \partial_T \nu_i \Delta_T (\partial_T \nu_i). \]

We now recall two useful commutator identities for tangential derivatives, namely, for each \( i, j \in \{1, \ldots, n\} \),
\[ \partial_T \nu_j = \partial_T \nu_i \]
and
\[ \partial_T \nu_j \partial_T \phi - \partial_T \nu_i \partial_T \phi = \sum_{k=1}^{n} [ \nu_i \partial_T \nu_k - \nu_j \partial_T \nu_k ] \partial_{T,k} \phi. \]

The proofs of (5.26) and (5.27) are deferred to Appendix A.

It is also useful to observe that, for all \( i \in \{1, \ldots, n\} \),
\[ \sum_{k=1}^{n} \nu_k \partial_T \nu_k = \frac{1}{2} \sum_{k=1}^{n} \partial_T \nu_k^2 = \frac{1}{2} \partial_T |\nu|^2 = \frac{1}{2} \partial_T 1 = 0. \]

Moreover, we point out that
\[ H = \text{div}_T \nu, \]
where \( \text{div}_T \) denotes the tangential divergence of a field, see formula (A.3).

Hence, using (5.24), (5.26), (5.27) and (5.28), for each \( j \in \{1, \ldots, n\} \) we have that
\[ \Delta_T \nu_j + c^2 \nu_j - \partial_T \nu_j H = \sum_{i=1}^{n} \partial_T \nu_i \partial_T \nu_j + c^2 \nu_j - \sum_{i=1}^{n} \partial_T \nu_i \partial_T \nu_i \]
\[ = \sum_{i=1}^{n} \partial_T \nu_i \partial_T \nu_j + c^2 \nu_j - \sum_{i=1}^{n} \partial_T \nu_i \partial_T \nu_i \]
\[ = \sum_{i=1}^{n} \partial_T \nu_i \partial_T \nu_j + \sum_{i,k=1}^{n} [ \nu_i \partial_T \nu_k - \nu_j \partial_T \nu_k ] \partial_{T,k} \nu_i + c^2 \nu_j - \sum_{i=1}^{n} \partial_T \nu_i \partial_T \nu_i \]
\[ = \sum_{i,k=1}^{n} \nu_i \partial_T \nu_k \partial_{T,k} \nu_i \]
\[ = 0. \]

Now, we consider another useful commutator identity, claiming that, for each \( k \in \{1, \ldots, n\} \), if \( H = 0 \) along \( \partial E \) then
\[ \partial_{T,k} (\Delta_T \phi) - \Delta_T (\partial_{T,k} \phi) = 2 \sum_{i,j=1}^{n} [ \nu_k (\partial_T \nu_j)(\partial_T \partial_T \nu_i \phi) + (\partial_T \nu_i)(\partial_T \nu_i)(\partial_T \nu_i \phi) ]. \]

The proof of (5.30) is deferred to Appendix A.
In the light of \((5.26), (5.28), (5.29)\) and \((5.30)\) we infer that, if \(H = 0\) along \(\partial E\),
\[
\sum_{i,j=1}^{n} (\partial_{T,i} \nu_j) \Delta_T (\partial_{T,i} \nu_j) = \sum_{i,j=1}^{n} (\partial_{T,i} \nu_j) \partial_{T,i} (\Delta_T \nu_j)
\]
\[
= - \sum_{i,j=1}^{n} (\partial_{T,i} \nu_j) \partial_{T,i} (\nu_j^2)
\]
\[
= - \sum_{i,j=1}^{n} (\partial_{T,i} \nu_j) \partial_{T,i} (\nu_j^2) - 2 \sum_{i,j,h,m=1}^{n} (\partial_{T,j} \nu_i) (\partial_{T,i} \nu_m) (\partial_{T,m} \nu_h) (\partial_{T,h} \nu_j)
\]
\[
= - c^4 - \sum_{i,j,h,m=1}^{n} (\partial_{T,j} \nu_i) (\partial_{T,i} \nu_m) (\partial_{T,m} \nu_h) (\partial_{T,h} \nu_j).
\]

Furthermore, by \((5.27)\) we know that
\[
\partial_{T,j} \partial_{T,h} \nu_m = \partial_{T,h} \partial_{T,j} \nu_m - \sum_{k=1}^{n} \left[ \nu_h \partial_{T,j} \nu_k - \nu_j \partial_{T,h} \nu_k \right] \partial_{T,k} \nu_m
\]
and
\[
\partial_{T,m} \partial_{T,i} \nu_j = \partial_{T,i} \partial_{T,m} \nu_j - \sum_{\ell=1}^{n} \left[ \nu_i \partial_{T,m} \nu_\ell - \nu_m \partial_{T,i} \nu_\ell \right] \partial_{T,\ell} \nu_j.
\]
Thus, by \((5.20)\),
\[
\sum_{h=1}^{n} \nu_h \partial_{T,j} \partial_{T,h} \nu_m = - \sum_{h,k=1}^{n} \nu_h^2 \partial_{T,j} \nu_k \partial_{T,k} \nu_m = - \sum_{k=1}^{n} \partial_{T,j} \nu_k \partial_{T,k} \nu_m
\]
and
\[
\sum_{i=1}^{n} \nu_i \partial_{T,m} \partial_{T,i} \nu_j = - \sum_{i,\ell=1}^{n} \nu_i^2 \partial_{T,m} \nu_\ell \partial_{T,\ell} \nu_j = - \sum_{\ell=1}^{n} \partial_{T,m} \nu_\ell \partial_{T,\ell} \nu_j.
\]
Taking the product of these two identities, we conclude that
\[
\sum_{i,h=1}^{n} \nu_i \nu_h (\partial_{T,j} \partial_{T,h} \nu_m)(\partial_{T,m} \partial_{T,i} \nu_j) = \sum_{k,\ell=1}^{n} (\partial_{T,m} \nu_\ell)(\partial_{T,\ell} \nu_k)(\partial_{T,k} \nu_m).
\]
Therefore, in view of \((5.31)\), if \(H = 0\) along \(\partial E\),
\[
\sum_{i,j=1}^{n} (\partial_{T,i} \nu_j) \Delta_T (\partial_{T,i} \nu_j) = - c^4 - \sum_{i,j,h,m=1}^{n} \nu_i \nu_h (\partial_{T,j} \partial_{T,h} \nu_m)(\partial_{T,m} \partial_{T,i} \nu_j).
\]
From this and \((5.25)\) we infer that, if \(H = 0\) along \(\partial E\),
\[
\frac{\Delta_T c^2}{2} = \sum_{i,j,m=1}^{n} (\partial_{T,m} \partial_{T,j} \nu_i)^2 - c^4 - \sum_{i,j,h,m=1}^{n} \nu_i \nu_h (\partial_{T,j} \partial_{T,h} \nu_m)(\partial_{T,m} \partial_{T,i} \nu_j).
\]
Now, to complete the proof of (5.7), we suppose that \( H = 0 \) along \( \partial E \), we pick a regular point \( x_0 \in \partial E \) and we assume, up to a rotation, that
\[
\nu(x_0) = e_n. \tag{5.33}
\]
Notice that (5.19) evaluated at \( x_0 \) gives that
\[
\partial_{T,n} \phi(x_0) = \partial_n \phi(x_0) - (\nabla \phi(x_0) \cdot e_n) = 0. \tag{5.34}
\]
As a result, by (5.19), (5.21), (5.22), (5.26) and (5.27),
\[
\partial_{T,i} \partial_{T,n} \nu_n(x_0)
= \partial_{T,n} \partial_{T,i} \nu_n(x_0) + \sum_{k=1}^{n} \left[ \nu_i(x_0) \partial_{T,n} \nu_k(x_0) - \nu_n(x_0) \partial_{T,i} \nu_k(x_0) \right] \partial_{T,k} \nu_n(x_0)
= 0 + \sum_{k=1}^{n} \left[ 0 - \partial_{T,i} \nu_k(x_0) \right] \partial_{T,k} \nu_n(x_0)
= - \sum_{k=1}^{n} \partial_{T,i} \nu_k(x_0) \partial_{T,k} \nu_n(x_0)
= - \sum_{k=1}^{n} \left( \partial_i \nu_k(x_0) - (\nabla \nu_k(x_0) \cdot \nu(x_0)) \nu_i(x_0) \right) \left( \partial_k \nu_n(x_0) - (\nabla \nu_n(x_0) \cdot \nu(x_0)) \nu_k(x_0) \right)
= - \sum_{k=1}^{n} \partial_k \nu_n(x_0) \partial_n \nu_k(x_0)
= - \sum_{k=1}^{n} \partial_k \nu_k(x_0) \partial_n \nu_n(x_0)
= - \sum_{k=1}^{n} \partial_k \nu_k(x_0) \partial_n \nu_n(x_0)
= - \frac{1}{2} \partial_i \partial_k \left( \sum_{k=1}^{n} \nu_k^2(x) \right) \bigg|_{x=x_0} + \sum_{k=1}^{n} \nu_k(x_0) \partial_i \partial_n \nu_k(x_0)
= 0 + \partial_i \partial_n \nu_n(x_0)
= \partial_n \partial_i \nu_i(x_0)
= \lim_{t \to 0} \frac{\nu_i(x_0 + t \nu(x_0)) + \nu_i(x_0 - t \nu(x_0)) - 2 \nu_i(x_0)}{t^2}
= 0.
\]
Also, owing to (5.32),
\[
\frac{\Delta_T c^2(x_0)}{2} = \sum_{i,j,m=1}^{n} \left( \partial_{T,i} \partial_{T,j} \nu_i(x_0) \right)^2 - c^4(x_0) - 2 \sum_{j,m=1}^{n} \left( \partial_{T,j} \partial_{T,n} \nu_m(x_0) \right) \left( \partial_{T,m} \partial_{T,n} \nu_j(x_0) \right).
\]
By (5.34) and (5.35), we know that
\[
\partial_{T,n} \partial_{T,n} \nu_j(x_0) = 0 = \partial_{T,m} \partial_{T,n} \nu_n(x_0)
\]
and therefore, exploiting (5.26),
\[
\sum_{j,m=1}^{n} \left( \partial_{T,j} \partial_{T,n} \nu_m(x_0) \right) \left( \partial_{T,m} \partial_{T,n} \nu_j(x_0) \right) = \sum_{j,m=1}^{n-1} \left( \partial_{T,j} \partial_{T,m} \nu_m(x_0) \right) \left( \partial_{T,m} \partial_{T,j} \nu_n(x_0) \right).
\]
Besides, we infer from (5.27) that, for all \( j, m \in \{1, \ldots, n - 1\} \),
\[
\partial_{T,j} \partial_{T,m} \phi(x_0) = \partial_{T,m} \partial_{T,j} \phi(x_0),
\]
since in this case \( \nu_j(x_0) = \nu_m(x_0) = 0 \).
On this account, we can write (5.37) in the form

\[(5.38)\quad \sum_{j,m=1}^{n} (\partial_{T,j} \partial_{T,n} \nu_{m}(x_0)) (\partial_{T,m} \partial_{T,n} \nu_{j}(x_0)) = \sum_{j,m=1}^{n-1} (\partial_{T,m} \partial_{T,j} \nu_{n}(x_0))^2.\]

Moreover, using again (5.34),

\[
\sum_{i,j,m=1}^{n} (\partial_{T,m} \partial_{T,j} \nu_{i}(x_0))^2 = \sum_{i,j,m=1}^{n-1} (\partial_{T,m} \partial_{T,j} \nu_{i}(x_0))^2 + \sum_{i,m=1}^{n} (\partial_{T,m} \partial_{T,j} \nu_{n}(x_0))^2 \]
\[
+ \sum_{j,m=1}^{n} (\partial_{T,m} \partial_{T,j} \nu_{i}(x_0))^2 + \sum_{j,m=1}^{n} (\partial_{T,m} \partial_{T,j} \nu_{n}(x_0))^2 \]
\[
= \sum_{i,j,m=1}^{n-1} (\partial_{T,m} \partial_{T,j} \nu_{i}(x_0))^2 + 2 \sum_{i,m=1}^{n} (\partial_{T,m} \partial_{T,j} \nu_{i}(x_0))^2 + \sum_{j,m=1}^{n} (\partial_{T,m} \partial_{T,j} \nu_{n}(x_0))^2. \]

Accordingly, by means of (5.26),

\[
\sum_{i,j,m=1}^{n} (\partial_{T,m} \partial_{T,j} \nu_{i}(x_0))^2 = \sum_{i,j,m=1}^{n-1} (\partial_{T,m} \partial_{T,j} \nu_{i}(x_0))^2 + 2 \sum_{i,m=1}^{n-1} (\partial_{T,m} \partial_{T,j} \nu_{i}(x_0))^2.
\]

For this reason, recalling (5.34) and (5.35),

\[
\sum_{i,j,m=1}^{n} (\partial_{T,m} \partial_{T,j} \nu_{i}(x_0))^2 = \sum_{i,j,m=1}^{n-1} (\partial_{T,m} \partial_{T,j} \nu_{i}(x_0))^2 + 2 \sum_{i,m=1}^{n-1} (\partial_{T,m} \partial_{T,j} \nu_{i}(x_0))^2.
\]

Combining this, (5.36) and (5.38), we arrive at

\[
\frac{\Delta T c^2(x_0)}{2} + c^4(x_0) = \sum_{i,j,m=1}^{n} (\partial_{T,m} \partial_{T,j} \nu_{i}(x_0))^2 - 2 \sum_{j,m=1}^{n-1} (\partial_{T,j} \partial_{T,n} \nu_{m}(x_0)) (\partial_{T,m} \partial_{T,n} \nu_{j}(x_0)) \]
\[
= \sum_{i,j,m=1}^{n-1} (\partial_{T,m} \partial_{T,j} \nu_{i}(x_0))^2 + 2 \sum_{i,m=1}^{n-1} (\partial_{T,m} \partial_{T,j} \nu_{i}(x_0))^2 - 2 \sum_{j,m=1}^{n-1} (\partial_{T,m} \partial_{T,j} \nu_{i}(x_0))^2 \]
\[
= \sum_{i,j,m=1}^{n-1} (\partial_{T,m} \partial_{T,j} \nu_{i}(x_0))^2.
\]
Recalling that our goal is to prove \((5.7)\), it is now useful to give a closer look to the quantity \(|\nabla Tc|^2\). For this, by \((5.23)\),
\[
c^2|\nabla Tc|^2 = |c\nabla Tc|^2 = \left|\nabla T^2c\right|^2 = \frac{1}{4} \sum_{m=1}^{n} (\partial_{T,m}^2 c)^2
\]
\[
= \frac{1}{4} \sum_{m=1}^{n} \left( \partial_{T,m} \sum_{i,j=1}^{n} (\partial_{T,j} \nu_i)^2 \right)^2 = \sum_{m=1}^{n} \left( \sum_{i,j=1}^{n} (\partial_{T,j} \nu_i)(\partial_{T,m} \partial_{T,j} \nu_i) \right)^2
\]
\[(5.40)\]
\[
= \sum_{i,j,h,k,m=1}^{n-1} (\partial_{T,j} \nu_i)(\partial_{T,k} \nu_h)(\partial_{T,m} \partial_{T,j} \nu_i)(\partial_{T,m} \partial_{T,k} \nu_h)
\]
\[
= \sum_{i,j,h,k,m=1}^{n-1} (\partial_{T,j} \nu_i)(\partial_{T,k} \nu_h)(\partial_{T,m} \partial_{T,j} \nu_i)(\partial_{T,m} \partial_{T,k} \nu_h).
\]

We stress that the last step in this calculation ows to \((5.26)\), \((5.34)\) and \((5.35)\). From \((5.39)\) and \((5.40)\) we arrive at
\[
\Upsilon := \frac{\Delta c}{c^2} + \frac{\nabla c}{c} = \sum_{i,j,m=1}^{n-1} (\partial_{T,m} \partial_{T,j} \nu_i)^2 - \frac{1}{c^2} \sum_{i,j,h,k,m=1}^{n-1} (\partial_{T,j} \nu_i)(\partial_{T,k} \nu_h)(\partial_{T,m} \partial_{T,j} \nu_i)(\partial_{T,m} \partial_{T,k} \nu_h)
\]
\[
= \frac{1}{c^2} \sum_{i,j,h,k,m=1}^{n-1} \left[ c^2(\partial_{T,m} \partial_{T,j} \nu_i)^2 - \sum_{h,k=1}^{n-1} (\partial_{T,j} \nu_i)(\partial_{T,k} \nu_h)(\partial_{T,m} \partial_{T,j} \nu_i)(\partial_{T,m} \partial_{T,k} \nu_h) \right]
\]
\[(5.41)\]
where all the quantities are computed at the point \(x_0\) as above (and, from now on, in the calculations needed to establish \((5.7)\), the fact that the quantities involved are computed at \(x_0\) will be omitted, to ease the notation).

To (slightly) simplify the notation in \((5.41)\), one can observe that, for tensors \(a_{kh}\) and \(b_{mji}\),
\[
\sum_{i,j,h,k,m=1}^{n-1} \left( a_{kh} b_{mji} - a_{ji} b_{mkk} \right)^2 = \sum_{i,j,h,k,m=1}^{n-1} \left( a_{kh}^2 b_{mji}^2 + a_{ji}^2 b_{mkk}^2 - 2a_{kh}a_{ji} b_{mji} b_{mkk} \right)
\]
\[
= \sum_{i,j,h,k,m=1}^{n-1} \left( a_{kh}^2 b_{mji}^2 - a_{kh} a_{ji} b_{mji} b_{mkk} \right) + \sum_{i,j,h,k,m=1}^{n-1} \left( a_{ji}^2 b_{mkk}^2 - a_{kh} a_{ji} b_{mji} b_{mkk} \right)
\]
\[
= 2 \sum_{i,j,h,k,m=1}^{n-1} \left( a_{kh}^2 b_{mji}^2 - a_{ji} a_{kh} b_{mji} b_{mkk} \right).
\]

Using this observation with \(a_{kh} := \partial_{T,k} \nu_h\) and \(b_{mji} := \partial_{T,m} \partial_{T,j} \nu_i\), we write \((5.41)\) in the form
\[
\Upsilon = \frac{1}{2c^2} \sum_{i,j,h,k,m=1}^{n-1} \left( (\partial_{T,k} \nu_h)(\partial_{T,m} \partial_{T,j} \nu_i) - (\partial_{T,j} \nu_i)(\partial_{T,m} \partial_{T,k} \nu_h) \right)^2.
\]

Now we observe that rotations fixing \(e_n\) preserve the normalization condition \((5.33)\). Accordingly, we may suppose without loss of generality that \(x_0 = |x_0| e_{n-1}\). Additionally, to complete the proof of \((5.7)\) we are now exploiting the cone structure of \(E\) and we obtain that, using the signed distance function \(d\), for all \(t > 0\) and \(x \in \partial E\) we have that \(d(tx) = 0\) and therefore
\[
0 = \frac{d}{dt}d(tx) \bigg|_{t=1} = \nabla d(x) \cdot x = \nu(x) \cdot x.
\]
This observation and (5.20) give that, for each $x \in \partial E$ and $i \in \{1, \ldots, n-1\}$,

$$0 = \partial_{T,i}(\nu(x) \cdot x) = \partial_{T,i}\nu(x) \cdot x + \nu(x) \cdot (\partial_{T,i}x) = \partial_{T,i}\nu(x) \cdot x.$$  

Evaluating this at the point $x_0$, we deduce that $0 = |x_0| \partial_{T,i}\nu(x_0) \cdot e_{n-1}$, whence, by (5.26),

$$\partial_{T,n-1}\nu_i(x_0) = \partial_{T,i}\nu_{n-1}(x_0) = 0.$$  

Consequently, by (5.34) and (5.42),

$$\Upsilon = \frac{1}{2c^2} \left[ \sum_{1 \leq i, j, h, m \leq n-1} (\partial_{T,k}\nu_h)(\partial_{T,j}\nu_i) - (\partial_{T,j}\nu_i)(\partial_{T,m}\partial_{T,k}\nu_h) \right]^2$$

$$\hspace{1cm} + \sum_{1 \leq i, j, h, m \leq n-1} (\partial_{T,j}\nu_i)^2(\partial_{T,m}\partial_{T,n-1}\nu_h)^2 \right]$$

$$= \frac{1}{2c^2} \left[ \sum_{1 \leq i, j, h, m \leq n-1} (\partial_{T,k}\nu_h)(\partial_{T,j}\nu_i)^2 + 2c^2 \sum_{1 \leq i, j, h, m \leq n-1} (\partial_{T,m}\partial_{T,n-1}\nu_h)^2 \right]$$

$$\geq 2 \sum_{1 \leq i, j, h, m \leq n-1} (\partial_{T,m}\partial_{T,n-1}\nu_h)^2.$$  

Moreover, by (5.27), (5.33) and (5.43), at the point $x_0$ we have that

$$\partial_{T,j}\partial_{T,n-1}\phi - \partial_{T,n-1}\partial_{T,i}\phi = \sum_{k=1}^n \left[ \nu_k \partial_{T,n-1}\nu_k - \nu_{n-1}\partial_{T,i}\nu_k \right] \partial_{T,k}\phi = 0.$$  

Similarly, at the point $x_0$ we have that

$$\partial_{T,n-1}\phi = \partial_{n-1}\phi - (\nabla \phi \cdot \nu)\nu_{n-1} = \partial_{n-1}\phi.$$
Furthermore, since $E$ is a cone we have that $\nu(tx_0) = \nu(x_0)$ for all $t > 0$ and therefore $\partial_{T,m}\nu_h$ is a homogeneous function of degree $-1$. This yields that

$$\partial_{T,m}\nu_h(x_0) = -\nabla \partial_{T,m}\nu_h(x_0) \cdot x_0 = -|x_0| \partial_{n-1} \partial_{T,m}\nu_h(x_0).$$

Hence, by (5.45) and (5.46),

$$\partial_{T,n} \partial_{T,m-1}\nu_h(x_0) = \partial_{T,n-1} \partial_{T,m}\nu_h(x_0) = \partial_{n-1} \partial_{T,m}\nu_h(x_0) = -\frac{\partial_{T,m}\nu_h(x_0)}{|x_0|}.$$ 

Combining this information with (5.44) we conclude that

$$\Upsilon \geq 2 \sum_{1 \leq h,m \leq n-1} \left( \frac{\partial_{T,m}\nu_h(x_0)}{|x_0|^2} \right)^2 = \frac{2c^2}{|x_0|^2}. $$

The proof of (5.7) is thereby complete. \hfill \Box

### 5.2. Bernstein’s problem and a conjecture by E. De Giorgi

We also recall that the regularity of minimal surfaces is strictly linked to the so-called Bernstein’s problem (named after S. Bernstein who first solved the case in dimension 3, see [Ber27]). Bernstein’s problem asks whether or not a minimal graph in $\mathbb{R}^n$ (i.e., a minimal surface which possesses a global graphical structure of the form $x_n = u(x')$ with $x' \in \mathbb{R}^{n-1}$) is necessarily affine. The answer to this problem is affirmative in dimension $n \leq 8$ (due to the works of [Fle62, DG65a, DG65b, Alm66, Sim68]), and negative when $n \geq 9$ (see [BDGG69]).

As a matter of fact, the connection between Bernstein’s problem and the regularity of minimal surfaces in (5.4) is clearly showcased in [DG65a, DG65b] by showing that

if all minimal cones in $\mathbb{R}^{n-1}$ are halfplanes,

(5.47) then Bernstein’s problem has an affirmative answer in $\mathbb{R}^n$.

The link between Bernstein’s problem and the limit interfaces of phase transition models (as described by the $\Gamma$-convergence theory in Theorem 4.1) was possibly an inspiring motivation for Ennio De Giorgi to state one of his most famous conjectures [DG79].

The gist of this conjecture could be as follows: given that, at a large scale, the level sets of “good” solutions of the Allen-Cahn equation approach perimeter minimizing surfaces (as made precise by the $\Gamma$-convergence theory in Theorem 4.1 and by the geometric convergence of Theorem 4.2) and given that minimal graphs reduce to hyperplanes in dimension $n \leq 8$ (according to Bernstein’s problem), would it be possible that level sets of “good” global solutions of the Allen-Cahn equation are already hyperplanes? Since level sets corresponding to different values of the solution cannot intersect, this would say that all the level sets are in fact parallel hyperplanes and therefore the solution only depends on the distance to one of these hyperplanes (in particular, the solution would be a function depending only on one Euclidean variable).

In all this heuristic discussion, we have been vague about what a “good” solution precisely is: in a sense, besides boundedness and regularity assumptions, in view of Theorems 4.1 and 4.2 a natural hypothesis would be to require that the solution is a local minimizer; furthermore, to fall within the range of application of Bernstein’s problem, it would be desirable to know that the limit minimal surface has a graphical structure and for this some monotonicity assumption on the solution could be helpful (since, at least locally, it would entail a graphical structure of the level set via Implicit Function Theorem).

It would be however desirable to keep the number of assumptions to the minimum and possibly to confine them to assumptions of “geometric” type: in this spirit, one may be tempted to remove the minimality assumption (which is instead of “variational” and “energetic” type) and focus mainly on a monotonicity assumption (roughly speaking, after all, maybe monotonicity
is already an indication of some “weak” form of minimality\footnote{A more precise link between monotonicity and this weak notion of minimality, and more precisely stability, will be given in (5.49).} since it avoids oscillations that increase energy).

These arguments (and likely many others of much deeper nature) have probably inspired De Giorgi for the precise formulation of this conjecture, which goes as follows:

**Conjecture 5.1.** Let $n \leq 8$ and $u \in C^2(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n)$ be a global solution of the Allen-Cahn equation

$$-\Delta u = u - u^3$$

such that

$$\partial_n u(x) > 0 \quad \text{for every } x \in \mathbb{R}^n.$$

Is it true that $u$ is one-dimensional, i.e. that there exist $u_0 : \mathbb{R} \to \mathbb{R}$ and $\omega \in \partial B_1$ such that $u(x) = u_0(\omega \cdot x)$ for all $x \in \mathbb{R}^n$?

Conjecture 5.1 has been proven for $n \in \{2, 3\}$ but it is still open for $n \in \{4, \ldots, 8\}$, see [GG98, BCN97, AC00, AAC01]. For $n \geq 9$, an example of a global, bounded and monotone solution of the Allen-Cahn equation which is not one-dimensional has been constructed in [dPKW11], thus confirming that the dimensional restriction in Conjecture 5.1 cannot be removed.

In dimension $n \in \{4, \ldots, 8\}$ Conjecture 5.1 is known to hold under an additional assumption on the “profiles of the solution at infinity”. Namely, since $u$ in Conjecture 5.1 is bounded and monotone in the direction of $e_n$, one can define, for all $x' \in \mathbb{R}^{n-1}$,

$$\overline{u}(x') := \lim_{x_n \to +\infty} u(x', x_n) \quad \text{and} \quad \underline{u}(x') := \lim_{x_n \to -\infty} u(x', x_n).$$

In this setting, it has been proved in [Sav09] that Conjecture 5.1 holds true under the additional assumption

$$\text{(5.48)} \quad \overline{u}(x') = -\underline{u}(x') = 1 \quad \text{for every } x' \in \mathbb{R}^{n-1}.$$ 

For further results establishing Conjecture 5.1 under suitable assumptions on the limit profiles see [FSV08, FV11, FV16]. See also [FV09] for an overview of Conjecture 5.1 and of related problems.

We also mention that a related problem, posed by theoretical physicist Gary William Gibbons consisted in determining whether a bounded global solution of the Allen-Cahn equation is necessarily one dimensional under the uniform limit assumption

$$\lim_{T \to +\infty} \sup_{x_n \geq T} |u(x', x_n) - 1| = 0 \quad \text{and} \quad \lim_{T \to +\infty} \sup_{x_n \leq -T} |u(x', x_n) + 1| = 0.$$

Note that this condition is stronger than (5.48). The answer to Gibbons’ problem is known to be positive for every dimension $n$, see [BBG00, BHM00, Far99].

It is now worth coming back to the relation between monotonicity and some weak form of minimality which was raised before the statement of Conjecture 5.1. A precise notion of this is given by the observation that monotonicity implies stability: namely, if $u$ is a solution of

$$\Delta u = W'(u)$$

such that $\partial_n u > 0$ in some domain $\Omega \subseteq \mathbb{R}^n$, then, for all $\phi \in C_0^\infty(\Omega)$, we have that

$$\text{(5.49)} \quad \int_{\Omega} \left( |\nabla \phi(x)|^2 + W''(u(x)) \phi^2(x) \right) dx \geq 0.$$

Indeed, under the monotonicity assumption it is fair to define $\psi := \frac{\phi^2}{\partial_n u}$ and infer that

$$\int_{\Omega} \left( |\nabla \phi(x)|^2 + W''(u(x)) \phi^2(x) \right) dx = \int_{\Omega} \left( |\nabla \phi(x)|^2 + \partial_n \left( W'(u(x)) \frac{\phi^2(x)}{\partial_n u(x)} \right) \right) dx$$
\[ \int_\Omega \left( |\nabla \phi(x)|^2 + \partial_n \left( \Delta u(x) \right) \psi(x) \right) dx \]
\[ = \int_\Omega \left( \left| \nabla \left( \sqrt{\psi(x)} \sqrt{\partial_n u(x)} \right) \right|^2 - \nabla \partial_n u(x) \cdot \nabla \psi(x) \right) dx \]
\[ = \int_\Omega \left( \frac{\partial_n u(x) |\nabla \psi(x)|^2}{4\sqrt{\psi(x)}} + \frac{\psi(x) |\nabla \partial_n u(x)|^2}{4\partial_n u(x)} - \frac{1}{2} \nabla \partial_n u(x) \cdot \nabla \psi(x) \right) dx \]
\[ = \int_\Omega \left( \frac{\sqrt{\partial_n u(x) \nabla \psi(x)}}{2\sqrt{\psi(x)}} - \frac{\sqrt{\psi(x)} \nabla \partial_n u(x)}}{2\sqrt{\partial_n u(x)}} \right)^2 dx \geq 0, \]
which is (5.49).

We also note that (5.49) states that the second derivative of the corresponding energy functional (say, (4.10) with \( \varepsilon := 1 \)) is nonnegative. In particular, minimizers satisfy the stability inequality in (5.49).

6. Long-range interactions and the nonlocal Allen-Cahn equation

In view of the discussion on page 20, it is of interest to consider minimizers, and more generally critical points, of the long-range energy functional

\[ \frac{1}{4} \int_\Omega \int_\Omega \frac{(u(x) - u(y))^2}{|x - y|^{n+\alpha}} dx dy + \int \Omega W(u(x)) dx, \]

where \( Q(\Omega) \) has been defined in (2.31), for a given \( \alpha \in (0, 2) \), and this not only in view of natural generalizations of the classical setting to more complicated ones, but also due to the structural formulation of the phase coexistence problem which is intrinsically long-range (being the short-range case a very handy and important simplification).

The corresponding critical points in this setting are solutions of the fractional counterpart of the Allen-Cahn equation given by

\[ (-\Delta)^{\alpha/2} u(x) + W'(u(x)) = 0 \]

for \( x \in \Omega \) (to be compared with the classical case in (3.1)).

The case of heterogeneous materials (to be compared with (3.4)) can also be taken into account, via the more general equation

\[ (-\Delta)^{\alpha/2} u(x) + Q(x) W'(u(x)) = 0, \]

for \( Q \) ranging in \([\overline{Q}, \overline{Q}]\), for some \( \overline{Q} \geq Q > 0 \).

Here above, we are using the fractional Laplacian operator, defined (up to a normalizing constant that we omit) as

\[ (-\Delta)^{\alpha/2} u(x) = \int_{\mathbb{R}^n} \frac{u(x) - u(y)}{|x - y|^{n+\alpha}} dx dy. \]

Notice that the above integral is singular, hence, if needed, one has to consider it in the Cauchy principal value sense, to allow for cancellations (see e.g. [Sil05, AV19] and the references therein for the basics on the fractional Laplacian).

Solutions of the fractional heterogeneous Allen-Cahn equation in a periodic medium whose interface is trapped within two hyperplanes have been constructed in [CV18] (this can be
considered as a nonlocal counterpart of Theorem 3.1. See also [DV19] for a general discussion about the fractional Allen-Cahn equation.

7. The Nonlocal Limit Interface and the Theory of Nonlocal $\Gamma$-Convergence

The long-range interaction energies present a richer $\Gamma$-convergence theory than their classical counterpart. First of all, the short-range functional in (1.1) needs to be replaced by its fractional analog in (1.4), but also the fractional counterpart of the rescaled functional in (4.10) requires some care in determining the appropriate penalization parameters. Moreover, the result obtained in this case deeply depends on the fractional exponent $\alpha$: as we will now clarify, for $\alpha \in (0,1)$ the $\Gamma$-limit is related to nonlocal minimal surfaces and for $\alpha \in [1,2)$ to classical ones. This is especially interesting since it suggests that, while for small values of the fractional exponent the phase transition problem always maintains a clearly distinctive long-range feature, for large values of the fractional exponent, at a large scale, the phase transition problem tends to resemble a local one (the threshold between “small” and “large” fractional parameters being given by the specific value $\alpha = 1$).

As for the “appropriate” rescaled functional, one can try to get inspired by (4.1) and look for a perturbative fractional Allen-Cahn equation of the form

$$\varepsilon^\alpha (-\Delta)^\alpha u(x) + W'(u(x)) = 0,$$

for a small parameter $\varepsilon$. This would correspond to an energy functional (up to normalization constants that we disregard) of the type

$$\varepsilon^\alpha \int_{\Omega} \frac{(u(x) - u(y))^2}{|x - y|^{n+\alpha}} \, dx \, dy + \int_{\Omega} W(u(x)) \, dx. \tag{7.1}$$

But to develop a solid theory of $\Gamma$-convergence one would like to have an energy functional that has the tendency to remain bounded as the perturbative parameter vanishes (and note that this would have been a point to raise even in the classical case, when shifting from the equation in (1.1) to the energy functional in (4.10)): for this, one exploits the freedom of multiplying the energy by a scalar, which does not change the critical points, and then chooses appropriately in (4.1) to the energy functional in (4.10): for this, one exploits the freedom of multiplying the energy by a scalar, which does not change the critical points, and then chooses appropriately this gauge to have a control of the energy as the perturbative parameter vanishes. That is, we note that, on the one hand,

$$\int_{\Omega} W(u_\varepsilon(x)) \, dx = \varepsilon^n \int_{(-\varepsilon,\varepsilon) \times (-1,1)^{n-1}} W\left(u_\varepsilon\left(\frac{x_1}{\varepsilon}\right)\right) \, dx = \varepsilon^n \int_{(-1,1) \times \left(-\frac{1}{\sqrt{\varepsilon}},\frac{1}{\sqrt{\varepsilon}}\right)^{n-1}} W(u_\varepsilon(y_1)) \, dy \simeq \varepsilon.$$

On the other hand,

$$\varepsilon^{\alpha-n} \int_{\Omega} \frac{(u(x) - u_\varepsilon(y))^2}{|x - y|^{n+\alpha}} \, dx \, dy \simeq \begin{cases} \varepsilon^{\alpha-n} \ln \varepsilon & \text{if } \alpha \in (0,1), \\ \varepsilon^{1-n} |\ln \varepsilon| & \text{if } \alpha = 1, \\ \varepsilon^{1-n} & \text{if } \alpha \in (1,2). \end{cases} \tag{7.3}$$

We defer the proof of (7.3) to Appendix B not to interrupt the flow of the argument.
As a result,

\[ \varepsilon^\alpha \int_{\Omega} \frac{(u(x) - u(y))^2}{|x - y|^{n+\alpha}} \, dx \, dy + \int_{\Omega} W(u(x)) \, dx = \begin{cases} \varepsilon^\alpha & \text{if } \alpha \in (0, 1), \\
\varepsilon |\ln \varepsilon| & \text{if } \alpha = 1, \\
\varepsilon & \text{if } \alpha \in (1, 2). \end{cases} \]

Thus, in light of (7.2), it is convenient to consider, as perturbed long-range energy functional (to be compared with (4.10)) the quantity

\[ F^\alpha_\varepsilon(u) := \zeta_\varepsilon \left[ \varepsilon^\alpha \int_{\Omega} \frac{(u(x) - u(y))^2}{|x - y|^{n+\alpha}} \, dx \, dy + \int_{\Omega} W(u(x)) \, dx \right], \]

(7.4)

with \( \zeta_\varepsilon := \begin{cases} \varepsilon^{-\alpha} & \text{if } \alpha \in (0, 1), \\
(\varepsilon |\ln \varepsilon|)^{-1} & \text{if } \alpha = 1, \\
\varepsilon^{-1} & \text{if } \alpha \in (1, 2). \end{cases} \)

The \( \Gamma \)-convergence theory for this object has been established in Theorems 1.4 and 1.5 in [SV12], thus providing the long-range counterpart of Theorem 4.1.

**Theorem 7.1.** The functional \( F^\alpha_\varepsilon \) in (7.4) \( \Gamma \)-converges as \( \varepsilon \searrow 0 \) to

\[ F^\alpha(u) := \begin{cases} c \text{ Per}_\alpha(E, \Omega) & \text{if } \alpha \in (0, 1) \text{ and } u = \chi_E - \chi_{\mathbb{R}^n \setminus E} \\
& \text{for some set } E \text{ of finite } \alpha\text{-perimeter}, \\
c \text{ Per}(E, \Omega) & \text{if } \alpha \in [1, 2) \text{ and } u = \chi_E - \chi_{\mathbb{R}^n \setminus E} \\
& \text{for some set } E \text{ of finite perimeter}, \\
+\infty & \text{otherwise}, \end{cases} \]

where \( c > 0 \) depends on \( n, \alpha \) and \( W \).

The proof of Theorem 7.1 is relatively straightforward when \( \alpha \in (0, 1) \) because in this case step functions are admissible not only for the limit functional \( F^\alpha_\varepsilon \) but also for the original functional \( F^\alpha \) (e.g., this provides a recovery sequence straight away). But the case \( \alpha \in [1, 2) \) is trickier, since one needs to relate a long-range functional to the classical perimeter in the limit, and for this a careful analysis of different integral contributions is mandatory and some cancellations must be suitably spotted.

For example, to understand which integral contributions survive in the classical setting obtained in the limit, it is useful to have a lower bound on the nonlocal interaction in (1.5). For this, if \( \mathcal{A} \) and \( \mathcal{D} \) are, say, disjoint subsets of the unit cube \( \Omega \), when \( \alpha \in (0, 1) \) we know from (1.6) that \( \mathcal{J}_\alpha(\mathcal{A}, \mathcal{D}) \leq \text{Per}_\alpha(\mathcal{A}) \) which is finite for smooth and bounded sets \( \mathcal{A} \). Instead, when \( \alpha \in [1, 2) \) contributions of the type \( \mathcal{J}_\alpha(\mathcal{A}, \Omega \setminus \mathcal{A}) \) are infinite (unless the sets involved in the interactions become of null measure). One can indeed quantify this feature (see Proposition 3.1 in [SV12]) and find that, if \( \min\{|\mathcal{A}|, |\mathcal{D}|\} \geq c > 0 \), then

\[ \mathcal{J}_\alpha(\mathcal{A}, \mathcal{D}) \geq \begin{cases} c_0 |\ln |\Omega \setminus (\mathcal{A} \cup \mathcal{D})|| +1 & \text{if } \alpha = 1, \\
c_0 |\Omega \setminus (\mathcal{A} \cup \mathcal{D})|^{1-\alpha} & \text{if } \alpha \in (1, 2), \end{cases} \]

for some \( c_0 > 0 \) depending only on \( c, n \) and \( \alpha \). Estimates of this sort are useful since they entail that order parameters exhibiting a positive measure of states close to both the pure phases necessarily have energy bounded from below (as we can expect, some energy has to be spent to produce two different phases and these kinds of estimates provide bounds on the energy of the limit interface).
Additional complications for the proof of Theorem 7.1 surface in the construction of recovery sequences, since some fine energy estimate is needed to control the interpolation of two functions across a given domain, and also the existence and basic properties of one-dimensional transition layers play a significant role (see [PSV13, CS14]).

For further results about \( \Gamma \)-convergence theories related to nonlocal problems, see [AB98, Gon09].

Having settled the \( \Gamma \)-convergence theory in the nonlocal framework, we now point out that the geometric convergence in Theorem 4.2 has also a nonlocal counterpart, as established in Theorems 1.2, 1.3 and 1.4, and Corollary 1.7, of [SV14] (see also Theorem 1.6 there for a convenient extension of (7.5)):

**Theorem 7.2.** Assume that \( u_\varepsilon \) is a local minimizer for the functional \( \mathcal{F}_\varepsilon^\alpha \) in (7.4) in the ball \( B_{1+\varepsilon} \).

Then:

- There exists \( C > 0 \), depending only on \( n, \alpha \) and \( W \), such that
  \[
  \mathcal{F}_\varepsilon^\alpha(u_\varepsilon, B_1) \leq C.
  \]

- Up to a subsequence,
  \[
  u_\varepsilon \rightharpoonup \chi_E - \chi_{\mathbb{R}^n \setminus E} \text{ as } \varepsilon \searrow 0 \text{ in } L^1(B_1)
  \]
  and the set \( E \) has locally minimal perimeter in \( B_1 \) when \( \alpha \in [1, 2) \) and locally minimal \( \alpha \)-perimeter when \( \alpha \in (0, 1) \).

- Given \( \vartheta_1, \vartheta_2 \in (-1, 1) \), if \( u_\varepsilon(0) > \vartheta_1 \), then
  \[
  \left| \left\{ u_\varepsilon > \vartheta_2 \right\} \cap B_r \right| \geq cr^n,
  \]
  as long as \( r \in (0, 1] \) and \( \varepsilon \in (0, c_* r] \), where \( c > 0 \) depends only on \( n, \alpha \) and \( W \) and \( c_* > 0 \) depends only on \( n, \alpha \).

- Similarly, given \( \vartheta_1, \vartheta_2 \in (-1, 1) \), if \( u_\varepsilon(0) < \vartheta_1 \), then
  \[
  \left| \left\{ u_\varepsilon < \vartheta_2 \right\} \cap B_r \right| \geq cr^n,
  \]
  as long as \( r \in (0, 1] \) and \( \varepsilon \in (0, c_* r] \), where \( c > 0 \) depends only on \( n, \alpha \) and \( W \) and \( c_* > 0 \) depends only on \( n, \alpha \).

- For every \( \vartheta \in (0, 1) \), the set \( \left\{ |u_\varepsilon| < \vartheta \right\} \) approaches \( \partial E \) locally uniformly as \( \varepsilon \searrow 0 \): more explicitly, given \( r_0 \in (0, 1) \) and \( \delta > 0 \) there exists \( \varepsilon_0 > 0 \) such that if \( \varepsilon \in (0, \varepsilon_0) \) then
  \[
  \left| \left\{ |u_\varepsilon| < \vartheta \right\} \cap B_{r_0} \right| \subseteq \bigcup_{p \in \partial E} B_{\delta}(p).
  \]

We stress that Theorem 7.2 is a perfect nonlocal counterpart of Theorem 4.2; indeed, being of measure theoretic type, the exponents involved do not depend on \( \alpha \) (but the structural constants may).

8. NONLOCAL MINIMAL SURFACES AND ONE-DIMENSIONAL SYMMETRY

8.1. Nonlocal minimal surfaces. Given the strong connection between long-range phase transitions in the “genuinely nonlocal” range \( \alpha \in (0, 1) \) and the nonlocal minimal surfaces (as showcased in Theorems 7.1 and 7.2), it is desirable to understand better the regularity and flatness properties of the minimizers of the \( \alpha \)-perimeter. While the classical situation is fully understood, in light of (5.4) and (5.5), the nonlocal counterpart of this regularity theory is broadly open. To the best of our knowledge, no example of singular nonlocal minimal surface is known, and an interior regularity theory for \( \alpha \)-perimeter minimizers in \( \mathbb{R}^n \) has been established.

\[
\begin{align*}
(8.1) & \quad \text{when } n = 2, \text{ for all } \alpha \in (0, 1), \\
(8.2) & \quad \text{when } n \leq 7, \text{ for all } \alpha \in (\alpha_0, 1), \text{ for a suitable } \alpha_0 \in (0, 1), \\
(8.3) & \quad \text{when the set has a graphical structure, for all } \alpha \in (0, 1) \text{ and } n \in \mathbb{N}.
\end{align*}
\]
Indeed, (8.1) has been established in Corollary 1 of [SV13b] (with smooth regularity coming from Theorem 1.1 in [BFV14]), (8.2) in Theorem 3 of [CV13], and (8.3) in Theorem 1.1 of [CC19].

Notice in particular that (8.2) carries the classical minimal surfaces regularity theory in (5.4) over to the nonlocal setting, provided that the fractional exponent is “large enough”.

As for the nonlocal version of Bernstein’s problem, the classical result by De Giorgi in (5.47) has a full counterpart for nonlocal minimal graphs, as proved in Theorem 1.2 of [FV17] (see also [FV19] for a different proof and for related results): therefore one can infer from (8.1) and (8.2) that

Bernstein’s problem for $\alpha$-minimal graphs has

$$\text{(8.4)}$$

an affirmative answer in $\mathbb{R}^n$ when $n \leq 3$ for all $\alpha \in (0, 1)$,

as well as when $n \leq 8$ for all $\alpha \in (\alpha_0, 1)$, for a suitable $\alpha_0 \in (0, 1)$.\footnote{For flatness results about $\alpha$-stable case, see also [CSV19, CCS20, CDSV22].}

Once again, this transfers into the nonlocal world the classical affirmative answer to Bernstein’s problem discussed on page 42, provided that the fractional exponent is “large enough” (no nonlocal counterexamples to the Bernstein’s problem being available so far).

It is open, and very interesting, to understand whether the results in (8.1) and (8.2) can be carried over to higher dimensions. In such a generality, an interesting feature is that, even without smooth regularity results, one can obtain a perimeter estimate for $\alpha$-minimal surfaces, and, even more generally, for $\alpha$-stable ones. As a matter of fact, as proved in Theorem 1.1 of [CSV19], for any dimension $n$ and any fractional exponent $\alpha \in (0, 1)$, given any $\alpha$-stable set in the unit ball $B_1$, its classical perimeter in $B_{1/2}$ is bounded by a constant depending only on $n$ and $\alpha$. This is interesting not only because it provides a regularity result (and note that even for $\alpha$-minimizers, the perimeter bound is sharper than an $\alpha$-perimeter bound which can follow by comparison with a given competitor), but also because the interior bound does not depend on the shape of the set outside $B_1$. In particular, the given $\alpha$-stable set in the unit ball $B_1$ may have arbitrarily many “fingers” reaching out towards infinity, but their contribution to the perimeter in $B_{1/2}$ is bounded universally, independently on the number of these fingers: that is, most of the fingers have the tendency to either merge or get extinguished before getting to the center, to avoid the formation of extra perimeter, see Figure 15. Notice that this is a purely nonlocal phenomenon, since in the classical case, an arbitrarily large number of parallel hyperplanes would describe the case of a stable zero mean curvature set with arbitrarily large perimeter in $B_{1/2}$.

For flatness results about $\alpha$-stable case, see also [CSV19, CCS20, CDSV22].

To understand model cases for the regularity theory of nonlocal minimal surfaces, to start with one can also focus specifically on cones possessing some special symmetry: in particular, inspired by Lawson’s construction [Law72], we may be willing to fix our attention to cones of the form

$$\text{(8.5)}$$

$$(y, z) \in \mathbb{R}^m \times \mathbb{R}^{n-m} \text{ s.t. } |z| = \delta |y|,$$

for some $\delta > 0$.

This case already reveals a very intriguing property, specific of the nonlocal setting. As a matter of fact, as proved in Theorems 3 and 4 of [DdPW18], on the one hand one can always find a unique $\delta$ for which the cone in (8.5) has vanishing nonlocal mean curvature (and this is already in contrast with the classical case, in which some dimensional restriction is needed). On the other hand, there exists $\alpha_* \in (0, 1)$ such that,\footnote{That is, stability for this type of cones occurs already in dimension 7 when the fractional exponent is “small enough” (this has to be compared instead with the different classical scenario in (5.6)).}

$$\text{(8.6)}$$

for $\alpha \in (0, \alpha_*)$ these cones are unstable when $n \leq 6$ and stable when $n = 7$.
The result in (8.6) is extremely interesting because it reveals that the nonlocal case in dimension 7 must exhibit one of these remarkable situations:

- either the stable cones in (8.6) are minimizers (which would affirm that the restriction in (8.2) on the fractional exponent to be “large enough” cannot be dropped in this case, and would also establish a different regularity theory with respect to the classical case in (5.4)),
- or the stable cones in (8.6) are not minimizers (which would provide an example of stable cone which is not a minimizer, while no example of this type is known in the classical setting).

Therefore, the result in (8.6) entails that something beautiful is happening in the nonlocal world (though we do not understand what is really happening!).

Though we do not go into details here, we mention that the boundary regularity for \(\alpha\)-minimal surfaces is also completely different from the classical case, since in the nonlocal world these surfaces have the possibility of producing boundary jumps (and they do so generically), according to a phenomenon that we christened with the name of “stickiness”: see \[DSV17\, DV18\, BLV19\, DSV20a\, DSV20b\, DOV22\, BDV22\] for further details. See also \[Dip20\] for further comparisons between classical and nonlocal minimal surfaces.

8.2. A nonlocal version of De Giorgi’s conjecture. The regularity of nonlocal minimal surfaces has also a solid link with the fractional counterpart of the question posed by De Giorgi about the one-dimensional symmetry of phase transitions (recall Conjecture 5.1 and see \[SV13a\] for a unified version of these problems and methodologies). More specific, the long-range version of Conjecture 5.1 can be stated as follows:

**Conjecture 8.1.** Let \(\alpha \in (0, 2)\) and \(u \in C^{2}(\mathbb{R}^{n}) \cap L^{\infty}(\mathbb{R}^{n})\) be a global solution of the fractional Allen-Cahn equation

\[
-(-\Delta)^{\frac{\alpha}{2}} u = u - u^{3}
\]

such that

\(\partial_{n}u(x) > 0\) for every \(x \in \mathbb{R}^{n}\).

Is it true that \(u\) is one-dimensional (at least under suitable restrictions on \(\alpha\) and \(n\))?
Note that the dimensional restriction in Conjecture 8.1 could be, in principle, different from that in Conjecture 5.1, since the fractional version may be intertwined with the Bernstein property for \( \alpha \)-minimal graphs, which, in its full generality, is still under investigation (recall (8.4) and (8.6)).

To the best of our knowledge, the state of the art about Conjecture 8.1 is that it is known to hold true:

- when \( n = 2 \) and \( \alpha = 1 \), as proved in [CSM05],
- when \( n = 2 \), for all \( \alpha \in (0, 2) \), as proved in [SV09, CS15, BV16],
- when \( n = 3 \) and \( \alpha = 1 \), as proved in [CC10],
- when \( n = 3 \) and \( \alpha \in (1, 2) \), as proved in [CC14],
- when \( n = 3 \) and \( \alpha \in (0, 1) \), as proved in [DFV18a],
- when \( n = 4 \) and \( \alpha = 1 \), as proved in [FS20],

the other cases remaining open.

Additionally, under the additional limit assumption (5.48), Conjecture 8.1 when \( n \leq 8 \) has been established when \( \alpha \in (1, 2) \) in [Sav18], when \( \alpha = 1 \) in [Sav19] and when \( \alpha \in (\alpha_0, 1) \) for a suitable \( \alpha_0 \in (0, 1) \) in [DSV20c].

Interestingly, the case in [DFV18a] also relies on some of the results introduced in [DSV20c], hence we now briefly comment on these results and on their connection with Conjecture 8.1.

Though [DSV20c] actually deals with a more general form of nonlocal Allen-Cahn equation, both in terms of interaction kernels and of bistable nonlinearities allowed, we stick here to the model case investigated in Conjecture 8.1 for the sake of simplicity. Then, one picks \( \theta \in \left( \sqrt{\frac{3}{3}}, 1 \right) \) and introduces the notion of “interface” for a function \( u \) taking values in \([-1, 1]\) as the set

\[
I(u) := \{ x \in \mathbb{R}^n \text{ s.t. } |u(x)| \leq \theta \}.
\]

Note that, by the intuition arising from the phase coexistence model, \( I(u) \) collects precisely the points in the space which are not “close” to the pure phases (and the explicit value of \( \frac{\sqrt{3}}{3} \) is taken to ensure the monotonicity of the nonlinearity in (8.7) for \( u \in [-1, -\theta] \cup [\theta, 1] \)).

![Figure 16. The trapping notion for the interface.](image-url)
We stress that when $\gamma \geq r$, $I(u)$ is always $\gamma$-trapped in $B_r$ in direction $\omega$, for every possible choices of $r$ and $\gamma$, hence this condition becomes meaningful for $\gamma < r$, and in fact it is the flatness ratio $a := \frac{\gamma}{r}$ which plays a role in the geometric description of the interface.

In this setting, in Theorem 1.2 of [DSV20c] one obtains the one-dimensional symmetry of the solution as a consequence of a suitable “flatness at infinity”, i.e. from the sublinear growth of the interface $I(u)$ at infinity. The precise result is here below:

**Theorem 8.2.** Let $\alpha \in (0, 1)$ and $u$ be a solution of the fractional Allen-Cahn equation (8.7) in $\mathbb{R}^n$.

Assume that there exists $a : (1, +\infty) \to (0, 1]$ such that

$$\lim_{r \to +\infty} a(r) = 0$$

and $I(u)$ is $a(r) r$-trapped in $B_r$ in some direction $\omega_r$.

Then, $u$ is one-dimensional.

![Figure 17. Level sets of classical phase transition modeled on a catenoid.](image)

We observe that this result is also purely nonlocal, in the sense that in the classical case an analogous result is false. Indeed, in [dPKW13] an entire solution of the classical Allen-Cahn equation has been constructed whose interface is modeled on a catenoid (see Figure 17 for a sketch): then, since the catenoid grows logarithmically at infinity, the interface in this case is $\gamma$-trapped in $B_r$ in the vertical direction with $\gamma \simeq \ln r = a(r) r$, where $a(r) := \frac{\ln r}{r} \to 0$ as $r \to +\infty$ (but $u$ is not one-dimensional, showing that a classical counterpart of Theorem 8.2 does not hold true).

It is also worth pointing out that Theorem 8.2 is actually the consequence of a more general trapping result (namely Theorem 1.1 of [DSV20c]) which does not require the solution to be a global one, but rather a quantitative decay of the interface at infinity, via an improvement of flatness.

Then, the strategy adopted in [DFV18a] to prove Conjecture 8.1 when $n = 3$ and $\alpha \in (0, 1)$ is to first check that in this case the solution is a local minimizer for the energy (for this, extension, energy renormalization and sliding methods turn in handy, combined with the observation that the profiles at infinity are stable and two-dimensional solutions, hence necessarily one dimensional, thanks to [SV09,CS15]).

Hence, one considers a rescaled version $u_\varepsilon(x) := u\left(\frac{x}{\varepsilon}\right)$ of the original solution and employs the $\Gamma$-convergence theory in Theorem 7.1 to deduce that $u_\varepsilon$ approaches a step function of the type $\chi_E - \chi_{E^c}$, where $E$ is a fractional minimal surface in $\mathbb{R}^3$.

A Bernstein type result in the spirit of [FV17] then gives that $\partial E$ is a hyperplane. But one knows from the geometric convergence in Theorem 7.2 that actually the level sets of $u_\varepsilon$ must converge to this hyperplane and consequently, scaling back, one obtains an interface satisfying the assumptions of Theorem 8.2, thus allowing one to conclude that $u$ is necessarily one-dimensional.
APPENDIX A. ESTABLISHING SOME CLAIMS IN THE PROOF OF (5.7)

In this appendix we collect the proofs of some claims stated through the proof of (5.7).

Proof of (5.24). We denote by $d$ the signed distance function (positive outside $E$) and observe that, in the vicinity of $\partial E$,

\begin{equation}
\nu(X) - \nabla d(X) = o(d(X)),
\end{equation}

for some $C > 0$, because if $X = x + d(X)\nu(x)$ for some $x \in \partial E$, using (5.21) we have that

\begin{align*}
\nu_i(X) - \partial_i d(X) &= \nu_i(x) - \partial_i d(x + d(X)\nu(x)) \\
&= \nu_i(x) - \partial_i d(x) - d(X)\nabla \partial_i d(x) \cdot \nu(x) + o(d(X)) \\
&= 0 - d(X)\nabla \partial_i d(x) \cdot \nabla d(x) + o(d(X)) \\
&= -\frac{d(X)}{2} \partial_i |\nabla d(x)|^2 + o(d(X)) \\
&= -\frac{d(X)}{2} \partial_i 1 + o(d(X)) \\
&= o(d(X)),
\end{align*}

which demonstrates (A.1).

From (A.1) it also follows that, for all $x \in \partial E$,

\[ \partial_i \nu_j(x) = \lim_{\varepsilon \to 0} \frac{\nu_j(x + \varepsilon e_i) - \nu_j(x)}{\varepsilon} = \lim_{\varepsilon \to 0} \frac{\partial_j d(x + \varepsilon e_i) + o(\varepsilon) - \partial_j d(x)}{\varepsilon} = \partial^2_{ij} d(x) \]

and, in particular,

\begin{equation}
\partial_i \nu_j(x) = \partial_j \nu_i(x).
\end{equation}

Besides, we recall the notion of tangential divergence of a vector field $F$

\begin{equation}
\text{div}_T F := \text{div} F - \nabla (F \cdot \nu) \cdot \nu,
\end{equation}

see e.g. [DV21]. We observe that

\[ \sum_{i=1}^{n} (\partial_{T,i}f e_i) \cdot \nu = \sum_{i=1}^{n} \left( \partial_i f - (\nabla f \cdot \nu) \nu_i \right) e_i \cdot \nu \]

\[ = \sum_{i=1}^{n} \left( \partial_i f - (\nabla f \cdot \nu) \nu_i \right) \nu_i = (\nabla f \cdot \nu) - (\nabla f \cdot \nu) \sum_{i=1}^{n} \nu_i^2 = 0 \]

and, as a result, by the Tangential Divergence Theorem (see e.g. [DV21]) applied to the vector field $F := \partial_{T,i}f e_i$, we have that, for all $g \in C^1(\partial E)$,

\begin{align*}
\sum_{i=1}^{n} \int_{\partial E} \text{div}_T \left( \partial_{T,i}f(x) e_i \right) g(x) \, d\mathcal{H}^{n-1}_x \\
= \sum_{i=1}^{n} \int_{\partial E} \left( \partial_{T,i}f(x) e_i \right) \cdot \left( H(x) \nu(x) g(x) - \nabla_T g(x) \right) \, d\mathcal{H}^{n-1}_x \\
= -\sum_{i=1}^{n} \int_{\partial E} \left( \partial_{T,i}f(x) e_i \right) \cdot \nabla_T g(x) \, d\mathcal{H}^{n-1}_x \\
= -\sum_{i=1}^{n} \int_{\partial E} \partial_{T,i} g(x) \partial_{T,i} g(x) \, d\mathcal{H}^{n-1}_x.
\end{align*}
Moreover, recalling (5.19), in view of (5.22),
\[
\sum_{i=1}^{n} \text{div}_T(\partial_{T,i}fe_i) = \sum_{i=1}^{n} \left[ \text{div}(\partial_{T,i}fe_i) - \nabla((\partial_{T,i}fe_i) \cdot \nu) \cdot \nu \right]
\]
\[
= \sum_{i=1}^{n} \left[ \partial_i(\partial_{T,i}f) - \nabla(\partial_{T,i}f \nu_i) \cdot \nu \right]
\]
\[
= \sum_{i=1}^{n} \left[ \partial_{T,i}(\partial_{T,i}f) + (\nabla(\partial_{T,i}f) \cdot \nu)\nu_i - \nabla(\partial_{T,i}f \nu_i) \cdot \nu \right]
\]
\[
= \sum_{i=1}^{n} \partial_{T,i}\partial_{T,i}f + \sum_{i,j=1}^{n} \left[ \partial_j(\partial_{T,i}f)\nu_j\nu_i - \partial_j(\partial_{T,i}f \nu_i) \nu_j \right]
\]
\[
= \sum_{i=1}^{n} \partial_{T,i}\partial_{T,i}f - \sum_{i,j=1}^{n} \partial_{T,i}f \partial_{j}\nu_i \nu_j
\]
\[
= \sum_{i=1}^{n} \partial_{T,i}\partial_{T,i}f
\]
and consequently, by (A.4),
\[
\sum_{i=1}^{n} \int_{\partial E} \partial_{T,i}\partial_{T,i}f(x) g(x) \, d\mathcal{H}^{n-1}_x = - \sum_{i=1}^{n} \int_{\partial E} \partial_{T,i}f(x) \partial_{T,i}g(x) \, d\mathcal{H}^{n-1}_x = - \int_{\partial E} \nabla_T f(x) \cdot \nabla_T g(x) \, d\mathcal{H}^{n-1}_x.
\]
Owing to (5.8), the proof of (5.24) is thereby complete. \(\square\)

**Proof of (5.26) and (5.27).** We first recall (A.2) to see that
\[
\partial_{T,i}\nu_j - \partial_{T,j}\nu_i = \partial_i\nu_j - (\nabla\nu_j \cdot \nu)\nu_i - \partial_j\nu_i + (\nabla\nu_i \cdot \nu)\nu_j = \partial_i\nu_j - \partial_j\nu_i = 0,
\]
which demonstrates (5.26).

Now, to prove (5.27), we use (5.19) and (5.26) to see that
\[
\partial_{T,i}\partial_{T,j}\phi
\]
\[
= \partial_{T,i}\left( \partial_j\phi - (\nabla\phi \cdot \nu)\nu_j \right)
\]
\[
= \partial_{T,i}\partial_j\phi - \sum_{k=1}^{n} \left[ (\partial_{T,i}\partial_k\phi)\nu_k\nu_j + \partial_k\phi \left( \partial_{T,i}\nu_k\nu_j + \nu_k\partial_{T,i}\nu_j \right) \right]
\]
\[
= \partial_{ij}^2\phi - \sum_{k=1}^{n} \left[ \partial_{jk}^2\phi \nu_k\nu_i + (\partial_{T,i}\partial_k\phi)\nu_k\nu_j + \partial_k\phi \left( \partial_{T,i}\nu_k\nu_j + \nu_k\partial_{T,i}\nu_j \right) \right]
\]
\[
= \partial_{ij}^2\phi - \sum_{k=1}^{n} \left[ \partial_{jk}^2\phi \nu_k\nu_i + \partial_{jk}^2\phi \nu_k\nu_j + \partial_k\phi \left( \partial_{T,i}\nu_k\nu_j + \nu_k\partial_{T,i}\nu_j \right) \right]
\]
\[
+ \sum_{k,m=1}^{n} \partial_{mk}^2\phi \nu_m\nu_k\nu_i
\]
\[
= - \sum_{k=1}^{n} \partial_k\phi \left( \partial_{T,i}\nu_k\nu_j \right) + S,
\]
where \(S\) denotes a quantity which is symmetric in the indexes \(i\) and \(j\).
As a result,

\[(A.5) \quad \partial_{T,i}\partial_{T,j}\phi - \partial_{T,j}\partial_{T,i}\phi = \sum_{k=1}^{n} \left[ \partial_{T,j}\nu_k\nu_i - \partial_{T,i}\nu_k\nu_j \right] \partial_{k}\phi.\]

Now we notice that

\[\sum_{k=1}^{n} \left[ \partial_{T,j}\nu_k\nu_i - \partial_{T,i}\nu_k\nu_j \right] (\partial_{T,k}\phi - \partial_{k}\phi) = - \sum_{k=1}^{n} \left[ \partial_{T,j}\nu_k\nu_i - \partial_{T,i}\nu_k\nu_j \right] (\nabla\phi \cdot \nu)\nu_k = 0,\]

owing to \[(5.19)\] and \[(5.28).\]

By inserting this information into \[(A.5)\], we arrive at \[(5.27)\], as desired. \(\Box\)

**Proof of** \[(5.30)\]. Exploiting \[(5.24)\] and \[(5.27)\], we have that

\[
\begin{align*}
\partial_{T,k}(\Delta\phi) - \Delta_T(\partial_{T,k}\phi) &= \sum_{i=1}^{n} \partial_{T,k}\partial_{T,i}\partial_{T,i}\phi - \sum_{i=1}^{n} \partial_{T,i}\partial_{T,i}\partial_{T,k}\phi \\
&= \sum_{i=1}^{n} \partial_{T,k}\partial_{T,i}\partial_{T,i}\phi - \sum_{i=1}^{n} \partial_{T,i}\left[ \partial_{T,k}\partial_{T,i}\phi + \sum_{m=1}^{n} \left( \nu_i\partial_{T,k}\nu_m - \nu_k\partial_{T,i}\nu_m \right) \partial_{T,m}\phi \right] \\
&= \sum_{i=1}^{n} \partial_{T,k}\partial_{T,i}\partial_{T,i}\phi - \sum_{i=1}^{n} \partial_{T,i}\left[ \nu_i\partial_{T,k}\nu_m - \nu_k\partial_{T,i}\nu_m \right] \partial_{T,m}\phi \\
&= \sum_{i=1}^{n} \partial_{T,k}\partial_{T,i}\partial_{T,i}\phi - \sum_{i=1}^{n} \left[ \partial_{T,k}\partial_{T,i}\partial_{T,i}\phi + \sum_{m=1}^{n} \left( \nu_i\partial_{T,k}\nu_m - \nu_k\partial_{T,i}\nu_m \right) \partial_{T,m}\partial_{T,i}\phi \right] \\
&\quad - \sum_{i,m=1}^{n} \left( (\partial_{T,i}\nu_i)(\partial_{T,k}\nu_m) + \nu_i\partial_{T,i}\partial_{T,k}\nu_m - (\partial_{T,i}\nu_k)(\partial_{T,i}\nu_m) - \nu_k\partial_{T,i}\partial_{T,i}\nu_m \right) \partial_{T,m}\phi \\
&\quad - \sum_{i,m=1}^{n} \left( \nu_i\partial_{T,k}\nu_m - \nu_k\partial_{T,i}\nu_m \right) \partial_{T,i}\partial_{T,m}\phi \\
&= - \sum_{i,m=1}^{n} \left( \nu_i\partial_{T,k}\nu_m - \nu_k\partial_{T,i}\nu_m \right) \partial_{T,m}\partial_{T,i}\phi \\
&\quad - \sum_{i,m=1}^{n} \left( (\partial_{T,i}\nu_i)(\partial_{T,k}\nu_m) + \nu_i\partial_{T,i}\partial_{T,k}\nu_m - (\partial_{T,i}\nu_k)(\partial_{T,i}\nu_m) - \nu_k\partial_{T,i}\partial_{T,i}\nu_m \right) \partial_{T,m}\phi \\
&\quad - \sum_{i,m=1}^{n} \left( \nu_i\partial_{T,k}\nu_m - \nu_k\partial_{T,i}\nu_m \right) \partial_{T,i}\partial_{T,m}\phi \\
&= - \sum_{i,m=1}^{n} \left( \nu_i\partial_{T,k}\nu_m - \nu_k\partial_{T,i}\nu_m \right) \left[ \partial_{T,i}\partial_{T,m}\phi + \sum_{\ell=1}^{n} \left( \nu_m\partial_{T,i}\nu_{\ell} - \nu_i\partial_{T,m}\nu_{\ell} \right) \partial_{T,\ell}\phi \right] \\
&\quad - \sum_{i,m=1}^{n} \left( (\partial_{T,i}\nu_i)(\partial_{T,k}\nu_m) + \nu_i\partial_{T,i}\partial_{T,k}\nu_m - (\partial_{T,i}\nu_k)(\partial_{T,i}\nu_m) - \nu_k\partial_{T,i}\partial_{T,i}\nu_m \right) \partial_{T,m}\phi \\
&\quad - \sum_{i,m=1}^{n} \left( \nu_i\partial_{T,k}\nu_m - \nu_k\partial_{T,i}\nu_m \right) \partial_{T,i}\partial_{T,m}\phi \\
&= - \sum_{i,m,\ell=1}^{n} \left( \nu_i\partial_{T,k}\nu_m - \nu_k\partial_{T,i}\nu_m \right) \left( \nu_m\partial_{T,i}\nu_{\ell} - \nu_i\partial_{T,m}\nu_{\ell} \right) \partial_{T,\ell}\phi.
\end{align*}\]
\[-\sum_{i,m=1}^{n} \left( (\partial_{T,i} \nu_i)(\partial_{T,k} \nu_m) + \nu_i \partial_{T,i} \partial_{T,k} \nu_m - (\partial_{T,i} \nu_k)(\partial_{T,i} \nu_m) - \nu_k \partial_{T,i} \partial_{T,i} \nu_m \right) \partial_{T,m} \phi \]

\[-2 \sum_{i,m=1}^{n} \left( \nu_i \partial_{T,i} \nu_m - \nu_k \partial_{T,i} \nu_m \right) \partial_{T,i} \partial_{T,m} \phi. \]

Now we observe that the fact that \(H = 0\) gives that
\[\sum_{i=1}^{n} \partial_{T,i} \nu_i = 0.\]

Also, by (5.20), we deduce that
\[\sum_{i=1}^{n} \nu_i \partial_{T,i} \partial_{T,k} \nu_m = 0.\]

Furthermore, recalling (5.29) and using again the fact that \(H = 0\) and (5.20),
\[\sum_{i,m=1}^{n} (\partial_{T,i} \partial_{T,i} \nu_m)(\partial_{T,m} \phi) = \sum_{m=1}^{n} (\Delta_T \nu_m)(\partial_{T,m} \phi) = -c^2 \sum_{m=1}^{n} \nu_m \partial_{T,m} \phi = 0.\]

From these considerations, we conclude that
\[\partial_{T,k}(\Delta_T \phi) - \Delta_T(\partial_{T,k} \phi) = - \sum_{i,m,\ell=1}^{n} \left( \nu_i \partial_{T,k} \nu_m - \nu_k \partial_{T,i} \nu_m \right) \left( \nu_m \partial_{T,i} \nu_\ell - \nu_i \partial_{T,m} \nu_\ell \right) \partial_{T,\ell} \phi\]

\[+ \sum_{i,m=1}^{n} (\partial_{T,i} \nu_k)(\partial_{T,i} \nu_m)(\partial_{T,m} \phi) - 2 \sum_{i,m=1}^{n} \left( \nu_i \partial_{T,k} \nu_m - \nu_k \partial_{T,i} \nu_m \right) \partial_{T,i} \partial_{T,m} \phi\]

(A.6)

\[= - \sum_{i,m,\ell=1}^{n} \left[ \nu_i \nu_m (\partial_{T,k} \nu_\ell)(\partial_{T,i} \nu_\ell) - \nu_k \nu_m (\partial_{T,i} \nu_\ell)(\partial_{T,m} \nu_\ell) + \nu_k \nu_\ell (\partial_{T,i} \nu_m)(\partial_{T,m} \nu_\ell) \right] \partial_{T,\ell} \phi\]

\[+ \sum_{i,m=1}^{n} (\partial_{T,i} \nu_k)(\partial_{T,i} \nu_m)(\partial_{T,m} \phi) - 2 \sum_{i,m=1}^{n} \left( \nu_i \partial_{T,k} \nu_m - \nu_k \partial_{T,i} \nu_m \right) \partial_{T,i} \partial_{T,m} \phi.\]

Notice that
\[\sum_{m=1}^{n} \nu_m \partial_{T,k} \nu_m = \sum_{m=1}^{n} \nu_m \partial_{T,m} \nu_k = 0,\]

\[\sum_{m=1}^{n} \nu_m \partial_{T,i} \nu_m = \sum_{m=1}^{n} \nu_m \partial_{T,m} \nu_i = 0\]

and
\[\sum_{i=1}^{n} \nu_i \partial_{T,i} \nu_m = 0,\]

in light of (5.20) and (5.26).

Similarly,
\[\sum_{i=1}^{n} \nu_i \partial_{T,i} \partial_{T,m} \phi = 0.\]

Thus, plugging these pieces of information into (A.6) and using (5.26), we obtain that
\[\partial_{T,k}(\Delta_T \phi) - \Delta_T(\partial_{T,k} \phi)\]
which proves (5.30). \qed

APPENDIX B. PROOF OF FORMULA (7.3)

By (2.31), we have that

\[ \Omega(\Omega) = (-1, 1)^{2n} \cup ((-1, 1)^n \times (-1, 1)^n) \cup ((-1, 1)^n \times ((-1, 1)^n)^c), \]

and consequently, disregarding multiplicative constants,

\[
\varepsilon^{\alpha-n} \iint_{\Omega(\Omega)} \frac{(u_\varepsilon(x) - u_\varepsilon(y))^2}{|x-y|^{n+\alpha}} \, dx \, dy \\
= \varepsilon^{\alpha-n} \iint_{(-1,1)^{2n}} \frac{(u_\varepsilon(x_1/\varepsilon) - u_\varepsilon(y_1/\varepsilon))^2}{|x-y|^{n+\alpha}} \, dx \, dy \\
+ 2\varepsilon^{\alpha-n} \iint_{(-1,1)^n \times ((-1,1)^n)^c} \frac{(u_\varepsilon(x_1/\varepsilon) - u_\varepsilon(y_1/\varepsilon))^2}{|x-y|^{n+\alpha}} \, dx \, dy \\
= \iint_{(-1,1)^n \times (-1,1)^n} \frac{(u_\varepsilon(X_1) - u_\varepsilon(Y_1))^2}{|X-Y|^{n+\alpha}} \, dX \, dY \\
+ 2\varepsilon^{\alpha-n} \iint_{(-1,1)^n \times ((-1,1)^n)^c} \frac{(u_\varepsilon(X_1) - u_\varepsilon(Y_1))^2}{|X-Y|^{n+\alpha}} \, dX \, dY
\]

(B.1)

\[
\approx \iint_{(-1,1)^n \times \mathbb{R}^n} \frac{(u_\varepsilon(X_1) - u_\varepsilon(Y_1))^2}{|X-Y|^{n+\alpha}} \, dX \, dY \\
= \iint_{(-1,1)^n \times \mathbb{R}^n} \frac{(u_\varepsilon(X_1) - u_\varepsilon(Y_1))^2}{(|X_1 - Y_1|^2 + \zeta^2)^{\frac{n+\alpha}{2}}} \, dX \, dY \, d\zeta \\
= \iint_{(-1,1)^n \times \mathbb{R}^n} \frac{(u_\varepsilon(X_1) - u_\varepsilon(Y_1))^2}{|X_1 - Y_1|^{1+\alpha}(1 + \eta^2)^{\frac{n+\alpha}{2}}} \, dX \, dY \, d\eta \\
\approx \frac{1}{\varepsilon^{n-1}} \iint_{(-1,1)^n \times \mathbb{R}} \frac{(u_\varepsilon(X_1) - u_\varepsilon(Y_1))^2}{|X_1 - Y_1|^{1+\alpha}} \, dX_1 \, dY_1.
\]
We now use the odd symmetry of $u_*$ to write
\[ \iint_{(-\frac{1}{2}, \frac{1}{2}) \times \mathbb{R}} \frac{(u_*(X_1) - u_*(Y_1))^2}{|X_1 - Y_1|^{1+\alpha}} dX_1 dY_1 \]
\[ = \iint_{(-\frac{1}{2}, \frac{1}{2}) \times (0, +\infty)} \frac{(u_*(X_1) - u_*(Y_1))^2}{|X_1 - Y_1|^{1+\alpha}} dX_1 dY_1 + \iint_{(-\frac{1}{2}, \frac{1}{2}) \times (-\infty, 0)} \frac{(u_*(X_1) - u_*(Y_1))^2}{|X_1 - Y_1|^{1+\alpha}} dX_1 dY_1 \]
\[ = \iint_{(-\frac{1}{2}, \frac{1}{2}) \times (0, +\infty)} \frac{(u_*(X_1) - u_*(Y_1))^2}{|X_1 - Y_1|^{1+\alpha}} dX_1 dY_1 + \iint_{(-\frac{1}{2}, \frac{1}{2}) \times (0, +\infty)} \frac{(u_*(-X_1) - u_*(-Y_1))^2}{|X_1 - Y_1|^{1+\alpha}} dX_1 dY_1 \]
\[ = 2 \iint_{(-\frac{1}{2}, \frac{1}{2}) \times (0, +\infty)} \frac{(u_*(X_1) - u_*(Y_1))^2}{|X_1 - Y_1|^{1+\alpha}} dX_1 dY_1. \]

Using this into (B.1), we obtain that
\[ (B.2) \quad \varepsilon^{-n} \iint_{\Omega(\Omega)} \frac{u_*(x) - u_*(y))^2}{|x - y|^{n+\alpha}} dx dy \geq \frac{1}{\varepsilon^{n-1}} \iint_{(\frac{1}{2}, \frac{1}{2}) \times (0, +\infty)} \frac{(u_*(X_1) - u_*(Y_1))^2}{|X_1 - Y_1|^{1+\alpha}} dX_1 dY_1. \]

Now we notice that
\[ \iint_{(-\frac{1}{2}, \frac{1}{2}) \times (0, 2)} \frac{(u_*(X_1) - u_*(Y_1))^2}{|X_1 - Y_1|^{1+\alpha}} dX_1 dY_1 = \iint_{(-\frac{1}{3}, \frac{1}{3}) \times (0, 2)} \frac{(u_*(\xi))^2}{|X_1 - Y_1|^{1+\alpha}} dX_1 dY_1 \]
\[ = (u_*(\xi))^2 \iint_{(-1, 1)} |Z|^{1-\alpha} dX_1 dZ = 4(u_*(\xi))^2 \iint_{-1}^1 |Z|^{1-\alpha} dZ = \frac{8(u_*(\xi))^2}{2 - \alpha}, \]
for some $\xi$ lying on the segment joining $X_1$ and $Y_1$.

Furthermore,
\[ \iint_{(-\frac{1}{2}, \frac{1}{2}) \times (0, 2)} \frac{(u_*(X_1) - u_*(Y_1))^2}{|X_1 - Y_1|^{1+\alpha}} dX_1 dY_1 = \iint_{((-\frac{1}{2}, \frac{1}{2}) \cup (\frac{1}{2}, \frac{1}{2})) \times (0, 2)} \frac{(u_*(X_1) - u_*(Y_1))^2}{|X_1 - Y_1|^{1+\alpha}} dX_1 dY_1, \]
which is equal to a constant depending on $\alpha$ and $u_*$.

Plugging these pieces of information into (B.2), we conclude that
\[ \varepsilon^{-n} \iint_{\Omega(\Omega)} \frac{(u_*(x) - u_*(y))^2}{|x - y|^{n+\alpha}} dx dy \]
\[ \approx \frac{1}{\varepsilon^{n-1}} \iint_{(-2, 2) \times (2, +\infty)} \frac{(u_*(X_1) - 1)^2}{|X_1 - Y_1|^{1+\alpha}} dX_1 dY_1 \]
\[ + \frac{1}{\varepsilon^{n-1}} \iint_{\{|X_1| \leq 2\} \times (2, +\infty)} \frac{(u_*(X_1) - 1)^2}{|X_1 - Y_1|^{1+\alpha}} dX_1 dY_1 \]
\[ \approx \frac{1}{\varepsilon^{n-1}} \iint_{(-\frac{1}{2}, -2) \times (2, +\infty)} \frac{dX_1 dY_1}{|X_1 - Y_1|^{1+\alpha}}. \]
\[
\begin{cases}
\varepsilon^{\alpha-n} & \text{if } \alpha \in (0,1), \\
\varepsilon^{-n} |\ln \varepsilon| & \text{if } \alpha = 1, \\
\varepsilon^{-n} & \text{if } \alpha \in (1,2),
\end{cases}
\]

which establishes [7.3].
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