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ABSTRACT

Background: Atrial fibrillation (AFIB) is one of the most common types of arrhythmia, which leads to heart failure and stroke to public. As AFIB has the high potential to cause permanent disability in patients, its early detection is extremely important. There are different types of AFIB classification algorithm that have been proposed by researchers in recent years.

Methods: This paper reviews the features of AFIB in terms of ECG morphological features and heart rate variability (HRV) analysis on different methods. The existing classification method, particularly focusing on Artificial Intelligence technique, is also comprehensively described. Other than that, the existing implementation technology of arrhythmia detection platforms such as smart phone and System-on-Chip-based embedded device are also elaborated in terms of their design trade-offs.

Conclusion: Current existing AFIB detection algorithm cannot compromise for high accuracy and low complexity. Due to the limitation of embedded system, design trade off should be considered to strike the balance between the performance of algorithm and the limitation.

Introduction

About 17 millions of people worldwide are suffering from stroke according to World Stroke Organization.[1] According to the finding of Savino,[2] atrial fibrillation (AFIB) patients have higher risk of stroke and more likely to occur in elderly people who are above the age of 60 [3] or even earlier.[4] AFIB is one of the most common types of arrhythmia, where it refers to a condition in the heart having irregular rhythm or abnormal heart beats. AFIB is a common condition of heart failure where the heart fails to provide sufficient blood to the body and leads to other complications.[5,6] As a consequence, it increases the mortality, progression of pump-failure, and arrhythmic death of population.[7] Due to the mentioned severity of heart failure and stroke, the best prevention is the management of AFIB.[8]

In AFIB, atria chamber is randomly firing and eventually override the electrical impulse originated from the natural pacemaker, sinoatrial (SA) node. This action disturbs the normal rhythm of the heart and creates chaos. For some people, AFIB can be occurring continuously, although others may recover back to normal rhythm after a certain time. There are three categories used to differentiate the severity of AFIB, which are (i) paroxysmal, (ii) persistent, and (iii) permanent. Paroxysmal AFIB will begin or terminate the abnormal signal spontaneously. It might last for seconds or sometimes even days. If the AFIB does not stop completely by itself, but last until the treatment is given, it is called as persistent AFIB. When the usual treatment works no longer, a permanent AFIB is developed. The frequently occurring of the paroxysmal and persistent AFIB might grow over prolonged time to become permanent AFIB if the prevention or precaution steps are not taken.[9]

AFIB is normally first diagnosed using electrocardiogram (ECG), a non-invasive measurement method of heart signal or electrical activity of heart. It can be recorded by different modalities, such as resting ECG device, stress test ECG device, event recorder, and Holter monitor. The ECG morphology of AFIB is different from the normal ECG waveform, such as missing of P wave or irregular ventricular response.[10]
With this characteristic based on the ECG signal, AFIB detection algorithm is being developed and used for screening purposes.

In this paper, the authors review the features of AFIB in both ECG morphology and heart rate variability (HRV) analysis at different domains. The existing technique of AFIB classification technique is also discussed, as well as the implementation technology of AFIB classifier. The paper is organized as below. Section 'Features of AFIB' describes the AFIB features, follow by a discussion of AFIB classification focusing on artificial intelligence (AI) in the Section 'Classification Method for AFIB'. The current common AFIB implementation technology is presented in the Section 'Arrhythmia detection platform'. Sections 'Discussion' and 'Conclusions' present the discussion and conclusion, respectively.

Features of AFIB

Every arrhythmia has identical features in ECG. The features for AFIB are seen in Figure 1, in which the ECG shows the missing of the P wave with fluctuation baseline due to the activation of atrial being fired spontaneously without rhythm. Other than that, the duration between R peaks, the so-called RR intervals, are inconsistent because atrioventricular (AV) node receives a bunch of electrical impulses from the atria without rhythm, causing the ventricular to contract rapidly.

However, there are other types of arrhythmia which might also share the same features as AFIB such as premature ventricular contraction (PVC). PVC is another common type of arrhythmia where the ventricular contracted twice as much faster than normal. Based on the ECG signal, PVC also shows the missing of P wave and variance in RR intervals. Although the morphological features in time intervals between PVC and AFIB have high similarity, but both arrhythmia still able to be differentiated in other domains such as frequency or time–frequency domain. One of the most famous methods is HRV analysis which has been introduced to differentiate the arrhythmia in more detail and accuracy. In HRV analysis, the RR intervals are converting into different domains, such as the time domain and the frequency domain. With the view from different perspectives of the ECG signal, the underlying information can be revealed and it is very useful for the AFIB detection.

P wave morphology

P wave is generated by the depolarization of the atrial chamber, hence the missing of P wave in the ECG signal could indicate the risk of AFIB. There are few parameters based on P wave morphology which are important to detect AFIB as listed in below [12]:

1. Amplitude of the P-wave.
2. Area under the P-wave.
3. Width of the P-wave.
4. Time distance of the onset of the P-wave till its peak.
5. Time distance between the P peak and the R peak.

The detection of the P wave could be a challenge because the amplitude of P wave is relatively smaller than R wave and is easy to be covered up by the noise in poor quality ECG recording.

QRS complexes morphology

In ECG, QRS complexes have the highest peak amplitude and could be easily detected. The most famous QRS detection algorithm is Pan and Tompkins algorithm,[13] which is able to detect the QRS up to 99.30% of accuracy. Other than that, it is simple and easy to implement because only four filters are needed for the detection, that are (i) band pass filter, (ii) derivative, (iii) smoothing function, and (iv) moving window integration. Similar to P wave, there are three parameters which can be extracted from the morphology of QRS complexes, which are the following: amplitude of the R peak, area under the QRS complex, and width of the QRS complex.

Usually, QRS complexes are significant for identifying arrhythmia by calculating RR intervals where it is the total time duration between the R peak and the

Figure 1. ECG for normal heart condition and AFIB [11].
adjacent R peak. Other than that, RR intervals act as the main features for HRV analysis.

**HRV**

HRV analysis provides hidden meaning of cardiac condition which cannot be done through manual visual inspection in ECG morphology. In arrhythmia detection, HRV analysis is one of the significant features for cardiac disease indication such as AFIB. Basically, HRV analysis has several methods, including time domain analysis, frequency domain analysis, and non-linear method of analysis.\[14\]

Time domain analysis used RR intervals to obtain the parameters (Table 1) for the features of arrhythmia detection such as PVC and AFIB. The NN intervals in the table refer to time duration between one beat and another beat which also represent the RR intervals.

In frequency domain analysis, the parameters in Table 2 can be used to observe RR variation. Other than that, there are feature extraction techniques in frequency domain such as power spectral density (PSD), Burg method, higher order spectra (HOS), short time Fourier transform (STFT), and continuous wavelet transform (CWT).\[14\]

Non-linear method is able to describe the processes from biological system in an effective way. It includes the following methods: Recurrence plots, Sample entropy (SampEn), Hurst Exponent (H), Fractal dimension, Approximate Entropy, Largest Lyapunov Exponent, Detrended Fluctuation analysis, and Correlation Dimension analysis.\[14\]

**Classification method for AFIB**

With the advancement of technology, AI is being invented and developed. The basic concept of AI is to exhibit intelligence from machine or software, which are capable of thinking and making decisions depending on the past experiences. AI technology can be applied in different fields such as neuroscience, psychology, linguistics, mathematics, and computer science.

Machine learning is the sub-field of the computer science which evolved from the pattern recognition and computation learning theory in AI. The aims of machine learning are to develop an algorithm which can discover the features and make predictions based on the data. Due to it is evolvable and dynamic, it changes the previous classification method which relies on static behaviors like rule-based classification or decision-based classification. Machine learning can be further divided into supervised learning and unsupervised learning. Supervised learning provides a set of training data to the classifier, so that it could learn and generalize the data according to the desired result. During unsupervised learning, training is given without a correct result so that this model will keep classifying the data based on their statistical properties with the continuous self-learning process.

Based on the literature findings, the model of supervised learning is mostly used for AFIB detection algorithm, such as Bayes Bayesian classifier, linear discrimination analysis (LDA), k nearest neighbor (kNN), artificial neural network (ANN), support vector machine (SVM), and knowledge-based classification (KBC).

**Naive Bayesian classifier (NBC)**

NBC is based on Bayes theorem as shown in Equation (1) with the assumption that all the features are mutually exclusive or independent with each other.\[15\] In the training phase, a training set is given to the classifier and the probability of n classes $P(x_1|C_i), P(x_2|C_i), \ldots, P(x_n|C_i)$ are obtained. Since $P(X)$ is constant, only $P(X|C_j)P(C_j)$ needs to be maximized.\[16\] The classification result is given to the highest probability of $P(C_j|X)$. X is assigned to classes $C_i$ if and only if

$$P(C_j|X) = \frac{P(X|C_j)P(C_j)}{P(X)}$$

$$P(C_j|X) > P(C_i|X) \text{ for } 1 \leq j \leq n, \ j \neq i$$

Here are a couple of AFIB classification algorithms which are based on NBC are proposed to compare the performance with the other techniques. It can be found that the performance of the NBC is generally lower than other classifiers.\[17,18\] Pourbabaee and Lucas \[17\] have proposed three different classifiers to identify the AFIB that are kNN, ANN and Naive Bayesian by using the beat information and power

---

**Table 1.** Parameters of time domain analysis.

| Index     | Definition                        |
|-----------|-----------------------------------|
| AVNN      | Average of NN intervals           |
| SDNN      | Standard deviation of the NN intervals |
| SDANN     | Standard deviation of the average of NN intervals |
| RMSSD     | Root Mean Square Standard Deviation |
| NNS0      | Number of pairs of successive NNs that differ by more than 50ms |
| pNNS0     | Proportion of NNS0 divided by total number of NNs. |
| TINN      | Triangular interpolation of NN interval histogram |

**Table 2.** Parameters of frequency domain analysis.

| Index     | Frequency of power spectrum/definition                        |
|-----------|----------------------------------------------------------------|
| ULF       | 0 and 0.0033 Hz                                                |
| VLF       | 0.0033 and 0.04 Hz                                             |
| LF        | 0.04 and 0.15 Hz                                               |
| HF        | 0.15 and 0.40 Hz                                               |
| LF/HF ratio | Ratio of low- to high-frequency power                          |
spectral density. This research shows that among the AFIB classifiers, kNN provides the highest AFIB detection accuracy of 93.75% compared with ANN and Naive Bayesian, which have 87.50% and 75.00% of accuracy, respectively. In the paper of Joy et al.,[18] he has proposed Naive Bayesian and Gaussian mixture model (GMM) to classify AFIB. It is discovered that GMM provides slightly higher performance in all sensitivity, specificity, and accuracy compared with Naive Bayesian. However, all of them still have the accuracy of 99.00% and above.

**K nearest neighbor (kNN)**

Dimension kNN is the most straightforward classification method among the machine-learning techniques.[19] Basically, it classify unknown data into a class where the class is closer to the data and having higher majority. As shown in Figure 2, q1 belonged to the group O and q2 is under group X. kNN classifies q2 into group X because the majority of neighbors are X. Number of neighbors can be defined in k, for example, the value of k in Figure 2 is 2. Whereas the boundary line between classes are labeled by calculating Euclidean distance between them. It can be only determined after training phase with a set of data.[20]

Some of the researchers found that the simplest classifier, kNN, is able to classify AFIB with a better accuracy compared with other classifiers with the same set of features. Padmavathi and Ramakrishna [21] show that the accuracy results of both SVM and kNN are 92.30% and 100%, respectively, with the features extracted by using the Burg method. Meanwhile, Pourbabaee and Lucas [17] also show the performance of kNN are approximately 6% and 20% higher than ANN and NBC classifiers, respectively. Also some researchers have found that using kNN as a classifier can yield a good accuracy in detecting or predicting AFIB.[22,23]

**Artificial neural network (ANN)**

ANN is inspired by the biological nervous systems of human brain. It patterned the way of brain processing the incoming information and signal.[24] In ANN, it consists of few interconnected layers which are input layer, output layer, and hidden layer as shown in Figure 3. Each layer consists of a number of nodes, where the number of nodes in the input layer is depended on the number of features and the output layer is depended on the number of classes. The connections between the input and output layers are hidden layers, where the number of layers and nodes in the hidden layers are defined by the user based on the performance at the training phase.[25]

Similar to other classifiers, ANN has both training phase and testing phase. In training phase, a feed forward neural network is trained by the back-propagation algorithm. As a result, the best set of weights for each of the nodes from each layers are calculated and obtained.[26] These weights are chosen based on the best performance and used for the classification at the testing phase.

Since 1994–2013, ANN was widely used for the AFIB detection algorithm. Yang et al. [27] used ANN to separate the sinus rhythm from AFIB with a sensitivity of 92% and a specificity of 92.3%. Moreover, Chesnokov et al. [28] and Kikillus et al. [29] were able to classify AFIB with a high sensitivity and specificity with HRV features. ANN classifier is comparing with other classifiers and showing a good classification result compare to others except kNN.[17,24,30,31]

**Support vector machine (SVM)**

SVM is used for the classifier or regression function to reduce the empirical risk and confidence interval.[16,32] It solves the problem by drawing either a linear or a quadratic decision rule so that high-dimensional data can also be classified correctly. The following two equations are the functions of the decision
rule, where Equation (2) is for linear and Equation (3) is for quadratic problem. Due to the high feasibility of SVM, it can classify a variety of data with high dimensional and high performances in practical applications and is popular in using it [16]:

$$f(x) = \text{sign}(w^T x + b)$$

(2)

$$f(x) = \text{sign} \left( \sum_{i=1}^{N} \alpha_i y_i (x_i \cdot x) \right) + b$$

(3)

Most of the AFIB detection algorithms with SVM classifier are able to generate a good performance. In Asgari et al.,[33] it is able to detect AFIB with 97% of sensitivity and 97.1% of specificity. It is also found that an algorithm is able to produce approximately 100% of accuracy,[21] Whereas Jeon et al. [34] are able to produce 95.1% of sensitivity and 95.9% of specificity with the beat features. In Bruser et al. [35] and Padmavathi and Ramakrishna,[21] both used the Burg method for feature extraction and provided a good performance. The Pointcare plot is used for the feature extraction and SVM as classifier in this paper.[36] The features of the arrhythmia is important for the classifier to produce a good result. Although the SVM is a advance classifier, the features will highly affected the performance.[37,38]

**Linear discrimination analysis (LDA)**

LDA is a simple and linear classification method which is used to classify data into K classes based on K discrimination function. Each class has one discrimination function. Discrimination function draws a linear line between the data and classifies it into classes. It also allows the data to be multicut to classify it into more classes. There are two categories under LDA, which are supervised and unsupervised techniques. Supervised technique classifies data into known classes, while unsupervised classifies the data into unknown classes. There are a few assumptions that are made before the LDA is performed, such as variables are distributed normally within the classes and the correlation and the variance with each group should be similar.

In this paper,[39] AFIB was classified by LDA based on F wave and RR intervals with clinical evaluation. While in,[32] LDA was used to classify the AFIB and implemented in smart phone.

**Arrhythmia implementation platform**

Embedded system is a system with microcontroller or microprocessor which equipped with peripheral I/O ports. It is portable and able to perform a specific task according to the design and requirement. The drawbacks of embedded system are limited power consumption and slow computation time. Normally, an algorithm with high performance consumes high power due to its complexity. So, the best design trade off should be considered before implementing on any embedded system.

It has been found that there are some researchers that implemented the AFIB detection algorithm into the embedded system successfully. The comparison between the AFIB detection devices in terms of their algorithms, performance, and implementation technology is shown in Table 3. Based on the observation, the most famous and popular features for the detection of AFIB are RR intervals. That is because R peak is the highest peak in ECG and it is easier to be detected compared to P wave. The favored classifiers in Table 3 are SVM and decision rule. The decision rule classifier provides a lowest complexity of algorithm, where SVM provides a high performance in detecting AFIB. Other than that, most of the implementation technologies are using smart phone because it is most commonly used embedded system for this current generation.

**Discussion**

Early detection of AFIB gives significance impact to the society because any precaution steps can be taken early to reduce the risk of having permanent disability and stroke. Different types of AFIB detection algorithms have achieved good classification results with higher sensitivity, specificity, and accuracy. However, the complexity of algorithm increased proportionally to its performance. Implementing a high complexity of algorithm in embedded system will cause high-power

| Years | Journals | Platforms | ECG sensor | Arrhythmia class | Features | Classification AFIB | Performance (%) |
|-------|----------|-----------|------------|------------------|----------|---------------------|-----------------|
| 2014  | Jeon et al. [34] | ARM processor | ✓ | AFIB, MI | RR intervals | SVM | 95.10 95.90 — |
| 2013  | Chong et al. [40] | Smart phone | Pulsatile | AFIB, PVC, PAC | RR intervals | Decision rule | 96.84 97.83 — |
| 2013  | Kwon et al. [41] | Smart phone | ✓ | AFIB | ECG morphological, FFT | SVM | — — 87.50 |
| 2013  | Oster et al. [42] | Smart phone | ✓ | AFIB | RR intervals | Decision rule | 92.70 94.20 — |
| 2011  | Bruser et al. [35] | Matlab | Ballistocardiogram | AFIB | PSD | SVM | 96.20 91.90 95.10 |
| 2010  | Kaiser et al. [43] | Smart phone | X | AFIB | RR intervals | Decision rule | 99.10 88.30 — |
consumption and slow computation time which is not desired for the public. Some of the AFIB detection algorithms tend to reduce the complexity of the algorithm and sacrificing its performance, while some of the AFIB detection algorithms tend to increase the complexity with high performance.

In Tables 4–8, different types of algorithms based on the AI classifier are presented. It also compares the feature extraction techniques and its performance based on the different algorithms. Other than that, there are also some journals that have proposed an algorithm which is able to classify the AFIB based on the non-AFIB episode. The prediction of the AFIB detection algorithm is beneficial to the people who have paroxysmal AFIB which only last for few seconds or minutes.

Different types of algorithms use different features. It can be observed that some of the classification performance are highly depended on the performance of the feature extraction such as HRV analysis. For instances, the miss detection of R wave or P wave will degrade the accuracy of AFIB detection. Some features are extracted in frequency domain such as power spectral density which does not require the beat detection. So, the performance of algorithm can be independent of the beat extraction.

| Table 4. Related work of AFIB detection algorithm using SVM classifier. |
|---------------------------------------------------------------|
| Years | Journals | Features extraction | Sensitivity | Specificity | Accuracy |
|-------|----------|---------------------|-------------|-------------|----------|
| 2015  | Asgari et al. [33] | Peak to average power ratio log energy entropy | 97.00 | 97.10 | — |
| 2015  | Ortigos et al. [38] | Modulus and phase | — | — | 81.00 |
| 2015  | Padmavathi and Ramakrishna [21] | Burg method | — | — | 100.00 |
| 2014  | Jeon et al. [34] | RR intervals with Pointcare plot | 95.10 | 95.90 | — |
| 2013  | Colloca et al. [37] | R peak | 100.00 | 82.00 | 85.45 |
| 2009  | Park et al. [36] | RR intervals with Pointcare plot | 91.40 | 92.90 | — |

| Table 5. Related work of AFIB detection algorithm using ANN classifier. |
|---------------------------------------------------------------|
| Years | Journals | Features extraction | Sensitivity | Specificity | Accuracy |
|-------|----------|---------------------|-------------|-------------|----------|
| 2013  | Prasad et al. [23] | Higher order spectra | 99.60 | 99.22 | 98.87 |
| 2009  | Kikilus et al. [29] | HRV analysis | 92.31 | 98.36 | — |
| 2008  | Pourbabaee and Lucas [17] | PQRST wave Power spectral density | — | — | 87.50 |
| 2007  | Chesnokov et al. [28] | FFT HRV analysis | 94.50 | 96.50 | — |
| 2007  | Kostka and Tkacz [30] | P wave Energy and entropy | 88.00 | 85.00 | — |
| 1994  | Yang et al. [27] | P wave PR wave | 92.00 | 92.30 | — |

| Table 6. Related work of AFIB detection algorithm using kNN classifier. |
|---------------------------------------------------------------|
| Years | Journals | Features extraction | Sensitivity | Specificity | Accuracy |
|-------|----------|---------------------|-------------|-------------|----------|
| 2015  | Padmavathi and Ramakrishna [21] | Burg method | — | — | 100.00 |
| 2013  | Prasad et al. [23] | Higher order spectra | 100.00 | 99.22 | 99.50 |
| 2008  | Pourbabaee and Lucas [17] | PQRST wave | — | — | 93.75 |
| 2004  | Ros et al. [22] | P wave | 84.00 | 76.00 | — |

| Table 7. Related work of AFIB detection algorithm using LDA classifier. |
|---------------------------------------------------------------|
| Years | Journals | Features extraction | Sensitivity | Specificity | Accuracy |
|-------|----------|---------------------|-------------|-------------|----------|
| 2007  | Sovilj et al. [44] | P wave RR intervals | 42.00 | 90.00 | — |
| 2002  | Blanc [45] | Hidden Markov Model | 70.00 | 65.00 | — |
| 2001  | Lepage et al. [46] | Hidden Markov Model | 70.00 | 65.00 | — |

| Table 8. Related work of AFIB detection algorithm using NBC classifier. |
|---------------------------------------------------------------|
| Years | Journals | Features extraction | Sensitivity | Specificity | Accuracy |
|-------|----------|---------------------|-------------|-------------|----------|
| 2013  | Joy et al. [18] | QRS complexes | 99.32 | 99.33 | 99.33 |
| 2008  | Pourbabaee and Lucas [17] | PQRST wave Power spectral density | — | — | 75.00 |
Conclusions

In conclusion, there is no one prefect AFIB detection algorithm which is suitable for implementing in embedded system. This is due to the algorithm complexity and detection accuracy as well as the targeted execution timing performance. In short, ANN and SVM can provide high accuracy but involves complex algorithm which is not suitable for implementing in the embedded system. Naive Bayesian offers lower accuracy compared with SVM and ANN or other classifiers, it still provides considerable and acceptable accuracy with lower algorithm complexity which is suitable for implementing in the embedded system. Other than that, some of the characteristics of the AFIB are still under discovery. AI classifiers have proposed an intelligence classification method to classify the AFIB from normal episodes. Besides, it is also found that the features that feed into the system will highly affect the results. A complicated classifier may not necessarily give a good result if the feature is not clear.
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