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Abstract—This paper addresses a generalization of the well known multi-agent path finding (MAPF) problem that optimizes multiple conflicting objectives simultaneously such as travel time and path risk. This generalization, referred to as multi-objective MAPF (MOMAPF), arises in several applications ranging from hazardous material transportation to construction site planning. In this paper, we present a new multi-objective conflict-based search (MO-CBS) approach that relies on a novel multi-objective safe interval path planning (MO-SIPP) algorithm for its low-level search. We first develop the MO-SIPP algorithm, show its properties and then embed it in MO-CBS. We present extensive numerical results to show that (1) there is an order of magnitude improvement in the average low level search time, and (2) a significant improvement in the success rates of finding the Pareto-optimal front can be obtained using the proposed approach in comparison with the previous MO-CBS.

I. INTRODUCTION

Multi-agent path finding (MAPF), as its name suggests, computes an ensemble of collision-free paths for multiple agents between their respective start and goal locations. Conventional MAPF problems [30] typically consider optimizing a single path criterion such as path length or travel time. However, in many real-world planning applications [19], [36], multiple conflicting objectives such as path length, travel risk and other domain-specific metrics are simultaneously optimized. When multiple objectives cannot be readily converted into a single weighted objective, multi-objective planners [5] that aim to find a set of Pareto-optimal solutions are required. A solution is Pareto-optimal if there exists no other solution that will yield an improvement in one objective without causing a deterioration in at least one of the other objectives. Finding a Pareto-optimal set for multi-objective MAPF (MOMAPF) problems while ensuring conflict-free paths for agents in each solution is quite challenging as the size of the Pareto-optimal set may grow exponentially with respect to the number of agents as well as the dimension of the search space [28], [39]. In this article, we propose a new multi-objective conflict-based search (MO-CBS) approach to find the Pareto-optimal set for MOMAPF.

Conflict-based search (CBS) [29] poses MAPF as a graph search problem and computes an optimal solution for agents with respect to a single objective. CBS is a two-level search algorithm where on the high level, collisions between agents are detected and constraints are generated from these collisions and added to the low level search. On the low level, a single-agent planner, such as A*, is invoked to plan paths in a time-augmented graph to satisfy all the added constraints. Leveraging both CBS and multi-objective dominance [5], multi-objective CBS (MO-CBS) has been proposed in our prior work [25] to compute a Pareto-optimal set of solutions for MOMAPF. MO-CBS employs a similar two-level search workflow, where on the low level, an A*-like multi-objective path planner, such as NAMOA* [17], is used to search over a time-augmented graph to compute Pareto-optimal individual paths for an agent subject to constraints.

We learnt from our prior work [25] that using NAMOA* for the low level search over a time-augmented graph is inefficient: First, optimal search over time augmented graphs are time consuming because of the inclusion of the time dimension [22]; Second, the number of Pareto-optimal paths in a time-augmented graph can grow exponentially with respect to the number of nodes to be searched [9]. Since the low level search is repeatedly invoked in any CBS-based methods, using an inefficient algorithm at the low level can significantly burden a CBS-based algorithm, which includes MO-CBS. This work aims to address this issue by developing a new low level search algorithm called multi-objective safe-interval path planning (MO-SIPP).

The proposed MO-SIPP leverages SIPP [22] to search the time dimension efficiently while optimizing multiple objectives. We first show that the MO-SIPP is able to compute all Pareto-optimal solutions for a single agent. Then, we employ MO-SIPP as the low level planner for MO-CBS and verify our idea using an MAPF benchmark set [30]. From our numerical results obtained using the proposed approach for instances up to 3 objectives, we observed (1) an order of magnitude improvement in the average low level search time, and (2) around 20% improvement in the success rates of finding Pareto-optimal solutions within a fixed time limit in some of the maps.

The rest of the article discusses the related work in Sec. II. A review of SIPP and the proposed MO-SIPP are presented in Sec. III. MO-CBS and its improved version via MO-SIPP is discussed in Sec. IV with numerical results in Sec. V. Finally, we conclude and outline the future work in Sec. VI.

II. RELATED WORK

A. Multi-objective Path Planning

Existing approaches for single-agent, multi-objective path planning (MOPP) problems compute an exact or approximated set of Pareto-optimal paths for the agent between its start and goal locations with respect to multiple objectives. One common approach to solve a MOPP is to weight the multiple objectives and transform it to a single-objective problem [5], [6]. The transformed problem can then be
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solved using any single-objective algorithm. This approach, however, requires in-depth domain knowledge to design the weighting procedure; it may also require one to repeatedly solve the transformed single-objective problem for different sets of weights in order to capture the Pareto-optimal set which is quite challenging [18].

Additionally, MOPP has been solved directly via graph search techniques [17], [31], [33] and evolutionary algorithms [35] where a Pareto-optimal set of solutions is computed exactly or approximated. These graph-based approaches provide guarantees about finding all Pareto-optimal solutions but can run slow for hard cases, where the number of Pareto-optimal solutions is large. MO-CBS belongs to this category of search techniques that directly computes a Pareto-optimal set with quality guarantees.

B. Multi-agent Path Finding

Various methods have been developed to compute an optimal solution for multi-agent path finding (MAPF) problems [7], [11], [29], [32], [34]. In addition, different variants of MAPF have also been considered [1], [4], [10], [14], [15], [23], [24], to name a few. However, all these methods optimizes a single objective defined over paths.

For multi-objective MAPF (MOMAPF), evolutionary algorithms [35] have been leveraged to solve a variant of MOMAPF where agents are not allowed to wait in place and collisions between the agent’s paths are modeled in one of the objectives and not as a constraint. Recently, by leveraging M* [34] and CBS [29] respectively, MOM* [27] and MO-CBS [25] have been proposed to solve the MOMAPF. As aforementioned, in this paper, we propose a new low level search algorithm called MO-SIPP and embed it in MO-CBS. This new approach outperforms the standard MO-CBS in all cases in terms of success rates in finding the Pareto-optimal set within a fixed time limit.

C. Safe Interval Path Planning

Safe interval path planning (SIPP) [22] was originally developed to compute a single-agent collision-free trajectory from a start to a goal location while minimizing the arrival time, in an environment with dynamic obstacles moving along known trajectories. SIPP has been extended in several directions in the literature, such as sub-optimal SIPP [21], [38], anytime SIPP [20], generalized SIPP [8], etc.

On the other hand, SIPP has also been used for several related problems such as pickup and delivery problems [14] and any-angle path finding [37]. With respect to incorporating SIPP into CBS, recent work in [1] proposes a new method called Continuous-time CBS which aims to handle agents moving at different speeds. ECBS-CT [4] extends SIPP and CBS to solve a multi-agent motion planning problem which computes kinodynamically feasible paths for agents. However, to our limited knowledge, no existing work has leveraged SIPP to minimize multiple objectives. The proposed multi-objective SIPP (MO-SIPP) in this work takes a first step to fill this gap. Leveraging the proposed MO-SIPP, we then achieve an order of magnitude speedup in the low level search of MO-CBS.

III. MULTI-OBJECTIVE SAFE-INTERVAL PATH PLANNING

A. Preliminaries

We begin with a description about the problem solved by safe-interval path planning (SIPP) and then provide a summary of SIPP. Given a graph \( G = (V, E) \), let \( G^t = (V^t, E^t) = G \times \{0, 1, \ldots, T\} \) denote a time-augmented graph of \( G \), where each vertex \( v \in V^t \) is defined as \( v = (u, t) \), \( u \in V, t \in \{0, 1, \ldots, T\} \) and \( T \) is a pre-defined time horizon, which is typically a large positive integer.

Edges within \( G^t \) is represented as \( E^t = V^t \times V^t \) where \( (u_1, t_1), (u_2, t_2) \) is connected in \( G^t \) if \( (u_1, u_2) \in E \) and \( t_2 = t_1 + 1 \). Wait in place is also allowed in \( G^t \) which means \( (u, t), (u, t+1), u \in V \) is connected in \( G^t \). A dynamic obstacle with a known trajectory is represented as a set of subsequently occupied nodes in \( G^t \). An illustrative example of \( G \), \( G^t \) and dynamic obstacles can be found in Fig. [1] For the rest of the article, when a node or edge is mentioned, we point out to which graph (\( G \) or \( G^t \)) it belongs if needed.

Given an initial node \( v_{init} \) and goal node \( v_{goal} \) in \( G \), SIPP aims to plan a collision-free trajectory \( \tau \) from \( v_{init} \) at time zero to \( v_{goal} \) with the minimum arrival time.

To solve the problem, A* can be applied to search over \( G^t \) to find a collision-free trajectory with the minimum arrival time. However, this approach is very inefficient as the time dimension is searched in a step-by-step manner. To overcome this challenge, SIPP [22] compresses time steps into intervals. Let tuple \( s = (v, [t_a, t_b]) \) denote a search state at node \( v \in G \) where \( t_a, t_b \) are the beginning and ending time steps of a safe (time) interval respectively. A safe interval is a maximal contiguous time range in which a node is not occupied by any dynamic obstacle. State \( s = (v, [t_a, t_b]) \) indicates that node \( v \) is not occupied by any dynamic obstacle and hence the name safe interval for \( [t_a, t_b] \). Note that, any two safe intervals at the same node never intersect. Two states are the same, if both states share the same node, beginning time step and ending time step. Otherwise, two states are different. Especially, two states with the same node but different safe intervals are different states.

SIPP conducts A*-like heuristic search. For each state \( s \), let \( g(s) \) represent the earliest arrival time at state \( s \) at any time of the search and let \( h(s) \) denote the heuristic value of \( s \), which underestimates the cost-to-goal, i.e. travel time to goal, from \( s \). In addition, the \( f \)-value of a state is \( f(s) := g(s) + h(s) \). At any time of the search, let OPEN denote the open list containing candidate states to be expanded, where candidate states are prioritized by their \( f \)-values.

SIPP starts by inserting the initial state \( s_0 \) into OPEN (\( s_0 \) is a tuple of \( v_{init} \) and the safe interval with a beginning time set to 0). In each search iteration, a state with the minimum \( f \)-value in OPEN is popped from OPEN and expanded. To expand a state \( s = (v, [t_a, t_b]) \), SIPP considers all reachable successor states from \( s \) and finds the earliest possible arrival time onto each of those states via “wait and move” action, i.e. wait for a minimum amount of time to arrive at the
successor state as early as possible. An illustration of this expansion process can be found in Fig. 1. During the search, SIPP records the so-far earliest arrival time at each state as $g(s)$. When a new trajectory is found to reach state $s$ (from $v_{initial}$) with an earlier arrival time, $g(s)$ is updated. Here, a trajectory from $v_{initial}$ to some state $s = (v, [t_a, t_b])$ indicates a trajectory from $v_{initial}$ to $v$ with an arrival time at $v$ within safe interval $[t_a, t_b]$. When a state at the goal node (i.e. the node contained in the state is $v_{goal}$) is expanded, a trajectory with the minimum arrival time is found and SIPP terminates. The key principle behind SIPP can be summarized as follows.

**Theorem 1:** Arriving at a state $s$ at the earliest possible time can (1) generate the maximum number of successors from $s$ and $2$) find the optimal (i.e. minimum arrival time) trajectory from $v_{initial}$ to $s$ during the search.

We note here that when we introduce SIPP to multi-objective settings in the subsequent sections, this principle needs to be carefully revisited.

### B. Multi-objective Problem Formulation

This section follows the notations and concepts introduced in the previous section. For a multi-objective trajectory planning problem, each edge $e \in E$ is associated with a non-negative cost vector $\vec{c}(e) \in (\mathbb{R}^+)^M$ with $M$ being a positive integer and $\mathbb{R}^+$ being the set of non-negative real numbers. The wait in place action takes a constant non-negative cost vector $\vec{c}_{wait}$ at any nodes in $G$. Let $\vec{g}(\tau)$ denote the accumulated cost vector of a trajectory $\tau$, which is the sum of the cost vector of all edges present in $\tau$. To compare any two trajectories, we compare the cost vectors between them. Given two vectors $a$ and $b$, $a$ dominates $b$ if every component in $a$ is no larger than the corresponding component in $b$ and there exists at least one component in $a$ that is strictly less than the corresponding component in $b$. Formally, it is defined as follows.

\[ a \preceq b \iff \forall i \in \{1, \ldots, M\}, a_i \leq b_i \land \exists j \in \{1, \ldots, M\} : a_j < b_j \]

\[ a \prec b \iff a \preceq b \land \exists j \in \{1, \ldots, M\} : a_j < b_j \]

**Definition 1 (Dominance [51]):** Given two $M$-dimensional vectors $a$ and $b$, $a$ dominates $b$, notationally $a \preceq b$, if $\forall m \in \{1, 2, \ldots, M\}$, $a(m) \leq b(m)$, and there exists $m \in \{1, 2, \ldots, M\}$ such that $a(m) < b(m)$.

If $a$ does not dominate $b$, we represent this non-dominance as $a \npreceq b$. Any two trajectories connecting the same pair of nodes are non-dominated to each other if the corresponding cost vectors do not dominate each other. The goal of the multi-objective trajectory planning problem is to find $T^*$, a set of all collision-free, non-dominated (i.e. Pareto-optimal) trajectories with unique cost vectors.

### C. Algorithm

As in SIPP, let a search state $s = (v, [t_a, t_b])$ be a tuple of a node and a safe interval. In SIPP, for each closed state $s$, keeping track of just one trajectory from the start to $s$ with minimum arrival time is sufficient to compute an optimal solution to the goal vertex. In a multi-objective problem, however, there can be multiple trajectories with non-dominated cost vectors connecting $v_{initial}$ and state $s$ and all of them need to be recorded at $s$ in order to compute a set of cost-unique Pareto-optimal trajectories $T^*$ to the goal vertex. The algorithm also needs to be able to discriminate between those trajectories that arrive at the same state $s$ with possibly different cost vectors and arrival times. Based on this observation, let $l = (s, \vec{g}, t_r)$ denote a label at state $s$, which identifies a specific trajectory from $v_{initial}$ to $s$ with an arrival time $t_r$ and a cost vector $\vec{g}$. Additionally, let $\vec{g}(l)$, $t_r(l)$ and $s(l)$ represent the cost vector, arrival time and state associated with label $l$ respectively. Also, let $v(l)$, $t_a(l)$ and $t_b(l)$ denote the node (in $G$), beginning time and ending time of the safe interval of state $s(l)$ respectively.

As shown in Algorithm 1 multi-objective safe-interval path planning (MO-SIPP) in general has a similar workflow as SIPP (and $A^*$). The key differences are presented below.
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**Algorithm 1** Pseudocode for MO-SIPP

```plaintext
1: $l_0 \leftarrow (s_0, \vec{0}, 0)$
2: add $l_0$ into OPEN
3: $\alpha(s) \leftarrow \emptyset, \forall s$
4: add $l_0$ into $\alpha(s_0)$
5: $T \leftarrow \emptyset$
6: while OPEN not empty do
7:   $l \leftarrow OPEN.pop()$
8:   if $v(l)$ is the goal node then
9:     $\tau \leftarrow \text{Reconstruct}(l)$
10:    add $\tau$ into $T$
11:   end if
12:   FilterOpen($l$)
13:   continue
14:   $l_{next} \leftarrow \text{GetSuccessors}(l)$
15:   for all $l' \in L_{next}$ do
16:     if Label-dominated($l'$) then
17:       continue
18:     end if
19:     $f(l') \leftarrow g(l') + h(s(l'))$
20:     parent($l'$) $\leftarrow l$
21:     add $l'$ into OPEN
22: end for
23: end while
24: return $T$
```

---

Footnote: If two trajectories have the same cost vectors, only one of them is kept.
1) Cost vectors: Scalar values $g, h, f$ are replaced with corresponding cost vectors in MO-SIPP. To make the notation clear, we use $\vec{g}, h, f$ to denote the cost vectors in MO-SIPP. Specifically, $\vec{g}$ is associated with labels and it describes the cost-to-come from $v_{\text{init}}$. $h(s)$ is defined over states and $h(s)$ represents a component-wise dominate of the cost vector of all non-dominated paths from state $s$ to the goal node. Finally, $f$ is defined over labels and $f(l) := \vec{g}(l) + h(s(l))$, which underestimates the cost vector of all trajectories connecting the start and the goal via label $l$.

2) Label expansion: OPEN contains all candidate labels for further expansion. In every search iteration, a label with a non-dominated cost vector within OPEN is selected for further expansion. The expansion step is similar to the expansion in SIPP with the only difference that MO-SIPP considers all the reachable states from state $s(l)$, and then for each reachable state $s'$, the earliest arrival time $t'_r$, and the cost vector $\vec{g}$ for reaching $s'$ from $s(l)$ is computed. A successor label $l' = (s', \vec{g}, t'_r)$ is then generated. After expanding a label $l$, a set of successor labels are obtained for comparison.

3) Label comparison: The comparison step in MO-SIPP differs from the one in SIPP. In SIPP, when a new trajectory from $v_{\text{init}}$ to state $s$ is found, the $g$-value of this new trajectory and the previously stored $g$-value at $s$ is compared and the smaller value is kept. In MO-SIPP, multiple non-dominated trajectories, which are represented by labels, need to be tracked at state $s$. To do so, first, a new type of dominance between labels is defined as follows.

**Definition 2 (Label-dominance):** Given two labels $l = (s, \vec{g}, t_r)$ and $l' = (s', \vec{g}', t'_r)$ with $s = s'$ (i.e. nodes and safe intervals in both $s$ and $s'$ are the same), if the following two conditions both hold: (i) $t_r \leq t'_r$, (ii) $\vec{g} + (t'_r - t_r)\vec{c}_{\text{wait}} \leq \vec{g}'$ (in (ii), $\leq$ means component-wise no larger than), then we say $l$ label-dominates $l'$ with notation $l \succeq l'$. (Here, $\succeq$ can be intuitively interpreted as “better than”2).

Subscript $l$ in $\succeq l'$ indicates that it’s a comparison between labels rather than cost vectors. In this label-dominance relationship, if $l \succeq l'$, condition (i) guarantees that label $l$ will have at least the same set of successor labels as $l'$. Condition (ii) ensures that, if there exists a path $\pi'$ from $v_o$ to $v_d$ via $l'$, then the portion of the path from $l'$ to $v_d$ can be cut-and-paste to $l$, and the resulting path $\pi''$, which connects $v_o$ and $v_d$ via $l$, will incur component-wise no larger cost than $\pi'$. Therefore, $l'$ can be discarded.

4) Frontier Sets: To keep track of multiple non-dominated trajectories at a state $s$, the notion of frontier set $\alpha(s)$ is introduced, which denote a set of non-dominated labels at $s$. To initialize, $\alpha(s)$ for all states but the initial state are set to an empty set and $\alpha(s_o)$ is set to be a set containing $(s_o, 0, 0)$

\[\text{Algorithm 2 Pseudocode for LabelDominated}(l')\]

\begin{enumerate}
\item $l'$ is the input label to be compared.
\item for all $l \in \alpha(l')$ do
\item if $l \succ l'$ then
\item return true \Comment{should be discarded}
\item for all $l \in \alpha(l')$ do
\item if $l' \succ l$ then
\item remove $l$ from $\alpha(l)$
\item remove $l$ from OPEN if OPEN contains $l$.
\item add $l'$ to $\alpha(l')$
\item return false \Comment{should not be discarded}
\end{enumerate}

Only with that in hand, we now introduce the comparison procedure, as shown in Algorithm 2. When a new label $l'$ is generated at state $s$ (i.e. $s(l') = s$), it is compared with every label $l \in \alpha(l)$. If none of the labels in $\alpha(l)$ label-dominates $l'$, then $l'$ is inserted into $\alpha(l)$ and $l'$ is used to filter $\alpha(l)$, which removes all labels $l \in \alpha(l)$ that are label-dominated by $l'$. By doing so, at any time of the search, $\alpha(l)$ maintains a set of labels at state $s$ with either a non-dominated cost vector or an earlier arrival time. Finally, if a generated label is not label-dominated, it is inserted into OPEN for further expansion.

5) Filtering and termination: During the search, when a label $l$ with $v(l)$ being the goal node is popped from OPEN, a Pareto-optimal trajectory is found and is inserted into $T$, which is a set that contains all Pareto-optimal trajectories found during the search. The trajectory represented by a label can be easily reconstructed by iteratively backtracking the parent pointers of labels. Different from SIPP, what’s new in MO-SIPP is that the cost vector $\vec{g}(l)$ is used to filter OPEN, which removes all candidate labels $l'$ in OPEN if $\vec{g}(l) \succeq \vec{g}(l')$ or $\vec{g}(l) = \vec{g}(l')$. The intuition behind this filtering is that, any filtered candidate labels cannot be part of a Pareto-optimal trajectory and is thus discarded, as the cost vectors of all edges in $G^t$ are non-negative. MO-SIPP terminates when OPEN is empty, which guarantees that $T$ contains all cost-unique Pareto-optimal trajectories.

**D. Analysis**

In this section, we show that MO-SIPP is able to compute a set of cost-unique Pareto-optimal trajectories $T^*$.\n
**Lemma 1:** Arriving at a state $s$ at the earliest possible time can generate the maximum number of successors.

**Proof:** Note that the set of reachable successors from a label corresponding to a state depends only on the arrival time of the label and is not dependent on the cost vector of the label. Therefore, given two labels $l = (s, \vec{g}, t_r)$ and $l' = (s, \vec{g}', t'_r)$ at the same state $s = (v, [t_a, t_b])$ with $t_r \leq t'_r$, any reachable state from $l'$ (within time interval $[t'_r, t_b]$) is also reachable from $l$ (within time interval $[t_r, t_b]$), regardless of the cost vectors $\vec{g}$ or $\vec{g}'$. Hence proved.

\[\square\]

The second property of SIPP in Theorem II does not apply to MO-SIPP because SIPP aims to optimize the arrival time corresponding to a single objective while MO-SIPP aims to find non-dominated trajectories corresponding to multiple objectives. With the modified label comparison procedure in
MO-SIPP, the following lemma holds.

**Lemma 2**: At any time of the search, if a label at state \( s \) is pruned, the trajectory represented by the label cannot be part of a cost-unique Pareto-optimal trajectory.

**Proof**: In MO-SIPP, there are three cases where a label \( l' \) is pruned:

- \( l' \) is filtered by the FilterOpen procedure;
- \( l' \) is label-dominated by an existing label \( l \in \alpha(s(l')) \) (line 3 in Algorithm 2);
- \( l' \) is label-dominated by a label \( l \) that enters \( \alpha(s(l')) \) (line 6 in Algorithm 2).

For either of those three cases, \( g(l') \) is dominated by or equal to the cost vector of some other labels expanded or to be expanded. In addition, if a label \( l' \) is label-dominated by \( l \), any possible successors of \( l' \) is also reachable from \( l \) since \( t_r(l) \leq t_r(l') \). Therefore, \( l' \) cannot be part of a cost-unique Pareto-optimal trajectory.

Therefore, in MO-SIPP, label expansion always generates successors with the earliest arrival time which guarantees the maximum number of successors (Lemma 1). Those generated successor labels are only pruned if they cannot lead to a cost-unique Pareto-optimal trajectory (Lemma 2). MO-SIPP terminates when \( \text{OPEN} \) is empty, which means all labels are expanded or pruned, which computes a \( T^* \). This property can be summarized with the following theorem:

**Theorem 2**: MO-SIPP algorithm is able to compute all cost-unique Pareto-optimal trajectories connecting the start and the goal.

IV. MULTI-OBJECTIVE CONFLICT-BASED SEARCH

We refer the reader to [25], [26] for a detailed description about multi-objective multi-agent path finding (MOMAFP) problem and the basic multi-objective conflict-based search (MO-CBS) algorithm. In this section, we focus on how to integrate the developed MO-SIPP as the low level planner for MO-CBS and MO-CBS-t algorithms [25].

The low level search in MO-CBS requires a single-agent multi-objective planner that can find all cost-unique (individual) Pareto-optimal paths for a single-agent while satisfying a set of constraints. The set of constraints includes both a set of node constraints \( \{(v, t)\} \), where the agent is prevented from entering node \( v \) at time \( t \), and a set of edge constraints \( \{(e, t)\} \), where agent is prevented from moving through edge \( e \) at time \( t \). In MO-CBS (and MO-CBS-t), NAMOA* is used as the low level planner to search \( G^i \), where constraints are represented as blocked nodes and edges in \( G^i \).

To use MO-SIPP as the low level planner, node constraints \( \{(v, t)\}, v \in V \) can be directly considered as nodes in \( G^t \) that are occupied by some dynamic obstacles. Edge constraints \( \{(e, t), e \in E\} \) can be maintained as a lookup table so that during label expansion, MO-SIPP avoids using edge \( e \) at time \( t \) when generating successors with the minimum arrival time. Additionally, when a label \( l \) at the goal node is expanded, we also need to check whether there exists a node constraint \( (v, t) \) with \( t > t_r(l) \).

A. **Test Settings and Implementation**

Our test settings follows the ones in MO-CBS [25]. We selected four (grid) maps from [30] and generated an undirected graph \( G \) by making each grid four-connected. To assign cost vectors to edges in \( G \), we first assigned every agent, a cost vector \( a^i, \forall i \in I \) of length \( M \) (the number of objectives) and assigned every edge \( e \) in \( G \) a scaling vector \( b(e) \) of length \( M \), where each element in both \( a^i \) and \( b(e) \) were randomly sampled from integers in \([1, 10]\). The range \([1, 10]\) follows the convention used in [16]. The cost vector for agent \( i \) to go through \( e \) is the component-wise product of \( a^i \) and \( b(e) \). If agent \( i \) wait in place, the cost incurred is \( a^i \) per time step. We use unit vector scaled by Manhattan distance between each node \( u \in G \) and the goal node as the heuristic vector for any states \( s \) with \( v(s) = u \). We tested the algorithms by varying the number of objectives (\( M \)) and the number of agents (\( N \)) within a run time limit of five minutes. Our comparison involves MOMA* [27], MO-CBS-t [25] and MO-CBS-ts, which “s” stands for MO-SIPP. All algorithms are implemented in Python and compared on a computer with an Intel Core i7 CPU and 16GB RAM.

B. **Low Level Search Comparison**

Both MO-CBS and MO-CBS-t use the same low level planner and MO-CBS-ts serves as a baseline for comparison. In both MO-CBS-t and MO-CBS-ts, all high-level nodes with non-dominated cost vectors in \( \text{OPEN} \) are prioritized in lexicographic order, which enforces a deterministic and
same order for expansion in both algorithms. For each test instance, the average low level search time per call \( \bar{t}_{\text{instance}} \) is computed for both MO-CBS-t and MO-CBS-ts. Next, for each map, \( \bar{t}_{\text{instance}} \) is averaged over all instances and this average (denoted as \( \bar{t}_{\text{map}} \)) is plotted in Fig. 2.

Fig. 2 shows \( \bar{t}_{\text{map}} \) in empty, room and maze like maps with \( M \) varied from 1 to 3 and \( N \) fixed at 2. In all maps, the low level search in MO-CBS-ts (this work) runs much faster than the low level search in MO-CBS-t (baseline). In general, we observed an order of magnitude improvement in the low level search time for \( M = 1, 2, 3 \). For example, for \( M = 2 \) and the room map, the low level search in MO-CBS-t requires about 10 seconds on average while MO-CBS-ts requires less than one second.

C. Success Rates Comparison

The proposed MO-CBS-ts is compared with MO-CBS-t in terms of (1) success rates of finding all cost-unique Pareto-optimal joint paths and (2) success rates of finding at least one feasible joint path, within the five minutes time limit. Note that the first solution computed by both MO-CBS-t and MO-CBS-ts is not guaranteed to be Pareto-optimal but has been shown to be empirically near Pareto-optimal [25]. Additionally, during the test after finding the first feasible solution, both MO-CBS-t and MO-CBS-ts keep running in pursuit of the entire cost-unique Pareto-optimal set. Here, \( M = 2 \) is fixed and \( N \) varies. As shown in the left column in Fig. 3, in terms of metric (1), the proposed MO-CBS-ts outperforms MO-CBS-t in the room setting and performs no worse than MO-CBS-t in the other two settings. When \( N = 4, 6 \), in the room map, the success rates of (1) are improved by \( \approx 20\% \). In terms of metric (2), MO-CBS-ts outperforms MO-CBS-t in all settings. When \( N = 4 \), in the maze map, the success rate of (2) is improved by \( \approx 40\% \). The results show that, with an improved low level planner, the proposed MO-CBS-ts outperforms MO-CBS-t. The improvement in metric (2) indicates that the search process of MO-CBS is sped up by using MO-SIPP since both MO-CBS-t and MO-CBS-ts are enforced the same expansion order on the high level (as explained in Sec. V-B) and MO-CBS-ts is more likely to find the first solution.

Additionally, it’s a bit surprising that the significant improvement in the low level search (Fig. 2) leads to only a moderate or modest improvement in the success rate of finding all cost-unique Pareto-optimal solutions. The main reason lies in the complexity of the high level search in MO-CBS [25] and the enormous size of the Pareto-optimal set [27]. This result implies the necessity to improve the high level search in MO-CBS along with the low level improvement, which is planned as our next step (Sec. VI).

D. Comparison with MOM*

MOM* [27] is used as another baseline for comparison. As shown in the right column in Fig. 3, with a fixed \( M = 2 \) and a varying \( N \), in terms of the success rates of finding at least one feasible joint path, MO-CBS-ts outperforms MOM* in all maps. To find all cost-unique Pareto-optimal joint paths, there is no algorithm that outperforms the other in all settings.

VI. Conclusion

This article considers the problem of multi-objective multi-agent path finding (MOMAPF). We first develop a multi-objective version of the well-known safe-interval path planning (SIPP) algorithm named MO-SIPP and show that MO-SIPP computes all cost-unique Pareto-optimal trajectories.
connecting a given start and goal location in the presence of dynamic obstacles. We then combine MO-SIPP with MO-CBS and propose a new algorithm called MO-CBS-ts for MOMAPF. Our numerical results show that MO-CBS-ts significantly improves the average low level search time by an order of magnitude and improves the overall success rates in general. Although the proposed MO-SIPP is presented as the low level planner for MO-CBS, the MO-SIPP is a general single-agent multi-objective planner and can be applied to other applications as well, when Pareto-optimal trajectories subject to multiple objectives is required.

There are several possible directions for future work. First, one can consider improving the high level search of MO-CBS by leveraging techniques designed for (single-objective) CBS (such as [3], [12]). Besides, one can also consider develop a sub-optimal version of MO-CBS that approximates the Pareto-optimal set with guarantees by leveraging (single-objective) bounded sub-optimal CBS [2], [13].
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