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Abstract

Scene graph generation (SGG) has gained tremendous progress in recent years. However, its underlying long-tailed distribution of predicate classes is a challenging problem. For extremely unbalanced predicate distributions, existing approaches usually construct complicated context encoders to extract the intrinsic relevance of scene context to predicates and complex networks to improve the learning ability of network models for highly imbalanced predicate distributions. To address the unbiased SGG problem, we introduce a simple yet effective method dubbed Context-Aware Mixture-of-Experts (CAME) to improve model diversity and mitigate biased SGG without complicated design. Specifically, we propose to integrate the mixture of experts with a divide and ensemble strategy to remedy the severely long-tailed distribution of predicate classes, which is applicable to the majority of unbiased scene graph generators. The biased SGG is thereby reduced, and the model tends to anticipate more evenly distributed predicate predictions. To differentiate between various predicate distribution levels, experts with the same weights are not sufficiently diverse. In order to enable the network dynamically exploit the rich scene context and further boost the diversity of model, we simply use the built-in module to create a context encoder. The importance of each expert to scene context and each predicate to each expert is dynamically associated with expert weighting (EW) and predicate weighting (PW) strategy. We have conducted extensive experiments on three tasks using the Visual Genome dataset, showing that CAME outperforms recent methods and achieves state-of-the-art performance. Our code will be available publicly.

1. Introduction

SGG has recently made notable progress, thanks to the advanced object detection and image classification algorithms [12, 22, 24, 42, 46]. These techniques adhere to the standard SGG paradigm. To infer the objects in the image, object detection is applied first. Then, the retrieved object features are applied to predicate prediction using the standard cross-entropy loss. The distribution of predicate classes is severely imbalanced as shown in Fig. 2. The biased visual relationship distributions in this process, however, lead to biased predicate prediction, which ignores uncommon predicates in favor of common predicates.

Various strategies have been developed to deal with this heavy long-tailed problem. For instance, the Total Difference Effect is leveraged in the inference phase based on the causality information [35]. Additionally, the semantic information of the scene is well-exploited for unbiased SGG [18]. Unlike these methods, the cognition tree (CogTree) [48] presents a hierarchical cognitive structure from biased predictions. Under the guidance of such a coarse-to-fine procedure, the tail classes receive more attention. Moreover, energy loss function with GAN attached to SGG models is also proposed to enhance the learning ability of the models [33]. Such SGG methods could, however, run into the following issues: 1) there are different levels of predicate distributions on the Visual Genome dataset, but they...
only learn a common feature space for multiple predicate distributions, which could be very limited for realizing the unbiased SGG (USGG). Recently, the mixture of experts (ME) [16] has demonstrated effectiveness in increasing the learning capacity of the model by mixing multiple networks with complementary information like the different distributions of dataset [8, 30, 40]. Inspired by this, we propose to use the mixture of experts to increase the learning capabilities for heavily long-tailed predicate classes, which is naturally suitable for dealing with such problems. 2) the SGG problem has an intrinsic correlation between contextual information and predicate classes. This correlation has not been well exploited by mixture of experts. To exploit the intrinsic correlation between context and predicates, we propose a context-aware encoder with a built-in module that relates the intrinsic relationship between contextual information and potential predicates, thus improving the cognitive power of the model.

To address the two issues mentioned above, we propose a new approach, called Context-Aware Mixture-of-Experts (CAME), for USGG, as shown in Fig. 4. Based on a shared layer with a common encoder and decoder network, our CAME constructs a set of predicate classifiers that greatly extend the learning capability of the baseline SGG approaches. Besides, the knowledge of different experts is assembled as the complementary information for model training, which is well suited for imbalanced predicate distributions and associates experts with specific contextual information. We believe that instead of using a single model to learn heavily imbalanced long-tailed data, we can train multiple experts to address the long-tailed distribution dataset in a divide and ensemble manner. Hence, each expert could learn complementary information guided by the designed context-aware loss. As a result, their ensemble can represent the long-tailed predicate distribution well, thus alleviating the long-tailed problem. Specifically, mixture of experts can improve not only the discriminability of the model, but also the diversity of the model, thus reducing the biased predictions over the entire classes and leading to an unbiased SGG algorithm. However, in traditional mixture of experts models, each expert has the same importance for the input context, which reduces the model diversity and ignores the intrinsic relationship between contextual information and predicates. Therefore, we present a context-aware encoder network to dynamically measure the importance of each expert with the proposed expert weighting (EW) module. In addition, the importance of each predicate to each expert is dynamically assigned with the proposed predicate weighting (PW) module.

Based on the importance measurement, we can adaptively combine the feature of each expert into one powerful expert. With the context-aware encoder network, given the rich contextual information, higher weights will be assigned to more relevant experts. Hence, more relevant experts will provide more effective information to enhance unbiased prediction and increase the diversity of the model.

In Fig. 1, we compare our CAME method with the current state-of-the-art methods for the PredCls task of R@100 and mR@100 on the Motifs baseline. The current techniques, including TDE, CogTree, RTPB, GCL, and PPDL, demonstrate good improvements in USGG. However, as mR@100 improves over time, R@100 decreases sharply. This phenomenon shows an unbalanced improvement, i.e., in improving the tail classes, the algorithm shifts its attention from the head to the tail, leading to another biased prediction. In contrast, CAME not only retains the highest R@100, but also gains a tremendous improvement in mR@100, showing a balanced trade-off between head, body, and tail classes through a mixture of experts and context-aware encoder network.

To summarize, to the best of our knowledge, we propose the first, context-aware mixture of experts model for unbiased SGG. It can be integrated into most existing scene graph generation networks to enhance their performance. The proposed CAME framework increases the diversity of the model because each expert can learn complementary knowledge and our model aggregates the knowledge of different experts. In addition, a context-aware encoder network is tailored for long-tailed SGG cases. Object proposals, object labels, and relations between each object pair are well represented to dynamically assign the importance of each expert and the relevance of each predicate to each expert, thus further increasing diversity. Furthermore, the context-aware loss is utilized for mitigating heavily long-tailed distribution and increasing model’s diversity.

2. Related Work

2.1. Unbiased Scene Graph Generation

Scene graph generation has gained remarkable progress and many works have emerged in recent years [4, 6, 12, 15, 28, 37, 38, 43, 46, 49, 50, 52–54]. The development of SGG opened the door for future applications such as image captioning [11, 47, 56], robotic applications [1, 17, 31, 32, 58], image manipulation [9], and cross-media retrieval [27]. The
neural motif is proposed and demonstrates the benefits of an LSTM-based network by using the message passing mechanism [51]. VCTree shows the advantages of the tree structure for scene graph generation [36]. In terms of framework and open-sourced materials, they have both laid a strong basis for SGG in framework and open-sourced resources [34, 36, 51]. The long-tailed predicate distribution, however, remains a challenging topic that has attracted a lot of attention [5, 13, 18, 20, 26, 33, 35, 48].

To alleviate the biased SGG process, various approaches were developed. These methods are mainly categorized into four classes. The first type of method relies on the prior information of datasets such as the causality relations, predicate correlation, segmentation maps, probabilistic uncertainty modeling, label frequencies, predicates data distributions, resistance training and fine-grained predicates learning [3, 5, 13, 18, 26, 35, 44, 45, 57]. The second type of method resorts to the optimized message passing mechanisms and efficient data representations, such as graph property sensing network, bipartite graph network, sequence to sequence transformers [20, 24, 26]. The third type of method seeks to construct an unbiased loss function to alleviate the biased learning process of original networks [21, 33, 48], includingCogTree loss, predicate probability distribution based Loss, energy based loss.

The last type of method uses multiple branches to solve the USGG problem in a divide-and-conquer manner. For instance, group collaborative learning (GCL) is proposed to treat the USGG as an incremental learning problem by constructing sets of FC layers to incrementally learn to deal with the USGG from head to tail classes [10]. The divide and conquer method is presented with a major classifier to learn the coarse relation representation knowledge and several classifiers to learn the fine relation representation [14]. They all use sets of classifiers and knowledge distillation to learn the knowledge among these classifiers. However, they do not consider enhancing the learning ability of the network itself between scene context and predicate classes.

Unlike these methods, we present a novel and general framework to enhance the learning ability of the network model. Inspired by the structure of mixture-of-experts, we propose a novel Context-Aware Mixture-of-Experts (CAME) for unbiased SGG. Concretely, our CAME incorporates multiple experts, to tackle the heavily long-tailed relation predicates distribution in a divide and ensemble manner. The bias can be well-exploited by multiple experts and then the model can be more generalized to tail classes. In addition, scene context information such as object proposals, object labels, and object relationships is used to identify the relevance between scene context and its inherent predicates. This further increases the model’s diversity.

2.2. Mixture of Experts

The Mixture of experts is originally designed with a set of expert networks composed of an expert layer where each expert learns a subtask for the whole dataset [16]. It has been proposed for decades and successfully applied in various tasks for network enhancement, including image recognition [30, 39], video captioning [40], and person Re-ID [8]. The traditional mixture of experts usually has the same weights for each expert or has different gating schemes to selectively turn off part of the experts in the network. For instance, the divide and co-training strategy are proposed to enhance the learning ability of the original network [55]. The weight of each expert is contributed equally to the whole network during the learning process, which limits the network to learn more diversified knowledge.

Different from the traditional mixture of experts, we first introduce the Context-Aware Mixture-of-Experts (CAME) for unbiased SGG. To encourage the diversity of mixture-of-experts and construct the relation between the scene context and predicates, the proposed CAME is designed with EW and PW modules to assign the importance of each expert based on context information and relevance of each predicate to each expert during the learning process.

3. Approach

In this section, we introduce the Context-Aware Mixture-of-Experts (CAME) for USGG. Our proposed framework is shown in Fig. 4. The SGG task can be decomposed into three tasks [5, 35, 51], including proposal generation, object classification, and relation prediction. Given an Image I, the probability graph G obtained by SGG consists of a set of bounding boxes B, object labels O, and object pair relations R.

\[
P(G \mid I) = P(B \mid I) \cdot P(O \mid B, I) \cdot P(R \mid B, O, I),
\]  

Figure 3. The framework of proposed context-aware encoder module. The shared context encoder is borrowed from the baseline network for efficiency and simplicity.
where $P(B \mid I)$ is the region proposals, mainly depending on the proposal generation network. In CAME, the region proposal network remains the same as the Faster R-CNN [29]. The $P(O \mid B, I)$ is the object classification based on the region proposals. The $P(R \mid B, O, I)$ is the relation prediction based on images, object proposals, and object classifications. To achieve unbiased SGG, we mainly focus on the $P(R \mid B, O, I)$. There is an obvious contradiction between the limited learning capacity of a single model and the heavy long-tailed and diversified predicate distributions of the Visual Genome dataset. To solve this contradiction, we propose to utilize the mixture of experts to enlarge the learning capacity of one single model. The advantage is that we have multiple experts to handle the Visual Genome dataset, allowing each expert to learn the mutual complementary information under the guidance of context-aware loss, leading to a more diversified expert layer for long-tailed relation predicates classes. In detail, the SGG can be decomposed as:

$$P(G_i \mid I) = P(B \mid I) P(O \mid B, I) P(R_i \mid B, O, I), i \in [1, n],$$  \hspace{1cm} (2)$$

where $n$ is the number of experts deployed in CAME. $P(R_i \mid B, O, I)$ is the intermediate result obtained by $i$-th expert. $P(G_i \mid I)$ is the prediction result obtained by $i$-th expert. The detailed construction of the expert layer in MOTIFS and VCTree is elaborated in supplementary material.

3.1. Mixture-of-Experts Layer

The Visual Genome dataset contains the highly long-tailed distribution of predicates classes. When trained on the dataset, the model tends to be biased in predicting the head relationship and fails on predicting the body and tail relationship.

We propose to exploit the mixture of experts model with earlier layers as shared layers, which is denoted as $W_s$, and later a mixture of experts attached to the shared layers in parallel, which is denoted as $E_i$. Following the above-mentioned settings, the $P(B \mid I)$ and $P(O \mid B, I)$ are considered as a shared layer $W_s$. Hence, the input image is processed by shared layer $W_s$ and the shared latent feature is obtained as $y_s$,

$$y_s = W_s(x).$$  \hspace{1cm} (3)$$

Specifically, $y_s$ of MOTIFS contains rich context information of the scene. The $P(R_i \mid B, O, I)$ is considered as the expert layer. Then, the shared latent feature $y_s$ is processed by each expert $E_i$ of the expert layer individually as

$$y_i = E_i(y_s), i \in [1, n],$$  \hspace{1cm} (4)$$

$$y_{moe} = \frac{1}{n} \sum_{i=1}^{n} y_i,$$  \hspace{1cm} (5)$$

where $n$ is the number of experts deployed in the network architecture. Empirically, there are sets of experts used in
network architecture. The output of the model is the average of all experts as \( y_{moe} \). The shared layers and expert layers are jointly trained in the training stage. At the inference stage, the results from all expert layers are averaged in the logits form for the final ensemble.

3.2. Context-aware Mixture-of-Experts

**Expert weighting:** The traditional Mixture-of-Experts model lacks the context information of the input images and gives each expert essentially the same weight. Besides, some adopt a gating strategy to expedite the inference process, which abandons some experts in a gating mechanism, resulting in a decline in accuracy. To overcome the aforementioned shortcomings, as seen in Fig. 3, we propose the unique context-aware expert weighting scheme that dynamically assigns the relevance of each expert based on scene context without compromising performance. In the meanwhile, it boosts the model’s capacity for unbiased SGG and its diversity.

There are primarily two important steps in the SGG approach. First is object context processing, and then is edge context processing. In this paper, object context processing is utilized to build the context encoder. Instead of building context encoders in our own way, we borrow the original baseline models that have a built-in context encoder as a shared context encoder. For example, in the MOTIFS [51], the context encoder is a bidirectional LSTM while, in the VCTree [36], the context encoder is constructed with a bidirectional TreeLSTM. In the MOTIFS and VCTree, the context information includes the feature of object proposals, the position of object proposals, feature of object labels. We presume that the object context information provides a strong indication of its intrinsic predicates.

As shown in Fig. 3, these object information will be passed into bidirectional LSTMs first, and then the relational characteristics between these objects are obtained with such abundant input features. The relational feature is aggregated and passed through an MLP layer \( W_{\text{context}} \) with softmax attached to the output. Consequently, the normalized significance of each expert is obtained as \( \beta_i \),

\[
\beta = W_{\text{context}}(B, O, I), \beta \in \mathbb{R}^n
\]

(6)

\[
\beta_i = \frac{\exp(W_{\text{context}}(y_i))}{\sum_{i=1}^{n} \exp(W_{\text{context}}(y_i))}
\]

(7)

**Predicate weighting:** In addition to adding specific weights to each expert, we propose a predicate weighting strategy to find the relevance of each predicate to each expert. The predicate prediction of each expert contains the probability for a series of predicate classes, which could be further exploited to increase the diversity of model. Therefore, we utilize a built-in edge processing module as a context encoder, to further increase the learning capacity as well as variety of model. Specifically, to establish relationship between predicate prediction to context information, the relation distribution after edge context processing is utilized as \( y_e \). This information will be processed by relation encoder \( W_{\text{Relcontext}} \) to obtain relational weighting between each expert. \( r_k \) is of dimension \( m \times n \). The normalized significance of each relation of \( i \)-th expert is obtained as \( r_{ki} \) with a size of \( m \times 1 \),

\[
r_k = y \ast W_{\text{Relcontext}}(y_e),
\]

(8)
where \( y \) is a hyperparameter between \([0,10]\), and \( m \) is the number of relations in the prediction result.

**Context-aware Loss Function:** Based on a set of context information, different experts are sensitive to different predicate data distributions. For instance, expert A could be more sensitive to predicates from head classes, while expert C could be more sensitive to predicates from tail classes. Therefore, the novel context-aware loss \( L_{\text{ca}} \) is designed to increase the diversity of each expert, therefore to better handle such scenarios. These \( n \) experts are jointly trained on context-aware classification loss, where the base classification loss \( L_{\text{Cls}} \) could be LDAM [2], class balanced loss [7], CE, and focal [23] loss.

\[
L_{\text{ca}} (x, y) = \sum_{i=1}^{n} (\beta_i L_{\text{Cls}} (x, y; \theta_i))
\]

Then, the ensemble output of the CAME network is formulated as \( y_{\text{came}} \),

\[
y_{\text{came}} = \frac{1}{n} \sum_{i=1}^{N} r_{m_i} y_i
\]

4. Experiments and Results

**Visual Genome:** For the SGG task, the Visual Genome (VG) dataset is used to train and evaluate our proposed models. VG dataset [19] is a large-scale visual dataset, and consists of the components of region descriptions, objects, attributes, relationships, region graphs, scene graphs, and question answer pairs. VG has been widely used for scene graph generation and its applications. VG dataset contains over 108K images and has an average of 21 objects, 18 attributes, and 18 pairwise relationships between objects in each image. In this paper, we use the most widely used settings [5,35,36] that the most frequent 50 predicates and 150 objects are preserved for training and testing. The setting contains 62,723 images as the training set, 5,000 images selected from the training set as the validation set, and 26,446 images as the test set.

**Scene Graph Generation Models:** The CAME is generic and does not require any additional information on the backbone of scene graph generation models. This feature allows the free integration and enhancement of any existing scene graph generation architectures. Since the CAME is a general framework that could be integrated into various SGG models, we mainly select two representative models, i.e. Neural MOTIFS and VCTree, which have been widely used to compare and validate the performance of various methods [13,18,33,35] on the Visual Genome dataset.

### 4.1. Implementation Details

**Object Detection:** For object detection, the two-stage detector Faster R-CNN [29] is used, where the backbone model is ResNetXt101-FPN [41]. The weight of pretrained detection model for the Visual Genome dataset is obtained from the open-source scene graph generation project [34]. The mAP of the backbone for object detection on the Visual Genome dataset is 0.28.

**CAME:** For the training of CAME on unbiased SGG task, the batch size during training is 12 with two NVIDIA RTX 2080 Ti. The learning rate is 0.01 for the Motifs and VCTree baseline, and 0.001 for the Transformer baseline, with a warmup factor of 0.1. The weight decay is 0.0001 whereas the momentum is 0.9. The grad norm clip is 5.0. The number of experts is ranging from 2 to 4.

### 4.2. Evaluation

**Performance Metric:** Same as [35], we use the Top-K recall to measure the system performance. The Top-K recall calculates the fractions of the ground truth instances hit in the top-K predictions in each class, where K is 20, 50, or 100. Therefore, R@50, and R@100 are obtained. However, as the recall could have been dominated by most head classes like on predicted by the biased model, we follow [5,18,33,35] to average the recalls of each class over the whole dataset, and utilize the less-biased performance metric mean Recall, including mR@50 and mR@100. Nevertheless, we observe there is a trade-off between Recall and Mean Recall, i.e., increasing the mean Recall leads to a tremendous dropping of Recall metrics in recent works like GCL, PPDL, and RTPB [3,10,21]. To comprehensively measure the USGG, we take the mean of R@50/100, and mR@50/100, as an essential balance metric in USGG. Moreover, to ensure a balanced SGG, we propose to use variance of recalls over mean of recalls, denoted as \( \text{var/m} \), to show the balance between various classes.

Scene graph generation mainly focuses on the localization of objects and classification of \((\text{subject, predicate, object})\) triplet. We follow three conventional metrics to evaluate our SGG model: (1) **Scene Graph Generation (SGGen)**: This task is to detect a set of predefined objects and predict the relation between each object pair. (2) **Scene Graph Classification (SGCls)**: The goal of this task is to predict the class labels for the set of objects and the relationship among each object pair. (3) **Predicate Classification (PredCls)**: This task is to predict the relationship predicate among all the object pairs. It is evaluated by the accuracy of predicate classification.

The aforementioned three tasks are used to assess
CAME. Besides, following the setting of long-tailed distribution [5, 25] and according to the number of each predicate in the dataset, we divide the distribution of predicate classes into three categories, including head classes (top-15 predicates), body classes (middle-20 predicates), and tail classes (last-15 predicates). To validate the effectiveness of the proposed method on the infrequent predicates, the mean Recall on body and tail classes are presented.

![Figure 5. Qualitative examples of SGG by MOTIFS and MOTIFS-CAME in PredCls setting. The left prediction is estimated by MOTIFS, and the right prediction is estimated by MOTIFS-CAME. We show the prediction with the highest confidence, where the correct (the same with GT), incorrect (not match the GT and not appropriate), or acceptable (not match the GT but actually reasonable).](image)

**Comparisons with SOTA Models:** To demonstrate the efficacy of CAME, we first compare it to previous biased SGG approaches such as Motifs [51], VCTree [36], and Transformer. In particular, we primarily compare CAME with unbiased SGG approaches, containing the TDE [35], CogTree [48], RTPB [3], GCL [10] and PPDL [21] on USGG approaches on the MOTIFS and VCTree baselines.

The experiment results of unbiased scene graph generation are shown in Table 1. In comparison with the baseline methods, the proposed CAME method reaches the best performance on the mean Recall, with a relative improvement of 235.9\% over the baseline MOTIFS and 225.8\% over the baseline VCTree, indicating that the CAME achieves a notable performance improvement over the biased SGG methods. Besides, the mean of baseline models is superior to the majority of existing approaches, indicating that the latter are not properly debiasing, but rather transfer their weights from head to tail classes.

Meanwhile, on the PredCls task, in comparison with SOTA debiasing methods, the proposed CAME surpasses the existing approaches, with a relative improvement of **15.7** and **7.3** over the MOTIFS-CogTree and MOTIFS-GCL on the MOTIFS structure. Besides, on the VCTree baseline, CAME surpasses the VCTree-CogTree and VCTree-GCL, with a relative improvement of **11.8** and **8.6**, respectively.

In conclusion, our methods can improve the USGG ability on the mean recalls and obtain well-preserved recalls. In contrast, recent studies exploit the limits on the mean recalls, leading to a biased predictor on the tail predicates, while neglecting the overall USGG performance on the recalls. Hence, there is a boost in the mean recall metric mR@50/100 while an enormous degradation on the R@50/100. We believe these two metrics are of equal importance, hence, the mean of these two metrics tips the balance of USGG to some degree, avoiding the heavily biased predictors for the head classes. We find that recent studies are heavily biased to the tail classes on the conditional of sacrificing performance on the head classes, leading to an inferior performance on the mean of two metrics. Instead, in terms of both recall and mean recall, we have obtained satisfactory results without much shifting the model’s cognition ability to the tail classes. For instance, we have obtained **47.7** and **48.5** on the PredCls task on the Motifs and VCTree baselines, while the second best among these unbiased SGG approaches are **40.4** and **40.7**, which shows an **18.1\%** and **19.2\%** improvement over recent methods.

### 4.3. Ablation Studies

**Comparison with other imbalance strategies:** To show the difference and superiority of CAME, there are various losses used for long-tailed problem are compared, as shown in Table 2. The performance of the Motifs baseline model, LDAM loss, focal loss, TDE, and CAME are presented under the PredCls settings. The results show that the CAME reaches a notable performance boost compared with other debiasing methods. For example, in comparison with the TDE methods, CAME further improves mean recalls on the body classes about **12.0\%**. Notably, CAME is about 6 times compared with TDE on the prediction of tail classes. Meanwhile, the variance over mean of tail classes is relatively small **12.6\%**, which is around 1/4 of TDE. In total, these results show the superior of CAME on the unbiased SGG. The smaller variance shows that the CAME performs more equally with less bias over different classes.

**The number of mixture of experts:** We have evaluated the proposed method on the MOTIFS baseline for comparison with different settings. The findings of the ablation study are displayed in Table 3. The ME and EW module
Table 2. The SGG performance in PredCls settings. We show the mR@100, and performance on body and tail classes and its variance over mean recalls in percentage with MOTIFS baseline.

|         | mR@50/100 var/m | body var/m | tail var/m |
|---------|-----------------|------------|------------|
| Baseline | 17.7            | 36.8       | 7.8        |
| LDAM    | 17.2            | 36.8       | 7.7        |
| Focal   | 18.2            | 33.8       | 12.3       |
| TDE     | 27.3            | 33.8       | 30.9       |
| CAME    | 40.1            | 14.0       | 38.8       |

Table 3. Ablation for the PredCls task with ME and EW is reported. MOTIFS is base model. The ME is ranging from 2 to 4.

| ME | EW | mR@50/100 | R@50/100 | Mean |
|----|----|-----------|----------|------|
| 2  | ✓  | 34.3/36.5 | 56.7/58.7| 46.6 |
| 3  | ✓  | 37.9/40.1 | 55.3/57.4| 47.7 |
| 4  | ✓  | 36.7/39.1 | 55.8/57.8| 47.4 |

The influence of different modules: As shown in Table 4 and 5, the ME module first establishes a solid basis for unbiased SGG. Consequently, the EW module significantly improves the efficacy of USGG. For instance, it demonstrates a substantial improvement in the R@50, and R@100 on the PredCls task, while preserving the mR@50, and mR@100. We have obtained 47.7 and 48.1 Mean on the PredCls for the Motifs and VCTree baselines, with the EA module attaining a relative improvement of 2.1 and 2.0 above ME. Moreover, the PW module continues to improve the performance of USGG to 49.0 with 58.3 and 60.2 on R@50/100 with VCTree baseline.

Table 4. Ablation for PredCls task with designed modules is reported. Motifs is the base architecture for all methods.

|         | mR@50/100 | R@50/100 | Mean |
|---------|-----------|----------|------|
| Baseline| 15.7/17.1 | 65.5/67.2| 41.4 |
| ME      | 37.7/40.3 | 51.2/53.3| 45.6 |
| ME+EW   | 37.9/40.1 | 55.3/57.4| 47.7 |
| ME+EW+PW| 36.9/39.3 | 56.8/58.9| 48.0 |

Hyperparameters selection: To demonstrate the efficiency of the predicate weighting module, a number of hyperparameters were utilized. As demonstrated in Table 6, the optimal performance of the model is achieved when the hyperparameter $\alpha$ is 0.25, displaying 58.3 and 60.2 on R@50/100 while maintaining 37.4 and 40.0 on mR@50/100.

Table 5. Ablation for PredCls task with designed modules is reported. VCTree is the base architecture for all methods.

| $\alpha$ | mR@50/100 | R@50/100 | Mean |
|----------|-----------|----------|------|
| 0.25     | 37.4/40.0 | 58.3/60.2| 49.0 |
| 0.5      | 38.9/41.3 | 56.6/58.5| 48.8 |
| 1        | 38.8/41.6 | 55.7/57.7| 48.5 |
| 5        | 38.8/40.8 | 55.8/57.7| 48.3 |

Qualitative Analysis: Fig. 5 shows SGG by MOTIFS and MOTIFS-CAME to demonstrate the efficiency of the CAME. a) shows that sign-on-pole, window-on-building predicted by MOTIFS match the ground truth but are less descriptive. In contrast, sign-mounted-on-pole, wire-hanging-from-pole, wire-over-building and pole-near-building are more expressive and valuable, though the ground truth does not contain such informative information. b) dog-on-plate is incorrect, while plate-under-dog and dog-eating-food are acceptable. However, due to the missing labels or unlabeled predicates, such important information are missing. c) shows that the man-wearing-shirt matches the ground truth, person-on-sidewalk is acceptable but does not match the ground truth, and person-on-bus is wrong since the person is on the sidewalk. In contrast, the person-walking-on-sidewalk is more descriptive and matches the ground truth, where the walking on belongs to tail classes while on belongs to head classes. These samples indicate that the more valuable and expressive predicates could be estimated with the proposed CAME, although there are plenty of missing predicates in dataset.

5. Conclusion

In this paper, we propose a simple and effective Context-Aware Mixture-of-Experts (CAME) framework for unbiased SGG, which could be applied to various SGG benchmarks. The mixture of experts is utilized for unbiased SGG, with each expert learning the mutually complementary knowledge of predicate classes under the guidance of context-aware loss. Hence, the expert layer is able to obtain more comprehensive knowledge of predicate classes. Hence, the proposed CAME improves the model’s unbiased SGG ability with complementary information of predicates learned by the expert network. Meanwhile, the SGG generation ability is well-preserved when improving the USGG.
Moreover, the context-aware loss further enhances the relation between context information and each expert, leading to a more generalized and diversified model.
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