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Abstract

In the theory of the moduli-stacks of stable $n$-pointed curves, there are two fundamental functors, contraction and stabilization. These functors are constructed in [4], where they are used to show that the various $\overline{M}_{g,n}$’s are DM-stacks. In the treatment of stabilization, there is a claim stated about the deformations of a pointed ordinary double point. This claim is not proved in [4]. The goal of this paper is to prove this claim. We decided not to use descent, so the equations are less simple than in [4], but the treatment is more elementary and the results seemingly more general.
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Introduction

Recall the definition of the stacks $\overline{M}_{g,n}$ and $\overline{C}_{g,n}$, for $n \geq 0$, $n + 2g \geq 3$. They are both fibered categories over the category of all schemes. The objects are diagrams of the form

$$\begin{array}{ccc}
C & \xrightarrow{\pi_C} & S \\
\downarrow & & \downarrow \\
n_{1},...,n_{n} & \in & \overline{M}_{g,n}, \text{ and of the form} \quad n_{1},...,n_{n},\Delta & \in & \overline{C}_{g,n}.
\end{array}$$

The morphism $\pi_C$ is flat and proper. The morphisms $s_1, \ldots, s_n$ are non-crossing sections not meeting any double points. There are no conditions on the extra section $\Delta$. The geometric fibers of $\pi_C$ are stable $n$-pointed curves, $1$.

$^1$In [4] we use the term $n$-pointed stable curve, but as remarked by Frans Oort, it is not necessarily a stable curve with marked points.
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without and with one extra point respectively. An \( n \)-pointed curve is stable if it is reduced with at most ordinary double points, connected and has only a finite number of automorphisms fixing the \( n \) distinct distinguished smooth points. Morphisms in these categories are cartesian diagrams commuting with the sections. The functor to the category of schemes takes an object to its base \( S \).

We show that \( \overline{C}_{g,n} \) is a universal stable \( n \)-pointed curve over \( \overline{M}_{g,n} \). For each object \((\pi_C; s_1, \ldots, s_n, \Delta)\) in \( \overline{C}_{g,n} \), we can simply forget the section \( \Delta \), and we get an object \((\pi_C; s_1, \ldots, s_n)\) in \( \overline{M}_{g,n} \). This is a morphism of fibered categories, and we call it \( \sigma_n : \overline{C}_{g,n} \to \overline{M}_{g,n} \). For each object \((\pi_C; s_1, \ldots, s_n)\) in \( \overline{M}_{g,n} \), and for each \( i \) with \( 1 \leq i \leq n \), we may define an extra section \( \Delta = s_i \). This defines an object \((\pi_C; s_1, \ldots, s_n, \Delta)\) in \( \overline{C}_{g,n} \), so in this way we have \( n \) sections \( \sigma_{n,i} : \overline{M}_{g,n} \to \overline{C}_{g,n} \). Note that if \( \pi_C : C \to S \) with sections \( s_i : S \to C \), \( 1 \leq i \leq n \) is an object of \( \overline{M}_{g,n} \), the map \( \text{pr}_2 : C \times_S C \to C \) with sections \( s_{n,i} = (s_i \circ \pi_C, 1_C) \) and the extra section \( \Delta = (1_C, 1_C) \) is an object of \( \overline{C}_{g,n} \). Identifying the schemes \( S \) and \( C \) with their respective slice categories \( \text{Schemes}/S \) and \( \text{Schemes}/C \), the reader should convince himself or herself that we have a cartesian commutative diagram of fibered categories

\[
\begin{array}{ccc}
S & \xrightarrow{\pi_C} & C \\
\downarrow{s_{1,\ldots,s_n}} & & \downarrow{\sigma_n} \\
\overline{M}_{g,n} & \xrightarrow{\sigma_{n,1,\ldots,\sigma_{n,n}}} & \overline{C}_{g,n} \\
\end{array}
\]

which shows that \( \sigma_n \) is representable and that \((\sigma_n; \sigma_{n,1}, \ldots, \sigma_{n,n})\) is a universal stable \( n \)-pointed curve.

As mentioned in the abstract, there is a morphism \( c : \overline{M}_{g,n+1} \to \overline{C}_{g,n} \) called contraction and a morphism \( s : \overline{C}_{g,n} \to \overline{M}_{g,n+1} \) called stabilization. These morphisms are constructed in [4], where it is proved that they are inverse to each other. Since \( \sigma_n \) is representable, so is \( \pi_{n+1} = \sigma_n c \) and consequently \( \pi_{n+1} : \overline{M}_{g,n+1} \to \overline{M}_{g,n} \) is also a universal stable \( n \)-pointed curve. This is then used to show inductively in \( n \) that the various \( \overline{M}_{g,n} \)'s are DM-stacks.

The construction of the stabilization morphism and the proof that contraction and stabilization are inverse to each other is a bit tricky. The way stabilization is constructed is as follows. For every object \((\pi_C, s_1, \ldots, s_n, \Delta)\) in \( \overline{C}_{g,n} \), where \( \pi_C : C \to S \), we define the coherent sheaf \( \mathcal{H}(\pi_C, s_1, \ldots, s_n, \Delta) = \mathcal{H}^n(\pi_C, s_1, \ldots, s_n, \Delta) \)
as the cokernel of the map $\delta$ in the short exact sequence

$$0 \to \mathcal{O}_C \overset{\delta}{\to} \mathcal{J}^\vee \oplus \mathcal{O}_C(s_1 + s_2 + \cdots + s_n) \overset{p}{\to} \mathcal{K} \to 0,$$

where $\mathcal{J}$ is the defining ideal of the section $\Delta$ and $\delta$ is the “diagonal” $\delta(t) = (t, t)$. We define $C^s = \text{Proj}_C(\text{Sym}\mathcal{K})$. The union of the images of the sections $s_i$ and $\Delta$ support sheaves $\mathcal{L}_s = \mathcal{K}/p(\mathcal{J}^\vee)$ and $\mathcal{L}_\Delta = \mathcal{K}/p(\mathcal{O}_C(s_1 + s_2 + \cdots + s_n))$, and there are surjections $s_i^*\mathcal{K} \to s_i^*\mathcal{L}_s$ and $\Delta^*\mathcal{K} \to \Delta^*\mathcal{L}_\Delta$. The important fact is that (1) commutes with base-change and that the sheaves $s_i^*\mathcal{L}_s$ and $\Delta^*\mathcal{L}_\Delta$ are invertible. Hence these surjections define liftings of the sections making $C^s$ together with the lifted sections a stable $(n+1)$-pointed curve. We call it the stabilized curve.

The hard part is to prove these facts in the case where the section $\Delta$ passes through a double point of a fiber. This is the only case where $\mathcal{J}$ is not an invertible sheaf; nevertheless it has certain good properties, stated in [4] Section 2, Lemma 2.2. It is our Main Lemma stated below. To prove this lemma we apply the deformation theory of pointed double points, Proposition 2.1, to get explicit descriptions of formal neighborhoods of $k$-valued points in $\mathcal{C}_{g,n}$. The Main Lemma then follows from the Key Example using the properties of the concept of stable reflexivity, which is proved in [4], Appendix. Recently Runar Ile [3] has given another characterization of this concept, together with another proof of a very nice generalization of the Main Lemma. In the final section we complete the family of stabilized curves along the fiber curve and compare it to the formal scheme coming from the Key Example in order to prove stability.

**Main Lemma.** Let $S$ be a noetherian scheme, and $\pi : C \to S$ a flat family of curves whose geometric fibers are reduced curves with at most ordinary double points. Let $\Delta : S \to C$ be a section defined by an $\mathcal{O}_C$-ideal $\mathcal{J}$. Then

1) The sheaf $\mathcal{J}$ is stably reflexive with respect to $\pi$.

2) Let $\mathcal{J}'$ be the subsheaf of the total quotient ring sheaf $K_C$ consisting of sections that multiply $\mathcal{J}$ into $\mathcal{O}_C$ and let $\mathcal{J}^\vee = \text{Hom}_{\mathcal{O}_C}(\mathcal{J}, \mathcal{O}_C)$. Then $\mathcal{J}' \approx \mathcal{J}^\vee$.

3) The pullback $\Delta^*(\mathcal{J}^\vee/\mathcal{O}_C)$ is an invertible sheaf on $S$.

---

2This is the property that ensures the compatibility with base change that was sought earlier.
1. Pointed ordinary double points

We consider curves over a base consisting of a single reduced point $\text{Spec}(k)$, where $k$ is a field. For any $n \in \mathbb{N}$ and any element $f \in k[[x, y]]$ let $f_n$ be the $n$th homogeneous part of $f$. We denote by $S_n$ the vector space of homogeneous elements of degree $n$ in $k[x, y] \subseteq k[[x, y]]$.

Definition 1.1. With notation as above, let $q(x, y) = x^2 + \gamma xy + \delta y^2 \in S_2$. For any $n \geq 0$, the map $Q_n : S_n \times S_n \to S_{n+1}$ is the $(n+1)$st. homogeneous part of the polynomial $q(x + \mu, y + \nu) - q(x, y)$. In other words, $Q_n(\mu, \nu) = (2\mu + \gamma \nu)x + (\gamma \mu + 2\delta \nu)y$.

Lemma 1.2. Let $q \in S_2$ be a quadratic form. The associated map $Q_n : S_n \times S_n \to S_{n+1}$ is linear, and $q(x + \mu, y + \nu) - q(x, y) - Q_n(\mu, \nu) \in S_{2n}$. If $q$ is non-degenerate, $Q_n$ is surjective for all $n \geq 0$.

Proof. We have $Q_n(\mu, \nu) = (2\mu + \gamma \nu)x + (\gamma \mu + 2\delta \nu)y$. Any $f_{n+1} \in S_{n+1}$ can be written $f_{n+1} = u_n x + v_n y$. If we define $\mu_n = -2\delta u_n + \gamma v_n$ and $\nu_n = \gamma u_n - 2\delta v_n$, a calculation shows that $Q_n(\mu_n, \nu_n) = (\gamma^2 - 4\delta)f_{n+1}$. The lemma follows since that $q$ is non-degenerate means that $\gamma^2 - 4\delta$ is invertible.

Proposition 1.3. Let $k$ be a field, $\pi : C \to \text{Spec}(k)$ and $\Delta : \text{Spec}(k) \to C$ be such that the geometric fibers of $\pi$ are reduced curves with at most ordinary double points and assume that $c = \Delta(\text{Spec}(k))$ is an ordinary double point. Let $(\hat{R}, m)$ be the local ring of $c \in C$. Then there are elements $\gamma$ and $\delta$ in $k$ with $\gamma^2 - 4\delta$ not equal to zero such that $\hat{R} \cong k[[x, y]]/(x^2 + \gamma xy + \delta y^2)$.

Proof. Since $m/m^2 \otimes_k \overline{k}$ is a vector space of dimension 2, so is $m/m^2$. If we choose two elements of $m$ that generate $m/m^2$ we get a surjection $k[[x, y]] \to \hat{R}$. The morphism $\pi$ is a locally complete intersection morphism, so the kernel is generated by a single power series $f = \sum_{n=2}^{\infty} f_n$. After possibly making a linear change of variables and multiplying $f$ by a suitable scalar, we may assume that $f_2(x, y) = q(x, y) = x^2 + \gamma xy + \delta y^2$. Since at the unique
point in the geometric fiber over the point \( c \) the curve has two branches with distinct tangents, the quadratic form \( q \) is non-degenerate. Let \( Q_n \), be as in Lemma 1.2, and for each \( n \geq 0 \) let \( P_{n+1} : S_{n+1} \to S_n \times S_n \) be a right inverse.

For all \( n \geq 1 \), we define homogeneous polynomials \( \epsilon_{n+1}, \mu_n, \nu_n, x_n(x, y) \) and \( y_n(x, y) \) of degree \( n \), by recursion. For \( n = 1 \) put \( \epsilon_2 = 0, \mu_1 = 0, \nu_1 = 0, x_1(x, y) = x \) and \( y_1(x, y) = y \). Having defined \( \epsilon_{n+1}, \mu_n, \nu_n, x_n(x, y) \) and \( y_n(x, y) \), we define

\[
\epsilon_{n+2} = \text{the } (n+2)\text{nd. homogeneous component of } q(x_n, y_n) - f(x, y),
\]

\[
(\mu_{n+1}, \nu_{n+1}) = -P_{n+2}(\epsilon_{n+2}),
\]

\[
x_{n+1} = x_n + \mu_{n+1},
\]

\[
y_{n+1} = y_n + \nu_{n+1}.
\]

We claim that for all \( n \geq 1 \), the order of \( q(x_n, y_n) - f(x, y) \) is at least \( n + 2 \). The claim certainly holds for \( n = 1 \). Assume that \( q(x_n, y_n) - f(x, y) = \epsilon_{n+2} + h(x, y) \), with the order of \( h \) at least \( n + 3 \). We have

\[
q(x_{n+1}, y_{n+1}) - f(x, y) =
\]

\[
q(x_n + \mu_{n+1}, y_n + \nu_{n+1}) - q(x_n, y_n) + q(x_n, y_n) - f(x, y) =
\]

\[
Q_{n+1}(\mu_{n+1}, \nu_{n+1}) + \epsilon_{n+2} + h(x, y) + q(\mu_{n+1}, \nu_{n+1}) =
\]

\[
h(x, y) + q(\mu_{n+1}, \nu_{n+1}).
\]

The sequences \( \{x_n\}_{n \geq 1} \) and \( \{y_n\}_{n \geq 1} \) are Cauchy sequences, and if we define \( x' = \lim_{n \to \infty} x_n \) and \( y' = \lim_{n \to \infty} y_n \), \( (x, y) \mapsto (x', y') \) is a continuous change of coordinates, and \( \hat{R} = k[[x', y']]/(x'^2 + \gamma x'y' + \delta y'^2) \).

\[ \square \]

2. The deformation theory of a pointed ordinary double point

In this section we prove, in a slightly more general form, the claim in the middle of the proof of Lemma 2.2 on page 175 in [4]. This claim is a special case of Proposition 2.1 on the next page. All concepts in this section can be found in [3]. Let \( \Lambda \) be a noetherian complete local ring with maximal ideal \( \mu = \mu_\Lambda \) and quotient field \( k = \Lambda/\mu \). We define \( \mathcal{C} = \mathcal{C}_\Lambda \) to be the category of maps \( A \to k \), where \( A \) is an Artinian local \( \Lambda \)-algebras with residue field \( k \). The category \( \mathcal{C} = \mathcal{C}_\Lambda \) will denote the category of maps \( A \to k \), where \( A \) is a complete noetherian local \( \Lambda \)-algebra for which \( A/\mathfrak{m}^n \to k \) is in \( \mathcal{C} \) for all \( n \).
Let $\gamma, \delta \in k$ be elements such that $\gamma^2 - 4\delta \neq 0$, and let $q(X,Y) = X^2 + \gamma XY + \delta Y^2$. We define $R_0 = k[[X,Y]]/(q(X,Y))$ and denote by $u$ and $v$ the classes of $X$ and $Y$ respectively.

We consider the category $\mathcal{F}$ with objects commutative cocartesian diagrams of local rings of the form shown in the figure below, and such that $R$ is a flat $A$ algebra, complete with respect to the linear topology defined by the maximal ideal $m_R$. All maps are local homomorphisms.

![Diagram](image)

We define the category $\hat{\mathcal{F}}$ over $\hat{C}$ similarly. Note that $\mathcal{F}$ and $C$ are full subcategories of $\hat{\mathcal{F}}$ and $\hat{C}$ respectively. The category $\mathcal{F}$ is cofibered in groupoids over $C$. For each object $A \to k$ the fiber category $\mathcal{F}_A$ is a groupoid. We let $F(A)$ denote the set of isomorphism-classes in $\mathcal{F}_A$, and by $\hat{F}(A)$ the set of isomorphism-classes in $\hat{\mathcal{F}}_A$ Of course $\mathcal{F}$ is the restriction of $\hat{\mathcal{F}}$ to $C$.

**Proposition 2.1.** Let $\tilde{\gamma}$ and $\tilde{\delta}$ be any liftings of $\gamma$ and $\delta$ to $\Lambda$, and let $\tilde{q}(X,Y) = X^2 + \tilde{\gamma} XY + \tilde{\delta} Y^2$. Define the complete noetherian local rings $A_{pd} = \Lambda[[S,T]]$, and $R_{pd} = A_{pd}[[X,Y]]/(\tilde{q}(X,Y) - \tilde{q}(S,T))$. We denote by $U$ and $V$ the classes of $X$ and $Y$ in $R_{pd}$ respectively. Then $R_{pd}$ is a flat $A_{pd}$-algebra. We have a local homomorphism $\Delta_{pd} : R_{pd} \to A_{pd}$ and $f : R_{pd} \to R_0$ defined by $\Delta_{pd}(X) = S$, $\Delta_{pd}(Y) = T$, $f(U) = u$, $f(V) = v$ and $f(S) = f(T) = 0$. The diagram

$$
\begin{array}{c}
\Delta_{pd} \downarrow \delta_0 \\
R_{pd} \quad \rightarrow \quad R_0 \\
A_{pd} \quad \rightarrow \quad k
\end{array}
$$

is an object of $\hat{\mathcal{F}}$, and up to isomorphism it does not depend on the liftings. Moreover this object is a hull for the functor $F$.

We prove the proposition by first studying the coslice categories $\hat{\mathcal{G}} = (A_{pd} \downarrow \hat{C})$ and $\hat{\mathcal{H}} = (\xi \downarrow \hat{\mathcal{F}})$. We denote the restriction of these categories to $C$, by $\mathcal{G}$ and $\mathcal{H}$ respectively. By abstract nonsense $\mathcal{H}$ is cofibered in groupoids over $\mathcal{G}$, and both categories are cofibered in groupoids over $\hat{C}$. 
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We denote by $\hat{G}(A)$ and $\hat{H}(A)$ the set of isomorphism classes in the fiber of an object $A \to k$ in $\hat{C}$. Both $\hat{H}$ and $\hat{G}$ are covariant functors to sets and the forgetful functor induces an isomorphism $\hat{H} \to \hat{G}$ which restricts to an isomorphism between their restrictions to $C$, $H \to G$. By definition these functors are pro representable. Then we prove that the forgetful functor $\mathcal{H} \to \mathcal{F}$ is smooth [5], Definition 2.2, and induces an isomorphism between the tangent spaces. This will prove the proposition.

**Definition 2.2.** For any object $A \to k$ in $\hat{C}$ we denote by $\gamma_A$ and $\delta_A$, the images of the elements $\tilde{\gamma}$ and $\tilde{\delta}$ by the structure map. We denote by $q_A$ the quadratic form $q_A(X,Y) = X^2 + \gamma_A XY + \delta_A Y^2$.

**Definition 2.3.** We will call any image of the object $\xi$ defined in Proposition 2.1 planar. A planar object occurs as the right square in a diagram, where the whole square and the left square are cocartesian.

By abstract nonsense, the right square is also cocartesian, and hence an object of $\hat{\mathcal{F}}$, the whole diagram is an object of $\hat{\mathcal{H}}$, and the bottom line is object of $\mathcal{G}$.

**Remark 2.4.** If an object

of $\hat{\mathcal{F}}$ is planar, there are elements $u_R$ and $v_R$ mapping to $u_{R_0}$ and $v_{R_0}$ respectively, elements $s_A$ and $t_A$ in $m_A$, such that $q_A(u_R,v_R) = q_A(s_A,t_A)$. We do not change names of elements in $A$ and their images in $R$.

**Lemma 2.5.** Let $(A,m_A)$ be a complete local ring, and let $\gamma, \delta \in A$, $s,t \in m_A$ be arbitrary elements and let $q(X,Y) = X^2 + \gamma XY + \delta Y^2$ be a quadratic
form. Let $I$ be the ideal in $A[[X,Y]]$ generated by $q(X,Y) - q(s,t)$. Let $R = A[[X,Y]]/I$, and let $u$ and $v$ be the classes of $X$ and $Y$ in $R$ respectively. Then $R$ is flat over $A$ and every element of $R$ has a representation of the form $r = f(v) + ug(v)$, for unique power series $f, g \in A[[Y]]$.

**Proof.** We define polynomials $f_n, g_n$ in $A[[Y]]$, $h_n$ in $A[[X,Y]]$ by recursion as follows.

\[
\begin{align*}
 f_0 &= g_0 = h_0 = 1, \\
 f_1 &= 0, \quad g_1 = -\gamma Y, \quad h_1 = X + \gamma Y, \\
 f_2 &= q(s,t) - \delta Y^2, \\
 f_{n+1} &= f_2 g_{n-1}, \\
 g_{n+1} &= f_{n+1} + g_1 g_n, \\
 h_{n+1} &= g_{n+1} + Xh_n.
\end{align*}
\]

These formulas ensure that $f_n, g_n$ and $h_n$ all belong to the $n$th power of the defining ideal $m_{A[[X,Y]]}$, and induction shows that,

\[X^n = f_n + Xg_{n-1} + h_{n-2}(q(X,Y) - q(s,t)).\]

If $r = \sum a_n X^n$ is any power series in $A[[Y]][[X]]$, the series $f = \sum a_n f_n$, $g = \sum a_{n+1} g_n$ and $h = \sum a_{n+2} h_n$ all converge and

\[r = f + Xg + h(q(X,Y) - q(s,t)).\]

If $0 = f + Xg + h(q(X,Y) - q(s,t))$, with $f, g$ in $A[[Y]]$, comparing $X$-degrees shows that $h = 0$ and therefore both $f = 0$ and $g = 0$. It follows that as an $A$-module $R \cong A[[Y]] \oplus A[[Y]]$ which is flat. \(\square\)

**Lemma 2.6.** Let $A$ be any commutative ring, and let $\tau$ be an element of $A$ with $\tau^2 = 0$. Let $q(X,Y) = X^2 + \gamma XY + \delta Y^2$ be a quadratic form with discriminant $d = \gamma^2 - 4\delta$ a unit in $A$, and let $f$ be a power series with vanishing constant term. Then there exist power series $\mu$ and $\nu$ in $A[[X,Y]]$ such that if we define $X' = X + \tau \mu$ and $Y' = Y + \tau \nu$, then

\[X^2 + \gamma XY + \delta Y^2 + \tau f(X,Y) = X'^2 + \gamma X'Y' + \delta Y'^2.\]

Note that $X' = X + \tau \mu$ and $Y' = Y + \tau \nu$ is a continuous change of variables because $X = X' - \tau g(X',Y')$ and $Y = Y' - \tau h(X',Y')$.  
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Proof. We may write $f = d(Xu + Yv)$. If we define $\mu = -2\delta u + \gamma v$ and $\nu = \gamma u - 2v$, a calculation shows that $X^2 + \gamma XY + \delta Y^2 + \tau f(X,Y) = X'^2 + \gamma X'Y' + \delta Y'^2$. \qed

Lemma 2.7. Consider an object of the category $\mathcal{F}$, as given by the diagram below.

\[
\begin{array}{c}
\Delta \\
\downarrow \\
A \to k
\end{array}
\]

Then if $\tilde{u}$ and $\tilde{v}$ are liftings of $u$ and $v$ respectively, every element $r \in R$ can be expressed as $r = f(\tilde{v}) + \tilde{u}g(\tilde{v})$, where and $f, g \in A[[Y]]$.

Proof. Let $R' \subseteq R$ be the $A$-submodule generated by elements of the form $r = h(\tilde{v}) + \tilde{u}k(\tilde{v})$. Tensoring with $k$ we have a right-exact sequence

$$R' \otimes_A k \to R \otimes_A k \to R/R' \otimes_A k \to 0.$$  

By Lemma 2.5 the first arrow is a surjection, so $R = R' + m_A R$. Substituting this expression for $R$ back and taking into account that $m_A R' \subseteq R'$, it follows that $R = R' + m_A^2 R$. By induction it follows that $R = R' + m_A^n R$ for all $n$ and the lemma follows because there is an $n$ such that $m_A^n = 0$. \qed

The next lemma shows that $\mathcal{H} \to \mathcal{F}$ is smooth and hence essentially surjective.

Lemma 2.8. Let $g_A : B \to A$ be a small map in $\mathcal{C}$ with $\ker g_A = (\tau)$. Consider the diagram below which represents a morphism in $\mathcal{F}$.

\[
\begin{array}{c}
\Delta_S \\
\downarrow \\
B \to A
\end{array}
\]

If the right square is planar, then so is the big square.
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Proof. Pick $u_S$ and $v_S$ in $S$ such that $g_R(u_S) = u_R$ and $g_R(v_S) = v_R$ and let $\Delta_S(u_S) = s_B$ and $\Delta_S(v_S) = t_B$. Then $g_A(s_B) = s_A$ and $g_A(t_B) = t_A$. Note also that if we alter $u_S$ and $v_S$ to $u'_S$ and $v'_S$ by elements of the form $\tau(au_S + bv_S)$, then $s_B = \Delta_S(u'_S)$ and $t_B = \Delta_S(v'_S)$ because $\tau m_B = \{0\}$. We have $g_R(q_S(u_S, v_S) - q_S(s_B, t_B)) = 0$, so by Lemma 2.7 there is a power series $f$ with coefficients in $B$ such that $q_S(u_S, v_S) - q_S(s_B, t_B) = \tau f(u_S, v_S)$. Since $\Delta_S(q_S(u_S, v_S) - q_S(s_B, t_B)) = 0$, we have $0 = \Delta_S(\tau f) = \tau \Delta_S(f_0) = \tau f_0$. Therefore we have shown that $f$ is without constant term. By Lemma 2.6 we can alter $u_S$ and $v_S$ such that $q_S(u_S, v_S) - q_S(s_B, t_B) = 0$. Note that the corresponding alterations $s'_B = s_B + \tau \Delta(\alpha)$ and $t'_B = t_B + \tau \Delta(\beta)$ do not alter $q_S(s_B, t_B)$, since $q_S(s'_B, t'_B) - q_S(s_B, t_B) = \tau \Delta(\alpha) \frac{\partial}{\partial x}(s_B, t_B) + \tau \Delta(\beta) \frac{\partial}{\partial y}(s_B, t_B)$, and both partial derivatives are linear forms in $s_B$ and $t_B$, hence are contained in the maximal ideal of $B$, and so the difference vanishes. We need to prove that there are no more relations, so let $I$ be the kernel of the map $B[[x, y]]/(q_B(x, y) - q_B(s_B, t_B)) \rightarrow S$. Tensoring with $A$ we get a long exact sequence

$$\text{Tor}^B(S, A) \rightarrow I \otimes_B A \rightarrow B[[x, y]]/(q_B(x, y) - q_B(s_B, t_B)) \otimes_B A \rightarrow S \otimes_B A \rightarrow 0$$

Now $S$ is flat over $B$ and the last map is an isomorphism therefore $I \otimes_B A \approx I/\tau I = 0$ and since $\tau^2 = 0$ we have $I = 0$. □

Lemma 2.9. The tangent map $t_H \rightarrow t_F$ is an isomorphism, and both spaces are isomorphic to the same vector space $k^2$.

Proof. Let $k[\epsilon]$ be the ring of dual numbers. Then since $\epsilon^2 = 0$, every object of $\mathcal{F}(k[\epsilon])$ is of the form

$$\Delta \left( \begin{array}{c} R \\ k[\epsilon] \end{array} \right) \rightarrow \Delta \left( \begin{array}{c} R_0 \\ k \end{array} \right)$$

with $R \approx k[\epsilon, x, y]/(q(x, y), \epsilon^2)$. Since $\epsilon^2 = 0$, there is a well defined pair $(a, b) \in k^2$ such that the isomorphism class of this object in $t_F$ is determined by the pair $(\Delta_R(x), \Delta_R(y)) = (\epsilon a, \epsilon b)$.

The space $t_H = \text{Hom}_C(A[[S, T]], k[\epsilon])$. Elements of this space are homomorphisms determined by the values of the elements $S$ and $T$, which is also a pair $(\epsilon a, \epsilon b)$ with $(a, b) \in k^2$. With these identifications, the map $t_H \rightarrow t_F$ induces the identity on $k^2$. This proves the lemma and Proposition 2.1. □
3. The Key Example

Let $A$ be a unitary noetherian commutative ring, $B = A[X, Y]$, $q(X, Y) = X^2 + \gamma XY + \delta Y^2$ a quadratic form such that the discriminant $\gamma^2 - 4\delta$ is a unit in $A$. Let $s$ and $t$ be arbitrary elements of $A$. The element $x = q(X, Y) - q(s, t)$ is not a zero-divisor in $B$ and the reader may check that we have a matrix-factorization $\phi\psi = \psi\phi = x \cdot 1_{B^2}$, where

$$
\phi = \begin{pmatrix}
\delta Y + \delta t + \gamma X & X + s + \gamma t \\
-(X - s) & Y - t
\end{pmatrix}
$$

and

$$
\psi = \begin{pmatrix}
Y - t & -(X + s + \gamma t) \\
(X - s) & \delta Y + \delta t + \gamma X
\end{pmatrix}.
$$

This matrix-factorization comes about from trying to find a minimal resolution of the ideal generated by $X - s$ and $Y - t$ modulo $q(X, Y) - q(s, t)$. If we define $p = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$, we have $p\psi = \phi^\text{tr} p$ and $p\phi = \psi^\text{tr} p$. We let $R = B/(x)$ be the quotient ring and denote by $u, v, \alpha, \beta$ the classes of $X, Y, \phi, \psi$ respectively. Then if we put $E = R \oplus R$ it follows from Proposition 5.1 page 49 that the diagram below commutes and that the rows are exact.

\[
\begin{array}{cccccc}
\alpha & \rightarrow & E & \beta & \rightarrow & E \\
\downarrow p & & \downarrow p & & \downarrow p & & \downarrow p \\
\beta^\text{tr} & \rightarrow & E & \alpha^\text{tr} & \rightarrow & E \\
\end{array}
\]

It follows that $\text{Coker}(\alpha)$ and $\text{Coker}(\beta)$ are dual to each other. If we define

$$
\kappa = \begin{pmatrix} 0 & -1 \\ -(v - t) & u + s + \gamma t \end{pmatrix}
$$

and

$$
\lambda = \begin{pmatrix} 1 & 0 \\ -(u - s) & v - t \end{pmatrix},
$$

then

$$
\kappa\alpha = \begin{pmatrix} u - s & -(v - t) \\ 0 & 0 \end{pmatrix}
$$

and

$$
\lambda\beta = \begin{pmatrix} v - t & -(u + s + \gamma t) \\ 0 & 0 \end{pmatrix}.
$$

Since $x$ is a monic polynomial in the variable $X$ it follows from the division algorithm that every element of $R$ can be written as a sum $f(v) + ug(v)$, where $f$ and $g$ are uniquely defined polynomials in $A[Y]$. This shows that $v - t$ is not a zero-divisor in $R$, so the maps $\kappa$ and $\lambda$ are injective. Therefore $\text{Coker}(\beta) \approx \text{Im}(\alpha)$ is isomorphic to the ideal $J = (u - s, v - t) \subseteq R$, and $\text{Coker}(\alpha) \approx \text{Im}(\beta)$ is isomorphic to the ideal $K = -(v - t), u + s + \gamma t) \subseteq R$. 
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In the total quotient ring of $R$ multiplication by $v - t$ is an isomorphism, so therefore $\text{Im}(\beta)$ is isomorphic to the fractional ideal $J' = (1, \epsilon)$ where $\epsilon = \frac{u + s + \gamma t}{v - t}$. Tracing all the maps the isomorphism $J' \to \text{Hom}(J, R) = J^\vee$ is simply given by multiplication. Note that we have

$$\epsilon(u - s) = -(\delta v + \delta t + \gamma u) \quad \text{and} \quad \epsilon(v - t) = u + s + \gamma t.$$  

Let $J''$ be the fractional ideal consisting of all elements of the total quotient ring multiplying $J$ into $R$. Certainly $J_1 \subseteq J''$. If $q \in J''$, we can find elements $r, s \in R$ such that $r + se - q$ induces the zero homomorphism on $J$. Then $(r + se - q)(v - t) = 0$ and so $q = r + se$ and $J' = J''$. Again since $v - t$ is not a zero-divisor, the submodule of $J^\vee$ generated by the inclusion in $\text{Hom}(J, R)$ is isomorphic to $R$ and the quotient $J^\vee/R$ is generated by a single element $[\epsilon]$. The map $R \to J^\vee/R$ sending the identity to $[\epsilon]$ factors through $A \simeq R/(u - s, v - t)$. We claim that the induced map $A \to J^\vee/R$ is an isomorphism. To see this, suppose that $r \in A$ and that $re \in R$. Then $r(u + s + \gamma t) = (v - t)(f(v) + u g(v))$ where $f$ and $g$ are uniquely determined. Comparing $v$ terms, we must have $r = f = g = 0$. Using $[4]$, Appendix, Theorem 2, or $[3]$ (to appear), we summarize these results.

**Proposition 3.1.** Given $A, \gamma, \delta, s, t, u, v, \alpha, \beta, \epsilon, R$ and $E$ as above, then

- The ideal $J = (u - s, v - t)$ is stably reflexive.
- The dual $J^\vee = \text{Hom}(J, R)$ is isomorphic to the fractional ideal $(J : R)$ and is generated the elements $1$ and $\epsilon = \frac{u + s + \gamma t}{v - t}$.
- The map $A \to J^\vee/R$ defined by multiplication with the class of $\epsilon$ is an isomorphism.

The sequence $\xymatrix{ \beta \to E & \ar[r]^-{\alpha} & E & \ar[r]^-{\beta} & E & \ar[r]^-{\alpha} & E & \ar[r]^-{\beta} & E & \ar[r]^-{\alpha} & \cdots }$ is exact and there are isomorphisms $J \approx \text{Coker}(\beta)$ and $J^\vee \approx \text{Coker}(\alpha)$. □

**Corollary 3.2.** Let $A, \gamma, \delta, s, t, u, v, \alpha, \beta, \epsilon, R$ and $E$ as above, and assume that $A$ is a local ring and that $s, t \in m_A$ the maximal ideal of $A$, $m_R = m_A R + (u, v) R$ is a maximal ideal of $R$, and we let $\widehat{A}$ and $\widehat{R}$ denote the completions of $A$ and $R$. The maps $\alpha$ and $\beta$ extend to maps $\widehat{\alpha}$ and $\widehat{\beta}$ of $\widehat{E}$, and

- The ideal $\widehat{J} = (u - s, v - t)\widehat{R}$ is stably reflexive.
The dual \( \hat{\mathcal{J}}' = \text{Hom}(\hat{J}, \hat{R}) \cong \text{Hom}(J, R) \otimes_R \hat{R} \) is isomorphic to the fractional ideal \((\hat{J} : \hat{R})\) and is generated the elements 1 and \(\epsilon = \frac{u+s+\gamma t}{v-t} \).

- The map \( \hat{A} \to \hat{\mathcal{J}}' / \hat{R} \) defined by multiplication with the class of \(\epsilon\) is an isomorphism.

- The sequence \( \frac{\hat{\mathcal{J}}}{\hat{J}} \to \frac{\hat{\mathcal{E}}}{\mathcal{E}} \to \frac{\hat{\mathcal{E}}}{\mathcal{E}} \to \frac{\hat{\mathcal{E}}}{\mathcal{E}} \to \frac{\hat{\mathcal{E}}}{\mathcal{E}} \) is exact and there are isomorphisms \( \hat{J} \cong \text{Coker}(\hat{\beta}) \) and \( \hat{J}' \cong \text{Coker}(\hat{\alpha}) \).

**Proof.** This holds because \( \hat{R} \) is flat over \( R \).

\[ \square \]

4. Proof of the Main Lemma

**Proof.** The statement is of local nature, so let \( s \in S, x = \Delta(s) \in C \). We need only consider the case where \( x \) is a double point of \( C_s = C \times_S \text{Spec}(k) \), where \( k = \mathcal{O}_{S,s}/m_s \). We define \( \mathcal{O}_{C,x} = R, \mathcal{O}_{S,s} = A \). The section \( \Delta \) defines a homomorphism \( R \to A \) which we by abuse of language also call \( \Delta \). We have a non-degenerate quadratic form \( q(X,Y) = X^2 + \gamma XY + \delta Y^2 \) such that \( \hat{R} \otimes_A k \approx R_0 = k[[X,Y]]/(q) \). Lifting \( \gamma \) and \( \delta \) to \( \hat{A} \), it follows from Proposition 2.1 that there exists a map \( R_{pd} \to \hat{\mathcal{O}}_{C,x} = \hat{R} \) such that the diagram below is a morphism in \( \mathcal{F} \).

\[
\begin{array}{ccc}
R_{pd} & \longrightarrow & \hat{R} \\
\uparrow & & \uparrow \\
A_{pd} & \longrightarrow & \hat{A} \\
\Downarrow & & \Downarrow \\
\Delta_{pd} & \longrightarrow & \Delta_0 \\
\end{array}
\]

If \( I \) the kernel of \( \Delta : R \to A \), then \( \hat{I} \) is the kernel of \( \hat{\Delta} : \hat{R} \to \hat{A} \). By Corollary 3.2, \( \hat{A}, \hat{R} \) and \( \hat{I} \) satisfy the properties of the Main Lemma, and by [4], Appendix, Proposition 6, or [3], so do \( R, A \) and \( I \).

\[ \square \]

5. A close look at the fiber

**Theorem 5.1.** For every object \((\sigma : C \to S, s_1, \ldots, s_n, \Delta) \) of \( \mathcal{T}_{g,n} \), \( C^s = \text{Proj}_C(\text{Sym}(\mathcal{K})) \) with the sections defined by the surjections \( s_i^* \mathcal{K} \to s_i^* \mathcal{L}_s \) and \( \Delta^* \mathcal{K} \to \Delta^* \mathcal{L}_\Delta \), is an object of \( \mathcal{M}_{g,n+1} \).
Proof. Since the case where $\Delta$ meets one of the other sections is satisfactorily treated in [4], we will only look at the case where $\Delta$ hits a double point of the fiber. We start by analyzing the case we treated in the Key Example. We have the rings $A$ and $R$ together with elements $\gamma, \delta, s, t, u, v$ where $u$ and $v$ satisfy exactly the one relation

$$(u + s + \gamma t)(u - s) + (\gamma u + \delta v + \delta t)(v - t) = 0.$$ 

Since

$$\det\begin{pmatrix} 1 & 0 & 1 & \gamma \\ 0 & 1 & 0 & \delta \\ -1 & 0 & 1 & 0 \\ 0 & -1 & \gamma & \delta \end{pmatrix} = 4\delta - \gamma^2$$

is a unit in $A$, we have $(u - s, v - t, u + s + \gamma t, \gamma u + \delta v + \delta t) = (u, v, s, t)$.

Let $p$ be a prime ideal in $R$ containing $I = (u-s, v-t)$. Then $s$ or $t$ is invertible in $R_p$, if and only if $u + s + \gamma t$ or $\gamma u + \delta v + \delta t$ is invertible in $R_p$. Since $(u + s + \gamma t)(u - s) = (\gamma u + \delta v + \delta t)(v - t)$ it follows that if $s$ or $t$ is invertible in $R_p$, $IR_p$ is an invertible ideal, and hence so is $(IR_p)$.  

Let $X = \text{Spec}(R)$, $X^s = \text{Proj}_R(\text{Sym}(I^\vee))$, $r : X^s \to X$, $\tau : X \to S = \text{Spec}(A)$. The map $\Delta : R \to A$ define a section which we also name $\Delta : S \to X$. Let $\mathcal{I}$ be the sheaf of ideals defined by $I$. We have just seen that $\mathcal{I}^\vee$ is invertible outside the locus $\Delta(V(s,t))$, and therefore the morphism $r$ is an isomorphism here. We now concentrate on the fibers of $r : X^s \to X$ above the locus $\Delta(V(s,t))$.

We have an exact sequence $R^2 \xrightarrow{\alpha} R^2 \to I^\vee \to 0$. The last arrow is $(1, -\epsilon)$, and

$$\alpha = \begin{pmatrix} \gamma u + \delta v + \delta t & u + s + \gamma t \\ -(u-s) & v - t \end{pmatrix}.$$ 

Therefore $X^s = \text{Proj}(R[X_0, X_1]/(f, g))$, where $f = (\gamma u + \delta v + \delta t)X_0 - (u - s)X_1$ and $g = (u + s + \gamma t)X_0 + (v - t)X_1$, and the lifted section $\Delta^s$ sends any point in the locus $V(s,t)$ to the point with homogeneous coordinates $(0,1)$. We define $x = X_0/X_1$ and $y = X_1/X_0$ and $R_0 = R[y]/(f_0, g_0)$ and $R_1 = R[x]/(f_1, g_1)$, where

$$f_0 = (\gamma u + \delta v + \delta t) - (u - s)y \quad \text{and} \quad f_1 = (\gamma u + \delta v + \delta t)x - (u - s)$$

$$g_0 = (u + s + \gamma t) + (v - t)y \quad \text{and} \quad g_1 = (u + s + \gamma t)x + (v - t)$$
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In the ring $R_0$ we have the identity $(v-t)f_0 + (u-s)g_0 = q(u,v) - q(s,t) = 0$, hence all relations between $u$ and $v$ in $R_0$ are generated by $f_0$ and $g_0$ and similarly the relations in $R_1$ are generated by $f_1$ and $g_1$. We may use $g_0$ to eliminate $u$ and $g_1$ to eliminate $v$. A little arithmetic shows that we have

\begin{align*}
R_0 &= A[v,y]/(v(y^2 - \gamma y + \delta) + s(2y - \gamma) + t(-y^2 + 2\gamma y - \gamma^2 + \delta)) \\
R_1 &= A[u,x]/(u(\delta x^2 - \gamma x + 1) + s(\delta x^2 - 1) + t(\delta x^2 - 2x))
\end{align*}

We first check flatness over $A$. Every element of $R_0$ can be written uniquely as a polynomial in $v$ and $y$ without monomials of the form $v^n y^m$ with $n \geq 1$ and $m \geq 2$, so it is free as an $A$-module. Since $x = 0$ is not a root of $\delta x^2 - \gamma x + 1 = 0$, the locus $V(\delta x^2 - \gamma x + 1)$ is contained in $\text{Spec}(R_0)$, therefore $X^s$ is covered by $\text{Spec}(R_0) \cup \text{Spec}(R_1[ (\delta x^2 - \gamma x + 1)^{-1}])$. We have $R_1[(\delta x^2 - \gamma x + 1)^{-1}] = A[x][(\delta x^2 - \gamma x + 1)^{-1}]$ which is flat over $A$ and hence $X^s$ is flat over $S$. Outside the locus of $s = t = 0$ in $S$, the fibers have not changed. If $s = t = 0$, it follows from (11) and (13), that the geometric fibers consist of a projective line meeting two parallel affine lines transversally. The image of the lifted section is contained in $\text{Spec}(R_1)$ where it is defined by $x = 0$, and here the morphism $\tau r$ is smooth.

Back to the general case, let $p : C^s \to C$ and let $x \in S$ be a point such that $y = \Delta(x)$ is a double point of the fiber of $\sigma$. Let $C_x = \sigma^{-1}(x) = C \times_S \text{Spec}(k)$. We have a diagram of cartesian squares and its completion along the various subschemes.

\begin{center}
\begin{tikzcd}
C^s \arrow{d}{p} \arrow{r}{p \times 1} & (C_x)^s \cong C^s \times_S \text{Spec}(k) \arrow{d}{p \times 1} \\
C \arrow{d}{\sigma} \arrow{r}{\sigma \times 1} & C_x \cong C \times_S \text{Spec}(k) \arrow{d}{\sigma \times 1} \\
S \arrow{r}{\hat{\sigma}} & \text{Spec}(k)
\end{tikzcd}
\end{center}

\begin{center}
\begin{tikzcd}
C^s_{/p^{-1}(y)} \arrow{d}{\hat{p}} \arrow{r}{\hat{p} \times 1} & (C_x)_{/p^{-1}(y)} \arrow{d}{\hat{p} \times 1} \\
C_{/y} \arrow{d}{\hat{\sigma}} \arrow{r}{\hat{\sigma} \times 1} & (C_x)_{/y} \arrow{d}{\hat{\sigma} \times 1} \\
S_{/x} \arrow{r} & \text{Spec}(k)
\end{tikzcd}
\end{center}

We write $(\hat{\mathcal{O}}_{S,x}, \mathbf{m}_x) = (A, m_A)$. For elements $\gamma$, $\delta$ in $A$, $s$, $t$ in $m_A$ let $q(X, Y) = X^2 + \gamma XY + \delta Y^2$, and let $R = A[u, v]$ subject to the only relation $q(u, v) = q(s, t)$ and let $m_A R + (u, v)$ be a maximal ideal in $R$.

According to Proposition 2.1 we can choose $\gamma$, $\delta$ in $A$, $s$, $t$ in $m_A$ such that $q(X, Y) = X^2 + \gamma XY + \delta Y^2$ is non-degenerate and

$$(\hat{\mathcal{O}}_{C,y}, \mathbf{m}_y) = (\hat{R}, \mathbf{m}_R)$$
Let $X = \text{Spec}(R)$, and let $z \in X$ correspond to the maximal ideal $m_R$, it follows that the formal schemes $\text{Spf}(A)$, $X_z$ and $X_{p^{-1}(z)}$ fit into a commutative diagram

$$
\begin{array}{ccc}
C_{/p^{-1}(y)} & \xrightarrow{\cong} & X_{p^{-1}(z)} \\
\downarrow{\hat{\sigma}} & & \downarrow{\hat{\tau}} \\
C_{/y} & \xrightarrow{\cong} & X_z \\
\downarrow{\sigma} & & \downarrow{\tau} \\
S_x & \xrightarrow{\cong} & \text{Spf}(A).
\end{array}
$$

Since $\tau r$ is flat, so is $\hat{\tau} \hat{\sigma}$ and therefore so are $p \hat{\sigma}$ and $\sigma p$. We have also seen that the geometric fiber at $z$ is a projective line containing the marked point and meeting the rest of the fiber over $x$ transversally in two other distinct points, which means that the fiber is a stable $n+1$-pointed curve. \qed

**Theorem 5.2.** The assignment $C$ to $C^s$ in Theorem 5.1 is a functor $s : \mathcal{C}_{g,n} \rightarrow \mathcal{M}_{g,n+1}$.

**Proof.** This follows from [4], Appendix, Proposition 4. Note that the proof of this proposition is omitted since it is immediate. \qed
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