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Abstract—Diffusive molecular communications (DiMC) have recently gained attention as a candidate for nano- to micro- and macro-scale communications due to its simplicity and energy efficiency. As signal propagation is solely enabled by Brownian motion mechanics, DiMC faces severe inter-symbol interference (ISI), which limits reliable and high data-rate communications. Herein, recent literature on DiMC performance enhancement strategies is surveyed; key research directions are identified. Signaling design and associated design constraints are presented. Classical and novel transceiver designs are reviewed with an emphasis on methods for ISI mitigation and performance-complexity tradeoffs. Key parameter estimation strategies such as synchronization and channel estimation are considered in conjunction with asynchronous and timing error robust receiver methods. Finally, source and channel coding in the context of DiMC is presented.
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I. INTRODUCTION

Molecular communication (MC) is a bio-inspired communication approach that conveys information using chemical signals [1]. In an MC link, signal propagation can be realized through various biochemical mechanisms, including diffusion, active transport, bacteria, calcium signaling, etc. [2], [3], [4]. Among these methods, diffusive molecular communications (DiMC) has gained particular interest due to its energy efficiency and bio-compatibility.

In a DiMC system, the molecules rely solely on diffusion dynamics after their release from the transmitter. Each emitted molecule exhibits Brownian motion in the channel [3], which causes its arrival time at the receiver to be stochastic [5]. In a time-slotted DiMC link, this stochastic arrival time may cause some molecules to arrive at the receiver later than their intended interval, causing the well-known inter-symbol interference (ISI) issue of DiMC.

In its current stage of research, diffusive molecular communications provide notoriously low data rates due to ISI. These low rates might be acceptable for some applications where the information to be transmitted is limited and the design goals target low-complexity and low energy consumption. Several examples to these applications are one-shot DiMC or DiMC with very long symbol durations [6], [7], anomaly detection [8], [9], entity localization [10], [11], bio-sensing applications, etc. On the other hand, at both micro- and macro-scales, employing DiMC for digital communication links naturally elicits interest in increasing data rates. In fact, such an enhancement can also expand the reach of DiMC into a wider spectrum of applications. To this end, we discuss performance enhancement strategies for DiMC systems. We define performance enhancement as gains in one or more of the following:

- Lower error probability at the same data rate and comparable transceiver complexity,
- Higher data rate at the same target error probability and comparable transceiver complexity,
- Lower transceiver complexity at comparable error performance and data rate,
- Increased robustness against channel estimation and synchronization errors.

Motivated by these goals, we discuss some of the recent advancements in transceiver design that are proposed to enhance communication performance in DiMC. Specifically, the paper covers

1) signaling degrees of freedom for DiMC,
2) recent information theoretic advancements on DiMC systems,
3) detection and equalization schemes,
4) channel estimation and synchronization schemes, alongside non-coherent and asynchronous detectors,
5) recent channel coding approaches.

In addition, considering the current state of research endeavors in these topics, we further discuss potential avenues for future research.

The rest of the paper is organized as follows: Section II presents the considered system model and its channel characteristics. Section III discusses signaling degrees of freedom and their design considerations. Section IV presents several recent studies on the information theoretic treatment of the DiMC channel. Section V addresses the DiMC system from a design perspective by discussing various transceiver strategies including schemes for detection, equalization, channel estimation, and synchronization. Section VI discusses the recent coding literature and the design considerations for future research in this sub-field. Section VII provides error performance comparisons of the schemes presented in Section VI. Lastly, Section VIII talks about future research directions and design considerations going forward, and gives the concluding remarks.
II. **DiMC Channel Characteristics**

To focus our attention on specific transceiver strategies for molecular diffusive communication, we specify the channel model under consideration. The starting point of most channel modeling efforts is Fick’s laws of diffusion for which, the single particle case describes classical Brownian motion \[3\]. A key goal of channel modeling efforts is to develop descriptions that enable analysis and design. To this end, our goal is a stochastic model to capture the unique challenges of the DiMC. We point the reader to \[3\] which provides a comprehensive survey of channel modeling techniques.

We focus on a point-to-point DiMC link between a point transmitter and a perfectly absorbing spherical receiver in a three dimensional, unbounded environment. It is assumed that no object other than the transmitter and the receiver exist in the communication environment, and the channel is time-invariant (i.e. transmitter and/or receiver are not mobile, temperature changes are negligible). Denoting the receiver radius as \(r_r\), the point-to-center distance between the transmitter and receiver as \(r_0\), and the diffusion coefficient of the messenger molecules as \(D\), the time arrival density of molecules is given in \[12\] as

\[
f_{hit}(t) = \frac{r_r}{d + r_r \sqrt{4 \pi D t}} e^{-\frac{r_0^2}{4 D t}}, \quad t \in (0, \infty), \quad (1)
\]

where \(d = r_0 - r_r\). Taking the integral of (1) with respect to time yields the cumulative arrival function, \(F_{hit}(t)\), given by

\[
F_{hit}(t) = \frac{r_r}{r_0} \text{erfc} \left( \frac{r_0 - r_r}{\sqrt{4 D t}} \right), \quad t \in (0, \infty), \quad (2)
\]

where \(\text{erfc}()\) is the complementary error function for a standard Gaussian random variable with mean zero and unit variance. The \(F_{hit}(t)\) function denotes the probability of a single molecule’s arrival within the interval \((0, t]\). One interesting observation from (2) is that

\[
\lim_{t \to \infty} F_{hit}(t) = \frac{r_r}{r_0}, \quad (3)
\]

implying that in an unbounded 3-D environment, there is a non-zero probability \((1 - \frac{r_r}{r_0})\) that a molecule never arrives at the receiver. Note that this phenomenon translates to an inherent propagation loss from a communications engineering standpoint.

We consider a time-slotted digital DiMC, where the time is divided into slots of length \(T_s\). This defines a discrete-time channel, which is characterized by the channel coefficients \(h[n]\) where \(n \in \mathbb{Z}^+\). Here, \(\mathbb{Z}^+\) denotes the set of positive integers. The channel coefficient vector \(h\) is obtained from \(F_{hit}(t)\) by computing

\[
h[n] = F_{hit}(n T_s) - F_{hit}((n-1) T_s), \quad n \in \mathbb{Z}^+. \quad (4)
\]

Note that there exists, effectively, an infinite number of channel coefficients, as \(F_{hit}(t)\) has a heavy right tail \[12\]. However, for modeling purposes, \(h\) is considered as a vector of \(LN < \infty\) elements, where \(L\) denotes the effective channel memory in symbols, and \(N\) is the number of samples taken by the receiver per one symbol interval. Here, \(L\) needs to be sufficiently large to capture the bulk of the heavy right tail of \(1\). Note that the fact that \(h[n]\) is non-zero for \(n > N\) suggests that the DiMC channel is subject to inter-symbol interference (ISI). An exemplary channel coefficient vector \(h\) is presented in Figure 2 to visually illustrate the channel characteristics as a function of time. To provide context, for the scenario considered in Figure 2, 50% of the molecules never hit the receiver (see Equation \(3\)) and about 35% of the molecules that do arrive, arrive after the first five time slots, underscoring the heanness of the right tail.

For a non-mobile point-to-point DiMC link in the absence of external noise, the vector \(h\) completely characterizes the channel. In this paper, we also consider an external Poisson noise with rate \(\lambda_s\) per each sample. Denoting the vector that holds the number of molecules emitted by the transmitter as \(x\), the number of molecules arriving at the \(n^{th}\) time slot is approximately distributed as

\[
y[n] \sim \mathcal{P}(\sum_{k=1}^{LN} h[k] x[n - k + 1]) + \lambda_s, \quad (5)
\]

where \(\mathcal{P}(\mu)\) denotes the Poisson distribution with mean rate parameter \(\mu\). This model is referred to as the Linear-Time-Invariant (LTI)-Poisson model \[13\]. The acronym LTI refers to the fact that the rate of the Poisson random variable is the convolution of the hitting probabilities with the transmitted sequence. It is also common to further approximate the Poisson arrivals with Gaussian random variables \[14\], where

\[
y[n] \sim \mathcal{N}(\mu[n], \mu[n]), \quad \mu[n] = \sum_{k=1}^{LN} h[k] x[n - k + 1] + \lambda_s. \quad (6)
\]
We note that in the LTI-Poisson model, conditioned on the input information sequence, the transmission sequence \( x \) can also be a random vector, which is motivated by the nano-scale transmitter’s imperfect release behavior \[ 13 \]. Specifically, \( x[k] \sim P(\bar{x}[k]) \), where the emission rate (mean) vector \( \bar{x} \) is a deterministic function of the symbol sequence \( s \) according to the employed modulation scheme. We shall consider both the LTI-Poisson channel as well as its Gaussian approximation model herein. Overall, the block diagram of the considered DiMC link is presented in Figure 3.

The LTI-Poisson model with a perfectly absorbing receiver is an idealized approximation to the actual DiMC channel behavior. An exact end-to-end model would include the imperfections in transmission and reception procedures, as well as the time-varying channel conditions. That said, the LTI-Poisson model provides a tractable approximation of the channel statistics, and captures the key phenomena that govern the error performance of a DiMC system: ISI due to the heavy tail of \( f_{hit}(t) \), and the consequences of data-dependent arrival statistics.

### III. SIGNALING DEGREES OF FREEDOM

In this section, we discuss several signaling degrees of freedom that can be exploited to convey information in a DiMC system. We observe that the exploitation of different degrees of freedom to maximize information transfer is a classical communications engineering problem \[ 15 \], \[ 16 \], \[ 17 \]. The modulations and signal designs for diffusive molecular communications inherit much from those for radio frequency communications \[ 19 \]. To date, concentration signaling appears to be the most widespread modulation in the DiMC literature, with a focus on binary signaling, (binary concentration shift keying, BCSK) \[ 20 \]. This consideration mainly stems from its simplicity and the fact that higher order CSK schemes are outperformed by BCSK in terms of error performance \[ 21 \]. Throughout the paper, due to its widespread use and simplicity, we use BCSK as the default modulation scheme. We specifically employ its on-off keying (OOK) variant, and use the terms BCSK and OOK interchangeably.

For the BCSK scheme, the symbol duration \( t_{sym} = t_b \) as only one bit is transmitted per symbol. In the paper, we assume equiprobable transmissions of bit-1 and bit-0. With this assumption, the OOK variant corresponds to emitting 2\( M \) and 0 molecules for bit-1 and bit-0, respectively, as illustrated in Figure 5. That said, we will discuss in Subsection \[ 22 \], \[ 23 \] that the number of emitted molecules for bit-1 can be adjusted in order to mitigate ISI \[ 22 \], \[ 23 \]. Note that even though the scheme in \[ 22 \], \[ 23 \] conserves the binary intensity modulation structure, it is implemented via a finite state machine which exploits channel knowledge at the transmitter side.

#### A. Bit Duration and Transmission Power Constraints

When comparing different modulation schemes and error control coding strategies, the information bit rate and transmission power per bit need to be normalized for fair comparison. We refer to the first normalization as the bit duration constraint, and characterize the constraint by the parameter \( t_b \) (seconds per information bit). The latter normalization is referred to as the transmission power constraint, and this constraint is characterized by the parameter \( M \) (emitted molecules per information bit).

For a scheme that can transmit \( B \) bits per symbol, these normalizations imply that the scheme is allowed to transmit at a symbol duration of \( t_{sym} = Bt_b \), and emit an average of \( BM \) molecules per each symbol. Note that due to the arrival statistics characterized in \[ 1 \]-\[ 5 \], emitting at a larger \( t_{sym} \) while satisfying the bit duration constraint is of particular interest, as the ISI for larger \( t_{sym} \) would be less.

#### B. Emission Intensity

Emission intensity, or concentration, is the basic and the most fundamental means of molecular signaling in nature \[ 8 \] and is reminiscent of amplitude modulation is classical communications \[ 19 \]. To date, concentration signaling appears to be the most widespread modulation in the DiMC literature, with a focus on binary signaling, (binary concentration shift keying, BCSK) \[ 20 \]. This consideration mainly stems from its simplicity and the fact that higher order CSK schemes are outperformed by BCSK in terms of error performance \[ 21 \]. Throughout the paper, due to its widespread use and simplicity, we use BCSK as the default modulation scheme. We specifically employ its on-off keying (OOK) variant, and use the terms BCSK and OOK interchangeably.

For the BCSK scheme, the symbol duration \( t_{sym} = t_b \) as only one bit is transmitted per symbol. In the paper, we assume equiprobable transmissions of bit-1 and bit-0. With this assumption, the OOK variant corresponds to emitting 2\( M \) and 0 molecules for bit-1 and bit-0, respectively, as illustrated in Figure 5. That said, we will discuss in Subsection \[ 22 \], \[ 23 \] that the number of emitted molecules for bit-1 can be adjusted in order to mitigate ISI \[ 22 \], \[ 23 \]. Note that even though the scheme in \[ 22 \], \[ 23 \] conserves the binary intensity modulation structure, it is implemented via a finite state machine which exploits channel knowledge at the transmitter side.

#### C. Molecule Type as a Degree of Freedom

Using multiple types of molecules naturally equips the DiMC system with more degrees of freedom over single-molecule strategies. This ability to employ different molecules is a unique aspect of DiMC in contrast to radio frequency based communications. Of course, the price to pay is the increased device complexity required for storing, possibly synthesizing, and sensing different types of molecules. Therefore, the question of how to best utilize this additional degree of freedom arises. One way of utilizing the additional molecule type(s) for performance enhancement is to design more sophisticated modulation schemes. Assuming different molecule
types interact negligibly in the channel, each additional molecule type can be thought of operating in an additional, orthogonal channel\(^1\). Therefore, the most natural extension of any DiMC modulation scheme to multiple molecules is to send parallel streams of said modulation with each molecule type. In this context, the natural extension of BCSK is the so-called depleted MoSK (D-MoSK) scheme \([24]\). Assuming the system has access to two types of molecules, D-MoSK can double the symbol duration while keeping the same bit rate, effectively combating the ISI problem. Note that the receiver counts for the whole \(2t_b\) duration, \textit{i.e.} until the next transmission with same molecule. Note that one might deliberately limit oneself to only considering the first \(t_b\) duration after release for molecule counting, which corresponds to the molecular concentration shift keying (MCSK) \([21]\). In essence, the goal of parallel streams is to avoid ISI, given the different molecule types at hand. This concept is characterized in \([25]\), where given the channel memory length \(L\), the transmitter emits the same molecule type at times slots at least \(L\) symbol durations apart. Note that this strategy imposes a constraint on the channel input sequence, which the authors characterize. One can interpret the approach in \([25]\) as a source coding method by specifying permissible patterns at the channel input. We consider this feature again, in more detail in Section VI.

In addition to simply repeating the same modulation in parallel channels, multiple molecule types also allow for more sophisticated modulation designs. Assuming \(K = 2^B\) for some \(B \in \mathbb{Z}_+\), each molecule type can be thought of representing an \(B\)-bit symbol. This leads to the well-known type modulation of DiMC: the \(K\)-ary molecular shift keying (\(K\)-MoSK, \([20]\)). Standard molecule shift keying is generalized in \([28]\), where \(K_A\) out of \(K\) molecules are simultaneously activated at each transmission. Note that this generalized MoSK (GMoSK) is able to encode

\[ B = \left\lfloor \log_2 \left( \frac{K}{K_A} \right) \right\rfloor, \]  

bits in a single symbol, corresponding to having \(t_{sym} = \left\lfloor \log_2 \left( \frac{K}{K_A} \right) \right\rfloor t_b\), which greatly reduces ISI. Furthermore, molecular transition shift keying (MTSK, \([23]\)) employs a one-bit memory at the transmitter side and sends BCSK pulses with different molecule types depending on the next bit. This way, MTSK can utilize the constructive interference of consecutive bit-1 transmissions, while mitigating ISI for a bit-0. Furthermore, \([29]\) considers two types of molecules where one molecule type determines the concentration symbol, whilst the other one encodes the run-length of the said symbol.

A molecule family of \(K\) distinguishable molecules defines a \(\left\lfloor \log_2(K) \right\rfloor\)-bit long data frame. This frame can be considered to have \(b_f\) information bits, and \(b_I\) bits that can be used to generate \(2^{b_I}\) parallel transmissions of \(b_f\)-bit symbols (\textit{i.e.} \(2^{b_I}\)-MoSK), where

\[ \left\lfloor \log_2(K) \right\rfloor = b_I + b_F. \]  

This consideration leads to the molecule-as-a-frame (MaaF) strategy, where \([27]\) shows the existence of an optimal \((b_F,b_I)\) allocation that minimizes the BER. Note that similar to GMoSK \([28]\), MaaF is another generalization of the standard MoSK scheme, where \(\left\lfloor \log_2(K) \right\rfloor = b_F\) corresponds to \(K\)-MoSK. It is shown in \([28]\) that MaaF outperforms GMoSK in the low signal-to-noise ratio (SNR) regime, whereas GMoSK is the desirable scheme for high signal-to-noise ratio (SNR).

Additional molecule types can also be used for equalization purposes. For example, in a dual-molecule DiMC system, upon emission of a type-A molecule, one can select type-B as the enzyme that degrades type-A \([30]\). This way, type-B molecules degrade the type-A molecules that linger in the channel for longer times, effectively mitigating ISI. Furthermore, as shown in \([31]\), degradation reactions can also be employed at various stages of a two-way molecular communications link to mitigate ISI in both directions.

The approach in \([32]\) shows that a degradation-like effect can be achieved even without molecule degradation. The proposed pre-equalization strategy again uses two types of molecules, and imitates destructive interference by considering the difference of type-A and type-B arrivals as the receiver molecule count. It is shown in the study that such an operation aggressively suppresses the ISI taps in the channel, greatly improving performance. It should, however, be noted that this performance enhancement requires the transmitted emitting type-B molecules with a certain delay and with a particular magnitude, which are both functions of channel parameters. Therefore, the strategy requires CSI (\textit{i.e.} the \(f_{hit}(t)\) function, see Subsection V-B) at the transmitter side.

Furthermore, in \([33]\), the difference in the numbers of emitted type-A and type-B molecules is exploited to devise a modulation scheme, called the type-based sign (TS) modulation. Note that unlike molecular signals themselves (which are positive by nature), their differences can be negative. This property is exploited by \([33]\) to mitigate the signal-dependent noise and to devise a transmitter side pre-equalization, similar to \([32]\). That said, \([32]\) and \([33]\) differ in a key aspect. In \([32]\), type-A molecules carry the information and type-B (treated as the poison signal) follows type-A molecule emissions by mirroring them appropriately to reduce the ISI. On the other hand, in \([33]\), type-A and type-B molecules are used in a systematic way to provide positive and negative amplitudes (as is needed for the proposed scheme). In addition, the approach of \([33]\) for cancelling the ISI term is through using a pre-coder for an effective channel, which is derived using reaction-diffusion equations. By considering the difference of two molecule types concentrations at the receiver, it is shown in \([33]\) that the difference follows a linear differential equation \(1\)We note that in addition to having negligible collisions, different types of molecules should also not react with each other to assume orthogonality. We will note later in this subsection that chemical reactions can be deliberately included in design and this orthogonality can be broken, in order to enhance performance.
that is not affected by the reaction rate between two molecule types. In [33], it has also been shown that by making the two types react before their arrival at the receiver, signal-dependent noise can be substantially reduced, leading to considerable improvements. We will demonstrate this effect in Subsection VII-C.

D. Emission Time

Using multiple types of molecules naturally incurs a higher transceiver complexity, which might be undesirable for nano to micro-scale applications. As another alternative to emission intensity, we discuss emission time as a degree of freedom herein.

DiMC systems that consider timing as the information source are considered in the form of two main strategies: continuous and discrete input alphabets. When considering continuous inputs, the propagation delay is treated as an additive noise [34]. In a one-dimensional environment, the molecular timing channel (MTC) is generally referred to as the additive inverse Gaussian noise (AIGN) channel, and is studied in the context of its channel capacity [35], [36]. Note that in an MTC, instead of treating the emission times as continuous random variables, discretizing the timing input alphabet corresponds to the well-known pulse position modulation (PPM) (see the early review in [37]). PPM re-emerged in popularity in the 1990s with the introduction of ultrawideband radio concepts [38], [39], [40] for reasons that echo the interest in PPM for DiMCs. That is, the presence of significant multipath. The binary version of the PPM scheme (2-PPM) for a DiMC system is presented in Figure 5. For a no-ISI channel, the optimal detector for PPM in a DiMC is given in [41]. The derived detector involves recording the arrival instants of every molecule, and performing relatively complex operations for detection. Motivated by this, lower complexity detectors are presented in [42].

For time-slotted digital DiMC systems with ISI, pulse-position modulation (PPM) is initially considered in [43]. In the study, it is presented that BCSK yields better performance than the binary form of PPM (i.e. 2-PPM). We note that both schemes transmit at $t_{sym} = t_b$ as they are binary. However, each sub-slot of 2-PPM is of length $\frac{t_b}{2}$, which results in increased ISI between consecutive sub-slots compared to BCSK.

Recently, higher order PPM schemes have been considered in the context of DiMC [44]. It is argued that for $K$-PPM, increasing $K$ results in a sparser transmission strategy over time, which is desirable for a DiMC system. Furthermore, as more bits are encoded in a single PPM symbol, each symbol emission can be made with a larger number of molecules while still satisfying the transmission power constraint presented in Section II. Combining these two beneficial attributes, it is shown in [44] that higher order PPM schemes offer desirable performance improvements over conventional BCSK.

We note that for the $K$-PPM, the time slots are assumed to equally spaced. Relaxing this consideration, [45] considers a $K$-ary time modulation scheme with $K$ unequally spaced releasing times and shows that this generalization outperforms the standard equal-interval timing modulation. In the study, the ML decision rule for this scheme is derived and is shown to have high complexity. Motivated by this, an efficient approach to simplify the ML decision rule to a simple threshold comparison is presented.

In [46], emission intensity and time are jointly considered for information transfer. The proposed scheme is named the $K$-ary molecular concentration and position modulation ($K$-MCPM), stemming from its building blocks: BCSK and $K$-PPM. As demonstrated in Figure 6 such a transmission strategy results in a two-dimensional constellation diagram. For a $K$-MCPM scheme, $B = 1 + \log_2 K$. Following the transmission power constraint, $K$-MCPM symbols can be transmitted by emitting $(1 + \log_2 K)M$ molecules on average. Thus, the concentration levels when the high and low BCSK-bits are transmitted are $2(1 + \log_2 K)\alpha$ and $2(1 + \log_2 K)M(1 - \alpha)$ molecules respectively, where $\alpha \in (0.5, 1)$. Note that $\alpha \approx 0.5$ causes the concentration constellations to be hardly distinguishable. On the other hand, $\alpha \approx 1$ causes the concentration constellations to be hard to distinguish. MCPM can provide a promising error performance enhancement at higher data rates.
E. Molecular Index Modulations

Herein, we discuss signaling degrees of freedom other than the fundamental ones. Similar to its counterpart in traditional wireless communications [47], these methods can be grouped under molecular index modulations (molecular-IM). At its current stage of research, molecular-IM schemes can be grouped under two main categories: DiMC media-based modulations and DiMC spatial modulations.

1) DiMC Media-Based Modulations: In [48], the molecular flow velocity meter approach is introduced. The key strategy in [48] is to design a transmitter-receiver pair that can measure the flow velocity in the DiMC channel. The study shows that this capability can be exploited to encode information using the flow velocity, leading to a new family of DiMC modulations. We note that as it transmits information using a physical property of the DiMC channel (rather than the emitted molecular signal), this new family resembles media-based modulations in RF communications [49]. Furthermore, the study shows that the velocity meter approach is also capable of estimating the CSI in flow-assisted DiMC.

2) Molecular MIMO and DiMC Spatial Modulations: Molecular MIMO aims to provide performance enhancement through introducing different emission sites on the transmitter body (i.e. transmit antennas), and counting the molecule arrivals separately for different regions on the receiver body (i.e. receiver antennas). Acknowledging the additional transceiver complexity it brings, molecular MIMO research is centered around how to best utilize these additional resources to improve communication performance. For reference, a $4 \times 4$ molecular MIMO system is presented in Figure 7.

MIMO communications is first considered by [50] in the context of DiMC, through the discussion of basic spatial multiplexing (SMUX). The idea is more rigorously treated in [51], where a physical macro-scale test-bed is also presented. It is shown therein that SMUX-based molecular MIMO faces high inter-link interference (ILI) in addition to ISI. The ILI is especially severe in SMUX that uses BCSK [52], [53]. To remedy this issue, [53] proposes to introduce time interleaving and avoid simultaneous emissions from the transmitter antennas.

In [52], it is shown that a similar effect can also be achieved by using parallel streams of PPM instead of BCSK.

In addition to SMUX-based studies, spatial diversity is considered in [54], where spatial repetition coding (same information is sent from all antennas) is shown to improve error performance over a SISO DiMC system. The improvement of this system is due to the increase in the total reception area of multiple receiver antennas. In addition, a single molecule-type, Alamouti-like space-time block code (STBC) [55] is also presented in the study. It is reported that since molecular signals are non-negative by nature, the orthogonality of the STBC is no longer maintained, and the results show that the scheme is outperformed by SISO BCSK.

Recently, spatial modulation is considered as an alternative to SMUX-based MIMO approaches in RF communications, mainly due to the reduction it offers in transceiver complexity and its energy efficiency [56]. In essence, rather than employing diversity or SMUX, spatial modulation assigns indices to each of the transmit and receiver antenna pairs, and uses these indices to encode additional bits into the transmitted wave. In its original form, only one antenna is activated at a time. Therefore, an additional $\lfloor \log_2(N_T) \rfloor$ bits can be encoded in the spatial constellations for an $N_T \times N_T$ MIMO setup.

The spatial modulation concept is introduced to molecular MIMO systems in [57], [58]. The simplest form of DiMC spatial modulations, the molecular space shift keying (MSSK), encodes information solely into the antenna indices. At the receiver side, MSSK can be demodulated using a simple maximum count detector (MCD). For an $N_T \times N_T$ molecular MIMO setup with $N = 1$, the MCD for MSSK can be formulated as

$$\hat{s}[k] = \arg \max_{j \in \{1, \ldots, N_T\}} y^{(j)}[k],$$

where $y^{(j)}$ is arrival count vector at the $j^{th}$ receiver antenna. MSSK can also be combined with traditional schemes such as CSK [58], MoSK [57], and PPM [59], in order to jointly utilize both signal and spatial constellations for data transmission. It has been shown in these studies that DiMC spatial modulations outperform both diversity and SMUX-based schemes by a considerable margin, providing a promising performance enhancement over both SISO schemes and said MIMO approaches. Note that spatial diversity schemes do not combat ISI very efficiently, whereas SMUX provides aggressive ISI.
mitigation but suffers from severe ILI, caused by cross-talk between adjacent antenna pairs. Overall, a qualitative rule of thumb can be given as follows: DiMC spatial modulations provide better ISI mitigation than diversity schemes, but are generally worse than SMUX in this regard. However, the sparse antenna activation strategy provides a powerful ILI mitigation, which results in outperforming SMUX-based molecular MIMO.

The MCD presented in \cite{9} assumes that the first path is dominant. In other words, it assumes that a molecule emitted from transmit antenna \( i \) is most likely to be received by the receiver antenna \( i \). Thus, it works best when the antenna alignment is perfect, which is a strong assumption that cannot be guaranteed in nano- to micro-scale applications. For such cases, a simple equalization method is presented in \cite{60} to provide robustness against misalignments. That said, robustness against angular misalignments is still an open problem in molecular MIMO, alongside robustness against synchronization errors (see Section V-C).

IV. DiMC CHANNEL CAPACITY

The information theoretic study of DiMC mainly centers around four channel models: the LTI-Poisson channel (intensity-based signaling) and the molecular timing channels (timing-based signaling) \cite{61}, joint type-concentration channels \cite{62}, and joint concentration-time channels \cite{63}.

Timing channels cover scenarios where the information transfer is through transmission/arrival times \cite{64, 65}. In such channels, the delay of an information can be considered analogously to an additive noise \cite{67}. Thus, when considering timing channels in the context of DiMC (i.e. MTCs), the additive noise is equivalent to the propagation delay a molecule exhibits \cite{64, 68}. Please note that as also mentioned in Subsection III-D since the information is encoded within the emission time, considered alphabet in an MTC is inherently continuous. For such channels, several works \cite{36, 69, 70} study the fundamental limits of MTCs from an information theoretic sense, where the number of emitted molecules per transmission are considered one or many. Furthermore, we note that considering molecules with infinite lifetime also implies molecules that can have an arbitrarily large delay before arrival (see \cite{68} for 1-D and Equation (3) for 3-D). Motivated by this fact, these studies are extended by \cite{71} where the particles have a finite lifetime. Overall, noting that this paper mainly considers intensity-based signaling, we shift our focus on the information theoretic studies regarding the LTI-Poisson model in the sequel. We point the reader to \cite{61} for a more rigorous treatment of the MTC literature.

The Poisson channel with an external noise source is considered in \cite{72, 73}, where upper and lower capacity bounds are provided. Furthermore, in ISI-free, emission intensity-based DiMC channels without external noise, \( (i.e., L = 1, N = 1, \lambda_s = 0) \), the channel capacity is given in \cite{6} alongside the capacity achieving input distribution. It is shown that given the transmitter can emit at most \( M' \) molecules, the optimal distribution always has non-zero probability mass at \( M' \) and \( 0 \). A condition where the binary input distribution \( (i.e., OOK\text{-based BCSK}) \) becomes optimal is also provided. We also note that achievable rates for a finite-state Markov channel with feedback and CSI at the transmitter for the Poisson channel is provided in \cite{74}, generalizing \cite{75}. This work was motivated by behaviors of microbial communities which engage in electron transfer \cite{76, 77}.

In \cite{13}, the more generalized LTI-Poisson model is considered, where \( N = 1 \) and \( L > 1 \). Note that this consideration involves ISI, hence the channel uses are not independent. Therefore, even though it is the case for the ISI-free scenario \cite{6}, the maximum mutual information for a single channel use does not fully characterize the LTI-Poisson capacity. For this peculiar case of \( L > 1 \), several bounds on the capacity are derived in \cite{13}. To the best of our knowledge, the exact capacity of the LTI-Poisson channel for \( L > 1 \) is an open problem.

In \cite{62}, molecule types are also considered as a degree of freedom, alongside emission intensity. The study considers the zero error capacity of a DiMC channel with finite memory length \( L \geq 1 \), when a finite number of molecule types is available at the transmitter. Depending on the maximum allowed emission intensity (of all types) or maximum number of molecules per each type, three coding schemes are proposed. In addition, lower and upper bounds on the zero error capacity are derived. The results show that as the number of available molecule types increases, the capacity of the system is substantially increases even though the total available molecules of all types are constrained.

To increase the information rate over emission-only or time-only signaling, joint concentration and time channels are considered in \cite{63}. While the release time can in general be continuous (similar to MTCs), the study considers a discrete value for the sake of practicality. Specifically, the transmission interval is divided into sub-intervals whereas the concentration is selected similar to previous LTI-Poisson studies. To determine the gain introduced by the additional degree of freedom, three achievable rates (capacity lower bounds) on the joint concentration-time channel are derived, considering three different detection schemes at the receiver side. Similar to the MTC literature, a no-ISI channel is assumed \((L = 1)\). Overall, the reported results suggest a considerable gain of jointly using concentration and time, over timing or intensity-based schemes alone.

The information theoretic study of DiMC channels provides insight into the fundamental limits of communication. That said, we will mainly focus on a DiMC system from design point of view. In the sequel, we discuss our perspective on the considerations in DiMC detector and equalizers from a design point of view. Starting from the optimal sequence detector, we consider idealized scenarios which specialize to a conventional, fixed threshold detector and then discuss more sophisticated and higher performance state-of-the-art methods. Furthermore, we discuss the challenges of channel estimation and synchronization for DiMC systems. Specifically, Subsection V-B considers DiMC channel estimation strategies alongside non-coherent detection schemes. The synchronization problem, clock mismatch estimation schemes, and asynchronous detection approaches are presented in Subsection V-C.
V. Transceiver Signal Processing

A. Detection and Equalization

Our metric of optimality is the maximum a posteriori probability. Given the multipath induced by the DiMC, to achieve good performance, sequence detection will be necessary in many cases. Under the assumption that each possible symbol is equally likely, this strategy reduces to maximum likelihood sequence detection (MLSD). As famously shown in the seminal work, complexity reduction is achievable if the memory/multipath is of finite duration and the Viterbi detector can be employed [78]. In a DiMC system, the LTI-Poisson channel model clearly reveals the inherent multipath and channel memory. Recalling that the transmission vector \( \hat{x} \) is related to \( s \) through the employed modulation scheme, and given data is transmitted in blocks with block length \( S \), the MLSD operates by performing

\[
\hat{s} = \arg \max_s P(y|\hat{x})
\]

\[
= \arg \max_s \prod_{n=1}^{SN} \frac{\hat{\lambda}[n]y[n]e^{-\hat{\lambda}[n]}}{(y[n])!}
\]

\[
= \arg \max_s \sum_{n=1}^{SN} y[n] \ln(\hat{\lambda}[n]) - \hat{\lambda}[n].
\]

Here, according to the candidate symbol sequence \( s \) and the channel model presented in Section II, the SN-vector \( \hat{\lambda} \) is expressed as

\[
\hat{\lambda}[n] = \sum_{n=1}^{SN} \hat{x}[n-k+1]h[n].
\]

We note that the MLSD presented in (10) is a generalized expression for an arbitrary (single-molecule) modulation scheme. That said, as mentioned in Section II, we focus on OOK-based BCSK as the default modulation scheme. For the special case where \( L = 1 \) (no-ISI) and \( N = 1 \) (single sample per bit), the maximum likelihood (ML) detector for BCSK is of the threshold form and can be written as

\[
\hat{s}[k] = y[k] \geq \gamma.
\]

We refer to this specific scenario as the fixed threshold detector (FTD) throughout the paper. For the no-ISI scenario, the optimal \( \gamma \) value can be found by

\[
\gamma = \frac{2Mh[1]}{\ln \left( \frac{2Mh[1]}{2Mh[1] + \lambda_x} \right)}.
\]

The FTD is a very simple detector with very low computational complexity, which is a desirable trait for a nano- or micro-scale transceiver. However, it is also fragile against ISI (even when \( \gamma \) is optimized considering ISI [23]) and is suboptimal for the case where \( L > 1 \). Motivated by this, several studies consider adaptively changing the threshold and perform

\[
\hat{s}[k] = y[k] \geq \gamma[k]
\]

to decode the symbol. We call this family of strategies adaptive threshold detectors (ATD) in this paper. The simplest form of ATDs selects \( \gamma[k] = y[k-1] \) for \( N = 1 \). For the general case where \( N \geq 1 \), it can be expressed as

\[
\hat{s}[k] = \sum_{n=(k-1)N+1}^{KN} y[n] \geq \gamma[k]
\]

where \( \gamma[k] = \sum_{n=(k-1)N+1}^{N} y[n] \), which is equivalent to the energy collected within the previous symbol duration [79]. This strategy is motivated by the fact that consequent symbols see comparable ISI energy, hence comparing the energy of consequent symbols provide information about the increase/decrease of concentration, hence the transmitted symbol. It is shown in [79] that this detector outperforms FTD in higher data rates whilst falling short when the communication rate is slower.

Note that the strategy of [79] does not take channel properties into account. Using the channel coefficient vector \( h \), [80] devises a more sophisticated ATD for BCSK, denoted the memory-limited decision aided decoder (MLDA). Given the strong ISI, the MLDA also employs decision feedback, that is we seek the following detector structure:

\[
\hat{s}[k] = \arg \max_{j \in [0,1]} P(y[k]|s[k] = j, \hat{s}[k-L], \cdots, \hat{s}[k-1]),
\]

where \( y_k = \begin{bmatrix} y[(k-1)N+1] & \cdots & y[N] \end{bmatrix}^T \). In MLDA, the current symbol is detected under the assumption that the previous \( L \) symbols were correctly detected. We observe that a maximum a posteriori sequence detector was also considered in [81]. For \( N = 1 \), [80] shows that given perfect information about ISI and noise, the symbol-by-symbol maximum likelihood detector results in a threshold rule, where the threshold is given as:

\[
\gamma[k] = \frac{2Mh[1]}{\ln \left( \frac{2Mh[1]}{2Mh[1] + 2N\lambda_x} \right)}.
\]

Here, \( \hat{I}[k] \) is the number of received molecules due to ISI. In practice, \( \hat{I}[k] \) cannot be perfectly known, but can be estimated using past decisions and \( h \) by computing

\[
\hat{I}[k] = \sum_{i=2}^{L-1} h[i]\hat{x}[k-i+1].
\]

We note that due to complexity reasons, a nano-transceiver might not hold all \( L \) previously detected symbols in memory. In that case, [80] considers storing only \( L' < L \) previously detected symbols. For the general case where \( N \geq 1 \) (i.e. multiple samples per symbol), MLDA’s symbol-by-symbol maximum likelihood detection becomes

\[
\sum_{q=1}^{N} y[(k-1)N+q] \ln \left( \frac{2Mh[q] + \hat{I}_q[k] + \lambda_x}{\hat{I}_q[k] + \lambda_x} \right) \geq 2M \sum_{q=1}^{N} h[q],
\]

where \( \hat{I}_q[k] \) is the estimated mean ISI contribution on the \( q^{th} \) sample of the intended symbol.

MLDA provides strong ISI mitigation, hence an improved error performance. However, as it uses previous decisions for ISI estimation, it might be prone to error propagation when channel conditions are not favorable. Furthermore, it requires
a more complex receiver than the conventional FTD, which might be undesirable for some applications. Motivated by this, rather than adaptively changing $\gamma[k]$ and keeping the transmission power constant for a bit-1 (i.e. $2M$), [23], [22] consider the FTD at the receiving end, but vary the number of emitted molecules depending on earlier transmissions (i.e. pre-equalization). By [22], this strategy is called adaptive transmission rate and constant thresholding (ATRaCT). It should be noted that ATRaCT requires the availability of CSI (i.e., the vector $h$) at the transmitter. That said, given CSI at the transmitter, ATRaCT is able to provide a strong performance improvement over FTD while still conserving the simplicity of the receiver nano-machine. Furthermore, it is shown in [22] that the scheme is more robust to distance variations than FTD, suggesting applicability when $d$ is not known exactly or is estimated erroneously.

Using the Viterbi decoder [78], the MLSD is of complexity $O(2^L S)$. This exponential complexity can become prohibitive when the data rate is increased, as one needs to consider a larger $L$ to capture the same portion of $f_{\text{hit}}(t)$. Motivated by this concern, decision-feedback (DFE) and linear minimum mean squared error (linear MMSE, LMSSE) equalizers are derived in [81]. We note that although they are classified under detectors, methods like MLDA also implicitly incorporate a DFE-type equalization within their set of operations. Using a similar approach, DFE is combined with Wald’s sequential probability ratio test (SPRT, [82]) in [83] to devise a symbol-by-symbol detector. We will extend our discussion on SPRT approaches when we consider the impact of synchronous errors. Overall, it can be inferred that despite its potential for error propagation, the DFE is a good and relatively low-complexity alternative to be paired with any type of DiMC detector.

Another new class of receiver side equalizers employ discrete time derivative pre-processing. First proposed by [84]; therein it is observed that applying a time derivative to the received sample vector $y$ is shown to decrease the time dispersion of the signal. These initial endeavors are generalized for an arbitrary derivative order $m$ in [85], and it has been shown that higher order derivatives are able to outperform $m = 1$ or no derivatives ($m = 0$). However, it is also shown in [85] that increasing $m$ arbitrarily does not lead to a monotonically improving error performance, as $m$ governs a trade-off between ISI mitigation and noise amplification. Herein, we will characterize said noise amplification phenomenon.

Since the derivative operation is linear, it can be represented by a matrix $D$, where

$$D = \begin{bmatrix} -1 & 1 & 0 & \cdots & 0 & 0 \\ 0 & -1 & 1 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ \vdots & \vdots & -1 & 1 & 0 \\ 0 & 0 & \cdots & 0 & -1 & 1 \\ 0 & 0 & \cdots & 0 & 0 & -1 \end{bmatrix}_{SN \times SN}$$

(20)

In addition, we can re-write the Gaussian approximation in (6) in vector form as

$$y = (Hx + \lambda_s j) + \eta,$$  

(21)

where $j$ is an vector of ones, $H$ is a Toeplitz matrix of the coefficient vector $h$, and $\eta \sim \mathcal{N}(0, \text{diag}(Hx) + \lambda_s I)$, following the definition in [6]. Denoting $\text{diag}(Hx) + \lambda_s I$ as $\Sigma$, applying the $m^{th}$ order derivative can be represented by

$$y_{(m)} = D^m y = D^m Hx + D^m \lambda_s j + D^m \eta.$$  

(22)

$$= D^m Hx + D^m \eta.$$  

Note that since $\eta \sim \Sigma$, we have $D^m \eta \sim \mathcal{N}(0, D^m \Sigma (D^T)^m)$, which results in noise amplification.

Overall, [85] show that the $D^m$ operator provides powerful ISI mitigation due to compression of the right-tail of the $f_{\text{hit}}(t)$ function. As a consequence of this, if the transceiver is able to transmit using large transmission powers, it can circumvent the noise amplification issue and achieve an order of magnitude higher data rates than conventional schemes while preserving reliable communication. In addition, the $D^m$ operator provides:

1) **Flexibility**: Note that the $m^{th}$ order derivative is an equalizer-like operator, and similar to the DFE, can be used as a separate block before the detection step. This makes operators like $D^m$ and DFE compatible with different kinds of detectors, and provide flexibility in design.

2) **A more feasible banded MLSD**: Recall that the MLSD is of complexity $O(2^L S)$ using the Viterbi decoder. One might consider a sub-optimal banded MLSD, by considering a shorter memory $L' < L$, [86]. Note that this version of the Viterbi decoder is of complexity $O(2^{L'} S)$. However, in high data rate DiMC systems, this approach heavily underestimates ISI, resulting in poor error performance. That said, due to the aggressive ISI mitigation provided by the $D^m$ operator, it is shown in [85] that such a banded MLSD yields operable error performances. Therefore, the $D^m$ operator makes MLSD-like detectors considerably more feasible for high data rate DiMC systems.

3) **Very low computational complexity**: The $m^{th}$ order derivative operator is computationally very cheap. Even though its description is made through matrix multiplications for clarity of argument, essentially each derivative operation requires a single discrete time shift and a vector subtraction operation. Hence, recalling $S$ as the block length and $N$ as the samples per bit parameter, the $m^{th}$ order derivative operator is of complexity $O(mS N)$ per block, which is linear in block length. Note that unlike DFE where the complexity is tied to the considered memory window, this complexity is regardless of the channel memory $L$.

B. On CSI Estimation and Transceiver Design

Many detectors and equalizers mentioned in Section V-A rely on channel state information (CSI) at the receiver end,
which is generally considered to be either the $f_{hit}(t)$ function itself, or the channel coefficient vector $h$. In many studies throughout the literature, receiver CSI is assumed to be readily available, whereas in reality, the $h$ vector needs to be estimated using practical algorithms [87]. Herein, we discuss recent endeavors in channel estimation for DiMC systems and non-coherent transceiver design strategies.

DiMC channel estimation is studied in [88] in the context of joint parameter estimation, where the authors provide the Cramer-Rao Bound (CRB), ML estimation, and more practical estimators for jointly estimating $r_0$, $D$, molecule degradation rate, and number of emitted molecules for a single-shot emission. Note that estimating these parameters indirectly yields the $f_{hit}(t)$ function, if the form of $f_{hit}(t)$ is analytically known. However, the form is currently known for a small subset of topologies, under idealized conditions. Fortunately, for digital DiMC, the only information the transceivers need is the $h$ vector to characterize the channel (assuming $\lambda_s = 0$ for the sake of discussion). Motivated by this, [89] proposes DiMC channel estimation strategies using pilot symbols. The CRB, ML estimation, and the linear least squares estimator are provided in the study, as well as strategies to select good pilot symbol sequences. In case the transceiver has access to prior information about $h$, MAP estimation and corresponding Bayesian CRB are also derived. The endeavors of this study are generalized to molecular MIMO channels by [53], where the estimation is done for channel coefficient matrix $H_{MIMO}$. Note that the estimators of $H_{MIMO}$ need to also take ILI.

As they rely on introducing pilot symbols in front of a data block, the strategies presented in [89] inherently reduce the effective data rate. Motivated by decreasing the number of pilot bits, the study is extended by [90] where semi-blind channel estimation strategies are considered. In this context, expectation-maximization and decision-directed methods are proposed.

Instead of estimating $h$ and employing the aforementioned detectors/equalizers in Subsection 2.A, one may also consider non-coherent detectors that circumvent the need of channel estimation. For instance, some modulation schemes are compatible with simple $\text{arg} \max$ demodulators, i.e. maximum count detectors (MCD). Examples include the basic type modulation (MoSK), pulse-position modulation (PPM), and the basic spatial modulation (MSSK [57]). We note that since threshold optimization strategies require the CSI at the receiver end, the conventional demodulator of BCSK (FTD presented in [12]) cannot be realized non-coherently. However, the simple ATD proposed in [79] is capable of non-coherent operation, and might be compatible for simple nano- or micro-scale use due to its low complexity. In addition, neural network-based non-coherent detection is proposed in [91] for DiMC systems. It is shown in [91], that the proposed detectors outperform Viterbi-based MLSD detection under imperfect CSI. That said, the method of [91] involves training a neural network, which can be a substantial effort, we note that their implementation is more suitable for macro-scale testbeds such as [92], [51].

C. Synchronization

Like the availability of CSI, perfect synchronization between the transmitter and the receiver is also generally assumed for DiMC system design. However, achieving synchronization is a particularly challenging task in a DiMC system, especially considering the low molecule budget and limited computation capability of molecular transceivers. To this end, we discuss DiMC transceiver clock synchronization strategies and asynchronous receiver design herein.

In [93], clock synchronization for a one-way DiMC with positive flow is considered. In the presented scheme, the messenger molecule is assumed to hold information about the transmission instant, which the receiver exploits to estimate the delay. In addition, a two-way message exchange is considered in [94], [95]. In [94], delay and clock frequency imperfections are jointly considered. When the information molecule holds the transmission instant, it is shown by [96] that clock recovery can be performed using a single symbol transmission in a single-input multiple-output (SIMO) system, using the arrival time differences at different antennas.

The above methods are inspired by conventional radio frequency-based (RF) communications, where the timing information is typically embedded within a packet. That said, encoding the transmission instant information within the molecule’s chemical structure is a complex task for a nanomachine to handle. Therefore, it is of particular interest to discuss methods that do not assume such an encoding. In [77], [93], the DiMC synchronization problem is tackled using two types of molecules: one for synchronization and the other for information transmission. For $K$-ary MoSK modulation, a
blind synchronization approach (where the data is treated as a random variable) is presented in [99]. A dual-molecule clock synchronization scheme for mobile molecular communication is also presented in [100].

Even without considering timing information within messenger molecule structure, the aforementioned synchronization methods rely on the use of multiple molecule types and or complex biochemical processes, which might be undesirable in terms of nano- to micro-scale transceiver complexity. Motivated by this, [101] considers synchronization for single-molecule type intensity modulations.

In addition to delay estimation approaches, the synchronization problem can also be tackled through developing asynchronous detection schemes. The simple asynchronous detector (ADS) and the asynchronous detector with decision feedback (ADDF) are presented in [102]. For each BCSK symbol, ADS picks the sample with largest molecule count and compares the count with a fixed threshold, which can be written as

\[ \hat{s}[k] = \max_{q \in \{1, \ldots, N\}} y[(k-1)N + q] \geq \gamma, \]

(23)

Note that ADS resembles the conventional FTD presented in [12], with the main difference being in the considered received signal (i.e. ADS considers the maximum sample, whereas [12] considers the sum of samples). Using the same principle with an MLDA-like DFE mechanism, ADDF considers to mitigate ISI before employing ADS, which can be described by

\[ \hat{s}[k] = \max_{q \in \{1, \ldots, N\}} \left\{ y[(k-1)N + q] - \hat{I}_q[k] \right\} \geq \gamma, \]

(24)

where the estimated ISI mean \( \hat{I}_q[k] \) can be found in a similar manner to MLDA.

We note that the maximum operations in (23) and (24) do not predict which sample holds the maximum according to the available CSI: they just take the maximum sample assuming the delay is \( \tau = 0 \). This way, even though the fixed-maximum sample method misses the peak for \( \tau \neq 0 \), ADS and ADDF are able to recover the maximum concentration as long as the peak stays within the symbol duration. In [102], both ADS and ADDF are shown to outperform conventional schemes in terms of robustness against synchronization errors.

Another approach by which to increase robustness to synchronization errors is to adopt the principles of a **sequential probability ratio test** [82]. In this scenario, the decision rule \( \delta(\cdot) \) can be expressed as

\[ \delta(L_q(y^k_q | x)) = \begin{cases} \hat{s}[k] = 0, & L_q(y^k_q | x) \leq A_{\text{SPRT}} \\ \hat{s}[k] = 1, & L_q(y^k_q | x) \geq B_{\text{SPRT}} \end{cases} \]

(25)

where \( q < N \), \( L_q(\cdot) \) is the computed likelihood from the collected \( y^k_q \) vector, and \( y^k_q = [y[(k-1)N + 1] \ldots y[(k-1)N + q]]^T \). The constants \( A_{\text{SPRT}} \) and \( B_{\text{SPRT}} \) are given by (as in [82])

\[ A_{\text{SPRT}} = \frac{1 - P_D}{1 - P_{FA}}, \quad B_{\text{SPRT}} = \frac{P_D}{P_{FA}} \]

(26)

where \( P_{FA} \) is the false alarm rate and \( P_D \) is the detection rate. The values of \( P_{FA} \) and \( P_D \) are set manually as targets. If a decision has not been made by \( m = N \), a truncation rule based on the minimum distance rule is applied to prevent sampling into the subsequent channel symbol. In [83], the DFE-SPRT is proposed wherein the likelihood function is generalized to allow for decision feedback as in [16].

In [83], the DFE-SPRT is shown to provide strong robustness against synchronization errors, at the cost of a moderate increase in computational complexity over ADDF and MLDA. Furthermore, the synchronization error is estimated using a single molecule type by the maximum log-likelihood estimator. The CRB of the estimation is derived and the estimator is shown to yield close-to-CRB performance when the data rate is low. As described in [25], the DFE-SPRT operates in iterations, where at each iteration, the receiver takes an additional sample and computes a likelihood ratio test (LRT) with the available vector of samples. Depending on the confidence, the symbol might be detected, or an additional sample is collected. We note that since the DiMC system is subject to ISI and the synchronization error estimation is non-perfect, the LRT is mismatched. It is shown in [83] that under these imperfections, there exists an optimal number of samples and this number decreases with increasing mismatch.

An interesting phenomenon is that for a DiMC system using BCSK and FTD, a small clock mismatch between the transmitter and the receiver actually improves error performance [102], [103]. It is noted in [103] that the molecules that arrive within the first \( \tau \) duration of the symbol interval are mostly due to ISI. Hence, assuming the receiver clock lags the transmitter clock by \( \tau \), such a delay acts as an ISI mitigator and improves error performance. Of course, a large mis-synchronization results in bad performance, since the intended received signal power also decreases. It is shown in [46] that this effect is applicable to PPM and MCPM as well. Furthermore, it is demonstrated in [46] that higher order modulation schemes yield increased robustness against more severe synchronization errors (i.e. large \( \tau \)). We note that while satisfying the same bit duration (\( t_b \)) constraint, a higher order modulation scheme is able to transmit at a larger symbol duration (see Section [I]). This makes \( \tau \) comparatively smaller with respect to \( t_{sym} \), alleviating the debilitating effect of the mismatch.

Overall, the synchronization problem is a particularly challenging one for nano- to micro-scale DiMC systems, due to their low-complexity requirements and the DiMC channels’ properties. Although the sub-field is still relatively less explored, we believe that detector and equalizer designs that seek to provide robustness against synchronization errors may have greater practical utility than those that do not. This remains an open avenue for research. In addition, single-molecule type clock recovery strategies can be devised, as they are in line with the low-complexity requirements of DiMC transceivers.

VI. CODING FOR DiMC

Error control and source coding in DiMC systems are particularly interesting problems due to the signal-dependent arrival statistics and ISI. The peculiarities of the DiMC channel...
in terms of error control code design can be grouped under two main groups:

1) **Asymmetric codeword distances**: Since received signal statistics change according to previous emissions, the distances between codeword pairs are asymmetric. Therefore, the regular Hamming distance does not fully capture the error probabilities between codewords.

2) **Code rate and ISI**: For an \((n, k)\) code, a code rate \(r = \frac{k}{n}\) that is lower than one increases ISI. For example, consider \(r = \frac{3}{5}\). In order to satisfy an information bit duration constraint of \(t_b\), each codeword bit can only be allocated \(\frac{3}{5} t_b\) duration per transmission. This poses a trade-off between error control capability and ISI amplification avoidance, and suggests that higher rate codes are more favorable for DiMC systems. Also note that the transmission power normalization suggests a similar reduction in transmission power as well.

Classical Hamming codes are considered in [104] in the context of DiMC, whereas classical convolutional codes are utilized in [105]. A code family under the name ISI-free codes is proposed in [106], and self-orthogonal convolutional codes are presented to the DiMC domain by [107]. Reed-Solomon codes are proposed to DiMC systems with multiple transmitters and a single receiver in [108].

In a DiMC system that uses OOK-BCSK, the sources of ISI are the residual molecules coming from bit-1 transmissions. Thus, a sparser transmission strategy generates less ISI and improves error performance. Using this principle, [109] considers a heuristic code construction. In addition, due to the transmission power constraint, using a sparser code translates to having a larger transmission power for each bit-1 transmission in the codeword. Motivated by this, [110] propose the minimum energy code (MEC) family.

Recall from the first bullet point that due to ISI, the distances between codeword pairs are asymmetric in DiMC. Motivated by this fact, [111] proposes to use a distance measure specific to DiMC channels (the molecular coding distance function, MoCo distance). The MoCo distance is defined as

\[
d(c_i, c_j) = -\log P(c_i \rightarrow c_j),
\]

where \(P(c_i \rightarrow c_j)\) denotes the probability of decoding codeword \(j\) when codeword \(i\) is sent. A similar approach is also taken in [112], where codebook construction is based on codeword distances in a transition probability matrix. The results of the study show that the ISI enhancement due to having \(r < 1\) causes many traditional coding strategies to be outperformed by uncoded BCSK, emphasizing that the error correction capability of a DiMC code design needs to overcome the increased ISI.

Error control coding literature for DiMC is still in its infancy, with many open problems ahead. Herein, we list several design considerations that we believe will aid future research in this subfield:

1) **New distance metrics**: Traditional Hamming distance is not an ideal metric in DiMC channels due to the aforementioned channel characteristics. However, directly using transition probabilities between codewords heavily depend on channel statistics, which is a function of \(r_x, r_0, D,\) and \(t_b\). Thus, a possible shortcoming of transition probability-based code designs is the lack of generalizability, which can become a major issue if the transmitter and/or receiver are mobile, \(D\) changes over time, or synchronization is imperfect. Code designs for DiMC need to be robust against these unwanted changes. In fact, robustness against these fluctuations can itself be a design objective for code construction.

2) **Low complexity methods for high data rates**: Using transition probability matrix entries as objective functions for an \((n, k)\) block code construction implies that the matrix of interest is of size \(2^n \times 2^n\), even when assuming no spill-over ISI from previous codeword transmissions [112]. However, pushing for higher data rates incurs a longer ISI window, necessitating a codeword memory window consideration of \(L_c > 1\) for accurate designs. Unfortunately, this causes the transition matrix to become \((2^n)^{L_c} \times (2^n)^{L_c}\), which becomes computationally expensive for larger codeword lengths. In this regard, similar to the signal-to-interference and noise ratio (SINR)-BER relationship in traditional wireless communications, devising a proxy objective function for code design can be highly beneficial for future research.

3) **Coded-modulation designs**: Recalling its description in Subsection III-C, given a channel memory \(L\), the ISI avoiding modulation approach avoids emitting the same type of molecules within \(L\) consecutive symbol durations. Naturally, this approach leads to constraining the channel input sequences that are compatible with the modulation. Therefore, even though they are described as modulation schemes, ISI avoiding modulations inherently incorporate source coding within their strategy. That said, to the best of our knowledge, other than several studies including [62], [25], the error control coding literature for DiMC mostly assumes solely emission intensity-based modulations as the employed modulation scheme. However, it should be noted that since the modulation design heavily affects the observed ISI, the efficacy of DiMC coding strategies is coupled with the employed modulation scheme. Therefore, joint code-modulation designs can leverage the degrees of freedom in both fields, and develop a more powerful and adaptive strategy.

**VII. Numerical Results**

Herein, we compare the detectors and several modulation schemes discussed in the paper, with a goal of providing intuition regarding their strengths and weaknesses in varying scenarios. Throughout the section, unless stated otherwise, uncoded OOK-based BCSK is employed as the default modulation scheme. In the section, signal-to-noise ratio (SNR) defines the ratio of the mean transmission power \((M)\) and the external Poisson noise rate per bit \((N\lambda_s)\), as

\[
\text{SNR} = \frac{M}{N\lambda_s}.
\]
and ADDF provide strong advantages over the rest of the evaluated schemes. Note that FTD in (12), ATD in (15), ADS in (23), and $D^m$ & ADS in (29) are very low complexity approaches that do not estimate ISI. Naturally, as MLDA and ADDF incorporate ISI estimation/mitigation strategies within their set of operations, they outperform the less complex methods.

Interestingly, Figure 10 shows that the superiority of MLDA and ADDF does not continue as the data rate increases. Note that an increase in data rate corresponds to a considerably higher ISI, causing these methods to be more prone to error propagation as $t_b$ decreases. At the high data rate regime, higher order derivative schemes ($D^m$ & ADS where $m = 2$ and 3) are observed to provide the best error performance among the evaluated schemes. This advantage is due to the aggressive ISI mitigation offered by the $D^m$ operators. Note that ISI mitigation is stronger for $m > 1$ compared to $m = 1$, which can also be confirmed from Figure 8. That said, Figure 10 shows that the error performance does not monotonically improve with $m$. This phenomenon is due to the noise amplification issue described in Subsection V-A. Recalling that noise amplification becomes more severe with increasing $m$, the trade-off between ISI mitigation and noise amplification avoidance suggests that there exists an optimal derivative order that minimizes BER (which is a function of the system parameters) $\delta$. Overall, using the proper $m$ value (e.g., $m = 2$ for Figure 10) and given the transmitter can handle large transmission powers to overcome noise amplification, a reliable error performance can be preserved while significantly increasing the data rate. Furthermore, this increase can be achieved with a very simple detector, which we believe is promising for nano- to micro-scale applications.

B. Robustness Against Synchronization Errors

In addition to the error performance under perfect synchronization, robustness to synchronization errors is also of particular interest. In order to demonstrate the robustness of select schemes, Figures 11 and 12 are presented to evaluate BER vs. $\tau$ for low and relatively higher data rates, respectively. The schemes in Figure 11 and 12 employ no clock recovery strategy, in order solely evaluate the robustness of the considered detectors. In other words, all methods assume that the receiver is perfectly synchronized, $\tau = 0$, and have access to CSI for the synchronized case.

The results of Figures 11 and 12 show that DFE-SPRT provides the best robustness among evaluated schemes in both milder and harsher channels. Furthermore, even though the comparative performance rankings of the evaluated methods mostly stay the same, the results of Figure 12 show an interesting phenomenon: A small amount of delay might improve the error performance for schemes in higher ISI scenarios. As also mentioned in Subsection V-C, this phenomenon is also reported in [102], [103]. To explain this phenomenon, we recall that the intended symbol’s molecules experience a propagation delay before arriving at the receiver. Therefore, the molecules that arrive at the beginning of the symbol duration are more delayed.

We note that as the arrivals are Poisson random variables, their mean over standard deviation ratios improve with increasing intensity.

Furthermore, the $m^{th}$ order derivative operators are evaluated using the ADS detector to provide a very low complexity receiver design. It is worth noting that the last $m$ samples of each symbol is discarded for the $D^m$-ADS scheme, in order to avoid the non-causal ISI introduced by the forward derivative operator $\delta$. Specifically, the following operation is performed for detection:

$$
\hat{s}[k] = \max_{q \in \{1, \ldots, N-m\}} y_{(m)}[(k-1)N + q] \geq 0. 
$$

A. Error Performances of Detectors

Firstly, we present error performances of selected detectors presented in Section V. Using the aforementioned considerations, Figures 9 and 10 are presented to demonstrate the comparative BER performances of the detection schemes under lower and higher data rates, respectively.

The results of Figures 9 and 10 show that different detector strategies have the edge at different data rates. For relatively lower data rates i.e. Figure 9, it can be observed that MLDA and ADDF provide strong advantages over the rest of the
BER likely to be residual molecules from previous transmissions, rather than the ones carrying the intended symbol. The receiver that lags the transmitter clock by $\tau$ is able to discard these residual molecules, effectively mitigating ISI.

C. MLDA vs. ATRaCT: Receiver vs. Transmitter Side Equalizer

As shown in the previous subsections, MLDA is a powerful detection scheme, stemming from its effective use of CSI to adaptively change the threshold value (see (17)). That said, MLDA also brings more computational burden to the receiver. As also discussed in Section VII-A, ATRaCT moves the equalization block of MLDA to the transmitter as a pre-equalizer or pre-coder, and considers keeping the simple FTD at the receiver while still controlling the ISI. Herein, we demonstrate their comparative performances in Figure 13 and their gains over the conventional FTD.

The results of Figure 13 show that ATRaCT is outperformed by MLDA. ATRaCT does indeed outperform FTD-based BCSK, which is due to its inherent ISI mitigation. Overall, it is argued in [22] that the use of ATRaCT is dependent on the application requirements. It is exemplified therein that as MLDA in (17) calculates logarithms, it requires more computational resources than a simple threshold comparison, at the cost of a loss in error performance. As a rule of thumb, we note the advantage of ATRaCT when the receiver structure is bound to be simplistic, whereas for more capable and complex receivers, MLDA has the edge. That said, it should be noted that an adaptive receiver scheme can also be used in conjunction to the adaptive transmitter, further improving performance [22].

D. Low-Complexity and Low-Transmission Power Modulations

Depending on the applications, it might be of particular interest to establish nano- or micro-scale DiMC links that require very low transceiver complexity. For these applications, using multiple molecule types or considering sophisticated detection and equalization strategies become undesirable. Using the results of Figure 10, we had noted in Subsection VII-A that if the simple transceiver has access to a large storage of molecules, derivative-based pre-processing is able to offer a desirable ISI mitigation for BCSK, using a very simple set of operations. However, due to its noise amplification, this method yields high error probabilities for low transmission powers.

In Figure 14, we present error performance results for the modulation design problem for low-complexity and low-transmission power DiMC modulations. We specifically consider single-molecule type schemes, and SISO transmission. Referring to the discussion in Section VII-I under these considerations, we specifically consider emission intensity (BCSK), emission time (PPM), and joint intensity-time (MCPM) modulations for comparison. Acknowledging the complexity considerations, BCSK is demodulated using the FTD in (12). PPMs are demodulated using the arg max-based maximum count detector (MCD), and MCPMs are demodulated using a two-stage detector that first employs MCD for PPM detection, and FTD for concentration detection.
The authors of [33] attribute this improvement to two main reasons: Firstly, comparing the performances of the no-reaction pre-coder and the pre-equalization proposed in [32], part of the improvement comes from the signal processing side. Furthermore, the results of Figure 14 show that the scheme with the pre-coder and where type-A and type-B molecules react significantly outperforms the no-reaction pre-coding strategy. Therefore, the second improvement comes from the aggressive ISI mitigation provided by the chemical reactions between type-A and type-B molecules. Overall, in addition to using multiple molecule types for modulation or pre-equalization, multi-molecule DiMC allows for an additional degree of freedom in chemical reactions, which we believe can provide promising new applications.

VIII. CONCLUDING REMARKS
In this review paper, we have reviewed the state-of-the-art in DiMC transceiver design. Mainly, we have discussed recent information theoretic advancements on DiMC channels and the transceiver signal processing strategies. In addition to the standard detector schemes, we have covered detector schemes that focus on ISI mitigation, acknowledging ISI as the key impediment against high performance DiMC links. Furthermore, we have addressed channel estimation and synchronization in DiMC systems, presenting several non-coherent and/or asynchronous detectors. As well, we have talked about the recent advancements in source and channel coding endeavors for DiMC channels, and have provided several design considerations for future research. In the sequel, according to the obtained results and discussed literature, we present several observations that we believe could motivate future studies.

A. Use of Chemical Reactions
As in part reflected in this paper, chemical reactions provide performance enhancement to DiMC systems by mitigating ISI (also ILI for molecular MIMO and multi-user interference for multi-access DiMC), signal dependent noise, facilitating physical layer network coding, manipulating the medium for medium-based communications, etc.. That said, this unique and truly physical layer facet of multi-molecule DiMC has rarely been addressed in the literature. We believe reaction design is an interesting research direction within DiMC system design, with a very promising performance enhancement potential. Furthermore, it is suitable to be used in conjunction with many existing (and possibly new) signal processing techniques, which can pave the way for various chemical-mathematical joint designs.

B. Pre-processors for Right Tail Suppression
DiMC systems are notorious for their ISI-induced low data rates. In this paper, we presented several transmitter and receiver-side methods that mitigate ISI and improve performance. Unfortunately, powerful ISI mitigation is a challenging task, which implies the difficulty in avoiding the data rate limitations of DiMC. That said, we have exemplified through higher order derivatives that one can circumvent the ISI issue
by aggressively suppressing the right tail of $f_{\text{hit}}(t)$ (see Figure 8), and provide considerably higher data rates for single-molecule type DMIC systems. Furthermore, the discrete time forward derivative operator is a very simple, non-coherent linear operator which conserves receiver simplicity. Since it can be thought of as a pre-processing block that is placed before the detection stage, it is also compatible for implementation with simple and more complex detector schemes. Overall, the derivative operator’s versatility and strong right tail suppression can prove to be very useful in future research towards realizing high data rate DMIC systems. Furthermore, we believe that research towards devising similarly versatile mathematical techniques can provide the tools to push the conventional DMIC data rates considerably faster.

C. Synchronization Error Robustness

Especially in nano- to micro-scale applications, synchronization is particularly difficult to achieve due to simple transceiver structures and the nature of the DMIC environment. Many studies focus on encoding release time information within the chemical structure of molecules, which risk being inapplicable for nano- to micro-scale applications. Emphasizing this, we believe devising clock recovery techniques that rely on a single-molecule type is of particular interest going forward.

Furthermore, a large majority of the DMIC detection & equalization literature assume perfect synchronization and aim for achieving the lowest error probability. However, synchronization in DMIC links is going to be achieved via actual algorithms in practice, which is likely to incur a certain mis-synchronization between the transmitter and the receiver. Emphasizing this imperfection, we believe that robustness against synchronization errors is a major objective for DMIC system design, and transceiver design that specifically targets this objective can be of particular interest going forward.

D. Coding for DMIC

As also mentioned in Section [VI] coding literature in DMIC is still in its infancy with many open problems. Reciting some of the design considerations listed therein, current challenges, open problems, and design considerations can be briefly listed as follows:

1) New Distance Metrics and Objective Functions: We had noted that Hamming distance does not fully capture the transition probabilities between codewords. However, direct use of transition probabilities is heavily CSI-dependent (thus weakly generalizable) and computationally complex. Emphasizing these issues, we believe the DMIC coding literature will highly benefit from alternative low-complexity and generalizable cost functions that can be used as proxies to error probability. In fact, in addition to code construction, such cost functions are capable of aiding the researchers in many DMIC equalization, pre-equalization, topological optimization endeavors as well.

2) Coded-modulation designs: DMIC coding literature mostly employs BCSK as the modulation scheme and focuses on the code construction aspect of this design consideration. However, the modulation scheme heavily affects the observed ISI and the transmission power of different constellation points (hence the signal dependent noise). Thus, a coupled code-modulation design can exploit the degrees of freedom coming from both aspects (reactions can also be considered in conjunction for multi-molecule DMIC, see Subsection [VII-A]), further enhancing the performance compared to considering them separately.

3) Robustness against synchronization errors: In addition, DMIC coding literature also mostly assumes perfect synchronization and a static channel, and aims to achieve the best error performance within this assumption. However, this assumption may not always hold. Motivated by this, we believe robustness against imperfections is these regards can also be a very useful objective to optimize source and channel codes, similar to our discussion in Subsection [VIII-C].
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