A scalable quantum computer is expected to solve difficult problems that are intractable with classical computing technology. Scaling such a machine to a useful size will necessarily require fault-tolerant components that protect quantum information as the data is processed [1–6]. If we are to see the realisation of a quantum computer, its design must respect the constraints of the quantum architecture that can be prepared in the laboratory. In many cases, for instance superconducting qubits [7–12], its design must respect the constraints of the quantum architecture that can be prepared in the laboratory. In many cases, for instance superconducting qubits [7–12],

Here we provide a promising alternative to magic-state distillation with the surface code. Remarkably, we show that we can perform a fault-tolerant non-Clifford gate with three overlapping copies of the surface code that interact locally. Each of the two-dimensional arrays of live qubits replicates a copy of the three-dimensional generalisation of the surface code over a time that scales with the size of the array. We use that the full three-dimensional model is natively capable of performing Clifford gates with a two-dimensional array of active qubits. In the past, there has been a significant effort to realise a non-Clifford gate with two-dimensional quantum error-correcting codes [30–34]. However, these proposals are unlikely to function reliably as the size of the system diverges. It is remarked in Ref. [24] that we should understand fault-tolerant quantum operations, not in terms of quantum error-correcting codes, but instead by the processes they perform. Notably, in our scheme, error-detecting measurements are realised dynamically. This is in contrast to the more conventional approach where we make stabilizer measurements on static quantum error-correcting codes to identify errors. As we will see, the process is well characterised by connecting the surface code with the topological cluster-state model [7,15,35,36], a measurement-based model with a finite threshold error rate below which it will function reliably at an arbitrary size. Furthermore, as we will see, the cluster state offers a natural static language to characterise the dynamical quantum process using a time-independent entangled resource state.

We begin by defining measurement-based model, and we explain how we project the non-Clifford gate onto a two-dimensional surface. We finally discuss the just-in-time decoder that permits a two-dimensional implementation of the gate. Microscopic details of the system and proof of its threshold are deferred to appendices.

The topological cluster state model [35] is described in three dimensions. However, we need only maintain a two-dimensional array of its qubits at a given moment to realise the system [7]. Specifically, we destructively measure each qubit immediately after it has interacted with all of the other qubits that are specified by the cluster state. This method of generating the model on the fly gives rise to a time-like direction, see Fig. 1(a).

We use the topological cluster state to realise the three-dimensional surface code [37]. We define the surface code on a lattice with arbitrary geometry with one qubit on each edge which we index $e$. The model is specified by
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Magic-state distillation, used to perform non-Clifford gates, consumes an overwhelming majority of the resources of a surface code architecture for universal quantum computing. Here we show how to perform a fault-tolerant non-Clifford gate with the surface code. This alleviates the need for distillation or higher-dimensional components to complete a universal set of quantum logical gates. The operation uses local transversal gates and code deformations on a two-dimensional architecture over a time that scales with the size of the qubit array. An important component of the gate is a just-in-time decoder. Such decoding algorithms allow us to draw upon the advantages of a three-dimensional model using only a two-dimensional array of live qubits. Remarkably, our gate is completed using parity checks of weight no greater than four. As such, we expect it to be experimentally amenable with technology that is now under development. As this gate circumvents the need for magic-state distillation, it may reduce the resource overhead of surface-code quantum computation dramatically.

The non-Clifford gate presented here circumvents fundamental limitations of two-dimensional models [25,29] by dynamically preparing a three-dimensional system using a two-dimensional array of active qubits. In the past, there has been a significant effort to realise a non-Clifford gate with two-dimensional quantum error-correcting codes [30–34]. However, these proposals are unlikely to function reliably as the size of the system diverges. It is remarked in Ref. [24] that we should understand fault-tolerant quantum operations, not in terms of quantum error-correcting codes, but instead by the processes they perform. Notably, in our scheme, error-detecting measurements are realised dynamically. This is in contrast to the more conventional approach where we make stabilizer measurements on static quantum error-correcting codes to identify errors. As we will see, the process is well characterised by connecting the surface code with the topological cluster-state model [7,15,35,36], a measurement-based model with a finite threshold error rate below which it will function reliably at an arbitrary size. Furthermore, as we will see, the cluster state offers a natural static language to characterise the dynamical quantum process using a time-independent entangled resource state.

We begin by defining measurement-based model, and we explain how we project the non-Clifford gate onto a two-dimensional surface. We finally discuss the just-in-time decoder that permits a two-dimensional implementation of the gate. Microscopic details of the system and proof of its threshold are deferred to appendices.

The topological cluster state model [35] is described in three dimensions. However, we need only maintain a two-dimensional array of its qubits at a given moment to realise the system [7]. Specifically, we destructively measure each qubit immediately after it has interacted with all of the other qubits that are specified by the cluster state. This method of generating the model on the fly gives rise to a time-like direction, see Fig. 1(a).
The topological cluster-state model is a three-dimensional model that propagates quantum information over time with only a two-dimensional array of live qubits at any given moment. We show a grey plane of live qubits that propagates in the direction of the time arrow. Grey loops show the connectivity of plaquette measurements. The first code has rough boundaries on the left side of the image. (c) The boundary configurations of the three copies of the surface code required to perform a local transversal controlled-controlled-phase gate. The first code has rough boundaries on the top and the bottom of the lattice. The middle(right) code has rough boundaries on the left and right(front and back) sides of the lattice. The orientation of the boundaries determines the time direction in which we can move the planes of live qubits.

Two types of stabilizers, star and plaquette operators, denoted $A_v$ and $B_f$, see Appendix A for details. Stabilizers specify the code states of the model, $|\psi\rangle$, such that $A_v|\psi\rangle = B_f|\psi\rangle = |\psi\rangle$ for all code states. Star operators are associated to the vertices, $v$, of the lattice such that $A_v = \prod_{e \in \partial v} X_e$ where $\partial v$ is the set of vertices at the boundary of $e$ and $X_e$ are Pauli operators acting on $e$. Plaquettes $B_f$ lie on lattice faces $f$ such that $B_f = \prod_{e \in \partial f} Z_e$ where $\partial f$ are the edges that bound $f$.

To connect the three-dimensional surface code with the topological cluster state [35] we consider initialising the surface code in the +1 eigenvalue eigenstate of the logical Pauli-X operator by measurement. We consider initialising all of the physical qubits in the $|+\rangle$ state and then measure all of the plaquette operators. Up to an error correction step, this completes initialisation. To measure a plaquette operator $B_f$ we prepare an ancilla qubit, $a$, in the $|+\rangle_a$ state and couple it to the qubits that bound $f$ with controlled-phase gates, i.e., we apply $U = \prod_{e \in \partial f} CZ_{e,a}$ with $CZ_{j,k} = (1 + Z_j + Z_k - Z_j Z_k)/2$ the controlled-phase gate. It may be helpful to imagine placing the ancilla qubit on face $f$. Measuring the ancilla qubit in the Pauli-X basis will recover the value of the face operator. However, we observe that before the ancillas are measured we have the topological cluster-state model [35] where now the qubits of the surface code give the qubits of the primal lattice of the model and the ancillas qubits make up the qubits of its dual lattice.

The surface code lies in the common $+1$ eigenvalue eigenstate of all the face operators. Measuring all the dual qubits of the cluster state projects its primal qubits into a random gauge of the three-dimensional surface code where, up to certain constraints, all the face measurements take random values. Henceforth, unless there is ambiguity, we refer to the model with face operators fixed onto their $+1$ eigenvalue eigenstate as the surface code. Otherwise we call it the random-gauge surface code. It is important to realise the fixed gauge surface code to perform the controlled-controlled-phase gate [29].

We use error correction to recover the surface code from the random gauge model [35-41]. We note that the product of all the face operators that bound a cell return identity, i.e., $\prod_{f \in \partial c} B_f = 1$ where $\partial c$ is the set of faces that bound cell $c$. As such, supposing all of the measurements are made noiselessly, there must be an even parity of measurements that return the $-1$ outcome about each cell. This in turn constrains the plaquette operator measurements to respect loop-like configurations on the dual lattice, see Fig. 1(b). To recover the fixed-gauge surface code we apply a Pauli-X operator with a membrane like support whose boundary terminates at each component of the loop configuration.

Further, we can initialise the surface code in an arbitrary state fault tolerant if, before face measurements are made, we replace the unentangled qubits on one side of one boundary of the lattice with an encoded surface code, for instance the grey face shown to the left of Fig. 1(a) [22]. We refer to this face as the initial face. Imposing that the face operators of the surface code are fixed in the $+1$ eigenvalue eigenstate mean no loop configurations will terminate at this boundary. This method of initialisation is a dimension jump [43].

We can now explain how we can embed the three-dimensional surface code that performs a non-Clifford gate in two dimensions. There are several constraints the system must satisfy if we realise a controlled-controlled-phase gate with a two-dimensional system. We first point out that the orientation of boundaries of the topological cluster state are important for the transmission of logical information [12]. Moreover, they constrain the temporal directions of the model. We consider again the cluster state in terms of the three-dimensional surface code. The surface code model has two types of boundary; rough and smooth [37]. If we couple ancilla to the surface code to recover the topological cluster state as specified above then the rough(smooth) boundaries of the surface code give rise to the primal(dual) boundaries of the cluster state. If we only maintain a two-dimensional array of qubits, the plane must contain two distinct primal boundaries that are well separated by two distinct dual boundaries to support the encoded information. The grey plane in Fig. 1(a) is suitable, for example.

Secondly, the boundaries of the three surface codes must be correctly configured to perform a transversal controlled-controlled-phase gate [22, 23]. Fig. 1(c) shows...
the boundaries configured such that the qubit at coordinate $P = (x, y, z)$ of each code interacts with the respective qubit at the same location of the other codes via transversal controlled-controlled-phase gates. To perform the gate locally, these three lattices must overlap while maintaining these boundary conditions.

Finally, if we only maintain a two-dimensional array of the three-dimensional system, it is important that all of the qubits that need to interact with one another must be live at the same time. We show a system that satisfies all of these constraints in Fig. 2. The figure shows a three-dimensional spacetime diagram of two of the codes moving orthogonally to one another. We omit the third code as it can travel in parallel to one of the codes already shown. The first code that has rough boundaries on the top and bottom of its volume and the live plane of qubits moves right across the page. The second code has rough edges on its left and right faces and moves upwards in the figure. The controlled-controlled-phase gate is made at the cubic region where the codes intersect. We find that all of the appropriate qubits are active at the right moment by choosing two diagonal planes of live qubits for each code. We can also see that the planes we choose all have two well separated rough and smooth boundaries within their respective volume.

We are now ready to consider an embedding the three-dimensional spacetime shown in Fig. 2 onto a two-dimensional manifold. We find that one of the codes has to move with respect to the other. This can be naturally incorporated in the procedure to generate layers of the topological cluster state, see Appendix A. We consider a point $P$ in the spacetime diagram in the region where the controlled-controlled-phase gate is performed such that a qubit of each of the two models must interact. The coordinates of the locations of the two codes change differently with time. The first code that travels upwards in the spacetime diagram has coordinates $P = (x', t')$, the other that moves from left to right has coordinates $P = (t, y)$ with time $t = t'$. We neglect the $z$-coordinate as this is static. We imagine projecting the three-dimensional system onto a two-dimensional plane such that $y = t' = 0$, we now observe that $t = x'$. We conclude that one code must move with respect to the other to ensure all of the qubits that must interact are local at the right points in time.

We use a decoder to fix the topological cluster-state model onto the surface code using data from the ancilla qubit measurements. In the case that there are measurement errors we will necessarily introduce small Pauli errors onto the system that will translate into Clifford errors upon application of the transversal non-Clifford gate. Measurement errors in this model take the form of strings which are detected by defects that lie at their endpoints. A decoder must attempt to close these endpoints and will fix the gauge according to the error and the correction. This will necessarily lead to gauge-fixing errors. Provided the errors that are introduced during gauge fixing are small and are supported on a correctable region though, the Clifford errors the transversal gate will introduce are also correctable. We can therefore prove a fault-tolerance threshold under the gauge fixing procedure by showing the errors we introduce during gauge fixing are small in comparison to the distance of the code.

We aim to fix the gauge of a three-dimensional model. However, we will only maintain a two-dimensional array of live qubits. As such the decoder has a limited amount of information available to make decisions about how to pair defects. To overcome this issue we defer correcting pairs of defects to a later time once we have more certainty that two defects should be matched. This leads the errors to spread over the time matching is deferred, see Fig. 3. We propose a just-in-time decoder that will defer the pairing of defects such that the spread of errors is controlled. Broadly speaking, we find that a just-in-time decoder will work if the pairing of two defects is deferred until both defects have existed for a time pro-
portional to their separation in spacetime. We make this statement precise in Appendix B and prove it controls the spread of errors.

Supposing an independent and identically distributed error model that is characterised in terms of chunks [46–48] we can show that the just-in-time decoder will not spread a connected component of the error by more than a constant factor of the size of the component. We further find that this spread error model can be decoded by a renormalisation-group decoder. We prove a threshold against the spread error model using a renormalisation-group decoder in Appendix B, see Lemma 2. We then prove that the just-in-time decoder will give rise to spread errors with a constant spread, see Lemma 3 thus justifying the noise model. In contrast, the threshold theorem for just-in-time decoding given by Bombin. [24] uses a minimum-weight perfect matching decoder [3, 49].

One should worry that the just-in-time gauge fixing process will add errors that may significantly decrease the logical failure rate of the system. We argue that we can make this effect relatively benign in post-processing. The errors introduced by the just-in-time decoder are twofold. Firstly, it may directly introduce a logical failure by incorrectly matching defects and, secondly, if the decoder does succeed, it will introduce large errors to the primal qubits of the system that need to be decoded globally once the gate is complete.

Rather than considering the protocol as a gate that can be used on the fly in some algorithm, we use it to produce high-fidelity magic states by inputting Pauli-X eigenstates that are prepared fault tolerant. Once gauge fixing is completed, we can simulate gauge-fixing again globally with a high-performance decoder [14, 15]. We can then compare the output of the high-performance decoder with the just-in-time decoder. If their results do not agree, we discard the output.

We denote the failure rates of the high-threshold (just-in-time) decoder $\mathcal{P}_{\text{HP}}(\mathcal{P}_{\text{JIT}})$. Both decay rapidly with system size below threshold, but we suppose $\mathcal{P}_{\text{HP}} \ll \mathcal{P}_{\text{JIT}}$. In the event that the decoders disagree, we discard the state. This occurs with likelihood $\sim \mathcal{P}_{\text{JIT}}$. In the case that the decoders agree, the state that we output is logically incorrect with likelihood $\sim \mathcal{P}_{\text{HP}} \mathcal{P}_{\text{JIT}}$. The use of a high-threshold decoder therefore improves the fidelity of the post-selected output states. The failure rate of the just-in-time decoder then only determines the rate at which magic states should be discarded.

We can also use the output of the high-performance decoder to deal with the errors spread to the surface code with just-in-time decoding. We can compare the output of the high-performance decoder with the correction produced by the just-in-time decoder. The discrepancy in their outputs should indicate the approximate locations of the gauge-fixing errors. This information can be fed to the decoder we use to decode the errors on the primal qubits that will flag the discrepancy as qubits that are highly likely to support an error. Indeed there have been a number of results showing how to improve decoders by using knowledge of likely errors [51–54]. Ref. [24] treats these flagged qubits as erasure errors that are highly likely to support linking charges [55, 56]. The proof given in Appendix B shows that we have a threshold without these considerations, but implementations of this protocol should use a decoder that accounts for these effects to improve their performance. After post-selection then we might expect the system to perform as though it were gauge fixed globally with some known erasure errors.

To summarise, we have shown how to perform a fault-tolerant controlled-controlled-phase gate with a two-dimensional surface-code architecture and we have proved it has a threshold. Next, it is important to compare the resource scaling of this scheme compared with more conventional two-dimensional approaches to fault-tolerant quantum computation, namely, surface-code quantum computation with magic state distillation [9, 20]. Given that gauge-fixing errors will spread phase errors we apply the three-qubit transversal gate, the logical error rate of this scheme is likely to decay more slowly than approaches using magic state distillation where we do not rely on gauge fixing. However, the spacetime volume of realising a fault-tolerant controlled-controlled-phase gate, $\sim 30d^3$, is an order of magnitude smaller than a single distillation routine, as such, these schemes are clearly deserved of further comparison. It is likely that the optimal choice will depend on the error rate of the physical hardware.

It will also be interesting to compare the protocol introduced here to that presented by Bombín [24]. This protocol is very similar to that presented here, except it is based on the color code such that a transversal $T$ gate is performed over time via single-qubit rotations. This will make for a very interesting comparison since, even though decoding technology for the color code model [57, 58] remains lacking in comparison to the surface code [7, 9], the fact that the non-Clifford operation is performed using single-qubit rotations instead of a weight-three gate will mean that fewer errors will be spread during computational processes. To begin comparing these protocols fairly it will first be important to improve the decoding algorithms we have for the color code.

Finally, it is likely that there will be several ways to optimise the present scheme. Although we find transversal gates via a mapping between the color code and the surface code [22, 23] such that we arrive at quite a specific lattice, it will be surprising if we cannot find ways of performing a constant-depth locality-preserving gate with other lattices [64] for the topological cluster-state model. Indeed, history has shown that the gates a given model is able to achieve is connected with the macroscopic properties of a system, not its microscopic details. Developing our understanding of measurement-based quantum computation by decomposing it in terms of its topological degrees of freedom [24, 42] is likely to be a promising route towards better models of two-dimensional fault-tolerant quantum computation.
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Appendix A: Lattices and mobile qubits

Here we describe the microscopic details and dynamics of the system. We describe the lattice, and how the gauge-fixing progresses. We finally discuss the protocol over its entire duration to estimate its resource cost.

1. Lattices

In Ref. [23] the authors describe three surface codes on different three-dimensional lattices. We give simple representations of the lattices here that help understand the steps of gauge fixing. The first of the three copies is well represented with the standard convention where qubits lie on the edges of a cubic lattice. We show star and plaquette operators in Fig. 4(a) and (b). The other two lattices are represented with qubits on the vertices of rhombic dodecahedra in Ref. [23]. We offer an alternative description of this model in this Subsection.

All of the qubits are unified with the qubits of the first surface code on the cubic lattice. We therefore find a straightforward way of representing the stabilizers of the second model with qubits on the edges of a cubic lattice. We show the stabilizers in Fig. 5 on a cubic lattice. To represent this model we bicolor the cubes, as they support different stabilizers depending on their color, see Fig. 5(a). The white primal cubes support Pauli-X ‘star’ operators and the grey dual cubes support the Pauli-Z ‘plaquette’ operators. We express their support with the following equations

\[ A_c = \prod_{e \in \partial c} X_e, \quad B_{c,v} = \prod_{\partial e \ni v \in \partial c} Z_e, \]  

(A1)

where \( \partial c \) is the set of edges on the boundary of cube \( c \) and again, \( \partial e \) is the set of vertices \( v \) at the boundaries of edge \( e \), i.e., its endpoints. The operators \( A_c \) and \( B_{c,v} \) are, respectively, defined on primal and dual cubes only. We also note that each vertex touches four dual cubes, as such there are four \( B_{c,v} \) at each vertex. Further, there are eight vertices on a cube, there are therefore eight \( B_{c,v} \) stabilizers for each dual cube \( c \). There is only one \( A_c \) operator for each primal cube. We also show the stabilizers added at the smooth- and rough-boundaries in Figs. 5(d) and (e) respectively. See Ref. [23] for a more detailed discussion on the boundaries.

For convenience, we show the same lattice in the standard convention where star and plaquette operators are associated to the vertices and faces, respectively; see Fig. 6. In Fig. 6(a) we show two cells; one with four triangular faces and one with eight. The product of the faces about either of these cells are constrained to give identity. These constraints are important for the gauge fixing procedure.

It is helpful to connect the face operators of the different cells shown in Fig. 6(a) to their respective plaquette operators \( B_{c,v} \) as represented in Fig. 5 and by Eqn. (A1). Indeed, the four plaquette operators that enclose the four-sided cell to the left of the image are the four stabilizers \( B_{c,v} \) about a common vertex, \( v \), as represented in Fig. 5. Likewise, the eight-sided cell at the right of the image supports all the stabilizers \( B_{c,v} \) about a common cube, \( c \). We remark that Ref. [23] considers

![FIG. 4: The star, (a), and plaquette, (b), of the surface code where qubits lie on the edges of a cubic lattice. (c) A unit cell of the topological cluster state. Black qubits are those of the three-dimensional surface code. Measuring the grey ancilla recover the values of the face operators of the surface code whose qubits lie on the edges of a cubic lattice.](image)

![FIG. 5: A representation of one of the three-dimensional surface codes used in the controlled-controlled-phase gate. (a) A unit cell is composed of four primal cubes and four dual cubes configured as shown with primal and dual cubes shown in white and grey, respectively. (b) A Pauli-X ‘star’ operator supported on a primal cube. (c) A star operator supported on the corner of a dual cube. (d) A smooth boundary stabilizer. (e) A rough boundary stabilizer.](image)
weight-four plaquette operators that lie inside the eight-faced cell in Fig. 6(a). We neglect these, as they can be generated by the weight-three stabilizers we have defined.

As discussed in the main text, the cells of the surface code are connected to cells of the topological cluster-state model. In Fig. 4(c) we show a cell of the topological cluster-state model that is obtained by coupling ancilla qubits \( f \) prepared in the state \( |+\rangle_f \), shown in grey in the figure, to the faces \( \partial f \) with a controlled-phase gate. We measure the \( B_f \) operator if the ancilla is measured in the Pauli-X basis. The ancilla qubits in this picture are the qubits of the dual lattice of the topological cluster state. The controlled-phase gates used to couple the ancilla to the black qubits of the surface code are shown by black edges.

Finally, we count the number of qubits in a single unit cell, as these will make up a site in the threshold theorem given in Appendix B. There are three qubits per cube, so over a unit cell of eight cubes we have 24 qubits. We also include ancilla qubits to measure the plaquette operators of each model. In the cubic lattice model we make one plaquette measurement for each face of the lattice. There are three faces per cube of the lattice, we therefore have 24 ancilla qubits to measure the faces of the cubic lattice model. For the alternative lattice we make eight measurements per dual cube of the unit cell. We have four dual cubes per unit cell, we therefore arrive at 32 ancilla qubits for each unit cell of the alternative lattice shown in Fig. 2. We therefore have 48 qubits in total per unit cell of the cubic lattice model, and 56 qubits per unit cell of the alternative model.

We now consider a unit cell of the total system with three overlapping lattices. Each unit cell includes one copy of the cubic lattice model and two copies of the alternative model. We therefore find that we have 160 qubits per unit cell in total.

2. Gauge-fixing

Having specified the lattice, we now discuss how to perform the gauge fixing process. Gauge fixing moves a two-dimensional surface code through a three-dimensional region. This motion is achieved by producing a thin layer of three-dimensional surface code, and then collapsing it once gauge fixing has taken place and the controlled-controlled-phase gates have been applied to these qubits. This motion is achieved by repeating the same operation periodically over two steps. We show one period of the process for two lattices in Fig. 7. Each panel of the figure shows the region in which the controlled-controlled-phase gate is conducted within the black cube. The top figures show the time progression of a lattice moving from left to right through the region, and the lower figures show a lattice progressing upwards through the region. The time progression moves from left to right through the panels. The columns of the diagram are synchronised.

To complete the gauge-fixing process we initialise the physical qubits in the \( |+\rangle \) state and measure all of the plaquette operators of the three-dimensional surface code model. However, we prepare the three-dimensional surface code one layer at a time. We achieve this as follows. We begin with a two-dimensional surface code. We prepare a thin layer of the the three-dimensional surface code by initialising qubits in the \( |+\rangle \) state and then measure all of the plaquettes within the layer. Once all of the plaquettes of the given layer have been measured, gauge fixing and the controlled-controlled-phase gate can be applied to the layer. Specifically, we fix the gauge of the qubits that will be measured destructively at this step. We make this precise shortly. Once this is completed, we destructively measure qubits in the Pauli-X basis to collapse the system back onto the surface code that has been translated a single lattice unit through the volume. The ancilla that have just been measured are finally reinitialised to use at the next step.

In a sense, we can consider this as a dimension jump where a two-dimensional model is incorporated into a three-dimensional model to leverage some property of the higher-dimensional system. In this case, we prepare a very thin slice of the three-dimensional surface code model where, once all the physical operations have been performed, we can collapse the three-dimensional model back onto a two-dimensional model again. As a remark, we point out that the latter dimensional jump where we go from the three-dimensional surface code to its two-dimensional counterpart has been accomplished by Raussendorf, Bravyi and Harrington where they fault-tolerantly prepare a Bell pair between two surface codes using the topological cluster state.

Given that we have shown that all of the plaquettes can be measured about cubes of the lattice for both of the surface code geometries, it is enough just to consider the creation and collapse of cubes of the model, where the creation of a cube involves measuring all of the plaquettes within a cube. This is shown in Fig. 7. At the left of the figure, the live qubits are two-dimensional surface codes in known eigenstates of their star and plaquette stabilizers. We initialise new ancilla close to the surface code and measure the plaquettes about each cube to produce the thin layer of the three-dimensional surface code.
This is shown in the middle of the figure. We will collapse some of the qubits to produce the translated surface code shown to the right of the figure. Before this, we use the measurement data from the plaquettes to gauge fix the qubits using the just-in-time decoder and perform a controlled-controlled-phase gate on the qubits that are about to be measured. The outcomes of the single-qubit Pauli-X measurements are collected to infer the values of the star operators of the surface code model with a global decoder after the process is completed.

It is worth remarking that the method we have discussed here enables us to produce other three-dimensional structures that go beyond foliation [64]. Much research has sought to map quantum error-correcting codes into measurement-based schemes [42, 65] through a system called ‘foliation’ to access favourable properties of exotic quantum error-correcting codes. Conversely, some fault-tolerant measurement-based schemes have been developed that are not expected to have a description in terms of a quantum error-correcting code. Really though, at least in theory, we should expect that we can implement any fault-tolerant protocol independent of the architecture that we choose to realise our qubits. The scheme presented here gives us a way to realise these models that are beyond foliation with a two-dimensional array of static qubits. Given their promising thresholds [64] it may be worth exploring the practicality of some of these higher-dimensional models on two-dimensional architectures.

In the same vein, we point out that the surface code that is propagated by the alternative lattice is the described naturally on the hexagonal lattice. This lattice has been largely dismissed because of the weight-six hexagonal stabilizer terms diminish the threshold against one type (say bit-flip) Pauli noise [31]. However, we measure its stabilizers using only weight-three measurements, and the higher weight stabilizers are inferred from single-qubit measurements. As such, it may be worth revisiting this model as the scheme presented here offers a method of stabilizer extraction that does not require measurements of weight greater than three. We may therefore expect this model to have a high threshold with respect to the gate error model [15].

3. The non-Clifford gate

We finally describe the entire protocol which is summarised in Fig. 8 and discuss its spacetime resource cost as a function of the code distance of the system, \(d\). Each panel of the figure shows three arrays, each of which support a code. We remark that it is possible to embed all three codes on one common array of qubits, but for visualisation purposes we imagine three stacked arrays that can perform local controlled-controlled-phase gates between local qubits on separate arrays. The lower array requires the code to be mobile where the dynamics are generated via the code deformations. For a strictly local system we use an extended chip. However, as we discuss towards the end of this section, we can reduce the number of qubits we require on this array if we simulate a periodic boundary conditions with some non-local interactions. We proceed with the discussion where the process is strictly local.

Before the gate begins we must copy the encoded information onto the arrays where the gate is performed. We might accomplish this with lattice surgery [66]. Fig. 8(a) shows three surface codes that have been moved close to the edges of the arrays where the gate will be performed. One qubit is copied to the far left of the lower array as this will be passed underneath the other two. This task will take time that scales like the code distance, \(\sim d\).

We might also consider using the system offline to prepare high-fidelity magic states. With this setup we apply the gate to three surface codes initialised fault tolerant in an eigenstate of the Pauli-X operator. While this will mean that we do not need to copy information onto the three codes, it will still be necessary to fix the gauge of the system such that all the plaquette operators are in their +1 eigenvalue eigenstate. Given that, to the best of our knowledge, the surface code is not capable of single-shot error correction [55], it will still take \(\mathcal{O}(d)\) time to prepare the system such that its global charge is vacuum.

We remark that using the protocol offline to produce magic states may offer some advantages. For instance, as we discussed in the main text, we can post-select high-quality output states by comparing the result of the just-in-time decoder with a high-performance decod-
on each array, since we require approximately double the number of qubits of a standard surface code to realise one layer of the three-dimensional surface code. We therefore suppose that the number of qubits on all the arrays are \( \sim 2 \cdot [2 \times d \times d + 3d] \approx 10d^2 \). If all the arrays are occupied for a time \( \sim 3d \) we arrive at an estimated resource cost of the protocol \( \sim 30d^3 \).

We finally remark that a significant saving can be made if we are willing to give up on locality using, say, a distributed architecture \[67\] [68]. The lower array has an area of \( d \times 3d \) to allow us to move the lower code to perform the gate in a strictly local way. If we have access to non-local connectivity we can support all three codes on arrays of size \( d \times d \). Further, we can achieve this without using arbitrarily connected controlled-controlled-phase gates if we use long range connectivity to move the code around an array of qubits on a cylinder. Indeed, it is straightforward to implement periodic conditions given long range connectivity. By moving the code about a cylinder as we proposed above we need not change the sites upon which the controlled-controlled-phase gates act. This reduces the area of the system by a factor of 3/5, giving a resource estimate \( \sim 18d^3 \).

**Appendix B: A just-in-time decoder**

The purpose of this Appendix is to prove that the non-Clifford operation will perform arbitrarily well as we scale the size of the system. We outline an error-correction procedure as we undergo the controlled-controlled-phase operation. The argument requires two main components. We require a just-in-time decoder that controls the spread of an error during the gauge fixing, and we show that the spread errors are sufficiently small that we can correct them at a later stage. We first show that we can decode a spread error model globally during post-processing using a renormalisation-group decoder before arguing that the error model is justified by the just-in-time decoder.

### 1. Notation and terminology

We suppose a local error model acting on the qubits of the spacetime of the non-Clifford process. For suitably low error rate we can characterise the errors as occurring in small, local, well-separated regions \[44\] [45]. The just-in-time gauge fixing decoder will spread this error. Given the spread is controlled, we can show that a global renormalisation-group decoder \[44\] [45] will correct the errors that remain after the gauge-fixing process. Our argument can be regarded as an extension of the threshold theorem presented in Ref. [45]. As such, we will adopt several definitions and results presented in [45]. We will also keep our notation consistent with this work where possible.

We divide the system into sites; small local groups of qubits specified on a cubic lattice. We consider an in-
dependent and identically distributed error model where a Pauli error occurs on a given qubit with probability \( \varepsilon \). We say that a site has experienced an error if one or more of the qubits has experienced an error. Given a constant number of qubits per site, \( N \), then a site experiences an error with constant probability \( p_0 = 1 - (1 - \varepsilon)^N \). We consider a Pauli error \( E \) drawn from the probability distribution described by the noise model. We will frequently abuse notation by using \( E \) to denote both a Pauli operator, and the set of sites that support \( E \).

The syndrome of an error \( E \) is denoted \( \sigma(E) \). It denotes the set of defects caused by \( E \). We say that a subset of defects of a syndrome can be neutralised if a Pauli operator can be applied such that all of the defects are neutralised without adding any new defects. We may also say that any such subset of the syndrome is neutral. The separation between points is measured using the \( l_\infty \) metric, and we say that a subset of sites \( M \) are \( r \)-connected if and only if \( M \) cannot be separated into two disjoint proper subsets separated by a distance more than \( r \). The \( \Delta \)-neighbourhood are the sites that lie up to a distance \( \Delta \) from a region \( \rho \) together with the sites enclosed within region \( \rho \) itself. Given that we have a local model in spacetime, defects appear on sites within the one-neighbourhood of the sites of the error \( E \). The following argument relies heavily on the notion of a chunk at a given length scale \( Q \).

**Definition 1** (Chunk). Let \( E \) be a fixed error. A level-0 chunk is an error at a single site \( u \in E \). A non-empty subset of \( E \) is called a level-\( n \) chunk if it is the disjoint union of two level-(\( n - 1 \)) chunks with diameter \( \leq Q^n/2 \).

We express errors in terms of their chunk decomposition. We define \( E_n \) as the subset of sites that are members of a level-\( n \) chunk such that

\[
E = E_0 \supseteq E_1 \supseteq \cdots \supseteq E_m, \tag{B1}
\]

where \( m \) is the smallest integer such that \( E_{m+1} = \emptyset \). We then define subsets \( F_j = E_j \setminus E_{j+1} \) such that we can obtain the chunk decomposition of \( E \), namely

\[
E = F_0 \cup F_1 \cup \cdots \cup F_m. \tag{B2}
\]

A level-\( m \) error is defined by the smallest value of \( m \) such that \( E_{m+1} = \emptyset \).

Expressing an error in terms of its chunk decomposition enables Bravyi and Haah\(^{[45]}\) to prove that a renormalisation group decoder will decode any level-\( m \) error with a sufficiently large system. The proof relies on the following lemma

**Lemma 1.** Let \( Q \geq 6 \) and \( M \) be any \( Q^n \)-connected component of \( F_n \). Then \( M \) has a diameter at most \( Q^n \) and is separated from other errors \( E_m \setminus M \) by a distance greater than \( Q^{n+1}/3 \).

The proof is given in Ref.\(^{[45]}\), see proposition 7. We note also that all of the defects created by a \( Q^n \)-connected component of \( F_n \) lying in the 1-neighbourhood of the connected component are neutral. With this result, it is then possible to show that a renormalisation group decoder that finds and neutralises neutral \( 2^p \)-connected components at sequentially increasing length scales \( p \), will successfully correct an error provided \( Q^m \) is much smaller than the size of the system. A threshold is then obtained using results from percolation theory\(^{[46]–[48]}\) that show that for sufficiently low error rate, the likelihood that a level-\( m + 1 \) chunk will occur is vanishingly small. The renormalisation-group decoder is defined as follows.

**Definition 2** (Renormalisation-group decoder). The renormalisation group decoder takes a syndrome \( \sigma(E) \) as input and sequentially calls the level-\( p \) error-correction subroutine \( \text{Error Correct}(p) \) and applies the Pauli operator returned from the subroutine for \( p = 0, 1, \ldots, m \) with \( m \sim \log L \). The subroutine \( \text{Error Correct}(p) \) returns correction operators for neutral \( 2^p \)-connected subsets of the syndrome. If the syndrome has not been neutralised after \( \text{Error Correct}(m) \) has been called the decoder reports failure.

2. A threshold theorem with a spread error

In the following subsection we will show that the just-in-time gauge-fixing process will spread each disjoint \( Q^p \)-connected component of \( F_j \) such that the linear size of the area it occupies will not increase by more than a constant factor \( s \geq 1 \). Once the error is spread during the gauge-fixing process we must show that the error remains correctable. Here we show that the spread error model can be corrected globally with the renormalisation-group decoder. We first define a level-\( m \) spread error.

**Definition 3** (Spread errors). Take a level-\( m \) error \( E \) drawn from an independent and identically distributed noise model with a chunk decomposition as in Eqn.\(^{(B2)}\). The spread error takes every \( Q^p \)-connected component \( F_{j,\alpha} \subseteq F_j \) for all \( j \), and spreads it such that this component of the error, together with the defects it produces, are supported within a container \( C_{j,\alpha} \) centred at \( F_{j,\alpha} \) with diameter at most \( sQ^j \).

We use the term ‘container’ so we do not confuse them with boxes used in the following subsection.

In the proof given in Ref.\(^{[45]}\) the authors make use of Lemma\(^{[4]}\) to show that the renormalisation-group decoder will not introduce a logical failure. This is assured given that all of the errors are small and well separated in a way that is made precise by Lemma\(^{[4]}\). With the errors of the spread error model now supported in containers as much as a factor \( s \) larger than the initial connected components of the error, the connected components are now much closer together, and in some cases overlap with one another. We have to check that the noise will not introduce a logical failure given sufficiently low noise parameters. We will argue that we can still find a threshold error.
rate provided \((s + 2)Q^m\) is suitably small compared with the system size. The following definition will be helpful.

**Definition 4** (Tethered). Consider errors supported within spread containers \(C_{j,\alpha}\) and \(C_{k,\beta}\) with \(j \leq k\). We say the error in container \(C_{j,\alpha}\) is tethered to the error in a different container \(C_{k,\beta}\) if the two containers are separated by a distance no greater than \(\Delta_j\) where \(\Delta_j = [r(s + 2) + 2]Q^j\). We say that \(C_{j,\alpha}\) is untethered if it is not tethered to any containers \(C_{k,\beta}\) for \(k \geq j\).

We include an \(r\) term to parameterise the separation we wish to maintain between untethered containers compared to the diameter of the containers. This should be of the order of the factor by which renormalisation-group decoder increases its search at each level. We defined the renormalisation-group decoder to search for \(2^p\)-connected components at level \(p\), so we can take \(r \geq 2\).

**Fact 1.** Let \(Q \geq 3[r(s + 2) + s + 1]\). Two distinct containers of the same size, \(C_{j,\alpha}\) and \(C_{j,\beta}\), are not tethered.

**Proof.** Errors \(F_{j,\alpha}, F_{j,\beta} \in F_j\) at the centre of spread errors contained in containers \(C_{j,\alpha}\) and \(C_{j,\beta}\) are separated by more than \(Q^{j+1}/3\); Lemma 1. After expansion the boundaries of \(C_{j,\alpha}\) and \(C_{j,\beta}\) are separated by a distance greater than \(Q^{j+1}/3 - (s - 1)Q^j\). We have \(\Delta_j \leq Q^{j+1}/3 - (s - 1)Q^j\) for \(Q \geq 3[r(s + 2) + s + 1]\). Therefore two boxes of the same size are not tethered for \(Q \geq 3[r(s + 2) + s + 1]\).

The constant expansion of the diameter of the errors means that some large errors expand such that smaller errors are not locally corrected. Instead they become tethered to the larger errors that may cause the renormalisation-group decoder to become confused. We will show that the small errors that are tethered to larger ones are dealt with at larger length scales as tethering remains close to the boundary of the larger containers with respect to the length scale of the larger container. We illustrate this idea in Fig. 9.

We will say that a decoder is successful if it returns a correction operator that is equivalent to the error operator up to an element of the stabilizer group. Given that the logical operators of the model of interest are supported on containers with diameter no smaller than \(L\), we say that a decoder is successful if an error and its correction is supported on a collection of well separated containers where each container is smaller than \(L/3\). It will be helpful to define fattened containers \(\tilde{C}_{j,\alpha}\) that enclose the \(Q^j\)-neighbourhood of \(C_{j,\alpha}\). The fattened containers have diameter \(D_j = (s + 2)Q^j\). We also define the correction operator \(R(p)\) which is the product of the correction operators returned by \textsc{Error Correct}(\(p\)) for all levels up to level \(p\). We are now ready to proceed with the proof.

**Lemma 2.** Take \(Q \geq 3[r(s + 2) + s + 1]\). The renormalisation-group decoder will successfully decode a level-\(m\) error with constant spread-factor \(s \geq 1\) provided \(D_m < L/3\).

**Proof.** We follow the progression of the renormalisation-group decoder inductively to show the correction is supported on the union of containers \(\tilde{C}_{j,\alpha}\). We will prove that the renormalisation-group decoder satisfies the following conditions at each level \(p\).

1. The correction operator \(R(p)\) returned at level \(p\) is supported on the union of fattened containers \(\tilde{C}_{j,\alpha}\).

2. For the smallest integer \(l \geq 0\) such that \(Q^l > 2^p\), modulo stabilizers, the error \(R(p)E\) is supported within a \(Q^l\)-neighbourhood of an error contained in a container \(C_{k,\alpha}\) for any \(k\) such that its diameter is at least \(sQ^l\).

3. The restriction of \(E\) and the level-\(p\) correction operator \(R(p)\) is the same up to stabilizers on fattened containers \(\tilde{C}_{j,\alpha}\) of diameter \(D_j = (s + 2)Q^j\) for untethered containers \(C_{j,\alpha}\).

We prove the case for \(p = 0\). By definition, errors are supported on containers \(C_{j,\alpha}\), therefore 1-connected components of the syndrome contained within \(C_{j,\alpha}\) are supported on \(\tilde{C}_{j,\alpha}\). This verifies condition 1. Condition 2 holds by definition as follows. Since \(Q^1 > 1\), tethered containers \(C_{0,\alpha}\) of size no greater than \(s\) are separated from at least one container \(C_{j,\alpha}\) for \(j \geq 1\) by a distance no more than \(\Delta_0\), otherwise it is untethered. This verifies that all tethered containers \(C_{0,\alpha}\) lie entirely within the \(Q\)-neighbourhood of some container \(C_{j,\beta}\) since \(s + \Delta_0 \leq Q\). The containers \(C_{j,\beta}\) that tether the errors in containers
$C_{0,\alpha}$ are necessarily such that $j > 0$ by Fact 1. This verifies Condition 2 as we have shown containers $C_{0,\alpha}$ are only tethered to containers with diameter at least $sQ$. Condition 3 is trivial for $p = 0$ since all containers have diameter larger than 1.

We now suppose that the above conditions are true for $p$ to show that the conditions hold at $p + 1$. We consider Error Correct $\text{Correct}(p + 1)$. We are interested in containers $C_{j,\alpha}$ such that the diameter of its fattened counterpart is such that $2^p < D_j < 2^{p+1}$. We first find the smallest integer $l$ such that $Q^l > 2^{p+1}$. Since $D_j = (s + 2)Q^l \leq 2^{p+1}$ we have $l \geq j + 1$. There are two possible outcomes depending on whether $C_{j,\alpha}$ is tethered or not. We deal with each case separately.

If $C_{j,\alpha}$ is tethered it lies at most $\Delta_j$ from another container $C_{k,\beta}$ of diameter $sQ^k$ with $k > j$ by Fact 1. Given $\tilde{C}_{j,\alpha}$ has diameter no greater than $D_j$, we find that the error supported on $\tilde{C}_{j,\alpha}$ is supported entirely within the $(D_j + \Delta_j)$-neighbourhood of $C_{k,\beta}$. Expanding this expression we have that $D_j + \Delta_j \leq Q^{2l+1}$ for $Q \geq [(s + 2) + r(s + 2) + 2]$. This confirms condition 2 for error correction at level $p + 1$.

In the case $C_{j,\alpha}$ is untethered, it lies at most $\Delta_j$ from another container $C_{k,\beta}$, which is $D_j$-connected, is separated from all other containers that support uncorrected errors $\tilde{C}_{k,\beta}$ with $D_k \geq D_j$ by a distance greater than $\Delta_j - 2Q^l = r(s + 2)Q^l$ by the definition of an untethered container. Given that $D_j > 2^p$ we have that $r(s + 2)Q^l > 2^{p+1}$ for $r = 2$ at the level $(p + 1)$ error-correction subroutine. Therefore Error Correct $\text{Correct}(p + 1)$ will not find any components of $E$ outside of the container $\tilde{C}_{l,\alpha}$. Such a correction will be returned entirely on $\tilde{C}_{l,\alpha}$, verifying condition 3.

We finally consider the support of the correction operator. If the error is tethered, the correction returned for $C_{j,\alpha}$ lies on some container $C_{k,\beta}$ with $k > j$ to which it is tethered. In the case of untethered errors the correction for each connected component supported on $C_{j,\alpha}$, and the correction for the smaller components tethered to it, is supported on its respective container $\tilde{C}_{j,\alpha}$. This verifies condition 1.

The argument given above says that all errors are corrected on well-separated containers that are much smaller than the size of the system provided $D_m < L/3$. Given that there are no level-$m + 1$ errors, all of the errors supported on containers of size $D_m$ will be untethered, and therefore corrected at the largest length scale. Therefore we bound the failure probability by predicting the probability that an error of size $Q^{m+1}$ occurs. Ref. 45 gives a formula stating that the likelihood that a level-$m$ chunk occurs on an $L \times L \times L$ lattice is

\begin{equation}
    p_m \leq L^3(3Q)^{-6}(3Qp_0)^{2m}.
\end{equation}

Demanding that $(s + 2)Q^m < L/3$ we find $m = [\log(L/3) - \log(s + 2)]/\log Q \approx \log L/\log Q$ we find the logical failure rate decays exponentially in $L$ provided $(3Q)^6p_0 < 1$. This demonstrates a threshold a threshold for $p_0 < (3Q)^6$. Taking $Q = 87$ using $s = 8$ and $r = 2$, and we have that the number of qubits per site is $N = 120$ from the argument given at the end of Appendix A we obtain a threshold error rate $\varepsilon \sim 6 \cdot 10^{-15}$.

3. Just-in-time gauge fixing

We use a just-in-time decoder 24 to fix the gauge of each topological cluster state onto a copy of the surface code. We can deal with each of the three codes separately since the three codes are yet to interact. We suppose we draw an error from the independent and identically distributed noise model that acts on the spacetime that is represented by the sites of the topological cluster state, see appendix A for the definition of a site of the models of interest. Note that more than one defect can lie at a given site since each site supports several stabilizers. We also assume that the state of the two-dimensional surface code on the initial face is such that the plaquette operators are in their +1 eigenstate although small errors may have been introduced to the qubits on the primal qubits of the initial face of the system. We defined the initial face in the main text, see Fig. 1(b). We justify this assumption at the end of this appendix by showing how we fix the gauge of the two-dimensional input system.

We briefly review the gauge fixing problem that we already summarised in the main text. Face measurements that we obtain by measuring the dual qubits of the topological cluster state return random outcomes. However, due to the constraints among the stabilizers, these random outcomes are constrained to form loops if the system does not experience noise. To fix the gauge of the system we need only find a Pauli operator that restores the plaquettes to their +1 eigenstate. This correction can be obtained trivially by finding a Pauli operator that will move the loops to any smooth boundary that is far away from the initial face. Indeed, because the plaquettes at this boundary are initialised in the +1 eigenstate, we cannot terminate loops here. However, any other boundary is suitable. With the two-dimensional setup we have it is perhaps a natural choice to move the loops towards the terminal face. Up to a stabilizer, this correction will fill the interior of the loop. Ensuring that the initial face is fixed means that the correction for the gauge-fixing process is unique. Otherwise, there can be two topologically distinct corrections from the gauge-fixing process that can lead to a logical fault.

In the case that errors occur when we measure the dual qubits, strings will appear in incorrect locations. Given that in the noiseless case the loops should be continuous, we can identify errors by finding the locations where strings terminate. We refer to the end point of a broken string as a defect. Defects appear in pairs at the two endpoints of a given string. Alternatively, single defects can be created at a smooth boundary. We attempt to fix the gauge where the errors occur by pairing lo-
cal defects to close the loops, or we move single defects to smooth boundaries to correct them. We then correct the gauge according to the corrected loop. However, we cannot guarantee that we corrected these loops perfectly, and the operator we apply to fix the gauge will appear as an error. Up to stabilizers, the error we apply during the gauge-fixing procedure will be equivalent to an error that fills the interior of the error loop. These errors are problematic after the transversal non-Clifford gate is applied. However, provided these errors are sufficiently small, we can correct them at a later stage of the error-correction process.

Correcting broken loops becomes more difficult still when we only maintain a two-dimensional layer of the three-dimensional system as it will frequently be the case that a single defect will appear that should be paired to another that appears later in the spacetime but has not yet been realised. As such, we will propagate defects over time before we make a decision on how to pair it. This deferral will cause the loop to extend over the time direction of the system and this, in turn, will cause gauge-fixing errors to spread like the distance the defects are deferred. However, if we can make the decision to pair defects suitably quickly, we find that the errors we defer will cause the loop to extend over the time direction of the system and this, in turn, will cause gauge-fixing procedure will be equivalent to an error that fills the interior of the error loop. These errors are problematic after the transversal non-Clifford gate is applied. However, provided these errors are sufficiently small, we can correct them at a later stage of the error-correction process.

We denote defects, i.e., elements of $\sigma(E)$ with coordinates $u$ according to their site. A given defect has a time coordinate $u_t$, and a two-dimensional position coordinate $u_x$ in the three-dimensional spacetime. We denote the separation between two defects $u$ and $v$ in spacetime by $|u - v|$ according to the $\ell_\infty$ metric. We also denote their temporal/spatial separation by $|u_t - v_t|(|u_x - v_x|)$. At a given time $t$ which progresses as we prepare more of the topological cluster state, we are only aware of all defects $u$ that have already been realised such that $u_t \leq t$. We neutralise the defects of the syndrome once we arrive at a time where it becomes permissible to pair them, otherwise we defer their pairing to a later time. Deferral means leaving a defect in the current time slice of the spacetime by extending the string onto the current time without changing the spatial coordinate of the defect. When we decide to pair two defects, we join them by completing a loop along a direct path on the available live qubits. In both cases we fix the gauge according to the strings we have proposed with the correction or deferral. We are now ready to define the just-in-time decoder that will accurately correct pairs of defects given only knowledge about defects $u$ where $u_t \leq t$.

**Definition 5** (Just-in-time decoder). The just-in-time decoder, **Just In Time**(t), is applied at each time interval. It will neutralise pairs of defects $u$ and $v$ if and only if both defects have been deferred for a time $\delta t \geq |u - v|$. It will pair a single defect $u$ to a smooth boundary only if $u$ has been deferred for a time equal to its separation from the boundary.

The definition we give captures a broad range of just-in-time decoders that could be implemented a number of ways. We could, for instance, consider clustering decoders, greedy decoders or possibly more sophisticated decoders based on minimum-weight perfect matching to implement the decoder. Here we only offer a simple rule that we can use to demonstrate a threshold within the coarse-grained picture of the chunk decomposition. We also remark that we might be able to find better decoders that do not satisfy the conditions of the just-in-time decoder proposed here. We make no attempt to optimise this, the goal here is only to prove the existence of a threshold using the simplest possible terms.

Before we show that the just-in-time decoder will introduce a spread error with a constant spread factor $s$ we first consider how the decoder performs if we consider only a single $Q^j$-connected component of $F_j$ of the error. We first consider the $Q^j$-connected component of the error well isolated in the bulk of the lattice, and then we consider how it is corrected close to the boundary.

**Fact 2.** The correction of an isolated $Q^j$-connected component of the error, $F_{j,\alpha}$, is supported on the $(Q^j + 1)$-neighbourhood of $B_{j,\alpha}$. No defect will exist for a time longer than $\delta t \sim 2(Q^j + 1)$.

**Proof.** Consider two defects $u$, $v$ contained in $B_{j,\alpha}$ at extremal points. These defects have separation at most $Q^j + 2$. Let us say that $|u - v| = Q^j + 2$ with $u_t > v_t$. The defect $v$ will be deferred for a time $2(Q^j + 2)$ before it is paired a distance $Q^j + 1$ from $B_{j,\alpha}$ in the temporal direction. This correction is supported on the $(Q^j + 1)$-neighbourhood of $B_{j,\alpha}$.

By this consideration obtain a constant spread parameter $\sim 3$ for boxes in the bulk of the model. We next consider the correction close to a smooth boundary. We find this will have a larger spread parameter.

**Fact 3.** The correction of an isolated $Q^j$-connected component of the error, $F_{j,\alpha}$, produced by the just-in-time
The boundary after a time at most $3(Q^j + 2)$.

**Proof.** Consider two maximally separated defects $u$ and $v$ contained in $B_{j,\alpha}$ such that $|u_t - v_t| = |u_x - v_x| = Q^j + 2$ and $u_t > v_t$. We also suppose $v_t$ lies within $2(Q^j + 2)$ from a smooth boundary such that it may be paired with the boundary before it is paired with $u$, see Fact 2. In this case, given that $u$ is at most $3(Q^j + 2)$ from the smooth boundary, it will be paired to the boundary after a time $\sim 3(Q^j + 2)$. In fact, all defects will be paired to the boundary after a time at most $3(Q^j + 2)$. The just-in-time decoder may therefore defer a defect beyond $B_{j,\alpha}$ at most $3(Q^j + 2)$. We therefore find that the correction lies within the $3(Q^j + 2)$-neighbourhood of $B_{j,\alpha}$. \qed

The above fact gives a spread factor $s \sim 7$ for boxes close to the boundary. To be more specific, we might upper bound the spread factor with $s = 8$. So far we have only considered how the just-in-time decoder deals with well-isolated $Q^j$-connected components of the error. In fact, we find that for sufficiently large $Q$ all errors are well isolated in a more precise sense. This is captured by the following lemma. We find that, given that any defect supported on a box $B_{j,\alpha}$ will be paired with another defect in the same box or to a nearby smooth boundary after a time at most $3(Q^j + 2)$. It will never be permissible to pair defects contained in different boxes before they are terminated. In effect, all boxes are transparent to one another. This justifies the spread error model used in the previous subsection.

**Lemma 3.** Take a chunk decomposition with $Q \geq 33$. The just-in-time decoder will pair all defects supported on $B_{j,\alpha}$ within the $3(Q^j + 2)$-neighbourhood of $B_{j,\alpha}$.

**Proof.** By Facts 2 and 3 we have that all the defects of isolated boxes $B_{j,\alpha}$ are paired to another defect in $B_{j,\alpha}$ or to a nearby smooth boundary at most $2(Q^j + 2)$ from $B_{j,\alpha}$ after a time no more than $3(Q^j + 2)$.

We may worry that the just-in-time decoder may pair defects within disjoint boxes if they are too close together. We consider the possibility of pairing $u$ contained within $B_{j,\alpha}$ to $v$ contained in $B_{k,\beta}$. For $Q \geq 33$ such a pairing will never be permissible. We suppose that, without loss of generality, the diameter of $B_{j,\alpha}$ is less than or equal to the diameter of $B_{k,\beta}$. Given that $B_{j,\alpha}$ is separated from $B_{k,\beta}$ by a distance greater than $Q^{j+1}/3 - 2$, it will not be permissible to pair $u$ with $v$ within the lifetime of $u$ before it is paired to a boundary or another defect in $B_{j,\alpha}$ provided $3(Q^j + 2) \leq Q^{j+1}/3 - 2$. This is satisfied for all $j \geq 0$ for $Q \geq 33$. \qed

This Lemma therefore justifies our spread factor $s = 8$ used in the previous Subsection.

4. Gauge prefixing

Finally, we assumed that we can reliably prepare the plaquette operators on the initial face of the two-dimensional surface code in their $+1$ eigenstate. We can tolerate small errors on the edges of the initialised surface code, but a single measurement error made on a plaquette can cause a critical error with the just-in-time decoder as it may never be paired with another defect. This will lead to a large error occurring during gauge fixing, see Fig. 10(a). It is therefore important to identify any measurement errors on the face measurements of the initial face before the gauge fixing begins. We achieve this by prefixing the plaquettes of the initial face of the topological cluster state before the controlled-controlled-phase gate begins. We run the system over a time that scales with the code distance before we commence the controlled-controlled-phase gate procedure. In doing so we can identify measurement errors that may occur on the dual qubits of the topological cluster state using measurement data collected before we conduct the non-Clifford operation. Fig. 10(b) shows the idea; the figure shows that measurement errors can be determined by looking at syndrome data on both sides of a plaquette. We need only look at one side, namely, the side of the initial face before just-in-time gauge fixing takes place.

Since we need only determine which face operators have experienced measurement errors and we do not need to actively correct the random gauge, gauge prefixing is accomplished globally using a renormalisation-group decoder on the three-dimensional syndrome data of the spacetime before the controlled-controlled-phase gate is performed. A threshold can be proved by adapting the threshold theorem for topological codes given in Ref. [45]. Measurement errors close to the initial face before the controlled-controlled-phase gate takes place can then be identified easily by the decoder. We determine which plaquettes of the initial face have experienced errors by finding defects that should be paired to the initial face in

![FIG. 10: (a) A single measurement error on a face at the beginning of the controlled-controlled-phase gate will introduce a defect that may not be paired for a time that scales like the size of the system, this may introduce a macroscopic error after gaugefixing. (b) We can determine where errors have occurred on the plaquettes of the initial face by looking at the defects before we begin the controlled-controlled-phase gate. (c) We decode, or prefix the initial face, before we begin the controlled-controlled-phase gate to determine the locations of measurement errors on the initial face.](image-url)
the gauge prefixing operation. Small errors in the global gauge-prefixing procedure can be contained within the boxes that contain the error syndrome. As such, the errors that remain after the gauge prefixing procedure are confined within small boxes which respect the distribution we used to prove the threshold using the just-in-time decoder. As such, the errors that remain after the gauge prefixing procedure are confined within small boxes which respect the distribution we used to prove the threshold using the just-in-time decoder. As such, we justify our error model used to bound the spread factor using just-in-time gauge fixing. We show an error together with its syndrome in Figs. 10(c). The goal is only to estimate the plaquettes that have experienced measurement errors on the gray face at the top of the figure. This fixes the plaquettes of the initial face as we have assumed throughout our analysis.

We remark that prefixing is not required with the color code model [24]. In this case the boundaries of the model can be oriented appropriately such that small initialisation errors are rapidly corrected. This is a curious feature of the color code on the tetrahedral lattice that is worthy of future exploration as it significantly saves spacetime resources when an analogous protocol is carried out with the color code. It will be interesting to learn if this trick can be adapted to the surface code model, as this will save some resources. Here we offer gauge prefixing as an alternative approach to dealing with this issue.
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