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Abstract—Traditionally, deep learning-based methods for breast cancer classification perform a single-view analysis. However, radiologists simultaneously analyze all four views that compose a mammogram exam, owing to the correlations contained in mammography views, which present crucial information for identifying tumors. In light of this, some studies have started to propose multi-view methods. Nevertheless, in such existing architectures, mammogram views are processed as independent images by separate convolutional branches, thus losing correlations among them. To overcome such limitations, in this paper we propose a novel approach for multi-view breast cancer classification based on parameterized hypercomplex neural networks. Thanks to hypercomplex algebra properties, our networks are able to model, and thus leverage, existing correlations between the different views that comprise a mammogram exam, thus mimicking the reading process performed by clinicians. As a consequence, the proposed method is able to handle the information of a patient altogether without breaking the multi-view nature of the exam. Starting from the proposed hypercomplex approach, we define architectures to process two-view exams, namely PHResNets, and four-view exams, i.e., PHYSEnet and PHYSBOnet, with the ability to grasp inter-view correlations in a wide range of clinical use cases. Through an extensive experimental evaluation conducted with two publicly available datasets, CBIS-DDSM and INbreast, we demonstrate that our parameterized hypercomplex models clearly outperform real-valued counterparts and also state-of-the-art methods, proving that breast cancer classification benefits from the proposed multi-view architecture. Full code and pretrained models for complete reproducibility of our experiments are freely available at https://github.com/isipamm/PHBreast.
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I. INTRODUCTION

Among the different types of cancer that affect women worldwide, breast cancer alone accounts for almost one-third, making it by far the cancer with highest incidence among women [1]. For this reason, early detection of this disease is of extreme importance and, to this end, screening mammography is performed annually on all women above a certain age [2], [3]. During a mammography exam, two views of the breast are taken, thus capturing it from above, i.e., craniocaudal (CC) view, and from the side, i.e., mediolateral oblique (MLO) view. More in detail, the CC and MLO views of the same breast are known as ipsilateral views, while the same view of both breasts as bilateral views. Importantly, when reading a mammogram, radiologists examine the views performing a double comparison, that is comparing ipsilateral views along with bilateral views, as each comparison provides valuable information. Such multi-view analysis has been found to be essential in order to make an accurate diagnosis of breast cancer [4], [5].

Recently, many works are employing deep learning (DL)-based methods in the medical field and, especially, for breast cancer classification and detection with encouraging results [6]–[17]. Inspired by the multi-view analysis performed by radiologists, several recent studies try to adopt a multi-view architecture in order to obtain a more robust and performing model [18]–[29].

Such approaches often implement multi-view frameworks based on multi-path architectures. However, there are several issues associated with such method in the context of multi-view learning. As a matter of fact, a recent study demonstrates that a simple multi-path network can suffer from several problems [19]. To begin with, it is observed that the model can favour one of the two views during learning, thus relying mostly on that single view and not truly taking advantage of the multi-view input. This may often result in some form of overfitting. Additionally, the model might fail entirely in leveraging the correlated views and actually worsen the performance with respect to its single-view counterpart [19], [30]. Thus, it is made clear that improving the ability of deep networks to truly exploit the information contained in multiple views is still a largely open research question. To address and overcome these problems, we leverage a novel technique in deep learning, which relies in exotic algebraic systems, such as quaternions and, more in general, hypercomplex ones.

In recent years, quaternion neural networks (QNNs) have gained a lot of interest in a variety of applications [31]–[36]. The reason for this being the particular properties that characterize these models. As point of fact, thanks to the quaternion algebra rules on which these models are based on (e.g., the Hamilton product), quaternion networks possess the capability of modeling interactions between input channels, thus capturing internal latent relations within them and additionally reducing the total number of parameters by 75%, while still attaining comparable performance to its real-valued counterparts. Furthermore, built upon the idea of QNNs, the recent parameterized hypercomplex neural networks (PHNNs) generalize hypercomplex multiplications as a sum of Kronecker products, going beyond quaternion algebra, thus improving previous shortcomings by making these models applicable to any n-dimensional input (instead of just
Motivated by the aforementioned problems and the benefits of hypercomplex models, we propose a novel framework of multi-view learning for breast cancer classification based on PHNNs, taking a completely different approach with respect to existing methods in the literature. More in detail, we propose a family of parameterized hypercomplex ResNets (PHResNets) able to process ipsilateral views corresponding to one breast, i.e., two views. We also design two parameterized hypercomplex networks, namely PHYSBOnet and PHYSEnet, involving respectively a Shared Bottleneck and a Shared Encoder. Such architectures are aimed to process ipsilateral views of both sides, i.e., four views, capturing correlated information contained in ipsilateral views through PHC layers and additionally exploiting bilateral information by sharing parameters between views.

The advantages of our approach are manifold. Firstly, instead of handling the mammographic views independently, which results in losing significant correlations, our models process them as a unique component, without breaking the original nature of the exam. Secondly, thanks to hypercomplex algebra properties, the proposed models are endowed with the ability of preserving existing latent relations between views by modeling and capturing their interactions, thus mimicking the examination process of radiologists in real-life settings. Thirdly, our parameterized hypercomplex networks are characterised by the number of free parameters halved with respect to their real-valued counterparts. Finally, the proposed approach is portable and flexible. Indeed, PHC layers are easily integrated in any convolutional network by simply swapping convolutional layers with parameterized hypercomplex ones. On top of that, hypercomplex models not only possess the ability of processing multiple-views as a unique entity by modeling their correlations, but they are also capable of processing an arbitrary number of views, ranging from 1 up to \( n \) such as 2 or 4 and so on. Being parameterized by \( n \), the user can set such parameter according to its needs and the dataset of choice. Thus, our proposed architectures can be easily applied for other types of multi-view or multimodal problems, such as multimodal brain tumor segmentation or multi-view chest X-ray disease classification, and smoothly integrated with any other backbone neural model.

We evaluate the effectiveness of our approach on two publicly available benchmark datasets of mammography images, namely CBIS-DDSM \([39]\) and INbreast \([2]\). We conduct a meticulous experimental evaluation that demonstrates how our proposed models, owing to the aforementioned abilities, possess the means for properly leveraging information contained in multiple mammographic views and thus far exceed the performance of both real-valued baselines and state-of-the-art methods.

More concretely, our contributions are:

1) We present a novel approach for multi-view breast cancer classification, which processes mammographic views as a single exam, gaining advantages from the different views to output the diagnosis, as radiologists actually do. We expound how, exploiting hypercomplex algebra properties, our method is able to leverage correlations between the views, providing more accurate predictions.

2) We propose different architectures for both two-view and four-view exams, endowed with the ability of exploiting information contained in ipsilateral views and, in the latter case, bilateral views as well.

3) We introduce two multi-level models, namely PHYSBOnet and PHYSEnet, for the four-view scenario, that involve two steps focusing on a breast-level analysis first and on a patient-level analysis then and vice versa, in order to unveil the best way to process four-view exams.

4) We show that our method is flexible to be adapted to any model and to diverse exams comprised of one or multiple views, simply replacing the user-defined hyperparameter \( n \).

5) We evaluate the validity of our assumptions on two publicly available benchmarks, performing experiments with two and with four-view exams. In each test we conduct, our parameterized hypercomplex models far exceed state-of-the-art methods while also demonstrating more robust results, proving the effectiveness of the proposed parameterized hypercomplex multi-view framework.

The rest of the paper is organized as follows. Section II gives a detailed overview of the multi-view approach for breast cancer analysis, delving into why it is important to design a painstaking multi-view method, Section III provides theoretical aspects and concepts of hypercomplex models, and Section IV presents the proposed method. The experiments are set up in Section V and evaluated in Section VI. A summary of the proposed models with specific data cases is provided in Section VII while conclusions are drawn in Section VIII.

II. MULTI-VIEW APPROACH IN BREAST CANCER ANALYSIS

Several types of imaging modalities exist for the detection process of breast cancer, such as mammography, ultrasound, biopsy and so on. Among these, mammography is considered the best imaging method for breast cancer screening and the most effective for early detection \([3]\). A mammography exam comprises four X-ray images produced by the recording of two views for each breast: the craniocaudal (CC) view, which is a top to bottom view, and a mediolateral oblique (MLO) view, which is a side view. The diagnosis procedure adopted by radiologists consists in looking for specific abnormalities, the most common being: masses, calcifications, architectural distortions of breast tissue, and asymmetries (when comparing the two breasts and the two views) \([2]\). During the reading of a mammography exam, employing multiple views is crucial in order to make an accurate diagnosis as they retain highly correlated characteristics. Admittedly, comparing ipsilateral views (CC and MLO views of the same breast) helps to detect eventual tumors, as sometimes they are visible only in one of the two views, and additionally helps to analyze the 3D structure of masses. Whereas, studying bilateral views (same view of both breasts) helps in locating masses as asymmetries.
between them are an indicating factor [5]. An example of a complete mammogram exam with ipsilateral and bilateral views is shown in Fig. 1.

Given the multi-view nature of the exam and the multi-view approach employed by radiologists, many works are focusing on utilizing two or four views for the purpose of classifying breast cancer, with the goal of leveraging the information coming from ipsilateral and/or bilateral views. In point of fact, studies have shown that a model employing multiple views can learn to generalize better compared to its single-view counterpart, increasing its discriminative power, while also reducing the number of false positives and false negatives [6], [9], [18].

On one hand, some works show the advantages of leveraging multiple views adopting simple approaches, such as a method consisting in just taking the average of the predictions given by the same model when fed the two ipsilateral views [6]. On the other hand, more complex approaches consist in designing a multi-view architecture that should exploit correlations for learning and not just at inference time. Recent techniques for leveraging multiple views from a mammography exam propose architectures comprised of multiple convolutional neural networks (CNN) paths or columns, where each column processes a different view and its output is then concatenated together and fed to a number of fully connected layers to obtain the final output [18]–[25]. A recent study proposes an approach to leverage the complete mammography exam, thus comprised of four views, and focuses on studying several ways of combining information given by the different CNNs, i.e., view-wise (CC with MLO) or breast-wise (left with right) etc., finding that it is indeed an important aspect and proving that models are sensible to how such information is fused together [18]. Alternatively, a number of works [20]–[22], [26] adopt the same idea of having multiple columns but instead focus on using just two ipsilateral views. In particular, the reason for which ipsilateral views are employed most often, rather than bilateral ones, is that they correspond to the same breast and thus provide different information regarding the same tumor. Thus, they aid in both the detection and classification process, as they help to locate and discern malignant from benign findings thanks to the provided 3D view. Instead, bilateral views play more of an auxiliary role as they help in the detection process only.

Even though multimodal methods have been employed in a variety of recent deep learning works for breast cancer analysis, not much attention has been paid to how a DL model actually leverages information contained in the multiple views. Indeed, a recent study shows that such multimodal approaches suffer from the fact that the model might actually fail to exploit these information, leading to a counter-intuitive situation in which the single-view counterpart outperforms the multi-view one. Therefore, just employing an architecture with multiple columns for each view is not enough to really leverage the knowledge coming from the correlated inputs [19]. Even in other applications of multimodal learning (e.g., involving speech or text), it is a common phenomenon that DL networks not properly modelled fail to utilize information contained in the different input modalities [30]. Therefore, when processing multi-view exams, a painstaking and meticulous method has to be developed. To this end, we propose to leverage a novel method based on hypercomplex algebra, whose properties are described in the following section.

### III. Quaternion and Hypercomplex Neural Networks

Quaternion and hypercomplex neural networks have their foundations in a hypercomplex number system $\mathbb{H}$ equipped with its own algebra rules to regulate additions and multiplications. Hypercomplex numbers generalize a plethora of algebraic systems, including complex numbers $\mathbb{C}$, quaternions $\mathbb{Q}$ and octonions $\mathbb{O}$, among others. A generic hypercomplex number is defined as

$$h = h_0 + h_1i_1 + \ldots + h_ni_n, \quad i = 1, \ldots, n$$

whereby $h_0, \ldots, h_n$ are the real-valued coefficients and $i_1, \ldots, i_n$ the imaginary units. The first coefficient $h_0$ represents the real component, while the remaining ones compose the imaginary part. Therefore, the algebraic subsets of $\mathbb{H}$ are identified by the number of imaginary units and by the algebraic rules that govern the interactions among them. For instance, a complex number has just one imaginary unit, while a quaternion has three imaginary units and the vector product in this domain is not commutative so the Hamilton product has been introduced to multiply two quaternions. Interestingly, a real number can be expressed through eq. (1) by setting $i = 0$ and considering the real part only. It is important to note that subset domains exist solely at pre-defined dimensions, i.e., $n = 2, 4, 8, 16, \ldots$ while no algebra rules have been discovered yet for other values.

The addition operation is performed through an element-wise addition of terms, i.e., $h + p = (h_0 + p_0) + (h_1 + p_1)i_1 +$
... + (h_n + p_n)i_n. Similarly, the scalar product can be formulated with \( \alpha h = \alpha h_0 + \alpha h_1i + \ldots + \alpha h_ni_n \) by multiplying the scalar to real-valued components. Nevertheless, more specific formulas need to be introduced to model vector multiplication because of imaginary units interplays. Indeed, as an example, quaternions and octonions products are not commutative due to imaginary units properties for which \( i_1i_2 \neq i_2i_1 \). Therefore, quaternion convolutional neural network (QCNN) layers are based on the Hamilton product which organizes the filter weight matrix \( W = W_0 + W_1i_1 + W_2i_2 + W_3i_3 \) to perform convolution with the input \( x = x_0 + x_1i_1 + x_2i_2 + x_3i_3 \) as:

\[
W \ast x = \begin{bmatrix} W_0 & -W_1 & -W_2 & -W_3 \\ W_1 & W_0 & -W_3 & W_2 \\ W_2 & W_3 & W_0 & -W_1 \\ W_3 & -W_2 & W_1 & W_0 \end{bmatrix} \ast \begin{bmatrix} x_0 \\ x_1 \\ x_2 \\ x_3 \end{bmatrix},
\]

(2)

Processing multidimensional input with QCNNs has several advantages. Indeed, due to the filter submatrices \( W_i, \ i = 1, \ldots, 4 \), QCNNs are defined with 1/4 free parameters with respect to real-valued counterparts with the same architecture structure. Moreover, sharing the filter submatrices among input components allows QCNNs to capture internal relations in input components and to preserve correlations among them. However, this approach is limited to 4D inputs, thus various knobs are usually employed to apply QCNNs to different 3D inputs, such as RGB color images. In these cases, a padding channel is concatenated to the three-channel image to build a 4D image adding, however, useless information. Recently, novel approaches proposed to parameterize hypercomplex multiplications and convolutions to maintain QCNNs and hypercomplex algebra advantages, while extending their applicability to any nD input [37], [38]. The core idea of these methods is to develop the filter matrix \( W \) as a parameterized sum of Kroncker products:

\[
W = \sum_{i=0}^{n} A_i \otimes F_i,
\]

(3)

whereby \( n \) is a tunable or user-defined hyperparameter that determines the domain in which the model operates (i.e., \( n = 4 \) for the quaternion domain, \( n = 8 \) for octonions, and so on). The matrices \( A_i \) encode the algebra rules, that is the filter organization for convolutional layers, while the matrices \( F_i \) enclose the weight filters. Both these elements are completely learned from data during training, thus grasping algebra rules or adapting them if no algebra exists for the specific value of \( n \) directly from inputs. The parameterized hypercomplex convolutional (PHC) layer is malleable to operate in any nD domain by easily setting the hyperparameter \( n \), thus extending QCNNs advantages to every multidimensional input. Indeed, PHC-based networks can process color images in their natural domain (\( n = 3 \)) without adding any uninformative channel (as previously done for QCNNs), while still exploiting hypercomplex algebra properties and preserving correlations and latent relations between channels. Moreover, due to the data-driven fashion in which this approach operates, PHC-based models with \( n = 4 \) outperform QCNNs both in terms of prediction accuracy and training as well as inference time [37], [38].

Furthermore, PHC layers employ \( 1/n \) free parameters with respect to their real-valued counterpart, so the user can govern both the domain and the parameters reduction by simply setting the hyperparameter \( n \).

Therefore, when input data show some correlation properties, it is possible to equip common convolutional neural networks with PHC layers by replacing real-valued operations with hypercomplex ones and to choose the proper domain depending on the input structure.

IV. PROPOSED METHOD

In the following section, we expound the proposed approach and we delineate the structure of our models and the training recipes we adopt. More in detail, we design ad hoc networks for two-view and four-view exams, i.e., a complete mammography exam. Thanks to hypercomplex algebra properties, our models are able to process the original exams as a unique component, without breaking its nature, grasping correlations among the different mammographic views and catching more information for classification.

A. Multi-view parameterized hypercomplex ResNet

The core idea of our method is to leverage information contained in multiple views through parameterized hypercomplex convolutional (PHC) layers in order to obtain a more performant and robust classifier for breast cancer.

ResNets are among the most widespread models for medical image classification [6], [9], [15], [18], [19], [40], [41]. They are characterized by residual connections that ensure a proper gradient propagation during training. A ResNet block is typically defined by:

\[
y = F(x) + x,
\]

(4)

where \( F(x) \) is usually composed by interleaving convolutional layers, batch normalization (BN) and ReLU activation functions. When equipped with PHC layers, real-valued convolutions are replaced with PHC to build parameterized hypercomplex ResNets (PHResNets), therefore \( F(x) \) becomes:

\[
F(x) = BN(\text{PHC}(\text{ReLU}(BN(\text{PHC}(x))))),
\]

(5)
in which \( x \) can be any multidimensional input with correlated components. It is worth noting that PH models generalize real-valued counterparts and also monodimensional inputs. As a matter of fact, a PH model with \( n = 1 \) is equivalent to a real-valued model receiving 1D inputs.

B. Parameterized hypercomplex architectures for two-view analysis

The proposed multi-view architecture in case of two views is straightforward: we employ parameterized hypercomplex ResNets (PHResNets) and we fix the hyperparameter \( n = 2 \). The model is depicted in Fig. 2 together with the training strategy we deploy. The two views of the same breast, i.e., ipsilateral views, are fed to the network as a multidimensional input (channel-wise) enabling PHC layers to exploit their correlations. We adopt ipsilateral views instead of bilateral views, as they are two views of the same breast and thus contain information that helps the model in both the detection process and the classification one. Ultimately, the model produces a binary prediction indicating the presence of either a malignant or benign/normal finding (depending on the dataset). In such manner, the model is able to process the two mamograms as a unique entity, mimicking the diagnostic process of radiologists. Indeed, PHC layers possess the capability of modeling the interactions between the highly correlated views, that would otherwise be lost, and thus leverage information present in ipsilateral views in order to make a more accurate prediction.

C. Parameterized hypercomplex architectures for four-view analysis

The case of four views is not as straightforward as the two views. In fact, even if a mammography exam corresponds to a single patient, in general, two breasts obviously present different findings and consequently have different labels. However, in screening settings, radiologist operate with all four mammographic views as there are additional indicating factors for tumors found by analysing views of different sides, that is bilateral views. Therefore, we propose two novel architectures meticulously designed for processing a whole mammography exam without breaking its nature by exploiting the properties of the hypercomplex domain.

The first model we propose is shown in Fig. 3, named PH Shared Bottleneck network (PHYSBOnet). PHYSBOnet is based on an initial breast-level focus and a consequent patient-level one, through the following components: two encoder branches for each breast side with \( n = 2 \), a shared bottleneck with the same hyperparameter \( n \) to build a broader focus on the patient, and two final classifier layers. Each encoder takes as input two views (CC and MLO) and has the objective of learning a latent representation of the ipsilateral views. The learned latent representation is then processed by a component of the model, the bottleneck, which is shared between the two side branches, as in [19]. Finally, for each side we have a classification layer, which produces the binary prediction relative to the corresponding side. Moreover, we additionally deploy a variant of such network to further exploit hypercomplex algebra by setting the hyperparameter \( n = 4 \) in the shared bottleneck. Thus, in this case, the latent representations learned by the two encoder branches are merged together in order for the PHC layers to work their magic. Finally, to further show the flexibility of the PH approach, we employ the same architecture with \( n = 1 \), i.e., in this case the PH model is able to simulate its real-valued counterpart or alternatively to operate with a single view exam. Hence, we demonstrate how the hyperparameter \( n \) can be readily set according to users’ needs, showing three possible use cases: \( n = 1 \) for a one-view exam or to simulate the equivalent real model, \( n = 2 \) for a
two-view analysis and \( n = 4 \) to process the merged latent representations.

The second architecture we proffer, named Parameterized Hypercomplex Shared Encoder network (PHYSEnet), is inspired by the approach of [18] and it is depicted in Fig. [4]. It has a broader focus on the patient-level analysis through an entire PHResNet18 with \( n = 2 \) as the encoder model, whose weights between the two sides (left and right breast) are shared. Then, two final classification branches perform a breast-level analysis. The input of the encoder comprises two mammographic views corresponding to one breast (CC and MLO), i.e., ipsilateral views, whilst its weights are shared between the two sides to jointly analyze the whole information of the patient. With this procedure, the model is able to simultaneously exploit information contained in ipsilateral views, thanks to PHC layers, and, additionally, information from bilateral views thanks to the shared weights of the entire encoder model [19]. In the end, the two learned latent representations are fed to two classification branches consisting of residual blocks and the final fully connected layer responsible for predicting the presence of a malignant tumor or benign/normal finding, for each side.

**D. Training procedure**

Training a classifier from scratch for this kind of task is very difficult for a number of reasons. For starters, the task itself is much more challenging with respect to the classification of natural images: mammogram images containing benign or malignant tumors present very little differences not noticeable by inexpert eyes and distinguishable only by trained and skilled clinicians. Additionally, in general, and even more so for such a challenging task, neural models require huge volumes of data for training. However, there are only a handful of publicly available datasets for breast cancer and, on top of that, they are characterized by an extremely limited number of examples. Finally, and most importantly, a lesion occupies only a tremendously small portion of the original image, thus making it arduous to be detected by a model [6], especially if the image is reduced in quality, which is often necessary for memory constraints.

To overcome these challenges, we deploy an *ad hoc* pre-training strategy divided in two main steps and illustrated in Fig. [2]. First, we pretrain the model on patches of mammograms and then we involve the pretrained weights to initialize the network for training on whole images. Indeed, pretraining the network on patches of images that contain either a region of interest (ROI) or a background/normal part of the image, allows the model to learn the features that distinguish malignant from benign tumors [6], [18]. Subsequently, these features are exploited for the training on whole images by initializing the network weights with the patch classifier weights. Such training strategy plays a determining role in boosting the performance of the models as we demonstrate in the experimental Section VI.

**V. EXPERIMENTAL SETUP**

In this section we describe the experimental setup of our work that comprises the datasets we consider, the metrics employed for evaluation, model architectures details and training hyperparameters.
A. Data

We validate the proposed method with two publicly available datasets of mammography images, whose sample summary is presented in Table I. The first one is the Curated Breast Imaging Subset of DDSM (CBIS-DDSM) [39] and it is an updated and standardized version of the Digital Database for Screening Mammography (DDSM). It contains 2478 scanned film mammography images from 1566 women, decompressed and converted to the standard DICOM format. The dataset provides pixel-level annotations for the regions of interest (ROI) and biopsy-proven pathology labels (benign or malignant). Furthermore, for each lesion the type of abnormality is reported: calcification (753 cases) or mass (891 cases). It is important to notice how the dataset does not contain healthy cases but only positive ones, where for the majority of them a biopsy was requested by the radiologist in order to make a final diagnosis, meaning that the dataset is mainly comprised of the most difficult cases. Additionally, the dataset provides the data divided into splits containing only masses and only calcifications, respectively, in turn split into official training and test sets, characterized by the same level of difficulty. The second dataset employed in this study, INbreast [2], is a database of full-field digital mammography (FFDM) images. It was acquired at the Breast Centre in CHSJ, Porto, between April 2008 and July 2010, and contains 115 mammography exams for a total of 410 images. It includes several types of lesions, among which masses and calcifications. In this case, the data splits are not provided, thus they are manually created by splitting the dataset patient-wise in a stratified fashion, using 20% of the data for validation. Finally, INbreast does not provide pathological confirmation of malignancy but BI-RADS labels. Therefore, in the aim of obtaining binary labels we consider BI-RADS categories 4, 5 and 6 as positive and 1, 2 as negative, whilst ruling out category 3 following the approach of [6].

For both datasets the same preprocessing is applied: the images are resized [6] to $600 \times 500$ and are augmented in the aim of improving the generalization of the model. The random transformations applied are the following: rotation between $-25$ and $+25$ degrees, horizontal and vertical flips. It is relevant to notice that the views of the same exam are transformed in the same way. Finally, when considering four views, the right views are flipped horizontally such that the breast faces the same direction in all the images of a given exam.

Regarding models optimization, the patch classifier training is carried out with the entirety of CBIS-DDSM, while the training on whole images of two-view models is fulfilled with both CBIS-DDSM and INbreast. More in detail, we experiment both with the mass split of CBIS-DDSM as well as the union of the mass and calcification splits. Instead, for the optimization of four-view networks we utilize only INbreast. The reason for the latter being that to consider four views for CBIS-DDSM, the official training/validation splits do not contain enough full-exam cases and creating different splits would result in data leakage between patches and whole images.

B. Evaluation metrics

We adopt AUC (Area Under the ROC Curve) as the main performance metric to evaluate our models, as it is one of the most common metrics employed in medical imaging tasks [6], [18]–[20]. The ROC curve summarizes the trade-off between True Positive Rate (TPR) and False Positive Rate (FPR) for a predictive model using different probability thresholds. The AUC is a value between 0 and 1 representing model capabilities. To further assess network performance, we additionally evaluate our models in terms of classification accuracy.

C. Training details

We train our models minimizing the binary cross-entropy loss using Adam optimizer [42], with a learning rate of $10^{-3}$. Regarding two-view models, the batch size is 8 for PHResNet18 and 2 for PHResNet50. Instead, for four-view models the batch size is set to 4 and, to overcome the problem of imbalanced data, we utilize a weighted loss assigning a weight to positive examples equal to the number of benign/normal examples divided by the number of positive examples. We adopt two regularization techniques: weight decay and early stopping. Specifically, we set the L2 penalty multiplier to $10^{-3.3}$ and we early-stop the training when the validation AUC does not improve for 20 epochs, with the maximum number of epochs set to 100. Finally, we select as final model the one corresponding to the epoch with best validation AUC [18].

1) Two-view architectures: We perform the experimental validation with two ResNet backbones: ResNet18 and ResNet50. Herein, we describe the details of the architectures, together with the details of the vanilla real-valued equivalents adopted for comparison. The networks have the same structure as in the original paper [43] with slight variations. In the first convolutional layer the number of channels in input is set to be equal to the hyperparameter $n = 2$ and we omit the max pooling operation since we apply a global average pooling operation, after which we add 4 refiner residual blocks constructed with the bottleneck design [43]. Ultimately, the output of such blocks is fed to the final fully connected layer responsible for classification. The backbone network is initialized with the patch classifier weights, while the refiner blocks and final layer are trained from scratch, following the approach of [6]. In both hypercomplex and real domain, the models take as input two views as if they were a single multi-dimensional (channel-wise) entity.

2) Four-view architectures: Here, we expound the architectural details of the proposed models when considering as input the whole mammogram exam. Also in this case, we use as baselines the respective real-valued counterparts, the shared bottleneck model (SBOnet) and the shared encoder network (SEnet), for which the structural details are the same as in the hypercomplex domain. For both the proposed models we start from a PHResNet18 instead of a PHResNet50 because, from the results of the experiments conducted with two views, we can see that although on CBIS-DDSM our PHResNet50 achieves better results than PHResNet18, on INbreast the performance of the two models is comparable.
because it contains less samples and the PHResNet50 may result overparameterized. Additionally, considering that the subset of complete exams further reduces the amount of examples, we believe that the PHResNet18 is the more suitable choice for four-view architectures, as it has less parameters, thus being also more reproducible and accessible.

The first proposed model is the parameterized hypercomplex shared bottleneck model (PHYSBOnet), and the idea is to start from a PHResNet18 and divide its blocks in such a way that the first part of the network serves as an encoder for each side and the remaining blocks compose the shared bottleneck. Thus, the encoders comprise a first $3 \times 3$ convolutional layer with a stride of 1, together with batch normalization and ReLU, and the first 4 residual blocks of ResNet18, as shown in Fig. 3. Then, the shared bottleneck is composed of 8 residual blocks and a global average pooling layer, with the first 4 residual blocks being the standard remaining blocks of ResNet18, and the last 4 the refiner residual blocks employed also in the architecture with two views. Finally, the two outputs are fed to the respective fully connected layer, each responsible to produce the prediction related to its side. The second proposed model, parameterized hypercomplex shared encoder model (PHYSEnet), presents as shared encoder network a whole PHResNet18, while the two classifier branches are comprised of the 4 refiner blocks with a global average pooling layer and the final classification layer.

At training time, both for PHYSBOnet and PHYSEnet, the encoder portions of the networks are initialized with the patch classifier weights, while the rest is trained from scratch. Rather, in a second set of experiments conducted only with PHYSEnet, the whole architecture is initialized with the weights of the best whole-image two-view classifier trained on CBIS-DDSM.

VI. EXPERIMENTAL EVALUATION

In this section, we present an exhaustive evaluation of our method, firstly investigating preliminary experiments without pretraining and then in detail with two multi-view scenarios. We first consider half of a mammography exam, thus consisting of two ipsilateral views, and, secondly, we consider a complete mammography exam, thus comprised of four views. For all experiments, the mean AUC and accuracy over 3 runs is reported together with the standard deviation.

We validate our proposed framework by comparing it against real-valued counterparts and state-of-the-art models for multi-view breast cancer classification. We show how our novel approach outperforms such methods in both multi-view scenarios on two publicly available datasets. Indeed, thanks to the hypercomplex algebra properties that allow to capture and model latent relations present in multi-dimensional inputs, our models are able to exploit the highly correlated nature of the views that make up a mammography exam and thus achieve superior performance.

A. Preliminary experiments

1) Whole-image without pretraining: We conduct preliminary experiments to evaluate the ability of the models to learn from data without any form of pretraining (first part of Table III). We test four different architectures on whole mammograms of CBIS-DDSM considering the mass data split. We employ PHResNet18 and PHResNet50 compared against their real-valued counterparts ResNet18 and ResNet50, respectively. Herein, it is evident that all the models involved are not able to learn properly and struggle to discriminate between images containing a benign lesion from images containing a malignant lesion. In point of fact, distinguishing the malignancy of an abnormality from the whole image only is extremely challenging because the lesion itself occupies a minuscule portion of the entire image. Nevertheless, even with poor performance, it is already evident that the proposed PHResNets are able to capture more information contained in the correlated views and thus reach a higher AUC and accuracy with respect to the real-valued models in all the experiments. Indeed, the best performing model, i.e., the PHResNet50, achieves an AUC of 0.70 and an accuracy of 70.657%. Although the networks reach good results considering the limited number of examples for training, to overcome the challenge of learning from whole mammograms, all further experiments exploit the pretraining strategy described in Subsection IV-D.

2) Patch classifier: Preliminary experiments also include the pretraining phase of patch classifiers, which is carried out with the purpose of extracting crucial information concerning the lesions. Aforesaid, detecting and classifying lesions from the entire mammogram is quite challenging as the abnormality is only a small fraction of the image. Furthermore, in resizing the images, the fine-grained detail that characterizes high-resolution mammograms is lost. Therefore, pretraining the models on patches of mammograms is a way to exploit this information that would otherwise be lost and that is crucial especially for the purpose of discriminating between a malignant lesion and a benign one.

Specifically, for each lesion present in the dataset, 20 patches are taken: 10 of background or normal tissue and 10 around the ROI in question. Aiming to utilize this classifier for the training of whole mammograms with two views, we also require two views at the patch-level. The definition of two views for patches is straightforward. For all lesions that are visible in both views of the breast, patches around that lesion are taken for both views, thus each of the 10 patches taken around a ROI from the CC view have a respective patch taken from the respective MLO view. Then, the patch classifier takes as input two-view $224 \times 224$ patches of the original mammogram, concatenated along the channel dimension, and classifies them into one of the following five classes: back-
ground, benign calcification, malignant calcification, benign mass and malignant mass. Also in this case, we train our proposed models and their real-valued counterparts, of which the results are reported in Table II. We can observe that at the patch-level there is a great gap in performance between our parameterized hypercomplex models and real ones, with PHResNet50 yielding 77.338% accuracy, further exhibiting the ability of PHC layers to model latent relations between multidimensional inputs and, as a consequence, improving networks capability of learning and generalizing.

B. Experiments with two views

1) State-of-the-art methods for comparison: We first compare the proposed PHResNets against the respective real-valued baseline models (ResNet18 and ResNet50) and thereafter against three state-of-the-art multi-view architectures [18], [19], [44]. Actually, a variety of multi-view approaches for breast cancer can be found in the literature [20]–[26]. However, as detailed in Section II all such methods have the same core design, so we establish to use the most recent and advanced works for comparison. On one hand, the multi-view architectures proposed in [18], [19] are designed for mammography exams, with two views and four views, respectively. In these studies, models were trained using a private dataset, thus aiming to compare these approaches with ours, we employ the proposed breast-wise-model by trivially considering only half of it: instead of having four ResNet columns (one per each view and side) we consider only two columns for the CC and MLO views of one side only. On the other hand, the method proposed in [44] is for processing frontal and lateral chest X-rays, with the same idea as the other studies but, instead of using as backbone model a ResNet, they employ DenseNet121.

2) Results: The results of the experiments we conduct in the two-view scenario are reported in Table III together with the number of parameters for each model we train: as explained in Section III PHNNs with \( n = 2 \) operate with the number of free parameters halved with respect to their real-valued counterparts.

Firstly, the advantages of the employed pretraining strategy is clear by comparing the results obtained by our proposed models and their respective real-valued equivalents in the top part of the table with the part corresponding to the pretraining on patches. Most importantly, the center of the table reveals that PHResNets clearly outperform both baseline counterparts implemented in the real domain and all other state-of-the-art methods, with PHResNet50 yielding 0.739 AUC and 75.352% accuracy in the mass split. As well, our approach achieves the best results also in the mass and calc split, with an AUC equal to 0.677 and an accuracy of 68.116%. Herein, the overall performance is reduced with respect to the aforementioned experiments performed with the mass split only. In fact, most works in the literature focus only on mass detection/classification [5], [13], [14], [27], [28]. Nonetheless, thanks to PHC layers, our models are able to grasp essential information that real networks are not able to model and thus outperform them once again. In both the splits, the two most highest AUC and accuracy values are obtained by the two PHResNets, demonstrating the advantages of our approach.
Surely, hypercomplex algebra allows to process the views as a unique component as it is done by radiologists in real-life scenarios. Additionally, thanks to the characteristic sharing of filter submatrices, the models are able to capture information related to how the views are correlated with each other and exploit such modeled relations for learning. On top of that, it is interesting to notice how our proposed models present the lowest standard deviation on AUC and accuracy over different runs, thus being less sensible to initialization and generally more robust and stable. Ultimately, compared with the baseline real-valued networks, PHC-based models possess half the number of free parameters and, nonetheless, are still able to outperform them. This further proves how the hypercomplex approach truly takes advantage of the correlations found in mammogram views.

Then, we show the advantages of our approach by conducting a further set of experiments with the INbreast dataset. In this case, the models are initialized with the weights of the best whole-image classifier trained with CBIS-DDSM. Despite INbreast contains a very limited number of images, the features learned on CBIS-DDSM are transferred effectively so that the models are able to attain even better performance, i.e., an AUC of 0.848 and 85.35% accuracy obtained by PHResNet50. Also in this case, both PHResNets exceed the respective real-valued baselines, proving once more the ability of PHC layers to draw on the correlations of mammographic views in the aim of achieving more accurate predictions as radiologist do to produce a more accurate diagnosis. Even in this case, the standard deviation over the experiment runs is reduced by our approach, further proving the robustness of the proposed method.

### C. Experiments with four views

1) **State-of-the-art methods for comparison:** We first compare the proposed models against the respective baseline models implemented in the real domain (SBOnet and SEnet), and further against two state-of-the-art approaches designed for breast cancer [18]. Specifically, we employ as comparison their best performing model, view-wise-model, along with the breast-wise-model, since we already consider it for the case of two views. The same considerations mentioned in Subsection VI-B1 apply herein as well: ResNet22 is replaced with ResNet18, which is trained with the same dataset and pretraining procedure as our models to guarantee a fair comparison.

2) **Results:** In Table IV we can observe the number of free parameters for each model and the results on the INbreast dataset with four views. Thanks to the properties of parameterized hypercomplex networks, we are able to propose very complex architectures whilst still having a reasonable number of parameters, with the most complex having 41M in the real domain and only 20M in the hypercomplex domain, thus being more appropriate to a small dataset such as the one considered.

The proposed PH models, including both the variants of PHYSBOonet, reach higher accuracy and AUC with respect to the equivalent real-valued baselines, achieving so with half the number of free parameters, thus highlighting the role that correlations between mammographic views play in making the right prediction if exploited properly, as our hypercomplex models are able to do. Importantly, our PHYSEnet largely outperforms all other models, attaining an AUC of 0.833 and an accuracy of 83.33%, proving how the simultaneous exploitation of ipsilateral views, related to PHC layers, and the shared weights between bilateral views of the encoder model results in a more performing classifier. Indeed, PHYSEnet has an initial deep patient-level block that encodes view embeddings by sharing weights between the two sides, providing a more powerful representation with respect to the ones given by the breast-level encoders of PHYSBOonet. Interestingly, our second proposed network, the PHYSBOonet with \( n = 2 \), is also able to compete with the best models in the state-of-the-art. In particular, it surpasses the view-wise model and matches the same AUC as the breast-wise-model, while achieving a higher accuracy, with almost half the number of parameters, thus being lighter and more efficient. Even more notable is the performance of PHYSBOonet in the variant with \( n = 4 \), which exceeds state-of-the-art methods both in terms of accuracy and AUC, attaining the second highest AUC 0.830 with 1/3 of free parameters with respect to the best performing model, i.e., PHYSEnet. Thus, we once more prove the benefits of parameterized hypercomplex networks, showing their ability to be adapted in different frameworks and exams. Thanks to hy-

### TABLE IV

**RESULTS FOR FOUR-VIEW MODELS ON INBREAST.** We pretrain models on CBIS patches as well as patches and then whole CBIS images for a further fine-tuning. We also test the PH network with \( n = 4 \), concatenating (concat) the latent representations of the views, as a slight modification of the architecture in Fig. 5 and with \( n = 1 \) to further demonstrate the flexibility of our approach.

| Model                     | Params | Pretraining | AUC  | Accuracy (%) |
|---------------------------|--------|-------------|------|--------------|
| SBOnet                    | 26M    |             | 0.769 ± 0.017 | 70.000 ± 8.819 |
| SBOnet concat             | 27M    |             | 0.750 ± 0.030 | 71.111 ± 10.183 |
| SEnet                     | 41M    |             | 0.799 ± 0.029 | 82.222 ± 1.924 |
| View-wise-model [18]      | 24M    | Patches     | 0.714 ± 0.071 | 75.556 ± 5.092 |
| View-wise-model [18]      | 24M    |             | 0.786 ± 0.014 | 74.445 ± 6.939 |
| PHYSBOonet \( n = 1 \) (ours) | 26M    | Patches     | 0.758 ± 0.052 | 64.444 ± 7.698 |
| PHYSBOonet \( n = 2 \) (ours) | 13M    | Patches     | 0.782 ± 0.022 | 77.778 ± 9.622 |
| PHYSBOonet \( n = 4 \) concat (ours) | 7M    |             | 0.830 ± 0.010 | 78.889 ± 1.924 |
| PHYSSEnet (ours)          | 20M    |             | 0.833 ± 0.044 | 83.334 ± 3.335 |
| SEnet                     | 41M    | Patches + CBIS | 0.805 ± 0.026 | 81.111 ± 6.939 |
| PHYSSEnet (ours)          | 20M    |             | 0.843 ± 0.016 | 86.667 ± 5.774 |
percomplex algebra properties, they are able to surpass state-of-the-art models possessing double and triple the number of parameters. The versatility of our hypercomplex approach is further demonstrated by the experiments conducted with $n = 1$, in which the PH network is able to simulate its real-valued counterpart. In addition, by simply setting $n = 1$, we can easily adapt our approach also to single-view exams, further showing the great portability of this method.

Ultimately, we also test the most performing architecture, that is PHYSEnet, together with its equivalent implemented in the real domain, using as initialization the weights of the best whole-image two-view model trained with CBIS-DDSM. Both models benefit from the learned features on whole images instead of patches, gaining a boost in performance. However, the greater improvement is attained by the PHC version of the network, which once again surpasses the performance of all other experiments with an AUC of $0.843$ and accuracy of $86.667\%$.

3) **Visualizing multi-view learning:** To further assess the crucial role of multi-view processing in breast cancer classification, here we provide a visual explanation of PHYSEnet results.

We consider a patient from INbreast with a benign finding in the left breast and a malignant mass in the right breast. We compute the saliency maps for each side separately, using gradients of the class-dependent output over the input. With this procedure we are able to visualize which area of the two-view input is most influential for the model decision. Additionally, we take the output at the end of the PH refiner blocks and we compute the average of each activation map in order to obtain a visual representation of what the model has learned. Figure 5 displays the sample views and the computed maps. Firstly, it is worth noting that the model provides one saliency and one activation map for the two views, therefore compacting the double information in a single, more impactful representation. Regarding the saliency maps, for the right side we can observe the highlighted pixels that indeed correspond to the malignant mass visible in the CC and MLO views. This means that this region has a great impact for the final prediction of the right breast, which in fact is accurately classified by PHYSEnet. Meanwhile, the left-side map is darker and no pixel region is particularly accentuated since there are no malignant findings in the left breast, and surely PHYSEnet produces the correct prediction. While saliency maps provide an explanation for the model decision, activation maps provide a visual depiction of the learned latent representation. Also in this case, the pixels corresponding to the mass present in the right breast are activated, while on the left side the ones corresponding to the benign calcification.

### D. Ablation Study

The most relevant ablation studies for the proposed architectures are actually already included in previous experiments reported in Section VI. As an example, an interesting ablation study is to remove significant parts from the different networks. In that sense, the most crucial network modules are represented by the PHC layers. Removing the potential of parameterized hypercomplex operations, the model turns out
to be equivalent to its real-valued counterpart. However, we have shown in Section VII that the real-valued counterpart is greatly outperformed by the respective hypercomplex network for each proposed model. Those results prove how the gain in performance is owed to the capabilities to exploit multi-view correlations that are endowed to our methods thanks to the introduction of hypercomplex algebra in a convolutional layer.

In Section VII, we have additionally tested the impact of the deployed pretraining strategy: randomly initializing networks weights lead to poor performance, because tumor masses or calcifications are arduous to detect, and even more to classify, from the original mammogram, as they occupy a tiny portion of the image. On the contrary, thanks to the pretraining recipe we adopt, the fine-grained detail characteristic of high-resolution mammograms is leveraged as a result of the patch classifier, and effectively transferred for learning with entire mammogram images.

VII. HOW DO I CHOOSE THE BEST MODEL FOR MY DATA?

In this section, we aim at answering the reader question Which model do I employ on my data and for my problem? We propose several different networks, often specific for the kind of problem. Therefore, here we analyze the framework, the structure of available data and the cases in which each model fits at best. We consider multiple scenarios, including datasets with 1, 2 or 4 views, whether ROI annotations are available or not, the memory constraints, the size of the dataset and if proposed models are easily exportable to other kind of medical imaging problems. Table V reports the applicability of each network we propose in the above-mentioned scenarios. Importantly, our approach is easily scalable and exportable to other multi-view medical problems such as chest X-ray disease classification and multimodal brain tumor segmentation. Moreover, while we prove the crucial role of pretraining for breast cancer classification tasks, especially when scarce data is available, this is only applicable in case of datasets with provided ROI annotations. Nevertheless, our methods can be applied even in dataset where ROI observations are missing, since we provide pretrained models and weights to overcome this limitation. We believe that Table V may help the reader clarifying which model better fits in specific cases and may increase the usability of our approach in future researches and in different medical fields.

VIII. CONCLUSIONS

In this paper, we have introduced an innovative approach for breast cancer classification that handles multi-view mammograms as a radiologist does, thus leveraging information contained in ipsilateral views as well as bilateral. Thanks to hypercomplex algebra properties, neural models are endowed with the capability of capturing and truly exploiting correlations between views and thus outperform state-of-the-art models. At the same time, our approach is flexible to be adopted in any existing neural network as well as for different imaging exams with an arbitrary number of views. On a thorough evaluation on publicly available benchmark datasets, we have showed the improved AUC and accuracy values of the proposed approach with respect to state-of-the-art methods, together with a greater robustness of such results. We believe that our approach is a real breakthrough for this research field and that it may pave the way to novel methods capable of processing medical imaging exams with techniques closer to radiologists and to human understanding.
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