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Abstract: This paper described a new method of obstacle mapping in an indoor environment utilizing a Grid-Edge-Depth map. The Grid-edge-depth map contained the information of distance and relative position of the object in the front of the robot. This mapping method utilized this information to mark off the visible obstacle/s in a particular virtual map. The 2D map created as a representative of the environment using a 300 by 500 pixels image. Every pixel represents a one by one cm of the environment and the obstacle's size. The obstacle’s size was 30 by 30 pixels when it mapped by the system. It was a fixed size in the mapping process since the system cannot calculate the dimension of the detected obstacle. If the obstacle detected, the system checked its distance in GED-map. Then the system calculated the obstacle’s position against the goal, and finally map it in the 2D map. In this case, the proposed method in building a 2D map of the obstacle in the indoor environment combined with the rules to decide the direction of the mobile robot. The rules used to avoid the collision to the obstacle. The evaluation of the method showed that the system could map the detected obstacles, the initial position, and the goal’s relative distance and position. The robot also reaches the goal position while avoiding the collision to the obstacle.

Keywords: GED-map, Map building, Mobile robot, Stereovision, distance

I. INTRODUCTION

The first model designed in the previous study is the Grid-Edge-Depth Map. The world map used is attached to the depth map. The depth map obtained from computing the disparity map with the focal length values of the stereo camera and also the distance between the stereo cameras used. While the disparity map is the result of computing two images (right and left) which were acquired by a stereo camera using the SAD (sum of absolute difference) algorithm [1], [2].

The value substitutes the depth map image in the next process to the edge image. A new edge feature image obtained and contained the value of the distance or depth of the object at each pixel. The image called edge-depth map. Then to determine the position of objects both horizontally and vertically, the edge-depth map is divided into five parts horizontally and also five parts vertically, and called grids.

Each grid calculated its minimum value, to bring up a single value attached to each grid. The whole part of the image is called a Grid-Edge-Depth map (GED-map). The Grid-Edge-Depth map shown in Fig. 1

The GED-map informs the minimum distance that has been calculated by the system for each grid. The unit for each minimum distance information is centimetres. Adding information to the program created is intended to facilitate the process of observation when conducting experiments.

![Fig. 1. Grid-edge-depth map](image)

The previous research has designed control rules for a wheeled robot in avoiding the obstacle utilizing the GED-map. This research has been continuing the previous result, especially in the obstacle’s map building process. The map is in two-dimensional form. Once the map built by the system, the robot could use it to navigate to the initial position [3][4]. Based on the previous research used, the two-dimensional mapping process carried out was able to map the obstacle and also the robotic navigation point. It is just that the resulting map still contains obstacles that are mapped several times by the system, so the numbers are not the same as the reality in the environment. The mapping problem makes it difficult for the robot when reading back the digital map to return to its initial position. Therefore it is necessary to study the appropriate method or environment mapping algorithm to be used by the robot to return to its original position, by utilizing information on the distance and relative position of the obstacle on the GED-map [5][6][7][8].

The use of sensors in the robotic navigation system always adjusted to the operational environment.
A robot can navigate both inside and outside a room [9]. In outdoors navigation, the global positioning system is an alternative for its navigation base while other sensors used for robot navigation purposes include ultrasonic sensors, infrared sensors, laser range finders, cameras and other sensors. Some robots are only equipped with one type of sensor, for example, ultrasonic. Nevertheless, some are equipped with several sensors at once, for example, cameras and laser range finders [10].

Camera sensors are sensors that can provide real information about the environment compared to other sensors. Therefore the use of cameras as the primary sensor for autonomous robot navigation continues to grow until now. Table 1.1 shows the advantages of the camera compared to other sensors used for robot navigation purposes. In terms of cost, for example, the camera sensor is relatively inexpensive. Then the camera sensor also has good accuracy, variety of uses, and relatively unlimited range.

| Sensor | cost | Accuracy | Versatility | Range |
|--------|------|----------|-------------|-------|
| Sonar  | Medium | Poor | Few | Limited |
| Laser  | High | Good | More | Limited |
| Vision | Low | Good | Many | Unlimited |

Robots equipped with sensors can then be programmed to have capabilities such as mapping, random exploration, and autonomous navigation [12][13]. Autonomous navigation divided into three categories: map-based, map-building, and mapless. Map-based navigation systems tend for the environment to remain unchanged for quite an extended period. Therefore in the navigation process, the robot can utilize a static map that contains in detail the position of the obstacle and also information on its distance from a particular position, for example from the initial position the robot move [12][14][15]. Another autonomous robot navigation category is map-building. In this category, the robot builds the environment map while the navigation process [16]. The map may contain information about the position of the obstacle, or landmarks contained in the environment. In this category, the robot may utilize or reads the map to navigate without utilizing its sensors. The process of navigating and building a map conducted almost simultaneously. It is mean when detecting the existence of an obstacle, the system also deciding the direction of movement, and mapping the obstacle [17], [18], [19].

II. RESEARCH METHOD

This research used a wheeled robot. The robot consists of four Omni wheels and four DC motors. They are controlled by an Arduino mega based microcontroller that receives commands from the computer via a USB port. The robot uses a holonomic-drive system. The system allows the robot to move in all directions according to the command. All the commands coded into an upscale alphabetical code, that is A, B, C, D, E and F. In this case, the robot programmed to go forward (A), backwards (B), move to the right (C), move to the left (D), move 45 degrees forward to the right (E), and move 45 degrees forward to the left (F).

The goal of this mapping and or navigating process is a yellow lamp, placed on a table. The same another table also used as the obstacle when the robot was moving during its navigation process. This study used an assembled stereo camera. The calibration process used a toolbox by Jean-Yves Bouguet [14,15]. Both cameras connected to the computer via a USB port [20][21][22].

This research proposed an algorithm to build a 2D map using a 300x500 pixels image. The first process of the proposed algorithm is that the system creates a 300x500 pixels white image. Then the system marks the start position of the robot using a 37x37 pixels grey image square (pixel’s intensity value is 230). The next process initializes the size of the obstacle row/or S (25 pixels) and the minimum distance of the robot to the obstacle/ dR0 (65 pixels). Next process is building a GED-map, and it described in [1]. The system then detects the presence of a yellow lamp as the goal of navigation. If the system detects the yellow lamp, it gives a bounding box and specifies the midpoint (xYellow and yYellow values). Then the system reads the distance of yellow lamp on the depth map based on its coordinates (xYellow and yYellow).
Furthermore, the system marks the yellow lamp in the 2D map (pixel’s intensity value is 100).

The next process is to calculate the value of the obstacle distance to the lamp \(dOL\) using the following formula:

\[
dOL = yellowLampDistance - dOL - orS
\]

Then the system checks whether the \(dOL\) is less than one or not. If the \(dOL\) is less than one, then the system set \(dOL\) the value to one. Furthermore, if the yellow lamp distance is more than 65 cm, and there are no obstacles, the system instructs the robot to move forward to the goal.

If the distance of the yellow lamp is more than 65 cm and there is an obstacle in front of the robot with a less than or equal to 65 cm distance, the system instructs to avoid the obstacle [2]. Then the system marks the found obstacle in the 2D map while determining these values:

\[
\begin{align*}
    bA &= \text{(top row)} = dOL \\
    bB &= \text{(bottom row)} = bA - orS = bA - 25 \\
    cA &= \text{(Initial column)} = 121 + ((60-orS) / 2) \\
    cB &= \text{(End column)} = cA + orS
\end{align*}
\]

The steps of the algorithm are:

**Initialisation:**

\[
\text{whiteImage} = 255*\text{ones (500, 300, 'uint8');}
\]

\[
\text{whiteImage (433:470, 132:169) = 230;}
\]

\[
\text{obstacleRowSize (orS) = 25;}
\]

\[
\text{minimumDistanceRobotObstacle (dRO) = 65;}
\]

**Build a GED-map**

Detect the presence of the yellow lamp

If the yellow lamp is detected

Give a bounding box of yellow lamp

Specify \(\text{xYellow}\) and \(\text{yYellow}\) values (the midpoint)

Read the distance of yellow lamp on the depth map based on \(\text{xYellow}\) and \(\text{yYellow}\)

Mark the Yellow lamp in the whiteImage

\[
\text{xYellow} = \text{xYellow - 10;}
\]

If \(\text{xYellow} < 1\)

\[
\text{xYellow} = 1;
\]

End If

\[
\text{xYellow2} = \text{xYellow}+10;
\]

\[
\text{whiteImage (20:30,\text{xYellow}:\text{xYellow2}) = 100;}
\]

Calculate the obstacle distance to the lamp.

\[
dOL = yellowLampDistance - dOL - orS
\]

If \(dOL < 1\)

\[
\text{dOL} = 1;
\]

End If

If \(dOL > 65\) and No Obstacle

Move forward;

End If

If \(dOL > 65\) and there is an Obstacle with <=65 cm

Avoid the collision to the obstacle;

Mark the found obstacle using the value of initialRow, bottomRow, initialColumn and endColumn

\[
\begin{align*}
    bA &= \text{uint16(dOL-23)}; \\
    bB &= \text{uint16(bA+37)}; \\
    cA &= \text{uint16(xYellow-(37/2))}; \\
    cB &= \text{uint16(xYellow+(37/2))};
\end{align*}
\]

End If

End If

**III. RESULTS AND ANALYSIS**

The obstacle map built using a 300 by 500 pixels image. Every pixel represented the one-centimetre size of objects in the environment, including the wheeled robot, the yellow lamp as a goal of navigation, and the obstacles. In the experiment of the map building process, the decision to avoid the obstacle based on rules in [2]. Error! Reference source not found. shows the 2D map (left side) and the real-time objects that the robot can see through the stereo camera. Once the robot is turned on, and the system starts to detect the presence of the goal, the system creates a 300x500 pixels image at the same time. Then the system mapped the robot’s position against the detected goal position and mapped the goal in the 2D map. If the system detected the goal (in this case is a yellow lamp placed on the 30 cm height of a table), the robot would start to move. The destination is the yellow lamp. While the robot moves to the goal, it also detects the presence of the obstacle. At the same time, the system maps it in the 2D map. The system also tries to avoid the collision to the obstacle. The process of detecting and mapping the obstacle in the 2D map described in Error! Reference source not found.. The position of the mapped obstacles in the 2D map calculated by the system. The calculation based on the distance of the robot to the obstacle. The distance of the obstacle to the robot calculated and called the Grid-Edge-Depth map [1], [2]. The information from GED-map always compared to the distance and position of the goal to the robot. It was the main idea of this paper. Error! Reference source not found. then shows the scene when the robot succeeds to avoid obstacles to its left position. Error! Reference source not found. shows the scene when the robot got through the obstacles and still detected the goal at the same time.

![Fig. 4. An initialization of map building’s image and the goal detection in the first proses](image1)

![Fig. 5. Visualization of mapped obstacles in the navigation’s process](image2)
Since the robot does not reach the goal, as shown in Fig. 4 and Fig. 5, the navigation and mapping process is not finished yet. The robot continues to navigate to the goal position while avoiding the collision at the same time against the obstacle.

Fig. 6 showed the final scene when the robot reached its goal. The final 2D map also shows in Fig. 7. The final 2D map shows that there are three detected obstacles. Real-time view from the camera in Fig. 5 shows that the final obstacle seen on the right side of the goal. Then the system also mapped the obstacle in the 2D map. However, the system did not map the goal where the yellow lamp placed on it. The system did not detect the table or the chairs as an obstacle since it a concern to the yellow lamp detection as the robot’s goal or destination. The system also did not map the detected table into the 2D map. The system calculates the distance to the robot (in GED-map).

**Fig. 6. Visualization of mapped obstacles to the goal position**

The experiment conducted and found that the system sometimes mapped the same position of detected obstacle twice. Ideally, the system compares the detected and mapped of the obstacle when it changes the robot’s position because of avoiding the collision to the obstacle’s process. Alternatively, the system can delete the new mapped of a detected obstacle when it changes the robot’s position when succeed avoiding the collision against the obstacle.

**IV. CONCLUSION**

GED-map based obstacle mapping in an indoor environment described in this study. A 300 by 500 pixels image used as an initial blank map. This research proposed a new method to placed a visualization of a known size of the obstacle in the blank image as a map. Every pixel of the map represents one centimetre of the obstacle and the goal. In this case, the goal is a yellow lamp placed on the table. Using the rules, the system detecting the goal, detecting the obstacle, and deciding the decision of the direction of the robot. When the system found the obstacle, the system placed a 30 by the 30-pixel black image on the map. The position of the detected obstacle at the same time is compared to the goal (yellow lamp) position and distance. So the system can estimate the position of a placed obstacle in the map. The experiment showed that the proposed method is effective. Especially in mapping the obstacles in the 2D map, based on its relative position to the goal as a comparison of distance. Some of the experiment results showed in Fig. 4, Fig. 5, Fig. 6, and Fig. 7. The problem came when the system placed more than once of the same obstacle in the map. This problem becomes our next research to fix the problem.
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