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Abstract—In this paper, we propose a novel four-stage data augmentation approach to ResNet-Conformer based acoustic modeling for sound event localization and detection (SELD). First, we explore two spatial augmentation techniques, namely audio channel swapping (ACS) and multi-channel simulation (MCS), to deal with data sparsity in SELD. ACS and MCS focus on augmenting the limited training data with expanding direction of arrival (DOA) representations such that the acoustic models trained with the augmented data are robust to localization variations of acoustic sources. Next, time-domain mixing (TDM) and time-frequency masking (TFM) are also investigated to deal with overlapping sound events and data diversity. Finally, ACS, MCS, TDM and TFM are combined in a step-by-step manner to form an effective four-stage data augmentation scheme. Tested on the Detection and Classification of Acoustic Scenes and Events (DCASE) 2020 data set, our proposed augmentation approach greatly improves the system performance, ranking our submitted system in the first place in the SELD task of the DCASE 2020 Challenge. Furthermore, we employ a ResNet-Conformer architecture to model both global and local context dependencies of an audio sequence and win the first place in the DCASE 2022 SELD evaluations.

Index Terms—Spatial data augmentation, sound event detection, sound source localization, direction of arrival, Conformer.

I. INTRODUCTION

SOUND event localization and detection (SELD) is a task to detect the presence of individual sound events and localize their arriving directions. Humans can correctly identify and localize multiple sound events overlapping both temporally and spatially in an audio signal, but it is very challenging for machines. Effective SELD is of great importance in many applications. For instance, SELD-enabled robots can perform search and rescue missions when detecting the presence of a fire, an alarm, or a scream, and localizing them. In teleconferences, an active speaker can be recognized and tracked, making it possible to use beamforming techniques to enhance speech and to improve automatic speech recognition (ASR) [1], [2]. Intelligent homes and smart cities can also employ SELD for acoustic scene analysis and audio surveillance [3], [4].

The SELD problem consists of two key issues denoted as sound event detection (SED) and sound source localization (SSL). SED aims to recognize individual sound events in an audio sequence together with their onset and offset times. Early SED methods [5], [6], [7] came from the ASR field, with Gaussian mixture models (GMM) and hidden Markov models (HMM) used for acoustic modeling. However, when overlapping events occur, the detection results were often unsatisfactory. Non-negative matrix factorization (NMF) based algorithms were used to learn a dictionary of basis vectors and then separate sound sources [8], [9]. Nevertheless, this method is not robust in noisy environments.

Recently, deep neural network (DNN) architectures in various forms have been successfully employed for SED. Feed-forward neural networks (FNN) were used for sound event classification, which greatly outperformed support vector machines (SVM) at low signal-to-noise ratio (SNR) levels [10]. Convolutional neural networks (CNN) [11], [12], [13] and recurrent neural networks (RNN) [14], [15], [16] were also adopted for SED. Capsule neural networks (CapsNet) [17] which were originally proposed for image classification, have been used to separate individual sound events from an overlapping mixture by selecting the most representative spectral features of each sound event [18], [19]. State-of-the-art results for SED were achieved by a convolutional recurrent neural network (CRNN) [20], [21], [22], a recently published architecture that combined CNN, RNN, and FNN.

SSL aims to estimate the direction-of-arrival (DOA) for each sound source. Various algorithms have been proposed for DOA estimation. These approaches can be categorized into two kinds: conventional and DNN-based. Conventional DOA estimation approaches include multiple signal classification (MUSIC) [23], estimation of signal parameters via rotational invariance technique (ESPRIT) [24], [25], and steered response power phase transform (SRP-PHAT) [26], [27], [28], which rely on a sound field model. DNN-based approaches, however, do not rely on preassumptions about array geometries and
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have superior generalization ability to unseen scenarios because of their high regression capability [29], [30], [31]. Previous studies have proposed a DOA estimation method for overlapping sources by combining sound intensity vector methods [32], [33] and DNN-based separation [34]. A DNN-based phase difference enhancement for DOA estimation was proposed in [35], showing better results than direct regression to DOA representation.

For supervised methods, one key factor that affects the system performance is the size of the training data. It is difficult for DNNs to learn the relationship between the input and output for small datasets. And models trained with small datasets tend to face overfitting problem. In machine learning, data augmentation is an effective strategy to overcome a lack of training data and to alleviate overfitting, which has been widely used in many areas, such as ASR, sound classification, image classification, and computer vision [36], [37], [38], [39]. In this study, we focus on data augmentation techniques to deal with limited training data in DNN-based acoustic modeling for SELD. The configuration of the microphone array is an important factor that affects the performance of a SELD system. Several kinds of microphone arrays are used in the literature, such as spherical array [40], mobile phone [41], circular array [42], and wearable array [43]. Indeed, most related researches use spherical microphone arrays to collect experimental data [44], [45], [46]. Due to the difficulty of recording and annotation procedure for sound scene data, these SELD datasets are usually of small size and not suitable for training DNN-based methods. This motivates us to exploit the spatial augmentation approach for SELD.

For the SED task, time stretching, pitch shifting, equalized mixture data augmentation (EMDA) [47], and mixup [48] are effective to improve system performances [15], [49], [50], [51]. Since these augmentation techniques increase the diversity of input audio signals, they are also applicable to the SELD task. In addition to SED, the SELD task addresses SSL, i.e., DOA estimation by utilizing DOA labels of single or multiple sound sources. It should be noted that the spatial information may be affected when the audio signals are modified by data augmentation methods. To the best of our knowledge, there exists only a few data augmentation studies for DOA estimation. He et al. proposed to mix single-source segments for multi-speaker DOA estimation [52]. Mazzon’s team first proposed a spatial augmentation method based on properties of first-order Ambisonics (FOA) sound encoding [53]. It focused on expanding the representation of the DOA subspace for the FOA data set and was effective to reduce DOA errors. However, the authors did not investigate its effectiveness to deal with overlapping sound events, which is necessary for future SELD applications in real-life acoustic scenes with potentially overlapping events.

In this study, we investigate a number of novel approaches to spatial data augmentation for acoustic modeling in SELD. We first propose two techniques, namely audio channel swapping (ACS) and multi-channel simulation (MCS), to increase the diversity of DOA representations from the limited training data. ACS performs transformation on audio channels, which is based on the physical and rotational properties of the spherical microphone array. The MCS approach aims to simulate new multi-channel data by estimating spatial information carried by audio segments containing isolated and static sound events. A complex Gaussian mixture model (CGMM) [54] is used to estimate time-frequency (T-F) masks and a generalized eigenvalue (GEV) beamformer [55] is employed to obtain enhanced spectra which are combined with spatial information to simulate multi-channel data. In addition to ACS and MCS, we adopt two other augmentation techniques for SELD, namely time-domain mixing (TDM) which randomly mixes two individual sound events in the time domain and is similar to EMDA [47] and time-frequency masking (TFM) which randomly drops several consecutive frames or frequency bins of spectra features [56], [57].

By combining these four complementary techniques in a stage-by-stage manner without the Conformer, our submitted ResNet-GRU based system [58] achieved the best performance for the SELD task of the Detection and Classification of Acoustic Scenes and Events (DCASE) 2020 Challenge [59]. To further improve acoustic modeling in this study, we also adopt a Conformer that combines convolution and transformer and achieves state-of-the-art results in ASR [60]. The Conformer module is a novel combination of self-attention and convolution, with self-attention capturing global dependencies and convolution learning local features in an audio sequence. We incorporate the Conformer framework into the ResNet used in our DCASE 2020 system and evaluate it in real spatial sound scenes. The resulting ResNet-Conformer architecture [61] ranks the first place in the SELD task of the DCASE 2022 Challenge [62].

Our major contributions can be summarized as follows:

1) presenting a novel ACS spatial augmentation method to expand data sets of the DCASE 2020 and 2022 Challenges based on symmetrical distribution characteristics of spherical microphone array;
2) proposing a novel MCS spatial augmentation technique to increase the number of DOA representations for static sound events by estimating spatial information carried by audio signals;
3) incorporating a Conformer module into a ResNet system to form a ResNet-Conformer architecture that captures both global and local context dependencies in an audio sequence;
4) designing a set of comprehensive experiments for the DACSE 2020 SELD task to show the effectiveness of the proposed four-stage data augmentation approach to acoustic modeling for the proposed ResNet-Conformer architecture.

The remainder of the paper is organized as follows. Section II describes the spatial data augmentation approaches, especially for ACS and MCS. Section III details the Conformer architecture. Experimental results and analysis are presented in Section IV. Finally we conclude the paper in Section V.

II. FOUR-STAGE DATA AUGMENTATION

A. Audio Channel Swapping (ACS)

The ACS spatial augmentation method is proposed to deal with small SELD datasets collected by spherical microphone arrays, which play an important role in sound field analysis and
have gained a lot of popularity in recent years. The proposed ACS method could be applied to two kinds of data formats. The first is first-order Ambisonics (FOA) format which can be obtained by directly using Ambisonics microphones [63], e.g., SoundField ST450, SoundField SPS200, Oktava MK4012 or by converting the spherical microphone array signals to first-order Ambisonics with measurement-based encoding filters [64]. The second data format is tetrahedral microphone array (MIC) in which the placement of the four microphones on the surface of the sphere needs to meet certain requirements. The azimuth angles of four microphones must be exactly the same as described in the next paragraph, whereas there is no explicit requirement for the elevation angles, as long as the distances from the four microphones to the xy : z = 0 plane are the same. Generally speaking, the proposed ACS spatial augmentation method is applicable to a wide range of datasets, e.g., data used in the SELD task in DCASE 2019-2022 Challenges [40], [45], [65], [66], in the 3D SELD task in L3DAS21 and L3DAS22 Challenges [46], [67], and the LOCATA Challenge corpus [44].

The development data set for the SELD task of the DCASE 2020 Challenge [40] contains multiple spatial sound-scene recordings generated by convolving randomly chosen isolated sound event samples with real-life room impulse responses (RIRs) collected by a spherical microphone array called EM32 Eigenmike [68]. Each scene recording is delivered in two 4-channel spatial recording formats, MIC and FOA. The MIC data set is extracted directly by selecting four channels of the spherical microphone array, corresponding to a tetrahedral capsule arrangement, as shown in Fig. 1. For these four microphones mounted on a spherical baffle, an analytical expression for the directional array response is given by the expansion for the MIC format [40]:

\[
H_m^{\text{MIC}}(\phi_m, \theta_m, \phi, \theta, \omega) = \frac{1}{(\omega R/c)^2} \sum_{n=0}^{30} h_n^{(2)}(\omega R/c)(2n + 1)P_n(\cos(\gamma_m)),
\]

(1)

where the directional response for each channel is expanded to 30 terms according to [40]. \( R = 4.2 \text{ cm} \) is the spherical microphone array radius. The channel index is denoted by \( m \). Symbols \( \phi \) and \( \theta \) denote the azimuth and elevation angles of the sound source, whereas \( \phi_m \) and \( \theta_m \) denote the azimuth and elevation angles of \( m \)-th microphone as shown in Fig. 1. The angular frequency is denoted by \( \omega \) and can be expressed as \( \omega = 2\pi f \). The microphone array radius and sound speed are denoted by \( R \) and \( c \), respectively. \( j \) denotes the imaginary unit. \( h_n^{(2)} \) is the derivative with respect to the parameter passed to the second kind of spherical Hankel function. \( P_n \) denotes the \( n \)-th order non-normalized Legendre polynomial. And \( \gamma_m \) denotes the angle between the \( m \)-th microphone position and the sound source. From (1), we can see that the directional response of the \( m \)-th channel is a function of the cosine angle between the microphone position and the DOA:

\[
\cos(\gamma_m) = \sin(\theta)\sin(\theta_m)\cos(\phi - \phi_m) + \cos(\theta)\cos(\theta_m).
\]

(2)

Ambisonics is another data format that decomposes a sound field on an orthogonal basis of spherical harmonic functions. In this study, first-order decomposition is used to generate the FOA data set. It is obtained by converting the spherical microphone array signals to first-order Ambisonics with measurement-based encoding filters [64]. The FOA signal consists of four channels (\( W, Y, Z, X \)) with \( W \) corresponding to an omnidirectional microphone and \( (Y, Z, X) \) corresponding to three bidirectional microphones aligned on the Cartesian axes. With \( t \) and \( f \) as the T-F bin indices, considering there is a point source \( p(t, f) \) from DOA in the short-time Fourier transform (STFT) domain given by azimuth angle \( \phi \) and elevation angle \( \theta \), the sound field on the four FOA channels can be decomposed as

\[
\begin{bmatrix}
W(t, f) \\
Y(t, f) \\
Z(t, f) \\
X(t, f)
\end{bmatrix} =
\begin{bmatrix}
1 \\
\sin(\phi)\cos(\theta) \\
\sin(\theta) \\
\cos(\phi)\cos(\theta)
\end{bmatrix} p(t, f).
\]

(3)

Using the SN3D normalization scheme of Ambisonics [69], the frequency-independent directional response of the \( m \)-th channel \( H_m^{\text{FOA}}(\phi, \theta, f) \) for FOA is given by

\[
H_1^{\text{FOA}}(\phi, \theta, f) = 1,
\]

(4)

\[
H_2^{\text{FOA}}(\phi, \theta, f) = \sin(\phi)\cos(\theta),
\]

(5)

\[
H_3^{\text{FOA}}(\phi, \theta, f) = \sin(\theta),
\]

(6)

\[
H_4^{\text{FOA}}(\phi, \theta, f) = \cos(\phi)\cos(\theta).
\]

(7)

New DOA representations can be generated based on the spatial responses of the MIC and FOA data sets by applying transformations to audio channels. For data with the MIC format, not only level but also time differences are encoded, thus the
TABLE I
THE ACS AUGMENTATION APPROACH FOR BOTH MIC AND FOA DATA SETS

| DOA Transformation | MIC Dataset | FOA Dataset |
|--------------------|-------------|-------------|
| $\phi = \phi - \pi/2, \theta = -\theta$ | $C_1^{\phi \theta} = C_2, C_2^{\phi \theta} = C_4, C_3^{\phi \theta} = C_1, C_4^{\phi \theta} = C_3$ | $C_1^{\phi \theta} = C_2, C_2^{\phi \theta} = -C_4, C_3^{\phi \theta} = -C_1, C_4^{\phi \theta} = C_3$ |
| $\phi = -\phi - \pi/2, \theta = \theta$ | $C_1^{\phi \theta} = C_4, C_2^{\phi \theta} = C_2, C_3^{\phi \theta} = C_3, C_4^{\phi \theta} = C_1$ | $C_1^{\phi \theta} = C_1, C_2^{\phi \theta} = -C_4, C_3^{\phi \theta} = C_3, C_4^{\phi \theta} = -C_1$ |
| $\phi = \phi, \theta = \theta$ | $C_1^{\phi \theta} = C_1, C_2^{\phi \theta} = C_2, C_3^{\phi \theta} = C_3, C_4^{\phi \theta} = C_4$ | $C_1^{\phi \theta} = C_1, C_2^{\phi \theta} = C_2, C_3^{\phi \theta} = C_3, C_4^{\phi \theta} = -C_4$ |
| $\phi = -\phi, \theta = -\theta$ | $C_1^{\phi \theta} = C_2, C_2^{\phi \theta} = C_4, C_3^{\phi \theta} = C_1, C_4^{\phi \theta} = C_3$ | $C_1^{\phi \theta} = C_1, C_2^{\phi \theta} = -C_2, C_3^{\phi \theta} = -C_3, C_4^{\phi \theta} = -C_4$ |
| $\phi = \phi + \pi/2, \theta = -\theta$ | $C_1^{\phi \theta} = C_3, C_2^{\phi \theta} = C_1, C_3^{\phi \theta} = C_4, C_4^{\phi \theta} = C_2$ | $C_1^{\phi \theta} = C_1, C_2^{\phi \theta} = -C_4, C_3^{\phi \theta} = -C_3, C_4^{\phi \theta} = C_2$ |
| $\phi = -\phi + \pi/2, \theta = \theta$ | $C_1^{\phi \theta} = C_1, C_2^{\phi \theta} = C_3, C_3^{\phi \theta} = C_2, C_4^{\phi \theta} = C_4$ | $C_1^{\phi \theta} = C_1, C_2^{\phi \theta} = C_2, C_3^{\phi \theta} = C_3, C_4^{\phi \theta} = -C_4$ |
| $\phi = \phi + \pi, \theta = \theta$ | $C_1^{\phi \theta} = C_4, C_2^{\phi \theta} = C_4, C_3^{\phi \theta} = C_2, C_4^{\phi \theta} = C_1$ | $C_1^{\phi \theta} = C_1, C_2^{\phi \theta} = -C_2, C_3^{\phi \theta} = -C_3, C_4^{\phi \theta} = -C_4$ |

$C_m$ and $C_m^{\text{new}}$ denote the $m$-th channel data of the original and augmented data sets, respectively.

spatial responses of the augmented data must be the same as that of the original data. Only level differences are encoded for the FOA format data, which means that there may exist sign inversion for the spatial responses of the augmented data. There are only a limited set of transformations that can be applied to the audio channels in order to keep the spatial responses of the MIC data unchanged. Specifically, channel swapping is used for the MIC data and there are only eight allowable transformations to obtain effective audio data and the corresponding DOA representations. To obtain the same DOA labels for the FOA data, channel transformations can be applied to the FOA channels according to the spatial responses.

Table I lists all eight DOA transformations (including identity) for ACS spatial augmentation. Take one transformation, $\phi = \phi + \pi, \theta = \theta$, as shown in Fig. 2 for example. $M_1$, $M_2$, $M_3$, and $M_4$ are four microphones arranged on a spherical baffle to extract the MIC data. The azimuth and elevation angles of the four microphones are shown in Fig. 1. Considering there is an original sound source $S$ from DOA given by azimuth angle $\phi$ and elevation angle $\theta$, then the MIC format data can be denoted as $(C_1, C_2, C_3, C_4)$, which means that the $m$-th channel data $C_m$ is extracted by the $m$-th microphone $M_m$. By applying a DOA transformation, the newly generated sound source $S^{\text{new}}$ has an azimuth angle $\phi + \pi$ and an elevation angle $\theta$. It can be seen in Fig. 2 that the relative location relationship, between the newly generated sound source $S^{\text{new}}$ and spherical microphone array, stays unchanged. Due to the symmetry of the four-microphone arrangement, it is equivalent to obtain multi-channel data $(C_4, C_3, C_2, C_1)$ for sound source $S^{\text{new}}$, corresponding to swapping the first and fourth channels plus the second and third channels. From a theoretical perspective, after applying the DOA transformation ($\phi = \phi + \pi, \theta = \theta$), the spatial response of each channel for both the MIC and FOA data can be calculated according to (2) and (4)–(7) to generate the augmented data accordingly. Note that ACS for the FOA data is also discussed in [70].

The ACS augmentation approach is simple to implement. It can be applied to any sound event sample, whether non-overlapping or overlapping, whether static or moving, by directly performing transformations on audio channels. The original DOA labels are limited in the domain that azimuth $\phi \in [-180^\circ, 180^\circ]$ and elevation $\theta \in [-90^\circ, 90^\circ]$. After applying DOA transformations, it is easy to control the augmented DOA labels in the same domain.

B. Multi-Channel Simulation (MCS)

The MCS spatial augmentation method is proposed to deal with small SELD datasets based on a beamforming approach. Unlike ACS, the MCS method does not rely on the characteristics of microphone arrays, so it is more widely applicable.

Sound-scene recordings are delivered in multi-channel data containing both spectral and spatial information. Spectral and spatial information are related to the category and DOA of sound event, respectively. We propose a novel MCS augmentation technique with the motivation of increasing the number of DOA representations for audio segments containing non-overlapping and non-moving sound events. And this study is focused on...
augmentation from original data, without using external data. MCS consists of two steps as shown in Fig. 3. The first step involves extracting spectral and spatial information for all audio signals containing isolated and static sound events. We use the CGMM model, a mask-based beamforming approach originally proposed for ASR in [54], to estimate T-F masks that represent the probabilities of the T-F units belonging to a sound source or only noise. In [55], the authors demonstrated that the GEV beamformer applied with a single-channel post-filter could generate distortionless speech. Here we adopt such a GEV beamformer to extract the desired spectral vector. It should be noted that the spatial vector is estimated by calculating the covariance matrix of the sound source. Two sets containing spectral and spatial information respectively are generated as shown in the first step of Fig. 3.

In the second step, a pair of spectral and spatial information is randomly selected from these two sets generated in the first step to simulate new multi-channel data. Eigenvalue decomposition of the spatial vector is performed to calculate the eigenvalue and eigenvector. And a random phase perturbation is performed on the spectral vector to guarantee a full-rank covariance matrix. Finally, a multi-channel simulator is adopted to generate simulated multi-channel data by combining the eigenvalue, eigenvector and spectral vector with random phase.

In order to exploit the spatial features of both MIC and FOA data, we concatenate the two 4-channel spatial formats, resulting in an 8-channel signal. First, we collect all audio segments of signals in the original dataset containing non-overlapping and non-moving sound events according to SED and DOA labels. Considering $s(l)$ is the l-th sample of an audio segment containing static sound event in time domain, we have an array of $M = 8$ microphones in total to record sound samples, thus the l-th sample of the observed audio segment at the $m$-th microphone can be written as

$$x_m(l) = \sum_{\tau} h_m(\tau) s(l - \tau) + n_m(l),$$

where $n_m(l)$ denotes the l-th sample of the audio segment of the noise signal recorded at $m$-th microphone, and $h_m(\tau)$ denotes an impulse response between the sound source and the $m$-th microphone. Via STFT, the microphone array observation vector transformed into T-F domain is given by

$$x_{f,t} = h_f S_{f,t} + n_{f,t},$$

with

$$x_{f,t} = [X_{f,t,1}, X_{f,t,2}, \ldots, X_{f,t,M}]^T,$$

$$h_f = [H_{f,t,1}, H_{f,t,2}, \ldots, H_{f,t,M}]^T,$$

$$n_{f,t} = [N_{f,t,1}, N_{f,t,2}, \ldots, N_{f,t,M}]^T,$$

where $x_{f,t}$, $h_f$, and $n_{f,t}$ are mixture vector, steering vector, and noise vector, respectively, with $f$ denoting frequency index and $t$ denoting frame index. $S_{f,t}$ is the spectrogram of target sound source and $[\cdot]^T$ denotes non-conjugate transposition.

We use a CGMM-based method proposed in [54] to estimate T-F masks representing the probabilities of the T-F units belonging to a sound source or only noise. Using CGMM, the observed mixture vector can be clustered into either one containing a sound source or the other containing only noise, and expressed as

$$x_{f,t}|d_{f,t} = v \sim \mathcal{N}(0, \sigma_{f,t}^{(v)} H_f^{(v)}),$$

where $d_{f,t}$ denotes the category index at the time frame $t$ and frequency bin $f$. When $v = s$, the category represents a sound source. When $v = n$, the category represents noise. $\mathcal{N}(\mu, \Sigma) = \frac{1}{|\Sigma|} \exp \left( - (x - \mu)^H \Sigma^{-1} (x - \mu) \right)$, with $(\cdot)^H$ denoting conjugate transposition. $\sigma_{f,t}^{(v)}$ and $H_f^{(v)}$ are two CGMM parameters that can be estimated using a maximum likelihood (ML) criterion. Through expectation-maximization (EM), the T-F masks can be updated as follows:

$$\lambda_{f,t}^{(v)} \leftarrow \frac{p(x_{f,t}|d_{f,t} = v, 0, \sigma_{f,t}^{(v)} H_f^{(v)})}{\sum_v p(x_{f,t}|d_{f,t} = v, 0, \sigma_{f,t}^{(v)} H_f^{(v)})}.$$

The probability of T-F unit $(f, t)$ belonging to a sound source or only noise can be measured by $\lambda_{f,t}^{(v)}$ after convergence.

The spatial information of a static sound source is contained in the multi-channel audio segment. We estimate it by calculating the covariance matrix of the enhanced sound source, written as:

$$R_f^{(s)} = \frac{1}{\sum_t \lambda_{f,t}^{(s)}} \sum_t \lambda_{f,t}^{(s)} x_{f,t} x_{f,t}^H,$$

where $\lambda^{(s)}$ denotes the probability of the T-F unit $(f, t)$ belonging to a sound source. Finally, we perform an energy normalization on the covariance matrix $R_f^{(s)}$ to extract spatial vector $S_f$.
as follows

$$S_f = \frac{MR_f^T}{\text{tr}(R_f^T)}.$$  \hspace{1cm} (19)

To estimate the spectral vector, we adopt a GEV beamformer and a single-channel post-filter [55]. Our goal is to find a vector of optimal filter coefficients \( w_f = [W_{f,1}, W_{f,2}, \ldots, W_{f,M}]^T \) with which the beamformer output achieves the maximum signal-to-noise (SNR) ratio and is distortionless at the same time. The output can be written as

$$\hat{S}_{f,t} = w_{f}^T x_{f,t}.$$ \hspace{1cm} (20)

According to [55], the filter coefficients of the GEV beamformer \( w_{\text{SNR},f} \) is the eigenvector corresponding to the largest eigenvalue of \( (R_f^n)^{-1} \Phi_f \), where \( \Phi_f \) is the cross power spectral density (PSD) matrices of the observed mixture and the noise, respectively. The optimal coefficients vector of the GEV beamformer is computed by maximizing the output SNR, which may introduce speech distortion. To obtain a distortionless target sound source, a single-channel post-filter \( \omega_f \) is added as follows

$$w_f = \omega_f w_{\text{SNR},f}.$$ \hspace{1cm} (21)

According to the blind analytical normalization method [55], the post-filter \( \omega_f \) is obtained as

$$\omega_f = \frac{w_{f}^T w_{\text{SNR},f}^{-1} \Phi_f^H w_{\text{SNR},f} / M}{w_{f}^T w_{\text{SNR},f}^{-1} \Phi_f^H w_{\text{SNR},f}}.$$ \hspace{1cm} (22)

So far we generate the spectral and spatial information collected in two sets as shown in the first step of Fig. 3 for all audio segments containing non-overlapping and non-moving sound events. In the second step, spectral information \( \hat{S}_{f,t} \) and spatial information \( S_f \) are selected from these two sets randomly shuffled to simulate multi-channel audio segment. For the spatial case, it is obvious that \( \hat{S}_{f} = S_f^H \). The eigenvalue decomposition of such a conjugate matrix \( S_f \) can be written as follows

$$S_f = U_f A_f U_f^H,$$ \hspace{1cm} (23)

where \( A_f = \text{diag}(\lambda_{f,1}, \lambda_{f,2}, \ldots, \lambda_{f,M}) \) denote the eigenvalues, and \( U_f = [u_{f,1}, u_{f,2}, \ldots, u_{f,M}]^T \) are the corresponding eigenvectors. Eq. (23) can also be expressed as a sum of \( M \) components:

$$S_f = \sum_{m=1}^{M} \lambda_{f,m} u_{f,m} u_{f,m}^H.$$ \hspace{1cm} (24)

Now we have spectral information \( \hat{S}_{f,t} \) extracted from one audio segment and spatial information \( S_f \) extracted from another. Our goal is to simulate a new audio segment. Its SED label corresponds to that of the audio segment extracting \( \hat{S}_{f,t} \) while its DOA label corresponds to that of the audio segment extracting \( S_f \). The simulated multi-channel audio segment can be written as

$$\hat{x}_{f,t} = \sum_{m=1}^{M} \sqrt{\lambda_{f,m}} \hat{S}_{f,t} \exp(2\pi i \xi_{t,m,j}) u_{f,m},$$ \hspace{1cm} (25)

where \( \xi_{t,1} = 0, \xi_{t,m} \sim U(0,1), m = 2, 3, \ldots, M \), and \( U(0,1) \) denotes a standard uniform distribution. \( j \) denotes the imaginary unit. As \( \xi_{t,m} \) is randomly chosen for all the channels except for the first one, the term \( \exp(2\pi i \xi_{t,m,j}) \) could be regarded as a random phase perturbation factor with respect to the enhanced sound source \( S_f \) in the first channel, aiming to simulate diffusing characteristics of reverberation and noise in real spatial sound-scene. It can make the covariance matrix of the simulated audio segment full-rank, which has been demonstrated as a more appropriate model in realistic reverberant environments [71]. The random phase perturbation factor does affect the phase differences between channels, however, it is simple to prove that the covariance matrix of \( \hat{x}_{f,t} \) is independent with phase perturbation. This shows that the simulated segment contains expected spatial information, which demonstrates that random phase perturbation does not affect the observed locations of sound events. Multi-channel audio segment in the time domain is simulated by applying inverse STFT to (25). As we use audio clips with a fixed length to train models, the simulated segments are spliced into a long sample with the length of 60 seconds.

C. Time-Domain Mixing (TDM)

When two sound events occur close to each other in time, it is more difficult to perform SED and SSL. To improve the generalization of our model to handle overlapping sources, we perform TDM for two non-overlapping sources. The SELD labels for the augmented data are the union of the original labels for the two sound events. Although no new DOA is generated, TDM increases the number of overlapping training samples, which has proved to be effective.

D. Time-Frequency Masking (TFM)

SpecAugment is a simple yet helpful augmentation method in ASR [56]. We find it useful for SED but it may sometimes cause performance degradation for SSL. Nevertheless we found SpecAugment to be effective for both SED and SSL with a large-sized training set. In this study, masks are applied to the time and frequency dimensions randomly for each input log Mel-spectrogram feature in each batch during training.

III. RESNET-CONFORMER BASED SELD SYSTEM

In our submitted system for the DCASE 2020 Challenge [58], [72], we investigated several deep learning based acoustic models for the SELD task, which consist of high-level feature representation, temporal context representation and full connection. The high-level feature representation module contains a series of CNN blocks, each having a 2D convolution layer followed by a batch normalization process, a rectified linear unit (Relu), and a max-pooling operation. The temporal context representation module models the temporal structures within sound events. We use two parallel branches in the fully-connected (FC) module to perform SED and SSL simultaneously, similar to the official baseline SELD system [40]. Moreover, we used modified versions of ResNet [73] and Xception [74] to learn local shift-invariant features. Besides the bidirectional gated recurrent unit
(GRU) used in the baseline system, we also adopted factorized
time delay neural network (TDNN-F) [75] to exploit longer
temporal context dependency in the audio signal.

The Conformer architecture, combining convolution and
transformer layers [76], was proposed in [60] and achieved state-
of-the-art results for ASR. Its applications were then extended
to continuous speech separation [77], sound event detection
and separation in domestic environments [78]. The convolution
layers are effective to extract local fine-grained features while
the transformer models are good at capturing long-range global
context. Thus Conformer is supposed to be able to model both
local and global context dependencies in an audio sequence.
In this paper, we examine the use of Conformer for the SELD task.
We use ResNet to extract local shift-invariant features. Then
Conformer is adopted to learn both local and global context
representations. We call our acoustic model ResNet-Conformer.
Fig. 4 shows an overview of the proposed architecture for the
SELD task and a detailed implementation of the Conformer module.

The implementation of the Conformer module is shown in
the right panel in Fig. 4, two parallel branches contain two FC
layers, each performing individual SED and SSL subtasks. Note
that $N$ is equal to the number of sound event classes.

Shown in the right dashed box in Fig. 4, Conformer is com-
posed of two feed forward blocks that sandwich a multi-head
self-attention (MHSA) block and a convolution block. Relative
positional encoding scheme is used in the Conformer architec-
ture. All these four blocks start with layer normalization.
And the second feed forward block is also followed
by layer normalization. A residual connection is added behind
each block. Assume $z$ is the input to Conformer, the output $o$
can be calculated through intermediate $\hat{z}$, $z'$ and $z''$ as

$$\hat{z} = z + \frac{1}{2} \text{FFN}(z),$$

$$z' = \hat{z} + \text{MHSA}(\hat{z}),$$

$$z'' = z' + \text{Conv}(z'),$$

where $\text{FFN}(\cdot)$, $\text{MHSA}(\cdot)$, $\text{Conv}(\cdot)$ and $\text{Layernorm}(\cdot)$ denote a
feed forward network block, a multi-head self-attention block,
a convolution block, and a layer normalization process, respectively. The input $\hat{z}$ to MHSA is first processed by layer
normalization and then converted to the query $Q$, key $K$, and
value $V$ by performing linear projection as follows:

$$\text{Multihead}(Q, K, V) = \text{Concat}(H_1, H_2, \ldots, H_h)W^O,$$

$$H_i = \text{Attention}(Q_i, K_i, V_i),$$

where $\hat{z}' = \text{Layernorm}(\hat{z}), Q = \hat{z}'W^Q, K = \hat{z}'W^K, V = \hat{z}'W^V$, $h$ denotes the number of the attention heads.
$W^Q \in \mathbb{R}^{d \times (d_k \times h)}, W^K \in \mathbb{R}^{d \times (d_k \times h)}$ are learnable
parameter matrices. Variables $Q_i, K_i$, and $V_i$ denote the query,
key, and value of self-attention for the $i$-th head, respectively.
$W^O \in \mathbb{R}^{(d \times h) \times d}$ is the final linear parameter matrix applied
on the concatenated feature vector. $d$ denotes the dimension
of input vector. $d_k$ and $d_v$ denote the dimensions of key and value
for each head, respectively. $\text{Concat}(\cdot)$ denotes the concatenation
operation.

Conform(-) is illustrated in Fig. 5 which contains two pointwise
convolution layers sandwiching a depthwise convolution layer.
The first pointwise convolution layer is followed by Relu activa-
tion and the second convolution layer is followed by a dropout
operation. Following the depthwise convolution layer is a batch
normalization and a Swish activation. The feed forward network
consists of two linear layers and a nonlinear activation Relu in
between as illustrated in Fig. 6. Dropout is used to help regularize
the network.

Multitask learning is used to train the ResNet-Conformer
model as shown in Fig. 4. The output layers in the two branches
consist of multiple targets to be predicted, including active
sound classes and the corresponding DOAs. Sigmoid activation
function is used for the SED branch and tanh activation function
is used for the SSL branch. A joint loss function is adopted
to solve the SED and SSL subtasks simultaneously. The SED
subtask is performed as a multi-label classification with a binary
cross-entropy (BCE) loss. The SSL subtask is performed as
a multi-output regression with a masked mean squared error (MSE) loss [22]. The masked MSE loss is computed based on the ground truth of each sound event class, hence not contributing to the training when a sound event is not active. The multi-objective loss function to be minimized can be expressed as

\[
L = -\frac{\alpha_1}{T} \sum_t \sum_n \left[ \hat{y}_{t,n}^{\text{SED}} \log \hat{y}_{t,n}^{\text{SED}} + (1 - \hat{y}_{t,n}^{\text{SED}}) \log (1 - \hat{y}_{t,n}^{\text{SED}}) \right] \\
+ \frac{\alpha_2}{T} \sum_t \sum_n \left[ \| \hat{Y}_{t,n}^{\text{SSL}} - Y_{t,n}^{\text{SSL}} \|_2^2 \right],
\]

(33)

where \( \hat{y}_{t,n}^{\text{SED}} \) and \( Y_{t,n}^{\text{SSL}} \) are the active probability estimation and DOA estimation for the \( n \)-th sound event at the \( t \)-th frame, respectively. Correspondingly, \( \hat{y}_{t,n}^{\text{SED}} \) and \( Y_{t,n}^{\text{SSL}} \) are the reference versions. Both \( \hat{y}_{t,n}^{\text{SED}} \) and \( Y_{t,n}^{\text{SSL}} \) are 3-dimensional Cartesian representations of the DOA. \( T \) denotes the total frame number in a minibatch. The SED classification loss and SSL regression loss are combined for joint optimization during training with loss weights \( \alpha_1 \) equal to 1 and \( \alpha_2 \) equal to 10.

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

We evaluate SELD on the official development sets of Task 3 in the DCASE 2020 and 2022 Challenges [40], [66]. The data set of SELD task in DCASE 2020 Challenge contains 600 60-second audio recordings with a 24 kHz sampling rate. They are divided into six equal-sized splits with four splits for training, one split for validation and the last split for testing. The model that performs best on the validation set is selected for testing. There are 14 sound classes of spatial events as listed in Table II. The four proposed data augmentation approaches as described in Section II are used to expand the training data set.

The data set of SELD task in DCASE 2022 Challenge contains 121 audio recordings with the duration from 30 seconds to 5 minutes. The main difference between these two challenge tasks is that dataset in DCASE 2020 Challenge is computationally generated while dataset in DCASE 2022 Challenge is collected in real sound scenes. All ablation experiments shown in Section IV-A to Section IV-D are conducted on the SELD data set of DCASE 2020 Challenge. Section IV-E lists experimental results on the data set of DCASE 2022 Challenge.

We extract two types of features for each of the two datasets, FOA and MIC. Using STFT with a Hamming window of length 1024 samples and a 50% overlap, a linear spectrogram for each channel is extracted. Then 64-dimensional log Mel-spectrogram feature vector is extracted for both datasets. The second type of feature is format-specific. For FOA dataset, acoustic intensity vector (IV) computed at each of the 64 Mel-bands is extracted while for the MIC dataset generalized cross-correlation phase transform (GCC-PHAT) is extracted similar to [22], [79] with one dimension equal to the number of Mel-band filters. Both IV and GCC-PHAT are then stacked with log Mel-spectrogram to serve as the input features. IV is extracted for FOA format data and can be calculated as \( I = pv \). Variable \( p \) denotes sound pressure and can be obtained with channel \( W \) of the FOA signal, which corresponds to an omnidirectional microphone. Variable \( v = [v_Y, v_Z, v_X]^T \) denotes the particle velocity vector and can be estimated using channels \( Y, Z \) and \( X \) of the FOA signal. Therefore, there are 3 channels of IV features, hence up to 7 feature maps for FOA signals along with 4 channels of log Mel-spectrogram features. For MIC signals, there are 4 channels of log Mel-spectrogram features and GCC-PHAT features are computed for each pair of the 4 channels. Finally, 6 channels of GCC-PHAT features are extracted, hence up to 10 feature maps.

We use both FOA and MIC datasets, so 17 input feature maps are used to train the models.

The TFM augmentation approach is applied to each acoustic feature in each batch. For every acoustic feature, we multiply masks on time and frequency dimensions for the first 11 feature maps. The last 6 feature maps containing DOA information are not applied with the masks. The parameters of TFM are inspired by the SpecAugment proposed in ASR [56]. Frequency masking parameter is set to at most 50% of the dimension and time masking parameter is a little smaller. Considering that a sample has a long length of 60 seconds, we perform time masking every 2 seconds. Specifically, time mask length is randomly selected from zero to 35 frames, and masking is applied every 100 frames. Frequency mask length is randomly selected from zero to 30 bins.

A joint measurement on the performances of localization and detection of sound events is performed as suggested in [80]. Location-dependent detection metrics that count correct and erroneous detections within certain spatial error allowances and classification-dependent localization metrics that measure the spatial error between sound events with the same label are used to evaluate the SED and SSL performances, respectively. To compute SED metrics, some intermediate statistics, such as true positive (TP), false positive (FP or insertion error I), false negative (FN or deletion error D), and substitution error S need to be counted first. Considering that a TP is predicted only when the spatial error for the detected event is within the given threshold of 20° from the reference, two location-dependent detection metrics, error rate (ER_{20°}) and F-score (F_{20°}), are then calculated as follows:

\[
P = \frac{TP}{TP + FP}, \quad R = \frac{TP}{TP + FN},
\]

(34)

\[
ER_{20°} = \frac{D + I + S}{N}, \quad F_{20°} = \frac{2PR}{P + R},
\]

(35)

where \( N \) is the total number of reference sound events. \( P \) and \( R \) denote the precision and recall metrics, respectively.
Classification-dependent localization metrics are computed only across each class, instead of across all outputs. The first is the localization error $LE_{CD}$ which expresses the average angular distance between predictions and references of the same class and can be calculated as

$$LE_{CD} = \arccos(\textbf{u}_{\text{ref}} \cdot \textbf{u}_{\text{pre}}),$$

where $\textbf{u}_{\text{ref}}$ and $\textbf{u}_{\text{pre}}$ denote the unit Cartesian position vectors of reference sound event and predicted sound event, respectively. The subscript refers to classification-dependent. The second is a simple localization recall metric $LR_{CD}$ which expresses the true positive rate of how many of these localization estimates are detected in a class out of the total class instances.

All metrics are computed in one-second non-overlapping segments to alleviate the effect of onset/offset subjectivity in reference annotations. With these four metrics, an early stopping accuracy metric for the SELD task. The model with the smallest $SELD_{score}$ on the validation split is chosen as the best model.

Audio clips with a length of 60 seconds are used for training all model architectures with an Adam optimizer [81]. The learning rate is set to 0.001 and is decreased by 0.5 if the SELD score of the validation split does not improve in 80 consecutive epochs. A threshold of 0.5 is used to assess the predicted results of the SELD model. For the Conformer module, the number of attention heads $h$ is set to 8, and the dimension of input vector $d$ is set to 512. For simplicity, $d_k$ and $d_v$ are both equal to 64. We use a kernel size of 51 for the depthwise convolution. The module number $B$ shown in Fig. 4 is set to 8. All experiments in this study were performed using the PyTorch toolkit.

### A. Results Based on Different Acoustic Models

First in Table III, we compare different acoustic models on SELD without using any data augmentation. The official baseline SELDnet system [40] was compared with the best ResNet-GRU model proposed in our submitted system for the DCASE 2020 Challenge [58], [72]. In addition, the performance of ResNet-Conformer is also compared.

The first two rows represent the official baseline and our ResNet-GRU systems trained with only the MIC data set. “Baseline-FOA” and “ResNet-GRU-FOA” are compared in the third and fourth rows of Table III using the FOA data. The proposed ResNet-GRU architecture outperforms the baseline SELDnet for both MIC and FOA formats on all four evaluation metrics. The main reason may be that the use of residual connection helps the models to capture more useful shift-invariant features from the input acoustic features. “ResNet-GRU-Both” shown in the bottom row is trained with the concatenated features extracted from both MIC and FOA data sets, yielding high scores than the models trained with separated features. By replacing the GRU module with the Conformer module, “ResNet-Conformer-Both” achieves consistent improvements for both SED and SSL metrics over “ResNet-GRU-Both,” which demonstrates that the Conformer is more effective in modeling context dependencies than GRU. Compared to the two official baseline systems, the best ResNet-Conformer model achieves 37.2% and 31.9% relative improvements on the SELD scores, respectively.

Fig. 7 illustrates a visualization of the SELD prediction of the class index of sound events as listed in Table II using ResNet-GRU and ResNet-Conformer without data augmentation. The SELD-predicted indices of ResNet-Conformer are more accurate than those of ResNet-GRU. In the first 20 seconds, two sound events, i.e., “Crying Baby” (with index 1) and “Running Engine” (with index 4), occur at the same time. ResNet-GRU could not detect the “Crying Baby” event segments, but for ResNet-Conformer these segments are correctly predicted as shown in the green dashed rectangular boxes, which proves the effectiveness of the Conformer networks. As shown in Fig. 7(a) and Fig. 7(c), the “Barking Dog” (with index 3) event happens twice and there is a period between them. However, ResNet-GRU only recognizes the second instance and wrongly predicts the first occurrence of “Barking Dog” as “Crying Baby”. ResNet-Conformer detects the two occurrences as shown in the black dashed rectangular box of Fig. 7(d), indicating its superiority in modeling short segments. From about 35 to 50 seconds, there exist two sound events, “Alarm” (with index 0) and “Footsteps” (with index 8). ResNet-Conformer wrongly recognizes it as “Piano” at the beginning, but when a longer sequence could be observed it corrects the error as shown in the blue dashed rectangular box of Fig. 7(d) and correctly predicts the two sound events. ResNet-GRU, however, wrongly recognizes it as “Piano” even after a long duration and predicts it as three separate sound events. This example shows Conformer’s

### Table III

| System               | $ER_{20'}$ | $F_{20'}$ | $LE_{CD}$ | $LR_{CD}$ | $SELD_{score}$ |
|----------------------|-----------|-----------|-----------|-----------|----------------|
| Baseline-MIC         | 0.78      | 31.4%     | 27.3°     | 59.0%     | 0.51           |
| ResNet-GRU-MIC       | 0.67      | 42.1%     | 23.7°     | 67.0%     | 0.43           |
| Baseline-FOA         | 0.72      | 37.4%     | 22.8°     | 60.7%     | 0.47           |
| ResNet-GRU-FOA       | 0.65      | 46.1%     | 19.2°     | 64.8%     | 0.41           |
| ResNet-GRU-Both      | 0.63      | 47.6%     | 18.7°     | 67.7%     | 0.40           |
| ResNet-Conformer-Both| 0.51      | 58.6%     | 15.6°     | 73.3%     | 0.32           |

Fig. 7. An example comparison of ResNet-GRU and ResNet-Conformer.
superiority over GRU. By using Conformer, it is more likely than GRU to capture both local and global context dependencies.

B. Results Based on ACS Spatial Augmentation

In [70], the authors proposed an augmentation method using the FOA data set, containing sixteen patterns of spatial augmentation whereas our proposed ACS approach can be applied to not only the FOA but also MIC data sets. A performance comparison between these two methods is shown in Table IV. To make a fair comparison, we apply the method in [70] to augment the same amount of training data as our proposed ACS approach. “ACS-FOA” denotes the system trained only with the FOA set while “ACS” denotes the system trained with both FOA and MIC sets. The difference of “ACS-FOA” from [70] is that only eight patterns/transformations in Table I were adopted in our approach. It is noted that similar results are obtained by these two systems. This indicates that the eight patterns adopted by ACS already contain enough useful DOA information, and adding the other eight patterns may lead to information redundancy since they just apply reflections with respect to the $xy: z = 0$ plane when compared with the eight patterns adopted by ACS. By comparing the bottom two rows in Table IV, we can see that ACS outperforms ACS-FOA when applying spatial augmentation to the MIC set. This result verifies the usefulness of feature fusion of both FOA and MIC data sets, which is also shown in Section IV-A.

C. Results Based on Individual Data Augmentation

We next adopt ResNet-GRU as the acoustic model to compare the system performances, as listed in Table V, when applying four data augmentation approaches, namely ACS, MCS, TDM, and TFM, individually. All four augmentation approaches generate a similar size of training data for about 55 hours.

We can make the following observations: (i) all four metrics yield gains except for the $LE_{CD}$ metric of the TFM approach.

Since only several hours of audio data is available, applying masks on log Mel-spectrogram features may not bring performance gain to the SSL task, which has also been observed in [57]; (ii) the ACS and MCS approaches achieve consistent improvements for both SED and SSL metrics. This demonstrates that increasing the diversity of DOA representations is very effective for the SELD task. The ACS approach can be applied to complete signals in the development data set, while the MCS approach can only be applied to audio segments containing non-overlapping and non-moving sound events. Thus the overall performance $SELD_{score}$ of the ACS approach is slightly better than that of the MCS approach; and (iii) for the TDM approach, both SED and SSL metrics improve even though no new DOA presentation is generated, indicating mixing two non-overlapping sound signals in the time domain helps model robustness to unseen samples. In summary for the ResNet-GRU system with no data augmentation, ACS, MCS, TDM, and TFM individually yield 32.5%, 30.0%, 22.5%, and 10.0% relative SELD score reductions, respectively.

D. Results Based on Four-Stage Data Augmentation

We next evaluate the system performances when using the four augmentation techniques. The four-stage data augmentation scheme was used to exploit the complementarity among the four approaches and our submitted ResNet-GRU ensemble system ranks the first place for the SELD task of the DCASE 2020 Challenge [59]. Since ACS can be applied to the whole development data set, we perform ACS on the original data in the first stage. MCS aims to simulate new DOA presentations for audio segments containing isolated and static sound events, on which the TDM approach can be applied. So MCS is performed in the second stage and TDM is performed in the following third stage. With a larger data set now, we apply TFM in the final stage.

Table VI lists performance comparisons when applying the four-stage data augmentation scheme using ResNet-GRU and ResNet-Conformer, respectively. The first and second columns denote the systems and the corresponding training data size, respectively. ACS is performed on the original data in the first stage, generating a 55-hour training set. Then we apply MCS to the 55-hour set, generating a larger 155-hour set. TDM and TFM are conducted similarly, and finally a 255-hour training set is obtained. For ResNet-GRU, each augmentation approach

### Table IV

A Performance Comparison of Different ACS Approaches Using the ResNet-GRU Model

| System | $ER_{20^o}$ | $F_{20^o}$ | $LE_{CD}$ | $LR_{CD}$ | $SELD_{score}$ |
|--------|-------------|------------|-----------|-----------|----------------|
| [70]   | 0.44        | 63.9%      | 14.7°     | 75.3%     | 0.28           |
| ACS-FOA| 0.44        | 64.5%      | 13.1°     | 73.7%     | 0.28           |
| ACS    | 0.42        | 67.0%      | 12.4°     | 75.6%     | 0.27           |

### Table V

A Performance Comparison When Applying Four Augmentation Approaches Individually Using the ResNet-GRU Model

| System | $ER_{20^o}$ | $F_{20^o}$ | $LE_{CD}$ | $LR_{CD}$ | $SELD_{score}$ |
|--------|-------------|------------|-----------|-----------|----------------|
| ResNet-GRU | 0.63 | 47.6% | 18.7° | 67.7% | 0.40 |
| ACS    | 0.42        | 67.0%      | 12.4°     | 75.6%     | 0.27           |
| MCS    | 0.44        | 65.2%      | 13.6°     | 76.3%     | 0.28           |
| TDM    | 0.50        | 60.5%      | 14.0°     | 72.3%     | 0.31           |
| TFM    | 0.57        | 51.5%      | 18.8°     | 72.7%     | 0.36           |

### Table VI

A Performance Comparison by Combining Four Augmentation Approaches

| System | Size (h) | $ER_{20^o}$ | $F_{20^o}$ | $LE_{CD}$ | $LR_{CD}$ | $SELD_{score}$ |
|--------|----------|-------------|------------|-----------|-----------|----------------|
| S1     | 8        | 0.63        | 47.6%      | 18.7°     | 67.7%     | 0.40           |
| S2     | 55       | 0.42        | 67.0%      | 12.4°     | 75.6%     | 0.27           |
| S3     | 155      | 0.37        | 70.9%      | 10.2°     | 77.5%     | 0.24           |
| S4     | 255      | 0.34        | 73.2%      | 9.8°      | 79.3%     | 0.22           |
| S5     | 255      | 0.27        | 78.1%      | 8.5°      | 83.6%     | 0.18           |
| S6     | 255      | 0.26        | 80.0%      | 8.0°      | 84.3%     | 0.17           |

(S1: ResNet-GRU; S2: S1 + ACS; S3: S2 + MCS; S4: S3 + TDM; S5: S4 + TFM; S6: ResNet-Conformer = ACS + MCS + TDM + TFM).
achieves performance gains for the SED and SSL metrics. When applying ACS on the original data set, “S2” achieves a SELD score of 0.27 lower than 0.40 for S1 without any augmentation. When applying MCS, TDM, and TFM separately on the original data set used in S1, the SELD scores are worse than the ACS approach as shown in Table V. However, by using the proposed four-stage data augmentation scheme, consistent performance gains are yielded in “S3,” “S4,” and “S5.” Compared to the model without using data augmentation in S1, these four systems achieve 32.5%, 40.0%, 45.0%, and 55.0% relative SELD score reductions, respectively. The training time of a model is proportional to the size of the data. If the four-stage data augmentation scheme is used, it takes 1~2 days to finish training “S5,” which is relatively acceptable and worthwhile compared with the performance of S1.

Next the four-stage data augmentation approach is also evaluated using the proposed ResNet-Conformer model as shown in the last row of Table VI. The SELD score without using data augmentation for ResNet-Conformer is 0.32 as listed in Table III, yielding a 20% relative reduction from 0.40 for ResNet-GRU in S1. When comparing performances between ResNet-Conformer and ResNet-GRU, the gains are reduced with the proposed data augmentation approaches. The results in the bottom rows highlighted in bold fonts in Table VI show that all four techniques show only slight performance differences. Clearly for deep learning, the four-stage scheme can largely increase the data diversity, thus improving the generalization ability of acoustic models.

Fig. 8 shows an example of the SED prediction using ResNet-Conformer model with and without four-stage data augmentation. For the two segments from beginning to 15 seconds and from 25 to 40 seconds, ResNet-Conformer predicts correct results both with and without data augmentation. As shown in the blue dashed rectangular boxes, when data augmentation is not used, the model tends to wrongly predict the shorter sound events. But with data augmentation, the model can output correct predictions. In the last 20 seconds, the model trained without data augmentation cannot recognize overlapping sound events, and instead predicts two wrong events as shown in the black dashed rectangular box of Fig. 8(b). However, the model correctly predicts the overlapping sound events when adopting the proposed four-stage data augmentation approach.

E. Results Based on DCASE 2022 Challenge

Finally, we list the experimental results of SELD for DCASE 2022 Challenge in Table VII. The first two rows represent the official baseline and our ResNet-Conformer systems, both trained with the FOA data set. The ResNet-Conformer system adopted in DCASE 2022 Challenge is trained with fewer parameters. The “ResNet-Conformer+FSDA” denotes the ResNet-Conformer system when applying the four-stage data augmentation approach. As shown in Table VII, consistent improvements are achieved by using the proposed acoustic model and data augmentation method. The last row represents our submitted system with model ensemble strategies, which ranks the first place in DCASE 2022 Challenge [61], [62].

V. CONCLUSION

This study focuses on data augmentation and acoustic modeling for the SELD task. Two novel spatial augmentation approaches, namely ACS and MCS, are proposed to deal with data sparsity for deep learning based acoustic modeling. The ACS approach can be applied to complete signals while the MCS approach is suitable for audio segments containing isolated and static sound events, both of which aim at increasing the diversity of DOA representations. We adopt a four-stage data augmentation scheme to improve the performance step-by-step. We also employ a Conformer architecture that combines convolution and Transformer to model both global and local context dependencies in an audio sequence and propose a ResNet-Conformer architecture. Tested on the data sets of the DCASE 2020 and 2022 Challenges, our proposed data augmentation approaches and ResNet-Conformer model have greatly improved the performance, ranking our submitted systems in the first place in the SELD task of both DCASE 2020 and 2022 Challenges.
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