NEUNLPLab Chinese Word Sense Induction System for SIGHAN Bakeoff 2010

Hao Zhang       Tong Xiao       Jingbo Zhu

1. Key Laboratory of Medical Image Computing (Northeastern University), Ministry of Education
2. Natural Language Processing Laboratory, Northeastern University
   zhanghao1216@gmail.com
   {xiaotong, zhujingbo}@mail.neu.edu.cn

Abstract

This paper describes a character-based Chinese word sense induction (WSI) system for the International Chinese Language Processing Bakeoff 2010. By computing the longest common sub-strings between any two contexts of the ambiguous word, our system extracts collocations as features and does not depend on any extra tools, such as Chinese word segmenters. We also design a constrained clustering algorithm for this task. Experimental results show that our system could achieve 69.88 scores of FScore on the development data set of SIGHAN Bakeoff 2010.

1 Introduction

The goal of word sense induction (WSI) is to group occurrences containing a given ambiguous word into clusters with respect to sense. Most researchers take the problem of word sense induction as a clustering problem. Pantel & Lin (2002) clustered words on the basis of the distances of their co-occurrence vectors, and used global clustering as a solution. Neill (2002) used local clustering, and determined the senses of a given word by clustering its close associations.

In this paper, we propose a simple but effective method to extract collocations as features from texts without pre-segmentations, and design a constrained clustering algorithm to address the issue of Chinese word sense induction. By using our collocation extraction method, our Chinese WSI system is independent of any extra natural language processing tools, such as Chinese word segmenters. On the development set of SIGHAN 2010 WSI task, the experimental results show that our system could achieve 69.88 scores of FScore. In addition, the official results show that the performance of our system is 67.15 scores of FScore on the test set of SIGHAN Bakeoff 2010.

The rest of this paper is organized as follows. In Section 2, we present the task description of Chinese word sense induction. In Section 3, we first give an overview of our Chinese WSI system, and then propose our feature extraction method and constrained clustering algorithm. In Section 4, we describe the evaluation method and show the experimental results on the development and test data sets of the Bakeoff 2010. In Section 5, we conclude our work.

2 Task Description

Given the number of senses \(S\) and occurrences of the ambiguous word \(w\), a word sense induction system is supposed to cluster the occurrences into \(S\) clusters, with each cluster representing a sense of the ambiguous word \(w\). For example, suppose that there are some sentences containing the ambiguous word “暗淡” (gloomy), and the sense number \(S\) is 2, the job of WSI system is to cluster these sentences into 2 clusters, with each cluster representing a sense of “暗淡”. Based on this task description, it is obvious to regard the problem of WSI as a clustering problem.

Figures 1-2 shows example input and output of our WSI system, where there are 6 sentences and 2 resulting clusters. In Figure 1, the first column are the identifiers of sentences containing the word “暗淡”, and the second column are...
part of the sentences. In Figure 2, the first column represents the identifiers of sentences, and the second column represents the identifiers of clusters generated by our Chinese WSI system.

![Figure 1](image1.png)
**Figure 1** Part of input of word “暗淡” for our WSI system

![Figure 2](image2.png)
**Figure 2** Output of our WSI system for word “暗淡”

### 3 NEU Chinese WSI System

#### 3.1 System overview

Our Chinese word sense induction system is built based on clustering work-frame. There are four major modules in the system, including data pre-processing, feature extraction, clustering, and data post-processing modules. The architecture of our Chinese WSI system is illustrated in Figure 3.

![Figure 3](image3.png)
**Figure 3** Architecture of our system

To extract global collocations, we first compute all the longest common substrings between any two of the sentences containing the ambiguous word to form the set of candidate global collocations. For each candidate global collocation, we count the number of sentences containing it. We then reduce the size of the candidate set by eliminating candidates which contain only one character or functional words. We also remove the candidate with other candidates as its substrings. Finally, we eliminate the candidates whose count of the number of sentences is below a certain threshold. The threshold equals to two in our experiments. We regard the candidates after the above processing as global collocations for WSI.

To extract local collocations, we simply extract one character on both left and right sides of the ambiguous word to form the set of candidate local collocations. We then refine the candidate set by eliminating candidates which are functional words or whose frequency is below a certain threshold. The threshold is set to two in our experiments.

After extracting global collocations and local collocations, we put them together to form the

---

1 Definitions of global collocation and local collocation might be different from those in other papers.
final set of collocations and use them as features of our system. For each collocation (or feature), we compute the list of indices of sentences that containing the collocation. Thus, every element of the set of collocations has the data structure of pair of “key” and “value”, where “key” is the collocation itself, and the “value” is the list of indices.

3.3 Clustering algorithm

We find that the high-confidence collocation is a very good indicator to distinguish the senses of an ambiguous word. However, the traditional clustering methods are based on the vector representations of features, which probably decreases the effect of dominant features (i.e. high-confidence collocations). To alleviate the problem, a nice way is to incorporate collocations into the clustering process as constraints. Motivated by this idea, we design a constrained clustering algorithm. In this algorithm, we could ensure that some occurrences of the ambiguous word must be in one cluster and some must not be in one cluster. The input for our constrained clustering algorithm is the set of collocations described in the previous section and the process of our clustering algorithm is shown in Table 1. Here the notation starting with character “C” represents a collocation, and the notations of “Sin” and “Srlt” represent the collocation set and the result set, respectively.

Every element in the result set Srlt is regarded as one cluster for a given ambiguous word, and the list of the element records the indices of the sentences belonging to the cluster.

4 Evaluation of Our System

The evaluation method is F-score which is provided within the Bakeoff 2010 (Zhao and Karypis, 2005). Suppose Cr is a class of the gold standard, and Si is a cluster of our system generated. FScore is computed with the formulas below.

\[
F - score(Cr, Si) = \frac{2 \times P \times R}{(P + R)} \quad (1)
\]

\[
FScore(Cr) = \max_{Si} (F - score(Cr, Si)) \quad (2)
\]

\[
FScore = \sum_{r=1}^{n} \frac{nr}{n} FScore(Cr) \quad (3)
\]

We evaluate our Chinese word sense induction system on the development data set and the test data set of the Bakeoff 2010. The details of the development data set and the test data set are summarized in Table 2.

For comparison, we develop a baseline system that also uses the collocations as features and clustering based on the vector representations of features. On the development data set, we test our system and compare it with the baseline system. The performance of our Chinese WSI system and the baseline system are shown in Table 3. From Table 3, we see that using our constrained clustering algorithm is better than using the traditional hierarchical clustering methods by 7.06 scores of FScore for our Chinese WSI system. It indicates that our constrained clustering algorithm could avoid reducing the effect of
high-confidence features (i.e. high-confidence collocations) and lead to better clustering results. This conclusion is also ensured by the comparison between our constrained clustering algorithm and the traditional K-means clustering algorithm.

In addition, our system achieves 67.15 scores of FScore on the test data set reported by the SIGHAN Bakeoff 2010.

| data       | descriptions                          |
|------------|---------------------------------------|
| Dev set    | containing 50 ambiguous words, about 50 sentences for each ambiguous word |
| Test set   | containing 100 ambiguous words, about 50 sentences for each ambiguous word |

Table 2 Data sets of SIGHAN Bakeoff 2010

| clustering methods       | FScore of our system (%) |
|--------------------------|--------------------------|
| traditional hierarchical clustering | 62.82                   |
| traditional K-means clustering | 62.48                   |
| our constrained clustering          | 69.88                   |

Table 3 System performance on dev set of Bakeoff 2010 using different clustering methods

5 Conclusions

In this paper, we propose a collocation extraction method and a constrained clustering algorithm for Chinese WSI task. By using the collocation extraction method and the clustering algorithm, our Chinese word sense induction system is independent of any extra tools. When tested on the test data set of the Bakeoff 2010, our system achieves 67.15 scores of FScore.
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