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Abstract—This short document provides experimental evidence for the set of assumptions on the mean load and forecast errors made in [6] and [7]. We show that the mean load at any given node is distributed normally, where we compute the mean and variance. We then present an aggregation-error curve for a single day ahead forecaster. Residual analysis shows that beyond 500 customers, gaussian residuals is a reasonable model. We then show the forecaster has uncorrelated errors.

I. STATISTICAL MODELING OF PROTECTIVE LOADS

The model for the distribution system used in [6] and [7] is of a tree $T$ where vertices in the network are loads while edges of the network are protective relays which can disconnect loads from the network. To determine a statistical model of the loads for use in simulation we rely on the Pacific Northwest National Laboratories Taxonomy Feeders [2]. For each one of the feeders, the individual loads were aggregated around the respective protective device. For this analysis, fuses and switches are considered. We analyze all 23 feeders and perform aggregate analysis based on the combined load information.

An empirical histogram of the load values is given in Figure 1(a). We propose that the loads at each node in the network follow a generalized Pareto distribution which is of the form.

$$f(x; \kappa, \sigma, \theta) = \left(\frac{1}{\sigma}\right) \left(1 + \frac{x - \theta}{\sigma}\right)^{-(-\kappa - 1)/\kappa}$$

(1)

| Parameter | Value |
|-----------|-------|
| $\theta$  | 0.25  |
| $\kappa$ | 0.58  |
| $\sigma$ | 74.28 |

TABLE I

MAXIMUM LIKELIHOOD PARAMETER ESTIMATE WITH 95% CONFIDENCE INTERVAL FOR GENERALIZED PARETO DISTRIBUTION EQUATION (1).

This is determined by maximum likelihood estimate of the model parameters. The estimated values with 95% confidence intervals for the parameters are shown in Table I.

In general, visual procedures such as this are the more useful way of diagnosing the particular nature of the data, before any fitting is done [1]. To validate the heavy tail distribution we consider a mean excess function (Figure 1(b)), log survival function (Figure 1(c)) and a zipf plot (Figure 1(d)) of both the load data and randomly sampled distribution following the fit parameters of Table I.

The mean excess function computes $e(u) = E[X - u | X > u]$ which for Pareto distribution is linearly increasing. Figure 1(b) shows that the actual load data as well as the sampled data show similar increase excess functions.

The Zipf plot will produce on the x axis $\{\log 1, \ldots, \log N\}$ and on the y axis $\{\log x[1], \ldots, \log x[N]\}$, where $x[k]$ is the $k$th largest element of the dataset. In the case of a Pareto distribution the Zipf plot is linearly decreasing with slope equal to the exponent of the power law. Figure 1(d) shows that this is not the case. However, the rank plot is linear for values $> 10^3$, which indicates that the tail of the distribution can be approximated as a Pareto distribution.

II. DISTRIBUTION LEVEL LOAD FORECASTING

The forecasting model is for day ahead consumption. Let $x_d \in \mathbb{R}^{24}$ be the aggregate daily consumption for days $d = \{1, \ldots, D\}$. Given previous consumption information $X_d = \{x_1, \ldots, x_d\}$ and daily temperature forecasts $T_d = \{t_1, \ldots, t_{d+1}\}$ the forecaster will output the next day’s consumption profile $\hat{x}_{d+1}$.

The forecaster works by predicting the daily total consumption $\hat{\mu}_d \in \mathbb{R}$ and normalized daily shape pattern $\hat{u}_d \in \mathbb{R}^{24}$ separately. The final prediction $\hat{x}_{d+1} = \hat{\mu}_{d+1} \hat{u}_{d+1}$ is the product of each individual forecast.

Total Power Forecaster: An autoregressive moving average with exogenous input (armax) model is used to forecast the total...
consumption which is of the form
\[ \hat{y}_{d+1} = \sum_{k=d+1-K}^{d} a_k p_k + \sum_{r=d+1-K}^{d+1} b_r t_r \]  
(2)

The exogenous input \( t_r \in \mathbb{R} \) is the daily mean temperature. The parameters \( a_k, b_r \in \mathbb{R} \) are determined by least squares regression. A cross validation stage is used to estimate the proper model size \( K \).

**Shape Forecaster:** A vector armax method is used to forecast the daily shape profile. The model is of the form
\[ \hat{u}_{d+1} = \sum_{k=d+1-K}^{d} C_k u_k + \sum_{r=d+1-K}^{d+1} h_r t_r \]  
(4)

The exogenous input \( t_r \in \mathbb{R}^{24} \) contains the mean temperature for each hour. The parameters \( C_k, h_r \in \mathbb{R}^{24 \times 24} \) are real matrices. These parameters are determined by linear regression given the training data using a least squares formulation. The model size \( K \) is determined in a cross validation stage.

### III. LOAD DATA AND MODEL FITTING

#### A. Forecast Error On Load

**Coefficient of Variation Scaling:** It has been shown recently [3], [9], that load forecasting at the small loads generally follows an empirical scaling law. In [4] the authors propose using aggregation level (in terms of number of customers, or meal kWh) as a system parameter in distribution system applications. These studies have focused on the very short term forecasts of one hour to multiple hours ahead. In all this work, the authors propose the following model to represent the forecasting scaling law.

\[ \text{C\!V}(W) = E[\text{C\!V}(x_A, \bar{x}_A) \mid W_A = W] = \sqrt{\frac{\beta_0}{W^p}} + \beta_1 \% \].

(6)

For the simulation study, we focus on a day ahead forecast of the load values. Although other time horizons are also possible, day ahead is convenient for analysis. We focus on the intuitive model with \( p = 1 \) leading to the following fit: \( \text{C\!V}(W) = \sqrt{\frac{3562}{W^p}} + 41.9 \% \).

Using the model in Section II the aggregation error curve for randomly generated loads in climate zone 13 of California are shown in Figure 2. Also, fitting the model proposed in [3] and [9] we have the following approximate model \( \text{C\!V}(W) = \sqrt{\frac{3562}{W^p}} + 41.9 \). This leads to an irreducible error of 6.47% for a full day ahead forecaster and a critical load of \( W^* = 85 \text{ kWh} \), or around 100 homes. However, from Figure 2 it appears as though forecast performance flattens out after 1 MWh of load. Therefore, using the model in eq. (6) for any load less than 1 MWh is useful in understanding the dependence of load size to aggregation. For the case studies in this work, all node load values are less than 1 MWh thereby necessitating the use of this model.

**Residual Gaussianity:**

This work assumes normality of the forecast error. The central limit theorem indicates that a larger aggregation levels, the residuals should look more gaussian. We test this by running a day ahead forecaster on each aggregation level and performing a shapiro wilks test on the residual time series. Each each aggregation level, there are 20 time series, so we evaluate the percentage of tests that pass the test given for a level of 95%. Ideally, the test should pass 95% under a normally distributed residual.

Figure 3(a) shows the Shapiro Wilks test for varying aggregation levels. The horizontal line indicates the 95% acceptance line. The point at which the curve crosses the 95% line is 500 users. We assume in this work that the residuals are normal at all levels of aggregation considered. We do this since, forecasters can be tuned to have normal residuals, even though they are not considered here.

**Residual Correlation:**

We also assume iid forecast errors in this work. Figure 3(b) shows the amount of energy outside of the first tap of the autocorrelation function. More specifically, given the forecast residual \( e[n] \), the sample normalized autocorrelation computes the following:

\[ \rho[n] = \frac{\sum_n e[n + m]e[n]}{\sum_n e[n]^2} \]  
(7)

Given an autocorrelation function \( \rho[n] \) we use the total statistically significant values of \( \rho[m] \) where \( m \neq 0 \). So the 'correlation...
energy' for a time series is computed as:

\[
\gamma = \frac{\sum_{m \neq 0} |\rho[m]|}{\sum_{m} |\rho[m]|}
\]  

(8)

Figure 3(b) shows the mean value of \( \gamma \) for each aggregation level. The figure shows that there is at most 10% of the total energy in taps beyond the first one. Although ideally this value should be zero, it leads us to conclude that the iid error model is reasonable.
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