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1. Introduction

Let \( p > 1, \frac{1}{p} + \frac{1}{q} = 1, \ a_m \geq 0, b_n \geq 0, \ 0 < \sum_{m=1}^{\infty} a_m^p < \infty \) and \( 0 < \sum_{n=1}^{\infty} b_n^q < \infty. \)

Then,

\[
\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{a_m b_n}{m+n} < \frac{\pi}{\sin(\pi/p)} \left( \sum_{m=1}^{\infty} a_m^p \right)^{1/p} \left( \sum_{n=1}^{\infty} b_n^q \right)^{1/q},
\]

(1)

where \( \frac{\pi}{\sin(\pi/p)} \) is the best possible constant factor. Inequality (1) is known in the literature as Hardy–Hilbert’s inequality (see [1]).

By introducing parameters \( \lambda_i \in (0,2) \) \( (i=1,2), \lambda_1 + \lambda_2 = \lambda \in (0,4] \), Krnić and Pečarić [2] provided a generalization of Hardy–Hilbert’s inequality (1) as follows:
where the constant \( B(\lambda, \lambda) \) given by the beta function is the best possible one.

By introducing more parameters, Yang, Wu and Chen [3] established a further generalization of Hardy–Hilbert’s inequality (1) as follows:

\[
\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{a_n b_m}{(m^\alpha + n^\beta)^{1/p}} < \frac{1}{\lambda} \left( k_{\lambda_1}(\lambda_2) \right)^{1/\lambda} \left( k_{\lambda_2}(\lambda_1) \right)^{1/\lambda} \left( \sum_{m=1}^{\infty} m^{p(1-\lambda_2)-1} a_m^p \right)^{1/\lambda} \left( \sum_{n=1}^{\infty} n^{q(1-\lambda_1)-1} b_n^q \right)^{1/\lambda},
\]

(3)

where \( \frac{1}{p} + \frac{1}{q} = 1, p > 1, \alpha, \beta \in (0,1], \lambda \in (0, \lambda), \lambda_1 \in (0, \frac{1}{\lambda}], \lambda_2 \in (0, \frac{1}{\lambda}) \cap (0, \lambda), \lambda_1 + \lambda_2 = \lambda \). Inequality (4) is the other kind of (2) involving two partial sums inside the two terms of series.

Recently, Liao, Wu and Huang [5] considered a variation of inequality (3); one partial sum \( B_n = \sum_{k=1}^{n} b_k \) was embedded inside the terms of series, i.e.,

\[
\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{a_n b_m}{(m^\alpha + n^\beta)^{1/p}} < \lambda \left( \frac{1}{\lambda} k_{\lambda_1}(\lambda_2 + 1) \right)^{1/\lambda} \left( \frac{1}{\lambda} k_{\lambda_2}(\lambda_1) \right)^{1/\lambda} \left( \sum_{m=1}^{\infty} m^{p(1-\lambda_2)-1} A_m^p \right)^{1/\lambda} \left( \sum_{n=1}^{\infty} n^{q(1-\lambda_1)-1} B_n^q \right)^{1/\lambda},
\]

(4)

where \( \frac{1}{p} + \frac{1}{q} = 1, p > 1, \alpha, \beta \in (0,1], \lambda \in (0, \lambda), \lambda_1 \in (0, \frac{1}{\lambda}], \lambda_2 \in (0, \frac{1}{\lambda}) \cap (0, \lambda + 1), \lambda_1 + \lambda_2 = \lambda \). Inequality (4) is the other kind of (2) involving two partial sums inside the two terms of series.

Yang, Wu and Huang [6] established a reverse Hardy–Hilbert’s inequality with one partial sum \( B_n = \sum_{k=1}^{n} b_k \) as the term of the double series, as follows:

\[
\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{a_n b_m}{(m^\alpha + n^\beta)^{1/p}} > \frac{1}{\lambda} \left( \frac{1}{\lambda} k_{\lambda_1}(\lambda_2) \right)^{1/\lambda} \left( \frac{1}{\lambda} k_{\lambda_2}(\lambda_1) \right)^{1/\lambda} \left( \sum_{m=1}^{\infty} m^{p(1-\lambda_2)-1} A_m^p \right)^{1/\lambda} \left( \sum_{n=1}^{\infty} n^{q(1-\lambda_1)-1} B_n^q \right)^{1/\lambda},
\]

(5)

As a further study of the development methods of Hardy–Hilbert-type inequalities, some unconventional methods are adopted. For example, a half-discrete Hilbert-type inequality with the multiple upper limit function and the partial sums was provided by [7]. A reverse Hardy–Hilbert-type integral inequality involving one derivative function was published by [8]. Inequalities (4)–(6) and the work of [7,8] are meaningful extensions of (2) based on the Euler–Maclaurin summation formula, Abel’s partial summation formula.
and the techniques of real analysis. Some applications of Hardy–Hilbert-type inequalities in the real analysis and operator theory can be found in the monograph [9]. In [10], Hong gave an equivalent condition between the best possible constant factor and the parameters in the extension of (4). Some other similar results are provided by [11–13].

Inspired by the work of [4–10], in this paper, we construct a reverse Hardy–Hilbert’s inequality which contains one partial sum and some extra parameters inside the weight coefficients, the reverse Hardy–Hilbert’s inequality has different structural forms by comparing with existing results mentioned above. Our method is mainly based on some skillful applications of the Euler–Maclaurin summation formula and Abel’s partial summation formula. By means of the newly proposed inequality, we then discuss the equivalent conditions of the best possible constant factor associated with several parameters. As applications, we deal with some equivalent forms of the obtained inequality and illustrate how to derive more reverse inequalities of Hardy–Hilbert type from the current results.

2. Preliminaries

For convenience, let us first state the following conditions (C1) that would be used repeatedly in subsequent section:

\[(C1)\] \[ p < 0, \frac{1}{p} + \frac{1}{q} = 1, \lambda \in (0, 3], \eta_i \in [0, \frac{1}{2}], \lambda_i = (0, \frac{1}{2}] \cap (0, \lambda) (i = 1, 2),
\]
\[\eta_1 + \eta_2 = \eta, \lambda_1 := \frac{\lambda - \lambda_i}{p} + \frac{\lambda_i}{q}, \lambda_2 := \frac{\lambda - \lambda_i}{q} + \frac{\lambda_i}{p}, \quad a_m, b_n \geq 0 (m, n \in \mathbb{N} = \{1, 2, \ldots\}),\]
\[0 < \sum_{m=1}^{\infty} (m - \eta_i)^{p(1 - \lambda_i - 1)} a_m^p < \infty, \quad 0 < \sum_{n=1}^{\infty} (n - \eta_i)^{q(1 - \lambda_i - 1)} b_n^q < \infty, \quad A_m = \sum_{j=1}^{m} a_j \quad \text{with} \quad A_m = o(e^{(m - \eta_i)}) \quad (t > 0).\]

Lemma 1. (cf. [9], (2.2.3)) (i) If \((-1)^i \frac{d^i}{dt^i} g(t) > 0, \quad t \in [m, \infty) \quad (m \in \mathbb{N}) \quad \text{with} \quad g^{(i)}(\infty) = 0 \quad (i = 0, 1, 2, 3), \quad P_i(t), B_i \quad (i \in \mathbb{N}) \quad \text{are Bernoulli functions and Bernoulli numbers of i-order, then}
\[\int_{m}^{\infty} P_2q^{-1}(t)g(t)dt = -\varepsilon_q \frac{B_q}{2q} g(m) \quad (0 < \varepsilon_q < 1; q = 1, 2, \ldots).\]

In particular, for \( q = 1, B_1 = \frac{1}{2} \), we have:
\[-\frac{1}{12} g(m) < \int_{m}^{\infty} P_1(t) g(t) dt < 0; \quad (7)\]
for \( q = 2, B_2 = -\frac{1}{12} \), it follows that:
\[0 < \int_{m}^{\infty} P_3(t) g(t) dt < \frac{1}{120} g(m). \quad (8)\]

(ii) (cf. [9], (2.3.2)) If \( f(t)(> 0) \in C^1[m, \infty), \lim_{t \to \infty} f^{(i)}(t) = f^{(i)}(\infty) = 0 \quad (i = 0, 1, 2, 3), \)
then we have the following Euler–Maclaurin summation formula:
\[\sum_{k=m}^{\infty} f(k) = \int_{m}^{\infty} f(t)dt + \frac{1}{2} f(m) + \int_{m}^{\infty} P_1(t) f'(t)dt, \quad (9)\]
\[\int_{m}^{\infty} P_1(t) f''(t)dt = -\frac{1}{12} f''(m) + \frac{1}{6} \int_{m}^{\infty} P_3(t) f'''(t)dt. \quad (10)\]

Lemma 2. Suppose that \( s \in (0, 3], \ s_2 \in (0, \frac{1}{2}] \cap (0, s), \ k_1(s_2) := B(s_2, s - s_2), \) we define the following weight coefficient:
\[ \varpi_s(s_2, m) := (m - \eta_1)^{s_2 - s} \sum_{n=1}^{\infty} \frac{(s - \eta_2)^{s_2}}{(m + n - \eta)^s} \quad (m \in \mathbb{N}). \]  

(11)

Then, we have the following inequalities:

\[ 0 < k_s(s_2)(1 - O_s(\frac{1}{(m - \eta)^2})) < \varpi_s(s_2, m) < k_s(s_2) \quad (m \in \mathbb{N}) \]  

(12)

where \( O_s(\frac{1}{(m - \eta)^2}) := \frac{1}{k_s(s_2)} \int_0^{\frac{1 - \eta_2}{m - \eta_1}} u^2 \, du \), which satisfies

\[ 0 < O_s(\frac{1}{(m - \eta)^2}) \leq \frac{1}{2k_s(s_2)} \left( \frac{1 - \eta_2}{m - \eta_1} \right)^2. \]

**Proof.** For fixed \( m \in \mathbb{N} \), we set the following real function:

\[ g(m, t) := \frac{(t - \eta_2)^{s_2}}{(m - \eta)^2} \quad (t > \eta_2). \]  

In the following, we divide two cases of \( s_2 \in (0,1) \cap (0, s) \) and \( s_2 \in [\frac{1}{2}, \frac{3}{2}] \cap (0, s) \) to prove (12).

(i) For \( s_2 \in (0,1) \cap (0, s) \), since \((-1)^i g^{(i)}(m, t) > 0 \quad (t > \eta_2; i = 0,1,2)\), by using Hermite–Hadamard’s inequality (cf. [10]) and setting \( u = \frac{t - \eta_2}{m - \eta_1} \), we find:

\[ \varpi_s(s_2, m) = (m - \eta_1)^{s_2 - s} \sum_{n=1}^{\infty} g(m, n) < (m - \eta_1)^{s_2 - s} \int_{s_2}^{\infty} g(m, t) \, dt \]

\[ = (m - \eta_1)^{s_2 - s} \left[ \int_{s_2}^{\infty} \frac{u^{s_2 - 1}}{(m - \eta_1 + t - \eta)^s} \, dt \right] \]

\[ = \int_{s_2}^{\infty} \frac{u^{s_2 - 1}}{(m - \eta_1 + u)^s} \, du = B(s_2, s - s_2) = k_s(s_2). \]

On the other hand, in view of the decreasing property of the series, setting \( u = \frac{t - \eta_2}{m - \eta_1} \), we obtain:

\[ \varpi_s(s_2, m) = (m - \eta_1)^{s_2 - s} \sum_{n=1}^{\infty} g(m, n) > (m - \eta_1)^{s_2 - s} \int_{s_2}^{\infty} g(m, t) \, dt \]

\[ = \left[ \int_{s_2}^{\infty} \frac{u^{s_2 - 1}}{(m - \eta_1 + u)^s} \, du \right] = B(s_2, s - s_2) = \frac{1 - \eta_2}{m - \eta_1} \int_{s_2}^{\infty} \frac{u^{s_2 - 1}}{(1 + u)^s} \, du \]

\[ = k_s(s_2)(1 - O_s(\frac{1}{(m - \eta)^2})) > 0, \]

where \( O_s(\frac{1}{(m - \eta)^2}) = \frac{1}{k_s(s_2)} \int_{s_2}^{\infty} \frac{u^{s_2 - 1}}{(1 + u)^s} \, du > 0 \), which satisfies the following inequality:

\[ 0 < \int_0^{\infty} \frac{u^{s_2 - 1}}{(1 + u)^s} \, du < \int_0^{\infty} u^{s_2 - 1} \, du = \frac{1}{s_2} \left( \frac{1 - \eta_2}{m - \eta_1} \right)^{s_2} \quad (m \in \mathbb{N}). \]

Hence, we obtain (12).

(ii) For \( s_2 \in [\frac{1}{2}, \frac{3}{2}] \cap (0, s) \), by (9), we have:

\[ \sum_{n=1}^{\infty} g(m, n) = \int_{s_2}^{\infty} g(m, t) \, dt + \frac{1}{2} g(m, 1) + \int_0^{\eta_2} P(t) g(m, t) \, dt \]

\[ = \int_{s_2}^{\infty} g(m, t) \, dt - h(m), \]

where \( h(m) \) is indicated as
\[ h(m) := \int_{\eta_2}^{t} g(m,t) dt - \frac{1}{2} g(m,1) - \int_{\eta_2}^{\eta_2} P(t) g'(m,t) dt. \]

It is easy to observe that \(-\frac{1}{2} g(m,1) = \frac{\left(\frac{t}{m+q}\right)^{\eta_2-2}}{2(m+q)^{\eta_2-1}}.\) Furthermore, integrating by parts, it follows that \[
\int_{\eta_2}^{t} g(m,t) dt = \int_{\eta_2}^{\left(\frac{t}{m+q}\right)^{\eta_2-1}} d\left(\frac{t}{m+q}\right)^{\eta_2} = \frac{1}{\eta_2} \int_{\eta_2}^{(\frac{t}{m+q})^{\eta_2}} d(\frac{t}{m+q})^{\eta_2} + \frac{s}{\eta_2 (s+1)} \int_{\eta_2}^{(\frac{t}{m+q})^{\eta_2}} \left( t - \eta_2 \right)^{(s+1)} dt
\]

We find that:

\[-g'(m,t) = \frac{(s+1)(t - \eta_2)^{(s-2)}}{(m+q)^t} + \frac{s(t - \eta_2)^{(s-2)}}{(m+q)^t} = \frac{(s+1)(t - \eta_2)^{(s-2)}}{(m+q)^t} + \frac{s(t - \eta_2)^{(s-2)}}{(m+q)^t} = \frac{(s+1)(t - \eta_2)^{(s-2)}}{(m+q)^t} - \frac{s(t - \eta_2)^{(s-2)}}{(m+q)^t},\]

and for \(s_2 \in [1, \frac{1}{2}] \cap (0, s),\) we deduce that

\[ (-1)^i \frac{d^i}{dt^i} \frac{(t - \eta_2)^{(s_2-2)}}{(m+q)^t} > \frac{s_2+1}{m+q} \frac{(t - \eta_2)^{(s_2-2)}}{(m+q)^t} > 0 \quad (t > \eta_2; i = 0, 1, 2, 3).\]

By utilizing (8)–(10), for \(a := 1 - \eta_2 \in [\frac{3}{4}, 1],\) we obtain:

\[ (s+1-s_2) \int_{\eta_2}^{t} P(t) \frac{(t - \eta_2)^{(s_2-2)}}{(m+q)^t} dt > -\frac{(s+1)\eta_2}{12(m+q)^t} \alpha^{t-2}, \]

\[ -(m-\eta_2) s_2 \int_{\eta_2}^{t} P(t) \frac{(t - \eta_2)^{(s_2-2)}}{(m+q)^t} dt > \frac{(m-\eta_2) s_2}{12(m+q)^t} \frac{(t - \eta_2)^{(s_2-2)}}{(m+q)^t} \alpha^{t-2}.\]

and then we have:

\[ h(m) > \frac{\alpha^{t-2}}{(m+q)^t} h_1 + \frac{\alpha^{t-2}}{(m+q)^t} h_2 + \frac{\alpha^{t-2}}{(m+q)^t} h_3, \]

where \(h_i (i = 1, 2, 3)\) are formulated as

\[ h_1 := \frac{s_2}{\eta_2} \frac{(t - \eta_2)^{(s_2-2)}}{(m+q)^t} - \frac{(2s_2 - (6a + 1)s_2 + 12a^2)}{720}, \quad h_2 := \frac{s_2}{\eta_2 (s+1)} \frac{(t - \eta_2)^{(s_2-2)}}{(m+q)^t} - \frac{2(s+1)(2s_2 - (6a + 1)s_2 + 12a^2)}{720}, \quad h_3 := \frac{s_2}{\eta_2 (s+2)(s+3)} \frac{(t - \eta_2)^{(s_2-2)}}{(m+q)^t} - \frac{2(s+1)(3s_2 - (6a + 1)s_2 + 12a^2)}{720}.\]

Moreover, for \(s \in (0, 3], s_2 \in [1, \frac{1}{2}] \cap (0, s), a \in [\frac{3}{4}, 1],\) we find

\[ h_1 > \frac{s_2}{12s_2} [s_2^2 - (6a + 1)s_2 + 12a^2] - \frac{1}{120}, \]

In view of \(\frac{s_2}{20} [s_2^2 - (6a + 1)s_2 + 12a^2] = 6(4a - s_2) \geq 6(4 \cdot \frac{1}{2} - \frac{1}{2}) > 0,\) and

\[ \frac{\alpha^{t-2}}{(m+q)^t} [s_2^2 - (6a + 1)s_2 + 12a^2] = 2s_2 - (6a + 1) \leq 2 \cdot \frac{1}{2} - (6 \cdot \frac{1}{4} + 1) < 0, \] we obtain:
\[ h_1 \geq \frac{(3/4)^2}{2(3/4)^2} \left( \frac{3}{4} \right)^2 - \left( 6 \cdot \frac{3}{4} + 1 \right) \frac{1}{12} + 12 \left( \frac{3}{4} \right)^2 - \frac{1}{120} = \frac{1}{120} > 0, \]

\[ h_2 > a^2 \left( \frac{4a^2}{15} - \frac{1}{120} \right) - \frac{1}{90} > \left( \frac{4}{5} \right)^2 \left[ \frac{4}{5} \right] - 1 = \frac{3}{80} - \frac{1}{90} > 0, \]

\[ h_3 > \frac{8a^4}{105} - \frac{5}{720} \geq \frac{8}{105} \left( \frac{3}{4} \right)^2 - \frac{1}{90} = \frac{27}{1210} - \frac{1}{144} > 0, \]

and hence we have \( h(m) > 0. \)

On the other hand, we have:

\[
\sum_{n=1}^{\infty} g(m,n) = \int_0^\infty g(m,t)dt + \frac{1}{2} g(m,1) + \int_0^\infty P_1(t)g'(m,t)dt
\]

\[
= \int_0^\infty g(m,t)dt + H(m),
\]

where \( H(m) \) is indicated as \( H(m):= \frac{1}{2} g(m,1) + \int_0^\infty P_1(t)g'(m,t)dt. \)

We have already obtained that \( \frac{1}{2} g(m,1) = \frac{a^{n+2}}{2(a-n+1)^3} \) and

\[ g'(m,t) = -\int_0^s \int_0^{(m-\eta)t} \int_0^{(m-\eta)t} \left( \frac{s}{s+n} \right)^{\frac{1}{2}} \left( \frac{m-\eta}{m-\eta+n} \right)^{\frac{1}{2}} dt > 0, \]

\[ (m-\eta) \int_0^\infty P_1(t) \left( \frac{(m-\eta)t}{(m-\eta+n)t} \right)^{\frac{1}{2}} dt > \frac{a^{\frac{n+2}{2}}}{12(a-n+1)^3} = \frac{a^{\frac{n+2}{2}}}{12(a-n+1)^3} \]

\[ \geq \left( \frac{1}{2} \right) \frac{a^{\frac{n+2}{2}}}{12(a-n+1)^3} = \frac{a^{\frac{n+2}{2}}}{12(a-n+1)^3} > 0. \]

Then, we have:

\[ H(m) > \frac{a^{n+2}}{2(a-n+1)^3} - \frac{a^{\frac{n+2}{2}}}{12(a-n+1)^3} \]

\[ \geq \left( \frac{1}{2} \right) \frac{a^{\frac{n+2}{2}}}{12(a-n+1)^3} = \left( \frac{1}{2} \right) \frac{a^{\frac{n+2}{2}}}{12(a-n+1)^3} > 0. \]

Therefore, we derive the inequalities:

\[ \int_0^\infty g(m,t)dt < \sum_{n=1}^{\infty} g(m,n) < \int_0^\infty g(m,t)dt. \]

By virtue of the results of the case (i), we obtain (12). The proof of Lemma 2 is complete. □

**Lemma 3.** Under the assumption (C1), we have the following reverse Hardy–Hilbert’s inequality:

\[ I_0 := \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{a_{mn}}{(m+n-n)} > (k_{\lambda}(\lambda_2))^{\frac{1}{2}} (k_{\lambda}(\lambda_3))^{\frac{1}{2}} \]

\[ \times \left[ \sum_{m=1}^{\infty} (m-\eta) \left( \frac{1}{m-n} \right)^{\frac{1}{2}} \right]^{\frac{1}{4}} \left[ \sum_{n=1}^{\infty} \left( 1 - O_2 \left( \frac{1}{(n-n)^2} \right) \right) (n-\eta_2) \left( \frac{1}{n^2} \right)^{\frac{1}{4}} \right]^{\frac{1}{4}}. \]

**Proof.** By symmetry, for \( s_1, \in (0, \frac{1}{2}) \cap (0, s) \), \( k_\lambda(s_1) = B(s_1, s-s_1) \), we can obtain the following inequalities for the next weight coefficient:
$$0 < k_i(s_i)(1 - O_i\left(\frac{1}{(a_{-\eta_2})^m}\right))$$

(14)

$$< \omega_i(s_i, n) := (n - \eta_2)^{s_i-\frac{1}{2}} \sum_{m=1}^{\infty} \frac{(m-\eta_2)^{\frac{1}{2}-1}}{(m+n-\eta)^{\frac{1}{2}}} < k_i(s_i) \ (n \in \mathbb{N}),$$

where

$$O_i\left(\frac{1}{(a_{-\eta_2})^m}\right) := \frac{1}{\omega_i(s_i, n)} \int_{0}^{1} \frac{u^{n+1}}{(1+u)} \, du \ (> 0).$$

By applying the reverse Hölder’s inequality (cf. [14]), we obtain:

$$I_0 = \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{1}{(m+n)^{\frac{1}{2}}} \left[ (m-\eta_2)^{1-\frac{1}{2}} a_m \right] \left[ (n-\eta_2)^{1-\frac{1}{2}} b_n \right]$$

$$\geq \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{1}{(m+n)^{\frac{1}{2}}} \left[ (m-\eta_2)^{1-\frac{1}{2}} a_m \right] \left[ (n-\eta_2)^{1-\frac{1}{2}} b_n \right]$$

$$= \sum_{m=1}^{\infty} \sigma_\lambda(\lambda_2, m)(m-\eta_2)^{\rho(1-\lambda)-1} a_m \left[ \sum_{n=1}^{\infty} \omega_i(\lambda_i, n)(n-\eta_2)^{\rho(1-\lambda)-1} b_n \right].$$

Now, by using (12) and (14) for $s = \lambda, s_i = \lambda_i \ (i = 1, 2)$, we obtain (13). Lemma 3 is proved. □

**Lemma 4.** If $t > 0,$ then we have the following inequality:

$$\sum_{m=1}^{\infty} e^{-t(m-\eta_2)} a_m \leq t \sum_{m=1}^{\infty} e^{-t(m-\eta_2)} A_m.$$  

(15)

**Proof.** In view of $A_m e^{-t(m-\eta_2)} = o(1) \ (m \to \infty),$ using Abel’s summation by parts formula, we find:

$$\sum_{m=1}^{\infty} e^{-t(m-\eta_2)} a_m = \lim_{m \to \infty} A_m e^{-t(m-\eta_2)} + \sum_{m=1}^{\infty} A_m [e^{-t(m-\eta_2)} - e^{-t(m-\eta_2+1)}]$$

$$= \sum_{m=1}^{\infty} A_m [e^{-t(m-\eta_2)} - e^{-t(m-\eta_2+1)}] = (1 - e^{-t}) \sum_{m=1}^{\infty} e^{-t(m-\eta_2)} A_m.$$  

Since $1 - e^{-t} < t \ (t > 0),$ we acquire inequality (15). This completes the proof of Lemma 4. □

3. Main Results

**Theorem 1.** Under the assumption (C1), we have the following reverse Hardy–Hilbert’s inequality:

$$I := \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{\omega_i(s_i)}{(m+n)^{\frac{1}{2}}} > \frac{1}{2} \left( k_\lambda(\lambda_2) \right)^2 \left( k_\lambda(\lambda_1) \right)^2$$

$$\times \left[ \sum_{m=1}^{\infty} (m-\eta_2)^{\rho(1-\lambda)-1} a_m \right] \left[ \sum_{n=1}^{\infty} (1 - O_i\left(\frac{1}{(a_{-\eta_2})^m}\right))(n-\eta_2)^{\rho(1-\lambda)-1} b_n \right].$$

(166)
where \( O_{\lambda}(\frac{1}{(x-\eta)^{\lambda}}) := \frac{1}{\Gamma(\lambda)} \int_{0}^{\infty} \frac{u^{\lambda-1}}{(1+u)^{\lambda}} \, du. \) In particular, for \( \lambda_1 + \lambda_2 = \lambda \), we have

\[
0 < \sum_{m=1}^{\infty} (m-\eta)^{\rho(1-\lambda)} a_m^p < \infty, \quad 0 < \sum_{n=1}^{\infty} (1-O_{\lambda}(\frac{1}{(x-\eta)^{\lambda}}))(n-\eta)^{\rho(1-\lambda)} b_n^q < \infty,
\]

and the following reverse inequality:

\[
I = \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{a_m b_n}{(m+n-\eta)^{\lambda+1}} > \frac{1}{B(\lambda_1, \lambda_2)}
\]

\[
\times \left[ \sum_{m=1}^{\infty} (m-\eta)^{\rho(1-\lambda)} a_m^p \right] \left[ \sum_{n=1}^{\infty} (1-O_{\lambda}(\frac{1}{(x-\eta)^{\lambda}}))(n-\eta)^{\rho(1-\lambda)} b_n^q \right]^\frac{1}{p}.
\]  

(17)

**Proof.** In view of the formula \( \frac{1}{(m+n-\eta)^{\lambda+1}} = \frac{1}{\Gamma(\lambda+1)} \int_{0}^{\infty} t^{(\lambda+1)-1} e^{-(m+n-\eta)t} \, dt \), by using (15), it follows that:

\[
I = \frac{1}{\Gamma(\lambda+1)} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} a_m b_n \int_{0}^{\infty} t^{(\lambda+1)-1} e^{-(m+n-\eta)t} \, dt
\]

\[
= \frac{1}{\Gamma(\lambda+1)} \int_{0}^{\infty} t^{\lambda-1} \left[ \sum_{m=1}^{\infty} e^{-(m-\eta)t} a_m \right] \sum_{n=1}^{\infty} e^{-(n-\eta)t} b_n \, dt
\]

\[
\geq \frac{1}{\Gamma(\lambda+1)} \int_{0}^{\infty} t^{\lambda-1} \sum_{m=1}^{\infty} e^{-(m-\eta)t} a_m \sum_{n=1}^{\infty} e^{-(n-\eta)t} b_n \, dt
\]

\[
= \frac{1}{\Gamma(\lambda+1)} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} a_m b_n \int_{0}^{\infty} t^{\lambda-1} e^{-(m+n-\eta)t} \, dt
\]

\[
= \frac{1}{\Gamma(\lambda+1)} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{a_m b_n}{(m+n-\eta)^{\lambda+1}} = \frac{I_0}{\lambda},
\]

Furthermore, by means of (13), we obtain (16). The proof of Theorem 1 is complete. \( \square \)

**Remark 1.** For \( s = \lambda + 1 \in (1,3), \ S_2 = \tilde{\lambda}_2 \in (0, \frac{1}{s}] \cap (0, \lambda + 1) \) from (11) and (12), we have \( \lambda \in (0, 2] \), and the following inequality:

\[
\sigma_{\lambda+1}(\tilde{\lambda}_2, m) = (m-\eta)^{\lambda+1} \sum_{n=1}^{\infty} \frac{(m-n)^{\lambda+1}}{(m+n-\eta)^{\lambda+1}} < k_{\lambda+1}(\tilde{\lambda}_2) \quad (m \in N).
\]  

(18)

**Theorem 2.** If \( \lambda_1 + \lambda_2 = \lambda \in (0, 2] \), \( \lambda_1 \in (0,1] \cap (0, \lambda) \), \( \lambda_2 \in (0, \frac{1}{2}] \cap (0, \lambda) \), then the constant factor \( \frac{1}{B(\lambda_1, \lambda_2)} \) in (16) is the best possible.

**Proof.** (i) For the case of \( \lambda_1 \in (0,1) \cap (0, \lambda) \), we prove that the constant factor \( \frac{1}{B(\lambda_1, \lambda_2)} \) in (17) is the best possible.

For any \( 0 < e < \min \{ p \mid (1 - \lambda_1), q \lambda_2 \} \), we set

\[
\tilde{a}_m := m^{\lambda_1-\frac{1}{p}} b_n := n^{\lambda_2-\frac{1}{p}} \quad (m, n \in N).
\]

Since \( 0 < e < \frac{1}{p} \), we have

\[
0 < \lambda_1 - \frac{1}{p} < 1 \quad (p < 0), \text{ and } f(t) := t^{\lambda_1-\frac{1}{p}} \text{ is strictly decreasing with respect to } t > 0.
\]

Thus, by the decreasing property of the series, we have
\[
\widetilde{A}_m := \sum_{i=1}^{m} \tilde{a}_i = \sum_{i=1}^{m} i^{\lambda-i-1} < \int_0^m t^{\lambda-i-1} dt = \frac{1}{\lambda-i} m^{\lambda-i}.
\]

If there exists a constant \( M \geq \frac{1}{\lambda} B(\lambda_1, \lambda_2) \) such that (17) is valid when we replace \( \frac{1}{\lambda} B(\lambda_1, \lambda_2) \) by \( M \) then, in particular, for \( \eta_i = \eta = 0 \) \((i = 1, 2)\), using a substitution of \( a_n = \tilde{a}_n, b_n = \tilde{b}_n \) and \( A_m = \widetilde{A}_m \) in (17), we have:

\[
\widetilde{I} := \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{\tilde{a}_n \tilde{b}_m}{(m+n)^{\gamma-1}} > M \left[ \sum_{m=1}^{\infty} m^{\rho(1-\lambda_1)-1} \tilde{a}_m \right] \frac{1}{\gamma} \left[ \sum_{n=1}^{\infty} \left( 1 - O_2 \left( \frac{1}{n^\gamma} \right) \right) n^{q(1-\lambda_2)-1} \tilde{b}_n \right]^{\frac{1}{\gamma}}. \tag{19}
\]

By (19) and the decreasing property of the series, we obtain:

\[
\widetilde{I} > M (1 + \sum_{m=1}^{\infty} m^{1-\varepsilon}) \frac{1}{\gamma} \left[ \sum_{n=1}^{\infty} \left( 1 - O_2 \left( \frac{1}{n^\gamma} \right) \right) n^{q(1-\lambda_2)-1} \tilde{b}_n \right]^{\frac{1}{\gamma}}
\]

\[
> M (1 + \int_1^{\infty} x^{-\varepsilon} dx) \frac{1}{\gamma} \left( 1 - O(1) \right) \frac{1}{\gamma}
\]

\[
> \frac{M}{\varepsilon} (\varepsilon + 1) \frac{1}{\gamma} (1 - \varepsilon O(1)) \frac{1}{\gamma}.
\]

By (18), for \( \eta_i = \eta = 0 \) \((i = 1, 2)\), \( \lambda_2 = \lambda_2 - \varepsilon \in (0, \frac{1}{\lambda}) \cap (0, \lambda) \), we have:

\[
\widetilde{I} < \frac{1}{\lambda-i} \sum_{m=1}^{\infty} \left( m^{-(\lambda_2-\varepsilon)+1} \sum_{n=1}^{\infty} \frac{1}{(m+n)^{\gamma-1}} m^{-\varepsilon}\right)
\]

\[
= \frac{1}{\lambda-i} \sum_{m=1}^{\infty} a_{j+1} (\lambda_2) n m^{-\varepsilon-1} \left( 1 + \sum_{m=2}^{\infty} n^{-\varepsilon} \right)
\]

\[
< \frac{1}{\lambda-i} k_{j+1} (\lambda_2) (1 + \int_1^{\infty} x^{-\varepsilon} dx) = \frac{1}{\lambda-i} k_{j+1} (\lambda_2) (\varepsilon + 1).
\]

This yields:

\[
\frac{1}{\lambda-i} k_{j+1} (\lambda_2) (\varepsilon + 1) > \varepsilon \tilde{\lambda} > M (\varepsilon + 1) \frac{1}{\gamma} (1 - \varepsilon O(1)) \frac{1}{\gamma}.
\]

Putting \( \varepsilon \to 0^+ \) into the above inequality, by virtue of the continuity of the beta function, we obtain \( \frac{1}{\lambda} B(\lambda_1, \lambda_2) = \frac{1}{\lambda-i} B(\lambda_1 + 1, \lambda_2) = \frac{1}{\lambda-i} k_{j+1} (\lambda_2) \geq M \).

Hence, \( M = \frac{1}{\lambda} B(\lambda_1, \lambda_2) \) is the best possible constant factor in (17).

(ii) For the case of \( \lambda_1 = 1 \) \((1 < \lambda_2 \leq 2)\), for any \( 0 < \varepsilon < 1 \), replacing \( \lambda \) by \( \lambda - \varepsilon \) in (17), setting \( \lambda_1 = 1 - \varepsilon, \lambda_2 = \lambda - 1 \), by case (i), we have the following inequality with the best possible constant factor \( \frac{1}{\lambda-i} B(1 - \varepsilon, \lambda - 1) \):
\[(m - \eta_i)^{p_{i-1}} \leq (m - \eta_i)^{-\gamma_i-1},\]
\[\sum_{m=1}^{\infty} (m - \eta_i)^{p_{i-1}} a_m^{p_{i}} \leq \sum_{m=1}^{\infty} (m - \eta_i)^{p_{i-1}-1} a_m^{p_{i}} < \infty,\]

it follows that \(\lim_{\varepsilon \to 0^+} \sum_{m=1}^{\infty} (m - \eta_i)^{p_{i-1}} a_m^{p_{i}} = \sum_{m=1}^{\infty} (m - \eta_i)^{p_{i-1}-1} a_m^{p_{i}}\), and in the same way, we conclude that \(\lim_{\varepsilon \to 0^+} K_{q,\varepsilon} = K_{q,0}\) is valid.

If there exists a constant factor \(M \geq \frac{1}{\lambda}B(1, \lambda - 1) = \frac{1}{\lambda(\lambda-1)} (1 < \lambda \leq 2)\), such that (17) (for \(\lambda_1 = 1, \lambda_2 = \lambda - 1\)) is valid when we replace \(\frac{1}{\lambda(\lambda-1)}\) by \(M\), namely
\[
\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{\alpha_{m,n}}{(m+n-q)^{p_{i-1}}/\varepsilon} > M \left[ \sum_{m=1}^{\infty} (m - \eta_i)^{-1} a_m^{p_{i}} \right]^2 K_{q,0},
\]

Then, by using Fatou lemma (cf. [15]) and (20), it follows that
\[
\lim_{\varepsilon \to 0^+} \left\{ \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{\alpha_{m,n}}{(m+n-q)^{p_{i-1}}/\varepsilon} / \left[ \sum_{m=1}^{\infty} (m - \eta_i)^{-1} a_m^{p_{i}} \right]^2 K_{q,\varepsilon} \right\} \geq \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{\alpha_{m,n}}{(m+n-q)^{p_{i-1}}/\varepsilon} / \left[ \sum_{m=1}^{\infty} (m - \eta_i)^{-1} a_m^{p_{i}} \right]^2 K_{q,0} > M.
\]

By the property of limitation, there exists a constant \(\delta_0 \in (0,1)\), such that for any \(\delta \in (0, \delta_0)\),
\[
\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{\alpha_{m,n}}{(m+n-q)^{p_{i-1}}/\varepsilon} / \left[ \sum_{m=1}^{\infty} (m - \eta_i)^{-1} a_m^{p_{i}} \right]^2 K_{q,0} > M,
\]

namely,
\[
\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{\alpha_{m,n}}{(m+n-q)^{p_{i-1}}/\varepsilon} > M \left[ \sum_{m=1}^{\infty} (m - \eta_i)^{-1} a_m^{p_{i}} \right]^2 K_{q,0}.
\]

Since the constant factor \(\frac{1}{\lambda(\lambda-1)} B(1, \lambda - 1)\) in (20) (for \(\varepsilon = \delta\)) is the best possible, we have \(\frac{1}{\lambda(\lambda-1)} B(1, \lambda - 1) \geq M\). Letting \(\delta \to 0^+\), we have \(\frac{1}{\lambda(\lambda-1)} = \frac{1}{B(1, \lambda - 1)} \geq M\), which implies that \(M = \frac{1}{\lambda(\lambda-1)}\) is the best possible factor of (17) (for \(\lambda_1 = 1, \lambda_2 = \lambda - 1\)). This completes the proof of Theorem 2. \(\square\)

**Theorem 3.** Under the assumption (C1), if the constant factor \(\frac{1}{\lambda} (k_1(\lambda_2))^{\frac{1}{2}} (k_1(\lambda_1))^{\frac{1}{2}}\) in (16) is the best possible, then for
\[
\lambda - \lambda_1 - \lambda_2 \in [(\lambda - \lambda_2 - \frac{1}{2}) q, (\lambda - \lambda_2) q] \cap (-\lambda_2 q, (\frac{1}{2} - \lambda_2) q) (\supset \{0\}),
\]
we have \(\lambda_1 + \lambda_2 = \lambda\).

**Proof.** Note that for \(\hat{\lambda}_1 = \frac{\lambda - \lambda_1}{p} + \frac{\lambda_1}{q}, \hat{\lambda}_2 = \frac{\lambda - \lambda_2}{p} + \frac{\lambda_2}{q}\), we find
\[
\hat{\lambda}_1 + \hat{\lambda}_2 = \frac{\lambda - \lambda_1}{p} + \frac{\lambda_1}{q} + \frac{\lambda - \lambda_2}{q} + \frac{\lambda_2}{p} = \lambda.
\]
If \(\lambda - \lambda_1 - \lambda_2 \in [(\lambda - \lambda_2 - \frac{1}{2}) q, (\lambda - \lambda_2) q) (\supset \{0\})\), then we have
\[
0 < \hat{\lambda}_i = \frac{\lambda - \lambda_2}{p} + \frac{\lambda_1}{q} \leq \frac{1}{2}; \text{ if } \lambda - \hat{\lambda}_1 - \hat{\lambda}_2 \in (-\lambda_2 q ((\frac{1}{2} - \lambda_2)q)(\supset \{0\}),
\]
then we have \(0 < \hat{\lambda}_2 \leq \frac{1}{2}\). By using (22), we obtain \(0 < \hat{\lambda}_i < \lambda \) (\(i = 1,2\)), and then we deduce that \(\hat{\lambda}_i \in (0, \frac{1}{2}] \cap (0, \lambda) \) (\(i = 1,2\)).

By applying (17), we have

\[
\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{\lambda_{m,n}}{(m+n-q)^{s+1}}
\]

\[
> \frac{1}{\pi} B(\hat{\lambda}_1, \hat{\lambda}_2) \left[ \sum_{m=1}^{\infty} (m-\eta_i)^{p(1-\hat{\lambda}_1)-1}a_m \right]^{\frac{1}{2}} \left[ \sum_{n=1}^{\infty} (1-O_\lambda(\frac{1}{n-\eta_2}))^p (n-\eta_2)^{q(1-\hat{\lambda}_2)-1}b_n \right]^{\frac{1}{2}}.
\]

If the constant factor \(\frac{1}{\pi} (k_\lambda(\hat{\lambda}_2))^{\frac{1}{2}} (k_\lambda(\hat{\lambda}_1))^{\frac{1}{2}}\) in (16) is the best possible, then by using (23), we have the following inequality:

\[
\frac{1}{\pi} (k_\lambda(\hat{\lambda}_2))^{\frac{1}{2}} (k_\lambda(\hat{\lambda}_1))^{\frac{1}{2}} \geq \frac{1}{\pi} B(\hat{\lambda}_1, \hat{\lambda}_2) = \frac{1}{\pi} k_\lambda(\hat{\lambda}_1) \in \mathbb{R}_+ = (0, \infty),
\]

\(k_\lambda(\hat{\lambda}_2))^{\frac{1}{2}} (k_\lambda(\hat{\lambda}_1))^{\frac{1}{2}} \geq k_\lambda(\hat{\lambda}_1).

By employing the reverse Hölder’s inequality (cf. [14]), we obtain:

\[
k_\lambda(\hat{\lambda}_1) = \frac{\frac{1}{2} - \lambda_2}{p} + \frac{\lambda_1}{q}
\]

\[
= \int_0^\infty \frac{1}{(1+u)^{\frac{1}{2} - \lambda_1 - 1}} du = \int_0^\infty \frac{1}{(1+u)^{\frac{1}{2} - \lambda_1 - 1}}(u^{\frac{1}{2} - \lambda_1}) du
\]

\[
\geq \left[ \int_0^\infty \frac{1}{(1+u)^{\frac{1}{2} - \lambda_1 - 1}} du \right]^{\frac{1}{2}} \left[ \int_0^\infty \frac{1}{(1+u)^{\frac{1}{2} - \lambda_1 - 1}} du \right]^{\frac{1}{2}}
\]

\[
= \left( \int_0^\infty \frac{1}{(1+u)^{\frac{1}{2} - \lambda_1 - 1}} du \right) \left( \int_0^\infty \frac{1}{(1+u)^{\lambda_1 - 1}} du \right)
\]

\[
= (k_\lambda(\hat{\lambda}_2))^{\frac{1}{2}} (k_\lambda(\hat{\lambda}_1))^{\frac{1}{2}},
\]

which implies that \(k_\lambda(\hat{\lambda}_1) = (k_\lambda(\hat{\lambda}_2))^{\frac{1}{2}} (k_\lambda(\hat{\lambda}_1))^{\frac{1}{2}}\), namely, (24) keeps the form of equality.

Note that (24) keeps the form of equality if and only if there exist constants \(A\) and \(B\) such that they are not both zero satisfying (cf. [15]) \(Au^{\frac{1}{2} - \lambda_1} = Bu^{\lambda_1 - 1}\) a.e. in \(\mathbb{R}_+\).

Assuming that \(A \neq 0\), we have \(u^{\frac{1}{2} - \lambda_1 - \lambda_1} = \frac{A}{B}\) a.e. in \(\mathbb{R}_+\), and \(\lambda - \lambda_2 - \lambda_1 = 0\). Hence, we have \(\hat{\lambda}_1 + \hat{\lambda}_2 = \lambda\). Theorem 3 is proved. \(\square\)

4. Equivalent Forms and Some Particular Inequalities

**Theorem 4.** Under the assumption (C1), we have the following reverse inequality equivalent to (16):

\[
J := \left\{ \sum_{m=1}^{\infty} \frac{(m-\eta_1)^{p(1-\hat{\lambda}_1)-1}}{(1-O_\lambda(\frac{1}{m-\eta_1}))^p (m+n-q)^{s+1}} \left[ \sum_{n=1}^{\infty} \frac{\lambda_{m,n}}{(m+n-q)^{s+1}} \right]^{\frac{1}{p}} \right\}^{\frac{1}{p}}
\]

\[
> \frac{1}{\pi} (k_\lambda(\hat{\lambda}_2))^{\frac{1}{2}} (k_\lambda(\hat{\lambda}_1))^{\frac{1}{2}} \left[ \sum_{m=1}^{\infty} (m-\eta_1)^{p(1-\hat{\lambda}_1)-1}a_m \right]^{\frac{1}{2}}.
\]
In particular, for $\lambda_1 + \lambda_2 = \lambda$, we have $0 < \sum_{m=1}^{\infty} (m - \eta_1) \rho^{(1-\lambda_1)-1} a_m^p < \infty$, and the following reverse inequality equivalent to (19):

$$
\left\{ \sum_{n=1}^{\infty} \frac{(n-\eta_2)^{\frac{1}{2}-1}}{\log \left( \frac{1}{n-\eta_2} \right)^{p_1+1}} \left[ \frac{\sum_{m=1}^{n} A_m}{\sum_{m=1}^{n} (m+n-q)^{p_2+1}} \right]^{p_1} \right\}^{\frac{1}{p_2}} > \frac{1}{\lambda} B(\lambda_1, \lambda_2) \left[ \sum_{m=1}^{\infty} (m - \eta_1) \rho^{(1-\lambda_1)-1} a_m^p \right]^{\frac{1}{p}}.
$$

(26)

**Proof.** Suppose that (25) is valid. By using the reverse Hölder’s inequality (cf. [14]), we have

$$
I = \sum_{n=1}^{\infty} \left[ \frac{(n-\eta_2)^{\frac{1}{2}-1}}{\log \left( \frac{1}{n-\eta_2} \right)^{p_1+1}} \sum_{m=1}^{n} \frac{A_m}{(m+n-q)^{p_2+1}} \right]^{p_1} (1 - O_2 \left( \frac{1}{(n-\eta_2)^{\frac{1}{2}}} \right))^{\frac{q}{q-1}} b_n^{\frac{q}{q-1}}.
$$

(277)

Then, from (25) and (27), we obtain (16).

On the other hand, assuming that (16) is valid, we set

$$
b_n := \frac{(n-\eta_2)^{\frac{1}{2}-1}}{\log \left( \frac{1}{n-\eta_2} \right)^{p_1+1}} \sum_{m=1}^{n} \frac{A_m}{(m+n-q)^{p_2+1}}, \quad n \in \mathbb{N}.
$$

Then, it follows that

$$
J = \left[ \sum_{n=1}^{\infty} \left( 1 - O_2 \left( \frac{1}{(n-\eta_2)^{\frac{1}{2}}} \right) \right) (n - \eta_2) \right]^{q-1} \left[ \sum_{n=1}^{\infty} b_n \right]^{\frac{q}{q-1}}.
$$

If $J = \infty$, then (25) is naturally valid; if $J = 0$, then it is impossible that it makes (25) valid, namely, $J > 0$. Suppose that $0 < J < \infty$. By virtue of (16), we have

$$
\sum_{n=1}^{\infty} \left( 1 - O_2 \left( \frac{1}{(n-\eta_2)^{\frac{1}{2}}} \right) \right) (n - \eta_2) \left[ \sum_{m=1}^{\infty} (m - \eta_1) \rho^{(1-\lambda_1)-1} a_m^p \right]^{\frac{1}{p}} = J
$$

$$
> \frac{1}{\lambda} (k_1(\lambda_2))^{\frac{1}{p}} (k_1(\lambda_1))^{\frac{1}{q}} \left[ \sum_{m=1}^{\infty} (m - \eta_1) \rho^{(1-\lambda_1)-1} a_m^p \right]^{\frac{1}{p}} J^{p-1},
$$

(25)

$$
J > \frac{1}{\lambda} (k_1(\lambda_2))^{\frac{1}{p}} (k_1(\lambda_1))^{\frac{1}{q}} \left[ \sum_{m=1}^{\infty} (m - \eta_1) \rho^{(1-\lambda_1)-1} a_m^p \right]^{\frac{1}{p}}.
$$

Thus, we obtain (25), which implies that (25) is equivalent to (16). The Theorem 4 is proved. □

**Remark 2.** By the same way as above, in view of assumption (C1), if $0 < p < 1, q < 0, \frac{1}{p} + \frac{1}{q} = 1$, then we can obtain the following reverse equivalent inequalities containing one partial sums:

$$
\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{A_m}{(m+n-q)^{p_2+1}}.
$$

$$
J > \frac{1}{\lambda} (k_1(\lambda_2))^{\frac{1}{p}} (k_1(\lambda_1))^{\frac{1}{q}} \left[ \sum_{m=1}^{\infty} \left( 1 - O_2 \left( \frac{1}{(n-\eta_2)^{\frac{1}{2}}} \right) \right) (n - \eta_2) \right]^{q-1} \left[ \sum_{n=1}^{\infty} b_n \right]^{\frac{q}{q-1}},
$$

(25)
\[
\left\{ \sum_{n=1}^{\infty} (n-\eta_2)^{p\lambda_2-1} \left[ \sum_{m=1}^{\infty} \frac{\lambda_2}{(m+n-\eta_2)^{\frac{p}{\lambda_2}}} \right]^p \right\}^{\frac{1}{p}} > \frac{1}{\lambda} (k_\lambda(\lambda_2))^\frac{1}{\lambda} (k_\lambda(\lambda_1))^\frac{1}{\lambda} \left[ \sum_{m=1}^{\infty} (1-O_2(\frac{1}{\eta_2^p})) (m-\eta_1)^{p(1-\lambda_1)-1} a_m^p \right]^\frac{1}{\lambda}.
\]

**Theorem 5.** If \( \lambda_1 + \lambda_2 = \lambda (\in (0, 2]) \) satisfying \( \lambda_1 \in (0, 1] \cap (0, \lambda) \) and \( \lambda_2 \in (0, \frac{1}{2}] \cap (0, \lambda) \), then the constant factor \( \frac{1}{\lambda} (k_\lambda(\lambda_2))^\frac{1}{\lambda} (k_\lambda(\lambda_1))^\frac{1}{\lambda} \) in (25) is the best possible. On the other hand, by virtue of the assumption (C1), if the constant factor \( \frac{1}{\lambda} (k_\lambda(\lambda_2))^\frac{1}{\lambda} (k_\lambda(\lambda_1))^\frac{1}{\lambda} \) in (25) is the best possible, then for

\[
\lambda - \lambda_1 - \lambda_2 \in (\lambda - \lambda_2 - \frac{1}{2}) q, (\lambda - \lambda_2) q) \cap (-\lambda_2 q, (\frac{1}{2} - \lambda_2) q) \cup \{0\},
\]

we have \( \lambda_1 + \lambda_2 = \lambda \).

**Proof.** If \( \lambda_1 + \lambda_2 = \lambda (\in (0, 2]) \) satisfying \( \lambda_1 \in (0, 1] \cap (0, \lambda) \) and \( \lambda_2 \in (0, \frac{1}{2}] \cap (0, \lambda) \), then by using Theorem 2, we conclude that the constant factor \( \frac{1}{\lambda} (k_\lambda(\lambda_2))^\frac{1}{\lambda} (k_\lambda(\lambda_1))^\frac{1}{\lambda} \) in (16) is the best possible. By employing (27), we can prove that the constant factor in (25) is still the best possible.

On the other hand, if the same constant factor in (25) is the best possible, then by the equivalency of (25) and (16), in view of \( J^\pi = I \) (in the proof of Theorem 4), it follows that the same constant factor in (16) is still the best possible. By applying Theorem 2, in view of the assumption, we have \( \lambda_1 + \lambda_2 = \lambda \). The proof of Theorem 5 is complete.

**Remark 3.** (i) Taking \( \eta = \eta_1 = \eta_2 = 0 \) in (17) and (26), we obtain the following reverse equivalent inequalities:

\[
\sum_{m=1}^{\infty} \frac{a_m^p}{(m+n)^{\frac{p}{\lambda}}} > \frac{1}{\lambda} \left( \sum_{m=1}^{\infty} \frac{a_m^p}{(m+n)^{\frac{p}{\lambda}}} \right)^{\frac{1}{\lambda}} B(\lambda_1, \lambda_2) \left( \sum_{m=1}^{\infty} \frac{a_m^p}{(m+n)^{\frac{p}{\lambda}}} \right)^{\frac{1}{\lambda}}.
\]

Hence, (17) (resp. (16)) is an extension of inequality (28).

In particular, for \( \lambda = 2, \lambda_1 = \lambda_2 = 1 \), we have

\[
\sum_{m=1}^{\infty} \frac{a_m^p}{(m+n)^{\frac{p}{\lambda}}} > \frac{1}{\lambda} \left( \sum_{m=1}^{\infty} \frac{a_m^p}{(m+n)^{\frac{p}{\lambda}}} \right)^{\frac{1}{\lambda}} \left( \sum_{m=1}^{\infty} (1-O_2(\frac{1}{\eta_2^p})) (m-\eta_1)^{p(1-\lambda_1)-1} b_m^p \right)^{\frac{1}{\lambda}}.
\]

(ii) Putting \( \lambda = 1, \lambda_1 = \lambda_2 = \frac{1}{2} \) in (17) and (26), we obtain the following reverse inequalities with the best possible constant factor \( \pi \):
\[
\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{A_n b_m}{(m+n)^2} > \pi \left( \sum_{m=1}^{\infty} \frac{(m-\eta_t)^{1-p}}{m^p} \right)^{\frac{1}{p}} \left( \sum_{n=1}^{\infty} \frac{1}{n^{1-q}} (n-\eta)^{1-q} b_n \right)^{\frac{1}{q}}, \quad (29)
\]

Choosing \( \eta_1 = \eta_2 = \eta = 0 \) in (29) and (30), we have

\[
\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{A_n b_m}{(m+n)^2} > \pi \left( \sum_{m=1}^{\infty} \frac{a_m^{1-p}}{m^p} \right)^{\frac{1}{p}} \left( \sum_{n=1}^{\infty} \frac{1}{n^{1-q}} (n-\eta)^{1-q} b_n \right)^{\frac{1}{q}},
\]

Choosing \( \eta_1 = \eta_2 = \frac{1}{4}, \eta = \frac{1}{2} \) in (29) and (30), we obtain:

\[
\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{A_n b_m}{(m+n)^2} > \pi \left( \sum_{m=1}^{\infty} \frac{(m-\frac{1}{4})^{1-p}}{m^p} \right)^{\frac{1}{p}} \left( \sum_{n=1}^{\infty} \frac{1}{n^{1-q}} (n-\frac{1}{4})^{1-q} b_n \right)^{\frac{1}{q}},
\]

5. Conclusions

In this paper, inspired by the work of [4–10], we construct a reverse Hardy–Hilbert’s inequality which contains one partial sum and some extra parameters inside the weight coefficients in Theorem 1. Our method is mainly based on some skillful applications of the Euler–Maclaurin summation formula and Abel’s partial summation formula. By means of the newly proposed inequality, we then discuss the equivalent conditions of the best possible constant factor associated with several parameters in Theorems 2 and 3. As applications, we deal with some equivalent forms of the obtained inequality and illustrate how to derive more reverse inequalities of the Hardy–Hilbert type from the current results in Theorems 4 and 5. The lemmas and theorems reveal rich connotations and significance of this type of inequality.
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