FINITE DISTORTION SOBOLEV MAPPINGS BETWEEN MANIFOLDS ARE CONTINUOUS
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Abstract. We prove that if $M$ and $N$ are Riemannian, oriented $n$-dimensional manifolds without boundary and additionally $N$ is compact, then Sobolev mappings $W^{1,n}(M,N)$ of finite distortion are continuous. In particular, $W^{1,n}(M,N)$ mappings with almost everywhere positive Jacobian are continuous. This result has been known since 1976 in the case of mappings $W^{1,n}(\Omega, \mathbb{R}^n)$, where $\Omega \subset \mathbb{R}^n$ is an open set. The case of mappings between manifolds is much more difficult.

1. Introduction

Sobolev functions in $W^{1,p}(\mathbb{R}^n)$ are Hölder continuous when $p > n$. However, if $1 \leq p \leq n$, Sobolev functions can be discontinuous. For example, one can easily check that $f(x) = \log |\log |x|| \in W^{1,n}$ in a neighborhood of the origin. One can use this example to create a function in $W^{1,n}$ that has $\log |\log |x||$ type singularities located on a dense subset of $\mathbb{R}^n$: we add singularities one by one, with centers located on a countable and dense subset of $\mathbb{R}^n$ and if we do it carefully, we obtain a Cauchy sequence in the $W^{1,n}$ norm, so it converges to a $W^{1,n}$ function. This is to say that, without much effort, one can construct a function in $W^{1,n}$ such that on every open subset of $\mathbb{R}^n$ its essential supremum is $+\infty$ and the essential infimum is $-\infty$.

However, Vodop’janov and Gol’dštei̧n [13] proved that if a mapping $f : \Omega \to \mathbb{R}^n$ of class $W^{1,n}$, defined on a domain $\Omega \subset \mathbb{R}^n$, has positive Jacobian, $J_f > 0$, almost everywhere, then $f$ is continuous. Moreover, the mapping is not only continuous, but it also satisfies a certain logarithmic estimate for the modulus of continuity (see Theorem [1]). This estimate (and the idea of the proof) is strictly related to the celebrated Courant-Lebesgue Lemma [13, Lemma 8.3.5]. In fact, Vodop’janov and Gol’dštei̧n proved a slightly stronger result that $W^{1,n}$ mappings of finite distortion are continuous.

We say that a mapping $f \in W^{1,n}(\Omega, \mathbb{R}^n)$ has finite distortion if at almost every point of $\Omega$ either $J_f > 0$ or $Df = 0$. That is, if the Jacobian $J_f(x)$ is not positive, then necessarily the whole derivative $Df(x)$ must be equal zero. Thus $W^{1,n}$ mappings with Jacobian positive almost everywhere are of finite distortion.
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A modern version of the result of Vodop’janov and Gol’dšteı́n reads as follows:

**Theorem 1.** If a mapping \( f \in W^{1,n}(\Omega, \mathbb{R}^n) \) has finite distortion, then \( f \) has a continuous representative which satisfies the estimate

\[
\left( \text{osc}_{B(x_0,r)} f \right)^n \leq \frac{C(n)}{\log(R/r)} \int_{B(x_0,R)} |Df(x)|^n \, dx, \tag{1}
\]

provided \( B(x_o,R) \subset \Omega \) and \( 0 < r < R \).

For a proof see e.g. \[7\]. The result in \[7\] is stated for \( K \)-pseudomonotone mappings.

Vodop’janov and Gol’dšteı́n proved that mappings of finite distortion are weakly monotone and it is easy to verify that weakly monotone mappings are 1-pseudomonotone (see e.g. \[7\]), so the result follows. Anyway, we will sketch the proof of Theorem 1 in Section 2.

**Corollary 2.** If \( f \in W^{1,n}(\Omega, \mathbb{R}^n) \) and \( J_f > 0 \) a.e., then \( f \) has a continuous representative.

The proof uses in an essential way the existence of the radial retraction \( P : \mathbb{R}^n \to \overline{B(x_o,r)} \), which maps \( \mathbb{R}^n \setminus B^n(x_o,r) \) onto \( S^{n-1}(x_o,r) = \partial B^n(x_o,r) \).

Using a similar argument one can extend the result to the case of Orlicz-Sobolev mappings:

**Theorem 3.** Assume \( f : \Omega \to \mathbb{R}^n \) has finite distortion and \( Df \in L^n \log^{-1} \). Then \( f \) has a continuous representative.

See \[8\] Chapter 2] and \[12\] Chapter 7] for the case of more general Orlicz-Sobolev spaces.

In this paper we are concerned with Sobolev mappings between manifolds.

Assume \( M \) and \( N \) are smooth, Riemannian manifolds without boundary, with \( N \) being compact. Assume also that \( N \) is isometrically embedded in \( \mathbb{R}^k \) for some \( k \in \mathbb{N} \). Then the class of Sobolev mappings \( W^{1,p}(M, N) \) is defined as

\[
W^{1,p}(M, N) = \{ u \in W^{1,p}(M, \mathbb{R}^k) : f(x) \in N \text{ for a.e. } x \in M \}.
\]

This is a metric space, with the metric inherited from \( W^{1,p}(M, \mathbb{R}^k) \).

If \( M \) and \( N \) are smooth, oriented, \( n \)-dimensional Riemannian manifolds without boundary, with \( N \) being closed, then we say that \( f \in W^{1,n}(M, N) \) has finite distortion if \( J_f(x) > 0 \) or \( Df(x) = 0 \) at almost every point of \( M \). If in addition, there is a constant \( K > 0 \) such that \( |Df|^n \leq K J_f \) almost everywhere, then we say that \( f \) is quasiregular.

Note that we need the manifolds to be oriented, as otherwise we would not be able to talk about positive Jacobian.

We want to emphasize that in our definitions of quasiregular mappings and mappings of finite distortion we do not assume continuity.
As we have seen, Euclidean quasiregular mappings or, more generally, $W^{1,n}$ mappings of finite distortion are continuous.

The class of quasiregular mappings and mappings of finite distortion between manifolds have been studied by many authors, see for example [2, 9, 10, 14, 15] and references therein. In most of the papers the target manifold is compact. However, the authors always explicitly assume continuity of such mappings. Thus a natural question is whether mappings of finite distortion, as defined above, are necessarily continuous.

**Question 1.** Assume $M$ and $N$ are two smooth, oriented, $n$-dimensional Riemannian manifolds without boundary, with $N$ being compact. Is it true that a mapping $f \in W^{1,n}(M, N)$ of finite distortion is necessarily continuous (i.e. has a continuous representative)?

The Euclidean argument does not easily adapt to this case, because of lack of a counterpart of the projection $P$. This is an essential difference, because, in fact, an analogous question for Orlicz-Sobolev mappings has a negative answer: there exists a mapping $f : S^n \to S^n$ with $Df \in L^n \log^{-1}$, with positive Jacobian (and thus of finite distortion), that is discontinuous, see [8] and Section 4. The existence of such a counterexample is, in essence, caused by the lack of a retraction that could play the role of $P$ in the proof.

However, in the case of $W^{1,n}$ mappings, the answer is in the positive. This shows that when the target manifold is compact, the continuity assumption in papers cited above is redundant. The main result of the paper reads as follows.

**Theorem 4.** Let $M$ and $N$ be smooth, oriented, $n$-dimensional Riemannian manifolds without boundary and assume additionally that $N$ is compact. If $f \in W^{1,n}(M, N)$ has finite distortion, then $f$ is continuous. Moreover, for every compact subset $Z \subset M$ there is $R_0 > 0$ depending on $Z$, $N$ and $f$ such that $f$ satisfies the estimate

$$\left( \text{osc}_{B(x,r)} f \right)^n \leq \frac{C(n)}{\log(R/r)} \int_{B(x,R)} |Df|^n$$

provided $x \in Z$ and $0 < r < R < R_0$.

Note that the constant in the inequality depends on $n$ only.

**Corollary 5.** If $M$ and $N$ are as in Theorem 4, $f \in W^{1,n}(M, N)$ and $J_f > 0$ almost everywhere in $M$, then $f$ is continuous.

Another motivation behind Theorem 4 stems from a result Hornung and Velcic [11] who proved continuity of the Gauss map for a $W^{2,2}$-isometric immersion of a 2-dimensional surface with smooth positive Gaussian curvature. In a forthcoming paper we will show applications of Theorem 4 to regularity of higher dimensional Sobolev isometric immersions, see [4].

One can further ask whether Theorem 4 generalizes to the case of mappings into non-compact manifolds, but, in general, the answer is in the negative: the function $f(x) = \log |\log x|$ defines a mapping from a ball in $\mathbb{R}^n$ into the graph of $f$. This mapping is in $W^{1,n}$, has positive Jacobian, but it is discontinuous at the origin.
The paper is organized in the following way: in Section 2 we present a proof of Theorem 1. In Section 3 we prove Theorem 4. Section 4 is devoted to discontinuous Orlicz-Sobolev mappings with positive Jacobian. Finally, Section 5 is an appendix with some technical results needed in the paper.

Notation used in the paper is pretty standard. By $C$ we will denote a generic constant whose value may change within a single string of estimates. By writing $C(n)$ we indicate the constant depends on $n$ only. The Lebesgue measure of a set $A \subset \mathbb{R}^n$ is denoted by $|A|$, while the Lebesgue measure of a subset $A$ of a Riemannian manifold will be denoted by $\text{Vol}(A)$. By $\omega_n$ we denote the measure of an $n$-dimensional Euclidean unit ball, therefore the volume of an $(n-1)$-dimensional unit sphere equals $n\omega_n$. Whenever we consider a restriction of a Sobolev mapping to the boundary of a ball, we mean the restriction in the sense of traces. The spaces of continuous and Hölder continuous functions with exponent $\alpha$ will be denoted by $C^0$ and $C^0,\alpha$ respectively. The norm of the derivative $|Df|$ is always understood as the operator norm, that is $|Df(x)| = \sup_{|\xi|=1} |Df(x)\xi|$. The symbol $\lesssim$, used in Section 5, stands for an inequality up to a constant dependent on the dimension $n$ only.

2. Euclidean case

In this section we will sketch the proof of Theorem 1. While the result is known, it is important to see a sketch here, because it will allow us to understand in what ways the proof of Theorem 4 is different and in what ways it is similar to that of Theorem 1. Our argument will be somewhat sketched, but the missing details will be explained in the course of the proof of Theorem 4.

The most important step in the proof is the observation that mappings of finite distortion have the following property:

$$\text{osc}_{B(x,r)} f \leq 2 \text{osc}_{S(x,r)} f$$

for every $x \in \Omega$ and almost all $0 < r < \text{dist}(x, \Omega^c)$. (3)

Since $W^{1,n}$ functions are Hölder continuous on almost all spheres, the oscillation of $f$ on $S(x, r)$ is understood in the classical sense: $\text{osc}_{S(x,r)} f = \text{diam} f(S(x, r))$. However, since we do not know yet that $f$ is continuous on $\Omega$, the oscillation of $f$ on the ball is understood as the essential oscillation

$$\text{osc}_{B(x,r)} f = \inf \{ \text{diam } f(A) : A \text{ is a full measure subset of } B(x, r) \}.$$

In fact, we will prove that if $\overline{B}$ is a closed ball that contains $f(S(x, r))$ and $\text{diam } f(\overline{B}) \leq 2 \text{diam } f(S(x, r))$, then

$$|f^{-1}(\mathbb{R}^n \setminus \overline{B}) \cap B(x, r)| = 0,$$

that is, almost all points of $B(x, r)$ are mapped into $\overline{B}$.

Suppose to the contrary that the set

$$K = f^{-1}(\mathbb{R}^n \setminus \overline{B}) \cap B(x, r)$$

has positive measure. The mapping $f$ is not constant on $K$, thus the derivative $Df$ cannot be equal zero almost everywhere in $K$ (for a detailed argument see the proof of (6)). Since
If $f$ is a mapping of finite distortion, it follows that $J_f > 0$ on a subset of $K$ of positive measure and hence

$$\int_K J_f > 0.$$ 

Let now $P$ be the retraction $P : \mathbb{R}^n \to \overline{B}$ as described in the Introduction. Since the Jacobian of the mapping $P \circ f$ equals zero on the set $K$ (because this set is mapped into an $(n-1)$-dimensional sphere) and $J_{P \circ f} = J_f$ on $B(x, r) \setminus K$, we conclude that

$$\int_{B(x, r)} J_{P \circ f} < \int_{B(x, r)} J_f.$$ 

On the other hand, $f = P \circ f$ on the boundary of the ball $B(x, r)$ (since the boundary is mapped into $\overline{B}$) and $W^{1,n}$ mappings that have the same boundary values have equal integrals of the Jacobian [12, Lemma 4.7.2], so

$$\int_{B(x, r)} J_{P \circ f} = \int_{B(x, r)} J_f,$$ 

which is a contradiction. This proves (3).

By Fubini’s theorem, the restriction of $f$ to almost all spheres $S(x_0, t)$ belongs to $W^{1,n}(S(x_0, r), N)$. This and Morrey’s inequality (see Appendix) imply that

$$\text{osc}_{S(x_0, t)} f \leq C(n) \left( t \int_{S(x_0, t)} |Df|^n \right)^{1/n} \quad \text{for almost all } 0 < t < R.$$ 

Hence (3) yields

$$C(n) \int_{B(x_0, R) \setminus B(x_0, r)} |Df|^n \geq \int_r^R \left( \text{osc}_{S(x_0, t)} f \right)^n \frac{dt}{t} \geq 2^{-n} \int_r^R \left( \text{osc}_{B(x_0, t)} f \right)^n \frac{dt}{t} \geq 2^{-n} \log(R/r) \left( \text{osc}_{B(x_0, r)} f \right)^n,$$

which proves the result.

### 3. $W^{1,n}$ Mappings Between Manifolds

In this section we prove Theorem 4. Since the result is local in nature, we will state it first under the assumption that $M = \mathbb{B}^n$ is a Euclidean ball (of any radius). Then we will show how the general case of Theorem 4 follows from this particular one.

Recall that the injectivity radius of $N$, denoted by $d_N$, is the supremum of $r > 0$ such that for any $p \in N$, the exponential map $\exp_p : T_p N \to N$ is a diffeomorphism of the ball $B(0, r) \subset T_p N$ onto $B(p, r) \subset N$ (for more information about the exponential map, see [13]).
Theorem 6. Let $N$ be a smooth, compact and oriented, $n$-dimensional Riemannian manifold without boundary. Let $d_N$ be the radius of injectivity of $N$ and let $C_M = (n - 1)\pi(n\omega_n)^{-1/n}$ be the constant in Morrey’s inequality (Corollary 10). Let $\mathbb{B}^n \subset \mathbb{R}^n$ be the largest radius such that $B(0, R)$ be an exponential map, for every neighborhood of $0$ in $T$.

Note that since the manifold

\[
\exp_{x, r} \text{ is a Euclidean ball of any radius.}
\]

if $f \in W^{1,n}(\mathbb{B}^n, N)$ has finite distortion and satisfies the estimate

\[
\int_{\mathbb{B}^n} |Df|^n < \min\{A_N, B_N\},
\]

where

\[
A_N = \frac{1}{2} \left( \frac{d_N}{60C_M} \right)^n, \quad B_N = \inf\{\text{Vol}(D) : D \text{ is a ball in } N \text{ of radius } d_N/10\},
\]

then $f$ has a continuous representative which satisfies the estimate

\[
(\frac{\text{osc}_{B(x_o, r)} f}{\text{osc}_{B(x_o, r)} f})^n \leq \frac{(6C_M)^n}{\log(R/r)} \int_{B(x_o, R)} |Df|^n,
\]

provided $B(x_o, 2R) \subset \mathbb{B}^n$ and $0 < r < R$.

Note that since the manifold $N$ is compact, the constant $B_N$ is positive.

Before we prove Theorem 6, we will show how Theorem 4 follows from it.

Balls in Riemannian manifolds are defined with respect to the Riemannian distance so, by the definition, all balls are geodesic.

For every $x \in M$, the exponential map $\exp_x : T_x M \to M$ is a diffeomorphism of a neighborhood of $0 \in T_x M$ onto a neighborhood of $x \in M$, say $\exp_x$ maps a ball $B(0, r_x)$ in $T_x M$ in a diffeomorphic way onto the ball $B(x, r_x)$ in $M$. By the definition of the exponential map, for every $0 < r < r_x$, $\exp_x$ maps $B(0, r)$ onto $B(x, r)$.

Since the derivative $D_x \exp_x : T_x M \to T_x M$, is the identity map, $\exp_x$ restricted to a small neighborhood of $0 \in T_x M$ is bi-Lipschitz with the bi-Lipschitz constant 2. Let $r_x > 0$ be the largest radius such that $\exp_x$ restricted to $B(0, r_x)$ is 2-bi-Lipschitz.

Given a compact set $Z \subset M$, let $R_1 = \inf\{r_x : x \in Z\}$. Clearly $R_1 > 0$ and for any $x \in Z$, $\exp_x : B(0, R_1) \to B(x, R_1)$ is a 2-bi-Lipschitz diffeomorphism. Hence $f \circ \exp_x \in W^{1,n}(B(0, R_1), N)$ and

\[
\int_{B(0, r)} |D(f \circ \exp_x)|^n \leq \tilde{C}(n) \int_{B(x, r)} |Df|^n \quad \text{for all } 0 < r < R_1.
\]

Note that since $T_x M$ is equipped with the Euclidean structure, we can identify it with $\mathbb{R}^n$, so $B(0, R_1)$ is a Euclidean ball.

Since $\sup_{x \in Z} \text{Vol}(B(x, r)) \to 0$ as $r \to 0$, we have that $R_2 > 0$, where

\[
R_2 = \sup \left\{ r > 0 : \left( \tilde{C}(n) \int_{B(x, r)} |Df|^n \right) \leq \frac{1}{2} \min\{A_N, B_N\} \text{ for all } x \in Z \right\}.
\]
Let $R_3 = \min\{R_1, R_2\}$ and $R_0 = R_3/2$. Then for any $x \in Z$, the function $f \circ \exp_x \in W^{1,n}(B(0, R_3), N)$ satisfies the assumptions of Theorem 6. Hence if $x \in Z$ and $0 < r < R < R_0$, we have
\[
\left( \frac{\text{osc}_{(x,r)} f}{\text{osc}_{B(0)} (f \circ \exp_x)} \right)^n \leq \frac{(6C_M)^n}{\log(R/r)} \int_{B(0,R)} |D(f \circ \exp_x)|^n \leq \frac{\hat{C}(n)(6C_M)^n}{\log(R/r)} \int_{B(x,R)} |Df|^n,
\]
so Theorem 4 follows. Note that $B(0, 2R) \subset B(0, R_3)$ so we could apply Theorem 6. Therefore, it remains to prove Theorem 6.

**Proof of Theorem 6**. The exponential map $\exp_p : T_pN \to N$ is a diffeomorphism of the ball $B(0, d_N) \subset T_pN$ onto $B(p, d_N) \subset N$. Since $T_pN$ is isometric to $\mathbb{R}^n$, we can assume that the exponential map is defined on $\mathbb{R}^n$. In particular, if we fix $p \in N$, then for any $0 < r < d_N$, the inverse of the exponential map $\exp_p^{-1}$ maps $B(p, r)$ onto the Euclidean ball $B(0, r)$ in $\mathbb{R}^n$.

The next result is a crucial step in the proof of Theorem 6. It is a counterpart of property (3). Recall that a $W^{1,n}$ function on an $(n-1)$-dimensional sphere has a $C^{0,1/n}$-Hölder continuous representative, see Section 5.1.

**Proposition 7**. Let $B \subset \mathbb{B}^n$ be a ball such that
\[
(1) \quad f|_{\partial B} \in C^{0,1/n} \cap W^{1,n},
(2) \quad d = \text{diam } f(\partial B) < d_N/10.
\]
Let $D_1, D_2, D_3$ be concentric balls in $N$ of radii $2d$, $3d$ and $d_N/2$ such that $f(\partial B) \subset D_1$. If
\[
\int_B J_f < \text{Vol}(D_3 \setminus D_2),
\]
then a subset of $B$ of full measure is mapped into $\overline{D_2}$. That is, the essential oscillation of $f$ on $B$ satisfies
\[
\text{osc}_{B} f \leq 6 \text{osc}_{\partial B} f.
\]

**Proof**. Suppose to the contrary that the set $K = B \cap f^{-1}(N \setminus \overline{D_2})$ has positive measure. We claim that
\[
\int_K J_f > 0.
\]
Let $D^\lambda$, $\lambda > 0$, be the ball concentric with $D_2$, of radius $3d + \lambda$. If $\lambda > 0$ is sufficiently small, then the set $L = B \cap f^{-1}(N \setminus D^\lambda)$ also has positive measure.

Take $\ell$ to be a line in $\mathbb{R}^n$ such that
\[
(1) \quad \ell \text{ is parallel to the } x_1 \text{ axis},
(2) \quad \ell \cap L \neq \emptyset,
\]
(3) $f$ is absolutely continuous on $\ell \cap B$ (see Corollary 12).

The setting is presented in Figure 1.

Note that $f(\ell \cap \partial B) \subset D_1$. Let $\ell \cap \partial B = \{a, b\}$. Then $f|_{\ell \cap B}$ is a rectifiable curve that starts at $f(a) \in D_1$, travels to $f(\ell \cap L) \subset N \setminus D_\lambda$ and returns to $f(b) \in D_1$. In particular, $f(\ell \cap K)$ is a part of the curve $f(\ell \cap B)$ that connects the boundary of $D_2$ to points in $N \setminus D_\lambda$ and then returns to the boundary of $D_2$. Thus the length of $f(\ell \cap K)$ equals at least $2\lambda$, because the distance between $D_2$ and $N \setminus D_\lambda$ equals $\lambda$.

Since the (positive) length of $f(\ell \cap K)$ is given by $\int_{\ell \cap K} \sum_{\partial f/\partial x_1}$, the set

$$\{x \in \ell \cap K : Df(x) \neq 0\}$$

has positive linear measure.

The set of lines $\ell$ satisfying the conditions (1), (2) and (3) above has positive $(n - 1)$-dimensional measure and by Fubini’s theorem

$$|\{x \in K : Df(x) \neq 0\}| > 0.$$ 

The mapping $f$ has finite distortion, thus $J_f(x) > 0$ whenever $Df(x) \neq 0$, so (6) follows.

Since the behavior of a generic $W^{1,n}$ mapping can be very wild, it will be convenient to approximate $f$ on $B$ by a smooth mapping, while keeping the same boundary values.

**Lemma 8.** Under the assumptions of Proposition 7 there is a mapping $\tilde{f} \in C^\infty \cap W^{1,n}(B, N) \cap C^0(\overline{B}, N)$ such that

(a) $f$ and $\tilde{f}$ have the same trace on $\partial B$,

(b) $\int_B J_f < \text{Vol}(D_3 \setminus D_2)$,

(c) $\int_{B \setminus f^{-1}(N \setminus D_1)} J_{\tilde{f}} > 0$. 

---

**Figure 1.** The length of $f(\ell \cap K)$ is at least $2\lambda$, since it travels twice between $D_2$ and $N \setminus D_\lambda$.
Proof of Lemma 8. According to [1, Lemma 6 bis], there is a sequence of $C^\infty \cap W^{1,n}$ mappings $f_k : B \to N$ that converge to $f$ in $W^{1,n}(B,N)$ and $f_k|_{\partial B} = f|_{\partial B}$ in the sense of traces. Since the trace of $f$ on $\partial B$ is continuous, $f_k$ can be chosen to be continuous up to the boundary.

We will show that one can choose $\tilde{f}$ to be equal $f_k$ for $k$ sufficiently large.

Note that $J_{f_k} \overset{L^1}{\to} J_f$, which, together with (5), implies that

$$\int_B J_{f_k} < \text{Vol}(D_3 \setminus D_2)$$

for $k$ sufficiently large.

Then, by (6) and convergence of $f_k$,

$$\int_K J_{f_k} \to \int_K J_f = c > 0,$$

thus, for $k$ sufficiently large,

$$\int_K J_{f_k} > \frac{c}{2} > 0.$$

This is already rather close to (c), but the set of integration is wrong, therefore we write

$$\frac{c}{2} < \int_K J_{f_k} = \int_{K \setminus f_k^{-1}(N \setminus D_1)} J_{f_k} + \int_{K \cap f_k^{-1}(N \setminus D_1)} J_{f_k} = I_1 + I_2.$$

Consider the set of integration in $I_1$. If

$$x \in K \setminus f_k^{-1}(N \setminus D_1) = (B \cap f^{-1}(N \setminus \overline{D_2})) \setminus f_k^{-1}(N \setminus D_1),$$

then $f(x) \in N \setminus \overline{D_2}$, but $f_k(x) \not\in N \setminus D_1$, thus $f_k(x) \in D_1$. Therefore $\text{dist}(f(x), f_k(x)) > d = \text{dist}(D_1, N \setminus D_2)$, and since $f_k \overset{L^1}{\to} f$, the measure of the set

$$K \setminus f_k^{-1}(N \setminus D_1) \subset \{x \in B : \text{dist}(f_k(x), f(x)) > d\}$$

tends to 0 with $k \to \infty$. We have

$$|I_1| \leq \int_{K \setminus f_k^{-1}(N \setminus D_1)} |J_{f_k} - J_f| + \int_{K \cap f_k^{-1}(N \setminus D_1)} |J_f|.$$ 

The first term in the above sum tends to 0 with $k \to \infty$ thanks to the convergence of $J_{f_k}$ to $J_f$ in $L^1$; the second one also tends to 0, because the measure of the set of integration tends to 0, as proven above. Thus, for $k$ sufficiently large, the term $I_2$ must be positive. This proves (c) and completes the proof of Lemma 8.

Now we are ready to complete the proof of Proposition 7. We claim that there is an open set $D'$ such that $\overline{D'} \subset D_3 \setminus D_2$ is disjoint from the compact set $\overline{f(B)}$. Indeed, since
\hat{f}(\partial B) = f(\partial B) \subset D_1, \text{ we have } \hat{f}(\overline{B}) \cap (D_3 \setminus D_2) \subset \hat{f}(B) \text{ and it suffices to observe that }

\text{Vol}(\hat{f}(\overline{B}) \cap (D_3 \setminus D_2)) \leq \text{Vol}(\hat{f}(B)) \leq \int_{\hat{B}} J_{f} < \text{Vol}(D_3 \setminus D_2).

If \( p \) is the common center of the balls \( D_1, D_2 \) and \( D_3 \), then the inverse of the exponential map \( \exp_p^{-1} \) maps the balls \( D_1, D_2 \) and \( D_3 \) onto the balls \( B(0, 2d), B(0, 3d) \) and \( B(0, d_N/2) \). We can also assume that the set \( D' \) is such that \( \exp_p^{-1}(D') \) is a Euclidean ball \( B' \) whose closure is contained in \( B(0, d_N/2) \setminus B(0, 3d) \).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{The image of \( \hat{f}(\partial B) \) is contained in \( D_1 \); there exists an open set \( D' \subset D_3 \) with closure disjoint from \( \hat{f}(\overline{B}) \).}
\end{figure}

We claim that there is a Lipschitz retraction

\[ R: N \setminus \overline{D'} \to \overline{D_1}. \]

Let \( \Phi: \overline{B(0, d_N/2)} \to \mathbb{S}^n \) be a Lipschitz map onto the unit sphere in \( \mathbb{R}^n \) such that

- \( \Phi \) maps \( \partial B(0, d_N/2) \) onto a fixed point \( x_o \in \mathbb{S}^n \), on the equator of \( \mathbb{S}^n \),
- \( \Phi \) is a diffeomorphism of \( B(0, d_N/2) \) onto \( \mathbb{S}^n \setminus \{x_o\} \),
- \( \Phi \) maps balls \( \overline{B(0, 2d)} \) and \( \overline{D'} \) onto polar caps \( C_S \) and \( C_N \) around the south and the north pole respectively.

Then

\[ \Phi \circ \exp_p^{-1}: \overline{D_3} \to \mathbb{S}^n \]

maps \( \partial D_3 \) onto \( x_o \), so the map \( \Psi: N \to \mathbb{S}^n \) defined by

\[ \Psi(x) = \begin{cases} 
\Phi \circ \exp_p^{-1}(x) & \text{if } x \in \overline{D_3}, \\
x_o & \text{if } x \in N \setminus \overline{D_3} 
\end{cases} \]

is Lipschitz. Let \( p: \mathbb{S}^n \setminus C_N \to C_S \) be the retraction along meridians.

\( \Psi \) maps \( \overline{D'} \) onto \( C_N \), so \( \Psi \) maps \( N \setminus \overline{D'} \) onto \( \mathbb{S}^n \setminus C_N \) and hence \( p \circ \Psi: N \setminus \overline{D'} \to C_S \) is well defined and Lipschitz. Note also that \( \Psi \) maps \( \overline{D_1} \) onto \( C_S \) in a diffeomorphic way, so \( (\Psi|_{\overline{D_1}})^{-1} \) maps \( C_S \) back onto \( \overline{D_1} \). Hence the map

\[ R = (\Psi|_{\overline{D_1}})^{-1} \circ p \circ \Psi: N \setminus \overline{D'} \to \overline{D_1} \]
is well defined and Lipschitz.

If \( x \in \overline{D}_1 \), then \( \Psi(x) \in C_S \), so \( p(\Psi(x)) = \Psi(x) \) and hence \( R(x) = x \). That means \( R: N \setminus \overline{D}' \to \overline{D}_1 \) is a Lipschitz retraction.

Since \( \tilde{\phi} \) maps \( \overline{B} \) into \( N \setminus \overline{D} \), the map \( R \circ \tilde{\phi}: \overline{B} \to N \) is in \( C^0 \cap W^{1,n} \). Also \( \tilde{\phi}|_{\partial B} = R \circ \tilde{\phi}|_{\partial B} \), because \( \tilde{\phi}(\partial B) = f(\partial B) \subset D_1 \) and \( R \) is identity on \( \overline{D}_1 \).

Now, note that the mappings \( \tilde{\phi}: B \to N \) and \( R \circ \tilde{\phi}: B \to N \) are both continuous, in \( W^{1,n} \), and have the same boundary values. We can thus define a mapping \( F: S^n \to N \) in such a way that on the upper hemisphere (diffeomorphic to \( B \)) \( F \) coincides with \( \tilde{\phi} \), and on the lower hemisphere – with \( R \circ \tilde{\phi} \), see Figure 3. Obviously, \( F \) constructed this way is continuous and in \( W^{1,n} \). It is also not onto \( N \), since \( D' \) is disjoint with its image.

Recall that by a result of Schoen and Uhlenbeck [17, 16], smooth mappings \( C^\infty(S^n, N) \) are dense in \( W^{1,n}(S^n, N) \) (see also a survey paper [5] and references therein). In fact, since \( F \) is continuous, we can find a sequence \( F_k \in C^\infty(S^n, N) \) that converges to \( F \) both uniformly and in the \( W^{1,n} \) norm. Hence for \( k \geq k_0 \), \( F_k \) is not surjective so its degree equals zero, and thus \( \int_{S^n} J_{F_k} = 0 \). Since the integral of the Jacobian is continuous in the \( W^{1,n} \) norm (by Hölder’s inequality), it follows that

\[
\int_B J_{\tilde{\phi}} - \int_B J_{R \circ \tilde{\phi}} = \int_{S^n} J_F = \lim_{k \to \infty} \int_{S^n} J_{F_k} = 0.
\]

That is

\[
\int_B J_{\tilde{\phi}} = \int_B J_{R \circ \tilde{\phi}}. \tag{7}
\]

The mappings \( \tilde{\phi} \) and \( R \circ \tilde{\phi} \) coincide in \( \tilde{\phi}^{-1}(D_1) \) (and thus their Jacobians \( J_{\tilde{\phi}} \) and \( J_{R \circ \tilde{\phi}} \) are equal there), which, together with (7), implies that

\[
\int_{B \cap \tilde{\phi}^{-1}(N \setminus D_1)} J_{\tilde{\phi}} = \int_{B \cap (N \setminus D_1)} J_{R \circ \tilde{\phi}}. \tag{8}
\]

Note that \( R \circ \tilde{\phi} \) maps the set \( \tilde{\phi}^{-1}(N \setminus D_1) \) onto the boundary of the ball \( \overline{D}_1 \). Hence the Jacobian of \( R \circ \tilde{\phi} \) equals zero on \( \tilde{\phi}^{-1}(N \setminus D_1) \) proving that the right hand side of (8) is zero. However, the left hand side is positive by Lemma 8 (c). This yields the desired contradiction, that ends the proof of Proposition 7. \( \square \)

**Figure 3.** Mapping \( F \).
With the help of Proposition 7 we can now complete the proof of Theorem 6.

Fix \( x \in \mathbb{B}^n \). According to Fubini’s theorem, for almost all \( r \) such that \( 0 < r \leq \text{dist}(x, \partial \mathbb{B}^n) \), the function \( f \) restricted to the sphere \( S(x, r) \) belongs to the Sobolev space \( W^{1,n}(S(x, r)) \). Since \( n > n - 1 = \dim S(x, r) \), \( f \) restricted to \( S(x, r) \) is Hölder continuous with exponent \( 1/n \) and Morrey’s inequality (see Corollary 10 in the Appendix) yields

\[
\text{diam } f(S(x, r)) \leq C_M \left( r \int_{S(x,r)} |Df|^n \right)^{\frac{1}{n}},
\]

(9)

where the constant \( C_M \) depends on \( n \) only (see (13)).

In fact, one can assume more: that (after a proper choice of a representative) \( f \) is continuous on \( S(x, r) \) for almost all \((x, r) \in \mathbb{B}^n \times (0, \infty)\) such that \( 0 < r \leq \text{dist}(x, \partial \mathbb{B}^n) \) and on almost all lines parallel to the coordinate directions, see Corollary 12 in Appendix. From now on we shall assume that \( f \) is such a representative; let \( X \) be the full measure subset of \( \mathbb{B}^n \) such that \( f \) is continuous on a.e. sphere centered at \( x \in X \) and contained in \( \mathbb{B}^n \).

Recall also that the constants \( A_N \) and \( B_N \) were defined in the statement of Theorem 6

Fix \( x_o \in X \) and \( R > 0 \) such that \( B(x_o, 2R) \subset \mathbb{B}^n \), and fix \( r \in (0, R) \). Let

\[
T = \left\{ t \in (0, 2R) : t \int_{S(x_o,t)} |Df|^n \geq 2A_N \right\}.
\]

Then

\[
A_N > \int_{B(x_o,2R)} |Df|^n = \int_0^{2R} \left( \int_{S(x_o,t)} |Df|^n \right) dt \geq \int_0^T \frac{1}{t} \left( \int_{S(x_o,t)} |Df|^n \right) dt \geq |T| \cdot \frac{1}{2R} \cdot 2A_N,
\]

so \( |T| < R \). Hence we can find \( \rho \in (R, 2R) \) (in the complement of \( T \)) such that

(a) \( f \in C^{0,1/n} \cap W^{1,n}(S(x_o, \rho), N) \),
(b) \( \rho \int_{S(x_o, \rho)} |Df|^n < 2A_N \).

This and Morrey’s inequality (Corollary 10) yield

\[
\text{diam } f(S(x_o, \rho)) \leq C_M \left( \rho \int_{S(x_o, \rho)} |Df|^n \right)^{\frac{1}{n}} < C_M (2A_N)^{1/n} = d_N/60.
\]

Let \( d = \text{diam } f(S(x_o, \rho)) \). Note that \( d < d_N/60 < d_N/10 \).

Let \( D_1, D_2 \) and \( D_3 \) be concentric balls in \( N \) of radii \( 2d, 3d \) and \( d_N/2 \) such that \( f(S(x_o, \rho)) \subset D_1 \).
Note that \( D_3 \setminus D_2 \) contains a ball of radius \( d_N/10 \), thus \( \text{Vol}(D_3 \setminus D_2) \geq B_N \). On the other hand, the pointwise estimate \( J_f \leq |Df|^n \) yields

\[
\int_{B(x_0,\rho)} J_f \leq \int_{B(x_0,\rho)} |Df|^n < B_N \leq \text{Vol}(D_3 \setminus D_2).
\]

Overall, \( B(x_0,\rho) \) satisfies assumptions of Proposition \( 7 \) by which almost all points of \( B(x_0,\rho) \) are mapped into \( \overline{D_2} \). Hence

\[
\text{osc}_{B(x_0,\rho)} f \leq \text{diam} \overline{D_2} = 6d = \text{osc}_{S(x_0,\rho)} f < d_N/10.
\]

Here, as before, we understand the oscillation on the ball as the essential oscillation.

In particular, for almost all \( t \in (0,\rho) \), \( f \) restricted to \( S(x_0,t) \) is Hölder continuous and almost all points of \( S(x_0,t) \) are mapped into \( \overline{D_2} \) so \( f(S(x_0,t)) \subset \overline{D_2} \). For such \( t \in (0,\rho) \),

\[
\text{diam } f(S(x_0,t)) \leq \text{diam } \overline{D_2} < d_N/10.
\]

That means all such balls \( B(x_0,t) \) satisfy the assumptions of Proposition \( 7 \) and thus Proposition \( 7 \) and Morrey’s inequality yield

\[
\text{osc}_{B(x_0,t)} f \leq 6 \text{osc}_{S(x_0,t)} f \leq 6C_M \left( t \int_{S(x_0,t)} |Df|^n \right)^{1/n}
\]

for almost all \( t \in (0,\rho) \). Since \( (0,R) \subset (0,\rho) \), it is also true for almost all \( t \in (0,R) \). Integrating this inequality yields (recall that \( 0 < r < R \))

\[
\left( \text{osc}_{B(x_0,R)} f \right)^n \log(R/r) = \int_r^R \left( \text{osc}_{B(x_0,r)} f \right)^n \frac{dt}{t} \leq \int_r^R \left( \text{osc}_{B(x_0,t)} f \right)^n \frac{dt}{t}
\]

\[
\leq (6C_M)^n \int_r^R \left( \int_{S(x_0,t)} |Df|^n \right) dt = (6C_M)^n \int_{B(x_0,R) \setminus B(x_0,r)} |Df|^n.
\]

This proves \( 11 \). Since oscillation on balls is essential oscillation, we do not know yet if \( f \) has a continuous representative.

We shall write, for short, that a triple \( (x,r,R) \) satisfies condition (T), if \( B(x,2R) \subset \mathbb{B}^n \) and \( 0 < r < R \).

Whenever \( x \in X \) and \( (x,r,R) \) satisfies (T), the inequality

\[
\left( \text{osc}_{B(x,r)} f \right)^n \leq \frac{C(n)}{\log(R/r)} \int_{B(x,R)} |Df|^n
\]

holds with \( C(n) = (6C_M)^n \). However, the oscillation \( \text{osc}_{B(x,r)} f \) in \( 11 \) is understood as the essential oscillation, that is there is a subset \( N_{x,r,R} \subset B(x,r) \) of measure zero such that for any \( u,v \in B(x,r) \setminus N_{x,r,R} \) there holds the pointwise estimate

\[
d(f(u), f(v))^n \leq \frac{C(n)}{\log(R/r)} \int_{B(x,R)} |Df|^n.
\]
Let us now choose a countable subset $\tilde{X} \subset X$, $\tilde{X}$ dense in $\mathbb{B}^n$, and let

$$N = \bigcup_{(x,r,R)} N_{x,r,R},$$

where the sum runs over all triples $(x, r, R)$ satisfying conditions (T) and such that $x \in \tilde{X}$ and $r, R \in \mathbb{Q}$. Obviously $N$ has measure zero.

Fix $u, v \in \mathbb{B}^n \setminus N$. The set of all triples $(x, r, R)$ satisfying (T) and such that $u, v \in B(x, r)$ is open in $\mathbb{B}^n \times (0, \infty) \times (0, \infty)$, therefore to each such triple $(x, r, R)$ we can find another triple $(x', r', R')$ that satisfies (T), is arbitrarily close to $(x, r, R)$, we have $u, v \in B(x', r')$, $x' \in \tilde{X}$ and $r, R \in \mathbb{Q}$.

Then $u, v \in B(x', r') \setminus N_{x', r', R'}$, thus

$$d(f(u), f(v))^n \leq \frac{C(n)}{\log(R'/r')} \int_{B(x', R')} |Df|^n,$$

but since $(x', r', R')$ is arbitrarily close to $(x, r, R)$, the estimate (11) holds as well. Thus we established (11) for all $u, v \in \mathbb{B}^n \setminus N$ and any $(x, r, R)$ satisfying (T) and such that $u, v \in B(x, r)$.

Let now $p$ and $\rho$ denote the center and radius of $\mathbb{B}^n$ respectively. Fix $\varepsilon \in (0, \rho/2)$ and assume that $u, v \in B(p, \rho - 2\varepsilon) \setminus N$ and $|u - v| < \varepsilon$. Taking in (11), $x = (u + v)/2$, $r = |u - v|$, $R = \varepsilon$, we get that $u, v \in B(x, r) \setminus N$ and $(x, r, R)$ satisfies condition (T), so

$$d(f(u), f(v))^n \leq \frac{C(n)}{\log(\varepsilon/|u - v|)} \int_{B(x, R)} |Df|^n \leq \frac{C(n)}{\log(\varepsilon/|u - v|)} \int_{\mathbb{B}^n} |Df|^n.$$

This shows that $f$ is uniformly continuous on $B(p, \rho - 2\varepsilon) \setminus N$, and since $\varepsilon > 0$ can be chosen arbitrarily small, $f$ is locally uniformly continuous on $\mathbb{B}^n \setminus N$.

The set $\mathbb{B}^n \setminus N$ is dense in $\mathbb{B}^n$, hence $f|_{\mathbb{B}^n \setminus N}$ admits a unique continuous extension to $\mathbb{B}^n$. This extension agrees with $f$ on the set $\mathbb{B}^n \setminus N$ of full measure, thus it indeed is a representative of $f$.

Now, by continuity of $f$, the estimate (11) holds not only outside $N_{x, r, R}$, but on the whole $B(x, r)$ and the inequality (10) follows for all $(x, r, R)$ satisfying (T). This ends the proof of Theorem 6.

4. ORLICZ-SOBOLEV MAPPINGS WITH POSITIVE JACOBIAN

In this Section we give the example of a discontinuous mapping $f : S^n \to S^n$ such that $J_f > 0$ a.e. (and thus $f$ has finite distortion), with $Df \in L^p \log^{-1}$. The example is a slight simplification of the example of a mapping with infinite degree, given in [6, Section 3.4].

Let

$$S^d = \{(z \sin \theta, \cos \theta) : z \in S^{n-1}, \alpha \leq \theta \leq \beta\} \subset S^n$$
be the spherical slice bounded by latitude spheres $\theta = \alpha$ and $\theta = \beta$ (with $\theta = 0$ denoting the north and $\theta = \pi$ the south pole of $S^n$). One can easily check using integration in spherical coordinates that

$$\text{Vol}(S^3_{\alpha}) \leq \int_{\alpha}^{\beta} n \omega_n \sin^{n-1} \theta \, d\theta \leq \omega_n (\beta^n - \alpha^n).$$

The mapping $f^3_{\alpha} : S^3_{\alpha} \to S^n$,

$$f^3_{\alpha}(z \sin \theta, \cos \theta) = \left( z \sin \frac{(\theta - \alpha)\pi}{\beta - \alpha}, \cos \frac{(\theta - \alpha)\pi}{\beta - \alpha} \right),$$

stretches the slice $S^3_{\alpha}$ to the whole sphere $S^n$, mapping the latitude sphere $\theta = \alpha$ into the north pole and $\theta = \beta$ into the south pole. Obviously, $f^3_{\alpha}$ preserves the orientation, thus $J f^3_{\alpha} > 0$.

Likewise, if $\sigma : S^{n-1} \to S^{n-1}$ is a fixed reflection (i.e. an orientation reversing isometry), the mapping

$$\tilde{f}^3_{\alpha}(z \sin \theta, \cos \theta) = \left( \sigma(z) \sin \frac{(\beta - \theta)\pi}{\beta - \alpha}, \cos \frac{(\beta - \theta)\pi}{\beta - \alpha} \right)$$

stretches $S^3_{\alpha}$ to the whole sphere $S^n$, mapping this time $\theta = \alpha$ into the south pole and $\theta = \beta$ into the north pole, and the mapping is again orientation preserving (the change in orientation in the latitude coordinate is compensated by $\sigma$ reversing the orientation in the equatorial, i.e. longitude coordinates), hence $J \tilde{f}^3_{\alpha} > 0$.

If $\beta \leq \pi/2$, i.e. $S^3_{\alpha}$ is contained in the upper hemisphere, the map $f^3_{\alpha}$ stretches in the equatorial (latitude) directions by the factor $\left| \sin \frac{\theta - \alpha}{\beta - \alpha} \right|$ and in the longitude direction by the factor $\pi/\beta - \alpha)$, thus

$$|D f^3_{\alpha}| \lesssim \max \left\{ \frac{1}{\sin \alpha}, \frac{\pi}{\beta - \alpha} \right\}.$$ 

An analogous estimate holds for $D \tilde{f}^3_{\alpha}$.

Now, let us fix $\theta_k = 2^{-k^2} \pi$ for $k = 0, 1, \ldots$ and define $f : S^n \to S^n$,

$$f(z \sin \theta, \cos \theta) = \begin{cases} f^{\theta_{k-1}}_{\theta_k} & \text{if } \theta_k \leq \theta \leq \theta_{k-1} \text{ and } k \geq 1 \text{ is odd,} \\ \tilde{f}^{\theta_{k-1}}_{\theta_k} & \text{if } \theta_k \leq \theta \leq \theta_{k-1} \text{ and } k \geq 1 \text{ is even.} \end{cases}$$

The above mapping stretches each of the slices $A_k = S^{\theta_{k-1}}_{\theta_k}$ onto the whole sphere in an orientation-preserving way (thus $J_f > 0$ a.e.), mapping the longitude spheres $\theta = \theta_k$ alternately into the north and south poles. Obviously, $f$ has a non-removable discontinuity at the north pole. However, if $\theta \in (\theta_{k-1}, \theta_k)$, $k \geq 2$, we have

$$|D f(z \sin \theta, \cos \theta)| \lesssim \frac{1}{\sin \theta_{k-1}} + \frac{\pi}{\theta_{k-1} - \theta_k} \lesssim 2^{(k-1)^2}.$$
If \( k = 1 \), \( f_{\theta_1}^{0_1} = f_{\pi/2}^{\pi/2} \) is Lipschitz, so we can estimate the norm of its derivative by a constant. Therefore, for \( P(t) = t^n/\log(e + t) \),

\[
\int S^n P(|Df|) = \sum_{k=1}^\infty \int_{A_k} P(|Df|) \leq \int P(|Df|) + \sum_{k=2}^\infty |A_k|P(2^{(k-1)^2})
\leq 1 + \sum_{k=2}^\infty (2^{-(k-1)^2n} - 2^{-k^2n}) \frac{2^{k^2n}}{(k-1)^2}
\leq 1 + \sum_{k=2}^\infty \frac{1}{(k-1)^2} < \infty,
\]

which proves that \(|Df| \in L_n \text{Log}^{-1}\).

5. Appendix

5.1. Morrey’s inequality on manifolds. The following inequality for real valued functions was proved in \([12, \text{Lemma 4.10.1}]\).

Lemma 9. If \( S(r) \) is an \((n - 1)\)-dimensional Euclidean sphere of radius \( r \) and \( f \in W^{1,n}(S(r)) \), then \( f \) has a \( C^{0,1/n} \)-Hölder continuous representative which satisfies

\[
\text{osc}_{S(r)} = \sup_{x,y \in S(r)} |f(x) - f(y)| \leq C_M \left( r \int_{S(r)} |Df|^n \right)^{1/n}, \quad \text{where} \quad C_M = \frac{(n-1)\pi}{(n\omega_n)^{1/n}}.
\]

The proof given in \([12]\) shows that this inequality is true with respect to the operator norm \(|Df|\) of the derivative \( Df \).

As a corollary, we obtain that a similar inequality, with the same constant, is true for mappings into any compact Riemannian manifold \( N \) without boundary.

Corollary 10. Let \( S(r) \) be an \((n - 1)\)-dimensional Euclidean sphere of radius \( r \) and let \( N \) be a compact Riemannian manifold without boundary. If \( f \in W^{1,n}(S(r), N) \), then its \( C^{0,1/n} \)-Hölder continuous representative satisfies

\[
\text{diam } f(S(r)) \leq C_M \left( r \int_{S(r)} |Df|^n \right)^{1/n}.
\]

Proof. Every separable metric space \((X, \rho)\) admits an isometric embedding into \( \ell^\infty \). Indeed, if \( x_o \in X \) is a fixed point and \( \{x_i\}_{i=1}^\infty \subset X \) is a countable dense subset, then it is easy to see that the mapping

\[
X \ni x \mapsto \{\rho(x, x_i) - \rho(x_i, x_o)\}_{i=1}^\infty \in \ell^\infty
\]

is an isometric embedding.

The manifold \( N \) is a metric space with respect to the Riemannian distance \( d \). Let \( \kappa: (N, d) \to \ell^\infty \) be an isometric embedding. If \( f \in W^{1,n}(S(r), N) \), then \( \kappa \circ f \in W^{1,n}(S(r)) \).
is a real valued function. Since the function $\kappa_i$ is 1-Lipschitz on $(N, d)$, it easily follows that

$$|D(\kappa_i \circ f)| \leq |Df|$$

almost everywhere. Hence for any $x, y \in S(r)$, Lemma 9 yields

$$|\kappa_i \circ f(x) - \kappa_i \circ f(y)| \leq C_M \left( r \int_{S(r)} |Df|^n \right)^{1/n}$$

so upon taking the supremum over $i \in \mathbb{N}$ we have

$$d(f(x), f(y)) = \|\kappa \circ f(x) - \kappa \circ f(y)\|_\infty \leq C_M \left( r \int_{S(r)} |Df|^n \right)^{1/n}$$

and the result follows. \[ \square \]

5.2. Choosing representatives of Sobolev functions. The following application of Fubini’s theorem to Sobolev functions can be reproduced (and strengthened) using the notions of Sobolev capacities and quasicontinuous representatives; we prove it, however, more directly.

**Lemma 11.** Let $f \in W^{1,p}(\mathbb{R}^n)$ with $p > n - 1$. Then there exists a full measure subset $A \subset \mathbb{R}^n \times (0, \infty)$ such that $f$ (or, more precisely, a certain representative of $f$) is Hölder continuous on every sphere $S(x, r)$ with $(x, r) \in A$. In other words, $f$ is Hölder continuous on a.e. sphere in $\mathbb{R}^n$.

**Proof.** Let $(f_k) \in C^\infty(\mathbb{R}^n)$ be a sequence converging to $f$ in $W^{1,p}(\mathbb{R}^n)$. Then, for any fixed $x \in \mathbb{R}^n$,

$$\int_{\mathbb{R}^n} \left( |f - f_k|^p + |Df - Df_k|^p \right)$$

$$= \int_0^\infty \int_{S(x, r)} \left( |f - f_k|^p + |Df - Df_k|^p \right) dr \to 0 \quad \text{as } k \to \infty. \tag{15}$$

with the convergence rate obviously uniform in $x$. Therefore, writing

$$F_k(x, r) = \int_{S(x, r)} \left( |f - f_k|^p + |Df - Df_k|^p \right)$$

and integrating (15) over $\mathbb{R}^n$ with respect to the measure $d\mu(x) = e^{-|x|^2} dx$

$$\int_{\mathbb{R}^n} \int_0^\infty F_k(x, r) dr \ d\mu(x) \to 0 \quad \text{as } k \to \infty, \tag{16}$$

meaning that $F_k \to 0$ in $L^1(\mathbb{R}^n \times (0, \infty), d\mu \otimes dr)$ with $k \to \infty$. We had to integrate with respect to a finite measure $\mu$ on $\mathbb{R}^n$ as otherwise the integral (16) would be equal
infinity. Passing to a subsequence (denoted again by \( F_k \)) we may assume that \( F_k \to 0 \) a.e. in \( \mathbb{R}^n \times (0, \infty) \), thus there is a set \( A \) of full measure in \( \mathbb{R}^n \times (0, \infty) \) such that

\[
\int_{S(x,r)} \left( |f - f_k|^p + |Df - Df_k|^p \right) \to 0 \quad \text{when } (x,r) \in A.
\]

Since \( p > n - 1 = \dim S(x,r) \), Morrey’s theorem implies that the sequence \( f_k \) converges on \( S(x,r) \) uniformly to a Hölder continuous function, thus its pointwise limit is Hölder continuous. Choosing the representative of \( f \) to be the pointwise limit of \( f_k \) (whenever it exists) proves the claim. \( \square \)

A similar result (through an analogous reasoning) holds also for lines: \( f \) has a representative which is (absolutely) continuous on almost all lines parallel to the coordinate directions, see e.g. [3, Theorem 4.21]. In all cases the representative is given as a pointwise limit of a smooth approximation, therefore we may assume it is the same representative as the one in Lemma 11. This in particular implies the following useful corollary.

**Corollary 12.** Let \( f \in W^{1,p}(\mathbb{R}^n) \) with \( p > n - 1 \). Then \( f \) has a representative that is absolutely continuous on almost all lines parallel to coordinate directions and there exists a full measure subset \( X \subset \mathbb{R}^n \) such that for every \( x \in X \) the function \( f \) is Hölder continuous on a.e. sphere centered at \( x \).
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