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ABSTRACT

A new impulse response (IR) dataset called “MeshIRI” is introduced. Currently available datasets usually include IRs at an array of microphones from several source positions under various room conditions, which are basically designed for evaluating speech enhancement and distant speech recognition methods. On the other hand, methods of estimating or controlling spatial sound fields have been extensively investigated in recent years; however, the current IR datasets are not applicable to validating and comparing these methods because of the low spatial resolution of measurement points. MeshIRI consists of IRs measured at positions obtained by finely discretizing a spatial region. Two subdatasets are currently available: one consists of IRs in a three-dimensional cuboidal region from a single source, and the other consists of IRs in a two-dimensional square region from an array of 32 sources. Therefore, MeshIRI is suitable for evaluating sound field analysis and synthesis methods. This dataset is freely available at https://sh01k.github.io/MeshIRI/ with some codes of sample applications.

Index Terms— room impulse response, acoustic transfer function, sound field reconstruction, sound field control, dataset

1. INTRODUCTION

Acoustic room impulse responses (IRs) contain characteristics of sound propagation between a source and a receiver as a linear time-invariant system. Since numerical simulations of acoustic waves in a three-dimensional (3D) space require a high computational load, the IRs measured in practical environments are useful for evaluating the performance of acoustic signal processing techniques, such as speech enhancement, dereverberation, source localization, source separation, and speech recognition, as well as auralization. Therefore, many IR datasets have been developed by various research communities [1][8].

Currently available public IR datasets usually contain IRs of several loudspeaker and microphone placements (or devices) under several reverberation conditions. For example, the Real World Computing Partnership Sound Scene Database (RWCP-SSD) [1] includes IRs measured by circular and linear microphone arrays from a loudspeaker at several positions in nine different rooms. The Aachen Impulse Response (AIR) dataset [3] includes IRs measured by a dummy head and a mobile phone at several positions in six rooms. The BUT Speech@FIT Reverb Database (BUT ReverbDB) [8] consists of IRs at 31 microphone positions from 2–11 loudspeaker positions in nine rooms. Recently, a dataset of IRs from loudspeakers at cube-shaped grid to linear microphone arrays has been developed [9]. These datasets are designed mainly for evaluating speech enhancement and distant speech recognition methods.

On the other hand, sound field analysis and synthesis methods have been extensively investigated in recent years; these methods include the estimation and visualization of acoustic fields [10][12], sound field recording for spatial audio applications [13][15], the interpolation of acoustic transfer functions [16], and sound field synthesis and control with multiple loudspeakers [17][20]. To evaluate these methods, characteristics of sound propagation inside a spatial region must be known. Therefore, in many of these studies, experimental evaluations are limited to numerical simulations. To validate and compare the sound field analysis and synthesis methods in more realistic scenarios, a publicly available IR dataset at finely meshed grid points inside a spatial region is necessary. The IR dataset developed by Steward and Sandler (C4DM RIR dataset) [4] includes IRs in a two-dimensional (2D) rectangular region in three different rooms, but the intervals between measurement points (0.5–1.0 m) are not sufficiently small for this purpose.

We introduce a new IR dataset called “MeshIRI” designed for the evaluation of sound field analysis and synthesis methods, which has the following features:

• Measurement points are set at finely meshed grid points inside a spatial region. The intervals between the measurement points are 0.05 m.
• Two types of measurement region are currently available: 3D cuboidal and 2D square, whose dimensions are 1.0 m × 1.0 m × 0.4 m and 1.0 m × 1.0 m, respectively.
• IRs from a single source position to a 3D cuboidal region and from an array of 32 sources to a 2D square region are included.
• Several codes for sample applications are also provided, including sound field reconstruction for estimating the pressure distribution from a discrete set of measurements and sound field control for synthesizing a desired field inside a target region.

The dataset is publicly available at https://sh01k.github.io/MeshIRI/ under a nonrestrictive license.

2. DETAILS OF DATASET

MeshIRI consists of two subdatasets. One consists of IRs inside a 3D cuboidal region from a single source position (S1-M3969). The other consists of IRs inside a 2D square region from 32 source positions (S32-M441). The measurement conditions are summarized in Table 1. In both subdatasets, the measurement points were determined by discretizing the measurement region every 0.05 m. All the IRs were measured in a room with approximate dimensions of 7.0 m × 6.4 m × 2.7 m. The sampling frequency was 48000 Hz and the IR length was 32768 samples.
2.1. Equipment and conditions for IR measurement

To achieve a low measurement error, the excitation signal for measuring IRs should have a sufficiently high output level at all target frequencies while keeping nonlinear errors of the measurement system low. There are two major categories of excitation signals for IR measurement: maximum length sequence (MLS) and swept-sine signal \([21, 22]\). The MLS is a periodic pseudorandom signal whose statistical properties are similar to those of white Gaussian noise \([23, 25]\). The swept-sine signal is a chirp signal whose frequency increases or decreases with time, and this signal is also called the time-stretched pulse (TSP) \([26, 27]\). There are several variations in the change in frequency. The increase or decrease in the instantaneous frequency of the linear swept-sine signal is linear \([28, 29]\). On the other hand, the instantaneous frequency of the exponential swept-sine signal exponentially increases, as its name suggests \([30, 32]\). The exponential swept-sine signal is sometimes called logarithmic swept-sine signal since its group delay logarithmically changes.

The difference between the excitation signals appears in their power spectrum and nonlinear error. Whereas the power spectra of the MLS and linear swept-sine signal are flat as in that of white noise, that of the exponential swept-sine signal linearly decreases with increasing frequency as in that of pink noise. Thus, the SNR of the excitation signals with a flat power spectrum is proportional to the noise power spectrum. The SNR of the exponential swept-sine signal can be relatively higher at low frequencies than at high frequencies. The nonlinear error of the MLS arises as distortion artifacts almost uniformly distributed in the time-frequency domain. When using the linear swept-sine signal with increasing frequency, major parts of harmonic distortions appear before the initial linear response as pre-echos. The same thing happens when using the exponential swept-sine signal, but the harmonic distortion of each order is separately concentrated on specific time points. In the linear swept-sine signal with decreasing frequency, the harmonic distortions are overlapped with the linear response.

The selected excitation signal for our purpose was the linear swept-sine signal with decreasing frequency. Since we carefully adjusted the output level of the loudspeakers, the nonlinear effects will be negligible. We also designed the linear swept-sine signals in the frequency domain to ensure that all the frequency components up to the Nyquist frequency are equally included without discontinuities at the beginning and end of the signals \([27, 29]\). The IRs were reconstructed by the circular convolution of inverse signals after synchronous averaging three times.

To measure the IRs on the grid points, we used a Cartesian robot with an omnidirectional microphone (Primo, EM272J) to control the measurement position in three dimensions (see Fig. 1). The linear input and output were controlled by a PC with a Dante interface. We also monitored the room temperature as each IR was measured. The file formats of IR data are MAT for MATLAB and NPY for Python. All the additional data are provided as a JSON file.

2.2. S1-M3969

In S1-M3969, the IRs from a single source at the fixed position to the 3D cuboidal region with dimensions of \(1.0 \times 1.0 \times 0.04 \) m were included. The coordinate origin was set at the center of the measurement region, and the source position was \((2.0, 1.5, 0.0)\) m. The measurement points were obtained by discretizing the cuboidal region at intervals of \(0.05\) m, so the number of microphone positions was \(21 \times 21 \times 9 (= 3969)\) points. Fig. 2(a) shows the loudspeaker and microphone positions. The source was an ordinary closed loudspeaker (DIATONE, DS-7). The reverberation time \((T_{60})\) averaged for randomly chosen 100 IRs was 0.38 s. This sub-
dataset will be useful for evaluating 3D sound field analysis methods, e.g., the interpolation of pressure fields and acoustic transfer functions.

2.3. S32-M441

The subdataset S32-M441 was the set of IRs from an array of sources to a planar measurement region. As shown in Fig. 2(b), the loudspeakers were regularly placed along the borders of two squares with dimensions of 2.0 m × 2.0 m at heights of \( z = -0.2 \) m and 0.2 m. Small closed loudspeakers (YAMAHA, VXS1MLB) were used. The measurement region was a square with dimensions of 1.0 m × 1.0 m. Again, the measurement region was discretized at intervals of 0.05 m, so the number of microphone positions was 21 × 21 (= 441) points. Several acoustic absorption panels were placed. The reverberation time \( T_{60} \) averaged for randomly chosen IRs of 10 sources and 100 microphones was 0.19 s. This subdataset is useful for evaluating sound field synthesis and control methods.

3. EVALUATION AND SAMPLE APPLICATIONS

We show some evaluation results of the dataset. Two sample applications of the dataset, which are sound field reconstruction and control, are also shown.

3.1. Evaluation of IRs

Since the dataset includes IRs on finely meshed grid points, the spatial sound field can be visualized. We extracted IRs at \( z = 0 \) of S1-M3969, which is the same as the height of the source, and filtered each IR using a low-pass filter, whose cutoff frequency was 600 Hz, for visibility.

Fig. 3 shows the instantaneous pressure distributions at \( t = 8480, 8520, 8560, \) and 8600 samples. The direct wave propagating on the \( x-y \)-plane is visualized. The IRs with respect to time along the \( y \)-axis at \( (x, z) = (0, 0) \) m are plotted in Fig. 4. The reflected waves following the direct wave can be seen.

3.2. Sound field reconstruction

The problem of estimating and interpolating a sound field from a discrete set of microphone measurements is referred to as sound field reconstruction. We demonstrate experimental results of the sound field reconstruction using S1-M3969.

The sound field reconstruction problem for a source-free region is generally solved by decomposing the measurements into element solutions of the Helmholtz equation, e.g., plane-wave and harmonic functions, which is a theoretical foundation of Fourier acoustics [33]. It is also possible to apply the equivalent source method [34], which is based on the representation obtained using Green’s function at a fictitious boundary enclosing the target region. Most of the current methods are based on the sound field decomposition into finite-dimensional basis functions. We here apply the spherical harmonic analysis of infinite order [14][15] to the estimation of the pressure distribution. When using omnidirectional microphones, this estimation method is equivalent to the kernel interpolation method using the zero-th-order spherical Bessel function as the kernel function [35].

The target estimation region was set on the plane at the height of \( z = 0 \). We set 18 microphones on this plane for pressure measurements, whose positions were chosen using the method proposed in [36]. The source signal was a low-pass-filtered pulse signal, where the cutoff frequency was 500 Hz, and the sampling rate was downsampled to 8000 Hz. The interpolation filter was designed in the time domain, and its length was 1025 samples.

Fig. 5 shows the estimated pressure distribution at \( t = 0.089 \) s and the time-averaged square error distribution. The black dots in Fig. 5(b) indicate the microphone positions. The mean square error (MSE) was –13.7 dB.

3.3. Sound field control

The sound field control is used for synthesizing a desired sound field inside a target region using multiple loudspeakers, which is applicable to high-fidelity spatial audio, personal audio created using multiple sound zones, and spatial active noise control. We synthesized a planewave field inside a target region using S32-M441.

Methods of synthesizing a desired sound field based on integral equations analytically derived from the Helmholtz equation are ba-
4. CONCLUSION

We introduced a new IR dataset called “MeshRIR” designed for the evaluation of sound field analysis and synthesis methods. An important feature of this dataset is that IR measurement points are obtained by finely discretizing a spatial region. Therefore, by choosing several points as microphone measurements, we can use the other points for validation. Several codes for sample applications are also provided. We plan to further extend the dataset to other source and microphone configurations and room conditions in future versions.
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