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The usage of deep learning is being escalated in many applications. Due to its outstanding performance, it is being used in a variety of security and privacy-sensitive areas in addition to conventional applications. One of the key aspects of deep learning efficacy is to have abundant data. This trait leads to the usage of data which can be highly sensitive and private, which in turn causes wariness with regard to deep learning in the general public. Membership inference attacks are considered lethal as they can be used to figure out whether a piece of data belongs to the training dataset or not. This can be problematic with regards to leakage of training data information and its characteristics. To highlight the significance of these types of attacks, we propose an enhanced methodology for membership inference attacks based on adversarial robustness, by adjusting the directions of adversarial perturbations through label smoothing under a white-box setting. We evaluate our proposed method on three datasets: Fashion-MNIST, CIFAR-10, and CIFAR-100. Our experimental results reveal that the performance of our method surpasses that of the existing adversarial robustness-based method when attacking normally trained models. Additionally, through comparing our technique with the state-of-the-art metric-based membership inference methods, our proposed method also shows better performance when attacking adversarially trained models. The code for reproducing the results of this work is available at https://github.com/plll4zzx/Evaluating-Membership-Inference-Through-Adversarial-Robustness.
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1. INTRODUCTION

Deep learning is being used in many fields [1 2 3 4], some of these areas are security and privacy sensitive, such as face recognition [5 6], medical diagnosis [7 8], code analysis [9 10 11], security incident prediction [12 13], and intrusion detection [4 14]. In the deep learning domain, a large amount of data generally leads to better performance. Therefore, it is common to use a huge amount of data to train deep learning models. Although this trait of deep learning can result in better performance, there can also be some severe consequences. For instance, the usage of data that contains private and sensitive information can ultimately lead to privacy issues. Such privacy risks associated with deep learning start to raise ethical and security concerns among the society [15 16].

One of the most studied attacks for privacy leakage is known as the membership inference attack. The adversary’s goal in this type of attack is to figure out if a certain piece of data was utilized in training or not. For example, if a model has been trained using patient data, one can use the membership inference attack to associate a particular patient with diseases of certainty if the attack reveals that the very piece of patient data has been used for training.

Various studies show that deep learning models are vulnerable to such privacy attacks [17 18 19 20 21 22 23 24]. The work in [17] first suggested using a neural network to perform membership inference as a binary classification task via the black-box access of the victim neural model. It is further demonstrated in [18] that membership inference is mainly caused by overfitting, and some metrics and thresholds were proposed for better inference. Subsequent works [19 20 21 22] further evaluated privacy risks caused by membership inference in a white-box manner. Furthermore, the work in [22] revealed that by using suitable metrics, metric-based attacks can achieve competitive performance for membership inference when compared with neural classifier [17]. In this paper, we focus on metric-based white-box membership inference attacks for classification neural models.

From another line of research, adversarial examples of deep neural models have been extensively studied [25 26 23 24 27 28]. The seminal work in [25] made use of elaborately crafted adversarial perturbations, which
are very tiny and unnoticeable to human eyes, to cause misclassifications of a victim model. It was discovered in \cite{36} that adversarial perturbations can be determined as the distance between data points and decision boundaries. The works \cite{23,24} bridged membership inference attacks and adversarial attacks by suggesting adversarial robustness as a metric for membership inference.

These methods are based on the fact that a larger perturbation is needed to construct an adversarial example from a member than from a non-member data. As pointed out by \cite{26}, the magnitude of the adversarial perturbation can be considered as a metric to measure adversarial robustness, (i.e., the member is more robust than the non-member in terms of adversarial perturbation).

Associating this fact with inference attack, the magnitude of the adversarial perturbation can be also used as the metric in membership inference, i.e., the larger the perturbation an example needs in an adversarial attack, the more likely it is a member in an inference attack. In contrast, traditional metric-based membership inference attacks only use the information collected from the output of the victim model to infer whether a piece of data is a member or not. But adversarial robustness-based attacks are not restricted to the output of the victim model. In particular, adversarial robustness-based attacks can collect information from the victim model through multiple iterations while generating adversarial examples. This makes adversarial robustness-based methods more convenient and powerful than metric-based methods.

This work moves one step further towards the study of membership inference attacks by making use of the notion of adversarial robustness. In the case of targeted adversarial perturbation generation, target labels represent directions of perturbation. Therefore, the goal of attackers in adversarial attacks is to find the smallest perturbation that makes the example cross the decision boundary in a specified direction. This direction is commonly adopted as the one-hot encoding of the target label. On the contrary, in adversarial robustness-based membership inference attacks, the main objective is to find perturbations that can distinguish members and non-members, which is independent of the task of finding the smallest perturbation. In other words, the smallest perturbation size is not a concern in membership inference attacks, but it is a key factor for the success of adversarial attacks.

Due to this fact, the gap between members and non-members could be different if different adversarial directions (other than one-hot encoding) are used, as illustrated in Fig. 1. Based on this observation, we propose a membership inference attack by enlarging the gap between the adversarial directional distance of members and non-members. With the proposed method, we discuss the upper bound of membership inference by comparing it with the state-of-the-art inference attacks.

The contributions of this paper are two-fold:

- **We propose a new technique to enhance the existing adversarial robustness-based membership inference methods by adjusting the directions of adversarial perturbations through label smoothing.**
- **We evaluate the performance of our proposed method on normally/adversarially trained models and compare it with metric-based methods.** Experimental results demonstrate that the proposed method outperforms metric-based methods, which suggests that our technique is more lethal, i.e., it can result in stronger inference attack.

The rest of the paper is organized as follows. The background knowledge is discussed in Section 2. Section 3 presents the details of classic metric-based membership inference attacks that will be used for comparison purpose. Section 4 presents the details of the proposed adversarial robustness based membership inference and the directional distance based membership inference methods. Section 5 presents comprehensive experiments on the methods shown in Secs. 3 and 4, and the conclusion is drawn in Sec. 6.

\section{BACKGROUND}

\subsection{Deep Learning Basics}

Similar to literature studies on membership inference \cite{19,20,21,22}, this paper also focuses on deep neural network models used for (image) classification. For a trained neural model \( F \), it classifies its input example \( x \) by

\[ y = F(x) = \text{softmax}(Z(x)), \]

where \( Z \) is the logits, and \( y \) is a probability vector with its largest entry (i.e., max(\( y \))) called the confidence score. For the training of \( F \), two kinds of labels, one-hot label and smoothed label, can be used. If an example belong to class \( k \) (\( k \in [1,n] \)), one-hot encoded label is characterized by

\[ p_n(i) : (0, \cdots, 0, 1, 0, \cdots, 0), \]

\[ k = \arg\max_{i \in [1,n]} (p_n(i)). \]

Smoothed label (i.e., label smoothing technique) was firstly introduced by \cite{29} to improve model performance and was later discovered to be very useful for information distillation.
It flattens the confidence of one-hot label by using
\[
q_n(\lambda, i) : \left\{ \frac{1 - \lambda}{n - 1}, \ldots, \frac{1 - \lambda}{n - 1}, \frac{1 - \lambda}{n - 1}, \frac{1 - \lambda}{n - 1}, \frac{1 - \lambda}{n - 1} \right\},
\]
where \( \lambda \) is the new confidence score of the smoothed label \( q_n(\lambda, i) \) if \( \lambda \in (\frac{1}{n}, 1] \).

2.2. Adversarial Examples and Adversarial Training

In the case of classification tasks, adversarial examples are crafted with the purpose of misleading classification after a model is well-trained and deployed. Adversarial examples can be easily generated by adding small perturbations to original data, which can be formulated as follows:
\[
\hat{x}_i = x_i + \delta_i, \| \delta_i \|_p < \epsilon, \quad (4)
\]
untargeted attack: \( \arg\max F(x_i) \neq \arg\max F(\hat{x}_i) \),
\[
\text{targeted attack: } F(\hat{x}_i) = y_t \quad \text{and} \quad F(x_i) \neq y_t, \quad (5, 6)
\]
where \( \hat{x}_i \) represents the adversarial version of the benign example \( x_i \), \( \delta_i \) is the adversarial perturbation, \( \epsilon \) is the upper bound of the allowable perturbation and \( y_t \) is the targeted label. Hereinafter, we take the targeted version to illustrate different adversarial attacks, though all adversarial attacks can be also used for untargeted purpose.

FGSM [31] is the first and most widely used method for generating adversarial examples as it is simple but very efficient. Adversarial examples generated by FGSM can be formulated as follows:
\[
\hat{x} = x + \epsilon \cdot \text{sign}(\nabla_x \mathcal{L}(x, y_t)). \quad (7)
\]

PGD [32] is proposed to improve FGSM through iterating the core component of FGSM. During each iteration, it is ensured that the generated example does not exceed the norm restriction by making use of a projection operator \( \text{Proj} \). The iteration formula of PGD is as follows:
\[
\hat{x}^m = \text{Proj}(\hat{x}^{m-1} + \epsilon \cdot \text{sign}(\nabla_x \mathcal{L}(x, y_t))) \quad (8)
\]

C&W [33] is the state-of-the-art adversarial example generation method. C&W attempts to get the optimal perturbation in an iterative manner. C&W is formulated as
\[
\arg\min_{\hat{x}_i} \alpha \cdot \mathcal{L}(\hat{x}_i, y_t) + \| \hat{x}_i - x_i \|_p, \quad (9)
\]
where \( \alpha \) is a hyperparameter used to adjust the trade-off between two loss functions when generating adversarial examples. Since C&W directly optimizes \( \| \hat{x}_i - x_i \|_p \), adversarial perturbations generated by this method are usually smaller than methods like FGSM and PGD.

PGD adversarial training (PGD-AT) [32] is one of the most widely used method for defending against adversarial examples. Basic idea of this method is to first produce adversarial examples generated by PGD attack, and then rectify the adversarial examples to its original benign label \( y \) to augment the training dataset. PGD-AT can be formulated as the (min max) problem below:
\[
\min_{\theta} \max_{\hat{x} \in B_r(x)} \mathcal{L}(\hat{x}, y), \quad (10)
\]
where \( B_r(x) \) contains all the adversarial examples corresponds to \( x \) bounded by \( \epsilon \). By doing so, the resultant trained model owns enhanced robustness against adversarial attacks.

2.3. Privacy Leakage and Membership Inference

As mentioned above, membership inference attack aims to figure out whether a piece of data belongs to the training dataset or not. There are two types of attack settings: black-box and white-box. In the black-box setting, attackers can only access the output of target model. In this type of attack, the most famous technique is to first train a shadow model, which essentially duplicates the functionality of the target model, and then perform inference attack on the shadow model [17]. In contrast, in the white-box setting, attackers can also access internal details of the target models [19][20][21][22]. Typically, the white-box attack is stronger than the black-box. This is due to the fact that adversary has access to model parameters and neuron activations of the model in such attacks. However, black-box attacks can also perform well given that the attack is designed carefully and systematically. For instance, the work [22] showed the performance of black-box attacks is close to white-box attacks under some attack settings.

Recent research suggests that membership inference attacks can be linked with the well-known phenomenon in deep learning: model overfitting [18]. The rationale behind this is overfitted model can lead to significant differences between members and non-members under a variety of measurements. For example, overfitted model prefer higher confidence score, lower entropy, and smaller values of loss function for member examples. It is easy for the attacker to make use of such significant differences to differentiate members and non-member, which lead to the popularity of metric-based inference attacks [17][18][22].

3. METRIC-BASED MEMBERSHIP INFERENCE

Following the discussions in Sec. 2.3, we present the details of renowned metric-based membership inference methods here. Metric-based membership inference use certain designed metrics to measure the differences between members and non-members and these attacks heavily rely on model overfitting [18]. Common representative metric-based attacks [19][20][21][22] are summarized as follows.

\textbf{The output of model is correct or not:} This inference method simply takes examples with correct model outputs (i.e., correct classification) as members and examples with incorrect outputs as non-members. Due to its simplicity, it is commonly used as the baseline for evaluating inference attack and it can be formulated as
\[
I_{bl}(x) = \mathbb{1}\left( \arg\max F(x) = k \right), \quad (11)
\]
where \( k \in [1, n] \) is the true class \( x \) belongs to, and \( \mathbb{1}() \) represents the indicator function that equals to one when the statement inside is true and zero when is false.

The confidence score of output: This inference method uses the confidence score as the metric for inference. The underlying rationale is examples in the training set (members) normally have higher confidence scores. The method \( I_{cfs} \) is defined as

\[
I_{cfs}(x) = \mathbb{1}(\max F(x) > \tau),
\]

where \( \tau \) is a predefined threshold.

The cross entropy of output: Similarly to the methods above, the examples in training set normally has lower cross entropy loss since the cross entropy associated with members will be minimized during model training. The method \( I_{CE} \) is defined as

\[
I_{CE}(x) = \mathbb{1}(CE(F(x), y) < \tau).
\]

The entropy and \( m \)-entropy of output: After training, the model output \( F(x) \) of a member example \( x \) will be optimized to match its one-hot encoded label \( y \), which reduces the entropy contained in \( F(x) \). So, \( I_{entropy} \) is defined as

\[
I_{entropy}(x) = \mathbb{1}(\text{entropy}(F(x)) < \tau).
\]

To make the metric monotonic with respect to the confidence score (i.e., prediction probability), the work in \cite{22} defined \( m \)-entropy as

\[
m_{entropy}(x, k) = -(1 - F(x)_k) \log(F(x)_k) - \sum_{i \neq k} F(x)_i \log(1 - F(x)_i),
\]

where \( k \in [1, n] \) is the true class \( x \) belongs to. By making use of \( m \)-entropy, the inference method \( I_{m_{entropy}} \) is defined as

\[
I_{m_{entropy}}(x, y) = \mathbb{1}(m_{entropy}(F(x), y) < \tau).
\]

4. ADVERSARIAL ROBUSTNESS BASED MEMBERSHIP INFERENCE

This section presents the details of how to use adversarial robustness to build new metric-based membership inference attacks. As discussed in Sec. 3, the key observation is that member examples tend to be more robust (i.e., larger adversarial perturbation) than non-members when constructing their adversarial counterparts \cite{23, 24}. By probing in different adversarial directions, it is possible to separate adversarial perturbations associated with member and non-member data better than those from the default direction. We proceed with our discussion by first introducing a strawman inference approach that straightforwardly employs this observation, and then figuring out how to find the optimal directional adversarial perturbation to build stronger inferences.

4.1. A Strawman Inference Approach

Due to a lot of reasons like the randomness contained in the optimization process, the semantic of the selected benign example and etc., an adversarial attack may fail to produce a lethal adversarial example. That said, after running a given adversarial attack, for example, PGD, on a benign example \( x \), the resultant \( \hat{x} \) still belongs to the same class as \( x \).

Considering members are generally more robust in adversarial attacks, we suggest the following strawman inference approach:

\[
I_{sm_{adv}}(x) = \mathbb{1}(\arg\max F(x) = \arg\max F(\hat{x})).
\]

In this approach, if the adversarial attack fails on a given example \( x \), \( I_{sm_{adv}} \) takes \( x \) as a member, and vice versa.

4.2. Adversarial Perturbation Distance Based Approach

Clearly, the above strawman approach \( I_{sm_{adv}} \) has one serious drawback: it does not use the information about the size of the adversarial perturbation. This can be amended by explicitly defining a perturbation distance, and comparing the distance with a threshold like other metric-based methods discussed in Sec. 3.

The perturbation distance between the example \( x \) and the decision boundary can be approximated by

\[
\text{Dist}(x) = \|\hat{x} - x\|_2
\]

subject to \((\arg\max F(x)) \neq (\arg\max F(\hat{x}))\),

where \( \hat{x} \) is the adversarial version associated with \( x \). Obviously, the direct usage of \( \text{Dist}(x) \) as the metric does not guarantee the best membership inference performance, since \( \text{Dist}(x) \) can only approximate the distance between \( x \) and the decision boundary.

As an improvement, we set the distance between the example \( x_i \) and the decision boundary along the direction specified by \( y_i \) as

\[
\text{Dist}(x_i, y_i) = \arg\min_{\|\hat{x}_i - x_i\|_2} (F(\hat{x}_i) = y_i),
\]

where \( F(x) = y \neq y_i \). Under the white-box setting and use \( y_i \)'s the one-hot encoding label \( p_n(j) \) \( (t = \arg\max p_n(j)) \), the C&W attack can be adopted to produce the optimal adversarial perturbation \( \text{Dist}(x_i, y_i) \) as follows:

\[
\arg\min_{\|\hat{x}_i - x_i\|_2} (\alpha \cdot L_{CE}(F(\hat{x}_i), p_n(j)) + \|\hat{x}_i - x_i\|_2).
\]

Resort to the assumption that member examples are be more robust than non-members, the inference attack based on the perturbation distance \( \text{Dist}(x_i, y_i) \) can be defined as

\[
I_{adv}(x_i) = \mathbb{1}(\text{Dist}(x_i, y_i) > \tau).
\]

We remark \( I_{adv} \) is the upper-bound benchmark for studying membership inference attacks, no matter the attack is white-box/black-box or is neural-based/metric-based \cite{17, 18, 19, 20, 21, 22, 23, 24}.
Recall the result shown in Fig. 1 adversarial direction indeed matters when inferring an example is a member or not. However, when only one-hot encoded label is used, it is not necessary that the perturbation distances of members and non-members are clearly separable along the direction specified by the one-hot encoded label. In view of this, we make use of the smoothed label \( q_n, q \) provided by the smoothed label \( \text{softmax} \). From above notation, it is obvious that the perturbation distance \( \text{Dist}(x_i, q_n(\lambda, j)) \) that \( \lambda \) replaces the one-hot encoded label \( p_n(j) \), so the adversarial directions changes when varying the parameter \( \lambda \). The new distance is now defined as

\[
\text{Dist}(x_i, q_n(\lambda, j)) = \arg\min_{\|\hat{x}_i - x_i\|_2} \left( \alpha L_{CE}(F(\hat{x}_i), q_n(\lambda, j)) + \|\hat{x}_i - x_i\|_2 \right)
\]

At the same time, to match the directional information provided by the smoothed label \( q_n(\lambda, j) \), we incorporate a temperature parameter \( T \) into the softmax function of the target model \( F \), which is defined as

\[
\text{softmax}(x, T)_l = \frac{e^{x_l/T}}{\sum_j e^{x_j/T}}, \quad l \in [1, n]
\]

for \( l \in [1, n] \). From above notation, it is obvious that \( \text{softmax}(x, T) = \text{softmax}(x/T) \). Therefore, the model uses the modified softmax becomes

\[
F(x, T) = \text{softmax}(Z(x), T) = \text{softmax}(Z(x)/T).
\]

**Remark.** The introduction of a temperature parameter, \( T \), is motivated by the fact that, as demonstrated in [24], a temperature parameter aids in controlling the magnitude of the entries of the probability vector \( F(x, T) \). A larger value for \( T \) produces a flattened probability distribution over all classes. Though being flattened, it is obvious that \( \arg\max(F(x, T)) = \arg\max(F(x)) \), implying the fact that the original classification functionality is well preserved.

By incorporating the label smoothing technique and the temperature, the directional adversarial distance can be obtained as

\[
\text{Dist}(x_i, q_n(\lambda, j), T) = \arg\min_{\|\hat{x}_i - x_i\|_2} \left( \alpha L_{CE}(F(\hat{x}_i, T), q_n(\lambda, j)) + \|\hat{x}_i - x_i\|_2 \right).
\]

In particular, the state-of-the-art benchmark inference metric \( \text{Dist}(x_i, p_n(j)) \) is just a special case of \( \text{Dist}(x_i, q_n(\lambda, j), T) \) for \( \lambda = T = 1 \).

Taking the directional distance \( \text{Dist}(x_i, q_n(\lambda, j), T) \) as a new metric, we propose an inference strategy \( I_{dd} \), shown as follows

\[
I_{dd}(x_i, T, \lambda) = \mathbb{I} \left( \min_l (\text{Dist}(x_i, q_n(\lambda, j), T)) > \tau \right).
\]

where \( t = \arg\max q_n(\lambda, j) \) is the target class of adversarial
attack. In particular, $I_{adv}$ is a special case of $I_{dd}$ for $\lambda = T = 1$.

5. EXPERIMENTAL RESULTS AND ANALYSES

5.1. Experimental Settings

We assess the performance of $I_{dd}$ on three datasets: Fashion-MNIST [35], CIFAR-10 [36] and CIFAR-100 [36]. The VGG-16 [37] is used for CIFAR-10 and CIFAR-100 and a 5-layer CNN is used for Fashion-MNIST. For all three datasets in the experiments, the choice of $\lambda$ is from $[0.4, 0.6, 0.8, 1]$, and choice of temperature $T$ is from $[0.3, 1, 3, 5]$. For Fashion-MNIST, we set $\alpha = 0.01$; for CIFAR-10, $\alpha = 0.001$; and for CIFAR-100, $\alpha = 0.01$. For each dataset, 1000 random-chosen examples from training and test sets are used as members and non-members respectively, which serves as the ground-truth for measuring inference accuracy. For Fashion-MNIST and CIFAR-10, we measure the directional adversarial distance of a given example to all the other classes except itself, i.e., the number of choices for $t$ of Eq. (25) is 9. For CIFAR-100, we randomly choose 10 classes for measuring the directional adversarial distance, i.e., the number of choices for $t$ of Eq. (25) is 10. Similar to other metric-based membership inference attacks [19, 20, 21, 22], we do not pay special attention to the choice of the threshold value $\tau$. In what follows, only the $\tau$ that leads to the best results is presented without explicit explanation.

5.2. Experimental Result Analyses

We start our analyses by reporting that the averaged adversarial distance indeed varies when changing the adversarial direction. For this aim, we define the averaged adversarial distance as

$$\text{Dist}(\lambda, T) = \frac{1}{m \cdot \|\{t\}\|} \sum_{i=1}^{m} \sum_{t \in \{t\}} \text{Dist}(x_i, q_n(\lambda, j), T),$$

where $t = \arg\max q_n(\lambda, j)$, $|\{t\}| = 9$ for Fashion-MNIST/CIFAR-10 and $|\{t\}| = 10$ for CIFAR-100, $x_i$ is an example from either the ground-truth member/non-member sets, and $m = 1000$ as we randomly choose 1000 member and non-member examples.

The results of the averaged adversarial distance are tabulated by Tables 1-6 for different settings of $T$ and $\lambda$ over different datasets. The cases for $T = \lambda = 1$ (i.e., $I_{adv}$) is emphasized by underlined text. The general trend that can be observed from these tables is when reducing the value of $T$ and increasing the value of $\lambda$, averaged adversarial distance for both member and non-member becomes smaller. Moreover, for the case $T = \lambda = 1$, the difference between averaged adversarial distances associated with members and non-member are not always large, for example, in Fashion-MNIST and CIFAR-100 the difference is 0. That said, the method $I_{adv}$ characterized by Eq. (24), which is the benchmark used for other metric-based inference attacks, performs bad over Fashion-MNIST and CIFAR-100. By choosing appropriate values of $\lambda$ and $T$, it is possible to outperform the benchmarking method $I_{adv}$.

We then validate the claim above by quantitatively studying the accuracy of $I_{dd}$ (and $I_{adv}$ when $T = \lambda = 1$). Following the literature studies [22] [19] [17], we set the

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
$T$ & $\lambda$ & 0.4 & 0.6 & 0.8 & 1 \\
\hline
0.5 & 0.528 & 0.509 & 0.500 & 0.526 \\
1 & 0.518 & 0.509 & 0.514 & 0.532 \\
3 & 0.520 & 0.516 & 0.528 & 0.523 \\
5 & 0.532 & 0.534 & \textbf{0.537} & 0.532 \\
\hline
\end{tabular}
\caption{Inference accuracy for normally trained model on Fashion.}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
$T$ & $\lambda$ & 0.4 & 0.6 & 0.8 & 1 \\
\hline
0.5 & 0.511 & 0.507 & 0.515 & \textbf{0.576} \\
1 & 0.526 & 0.520 & 0.528 & \textbf{0.576} \\
3 & 0.545 & 0.556 & 0.575 & 0.564 \\
5 & 0.560 & 0.564 & 0.544 & 0.537 \\
\hline
\end{tabular}
\caption{Inference accuracy for normally trained model on CIFAR-10.}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
$T$ & $\lambda$ & 0.4 & 0.6 & 0.8 & 1 \\
\hline
0.5 & 0.526 & 0.536 & 0.519 & 0.557 \\
1 & 0.506 & 0.506 & 0.522 & 0.520 \\
3 & 0.505 & 0.500 & 0.501 & 0.513 \\
5 & \textbf{0.582} & 0.537 & 0.572 & 0.546 \\
\hline
\end{tabular}
\caption{Inference accuracy for normally trained model on CIFAR-100.}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
 & Fashion & CIFAR-10 & CIFAR-100 \\
\hline
Normal acc. & 0.861 & 0.981 & 0.695 \\
Adv. acc. & 0.763 & 0.785 & 0.296 \\
\hline
\end{tabular}
\caption{Model accuracy after PGD adversarial training.}
\end{table}
inference accuracy as
\[
Acc_{\text{Inf}} = \frac{1}{2} \left( \frac{\sum_{x \in D_{\text{train}}} I(x)}{|D_{\text{train}}|} + 1 - \frac{\sum_{x \in D_{\text{test}}} I(x)}{|D_{\text{test}}|} \right),
\]
(27)

where $|D_{\text{test}}|$ and $|D_{\text{train}}|$ represent the size of test and training datasets respectively.

The accuracy of $I_{dd}$ are listed in Tables 7-9 with different settings of $T$ and $\lambda$. It is clear from these tables the claim above is true: $I_{adv}$ does not guarantee best inference accuracy. It can be observed that the accuracy of $I_{dd}$ according to different settings of $T$ and $\lambda$. And there is no such set of universal values for these parameters ($T$ and $\lambda$) that can be effective for all datasets, each dataset has its own suitable parameters for best inference.

### 5.3. Membership Inference for Adversarially Trained Model

By appropriately using the directional information, we have shown that the newly proposed inference method $I_{dd}$ outperforms the known benchmark method $I_{adv}$. Both these two method are based on adversarial robustness, so it is interesting to see the answers of the following two questions:

- Will inference methods based on adversarial robustness still be useful if the neural model is adversarially trained at the first place?
- Will other metric-based inference methods outperform adversarial robustness-based methods if the neural model is adversarially trained?

To probe the answers of these two questions, we perform PGD-AT adversarial training discussed in Sec. 2.2 for Fashion-MNIST, CIFAR-10, and CIFAR-100, respectively, and the model accuracy are reported in Table 10. Since PGD-AT training is harder than normal training, it is clear from this table that the model accuracy is sacrificed to various degree. However, according to [32], adversarial training improves model robustness with regard to adversarial attack.

Similarly, Tables 11-16 list the the averaged adversarial distance defined by Eq. (26) on adversarial trained models for all the considered datasets. In contrast to Tables 1-6 it is clear that all the averaged distances for adversarial trained models are larger than those for normally trained models. This agrees with the fact that adversarial training improves model robustness. However, though the model robustness is improved, the specific averaged distances for member and non-member under a specific attack setting (i.e., different choices of $\lambda$ and $T$) are still different. In particular, the trend that smaller $T$ and larger $\lambda$ yields smaller averaged distance is the same as the one revealed by Tables 1-6. In

---

3We did not list the accuracy of other metric-based methods here as $I_{adv}$ is already the previously-known best.
view of these, we speculate that adversarial robustness based inference attacks is still as effective, if not more effective, over adversarially trained models.

We validate this speculation by quantitatively studying the inference accuracy defined by Eq. (27). The Tables 17-19 list the inference accuracy of $I_{dd}$ for different settings of $\lambda$ and $T$. Compared to the results shown in Tables 7-9 about normally trained models, it is surprise to see that adversarially trained models, though they owns better robustness with regard to adversarial attacks, is more fragile to membership inference attacks. Moreover, it is also clear that by changing $\lambda$ and $T$ from 1 to other conditions, inference accuracy $Acc_{inf}$ increases, which means $I_{adv}$ is still inferior to $I_{dd}$. But there is no universal settings of $\lambda$ and $T$, which produce best membership inference results, that work for different datasets.

Last but not least, we compare the performance of $I_{dd}$ with other metric-based membership inference methods over adversarially trained models, and the results are tabulated in Table 20. Clearly, $I_{dd}$ outperforms all other methods in all datasets. To summarize and answer the two questions mentioned at the beginning of the section:

- Adversarial robustness based inference methods are still useful even if the neural model is adversarially trained in the first place. And indeed, the adversarially trained model is more fragile to membership inference attacks.
- Even if the model is adversarially trained, the performance of adversarial robustness-based inference methods is generally better than other metric-based inference methods because they explicitly employ the decision boundary information, which relates back to the fundamental rationale of membership inference: model overfitting. Among all known adversarial robustness based inference methods, the proposed $I_{dd}$ performs the best.

### 6. CONCLUSION

This paper presents a new technique $I_{dd}$ to improve the existing adversarial robustness-based membership inference method by adjusting the directions of adversarial perturbations. By evaluating the performance of normally trained and adversarially trained models under white-box settings and comparing $I_{dd}$ with other metric-based methods, we conclude that $I_{dd}$ can improve the performance of adversarial robustness based membership inference, and $I_{dd}$ outperforms all existing metric-based methods for adversarial robust models. This makes $I_{dd}$ a supplement to existing attack techniques to study the privacy leakage of deep learning.
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