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Abstract. The study of current gravitational waves (GW) catalogues provide an interesting model independent way to understand further the nature of dark energy. In this work, we present an update of the constrains related to dynamical dark energy parametrisations using recent Gravitational-Wave Transient catalogues (GWTC-1 and GWTC-2) along with Type Ia supernova (SNeIa) and Cosmic Chronometers (CC) catalogues. According to our Bayesian results using the full SNeIa+CC+GW database, the $\Lambda$CDM model shows a strong preference against two dark energy parameterisation known as Barboza-Alcaniz (BA) and the Low Correlation (LC) models. Also, we obtain a very strong preference against the Chevallier-Polarski-Linder (CPL) model. Furthermore, we generated a mock GW catalogue and estimate that we require approximately 1000 standard sirens to have a constrain of $H_0$ within 1% relative error, quantity that is out of reach of current standard sirens candidates in GWTC-1 and GWTC-2 catalogues.
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1 Introduction

One of the current challenges of precision cosmology is to understand the nature behind the late-cosmic acceleration. The study of a wide variety of observations, e.g. Cosmic Microwave Background Radiation (CMB), Supernovas Type Ia (SNeIa), Baryonic Acoustic Oscillations (BAO) and the current Gravitational Waves (GWs) have been useful to constrain the cosmological parameters that are defined in a specific cosmological model. Among these observations, some of them are consistent with the standard $\Lambda$CDM model, which has its own theoretical problems, e.g. the Hubble constant tension issue [1], and references therein, or the cosmological constant problem related with the disagreement between the observed values of vacuum energy density and theoretical large value of zero-point energy suggested by quantum field theory. Therefore, it is worthwhile to consider alternative options. A convenient road is to keep General Relativity (GR) as the gravitational theory and modify the stress-energy content of the universe, i.e., we modify the right-hand side in Einstein equations. A second road is to design an alternative theory of gravity, whose additional degrees of freedom can
handle the cosmic acceleration–so-called the modified gravity method–via modifying the
left-hand side of the Einstein equations, which leads to new physics on small cosmological
scales.

On the other hand, one straightforward way to explore a specific cosmic accelerated
expansion is at phenomenological level. In such case, we can quantify the evolution of an
equation of state (EoS) parametrisation (geometric in the case of modified gravity) of dark
energy. Given the information on the values of the Hubble parameter \( H_0 \), and the cur-
rent matter density fraction, \( \Omega_m \), an arbitrary expression for the expansion evolution can be
reproduced by assuming a flat Friedmann-Lemaître-Robertson-Walker (FLRW) space time
with a dark energy component that has a characteristic EoS \( w(z) \). Scenarios were a possible
\( w(z) \neq 1 \) have been discussed extensively and this denotes a strong evidence of new gravita-
tional physics and a possible new source of the cosmic acceleration. Fitting a constant \( w \) using
observational data results in good agreement with an EoS of \( w = -1 \), but such analysis would
have missed subtle variations in the EoS, e.g. the average value near to \( w = -1 \). Likewise,
using a specific parametric form of \( w(z) \) is liable to produce a bias on the outcome. In this
line of thought, some proposals have been currently studied, e.g. bidimensional dark energy
models [2], EoS evolving with a scalar field dark energy [3], generic EoS derived from \( f(R) 
[4–6] \), double exponential potentials for late-cosmic acceleration [7], interacting dark energy
models like \( w(q) \) [8], Padé approximants for dark energy [9], equivalent description of dark
energy as cosmographic test [10] and dark energy inverse cosmography [11, 12].

In the next decade, future proposals will need to be addressed by taking into account
the current discordance between the different cosmological probes [13]. Recently, constraints
derived from considering the interplay between GWs and other light gravitational degrees of
freedom, related to dark energy, have been used to strongly restrict the latter [14, 15]. Also,
using the electromagnetic transient characteristic from the first multi-messenger observations
of a binary neutron star merger [16, 17], a possibility to constraint modified gravities have
emerged. In this matter, several classes of scalar-tensor theories were found incompatible
with the GW data or else irrelevant to gravity at sufficiently large distances [18, 19]. Some
loopholes have been discussed by scanning a wide range of modified gravity theories such as
Beyond Horndeski and DHOST [20].

The goal of this work is to present an update in the study of dark energy parametrisations
by focusing on the new GW data, using Gravitational-Wave Transient Catalogues of Compact
Binary Mergers, observed by LIGO and Virgo during the first, second, and the first half of
the third observing runs [21, 22] in order to shed some light on the cosmological constraints.
In this line of thought, we require a model-independent determination of the redshift \( z \) up
to the GW source. This determination either requires an electromagnetic (EM) counterpart
of the GW source, the localisation of the GW source galaxy or another method to assign
it in a specific redshift range. Apart from using current standard sirens (gravitational
wave sources with an independent measurement of their redshift), in this paper we use an
alternative version, which was proposed by Ding et al. in [23], where instead of calculating \( z \),
a prior redshift probability is used. The posterior of cosmological parameters with GW data
can be written using the Bayes theorem through the total probability rule \( P \) in terms of the
likelihood \( L \), the prior probability of the parameters, and the redshift prior probability. The
redshift prior will be taken as the compact binary merger rate, which allows us to perform
precision analyses without the need of EM counterparts for the sources. These GW events
without EM counterparts are called dark sirens. In addition to this task, we will simulate
standard sirens to see how many of those events we need to constrain the Hubble constant
$H_0$ with a relative error within 1%, taking into account the standard $\Lambda$CDM model.

This paper is organised as follows: In Sec.2, we describe general properties of the standard sirens (the distance to GW sources). In Sec.3, it is present the theory behind dark energy parametrisations. Some alternative bidimensional parametrisations are considered for the EoS, which deviate from the standard $\Lambda$CDM $w(z) = -1$. Among them, we will study the Chevallier-Polarski-Linder (CPL), the Barboza-Alcaniz (BA) and the Low Correlation (LC) parametrisations. In Sec.4, we discuss the Bayesian method to be performed for the case of dark sirens. In Sec.5, the observational compilations considered in this work are described. Furthermore, we will explain the generation of the mock standard sirens according to these catalogues. In Sec.6, we will perform the statistical analysis on the dark energy models discussed using the observational compilations including the GW catalogues. Finally, in Sec.7 we present our main results.

2 Standard Sirens

Since GWs have energy and hence flux and luminosity, the definition of this distance is analogous to the luminosity distance. Due to this, we will introduce this definition before dealing with the standard siren distant and also because, as we will see, the latter is written in terms of the former one.

2.1 Luminosity distance

To compute the luminosity distance to a source, it is required to measure its flux $F$ for an object of known luminosity $L$. The luminosity distance $D_L$ is

$$D_L = \left( \frac{L}{4\pi F} \right)^{1/2},$$

which can be written assuming a spatially flat universe as [26]

$$D_L(z) = (1 + z) D_H \int_0^z \frac{dz'}{E(z')},$$

where $D_H = c/H_0$ is the Hubble distance ($c$ is the speed of light and $H_0$ the Hubble constant) and $E(z) = H(z)/H_0$ (with $H(z)$ the Hubble parameter). This distance enables us to test cosmological models with sources of electromagnetic radiation. Because of that, to test those models with GWs, we need a theoretical expression for the distance to a GW source analogous to (2.2).

2.2 Theoretical standard sirens

While the employ of distances in Cosmology are usually defined using the light detected from distant sources, GWs give us new useful tools for measuring cosmological distances. In that regards, we can consider:

- The GW luminosity distance ($d_{GW}^L$). Defined in terms of the ratio of GW power emitted at a source position versus the GW flux at the detector. The luminosity distance depends on the cosmic expansion rate and can be directly measured from a detection of a GW from distant sources. This quantity results of interest since it can be used to test theories of modified gravity [18].
• The *GW angular distance* \(d_A^{GW}\). Defined in terms of the ratio between the source angular diameter at emission versus the source angular size at detector. Unfortunately, the angular resolution is not well precise in current detectors. Moreover, we have already knowledge about the progress in this line of thought [27].

Therefore, to found an explicit relation between both distances, \(d_A\) can be related with \(d_L\) through the duality-distance relation \(d_L = (1 + z)^2 d_A\). Moreover, the GW evolution can be affected by a friction term which depends on slowly-varying fields only when we take into account a linearised energy-momentum tensor. At this point, we can expect that both distances are influenced by modified gravity and these quantities are related between them by the duality-distance relation rewritten as

\[
d_L^{GW} = (1 + z)^2 d_A^{GW},
\]

where the GW is propagating through a perturbed FLRW space time in scalar-tensor scenarios. This \(d_L^{GW}\) is what we call *standard siren distance* \(D_S\). A possible form of the relationship between the standard luminosity and the standard siren distance is given by [28]

\[
D_S(z) = D_L(z) \exp \left( - \int_0^z \frac{\delta(z')}{1 + z'} dz' \right),
\]

which comes from modified gravity models [29]. The subscript \(S\) and \(L\) denotes the siren luminosity distance and the standard candle luminosity distance, respectively. In this work, we will deal with dynamical dark energy models from GR. Hence, we will consider \(\delta(z) = 0\). In this framework, the siren and luminosity distances are equivalent.

### 3 Dynamical dark energy parametrisations

Since the concordance cosmological \(\Lambda\)CDM model has several theoretical problems [30], new proposals have been presented along these years. One of the most popular is related to the addition of an exotic dynamic fluid denoted as dynamical dark energy. Several dark energy EoS \(w\) have been built to describe the late cosmic acceleration. In order to see which one of them has more constraining power, we test them using observational data.

The fact that the Universe is experimenting an accelerated expansion directs us to consider a negative pressure component at late times. Since energy is always positive, the dark energy EoS \(w = w(z)\) requires to be \(w(z) = P/\rho < -1/3\). This can be seen from the second Friedmann equation, \(\ddot{a}/a = -4\pi G/3(1 + 3w)\rho\). Then, to have an accelerated cosmic expansion, we require \(w(z) < -1/3\). For a spatially flat universe

\[
E(z)^2 = \left( \frac{H(z)}{H_0} \right)^2 = \Omega_m(1 + z)^3 + \Omega_\Lambda f(z),
\]

where the function \(f(z)\) is defined as

\[
f(z) = \exp \left( 3 \int_0^z \frac{1 + w(z')}{1 + z'} dz' \right).
\]

Therefore, for a given \(w(z)\), the dynamics of the expansion are determined. The \(\Lambda\)CDM model is a special case when \(w(z) = -1\) and \(f(z) = 1\). From here, we can consider the following three bidimensional\(^1\) dark energy parametrisations \(^2\) with different analytical forms of \(w(z)\).

\(^1\)We denoted bidimensional as the dependence solely of two free theoretical parameters \((w_0, w_1)\).

\(^2\)A previous analysis of these models has been presented in [2].
3.1 Lambda Cold Dark Matter (ΛCDM) model
This is the standard model of Cosmology denoted by a EoS with \( w(z) = -1 \). The Friedmann equation for this model becomes
\[
E(z)^2 = \Omega_m(1 + z)^3 + (1 - \Omega_m).
\]
(3.3)
This is a simple model that describes the late-time cosmic acceleration.

3.2 Chevallier-Polarski-Linder (CPL) case
This parametrisation considers an EoS \([24, 31]\) of the form
\[
w(z) = w_0 + \left( \frac{z}{1+z} \right)^{w_1},
\]
(3.4)
which converges for high redshifts and reduces to the ΛCDM model for \( w_0 = -1 \) and \( w_1 = 0 \). For this case, the Friedmann equation is given by
\[
E(z)^2 = \Omega_m(1 + z)^3 + (1 - \Omega_m) \exp \left( -\frac{3w_1 z}{1+z} \right) (1+z)^{3(1+w_0+w_1)}.
\]
(3.5)

3.3 Barboza-Alcaniz (BA) case
This model proposes an EoS \([32]\) of the form
\[
w(z) = w_0 + \frac{z(1+z)}{1+z^2} w_1.
\]
(3.6)
Notice that this expression does not diverge for \( z \to -1 \). This re-scaling is helpful when considering the entire history of the universe because of the definition of \( a = 1/(1 + z) \), with \( a \in [0, \infty) \) and hence \( z \in (-1, \infty) \). In this case, the Friedmann equation is
\[
E(z)^2 = \Omega_m(1 + z)^3 + (1 - \Omega_m)(1+z)^{3(1+w_0)}(1+z^2)^{3w_1/2}.
\]
(3.7)

3.4 Low Correlation (LC) case
This is a model with an EoS \([25]\) given by
\[
w(z) = \frac{(-z + z_c)w_0 + z(1 + z_c)w_c}{(1 + z)z_c},
\]
(3.8)
where \( w_0 = w(0) \) and \( w_c = w(z_c) \) and \( z_c \) is a given redshift value so that \((w_0, w_z)\) are uncorrelated. These values depend on the data used to be constrained. In this work, we considered \( z_c = 0.5 \), which is a conservative value of this parameter that gives low correlation between \( w_0 \) and \( w_c \). This parametrisation reduces to ΛCDM for \( w_0 = -1 \) and \( w_c = -1 \). The Friedmann equation is
\[
E(z)^2 = \Omega_m(1 + z)^3 + (1 - \Omega_m) \exp \left( \frac{9 (w_0 - w_c)z}{1+z} \right) (1+z)^{3(1-2w_0+3w_c)}.
\]
(3.9)
4 Cosmology with Dark Sirens

In this section, we will use a method to compute the posterior probability of dark sirens proposed by Ding et al. [23]. Since dark sirens do not have an independent measurement of their redshift, we need to consider an alternative test for our models with these data. We need to compute the posterior probability of the vector of parameters \( \Theta \) with the measured siren distances \( D_S \), along with their uncertainties \( \sigma_{D_S} \), i.e. we want to compute
\[
P(\Theta | D_S, \sigma_{D_S}, \eta),
\]
where \( \eta \) denotes some astrophysical parameters. First, we consider a single measurement of a siren distance \( D_S \).

By applying the Bayes theorem
\[
P(\Theta | D_S, \sigma_{D_S}, \eta) \propto P(D_S | \sigma_{D_S}, \Theta, \eta) P(\Theta),
\]
where \( \Theta \) denotes a vector of cosmological parameters \( \Theta = \{ h, \Omega_M, w_0, w_1 \} \). We can rewrite \( P(D_S | \sigma_{D_S}, \Theta, \eta) \) using the total probability rule, obtaining the following expression
\[
P(D_S | \sigma_{D_S}, \Theta, \eta) = \int_0^\infty dz \ P(D_S | \sigma_{D_S}, \Theta, z) P(z | \Theta, \eta),
\]
where \( P(z | \Theta, \eta) \) is the conditional prior redshift probability on the cosmological/astrophysical parameters. Notice that this prior will depend on the model. Inside the integrand of the previous equation, we have the likelihood [33]
\[
P(D_S | \sigma_{D_S}, \Theta, z) = \frac{1}{\sqrt{2\pi \sigma^2_{D_S}}} \exp \left( -\frac{1}{2} \frac{D_S(z, \Theta) - D_{S, \text{obs}}}{\sigma_{D_S}} \right)^2.
\]
If we have \( N \) measured events, the posterior of the full catalogue needs to be consider. All measurements should be independent of each other and hence the posterior of the full dataset is the product of the individual posteriors. Hence, the final posterior probability is given by
\[
P(\Theta | D_s, \sigma_{D_S}) = \frac{P(\Theta)}{\mathcal{E}} \prod_{n=1}^N \int_0^{z_{\text{max}}} dz \ P(D_{S_n} | \sigma_{D_{S_n}}, \Theta, z) P(z | \Theta, \eta),
\]
where \( \mathcal{E} \) is the evidence, which is a normalisation factor and therefore can be excluded when performing an MCMC.

Notice that we will not expect to detect GW events to a large arbitrary \( z \). Therefore, we will perform the integral from 0 up to \( z_{\text{max}} \) being this redshift a reasonable upper limit at which the network detector under consideration can detect GW sources. We will consider \( z_{\text{max}} = 1.5 \) since approximate redshifts of the GWTC-1 [21] and GWTC-2 [22] catalogues is less than \( z = 1 \) for all their GW events assuming a flat \( \Lambda \)CDM model. Hence, this value of \( z_{\text{max}} = 1.5 \) is a conservative upper limit. We can compute the likelihood with (4.3), however, we still need to know the redshift prior \( P(z | \Theta, \eta) \). It can be taken as a probability function both describing the intrinsic merger rate of binaries and the efficiency of the GW network detector under consideration. This is called differential inspiral rate per redshift and it is given by [23]
\[
\frac{d\bar{N}}{dz} = 4\pi \left( \frac{c}{H_0} \right)^3 \frac{\dot{\bar{u}}(z)}{1 + z \ E(z)} C_\theta(x(z, \eta)),
\]
where $\dot{N}$ is the inspiral merger rate, $\dot{n}(z)$ the intrinsic merger rate at redshift $z$, $r$ the comoving adimensional distance and $C_\theta$ a function that measures the network detector performance [34]. The function $C_\theta$ includes the astrophysical parameters as we will see in the following procedure.

Notice that $d\dot{N}/dz$ has units of yr$^{-1}$, but probability distributions must not have dimensions. Hence, we need to include an additional constant $B$ that will delete the dimensions of the prior. Since the differential inspiral rate per redshift (4.5) depends on the vector of cosmological parameters $\Theta$ and the vector of astrophysical parameters $\eta$. This latter constant will depend on them as well. Furthermore, probabilities must be normalised. Therefore, $B$ is also a normalisation constant and then

$$1 = B(\Theta, \eta) \int_0^{z_{\text{max}}} dz \frac{d\dot{N}}{dz},$$

which allows to delete the dimensions of $d\dot{N}/dz$ and to normalise the redshift prior. Hence, we can write the redshift prior probability as

$$p(z|\Theta, \eta) = B(\Theta, \eta) \frac{d\dot{N}(z, \Theta, \eta)}{dz},$$

which is adimensional and properly normalised as all probabilities need to be. The value of the normalisation constant $B(\Theta, \eta)$ must be computed at each iteration of the MCMC to properly compute the redshift prior due to its dependence in the vectors $\Theta$ and $\eta$. When is not consider the normalisation function $B(\Theta, \eta)$ we obtain strong biases on the posterior probabilities of the cosmological parameters. The convergence is not achieved without this constant and the best fits of the parameters tend strongly to the upper or lower limits of the prior uniform probabilities. Moreover, the function $d\dot{N}(z, \Theta, \eta)/dz$ includes the term $C_\theta(x(z, \eta))$, which, as we will see, takes into account the performance of the GW detector. Therefore, this redshift prior probability takes into account the selection effects that affect the inference of the cosmological parameters [35].

As we can notice, (4.5) depends on the parameters $\Theta$, moreover, it also depends on astrophysical parameters $\eta$, which are the signal to noise ratio and the chirp mass in the reference frame of the detector of each GW event. We called the vector of these astrophysical quantities $\eta = \{\rho, M_{\text{det}}\}$. We will consider the intrinsic merger rates $\dot{n}(z)$ computed in [36] where they used the population synthesis code. We took the standard low-end model in the observer frame. These results are available as a library of stellar populations\(^3\). Finally, the $C_\theta$ function is given by [23]

$$C_\theta(x(z, \eta)) = \int_{x(z, \eta)}^\infty d\theta P_\theta(\theta),$$

where

$$P_\theta(\theta) = \begin{cases} 
\frac{5}{256} \theta(4 - \theta)^3 & \text{if } 0 < \theta < 4, \\
0 & \text{otherwise},
\end{cases}$$

\(^3\text{https://www.syntheticuniverse.org/}\)
and
\[ x(z, \rho) = \frac{\rho}{\rho_0} (1 + z) \frac{c}{H_0} \frac{r(z)}{r_0} \left[ \frac{1.2 M_{\odot}}{M_{\text{det}}} \right]^{5/6}, \]

with \( \rho \) the signal to noise measured ratio, \( \rho_0 \) the signal to noise threshold, \( r_0 \) the characteristic distance of the network detector and \( M_{\text{det}} \) the chirp mass measured in the reference frame of the detector. Both \( \rho \) and \( M_{\text{det}} \) vary in each GW detection. As it can be seen, with a longer \( r_0 \), the network detector can detect events at a higher redshift because \( x \) should be on the interval \((0, 4)\) to have a probability bigger than 0 to detect a given event in a redshift \( z \) due to the form of the \( P_\theta(\theta) \) function.

In our analyses, we will consider \( r_0 = 120 \) Mpc as they are the within the range of the characteristic sensitivities of advanced LIGO for the case of binary black holes (BBH) and \( \rho_0 = 8 \) [37].

5 Observational Compilations

It is well known that the dark energy domination epoch began at a late cosmic period. Then, the suitable data to study this dark component is at low redshifts. In this section, we explain the method to obtain the cosmological parameters \( \Theta = \{ h, \Omega_m, w_0, w_1 \} \), where \( h = H_0/(100 \text{ km s}^{-1} \text{ Mpc}^{-1}) \) is the adimensional Hubble constant. We perform these analyses by considering the \( \Lambda \)CDM model and the three bidimensional dark energy parameterisations described in Sec. 3. We begin by using the SNeIa Pantheon [38] and Cosmic Chronometers [39] compilations. Once this is done, we will implement our analyses with GW catalogues data [21, 22] to improve the constrains over the cosmological parameters. From the Bayes Theorem, considering some data vector \( Y \) along with their uncertainties \( \sigma_Y \) and the redshift associated with the data

\[ P(\Theta|Y, \sigma_Y, z) = \frac{P(\Theta)P(Y|\sigma_Y, \Theta, z)}{\mathcal{E}}, \]

where \( P(\Theta|Y, \sigma_Y, z) \) is the posterior probability, \( P(\Theta) \) the prior probability, \( P(Y|\sigma_Y, \Theta, z) \) the likelihood and

\[ \mathcal{E} = \int d\Theta P(\Theta)P(Y|\sigma_Y, \Theta, z), \]

is the evidence. The evidence is a normalisation constant and therefore it is not required to compute the best fit values of the parameter vector given some data. In order to compute the posterior probability, we need to know the likelihood. This function is given by [33]

\[ P(Y|\sigma_Y, \Theta, z) = \prod_{n=1}^N \frac{1}{\sqrt{2\pi \sigma^2_{Y_n}}} \exp \left( -\frac{1}{2} \left[ \frac{Y_n - Y_n^{\text{theoretical}}}{\sigma^2_{Y_n}} \right]^2 \right), \]

where \( N \) is the number of samples, \( Y_n \) is the \( n \)-th value of the data, \( \sigma_{Y_n} \) its uncertainty, and \( Y_n^{\text{theoretical}} \) the theoretical value of \( Y_n \) given some cosmological model.

If we apply the natural logarithm function to the posterior probability (5.1), we will obtain the \( \chi^2 \) function from the likelihood

\[ \chi^2 = \sum_{n=1}^N \left[ \frac{Y_n - Y_n^{\text{theoretical}}}{\sigma^2_{Y_n}} \right]^2. \]
By applying the natural logarithm, we will also have the factor

$$-\frac{1}{2} \sum_{n=1}^{N} \ln(2\pi\sigma_{\epsilon_n}^2),$$

(5.5)

which is constant. Therefore, the natural logarithm of the posterior is proportional to

$$\ln P(\Theta|Y, \sigma_Y, z) \propto \ln P(\Theta) - \frac{1}{2} \chi^2. \quad (5.6)$$

If we want to determine the best fits and uncertainties of the parameter vector $\Theta$, we just need to know the prior probability and the $\chi^2$. The former function is assumed given some physical possible values for the parameters and the latter depends on the observational catalogue. In all cases, we will consider the prior probability given in Table 1.

Finally, when considering the combination of two or more catalogues, since each one is independent of the others, the natural logarithm of the posterior probability of the combination is the sum of the natural logarithms of each posterior. We can express this fact as

$$\ln P(\Theta|Y, \sigma_Y, z) = \sum_{i}^{M} \ln P(\Theta|Y_i, \sigma_{Y_i}, z_i), \quad (5.7)$$

where $Y, \sigma_Y, z$ is data of the combination of the catalogues, and $Y_i, \sigma_{Y_i}, z_i$ the data of the i-th catalogue.

| Parameter | Prior probability distribution |
|-----------|-------------------------------|
| $h$       | $U(0.5,1.0)$                  |
| $\Omega_M$| $U(0.0,0.5)$                  |
| $w_0$     | $U(-5.0,5.0)$                 |
| $w_1$     | $U(-5.0,5.0)$                 |

Table 1. Prior probability distributions considered for the cosmological parameters. We will consider uniform probability distributions not to favour any value in the range.

### 5.1 Pantheon supernovae catalogue

The Pantheon catalogue [38] includes $N_{\text{Pantheon}} = 1048$ events. These events are treated in an interval $z \in [0.010, 2.26]$. The catalogue gives the observational value of the distance modulus [38] with

$$\mu_{\text{obs}} = m'_B - M,$$

(5.8)

where $m'_B$ is the apparent magnitude in the B band given by [38, 40]

$$m'_B = m_B + \alpha x_1 - \beta c + \Delta_M + \Delta_B,$$

(5.9)

where $\Delta_M$ is a correction in distance based on the mass of the host-galaxy of the supernovae and $\Delta_B$ a distance correction from biases predicted from simulations [38], and $\alpha$ and $\beta$ are coefficients of the relation between luminosity, and stretch and colour, respectively [38]. Therefore, $m'_B$ is a corrected value taking into account the systematic effects.

Since the absolute magnitude $M$ and $H_0$ are degenerate parameters, we calibrated this catalogue with a value of $M$ in such a way that $H_0$ is the value given in [41]. Because of this
calibration, the best fits of $H_0$ in all the MCMCs that include the Pantheon catalogue will approach the prior value given in [41]. However, this calibration does not give a preference for a certain cosmological model, since this value of $H_0$ is a model independent one [41]. The theoretical distance modulus is given by

$$
\mu(z) = 5 \log_{10} \left( \frac{D_L(z)}{10 \text{ pc}} \right),
$$

(5.10)

where $D_L(z)$ is given by (2.2). The best fit parameters $\Theta = \{h, \Omega_M, w_0, w_1\}$ can be calculated by maximizing the logarithm of the likelihood function [33]

$$
\ln p(\mu(z)|z, \sigma, \Theta) = -\frac{1}{2} \left( \chi^2 + \sum_{n=1}^{N_{\text{Pantheon}}} \ln(2\pi \sigma_{n, \text{obs}}^2) \right),
$$

(5.11)

where the $\chi^2$ function is given by

$$
\chi^2_{\text{Pantheon}} = \sum_{n=1}^{N_{\text{Pantheon}}} \left( \frac{\mu(z_n, \Theta) - \mu_{\text{obs}}(z_n)}{\sigma_{\text{obs}}} \right)^2,
$$

(5.12)

with $\sigma_{n, \text{obs}}^2$ the measured variances. We will refer to this catalogue as Pantheon in what it follows.

### 5.2 Cosmic Chronometers Catalogue

This database includes $N_{\text{CC}} = 51$ events in the redshift interval $z \in (0, 2.36)$ [39]. Along with these data, we took the $H_0$ value from [41], which is a model independent value. The other data points in this catalogue come from the differential age or clustering methods.

In the differential ages method, the age difference $\Delta t$, between two passively-evolving galaxies that born at the same time but separated by a redshift interval $\Delta z$, is measured [42]. If we use the definition of the Hubble parameter, we can write $H(z) = \frac{1}{1 + z} \frac{dz}{dt}$. Therefore, we can estimate the Hubble factor with the differential ages method if we make the approximation $\frac{dz}{dt} \approx \frac{\Delta z}{\Delta t}$.

On the other hand, data points from the clustering method come from baryon acoustic oscillations (BAO) measurements. Some of these points are biased because their Hubble factor is estimated using the sound horizon $r_d$ (the maximum comoving distance at which sound waves can travel at redshift $z_d$) at redshift $z_d$, which depends on the cosmological model [39]. Also, we have 20 events measured using this method [39]. So, they may introduce a bias on the results of the best fits and uncertainties of the cosmological parameter vector. This bias will occur in the analyses including the cosmic chronometers catalogue.

In this case, since this catalogue gives measurements of the Hubble parameter $H(z)$, the $\chi^2$ function is given by

$$
\chi^2_{\text{CC}} = \sum_{n=1}^{N_{\text{Hubble}}} \left( \frac{H(z_n, \Theta) - H_{\text{obs}}(z_n)}{\sigma_{n, \text{obs}}} \right)^2,
$$

(5.13)

where and $H_{\text{obs}}$ and $\sigma_{n, \text{obs}}$ correspond to the observations of the Hubble factor and their errors, respectively. From now on, we will refer to this catalogue as CC.
5.3 Gravitational Waves Catalogue

Furthermore, in this work we consider data coming from GWs. This will be to update the previous constraints on the bidimensional dark energy models on their cosmological parameters [2]. In addition to this, we will see the constraining power of GW and how many standard sirens events we need to have a determination of $H_0$ with a 1% relative error. We will do the former with real GW data coming from the GWTC-1 [21] and GWTC-1 [22] catalogues of the LIGO-Virgo collaboration. And the latter will be done with simulated mock data taking the $\Lambda$CDM standard model. We will work with the median values reported in the LIGO-Virgo papers GWTC-1 [21] and GWTC-2 [22], where they have already taken into account the GW selection effects.

5.3.1 Gravitational-Wave Transient Catalogue GWTC-1

This catalogue includes $N_{GWTC-1} = 11$ confident detection events from gravitational-wave searches for coalescing compact binaries, all of them with masses $M > 1M_\odot$. These events, observed by LIGO 4 and Virgo5, come from the first and second observing runs [21]. In Table III from [21], the 11 events are reported along with their observational siren distances $D_S$ in Mpc, chirp masses $M$ and other several observational variables, all of them with their corresponding 90% credible variances.

As we saw in Sec. 4, to compute the posterior probability with dark sirens, we need their chirp masses in the detector reference frame, its siren distances, and their signal to noise ratios. We consider the median values reported in Table III of [21] in the case of the siren distances. LIGO-Virgo reported the intrinsic chirp masses computed by dividing the detector frame chirp masses by $1 + z$, with $z$ the redshift computed from the siren distance distribution and a flat $\Lambda$CDM model [21]. Hence, in order to recover the detector frame chirp masses, we multiplied the median values of the chirp masses reported in Table III of [21] by $1 + z$, with $z$ the median valued reported in the same Table. Finally, we consider the signal to noise ratios reported in Table I from [21].

5.3.2 Gravitational-Wave Transient Catalogue GWTC-2

This second GW catalogue includes $N_{GWTC-2} = 39$ candidate GW events, with less than 10% of contamination fraction from the first half of the third observable run [22]. In Table VI from [22], these events measured by LIGO-Virgo are presented with their observational siren distances $D_S$ in Gpc6, their signal to noise ratios $\rho$, their chirp masses in the reference frame of the detector $M$, along with other several observational variables, all of them with their corresponding 90% credible variances.

In this case, we consider the median values reported in Table VI from [22] in the case of the siren distances. Following the procedure of the data gathered from the GWTC-1, in order to recover the detector frame chirp masses, we multiplied the median values of the chirp masses reported in Table VI of [22] by $1 + z$ with $z$ the median valued reported in the same Table. Finally, we consider the signal to noise ratios reported in Table IV from [22].

5.3.3 GW data considered

We will consider the following events from GWCT-1 [21] and GWCT-2 [22]:

4https://www.ligo.caltech.edu
5http://www.virgo.infn.it
6We need to perform a units conversion to be consistent with the GWTC-1 database, where the $D_S$ is reported in Mpc.
• The standard siren GW170817.
• The candidate standard siren GW190521.
• Dark sirens coming from BBH mergers, except GW190521 which is a standard siren candidate.

GWTC-1 [21] and GWTC-2 [22] have two confirmed or standard siren candidates: GW170817 and GW190521. The former has an associated electromagnetic counterpart given by the gamma ray burst GRB-170817A [43] which has a redshift $z = 0.0099$ [44]. The latter has an electromagnetic candidate counterpart given by three-dimensional spatial location of ZTF19abanrhr, which has a redshift $z = 0.438$ [45]. By taking their siren distances from the GWTC-1 [21] and GWTC-2 [22] catalogues, we can write the $\chi^2$ of these events by

$$
\chi^2_{\text{standard sirens}} = \sum_{n=1}^{2} \left( \frac{D_S(z_n, \Theta) - D_{S, \text{obs}}(z_n)}{\sigma_{n, \text{obs}}} \right)^2, 
$$

(5.14)

where $D_{S, \text{obs}}$ and $\sigma_{n, \text{obs}}$ denote the siren distances and their errors, respectively and taken from Table III in [21] and Table IV from [22].

In addition to these events, we worked with the dark sirens produced in BBH mergers, which are 46 of the 50 events from GWTC-1 [21] and GWTC-2 [22]. However, since GW190521 is a candidate standard siren, we will not include it in the dark siren analyses.

We do not have a $\chi^2$ function for the case of dark sirens since they do not have an independent measurement of their redshift. However, we can work with the posterior probabilities discussed in Sec.4 and combine these data with the standard sirens by adding their natural logarithms of their individual posteriors as we discussed in the beginning of this section.

We will refer to the data described in this subsection as GW and it includes $N_{GW} = 47$ events. Since GWTC-2 [37] reports events with less than 10% of contamination fraction [22], the best fit values and their confidence regions will be biased a little. However, this bias will be minimal due the density of data when combining it with the Pantheon and CC catalogues, because the GWTC-2 that contains the bias represents just the 3.39% of the total Pantheon+CC+GW database.

### 5.3.4 GW mock data generated

In addition to the analyses performed with real GW data from GWTC-1 [21] and GWTC-2 [22], we simulated GW standard sirens to see how many of those events we would need to constraint the Hubble constant $H_0$ with a relative error within 1%, i.e. to constraint this value with a relative error similar to the one reported in [41]. In order to generate the mock catalogue, we need to assume a cosmological model which will be the standard $\Lambda$CDM model. We also need to assume some values for $h$ and $\Omega_M$, and we will consider the best fits given by $\Lambda$CDM and the Pantheon catalogue reported in Table 3 ($h = 0.7284$ and $\Omega_M = 0.285$). We consider these results, since the Pantheon catalogue was calibrated with the $H_0$ from [41] and therefore these cosmological parameters follow a cosmology given by this value of $H_0$. We will generate the mock catalogue in the redshift range $z \in (0, 2.3)$ in comparison the same range used in [41]. With these assumptions we can simulate the siren distances

$$
D_S(z) = D_{S, \Lambda\text{CDM}}(z) + \mathcal{N}(0, \sigma),
$$

(5.15)

where $D_{S, \Lambda\text{CDM}}$ is the siren distance assuming $\Lambda$CDM and the cosmological parameters previously discussed and $\mathcal{N}(0, \sigma)$ the Normal Gaussian Probability distribution with mean 0 and
standard deviation $\sigma$. These standard deviations will be given by the simulated errors in the siren distance which will be generated with a uniform probability distribution in order to have relative errors between 7% and 30%. Therefore, if future standard sirens have a smaller error, we will need less of them to get a constrain of $H_0$ with a relative error of 1% than the value given in this paper.

Finally, the mock redshifts will be generated with the normalised intrinsic merger rate $\dot{n}(z)$ as probability distribution. We will consider the total intrinsic merger rate by adding the one corresponding to BBH, BNS, and BHNS. Afterwards we will simulate their siren distances using (5.15).

6 Methodology

We performed a Markov-chain Monte Carlo (MCMC) analysis to compute the posteriors using a modified version of the emcee code\(^7\) [46] interfaced to the publicly available sampling code MontePython-v3\(^8\) [47, 48]. We obtained plots of the 1-$\sigma$ and 2-$\sigma$ confidence regions and best fit values with their 1-$\sigma$ uncertainties using the GetDist package\(^9\) [49]. We sampled over the parameters $\{h, \Omega_m, \Theta, \Xi_0, n\}$ using the Metropolis-Hastings method and with a Gelman-Rubin [50] convergence criteria around $R - 1 < 0.03$.

6.1 Statistical analysis

The best fit values and the 1-$\sigma$ uncertainties for the $h$, $\Omega_m$, $w_0$, and $w_1$ parameters using the Pantheon and CC databases and their combination are reported in Table 3. The best fit values and the 1-$\sigma$ uncertainties for the $h$, $\Omega_m$, $w_0$, $w_1$ parameters for the case of the GW database along with their combination with Pantheon and CC are reported in Table 4. Finally, we generated $N = 50, 200, 1000, 2000$ mock siren events. The best fit values and the 1-$\sigma$ uncertainties for the $h$ and $\Omega_m$ parameters for $\Lambda$CDM and this mock catalogue are reported in Table 6.

We also included the plots at 1-$\sigma$ and 2-$\sigma$ confidence regions for the four models $\Lambda$CDM model and the three bidimensional dark energy parametrisations). We presented two plots per model: (i) with the analyses from Pantheon, CC, their combination Pantheon+CC and GW and (ii) with the analyses from GW and their combinations with Pantheon and CC (Pantheon+GW and Pantheon+CC+GW). The plots are arranged as: Figure 1 for the standard $\Lambda$CDM model, Figure 2 for CPL, Figure 3 for BA, and Figure 4 for LC models. Then, we included a plot with the four models and the GW catalogue. This plot is given in figure 5. Finally, we plot the confidence regions for the case of the GW mock catalogue. This plot is given in Figure 6.

6.2 Bayesian Evidence Criterion Analysis

To quantify to what extent the improvement in our fit for the full Pantheon+CC+GW catalogue described warrants the increase in the model complexity compared to the $\Lambda$CDM model, we compute the Bayes factor $-\text{the ratio of the evidences for the baseline model $M_L$ with respect to the extended $M_E$– as}$ [51]:

$$B_{EL} \equiv \frac{\int d\theta_L \pi(\theta_L|M_L)L(x|\theta_L,M_L)}{\int d\theta_E \pi(\theta_E|M_E)L(x|\theta_E,M_E)} = \frac{E(M_L)}{E(M_E)}, \quad (6.1)$$

\(^7\)https://emcee.readthedocs.io
\(^8\)https://github.com/brinckmann/montepython_public
\(^9\)https://getdist.readthedocs.io/en/latest
Information Criteria | Preference for model $\mathcal{M}_i$
--- | ---
0 < $\ln B_{E,L} < 1$ | Weak
1 ≤ $\ln B_{E,L} < 2.5$ | Definite
2.5 ≤ $\ln B_{E,L} < 5$ | Strong
5 ≤ $\ln B_{E,L}$ | Very strong

**Table 2.** Revised Jeffreys scale used to interpret the values of $\ln B$ obtained when comparing two competing models through their Bayesian evidence. A value of $\ln B > 0$ indicates that the extended model (E) is favoured with respect to the ΛCDM baseline (L) model.

where $\pi(\theta_{E,L})$ is the prior for the parameters $\theta_{E,L}$ and $\mathcal{L}(x|\theta_{E,L})$ the likelihood of the data given the model $\mathcal{M}_{E,L}$. The extent to what the baseline model $\mathcal{M}_L$ is preferred over the extended $\mathcal{M}_E$ can be qualitatively assessed using the Jeffreys scale reported in Table 2. To compute the evidence, we use a nested sampling algorithm implemented in a modified version of the *dynesty* software [52–55], which has been seen viable for cosmological applications [2, 56].

### 6.3 Discussion

As it can be seen in the plots, the ΛCDM model behaviour ($w_0 = -1$ and $w_1 = 0$ for all the parametrisations, except for the LC model $w_1 = 0$, $w_c = -1$) lies within the 2-σ confidence contours for all cases. This shows that our results with all catalogues and combinations are consistent with the standard ΛCDM model.

According to the results in Table 4, the GW catalogue is capable of constraining the value of the cosmological parameters. However, they have big relative errors, between 20% and 25% for the $h$ parameter. If we remember that this catalogue has 2 standard sirens and 45 dark sirens, we can conclude that dark sirens do not have the same constraining power as CC since our CC catalogue with 52 events has relative errors between 1% and 3% for $h$.

However, the results with the GW catalogue are consistent with the other catalogues and their combinations. Moreover, as we can see in Tables 3 and 4, results with Pantheon and CC did not change too much when adding the GW catalogue. This indicates that the GW catalogue did not have a strong statistical effect in the analyses. This is expected since Pantheon has 1048 events in comparison to the 47 GW events. Additionally, the posterior probabilities, best fits and confidence regions computed with the nested sampling algorithm were very close (with differences of less than 1%) to the ones from the MCMC algorithm. Hence, apart from computing the evidence, the nested sampling algorithm served as a validation of our results.

Nevertheless, future detections of GW, both standard and dark sirens, will help to constrain the $H_0$ constant and to study the Hubble constant tension problem. In Table 6, we can see that we need around 1000 of standard sirens to constrain $H_0$ with a relative error of 1%. This is a really small number compared to the $10^5$ required dark sirens to have a similar performance [23].

In Table 5, we can see that the standard ΛCDM model is the preferred one. It shows a strong evidence against CPL and a very strong evidence against BA and LC. Therefore, by considering the full catalogue Pantheon+CC+GW, these alternate dark energy models are not able to challenge the standard ΛCDM.

As we can notice, we need more GW data in order to study problems in cosmology. Even so, the future with GW cosmology is high promising. We can compute the cosmological
parameters in an independent way in comparison to CC or SNeIa datasets. Hence, even though current GW data gives big relative errors in $h$ and the other parameters, they will be a key future tool with a much bigger number of standard and dark sirens coming from the Einstein telescope [57] and LISA [58] future third generation detectors.

7 Conclusions

In this paper we present an update to the analysis of three dark energy parameterisations using the new GW databases described. We considered current Pantheon+CC+GW data. Where the GW data comes from the GWTC-1 [21] and GWTC-2 [22] catalogues. With this new database, $\Lambda$CDM had a very strong preference against the BA and LC models and a strong preference against CPL model, with the Bayes evidence criterion.

Furthermore, we proposed a method to constrain the cosmological parameters with dark sirens given by Ding et al. [23]. This method does not require an independent measurement of the redshift of the samples. However, current data gave a relative error between 20% and 25% for the $h$ parameter which is much higher than the less than 3% given with the CC catalogue.

This method along with the one with standard sirens will be fundamental in the study of cosmology with GWs once the Einstein Telescope [57] and LISA [58] detectors will give us a much higher number of dark and possibly standard sirens. We expect to need $10^5$ dark sirens [23] and 1000 standard sirens to constrain $h$ with a 1% relative error.

Additionally, from computing the Hubble constant $H_0$, the methods presented in this paper can be used in a wide variety of models derived from GR, this since modified and extended theories of gravity have a siren distance and luminosity distance inequality [28] as we can see in (2.4). GWs constitute an independent cosmological observable that will be able to quantify deviations from GW, therefore, these observations will help future efforts to see if these models can constitute an alternative to the $\Lambda$CDM model. These studies will be reported elsewhere.

| Model | Database       | $h$       | $\Omega_M$       | $w_0$ | $w_1$ |
|-------|---------------|-----------|------------------|-------|-------|
| $\Lambda$CDM | CC           | 0.7152 ± 0.0099 | 0.248 ± 0.014 | -     | -     |
|        | Pantheon     | 0.7284 ± 0.0023 | 0.285 ± 0.013 | -     | -     |
|        | Pantheon+CC  | 0.7330 ± 0.0020 | 0.2447 ± 0.0073 | -     | -     |
| CPL   | CC           | 0.722 ± 0.017  | 0.365 ± 0.0042 | 0.186 ± 0.0081 | -1.05 ± 0.12 | 0.77 ± 0.54 |
|        | Pantheon     | 0.7335 ± 0.0042 | 0.306 ± 0.0044 | -1.18 ± 0.17 | -0.05 ± 0.61 | 0.61 ± 0.17 |
|        | Pantheon+CC  | 0.7337 ± 0.0031 | 0.168 ± 0.0534 | -0.95 ± 0.075 | -0.95 ± 0.075 | 0.61 ± 0.17 |
| BA    | CC           | 0.722 ± 0.016  | 0.184 ± 0.0074 | -1.01 ± 0.10 | 0.380 ± 0.25 |
|        | Pantheon     | 0.7329 ± 0.0041 | 0.336 ± 0.0034 | -1.20 ± 0.15 | -0.40 ± 0.13 |
|        | Pantheon+CC  | 0.7330 ± 0.0029 | 0.159 ± 0.0038 | -0.91 ± 0.057 | -0.91 ± 0.057 | 0.326 ± 0.20 |
| LC    | CC           | 0.723 ± 0.016  | 0.188 ± 0.0028 | -1.05 ± 0.12 | -0.80 ± 0.16 |
|        | Pantheon     | 0.7336 ± 0.0041 | 0.304 ± 0.0047 | -1.18 ± 0.17 | -1.18 ± 0.31 |
|        | Pantheon+CC  | 0.7337 ± 0.0032 | 0.170 ± 0.0078 | -0.95 ± 0.050 | -0.95 ± 0.050 | 0.75 ± 0.19 |

Table 3. Best fit values for the four cosmological parameters with their one-σ uncertainties. The best fit values are reported for the standard model $\Lambda$CDM and the three dynamical dark energy parametrisations. The second column indicates the catalogue used.
Figure 1. 1-σ and 2-σ confidence contours for the cosmological parameters $h$ and $\Omega_m$ for the $\Lambda$CDM model. Left: Analyses performed using Pantheon (red colour), CC (orange colour), Pantheon+CC (green colour), and GW (light green colour) catalogues. Right: Analyses performed using GW (light green colour), Pantheon+GW (black colour), and Pantheon+CC+GW (blue colour) catalogues.

Figure 2. 1-σ and 2-σ confidence contours for the cosmological parameters $h$, $\Omega_m$, $w_0$ and $w_1$ for the CPL model. Left: Analyses performed using Pantheon (red colour), CC (orange colour), Pantheon+CC (green colour), and GW (light green colour) catalogues. Right: Analyses performed using GW (light green colour), Pantheon+GW (black colour), and Pantheon+CC+GW (blue colour) catalogues.
Figure 3. 1-σ and 2-σ confidence contours for the cosmological parameters $h$, $\Omega_m$, $w_0$ and $w_1$ for the BA model. Left: Analyses performed using Pantheon (red colour), CC (orange colour), Pantheon+CC (green colour), and GW (light green colour) catalogues. Right: Analyses performed using GW (light green colour), Pantheon+GW (black colour), and Pantheon+CC+GW (blue colour) catalogues.

Figure 4. 1-σ and 2-σ confidence contours for the cosmological parameters $h$, $\Omega_m$, $w_0$ and $w_1$ for the LC model. Left: Analyses performed using Pantheon (red colour), CC (orange colour), Pantheon+CC (green colour), and GW (light green colour) catalogues. Right: Analyses performed using GW (light green colour), Pantheon+GW (black colour), and Pantheon+CC+GW (blue colour) catalogues. We consider $w_1 = w_c$ for this case.
Figure 5. 1-σ and 2-σ confidence contours for the cosmological parameters $h$, $\Omega_M$, $w_0$, $w_1$ ($w_1 = w_c$ for the LC model) for the four models and the GW full catalogue.

| Model | Database    | $h$       | $\Omega_M$  | $w_0$ | $w_1$ |
|-------|-------------|-----------|-------------|-------|-------|
| $\Lambda$CDM | GW          | 0.75$^{+0.13}_{-0.17}$ | 0.25$^{±0.14}$ | -    | -    |
|        | Pantheon+GW | 0.7285$^{±0.0024}$   | 0.285$^{±0.0014}$ | -    | -    |
|        | Pantheon+CC+GW | 0.7329$^{±0.0019}$ | 0.2450$^{±0.0072}$ | -    | -    |
| CPL   | GW          | 0.74$^{+0.12}_{-0.18}$ | 0.27$^{+0.22}_{-0.15}$ | -1.19$^{±0.17}$ | 0.2$^{±2.9}$ |
|        | Pantheon+GW | 0.7336$^{±0.0042}$   | 0.309$^{+0.041}_{-0.079}$ | -0.948$^{+0.052}_{-0.074}$ | 0.60$^{±0.47}$ |
|        | Pantheon+CC+GW | 0.7334$^{+0.0032}_{-0.0028}$ | 0.169$^{±0.031}_{-0.040}$ | -1.11$^{±0.15}$ | 0.3$^{±2.9}$ |
| BA    | GW          | 0.74$^{+0.13}_{-0.17}$ | 0.271$^{±0.092}_{-0.065}$ | -1.20$^{±0.19}_{-0.19}$ | -0.33$^{±1.2}_{-0.41}$ |
|        | Pantheon+GW | 0.7328$^{±0.0041}$   | 0.333$^{±0.035}_{-0.055}$ | -0.913$^{±0.055}_{-0.088}$ | 0.327$^{±0.20}_{-0.052}$ |
|        | Pantheon+CC+GW | 0.7330$^{±0.0028}$ | 0.158$^{±0.040}_{-0.040}$ | -1.17$^{±0.21}_{-0.19}$ | 0.6$^{±1.2}$ |
| LC    | GW          | 0.74$^{+0.12}_{-0.17}$ | 0.26$^{+0.22}_{-0.15}$ | -1.19$^{±0.17}$ | -0.75$^{±0.18}$ |
|        | Pantheon+GW | 0.7337$^{±0.0042}$   | 0.309$^{+0.049}_{-0.049}$ | -0.949$^{+0.049}_{-0.074}$ | -0.75$^{±0.18}$ |
|        | Pantheon+CC+GW | 0.7335$^{±0.0030}$ | 0.170$^{±0.077}_{-0.030}$ | -1.19$^{±0.17}$ | -0.75$^{±0.18}$ |

Table 4. Best fit values for the four cosmological models discussed in Sec.3 at 1-σ uncertainties. In this case we consider the GW catalogues.
Figure 6. 1-σ and 2-σ confidence contours for the cosmological parameters $\Theta = \{h, \Omega_M\}$ for $\Lambda$CDM and the mock standard sirens. $N$ refers to the number of mock standard sirens.

Table 5. Bayes evidence criterion for the three models dark energy against $\Lambda$CDM. $E$ denotes to the dark energy parametrisation, while $L$ is the baseline $\Lambda$CDM model.

| Model | $\ln\mathcal{E}$ | $B_{E/L}$ |
|-------|------------------|-----------|
| $\Lambda$CDM | 336.01 | - |
| CPL | 331.12 | 4.89 |
| BA | 330.81 | 5.20 |
| LC | 330.18 | 5.83 |

Table 6. Best fit values for the mock GW catalogue at 1-σ uncertainties. To generate the mock catalogue, we used the $\Lambda$CDM catalogue. $N$ is the number of mock events and we also included the relative error in the constrain of $h$.

| $N$ | $h$ | $\Omega_M$ | Rel. err. $h$ |
|-----|-----|------------|--------------|
| 50  | $0.715^{+0.022}_{-0.034}$ | $0.340^{+0.060}_{-0.079}$ | 4.7% |
| 200 | $0.725 \pm 0.016$ | $0.284^{+0.031}_{-0.037}$ | 2.2% |
| 1000| $0.7254 \pm 0.0071$ | $0.288 \pm 0.015$ | 0.98% |
| 2000| $0.7241 \pm 0.0053$ | $0.294 \pm 0.012$ | 0.73% |

Acknowledgments

CE-R is supported by DGAPA-PAPIIT UNAM Project TA100122 and acknowledges the Royal Astronomical Society as FRAS 10147. This work is part of the Cosmostatistics National Group (CosmoNag) project. AN was supported by DGAPA-PAPIIT UNAM Project IA100220.
References

[1] Eleonora Di Valentino et al. Snowmass2021 - Letter of interest cosmology intertwined II: The hubble constant tension. Astropart. Phys., 131:102605, 2021.

[2] Celia Escamilla-Rivera. Status on bidimensional dark energy parameterizations using SNe Ia JLA and BAO datasets. Galaxies, 4(3):8, 2016.

[3] Celia Escamilla-Rivera, Luciano Casarin, Julio C. Fabris, and Jailson S. Alcaniz. Linear and non-linear perturbations in dark energy models. JCAP, 11:010, 2016.

[4] Luisa G. Jaime, Mariana Jaber, and Celia Escamilla-Rivera. New parametrized equation of state for dark energy surveys. Phys. Rev. D, 98(8):083530, 2018.

[5] Celia Escamilla-Rivera, A. Hernández-Almada, Miguel A. García-Aspeitia, and V. Motta. Linear perturbations spectra for dynamical dark energy inspired by modified gravity. arXiv preprint arXiv:2005.13957.

[6] N. M. Jiménez Cruz and Celia Escamilla-Rivera. Late-time and Big Bang Nucleosynthesis constraints for generic modified gravity surveys. Eur. Phys. J. Plus, 136(1):51, 2021.

[7] Sudipta Das, Abdulla Al Mamon, and Manisha Banerjee. A new parametrization of dark energy equation of state leading to double exponential potential. Res. Astron. Astrophys., 18(11):131, 2018.

[8] Emilio Elizalde, Martiros Khurshudyan, and Shin’ichi Nojiri. Cosmological singularities in interacting dark energy models with an $\omega(q)$ parametrization. Int. J. Mod. Phys. D, 28(01):1950019, 2018.

[9] Mehdi Rezaei, Mohammad Malekjani, Spyros Basilakos, Ahmad Mehrabi, and David F. Mota. Constraints to Dark Energy Using PADE Parameterizations. Astrophys. J., 843(1):65, 2017.

[10] Kazuharu Bamba, Salvatore Capozziello, Shin’ichi Nojiri, and Sergei D. Odintsov. Dark energy cosmology: the equivalent description via different theoretical models and cosmography tests. Astrophys. Space Sci., 342:155–228, 2012.

[11] Celia Escamilla-Rivera and Salvatore Capozziello. Unveiling cosmography from the dark energy equation of state. Int. J. Mod. Phys. D, 28(12):1950154, 2019.

[12] Cristian Zamora Munoz and Celia Escamilla-Rivera. Inverse Cosmography: testing the effectiveness of cosmographic polynomials using machine learning. JCAP, 12:007, 2020.

[13] Eleonora Di Valentino, Luis A Anchordoqui, Yacine Ali-Haimoud, Luca Amendola, Nikki Arendse, Marika Asgari, Mario Ballardini, Elia Battistelli, Micol Benetti, Simon Birrer, et al. Cosmology intertwined i: Perspectives for the next decade. arXiv preprint arXiv:2008.11283, 2020.

[14] Suvodip Mukherjee, Benjamin D. Wandelt, and Joseph Silk. Testing the general theory of relativity using gravitational wave propagation from dark standard sirens. Mon. Not. Roy. Astron. Soc., 502(1):1136–1144, 2021.

[15] Suvodip Mukherjee, Benjamin D. Wandelt, Samaya M. Nissanke, and Alessandra Silvestri. Accurate precision Cosmology with redshift unknown gravitational wave sources. Phys. Rev. D, 103(4):043520, 2021.

[16] B. P. Abbott et al. Multi-messenger Observations of a Binary Neutron Star Merger. Astrophys. J. Lett., 848(2):L12, 2017.

[17] Suvodip Mukherjee, Archisman Ghosh, Matthew J. Graham, Christos Karathanasis, Mansi M. Kasliwal, Ignacio Magaña Hernandez, Samaya M. Nissanke, Alessandra Silvestri, and Benjamin D. Wandelt. First measurement of the Hubble parameter from bright binary black hole GW190521. 9 2020.
[18] Jose María Ezquiaga and Miguel Zumalacárregui. Dark Energy in light of Multi-Messenger Gravitational-Wave astronomy. Front. Astron. Space Sci., 5:44, 2018.

[19] Tessa Baker and Ian Harrison. Constraining Scalar-Tensor Modified Gravity with Gravitational Waves and Large Scale Structure Surveys. JCAP, 01:068, 2021.

[20] Lorenzo Bordin, Edmund J. Copeland, and Antonio Padilla. Dark energy loopholes some time after GW170817. JCAP, 11:063, 2020.

[21] BP Abbott, Richard Abbott, TD Abbott, S Abraham, F Acernese, K Ackley, C Adams, RX Adhikari, VB Adya, C Affeldt, et al. Gwtc-1: a gravitational-wave transient catalog of compact binary mergers observed by ligo and virgo during the first and second observing runs. Physical Review X, 9(3):031040, 2019.

[22] R Abbott, TD Abbott, S Abraham, F Acernese, K Ackley, A Adams, C Adams, RX Adhikari, VB Adya, C Affeldt, et al. Gwtc-2: compact binary coalescences observed by ligo and virgo during the first half of the third observing run. Physical Review X, 11(2):021053, 2021.

[23] Xuheng Ding, Marek Biesiada, Xiaogang Zheng, Kai Liao, Zhengxiang Li, and Zong-Hong Zhu. Cosmological inference from standard sirens without redshift measurements. Journal of Cosmology and Astroparticle Physics, 2019(04):033, 2019.

[24] Michel Chevallier and David Polarski. Accelerating universes with scaling dark matter. Int. J. Mod. Phys. D, 10:213–224, 2001.

[25] Yun Wang. Figure of merit for dark energy constraints from current observational data. Physical Review D, 77(12):123525, 2008.

[26] Scott Dodelson and Fabian Schmidt. Modern Cosmology. Academic Press, 2020.

[27] John Baker, Tessa Baker, Carmelita Carbone, Giuseppe Congedo, Carlo Contaldi, Irina Dvorkin, Jonathan Gair, Zoltan Haiman, David F Mota, Arianna Renzini, et al. High angular resolution gravitational wave astronomy. Experimental Astronomy, pages 1–30, 2021.

[28] Ayan Mitra, Jurgen Mifsud, David F. Mota, and David Parkinson. Cosmology with the Einstein Telescope: No Slip Gravity Model and Redshift Specifications. arXiv preprint arXiv:2010.00189.

[29] Enis Belgacem, Gianluca Calcagni, Marco Crisostomi, Charles Dalang, Yves Dirian, Jose Maria Ezquiaga, Matteo Fasiello, Stefano Foffa, Alexander Ganz, Juan García-Bellido, et al. Testing modified gravity at cosmological distances with lisa standard sirens. Journal of Cosmology and Astroparticle Physics, 2019(07):024, 2019.

[30] Steven Weinberg. The Cosmological constant problems. In 4th International Symposium on Sources and Detection of Dark Matter in the Universe (DM 2000), pages 18–26, 2 2000.

[31] Eric V. Linder. The Dynamics of Quintessence, The Quintessence of Dynamics. Gen. Rel. Grav., 40:329–356, 2008.

[32] EM Barboza Jr and JS Alcaniz. A parametric model for dark energy. Physics Letters B, 666(5):415–419, 2008.

[33] David W Hogg, Jo Bovy, and Dustin Lang. Data analysis recipes: Fitting a model to data. arXiv preprint arXiv:1008.4686, 2010.

[34] Marek Biesiada, Xuheng Ding, Aleksandra Piórkowska, and Zong-Hong Zhu. Strong gravitational lensing of gravitational waves from double compact binaries—perspectives for the einstein telescope. Journal of Cosmology and Astroparticle Physics, 2014(10):080, 2014.

[35] Ilya Mandel, Will M Farr, and Jonathan R Gair. Extracting distribution parameters from multiple uncertain observations with selection biases. Monthly Notices of the Royal Astronomical Society, 486(1):1086–1093, 2019.
[36] Michal Dominik, Krzysztof Belczynski, Christopher Fryer, Daniel E Holz, Emanuele Berti, Tomasz Bulik, Ilya Mandel, and Richard O’Shaughnessy. Double compact objects. ii. cosmological merger rates. The Astrophysical Journal, 779(1):72, 2013.

[37] Benjamin P Abbott, R Abbott, TD Abbott, S Abraham, F Acernese, K Ackley, C Adams, VB Adya, C Affeldt, M Agathos, et al. Prospects for observing and localizing gravitational-wave transients with advanced ligo, advanced virgo and kagra. Living reviews in relativity, 23(1):1–69, 2020.

[38] Daniel Moshe Scolnic, DO Jones, A Rest, YC Pan, R Chornock, RJ Foley, ME Huber, R Kessler, Gautham Narayan, AG Riess, et al. The complete light-curve sample of spectroscopically confirmed sne ia from pan-starrs1 and cosmological constraints from the combined pantheon sample. The Astrophysical Journal, 859(2):101, 2018.

[39] Juan Magaña, Mario H Amante, Miguel A Garcia-Aspeitia, and V Motta. The Cardassian expansion revisited: constraints from updated Hubble parameter measurements and type Ia supernova data. Monthly Notices of the Royal Astronomical Society, 476(1):1036–1049, 02 2018.

[40] Robert D Tripp. A two-parameter luminosity correction for type ia supernovae. Astronomy and Astrophysics, 331(3), 1997.

[41] Adam G. Riess, Stefano Casertano, Wenlong Yuan, Lucas M. Macri, and Dan Scolnic. Large Magellanic Cloud Cepheid Standards Provide a 1% Foundation for the Determination of the Hubble Constant and Stronger Evidence for Physics beyond ΛCDM. Astrophys. J., 876(1):85, 2019.

[42] Raul Jimenez and Abraham Loeb. Constraining cosmological parameters based on relative galaxy ages. The Astrophysical Journal, 573(1):37, 2002.

[43] Benjamin P Abbott, Robert Abbott, TD Abbott, F Acernese, K Ackley, C Adams, T Adams, P Addesso, RX Adhikari, VB Adya, et al. Gravitational waves and gamma-rays from a binary neutron star merger: Gw170817 and grb 170817a. The Astrophysical Journal Letters, 848(2):L13, 2017.

[44] BP Abbott, R Abbott, TD Abbott, F Acernese, K Ackley, C Adams, T Adams, P Addesso, RX Adhikari, VB Adya, et al. Properties of the binary neutron star merger gw170817. Physical Review X, 9(1):011001, 2019.

[45] Hsin-Yu Chen, Carl-Johan Haster, Salvatore Vitale, Will M Farr, and Maximiliano Isi. A standard siren cosmological measurement from the potential gw190521 electromagnetic counterpart ztf19abanhr. arXiv preprint arXiv:2009.14057, 2020.

[46] Daniel Foreman-Mackey, David W Hogg, Dustin Lang, and Jonathan Goodman. emcee: the mcmc hammer. Publications of the Astronomical Society of the Pacific, 125(925):306, 2013.

[47] Benjamin Audren, Julien Lesgourgues, Karim Benabed, and Simon Prunet. Conservative Constraints on Early Cosmology: an illustration of the Monte Python cosmological parameter inference code. JCAP, 02:001, 2013.

[48] Thejs Brinckmann and Julien Lesgourgues. MontePython 3: boosted MCMC sampler and other features. Phys. Dark Univ., 24:100260, 2019.

[49] Antony Lewis. Getdist: a python package for analysing monte carlo samples. arXiv preprint arXiv:1910.13970, 2019.

[50] Andrew Gelman and Donald B. Rubin. Inference from Iterative Simulation Using Multiple Sequences. Statist. Sci., 7:457–472, 1992.

[51] Harold Jeffreys. The Theory of Probability. Oxford Classic Texts in the Physical Sciences. 1939.
[52] F Feroz, MP Hobson, and M Bridges. Multinest: an efficient and robust bayesian inference tool for cosmology and particle physics. Monthly Notices of the Royal Astronomical Society, 398(4):1601–1614, 2009.

[53] Joshua S Speagle. dynesty: a dynamic nested sampling package for estimating bayesian posteriors and evidences. Monthly Notices of the Royal Astronomical Society, 493(3):3132–3158, 2020.

[54] John Skilling. Nested sampling. In AIP Conference Proceedings, volume 735, pages 395–405. American Institute of Physics, 2004.

[55] John Skilling et al. Nested sampling for general bayesian computation. Bayesian analysis, 1(4):833–859, 2006.

[56] Andrew R Liddle, Pia Mukherjee, David Parkinson, and Yun Wang. Present and future evidence for evolving dark energy. Physical Review D, 74(12):123506, 2006.

[57] Bangalore Sathyaprakash, Matthew Abernathy, Fausto Acernese, P Ajith, Bruce Allen, P Amaro-Seoane, Nils Andersson, Sofiane Aoudia, K Arun, P Astone, et al. Scientific objectives of einstein telescope. Classical and Quantum Gravity, 29(12):124013, 2012.

[58] Stanislav Babak, Jonathan R Gair, Antoine Petiteau, and Alberto Sesana. Fundamental physics and cosmology with lisa. Classical and quantum gravity, 28(11):114001, 2011.