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Abstract—DDoS attacks are rampant in cloud environments and continually evolve into more sophisticated and intelligent modalities, such as low-rate DDoS attacks. But meanwhile, the cloud environment is also developing in constant. Now container technology and microservice architecture are widely applied in cloud environment and compose container-based cloud environment. Comparing with traditional cloud environments, the container-based cloud environment is more lightweight in virtualization and more flexible in scaling service. Naturally, a question that arises is whether these new features of container-based cloud environment will bring new possibilities to defeat DDoS attacks. In this paper, we establish a mathematical model based on queueing theory to analyze the strengths and weaknesses of the container-based cloud environment in defeating low-rate DDoS attack. Based on this, we propose a dynamic DDoS mitigation strategy, which can dynamically regulate the number of container instances serving for different users and coordinate the resource allocation for these instances to maximize the quality of service. And extensive simulations and testbed-based experiments demonstrate our strategy can make the limited system resources be utilized sufficiently to maintain the quality of service acceptable and defeat DDoS attack effectively in the container-based cloud environment.
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1 INTRODUCTION

In this paper, we attempt to explore new solutions to overcome DDoS attacks in container-based cloud environment. Nowadays, the overall number of DDoS attacks is growing every year [1]. Not only that, with the development of cloud environment, the DDoS attacks also have lots of changes in scale, methods, and aims [2]. But in essence, the key issue of DDoS attack and defense is still the resources competition [3], [4], [5]: the party that can effectively control more resources (CPU, memory, and network bandwidth, etc.) is the winner of this battle. At present, due to the lightweight features, container-based cloud environment has been rapidly developed and widely applied. The combination of container technology and microservice architecture makes the container-based cloud environment more effective and agile in resources usage. In this case, we will discuss the new possibilities to mitigate DDoS attacks in the container-based cloud environment.

In traditional cloud environment with the monolithic architecture, the web application is tightly coupled and runs as an independent instance on the virtual machine (VM) [6]. It means that if a component of the application experiences the influence of DDoS attacks, the entire instance must be scaled to overcome the DDoS attacks. Doubtlessly, this kind of resources usage mode is coarse-grained and could be a fatal issue to the individual cloud customers who have limited resources to fight with DDoS attacks. Also, to the other cloud customers who obtain resources on-demand with “pay-as-you-go” business model [7], it may sharply drive the progress of Economic Denial of Sustainability (EDoS) attack [8], [9].

Comparing with VM, the container with lightweight virtualization can use fewer resources to scale service instances and achieve the same effect of DDoS attack mitigation as VM-based cloud environments. Furthermore, different from monolithic architecture, the microservice architecture applied in container-based cloud environment also provides a flexible option to service scaling. In microservice architecture, an application is split into a set of components, and each of them run as an independent service called microservice. The function in application will be performed by a series of microservices forming a chain, and the chains often share microservices. Once a microservice experiencing the influence of DDoS attacks, its instances can be scaled independently [10]. In practice, considering the economic cost, the development teams will estimate the expected growth scale of the microservice based on quantitative and qualitative analysis, and reserve sufficient resources to support it scaling, which is called as Capacity Planning [11], [12]. According to the capacity planning, although the microservice has enough resources to cope with the spike in
We explore the possibility that utilizing the new feature of microservice only has limited resources to battle with DDoS attacks.

Fortunately, for flood-based DDoS attack, many intrusion detection mechanisms based on packets signature or network behavior are constantly evolving [13], [14], [15], [16], [17] and can also be applied to container-based cloud environment. Nevertheless, some intelligent attackers could launch the low-rate DDoS attack in a stealthy fashion to elude the detection mechanisms [18]. In this kind of attack, attackers exploit potential logic errors or vulnerabilities in the service to elaborately construct malicious requests [19]. Each malicious request can consume significantly greater resources than the benign, meanwhile, the rate and number of malicious requests are all slightly less than the thresholds of intrusion detection. On the basis of these characteristics, the low-rate DDoS attack can achieve DoS attack stealthily.

Limited by the effectiveness of detection mechanisms, many mitigation strategies have been proposed to cope with DDoS attacks. The resource-scaling mechanism [7], [20], [21] is one of them, which automatically extends additional resources to help services survive the DDoS attacks. Also, the isolation mechanism [22], [23] isolates the victim services from DDoS attacks to mitigate the influence of DDoS attacks. And the limitation mechanism [24] limits the resources usage of victim services to ensure the usability of other services. With these state-of-art solutions, it is possible to mitigate the low-rate DDoS attack successfully. However, the researches about these mitigation mechanisms are all based on VM-based cloud environments. Due to the difference between the container-based and the VM-based cloud environment, these mechanisms would not have the prospective effect or even can’t deal with the low-rate DDoS attack in microservice architecture.

Specifically, the loosely coupled microservice architecture facilitates scaling the microservice affected by DDoS attacks independently. But in this case, constantly increasing the scale of a microservice will make its dependent services overload with great probability. And meanwhile, owing to the sharing of microservices [25], the consequence of DDoS attacks will affect the other microservices in a larger scope. Further, due to the OS-level virtualization of container, there may have serious competition for resources between plenty of microservice instances [26], [27]. However, the existing mitigation mechanisms in VM-based cloud environment didn’t consider these issues in their theory models or solutions. Therefore, we focus on the low-rate DDoS attack in container-based cloud environment and explore the appropriate mitigation mechanism according to the actual situation in container-based cloud environment.

In this paper, we establish a mathematical model based on queueing theory to formalize and analyze the low-rate DDoS attack scenario in container-based cloud environment. Based on the results of these analyses, we point out the strengths and weaknesses of the container-based cloud environment in defeating the low-rate DDoS attack and propose a dynamic DDoS mitigation mechanism according to the features of container-based cloud environment.

With the mitigation mechanism, we divide requests to the microservice into two parts: the whitelist and the unknown part. To the whitelist requests, the target of mitigation mechanism is using the minimum amount of resources to maintain the acceptable QoS of them. Further, using the remaining resources increases the serving rate to the unknown requests as much as possible for helping them survive the low-rate DDoS attack. Specifically, to achieve these targets, we dynamically optimize the number of container instances serving for the whitelist and unknown requests, and regulate the resources allocation for each instance to make system resources be utilized effectively. Finally, we conduct a set of testbed-based and simulation-based experiments to demonstrate the correctness of our analysis model and the effectiveness of our DDoS mitigation mechanism.

To the best of our knowledge, this paper is the first work to study the superiorities and limitations for the new features of container-based cloud environment in defeating the low-rate DDoS attack. And we propose a dynamic DDoS mitigation mechanism to defeat the low-rate DDoS attack in container-based cloud environment. More specifically, our contributions are:

- We explore the possibility that utilizing the new features in container-based cloud environment defeats the low-rate DDoS attack. And we point out the strengths and weaknesses to mitigate low-rate DDoS attack in the container-based cloud environment.
- We establish a mathematical model based on queueing theory to formalize the low-rate DDoS attack scenario in container-based cloud environment and analyze the capacity of container-based cloud environment in defeating against low-rate DDoS attack.
- Guided by this model, we propose a dynamic mitigation mechanism to optimize and coordinate the resource allocation and the number of containers for mitigating the low-rate DDoS attack.

The remainder of this paper is organized as follows. We introduce the related work in Section 2. In Section 3, we review the features of container technology and microservice architecture in brief. In Section 4, we discuss the design of DDoS mitigation mechanism. We present system modeling detail in Section 5. Performance evaluations are shown in Section 6. And we discuss the future research points in Section 7. Finally, we summarize this paper in Section 8.

2 RELATED WORK

2.1 DDoS Attacks Mitigation in Cloud Environment

The main aim of DDoS attacks is exhausting the resources of victims, such as networking resources or computing resources. When DDoS attacks spreading to cloud environment, a series of solutions have been proposed to defeat them based on the features of cloud environment.

Du et al. [28] explored an idea using abundant resources in cloud environment to defense DDoS attacks. And Yu et al. [7] proposed a dynamic resource allocation strategy based on queueing theory to mitigate the DDoS attacks with idle resources in cloud environment. Due to the resources are not free in cloud environment, the DDoS attacks gradually evolved into EDoS attacks that aim to the economic resources of victims. For the EDoS attacks, Sqalli et al. [29] proposed a filtering approach based on graphical Turing tests to create a virtual firewall for filtering traffic. Additionally, Amazon has provided a service, CloudWatch [30],
monitoring the cloud resources in real-time to limit the scaling upper and reduce the impact of EDoS attacks.

Except for investing the torrent of resources to mitigate DDoS attacks, the methods of victim migration and resource management are also used to mitigate the DDoS attacks in cloud environment. To the victim migration methods, Lateviski et al. [31] presented a cloud level detection method to identify malicious VMs and migrate the victim VM to other physical servers. To the resource management methods, Somani et al. [32], [33] proposed service resizing methods that use OS-level controls to constrain or isolate the system resources usage of the victim services.

Unfortunately, few studies focus on DDoS attacks mitigation methods in the container-based cloud environment. So far, we have found only one related work that Ye et al. [34] used deep learning to extract features of DDoS attacks in container-based cloud system and detect DDoS attacks based on it.

### 2.2 low-Rate DDoS Mitigation in Cloud Environment

The typical features of the flood-based DDoS attack, such as high-rate and heavy-flow, are not presented in low-rate DDoS attack, which makes traditional detecting mechanisms fail. For this problem, researchers have proposed many detecting mechanisms against the low-rate DDoS attack, and these detecting mechanisms can be classified into two categories: based on the network traffic and based on the application vulnerabilities.

To the mechanisms based on network traffic, Xiang et al. [35] used information metrics containing generalized entropy and information distance to detect low-rate DDoS attack. Luo et al. [36] proposed a mathematical model based on behaviors of victim TCP's congestion for detecting low-rate DDoS attack. Further, Wu et al. [37] established a mathematical model combined MF-DFA algorithm with Holder exponent to differentiate the malicious traffic and the normal traffic in low-rate DDoS attack.

An alternative approach against with low-rate DDoS attack is to nip the forming causes of the attacks in the bud. It means that the vulnerabilities and logical errors in the service, which can cause the low-rate DDoS attack, need to be detected and repaired before it runs. Burnim et al. [38] presented a complexity testing method based on dynamic analysis to detect logical errors in performance. Oliwo et al. [19] proposed a static analysis method and implemented it into Torpedo to detect the vulnerabilities of DoS attacks in web applications. Although these methods can help us wipe out lots of low-rate DDoS attacks, they also exist false positives and false negatives. Thus, the mitigation mechanisms to the low-rate DDoS attack are still necessary.

### 2.3 Security of Container-Based Cloud Environment

Nowadays, security issues in the container-based cloud environment are focusing on the security drift problem and isolation problem. To the security drift problem, Byungchul et al. [39] performed analyses on the security issues brought by the high degree of agility, reusability, and portability with container. For the security issues about isolation, Xing et al. [40] systematically identified the information leakage problem and investigated potential container-based power attack threats built upon these leakage channels. Sergei et al. [41] used the SGX to enhance the isolation between containers and protect containers from outside attacks.

Previous researches about the security of containers focus on investigating and solving new security issues in container-based cloud environment, such as how to enhance the isolation to achieve the same security guarantees as hardware virtualization. However, there doesn’t have researchers to study the new features of container-based cloud environment whether influence the traditional security issues. If so, are these influences positive or negative?

### 3 Preliminary Knowledge

In this section, we point out the key characteristics of container technology and microservice architecture, which make up the container-based cloud environment, to guide system modeling in next.

#### 3.1 Container Technology

As the OS-level virtualization technology, container presents an alternative to the VM in cloud environment. Unlike VMs running the whole OS on virtual device, containers share kernel with the host system and support minimum runtime requirements of the application. Due to the difference in the level of virtualization between VM and container, containers depend more on kernel features such as namespace and control groups (cgroups) to achieve isolation and resource control instead of requiring hypervisors. With the namespace, processes in a container are isolated from other containers and host system. Moreover, cgroups use scheduler features in the kernel to control the amount and priority of resources usage for each container. Therefore, combining with these kernel features can achieve the fine-grained runtime isolation and resources control to containers.

Owing to lightweight features, container has faster startup times, superior performance of I/O throughput and lower latency than VM. Also, container needs fewer system resources to run, thus a single server can host far more containers than VMs. Besides the superiorities in performance, container also provides a consistent and portable software environment for development, testing, and production of applications. It can greatly shorten the release and update cycles of the application and make applications ignore the difference between cloud platforms to easily run and scale anywhere without compatibility issues.

With the rapid popularity of containers and the continuous development of container ecosystem, container technology is widely used in various cloud platforms, including Amazon Web Services (AWS) [42], IBM Cloud [43] and Azure [44], etc. In the meantime, container has gradually become the basic unit of resource allocation and scheduling in the cloud platforms. To orchestrate containers in cloud environment more efficiently, many open-source projects, such as Docker Swarm [45] and Kubernetes [46], are developed to deploy, manage and schedule containerized applications.

#### 3.2 Microservice Architecture

The aforementioned characteristics of container technology also promote the development of microservice architecture
Furthermore, the fault-tolerant capability of the microservice architecture is stronger than the monolithic architecture where the failures in a single component will cause the entire application broken. In contrast, with microservice architecture, the failures shown in a single microservice only lead to the functionality degrading rather than crash the entire application. Due to these superiorities of microservice architecture, lots of companies, such as Uber and Netflix, etc., have transformed their business into the microservice architecture [49], [50].

4 DDoS Mitigation Mechanism

In this section, we propose a dynamic DDoS mitigation mechanism to maintain microservice availability under the low-rate DDoS attack and maximize its QoS with limited system resources.

First of all, we examine the features of container-based cloud environment. Fig. 1a shows partial microservices making up an e-commerce website. In the microservice system, users’ requests will be served by a series of microservices forming a chain, and the chains often share microservices. Besides the microservices inside same application, each microservice can also be called by third-party services. In this case, the requests arrived at a microservice generally have different sources and credibility. As shown in Fig. 1a, chains A and B traverse the products microservice simultaneously. Any users can browse the products without authentication through chain A, but in chain B, only authenticated users can access the products to proceed payment.

When the DDoS attack occurs, the malicious requests can reach the target microservice with the service chains having weak authentication. And the performance of all service chains containing this microservice would be affected. To protect the benign users, we whitelist the requests from creditable service chains, which only serve for the authorized users, and allow them to access the attacked microservice with a higher priority. Unfortunately, due to the poor performance isolation between containers [26], [27], it is still inevitable that the whitelist requests in serving will compete for the resources with subsequent malicious requests under heavy workloads. Although throttling the requests outside whitelist may avoid the competition and block the DDoS attack with great probability, it will also drop lots of normal requests and cause the corresponding service chains cascading failure [48].

To this end, we propose a DDoS mitigation mechanism to dynamically regulate and divide resources for handling the whitelist and other unknown requests respectively. As presented in Fig. 1b, each microservice has a set of instances running in containers. When the microservice suffering from the low-rate DDoS attack, its instances will be divided into two isolated parts according to the assigned resources. One part handles the requests from whitelist, and another part serves for the unknown requests composed by malicious requests and benign requests.

To be specific, the mitigation mechanism is described in Algorithm 1. To the whitelist users, the mitigation mechanism will calculate the minimum resources \( \text{R}_{\min} \) and the optimum number of containers \( \text{C}_{\min} \) needed for them, which can maintain its QoS acceptable and guarantee the resources being utilized.
TABLE 1
Notations we Use when Modeling and Analyzing the System

| Notation | Description |
|----------|-------------|
| $R$ | total amount of available resources for service |
| $R_w$ | available resource for serving the whitelist users |
| $R_u$ | available resource for serving the unknown users |
| $C$ | available resource for a container |
| $\lambda$ | arrival rate of the queue under nonattack scenario |
| $\lambda_w$ | arrival rate of the whitelist users in queue |
| $\lambda_u$ | arrival rate of the unknown users in queue |
| $c_w$ | number of containers serving for whitelist users |
| $c_u$ | number of containers serving for unknown users |
| $T_w$ | average staying time of unknown requests in system |
| $T_u$ | average staying time of unknown requests in system |
| $\mu$ | service rate of the queue under nonattack scenario |
| $\mu_w$ | service rate for the whitelist users of the queue |
| $\mu_u$ | service rate for the unknown users of the queue |
| $r$ | ratio of malicious requests to the total requests |
| $\beta$ | ratio of service time for malicious packets to service time of benign requests |
| $\pi_i$ | probability of the system when there are $i$ requests in the system |
| $T$ | acceptable staying time of requests in system under nonattack scenario |
| $C$ | number of containers being serving the whitelist |
| $T$ | average waiting time of requests in system under nonattack scenario |

Algorithm 1. DDoS Mitigation Method

1: //To the whitelist users
2: $R_w, c_w = \text{AssignResources(Whitelist)}$
3: $C = \text{CreateIsolatedArea}(R_w)$
4: $WC = \text{GetServingContainer(Whitelist)}$
5: if $[c_w > \text{num}(WC)] > 0$ then
6: for $C \in WC$ do
7: Container = $\text{SplitFromOld}(C)$
8: $\text{AdjustResources(Container, } R_w)$
9: end for
10: $\text{CreateContainer}(c_w, R_w)$
11: else
12: for $C \in C' = \text{Select}(WC, c_w)$ do
13: Container = $\text{SplitFromOld}(C)$
14: $\text{AdjustResources(Container, } R_w)$
15: end for
16: end if
17: 18: //To the unknown users
19: $R_u = R_{\text{total}} - R_w$
20: while CalculateWaitingTime($T$) do
21: $c_u = \text{OptimizeContainerNumbers}(T, R_u)$
22: $UC = \text{GetServingContainer(Unknown)}$
23: for $C \in UC$ do
24: $\text{AdjustResources(Container, } R_u)$
25: end for
26: if $[c_u > \text{num}(UC)] > 0$ then
27: $\text{CreateContainer}(c_u, R_u)$
28: else
29: $C_u^' = \text{DeleteContainer}(|c_u^'|)$
30: end if
31: Waiting(BaseTime)
32: end while

On the other hand, to the unknown requests, the remaining resources $R_u$ are used to help them survive the DDoS attack. With the average waiting time $T$ of requests, the mitigation mechanism will calculate the optimal number of containers $c_u$ to maximize the QoS of unknown requests.

The calculation details are demonstrated in Section 5.3. Similar to the process in whitelist, the mitigation mechanism will dynamically add or delete the containers serving for the unknown requests to meet $c_u$. Also, for the ever-changing attack, this mitigating process will repeat periodically.

Furthermore, to the low-rate DDoS attack, the basic idea is to send sophisticated requests with a low rate for consuming large amounts of system resources. By bypassing the traffic detection mechanism, the rate and number of malicious traffic are all close to benign traffic. In this case, the mitigation mechanism mentioned above will be triggered when the resources consumption of service over the threshold but the network traffic keeping stable. For simplicity, the trigger threshold in our experiments is the same as common auto-scaling threshold that the usage of system resources is over 80 percent.

5 System Modeling and Analysis

In this section, based on the queueing theory [51], we establish an executable mathematical model to formalize the microservice system in container-based cloud environment. And we list all the notations we use in Table 1. According to this model, we will tackle two issues for the proposed mitigation mechanism: (1) how to maintain the acceptable QoS of whitelist requests using the least resources and the optimal number of containers, and (2) how to regulate the number of containers to effectively utilize the remaining resources for improving the QoS of unknown requests as much as possible.

In general, each microservice has multiple instances running independently in containers. When requests arrive at a microservice, the load balancer will send the request to a specific instance to handle, and the handling process obeys the first-come-first-served basis. Moreover, concluded from observations, the serving time needed by the requests have identically power laws distribution and are independent of interarrival time. Under this scenario, we can use queueing theory model to approximate the average staying time of requests in system as the QoS of requests [7]. Further, based on this model, we approximate the performance impact caused by the DDoS attack and calculate the optimal parameters to implement DDoS mitigation mechanism effectively.

For making our analysis, modeling, and the following experiments feasible and practical, we make some reasonable assumptions as follows:

- Due to the characteristics of low-rate DDoS attack, the benign and the malicious requests have similar
behavior patterns in traffic. Therefore, we suppose the network traffic is stable and constant whether under nonattack scenarios or attack scenarios. And in general, the requests couldn’t all be malicious requests under attack scenarios.

- We suppose the arrival rate of requests to the microservice follows the Poisson distribution under nonattack scenarios. It is widely considered that the arrival of requests follows the Poisson distribution [7], [52], [53]. Further, based on the discussion above, we can still be reasonable to make the assumption that the arrival rate of requests obeys the Poisson distribution under attack cases in this paper.

- Last, we suppose the service rate of each individual container follows an exponential distribution, which is common in queueing analysis [7], and we suppose the containers with same configurations have the same service rate. Moreover, due to the capacity planning, we suppose that each microservice only has limited system resources to meet requirements of users or overcome the DDoS attack.

Based on the analyses and assumptions mentioned above, it is reasonable to use M/M/c queueing model to formalize the system, which means the queueing process has a Poisson arrival, infinite buffer size, c (c ≥ 2) multiple servers each with an exponential service rate. To date, the M/M/c queueing model is still the mainstream method to analyze this kind of system and can offer a closed form result [7], [51].

5.1 Approximation of the Service Performance in Nonattack Scenario

In this subsection, we formalize the microservice system with a mathematic model. In order to quantify the performance of the microservice, we use the average staying time of requests in system as a metric of QoS and approximate it with the queueing model.

In container-based cloud environment, the rate of requests arriving at a microservice follows the Poisson distribution, and we denote the arrival rate of requests as λ. The service rate of each container is indicated as μ, and the service rate of whole system, where has c containers, is μ_n shown in Equation (1).

\[
μ_n = \begin{cases} 
  nμ & n \leq c \\
  cμ & n > c 
\end{cases}
\]

Moreover, we use ρ to denote the utility rate of system as the ratio of arrival rate and the service rate which is shown in Equation (2).

\[
ρ = \frac{λ}{cμ}.
\]

When the system in stable state (ρ < 1), we get the probability π_n of n requests in the system, which can be calculated by Equation (3).

\[
π_n = \begin{cases} 
  \frac{(cρ)^n}{n!}π_0 & n \leq c \\
  \frac{μ_n}{n!}π_0 & n > c 
\end{cases}
\]

In the above formula, π_0 represents the probability of situation that there has no requests in queue, and it can be formalized by Equation (4) in the M/M/c model.

\[
π_0(ρ, c) = \left[ \sum_{n=0}^{c-1} \frac{(cρ)^n}{n!} + \frac{(cρ)^c}{c!} \frac{1}{1-(1-ρ)^c} \right]^{-1}.
\]

Moreover, based on the Little formula, we can get average staying time T of the requests in system, which is denoted as Equation (5). In more detail, we set T measured in nonattack cases as the baseline of QoS which can be accepted by users.

\[
T = \frac{1}{λ} \left( cρ + ρ \frac{(cρ)^c}{c!} \frac{π_0(ρ, c)}{1-(1-ρ)^c} \right).
\]

5.2 QoS to Whitelist Users under DDoS Attack

Under DDoS attack, we divide the requests into two parts: whitelist requests and unknown requests. At the same time, a set of containers with the number of c_w are used to handle whitelist requests exclusively. Each container is assigned with same amount of resources. To the requests in the whitelist, our target is to maintain the QoS of them with the least system resources and the proper number of containers. In the same way as the nonattack cases, we can formalize the serving process of whitelist requests with the M/M/c queueing model. When the whitelist requests arrive at system, it will enter a queue separated from unknown requests and wait for being served. Moreover, the arrival rate of the requests in whitelist also follows the Poisson distribution and is denoted as λ_w. And the container’s service rate μ_w is related to the available resources R_w and the number of containers c_w, which is formalized as follow:

\[
μ_w = σ(R_w, c_w).
\]

Based on the queueing theory model M/M/c, the average staying time of whitelist requests in system can be calculated by Equation (7).

\[
T_w = \frac{1}{λ_w} \left( c_wρ_w + ρ_w \frac{σ(R_w, c_w)}{c_w} \frac{π_0(ρ_w, c_w)}{1-(1-ρ_w)^c_w} \right),
\]

where ρ_w is the utility rate in serving process of whitelist requests, which is defined as

\[
ρ_w = \frac{λ_w}{c_wμ_w}.
\]

Based on the analysis mentioned above, for making QoS of the whitelist requests acceptable, we need to determine the resource R_w assigned to each container and the number of containers c_w to meet T_w ≤ T. Therefore, we have inequality as follow:

\[
f(c_w, R_w) = T_w - T \leq 0.
\]

Combining (6), (7), (8) and (9), we get

\[
f(c_w, R_w) = \frac{1}{σ(R_w, c_w)} + \frac{π_0(ρ_w, c_w)λ_w^w}{c_wσ(R_w, c_w)} \frac{σ(R_w, c_w)}{[c_wσ(R_w, c_w)-λ_w]^2} \leq T
\]
where the constraints are shown as follows:
\[
\begin{align*}
\frac{\lambda_u}{c_u \mu_u} & \leq 1 \\
R_w & \geq 0 \\
c_u & = 2, 3, 4, \ldots
\end{align*}
\]

(11)

Normally, the system has sufficient idle or reserved resources to serve the whitelist requests. So it is reasonable that we suppose Equation (10) is solvable. And the optimal solution in the solution set is the least resources and the optimal number of containers which can make the QoS of whitelist requests acceptable. Specifically, this solution can satisfy Equation (12).

\[
R_w = \min\{c_u \cdot R_u, c_u, R_u \in \{c_u, R_w \mid f(c_w, R_w) \leq 0\}\}.
\]

(12)

Moreover, in this paper, we don’t consider the resources needed by the virtualization of containers, because of the resources for this lightweight virtualization are much less than the virtual machine.

5.3 QoS to Unknown Users under DDoS Attack

After determining the amount of resources assigned to the whitelist, we use the rest of system resources \(R_u\) to serve the requests from unknown users. With the finite resources, our target is to maximize the QoS of unknown requests as much as possible under the DDoS attack by optimizing the number of containers.

Similarly, we can treat the serving process of unknown requests as a standalone M/M/c queueing model. Based on our assumptions, the arrival rate \(\lambda_u\) of unknown requests also follows the Poisson distribution and is denoted as follow:

\[
\lambda_u = \lambda - \lambda_w.
\]

(13)

The unknown requests are the mixture of benign requests and malicious requests. Due to the properties of the low-rate DDoS attack, we suppose that the service time for malicious request is \(\beta\) times of the benign request in average, and the malicious requests account for \(r\) of all unknown requests. In this case, the service rate of the system will be lower than the normal. Moreover, the service rate is also related to the available resources \(R_u\) of each container and the total number of containers \(c_u\). Therefore, the service rate \(\mu_u\) under the low-rate DDoS attack can be calculated by Equation (14).

\[
\mu_u = \varepsilon \cdot \sigma(R_u, c_u).
\]

(14)

where \(\varepsilon\) is a factor to depict the impact of malicious requests on service rate and is denoted as follow:

\[
\varepsilon = \frac{1}{1 - r + r \cdot \beta}.
\]

(15)

In the Equation (15), \(r\) meet the condition that \(0 < r \leq 1\). Moreover, utility rate \(\rho_u\) of the system can be calculated by Equation (16).

\[
\rho_u = \frac{\lambda_u}{c_u \mu_u}.
\]

(16)

To make QoS of the unknown requests acceptable, the average staying time \(T_u\) of the unknown requests in the system should meet Equation (17) where \(T'\) is the acceptable staying time for requests.

\[
T_u = \frac{1}{\lambda_u} \left( c_u \rho_u + \rho_u \frac{(c_u \rho_u) c_u}{c_u^2} \pi_0(c_u, \rho_u) \right) \frac{1}{(1 - \rho_u)^2} \leq T'.
\]

(17)

For simplicity, let

\[
f(c_u) = T_u - T' \leq 0.
\]

(18)

Combining Equations (13) (14) (15) (16) and (17), the \(f(c_u, \mu_u)\) can be denoted as Equation (19). If Equation (17) does not hold, we will constant reduce the \(T'\) until this equation can be solved. With the optimal number of containers \(c_u\), the finite resources can be utilized effectively to maximize the QoS of unknown requests.

\[
f(c_u, \mu_u) = \frac{1}{\mu_u} + \frac{c_u \mu_u \pi_0(c_u, \rho_u)}{[(c_u \cdot \mu_u)^2 - \lambda_u \mu_u]} \frac{(c_u \lambda_u)^\beta c_u^2}{\mu_u^\beta} \leq T',
\]

(19)

where has constrain as follow:

\[
\begin{align*}
\frac{\lambda_u}{c_u \mu_u} & \leq 1 \\
c_u & = 2, 3, 4, \ldots
\end{align*}
\]

(20)

6 Performance Evaluation

In this section, we evaluate the performance of our DDoS mitigation mechanism through the combination of simulation and testbed-based experiments. First, we introduce the values of key parameters used in our experiments based on a set of preliminary experiments and the results of existing researches. And then, we study the effectiveness of DDoS mitigation mechanism to the whitelist users and the unknown users under the low-rate DDoS attack.

6.1 Key Parameters of Our Experiments

First of all, we study a set of key parameters in our experimental scenarios based on the previous works and preliminary experiments. To the preliminary experiments, we use docker-ce (version 17.09) to create a docker swarm on testbed equipped with 2.40 GHz 64-bit Intel Xeon CPU E5-2630 v3 processor with 32-cores, 64 GB RAM, 4T disks, and two network interfaces both with 1Gbps network speed. And we use the MATLAB [54] to run simulation experiments.

In testbed-based experiments, we build a Python-based products microservice with a ReDoS vulnerability [55], which is a part of the e-commerce website shown in Fig. 1a and provides a products-inquiring function to others. The instances of this microservice are deployed in a set of containers, and the requests will be dispatched to each container through the API gateway provided by docker swarm. Further, we capture real users’ inquiring requests by tcpdump [56] as the benign traffic. And we modify the benign request with
malicious payload, which can trigger the ReDoS vulnerability, to construct the attack traffic.

About the processing capacity of containers, as aforementioned, the container with different resource configurations will have different processing capacity $\mu$, also called service rate. Moreover, due to the resources competition between containers, the number of containers is also a key parameter affecting the service rate of each container when system resources are limited. In our experiments, we only consider the CPU resource and use the --cpu-period option in docker to control container’s CPU usage. With different proportions of CPU resource available, we test the number of requests can be handled per second by the microservice when it has a different scale of instances. In more detail, the relationship between service rate, resources configuration and the number of containers is shown in Fig. 2. In this figure, the black dots represent the service rate $\mu$ measured in the testbed-based experiments, and the fitting results of the relationship above are depicted with the 3D surface.

The fitting results show that the service rate of container decline with the increase in the number of containers or the decrease in the proportion of CPU resource. In contrast to the number of containers, the influence of available CPU resource to the service rate seemingly is slight. However, omitting either of them, we can find the influence of the other to the service rate is remarkable and can’t be ignored. The relationships between service rate and the number of containers, and service rate and resource configurations are shown in Figs. 3 and 4 respectively.

The coefficient of determinations ($R$-square) of the fitting results mentioned above is all over the 0.995. Therefore, we believe that the fitting results are accurate and can be used in follow-up experiments.

Moreover, referring to the arrival rate of requests in a medium-sized e-commerce website [57], we set the arrival rate of requests $\lambda$ in our experiments as 100 requests/s approximately. As discussed previously, the average staying time of requests in system is an important metric to reflect the quality of service. Based on the Equation (5) and the experimental results above, we can get that the average staying time $T$ of requests is 0.067s under nonattack scenario. Further, we use the staying time to depict the capacity of our mitigation mechanism under different attack strengths.

To be specific, we generate a set of requests from 1,000 sources with an arrival rate of 100 requests per second, which follows the Poisson distribution. Moreover, according to the attack strength, we dynamically regulate the proportion of malicious requests in these requests by percentage. The number and arrival rate of the malicious requests are changed with attack strengths. And the attack duration lasts 5 minutes in our experiments.

Having verified the key parameters of our experiments, we now discuss the effectiveness of the mitigation mechanism on the whitelist and the unknown requests in Sections 6.2 and 6.3 respectively.

### 6.2 Performance of Whitelist Users

To the whitelist requests, we attempt to keep the average staying time of them acceptable and stable using a minimal amount of resources and the optimal number of containers. First, based on the prior study [58], we set that the trusted requests account for 30 percent of all requests and are tagged as the whitelist. Further, we study the conditions that could meet the performance requirements of whitelist requests according to Equation (10). And the results are shown in Fig. 5 which describe the relationship between the number of containers, amount of CPU resource and average staying time of requests in system.

From Fig. 5, when the number of containers is up to 6, we can observe that the average staying time of requests is the minimum. But exceeding that, the average staying time of requests increases as the number of containers increasing. At the same time, for reserving resource to unknown requests as much as possible, the least CPU resource required to whitelist
requests is also a key parameter. Thus, the optimal solution of these two parameters in Equation (10) will be used to ensure the QoS of whitelist requests acceptable. For demonstrating correctness of the solution, we apply the optimal parameters to run a set of simulation experiments and compare the results with the nonattack scenario, which is shown in Fig. 6.

Observing in Fig. 6, the staying time of requests in the system under nonattack scenario slightly exceed the staying time of whitelist requests under DDoS attack scenario. Due to the isolation of resources, the container instances serving for whitelist requests will not be impacted by the DDoS attack. Meanwhile, optimization to the number of containers can improve the QoS of whitelist requests with a certain degree. Based on the comparison results and the analyses above, we can verify the correctness of our theoretical model and the effectiveness of DDoS mitigation mechanism.

6.3 Performance of Unknown Users
To the unknown requests, the rest of resources will be assigned to them after meeting the requirement of whitelist requests. And we attempt to make the average staying time of unknown requests acceptable under the scenario that the proportion of malicious requests as high as possible. To achieve this target, we conduct an analysis of the relationship between the number of containers and average staying time of requests under different attack strengths according to the theoretical model described in Equation (19).

In this equation, the multiple $\beta$ existing between the handling time of benign requests and malicious requests is an important parameter and fluctuate in a certain range. For simplifying the process of experiments, we suppose $\beta$ as a deterministic value. According to the results of the research [59], we set the handling time of malicious requests is 25 times than the benign requests.

Now based on the theoretical model mentioned above, we depict the relationship between average staying time of requests in system, the number of containers and attack strengths in Fig. 7. From this figure, we can see that the staying time of requests grows linearly as the proportion of malicious requests increased. Moreover, when the number of containers is insufficient, the utility rate $\rho$ of system is greater than 1. This means that the processing capacity of existing containers is not enough to tackle the requests arrived continually, which leads to the waiting time of subsequent requests sharply growing. Meanwhile, as we discussed earlier, the number of containers can’t increase indefinitely. Thus, with the same proportion of malicious requests, if the number of containers continues to increase after exceeding a certain extent, the staying time of requests will continually increase rather than decrease. In this case, to maximize the QoS of unknown requests under different attack strengths, we need to dynamically regulate the number of containers for taking full advantage of resources.

Further, based on the results above, there exists the non-zero and unique solution to the Equation (19). Therefore, the DDoS mitigation mechanism will dynamically adjust the number of containers according to optimal results solved by the theoretical model to maximize the QoS of unknown requests. Moreover, under the attack scenarios, we set that the acceptable staying time for these requests is not more than 1.5 times to the normal requests, and this value is 1.005s in our experiments. To discuss the correctness and effectiveness of the mitigation mechanism, we conduct a set of simulation experiments to measure the average staying time of requests after DDoS mitigation mechanism optimizing under different attack strengths. And as the comparison group, we run the simulation experiments with the same configurations to obtain the staying time of requests in the worst case without optimization. In each experiment, we conduct 750,000 times simulations and then take the average as the final results. The details of the comparison results are shown in Fig. 8.

From Fig. 8, we observe that the average staying time of requests in worst case increases as the attack strength increased, and it is over the acceptable value when the proportion of malicious requests over 13 percent. Comparing with it, the growth trend of staying time of requests in the
optimal case is more gentle than the worst case, meanwhile, the configurations in the optimized case can help system survive the DDoS attack when its strength up to 30 percent. It means that blindly enlarging the number of containers to mitigate DDoS attack is not sensible in the container-based cloud environment. Moreover, based on these results, we believe our DDoS mitigation mechanism can keep the microservice available as long as possible when the low-rate DDoS attack occurs in container-based cloud environment.

6.4 Effectiveness on Complex DDoS Scenarios
At times, the low-rate DDoS attack is not launched independently and mixes with the flood-based DDoS attack. To evaluate the effectiveness of our mitigation mechanism in these complex scenarios, we simulate a flood-based DDoS attack and add it into the previous attack cases which only contain the low-rate DDoS attack. Specifically, the average attack rate of the flood-based DDoS attack is 5,000 requests per second, which is the 50 times workloads than the normal case [7]. And the evaluation results are shown in Fig. 9.

As observed in Fig. 9, with the mitigation mechanism, the QoS of whitelist requests can still be maintained in the normal level under the mixture DDoS attacks. Also, with the attack strength of the low-rate DDoS attack increasing, the QoS of unknown requests has a degree of improvement compared to the cases without our DDoS mitigation mechanism. However, the QoS of the unknown requests is still far away from the acceptable level, because the microservice only has limited resources to face the massive DDoS requests. In order to maximize the effectiveness of our mitigation mechanism, combining it with the traffic filtering mechanism will have greater capacity to defeat the DDoS attacks in these complex scenarios. In this case, the traffic filtering mechanism is a complement for our mitigation mechanism to filter the malicious requests from flood-based DDoS attack.

7 FURTHER DISCUSSION
To the best of our knowledge, this paper is the first work to discuss the DDoS mitigation mechanism in container-based cloud environment. Limited on the space, we have only discussed the influence of partial new features of container-based cloud environment for mitigating DDoS attack. As a new research field, a series of issues in there need to be investigated and optimized in the future. We list some research points following based on our understanding.

First, multiple scaling patterns in microservice architecture need to be considered in mitigating DDoS attacks. In this paper, we only consider the scenario using limited resources to scale a microservice to mitigate DDoS attacks. In practice, limiting scaling degree of the microservice is one way to keep its dependency chain stable. For example, the number of open database connections a microservice needs is limited. Once scaling this microservice infinitely, it inevitably leads to the database instances overload. Also, another way to avoid this issue is scaling all dependencies when a microservice being scaled. In this case, a microservice may need unlimited resources to be scaled. Therefore, how to effectively utilize the system resources to mitigate DDoS attacks with minimal economic cost in this scenario should be considered.

Second, our solution only focuses to mitigate the low-rate DDoS attack, without considering other kinds of DDoS attacks. As we know, the flood-based DDoS attack is also a common type of DDoS attacks in cloud environments [60]. Different from low-rate DDoS attack, the flood-based DDoS attack usually uses massive requests to inundate services. Under the monolithic application architecture, the attackers require investing significant resources to achieve their target. In contrast, in microservice architecture, we should discuss whether attackers can defeat key microservices with fewer resources achieving the same attack effect mentioned above. Or maybe, we should further discuss whether the loose-coupling feature of microservice architecture can help users dilute amounts of DDoS attack requests.

Third, for simplicity, we treat the container instance as a single thread service. Therefore, based on queuing theory, we use M/M/c model to formalize the serving process of container instances where each container instance is a server. In practice, due to different requirements, the container instance can also run multi-thread service. Accordingly, each container instance can be model as M/M/c queueing. Further, based on this model, the system resources can be assigned with a more fine-granularity way to defeat DDoS attacks. That is, we can calculate the accurate number of CPU, memory and I/O resources for each container instance based on this model.

Finally, our work focuses to increase tolerance of the microservice to DDoS attacks. But we are aware of the one-
sidedness of our work, because utilizing new features of the container-based cloud environment could produce more novel ideas to defeat DDoS attacks. For example, when the low-rate DDoS attack occurs, whether can we replace the microservice suffering from attack with another microservice with similar functions temporarily until the security issues solved. Researchers may take these new features into consideration to discover new DDoS mitigation methods.

8 Conclusion and Future Work

In this paper, we discuss whether the new features brought by container technology and microservice architecture can help the container-based cloud environment defeat low-rate DDoS attack more effectively. For this purpose, on the basis of queueing theory, we establish a mathematical model to formalize the low-rate DDoS attack scenario in container-based cloud environment. Based on this model, we explore the feasibility for defeating DDoS attack in container-based cloud environment with limited system resources. Further, we propose a strategy to mitigate low-rate DDoS attack according to the analysis results mentioned above. This strategy can dynamically reassign the system resources and optimize the number of containers to make the system resources be sufficiently utilized for defeating DDoS attack. Finally, we demonstrate the validity of this strategy through simulations and testbed-based experiments. And the experimental results demonstrate that our strategy can completely eliminate the influence of low-rate DDoS attack to the whitelist requests using minimal resources, and significantly improve the ability of other users to tolerate the DDoS attack.

As the new issues to research, there are a series of works need to be studied in the near future. As future works, we first want to explore the solutions to mitigate low-rate DDoS attack under the scenario that microservice can scale with unlimited resources. Further, under the unlimited resources scenario, we attempt to study the pricing issues in container-based cloud environment when defending DDoS attack. Finally, we will discuss defense schemes to more kinds of DDoS attacks in container-based cloud environment.
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