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Abstract: Tasks that imply engagement of visual-spatial working memory (VSWM) are common in interaction with two-dimensional graphical user interfaces. In our paper, we consider two groups of factors as predictors of user performance in such tasks: (1) the metrics based on compression algorithms (RLE and Deflate) plus the Hick’s law, which are known to be characteristic of visual complexity, and (2) metrics based on Gestalt grooping principle of proximity, operationalized as von Neumann and Moore range 1 neighborhoods from the cellular automata theory. We involved 88 subjects who performed about 5000 VSWM-engaging tasks and 78 participants who assessed the complexity of the tasks’ configurations. We found that the Gestalt-based predictors had a notable advantage over the visual complexity-based ones, as the memorized chunks best corresponded to von Neumann neighborhood grooping. The latter was further used in the formulation of index of difficulty and throughput for VSWM-engaging tasks, which we proposed by analogy with the infamous Fitts’ law. In our experimental study, throughput amounted to 3.75 bit/s, and we believe that it can be utilized for comparing and assessing UI designs.
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1. Introduction

The growing diversity of devices and contexts in which users interact with online resources is leading to the advent of the so-called Big Interaction. With it, custom “handmade” design and testing of user interfaces (UIs) are increasingly supported or even substituted with computer-aided automated approaches. Already it is argued [1] that the main prerequisite for designing human–computer UIs of adequate quality is our ability to formalize and model user behavior: cognitive processes (memory, attention, learning) [2], decision-making [3], performance in selection tasks, etc. Predictive models of user behavior, particularly if they concern features that designers can affect and tasks that are widespread in real interactions, are recognized as an efficient way of encapsulating knowledge and a sound basis for design tools [2]. Particularly, researchers call for more extensive usage of mathematical cognitive models that are currently “under-exploited” in HCI [4] (p. 2), and [2]. Today’s trend in such models is consideration of utility for subjects [4] or cost-benefit trade-offs [5], e.g., the ones optimizing the “expenditure” of perceptual-motor plus cognitive resources [6]. Among other things, they can predict the time spent by users in tasks of various difficulties so that the verification of UIs can be carried out without studies with the actual users [2,4].

One of the popular factors for behavior models is visual complexity (VC), which can act as a proxy for various HCI-related parameters, like aesthetic impression, which is considered highly important for the overall positive user experience [7]. The baseline metric for VC of most types of visual objects is produced by a compression algorithm, such as JPEG (as specified e.g., in ISO/IEC 10918-1:1994 standard), which was specifically designed to consider particulars of images perception by humans. Some alternatives include calculating
Subband Entropy [8] or Fractal Dimension of the image, using Zipf’s Law, preliminary edge detection filters application, etc. [9]. In HCI and UI analysis, the above approaches have been successfully applied to images, textual content (characters recognition in fonts, graphic complexity [10], etc.), high-order UI design measures (e.g., amount of whitespace in [11]), and so on.

In our own previous work [12], we examined the user-subjective visual complexity of UI layouts, predicting it with objective metrics based on compression algorithms. An obvious argument for limited applicability of the VC factor for the models in HCI is its static nature and the resulting detachment from the actual user interaction with UI. On the other hand, VC is known to affect cognitive load [13], which is an essential component in the interaction efficiency and thus for UI usability. Although there are publications in other fields (e.g., cartography [14] or driving [15]) that study the effect of VC beyond first impression and attractiveness perception, this kind of research in HCI is comparatively scarce. Therefore, in our work, we address the interaction tasks that engage the users’ visual-spatial working memory, which are prominent in modern graphic and web UIs. The study is motivated by the need for quantitative expressions of such tasks’ difficulty for the users, which could be further employed in automated assessment of UIs based on models of user behavior.

In interaction with today’s computer systems, a human primarily perceives information via the visual channel, while his or her information output is carried out through engagement of the motor system. In this interaction, the key element is working memory, particularly its visual-spatial short-term component, whose performance is also known to be an important index of intelligence and successful adaptation [16]. In relation to HCI, it reflects personal abilities in perception, storage, and designation of information, which are central for more sophisticated cognitive tasks in interaction: search, problem solving, activities planning, navigation in virtual space, etc. [17].

In psychology, there is still no ultimately clear distinction for the notions of “short-term memory” and “working memory” [18,19], as both functional purpose and temporal storage timeframe depend on the kind of information and the processing method. Working memory has been conceived and defined in three different, slightly discrepant ways: as short-term memory applied to cognitive tasks, as a multi-component system that holds and manipulates information in short-term memory, and as the use of attention to manage short-term memory [18] (p. 323). The short-term memory is generally opposed to the long-term one, as capacity and storage time of the former are limited, unlike the latter. Traditionally, the short-term memory capacity in sequential information presentation experiments (for letters, digits, words, images) was assessed as 7 ± 2 information units (items or “chunks”) by Miller and his co-authors—exceeding it would significantly worsen accuracy of the memorization. More recent results from [20,21], where objects with varying color, shape, and spatial location were presented to the subjects, suggest the limitation of 3–4 units. In the latter experiments, the stimuli were presented for quite a short time, which in our opinion makes information structuring volatile, and probably has less ecological validity with respect to HCI-related tasks. Although distinction between working memory and short-term memory is far from clear, the specific function of working memory refers to holding complex span tasks [19]. All in all, the working memory capabilities are rather dynamically shaped and affected by the nature of the presented material, its organization, context, and the cognitive load [22,23].

The visual-spatial information processing is considered a key component in working memory [24], which is reinforced by the numerous visual attention models existing in HCI [25]. The amount and spatial organization of the visualized information are the main factors of interest, as the corresponding results have clear implications for 2D UIs design and user performance prediction. Particularly, quite a large body of research work has shown that groping of visual elements does increase working memory performance [26–28].

Thus, in our paper, we study the factors influencing human performance in tasks that require engagement of visual-spatial working memory (VSWM) and inquire what the
memorized information items (chunks) are. On the other hand, we can use the concept of working memory (VSWM) to refer to the maintenance plus manipulation of visual information while its reproduction by motor reaction. Particularly, we explored whether the popular characteristic of visual complexity, and its objective metrics based on compression algorithms can be used as an adequate predictor. As an alternative, we considered the metrics based on a simpler Gestalt groping principle of proximity, operationalized as von Neumann and Moore neighborhoods from the cellular automata theory. To that end, we undertook experimental sessions with the total of 164 subjects who performed about 5000 VSWM-related tasks and assessed visual complexity of their configurations.

The findings and contributions of our studies, further detailed in the Conclusions, are as follows:

- visual complexity and its metrics are rather weakly related to the accuracy in VSWM-related tasks,
- the strongest regularity used for grouping is best described with von Neumann range 1 neighborhood rule,
- the index of difficulty and throughput measure for the tasks engaging VSWM can be formulated as inspired by Fitts’ law,
- the throughput of 3.75 bit/s that we obtained in the experiment is consistent with the estimated range of 2–4 bit/s for memory-engaging tasks known from the literature.

2. Methods and Related Work

In the current section, we refine the research methodology and overview the work related to the information processing and complexity. We focus on the applications in HCI, without going into the underlying neurophysiologic and psychological mechanisms—more detailed info on Hick’s law can be found e.g., in [29], on Fitts’ law in [30], and the consideration of the laws’ practical applicability in [31]. In the final part of the section, we describe the experimental study that we undertook to validate our reasoning.

2.1. Information Theory-Based Measures

The enormous effect of Information Theory rapidly caused attempts to apply Shannon’s approaches to describe human behavior. One of the regularities in cognitive psychology that stood the test of time was proposed in 1952 and was subsequently named Hick’s law:

\[ RT \sim b \cdot \log_2(N + 1), \]  

where \( RT \) is reaction time when choosing from equally probable alternatives, \( N \) is the number of alternatives, and \( b \) is a constant that Hick named the rate of gain of information. When proposing the final formulation for his model, Hick noted that it corresponds to the number of steps in hierarchical sequence of binary classification decisions [23]—hence the logarithm to the base two. Indeed, today we have convincing evidence that human information processing is based on binary search (dichotomies).

Further, the generalization of (1) to non-equiprobable alternatives was proposed by R. Hyman:

\[ RT = a_H + b_H \cdot H, \]  

where \( H \) is the entropy (information quantity) of the stimuli set, \( a_H \) and \( b_H \) are empirically defined coefficients.

Another akin regularity, inspired by the Shannon-Hartley theorem on maximum transmission rate in a noisy channel, was put forward in 1954 and consolidated as Fitts’ law:

\[ MT = a + b \cdot \log_2(A/W + 1) = a + b \cdot ID, \]  

where \( MT \) is time needed to perform a rapid aimed movement to a target, \( A \) is movement distance, \( W \) is size of the target, \( a \) and \( b \) are coefficients usually found from regression. Fitts’ goal was to calculate the “transmission rate” of human motor system, so he formu-
lated the index of difficulty \((ID)\) as can be seen in (3) and used it to express the index or performance \((IP)\):

\[
IP = \frac{ID}{MT}. \tag{4}
\]

An important subsequent advance was introduction of the means to account for the movement accuracy: the “effective” index of difficulty \((ID_e)\). In each actual movement task performed, effective distance \((A_e)\) can be calculated as the distance actually travelled. Effective target width \((W_e)\) is the normalized area where movements for each particular combination of the independent variables terminate (details can be found e.g., in [30]). Thus, the classic Fitts’ model (7) with the \(ID_e\) becomes:

\[
MT = a' + b' \cdot \log_2(\frac{A_e}{W_e} + 1). \tag{5}
\]

This allowed obtaining the motor system throughput \((TP)\) measure that has substituted Fitts’ IP and that is calculated with some experimental data as follows:

\[
TP = \frac{1}{P} \sum_{i=1}^{P} \left( \frac{1}{M} \sum_{j=1}^{M} \frac{ID\_{eij}}{MT\_{ij}} \right), \tag{6}
\]

where \(P\) is the number of participants and \(M\) is the number of combinations for the independent variables \((A\) and \(W)\) in the experiment. \(TP\) is an objective and full measure of both speed and accuracy in certain experimental conditions, independent of a particular task’s setup.

Of the two above regularities, Fitts’ law sees much wider usage in HCI, which is particularly due to high practicality of the throughput measure, which can be used to effectively compare different versions of UIs or interface devices. For instance, Fitts’ law studies that employ standardized methodology reported throughput values in the ranges 3.7–4.9 bit/s for mouse, 1.6–2.6 for joystick, 1.0–2.9 for trackball, etc. [30] (p. 784). On the contrary, applicability of Hick-Hyman’s law (2) is rather limited, since it is unclear how to calculate the information quantity in stimuli in most practical tasks [31]. Examples of successful applications of the law in HCI include design of specially organized menus [32], describing behavior in visual search [33,34] and perception of visual complexity [12]. Still, objective measurement of “cognitive throughput” remains much more complicated compared to the motor system’s one, as we detail in the next sub-section.

### 2.2. Human Information Processing

In the classical work on Hick’s law, the coefficient \(1/b\), essentially information processing speed in choice reaction tasks, was found to be equal to about 6.7 bit/s. This value can vary significantly due to characteristics of the subjects and the stimuli type [35]. The Human Processor model (MHP) that was introduced in the 1980s but remains influential till the present day details the information processing in several interlinked sub-systems [36]: perceptual, cognitive, and motor one (Figure 1).

MHP allows prediction of the time required to perform HCI-related tasks, e.g., with GOMS model, as the sum of the times in the involved sub-systems. However, these may differ significantly for various user groups, tasks, contexts, etc.: e.g., a cognitive processor cycle duration varies in the range of 25–170 ms. The experimental values for human information input \((R_{in})\) and output \((R_{out})\) speeds reported in different research publications are not entirely consistent, particularly since different information measurement units had been used and the experimental setup wasn’t always specified in enough detail to convert to a single unified unit.
Figure 1. Outline of the Human Processor model.

Still, available sources seem to be in agreement that the upper limit of human vocal cords’ long-term information output is about $R_{out} = 5$ syllables/s, i.e., about 12.5 sounds/s for English (for other languages, this value may differ). For humans equipped with instruments or tools, the values are generally presented in bit/s or chars/s. Handwriting is limited at 3.5 chars/s, while average typing speed is about 6.7 chars/s, with 10 chars/s being the top record. In any case, maximum speed of human as information transmitter is estimated at 40 bit/s. The values for conscious information reception are only marginally higher: $R_{in}$ for speaking comprehension is estimated at 3–4 words/s, for reading comprehension at 2.5 words/s or 18 bit/s, for reading aloud at 30 bit/s, for visual recognition of familiar letters and digits at 55 bit/s. Most sources agree that although $R_{in}$ for reading reaches about 45 bit/s, the average capability of human visual perception in long-term operation is only around 8 bit/s [37].

The information processing speed can be enhanced using more complex [38] and multi-dimensional signals—e.g., size, brightness, and color, instead of just one varying facet. Another factor that is known to increase the speed is training, which is partially related to the fact that the operator can process information with various degrees of memory engagement. For tasks that do require considerable information exchange with the memory, the performance speed is reported to decrease by the order of magnitude, to about 2–4 bit/s [37]. The comparative analysis of numerous publications on working memory mechanisms presented in [37] (pp. 201–206), suggests that in most cases, information processing speed amounted to 3–5 units/s (sic!—not bits, but various units, such as figures). Similar quantitative estimations of human information processing capabilities and working memory performance can also be traced back to [39] or [40].

Overall, it is believed that the analytical information-theoretic paradigm that does not consider spatial structures is fundamentally limited in explaining human perception that is mostly top-down, i.e., focused on higher-order images and structures. An important advantage in the field was the development of Algorithmic Information Theory (AIT) in the 1980s that allowed bonding Information Theory with the integral Gestalt approach, which is focused on organization of visual sensory input into a percept [41].

### 2.3. Gestalt Principles of Perception and Algorithmic Complexity-Based Measures

Gestalt is a psychology school that emerged in Germany in the early 20th century from research in perception (primarily a visual one) and the ability of the human mind to organize individual elements into a large whole, “other than the sum of its parts”. Detailed review of the history, main points and the “decline” of the school in the 1960s can be found in [42], where the authors also note that, during the last 20 years, there has been a revival of interest towards Gestalt approaches. We believe it may be due to the increasing complexity of HCI that accompanies the development of the ubiquitous online environment, to the rapid development of computer vision technologies, and so on.
The central position in the Gestalt approach belonged to the law of Prägnanz, stating that human organizes the perceived information in a regular, ordered, symmetrical and simple way. Thus, the common essence of the Gestalt principles is decreasing the number of perceived information chunks (units) for more efficient information processing—the human ability obtained from both evolution of the species and from individual experience. The list of Gestalt principles of perception is somehow poorly organized, but they can be briefly summarized as the following [42]:

- “proximity”: objects that are placed nearby or in the same area (e.g., inside a frame) are perceived as a group;
- “similarity”: objects that are matching in color, size, behavior (e.g., movement direction or speed), etc. are perceived as a group;
- “good form” and “closure”: groups are perceived in such a way that the objects form more simple and familiar figures (e.g., cross as two intersecting lines, not as two adjoined angles; or separate dots and strokes as discontinuous drawing of a letter);
- the principles that relate to interaction between foreground and background.

It is known that the Gestalt principles are not equivalent in their effect on perception, but until now, no convincing structure describing the effects of individual principles and their combinations was proposed [43–45]. For example, objects allocated on a two-dimensional field may be groped either based on proximity or on good form, depending on the circumstances. Indeed, the Gestalt adherents proposed no unified formal theory, the fact that allowed critics to declare Gestalt to be merely descriptive and poorly suited for a deeper understanding of psychological and cognitive processes. However, AIT allowed directly linking the Gestalt’s concept of “simplicity” and the probability—the foundation of the Information Theory—thus uniting the two approaches. AIT implies coded representations of visual forms and states that the complexity of a percept is the length of the shortest string that generates the percept, thus basing itself on Kolmogorov’s algorithmic complexity [41]. Since the latter is incomputable, the lengths of the strings produced with compression algorithms often act as its practical approximation, and indeed it has been shown that the coded string lengths, the complexity measures, and performance measures in experiments are highly correlated [43].

In one of our previous works [12], we applied two classical lossless image compression algorithms, RLE [44] and Deflate [45], to describe visual complexity perception. The former algorithm replaces “runs” of data with a single data value and the count of how many times it’s repeated (see programming code of the implementation in Appendix A). The algorithm doesn’t deal with 2D images but can work with the linear string of bytes containing serialized rows of the image. Deflate is based on combination of LZ77 algorithm and Huffman coding: frequent symbols in the string are replaced with shorted representations, while rare symbols are coded with longer ones. The Huffman coding is now widespread, being used in compression of many kinds of data, especially photos (JPEG) and multimedia, as well as in data transmission protocols. To obtain the Deflate-compressed string length, we relied on PHP’s standard zlib_encode function, called with ZLIB_ENCODING_RAW parameter, corresponding to the RFC 1951 specification (please see [12] for a more detailed description of the implementation for both algorithms and the related AIT basis) (The online tool outputting the RLE and Deflate compressed string lengths for a given coded representation is available at http://www.wuikb.info/matrix/). Therefore, in the current study, we compare the predictive ability of the compressed strings’ lengths with the simpler metrics that basically only consider the proximity groping in the perceptual organization.

2.4. Von Neumann and Moore Neighbourhoods in Cellular Automata

Cellular automata (CA) are discrete dynamic models consisting of a regular grid of cells, each of which can be in a finite number of states \( \sigma_{i,j} \):

\[
\sigma_{i,j} \in \sum \equiv \{0, 1, 2 \ldots k - 1, k\},
\]

(7)
where \((i,j)\) are integer values representing the cells’ coordinates for a two-dimensional CA. In the simplest case, \(k\) equals 2, corresponding to the “off” (0) and “on” (1) states of the cell.

Another constituent of CA that make them useful for mathematical modeling of dynamic processes, are generations that start from the initial state \((t = 0)\) and go onwards (advancing \(t\) by 1). The transitions between the generations are performed according to pre-specified rules for changing the states of the cells, generally based on the states of neighboring cells. In CA apparatus, there are two most common approaches for determining proximity:

1. Von Neumann neighborhood of range \(R\) is defined as:

\[
N^R_N(i, j) = \{(a, b) : |i - a| + |j - b| \leq R\},
\]

2. Moore neighborhood of range \(R\) is defined as:

\[
N^R_M(i, j) = \{(a, b) : |i - a| \leq R, |j - b| \leq R\},
\]

Figure 2 illustrates the two neighborhoods of range \(R = 1\).

![Illustrations of von Neumann (a) and Moore (b) neighborhoods of range 1.](image)

Figure 2. Illustrations of von Neumann (a) and Moore (b) neighborhoods of range 1.

The maximum number of different transition rules \(N_R\) for \(n\) neighbors and \(k\) possible states is then:

\[
N_R = k^{kn},
\]

However, consideration of transitions in CA as interface models is beyond the scope of this paper, in which we consider only “static” complexity, i.e., corresponding to a 2-dimensional GUI screen. In the subsequent experiment, we calculate the number of “figures” that are formed from randomly positioned cells in “on” state (corresponding to interface elements) among cells in “off” state (corresponding to whitespace) in the cellular automation grid (The online tool that we developed for calculating the numbers of von Neumann and Moore figures is also available at [http://www.wuikb.info/matrix/](http://www.wuikb.info/matrix/)).

3. Experiment Description

In the first round of our experiment, the subjects performed memorization of graphical elements randomly positioned within 2D area. To constrain the number of factors in the experiment and to maintain similarity with CAs \((7)\), we did not alter color, size, etc. of the elements, so the setup corresponded to \(k = 2\), i.e., the basic CA with 0 and 1 states of cells. The preliminary results of the first round’s analysis were previously published in \([46]\) (in Russian). In the second round, we collected subjective visual complexity evaluations for the same allocations (layouts) of the elements in the 2D area. To negate the effect of familiarity, we held it more than 1 year later, and mostly with different subjects. As we mentioned before, we previously published the results of our visual complexity investigation in \([12]\), but there we did not consider the difficulty of the tasks engaging VSWM, which is the major focus of our current work.

In psychology, memorization performance is traditionally measured as accuracy, but for the purposes of HCI, we also consider the time on task. The latter is, however,
unavoidably biased by the designation stage, so accuracy generally has the priority, even though the throughput measure that we ultimately propose encompasses both.

3.1. Goals and Hypotheses

The goal of our experiment was twofold: (1) to check if visual complexity and its compression-based measures characterize the difficulty of tasks engaging VSTM, or if proximity-based measures inspired by CA have an advantage, (2) to develop and validate objective performance measure for such tasks, in a fashion similar to Fitts’ throughput. The first goal would result foremost in contributions 1 and 2 as listed in the Conclusions, while the second one would be closely associated with contributions 3 and 4.

Reasoning about the formulation of the index of difficulty for VSTM-related tasks (IDM), we can assume that in visual-spatial perception tasks (visual search and memorization of objects), two components can be identified: informational and spatial. The former relates to information quantity of the “message” held in memory, while the latter relates to spatial allocation of its elements. Indeed, the widely accepted model is that the “what” and “where” information processing is performed in ventral and dorsal streams of the brain, respectively. Our assumption is also supported by [38], where performance in 2D objects selection tasks was best explained with the index of selection difficulty incorporating the number of objects and binary logarithm of their vocabulary size. In that study, the effect of the perceived area size combined with the two other factors was also significant, but the exact nature of their effects is seemingly task-dependent. That is, if the search runs through the memorized information, the performance will be affected by the logarithm of items in memory, such as e.g., images of friends in [47]. Correspondingly, if the search instead runs through some applicable spatial positions, the difficulty of such tasks should be characterized by the number of memorized items (\(N_I\)) and the binary logarithm of the size of the considered area (\(S_0\)), where the items can be located:

\[
IDM = f(N_I, \log_2 S_0)
\]  

(11)

The proposed function (11) is based on the above reasoning and our assumptions, which are to be experimentally validated. Thus, we formulated the following hypotheses for the experiment:

1. Performance in VSTM tasks is best predicted with the same compression-based factors as visual complexity.
2. Performance in VSTM tasks is best predicted with the simpler proximity-based factors.
3. Performance in VSTM tasks is best predicted with our proposed index of difficulty.
4. The values calculated for the corresponding quantitative task setup-independent measure of performance that also encompasses time are consistent with the ones found in the literature.

3.2. Material and Procedure

Each trial in the first round of the experiment would include the two stages, memorization, and designation. Such an approach is generally accepted in the field as Visual Patterns Test, and we believe that separation of the stages is virtually impossible when studying working memory in healthy people. In the memorization stage, the subject was shown square 2D area with grid lines that formed square cells, of which randomly selected ones were filled with blue color (Figure 3). We allowed a reasonably long time (2 s) for the stimuli presentation, unrelated of the number of the cells, so that our experimental setup corresponds to the classic works of Miller and co-authors. For the subsequent designation stage, all the cells would turn blank, and the participant needed to remember and click the ones that used to be filled. The correctly clicked cells would turn green, while incorrectly designated ones would mark red; and if there were any of the latter, the trial was regarded as being incorrect (Figure 4). In the latter case, the subject would be taken to the task with
the same number of the blue squares (re-located randomly again), but the total allowed number of incorrect trials in the session was limited to 5. This configurable number emerged empirically for preventing neglectful participants from submitting biased experimental data. After a correct trial (i.e., if all the previously filled cells were designated accurately), the subject would be taken to the task where the number of the blue squares increased by 1. The experimental session was over when the number of the squares totaled the pre-set maximum or if the limit of the allowed incorrect trials was reached. In our experiment, each participant was requested to complete 5 sessions, with varying size of the 2D area (The experimental procedure was supported by web-based software that we specially developed, available for authorized access at http://psytest.nstu.ru/tests/23/. The instructions for using the software are available at http://psytest.nstu.ru/t/memory/instruction.php). The area had size 25 (5 × 5) for moderate difficulty level and 36 (6 × 6) for the high difficulty. There was also easy level (4 × 4), which was intended for training. After getting familiar with the experimental software, the subjects would take 2 sessions on moderate difficulty and 3 sessions on high difficulty. Some of them volunteered to take more.

Figure 3. An example stimuli configuration with 3 squares that compose 3 von Neumann figures or 1 Moore figure (a screenshot from the software that we used in the experiment).

In the second round of our experiment, we asked the participants to provide subjective evaluations of complexity for the grids with the filled cells that we saved in each trial in the first round—now they were re-created and presented in random order (for this, we developed a web-based survey software, available at http://ks-new.wuikb.info/). The perception of the grids by the subjects was purely visual, as no interaction with them was involved.

3.3. Design

The experiment used within-subjects design. The main independent variables were:

- Number of filled cells in the grid, which were set to range from 4 to 13: $S_p$;
- Number of all cells in the square grid, for which we used two levels, 25 (5 × 5 grid) and 36 (6 × 6 grid): $S_0$;
- Configuration—i.e., allocation of filled cells in the grid, coded as a matrix of 1s (corresponding to the cells filled with blue) and 0s (corresponding to the blank cells)—see example in Figure 5.
In the first round of our experiment, there were 88 participants (26 males, 62 females, 0 undefined). Most of them were also Bachelor and Master students of Novosibirsk State Technical University computer rooms, all having similar parameters, particularly monitor sizes and mice. They employed desktop computer equipment and software installed in the university computer rooms.

The number of valid subjects in the second round of the experiment was 78 (57 females, 20 males, 1 undefined). Most of them were also Bachelor and Master students of Novosibirsk State Technical University.

From the above, several derived independent variables were obtained. To apply the compression algorithms, we converted each configuration into bit strings using two ways: by rows (an example matrix $\begin{bmatrix} 1,1,0,0 \end{bmatrix}$ becomes $[1100]$ string) and by columns (the same matrix becomes $[1010]$), in both cases starting from the top left element.

- Length of the shortest string compressed with the RLE algorithm (from the row-based or the column-based conversion): $L_{RLE}$;
- Length of the shortest string compressed with the LDEF algorithm (from the row-based or the column-based conversion): $L_{LDEF}$;
- Number of figures composed from adjacent cells based on the range 1 Moore neighborhood rule (elements that touch diagonally do constitute a figure): $F_M$;
- Number of figures composed from adjacent cells based on the range 1 Moore neighborhood rule (elements that touch diagonally do not constitute a figure): $F_N$.

In Figure 6 we present some example configurations, for which the corresponding values are the following:

(a) $F_N = 5$, $F_M = 2$;
(b) $F_N = 4$, $F_M = 3$;
(c) $F_N = 6$, $F_M = 4$.

The dependent variables were:

- Complexity—i.e., allocation of filled cells in the grid, coded as a matrix of 1s (corresponding to the cells filled with blue) and 0s (corresponding to the blank cells)—see example in Figure 5.
- Number of all cells in the square grid, for which we used two levels, 25 (5 × 5 grid) and 36 (6 × 6 grid): $S$;
- Number of filled cells in the grid, which were set to range from 4 to 13: $F$.

Figure 4. An example of a completed trial: the designation was performed incorrectly, and the correct location of the squares is shown to the participant (a screenshot from the software that we used in the experiment).

Figure 5. Example of the grid configuration with the numerical values corresponding to the cells.

From the above, several derived independent variables were obtained. To apply the compression algorithms, we converted each configuration into bit strings using two ways: by rows (an example matrix $\begin{bmatrix} 1,1,0,0 \end{bmatrix}$ becomes $[1100]$ string) and by columns (the same matrix becomes $[1010]$), in both cases starting from the top left element.
the number of correctly designated cells in a trial \( S_C \);

- the performance time in the trial \( T_M \)—excluding the 2 s of the initial blue cells demonstration;

- the subjective evaluation of the configuration’s visual complexity, for which we used 5-point Likert scale (1 being “low complexity” and 5 being “high complexity”): Complexity.

One more dependent variable was a derived one—for each trial, we would calculate the error level \( E_M \):

\[
E_M = 1 - \frac{S_C}{5P}. \tag{12}
\]

3.4. Subjects

In the first round of our experiment, there were 88 participants (26 males, 62 females). They were Bachelor and Master students of Novosibirsk State Technical University (NSTU), who took part in the experiment voluntary (no random selection was performed). Their age ranged from 16 to 22, mean 19.4 (SD = 1.1). All the participants had normal or corrected to normal vision and reasonable experience in using computers and mouse. They employed desktop computer equipment and software installed in the university computer rooms, all having similar parameters, particularly monitor sizes and screen resolutions. The approval for the study with humans was provided by Novosibirsk State Technical University, based on the internal regulations.

The number of valid subjects in the second round of the experiment was 78 (57 females, 20 males, 1 undefined). Most of them were also Bachelor and Master students of NSTU, who took part in the experiment voluntary (no random selection was performed), and only 2 of them (2.6%) had also participated in the first round. The subjects’ age ranged from 17 to 65, mean 21.7 (SD = 2.03). All the participants had normal or corrected to normal vision and reasonable experience in IT usage. Most of the participants worked from desktop computers installed in the university computer rooms. There were also 17 other registrations with the online surveying system, but none of those subjects completed the assignment (on average, each of them completed only 4.4% of the assigned evaluations), so they were discarded from the experiment.

4. Results

The dataset with the experimental data is available from the authors upon request. The analysis was performed with SPSS statistical software.

4.1. Descriptive Statistics

In the first round of the experiment, data for 5243 trials were collected, of which 4607 (87.9%) were considered valid. We excluded mistakes and outliers: outcomes for which...
the performance time exceeded the working memory limit ($T_M > 14$ s), when subjects did not actually perform the task ($T_M \leq 0$ s), or when the error level was too high ($E_M > 0.75$), implying negligence by the subject. In the second round of the experiment, the participants submitted in total 7800 complexity evaluations, which were averaged for each configuration. Of the configurations that resulted from the first round, 4546 (98.7%) received enough valid evaluations to be used in further analysis. In Table 1 we show ranges, means, and standard deviations (SD) for the independent and dependent variables.

Table 1. Descriptive statistics for the variables in the experiment.

| Variable | Range       | Mean (SD) |
|----------|-------------|-----------|
| $S_0$    | 25, 36      | -         |
| $S_p$    | 4–13        | 7.42 (1.99)|
| $F_N$    | 1–10        | 4.58 (1.42)|
| $F_M$    | 1–8         | 3.21 (1.19)|
| $L_{RLE}$| 8–30        | 17.07 (3.52)|
| $L_{DEF}$| 8–20        | 13.91 (1.98)|
| $S_C$    | 1–13        | 6.76 (1.96)|
| $E_M$    | 0–0.75      | 0.08 (0.14)|
| $T_M$    | 1–14 s      | 6.03 (2.21)|
| Complexity| 1.0–5.0   | 2.57 (0.96)|

In Figures 7–9 we present the diagrams that show mean values for $E_M$ due to the independent variables corresponding to the three possible ways to define the memorized information items ($N_i$): $S_p$, $F_N$, and $F_M$, respectively. The mean errors for the rightmost values are not presented, since the amounts of trials for the maximum number of filled cells and figures were too low. From the diagrams, one can note that for $F_N$, the error shows a sharp increase in the range corresponding to Miller’s 7 ± 2 number, whereas for $S_p$ no such effect can be observed. For $F_M$, no conclusion could be made due to its limited range.

![Figure 7](image-url) 
Figure 7. Mean error level per the number of information items, filled cells ($S_p$).
Figure 7. Mean error level per the number of information items, filled cells ($SP$).

Figure 8. Mean error level per the number of information items, von Neumann neighborhood ($FN$).

Figure 9. Mean error level per the number of information items, Moore neighborhood ($FM$).

4.2. Correlation Analysis

The Pearson correlation between $EM$ and $TM$ was positive and significant ($r_{4546} = 0.14; p < 0.001$), which was to be expected, since more difficult tasks were both prone to errors and required more time to complete. It may also imply that extra time spent in the task did decrease the chances to extract the elements’ correct positions from working memory, which could start to decay. The positive correlation (non-parametric Kendall Tau-b for ordinal scales) between Complexity and $TM$ ($\tau_{4546} = 0.218; p < 0.001$) was somehow stronger than between Complexity and $EM$ ($\tau_{4546} = 0.196; p < 0.001$).

The correlations between the independent and the main dependent variables are presented in Table 2, all correlations are significant ($p < 0.001$). One can note that the strongest correlate for $EM$ was $FN$, while for Complexity it was $SP$ (highlighted in bold), which suggest support for Hypothesis 2 rather than Hypothesis 1. The strongest correlate for $TM$ was $SP$ ($r_{4546} = 0.408, p < 0.001$), which seems obvious, since the subjects had to designate each memorized cell by clicking it.
Table 2. Correlations of the independent variables with $E_M$ (Pearson) and Complexity (Kendall tau-b).

| Variable | $r$ ($E_M$) | $\tau$ (Complexity) |
|----------|-------------|---------------------|
| $S_0$    | 0.176       | 0.13                |
| $S_P$    | 0.231       | 0.424               |
| $F_N$    | 0.332       | 0.329               |
| $F_M$    | 0.239       | 0.115               |
| $L_{RLE}$| 0.302       | 0.410               |
| $L_{DEF}$| 0.215       | 0.342               |

4.3. Regression Analysis

To construct regression model for $E_M$, we used **backwards variable selection method** with the 6 independent variables (listed in the Table 1 above) plus $\log_2 S_P$ that represented Hick’s law. In the resulting model, 4 factors were significant: $F_N$ (Beta = 0.203, $p < 0.001$), $S_P$ (Beta = 0.143, $p < 0.001$), $F_M$ (Beta = 0.104, $p < 0.001$), $S_0$ (Beta = 0.052, $p = 0.001$). However, $R^2 = 0.134$ of the model was rather low ($F_{4,4541} = 176.1$, $p < 0.001$):

$$E_M = -0.17 + 0.02 F_N + 0.01 S_P + 0.012 F_M + 0.001 S_0.$$  \hspace{1cm} (13)

In a similar fashion, we constructed regression model for Complexity, in which the backwards variable selection method yielded 4 significant factors out of the 7 candidate ones: $\log_2 S_P$ (Beta = 0.345, $p < 0.001$), $F_N$ (Beta = 0.182, $p < 0.001$), $L_{RLE}$ (Beta = 0.122, $p < 0.001$), $L_{DEF}$ (Beta = 0.039, $p = 0.037$). The model had somehow improved $R^2 = 0.342$ ($F_{4,4541} = 590.4$, $p < 0.001$):

$$\text{Complexity} = -1.08 + 0.8 \log_2 S_P + 0.12 F_N + 0.03 L_{RLE} + 0.02 L_{DEF}. \hspace{1cm} (14)$$

As expected, the best predictors for Complexity were the ones based on information theory and compression, with the exception of $F_N$. On the contrary, the model for accuracy in VSWM tasks included no such predictors, which reinforces Hypothesis 2 and refutes Hypothesis 1. In the next sub-chapter, we address Hypothesis 3 related to the index of difficulty.

4.4. Index of Difficulty

In our formulation for the index of difficulty in accordance with (11), we considered three possible options for the memorized information items $N_I = \{S_P, F_N, F_M\}$, corresponding to the significant factors we previously found in (13):

$$IDM_{SP} = S_P \log_2 S_0.$$  \hspace{1cm} (15)

$$IDM_{FN} = F_N \log_2 S_0.$$  \hspace{1cm} (16)

$$IDM_{FM} = F_M \log_2 S_0.$$  \hspace{1cm} (17)

In Table 3 we present the candidate indexes’ ranges, means, SDs and correlations (all of them significant, $p < 0.001$) with the dependent variables. As expected, due to the designation stage, $T_M$ had the highest correlation ($r_{4546} = 0.390$) with $IDM_{SP}$, which was also the strongest correlate for Complexity ($r_{4546} = 0.421$). However, for $E_M$, the highest correlation ($r_{4546} = 0.340$) was found with $IDM_{FN}$, which was even higher than with $F_N$ (see in Table 2 above), which supports Hypothesis 3.

Table 3. Descriptive statistics and correlations for the different formulations of the index of difficulty.

| Index of Difficulty | Range     | Mean (SD) | $r$ ($E_M$) | $r$ ($T_M$) | $\tau$ (Complexity) |
|---------------------|-----------|-----------|-------------|-------------|---------------------|
| $IDM_{SP}$          | 18.6–67.2 | 36.5 (10.2)| 0.259       | 0.390       | 0.421               |
| $IDM_{FN}$          | 4.6–51.7  | 22.6 (7.5) | 0.340       | 0.211       | 0.314               |
| $IDM_{FM}$          | 4.6–41.4  | 15.9 (6.3) | 0.251       | 0.068       | 0.124               |
In the regression analysis for $E_M$, we first calculated its average values per levels of each of the index of difficulty formulations (unlike in Fitts’ law, we don’t do it per trials, since we predict not time, but accuracy), as well as per each level of Complexity. We obtained the following regression equations with the respective statistics:

$$E_M = -0.026 + 0.003 IDM_{SP}, \quad (18)$$

$$R^2 = 0.597, F_{1,15} = 22.2, p < 0.001$$

$$E_M = -0.067 + 0.007 IDM_{FN}, \quad (19)$$

$$R^2 = 0.893, F_{1,16} = 133.5, p < 0.001$$

$$E_M = -0.021 + 0.007 IDM_{FM}, \quad (20)$$

$$R^2 = 0.827, F_{1,13} = 62.2, p < 0.001$$

$$E_M = -0.031 + 0.039 Complexity, \quad (21)$$

$$R^2 = 0.572, F_{1,20} = 26.7, p < 0.001$$

The model (21) with Complexity had the lowest $R^2$, while the model with $IDM_{FN}$ (19) explained the most variation in $E_M$, and we will be using this formulation in further analysis. The regression model for performance time due to this factor had $R^2 = 0.474 (F_{1,16} = 14.4, p = 0.002)$:

$$T_M = 4.8 + 0.049 IDM_{FN}. \quad (22)$$

The lower degree of variation explained by the index of difficulty in $T_M$ compared to $E_M$ is natural, since the former is affected not only by the working memory capabilities, but also by skill with a computer mouse that was used in the designation stage in the experiment.

### 4.5. Effective Index of Difficulty and VSTM Throughput

Proper formulation of throughput—one that accounts for both speed and accuracy of the task performance—needs to be based on the difficulty of the task “effectively” performed by the subject. In our IDM formulation (11), “effective” $N_f$ would correspond to the information items correctly memorized and designated (clicked), which we can obtain by multiplying the nominal number of the information items by the accuracy level. Effective $S_0$, the area that is actually searched through by the subject, should depend of the placement of the items. For the purpose of the current study, we assume that the subject always searched the whole area and thus, in a way, use the nominal $S_0$. Thus, the formulation for the effective index of difficulty for VSTM tasks is:

$$IDM_{FN}^e = F_N \cdot (1 - E_M) \cdot \log_2 S_0. \quad (23)$$

Thus, calculated effective $IDM_{FN}^e$ in our experiment ranged from 3.45 to 46.53 bit, mean = 20.47 (SD = 6.71). Its correlation with the nominal $IDM_{FN}$ was significant: $r_{4546} = 0.831, p < 0.001$. However, the effective index of difficulty had weaker correlation $r_{4546} = -0.218 (p < 0.001)$ with $E_M$ than the nominal $IDM_{FN}$ ($r_{4546} = 0.340$, see in Table 3 above), so instead of replacing the latter with the effective one, let us introduce the effective time.

Given the relation between the nominal and the effective indexes of difficulty, we can re-write the throughput equation (6) as follows:

$$TP_M = \frac{IDM_{FN}^e}{T_M} = \frac{IDM_{FN}}{T_M \cdot (1 - E_M)} = \frac{IDM_{FN}}{T_M}, \quad (24)$$

where $T_M^e$ is effective time, which basically involves penalty for error-making.

The mean value for the effective time in our experiment was 6.88 s (SD = 3.35). The correlation between $T_M^e$ and $IDM_{FN}$ was $r_{4546} = 0.297 (p < 0.001)$, which is higher than...
that we previously found between the nominal $T_M$ and $IDM_{FN}$ (see in Table 3 above). The regression model for $T_M^c$ and $IDM_{FN}$, which can be seen as an equivalent to Fitts’ law, was highly significant ($F_{1,16} = 150.0, p < 0.001$) and had $R^2 = 0.904$, i.e., higher than both for $T_M$ in (22) and for $E_M$ in (19):

$$T_M^c = 4.1 + 0.124IDM_{FN}$$ (25)

The $TP_M$ calculated for our experiment data (averaged for all the valid trials) was 3.75 bit/s (SD = 1.69). Its correlation with Complexity was not significant ($r_{4546} = 0.011, p = 0.314$), so $TP_M$ can be recognized as a measure independent of a particular task setup in a given experiment. ANOVA showed that $TP_M$ averaged per participants was significantly different due to subject’s gender ($F_{1,86} = 3.87, p = 0.05, \eta^2 = 0.0435$), the mean values being 3.9 bit/s for males and 3.6 bit/s for females. The effect of gender on error was not significant ($F_{1,86} = 2.91; p = 0.09$). All in all, absolute values of $TP_M$ in our experiment suggest strong support for Hypothesis 4, as we discuss further on.

5. Discussion

Automation of design and validation of user interfaces for human–computer systems is essential for the development of the internet ecosystem, adoption of smart systems, etc. Effective organization of the interaction necessitates that human needs and limitations, particularly in the cognitive aspects, are expressed quantitatively and are properly accounted for [48]. In our work, we explored different predictors that characterize the difficulty of tasks engaging visual-spatial working memory, which are relatively rarely covered in the currently existing computational models of user behavior, unlike e.g., visual attention [25] or visual complexity [49].

The results of our analysis suggest that Hypothesis 1 has to be rejected in favor of Hypothesis 2, as the compression-based metrics of visual complexity ($L_{RLE}, L_{DEF}$), as well as Hick’s law information theoretic metric, were inferior to the proximity-based metrics, as demonstrated by the regression equation for $E_M$ (13). The compression-based factors and the Hick’s law factor were significant in the regression equation for Complexity (14), which replicated our previous findings [12], even though in that work, we did not test $F_N$ and $F_M$ as the candidate factors for VC. That said, the actual subjective evaluations of VC did have significant positive correlation to the measures of performance in VSWM-related tasks: $r_{4546} = 0.196 (p < 0.001)$ for $E_M$ and $r_{4546} = 0.218 (p < 0.001)$ for $T_M$. The practicality of collecting the subjective evaluations from users is doubtful though, as the performance can be better predicted with the metrics that can be automatically evaluated from the configurations.

Indeed, our study suggests that Hypothesis 3 should be accepted, as the proposed index of difficulty (16) had the highest correlation with the performance in VSWM-related tasks (as operationalized with $E_M$): $r_{4546} = 0.340 (p < 0.001)$. Of the three candidate factors ($N_I$), the formulation of IDM that uses the number of von Neumann figures ($F_N$) as the memorized item showed clear advantage in correlation (see Table 3) and regression analyses (19). It is also aligned with Hypothesis 2, and $F_N$ showed the best match to the 7 ± 2 information chunks limit found by Miller and colleagues for working memory.

Hypothesis 4 should also be accepted, as the value of throughput obtained in our experiment, 3.75 bit/s, is consistent with the ones reported in the literature: 2–4 bit/s for human operator tasks relying on working memory [37,39,40]. The Fitts’ throughput values generally found for computer mouse, which the subjects used in the designation stage of the experiment, are also coherent: 3.7–4.9 bit/s [30]. The significant effect of gender on time that we found, 3.9 bit/s for males and 3.6 bit/s for females, is in line with the general advantage of younger males in both spatial orientation tasks and motor reaction speed, which is well described in the existing works [50,51]. At the same time, the difference in accuracy between the genders is often non-existent [52], and in our experiment, it was not significant either ($p = 0.09$).
The limitations of our research, first of all, include relatively low values for correlations and $R^2$ coefficients in the regression analysis for the per-trial data. Indeed, many established user behavior models have higher $R^2$ values, particularly Fitts’ law, for which $R^2$s of over 0.9 are generally reported [30]. On the other hand, for models involving Hick’s law, the fit is generally lower, e.g., in [34], they reported $R^2 = 0.52$ for traditional menu selection. The discrepancy in our study is explained in part by the experimental procedure, which included not only memorization, but also motor behavior-based designation stage, i.e., clicking the memorized cells. Because of the fusion of the two task types, the number of uncontrolled factors amplified, particularly since we did not consider the difficulty of the movement tasks. Indeed, the absolute $R^2$ values could have been increased by including more variables in the regression equation, since the potential number of perceived regularities is unlimited, but our main goal was comparison of the factors’ effects, not accurate models. At the same time, regression analysis for the data averaged per $IDM_{FN}$ values (so that the bias factors were negated) yielded rather high values of $R^2$ about 0.9, for both $EM$ (19) and $T_{EM}$ (25).

Biases to conceptual validity of our study include the formulation of $IDM$ (11), which is novel to the field and should require further verification. Particularly, its units of measurement are not the same bits as the ones in Fitts’ law or the information-theoretic bits, so that they should probably be called “spatial bits”, as they result from multiplication of the information and spatial components of the complexity. This assumption seems justified on neurophysiologic level, since information processing in VSWM is carried out in two distinct streams of the brain (ventral and dorsal) but needs further investigation. Also, visual complexity was measured in a survey, so a subjectivity bias might have been introduced. However, this is a widely used method for quantification of VC, which is rather inexorable since the subjects performed no interactions with the grids in the experiment (due to the very nature of visual complexity), so that their responses to the stimuli were scarce.

External validity of our study is somehow limited by the low diversity of participants engaged in our experiments: they were all young and skilled with computers. That said, we need to highlight that we did not seek to develop generalizable user behavior models, but to compare the effects of factors. Still, in the future, we plan to explore the subjects of various demographics to see if the found effects preserve, and if not, what it can tell about the variability of cognitive processes and complexity perception. For instance, it was previously found that elder people sometimes can reproduce information from working memory even quicker than younger ones due to its decreased capacity associated with inhibition processes [53].

Our future research directions also include further detailing of the proposed $IDM$ formulation. Particularly, we plan to introduce the $\log_2 k$ multiplier to its informational component, in accordance with Hartley’s formula for the quantity of information (a fixed $k = 2$ was used in the current study, corresponding to a blank or a filled cell). For detailing the spatial component, we intend to look into the spatial entropy and cell automata complexity measures.

6. Conclusions

We see the main contributions of our study in factors affecting the performance in VSWM-related tasks as follows:

1. We demonstrated that the information-theoretic and compression algorithms-based metrics that are known to be representative of visual complexity do not adequately predict performance in tasks that engage visual-spatial working memory.
2. We found that the memorized information chunks in 2D area containing uniform cells are not individual elements, but figures composed per the range 1 von Neumann neighborhood rule.
3. We proposed the corresponding formulation for the index of difficulty for the tasks engaging visual-spatial working memory (16), quantitatively expressing it in “spatial bits”.

4. We outlined the approach for calculating throughput (24), which can be used to predict users’ memorization performance with different designs of a GUI screen. We also believe that the approach can be generalized to other tasks that emerge in HCI.

We believe that the results of our study can be of practical usage in UI design and development. In a manner similar to Fitts’ law application for optimizing movements and pointing [30], IDM can be used to refine the layout of UI elements in order to lower VSWM load. Several candidate UI designs can be compared with respect to the achieved user performance using the $TP_M$ measure. The discovered stronger influence of Gestalt principles-based factors suggests that these approaches might be preferred over the currently utilized compression-based visual complexity measures, although this requires further practical exploration.

7. Patents
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Appendix A

The encode function implements simple RLE algorithm compression. The input variable for the function is binary string.

```php
function encode($input) {
    if (!$input) {
        return "";
    }

    $output = "";
    $prev = $letter = null;
    $count = 1;
    foreach (str_split($input) as $letter) {
        if ($letter === $prev) {
            $count++;
        } else {
```

```
if ($count > 1) {
    $output .= $count;
}
$output .= $prev;
$count = 1;
}$prev = $letter;
}
if ($count > 1) {
    $output .= $count;
}
$output .= $letter;
return $output;
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