1. Introduction

1.1. Statement of results. Given a sequence $H^q = (H^q : C \to C')_{q \geq 0}$ of functors, one says that $H^q$ stabilizes along a sequence $(G_r)_{r \geq 1}$ of objects in $C$ provided

$$\forall q \geq 0 \exists r_0(q) : H^q(G_{r_0}) \cong H^q(G_{r_0+1}) \cong H^q(G_{r_0+2}) \cong \cdots$$

Any function $q \mapsto r_0(q)$ satisfying this property will be called a stability range for $H^q$ along $(G_r)_{r \geq 0}$. The present article is concerned with stability results of bounded group cohomology along sequences of lattices in simple Lie groups. Here bounded group cohomology $H^q_b$ is understood in the sense of Gromov [13]; we refer the reader to [11] for background concerning bounded cohomology. Our main result is as follows.

**Theorem 1.1.** Let $k \in \{\mathbb{R}, \mathbb{C}\}$ and for every $r \in \mathbb{N}$, let $\Gamma_r$ be a lattice in $\text{Sp}_2(k)$. Then $H^q_b$ is stable along $(\Gamma_r)_{r \geq 1}$. In particular, $H^q_b$ is stable along $(\text{Sp}_2(\mathbb{Z}))_{r \geq 1}$ and $(\text{Sp}_2(\mathbb{Z}[i]))_{r \geq 1}$. 

This result should be compared to results of Monod, which imply stability of $H^r_{cb}$ along the families $(\text{SL}_r(\mathbb{Z}))_{r \geq 1}$ and $(\text{SL}_r(\mathbb{Z}[i]))_{r \geq 1}$, or more generally, families of lattices in $\text{SL}_r(\mathbb{A})$ for a local field or skew-field $\mathbb{A}$ (e.g. $\mathbb{R}$, $\mathbb{C}$, $\mathbb{Q}_p$ or $\mathbb{H}$). To derive these results from [23, 24], one first deduces from [23, Cor. 1.4] that if $(G_r)$ is a sequence of simple real Lie groups with real ranks $\text{rk}_r G_r \to \infty$ and for every $r \in \mathbb{N}$ we choose a lattice $\Gamma_r < G_r$, then bounded cohomology stabilizes along $(\Gamma_r)_{r \geq 1}$ provided continuous bounded cohomology $H^r_{cb}$ stabilizes along $(G_r)_{r \geq 1}$. Since $H^r_{cb}$ is stable along $(\text{SL}_r(\mathbb{R}))_{r \geq 1}$ by [24, Thm. 1.1], one then obtains stability of $H^r_{cb}$ along $(\text{SL}_r(\mathbb{Z}))_{r \geq 1}$. The case of $(\text{SL}_r(\mathbb{Z}[i]))_{r \geq 1}$ can be handled similarly via stability of the family $(\text{SL}_r(\mathbb{C}))_{r \geq 1}$. By the same argument our main theorem is implied by the following.

**Theorem 1.2.** $H^r_{cb}$ is stable along $(\text{Sp}_{2r}(\mathbb{A}))_{r \geq 1}$ for $\mathbb{A} \in \{\mathbb{R}, \mathbb{C}\}$.

So far, this is the only other stability result for families of simple Lie groups beyond the case of $\text{SL}_r(\mathbb{A})$. The only other related result that we are aware of concerns the rank-one families $(\text{SO}(r, 1))_{r \geq 1}$ and $(\text{SU}(r, 1))_{r \geq 1}$. For these, Pieters [26] proved that for $k + 1 \leq r$ there are injections

$$H^k_{cb}(\text{SO}(r, 1)) \hookrightarrow H^k_{cb}(\text{SO}(r + 1, 1)) \quad \text{and} \quad H^k_{cb}(\text{SU}(r, 1)) \hookrightarrow H^k_{cb}(\text{SU}(r + 1, 1)).$$

Surjectivity of these is not known for any non-trivial range. There is, however, a much richer conjectural picture: according to conjectures usually attributed to Dupont [8] and Monod [21], the continuous bounded cohomology of a simple Lie group with finite center should be isomorphic to its continuous group cohomology. The latter can be computed explicitly by virtue of theorems by van Est and Cartan, and existing computations of the cohomology of symmetric spaces; see e.g. [28] and [12]. Thus, the conjecture would imply stability for $H^r_{cb}$ along many classical families, including in particular the remaining classical families of split Lie groups over $\mathbb{R}$ and $\mathbb{C}$, namely $(\text{SO}_{2r}(\mathbb{C}))$, $(\text{SO}(r, r))$, $(\text{SO}_{2r+1}(\mathbb{C}))$ and $(\text{SO}(r, r+1))$, and with a stability range which is essentially linear in the respective real ranks. It seems that the conjectures of Dupont and Monod are currently out of reach, whereas we suggest here a general method to obtain stability results for all of the split families above, thus providing new evidence for the conjectures. So far, our method has only been fully implemented for the real and complex symplectic groups, but we believe that it can be extended (with some additional measure-theoretic difficulties) to other classical families over any local field or skew-field.

1.2. **Bounded-cohomological Quillen’s method and symplectic Stiefel complexes.** The method we propose here comprises two parts: Firstly, we give a general criterion that guarantees stability of $H^r_{cb}$ along a given family of Lie groups $(G_r)$. This criterion is essentially a very general version of the argument used by Monod in his stability proof. To apply this criterion one needs to construct a suitable family of complexes for the groups $G_r$. In Monod’s case, the desired complexes can be readily constructed using the fact that $\text{SL}_r(\mathbb{A})$ acts essentially multiply transitively on the corresponding projective space. It is known that no other family of classical groups admits essentially highly multiply transitive actions on flag varieties [27]; therefore, Monod’s method does not apply beyond the special linear groups. In order to establish our main theorem, we construct more complicated complexes related to symplectic groups, which we call *symplectic Stiefel complexes*. Establishing that these complexes have the required properties
will occupy most of the current article, and is significantly much harder to check than in the case of special linear groups.

Let us comment briefly on both parts of our proof. Our stability criterion is based on a functional-analytic version of a classical method in group cohomology, sometimes known as Quillen’s method; see [2] and the references mentioned therein. In the purely algebraic setting, the method works as follows: Given a nested sequence $G_0 \subset G_1 \subset G_2 \subset G_3 \subset \cdots$ of groups, suppose one constructs for every index $r$ a semi-simplicial set $X_r$, such that

(Q1) $X_r$ is increasingly connected in function of $r$, i.e. the reduced simplicial homology $\tilde{H}_\ast(X_r; \mathbb{Z})$ vanishes up to a certain degree $\gamma(r)$, and $\gamma(r) \to \infty$ as $r \to \infty$;

(Q2) $X_r$ is increasingly transitive in function of $r$, i.e. the group $G_r$ acts transitively on the collection $X_{r,k}$ of $k$-simplices for all $k \in \{0, \ldots, \tau(r)\}$, and $\tau(r) \to \infty$ as $r \to \infty$; and

(Q3) the semi-simplicial sets $X_r$ are compatible with the sequence $(G_r)$, i.e. the point stabilizer of the transitive $G_r$-action on $X_{r,k}$ is isomorphic to $G_{r-1}$ (or at least up to a finite kernel).

Then, it is possible to show by a spectral sequence argument that the existence of these semi-simplicial sets implies $H$-stability up to a range that relates directly to how much connectivity and transitivity one is able to show for them. This idea has been applied successfully in a number of contexts, see e.g. [18, 14, 16, 17, 9]. Our bounded-cohomological version of Quillen’s method will replace conditions (Q1)-(Q3) above by corresponding measurable versions. Our complexes will be semi-simplicial objects in a suitable category of measure spaces; we will define a notion of measurable connectivity based on measurable bounded functions; transitivity will be understood up to null sets; and point stabilizers have to be isomorphic to smaller groups in the series only up to amenable kernels. For a precise statement, see Key Lemma 2.9 below.

The complexes to which we will apply our criterion are going to be defined as follows: Recall that the non-compact Stiefel variety $X_{r,k}$ of bases of $k$-dimensional subspaces of $\mathbb{R}^r$ is a fiber bundle over the corresponding Grassmannian $Gr_k(\mathbb{R}^r)$. Symplectic Stiefel varieties can be defined similarly, by considering first the “symplectic Grassmannian” consisting of $k$-dimensional isotropic subspaces of a symplectic vector space $(\mathbb{R}^{2r}, \omega)$. Over these, one then has corresponding “symplectic Stiefel varieties” consisting of ordered bases, and these varieties can be arranged into a complex in which the face maps are given simply by forgetting one of the basis vectors. It is easy to see that the symplectic groups act increasingly transitively on these symplectic Stiefel complexes. The hardest part of the proof is to establish increasing measurable connectivity; for this we introduce a new method of constructing “random homotopies” in measure spaces, which may be of independent interest.

In our proofs we have to fight some additional technical difficulties which are intrinsic to bounded cohomology. Namely, bounded cohomology is not exact along arbitrary long exact sequences of coefficient modules, but only along so-called dual sequences. In practice, this means that one has to construct explicit probability measures in the canonical invariant measure class of symplectic Stiefel varieties, such that integration against these measures is dual to the boundary maps in the associated complex of $L^\infty$-function classes. This is not an issue in the case

---

1Roughly speaking, a set endowed with a structure that enables the definition of its simplicial (co)homology. Semi-simplicial sets are also known as $\Delta$-complexes in the literature, though we will refrain from the use of this terminology here. For the precise definition of a semi-simplicial object in a category, see the first paragraph of Section 2.
of special linear groups, where the Stiefel varieties are measurably isomorphic to products of projective spaces, and any choice of product measures is appropriate. In the case of symplectic groups there does not seem to be a similarly simple work-around; we resolve the problem by applying the co-area formula from geometric measure theory. There are also additional problems related to the fact that one is always working with function classes rather than actual functions, and finally there are a number of measurability questions; these technical issues are responsible for the length of the current article.

1.3. **Outlook and future work.** The definition of symplectic Stiefel complexes can be given in terms of the associated symplectic polar spaces, and similar Stiefel complexes can be constructed for more general polar spaces. We observe that all the other classical families of split groups mentioned above can also be realized as automorphism groups of polar spaces. This suggests a strategy to establish stability for these families by applying our general criterion to the corresponding Stiefel complexes. We believe that this approach does indeed work, but since some of the necessary technical verifications become substantially harder in these cases, we leave them for another time. Another problem not addressed in the current article concerns finding the optimal stability range in the symplectic case. The stability range we obtain here for symplectic groups is exponential in the real rank, compared to a conjecturally linear stability range. It is possible that the symplectic Stiefel complexes have better connectivity properties than what we prove here, but establishing better bounds would most likely require a deeper understanding of the finer combinatorial properties of symplectic Stiefel complexes. Finding the optimal connectivity result concerning symplectic Stiefel complexes is an interesting combinatorial problem even for symplectic groups (and other classical groups acting on polar spaces) over finite fields.

1.4. **Structure of the article.** The structure of this article is as follows. In Section 2, we state Key Lemma 2.9, the bounded-cohomological Quillen’s method for sequences of nested lcsc groups, giving precise definitions of the category in which our semi-simplicial objects will lie and of the measure-theoretical versions of Properties (Q1)–(Q3); the proof of our criterion is deferred to Section 6. We then demonstrate our criterion by recovering Monod’s $H^{\bullet}_{cb}$-stability theorems. We then explain the proof of our main theorem, assuming the existence of a sequence of semi-simplicial objects $X_r$, with suitable properties. In Section 3, we introduce formally the symplectic Stiefel complex $X$, associated to a symplectic vector space $(V, \omega)$ and establish all of their desired properties except for “measurable connectivity”. Its proof is tackled in Sections 4 and 5. In the former we construct the required contracting homotopy at the level of bounded measurable functions, and in the latter we show that our homotopy descends to function classes.

We include three appendices with background material. Appendix A summarizes the properties of Monod’s category of coefficient modules, which underlies the functorial approach to continuous bounded cohomology of locally compact groups. Appendix B summarizes basic topological properties of symplectic Grassmannians, and Appendix C collects some basic facts from measure theory that we use throughout.

---

2The reason for writing this example in detail is that there is an inaccuracy in the induction step that yields the original stability bounds in [24]; this is mentioned by its author in the Note before Lemma 10 in [25]. The bounds are amended in Remark 2.11 and Remark 2.12 below.
Notational conventions. We adopt the convention that \(0 \in \mathbb{N}\). For any \(R \in \mathbb{N}\), we denote by \([R]\) the subset \(\{0, \ldots, R\}\) of \(\mathbb{N}\), and we set \([\infty] := \mathbb{N}\). The symmetric group on \(k\) letters will be denoted by \(\mathfrak{S}_k\). Given a measure space \((X, \mu)\) and \(0 \leq p < \infty\), we denote by \(L^p(X, \mu)\) (or simply by \(L^p\)) when the measure \(\mu\) is understood from the context) the space of \(\mu\)-measurable functions \(f : X \to \mathbb{R}\) such that \(\mu(|f|^p) < \infty\). For \(p = \infty\), \(L^\infty(X)\) denotes the space of bounded measurable functions on \(X\). For distinction, the corresponding spaces of function classes will be denoted by \(L^p(X, \mu)\) or \(L^p(X)\) for \(1 \leq p \leq \infty\). We will denote by \(H^d_X\) the \(d\)-dimensional Hausdorff measure on a metric space \(X\), omitting mention of \(X\) when the space is clear from the context.
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2. The bounded-cohomological Quillen’s method

2.1. Admissible \(G\)-objects and associated \(L^\infty\)-complexes. A semi-simplicial object \(X\), in a category \(C\) is a sequence of objects \((X_k)_{k=0}^\infty\), together with morphisms \(\delta_{i,k} : X_{k+1} \to X_k\) for all \(k\) and \(i \in [k]\), called the face maps of the semi-simplicial object, such that

\[
\delta_{i,k-1} \circ \delta_{j,k} = \delta_{j-1,k-1} \circ \delta_{i,k} \quad \text{whenever } i < j.
\]

If \(k\) is clear from the context we will usually denote the face map \(\delta_{i,k}\) simply by \(\delta_i\). In the situations we are interested in, \(C\) will always be a concrete category. Elements of the set underlying \(X_k\) will then be referred to as \(k\)-simplices of the semi-simplicial object. If the set underlying \(X_k\) is empty for all \(k \geq n + 1\), then we say that \(X\) is \(n\)-dimensional and write \(\dim(X) = n\).

We are going to consider semi-simplicial objects in the following category (cf. Definition A.3):

Definition 2.1. A regular \(G\)-space is a standard Borel space \(X\), endowed with a Borel \(G\)-action and a Borel probability measure \(\mu\) on \(X\) that is \(G\)-quasi-invariant in the sense that \(g_\ast \mu \sim \mu\) for all \(g \in G\). We denote by \(\text{Reg}_G\), the category whose objects are regular \(G\)-spaces and morphisms are Borel \(G\)-maps.

Definition 2.2. A semi-simplicial object \(X\), in \(\text{Reg}_G\) is called a measured \(G\)-object.

Let \(G\) be a lcsc group, let \(X\) be an \(n\)-dimensional measured \(G\)-object (with possibly \(n = \infty\)), and for every \(k \in [n]\), let \(\mu_k\) denote the choice of a \(G\)-quasi-invariant probability measure on \(X_k\). By Example A.4, the pairs \((L^1(X_k), L^\infty(X_k))\) are then coefficient \(G\)-modules in the sense of Remark A.2. Note that the face maps \(\delta_i : X_{k+1} \to X_k\) of the \(G\)-object \(X\), induce operators \(\delta_i^* : L^\infty(X_k) \to L^\infty(X_{k+1})\). Since the operators \(d^k = \sum_{i=0}^{k+1} (-1)^i \delta_i^*\) satisfy \(d^{k+1} \circ d^k = 0\) for all
\( k \geq 0 \), the sequence

\[
0 \to L^\infty(X_0) \xrightarrow{d^0} L^\infty(X_1) \xrightarrow{d^1} L^\infty(X_2) \to \cdots \to L^\infty(X_n)
\]

is a complex of vector spaces that we call the \( L^\infty \)-complex associated to \( X \). We also denote by \( d^{-1} : \mathbb{R} \to L^\infty(X_0) \) the inclusion of constants and refer to

\[
0 \to \mathbb{R} \xrightarrow{d^{-1}} L^\infty(X_0) \xrightarrow{d^0} L^\infty(X_1) \xrightarrow{d^1} L^\infty(X_2) \to \cdots \to L^\infty(X_n)
\]

as the augmented \( L^\infty \)-complex associated to \( X \).

In general, the functors \( L^\infty(G^n; -)^G \) are only well-behaved in terms of exactness as in Definition A.7 along complexes of coefficient modules, i.e. complexes in which all differentials are weak-*-continuous. We thus have to require this as an additional condition on the augmented \( L^\infty \)-complex above.

**Definition 2.3.** A measured \( G \)-object is called *admissible* if its associated augmented \( L^\infty \)-complex is a complex of coefficient \( G \)-modules, i.e. if each of the morphisms \( d^k \) is dual to a morphism \( L^1(X_{k+1}) \to L^1(X_k) \).

We emphasize that while the augmented \( L^\infty \)-complex of \( X \), only depends on the underlying \( G \)-invariant measure classes on the standard Borel spaces \( X_k \), the notion of admissibility depends on the specific choice of probability measures on these spaces.

### 2.2. Measured Quillen families and stability.

Our next goal is to formulate versions of Quillen’s conditions (Q1)–(Q3) from the introduction in our measurable context.

**Definition 2.4.** Let \( \tilde{X} \), be an \( n \)-dimensional measured \( G \)-object and let \( q \in [n] \) be an integer. We say that \( \tilde{X} \), is:

1. (i) *measurably \( q \)-connected* if the homology of its augmented \( L^\infty \)-complex (2.2) vanishes up to degree \( q \).
2. (ii) *\( q \)-transitive* if for all \( k \in [q] \), the \( G \)-action on \( \tilde{X}_k \) is transitive.
3. (iii) *essentially \( q \)-transitive* if for all \( k \in [q] \), the \( G \)-action on \( \tilde{X}_k \) has a Borel orbit \( X_k \) of full measure and such that \( \delta_i(X_k) \subset X_{k-1} \) for all \( i \in [k] \) whenever \( k \geq 1 \).

As a convention, we will say that a measured \( G \)-object \( \tilde{X} \), is measurably \((-\infty)\)-connected if \( \tilde{X} \), is not measurably \( q \)-connected for any \( q \in [n] \). If \( n = \infty \) and \( \tilde{X} \), is measurably \( q \)-connected for all \( q \) we also say that \( \tilde{X} \), is measurably \( \infty \)-connected.

**Remark 2.5.** If \( \tilde{X} \), is measurably \( q_1 \)-connected and essentially \( q_2 \)-transitive, then we can pass from \( \tilde{X} \), to \( X \), to obtain a measurably \( q_1 \)-connected and \( q_2 \)-transitive \( G \)-object. Thus, assuming actual transitivity (as opposed to essential transitivity) is not a restriction.

We now need a measurable notion of compatibility for families of \( G \)-objects. Fix \( R \in \mathbb{N} \cup \{ \infty \} \) and assume that \( (G_r)_{r \in [R]} \) is an ascending series of lcsc groups, i.e. a sequence of lcsc groups with inclusions \( G_r \hookrightarrow G_{r+1} \) for all \( r < R \). Furthermore assume that for every \( r \in [R] \) we are given a \( G_r \)-object \( X_r \), that is \( \tau(r) \)-transitive, where \( \tau : [R] \to \mathbb{N} \) is a function.
Definition 2.6. We say that \((G_r)_{r \in [R]}\) and \((X_r)_{r \in [R]}\) are measurably \(\tau\)-compatible if for every \(r \in [R]\) and every \(q \in [\tau(r)]\) there exist point stabilizers \(H_{r,q}\) for the action of \(G_r\) on \(X_{r,q}\) and surjective homomorphisms \(H_{r,p} \twoheadrightarrow G_{r-1-q}\) with amenable kernel such that for all \(q < \tau(r)\) there is an inclusion \(H_{r,q+1} \hookrightarrow H_{r,q}\) making the following diagram commute:

\[
\begin{array}{ccc}
H_{r,q+1} & \twoheadrightarrow & H_{r,q} \\
\downarrow & & \downarrow \\
G_{r,q-2} & \twoheadrightarrow & G_{r,q-1}
\end{array}
\] (2.3)

Remark 2.7. Here \(G_r\) is understood as the trivial group whenever \(r < 0\). One can define a similar notion if \(G_r\) is merely essentially \(\tau\)(r)-transitive on \(\tilde{X}_{r,p}\); in this case one has to require \(H_{r,p}\) to be the stabilizer of a generic point.

Definition 2.8. Let \(R \in \mathbb{N} \cup \{\infty\}\), let \(\gamma : [R] \rightarrow \mathbb{N} \cup \{-\infty, \infty\}\) and \(\tau : [R] \rightarrow \mathbb{N}\) be functions, let \((G_r)_{r \in [R]}\) be an ascending series of lcsc groups, and, for every \(r \in [R]\), let \(X_r\) be an admissible \(G_r\)-object. We say that \((G_r, X_r)_{r \in [R]}\) is a measured Quillen family of length \(R\) with parameters \((\gamma, \tau)\) if

(QM1) \(X_r\) is measurably \(\gamma(r)\)-connected for every \(r \in [R]\);
(QM2) \(X_r\) is \(\tau(r)\)-transitive for every \(r \in [R]\);
(QM3) \((G_r)_{r \in [R]}\) and \((X_r)_{r \in [R]}\) are measurably \(\tau\)-compatible.

Key Lemma 2.9. Assume that \((G_r, X_r)_{r \in \mathbb{N}}\) is an infinite measured Quillen family with parameters \((\gamma, \tau)\). If \(\gamma(r) \rightarrow \infty\) and \(\tau(r) \rightarrow \infty\) as \(r \rightarrow \infty\), then \(H_{cb}\) stabilizes along \((G_r)_{r \in \mathbb{N}}\).

Key Lemma 2.9 will be established in Section 6. From the proof one obtains an explicit stability range in terms of the parameters \(\gamma\) and \(\tau\). We state a quantitative version of Key Lemma 2.9 in Theorem 6.1 below. From this quantitative version one also obtains a version of Key Lemma 2.9 for finite-length measured Quillen families, provided the parameters grow fast enough.

2.3. Monod’s stability result revisited. To illustrate Key Lemma 2.9, we explain how it implies Monod’s stability results from [24]. We use this opportunity to record the corrected bounds. Let \(\mathcal{K}\) be a local field or skew-field (e.g. \(\mathbb{R}, \mathbb{C}, \mathbb{Q}_p\) or \(\mathbb{H}\)), and abbreviate \(G_r := \text{GL}_r(\mathcal{K})\). We consider \(G_r\) as a subgroup of \(G_{r+1}\) included into the bottom-right corner. Given \(r \in \mathbb{N}\) we define \(\tilde{X}_{r,k} := (\mathbb{P}^{r-1}(\mathcal{K}))^{k+1}\). The homogeneous space \(\mathbb{P}^{r-1}(\mathcal{K})\) admits a unique \(G_r\)-invariant measure class; we fix a probability measure \(\mu\) in this class once and for all, and define a \(G\)-quasi-invariant measure on \(\tilde{X}_{r,k}\) by \(\mu_{r,k} := \mu \circ (\cdot)^{k+1}\). We denote by \(X_{r,k} \subset \tilde{X}_{r,k}\) the full-measure subset

\[
X_{r,k} := \{(p_0, \ldots, p_k) \in \tilde{X}_{r,k} \mid \dim \text{span}(p_I) = \min\{|I|, r\}\},
\]

where for a subset of indices \(I \subset [k]\), we set \(p_I := \{p_i \mid i \in I\}\), and \(\text{span}(p_I)\) denotes the linear span in \(\mathcal{K}^r\) of the lines contained in \(p_I\). For \(k \in [r]\), \(X_{r,k}\) is the unique \(G\)-orbit of full measure of \(X_{r,k}\); for \(k < r\), it is a non-compact Stiefel variety. Denote by \(\delta_r : \tilde{X}_{r,k+1} \rightarrow \tilde{X}_{r,k}\) the face map given by deleting the \(i\)-th coordinate; these maps restrict to \(X_{r,k}\).

Lemma 2.10. The pair \((G_r, X_{r,\cdot})_{r \geq 1}\) is a measured Quillen family.
We sketch the proof: It is well known that $X_r$ is $r$-transitive. As mentioned in the introduction, this high essential multiple transitivity on flag varieties is a unique feature of general and special linear groups. Compatibility follows from the fact that $G_r$ is the Levi factor of the point stabilizer of $G_{r+1}$ acting on projective space. It remains to show admissibility and measurable connectivity; both are easy because $\mu_{r,k}$ is a product measure, another luxury that we will not encounter in other classical families. Concerning admissibility, the fact that $\mu_{r,k}$ is a product measure implies that the maps

$$\partial_i : L^1(X_{r,k+1}) \to L^1(X_{r,k})$$

are well-defined by Fubini’s theorem, and they are easily seen to be pre-dual to the face operators $\partial^i$ for every $i = 0, \ldots, k$. The product structure also allows us to define a morphism $h^r : L^\infty(\mathcal{X}_{r+1}) \to L^\infty(\mathcal{X}_r)$ (by integration over the first variable) that satisfies $q^{k-1} h^{k-1} + h^k q^k = id$ for all $k \geq 0$. This proves that $X_r$ is $\infty$-connected, thus establishing Lemma 2.10, and thereby stability of the family $(G_r)_{r \geq 1}$.

**Remark 2.11 (Stability range for $GL_r$).** Let us compute the stability range using the quantitative version of Key Lemma 2.9 in Theorem 6.1 below: We have $\gamma(r) = \infty$, $\tau(r) = r$ and $q_0 = 2$, hence $\tau(q,r) = \infty$ and $\tau(q,r) = r - 2q + 4$ with the notation of Theorem 6.1. We thus get isomorphisms $H^q_{cb}(GL_{r+1}(k)) \to H^q_{cb}(GL_r(k))$ for all $q \geq 2$ and $r \geq 2q - 3$, and an injection for $r = 2q - 4$.

**Remark 2.12 (Stability for $SL_r$ and its range).** Observe that the sequence $(SL_r(k), X_r)$ does not satisfy the measurable compatibility axiom (QM3) from Definition 2.8, and hence, is not a measured Quillen family. To obtain stability for $(SL_r(k))_{r \in \mathbb{N}}$, we need to consider for any $r \geq 2$ the finite-length measured Quillen family

$$((GL_0(k), X_0), (GL_1(k), X_1), \ldots, (GL_r(k), X_r), (SL_{r+1}(k), X_{r+1}), \ldots), (SL_{r+1}(k), X_{r+1},))$$

Note that in general $SL_{r+1}(k)$ is only $r$-transitive, rather than $(r+1)$-transitive on $X_{r+1}$. One deduces from this and Theorem 6.1 that $H^q_{cb}(SL_{r+1}(k)) \to H^q_{cb}(GL_r(k))$ is an isomorphism whenever $r \geq \max\{2q - 3, q + 1\}$ and an injection if $r = \max\{2q - 4, q\}$. Combining this with the result for $GL_r(k)$, we deduce that there exists an isomorphism $H^q_{cb}(SL_{r+1}(k)) \cong H^q_{cb}(SL_r(k))$ for $r \geq \max\{2q - 2, q + 2\}$.

In the case $k = \mathbb{C}$, it is possible to obtain a better stability range. As pointed out in Corollary 8.5.5 of [22], the inclusion $SL_r(\mathbb{C}) \subset SL_r(\mathbb{C})$ induces an isomorphism in continuous bounded cohomology. Hence, by Remark 2.11, the map $H^q_{cb}(SL_{r+1}(\mathbb{C})) \to H^q_{cb}(SL_r(\mathbb{C}))$ is an isomorphism for all $q \geq 2$ and $r \geq 2q - 3$, and an injection for $r = 2q - 4$.

**Remark 2.13 (Corollaries in degree three for $SL_r$).** The two previous remarks fix the stability ranges given in [25]. While the correct bounds are in general worse than claimed in loc. cit., we still get injections

$$H^3_{cb}(SL_r(\mathbb{R})) \subset H^3_{cb}(GL_2(\mathbb{R})) \quad \text{and} \quad H^3_{cb}(SL_r(\mathbb{C})) \subset H^3_{cb}(SL_2(\mathbb{C}))$$

for all $r \geq 3$. They have as corollaries that $H^3_{cb}(SL_r(\mathbb{R})) = 0$ (see Theorem 1.2 in [24]) and that $\dim H^3_{cb}(SL_r(\mathbb{C})) \leq 1$ for all $r \in \mathbb{N}$, respectively. In particular, the latter statement is used in [3] to conclude that the comparison map $H^3_{cb}(SL_r(\mathbb{C})) \to H^3_c(SL_r(\mathbb{C}))$ is an isomorphism for every $r \in \mathbb{N}$.
2.4. **Summary of results in the symplectic case.** The remainder of this article, with the exception of Section 6, is devoted to the proof of the following result, which implies Theorem 1.2 in view of Key Lemma 2.9.

**Theorem 2.14.** For $k \in \{\mathbb{R}, \mathbb{C}\}$ there exists a measured Quillen family $(\text{Sp}_{2r}(k), X_r)$ with parameters
\[
\gamma(r) = \sup\{q \in \mathbb{N} \mid 2^q + \lceil (q + 1)/2 \rceil \leq r\}
\]
and $\tau(r) = r - 1$.

**Remark 2.15.** To determine the stability range implied by Theorem 2.14 and Theorem 6.1, let us abbreviate $\hat{\gamma}(q) := 2^q + \lceil (q + 1)/2 \rceil$. We claim that the map $H^q_{cb}(\text{Sp}_{2r+2}(k)) \to H^q_{cb}(\text{Sp}_{2r}(k))$ is an isomorphism if $r \geq \hat{\gamma}(q) - 1$.

As explained in Remark 6.2, we may take $q_0 = 2$ in Theorem 6.1. Fix $q \geq q_0 + 1 = 3$, and observe that $\tilde{\gamma}(q, r) = r - 2q + 3$. Therefore, we have
\[
\tilde{\gamma}(q, r) - 1 \geq 0 \quad \text{if and only if} \quad r \geq 2q - 2.
\]
Note also that $\hat{\gamma}$ is strictly increasing, and hence
\[
\gamma(r + 1 - 2(q - j)) - j \geq 0 \quad \text{if and only if} \quad r \geq 2q - 1 + (\hat{\gamma}(j) - 2j).
\]
for all $j \in \{3, \ldots , q\}$. Thus,
\[
\hat{\gamma}(q, r) \geq 0 \quad \text{if and only if} \quad r \geq 2q - 1 + \max_{j=3}^q (\hat{\gamma}(j) - 2j).
\]
Since the function $\{3, \ldots , q\} \ni j \mapsto \hat{\gamma}(j) - 2j$ is, too, strictly increasing, we have $\max_{j=3}^q (\hat{\gamma}(j) - 2j) = \hat{\gamma}(q) - 2q$. As a result of the equivalences $(2.4)$ and $(2.5)$, we deduce from Theorem 6.1 that the desired isomorphism in continuous bounded cohomology holds if $r \geq \max\{2q - 2, \hat{\gamma}(q) - 1\} = \hat{\gamma}(q) - 1$, completing the proof of the claim.

We point out that because of the rapid growth of the function $\hat{\gamma}$, we are not able to profit from the injectivity statement in Theorem 6.1, as the corresponding range would be also given by the function $q \mapsto \max\{2q - 3, \hat{\gamma}(q) - 1\} \neq \hat{\gamma}(q) - 1$.

3. **The symplectic Stiefel complexes**

3.1. **Symplectic Stiefel varieties.** Throughout this section let $(V, \omega)$ be a symplectic vector space over $k \in \{\mathbb{R}, \mathbb{C}\}$ of finite positive dimension $n = 2r$, and abbreviate $G := \text{Sp}(V, \omega)$. We refer the reader to Appendix B for background and notation concerning symplectic vector spaces. We recall from there that for $l \in [r]$ the **symplectic Grassmannian** of type $l$ as defined by
\[
G_l(V, \omega) := \{W \in \text{Gr}_{l+1}(V) \mid W \text{ is isotropic}\}
\]
is a homogeneous space under $G$. We also recall from Lemma B.9 that the Chabauty–Fell topology on these spaces coincides with the quotient topology, and that with respect to this topology the symplectic Grassmanians are compact. Since $(V, \omega)$ will be fixed throughout this section, we will abbreviate $G_l := G_l(V, \omega)$. We will also abbreviate $\mathcal{P} := G_0 = \mathbb{P}(V)$ and $\mathcal{G} := \bigsqcup_l G_l$.
For $0 \leq k \leq r-1$, we define
\[ \hat{X}_k := \{(p_0, \ldots, p_k) \in P^{k+1} \mid \text{span}(p_0, \ldots, p_k) \in G\}; \text{ and} \]
\[ X_k := \{(p_0, \ldots, p_k) \in \hat{X}_k \mid \text{span}(p_0, \ldots, p_k) \in G_{k}\}. \]

The space $\hat{X}_k$ is a closed (hence compact) subspace of the product space $P^{k+1}$ for every $k$. On the other hand, $X_k$ is an open, dense subset of $\hat{X}_k$, being Zariski open with respect to the natural variety structure on $P^{k+1}$. Note that both $\hat{X}_k$ and $X_k$ admit $G_{k+1}$-actions by permuting the coordinates, and continuous $G$-actions by restricting accordingly the diagonal action on $P^{k+1}$.

Also, the map
\[ \text{span} : X_k \to G_{k}, \quad (p_0, \ldots, p_k) \mapsto \text{span}(p_0, \ldots, p_k) \]
is a continuous (Lemma B.7), $G$-equivariant, $G_{k+1}$-invariant surjection. In fact, $X_k$ is a fiber bundle over $G_k$ via this map. In analogy to the classical objects, we define:

**Definition 3.1.** The homogeneous space $X_k$ is called the $k$-Stiefel variety of $(V, \omega)$, and $\hat{X}_k$ is called the compactified $k$-Stiefel variety of $(V, \omega)$.

For $i \in [k]$, the face maps $\delta_i : P^{k+1} \to P^k$ that delete the $i$-th component in a $(k+1)$-tuple restrict to continuous, $G$-equivariant maps $\hat{X}_{k+1} \to \hat{X}_k$ and $X_{k+1} \to X_k$ that we also denote by $\delta_i$. Thus, $\hat{X}$ and $X$ are semi-simplicial objects in the category of topological $G$-spaces, i.e. of topological spaces with a continuous $G$-action by homeomorphisms.

Note that, by Proposition B.2, the group $G$ acts transitively on $X_k$ for all $k \in [r-1]$, whence there exists a unique $G$-invariant measure class on $X_k$. If we choose for every $k \in [r-1]$ an arbitrary probability measure on $X_k$ in the $G$-invariant measure class, then $X_k$ together with these measures will always be an $(r-1)$-transitive measured $G$-object. However, its admissibility will depend on the choice of probability measures on $X_k$. Thus, our next task will be to construct explicit quasi-invariant probability measures on each $X_k$. The remainder of the section will then be devoted to the proof of admissibility of the resulting $G$-object.

### 3.2. Perpendicular measures

We keep the notation of the previous subsection. We are going to introduce a class of probability measures on the projective space $P = \mathbb{P}(V)$. These measures will be used in the next subsection to construct explicit quasi-invariant probability measures on the Stiefel varieties $X_k$ and will also feature prominently in our proof of measurable connectivity of the Stiefel $G$-object in the next section.

From now on we fix an inner product $\langle \cdot, \cdot \rangle$ on $V$ and denote by $K(V)$ the maximal compact subgroup of $\text{GL}(V)$ that preserves $\langle \cdot, \cdot \rangle$. We denote the induced norm and metric by $\| \cdot \|$ and $d_V$ respectively.

Given a non-zero linear subspace $W \subset V$ we denote by $B_W$ the intersection of $W$ with the unit ball with respect to $d_V$. We then denote by $L_W$ the unique multiple of the Lebesgue measure on $W$ normalized to $L_W(B_W) = 1$. Finally we denote by $\mathbb{P}(W)$ the associated projective space and by $\pi_W : W \setminus \{0\} \to \mathbb{P}(W)$ the associated quotient map. We then define a probability measure $\lambda_W$ on $\mathbb{P}(W)$ by
\[
\int_{\mathbb{P}(W)} f \, d\lambda_W := \int_{B_W} \pi_W^* f \, dL_W, \quad f \in C(\mathbb{P}(W)).
\]
We will consider $\lambda_W$ as a measure on $P = \mathbb{P}(V)$ supported on the compact subset $\mathbb{P}(W)$; this defines a map

$$\lambda : \text{Gr}(V) \setminus \{0\} \to \text{Prob}(P), \quad W \mapsto \lambda_W$$

where $\text{Gr}(V)$ is the union of the Grassmannians of $V$, equipped with the Chabauty topology, as in (B.4).

**Remark 3.2.** In group theoretic terms, we can characterize the measures $\lambda_W$ as follows. If $W \subset V$ is a linear subspace and $W^\perp$ denotes its orthogonal complement with respect to $\langle \cdot, \cdot \rangle$, then $V = W \oplus W^\perp$. Hence, we can extend every $g \in \text{GL}(W)$ to an automorphism of $V$ by acting identically on $W^\perp$, and thereby define an embedding $\text{GL}(W) \hookrightarrow \text{GL}(V)$. Under this embedding, the group $K(W) := \text{GL}(W) \cap K(V)$ is the unique maximal compact subgroup of $\text{GL}(W)$ preserving the inner product $\langle \cdot, \cdot \rangle |_{W \times W}$. Moreover, if $P(V, W) := \text{Stab}_{G(V)}(W)$ denotes the set-stabilizer of $W$ in $\text{GL}(V)$, then

$$\text{Stab}_{K(V)}(W) = P(V, W) \cap K(V) = K(W) \times K(W^\perp).$$

Now $\mathbb{P}(W)$ is a homogeneous space of both $\text{GL}(W)$ and $K(W)$, and $\lambda_W$ is invariant under $K(W)$ by construction. It is thus the unique $K(W)$-invariant probability measure supported on $\mathbb{P}(W)$, and its measure class $[\lambda_W]$ is the unique $\text{GL}(W)$-invariant measure class on $\mathbb{P}(W)$, and also invariant under $P(V, W)$.

Using Remark 3.2, we can establish the following properties of the map $\lambda$.

**Lemma 3.3.** The map $\lambda$ is continuous with respect to the weak-* topology on $\text{Prob}(P)$. Moreover, it is $K(V)$-equivariant and $\text{GL}(V)$-quasi-equivariant, i.e. for every $g \in \text{GL}(V)$ and every $W \in \text{Gr}(V)$, the probability measures $g_*\lambda_W$ and $\lambda_{gW}$ are mutually absolutely continuous.

**Proof.** We first establish the $K(V)$-equivariance and $\text{GL}(V)$-quasi-equivariance of $\lambda$. Let $W \in \text{Gr}(V)$. For $k \in K(V)$, the probability measure $k_*\lambda_W$ is supported on $kW$ and invariant under $kK(W)k^{-1} = K(kW)$, hence coincides with $\lambda_{kW}$ by uniqueness. This shows that $\lambda$ is $K(V)$-equivariant. Now, if $g \in \text{GL}(V)$, there exists $k \in K(V)$ such that $gW = kW$ and hence $gk^{-1} \in P(V, kW)$, so $g_*\lambda_W = (gk^{-1})_*k_*\lambda_W = (gk^{-1})_*\lambda_{kW}$. Since $\lambda_{kW}$ is quasi-invariant under $P(V, kW)$ the latter is equivalent to $\lambda_{kW} = \lambda_{gW}$, showing that the action is $\text{GL}(V)$-quasi-equivariant.

For the continuity of $\lambda$, in view of (B.4), it suffices to establish continuity for each of the restrictions $\lambda_i := \lambda |_{\text{Gr}_{i+1}(V)}$, where $i \in [n-1]$. For this purpose, fix $i$ and let $(W_n)_n$ be a sequence in $\text{Gr}_{i+1}(V)$ converging to a subspace $W \in \text{Gr}_{i+1}(V)$. Since $K(V)$ acts transitively on $\text{Gr}_{i+1}(V)$ we find $k_n \in K(V)$ with $W_n = k_nW$, and we may assume by passing to a subsequence that $k_n$ converges to some $k \in K(V)$. By continuity of the action, we then have $kW = \lim k_nW = W$, i.e. $k \in \text{Stab}_{K(V)}(W) = K(W) \times K(W^\perp)$, and hence $k_*\lambda_W = \lambda_W$. We deduce that

$$\lim_{n \to \infty} \lambda_{W_n} = \lim_{n \to \infty} \lambda_{k_nW} = \lim_{n \to \infty} (k_n)_*\lambda_W = k_*\lambda_W = \lambda_W,$$

where the second-to-last equality follows from the continuity of the $\text{GL}(V)$-action on $\text{Prob}(P)$. □
In probabilistic language, \( \lambda_W \) is the distribution of a random point \( p \in \mathcal{P} \) subject to the condition that \( p \in \mathbb{P}(W) \). Similarly, the following definition describes the distribution of a “random symplectic perpendicular”, i.e. a random point that is perpendicular with respect to \( \omega \) to a given finite set of points in \( \mathcal{P} \). As in Subsection B.2, given a subset \( S \subset V \), we write \( S^{\omega} \) for the symplectic complement of \( S \) with respect to \( \omega \).

**Definition 3.4.** Given an integer \( k \in [2r-2] \), we define

\[
v^k : \mathcal{P}^{k+1} \to \text{Prob}(\mathcal{P}), \quad (p_0, \ldots, p_k) \mapsto v^k_{(p_0, \ldots, p_k)} := \lambda_{\text{span}(p_0, \ldots, p_k)}.
\]

The measure \( v^k_{(p_0, \ldots, p_k)} \) is called the **perpendicular measure** to \((p_0, \ldots, p_k)\).

The restriction of the definition to \( k \leq 2r-2 \) is important, since it may happen for \( k > 2r-2 \) that \( \text{span}(p_0, \ldots, p_k) = V \) and hence \( \text{span}(p_0, \ldots, p_k)^\omega = \{0\} \). The following proposition summarizes basic properties of the map \( v^k \). Here we recall our abbreviation \( G := \text{Sp}(V, \omega) \), and choose a maximal compact subgroup of \( G \) by setting \( K := G \cap K(V) \).

**Proposition 3.5.** For every \( k \in [2r-2] \), the map \( v^k \) is an \( \mathfrak{S}_{k+1} \)-invariant, \( K \)-equivariant and \( G \)-quasi-equivariant Borel map. For every \( l \in [k+1] \), it is continuous on the subset \( \mathcal{P}^{k+1}_l := \{(p_0, \ldots, p_k) \mid \dim \text{span}(p_0, \ldots, p_k) = l\} \subset \mathcal{P}^{k+1} \).

**Proof.** Observe that \( v^k \) can be written as the composition

\[
(\mathcal{P}^{k+1} \xrightarrow{\text{span}} \text{Gr}(V) \setminus \{V\} \xrightarrow{(-)^\omega} \text{Gr}(V) \setminus \{0\} \xrightarrow{\lambda} \text{Prob}(\mathcal{P})).
\]

Now, the map \( \text{span} : \mathcal{P}^{k+1} \to \text{Gr}(V) \) is Borel (and continuous on each \( \mathcal{P}^{k+1}_l \)) by Lemma B.7, and clearly \( \mathfrak{S}_{k+1} \)-invariant and \( \text{GL}(V) \)-equivariant; the symplectic polarity \( (-)^\omega : \text{Gr}(V) \to \text{Gr}(V) \) is \( G \)-equivariant and continuous by Lemma B.8; and \( \lambda \) is continuous, \( K \)-invariant and \( G \)-equivariant by Lemma 3.3. \( \square \)

**Remark 3.6.** From now on, unless specificity is necessary, we will avoid making the index \( k \) explicit and refer to all the maps \( v^k \) simply as \( v \) and write \( v_{p_0, \ldots, p_k} := v^k_{(p_0, \ldots, p_k)} \). Note that the latter only depends on the set \( \{p_0, \ldots, p_k\} \). By construction, \( v_{p_0, \ldots, p_k} \) is supported on the subspace \( \mathbb{P}(\text{span}(p_0, \ldots, p_k)^\omega) \) of \( \mathcal{P} \) and thus

\[
(2.2) \quad \omega(p, p_j) = 0 \quad \text{for all } j \in \{0, \ldots, k\} \text{ and } v_{p_0, \ldots, p_k} \text{-almost all } p \in \mathcal{P}.
\]

Because of this, we refer to a random variable distributed according to the measure \( v_{p_0, \ldots, p_k} \) as a **random perpendicular** to \( p_0, \ldots, p_k \). The following lemma ensures that generically a random perpendicular to \( (p_0, \ldots, p_k) \) is linearly independent of \( (p_0, \ldots, p_k) \).

**Lemma 3.7.** For all \( k \in [r-2] \) and all \( (p_0, \ldots, p_k) \in X_k \), the Borel set \( \{p \in \mathcal{P} \mid (p_0, \ldots, p_k, p) \in X_{k+1} \} \) has full \( v_{p_0, \ldots, p_k} \)-measure.

**Proof.** Let \( W := \text{span}(p_0, \ldots, p_k) \) and let \( A := \{p \in \mathcal{P} \mid (p_0, \ldots, p_k, p) \in X_{k+1}\} \). Then we have that \( W \not\subset \mathbb{P}(W^\omega) \), since equality holds only in the Lagrangian case. Moreover, the equality \( A = \mathbb{P}(W^\omega) \setminus \mathbb{P}(W) \) holds, and as a positive-codimension, closed embedded submanifold of \( \mathbb{P}(W^\omega) \), the projective subspace \( \mathbb{P}(W) \) is Borel and a Lebesgue null set. Hence,

\[
v_{p_0, \ldots, p_k}(A) = \lambda_{W^\omega}(\mathbb{P}(W^\omega) \setminus \mathbb{P}(W)) = 1.
\]

\( \square \)
3.3. Measures for symplectic Stiefel complexes. We are going to define recursively probability measures \( \mu_k \) on the compactified Stiefel varieties \( \overline{X}_k \) for all \( k \in [r-1] \), using perpendicular measures. For \( k = 0 \), we have \( \overline{X}_0 = X_0 = \mathbb{P}(V) = \mathbb{P} \) and we define \( \mu_0 := \lambda_V \). Given \( k = 1, \ldots, r-1 \), we set

\[
\mu_{k+1}(X_{k+1}) = \int_{X_k} v_{p_0, \ldots, p_k} \left( \{ p_{k+1} \mid (p_0, \ldots, p_k, p_{k+1}) \in X_{k+1} \} \right) \, d\mu_k(p_0, \ldots, p_k).
\]

To see that this is well-defined, we observe that the inner integral defines a Borel measurable function on \( \overline{X}_k \) by Corollary C.4 and Proposition 3.5.

**Proposition 3.8.** For every \( k \in [r-1] \), the measure \( \mu_k \) restricts to a \( G \)-quasi-invariant probability measure on \( X_k \).

**Proof.** Since \( \mu_0 \) is \( G \)-quasi-invariant and \( v \) is \( G \)-quasi-equivariant by Proposition 3.5, it follows by induction that the measures \( \mu_1, \ldots, \mu_{r-1} \) are all \( G \)-quasi-invariant.

To show that \( \mu_k(X_k) = 1 \), we argue by induction on \( k \). For \( k = 0 \), the lemma follows from \( \overline{X}_0 = X_0 \). For \( k + 1 \), we have, using the induction hypothesis that \( \mu_k(X_k) = 1 \), that

\[
\mu_{k+1}(X_{k+1}) = \int_{X_k} v_{p_0, \ldots, p_k} \left( \{ p_{k+1} \mid (p_0, \ldots, p_k, p_{k+1}) \in X_{k+1} \} \right) \, d\mu_k(p_0, \ldots, p_k).
\]

By Lemma 3.7, the integrand equals to 1 for every fixed \( (p_0, \ldots, p_k) \in X_k \), and \( \mu_k(X_k) = \mu_{k-1}(X_{k-1}) = 1 \) as claimed. \( \square \)

In the sequel we will always consider \( X_k \) as a probability space with respect to the measure \( \mu_k \). By Proposition 3.8, the probability measure \( \mu_k \) represents the canonical measure class on \( X_k \). We can summarize our results so far as follows.

**Corollary 3.9.** The pair \( (X_\cdot, \delta_\cdot) \) is a measured \( G \)-object in the sense of Definition 2.2. \( \square \)

**Definition 3.10.** The measured \( G \)-object \( X_\cdot \) is called the symplectic Stiefel complex associated to the symplectic vector space \( (V, \omega) \).

Since \( \dim V = 2r \), then the symplectic Stiefel complex associated with \( (V, \omega) \) is \( (r-1) \)-transitive by Proposition B.2.

3.4. Admissibility of Stiefel complexes. The purpose of this subsection is to establish admissibility of the symplectic Stiefel complexes:

**Proposition 3.11.** For every symplectic vector space \( (V, \omega) \), the associated Stiefel complex \( (X_\cdot, \delta_\cdot) \) is admissible.

We rely on the symmetry properties of the measures \( \mu_k \) stated the next lemma.

**Lemma 3.12.** The measure \( \mu_k \) is symmetric, i.e. invariant under the action of the symmetric group \( \mathfrak{S}_{k+1} \) on \( X_k \) by permuting the coordinates.

**Lemma 3.12** is a consequence of the co-area formula from geometric measure theory, and we delay its proof to the next subsection.
Proposition 3.5 and Corollary C.4, and we define two probability measures continuous by Lemma 3.3. Consider now the subspace \( W \) of our symplectic vector space \( V \) defined as \( p \in W \) if and only if \( \xi \in [1, \ldots, r] \). Then \( p \in \overline{\xi} \) is the cycle \( (k, k-1, \ldots, i) \in S_{k+2}. \) It is well defined: Indeed, \( \partial \phi \) is measurable by Proposition 3.5 and Corollary C.4, and

\[
\| \partial \phi \|_1 = \int_{\tilde{X}_k} |\partial \phi| \, d\mu_k \leq \int_{\tilde{X}_k} \int_{\mathcal{P}} |\phi \circ \tau_i(p_0, \ldots, p_k)| \, d\nu_{p_0, \ldots, p_k}(p) \, d\mu_k(p_0, \ldots, p_k)
\]

where the second-to-last equality is Lemma 3.12; the descent of the map \( \partial : \mathcal{L}^1(\tilde{X}_{k+1}, \mu_{k+1}) \rightarrow \mathcal{L}^1(\tilde{X}_k, \mu_k) \) to one at the level of \( L^1 \) follows from a similar computation.

We show that \( \partial \) is pre-dual to \( \delta^i \). Indeed, if \( f \in L^\infty(\tilde{X}_k, \mu_k) \), \( \phi \in L^1(\tilde{X}_{k+1}, \mu_{k+1}) \), and \( (-|-) \) denotes the dual pairing, then

\[
(f \mid \partial \phi) = \int_{\tilde{X}_k} f(p_0, \ldots, p_k) \cdot \left( \int_{\mathcal{P}} \phi(p_0, \ldots, p_{i-1}, p_i, \ldots, p_k) \, d\nu_{p_0, \ldots, p_k}(p) \right) \, d\mu_k(p_0, \ldots, p_k)
\]

where the second-to-last equality holds due to Lemma 3.12 once again. In conclusion, we have that the coboundary \( d : L^\infty(\tilde{X}_k, \mu_k) \rightarrow L^\infty(\tilde{X}_{k+1}, \mu_{k+1}) \) is dual to the morphism \( \partial = \sum_{i=0}^k (-1)^i \partial_i \), hence weak-* continuous, which establishes admissibility of the Stiefel complex.

3.5. Proof of Lemma 3.12. We now derive the missing Lemma 3.12 from the co-area formula. We fix a subspace \( W \) of the symplectic vector space \((V, \omega)\) of dimension \( d \in \{1, \ldots, 2r\} \). Let \( \text{Rad}(W) := W \cap W^{\omega} \) denote the radical of \( \omega \mid_{W \times W} \). It is a positive-codimension subspace of \( W \) unless \( W \) is an isotropic subspace of \( V \), in which case \( \text{Rad}(W) = W \). For every \( p \in \mathbb{P}(W) \), we have \( p \subset W \cap p^\omega \), hence \( W \cap p^\omega \neq \{0\} \). Thus, we may define maps

\[
s_W : \mathbb{P}(W) \rightarrow \text{Gr}(V) \setminus \{0\}, \quad p \mapsto W \cap p^\omega \quad \text{and} \quad t_W : \mathbb{P}(W) \rightarrow \text{Prob}(P), \quad p \mapsto \lambda_W \cap p^\omega.
\]

Note that the map \( s_W \) is continuous by Lemma B.6 and Lemma B.8, and hence \( t_W = \lambda \circ s_W \) is continuous by Lemma 3.3. Consider now the subspace \( X_W \subset \mathbb{P}(W)^2 \) given by

\[
X_W := \{(p, q) \in \mathbb{P}(W)^2 \mid \text{span}(p, q) \in \mathcal{G}\}
\]

We define two probability measures \( \mu_1, \mu_2 \) on \( X_W \) by

\[
\mu_1(f) := \int_p \int_p f(p, q) \, d\lambda_W \cap p^\omega(q) \, d\lambda_W(p) \quad \text{and} \quad \mu_2(f) := \int_p \int_p f(p, q) \, d\lambda_W \cap q^\omega(p) \, d\lambda_W(q).
\]
To see that these are well-defined, one has to check that the inner integrals are Borel measurable functions of their corresponding free variables. For this we observe that the map $p \mapsto W \cap p^\omega$ is continuous by Lemma B.6 and Lemma B.8, and hence the inner integrals are measurable by Proposition 3.5 and Corollary C.4. We are going to show:

**Lemma 3.13.** The two probability measures $\mu_1$ and $\mu_2$ on $X_W$ coincide.

Note that if $W \subset V$ is isotropic, then $X_W = \mathbb{P}(W)^2$ and $\lambda_{W|_W} = \lambda_W$, hence Lemma 3.13 reduces to Fubini’s theorem. The non-trivial case of Lemma 3.13 is thus the case where $W$ is non-isotropic, and hence $\text{Rad}(W) \subsetneq W$. In this case we are going to use the following Fubini-type theorem, which follows from the co-area formula. Here we denote by $\pi_1, \pi_2 : W \times W \to W$ the canonical projections, and given a subset $E \subset W \times W$ and $w \in W$ we denote by $E^{(j)}_w$ the $\pi_j$-fiber or $E$ over $w$.

**Lemma 3.14.** Let $W^0 \subset W$ be an open subset, and let $E$ be a smooth codimension-one sub-manifold of $W^0 \times W^0$ such that $E$ projects surjectively onto both factors, and such that for all $(v, w) \in E$, the tangent space $T_{(v,w)}E \subset W \times W$ projects surjectively onto both factors. Then for all $h \in C_c(E)$ one has

$$\int_{W^0} \int_{E^{(1)}_w} h(v, w) \, d\mathcal{H}d-1(v) \, d\mathcal{H}d(w) = \int_{W^0} \int_{E^{(2)}_w} h(v, w) \, d\mathcal{H}d-1(w) \, d\mathcal{H}d(v)$$

**Proof.** For all $(v, w) \in W \times W$, there exist bases of $T_{(v,w)}(W \times W), T_vW$ and $T_wW$ such that $D\pi_j(v, w) = (1_d \ 0_d)$. The assumption on $E$ implies that for all $(v, w) \in E$ one has $D(\pi_j|_E) = (1_d \ 0_{d-1})$, and thus, in the notation of [10, Sec. 3.2] we have the generalized Jacobian $J_d(\pi_j|_E) = \| \Lambda^d D(\pi_j|_E)(v, w) \|^d = 1$. Then the co-area formula [10, Thm. 3.2.22] implies that both sides are equal to the integral of $h$ against $\mathcal{H}^{2d-1}$ on $E$. \hfill \square

**Proof of Lemma 3.13.** We may assume that $W$ is non-isotropic. This implies that $W^0 := W \setminus \text{Rad}(W)$ is a dense open subset of $W$, and in particular $(W^0, \mathcal{H}^d) \cong (W, \mathcal{L}_w)$ as measure spaces. We now consider

$$E := \{(v, w) \in W^0 \times W^0 \mid \omega(v, w) = 0\} \subset W^0 \times W^0.$$

If $v \in W^0$, then $v \not\in W^\omega$, hence $\omega(v, w) \neq 0$ for $w$ in a dense subset of $W$; in particular, we can choose $w \in W^0$. This shows that $\pi_1(E) = W^0$ and similary $\pi_2(E) = W^0$.

If $(v, w) \in E$, then $D\omega(v, w)(X, Y) = \omega(v, Y) - \omega(w, X)$, and since $v, w \not\in W^\omega$, neither this map nor either of its summands is zero. This implies, firstly, that $D\omega(v, w)$ has full rank; hence, $E \subset W \times W$ is a smooth codimension-one submanifold. Secondly, for all $(v, w) \in E$, the tangent space

$$T_{(v,w)}E = \{(X, Y) \in W \times W \mid \omega(v, Y) = \omega(w, X)\}$$

projects surjectively onto both factors. We deduce that Lemma 3.14 applies. Given $(v, w) \in E$, the corresponding fibers are given by

$$E^{(1)}_w = (W \cap w^\omega) \setminus W^\omega \quad \text{and} \quad E^{(2)}_v = (W \cap v^\omega) \setminus W^\omega$$

Since $E$ has dimension $2d - 1$, these fibers are $(d - 1)$-dimensional. On the other hand, since $v, w \not\in W^\omega$, the vector spaces $W \cap w^\omega$ and $W \cap v^\omega$ are proper linear subspaces of $W$, hence
of dimension $d-1$. It follows that $W^\omega$ intersects these vector spaces in positive codimension, and hence

$$(E^{(1)}_v, H^{d-1}) = (W \cap v^\omega, L_{W \cap v^\omega}) \quad \text{and} \quad (E^{(1)}_v, H^{d-1}) = (W \cap v^\omega, L_{W \cap v^\omega}).$$

We conclude that for all $h \in C_c(E)$ one has

$$\int_W \int_{W \cap v^\omega} h(v, u) \, dL_{W \cap v^\omega}(v) \, dL_W(u) = \int_W \int_{W \cap v^\omega} h(v, u) \, dH_{W \cap v^\omega}(u) \, dL_W(v).$$

If we denote by $\pi : W \setminus \{0\} \to \mathbb{P}(W)$ the canonical projection and choose $h(v, u) := \chi_{B_w(v)} \chi_{B_w(u)} f(\pi(v), \pi(w))$ for some $f \in C(X_W)$, then unravelling definitions, we see that the left-hand side equals $\mu_2(f)$ and the right-hand side equals $\mu_1(f)$.

We can now finish the proof of Lemma 3.12, and thereby of Proposition 3.11.

**Proof of Lemma 3.12.** We argue by induction on $k$. For $k = 0$, there is nothing to show; for $k = 1$, we can apply Lemma 3.13 with $W = V$ to obtain for every $f \in C(\tilde{X}_1)$ that

$$\int_{\tilde{X}_1} f(p_0, p_1) \, d\mu_1(p_0, p_1) = \int_{\tilde{X}_0} \int_p f(p_0, p_1) \, dv_0(p_1) \, d\mu_0(p_0)$$

$$= \int_{\tilde{X}_0} \int_p f(p_0, p_1) \, dv_0(p_1) \, d\mu_0(p_0) = \int_{\tilde{X}_1} f(p_0, p_1) \, d\mu_1(p_1, p_0).$$

Now assume that $k \geq 2$ and let $W := \text{span}(p_0, \ldots, p_{k-2})^\omega$. Then we have for $f \in C(\tilde{X}_k)$ that

$$\int_{\tilde{X}_k} f(p_0, \ldots, p_k) \, d\mu_k(p_0, \ldots, p_k) = \int_{\tilde{X}_{k-1}} \int_p f(p_0, \ldots, p_k) \, dv_{p_0,\ldots,p_{k-1}}(p_k) \, d\mu_{k-1}(p_0, \ldots, p_{k-1});$$

by the induction hypothesis, $\mu_k$ is invariant under all permutations of the variables $p_0, \ldots, p_{k-1}$, and by Proposition 3.5, so is $\nu$. Moreover, we have the chain of equalities

$$\int_{\tilde{X}_k} f(p_0, \ldots, p_k) \, d\mu_k(p_0, \ldots, p_k) = \int_{\tilde{X}_{k-1}} \int_p f(p_0, \ldots, p_k) \, dv_{p_0,\ldots,p_{k-1}}(p_k) \, d\mu_{k-1}(p_0, \ldots, p_{k-1})$$

$$= \int_{\tilde{X}_{k-2}} \int_p f(p_0, \ldots, p_k) \, dv_{p_0,\ldots,p_{k-2},p_{k-1}}(p_k) \, d\mu_{k-2}(p_0, \ldots, p_{k-2})$$

$$= \int_{\tilde{X}_{k-2}} \int_p f(p_0, \ldots, p_k) \, d\lambda_{W \cap (p_{k-1})^{\omega}}(p_k) \, d\mu_{k-2}(p_0, \ldots, p_{k-2})$$

$$= \int_{\tilde{X}_{k-2}} \int_p f(p_0, \ldots, p_k) \, d\lambda_{W \cap (p_{k-1})^{\omega}}(p_k) \, d\lambda_{W}(p_k) \, d\mu_{k-2}(p_0, \ldots, p_{k-2})$$

$$= \int_{\tilde{X}_k} f(p_0, \ldots, p_k) \, d\mu_k(p_0, \ldots, p_{k-2}, p_k) \, d\mu_{k-2}(p_0, \ldots, p_{k-1}),$$

where the second-to-last one follows from Lemma 3.13. This shows that $\mu_k$ is invariant under the transposition $(k-1, k)$. Since this transposition and the copy of $\mathfrak{S}_k$ in $\mathfrak{S}_{k+1}$ that corresponds to permutations of the variables $p_0, \ldots, p_{k-1}$ generate the symmetric group $\mathfrak{S}_{k+1}$, the conclusion follows.

**3.6. Compatibility of symplectic Stiefel complexes.** So far we have considered Stiefel complexes for each symplectic vector space $(V, \omega)$ separately; we now organize them into a family.
To this end we fix a field $\mathcal{K} \in \{\mathbb{R}, \mathbb{C}\}$ and consider the embeddings

\[(\mathcal{K}^0, 0) \hookrightarrow (\mathcal{K}^2, \omega) \hookrightarrow (\mathcal{K}^4, \omega) \hookrightarrow \cdots \hookrightarrow (\mathcal{K}^{2r}, \omega) \hookrightarrow \cdots\]

and

\[
1 \hookrightarrow \text{Sp}_2(\mathcal{K}) \hookrightarrow \text{Sp}_4(\mathcal{K}) \hookrightarrow \cdots \hookrightarrow \text{Sp}_{2r}(\mathcal{K}) \hookrightarrow \cdots
\]
as in (B.1) and (B.2). Given $r \geq 0$ we abbreviate $G_r := \text{Sp}_{2r}(\mathcal{K})$ and denote by $X_{r,r}$ the symplectic Stiefel complex associated to $(\mathcal{K}^{2r}, \omega)$. By Proposition 3.11, each $X_{r,r}$ is an admissible measured $G_r$-object, and by Proposition B.2, this $G_r$-object is $(r - 1)$-transitive. We claim that $(G_r)_r$ and $(X_{r,r})_r$ are compatible.

Indeed, consider the action of $G_r$ on $X_{r,r}$ for $r \geq 1$ and $k \in [r - 1]$. Fix a symplectic basis $(e_{r-1}, \ldots, e_0, f_0, \ldots, f_{r-1})$ of $(\mathcal{K}^{2r}, \omega)$ in antidiagonal form (see Subsection B.1). We can choose as a basepoint in $X_{r,k}$ the tuple $\omega = ([e_{r-1}], \ldots, [e_{r-1-k}])$. The stabilizer of $\omega$ is given by

\[
H_{r,k} = \left\{ \begin{pmatrix} D & * \\ A & \ast \end{pmatrix} Q \right\} \quad \text{where} \quad D = \text{diag}(\lambda_{r-1}, \ldots, \lambda_{r-1-k}) \in \text{GL}_{k+1}(\mathcal{K})
\]

\[
A \in G_{r-k-1}
\]

where $Q$ is the matrix with only 1’s on its antidiagonal, and the asterisks correspond to entries conditioned so that the matrix is symplectic. It follows from the form of the matrices that $H_{r,k} < H_{r,k+1}$ for $k < r - 1$. Moreover, we have surjective homomorphisms $H_{r,k} \twoheadrightarrow G_{r-k-1}$ with amenable kernel, making the diagram (2.3) commute. At this point we have established Theorem 2.14, except for the fact that the Stiefel complex associated with a $2r$-dimensional symplectic vector spaces is $\gamma(r)$-connected.

4. MEASURABLE CONNECTIVITY OF THE SYMPLECTIC STEIFEL COMPLEXES

This is the first one of two sections in which we shall complete the proof of Theorem 2.14 by proving the desired connectivity properties of symplectic Stiefel complexes.

For this and the next section, let us fix a $2r$-dimensional symplectic vector space $(V, \omega)$ over $\mathcal{K} \in \{\mathbb{R}, \mathbb{C}\}$ with associated Stiefel complex $X_r$. For $q \in \mathbb{N}$ such that $\hat{r}(q) = 2q + [(q + 1)/2] \leq r$, we consider the complex

\[
(4.1) \quad 0 \to \mathbb{R}^d \to \mathcal{L}^\infty(X_0) \to \mathcal{L}^\infty(X_1) \to \cdots \to \mathcal{L}^\infty(X_q) \to \mathcal{L}^\infty(X_{q+1}),
\]

where $d^{-1} : \mathbb{R} \to \mathcal{L}^\infty(X_1)$ denotes the inclusion of constants. We adopt the conventions that $\mathcal{L}^\infty(X_{-k}) := \mathbb{R}$, and $\mathcal{L}^\infty(X_{-k}) = 0$ and $d^{-k} := 0$ for $k \geq 2$. In Definition 4.16 below we are going to construct maps

\[
h^k : \mathcal{L}^\infty(X_{k+1}) \to \mathcal{L}^\infty(X_k)
\]

for all $k \in \{-1, \ldots, q\}$ in Definition 4.16 below, and for $k \geq 2$ we set $h^{-k} := 0$. We are then going to show:

**Theorem 4.1.** (i) For $k \in \{-1, \ldots, q\}$, the maps $h^k : \mathcal{L}^\infty(X_{k+1}) \to \mathcal{L}^\infty(X_k)$ satisfy

\[
(4.2) \quad h^k \circ d^k + d^{k-1} \circ h^{k-1} = \text{id}.
\]

*In particular, the complex (4.1) has trivial cohomology up to degree $q$.***
(ii) For all \( k \in \{-1, \ldots, q\} \), \( h^k \) descends to a map \( h^k : L^\infty(X_{k+1}) \to L^\infty(X_k) \). In particular, the complex

\[
0 \to \mathbb{R} \to L^\infty(X_0) \to L^\infty(X_1) \to \cdots \to L^\infty(X_q) \to L^\infty(X_{q+1})
\]

has trivial cohomology up to degree \( q \).

Theorem 4.1 implies that \( X \) is measurably \( \gamma(r) \)-connected, which concludes the proof of Theorem 2.14. This section will be devoted to the proof of part (i) of the theorem; part (ii) will be established in Section 5.

As before, we denote by \( \mathcal{P} := X_0 = \mathbb{P}(V) \) the underlying set of points of the Stiefel complex \( X \). In the proof of Theorem 4.1 the assumption \( \hat{\gamma}(q) \leq r \) will be applied in the following form:

**Lemma 4.2.** Let \( I \subset \mathcal{P} \) be a subset of size at most \( q + 1 \), and for every \( J \subset I \), let \( x_J \in \mathcal{P} \) be given. If \( \hat{\gamma}(q) \leq r \), then the symplectic complement \( (I \cup \{x_J \mid J \subset I\})^\infty \) is non-trivial.

**Proof.** If \( i := |I| \leq q + 1 \), then the set \( I \cup \{x_J \mid J \subset I\} \) has cardinality \( i + 2i - 1 \leq q + 2q + 1 \). In particular, we have

\[
\dim \text{span}(I \cup \{x_J \mid J \subset I\})) \leq q + 2q + 1 \leq 2\hat{\gamma}(q) - 1 \leq 2r - 1.
\]

We deduce that \( \dim(I \cup \{x_J \mid J \subset I\})^\infty \geq 2r - (2r - 1) = 1. \)

4.1. **Finding a formula for \( h^k \).** We have to guess a formula for the homotopies \( h^k : \mathcal{L}^\infty(X_k) \to \mathcal{L}^\infty(X_{k-1}) \). To get some inspiration, we first consider a toy case.

**Example 4.3.** Let \( X \) be a probability space and consider

\[
0 \to \mathbb{R} \xrightarrow{d^{-1}} \mathcal{L}^\infty(X) \xrightarrow{d^0} \mathcal{L}^\infty(X^2) \xrightarrow{d^1} \mathcal{L}^\infty(X^3) \to \cdots
\]

We define \( h^{-1} : \mathcal{L}^\infty(X) \to \mathbb{R} \) by

\[
h^{-1}f := \int_X f(t) \, d\mu(t), \quad \text{for } f \in L^\infty(X).
\]

One then constructs \( h_1, h_2, \ldots \) satisfying (4.2) inductively. For example, if \( h^0 \) is assumed to satisfy (4.2), then

\[
h^0(d^0\varphi)(p_0) = \varphi(p_0) - d^{-1}h^{-1}\varphi(p_0) = \int_X (\varphi(p_0) - \varphi(t)) \, d\mu(t) = \int_X d^0\varphi(t, p_0) \, d\mu(t),
\]

which suggests to define \( h^0 : \mathcal{L}^\infty(X^2) \to \mathcal{L}^\infty(X) \) by

\[
h^0f(p_0) := \int_X f(t, p_0) \, d\mu(t).
\]

Inductively, one finds the formulas

\[
h^k : \mathcal{L}^\infty(X^{k+2}) \to \mathcal{L}^\infty(X^k), \quad h^k f(p_0, \ldots, p_k) = \int_X f(t, p_0, \ldots, p_k) \, d\mu(t).
\]

To interpret these formulas geometrically, think of elements of \( X^k \) as \( (k-1) \)-simplices. If \( \Delta \subset X^k \) is such a \( (k-1) \)-simplex and \( f \in \mathcal{L}^\infty(X^{k+1}) \) is a function on \( k \)-simplices, then \( h^k f(\Delta) \) is the expected value of the random variable \( f(t(\Delta)) \), where \( t(\Delta) \) is a random \( k \)-simplex.
subject to the condition that $\Delta$ is the 0-th face of $t(\Delta)$. The distribution of the $k$-simplex $t(\Delta)$ is given by the product measure $\mu \otimes \delta_\Delta$, where $\delta_\Delta \in \text{Prob}(X^k)$ is the Dirac measure at $\Delta$.

We now try to argue similarly in our case of interest: the case of the Stiefel complex $X$.

**Remark 4.4 (Degree 0).** We may choose again $h^{-1} : \mathcal{L}^\infty(X_0) \to \mathbb{R}$ to be the integral with respect to $\mu_0$. The condition we derive for $\hat{h}^0 : \mathcal{L}^\infty(X_1) \to \mathcal{L}^\infty(X_0)$ is

$$h^0(d^0 \varphi)(p_0) = \varphi(p_0) - d^{-1} h^{-1} \varphi(t_0) \int_{X_0} \varphi(p_0) - \varphi(t) \, d\mu_0(t).$$

The first attempt would be to rewrite the integrand $\varphi(p_0) - \varphi(t)$ as $d^0 \varphi(t, p_0)$, but this rewriting is illegal, since $(t, p_0)$ is generically not an element of $X_1$. The correct way to rewrite the integrand is to observe that for every $t_0$ perpendicular to both $t$ and $p_0$ we have

$$\varphi(p_0) - \varphi(t) = \varphi(p_0) - \varphi(t_0) + \varphi(t_0) - \varphi(t) = d^0 \varphi(t_0, p_0) - d^0 \varphi(t_0, t).$$

In particular, we can choose $t_0$ to be an auxiliary random perpendicular to $t$ and $p_0$. Passing to the expectation then yields the condition

$$h^0(d^0 \varphi)(p_0) = \int_{X_0} \left( \int_{\mathcal{P}} \left( d^0 \varphi(t_0, p_0) - d^0 \varphi(t_0, t) \right) \, d\nu_{t,p_0}(t_0) \right) \, d\mu_0(t),$$

where $\nu_{t,p_0}$ denotes the perpendicular measure from Definition 3.4. Note that the function of $t$ in brackets above is Borel measurable by Corollary C.4, hence integrable. We may thus choose

$$h^0 f(p_0) := \int_{X_0} \int_{\mathcal{P}} \left( f(t_0, p_0) - f(t_0, t) \right) \, d\nu_{t,p_0}(t_0) \, d\mu_0(t).$$

If we consider $t$ and $t_0$ as (dependent) random variables, then we can write this formula as

$$h^0 f(p_0) = \mathbb{E}(f(t_0, p_0) - f(t_0, t)).$$

If we continue to higher degrees, we have to choose more and more (mutually dependent) auxiliary random variables, and we need to introduce some form of bookkeeping device to keep track of the dependencies among these auxiliary random variables. This will lead us to the notion of a random chaining in the next subsection.

### 4.2. Random chainings

Given $q \in \mathbb{N}$, we denote by $\mathcal{P}^{\leq q+1}$ the collection of all finite subsets of $\mathcal{P}$ of cardinality at most $q + 1$.

**Definition 4.5.** A random $q$-chaining of $\mathcal{P}$ is a collection $t = \{t_I \mid I \in \mathcal{P}^{\leq q+1}\}$ of (mutually dependent) $\mathcal{P}$-valued random variables with the following properties:

(i) The variable $t_{\emptyset}$ is distributed according to $\mu_0$.

(ii) If $I \in \mathcal{P}^{\leq q+1}$ and $p \in I$, then $\omega(t_I, p) = 0$ almost surely.

(iii) If $I \in \mathcal{P}^{\leq q+1}$ and $J \subseteq I$, then $\omega(t_I, t_J) = 0$ almost surely.

(iv) If $g \in G$ and $I \in \mathcal{P}^{\leq q+1}$, then the distributions of $t_{g,I}$ and $g \cdot t_I$ are mutually absolutely continuous.

The existence of chainings on $\mathcal{P}$ will be treated in Proposition 4.14. Using a random $q$-chaining we can define $\hat{X}_n$-valued random values for every $n \in [q]$, as follows: Assume we are given a tuple $(p_0, \ldots, p_n) \in \hat{X}_n$, and set

$t_0 := t_{\{p_0\}}, t_{01} := t_{\{p_0, p_1\}}, \ldots, t_{01\ldots n} := t_{\{p_0, \ldots, p_n\}}$. Then expressions like

$$(t_{01\ldots n}, \ldots, t_{01}, t_0, t_{\emptyset}), (t_{01\ldots n}, \ldots, t_0, p_0), (t_{01\ldots n}, \ldots, t_{01}, p_0, p_1), \text{ etc.}$$

will be treated in Proposition 4.14.
define $\tilde{X}_{k+1}$-valued random variables. We will formalize this idea in Lemma 4.9 after setting up some notation.

**Definition 4.6.** Let $k \in \mathbb{N}$. Given $0 \leq n \leq k + 1$, a *descending $k$-chain* of length $n$ is a sequence of the form

\[(4.5) \quad C = (C_0 \supset C_1 \supset \cdots \supset C_n)\]

with $C_i \subset [k]$ and $|C_j| = k + 1 - i$. The sets $C_j$ is called the $j$-th component of $C$ and $C_n$ is called its final component. We also define its ordered final component to be $\text{ord}(C_n) := (i_0, \ldots, i_{k-n})$ if $C_n = \{i_0, \ldots, i_{k-n}\}$ and $i_0 < \cdots < i_{k-n}$.

In the sequel, we will denote by $\mathcal{C}_k$, $\mathcal{C}_k^\emptyset$ and $\mathcal{C}_k^+$ the collection of all descending $k$-chains, all descending $k$-chains of length $k + 1$ (i.e. of maximal length) and all descending $k$-chains of length at most $k$ respectively.

**Example 4.7.** (i) Let $k = 0$. Then $\mathcal{C}_0^+ = \{\{0\}\}$ and $\mathcal{C}_0^\emptyset = \{\{0\} \supset \emptyset\}$.

(ii) Let $k = 1$. Then $\mathcal{C}_1^+$ contains the three chains $\{(0, 1)\}$, $\{(0, 1) \supset \{1\}\}$ and $\{(0, 1) \supset \{0\}\}$, and the last two can be extended uniquely into chains in $\mathcal{C}_1^\emptyset$.

(iii) Let $k = 2$. Then $\mathcal{C}_2^+$ consists of 10 chains given by

\[
\begin{align*}
&\{(0,1,2)\}, \{(0,1,2) \supset \{1,2\}\}, \{(0,1,2) \supset \{0,2\}\}, \{(0,1,2) \supset \{0,1\}\}, \\
&\{(0,1,2) \supset \{1,2\} \supset \{1\}\}, \{(0,1,2) \supset \{0,2\} \supset \{1\}\}, \{(0,1,2) \supset \{0,2\} \supset \{2\}\}, \\
&\{(0,1,2) \supset \{0,2\} \supset \{0\}\}, \{(0,1,2) \supset \{0,1\} \supset \{1\}\}, \{(0,1,2) \supset \{0,1\} \supset \{0\}\}
\end{align*}
\]

Each of the last six chains can be uniquely prolonged (by $\emptyset$) into a chain in $\mathcal{C}_2^\emptyset$.

**Definition 4.8.** Assume we are given a $q$-chaining $t$ of $\mathcal{P}$ and an element $p = (p_0, \ldots, p_k) \in \mathcal{P}^{k+1}$ for some $k \leq q$. Given $C \in \mathcal{C}_k$ of length $n$ with ordered final component $(i_0, \ldots, i_{k-n})$, we define a $\mathcal{P}^{k+2}$-valued random variable $t(p, C)$ by

\[(4.6) \quad t(p, C) := (t_{p_{C_n}}, t_{p_{C_n-1}}, \ldots, t_{p_{C_n-k}}, p_{i_0}, \ldots, p_{i_{k-n}}),\]

where for a subset $S \subset [k]$ we write $p_S := \{p_s \mid s \in S\}$.

Note that if $n = k + 1$, then $C_n = C_{k+1} = \emptyset$, and (4.6) has to be understood as $t(p, C) := (t_{p_{C_n}}, \ldots, t_{p_{C_n-k}})$.

**Lemma 4.9.** For every $p = (p_0, \ldots, p_k) \in \tilde{X}_k$ and every $k$-chain $C$, we have $t(p, C) \in \tilde{X}_{k+1}$ almost surely.

**Proof.** We observe that $i_0, \ldots, i_{k-n}$ are contained in each of the sets $C_j$, hence $p_{i_0}, \ldots, p_{i_{k-n}}$ are perpendicular with respect to $\omega$ to every $t_{p_{C_j}}$ almost surely by property (iii) in Definition 4.5. Moreover, if $m < n$, then $C_n \subset C_m$ and hence $\omega(t_{p_{C_n}}, t_{p_{C_m}}) = 0$ almost surely by property (ii). □

**Definition 4.10.** A random $q$-chaining is called generic if for all $k \leq q$ and $(p_0, \ldots, p_k) \in \tilde{X}_k$ and all $k$-chains $C$, we have $t(p, C) \in X_{k+1} \subset \tilde{X}_{k+1}$ almost surely.

**Remark 4.11** (Geometric interpretation). Assume that $t$ is a generic random $q$-chaining and let $k \leq q$. If we think of $p = (p_0, \ldots, p_k) \in X_k$ as a $k$-simplex, then every $C \in \mathcal{C}_k$ defines a random $(k + 1)$-simplex $t(p, C) \in X_{k+1}$, and the following hold:
• If \( C = (k) \) has length 0, then \( t(p, C) \) is a random \((k + 1)\)-simplex in \( X \), with base given by the \( k \)-simplex \( p \) and tip \( t_{\{p_0, \ldots, p_k\}} \).
• If we prolong a given chain \( C = (C_0 \supset \cdots \supset C_n) \) to a chain \( C' = (C_0 \supset \cdots \supset C_n \supset C_{n+1}) \), then the random \((k + 1)\)-simplices \( t(p, C) \) and \( t(p, C') \) have a common face.

**Example 4.12.** Based on the previous remark, we expand on the geometric interpretation for a low value of \( k \). Assume that \( t \) is a generic random \( q \)-chaining of \( P \) for \( q \geq 1 \). Fix \( k = 1 \) and let \( p = (p_0, p_1) \in X_1 \). There are five chains in \( C_1 \), which were listed in Example 4.7 (ii). Evaluating them in \( t(p, \cdot) \) gives rise to the following five random variables in \( X_2 \):

\[
\begin{align*}
t(p, (\{0, 1\})) &= t_{\{p_0, p_1\}, (p_0, p_1)}; \\
t(p, (\{0, 1\} \supset \{0\})) &= t_{\{p_0, p_1\}, (p_0, p)}; \\
t(p, (\{0, 1\} \supset \{1\})) &= t_{\{p_0, p_1\}, (p_1, p_1)}; \\
t(p, (\{0, 1\} \supset \emptyset)) &= t_{\{p_0, p_1\}, (p_1, \emptyset)}; \\
t(p, (\{0, 1\} \supset \emptyset)) &= t_{\{p_0, p_1\}, (\emptyset, \emptyset)}.
\end{align*}
\]

Set \( t_i := t_{\{p_i\}} \) for \( i \in [1] \), and \( t_{01} = t_{\{p_0, p_1\}} \). Geometrically, each one of them corresponds to a random 2-simplex of \( X \). We can visualize their arrangement as the simplicial complex in Figure 4.1.

![Diagram](https://example.com/diagram.png)

**Figure 4.1.** Geometric interpretation of a generic random chaining, and the images of 1-chains.

The vertices in this complex are the points \( p_0, p_1 \in P \) and all the \( P \)-valued random variables \( t_I \) for every subset \( I \subset \{p_0, p_1\} \). We place an edge between two of these vertices, say \( u_0 \) and \( u_1 \), if and only if \((u_0, u_1)\) lies in \( X_1 \) almost surely. Similarly, we place a 2-simplex joining vertices \( u_1, u_2 \) and \( u_3 \) if and only if \((u_0, u_1, u_2) \in X_2 \) almost surely. The genericity assumption on the chaining guarantees that the complex above is “non-degenerate”, for instance, in the sense that all of its cells are distinct and that apart from the ones in Figure 4.1, there exist no further edges or 2-cells in the arrangement.

In the next subsection, we shall prove that if \( \hat{\gamma}_r(q) \leq r \), then there exists a generic random \( q \)-chaining of \( P \).
Remark 4.13. So far, the necessity of property (iv) in Definition 4.5 and of the genericity of a random chaining have not yet become evident. We anticipate that these features will be highly exploited only in Section 5.

4.3. Constructing a generic random chaining on \( P \). Let \( q \) be a natural number such that \( \tilde{q}(q) \leq r \). We are going to construct a generic random \( q \)-chaining on \( P \). For this we have to define a random variable \( t_I \) for every \( I \in \mathcal{P}^{[\leq q+1]} \).

We consider first the case of two distinct point \( p_0, p_1 \in P \). In this case the joint distribution of the four random variables \( t_0, t_1, t_0' \) will be given by

\[
dr_0 \, dr_1 \, dr_0' \, dr_1' = dv_{p_0,p_1,t_0,t_0'}(t_1,t_0) \, dv_{p_0',t_1'}(t_0) \, dv_{p_1,t_1'}(t_0) \, d\mu_0(t_0),
\]

which means that for every \( f \in C(\mathcal{P}^3) \) the expectation \( \mathbb{E}(f(t_0',t_0,t_1,t_0)) \) of the random variable \( f(t_0',t_0,t_1,t_0) \) is given by

\[
\int_P \left( \int_P \left( \int_P f(t_0',t_0,t_1,t_0) \, dv_{p_0,p_1,t_0,t_0'}(t_0) \right) \, dv_{p_0,t_0'}(t_0) \right) \, dv_{p_1,t_0'}(t_0) \, d\mu_0(t_0)
\]

Here, \( \nu \) denotes the assignment of perpendicular measures as in Definition 3.4, and the integrability of the functions given by the inner integrals follows from Proposition 3.5 and Corollary C.4.

With the same notation, the formula in the general case is as follows: If \( I = \{p_0, \ldots, p_n\} \), then the joint distribution of the random variables \( \{t_J \mid J \subset I\} \) is given by

\[
\prod_{J \subset I} dt_J = \left( \prod_{\emptyset \neq J \subset I} dv_{J \cup \{t_J \mid J' \subset J\}}(t_J) \right) d\mu_0(t_0).
\]

Here the terms in both products are arranged according to the cardinality of \( J \) from largest to smallest as in the example above.

To see that this is well-defined we make the following two observations: Firstly, the assumption that \( \tilde{q}(q) \leq r \) guarantees in view of Lemma 4.2 that \( (J \cup \{t_J' \mid J' \subset J\})^\nu \neq \{0\} \), hence the measures \( \nu_{\{p \in E \cup \{t_J' \mid J' \subset J\} \}} \) are well-defined. Secondly, as in the previous case the integrability of the functions given by the inner integrals in the iterated integral \( \mathbb{E}[f(t_J)] \) follows from Proposition 3.5 and Corollary C.4.

A crucial property of the construction above is that if \( J, J' \subset I \) satisfy \( |J| = |J'| \), then \( t_J \) and \( t_J' \) are independent relative to the variables \( \{t_{J''} \mid J'' \subset J \cup J', |J''| < |J|\} \).

Proposition 4.14. The collection \( \{t_I \mid I \in \mathcal{P}^{[\leq q+1]} \} \) of random variables defines a generic random \( q \)-chaining on \( P \).

Proof. Property (i) of Definition 4.5 holds by definition, Properties (ii) and (iii) follow from (3.2) and Property (iv) follows from Proposition 3.5. It remains to show that the chaining is generic.

For fixed \( k \in [q] \), let \( p = (p_0, \ldots, p_k) \in X_k \) be a \( k \)-simplex and \( C \in \mathcal{C}^k_+ \) be a \( k \)-chain of length \( n \), say \( C = (C_0 \supset C_1 \supset \cdots \supset C_n) \). If \( C \in \mathcal{C}^k_+ \), let \( \text{ord}(C_n) = (i_0, \ldots, i_{k-n}) \) be the ordered final component of \( C \); otherwise, \( C \in \mathcal{C}^k_{-1} \) and \( C_n = C_{k+1} = \emptyset \). By Lemma 4.9, the random
variable $t(p, C)$ as in (4.6) lies in $\tilde{X}_n$ almost surely. Thus, in order to complete the proof of the
genericity of $t$, we need to show that $t(p, C) \in X_n$ almost surely, or in other words, that the set
$$\{t_{p_{C_n}}, t_{p_{C_1}}, \ldots, t_{p_{C_n}}\} \cup P_C$$
is linearly independent in $V$ almost surely, i.e. consists of linearly independent 1-dimensional
subspaces of $V$ almost surely. Here $p_{C_i}$ is as in Definition 4.8. In turn, that statement is the case
$m = n$ of the next claim, which we prove by induction.

**Claim.** For all $m \in \{-1, 0, \ldots, n\}$, the set
$$T_m := \{t_{p_{C_n-m}}, \ldots, t_{p_{C_n}}\} \cup P_C$$
is almost surely linearly independent in $V$.

The case $m = -1$ corresponds to $T_{-1} = p_{C_1}$, which is almost surely a linearly independent set
since $p \in X_n$. For the induction step, assume that $T_{m-1}$ is almost surely linearly independent in
$V$ for an integer $m \in [n]$. Then, the statement follows immediately after showing that $t_{p_{C_n-m}} \notin P(\langle\text{span}(T_{m-1})\rangle)$ almost surely. To see this, set first

$$a_0 := p_{i_0}, \quad b_0 := t_{p_{C_n} \setminus \{p_{i_0}\}},$$
$$a_1 := p_{i_1}, \quad b_1 := t_{p_{C_n} \setminus \{p_{i_1}\}},$$
$$\vdots,$$
$$a_{k-n} := p_{i_{k-n}}, \quad b_{k-n} := t_{p_{C_n} \setminus \{p_{i_{k-n}}\}},$$
$$a_{k-(n-1)} := t_{p_{C_n}}, \quad b_{k-(n-1)} := p_{C_{n-1} \setminus C_n},$$
$$a_{k-(n-2)} := t_{p_{C_n-1}}, \quad b_{k-(n-2)} := t_{p_{C_{n-1}} \setminus \langle C_{n-1} \rangle},$$
$$\vdots,$$
$$a_{k-(n-m)} := t_{p_{C_n-m+1}}, \quad b_{k-(n-m)} := t_{p_{C_{n-m}} \setminus \langle C_{n-m+1} \rangle}$$

and observe that by definition of the random variables, the following identities hold almost surely:
$$\omega(a_i, b_j) \neq 0 \text{ for all } i \in [k], \quad \omega(a_i, a_j) = 0 \text{ for all } i, j \in [k], \quad \text{and}$$
$$\omega(a_i, b_j) = 0 \text{ for all } i, j \in [k], i \neq j.$$

Thus, by Lemma B.3, the subspace span$(T_{m-1})$ of $V$ is, with probability one, symplectic. Now, by
definition the random variable $t_{p_{C_{n-m}}} \in P(\langle\text{span}(p_{C_{n-m}}) \cup \{t_J \mid J \subseteq C_{n-m}\}\rangle)$ of $P(V)$. But
$$\text{span}(p_{C_{n-m}} \cup \{t_J \mid J \subseteq C_{n-m}\})^{\omega} \cap \text{span}(T_{m-1}) \subseteq \text{span}(T_{m-1})^{\omega} \cap \text{span}(T_{m-1}) = \{0\}$$
with probability one. Therefore, $t_{C_{n-m}} \notin P(\langle\text{span}(T_{m-1})\rangle)$ almost surely, as asserted above. This
completes the proof of the induction step.

4.4. **The contracting homotopy.** Let $q \in \mathbb{N}$ be such that $\gamma(q) \leq r$, and $t$ be a generic random
$q$-chaining on $P$. 


Definition 4.15. Given $0 \leq k \leq q$ and a chain $C \in \mathfrak{C}_k$, we define the associated partial homotopy by

$$h_C : \mathcal{L}_{\infty}(X_{k+1}) \rightarrow \mathcal{L}_{\infty}(X_k), \quad h_C f(p_0, \ldots, p_k) = \mathbb{E}[f(t(p, C))].$$

We now construct the desired homotopy $h^*$ as follows.

Definition 4.16. We define $h^{-1} : \mathcal{L}_{\infty}(X_0) \rightarrow \mathbb{R}$ by $h^{-1} f := \mathbb{E}[f(t_0)]$, and for every $k \in \{0, \ldots, q\}$ we set

$$h^k : \mathcal{L}_{\infty}(X_{k+1}) \rightarrow \mathcal{L}_{\infty}(X_k), \quad h^k = \sum_{C \in \mathfrak{C}_k} \text{sgn}(C) \cdot h_C,$$

where $\text{sgn} : \mathfrak{C}_k \rightarrow \{\pm 1\}$ is defined by the following convention.

Remark 4.17 (Sign convention for chains). If $I = \{i_0, \ldots, i_l\} \subset [k]$ is such that $i_0 < \cdots < i_l$, we define the operators

$$\partial_a(I) := I \setminus \{i_a\} \quad \text{for any } a \in [l].$$

Now, assume first that $C \in \mathfrak{C}_k^+$ has length $n \leq k$ so that $C_n \neq \emptyset$. There exist unique integers $j_0, \ldots, j_{n-1} \in \{0, \ldots, k\}$ such that the components of $C$ are given as

$$C_m = \partial_{j_m} \circ \cdots \circ \partial_{j_0}([k]),$$

and we define the sign of $C$ by

$$\text{sgn}(C) := (-1)^{n+j_0+\cdots+j_{n-1}}.$$

If $C' \in \mathfrak{C}_k^{-}$ has length $k+1$, then we have to modify this definition as follows. In this case, $C_k = \{j\}$ is a singleton, and we define

$$\text{sgn}(C') = (-1)^{k+1+j}.$$

This ensures that if $C$ is a chain of length $k$ and $C'$ is its unique extension to a chain of length $k+1$, then $C$ and $C'$ have opposite signs.

Example 4.18. Let $C = ([0, 1, 2] \supset \{0, 2\} \supset \{2\})$ and $C' = ([0, 1, 2] \supset \{0, 2\} \supset \{2\} \supset \emptyset)$ be two chains in $\mathfrak{C}_2$. Then $C = \partial_1 \circ \partial_1([2])$, and thus

$$\text{sgn}(C) = (-1)^{2+1+1} = 1 \quad \text{and} \quad \text{sgn}(C') = (-1)^{2+1+2} = -1.$$

Example 4.19. The following are the expressions of $h^k$ for small values of $k$.

(i) For $k = 0$, we recover the formula from Remark 4.4:

$$h^0 f(p_0) = \mathbb{E}[f(t_{(p_0)}, p_0) - f(t_{(p_0)}, t_0)].$$

(ii) For $k = 1$:

$$h^1 f(p_0, p_1) = \mathbb{E} \left[ f(t_{(p_0-p_1)}, p_0, p_1) - f(t_{(p_0-p_1)}, t_{(p_1)}, p_1) + f(t_{(p_0-p_1)}, t_{(p_1)}, p_0) ight. \left. + f(t_{(p_0-p_1)}, t_{(p_1)}, t_0) - f(t_{(p_0-p_1)}, t_{(p_1)}, t_0) \right].$$
(iii) For \( k = 2 \):

\[
h^2 f(p_0, p_1, p_2) = \]

\[
= \mathbb{E} \left[ f(t_{012}, p_0, p_1, p_2) - f(t_{12}, p_1, p_2) + f(t_{012}, t_{02}, p_0, p_2) - f(t_{012}, t_{01}, p_0, p_1) + f(t_{012}, t_{12}, p_2) - f(t_{012}, t_{12}, p_1) - f(t_{012}, t_{02}, p_2) + f(t_{012}, t_{02}, t_0, p_0) + f(t_{012}, t_{01}, t_0, p_0) + f(t_{012}, t_{12}, t_0, p_0) + f(t_{012}, t_0, t_0, p_0) + f(t_{012}, t_0, t_0, t_0) \right],
\]

where we have used the shorthand notations \( t_i := t_{p_i} \), \( t_{ij} := t_{p_i,p_j} \) and \( t_{012} := t_{p_0,p_1,p_2} \).

For larger values of \( k \), writing out \( h^k \) explicitly gets quite tedious.

**Proof of Theorem 4.1.(i).** We fix \( k \leq q, p = (p_0, \ldots, p_k) \in X_k \) and \( f \in L^\infty(X_k) \). We have to show that

\[
h^k d^k f(p) + d^{k-1} h^{k-1} f(p) = f(p).
\]

The cases \( k = -1 \) and \( k = 0 \) are immediate from the formulas above, hence we will assume \( k \geq 1 \). Since \( p \) will be fixed throughout our discussion, we will use the shorthand notations \( t_A := t_{p_A} \) for \( A \subset [k] \) and \( t(C) := t(p, C) \) for \( C \subset \mathbb{C}_k \). Now, by definition,

\[
h^k d^k f(p) = \mathbb{E} \left[ \sum_{C \in \mathbb{G}_k} \text{sgn}(C) d^k f(t(C)) \right] = \mathbb{E} \left[ \sum_{j=0}^{k+1} \sum_{C \in \mathbb{G}_k} (-1)^j \text{sgn}(C) \delta^j f(t(C)) \right].
\]

Let us first deal with the summand \( j = 0 \). We distinguish two cases: First we consider the length 0 chain \( C = ([k]) \). In this case we have

\[
(-1)^j \text{sgn}(C) \delta^j f(t(C)) = \delta^0 f(t_{[0,\ldots,k]}, p_0, \ldots, p_k) = f(p_0, \ldots, p_k).
\]

Secondly, let \( C \) be a chain of length \( n \geq 1 \). Assume that \( C_i = [k] \setminus \{i\} \) and \( \text{ord}(C_n) = (i_0, \ldots, i_{k-n}) \). Then

\[
(-1)^j \text{sgn}(C) \delta^j f(t(C)) = \text{sgn}(C) \delta^0 f(t_{[k]\setminus\{i\}}, \ldots, t_{[i_0,\ldots,i_{k-n}]}, p_{i_0}, \ldots, p_{i_{k-n}}) = \text{sgn}(C) f(t_{[k]\setminus\{i\}}, \ldots, t_{[i_0,\ldots,i_{k-n}]}, p_{i_0}, \ldots, p_{i_{k-n}})
\]

Using this identity, it is not hard to see that for a fixed \( i \in [k] \),

\[
\sum_{C \in \mathbb{G}_k \setminus ([k] \setminus \{i\})} \text{sgn}(C) \delta^0 f(t(C)) = (-1)^{i+1} \delta^i h^{k-1} f(p),
\]

and the sum over all \( i \in [k] \) of the right-hand side equals \(-d^{k-1} h^{k-1} f(p)\). Hence we obtain

\[
h^k d^k f(p) + d^{k-1} h^{k-1} f(p) = f(p) + \mathbb{E} \left[ \sum_{C \in \mathbb{G}_k} \sum_{j=1}^{k+1} (-1)^j \text{sgn}(C) \delta^j f(t(C)) \right].
\]

Now let \( C \) be a chain of length \( n \geq 1 \) and let \( 1 \leq j \leq n - 1 \). Let \( C_{j-1} \setminus C_j = \{a\} \) and \( C_j \setminus C_{j+1} = \{b\} \) and set

\[
C' := (C_0 \supset \cdots \supset C_{j-1} \supset C_{j-1} \setminus \{b\} \supset C_{j+1} \supset \cdots \supset C_n)
\]
Then
\[ \delta^j f(t(C)) = \delta^j (t(C')) \]
but \( C \) and \( C' \) have opposite signs, hence these two terms cancel in the sum above. We thus obtain
\[ h^k d^k f(p) + d^{k-1} h^{k-1} f(p) - f(p) = \mathbb{E} \left[ \sum_{C \in \mathcal{G}_k^+} \sum_{j = \text{length}(C)}^{k+1} (-1)^j \text{sgn}(C) \delta^j f(t(C)) \right]. \]

Now assume that \( C \) has length \( k \) and \( C' := (C_0 \supset \cdots \supset C_k \supset \emptyset) \in \mathcal{G}_k^n \) is the unique extension of \( C \) to length \( k + 1 \). On the one hand we observe that
\[ \delta^{k+1} f(t(C)) = \delta^{k+1} f(t(C')) \]
and since \( C \) and \( C' \) have opposite signs, these terms cancel each other.\(^3\) Let us abbreviate by \( \mathcal{G}_k^+ \subset \mathcal{G}_k^+ \) the subset of all chains of length \( k \). Observe that for any \( C \in \mathcal{G}_k^n \), the inner sum in the right-hand side of (4.10) consists of a single term, corresponding to \( j = k + 1 = \text{length}(C) \); for \( C \in \mathcal{G}_k^+ \), the sum has two terms, namely \( j = k = \text{length}(C) \) and \( j = k + 1 \). We thus obtain
\[ h^k d^k f(p) + d^{k-1} h^{k-1} f(p) - f(p) = \mathbb{E} \left[ \sum_{C \in \mathcal{G}_k^+} \sum_{j = \text{length}(C)}^{k+1} (-1)^j \text{sgn}(C) \delta^j f(t(C)) - \sum_{C' \in \mathcal{G}_k^n} (-1)^{k+1} \text{sgn}(C) \delta^{k+1} f(t(C)) \right] = \mathbb{E} \left[ \sum_{C \in \mathcal{G}_k^+} \text{sgn}(C)(-1)^{\text{length}(C)} \delta^{\text{length}(C)} f(t(C)) + \sum_{C' \in \mathcal{G}_k^n} \sum_{j = \text{length}(C')}^{k+1} \text{sgn}(C')(-1)^j \delta^j f(t(C')) \right]. \]
Each term which appears in the first sum also appears in the second sum with the opposite sign and vice versa. Indeed, if \( C \in \mathcal{G}_k^+ \) has length \( n \), then we can define
\[ C' := (C_0 \supset \cdots \supset C_{n-1}) \]
Then \( C' \in \mathcal{G}_k^+ \setminus \mathcal{G}_k^+ \) (since \( C' \) is shorter than \( C \)) and
\[ \delta^{\text{length}(C')} f(t(C')) = \delta^j f(t(C')) \]
for a unique \( j \geq \text{length}(C') + 1 = n \). Upon checking that the signs in front of these terms are opposite, this finishes the proof. \( \square \)

**Remark 4.20.** What we have actually proved is that if \( \mathcal{P} \) admits a generic random \( q \)-chaining, then the statement of Theorem 4.1.(i) holds. It is a consequence of the rather crude estimate from Lemma 4.2 that such a chaining exists if \( \tilde{r}(q) \leq r \). If one were able to obtain a more efficient random chaining, then one would obtain a better bound in Theorem 4.1, which would result in a better stability range.

5. FROM \( L^\infty \) TO \( L^\infty \)

The purpose of this section is to establish Part (ii) of Theorem 4.1 which says that the maps \( h^k : L^\infty(X_{k+1}) \to L^\infty(X_k) \) descend to maps \( h^k : L^\infty(X_{k+1}) \to L^\infty(X_k) \) for all \( k = -1, \ldots, q \).

\(^3\)This is the reason why we had to define the sign differently for chains of maximal length.
This means: if \( f_0, f_1 \in \mathcal{L}^\infty(X_{k+1}) \) agree \( \mu_{k+1} \)-almost everywhere, then \( h^k f_0 \) and \( h^k f_1 \) agree \( \mu_k \)-almost everywhere. This is obvious for \( h^{-1} : L^\infty(X_0) \to \mathbb{R} \), since if \( f_0 \) and \( f_1 \) agree \( \mu_0 \)-almost everywhere then

\[
h^{-1}(f_1) = \int_{X_0} f_1(t_0) \, d\mu_0(t_0) = \int_{X_0} f_2(t_0) \, d\mu_0(t_0) = h^{-1}(f_2).
\]

Now if \( k \in 0, \ldots, q \), then by definition

\[
h^k = \sum_{C \in \mathcal{C}_k} \operatorname{sgn}(C) \cdot h_C,
\]

hence the proof of Theorem 4.1.(ii) reduces immediately to the following lemma.

**Lemma 5.1.** Assume that \( P \) admits a generic \( q \)-chaining (which holds e.g. if \( \hat{r}(q) \leq r \)) and let \( k \leq q \). Then for every \( C \in \mathcal{C}_k \) the map \( h_C : \mathcal{L}^\infty(X_{k+1}) \to \mathcal{L}^\infty(X_k) \) descends to a map \( h_C : L^\infty(X_{k+1}) \to L^\infty(X_k) \).

From now on we fix \( q \) and \( k \) as in Lemma 5.1 and a chain \( C \in \mathcal{C}_k \). We recall that the map \( h_C : \mathcal{L}^\infty(X_{k+1}) \to \mathcal{L}^\infty(X_k) \) is given by \( h_C(f) = \mathbb{E}[f(t(p,C))] \). For every \( p \in X_k \), recall from (??) that \( \sigma_p \) denotes the distribution of the random variable \( t(p,C) \in X_{k+1} \). This defines a map

\[
\sigma : X_k \to \operatorname{Prob}(X_{k+1}), \quad p \mapsto \sigma_p,
\]

such that

\[
h_C(f)(p) = \int_{X_{k+1}} f \, d\sigma_p.
\]

Note that the measures \( \sigma_p \) are probability measure on the non-compact space \( X_{k+1} \).

**Remark 5.2** (Probability measures on non-compact spaces). Let \( X \) be a locally compact second-countable (lcsc) space. If \( X \) is compact, then we will always topologize \( \operatorname{Prob}(X) \) as a subspace of \( C(X)^* \), where the latter is equipped with the weak-* topology with respect to \( C(X) \). Since \( X \) is second-countable, it is metrizable and hence \( \operatorname{Prob}(X) \) is again a compact metrizable space. If \( X \) is non-compact, then we will always topologize \( \operatorname{Prob}(X) \) as follows: We denote by \( X^+ = X \cup \{\infty\} \) the one-point compactification of \( X \), and consider \( \operatorname{Prob}(X) \) as a subspace of \( \operatorname{Prob}(X^+) \) given by

\[
\operatorname{Prob}(X) = \{ \mu \in \operatorname{Prob}(X^+) \mid \mu(\{\infty\}) = 0 \} \subset \operatorname{Prob}(X^+).
\]

We then equip \( \operatorname{Prob}(X) \subset \operatorname{Prob}(X^+) \) with the subspace topology. In either case, our choice of topology on \( \operatorname{Prob}(X) \) defines a canonical Borel \( \sigma \)-algebra on \( \operatorname{Prob}(X) \).

We are going to establish measurability of the map \( \sigma \) with respect to the Borel structure just defined.

**Proposition 5.3.** The map \( \sigma \) from (5.1) is continuous and \( G \)-quasi-equivariant, i.e. for every \( p \in X_k \) and every \( g \in G \) the measures \( g_* \sigma_p \) and \( \sigma_{g_*p} \) are mutually absolutely continuous.

**Proof.** The assignment \( \sigma \) is \( G \)-quasi-equivariant, since \( \mu_0 \) is \( G \)-quasi-invariant and \( \nu \) is \( G \)-quasi-equivariant by Proposition 3.5. To see continuity (with respect to the weak-* topology on \( X_{k+1}^+ \)) we have to show that for every \( f \in C_0(X_{k+1}) \) the map \( p \mapsto \int_{X_{k+1}} f \, d\sigma_p \) is continuous. For this we first observe that the map \( X_m \to \operatorname{Prob}(P), (q_0, \ldots, q_m) \mapsto \nu_{q_0,\ldots,q_m} \) is continuous for every \( m \) by Proposition 3.5. In view of this observation, continuity of \( \int_{X_{k+1}} f \, d\sigma_p \) in \( p \) follows from the explicit formula by iterated application of Lemma C.3; here we use that the chaining is generic,
so that at each integration step the random points in the index of $\nu$ are linearly independent almost surely. □

From Proposition 5.3, we deduce that Lemma 5.1, and hence Theorem 4.1 (ii), are direct consequences of the following general measure-theoretical result. See Definition A.3 for the definition of a regular $G$-space.

Lemma 5.4. Let $(X, \mu_X)$ and $(Y, \mu_Y)$ be regular $G$-spaces and let $\sigma : Y \to \text{Prob}(X)$, $p \mapsto \sigma_p$ be a $G$-quasi-equivariant Borel map. If $G$ acts transitively on $X$, then the map

$$\sigma^* : \mathcal{L}^\infty(X) \to \mathcal{L}^\infty(Y), \quad \sigma^* f(y) = \int_X f \, d\sigma_y$$

descends to a map $\sigma^* : L_\infty(X, \mu_X) \to L_\infty(Y, \mu_Y)$.

The proof of Lemma 5.4 is based on the following general lemma. Let $X$ and $Y$ be lcsc spaces and let $\sigma : Y \to \text{Prob}(X)$, $y \mapsto \sigma_y$ be a Borel map. We recall from Subsection C.1 that if $\mu$ is a probability measure on $Y$, then the integral $\int_Y \sigma_y \, d\mu(y)$ is defined as the unique probability measure on $X$ such that

$$\int_X f \, d\left(\int_Y \sigma_y \, d\mu(y)\right) := \int_Y \left(\int_X f \, d\sigma_y\right) \, d\mu(y) \quad (f \in C_c(X)).$$

We are interested in equivariance properties of this construction. Thus assume that a lcsc group $G$ acts continuously on $X$ and $Y$. If $\mu \in \text{Prob}(Y)$ is $G$-quasi-invariant, i.e. $g_\ast \mu \ll \mu$ for all $g \in G$, then all the measures $\{g_\ast \mu \mid g \in G\}$ are mutually equivalent, and we denote by

$$r_\mu(g, y) := \frac{d(g_\ast \mu)}{d\mu}(y)$$

the associated Radon-Nikodym cocycle. Note that, with our convention,

$$\int_Y f(g, y) \, d\mu(y) = \int_Y f(y) r_\mu(g^{-1}, y) \, d\mu(y).$$

Also note that $r_\mu(g, \cdot)$ is a $\mu$-almost everywhere positive function.

Lemma 5.5. Assume that $G$ acts continuously by homeomorphisms on the lcsc spaces $X$ and $Y$ and that $\sigma : Y \to \text{Prob}(X)$ is a $G$-quasi-equivariant Borel map. If $\mu \in \text{Prob}(Y)$ is $G$-quasi-invariant, then so is $\int_Y \sigma_y \, d\mu(y) \in \text{Prob}(X)$.

Proof. Let us abbreviate

$$h(g, x, y) := \frac{d(g_\ast \sigma_x)}{d\sigma_{g, y}}(x).$$
Let $A \subset X$ be a Borel subset and let $g \in G$. Then we have
\[
\left( g_* \left( \int_Y \sigma_y d\mu(y) \right) \right)(A) = \left( \int_Y \sigma_y d\mu(y) \right)(g^{-1}.A) = \int_Y \sigma_y(g^{-1}.A) d\mu(y) \\
= \int_Y \left( g_* \sigma_y(A) \right) d\mu(y) = \int_Y \int_A d(g_v)(x) d\mu(y) \\
= \int_Y \int_A \frac{d(g_v g_y)}{d\sigma_g y}(x) d\mu(y) \\
= \int_Y \left( \int_A h(g, x, y) d\sigma_g y(x) \right) d\mu(y) \\
= \int_Y \left( \int_A h(g, x, g^{-1}.y) d\sigma_g y(x) \right) r_{\mu}(g^{-1}, y) d\mu(y) \\
= \int_Y \int_A h(g, x, g^{-1}.y) r_{\mu}(g^{-1}, y) d\sigma_g y(x) d\mu(y).
\]
Thus $A$ is a null set for $g_* \left( \int_Y \sigma_y d\mu(y) \right)$ if and only if
\[
\int_Y \int_A h(g, x, g^{-1}.y) r_{\mu}(g^{-1}, y) d\sigma_g y(x) d\mu(y) = 0.
\]
Since the integrand is positive, this is equivalent to
\[
0 = \int_Y \int_A h(g, x, g^{-1}.y) r_{\mu}(g^{-1}, y) d\sigma_g y(x) d\mu(y) = \left( \int_Y \sigma_y d\mu(y) \right)(A).
\]
This shows that $g_* \left( \int_Y \sigma_y d\mu(y) \right)$ and $\left( \int Y \sigma_y d\mu(y) \right)$ have the same null sets and finishes the proof. \qed

Proof of Lemma 5.4. In view of Lemma C.2 it suffices to check that
\[
\mu'_X := \int_X \sigma_y d\mu_Y(y) \ll \mu_X.
\]
Since $\mu_Y$ is $G$-quasi-invariant and $\sigma$ is $G$-quasi-equivariant, the measure $\mu'_X$ is $G$-quasi-invariant by Lemma 5.5. Since $X$ is homogeneous, there is a unique $G$-quasi-invariant measure class on $X$, hence in particular $\mu'_X \ll \mu_X$. \qed

We have now established Theorem 4.1, and hence also Theorem 2.14.

6. Computations in Spectral Sequences

In this section we are going to establish the following quantitative version of Key Lemma 2.9:

**Theorem 6.1.** Let $R \in \mathbb{N} \cup \{\infty\}$, let $(G_r, X_r, \gamma_r)_{r \in [R]}$ be a measured Quillen family of length $R$ with parameters $(\gamma, \tau)$, and let $q_0 \geq 1$ be a natural number such that for every $r \in [R - 1]$, the inclusion $G_r \hookrightarrow G_{r+1}$ induces an isomorphism
\[
H^q_{cb}(G_{r+1}) \sim H^q_{cb}(G_r) \quad \text{whenever} \quad q \leq q_0.
\]
Furthermore, let the functions $\widetilde{\gamma}$ and $\widetilde{\tau}$ be defined as

$$\widetilde{\gamma}(q, r) := \min_{j=q+1}^{q} \gamma(r + 1 - 2(q - j)) - j \quad \text{and} \quad \widetilde{\tau}(q, r) := \min_{j=q+1}^{q} \tau(r + 1 - 2(q - j)) - j.$$  

Then for all $r \in [R - 1]$ and $q \geq 0$, the inclusion $G_r \hookrightarrow G_{r+1}$ induces an isomorphism (resp. an injection) $H^q_{cb}(G_{r+1}) \rightarrow H^q_{cb}(G_r)$ whenever

$$\min\{\widetilde{\gamma}(q, r), \widetilde{\tau}(q, r) - 1\} \geq 0 \quad \text{(resp. } \min\{\widetilde{\gamma}(q, r), \widetilde{\tau}(q, r)\} \geq 0).$$

Remark 6.2 (Initial conditions). We refer to the condition that the inclusions induce isomorphisms $H^q_{cb}(G_{r+1}) \rightarrow H^q_{cb}(G_r)$ for all $q \leq q_0$ as the initial condition. We can always choose $q_0 := 1$, since $H^1_{cb} = 0$ for trivial coefficients. If the $G_r$ are all connected simple Lie groups and either all of Hermitian type (as in the symplectic case) or all of non-Hermitian type, then we can choose $q_0 := 2$ by [6, 5]. For example this is the case for the families $(\text{Sp}_{2r}(\mathbb{R}))$ and $(\text{Sp}_{2r}(\mathbb{C}))$.

Let us reassure ourselves that Theorem 6.1 implies Key Lemma 2.9: Let $(G_r, X_r)_{r \in \mathbb{N}}$ be an infinite measured Quillen family with parameters $(\gamma, \tau)$ and assume that $\gamma(r) \to \infty$ and $\tau(r) \to \infty$ as $r \to \infty$. By Remark 6.2 we may choose the initial condition $q_0 := 1$. Since $\gamma(r) \to \infty$ and $\tau(r) \to \infty$ we then find for every $q \geq q_0$ some $r(q) \in \mathbb{N}$ such that for all $j \in \{q_0 + 1, \ldots, q\}$ and all $r \geq r(q)$ we have

$$\gamma(r + 1 - 2(q - j)) \geq j \quad \text{and} \quad \tau(r + 1 - 2(q - j)) \geq j + 1.$$  

Then Theorem 6.1 implies that

$$H^q_{cb}(G_{r(q)}) \cong H^q_{cb}(G_{r(q)+1}) \cong H^q_{cb}(G_{r(q)+2}) \cong \cdots$$

This shows that $(G_r)_{r \in \mathbb{N}}$ is stable.

The proof of Theorem 6.1 will be given in Subsection 6.2 below based on a spectral sequence argument. The relevant spectral sequences will be constructed in Subsection 6.1.

6.1. The double complex and its associated spectral sequences. Let $G$ be an lcsc group, and $X_i$ be an admissible $G$-object (see Subsection 2.1 for basic definitions about admissible $G$-objects). By Definition 2.3, the $L^\infty$-complex

$$0 \rightarrow L^\infty(X_0) \xrightarrow{d^0} L^\infty(X_1) \xrightarrow{d^1} L^\infty(X_2) \xrightarrow{d^2} \cdots$$

associated to $X_i$ is a complex of coefficient $G$-modules. We recall that for every $q \geq 0$, the operator $d^q$ is defined as the alternating sum $d^q = \sum_{i=0}^{q+1} (-1)^i \delta^i$, where $\delta^i : L^\infty(X_q) \rightarrow L^\infty(X_{q+1})$ is the map induced by the $i$-th face operator $\delta^i : X_{q+1} \rightarrow X_q$.

For all $p, q \geq 0$, we define the Banach spaces and morphisms

$$L^{p,q} := L^\infty(G^{p+1} \times X_q)^G \cong L^\infty(G^{p+1}; L^\infty(X_q))^G$$

$$d^{p,q}_H : L^{p,q} \rightarrow L^{p+1,q}, \quad d^{p,q}_H f(g_0, \ldots, g_p) := \sum_{i=0}^{p} (-1)^i f(g_0, \ldots, \hat{g}_i, \ldots, g_p),$$

$$d^{p,q}_V : L^{p,q} \rightarrow L^{p,q+1}, \quad d^{p,q}_V f(g_0, \ldots, g_{p-1}) := d^q (f(g_0, \ldots, g_{p-1})),$$

where $G$ is equipped with the $G$-action by left-multiplication, and $d^q$ are the coboundary operators in (6.2) (see Example A.5 and Lemma A.6). A computation shows that $(L^{*,*}, d_H, d_V)$ is a
first-quadrant double complex. Let $^1E_1^{p,q}$ and $^2E_1^{p,q}$ be the spectral sequences associated with the horizontal and vertical filtrations of $L^\infty$, respectively, both of which converge to the cohomology of the total complex of $L^\infty$ and whose first-page terms and differentials are given by

\[
^1E_1^{p,q} = H^q(L^\infty, d^p), \quad ^1d_1^{p,q} = H^q(d_H^p) : \, ^1E_1^{p,q} \to ^1E_1^{p+1,q},
\]

\[
^2E_1^{p,q} = H^q(L^\infty, d_H^p), \quad ^2d_1^{p,q} = H^q(d^p) : \, ^2E_1^{p,q} \to ^2E_1^{p+1,q}.
\]

We say that $^1E_1^{p,q}$ and $^2E_1^{p,q}$ are the spectral sequences associated to the pair $(G, X)$.

If we make additional assumptions on the measurable connectivity and transitivity of $X$, we are able to gather more information about some of their terms and differentials. Concerning the spectral sequence $^1E_1^{p,q}$, we have the following lemma.

**Lemma 6.3.** Assume that $X$, is measurably $\gamma_0$-connected. Then for all $p \in [\gamma_0]$, the limit term $^1E_1^{p,\infty}$ is isomorphic to $H^p_{cb}(G)$.

**Proof.** By the measurable $\gamma_0$-connectivity of $X$, the complex (6.2) is exact up to degree $\gamma_0$. Applying the functor $L(\infty(G^{p+1}; -))G$ to it, we obtain

\[
0 \to L^\infty(G^{p+1})G \to L^{p,0} \to L^{p,1} \to \cdots \to L^{p,\gamma_0} \to L^{p,\gamma_0+1} \to \cdots,
\]

which is, too, exact up to degree $\gamma_0$ because of Lemma A.8. This implies vanishing of the rows $^1E_1^{p,q}$ for $1 \leq q \leq \gamma_0$, and shows that the zeroth row of the first page $^1E_1^{p,0}$ is given by

\[
^1E_1^{p,0} = H^0(L^\infty, d^p) \cong L^\infty(G^{p+1})G, \quad \text{for } p \geq 0.
\]

Figure 6.1 is a visualization of the first page $^1E_1^{p,0}$. The asterisks denote potentially non-vanishing terms, and the arrows in the bottom row correspond to the maps $^1d_1^{p,0} = H^0(d_H^p) = d_H^p$ for $p \geq 0$. The cohomology of this row is canonically isomorphic to the continuous bounded cohomology of $G$, so $^1E_1^{p,0} \cong H^p_{cb}(G)$ for all $p \geq 0$. The vanishing of the $\gamma_0$ rows above the bottom row implies the lemma. Indeed, for $s \geq 2$, the differentials $^1d_s^{p,q}$ that meet any of the terms

\[
\begin{array}{cccccccc}
q & & & & & & & \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\gamma_0+1 & * & * & \cdots & * & * & * & \cdots \\
\gamma_0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots \\
\gamma_0-1 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
1 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots \\
0 & L^\infty(G)^G & L^\infty(G^2)^G & \cdots & L^\infty(G^{\gamma_0})^G & L^\infty(G^{\gamma_0+1})^G & L^\infty(G^{\gamma_0+2})^G & \cdots \\
\end{array}
\]

**Figure 6.1. First page $^1E_1^{p,0}$**
1E_p,q^0 for 0 ≤ p ≤ γ_0 emanate from terms at the positions (p, q) for 0 ≤ p + q ≤ γ_0 − 1. However, since all these terms already vanished in the second page, the image of the differentials 1d_p,q will be trivial, leaving the zeroth row unchanged until the limit. In other words, 1E_∞^p ∼= 1E_0^p ∼= 1E_2^0 for all 0 ≤ p ≤ γ_0.

While the convergence of the spectral sequence 1E_∗^p relies on the measurable connectivity of X, it will be mostly the transitivity of its G-action what will provide information on 1^I_1^E_∗^q. From now on we assume that G acts τ-transitively on X, for some τ ∈ ℕ. We may then assume that for p ∈ [τ] we have X_p = G/H_p, where H_0 ⊃ · · · ⊃ H_τ are subgroups of G. We denote by j_p : H_{p+1} ↪ H_p the canonical inclusions, and by

j_p^* : L_∞(G+1)^H_p ↪ L_∞(G+1)^H_{p+1} and H^*_cb(j_p+1; id) : H^q_{cb}(H_p) → H^q_{cb}(H_{p+1}),

the induced maps.

Remark 6.4. By [22, Proposition 10.1.3] the Eckmann–Shapiro map

L_∞(G+1)^H_p \xrightarrow{\text{ind}} L_∞(G^+1; L_∞(G/H_p))^G, \quad \text{ind}(f)(g_0 H_p) = f(g_0^{-1} g)

induces for every p ∈ [τ] an isomorphism

\text{ind} : H^q_{cb}(H_p) \xrightarrow{\sim} H^q_{cb}(G; L_∞(G/H_p)) = H^q_{cb}(G; L_∞(X_p)) = 1^I_{1^p,q}.

The remainder of this subsection is devoted to the proof of the following fact:

Proposition 6.5. For every p < τ_0 and q ≥ 0 define \( \Delta^p_q : H^q_{cb}(H_p) → H^q_{cb}(H_{p+1}) \) by the following commuting diagram

\[
\begin{array}{ccc}
\Pi E_{1}^{-p,q} & \xrightarrow{\Pi d_p^{p,q}} & \Pi E_{1}^{-p+1,q} \\
\text{ind} \downarrow & & \text{ind} \\
H^q_{cb}(H_p) & \xrightarrow{\Delta^p_q} & H^q_{cb}(H_{p+1})
\end{array}
\]

(6.3)

Then \( \Delta^p_q = H^q_{cb}(j_{p+1}; id) \) if p is odd and \( \Delta^p_q = 0 \) if p is even.

For the moment fix \( p \in [τ_0 - 1] \) and \( i \in [p] \). We may then choose elements \( w_i \in G \) such that the face map \( δ_i : G/H_{p+1} → G/H_p \) is given by \( δ_i(e H_{p+1}) = w_i H_p \). Since \( δ_i \) is G-equivariant we then have

\[
δ_i(g H_{p+1}) = gw_i H_p \quad \text{for all } g \in G.
\]

Left-multiplication by \( w_i \) then induces a map

\[
λ_{w_i} : L_∞(G^{q+1})^H_p → L_∞(G^{q+1})^H_{p+1}, \quad λ_{w_i} f(g) := f(w_i^{-1} g),
\]

since for all \( f \in L_∞(G^{q+1}), h \in H_{p+1} \) and \( g \in G^{q+1} \) we have

\[
(h w_i)(f)(g) = f(w_i^{-1} h^{-1} g) = f(w_i^{-1} h^{-1} w_i^{-1} g) = f(w_i^{-1} g) = w_i(f)(g).
\]
Unravelling definitions shows that if we denote by \( \delta_i^* \) the map obtained from applying the functor \( L^\infty(G^{+1} \times \_)^G \) to \( \delta_i \), then the diagrams

\[
L^\infty(G^{+1}; L^\infty(G/H_p)) \xrightarrow{G} L^\infty(G^{+1}; L^\infty(G/H_{p+1}))
\]

commute for every \( q \geq 0 \). We deduce:

**Lemma 6.6.** Let \( p \in [\tau_0 - 1] \) and \( i \in [p] \). Then for every \( q \geq 0 \) we have a commuting diagram

\[
\begin{array}{ccc}
\Pi E_{p,q} & \xrightarrow{\Pi h_i^*(\text{id}; \delta_i^*)} & \Pi E_{p,q} \\
\xrightarrow{\text{ind}} & & \xrightarrow{\text{ind}} \\
H^q_{\text{cb}}(H_p) & \xrightarrow{H^q_{\text{cb}}(\text{id})} & H^q_{\text{cb}}(H_{p+1}).
\end{array}
\]

In particular, \( H^q_{\text{cb}}(\text{id}; \delta_i^*) \) is independent of \( i \).

**Proof.** In view of the diagram (6.5) it suffices to show that the maps \( j_{p+1}^* \) and \( \lambda_{w_i} \) induce the same map in cohomology. Define **prism operators** \( h^* : L^\infty(G^{+2}H_p) \to L^\infty(G^{+1}H_{p+1}) \) by the formula

\[
h^q f(g_0, \ldots, g_q) = \sum_{i=0}^q (-1)^i f(g_0, \ldots, g_i, w_i^{-1} g_i, \ldots, w_i^{-1} g_q).
\]

It is then a routine verification to check that \( \lambda_{w_i} - j_{p+1}^* = h^q d^q + d^q h^{q-1} \); see e.g. the proof of Theorem 2.10 in [15].

**Proof of Proposition 6.5.** Under the identification \( \Pi E_{p,q}^1 \cong H^p_{\text{cb}}(G; L^\infty(X_p)) \) the differential is given by

\[
\Pi d_{p,q}^1 = \sum_{i=0}^p (-1)^i H^q_{\text{cb}}(\text{id}; \delta_i^*)
\]

for all \( p, q \geq 0 \). Then the proposition follows from Lemma 6.6.

**6.2. Proof of Theorem 6.1.** From now on let \((G_r, X_r)_{r \in [R]}\) be a measured Quillen family with parameters \((\gamma, \tau)\), as in Definition 2.8. Furthermore, let \( r \) denote the inclusion \( G_r \hookrightarrow G_{r+1} \). Fix an arbitrary \( r \in [R-1] \), and choose compatible point stabilizers \( H_{r+1,p} \) of \( X_{r+1,p} \) for \( p \in [\tau] \). By the construction in the last subsection, each pair \((G_r, X_r)\) gives rise to two spectral sequences \( \Pi_{r+1} E^{\bullet\bullet} \) and \( \Pi_{r+1} E^{\bullet\bullet} \). From Proposition 6.5 we then obtain commutative diagrams

\[
\begin{array}{ccc}
\Pi_{r+1} E_{p,q}^1 & \xrightarrow{\Pi d_{p,q}^1} & \Pi_{r+1} E_{p+1,q}^1 \\
\xrightarrow{\text{ind}} & & \xrightarrow{\text{ind}} \\
H^q_{\text{cb}}(H_{r+1,p}) & \xrightarrow{\Delta_{p,q}} & H^q_{\text{cb}}(H_{r+1,p+1}).
\end{array}
\]

By Definition 2.6 we have surjective homomorphisms \( \pi_p : H_{r+1,p} \rightarrow G_{r-p} \) with amenable kernel which by [22, Corollary 8.5.2] induce isomorphisms \( H^q_{\text{cb}}(\pi_p; \text{id}) \) in continuous bounded
cohomology. Combining these with the induction isomorphisms we obtain isomorphisms

\[ H^q_{cb}(G_{r-p}) \xrightarrow{\sim} \Pi_{r+1} E^{p,q}_{r+1}. \]

Since by (2.3) the diagram

\[
\begin{array}{ccc}
H^q_{cb}(H_{r+1,p}) & \xrightarrow{H^q_{cb}(j_{p+1};id)} & H^q_{cb}(H_{r+1,p+1}) \\
\uparrow H^q_{cb}(\sigma_p;id) & & \uparrow H^q_{cb}(\sigma_{p+1};id) \\
H^q_{cb}(G_{r-p}) & \xrightarrow{H^q_{cb}(i_{r-p-1};id)} & H^q_{cb}(G_{r-p-1})
\end{array}
\]

(6.7)

commutes for every \( p < \tau(r+1) \) and \( q \geq 0 \), we deduce:

**Corollary 6.7.** For any \( p \in [\tau(r+1) - 1] \) and \( q \geq 0 \) there is a commuting diagram of the form

\[
\begin{array}{ccc}
\Pi_{r+1} E^{p,q}_{r+1} & \xrightarrow{\Pi_{r+1} D^{p,q}_{r+1}} & \Pi_{r+1} E^{p+1,q}_{r+1} \\
\uparrow & & \uparrow \sim \\
H^q_{cb}(G_{r-p}) & \xrightarrow{D^{p,q}_{r-p}} & H^q_{cb}(G_{r-p-1})
\end{array}
\]

where \( D^{p,q} = H^q_{cb}(i_{r-p-1};id) \) if \( p \) is odd and \( D^{p,q} = 0 \) if \( p \) is even. \( \square \)

For the rest of this subsection we fix \( r \in [R-1] \) and introduce the following shorthand notations:

- We write \( I^r \) for \( \Pi_{r+1} E^{r-\ast} \).
- We write \( H^q_{cb}(G_{r-p}) \) instead of \( H^q_{cb}(G_{r-p}) \) for all \( p \in [r] \) and \( q \in \mathbb{N} \).
- We write \( H^q(i_r) : H^q_{r+1} \rightarrow H^q_r \) for the map induced by the inclusion \( i_r : G_r \hookrightarrow G_{r+1} \).

With this notation, Theorem 6.1 can then be stated as follows:

**Main Claim.** For any \( q \geq 0 \), the map \( H^q(i_r) : H^q_{r+1} \rightarrow H^q_r \) is

- \((A_q)\) an injection if \( q \) is such that \( \min(\tilde{\gamma}(q,r), \tilde{\tau}(q,r)) \geq 0 \), and
- \((B_q)\) an isomorphism if \( q \) is such that \( \min(\tilde{\gamma}(q,r), \tilde{\tau}(q,r) - 1) \geq 0 \).

We are going to establish the main claim by induction on \( q \). For \( q \in [q_0] \) both \((A_q)\) and \((B_q)\) hold by our initial condition. Thus let \( q > q_0 \), and assume as induction hypothesis that the statements \((A_{q'})\) and \((B_{q'})\) in the claim above hold for any \( q' < q \). We then have to show that \((A_q)\) and \((B_q)\) hold. We are going to give a detailed proof of the statement \((B_q)\), and then indicate the necessary replacements to convert this proof into an argument for \((A_q)\). These proofs will occupy the remainder of this section.

6.2.1. **Proof of \((B_q)\).** Assume that \( \min(\tilde{\gamma}(q,r), \tilde{\tau}(q,r) - 1) \geq 0 \). By the definition of \( \tilde{\gamma} \) and \( \tilde{\tau} \) in (6.1), this is equivalent to saying that

\[
\gamma(r+1 - 2(q-j)) \geq j \quad \text{and} \quad \tau(r+1 - 2(q-j)) \geq j + 1
\]

for all \( j = q_0 + 1, \ldots, q \). For the value \( j = q \), the inequalities in (6.1) read \( \gamma(r+1) \geq q \) and \( \tau(r+1) \geq q + 1 \). Thus, Lemma 6.3 and Corollary 6.7 imply respectively that
If we set \( \mathbb{E}_q^{q'} \cong H^q_{r+1} \) for all \( q' \in [q] \), and \( \mathbb{E}_1^{q'} \cong H^q_{r-p} \) for all \( p' \in [q+1] \) and all \( q' \geq 0 \).

We now have to show:

**Claim:** The limit term \( \mathbb{E}_q^q \) is isomorphic to \( H_q^q \). In particular, there is an isomorphism

\[
H^q_{r+1} \cong \mathbb{E}_\infty^q \cong \mathbb{E}_q^q \cong H^q_r,
\]

which is induced by the inclusion \( G_r \hookrightarrow G_{r+1} \).

Figure 6.2 below displays the arrangement of those first-page terms in \( \mathbb{E}_1^{p} \) that are relevant to verify the claim. According to Corollary 6.7, the maps between these terms are given as follows.

The map at the very left of the \( q \)th row is always given by the zero map

\[
(6.9) \quad H^q_r \rightarrow H^q_{r-1}
\]

If \( 1 \leq q' \leq q-1 \) then we consider the following three maps in the \( q' \)th row:

\[
\mathbb{E}_1^{q'-q',q'} \rightarrow \mathbb{E}_1^{q',q'} \rightarrow \mathbb{E}_1^{q'+q'+1,q'} \rightarrow \mathbb{E}_1^{q'+q'+2,q'}
\]

If we set \( p := q-q' \), then \( 1 \leq p \leq q-1 \) and our three relevant maps are given by

\[
(6.10) \quad \begin{cases} 
H^q_{r-p} \rightarrow H^q_{r-p} \rightarrow H^q_{r-p} \rightarrow H^q_{r-p}, & \text{if } p \text{ is odd;} \\
H^q_{r-p} \rightarrow H^q_{r-p} \rightarrow H^q_{r-p} \rightarrow H^q_{r-p}, & \text{if } p \text{ is even.}
\end{cases}
\]

Finally consider the bottom row. Here we have the maps

\[
(6.11) \quad \begin{cases} 
H^q_{r-q+1} \rightarrow H^q_{r-q} \rightarrow H^q_{r-q} \rightarrow \mathbb{E}_1^{q+2,0}, & \text{if } q \text{ is odd;} \\
H^q_{r-q+1} \rightarrow H^q_{r-q} \rightarrow H^q_{r-q} \rightarrow \mathbb{E}_1^{q+2,0}, & \text{if } q \text{ is even.}
\end{cases}
\]

![Figure 6.2. Some entries of the first page \( \mathbb{E}_1^{p} \)](image-url)
From the arrangement of terms in Figure 6.2, one can deduce that the following claims are sufficient to conclude that $\Pi E_\infty^q \cong H_r^q$:

(a) The map $H^{q-p}(q_{r-p-1})$ is an isomorphism for $p \in \{1, \ldots, q\}$ odd,
(b) The map $H^{q-p}(q_{r-p})$ is an isomorphism for $p \in \{1, \ldots, q\}$ even,
(c) The map $H^{q-p}(q_{r-p-2})$ is an injection for $p \in \{1, \ldots, q-1\}$ even, and
(d) The map $H_{r-q-1}^0 \rightarrow \Pi E_1^{q+2,0}$ is an injection if $q$ is even.

Indeed, if all these assertions hold, then by (6.10) and (6.11) then the second page has zeros as indicated in Figure 6.3 below, and by (6.9) we have $\Pi E_2^{q,q} \cong H_r^q$. All the zeros on the second page remain zeros on all later pages, and $\Pi E_2^{q,q}$ will always be mapped to one of these zeros. We deduce that

$$\Pi E_\infty^q = \bigoplus_{p+q'=q} \Pi E_{\infty}^{p,q'} \cong H_r^q \oplus 0 \oplus 0 \oplus \cdots \oplus 0 \cong H_r^q.$$

We have thus proved the claim up to establishing (a)–(d). The latter will follow from the induction hypothesis and re-writing the equations (6.8) adequately:

**Proof of (a).** By the initial condition in Theorem 6.1, the map $H^{q-p}(q_{r-p-1})$ is an isomorphism for every $p \geq q - q_0$, so it remains to show that this map is an isomorphism for all odd $p \in \{1, \ldots, q - q_0 - 1\}$. Note that $p$ lies in that set if and only if $q - p \in \{q_0 + 1, \ldots, q - 1\}$. Hence, the claim will follow from the induction hypothesis ($B_{q-p}$) upon verifying that for every odd $p \in \{1, \ldots, q - q_0 - 1\}$, we have min{$\gamma(q - p, r - p - 1), \tau(q - p, r - p - 1) - 1$} $\geq 0$, or in other words, that

$$\gamma(r - p - 2(q - p - j)) \geq j \quad \text{and} \quad \tau(r - p - 2(q - p - j)) \geq j + 1$$

for all $j \in \{q_0 + 1, \ldots, q - p\}$. Note that $j + (p - 1)/2 \in \{q_0 + 1 + (p - 1)/2, \ldots, q - (p + 1)/2\} \subset \{q_0 + 1, \ldots, q\}$,
where the number \((p - 1)/2\) is an integer because \(p\) is odd, and therefore, by (6.8),
\[
\gamma(r - p - 2(q - p - j)) = \gamma \left( r + 1 - 2 \left( q - (j + (p - 1)/2) \right) \right) \geq j + (p - 1)/2 \geq j \quad \text{and}
\tau(r - p - 2(q - p - j)) = \tau \left( r + 1 - 2 \left( q - (j + (p - 1)/2) \right) \right) \geq j + 1 + (p - 1)/2 \geq j + 1,
\]
completing the verification.

**Proof of (b).** As with (a), we need to check that \(\min \{ \tilde{\gamma}(q - p, r - p), \tilde{\tau}(q - p, r - p) - 1 \} \geq 0\) for every even \(p \in \{1, \ldots, q - q_0 - 1\}\), or in other words, that
\[
\gamma(r - p + 1 - 2(q - p - j)) \geq j \quad \text{and} \quad \tau(r - p + 1 - 2(q - p - j)) \geq j + 1
\]
for all such \(p\) and all \(j \in \{q_0 + 1, \ldots, q - p\}\). Note that \(p/2\) is an integer, \(j + p/2 \in \{q_0 + 1, \ldots, q\}\), and by (6.8),
\[
\gamma(r - p + 1 - 2(q - p - j)) = \gamma \left( r + 1 - 2 \left( q - (j + p/2) \right) \right) \geq j + p/2 \geq j \quad \text{and}
\tau(r - p + 1 - 2(q - p - j)) = \tau \left( r + 1 - 2 \left( q - (j + p/2) \right) \right) \geq j + 1 + p/2 \geq j + 1.
\]
We then conclude by the induction hypothesis \((B_{q-p})\).

**Proof of (c).** For the injectivity of \(H^{q-p}(t_{r-p-2})\) with \(p \in \{1, \ldots, q - 1\}\) even, we check must verify that the inequality \(\min \{ \tilde{\gamma}(q - p, r - p - 1), \tilde{\tau}(q - p, r - p - 1) \} \geq 0\) holds for every even \(p \in \{1, \ldots, q - q_0 - 1\}\). This translates into the collection of inequalities
\[
\gamma(r - p - 2(q - p - j)) \geq j \quad \text{and} \quad \tau(r - p - 2(q - p - j)) \geq j
\]
with \(j \in \{q_0 + 1, \ldots, q - p\}\). By the same verification from (b), this is the case, and we conclude by \((A_{q-p})\).

**Proof of (d).** Note that \(\Pi E^{q,0}_1 \cong H^0(G_{r+1}; L^\infty(X_{r+1,q})) \cong L^\infty(X_{r+1,q})^{G_{r+1}}\), that the differential \(\Pi d^{q,0}_1 : \Pi E^{q,0}_1 \to \Pi E^{q+1,0}_1\) corresponds under this isomorphism to the coboundary operator \(d^q\), and that the diagram
\[
\begin{array}{ccc}
L^\infty(X_{r+1,q})^{G_{r+1}} & \xrightarrow{d^q} & L^\infty(X_{r+1,q+1})^{G_{r+1}} \\
\downarrow \sim & & \downarrow \\
\mathbb{R} & & \\
\end{array}
\]
commutes, where both maps \(\mathbb{R} \to L^\infty(X_{r+1,q})^{G_{r+1}}\) and \(\mathbb{R} \to L^\infty(X_{r+1,q+1})^{G_{r+1}}\) are the coefficient inclusions. The former is an isomorphism because of the transitivity of the \(G_{r+1}\)-action on \(X_{r+1,q}\).

6.2.2. **Proof of \((A_q)\).** The proof of \((A_q)\) is completely analogous to the one of \((B_q)\). We go through its main points and omit all estimates that are similar to the ones carried out in the previous subsection. Assume that \(\min \{ \tilde{\gamma}(q, r), \tilde{\tau}(q, r) \} \geq 0\), or equivalently, that
\[
(6.12) \quad \gamma(r + 1 - 2(q - j)) \geq j \quad \text{and} \quad \tau(r + 1 - 2(q - j)) \geq j
\]
hold for all \(j = q_0 + 1, \ldots, q\). As in the previous proof, the value \(j = q\) yields the inequalities \(\gamma(r + 1) \geq q\) and \(\tau(r + 1) \geq q\). This implies by Lemma 6.3 and Corollary 6.7 that
The claim to prove now is the following:

**Claim:** The limit term $\operatorname{II}E^q_{\infty}$ injects into $H^q_r$. In particular, we have the inclusion

$$H^q_{r+1} \cong \operatorname{I}E^q_{\infty} \cong \operatorname{II}E^q_{\infty} \hookrightarrow H^q_r,$$

which is induced by the map $G_r \hookrightarrow G_{r+1}$.

Figure 6.4 below displays the arrangement in the first page $\operatorname{II}E^q_1$ that are relevant to the proof of this claim. As a consequence of Corollary 6.7, the maps between these terms are given as follows. As in (6.9), the map at the left of the $q$-th row is always the zero map

$$H^q_{r-1} \to H^q_r$$

If $1 \leq q' \leq q - 1$, then we consider the two maps in the $q'$-th row:

$$\operatorname{II}E^{q'-1,q'}_1 \to \operatorname{II}E^{q'-q',q'}_1 \to \operatorname{II}E^{q'-q'+1,q'}_1$$

Setting $p := q - q'$, we have $1 \leq p \leq q - 1$ and our relevant maps are given by

\[
\begin{align*}
\operatorname{II}E^{q-p,q}_1 & \to \operatorname{II}E^{q-p,q+1}_1, \\
\operatorname{II}E^{q-p,q}_1 & \to \operatorname{II}E^{q-p,q+1}_1,
\end{align*}
\]

In the bottom row, we have

\[
\begin{align*}
\operatorname{H}^{q+1,0}_1 & \to \operatorname{H}^{q+1,0}_1, \\
\operatorname{H}^{q+1,0}_1 & \to \operatorname{H}^{q+1,0}_1,
\end{align*}
\]

and $q$-th row

\[
\begin{align*}
\operatorname{H}^q_r & \to \operatorname{H}^q_{r-1}, \\
\operatorname{H}^q_{r-1} & \to \operatorname{H}^q_{r-2}, \\
\operatorname{H}^q_{r-1} & \to \operatorname{H}^q_{r-3}, \\
& \vdots \\
0 & \to \operatorname{II}E^{q+1,0}_1
\end{align*}
\]
Our claim will follow if the following conditions are fulfilled:

(a') The map $H^{q-p}(r_{r-p-1}, \text{id})$ is an injection for $p \in \{1, \ldots, q-1\}$ odd,
(b') The map $H^{q-p}(r_{r-p}, \text{id})$ is an isomorphism for $p \in \{1, \ldots, q\}$ even, and
(c') The map $H^{0}_{r-q} \to \Pi E^{q+1,0}$ is an injection if $q$ is odd.

Indeed, by (6.14) and (6.15) then the second page has zeros as indicated in Figure 6.5 above, and by (6.13) we have $\Pi E^{0,q}_2 \cong H^q_r$. All the zeros on the second page remain zeros on all later pages. For every $s \geq 2$, the target of the differential $\Pi E^{0,q}_s \to \Pi E^{s,q-s+1}_s$ will be a non-zero map, since we have no control of the term $\Pi E^{s,q-s+1}_s$. This means that as a kernel of that differential, $\Pi E^{0,q}_s$ injects into $\Pi E^{0,q}_s$. In the limit page, we have therefore

$$\Pi E^{0,q}_\infty \hookrightarrow \Pi E^{0,q}_2 \cong H^q_r,$$

and thus

$$\Pi E^q_\infty = \bigoplus_{p' + q' = q} \Pi E^{p',q'}_\infty \hookrightarrow H^q_r \oplus 0 \oplus 0 \oplus \cdots \oplus 0 \cong H^q_r.$$

The proof of the assertion (c') follows exactly as statement (d) in the proof of $(B_q)$. Assertions (a') and (b') are consequences of the induction hypothesis upon re-writing adequately the inequalities (6.12), in an analogous way to the proof of the conditions (a)-(c) in the proof of $(B_q)$. The verification is left to the reader.
APPENDIX A. MONOD’S CATEGORY OF COEFFICIENT G-MODULES

The entire content of this appendix has been extracted from [22]; we refer to it for either proofs of the statements or further references to their proofs.

Given a locally compact, second-countable (lcsc) topological group $G$ we define the category $\text{Ban}_G$ as follows: Objects in $\text{Ban}_G$ are separable Banach spaces over the field of real numbers equipped with a jointly continuous $G$-action by bounded linear isometries; they will be referred to as \textit{separable, continuous Banach $G$-modules}. Morphisms in $\text{Ban}_G$ are given by $G$-equivariant bounded linear maps, here referred to as \textit{$G$-morphisms}.

**Definition A.1.** Monod’s category of coefficient $G$-modules is the opposite category $\text{Ban}_G^{\text{op}}$ of $\text{Ban}_G$.

**Remark A.2.** We will use the following concrete model for $\text{Ban}_G^{\text{op}}$: Given a Banach $G$-module $B$, denote by $B^\#$ the dual Banach space of $B$ equipped with the contragredient $G$-action. Note that $B^\#$ is in general not an object of $\text{Ban}_G$, since neither needs it be separable, nor needs the contragredient action be continuous. We will refer to the pair $(B, B^\#)$ as a \textit{coefficient $G$-module}. Now let $(B^\flat, B)$ and $(C^\flat, C)$ be a pair of coefficient $G$-modules. Then a \textit{dual morphism} $(B^\flat, B) \to (C^\flat, C)$ is a weak-$\ast$ continuous $G$-morphism $f : B \to C$, or equivalently, a $G$-morphism which is dual to a $G$-morphism $f^\flat : C^\flat \to B^\flat$. We may then define $\text{Ban}_G^{\text{op}}$ as the category whose objects are coefficient $G$-modules and whose morphisms are dual morphisms.

We recall at this point **Definition 2.1**, which allows us to produce some examples of coefficient modules.

**Definition A.3.** A \textit{regular $G$-space} is a standard Borel space $X$, endowed with a Borel $G$-action and a Borel probability measure $\mu$ on $X$ that is $G$-quasi-invariant in the sense that $g_*\mu \sim \mu$ for all $g \in G$. We denote by $\text{Reg}_G$ the category whose objects are regular $G$-spaces and morphisms are Borel $G$-maps.

**Example A.4.** If $(X, \mu)$ is a regular $G$-space, then the pair $(L^1(X), L^\infty(X))$ is a coefficient $G$-module, where the action of $G$ on $L^\infty(X)$ is defined by $g.f(x) := f(g^{-1}x)$, and the one on $L^1(X)$ is given by the formula

$$g.f(x) := \rho(g, x)f(g^{-1}x),$$

where $\rho(g, x) := d(g^{-1}x)/d\mu(x)$ denotes the Radon-Nikodym cocycle of $\mu$. See also Appendix D in [4].

We will need the following generalization of this example.

**Example A.5.** Let $(X, \mu)$ is a regular-$G$-space, let $(B^\flat, B)$ be a coefficient $G$-module and define

$$L^\infty(X; B) := \{ \phi : X \to B : \phi \text{ is weak-$\ast$ Borel and essentially bounded} \}/\sim,$$

where $\sim$ denotes $\mu$-almost everywhere equality. Equipped with the essential supremum norm, this is a Banach space. We endow it with the $G$-action defined by the formula $g.f(x) = g.f(g^{-1}x)$ as in the previous example. Then

$$L^\infty(X; B) \cong (L^1(X) \hat{\otimes} B^\flat)^\#, $$
as objects of $\text{Ban}_G$, where $\otimes$ denotes the projective tensor product of Banach spaces and $L^1(X) \hat{\otimes} B$ is endowed with its natural $G$-action. Consequently, the pair $(L^1(X) \hat{\otimes} B^\flat, L^\infty(X, B))$ is a coefficient $G$-module.

The previous construction satisfies the following so-called exponential law:

**Lemma A.6.** For regular $G$-spaces $(X_1, \mu_1)$ and $(X_2, \mu_2)$ and a coefficient $G$-module $(B^\flat, B)$, there is an isomorphism

$$L^\infty(X_1 \times X_2; B) \cong L^\infty(X_1; L^\infty(X_2; B))$$

of coefficient $G$-modules. □

We have the following notion of exactness in $\text{Ban}_G^{\text{op}}$:

**Definition A.7.** Given a coefficient $G$-module $(B^\flat, B)$ we refer to $B$ as the underlying vector space. We say that a sequence

(A.1) 

$$0 \rightarrow ((B^0)^\flat, B^0) \rightarrow ((B^1)^\flat, B^1) \rightarrow ((B^2)^\flat, B^2) \rightarrow \cdots$$

of coefficient modules and dual morphisms is a complex, resp. exact, if the underlying sequence

(A.2) 

$$0 \rightarrow B^0 \rightarrow B^1 \rightarrow B^2 \rightarrow \cdots$$

of vector spaces has the corresponding property. In this case, in order to avoid an overloaded notation, we will omit mention of the preduals and refer simply to (A.2) and not to (A.1) as the complex, resp. exact sequence of coefficient modules whenever it is affordable.

The following lemma is our main technical tool; here Vect denotes the category of vector spaces.

**Lemma A.8.** The functor $\text{Ban}_G^{\text{op}} \rightarrow \text{Vect}$ given by $(A^\flat, A) \mapsto L^\infty(G^n, A)^G$ is exact, i.e. if $0 \rightarrow A \rightarrow B \rightarrow C \rightarrow 0$ is a short exact sequence in $\text{Ban}_G^{\text{op}}$, then

$$0 \rightarrow L^\infty(G^n; A)^G \rightarrow L^\infty(G^n; B)^G \rightarrow L^\infty(G^n; C)^G \rightarrow 0$$

is an exact sequence of vector spaces. □

**APPENDIX B. TOPOLOGY OF SYMPLECTIC GRASSMANNIANS**

**B.1. Symplectic bases.** Let $\mathbb{k} \in \{\mathbb{R}, \mathbb{C}\}$ and let $V$ be a $\mathbb{k}$-vector space. A *symplectic form* $\omega : V \times V \rightarrow \mathbb{k}$ is a non-degenerate alternating bilinear form, in which case $(V, \omega)$ is called a *symplectic vector space*. A linear map between symplectic vector spaces is called *symplectic* if it intertwines the given symplectic forms; we denote by $\text{Sp}(V, \omega)$ the group of linear symplectic automorphisms of $(V, \omega)$. It is a simple closed algebraic subgroup of $\text{GL}(V)$.

If $(V, \omega)$ is a symplectic vector space, then $V$ is even-dimensional and there exists a basis $(e_{r-1}, \ldots, e_0, f_0, \ldots, f_{r-1})$ of $\mathbb{k}^{2r}$ such that

$$\omega(e_i, f_j) = \delta_{ij} \quad \text{and} \quad \omega(e_i, e_j) = \omega(f_i, f_j) = 0 \quad \text{for all } i, j \in \{0, \ldots, r-1\}.$$
In any such basis $\omega$ is represented by the matrix

$$J = \begin{pmatrix} 0 & Q \\ -Q & 0 \end{pmatrix}, \text{ where } Q = \begin{pmatrix} & & & 1 \\ & & \ddots & \\ & 1 & & \\ 1 & & & \end{pmatrix},$$

hence we refer to $(e_{r-1}, \ldots, e_0, f_0, \ldots, f_{r-1})$ as a symplectic basis in antidiagonal form. Note that if $B := (e_{r-1}, \ldots, e_0, f_0, \ldots, f_{r-1})$ and $B' := (e'_{r-1}, \ldots, e'_0, f'_0, \ldots, f'_{r-1})$ are symplectic bases in antidiagonal form for symplectic vector spaces $(V, \omega)$ and $(V', \omega')$ respectively, then there exists a unique linear symplectic isomorphism $A : V \to V'$ which maps $B$ to $B'$. In particular, there is a precisely one symplectic vector space of dimension $2r$ over $k$ up to symplectic linear isomorphism. Let us denote by $(k^{2r}, \omega)$ the representative of this isomorphism class, in which the standard basis is in antidiagonal form; we then also write $\text{Sp}_{2r}(k)$ for the corresponding automorphism groups.

A subspace $W$ of a symplectic vector space $(V, \omega)$ is called symplectic if $\omega$ is non-degenerate on $W$. If $(e_{r-1}, \ldots, e_0, f_0, \ldots, f_{r-1})$ is a symplectic basis in $(k^{2r}, \omega)$ in antidiagonal form, then $V_k := \text{span}(e_k, \ldots, e_0, f_0, \ldots, f_k)$ is symplectic for all $0 \leq k \leq r - 1$. In particular we obtain embeddings

$$(B.1) \quad (k^0, 0) \hookrightarrow (k^2, \omega) \hookrightarrow (k^4, \omega) \hookrightarrow (k^6, \omega) \hookrightarrow \cdots \hookrightarrow (k^{2r}, \omega) \hookrightarrow \cdots,$$

by sending $(v_{r-1}, \ldots, v_0, w_0, \ldots, w_{r-1})^T$ to $(0, v_{r-1}, \ldots, v_0, w_0, \ldots, w_{r-1}, 0)^T$. Moreover, every $A \in \text{Sp}_{2r}(k)$ extends to an automorphism $\tilde{A} \in \text{Sp}_{2(r+1)}(k)$ acting trivially on $\text{span}(e_r, f_r)$. This defines embeddings

$$(B.2) \quad 1 \hookrightarrow \text{Sp}_2(k) \hookrightarrow \text{Sp}_4(k) \hookrightarrow \text{Sp}_6(k) \hookrightarrow \cdots \hookrightarrow \text{Sp}_{2r}(k) \hookrightarrow \cdots,$$

which on the level of matrices (with respect to the standard bases) are given by.

$$A \mapsto \tilde{A} = \begin{pmatrix} 1 & \\ A & 1 \end{pmatrix}.$$ 

Throughout this article we will always use these embeddings when considering $\text{Sp}_{2r}(k)$ as a subgroup of $\text{Sp}_{2(r+1)}(k)$.

### B.2. Symplectic complements and isotropic subspaces.

Given a symplectic vector space $(V, \omega)$ and $v, w \in V$, we write $v \perp_\omega w$ provided $\omega(v, w) = 0$, and given subsets $S, T \subset V$ we write $S \perp_\omega T$ and say that $S$ and $T$ are (symplectically) perpendicular if $v \perp_\omega w$ for all $v \in S$ and $w \in T$. We also define the symplectic complement $S^\omega$ of a subset $S \subset V$ as

$$S^\omega := \{v \in V \mid \{v\} \perp_\omega S\}.$$

This complement is always a linear subspace of $V$ since $S^\omega = (\text{span}(S))^\omega$, and for any linear subspace $W < V$ we have equalities

$$(B.3) \quad (W^\omega)^\omega = W \quad \text{and} \quad \dim W + \dim W^\omega = \dim V.$$

A linear subspace $W \subset V$ is then symplectic if $W \cap W^\omega = \{0\}$; it is called isotropic if $W < W^\omega$. Every one-dimensional subspace of $V$ is isotropic, and an isotropic subspace $W$ is
maximal in $V$ with respect to inclusion if and only if $W = W^\omega$; in this case $\dim W = 1/2 \dim V$ and $W$ is called Lagrangian. If $(e_{r-1}, \ldots, e_0, f_0, \ldots, f_{r-1})$ is a symplectic basis of $V$ in antidiagonal form, then $(e_{r-1}, \ldots, e_0)$ and $(f_0, \ldots, f_{r-1})$ are Lagrangian, and $(e_k, \ldots, e_0, f_0, \ldots, f_k)$ is symplectic for every $0 \leq k \leq r - 1$.

**Lemma B.1** ([20, Lemma 2.1.5]). Every isotropic subspace is contained in a Lagrangian, and every basis of a Lagrangian can be extended to a symplectic basis in antidiagonal form. □

**Proposition B.2.** Let $(V, \omega)$ be a symplectic vector space of dimension $2r$ and let $0 \leq k \leq r - 1$. Then the group $\text{Sp}(V, \omega)$ acts transitively on bases of $(k + 1)$-dimensional isotropic subspaces of $V$.

*Proof.* Let $W \subset V$ be a $(k+1)$-dimensional isotropic subspace, and let $(w_0, \ldots, w_k)$ be a basis of $W$. By Lemma B.1, $W$ is contained in a Lagrangian subspace $L$ and we can extend $(w_0, \ldots, w_k)$ to a basis $(w_0, \ldots, w_{r-1})$ of $L$, and then further to a symplectic basis $(v_{r-1}, \ldots, v_0, w_0, \ldots, w_{r-1})$ in antidiagonal form by the same lemma. Since $\text{Sp}(V, \omega)$ acts transitively on such bases, the corollary follows. □

The following lemma will be useful in Section 4. If $a, b \in \mathbb{P}(V)$ are 1-dimensional subspaces of a symplectic vector space $(V, \omega)$, we say that $\omega(a, b) = 0$ (resp. $\omega(a, b) \neq 0$) whenever $\omega(v, w)$ equals zero (resp. does not equal zero) for two non-zero vectors $v \in a$ and $w \in b$. Note that this property is independent of the choices of $v$ and $w$ within $a$ and $b$, respectively.

**Lemma B.3.** Let $(V, \omega)$ be a symplectic vector space, and let $a_0, \ldots, a_k, b_0, \ldots, b_k \in \mathbb{P}(V)$ be 1-dimensional subspaces of $V$ such that

\[ \omega(a_i, b_j) \neq 0 \text{ for all } i \in [k], \quad \omega(a_i, a_j) = 0 \text{ for all } i, j \in [k], \quad \text{ and} \]

\[ \omega(a_i, b_j) = 0 \text{ for all } i, j \in [k], i \neq j. \]

Then $W := \text{span}\{a_0, \ldots, a_k, b_0, \ldots, b_k\}$ is a symplectic subspace of $V$ of dimension $2(k + 1)$. In particular, $\dim V \geq 2(k + 1)$.

*Proof.* We prove the lemma by induction on $k$, where the base case $k = 0$ is immediate. We take the statement of the lemma for $k - 1$ as our induction hypothesis, and prove it for $k$. Thus, let $a_0, \ldots, a_k, b_0, \ldots, b_k$ be 1-dimensional subspaces as in the assumptions. By the induction hypothesis, the subspace $W'_0 := \text{span}\{a_0, \ldots, a_{k-1}, b_0, \ldots, b_{k-1}\}$ is symplectic and of dimension $2k$. In particular, $V$ splits as the direct sum $V = W'_0 \oplus W'_0$.

By assumption, $a_k \subset W'_0$. Now let $v_k$ and $w_k$ be non-zero vectors in $a_k$ and $b_k$, respectively, and let $w_{k,0} \in W'_0$ and $w_{k,1} \in W'_0$ be vectors such that $w_k = w_{k,0} + w_{k,1}$. Then

\[ 0 \neq \omega(v_k, w_k) = \omega(v_k, w_{k,0}) + \omega(v_k, w_{k,1}) = \omega(v_k, w_{k,1}). \]

Hence, $\text{span}\{v_k, w_{k,1}\} \subset W'_0$ is symplectic and of dimension two, and in consequence, $W = \text{span}(W'_0 \cup \{v_k, w_{k,1}\})$ is, too, symplectic and of dimension $2(k + 1)$. □

### B.3. Topologies on Grassmannians

If $X$ is an arbitrary lcsc space, then the set $C(X)$ of closed subsets admits a compact metrizable topology, called the *Chabauty topology*, in which convergence of sequences can be characterized as follows [1, Proposition E.1.2]: Given subsets
$W_m, W \in C(X)$, we have convergence $W_m \to W$ if and only if the following two conditions hold:

(C1) If $(w_{m_k})_k$ is a sequence in $X$ such that $w_{m_k} \in W_{m_k}$ for every $k$ and such that $w_{m_k} \to w \in X$ as $k \to \infty$, then $w \in W$.

(C2) If $w \in W$, then there exists a sequence $(w_m) \subset G$ with $w_m \in W_m$ and such that $w_m \to w$.

It is immediate from this characterization of convergence that if $V$ happens to be a finite-dimensional topological vector space over $k \in \{\mathbb{R}, \mathbb{C}\}$, then the subset $\text{Gr}(V) \subset C(V)$ of linear subspaces is closed, and that $\text{GL}(V)$ acts continuously on $\text{Gr}(V)$. Given $0 \leq k \leq \dim V$, denote by $\text{Gr}_k(V)$ the $k$-Grassmannian of $V$, i.e. the subset of $\text{Gr}(V)$ consisting of $k$-dimensional linear subspaces, equipped with the restriction of the Chabauty topology. We observe, firstly, that $\text{GL}(V)$ acts transitively on $\text{Gr}_k(V)$ and, secondly, that $\text{Gr}_k(V)$ is closed in $\text{Gr}(V)$, hence compact. Since

\begin{equation}
\text{Gr}(V) = \bigsqcup_{k=0}^{\dim V} \text{Gr}_k(V)
\end{equation}

is a finite disjoint union, we deduce that all of the subsets $\text{Gr}_k(V) \subset \text{Gr}(V)$ are clopen; in fact they are precisely the connected components of $\text{Gr}(V)$, since they are connected by the following lemma.

**Lemma B.4.** The Chabauty topology on $\text{Gr}_k(V)$ coincides with the quotient topology with respect to the $\text{GL}(V)$-action.

**Proof.** Since $\text{GL}(V)$ acts continuously and transitively on $\text{Gr}_k(V)$, this follows from the open mapping theorem for homogeneous spaces; see e.g. [19].

The following provides yet another description of the same topology.

**Proposition B.5.** For a fixed $l$, let $(W_m)$ be a sequence in $\text{Gr}_l(V)$, and $W \in \text{Gr}_l(V)$. Then $W_m \to W$ as $m \to \infty$ if and only if Property (C1) above holds.

**Proof.** We only need to show the sufficiency of property (C1). Thus assume $(W_m)$ and $W$ satisfies (C1) and let $W_{m_k}$ be a convergent subsequence, say $\lim_{k \to \infty} W_{m_k} = W'$. If $w' \in W'$, then by (C2) we find $w_{m_k} \in W_{m_k}$ with $w_{m_k} \to w'$, but then $w' \in W$ since $(W_m)$ and $(W)$ satisfy (C1) and hence $W' \subset W$. However, since $\dim W = \dim W' = l$ we deduce that $W = W'$, and since $(W_{m_k})$ was arbitrary and $\text{Gr}_l(V)$ is compact we deduce that $W_m \to W$. \qed

Here are two applications that we will use in the main part of this article.

**Lemma B.6.** For every subspace $W \subset V$ the map $\text{Gr}(V) \to \text{Gr}(V)$, $U \mapsto U \cap W$ is continuous.

**Proof.** Assume $U_n \to U$ in $\text{Gr}(V)$ and assume that $u_{m_k} \in U_{m_k} \cap W$ and $u_{m_k} \to u$. Then $u_{m_k} \in U$ (by (C1), since $U_n \to U$) and $u_{m_k} \in W$, since $W$ is closed. Thus $u \in U \cap W$ and hence $U_n \cap W \to U \cap W$ by Proposition B.5. \qed

**Lemma B.7.** Let $0 \leq l \leq k \leq \dim V - 1$ and set

\[ X_{k;l} := \{(p_0, \ldots, p_k) \in \mathbb{P}(V)^{k+1} \mid \dim \text{span}(p_0, \ldots, p_k) = l + 1\}. \]
Then the map
\[ \text{span} : X_{k,l} \to \text{Gr}_{l+1}(V), \quad (p_0, \ldots, p_k) \mapsto \text{span}(p_0, \ldots, p_k) \]
is continuous. In particular, the map \( \text{span} : \mathbb{P}(V)^{k+1} \to \text{Gr}(V) \) is Borel measurable.

**Proof.** Assume first that \( l = k \). Since the group \( \text{GL}(V) \) acts continuously and transitively on \( X_{k,k} \), the topology on \( X_{k,k} \) coincides with the quotient topology with respect to an orbit map \( \text{GL}(V) \to X_{k,k} \). Since the topology on \( \text{Gr}_{k+1}(V) \) is also a quotient topology by Lemma B.4, we deduce that the map \( \text{span} : X_{k,k} \to \text{Gr}_{k+1}(V) \) is a quotient map, in particular continuous.

Now let \( 0 \leq l \leq k \leq \dim V - 1 \) be arbitrary and assume that \( (p_0^{(n)}, \ldots, p_k^{(n)}) \to (p_0, \ldots, p_k) \) in \( X_{k,l} \). Then there exist indices \( i_0, \ldots, i_l \) such that \( (p_{i_0}, \ldots, p_{i_l}) \) are linearly independent. Since linear independence is an open condition, we deduce that \( (p_0^{(n)}, \ldots, p_k^{(n)}) \) are linearly independent for all sufficiently large \( n \), hence \( (p_0^{(n)}, \ldots, p_k^{(n)}) \to (p_0, \ldots, p_k) \) in \( X_{k,l} \). From the previous case we thus deduce that
\[ \text{span}(p_0^{(n)}, \ldots, p_k^{(n)}) = \text{span}(p_0^{(n)}, \ldots, p_k^{(n)}) \to \text{span}(p_0, \ldots, p_k) = \text{span}(p_0, \ldots, p_k), \]
which establishes the desired continuity. \( \square \)

**B.4. Continuity of symplectic polarities.** We return to the case where \( (V, \omega) \) is a symplectic vector space. By (B.3) we then have an \( \text{Sp}(V, \omega) \)-equivariant involution
\[ (-)\omega : \text{Gr}(V) \to \text{Gr}(V), \quad W \mapsto W^\omega, \]
called the **symplectic polarity**. The purpose of this subsection is to show that taking symplectic complements in a symplectic vector space defines a continuous involution on the corresponding Grassmannian with respect to the various equivalent topologies discussed above.

**Lemma B.8.** The symplectic polarity \( (-)\omega : \text{Gr}(V) \to \text{Gr}(V) \) is continuous.

**Proof.** It suffices to show that the restriction \( (-)\omega : \text{Gr}_l(V) \to \text{Gr}_{\dim(V)-l}(V) \) is continuous. Let \( (W_m) \) be a sequence in \( \text{Gr}_l(V) \) converging to \( W \in \text{Gr}_l(V) \). We show that \( W_m^\omega \to W^\omega \) as \( m \to \infty \) by using Proposition B.5. Let \( x_{m_j} \in W_m^\omega \) and assume that \( x_{m_j} \to x \in V \) as \( j \to \infty \), and let \( w \in W \). By the condition (C2) of Chabauty convergence, our assumption \( W_m \to W \) implies that there exists a sequence \( w_{m_j} \in W_{m_j} \) such that \( w_{m_j} \to w \). But then
\[ \omega(x, w) = \lim_{j \to \infty} \omega(x_{m_j}, w_{m_j}) = 0. \]
Since the choice of \( w \in W \) was arbitrary, it follows that \( x \in W^\omega \), which finishes the proof. \( \square \)

**B.5. The symplectic Grassmannian.** Let \( (V, \omega) \) be a symplectic vector space of dimension \( 2r \). For every \( l \in \{0, \ldots, r-1\} \) we define a subset \( G_l \) of the Grassmannian \( \text{Gr}_{l+1}(V) \) by
\[ G_l(V, \omega) := \{ W \in \text{Gr}_{l+1}(V) \mid W \text{ is isotropic} \}. \]
We refer to \( G_l(V, \omega) \) as the **symplectic Grassmannian** of type \( l \). In terms of incidence geometry, these are the points, lines, etc. of the polar geometry associated with \( (V, \omega) \) (hence the shift in enumeration). We set \( G(V, \omega) := \sqcup G_l(V, \omega) \) and we equip \( G(V, \omega) \subset \text{Gr}(V) \) with the
subspace topology. By Proposition B.2 the group \( \text{Sp}(V, \omega) \) acts transitively on \( G_l(V, \omega) \) for all \( l \in \{0, \ldots, r - 1\} \).

**Lemma B.9.** (i) \( G(V, \omega) \) is compact, and all \( G_l(V, \omega) \) are compact.

(ii) The subsets \( G_l(V, \omega) \subset G(V, \omega) \) are the connected components of \( G(V, \omega) \).

(iii) On each \( G_l(V, \omega) \) the subspace topology coincides with the quotient topology from \( \text{Sp}(V, \omega) \).

**Proof.** (iii) follows again from the open mapping theorem for homogeneous spaces [19], since the action of \( \text{Sp}(V, \omega) \) is continuous and transitive. This in turn implies that the \( G_l(V, \omega) \) are connected, and being clopen we deduce that they are the connected components of \( G(V, \omega) \), and it remains to show only that \( G(V, \omega) \) is closed in \( \text{Gr}(V) \). However, by Lemma B.8 the symplectic polarity is continuous, and it follows that the condition \( W \subset W^\omega \) is a closed condition. 

### APPENDIX C. TOOLS FROM MEASURE THEORY

In this appendix, we record some basic facts and notions from measure theory that we will use in the proofs of Proposition 3.5, Proposition 3.11 and Lemma 5.4. The material of this appendix is completely standard and only compiled here for ease of reference. Throughout this appendix we fix locally compact second-countable (lcsc) spaces \( X \) and \( Y \) and consider a map 

\[ \sigma : Y \rightarrow \text{Prob}(X), y \mapsto \sigma_y, \]

which is measurable with respect to the Borel structures on \( Y \) and \( \text{Prob}(X) \) (see Remark 5.2).

**C.1. Integrating measures.** We recall the construction of an integral of a family of measures.

**Lemma C.1.** For every \( \mu \in \text{Prob}(Y) \) the assignment

\[ \sigma_{\mu} : C_c(X) \rightarrow \mathbb{R}, \quad f \mapsto \int_Y \left( \int_X f \, d\sigma_y \right) \, d\mu(y) \]

defines a probability measure on \( X \).

**Proof.** Assume first that \( X \) is compact. Let \( f \in C(X) \) and let \( g : Y \rightarrow \mathbb{R} \) be given by \( g(y) := \sigma_y(f) \). Since \( g \) is Borel measurable, the function \( g \) is Borel measurable, and since each \( \nu_y \) is a probability measure, it is moreover bounded with \( |g(y)| = |\mu_y(f)| \leq ||f||_\infty \). This implies that \( \sigma_{\mu}(f) = \int g \, d\mu \) exists, and since \( \mu \) is a probability measure we have

\[ |\sigma_{\mu}(f)| = |\mu(g)| \leq ||g||_\infty \leq ||f||_\infty. \]

Since this holds for all \( f \in C(X) \), the linear functional \( \sigma_{\mu} \) is bounded. Positivity of \( \sigma_{\mu} \) follows from positivity of the measures \( \sigma_y \) and of \( \mu \), and finally

\[ \sigma_{\mu}(X) = \int \sigma_y(X) \, d\mu(y) = \int d\mu(y) = 1. \]

If \( X \) is non-compact and \( X^+ := X \cup \{\infty\} \) denotes its one-point compactification, then apply this to the map \( \sigma : Y \rightarrow \text{Prob}(X) \) to obtain a probability measure \( \sigma_{\mu} \) on \( X^+ \) and observe that \( \sigma_{\mu}(\{\infty\}) = 0 \) since \( \sigma_y(\{\infty\}) = 0 \) for all \( y \in Y \).
In view of the defining formula we refer to $\sigma_* \mu$ as the integral of the family of measures $\{\sigma_y \mid y \in Y\}$ and write 
\[
\int_Y \sigma_y \, d\mu(y) := \sigma_* \mu.
\]

C.2. **A general descent criterion.** We now consider the map 
\[
\sigma^* : L^\infty(X) \to L^\infty(Y), \quad \sigma^* f(y) = \int_X f \, d\sigma_y.
\]

**Lemma C.2.** Let $X$ and $Y$ be lcsc spaces, let $\mu_X \in \mathcal{P}(X)$, $\mu_Y \in \mathcal{P}(Y)$ and assume that 
\[
\int_Y \sigma_y \, d\mu_Y(y) \ll \mu_X.
\]
Then $\sigma^*$ descends to a map 
\[
\sigma^* : L^\infty(X, \mu_X) \to L^\infty(Y, \mu_Y), \quad [f] \mapsto [\sigma^* f].
\]

**Proof.** Let $f_1, f_2 \in L^\infty(X)$ be $\mu_X$-equivalent in the sense that $f := f_1 - f_2$ satisfies $\mu_X(f) = 0$. Since $\int_Y \sigma_y \, d\mu_Y(y) \ll \mu_X$ this implies $(\int_Y \sigma_y \, d\mu_Y(y))(f) = 0$. We deduce that 
\[
\mu_Y(\sigma^* f_1 - \sigma^* f_2) = \int_Y \left( \int_X f_1(x) \, d\sigma_y(x) - \int_X f_2(x) \, d\sigma_y(x) \right) \, d\mu_Y(y)
\]
\[
= \int_Y f(x) \, d\sigma_y(x) \, d\mu_Y(y)
\]
\[
= \left( \int_Y \sigma_y \, d\mu_Y(y) \right)(f) = 0,
\]
i.e. $\sigma^* f_1$ and $\sigma^* f_2$ are $\mu_Y$-equivalent. \qed

C.3. **Measurability of parameter-dependent integrals.** In the sequel we denote by $C_b(X)$ the space of continuous bounded functions on $X$.

**Lemma C.3.** If $X$ is compact and $\sigma : Y \to \text{Prob}(X)$ is continuous, then for every continuous bounded function $f \in C_b(X \times Y)$ the map 
\[
\tilde{f} : Y \to \mathbb{R}, \quad \tilde{f}(y) := \int_X f(x, y) \, d\sigma_y(x)
\]
is continuous.

**Proof.** If $y_n \to y$ in $Y$, then by assumption the functions $f_{y_n}(x) := f(x, y_n)$ converge uniformly to $f_y(x) := f(x, y)$ and $\sigma_{y_n} \to \sigma_y$ in the weak-*topology. We deduce that 
\[
|\tilde{f}(y) - \tilde{f}(y_n)| = |\langle f_{y_n} - f_y, \sigma_y \rangle + \langle f_{y_n}, \sigma_{y_n} - \sigma_y \rangle| \leq \|f_{y_n} - f_y\|_\infty \|\sigma_y\| + \|f_{y_n}\|_\infty \|\sigma_{y_n} - \sigma_y\|.
\]
Since $\|f_{y_n}\|_\infty$ is bounded uniformly by $\|f\|_\infty$, we deduce that $|\tilde{f}(y) - \tilde{f}(y_n)| \to 0$. \qed

We will apply this in the following form:

**Corollary C.4.** Let $Y = \bigcup_a Y_a$ be a partition of $Y$ into at most countably many Borel sets. Assume that $X$ is compact and let $\sigma : Y \to \text{Prob}(X)$ be a Borel function and $f : X \times Y \to \mathbb{R}$
be a bounded Borel function. If for every α the maps σ|_{Y_α} and f|_{X \times Y_α} are continuous, then the function \( \tilde{f} : Y \to \mathbb{R} \) from (C.1) is Borel measurable. □
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