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Abstract

In this paper, we present a new explicit formula for the curvatures of a regular curve with an arbitrary parameter in the Euclidean space $\mathbb{R}^n$, $n \geq 2$, expressed only in terms of its derivatives. We introduce also the notion of tube with arbitrary cross sections around a curve for which we calculate the volume and give a generalization for the second theorem of Pappus. The first theorem of Pappus is obtained for sphere tubes in arbitrary dimension.

1 Introduction

In his book, Elementary Differential Geometry ([O’Neill, 1966]), Barrett O’Neill, makes the following remark:

... However, for explicit numerical computations—and occasionally for the theory as well—this transference is impractical, since it is rarely possible to find explicit formulas for. (For example, try to find a unit-speed parametrization for the curve $\alpha(t) = (t, t^2, t^3)$).

Such an observation concerns the explicit calculation of the Frenet apparatus of a curve $\alpha$, without using its arc length parametrization, that is, using an arbitrary parameter, as in the cited example. One of our goals here is to generalize this calculation for curves in $\mathbb{R}^n$.

Next, we use the material contained mainly in [Gluck, 1966], [Kühnel, 2002] and [Rolf, 2020]. For this, let $f : I \rightarrow \mathbb{R}^n$, $n > 1$, a parametrized $(n-1)$-regular curve, that is, the derivatives $f'(t), f''(t), \ldots, f^{(n-1)}(t)$ are linearly independent, for all $t$ in the interval $I$. In this case, looking carefully in the above reference, we get $(n-1)$ real functions, defined in $I$, $\kappa_1(t), \kappa_2(t), \ldots, \kappa_{n-1}(t), \kappa_j > 0$, $j < n-1$, and a positively oriented orthonormal frame field along $f$, $\mathcal{F}_t = \{V_1(t), V_2(t), \ldots, V_n(t)\}$, the Frenet frame of $f$. The functions $\kappa_j$, $1 \leq j \leq n-1$, will be called of curvatures of $f$. When $n = 3$, the last curvature, $\kappa_2$, is called torsion and is indicate by $\tau$. The set

$$A_f(t) = \{\kappa_1(t), \kappa_2(t), \ldots, \kappa_{n-1}(t), V_1(t), V_2(t), \ldots, V_n(t)\}$$

is called Frenet apparatus of $f$. The elements of this set satisfy the following equations, known Frenet equations, in which, $\nu(t) = \|f'(t)\|$ denotes the speed of $f$ and $V_1(t) = \frac{f'(t)}{\nu(t)}$ the unit tangent field. For simplicity, henceforth, we omit the parameter $t$.  

$$\begin{align*}
V_1' &= \kappa_1 \nu V_2 \\
V_j' &= -\kappa_j \nu V_{j-1} + \kappa_j \nu V_{j+1}, \quad 2 \leq j \leq n-1 \\
V_n' &= -\kappa_{n-1} \nu V_{n-1}.
\end{align*}$$

1$f$ is said to be $k$-regular if $f'(t), f''(t), \ldots, f^{(k)}(t)$ are linearly independent.
Furthermore,
\[(1.2) \quad V_n = V_1 \times V_2 \times \ldots \times V_{n-1},\]
and, for each \(j, \ 1 \leq j \leq n - 1, \) and \(t \in I,\) the space generated by \(\{f', f'', \ldots, f^{(j)}\}\) coincides with that generated by \(\{V_1, V_2, \ldots, V_j\}.\) Note that this last fact can be rewritten by using multivector (\(j\)-vector) objects, as
\[f' \wedge f'' \wedge \ldots \wedge f^{(j)} = \lambda V_1 \wedge V_2 \wedge \ldots \wedge V_j,\]
where \(\lambda(t) \neq 0, \) for all \(t \in I.\) In Theorem 3.1, we make explicit \(\lambda\) in terms of the curvatures of \(f.\)

When \(n = 3,\) we use the classic notation:
\(\kappa_1 = \kappa, \quad \kappa_2 = \tau, \quad V_1 = T,\) the unitary tangent vector, \(V_2 = N,\) the principal normal vector, and \(V_3 = B = T \times N,\) the binormal vector. Thus, in this case, we have the classic Frenet equations:
\[
\begin{align*}
T' &= \kappa \nu N \\
N' &= -\kappa \nu T + \tau \nu B \\
B' &= -\tau \nu N.
\end{align*}
\]

or, in the matrix form,
\[
\begin{pmatrix}
T' \\
N' \\
B'
\end{pmatrix} = \nu 
\begin{pmatrix}
0 & \kappa & 0 \\
-\kappa & 0 & \tau \\
0 & -\tau & 0
\end{pmatrix}
\begin{pmatrix}
T \\
N \\
B
\end{pmatrix}.
\]

Now, for \(n = 5,\) we get
\[
\begin{pmatrix}
V_1' \\
V_2' \\
V_3' \\
V_4' \\
V_5'
\end{pmatrix} = \nu 
\begin{pmatrix}
0 & \kappa_1 & 0 & 0 & 0 \\
-\kappa_1 & 0 & \kappa_2 & 0 & 0 \\
0 & -\kappa_2 & 0 & \kappa_3 & 0 \\
0 & 0 & -\kappa_3 & 0 & \kappa_4 \\
0 & 0 & 0 & -\kappa_4 & 0
\end{pmatrix}
\begin{pmatrix}
V_1 \\
V_2 \\
V_3 \\
V_4 \\
V_5
\end{pmatrix}.
\]

2 Basic Facts on Wedge Product

Given the \(p\)-vectors \(v_1 \wedge v_2 \wedge \ldots \wedge v_p, w_1 \wedge w_2 \wedge \ldots \wedge w_p \in \bigwedge^p(\mathbb{R}^n),\) suppose that
\[(v_1 \ v_2 \ \ldots \ v_p) = (w_1 \ w_2 \ \ldots \ w_p)A,
\]
for some \(p \times p\) matrix \(A = (a_{ij})\) (see Fact 4.5). This means that each \(v_j\) is a linear combination of the vectors \(w_1, w_2, \ldots, w_p.\) More precisely,
\[v_j = \sum_{i=1}^{p} a_{ij}w_i.\]

It is easy to see that
\[(2.1) \quad v_1 \wedge v_2 \wedge \ldots \wedge v_p = (\det A)w_1 \wedge w_2 \wedge \ldots \wedge w_p.\]

In particular, if \(A\) is a triangular matrix,
\[(2.2) \quad v_1 \wedge v_2 \wedge \ldots \wedge v_p = a_{11}a_{22} \ldots a_{pp} w_1 \wedge w_2 \wedge \ldots \wedge w_p.\]

Another well known fact is that
\[(2.3) \quad (v_1 \wedge v_2 \wedge \ldots \wedge v_p) \cdot (w_1 \wedge w_2 \wedge \ldots \wedge w_p) = \det(v_i \cdot w_j)
\]
defines an intern product in \(\bigwedge^p(\mathbb{R}^n)\) and, thus, we have the a well defined norm:
\[(2.4) \quad \|v_1 \wedge v_2 \wedge \ldots \wedge v_p\| = \sqrt{\det(v_i \cdot v_j)},\]
which is also known as area of parallelogram generated by the vectors \( v_1, v_2, \ldots, v_p \). It is convenient to remark that the \((p \times p)\) matrix \((v_i \cdot v_j)\) equals \( T(v_1 v_2 \ldots v_p)(v_1 v_2 \ldots v_p) \), where \( T \) denotes the transpose of \( M \) and \((v_1 v_2 \ldots v_p)\) is the \((n \times p)\) matrix whose columns are the column vectors \( v_1, v_2, \ldots, v_p \). Thus, when \( p = n \), we get a useful identity, namely

\[
\|v_1 \wedge v_2 \wedge \cdots \wedge v_n\| = |\det(v_1 v_2 \cdots v_n)|.
\]

In fact,

\[
(\det(v_1 v_2 \cdots v_n))^2 = \det(T(v_1 v_2 \cdots v_n)(v_1 v_2 \cdots v_n)) = \det(v_i \cdot v_j).
\]

Now, we consider a \((n - 1)\)-vector in \( \bigwedge^p(\mathbb{R}^n) \), say \( w = w_1 \wedge w_2 \wedge \cdots \wedge w_{n-1} \). In this case, we also have the cross product \( \tilde{w} = w_1 \times w_2 \times \cdots \times w_{n-1} \), which belongs to \( \mathbb{R}^n \) and, for all \( X \in \mathbb{R}^n \),

\[
\tilde{w} \cdot X = \det(w_1, w_2, \ldots, w_{n-1}, X)
\]

holds. This implies the

\[
\{w_1, w_2, \ldots, w_{n-1}, w_1 \times w_2 \times \cdots \times w_{n-1}\}
\]

is a positively oriented basis, whenever \( \{w_1, w_2, \ldots, w_{n-1}\} \) is linearly independent. In fact, \( \tilde{w} \neq 0 \) and

\[
0 < \tilde{w} \cdot \tilde{w} = \det(w_1, w_2, \ldots, w_{n-1}, w_1 \times w_2 \times \cdots \times w_{n-1}).
\]

Of course we cannot compare \( w \) with \( \tilde{w} \), however two \((n - 1)\)-vectors are equal if, and only if, the corresponding cross products are equal, that is,

\[
v_1 \wedge v_2 \wedge \cdots \wedge v_{n-1} = w_1 \wedge w_2 \wedge \cdots \wedge w_{n-1} \iff v_1 \times v_2 \times \cdots \times v_{n-1} = w_1 \times w_2 \times \cdots \times w_{n-1}.
\]

This comes from the fact that the coordinates of \( v_1 \wedge v_2 \wedge \cdots \wedge v_{n-1} \), in the canonical basis of \( \bigwedge^p(\mathbb{R}^n) \), coincide, up to signal, with those of the \( v_1 \times v_2 \times \cdots \times v_{n-1} \). Indeed,

\[
v_1 \times v_2 \times \cdots \times v_{n-1} = *(v_1 \wedge v_2 \wedge \cdots \wedge v_{n-1}),
\]

where \(*\) is the Hodge star operator.

### 3 The Main Results

Fixed \( t \in I \) and given \( X \in \mathbb{R}^n \), \( 1 \leq j \leq n \), and we indicate by \([X]_j\) the \( j \)th coordinate of \( X \) in the Frenet frame

\[
\mathcal{F}(t) = \{V_1(t), V_2(t), \ldots, V_n(t)\},
\]

that is

\[
X = [X]_1 V_1 + [X]_2 V_2 + [X]_3 V_3 + \cdots + [X]_n V_n.
\]

Using the above notation, we have the following result.

**Theorem 3.1.** Let \( f : I \rightarrow \mathbb{R}^n \) be a \((n - 1)\)-regular parametrized curve in \( \mathbb{R}^n \) with speed \( \nu = \|f'\| \) and Frenet apparatus

\[
\mathcal{A} = \{\kappa_1, \kappa_2, \ldots, \kappa_{n-1}, V_1, V_2, \ldots, V_n\}.
\]

Then

(i) \([f']_1 = \nu\), \([f^{(m)}]_m = \kappa_1 \kappa_2 \cdots \kappa_{m-1} \nu^m\), \( 2 \leq m \leq n \);

(ii) \( f' = \nu V_1 \), \( f' \wedge f'' \wedge \cdots \wedge f^{(m)} = \nu^{\frac{m+1}{2}} \kappa_1^{m-1} \kappa_2^{m-2} \cdots \kappa_{m-1} V_1 \wedge V_2 \wedge \cdots \wedge V_m\), \( 2 \leq m \leq n \).
Proof. We proceed by induction on \( m \). We have \( |f'|_1 = f' \cdot V_1 = \nu V_1 \cdot V_1 = \nu \). Since \( f^{(m-1)} \) belongs to the space generated by \( \{V_1, V_2, \ldots, V_{m-1}\} \), we have that \( f^{(m-1)} \cdot V_m = 0 \), and thus

\[
[f^{(m)}]_m = f^{(m)} \cdot V_m = -f^{(m-1)} \cdot V' = -\kappa_1 \kappa_2 \cdots \kappa_{m-1} \nu^{m-1} V_{m-1} \cdot (-\kappa_{m-1} V_{m-1}) = \kappa_1 \kappa_2 \cdots \kappa_{m-1} \nu^m,
\]

which proofs (i). Now,

\[
f' \wedge f'' \wedge \cdots \wedge f^{(m)} = (f' \wedge f'' \wedge \cdots \wedge f^{(m-1)}) \wedge f^{(m)} = \nu^{(1+2+\ldots+(m-1))} \kappa_1^{-m+2} \kappa_2^{m-3} \cdots \kappa_{m-2} V_1 \wedge V_2 \wedge \cdots \wedge V_{m-1} \wedge (f^{(m)}_m V_m)
\]

where, in the last step, we use (i).

The following corollary establishes an initial algorithm to calculate all curvatures of \( f \), using only the its derivatives.

**Corollary 3.2.**

\[
\tag{3.1}
\kappa_1 = \frac{\|f' \wedge f''\|}{\nu^3}, \quad \kappa_m = \frac{\|f' \wedge f'' \wedge \cdots \wedge f^{(m-1)}\|}{\nu^{m+1} \kappa_1 \kappa_2 \cdots \kappa_{m-1} \|f' \wedge f'' \wedge \cdots \wedge f^{(m)}\|}, \quad 2 \leq m \leq n - 2
\]

and, the last curvature, which has a sign, is

\[
\tag{3.2}
\kappa_{n-1} = \frac{(f' \times f'' \times \cdots \times f^{(n-1)}) \cdot f^{(n)}}{\nu^n \kappa_1 \kappa_2 \cdots \kappa_{n-2} \|f' \wedge f'' \wedge \cdots \wedge f^{(n-1)}\|}.
\]

Furthermore,

\[
\tag{3.3}
V_n = \frac{f' \times f'' \times \cdots \times f^{(n-1)}}{\|f' \wedge f'' \wedge \cdots \wedge f^{(n-1)}\|}.
\]

Proof. Taking the norm in Theorem 3.1-(ii), and noting \( V_1 \wedge V_2 \wedge \cdots \wedge V_m \) and \( V_1 \wedge V_2 \wedge \cdots \wedge V_{m-1} \) are unit vectors, produces

\[
\|f' \wedge f'' \wedge \cdots \wedge f^{(m+1)}\| = \nu^{\frac{(m+1)(m+2)}{2}} \kappa_1^m \kappa_2^{m-1} \cdots \kappa_{m-1} \kappa_m
\]

and

\[
\|f' \wedge f'' \wedge \cdots \wedge f^{(m)}\| = \nu^{\frac{m(m+1)}{2}} \kappa_1^{m-1} \kappa_2^{m-2} \cdots \kappa_{m-1}.
\]

Dividing these equations, we get (3.1). These arguments show that (3.1) also applies to \( m = n - 1 \), but in this way we lost the signal of \( \kappa_{n-1} \), that is, we only obtain \( |\kappa_{n-1}| \). For this reason, we rewrite Theorem 3.1-(ii) using the cross product, according to equation (2.6), in our introduction:

\[
f' \times f'' \times \cdots \times f^{(n-1)} = \nu^{\frac{n(n-1)}{2}} \kappa_1^{n-2} \kappa_2^{n-3} \cdots \kappa_{n-2} V_n,
\]

for \( V_n = V_1 \times V_2 \times \cdots \times V_{n-1} \). Since \( \kappa_j > 0 \), \( 1 \leq j \leq n - 2 \), this last equation implies (3.3) and

\[
(f' \times f'' \times \cdots \times f^{(n-1)}) \cdot f^{(n)} = (\nu^{\frac{n(n+1)}{2}} \kappa_1^{n-2} \kappa_2^{n-3} \cdots \kappa_{n-2} V_n) \cdot ([f]_n V_n)
\]

\[
= \nu^n \kappa_1 \kappa_2 \cdots \kappa_{n-2} \|f' \wedge f'' \wedge \cdots \wedge f^{(n+1)}\| \kappa_{n-1},
\]

4
which implies (3.2).

The next corollary certainly gives us the more efficient way to get the curvatures in terms of the derivatives only. Before, we will do a cancellation lemma.

**Lemma 3.3.** Let \( p : \mathbb{N} \rightarrow \mathbb{R} \) be a positive function with \( p(0) = 1 \) and \( p(1) = c \). Now define \( q(n) = \frac{p(n-1)p(n+1)}{c^2 p(n)} \). Then \( q(n) \) equals

\[
\frac{1}{c^{n+1}q(1)q(2)\ldots q(n-1)} \frac{p(n+1)}{p(n)}.
\]

**Proof.** Using the definition of \( q \), it easy to check that the factors in \( q(1)q(2)\ldots q(n-1) \) cancel nicely resulting \( \frac{p(n)}{c^n p(n-1)} \). (Here the reader could use induction on \( n \), observing that \( q(1) = p(2)/c^3 \).) Hence

\[
\frac{1}{c^{n+1}q(1)q(2)\ldots q(n-1)} \frac{p(n+1)}{p(n)} = \frac{1}{c^n p(n-1)} \frac{p(n+1)}{p(n)} = q(n),
\]

and the proof is complete.

**Corollary 3.4.** Given \( 2 \leq m \leq n-2 \),

\[
\kappa_m = \frac{\| f' \wedge f'' \wedge \ldots \wedge f^{(m-1)} \|}{\nu \| f' \wedge f'' \wedge \ldots \wedge f^{(m)} \|^2}.
\]

and

\[
\kappa_{n-1} = \frac{\| f' \wedge f'' \wedge \ldots \wedge f^{(n-2)} \|}{\nu \| f' \wedge f'' \wedge \ldots \wedge f^{(n-1)} \|^2} \cdot \frac{((f' \times f'' \times \ldots \times f^{(n-1)}) \cdot f^{(n)})}{\nu \| f' \wedge f'' \wedge \ldots \wedge f^{(n-1)} \|^2}.
\]

**Proof.** Just set \( p(n) = \| f' \wedge f'' \wedge \ldots \wedge f^{(n)} \| \) and use Lemma 3.3 together with Corollary 3.2.

The following corollary establishes an algorithm that calculates, using only the derivatives, part of the Frenet apparatus (up to \( \kappa_4 \) and \( V_3 \)) of \( f \), for any \( n \).

**Corollary 3.5.**

(i) \( V_1 = \frac{f'}{\nu} \);

(ii) \( \kappa_1 = \frac{\| f' \wedge f'' \|}{\nu^3} \);

(iii) \( V_2 = \frac{\nu f'' - f' \nu'}{\nu^3 \kappa_1} = \frac{\nu f'' - f' \nu'}{\| f' \wedge f'' \|} = \frac{-(f' \cdot f'') f' + \nu^2 f''}{\nu \| f' \wedge f'' \|} = -\left( \frac{f' \cdot f''}{\nu \| f' \wedge f'' \|} \right)f' + \nu \| f' \wedge f'' \|^2 f'' \);

(iv) \( \kappa_2 = \frac{\| f' \wedge f'' \wedge f''' \|}{\| f' \wedge f'' \|^2} \);

(v) \( \kappa_3 = \frac{\| f' \wedge f'' \wedge f''' \wedge f'''' \|}{\nu \| f' \wedge f'' \wedge f''' \|^2} \);
Proof. From the definition of $V_1$, it follows (i) and, thus,

$$f'' = V_1 \nu' + \nu^2 \kappa_1 V_2 \quad \text{and} \quad f''' = (\nu'' - \nu^3 \kappa_1^2) V_1 + (3 \nu \kappa_1 \nu' + \nu^2 \kappa_1') V_2 + \nu^3 \kappa_1 \kappa_2 V_3,$$

whence, we deduce (iii) and

$$f'' \cdot f''' = \nu' \left( \nu'' - \nu^3 \kappa_1^2 \right) + \nu^2 \kappa_1 \left( 3 \nu \kappa_1 \nu' + \nu^2 \kappa_1' \right) = 2 \nu^3 \kappa_1^2 \nu' + \nu^4 \kappa_1 \kappa_1' + \nu' \nu'',$$

that gives us

$$\kappa_1' = \frac{-2 \nu^3 \kappa_1^2 \nu' + f'' \cdot f''' - \nu' \nu''}{\nu^4 \kappa_1},$$

hence (vii), and the triangular linear system

$$
\begin{pmatrix}
\nu & 0 & 0 \\
\nu' & \nu^2 \kappa_1 & 0 \\
\nu'' - \nu^3 \kappa_1^2 & \kappa_1' \nu^2 + 3 \kappa_1 \kappa_1' & \nu^3 \kappa_1 \kappa_2
\end{pmatrix}
\begin{pmatrix}
V_1 \\
V_2 \\
V_3
\end{pmatrix}
= 
\begin{pmatrix}
f' \\
f'' \\
f'''
\end{pmatrix},
$$

whose solution yields, in particular,

$$V_3 = \frac{f''' \nu^2 \kappa_1 - \nu f''(3 \kappa_1 \nu' + \nu \kappa_1') + f'(-\nu \kappa_1 \nu'' + \nu \nu' \kappa_1' + 3 \kappa_1 \nu^2 + \nu^4 \kappa_1^3)}{\nu^5 \kappa_1^2 \kappa_2},$$

$$= \frac{\nu(f''' \nu^2 \kappa_1 - \nu f''(3 \kappa_1 \nu' + \nu \kappa_1') + f'(-\nu \kappa_1 \nu'' + \nu \nu' \kappa_1' + 3 \kappa_1 \nu^2 + \nu^4 \kappa_1^3))}{\|f' \wedge f'' \wedge f'''\|},$$

as we wanted. \(\square\)

**Remark 3.6.** Patiently replacing (or using a symbolic language software for to to this) the formulas (ii) and (vii) given above in (viii), we get a formula in an arbitrary parameter for $V_3^2$.

**Corollary 3.7.** If $\nu = 1$, that is, $t$ is the arc length parameter, then

(i) \hspace{1cm} V_1 = f'; \hspace{1cm} \quad \text{(ii)} \hspace{1cm} \kappa_1 = \|f''\|; \hspace{1cm} \quad \text{(iii)} \hspace{1cm} V_2 = \frac{f''}{\|f''\|}; \hspace{1cm} \quad \text{(iv)} \hspace{1cm} \kappa_2 = \frac{\|f' \wedge f'' \wedge f'''\|}{\|f''\|^2}; \hspace{1cm} \quad \text{(v)} \hspace{1cm} V_3 = \frac{\|f'''\| \|f' \wedge f'' \wedge f'''\|}{\|f' \wedge f'' \wedge f'''\|^2}; \hspace{1cm} \quad \text{(vi)} \hspace{1cm} k_4 = \frac{\|f' \wedge f''\| \|f' \wedge f'' \wedge f'''\|}{\nu \|f' \wedge f'' \wedge f'''\|^2}; \hspace{1cm} \quad \text{(vii)} \hspace{1cm} k_4' = \frac{\nu^3 f''' \cdot f''' - \nu' (2 \|f' \wedge f''\|^2 + \nu^3 \nu'')}{\nu^4 f' \wedge f''}.$$
(vi) \[ k_4 = \frac{\|f' \wedge f''\| \|f' \wedge f'' \wedge f''' \wedge f''''\|}{\|f' \wedge f'' \wedge f''' \wedge f''''\|^2} \]

or, if \( n = 5 \),
\[ k_4 = \frac{\|f' \wedge f'' \wedge f'''\| \left((f' \times f'' \times f''' \times f''') \cdot f''''\right)}{\|f' \wedge f'' \wedge f''' \wedge f''''\|^2}; \]

(viii) \[ V_3 = \frac{\|f''\|^3}{\|f' \wedge f'' \wedge f'''\|} f' - \frac{\|f'' \cdot f'''\|}{\|f' \wedge f'' \wedge f'''\|} f'' + \frac{\|f'''\|}{\|f' \wedge f'' \wedge f'''\|} f'''. \]

In particular, for \( n = 5 \), we get more attractive formulas for the results of [Yilmaz & Turgut, 2008].

**Proof.** If follows immediately from the anterior corollary by using \( \|f' \wedge f''\| = \|f''\| \), which is true, since \( f' \) and \( f'' \) are orthogonal vectors.

**Corollary 3.8.** ([O'Neill, 1966]–4.3 Theorem) If \( f : I \rightarrow \mathbb{R}^3 \) is 2-regular, then

(i) \[ T = V_1 = \frac{f'}{\nu}; \]
(ii) \[ \kappa = \kappa_1 = \frac{\|f' \wedge f''\|}{\nu^3}; \]
(iii) \[ \tau = \kappa_2 = \frac{(f' \wedge f'') \cdot f'''}{\|f' \wedge f''\|^2}; \]
(iv) \[ B = V_3 = \frac{f' \times f'''}{\|f' \wedge f''\|}; \]
(v) \[ N = V_2 = B \times T. \]

**Proof.** The proof is very simple. We just observe that (v) follows from the positive orientation of the Frenet frame \( \{T, N, B\} \).

**Example 3.9.** Consider \( f(t) = (t, t^2, t^3, t^4), \ t \in \mathbb{R} \). A direct computation gives the matrix of the derivatives of \( f \):

\[
(f' \ f'' \ f''' \ f''') = \begin{pmatrix}
1 & 0 & 0 & 0 \\
2t & 2 & 0 & 0 \\
3t^2 & 6t & 6 & 0 \\
4t^3 & 12t^2 & 24t & 24
\end{pmatrix}
\]

whose determinant is 288. Hence \( f \) is 4-regular. The basic objects for the computation of the Frenet apparatus will be obtained below.

\[ [1] \ \ \nu = \|f'\| = \sqrt{1 + 4t^2 + 9t^4 + 16t^6}; \quad [2] \ \ \nu' = \frac{2t (2 + 9t^2 + 24t^4)}{\sqrt{1 + 4t^2 + 9t^4 + 16t^6}}; \]

\[ [3] \ \ \|f' \wedge f''\|^2 = \det \begin{pmatrix}
f' \cdot f' & f' \cdot f'' \\
f'' \cdot f' & f'' \cdot f''
\end{pmatrix}
\]

\[ = \det \begin{pmatrix}
1 + 4t^2 + 9t^4 + 16t^6 & 2t (2 + 9t^2 + 24t^4) \\
2t (2 + 9t^2 + 24t^4) & 4 \left(1 + 9t^2 + 36t^4\right)
\end{pmatrix}
\]

\[ = 4(1 + 9t^2 + 45t^4 + 64t^6 + 36t^8); \]

\[ [4] \ \ f' \times f'' \times f''' = \det \begin{pmatrix}
1 & 0 & 0 & e_1 \\
2t & 2 & 0 & e_2 \\
3t^2 & 6t & 6 & e_3 \\
4t^3 & 12t^2 & 24t & e_4
\end{pmatrix} = (-48t^3, 72t^2, -48t, 12); \]
In the calculations above, mainly if done by hand, that of \( V \) using the indicated formula (see 3.5-(iii), for other options), it follows nicely. It remains to calculate the Frenet apparatus:

\[ f' \times f'' \times f''' \cdot f'''' = 12 \cdot 24 = 288; \quad \|f' \wedge f'' \wedge f'''\|^2 = 144(1 + 16t^2 + 36t^4 + 16t^6); \]

Now, the Frenet apparatus:

a) \( \kappa_1 = \frac{\|f' \wedge f''\|}{\nu^3} = \frac{2\sqrt{1 + 9t^2 + 45t^4 + 64t^6 + 36t^8}}{(1 + 4t^2 + 9t^4 + 16t^6)^{3/2}}; \)

b) \( \kappa_2 = \frac{\|f' \wedge f'' \wedge f''''\|}{\|f' \wedge f''\|^2} = \frac{3\sqrt{1 + 16t^2 + 36t^4 + 16t^6}}{1 + 9t^2 + 45t^4 + 64t^6}; \)

c) \( \kappa_3 = \frac{\|f' \wedge f''\| (f' \wedge f'' \wedge f''') \cdot f''''}{\nu \|f' \wedge f'' \wedge f'''\|^2} = \frac{4\sqrt{1 + 9t^2 + 45t^4 + 64t^6 + 36t^8}}{1 + 16t^2 + 36t^4 + 16t^6 (1 + 16t^2 + 36t^4 + 16t^6)}; \)

d) \( V_1 = \frac{f'}{\nu} = \frac{1}{\sqrt{1 + 4t^2 + 9t^4 + 16t^6}}(1, 2t, 3t^2, 4t^3); \)

e) \( V_2 = \frac{1}{\sqrt{1 + 4t^2 + 9t^4 + 16t^6} \sqrt{1 + 9t^2 + 45t^4 + 64t^6 + 36t^8}} \begin{pmatrix} -t(2 + 9t^2 + 24t^4) \\ 1 - 9t^4 - 32t^6 \\ 3t + 6t^3 - 24t^7 \\ 2t^2 (3 + 8t^2 + 9t^4) \end{pmatrix}; \)

f) \( V_4 = \frac{f' \times f'' \times f'''}{\|f' \times f'' \times f'''\|} = \frac{1}{12\sqrt{1 + 16t^2 + 36t^4 + 16t^6}} \begin{pmatrix} 1 & 0 & 0 & e_1 \\ 2t & 2 & 0 & e_2 \\ 3t^2 & 6t & 6 & e_3 \\ 4t^3 & 12t^2 & 24t & e_4 \end{pmatrix} = \frac{1}{\sqrt{1 + 16t^2 + 36t^4 + 16t^6}} \begin{pmatrix} -4t^3 \\ 6t^2 \\ -4t \\ 1 \end{pmatrix}. \)

In the calculations above, mainly if done by hand, that of \( V_2 \) requires a little more work, but by using the indicated formula (see 3.5-(iii), for other options), it follows nicely. It remains to calculate \( V_3 \). For this, we use the positive orientation of the Frenet frame \( \{V_1, V_2, V_3, V_4\} \). We have,

\[ V_3 = -V_1 \times V_2 \times V_4, \]

since \( \det(V_1, V_2, V_3) = -\det(V_1, V_2, V_3, V_4) = -1 \). We omit the explicit result. In particular, the Frenet apparatus at \( t = 0 \) is given by

\[ A(0) = \{2, 3, 4, (1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1)\}. \]

4 On the Fundamental Theorem for Curves

In [Kühnel, 2002] and [Rolf, 2020], we found the following theorem, known as Fundamental Theorem of the Local Theory of Curves. Its statement could be posed in this way:

**Theorem.** Let \( k_i(s), i = 1, \ldots n - 1, s \in I \), be smooth functions with \( k_i(s) > 0, i = 1, \ldots n - 2 \). For a fixed parameter \( s_0 \in I \), suppose we have been given a point \( q_0 \in \mathbb{R}^n \) as well as an \( n \) frame \( e_1(0), \ldots, e_n(0) \). Then there is a unique curve \( c: I \rightarrow \mathbb{R}^n \) parametrized by arc length and satisfying the following three conditions:

1. \( c(s_0) = q_0 \),
2. \( e_1(0), \ldots, e_n(0) \) is the Frenet frame of \( c \) at \( q_0 \),
3. \( k_i(s), i = 1, \ldots n - 1 \), are the curvatures of \( c \).
A similar theorem appears in [do Carmo, 1976], on tridimensional case. The proofs, in both cases, use the general existence and uniqueness theorem for systems of linear differential equations. In that follows, we extend, the cited theorem to arbitrary speed curves in \(\mathbb{R}^n\). A complete proof is presented. Our theorem is as follows.

**Theorem 4.1.** Let \(\nu(t)\) and \(k_j(t), j \in \{1, 2, \ldots, n-1\}\), \(t \in I\), be smooth functions such that, for all \(t \in I\), \(\nu(t) > 0\) and \(k_j(t) > 0\), \(j \leq n - 2\). Then there exists \(f : I \rightarrow \mathbb{R}^n\) with speed \(\nu(t)\) and curvatures \(k_j(t), j \in \{1, 2, \ldots, n-1\}\). Furthermore, if \(g : I \rightarrow \mathbb{R}^n\) is another curve satisfying these conditions, there exists an orientation preserving isometry \(F : \mathbb{R}^n \rightarrow \mathbb{R}^n\) such that \(g = F \circ f\), that is, \(f\) and \(g\) are congruent curves.

Before the proof of this theorem, we obtain some preliminary results. Initially, since we are going to work with two curves \(f\) and \(g\), we will make a suitable adjustment in the notation: we will put a tilde over each object associated to the curve \(g\). For example, \(\tilde{\nu}\) and \(\tilde{k}_j\) indicate the speed and the first curvature of \(g\) whereas \(\tilde{V}_1\) indicates the first vector field of the Frenet frame of \(g\). Thus, given the curves \(f\) and \(g\), both defined in \(I\), we have the Frenet apparatus:

\[ A_f = \{ \kappa_1, \kappa_2, \ldots, \kappa_{n-1}, V_1, V_2, \ldots, V_n \} \]

and

\[ A_g = \{ \tilde{\kappa}_1, \tilde{\kappa}_2, \ldots, \tilde{\kappa}_{n-1}, \tilde{V}_1, \tilde{V}_2, \ldots, \tilde{V}_n \}. \]

Now, consider \(f : I \rightarrow \mathbb{R}^n\) a parametrized curve in \(\mathbb{R}^n\) e let \(F : \mathbb{R}^n \rightarrow \mathbb{R}^n\) be an orientation preserving isometry, that is, \(F(X) = SX + X_0\), where \(S\) is a orthogonal matrix of determinant 1. Using \(F\), we construct a new curve, namely, \(g = F \circ f\), or \(g(t) = F(f(t)), t \in I\). The next result establishes that in a certain way \(g\) inherits the Frenet apparatus of \(f\).

**Proposition 4.2.** The speed of \(g\) equals speed of \(f\) and the Frenet apparatus of \(g = F \circ f\) is given by

\[ A_g = \{ \kappa_1, \kappa_2, \ldots, \kappa_{n-1}f, S V_1, S V_2, \ldots, S V_n \} \]

In other words, \(\tilde{\kappa}_j = \kappa_j, 1 \leq j \leq n - 1\), and \(\tilde{V}_j = S V_j, 1 \leq j \leq n\).

**Proof.** Using the chain rule, we get \(g'(t) = dF(f(t))(f'(t)) = S f'(t)\). Hence \(\tilde{\nu}^2 = (S f') \cdot (S f') = \nu^2\), because \(S\) preserves the inner product, which proof the claim on the speeds. Firstly, we study the curvatures. Using Corollary 3.4 together the norm of a multivector given in (2.4), we see that given \(v_1, v_2, \ldots, v_j \in \mathbb{R}^n\), the following holds

\[ \|S v_1 \wedge S v_2 \wedge \cdots \wedge S v_j\| = \sqrt{\det((S v_i) \cdot (S v_j))} = \sqrt{\det(v_i \cdot v_j)} = \|v_1 \wedge v_2 \wedge \cdots \wedge v_j\|, \]

again because \(S\) preserves the inner product. Thus, for \(1 \leq m \leq n - 2\),

\[ \tilde{\kappa}_m = \frac{\|g' \wedge g'' \wedge \cdots \wedge g^{(m)}\|}{\nu \|g' \wedge g'' \wedge \cdots \wedge g^{(m+1)}\|^2} = \frac{\|S f' \wedge S f'' \wedge \cdots \wedge S f^{(m)}\|}{\nu \|S f' \wedge S f'' \wedge \cdots \wedge S f^{(m+1)}\|^2} = \frac{\|f' \wedge f'' \wedge \cdots \wedge f^{(m)}\|}{\nu \|f' \wedge f'' \wedge \cdots \wedge f^{(m+1)}\|^2} = \kappa_m, \]

since \(g^{(j)} = S f^{(j)}\), for all \(j\), by the chain rule. It remains to see the claim about the Frenet frames and the last curvature. From the definitions, we get

\[ \tilde{V}_1 = \frac{g'}{\nu} = \frac{S f'}{\nu} = S \frac{f'}{\nu} = S V_1. \]
By induction, assuming that $\tilde{V}_j = SV_j$, $1 \leq j \leq n-1$, we show that $\tilde{V}_{j+1} = SV_{j+1}$. In fact, first

$$\tilde{V}_j' = (SV_j)' = S(-\nu \kappa_{j-1} V_{j-1} + \nu \kappa_j V_j) = -\nu \kappa_{j-1} \tilde{V}_{j-1} + \nu \kappa_j \tilde{V}_j.$$

On the other hand,

$$\tilde{V}_j' = -\nu \kappa_{j-1} \tilde{V}_{j-1} + \nu \kappa_j \tilde{V}_j + \nu \kappa_j S V_{j+1}.$$

Hence $\nu \kappa_j S V_{j+1} = \nu \kappa_j \tilde{V}_j + \nu \kappa_j S V_{j+1}$ and thus $\tilde{V}_{j+1} = SV_{j+1}$. Note that the preceding arguments could be used for the curvatures. We will make it so for $\tilde{\kappa}_n$. Since that $\{V_1, V_2, \ldots, V_n\}$ is a positively oriented frame and det $S = 1$, it is not hard to see that

$$SV_n = S(V_1 \times V_2 \times \cdots \times V_{n-1}) = S V_1 \times S V_2 \times \cdots \times S V_{n-1} = \tilde{V}_1 \times \tilde{V}_2 \times \cdots \times \tilde{V}_n = \tilde{V}_n.$$

Indeed, it is sufficient to note that $S(V_1 \times V_2 \times \cdots \times V_{n-1}) \cdot \tilde{V}_j = 0$, for all $1 \leq j \leq n-1$. Differentiating $V_i = SV_i$ yields $\tilde{V}_i - \kappa_{i-1} \tilde{V}_{i-1} = \nu \kappa_{i-1} SV_{i-1}$, from which it follows that $\kappa_{i-1} = \kappa_{i-1}$ and the proof is complete.

**Remark 4.3.** The proof above shows that if $F$ is an orientation reversing isometry, then all works well, except that $\tilde{V}_n = -SV_n$ and $\tilde{\kappa}_n = -\kappa_{n-1}$.

The converse of the proposition above is true. Its statement is as follows. In it $f$ is as before, having speed $\nu$ and Frenet apparatus

$$A_f = \{\kappa_1, \kappa_2, \ldots, \kappa_{n-1}, V_1, V_2, \ldots, V_n\}.$$

**Proposition 4.4.** Let $h : I \to \mathbb{R}^n$ be a parametrized curve with speed $\bar{\nu}$ and Frenet apparatus

$$A_h = \{\bar{\kappa}_1, \bar{\kappa}_2, \ldots, \bar{\kappa}_{n-1}, \bar{V}_1, \bar{V}_2, \ldots, \bar{V}_n\}.$$

If $\bar{\nu} = \nu$ and $\bar{\kappa}_j = \kappa_j$, $1 \leq j \leq n-1$, then there exists an preserving orientation isometry $F$ of $\mathbb{R}^n$ such that $h = F \circ f$.

**Proof.** For simplicity, suppose that $0 \in I$ and $h(0) = f(0) = (0, 0, \ldots, 0)$. Now, let $S$ be the orthogonal transformation that sends the Frenet frame $\mathcal{F}_f(\theta)$ to the Frenet frame $\mathcal{F}_h(\theta)$, that is, $SV_j(0) = \bar{V}_j(0)$, $j = 1, 2, \ldots, n$. Of course that det $S = 1$, for these frames are positively oriented. In that follows, we use the ideas of O’Neill [O’Neill, 1966], in his proof for $n = 3$. Consider $g = S \circ f$ and the real function

$$r(t) = \sum_{j=1}^{n} \tilde{V}_j(t) \cdot \bar{V}_j(t), \quad t \in I,$$

where, as before, $\mathcal{F}_g = \{\tilde{V}_j(t) = SV_j(t), \quad 1 \leq j \leq n\}$ is the Frenet frame field of $g$. Of course that $g(0) = h(0)$, $\mathcal{F}_g(0) = \mathcal{F}_h(0)$, $\bar{\nu} = \bar{\nu} = \nu$ and $\bar{\kappa}_j = \kappa_j$, for $1 \leq j \leq n-1$. The main idea now is to show that $g$ matches $h$. We start observing that $r(0) = n$, since $\mathcal{F}_g(0) = \mathcal{F}_h(0)$. We have that

$$r' = \sum_{j=1}^{n} (\tilde{V}_j' \cdot \bar{V}_j + \tilde{V}_j \cdot \bar{V}_j').$$

Claim: $r' = 0$. In fact, firstly, the first and second summands of $r'$ are

$$\tilde{V}_1' \cdot \bar{V}_1 + \bar{V}_1' \cdot \bar{V}_1 = \nu \kappa_1 \tilde{V}_2 \cdot \bar{V}_1 + \nu \kappa_1 \bar{V}_1 \cdot \bar{V}_2$$

and

$$\tilde{V}_2' \cdot \bar{V}_2 + \bar{V}_2' \cdot \bar{V}_2 = -\nu \kappa_1 \tilde{V}_2 \cdot \bar{V}_1 - \nu \kappa_1 \bar{V}_1 \cdot \bar{V}_2 + \nu \kappa_2 \bar{V}_3 \cdot \bar{V}_2 + \nu \kappa_2 \bar{V}_2 \cdot \bar{V}_3.$$
Hence
\[ \sum_{j=1}^{2} (\vec{V}_j \cdot \vec{V}_j + \vec{V}_j \cdot \vec{V}_j') = \nu \kappa_2 \vec{V}_1 \cdot \vec{V}_2 + \nu \kappa_2 \vec{V}_2 \cdot \vec{V}_3. \]

By induction on \( m, m \leq n - 1 \), we get
\[ \sum_{j=1}^{m} (\vec{V}_j \cdot \vec{V}_j + \vec{V}_j \cdot \vec{V}_j') = \nu \kappa_m \vec{V}_{m+1} \cdot \vec{V}_m + \nu \kappa_m \vec{V}_m \cdot \vec{V}_{m+1}. \]

Thus
\[ r' = \nu \kappa_{n-1} \vec{V}_n \cdot \vec{V}_{n-1} + \nu \kappa_{n-1} \vec{V}_{n-1} \cdot \vec{V}_n + (\vec{V}_n' \cdot \vec{V}_n + \vec{V}_n \cdot \vec{V}_n') \]
\[ = \nu \kappa_{n-1} \vec{V}_n \cdot \vec{V}_{n-1} + \nu \kappa_{n-1} \vec{V}_{n-1} \cdot \vec{V}_n - \nu \kappa_{n-1} \vec{V}_n \cdot \vec{V}_{n-1} - \nu \kappa_{n-1} \vec{V}_{n-1} \cdot \vec{V}_n = 0 \]
which proofs the claim. So \( r \) is a constant function. From \( r(0) = n \) we get \( r(t) = n, t \in I \). Since each summand of \( r \) is at most 1, we get that all of them are equal to 1. In particular, \( \vec{V}_1 = \vec{V}_1 \) which implies that \( g' = h' \) and, by integration on \([0, t]\), \( g = h \), that is, \( h = S \circ f \). The general case is obtained by considering \( h(t) = h(0) \) and \( f(t) = f(0) \) instead of \( h \) and \( f \), respectively. From this we conclude that \( S(f(t) - f(0)) = h(t) - h(0) \). Hence \( g = F \circ h \), where \( F(X) = SX + X_0, X_0 = h(0) - S(f(0)) \). □

We are almost ready for proving the fundamental theorem (Theorem 4.1). Before, let us summarize some facts on vector matrices.

**Fact 4.5.** Given the vectors \( V_1, V_2, \ldots, V_m \) in \( \mathbb{R}^n \), we indicate by
\[ V = \begin{pmatrix} V_1 \\ V_2 \\ \vdots \\ V_m \end{pmatrix} = \begin{pmatrix} V_1 \\ V_2 \\ \vdots \\ V_m \end{pmatrix}^T, \]
where \( M \) indicates the transpose of \( M \), the \( n \times 1 \) vector matrix with elements \( V_j \). \( V \) is called a \((m \times 1)\)-vector matrix. Note that by stacking all coordinates of the vectors \( V_j \) (viewed as column vectors), we obtain an \((mn) \times 1\) real matrix or an \( mn\)-column vector.

Given a \( p \times q \) real matrix \( A \) and a \((q \times 1)\)-vector matrix \( V = \begin{pmatrix} V_1 \\ V_2 \\ \vdots \\ V_q \end{pmatrix} \), the product \( W = AV \) is defined to be the \((q \times 1)\)-vector column matrix \( W = \begin{pmatrix} W_1 \\ W_2 \\ \vdots \\ W_p \end{pmatrix} = \begin{pmatrix} \begin{pmatrix} a_{11} & a_{12} & \cdots & a_{1q} \\ a_{21} & a_{22} & \cdots & a_{2q} \\ \vdots & \vdots & \ddots & \vdots \\ a_{p1} & a_{p2} & \cdots & a_{pq} \end{pmatrix} \end{pmatrix}. \)

\[ W_i = \sum_{j=1}^{m} a_{ij} V_j, \quad a_{ij} \in \mathbb{R}, \]
or
\[ \begin{pmatrix} W_1 \\ W_2 \\ \vdots \\ W_p \end{pmatrix} = \begin{pmatrix} \begin{pmatrix} a_{11} & a_{12} & \cdots & a_{1q} \\ a_{21} & a_{22} & \cdots & a_{2q} \\ \vdots & \vdots & \ddots & \vdots \\ a_{p1} & a_{p2} & \cdots & a_{pq} \end{pmatrix} \end{pmatrix} \begin{pmatrix} V_1 \\ V_2 \\ \vdots \\ V_q \end{pmatrix}. \]

Of course, if \( V = (V_1, V_2, \ldots, V_p) \) is a \((1 \times p)\)-vector matrix, the product \( VA \) is a well defined \((1 \times q)\)-vector matrix. The following properties hold true. In them, \( a \in \mathbb{R}, C \) is a \( r \times p \) real matrix, \( A \) and \( B \) are \( p \times q \) real matrices and \( V \) and \( W \) are \((q \times 1)\)-vector matrices.

\begin{align*}
(i) \quad A(aV) &= a(AV); & (ii) \quad (A + B)V &= AV + BV; \\
(iii) \quad A(V + W) &= AV + AW; & (iv) \quad (CA)V &= C(AV).
\end{align*}
Now, consider a linear system of the type $AV = W$, where $A$, $V$ and $W$ are as above. From this, an interesting exercise arrives: find a usual linear system equivalent to it. It is easy. Just stack the coordinates of the elements of the matrices $V$ and $W$, obtaining $\bar{V}$ and $\bar{W}$ in $\mathbb{R}^{qn}$ and replace $A$ by $\bar{A}$, of order $pn \times qn$, where $\bar{a}_{ij}$ is the block $a_{ij}I_{n}$ and $I_{n}$ is the $n \times n$ identity matrix. In the Table 1 below, we see an example for $p = 2$, $q = 3$ e $n = 4$, where $V_i = (V_i^1, V_i^2, V_i^3, V_i^4) \in \mathbb{R}^4$.

Another useful product of vector matrices is what uses the inner product in its construction. We will deal only with vector matrices of order either $n \times 1$ or $1 \times n$. For this, let $V = T(V_1 V_2 \ldots V_n)$ and $W = (W_1 W_2 \ldots W_n)$. The dot product of $V$ by $W$ is the $n \times n$ real matrix

$$V \cdot W = \begin{pmatrix} V_1 \\ V_2 \\ \vdots \\ V_n \end{pmatrix} \cdot (W_1 W_2 \ldots W_n) = \begin{pmatrix} V_1 \cdot W_1 & V_1 \cdot W_2 & \ldots & V_1 \cdot W_n \\ V_2 \cdot W_1 & V_2 \cdot W_2 & \ldots & V_2 \cdot W_n \\ \vdots & \vdots & \ddots & \vdots \\ V_n \cdot W_1 & V_n \cdot W_2 & \ldots & V_n \cdot W_n \end{pmatrix}.$$  

**Remark 4.6.** With this new notation, the inner product in (2.3) becomes

$$(v_1 \wedge v_2 \wedge \cdots \wedge v_n) \cdot (w_1 \wedge w_2 \wedge \cdots \wedge w_n) = \det(v \cdot w).$$

| $a_{ij}$ | $V_1$ | $V_2$ | $V_3$ |
|---------|-------|-------|-------|
| $a_{11}$ | $V_{11}$ | $V_{12}$ | $V_{13}$ |
| $a_{12}$ | $V_{14}$ | $V_{15}$ | $V_{16}$ |
| $a_{13}$ | $V_{17}$ | $V_{18}$ | $V_{19}$ |
| $a_{14}$ | $V_{20}$ | $V_{21}$ | $V_{22}$ |
| $a_{21}$ | $V_{23}$ | $V_{24}$ | $V_{25}$ |
| $a_{22}$ | $V_{26}$ | $V_{27}$ | $V_{28}$ |
| $a_{23}$ | $V_{29}$ | $V_{30}$ | $V_{31}$ |
| $a_{24}$ | $V_{32}$ | $V_{33}$ | $V_{34}$ |

| $W_1$ | $W_2$ | $W_3$ |
|-------|-------|-------|
| $W_{11}$ | $W_{12}$ | $W_{13}$ |
| $W_{14}$ | $W_{15}$ | $W_{16}$ |
| $W_{17}$ | $W_{18}$ | $W_{19}$ |
| $W_{20}$ | $W_{21}$ | $W_{22}$ |
| $W_{23}$ | $W_{24}$ | $W_{25}$ |
| $W_{26}$ | $W_{27}$ | $W_{28}$ |
| $W_{29}$ | $W_{30}$ | $W_{31}$ |
| $W_{32}$ | $W_{33}$ | $W_{34}$ |

**Table 1:** Expanding a vector linear system to an usual linear system

Given $n \times n$ real matrices $A$ and $B$, a ($n \times 1$)-vector matrix $V$ and a ($1 \times n$)-vector matrix $W$, the following hold:

(i) $A(V \cdot W) = (AV) \cdot W$; 
(ii) $(V \cdot W)A = V \cdot (WA)$.

Of course, we have distributive properties for appropriate choices of the vector matrices. Moreover, if $V$ e $W$ depend differentiably on $t \in I$, then

$$(V \cdot W)' = V' \cdot W + V \cdot W'.$$
Finally, using the facts above, we will prove Theorem 4.1. The proof involves four steps, namely:

(Step 1) From the given functions \( \nu \) and \( \kappa_j, 1 \leq j \leq n-1 \), we construct, based on the Frenet equations, a system of \( n^2 \) first order linear differential equations, which we refer as \((FS)\).

(Step 2) We apply the general existence and uniqueness theorem for systems of linear differential equations to \((FS)\) and take the solution that satisfies a certain initial condition. Such a solution is an \( n \)-vector column matrix \( V = V_1 V_2 \ldots V_n \) that depends on \( t \).

(Step 3) The existence assertion of the theorem: we verify that \( \{V_1(t), V_2(t), \ldots, V_n(t)\} \) is actually a orthonormal frame field and, from the vector function \( V_1(t) \), we construct a curve \( f \) with speed \( \nu \), curvatures \( \kappa_j, 1 \leq j \leq n-1 \), and Frenet frame field \( F_j = \{V_1, V_2, \ldots, V_n\} \).

(Step 4) The uniqueness assertion of the theorem: given a curve \( g \) with speed \( \nu \) and curvatures \( \kappa_j, 1 \leq j \leq n-1 \) there exists an isometry of \( \mathbb{R}^n \) such that \( g = F \circ f \). This step we have already seen in the Proposition 4.4.

We start writing the Frenet equations (1.1) of a given \( f \) in a matrix form (see (1.3), for \( n = 5 \)). They become

\[
\begin{pmatrix}
  V'_1 \\
  V'_2 \\
  V'_3 \\
  V'_4 \\
  \vdots \\
  V'_{n-2} \\
  V'_{n-1} \\
  V'_n
\end{pmatrix}
= \begin{pmatrix}
  0 & \nu & \kappa_1 & 0 & 0 & \ldots & 0 & 0 \\
  -\nu & \kappa_1 & 0 & \nu & \kappa_2 & 0 & \ldots & 0 & 0 \\
  0 & -\nu & \kappa_2 & 0 & \nu & \kappa_3 & \ldots & 0 & 0 \\
  0 & 0 & -\nu & \kappa_3 & 0 & \ldots & 0 & 0 & 0 \\
  \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
  0 & 0 & 0 & \ldots & -\nu & \kappa_{n-2} & 0 & \nu & \kappa_{n-1} \\
  0 & 0 & 0 & \ldots & 0 & -\nu & \kappa_{n-1} & 0 & 0
\end{pmatrix}
\begin{pmatrix}
  V_1 \\
  V_2 \\
  V_3 \\
  V_4 \\
  \vdots \\
  V_{n-2} \\
  V_{n-1} \\
  V_n
\end{pmatrix},
\]

or simply

\[(FS) \quad V' = \mathcal{M} V,\]

where \( V_1 = \frac{f'}{\nu}, V = T(V_1 V_2 \ldots V_n) \) and \( V' = T(V'_1 V'_2 \ldots V'_n) \) are \( n \)-vector column matrices constructed from the Frenet frame of \( f \), and \( \mathcal{M} \), called the Frenet matrix of \( f \), is the \( n \times n \) skew symmetric matrix such that

\[
\mathcal{M}_{ij} = \nu_{i-1} \cdot V_j = V_j \cdot (\nu_{i-1} V_{i-1} + \nu_{i} V_{i+1}) = \begin{cases} 
-\nu_{i-1}, & j = i - 1 \\
\nu_{i}, & j = i + 1 \\
0, & j \notin \{i - 1, i + 1\}.
\end{cases}
\]

Of course even without knowing \( f \), we can consider \((FS)\) on the interval \( I \ni 0 \), because we can construct \( \mathcal{M} \). Hence, we get a first order system of differential equations for the unknown vector functions \( V_1, V_2, \ldots, V_n \), which, according to the Fact 4.5, can be viewed as a usual system of \( n^2 \) first order linear differential equations. Thus we can apply the general existence and uniqueness theorem for systems of linear differential equations to it and achieve a unique set of functions \( \{V_1(t), V_2(t), \ldots, V_n(t)\} \) that satisfies \((FS)\) and the initial conditions \( V_j(0) = e_j, 1 \leq j \leq n \), where \( \{e_1, e_2, \ldots, e_n\} \) is the canonical basis of \( \mathbb{R}^n \). In this way, we go through the steps 1 e 2.

For the step 3, we consider the \( n \times n \) matrix function \( A(t) = (V_1(t) \cdot V'_2(t)) \), or

\[
A(t) = \begin{pmatrix}
  V_1(t) \\
  V_2(t) \\
  \vdots \\
  V_n(t)
\end{pmatrix} \cdot (V_1(t) V_2(t) \ldots V_n(t)) = V(t) \cdot TV(t).
\]
It is convenient to remark that $A(0) = \text{Id}_n$, where $\text{Id}_n$ is the $n \times n$ identity matrix. Differentiating $A$, we get

$$\begin{align*}
A' &= V' \cdot TV + V \cdot T V' = (MV) \cdot TV + V \cdot T(MV) \\
&= M(V \cdot TV) + (V \cdot TV)(TM) = MA + A(TM)
\end{align*}$$

Now, note that the expression $MA + A(TM)$ is linear as function of $A$. Thus, we have that $A$ is a solution of the linear matrix differential equation

$$X' = MX + TMX$$

with the initial condition $X(0) = \text{Id}_n$. By using vectorization (that is, by stacking columns) of matrices, it is not hard to show that this equation reduces to a system of $n^2$ first order linear differential equations (For $n = 3$, see the Table 2 below). Hence $A$ is the unique solution of

$$X' = MX + TMX, \quad X(0) = \text{Id}_n.$$ 

This fact, together with skew symmetry of $M$, implies $A(t) = \text{Id}_n$, for all $t \in I$, since $X = \text{Id}_n$ satisfies trivially the equation. In fact, $\text{Id}_n = 0$ and $AMdA + TMdA = M + TM = 0$. We conclude that $\{V_1(t), V_2(t), \ldots, V_n(t)\}$ is actually a orthonormal frame field. In reality, it is a positively oriented orthonormal frame field, since it coincides with the canonical basis at $t = 0$ (the det is a continuous function). It remains only to construct a curve $f$ for attaining the step 3.

In this point, we have a positively oriented orthonormal frame field $\{V_1(t), V_2(t), \ldots, V_n(t)\}$, $t \in I$, that satisfies $(FS)$. Since $V_1$ must be the unit tangent vector of $f$, there is a natural way to choose the curve $f$, namely,

$$f(t) = \int_0^t \nu(u)V_1(u) \, du.$$ 

From this, we get $f' = \nu V_1$, or $V_1 = f'/\nu$. For the moment, we suppose that $f$ is a $(n - 1)$-regular curve with speed $\nu_f$, curvatures $\kappa_f$, $1 \leq j \leq n - 1$, and Frenet frame $\{V_{fj}, 1 \leq j \leq n\}$. Hence

(i) $\nu_f = \nu$; 
(ii) $V_{f1} = V_1$;

(iii) $f'' = \nu' V_1 + \nu^2 \kappa_1 V_2$; 
(iv) $f' \wedge f'' = \nu^3 \kappa_1 V_1 \wedge V_2$.

The Corolary 3.4, together with (ii), yields $\kappa_{f1} = \frac{\|f' \wedge f''\|}{\nu_f^2} = \kappa_1$. Using this and (ii), it follows that $V_{f2} = V_2$. In fact, the differentiation of (ii) gives $\kappa_{f1} \nu_f V_{f2} = \kappa_1 \nu V_2$. Now, a direct calculation shows that

$$f' \wedge f'' \wedge f''' = \nu^6 \kappa_1^2 \kappa_2 V_1 \wedge V_2 \wedge V_3 = \nu^6 \kappa_{f1}^2 \kappa_2 V_1 \wedge V_2 \wedge V_3$$

which, together with the Corolary 3.4 and the derivative of $V_{f2} = V_2$, implies $\kappa_{f2} = \kappa_2$ and $V_{f3} = V_3$. By repeating this process inductively (as in the Theorem 3.1), we conclude

$$f' \wedge f'' \wedge \cdots \wedge f^{(m)} = \nu^\frac{m(m+1)}{2} \kappa_1^{m-1} \kappa_2^{m-2} \cdots \kappa_{m-1} V_1 \wedge V_2 \wedge \cdots \wedge V_m, \quad 2 \leq m \leq n,$$

that, in particular, shows the regularity of $f$, $\kappa_{fj} = \kappa_j$, $1 \leq j \leq n - 1$, and $V_{fj} = V_j$, for $1 \leq j \leq n$. We are done.

| $\begin{pmatrix}
0 & \nu \kappa_1 & 0 & 0 \\
-\nu \kappa_1 & 0 & \nu \kappa_1 & 0 \\
0 & 0 & 0 & \nu \kappa_1 \\
-\nu \kappa_1 & 0 & \nu \kappa_2 & 0 \\
0 & \nu \kappa_1 & 0 & \nu \kappa_2 \\
0 & 0 & 0 & \nu \kappa_1 \\
0 & 0 & \nu \kappa_1 & 0 \\
0 & 0 & 0 & \nu \kappa_1 \\
0 & 0 & 0 & \nu \kappa_2 \\
0 & 0 & \nu \kappa_2 & 0 \\
0 & 0 & 0 & 0 \\
-\nu \kappa_1 & 0 & 0 & \nu \kappa_2 \\
\end{pmatrix}$ | $\begin{pmatrix}
V_{11} \\
V_{21} \\
V_{31} \\
V_{12} \\
V_{22} \\
V_{32} \\
V_{13} \\
V_{23} \\
V_{33} \\
\end{pmatrix}$ |
| --- | --- |
| $\begin{pmatrix}
V'_{11} \\
V'_{21} \\
V'_{31} \\
V'_{12} \\
V'_{22} \\
V'_{32} \\
V'_{13} \\
V'_{23} \\
V'_{33} \\
\end{pmatrix}$ | $\begin{pmatrix}
V''_{11} \\
V''_{21} \\
V''_{31} \\
V''_{12} \\
V''_{22} \\
V''_{32} \\
V''_{13} \\
V''_{23} \\
V''_{33} \\
\end{pmatrix}$ |

**Table 2**

$X' = MX + TMX$ as an usual system of linear differential equations, $n = 3$

$X = T(1\ 0\ 0\ 0\ 1\ 0\ 0\ 0\ 1)$ is the solution that corresponds to $\text{Id}_3$
Let \( V \) is possible to obtain that (\( \tilde{V} \) next. Patiently, only looking at with the first three coordinates of is the unique solution of (3
\( \sqrt{2} \) will get a curve with speed that plays a key role in the classification of the curves of constant curvatures. Thus, at the end, we of linear differential equations as in the Table 1 and the other going hand in hand with an algorithm will indicate two ways for solving (3
\( \nu V \) by integration of \( V \) condition

\[
(3 - \mathcal{F}S) \quad \mathcal{M}V = V' = \begin{pmatrix}
0 & 1 \sqrt{2} & 0 \\
0 & 0 & 1 \sqrt{2} \\
0 & 0 & 0 \sqrt{2} & 0 \\
-1 \sqrt{2} & 0 & 0 & 0 & 1 \sqrt{2} & 0 \\
0 & -1 \sqrt{2} & 0 & 0 & 0 & 0 & 1 \sqrt{2} & 0 \\
0 & 0 & -1 \sqrt{2} & 0 & 0 & 0 & 0 & 1 \sqrt{2} \\
0 & 0 & 0 & -1 \sqrt{2} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 \sqrt{2} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 \sqrt{2} & 0 & 0
\end{pmatrix}
\begin{pmatrix}
V_1 \\
V_2 \\
V_3 \end{pmatrix} = \begin{pmatrix}
V_1' \\
V_2' \\
V_3'
\end{pmatrix},
\]
subject to (4.1)
We will consider the system (3
\( \tilde{V} \) equals

\[
\tilde{V}(0) = \left(0, \frac{1}{\sqrt{2}}, 0, -1, 0, 0, \frac{1}{\sqrt{2}} \right).
\]
Example 4.7. We will consider the system (\( \mathcal{F}S \)) with \( n = 3, \nu = \sqrt{2}, \kappa_1 = \kappa_2 = \frac{1}{\sqrt{2}} \) and initial condition

(4.1) \quad V(0) = \left(\left(0, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}\right), (-1, 0, 0), \left(0, -\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}\right)\right).

So, we have

\[
(3 - \mathcal{F}S) \quad \mathcal{M}V = V'
\]

Solution 1. Let \( V_i(t) = (V_{i1}(t), V_{i2}(t), V_{i3}(t)), i = 1, 2, 3 \). Hence \( V = (V_1, V_2, V_3) \) is the unknown of the system, which converted to its usual form becomes

\[
\tilde{\mathcal{M}} \tilde{V} = \tilde{V}' = \begin{pmatrix}
0 & 0 & 0 & \frac{1}{\sqrt{2}} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{\sqrt{2}} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1}{\sqrt{2}} & 0 & 0 \\
-1 \sqrt{2} & 0 & 0 & 0 & 0 & 0 & \frac{1}{\sqrt{2}} & 0 \\
0 & -1 \sqrt{2} & 0 & 0 & 0 & 0 & 0 & \frac{1}{\sqrt{2}} \\
0 & 0 & -1 \sqrt{2} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 \sqrt{2} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 \sqrt{2} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 \sqrt{2} & 0 & 0
\end{pmatrix}
\begin{pmatrix}
V_{i1} \\
V_{i2} \\
V_{i3} \end{pmatrix} = \begin{pmatrix}
V_{i1}' \\
V_{i2}' \\
V_{i3}'
\end{pmatrix}
\]

with

\[
\tilde{V}(0) = \left(0, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, -1, 0, 0, -\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}} \right).
\]

Remember that the important piece of the solution \( V \) is the vector \( V_1 = (V_{11}, V_{12}, V_{13}) \), from which, by integration of \( \nu V_1 \), we construct the curve \( f \).

It is well known fact that

\[
\tilde{V}(t) = (e^{t\tilde{\mathcal{M}}}) \tilde{V}(0) = \left(\sum_{j=0}^{\infty} \frac{t^j}{j!} \tilde{\mathcal{M}}^j\right) \tilde{V}(0)
\]
is the unique solution of (3
\( \sqrt{2} \)). An elementary procedure to calculate this solution is indicated next. Patiently, only looking at with the first three coordinates of \( \tilde{V}(t) \) and using induction on \( j \), it is possible to obtain that \( (V_{11}, V_{12}, V_{13}) \) equals

\[
\frac{1}{\sqrt{2}} \left(-t + \frac{t^3}{3!} - \frac{t^5}{5!} + \cdots - \frac{(1)^{m-1}t^{2m+1}}{(2m+1)!} + \cdots, 1 - \frac{t^2}{2!} + \frac{t^4}{4!} + \cdots, -\frac{(1)^m t^{2m}}{(2m+1)!} + \cdots, 1 \right).
\]
Hence

\[ V_1(t) = \frac{1}{\sqrt{2}}(-\sin t, \cos t, 1). \]

Now, by integrating \( \nu V_1 \),

\[ \int_0^t \nu V_1(u) \, du = \int_0^t \sqrt{2} \, V_1(u) \, du = \int_0^t (-\sin u, \cos u, 1) \, du = (\cos t - 1, \sin t, t), \]

which, after a translation, yields \( f(t) = (\cos t, \sin t, t) \), the very well known circular helix of \( \mathbb{R}^3 \), as expected.

Solution 2. Here, we come back to consider the original system \((3 - F S): \mathcal{M} V = V'\), where \( V = (V_1, V_2, V_3) \), together with

\[ V(0) = (V_1(0), V_2(0), V_3(0)) = \left( \left(0, \frac{1}{\sqrt{2}}, 1\right), (-1, 0, 0), \left(0, -\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}\right) \right). \]

Again, the solution is \( V(t) = (e^{t\mathcal{M}}) V(0) \). We are going to calculate \( V(t) \) and then the curve \( f(t) \).

(Step 1) To reduce \( \mathcal{M} \) to a simpler form, which is possible because it is a skew symmetric matrix. Actually, there exists an orthogonal matrix \( Q \) such that \( \mathcal{N} = Q^{-1} \mathcal{M} Q \) is a block matrix of the kind

\[ \mathcal{N} = \begin{pmatrix} 0 & -a & 0 \\ a & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} = \begin{pmatrix} A & 0 \\ 0 & 0 \end{pmatrix}, \]

for some \( a \in \mathbb{R} \). This comes from the normal-form of a skew symmetric matrix theorem, which can be found in [Greub, 1975].

(Step 2) To calculate \( e^{t\mathcal{N}} \), This is easy, because the powers of \( \mathcal{N} \) reduce to those of the block matrix, which exponential is not hard to get. We have that

\[ e^{t\mathcal{N}} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & e^{tA} & 0 \\ 0 & 0 & 1 \end{pmatrix} = \begin{pmatrix} \cos at & -\sin at & 0 \\ \sin at & \cos at & 0 \\ 0 & 0 & 1 \end{pmatrix}. \]

(Step 3) We solve the new system \( \mathcal{N} W = W' \), with \( W(0) = Q^{-1} V(0) \). Of course the solution of this equation is

\[ W = e^{t\mathcal{N}}(Q^{-1} V(0)). \]

(Step 4) Finally, we obtain the desired solution of \( \mathcal{M} V = V' \), namely, \( V = Q W \). In fact, from the previous step, we get \( Q W(0) = V(0) \) and

\[ V' = Q W' = Q \mathcal{N} W = Q (Q^{-1} \mathcal{M} Q)(Q^{-1} V) = \mathcal{M} V. \]

Now the execution of the steps. In the Step 1, according to the proof of the cited theorem, we must consider \( M_s = \mathcal{M}^2 \) that a symmetric matrix and thus there exist a basis of eigenvectors that diagonalizes it. From this basis we construct the matrix \( Q \) in the Step 1. A direct calculation shows that \( M_s \) has an double eigenvalue \( \lambda_1 = -1 \) and the other one \( \lambda_2 = 0 \). The vectors \( v_1 = (-\frac{1}{\sqrt{2}}, 0, \frac{1}{\sqrt{2}}) \), \( v_2 = (0, 1, 0) \) and \( v_3 = (\frac{1}{\sqrt{2}}, 0, \frac{1}{\sqrt{2}}) \) are unit eigenvectors of \( M_s \), \( v_1 \) and \( v_2 \) are associated to \( \lambda_1 \).
(Remember that if \( P = (v_1 \ v_2 \ v_3) \) is the matrix whose columns are the column vectors \( v_1, v_2 \) and \( v_3 \) then \( P^{-1} M P = \text{diag} (-1, -1, 0) \).) Looking carefully at the proof of the normal-form of a skew symmetric matrix theorem that we cite above, we construct the matrix \( Q \). Its columns are \( q_1 = v_1 \), 
\[ q_2 = \frac{1}{\sqrt{-\lambda_1}} M v_1 \] 
and \( q_3 = v_3 \). More precisely,

\[
Q = \begin{pmatrix}
-\frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} \\
0 & 1 & 0 \\
\frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}}
\end{pmatrix}.
\]

Hence

\[
N = Q^{-1} M Q = \begin{pmatrix}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}.
\]

Now, we execute the Step 2 and get

\[
e^{tN} = \begin{pmatrix}
\cos t & -\sin t & 0 \\
\sin t & \cos t & 0 \\
0 & 0 & 1
\end{pmatrix}.
\]

Then the Step 3 gives us

\[
W = e^{tN}(Q^{-1} V(0)) = \begin{pmatrix}
\cos t & -\sin t & 0 \\
\sin t & \cos t & 0 \\
0 & 0 & 1
\end{pmatrix} \begin{pmatrix}
-\frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} \\
0 & 1 & 0 \\
\frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}}
\end{pmatrix} \begin{pmatrix}
V_1(0) \\
V_2(0) \\
V_3(0)
\end{pmatrix}
\]

\[
= \begin{pmatrix}
\frac{1}{2} \left( \sqrt{2} V_2(0) \sin t + (V_1(0) - V_3(0)) \cos t + V_1(0) + V_3(0) \right) \\
\frac{(V_2(0) - V_3(0)) \sin t + V_2(0) \cos t}{\sqrt{2}} \\
\frac{1}{2} \left( -\sqrt{2} V_2(0) \sin t + (V_3(0) - V_1(0)) \cos t + V_1(0) + V_3(0) \right)
\end{pmatrix}.
\]

By substituting \( V_1(0), V_2(0) \) and \( V_3(0) \) by their values (as row vectors), we obtain

\[
W = \begin{pmatrix}
\sin t & -\cos t & 0 \\
-\cos t & -\sin t & 0 \\
0 & 0 & 1
\end{pmatrix}.
\]

From this, it comes the solution \( V \) of \( MV = V' \):

\[
V = QW = \begin{pmatrix}
-\frac{\sin t}{\sqrt{2}} & \frac{\cos t}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
-\cos(t) & \frac{\cos t}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
\sin t & -\sin t & 1
\end{pmatrix}.
\]

The Steps are all done. By using the first row of \( V \), we get the curve \( f \), exactly as at the end of the Solution 1, that is,

\[
f(t) = (1, 0, 0) + \int_0^t \sqrt{2} \left( -\frac{\sin u}{\sqrt{2}}, \frac{\cos u}{\sqrt{2}}, \frac{1}{\sqrt{2}} \right) du = (\cos t, \sin t, t).
\]

I hope this example, mainly its second solution, helps you in the proof of the theorem on the classification of the curves of constant curvatures that we make in the next section.
5 On Curves of Constant Curvatures

In this section we will use the flowing notation, in order to simplify some calculations involving inner product in $\mathbb{R}^{2m}$.

Given $X = (a_1, b_1, \ldots, a_{2m}, b_{2m}) \in \mathbb{R}^{2m}$, the complex representation of $X$ will be indicate by

$$X_c = (a_1 + i b_1, \ldots, a_{2m} + i b_{2m}) \in \mathbb{C}^m, \quad i = \sqrt{-1}.$$ 

With this notation, together with the real part of $R$, we start with an example in $\mathbb{R}^4$. Consider

$$f(t) = (r_1 \cos (a_1 t), r_1 \sin (a_1 t), r_2 \cos (a_2 t), r_2 \sin (a_2 t), \quad t \in \mathbb{R},$$

where $a_1, a_2, r_1$ and $r_2$ positive numbers with $a_1 \neq a_2$. The complex representation of $f$ in $\mathbb{C}^2$ is

$$g(t) = (f(t))_c = (r_1 e^{i a_1 t}, r_2 e^{i a_2 t}).$$

Note that $g'(t) = (i r_1 a_1 e^{i a_1 t}, i r_2 a_2 e^{i a_2 t})$, $g''(t) = (-r_1 a_1^2 e^{i a_1 t} - r_2 a_2^2 e^{i a_2 t})$. More generally,

$$g^{(j)}(t) = (i^j r_1 a_1^j e^{i a_1 t}, i^j r_2 a_2^j e^{i a_2 t}).$$

So, we obtain fast

$$\nu^2 = \|f'\|^2 = \|g'\|^2 = r_1^2 a_1^2 + r_2^2 a_2^2,$$

$$\|f''\|^2 = \|g''\|^2 = (a_1^2 r_1^2 - e^{i a_1 t}) + (a_2^2 r_2^2 - e^{i a_2 t}) = a_1^4 r_1^2 + a_2^4 r_2^2$$

and

$$f' \cdot f'' = \Re(g' \cdot g'') = \Re(-1 (a_1^3 r_1^2 + a_2^3 r_2^2)) = 0.$$ 

The notable here is that, given any $j$ and $k$ in $\mathbb{N}$, the inner product

$$g^{(j)}(t) \cdot g^{(k)}(t) = (r_1 (i a_1)^j e^{i a_1 t} r_1 (-i a_1)^k e^{-i a_1 t} + r_2 (i a_2)^j e^{i a_2 t} r_2 (-i a_2)^k e^{-i a_2 t})$$

$$= i^j (-i)^k (r_1^2 a_1^{j+k} + r_2^2 a_2^{j+k}) = (-1)^j i^j i^k (-1)^k r_1^2 a_1^{j+k} + r_2^2 a_2^{j+k}$$

does not depend on $t$ and thus $f^{(j)}(t) \cdot f^{(k)}(t) = \Re(g^{(j)}(t) \cdot g^{(k)}(t))$ as well. Thus for any $j \in \mathbb{N}$ $\|f' \wedge f'' \wedge \cdots \wedge f^{(j)}\|$ does not depend on $t$ and then all the curvatures of $f$ must be constant, according to the Corollary 3.4. Of course it remains to verify that $f$ is at least 3-regular, because without this information, it makes no sense to calculate its curvatures. For this we return to $\mathbb{R}^4$ and write

$$f(t) = \begin{pmatrix} \cos (t a_1) & -\sin (t a_1) & 0 & 0 & r_1 \\ \sin (t a_1) & \cos (t a_1) & 0 & 0 & 0 \\ 0 & 0 & \cos (t a_2) & -\sin (t a_2) & r_2 \\ 0 & 0 & \sin (t a_2) & \cos (t a_2) & 0 \\ \end{pmatrix}$$

\[ Z = (z_1, z_2, \ldots, z_m) \in \mathbb{C}^m \text{ and } W = (w_1, w_2, \ldots, w_m) \in \mathbb{C}^m, \quad Z \cdot W = \sum_{j=1}^m z_j w_j. \]
or \( f(t) = M(t)f(0) \). Note that \( M(t) \) is an one-parameter family of orthogonal matrices of determinant 1. Moreover, we have that \( f^{(j)}(t) = M(t)f^{(j)}(0) \), for any \( j \in \mathbb{N} \). Collecting this information, for \( j \in \{1, 2, 3, 4\} \), in an matrix form, we obtain

\[
(f'(t) f''(t) f'''(t) f^{(4)}(t)) = M(t) (f'(0) f''(0) f'''(0) f^{(4)}(0)).
\]

In other words, the matrix of the derivatives \( (f'(t) f''(t) f'''(t) f^{(4)}(t)) \) equals

\[
\begin{pmatrix}
\cos(ta_1) - \sin(ta_1) & 0 & 0 & 0 \\
\sin(ta_1) & \cos(ta_1) & 0 & 0 \\
0 & 0 & \cos(ta_2) - \sin(ta_2) & 0 \\
0 & 0 & \sin(ta_2) & \cos(ta_2)
\end{pmatrix}
\begin{pmatrix}
0 & -a_1^2 r_1 & 0 & a_1^4 r_1 \\
ar_1 r_1 & 0 & -a_2^3 r_1 & 0 \\
0 & -a_2^2 r_2 & 0 & a_2^4 r_2 \\
ar_2 r_2 & 0 & -a_3^2 r_2 & 0
\end{pmatrix}.
\]

Thus the rank of \( (f'(t) f''(t) f'''(t) f^{(4)}(t)) \) is equal to the rank of \( (f'(0) f''(0) f'''(0) f^{(4)}(0)) \) that is equal to 4, which can be calculated directly or by using the next Lemma. Now we can calculate the curvatures, by using the Corollary 3.4.

\[\kappa_1 = \frac{\|f''\|}{\rho^2} = \frac{a_1^4 r_1^2 + a_2^2 r_2^2}{a_1^2 r_1^2 + a_2^2 r_2^2}; \quad \kappa_2 = \frac{a_2 (a_3^3 - a_1 a_2^2)}{\left( a_1^2 r_1^2 + a_2^2 r_2^2 \right) \sqrt{a_1^2 r_1^2 + a_2^2 r_2^2}}; \quad \kappa_3 = \frac{a_1 a_2}{\sqrt{a_1^2 r_1^2 + a_2^2 r_2^2}}.\]

In the Theorem 5.3 below, we get, in particular, the converse of this example: If a 3-regular curve in \( \mathbb{R}^4 \) has constant speed and curvatures, then it is as that in (5.1), up to an isometry of \( \mathbb{R}^4 \). To finish, a remark on the angles \( a_1 \) and \( a_2 \). When they are equal, the trace of \( f \) is contained in the intersection of the hyperplanes \( \frac{x_3}{r_1} - \frac{x_1}{r_1} = 0 \) and \( \frac{x_4}{r_1} - \frac{x_2}{r_1} = 0 \), which has dimension 2. This would imply that \( f', f'', f''' \) are linearly dependent, \( k_2 = 0 \) and \( \kappa_3 \) is not defined. Thus the condition \( a_1 \neq a_2 \) guarantee that the curve \( f \) is 4-regular.

**Lemma 5.1.** Given \( m \) distinct real numbers \( a_1, a_2, \ldots, a_m \) and any other real number \( b \), define

\[
D(a_1, a_2, \ldots, a_m) = \begin{pmatrix}
0 & -a_1^3 & 0 & a_1^4 & \ldots & 0 & (-1)^{m-2} a_1^{2m} \\
a_1 & 0 & -a_1^3 & 0 & \ldots & (-1)^{m-1} a_1^{2m-1} & 0 \\
0 & -a_2^3 & 0 & a_2^4 & \ldots & 0 & (-1)^{m-2} a_2^{2m} \\
a_2 & 0 & -a_2^3 & 0 & \ldots & (-1)^{m-1} a_2^{2m-1} & 0 \\
0 & -a_3^3 & 0 & a_3^4 & \ldots & 0 & (-1)^{m-2} a_3^{2m} \\
0 & 0 & -a_4^3 & 0 & \ldots & (-1)^{m-1} a_4^{2m-1} & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
a_m & 0 & -a_m^3 & 0 & \ldots & (-1)^{m-1} a_m^{2m-1} & 0 \\
0 & 0 & 0 & \ldots & (-1)^{m-1} a_m^{2m-1} & 0 & (-1)^{m-2} a_m^{2m}
\end{pmatrix}
\]

and

\[
\tilde{D}(a_1, a_2, \ldots, a_m, b) = \begin{pmatrix}
0 & -a_1^3 & 0 & a_1^4 & \ldots & 0 & (-1)^{m-2} a_1^{2m} & 0 \\
a_1 & 0 & -a_1^3 & 0 & \ldots & (-1)^{m-1} a_1^{2m-1} & 0 & (-1)^{m-1} a_1^{2m+1} \\
0 & -a_2^3 & 0 & a_2^4 & \ldots & 0 & (-1)^{m-2} a_2^{2m} & 0 \\
a_2 & 0 & -a_2^3 & 0 & \ldots & (-1)^{m-1} a_2^{2m-1} & 0 & (-1)^{m-1} a_2^{2m+1} \\
0 & -a_3^3 & 0 & a_3^4 & \ldots & 0 & (-1)^{m-2} a_3^{2m} & 0 \\
0 & 0 & -a_4^3 & 0 & \ldots & (-1)^{m-1} a_4^{2m-1} & 0 & (-1)^{m-1} a_4^{2m+1} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
a_m & 0 & -a_m^3 & 0 & \ldots & (-1)^{m-1} a_m^{2m-1} & 0 & (-1)^{m-1} a_m^{2m+1} \\
b & 0 & 0 & \ldots & (-1)^{m-1} a_m^{2m-1} & 0 & (-1)^{m-2} a_m^{2m}
\end{pmatrix}
\]

Then

\[\text{(i) } \det D(a_1, a_2, \ldots, a_m) = \left( \prod_{j=1}^{m} a_j^3 \right) \prod_{i<j} \left( a_i^2 - a_j^2 \right)^2.\]

\[\text{(ii) } \det \tilde{D}(a_1, a_2, \ldots, a_m, b) = \left( \prod_{j=1}^{m} a_j^3 \right) \prod_{i<j} \left( a_i^2 - a_j^2 \right)^2.\]
Proof. We use induction on $m$. The idea of this proof is similar to that used in the calculation of the Vandermonde determinant. Differently, here, the induction hypotheses is attained after two steps. In fact, we start writing $D = D(a_1, a_2, \ldots, a_m) = (D_1, D_2, \ldots, D_{2m})$, where $D_j$ denotes the $j$th row of $D$ and then by replacing $a_j^2$ by $\lambda$ in the first row of $D$ to construct the polynomial

$$p(\lambda) = \det D((0, -\lambda, 0, \lambda^2, 0, \ldots, (-1)^m \lambda^m), D_2, \ldots, D_{2m}).$$

Hence, $p$ either is zero or has degree at most $m$. Since a matrix with either one zero row or two equal rows has zero determinant, we get that $p$ vanishes at 0 and $a_j^2$, $2 \leq j \leq m$. We claim that the degree of $p$ is exactly $m$. In effect, the coefficient of $\lambda^m$ is $c_m = (-1)^{1+2m}(-1)^m M_{1(2m)} = (-1)^{m+1} M_{1(2m)}$, where $M_{1(2m)}$ is the $(1, 2m)$-minor of $D$. By factoring out $a_1$, we get

$$M_{1(2m)} = a_1 \det \begin{pmatrix} 1 & 0 & -a_1^2 & 0 & \ldots & (-1)^{m-1}a_1^{2m-2} \\ 0 & -a_2^2 & 0 & a_2^4 & \ldots & 0 \\ a_2 & 0 & -a_3^2 & 0 & \ldots & (-1)^{m-1}a_2^{2m-1} \\ 0 & -a_3^2 & 0 & a_3^4 & \ldots & 0 \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & a_m^2 & 0 & a_m^4 & \ldots & 0 \\ a_m & 0 & -a_m^2 & 0 & \ldots & (-1)^{m-1}a_m^{2m-1} \end{pmatrix}.$$ 

Denoting the $(2m - 1) \times (2m - 1)$ matrix above by $B = (B_1, B_2, \ldots, B_{2m-1})$, we define $q(\lambda)$ to be

$$\det((1, 0, -\lambda, 0, \ldots, (-1)^{m-1}\lambda^{m-1}), B_2, \ldots, B_{2m-1}).$$

Note that we have substituted $a_j^2$ by $\lambda$ in the first row of $B$. The induction hypotheses guarantees that the polynomial $q$ has exactly degree $m - 1$ because the coefficient of $\lambda^{m-1}$ equals

$$d_{m-1} = (-1)^{1+2m-1}(-1)^{m-1} \det D(a_2, a_3, \ldots, a_m) = (-1)^{m-1} \det D(a_2, a_3, \ldots, a_m) \neq 0.$$ 

Looking back in the polynomial $p$, we see that $c_m = (-1)^{m+1} a_1 q(a_1^2) \neq 0$, because $\partial q = m - 1$ and $q$ vanishes at $a_2^2, a_3^2, \ldots, a_m^2$ that are $m - 1$ distinct numbers. Now, we can factor $p$ as

$$p(\lambda) = c_m \lambda (\lambda - a_2^2)(\lambda - a_3^2) \cdots (\lambda - a_m^2) = (-1)^{m+1} a_1 q(a_1^2) \lambda (\lambda - a_2^2)(\lambda - a_3^2) \cdots (\lambda - a_m^2),$$

which implies

$$(5.3) \quad \det D = p(a_1^2) = (-1)^{m+1} a_1 q(a_1^2) a_1^2 \prod_{j=2}^{m} (a_1^2 - a_j^2) = (-1)^{m+1} a_1^3 q(a_1^2) \prod_{j=2}^{m} (a_1^2 - a_j^2).$$

Again from the induction hypothesis, we obtain that

$$q(\lambda) = d_{m-1} (\lambda - a_2^2)(\lambda - a_3^2) \cdots (\lambda - a_m^2)$$

$$= (-1)^{m+1} \det D(a_2, a_3, \ldots, a_m) \prod_{j=2}^{m} (\lambda - a_j^2)$$

$$= (-1)^{m+1} \det D(a_2, a_3, \ldots, a_m) \prod_{j=2}^{m} (\lambda - a_j^2)$$

$$= (-1)^{m+1} \left( \prod_{j=2}^{m} a_j^2 \right) \left( \prod_{2 \leq i < j} (a_i^2 - a_j^2)^2 \right) \prod_{j=2}^{m} (\lambda - a_j^2),$$

whence

$$q(a_1^2) = (-1)^{m+1} \left( \prod_{j=2}^{m} a_j^2 \right) \left( \prod_{2 \leq i < j} (a_i^2 - a_j^2)^2 \right) \prod_{j=2}^{m} (a_1^2 - a_j^2)$$
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which substituted in (5.3) yields finally

\[ \det D = \left( \prod_{j=1}^{m} a_j^2 \right) \prod_{i<j}^{m} (a_i^2 - a_j^2)^2. \]

The result in (ii) follows easily from (i), completing the proof. \(\square\)

**Remark 5.2.** The element \(d_{ij}\) of the matrix \(D(a_1, a_2, \ldots, a_m)\) equals \(f^{(i)}(0) \cdot e_i\), where \(e_i\) is the \(i^{th}\) vector of the canonical basis of \(\mathbb{R}^{2m}\) and \(f\) is as in the following classification theorem.

**Theorem 5.3.** Let \(\nu > 0\) and \(\kappa_j, 1 \leq j \leq n - 1\), be constants such that \(\kappa_j > 0, 1 \leq j \leq n - 2\), and \(\kappa_{n-1} \neq 0\). Let \(f\) be a curve with speed \(\nu\) and curvatures \(\kappa_j, 1 \leq j \leq n - 1\). Suppose that \(n\) is even. Then there exist positives real numbers \(a_j\) and \(r_j, 1 \leq j \leq m, m = \frac{n}{2}\), such that, up to an isometry,

\[ f(t) = (r_1 e^{it a_1}, r_2 e^{it a_2}, \ldots, r_m e^{it a_m}), \]

where \(e^{it a_j} = \cos ta_j + i \sin ta_j\).

**Proof.** Some of the ideas in this proof are suggested in [Kühnel, 2002] (2.16-Remark). We give a full proof for \(n = 4\) and believe that its extension to the general case is very easy.

Let \(\tilde{f}\) be the 3-regular curve obtained from the unique solution \(V = (V_1, V_2, V_3, V_4)\) of the linear system \(\mathcal{M}V = V'\) or, more explicitly,

\[
\begin{pmatrix}
0 & \nu \kappa_1 & 0 & 0 \\
-\nu \kappa_1 & 0 & \nu \kappa_2 & 0 \\
0 & -\nu \kappa_2 & 0 & \nu \kappa_3 \\
0 & 0 & -\nu \kappa_3 & 0
\end{pmatrix}
\begin{pmatrix}
V_1 \\
V_2 \\
V_3 \\
V_4
\end{pmatrix}
= \begin{pmatrix} V_1' \\
V_2' \\
V_3' \\
V_4'
\end{pmatrix},
\]

with the initial condition \(V(0) = (Q_1, Q_2, Q_3, Q_4)\), where \(\{Q_1, Q_2, Q_3, Q_4\}\) will be an orthonormal basis defined as follows. The existence of the curve \(\tilde{f}\) is guaranteed by the Theorem 4.1. Remember, \(\tilde{f}(t) = \int_0^t \nu V_1(u) du\). Since \(\mathcal{M}\) is skew symmetric, we obtain from the normal-form of a skew symmetric matrix theorem an orthonormal basis \(\{Q_1, Q_2, Q_3, Q_4\}\) that reduces \(\mathcal{M}\) to

\[ \mathcal{N} = \begin{pmatrix}
0 & a_1 & 0 & 0 \\
-a_1 & 0 & 0 & 0 \\
0 & 0 & 0 & a_2 \\
0 & 0 & -a_2 & 0
\end{pmatrix}, \]

where \(0 < a_1\) and \(0 < a_2\). Actually, \(\mathcal{N} = Q^T \mathcal{M} Q\), where \(Q\) is the \(4 \times 4\) matrix whose columns are the vectors \(Q_1, Q_2, Q_3, Q_4\) viewed as column vectors. By rewriting the equation \(\mathcal{M}V = V'\), with \(V(0) = (Q_1, Q_2, Q_3, Q_4)\), in terms of \(\mathcal{N}\), we get \((Q^T \mathcal{N} Q)V = V'\), which is the same as

\[ \mathcal{N}^T Q V = (Q^T \mathcal{N} Q)V' = (Q^T V)' = V' (Q^T V)'(0) = E = (e_1, e_2, e_3, e_4), \]

where \(\{e_1, e_2, e_3, e_4\}\) is the canonical basis of \(\mathbb{R}^4\). By the uniqueness of solution of the equation above, we must have \(Q V = e^{t \mathcal{N}} E\) or \(V = Q e^{t \mathcal{N}} E\). In other words,

\[
V(t) = \begin{pmatrix}
q_{11} & q_{21} & q_{31} & q_{41} \\
qu_{12} & q_{22} & q_{32} & q_{42} \\
q_{13} & q_{23} & q_{33} & q_{43} \\
qu_{14} & q_{24} & q_{34} & q_{44}
\end{pmatrix}
\begin{pmatrix}
\cos (a_1 t) & \sin (a_1 t) & 0 & 0 \\
-\sin (a_1 t) & \cos (a_1 t) & 0 & 0 \\
0 & 0 & \cos (a_2 t) & \sin (a_2 t) \\
0 & 0 & -\sin (a_2 t) & \cos (a_2 t)
\end{pmatrix}
\begin{pmatrix}
e_1 \\
e_2 \\
e_3 \\
e_4
\end{pmatrix}.
\]
The first four rows of the product above is

\[
V_1(t) = \begin{pmatrix}
q_{11} \cos(a_1 t) - q_{21} \sin(a_1 t) \\
q_{11} \sin(a_1 t) + q_{21} \cos(a_1 t) \\
q_{31} \cos(a_2 t) - q_{41} \sin(a_2 t) \\
q_{31} \sin(a_2 t) + q_{41} \cos(a_2 t)
\end{pmatrix} = \begin{pmatrix}
\sqrt{q_{11}^2 + q_{21}^2} \left(-\sin(a_1 t - c_1)\right) \\
\sqrt{q_{11}^2 + q_{21}^2} \left(\cos(a_1 t - c_1)\right) \\
\sqrt{q_{31}^2 + q_{41}^2} \left(-\sin(a_2 t - c_2)\right) \\
\sqrt{q_{31}^2 + q_{41}^2} \left(\cos(a_2 t - c_2)\right)
\end{pmatrix},
\]

where \(c_1\) and \(c_2\) are such that

\[
\begin{align*}
sin c_1 &= \frac{q_{11}}{\sqrt{q_{11}^2 + q_{21}^2}}, \quad \cos c_1 = \frac{q_{21}}{\sqrt{q_{11}^2 + q_{21}^2}}, \\
\sin c_2 &= \frac{q_{31}}{\sqrt{q_{31}^2 + q_{41}^2}}, \quad \cos c_2 = \frac{q_{41}}{\sqrt{q_{31}^2 + q_{41}^2}}.
\end{align*}
\]

Note that \(V_1\) is in fact an unit vector field. Integration of \(\nu V_1\) yields

\[
\tilde{f}(t) = \int \nu V_1(t) dt = \nu \begin{pmatrix}
\frac{\sqrt{q_{11}^2 + q_{21}^2}}{a_1} \cos(a_1 t - c_1) \\
\frac{\sqrt{q_{11}^2 + q_{21}^2}}{a_1} \sin(a_1 t - c_1) \\
\frac{\sqrt{q_{31}^2 + q_{41}^2}}{a_2} \cos(a_2 t - c_2) \\
\frac{\sqrt{q_{31}^2 + q_{41}^2}}{a_2} \sin(a_2 t - c_2)
\end{pmatrix} + \begin{pmatrix}
\frac{q_{11}}{\sqrt{q_{11}^2 + q_{21}^2}} \\
\frac{q_{21}}{\sqrt{q_{11}^2 + q_{21}^2}} \\
\frac{q_{31}}{\sqrt{q_{31}^2 + q_{41}^2}} \\
\frac{q_{41}}{\sqrt{q_{31}^2 + q_{41}^2}}
\end{pmatrix}.
\]

Since we know that \(\tilde{f}\) is 3-regular, it follows that \(a_1 \neq a_2\), according to the remark that we did at the end of the example above. Furthermore, \(\nu f = \nu\) and \(\kappa_j = \kappa_j, 1 \leq j \leq 3\). A simple computation shows that the curve \(f\) obtained from \(\tilde{f}\) by taking \(c_1 = c_2 = 0\) has also the speed \(\nu\) and curvatures \(\kappa_j, 1 \leq j \leq 3\), for the inner products involving its derivatives are exactly the same as those of \(\tilde{f}\). We are done. \(\square\)

**Remark 5.4.** In [Barbosa L. & do Carmo M., 1981] and [Rolf, 2020], we find an approach involving one-parameter subgroup of isometries to perform the calculations of the curvatures as well as to prove the constant curvature classification theorem. Here, in (5.2), we have one example of such a subgroup, namely, \(M(t)\), since \(M(t_1 + t_2) = M(t_1)M(t_2)\).

### 5.2 The Odd Dimension Case

Consider the following generalization of the circular helix

\[
f(t) = (r_1 \cos(a_1 t), r_1 \sin(a_1 t), r_2 \cos(a_2 t), r_2 \sin(a_2 t), bt), \quad t \in \mathbb{R},
\]

where \(a_1, a_2, r_1\) and \(r_2\) positive numbers with \(a_1 \neq a_2\) and \(b \neq 0\). The complex representation of \(f\) in \(\mathbb{C}^3\) is

\[
g(t) = (f(t))_c = (r_1 e^{i a_1 t}, r_2 e^{i a_2 t}, bt),
\]

Note that \(g'(t) = (i r_1 a_1 e^{i a_1 t}, i r_2 a_2 e^{i a_2 t}, b), g''(t) = (-r_1 a_1^2 e^{i a_1 t}, -r_2 a_2^2 e^{i a_2 t}, 0)\). More generally,

\[
g^{(j)}(t) = (i^j r_1 a_1^j e^{i a_1 t}, i^j r_2 a_2^j e^{i a_2 t}, 0),
\]

whenever \(j > 1\). So

\[
\nu^2 = \|f'\|^2 = \|g'\|^2 = i r_1 a_1 e^{i a_1 t}(-i r_1 a_1 e^{-i a_1 t}) + i r_2 a_2 e^{i a_2 t}(-i r_2 a_2 e^{-i a_2 t}) + b^2 = r_1^2 a_1^2 + r_2^2 a_2^2 + b^2,
\]

\[
\|f''\|^2 = \|g''\|^2 = (a_1^2 r_1 (e^{i a_1 t}))(a_1^2 r_1 (e^{-i a_1 t} )) + (a_2^2 r_2 (e^{i a_2 t}))(a_2^2 r_2 (e^{-i a_2 t} )) = a_1^4 r_1^2 + a_2^4 r_2^2
\]

and

\[
f' \cdot f'' = \Re(g' \cdot g'') = \Re(-i (a_1^3 r_1^2 + a_2^3 r_2^2)) = 0.
\]
As before, we get that $f^{(j)}(t) \cdot f^{(k)}(t) = R(g^{(j)}(t) \cdot g^{(k)}(t))$ does not depend on $t$ and thus all of the curvatures of $f$ must be constant. Of course it remains to verify that $f$ is at least 3-regular, because without this information, it makes no sense to calculate its curvatures. For this we return to $\mathbb{R}^4$ and write

$$f(t) = \begin{pmatrix}
\cos(ta_1) - \sin(ta_1) & 0 & 0 & 0 \\
\sin(ta_1) & \cos(ta_1) & 0 & 0 \\
0 & 0 & \cos(ta_2) - \sin(ta_2) & 0 \\
0 & 0 & \sin(ta_2) & \cos(ta_2)
\end{pmatrix} \begin{pmatrix}
\begin{pmatrix}
0 \\
r_1 \\
r_2 \\
0
\end{pmatrix}
\end{pmatrix} + \begin{pmatrix}
0 \\
b \end{pmatrix}$$

or $f(t) = N(t)f(0) + (0, 0, 0, b, t)$. Note that $N(t)$ is also a family of one-parameter of orthogonal matrix of determinant 1. By collecting the derivatives $f^{(j)}(t)$, for $j \in \{1, 2, 3, 4, 5\}$, in an matrix, we obtain that $(f'(t) f''(t) f'''(t) f^{(4)}(t) f^{(5)}(t))$ equals

$$\begin{pmatrix}
\cos(ta_1) - \sin(ta_1) & 0 & 0 & 0 \\
\sin(ta_1) & \cos(ta_1) & 0 & 0 \\
0 & 0 & \cos(ta_2) - \sin(ta_2) & 0 \\
0 & 0 & \sin(ta_2) & \cos(ta_2)
\end{pmatrix} \begin{pmatrix}
0 -a_1^2 r_1 & 0 & a_1^4 r_1 & 0 \\
a_1 r_1 & 0 & -a_1^3 r_1 & 0 \\
0 -a_2^2 r_2 & 0 & a_2^4 r_2 & 0 \\
a_2 r_2 & 0 & -a_2^3 r_2 & 0
\end{pmatrix}$$

The Lemma 5.1 implies that the rank of $(f'(t) f''(t) f'''(t) f^{(4)}(t) f^{(5)}(t))$ is equal to 5, which is its rank at $t = 0$. Hence $f$ is 5-regular and then we can calculate its curvatures, by using the Corollary 3.4.

$$[1] \quad \kappa_1 = \frac{a_1^2 r_1^2 + a_2^2 r_2^2}{a_1^4 r_1^2 + a_2^4 r_2^2 + b^2}; \quad [2] \quad \kappa_2 = \frac{a_1^2 b^2 r_1^2 + a_2^2 r_2^2 (a_1^2 - a_2^2)^2 r_1^2}{a_1^4 r_1^2 + a_2^4 r_2^2 (a_1^2 + a_2^2 + b^2)};$$

$$[3] \quad \kappa_3 = \frac{a_1^2 a_2^2 (a_1^2 - a_2^2) r_1 r_2}{a_1^4 r_1^2 + a_2^4 r_2^2 \sqrt{a_1^2 b^2 r_1^2 + a_2^2 r_2^2 (a_1^2 - a_2^2)^2 r_1^2}};$$

$$[4] \quad \kappa_4 = \frac{a_1 a_2 b \sqrt{a_1^4 r_1^2 + a_2^4 r_2^2}}{a_1^4 r_1^2 + a_2^4 r_2^2 + b^2 \sqrt{a_1^2 b^2 r_1^2 + a_2^2 r_2^2 (a_1^2 - a_2^2)^2 r_1^2}}.$$

Now the theorem for the odd dimension case.

**Theorem 5.5.** Let $\nu > 0$ and $\kappa_j$, $1 \leq j \leq n-1$, be constants such that $\kappa_j > 0$, $1 \leq j \leq n-2$, and $\kappa_{n-1} \neq 0$. Let $f$ be a curve with speed $\nu$ and curvatures $\kappa_j$, $1 \leq j \leq n-1$. Suppose that $n$ is odd. Then there exist positives real numbers $a_j$ and $r_j$, $1 \leq j \leq m$, $m = \frac{n-1}{2}$, and $b \neq 0$, such that, up to an isometry,

$$f(t) = (r_1 e^{ita_1}, r_2 e^{ita_2}, \ldots, r_m e^{ita_m}, bt).$$

**Proof.** It is similar to that of the Theorem 5.3. The only difference is that the matrix $N$ becomes

$$N = \begin{pmatrix}
0 & a_1 & 0 & 0 & 0 \\
-a_1 & 0 & 0 & 0 & 0 \\
0 & 0 & a_2 & 0 & 0 \\
0 & 0 & -a_2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix},$$

with $n = 5$. Therefore, the matrix

$$\begin{pmatrix}
0 & a_1 & 0 & 0 & 0 \\
-a_1 & 0 & 0 & 0 & 0 \\
0 & 0 & a_2 & 0 & 0 \\
0 & 0 & -a_2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix}$$

is of rank 5, and thus $f(t)$ is 5-regular.
whence,
\[ e^{tN} = \begin{pmatrix} \cos(a_1 t) & \sin(a_1 t) & 0 & 0 & 0 \\ -\sin(a_1 t) & \cos(a_1 t) & 0 & 0 & 0 \\ 0 & 0 & \cos(a_2 t) & \sin(a_2 t) & 0 \\ 0 & 0 & -\sin(a_2 t) & \cos(a_2 t) & 0 \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix}. \]

This leads to
\[ f(t) = (r_1 \cos(a_1 t), r_1 \sin(a_1 t), r_2 \cos(a_2 t), r_2 \sin(a_2 t), bt). \]

Of course, there exist other possibilities for \( N \), for instance, \( N \) could be
\[ N = \begin{pmatrix} 0 & a_1 & 0 & 0 & 0 \\ -a_1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \]
which would lead to a curve of the kind
\[ f(t) = (r_1 \cos(a_1 t), r_1 \sin(a_1 t), b_1 t, b_2 t, b_3 t), \]
which has \( \kappa_3 = 0 \) and undefined \( \kappa_4 \). Similarly, any possibility other than \( N \) in (5.6) is discarded. Of course, we have considered \( n = 5 \). The general case is almost as this. \( \square \)

6 **Tubes in \( \mathbb{R}^{n+1} \)**

Probably, the torus of revolution \( T(a,b) \subset \mathbb{R}^3 \), generate by revolving the circle
\[ (x - b)^2 + z^2 = a^2, \quad y = 0, \]
around the \( z \)-axis, is the best known example of tube around a curve \( f \) in \( \mathbb{R}^3 \). This curve, which is called the axis of \( T(a,b) \), is given by \( f(t) = (b \cos t, b \sin t, 0), 0 \leq t \leq 2\pi \), whose trace is the circle \( x^2 + y^2 = b^2 \) in the \( xy \)-plane. \( T(a,b) \) is a regular surface, whenever \( 0 < a < b \) and
\[ X(v,t) = ((b + a \cos v) \cos t, (a \cos v + b) \sin t, a \sin v), \quad (v,t) \in [0,2\pi] \times [0,2\pi], \]
is onto \( T(a,b) \). Of course the restriction of \( X \) to the open rectangle \( (0,2\pi) \times (0,2\pi) \) is a parametrization of \( T(a,b) \). A good way of rewriting this map consists in replacing \( (a \cos v, a \sin v) \) by \( (x_1,x_2) \) to obtain a new map
\[ G(x_1,x_2,t) = ((b + x_1) \cos t, (x_1 + b) \sin t, x_2), \quad (x_1,x_2,t) \in S^1(a) \times [0,2\pi] \subset \mathbb{R}^3, \]
where \( S^1(a) \) is the circle \( x_1^2 + x_2^2 = a^2 \) of the \( x_1 x_2 \)-plane of the tridimensional space \( \mathbb{R}^3 \) with euclidean coordinates \( (x_1,x_2,t) \). This map sends the right circular cylinder over \( S^1 \) having height \( 2\pi \) onto \( T(a,b) \), transforming each copy of \( S^1 \) in the cylinder onto a copy of the generator circle of \( T(a,b) \). By composing \( G \) with \( h(v,t) = (a \cos v, a \sin v, t) \) we can recover \( X \). At this moment, it is convenient to observe that \( \widetilde{G} \), the extension of \( G \) to the solid cylinder \( B^{[2]}[a] \times [0,2\pi] \), fills the solid enclosed by \( T(a,b) \), where \( B^{[2]}[a] \) denotes the compact disk of radius \( a \) of the \( x_1 x_2 \)-plane. \( \widetilde{G} \) becomes
\[ \widetilde{G}(x_1,x_2,t) = ((b + x_1) \cos t, (x_1 + b) \sin t, x_2), \quad (x_1,x_2,t) \in B^{[2]}[a] \times [0,2\pi] \subset \mathbb{R}^3 \]
which is onto the solid torus \( \frac{T(a,b)}{b} \). The next picture shows \( X, G \) and the torus \( T(a,b) \) together with the Frenet frame \( \{T,N,B\} \) of its axis \( f(t) = (b \cos t, b \sin t, 0) \). It is not hard to see that
\[ T(t) = (-\sin t, \cos t, 0), \quad N(t) = (-\cos t, -\sin t, 0), \quad B(t) = (0,0,1). \]
Furthermore, $\kappa = 1/b$ and $\tau = 0$ are the curvature and torsion of $f$. In order to generalize the ideas in the exposition above, we verify easily that $G(G)$ coincides with

$$f(t) - x_1 N(t) + x_2 B(t).$$

The minus signal was included because $\{-N, B\}$ has the same orientation as $\{e_2, e_3\}$ in the revolving $x_1x_2$-plane. However, we can choose with no additional difficulties

$$f(t) + x_1 N(t) + x_2 B(t) = (b - x_1) \cos t, (b - x_1) \sin t, x_2$$

to generate the same torus. From this model, we will construct tubes of either spheres or disks or any other nice region around a $n$-regular curve $f$ in $\mathbb{R}^{n+1}$. Going back to (6.1) and taking the rule of $\tilde{G}$, we define the following map

$$H(x_1, x_2, t) = ((b + x_1) \cos t, (x_2 + x_1) \sin t, x_2), \quad (x_1, x_2, t) \in \Omega,$$

where $\Omega$ is the open set $B^{[2]}(\tilde{a}) \times (0, 2\pi)$, $B^{[2]}(\tilde{a})$ is the open disk of radius $\tilde{a}$, for some $\tilde{a}$ such that $b > \tilde{a} > a$. It is not hard to see that $H$ is injective and the absolute values of the its jacobian determinant is

$$|\det JH| = \left| \det \begin{pmatrix} \frac{\partial H}{\partial x_1} & \frac{\partial H}{\partial x_2} & \frac{\partial H}{\partial t} \end{pmatrix} \right| = \left| \frac{\partial(x, y, z)}{\partial(x_1, x_2, t)} \right| = \left| \frac{\partial H}{\partial x_1} \wedge \frac{\partial H}{\partial x_2} \wedge \frac{\partial H}{\partial t} \right| = |b + x_1| = b + x_1 > 0,$$

since $-b < \tilde{a} < x_1 < \tilde{a} < b$. Thus, for a sufficiently small $\epsilon > 0$ we can calculate the volume of $T_\epsilon \subset T(a, b)$, the image under $H$ of the compact set $B^{[2]}[a] \times [\epsilon, 2\pi - \epsilon]$, which, by using the change of variable in multiple integrals, is

$$\text{vol } T_\epsilon = \iiint_{T_\epsilon} dx \, dy \, dz = \int_{\epsilon}^{2\pi - \epsilon} \left( \int_{B^{[2]}[a]} (b + x_1) \, dx_1 \, dx_2 \right) \, dt$$

$$= b \int_{\epsilon}^{2\pi - \epsilon} \left( \int_{B^{[2]}[a]} dx_1 \, dx_2 \right) \, dt = 2\pi a^2 b (\pi - \epsilon),$$
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where we have used \( \int \int_{B^2[a]} x_1 \, dx_1 \, dx_2 = 0 \), fact that is intimately connected to the barycenter of the disk \( D[a] \), namely its center \((0,0)\). Hence \( \text{vol} T(a,b) = \lim_{\epsilon \to 0} \text{vol} T_\epsilon = 2\pi^2 a^2 b \), which is a well known result and that can be obtained from the second theorem of Pappus applied to the torus: the volume of \( T(a,b) \) equals the area of \( B^2[a] \) times the length of the curve described by the center of the revolving disk. By the same reasoning, we can find the area of \( T(a,b) \), by working with the restriction of \( X \) to the rectangle \( R_\epsilon = [\epsilon, 2\pi - \epsilon] \times [\epsilon, 2\pi - \epsilon] \) whose image is \( T_\epsilon \), as in the picture above (see [do Carmo, 1976]-2.5-Example 5). The calculations are as follows.

\[
\text{area } T_\epsilon = \int_0^{2\pi - \epsilon} \left( \int_\epsilon^{2\pi - \epsilon} (b + a \cos v) \, dv \right) \, dt = 4a^2 \epsilon \sin \epsilon - 4\pi a^2 \sin \epsilon + 4ab \epsilon^2 - 8\pi abc + 4\pi^2 ab,
\]

whose limit, as \( \epsilon \) tends to zero, is \( 4\pi^2 ab \), which is the area of \( T(a,b) \). Now, we have the length of \( S^1(a) \) times the length of curve described by the center of the revolving circle, which comes from the first theorem of Pappus. The cited theorems of Pappus concerns either surfaces or solids of revolution generated by either a simple plane curve or the region enclosed by it. Next, we will deal with these theorems in a more general sense in any dimension. A generalization of them, in the tridimensional case, appears in [Goodman, 1969].

Given an interval \( J \), let \( \Omega_J \) be the set \( \Omega_J(S_t) = \bigcup_{t \in J} S_t \subset \mathbb{R}^{n+1} \), where

\[
S_t = \{(x_1, x_2, \ldots, x_n, t); \ (x_1, x_2, \ldots, x_n) \in \bar{S}_t \subset \mathbb{R}^n\}
\]

and \( \bar{S}_t \), the projection of \( S_t \) in \( \mathbb{R}^n \), has positive volume. So, \( \Omega_J \) is the solid whose intersection with the hyperplane \( x_{n+1} = t \) is \( S_t \), for each \( t \in J \). When all projections coincide with a certain region \( \tilde{S} \), \( \Omega_J(S) \) is a solid cylinder with cross section \( S \), case in which we write \( S_t = (S,t) \) and \( \text{vol} \bar{S}_t = \text{vol} S > 0 \), of course measured in \( \mathbb{R}^n \).

---

\({}^4\)The barycenter (see also (6.11), page 38) of a compact region \( K \subset \mathbb{R}^2 \) with area \( > 0 \) is the point

\[
B_K = \frac{1}{\text{area } K} \left( \int_K x \, dx \, dy, \int_K y \, dx \, dy \right).
\]
Now, given $I = [a, b] \subset J$ and $F : \Omega_J(S_t) \rightarrow \mathbb{R}$ continuous, we suppose that the integral
\[
\int_{\Omega_J(S_t)} F(x_1, x_2, \ldots, x_{n+1}) \, dx_1 \, dx_2 \cdots \, dx_n + 1 = \int_{\Omega_J(S_t)} F(x_1, x_2, \ldots, x_n, t) \, dx_1 \, dx_2 \cdots \, dt
\]
always exists. Thus, by using the Fubini theorem, we get
\[
\int_{\Omega_J(S_t)} F(x_1, x_2, \ldots, x_n, t) \, dx_1 \, dx_2 \cdots \, dx_n \, dt = \int_a^b \left( \int_{S_t} F(x_1, x_2, \ldots, x_n, t) \, dx_1 \, dx_2 \cdots \, dx_n \right) \, dt.
\]
In particular, $\text{vol} \, \Omega_J(S_t) = \int_a^b \text{vol} \, S_t \, dt$.

Let $f : J \rightarrow \mathbb{R}^{n+1}$ be a regular curve with Frenet referential $V_1(t), V_2(t), \ldots, V_{n+1}(t)$ and $\Omega_J(S_t)$ as above. We construct a tube around $f$, which we call the tube generated by $\Omega_J(S_t)$ as follows. Choose in each slice $\mathbb{R}^n \times \{t\}$ one point, say $P = P(t) = (p_1(t), p_2(t), \ldots, p_n(t), t)$ (in general, we choose $P(t)$ in $S_t$) and put $S_t$ in the hyperplane orthogonal to the $f$ at $f(t)$, making the point $P(t)$ stay on $f(t)$ and each $e_j$ of the canonical basis of $\mathbb{R}^n$ on $V_j(t)$. This process ends with what we call the tube around $f$ generated by $\Omega_J(S_t)$ and centered at $P(t)$, which will be indicated by $\Gamma_P(f, \Omega_J(S_t))$ or simply $\Gamma$ with little danger of confusion. Intuitively, everything happens as if a region $S$ is moving along a curve by expanding or shrinking and always stuck to the curve by a point $P$. We also say that the curve $f$ is the axis of the tube.

$\Gamma_P(f, \Omega_J(S_t))$ can be obtained as image of $\Omega_J(S_t)$ under the map $G : \mathbb{R}^n \times J \rightarrow \mathbb{R}^{n+1}$ given by
\[
(6.2) \quad G(X, t) = G(x_1, x_2, \ldots, x_n, t) = f(t) + \sum_{j=1}^n (x_j - p_j(t)) \, V_{j+1}(t).
\]

Of course that this map changes with a change in $\tilde{P}(t) = (p_1(t), p_2(t), \ldots, p_n(t))$. Geometrically, $G$ sends each cross-sections $S_t$ onto a copy of it, also called cross section of the tube, into the hyperplane passing through $f(t)$ and parallel to the subspace generated by $V_2, V_3, \ldots, V_{n+1}$, gluing $P(t)$ and $f(t)$ and laying $e_j$, the $j$-th element of the canonical basis, on $V_{j+1}$, for $j$ running from 1 to $n$, as we see in the picture below.
Remark 6.1. Actually, in (6.2), we could use $\tilde{F}_t(V_{j+1}(t))$ instead $V_{j+1}(t)$, where $\tilde{F}_t$ is a differentiable family of linear isometries of $W_t = \text{span}\{V_j(t), \ 2 \leq j \leq n+1\}$ induced by a differentiable family of linear isometry of $\mathbb{R}^n$, $F_t$, producing so a twisted tube. If $L_t : \mathbb{R}^n \rightarrow W_t$ is the linear isometry such that $L_t(e_j) = V_{j+1}(t)$, then $\tilde{F}_t$ is constructed as in the commutative diagram below. Note that when each cross section $S_t$ of $\Omega_j(S_t)$ is a disk centered at the $(0,0,...,t)$, then the disk tube constructed from a family of isometries $F_t$ must coincide with that obtained from $G$ in (6.2), which is constructed by using the identity map. In fact, disks centered at origin are invariant under linear isometries.

$$\begin{align*}
\mathbb{R}^n & \xrightarrow{L_t} W_t \\
\tilde{F}_t & \downarrow \\
\mathbb{R}^n & \xrightarrow{L_t^{-1}} W_t
\end{align*}$$

Of course a tube $\Gamma = \Gamma_P(f, \Omega(S_t))$ may have self-intersections, which depend on the curvatures of $f$ and the size of the $S_t$. If $\Gamma_P$ has no such a self-intersection, that is, if $G$ is injective, $\Gamma$ is called a genuine tube. In the picture above, we have a genuine tube. In the cases where the cross section of $\Omega_j(S_t)$ are disks, we say that $\Gamma$ is a disk tube around $f$. Below, we see two cases of self-intersections in disk tubes around the same curve. In both cases, a reduction in the sizes of the cross sections would produce genuine disk tubes. The next theorem guarantees the existence of genuine disk tubes.
Theorem 6.2. Let $f : J \to \mathbb{R}^{n+1}$ be a $n$-regular curve with speed $\nu$, Frenet apparatus

$$A = \{\kappa_1, \kappa_2, \ldots, \kappa_{n-1}, V_1, V_2, \ldots, V_n\},$$

and consider a compact interval $I = [a, b] \subset J$. If $f$ is injective, then there exists $r > 0$ such that the map $G$ in (6.2), with $p_j(t) = 0$, $1 \leq j \leq n$, carries $B^{[n]}[r] \times I$ onto the compact genuine disk tube $\Gamma = G(B^{[n]}[r] \times I)$, where $B^{[n]}[r]$ is the compact disk of radius $r$ in $\mathbb{R}^n$.

Proof. We start by calculating the absolute value of the jacobian determinant of $G$, that is given by

$$|\det JG| = \left| \det \left( \frac{\partial G}{\partial x_1} \frac{\partial G}{\partial x_2} \cdots \frac{\partial G}{\partial x_n} \frac{\partial G}{\partial t} \right) \right| = \left\| \frac{\partial G}{\partial x_1} \wedge \frac{\partial G}{\partial x_2} \wedge \cdots \wedge \frac{\partial G}{\partial x_n} \wedge \frac{\partial G}{\partial t} \right\|. $$

From $G(x_1, x_2, \ldots, x_n, t) = f(t) + \sum_{j=1}^n x_j V_{j+1}$, we get that $\frac{\partial G}{\partial x_j} = V_{j+1}$, for $1 \leq j \leq n$, and that

$$\frac{\partial G}{\partial t} = f' + \sum_{j=1}^n x_j V_{j+1}' = \nu \left( V_1 + \sum_{j=1}^{n-1} x_j (-\kappa_j V_j + \kappa_{j+1} V_{j+2}) - x_n \kappa_n V_n \right) $$

$$= \nu (1 - x_1 \kappa_1) V_1 + \nu \sum_{j=2}^{n+1} z_j V_j,$$

for some coefficients $z_j$, which depend on $x_k$, $1 \leq k \leq n$, and $\kappa_m$, for $2 \leq m \leq n$. Hence,

$$\left\| \frac{\partial G}{\partial x_1} \wedge \frac{\partial G}{\partial x_2} \wedge \cdots \wedge \frac{\partial G}{\partial x_n} \wedge \frac{\partial G}{\partial t} \right\| = \nu |1 - x_1 \kappa_1| \left\| \nu V_1 \wedge V_3 \wedge \cdots \wedge V_{n+1} \wedge V_1 \right\| = \nu |1 - x_1 \kappa_1|$$

and, thus, the absolute value of the jacobian determinant of $G$ equals $\nu |1 - x_1 \kappa_1|$. In particular, fixed $t \in J$, and letting $P = (0, 0, \ldots, 0, t)$, we obtain that $|\det JG(P)| = \nu > 0$. Since, $f$ is injective, it follows that $G$ is injective on the compact set $K = \{(0, 0, \ldots, 0)\} \times [a, b]$. Hence, by using the generalized version of the inverse function theorem, we get an open set $U \supset K$ and an open set $V \supset G(K) = f([a, b])$ such that the restriction $G : U \to V$ is a diffeomorphism. Since $U$ is an open set, there is a family of small open cylinders $B^{[n]}(\epsilon_j) \times (a_j, b_j)$ whose union covers $K$. From this family, we get a finite number of such cylinder, say $B^{[n]}(\epsilon_j) \times (a_j, b_j)$, $1 \leq j \leq m$, such that $K \subset \bigcup_{j=1}^m \left( B^{[n]}(\epsilon_j) \times (a_j, b_j) \right)$. Now, $\Gamma = G(B^{[n]}[r] \times [a, b])$, $r < \min \{\epsilon_j\}$, becomes a genuine compact disk tube.
Remark 6.3. Many times, we have curves \( f: J \rightarrow \mathbb{R}^n \) such that its trace is contained in an affine subspace, say, \( W = X_0 + S \), where \( X_0 \) is a point and \( S \) is a \( m \)-dimensional subspace of \( \mathbb{R}^n \), \( m < n \) (think of \( f \) as a plane curve in \( \mathbb{R}^3 \)). In many of these cases, when \( f \) is \((m - 1)\)-regular, we may construct a partial Frenet apparatus for \( f \), obtaining

\[
\mathcal{A} = \{ \kappa_1 > 0, \kappa_2 > 0, \ldots, \kappa_{m-1} > 0, \kappa_m = 0, V_1, V_2, \ldots, V_m, V_{m+1} \},
\]

which satisfies the Frenet equations and, moreover, for each \( t \in J \), the subspace generated by \( \{ V_1, V_2, \ldots, V_m \} \) equals \( S \) and \( V_{m+1} \in S^\perp \) is constant. Then, we consider an orthonormal basis for the orthogonal complement of \( S \), say, \( \{ V_{m+1}, V_{m+2}, \ldots, V_n \} \) and define \( \kappa_{m+1}, \ldots, \kappa_{n-1} \) to be all zero. So, we have a full Frenet apparatus:

\[
\mathcal{A} = \{ \kappa_1, \kappa_2, \ldots, \kappa_{n-1}, V_1, V_2, \ldots, V_n \},
\]

where \( \{ V_{m+1}, V_{m+2}, \ldots, V_n \} \) is constant and \( \kappa_j = 0, m \leq j \leq n-1 \). Moreover, the Frenet equations remain true for this extended apparatus.

The apparatus of the straight line \( f(t) = X_0 + t V_1, \| V_1 \| = 1 \), is now defined and is given by

\[
\mathcal{A} = \{ \kappa_1, \kappa_2, \ldots, \kappa_{n-1}, V_1, V_2, \ldots, V_n \},
\]

where the curvatures are zero and \( \{ V_1, V_2, \ldots, V_n \} \) is an orthonormal basis of \( \mathbb{R}^n \). Also, we may consider the regular curves in \( \mathbb{R}^m, m < n \), as curves in \( \mathbb{R}^n \), by filling with zeros after the \( m \)-th coordinate: \( f(t) = (f_1(t) \ f_2(t) \ \ldots \ f_m(t), 0, 0, \ldots, 0) \), case in which the Frenet apparatus becomes

\[
\mathcal{A} = \{ \kappa_1, \kappa_2, \ldots, \kappa_{n-1}, V_1, V_2, \ldots, V_n \},
\]

where \( \{ V_{m+1}, V_{m+2}, \ldots, V_n \} \) is part of the canonical basis of \( \mathbb{R}^n \) and \( \kappa_j = 0, m \leq j \leq n - 1 \). Of course \( V_j, 1 \leq j \leq m \), are those vector fields of the original curve with zeros on the last \( n - m \) coordinates. For example, the curve in \( \mathbb{R}^4 \), \( f(t) = (\cos t, \sin t, 0, 0), \) obtained from \( f(t) = (\cos t, \sin t) \), has its Frenet apparatus with curvatures \( \kappa_1 = 1, \ \kappa_2 = 0, \ \kappa_3 = 0 \) and the Frenet frame

\[
\mathcal{F} = \{ V_1 = (- \sin t, \cos t, 0, 0), \ V_2 = (- \cos t, - \sin t, 0, 0), \ V_3 = (0, 0, 1, 0), \ V_4 = (0, 0, 0, 1) \}.
\]

Finally, note that the Theorem 6.2 may be applied to any regular curve that has a well defined Frenet apparatus.

At the moment that we have a new theorem, it is always good to seek an example to highlight its statement. We do not find in the literature any non-trivial example of a genuine tube, even of disks, other than the torus of revolution. For this reason, we will try to expose such an example including a significant level of details. Much of the calculations will be omitted, but they will be indicated and left as exercises for the reader. We will construct a maximal genuine disk tube around the circular helix \( f(t) = (\cos t, \sin t, t), \ t \in \mathbb{R} \). The example will be decomposed in steps, some of them including some interesting lemmas of real analysis. Actually, we have here a surprisingly laborious and elegant example.

Example 6.4. Let \( f: \mathbb{R} \rightarrow \mathbb{R}^3, f(t) = (\cos t, \sin t, t) \). The apparatus of \( f \) is

\begin{align*}
[1] \ \kappa &= \kappa_1 = \frac{1}{2}; & [2] \ \tau &= \kappa_2 = \frac{1}{2}; \\
[3] T &= V_1 = \left( -\sin(t) \sqrt{2}, \cos(t) \sqrt{2}, \frac{1}{\sqrt{2}} \right); & [4] N &= V_2 = (-\cos(t), -\sin(t), 0); \\
[5] B &= V_3 = \left( \sin(t) \sqrt{2}, -\cos(t) \sqrt{2}, \frac{1}{\sqrt{2}} \right).
\end{align*}
We will study the disk tube of radius 2 around \( f \) and centered at \( P = (0,0,t) \), which will be indicated by \( \Gamma^* = G^*(B[2][2] \times \mathbb{R}) \), where \( B[2][2] \subset \mathbb{R}^2 \) is the compact disk of radius 2 centered at origin and \( G^* \) from \( \mathbb{R}^3 \) into \( \mathbb{R}^3 \) is

\[
G^*(X,t) = f(t) - xN(t) + yB(t)
= \left( (x+1)\cos(t) + \frac{y\sin(t)}{\sqrt{2}}, (x+1)\sin(t) - \frac{y\cos(t)}{\sqrt{2}}, t + \frac{y}{\sqrt{2}} \right),
\]

where \( X = (x,y) \). Looking at the map \( G \) in (6.2), we see that in the rule above we consider \(-N(t)\) instead of \( N(t) \) (compare to the Remark 6.1). The reason is that this simplifies the handling of certain angles, mainly \( T_j \) and \( T \) (see the next picture). The disk tubes obtained from \( G^* \) and \( G \) coincide, since \( G^*(-x,y,t) = f(t) + xN(t) + yB(t) \), which is the map in (6.2). Also, it is easy to see that the injectivity of one of them implies the injectivity of the other one. In what follows, we will conclude that \( G^* \) (and thus \( G \)) is injective in \( B[2][2] \times \mathbb{R} \) and that this fails in \( B[2][2] \times \mathbb{R} \) for any open disk of radius \( R \geq 2 \), \( B[2][2] \times \mathbb{R} \). So, suppose that \( G^*(A, t_1) = G^*(B, t_2) \), where \( A = (x_1, y_1) \) and \( B = (x_2, y_2) \) lie in \( B[2][2] \) and, without loss of generality, \( t_1 \leq t_2 \). We are going to our first claim.

**Claim 1:**

\[ [1] \quad t_2 - t_1 = \frac{y_1}{\sqrt{2}} - \frac{y_2}{\sqrt{2}}; \quad [2] \quad (x_1 + 1)^2 + \frac{y_1^2}{2} = (x_2 + 1)^2 + \frac{y_2^2}{2}. \]

In fact, \( G^*(x_1, y_1, t_1) = G^*(x_2, y_2, t_2) \) is the same as

\[
\begin{pmatrix}
(x_1 + 1)\cos(t_1) + \frac{y_1\sin(t_1)}{\sqrt{2}} \\
(x_1 + 1)\sin(t_1) - \frac{y_1\cos(t_1)}{\sqrt{2}} \\
t_1 + \frac{y_1}{\sqrt{2}}
\end{pmatrix}
= \begin{pmatrix}
(x_2 + 1)\cos(t_2) + \frac{y_2\sin(t_2)}{\sqrt{2}} \\
(x_2 + 1)\sin(t_2) - \frac{y_2\cos(t_2)}{\sqrt{2}} \\
t_2 + \frac{y_2}{\sqrt{2}}
\end{pmatrix},
\]

whence we get easily [1]. By summing the squares of the two first entries in the matrices above, we get [2], which shows that \( A \) and \( B \) lie in the ellipse \( \mathcal{E}_r \)

\[
\mathcal{E}_r = \{(x,y) \in \mathbb{R}^2; \; H(x,y) = (x+1)^2 + \frac{y^2}{2} = r^2 \},
\]

where \( r^2 \) equals the identical real numbers in [2]. The ellipse \( \mathcal{E}_r \) plays a crucial role in the discussion that follows. Since \( 0 = H(-1,0) \leq H(x,y) \leq 0 = H(2,0) \), for all \( (x,y) \in B[2][2] \), and \( (2,0) \) is the only maximum point of \( H \) on \( B[2][2] \), we see that \( 0 \leq r \leq 3 \) and, moreover, \( r = 0 \) implies that \( A = B = (-1,0) \) and \( r = 3 \) yields \( A = B = (2,0) \). In any case, [1] gives \( t_1 = t_2 \) and thus \( (x_1, y_1, t_1) = (x_2, y_2, t_2) \). This is what we want. Hence, we may work with \( 0 < r < 3 \). Some observations on the ellipse \( \mathcal{E}_r \): its semi-minor axis is \( r \) and its semi-major axis is \( \sqrt{2}r \); it is contained in the open disk \( B[2][2] \), when \( r < 1 \); when \( r = 1 \), it is contained in the compact disk \( B[2][2] \) and \( \mathcal{E}_r \cap B[2][2] = \{ (-2,0) \} \); if \( r > 1 \), the intersection \( \mathcal{E}_r \cap B[2][2] \) equals the arc of the \( \mathcal{E}_r \) joining the points \( I_1 \) and \( I_2 \), as in the picture below (the angle \( \theta \) that appears in it will be considered later). Now, we parametrize \( \mathcal{E}_r \) by

\[
E(t) = (r\cos(t) - 1, r\sqrt{2}\sin(t)), \quad t \in [-\pi, \pi].
\]
For the moment, we consider $1 < r < 3$. A direct calculation shows that

$$I_1 = (x_I, y_I) = \left(-2 + \sqrt{2}\sqrt{r^2 - 1}, \sqrt{2} \sqrt{1 - r^2 + 2\sqrt{2}\sqrt{r^2 - 1}} \right),$$

and $I_2 = (x_I, -y_I)$. We have unique angles $T_I \in (0, \pi)$ and $T \in (-\pi, \pi)$ such that $E(T_I) = I_1$ and $E(T) = A$ (there exists an analogous angle for $B$ as well). Hence,

$$
\begin{array}{c|c}
\cos(T_I) & \sin(T_I) \\
\frac{1 + x_I}{r} & \frac{y_I}{\sqrt{2}}
\end{array}
\quad
\begin{array}{c|c}
\cos(T) & \sin(T) \\
\frac{x_I + 1}{r} & \frac{y_I}{r \sqrt{2}}
\end{array}

(6.4)

Claim 2:

$$-T_I = - \arccos \left( \frac{\sqrt{2} \sqrt{r^2 - 1} - 1}{r} \right) \leq T \leq T_I = \arccos \left( \frac{\sqrt{2} \sqrt{r^2 - 1} - 1}{r} \right).$$

This claim follows from the discussion above.

Claim 3: Without restrictions on $r$, we have that

$$x_1 \sin(t_2 - t_1) + \frac{y_1 (\cos(t_2 - t_1) - 1)}{\sqrt{2}} + t_2 - t_1 + \sin(t_2 - t_1) = 0. \quad (6.5)$$

In fact, firstly

$$(f(t_2) - G^*(B, t_2)) \cdot f'(t_2) = (-x_2 N(t_2) + y_2 B(t_2)) \cdot f'(t_2) = 0.$$ 

On the other hand, since $G^*(B, t_2) = G^*(A, t_1)$,

$$0 = (f(t_2) - G^*(B, t_2)) \cdot f'(t_2) = (f(t_2) - G^*(A, t_1)) \cdot f'(t_2) = x_1 \sin(t_2 - t_1) + \frac{y_1 (\cos(t_2 - t_1) - 1)}{\sqrt{2}} + t_2 - t_1 + \sin(t_2 - t_1),$$

after some simplifications. Now, we get the fundamental function for our example, obtained from the left side of the claim 3 by putting $s = t_2 - t_1 \geq 0$ and by using the angle $T$ in the claim 2:

$$g(s) = s - r \sin(T) + r \sin(s + T), \quad s \geq 0.$$
In effect,

\[ x_1 \sin(t_2 - t_1) + \frac{y_1 (\cos(t_2 - t_1) - 1)}{\sqrt{2}} + t_2 - t_1 + \sin(t_2 - t_1) = (r \cos(T) - 1) \sin(s) + r \sin(T) \cos(s) - 1 + s + \sin(s) = s - r \sin(T) + r \sin(s + T). \]

Note that \( g(0) = 0 \). The main idea is to show that \( s = 0 \) is the only zero of \( g \). Suppose, for a moment, that this is indeed true. The equation above, together with (6.5), says that \( t_2 - t_1 \) is a zero of \( g \). Hence \( t_1 = t_2 \). By using [1] of the claim 1 and the equation (3), we deduce that

\[
\begin{pmatrix}
(x_1 + 1) \cos(t_1) \\
(x_1 + 1) \sin(t_1)
\end{pmatrix} = \begin{pmatrix}
(x_2 + 1) \cos(t_1) \\
(x_2 + 1) \sin(t_1)
\end{pmatrix},
\]

or

\[
((x_1 - x_2) \cos(t_1), (x_1 - x_2) \sin(t_1)) = (0, 0).
\]

Therefore, \( x_1 - x_2 = 0 \) and \( (x_1, y_1, t_1) = (x_2, y_2, t_2) \), as we desire. In general, \( g \) can have positive zeros, but with the constraints that come from our problem, this cannot happen and, in fact, \( g \) must have only a zero, as we will see below.

In the cases \( 0 < r \leq 1 \), the problem is very simple. Indeed, since

\[ g(s) = r \cos(s + T) + 1 \geq 1 - r \geq 0, \]

we get that \( g \) is increasing and its critical points are isolated, which implies that \( g \) is a strictly increasing function. In particular, \( g(s) > 0 \), for all \( s > 0 \). Hence, \( g \) has no positive zero and we are done: \( (x_1, y_1, t_1) = (x_2, y_2, t_2) \). We are left with the cases \( 1 < r < 3 \), which involves many technicalities. Firstly, since \( A \) and \( B \) belong to the disk \( B(\theta) \), we have that the absolute values of their coordinates are lower than or equal to 2. Hence, by using [1] in the claim 1, we get \( s = |s| = |t_2 - t_1| \leq 2\sqrt{2} < \pi \). Therefore, we can consider \( g \) defined in \( [0, \pi] \):

\[ g(s) = s - r \sin(T) + r \sin(s + T), \quad 0 \leq s \leq \pi, \]

subject to the constraints

\[-\pi < -T_l \leq T \leq T_l < \pi,\]

where \( T_l = \arccos(h(r)) \),

\[ h(r) = \frac{\sqrt{2} \sqrt{r^2 - 1} - 1}{r}, \]

and always keeping in mind that

\[ \cos(T) = \frac{x_1 + 1}{r}, \quad \sin(T) = \frac{y_1}{r \sqrt{2}}. \]

\( A = (x_1, y_1) \) and, thus, \( r \) and \( T \) are all fixed. Another important date in our discussion is the angle \( \theta \in (\frac{\pi}{2}, \pi) \) (as shown in the picture above) given by \( \theta = \arccos(-\frac{1}{r}) \). Of course \( \theta > T_l \), because \( h(r) + \frac{1}{r} > 0 \) and the arccos is a strictly decreasing function. Our strategy will be to describe the critical points of \( g \) and then to show that \( g \) is positive at each of these points, which implies that \( g > 0 \) on \( (0, \pi] \), according to the next lemma (Lemma 6.5). We are going to describe the critical points of \( g \). For this purpose, let \( s_c \in (0, \pi) \) be a critical point of \( g \).

**Claim 4**: The critical point \( s_c \) satisfies only one of the following descriptions:

1. \( s_c + T = \theta; \)
2. \( s_c + T = -\theta; \)
3. \( s_c + T = -\theta + 2\pi. \)
Indeed, since \( g'(s_c) = 1 + r \cos(s_c + T) = 0 \), we get that either \( s_c + T = \theta + 2k\pi \) or \( s_c + T = -\theta + 2k\pi \), for some integer \( k \). This, together with \( \theta \in (\pi/2, \pi) \) and \( s_c + T \in (-\pi, 2\pi) \), due to the constraints on \( s_c \) and \( T \), implies the three items above.

**Claim 5:** \( g(s_c) > 0 \).

We will study separately the three cases in the claim 4.

1. Here, \( s_c + T = \theta \), whence
   \[
g(s_c) = s_c - r \sin(T) + r \sin(\theta) = (\theta + r \sin(\theta)) - (r \sin(T) + T) = \psi(\theta) - \psi(T),
   \]
   where,
   \[
   \psi(u) = u + r \sin(u).
   \]
   Of course \( g(s_c) > 0 \), if \( T \leq 0 \). When \( 0 < T < T_1 < \theta < \pi \), we need a more delicate analysis. It is as follows. It is not hard to see that \( \psi \), on the interval \([0, \pi]\), attains its strict global maximum at \( u = \theta \), its only critical point. Hence, \( g(\theta) = \psi(\theta) - \psi(T) > 0 \).

2. Now, \( s_c + T = -\theta \). Hence, \( -\pi < s_c + T < -\frac{\pi}{2} \) and \( \cos(s_c + T) = -1/r \). Suppose, by contradiction, that \( g(s_c) \leq 0 \). Since \( g(0) = 0 \) and
   \[
g'(0) = 1 + r \cos(|T|) \geq 1 + r \cos(T_1) = \sqrt{2}\sqrt{r^2 - 1} > 0,
   \]
   we would have \( g(s_1) = 0 \), for some \( 0 < s_1 \leq s_c \). Therefore, we would have \( g'(s_2) = 0 \), for some \( 0 < s_2 < s_c \), hence \( \cos(s_c + T) = \cos(s_2 + T) = -1/r \) and \( -\pi < s_2 + T < s_c + T < -\pi/2 \). We have an absurdity, because the cos is injective in \((-\pi, -\pi/2)\).

3. \( s_c + T = -\theta + 2\pi \). Actually, this is the harder part of our example. First, note that \( T > 0 \). We have
   \[
g(s_c) = g(-\theta - T + 2\pi) = -\theta - T + 2\pi - r \sin(T) - r \sin(\theta) = 2\pi - (\psi(\theta) + \psi(T)).
   \]
   Now, since \( \psi \) (see (6)) is strictly increasing in \((0, \theta)\), we get \( -\psi(T) > -\psi(T_1) \) and thus
   \[
g(s_c) = 2\pi - (\psi(\theta) + \psi(T)) > 2\pi - (\psi(\theta) + \psi(T_1)) = 2\pi - \eta(r),
   \]
   where
   \[
   \eta(u) = \left( \arccos\left( -\frac{1}{u} \right) + \sqrt{u^2 - 1} \right) + \left( \arccos\left( \frac{\sqrt{2}\sqrt{u^2 - 1} - 1}{u} \right) + \sqrt{1 - u^2 + 2\sqrt{2}\sqrt{u^2 - 1}} \right),
   \]
   \( u \in [1, 3] \), which we can patiently verify the following:

   (i) \( \eta(1) = 2\pi; \)
   
   (ii) \( \eta(3) = 2\sqrt{2} + \arccos\left( -\frac{1}{3} \right) < 2\pi; \)

   (iii) \( \eta'(u) = 0 \) if and only if \( u = \sqrt{3} \);

   (iv) \( \eta(\sqrt{3}) = 2\sqrt{2} + \arccos\left( -\frac{1}{\sqrt{3}} \right) + \arccos\left( \frac{1}{\sqrt{3}} \right) = 2\sqrt{2} + \pi < 2\pi \), for \( \arccos(-x) + \arccos(x) \) is constant.

These properties imply that \( u = 1 \) is the global maximum point for \( \eta \). Hence, \( \eta(u) < 2\pi \) in the interval \((1, 3)\). As a matter of fact, since \( \eta(1) < \eta(\sqrt{3}) < \eta(3) \), \( \eta \) is strictly decreasing in \([1, 3]\). So \( g(s_c) > 0 \).
We are almost done, because we still need to verify that \( g(\pi) = \pi - 2r \sin(T) > 0 \). The lemma that we will use requires this fact, which will be left as an exercise. We suggest to consider separately 
\[ 1 < r < \sqrt{\frac{3}{2}}, \] case in which \( T_I > \frac{\pi}{2} \), and \( \sqrt{\frac{3}{2}} \leq r < 3 \), where \( T_I \leq \frac{\pi}{2} \). Of course the result is trivial if \( T \leq 0 \). Putting this all together, we get that \( g(0) = 0 \), \( g > 0 \) at its critical points and \( g(\pi) > 0 \).

By using lemma below, it follows that \( g > 0 \) in \((0, \pi)\). Thus, \( g \) vanishes only at \( s = 0 \) and it follows that \((X,t_1) = (Y,t_2)\) (see the main idea that we had talked above), that is, \( G^* \) and \( G \) are both injective.

It remains to show that \( \Gamma^* \) is a maximal genuine tube, that is, if \( R > 2 \) then \( G^* \) is no longer injective. In fact, let \( R > 2 \) and define \( r = \frac{R}{2} > 1 \). Then let \( s_0 \) be a positive solution of \( s - r \sin s = 0 \) (the left side is the function \( g \) for \( T = \pi \)) that exists, according to the Lemma 6.6 below. Now put \( P_1 = (X_1,0) \), \( X_1 = (0, -1 - r) \), and \( P_2 = (Y_1, s_0), Y_1 = (-1 - r \cos(s_0), \sqrt{2}s_0) \). Of course \( P_1 \neq P_2 \), \( G^*(P_1) = (-r, 0, 0) \) and

\[
G^*(P_2) = (-r \cos^2(s_0) - s_0 \sin(s_0), \cos(s_0)(s_0 - r \sin(s_0)), 0)
\]
\[
= (r \sin^2(s_0) - r - s_0 \sin(s_0), s_0 \cos(s_0) - r \sin(s_0) \cos(s_0), 0)
\]
\[
= \left( r \frac{s_0^2}{r^2} - r - s_0 \frac{s_0}{r}, s_0 \cos(s_0) - r \frac{s_0}{r} \cos(s_0), 0 \right) = (-r, 0, 0) = G^*(P_1).
\]

Moreover \( \|X_1\| = 1 + r < R \) and \( \|Y_1\| < R \). This last inequality results of the fact that \( Y_1 \) belongs to the ellipse \((x + 1)^2 + \frac{y^2}{2} = r^2 = \frac{R^2}{4}\) whose intersection with the circle \( x^2 + y^2 = R^2 \) is empty, given that the system formed by these last two equations has no solution in \( \mathbb{R}^2 \). Indeed, by working a little harder, we can establish that

\[
G^*(0, -1 - r, t) = G^*(-1 - r \cos(s_0), \sqrt{2}s_0, t + s_0) = (-r \cos(t), -r \sin(t), t),
\]

for an arbitrary \( t \). Finally, we see below a piece of the infinite disk tube \( \Gamma^* \), say \( \Gamma_1 \), together with another genuine tube \( \Gamma_2 \subset \Gamma_1 \), whose cross sections are copies of the region

\[
S = \left\{ (x, y); \ -1 \leq x \leq 1, \ -\frac{x^2}{4} - 1 \leq y \leq \frac{x^2}{4} + 1 \right\}
\]

The tubes \( \Gamma_1 \) and \( \Gamma_2 \) are obtained for \( t \) running from 0 to \( 2\pi \). In the Example 6.10, we calculate their volumes.
LEMMA 6.5. Let \( g : [0, b] \rightarrow \mathbb{R} \) be a differentiable function such that \( g(0) \geq 0 \) and \( g(b) > 0 \). If either \( g \) has no critical point in \( (0, b) \) or \( g \) is positive at each of its critical points, then \( g > 0 \) in \( (0, b) \).

Proof. Suppose, by contradiction, that \( g(x_1) \leq 0 \) for some \( x_1 \in (0, b) \). Hence, there exists \( x_0 \in [x_1, b) \) such the \( g(x_0) = 0 \), since \( g(b) > 0 \). By using the Rolle’s theorem, if \( g(0) = 0 \), we get \( x_c \in (0, x_0) \) such that \( g'(x_c) = 0 \). If \( g(0) > 0 \), the minimum value of \( g \) in \( [0, b] \) is smaller than or equal to zero, because \( g(x_0) = 0 \) and thus this minimum value must occur at some \( x_c \in (0, b) \), where \( g' \) vanishes. Hence, \( g \) must be positive in \((0, b]\), if \( g \) has no critical point. Now, we suppose that \( g(x_c) > 0 \), whenever \( g'(x_c) = 0 \). We have that \( g'(x_0) \neq 0 \), by hypothesis. If \( g'(x_0) < 0 \), we choose \( x_1 > x_0 \) where \( g \) is negative. This implies that the minimum value of \( g \) in \([x_0, b]\) is negative and occurs in \((x_0, b)\), say at \( x_c \). Hence \( g'(x_c) = 0 \) and \( g(x_c) < 0 \), a contradiction. The case \( g'(x_0) > 0 \) leads to a similar contradiction, now by taking \( x_1 < x_0 \) where \( g \) is negative. \( \square \)

LEMMA 6.6. If \( r > 1 \), then there exists \( s_0 \in (0, \pi) \) such that \( s_0 - r \sin s_0 = 0 \).

Proof. Define \( g(s) = s - r \sin s, s \in \mathbb{R} \). If \( s \neq 0 \), \( g(s) = s \left( 1 - r \frac{\sin s}{s} \right) \) and, since

\[
\lim_{s \to 0} \left( 1 - r \frac{\sin s}{s} \right) = 1 - r < 0,
\]

we can choose \( s_1 > 0 \) near to zero such that \( g(s_1) < 0 \). But \( g(\pi) = \pi > 0 \). From the intermediate value theorem, we obtain \( s_0 \) between \( s_1 \) and \( \pi \) such that \( g(s_0) = 0 \), as we wanted. \( \square \)

6.1 On the Volume of Tubes

The calculation of the volume of disk tubes in \( \mathbb{R}^{n+1} \) and in the euclidean sphere \( S^n \) appears in [Hotelling, 1939]. Actually, the main goal of this paper is to work within the sphere. In [Goodman, 1969], the author generalizes the Pappus theorems for genuine tubes around an arbitrary curve in \( \mathbb{R}^3 \). In the case of the second Pappus theorem, his proof makes use of the divergence theorem. Here, we will establish such a theorem for genuine tubes in \( \mathbb{R}^{n+1} \) by using a different strategy, namely, the formula for change variable in multiple integrals.

Next, we will consider an interval \( I = [a, b] \) and the tube \( \Gamma = \Gamma_P(f, \Omega_I(S)) \) generated by the solid \( \Omega_I(S_t) \) around the curve \( f : J \supset I \rightarrow \mathbb{R}^{n+1} \) and centered at \( P(t) = (\vec{P}, t) \), where \( S_t \subset \mathbb{R}^n \times \{t\} \) has positive volume and \( \vec{P} = (p_1, p_2, \ldots, p_n) \) is constant. In what follows, we assume this to be the case. Thus, the cross sections of \( \Gamma \) are stuck to \( f \) by the same point. We have that \( \Gamma \) is the image of \( \Omega_I(S_t) \) under \( G : \mathbb{R}^n \times J \rightarrow \mathbb{R}^{n+1} \) given by

\[
(6.8) \quad G(X,t) = G(x_1, x_2, \ldots, x_n, t) = f(t) + \sum_{j=1}^{n} (x_j - p_j) V_{j+1}(t).
\]
Moreover, exactly as in the proof of the Theorem 6.2, we have that

$$|\det JG(x_1, x_2, \ldots, x_n, t)| = \nu(t)|1 - (x_1 - p_1) \kappa_1(t)|.$$ 

Let $R \in \mathbb{R}$ be a positive number smaller than the radius of curvature $\rho = \frac{1}{\sup_j \kappa_j(t)}$. Let $B^{[n]}(\overline{P}, R)$ be the open disk centered at $\overline{P}$ of radius $R$ in $\mathbb{R}^n$. Then, for all $X = (x_1, x_2, \ldots, x_n) \in B^{[n]}(\overline{P}, R)$ and $t \in J$, we have that

$$|\det JG(x_1, x_2, \ldots, x_n, t)| = \nu(t)|1 - (x_1 - p_1) \kappa_1(t)| = \nu(t)(1 - (x_1 - p_1) \kappa_1(t)) > 0,$$

because

$$(x_1 - p_1) \kappa_1 \leq |x_1 - p_1| \sup_j \kappa_j \leq \|X - \overline{P}\| \sup_j \kappa_j < \rho \sup_j \kappa_j = 1.$$ 

We refer to the inequality in (6.9) as fundamental regularity condition.

Remark 6.7. The formula above is obtained from the default map $G$ in (6.2). For example, if we use the vector field $-V_2(t)$ instead $V_2(t)$ and consider the map

$$G^*(X, t) = f(t) - (x_1 - p_1(t)) V_2(t) + \sum_{j=2}^{n} (x_j - p_j(t)) V_{j+1}(t),$$

the absolute value of its jacobian becomes

$$|\det JG^*(x_1, x_2, \ldots, x_n, t)| = \nu(t)|1 + (x_1 - p_1) \kappa_1(t)|.$$ 

Now, suppose that $\Omega_I(S_t) \subset B^{[n]}(\overline{P}, R) \times J$, and that $G$ is injective in $B^{[n]}(\overline{P}, R) \times J$. By using
the change of variables formula for multiple integrals and the Fubini theorem, it follows that

$$\text{vol } \Gamma = \int_{\Omega_{1}(S)} dy_{1}\,dy_{2}\ldots\,dy_{n+1} = \int_{G(\Omega_{1}(S))} dy_{1}\,dy_{2}\ldots\,dy_{n+1}$$

$$= \int_{\Omega_{1}(S)} |\det JG|\,dx_{1}\,dx_{2}\ldots\,dx_{n}\,dt$$

$$= \int_{a}^{b} \nu(t) \left( \int_{S_{t}} (1 - (x_{1} - p_{1}) \kappa_{1}(t))\,dx_{1}\,dx_{2}\ldots\,dx_{n} \right)\,dt$$

$$(6.10) \quad = \int_{a}^{b} \nu(t)(\text{vol } S_{t})\,dt - \int_{a}^{b} \nu(t) \kappa_{1}(t) \left( \int_{S_{t}} x_{1}\,dx_{1}\,dx_{2}\ldots\,dx_{n} \right)\,dt + p_{1} \int_{a}^{b} \nu(t) \kappa_{1}(t)(\text{vol } S_{t})\,dt,$$

From this, we will get a series of interesting results on the volume of the tubes. For instance, under a reasonable condition on the injectivity of $G$, vol $\Gamma$ does not change if we replace the $(n - 1)$ last coordinates of $\tilde{P}$ by any $(n - 1)$-tuple. This means that we can shift the axis of the tube orthogonally to $V_{2}$ without altering the volume of the tube.

Now, we give a definition. Given a compact set $S \subset \mathbb{R}^{n}$ with vol $S > 0$, we define the barycenter of $S$ to be the point $\text{Center}(S) = (c_{1}, c_{2}, \ldots, c_{n})$, where

$$(6.11) \quad c_{j} = \frac{1}{\text{vol } S} \int_{S} x_{j}\,dx_{1}\,dx_{2}\ldots\,dx_{n} = \frac{1}{\text{vol } S} \int_{S} x_{j}\,dx_{1}\,dx_{2}\ldots\,dx_{n}, \quad 1 \leq j \leq n.$$ 

In some situations we use $\text{Center}(S, j)$ to mean $c_{j}$.

By using this definition, (6.10) becomes

$$\text{vol } \Gamma = \int_{a}^{b} \nu(t)\,\text{vol } S_{t}\,dt - \int_{a}^{b} \nu(t)\,\kappa_{1}(t)\,(\text{vol } S_{t})\,\text{Center}(S_{t}, 1)\,dt + p_{1} \int_{a}^{b} \nu(t)\,\kappa_{1}(t)\,(\text{vol } S_{t})\,dt.$$ 

In particular, if $S_{t} = S$ is constant,

$$(6.12) \quad \text{vol } \Gamma = (\text{vol } S)\,l(f, I) + (\text{vol } S)\,(p_{1} - \text{Center}(S, 1)) \int_{a}^{b} \nu(t)\,\kappa_{1}(t)\,dt,$$

where $l(f, I)$ is the length of arc of the curve $f$ from $t = a$ to $t = b$.

**Proposition 6.8.** Given $A = (a_{1}, a_{2}, \ldots, a_{n})$ and $R > 0$, the barycenter of the compact disk centered at $A$ and of radius $R$, $B^{[n]}[A, R] \subset \mathbb{R}^{n}$, is its center.

**Proof.** We can suppose without loss of generality that $A$ is the origin of $\mathbb{R}^{n}$. Let $S = B^{[n]}[R]$. From

$$\int_{S} x_{n}\,dx_{1}\,dx_{2}\ldots\,dx_{n} = \int_{B^{n-1}[R]} \left( \int_{-\sqrt{R^{2} - \sum_{i=1}^{n-1} x_{i}^{2}}}^{\sqrt{R^{2} - \sum_{i=1}^{n-1} x_{i}^{2}}} x_{n}\,dx_{n} \right)\,dx_{1}\,dx_{2}\ldots\,dx_{n} - 1 = 0,$$
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we get that $\text{Center}(S, n) = 0$. Now, for $1 \leq j \leq n - 1$,

$$
\int_{S} x_j \, dx_1 \, dx_2 \ldots \, dx_n = \int_{-R}^{R} \left( \int_{B^{n-1}[\sqrt{R^2-x_n^2}]} x_j \, dx_1 \, dx_2 \ldots \, dx_n \right) \, dx_n
$$

$$
= \int_{-R}^{R} \left( \text{vol}(B^{n-1}[\sqrt{R^2-x_n^2}]) \text{Center}(B^{n-1}[\sqrt{R^2-x_n^2}], j) \right) \, dx_n
$$

$$
= \int_{-R}^{R} 0 \, dx_n = 0,
$$

by using induction on $n$. Hence, $\text{Center}(S)$ equals the origin of $\mathbb{R}^n$. 

The second Pappus theorem, as the original version as its generalization in [Goodman, 1969], deals with the calculation of volumes of tubes with constant cross sections and axes passing through the barycenters of these sections. In our case this means that $S_t = S$, $\Omega_t(S_t) = S \times I$, $P = \text{Center}(S)$ and $\Gamma = G(S \times I)$, as in the picture below, where we are taking account all discussion just before the equation (6.10). For such a genuine tube, we have the following theorem that generalizes the second Pappus theorem for tubes in $\mathbb{R}^{n+1}$.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{tube.png}
\caption{Tube with constant cross section and variable radius.}
\end{figure}

**Theorem 6.9.** \(\text{vol} \, \Gamma = l(f, I) \text{vol} \, S\), where \(l(f, I)\) is the length of the curve \(f\) from \(t = a\) to \(t = b\). In other words, the volume of the tube is the product of the length of the curve traveled by the barycenter of \(S\) and the volume of the cross section \(S\).

**Proof.** Initially, note that \(p_1 = \text{Center}(S, 1)\). By replacing this fact in (6.12), we obtain easily that \(\text{vol} \, \Gamma = (\text{vol} \, S) \, l(f, I)\), as we wanted. 

Another application of the equation (6.12) is the calculation of volumes of the traditional and genuine disk tubes with variable radius, say $R(t)$, that is, for each $t \in J$, the cross section $S_t$ equals disk $B^{[n]}[R(t)]$ and $P(t) = (0, \ldots, 0, t)$ or $\tilde{P}$ is the center of the disk $B^{[n]}[R(t)]$. In this situation, we have $p_1 = 0$ and $\text{Center}(S_t, 1) = 0$ which implies that

\[
(6.13) \quad \text{vol} \, \Gamma = \int_{a}^{b} \nu(t) \, \text{vol} \, (B^{[n]}[R(t)]) \, dt = \text{vol} \, (B^{[n]}) \int_{a}^{b} \nu(t)(R(t))^n \, dt,
\]
where \( \text{vol}(B^n) \) is the volume of the compact unit disk which can be recursively obtained from
\[
\text{vol}(B^n) = \text{vol}(B^{n-1}) \int_{-1}^{1} (1 - x^2)^{\frac{n-1}{2}} \, dx,
\]
where \( \text{vol}(B^1) = \text{vol}([-1, 1]) = 2 \), as can be seen in [Flanders, 1963] (page 74). In particular, we get the volume of the revolution solid \( \Gamma_\alpha \) generated by the plane curve \( \alpha(t) = (R(t), 0, 0, \ldots, 0) \in \mathbb{R}^{n+1}, t \in [a, b] \), around the \( y_{n+1} \)-axis, namely,
\[
\text{vol}(\Gamma_\alpha) = \text{vol}(B^n) \int_{a}^{b} (R(t))^n \, dt,
\]
because, in this case, \( f(t) = (0, 0, \ldots, 0, t) \) and thus \( \nu = 1 \). This result appears in [Aberra, 2007] (equation (2.2)).

**Example 6.10.** Consider the tubes \( \Gamma_1 \) and \( \Gamma_2 \) in the Example 6.4. \( \Gamma_1 \) is a disk tube of constant radius, namely \( R(t) = 2 \). The speed \( \nu = \sqrt{2} \). Thus its volume is
\[
\text{vol}(\Gamma_1) = \text{area}(B^2[2]) \cdot l(f, [0, 2\pi]) = 4\pi \int_{0}^{2\pi} \sqrt{2} \, dt = 8\sqrt{2}\pi^2.
\]

For \( \Gamma_2 \), at first, note that \( \text{Center}(S) = (0, 0) \) and that \( \text{area}(S) = 2 \int_{-1}^{1} \left( \frac{x^2}{4} + 1 \right) \, dx = \frac{13}{3} \). Hence
\[
\text{vol}(\Gamma_2) = \text{area}(S) \cdot l(f, [0, 2\pi]) = \frac{26\sqrt{2}\pi}{3}.
\]

In both cases, we have used the Theorem 6.9, because the axis of the tube (the circular helix) passes trough the barycenter of the cross section, that is, \( \bar{P} = \text{Center}(S) \). In the examples that we have discussed so far, \( \bar{P} \) has been chosen to be the barycenter of the cross section \( S \). We now make a more instructive example. Indeed, consider the same cross section \( S \) as that of the tube \( \Gamma_2 \) (see (6.7)) and \( \bar{P} = (\frac{1}{2}, 0) \). Now, it is exactly at this point that the circular helix \( f(t) = (\cos t, \sin t, t), t \in [0, 2\pi] \), will meet \( S \) to form the tube \( \Gamma_3 \). We have that \( p_1 = \frac{1}{2} \) and \( \text{Center}(S, 1) = 0 \). A full geometric description of this case is in the picture bellow, where \( \Gamma_3 = G(S \times [0, 2\pi]) \) and the default map \( G \) is given by
\[
G(x, y, t) = f(t) + \left( x - \frac{1}{2} \right) \mathbf{N}(t) + y \mathbf{B}(t),
\]
that is injective in \( B^2[\bar{P}, 2] \times \mathbb{R} \) by the result in the Example 6.4. Since \( S \subset B^2[\bar{P}, 2] \), it follows that \( \Gamma_3 \) also is genuine and its volume is
\[
\text{vol}(\Gamma_3) = (\text{area}(S) \cdot I(f, I) + (\text{area}(S) \cdot (p_1 - \text{Center}(S, 1))) \int_{a}^{b} \nu(t) \kappa_1(t) \, dt
\]
\[
= \frac{13}{3} 2\pi \sqrt{2} + \frac{13}{3} \left( \frac{1}{2} - 0 \right) 2\pi \sqrt{2} \frac{1}{2} = \frac{26}{3} \pi \sqrt{2} + \frac{13\pi \sqrt{2}}{6} = \frac{65\pi \sqrt{2}}{6}.
\]
Observe that the disk tube \( G(B^{[2]}[\bar{P}, 2] \times [0, 2\pi]) \) coincides with \( \Gamma_1 \), that was obtained with another map in the Example 6.4. For completeness, let us include one more example, namely, a disk tube of variable radius around the same arc of the circular helix \( f \). For this, consider \( R(t) = 1 + \frac{1}{2} \sin t \) and \( \Gamma_4 \) the disk tube of radius \( R(t) \), \( 0 \leq t \leq 2\pi \). This is to be to say that the cross sections of \( \Gamma_4 \) are the disks \( S_t = B^{[2]}[R(t)] \). Since \( 0 < R(t) < 2 \), \( \Gamma_4 = G(\Omega_{[0,2\pi]}S_t) \) is genuine, where, of course, \( G \) must be changed to

\[
G(x, y, t) = f(t) + x N(t) + y B(t).
\]

By using (6.13), we get that

\[
\text{vol}(\Gamma_4) = \text{area}(B^{[2]}) \int_a^b \nu(t)(R(t))^2 \, dt = \pi \int_0^{2\pi} \sqrt{2 \left( \frac{\sin(t)}{2} + 1 \right)^2} \, dt = \frac{9\pi^2}{2\sqrt{2}}.
\]

6.2 On the Volume of Sphere Tubes

We start with a genuine compact disk tube \( \Gamma \subset \mathbb{R}^{n+1} \) of variable radius, say \( R(t) > 0 \), and centered at the centers of its cross sections (see the picture above). So, we have a compact solid of revolution around the \( t \)-axis

\[
\Omega_I = \Omega_I(B^{[n]}[R(t)]) = \{(X, t); \|X\| \leq R(t), \ X = (x_1, x_2, \ldots, x_n), \ t \in I = [a, b]\},
\]
a curve $f$, with Frenet frame $\{ V_1(t), V_2(t), \ldots, V_{n+1}(t) \}$, defined in $J \ni I$ and the default map $G$, 

$$G(X,t) = f(t) + \sum_{j=1}^{n} x_j V_{j+1}(t).$$

Next, we suppose that $G$ is injective, satisfies the fundamental regularity condition (6.9) in some neighborhood of the $\Omega_I$ and that $\Gamma = G(\Omega_I)$. Denoting by $\mathbb{S}^{n-1}$ the unit sphere of $\mathbb{R}^n$, we see that the boundary of $\Omega_I$ is given by

$$\partial \Omega_I = (B^{|n|}[R(a)], a) \cup \partial_I \Omega_I \cup (B^{|n|}[R(b)], b),$$

where

$$\partial_I \Omega_I = \{(R(t) X, t); X \in \mathbb{S}^{n-1}, X = (x_1, x_2, \ldots, x_n), t \in I = [a, b]\}$$

is what we call the lateral hypersurface of $\Omega_I$. The image of this hypersurface of revolution under $G$ will be called lateral hypersurface of $\Gamma$ and will be denoted by $\partial \Gamma$. It is a sphere tube. Thus, if

$$\varphi(u_1, u_2, \ldots, u_{n-1}) = \{ \varphi_1(u_1, u_2, \ldots, u_{n-1}), \varphi_2(u_1, u_2, \ldots, u_{n-1}), \ldots, \varphi_n(u_1, u_2, \ldots, u_{n-1}) \}$$

is a parametrization for $\mathbb{S}^{n-1}$, which we may take as an orthogonal parametrization, then

$$H(U,t) = G(\varphi(U), t) = f(t) + R(t) \sum_{j=1}^{n} \varphi_j(U) V_{j+1}(t),$$

$U = (u_1, u_2, \ldots, u_{n-1})$ ranging over some region of $\mathbb{R}^{n-1}$, describes the hypersurface $\partial \Gamma$. Our main goal in this section is to get the volume (or area) element of $\partial \Gamma$ associated to $H$, that is,

$$d(\partial \Gamma) = \sqrt{\det(g_{ij})} \, du_1 \, du_2 \cdots \, du_{n-1} \, dt,$$

where $(g_{ij})$ is the symmetric matrix of the first fundamental form of $\partial \Gamma$ with respect to $H$. More precisely, $g_{ij} = \frac{\partial H}{\partial u_i} \cdot \frac{\partial H}{\partial u_j}, 1 \leq i, j \leq n-1, g_{in} = \frac{\partial H}{\partial u_i} \cdot \frac{\partial Y}{\partial t}, 1 \leq i \leq n-1$, and $g_{nn} = \frac{\partial H}{\partial t} \cdot \frac{\partial H}{\partial t}$. We remember that

$$\sqrt{\det(g_{ij})} = \left\| \frac{\partial H}{\partial u_1} \wedge \frac{\partial H}{\partial u_2} \wedge \cdots \wedge \frac{\partial H}{\partial u_{n-1}} \wedge \frac{\partial H}{\partial t} \right\| = \left\| \frac{\partial H}{\partial u_1} \times \frac{\partial H}{\partial u_2} \times \cdots \times \frac{\partial H}{\partial u_{n-1}} \times \frac{\partial H}{\partial t} \right\|$$

and that

$$N(U,t) = N(u_1, u_2, \ldots, u_{n-1}, t) = \frac{\partial H}{\partial u_1} \times \frac{\partial H}{\partial u_2} \times \cdots \times \frac{\partial H}{\partial u_{n-1}} \times \frac{\partial H}{\partial t} \sqrt{\det(g_{ij})}$$

is the Gauss map of $\partial \Gamma$. The next Lemma will be useful for our objective.

**Lemma 6.11.** Let $D$ be the following $(n \times n)$ “almost” diagonal symmetric matrix

$$D = \begin{pmatrix}
    a_1 & 0 & \ldots & 0 & b_1 \\
    0 & a_2 & \ldots & \ldots & b_2 \\
    0 & 0 & \ddots & \ldots & 0 \\
    0 & 0 & \ldots & a_{n-1} & b_{n-1} \\
    b_1 & b_2 & \ldots & b_{n-1} & a_n
\end{pmatrix},$$

where $a_j \neq 0$, for all $j$. Then

$$\det D = a_1 a_2 \cdots a_{n-1} \left( a_n - \left( \frac{b_1^2}{a_1} + \frac{b_2^2}{a_2} + \cdots + \frac{b_{n-1}^2}{a_{n-1}} \right) \right).$$
Proof. After some elementary operations on the rows of $D$, we obtain that

$$\det D = a_1 a_2 \cdots a_{n-1} \det \begin{pmatrix} 1 & 0 \cdots & 0 & b_1/a_1 \\ 0 & 1 & 0 \cdots & b_2/a_2 \\ 0 & 0 & \ddots & \vdots \\ 0 & 0 & 0 & 1 & b_{n-1}/a_{n-1} \\ 0 & 0 \cdots & 0 & a_n - b_1^2/a_1 - b_2^2/a_2 - \cdots - b_{n-1}^2/a_{n-1} \end{pmatrix},$$

whence the result follows easily.

Now, let us return to the function $H$ in (6.14), where we consider $\varphi$ as an orthogonal parametrization of $S^{n-1}$, that is, $\frac{\partial \varphi}{\partial u_i} \cdot \frac{\partial \varphi}{\partial u_j} = 0$, whenever $i \neq j$. In other words, given $U = (u_1, \ldots, u_{n-1})$, the set

$$\left\{ \frac{\partial \varphi}{\partial u_1}, \frac{\partial \varphi}{\partial u_2}, \ldots, \frac{\partial \varphi}{\partial u_{n-1}} \right\}$$

is an orthogonal basis of the tangent space of $S^{n-1}$ at $\varphi(U)$. Moreover, since $\varphi \cdot \varphi = 1$, it follows that $\varphi \cdot \frac{\partial \varphi}{\partial u_j} = 0$, $1 \leq j \leq n - 1$. Now, we will study the properties of $H$.

**Proposition 6.12.** The parametrization $H$ of $\partial \Gamma$ has the following properties, where the $H_0$ stands for the vector $H(U,t) - f(t)$.

(i) $\|H_0\|^2 = (R(t))^2$; (ii) $\frac{\partial H}{\partial u_i} \cdot \frac{\partial H}{\partial u_j} = 0$, $i \neq j$, $1 \leq i, j \leq n - 1$;

(iii) $H_0 \cdot \frac{\partial H}{\partial u_j} = 0$, $i \neq j$, $1 \leq i, j \leq n - 1$; (iv) $H_0 \cdot \frac{\partial H}{\partial t} = R(t) R'(t)$;

(v) span $\left\{ H_0, \frac{\partial H}{\partial u_1}, \ldots, \frac{\partial H}{\partial u_{n-1}} \right\} = \text{span} \{ V_2(t), V_3(t), \ldots, V_{n+1}(t) \}$;

(vi) $\frac{\partial H}{\partial t} (U,t) = \nu(t) (1 - R(t) \varphi_1(U) \kappa_1(t)) V_1(t) + \frac{\partial H}{\partial t} (U,t)$, where

$$\frac{\partial H}{\partial t} (U,t) \in \text{span} \{ V_2(t), V_3(t), \ldots, V_{n+1}(t) \}.$$

Proof. The properties (i), (ii) and (iii) follow easily from those of $\varphi$, which we cited above. Differentiating (i) with respect to $t$, we get $H_0 \cdot \frac{\partial H_0}{\partial t} = R(t) R'(t)$. But $\frac{\partial H_0}{\partial t} = \frac{\partial H}{\partial t} - \nu(t) V_1(t)$ and $H_0$ is perpendicular to $V_1$. Hence (iv) holds true. For (v), observe that

$$\text{span} \left\{ H_0, \frac{\partial H}{\partial u_1}, \ldots, \frac{\partial H}{\partial u_{n-1}} \right\} \subset \text{span} \{ V_2(t), V_3(t), \ldots, V_{n+1}(t) \}.$$
and that both subspaces have the same dimension. The alternative (vi) is obtained by a direct calculation, by using the Frenet equations.

Now, we can establish the main result of this section.

**Theorem 6.13.**

(i) \(d(\partial \Gamma) = (R(t))^{n-1} \, dS^{n-1} \sqrt{(\nu(t))^2 (1 - \varphi_1(U) R(t) \kappa_1(t))^2 + (R'(t))^2} \, dt\), where \(dS^{n-1}\) is the volume element of the unit sphere \(S^{n-1}\).

(ii) \(N(U, t) = \pm \frac{\nu(t) (\varphi_1 R(t) \kappa_1(t) - 1)}{R(t) \sqrt{\nu(t)^2 (\varphi_1 R(t) \kappa_1(t) - 1)^2 + R'(t)^2}} \left( H_0 + \frac{R(t) R'(t)}{\nu(t) (\varphi_1 R(t) \kappa_1(t) - 1)} \right) \).

In particular, if \(\partial \Gamma\) is of revolution, then

\[d(\partial \Gamma) = (R(t))^{n-1} \, dS^{n-1} \sqrt{1 + (R'(t))^2} \, dt,\]

where \(dS^{n-1}\) is the volume element of the unit sphere \(S^{n-1}\), and hence

\[\text{vol}(\partial \Gamma) = \text{vol}(S^{n-1}) \int_a^b (R(t))^{n-1} \sqrt{1 + (R'(t))^2} \, dt.\]

Also, in this case, the Gauss map is

\[N(U, t) = \frac{1}{\sqrt{1 + (R'(t))^2}} (\varphi(u_1, u_2, \ldots, u_{n-1}), -R'(t)).\]

**Proof.** We start by setting \(U_0 = H_0 / R(t)\), \(a_j = \left| \frac{\partial H}{\partial u_j} \right|^2\), \(U_j = \frac{\partial H}{\partial u_j} / \sqrt{a_j}\), \(b_j = \frac{\partial H}{\partial u_j} \cdot \frac{\partial H}{\partial t}\), for \(j\)

running from 1 to \(n - 1\), and \(a_n = \left| \frac{\partial H}{\partial t} \right|^2\). The vectors \(U_j, 0 \leq j \leq n - 1\), form an orthonormal basis for the subspace in (v) of the Proposition 6.12. We have that \((g_{ij})\), the matrix of the first fundamental form of \(\partial \Gamma\) with respect to \(H\), is

\[
(g_{ij}) = \begin{pmatrix}
    a_1 & 0 & \ldots & 0 & b_1 \\
    0 & a_2 & \ldots & 0 & b_2 \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    0 & 0 & \ldots & a_{n-1} & b_{n-1} \\
    b_1 & b_2 & \ldots & b_{n-1} & a_n
  \end{pmatrix}.
\]

It follows from the Lemma 6.11 that

\[
\text{det}(g_{ij}) = \left| \frac{\partial H}{\partial u_1} \right|^2 \left| \frac{\partial H}{\partial u_2} \right|^2 \cdots \left| \frac{\partial H}{\partial u_{n-1}} \right|^2 \left( \left| \frac{\partial H}{\partial t} \right|^2 - \sum_{j=1}^{n-1} \left( \frac{\partial H}{\partial t} \cdot U_j \right)^2 \right) - \sum_{j=1}^{n-1} \left( \frac{\partial H}{\partial t} \cdot U_j \right)^2
\]

(6.15)

Note that,

\[
\left| \frac{\partial H}{\partial t} \right|^2 - \sum_{j=1}^{n-1} \left( \frac{\partial H}{\partial t} \cdot U_j \right)^2 = \nu(t)^2 (1 - R(t) \varphi_1(U) \kappa_1(t))^2 + \left| \frac{\partial H}{\partial t} \right|^2 - \sum_{j=1}^{n-1} \left( \frac{\partial H}{\partial t} \cdot U_j \right)^2,
\]
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by (vi) above, and
\[ \left\| \frac{\partial H}{\partial t} \right\|^2 = \left( \frac{\partial H}{\partial t} \cdot U_0 \right)^2 + \sum_{j=1}^{n-1} \left( \frac{\partial H}{\partial t} \cdot U_j \right)^2, \]

because \( \frac{\partial H}{\partial t} \in \text{span}\{U_0, U_1, \ldots, U_{n-1}\} \). Moreover,
\[ \left( \frac{\partial H}{\partial t} \cdot U_0 \right)^2 = \left( \frac{\partial H}{\partial t} \cdot U_0 \right)^2 = \left( \frac{\partial H}{\partial t} \cdot \frac{H_0}{R(t)} \right)^2 = (R'(t))^2, \]
where we use (iv) of the Proposition 6.12. Putting this all together in (6.15), we obtain that
\[ \det(g_{ij}) = \left\| \frac{\partial H}{\partial u_1} \right\|^2 \left\| \frac{\partial H}{\partial u_2} \right\|^2 \cdots \left\| \frac{\partial H}{\partial u_{n-1}} \right\|^2 \left( \nu(t)^2 (1 - R(t) \varphi_1(U) \kappa_1(t))^2 + (R'(t))^2 \right) \]
\[ = \left\| R(t) \frac{\partial \varphi}{\partial u_1} \right\|^2 \left\| R(t) \frac{\partial \varphi}{\partial u_2} \right\|^2 \cdots \left\| R(t) \frac{\partial \varphi}{\partial u_{n-1}} \right\|^2 \left( \nu(t)^2 (1 - R(t) \varphi_1(U) \kappa_1(t))^2 + (R'(t))^2 \right) \]
\[ = (R(t))^{2(n-1)} \left\| \frac{\partial \varphi}{\partial u_1} \right\|^2 \left\| \frac{\partial \varphi}{\partial u_2} \right\|^2 \cdots \left\| \frac{\partial \varphi}{\partial u_{n-1}} \right\|^2 \left( \nu(t)^2 (1 - R(t) \varphi_1(U) \kappa_1(t))^2 + (R'(t))^2 \right), \]
from which \( d(\partial \Gamma) \) can be easily seen. For the Gauss map, we start by remembering that the vectors \( H_0 \) and \( V_1 \) are perpendicular to \( \frac{\partial H}{\partial u_j} \), for \( 1 \leq j \leq n-1 \), and that \( H_0 \cdot \frac{\partial H}{\partial t} = RR' \). Thus, it is natural to try to find some \( \lambda \in \mathbb{R} \) such that \( H_0 + \lambda V_1 \) also is perpendicular to \( \frac{\partial H}{\partial t} \). By solving the equation \( (H_0 + \lambda V_1) \cdot \frac{\partial H}{\partial t} = 0 \), we get that
\[ \lambda = \frac{R(t) R'(t)}{\nu(t) (\varphi_1(U) R(t) \kappa_1(t) - 1)}. \]
Hence \( N \) equals \( \pm \frac{H_0 + \lambda V_1}{\|H_0 + \lambda V_1\|} \). For the case when the hypersurface \( \partial \Gamma \) is of revolution, we just do \( f(t) = (0, 0, \ldots, t), \nu = 1, V_1 = (0, 0, \ldots, 1), \kappa_1 = 0 \) and \( V_j = e_j \), for \( 2 \leq j \leq n + 1 \), in (i) and (ii), where \( e_j \) is the \( j \)-th element of the canonical basis of \( \mathbb{R}^{n+1} \). To end this proof, we remark that the Gauss map \( N \) is well defined due to the regularity condition (6.9), which implies that
\[ (1 - \varphi_1(U) R(t) \kappa_1(t)) > 0, \]
because \( |\varphi_1(U)| \leq 1 \). Thus \( \partial \Gamma \) is, in fact, a piece of a regular hypersurface of \( \mathbb{R}^{n+1} \). We are done.

We have the following corollary which shows that the first theorem of Pappus holds true for sphere tubes of radius constant in \( \mathbb{R}^{n+1} \).

**Corollary 6.14.** If \( R(t) = R \) is constant, then \( \text{vol}(\partial \Gamma) = \text{vol}(S^{n-1}(R)) l(f, I) \), where \( S^{n-1}(R) \) is the sphere of radius \( R \) centered at origin.
Proof. From (i) of the Theorem 6.13, we get that

\[
\text{vol}(\partial_{l}\Gamma) = \int_{\partial_{l}\Gamma} d(\partial_{l}\Gamma) = R^{n-1} \int_{a}^{b} \nu(t) \left( \int_{S^{n-1}} dS^{n-1} (1 - \varphi_{1}(U)R\kappa_{1}(t)) \right) dt
\]

\[
= R^{n-1} \text{vol}(S^{n-1}) l(f, I) - R^{n} \int_{a}^{b} \nu(t) \kappa_{1}(t) \left( \int_{S^{n-1}} \varphi_{1}(U) dS^{n-1} \right) dt
\]

\[
= \text{vol}(S^{n-1}(R)) l(f, I),
\]

because \(\int_{S^{n-1}} \varphi_{1}(U) dS^{n-1} = 0\), according to the next lemma.

**Lemma 6.15.** \(\int_{S^{n-1}} x_{j} dS^{n-1} = 0\), for \(1 \leq j \leq n\), that is, the barycenter of the sphere is its center.

**Proof.** Consider the \((n-1)\)-form \(\omega = \sum_{i=1}^{n} (-1)^{n-1} x_{i} dx_{1} \wedge dx_{2} \wedge \cdots \wedge \hat{dx}_{i} \wedge \cdots \wedge dx_{n}\), where the hat \(\hat{\ }\) over a 1-form means that the correspondent 1-form is excluded from the wedge product. As we know, the restriction of \(\omega\) to \(S^{n-1}\) equals \(dS^{n-1}\) and \(d\omega = n dx_{1} \wedge dx_{2} \wedge \cdots \wedge dx_{n}\). Hence,

\[
d(x_{j} dS^{n-1}) = d(x_{j} \omega) = dx_{j} \wedge \omega + n x_{j} dx_{1} \wedge dx_{2} \wedge \cdots \wedge dx_{n}
\]

\[
= (-1)^{j-1} dx_{j} \wedge (dx_{1} \wedge dx_{2} \wedge \cdots \wedge \hat{dx}_{j} \wedge \cdots \wedge dx_{n}) + n x_{j} dx_{1} \wedge dx_{2} \wedge \cdots \wedge dx_{n}
\]

\[
= (n + 1) x_{j} dx_{1} \wedge dx_{2} \wedge \cdots \wedge dx_{n}.
\]

Now, the theorem of Stokes gives us that

\[
\int_{S^{n-1}} x_{j} dS^{n-1} = (n + 1) \int_{B^{[n]}} x_{j} dx_{1} dx_{2} \cdots dx_{n} = 0,
\]

by using the Proposition 6.8. Here \(B^{[n]} \subset \mathbb{R}^{n}\) is the compact unit disk. \(\Box\)

**Remark 6.16.** The same arguments as in the proof above show that \(\text{vol}(S^{n-1}(R)) = n R^{n-1} \text{vol}(B^{[n]}).\)
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