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Abstract. In paper by I.T. Habibullin and our joint paper the algorithm for classification of integrable equations with three independent variables was proposed. This method is based on the requirement of the existence of an infinite set of Darboux integrable reductions and on the notion of the characteristic Lie–Rinehart algebras. The method was applied for the classification of integrable cases of different subclasses of equations \( u_{n,xy} = f(u_{n+1}, u_n, u_{n-1}, u_{n,x}, u_{n,y}) \) of special forms. Under this approach the novel integrable chain was obtained. In present paper we construct Lax pair for the novel chain. To construct the Lax pair, we use the scheme suggested in papers by E.V. Ferapontov. We also study the periodic reduction of the chain.
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1 Introduction

In a number of recent publications [8, 13, 14, 15, 16, 18] the problem of integrable classification of two-dimensional lattices

\[
\begin{align*}
\begin{split}
\tag{1.1}
\end{split}
\end{align*}
\]

was studied. Here the sought function \( u_n = u_n(x, y) \) depends on the real variables \( x, y \) and the integer variable \( n \). In these papers we proposed the method for seeking and classifying integrable equations with three independent variables based on the requirement of the existence of a set of Darboux integrable reductions and on the notion of the characteristic Lie–Rinehart algebras. The method was applied to different subclasses of equations (1.1) of special forms.

Within this approach we use the following

Definition 1.1. A lattice of the form (1.1) is called integrable if there exist locally analytic functions \( \varphi \) and \( \psi \) of two variables such that for any choice of integers \( N_1, N_2 \) the hyperbolic type system

\[
\begin{align*}
\begin{split}
\tag{1.2}
\end{split}
\end{align*}
\]

obtained from lattice (1.1) by imposing cut-off conditions at \( n = N_1 \) and \( n = N_2 \), is integrable in the sense of Darboux.

Let us recall what Darboux integrability means.
**Definition 1.2.** A function $I = I(x, \bar{u}, \bar{u}_x, \bar{u}_{xx}, \ldots)$ is called an $y$-integral if it satisfies the equation $D_y I = 0$ for every solution of system (1.2). A function $J = J(y, \bar{u}, \bar{u}_y, \bar{u}_{yy}, \ldots)$ is called a $x$-integral if it satisfies the equation $D_x J = 0$. Integrals of the form $I = I(x)$ and $J = J(y)$ are called trivial.

Here $\bar{u}$ is a vector $\bar{u} = (u_{N_1}, u_{N_1+1}, \ldots, u_{N_2})$, $\bar{u}_x$ is its derivative and so on. The operators $D_y$ and $D_x$ are operators of the total derivative with respect to the variable $y$ or $x$, correspondingly, by virtue of system (1.2).

**Definition 1.3.** A system (1.2) is called Darboux integrable if it possesses $N_2 - N_1 + 1$ functionally independent nontrivial integrals in both characteristic directions $x$ and $y$.

Darboux integrable systems are amenable to study by the Lie–Rinehart algebras. Let $I = I(x, \bar{u}, \bar{u}_x, \bar{u}_{xx}, \ldots)$ be a nontrivial $y$-integral for the system (1.2). Then $I$ must satisfy the following system:

$$Y I = 0, \quad X_i I = 0,$$

where

$$X_i = \frac{\partial}{\partial u_{i,y}}, \quad Y = \sum_{i=N_1}^{N_2} \left( u_{i,y} \frac{\partial}{\partial u_{i}} + f_i \frac{\partial}{\partial u_{i,x}} + D_x (f_i) \frac{\partial}{\partial u_{i,xx}} + \cdots \right)$$

and $f_i = f(u_{i+1}, u_i, u_{i-1}, u_{i,x}, u_{i,y})$. The first equation follows from the fact that the operator $D_y$ acts on functions $I = I(x, \bar{u}, \bar{u}_x, \bar{u}_{xx}, \ldots)$ by the rule $D_y I = Y I$, the second one arises because $I$ doesn’t depend on variables $u_{i,y}$.

Let us consider the Lie algebra $L_y$ generated by the operators $Y$, $X_i$ over the ring $A$ of locally analytic functions of the dynamical variables $\bar{u}_y, \bar{u}, \bar{u}_x, \bar{u}_{xx}, \ldots$. To the standard multiplication operation $[Z, W] = ZW - WZ$ we add two conditions: $[Z, aW] = Z(a)W + a[Z, W]$ and $(aZ)b = aZ(b)$ valid for any $Z, W \in L_y$ and $a, b \in A$. These equalities means that for any $Z \in L_y$ and any $a \in A$, the element $aZ \in L_y$. In this case the algebra $L_y$ is called the Lie–Rinehart algebra [20, 22].

If there exists a finite basis $Z_1, Z_2, \ldots, Z_k \in L_y$ such that an arbitrary element $Z \in L_y$ is represented as a linear combination $Z = a_1 Z_1 + a_2 Z_2 + \cdots + a_k Z_k$, where coefficients $a_1, a_2, \ldots, a_k \in A$; and if the equality $Z = 0$ implies that $a_1 = a_2 = \cdots = a_k = 0$, then algebra $L_y$ is of a finite dimension.

The integrability criterion of the hyperbolic type system in the sense of Darboux is formulated as follows [28, 29]:

**Theorem 1.4.** System (1.2) admits a complete set of the $y$-integrals (a complete set of the $x$-integrals) if and only if its characteristic algebra $L_y$ (respectively, characteristic algebra $L_x$) is of finite dimension.

**Corollary 1.5.** System (1.2) is integrable in the sense of Darboux if both characteristic algebras $L_x$ and $L_y$ are of finite dimension.

The above statements play a key role in our classification works. Within the scope of this paper we need one of our results: paper [16] provides a complete list of integrable two-dimensional lattices of the form

$$u_{n,xy} = \alpha(u_{n+1}, u_n, u_{n-1})u_{n,x}u_{n,y} + \beta(u_{n+1}, u_n, u_{n-1})u_{n,x}$$

$$+ \gamma(u_{n+1}, u_n, u_{n-1})u_{n,y} + \delta(u_{n+1}, u_n, u_{n-1}),$$

(1.3)

with the coefficient $\alpha$ satisfying the conditions $\frac{\partial \alpha}{\partial u_{n+1, x}} \neq 0$. This list consists of two equations:
Theorem 1.6. Integrable equation of the form (1.3) can be reduced by a point transformation to one of the following forms:

\[ u_{n,xy} = \alpha_n u_{n,x}u_{n,y}, \tag{1.4} \]
\[ u_{n,xy} = \alpha_n (u_{n,x} - u_n^2 - 1)(u_{n,y} - u_n^2 - 1) + 2u_n(u_{n,x} + u_{n,y} - u_n^2 - 1), \tag{1.5} \]

where

\[ \alpha_n = \frac{1}{u_n - u_{n-1}} - \frac{1}{u_{n+1} - u_n} = \frac{u_{n+1} - 2u_n + u_{n-1}}{(u_{n+1} - u_n)(u_n - u_{n-1})}. \]

Equation (1.4) was found before in papers [7, 23] by Ferapontov and Shabat and Yamilov. Equation (1.5) appeared in [16] as a result of the classification procedure.

The aim of the paper is to find Lax pair for novel chain (1.5), to explain the method of finding Lax pairs and to prove that periodic closings of the chain possesses higher symmetries.

The Lax pair for equation (1.4)

\[ \psi_{n,x} = \frac{u_{n,x}}{u_{n+1} - u_n}(\psi_{n+1} - \psi_n), \quad \psi_{n,y} = \frac{u_{n,y}}{u_n - u_{n-1}}(\psi_n - \psi_{n-1}) \]

was found by E.V. Ferapontov. To construct Lax pair for chain (1.5), we use the scheme suggested in paper [12]. Let us describe the procedure in detailed. First of all, we represent lattice (1.5) in the equivalent following form:

\[ u_{xy} = (u_x - u^2 - 1)(u_y - u^2 - 1)\left(\frac{\Delta z u}{\Delta z - \Delta z u}\right) + 2u(u_x + u_y - u^2 - 1). \tag{1.6} \]

Here \( \Delta_z = T^{-1}_z \), \( \Delta_{\bar{z}} = \frac{1-T_z}{\epsilon} \) are the forward/backward discrete derivatives and \( \Delta_{z,\bar{z}} = \frac{T_z + T_{\bar{z}}}{\epsilon^2} \) is the symmetrised second-order discrete derivative; the operators \( T_z, T_{\bar{z}} \) are the forward and backward \( \epsilon \)-shifts operators in the variable \( z \).

The method consists of three steps:

1) First we construct the dispersionless limit of the equation (obtained as \( \epsilon \to 0 \)).
2) Secondly, for the equation found at the previous step we find dispersionless Lax pair.
   Usually this problem is effectively solved.
3) Finally, we reconstruct Lax pair by appropriate “quantization” of dispersionless Lax pair as proposed in [27].

The paper is organized as follows. In Section 2 Lax pair for chain (1.5) is constructed. Section 3 is devoted to periodic closings. Namely, we impose the periodic closure conditions \( u_{n+2} = u_n \) to infinite chains (1.4), (1.5) and obtain finite systems. Lax pairs and higher symmetries of the second order are constructed for obtained finite systems. Conclusion contains a discussion of the results.

2 Construction Lax pair for equation (1.5)

The main result of this section is as follows:

Theorem 2.1. Equation (1.5) possesses the Lax pair

\[ \psi_{n,x} = \frac{u_{n,x} - u_n^2 - 1}{u_{n+1} - u_n}(\psi_{n+1} - \psi_n) + u_n \psi_n, \]
\[ \psi_{n,y} = \frac{u_{n,y} - u_n^2 - 1}{u_n - u_{n-1}}(\psi_n - \psi_{n-1}) + u_n \psi_n. \]
The compatibility condition $S_{xy} = S_{yx}$ of system (2.2), (2.3) by virtue of equation (2.1) leads to the overdetermined equation

\[ F_{uy}u_{yy}u_{zz}^{2} - G_{ux}u_{xx}u_{zz}^{2} - (G_{S_{z}}F_{ux} - G_{u_{x}}F_{S_{z}} + G_{u_{x}})u_{xx}u_{zz}^{2} - (G_{uy}F_{S_{z}} - G_{S_{z}}F_{ux} - F_{u_{z}})u_{zy}u_{zz}^{2} + u_{zz}((u^{2} - uy + 1)(u^{2} - ux + 1)(F_{ux} - G_{uy}) - u_{z}^{2}(G_{S_{z}}F_{ux} - G_{u_{x}}F_{S_{z}})) - u_{2z}^{2}(2u(1 + u^{2} - ux - uy)(F_{ux} - G_{uy}) + u_{z}(G_{S_{z}}F_{u} - G_{u}F_{S_{z}}) + u_{u}G_{u} - uyF_{u}) = 0. \]

Because of the fact that variables $u, u_{x}, u_{y}, u_{z}, u_{xx}, u_{yy}, u_{zz}, u_{zy}, u_{zz}$ are independent, this equation splits down into the overdetermined system of equations:

\[ F_{uy} = 0, \quad G_{ux} = 0, \quad (2.4) \]
\[ G_{S_{z}}F_{ux} - G_{u_{x}}F_{S_{z}} + G_{u_{x}} = 0, \quad (2.5) \]
\[ G_{uy}F_{S_{z}} - G_{S_{z}}F_{ux} - F_{u_{z}} = 0, \quad (2.6) \]
\[ (u^{2} - uy + 1)(u^{2} - ux + 1)(F_{ux} - G_{uy}) - u_{z}^{2}(G_{S_{z}}F_{ux} - G_{u_{x}}F_{S_{z}}) = 0, \quad (2.7) \]
\[ 2u(1 + u^{2} - ux - uy)(F_{ux} - G_{uy}) + u_{z}(G_{S_{z}}F_{u} - G_{u}F_{S_{z}}) + u_{u}G_{u} - uyF_{u} = 0. \quad (2.8) \]

Equations (2.4) mean that $F = F(u, u_{x}, u_{z}, S_{z})$ and $G = G(u, u_{y}, u_{z}, S_{z})$. Substituting $F$ and $G$ into (2.5), (2.6), we arrive at the equations:

\[ G_{ux} + G_{S_{z}}F_{ux} = 0, \quad F_{ux} + G_{uy}F_{S_{z}} = 0. \quad (2.9) \]

We differentiate the first equation (2.9) by $u_{z}$, the second equation (2.9) – by $u_{y}$, and obtain that $G_{S_{z}}F_{ux}u_{z} = 0, F_{S_{z}}G_{uy}u_{y} = 0$. Obviously that the functions $F$ and $G$ take the following forms:

\[ F(u, u_{x}, u_{z}, S_{z}) = F_{2}(u, u_{x}, u_{z})u_{x} + F_{3}(u, u_{z}, S_{z}), \]
\[ G(u, u_{y}, u_{z}, S_{z}) = F_{4}(u, u_{z}, S_{z})u_{y} + F_{5}(u, u_{x}, S_{z}). \]

Then we rewrite (2.9) and (2.7), (2.8) using the last formulas. Because of the fact that the variables $u, u_{x}, u_{y}, u_{z}$ are independent, obtained equations split down one more time. Thus we arrive at the system for unknown functions $F_{i}(u, u_{x}, S_{z})$, $i = 2, 3, 4, 5$:

\[ F_{2}F_{4,S_{z}} + F_{4,u_{z}} = 0, \quad F_{1}F_{2,S_{z}} + F_{2,u_{z}} = 0, \quad (2.10) \]
\[ F_{2} - F_{4} + u_{z}^{2}(F_{2,S_{z}}F_{4,u_{x}} - F_{4,S_{z}}F_{2,u_{x}}) = 0, \quad (2.11) \]
\[ F_{4,u} - F_{2,u} + u_{z}(F_{2,u}F_{4,S_{z}} - F_{4,u}F_{2,S_{z}}) = 0, \quad (2.12) \]
\[ F_{4}F_{3,S_{z}} + F_{3,u_{z}} = 0, \quad (2.13) \]
\[ (1 + u^{2})(F_{4} - F_{2}) + u_{z}^{2}(F_{3,S_{z}}F_{4,u_{z}} - F_{4,S_{z}}F_{3,u_{z}}) = 0, \quad (2.14) \]
\[ 2u(F_{4} - F_{2}) + u_{z}(F_{3,u}F_{4,S_{z}} - F_{4,u}F_{3,S_{z}}) - F_{3,u} = 0, \quad (2.15) \]
\[ F_{2}F_{5,S_{z}} + F_{5,u_{z}} = 0, \quad (2.16) \]
Let us consider case (2.21). We look for equation \( F \)

Now we will work with equations (2.10)–(2.12) to clarify functions \( F \). Let us express \( F_{1, u_z} \), \( F_{2, u_z} \), and \( F_{3, u_z} \) from (2.10) and substitute them into (2.12). This leads to the condition \( F_4 = F_2 \) or to the equation

\[
(1 - u_z^2 F_{2, S_z} F_{4, S_z}) = 0. \tag{2.21}
\]

Let us consider case (2.21). We look for \( F_2, F_4 \) in the following form:

\[
F_2(u, u_z, S_z) = \frac{A(u, S_z)}{u_z}, \quad F_4(u, u_z, S_z) = \frac{B(u, S_z)}{u_z}.
\]

Then \( A, B \) have to satisfy the system obtained using (2.21), (2.10), and (2.11),

\[
1 - A S_z B S_z = 0, \quad -A + B A S_z = 0, \quad -B + A B S_z = 0, \tag{2.22}
\]

\[
B_u - A_u + B S_z A_u - A S_z B_u = 0. \tag{2.23}
\]

This system has the solution:

\[
A(u, S_z) = \frac{e^{a_1(u)} S_z + a_1(u) a_2(u) - 1}{a_1(u)}.
\]

Here \( a_1, a_2 \) are arbitrary functions. Similarly, we find that

\[
B(u, S_z) = \frac{e^{a_4(u)} S_z + a_4(u) a_3(u) - 1}{a_4(u)}
\]

with arbitrary functions \( a_3, a_4 \). Under obtained \( A \) and \( B \) the first equation (2.22) becomes

\[
1 - e^{(a_1(u) + a_4(u)) S_z + a_2(u) a_1(u) + a_3(u) a_4(u)} = 0.
\]

Thus one can derive that \( a_4 = -a_1, a_3 = a_2 \). Finally, equation (2.23) takes the form

\[
\begin{align*}
&(-a_1(u) a'_1(u) S_z - a_2(u) a'_2(u) - a_1(u) a_2(u) a'_1(u) + 2 a'_1(u)) e^{a_1(u)(S_z + a_2(u))} \\
&+ (a_1(u) a'_2(u) + a_1(u) a_2(u) a'_1(u) + 2 a'_1(u) + a_1(u) a'_1(u) S_z) e^{-a_1(u)(S_z + a_2(u))} - 4 a'_1(u) = 0.
\end{align*}
\]

We assume essential dependence on \( S_z \) for functions \( F_2, F_4 \) and, therefore, for \( A, B \), so the functions \( e^{a_1(u) S_z}, e^{-a_1(u) S_z}, e^{a_1(u) S_z} S_z, e^{-a_1(u) S_z} S_z \) are independent. Hence we have \( a_1(u) = c_1, a_2(u) = c_2 \), where \( c_1, c_2 \) are arbitrary constants.

Thus, we have clarified the right hand sides of Lax pair (2.2), (2.3)

\[
\begin{align*}
S_x &= F(u, u_x, u_y, u_z, S_z) = \frac{(e^{c_1(S_z + c_2)} - 1) u_x}{c_1 u_z} + F_3(u, u_z, S_z), \\
S_y &= G(u, u_x, u_y, u_z, S_z) = -\frac{(e^{-c_1(S_z + c_2)} - 1) u_y}{c_1 u_z} + F_5(u, u_z, S_z).
\end{align*}
\]

By the shift transformation \( S \rightarrow S - c_2 z \) and by the scaling \( z \rightarrow c_1 z \) these equations can be reduced to

\[
\begin{align*}
S_x &= F(u, u_x, u_y, u_z, S_z) = \frac{(e^{S_z} - 1) u_x}{u_z} + F_3(u, u_z, S_z), \\
S_y &= G(u, u_x, u_y, u_z, S_z) = -\frac{(e^{-S_z} - 1) u_y}{u_z} + F_5(u, u_z, S_z).
\end{align*}
\]
To clarify \(F_3\), we substitute the above functions into (2.13), (2.14), and (2.15)

\[
\begin{align*}
(e^{-S_z} - 1)u_zF_{3,u} - 2u(e^{S_z} + 2) &= 0, \\
u_z(e^{-S_z} - 1 - u_z e^{-S_z})F_{3,S_z} - (u^2 + 1)(e^{S_z} + e^{-S_z} - 2) &= 0, \\
-(e^{-S_z} - 1)F_{3,S_z} + u_zF_{3,u_z} &= 0.
\end{align*}
\]

This system has the solution

\[
F_3(u, u_z, S_z) = -\frac{(e^{S_z} - 1)(u^2 + 1)}{u_z}.
\]

Now we rewrite equations (2.16)–(2.20) and we obtain the system on the unknown function \(F_5\):

\[
\begin{align*}
(e^{S_z} - 1)F_{5,S_z} + u_zF_{5,u_z} &= 0, \\
u_z(e^{S_z} - 1)F_{5,S_z} + u_z^2 e^{S_z}F_{5,u_z} - (u^2 + 1)(e^{S_z} + e^{-S_z} - 2) &= 0, \\
-u_z(-e^{-2S_z} + 3e^{-S_z} - 3 + e^{S_z})F_{5,S_z} - u_z^2(e^{S_z} + e^{-S_z} - 2)F_{5,u_z} &+ (u^2 + 1)(-4 + e^{S_z} - 4e^{-2S_z} + 6e^{-S_z} + e^{-3S_z}) = 0, \\
u_z(1 - e^{S_z})F_{5,u} - 2u(e^{S_z} + e^{-S_z} - 2) &= 0, \\
2u u_z(e^{-2S_z} - 3e^{-S_z} + 3 - e^{S_z})F_{5,S_z} + (u^2 + 1)u_z(e^{S_z} + e^{-S_z} - 2)F_{5,u} &+ 2u(u^2 + 1)(e^{-3S_z} + 6e^{-S_z} - 4e^{-2S_z} + e^{S_z} - 4) = 0.
\end{align*}
\]

This system possesses the solution

\[
F_5(u, u_z, S_z) = -\frac{(1 - e^{-S_z})(u^2 + 1)}{u_z}.
\]

Thus we have found the Lax pair

\[
\begin{align*}
S_x &= \frac{u_x - u^2 - 1}{u_z}(e^{S_z} - 1) + \frac{1}{u_z}, \\
S_y &= \frac{u_y - u^2 - 1}{u_z}(1 - e^{-S_z}) - \frac{1}{u_z}
\end{align*}
\]

for equation (2.1).

Now we reconstruct the dispersive Lax pair by an appropriate quantization the dispersionless Lax pair (2.24), (2.25). First, we “quantise” [27] the terms in every equation (2.24), (2.25): \(u_z\) is replaced by \(\triangle_z u\); \(e^{S_z} - 1\) by \(\triangle_z \psi\) due to the formal representation \(e^{\partial_{zz}} \approx 1 + \frac{\partial}{\partial_z} + \cdots\), and, similarly \(1 - e^{-S_z}\) by \(\triangle_z \psi\).

In most cases, this procedure provides the necessary Lax pair. But in this case we do not obtain the Lax pair for (1.6) if we act in the same way. It was experimentally found that we should fit the second term in the r.h.s. of equations (2.24), (2.25) by the following way (i.e., we guess some part):

\[
\begin{align*}
\psi_x &= \frac{u_x - u^2 - 1}{\triangle_z u}\triangle_z \psi + P(u)\psi, \\
\psi_y &= \frac{u_y - u^2 - 1}{\triangle_z u}\triangle_z \psi + Q(u)\psi.
\end{align*}
\]
The compatibility condition $\psi_{xy} = \psi_{yx}$ is straightforward to solve. Thus we find that equation (1.6) possesses the Lax pair

$$\psi_x = \frac{u_x - u^2 - 1}{\Delta_z u} \Delta_z \psi + u\psi; \quad \psi_y = \frac{u_y - u^2 - 1}{\Delta_z u} \Delta_z \psi + u\psi.$$ 

It finally proved Theorem 2.1.

### 3 Higher symmetries of periodic closings

Let us impose the periodic closure conditions $u_{n+2} = u_n$ to infinite lattice (1.4). Then we obtain the following finite system:

$$u_{0,xy} = \frac{2}{u_0 - u_1} u_{0,x} u_{0,y}, \quad u_{1,xy} = \frac{2}{u_1 - u_0} u_{1,x} u_{1,y}. \tag{3.1}$$

System (3.1) has the $x$-integral and the $y$-integral

$$w = \frac{u_{0,y} u_{1,y}}{(u_0 - u_1)^2}, \quad W = \frac{u_{0,x} u_{1,x}}{(u_0 - u_1)^2}. \tag{3.2}$$

Lax pair for (3.1) has the form

$$\Psi_x = (A\lambda + B)\Psi, \quad \Psi_y = (\tilde{A}\lambda^{-1} + \tilde{B})\Psi, \tag{3.3}$$

where $\Psi = (\psi_1, \psi_0)^T$ and

$$A = \begin{pmatrix} 0 & -u_{0,x} \\ u_{1,x} & 0 \end{pmatrix}, \quad B = \begin{pmatrix} u_{0,x} & -u_{0,x} \\ 0 & -u_{1,x} \end{pmatrix},$$

$$\tilde{A} = \begin{pmatrix} 0 & -u_{0,y} \\ 0 & u_{0,y} \end{pmatrix}, \quad \tilde{B} = \begin{pmatrix} -u_{0,y} & 0 \\ -u_{1,y} & -u_{1,y} \end{pmatrix},$$

$\lambda$ is a spectral parameter.

The classical symmetry can be found directly from the consistency condition $(u_{i,xy})_{t_1} = (u_{i,t_1})_{xy}$:

$$u_{0,t_1} = u_{0,x} F(W) + c_1 u_0^2 + c_2 u_0 + c_3,$$

$$u_{1,t_1} = u_{1,x} F(W) + c_1 u_1^2 + c_2 u_1 + c_3,$$

where $F$ is an arbitrary function depending on the $y$-integral $W$ defined by the second formula of (3.2); $c_1, c_2, c_3$ are arbitrary constants. The classical symmetry in the another direction is simply found because the system is symmetric under the change of variables $x \leftrightarrow y$:

$$u_{0,t_2} = u_{0,y} G(w) + \tilde{c}_1 u_0^2 + \tilde{c}_2 u_0 + \tilde{c}_3,$$

$$u_{1,t_2} = u_{1,y} G(w) + \tilde{c}_1 u_1^2 + \tilde{c}_2 u_1 + \tilde{c}_3.$$

Higher symmetry of the second order is sought in the following form:

$$u_{i,t_1} = a_i(u_0, u_1, u_{0,x}, u_{1,x}) u_{0,xx} + b_i(u_0, u_1, u_{0,x}, u_{1,x}) u_{1,xx} + h_i(u_0, u_1, u_{0,x}, u_{1,x}),$$
\[ \Psi_{\tau_1} = (\alpha \lambda^2 + \beta \lambda + \gamma) \Psi, \tag{3.4} \]

where \( \alpha = (\alpha_{ij}), \beta = (\beta_{ij}), \gamma = (\gamma_{ij}), i, j = 1, 2 \) are matrices to be found. It is assumed that elements of the matrices depend on the variables \( u_0, u_1, u_{0,x}, u_{1,x}, u_{0,xx}, u_{1,xx} \). The compatibility condition \((\Psi_x)\tau_1 = (\Psi_{\tau_1})_x\) for the systems

\[ \Psi_x = (A\lambda + B)\Psi, \quad \Psi_{\tau_1} = (\alpha \lambda^2 + \beta \lambda + \gamma) \Psi, \]

results in the system of relations

\[
\begin{align*}
A\alpha & = \alpha A, & A\beta & = A_\alpha + \alpha B + \beta A, \\
A_{\tau_1} + A\gamma & = B_\alpha + \beta B + \gamma A, & B_{\tau_1} + B\gamma & = \gamma_\alpha + \gamma B.
\end{align*}
\]

A complete study of these equations leads to the following formulas:

\[
\begin{align*}
u_{0,\tau_1} &= H(W)u_{0,xx} + \frac{u_{0,x}^2}{(u_0 - u_1)^2} \Phi(W)u_{1,xx} + \frac{1}{(u_0 - u_1)}g(u_0, u_1, u_{0,x}, u_{1,x}) \\
&\quad + (u_0 - u_1)(c_0 - c_1 u_1 - \frac{c_2}{2}) - (c_1 u_1^2 + c_2 u_1 + c_3), \\
u_{1,\tau_1} &= \frac{u_{1,x}}{u_{0,x}} H(W)u_{0,xx} + W \Phi(W)u_{1,xx} + \frac{1}{u_{0,x}}g(u_0, u_1, u_{0,x}, u_{1,x}) \\
&\quad + \frac{u_0 - u_1}{u_{0,x}}(c_0 + c_1 u_0 + \frac{c_2}{2}) - (c_1 u_1^2 + c_2 u_1 + c_3),
\end{align*}
\]

where \( H, \Phi, g \) are arbitrary functions; \( c_i \) are arbitrary constants. To define precisely obtained formulas we substitute them into the compatibility condition \((u_{i,xy})\tau_1 = (u_{i,\tau_1})_{xy}\). Thus, we finally found the higher symmetry of the second order:

\[
\begin{align*}
u_{0,\tau_1} &= \left( u_{0,xx} + \frac{u_{0,x}}{u_{1,x}}u_{1,xx} - \frac{2u_{0,x}(u_{0,x} - u_{1,x})}{(u_0 - u_1)} \right) F(W), \\
u_{1,\tau_1} &= \left( u_{1,xx} + \frac{u_{1,x}}{u_{0,x}}u_{0,xx} - \frac{2u_{1,x}(u_{0,x} - u_{1,x})}{(u_0 - u_1)} \right) F(W),
\end{align*}
\tag{3.5} \tag{3.6}
\]

where \( F \) is an arbitrary function; \( W \) is the \( y \)-integral defined by the second formula of (3.2). Also we finally found matrices \( \alpha, \beta, \gamma \) involved in (3.4):

\[
\begin{align*}
\alpha &= \begin{pmatrix}
\alpha_{11} & 0 \\
0 & \alpha_{11}
\end{pmatrix}, & \beta &= \begin{pmatrix}
\beta_{11} & 0 \\
\beta_{21}(\overline{u}, \overline{u}_x, \overline{u}_{xx}) & \beta_{11}
\end{pmatrix}, \\
\gamma &= \begin{pmatrix}
\gamma_{11}(\overline{u}, \overline{u}_x, \overline{u}_{xx}) & \gamma_{12}(\overline{u}, \overline{u}_x, \overline{u}_{xx}) \\
0 & \gamma_{22}(\overline{u}, \overline{u}_x, \overline{u}_{xx})
\end{pmatrix},
\end{align*}
\]

where

\[
\begin{align*}
\beta_{21}(\overline{u}, \overline{u}_x, \overline{u}_{xx}) &= \left( \frac{u_{1,x}}{u_{0,x}(u_0 - u_1)}u_{0,xx} + \frac{1}{(u_0 - u_1)}u_{1,xx} - \frac{2u_{1,x}(u_{0,x} - u_{1,x})}{(u_0 - u_1)^2} \right) F(W), \\
\gamma_{11}(\overline{u}, \overline{u}_x, \overline{u}_{xx}) &= \left( \frac{1}{(u_0 - u_1)}u_{0,xx} + \frac{u_{0,x}}{u_{1,x}(u_0 - u_1)}u_{1,xx} - \frac{2u_{0,x}(u_{0,x} - u_{1,x})}{(u_0 - u_1)^2} \right) F(W), \\
\gamma_{12}(\overline{u}, \overline{u}_x, \overline{u}_{xx}) &= \left( -\frac{1}{(u_0 - u_1)}u_{0,xx} - \frac{u_{0,x}}{u_{1,x}(u_0 - u_1)}u_{1,xx} + \frac{u_{0,x}(u_{0,x} - u_{1,x})}{(u_0 - u_1)^2} \right) F(W),
\end{align*}
\]

where \( i = 1, 2 \), where \( a_i, b_i, h_i \) are functions to be found. To find the higher symmetry we use Lax pair (3.3). Let us consider the linear problem

\[ \Psi_{\tau_1} = (\alpha \lambda^2 + \beta \lambda + \gamma) \Psi, \]
α_{11}, β_{11} are arbitrary constants. Thus it is seen that definitive answer is given by formulas (3.5), (3.6) and
\[ \Psi_{\tau_1} = (\beta \lambda + \gamma) \Psi, \quad \beta = \begin{pmatrix} 0 & 0 \\ \beta_{21} & 0 \end{pmatrix}, \quad \gamma = \begin{pmatrix} \gamma_{11} & \gamma_{12} \\ 0 & \gamma_{22} \end{pmatrix}, \]
where β_{21}, γ_{ij} have been described just above.

**Remark 3.1.** The symmetry given by (3.5), (3.6) can be written as
\[ u_{0,\tau_1} = u_{0,x} F(W) \frac{W_x}{W}, \quad u_{1,\tau_1} = u_{1,x} F(W) \frac{W_x}{W}. \]
Therefore this is actually the classical symmetry in disguise.

Let us consider chain (1.5). We impose the periodic closure conditions \( u_{n+2} = u_n \) to infinite chain (1.5) and obtain the following finite system:
\[ u_{0,xy} = \frac{2}{u_0 - u_1} (u_{0,x} - u_0^2 - 1) (u_{0,y} - u_0^2 - 1) + 2u_0 (u_{0,x} + u_{0,y} - u_0^2 - 1), \]
\[ u_{1,xy} = \frac{2}{u_1 - u_0} (u_{1,x} - u_1^2 - 1) (u_{1,y} - u_1^2 - 1) + 2u_1 (u_{1,x} + u_{1,y} - u_1^2 - 1). \]  
(3.7)
This system possesses the \( y \)-integral and the \( x \)-integral
\[ P = \frac{(u_{0,x} - u_0^2 - 1)(u_{1,y} - u_1^2 - 1)}{(u_0 - u_1)^2}, \quad J = \frac{(u_{0,y} - u_0^2 - 1)(u_{1,y} - u_1^2 - 1)}{(u_0 - u_1)^2}. \]
(3.8)
System (3.7) is the compatibility condition for the Lax pair
\[ \Phi_x = (S \lambda + T) \Phi, \quad \Phi_y = (S \lambda^{-1} + T) \Phi, \]  
(3.9)
where \( \Phi = (\phi_0, \phi_1)^T \),
\[ S = \begin{pmatrix} 0 & 0 \\ \frac{u_{1,x} - u_1^2 - 1}{u_0 - u_1} & 0 \end{pmatrix}, \quad T = \begin{pmatrix} \frac{u_{0,x} - u_0^2 - 1}{u_1 - u_0} + u_0 & \frac{u_{0,x} - u_0^2 - 1}{u_1 - u_0} \\ \frac{u_{1,x} - u_1^2 - 1}{u_0 - u_1} + u_1 & 0 \end{pmatrix}, \]
\[ \hat{S} = \begin{pmatrix} 0 & \frac{u_{0,y} - u_0^2 - 1}{u_0 - u_1} \\ 0 & \frac{u_{1,y} - u_1^2 - 1}{u_1 - u_0} \end{pmatrix}, \quad \hat{T} = \begin{pmatrix} \frac{u_{0,y} - u_0^2 - 1}{u_0 - u_0} + u_0 & 0 \\ \frac{u_{1,y} - u_1^2 - 1}{u_1 - u_0} + u_1 & 0 \end{pmatrix}. \]
To find the higher symmetry it is sufficient (as we have just seen) to consider the system
\[ \Phi_{\tau_2} = (\tilde{\beta} \lambda + \tilde{\gamma}) \Phi, \]  
(3.10)
compatible with the first equation of (3.9). In this way we obtained the higher symmetry of system (3.7):
\[ u_{0,\tau_2} = \left( u_{0,xx} + \frac{u_{0,x} - u_0^2 - 1}{u_{1,x} - u_1^2 - 1} u_{1,xx} + \frac{2\varphi(u_0, u_1, u_{0,x}, u_{1,x})}{(u_{1,x} - u_1^2 - 1)(u_0 - u_1)} \right) F(P), \]  
(3.11)
\[ u_{1,\tau_2} = \left( u_{1,x} - u_1^2 - 1 \frac{u_{0,xx} + u_{1,xx}}{u_{0,x} - u_0^2 - 1} + \frac{2\varphi(u_0, u_1, u_{0,x}, u_{1,x})}{(u_0 - u_0^2 - 1)(u_0 - u_1)} \right) F(P), \]  
(3.12)
1I am grateful to the anonymous referee for this constructive comment.
where $P$ is the $y$-integral given by the first formula of (3.8),

$$
\varphi(u_0, u_1, u_{0,x}, u_{1,x}) = u_{0,x}u_{1,x}(u_{1,x} - u_{0,x}) + u_{0,x}^2(1 + u_{1,x}^2) - u_{0,x}(1 + u_0^2 + u_0u_{1,x} + u_{0}u_{1,x}) + u_{1,x}(1 + u_0^2 + u_0u_{1} + u_0^3u_{1}) \tag{3.13}
$$

Matrices $\tilde{\beta}, \tilde{\gamma}$ (see (3.10)) are defined by the following formulas:

$$
\tilde{\beta} = \begin{pmatrix}
0 & 0 \\
\tilde{\beta}_{21}(\bar{u}, \bar{u}_x, \bar{u}_{xx}) & 0
\end{pmatrix}, \quad \tilde{\gamma} = \begin{pmatrix}
\tilde{\gamma}_{11}(\bar{u}, \bar{u}_x, \bar{u}_{xx}) & \tilde{\gamma}_{12}(\bar{u}, \bar{u}_x, \bar{u}_{xx}) \\
0 & \tilde{\gamma}_{22}(\bar{u}, \bar{u}_x, \bar{u}_{xx})
\end{pmatrix},
$$

where

$$
\tilde{\beta}_{21}(\bar{u}, \bar{u}_x, \bar{u}_{xx}) = \left(\frac{u_{1,x} - u_1^2 - 1}{(u_0 - u_1)(u_{0,x} - u_0^2 - 1)}u_{0,xx} + \frac{u_{1,xx}}{u_0 - u_1} + \frac{2\varphi(u_0, u_1, u_{0,x}, u_{1,x})}{(u_{0,x} - u_0^2 - 1)(u_0 - u_1)^2}F(P),
$$

$$
\tilde{\gamma}_{11}(\bar{u}, \bar{u}_x, \bar{u}_{xx}) = \left(-\frac{u_{0,xx}}{u_0 - u_1} + \frac{(u_{0,x} - u_0^2 - 1)u_{1,xx}}{u_0 - u_1} - \frac{2\varphi(u_0, u_1, u_{0,x}, u_{1,x})}{(u_0 - u_1)^2(u_{1,x} - u_0^2 - 1)}F(P),
$$

$$
\tilde{\gamma}_{12}(\bar{u}, \bar{u}_x, \bar{u}_{xx}) = \left(-\frac{(u_{1,x} - u_1^2 - 1)}{u_0 - u_1}(u_{0,xx} - \frac{u_{1,xx}}{u_0 - u_1} - \frac{2\varphi(u_0, u_1, u_{0,x}, u_{1,x})}{(u_0 - u_1)^2(u_{1,x} - u_0^2 - 1)}F(P),
$$

$\varphi(u_0, u_1, u_{0,x}, u_{1,x})$ is defined by (3.13).

**Remark 3.2.** The symmetry given by (3.11), (3.12) can be written as

$$
u_{0, 2} = (u_{0,x} - u_0^2 - 1)F(P)\frac{P_x}{P}, \quad u_{1, 2} = (u_{1,x} - u_1^2 - 1)F(P)\frac{P_x}{P}.
$$

Therefore this is actually the classical symmetry in disguise.

Note, that periodic closing obtained by the conditions $u_{n+3} = u_n$ imposing on infinite chain (1.5) leads to the system

$$
\begin{align*}
\begin{array}{l}
u_{0, y} = \left(\frac{1}{u_0 - u_2} - \frac{1}{u_1 - u_0}\right)(u_{0,x} - u_0^2 - 1)(u_{0,y} - u_0^2 - 1) + 2u_0(u_{0,x} + u_{0,y} - u_0^2 - 1), \\
u_{1, y} = \left(\frac{1}{u_1 - u_0} - \frac{1}{u_2 - u_1}\right)(u_{1,x} - u_1^2 - 1)(u_{1,y} - u_1^2 - 1) + 2u_1(u_{1,x} + u_{1,y} - u_1^2 - 1), \\
u_{2, y} = \left(\frac{1}{u_2 - u_1} - \frac{1}{u_0 - u_2}\right)(u_{2,x} - u_2^2 - 1)(u_{2,y} - u_2^2 - 1) + 2u_2(u_{2,x} + u_{2,y} - u_2^2 - 1).
\end{array}
\end{align*}
$$
This system has \( y \)-integral and \( x \)-integral

\[
W = \frac{(u_{0,x} - u_0^2 - 1)(u_{1,x} - u_1^2 - 1)(u_{2,x} - u_2^2 - 1)}{(u_2 - u_1)(u_0 - u_1)(u_0 - u_2)},
\]

\[
w = \frac{(u_{0,y} - u_0^2 - 1)(u_{1,y} - u_1^2 - 1)(u_{2,y} - u_2^2 - 1)}{(u_2 - u_1)(u_0 - u_1)(u_0 - u_2)}.
\]

Lax pair has the following form:

\[
\Psi_x = (A\lambda + B)\Psi, \quad \Psi_y = (\tilde{A}\lambda^{-1} + \tilde{B})\Psi,
\]

where \( \Psi = (\psi_0, \psi_1, \psi_2)^T \),

\[
A = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
\frac{u_{2,x} - u_0^2 - 1}{u_1 - u_0} & \frac{u_{0,x} - u_0^2 - 1}{u_1 - u_0} & 0
\end{pmatrix},
\]

\[
B = \begin{pmatrix}
-\frac{u_{0,x} - u_0^2 - 1}{u_1 - u_0} + u_0 & \frac{u_{0,x} - u_0^2 - 1}{u_1 - u_0} & 0 \\
0 & -\frac{u_{1,x} - u_1^2 - 1}{u_2 - u_1} + u_1 & \frac{u_{1,x} - u_1^2 - 1}{u_2 - u_1} \\
0 & 0 & -\frac{u_{2,x} - u_2^2 - 1}{u_0 - u_2} + u_2
\end{pmatrix},
\]

\[
\tilde{A} = \begin{pmatrix}
0 & -\frac{u_{0,y} - u_0^2 - 1}{u_0 - u_2} \\
0 & 0 \\
0 & 0
\end{pmatrix},
\]

\[
\tilde{B} = \begin{pmatrix}
-\frac{u_{0,y} - u_0^2 - 1}{u_0 - u_2} + u_0 & 0 & 0 \\
-\frac{u_{1,y} - u_1^2 - 1}{u_1 - u_0} & \frac{u_{1,y} - u_1^2 - 1}{u_1 - u_0} + u_1 & 0 \\
0 & -\frac{u_{2,y} - u_2^2 - 1}{u_2 - u_1} & \frac{u_{2,y} - u_2^2 - 1}{u_2 - u_1} + u_2
\end{pmatrix}.
\]

4 Conclusion

The problem of classification multidimensional equations is actively studied by many authors, using different algebraic and geometry approaches \[1, 2, 3, 5, 6, 9, 10, 11, 21\]. We note that the classification algorithm for integrable two-dimensional lattices proposed in our previous papers does not provide any algorithm for constructing the Lax pair.

It is known that finite systems obtained from infinite integrable chains by degenerate boundary conditions imposing at the two points of the form \( u_{n+k} = c_1, u_{n+s} = c_2 \) (where \( c_1, c_2 \) are constants) are integrable in the sense of Darboux (they have complete set of integrals in both characteristic directions, i.e., the number of independent integrals is equal to the order of the system). We study finite systems obtained from infinite chains \(1.4), (1.5\) by periodic closure conditions. It is interesting fact that each of these systems also has one \( x \)-integral and one \( y \)-integral. We obtained that symmetries of these systems depend on integrals. It is known that Darboux integrable systems possesses symmetries which depend on integrals \[24, 30\]. Symmetries of systems with incomplete sets of integrals might depend on these integrals \[17, 19\]. In a discrete version, this fact is discussed in paper \[26\]. In papers \[4, 25\] an algorithm is proposed which allows one to construct higher symmetries of arbitrary order for some special classes of hyperbolic systems possessing the integrals.
Acknowledgements

The author gratefully thanks I.T. Habibulin for assignment the problem and useful discussions, E.V. Ferapontov for explaining the method of the construction of Lax pairs and S.Ya. Startsev for valuable comments. The author gratefully thanks anonymous referees for a contribution to improve the paper.

References

[1] Bogdanov L.V., Dunajski–Tod equation and reductions of the generalized dispersionless 2DTL hierarchy, *Phys. Lett. A* 376 (2012), 2894–2898, arXiv:1204.3780.

[2] Bogdanov L.V., Konopelchenko B.G., On dispersionless BKP hierarchy and its reductions, *J. Nonlinear Math. Phys.* 12 (2005), suppl. 1, 64–73, arXiv:nlin.SI/0411046.

[3] Calderbank D.M.J., Kruglikov B., Integrability via geometry: dispersionless differential equations in three and four dimensions, *Comm. Math. Phys.* 382 (2021), 1811–1841, arXiv:1612.02753.

[4] Demskoi D.K., Startsev S.Ya., On construction of symmetries from integrals of hyperbolic partial differential systems, *J. Math. Phys.* 136 (2006), 4378–4384.

[5] Doubrov B., Ferapontov E.V., Kruglikov B., Novikov V.S., On integrability in Grassmann geometries: integrable systems associated with fourfolds in Gr(3,5), *Proc. Lond. Math. Soc.* 116 (2018), 1269–1300, arXiv:1503.02274.

[6] Doubrov B., Ferapontov E.V., Kruglikov B., Novikov V.S., Integrable systems in four dimensions associated with six-folds in Gr(4,6), *Int. Math. Res. Not.* 2019 (2019), 6585–6613, arXiv:1705.06999.

[7] Ferapontov E.V., Laplace transforms of hydrodynamic-type systems in Riemann invariants, *Theoret. and Math. Phys.* 110 (1997), 68–77, arXiv:solv-int/9705017.

[8] Ferapontov E.V., Habibullin I.T., Kuznetsova M.N., Novikov V.S., On a class of 2D integrable lattice equations, *J. Math. Phys.* 61 (2020), 073505, 15 pages, arXiv:2006.06738.

[9] Ferapontov E.V., Hadjikos L., Khusnutdinova K.R., Integrable equations of the dispersionless Hirota type and hypersurfaces in the Lagrangian Grassmannian, *Int. Math. Res. Not.* 2010 (2010), 496–535, arXiv:0705.1774.

[10] Ferapontov E.V., Khusnutdinova K.R., Hydrodynamic reductions of multidimensional dispersionless PDEs: the test for integrability, *J. Math. Phys.* 45 (2004), 2365–2377, arXiv:nlin.SI/0312015.

[11] Ferapontov E.V., Kruglikov B.S., Dispersionless integrable systems in 3D and Einstein–Weyl geometry, *J. Differential Geom.* 97 (2014), 215–254, arXiv:1208.2728.

[12] Ferapontov E.V., Novikov V.S., Roustemoglou I., Towards the classification of integrable differential-difference equations in 2 + 1 dimensions, *J. Phys. A: Math. Theor.* 46 (2013), 245207, 13 pages, arXiv:21303.3430.

[13] Habibullin I.T., Characteristic Lie rings, finitely-generated modules and integrability conditions for (2+1)-dimensional lattices, *Phys. Scr.* 87 (2013), 065005, 5 pages, arXiv:1208.5302.

[14] Habibullin I.T., Kuznetsova M.N., A classification algorithm for integrable two-dimensional lattices via Lie–Rinehart algebras, *Theoret. and Math. Phys.* 203 (2020), 569–581, arXiv:1907.12269.

[15] Habibullin I.T., Kuznetsova M.N., Sakieva A.U., Integrability conditions for two-dimensional Toda-like equations, *J. Phys. A: Math. Theor.* 53 (2020), 395203, 25 pages, arXiv:2005.09712.

[16] Habibullin I., Poptsova M., Classification of a subclass of two-dimensional lattices via characteristic Lie rings, *SIGMA* 13 (2017), 073, 26 pages, arXiv:1703.09963.

[17] Kiselev A.V., van de Leur J.W., Symmetry algebras of Lagrangian Liouville-type systems, *Theoret. and Math. Phys.* 162 (2010), 149–162, arXiv:0902.3624.

[18] Kuznetsova M.N., Classification of a subclass of quasilinear two-dimensional lattices by means of characteristic algebras, *Ufa Math. J.* 11 (2019), 109–131.

[19] Leznov A.N., Smirnov V.G., Shabat A.B., The group of internal symmetries and the conditions of integrability of two-dimensional dynamical systems, *Theoret. and Math. Phys.* 51 (1982), 322–330.

[20] Millionshchikov D., Lie algebras of slow growth and Klein–Gordon PDE, *Algebr. Represent. Theory* 21 (2018), 1037–1069, arXiv:1711.03706.
[21] Pavlov M.V., Classifying integrable Egoroff hydrodynamic chains, *Theoret. and Math. Phys.* **138** (2004), 45–58.

[22] Rinehart G.S., Differential forms on general commutative algebras, *Trans. Amer. Math. Soc.* **108** (1963), 195–222.

[23] Shabat A.B., Yamilov R.I., To a transformation theory of two-dimensional integrable systems, *Phys. Lett. A* **227** (1997), 15–23.

[24] Startsev S.Ya., On differential substitutions of the Miura transformation type, *Theoret. and Math. Phys.* **116** (1998), 1001–1010.

[25] Startsev S.Ya., On the variational integrating matrix for hyperbolic systems, *J. Math. Phys.* **151** (2008), 3245–3253.

[26] Xenitidis P., Determining the symmetries of difference equations, *Proc. R. Soc. Lond. A* **474** (2018), 20180340, 20 pages.

[27] Zakharov V.E., Dispersionless limit of integrable systems in 2+1 dimensions, in Singular Limits of Dispersive Waves (Lyon, 1991), *NATO Adv. Sci. Inst. Ser. B: Phys.*, Vol. 320, *Springer*, Boston, MA, 1994, 165–174.

[28] Zhiber A.V., Kostrigina O.S., Exactly integrable models of wave processes, *Vestnik USATU* **9** (2007), no. 7, 83–89.

[29] Zhiber A.V., Murtazina R.D., Habibullin I.T., Shabat A.B., Characteristic Lie rings and nonlinear integrable equations, Institute of Computer Science, Moscow – Izhevsk, 2012.

[30] Zhiber A.V., Sokolov V.V., Startsev S.Ya., On nonlinear Darboux-integrable hyperbolic equations, *Dokl. Akad. Nauk* **343** (1995), 746–748.