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Abstract
Transfer learning approaches in reinforcement learning aim to assist agents in learning their target domains by leveraging the knowledge learned from other agents that have been trained on similar source domains. For example, recent research focuses on using knowledge transfer between tasks that have different transition dynamics and reward functions; however, little focus has been placed on knowledge transfer between tasks that have different action spaces. In this paper, we approach the task of transfer learning between domains that differ in action spaces. We present a reward shaping method based on source embedding similarity that is applicable to domains with both discrete and continuous action spaces. The efficacy of our approach is evaluated on transfer to restricted action spaces in the Acrobot-v1 and Pendulum-v0 domains (Brockman et al. 2016). A comparison with two baselines shows that our method does not outperform these baselines in these continuous action spaces but does show an improvement in these discrete action spaces. We conclude our analysis with future directions for this work.

Introduction
Reinforcement learning (RL) is a proven methodology for solving sequential decision-making tasks; however, as RL methods become more capable in addressing these tasks, they also tend to incur large computational costs before reaching a desired level of performance. Interestingly, many tasks bear resemblance to one another, which has prompted the study of leveraging previous RL solutions for old tasks in solving new, related tasks. This approach in RL is called transfer learning as the knowledge learned by RL agents in older source domains is transferred to an RL agent to assist in learning a new domain. While transfer learning has been studied extensively in other areas of machine learning, it admits a promising direction for improving the performance of RL agents on increasingly difficult tasks.

A variety of transfer learning approaches exist in RL. Of the transfer learning approaches mentioned in (Zhu, Lin, and Zhou 2020), many choose to transfer knowledge between domains by using incentives via the reward function (known as reward shaping) or by encoding knowledge within embedding spaces (known as representation transfer). In particular, the advent of deep RL has encouraged heavier use of representation transfer due to the expressive power of deep neural networks (Zhu, Lin, and Zhou 2020). For example, (Zhang, Satija, and Pineau 2018) choose to use LSTM networks to learn embedding spaces that help transfer knowledge across domains differing in transition dynamics and rewards; similarly, (Petangoda et al. 2019) learn latent spaces that facilitate specialization in new domains that differ in transition dynamics and goal states. While such methods help facilitate knowledge transfer across domains that differ by these aspects, not as much focus has been placed on transfer across domains that differ in their action spaces, which presents a roadblock for facilitating knowledge transfer across a wide number of domains.

In this paper, we take a step towards accomplishing knowledge transfer across domains that differ only in their action spaces. Specifically, we propose a method of knowledge transfer that combines the functionality of reward shaping and representation transfer by calculating reward incentives via similarity measures of a learned embedding space. Our method can be applied to transfer settings that employ discrete action spaces or continuous action spaces. To analyze this method, we conduct experiments in the Acrobot-v1 and Pendulum-v0 domains (Brockman et al. 2016) by transferring knowledge from each to similar versions of themselves that feature restricted action spaces. While our method does not achieve effective knowledge transfer in continuous action spaces, we show that our method does achieve a measure of knowledge transfer in discrete action spaces. We conclude by discussing future directions for this work, contributing possible settings wherein our method can be expanded.

Related Work
RL research in transfer learning often focuses on transfer settings where a target environment is a perturbation of the source environment(s) in some aspect. (Barreto et al. 2016) introduce an approach that learns faster in simulated navigation and robotic arm settings with modified reward functions. The approach decouples the transition dynamics and reward function from the environment so that changes in the reward function can instead be accommodated as changes in the weights associated with successor features. In a similar vein, (Petangoda et al. 2019) and (Zhang, Satija, and Pineau 2018) use decoupled dynamics and reward functions...
to adapt to changes in both these aspects. (Petangoda et al. 2019) formulate the problem as variational inference, where they learn the policy over a latent space that contains what they refer to as skill embeddings. These skill embeddings are then leveraged as opposed to using the transition dynamics directly. (Zhang, Satija, and Pineau 2018) use an encoder-decoder approach to learn a latent representation of the state space. A separate rewards module that uses these latent embeddings is then learned, allowing one to transfer knowledge across domains by simply interchanging the modules for shifts in the dynamics or reward function. Our research characteristically differs from these approaches as we tackle transfer between domains with different action spaces, which requires other kinds of representations than what has been previously studied.

In related reward shaping research, (Ng, Harada, and Russell 1999) introduce a potential-based reward shaping method for transferring domain knowledge. They show that injecting domain-based heuristics via their potential function can reduce learning time while keeping the optimal policy unchanged. Extending this idea, (Wiewiora, Cottrell, and Elkan 2003) propose an approach where the potential function can be designed using both states and actions, which extends the state-only potential function proposed in (Ng, Harada, and Russell 1999). Instead of the manually designed heuristics discussed in these two works, (Brys et al. 2015) use a policy-based reward shaping method to hasten learning. Using a learned policy in a source domain, (Brys et al. 2015) use this approach to transfer to a target domain with different transition dynamics. They compute the auxiliary reward using the probability of a mapped state-action pair’s occurrence in the source domain’s learned policy. Our approach utilizes the potential-based approach presented in (Wiewiora, Cottrell, and Elkan 2003); however, it differs in the manner by which we compute the auxiliary reward as we tailor the computation for transfer between domains with different action spaces.

**Method**

We adopt the definition of an MDP given in (Zhu, Lin, and Zhou 2020). Let $M_{source} = (S, A_{source}, R, T, \gamma, \mu_0, S_0)$ denote the source MDP, where $S$ denotes the state space, $A_s$ denotes the action space of the source domain, $R : S \times A \times S \rightarrow \mathbb{R}$ denotes the reward function, $T : S \times A \times S \rightarrow \mathbb{R}$ denotes the transition function, $\gamma \in (0, 1]$ denotes the discount factor, $\mu_0$ denotes the set of initial states, and $S_0$ denotes the set of absorbing states. Let $M_{target} = (S, A_{target}, R, T, \gamma, \mu_0, S_0)$ denote the target MDP, where $A_{target}$ denotes the action space of the target domain. Reinforcement learning methods can choose to learn the unknown elements of each MDP explicitly to elicit an optimal policy; otherwise, reinforcement learning methods typically derive policies based on direct estimates of a value function. Here, we are interested in instantiations of the latter case involving the use of deep neural networks for the Q-functions.

Let $Q_{source} : S \rightarrow \mathbb{R}^{|A_{source}|}$ denote the Q-function estimator for a source domain with a discrete action space. In this work, we assume that the neural network architecture for $Q_{source}$ employs a fully connected layer $l$ immediately before the final output such that $Q_{source}(s) = l(q_{last}(s))$. Let $z(s) = q_{last}(s)$ be the features of the last linear layer for input $s$. Without loss of generality, we define $Q_{source} : S \times A_{source} \rightarrow \mathbb{R}$ as the Q-function estimator for a source domain with a continuous action space for actor-critic methods (Konda and Tsitsiklis 1999).

To employ knowledge transfer from $M_{source}$ to $M_{target}$, we use a reward shaping approach (Zhu, Lin, and Zhou 2020; Ng, Harada, and Russell 1999) based on the Potential-Based State-Action Advice method given in (Wiewiora, Cottrell, and Elkan 2003). Namely, the target reward function $R_{target}$ is augmented with an auxiliary reward:

$$R' = R + F = R + (\gamma \Phi(s', a') - \Phi(s, a))$$

where $s'$ denotes the resulting state of performing action $a$ in state $s$ and $a'$ denotes the action to take by the policy when in state $s'$. By carefully designing the potential...
Table 1: Characteristics of each environment and how their action spaces differ. In the case of Acrobot (Geramifard et al. 2015), the "no-torque" option is removed in the target space.

| Source Environments | Target Environments |
|---------------------|---------------------|
| **Name** | **Action Space** | **Name** | **Action Space** | **Type** | **Algorithms** |
| Pendulum (Brockman et al. 2016) | [low, high] | New Pendulum | [0, high] | Box | TD3, DDPG |
| Acrobot (Geramifard et al. 2015) | Discrete(3) | New Acrobot | Discrete(2) | Discrete | DQN |

The details of each environment are demonstrated in Table 1. Action spaces in the Gym library can be classified into four groups: a) BOX, a N-dimensional box in $\mathbb{R}^N$ whose tuples represent a possible action; b) DISCRETE, a list of possible actions where only one of the actions can be used per timestep; c) MULTI DISCRETE, a list of action sets where only one action of each discrete set can be used per timestep; d) MULTIBINARY, a list of possible actions where any of the actions can be used in any combination per timestep. In our scope, we consider only the DISCRETE and BOX action spaces to handle both discrete and continuous action spaces, respectively. In the DISCRETE space, new environments are created by taking a subset of the original environment’s action space. In the BOX space, we clip the action values so that the new action lies within a subset of the original box. The details of each environment are demonstrated in Table 1.

Experimental settings. OpenAI Gym (Brockman et al. 2016) is a popular toolkit for comparing and evaluating reinforcement learning algorithms. The Gym library provides a collection of test environments that are reusable, modular, and modifiable via a collection of shared interfaces. As such, we use this functionality to create modifications of the Pendulum-v0 and Acrobot-v1 environments (Brockman et al. 2016) and (Geramifard et al. 2015) that feature restricted action spaces. These modified environments are the target environments in our experiments; the original versions of each environment are used as source environments. Once a source model has been trained for each environment, our approach samples ten trajectories as set $Z$.

Action spaces in the Gym library can be classified into four groups: a) BOX, a $N$-dimensional box in $\mathbb{R}^N$ whose tuples represent a possible action; b) DISCRETE, a list of possible actions where only one of the actions can be used per timestep; c) MULTI DISCRETE, a list of action sets where only one action of each discrete set can be used per timestep; d) MULTIBINARY, a list of possible actions where any of the actions can be used in any combination per timestep. In our scope, we consider only the DISCRETE and BOX action spaces to handle both discrete and continuous action spaces, respectively. In the DISCRETE space, new environments are created by taking a subset of the original environment’s action space. In the BOX space, we clip the action values so that the new action lies within a subset of the original box. The details of each environment are demonstrated in Table 1.

Model comparison. We evaluate our approach’s episodic reward performance in comparison to two other baselines. The first baseline learns the target domain from scratch without any transferred knowledge from source domain. The second baseline directly applies the pre-trained source model in
Figure 2: Experiment results conducted on Pendulum-v0 and Acrobot-v1 domains (Brockman et al. 2016). The continuous Pendulum-v0 setting suggests that our method does not achieve significant transfer in restricted continuous action spaces. The discrete Acrobot-v1 setting suggests that our method does help in reward convergence after the initial replay buffer generation.

As can be seen in Figure 2, our approach performs only as well as the no-transfer baseline in the continuous setting, being only marginally better for a few episodes in DDPG. For restricted action spaces in the continuous setting, the results indicate that clipping the action output of the source model is sufficient. In the discrete setting, Figure 2 also demonstrates the results in the New Acrobot environment with the underlying DQN method. While the error bars for these experiments are large, our reward shaping approach appears to converge faster than these two baselines on average as it converges to a higher reward after the 100 initial episodes of populating the replay buffer with trajectories. Surprisingly, the learning curve for our reward shaping method fluctuates drastically after 200 episodes. We suspect that this behavior is characteristic of the environment; however, additional experimentation would be needed to confirm this observation.

Discussion

As discussed before, our method achieves some measure of knowledge transfer to restricted discrete action spaces. However, what remains unexplored in this thread is the application of this method for transferring knowledge to expanded action spaces and action spaces that have disjoint components. For target domains that feature the discrete portion of these action spaces, our method can be still be applied since the input for the Q-networks used in these discrete spaces only depend on the state. The same observation applies to the continuous portion of these target domains since the corresponding critic networks already accept inputs from $\mathbb{R}^n$. Another unexplored direction is the application of our method to other underlying RL algorithms. While we study the use of DQNs (Mnih et al. 2013), DDPG (Lillicrap et al. 2015), and TD3 (Fujimoto, Hoof, and Meger 2018), the analysis of our method applied to other recent RL frameworks that employ Q-networks would provide further knowledge as to the efficacy of our method. In summary, our method presents a plausible direction for performing knowledge transfer across differing action spaces.
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