Chain Rule for Fractional Order Derivatives

Ali Karci
Department of Computer Engineering, Faculty of Engineering, İnönü University, Malatya, Turkey

Email address: adresverme@gmail.com, ali.karci@inonu.edu.tr

To cite this article:
Ali Karci. Chain Rule for Fractional Order Derivatives. Science Innovation. Vol. 3, No. 6, 2015, pp. 63-67. doi: 10.11648/j.si.20150306.11

Abstract: The concept of derivative is an old concept and there are numerous studies on this concept. Some of these studies are on fractional order derivative. In this paper, we will emphasize that the methods for fractional order derivative are not valid for chain rule, and all definitions for fractional order derivatives have some deficiencies, since the basic concepts of these definitions are based on the pseudo-continuity and gamma function derived from classical derivation. Due to this case, a new definition for chain rule in fractional order derivative was improved. The validity of definition was verified by theorems and examples.
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1. Introduction

The asymptotic behaviours of functions have been analysed by velocities or rates of change in functions, while there are very small changes occur in the independent variables. The concept of rate of change in any function versus change in the independent variables was defined as derivative, and this concepts attracted many scientists and mathematicians such as Newton, L’Hospital, Leibniz, Abel, Euler, Riemann, etc [1, 2, 3, 4, 5]. After these mathematicians / scientists, there are many mathematicians dealt with this concept, and some of them such as Euler, Riemann-Liouville, Caputo, Abel, Fourier, Miller-Ross, Grunwald-Letnikov, Oldham-Spanier, and Kolwankar-Gangal extended the derivative concept to fractional order derivative.

The fractional calculus, fractional order derivatives have attracted many mathematicians / scientists such as Newton, Leibniz, L’Hospital, Abel, Euler, Rieman, Fourier, Caputo, Liouville, etc and there are a lot of studies on fractional calculus and fractional order derivatives [6, 7, 8, 9, 10, 11, 12]. The concept claimed by mathematicians / scientists as derivatives should verify all derivatives rules such as derivative of functions, chain rule, etc. He and his friends verified that fractional order derivative methods do not verify the chain rule for fractional order derivative [13]. Karci and his friends defined a new concept for fractional order derivatives and determined revealed the properties of fractional order derivatives [14, 15, 16, 17].

The derivative is a popular subject in engineering and science. The derivative is applied to the following subjects: heat transfer, experimental investigations, aerodynamics, combustion, chemical reaction and mixing, multiphase flow modelling, Computational fluid dynamics (CFD) approach to different engineering systems, Dynamic modelling theories, techniques, and application examples of engineering systems, Experimental study and/or measurement technology of engineering systems, Manufacturing processes, process modelling, Performance modelling of automobiles (consumer vehicles, commercial vehicles, and racing vehicles), Structure vibrations, acoustics, Various engineering system control and simulation, Optimisation of engineering systems, Signal processing and identification, etc. Due to this case, there are many studies on the derivative, and Karci defined fractional order derivative in a different way [14, 15, 16, 17]. The aim of this paper is to develop a new method for chain rule in derivative by using definitions made by Karci.

This paper is organized as follow. Section 2 describes the new definition for fractional order derivative. Section 3 illustrates the chain rule for fractional order derivative. Finally, paper is concluded in Section 4.

2. New Approach for Fractional Order Derivative

The meaning of derivative is the rate of change in the dependent variable versus the changes in the independent variables. At this aim, the definition of derivative is

\[
\lim_{h \to 0} \frac{f(x+h)-f(x)}{(x+h)-x}
\]  

The exponents of f(x+h), f(x), (x+h) and x are 1. The
exponents of these terms can be considered as real number such as \(a\). The general definition for derivative is given in Definition 1.

**Definition 1:** \(f(x):\mathbb{R} \to \mathbb{R}\) is a function, \(\alpha \in \mathbb{R}\) and the Fractional Order Derivative (FOD) can be considered as follows.

\[
f^{(\alpha)}(x) = \lim_{h \to 0} \frac{f^{\alpha}(x+h) - f(x)}{(x+h)^{\alpha} - x^{\alpha}} \tag{2}
\]

In the case of very small value of \(h\), the limit in the Definition 1 concluded in indefinite limit.

\[
f^{(\alpha)}(x) = \lim_{h \to 0} \frac{f^{\alpha}(x+h) - f(x)}{(x+h)^{\alpha} - x^{\alpha}} = 0 \tag{3}
\]

In this case, the method used for indefinite limit (such as L’Hospital method) can be used, and the FOD can be redefined as in Definition 2.

**Definition 2:** Assume that \(f(x):\mathbb{R} \to \mathbb{R}\) is a function, \(\alpha \in \mathbb{R}\) and \(L(.)\) be a L’Hospital process. The FOD of \(f(x)\) is

\[
f^{(\alpha)}(x) = \lim_{h \to 0} \left \{ \frac{f^{\alpha}(x+h) - f^{\alpha}(x)}{(x+h)^{\alpha} - x^{\alpha}} \right \} = \frac{d}{dh} \left \{ \frac{f^{\alpha}(x+h) - f^{\alpha}(x)}{(x+h)^{\alpha} - x^{\alpha}} \right \} \tag{4}
\]

3. **Chain Rule and Proposed Method**

Assume that \(u\) is a function, then the fractional order derivative of \(u\) is \(\frac{d^{a}u}{dx^{a}}\) and \(\alpha \in \mathbb{R}\). So, the chain rule for \(u\) must be

\[
\frac{d^{a}u}{dx^{a}} = \frac{\partial^{a}u}{\partial y^{a}} \frac{\partial y}{\partial u} \frac{\partial u}{\partial x} \tag{5}
\]

There is not any definition for fractional order derivative in this way. He and his friends (2012) have definition for chain rule for fractional order derivative such as

\[
\frac{d^{a}u}{dt^{a}} = \frac{du}{ds} \frac{d^{a}s}{dt^{a}} \tag{6}
\]

where the first term in the right-hand side is a classical derivative of \(u\) with respect to \(s\). He and his friends (2012) verified that the definitions of fractional order derivatives do not satisfy this equation. They have a counter-example for this case. This counter-example can be summarized as follow.

\[u(t)=t^{2}, s(x)=x^{5}, \beta \in \mathbb{R}^{+}\]

The left-hand side of equation 6 is

\[
\frac{d^{a}u}{dt^{a}} = \frac{x^{2\beta-a}}{\Gamma(2\beta+1)} \frac{\partial}{\partial s} \frac{\partial}{\partial t^{a}} \tag{7}
\]

The right-hand side of equation 6 is

\[
\frac{du}{ds} \frac{d^{a}s}{dt^{a}} = 2x^{\beta} \frac{x^{2\beta-a}(\beta+1)}{\Gamma(\beta-a+1)} \tag{8}
\]

It can be seen that equations 7 and 8 are not equal. He and his friends tried to satisfy this equation by multiplying right-hand side of equation 6 by a constant coefficient. Due to this case, the chain rule should be defined by using Definition 2.

**Theorem 1:** The chain rule for fractional order derivative with respect to Definition 2 is

\[
\frac{d^{a}y}{dx^{a}} = \frac{\partial y}{\partial u} \frac{\partial u}{\partial x} \tag{9}
\]

where \(\alpha \in \mathbb{R}\), \(y=f(u)\), and \(u=g(x)\).

**Proof:** \(y\) and \(u\) are not absolutely independent variables; however, \(x\) is an independent variable. The derivative means that the derivative is the response of dependent variable to changes in independent variables. So, the change in \(y\) with respect to \(u\) is not absolutely derivative, since \(u\) is not independent variable. The change in \(y\) with respect to \(x\) through \(u\) must be taken in care. So,

\[
\Delta y = \Delta u \left \{ \frac{f^{\alpha}(u+h) - f^{\alpha}(u)}{(u+h)^{\alpha} - u^{\alpha}} \right \} \tag{10}
\]

and

\[
\Delta y = \lim_{h \to 0} \frac{g^{\alpha}(x+h) - g^{\alpha}(x)}{(x+h)^{\alpha} - x^{\alpha}} \tag{11}
\]

The definition for fractional order derivative with respect to Definition 2 is as follow.

\[
f^{(\alpha)}(x) = \lim_{h \to 0} \left \{ \frac{f^{\alpha}(x+h) - f^{\alpha}(x)}{(x+h)^{\alpha} - x^{\alpha}} \right \} = \frac{d}{dh} \left \{ \frac{f^{\alpha}(x+h) - f^{\alpha}(x)}{(x+h)^{\alpha} - x^{\alpha}} \right \} \tag{12}
\]

The chain rule result is

\[
\frac{\Delta y}{\Delta x} = \frac{\Delta y}{\Delta u} \frac{\Delta u}{\Delta x} = \left \{ \lim_{h \to 0} \left \{ \frac{f^{\alpha}(u+h) - f^{\alpha}(u)}{(u+h)^{\alpha} - u^{\alpha}} \right \} \right \} \lim_{h \to 0} \left \{ \frac{g^{\alpha}(x+h) - g^{\alpha}(x)}{(x+h)^{\alpha} - x^{\alpha}} \right \} \tag{13}
\]

\[
= \left \{ \lim_{h \to 0} \frac{d}{dh} \left \{ \frac{f^{\alpha}(u) - f^{\alpha}(u)}{(u+h)^{\alpha} - u^{\alpha}} \right \} \right \} \lim_{h \to 0} \frac{d}{dh} \left \{ \frac{g^{\alpha}(x) - g^{\alpha}(x)}{(x+h)^{\alpha} - x^{\alpha}} \right \} \tag{14}
\]

\[
= \left \{ \frac{f(u)}{u} \right \} f'(u) \left \{ \frac{g(x)}{x} \right \} g'(x) \tag{15}
\]
Some examples can be given for sake of clarity of the chain rule and its application. Examples can be selected from polynomial, exponential, logarithmic and trigonometric functions.

Example 1: (Polynomial) Assume that \( y(x) = x^2 \) and \( x(t) = 2t^2 + 1 \). The left-hand side result and right-hand side result can be obtained separately.

LHS: \( \frac{\partial^\alpha y}{\partial t^\alpha} = 4(2t+1)^{\frac{\alpha-1}{2}} \) and

RHS: \( \frac{\partial^\alpha y}{\partial t^\alpha} \frac{\partial^\alpha x}{\partial t^\alpha} = \left( \frac{x^2}{x} \right)^{\frac{\alpha-1}{2}} \left( \frac{2(2t+1)}{t} \right)^{\frac{\alpha-1}{2}} = 4(2t+1)^{\frac{\alpha-1}{2}} \)

It can be seen easily that LHS=RHS. When \( \alpha = 1 \), the result of definition of classical derivative is obtained. This means that Definition 2 for fractional order derivative is a complete and sound approach. When \( \alpha = 1 \), LHS=RHS=4(2t+1). The chain rule result for definition of classical derivative is \((2x)^2 = 4(2t+1)\).

Example 2: (Exponential) Assume that \( y(x) = e^x \) and \( x(t) = 2t^2 + 1 \). The left-hand side result and right-hand side result can be obtained separately.

LHS: \( \frac{\partial^\alpha y}{\partial t^\alpha} = \frac{2e^{(2t+1)x}}{t^{\alpha-1}} \) and

RHS: \( \frac{\partial^\alpha y}{\partial t^\alpha} \frac{\partial^\alpha x}{\partial t^\alpha} = \left( \frac{e^x}{x} \right)^{\frac{\alpha-1}{2}} \left( \frac{e^{2t+1}}{t} \right)^{\frac{\alpha-1}{2}} = \frac{2e^{(2t+1)x}}{t^{\alpha-1}} \)

It can be seen easily that LHS=RHS.

Example 3: (Trigonometric) Assume that \( y(x) = \sin(x) \) and \( x(t) = t^2 \). The left-hand side result and right-hand side result can be obtained separately.

LHS: \( \frac{\partial^\alpha y}{\partial t^\alpha} = \left( \frac{\sin(t^2)}{t} \right)^{\frac{\alpha-1}{2}} \cos(t^2) 2t = \frac{2\cos(t^2)\sin(t^2)}{t^\alpha-2} \)

and

RHS: \( \frac{\partial^\alpha y}{\partial t^\alpha} \frac{\partial^\alpha x}{\partial t^\alpha} = \left( \frac{\sin(x)}{x} \right)^{\frac{\alpha-1}{2}} \cos(x) \left( \frac{t^2}{t} \right) 2t = \frac{2\cos^2(t)\sin(t)}{t^\alpha-2} \)

It can be seen easily that LHS=RHS.

Example 4: (Logarithmic) Assume that \( y(x) = \ln(x) \) and \( x(t) = 2t \). The left-hand side result and right-hand side result can be obtained separately.

LHS: \( \frac{\partial^\alpha y}{\partial t^\alpha} = \left( \frac{\ln(2t)}{t} \right)^{\frac{\alpha-1}{2}} \) and

RHS: \( \frac{\partial^\alpha y}{\partial x^\alpha} \frac{\partial^\alpha x}{\partial t^\alpha} = \left( \frac{\ln(x)}{x} \right)^{\frac{\alpha-1}{2}} \left( \frac{2t}{t} \right)^{\frac{\alpha-1}{2}} = \frac{2\ln(2t)}{t^\alpha} \)

It can be seen easily that LHS=RHS.

Theorem 2: Assume that \( \frac{\partial^\alpha y}{\partial x^\alpha} \) and \( \frac{\partial^\alpha y}{\partial u^\alpha} \) are derivatives, and \( \alpha, \alpha_1, \alpha_2 \in \mathbb{R} \). If \( \frac{\partial^\alpha y}{\partial u^\alpha} \) is left-hand side of chain rule and \( \frac{\partial^\alpha y}{\partial u^\alpha} \frac{\partial^\alpha y}{\partial u^\alpha} \) is right-hand side of chain rule, then \( \alpha = \alpha_1 = \alpha_2 \).

Proof: The left-hand side is

\[
\frac{\partial^\alpha y}{\partial u^\alpha} = \lim_{t \to 0} \left( \frac{y^\alpha(x(t) + h) - y^\alpha(x(t))}{(x(t) + h)^\alpha - x(t)^\alpha} \right)
\]

and the terms in the right-hand side are

\[
\frac{\partial^\alpha y}{\partial u^\alpha} = \lim_{t \to 0} \left( \frac{y^\alpha(u(t) + h) - y^\alpha(u(t))}{(u(t) + h)^\alpha - u(t)^\alpha} \right)
\]

and

\[
\frac{\partial^\alpha y}{\partial u^\alpha} = \lim_{t \to 0} \left( \frac{u^\alpha(x(t) + h) - u^\alpha(x(t))}{(x(t) + h)^\alpha - x(t)^\alpha} \right)
\]

In the case of chain rule, \( \frac{\partial^\alpha y}{\partial u^\alpha} \) and \( \frac{\partial^\alpha y}{\partial u^\alpha} \frac{\partial^\alpha u}{\partial u^\alpha} \) must be equal.
\[
\frac{\partial^{\alpha} y}{\partial u^{\alpha}} \frac{\partial^{\alpha} u}{\partial x^{\alpha}} = \left\{ \lim_{h \to 0} \frac{d}{dh} \left( y^{\alpha}(u+h) - y^{\alpha}(u) \right) \right\}
\]

In order to validate the chain rule,

\[
\frac{d}{dh} \left( y^{\alpha}(u+h) - y^{\alpha}(u) \right).
\]

This means that \(\alpha_1=\alpha_3\). Then the right-hand side will be

\[
\frac{\partial^{\alpha} y}{\partial u^{\alpha}} \frac{\partial^{\alpha} u}{\partial x^{\alpha}} = \left\{ \lim_{h \to 0} \frac{d}{dh} \left( y^{\alpha}(u+h) - y^{\alpha}(u) \right) \right\}
\]

If this is a chain rule, then

\[
\frac{\partial^{\alpha} y}{\partial x^{\alpha}} = \frac{\partial^{\alpha} y}{\partial u^{\alpha}} \frac{\partial^{\alpha} u}{\partial x^{\alpha}}
\]

\[
\Rightarrow \left\{ \lim_{h \to 0} \frac{d}{dh} \left( y^{\alpha}(u+h) - y^{\alpha}(u) \right) \right\}
\]

\[
\Rightarrow \left\{ \lim_{h \to 0} \frac{d}{dh} \left( y^{\alpha}(u+h) - y^{\alpha}(u) \right) \right\}
\]

The last equation verifies that all orders of derivative for chain rule must be equal.

**Example 5:** (Logarithmic) Assume that \(y(x)=\ln(x)\) and \(x(t)=t^2\). The left-hand side result and right-hand side result can be obtained separately.

LHS:

\[
\frac{\partial^{\alpha} y}{\partial t^{\alpha}} = \left( \frac{\ln(2t)}{t} \right)^{\alpha-1} \frac{2}{2t} = \left( \frac{\ln(2t)}{t} \right)^{\alpha-1}
\]

and

\[
\frac{\partial^{\alpha} y}{\partial x^{\alpha}} \frac{\partial^{\alpha} x}{\partial t^{\alpha}} = \left( \frac{\ln(x)}{x} \right)^{\alpha-1} \frac{1}{x} \left( \frac{2t}{t} \right)^{\alpha-1} 2t = \left( \frac{\ln(x)}{x} \right)^{\alpha-1}
\]

RHS:

\[
\frac{(\ln(2)^{\alpha-1}}{t^{2\alpha-2}} = \left( \frac{t^2}{t} \right)^{\alpha-1} \frac{2t}{t} = \left( \frac{\ln(x)}{x} \right)^{\alpha-1}
\]

In order to satisfy \(\frac{\partial^{\alpha} y}{\partial t^{\alpha}} = \frac{\partial^{\alpha} y}{\partial x^{\alpha}} \frac{\partial^{\alpha} x}{\partial t^{\alpha}}\), \(\alpha_1=\alpha_3\) and \(2\alpha_1=2\alpha_3\).

It can be shown that \(\alpha_1=\alpha_3\).

**4. Conclusions**

In this paper, the methods for fractional order derivative are not valid chain rule based on study of He and his friends. Due to this case, a new definition for chain rule was developed in this paper. The developed method (definition) was verified by two theorems and the results of theorems were applied to polynomial, exponential, logarithmic and trigonometric functions. These examples illustrated that the proposed method is valid for fractional order derivative.
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