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ABSTRACT In this paper, we propose a micro hand gesture recognition system and methods using ultrasonic active sensing. This system uses micro dynamic hand gestures for recognition to achieve human-computer interaction (HCI). The implemented system, called hand-ultrasonic-gesture (HUG), consists of ultrasonic active sensing, pulsed radar signal processing, and time-sequence pattern recognition by machine learning. We adopt lower-frequency (300 kHz) ultrasonic active sensing to obtain high resolution range-Doppler image features. Using high quality sequential range-Doppler features, we propose a state-transition-based hidden Markov model for gesture classification. This method achieves a recognition accuracy of nearly 90\% by using symbolized range-Doppler features and significantly reduces the computational complexity and power consumption. Furthermore, to achieve a higher classification accuracy, we utilize an end-to-end neural network model and obtain a recognition accuracy of 96.32\%. In addition to offline analysis, a real-time prototype is released to verify our method’s potential for application in the real world.

INDEX TERMS Ultrasonic active sensing, range-Doppler, micro hand gesture recognition, hidden Markov model, neural network.

I. INTRODUCTION

RECENTLY, human-computer interaction (HCI) has become increasingly more influential in both research and daily life \cite{1}. In the area of HCI, human hand gesture recognition (HGR) can significantly facilitate many applications in different fields, such as driving assistance for automobiles \cite{2}, smart houses \cite{3}, wearable devices \cite{4}, virtual reality \cite{5}, etc. In application scenarios where haptic controls and touch screens may be physically or mentally limited, such as during driving, hand gestures, as a touchless input modality, are more convenient and attractive to a large extent.

Among hand gestures, micro hand gestures, as a subtle and natural input modality, have great potential for many applications, such as wearable, portable, mobile devices \cite{6} \cite{7}. In contrast with wide-range and large shift actions, such as waving or rolling hands, these micro hand gestures only involve the movements of multiple fingers, such as tapping, clicking, rotating, pressing, and rubbing. They are exactly the ways in which people normally use their hands in the real physical world. Directly using the hand and multiple fingers to control devices is a natural, flexible, and user-friendly input modality that requires less learning effort.

In the hand gesture and micro hand gesture recognition area, various techniques have been applied. Numerous optical methods, which are related to computer vision, utilize RGB cameras \cite{8} \cite{9}, and depth cameras, such as infrared cameras \cite{10} \cite{11}. These camera-based methods have been proposed, and some, such as the Microsoft Kinect or Leap Motion, have even been commercialized. These optical approaches that use RGB images or depth information also perform well in subtle finger motion tracking \cite{6} \cite{12}. However, to our best knowledge, their reliability in harsh environments, such as in the nighttime darkness or under direct sunlight, is an issue owing to the variance of light conditions. It is also not energy efficient for these approaches to achieve continuous real-time hand gesture recognition for HCI, as required for wearable and portable devices \cite{5}. In addition to camera-based sensing, there are other passive sensing methods such as pyroelectric infrared sensing and WiFi signal sensing. These methods are utilized in HGR and have achieved great effects \cite{4} \cite{13}.

In comparison, active sensing is more robust under different circumstances because probing waveforms can be designed. Technologies of sound \cite{14}, magnetic field \cite{15}, and radio frequency (RF) \cite{7} active sensing have begun to attract...
interest. Magnetic sensing achieved a high precision in finger tracking but required fingers to be equipped with sensors [15]. Radar technologies based on sound or radio frequency (RF) active sensing can obtain range profile, Doppler and angle of arrival (AOA) features from the received signal. Such features are competitive and suitable for use in identifying the signature of hand gestures [7] [16] [17]. The range resolution is determined by the bandwidths of RF waves [18]. However, generating RF waves with large enough bandwidths to meet the resolution demand for micro hand gestures recognition costs a lot. Compared to RF radar, active sensing using sound has advantages that can meet the high range and velocity resolution demand owing to the low propagation velocity [19] [20] [21]. Furthermore, the hardware of active sensing using sound can be integrated and miniaturized with MMIC or MEMS techniques with low system complexity, thus having great potential to be used in wearable and portable devices [21]. As introduced in [22], ultrasonic active sensors with MEMS technique usually consume less energy than CMOS image sensors.

In this work, we build a system consisting of active ultrasonic transceiver, range-Doppler feature extraction processing and time-sequence pattern recognition methods to recognize different kinds of micro hand gestures. We named this system HUG (hand-ultrasonic-gesture). The HUG system transmits ultrasonic waves and receives echoes reflected from the palms and fingers. After that, we implement a pulsed Doppler radar signal processing technique to obtain time-sequential range-Doppler features from ultrasonic waves, measuring objects’ precise distances and velocities simultaneously through a single transceiving channel. Making use of the high-resolution features, we propose a state-transition based hidden Markov model (HMM) approach for micro dynamic gesture recognition and achieve a competitive accuracy. For comparison and evaluation, we also implement methods such as random forest, a convolutional neural network (CNN), a long short-term memory (LSTM) neural network, and an end-to-end neural network. A brief introduction of this work was given in [23]. In this paper, we give the details and further performance evaluation of the HUG system. The main contributions of this work are as follows:

- A micro hand gesture recognition system using ultrasonic active sensing has been implemented. Considering the high-resolution range-Doppler features, we propose a state transition mechanism-based HMM to represent the features, significantly compressing the features and extracting the most intrinsic signatures. This approach achieves a classification accuracy of 89.38% on a dataset of seven micro hand gestures. It also greatly improves the computational and energy efficiency of the recognition part and provides more potential for portable and wearable devices.
- With higher resolution of the range-Doppler features, the end-to-end neural network model has been implemented, achieving a classification accuracy of 96.34% on the same dataset. Furthermore, we have released a real-time micro hand gesture recognition prototype to demonstrate the real-time control of a music player to verify our system’s real-time feasibility.

The rest of the paper is organized as follows: in Section II, related works performed in recent years are discussed. In Section III, we formally describe our micro hand gesture recognition system HUG, including the system design, signal processing technologies and machine learning methods for recognition. In Section IV, we introduce the experiments designed for our system, including implementation and performance evaluation. We finally conclude our work, followed by future work and acknowledgments.

II. RELATED WORK

Other related work has been performed for micro hand gesture recognition. A project named uTrack utilized magnetic sensing and achieved high finger tracking accuracy but required fingers to be equipped with sensors [15]. Passive infrared (PIR) sensing was exploited for micro hand gestures in the project called Pyro and applicable results were achieved [4]. By sensing thermal infrared signals radiating from fingers, the researchers implemented signal processing and random forest for thumb-tip gesture recognition. A fine-grained finger gesture recognition system called Mudra [13] used a WiFi signal to achieved mm-level sensitivity for finger motion. Acoustic sensing also achieved great resolution in finger tracking, which showed potential for micro hand gestures [19] [20].

In addition to these works, many radar signal processing technologies combined with machine learning methods or neural network models have been used in hand gesture, and micro hand gesture recognition, especially the Doppler effect. Different kinds of radar, including continuous wave radar [16], Doppler radar [24] and FMCW radar [17] [25] have been utilized for HGR and achieved results competitive with those of other methods. A K-band continuous wave (CW) radar has been exploited in HGR. It obtained up to 90% accuracy for 4 wide-range hand gestures [16]. N. Patel et al developed WiSee, a novel gesture recognition system based
III. METHODOLOGY

A. PLATFORM DESIGN

To obtain high-quality features, we designed an ultrasonic front-end that transmits ultrasonic waves and receives reflected signals. The parameters of the system are designed to meet our resolution requirement.

To clearly differentiate finger positions and motions, millimeter-level range resolution ($< 1$ cm) and centimeter-per-second-level velocity resolution ($< 0.1$ m/s) are needed. In addition, the finger velocity is usually no more than 1 m/s, and the demand for the stop-and-hop assumption has to be met. High precision in range and velocity is also recommended. Considering the radar waveform design and signal processing criteria, the velocity resolution $v_d$ and range resolution $R_d$ are

$$v_d = \frac{\lambda}{2MT}, \quad R_d = \frac{c}{2B},$$

where $c$ is the wave propagation speed, $\lambda$ is the wavelength of the ultrasound, $B$ is the bandwidth, $T$ stands for the pulse repetition interval (PRI), and $M$ is the total number of pulses in a frame.

Thus, to meet the range resolution, we chose the bandwidth $B$ of 20 kHz. The bandwidth is usually 5% to 20% of the central frequency, so we chose ultrasonic waves around the frequency of 300 kHz [7] [17]. As the maximum finger velocity is 1 m/s and there is demand for the stop-and-hop assumption, we chose the PRI as 600 $\mu$s. Finally, we chose pulse number $M$ as 12 for the requirement of velocity resolution.

Under such parameter settings, the requirements for differentiating fingers’ subtle motions are reached, as listed in Table 1. Compared to Soli’s millimeter wave radar range resolution of 2.14 cm, the HUG system is capable of providing much more precise features, which are quite helpful for micro hand gesture recognition.

| Parameters Setting                  | Performance       |
|------------------------------------|-------------------|
| Bandwidth                          | Range resolution  |
| Ultrasonic carrier frequency        | Unambiguous distance |
| PRI                                | Range precision   |
| Pulses number                       | Velocity resolution |
| The number of FFT points            | Velocity precision |
| --                                 | Unambiguous velocity |

|                                |                  |
|--------------------------------|------------------|
| 20kHz                           | 0.85cm           |
| 300kHz                          | 0.15m            |
| 600us                           | 1.75mm           |
| 12                               | 0.08m/s          |
| 256                              | 3.80m/s          |
| --                               | 0.49m/s          |

TABLE 1: Parameter setting and system performance

Fig. 1 illustrates the block diagram of the whole prototype, and the real system is illustrated in Fig. 2. To extract accurate Doppler features, the clock synchronization of DAC and ADC is required. Leakage canceling is implemented in the digital domain. The modulated pulse signal is produced by the DAC and then amplified by the front-end circuit. The amplified signal stimulates an MA300D1-1 Murata Ultrasonic Transceiver to emit ultrasonic waves. When ultrasonic waves are reflected from fingers and palms with noise, received waves are amplified by the front-end circuits before being...
filled into the ADC. After sampling in ADC, considering the flexibility and real-time capability, the raw signal is transmitted to a PC by Ethernet for the next signal processing module.

B. RANGE-DOPPLER FEATURE EXTRACTION

In our system, we use the range-Doppler pulsed radar signal processing method to detect the palm and the fingers’ movement and to extract features for later classifiers. Pulse radar measures the target range via the round trip delay and utilizes the Doppler effect to determine the velocity by emitting pulses and processing the returned signals at a specific pulse repetition frequency. Two important procedures in the pulse radar signal processing method are fast-time sampling and slow-time sampling. The former refers to the sampling inside the PRI, which determines the range; the latter refers to sampling across multiple pulses using the PRI as the sampling period to determine the Doppler shift for velocity.

To overcome the weakness of echoes and attenuate the influence of noise, chirp pulses are applied to the system as an emitting waveform to improve the SNR while keeping the range resolution. The baseband waveform can be expressed as

\[ x(t) = \sum_{m=0}^{M-1} a(t - mT), \quad (2) \]

where

\[ a(t) = \cos \left( \frac{\pi B}{\tau} t^2 - \pi Bt \right) \quad 0 \leq t \leq \tau. \quad (3) \]

In the expressions, \( a(t) \) is a single pulse with time duration \( \tau \) and the other parameters, including \( B, T, M \) and PRI, are the same as mentioned above.

The signal processing, after receiving waves are reflected from a hand, is as follows. The received reflected echoes of the ultrasonic waves are processed via the I&Q quadrature demodulator and the low-pass filter to obtain baseband signals.

![FIGURE 3: Range-Doppler feature](image)

With fast-time sampling at the frequency \( F_s \) of 400 kHz, matched filters are applied to detect the ranges of the palm and fingers. With slow-time sampling, \( N \)-point FFTs are applied to the samples of different pulses to detect objects’ velocities. After two-dimensional sampling, the range-Doppler image features would be generated at a frame level. Every frame of a range-Doppler image is in the shape of 256 × 180 as in Fig. 3, which is the region of interest (ROI) of the range-Doppler features at a specific time \( m \). The data of a micro hand gesture are a 3-dimensional (range-Doppler-time) cube, which is the stack of range-Doppler images along the time dimension as the output. Fig. 4 shows an example “button off” gesture, with four range-Doppler images sampled at different times from the data cube.

C. MICRO HAND GESTURE RECOGNITION

A pattern recognition module is cascaded after the feature extraction module to classify the time sequential range-Doppler signatures. In our HUG system, we first implemented a state transition-based hidden Markov model, and then, other four different machine learning methods were realized for performance comparison.

1) Hidden Markov Model

Taking advantage of high-resolution range-Doppler images, we can separate contiguous scattering points. We aim at finding a method to extract and compress features containing more efficient information and less noise before feeding them into a classification architecture. Considering the fact that the scattering points of ultrasonic waves correspond to different fingers, the detected peaks in the range-Doppler images can reflect these fingers’ motion. For example, the moving trajectory of the scattering peaks shown in Fig. 4 illustrates distinct features of the process of the action “button off”. In addition to precise ranges and velocities of fingers, the different fingers’ trajectories and the relations between fingers are exactly the indispensable features we used for recognition. Therefore, we propose a state transition-based HMM for gesture classification. This method consists of three parts cascading, which includes finite-state transition machines, a feature mapping module, and HMM classifiers.

- Finite-state Transition Machine

A state transition mechanism is proposed to summarize each detected finger’s state. The state of one detected scattering point is determined by the following procedure. The reflecting intensity and extent are used to erase noise. In one range-Doppler image, the scattering points’ moving direction and velocity determine whether the point is in a static or dynamic condition. Within the range-Doppler images, the distance between the scattering points of adjacent images can be used to determine whether they should be merged with or separated from other points. Tracking mechanisms are used to complement and improve the robustness of the whole state transition processing as well. The detailed design is shown in Fig. 5. Through the extraction process, the features of each frame’s range-Doppler image would be represented as an indefinite length vector \( p_m \). For a gesture, we compress the data to a sequence of vectors

\[ \mathcal{X} = \{ p_m \}_{m=1}^{M}, \quad (4) \]
FIGURE 4: Range-Doppler feature images sampled in the “button off” gesture. The first subfigure shows the index finger and thumb separated at a 3 cm distance. Noise will be removed using time smoothing to increase robustness to the 3 marked “noise” objects in the first subfigure. The second and third subfigures show the index finger moving down with an acceleration while the thumb is nearly motionless with only a tiny upwards velocity. The last subfigure shows two fingers being touched. Note that an object’s trajectory will always be a curve in the range-Doppler image. The represented states are labeled at the center of the detected objects.

where the features of the range-Doppler image in frame $m$ are extracted as a vector $p_m$. The vector of symbols $p_m$ can be described as (5)

$$p_m = L(n_m, v_m, r_m),$$

where $n_m$ is the sequence number of scattering points, and $v_m$ and $r_m$ are the velocity and range of the scattering points. $L(\cdot)$ is the state transition function.

- Feature Mapping Module

To fit the features into the HMM model, we represent the features of each range-Doppler image as an integer $s_m$. $S$ is the sequence of range-Doppler images maintaining the time order. The features of each image are extracted to a vector as we mentioned above. A mapping function $\sigma(\cdot)$ is used to discretize and map the vector of integers to the summary variance $s_m$. The lengths of feature vectors are finite, and each element is chosen from a small set of scattering points’ states. These variances from each frames form the final feature sequence

$$S = \{s_m\}_{m=1}^M$$

defines as (6):

$$s_m = \sigma(p_m),$$

where $\sigma(\cdot)$ is the function which projects the feature vector $p_m$ to integer $s_m$.

The feature of each frame is mapped into an integer, which forms this frame’s observation of the HMM model. Features in such a form avoid much calculation compared to other methods.

- HMM for Classification

We use the HMM to extract the patterns of the symbolized states, and Fig. 6 illustrates the work flow. As described in equation (6), the HMM used in this model is composed of a hidden state transition model and a multinomial emission model, where $S = \{s_m\}_{m=1}^M$ is the observation sequence, $Z = \{z_m\}_{m=1}^M$ is the hidden state sequence ($z_m$ is the hidden state of time $m$), and $A$ is the transition probability matrix. $\theta = \{\pi, A, \phi\}$ is the set of all the parameters of the model, where $\pi$ is the initial hidden state distribution and $\phi$ represents the measurement probability. For each pre-defined micro hand gesture, an HMM is trained through the Baum-Welch algorithm [36]. There are $N$ kinds of micro hand gestures, and $C$ is one of them. When the ground truth of an input gesture is class $C$, the likelihood of the models of each kind is calculated through the forward algorithm. Then,
we compare all the likelihoods from a Bayesian posterior perspective as described by equation (7):

$$p(S, Z | \theta) = \prod_{n=1}^{N} p(z_n | z_{n-1}, A) \prod_{m=1}^{N} p(s_m | z_m, \phi),$$

$$p(C = n | S) = \frac{p(S | C = n) p(C = n)}{\sum_{n} p(S | C = n) p(C = n)}.$$  \hspace{1cm} (7)

2) Comparison Methods

For comparison with the state transition-based HMM, we implemented another four frequently used methods, including an end-to-end network, a random forest, a convolutional neural network and a long short-term memory neural network.

Considering that combined networks are widely used and are competitive compared with only CNNs or LSTM networks [37], the end-to-end network is realized and obtains much higher accuracies in hand gesture classification. The detailed network is illustrated in Fig. 7. We cascade the automatic feature extraction CNN part with the LSTM dynamic gesture classification jointly to form the end-to-end network. In the experiment, we train the two parts together instead of training them individually. We transfer the output of the last convolutional layer of the CNN as a feature sequence of one frame into the LSTM to produce the frame-level classification of hand gestures through a softmax layer. To efficiently use the dynamic process of the micro hand gesture, we add a time-weight filter in a window of 30 frames to obtain gesture-level classification. The filter parameters are empirical by experience. Considering the nearest frame with high weights, the time differential pooling filter was designed as follows:

$$g_{out} = \sum_{i=1}^{N} w_i \sigma [g(i)], \quad w_i = \frac{2i}{N},$$

where \(g_{out}\) is the gesture prediction, \(g(i)\) is the per-frame prediction, \(w_i\) are the filter weights.

Another method we implemented is random forest. Random forest has proved to be time and energy efficient in image classification tasks [38]. Considering range-Doppler images as regular images, we choose random forest as one approach to implement gesture recognition. A random forest method consisting of 50 trees was realized, and its model size is less than 2 MB.

Among deep learning algorithms, convolutional neural networks are one of the most widely used methods to perform image classification by automatically extracting features through multiple convolutional layers and pooling layers [39]. Considering the range-Doppler image cube as a sequence of regular images, the CNN was chosen to be applied to our system. The implemented network consists of five conv-layers and three pooling layers. The concrete architecture is illustrated in Table II. We also implemented the LSTM network, which is a specific kind of recurrent neural network (RNN) suitable for performing time sequential classifications owing to the loops in the network. The network architecture is briefly introduced in Table II.

IV. IMPLEMENTATION AND PERFORMANCE EVALUATION

A. GESTURE SET

There are seven micro hand gestures evaluated in our system. As shown in Fig. 8, we have six gestures (indexed from the 2nd to the 7th), including finger press, button on, button down, motion up, motion down, and screw. Other kinds of gestures, including the case with no finger, are categorized into the 1st kind, i.e., no-finger. The principles used in our design are as follows: (1) The micro hand gestures chosen only involve subtle finger motions; the motions of large muscle groups in the wrist and arm are not included. (2) All gestures are dynamic gestures, which enable ultrasonic waves to capture Doppler features of the fingers’ motions.

B. DATA ACQUISITION

To ensure that adequate variation of gesture execution resulted from individual characteristics and other environmental facets, we demanded that subjects repeat all the gestures. We invited nine subjects to execute the six designed gestures,
For the end-to-end and the CNN, as the gestures sampled in the CNN, and the LSTM, have similar training procedures. The three deep neural network methods, the end-to-end, the CNN, and the LSTM, have similar training procedures. For the end-to-end and the CNN, as the gestures sampled in our dataset are of variable length, mainly from 30 frames to 120 frames, we downsampled the raw data to a fixed length of $256 \times 180 \times 30$ as a three-dimensional input. For the LSTM, to reduce the feature size and obtain more data, we divide each raw sequence data into a uniform length of 30 frames and then subsample them into a size of $128 \times 90 \times 30$. Then the produced samples are stochastically shuffled in the training procedure, and the time order is maintained within each sequence. The alignment of samples makes mini-batch training possible and accelerates the training process. To avoid local optima and dampening oscillation, and also for the training efficiency, we use mini-batch adaptive moment estimation (Adam) with the initial learning rate of 0.001 and a batch size of 16 or 32 for all the neural networks. In the training process of the end-to-end, the fully connected layer after the convolutional layers in the CNN is connected to the LSTM network directly and trained jointly.

**D. COMPUTATION COMPLEXITY AND REAL-TIME PERFORMANCE**

All the training and tests were carried out on the platform with an Nvidia Tesla K20 GPU. The five methods described above all achieved real-time micro hand gesture recognition in our system. Among them, the end-to-end architecture has the biggest model size of 150 MB and the model size of random forest, standalone CNN and RNN are all on the order of MB. However, our proposed HMM-based method is just 40 KB, which is much smaller than the others. For real-time performance, considering frame-level prediction, the end-to-end processed 450 frames per second, whereas the Soli’s end-to-end predicts frames at 150 Hz. Furthermore, for gesture level prediction, our proposed state transition-based HMM predicts gestures at a much higher rate (250 Hz) than the end-to-end neural network method (15 Hz). On account of the small size and high prediction rate, the state-transition-based HMM has great potential to be embedded into wearable and portable devices.

**E. RESULTS AND PERFORMANCE EVALUATION**

For comparison of micro hand gesture classification, we select equal numbers of relatively micro hand gestures from the 11 hand gestures that Google’s Soli used in [7]. Excluding four wide-range hand gestures, there are actually six relatively micro hand gestures, including pinch index, pinch pinky, finger slide, finger rub, slow swipe, and fast swipe, as well as a static gesture (palm hold), which are relevant to our work [4]. For comparison, we delete the rest four kinds of wide-range hand gesture results and calculated the confusion matrix again. Because the micro hand gestures are not easy to be incorrectly recognized as wide-range gestures, we transfer the corresponding false negatives as true positives when calculating the new confusion matrix. According to the positive calculation, the average classification accuracy of the seven micro hand gestures is approximately 88%.

Fig. 9 shows the confusion matrix of the results achieved by our state-transition-based HMM model. The average of
the accuracy is 89%, which is competitive compared to Soli but obtains a balance between accuracy and computation load. Due to the model’s small size and high prediction rate, the state-transition-based HMM model has great potential to be used in wearable and embedded systems such as smart watches or virtual reality.

Fig. 10 shows the confusion matrix corresponding to the end-to-end network, whose average accuracy is as high as 96.34%. Profiting from the advantages of the ultrasonic signal’s high resolution, the end-to-end architecture can achieve highly accurate classification, where the highest accuracy is 98.89%, and the lowest is 89.47%.

Table III illustrates the various subject classification validation accuracies of all the five classification methods, using leave-one-subject-out cross-validation. Owing to the personal variance in gesture execution, we use 8 subjects’ samples and leave the last subject’s samples separately for validation. The experiment can be a good predictor of real-world gesture recognition, as the validation datasets are entirely separated from the training sets. The variance between the subjects shown in Table III, which is less than 7% in these methods, also verifies that our architecture has good generalization capability.

Table IV introduces the overall classification accuracy of different architectures. We use sequence-level recognition instead of frame-level classification because our micro hand gestures are all dynamic ones. As we can see, for the 7th gesture, the classification accuracies of the state-transition-based HMM and the end-to-end are much higher than other three methods. The 1st gesture, which is labeled as no-finger,
achieves the highest accuracy among all the classification methods. The classification accuracy of the 5th gesture is the worst among seven gestures by all the five methods. The reason is that this gesture is easy to be classified into the 3rd gesture owing to their similar features.

A demonstration of HUG system is presented in [41], where a prototype was realized to control a music player by micro hand gestures in real-time. In this demo, one can find that our system HUG can recognize 7 kinds of gestures and realize the interaction between the user and the music player.

V. CONCLUSION
In this paper, we proposed a system and methods for micro hand gesture recognition by using ultrasonic active sensing. Owing to the high resolution provided by ultrasonic waves, better quality features can be extracted. The proposed state-transition-based HMM method, which has less computational complexity, achieved a comparable 89.38% classification accuracy. Furthermore, we used an end-to-end method and achieved a classification accuracy of 96.34%. Our system and methods of recognizing micro hand gestures showed great potential in HCI, especially in scenarios where a touchless input modality is more attractive, such as for wearable and portable devices or for driving assistance.
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