Performance Analysis of Face Detection system using HOG and QualHOG Features
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Abstract: Inspired by the expansion of minimal effort advanced cameras in cell phones being conveyed in computerized systems, we think about the connection between perceptual picture quality and an exemplary PC vision errand of face recognition. We measure the corruption in execution of a well-known and compelling face detector when human-saw image quality is corrupted by twists usually happening in catch, stockpiling, and transmission of facial pictures, including clamor, obscene, and pressure. It is observed that, inside a certain scope of picture quality, an unobtrusive increment in picture quality can radically enhance face recognition execution. These outcomes can be utilized to guide asset or transfer speed distribution in securing or correspondence/conveyance frameworks that are connected with face location undertakings. In this work a perceptual quality QualHOG feature is used. Face locators prepared on these new components give measurably higher execution as far as face location. Distortion dependent which is more distorted uninform variations of the face indicators are proposed and assessed on a huge database of face pictures speaking to an extensive variety of mutilations. A one-sided variation of the preparing calculation is additionally recommended that further improves the power of these face locators. To encourage this exploration, we have developed another dataset in our lab for further study.
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I. INTRODUCTION

Now day a system with object detection or recognition becomes an essential part of PC based system. The programmed face recognition system is one of the best business ideas in this advanced technical environment. However, the performance of such system degrades when quality of input image is taken into consideration. In recent advances, the gadget likes android mobiles, iphones, tabs and many more inexpensive mobile has face detection system for surveillance is often not restricted and hence there are problem of quality that will surely affect the performance of image as well as the performance of the system. The essential part of every advanced system like facial expression recognizer or tracker is face detection, best system for face detection improves the quality of the system which is very important in any surveillance system. Currently many researchers are working on No reference- image quality algorithms (NR-IQA) problem, the NR-IQA problem approach is distortion–independent [1], [4], [6], [7]. The models used for solving NR-IQA problem by contaminating modified the distortion in the captured image [2], [3], [17]. The small change in the natural scene statistics (NSS) affects the perceptual quality of the captured image [4]. Hence, to develop distortion free model the natural image quantification is very much helpful.

In this paper, we demonstrate the utilization of effortlessly process able “quality-aware” spatial Natural Scene Statistics (NSS) features that help in the face identification [5]. Similarly the widely–used Histogram of Oriented Gradients (HOG) based recognition calculation is utilized for further study. During this study the Distorted Face Database (DFD) has been developed at our own lab. The developed database is then synthesized which is contaminated with different noise levels.

II. PROPOSED SYSTEM ARCHITECTURE

![Fig.1 Proposed system block diagram](image)

The Fig.1 shows a proposed system which consists of two main phases, one is training phase and another testing phase. The processes available in both the phases are same, however the training phase trains the system with predefine features (HOG) and NSS features that query images with required features in training phase. Similarly the testing phase extracts the input signal so as to obtain the specified features for recognition. The performance accuracy of the system mainly the prime concern while extracting the features those are used for training and testing the query images for recognition. In the proposed system, though the distortion present in the query image is global that query images with face and non-face patches are not used during experimentation. In this proposed system we have developed a dataset prone to distortion from the various images collected from different sources. In database development process, the frontal faces are mainly considered. Hence, the noises at different levels are taken into consideration like,
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white Gaussian noise, GaussianBlur, JPEG compressed images [8]. The blind IQA which has natural scene statistics of spatial components are obtained from the spatial–NSS features [9], [10], [11]. The divisive normalization and local mean removal is used to preprocess the input image, the mathematical operation for preprocessing is:

\[ I(i, j) = \frac{I(i, j) - \mu(i, j)}{\sigma(i, j) + C} \]

The preprocessed image is then used to extract HOG features, the complete process to extract HOG features is elaborated here to understand the actually work done. To simplify the process it is observed during experimentation that, a detection window must be divided into different blocks like 2x2, 4x4, 8x8 and 16x16 etc., to ensure better performance. In the feature extraction process a stride of 8 x 8 pixels is used to decompose a dense overlapping block size of 16 x 16. The first feature HOD is used to obtain HOG feature descriptor by concatenating all histograms within a patch. The second important feature used in this study is QualHOG. The supervised classifier Linear Support Vector Machines (SVMs) is trained using, this HOG and QualHOG features.

**Database**

The dataset used in this work has been developed in the research lab, also some facial images are used from the available resources. In the proposed work AWGN Additive White Gaussian Noise is adopted for developing dataset. This is a standard noise, where each pixel has been contaminated with Gaussian noise. During the contamination process variance parameter has been added to develop distorted images. The mathematical representation of distorted image is:

\[
\tilde{I}(i, j) = I(i, j) + N_j,
\]

where \( N_j \approx N(0, \sigma_j^2) \), \( \sigma_j^2 \) Gaussian distribution, \( \sigma_j^2 \) variance

Similarly, the Gblur and Gaussian Blur is one another type of distortion where, each pixel is contaminated using the concept of convolution technique with low pass filter.

\[
G(x, y) = \frac{1}{2\pi\sigma_B^2} e^{-\frac{x^2+y^2}{2\sigma_B^2}}
\]

Where \( -[3\sigma_B] \leq x \leq [3\sigma_B] \) and \( -[3\sigma_B] \leq y \leq [3\sigma_B] \)

\[
\tilde{I}(i, j) = \sum_{x=[-3\sigma_B]}^{[3\sigma_B]} \sum_{y=[-3\sigma_B]}^{[3\sigma_B]} I(i + x, j + y) * G(x, y)
\]

**III. EXPERIMENTATION**

As previously mentioned the database used in this study is readily available on the internet also the author have developed this Distorted Face dataset at the Laboratory. During experimentation the input images used in this study are from the training dataset. As a basic requirement of this study is only frontal human faces so we have taken all that into consideration, these frontal images are then segmented into face and non face patches after adding appropriate noise levels. In this proposed work 215 images are used, out of which 150 images are used for training and 65 images are used for testing. The positive samples of dataset are obtained manually using 1231 annotated faces. Similarly, negative patches are obtained from 1500 set of images. The proposed algorithm trains the system for 80*60 patches, hence the detected output has patch size of 80 x 64, from each of the above sets of training images. The Soft–margin linear support vector machine (SVM) is used as a classifier, the SVM is trained in this work using QualHOG features that are extracted from the positive and negative sample of the training datasets[12], [13]. As mentioned previously, the testing is done on the remaining 65 images. The performance if the system is measured on the basis of true positive and true negative samples detected in the system. The performance of the system has been increased due to the hybrid feature technique is used in this research.

**IV. RESULTS AND DISCUSSION**

The performance analysis of human face detection using Perceptual Quality aware HOG and QualHOG features is evaluated in this work. The white Gaussian noise at 10 dB level is used to develop distorted image. The Fig. 2 shows the input image and processed images depicted in Fig. 2(a) to Fig. 2(f)

Fig. 2(a) input image(b) gray image(c) feature extraction(d) Face detection(e) feature extraction for blur image(f) face detection for blur image

**QualHOG vs. HOG**

The face locator tests are developed here during experimentation for various distortions. In this experimentation the various identifiers are assessed for different test identifiers. It took execution of QualHOG and HOG face identifier at two distorted type one added substance White Gaussian Noise and another Gaussian Blur noise (these are universally distributed). After execution a ROC is used for checking the performance of face detector [14], [15]. This collector working bend is graphical plot of the output of LSVM, it relies on upon execution of classifier. Fig. 3 shows ROC curve of false positive and true positive rate of the system with QualHOG features. The bend is made by plotting the genuine positive rate against the false
positive at different limit settings. A ROC space is characterized by FTR and TPR as x and y axis separately. The mutilated picture is applied to QualHOG identifier and the additive white Gaussian noise is used to contaminate the image during first execution.

Fig. 3 QualHOG for additive white Gaussian noise

Similarly, Fig. 4 shows graphical representation of performance analysis of the system for QualHOG feature with Gaussian blur noise.

Fig. 4 QualHOG for Gaussian blur

Fig. 5 shows graphical representation of performance analysis of the face detector system for HOG feature with additive white Gaussian noise.

Fig. 5 HOG output for additive white Gaussian noise

According to Fig. 6, the precision rate of face identifier increases with respect to the expansion of the system.

Fig. 6 HOG output for Gaussian blur

The experimental results are as shown in table I, where the distorted images are developed using an AWGN and Gaussian Blur. The proposed algorithm has been used to extract features like HOG and QualHOG. After vast experimentation it has been concluded that the performance of the system has been increased due to the QualHOG features set as shown in table 1.

| Distorted Types | HOG | QualHOG |
|-----------------|-----|---------|
| AWGN            | 74.4467% | 99.2623% |
| Gaussian Blur   | 74.7373% | 99.2623% |

Fig. 7. NIQE vs AWGN

Similarly, Fig. 8 is the box plot of NIQE and Gblur, which resemble about the level of blur in inputted images from this plot it is infer that the NIQE for Gblur level greater than 15 scales are nearly constant.

Fig. 8. NIQE Vs GBlur

Fig. 9 gives an idea about the level of JPEG compression against the NIQE scores of distorted images. From the box plot of NIQE and JPEG compression it is observed that the NIQE levels get minimized by changing the levels of JPEG compression.
The results shown here are the relation between AUPR and AWGN for HOG-Prist, HOG-AWGN, QualHOG-Prist and QualHOG-AWGN. In this work, we have trained the system with distortion prone QualHOG and HOG with the required distortion levels. Here we have selected a universal face detector for the detection of HOG and QualHOG based system [18], [19]. The results represented in Fig. 10 are the various distortion levels for HOG-Prist, HOG-AWGN, QualHOG-Prist and QualHOG-AWGN.

The results obtained in this research shown in Fig. 11 are such that, the quality of the system has been drastically improved due to the AWGN QualHOG compared to the other face detectors and the detectors designed using HOG.

The actual improvement of the system measured in terms of quality of distortion is marginal for Gaussian blur. The results compared in the Fig. 6 are based on the proposed features like HOG and QualHOG and the technique adopted for detection is based on the JPEG compression distortions.

CONCLUSION

In this paper we have studied a novel method for trade-off evaluation between face detection performance based on the three common distortion types viz, AWGN, Gaussian blur, JPEG. Similarly we conclude that, the NR image quality score and NIQE are more effective for evaluating actual distortion levels. During experimentation it is observed that, in the HOG–based face detector the NIQE score gets degrade by more than 4 levels. The face detection performance drastically improved due to a modest improvement in image quality measures. During this study it is observed that, the hybrid of HOG features and spatial NSS features is QualHOG features are more suitable at learning phase of face detector and robust for image distortion.
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