Models of Air Pollution Propagation in the Selected Region of Katowice
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Abstract: The paper deals with issues related to analyzing the spread of air pollution and pollutants in large urban agglomerations, specifically, the search for causality between meteorological conditions and the concentrations of particular substances. The pollutants SO2 and PM10 were selected for analysis, which, in addition to NOx, CO, CO2 and PM2.5, contribute to smog, especially during the heating seasons. This analysis is particularly important because Polish environmental standards are more lenient than those in western EU states. Industrial activity, transport and heating systems based on coal-burning are still a big problem in Poland, and each year their gaseous and particulate emissions exceed air-quality limits. This paper presents a statistical analysis of data recorded at the air-quality monitoring station on Kossuth Street in Katowice concerning the heating seasons from 2013–2016. The verification of proposed parabolic models containing concentrations from previous time periods and statistically significant meteorological conditions was conducted for individual heating seasons as well for the whole set of data, which included the influence of wind speed and temperature. The models obtained proved that the selected form of a model is statistically significant, and its use may produce satisfactory forecast results and permit various environmental applications. The specified model might be used both for forecasting (verification and possibly updating coefficients to increase forecast accuracy) and analyzing the factors influencing pollution values. Such statistical analysis may be helpful in assessing the impact of measures adopted to reduce air pollution, particularly in large Polish cities.
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1. Introduction

Air pollution is one of the world’s most noticeable consequences of urbanization and transportation development. Poland, as one of the main coal producers because of the predominance of outdated home coal-burning furnaces, exceeds acceptable concentrations of particulate air pollutants [1,2]. In addition, the burning of waste in household furnaces, creates low-emissions of carcinogenic pollutants, i.e., benzo[al]pyrene and PM2.5 (particulate matter ≤2.5 µm in diameter). A major reason for this level of pollution is the level of energy poverty, which is unfortunately high compared to that of western EU countries. Exceedence occurs particularly during the heating season, i.e., between October and March when smog from increased emissions most often occurs despite Poland’s huge expenditures on environmental protection over the last years, especially after it entered the EU. Levels of particulate pollutants still exceed the admissible values determined by the appropriate legal regulators, sometimes by several times: in this case, The Environmental Protection Act of 27 April 2001. In Poland, State Environmental Monitoring covers the whole country, with particular emphasis on places where the acceptable level of pollution is often exceeded. Levels of individual particulates in the air are assessed based on
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continuous automatic or manual measurement carried out in accordance with accepted reference methods at fixed measurement points that are the most suitable for the selected area. The applicable regulation in this respect is the Regulation of the Minister of Environment of 13 September 2012 on the evaluation of levels of substances in ambient air.

Over the last years, one might have observed increased society activity concerning air pollution, especially in highly industrialized, densely populated regions. A good example of such social action is the establishment of Polish Smog Alert, an initiative associating movements concerned about poor air quality in Poland. High public pressure focused on environmental pollution has resulted in increased involvement of local authorities, especially in areas with high air pollution, but efforts to combat smog still have to increase.

In our country, smog during the heating season is quite frequent in areas such as Upper Silesia, the cities of Kraków or Skawina in Małopolskie Province, as well as in Warsaw and Łódź. The harmfulness of air pollutants to humans is well known and has been the subject of many scientific publications that describe the consequences of polluted inhaling such air over a long time.

According to polskialarmsmogowy.pl [3], a social movement in Rybnik that brings together activists fighting for the improvement of air quality, the number of days in 2017 when the limit values were exceeded was 53. For Kraków, it was 41. In 2019, the cities that had the most days exceeding air pollution limit were Pszczyna with 106 and Rybnik with 89. Krakow, as well as Rybnik, can be counted among the cities where local authorities have taken intensive action to reduce air pollution, an example of which might be a total ban on burning coal and wood in households in Kraków that has been in force since September 2019. The Polish Smog Alert activists emphasize that the list includes only cities where measurement stations of State Environmental Monitoring are located, so the absence of other cities from the list does not mean that smog is not a problem there. Some of the most polluted cities in 2020 include health and tourist resorts, such as Nowy Targ or Sucha Beskidzka [3], which have been the subject of scientific analysis [4]. The overall situation concerning smog was researched, among others, in the paper [5].

The proposed statistical analysis of the models and their coefficients and correlation to parameters such as temperature or wind speed permits the evaluation of changes concerning air pollution values in light of actions taken and independent natural factors. Despite state initiatives to change the existing situation, there will probably still be periods when permissible levels are exceeded. Actions aimed at eliminating old coal-burning boilers from the market or limiting their marketing through legal regulations have so far failed to produce visible, measurable effects. In 2018, the government launched the “Clean Air” program, which, as the government announced, involves the destruction of three million old boilers, the so-called “black-smoke-belching stoves”, and spending 103 billion PLN on home insulation and boiler replacement over 10 years. However, improved air quality depends on its implementation and will be visible after several years.

Those most vulnerable to the risks associated with inhaling polluted air are the elderly, children and people with diagnosed respiratory, circulatory and nervous system disorders. Constant exposure to pollution might lead to hospitalization and in some cases death.

In the case of smog, preferably even before its appearance, it is reasonable to inform the public through the media about the hazards connected with it. Stochastic models estimating pollution concentrations in a selected area can also be used for this purpose. The authors of this work highlighted this aspect of the issue in previous publications [6–8], proving (with the assumed significance level $\alpha = 0.05$) the validity of applying a specific model for individual atmospheric conditions in the early warning system.

Therefore, from the prevention and warning point of view, it is important to develop the best possible statistical models to predict concentrations of gaseous pollutants (CO, CO$_2$, SO$_2$, NO$_x$) or particulate pollutants (PM$_{2.5}$ and PM$_{10}$). In statistical models, the variables are usually the concentrations of selected pollutants from the previous day (i.e.,
“background” concentrations) and meteorological conditions, mainly temperature, wind strength and direction, air humidity, and precipitation. It is worth noting that air pollutant concentrations are usually stochastic. Therefore, in the authors’ previous works, apparent variables were introduced in addition to the variables representing meteorological conditions and concentrations from previous days, [9,10]. However, these works were only concerned with SO2 concentrations, whereas the present work takes into account concentrations of inhalable PM2.5 and PM10 dust, which are dangerous to human health and monitored by Provincial Environmental Protection Inspectorate stations.

The growth of dust concentrations, in particular of PM2.5, has also a big influence on the creation of smog. The elaborated models for dust permitted the verification and analysis of accepted model forms and compared their coefficients with heating seasons.

2. Models of Air Pollution Propagation

Generally, air pollution models can be divided according to the diagram in Figure 1.

![Division of dispersion models.](image)

Air pollution concentration models have been the subject of much research, the results of which have been implemented in urban areas with satisfying results. Among these works, are the Stockholm model, presented in [11], and the Vienna model [12] Among others, Hysenaj used dispersive models and their applications to predict air pollution in Tirana [13] to fulfill European emission norms. Markiewicz [14,15] discussed the methods used in air pollution dispersive models, among which the Eulerian, Lagrangian and Gaussian were distinguished. The division of these basic models is presented in Tables 1 and 2.

| Model Group (Basic Classes) | Air Pollution Dispersion Models |
|-----------------------------|---------------------------------|
| Box models                  | Numerical, first-order closure models |
| Analytical models           | Numerical, higher-order closure models |
| Eulerian models             | Large-scale eddy simulation models |
| Lagrangian models           | Box models                          |
|                             | Particle models                     |
| Gaussian models             | Traditional plume models            |
|                             | New generation models               |
|                             | Segmented plume or puff models      |

Figure 1. Division of dispersion models.
Table 2. Relationships between meteorological methods to determine meteorological data and air pollution dispersion models [14].

| Meteorological Methods                  | Air Pollution Dispersion Models                                      |
|----------------------------------------|---------------------------------------------------------------------|
| Traditional methods                    | Traditional Gaussian plume models                                   |
|                                       | Segmented Gaussian plume of Gaussian puff                           |
|                                       | Eulerian box models                                                 |
|                                       | Eulerian analytical models                                          |
| Meteorological pre-processors          | New-generation Gaussian plume models                                |
|                                       | Eulerian numerical models with the 1st order closure                 |
|                                       | Eulerian box models                                                 |
|                                       | Lagrangian box models                                               |
|                                       | Segmented Gaussian plume or puff models                             |
| Meteorological prognostic models       | Eulerian numerical models with the 1st and higher order closure     |
|                                       | Eulerian large-scale eddy simulation models                         |
|                                       | Lagrangian particle models                                         |

Furthermore, the methodology of applying dispersive models for the wet deposition of atmospheric pollutants was presented [16]. Such models include the Sulphur Transport and Emission Model (STEM II) [17], Regional Atmospheric Deposition Model RADM [18] and Atmospheric Deposition Oxidant Model ADOM [19]. Furthermore, the application of the Eulerian model for Nordic winter conditions was presented in [20]. Sulfur dioxide modeling of the industrial influence on air quality was also a main issue in [21,22]. Using Geographic Information System (GIS) to control the transportation air pollutants, including the application of previously developed models, was presented for Serbia in [23], for Bulgaria in [24] and for Egypt in [25]. Various improvements to the proposed dispersion models were discussed in many of the works. A review of them is presented in [26–29]. The introduction of a fuzzy synthetic evaluation model was done in [30]. Applications of the numerical simulation of pollution dispersion were conducted, for example, in [31,32], and various distribution functions were used for this in [33] and multiscale approaches were shown in [34,35]. Air pollution as a consequence of smog in big cities was discussed and modeled in [36–40]. The broad impact of different pollutants on the health of living organisms in different places of the world was discussed in [41–46]. The wide spectrum of modeling was discussed in [47], taking into consideration aspects of chemistry and meteorology as well different timescales with seasonal variation. The effect of the COVID-19 epidemic in the context of air pollution was analyzed in [48].

The station selected for analysis is on Kossuth Street in Katowice, located in the highly urbanized the Upper Silesian Industrial Region.

3. Correlation Analysis and Data Analysis

3.1. Information about Data

Data used to determine forecasting models for SO2 and PM10 concentrations originated from the automatic monitoring station located on Kossuth Street in Katowice. Measurements of pollutant concentrations and meteorological data are a result of increased interest in the environment and National Environment Monitoring (NEM), created at the beginning of the 1990s. NEM was founded to ensure reliable information about the environment following passage of the Inspection of Environmental Protection Act on 10 July 1991 [49]. One of the aspects of its activity was to create automatic monitoring stations for various sorts of pollutants. A system of such stations is found throughout the country, and 16 of them are located in the Silesian Voivodship (province). Furthermore, telemetric stations measure transport pollutants, and there is access to the mobile emission ambulance. Manual measurements cover SO2 and NO2 concentrations at 22 sites. The majority
of the tasks of NEM after 2000 were related to integrating Poland into European Union structures and to adapt to European environmental management. The measuring station provides automatic hourly data measurements of pollutants: \( \text{PM}_{10}, \text{PM}_{2.5}, \text{SO}_2 \) and meteorological features (wind direction, temperature, wind speed and humidity).

The map presented in Figure 2 shows the location of measuring stations in Southern Poland. Decisive for the choice of the Katowice station was its location and the fact that it is one of the few stations in Silesia that measure the level of \( \text{PM}_{2.5} \). Both it and another station are characterized by continuity and recorded data availability.

![Figure 2. Location of air quality measuring stations in Southern Poland](image)

### 3.2. Correlation

Table 3 presents the correlation coefficients between individual values measured at the monitoring station in Katowice for the heating seasons 2013–2016. The maximum temperature and wind speed \( (T_0 = 22.6 \, ^\circ\text{C}, v_0 = 4.4 \, \text{m/s}, \text{respectively}) \) were assumed as \( T_0 \) and \( v_0 \), respectively.

One might observe a high correlation between dust concentration on day \( t \) and on day \( (t - 1) \). It concerns both the smaller fraction, \( \text{PM}_{2.5} \) and the larger one \( \text{PM}_{10} \).

A similar trend may be observed in the case of sulfur dioxide. Correlation coefficients within the range of 0.9 indicated a high correlation between the current values and those measured on the previous day, which proved poor area ventilation caused by low wind speed and a high area roughness coefficient.

The correlation coefficients between dust and sulfur dioxide were quite high, about 0.6, because they originated from the combustion of low-quality fuel and low emissions from household boilers that lack devices to reduce the emission of dust and gases. It is worth emphasizing that almost all the correlations were statistically significant, which resulted from a very large data sample. Therefore, it is an excellent basis for the development of statistical models for the reliable assessment of the propagation of selected air pollutants.
Table 3. Correlation coefficients for values measured at the station in Katowice in the years 2013–2016 (Kossuth street, N = 10,957).

| Variable     | Average | Standard Deviation | P (hPa) | Wind Direction (Degree) | V (m/s) | T (°C) | Humidity (%) | SO2 PM1-0 | SO2 PM2-0 | SO2-1 PM-1 | PM10-1 PM2-0 | PM10-1 PM2.5 | PM2.5 (v-v0)² | (T-T0)² |
|--------------|---------|--------------------|---------|-------------------------|---------|--------|--------------|-----------|-----------|------------|---------------|---------------|---------------|---------|
| P (hPa)      | 983.22  | 9.40               | 1.00    | -0.03                   | -0.03   | -0.08  | -0.02        | 0.01      | 0.12      | 0.12       | 0.00          | 0.12          | 0.11          | 0.02    | 0.08 |
| Wind direction (degree) | 178.35  | 90.19              | -0.03   | 1.00                    | 0.13    | 0.17   | -0.01        | -0.17     | -0.23     | -0.23      | -0.16        | -0.22         | -0.22         | -0.14   | -0.20 |
| v (m/s)      | 0.88    | 0.65               | -0.03   | 0.13                    | 1.00    | 0.15   | -0.22        | -0.16     | -0.35     | -0.36      | -0.15        | -0.32         | -0.33         | -0.99   | -0.15 |
| T (°C)       | 4.60    | 5.46               | -0.08   | 0.17                    | 0.15    | 1.00   | -0.34        | -0.23     | -0.27     | -0.34      | -0.26        | -0.33         | -0.33         | -0.16   | -0.97 |
| Humidity (%) | 78.73   | 14.84              | -0.02   | -0.01                   | -0.22   | -0.34  | 1.00         | -0.02     | 0.10      | 0.17       | -0.05        | 0.10          | 0.16          | 0.21    | 0.28 |
| SO2          | 15.85   | 11.44              | 0.01    | -0.17                   | -0.16   | -0.33  | -0.02        | 1.00      | 0.59      | 0.61       | 0.89          | 0.58          | 0.61          | 0.16    | 0.35 |
| PM10         | 50.44   | 41.10              | 0.12    | -0.23                   | -0.35   | -0.27  | 0.10         | 0.59      | 1.00      | 0.98       | 0.54          | 0.94          | 0.92          | 0.36    | 0.27 |
| PM2.5        | 40.56   | 35.51              | 0.12    | -0.23                   | -0.36   | -0.34  | 0.17         | 0.61      | 0.98      | 1.00       | 0.57          | 0.93          | 0.94          | 0.37    | 0.34 |
| SO2-1        | 15.86   | 11.45              | 0.00    | -0.16                   | -0.15   | -0.31  | -0.05        | 0.89      | 0.54      | 0.57       | 1.00          | 0.59          | 0.61          | 0.14    | 0.33 |
| PM10-1       | 50.47   | 41.14              | 0.12    | -0.22                   | -0.32   | -0.26  | 0.10         | 0.58      | 0.94      | 0.93       | 0.59          | 1.00          | 0.98          | 0.33    | 0.27 |
| PM2.5-1      | 40.58   | 35.56              | 0.11    | -0.22                   | -0.33   | -0.33  | 0.16         | 0.61      | 0.92      | 0.94       | 0.61          | 0.98          | 1.00          | 0.34    | 0.33 |
| (v-v0)²      | 12.79   | 4.21               | 0.02    | -0.14                   | -0.99   | -0.16  | 0.21         | 0.16      | 0.36      | 0.37       | 0.14          | 0.33          | 0.34          | 1.00    | 0.16 |
| (T-T0)²      | 353.78  | 203.71             | 0.08    | -0.20                   | -0.15   | -0.97  | 0.28         | 0.35      | 0.27      | 0.34       | 0.33          | 0.27          | 0.33          | 0.16    | 1.00 |
3.3. Wind Roses

Figure 3 presents the wind roses for the analyzed heating seasons. The analysis of wind direction in individual seasons showed that the dominant directions for this monitoring station were southwest and to a lesser extent southeast.

![Wind rose for meteorological station, Katowice, seasons 2013/2014, 2014/2015, 2015/2016.](image)

The wind directions for this meteorological station were comparable to those of the station in the Katowice agglomeration area and were cited in papers dedicated to the analysis of pollution in this area (Figure 3). The wind roses indicate that these wind directions were dominant for this region, which is meaningful in the context of pollution transport for the location of emission sources or how highly urbanized areas influence low emissions. This situation is well presented in Figure 4, which presents the location of industrial plants treated as sources of high air pollution. These were placed on the list of the plants having the largest negative influence on the environment (List “80”), which can be found in [51]. The Figure shows wind roses presented in [7] in which the authors determined the models for three stations in Upper Silesia—Gliwice, Bytom and Piekary Śląskie for three variants:

- days in which air inflow at all stations came from quadrant (180°, 270°);
- days in which air inflow at certain station came from quadrant (180°, 270°);
- remaining days separately for heating seasons 1996–1997 and 1997–1998.

Such an approach to models made it possible to interpret coefficients and models for pollution transport or to search for rules (methods) of pollutant propagation in highly urbanized areas. Because of that, measuring stations are located small distances apart, so considering wind directions, one can expect that significant relocation of pollutants between stations may occur. It is important, then, that a station be located in an appropriate location, considering both the sources of the highest emissions and the direction of pollutant inflow from neighboring areas. Furthermore, the closest surrounding station is also important as it may influence changes in the parameters of pollution spreading. This was the basis for conducting analyses in this range.
3.4. Summary Statistics

In Table 2, the summary statistics for meteorological data and pollutant concentrations in the analyzed seasons were positioned. The data allowed us to analyze the obtained model forms in the context of coefficient values and their variation for individual seasons.

The analysis of averaged values in the heating seasons presented in Table 4 allowed initial comparisons of the levels of pollutant concentrations and meteorological conditions, which contribute in smog creation. Considering the temperature, the change between the lowest value in season 2014–2015 (4.31 °C) and highest (5.12 °C) is 0.81 °C. For wind speed, the season that had worst parameters for allowing an accumulation of pollutants because of low speed was 2014–2015 (mean speed = 0.63 m/s) while the best was season 2015–2016 (mean speed = 1.08 m/s, almost two times higher). When comparing the heating seasons for SO₂ and PM air pollution values, it was worth noting that they were comparable in individual seasons for both mean and maximum values.
### Table 4. Summary statistics for data in individual seasons.

| Heating Season | Variable          | Number of Observations | Mean   | Minimum | Maximum | Standard Deviation |
|----------------|-------------------|-------------------------|--------|---------|---------|--------------------|
| 2013–2014      | P (hPa)           | 4339                    | 981.66 | 961.00  | 1002.00 | 8.41               |
|                | V (m/s)           | 4240                    | 0.86   | 0.00    | 4.40    | 0.55               |
|                | T (st. C)         | 4342                    | 4.63   | −14.70  | 21.30   | 5.63               |
|                | Humidity (%)      | 4342                    | 76.34  | 11.00   | 99.00   | 15.82              |
|                | SO₂ (µg/m³)       | 4140                    | 13.90  | 1.00    | 115.00  | 9.85               |
|                | PM₁₀ (µg/m³)      | 4154                    | 54.90  | 4.00    | 355.00  | 41.72              |
|                | PM₂.₅ (µg/m³)     | 4226                    | 43.63  | 1.00    | 319.00  | 34.95              |
| 2014–2015      | P (hPa)           | 4142                    | 983.05 | 941.00  | 1005.90 | 9.23               |
|                | V (m/s)           | 3506                    | 0.63   | 0.00    | 3.50    | 0.62               |
|                | T (st. C)         | 4148                    | 4.31   | −11.70  | 22.60   | 5.73               |
| 2015–2016      | P (hPa)           | 4355                    | 984.75 | 957.00  | 1007.10 | 9.63               |
|                | V (m/s)           | 4355                    | 1.08   | 0.00    | 4.30    | 0.68               |
|                | T (st. C)         | 4355                    | 5.12   | −13.50  | 22.40   | 5.00               |

Figures 5–8 show the comparison of the graphs of variation of SO₂ and PM₁₀ concentrations based on temperature and wind speed for individual heating seasons.

![Figure 5](image.png)

Figure 5. Relation between SO₂ concentration and temperature for the analyzed heating seasons.
Figure 6. Relation between PM$_{10}$ concentration and temperature for the analyzed heating seasons.

Figure 7. Relation between SO$_2$ concentration and wind speed for the analyzed heating seasons.
The graphs in Figures 5 and 6 clearly show that the concentrations of both SO\(_2\) and PM\(_{10}\) decreased with the rise in temperature, thus confirming assumptions about their parabolic character. However, this decrease was mostly noticeable for SO\(_2\) in the range of negative temperatures and to a lesser extent for PM\(_{10}\). The highest changeability of concentrations was observed at low temperatures—the highest concentrations for SO\(_2\) were observed in 2015–2016—and the range of variation was very large below \(-5^\circ\), especially in 2014–2015. The variation of concentrations at higher temperatures was not high and related to a lower need for building heating.

Considering Figures 7 and 8 it can be seen that growth of wind speed significantly influenced a decrease in the concentration of both SO\(_2\) and PM\(_{10}\). If there had been no wind or a very weak on a certain day, then the phenomenon of pollutants bedding (accumulation) would have created smog. The greatest change in the concentration level was when the wind speed was between 1 and 2 m/s, causing a 50% decrease in pollutants. This was especially apparent for PM\(_{10}\), which, together with PM\(_{2.5}\), is the main cause of smog. The change of wind speed to higher values (up to 3 m/s) did not cause a further decrease in concentrations values, but the highest changeability was noticed for winds stronger than 3 m/s. However, days with such strong wind are rare in heating seasons. One of the reasons for the observed relation could have been the result of secondary dusting by strong wind. Considering the concentrations levels in relation to wind speed, all heating seasons can be treated as comparable.

Figures 9 and 10 show a deeper analysis of SO\(_2\) and PM\(_{10}\) concentrations taking into consideration the influence of temperature and wind speed.
Figures 9 and 10 show that the data concerning the analyzed parameters were mostly similar. The biggest differences were observed for the lowest temperatures by low wind...
speed. In particular, season 2015–2016 stands out in this aspect. The largest variation of data also occurred because of a high wind speed value, but it concerned mainly the high value of standard deviation while the mean level was rather comparable. Furthermore, the features that noticeably influenced the analysis of the concentrations and their character were curvilinear and could be approximated by a parabolic function. That is why the parabolical model was accepted further in this paper.

4. Modelling Results and Discussion

A good mathematical model to describe the daily average SO$_2$ concentrations in cities (measurement stations) of the Upper Silesian Industrial Region is

$$\text{SO}_2(t) = a + b\text{SO}_2(t-1) + c(v-v_0)^2 + d(T-T_0)^2$$

(1)

where $T_0$ is the temperature (around 20°) determined from the peak of the parabolic function $\text{SO}_2(T)$, and $v_0$ is the wind speed (around 6 m/s) determined from the peak of parabolic function $\text{SO}_2(v)$ [52].

Such a model was used between 2000 and 2013 to study the propagation of SO$_2$ concentrations in the cities in Upper Silesia and was based on a similar model that was used in Vienna. The models obtained at that time were characterized by the level of the coefficient of determination $R^2$ at 50–70% [9,10]. It was decided to verify the adopted form of the model by adapting it to the values from the 2013–2016 heating seasons. The data, collected by the air quality monitoring station in Katowice on Kossuth Street, were statistically processed and, based on them, regression equations were derived. For the collected data on both weather conditions and recorded concentration levels, a linear regression analysis was performed for the three heating seasons. The analysis gave us models which were used to obtain forecasts close to real values. A proper fit of the model was confirmed by high coefficients of determination $R^2$. Comparing the concentrations obtained from the prediction to the concentrations measured at the stations, we also estimated errors using the mean square error MSE according to Formula (2), which were also at a satisfactory level.

$$\text{MSE} = \sqrt{\frac{\sum_{i=1}^{n}(S_i - \bar{S}_i)^2}{n-k}}$$

(2)

where $S_i$ is the empirical concentration (measured at the station); $\bar{S}_i$ is the theoretical concentration (obtained from the model); $n$ is the number of measurements taken; and $k$ is the number of variables in the model.

The obtained models were presented using formulas according to Equation (1), where: $b$ is a parameter value; $R$ is the correlation index; Cor. $R^2$ is the corrected coefficient of distribution; $F$ is the value of the F-Snedecor test; and $p$ is a significance level for the F-Snedecor test. In the brackets below the model, the values of the coefficient errors were placed; we accept as a rule that the coefficient is statistically important if its absolute value is at least two times larger than the value of the error. The statistically important coefficients values at significance level 0.05 are marked by red color.

Therefore, the mathematical formulas for this model are:

- Regression model for SO$_2$ concentrations in the heating season 2013–2014, Katowice, Kossuth Street.

$$\text{SO}_2 = 0.8297 \cdot \text{SO}_2(t-1) + 0.0909 \cdot (v-v_0)^2 + 0.0040 \cdot (T-T_0)^2 - 0.2294$$

where

$[0.0086] [0.0219] [0.0004] [0.3370]$

$N = 3938; R = 0.8626; \text{Cor.} R^2 = 0.7440 \ F(3, 3934) = 3814.3 \ p < 0.0000 \ \text{MSE} = 5.0115$

- Regression model for SO$_2$ concentrations in the heating season 2014–2015, Katowice, Kossuth street.

$$\text{SO}_2 = 0.8720 \cdot \text{SO}_2(t-1) + 0.0434 \cdot (v-v_0)^2 + 0.0028 \cdot (T-T_0)^2 + 0.4015$$

(4)
Regression model for SO$_2$ concentrations in the heating season 2015–2016, Katowice, Kossuth street.

\[
SO_2 = 0.8785 \cdot SO_2(t-1) + 0.1187 \cdot (v - v_0)^2 + 0.0033 \cdot (T - T_0)^2 - 0.3915 \\
\]

\[
\begin{bmatrix}
0.0069 \\
0.0189 \\
0.0004 \\
0.2494 \\
\end{bmatrix}
\]

\[
N = 3776; R = 0.9092 \text{ Cor. } R^2 = 0.8264 \text{ F}(3, 4324) = 6869.0 \text{ p } < 0, \text{ MSE } = 5.3768
\]

For the assumed significance level = 0.05, one can see that all coefficients of the regression equation concerning the heating seasons are statistically significant (except for the value of the absolute term). Furthermore, the value of the $R^2$ coefficient exceeded 70%, which meant that these models were statistically better than models developed in previous years. It has to be stated that for all three heating seasons the models had a comparable form, i.e., the values of model parameters were similar and the level of $R^2$ was comparable. This meant that the seasons were similar and could easily be adapted to subsequent seasons. This might be due to the fact that concerning winters in recent years, one did not see large fluctuations regarding meteorological conditions. In addition, the model obtained for all three periods combined was also presented.

Regression model for SO$_2$ concentrations in three heating seasons 2013–2016 total, Katowice, Kossuth Street.

\[
SO_2 = 0.8691 \cdot SO_2(t-1) + 0.0681 \cdot (v - v_0)^2 + 0.0031 \cdot (T - T_0)^2 + 0.0696 \\
\]

\[
\begin{bmatrix}
0.0044 \\
0.0109 \\
0.0002 \\
0.1649 \\
\end{bmatrix}
\]

\[
N = 12042; R = 0.8924; \text{ Cor. } R^2 = 0.7963 \text{ F}(3, 12038) = 15689 \text{ p } < 0.0000 \text{ MSE } = 5.1530
\]

What is more, due to the smog in many Polish cities during winter, models for PM$_{10}$ concentrations, taking into account analogous initial equation models, were developed.

Regression model for PM$_{10}$ concentration for heating season 2013–2014, Katowice, Kossuth Street.

\[
PM_{10} = 0.8802 \cdot PM_{10}(t-1) + 0.9822 \cdot (v - v_0)^2 + 0.0090 \cdot (T - T_0)^2 - 9.3522 \\
\]

\[
\begin{bmatrix}
0.0064 \\
0.0708 \\
0.0011 \\
0.9871 \\
\end{bmatrix}
\]

\[
N = 4111; R = 0.9327; \text{ Cor. } R^2 = 0.8699 \text{ F}(3, 4107) = 9158.0; p < 0.0000 \text{ MSE } = 14.972
\]

Regression model for PM$_{10}$ concentration for heating season 2014–2015, Katowice, Kossuth Street.

\[
PM_{10} = 0.9150 \cdot PM_{10}(t-1) + 0.4211 \cdot (v - v_0)^2 + 0.0015 \cdot (T - T_0)^2 - 2.8190 \\
\]

\[
\begin{bmatrix}
0.0057 \\
0.0543 \\
0.0011 \\
0.8406 \\
\end{bmatrix}
\]

\[
N = 4295; R = 0.9321 \text{ Cor. } R^2 = 0.8687 \text{ F}(3, 4291) = 9474.2; p < 0.0000 \text{ MSE } = 14.073
\]

Regression model for PM$_{10}$ concentration for heating season 2015–2016, Katowice, Kossuth Street.

\[
PM_{10} = 0.9008 \cdot PM_{10}(t-1) + 0.3571 \cdot (v - v_0)^2 + 0.0052 \cdot (T - T_0)^2 - 6.3078 \\
\]

\[
\begin{bmatrix}
0.0059 \\
0.0595 \\
0.0013 \\
0.7347 \\
\end{bmatrix}
\]

\[
N = 4249; R = 0.9473 \text{ Cor. } R^2 = 0.8973 \text{ F}(3, 4245) = 12367; p < 0, \text{ MSE } = 14.446
\]

Regression model for PM$_{10}$ concentrations for all three heating seasons 2013–2016, Katowice, Kossuth Street.

\[
PM_{10} = 0.9099 \cdot PM_{10}(t-1) + 0.3571 \cdot (v - v_0)^2 + 0.0052 \cdot (T - T_0)^2 - 6.4848 \\
\]

\[
\begin{bmatrix}
0.0034 \\
0.0212 \\
0.0008 \\
0.5784 \\
\end{bmatrix}
\]

\[
N = 12655; R = 0.9375 \text{ Cor. } R^2 = 0.8789 \text{ F}(3, 12651) = 30619; p < 0.0000 \text{ MSE } = 14.583
\]
concerning the influence of temperature was not found to be significant. Most likely, this was because of the autocorrelation, which caused the obtained coefficient to be subject to additional error. However, this did not change the fact that in the other two seasons, the model proved to be significant. Concerning the 2014–2015 season, the significance level for the obtained parameter related to temperature change was only slightly higher than the assumed level of 5%.

This meant that the proposed regression model can be successfully applied for the purpose of warning and preventing practices concerning concentrations of selected air pollutants. There is no other work concerning this aspect of forecasting pollutant concentrations (SO2 and PM10), which makes it difficult to compare this with other works. These problems were the subject of older works [11,12]. Currently, thanks to the environmental protection activities, this topic is no longer such an interesting area of research.

5. Conclusions

The statistical analysis of concentration and meteorological data presented in the paper, obtained at the monitoring station in Katowice in the heating seasons 2013–2016, allows the following conclusions to be drawn:

- There is a high correlation between SO2 and dust concentrations at moment t and previous concentrations. The correlation coefficients between individual pollutants measured at the same time are at a satisfactory level.
- The proposed form of the model can generate good starting material when attempting to create a stochastic model that, depending on the direction of research, might provide better results for predicting concentrations of the studied type of air pollution. The analyses confirmed the parabolic character of the relationship between SO2 and PM10 concentrations and the meteorological parameters of wind speed and temperature. This was especially visible for low temperature values. For SO2, the mean concentration for low temperatures was around 30–40 µg/m³ and for higher values around 15. In case of PM10 the same relations were 70–120 µg/m³ and for positive values, 30–50 µg/m³.
- The results obtained from individual heating seasons were similar to the results obtained from analyzing the years 2013–2016, as a whole.
- The application of the above-mentioned statistical methods describing the measurement data obtained from the station allows for the analysis of their quantitative and qualitative dependencies, which is not always possible when using only numerical models or estimation methods (e.g., neural networks). The obtained errors were quite comparable for all seasons. In case of SO2 it was equal to about 5 µg/m³ and in case of PM10 around 15 µg/m³.
- The proposed model can be treated as a unified form. Even if the model from a previous year is used for a new one, the fit is quite good. The very important parameter in the model is the accumulation of a pollutant from a previous time. That means that the model coefficients are quite stable for a certain area. They may change if area’s urbanization or location of industrial plants changes.
- The observation of the model coefficient values and variations, as well as the influence of meteorological conditions (wind speed and temperature) allows an eventual evaluation of the effects of activities to change heating systems in buildings as described at the beginning of the paper.
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