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The radiative correction to the equation of motion for a moving charged particle is one of the oldest open problems in physics. The problem originates in the emission of radiation by an accelerated charge, which must result in a loss of energy and recoil of the charge, adding a correction to the well-known Lorentz force. When radiation reaction is neglected, it is well known that the dynamics of a charge in an ideal plane-wave field is periodic. Here we investigate the long-time dynamics of a charge in such a field and show that all current models of radiation reaction strictly forbid periodic dynamics. Consequently, we show that under the influence of the external field, the loss of energy to radiation reaction causes particles to accelerate toward an infinite kinetic energy. Such a phenomenon persists even in weak laser fields and puts forward the possibility of testing radiation reaction through long-duration weak-field precision measurements, rather than through strong-field experiments. We further provide numerical examples suggesting realistic conditions for such measurements through the asymptotic frequency shift and energy loss of a charge, which for example can be detected using electron energy spectrometers in ultrafast electron microscopes.
Section I - Introduction

The conventional description for the motion of a charged particle under an electromagnetic field is given by the Lorentz Force (LF) equation of motion [1]. This equation lies at the heart of classical electrodynamics and is known to give an exact description of a wide range of observed physical phenomena. In relativistic covariant form, the LF equation can be written as

\[ m \dot{u}^{\mu} = q F_{\nu}^{\mu} u^\nu. \]  

(1)

Here \( u^{\mu} = \gamma(1, \beta) \) is the velocity 4-vector with \( \beta = \frac{v}{c}, \gamma = 1/\sqrt{1 - \beta^2} \) is the Lorentz factor, \( F^{\mu\nu} \) is the electromagnetic field tensor, \( q \) is the charge and the dot denotes a derivative with respect to the proper time \( \tau \). We use \( c = 1 \) and the metric tensor \( g_{\mu\nu} = \{1, -1, -1, -1\} \) throughout.

A well-known result of Maxwell’s equations is that an accelerating charged particle emits radiation, with the instantaneous radiation power given by the Larmor formula (here presented for an electron) [1]

\[ P = \frac{2}{3} \frac{e^2}{4\pi \varepsilon_0 c^3} \approx 6.24 \times 10^{-24} \text{ [s]} \]

(2)

where \( \tau_0 = \frac{2e^2}{3 \cdot 4\pi \varepsilon_0 mc^3} \approx 6.24 \times 10^{-24} \text{ [s]} \) denotes the characteristic time that it takes light to cross the classical electron radius.

For conservation of energy to be satisfied, radiation emission must be compensated by a loss of energy & momentum from the charge. Consequently, an exact equation of motion for a charged particle must include a radiation correction term, most commonly termed “Radiation Reaction” (RR). The search for the correct treatment of the charged particle dynamics, in a way that consistently include the RR correction, is considered one of the oldest open problems in physics. The current consensus is that a complete treatment for the problem involves quantum
electrodynamics, yet the complete recipe for such a treatment is not known. It is therefore believed to be of substantial value to pursue classical and semi-classical treatments of the problem to complement quantum electrodynamics. Such treatments could help guide experiments and provide more insight into the problem of RR.

The most well-known RR correction is the one suggested by Lorentz, Abraham, and Dirac (LAD) [2]:

\[ m\ddot{u}^\mu = qF^{\mu\nu}u_\nu + m\tau_0 (\ddot{u}^\mu + \dot{u}^2 u^\mu) \]  

Due to the third time derivative of the four-position \( x^\alpha(\tau) \), the LAD equation does not have a unique solution for a given initial position and momentum [2]. Furthermore, the equation has pathological (runaway) solutions, in which the particle accelerates to infinity, even without the presence of an external field [3]. A proposed remedy was introduced by Dirac, requiring \( \ddot{u} = 0 \) as \( t \to \infty \) (this condition, however, replaces the problem of diverging solution with the problem of pre-accelerating solutions, see [4]). Other models of RR were also introduced, prominent examples include Eliezer [5], Landau and Lifshitz [6], Mo and Papas [7], Hartemann and Luhmann [8] and others [9, 10, 11].

Among the various alternative equations, a particularly well-regarded one was introduced by Landau and Lifshitz [6]. By taking the RR correction term in the LAD equation as a perturbation on the Lorentz force (via the minimal substitution \( \ddot{u}^\mu = (q/m) F^{\mu\nu}u_\nu \)), one gets the Landau-Lifshitz (LL) equation:

\[ m\ddot{u}^\mu = qF^{\mu\nu}u_\nu + q\tau_0 \left\{ F^\mu_\eta u^\eta u^\mu + \frac{q}{m} \left[ F^{\mu\nu}F_{\nu\eta}u^\eta u^\mu - F^{\nu\eta}F_{\eta\rho}u^\rho u^\nu u^\mu \right] \right\}, \]  

This equation is identical to equation (3) to first order in \( \tau_0 \). The LL equation is often taken for further study, as it avoids the runaway solutions of the LAD equation and has known analytical solutions [12, 13, 14, 15].
Because of the current lack of experimental data, none of the suggested RR models is unanimously accepted, even if just as a classical approximation to the full quantum dynamics. In recent years, however, advancements in high-intensity laser experiments enabled a first empirical look into this old problem [16, 17]. Both experiments reported evidence of significant quantum effects in RR in the measured regimes (field intensities of $10^{18}\text{Watt/cm}^2$ and above). Another recent experiment showed the effects of quantum RR for channeled positrons in silicon crystals [18]. As of today, no theory was shown to fully explain the data, which illustrates the persistence of this century-old paradox.

To our knowledge, nearly all proposals and attempts to measure RR assume extreme an interaction with very high intensity fields (with the notable exception of [19]). In such interactions, the RR force is significant or even becomes dominant. Our work discusses a different approach to aid the investigation and observation of RR, relying on low-intensity lasers and precision measurements. Our goal is to quantify measurable effects that can be accessed in the presence of relatively weak electromagnetic fields, and whose description gives new insight about RR. We find such effects by studying the long-time dynamics of a charge under a plane-wave field.

It is well-known that the solution of the LF equation for a charge in a periodic plane wave is also periodic [20]. The effect of RR is a small perturbation on the LF equation that causes loss of energy and acts as damping, therefore altering the original trajectory. One might then expect the charge to converge into an altered steady state, in which an average energy gain from the laser pump is matched by an energy loss to radiation. We show here that regardless of what RR term is used, there exist no steady-state solutions. Instead, we discuss the intriguing result that including RR effects into a long-enough interaction with a plane-wave field causes the particle to accelerate. Moreover, this acceleration extends as long as the field lasts, toward an infinite kinetic energy at infinite time. This supposed divergence is, of course, limited in
practice by the duration of the interaction. Such an acceleration effect at long times can be inferred from different methods of analysis of RR [21, 22, 23, 24].

As a first example, we consider the analytic solution of the LL equation and show it predicts a perpetual increase of the particle’s momentum to infinity along the direction of the driving plane wave. That is, a charged particle interacting with the wave will be eventually “carried” by it and accelerated toward the speed of light. Next, we consider cases of a very strong radiation force, in which the LL approximation cannot be used, and the dynamics is instead modeled by the LAD equation. We present a proof that even in that case, the dynamics must always asymptotically diverge toward infinite energy, and in fact, the divergence is the same as the one in the LL equation. Lastly, we develop a perturbative method for calculating the RR correction for a general model and use it to show that, under very general assumptions, RR effects prevent the particle from having a periodic motion. Consequently, in all these cases, the same perpetual acceleration toward the speed of light is expected.

One might ask whether there is a difference between the effect of RR under a weak plane-wave field and the RR effect observed in a synchrotron. Synchrotron RR was studied extensively in the fields of accelerator science and engineering, where it is attributed to the energy loss as calculated using the Larmor formula [25, 26]. Here, in contrast, we observe that RR effects enable us to accelerate the particle, an effect that cannot be accounted for by a simple application of the Larmor formula and requires an introduction of a radiation term in the equations of motion. While the two phenomena are governed by similar equations of motion, the resulting dynamics are different, due to the fact that the plane-wave field acts as an energy source. We further note that the acceleration we discuss here is different from other mechanisms of acceleration due to electron-field interactions, for example, ponderomotive acceleration [20], or acceleration due to coherent interaction of electron bunches [27].
After discussing the mathematical side of the acceleration as a result of RR, we conclude the paper by proposing a novel method of measuring the RR correction using the newly developed experimental method of ultrafast electron microscopy. We provide numerical examples in which effects of RR, as modeled by classical equations of motion, can be detected. The reason we find such an experimental proposal exciting is that it relies on much weaker laser intensities than those utilized in previous RR experiments, and instead employ the precision-measurement capabilities of electron microscopy to compensate for the weaker interaction. Weaker laser intensities make it possible to use much more stable laser sources (e.g., as used in laser interferometers, frequency combs, and phase-locked femtosecond lasers), which enable implementing prolonged interactions as discussed below.

Light emission by electrons is intrinsically a quantum electrodynamical (QED) process. Our classical electrodynamics analysis can provide a benchmark for a QED analysis of RR [28, 29, 30, 31, 32] and possible future experiments. We expect our prediction of the breaking of plane-wave periodic dynamics to be a feature of the QED description as well, at least in some parameter regimes. The more general question as to whether the breaking of periodic dynamics would always occur for every choice of parameters in QED given a long-enough interaction with a plane-wave field is important and will be left for future work.
Section II - Solution to Lorentz force (LF) equation in a plane wave

As a preliminary to our discussion, we first consider the known solution for the LF equation (1) in the field of a plane wave, written as

\[ F^\alpha_\beta = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & -1 \\ 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix} E_0 \varphi(k \cdot x). \]  

(5)

where \( \varphi(k \cdot x) \) represents an arbitrary pulse envelope, with the dot product defined as \( a \cdot b = a^\alpha b_\alpha \), and \( k^\alpha \propto (1,0,0,1) \) is chosen for simplicity to describe propagation in the +z direction with linear polarization in the x direction (it is straightforward to generalize it to other cases).

Specifically, later in this work, we use a monochromatic plane wave with a frequency \( \omega_0 \) so that \( k^\alpha = (\omega_0,0,0,\omega_0) \) and \( \varphi(k \cdot x) \) is a sine wave. An important property of \( F^{\mu \nu} \), which will be used later, is that

\[ k_\mu F^{\mu \nu} = 0. \]  

(6)

Due to the plane-wave excitation, the LF equation seems to be nonlinear in \( u \) (since \( \dot{x} = u \), with \( x \) appearing inside \( F^\alpha_\beta \)). But it can be linearized by introducing the change of variables \( \xi = k \cdot x \) (representing the phase of the wave at the point of the particle), which satisfies

\[ \ddot{\xi} = k \cdot \dot{u} = 0 \]  

(7)
so \( \dot{\xi} \) is constant and given by
\[
\dot{\xi} = k \cdot u_{in},
\] (8)
where \( u_{in} \) is the initial velocity. Equation (1) then becomes
\[
(u^\nu)' = \frac{q}{m (k \cdot u_{in})} P^\mu_{\nu} u^\nu.
\] (9)

Here the prime denotes differentiation with respect to \( \xi \).

We can now use the fact that the matrices \( P^\mu_{\nu}(\xi) \) at different times commute with each other to integrate equation (9). We then get
\[
u(\xi) = U^\mu_{\nu}(\xi) u^\nu_{in},
\] (10)
where \( U^\mu_{\nu} \) is the propagator
\[
U^\mu_{\nu}(\xi) = \begin{bmatrix}
1 + \frac{\chi^2(\xi)}{2} & \chi(\xi) & 0 & -\frac{\chi^2(\xi)}{2} \\
\chi(\xi) & 1 & 0 & -\chi(\xi) \\
0 & 0 & 1 & 0 \\
\frac{\chi^2(\xi)}{2} & \chi(\xi) & 0 & 1 - \frac{\chi^2(\xi)}{2}
\end{bmatrix}
\] (11)

\[
\chi(\xi) = \frac{a_0}{k \cdot u_{in}} \int_0^\xi \varphi(\xi') d\xi',
\] (12)
with \( a_0 = \frac{E_0 q}{m \omega_0} \) being the dimensionless parameter describing the field intensity, and \( \hat{k}^\mu = \frac{1}{\omega_0} k^\mu \) (\( \hat{\xi} \) will be used throughout as an integration parameter when replacing \( \xi \)).

An important property of this solution is that for a periodic wave (periodic \( \varphi \)), the solution \( u^\mu \) is periodic in time. Furthermore, when \( \varphi \) has a zero mean (that is, no DC field), the particle cannot be accelerated, i.e., gain net energy over the entire interaction. This result is generalized as the Lawson-Woodward theorem [33, 34], which states that no first-order acceleration can occur for a charged particle interacting with a laser in free space (under some additional conditions [35]).
Section III - Perpetual acceleration under the Landau-Lifshitz (LL) equation & the Lorentz-Abraham-Dirac (LAD) equation

In contrast to the LF equation that shows periodic dynamics, we find that the long-time dynamics of the LL equation has the particle energy increase indefinitely. The LL equation of motion for a particle traveling in a plane wave was solved analytically by di Piazza [14] and by Hadad et al. [15] (here we follow the notations of [15], with the exact solution presented in equation (31) therein). It is worthwhile, however, to give a further discussion of the asymptotic dynamics of the solution. As RR is a perturbation that corresponds to a damping force, one might expect that the solution will decay to a periodic solution. This is not the case, however, and we shall further see that the LL model predicts a perpetual increase of the particle energy to infinity in all cases. To see this, consider the functions (taken from [15])

$$ k \cdot u(\xi) = \frac{k \cdot u_{in}}{1 + \tau_0 \alpha_0^2 (k \cdot u_{in}) \psi(\xi)} \quad (13) $$

and

$$ \psi(\xi) = \int_0^\xi \varphi^2(\xi)d\xi, \quad (14) $$

with $\varphi$ defined in equation (5). It can now be seen that when the particle's interaction with the EM pulse is not bounded in time, equation (14) enforces $\psi \to \infty$ and thus according to equation (13) we also have $\gamma (1 - \beta_z) = k \cdot u \to 0$. This is possible only if $\beta_z \to 1$ (and because $|\beta| < 1$ also $\beta_x, \beta_y \to 0$). That is, RR leads to a counter-intuitive result: it enables the acceleration of the electron, as was suggested by [36] in the context of bichromatic laser fields, and in [21] in the case of an electron initially at rest. In fact, our argument shows that the laser can pump an infinite amount of energy to the electron. Moreover, an eventual unbounded acceleration occurs for an electron starting at any velocity, and it already appears for a monochromatic laser field.
We note that a similar conclusion can be reached when considering the solution to the acceleration due to the averaged RR force, as was done by Landau & Lifshitz [6, p. 219].

Another important note is that while it might be tempting to associate the perpetual acceleration seen here to the divergent “runaway” solutions of the LAD equation, they are completely distinct. The runway solutions (see, for example, [2, 37]) are singular in $\tau_0$, that is, the solution diverges faster as $\tau_0 \to 0$, while here the divergence is regular in $\tau_0$.

We also identify a frequency shift, i.e., the change in the particle’s oscillation frequency resulting from the RR correction to the particle trajectory. The frequency shift can be calculated by first presenting the relation between the time $t$ and the variable $\xi$

$$t(\xi) = \int_0^\xi \frac{dt}{d\xi} d\xi = \int_0^\xi t(\xi) t'(\xi) d\xi = \int_0^\xi \frac{u^0}{k \cdot u} d\xi. \quad (15)$$

When the integrand changes slowly, we can also define

$$\omega(\xi) = \frac{2\pi}{t(\xi + 2\pi) - t(\xi)} = 2\pi \left( \int_\xi^{\xi+2\pi} \frac{u^0}{k \cdot u} d\xi \right)^{-1} \approx \frac{k \cdot u(\xi)}{u^0(\xi)}. \quad (16)$$

Figure 2 shows the long-time dynamics under RR effects in the presence of a relatively weak field. We see that while in a head-on collision of a particle with an EM field, the particle experiences an initial energy loss, eventually the RR effect causes acceleration in the direction of the wave (notice, however, that while the acceleration is unbounded, the acceleration per period is still small).
Since the LL equation is an approximation of LAD, one might wonder whether our result of perpetual acceleration is an outcome of the approximation. For instance, the result will not be valid when the particle energy becomes large enough or when the duration of the interaction becomes long enough. Therefore, it is interesting to ask whether the long-time dynamics governed by the LAD equation can prevent the perpetual acceleration seen in the LL equation, and result in steady-state dynamics. We prove (see Appendix 1) that the LAD equation cannot, in any case, admit a steady-state (periodic) solution for a particle traveling in a plane wave. Our proof predicts that for an arbitrarily strong linearly polarized pulse, the LAD equation always predicts an eventual increase of energy toward infinity (resulting from $k \cdot u \to 0$ and eventually converging to the first-order perturbative dynamics described by the LL equation). This is a remarkable result, as the LAD equation is a complex nonlinear system, which in general is expected to show regimes of both periodic and chaotic motion.
Section IV - Perturbative calculation of general RR corrections

Next, we wish to generalize the solution presented for the LL equation to a general RR term. This can be applied, for example, on a semi-classical RR force obtained by the summation of transitions between quantum Volkov states in a plane wave, as described in [38]. Ultimately, by the end of the next section, we want to prove that no steady-state solution can exist for a broad class of RR models to the first order in $\tau_0$ and consequently that the particle energy must increase indefinitely in long-enough interactions with an EM field. In this section, we develop a perturbation theory for the shift in velocity and energy of the particle by a general covariant RR model. Importantly, the first-order perturbation dominates the effects of RR in the precision measurement experiments that will be described below, where the RR term is indeed a small perturbation on the LF. The first-order phase-space diagrams shown in Figure 3 then provide a sufficient description of the long-term dynamics.

We solve an equation with the general form

$$m\dot{u}^\mu = qF^\mu_\nu u^\nu + m\varepsilon D^\mu,$$  \hspace{1cm} (17)

where $F^\alpha_\beta$ is the EM wave field tensor, $D^\mu \left( u, \dot{u}, ..., F^{\mu\nu}, F^{\mu\rho}, ... \right)$ is a general RR term (units of time$^{-2}$), and $\varepsilon$ is a small parameter with dimensions of time, satisfying $\varepsilon \omega \ll 1$. We will later add a further scaling assumption to the definition of $D$, while keeping it general enough to include all well-known RR equations [39]. It can be shown (for further details see Appendix 2) that to first order in $\varepsilon$, the 4-velocity of the charge, including the RR effect, can be written as

$$u^\mu = U^\mu_\nu u^\nu_\in + \frac{\varepsilon}{k \cdot u_\in} U^\mu_\nu \int_0^\xi (U^{-1})^\eta \left[ D^{(0)\eta} - X(\tilde{\xi}) \frac{d}{d\tilde{\xi}} u^{(0)\eta} \right] d\tilde{\xi} + O(\omega \varepsilon)^2,$$  \hspace{1cm} (18)

(with terms in the integrand evaluated at $\tilde{\xi}$). $X$ is an auxiliary function

$$X(\xi) = \frac{1}{k \cdot u_\in} \int_0^\xi k \cdot D^{(0)}(\tilde{\xi}) d\tilde{\xi},$$  \hspace{1cm} (19)
$U^\mu_\nu$ being the propagator described in equation (11), and $D^{(0)}_\mu$ is $D^\mu$ evaluated on the unperturbed trajectory (all are a function of $\xi$) $D^{(0)}_\mu = D^\mu(u^{(0)}_\nu, u^{(0)}_\nu, \ldots, F^{\nu\eta}, F^{\nu\eta}, \ldots)$.

We can follow the particle dynamics one cycle of the EM field at a time, by integrating each cycle separately, thus describing the particle dynamics in terms of a discrete-time difference equation. This enables us to analyze the long-time evolution by looking at the difference in velocity $\Delta u^\mu_\text{in}$ after each cycle. This difference is only a result of the RR term, as $\Delta u^\mu_\text{in}$ is zero in the absence of an RR correction. Consequently

$$\Delta u^\mu_\text{in}(u^\mu_\text{in}) = \frac{e}{k u_\text{in}} \int_0^{2\pi} (U^{-1})^\mu_\nu \left[ D^{(0)}_\nu - X(\xi) \frac{d}{d\xi} u^{(0)}_\nu \right] d\xi . \quad (20)$$

Note that $\Delta u^\mu_\text{in}$ here is Lorentz invariant, as it is composed of Lorentz-invariant objects.

Figure 3 shows two examples of phase spaces (Poincare sections) for the difference equation (20), defined on the charge velocity $\beta$, and mapping the particle dynamics with the arrows representing $\Delta u^\mu_\text{in}(\beta)$. That is, each arrow in the phase space connects a given velocity

![Figure 3](image-url)

**Figure 3:** Calculation of the long-time phase space for the velocity $\beta$ showing energy divergence for the LAD equation, as calculated using (20) for two different models. An arrows map represents the particle’s dynamics: each arrow connects a given $\beta$ to the particle’s $\beta$ after a single period of the EM field. The wave vector $\mathbf{k}$ points towards the $+z$ direction. (a) Calculated for the LAD equation, exhibiting the same perpetual acceleration as described in Section V. (b) Calculated for a model similar to Hartemann-Luhmann’s [8], but with a modified zero term (see Appendix 3). Note that (b) has a steady state point at $\beta_z = 0.4$ (marked in red), and thus cannot be a Lorentz invariant RR model according to our proof.
β(ξ) to β(ξ + 2π), its value after a single period of the field. To put it in context, the phase space for the LF equation \((D^\mu \propto F^{\mu\nu} u_\nu)\) will be composed of only fixed points (all the arrows are of size zero) since the dynamics is always periodic. This can be shown directly by substituting \(D^{(0)\mu} = \text{const} \times F^{(0)\mu\nu} u_\nu^{(0)}\) in equation (20).

Section V – Proof of the perpetual acceleration for a general RR term

By analyzing the dynamics in this phase space, we prove in this section that under broad assumptions no Lorentz-invariant equation of motion (i.e., a covariant \(D^\alpha\)) can reach a periodic solution. Thus, the kinetic energy must always increase toward infinity for a long-enough plane-wave excitation. In the phase space diagram, this means that there exists no fixed point (i.e., \(\beta\) that translates to itself) and no cycle (i.e., \(\beta\) that translates to itself after \(n\) periods), so following the arrows always converges to the edge of the diagram (\(|\beta| = 1\)). As an example, Figure 3a shows dynamics converging to the edge of the diagram, representing asymptotically diverging dynamics. In contrast, Figure 3b shows an attractive stable point (point with no arrow) in phase space, representing periodic dynamics. Our proof shows that the picture depicted in Figure 3b cannot arise from a covariant RR term.

We prove by contradiction: Assume there exist a fixed \(u_{in,0}^\mu\) inside the phase space (finite velocity). This can be thought of as a zero of the function \(\Delta u_{in}^\mu(u_{in}^\mu)\). We prove that \(u_{in,0}^\mu\) is unchanged by some Lorentz transformations of the phase space. That is, the transformed function \(\Delta u_{in}^\mu\) (the change in velocity in the observer frame as a function of initial velocity in the observer frame) has the same zero \(u_{in,0}^\mu\). This is in contradiction with the fact that velocities transform as 4-vectors.
To see this, it is sufficient to consider an observer moving in the direction of the wave vector with a velocity $\beta_{\text{ob}}$. This observer will see the interaction of a particle with a field that remains a plane wave and is now characterized by the boosted parameters

$$a_0 \mapsto a_0, \quad \omega_0 \mapsto \frac{1 - \beta_{\text{ob}}}{1 + \beta_{\text{ob}}} \omega_0, \quad F^{\mu\nu}(\xi) \mapsto \frac{1 - \beta_{\text{ob}}}{1 + \beta_{\text{ob}}} F^{\mu\nu}(\xi).$$ \hspace{1cm} (21)

We note that since $F^{\mu\nu}$ generally transforms like a tensor, this transformation is valid only in the case of a plane wave and only when the observer is moving in the direction of the field.

Let us now examine how the arrows in phase space (see Figure 3) $\Delta u_{\text{in}}^\mu(u_{\text{in}}^\mu)$ are seen by the moving observer (that is, velocity change in the observer frame as a function of some velocity 4-vector $u_{\text{in}}^\mu$ in that frame). Since the LF propagator $U^\mu_\nu(\xi)$ is only a function of $a_0$, the transformation of $\Delta u_{\text{in}}^\mu(u_{\text{in}}^\mu)$ in equation (20) will only be a result of the transformation of $D^{(0)\mu}$. $D^{(0)\mu}$ is a function of $\left(\frac{d}{dt}, \frac{d^2}{dt^2}, \ldots, F^{\mu\nu}, F_\rho^{\mu\nu}, \ldots\right)$ acting on $u^{(0)\mu}$ and thus, noticing that the action of $\frac{d}{dt}$ and $F^{\mu\nu}$ on $u^{(0)\mu}(\xi)$ scales as the Doppler factor $\kappa = \sqrt{\frac{1 - \beta_{\text{ob}}}{1 + \beta_{\text{ob}}}}$, we group the terms in $D^{(0)\mu}$ by powers of $\kappa$:

$$D^{(0)\mu}(\xi, u_{\text{in}}^\mu) = \sum \kappa^n g_n(\xi, u_{\text{in}}^\mu),$$ \hspace{1cm} (22)

where $g_n(\xi, u_{\text{in}}^\mu)$ are arbitrary functions of the observer-frame velocity. For example, the terms that are shown in $g_2$ are $\ddot{u}, (\dot{u})^2, F^{\mu\nu}_\rho$, and so on.

At this point, we use the fact that for a broad class of RR models, including the most commonly discussed ones (LAD, LL, etc.), only the terms corresponding to $n = 2$ are present in the expression, and thus equation (22) simplifies to

$$D^{(0)\mu}(\xi, u_{\text{in}}^\mu) = \kappa^2 g_2(\xi, u_{\text{in}}^\mu).$$ \hspace{1cm} (23)

Substituting in equation (20), we see that it can now be separated as
\[ \Delta u_{in}^\mu (u_{in}^\nu) = \kappa \Delta u_{in}^\mu (u_{in}^\nu), \tag{24} \]

With \( \Delta u_{in}^\mu (u_{in}^\nu) \) being the velocity change in the lab frame (\( \beta_{ob} = 0 \)). Notice that in both sides of equation (24), we have the same initial velocity, but it plays the role of velocity in the observer frame on the LHS and velocity in the lab frame on the RHS. The phase space seen by the moving observer will thus have the arrows pointing at the same directions, but with their length scaled by a constant factor \( \kappa \). Therefore, if the phase space had a fixed point with an initial velocity \( u_{in,0}^\mu \) such that \( \Delta u_{in}^\mu (u_{in,0}^\mu) = 0 \) (as illustrated in Figure 3b), we also have \( \Delta u_{in}^\mu (u_{in,0}^\mu) = 0 \). Then, \( u_{in,0}^\mu \) must also be a steady point in the boosted frame, in contradiction with the requirement that the steady-state velocity must transform as a 4-vector.

The resulting contradiction implies that Lorentz invariance does not allow the existence of periodic points in phase space. We can show that trajectories with longer periods cannot exist either (i.e., the particle returns to its initial state after \( n \) periods) by following the same proof, replacing the upper integration limit in equation (20) with \( 2\pi n \). Dynamics with a period that is not an integer number of cycles are not possible either, as the plane wave EM field is \( 2\pi \) periodic (in \( \xi \)).

For the final step in the proof, we show the divergence of the solution toward infinite energy at infinite interaction time. In the limit of weak RR, we can treat the small changes between discrete periods as approximating a continuous flow. In this limit, where the first-order solution is applicable, we have \( \frac{\partial \Delta u_{in}^\mu}{\partial u_{in}^\nu} \Delta u_{in}^\nu \ll \Delta u_{in}^\nu \), i.e., the changes in the phase-space flow field are much smaller than the changes of \( u^\mu \) between periods. Therefore, as the \( \beta \) phase space is two-dimensional (in the case of a linearly polarized wave) with no periodic cycles, the divergence of the trajectory is established as a result of the Poincare-Bendixon theorem [40], which states that a 2D continuous dynamical system can either converge into a stable point, a periodic limit cycle, or diverge.
It is instructive to ask what scenarios enable steady-state dynamics. For example, in the case of a particle under the influence of two counter-propagating waves, the field amplitudes of each wave will scale differently upon a Lorentz transform, so that the amplitude of the wave moving counter to the observer increases, and the other decreases. In that case, the total field in different points in space-time scales differently, so that a scaling law similar to the one applied in equation (21) cannot be established, and thus a steady state could potentially be obtained despite the influence of RR.

The inclusion of only the $\kappa^2$ terms in equation (22) is also a fine point that deserves further discussion. This is indeed a property of all well-known RR equations, such as the LAD, LL, Mo & Papas [41] and Sokolov (to the first order) [9] equations, and stems from the scaling of the radiation power due to the Larmor formula as $\dot{u}^2$. However, quantum corrections to the Larmor formula add higher-order terms in frequency (see, for example [42, pp. 376-386]), so that a phenomenological model that accounts for corrections of quantum electrodynamics (QED) should display effects of orders higher than $\left(\frac{d}{dt}\right)^2$ (i.e., higher than $\kappa^2$), on which our proof is not applicable [43]. This introduction of higher-order terms leads to a fascinating implication: that convergence to a steady state might be possible, and if found in experiments, hints at a necessarily non-classical behavior that is inherent in RR. We note, however, that the most well-known phenomenological QED model, by Sokolov, exhibits a similar acceleration to the one shown above [44].
Section VI – Quantitative examples for possible precision measurements of RR

We now discuss the implications of the above findings to possible precision experiments that may give insight into the problem of RR. If the dynamics of a particle under the influence of a plane-wave EM field would be found in some candidate RR equation to have an altered steady-state solution, such a steady state could be measured by trapping the particle and using precision measurement tools to observe corrections to its motion after a long interaction. Interestingly, in the previous sections we showed that, for all the famous RR candidate models, the dynamics of a charged particle interacting with a periodic wave always diverges toward infinite energy. Below, we estimate the size of the RR corrections and discuss possible precision experiments given a long enough interaction.

We consider the effect of the interaction on the shift in the energy of the particle (see an outline in Figure 4). Figure 5 shows the time that it takes a particle to change its energy by 1 eV. We further calculate the energy loss due to the LL correction $\Delta E$, and find the laser pulse fluence $H$ (i.e., the total energy per unit area) required to obtain this energy loss. The relation is captured by the simple equation (see Appendix 4 for derivation)

$$H = \frac{cm_e e_0 \Delta E}{q^2 \tau_0} \left(1 + \frac{1}{\beta_{in}}\right) = 242 [\text{kJ/cm}^2] \times \left(1 + \frac{1}{\beta_{in}}\right) \frac{\Delta E}{1 \text{ eV}}. \quad (25)$$

Figure 4: Energy & Frequency shift of the electron.
where $\Delta E$ is assumed to satisfy $\left| \frac{\Delta E}{\beta mc^2} \right| \ll 1$. The relation above assumes a linearly polarized plane wave but is otherwise independent of the specific laser parameters: frequency, intensity, pulse envelope and duration.

An especially attractive opportunity for such an experiment is the use of ultrafast/dynamic transmission electron microscopes (UTEM/DTEM) [45, 46, 47] or ultrafast electron diffraction (UED) [48, 49]. Such setups facilitate the interaction of fs/ps laser pulses with free electrons. Using electron energy spectrometers, such systems allow the precise measurement of the electron energy/momentum change, with precisions on the scales of a single eV and down to a few meV in state-of-the-art systems [50, 51].

Another intriguing opportunity presented by such precision experiments is to conduct the interaction inside a hollow optical waveguide [52, 53]. Such waveguides will enable longer interaction lengths with stronger laser fields. The typical interaction length is then bounded by the electron beam spread angle (which can be kept much below 1 mrad) instead of the

Figure 5: The characteristic time of energy shift for LL interaction. The time taking the particle to change its energy by 1 eV, for a pulse with wavelength 532 nm. Note that for $u_0 < 0$, the particle loses energy, while for $u_0 > 0$ the particle gains energy.
Rayleigh length that limits the effective interaction length in free space. As a case example, we consider an optical waveguide that is 3 mm long and 1 μm wide (much wider than the typical electron beam width in electron microscopes). The duration of interaction inside the waveguide, for a 200 keV electron ($\beta = 0.7$), is 14 ps. Then the intensity required to obtain 10 meV of mean energy loss is $8 \times 10^{13}$ Watt/cm$^2$, corresponding to a total pulse energy of 0.4 mJ. This parameters estimate indicates that the regime required for precision corrections of RR is already currently accessible.

We next consider the scale of energy loss or gain that can be measured in current experiments. Electron energy loss spectroscopy (EELS) can measure changes on the scale of sub-eV (with state-of-the-art systems even reaching the single meV range). Such energy resolution is already below the typical energy of a single photon in the EM field, which hints that we should take into consideration effects related to the second quantization of the field, or the quantum nature of the electron-light interaction [54] These considerations imply that the electron radiates in quantized integer portions of $\hbar \omega$ (that could potentially be described by transitions between quantum Volkov states [55]).

In the setup described above, we have $\chi_0 = k \cdot u \frac{E_0}{F_{cr}} \ll 1$, with $F_{cr} = \frac{4\pi\varepsilon_0 m^2 c^3}{q\hbar} = 1.3 \times 10^{16}$ V/cm being the QED critical field. In this regime, the RR energy loss is often considered classically [3], and modeled with conventional equations such as LL. We expect, but cannot prove within our analysis, quantum corrections to appear already at the weak field limit of RR that we study here. Specifically, this expectation arises from current experiments in ultrafast transmission electron microscopy, and especially photon-induced nearfield electron microscopy (PINEM) [49], which show a discrete electron energy change corresponding to an integer number of photons emission/absorption. Such experiments hint that precision measurements of RR may show a mean energy loss as predicted by the classical equations, but
still have their exact distribution modified by quantum effects [56]. A more thorough analysis could involve Monte-Carlo estimates of the energy loss and is left for future work. Note also that, for the task of discriminating between classical RR models, such as the LL and LAD equations, which are similar in the first order in perturbation theory, one must consider interactions in which the magnitude of the RR term in the equation of motion is similar in magnitude to the LF term, as was done in [17, 16].

Other experimental setups can also be set to explore these phenomena. For example, we can achieve an interaction over a longer duration (“infinitely-long”) by an electron trap or a storage ring under the illumination of a stable continuous wave laser, or a longer duration phase-locked pulse. Going beyond the scheme analyzed in this work, we can consider interactions with two counter-propagating plane waves, or more generally, specially-shaped beams and pulses that will be optimized to provide the maximal RR correction.

In precision measurements of RR, it will be crucial to distinguish the intrinsic RR effects from other effects arising from the deviation of the pulse profile from an ideal plane wave. Two main effects should be considered in this context: the transverse motion of the electron, which might result in the electron escaping from the interaction area, and the ponderomotive acceleration. For the first, we note that the amplitude of transverse oscillation is known to be of order $\lambda a_0$ [57], which is much smaller than the laser spot size for the weak fields we consider here (small $a_0$). To account for the ponderomotive effect, we perform exact simulations of the LL equation in a realistic laser field. The results of our calculations are shown in Figure 6. One can see that RR energy loss can be an order of magnitude stronger than the loss due to ponderomotive scattering. While one cannot “switch-off” the RR force, the two can be distinguished by different scaling laws with respect to the laser energy. Additional details on the simulation can be found in Appendix V.
Section VI – Conclusions and outlook

Looking forward, the experimental opportunities provided by laser-driven electron microscopy and diffraction (as in the UTEM, DTEM, and UED systems) seem promising for precision measurements of RR. These systems are especially promising for studying the quantized nature of RR in weak EM fields, especially considering the observations of quantized exchange of energy between the electron and the laser field \cite{58, 59}, and phenomena like laser-driven quantum walk and Rabi oscillations \cite{46}. Motivated by these observations, it would be fascinating to find similar kinds of underlying physics in the quantum theory of RR.

It is possible that RR effects will also prove to be dependent on the shape of the electron’s quantum wavepacket. Recent works suggest the possibilities of controlling the temporal profile of the electron wavepacket \cite{54, 60}, showing that certain features of the electron–light interaction can depend on the electron wavepacket \cite{61, 62, 63, 64, 65, 66, 67}.

Figure 6: Simulations of the LL equation in a realistic laser wavepacket. Results for a 480 keV electron interacting with a counterpropagating laser pulse of duration 30 fs and waist radius 10 μm (peak wavelength 0.8 μm). (a)-(c) show the change in electron energy as a function of the electron displacement along the laser beam axis (for pulse energy of 1 J) compared with the case where the LL terms are removed (no RR). Displacement zero corresponds to the laser’s focal plane. (d) shows the very different scaling trends of the electron energy loss between cases with and without radiation reaction.
Known effects such as photon-induced nearfield electron microscopy [58] were shown to be wavepacket-dependent [51, 62, 63, 60, 67]. More recent advances have recently unveiled the entanglement between the electron and the radiation it emits [65, 68], which may be a necessary component of the full quantum theory of RR. Using such experiments as an approach to studying the physics of RR will enrich the problem and further enhance the capabilities to measure RR-type effects. Ultimately, we hope that such new capabilities will help probe the inherent quantum nature of RR.

Appendix

I. Non-periodicity & divergence of solutions for LAD equation

We show here a proof that there exists no periodic solution of LAD for a particle in a plane wave. To do so, we contract the LAD equation (3) with $k_a$ using equation (6) and obtain

$$k \cdot \dot{u} = \tau_0 (k \cdot \dot{u} + (\dot{u})^2 k \cdot u). \quad \text{(A1.1)}$$

Assuming $u$ is a periodic function in $\tau$, then $k \cdot u$ is clearly also a periodic, positive-definite function. We integrate both sides with respect to $\tau$:

$$k \cdot u - \tau_0 k \cdot \dot{u} = \tau_0 \int (\dot{u})^2 (k \cdot u) \, d\tau + C \quad \text{(A1.2)}$$

The LHS is periodic, but the RHS is an integral over a non-positive (and non-zero) function, as

$$\dot{u}^\mu = \frac{d}{d\tau} [\gamma (1, \beta)] = (\gamma^3 (\beta \cdot \dot{\beta}), \gamma^3 (\beta \cdot \ddot{\beta}) \beta + \gamma \dot{\beta}) \quad \text{(A1.3)}$$

$$(\dot{u})^2 = -\gamma^2 \left(\dot{\beta}^2 + \gamma^2 (\beta \cdot \dot{\beta})^2 \right) \leq 0. \quad \text{(A1.4)}$$

The RHS is, therefore, a monotonously decreasing (non-constant, as $\dot{\beta}$ cannot be identically zero in a driving field) function while the LHS is periodic, a contradiction.
We can further use equation (A1.2) to show that for a linearly polarized plane wave, the solution always asymptotically diverges with $k \cdot u \to 0$. To do so, we note that, because $\xi$ is monotonously increasing, at certain times $\{\tau_i\}$ the particle is in a node of the wave, for which $F^{\mu\nu} = 0$. In that case, the field is locally weak around $\tau_i$ and thus the LF solution with $k \cdot \dot{u} = 0$ is valid. Here we rely on the argument by Spohn et al. [4] showing that the physical solutions of the LAD equation lie on a critical manifold described, for weak fields, by the LL equation (notice that we do not require that LAD generally reduces to LL, but only that it does when the field is weak). Taking the integral limits of (A1.2) between two such instances, we obtain

$$ k \cdot u(\tau_{i+1}) - k \cdot u(\tau_i) = \tau_0 \int_{\tau_i}^{\tau_{i+1}} (\dot{u})^2 (k \cdot u) d\tau. $$ (A1.5)

Because the RHS is negative, we see that $k \cdot u(\tau_i)$ are monotonously decreasing. To show that $k \cdot u(\tau_i) \to 0$, we assume by contradiction that $k \cdot u(\tau_i) \to L > 0$. In this case, near $\tau_i$, where the field is weak such that $\dot{u}^\mu \approx \frac{e}{m} F^{\mu\nu} u_\nu$, and for large enough $i$, we have

$$ (\dot{u})^2 \approx \left( \frac{e^2}{m^2} F^{\mu\nu} u_\nu F_{\mu\sigma} u^\sigma \right) $$

$$ = \left( \frac{e^2}{m^2} (k^\mu A^\nu - k^\nu A^\mu) u_\nu (k_\mu A_\sigma - k_\sigma A_\mu) u^\sigma \right) $$

$$ = \frac{e^2 A^\mu A_\mu}{m^2} (k \cdot u)^2 \approx \frac{L^2 e^2 A^\mu A_\mu}{m^2}. $$ (A1.6)

Where $A^\mu$ is a 4-polarisation vector of the wave satisfying $A^2 = -\left( \frac{e}{\omega} \phi(\xi) \right)^2$ and we used $k \cdot A = k \cdot k = 0$ [15]. Assuming that for some $\epsilon$ range of $\xi(\tau_i)$ the field can be regarded as weak, the integral in equation (A1.5) can be bounded as (denoting $\xi(\tau_i) = \xi_i$ and taking $\phi(\xi) \approx \xi - \xi_i$ around $\tau_i$)

$$ |k \cdot u(\tau_{i+1}) - k \cdot u(\tau_i)| \geq \left| \tau_0 \int_{\tau_i}^{\tau(\xi=\xi_i+\epsilon)} (\dot{u})^2 (k \cdot u) d\tau \right| $$
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\[
\tau_0 \left| \tau_{\xi_i}^{\xi_{i+\varepsilon}} (\dot{u})^2 d\xi \right| = \tau_0 \left| \tau_{\xi_i}^{\xi_{i+\varepsilon}} (\dot{u})^2 d\xi \right| \approx \tau_0 \frac{\varepsilon^2 L_2 e^2 E_0^2}{2 m^2 \omega^2}.
\]

(A1.7)

Therefore, the decrease of \( k \cdot u(\tau_i) \) in each period is bounded by a finite non-zero amount, in contradiction with the assumption of a finite limit. We have thus shown that in the context of the LAD the velocity will always converge to the speed of light, with the particle traveling along the direction of the wave. In fact, this result shows that the LL dynamics are an attractor of the LAD solution for all initial conditions. The attractor property can be understood as follows: as the particle velocity tends to \( c \) in the direction of the wave, both the frequency and field strength go to zero in the frame of reference moving with the particle’s average velocity. When the rest-frame field becomes weak, the particle enters a regime in which the LL equation is known to be justified [3].

II. First-order perturbation for a general radiation force

We develop a first-order perturbation solution for:

\[
\dot{u}^\mu = \frac{q}{m} F^\mu_\nu u^\nu + \varepsilon D^\mu, \tag{A2.1}
\]

where \( F^\mu_\nu \) is an EM wave field tensor, and \( D^\mu \left( u, \dot{u}, ..., F^{\mu\nu}, F^{\mu\nu}_\rho, ... \right) \) is an arbitrary radiation damping term, and \( \varepsilon \) is a parameter with a dimension of time, so that \( \varepsilon \omega_0 \ll 1 \). We expand both \( u^\mu \) and the differential operator \( d_\tau \) in a power series, as

\[
\frac{d}{d\tau} = \frac{d\xi}{d\tau} \frac{d}{d\xi} = \left( k \cdot u_{in} + \varepsilon \xi^{(1)} + O(\varepsilon^2) \right) \frac{d}{d\xi} \tag{A2.2}
\]

\[
u^\mu = u^{(0)\mu}(\xi) + \varepsilon u^{(1)\mu}(\xi) + O(\varepsilon^2). \tag{A2.3}
\]

Substituting in equation (A2.1) and making a change of variables to \( \xi \), we obtain the zeroth-order solution, similar to the LF solution.
\[ u^{(0)}(\xi) = U^\mu_v u^v_{in}, \]  
\[ (k \cdot u_{in}) \frac{d}{d\xi} u^{(1)}(\xi) + \dot{\xi}^{(1)} \frac{d}{d\xi} u^{(0)} = \frac{q}{m} F^\mu_v u^{(1)} + D^{(0)} \mu, \]  
with \( u_{in}^\mu \) being the initial velocity and \( U^\mu_v \) as shown in equation (5). Our interest, however, is in the first order RR correction. In the first-order equation (A2.1) is

\[ (k \cdot u_{in}) \frac{d}{d\xi} u^{(1)} + \dot{\xi}^{(1)} \frac{d}{d\xi} u^{(0)} = \frac{q}{m} F^\mu_v u^{(1)} + D^{(0)} \mu, \]  
with

\[ D^{(0)} = D^\mu(\mathbf{u}^{(0)}, \mathbf{\dot{u}}^{(0)}, F^\mu_v, F^\mu_{\nu}, \ldots) = D^\mu \left( U^\mu_v u^\nu_{in}, \frac{q}{m} F^\mu_v U^\nu_{in}, F^\mu_{\nu}, F^\mu_{\nu} \right). \]  

Contracting with \( k^\mu \) and using the identities

\[ k \cdot u = \mathbf{u}, \quad k \cdot u^{(1)} = \mathbf{u}, \quad k \cdot u^{(0)} = \mathbf{0}, \]  
we obtain

\[ \dot{\xi}^{(1)}(\xi) = \frac{1}{k \cdot u_{in}} \int_0^\xi k \cdot D^{(0)} d\xi. \]  

Note that in the main paper, e.g. equation (18), \( \dot{\xi}^{(1)} \) will be denoted by the auxiliary function \( \mathcal{X} \). Equation (A2.5) is now a linear ODE of \( u^{(1)} \). The homogeneous solution is already known (similar to equation (A2.4)) and we use variation of parameters to find the particular solution.

Writing \( u^{(1)} = U^\mu_v v^\nu \), we obtain

\[ (k \cdot u_{in}) U^\mu_v \frac{d}{d\xi} v^\nu + \dot{\xi}^{(1)} \frac{d}{d\xi} u^{(0)} = D^{(0)} \mu \]  
which, upon integration, yields

\[ u^{(1)} = \frac{1}{k \cdot u_{in}} U^\mu_v \int_0^\xi (U^{-1})^\nu_{\sigma} \left[ D^{(0)} \sigma - \dot{\xi}^{(1)} \frac{d}{d\xi} u^{(0)} \right] d\xi. \]
III. The Hartemann-Luhmann (HL) model for RR

Following the derivation due to Hartemann-Luhmann, the most intuitive way to write the radiation damping force (3-vector) is as an integral over the solid angle of the radiation per unit time

\[
F = -\frac{q^2}{16\pi^2\varepsilon_0 c^2} \oint n \left\{ n \times [(n - \beta) \times \dot{\beta}] \right\}^2 \frac{(1 - \beta \cdot n)^5}{(1 - \beta \cdot n)} d\Omega. \tag{A3.1}
\]

The integral was then carried out (see [8]) in a frame in which the velocity and acceleration are collinear, yielding

\[
F = -m\tau_0 \beta \dot{\beta}^2 \gamma^6, \tag{A3.2}
\]

which was then generalized to a covariant term of the form

\[
f^\alpha = m\tau_0 \dot{u}^2 u^\alpha
= -\gamma \frac{q^2}{16\pi^2\varepsilon_0 c^2} \oint \left\{ n \times [(n - \beta) \times \dot{\beta}] \right\}^2 \frac{(1 - \beta \cdot n)^5}{(1 - \beta \cdot n)} (1, n) d\Omega. \tag{A3.3}
\]

The resulting term matches the nonlinear term in the LAD model presented in equation (3) but lacks the \( \dot{u}^\mu \) term. When added to the LF, the resulting equation does not preserve the norm \( u \cdot u = 1 \), which is required by the definition of the 4-velocity, as it does not satisfy

\[
f \cdot u = 0. \tag{A3.4}
\]

Naively, one might try to “fix” equation (A3.1) by keeping the space components of the 4-force but replacing the time component so that equation (A3.4) will be satisfied. This procedure gives the following expression for the RR term

\[
f^\alpha = -\gamma \frac{q^2}{16\pi^2\varepsilon_0 c^2} \oint \left\{ n \times [(n - \beta) \times \dot{\beta}] \right\}^2 \frac{(n \cdot \beta, n)}{(1 - \beta \cdot n)^5} d\Omega. \tag{A3.5}
\]

This expression can be plugged into equation (20) to obtain the phase space shown in Figure 3b. This space displays a steady-state point, which according to our proof cannot occur for a Lorentz invariant equation of motion. Indeed, the expression (A3.5) is not Lorentz covariant and therefore is not a viable equation of motion.
IV. Deriving the relation of laser fluence and energy loss due to the LL term (22)

Following the derivation in [15], we can write the following equation for the energy change as a function of $\xi$

$$s = \frac{\Delta E(\xi)}{mc^2} = \frac{a_0^2 \tau_0 \omega_0 \xi \left(2u_{in}^2 + 1 - 2u_{in} \sqrt{1 + u_{in}^2}\right) \left(2u_{in} + \frac{1}{2} a_0^2 \tau_0 \omega_0 \xi \right)}{4 \left(\sqrt{1 + u_{in}^2} - u_{in}\right) \left(1 + \frac{1}{2} a_0^2 \tau_0 \omega_0 \xi \left(\sqrt{1 + u_{in}^2} - u_{in}\right)\right)}, \quad (A4.1)$$

where $u_{in}$ is the 4-velocity component in the direction of the wave vector ($u_{in} > 0$ for a copropagating electron). We can solve for $\xi$ and obtain an expression for the pulse duration $T = \frac{\xi}{\omega_0}$. A simpler expression will be obtained by noting that $\beta_{in} = \frac{u_{in}}{\sqrt{1 + u_{in}^2}} = \frac{u_{in}}{\gamma_{in}}$. We then get

$$\gamma_{in} \beta_{in} + s + \gamma_{in} \frac{\beta_{in}^2 + s \left(\frac{s}{\gamma_{in}^2} + \frac{2}{\gamma_{in}}\right)}{a_0^2 \tau_0 \omega_0^2}, \quad (A4.2)$$

(where we have a minus sign for $\beta_{in} > 0$, plus for $\beta_{in} < 0$). Assuming $s \ll \beta^2$ (as can be true for electron energy change of less than 1 MeV and weakly relativistic initial velocity), we can expand equation (A4.2) as

$$T = \frac{2s}{a_0^2 \tau_0 \omega_0^2} \left(1 + \frac{1}{\beta_{in}}\right). \quad (A4.3)$$

The wave intensity is then given by

$$I = \frac{\varepsilon_0 c E^2}{2} = \frac{a_0^2 \omega_0^2 c^3 m^2}{2q^2}, \quad (A4.4)$$

so that the total fluence is

$$H = I \cdot T = \frac{cm_e \varepsilon_0 \Delta E}{q^2 \tau_0} \left(1 + \frac{1}{\beta_{in}}\right). \quad (A4.5)$$

The reader can see that if the fluence is known, the energy change is independent of the specific laser parameters $\omega_0$, $a_0$ and $T$. More generally, it is also independent of the shape of the pulse envelope.
V. Simulations in a realistic laser pulse field

To account for effects arising from the presence of a realistic laser field, we performed exact simulations of the LL equations in a counterpropagating laser pulse. In the simulations we consider a sub-relativistic electron of kinetic energy 480 keV (obtained, for instance, from a transmission electron microscope) interacting with a counterpropagating 1 J laser pulse. The results are obtained using the ab initio software described in the Supplementary Information of [35]. The laser pulse is modeled using an exact, fully closed form, nonparaxial solution to Maxwell’s equations [69]. In Fig. 6, we note that the net change in electron energy with and without radiation reaction can be readily resolved by typical electron energy loss spectroscopy (EELS) setups [70]. Furthermore, Fig. 6d shows the distinctive trend (that scales as the power of 1.5 as opposed to 2) that the energy loss spectrum would exhibit if RR, as described by the LL equation, is present. We note that our parameters were chosen to ensure that the electron energy loss is well within typical EELS resolutions and that the contribution of RR is at least comparable with the contribution of ponderomotive deceleration. These parameters can be relaxed quite significantly, allowing for even lower laser pulse energies and electron pulse energies, with sufficiently sensitive EELS setups.
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