A REMARK ON STATISTICS FOR DETECTING LABORATORY EFFECTS IN ORDANOVA
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ABSTRACT

The present study provides a test statistic for detecting laboratory effects in the analysis of ordinal variation (ORDANOVA). The ORDANOVA is a similar analysis method to one-way analysis of variance for ordinal data; however, no appropriate statistics have been proposed for conducting statistical tests to detect laboratory effects. The present study proves that a statistic for representing an ordinal variation in ORDANOVA also works for conducting statistical tests for detecting laboratory effects for an arbitrary number of ordinal levels, especially more than three ordinal levels. In addition, a real-world example involving data from a collaborative study for an in vivo test is analyzed using the proposed statistic.
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1 Introduction

Collaborative studies are conducted to evaluate accuracy of new measurement methods and results; one of the primary aims of these studies is to verify whether laboratory effects exist or not. International Organization for Standardization (ISO) 5725 Parts 1 [1] and 2 [2] describe how to organize such studies and analyze the obtained measured values. Specially, Part 2 [1] uses one-way analysis of variance (ANOVA) to detect laboratory effects for quantitative measured values. One the other hand, the demand to analyze qualitative measured values from some collaborative studies is increasing. For example, studies on the detection of Listeria monocytogenes in foods [3] and on new real-time polymerase chain reaction (PCR) assays for detecting transgenic rice [4] provided us binary measured values; and a study on a screening animal testing to evaluate some effects on lungs provided us five-level ordinal measured values.

To analyze ordinal measured values, several approaches were proposed in recent years [5, 6, 7]. Most of these approaches assumed some continuous distributions behind the obtained measured values, but in many cases we could only observe the measured values as ordinal data. In other words, those previous studies modified some statistical methods for continuous data and directly applied them to ordinal data. Wherein, Gadrich and Bashkansky [6] proposed the analysis of ordinal variation (ORDANOV A) to conduct ANOVA-like analyses for ordinal measured values. This is a remarkable study because the ORDANOV A does not necessarily assume that the data were drawn from an underlying continuous distribution. This only assumes a multinomial distribution to produce the obtained measured values. They also defined a test statistic for detecting laboratory effects, which works well for two-level ordinal measured values, that is, binomial measured values; however, it does not work for more than three levels. The aim of the present study is to prove that one of their statistics can be used to detect laboratory effects for an arbitrary number of ordinal levels, especially for more than three levels. Our results would contribute to making the ORDANOV A more powerful and practicable. The present study, indeed, applies the statistic to a real-world example, which is the obtained measured values of a collaborative study on a screening animal testing to evaluate some effects on lungs provided us five-level ordinal measured values.

2 Preliminaries

This section briefly introduces the ORDANOV A; see also Bashkansky et al. [5, 6] for details. Let \( M \) be the number of laboratories participating in a collaborative study and \( K \) be the number of ordinal-level categories used in the study. Each laboratory is coded by an integer \( m \in \{1, \ldots, M\} \) and has \( n \) measured values. Note that the number of category \( K \) and measured values \( n \) are assumed to be identical for all the \( M \) laboratories in the present study. In addition, each category is coded by an integer \( k \in \{1, \ldots, K\} \), for expressing each obtained measured value. The order of the categories follows the numbering, that is, \( 1 < 2 < \cdots < K - 1 < K \). The following notation is used:

- \( n_{km} \): number of measured values belonging to the \( k \)th category at laboratory \( m \). Note that \( n = \sum_{k=1}^{K} n_{km} \) holds for any \( m \).
- \( p_{km} \): probability of measured values belonging to the \( k \)th category at laboratory \( m \).
- \( \hat{p}_{km} \): proportion of measured values belonging to the \( k \)th category at laboratory \( m \), which is an estimate of \( p_{km} \). In other words, \( \hat{p}_{km} = n_{km}/n \).
- \( \bar{p}_{k} \): mean of \( p_{km} \) with respect to \( m \).
- \( \bar{p}_{k} \): mean of \( \hat{p}_{km} \) with respect to \( m \), which is an unbiased estimate of \( \bar{p}_{k} \).
- \( F_{km} \): cumulative probability of measured values belonging up to the \( k \)th category at laboratory \( m \). In other words, \( F_{km} = \sum_{i=1}^{k} p_{im} \).
- \( \hat{F}_{km} \): cumulative proportion of the measured values belonging up to the \( k \)th category at laboratory \( m \), which is an unbiased estimate of \( F_{km} \). In other words, \( \hat{F}_{km} = \sum_{i=1}^{k} \hat{p}_{im} \).
- \( \bar{F}_{k} \): mean of \( F_{km} \) with respect to \( m \).
- \( \hat{F}_{k} \): mean of \( \hat{F}_{km} \) with respect to \( m \), which is an unbiased estimate of \( \bar{F}_{k} \).

Gadrich and Bashkansky [6] have defined the total ordinal variation in interlaboratory comparison,

\[
\hat{H}_{(T)}^2 = \frac{1}{(K-1)/4} \sum_{k=1}^{K-1} \hat{F}_{k} \left( 1 - \hat{F}_{k} \right)
\]  

(1)
as well as the ordinal within-laboratory variation for laboratory \( m \),
\[
\hat{h}_{m(W)}^2 = \frac{1}{(K-1)/4} \sum_{k=1}^{K-1} \hat{F}_{km} \left(1 - \hat{F}_{km}\right), \tag{2}
\]
and the classic variation of the cumulative frequencies up to the \( k \)th category between laboratories,
\[
\hat{S}_{k(B)}^2 = \frac{1}{M} \sum_{m=1}^{M} \left(\hat{F}_{km} - \hat{F}_k\right)^2. \tag{3}
\]
where the capital letters \( T \), \( W \), and \( B \) in the parentheses mean Total, Within, and Between, respectively. It should be noted that the definitions shown in equations (1) and (2) were based on the statistic of ordinal variation proposed by Blair and Lacy [9].

Under a homogeneous condition with respect to laboratories, \( p_{k1} = p_{k2} = \cdots = p_{kM} \ (\forall k \in \{1, \ldots, K\}) \), these studies introduced a relationship among (1), (2), and (3):
\[
\hat{h}_{(W)}^2 = \hat{h}_{(W)}^2 + \hat{S}_{(B)}^2 = \frac{1}{M} \sum_{m=1}^{M} \hat{h}_{m(W)}^2 + \frac{1}{(K-1)/4} \sum_{k=1}^{K-1} \hat{S}_{k(B)},
\]
where \( \hat{h}_{(W)}^2 \) represents the average of all within-laboratory ordinal variations, while \( \hat{S}_{(B)}^2 \) measures the average of all between-laboratory variations.

In addition, these studies defined the following test statistic \( I(p) \) for detecting laboratory effects:
\[
I(p) = \frac{\hat{S}_{(B)}^2/d_B}{\hat{h}_{(T)}^2/d_T},
\]
where \( df_B \) and \( df_T \) denote the degrees of ..., respectively, that is, \( df_B = M - 1 \) and \( df_T = N - 1 \).

Finally, under the homogeneous condition, \( H_0 : p_{k1} = p_{k2} = \cdots = p_{kM} \ (\forall k \in \{1, \ldots, K\}) \), these studies proved that the test statistic \( I(p) \) approximately follows \( \chi^2 / (M - 1) \) when the number of categories is \( K = 2 \). Regarding the case where \( K \geq 3 \), the following criteria (i)-(iii) were proposed for detecting laboratory effects; however, no approximate distribution of \( I(p) \) has been verified for \( K \geq 3 \).

(i) \( I(p) > 3 \), reject \( H_0 \).
(ii) \( I(p) \leq 3 \), accept \( H_0 \).
(iii) \( 1 < I(p) \leq 3 \) is a region of doubt.

3 Main results

3.1 Definition of a test statistic

Definition 3.1. Using \( \hat{h}_{(W)}^2 \) and \( \hat{S}_{(B)}^2 \), a test statistic \( I(N) \) for detecting laboratory effects is defined as follows:
\[
I(N) := \hat{h}_{(W)}^2 + \hat{S}_{(B)}^2 + \frac{1}{(K-1)/4} \sum_{k=1}^{K-1} \left(\hat{F}_k\right)^2. \tag{4}
\]

3.2 Main theorem

This subsection proves an approximate distribution of the statistic \( I(N) \) for arbitrary number of categories. The result implies that the statistic \( I(N) \) can be used for detecting laboratory effects for the ORDANOVA; see Remark [1].

Theorem 3.2. Under the homogeneous condition, \( H_0 : p_{k1} = p_{k2} = \cdots = p_{kM} =: p_k \ (\forall k \in \{1, \ldots, K\}) \), the test statistic \( I(N) \) approximately obeys the normal distribution with mean \( \mu \) and variance \( \sigma^2 \), where
\[
\mu := \frac{1}{(K-1)/4} \sum_{k=1}^{K-1} (K - k) p_k, \quad \sigma^2 := \frac{1}{nM(K-1)^2/16} \left[ \sum_{k=1}^{K-1} (K - k)^2 p_k(1 - p_k) - \sum_{1 \leq k, l \leq K-1; k \neq l} (K - k)(K - l)p_kp_l \right].
\]
Proof. From the homogeneous condition $H_0$, we assume that

$$(X_{1m}, \ldots, X_{Km}) \sim \text{MN}(n; p_1, \ldots, p_K)$$

for any laboratory $m$, where $\text{MN}(n; p_1, \ldots, p_K)$ denotes the multinomial distribution for $n$ trials each of which lies in $K$ categories with probabilities $p_1, \ldots, p_K$.

First, we approximate the multinomial distribution by a multi-normal distribution. Let $\mu_{K-1} := (np_1, \ldots, np_{K-1})$ and $\Sigma_{K-1} := (\sigma_{ij})_{i,j=1,\ldots,K-1}$, where

$$\sigma_{ij} := \begin{cases} np_i(1-p_i) & \text{if } j = i, \\ -np_ip_j & \text{if } j \neq i. \end{cases}$$

Then, for any laboratory $m$, any number of measurement results $n$ and $p_1, \ldots, p_K$, we can consider $(X_{1m}, \ldots, X_{Km})$ to be a vector of random variables that follows the multi-normal distribution $N(\mu_{K-1}, \Sigma_{K-1})$.

Next, we obtain

$$I(N) = \hat{h}^2(B) + \hat{h}^2(W) + \frac{1}{(K-1)/4} \sum_{k=1}^{K-1} \hat{F}^2_k = \hat{h}^2(T) + \frac{1}{(K-1)/4} \sum_{k=1}^{K-1} \hat{F}^2_k$$

$$= \frac{1}{M(K-1)/4} \sum_{k=1}^{K-1} \sum_{m=1}^M \sum_{l=1}^{k} \hat{p}_{km} = \frac{1}{M(K-1)/4} \sum_{k=1}^{K-1} \sum_{m=1}^M \sum_{l=1}^{K-1} X_{li}/n$$

$$= nM(K-1)/4 \sum_{m=1}^M \frac{1}{4} \sum_{k=1}^{K-1} \sum_{k=1}^{K-1} (K-k)X_{km}.$$ 

Since $(X_{1m}, \ldots, X_{K-1,m}) \sim N(\mu_{K-1}, \Sigma_{K-1})$ for any $m$, we obtain

$$\sum_{k=1}^{K-1} (K-k)X_{km} \sim N \left( \sum_{k=1}^{K-1} (K-k)np_k, \sum_{k=1}^{K-1} (K-k)^2np_k(1-p_k) - \sum_{1 \leq k,l \leq K-1; k \neq l} (K-k)(K-l)np_kp_l \right)$$

for any $m$. 
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Thus, the following holds:

\[ I_{(N)} = \frac{1}{nM(K-1)/4} \sum_{m=1}^{M} \sum_{k=1}^{K-1} (K-k)X_{km} \]

\[ \sim N \left[ \frac{1}{n(K-1)/4} \sum_{k=1}^{K-1} (K-k)p_k, M \left( \frac{1}{nM(K-1)/4} \right)^2 \times \left( \sum_{k=1}^{K-1} (K-k)^2n_k(1-p_k) - \sum_{1 \leq k,l \leq K-1; k \neq l} (K-k)(K-l)n_kp_l \right) \right] \]

\[ = N \left[ \frac{1}{(K-1)/4} \left( \sum_{k=1}^{K-1} (K-k)p_k \right), \frac{1}{nM(K-1)^2/16} \left( \sum_{k=1}^{K-1} (K-k)^2p_k(1-p_k) - \sum_{1 \leq k,l \leq K-1; k \neq l} (K-k)(K-l)p_kp_l \right) \right] \]

This completes the proof. \( \square \)

**Remark 1.** From Theorem 3.2, if there are no laboratory effects, then \( I_{(N)} \) obeys the normal distribution. Therefore, by calculating \( I_{(N)} \) using the results of a collaborative study on the measurement method we are interested in, and comparing it to the \( \alpha \)-percentile of the approximate distribution shown in Theorem 3.2, we can determine whether there are laboratory effects or not. More precisely,

1. when \( I_{(N)} > \alpha \)-percentile of the approximate distribution, reject the homogeneous condition \( H_0 \); 
2. when \( I_{(N)} \leq \alpha \)-percentile of the approximate distribution, do not reject \( H_0 \).

Since Theorem 3.2 holds for an arbitrary number of categories \( K \), our proposed statistical test, which is based on \( I_{(N)} \), works for any number of categories \( K \); while the statistical test based on \( I_{(P)} \), which was introduced in Gadrich and Bashkansky [6], only works for \( K = 2 \).

### 3.3 Simulations on the two test statistics

This section, only for the case of \( K = 3 \), compares the two test statistics, \( I_{(P)} \) and \( I_{(N)} \), to several criteria. Two criteria are used: (i) the constant number three and (ii) the upper fifth percentile of the exact distribution derived by a computer simulation. The following two cases are treated: (a) \( p_1 = p_2 = p_3 = 1/3 \) and (b) \( p_1 = 3/6, p_2 = 1/6, p_3 = 2/6 \). For each case, the number of laboratories \( M \) is set to be 5, 10, and 20 and the number of measured values in each laboratory \( n \) is set to be 5, 10, and 20.

First, the following procedure was conducted to produce the exact distribution of \( I_{(P)} \) and calculate the upper fifth percentile of \( I_{(P)} \), which were performed using Mathematica 12.3 [10].

(i) \( I^*_v \) := 0.

(ii) For each \( m \in \{1, \ldots, M\} \), sample from a triple of random variables \((X_{1m}, X_{2m}, X_{3m})\) that follows the multi-nominal distribution \( MN(n; p_1, p_2, p_3) \), say \((x_{1m}, x_{2m}, x_{3m})\).

(iii) Calculate the statistic \( I_{(P)} \) using \((x_{1m}, x_{2m}, x_{3m})\).

(iv) \( I^*_{(P)} := I^*_v \cup I_{(P)} \).

(v) Repeat procedures (ii)–(iv) 10,000 times.

(vi) Calculate the value at the top of 5% in the set of \( I^*_{(P)} \), which is denoted by \( I^*_{(P), 0.05} \).

Figure 1 presents a cumulative histogram of \( I^*_{(P)} \) and the constant three. In each plot, the horizontal and vertical axes represent, respectively, the values of the test statistics, shown as the light gray bars, and the cumulative probabilities, shown as the bold black line, for the cases where (1) \( M = 5, n = 5 \), (2) \( M = 5, n = 20 \), (3) \( M = 20, n = 5 \), and (4)
$M = 20, n = 20$ of case (a). Figure 2 presents the same information as Figure 1 but for case (b). If the $y$-axis values of the intersection points between the bold black lines and histograms equal approximately 0.95, then the criterion three, proposed in the previous study succeeds in detecting laboratory effects with a five-percent significance level.

Table 1 illustrates $I_3^{p}(P), 0.05$, the relative error of the constant three for $I_3^{p}(P), 0.05$, and the percentage of the area $\{I_f(P) \in I^{p}(P) \mid I_f(P) \geq 3\}$ for case (a). Table 2 presents the same information as Table 1 but for case (b). The constant three is much larger than $I_3^{p}(P), 0.05$ for all cases. In addition, the percentages of area $\{I_f(P) \in I^{p}(P) \mid I_f(P) \geq 3\}$ are considerably smaller than $I_3^{p}(P), 0.05$ for all cases. We therefore conclude that the constant three is too strict of a criterion for detecting laboratory effects when the number of categories is $K = 3$.

Figure 1: The light gray bars and the bold black lines show cumulative histograms of $I_f(P)$ and the constant number three, respectively, in a part of the case (a). In each figure, the horizontal axis represents the values of $I_f(P)$, whereas the vertical axis does the cumulative frequencies of $I_f(P)$. The constant number three is much larger than the value at the top five percent in the set of $I_f(P)$.

Next, this subsection compares the exact distribution of $I_{(N)}$ derived by a computer simulation and the approximate distribution proposed in the previous subsection for the same conditions as above. The following procedure was conducted to produce the exact distribution of $I_{(N)}$, which were performed using Mathematica 12.3 [10].

(i) $I_{(N)} := \emptyset$.

(ii) For each $m \in \{1, \ldots, M\}$, sample from a triple of random variables $(X_{1m}, X_{2m}, X_{3m})$ that follows the multinominal distribution $MN(n; p_1, p_2, p_3)$, say $(x_{1m}, x_{2m}, x_{3m})$.

(iii) Calculate the statistic $I_{(N)}$ using $(x_{1m}, x_{2m}, x_{3m})$.

(iv) $I_{(N)} := I_{(N)} \cup I_{(N)}$.

(v) Repeat procedures (ii)–(iv) 10,000 times.

The approximate distribution $I_{(N)}$ is calculated using Theorem 5.2 and it is denoted by $I_{(N)}^a$.

Figure 3 illustrates both cumulative histograms of $I_{(N)}^a$ and the distribution function of $I_{(N)}^a$ for the cases where (1) $M = 0, n = 5$, (2) $M = 5, n = 20$, (3) $M = 20, n = 5$, and (4) $M = 20, n = 20$ of case (a). In each figure, the horizontal axis represents the values of either $I_{(N)}^a$ or $I_{(N)}$, and the vertical axis does these cumulative frequency. The
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Figure 2: The light gray bars and the bold black lines show cumulative histograms of $I_s(P)$ and the constant number three, respectively, in a part of the case (b). In each figure, the horizontal axis represents the values of $I_s(P)$, whereas the vertical axis does the cumulative frequencies of $I_s(P)$. The constant number three is much larger than the value at the top five percent in the set of $I_s(P)$.

Table 1: The upper 5-percentiles of exact distribution by the simulation $I_s(P)$, the relative errors of the constant number three for the upper 5-percentiles, and the percentage of the area the area $\{I(P) \in I_s(P) \mid I(P) \geq 3\}$ in the case (a) $p_1 = p_2 = p_3 = 1/2$.

| # of labs | # of repetition | Upper 5-percentile of $I_s(P)$ | Relative errors of $I_s(P),0.05$ for 3, $|3 - I_s(P),0.05|/I_s(P),0.05$ | The percentage of the area $\{I(P) \in I_s(P) \mid I(P) \geq 3\}$ (%) |
|-----------|----------------|-------------------------------|---------------------------------------------------------------------------------|--------------------------------------------------------------------------------|
| 5         | 5              | 1.97                          | 0.52                                                                             | 0.2                                                                            |
| 5         | 10             | 2.00                          | 0.50                                                                             | 0.3                                                                            |
| 5         | 20             | 2.07                          | 0.45                                                                             | 0.5                                                                            |
| 10        | 5              | 1.60                          | 0.87                                                                             | 0.0                                                                            |
| 10        | 10             | 1.65                          | 0.82                                                                             | 0.0                                                                            |
| 10        | 20             | 1.68                          | 0.78                                                                             | 0.0                                                                            |
| 20        | 5              | 1.41                          | 1.13                                                                             | 0.0                                                                            |
| 20        | 10             | 1.43                          | 1.10                                                                             | 0.0                                                                            |
| 20        | 20             | 1.46                          | 1.05                                                                             | 0.0                                                                            |
Table 2: The upper 5-percentiles of exact distribution by the simulation $I^{s}_{(P)}$, the relative errors of the constant number three for the upper 5-percentiles, and the percentage of the area the area $\{I_{(P)} \in I^{s}_{(P)} \mid I_{(P)} \geq 3\}$ in the case (b) $p_1 = 3/6, p_2 = 1/2, p_3 = 2/6$.

| # of labs | # of repetition | Upper 5-percentile of $I^{s}_{(P)}$, $I^{s}_{(P),0.05}$ | Relative errors of $I^{s}_{(P),0.05}$ for 3, $|3 - I^{s}_{(P),0.05}|/I^{s}_{(P),0.05}$ | The percentage of the area $\{I_{(P)} \in I^{s}_{(P)} \mid I_{(P)} \geq 3\}$ (%) |
|-----------|----------------|------------------------------------------------|---------------------------------|----------------------------------|
| 5         | 5              | 2.07                                           | 0.45                           | 0.3                              |
| 5         | 10             | 2.13                                           | 0.41                           | 0.9                              |
| 5         | 20             | 2.15                                           | 0.39                           | 0.8                              |
| 10        | 5              | 1.68                                           | 0.79                           | 0.0                              |
| 10        | 10             | 1.71                                           | 0.75                           | 0.0                              |
| 10        | 20             | 1.74                                           | 0.73                           | 0.1                              |
| 20        | 5              | 1.44                                           | 1.08                           | 0.0                              |
| 20        | 10             | 1.46                                           | 1.05                           | 0.0                              |
| 20        | 20             | 1.52                                           | 0.98                           | 0.0                              |

Table 3: Upper fifth percentiles of the exact distribution $I^{s}_{(N)}$ and the approximate continuous distribution $I^{a}_{(N)}$, and the relative error of $I^{a}_{(N)}$ for $I^{s}_{(N)}$ for case (a) $p_1 = p_2 = p_3 = 1/3$. The upper fifth percentile of $I^{s}_{(N)}$ and that of $I^{a}_{(N)}$ are almost identical in each number of laboratories and measurement results.

| # of labs | # of repetition | Upper fifth percentile of $I^{a}_{(N)}$, $I^{a}_{(N)}$ | Relative errors of $I^{a}_{(N)}$ for $I^{s}_{(N)}$, $|I^{a}_{(N)} - I^{s}_{(N)}|/I^{s}_{(N)}$ |
|-----------|----------------|------------------------------------------------------|-----------------------------------------------|
| 5         | 5              | 2.56                                                 | 2.54                                          | 0.01                                      |
| 5         | 10             | 2.36                                                 | 2.38                                          | 0.01                                      |
| 5         | 20             | 2.17                                                 | 2.17                                          | 0.00                                      |
| 10        | 5              | 2.36                                                 | 2.38                                          | 0.01                                      |
| 10        | 10             | 2.26                                                 | 2.27                                          | 0.00                                      |
| 10        | 20             | 2.18                                                 | 2.19                                          | 0.00                                      |
| 20        | 5              | 2.26                                                 | 2.27                                          | 0.00                                      |
| 20        | 10             | 2.18                                                 | 2.19                                          | 0.00                                      |
| 20        | 20             | 2.09                                                 | 2.08                                          | 0.00                                      |

4 Real-world example

This section analyzes the measured values of an interlaboratory comparison study reported in AIST [8]. The study was conducted to assess the precision of intratracheal administration testing [11], which is an in vivo screening method for evaluating the pulmonary toxicity of nanomaterials [12]. The study consisted of five laboratories. Each laboratory examined 19 pathological findings using five rats and reported one of the following scores for each finding and each rat: $-\,+, ++$ and $++$. Here score $-$ indicates that the rat had no effect on the focused findings, whereas scores $+, ++$ and $++$ indicate that the rat did have an effect on the focused findings. Scores $\pm$ and $++$ represent the weakest and strongest effects, respectively.
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Figure 3: The light gray bars are cumulative histograms of $I^*_N$, whereas the bold black lines represent the distribution functions of $I^*_N$ in a part of case(a). In each plot, the horizontal axis represents the values of the test statistics, whereas the vertical axis represents the cumulative probabilities. The cumulative probabilities and the values of the distribution function of $I^*_N$ are almost identical in all plots.

Table 4: Upper fifth percentiles of the exact distribution by simulation, $I^*_N$, and the approximate distribution, $I^a_N$ and the relative error of $I^a_N$ for $I^*_N$ for case (b) $p_1 = 3/6, p_2 = 1/2, p_3 = 2/6$. The upper fifth percentile of $I^*_N$ and that of $I^a_N$ are almost identical in each number of laboratories and measurement results.

| # of labs | # of repetition | Upper fifth percentile $I^*_N$ | Upper fifth percentile $I^a_N$ | Relative errors of of $I^a_N$ for $I^*_N$ |
|-----------|----------------|------------------------------|------------------------------|------------------------------------------|
| 5         | 5              | 2.88                         | 2.92                         | 0.02                                     |
| 5         | 10             | 2.72                         | 2.75                         | 0.01                                     |
| 5         | 20             | 2.52                         | 2.52                         | 0.00                                     |
| 10        | 5              | 2.72                         | 2.75                         | 0.01                                     |
| 10        | 10             | 2.64                         | 2.63                         | 0.00                                     |
| 10        | 20             | 2.46                         | 2.47                         | 0.00                                     |
| 20        | 5              | 2.64                         | 2.63                         | 0.00                                     |
| 20        | 10             | 2.54                         | 2.54                         | 0.00                                     |
| 20        | 20             | 2.43                         | 2.43                         | 0.00                                     |
As examples, the present study addresses two of the 19 pathological findings and analyses the obtained data after scores $-, \pm, +, ++$ and $+++ \pm$ are converted to category numbers 1, 2, 3, 4 and 5, respectively.

Since $K = 5$, $M = 5$, and $n = 5$, the proposed test statistic $I_{(N)}$ becomes

$$I_{(N)} = \frac{1}{25} \sum_{m=1}^{5} \sum_{k=1}^{4} (5 - k) X_{km},$$

and, under the homogeneous condition, $H_0 : p_{k1} = p_{k2} = \cdots = p_{k5} := p_k \ (\forall k \in \{1, \ldots, 5\}),$

$$I_{(N)} \sim N \left[ 4 \sum_{k=1}^{4} (5 - k)p_k, \frac{1}{25} \sum_{k=1}^{4} (5 - k)^2 p_k (1 - p_k) - \sum_{1 \leq k, l \leq 4, k \neq l} (5 - k)(5 - l) p_k p_l \right].$$

Because the value of $p_k$ is unknown in real-world examples, the estimate of $p_k$, $\hat{p}_k$, is used instead; see Remark 2 for this replacement. Table 5 presents the measured values on the appearance of alveolar macrophages following the administration of 0.13 mg/kg weight of a multiwall carbon nanotube (MWCNT). In this case, $I_{(N)} = 1.80$ and the upper fifth percentile of the normal distribution is 2.05. Since $I_{(N)} < 2.05$, this demonstrates that we cannot say there is a laboratory effect. This statistical test result imply that the intratracheal administration testing does not differ among laboratories for the pathological finding.

**Remark 2.** In general, it is necessary to be careful when replacing unknown parameters with their estimates. However, since $\hat{p}_k$ is a consistent estimator of $p_k$, $\hat{p}_k$ is considered to be almost identical with $p_k$ when the number of samples is large. Indeed, this replacement is often applied when confidence intervals for binomial or multinomial proportion are derived. In the example, the number of samples is 25, but if one considers that this sample size is too small and wants to deal strictly with the unknown parameter, further research is needed. To use upper or lower confidence limits is a possible method, instead of the point estimate of $p$, but there are several methods for computing simultaneous
Table 5: Results of a collaborative study on the appearance of alveolar macrophages following the administration of 0.13 mg/kg weight of MWCNT, reported in AIST [8]. The nonnegative integer in each cell stands for the number of rats belonging to each laboratory and each score.

| Lab  | # of rats reported in each category |
|------|-----------------------------------|
|      | 1      | 2      | 3      | 4      | 5      |
| Lab A| 0      | 0      | 0      | 5      | 0      |
| Lab B| 0      | 0      | 1      | 4      | 0      |
| Lab C| 0      | 3      | 2      | 0      | 0      |
| Lab D| 0      | 0      | 5      | 0      | 0      |
| Lab E| 0      | 2      | 2      | 1      | 0      |

confidence intervals for multinomial proportions, and which of them is most appropriate has been discussed; see, e.g., [13] and [14].

5 Concluding remarks

The present study gave an approximate multinominal distribution for the test statistic in ORDANOV\A in ORDANOV\A for an arbitrary number of ordinal-level measured data. Using the $\alpha$-percentile of the approximate distribution, statistical tests can be conducted to detect laboratory effects. Moreover, we discussed the accuracy of the results of the present study and previous studies. The discussion in Section 5.3 suggests that the $\alpha$-percentile of the approximate multinormal distribution in the present study is effective for conducting statistical tests to detect laboratory effects, even if the number of measured values at each laboratory and that of laboratories are not large. In addition, the present study analyzed the obtained measured values of a collaborative study on intratracheal administration testing as a real-world example. Thus, the results of the present study would be make the ORDANOV\A more powerful and practicable, because the previous study introduced an approximate distribution of its proposed test statistic only for the two-level ordinal, that is, binary measured data.

However, the approximation accuracy would not be so high since the proposed methodology was based on the normal approximation of multinomial distributions. Therefore, it may be possible to construct a better statistical method for detecting laboratory effects on ORDANOV\A by using a better approximation.

Also, the present study focused solely on ORDANOV\A for analyzing the ordinal measured values obtained from collaborative studies. However, methods other than ORDANOV\A have been proposed for ordinal or binary data. For example, Wilrich [15] has proposed an ISO 5725-based method, van Wieringen & de Mast [7] has developed a Gauge R&R-based method, and Langton et al. [3] has introduced some new concepts for qualitative measured values. However, these studies only address the case of two-level categories. Hence, further studies are necessary to extend these methods applicable to three- or more-level categories, and can be subsequently compared to our proposed method.
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