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Abstract—In many practical applications such as direction-of-arrival (DOA) estimation and line spectral estimation, the sparsifying dictionary is usually characterized by a set of unknown parameters in a continuous domain. To apply the conventional compressed sensing to such applications, the continuous parameter space has to be discretized to a finite set of grid points. Discretization, however, incurs errors and leads to deteriorated recovery performance. To address this issue, we propose an iterative reweighted method which jointly estimates the unknown parameters and the sparse signals. Specifically, the proposed algorithm is developed by iteratively decreasing a surrogate function majorizing a given objective function, which results in a gradual and interweaved iterative process to refine the unknown parameters and the sparse signal. Numerical results show that the algorithm provides superior performance in resolving closely-spaced frequency components.
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I. INTRODUCTION

The compressed sensing technique finds a variety of applications in practice as many natural signals admit a sparse or an approximate sparse representation in a certain basis. Nevertheless, the accurate reconstruction of the sparse signal relies on the knowledge of the sparsifying dictionary. While in many applications, it is often impractical to preset a dictionary that can sparsely represent the signal. For example, for the line spectral estimation problem, using a preset discrete Fourier transform (DFT) matrix suffers from a considerable performance degradation because the true frequency components may not lie on the pre-specified frequency grid [1], [2]. This discretization error is also referred to as the grid mismatch.

The grid mismatch problem has attracted a lot of attention over the past few years, e.g. [1]–[8]. Specifically, in [4], [5], the problem of grid mismatch was also examined in [6], [7], where a highly coherent dictionary (very fine grids) is used to mitigate the discretization error, and the technique of band exclusion (coherence-inhibiting) was proposed for sparse signal recovery. Besides these efforts, another line of work [1], [2], [8] studied the problem of grid mismatch in an undirect but more fundamental way: they circumvent the discretization issue by working directly on the continuous parameter space (this approach is also referred to as super-resolution techniques). In [1], [2], an atomic norm-minimization and a total variation norm-minimization approaches were proposed to handle the infinite dictionary with continuous atoms. Nevertheless, finding a solution to the total variation or atomic norm problem is challenging. Although the total variation norm problem can be cast into a convex semidefinite program optimization for the complex sinusoid mixture problem, it still remains unclear how this reformulation generalizes to other scenarios. In [8], by treating the sparse signal as hidden variables, a Bayesian approach was proposed to jointly iteratively refine the dictionary, and is shown able to achieve super-resolution accuracy.

In this paper, we propose an iterative reweighted method for joint parameter learning and sparse signal recovery. The algorithm is developed by iteratively decreasing a surrogate function that majorizes the original objective function. Our experiments show that our proposed algorithm achieves a significant performance improvement as compared with existing methods in distinguishing and recovering complex sinusoids whose frequencies are very closely separated.

II. PROBLEM FORMULATION

In many practical applications such as direction-of-arrival (DOA) estimation and line spectral estimation, the sparsifying dictionary is usually characterized by a set of unknown parameters in a continuous domain. For example, consider the line spectral estimation problem where the observed signal is a summation of a number of complex sinusoids:

\[
y_m = \sum_{k=1}^{K} \alpha_k e^{-j\omega_k m} \quad m = 1, \ldots, M
\]

where \(\omega_k \in [0, 2\pi)\) and \(\alpha_k\) denote the frequency and the complex amplitude of the \(k\)-th component, respectively. Define

\[
\alpha(\theta) \triangleq \begin{bmatrix} e^{-j\omega} & e^{-j2\omega} & \cdots & e^{-jM\omega} \end{bmatrix}^T
\]

the model (1) can be on the accuracy of the Taylor expansion in approximating the true dictionary. The grid mismatch problem was also examined in [6], [7], where a highly coherent dictionary (very fine grids) is used to mitigate the discretization error, and the technique of band exclusion (coherence-inhibiting) was proposed for sparse signal recovery. Besides these efforts, another line of work [1], [2], [8] studied the problem of grid mismatch in an undirect but more fundamental way: they circumvent the discretization issue by working directly on the continuous parameter space (this approach is also referred to as super-resolution techniques). In [1], [2], an atomic norm-minimization and a total variation norm-minimization approaches were proposed to handle the infinite dictionary with continuous atoms. Nevertheless, finding a solution to the total variation or atomic norm problem is challenging. Although the total variation norm problem can be cast into a convex semidefinite program optimization for the complex sinusoid mixture problem, it still remains unclear how this reformulation generalizes to other scenarios. In [8], by treating the sparse signal as hidden variables, a Bayesian approach was proposed to jointly iteratively refine the dictionary, and is shown able to achieve super-resolution accuracy.

In this paper, we propose an iterative reweighted method for joint parameter learning and sparse signal recovery. The algorithm is developed by iteratively decreasing a surrogate function that majorizes the original objective function. Our experiments show that our proposed algorithm achieves a significant performance improvement as compared with existing methods in distinguishing and recovering complex sinusoids whose frequencies are very closely separated.
rewritten in a vector-matrix form as
\[ y = A(\omega)\alpha \] (2)
where \( y \triangleq [y_1 \ldots y_M]^T \), \( \alpha \triangleq [\alpha_1 \ldots \alpha_K]^T \), and \( A(\omega) \triangleq \{a(\omega_1) \ldots a(\omega_K)\} \). We see that the dictionary \( A(\omega) \) is characterized by a number of unknown parameters \( \{\omega_k\} \) which needs to be estimated along with the unknown complex amplitudes \( \{\alpha_k\} \). To deal with this problem, conventional compressed sensing techniques discretize the continuous parameter space into a finite set of grid points, assuming that the unknown frequency components \( \{\omega_k\} \) lie on the discretized grid. Estimating \( \{\omega_k\} \) and \( \{\alpha_k\} \) can then be formulated as a sparse signal recovery problem \( y = Ax \), where \( A \in \mathbb{C}^{M \times N} \) is an overcomplete dictionary constructed based on the discretized grid points. Discretization, however, inevitably incurs errors since the true parameters do not necessarily lie on the discretized grid. This error, also referred to as the grid mismatch, leads to deteriorated performance or even failure in recovering the sparse signals.

To circumvent this issue, we treat the overcomplete dictionary as an unknown parameterized matrix \( A(\theta) \triangleq \{a(\theta_1) \ldots a(\theta_K)\} \), with each atom \( a(\theta_n) \) determined by an unknown frequency parameter \( \theta_n \). Estimating \( \{\omega_k\} \) and \( \{\alpha_k\} \) can still be formulated as a sparse signal recovery problem. Nevertheless, in this framework, the frequency parameters \( \theta \triangleq \{\theta_n\}_{n=1}^N \) need to be optimized along with the sparse signal such that the parametric dictionary will approach the true sparsifying dictionary. Specifically, the problem of joint parameter learning and sparse signal recovery can be presented as follows: we search for a set of unknown parameters \( \{\theta_n\}_{n=1}^N \) with which the observed signal \( y \) can be represented by as few atoms as possible. Such a problem can be readily formulated as
\[ \min_{z, \theta} \|z\|_0 \quad \text{s.t.} \quad y = A(\theta)z \] (3)
where \( \|z\|_0 \) stands for the number of the nonzero components of \( z \). The optimization (3), however, is an NP-hard problem that has computational complexity growing exponentially with the signal dimension \( N \). Thus, alternative sparsity-promoting functionals which are more computationally efficient in finding the sparse solution are desirable. In this paper, we consider the use of the log-sum sparsity-encouraging functional for sparse signal recovery. Log-sum penalty function was originally introduced in [3] for basis selection and has been extensively used for sparse signal recovery, e.g. [10]–[12]. It was proved theoretically [13] and shown in a series of experiments [11] that log-sum based methods present uniform superiority over the conventional \( \ell_1 \)-type methods. Replacing the \( \ell_0 \)-norm in (3) with the log-sum functional leads to
\[ \min_{z, \theta} \quad L(z) = \sum_{i=1}^N \log(|z_i|^2 + \epsilon) \quad \text{s.t.} \quad y = A(\theta)z \] (4)
where \( z_i \) denotes the \( i \)th component of the vector \( z \), and \( \epsilon > 0 \) is a positive parameter to ensure that the function is well-defined. Note that the above optimization (4) can be formulated as an unconstrained optimization problem by removing the constraint and adding a penalty term, \( \lambda \|y - A(\theta)z\|_2^2 \), to the objective functional. A two-stage iterative algorithm [14] can then be applied: given an estimate of \( \theta \), the sparse signal \( z \) is recovered using conventional compressive sensing techniques; and estimate \( \theta \) based on the estimated \( z \). This scheme, however, is computationally expensive because it requires to solve the sparse signal recovery problem every iteration. The trade-off parameter \( \lambda \) is also difficult to determine due to the non-convexity of the objective function. In addition, the two-stage algorithm is very likely to be trapped in undesirable local minima, possibly because the estimated signal, instead of optimized in a gradual manner, undergoes an abrupt change from one iteration to another and thus easily deviates from the correct basin of attraction. In the following, we develop an iterative reweighted algorithm which less likely suffers from the local convergence issue.

III. PROPOSED ALGORITHM

The proposed algorithm is developed based on a bounded optimization approach, also known as the majorization-minimization approach [11], [15]. The idea is to iteratively minimize a simple surrogate function majorizing a given objective function. A surrogate function, usually written as \( Q(z|\hat{z}^{(t)}) \), is an upper bound for the objective function \( L(z) \). Precisely, we have
\[ Q(z|\hat{z}^{(t)}) - L(z) \geq 0 \] (5)
with the equality attained when \( z = \hat{z}^{(t)} \). We will show that through iteratively decreasing (not necessarily minimizing) the surrogate function, the iterative process yields a non-increasing objective function value and eventually converges to a stationary point of \( L(x) \).

We first discuss how to find a surrogate function for the objective function defined in (4). Ideally, we hope that the surrogate function is differentiable and convex. An appropriate choice of such a surrogate function has a quadratic form and is given by
\[ Q(z|\hat{z}^{(t)}) = \sum_{i=1}^N \left( \frac{|z_i|^2 + \epsilon}{|\hat{z}_i^{(t)}|^2 + \epsilon} + \log(|\hat{z}_i^{(t)}|^2 + \epsilon) - 1 \right) \] (6)
It can be readily verified that
\[ Q(z|\hat{z}^{(t)}) - L(z) \geq 0 \] (7)
where the inequality becomes equality when \( z = \hat{z}^{(t)} \). The convex quadratic function \( Q(z|\hat{z}^{(t)}) \) is therefore a surrogate function for the log-sum sparsity-encouraging functional. Replacing the log-sum functional in (4) with (6), we arrive at the following optimization
\[ \min_{z, \theta} \quad z^H D^{(t)} z \quad \text{s.t.} \quad y = A(\theta)z \] (8)
In the following, we will show that the new obtained estimate \[ \hat{z}^{(t+1)} \] is a diagonal matrix given as

\[
D^{(t)} \triangleq \text{diag}\left\{ \frac{1}{\| z_1^{(t)} \|^2 + \epsilon}, \ldots, \frac{1}{\| z_N^{(t)} \|^2 + \epsilon} \right\}
\]

Given \( \theta \) fixed, the optimal \( z \) of (8) can be obtained by resorting to the Lagrangian multiplier method and given as

\[
z = (D^{(t)})^{-1} A^H(\theta) \left( A(\theta)(D^{(t)})^{-1} A^H(\theta) \right)^{-1} y
\]

(9)

Substituting (9) back into (8), the optimization simply becomes searching for the unknown parameter \( \theta \):

\[
\min_{\theta} y^H \left( A(\theta)(D^{(t)})^{-1} A^H(\theta) \right)^{-1} y
\]

(10)

An analytical solution of the above optimization (10) is difficult to obtain. Nevertheless, in our algorithm, we only need to search for a new estimate \( \hat{\theta}^{(t+1)} \) such that the following inequality holds valid:

\[
y^H \left( A(\hat{\theta}^{(t+1)})(D^{(t)})^{-1} A^H(\hat{\theta}^{(t+1)}) \right)^{-1} y 
\leq (\hat{z}^{(t)})^H D^{(t)} \hat{z}^{(t)}
\]

(11)

Such an estimate can be found by using the gradient descent method. Note that since the optimizations (10) and (8) attain the same minimum objective function value, we can always find an estimate \( \hat{\theta}^{(t+1)} \) to meet (11). In fact, our experiments suggest that finding such an estimate is much easier than searching for a local or global minimum of the optimization (10).

Given \( \theta^{(t+1)} \), \( \hat{z}^{(t+1)} \) can be obtained via (9), with \( \theta \) replaced by \( \hat{\theta}^{(t+1)} \), i.e.,

\[
\hat{z}^{(t+1)} = (D^{(t)})^{-1} A^H(\hat{\theta}^{(t+1)})
\]

(12)

\times \left( A(\hat{\theta}^{(t+1)})(D^{(t)})^{-1} A^H(\hat{\theta}^{(t+1)}) \right)^{-1} y

In the following, we will show that the new obtained estimate \( \hat{z}^{(t+1)} \) results in a non-increasing objective function value, that is, \( L(\hat{z}^{(t+1)}) \leq L(\hat{z}^{(t)}) \). Firstly, we have

\[
Q(\hat{z}^{(t+1)}|\hat{z}^{(t)}) = y^H \left( A(\hat{\theta}^{(t+1)})(D^{(t)})^{-1} A^H(\hat{\theta}^{(t+1)} \right)^{-1} y 
\leq (\hat{z}^{(t)})^H D^{(t)} \hat{z}^{(t)} = Q(\hat{z}^{(t)}|\hat{z}^{(t)})
\]

(13)

where \( (\cdot) \) comes from the inequality (11). Based on (13), we reach the following

\[
L(\hat{z}^{(t+1)}) = L(\hat{z}^{(t)}) - Q(\hat{z}^{(t+1)}|\hat{z}^{(t)}) + Q(\hat{z}^{(t+1)}|\hat{z}^{(t)}) 
\leq L(\hat{z}^{(t)}) - Q(\hat{z}^{(t)}|\hat{z}^{(t)}) + Q(\hat{z}^{(t+1)}|\hat{z}^{(t)}) 
\leq L(\hat{z}^{(t)}) - Q(\hat{z}^{(t)}|\hat{z}^{(t)}) + Q(\hat{z}^{(t)}|\hat{z}^{(t)})
\]

(14)

where the first inequality follows from the fact that \( Q(\hat{z}|\hat{z}) \) attains its minimum when \( z = \hat{z} \), the second inequality follows from (13). We see that through iteratively decreasing (not necessarily minimizing) the surrogate function, the objective function \( L(z) \) is guaranteed to be non-increasing at each iteration.

For clarity, we summarize our algorithm as follows.

1. Given an initialization \( \hat{z}^{(0)} \).
2. At iteration \( t = 0, 1, \ldots \). Based on the estimate \( \hat{z}^{(t)} \), construct the surrogate function as depicted in (6).
3. Go to Step 2 if \( \| \hat{z}^{(t+1)} - \hat{z}^{(t)} \|_2 > \epsilon \), where \( \epsilon \) is a prescribed tolerance value; otherwise stop.
signal-to-noise ratio” (RSNR) which is defined as

\[ \text{RSNR} = 20 \log_{10} \left( \frac{\|u\|_2}{\|u - \hat{u}\|_2} \right) \]

We compare our proposed algorithm with the Bayesian dictionary refinement compressed sensing algorithm (denoted as DicRefCS) [8], the root-MUSIC based spectral iterative hard thresholding (SIHT) [7], and the atomic norm minimization via the semi-definite programming (SDP) approach [8]. Fig. 1(a) depicts the average RSNRs of respective algorithms as a function of the number of measurements, \( M \), where we set \( L = 64 \) and \( K = 3 \). Results are averaged over \( 10^3 \) independent runs, where the frequencies and the sampling indices (used to obtain \( y \)) are randomly generated for each run. We observe that our proposed algorithm outperforms the other three methods in the region of a small \( M \), where a gain of more than 15dB is achieved as compared with the DicRefCS and SDP methods. Our algorithm is surpassed by the SIHT and SDP methods as \( M \) increases. Nevertheless, this performance improvement is of less significance since all methods provide quite decent recovery performance when \( M \) is large.

The recovery performance is also evaluated in terms of the success rate. The success rate is computed as the ratio of the number of successful trials to the total number of independent runs, where \( \{\alpha_k\} \) and \( \{\omega_k\} \) are randomly generated for each run. Note that our algorithm and the DicRefCS method do not require the knowledge of the number of complex sinusoids, \( K \). A trial is considered successful if the number of frequency components is estimated correctly and the estimation error between the estimated frequencies \( \{\hat{\omega}_k\} \) and the true parameters \( \{\omega_k\} \) is smaller than \( 10^{-3} \), i.e., \( \frac{1}{2\pi} \|\omega - \hat{\omega}\|_2 \leq 10^{-3} \). Fig. 1(b) depicts the success rates of respective algorithms vs. the number of measurements. This result again demonstrates the superiority of the proposed algorithm over other existing methods, particularly for the case when \( M \) is small.

We examine the ability of our algorithm in resolving closely-spaced frequency components. The signal \( u \) is assumed a mixture of two complex sinusoids with the frequency spacing \( d_f = \frac{1}{L} (\omega_1 - \omega_2) \) equal to \( \mu / L \), where \( \mu \) is the frequency spacing coefficient ranging from 0.1 to 2. Fig. 2 shows RSNRs and success rates of respective algorithms vs. the frequency spacing coefficient \( \mu \), where we set \( L = 64 \) and \( M = 20 \). Results are averaged over \( 10^3 \) independent runs, with one of the two frequencies (the other frequency is determined by the frequency spacing) and the set of sampling indices randomly generated for each run. We see that our algorithm can accurately identify closely-spaced (say, \( d_f = 0.1 / L \)) frequencies with a high success rate and presents a significant performance advantage over other methods when two frequencies are very closely separated.

**IV. SIMULATION RESULTS**

We now carry out experiments to illustrate the performance of our proposed algorithm\(^1\) and its comparison with other existing methods. We assume that the signal \( u \triangleq [u_1 \ldots u_L]^T \) is a mixture of \( K \) complex sinusoids, i.e.,

\[ u_l = \sum_{k=1}^{K} \alpha_k e^{-j\omega_k l} \quad l = 1, \ldots, L \]

with the frequencies \( \{\omega_k\} \) uniformly generated over \([0, 2\pi)\) and the amplitudes \( \{\alpha_k\} \) uniformly distributed on the unit circle. The measurements \( y \) are obtained by randomly selecting \( M \) entries from \( L \) elements of \( u \). We first consider recovering the original signal \( u \) from the partial observations \( y \). The reconstruction accuracy is measured by the “reconstruction signal-to-noise ratio” (RSNR) which is defined as

\[ \text{RSNR} = 20 \log_{10} \left( \frac{\|u\|_2}{\|u - \hat{u}\|_2} \right) \]

\(^1\)Matlab codes are available at [http://www.junfang-uestc.net/codes/SRCS.rar](http://www.junfang-uestc.net/codes/SRCS.rar).
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