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Abstract—Label noise and class imbalance are common challenges encountered in real-world datasets. Existing approaches for robust learning often focus on addressing either label noise or class imbalance individually, resulting in suboptimal performance when both biases are present. To bridge this gap, this work introduces a novel meta-learning-based dynamic loss that adapts the objective functions during the training process to effectively learn a classifier from long-tailed noisy data. Specifically, our dynamic loss consists of two components: a label corrector and a margin generator. The label corrector is responsible for correcting noisy labels, while the margin generator generates per-class classification margins by capturing the underlying data distribution and the learning state of the classifier. In addition, we employ a hierarchical sampling strategy that enriches a small amount of unbiased metadata with diverse and challenging samples. This allows the joint optimization of the two components in the dynamic loss through meta-learning, allowing the classifier to effectively adapt to clean and balanced test data. Extensive experiments conducted on multiple real-world and synthetic datasets with various types of data biases, including CIFAR-10/100, Animal-10N, ImageNet-LT, and Webvision, demonstrate that our method achieves state-of-the-art accuracy.

Index Terms—Robust learning, label noise, class imbalance, meta learning.

I. INTRODUCTION

Deep neural networks (DNNs) have demonstrated remarkable success attributed to the abundance of labeled data [1], [2], [3]. However, real-world datasets often exhibit long-tailed distributions and inevitably contain noisy labels [4]. The presence of such biased data distributions renders DNNs susceptible to overlooking tail classes [5] and memorizing noisy training labels [6], leading to suboptimal performance on balanced and clean test data. Consequently, addressing the challenge of robust learning from long-tailed data with noisy labels has received growing attention in recent studies [7], [8].

Recent advancements in robust learning [6], [9], [10], [11] have explored various techniques, including correcting noisy labels [12], [13] and adjusting classification margins [5], [14], to address the issues of label noise and class imbalance, respectively. However, these solutions heavily rely on manually-designed rules to distinguish between noisy and clean samples, or pre-set parameters to obtain prior knowledge of class distribution. When label noise meets class imbalance, manual interventions become impractical since tail classes make it difficult to identify label noise, while noisy labels make observed class distribution unreliable. As a result, we aim to pave a new path for robust learning from biased data in a fully self-adaptive manner.

Taking the aforementioned challenges into consideration, we propose a novel meta-learning-based dynamic loss that comprises of a learnable label corrector and a margin generator. Our approach aims to learn a classifier robustly from long-tailed noisy data. In contrast to the predefined fixed objective functions adopted by priors, our dynamic loss learns to correct per-sample labels and adjust per-class classification margins simultaneously by perceiving the underlying data distribution and the learning state of the classifier. As a result, our approach provides suitable dynamic learning objectives throughout the training process.

The main challenge in correcting noisy labels lies in identifying noisy samples and disregarding or reusing them appropriately. Previous solutions [13], [15] have used a GMM with fixed hyperparameters to differentiate between noisy and clean samples based on their loss values, which is inadequate for long-tailed noisy data. This is because some clean samples of tail classes may have higher loss values than noisy samples of head classes due to the highly skewed class distribution. While a class-specific GMM [16] is a straightforward solution, it is still prone to confusion due to the significant variation in noise rates among different classes (Fig. 1). Furthermore, previous methods have relabeled identified noisy samples by combining their assigned labels and the classifier’s predictions in a fixed manner. This approach can lead to incorrect corrections since the classifier is imprecise at the beginning of training and susceptible to overfitting to noisy samples towards the end. To address these issues, we propose a novel label corrector that can learn to jointly identify and relabel noisy samples in a fully learnable fashion. This is achieved by taking into account both the class-specific loss rank of samples and the learning state of the classifier.

In order to adjust per-class classification margins, we are inspired by the fact that classes with fewer samples are associated with larger generalization error bounds, which can be minimized by increasing the classification margin [5]. However, most prior approaches [14] pre-define a fixed margin for each class based solely on its sample number (Fig. 1). This approach suffers from...
We devise a novel hierarchical sampling strategy that efficiently generates diverse and unbiased meta data, which allows for better simulation of the true data distribution and improves the generalization ability of the model.

We achieve state-of-the-art performance on multiple synthetic and real-world datasets, demonstrating the effectiveness and versatility of our proposed approach.

### Related Works

**Long-Tailed Learning**: Previous works on long-tailed learning can be broadly categorized into three main approaches: data re-sampling [20], boundary adjustment [22], and re-weighting [9], [23], [24]. The data re-sampling approach involves balancing the class distribution by over-sampling the tail classes. However, this method is prone to overfitting on the tail classes. Methods belonging to the second category aim to enlarge the classification boundary of the tail classes while narrowing that of the head classes. This is achieved by modifying the classification threshold [25] or by adjusting the weights of the output layer through normalization [10]. The re-weighting approach aims to assign larger loss weights to the tail classes. Conventional approaches of this category [24], [26] impose weights on each training sample directly, which may cause unstable training due to sensitivity to outliers [14]. Recent works [27] modify the predicted scores in the Softmax function to achieve re-weighting, which yields more stable training and promising performance. In this work, we adapt the re-weighting strategy to more challenging long-tailed scenarios with label noise.

**Learning Under Label Noise**: There are two main categories of methods for learning under label noise: sample re-weighting and relabeling. The re-weighting strategy involves assigning lower weights to samples with larger loss values, which are considered to be noisy [28], [29]. MentorNet [6] learns data-driven curriculums for deep convolutional neural networks trained on corrupted labels. Meta-Weight-Net [9] learns an explicit weight-function directly from a small set of clean data. MetaSeg [30] directly generates weights according to the feature and given label of images. On the other hand, the relabeling strategy leverages noisy samples by refining their labels. Bootstrapping [31] integrates assigned labels and model predictions through interpolation. Some works divide clean and noisy samples based on priors learned from a manually generated noisy set [32] and then take advantage of noisy samples [33].
Long-Tailed Learning Under Label Noise: Recently, there have been several approaches proposed for addressing long-tailed learning with label noise. For instance, HAR [8] applies a data-dependent regularization technique to regularize different regions of the input space differently. CurveNet [7] learns to assign appropriate weights to different samples based on their loss curves. ROLT [34] combines DivideMix and LDAM to correct noisy labels and improve the performance of tail classes. However, unlike these methods, the approach presented in this work is the first to simultaneously correct noisy labels and adaptively adjust per-class classification margins in a learnable and adaptive manner according to the training data.

III. METHODS

In this section, we will provide a detailed description of our dynamic loss and the process of optimizing it through meta-learning.

A. Overview

Our objective is to train a classifier $f_\omega$ with learnable parameters $\omega$ using a noisy and imbalanced training set $\mathcal{D} = \{x_i, y_i\}_{i=1}^N$, where each training example comprises an image $x_i$ and its corresponding one-hot class label $y_i$. Although the training set is beset by label noise and class imbalance, our aim is to ensure that the classifier accurately recognizes all classes. To achieve this goal, we use a balanced and clean test set.

We optimize the learnable parameters $\omega$ by minimizing the classification loss on the training set, given by

$$\omega^* = \arg\min_{\omega} \sum_{i=1}^N \ell(y_i, f_\omega(x_i)).$$

where $\ell(\cdot)$ represents the cross-entropy loss. However, due to the presence of label noise and class imbalance in the training set, optimizing using this naive cross-entropy loss suffers from two significant drawbacks. First, the labels assigned to noisy samples do not correspond to their ground-truths, leading to high loss values and causing the model to memorize the noisy labels. Second, tail classes occur much less frequently than head classes, but have the same classification margins, making them susceptible to poor generalization.

To address the aforementioned issues, we introduce a novel dynamic loss function that corrects noisy labels and adjusts the classification margins for different classes in an adaptive and learnable manner. The dynamic loss is given by:

$$\mathcal{D}L = \ell(y^*_i, f_\omega(x_i)) + q,$$

where $y^*_i$ and $q \in \mathbb{R}^C$ represent the reassigned label and the additive classification margin for $x_i$, respectively.

As depicted in Fig. 2, the dynamic loss incorporates a learnable label corrector $G_{\theta_l}$, parameterized by $\theta_l$, and a margin generator $G_{\theta_m}$, parameterized by $\theta_m$, which are responsible for correcting per-sample labels and per-class classification margins, respectively. We jointly optimize these components along with the classifier $f_\omega$ using meta-learning. In the following, we elaborate on the two components and their optimization in detail.

B. Label Corrector

The label corrector operates in a class-wise manner to detect and correct wrongly assigned labels in noisy samples. To identify such samples, it first divides all samples into $C$ groups based on their class and sorts the samples in each group individually according to their loss values. It then divides the sorted samples in each group into $R$ bins of equal size. To determine whether a bin $r \in \{1, \ldots, R\}$ is dominated by noisy or clean samples, the label corrector uses a lightweight class-wise meta network. As a result, the bin index $r_i$ of the loss value for sample $i$ can be used as a reliable indicator for identifying label noise.

In terms of label correction, the classifier can learn from the clean samples that dominate the data and transfer this knowledge to the noisy samples, provided that the classifier has not severely over-fitted on biased data. This allows the classifier’s predictions on noisy samples to be more accurate and closer to their ground-truth labels, facilitating the correction of wrongly assigned labels.
Drawing from the aforementioned observation, we present our label corrector which reassigned a ground-truth label \( y_i^* \) for a given sample \( x_i \) by calculating a weighted sum of its assigned label \( y_i \) and the prediction \( y_i' \) made by the classifier. The weights used for the summation are dependent on the loss bin index \( r_i \), given by:

\[
y_i^* = \mathcal{G}_b(y_i, y_i', r_i) = y_i + y_i' \cdot (1 - g(r_i|y_i)),
\]

(3)

The function \( g : r_i|y_i \rightarrow [0, 1] \) is a class-dependent weighting function that maps the bin index \( r_i \) to a balance weight and is learned by a small meta network. The network is constructed of a one-hot encoder and a two-layer perceptron (MLP) with a Sigmoid activation function.

In instances where sample \( i \) is regarded as noisy due to a high loss value resulting in a large bin index \( r_i \), the computed value of \( g(r_i|y_i) \) tends to approach zero. Consequently, the label corrector adjusts its label assignment by incorporating the prediction made by the classifier to rectify its initial erroneous label assignment. The reverse is also true: if the sample has a low loss value and a small bin index, the weight assigned to the classifier’s prediction is close to zero, allowing the assigned label to remain dominant in the label correction process.

C. Margin Generator

To design the margin generator, we revisit the Label-Distribution-Aware Margin Loss (LDAM) [5] from the perspective of generalization error bound. Given that tail classes often have fewer training samples, they typically exhibit larger generalization error bounds when compared with head classes. Since the generalization error bound is often negatively correlated with the magnitude of the classification margin, increasing the classification margins for the tail classes can effectively reduce their generalization error bounds.

In this regard, Balanced Meta-Softmax [14] presents an unbiased extension of standard Softmax by adjusting the classification margin for class \( j \) based on its sample number \( n_j \), and adding the margin \(-\log(n_j)\) to the confidence score \( p_j \) predicted by the classifier:

\[
\hat{\ell}(\omega|y = j) = -\log \left( \frac{e^{p_j + \log(n_j)}}{\sum_{i=1}^{C} e^{p_i + \log(n_i)}} \right).
\]

(4)

However, when dealing with long-tailed data with noisy labels, the sample number \( n_j \) may not accurately reflect the true number of samples belonging to class \( j \) due to the existence of label noise. Furthermore, manually defining the margin solely based on the sample number may not account for the distinct classification difficulties among different classes.

We propose a learnable margin generator \( \mathcal{G}_m \), which consists of a two-layer multi-layer perceptron (MLP) that can dynamically adjust the margin for each class. During classifier training, the margin generator optimizes a learnable margin vector \( \mathbf{q} \in \mathbb{R}^C \), which is initialized with an all-ones vector:

\[
\mathbf{q} = \mathcal{G}_m(1) = [q_1, \ldots, q_C].
\]

(5)

By integrating the margin vector into the standard Softmax loss, we have the modified loss function:

\[
\hat{\ell}(\omega|y = j) = -\log \left( \frac{e^{p_j + q_j}}{\sum_{i=1}^{C} e^{p_i + q_i}} \right).
\]

(6)

where \( p_j \) and \( q_j \) denote the predicted score and the learned margin for class \( j \), respectively. Since the classification margin is \(-q_j \) in our formulation, the learned margin \( q_j \) for class \( j \) should be positively correlated with its sample number.

Hence, the margin generator can automatically adjust per-class margins by adapting to the underlying true class distribution in long-tailed noisy data, as well as the classification difficulty of each class. Importantly, the margin generator can accomplish this in a learnable manner, without requiring any manual intervention or prior information.

D. Hierarchical Sampling Strategy

We combine the label corrector \( \mathcal{G}_b \) and margin generator \( \mathcal{G}_m \) into a unified meta set \( \mathcal{G}_b \) which is a crucial element of our dynamic loss. We employ meta-learning to optimize \( \mathcal{G}_b \) and facilitate the learning of the classifier \( f_\omega \) to better adjust to balanced and clean test data.

To enable meta-learning, a meta set \( \mathcal{D}_c = \{(x_i, y_i)\}_{i=1}^{M} \) containing a small number of balanced and clean data must be constructed. A simple approach is to select \( M \) samples with the lowest classification loss values from each class in \( \mathcal{D} \), as samples with lower loss values computed by \( f_\omega \) are more likely to have correctly assigned labels. However, this approach can be problematic because easier samples often have lower loss values during training, which can result in fixed easy samples being selected at each epoch and increase the risk of overfitting to such samples.

Therefore, we have devised a hierarchical sampling strategy to create \( \mathcal{D}_c \). This strategy involves a two-step process: first, we randomly select \( M_0 \) samples from each class in \( \mathcal{D} \) to construct a primary set; second, we choose \( M_1 \) samples with low loss from each class in the primary set to form the final meta set. The samples that are not selected for the meta set are included in the counterpart set \( \mathcal{D}_n \). Refer to Fig. 2 for an illustration of this process.

The advantages of incorporating the primary set are two-fold. First, since the samples in the primary set are randomly selected at each epoch, it ensures that the resulting meta set is distinct across different epochs. Second, the primary set contains fewer samples than \( \mathcal{D} \), increasing the likelihood of selecting hard yet clean samples located near the decision boundary into the meta set. This hierarchical sampling strategy guarantees the dynamism and diversity of the meta set, preventing the model from overfitting to biased data.

E. Optimization

The convergence of meta-learning poses significant challenges [17]. Previous approaches [7], [9], [15] employ a strategy of inputting all known information, particularly given labels, predicted labels and loss value, into the meta net, generating
customized weights for each sample. However, due to computational complexity, meta nets often exhibit a relatively simple network structure consisting of a few fully connected layers, limiting their capability to handle complex tasks. Notably, in scenarios involving biased data, a substantial portion of the known information, such as predicted and given labels, can be omitted from the meta net’s input. This is because only one of these labels needs to be selected as the sample’s label, and a weight can be learned to combine the two labels and obtain a new label. Directly incorporating these known information into the meta net not only increases the optimization difficulty but also diminishes the utilization of the information. This is due to the implicit nature of using these information, requiring the meta net to extract it from the input, as expressed by:

\[ y^*_i = g_{0_i}(y_i, y'_i, r_i) = g(y_i, y'_i, r_i). \]  

To enhance the utilization of known information, we opt for explicit utilization through our Label Corrector, as illustrated in Fig. 3 and governed by (3).

The customization of weights for individual samples diminishes the impact of diverse input information on the meta net. However, input information often encompasses errors, such as varying sample loss values during training and overlapping loss values between noisy and clean samples. These factors make it challenging to discern between them solely based on loss values. To overcome this challenge, we employ a grouping strategy that involves sorting by loss value for noisy data and given labels for imbalanced data. This strategy brings stability to the input information, reducing its instability and enhancing the influence of each input on the meta net. By explicitly utilizing known information and implementing the grouping strategy, we simplify the task of the meta net, promoting easier convergence and the assignment of accurate weights and margins to each sample group.

IV. EXPERIMENTS ON LONG-TAILED NOISY DATA

A. Experiments on CIFAR-N-LT

Dataset and Implement Details: We assess the performance of our method on CIFAR-N-LT dataset, which comprises CIFAR-10 and CIFAR-100 [18]. These datasets contain 60,000 RGB images, out of which 50,000 images are used for training and 10,000 images for testing. The images are evenly distributed across 10 and 100 categories, respectively. Additionally, the datasets are subjected to simulated label noise and class imbalance.

To simulate a long-tailed dataset, we follow the exponential profile proposed in [5], where the imbalance ratio \( \rho \) leads to an exponential decay in the sample number across different classes. We then inject label noise into the long-tailed dataset to create the training set, with each sample’s label independently changed to class \( j \) with probability \( \frac{N_j}{N} \lambda \), where \( N \) is the total number of training samples, \( N_j \) is the frequency of class \( j \), and \( \lambda \) represents the noise rate.

Following ROLT [34], we consider imbalance ratios of \( \rho \in \{10, 100\} \) and noise rates of \( \lambda \in \{0.1, 0.2, 0.3, 0.4, 0.5\} \). The ResNet-32 [2] is adopted as the classifier, and we train all classifiers using balanced-softmax for 300 epochs with a batch size of 512. The learning rate is initialized as 0.1 and controlled by a cosine annealing learning scheduler [37]. We train all classifiers using the same SGD optimizer with a momentum of 0.9 and a weight decay of 5e-4. Further training details can be found in Table I.

Main Results: Tables II and III present the average accuracy on CIFAR-10-N-LT and CIFAR-100-N-LT with varying imbalance ratios and noise rates. Our method exhibits consistently high accuracy across a wide range of biases, whereas previous methods suffer rapid degradation. Specifically, our dynamic loss improves the average last accuracy by 3.21% and 5.79% compared to HAR on CIFAR-10-N-LT and CIFAR-100-N-LT, respectively. Additionally, our method significantly outperforms the baseline model that simply combines strategies from DivideMix and Balanced-Softmax.

Furthermore, the performance of our last model is generally very close to that of our best model despite varying bias settings. In contrast, the last models of DivideMix and Balanced-Softmax degrade significantly compared to their corresponding best models, especially on CIFAR-10-N-LT with severe imbalance and noise (e.g., \( \rho = 100 \) and \( \lambda = 0.5 \)). These results suggest that our method is much more resistant to overfitting on biased data than the aforementioned priors.

It is worth noting that previous methods require carefully tuned hyperparameters based on unobservable noise rate [13] or perform two-stage training to obtain prior information on class distribution [8]. In comparison, our dynamic loss employs a fixed set of hyperparameters and requires only one-round end-to-end training without manual interventions on the same dataset.

B. Experiments on Webvision

Dataset and Implement Details: We also evaluate our dynamic loss on the WebVision dataset [4], which is a large-scale real-world dataset that suffers from label noise and class imbalance. It comprises 2.4 million images, of which approximately 20% are mislabeled [41]. To construct the miniWebVision dataset, we follow the methodology proposed in MentorNet [6] by selecting the top 50 classes, resulting in an observed imbalance ratio of around 6.78. Following priors [13], we train the
Inception-ResNet V2 [42] for 150 epochs using the SGD optimizer with momentum 0.9 and weight decay of 1e-4. For ResNet-50, the training details is following INOLML [40]. During the warm-up stage, which lasts for one epoch, we use a batch size of 64 and an initial learning rate of 0.02. The learning rate is then adjusted using a cosine annealing learning scheduler. We evaluate the model’s performance on the validation sets of both WebVision and ImageNet [43]. Additional training details are available in Table I.

**Main Results:** Table IV displays the performance of our method on the WebVision and ImageNet validation sets. Our approach outperforms other state-of-the-art methods even though most of them utilize additional model co-training and ensembling techniques. Notably, our method surpasses HAR and ROLT+, which are specifically designed to handle long-tailed noisy data, by at least 2.48% in terms of accuracy on WebVision, demonstrating its superiority.

The rapid advancements in the field of self-supervised learning have highlighted the increasing importance of adaptive methods for learning from biased data. Particularly, methods that can effectively adapt to models with varying initial parameters are of great significance. In this study, we performed experiments on ResNet-50 that was pre-trained using self-supervised techniques, such as CLIP [44]. The results, presented in the last row of Table IV, demonstrate a significant improvement of 3.92% in accuracy, achieved through our proposed approach, compared to the model trained using cross entropy with the same initial parameters pretrained by CLIP. These findings provide evidence of the dynamic adaptability of our method to classifiers with different initial parameters.
TABLE III
ACCURACY (%) ON CIFAR-100-N-LT WITH VARYING IMBALANCE RATIO AND NOISE RATE

| Imbalance Ratio | Noise Rate | 0.1 | 0.3 | 0.4 | 0.5 | 100 | Average |
|-----------------|------------|-----|-----|-----|-----|-----|---------|
| Cross Entropy   | Last       | 43.48| 37.25| 31.34| 25.53| 19.45| 29.92 |
|                 | Best       | 43.95| 37.64| 32.18| 29.44| 23.87| 30.52 |
| DivideMix [13]  | Last       | 54.17| 51.92| 50.44| 45.02| 43.43| 36.31 |
|                 | Best       | 54.94| 53.35| 50.93| 45.36| 43.44| 36.99 |
| ELR+ [35]       | Last       | 52.48| 51.30| 46.24| 39.98| 34.91| 33.01 |
|                 | Best       | 53.91| 51.90| 47.88| 42.61| 37.35| 33.81 |
| MOIT+ [36]      | Last       | 44.66| 40.12| NC   | NC   | NC   | NC     |
|                 | Best       | 47.70| 44.94| 42.10| 39.12| 35.50| 32.66 |
| Balanced-Softmax [14] | Last       | 58.38| 54.59| 50.49| 44.83| 40.45| 43.17 |
|                 | Best       | 58.62| 54.73| 50.66| 45.63| 40.56| 43.30 |
| DivideMix +Balanced-Softmax | Last       | 56.37| 54.80| 54.83| 51.29| 48.89| 43.26 |
|                 | Best       | 56.85| 56.06| 55.64| 52.30| 50.01| 43.67 |
| FaMUS [15]      | Last       | 46.07| 51.59| 46.07| 46.93| 43.83| 29.33 |
|                 | Best       | 47.03| 52.05| 46.41| 47.88| 44.30| 29.66 |
| CurveNet [7]    | Last       | 50.41| 47.14| 43.18| 41.23| 34.85| 22.10 |
|                 | Best       | 52.73| 51.93| 47.56| 44.08| 39.74| 25.26 |
| HAR [8]         | Last       | 58.68| 55.43| 52.57| 46.01| 43.96| 42.67 |
|                 | Best       | 59.52| 58.50| 53.44| 46.75| 44.61| 44.45 |
| Dynamic Loss (Ours) | Last       | 59.24| 57.57| 56.85| 52.07| 50.74| 47.23 |
|                 | Best       | 59.52| 57.85| 57.32| 52.66| 51.26| 47.55 |

NC: not converging, NA: not available.

TABLE IV
ACCURACY (%) ON WEBVISION AND IMAGENET VALIDATION SETS

| Methods                  | Backbone | Webvision | ImageNet |
|--------------------------|----------|-----------|----------|
|                          |          | top 1     | top 5    | top 1    | top 5    |
| Cross Entropy            | IRV2     | 72.48     | 88.48    | 65.08    | 87.88    |
| Cross Entropy            | ResNet-50| 71.72     | 87.84    | 65.96    | 86.88    |
| Cross Entropy            | ResNet-50†| 78.04    | 93.04    | 72.84    | 91.68    |
| HAR [8]                  | IRV2     | 75.50     | 90.70    | 70.30    | 90.00    |
| DivideMix [13]           | IRV2     | 77.32     | 91.64    | 75.20    | 90.84    |
| ROLT+ [34]               | IRV2     | 77.64     | 92.44    | 74.64    | 92.48    |
| ELR+ [35]                | IRV2     | 77.78     | 91.68    | 70.29    | 89.76    |
| CMW-Net-SL* [38]         | IRV2     | 78.08     | 92.96    | 75.72    | 92.52    |
| FaMUS [15]               | IRV2     | 79.40     | 92.80    | 77.00    | 92.76    |
| MOIT+ [36]               | IRV2     | 87.86     | -        | -        | -        |
| NCR [39]                 | ResNet-50| 80.50     | -        | -        | -        |
| INOLML* [40]             | IRV2     | 81.70     | 93.80    | 78.10    | 92.90    |
| Dynamic Loss             | IRV2     | 80.12     | 93.64    | 74.76    | 93.08    |
| Dynamic Loss             | ResNet-50| 78.56     | 92.52    | 72.08    | 91.36    |
| Dynamic Loss             | ResNet-50†| 81.96    | 94.48    | 77.43    | 93.40    |

Denotes the use of model training or ensembling. † Indicates the backbone is pretrained using self-supervised techniques (CLIP). IRV2: Inception-ResNet V2.

V. EXPERIMENTS ON NOISY DATA

A. Experiments on CIFAR-N

Dataset and Implement Details: CIFAR-N is a synthetic noisy dataset derived from CIFAR. It includes two common types of simulated label noise: symmetric and asymmetric. Symmetric noise is introduced by randomly changing the labels with all possible labels based on a fixed probability of $\lambda$ (also known as noise rate). Asymmetric noise, on the other hand, is designed manually to mimic real-world label noise, where labels are only altered with those in similar classes, such as deer $\rightarrow$ horse and dog $\leftrightarrow$ cat. We evaluate the performance of our dynamic loss in handling noisy data using CIFAR-10-N and CIFAR-100-N with symmetric noise rates of 0.2, 0.4, 0.6 and asymmetric noise rates of 0.2, 0.4.

Results on CIFAR-N: Table V illustrates that our proposed method outperforms previous methods specifically designed for learning on noisy data, achieving the highest average accuracy. Unlike DivideMix, which requires manual tuning of hyperparameters under different noise types and rates, our dynamic loss adapts well to various noisy scenarios in a fully self-adaptive manner without any manual intervention.

B. Experiments on Animal-10N

Dataset and Implement Details: We also evaluate our method on the real-world noisy dataset ANIMAL-10N [19], which contains a total of 55,000 images (50,000 for training and 5,000 for testing) of 5 pairs of confusing animals. All image categories are equally represented in the dataset. The images are collected from websites using the search keywords as labels, resulting in significant label noise with an estimated rate of 8%. To ensure a fair comparison with prior work [19], we train the VGG10-BN [1] for 100 epochs using the SGD optimizer with a momentum of 0.9 and weight decay of 5e-4. The warm-up stage lasts for 5 epochs, and the batch size is set to 128. We initialize the learning rate to 0.02 and control it with a cosine annealing learning scheduler. Further training details are presented in Table I.
Main Results: Table VI illustrates that our dynamic loss achieves state-of-the-art performance compared to all previous methods on the ANIMAL-10N dataset. Specifically, our method outperforms the classifier trained with cross entropy by a large margin of 7.14%, demonstrating its superior ability to handle real-world noisy data.

VI. EXPERIMENTS ON LONG-TAILED DATA

A. Experiments on CIFAR-LT

Dataset and Implement Details: The CIFAR-LT is a simulated long-tailed dataset that is derived from CIFAR by reducing the number of training samples per class according to an exponential function $n_i = n_i \mu^i$, where $n_i$, $i$, and $n$ denote the number of samples in the $i$-th class, the class index, and the maximum number of samples across all classes, respectively. We evaluate the efficacy of our dynamic loss approach in dealing with long-tailed data on clean CIFAR datasets that have varying imbalance ratios ($\rho \in \{10, 20, 50, 100\}$). For more detailed information on the training process, please refer to Table I.

Results: Table VII presents the superior performance of our proposed method compared to previous approaches specifically designed for learning on long-tailed data. Notably, our method surpasses LDAM, which adjusts classification margins based solely on the sample number, by a significant margin of 4.03%.
and 5.75% on CIFAR-10-LT and CIFAR-100-LT, respectively. This result demonstrates the effectiveness of our dynamic loss in accurately perceiving the classification difficulty of different classes and adaptively adjusting their margins accordingly. Furthermore, our approach seamlessly integrates with Logit Adjustment and Balanced Softmax techniques by utilizing them as base margins while learning the residual margin through our margin generator. As shown in Table VII, our proposed approach with Balanced-softmax and logit adjustment yields a notable improvement in final accuracy, namely 0.19% and 3.05% on CIFAR-10-LT, compared to the initial Balanced-softmax and logit adjustment techniques. However, the performance level remains comparable to that of our original dynamic loss. These findings indicate that our original dynamic loss is sufficient for accurately identifying the classification complexity of diverse categories and accounting for the number of samples per class.

B. Experiments on ImageNet-LT

Dataset and Implement Details: The ImageNet-LT dataset consists of 115.8K images, categorized into 1,000 classes based on the Pareto distribution. Consequently, the number of images per class varies between 5 and 1,280. Following previous studies [11], [55], we employ several architectures for training, including ResNet-10, ResNet-50, ResNet-152, ResNeXt-50 [56], and self-supervised ResNet-50. These models are trained for either 90 or 400 epochs, utilizing the SGD optimizer with a momentum of 0.9 and weight decay of 1e-4. No warm-up stage is conducted, and a batch size of 128 is employed. The learning rate is initialized at 0.1 and controlled using a cosine annealing learning scheduler. Further details regarding the training procedure are provided in Table I.

Main Results Table VIII presents the experimental findings, showcasing the superior accuracy achieved by our proposed method when employed in conjunction with various classifiers, namely ResNet-50, ResNet-152, ResNeXt-50, and self-supervised ResNet-50. Remarkably, even when utilizing the ResNet-10 classifier trained from scratch, our method surpasses the performance of the PaCo framework [55] equipped with self-supervised techniques by 2.12%. These results underscore the robustness and efficacy of our proposed method in effectively handling the challenges posed by long-tailed datasets.

Additionally, we conducted supplementary experiments by incorporating our method with the pretrained ResNet50 using self-supervised techniques. The results reveal a significant performance improvement of 2.42% compared to the PaCo framework. This further highlights the compatibility of our proposed method with self-supervised approaches, leading to enhanced performance gains.

VII. Qualitative Analysis

A. Label Corrector

Behavior of Label Corrector: We examine the behavior of the label corrector on the balanced CIFAR-10-N with asymmetric noise, which is designed to emulate the structure of real-world label noise by assigning distinct noise rates to various classes. Fig. 4 illustrates the learned weight $g(r|y)$ by the label corrector and the percentage of noisy labels corresponding to an increasing loss bin index $r$ for each class. We observe that for the classes that contain noisy labels, clean samples mainly appear in the top-ranked (low-loss) bins while noisy samples occupy the bottom-ranked (high-loss) bins. This finding supports our hypothesis that the loss bin index $r$ can be used as a reliable input indicator for the label corrector to differentiate between noisy and clean samples. Accordingly, the generated weight $g(r|y)$ remains at 1 and suddenly drops to 0 at around bin 60, indicating that the label corrector preserves the assigned ground-truth label for clean samples and resorts to the predicted label that is more likely to be the ground-truth for noisy samples. On the other hand, for the classes without noisy labels, $g(r|y)$ remains at 1. As a result, our label corrector consistently outputs the correct labels for both noisy and clean samples across different classes.

We also visualize the learned label weights of the real-world datasets miniWebvision and Animal-10n in Figs. 5 and 6, respectively. For miniWebvision, we select 2 categories at intervals of 25 to visualize their learned label weights considering the large number of categories. As shown in Fig. 5, the learned label weights vary with different classes, suggesting that the noise rates of different classes are different, which is consistent with real-world datasets. In Animal-10N, two categories were selected at intervals of 5 to visualize the learned label weights. As depicted in Fig. 6, the learned label weights remain 1 and drop to 0 at around bin 92 (red dotted line), indicating that the noise rate estimated by the label corrector is about 8%, which is consistent with the well-recognized estimated noise rate on Animal-10N [19].

Corrected Label Accuracy: Fig. 7 illustrates the accuracy of the corrected labels on balanced CIFAR-10-N, measured as the proportion of samples with ground-truth labels after the label correction process. The label accuracy gradually increases as the training progresses, and the classifier becomes more reliable. Eventually, the label accuracy reaches over 90% on CIFAR-10-N with noise rates of 0.2 and 0.4. Remarkably, the accuracy has also significantly improved by 35% under a noise rate of 0.6. The high accuracy of the corrected labels validates our design choices.

| Methods                      | Epoch | RN-10 | RN-50 | RN-152 | RNeXt-50 |
|------------------------------|-------|-------|-------|--------|----------|
| Cross Entropy                | 90    | 34.01 | 44.60 | 46.20  | 42.78    |
| Focal Loss [23]              | 90    | 32.64 | 41.61 | 44.36  | 41.58    |
| LDAM-DRW [5]                 | 90    | 36.03 | 48.80 | 51.83  | 51.43    |
| CDDB-S [57]                  | 90    | 37.70 | 41.80 | 46.40  | 45.10    |
| Logit adjustment [53]        | 90    | 38.43 | 48.89 | 47.86  | 51.85    |
| Balanced-Softmax[14]         | 90    | 38.21 | 50.96 | 53.93  | 51.73    |
| MSLAS [52]                   | 400   | 44.36 | 53.05 | 48.82  | 51.88    |
| PaCo* [55]                   | 400   | 42.89 | 57.00 | 58.55  | 58.20    |

* Indicates the use of self-supervised techniques. RN: ResNet. RNeXt: ResNeXt.
Learnable Weight Varied Trend in Training: Fig. 8 illustrates the evolution of the learnable weight across training epochs. At the beginning, the label corrector mainly relies on the given labels to train the classifier, while gradually shifting towards trusting the predicted labels for samples with higher rank bins, as indicated by the decreasing values of the learnable weight at epoch 45. Furthermore, the label corrector accurately estimates the noise rate to be approximately 35% (for a noise rate of 40%, there are actually 35% noisy samples). The plot, together with Fig. 7, reveals that the epoch at which the label corrector begins to trust the classifier is delayed as the noise rate increases. This suggests that the label corrector considers the classifier to require more training epochs to produce more reliable predicted labels as the noise rate of the training set increases. Therefore, our results demonstrate that the label corrector is capable of dynamically adjusting the relabelling of noisy labels based on the status of the classifier and the training set.

B. Margin Generator

Behavior of Margin Generator: We conducted an analysis of the behavior of the margin generator on clean CIFAR-10-LT with imbalance factor $\rho = 20$. The left subfigure of Fig. 9 shows the generated margins for different classes. We observed that as the class index increases and the sample number decreases, the learned margin also decreases as expected. This suggests that the margin generator has the ability to automatically discern the sample numbers of different classes and adaptively adjust the margins for each class accordingly.

Interestingly, we also observed some irregularly larger margins on class 9 and 10. To explain this observation, we visualized the feature distribution of the meta set using T-SNE [58] as shown in the right subfigure of Fig. 9. We found that the feature distribution of these two classes correspond to the two rightmost clusters, indicating that they are easier to be distinguished from the other classes. This evidence supports the claim that the margin generator takes into account not only the sample number but also the classification difficulty of each class when generating comprehensively adaptive margins during classifier training.

from two perspectives. First, this finding supports our assumption that the classifier primarily focuses on fitting in the dominant clean samples, and can transfer the acquired knowledge to the noisy samples for predicting their ground-truth labels. Second, the label corrector can precisely identify the noisy samples and rectify their labels with the predicted correct ones.
Learnable Weight Varies With Imbalance Ratios: Fig. 12 depicts the learned margins generated by the margin generator under different imbalance ratios. We can observe that as the class index increases, corresponding to decreasing sample size, the generated margin consistently decreases, irrespective of the varying imbalance ratios. Additionally, the variation in learned margins across different classes tends to increase as the imbalance ratio becomes more severe. Both quantitative and qualitative analyses provide evidence that the margin generator effectively respects and adapts to various class distributions by automatically learning to assign appropriate margins.

Learnable Weight Varies in Training: In Fig. 13, the variations of classification margins and feature distributions of meta set are depicted across different training epochs. It can be inferred that the margin generator continually adapts the classification margins based on the feature distributions of meta set during the training process. For instance, in the case of class 10, a relatively small classification margin is assigned to it since it is challenging to recognize at epoch 50. However, as it becomes easier to recognize at epoch 250, the margin generator assigns a larger classification margin to it. This observation supports the claim that the margin generator can dynamically regulate the classification margin based on the classification difficulty.

We present visualizations of the learned label weights for the real-world miniWebvision and simulated ImageNet-LT datasets in Figs. 10 and 11, respectively. In Fig. 10, the generated margins over different classes in miniWebvision accord with the complex variation of sample size, which demonstrates the adaptability of our method to handle complex real-world biased data. For the simulated ImageNet-LT dataset, we visualize the learned margins for 333 categories in intervals of 3 in Fig. 11. As shown in the figure, the learned margins consistently vary with the sample number of different classes, suggesting that the margin generator can generate proper margins for different classes. This finding provides evidence that our method can handle datasets with numerous categories.
C. Behavior of Hierarchical Sampling.

We examine the efficacy of our hierarchical sampling strategy in enhancing the construction of meta sets. Fig. 14 visually presents the feature distribution of the meta set generated using our hierarchical sampling method (left) and the meta set generated using a naive sampling method (right). The feature distribution of samples selected using hierarchical sampling demonstrates greater dispersion within distinct clusters compared to naive sampling. This indicates that the creation of a primary set prior to random sampling enables a more diverse meta data selection, encompassing both easy and challenging samples. As a result, this approach helps to mitigate biased learning on easier samples.

VIII. ABLATION STUDIES.

Effect of Label Corrector: We construct a model variant wherein the label corrector component is removed to assess its efficacy. Table IX(a) illustrates that the average final accuracy of this variant decreases by 8.22\% compared to the complete dynamic loss configuration. This notable decrease in performance provides compelling evidence of the effectiveness of the label corrector.

Effect of Margin Generator: As indicated in Table IX(a), to assess the efficacy of the margin generator, we initially utilize only the label corrector, which yields an average final accuracy of 71.08\%. Subsequently, we incorporate Balanced-Softmax to address class imbalance, which only results in a marginal improvement of 1.56\% in accuracy. Finally, by implementing our margin generator, we are able to further improve the accuracy to 79.73\%. These results serve as evidence supporting the importance of utilizing a dynamic margin in managing long-tailed noisy data.

Effect of Hierarchical Sampling: Table IX(b) demonstrates that the substitution of hierarchical sampling with naive random sampling leads to a reduction of up to 1.20\% in average final accuracy. This observation suggests that the meta set created using hierarchical sampling possesses a more comparable distribution to the test set.

Effect of Class-Specific Label Corrector: To validate the class-specific design of our label corrector, we constructed a class-agnostic variant and evaluated its performance on CIFAR-10-N, a dataset containing 40\% asymmetric noise with varying noise rates across different classes. Our results demonstrate that the class-specific label corrector significantly outperforms its class-agnostic counterpart by a large margin of 3.95\% in terms of accuracy (94.51\% versus 90.56\%), thus providing clear evidence for the effectiveness of our class-specific design.

Effect of Explicit Utilizing Given and Predicted labels: To assess the impact of explicitly utilizing known information, particularly given labels and predicted labels, we conducted a comparative analysis between the implicit and explicit approaches in utilizing such information. The results, as presented in Table IX(c), demonstrate that the explicit utilization of known information resulted in a remarkable 22.52\% increase in final accuracy and a substantial 6.13\% improvement in best accuracy compared to the implicit approach. These findings indicate that simplifying the task of the meta net through the explicit utilization of known information can significantly enhance the performance of the classifier. Furthermore, the notable discrepancy
between the final accuracy and the best accuracy underscores the contribution of explicit utilization of known information in facilitating the convergence of the meta net.

Effect of Group-Wise Optimization: To validate the efficacy of the group optimization approach employed in our method, we conducted experiments comparing it with sample-wise optimization. The results, presented in Table IX(d), reveal that utilizing a sample-wise approach with both the label corrector and margin generator hindered classifier convergence, leading to significantly lower final accuracy compared to the best achieved accuracy. Similarly, employing the margin generator in a group-wise manner alone failed to yield convergence. However, when extending the group-wise approach to the label corrector, a final accuracy of 79.73% was attained. These findings highlight the significance of optimizing the meta net task, as it enhances learning efficiency and improves the classifier’s robustness.

Effect of Meta Net Architecture: In order to validate the architecture design of the meta net, we simplified the label corrector and margin generator by replacing them with a $R$-length and $C$-length learnable vector, respectively. As shown in Table IX(f), this modification resulted in a noticeable performance drop of 0.23%. Our experimental observation suggests that this is due to the fact that MLPs are able to quickly learn appropriate label weights and per-class margins, whereas the learnable vectors suffer from slow convergence.

The average accuracy is reported to evaluate model performance. BS represents balanced softmax.

### TABLE IX

**Ablation Studies Conducted on CIFAR-10-N-LT, Considering Varying Noise Rates (0.1-0.5) and Imbalance Ratios (10, 100)**

| (a) Effect of key components. | (b) Ablations on sampling strategy. | (c) Ablation on utilization of inputs. |
|------------------------------|------------------------------------|--------------------------------------|
| $G_{l_c}$ | $G_{l_m}$ | BS | Last | Best | Sampling | Last | Best | Methods | Last | Best |
| ✗ | ✗ | ✗ | 52.73 | 60.43 | Naive | 78.53 | 79.58 | Cross Entropy | 52.73 | 60.43 |
| ✗ | ✗ | ✓ | 71.51 | 76.84 | Hierarchical | 79.73 | 80.55 | Implicit | 57.21 | 74.42 |
| ✓ | ✗ | ✗ | 71.08 | 77.11 | ✓ | 72.64 | 74.96 | Explicit | 79.73 | 80.55 |
| ✓ | ✓ | ✓ | 79.73 | 80.55 | ✓ | 72.64 | 74.96 | |

(d) Ablation on optimization approach.

| $G_{l_c}$ | $G_{l_m}$ | Last | Best |
|-----------|-----------|------|------|
| ✗ | ✗ | 52.73 | 60.43 |
| Sample-wise | Sample-wise | 44.63 | 74.42 |
| Sample-wise | Group-wise | 40.76 | 68.08 |
| Group-wise | Group-wise | 79.73 | 80.55 |

(e) Ablation on noisy label identifier.

| Loss rank | Uncertainty | Last | Best |
|-----------|-------------|------|------|
| ✗ | ✗ | 52.73 | 60.43 |
| ✗ | ✓ | 72.91 | 77.18 |
| ✓ | ✗ | 79.73 | 80.55 |
| ✓ | ✓ | 80.62 | 81.23 |

(f) Ablations on meta net architecture.

### TABLE X

**Accuracy (%) on CIFAR10-N-LT With Varying Imbalance Ratio**

| Noise Rate | 0.2 | 0.4 | Avg. |
|------------|-----|-----|------|
| Imbalance Ratio | 10 | 50 | 200 | 10 | 50 | 200 | 54.22 |
| Cross Entropy | 78.03 | 65.53 | 43.06 | 63.04 | 47.56 | 29.09 | 54.22 |
| HAR-DRW [8] | 88.81 | 82.74 | 73.98 | 84.03 | 75.36 | 63.95 | 78.15 |
| FSR [59] | 85.70 | 77.40 | 65.30 | 81.60 | 69.80 | 49.50 | 71.58 |
| INOLML [40] | 90.10 | 80.10 | 66.60 | 89.10 | 78.10 | 61.60 | 77.60 |
| Dynamic Loss | 92.40 | 83.56 | 76.72 | 90.46 | 78.54 | 66.47 | 81.36 |

WRN-28-10 used as the classifier.

### IX. CONCLUSION

This work introduces a novel dynamic loss for robust learning from long-tailed data with noisy labels. The dynamic loss consists of a learnable label corrector and margin generator,
which jointly correct noisy labels and adjust classification margins to guide classifier learning. The meta net and classifier are co-optimized through meta-learning using a hierarchical sampling strategy that provides unbiased yet diverse meta data. Extensive evaluations on both synthetic and real-world data demonstrate the effectiveness of our dynamic loss, which exhibits high adaptability and robustness to various types of data biases.
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