MULTIPLY ACCELERATED VALUE ITERATION FOR NON-SYMMETRIC AFFINE FIXED POINT PROBLEMS AND APPLICATION TO MARKOV DECISION PROCESSES

MARIANNE AKIAN*, STÉPHANE GAUBERT†, ZHENG QU‡, AND OMAR SAADI‡‡

Abstract. We analyze a modified version of Nesterov accelerated gradient algorithm, which applies to affine fixed point problems with non self-adjoint matrices, such as the ones appearing in the theory of Markov decision processes with discounted or mean payoff criteria. We characterize the spectra of matrices for which this algorithm does converge with an accelerated asymptotic rate. We also introduce a $d$th-order algorithm, and show that it yields a multiply accelerated rate under more demanding conditions on the spectrum. We subsequently apply these methods to develop accelerated schemes for non-linear fixed point problems arising from Markov decision processes. This is illustrated by numerical experiments.
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1. Introduction. The dynamic programming method reduces optimal control and repeated zero-sum game problems to fixed point problems involving non-linear operators that are order preserving and sup-norm nonexpansive, see [5, 29] for background. The 0-player case, with a finite number $n$ of states, is already of interest. In this case, the involved operator is $T : \mathbb{R}^n \to \mathbb{R}^n$ of the form $T(x) = g + Px$, where $g = (g_i) \in \mathbb{R}^n$ and $P = (P_{ij}) \in \mathbb{R}^{n \times n}$ is a substochastic matrix, i.e. a matrix with nonnegative entries such that the sum of each row is less than or equal to 1. The scalar $g_i$ is an instantaneous payment received in state $i$, whereas $P_{ij}$ is the transition probability from $i$ to $j$. The difference $1 - \sum_j P_{ij}$ is the probability that the process terminates, when in state $i$. If $v_i$ is a fixed point of $T$, the entry $v_i$ yields the expected cost-to-go from the initial state $i$. More generally, in the one player case (Markov decision processes), one needs to solve a non-linear fixed point problem, described in Section 5, in which the operator $T$ is now a supremum of affine operators $x \mapsto g + Px$.

The standard method to obtain the fixed point of $T$ is to compute the sequence $x_k = T(x_{k-1})$, this is known as value iteration [5]. In the 0-player case, value iteration has an asymptotic (geometric) convergence rate given by the spectral radius of $P$. In many applications, this spectral radius is of the form $1 - \epsilon$ where $\epsilon$ is small. E.g., $\epsilon$ may represent a discount rate. We look for accelerated fixed point algorithms, with a convergence rate $1 - \Omega(\epsilon^{1/d})$ for some $d \geq 2$, i.e. a convergence rate that is smaller than $1 - c\epsilon^{1/d}$ for some constant $c > 0$.

In the special case of 0-player problems with a symmetric matrix $P$, an algorithm with a rate $1 - \Omega(\epsilon^{1/2})$ can be obtained by specializing the accelerated gradient algorithm of Nesterov [26]. The latter algorithm applies to the minimization of a smooth strictly convex function $f$, which, in the quadratic case, reduces to an affine fixed point problem with a symmetric matrix $P$. See [13]. In contrast, developing accelerated algorithms for problems of non-symmetric type is a challenging question, which has been studied recently in [19, 16].

We study here the affine fixed point problem $x = g + Px$ where the matrix $P$ is non symmetric, and possibly not substochastic. Theorem 3.3, one of our main results, states that
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a modification of Nesterov’s scheme [26] does converge with an asymptotic rate $1 - \epsilon^{1/2}$ if the spectrum of $P$ is contained in an explicit region of the complex plane, obtained as the image of the disk of radius $1 - \epsilon$ by a rational function of degree 2. We also show that the incorporation of a Krasnosel’skiǐ-Mann type damping [25, 22] (see Equation (2.4a)) enlarges the admissible spectrum region of $P$ for acceleration, see Theorem 3.7. Moreover, we introduce a new scheme (2.8), of order $d \geq 2$, and show in Theorem 4.3 that it leads to a multiply accelerated asymptotic rate of $1 - \epsilon^{1/d}$, but under a more demanding condition on the spectrum of $P$, see Theorem 4.3. This theorem also shows that this condition is tight. However, slightly more flexible conditions suffice to guarantee a rate of $1 - \Omega(\epsilon^{1/d})$, as shown by Theorem 4.9.

We subsequently apply the proposed schemes and theoretical results, concerning the affine “0-player case”, to solve non-linear fixed point problems arising from Markov decision processes. We use policy iteration, which allows a reduction to a sequence of affine fixed point problems, still benefiting of acceleration for the solution of each affine problem. This leads to an accelerated policy iteration algorithm (see Algorithm 4.1), which produces an approximate solution with a precision of order $((1 + \gamma)\delta + \delta')/(1 - \gamma)^2$ where $\gamma$ is the maximal discount factor, $\delta$ is the accuracy of each inner affine problem and $\delta'$ is the accuracy of the policy improvement, see Proposition 4.11.

In Section 5, we show the performance of the simple and multiple acceleration schemes, on classes of instances in which the spectral conditions for acceleration are met. In Subsection 5.1, we consider a framework of random matrices that shows distributions of eigenvalues [9] that are compatible with the spectral conditions required for the convergence of the simple and multiple acceleration schemes proposed here. In Subsection 5.2, we show the performance of the accelerated schemes in solving a Hamilton-Jacobi-Bellman equation in the case of small drifts. This example illustrates the usefulness of Theorem 3.4 that allows to have a more tolerant accelerable region on the complex plane while still benefiting from an accelerated asymptotic rate of $1 - \Omega(\epsilon^{1/2})$.

The recent works [19, 16] also deal with generalizations of Nesterov’s accelerated algorithm to solve fixed point problems. Their theoretical convergence results apply to matrices with a real spectrum, showing that the original choice of parameters for Nesterov’s method in the symmetric case still yields an acceleration in this setting. In contrast, we allow a complex spectrum and characterize the region of the complex plane containing spectra of matrices for which the acceleration is valid (see Theorem 3.3 and Theorem 3.7). Also, a main novelty of the present work is the analysis of multiple accelerations (2.8). The idea of applying Nesterov’s acceleration to Markov decision processes appeared in [16], in which a considerable experimental speedup is reported on random instances. The algorithm there coincides with one of the algorithms studied here – 2-accelerated value iteration for Markov decision processes. It is an open problem to establish the convergence of this method for large enough classes of Markov decision processes. The characterization of the set of “accelerable” 0-player problems that we provide here explains why this problem is inherently difficult: in the 0-player problem, the convergence conditions are governed by fine spectral properties which have no known non-linear analogue in the one-player case.

Apart from being applied to Markov decision processes, fixed point iteration also includes as a special case the proximal point method [32], when the mapping $T$ corresponds to the resolvent of a maximal monotone operator. The proximal point method covers a list of pivotal algorithms in optimization such as the proximal gradient descent, the augmented Lagrangian method (ALM) [31] and the alternating directional method of multipliers (ADMM) [12]. The development of accelerated proximal point method has thus attracted a lot of attention [10, 3, 2] and a recent paper [21] constructed a new algorithm achieving $\|x_k - T(x_k)\| \leq O(1/k)$ through the performance estimation problem (PEP) approach [11].
In a more general setting when \( T \) is a nonexpansive mapping in a Euclidean norm, a version of Halpern’s iteration was recently shown to yield a residual \( \|x_k - T(x_k)\| \leq O(1/k) \) \cite{24}, also via the PEP approach. These results improve over the worst case bound \( \|x_k - T(x_k)\| \leq O(1/\sqrt{k}) \) of the Krasnoselski-Mann’s iteration for a nonexpansive mapping (in arbitrary norm) \cite{4}. The acceleration results in the above cited works do not overlap with ours as they only apply to nonexpansive mappings in a Euclidean norm. Moreover, in this paper we consider strictly contractive mapping and thus focus on linear instead of sublinear convergence guarantees.

There is also a large body of literature on (quasi-)Newton type methods for solving non-linear equations \cite{30, 20, 37}, which can be naturally employed for solving fixed point problem and yield fast asymptotic convergence rate. It is well-known that such methods converge only when close enough to the solution. Some papers proposed various safe-guard conditions to globalize the convergence \cite{36, 40} and do not provide a rate of convergence. We formally characterize the spectrum condition and the faster convergence rate of accelerated value iteration for affine fixed point problem.

The paper is organized as follows. In Section 2 we introduce the accelerated value iteration (AVI) of any degree \( d \geq 2 \). In Section 3 we provide a formal analysis of AVI of degree 2. In Section 4 we analyze AVI of arbitrary degree \( d \geq 2 \) and also present the application to Markov decision processes. In Section 5 we provide numerical experimental results.

2. Accelerated Value Iteration. Nesterov proposed in \cite{26, 27} to accelerate the gradient descent scheme for the minimization of a \( \mu \)-strongly convex function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) whose gradient is of Lipschitz constant \( L \), by adding an inertial step:

\[
\begin{align*}
    x_{k+1} &= y_k - h \nabla f(y_k), \\
    y_{k+1} &= x_{k+1} + \alpha (x_{k+1} - x_k),
\end{align*}
\]

where \( 0 < h \), and \( \alpha \in [0, 1] \) are parameters. Let \( x_* \) be the minimizer of \( f \). When \( \alpha = 0 \), (2.1) reduces to gradient descent. With the step \( h = 1/L \), the gradient descent converges linearly with a rate \( 1 - 2\mu/(L + \mu) \). Indeed, we have \( \|x_k - x_*\|^2 \leq (1 - 2\mu/(L + \mu))^k \|x_0 - x_*\|^2 \), and \( f(x_k) - f(x_*) \leq \frac{L}{2} (1 - 2\mu/(L + \mu))^k \|x_0 - x_*\|^2 \), for all \( k \geq 1 \), see Theorem 2.1.14 in \cite{27}. Moreover, Theorem 2.2.3, ibid., implies that if we choose

\[
\alpha = \frac{1 - \sqrt{\mu/L}}{1 + \sqrt{\mu/L}},
\]

still with \( h = 1/L \), the scheme (2.1) converges linearly with a rate \( 1 - \sqrt{\mu/L} \). Indeed, with \( \alpha \) given by (2.2), we have \( f(x_k) - f(x_*) \leq 2(1 - \sqrt{\mu/L})^k (f(x_0) - f(x_*)) \) for all \( k \geq 1 \). Note that when the condition number \( L/\mu \) is large, i.e. \( L/\mu \gg 1 \), the rate \( 1 - \sqrt{\mu/L} \) improves over \( 1 - 2\mu/(L + \mu) \), whence the scheme (2.2) is commonly known as accelerated gradient descent.

We consider the fixed point problem for the operator

\[
T(x) = g + Px.
\]

Here, we allow the vector \( x \) and the matrix \( P \) to have complex entries, requiring only the spectral radius of the matrix \( P \) to be strictly less than 1. In the application to MDPs, the vector \( x \) will be real and the matrix \( P \) will be nonnegative. By abuse of notation, we denote by \( x_* \) the unique fixed point of \( T \). We study the Accelerated Value Iteration algorithm (AVI) for computing a fixed point of the operator \( T \). It makes a Krasnosel’ski˘ı-Mann (KM) type
damping of parameter $0 < \beta \leq 1$, replacing $T$ by $(1 - \beta)I + \beta T$, followed by a Nesterov acceleration step:

\begin{align*}
(2.4a) \quad x_{k+1} &= (1 - \beta)y_k + \beta T(y_k), \\
(2.4b) \quad y_{k+1} &= x_{k+1} + \alpha(x_{k+1} - x_k).
\end{align*}

When $\alpha = 0$ and $\beta = 1$, the scheme (2.4) reduces to the standard fixed point iteration algorithm:

\begin{equation}
(2.5) \quad x_{k+1} = g +Px_k.
\end{equation}

When the spectral radius of $P$ is smaller than $1 - \epsilon$ for some $\epsilon \in (0, 1)$, the standard fixed point scheme converges with an asymptotic rate no greater than $1 - \epsilon$ to the unique fixed point, meaning that for any norm $\| \cdot \|$ we have

$$\limsup_{k \to \infty} \|x_k - x^*\|^{1/k} \leq 1 - \epsilon.$$

By analogy with accelerated gradient descent, we aim at accelerating the standard fixed point scheme by finding appropriate parameters $\alpha$ and $\beta$ so that

\begin{equation}
(2.6) \quad \limsup_{k \to \infty} \|x_k - x^*\|^{1/k} \leq 1 - \sqrt{\epsilon},
\end{equation}

for matrices $P$ with spectral radius bounded by $1 - \epsilon$.

**Remark 1.** If $P$ is symmetric, the iteration (2.4) can be recovered by applying the accelerated gradient descent scheme (2.1) to the quadratic function $f(x) = \frac{1}{2}x^\top (I - P)x - g^\top x$. The damping parameter $\beta$ corresponds to the step $h$. However, Nesterov’s results only apply to the case when $f$ is a strongly convex function. This requires in particular $I - P$ to be symmetric positive definite. In particular all the eigenvalues of $P$ must be real and smaller than 1.

The scheme (2.4) for fixed point iteration has been considered recently by [19, 16]. Moreover, inspired by the momentum method [28, 15] for improving gradient descent, [16] also proposed a momentum fixed point method described as follows:

\begin{equation}
(2.7) \quad x_{k+1} = (1 - \beta)x_k + \beta T(x_k) + \alpha(x_k - x_{k-1}).
\end{equation}

Asymptotic rate analysis for (2.4) (2.7) follows from [16] when the spectrum of $P$ is real.

As discussed in the introduction, our main results apply to complex spectra, and also to higher degree of acceleration.

In the scheme (2.4), $y_{k+1}$ is generated from a linear combination of the last two iterates. We now consider the following Accelerated Value Iteration of degree $d$ (dA-VI), in which $y_{k+1}$ is a linear combination of the last $d$ iterates for any $d \geq 2$,

\begin{align*}
(2.8a) \quad x_{k+1} &= (1 - \beta)y_k + \beta T(y_k), \\
(2.8b) \quad y_{k+1} &= (1 + \alpha_{d-2} + \cdots + \alpha_0)x_{k+1} - \alpha_{d-2}x_k - \cdots - \alpha_0 x_{k-d+2}.
\end{align*}

We will show how to select the parameters $\alpha = (\alpha_0, \cdots, \alpha_{d-2})$ to obtain an acceleration of order $d$, in the sense that

\begin{equation}
(2.9) \quad \limsup_{k \to \infty} \|x_k - x^*\|^{1/k} \leq 1 - \epsilon^{1/d}.
\end{equation}
Remark 2. The idea of accelerating the vanilla KM fixed point method by extrapolating a finite number of previous steps goes back to the work of Anderson in 1965 [1]. The algorithm known as Anderson Acceleration (AA) chooses dynamically the extrapolation coefficients, while the coefficients \( \alpha = (\alpha_0, \cdots, \alpha_{d-2}) \) in dAVI (2.8) remain constant for all the iterations. The theoretical analysis of AA and of its variants is still under development. In particular, the theoretical convergence rate of AA seems to be missing in the literature, except in the special case when \( T \) corresponds to the gradient descent mapping of a strongly convex and smooth function [35]. When \( T \) takes the form of (2.3), this requires \( P \) to be symmetric, see Remark 1. In [40], a modified AA, interleaving KM updates by using safe-guarding steps, is shown to be globally converging, but the convergence rate is not analyzed. As shown later, the dAVI (2.8) does not need any safe-guard checking and will converge with accelerated asymptotic rate as in (2.9) under some conditions on the spectrum of \( P \).

Remark 3. The computational cost of one iteration of the classical Value Iteration algorithm (2.5) is \( O(n^2) \). In comparison, the computational cost of one iteration of the dAVI algorithm (2.8) is \( O(n(n+d)) \). Regarding the space complexity, the classical Value Iteration needs to store two vectors \((x_{k+1}, x_k)\) each of size \( n \), so it needs a \( 2n \) space of memory. In comparison, the dAVI algorithm needs to store \( d+1 \) vectors \((y_{k+1}, x_{k+1}, \cdots, x_{k-d+2})\) each of size \( n \), so it needs \( (d+1)n \) space of memory. We notice that in practice the degree \( d \) that we will use is small (\( \leq 4 \)), therefore the computational cost of one iteration of dAVI and its space complexity are similar to the ones of the classical Value Iteration algorithm. Moreover, the asymptotic convergence rate \( 1 - \epsilon^{1/d} \) allows the dAVI algorithm to converge in a number of iterations smaller than the Value Iteration algorithm (see the numerical experiments in Section 5).

3. Analysis of Accelerated Value Iteration of degree 2. In this section we analyse the AVI scheme (2.4). We will show that with an appropriate choice of the acceleration parameter \( \alpha \), and under an assumption on the shape of the complex spectrum of \( P \), the asymptotic rate can indeed be improved up to \( 1 - \sqrt{\epsilon} \). We also show that the damping parameter \( \beta \) will allow us to enlarge the convergence region, while keeping the acceleration properties. We deal separately with the special \( d = 2 \) case, since it is more elementary, easier to compare with existing acceleration schemes, and since it gives insight on the generalization to the higher degree case which will be done in Section 4.

3.1. The spectrum of the AVI iteration. We define \( P_\beta := (1 - \beta)I + \beta P \). Then, the AVI algorithm (2.4) can be written as the second order iteration
\[
(3.1) \quad y_{k+1} = \beta y_k + (1 + \alpha)P_\beta y_k - \alpha P_\beta y_{k-1}.
\]
Considering \( z_k = y_k - x \), the iteration becomes \( z_{k+1} = (1 + \alpha)P_\beta z_k - \alpha P_\beta z_{k-1} \). This is equivalent to:
\[
(3.2) \quad \begin{pmatrix} z_{k+1} \\ z_k \\ \end{pmatrix} = \begin{pmatrix} (1 + \alpha)P_\beta & -\alpha P_\beta \\ I & 0 \\ \end{pmatrix} \begin{pmatrix} z_k \\ z_{k-1} \\ \end{pmatrix}
\]
Without loss of generality we first deal with the case with no damping, i.e., \( \beta = 1 \). The discussion for general \( \beta \in (0, 1] \) can be found in Subsection 3.2. Then, the matrix appearing in (3.2) becomes
\[
(3.3) \quad Q_\alpha := \begin{pmatrix} (1 + \alpha)P & -\alpha P \\ I & 0 \\ \end{pmatrix}
\]
The asymptotic rate of convergence of the sequence \( (z_k) \) in the system (3.2), when it is converging, and thus of the sequence \( (y_k) \) in the AVI scheme (2.4) is determined by the
spectral radius of $Q_\alpha$. Recall that we want to improve this asymptotic rate, thus it suffices to find appropriate values of $\alpha$ such that the spectral radius of $Q_\alpha$ is as small as possible.

We first relate the eigenvalues of $Q_\alpha$ with those of $P$. We introduce the following rational function of degree 2, defined on $\mathbb{C} \setminus \{\alpha/(1 + \alpha)\}$ by

$$
\phi_\alpha(z) := \frac{z^2}{(1 + \alpha)z - \alpha}.
$$

The following is a standard property of block-companion matrices, we provide the proof for completeness.

**Lemma 3.1.** If $\alpha \neq 0$ then $\lambda$ is an eigenvalue of $Q_\alpha$ if and only if there exists an eigenvalue $\delta$ of $P$ such that $\delta = \phi_\alpha(\lambda)$. In other words,

$$
\text{spec } Q_\alpha = \phi_\alpha^{-1}(\text{spec } P).
$$

**Proof.** Let $\lambda$ be an eigenvalue of $Q_\alpha$. There exists a non-zero vector $(\tilde{z}_1 \ldots \tilde{z}_n) \in \mathbb{R}^n$ such that $Q_\alpha (\tilde{z}_1 \ldots \tilde{z}_n) = \lambda (\tilde{z}_1 \ldots \tilde{z}_n)$. This is equivalent to $(1 + \alpha)Pz_1 - \alpha Pz_0 = \lambda z_1$ and $z_1 = \lambda z_0$, or equivalently $(\lambda(1 + \alpha) - \alpha)Pz_0 = \lambda^2 z_0$ and $z_1 = \lambda z_0$. We have $z_0 \neq 0$, because otherwise $z_1 = \lambda z_0 = 0$. We notice that $\lambda(1 + \alpha) - \alpha \neq 0$, because otherwise $\lambda = \frac{1}{1 + \alpha} \neq 0$ and $\lambda^2 z_0 = 0$, then $z_0 = 0$, which is not true. Therefore $Pz_0 = \phi_\alpha(\lambda)z_0$ which allows to conclude. \qed

**3.1.1. The case of real eigenvalues.** We now explain how to select $\alpha$ optimally. We first suppose that the spectrum of $P$ is real and nonnegative, i.e., $\text{spec } P \subset [0, 1 - \epsilon]$ for some $\epsilon \in (0, 1)$. We denote by $B(z, r)$ the closed disk of the complex plane with center $z$ and radius $r$. We consider the minimax problem

$$
\min_{\alpha > 0} \max_{P: \text{spec } P \subset [0, 1 - \epsilon]} \rho(Q_\alpha)
$$

where $\rho$ denotes the spectral radius, and the matrix $Q_\alpha$, depending on $P$, is defined by (3.3).

**Lemma 3.2.** The solution $\alpha^*$ of the minimax problem (3.4) is given by

$$
\alpha^* = \frac{1 - \sqrt{\epsilon}}{1 + \sqrt{\epsilon}}.
$$

It guarantees that $\text{spec } Q_{\alpha^*} \subset B(0, 1 - \sqrt{\epsilon})$, for all matrices $P$ such that $\text{spec } P \subset [0, 1 - \epsilon]$.

**Proof.** By Lemma 3.1, $\lambda \in \text{spec } Q_\alpha$ if and only if there exists $\delta \in \text{spec } P \subset [0, 1 - \epsilon]$, such that $\delta = \phi_\alpha(\lambda)$. This can be written as a second degree equation in $\lambda$:

$$
\lambda^2 - (1 + \alpha)\delta \lambda + \alpha \delta = 0.
$$

The discriminant of this equation is $\Delta = \delta^2(1 + \alpha)^2 - 4\alpha \delta = \delta(1 + \alpha)^2(\delta - \alpha')$, where $\alpha' := \frac{4\alpha}{(1 + \alpha)^2}$. We note that the function $\alpha \mapsto \frac{4\alpha}{(1 + \alpha)^2}$ is a strictly increasing bijection from $[0, 1]$ to itself, with inverse function $\alpha \mapsto \frac{1 - \sqrt{1 - \alpha}}{1 + \sqrt{1 - \alpha}}$. Hence $\alpha' \geq 1 - \epsilon$ if and only if $\alpha \geq \alpha^*$.

**Claim 1.** For fixed $\alpha$, the maximal modulus of the solutions of (3.6) is increasing with $\delta$.

**Proof of Claim 1.** If $\Delta \leq 0$, i.e. $\delta \leq \alpha'$, then the solutions of (3.6) are complex conjugate $\lambda_{\pm} = \frac{1}{2}(\delta(1 + \alpha) \pm i\sqrt{\delta(1 + \alpha)^2(\alpha' - \delta)})$, and we have $\lambda_+ \lambda_- = \alpha \delta$. Then $|\lambda_+| = |\lambda_-| = \sqrt{\alpha \delta}$, which is increasing in $\delta$. \hfill \qed
If \( \Delta \geq 0 \), i.e. \( \delta \geq \alpha' \), the solutions of (3.6) are real:

\[
\lambda_{\pm} = \frac{1}{2} (\delta + (1 + \alpha) \pm \sqrt{(1 + \alpha)^2 (\delta - \alpha')}}.
\]

Then \( \max (|\lambda_+|, |\lambda_-|) = \frac{1}{2} (\delta + (1 + \alpha) + \sqrt{(1 + \alpha)^2 (\delta - \alpha')}) \) is strictly increasing in \( \delta \).

Claim 1 shows that

\[
\left(3.7\right) \quad \max_{P: \text{spec } P \subseteq [0,1-\epsilon]} \rho(Q_\alpha) = \max \{|\lambda| : \lambda^2 - (1 + \alpha)(1 - \epsilon)\lambda + \alpha(1 - \epsilon) = 0\}
\]

The discriminant of the second order equation in (3.7) is

\[
\Delta = (1 - \epsilon)^2 (1 + \alpha)^2 - 4\alpha(1 - \epsilon) = (1 - \epsilon)(1 + \alpha)^2(1 - \epsilon - \alpha').
\]

If \( \alpha \geq \alpha^* \), then \( \alpha' \geq 1 - \epsilon \) and \( \Delta \leq 0 \). In this case \( |\lambda_+| = |\lambda_-| = \sqrt{\alpha(1 - \epsilon)} \) is increasing in \( \alpha \in \left[\frac{1 - \sqrt{\epsilon}}{1 + \sqrt{\epsilon}}, 1\right] \). If \( \alpha \leq \alpha^* \), then \( \alpha' \leq 1 - \epsilon \) and \( \Delta \geq 0 \). In this case

\[
\max (|\lambda_+|, |\lambda_-|) = \frac{1}{2} \left((1 - \epsilon)(1 + \alpha) + \sqrt{(1 - \epsilon)^2 (1 + \alpha)^2 - 4\alpha(1 - \epsilon)}\right).
\]

**Claim 2.** The function \( F : \alpha \to (1 - \epsilon)(1 + \alpha) + \sqrt{(1 - \epsilon)^2 (1 + \alpha)^2 - 4\alpha(1 - \epsilon)} \) is strictly decreasing on \( [0, \frac{1 - \sqrt{\epsilon}}{1 + \sqrt{\epsilon}}] \).

**Proof of Claim 2.** We have

\[
F'(\alpha) = 1 - \epsilon + \frac{2(1 - \epsilon)^2 (1 + \alpha) - 4(1 - \epsilon)}{2\sqrt{(1 - \epsilon)^2 (1 + \alpha)^2 - 4\alpha(1 - \epsilon)}} = \frac{(1 - \epsilon)h(\alpha)}{\sqrt{(1 - \epsilon)^2 (1 + \alpha)^2 - 4\alpha(1 - \epsilon)}},
\]

where \( h(\alpha) = \sqrt{(1 - \epsilon)^2 (1 + \alpha)^2 - 4\alpha(1 - \epsilon)} + (1 - \epsilon)(1 + \alpha) - 2 \). It is easy to check that

\[
h(\alpha) = \sqrt{(2 - (1 - \epsilon)(1 + \alpha))^2 - 4\epsilon - (2 - (1 - \epsilon)(1 + \alpha))} < 0 \quad \text{for all } \alpha \in \left[0, \frac{1 - \sqrt{\epsilon}}{1 + \sqrt{\epsilon}}\right].
\]

Since \( 2 - (1 - \epsilon)(1 + \alpha) \geq 0 \) for all \( \alpha \in \left[0, \frac{1 - \sqrt{\epsilon}}{1 + \sqrt{\epsilon}}\right] \), we deduce that \( h(\alpha) < 0 \) and hence

\[
F'(\alpha) < 0 \quad \text{for all } \alpha \in \left[0, \frac{1 - \sqrt{\epsilon}}{1 + \sqrt{\epsilon}}\right].
\]

We conclude that the best choice of \( \alpha \) which minimizes the maximum of the spectral radius of \( Q_\alpha \) corresponding to all \( P \) with spectrum in \( [0, 1 - \epsilon] \) is \( \alpha^* \) given in (3.5), and it allows to have \( \text{spec } P_{\alpha^*} \subseteq B(0, 1 - \sqrt{\epsilon}) \) for all such matrix \( P \).

**Remark 4.** If \( P \) is symmetric, then the quadratic function \( f \) in Remark 1 is a strongly convex function with \( L = 1 \) and \( \mu = \epsilon \). In this special case the \( \alpha^* \) in Lemma 3.2 coincides with the inertial parameter (2.2) in Nesterov’s constant-step method. The same choice of step has been proposed, for nonsymmetric matrices with real spectrum, in [19].

### 3.1.2. The case of complex eigenvalues.

Now we do not assume any more that \( P \) has a real spectrum. We will show that the best acceleration rate achievable in the case of a real spectrum, obtained by choosing \( \alpha = \alpha^* \) as in Lemma 3.2, is still achievable in the case of a complex spectrum satisfying a geometric condition.

Consider the following simple closed curve \( \Gamma_* \) defined by the parametric equation:

\[
\theta \mapsto \frac{(1 - \epsilon)e^{2i\theta}}{2e^{i\theta} - 1}, \quad \theta \in (0, 2\pi).
\]
Denote by $\Sigma_{\epsilon}$ the compact set delimited by the curve $\Gamma_{\epsilon}$. We show in Figure 3.1 the curve $\Gamma_0$ and the enclosed region $\Sigma_0$. It is easy to see that $\Gamma_{\epsilon}$ (resp. $\Sigma_{\epsilon}$) is a scaling of $\Gamma_0$ (resp. $\Sigma_0$) by $1 - \epsilon$. Moreover, we have

(3.8) \[ \left| \frac{e^{2i\theta}}{2e^{i\theta} - 1} \right| = \frac{1}{2|e^{i\theta} - 1|} \leq \frac{1}{2|e^{i\theta} - 1|} = 1, \]

and thus the curve $\Gamma_{\epsilon}$ is included in the disk $B(0, 1 - \epsilon)$. It follows that

(3.9) \[ \Sigma_{\epsilon} \subset B(0, 1 - \epsilon). \]
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**Theorem 3.3.** Let $\epsilon \in (0, 1)$, $P$ be an $n \times n$ complex matrix and $Q_{\alpha}$ be defined as in (3.3) with $\alpha = (1 - \sqrt{\epsilon})/(1 + \sqrt{\epsilon})$. If $\text{spec } P \subset \Sigma_{\epsilon}$, then $\text{spec } Q_{\alpha} \subset B(0, 1 - \sqrt{\epsilon})$.

**Proof.** To show that $\text{spec } P \subset \Sigma_{\epsilon} \Rightarrow \text{spec } Q_{\alpha} \subset B(0, 1 - \sqrt{\epsilon})$, we will prove the contrapositive

(3.10) \[ \text{spec } Q_{\alpha} \cap \mathbb{C} \setminus B(0, 1 - \sqrt{\epsilon}) \neq \emptyset \Rightarrow \text{spec } P \cap \mathbb{C} \setminus \Sigma_{\epsilon} \neq \emptyset. \]

We consider an eigenvalue $\lambda \in \text{spec } Q_{\alpha} \cap \mathbb{C} \setminus B(0, 1 - \sqrt{\epsilon})$ so that $\lambda = r (1 - \sqrt{\epsilon}) e^{i\bar{\theta}}$ for some $\bar{\theta} \in (0, 2\pi]$ and $r > 1$. The associated eigenvalue of $P$ is

\[ \delta_r(\bar{\theta}) := \frac{\lambda^2}{(1 + \alpha)\lambda - \alpha} = \frac{(1 - \sqrt{\epsilon})^2 r^2 e^{2i\bar{\theta}}}{2 + \sqrt{\epsilon}} = \frac{(1 - \epsilon)r^2 e^{2i\bar{\theta}}}{2re^{i\bar{\theta}} - 1}. \]

It is easy to check from $r > 1$ that

\[ |\delta_r(0)| = \frac{(1 - \epsilon)r^2}{2r - 1} > 1 - \epsilon, \]

which together with (3.9) implies that

\[ \delta_r(0) \notin \Sigma_{\epsilon}. \]

Suppose that $\delta_r(\bar{\theta}) \in \Sigma_{\epsilon}$. Since the curve $\Gamma_{\epsilon}$ is the boundary of the compact set $\Sigma_{\epsilon}$, there must be a $\theta \in (0, 2\pi)$ such that

\[ \delta_r(\theta) \in \Gamma_{\epsilon}. \]
In other words, there is $u, v \in \mathbb{C}$ such that $|u| = |v| = 1$ and $(1 - \epsilon) \frac{u^2}{2u - 1} = (1 - \epsilon) \frac{v^2}{2v - 1}$. Then $r^2(2u - 1)v^2 - 2ru^2v + u^2 = 0$. We consider $v$ as the unknown variable in this equation. The discriminant is $\Delta = 4r^2u^2(u - 1)^2$ and then

$$v \in \left\{ \frac{2ru^2 \pm 2ru(u - 1)}{2r^2(2u - 1)} \right\} = \left\{ \frac{u}{r}, \frac{u}{r(2u - 1)} \right\}.$$ 

Since $|u| = |v|$, it is impossible that $v = \frac{u}{r}$. If $v = \frac{u}{r(2u - 1)}$, then by taking the module we have $|2u - 1| = \frac{1}{2}$, which is absurd because $|2u - 1| \geq |2u| - 1 = 1 > \frac{1}{2}$. We thus conclude that $\delta_r(\bar{\theta}) \in \mathbb{C} \setminus \Sigma_r$ and (3.10) is proved.

**Remark 5.** In Theorem 4.3, we will give an analysis for acceleration of arbitrary degree $d \geq 2$, which recovers Theorem 3.3 for the case $d = 2$ and in addition shows that if $\text{spec} \ Q_\alpha \subset B(0, 1 - \sqrt{\epsilon})$, then $\text{spec} \ P \subset \Sigma_r$.

For any $r \geq 1$, denote by $\Gamma_r(r)$ the simple closed curve defined by the parametric equation $\theta \mapsto \delta_r(\theta), \theta \in (0, 2\pi]$, and denote by $\Sigma_r(r)$ the region enclosed by $\Gamma_r(r)$. We have the following stronger result.

**Theorem 3.4.** Let $\epsilon \in (0, 1)$, $P$ be a $n \times n$ complex matrix, $Q_\alpha$ be defined as in (3.3) with $\alpha = (1 - \sqrt{\epsilon})/(1 + \sqrt{\epsilon})$ and $r \geq 1$. If $\text{spec} \ P \subset \Sigma_r(r)$, then $\text{spec} \ Q_\alpha \subset B(0, r(1 - \sqrt{\epsilon}))$.

An ingredient of the proof of Theorem 3.3 was to show that for any $r > 1$, the curve $\Gamma_r(r)$ does not intersect with the curve $\Gamma_r$. In a similar way, we can prove the above Theorem 3.4, by showing that the curve $\Gamma_r(r)$ does not intersect with the curve $\Gamma_{r'}(r')$ for any distinct $r \geq 1$ and $r' \geq 1$.

**Remark 6.** Let $0 < \gamma \leq 1$. An equivalent statement of Theorem 3.4 is as follows: if $\text{spec} \ P \subset \Sigma_r \left( \frac{1 + \gamma \sqrt{\epsilon}}{1 - \gamma \sqrt{\epsilon}} \right)$, then $\text{spec} \ Q_\alpha \subset B(0, 1 - \gamma \sqrt{\epsilon})$. This implies that the asymptotic rate can be of order $1 - \Omega(\sqrt{\epsilon})$ if the spectrum of $P$ is sufficiently close to $\Sigma_r$. We illustrate this result in Figure 3.2 with the example of $\epsilon = 0.01$ and $\gamma = 0.5$.
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3.2. Enlargement of the accelerable region by damping. In this subsection we consider the effect of the Krasnosel’ski–Mann damping parameter β ∈ (0, 1]. The following corollary, which is immediate from Theorem 3.3, determines the accelerable region for the spectrum of the initial matrix P.

**Corollary 3.5.** If there is β ∈ (0, 1] such that \( \text{spec } P_β \subset Σ \), then AVI algorithm (2.4) with the parameters β and \( α = \frac{1 - √{3}}{1 + √{3}} \) converges with an asymptotic rate no greater than \( 1 - √{3} \), i.e., (2.6) holds.

Based on Corollary 3.5, we now look for a radius \( r > 0 \) such that if \( \text{spec } P \subset B(0, r) \cup [-1 + ε, 1 - ε] \), then there is a scaling parameter \( β ∈ (0, 1] \) such that \( \text{spec } P_β \subset Σ' \), for some \( ε' > 0 \), with the goal of achieving an accelerated asymptotic rate \( 1 - Ω(√{ε}) \).

We start by giving a disk and a part of the real line which are contained in \( Σ_0 \).

**Lemma 3.6.** We have

\[
B\left(\frac{1}{3}, \frac{1}{3}\right) \cup \left[-\frac{1}{3}, 1\right] \subset Σ_0.
\]

**Proof.** The boundary of \( Σ_0 \) intersects with the real axis at (1, 0) and (-1/3, 0). Thus \([-1/3, 1] \subset Σ_0\). For any \( θ \in (0, 2π) \), we have

\[
\left|\frac{e^{2iθ}}{2e^{iθ} - 1} - \frac{1}{3}\right|^2 - \frac{1}{9} = \left|\frac{3e^{2iθ} - 2e^{iθ} + 1}{3(2e^{iθ} - 1)^2}\right|^2 - \frac{1}{9} = \frac{14 - 16 \cos(θ) + 6 \cos(2θ) - 5 + 4 \cos(θ)}{9|2e^{iθ} - 1|^2} = \frac{4 \cos^2(θ) - 4 \cos(θ) + 1}{9|2e^{iθ} - 1|^2} = \frac{(2 \cos(θ) - 1)^2}{9|2e^{iθ} - 1|^2} \geq 0.
\]

Thus the boundary of \( Σ_0 \) does not intersect the interior of the disk \( B(\frac{1}{3}, \frac{1}{3}) \). Since \( 0 \in Σ_0 \cap B(\frac{1}{3}, \frac{1}{3}) \), the disk \( B(\frac{1}{3}, \frac{1}{3}) \) is entirely contained in \( Σ_0 \). \( \square \)

The following result shows that if the spectrum of the initial matrix \( P \) belongs to a “flying saucer” shaped region of the complex plane (see Figure 3.3(a) for illustration), the AVI algorithm does converge with an asymptotic rate \( 1 - Ω(√{ε}) \).

**Theorem 3.7.** If \( \text{spec } P \subset B(0, \frac{1 - ε}{2}) \cup [-1 + ε, 1 - ε] \), then by setting \( β = \frac{2 - ε}{3 - ε} \) and

\[
α = \frac{1 - √{2ε/(3 - ε)}}{1 + √{2ε/(3 - ε)}},
\]

the iterates of algorithm AVI (2.4) satisfy

\[
\limsup_{k→∞} \|x_k - x_+\|^{1/k} ≤ 1 - √{\frac{2ε}{3}}.
\]

**Proof.** For any \( β \in (0, 1] \), the spectrum of \( P_β \) is the image of the spectrum of \( P \) by the homothety \( H_β := z → 1 - β + βz \) of center 1 and ratio \( β \). Note that \( β = \frac{2 - ε}{3 - ε} \) satisfies

\[
1 - β = \frac{2(1 - ε)}{3} = \frac{1 - βε}{3}.
\]
Hence the image of $B(0, \frac{1-\varepsilon}{2}) \cup [-1 + \varepsilon, 1 - \varepsilon]$ by the homothety $H^\beta$ is

$$B\left(\frac{1 - \beta \varepsilon}{3}, \frac{1 - \beta \varepsilon}{3}\right) \cup \left[-\frac{1 - \beta \varepsilon}{3}, 1 - \beta \varepsilon\right].$$

See Figure 3.3(b) for an illustration. In view of Lemma 3.6, this region is contained in $\Sigma_{\beta\varepsilon}$.

It follows that $\text{spec } P_{\beta} \subset \Sigma_{\beta\varepsilon}$ and the statement follows by applying Corollary 3.5. \(\square\)

**Remark 7.** For $0 < \varepsilon < \frac{1}{4}$, the flying saucer shaped region $B\left(0, \frac{1-\varepsilon}{2}\right) \cup [-1 + \varepsilon, 1 - \varepsilon]$ cannot be included in $\Sigma_0$ and Corollary 3.5 is not applicable. However, the homothety $H^\beta$ with $\beta = \frac{2}{3 - \varepsilon}$ sends this region inside $\Sigma_{\beta\varepsilon}$, whence an accelerated asymptotic rate.

**Remark 8.** In the special case when $\text{spec } P \subset [-1 + \varepsilon, 1 - \varepsilon]$, a similar result was established in [16]. Translated with our notations, Theorem 5.1 in [16] proved an asymptotic rate $1 - \sqrt{\varepsilon/(2 - \varepsilon)}$ by setting $\alpha = 1/(2 - \varepsilon)$ and $\beta = \frac{1 - \sqrt{\varepsilon/(2 - \varepsilon)}}{1 + \sqrt{\varepsilon/(2 - \varepsilon)}}$ in (2.4).

We complement Theorem 3.7 by showing the optimality of the radius $\frac{1-\varepsilon}{2}$ in the sense described by the following lemma.

**Lemma 3.8.** The largest radius $r \geq 0$, for which there exists $\beta \in (0, 1]$ such that $H^\beta(B(0, r)) \subset \Sigma_0$, is $r = \frac{1}{2}$ and it corresponds to the choice $\beta = \frac{2}{3}$.

**Proof.** Applying the homothety $H^\beta$ to $B(0, r)$ leads to the ball $B(1 - \beta, \beta r)$. We thus look for the largest $r$ such that $B(1 - \beta, \beta r) \subset \Sigma_0$ for some $\beta \in (0, 1)$. We notice that $r > 1$ is not possible, because for any $r > 1$ we have $1 + \beta(r - 1) > 1$, which is outside $\Sigma_0$.

Now, we suppose that $0 \leq r \leq 1$ and there is $\beta \in (0, 1)$ such that $B(1 - \beta, \beta r) \subset \Sigma_0$. We consider the line $(D_r)$ of the complex plane passing through the point of coordinates $(1, 0)$ and tangent to the upper half of the circle $B(0, r)$. This line is given by the equation

$$y = \frac{r}{\sqrt{1 - r^2}}(1 - x).$$

Note that $(D_r)$ is invariant by the homothety $H^\beta$ and thus is also tangent to $B(1 - \beta, \beta r)$. Thus $(D_r)$ must intersect with $\Sigma_0$ at a point other than $(1, 0)$, see Figure 3.4 for an illustration.
The curve $\Gamma_0$ is given by
\[ \theta \mapsto e^{i\theta} = \frac{2\cos(\theta) - \cos(2\theta)}{5 - 4\cos(\theta)} + i \frac{2\sin(\theta) - \sin(2\theta)}{5 - 4\cos(\theta)}, \theta \in (0, 2\pi). \]

Let $\theta \in (0, 2\pi)$ such that $(x_0, y_0) := \left( \frac{2\cos(\theta) - \cos(2\theta)}{5 - 4\cos(\theta)}, \frac{2\sin(\theta) - \sin(2\theta)}{5 - 4\cos(\theta)} \right)$ lies in $(D_r) \cap \Sigma_0$. Then
\[ \frac{r}{\sqrt{1 - r^2}} = \frac{y_0}{1 - x_0} = \frac{2\sin(\theta)(1 - \cos(\theta))}{5 - 6\cos(\theta) + 2\cos^2(\theta) - 1} = \frac{\sin(\theta)}{2 - \cos(\theta)}. \]

We can easily prove that:
\[ \max_{\theta \in (0, 2\pi)} \frac{\sin(\theta)}{2 - \cos(\theta)} = \frac{\sqrt{3}}{3}. \]

Hence,
\[ \frac{r}{\sqrt{1 - r^2}} \leq \frac{\sqrt{3}}{3}, \]

which implies that $r \leq 1/2$.

When $r = 1/2$, we let $\beta = 2/3$. Then the image of $B(0, r)$ by the homothety $H^{\beta}$ is $B(1/3, 1/3)$, which by Lemma 3.6 is contained in $\Sigma_0$.  

\[ \text{FIGURE 3.4. (a): the line } (D_r) \text{ is tangent to the boundary of } B(0, r). \text{ (b): the line } (D_r) \text{ is tangent to the boundary of } B(1 - \beta, \beta r), \text{ which is contained in } \Sigma_0. \text{ The line } (D_r) \text{ intersects } \Sigma_0 \text{ at } (1, 0) \text{ and } (x_0, y_0). \]

4. Analysis of Accelerated Value Iteration of degree $d$. In this section we consider the acceleration scheme $dA$-VI (2.8) of any order $d \geq 2$. Hereinafter, $\alpha = (\alpha_0, \ldots, \alpha_{d-2}) \in \mathbb{R}^{d-1}$ denotes the vector of parameters required in (2.8b). We shall extend the previous results for $d = 2$ to arbitrary $d \geq 2$. That is, with an appropriate choice of $\alpha$, and under an assumption on the shape of the complex spectrum of $P$, the asymptotic rate of (2.8) can be $1 - \epsilon^{1/d}$. We refer to Remark 2 for a discussion on the connection between the $dA$-VI (2.8) and Anderson acceleration.

4.1. Parameters. We show how to select the parameters $\alpha = (\alpha_0, \ldots, \alpha_{d-2})$ in (2.8b) to obtain an acceleration of any order $d \geq 2$. For the sake of simplicity we let $\beta = 1$. Then
$z_k = y_k - x_*$ satisfies the following system of linear equations:

$$
\begin{pmatrix}
  z_{k+1} \\
  z_k \\
  \vdots \\
  z_{k-d+2}
\end{pmatrix}
= Q_{\alpha,d}
\begin{pmatrix}
  z_{k} \\
  z_{k-1} \\
  \vdots \\
  z_{k-d+1}
\end{pmatrix}
$$

where

$$Q_{\alpha,d} := \begin{pmatrix}
  (1 + \alpha_{d-2} + \cdots + \alpha_0)P & -\alpha_{d-2}P & \cdots & -\alpha_0P \\
  I & 0 & \cdots & 0 \\
  \vdots & \ddots & \ddots & \vdots \\
  0 & \cdots & I & 0
\end{pmatrix},$$

We introduce the following rational function of degree $d$ defined by

$$\phi_{\alpha,d}(\lambda) = \frac{\lambda^d}{U(\lambda)},$$

where $U(\cdot) : \mathbb{C} \to \mathbb{C}$ is the polynomial of degree $d - 1$ given by:

$$U(\lambda) = (1 + \alpha_{d-2} + \cdots + \alpha_0)\lambda^{d-1} - \alpha_{d-2}\lambda^{d-2} - \cdots - \alpha_0.$$

The polynomial $U$ satisfies $U(1) = 1$. The following standard result, which is proved as Lemma 3.1 above, relates the eigenvalues of $Q_{\alpha,d}$ with those of $P$.

**Lemma 4.1.** $\lambda$ is an eigenvalue of $Q_{\alpha,d}$ if and only if there exists an eigenvalue $\delta$ of $P$ such that $\delta = \phi_{\alpha,d}(\lambda)$. In other words,

$$\text{spec } Q_{\alpha,d} = \phi_{\alpha,d}^{-1}(\text{spec } P).$$

We want to choose the vector of parameters $\alpha$ that leads to the smallest possible spectral radius for $Q_{\alpha,d}$, in order to obtain the smallest asymptotic rate for (2.8), like in the case of AVI (i.e. $d = 2$).

**Lemma 4.2.** The best choice of the parameters $\alpha_0, \cdots, \alpha_{d-2}$ that minimizes the maximum of the moduli of the preimages of $1 - \epsilon$ by $\phi_{\alpha,d}$ is:

$$\alpha_i = \binom{d}{i} \frac{(1/d - 1)^{d-i}}{(1-\epsilon)}, \quad \forall \ i = 0, \cdots, d - 2,$$

and it corresponds to the following rational function

$$\phi^*_d(\lambda) = \frac{(1-\epsilon)\lambda^d}{\lambda^d - (\lambda - (1-\epsilon^{1/d}))^d}.$$

**Proof.** It is easy to verify that with the choice of $\alpha_0, \cdots, \alpha_{d-2}$ in (4.2),

$$U(\lambda) = \frac{1}{1-\epsilon} \left( \lambda^d - \left( \lambda - (1-\epsilon^{1/d}) \right)^d \right),$$

and thus it leads to the rational function (4.3). In addition, $\phi^*_d(\lambda) = 1 - \epsilon$ if and only if $(\lambda - (1-\epsilon^{1/d}))^d = 0$, from which we deduce that the maximal moduli of the preimages of $1 - \epsilon$ by $\phi^*_d$ is $1 - \epsilon^{1/d}$.
Let \( \lambda_1, \lambda_2, \ldots, \lambda_d \) be the solutions of \( \phi_{\alpha, d}(\lambda) = 1 - \epsilon \) satisfying \( \max_i |\lambda_i| \leq 1 - \epsilon^{1/d} \). Then \( \lambda^d - (1 - \epsilon)U(\lambda) = \prod_i (\lambda - \lambda_i) \) for all \( \lambda \in \mathbb{C} \). By taking \( \lambda = 1 \) we obtain that \( \prod_i (1 - \lambda_i) = \epsilon \).

We have

\[ \epsilon \leq (1 - \max_i |\lambda_i|)^d \leq \prod_i (1 - |\lambda_i|) \leq \prod_i |1 - \lambda_i| = \epsilon. \]

Therefore for all \( i \), \( \lambda_i = 1 - \epsilon^{1/d} \) and \( \phi_{\alpha, d} \) is exactly \( \phi^*_d \).

In the following, we consider the scheme \((2.8)\) implemented with the special choice of the parameters \( \{\alpha_i : i = 0, \cdots, d - 2\} \) given in \((4.2)\). We want to generalize the characterization of the accelerable region \( \Sigma_\epsilon \) for the AVI algorithm to get the largest accelerable region for the \( d \)-A-VI algorithm. For this purpose, for any \( \epsilon \geq 0 \) and \( d \geq 2 \), let \( \Gamma_{\epsilon, d} \) be the simple closed curve defined by the parametric equation:

\[ \theta \mapsto \frac{(1 - \epsilon)e^{i\theta}d}{e^{i\theta}(e^{i\theta} - 1)^d}, \quad \theta \in \left(\pi - \frac{2\pi}{d}, \pi + \frac{2\pi}{d}\right). \]

See an illustration in Figure 4.1 for \( \epsilon = 0 \) and \( d = 4 \). Denote by \( \Sigma_{\epsilon, d} \) the compact set delimited by the simple closed curve \( \Gamma_{\epsilon, d} \). The following theorem identifies conditions on the spectrum of the initial matrix \( P \) which guarantee that the \( d \)-A-VI algorithm converges asymptotically with a rate \( 1 - \epsilon^{1/d} \).

**Theorem 4.3.** Choosing the parameters \( \{\alpha_0, \cdots, \alpha_{d-1}\} \) as in \((4.2)\), we get that

\[ \text{spec} \ Q_{\alpha, d} \subset \mathcal{B}(0, 1 - \epsilon^{1/d}) \]

if and only if \( \text{spec} \ P \subset \Sigma_{\epsilon, d} \cup \{1 - \epsilon\} \). The proof is given in the next subsection.

**4.2. Proof of Theorem 4.3.**
Lemma 4.4. \textit{spec} \( Q_{\alpha,d} \subset \mathcal{B}(0, 1 - e^{1/d}) \) if and only if

\begin{equation}
\text{spec} \ P \subset \{(1 - \epsilon)z : \psi_d^{-1}(z) \subset \mathcal{B}(0, 1)\},
\end{equation}

where \( \psi_d \) is the rational function defined by

\[ \psi_d(\lambda) = \frac{\lambda^d}{\lambda^d - (\lambda - 1)^d}. \]

Proof. We note from Lemma 4.1 that \( \text{spec} \ Q_{\alpha,d} \subset \mathcal{B}(0, 1 - e^{1/d}) \) if and only if

\begin{equation}
\text{spec} \ P \subset \{z : (\phi_d^-)^{-1}(z) \subset \mathcal{B}(0, 1 - e^{1/d})\}.
\end{equation}

We note the following property:

\begin{equation}
\phi_d^-(1 - e^{1/d}) \lambda = \frac{(1 - \epsilon)\lambda^d}{\lambda^d - (\lambda - 1)^d} = (1 - \epsilon)\psi(\lambda),
\end{equation}

Hence (4.6) is equivalent to (4.5).

We next give a description of the following set.

\begin{equation}
\mathcal{S} := \{z \in \mathbb{C} : \psi_d^{-1}(z) \subset \mathcal{B}(0, 1)\}.
\end{equation}

We shall need to define

\[ Q := \bigcap_{k=0}^{d-1} e^{2k\pi i}H, \]

where

\[ H := \{w \in \mathbb{C} : \text{Re}(w) \leq 1/2\}, \]

is the half-plane containing all the complex numbers with real part smaller than 1/2, and \( e^{\pi i}H \) denotes the halfspace obtained by rotating \( H \) of angle \( \alpha \).

Lemma 4.5.

\begin{equation}
\mathcal{S} = \left\{ \frac{1}{1 - \frac{1}{e^\alpha}} : z \in Q \right\} \cup \{1\}.
\end{equation}

Proof. We define two self-maps of the extended complex plane \( \hat{\mathbb{C}} \):

\begin{equation}
f_1(\lambda) := \frac{\lambda}{\lambda - 1},
\end{equation}

\begin{equation}
f_2(\lambda) := \lambda^d.
\end{equation}

Note that

\[ f_1(\lambda) = 1 + \frac{1}{\lambda - 1}, \]

which entails that \( f_1 \) is an inversion of center 1. In particular, \( f_1 \circ f_1(\lambda) = \lambda \) for any \( \lambda \in \hat{\mathbb{C}} \).

It is easy to see that

\begin{equation}
\psi_d(\lambda) = f_1 \circ f_2 \circ f_1(\lambda), \quad \forall \lambda \in \hat{\mathbb{C}}.
\end{equation}
Hence we know that
\[ S = \{ z \in \mathbb{C} : \psi_d^{-1}(z) \subset B(0, 1) \} \]
(4.13)
\[ = \{ z \in \mathbb{C} : f_1^{-1}(f_2^{-1}(\psi_d^{-1}(z))) \subset B(0, 1) \} \]
\[ = \{ z \in \mathbb{C} : f_2^{-1}(f_1^{-1}(z)) \subset f_1(B(0, 1)) \} \]
\[ = \{ f_1(w) \in \mathbb{C} : f_2^{-1}(w) \subset f_1(B(0, 1)) \}, \]
where the second equality used (4.12), the third equality relies on the bijection property of \( f_1 \) and the last equality applies the change of variable \( w = f_1^{-1}(z) \).

Now we characterize the set \( f_1(B(0, 1)) \). Note that \( z = f_1(w) \) if and only if \( \frac{1}{z} + \frac{1}{w} = 1 \).
Thus there is \( w \in B(0, 1) \) such that \( z = f_1(w) \) if and only if \( |1 - \frac{1}{z}| \geq 1 \). We then deduce that
\[ f_1(B(0, 1)) = \{ w \in \tilde{\mathbb{C}} : |w - 1| \geq |w| \}. \]
(4.14)

Note that
\[ \{ w \in \mathbb{C} : |w - 1| \geq |w| \} = \{ w \in \mathbb{C} : \text{Re}(w) \leq 1/2 \} = H. \]
Indeed, it is known that a circle passing through the center of an inversion is sent to a line by this inversion, and the disk delimited by the circle is send to a half-plane. We conclude that
\[ f_1(B(0, 1)) = H \cup \{ \infty \}. \]
(4.15)
Plugging (4.15) into (4.13) we obtain
\[ S = \{ f_1(w) \in \mathbb{C} : f_2^{-1}(w) \subset H \cup \{ \infty \} \}. \]
(4.16)

It remains to characterize the set
\[ \{ w \in \tilde{\mathbb{C}} : f_2^{-1}(w) \subset H \cup \{ \infty \} \} = \{ w \in \mathbb{C} : f_2^{-1}(w) \subset H \} \cup \{ \infty \}. \]

Define:
\[ \bar{Q} := \{ z \in \mathbb{C} : f_2^{-1}(f_2(z)) \subset H \}. \]
(4.17)
It is easy to see that:
\[ \{ w \in \mathbb{C} : f_2^{-1}(w) \subset H \} = \{ f_2(z) : z \in \bar{Q} \} \]
It follows that
\[ \{ w \in \tilde{\mathbb{C}} : f_2^{-1}(w) \subset H \cup \{ \infty \} \} = \{ f_2(z) : z \in \bar{Q} \} \cup \{ \infty \}. \]
(4.18)
Finally plugging (4.18) into (4.16) we obtain that
\[ S = \{ f_1(f_2(z)) \in \mathbb{C} : z \in \bar{Q} \} \cup \{ 1 \} = \left\{ \frac{1}{1 - \frac{1}{z}} : z \in \bar{Q} \right\} \cup \{ 1 \}. \]
(4.19)

Since for any \( z \in \mathbb{C} \),
\[ f_2^{-1}(f_2(z)) = \left\{ z, e^{-\frac{2\pi i}{d}} z, \ldots, e^{-\frac{2(d-1)\pi i}{d}} z \right\}, \]
we obtain
\[ \bar{Q} = \left\{ z \in \mathbb{C} : \left\{ z, e^{-\frac{2\pi i}{d}} z, \ldots, e^{-\frac{2(d-1)\pi i}{d}} z \right\} \subset H \right\}. \]
(4.20)
Therefore, \( \bar{Q} \) is actually the intersection of \( d \) halfspaces obtained by rotating \( H \) of angles \( \frac{2k\pi}{d} \)
for \( k = 0, \ldots, d - 1 \). Namely,
\[ \bar{Q} = Q. \]
\[ \square \]
REMARK 9. For $d = 2$, $Q$ is the set of complex numbers with real part in $[-1/2, 1/2]$. For $d \geq 3$, $Q$ is a regular polygon with $d$ vertices which circumscribes the disk $B(0, 1/2)$, see Figure 4.2 for illustration from $d = 2$ to $d = 5$. In particular we have $B(0, 1/2) \subset Q \subset B(0, 1/(2 \cos(\pi/d)))$ and $Q$ asymptotically approximates $B(0, 1/2)$ when $d \to +\infty$. It follows that

$$\left\{ \frac{1}{1 - \frac{1}{2d}} : z \in B(0, 1/2) \right\} \cup \{1\} \subset S \subset \left\{ \frac{1}{1 - \frac{1}{2d}} : z \in B(0, 1/(2 \cos(\pi/d))) \right\} \cup \{1\}.$$  

Note that for any $a > 1$,

$$\left\{ \frac{1}{1 - \frac{1}{2d}} : z \in B(0, a) \right\} = \left\{ \frac{1}{1 - \frac{1}{2d}} : w \in B(0, a^d) \right\} = \left\{ \frac{1}{z} : |z - 1| \geq a^d \right\}.$$  

and thus,

$$B(0, 1/(a^d + 1)) \subset \left\{ \frac{1}{1 - \frac{1}{2d}} : z \in B(0, a) \right\} \subset B(0, 1/(a^d - 1)).$$

This allows to deduce the following estimation of the region $S$.

$$(4.21) \quad B\left(0, \frac{1}{2^d + 1}\right) \cup \{1\} \subset S \subset B\left(0, \frac{1}{(2 \cos(\pi/d))^d - 1}\right) \cup \{1\}.$$  

Next we characterize the boundary of the accelerable region $S$. We denote by $\text{Bd} S$ the boundary of a set $S$.

PROPOSITION 4.6. We have

$$(4.22) \quad S = \Sigma_{0,d} \cup \{1\}$$

where $\Sigma_{0,d}$ is the compact set of the complex plane delimited by the simple closed curve $\Gamma_{0,d}$ as defined in (4.4).

Proof. Since $f_2$ is holomorphic and thus open, it sends the interior of $Q$ into the interior of $f_2(Q)$. It follows that $\text{Bd} f_2(Q) \subset f_2(\text{Bd} Q)$. By the continuity of $f_2$, for any $z \in \text{Bd} Q$ and any $\epsilon > 0$, there is $\delta > 0$ such that

$$f_2(B(z, \delta)) \subset B(f_2(z), \epsilon).$$

Since $z \in \text{Bd} Q$, $B(z, \delta) \cap Q^c \neq \emptyset$ and thus $f_2(B(z, \delta)) \cap f_2(Q^c) \neq \emptyset$. We note from the definition (4.20) that

$$f_2(Q) \cap f_2(Q^c) = \emptyset.$$  

Thereby $f_2(B(z, \delta)) \cap (f_2(Q))^c \neq \emptyset$ and $B(f_2(z), \epsilon) \cap (f_2(Q))^c \neq \emptyset$. This shows that $f_2(z) \in \text{Bd}(f_2(Q))$ and thus $f_2(\text{Bd} Q) \subset \text{Bd} f_2(Q)$. We thus proved that

$$(4.23) \quad \text{Bd} f_2(Q) = f_2(\text{Bd} Q).$$

Since $f_1 : \mathbb{C} \to \mathbb{C}$ is a homeomorphism, we know that

$$(4.24) \quad \text{Bd} f_1(f_2(Q)) = f_1(\text{Bd} f_2(Q)) \quad \text{(4.23)} = f_1(f_2(\text{Bd} Q)).$$
As mentioned in Remark 9, for \( d = 2 \), \( Q \) is the set of complex numbers with real part in \([-1/2, 1/2]\) and the boundary of \( Q \) can be described as follows:

\[
\text{Bd } Q = \left\{ \frac{\pm (1 + i \tan \theta)}{2} : \theta \in \left(-\frac{\pi}{2}, \frac{\pi}{2}\right) \right\}.
\]

For \( d \geq 3 \), \( Q \) is the regular convex polygon with boundary given by the simple closed curve:

\[
\text{Bd } Q = \left\{ \frac{e^{2k\pi i}}{2} \left(1 + i \tan \theta\right) : \theta \in \left(-\frac{\pi}{d}, \frac{\pi}{d}\right), k \in \{0, \ldots, d - 1\} \right\}.
\]

Since

\[
\frac{1}{1 - e^{-i\theta}} = \frac{1}{1 - \cos \theta + i \sin \theta} = \frac{1 - \cos \theta - i \sin \theta}{2 - 2 \cos \theta} = \frac{\frac{1}{2} \frac{i \sin \theta}{2(1 - \cos \theta)}}{1 + \frac{i \sin(\theta + \pi)}{2(1 + \cos(\theta + \pi))}} = \frac{(1 + i \tan \frac{\theta + \pi}{2})}{2},
\]

FIGURE 4.2. Illustration of \( Q \) (the region in blue) and the circumscribed disk \( B(0, 1/2) \) (the dashed region).
we obtain another representation of \( \text{Bd } \mathcal{Q} \):

\[
\text{(4.25) } \text{Bd } \mathcal{Q} = \begin{cases} 
\frac{\pm 1}{1 - e^{-w}} : \theta \in (0, 2\pi) 
\end{cases} \text{ if } d = 2
\]

\[
\begin{cases} 
\frac{2k\theta}{1 - e^{-w}} : \theta \in \left(\pi - \frac{2\pi}{d}, \pi + \frac{2\pi}{d}\right), k \in \{0, \ldots, d - 1\} 
\end{cases} \text{ if } d \geq 3
\]

Plugging (4.25) into (4.24) we obtain that

\[
\text{(4.26) } \text{Bd } f_1(f_2(\mathcal{Q})) = \begin{cases} 
\frac{1}{1 - (1 - e^{-w})^2} : \theta \in (0, 2\pi) 
\end{cases} \text{ if } d = 2
\]

\[
\begin{cases} 
\frac{1}{1 - (1 - e^{-w})^2} : \theta \in \left(\pi - \frac{2\pi}{d}, \pi + \frac{2\pi}{d}\right) 
\end{cases} \text{ if } d \geq 3
\]

Therefore, define the set

\[
\text{(4.27) } \Sigma_{0,d} := \begin{cases} 
f_1(f_2(\mathcal{Q})) \cup \{1\} & \text{if } d = 2 
\end{cases}
\]

Then we have (4.22) and

\[
\text{(4.28) } \text{Bd } \Sigma_{0,d} = \begin{cases} 
\frac{1}{1 - (1 - e^{-w})^2} : \theta \in (0, 2\pi) 
\end{cases} \text{ if } d = 2
\]

\[
\begin{cases} 
\frac{1}{1 - (1 - e^{-w})^2} : \theta \in \left(\pi - \frac{2\pi}{d}, \pi + \frac{2\pi}{d}\right) 
\end{cases} \text{ if } d \geq 3
\]

which can be written as

\[
\text{Bd } \Sigma_{0,d} = \left\{ \frac{e^{id\theta}}{e^{id\theta} - (e^{id\theta} - 1)^d}, \theta \in \left(\pi - \frac{2\pi}{d}, \pi + \frac{2\pi}{d}\right) \right\}.
\]

for any \( d \geq 2 \). Finally the compactness of \( \Sigma_{0,d} \) follows from the compactness of \( \mathcal{S} \), which can be easily seen from the fact that \( \mathcal{S} \subset \psi_d(\mathcal{B}(0,1)) \) by the definition (4.8).

\[ \square \]

**Proof of Theorem 4.3.** This follows directly from (4.5), (4.8) and (4.22).

\[ \square \]

**Remark 10.** In Theorem 4.3, the region \( \Sigma_{r,d} \) assured to be accelerable does not contain some part of the real interval \([0, 1 - \epsilon]\) for any \( d \geq 3 \). This is consistent with Theorem 2.2.12 of [27] implying that for a linear recurrent scheme with finite memory calling the oracle \( T \), the geometric convergence rate cannot be smaller than \( 1 - O(\kappa^{-1/2}) \) where \( \kappa \) is a condition number, corresponding to \( \epsilon^{-1} \) here.

**4.3. Robustness of the acceleration.** Note that the parameters \( (\alpha_0, \ldots, \alpha_{d-1}) \) defined in (4.2) requires the knowledge of \( \epsilon \) thus of the exact value of the spectral radius of \( P \), which may be a restrictive assumption for practitioners. For example, in the stochastic shortest path problem analyzed in [7], we do not know the spectral radii of the substochastic matrices arising in the restricted contracting operator described in Proposition 1 of [7]. In this section we evaluate how the small perturbation of \( \epsilon \) will affect the order of convergence of the acceleration scheme. This in particular allows the use of an approximate value of \( \epsilon \) to compute the parameters \( (\alpha_0, \ldots, \alpha_{d-1}) \) while still achieving an asymptotic convergence rate of order \( 1 - \Omega(\epsilon^{1/d}) \).

For \( \epsilon \geq 0 \), we are looking for the smallest radius \( g_\epsilon(h) \geq 0 \) such that \((\phi_\epsilon)^{-1}(\mathcal{B}(1 - \epsilon, h)) \subset \mathcal{B}(1 - \epsilon^{1/d}, g_\epsilon(h)) \), and we enforce \( g_\epsilon(h) \leq \epsilon^{1/d} \) to preserve the acceleration. First we make this analysis for \( \psi_d \) (i.e. \( \epsilon = 0 \)).

**Lemma 4.7.** For \( \epsilon \geq 0 \), the smallest nonnegative real number \( g_0(h) \) such that

\[
\psi_d^{-1}(\mathcal{B}(1, h)) \subset \mathcal{B}(1, g_0(h))
\]
is
\[ g_0(h) = \frac{h^{1/d}}{1 + h^{1/d} - h^{1/d}}, \quad \forall h \geq 0. \]

**Proof.** For \( h = 0 \), it follows from \( \psi_d^{-1}(1) = \{1\} \).
Now let \( h > 0 \), we want to have \( \psi_d(B(1, g_0(h))^c) \subset B(1, h)^c \), i.e.:
\[ |\lambda| > g_0(h) \Rightarrow |\psi_d(1 + \lambda) - 1| > h, \quad \forall \lambda \in \mathbb{C}. \]
\[ (4.29) \]

We have
\[ \psi_d(1 + \lambda) = \frac{(1 + \lambda)^d}{(1 + \lambda)^d - \lambda^d} = 1 + \frac{\lambda^d}{(1 + \lambda)^d - \lambda^d} = 1 + \frac{1}{(1 + \frac{\lambda}{h})^{d-1}}, \]
then
\[ |\psi(1 + \lambda) - 1| > h \Leftrightarrow \left| \left(1 + \frac{1}{\lambda}\right)^d - 1 \right| < \frac{1}{h}, \quad \forall \lambda \in \mathbb{C}. \]

Thus
\[ |\lambda| > \frac{h^{1/d}}{(1 + h)^{1/d} - h^{1/d}} \Leftrightarrow \left(1 + \frac{1}{|\lambda|}\right)^d - 1 < \frac{1}{h} \Rightarrow |\psi(1 + \lambda) - 1| > h, \quad \forall \lambda \in \mathbb{C}. \]
This allows to conclude because we have equality in (4.30) when \( \lambda \in \mathbb{R}_+ \).

**Lemma 4.8.** For any \( a \in [0, 1] \) we have
\[ (\phi_0^{-1}(B(1 - \epsilon, a\epsilon))) \supset B(1 - \epsilon^{1/d}, a^{1/d} \epsilon^{1/d}) \] \[ (\phi_0^{-1}(B(1 - \epsilon, a\epsilon))) \supset B(1 - \epsilon^{1/d}, a^{1/d} \epsilon^{1/d}) \] .

**Proof.** By the property (4.7) and Lemma 4.7 we deduce that for \( h \geq 0 \), the smallest radius \( g_\epsilon(h) \) such that \((\phi_0^{-1}(B(1 - \epsilon, h))) \supset B(1 - \epsilon^{1/d}, g_\epsilon(h))\) is given by
\[ g_\epsilon(h) = \frac{(1 - \epsilon^{1/d})h^{1/d}}{(1 + h - \epsilon^{1/d})^{1/d} - h^{1/d}}, \quad \forall h \geq 0. \]
Note that
\[ (1 + h - \epsilon)^{1/d} - h^{1/d} \geq 1 - \epsilon^{1/d}, \quad \forall h \leq \epsilon. \]
Hence
\[ g_\epsilon(h) \leq h^{1/d}, \quad \forall h \leq \epsilon. \]
We achieve the proof by taking \( h = a\epsilon \).

The following theorem describes a \( d \)-accelerable region.

**Theorem 4.9.** Let \( \alpha \in [0, 1] \), if \( \text{spec } P \subset B\left(0, \frac{1 - \epsilon}{2^{d+1}}\right) \cup B(1 - \epsilon, \alpha\epsilon) \) then with the choice of \( \alpha \) specified in (4.2) we have,
\[ \text{spec } Q_{\alpha, d} \subset B(0, 1 - \epsilon^{1/d}) \cup B(1 - \epsilon^{1/d}, a^{1/d} \epsilon^{1/d}) \],
so that the iterates of the \( d \)A-VI algorithm (2.8) with \( \beta = 0 \) satisfy
\[ \limsup_{k \to \infty} \|x_k - x_*\|^{1/k} \leq 1 - (1 - \alpha^{1/d})^{1/d}. \]

**Proof.** By combining Theorem 4.3, Equation (4.21) and Lemma 4.8.
4.4. Application to Markov Decision Processes: Accelerated Policy Iteration. As an application, we consider the standard discounted Markov decision process (MDP) with state space $[n] := \{1, \ldots, n\}$, see [38, 8] for background. For each state $i$, denote by $A(i)$ the set of actions, $P_{i,j}^a$ the transition probability from state $i$ to state $j$ under action $a \in A(i)$, and $g_i^a$ the reward of choosing action $a \in A(i)$ in state $i$. Let $1 > \gamma_i > 0$, for $i \in [n]$, be state-dependent discount factors. The associated dynamic programming operator $T : \mathbb{R}^n \to \mathbb{R}^n$ is given by:

$$T_i(x) := \max_{a \in A(i)} \gamma_i \sum_{j \in [n]} P_{i,j}^a x_j + g_i^a, \ \forall i \in [n].$$

We set $\gamma := \max_{i \in [n]} \gamma_i$.

The value of the discounted problem for this MDP starting from an initial state $i$ is given by:

$$v_i := \max_{a_0, a_1, \ldots} E \left[ g_i^{a_0} + \gamma_i g_i^{a_1} + \gamma_i g_i^{a_2} + \cdots | X_0 = i \right],$$

where the maximum is taken over admissible sequences of random actions, and $X_0, X_1, \ldots$ denotes the random sequence of states generated by the actions.

We are interested in finding the value vector $v \in \mathbb{R}^n$ of this MDP which is a solution of the fixed point problem $v = T(v)$. The fixed point exists and is unique since $T$ is a contraction of constant $\gamma$ in the sup-norm.

A classical approach to solve this problem is to use value iteration, i.e., to compute the sequence $v^k = T(v^{k-1})$, which converges to the unique fixed point. It is tempting to apply directly accelerated value iteration to the non-linear problem $v = T(v)$. This approach was proposed in [16], and it is experimentally effective on some instances. However, the convergence proof of accelerated value iteration uses inherently the affine character of the operator $T$, and it is not clear whether general enough convergence conditions can be given for Markov decision processes. An alternative approach, which we develop here, is to rely on policy iteration instead of value iteration, which will allow us to apply the idea of $\delta$th acceleration to solve MDP but in an indirect manner, leading to convergence guarantees.

A policy is a map $\sigma : [n] \to \cup_{i \in [n]} A(i)$ such that $\sigma(i) \in A(i)$, it represents a state dependent decision rule. It determines a 0-player game, with an affine operator $T^{\sigma} : \mathbb{R}^n \to \mathbb{R}^n$:

$$T^{\sigma}_i(x) := \gamma_i \sum_{j \in [n]} P_{i,j}^{\sigma(i)} x_j + g_i^{\sigma(i)}, \ \forall i \in [n].$$

For a vector $x \in \mathbb{R}^n$, we define the quantity $\text{top}(x) = \max_{i \in [n]} x_i$. We have $\|x\|_{\infty} = \max(\text{top}(x), \text{top}(-x))$. For $x, y \in \mathbb{R}^n$, we write $x \leq y$ to mean that $x_i \leq y_i$ for all $i \in [n]$. We denote by $x_+$ the unique fixed point of the operator $T$ and by $x^\sigma$ the unique fixed point of the operator $T^{\sigma}$. We denote by $a^+ = \max(a, 0)$ the positive part of a real number. The following lemma presents some classical properties of the operators $T$ and $T^{\sigma}$ that are useful for our analysis.

**Lemma 4.10.** Let $x, y \in \mathbb{R}^n$, $\sigma$ a policy, $e = (1, \cdots, 1) \in \mathbb{R}^n$ the unit vector and
\( a \in \mathbb{R}^+ \) a nonnegative real number, we have:

\[(4.33) \quad (\text{top}(T(x) - T(y)))^+ \leq \gamma (\text{top}(x - y))^+, \]

\[(4.34) \quad \|x - x^\sigma\| \leq \frac{1}{1 - \gamma} \|x - T^\sigma(x)\|, \]

\[(4.35) \quad \|x - x^\tau\|_\infty \leq \frac{1}{1 - \gamma} \|x - T(x)\|_\infty, \]

\[(4.36) \quad T^\sigma(x + ae) \leq T^\sigma(x) + \gamma ae, \]

\[(4.37) \quad x \leq T^\tau(x) + ae \Rightarrow x \leq x^\sigma + \frac{a}{1 - \gamma} e, \]

\[(4.38) \quad x \leq T(x) + ae \Rightarrow x \leq x^\tau + \frac{a}{1 - \gamma} e, \]

\[(4.39) \quad x \leq y \Rightarrow T^\tau(x) \leq T^\tau(y). \]

Property (4.39) follows from \( P_{ij}^n \geq 0 \), whereas (4.36) follows from \( \sum_j P_{ij}^n = 1 \). Property (4.33) means that \( T \) is a contraction of rate \( \gamma \) in the nonsymmetric norm \((x, y) \mapsto (\text{top}(x - y))^+\). To see it we compute for \( i \in [n] \), \( T_i(x) - T_i(y) = \max_a \{ \gamma_i \sum_{j \in [n]} P_{ij} x_j + g_i^a \} - \max_a \{ \gamma_i \sum_{j \in [n]} P_{ij} y_j + g_i^{a^*} \} \leq (\gamma_i \sum_{j \in [n]} P_{ij} x_j + g_i^a) - (\gamma_i \sum_{j \in [n]} P_{ij} y_j + g_i^{a^*}) = \gamma_i (\sum_{j \in [n]} P_{ij}^a (x_j - y_j)) \), where \( a^* \) is the action that maximizes the expression of \( T_i(x) \). Property (4.34) (and similarly (4.35)) comes straight forward from \( x^\sigma \) being a fixed point of \( T^\sigma \) and the later being a \( \gamma \)-contraction in the sup norm.

To obtain property (4.37) (and similarly (4.38)), we apply \( k \) times the operator \( T^\tau \) to both sides of the initial inequality and we use the properties (4.39) and (4.36) to obtain that \( x \leq (T^\tau)^{k+1}(x) + a \sum_{i=0}^k \gamma_i e \) and finnely since \( T^\sigma \) is a strict contraction, we know that when \( k \) goes to infinity, \((T^\tau)^{k+1}(x)\) converges to the fixed point \( x^\tau \).

Policy iteration computes a succession of policies \( \sigma^1, \sigma^2, \ldots \). At each stage, it solves a 0-player fixed point problem, finding a vector \( v^k \) such that \( v^k = T^\sigma^k(v^k) \). Then, the vector \( v^k \) is used to determine the new policy, by considering the maximizing actions in the expression of \( T(v^k) \). When policy iteration is implemented in exact arithmetics, for a fixed \( \gamma \leq 1 \), the number of iterations is strongly polynomial [39]. Moreover, on ordinary instances, the number of iterations is often of a few units. Hence, the bottleneck, preventing to apply policy iteration to large scale Markov decision problems, is generally the solution of the affine problem \( v^k = T^\sigma^k(v^k) \): algebraic methods, based on LU-factorization, are not adapted to large scale sparse instances, whereas standard iterative methods can be slow, since the contraction rate \( \gamma \) is typically close to 1. To address this difficulty, we present a version of policy iteration in which at each stage, \( v^k \) is computed by the \( d \)th accelerated scheme.

We consider the Accelerated Policy Iteration of degree \( d \) (dA-PI) presented in Algorithm 4.1. Using classical estimates on approximate value iteration, see [8, 6, 34], we get the following convergence result.

**Proposition 4.11.** Suppose that for any policy \( \sigma \), \( \text{spec } P^\sigma \subset \Sigma_{\epsilon,d} \cup \{1 - \epsilon\} \), and that we choose \( \alpha = (\alpha_0, \ldots, \alpha_{d-2}) \) as in (4.2). Each iteration \( k \) of the dA-PI algorithm terminates, and we have:

\[(4.41) \quad \limsup_{k \to \infty} \|y_k - x^\star\|_\infty \leq \frac{1 + \gamma}{1 - \gamma} \frac{\delta + \delta'}{\delta} \cdot \]

Moreover, if \( \sigma^{k+1} = \sigma^k \) for some \( k \), then \( \|y_k - x^\star\|_\infty \leq \frac{\delta + \delta'}{1 - \gamma} \).

**Proof.** The termination of each iteration \( k \) comes from Theorem 4.3. For each \( k \), we have from the algorithm \( \|y_k - T^\sigma^k(y_k)\|_\infty \leq \delta \), then \( y_k \leq T^\sigma^k(y_k) + \delta e \leq T(y_k) + \delta e \). Then by (4.38) we deduce that \( y_k \leq x^\star + \frac{\delta}{1 - \gamma} e \). Therefore \( \text{top}(y_k - x^\star) \leq \frac{\delta}{1 - \gamma} \leq \frac{(1 + \gamma)k + \delta'}{(1 - \gamma)^2} \).
Algorithm 4.1 Accelerated Policy Iteration of degree $d$ (dA-PI).

1. Fix a target accuracy $\delta$ for value determination and $\delta'$ for policy improvement.
2. Initialization: select a starting policy $\sigma^0$, and set the initial values $x_{-1,0} = x_{-1,1} = \cdots = x_{-1,d-2} = y_{-1,d-2} = 0$.
3. for $k = 0, 1, \cdots$ do the following:
   4. (Accelerated value determination): Run the dA-VI (2.8) on the operator $T^{\sigma^k}$ until having a residual smaller that $\delta$: so first we initialize $x_{k,0}, x_{k,1}, \cdots, x_{k,d-2}$ by the last $d-1$ values of the sequence $(x_{k-1,l})$, and $y_{k,d-2}$ by the last value of the sequence $(y_{k-1,l})$, and for $l = d-2, \cdots$, we do the iterations of (2.8):

   \[
   \begin{align*}
   x_{k,l+1} &= (1 - \beta)y_{k,l} + \beta T(y_{k,l}), \\
   y_{k,l+1} &= (1 + \alpha_{d-2} + \cdots + \alpha_0)x_{k,l+1} - \alpha_{d-2}x_{k,l} - \cdots - \alpha_0x_{k,d-2}.
   \end{align*}
   \]

   until $\|y_{k,l} - T^{\sigma^k}(y_{k,l})\|_\infty \leq \delta$. We denote the final $y_{k,l}$ by $y_k$.
   5. (Policy improvement). We determine a policy $\sigma^{k+1}$ such that $\|T(y_k) - T^{\sigma^{k+1}}(y_k)\|_\infty \leq \delta'$, and for each $i \in [n]$, we choose $\sigma^{k+1}(i) = \sigma^k(i)$ whenever possible.
6. end for

We have $y_k \leq T(y_k) + \delta e \leq T^{\sigma^{k+1}}(y_k) + (\delta + \delta')e$, then by (4.37) we get $y_k \leq x^{\sigma^{k+1}} + \frac{2\delta + \delta'}{1-\gamma}e$. By (4.34) and the algorithm, we have $\|y_{k+1} - x^{\sigma^{k+1}}\|_\infty \leq \|y_{k+1} - T^{\sigma^{k+1}}(y_{k+1})\|/(1-\gamma) \leq \delta/(1-\gamma)$, then $x^{\sigma^{k+1}} \leq y_{k+1} + \frac{\delta}{1-\gamma}e$. We deduce that $y_k \leq y_{k+1} + \frac{2\delta + \delta'}{1-\gamma}e$. We apply $T^{\sigma^{k+1}}$ to both sides of this inequality and use (4.39) and (4.36) to get that $T(y_k) \leq T^{\sigma^{k+1}}(y_k) + \delta e \leq T^{\sigma^{k+1}}(y_{k+1}) + \frac{2\delta + \delta'}{1-\gamma}e + \delta e \leq T^{\sigma^{k+1}}(y_{k+1}) + \frac{(2\delta + \delta')e}{1-\gamma} + \delta e = y_{k+1} + \frac{\delta}{1-\gamma}e$. Therefore, $x_{k+1} - y_{k+1} \leq x_k - y_k + \frac{(1+\gamma)\delta + 2\delta'}{1-\gamma}e = T(x_k) - T(y_k) + (1+\gamma)\delta + 2\delta' e$. Then (top($x_k - y_{k+1}$)) $\leq$ (top($T(x_k) - T(y_k)$)) + $\frac{(1+\gamma)\delta + 2\delta'}{1-\gamma}$. By iterating this inequality, we deduce that for iteration $k$, (top($x_k - y_k$)) $\leq$ $\gamma^k$ (top($x_k - y_k$)) + $\frac{(1+\gamma)\delta + 2\delta'}{1-\gamma}$. Therefore, limsup$_{k \to \infty}$ (top($x_k - y_k$)) $\leq$ $\gamma^k$ (top($y_k - y_0$)) + $\frac{(1+\gamma)\delta + 2\delta'}{1-\gamma}$, and by using $\|x_k - y_k\|_\infty = \max$(top($y_k - x_k$), (top($x_k - y_k$))) we end the proof of (4.41).

Now, if $\sigma^{k+1} = \sigma^k$ for some $k$, then $\|T(y_k) - T^{\sigma^k}(y_k)\|_\infty \leq \delta'$ and we know that $\|y_k - T^{\sigma^k}(y_k)\|_\infty \leq \delta$, then $\|y_k - T(y_k)\|_\infty \leq \delta + \delta'$. Therefore by (4.35), we get $\|y_k - x_k\|_\infty \leq \frac{\delta + \delta'}{1-\gamma}$.

**REMARK 11.** Proposition 4.11 should be compared with [8, Prop. 6.2] and Remark 5 and Eqn 22 of [34], which bound the same limsup by an expression of the form $(\delta' + 2\epsilon)/(1-\gamma)^2$, where $\epsilon$ is a upper bound of $\|y_k - x^k\|_\infty$. Here, $\epsilon$ is replaced by $\delta$, which is an upper bound of the residual $\|y_k - T^{\sigma^k}(y_k)\|_\infty$.

**REMARK 12.** Proposition 4.11 is only an asymptotic result. In contrast, when policy iteration is implemented exactly, the value vector $v^k$ associated to the $k$th policy that is selected satisfies $\|v_k - x_k\|_\infty \leq \gamma^k \|v_0 - x_0\|_\infty$, see Lemma 6.5 of [17].

**REMARK 13.** Since accelerated value iteration, and so, accelerated policy iteration, are implemented with a fixed precision arithmetics, one may wonder whether acceleration leads to numerical unstabilities. In the numerical experiments which follows, no such unstabilities
were observed for the relevant values \( d = 2, 4 \) considered here. We verified the validity of the approximate solutions that we obtained using the inequality (4.35). Indeed, the residual \( \| y_k - T(y_k) \|_{\infty} \), where \( y_k \) is the approximate solution gotten at the final iteration of the algorithm, can be evaluated in an accurate way (with a precision close to the machine precision) using only the last value \( y_k \). So, if this residual is small, by the inequality (4.35), we can certify that \( \| y_k - x^* \|_{\infty} \) is also small, so that we have a valid approximate solution. In all the experiments of Section 5, the algorithms are stopped with a residual of \( < 10^{-10} \), and \( 1 - \gamma \) is \( \geq 10^{-4} \), so, it is guaranteed that the true solution is approximated with a precision \( < 10^{-6} \).

5. Numerical results. In this section, we show the numerical performance of the proposed \( d \)A-VI and \( d \)A-PI with \( d = 2 \) and \( d = 4 \). The acceleration parameters in all the examples follow (4.2); the parameter \( \alpha = \frac{1-\sqrt{\epsilon}}{1+\sqrt{\epsilon}} \) for accelerations of degree 2, and the parameters \( \alpha_0 = \frac{(1-\epsilon^{1/4})^4}{1-\epsilon} \), \( \alpha_1 = -4(1-\epsilon^{1/4})^3 \), and \( \alpha_2 = 6(1-\epsilon^{1/4})^2 \) for accelerations of degree 4.

In all the examples below, we do the policy improvement at each iteration \( k \) of the \( d \)A-PI algorithm in an exact way by taking, for each \( i \in [n] \), \( \sigma^{k+1}(i) \in [m] \) to be a value achieving the maximum when evaluating (4.31) at \( x = y_k \), i.e. \( \delta^t = 0 \), and we let the accuracy of the value determination to be \( \delta = 10^{-10} \).

5.1. Markov decision processes with random matrices. We consider the discounted MDP model of (4.31). We take a damping parameter \( \beta = 1 \) in what follows.

The instances used in Figures 5.1 to 5.6 are generated in the following way. We fix two integers \( n \) and \( m \). For each \( i \in [n] \), we take \( A(i) = [m] \) and randomly generate a probability vector \( p_i^a = (P_{i,1}^a, \ldots, P_{i,n}^a) \) as follows: \( P_{i,j}^a = \frac{X_{i,j}^a}{X_{i,1}^a + \cdots + X_{i,n}^a} \), where the \( X_{i,j}^a \) are independent Bernoulli random variables of mean \( p \in (0,1) \). The discount factors \( \gamma_i \) are randomly chosen in the interval \( [1-2\epsilon, 1-\epsilon] \), independently for each \( i \in [n] \).

Let \( \lambda_1, \ldots, \lambda_n \) be the eigenvalues of \( \sqrt{n}P \). It is shown in [9] that the counting probability measure \( \frac{e^{\lambda_1} + \cdots + e^{\lambda_n}}{n} \), converges weakly as \( n \to \infty \) to the uniform law on the disk \( \{ z \in \mathbb{C} : |z| \leq \sqrt{(1-p)/p} \} \). Moreover, Theorem 1.2, ibid. shows that the second modulus of an eigenvalue of \( P \) is of order \( 1/\sqrt{n} \). This explains the shape of the spectrum shown on the figures Figures 5.1 to 5.3, and explains also, along with (4.21), why the accelerated schemes of order 4 work in the large scale example of Figure 5.6 where we take \( p = 0.0025 \) with \( n = 10^5 \).

In Figure 5.1, we consider an instance where the matrices are randomly generated as above with \( n = 30, m = 10 \) and \( p = 0.2 \). In subfigure 5.1(b), we display the spectrum of one matrix \( P_{\gamma}^a := (\gamma_i P_{ij}^a)_{ij} \). One can notice that this spectrum presents eigenvalues that are outside the simply and multiply accelerable regions delimited respectively by \( \Gamma_{\epsilon} \) and \( \Gamma_{\epsilon,A} \) (see Theorem 4.3). Therefore, the accelerated policy iteration algorithms (\( d \)A-PI) cannot be applied for this instance. In accordance with that, the subfigure 5.1(a) shows that the accelerated value iteration algorithms 2A-VI and 4A-VI do not converge.

In Figure 5.2, we consider an instance with \( n = 100, m = 10 \) and \( p = 0.2 \). The subfigure 5.2(b) shows that the spectrum of the random matrices in this case is located in the simply accelerable region delimited by \( \Gamma_{\epsilon} \), but it is not included in the 4-accelerabale region \( \Gamma_{\epsilon,A} \). Therefore, we can apply the 2A-PI algorithm but not the 4A-PI in this case. The subfigure 5.2(a) shows that the simply accelerated schemes 2A-PI and 2A-VI has significantly better performances than value iteration algorithm. It shows also as expected that the acceleration order 4 does not converge.

In Figure 5.3, we consider an instance with \( n = 1500, m = 10 \) and \( p = 0.2 \). The subfigure 5.3(b) shows that the spectrum of the random matrices in this case is located inside
the accelerable regions of order 2 and 4 delimited respectively by \( \Gamma_\epsilon \) and \( \Gamma_{\epsilon,4} \). Therefore, we can apply both 2A-PI and 4A-PI in this case. The subfigure 5.3(a) shows that all the accelerated schemes converge in this case and that the multi-accelerated schemes have better performances than the simply accelerated ones.

In Figure 5.4, we consider an instance with \( n = 4000, m = 10, p = 0.1 \). In this example we take \( \epsilon = 10^{-2} \) to allow the Value Iteration algorithm to have a visible improvement.

In Figure 5.5, we consider an instance with \( n = 4 \times 10^4, m = 10 \) and the matrices used are sparse with a parameter \( p = 0.005 \).

We observe that the classical Policy Iteration (PI) algorithm [18, 29], using LU decomposition to solve the linear 0-player problem at each iteration, is way more faster than our iterative algorithms (dA-PI and dA-VI) in the case of small matrices like in Figures 5.1 and 5.2, but as the size of the matrices gets bigger our iterative algorithms become more competitive like in Figures 5.3 and 5.4, and even way faster than Policy Iteration like in Figure 5.5.

The Figure 5.6 represents a large scale analogue to the previous examples where the number of states is \( n = 10^5 \), and the matrices used are sparse with a parameter \( p = 0.0025 \). For this example, the classical Policy Iteration algorithm cannot be used because of memory saturation. However, the dA-PI algorithms 4.1 that we propose, with \( d = 2 \) and \( d = 4 \) here, work in this case and show significantly better performances than the classical Value Iteration algorithm. The dA-VI algorithms also show competitive performances in comparison with dA-PI algorithms. However, we expect in general that dA-PI becomes more competitive than dA-VI when the number of actions \( m \) is large, because the number of policies visited grow slowly with the number of actions (in the discounted case, a worst case almost linear bound for this number is given in [33], based on [39], the convergence being generally faster on typical instances).

In particular, for all the examples in Figures 5.2 to 5.6, we notice that both 2A-PI and 4A-PI stop only after \( k \leq 5 \) iterations over policies because each one of them finds a policy \( \sigma^{k+1} \) equal to \( \sigma^k \). The same phenomenon occurs in the second application shown in the next section (see Figures 5.8 and 5.10 below).

5.2. Hamilton-Jacobi-Bellman PDE. We now apply the accelerated schemes to solve a Hamilton-Jacobi-Bellman (HJB) equation arising from a controlled diffusion problem with a small drift.
Figure 5.2. Markov Decision Process with random Markov matrices of size $n = 100$ and with $m = 10$ actions at each state.

Figure 5.3. Markov Decision Process with random Markov matrices of size $n = 1500$ and with $m = 10$ actions at each state.

Figure 5.4. Markov Decision Process with random Markov matrices of size $n = 4000$ and with $m = 10$ actions at each state.
5.2.1. Description of the problem. We consider an HJB equation in dimension \( p \geq 1 \), where \( v \) is a real-valued function defined on the torus \( \mathbb{R}^p / \mathbb{Z}^p \), identified to \([0, 1]^p\), assuming a cyclic boundary condition:

\[
\max_{a \in \{1, \ldots, m\}} \left( \frac{1}{2} \sum_{i=1}^{p} \sigma_i^2 \partial^2 v \partial x_i^2 (x) + \sum_{i=1}^{p} g_i(a, x) \frac{\partial v}{\partial x_i} (x) - \lambda v(x) + r(a, x) \right) = 0, \quad x \in [0, 1]^p, \]

where \( \{m\} = \{1, \ldots, m\} \) is the set of actions, the scalar \( \sigma_i > 0 \) represents the volatility in direction \( i \), \( g_i : \{m\} \times [0, 1]^p \mapsto \mathbb{R} \) represents the drift in direction \( i \) that depends on the action \( a \) and the state \( x \), \( \lambda > 0 \) is a dissipation parameter and \( r : \{m\} \times [0, 1]^p \mapsto \mathbb{R} \) is the function of rewards.

The function \( v \) is given by

\[
v(x) = \sup_{a(\cdot)} \mathbb{E} \left[ \int_0^\infty \exp(-\lambda t)r(a(t), X_t)dt \mid X_0 = x \right],
\]

with \( dX_t = g(a(t), X_t)dt + \text{diag}(\sigma)dW_t \), where \( W_t \) is the standard Brownian motion on \( \mathbb{R}^p \), \( \text{diag}(\sigma) \) is the diagonal matrix with entries \( \sigma_i \) and the supremum is taken over progressively measurable processes \( a(t) \) with respect to the filtration of the Brownian motion \( W_t \), see [14] for background.
For \( x = (x_1, \ldots, x_p) \) and \( i \in [p] \), we denote by \( x_{\neq i} \) the \( p-1 \) entries of \( x \) that are different from \( i \). For a scalar \( g \in \mathbb{R} \), we denote \( g^+ = \max(g, 0) \) and \( g^- = \max(-g, 0) \).

We use a uniform grid \( \Omega = \{h, 2h, \ldots, Nh\}^p \) to discretize the space \([0,1]^p\), where \( N \) is a positive integer and \( h = 1/N \). An upwind finite difference discretization of the HJB equation (5.1) leads to

\[
\max_{a \in [m]} \left( \frac{1}{2} \sum_{i=1}^p \sigma_i^2 v(x_{\neq i}, x_i + h) + v(x_{\neq i}, x_i - h) - 2v(x) \right) \\
+ \sum_{i=1}^p g_i(a, x)^+ \frac{v(x_{\neq i}, x_i + h) - v(x)}{h} \\
+ \sum_{i=1}^p g_i(a, x)^- \frac{v(x_{\neq i}, x_i - h) - v(x)}{h} - \lambda v(x) + r(a, x) \right) = 0, \quad x \in \Omega.
\]

This equation reduces to a finite dimensional dynamic programming equation of the form \( V = T(V) \), with \( T \) as in (4.31), see [23] for background. We next recall this transformation, in order to apply our method.

We consider a discrete vector \( V = (V_k)_{k \in [N]^p} \in \mathbb{R}^{N^p} \) such that for each index \( k = (k_1, \ldots, k_p) \in [N]^p \), the \( k \)th entry of \( V \) is \( V_k = v(hk) \).

The equation (5.2) can be rewritten in the following matrix form:

\[
\max_{\tau \in [m]^{N^p}} \left( A^\tau V + r^\tau \right) = 0
\]

such that for a given policy \( \tau : [N]^p \to [m] \), the matrix \( A^\tau \in \mathbb{R}^{N^p \times N^p} \) has the \( k \)th row \((A^\tau)_{k} = (\tau(k_1), \ldots, \tau(k_p)) \in [N]^p \), that represents the equation (5.2) for \( x = hk \in \Omega \) and \( a = \tau(k) \in [m] \), and where the vector \( r^\tau \) has the \( k \)th entry \( r^\tau_k = r(\tau(k), hk) \).

We can easily see from (5.2) that the diagonal entries of each matrix \( A^\tau \) are negative, while all the other entries are nonnegative, and this is due to the distinction of the positive and negative parts of the functions \( g_i \) that we did. We transform the problem (5.3) by introducing for each policy \( \tau \) the matrix \( P^\tau = I + ch^2 A^\tau \), where \( c \) is a positive scalar that allows all the matrices \( P^\tau \) to have nonnegative entries. The following lemma shows how such a scalar can be chosen.

**Lemma 5.1.** If \( c \leq c_0 := 1/(\sum_{i=1}^p \sigma_i^2 + h \max_{a \in [m], k \in [N]^p} \sum_{i=1}^p |g_i(a, hk)| + h^2 \lambda) \), then for each policy \( \tau \), all the entries of the matrix \( P^\tau \) are nonnegative.

Moreover, we have \( P^\tau e = (1 - ch^2 \lambda) e \), where \( e = (1, \ldots, 1) \in \mathbb{R}^{N^p} \), and then \( \text{spec} P^\tau \subset B(0, 1 - \epsilon) \) with \( \epsilon = ch^2 \lambda \).

**Proof.** By construction of \( P^\tau \), all its non-diagonal entries are nonnegative. For \( k \in [N]^p \), we can see from equation (5.2) that

\[
(A^\tau)_{kk} = - \sum_{i=1}^p \frac{\sigma_i^2}{h^2} - \sum_{i=1}^p (g_i(\tau(k), hk)^+ + g_i(\tau(k), hk)^-) / h - \lambda.
\]

Therefore \( (P^\tau)_{kk} = 1 - ch^2 \lambda - c \sum_{i=1}^p \sigma_i^2 - ch \sum_{i=1}^p |g_i(\tau(k), hk)| \). Then if \( c \leq c_0 \), all the diagonal entries of \( P^\tau \) are also nonnegative.

The property \( P^\tau e = (1 - ch^2 \lambda) e \) can be easily seen when we take \( v \) equal to the constant vector \( e \) in the equation (5.2), and since all the entries of \( P^\tau \) are nonnegative, we deduce that its spectral radius is \( 1 - ch^2 \lambda \) which ends the proof of the lemma.

\[\square\]
Remark 14. We notice that the parameter $c$ used in the definition of $P^T_h$ plays the role of a Krasnosel’ski˘ı-Mann damping (see (2.4a)). So if we divide $c$ by 2, i.e. we take $c \leq c_0/2$, this ensures that all the eigenvalues of the matrix $P^T_h$ has a real part in the interval $[0, 1 - \epsilon]$.

Now, we can write the equation (5.2), as a fixed point problem that represents a 1-player game:

$$(5.4) \quad T(V) = V$$

where

$$T(V) = \max_{\tau \in [m]} (P^T_h V + r^T_h) \ .$$

with $r^T_h = ch^2v^T$.

5.2.2. Study of the eigenvalues for uncontrolled PDE with uniform drifts. We will restrict the study of the eigenvalues of the matrices defining the problem (5.2), to the uncontrolled case where $m=1$. We have only one matrix $A_h$, and $P_h = I + ch^2A_h$. We suppose also that the drift coefficients $g_j \in \mathbb{R}$ does not depend on the state $x$. Under this framework we have the following lemma that gives an explicit expression of the eigenvalues of $P_h$.

Lemma 5.2. The $N^p$ eigenvalues of the matrix $P_h$ are given as follows for each $k \in [N]^p$:

$$\eta(k) = 1 - c \sum_{j=1}^{p} \sigma_j^2(1 - \cos(2\pi k_j h)) - c\lambda h^2 + 2ich \sum_{j=1}^{p} \sin(\pi k_j h)(g_j^+ e^{i\pi k_j h} - g_j^- e^{-i\pi k_j h}) \ .$$

Proof. For a given $k \in [N]^p$, we define the vector $V \in \mathbb{R}^{[N]^p}$ which $l \in [N]^p$ entry is given by $V_l = e^{2i\pi k_l} \sum_{j=1}^{p} k_j l_j$. From (5.2), we can verify that

$$(5.5) \quad (A_h V)_l = V_l \left( \frac{1}{2} \sum_{j=1}^{p} \sigma_j^2 e^{2i\pi k_j h} - 2 + e^{-2i\pi k_j h} \right) \ .$$

Then this shows that

$$\mu(k) := \sum_{j=1}^{p} \sigma_j^2(\cos(2\pi k_j h) - 1)/h^2 - \lambda + 2i \sum_{j=1}^{p} \sin(\pi k_j h)h (g_j^+ e^{i\pi k_j h} + g_j^- e^{-i\pi k_j h})$$

is an eigenvalue of the matrix $A_h$, and this allows to find all the $N^p$ eigenvalues of $A_h$ and therefore those of $P_h$ also.

Lemma 5.3. The eigenvalues of the matrix $P_h$ satisfy the following inequality:

$$|\text{Im}(\eta(k))| \leq \left( \sum_{j=1}^{p} 2g_j^2/\lambda \sigma_j^2 \right)^{\frac{1}{2}} \epsilon \sqrt{1 - \epsilon - \text{Re}(\eta(k))}, \quad k \in [N]^p \ .$$

Proof. From Lemma 5.2 and using that $g_j^+ - g_j^- = g_j$, $g_j^+ + g_j^- = |g_j|$ and $\epsilon = c\lambda h^2$, we deduce that the real and imaginary parts of the eigenvalue $\eta(k)$ are:

$$\text{Im}(\eta(k)) = 2ch \sum_{j=1}^{p} g_j \sin(\pi k_j h) \cos(\pi k_j h) \ .$$
Re(η(k)) = 1 - ϵ - 2c\sum_{j=1}^{p}(a_j^2 + h|g_j|)(\sin(\pi k_j h))^2.

By using Cauchy-Schwartz inequality, we have:

\[\sum_{j=1}^{p} |g_j \sin(\pi k_j h)| \leq \left( \sum_{j=1}^{p} g_j^2 \right)^{1/2} \left( \sum_{j=1}^{p} a_j^2 (\sin(\pi k_j h))^2 \right)^{1/2} .\]

and this implies the desired inequality.

Recall that if the spectrum of a matrix is in the region \( \Sigma_r(r) \) with the choice of \( r \) shown in Figure 3.2(b), the 2A-VI algorithm, applied to this matrix, converges with an asymptotic rate \( 1 - \sqrt{c}/2 \) (see Remark 6). If follows from Lemma 5.3 that for a fixed value of \( c \), if the drift coefficients \( g_i \) are sufficiently small, the spectrum of the matrix \( P_h \) lies in a small neighborhood of the real segment \([0, 1 - c]\), and so it satisfies the condition for acceleration with the latter asymptotic rate. Moreover, when \( c \) is small, one can show using the same lemma that the acceleration conditions are met even for drift coefficients of order 1 (this involves a long and routine verification that we skip here). We illustrate these properties in the next section.

5.2.3. Numerical results. In Figures 5.7 and 5.8 we consider the HJB equation (5.1) in one dimension \( p = 1 \). We take the size of the discretization grid \( N = 500 \) with \( m = 10 \) actions at each state. We take the volatility \( \sigma_1 = 1 \) and the dissipation parameter \( \lambda = 1 \). We generate the drift values \( g_1(a, x) \) at each state \( x \) and for each action \( a \) randomly uniformly in the interval \([0, 1]\) and we generate the rewards \( r(a, x) \) randomly uniformly in \([0, 100]\). In subfigure 5.7(a) we display the spectrum of one matrix \( P_h^x \). The subfigure 5.7(b) shows a zoom on this spectrum around the point 1, where all the difficulty occurs. It shows that the eigenvalues of \( P_h^x \) are not included in the peaked curve \( \Gamma_1 \) but are instead included in the more tolerant curve \( \Gamma_{1/2} \) with \( r = (1 - \sqrt{c}/2)/(1 - \sqrt{c}) \).

In Figure 5.8, we display the performance of value iteration, accelerated policy iteration and accelerated value iteration of degree 2.

Figures 5.9 and 5.10 display the analogue plots as Figures 5.7 and 5.8 with an HJB equation in dimension \( p = 2 \), with \( N = 30, \sigma_1 = \sigma_2 = \sqrt{2}, \lambda = 2 \), drifts \( g_1(a, x) \) in the first direction generated uniformly randomly in \([0, 1]\), drifts \( g_2(a, x) \) in the second direction generated uniformly randomly in \([-1, 0]\) and rewards \( r(a, x) \) generated randomly uniformly in \([0, 100]\).

We see that for these examples the accelerated algorithms 2A-VI and 2A-PI converge and are faster than the classical Value Iteration algorithm.

We mention though that on these two examples the classical Policy Iteration algorithm is way faster than 2A-PI and 2A-VI, which is expected since the size of the matrices is small, as seen in Figures 5.1 to 5.6. However, when the size of the matrices gets bigger our iterative algorithms become faster than Policy Iteration like in the large scale example of Figure 5.5.

6. Conclusion. In this paper, we solved affine fixed point problems of type \( x = g + Px \), where \( P \) is a non-symmetric matrix. We showed that, if the spectrum of \( P \) is contained in an explicit region of the complex plane, a Nesterov’s acceleration applied to the classical value iteration algorithm does converge with an accelerated asymptotic rate of \( 1 - c^{1/2} \), instead of the standard rate of \( 1 - c \). Moreover, we introduced a new accelerated algorithm, of order \( d \geq 2 \), and showed that, under a more demanding condition on the spectrum of \( P \), this algorithm converges with a multiply accelerated asymptotic rate of \( 1 - c^{1/d} \). Using these accelerated schemes, we developed an accelerated policy iteration algorithm that solves non-linear fixed point problems arising from Markov decision processes. We illustrated the
\[ \epsilon = ch^2 \lambda \approx 2 \times 10^{-6}, \quad r = \frac{1 - \sqrt{e}/2}{1 - \sqrt{e}} \]

(a) Spectrum of \( P_{h_k}^* \) and the accelerable regions.

(b) Zoom on Figure 5.7(a) around 1.

**Figure 5.7.** Spectrum of the matrix \( P_{h_k}^* \) and acceleration region, for the HJB PDE in dimension one.

\[ p = 1, \quad N = 500, \quad m = 10 \]

![Graph showing log of ||y - T|| against execution time](image)

**Figure 5.8.** Solving HJB equation in one dimension with \( N = 500, \lambda = 1, \sigma_1 = 1, g_1 \sim U([0, 1]), c = c_0/2 \approx 0.5, \epsilon = ch^2 \lambda \approx 2 \times 10^{-6} \) and \( r \sim U([0, 100]) \).

\[ \epsilon = ch^2 \lambda \approx 2.7 \times 10^{-4}, \quad r = \frac{1 - \sqrt{e}/2}{1 - \sqrt{e}} \]

(a) Spectrum of \( P_{h_k}^* \) and the accelerable regions.

(b) Zoom on Figure 5.9(a) around 1.

**Figure 5.9.** Spectrum of the matrix \( P_{h_k}^* \) and acceleration region, for the HJB PDE in dimension two.
performance of the accelerated schemes on two frameworks, one using random matrices and the second solving an Hamilton-Jacobi-Bellman equation. As an open problem, it remains to generalize the convergence analysis of the accelerated value iteration algorithm, of degree $d \geq 2$, to the case of non-linear fixed point problems, and in particular to Markov decision processes.
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