CMB spectral distortions as solutions to the Boltzmann equations
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Abstract. We propose to re-interpret the cosmic microwave background spectral distortions as solutions to the Boltzmann equation. This approach makes it possible to solve the second order Boltzmann equation explicitly, with the spectral $y$ distortion and the momentum independent second order temperature perturbation, while generation of $\mu$ distortion cannot be explained even at second order in this framework. We also extend our method to higher order Boltzmann equations systematically and find new type spectral distortions, assuming that the collision term is linear in the photon distribution functions, namely, in the Thomson scattering limit. As an example, we concretely construct solutions to the cubic order Boltzmann equation and show that the equations are closed with additional three parameters composed of a cubic order temperature perturbation and two cubic order spectral distortions. The linear Sunyaev-Zel’dovich effect whose momentum dependence is different from the usual $y$ distortion is also discussed in the presence of the next leading order Kompaneets terms, and we show that higher order spectral distortions are also generated as a result of the diffusion process in a framework of higher order Boltzmann equations. The method may be applicable to a wider class of problems and has potential to give a general prescription to non-equilibrium physics.
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1 Introduction

The temperature anisotropy analysis of the cosmic microwave background (CMB) has been successful in the past few decades. The standard ΛCDM cosmology explains the existing linear fluctuations very well and shows us a validity of inflationary paradigm. The next issue of modern cosmology can be the determination of the concrete model of the early universe. The CMB temperature bispectrum has been intensely investigated in this context, and the Planck satellite provides us tight constraints on the primordial non-Gaussianity [1]. In consideration of the future observations, the second order Boltzmann theory has been developed [2–6] because secondary effects may mimic the primordial non-Gaussianity [7–17]. The smallness of the principle anisotropies makes it crucial to estimate the secondary anisotropies, and nowadays several numerical codes have been developed to get rid of such contaminations [18–23]. The anisotropies in the $y$ distortions are also discussed in the same context [24, 25].

On the other hand, spectral distortions of the CMB are also investigated for probes of the thermal history of the early universe. One example is the observed thermal Sunyaev-Zel’dovich (tSZ) effect due to hot gas in the intrachannel medium of galaxy groups [26–28]. More generally, the spectral distortions are powerful tools to investigate energy injections from several non-trivial processes such as dark matter pair annihilation [29–31], evaporation of the primordial blackholes [32] and dissipations of the primordial fluctuations [33–44]. Recently, anisotropies of the distortions from Silk damping are also discussed for a primordial non-Gaussianity observation [45–53]. The previous analysis is intuitively reasonable but ad hoc since it is based on thermodynamics of each local diffusion patch with a window function introduced by hands. These anisotropies are at second order in the primordial curvature perturbations and can be understood as mode coupling effects in a framework of the second order Boltzmann theory.

In this paper, we give a unified view to the above two issues by explicitly solving the Boltzmann equations for momentum (frequency) dependent temperature perturbations. We notice the momentum dependence of the temperature perturbations which arises in contrast to zeroth and first order. There are infinite number of evolution equations corresponding to the continuous momentum. As pointed out, for example, in [54], we usually integrate the momentum and define the brightness perturbations at second order. This simplification is preferred since the anisotropy experiments do not focus on a spectroscopy; however, we should keep in mind that a lot of information is hidden in the nontrivial momentum dependence. We handle the infinite number of d.o.f. coming from the continuous momentum by replacing them with the infinite number of the parameters describing spectral distortions. Then, fortunately, we find that the necessary number of parameters at second order is only two, and the equations are closed. In addition, we point out a possibility to solve the higher order Boltzmann equations systematically by introducing higher order spectral distortions such as linear Sunyaev-Zel’dovich (SZ) effects. As an example, we construct the next leading order spectral distortions in our method. Observing such a tiny higher order spectral distortion can be the future works in the next few decades. On the other hand, the method may be useful as a prescription to non-equilibrium physics or non-linear evolution of the large scale structure (LSS) as fluid dynamics of matters with gravitational interactions.

\footnote{A similar manipulation called moment expansion was originally proposed in [55, 56]. The authors also tried to classify the spectral distortions in a systematic way. In their literatures, concrete analyses were not discussed in the presence of second or higher order collision terms, which are crucial for spectral distortions and central topics of this paper.}
We organize this paper as follows. In the section 2, we summarize second and third order Boltzmann collision terms for the photon fluid. The ansatz and the individual equations are discussed in the section 3. We solve the equation for the \( y \) distortion in the section 4 and confirm the availability of the previous phenomenological estimations. In the section 5, we comment on another spectral distortion called \( \mu \) distortion. The section 6 is devoted to the extension of the method to higher orders. The appendices provide several definitions and translations from the previous works. We then conclude in the final section.

## 2 Boltzmann equation

We shall begin with deriving the higher order Boltzmann collision terms to investigate the spectral distortions and higher order temperature anisotropies.

### 2.1 Set up

Let \( f \) and \( g \) be the distribution functions for photon and electron, respectively. Ignoring the Pauli blocking factors, the Boltzmann collision term is given as

\[
C[f] = \frac{1}{16\pi} \int \frac{d\mathbf{n'}}{4\pi} \int \frac{d^3\tilde{q}}{(2\pi)^3} \frac{1}{4} \sum_{\text{spins}} |\mathcal{M}|^2 \\
\times \frac{\hat{\mathbf{p}}'}{\mathbf{E}(\hat{\mathbf{q}})} \frac{1}{\mathbf{E}(\hat{\mathbf{p}} + \hat{\mathbf{q}} - \hat{\mathbf{p}}')} \delta[\hat{\mathbf{p}} + E(\hat{\mathbf{q}}) - \hat{\mathbf{p}}' - E(\hat{\mathbf{p}} + \hat{\mathbf{q}} - \hat{\mathbf{p}}')] \\
\times \left\{ g(\hat{\mathbf{q}}) f(\hat{\mathbf{p}}') \left[ 1 + f(\hat{\mathbf{p}}) \right] - g(\hat{\mathbf{q}}) f(\hat{\mathbf{p}}) \left[ 1 + f(\hat{\mathbf{p}}') \right] \right\}, \tag{2.1}
\]

where tildes imply that they are physical momenta, which are different from the comoving momenta without tildes (e.g. \( p(1+z) = \tilde{p} \) with the redshift \( z \)). \( \mathcal{M} \) is the invariant scattering amplitude and \( \mathbf{n'} \equiv \mathbf{p'}/|\mathbf{p'}| \). We shall now expand each part of (2.1) by introducing two parameters: \( \epsilon \sim \mathcal{O}(q/m_e) \) and \( \eta = \mathcal{O}(|\mathbf{p} - \mathbf{p'}|/m_e). \)\(^2\) We consider that \( \epsilon \) is the order of the electron bulk velocity \( |\mathbf{v}| = \mathcal{O}(10^{-5}) \) or thermal motion \( \sqrt{T_e/m_e} \). The relation between the two parameters are given as \( \epsilon^2 \ll \eta \) since the photon number is peaky for \( \tilde{p} \sim T_\gamma \), and \( T_\gamma \sim T_e \) is manifest if we assume that the system is in kinetic equilibrium.\(^3\) Let us now show the summary of calculations below.

**The Scattering amplitude.** Let us denote the initial state 4-momenta with primes. The scattering amplitude is then written as [57]

\[
\frac{1}{4} \sum_{\text{spins}} |\mathcal{M}|^2 = 2e^4 \left[ \frac{\hat{\mathbf{q}} \cdot \hat{\mathbf{p}}}{\hat{\mathbf{q}} \cdot \hat{\mathbf{p}}} + \frac{\hat{\mathbf{q}} \cdot \hat{\mathbf{p}}}{\hat{\mathbf{q}} \cdot \hat{\mathbf{p}}'} - 2m_e^2 \left( \frac{1}{\hat{\mathbf{q}} \cdot \hat{\mathbf{p}}} - \frac{1}{\hat{\mathbf{q}} \cdot \hat{\mathbf{p}}'} \right) \right] \left( \frac{1}{\hat{\mathbf{q}} \cdot \hat{\mathbf{p}}} - \frac{1}{\hat{\mathbf{q}} \cdot \hat{\mathbf{p}}'} \right)^2, \tag{2.2}
\]

where we have used

\[
\hat{\mathbf{p}} \cdot \hat{\mathbf{q}} = \hat{\mathbf{p}'} \cdot \hat{\mathbf{q}}', \quad \hat{\mathbf{p}} \cdot \hat{\mathbf{q}} = \hat{\mathbf{p}'} \cdot \hat{\mathbf{q}}, \quad \hat{\mathbf{p}} \cdot \hat{\mathbf{p}} = \hat{\mathbf{p}'} \cdot \hat{\mathbf{p}}'. \tag{2.3, 2.4}
\]

\(^2\)We should note that there are two types hierarchies: the inhomogeneity and the electron energy transfer. The former is directly related to the primordial quantum fluctuations, and we usually consider that the magnitude is the order of \( 10^{-5} \) at first order if we assume their scale invariance. In this paper, we use the terminologies “first order” and “second order” in terms of the inhomogeneity.

\(^3\)In the hot electron gas in the late universe, \( \epsilon^2 \gg \eta \) is possible.
which are obtained with 4-momentum conservation \( \tilde{p} + \tilde{q} = \tilde{p}' + \tilde{q}' \). Let us chose the frame to satisfy \( \tilde{q}_\mu = (-\sqrt{m_e^2 + \tilde{q}^2}, \tilde{q}) \). Using the above, we can expand (2.2) as follows:

\[
\frac{1}{4} \sum_{\text{spins}} |M|^2 = |M_0|^2 + |M_\epsilon|^2 + |M_\eta|^2 + |M_\epsilon\eta|^2 + |M_3|^2, \tag{2.5}
\]

where we have defined

\[
\frac{|M_0|^2}{2e^4} = 1 + \lambda^2, \tag{2.6}
\]
\[
\frac{|M_\epsilon|^2}{2e^4} = 2\lambda(\lambda - 1) \left[ \frac{\mathbf{n} \cdot \tilde{q}}{m_e} + \frac{\mathbf{n}' \cdot \tilde{q}}{m_e} \right], \tag{2.7}
\]
\[
\frac{|M_\eta|^2}{2e^4} = (\lambda - 1)^2 \frac{\tilde{p}^2}{m_e^2}, \tag{2.8}
\]
\[
\frac{|M_\epsilon\eta|^2}{2e^4} = 2\lambda(\lambda - 1) \frac{\tilde{q}^2}{m_e^2} + (\lambda - 1)(3\lambda - 1) \left[ \frac{(\mathbf{n} \cdot \tilde{q})^2}{m_e^2} + \frac{(\mathbf{n} \cdot \tilde{q})^2}{m_e^2} \right] + 2(\lambda - 1)(2\lambda - 1) \frac{(\mathbf{n} \cdot \tilde{q})(\mathbf{n}' \cdot \tilde{q})}{m_e^2}. \tag{2.9}
\]

The energy product. On the other hand, the energy product part can be reduced as follows:

\[
\frac{\tilde{p}'}{\tilde{p}} \frac{1}{E(\tilde{q})E(\tilde{q}')} = \frac{\tilde{p}'}{\tilde{p}} \frac{1}{m_e^2} \left( 1 - \mathcal{E}_{\epsilon^2} - \mathcal{E}_{\epsilon\eta} - \mathcal{E}_{\eta^2} \right), \tag{2.10}
\]

where each part is written as

\[
\mathcal{E}_{\epsilon^2} = \frac{\tilde{q}^2}{m_e^2}, \tag{2.11}
\]
\[
\mathcal{E}_{\epsilon\eta} = \frac{\tilde{p} \cdot \tilde{p}' \cdot \tilde{q}}{m_e^2}, \tag{2.12}
\]
\[
\mathcal{E}_{\eta^2} = \frac{(\tilde{p} - \tilde{p}')^2}{m_e^2}. \tag{2.13}
\]

The delta function. The delta functions are Taylor expanded around the photon energy difference; namely, we have

\[
\delta(\tilde{p} - \tilde{p}' + E(\tilde{q}) - E(\til{q}')) = \delta(\til{p} - \til{p}') + (D_\epsilon + D_\epsilon\eta + D_\eta) \frac{\partial \delta(\til{p} - \til{p}')}{\partial \til{p}'}
\]
\[
+ \frac{1}{2} (D_\epsilon + D_\eta)^2 \frac{\partial^2 \delta(\til{p} - \til{p}')}{\partial \til{p}'^2} + \frac{1}{3!} D_\epsilon^3 \frac{\partial^2 \delta(\til{p} - \til{p}')}{\partial \til{p}'^2}, \tag{2.14}
\]

where we have introduced

\[
D_\epsilon = \frac{\tilde{p} \cdot \til{p}'}{m_e}, \tag{2.15}
\]
\[
D_\epsilon\eta = \frac{\tilde{p} \cdot \til{p}'}{2m_e^2}, \tag{2.16}
\]
\[
D_\eta = \frac{(\til{p} - \til{p}')^2}{m_e}. \tag{2.17}
\]
Product of distribution functions. Expanding $g(\tilde{q}')$ around $\tilde{q}$, the product of the distribution functions can be written as

$$F(\tilde{p}', \tilde{p}) = f(\tilde{p})'[1 + f(\tilde{p})] - \frac{g(\tilde{q})}{g(\tilde{q}')} f(\tilde{p})'[1 + f(\tilde{p}')]
= F_1(\tilde{p}', \tilde{p}) + (\alpha_{\eta/\epsilon} + \alpha_{\eta^2/\epsilon^2}) F_3(\tilde{p}', \tilde{p}),$$

(2.18)

where $F_1$, $F_3$ and $\alpha$'s are defined as

$$\alpha_{\eta/\epsilon} = -\frac{(\tilde{q} - m_e \tilde{v}) \cdot (\tilde{p} - \tilde{p}')}{m_e T_e},$$

(2.19)

$$\alpha_{\eta^2/\epsilon^2} = -\frac{(\tilde{p} - \tilde{p}')^2}{2m_e T_e},$$

(2.20)

$$F_1(\tilde{p}', \tilde{p}) = f(\tilde{p}') - f(\tilde{p}),$$

(2.21)

$$F_3(\tilde{p}', \tilde{p}) = f(\tilde{p}') [1 + f(\tilde{p})].$$

(2.22)

Electron momentum integrals. Let us write the $\tilde{q}$ integral as follows:

$$\langle \cdots \rangle \equiv \int \frac{d^3 \tilde{q}}{(2\pi)^3} \cdots g(\tilde{q}).$$

(2.23)

Then integrals with the momentum should be recast into

$$\langle \tilde{q}_i \rangle = n_e m_e v_i,$$

$$\langle \tilde{q}_i \tilde{q}_j \rangle = n_e m_e T_e \delta_{ij} + n_e m_e^2 v_i v_j,$$

$$\langle \tilde{q}_i \tilde{q}_j \tilde{q}_k \rangle = n_e m_e (v_i (\langle \tilde{q}_j - m_e v_j \rangle (\tilde{q}_k - m_e v_k) + 2 \text{perms.}) + n_e m_e^3 v_i v_j v_k$$

(2.24)

$$= n_e m_e^2 T_e (v_i \delta_{jk} + 2 \text{perms.}) + n_e m_e^3 v_i v_j v_k.$$  

2.2 Expansions in terms of $\epsilon$ and $\eta$

Now we are ready to write the collision terms with respect to $\epsilon$ and $\eta$:

$$C[f] = C_{0,0}[f] + C_{\epsilon,0}[f] + C_{\epsilon^2,0}[f] + C_{\epsilon^3,0}[f] + C_{0,\eta}[f] + C_{\epsilon,\eta}[f].$$

(2.25)

We shall now substitute (2.5), (2.10), (2.14) and (2.18) into (2.1). Then, we integrate each momentum by using (2.24) and substitute $\tilde{p} = p(1 + z)$. For simplification of the notation, we introduce the following three angular parameters only for this subsection: $\lambda = n \cdot n'$, $\mu = \tilde{v} \cdot n$ and $\mu' = \tilde{v} \cdot n'$. After tremendous but straightforward calculations, each term is obtained as follows:

$$C_{0,0}[f] = \frac{3}{4} \left( \lambda^2 + 1 \right) F_1(pn', pn)$$

(2.26)

$$C_{\epsilon,0}[f] = \frac{3}{4} \left\{ (4\lambda^2 - 2\lambda + 2) \mu' + (\lambda^2 - 2\lambda - 1) \mu \right\} F_1(pn', pn)$$

$$- (\lambda^2 + 1) (\mu - \mu') \frac{\partial F_1(p'n', pn)}{\partial p'} \bigg|_{p'=p}$$

(2.27)
\[ C_{c^2,0}[f] = \frac{T_e}{m_e} \left[ -\frac{3}{4} (\lambda^3 - \lambda^2 + \lambda - 1) + \frac{3}{2} (2\lambda^3 - 3\lambda^2 - 2\lambda + 1) F_1(p'n', pm) \right. \\
-3 (\lambda^3 - \lambda^2 + \lambda - 1) \frac{\partial F_1(p'n', pm)}{\partial p'} \bigg|_{p'=p} \\
\left. + \frac{3}{2} (2\lambda^3 - 3\lambda^2 - 2\lambda + 1) F_1(p'n', pm) \right] \\
+ v^3 \left[ \frac{3}{8} (\lambda^2 + 1) \mu^2 p^2 \frac{\partial^2 F_1(p'n', pm)}{\partial p'^2} \bigg|_{p'=p} + \frac{3}{8} (\lambda^2 + 1) \mu^2 p^2 \frac{\partial^2 F_1(p'n', pm)}{\partial p'^2} \bigg|_{p'=p} - \frac{3}{4} (\lambda^2 - 2\lambda - 1) \mu^2 p \frac{\partial F_1(p'n', pm)}{\partial p'} \bigg|_{p'=p} \right. \\
\left. - \frac{3}{4} (\lambda^2 + 1) \mu \lambda p^2 \frac{\partial F_1(p'n', pm)}{\partial p'} \bigg|_{p'=p} - 3 (\lambda^2 + 1) \mu \lambda p \frac{\partial F_1(p'n', pm)}{\partial p'} \bigg|_{p'=p} \right. \\
\left. + \frac{3}{8} (\lambda^2 - 2\lambda - 1) \mu^2 p \frac{\partial F_1(p'n', pm)}{\partial p'} \bigg|_{p'=p} + \frac{3}{8} (\lambda^2 - 2\lambda - 1) \mu^2 p \frac{\partial F_1(p'n', pm)}{\partial p'} \bigg|_{p'=p} \right. \\
\left. + \frac{3}{8} (\lambda^2 - 2\lambda - 1) \mu^2 p \frac{\partial F_1(p'n', pm)}{\partial p'} \bigg|_{p'=p} + \frac{3}{8} (\lambda^2 - 2\lambda - 1) \mu^2 p \frac{\partial F_1(p'n', pm)}{\partial p'} \bigg|_{p'=p} \right. \\
\left. + \left( 5\lambda^2 - 4\lambda + 2 \right) \mu^2 F_1(p'n', pm) + 3(\lambda - 2)\lambda \mu \lambda F_1(p'n', pm) \right) \tag{2.28} \]
+ \frac{3}{4} (2\lambda^2 + \lambda + 3) \mu^2 p^2 \mu' \frac{\partial^2 F_1(p' n', p n)}{\partial p'^2} \bigg|_{p' = p} \\
- \frac{3}{8} \mu p (\lambda^2 (2\mu^2 - 7) - 4\lambda (\mu^2 - 1) + 2\mu^2 - 3) \frac{\partial F_1(p' n', p n)}{\partial p'} \bigg|_{p' = p} \\
+ \frac{3}{4} (15\lambda^2 - 10\lambda + 7) \mu \mu'^3 \frac{\partial F_1(p' n', p n)}{\partial p'} \bigg|_{p' = p} \\
- \frac{3}{8} \mu (\lambda^2 (8\mu^2 + 7) - 4\lambda (4\mu^2 + 1) - 4\mu^2 + 3) \mu^2 \frac{\partial F_1(p' n', p n)}{\partial p'} \bigg|_{p' = p} \\
+ \frac{3}{8} \mu (\lambda^2 (2\mu^2 - 7) + \lambda (14 - 4\mu^2) + 2\mu^2 - 1) \mathcal{F}_1(p n', p n) \\
+ 3 (5\lambda^2 - 5\lambda + 2) \mu^3 \mathcal{F}_1(p n', p n) + \frac{3}{2} (5\lambda^2 - 10\lambda + 2) \mu \mu'^2 \mathcal{F}_1(p n', p n) \\
+ \frac{3}{4} (2\lambda^2 (2\mu^2 - 7) + \lambda (13 - 8\mu^2) + 4\mu^2 - 5) \mu' \mathcal{F}_1(p n', p n) \bigg] 
\tag{2.29}

C_{0,\eta}[f] = \frac{3p(1 + z)}{4m_e} (\lambda^3 - \lambda^2 + \lambda - 1) \left[ \frac{p}{3} \frac{\partial F_1(p' n', p n)}{\partial p'} \bigg|_{p' = p} - 2p \frac{\partial F_3(p' n', p n)}{\partial p'} \bigg|_{p' = p} \right] \\
+ \frac{3p(1 + z)}{4m_e} (\lambda^3 - \lambda^2 + \lambda - 1) \left[ 2\mathcal{F}_1(p n', p n) - 4\mathcal{F}_3(p n', p n) \right] 
\tag{2.30}

C_{c,\eta}[f] = \hat{v} \frac{p(1 + z)}{m_e} \left[ \frac{3}{4} (\lambda - 1)(-\lambda^2 - 1)(\mu - \mu') \left[ p^2 \frac{\partial^2 F_1(p' n', p n)}{\partial p'^2} \bigg|_{p' = p} - 2p \frac{\partial^2 F_3(p' n', p n)}{\partial p'^2} \bigg|_{p' = p} \right] \\
+ \frac{3}{4} (\lambda - 1) \left[ 4 \left\{ -4\lambda^2 + \lambda - 3 \right\} \mu' + (\lambda^2 + \lambda + 2) \mu \right] \frac{\partial F_3(p' n', p n)}{\partial p'} \bigg|_{p' = p} \\
- 2 \left\{ (-4\lambda^2 + \lambda - 3) \mu' + (\lambda^2 + \lambda + 2) \mu \right\} \frac{\partial F_3(p' n', p n)}{\partial p'} \bigg|_{p' = p} \\
+ \frac{3}{4} (\lambda - 1) \left[ 2 \left\{ 5\lambda^2 - 2\lambda + 3 \right\} \mu' + (\lambda^2 - 2\lambda - 1) \mu \right] \mathcal{F}_1(p n', p n) \\
- 4 \left\{ (5\lambda^2 - 2\lambda + 3) \mu' + (\lambda^2 - 2\lambda - 1) \mu \right\} \mathcal{F}_3(p n', p n) \right] \bigg] 
\tag{2.31}

2.3 Perturbative expansions

Now we integrate the terms with respect to $n'$ and take the Legendre coefficients. (A.6) is useful for converting $(n \cdot n')$ into combinations of $(\hat{v} \cdot n')$ and $(\hat{v} \cdot n)$. In this section, we ignore the vector and tensor sector for simplicity, and rewrite the physical momenta by using the comoving momenta. Here we consider the following perturbative expansion:

$$ f = \sum_{n=0}^{3} f^{(n)}, \tag{2.32} $$

and replace the bulk velocity as $v \rightarrow \hat{v}^{(1)} + \hat{v}^{(2)} + \hat{v}^{(3)}$. 
Zeroth and first order. We immediately find zeroth and first order collision terms without polarizations at the Thomson scattering limit:

\[(n_e \sigma_T a)^{-1} C_T^{(0)} [f] = 0,\]

\[(n_e \sigma_T a)^{-1} C_T^{(1)} [f] = f_0^{(1)} - f^{(1)} (p) - \frac{1}{2} f_2^{(1)} p_2 - \frac{\partial f^{(0)}}{\partial p} (v \cdot n).\]

Second order. The next leading order has two parts. The Thomson terms which do not induce the momentum transfer become

\[(n_e \sigma_T a)^{-1} C_T^{(2)} [f] = f_0^{(2)} - f^{(2)} (p) - \frac{1}{2} f_2^{(2)} p_2 - \frac{\partial f^{(0)}}{\partial p} (v^{(2)} \cdot n)\]

\[= v \left[ (\dot{v} \cdot n) \left( f^{(1)} (p) - p \frac{\partial f^{(1)}}{\partial p} + \frac{1}{5} p \frac{\partial f^{(2)}}{\partial p} - f_0^{(1)} + \frac{4}{5} f_2^{(1)} \right) + P_3 \left( \frac{3}{10} p \frac{\partial f^{(1)}}{\partial p} - \frac{3}{10} f_2^{(1)} \right) \right]\]

\[+ i P_2 \left( -\frac{1}{5} p \frac{\partial f^{(1)}}{\partial p} + \frac{3}{10} p \frac{\partial f^{(3)}}{\partial p} + \frac{1}{5} f_1^{(1)} + \frac{6}{5} f_3^{(1)} \right) - i p \frac{\partial f^{(1)}}{\partial p} - 2 i f_1^{(1)}\]

\[+ v^2 \left[ P_2 \left( \frac{11}{30} p \frac{\partial^2 f^{(2)}}{\partial p^2} + \frac{2}{3} p \frac{\partial f^{(0)}}{\partial p} \right) + \frac{1}{3} p^2 \frac{\partial^2 f^{(0)}}{\partial p^2} + \frac{4}{3} p \frac{\partial f^{(0)}}{\partial p} \right] + \frac{T_e}{m_e} \left( p^2 \frac{\partial^2 f^{(0)}}{\partial p^2} + 4 p \frac{\partial f^{(0)}}{\partial p} \right) + \frac{p(1 + z)}{m_e} \left( 2 f^{(0)} p \frac{\partial f^{(0)}}{\partial p} + p \frac{\partial f^{(0)}}{\partial p} + 4 f^{(0)} f^{(0)} + 4 f^{(0)} \right).\]

These terms are the additional contributions for the averaged part of (2.35).

Cubic order. The cubic order Thomson terms are obtained as follows:

\[(n_e \sigma_T a)^{-1} C_T^{(3)} [f] = - f^{(3)} (p) + f_0^{(3)} - \frac{1}{2} P_2 f_2^{(3)} - \frac{\partial f^{(0)}}{\partial p} (v^{(3)} \cdot n)\]

\[= \left[ (\dot{v} \cdot n) \left( -\frac{7}{25} p^2 \frac{\partial^3 f^{(0)}}{\partial p^3} - \frac{47}{25} p^2 \frac{\partial^2 f^{(1)}}{\partial p^2} - \frac{3}{2} p \frac{\partial f^{(1)}}{\partial p} \right) \right.\]

\[+ P_3 \left( -\frac{13}{150} p^2 \frac{\partial^3 f^{(0)}}{\partial p^3} - \frac{11}{50} p^2 \frac{\partial^2 f^{(2)}}{\partial p^2} \right) \left[ \frac{1}{3} p^2 \frac{\partial^2 f^{(1)}}{\partial p^2} - \frac{11}{30} p^2 \frac{\partial^2 f^{(1)}}{\partial p^2} + \frac{4}{3} p \frac{\partial f^{(1)}}{\partial p} - \frac{34}{15} p \frac{\partial f^{(1)}}{\partial p} - \frac{12}{5} f_2^{(1)} \right.\]

\[+ P_4 \left( -\frac{3}{35} p^2 \frac{\partial^2 f_2^{(1)}}{\partial p^2} + \frac{6}{35} p \frac{\partial f_2^{(1)}}{\partial p} - \frac{6}{35} f_2^{(1)} \right)\]

\[+ (\dot{v} \cdot n) \left( \frac{27}{25} t p^2 \frac{\partial^2 f_1^{(1)}}{\partial p^2} - \frac{3}{25} t p^2 \frac{\partial^2 f_3^{(1)}}{\partial p^2} + \frac{108}{25} t p \frac{\partial f_1^{(1)}}{\partial p} - \frac{27}{25} t p \frac{\partial f_3^{(1)}}{\partial p} + \frac{42}{25} t f_1^{(1)} - \frac{48}{25} t f_3^{(1)} \right)\]
\[ + \frac{P_3}{25} \left( \frac{3}{50} p^2 \partial^2 f^{(1)}_0 \frac{\partial f^{(1)}_0}{\partial p} - \frac{9}{50} i p^2 \partial^2 f^{(1)}_1 \frac{\partial f^{(1)}_1}{\partial p} - \frac{3}{25} i p \frac{\partial f^{(1)}_2}{\partial p} - \frac{18}{25} p \frac{\partial f^{(1)}_3}{\partial p} + \frac{3}{25} \partial f^{(1)}_4 + \frac{18}{25} i f^{(1)}_3 \right) \]

\[ + \frac{P_2}{30} \left( \frac{11}{30} p^2 \partial^2 f^{(1)}_0 \frac{\partial f^{(1)}_0}{\partial p} - \frac{11}{42} p^2 \partial^2 f^{(1)}_1 \frac{\partial f^{(1)}_1}{\partial p} + \frac{3}{35} p^2 \partial^2 f^{(1)}_2 \frac{\partial f^{(1)}_2}{\partial p} + \frac{2}{3} p \partial f^{(1)}_3 \right) \]

\[ - \frac{22}{21} \frac{\partial f^{(1)}_1}{\partial p} + \frac{6}{7} \frac{\partial f^{(1)}_4}{\partial p} + \frac{9}{7} \frac{\partial f^{(1)}_5}{\partial p} + \frac{12}{7} \frac{\partial f^{(1)}_6}{\partial p} \right) v^2 \]

\[ + \left[ -2 i f^{(2)}_1 - i p \frac{\partial f^{(2)}_1}{\partial p} + (\hat{\mathbf{v}} \cdot \mathbf{n}) \left( f^{(2)}_1(\mathbf{p}) - f^{(2)}_0 + \frac{4 f^{(2)}_2}{5} - p \frac{\partial f^{(2)}_4}{\partial p} + \frac{1}{5} \frac{\partial f^{(2)}_5}{\partial p} \right) \right. \]

\[ + \left. \frac{P_3}{10} \left( \frac{3}{10} \frac{\partial f^{(2)}_2}{\partial p} \right) - \frac{3 f^{(2)}_2}{10} \right) + \frac{P_3}{10} \left( \frac{3 f^{(2)}_1}{10} \right) + \frac{P_3}{10} \left( \frac{3 f^{(2)}_3}{10} \right) + \frac{P_3}{10} \left( \frac{3 f^{(2)}_4}{10} \right) \]

\[ + v(\mathbf{v} \cdot \mathbf{n}) \left( f^{(2)}_1(\mathbf{p}) - f^{(2)}_0 + \frac{4 f^{(2)}_2}{5} - p \frac{\partial f^{(2)}_4}{\partial p} + \frac{1}{5} \frac{\partial f^{(2)}_5}{\partial p} \right) \]

\[ + \frac{P_3}{10} \left( \frac{3 f^{(2)}_1}{10} - \frac{3 f^{(2)}_2}{10} \right) + \frac{P_3}{10} \left( \frac{3 f^{(2)}_3}{10} \right) + \frac{P_3}{10} \left( \frac{3 f^{(2)}_4}{10} \right) \]

\[ + v(\mathbf{v} \cdot \mathbf{n}) \left( 2 f^{(2)}_0 \frac{\partial f^{(0)}_1}{\partial p} + 8 f^{(2)}_0 \frac{\partial f^{(0)}_2}{\partial p} + P_2 \left( \frac{11}{15} p^2 \frac{\partial^2 f^{(0)}_0}{\partial p^2} + \frac{4}{3} \frac{\partial f^{(0)}_0}{\partial p} \right) \right) \]

\[ + \frac{J_{\mathbf{v} \cdot \mathbf{n}} \left[ \left( \frac{24}{5} i f^{(1)}_1(\mathbf{p}) + 12 i f^{(1)}_1(\mathbf{p}) + 6 i \frac{\partial f^{(1)}_1}{\partial p} + \frac{6}{5} \frac{\partial f^{(1)}_1}{\partial p} \right) \right. \]

\[ + \left. (\mathbf{v} \cdot \mathbf{n}) \left( -8 f^{(0)}_0 - 14 \frac{\partial^2 f^{(0)}_0}{\partial p^2} - 31 \frac{\partial f^{(0)}_0}{\partial p} + 62 f^{(0)}_0 \frac{\partial f^{(0)}_0}{\partial p} \right) \right) \]

On the other hand, next leading order Kompaneet terms are given as [37]

\[ (n_e \sigma_{\text{TA}})^{-1} C^{(1)}_K \]

\[ = \frac{p(1+z)}{m_e} \left[ 2 \frac{\partial f^{(0)}_0}{\partial p} f^{(1)}_1(\mathbf{p}) + 4 f^{(0)}_0 f^{(1)}_1(\mathbf{p}) + 2 f^{(1)}_0(\mathbf{p}) + 4 f^{(0)}_0 f^{(1)}_0(\mathbf{p}) + 6 f^{(0)}_0 \frac{\partial f^{(0)}_0}{\partial p} + 2 f^{(1)}_0 \frac{\partial f^{(0)}_0}{\partial p} \right. \]

\[ - \left. p \frac{\partial f^{(1)}_0}{\partial p} - \frac{1}{2} \frac{\partial f^{(1)}_2}{\partial p} \right) \]

\[ + \left. \frac{P_2}{5} \left( -2 f^{(1)}_1 \frac{\partial f^{(1)}_1}{\partial p} + f^{(1)}_2 \frac{\partial f^{(1)}_2}{\partial p} - \frac{1}{2} \frac{\partial f^{(1)}_3}{\partial p} \right) \right. \]

\[ + \left. \frac{P_3}{5} \left( -3 i f^{(1)}_1 - 6 i f^{(1)}_2 - 3 i f^{(1)}_2 \right) \right. \]

\[ + \left. \frac{P_3}{5} \left( -3 i f^{(1)}_1 - 6 i f^{(1)}_2 - 3 i f^{(1)}_2 \right) \right. \]

\[ + \frac{T_{\mathbf{v} \cdot \mathbf{n}} \left[ \frac{47}{5} \frac{\partial^2 f^{(0)}_0}{\partial p^2} \right. - \frac{15}{2} \frac{\partial f^{(0)}_0}{\partial p} \right. \]

\[ + \left. (\mathbf{v} \cdot \mathbf{n}) \left( 6 i \frac{\partial f^{(1)}_1}{\partial p} + 24 i \frac{\partial f^{(1)}_1}{\partial p} + 6 i f^{(1)}_1 \right) + \frac{P_2}{5} \left( \frac{1}{2} \frac{\partial^2 f^{(1)}_1}{\partial p^2} - 2 \frac{\partial f^{(1)}_1}{\partial p} + 3 f^{(1)}_2 \right) \right. \]

\[ + \left. \frac{P_3}{5} \left( -3 i \frac{\partial^2 f^{(1)}_1}{\partial p^2} - 6 i \frac{\partial f^{(1)}_1}{\partial p} + 6 i f^{(1)}_1 \right) \right. \]

\[ + \left. p^2 \frac{\partial f^{(0)}_1}{\partial p} + 4 p \frac{\partial f^{(0)}_1}{\partial p} \right) \right. \]

\[ - \left. 2 \frac{\partial f^{(1)}_1}{\partial p} - 2 \frac{\partial f^{(1)}_2}{\partial p} - \frac{3 i f^{(1)}_1}{10} \right) \]

\[ \right] \]
**Vishniac effects.** The electron number density is also fluctuate. This is taken into account by imposing

\[ n_e \to n_e(1 + 3\Theta_e^{(1)} + 3\Theta_e^{(2)} + 9\Theta_e^{(1)^2}), \]  

(2.39)

where \( \Theta_e \) is the electron temperature perturbation. Then, we have the following additional terms:

\[ \left(3\Theta_e^{(1)} + 3\Theta_e^{(2)} + 9\Theta_e^{(1)^2}\right)C_T^{(1)}[f], \quad 3\Theta_e^{(1)}\left(C_K^{(0)}[f] + C_T^{(2)}[f]\right). \]  

(2.40)

3 Solutions to the Boltzmann equation

The cosmic microwave background radiation is almost isotropic and ideal blackbody at high precision but slightly deviates from the perfect one. In this section, we construct such deviations as solutions of the second order Boltzmann equation.

3.1 Momentum functions

We shall start with introducing the following functional basis to expand the distribution function:

\[ G(p) = -p \frac{\partial f^{(0)}(p)}{\partial p}, \]  

(3.1)

\[ \mathcal{Y}(p) = \frac{1}{p^2} \frac{\partial}{\partial p} p \frac{\partial f^{(0)}(p)}{\partial p}, \]  

(3.2)

\[ \mathcal{M}(p) = T_0 \frac{\partial f^{(0)}(p)}{\partial p}, \]  

(3.3)

where we have defined

\[ f^{(0)}(p) = \frac{1}{e^{p/T_0} - 1}. \]  

(3.4)

The definite integrals of these functions are

\[ \int_0^\infty \frac{dx}{2\pi^2} x^n G = (n + 1)I_n, \]  

(3.5)

\[ \int_0^\infty \frac{dx}{2\pi^2} x^n \mathcal{G} = (n + 1)I_n, \]  

(3.6)

\[ \int_0^\infty \frac{dx}{2\pi^2} x^n \mathcal{Y} = (n + 1)(n - 2)I_n, \]  

(3.7)

\[ \int_0^\infty \frac{dx}{2\pi^2} x^n \mathcal{M} = -nI_{n-1}, \]  

(3.8)

where \( x = p/T_0 \) and \( \{I_n\}_{n=1}^3 = \{1/12, \zeta(3)/\pi^2, \pi^2/30\} \). The following relations are also useful:

\[ p^2 \frac{\partial^2 f^{(0)}(p)}{\partial p^2} = \mathcal{Y} + 4\mathcal{G}, \]  

(3.9)

\[ p \frac{\partial}{\partial p} p \frac{\partial f^{(0)}(p)}{\partial p} = \mathcal{Y} + 3\mathcal{G} \]  

(3.10)

\[ -p \frac{\partial f^{(1)}(p)}{\partial p} = \Theta^{(1)}(3\mathcal{G} + \mathcal{Y}). \]  

(3.11)
More generally,
\[ p^n \frac{\partial}{\partial p} p^m \frac{\partial}{\partial p} p^l f^{(0)} = p^{n+m+l-2} \left[ l(l+m-1)f^{(0)} + \mathcal{Y} + (4-m-2l)\mathcal{G} \right]. \] (3.12)

These \( \mathcal{G}, \mathcal{Y} \) and \( \mathcal{M} \) are “linearly independent”. Let us consider the linear combination of these functions which is equal to zero:
\[ a\mathcal{G} + b\mathcal{Y} + c\mathcal{M} = 0. \] (3.13)

We then integrate the both side with respect to momentum \( p \) and obtain
\[ a(n+1)\mathcal{I}_n + b(n+1)(n-2)\mathcal{I}_n - cn\mathcal{I}_{n-1} = 0. \] (3.14)

The solution to (3.14) can be found to be trivial so that the \( \mathcal{G}, \mathcal{Y} \) and \( \mathcal{M} \) are linearly independent.

### 3.2 First order

The cosmic photon fluid perturbs along the primordial fluctuations; however, it is considered to be a blackbody at each point. Based on the assumption, we usually write the ansatz for the first order Boltzmann equation as a Planck distribution function with a spacetime dependent temperature. Let us expand the function to the linear order in terms of the temperature perturbations. Using (3.1), we can write the linear term as
\[ f^{(1)} = \Theta^{(1)} \mathcal{G}, \] (3.15)

where we have defined \( \Theta^{(1)} \) as the first order temperature fluctuations normalized by the fiducial temperature. One then finds that the both sides of the Boltzmann equation are proportional to \( \mathcal{G} \). This implies that the equation for \( \Theta^{(1)} \) coincides with that of the energy density perturbations and the number density perturbations, which are integrated with respect to the momentum. At this stage, we succeed to justify the first assumption that the system is blackbody at each point.

### 3.3 Second order in the Thomson limit

On the other hand, it has been already known that the above discussions are not applicable at second order [54]. In other words, the second (or higher) order temperature perturbations are momentum dependent in general, and the fluid is no more blackbody even at each local point at second order. This is apparent if we integrate the equation with \( p^n \). We now have three strategies to solve the Boltzmann equation. One is to integrate the momentum dependence and to write the equations for the intensity and the number density perturbations at second order. It can be significant simplification, at the same time, it masks a lot of information in the non-trivial momentum dependence of the distribution function. The second is to consider the full momentum dependent temperature. This can be perfect, but it is far more complicated. We then propose to take into account the momentum dependence partly by the form of the spectral distortions. In other words, we replace the infinite number of degrees of freedom coming from the continuous momentum with the infinite number of the parameters describing the spectral deformations. In fact, we usually apply this kind of approach to reduce the number of equations of a set of partial differential equations. For example, we use the Boltzmann hierarchy equations instead of the equations with angular parameters. In this
case, the important contributions are related to the lower multipoles, and we can simplify the infinite number of equations to a few equations. Actually, we have already done this approach even for our problem at linear order. We can say that the first order spectral distortion is written as momentum independent temperature perturbations in the form of (3.15), that is, infinite number of d.o.f of continuous momentum are reduced to a single local parameter at first order. Our next step is going to second or higher order.

Let us write an arbitrary distribution function in the form of the Planck distribution function with momentum dependent temperature perturbation $\tilde{\Theta} = \tilde{\Theta}(x, p_n, \eta)$:

$$f(x, p_n, \eta) = \frac{1}{e^{\frac{p}{T_0}} e^{-\tilde{\Theta}} - 1}, \quad (3.16)$$

where we define $T_0$ as the temperature of a time independent comoving blackbody.\(^4\) Then let us expand this function around $\tilde{\Theta} = 0$

$$\frac{1}{e^{\frac{p}{T_0}} e^{-\tilde{\Theta}} - 1} = \sum_{n=0}^{\infty} \tilde{\Theta}^n \left(-p \frac{\partial}{\partial p}\right)^n f^{(0)}(p). \quad (3.17)$$

In our convention, the zeroth order distribution function is time independent, and it simplifies the later calculations. Here we should notice that the $n$ is not the order of the perturbations since the temperature perturbations have the following form:

$$\tilde{\Theta} = \sum_n \tilde{\Theta}^{(n)}, \quad (3.18)$$

where $n$ is the order of the perturbations. We have already known that $\tilde{\Theta}^{(1)} = \Theta^{(1)}$ is momentum independent; however, $n > 1$ is momentum dependent in principle. In our definition, the higher order temperature perturbations have none zero homogeneous component since we fix the fiducial temperature $T_0$ as mentioned above. At second order, we find that the momentum dependence is separated as

$$\tilde{\Theta}^{(2)}(p) = \Theta^{(2)} + y \mathcal{Y}(p), \quad (3.19)$$

where $\Theta^{(2)}$ is the momentum independent part and $\mathcal{Y}$ is defined in (3.2). The perturbative expansions are obtained as follows:

$$f^{(1)} = \Theta^{(1)} \mathcal{G}(p), \quad (3.20)$$

$$f^{(2)} = \left[\Theta^{(2)} + \frac{3}{2} \Theta^2\right] \mathcal{G}(p) + \left[y + \frac{1}{2} \Theta^2\right] \mathcal{Y}(p), \quad (3.21)$$

where we have used (3.1) and (3.2).

### 3.4 Collision terms

Thanks to the expression (3.21), it simplifies calculations to write the collision terms as

$$C^{(2)}_T[f] = (A^{(1)} + A^{(2)}) \mathcal{G} + B^{(2)} \mathcal{Y}. \quad (3.22)$$

---

\(^4\) $T_0$ is not the average temperature which varies due to the acoustic reheating or the other heating processes at second order.
Then combining (3.22), (3.21), (2.35), (2.40) and (3.11) and we find

\[
(n_e \sigma_T a)^{-1} A^{(1)} = v \cdot n - \Theta + \Theta_0 - \frac{1}{2} P_2 \Theta_2, \quad (3.23)
\]

\[
(n_e \sigma_T a)^{-1} A^{(2)} = -\frac{2v^2}{5} + v^{(2)} \cdot n + \frac{6(v \cdot n)^2}{5} + v \cdot n(\Theta + 2\Theta_0 + \Theta_2 - 2P_2 \Theta_2)
+ 3\Theta_e (v \cdot n - \Theta + \Theta_0 - \frac{1}{2} P_2 \Theta_2) - iv \left[ -\Theta_1 + \frac{1}{5} P_2 \left( -4\Theta_1 - \frac{3}{2} \Theta_3 \right) \right]
+ \Theta^{(2)}_0 - \Theta^{(2)} + \frac{3}{2} [\Theta^2]_0 - \frac{3}{2} \Theta^2 + \frac{1}{10} \sum_{m=-2}^2 \left( \frac{3}{2} [\Theta^2]_{2m} + \Theta^{(2)}_{2m} \right) Y_{2m}, \quad (3.24)
\]

\[
(n_e \sigma_T a)^{-1} B^{(2)} = \frac{3}{20} v^2 + \frac{11}{20} (v \cdot n)^2 - \frac{\Theta^2}{2} + \frac{[\Theta^2]_0}{2} + v \cdot n \left( \Theta_0 - \frac{1}{2} P_2 \Theta_2 \right)
- iv \left[ -\Theta_1 + \frac{1}{5} P_2 \left( -\Theta_1 - \frac{3}{2} \Theta_3 \right) \right]
+ \frac{1}{20} \sum_{m=-2}^2 [\Theta^2]_{2m} Y_{2m} - y + y_0 + \frac{1}{10} \sum_{m=-2}^2 y_{2m} Y_{2m}, \quad (3.25)
\]

Note that the pure second order quantities such as \( \Theta^{(2)} \) and \( v^{(2)} \) only appear in \( A^{(2)} \), and \( B^{(2)} \) is expressed by products of first order perturbations except \( y \). The monopole component of \( A^{(2)} \) is calculated as zero. This implies that the Compton scattering does not change the isotropic component of the photon number density even at second order.

### 3.5 Liouville terms

We will solve the above equation perturbatively; however, note that we avoid writing the second order metric perturbations explicitly in the following discussions since they do not appear in the final expressions for the spectral distortions. So far we have discussed the r.h.s. of the Boltzmann equation. Next, let us see the Liouville term on the left. Differentiating the distribution function with respect to the conformal time, (3.21) yields

\[
f' = f^{(0)'} + (\Theta' + 3\Theta \Theta') G + \left( \Theta + \frac{3}{2} \Theta^2 \right) G' + (y' + \Theta \Theta') Y + \left( y + \frac{1}{2} \Theta^2 \right) Y', \quad (3.26)
\]

where \( ' \equiv d/d\eta \). Since \( f^{(0)} \) depends only on comoving momentum \( p \), the derivative of the zeroth order part becomes

\[
f^{(0)'} = -(\ln p)' G. \quad (3.27)
\]

Note that \( -(\ln p)' \) does not have the zeroth order part but both the first and the second order terms which describe the gravitational redshift and lensing since \( p \) is the comoving momentum. On the other hand, using (3.10) we can write the time derivative of \( G \) by

\[
G' = -(\ln p)' (3G + Y'), \quad (3.28)
\]

and \( Y' \) can be neglected since this is the first order quantity which is multiplied with the second order perturbations in the equation. Combining (3.26), (3.27) and (3.28) up to second order, we obtain

\[
f' = (1 + 3\Theta)[\Theta' - (\ln p)'] G + (y' + \Theta[\Theta' - (\ln p)']) Y. \quad (3.29)
\]
3.6 Second order equations for the spectral distortion and acoustic reheating

Next, let us write down equations order by order. The first order Boltzmann equation is easily obtained as
\[ \Theta^{(1)'} - (\ln p)'^{(1)} = A^{(1)}. \]  
(3.30)

If we expand \((\ln p)'^{(1)}\) with respect to the metric perturbations, we obtain first order Boltzmann equation of the temperature perturbations with metric perturbations. On the other hand, collecting second order terms, the second order equation can be written as
\[
\left[ \Theta^{(2)'} - (\ln p)^{(2)} + 3\Theta A^{(1)} \right] G + \left[ y' + \Theta A^{(1)} \right] Y = A^{(2)} G + B^{(2)} Y,
\]  
(3.31)

where we have used (3.30) for substituting \(A^{(1)}\) into the expression. As we commented above, \(A^{(2)}\) does not have any monopole terms since the Compton scattering does not change the photon number; however, the temperature is raised by acoustic reheating, namely, the photon number is changed due to \(3\Theta A^{(1)}\) on the left. Integrals with \(p^n\) should be always consistent even if they do not have any physical implications since we should respect the equation at the distribution function level. Therefore, each coefficient for \(G\) and \(Y\) should be equal so that we obtain the Boltzmann equations for \(\Theta^{(2)}\) and \(y\) independently. One then immediately finds
\[
\left[ \Theta^{(2)'} - (\ln p)^{(2)} + 3\Theta A^{(1)} \right] = A^{(2)},
\]  
(3.32)

\[ y' + \Theta A^{(1)} = B^{(2)}. \]  
(3.33)

In contrast to (3.30), there are source terms in the l.h.s. of (3.32), and this implies that the small scale perturbation generates large scale temperature perturbations at second order, whose homogenous component is recently pointed out in [58, 59]. It is important that \(B^{(2)}\) does not have any pure second order terms except \(y\). If one does not introduce the \(y\) to the distribution function at the beginning, (3.31) is not satisfied since both \(\Theta A^{(1)}\) and \(B^{(2)}\) are already determined at first order and do not coincide in principle. This also implies that the \(y\) is determined by the linear perturbations automatically. Let us expand (3.33) by substituting the following form:
\[
A^{(1)} = -n_e\sigma T a \left( \Theta - \Theta_0 - \mathbf{v} \cdot \mathbf{n} + \frac{1}{2} P_2 \Theta_2 \right),
\]  
(3.34)

\[
B^{(2)} = -n_e\sigma T a \left[ \frac{\Theta^2}{2} - \frac{[\Theta^2]_0}{2} - \frac{3}{20} v^2 - \frac{11}{20} (\mathbf{v} \cdot \mathbf{n})^2 \right.
\]
\[
- \frac{1}{20} \sum_{m=-2}^{2} \left[ \Theta^2_{2m} Y_{2m} - \mathbf{v} \cdot \mathbf{n} \left( \Theta_0 - \frac{1}{2} P_2 \Theta_2 \right) \right]
\]
\[
+ iv \left\{ -\Theta_1 + \frac{1}{5} P_2 \left( -\Theta_1 + \frac{3}{2} \Theta_3 \right) \right\}
\]
\[
+ y - y_0 - \frac{1}{10} \sum_{m=-2}^{2} y_{2m} Y_{2m} \right].
\]  
(3.35)
Then we find
\[
\frac{\partial y}{\partial \eta} + n \cdot \nabla y = n_e \sigma_T a \left( \Theta - \Theta_0 - \mathbf{v} \cdot \mathbf{n} + \frac{1}{2} P_2 \Theta_2 \right) \Theta^{(1)}
- n_e \sigma_T a \left[ \frac{\Theta^2}{2} - \frac{[\Theta^2]_0}{2} - \frac{3}{20} \nu^2 - \frac{11}{20} (\mathbf{v} \cdot \mathbf{n})^2 \right.
- \frac{1}{20} \sum_{m=-2}^{2} [\Theta^2]_{2m} Y_{2m} - \mathbf{v} \cdot \mathbf{n} \left( \Theta_0 - \frac{1}{2} P_2 \Theta_2 \right)
\left. + iv \left\{ -\Theta_1 + \frac{1}{5} P_2 \left( -\Theta_1 + \frac{3}{2} \Theta_3 \right) \right\} \right]
- n_e \sigma_T a \left( y - y_0 - \frac{1}{10} \sum_{m=-2}^{2} y_{2m} Y_{2m} \right),
\]
(3.36)

On the other hand, the Fourier transform of the above equation becomes
\[
\frac{\partial y}{\partial \eta} + ik \lambda y = n_e \sigma_T a \left( \Theta - \Theta_0 - \nu \lambda + \frac{1}{2} P_2 \Theta_2 \right) \Theta^{(1)}
- n_e \sigma_T a \left[ \frac{\Theta^2}{2} - \frac{[\Theta^2]_0}{2} - \frac{3}{20} \nu^2 - \frac{11}{20} (\lambda \nu)^2 \right.
- \frac{1}{20} \sum_{m=-2}^{2} [\Theta^2]_{2m} Y_{2m} - \lambda \nu \left( \Theta_0 - \frac{1}{2} P_2 \Theta_2 \right)
\left. + iv \left\{ -\Theta_1 + \frac{1}{5} P_2 \left( -\Theta_1 + \frac{3}{2} \Theta_3 \right) \right\} \right]
- n_e \sigma_T a \left( y - y_0 - \frac{1}{10} \sum_{m=-2}^{2} y_{2m} Y_{2m} \right),
\]
(3.37)

where \( \lambda \) is the cosine between the Fourier momentum and the photon momentum, and products of perturbations are understood as the convolutions. Here we also write the \( m \neq 0 \) components. The equations for the spectral distortions do not include the other pure second order quantities such as the temperature and the metric perturbations. Therefore, we do not have to integrate the full second order Boltzmann equation as long as working only on the spectral distortions. Note that the convolutions include the curvature perturbations implicitly as discussed in the appendix C. Therefore, the integration with respect to the Fourier momentum is non-trivial in general.

4 Inhomogeneous \( y \) distortion

We have introduced \( y \) distortion as momentum dependent part of the second order temperature perturbations. Its momentum dependence is the same form with the usual Compton \( y \) parameter given as
\[
y_C = \int \frac{T_e - T_\gamma}{m_e n_e \sigma_T a} \, d\eta,
\]
(4.1)
where \( T_\gamma \equiv T_0 (1+z) \). We should note that our \( y \) is a free parameter determined by the second order Boltzmann equation and has nothing to do with the inhomogeneity of \( T_e, T_\gamma \) and \( n_e \).
in the integrand in (4.1). To be more specific, our $y$ arises from the expansion associated with the Thomson collision terms but $y_C$ comes from the Kompaneets terms, namely, their momentum dependences coincide accidentally. Below we summarize the evolution equation for our $y$ and confirm the availability of the previous estimations.

### 4.1 Hierarchy equations for the spectral distortion

In this section, we write the hierarchy equations for multipole components of the distortion. Here we ignore $m \neq 0$ (vector and tensor) components for simplicity. (3.37) is then written as

\[
\dot{y} + i k \lambda y = S(k, \lambda) - n_e \sigma_T a \left( y - y_0 + \frac{1}{2} P_2(\lambda) y_2 \right),
\]  

(4.2)

where $\cdot \equiv \partial / \partial \eta$ and the source term is defined by

\[
(n_e \sigma_T a)^{-1} S(k, \lambda) = \left( \Theta - \Theta_0 - v \lambda + \frac{1}{2} P_2(\lambda) \right) \Theta^{(1)}
\]

\[
- \frac{\Theta^2}{2} + \frac{(\Theta^2)_{\lambda_0}}{2} + \frac{3}{20} v^2 + \frac{11}{20} (\lambda v)^2
\]

\[
- \frac{1}{4} \Theta_{\lambda_2} P_2 + \lambda v \left( \Theta_0 - \frac{1}{2} P_2(\lambda) \right)
\]

\[-i v \left\{ -\Theta_1 + \frac{1}{5} P_2 \left( -\Theta_1 + \frac{3}{2} \Theta_3 \right) \right\}
\]

(4.3)

Using (A.1) we obtain the following hierarchy equations for the $y$ distortions:

\[
\dot{y}_l + \frac{k(l+1)}{2l+1} y_{l+1} - \frac{kl}{2l+1} y_{l-1} = S_l - n_e \sigma_T a \left( 1 - \delta_{l0} - \frac{1}{10} \delta_{2l} \right) y_l.
\]

(4.4)

Up to $l = 4$, the source functions can be expanded as

\[
(n_e \sigma_T a)^{-1} S_0 = \frac{v^2}{3} + 2i v \Theta_1 - 3 \Theta_1^2 + \frac{9 \Theta_3^2}{2} - 7 \Theta_3^2 + 9 \Theta_4^2 + \cdots
\]

(4.5)

\[
(n_e \sigma_T a)^{-1} S_1 = \frac{3}{5} i \Theta_2 v - \frac{9}{5} \Theta_1 \Theta_2 + \frac{27}{10} \Theta_2 \Theta_3 - 4 \Theta_3 \Theta_4 + \cdots
\]

(4.6)

\[
(n_e \sigma_T a)^{-1} S_2 = -\frac{11}{150} v^2 - \frac{11}{25} i \Theta_1 v + \frac{33}{50} i \Theta_3 v + \frac{33}{50} \Theta_1^2 - \frac{9}{14} \Theta_2^2
\]

\[-\frac{99}{50} \Theta_1 \Theta_3 + \frac{77}{75} \Theta_3^2 + \frac{18}{7} \Theta_2 \Theta_4 - \frac{9}{7} \Theta_4^2 + \cdots.
\]

(4.7)

Let $k$ be the super horizon scales. The $l > 0$ linear perturbations are not significant before the horizon entry. Therefore, using (C.5) each convolution should be well approximated as

\[
(XY)_k \sim \int \frac{dq}{q} X_q Y_q P_R(q).
\]

(4.8)

(4.8) implies that the source terms induce $k$ independent transfer functions for the $y$ distortion on large scales. Imposing $v = -3i \Theta_1$ during tight coupling regime, we obtain

\[
(n_e \sigma_T a)^{-1} S_0 = \frac{9}{2} \Theta_2^2 - 7 \Theta_3^2 + 9 \Theta_4^2 + \cdots
\]

(4.9)

\[
(n_e \sigma_T a)^{-1} S_1 = \frac{27}{10} \Theta_2 \Theta_2 - 4 \Theta_3 \Theta_4 + \cdots
\]

(4.10)

\[
(n_e \sigma_T a)^{-1} S_2 = -\frac{9}{14} \Theta_2^2 + \frac{18}{7} \Theta_4 \Theta_2 + \frac{77}{75} \Theta_3^2 - \frac{9}{7} \Theta_4^2 + \cdots.
\]

(4.11)
Ignoring the gradient terms, we have

\[\dot{y}_0 \sim n_e \sigma T a \left( \frac{9}{2} \Theta_2^2 - 7 \Theta_3^2 + 9 \Theta_4^2 + \cdots \right) \] (4.12)

\[\dot{y}_1 \sim -n_e \sigma T a y_1 + n_e \sigma T a \left( \frac{27}{10} \Theta_3 \Theta_2 - 4 \Theta_4 \Theta_1 + \cdots \right) \] (4.13)

\[\dot{y}_2 \sim -n_e \sigma T a y_2 + n_e \sigma T a \left( -\frac{9}{14} \Theta_2^2 + 18 \frac{7}{7} \Theta_4 \Theta_2 + \frac{77}{75} \Theta_3^2 - \frac{9}{7} \Theta_4^2 + \cdots \right). \] (4.14)

The first term in r.h.s. of (4.12) is well known. $\Theta_2$ implies the emergence of the anisotropic stress which induces the friction heat, and it sources the distortion. $-n_e \sigma T a y_2$ suppresses growing of $y_2$ by isotropization due to the Thomson scattering, and this is the same for the higher order multipoles. The term proportional to $\Theta_2^2$ in (4.14) implies that the distortions also diffuse due to the anisotropic stress. This effect was previously taken into account by the window function introduced by hands.

Substituting $l = 0$ into (4.4) and ignoring the gradient terms, we immediately find that only the monopole component of the $y$ distortions can survive and is conserved at super horizon after $y$ era. The hierarchy equations at late periods without the sources are given by

\[\ddot{y}_l + \frac{k(l + 1)}{2l + 1} y_{l+1} - \frac{kl}{2l + 1} y_{l-1} = -n_e \sigma T a \left( 1 - \delta_{00} - \frac{1}{10} \delta_{22} \right) y_l, \] (4.15)

and from (4.12), the initial condition of the distortion should be written as

\[y_0(\eta_f, k) \sim \int_{\eta_i}^{\eta_f} n_e \sigma T a \left( \frac{v^2}{3} + 2i v \Theta_1 - 3 \Theta_1^2 + \frac{9 \Theta_2^2}{2} - 7 \Theta_3^2 + 9 \Theta_4^2 + \cdots \right) d\eta \]

\[\sim \int_{\eta_i}^{\eta_f} n_e \sigma T a \left( \frac{9}{2} \Theta_2^2 - 7 \Theta_3^2 + 9 \Theta_4^2 + \cdots \right) d\eta. \] (4.16)

Thanks to (4.8), the main part of $y_0(\eta_f, k)$ is completely the same form with the homogeneous component previously evaluated, for example, in [37]. This is reasonable since the monopole and homogeneous part are not distinguishable before horizon entry.

### 4.2 Integral solutions and Gauge dependence

We shall now demonstrate a line-of-sight integral method for the $y$ distortion. Near the last scattering surface, the source can be negligible and the equations can be written as

\[\ddot{y} + ik \lambda y = -n_e \sigma T a \left( y - y_0 + \frac{1}{2} P_2(\lambda) y_2 \right). \] (4.17)

The method is completely parallel with that for the temperature perturbations. That is, the line-of-sight integral solution for the $y$ distortion is given by

\[y(k, \lambda, \eta_0) = \int_{\eta_f}^{0} d\eta S_y(k, \eta) e^{-ik(\eta_0 - \eta) \lambda} \] (4.18)

\[S_y(k, \eta) = \frac{g}{4k} \frac{y_0 y_2}{4} + \frac{3y_2}{4k^2}, \] (4.19)
where the visibility function is introduced by $g = -\dot{\tau} e^{-\tau}$ with $\dot{\tau}$ being $-n_e \sigma_T a$. The terms related to $y_2$ are new corrections. The harmonic coefficient is also immediately obtained as

$$a_{y,lm} = 4\pi (-i)^l \int \frac{d^3k}{(2\pi)^3} Y_{lm}^*(\hat{k}) \int_0^{\eta_0} d\eta S_y(k, \eta) j_l [k(\eta_0 - \eta)]. \quad (4.20)$$

We can see that no metric perturbations and no second order temperature perturbations are included. Therefore, $y$ has no redshift and no crosscorrelation with the ISW lensing. This helps us to consider the $\mu\mu$ and $yy$ auto and $\mu y$ cross correlations since we do not have to consider the curve of sight [23].

In the end of this section, we shall comment on the gauge dependence of $y$. The gauge transformation laws for $v$ and $-3i\Theta_1$ are the same as given in [60], and higher order multipoles are gauge invariant quantities. Therefore, gauge invariance of $y$ is manifest since the velocity terms in the first line of (4.16) can be recast into $(v + 3i\Theta_1)^2/3$ [37]. There is no metric perturbation in (3.37) so that $y$ distortion evolves gauge independently after its generation.

### 4.3 Homogeneous component of the $y$

In our definition, $y$ is calculated independently from the usual Compton $y$ parameter defined in (4.1). Let us combine these two $y$ distortions. By using Compton $y$ parameter, (2.36) is written as

$$C^{(0)}_K[f] = \dot{y}_C \mathcal{V}(p). \quad (4.21)$$

The ensemble average of the monopole component of the $y$ becomes

$$\frac{\partial \langle y_{tot} \rangle}{\partial \eta} = n_e \sigma_T a \left[ \frac{\langle v^2 \rangle}{3} + 2i \langle v \Theta_1 \rangle - 3 \langle \Theta_1^2 \rangle + \frac{9}{2} \langle \Theta_2^2 \rangle - 7 \langle \Theta_3^2 \rangle + 9 \langle \Theta_4^2 \rangle + \cdots \right] + \dot{y}_C. \quad (4.22)$$

Therefore the total homogeneous component can be calculated as

$$\langle y_{tot} \rangle = - \int \left[ \frac{T_e - T_\gamma}{m_e} + \frac{\langle v^2 \rangle}{3} + 2i \langle v \Theta_1 \rangle - 3 \langle \Theta_1^2 \rangle + \frac{9}{2} \langle \Theta_2^2 \rangle - 7 \langle \Theta_3^2 \rangle + 9 \langle \Theta_4^2 \rangle + \cdots \right] d\eta. \quad (4.23)$$

where the baryon bulk velocity and the temperature dipole are cancel if we apply the tight coupling approximation, namely $v = -3i\Theta_1$. On the other hand, SZ effect can be also calculated in the above formula if we impose $T_e \gg T_\gamma$ and $v \gg \Theta$.

### 5 $\mu$ distortion

#### 5.1 Definition

We have shown that the $y$ is necessary for a set of equations to be consistent at second order; however we have not comment on the chemical potential type distortion called $\mu$ distortion. During $5 \times 10^4 < z < 2 \times 10^6$, the $y$ distortions are converted to the $\mu$ distortion, and the system is considered to be in kinetic equilibrium. This was investigated numerically in the previous studies [34, 37]. Let us try to include the $\mu$ as well in our formulation.

One strategy to include the chemical potential may be writing a second order ansatz in the following form:

$$\Theta^{(2)}(p) = \Theta^{(2)} + y \frac{\mathcal{V}(p)}{G(p)} + \mu \frac{\mathcal{M}(p)}{G(p)} + \cdots, \quad (5.1)$$
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where $\mathcal{M}$ is defined in (3.3). Let us substitute (5.1) into (2.35) and (3.29). We then obtain additional terms proportional to $\mathcal{M}$. Reading off each coefficient, the evolution equation for the $\mu$ distortion is given as follows:

$$
\dot{\mu} + i k \lambda \mu = (n_e \sigma_{TA}) \left[ -\mu + \mu_0 + \frac{1}{10} \sum_{m=-2}^{2} \mu_2 m Y_{2m} \right].
$$

(5.2)

It is not surprising that the conversion of $y$ to $\mu$ is not seen even at second order since we start with a momentum independent $\mu$ parameter, and we did not take into account the momentum transfer. (5.2) just tells us that the momentum independent chemical potential evolves independently from the $y$ distortion and the second order temperature perturbations once it is given at initial time. This implies that $\mu$ generation from $y$ should be treated in the full (or higher order) Boltzmann equations with momentum dependent chemical potential. The other steps for the $\mu$ are completely parallel with those for the $y$, and the harmonic coefficient is the same form with (4.20), namely we have

$$
a_{\mu,lm} = 4 \pi (-i)^l \int \frac{d^3 k}{(2\pi)^3} Y_{lm}^*(\hat{k}) \int_0^{\eta_0} d\eta S_\mu(k, \eta) [k(\eta_0 - \eta)],
$$

(5.3)

and the initial value of the $\mu$ distortion should be introduced by hands in this context.

### 5.2 Instantaneous $\mu$ formation

The full numerical analysis for $\mu$ generation is complicated. Here we notice that the chemical potential is a thermodynamic quantity and that we do not have to care about the details of the process when considering the thermalization time scale is rapid enough. In this section we shall repeat a traditional explanation for the $\mu$ formation with a single comment. Let us consider that the initial state is given by the solutions of the Thomson limit second order Boltzmann equation, namely, the second order number and the energy density are calculated as

$$
N^{(2)}_y = 0,
$$

(5.5)

$$
I^{(2)}_y = 4 I y_3,
$$

(5.6)

where numerical factors $I_n$ are defined in (3.5). Assuming that the thermalization time scale is rapid enough compared to the typical that of the cosmic expansion, these quantities should have the following forms at the next moment:

$$
N^{(2)}_{BE} = 3 I_2 \Theta^{(2)}_{BE} - 2 \mu I_1
$$

(5.7)

$$
I^{(2)}_{BE} = 4 I_3 \Theta^{(2)}_{BE} - 3 \mu I_2
$$

(5.8)

where subscript “BE” implies that they are the parameters associated with a Bose distribution function. Then we can impose the number and the energy conservation laws:

$$
N^{(2)}_y = N^{(2)}_{BE}
$$

(5.9)

$$
I^{(2)}_y = I^{(2)}_{BE}
$$

(5.10)
so that we obtain
\[ \mu = \left( \frac{2I_1}{3I_2} - \frac{3I_2}{4I_3} \right)^{-1} y. \] (5.11)

The numerical constant is calculated as \( \mu = 1.40066 \times 4y \), and the well-known relation is derived. Now we shall have a comment on this matter. (5.9) and (5.10) should not be established at a distribution function level, namely, the continuous evolution of the \( \mu \) is never explained by this approach. This is because the momentum integrals with \( p^a \) should be always consistent if we start with the Boltzmann equation. Suppose that, for instance, we use the Boltzmann equations which are integrated with \( p^4 \) and \( p^5 \), we find the other numerical factor in (5.11). Therefore, there exist time discontinuities in the both sides of the equalities in (5.9) and (5.10). Using (4.16) and (5.11) we approximately obtain the following form of \( \mu \) distortion from the scalar perturbations:
\[ \mu_0(\eta_f, k) \sim \int_{\eta_i}^{\eta_f} n_e \sigma_T a \left( \frac{9}{2} \Theta_2^2 - 7 \Theta_3^2 + 9 \Theta_4^2 + \cdots \right) d\eta. \] (5.12)

5.3 Monopole formation

We have mentioned that the \( \mu \) formation is non-trivial and our prescription is not applicable. Here let us revisit the monopole terms in (2.38). These terms are actually coincide with those in (2.36). This implies that the previous numerical simulation based on (2.36) is also applicable to the inhomogeneous case as long as we ignore the higher order multipoles. As discussed in the previous section, multipoles of the spectral distortions are vanishing, and only the long wavelength modes of the monopole component are dominant. In this sense, we expect that the generation of the inhomogeneous distortions should be explained in the same manner with the previous numerical calculations for the homogenous \( \mu \) distortions [34, 37].

5.4 Suppression from the double Compton scattering

So far we have introduced the initial redshift for the \( \mu \) by referring to the previous numerical works [34, 37]. It is determined by the double Compton effect, which is cubic order QED interaction. The process is crucial for the spectral distortions since it changes the number of photons and erases the distortions. The derivation of the double Compton scattering collision term is complicated so that we avoid writing the term explicitly here. Instead, roughly we estimate the time scales of these interactions. Let \( \Gamma_K \) and \( \Gamma_{DC} \) be the energy transfer ratio due to the Compton scattering and double Compton scattering, respectively. \( \Gamma_K \) should be proportional to the scattering event ratio \( n_e \sigma_T \). Note that there is no energy transfer only if \( n_e \sigma_T \) is large. There exist significant energy transfers if electrons are relativistic enough to transfer the photon energy. This should be characterized by \( T_e/m_e \). Then, we can estimate the energy transfer ratio due to the Compton scattering as follows:
\[ \Gamma_K \sim n_e \sigma_T \frac{T_e}{m_e}. \] (5.13)

Actually, we can reproduce this relation by using (2.36). In analogy with the above discussion, we can roughly estimate \( \Gamma_{DC} \) as well. First, the double Compton scattering interaction ratio should be proportional to \( n_e \sigma_T \alpha^2 \) with \( \alpha \) being the fine structure constant. This is because the process is a cubic order QED interaction, and \( \epsilon \to 0 \) limit electron does not emit the
second photon in terms of energy conservation law.\(^5\) Then, the lowest order term can be estimated as
\[
\Gamma_{DC} \sim n_e \sigma T \left( \frac{T\gamma}{m_e} \right)^2.
\] (5.14)

Using \(\Gamma_K\) and \(\Gamma_{DC}\), we can guess the suppression time scale of the \(\mu\) distortion. The \(\mu\) distortion varies as a result of both the double Compton scattering and the Compton scattering. Therefore, the suppression time scale can be given as the inverse of \(\Gamma_{\mu} \sim \sqrt{\Gamma_{DC} \Gamma_K}\). Employing these facts, we roughly obtain \(\Gamma_{\mu} \sim 10^{-35} \times (1 + z)^2\) s\(^{-1}\) and \(\Gamma_K \sim 10^{-29} \times (1 + z)^4\) s\(^{-1}\). Comparing these with \(H \sim 10^{-20} \times (1 + z)^2\) s\(^{-1}\), one finds that the window of \(\mu\) era is opened during \(O(10^5) < z < O(10^6)\).

6 Higher order spectral distortions

A product of distribution functions in (2.18) can be expanded as
\[
g(\tilde{q}'\tilde{p}')[1 + f(\tilde{p})] - g(\tilde{q})f(\tilde{p})[1 + f(\tilde{p}')]
= g(\tilde{q}) \left( f(\tilde{p}') - f(\tilde{p}) + \left( -\frac{p - \tilde{p}}{2m_e T_e} - \frac{(q - m_e v) \cdot (\tilde{p} - \tilde{p}')}{m_e T_e} \right) f(\tilde{p}) \right) [1 + f(\tilde{p})] + \cdots
= g(\tilde{q}) \left[ f(\tilde{p}') - f(\tilde{p}) + O\left( \frac{\eta}{\epsilon} \right) \right].
\] (6.1)

This implies that the collision terms are linear in \(f\) if we ignore the momentum transfer corrections coming from \(\tilde{p}/m_e\) and \(T_e/m_e\). We start this section with the above Thomson scattering limit.

6.1 Cubic order ansatz at Thomson limit

The dimensional quantity is only the photon momentum in the collision terms. Therefore, the derivative operators always appear in the form of \(p\partial/\partial p\). The cubic order Thomson term \((n_e \sigma T a)^{-1} C_T^{(3)}[f]\) should be written as a linear combination of
\[
f, \quad p\frac{\partial f}{\partial p}, \quad \left( p\frac{\partial}{\partial p} \right)^2 f, \quad \left( p\frac{\partial}{\partial p} \right)^3 f,
\] (6.2)

and their Legendre coefficients with the baryon bulk velocity as explicitly shown in (2.37). Let us introduce a following momentum function:
\[
K(p) = \left( -p\frac{\partial}{\partial p} \right) Y(p),
\] (6.3)

where the momentum integral of \(K\) with \(p^2\) is 0, which inspires us to define a higher order \(y\) distortion. Using this function, the third order derivative of the Planck distribution is given as
\[
\left( -p\frac{\partial}{\partial p} \right)^3 f^{(0)}(p) = K + 3Y + 9G.
\] (6.4)

Combining the above with (3.17), one finds the following cubic order terms:
\[
f^{(3)} = \tilde{\Theta}^{(3)} G + \tilde{\Theta}^{(1)} \tilde{G}^{(2)} (3G + Y) + \tilde{\Theta}^{(1)3} \frac{3!}{3!} (9G + 3Y + K).
\] (6.5)

\(^5\)Linear terms in \(\epsilon\) do not exist since the scattering cross section should be a Lorentz scalar.
Then we separate the momentum dependence of the temperature perturbations as

\[ \tilde{\Theta}^{(1)}(p) = \Theta^{(1)} \]

(6.6)

\[ \tilde{\Theta}^{(2)}(p) = \Theta^{(2)} + \frac{\mathcal{Y}}{G} y^{(2)} \]

(6.7)

\[ \tilde{\Theta}^{(3)}(p) = \Theta^{(3)} - \frac{\mathcal{Y}^2}{G^2} \Theta^{(1)} y^{(2)} + \frac{\mathcal{Y}}{G} y^{(3)} + \frac{\mathcal{K}}{G} \kappa^{(3)}, \]

(6.8)

and we can write the cubic order terms as

\[ f^{(3)} = \left[ \Theta^{(3)} + 3 \Theta^{(1)} \Theta^{(2)} + \frac{3}{2} \Theta^{(1)3} \right] \mathcal{G} \]

\[ + \left[ \Theta^{(1)} \Theta^{(2)} + \frac{1}{2} \Theta^{(1)3} + 3 \Theta^{(1)} y^{(2)} + y^{(3)} \right] \mathcal{Y} \]

\[ + \left[ \frac{1}{3!} \Theta^{(1)3} + \kappa^{(3)} \right] \mathcal{K}. \]

(6.9)

This is our ansatz for the cubic order Thomson limit Boltzmann equation. The former discussion suggests that closed equations for the higher order spectral distortions such as \( \Theta^{(3)}, y^{(3)} \) and \( \kappa^{(3)} \) are systematically obtained. We can reconstruct the distribution functions in the form of the sum of local blackbody and spectral distortions. (6.5) and (6.9) yield

\[ f = \frac{1}{e^{\frac{p T_0}{m c^2}} - 1} + \left[ 1 + 3 \Theta^{(1)} y^{(2)} + y^{(3)} \right] \mathcal{Y} + \kappa^{(3)} \mathcal{K}, \]

(6.10)

where we have defined momentum independent temperature perturbation as \( \Theta = \Theta^{(1)} + \Theta^{(2)} + \Theta^{(3)} \). The spectral shapes of the momentum basis are shown in figure 1. Defining \( \alpha = \frac{2I_1}{3I_2} \), conventionally the \( \mu \) distortion is expressed by not \( \mathcal{M} \) but \( \mathcal{M} + \alpha \mathcal{G} \), which is the difference between a Bose and a Planck distributions whose number densities are the same. \( y^{(3)} \) can be subdominant part of \( y^{(2)} \); however, we can identify \( \kappa^{(3)} \) due to the momentum dependence even if its magnitude is smaller.

### 6.2 General ansatz at Thomson limit

The same prescription is available for higher orders as long as we assume the linearity of the distribution functions. Let us introduce \( n \)-th order momentum function whose integral with \( p^2 \) is zero:

\[ \mathcal{Y}^{(n+1)}(p) = \left( -p \frac{\partial}{\partial p} \right)^n \mathcal{Y}(p), \]

(6.11)

where \( \mathcal{Y}^{(1)} = \mathcal{Y} \) and \( \mathcal{Y}^{(2)} = \mathcal{K} \). Then, \( l \)-th term in (3.17) is expressed as

\[ \left( -p \frac{\partial}{\partial p} \right)^l f^{(0)}(p) = \mathcal{Y}^{(l-1)} + 3 \mathcal{Y}^{(l-2)} + \cdots + 3^{l-2} \mathcal{Y}^{(1)} + 3^{l-1} \mathcal{G} \]

\[ = 3^{l-1} \mathcal{G}(p) + \sum_{k=1}^{l-1} 3^{l-k-1} \mathcal{Y}^{(k)}(p). \]

(6.12)

(6.13)

As discussed in (6.2), the momentum dependence is always expressed by linear combination of \( \mathcal{G}, \mathcal{Y}^{(1)}, \ldots \) and \( \mathcal{Y}^{(n-1)} \). Using these functions, the \( n \)-th order distribution function should be written as

\[ f^{(n)} = \left[ \Theta^{(n)} + \cdots \right] \mathcal{G} + \cdots + \left[ \cdots + y^{(n-1,1)} \right] \mathcal{Y}^{(n-2)} + \left[ \frac{1}{n!} (\Theta^{(1)})^n + y^{(n,0)} \right] \mathcal{Y}^{(n-1)}, \]

(6.14)
\[ \mu \text{ distortion, } y \text{ distortion and higher order } y \text{ distortion are drawn. They are rescaled for comparing the shapes and the peaks. The multiples are shown in the legend in the figure.} \]

where \( y^{(2)} = y^{(2,0)} \), \( y^{(3)} = y^{(2,1)} \) and \( \kappa^{(3)} = y^{(3,0)} \). A number of the new parameters for the \( n \)-th order Thomson limit Boltzmann equations can be \( n \). On the other hand, the time derivative of the momentum basis is calculated as

\[ y^{(n)'} = -(\ln p)^{'} y^{(n+1)}. \tag{6.15} \]

Using this with the same manipulation for (3.29), acoustic sources for higher order distortions can be written as

\[ y^{(n,0)'} = -\frac{1}{(n-1)!} \Theta^{(1)^{n-1}} A^{(1)} + \ldots. \tag{6.16} \]

Therefore, we always have the higher order spectral distortions as results of mode couplings as in the case with the usual \( y \) distortion.

### 6.3 First order Kompaneets terms

So far we have discussed the Thomson limit to ignore the nonlinear terms of \( f \) for simplicity. The above prescription itself can be powerful since it is applicable for the same class of collision process; however we should take into account not only the inhomogeneity but also the momentum transfer in the realistic application to the CMB. When we discussed the second order theory, the Kompaneets terms are comparable to the Thomson anisotropic parts; however, they are homogenous and do not contribute to the perturbation equation. The total average part is calculated by combining the result of the Thomson part with the SZ effects. If we look at the cubic order, the momentum transfer is expected to be written as products of the Compton \( y \) parameter and the first order anisotropies. In this case, the linear Kompaneets terms are non-negligible for the perturbation equations.
We now discuss the momentum transfer coming from \( p(1 + z)/m_e \) and \( T_e/m_e \) at cubic order. From (2.36) and (2.38), we have
\[
(n_e \sigma T a)^{-1} (C_{K,0}^{(0)} + C_{K,0}^{(1)} f) = \frac{1}{m_e p^2} \frac{\partial}{\partial p} p^4 \left( T_e(1 + \Theta_{e0}) \frac{\partial f_0}{\partial p} + f_0 [1 + f_0] \right),
\]
(6.17)
where \( f_0 = f^{(0)} + f_0^{(1)} \), and we replace \( T_e \to T_e(1 + \Theta_{e0}) \) to include the electron temperature perturbation. The differentiated part can be calculated as
\[
T_e(1 + \Theta_{e0}) \frac{\partial f_0}{\partial p} + f_0 [1 + f_0] = \left[ T_e(1 + \Theta_{e0}) - T_0 e^{\tilde{\Theta}_{e0}} \right] \frac{\partial f_0}{\partial p} - \frac{T_0 e^{\tilde{\Theta}_{e0}}}{1 - p \frac{\partial \Theta_{e0}}{\partial p}} \frac{\partial^2 f_0}{\partial p^2}.
\]
(6.18)
Therefore, (6.17) yeilds
\[
(n_e \sigma T a)^{-1} C_{K,0}^{(1)} f \simeq \frac{1}{m_e p^2} \frac{\partial}{\partial p} p^4 \left[ T_e \left( 1 + \Theta_{e0}^{(1)} \right) - T_\gamma \left( 1 + \Theta_0^{(1)} \right) \right] \frac{\partial f_0}{\partial p}.
\]
(6.19)
The momentum independence of \( \Theta^{(1)} \) is important for this expression, and we have non-trivial additional terms at higher order. Thus, the monopole component of the first order Kompaneets equation is obtained as follows:
\[
(n_e \sigma T a)^{-1} C_{K,0}^{(1)} f = \frac{1}{m_e p^2} \frac{\partial}{\partial p} p^4 \left[ (T_e \Theta_{e0} - T_\gamma \Theta_0) \frac{\partial f^{(0)}}{\partial p} + (T_e - T_\gamma) \Theta \frac{\partial G}{\partial p} \right] = \frac{T_e \Theta_{e0} - T_\gamma \Theta_0}{m_e} \mathcal{Y} + \frac{T_e - T_\gamma}{m_e} \Theta_0 \mathcal{K},
\]
(6.20)
where we use
\[
\frac{1}{p^2} \frac{\partial}{\partial p} p^4 \frac{\partial}{\partial p} = -3 \left( -p \frac{\partial}{\partial p} \right) + \left( -p \frac{\partial}{\partial p} \right)^2,
\]
(6.21)
and
\[
\frac{1}{p^2} \frac{\partial}{\partial p} p^4 \frac{\partial}{\partial p} G = \mathcal{K}.
\]
(6.22)
The other cubic order terms should be linear combinations of \( G, \mathcal{Y} \) and \( \mathcal{K} \) as pointed above.

### 6.4 Linear Sunyaev-Zel’dovich effect

(6.20) has terms proportional to \( \mathcal{Y} \) and \( \mathcal{K} \). The first term implies that there are additional sources for (3.33). Assuming that \( T_e = T_\gamma \),
\[
\frac{T_e \Theta_{e0} - T_\gamma \Theta_0}{m_e} = \frac{T_\gamma}{3m_e} \delta_{e\gamma},
\]
(6.23)
where we have defined the baryon isocurvature perturbation as
\[
\delta_{e\gamma} = 3(\Theta_{e0} - \Theta_0) = \delta_e - \frac{3}{4} \delta_\gamma.
\]
(6.24)
This implies that the \( yT \) cross correlation function does exist even for Gaussian perturbations suppose that there are baryon isocurvature perturbations and that they are cross correlated.

---

The terms proportional to \( v \) do not contain the zeroth order distribution functions so that they are the second order Kompaneets terms.
with the adiabatic ones. Physical implication of \((6.23)\) is clear: the fluctuations of relative number density induce additional recoil effects. These terms may be crucial since \(T_\gamma/m_e = O(10^{-9})(1 + z)\), which may be comparable to the acoustic source for \(z \gtrsim O(10^3)\).

On the other hand, for the adiabatic initial condition \(\Theta_{e0} = \Theta_0\), one finds

\[
n_e \sigma_T a \frac{T_e \Theta_{e0} - T_\gamma \Theta_0}{m_e} = \dot{y}_c \Theta_0. \tag{6.25}
\]

This should be more important since \(y_c\) is recently estimated in [61], and the magnitude is expected to be \(10^{-6}\). Therefore, we roughly expect

\[
y_0^{(3)} \sim \int d\eta y_c \Theta_0 \sim y_c \Theta_0(z_c), \tag{6.26}
\]

where \(z_c\) is the redshift when SZ effects occur. The cross correlation with the temperature can be given as

\[
C_l^{y(3)T} \sim 10^{-6} C_l^{TT}. \tag{6.27}
\]

If we compare \((6.27)\) to the non-Gaussianity origin \(y^{(2)}T\) cross correlation, this corresponds to \(f_{NL}^{\mu y} \sim 10^{[53]}\), that is, we cannot ignore this contribution for the non-Gaussianity observation by using \(yT\) cross correlation; however, we also point out that the systematic errors for the PIXIE experiment is \(10^3\) times larger than the signal [62] and the problem is not so simple.

The second term in \((6.20)\) also implies the other higher order SZ effects. As in the case with \(y^{(3)}\), we estimate the higher order spectral distortion as

\[
\kappa_0^{(3)} \sim y_c \Theta_0(z_c). \tag{6.28}
\]

This implies that there are two types of linear SZ effects, and we can distinguish this higher order distortion from the former tSZ effect due to the momentum dependence. We should note that the anisotropies in the distortions are connected with the electron gas configurations, and it may be possible to have a 3D map of the linear perturbations by using the linear SZ effects.

### 6.5 Higher order spectral distortions and a residual distortion

Recently, non-\(\mu\) and non-\(y\) type spectral distortions called residual distortion is proposed for the purpose of classifying the actual observational data of CMB intensity spectrum [63]. The authors introduced the \(n\) dimensional Euclidean space with \(n\) being a number of frequency channels and characterize the distortions by using linearly independent vectors in the space. The residual distortion is the forth direction perpendicular to temperature shift, \(y\) distortion and \(\mu\) distortion directions. Actually, there are \(n - 3\) linearly independent directions for residual distortion, and our higher order momentum basis \(Y^{(n)}\) should be included in them.

The residual distortion mainly well describes thermal history during \(\mu - y\) transition period, which cannot be treated in our method due to the non-linearity of the distribution functions in Kompaneets terms as seen in \((6.18)\). Full parametrization of the residual distortion in a systematic approach should be important for the future observational cosmology.

### 7 Summary

The second order temperature perturbations are momentum dependent in contrast to zeroth and first order. The momentum is usually integrated to obtain the second order brightness
perturbations so that non-trivial configurations in the momentum spectrum has not been analyzed. In this paper, we explicitly wrote the second order Boltzmann equation for the Planck distribution function with a momentum dependent temperature and showed that such a dependence is separated into two “linearly independent” functions with corresponding parameters. One of them is understood as the fluctuations of the local blackbodies, and we derived the evolution equation for the acoustic temperature rise in a explicit way. Another is the form of well known $y$ distortion which arise from Silk damping. We derived the exact evolution equation of the distortion and combine it with the homogenous component coming from the other thermal history. On the other hand, we also showed that the formation of the spectral $\mu$ distortion is not understood in our framework. The $\mu$ is a result of the frequent momentum transfer, and the momentum independent ansatz does not work to explain the generation. In the last section, we also discussed the potential to extend our method to higher order. In our cases, the linearity of the distribution functions in the collision terms is crucial. As an example, we investigated the cubic order Boltzmann equations. We derived the cubic order Thomson terms and linear Kompaneets terms, and newly define the higher order $y$ distortion to make the equations closed. We also showed that the mode coupling arises as in the case with $y$ distortions, and found linear SZ effects. The above method has potential for applying to wider classes of non-equilibrium physics or non-linear problems. The basis functions may have the different forms depending on concrete collision terms; however several classes can be solved systematically as we have shown in this paper. For example, the Maxwell-Boltzmann distribution functions with several orders of the spectral distortions may be another window for the analysis of large scale structure, and Boltzmann equations for the massive neutrino might be solved in the same manner.

Acknowledgments

We also would like to thank Enrico Pajer, Jens Chluba and Wayne Hu for a lot of helpful discussions. We would like to thank Masahide Yamaguchi for a lot of helpful comments. We would like to thank Jens Chluba for careful reading of our manuscript. The author is supported by a Grant-in-Aid for Japan Society for the Promotion of Science (JSPS) Fellows.

A Multipole and harmonic expansion

In this paper, the multipole expansion of $X$ is defined as

$$X(\hat{v} \cdot n) = \sum_l (-i)^l (2l + 1) P_l(\hat{v} \cdot n) X_l,$$  \hspace{1cm} (A.1)

where $\hat{v}$ is the direction of the baryon bulk velocity. On the other hand, the harmonic expansion is introduced as

$$X(n) = \sum_{l,m} X_{lm} Y_{lm}(n).$$  \hspace{1cm} (A.2)

The relation between these coefficients for $m = 0$ can be expressed as

$$X_{l0} = \sqrt{4\pi(2l + 1)} (-i)^l X_l.$$  \hspace{1cm} (A.3)
For example, expanding (3.20) and (3.21) in terms of multipoles, we can write the coefficients as follows:

\[ f^{(1)}_l = \Theta^{(1)}_l G, \]  
\[ f^{(2)}_l = \left( \Theta^{(2)}_l + \frac{3}{2} \Theta^2_l \right) G + \left( y_l + \frac{1}{2} \Theta^2_l \right) \mathcal{Y} \]

(A.4)  
\[ f^{(2)}_l = \left( \Theta^{(2)}_l + \frac{3}{2} \Theta^2_l \right) G + \left( y_l + \frac{1}{2} \Theta^2_l \right) \mathcal{Y} \]

(A.5)

Products of \((n \cdot n')\) can be separated by using the following formula:

\[ \int \frac{d\mu'}{2} \int \frac{d\phi'}{2\pi} P_l(n \cdot n') = \int \frac{d\mu'}{2} P_l(\mu) P_l(\mu'), \]

(A.6)

where \(\mu(\mu')\) is the cosine between a \(z\) axis and \(n(n')\).

**B A translation of second order collision terms**

While we reproduce the second order Boltzmann collision terms which was derived in a previous literature, we comment on the correspondence of the variables with the result in [2]. (4.42) in [2] is written by

\[ \frac{1}{2} C[f]\left(n_e, \sigma_T\right)^{-1} = \frac{1}{2} f^{(2)}_0 - \frac{1}{4} \sum_{m=-2}^{2} \frac{\sqrt{4\pi}}{2^{3/2}} f^{(2)}_{2m} \gamma_{2m} - \frac{1}{2} f^{(2)}_0 (p) \]

\[ \quad + \delta^c \left[ f^{(1)}_0 + \frac{1}{2} f^{(1)}_2 \mathcal{P}_2(\mathbf{v} \cdot \mathbf{n}) - f^{(1)} - p \frac{\partial f^{(0)}}{\partial p} (\mathbf{v} \cdot \mathbf{n}) \right] \]

\[ \quad - \frac{1}{2} \frac{\partial f^{(0)}}{\partial p} (\mathbf{v}^{(2)} \cdot \mathbf{n}) \]

\[ + \left( \mathbf{v} \cdot \mathbf{n} \right) \left[ f^{(1)}_2 (p) - f^{(1)}_0 - p \frac{\partial f^{(1)}_0}{\partial p} - f^{(1)} + \frac{1}{2} \mathcal{P}_2(\mathbf{v} \cdot \mathbf{n}) \left( f^{(1)}_2 - p \frac{\partial f^{(1)}_2}{\partial p} \right) \right] \]

\[ + \left( \mathbf{v} \cdot \mathbf{n} \right)^2 \left[ \frac{p}{2} \frac{\partial f^{(0)}}{\partial p} + 11 \frac{p^2}{20} \frac{\partial^2 f^{(0)}}{\partial p^2} \right] + v^2 \left[ p \frac{\partial f^{(0)}}{\partial p} + 3 \frac{p^2}{20} \frac{\partial^2 f^{(0)}}{\partial p^2} \right] \]

\[ + \frac{1}{m_e p^2} \frac{\partial}{\partial p} \left[ p^4 \left( T_e \frac{\partial f^{(0)}}{\partial p} + f^{(0)} \left( 1 + f^{(0)} \right) \right) \right], \]

where we found \(p^2\) in the denominator of the last line as also pointed out in [64]. In our notation, the time coordinate is conformal time \(\eta\) and we replace the functions as

\[ p \rightarrow \tilde{p}, \]
\[ \frac{1}{2} C[f] \rightarrow C[f], \]
\[ f^{(2)} \rightarrow f^{(2)}, \]
\[ \frac{1}{2} \mathbf{v}^{(2)} \rightarrow \mathbf{v}^{(2)} \]
\[ f_i \rightarrow (-i)^i f_i, \quad (B.6) \]
\[ f_{lm} \rightarrow (-i)^{-l} \sqrt{\frac{2l+1}{4\pi}} f_{lm}. \quad (B.7) \]

C A treatment to convolutions

The linear perturbations are simply proportional to the primordial perturbations in Fourier space. Therefore, the Boltzmann equations are also the equations for the transfer functions simultaneously. This is not the case at second order since we have convolutions, namely, the Fourier momentum integrals which include the primordial curvature perturbations. Let us write the curvature perturbations in the convolution explicitly as follows:

\[ (XY)_k \equiv \int \frac{d^3 q}{(2\pi)^3} X_q Y_{k-q} R_{k-q}. \quad (C.1) \]

where let \( X_q \) and \( Y_{k-q} \) be the transfer functions for the linear perturbations. The ensemble average with \( R_{k'} \) is then given as

\[ \langle (XY)_k R_{k'} \rangle = (2\pi)^3 \delta^{(3)}(k + k') \int \frac{d^3 q}{(2\pi)^3} X_q Y_{k-q} B_R(q, |k - q|, k'), \quad (C.2) \]

where \( B_R \) is the shape function of the primordial bispectrum. Let us consider the case \( X \) and \( Y \) are significant for \( k \ll q \), and let us integrate \( q \) in advance. Then, we can approximate the above equation as

\[ \langle (XY)_k R_{k'} \rangle \approx (2\pi)^3 \delta^{(3)}(k + k') \int \frac{d^3 q}{(2\pi)^3} X_q Y_q B_R(q, q, k'). \quad (C.3) \]

Suppose that the bispectrum is local-type, one can simplify this further and obtain

\[ \langle (XY)_k R_{k'} \rangle \approx (2\pi)^3 \delta^{(3)}(k + k') P_R(k') \left( -\frac{12}{5} f_{NL}^{loc} \right) \int dq \frac{q}{P_R(q)} X_q Y_q. \quad (C.4) \]

This expression tells us that it is equivalent to replace the convolution as

\[ (XY)_k \sim \int dq \frac{q}{P_R(q)} X_q Y_q R_k^{(2)}. \quad (C.5) \]

where we have defined the “second order curvature perturbation” to satisfy

\[ \langle R_k^{(2)} R_{k'} \rangle \sim \langle 2\pi \rangle^3 \delta^{(3)}(k + k') \left( -\frac{12}{5} f_{NL}^{loc} \right) P_R(k), \quad (C.6) \]

\[ \langle R_k^{(2)} R_{k'}^{(2)} \rangle \sim \langle 2\pi \rangle^3 \delta^{(3)}(k + k') 4\tau_{NL}^{loc} P_R(k). \quad (C.7) \]
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