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We present exact results on a novel kind of emergent random matrix universality that quantum many-body systems at infinite temperature can exhibit. Specifically, we consider an ensemble of pure states supported on a small subsystem, generated from projective measurements of the remainder of the system in a local basis. We rigorously show that the ensemble, derived for a class of quantum chaotic systems undergoing quench dynamics, approaches a universal form completely independent of system details: it becomes uniformly distributed in Hilbert space. This goes beyond the standard paradigm of quantum thermalization, which dictates that the subsystem relaxes to an ensemble of quantum states that reproduces the expectation values of local observables in a thermal mixed state. Our results imply more generally that the \textit{distribution} of quantum states themselves becomes indistinguishable from those of uniformly random ones, i.e. the ensemble forms a \textit{quantum state-design} in the parlance of quantum information theory. Our work establishes bridges between quantum many-body physics, quantum information and random matrix theory, by showing that pseudo-random states can arise from isolated quantum dynamics, opening up new ways to design applications for quantum state tomography and benchmarking.

Introduction. Universality, the emergence of features independent of precise microscopic details, allows us to simplify the analysis of complex systems and to establish important general principles. Quantum thermalization prescribes a scenario where such universal behavior arises from generic dynamics of isolated quantum many-body systems. It is widely accepted that quantum chaotic many-body systems – that is, systems with spectral correlations described by random matrix theory (RMT) \cite{bogomolny1991,mehta2004} – will locally relax to maximally entropic thermal states constrained only by global conservation laws \cite{heyl2017}. Physically, this arises because of the extensive amounts of entanglement generated between a local subsystem and its complement, which acts like a bath. Ignoring the state of the bath, the subsystem acquires a universal, mixed form, described by a generalized Gibbs state. Understanding this universality has led to the development of the eigenstate thermalization hypothesis (ETH) \cite{bates2016,srednicki1999}, and has also spurred intense research into mechanisms for its break-down such as many-body localization \cite{heyl2017,altman2019} and quantum many-body scarring \cite{altman2020,sadreev2018}.

Here we take a perspective different from the standard treatment of quantum thermalization and ask: what happens if (some) information about the bath is explicitly kept track of instead of discarded – how then does one describe properties of a local subsystem? Will there be any kind of universality in this setting? Such a consideration is of fundamental interest, as it would illuminate the role of the bath in quantum thermalization beyond the conventional paradigm. It is also natural given the capability of present-day quantum simulators, which allow access to correlations not only within a subsystem, but also \textit{between} the subsystem and its complement.

To this end we consider here the \textit{projected ensemble}, introduced in Refs. \cite{altman2015,altman2016}. This is a collection of \textit{pure states} supported on a local subsystem $A$, each of which is associated with the outcome of a projective measurement of the complementary subsystem $B$ in a fixed local basis. Such an ensemble contains strictly more information than the conventionally studied reduced density matrix $\rho_A$, which is recovered from the first moment of the ensemble’s distribution; higher moments further characterize statistical properties of the ensemble in increasingly refined fashions, such as the spread of projected states over Hilbert space.

In this Letter, we present exact results on universal properties exhibited by the projected ensemble, obtained from a class of quantum chaotic many-body dynamics without global conservation laws: we rigorously show that its statistics becomes completely independent of microscopic details over time. Concretely, we focus on the non-integrable, periodically-kicked Ising model and prove in the thermodynamic limit (TDL) that the projected ensemble evolves toward a maximally entropic distribution, i.e. all its moments agree \textit{exactly} with those of the uniform ensemble over Hilbert space. In the parlance of quantum information theory (QIT), such an ensemble is said to form a \textit{quantum state-design} \cite{karol1994,harper1998,serafini2016,bauer2017}. Intriguingly, this happens in finite time in quench dynamics.

Our results demonstrate a new kind of emergent random matrix universality exhibited by quantum chaotic many-body systems at infinite temperature: at late times, a local subsystem $A$ is characterized by an ensemble of states indistinguishable from random ones not only within expectation values of observables (à la standard quantum thermalization \cite{heyl2017}), but also within \textit{any} statistical properties of the states themselves. In other words, there is no protocol performable on $A$ which can information-theoretically differentiate the projected states from uniformly random ones. Theoretical and ex-
perimental evidence have been given conjecturing the appearance of such universality across wide classes of physical systems and states [9, 10]; our results complement these by furnishing an exactly-solvable model where this conjecture can be proven.

We note that the kicked Ising model we study exhibits RMT spectral statistics for all times, as proven in [15]; the result involved a necessary averaging over a small but non-vanishing amount of disorder. In contrast, our work demonstrates how universal randomness can also arise naturally within dynamics of a single instance of a clean Hamiltonian and wavefunction, induced by measurements.

Projected ensembles and quantum state-designs. The projected ensemble is defined as follows [9, 10]. Consider a single generator state $|\Psi\rangle$ of a large system of $N$ qubits (generalization to a qudit system is immediate), and a bipartition into subsystems $A$ and $B$ with $N_A$ and $N_B$ qubits respectively. We assume the state of $B$ is projected measuremely so measured in the local computational basis, so that one obtains a bit-string outcome $z_B = (z_{B,1}, z_{B,2}, \ldots, z_{B,N_B}) \in \{0,1\}^{N_B}$ and its associated pure quantum state on $A$

$$|\psi(z_B)\rangle = (I_A \otimes \langle z_B |)|\Psi\rangle/\sqrt{p(z_B)}$$  

with probability $p(z_B) = \langle \Psi | I_A \otimes | z_B \rangle \langle z_B | \Psi \rangle$, see Fig. 1a. The set of (generally non-orthogonal) projected states over all $2^{N_B}$ outcomes with respective probabilities, forms the projected ensemble $E := \{p(z_B), |\psi(z_B)\rangle\}$.

The statistical properties of $E$ is characterized by moments of its distribution. Concretely, the $k$-th moment is captured by a density matrix

$$\rho^{(k)}_E = \sum_{z_B} p(z_B) |\psi(z_B)\rangle \langle \psi(z_B)|$$

acting on the $k$-fold tensor product space $H_A^{\otimes k}$, where $H_A$ is the Hilbert space of $A$. The first moment $k=1$ (mean) contains information about the expectation value of any physical observable in $A$, as $\rho^{(1)}_E$ equals $\rho_A$. Higher moments $k \geq 2$ capture properties beyond, in particular quantifying the variance, skewness, etc. of the distribution of projected states over $H_A$. We note that understanding statistical properties of ensembles of quantum states or unitaries (specifically quantifying the degree of randomness) forms the basis of many applications in quantum information science such as cryptography, tomography, or machine learning, as well as sampling-based computational-advantage tests for near-term quantum devices [16–29]. Eq. (2) probes analogous information for the projected states of a small subsystem, where now the ensemble is of states correlated to measurement outcomes of the bath. We emphasize such higher moments have begun to be experimentally probed in quantum simulators [9], highlighting the need to better understand their universal properties.

![Figure 1. (a) Projected state $|\psi(z_B)\rangle$ on $A$ arises from a projective measurement of subsystem $B$ in the local $z$-basis, with measurement outcome $z_B$. Here the generator state is an initial product state $|+\rangle^\otimes N_B$ evolved by unitary $U$. (b) Distribution over Hilbert space of projected states $|\psi(z_B)\rangle$, each occurring with probability $p(z_B)$, illustrated for $N_A=1$. The projected ensemble $E$ forming a quantum state-design in the TDL implies the states cover the Bloch sphere uniformly.](image)
allow arbitrary $g$ excluding exceptional points $g \not\in \mathbb{Z} \pi/8$. We calculate the projected ensemble $\mathcal{E}$ on subsystem $A$ comprised of the first $N_A$ contiguous qubits, measuring the remaining $N_B$ qubits in the computational $z$-basis from the generator state $|\Psi(t)\rangle = U^+_F |+\rangle^\otimes N$, where $|+\rangle$ is the $x$-polarized state (see [30] for a discussion on other initial states). Here $t \in \mathbb{Z}$ is the number of applications of $U_F$.

Our central result is that for a fixed subsystem $A$, evolution under the kicked Ising model for a sufficiently long but finite time followed by measurements on an infinitely-large complementary subsystem $B$, essentially effects random rotations on $A$, so that the projected states are statistically indistinguishable from Haar-random ones, see Fig. 1b. Precisely, we have:

**Theorem 1.** For $t \geq N_A$ and $g \not\in \mathbb{Z} \pi/8$, the projected ensemble $\mathcal{E}$ forms an exact quantum state-design in the thermodynamic limit: for any $k$, $\lim_{N_B \to \infty} \rho^{(k)}_B = \rho^{(k)}_{\text{Haar}}$.

The proof of our claim combines several tools used in quantum chaos and QIT, outlined here. First, we leverage a so-called dual-unitary property of $U_F$ enjoyed at the special values of $J, h$ picked [15, 31]: the unitary represented as a tensor-network can be interpreted as unitary evolution not only along the temporal, but also the spatial-direction (Fig. 2). In the dual picture, measuring $N_B$ qubits induces an ensemble of quantum circuits enumerated by measurement outcomes, which act on $t$ fictitious qubits. Each projected state (1) arises from a particular circuit evolution, followed by a map to the space of $N_A$ qubits [discussed in Eq. (7)]. We show the ensemble of circuits, when infinitely-deep (corresponding to the TDL), is statistically indistinguishable from Haar-random unitaries — i.e. it forms a unitary design [11–14], allowing us to establish that the projected states are correspondingly uniformly distributed over Hilbert space.

We now flesh out the above steps. We first introduce the following elementary diagrams:

$$
\frac{1}{\sqrt{2}} \left( \begin{array}{cc} 1 & 1 \\ 1 & -1 \end{array} \right), \quad \gamma_i = \delta_{z_1 z_2 z_3} e^{-ig(1-2z_1)}.
$$

The former represents the Hadamard gate, while the latter is a tensor evaluating to non-zero values, $e^{\pi i g}$, if and only if all three indices $z_i \in \{0,1\}$ agree, $z_1, z_2, z_3 = 0(1)$, respectively. These tensors can be contracted with one another, or with quantum states (see [30] for details). Using this notation, evolution by Ising interactions and transverse fields can be cast (up to irrelevant global phases) as

$$
e^{-i \pi \sigma^z \otimes \sigma^y} = \sqrt{2} \times \begin{array}{c} \pi/4 \\ \pi/4 \end{array}, \quad e^{-i \pi \sigma^x} = \begin{array}{c} \pi/2 \end{array}.
$$

Additionally, a measurement at site $i$ is represented by a contraction with an outcome state $|z_{B,i}\rangle$, yielding two possibilities

$$
\begin{array}{c}
\circ \quad \text{if } z_{B,i} = 0 \\
\circ \quad \text{if } z_{B,i} = 1
\end{array}
$$

Combined together, our diagrams allow a particularly compact tensor-network representation of the (unnormalized) projected state $|\tilde{\psi}(z_B)\rangle = (I_A \otimes \langle z_B | U^+_F |+\rangle^\otimes N$ (Fig. 2a). We note this tensor-network state is closely related to the one representing the 2D cluster state which forms a universal resource for measurement-based quantum computation [30, 32].

Figure 2a demonstrates the dual-unitary property of $U_F$ evidently: there is a self-similarity of the diagram read bottom-up (temporally) or right-left (spatially). Precisely, Fig. 2b illustrates $|\tilde{\psi}(z_B)\rangle$ can be equivalently interpreted as evolution of an initial state $|+\rangle^\otimes t$ on $t$ qubits ('dual chain') by quantum circuits $U(z_B) := U(z_{B,1}) U(z_{B,2}) \cdots U(z_{B,N_B})$, followed by a linear map $W$ transforming the resulting state to one on
Here, $U(z_{B,i})$ takes two forms: $U(0)$, $U(1)$, depending on the measurement outcome $z_{B,i} \in \{0, 1\}$. Both are identical in form and have parameters $J, g, b_i$ similar to the Floquet unitary (4), upon interpreting the site index $i$ to run along the $t$-site dual chain, except with differing boundary fields $b_i = \pi/4(3\pi/4)$ if $z_{B,i} = 0(1)$. Eq. (2) can thus be rewritten as a sum over all circuit evolutions:

$$\rho_{E}^{(k)} = \sum_{z_{B}} \frac{1}{2^{NB}} \frac{(WU(z_{B})(|+\rangle\langle+|)^{\otimes k}U(z_{B})W^{\dagger})(|+\rangle\langle+|)^{\otimes k}U(z_{B})W^{\dagger})}{(|+\rangle\langle+|)^{\otimes k}U(z_{B})W^{\dagger})^{k-t}}.$$  

We now observe that for $t \geq N_A$, $W$ is expressible as $W = \sqrt{2^{(t-N_A)}} (|+\rangle\langle+|)^{\otimes (t-N_A)} V$ [33], where $V$ is a unitary on $\mathbb{C}^{2^t}$ whose particular form is unimportant as we will argue below. This assertion can be straightforwardly verified diagrammatically [30]. We further observe that Eq. (8) can be thought of as the average behavior of a function taking as input a circuit $U(z_{B})$, with output $(\cdots)^{\otimes k}$, sampled uniformly over all $2^{NB}$ possible circuits indexed by $z_{B}$. Our task therefore falls to examining the statistics of the (uniform) ensemble of unitaries $\mathcal{E}_{U} := \{U(z_{B})\}$. We show that this discrete set $\mathcal{E}_{U}$ in fact samples the (continuous) space of unitaries on $\mathbb{C}^{2^t}$ uniformly in the TDL $N_B \to \infty$, stated in Theorem 2 below.

We can thus in Eq. (8) replace in the TDL the sum over states $U(z_{B})|+\rangle^{\otimes t}$, which by virtue of Theorem 2 become uniformly distributed over Hilbert-space, with an integral over Haar-random states. This step is justified more rigorously in [30]. The unitary $V$ entering in the decomposition of $W$ can then be absorbed in the integral via invariance of the Haar measure, leading to

$$\lim_{N_B \to \infty} \rho_{E}^{(k)} = \int_{\Psi_{\text{Haar}(2^t)}} d\Psi |\langle \Psi_{+}|(\Psi_{+})^{\otimes k} \rangle^{2^{t-N_A}|\langle \Psi_{+}|(\Psi_{+})^{\otimes k} \rangle^{2^{t-N_A}} |\Psi_{+} \rangle |^2,$$

where $|\Psi_{+} \rangle = (+)^{\otimes (t-N_A)} |\Psi \rangle$. Finally, Lemma 4 of [10] specifies that random variables $(\langle \Psi_{+}|(\Psi_{+})^{\otimes k} \rangle)^{2^{t-N_A}}$ and $2^{t-N_A}|\langle \Psi_{+}|(\Psi_{+})^{\otimes k} \rangle^{2^{t-N_A}} |\Psi_{+} \rangle$ are independent, allowing us to distribute the integral: the former equals (3) while the latter evaluates to 1, giving our claimed result.

Figure 3 numerically illustrates the emergence of quantum state-designs for various Floquet times and projected subsystem size $N_B$. We find that $\mathcal{E}$ forms an exact state $k$-design for $k = 1$ when $N_B \geq N_A = t$ (i.e. reduced density matrix is maximally mixed), as expected from the results of [34], while it converges exponentially fast with $N_B$ for higher $k$s.

Statistics of unitary ensemble $\mathcal{E}_{U}$. In Theorem 1, we used the following nontrivial result describing the distribution of unitaries $U(z_{B})$ in the TDL:

$$|\tilde{\psi}(z_{B})\rangle = \frac{1}{\sqrt{2^{NB}}} WU(z_{B})|+\rangle^{\otimes t}.$$  

Figure 3. Trace distance $\Delta^{(k)}$ of $k$-th moment of projected ensemble to a Haar random ensemble versus (a) time and (b) projected subsystem size $N_B$, for $g = \pi/9$ and $N_A = 3$. For (a), $N_B = 100$. For (b), $t = N_A = 3$.

Theorem 2. For $g \notin \mathbb{Z}/8$, all moments $k$ of $\mathcal{E}_{U}$ and the Haar-random unitary ensemble agree in the TDL: $\lim_{N_B \to \infty} \sum_{z_{B}} \frac{1}{2^{NB}} U(z_{B})^{\otimes k} \otimes U(z_{B})^{*\otimes k} = \int_{U_{\text{Haar}(2^t)}} dU U^{\otimes k} \otimes U^{*\otimes k}$. That is, $\mathcal{E}_{U}$ in the TDL forms an exact unitary-design.

Recall an element of $\mathcal{E}_{U}$ is a quantum circuit e.g. $U(1)U(0)U(0)U(1)\cdots$, which is interpretable as an instance of evolution by a randomly-kicked Ising model on $t$ qubits, where the randomness arises only from the boundary longitudinal field at site $t$ taking two possible values $g$ and $g + \pi/2$ with equal probability, between every kick. Thus, Theorem 2 amounts to saying that unitaries generated by a kicked Ising model with time-dependent but ultra-localized randomness, suffice to form arbitrarily good approximations of Haar-random unitaries after long enough times. In contrast, many previous works concerning the emergence of such unitary-designs in dynamics assume global (i.e. an extensive number) of system parameters that are random in time [18, 35, 36], and so the randomly-kicked Ising model constitutes an example where the degree of randomness required is arguably minimal. The proof of Theorem 2, presented in [30], is technical, but essentially amounts to showing that basic unitaries $U(0), U(1)$ (and their inverses) form a universal gate set, such that any unitary on $\mathbb{C}^{2^t}$ can be reached from their products [37].

Discussion. Our main result, Theorem 1, establishes the first provable example of a new kind of emergent random matrix universality exhibited by quantum chaotic many-body systems, conjectured by [9, 10]. It represents a deep form of quantum thermalization characterized by a maximally entropic distribution of pure states of a subsystem induced by the bath, suggesting a generalization of the ETH to account for such features. An open question is how such universality is modified in the presence of globally-conserved quantities, like energy. For $k = 1$, quantum thermalization already specifies a universal form at late-times: a Gibbs ensemble at a definite temperature. What are the universal ensembles, if any, that $\rho_{E}^{(k)}$ for $k \geq 2$ tend toward? From a technical standpoint, our work asserts the projected ensemble forms a quantum state-design in the limit when infinitely-many qubits are measured; understanding the rate of convergence with large but finite system-sizes would be very interesting (see [30] for a preliminary discussion).
The appearance of quantum state-designs in a physical system has also quantum information science applications, in particular for tasks like state-tomography, benchmarking, or cryptography, which employ ensembles of random unitaries or states [16–29, 38]. For example, by applying random unitaries, projectively measuring, and processing the classical data, one can in certain cases reconstruct an approximate description of a system’s state in a protocol called classical shadow tomography [26]. Our results suggest that one can replace the direct application of a random unitary, which requires fine-control, with simple projective measurements following quantum chaotic dynamics to effectively realize random rotations on a subsystem, potentially amounting to a hardware-efficient method to implement the tomographic protocol.
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In this supplemental material, we provide details on statements and theorems of the main paper. Section I elaborates on moments of an ensemble of Haar-random states. Section II discusses extensions of our results for the case of other initial states and the kicked Ising model with periodic boundary conditions. Section III presents some useful relations involving the basic diagrams used to represent the Floquet unitary as a tensor network. Section IV expounds on the comment made in the main text on the connection of the 1D kicked Ising unitary to the 2D cluster state, a universal resource for measurement-based quantum computation. Section V provides a diagrammatic proof of the decomposition of the linear map $W$ asserted in the main text. Section VI presents additional details on the proof of Theorem 1, that the projected ensemble of the kicked Ising model (with open boundary conditions) forms a quantum state-design in the thermodynamic limit. Section VII presents the proof of Theorem 2, that the ensemble of unitaries $E_U$ forms a unitary-design in the thermodynamic limit. Section VIII discusses, in brief, the parameter governing how quickly the projected ensemble forms a quantum state-design as a function of system size. Section IX collects some technical lemmas used in the proof of Theorem 2.

I. MOMENTS OF AN ENSEMBLE OF HAAR-RANDOM STATES

By the Schur-Weyl duality [1–3], we can express the $k$-th moment of an ensemble of Haar random states on a $d$-dimensional Hilbert space $\mathcal{H}$ as a uniform sum of permutation operators on $\mathcal{H} \otimes^k$:

$$\rho_{\text{Haar}}^{(k)} = \frac{\sum_{\pi \in S_k} P(\pi)}{d(d+1) \cdots (d+k-1)}. \quad (S1)$$

Here $P(\pi)$ is an operator acting on $\mathcal{H} \otimes^k$, which permutes the $k$ copies of the Hilbert space $\mathcal{H}$ according to a member $\pi$ of the permutation group $S_k$ on $k$ elements:

$$P(\pi)|i_1, i_2, \cdots, i_k\rangle = |i_{\pi(1)}, i_{\pi(2)}, \cdots, i_{\pi(k)}\rangle, \quad (S2)$$

where $1 \leq i \leq d$. Note that Eq. (S1) can also be written

$$\rho_{\text{Haar}}^{(k)} = \frac{\Pi_{\text{symm}}^{(k)}}{d+k-1} \quad (S3)$$

where $\Pi_{\text{symm}}^{(k)}$ is the projector onto the symmetric subspace of $\mathcal{H} \otimes^k$. In the main text, we worked with $\mathcal{H} = \mathbb{C}^{2^N_A}$ as we considered the projected ensemble on a subsystem $A$ of $N_A$ qubits, so $d = 2^{N_A}$.

II. EXTENSIONS OF RESULTS

In the main text, we considered unitary dynamics by the 1D kicked Ising model on $N$ qubits

$$U_F = U_h e^{-iH_{\text{Ising}}\tau}, \quad (S4)$$

where

$$U_h = \exp \left(-i\hbar \sum_{i=1}^{N} \sigma_i^y\right),$$

$$H_{\text{Ising}} = J \sum_{i=1}^{N-1} \sigma_i^z \sigma_{i+1}^z + g \sum_{i=1}^{N} \sigma_i^z + (b_1 \sigma_1^z + b_N \sigma_N^z). \quad (S5)$$
The parameters used were \( \tau = 1, (J, h, b_1, b_N) = (\pi/4, \pi/4, \pi/4, \pi/4) \), with arbitrary \( g \) as long as it stayed away from exceptional points \( g \notin \mathbb{Z}\pi/8 \). As written above, the model is defined on a chain with open boundary conditions.

Our central result (Theorem 1) was that the projected ensemble \( \mathcal{E} \) on a subsystem \( A \), generated from a time-evolved wavefunction \( |\Psi(t)\rangle = U_F^t |+\rangle \otimes^N \), forms an exact quantum state design in the thermodynamic limit, for Floquet times \( t \geq N_A \). Precisely, the bipartition is such that subsystem \( A \) consists of the first \( N_A \) contiguous qubits while subsystem \( B \) the remaining qubits; the thermodynamic limit is taken as \( N_B \to \infty \), keeping \( N_A \) fixed. We proved this leveraging the dual-unitary nature of the Floquet unitary \( U_F \): written as a tensor network, it can be interpreted as unitary evolution not only along the standard time direction, but also along the spatial direction, acting on a ‘dual chain’ of \( t \) qubits. Measurements of \( N_B \) out of \( N \) qubits induce an ensemble of depth-\( N_B \) quantum circuits acting on the dual chain with initial state \( |+\rangle \otimes^t \); these unitaries’ distribution in the thermodynamic limit is equal to that of Haar random unitaries (Theorem 2). Lastly, the linear map \( W \) from the space of \( t \) qubits to \( N_A \) qubits when \( t \geq N_A \) can be written as a projected unitary, so that the distribution of states of the projected ensemble on \( A \) is equal to that of a projected Haar-random state on the dual chain. This can in turn be shown to be identical to that of a Haar-random state on \( A \).

In this section, we discuss in a schematic fashion modifications of the above result and reasoning when we consider generalizations of the set-up: (i) for initial states describing a product state of spins uniformly pointing along an arbitrary direction in the \( x-y \) plane, and (ii) for the kicked Ising model with periodic boundary conditions.

### A. Initial product state of spins uniformly lying in \( x-y \) plane

We consider a more general class of generator states from which the projected ensemble is derived from:

\[
|\Psi(t)\rangle = U_F^t |\theta\rangle \otimes^N,
\]

where \( |\theta\rangle = e^{-i\theta\hat{x}}|+\rangle \) describes a spin polarized along the \( \cos \theta \hat{x} + \sin \theta \hat{y} \) direction. The case of \( \theta = 0 \) reduces to the scenario considered in the main text of the paper.

We expect the central result (Theorem 1 on the emergence of exact quantum state designs in the thermodynamic limit for \( t \geq N_A \)) should still hold for generic \( \theta \). Indeed, we can still employ our diagrammatic manipulations – leveraging the dual-unitary nature of the Floquet unitary to represent the projected state as arising from time-evolution in the dual-picture of \( t \) qubits initialized in \( |+\rangle \otimes^t \) by a quantum circuit \( U(z_B) \), in which the measurement outcome \( z_B \) determines the particular quantum circuit applied. However, a difference from the case expounded in the main text is that the basic building blocks \( U(z_{B,i}) \in \{U(0),U(1)\} \) that make up the circuit are more general: \( U(z_{B,i}) \) is identical in form and has parameters \( J, h, g \) similar to the Floquet unitary \( U_F \) (Eq. (4) of the main text), upon interpreting the site index \( i \) to run along the \( t \)-site dual chain, except with differing right boundary field \( b_t = \pi/4(3\pi/4) \) that depends on the local measurement outcome \( z_{B,i} = 0(1) \), and with left boundary field \( b_1 = \pi/4 + \theta/2 \). Consequently, we have to consider the statistics of this slightly more general (uniform) ensemble of unitaries \( \{U(z_B)\} \). One can repeat the proof of Theorem 2 (Sec. VII) almost verbatim, except with the modification that \( g \to g + \theta/2 \) in Eq. (S46), to show that this ensemble of unitaries also forms an unitary design in the thermodynamic limit \( N_B \to \infty \) for almost all \( \theta \) (assuming \( g \notin \mathbb{Z}\pi/8 \)).

### B. Kicked Ising model with periodic boundary conditions

We consider next the kicked Ising model defined on a chain with periodic boundary conditions, that is, taking

\[
H_{\text{Ising}} = J \sum_{i=1}^{N} \sigma_i^x \sigma_{i+1}^x + g \sum_{i=1}^{N} \sigma_i^z,
\]

with \( \sigma_{N+1}^\alpha = \sigma_1^\alpha \) (\( \alpha = x, y, z \)). As before, we fix \( J = \pi/4 \) and let \( g \) be arbitrary, excluding points \( g \notin \mathbb{Z}\pi/8 \). We focus on the generator state \( |\Psi(t)\rangle = U_F^t |+\rangle \otimes^t \). Subsystem \( A \) here is taken to be any contiguous region of \( N_A \) qubits and \( B \) its complement.

Fig. S1a depicts the unnormalized projected state on \( A \) in the case with periodic boundary conditions. The Floquet unitary \( U_F \) still possesses a dual-unitary property, and so the same state can be written as shown in Fig. S1b. The diagram involves unitary evolution by the same depth-\( N_B \) quantum circuits \( U(z_B) \) as defined in the main text, except now summing over all states of the dual chain (thus effecting a trace). This is in contrast to the case with open boundary conditions, where the evolution is of only the particular initial state \( |+\rangle \otimes^t \) on the dual chain. This difference is what prevents us from achieving an exact computation of the projected ensemble in the present model.
Note, the linear map $W$ here, in contrast to that of the main text, maps states on \( \mathbb{C}^{2^t} \) to \( \mathbb{C}^{2^{NA}} \). Theorem 2 is still applicable though, which informs us that the distribution of $U(z_B)$ in thermodynamic limit is identical to those of Haar random unitaries $U_{\text{Haar}}$, as shown in Fig. S1c.

What is the distribution of projected states as shown in Fig. S1c, as a function of time $t$? To make progress, we employ numerics: we compute the quantum state ensemble pertaining to the random states as given by Fig. S1c, and compare their similarity to those of Haar randomly-generated states on $A$. More precisely, we consider the ensemble estimate $E_M$ comprised of $M$ states where each corresponds to the evaluation of Fig. S1c, with each instance of the unitary $U_{\text{Haar}}$ drawn independently from the Haar measure. We then compute the trace distance $\Delta^{(k)} = \frac{1}{2} \| \rho^{(k)}_{E_M} - \rho^{(k)}_{\text{Haar}} \|_1$ of its moments to the corresponding moments of a Haar-random ensemble of states on $A$. In the limit of $M \to \infty$ this will converge to the trace distance of the moments of the true projected ensemble, calculated in the thermodynamic limit, to those of Haar random states.

Fig. S2 shows the results for a subsystem $A$ with $N_A = 2$ qubits and $g = \pi/9$. We see that for $k = 1$ and $t \geq 1$ the trace distance goes down indefinitely with sample size $M$, indicating that the trace distance of the actual projected ensemble, calculated in the thermodynamic limit, to Haar random states in fact vanishes. This observation is in perfect agreement with the analytic result of [4] proving that the entanglement entropy of a contiguous region of $N_A$ qubits, computed for the kicked Ising model with periodic boundary conditions, is maximal once $t \geq \lceil N_A/2 \rceil$ (i.e. the reduced density matrix is maximally mixed). In contrast, for higher $k$s, it appears the trace distance converges at large enough $M$ to a non-zero value for any fixed $t$, although the saturation value decreases with $t$. We are thus led to conjecture that the projected ensemble for the kicked Ising model with periodic boundary conditions, taking the thermodynamic limit first, only forms an approximate quantum state-design at any finite time $t$; however, longer times makes this a better and better design. Note the difference from the case with open boundary conditions where there is instead a \textit{finite} $t$ beyond which the projected ensemble forms a provably-exact quantum state-design.
III. DETAILS OF TENSOR NETWORK MANIPULATIONS

In this section we summarize some helpful properties of the basic diagrams used in the main text to represent $U_F$ as a tensor-network. Recall we introduced the following elementary diagrams:

\[
\begin{pmatrix}
\frac{1}{\sqrt{2}} & 1 \\
1 & 1 -1
\end{pmatrix}, \quad \delta_{z_1 z_2 z_3} e^{-i g (1 - 2 z_1 z_2 z_3)}. \tag{S8}
\]

Note a leg of either diagram carries two indices $z_i \in \{0, 1\}$; we have suppressed writing the indices in the former while explicitly written them in the latter. The former represents the standard Hadamard gate, while the latter is a three-legged tensor that evaluates to $e^{\pm i g}$ if $z_1 = z_2 = z_3 = 0(1)$ and 0 otherwise.

These tensors can be contracted, as is standard with tensor network manipulations, with one another or with quantum states (recall a contraction involves summing over all internal states). We note from the outset that all equalities presented below are to be understood as coming with the qualifier “up to global phases which are irrelevant”. For example, the contraction of two three-legged tensors in the following manner yields a four-legged tensor:

\[
\begin{pmatrix}
\end{pmatrix}
\begin{pmatrix}
\end{pmatrix} = \begin{pmatrix}
\end{pmatrix} \times
\begin{pmatrix}
\end{pmatrix}. \tag{S9}
\]

As can be verified, this diagram equals $e^{\mp i g (z_1 + z_2)}$ if the indices of all four legs are $0(1)$, otherwise it equals 0. A contraction with the local state $|+\rangle = \frac{1}{\sqrt{2}} (|0\rangle + |1\rangle)$ yields, for example:

\[
\begin{pmatrix}
\end{pmatrix} |+\rangle = \frac{1}{\sqrt{2}} \times
\begin{pmatrix}
\end{pmatrix} |+\rangle. \tag{S10}
\]

This is nothing but a local gate proportional to a unitary effecting a $z$-rotation:

\[
\frac{1}{\sqrt{2}} e^{-i g \sigma^z} = \frac{1}{\sqrt{2}} \begin{pmatrix}
-ig & 0 \\
0 & e^{ig}
\end{pmatrix}.
\]
Using this notation, evolution by Ising interactions and transverse fields in the $y$-direction underlying the Floquet unitary $U_F$, can be cast as

$$e^{-i \frac{\pi}{4} \sigma^y} = \sqrt{2} \times \begin{array}{c}
\pi/4
\end{array}, \quad e^{-i \frac{\pi}{4} \sigma^y} = \begin{array}{c}
\pi/2
\end{array},$$

(S11)

where their action is to be read from right to left.

Additionally, a measurement in the computational basis at site $i$ is represented by a contraction with an outcome state $|z_{B,i}\rangle$, yielding two possibilities. The relevant elementary diagram we care about is

$$\begin{array}{c}
\bigcirc|z_{B,i}\rangle = \begin{cases}
\begin{array}{c}
+ \\
+ \pi/2
\end{array} & \text{if } z_{B,i} = 0,
\begin{array}{c}
+ \\
+ \pi/2
\end{array} & \text{if } z_{B,i} = 1.
\end{cases}
\end{array}$$

Note we have introduced the circled node symbol in the last diagram to denote an extra phase angle of $\pi/2$ when the measurement outcome $z_{B,i} = 1$. Using these, we can readily build up the tensor-network representation of $U_F$ as shown in Fig. 2 of the main text, as well as perform manipulations on it.

IV. RELATION BETWEEN 1D KICKED ISING UNITARY AND 2D CLUSTER STATE

In this section, we elaborate on the remark made in the main text that there is an intimate relation between the tensor-network state representing the Floquet unitary $U_F$, corresponding to the 1D kicked Ising model, and the one representing the 2D cluster state (defined on a rectangular lattice), which forms a universal resource for measurement-based quantum computation [5].

Precisely, the connection is as such. Let $|U_F^t\rangle$ represent the state living in $\mathbb{C}^{2N} \otimes \mathbb{C}^{2N}$, obtained from $t$ applications of the Floquet unitary $U_F$, via the following procedure: for $\{ |n\rangle \}$ a basis of states of $\mathbb{C}^{2N}$ so that

$$U_F^t = \sum_{n,m} \langle n | U_F^t | m \rangle |n\rangle \langle m|,$$

(S12)

define

$$|U_F^t\rangle := \sum_{n,m} \langle n | U_F^t | m \rangle |n\rangle |m\rangle.$$

(S13)

Then the claim is that

$$|U_F^t\rangle = \left( \prod_{i=1}^{N} H_{i,t} \right) \left( \prod_{i=1}^{N} \prod_{\alpha=2}^{t-1} |+\rangle_{i,\alpha} \right) \left( \prod_{i=1}^{N} \prod_{\alpha=1}^{t} e^{-i g \sigma^z_{i,\alpha}} \right) |2D \text{ Cluster State}\rangle,$$

(S14)

where $H_{i,\alpha}$ is the single-qubit Hadamard gate $\frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}$ and the 2D cluster state [5] is defined on a $N \times t$ rectangular grid (with open boundary conditions) of qubits:

$$|2D \text{ Cluster State}\rangle := \prod_{e \in \text{Edges(Grid)}} \text{CZ}_{e} |+\rangle \otimes (N \times t).$$

(S15)

Here CZ is the control-Z gate acting on a pair of qubits $\text{CZ} = \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}$. Roman indices $i = 1, \ldots, N$ denote the ‘space’ direction, while Greek indices $\alpha = 1, \ldots, t$ denote the ‘time’ direction.

This assertion can be shown straightforwardly using the diagrammatic notation discussed in Sec. III; a simple but key observation to that end is that the Ising interaction $e^{-i \frac{\pi}{4} \sigma^y \otimes \sigma^y}$ and the CZ gate are identical up local $z$-rotations, so they are described by the same basic diagram Eq. (S11), up to the ‘$g$’-parameter on each vertex.

Unpacking Eq. (S14), it says that the 1D kicked Ising unitary $U_F^t$ which acts on $N$ qubits for time $t$ [or more precisely its corresponding state $|U_F^t\rangle$], can be thought of as the conditional state arising from a particular projective
measurement outcome of (bulk) \( N \times (t - 2) \) qubits of a 2D cluster state defined on a \( N \times t \) rectangular grid, where the measurement is done in an appropriate local basis pointing in the XY-plane. Concretely, this is represented by the projection to the local state \( |e^{-ig\sigma_z^\alpha}t\rangle_N \) for each bulk qubit, such that the first \( (\alpha = 1) \) and last \( (\alpha = t) \) rows are not projected out. This connection between the 1D kicked Ising unitary and the 2D cluster state is ultimately what underlies the former’s dual-unitary (more precisely, self-dual) nature.

V. DIAGRAMMATIC PROOF THAT \( W \) IS A PROJECTED UNITARY

In the main text we asserted that \( W \), the linear map from the space of \( t \) qubits to \( N_A \) qubits (see Fig. 2b of the main text), is expressible for \( t \geq N_A \) as

\[
W = \sqrt{2}^{(t-N_A)}\langle +|^{\otimes(t-N_A)}V,
\]

where \( V \) is a unitary on \( \mathbb{C}^{2^{N_A}} \). That is, \( W \) is proportional to an isometry: \( WW^\dagger \propto I_{2^{N_A}} \). Fig. S3 illustrates this assertion. It involves repeated use of Eq. (S9).

VI. DETAILS OF THEOREM 1 (PROJECTED ENSEMBLE FORMS A QUANTUM STATE-DESIGN)

We justify more carefully the steps leading up to Theorem 1 of the main text. We start with the \( k \)-th moment of the projected ensemble represented in the dual picture as a (uniform) average of a function taking as input a depth-\( N_B \) quantum circuits \( \mathcal{U}(z_B) \), with output \( \frac{1}{2^{N_B}} \sum_{z_B} |U(z_B)(\langle +|^{\otimes t}\mathcal{U}(z_B)|+\rangle)\rangle^{\otimes k} \):

\[
\rho_E^{(k)} = \frac{1}{2^{N_B}} \sum_{z_B} \frac{1}{2^{N_B}} \frac{(WU(z_B))(\langle +|^{\otimes t}\mathcal{U}(z_B)|+\rangle)\rangle^{\otimes k}}{(\langle +|^{\otimes t}\mathcal{U}(z_B)|+\rangle)\rangle^{\otimes k}}.
\]

Theorem 2 states that the (uniform) ensemble of unitaries \( \{\mathcal{U}(z_B)\} \) forms an exact unitary designs in the thermo-
dynamic limit. Therefore, taking the TDL, $\rho_E^{(k)}$ can be expressed as

$$
\lim_{N_B \to \infty} \rho_E^{(k)} = \lim_{N_B \to \infty} \sum_{z_B} \frac{2^{-(t-N_A)} \langle + | \otimes (t-N_A) \mathcal{V} \mathcal{U}(z_B) (|+\rangle \langle +|) \otimes t \mathcal{U}(z_B)^\dagger V |+\rangle \otimes (t-N_A) \rangle \otimes k}{2^{N_B} \langle + | \otimes (t-N_A) \mathcal{V} \mathcal{U}(z_B) (|+\rangle \langle +|) \otimes t \mathcal{U}(z_B)^\dagger V |+\rangle \otimes (t-N_A) \rangle \otimes k} - 1
$$

$$
= \int_{\mathcal{U} \sim \text{Haar}(2^t)} d\mathcal{U} 2^{-(t-N_A)} \left( \langle + | \otimes (t-N_A) \mathcal{U} (|+\rangle \langle +|) \otimes t \mathcal{U}^\dagger |+\rangle \otimes (t-N_A) \rangle \otimes k \right)
$$

$$
= \int_{\mathcal{V} \sim \text{Haar}(2^t)} d\mathcal{V} 2^{-(t-N_A)} \left( \langle + | \otimes (t-N_A) \mathcal{V} (|+\rangle \langle +|) \otimes t \mathcal{V}^\dagger |+\rangle \otimes (t-N_A) \rangle \otimes k \right)
$$

$$
= \int_{\Psi \sim \text{Haar}(2^t)} d\Psi 2^{-(t-N_A)} \left( \langle \Psi_+ | \otimes k \right) / \langle \Psi_+ | \Psi_+ \rangle \times 2^{t-N_A} \langle \Psi_+ | \Psi_+ \rangle
$$

where $|\Psi_+\rangle := \langle + | \otimes (t-N_A) |\Psi\rangle$.

The first equality uses the form of $W_\alpha$, (S16). To justify the second equality, we express the denominator of (S17) as a power series: $\frac{1}{1-x} = 1 - x - x^2 + \ldots = \sum_{n=0}^{\infty} (1-x)\frac{1}{(1-x)^{n+1}}$, where $x = \langle + | \otimes (t-N_A) \mathcal{U}(z_B) |+\rangle \otimes (t-N_A) \mathcal{U}(z_B) |+\rangle \otimes t \in [0,1]$. Note the $x = 0$ case (vanishing projected state) is excluded in the definition of $\rho_E^{(k)}$. This power series, which has a radius of convergence $|1 - x| < 1$, thus converges absolutely for the values of $x$ we are interested in. We can hence distribute the sum over $z_B$ over each power of $\alpha$ in the TDL $N_B \to \infty$ (this step is justified from Tonelli’s or Fubini’s theorem); together with the numerator, each term is a polynomial in $U(0), U(1)$ specified by the bit-string $z_B$, each occurring with equal probability, becomes uniformly independent. We reproduce the argument here. We shift line of Eq. (S18). The third equality arises from the invariance of the Haar measure which we use to absorb the unitaries drawn from the Haar measure. Then we can reverse the process and resum the terms to yield the second line of Eq. (S18). The third equality arises from the invariance of the Haar measure which we use to absorb the unitary $V$. The fourth equality expresses that the state $|\Psi\rangle = |U|\rangle \otimes t$ is Haar-random distributed should the unitary $U$ be Haar-random distributed. It expresses that the resulting quantity is the expected $k$-th moment of the projected ensemble formed from Haar random states $|\Psi\rangle \in (\mathbb{C}^2)^\otimes t$, where $t - N_A$ sites are projected out. The fifth equality is a rewriting of the fourth line.

Now, Lemma 4 of Ref. [6] states that the random variables $(|\Psi_+\rangle \langle \Psi_+|)^{\otimes k} / \langle \Psi_+ | \Psi_+ \rangle$ and $2^{t-N_A} \langle \Psi_+ | \Psi_+ \rangle$ are independent. We reproduce the argument here. We shift $|\Psi\rangle \mapsto U_A |\Psi\rangle$ for some fixed unitary $U_A$ supported only on $A$; the resulting state is still Haar-randomly distributed over the full Hilbert space. However we note that $2^{t-N_A} \langle \Psi_+ | \Psi_+ \rangle$ is invariant under this transformation while $(|\Psi_+\rangle \langle \Psi_+|)^{\otimes k} / \langle \Psi_+ | \Psi_+ \rangle \mapsto (U_A |\Psi\rangle \langle \Psi_+| U_A^\dagger)^{\otimes k} / \langle \Psi_+ | \Psi_+ \rangle$. Now if we average over $U_A$ assuming it is uniformly generated, the latter is nothing more than $k$-th moment $\rho^{(k)}_{\text{Haar}}$ of the Haar random ensemble of states on $\mathbb{C}^{2N_A}$, (S1). Explicitly,

$$
\int_{\Psi \sim \text{Haar}(2^t)} d\Psi \frac{(|\Psi_+\rangle \langle \Psi_+|)^{\otimes k}}{\langle \Psi_+ | \Psi_+ \rangle} 2^{t-N_A} \langle \Psi_+ | \Psi_+ \rangle = \int_{\Psi \sim \text{Haar}(2^t)} d\Psi \frac{(U_A |\Psi\rangle \langle \Psi_+| U_A^\dagger)^{\otimes k}}{\langle \Psi_+ | \Psi_+ \rangle} 2^{t-N_A} \langle \Psi_+ | \Psi_+ \rangle (\text{some fixed } U_A)
$$

$$
= \int_{\Psi \sim \text{Haar}(2^t)} d\Psi \int_{U_A \sim \text{Haar}(2^{N_A})} dU_A \frac{(U_A |\Psi\rangle \langle \Psi_+| U_A^\dagger)^{\otimes k}}{\langle \Psi_+ | \Psi_+ \rangle} 2^{t-N_A} \langle \Psi_+ | \Psi_+ \rangle (\text{uniformly averaging over } U_A)
$$

$$
= \int_{\Psi \sim \text{Haar}(2^t)} d\Psi \int_{\Psi \sim \text{Haar}(2^{N_A})} d\psi \langle \psi | \langle \psi | \otimes k 2^{t-N_A} \langle \Psi_+ | \Psi_+ \rangle
$$

$$
= \rho^{(k)}_{\text{Haar}} \times 1.
$$

(S19)

VII. PROOF OF THEOREM 2 ($\mathcal{E}_U$ FORMS A UNITARY DESIGN)

Here we prove that the distribution of unitaries $\mathcal{U}(z_B)$ which act on $t$ qubits, formed from all possible length-$N_B$ products of $U(0), U(1)$ specified by the bit-string $z_B$, each occurring with equal probability, becomes uniformly
distributed over the unitary group in the thermodynamic limit:

**Theorem 2.** For \( g \not\in \mathbb{Z} \pi / 8 \), the unitary ensemble \( \mathcal{E}_U \) forms an exact unitary-design in the TDL. That is, all moments \( k \) of \( \mathcal{E}_U \) and the Haar-random unitary ensemble agree:

\[
\lim_{N_B \to \infty} \sum_{z_B} \frac{1}{2} U_{(z_B)}^{\otimes k} \otimes U_{(z_B)}^{\ast \otimes k} = \int_{U \sim \text{Haar}(2)} dU U^{\otimes k} \otimes U^{\ast \otimes k} \tag{S20}
\]

where \((\cdot)^*\) denotes complex conjugation.

**Proof.** Instead of working with Eq. (S20), which is one definition of a unitary \( k \)-ensemble, we use an equivalent definition: for any operator \( X \) on \((\mathbb{C}^2)^{\otimes k}\),

\[
\lim_{N_B \to \infty} \mathcal{T}^{(k)}_{\mathcal{E}_U}[X] = \mathcal{T}^{(k)}_{\text{Haar}}[X], \tag{S21}
\]

where \( \mathcal{T}^{(k)}_{\mathcal{E}_U}[X] := \frac{1}{2^{N_B}} \sum_{z_B} U_{(z_B)}^{\otimes k} X U_{(z_B)}^{\ast \otimes k} \) and \( \mathcal{T}^{(k)}_{\text{Haar}}[X] := \int_{U \sim \text{Haar}(2)} dU U^{\otimes k} X U^{\ast \otimes k} \) are so-called \( k \)-fold twirls over the respective unitary ensembles [3].

Our strategy is to show that the action of \( \mathcal{T}^{(k)}_{\mathcal{E}_U} \) and \( \mathcal{T}^{(k)}_{\text{Haar}} \) agree in the thermodynamic limit. To begin, we observe we can express the \( k \)-fold twirl over the projected ensemble \( \mathcal{T}^{(k)}_{\mathcal{E}} \) as a transfer map \( \mathbb{T}^{(k)} \) raised to the \( N_B \)-th power:

\[
\mathcal{T}^{(k)}_{\mathcal{E}_U}[X] = \frac{1}{2^{N_B}} \sum_{z_B \in \{0,1\}^{N_B}} U_{(z_B)}^{\otimes k} X U_{(z_B)}^{\ast \otimes k} = \sum_{z_B \in \{0,1\}^{N_B}} \frac{1}{2^{N_B}} \prod_{i=1}^{N_B} U(z_{B,i})^{\otimes k} X \prod_{i=1}^{N_B} U(z_{B,i})^{\ast \otimes k} = \left( \frac{1}{2} \sum_{z_B \in \{0,1\}} U(z_{B,1})^{\otimes k} \left( \frac{1}{2} \sum_{z_B \in \{0,1\}} U(z_{B,2})^{\otimes k} \ldots \left( \frac{1}{2} \sum_{z_B \in \{0,1\}} U(z_{B,N_B})^{\otimes k} X U(z_{B,N_B})^{\ast \otimes k} \right) \ldots U(z_{B,2})^{\ast \otimes k} \right) U(z_{B,1})^{\ast \otimes k} \right) = (U^{(k)} \circ \mathbb{P}^{(k)})^{N_B}[X] = (\mathbb{T}^{(k)})^{N_B}[X]. \tag{S22}
\]

In the second line, we used the definition of \( U_{(z_B)} \) as a product of unitaries \( U_{(z_B)} = \prod_{i=1}^{N_B} U_{(z_{B,i})} \), ordered so that the index \( i = N_B(1) \) appears left(right)-most. In the third line, we exchanged the sum and product. In the fourth line, we defined linear maps \( U^{(k)}, \mathbb{P}^{(k)} \) which act on operators on \((\mathbb{C}^2)^{\otimes k}\)

\[
U^{(k)}[X] := U(0)^{\otimes k} X U(0)^{\ast \otimes k}, \tag{S23}
\]

\[
\mathbb{P}^{(k)}[X] := \frac{1}{2} \left( X + (\sigma_i^z)^{\otimes k} X (\sigma_i^z)^{\otimes k} \right).
\]

Here \( U(0) \) is identical to the Ising unitary \( U_F \), Eq. (4) of the main text, interpreted to act on a spin chain of \( t \) qubits (the ‘dual chain’). In the fifth line, we defined the transfer map \( \mathbb{T}^{(k)} \) as the composition of the linear map \( U^{(k)} \) and \( \mathbb{P}^{(k)} \).

Since \( U^{(k)} \) is a conjugation by unitaries, it is a norm-preserving map, while since \( \mathbb{P}^{(k)} \) is a projection \( (\mathbb{P}^{(k)})^2 = \mathbb{P}^{(k)} \), it has eigenvalues 0, 1. This immediately leads to the following two properties of \( \mathbb{T}^{(k)} \): (i) its eigenvalues \( \lambda \) have at most unit magnitude, (ii) the algebraic and geometric multiplicities of unimodular eigenvalues \( |\lambda| = 1 \) coincide, even if \( \mathbb{T}^{(k)} \) is not diagonalizable. These properties are identical to those of the transfer matrix used in [7] to compute the spectral form factor of the kicked Ising model, owing to a similar form (there it was the composition of a unitary and a map with at most unit eigenvalues). We refer the reader to [7] for the proof of these properties, which carry over mutatis mutandis.

For any finite \( t \) and \( k \), any non-unimodular eigenvalues of the linear map \( \mathbb{T}^{(k)} \) will be separated from the unimodular ones by a finite gap \( \Delta_{\text{gap}} = 1 - \max_{|\lambda| < 1} |\lambda| \), and have magnitude less than unity. Hence, they will vanish when raised to an infinitely-high power \( N_B \to \infty \) (the thermodynamic limit). To understand the action of \( (\mathbb{T}^{(k)})^{N_B} \) in the TDL, we therefore need only find the unimodular eigenvalues of \( \mathbb{T}^{(k)} \) and their eigenoperators \( X \), which satisfy

\[
\mathbb{T}^{(k)}[X] = e^{i\theta} X. \tag{S24}
\]
Expanding $X$ (which is assumed without loss of generality normalized) in terms of orthonormal eigenoperators $X_0$ and $X_1$ of $\mathbb{P}$ with eigenvalues $0, 1$ respectively, we have $X = c_0 X_0 + c_1 X_1$ (the inner product is under the Hilbert-Schmidt or Frobenius inner product) with $|c_0|^2 + |c_1|^2 = 1$. Now since

$$1 = \text{Tr} (X^\dagger X) = \text{Tr} \left( \mathbb{P}^{(k)} [X] [T^{(k)} [X]] \right) = \text{Tr} \left( \mathbb{P}^{(k)} [X] [\mathbb{P}^{(k)} [X]] \right) = |c_1|^2 \text{Tr} (X_1^\dagger X_1) = |c_1|^2,$$

this is possible if and only if $c_0 = 0$. Therefore, our desired $X$ further satisfy the conditions

$$\mathbb{P}^{(k)} [X] = X, \quad U^{(k)} [X] = e^{i\theta} X,$$

which can be rewritten straightforwardly, using the definition of the maps (S23), as

$$[(\sigma_i^z)^{\otimes k}, X] = 0, \quad U(0)^{\otimes k} X U(0)^{\otimes k} = e^{i\theta} X.$$

Now consider the family of unitary operators on $\mathbb{C}^{2^t}$

$$V_p := U(0)^p \sigma_i^z U(0)^{-p}, \quad p \in \mathbb{Z}.$$

Note $\sigma_i^z \propto U(0)^{-1} U(1)$ so $V_p$ can in fact be written as some product of $U(0), U(1)$ and their inverses. From Eq. (S27), it is immediate that $X$ must also satisfy that it commutes with any (unitary) element of the set comprised of a product of $V_{p_i}^{\otimes k}$.

$$[V_{p_1}^{\otimes k} V_{p_2}^{\otimes k} V_{p_3}^{\otimes k} \cdots, X] = 0.$$

By continuity of the $k$-th tensor power and commutator, $X$ also commutes with all limit points of this set.

Lemma 1 below specifies that for $g \notin \mathbb{Z} \pi/8$, one can construct single-site rotations as well as entangling nearest-neighbor two-site unitary gates on $\mathbb{C}^{2^t}$ from products of $V_p$. As is well known from the theory of quantum computation [8], such a set is universal, in the sense that the set of unitaries generated from it is dense in the space of all unitary operators $V$ acting on the Hilbert space $\mathbb{C}^{2^t}$. Therefore, again by continuity, and completeness of the space of unitaries, eigenoperators $X$ of $T^{(k)}$ with unimodular eigenvalues for such $g$ satisfy for any unitary $V$ on $\mathbb{C}^{2^t}$,

$$[V^{\otimes k}, X] = 0 \iff \int_{V \sim \text{Haar}(2^t)} \text{d}VV^{\otimes k} XV^{\otimes k} = X.$$

We note that the right hand side is nothing but the condition for eigenoperators of $T^{(k)}_{\text{Haar}}$ with eigenvalue $+1$. From the Schur-Weyl duality, we know that all solutions to Eq. (S30) are given by linear combination of permutation operators $P(\pi)$,

$$X = \sum_{\pi \in S^k} c_\pi P(\pi),$$

where $P(\pi)$ acts on $(\mathbb{C}^{2^t})^{\otimes k}$ and permutes the $k$ copies of the Hilbert space $\mathbb{C}^{2^t}$ according to a member $\pi$ of the permutation group $S_k$ on $k$ elements:

$$P(\pi)(i_1, i_2, \cdots, i_k) = (i_{\pi(1)}, i_{\pi(2)}, \cdots, i_{\pi(k)}), \quad 1 \leq i \leq 2^t.$$

Note that the permutation operators $P(\pi)$ are not orthonormal: $\text{Tr}(P(\pi) P(\pi')) \neq \delta_{\pi, \pi'}$. Indeed, while the number of elements $\pi$ of $S_k$ is $k!$, the dimension of the vector space spanned by $P(\pi)$ is only $k!$ if the dimension is large enough, namely when $2^t \geq k$.

The solution Eq. (S31) is ‘universal’ [9], and entails that $\theta = 0$ in Eq. (S27). Thus, we see that for $g \notin \mathbb{Z} \pi/8$, all unimodular eigenoperators of $T^{(k)}_{\mathcal{F}_U}$ have eigenvalues $+1$ and that their span coincides with the $+1$ eigenspace of $T^{(k)}_{\text{Haar}}$. Since states in the subspace orthogonal to the $+1$ eigenspace of $T^{(k)}_{\text{Haar}}$ carry $0$ eigenvalue under $T^{(k)}_{\mathcal{F}_U}$ (owing to it being a projector), and also map to the zero vector under $\lim_{N_B \to \infty} T^{(k)}_{\mathcal{F}_U}$, we therefore have that the actions of $\lim_{N_B \to \infty} T^{(k)}_{\mathcal{F}_U}$ and $T^{(k)}_{\text{Haar}}$ match. This concludes the proof. ■
VIII. NUMERICAL VERIFICATION AND GAP OF TRANSFER MATRIX

We check the necessity of the condition \( g \notin \mathbb{Z}_{\pi/8} \) required of Theorem 2. Numerically, we find that \( g = (2m + 1)\pi/8, m \in \mathbb{Z} \) also yields unitary-designs while \( g = m\pi/4, m \in \mathbb{Z} \) do not, see Fig. S4 where we plot the gap \( \Delta = 1 - |\lambda_{k!+1}| \) of the transfer matrix \( T^{(k)} \) separating the \( k! \) ‘universal’ unimodular eigenoperators (S31) from the ‘non-universal’ non-unimodular ones (we ensured the Hilbert space dimension is large enough, \( 2^t \geq k \)). Note a finite gap implies the formation of unitary-designs in the TDL, which we see from Fig. S4 occurs everywhere except \( g \in \mathbb{Z}_{\pi/4} \).

This implies \( g \notin \mathbb{Z}_{\pi/8} \) is only a sufficient (but not necessary) condition for \( E_U \) to form a unitary-design, and suggests that the proof of Theorem 2 can be further improved. Note that the definition of gap here differs from that in the preceding section, though they coincide for parameters \( g \) away from \( \mathbb{Z}_{\pi/4} \). At those points, there are additional (non-universal) eigenoperators with unimodular eigenvalues of \( T^{(k)} \) than just given by Eq. (S31).

Intuitively, the gap \( \Delta \) computed here sets the rate of convergence with \( N_B \) of the unitary ensemble \( E_U \) to form a unitary \( k \)-design, and correspondingly, the rate of convergence of the state ensemble \( E \) to a quantum state \( k \)-design. Establishing this connection more precisely would be an extremely interesting direction for future investigation.

![Figure S4. Gap \( \Delta = 1 - |\lambda_{k!+1}| \) of transfer matrix \( T^{(k)} \) for \( t = 3 \) and \( k = 2 \). Note the number of unit eigenvalues \( \lambda = +1 \) is equal to 2 for \( g \notin \mathbb{Z}_{\pi/4} \). One sees that the transfer matrix is gapped except for \( g = \mathbb{Z}_{\pi/4} \) – indeed, we find numerically that the projected ensemble \( E \) does not (does) form a quantum state-design in the thermodynamic limit at (away from) those points.](image-url)

IX. PROOF OF LEMMAS

A. Lemma 1 (Construction of universal gate set)

In Theorem 2, we utilized the following Lemma:

**Lemma 1.** Let \( g \notin \mathbb{Z}_{\pi/8} \). Consider the set \( S \) of unitaries acting on \( \mathbb{C}^{2^t} \) generated from products of \( V_p \), as well as its limit points. Then this set contains arbitrary single-site rotations and nearest-neighbor two-site entangling gates, which forms a universal gate set on \( \mathbb{C}^{2^t} \).

**Proof.** Let us first recall the definition of \( V_p \):

\[
V_p := U(0)^p \sigma_i^z U(0)^{-p}, \quad p \in \mathbb{Z},
\]  

(S33)

where \( U(0) \) is identical to (S4), but interpreted to act on a 1D chain of \( t \) qubits (dual chain). Because of the choice of parameters, up to an irrelevant global phase, \( U(0) \) can equivalently be written as

\[
U(0) = \left( \prod_{i=1}^{t} H_i \right) \left( e^{-ig \sum_{i=1}^{t} \sigma_i^z} \right) \left( \prod_{i=1}^{t-1} CZ_{i,i+1} \right)
\]  

(S34)

where \( CZ_{i,j} \) is the control-Z gate acting on a pair of qubits \((i,j)\), and \( H_i \) is the Hadamard gate acting on site \( i \):

\[
CZ_{i,j} = \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}_{i,j}, \quad H_i = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}_i.
\]  

(S35)
This can be immediately read off from the tensor network diagram, Fig. 2 of the main text.

We now prove Lemma 1 via induction. We first focus on single-site rotations: the proposition \( P(i) \) for \( 2 \leq i \leq t \) is that the operators

\[
\sigma_{i-1}^x e^{-i \theta_i} \sigma_i^x e^{i \theta_i}, \\
\sigma_{i-1}^z e^{i \theta_i} \sigma_i^z e^{-i \theta_i},
\]

(S36)
along with arbitrary single-qubit rotations on site \( i \), are in the set \( S \).

We first show this for \( i = t \). We evaluate \( V_{-1}, V_0, V_1, V_2 \), using (S33), (S34):

\[
V_{-1} = \sigma_{t-1}^x e^{i \theta_t} \sigma_t^x e^{-i \theta_t}, \\
V_0 = \sigma_t^x, \\
V_1 = \sigma_t^x, \\
V_2 = \sigma_{t-1}^x e^{-i \theta_t} \sigma_t^x e^{i \theta_t},
\]

(S37) \( \cdots \) (S40)

The following products, which are single-qubit rotations acting non-trivially only on site \( t \), are also in \( S \):

\[
W_1 = V_{-1} V_1 V_2 V_0 V_{-1} V_1 V_2 V_0 = e^{i 2 \theta_t} e^{-i 2 \theta_t} e^{i 2 \theta_t} e^{-i 2 \theta_t}, \\
W_2 = V_{-1} V_1 V_{-1} V_1 = e^{i \theta_t}.
\]

(S41)

Parametrizing these rotations by \( W_i = e^{-i \theta_i} \hat{n}_i, S \) where \( \theta \) is the rotation angle and \( \hat{n} \) is the unit vector specifying the axis of rotation, with \( S = (\sigma_x, \sigma_y, \sigma_z) \)/2, we have

\[
\theta_1 = 2 \arccos \left( \frac{2 \cos^2(2g) - 1}{\sin^2(2g)} \right), \\
\hat{n}_1 = \left( \frac{2 \cos^2(2g) \sin(2g)}{\sqrt{1 - (-1 + 4 \cos(4g) + \cos(8g))^2/16}}, \right), \\
\theta_2 = -8g, \\
\hat{n}_2 = (0, 0, 1).
\]

(S42)

We now consider the conditions on \( g \) sufficient for products of \( W_1, W_2 \) to generate densely all rotations on the Bloch sphere. What is well known is if the angle between the rotation axes is between 0 and \( \pi/2 \), and that at least one of the rotation angles is an irrational multiple of \( \pi \) and the other is not a trivial rotation, i.e. a multiple of \( 2\pi \), this will occur. From (S42) we see that as long as \( g \notin \mathbb{Z} \pi/4 \), the angle between the rotation axes \( \hat{n}_1 \) and \( \hat{n}_2 \) is between 0 and \( \pi/2 \). Next let us first assume \( \theta_2 \) is an irrational multiple of \( \pi \). Then it suffices to impose similarly \( g \notin \mathbb{Z} \pi/4 \) to avoid \( \theta_1 \) being a multiple of \( 2\pi \). Now let us assume \( \theta_2 \) (or equivalently, \( g \)) is a rational multiple of \( \pi \). Lemma 2 shows that \( \theta_1 \) is an irrational multiple of \( \pi \) if and only if \( g \notin \mathbb{Z} \pi/8 \). Therefore, \( g \notin \mathbb{Z} \pi/8 \) is a sufficient condition to ensure that the rotations \( W_1, W_2 \) generate densely any single-site rotation on site \( t \), and so \( S \) contains arbitrary single-site rotations on site \( t \).

Now we show the implication \( P(i) \implies P(i-1) \). From (S36) and the presence of arbitrary single-site rotations on site \( i \) we have that unitaries

\[
\sigma_{i-1}^x, \sigma_i^x, \\
\sigma_{i-1}^z, \sigma_i^z
\]

(S43) \( \cdots \) (S44)

are in \( S \). Hence so are

\[
U(0) \sigma_{i-1}^z U(0)^{-1} = \sigma_{i-1}^z e^{-i \theta_{i-1}} \sigma_i^z e^{i \theta_i}, \\
U(0) \sigma_{i-1}^x U(0)^{-1} = \sigma_{i-1}^x e^{-i \theta_{i-1}} \sigma_i^x e^{i \theta_i}.
\]

(S45)

(this requires \( i \geq 2 \)), as they can both be expressed as a limiting sequence of products of \( V_0 \). Note the operators contained in (S43), (S45) are identical to \( V_{-1}, V_0, V_1, V_2 \), ignoring the site index. Therefore we can similarly construct \( W_1, W_2 \) as above (dropping the site-index), repeat the same argument \( \textit{mutatis mutandis} \), to find that arbitrary single-site rotations on site \( i-1 \) are in the set \( S \). Thus, we recover proposition \( P(i-1) \).
Lastly we consider the case of site $i = 1$. Proposition $P(2)$ implies the operators $\sigma_1^x \sigma_2^z, \sigma_1^z \sigma_2^x$ are in $S$. Conjugating by $U(0)$ and its inverse gives
\[
U(0) \sigma_1^x \sigma_2^z U(0)^{-1} = e^{-ig\sigma_1^x} \sigma_1^z e^{ig\sigma_1^x},
U(0)^{-1} \sigma_1^z \sigma_2^x U(0) = e^{ig\sigma_1^z} \sigma_1^x e^{-ig\sigma_1^z}.
\] (S46)

Products of these two unitaries assuming $g \notin \mathbb{Z} \pi/8$ generate densely all single-qubit unitaries on site $i = 1$. Therefore one-half of lemma 1 is proved, namely that $S$ contains all single-site rotations.

For the second-half of lemma 1, let $Q(j), 2 \leq j \leq t$, be the proposition that the two-site entangling gates
\[
E_{j-1,j} := U(0) \prod_{i=j+1}^{t} CZ_{i-1,i} H_j \prod_{i=j+1}^{t} CZ_{i-1,i} U(0)^{-1}
\] (S47)
are in $S$. Note $E_{j-1,j}$ can be evaluated straightforwardly from the definition of $U(0)$ (S34) to be
\[
E_{j-1,j} = (H_{j-1} H_j e^{-ig(\sigma_{j-1}^x + \sigma_j^z)}) \times CZ_{j-1,j} H_j \frac{1}{\sqrt{g}} \times \left( e^{ig(\sigma_{j-1}^z + \sigma_j^x)} H_j H_{j-1} \right) .
\] (S48)

To see that it is entangling, it suffices to show its action on a particular product state yields an entangled state. We evaluate its action (restricting it to be on sites $j - 1, j$ for notational simplicity) on the product state $|\chi\rangle_{j-1,j} := e^{-ig(\sigma_{j-1}^x + \sigma_j^z)} H_{j-1} H_j |\psi\rangle_{j-1,j} + |\psi\rangle_{j-1,j}$:
\[
E_{j-1,j} |\chi\rangle_{j-1,j} = H_{j-1} H_j e^{-ig(\sigma_{j-1}^x + \sigma_j^z)} \left( |0\rangle_{j-1} |0\rangle_j - |1\rangle_{j-1} |1\rangle_j \right),
\] (S49)
which is maximally entangled.

Now we prove the propositions $Q(j)$. Obviously $Q(t)$ is true since $E_{t-1,t} = U(0) H_t U(0)^{-1}$ is in $S$, as $H_t$ is a single-site rotation. Next we prove that $Q(j), Q(j+1), \ldots, Q(t) \implies Q(j-1)$. As $E_{j-1,j}, E_{j,j+1}, \ldots, E_{t-1,t}$ are entangling gates, they, together with arbitrary single-site rotations on sites $j - 1, j, \ldots, t$, form a universal gate set on qubits $j - 1, j, \ldots, t$, a well-known fact in the theory of quantum computation [8]. That is, we can construct from them arbitrary global rotations on these qubits. In particular, we can construct the unitary $CZ_{j-1,j} CZ_{j,j+1} \cdots CZ_{t-1,t} H_j H_{t-1} \cdots H_j H_{j-1}$, and hence it follows that $E_{j-2,j-1}$ is in set $S$.

Combing the two parts, we therefore have that $S$ contains arbitrary single-site rotations and nearest-neighbor two-site entangling gates, which constitutes a universal gate set on $\mathbb{C}^d$.

\section{Lemma 2 (Irrationality of $\theta_1$)}

\textbf{Lemma 2.} Let $g$ be a rational angle, that is, $g = \frac{p}{q} \pi$ for some $p, q \in \mathbb{Z}, q \geq 1$. Then $\theta_1/\pi = \frac{1}{2} \arccos (2 \cos^4(2g) - 1)$ is irrational if and only if $g$ is not divisible by $\pi/8$.

\textbf{Proof.} The “only if” direction is straightforward: suppose by contradiction there exists some $g$ divisible by $\pi/8$ such that $\theta_1/\pi$ is irrational. From $\theta_1 = \frac{1}{2} \arccos (2 \cos^4(2g) - 1)$ we see that we need only consider $g \in [0, \pi/2]$, so we just have to check the cases $g = 0, \pi/8, \pi/4, 3\pi/4, \pi/2$. This yields $\theta_1/\pi = 0, 4/3, 2, 4/3, 0$ respectively, which are all rational. Thus, $\theta_1/\pi$ not rational implies $g$ not divisible by $\pi/8$.

The “if” direction is difficult [10]. Suppose by contradiction there exists some $g$ not divisible by $\pi/8$ such that $\theta_1/\pi$ is rational. Then $\theta_1 = 4h$ for some $h$ which is a rational multiple of $\pi$. This implies $2 \cos^4(2g) - 1 = \cos(2h)$ which further implies $2 \cos^4(2g) = 2 \cos^2(h)$, or $\cos(h) = \pm \cos^2(2g)$. Then there exist $h'$ which is a rational multiple of $\pi$ such that $\cos(h') = \cos^2(2g)$ (precisely, if “+” in $\cos(h) = \pm \cos^2(2g)$ then define $h' = h$, if “-” then define $h' = h + \pi$). Now let $b$ be a minimal positive integer for which $h', 2gb$ are both divisible by $2\pi$, that is,
\[
h'b = 2\pi a, \quad 2gb = 2\pi c,
\] (S50)
for coprime (not necessarily mutually coprime) integers $a, b, c$. We then have
\[
\frac{w^a + w^{-a}}{2} = \frac{(w^c + w^{-c})^2}{4}
\] (S51)
where $w = e^{i\frac{2\pi}{2g}}$. This is a polynomial in $w$ with rational coefficients. Thus, all algebraic conjugates of $w$ satisfy it as well. These algebraic conjugates are all primitive roots of unity of degree $b$, utilizing the fact that the cyclotomic
polynomial $\Phi_b$ is irreducible. We can then replace $w$ to $w^m$ where $\gcd(m, b) = 1$. As the right-hand-side of Eq. (S51) is non-negative, we get that $\cos(2\pi am/b) \geq 0$ for all $m$ coprime to $b$.

When does this happen? Denote now $a = da_1$, $b = db_1$ where $d = \gcd(a, b)$ and $\gcd(a_1, b_1) = 1$. Let $k$ be an arbitrary integer coprime with $b_1$. Denote $m = k + Nb_1$ where $N$ equals the product of the prime divisors of $d$ which do not divide $k$. Now each prime divisor of $d$ divides exactly one of the numbers $k$ and $Nb_1$, therefore it does not divide their sum $m$. Clearly $m$ is also coprime with $b_1$, and $\gcd(m, b) = 1$. Therefore $\cos(2\pi a_1k/b_1) = \cos(2\pi am/b) = \cos(2\pi am/b)$ is non-negative. Next, $a_1k$ takes all residues modulo $b_1$ which are coprime to $b_1$. It follows that there are no residues coprime with $m$ does not divide their sum $m$. Clearly $m$ is also coprime with $b_1$, and $\gcd(m, b) = 1$. Therefore $\cos(2\pi a_1k/b_1) = \cos(2\pi am/b)$ is non-negative. Next, $a_1k$ takes all residues modulo $b_1$ which are coprime to $b_1$. It follows that there are no residues coprime with $b_1$ in the interval $(b_1/4, 3b_1/4)$. Lemma 3 states that $b_1 \in \{1, 4, 6\}$, and so $\cos(h) = \cos(2\pi a/b) = \cos(2\pi a_1/b_1) \in \{0, 1/2, 1\}$. This then implies

$$\cos(2g) = \pm \sqrt{\cos(h)} \in \{0, \pm\sqrt{2}/2, \pm1\}, \quad \text{(S52)}$$

which further implies $g$ is divisible by $\pi/8$. Hence, $g \notin \mathbb{Z}/8$ yields irrational $\theta_1/\pi$.

C. Lemma 3

**Lemma 3.** Let $n$ be a positive integer such that each number in the open interval $(n/4, 3n/4)$ is not coprime with $n$. Then $n \in \{1, 4, 6\}$.

**Proof.** If $n = 2m + 1$ is odd, and $m \geq 1$, then $m \in (n/4, 3n/4)$. If $n = 4m + 2$ and $m > 1$, then $2m - 1 \in (n/4, 3n/4)$. If $n = 2$, then $1 \in (n/4, 3n/4)$. If $n = 4m$ and $m > 1$, then $2m - 1 \in (n/4, 3n/4)$. ■
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